Dedicated Nonlinear Control of Robot Manipulators in the Presence of External Vibration and Uncertain Payload
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Abstract: Robot manipulators are often tasked with working in environments with vibrations and are subject to load uncertainty. Providing an accurate tracking control design with implementable torque input for these robots is a complex topic. This paper presents two approaches to solve this problem. The approaches consider joint space tracking control design in the presence of nonlinear uncertain torques caused by external vibration and payload variation. The properties of the uncertain torques are used in both approaches. The first approach is based on the boundedness property, while the second approach considers the differentiability and boundedness together. The controllers derived from each approach differ from the perspectives of accuracy, control effort, and disturbance properties. A Lyapunov-based analysis is utilized to guarantee the stability of the control design in each case. Simulation results validate the approaches and demonstrate the performance of the controllers. The derived controllers show stable results at the cost of the mentioned properties.
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1. Introduction

Many robot manipulators work in environments with vibrations and are concurrently subject to payload uncertainty. These two factors cause a significant nonlinear disturbance torque that affects the dynamic behavior of the controllers, which complicates the issue of tracking control [1]. Therefore, considering the disturbance while controlling the position of manipulators has been a topic of interest in recent years.

Some researchers count the disturbance as part of uncertain dynamics while dealing with trajectory tracking control. Others consider the dynamics as known and deal with the disturbance separately. For this purpose, a variety of linear and nonlinear control tools have been tested. In [2], the trajectory tracking problem was treated in the presence of an unknown payload using adaptive control theory. The same theory was used in [3] to suppress disturbances and track desired trajectories uniformly by assuming that an accurate dynamic model of the manipulator is available. The authors of [4] considered the uncertain load as part of unmodeled dynamics and represented it by a single disturbance force to be rejected utilizing a proportional derivative (PD control law). Dawson et al. [5] depended on the definition that the disturbance can be bounded [3] to show that if the PD controller gains are chosen to be greater than that bound plus the other uncertain dynamics and the initial value of the tracking error is considered, then that error is uniformly bounded (UB).
In [6], the author derived a control law and proved that the tracking error is uniformly ultimately bounded (UUB) depending on the inertia parameters of the robot. The control effort in [2,3] is superior to that in [4–6], but this kind of controller performs poorly in the presence of disturbances, such as unknown payload or external vibration. Some other works [7,8] used the theory of variable structure (VSS) to drive the tracking error to a switching surface so that the disturbance will not affect the tracking control (i.e., asymptotic result). However, the drawback of controllers that use VSS theory is the discontinuity/high-frequency of the control input, which makes it difficult to implement. Furthermore, other works take into account the case that the disturbance cannot be linearly parameterized and thus incorporate function approximation methods (neural network and fuzzy logic) into the above mentioned works and presented UUB results for the tracking error.

In [9], the fuzzy logic method was used to develop a robust tracking control for robot manipulators in the presence of unknown perturbations. In [10], the authors showed that a combination of robust model-based control and neural network payload estimation has the potential to provide payload-invariant high-speed trajectory tracking. In [11], a universal robust neural network controller was presented for motion control of rigid-link electrically-driven robots with unknown dynamics. This controller does not require an off-line training-phase, as compared with other neural network approaches. Gao, H. et al. [12] developed a neural network controller for vibration suppression of a two-link flexible robotic manipulator and they showed UUB results. The mentioned works require velocity measurements to design the controllers. Further research has been conducted to eliminate the measurement of velocity and show global asymptotic and global UUB for joint position tracking [13,14]. However, these controllers are restricted by many assumptions during the design process.

To overcome these restrictions, other efforts utilize the differentiable property of the uncertain terms and/or use robust integral of the sign of the error (RISE) feedback to develop new controllers for high-order dynamic systems and many other systems. In [15], a robust adaptive control is presented for a multiple-input–multiple-output system that guarantees the tracking error is asymptotically driven to zero in the presence of bounded disturbances with bounded time derivatives. The same technique was used in [16–18] to reject the additive disturbance and the friction model that contains uncertain nonlinear parameterizable terms for Euler–Lagrange systems.

The RISE feedback was used in [19,20] for trajectory tracking control and active vibration control for quadrotor unmanned aerial vehicles (UAVs) and flexible refueling hose, respectively. In the same manner, the RISE feedback was used in [21] for suppressing limit cycle oscillations in UAVs with dynamic model uncertainty and parametric actuator uncertainty. Furthermore, the authors of [22] used RISE feedback to compensate for uncertain, nonautonomous disturbances for a class of coupled, fully-actuated underwater vehicles. These controllers are continuous and yield asymptotic tracking errors. Some other studies focus on disturbance torques that are caused by vibration and payload variation.

In [23], the authors use finite impulse response FIR digital filters to design a controller that is robust to vibration and payload variation. However, digital filters work better for linear, time-invariant systems and they have some limitations with nonlinear systems. Additionally, this controller requires knowledge of the natural frequencies of the payload. In [24], a sliding mode control was applied to solve the position tracking problem of a single-link flexible robot arm. The controller is robust with regards to payload and actuator friction changes; however, it requires a high bandwidth actuator, which increases the control effort. V, Feliu. et al. [25] designed a control algorithm to cancel vibrations that are originated by the structural flexibility of the manipulator during movement. The control algorithm works efficiently for trajectory tracking without saturating the actuators, however, it requires a perfect kinematic model and a perfect knowledge of the compliance matrix.

This paper studies the regulation problem in joint space for a manipulator subjected to uncertain torque due to vibration and payload variation. For this objective, we consider that there is no uncertainty in the kinematics of the manipulator. Therefore, the effect of the vibration and the payload variation are modeled as bounded disturbance torques [26] to the joints, which are driving
the links of the robot manipulator. Two approaches are used to design the control input depending on the characteristics of the disturbance torques based on Lyapunov analysis. The first approach considers the vibration and payload variation torques are bounded. The controller derived from this approach introduces UUB output for the tracking error with an acceptable control effort. The second approach exploits the differentiable property plus the boundness of the disturbance torques. Therefore, the controller derived from the second approach shows that the error goes to zero as time goes to infinity depending on the initial condition of the state (i.e., semiglobal stable result of the tracking error). The performance of the controllers is evaluated as follows:

1. The controller derived from the first approach is compared with a PD controller in the presence of bounded disturbance torques that are caused by vibration and payload variation. The simulation results show a UUB tracking error for this controller with a good control effort, while the PD controller performs poorly in term of accuracy.
2. The controller derived from the second approach is also compared with the PD controller in the presence of a differentiable and bounded vibration and payload variation torques and with a specific initial condition. The simulation results show an asymptotic tracking error for this controller with low control effort. The PD controller behaves almost the same as previously.

In comparison with the mentioned existing advanced techniques, the proposed approaches are conducted based on the best compact dynamic model of a rigid-link robot arm in the presence of disturbance torques due to vibration and payload variation. The effects of both the vibration and payload variation are considered as uncertain disturbance torques. That is, in the control implementation for both approaches, we do not require prior knowledge about the frequencies of the vibration and payload variation; however, high position tracking accuracy is achieved. Moreover, the theoretical analysis presents important features in the performance of both controllers. Where the first approach gives less conservative tracking error. Simply put, it ensures the tracking error to be arbitrarily small through two constants that are injected into the controller. While the second approach introduces an arbitrarily high rate of convergence for the tracking error; however, the convergence rate can be easily adjusted by tuning the gains in the control law.

The paper is organized as follows. In Section 2, the dynamic model of the robot and some preliminaries are introduced. In Section 3, the problem formulation is defined, the control approaches are presented, and the controllers are designed. Simulations are carried out to illustrate the performance of the proposed controllers, and the results are discussed in Section 4. The conclusions are given in Section 5.

2. Specified Dynamic Model and Preliminaries

Based on the control objective of this work, the dynamics for an $n$-degree-of-freedom, revolute-joints, serial robot arm in the presence of external vibration and uncertain payload can be expressed in joint-space coordinates as follows:

\[ M(q)\ddot{q} + V_m(q, \dot{q})\dot{q} + G(q) = \tau - \tau_v - \tau_l \]  

where $q$, $\dot{q}$, and $\ddot{q} \in \mathbb{R}^n$ denote the angular displacement, angular velocity, and angular acceleration vectors, respectively; $M(q) \in \mathbb{R}^{n \times n}$ represents the inertia matrix; $V_m(q, \dot{q}) \in \mathbb{R}^{n \times n}$ represents the Coriolis/centripetal matrix; $G(q) \in \mathbb{R}^n$ represents the gravity vector; $\tau \in \mathbb{R}^n$ represents the torque input of the joints; $\tau_v \in \mathbb{R}^n$ represents the disturbance due to external vibration; and $\tau_l \in \mathbb{R}^n$ represents the load torque.

For the purpose of controller design and analysis, we state some properties and assumptions that are used in this work. The properties are applicable for the dynamics of a standard fixed-base $n$-link, revolute, direct-drive robot manipulator in Equation (1) [27,28]:
Property 1. The inertia matrix \( M(q) \) is a positive-definite and symmetric matrix that satisfies
\[
\lambda_m \| \chi \|^2 \leq \chi^T M(q) \chi \leq \lambda_M \| \chi \|^2, \quad \forall \; \chi \in \mathbb{R}^n
\]  
where \( \chi \) is a vector; \( \lambda_m \) and \( \lambda_M \) \( \in \mathbb{R} \) are known, positive, real, and bounding constants; and \( \| \cdot \| \) is the Euclidean norm.

Property 2. The inertia and Coriolis/centripetal matrices satisfy the following skew-symmetric relationship:
\[
\chi^T (M(q) - 2V_m(q, \dot{q})) \chi = 0, \quad \forall \; \chi \in \mathbb{R}^n
\]  
where \( M(q) \) is the derivative of the inertia matrix.

Assumption 1. The friction effects are beyond the scope of this study; hence these effects are neglected in (1).

3. Problem Formulation and Control Approaches

3.1. Problem Formulation

We expect that a robot manipulator can perform its task even in the presence of an external vibration and/or a payload variation. Hence, we need to regulate the robot’s end-effector trajectory in order to follow a desired trajectory in the work-space. The task-space trajectory of the end-effector can be determined from the joint-space trajectory by applying the kinematic analysis [29]. Therefore, the objective is to design the joint’s torque input \( \tau \) for the dynamic model in Equation (1) that can make the angular displacement \( q \) follow the desired trajectory \( q_d \) (i.e., \( q_d - q \to 0 \) as \( t \to \infty \), where \( t \) denotes the time) from the perspective that there are disturbance torques of external vibration \( \tau_v \) and payload variation \( \tau_l \).

To expedite the analysis that leads to the design, we introduce the following terms [30]:
\[
\eta_1 := \Delta \dot{q} + \sigma_1 \Delta q \\
\eta_2 := \eta_1 + \sigma_2 \eta_1
\]  
where \( \eta_1 \) and \( \eta_2 \) \( \in \mathbb{R}^n \) are filtered signals of \( \Delta \dot{q} \) and \( \eta_1 \), respectively; \( \Delta q := q_d - q \) is the difference between the desired and current angular displacement of the joint; \( \Delta \dot{q} \) is the derivative of \( \Delta q \); \( \sigma_1 \) and \( \sigma_2 \) \( \in \mathbb{R}^{n \times n} \) are positive-definite diagonal gain matrices.

Assumption 2. The desired angular displacement of the joint \( q_d \) is known; \( q \) and \( \dot{q} \) are measurable, which makes \( \eta_1, \Delta q, \) and \( \Delta \dot{q} \) measurable as well.

Assumption 3. The angular acceleration \( \ddot{q} \) is not measurable, which makes \( \eta_2 \) not measurable, since \( \ddot{q} \) is a dependent term in (5).

3.2. Control Approach Based on the Bounded-Disturbance: First Control Approach

In order to design a controller that fulfills our objective, we use the Lyapunov function candidate in Equation (6)
\[
V_1 := \frac{1}{2} \eta_1^T M(q) \eta_1
\]  
where \( V_1 \) is a scalar (i.e., \( V_1 \in \mathbb{R} \)). The time derivative of (6) gives
\[
\dot{V}_1 = \frac{1}{2} \eta_1^T M(q) \eta_1 + \frac{1}{2} \eta_1^T M(q) \eta_1 + \frac{1}{2} \eta_1^T M(q) \eta_1 = \frac{1}{2} \eta_1^T M(q) \eta_1 + \eta_1^T M(q) \eta_1.
\]
Motivated by the term $M(q)\eta_1$ in (7), the following equation can be obtained by taking the derivative of (4) and then multiplying it by $M(q)$:

$$M(q)\eta_1 = M(q)\Delta \dot{q} + \sigma_1 M(q)\Delta q.$$  \hfill (8)

Equation (8) can be extended by substituting $\Delta \dot{q} = \dot{\ddot{q}}_d - \ddot{q}$ to obtain

$$M(q)\eta_1 = M(q)\dot{\ddot{q}}_d - M(q)\ddot{q} + \sigma_1 M(q)\Delta q.$$  \hfill (9)

Using $M(q)\ddot{q} = \tau - \tau_0 - \tau_1 - V_m(q, \dot{q})\dot{q} - G(q)$ from (1), $\dot{\ddot{q}}_d = \dot{\ddot{q}}_d - \Delta \dot{q}$, and $\Delta \dot{q} = \eta_1 - \sigma_1 \Delta q$, we can write (9) as

$$M(q)\eta_1 = M(q)\dot{\ddot{q}}_d - \tau + \tau_0 + \tau_1 + V_m(q, \dot{q})\dot{q} + G(q) + \sigma_1 M(q)\Delta q.$$  \hfill (10)

Then

$$M(q)\eta_1 = M(q)\dot{\ddot{q}}_d - \tau + \tau_0 + \tau_1 + V_m(q, \dot{q})\dot{q} + G(q) + \sigma_1 M(q)\Delta q - \tau_0 + \tau_1.$$  \hfill (11)

**Assumption 4.** The external vibration and payload variation torques, and the gravity term in (1) are upper bounded as

$$\|\tau_0 + \tau_1\| \leq v_b + l_b, \quad \|G(q)\| \leq g_b$$  \hfill (12)

where $v_b$, $l_b$, and $g_b$ indicate known, positive, and real constants.

Depending on the above assumption, the context of Lyapunov stability [31], and the fact that it is possible to include the measurable and/or known terms in the input torque expression, we design $\tau$ as

$$\tau = K_1 \eta_1 + \frac{(v_b + l_b)^2}{d} \eta_1 + M(q)\dot{\ddot{q}}_d + V_m(q, \dot{q})\dot{q} + V_m(q, \dot{q})\sigma_1 \Delta q + G(q) + \sigma_1 M(q)\Delta q$$  \hfill (13)

where $K_1 = K_1^T > 0$ denotes the control gain diagonal matrix; $d$ denotes a design parameter; $v_b$ and $l_b$ are introduced in Assumption 4. The term $\frac{(v_b + l_b)^2}{d} \eta_1 \in \mathbb{R}^n$ in (12) is considered as an auxiliary control signal.

The validity of the designed $\tau$ in (12) can be investigated by substituting (12) into (10) and then (10) into (7), which gives

$$V_1 = \frac{1}{2} \eta_1^T M(q) \eta_1 - \eta_1^T V_m(q, \dot{q}) \eta_1 + \eta_1^T \left[ \tau_0 + \tau_1 - \frac{(v_b + l_b)^2}{d} \eta_1 - K_1 \eta_1 \right].$$  \hfill (14)

Applying the skew-symmetric relationship in Property 2 and the inequalities in Assumption 4, (13) can be written as

$$V_1 \leq (v_b + l_b) \|\eta_1\| - \frac{(v_b + l_b)^2}{d} \|\eta_1\|^2 - \eta_1^T K_1 \eta_1.$$  \hfill (15)

Then, (14) yields

$$V_1 \leq -\eta_1^T K_1 \eta_1 + (v_b + l_b) \|\eta_1\| [1 - \frac{(v_b + l_b)}{d} \|\eta_1\|].$$  \hfill (16)

**Assumption 5.** Let $\mu := d/(v_b + l_b)$; the norm value of the filtered signal $\eta_1$ is considered to be

$$\|\eta_1\| > \mu > 0.$$  \hfill (17)
In practice, the inequality in (16) is ascertained by initializing $\eta_1$ in (4) suitably. This can be obtained through the initial value of the error. Simply put, since the desired joint displacement $q_d$ is known and the actual joint displacement $q$ is measurable, the error $\Delta q$ can be easily initiated to be greater than zero (i.e., $\Delta q(0) > 0$). Consequently, the positive-definite diagonal gain matrix $s_1$ guarantees $\eta_1(0) > 0$ based on the definition of $\eta_1$ in (4); hence $\|\eta_1\| > 0$ according to the properties of the Euclidean norm [32]. Therefore, when the design parameter $d$ is selected to be arbitrarily small compared to $(v_b + l_b)$, the inequality in (16) will be satisfied and provides sufficient conditions for the stability. Thus, Equation (15) can be simplified to

$$\dot{V}_1 \leq -\eta_1^T K_1 \eta_1.$$  \hspace{1cm} (17)

The Lyapunov-like theorem of uniform and ultimate boundedness [31] can be applied to upper bound $\|\eta_1(t)\|$. Using Property 1, the Lyapunov function in (6) can be upper and lower bounded by positive definite functions as follows

$$a_1(\eta_1) \leq V_1 \leq a_2(\eta_1)$$ \hspace{1cm} (18)

where $a_2(\eta_1) = (1/2)\lambda_m \|\eta_1(t)\|^2$, $a_2(\eta_1) = (1/2)\lambda_M \|\eta_1(t)\|^2$; $\lambda_m$ and $\lambda_M$ are defined in (2). The term $\eta_1^T K_1 \eta_1$ in (17) is a continuous positive definite function, $\forall \|\eta_1(t)\| \geq \mu > 0$, where $\mu$ is defined in (16). Thus, according to the Lyapunov-like theorem,

$$\|\eta_1(t)\| \leq a_1^{-1}(a_2(\mu)) \leq \sqrt{\frac{\lambda_M}{\lambda_m} \left(\frac{d}{v_b + l_b}\right)^2} \leq \sqrt{\frac{\lambda_M}{\lambda_m} \left(\frac{d}{v_b + l_b}\right)}, \forall t \geq 0.$$ \hspace{1cm} (19)

From (19), we conclude that $\eta_1$ converges to a small neighborhood of zero according to the value of $d$. Furthermore, based on (4), $\Delta q$ is simply a low-pass filter of $\eta_1$ signal [33]. Therefore, $\Delta q$ is UUB with the ultimate bound result shown in (19). In this way, the practical deliverable input torque in (12) yields an accurate tracking control for the robot joints.

3.3. Control Approach Based on the Bounded-Differentiable-Disturbance: Second Control Approach

As shown above, the control approach drives the tracking error towards a small bound. Therefore, another approach will be followed in order to obtain an asymptotic result for the tracking error.

A new Lyapunov function candidate is selected

$$V_2 := \frac{1}{2} \eta_2^T M(q) \eta_2 + \frac{1}{2} \eta_1^T \eta_1 + \frac{1}{2} \Delta q^T \Delta q + W$$ \hspace{1cm} (20)

where $W \in \mathbb{R}^+$ is an auxiliary function that will be formulated subsequently. The derivative of (20) gives

$$\dot{V}_2 = \frac{1}{2} \eta_2^T M(q) \eta_1 + \eta_2^T M(q) \eta_2 + \eta_1^T \eta_1 + \Delta q^T \Delta q + W.$$ \hspace{1cm} (21)

Analogous to the previous approach, (5) is multiplied by $M(q)$ to obtain

$$M(q) \eta_2 = M(q) \eta_1 + M(q)s_2 \eta_1 = M(q)(\dot{q}_d - \dot{q} + s_1 \Delta q) + s_2 M(q) \eta_1 \hspace{1cm} (22)$$

$$= M(q)(\dot{q}_d - \dot{q} + s_1 \Delta q) + s_2 M(q) \eta_1.$$
By substituting $M(q)\ddot{q}$ from (1) into (22), $M(q)\eta_2$ can be expressed as

$$M(q)\eta_2 = M(q)\dot{q} + V_m(q, q)\dot{q} + G(q) + \tau_0 + \tau_1 - \tau + M(q)(\sigma_1 \dot{q} + \sigma_2 \eta_1).$$

(23)

To facilitate the analysis process, the terms in (23) that are linear in the parameters can be separated and written as [34]

$$Y(q, \dot{q}, \ddot{q})\phi = M(q)\dot{q} + V_m(q, q)\dot{q} + G(q)$$

(24)

where $Y(q, \dot{q}, \ddot{q}) \in \mathbb{R}^{n \times m}$ represents the matrix that is a function of $q$, $\dot{q}$ and $\ddot{q}$ vectors and $\phi \in \mathbb{R}^m$ represents the vector of constant parameters. The matrix $Y$ can be expressed as a function of $q_d$, $\dot{q}_d$, and $\ddot{q}_d$, which are considered to exist and be bounded. Therefore, (24) can be expressed as

$$Y_d(q_d, \dot{q}_d, \ddot{q}_d)\phi = M(q_d)\dot{q}_d + V_m(q_d, \dot{q}_d)\dot{q}_d + G(q_d).$$

(25)

By adding and subtracting (25) to (23), we can rewrite (23) as follows:

$$M(q)\eta_2 = (Y - Y_d)\phi + M(q)(\sigma_1 \dot{q} + \sigma_2 \eta_1) + Y_d\phi + \tau_0 + \tau_1 - \tau.$$  

(26)

Now, we define a new auxiliary function as follows:

$$Q := (Y - Y_d)\phi + M(q)(\sigma_1 \dot{q} + \sigma_2 \eta_1)$$

(27)

where $Q(q, \dot{q}, \dot{q}_d, \ddot{q}_d, \ddot{q}_d) \in \mathbb{R}^n$ is a function of terms that can be upper bounded.

**Assumption 6.** The disturbance torques due to the exogenous vibration and payload variation are continuous, bounded, and differentiable.

Substituting (27) into (26) and then differentiating gives

$$M(q)\eta_2 + M(q)\dot{q} = Q + \dot{Y}_d\phi + \tau_0 + \tau_1 - \tau.$$  

(28)

Based on the analysis thus far and motivated by the idea of proportional derivative control, the derivative of the torque input $\tau$ is designed as follows:

$$\tau = K_2 \eta_1 + \eta_1 + K_2 \eta_2 + \eta_2 + K_3 \text{sgn}(\eta_1)$$

(29)

where $K_2$ and $K_3 \in \mathbb{R}$ are positive gains. Since we need the torque input $\tau$ in the dynamic system, $\tau$ in (29) is designed to be integrable. Substituting (5) into (29) and integrating both sides gives

$$\tau = 2K_2 \eta_1(t) + 2\dot{\eta}_1(t) + \int_0^t [K_2 \sigma_2 \eta_1(e) + \sigma_2 \eta_1(e) + K_3 \text{sgn}(\eta_1(e))]de.$$  

(30)

We know from (4) that $\eta_1$ contains the joint displacement and velocity, which are measurable in this study, and thus, the term $\int_0^t [K_2 \sigma_2 \eta_1(e) + \sigma_2 \eta_1(e) + K_3 \text{sgn}(\eta_1(e))]de$ can be determined numerically.

To investigate the stability of the system with the designed torque, we substitute (29) into (28) and apply some algebraic manipulations, which gives

$$M(q)\eta_2 = -\frac{1}{2}M(q)\eta_2 - \frac{1}{2}M(q)\eta_2 + \dot{Q} - (K_2 + 1)\eta_1 + \eta_1 + \tau_0 + \tau_1 + \dot{Y}_d\phi - (K_2 + 1)\eta_2 - K_3 \text{sgn}(\eta_1) + \eta_1$$

(31)
where $\eta_1$ is added and subtracted to facilitate the subsequent analysis. Using (31) and (4) and performing some simplifications, (21) can be re-expressed as

$$V = \eta_2^T \left[ -\frac{1}{2} \dot{M}(q) \eta_2 + \dot{Q} - (K_2 + 1) \eta_1 + \eta_1 + \dot{\tau}_v + \dot{\tau}_v + \dot{Y}_d \phi - (K_2 + 1) \eta_2 - K_3 \text{sgn}(\eta_1) \right]$$

$$+ \Delta q^T \eta_1 - \sigma_1 \Delta q^T \Delta q - \sigma_2 \eta_1^T \eta_1 + W. \tag{32}$$

Based on Barbalat’s lemma [31], the condition that the auxiliary function $W$ should be positive and its derivative will be used to cancel some terms in (32). $W$ is formulated as follows:

$$W = K_3 \|i_1\| - i_1^T i_2 - \int_0^t \eta_2^T \left[ \tau_v(e) + \tau(v) + \dot{Y}_d(e) \phi - K_3 \text{sgn}(\eta_1(e)) \right] de$$

where $i_1$ and $i_2 \in \mathbb{R}^n$ are the values of $\eta_1$ and $(\tau_v + \tau + \dot{Y} \phi)$ at the initial conditions, respectively. In order to guarantee that $W$ is always positive, the gain $K_3$ should be selected to be greater than $(\tau_v + \tau + \dot{Y} \phi)$, which is possible since $\tau_v$ and $\tau$ are bounded according to Assumption 6, the desired trajectories $q_d, \dot{q}_d, \ddot{q}_d$ are known, which makes $\dot{Y}_d$ known, and $\phi$ is constant. Thus,

$$W = -\eta_2^T (\tau_v + \tau + \dot{Y}_d \phi - K_3 \text{sgn}(\eta_1)) \tag{33}$$

where all terms in $W$ are uniformly continuous. Therefore, using (33) $V$ yields

$$V = \eta_2^T \left[ -\frac{1}{2} \dot{M}(q) \eta_2 + \dot{Q} - (K_2 + 1) \eta_1 + \eta_1 \right] - \eta_2^T ((K_2 + 1) \eta_2 + K_3 \text{sgn}(\eta_1)) + \Delta q^T \eta_1$$

$$- \sigma_1 \Delta q^T \Delta q - \sigma_2 \eta_1^T \eta_1. \tag{34}$$

We segregate and upper bound some terms in the above expressions based on [17] as follows:

$$\left\| -\frac{1}{2} \dot{M}(q) \eta_2 + \dot{Q} - (K_2 + 1) \eta_1 + \eta_1 \right\| \leq \rho(\|z\|) \|z\|,$$

where $z \in \mathbb{R}^{3n}$ is defined as

$$z = \left[ \Delta q^T \eta_1^T \eta_2^T \right]^T,$$

and by using the triangle inequality, we can obtain the following inequality:

$$\Delta q^T \eta_1 \leq \frac{1}{2} \left\| \Delta q^T \right\|^2 + \frac{1}{2} \| \eta_1 \|^2.$$

We apply the above inequalities to upper bound $V$ as follows:

$$V \leq \||z\| \rho(\|z\|) \|z\| - K_2 \|\eta_2\|^2 - \|\eta_2\|^2 + \frac{1}{2} \|\Delta q\|^2 + \frac{1}{2} \|\eta_1\|^2 - \sigma_1 \|\Delta q\|^2 - \sigma_2 \|\eta_1\|^2. \tag{35}$$

By applying the nonlinear damping proof [35], we can obtain

$$\||\eta_2\| \rho(\|z\|) \|z\| - K_2 \|\eta_2\|^2 \leq \frac{\rho^2(\|z\|) \|z\|^2}{K_2}. $$

Therefore, we can simplify (35) as follows:

$$V \leq \rho^2(\|z\|) \|z\|^2 - \frac{\min(1, \sigma_1 - \frac{1}{2}, \sigma_2 - \frac{1}{2}) \|z\|^2}. \tag{36}$$

To obtain a negative definite result from the above expression, $K_2$ should be selected to be larger than $\rho^2$. Since $\rho$ is a function of the states that are bounded, we can obtain a semi-global stability result.
as the best depending on the initial conditions of the states. As a result we can invoke Lemma 2 in [36] to show that \( \Delta q \to 0 \) as \( t \to \infty \).

### 4. Simulation Results

The presented analytical results are evaluated via simulation. The goal of the simulation is to demonstrate the performance of the proposed control approaches for a scenario where a robot manipulator is subjected to exogenous disturbance torques, which are caused by vibration and payload variation. For this purpose, two signals are generated and combined to represent the disturbance torques due to vibration and payload variation. These signals are formed for the proposed approaches to match the properties and assumptions for each approach. In order to represent this scenario, a two-link robot manipulator is considered with the physical parameters in Table 1.

| Symbol | Description | Value | Unit |
|--------|-------------|-------|------|
| \( m_1 \) | Mass of link 1 | 0.5 | kg |
| \( m_2 \) | Mass of link 2 | 0.4 | kg |
| \( l_1 \) | Length of link 1 | 0.6 | m |
| \( l_2 \) | Length of link 2 | 0.5 | m |

The two-link robot manipulator model, the disturbance torques, and the proposed controllers are simulated in MATLAB-SIMULINK as shown in Figure 1. The function that is used to integrate the states is ode45 (i.e., the solver order of the integration is 45) and the sample time that is used to solve the integration is 0.53 ms.

The dynamics of the two-link robot manipulator can be expressed using (1) as

\[
\begin{bmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{bmatrix}
\begin{bmatrix}
\dot{q}_1 \\
\dot{q}_2
\end{bmatrix}
+
\begin{bmatrix}
V_1 \\
V_2
\end{bmatrix}
+
\begin{bmatrix}
G_1 \\
G_2
\end{bmatrix}
=
\begin{bmatrix}
\tau_1 \\
\tau_2
\end{bmatrix}
-
\begin{bmatrix}
\tau_{v1} \\
\tau_{v2}
\end{bmatrix}
-
\begin{bmatrix}
\tau_{l1} \\
\tau_{l2}
\end{bmatrix}
\tag{37}
\]
where

\[
M_{11} = (m_1 + m_2)l_2^2 + m_2l_2^2 + 2m_2l_1l_2 \cos(q_1) \\
M_{12} = m_2l_2^2 + m_2l_1l_2 \cos(q_2) \\
M_{21} = m_2l_2^2 + m_2l_1l_2 \cos(q_2) \\
M_{22} = m_2l_2^2 \\
V_1 = -m_2l_1l_2(2\dot{q}_1\dot{q}_2 + \dot{q}_2^2) \sin(q_2) \\
V_2 = m_2l_1l_2\dot{q}_1^2 \sin(q_2) \\
G_1 = (m_1 + m_2)gl_1 \cos(q_1) + m_2gl_2 \cos(q_1 + q_2) \\
G_2 = m_2gl_2 \cos(q_1 + q_2)
\]

and \( g = 9.807 \text{ m/s}^2 \) is the Earth gravity constant. As we will show subsequently, \( \tau_v \) and \( \tau_l \) are created for each of the proposed approaches according to their assumptions.

The desired trajectories for both joints are assumed to be as follows:

\[
\begin{bmatrix}
q_{d1} \\
q_{d2}
\end{bmatrix} = 
\begin{bmatrix}
114.95^\circ \sin(1.5t) e^{-0.03t} \\
85.94^\circ \cos(2t) e^{-0.03t}
\end{bmatrix}
\]

with the following initial conditions:

\[
\begin{bmatrix}
q_{d1}(0) \\
q_{d2}(0)
\end{bmatrix} = 
\begin{bmatrix}
0^\circ \\
85.94^\circ
\end{bmatrix}.
\]

The proposed controllers are compared with a standard PD controller in order to demonstrate their performance over recently proposed controllers. The input torque of the PD controller is designed as

\[
\tau = K_p \Delta q + K_d \Delta \dot{q}
\]

where \( K_p \) and \( K_d \in \mathbb{R}^{n \times n} \) denote the proportional and derivative diagonal gain matrices, respectively.

The proposed controllers are tested in terms of rejecting the uncertain disturbance torques due to vibration and payload variation. Beyond the restriction on the disturbance properties, which are considered while formulating the disturbances, the simulation shows that the purpose of each controller can be adequately achieved. The control approaches in Sections 3.2 and 3.3 are investigated in Sections 4.1 and 4.2, respectively. Moreover, quantitative analysis of the results is provided in Section 4.3.

4.1. Simulation Results for the Control Approach Based on the Bounded Disturbance

First, a disturbance torque of vibration \([\tau_{v1} \tau_{v2}]^T\) by a Gaussian noise is composed taking into account that it should be bounded. Therefore, a signal with a mean value \(= [0 \ 0]^T \text{ Nm} \), a variance \(= [0.01\ 0.015]^T \text{ Nm} \), and a sampling time of 0.01 s is set. Then, the effect of the disturbance torque of the payload variation on the first and second joints is represented as follows:

\[
\tau_{v1} = \begin{cases} 
0.65 \text{ Nm}, & 4 \text{ s} \leq t \leq 8 \text{ s} \\
0.15 \text{ Nm}, & 8 \text{ s} \leq t \leq 10 \text{ s} \\
0, & \text{otherwise}
\end{cases}
\]

\[
\tau_{v2} = \begin{cases} 
0.75 \text{ Nm}, & 4 \text{ s} \leq t \leq 8 \text{ s} \\
0.25 \text{ Nm}, & 8 \text{ s} \leq t \leq 10 \text{ s} \\
0, & \text{otherwise}
\end{cases}
\]
To provide further explanation, the effects of both disturbances on the first and second joints are plotted in Figure 2.

![Figure 2](image)

Figure 2. Disturbance torques due to vibration and payload variation for the first approach: (a,b) vibration effect; (c,d) payload variation effect; and (e,f) effect of combination on joint 1 and joint 2, respectively.

The combination of the disturbances is bounded as follows:

\[
\begin{bmatrix}
-0.2873 \text{ Nm} \\
-0.3518 \text{ Nm}
\end{bmatrix}
\leq
\begin{bmatrix}
\tau_{v1} + \tau_{l1} \\
\tau_{v2} + \tau_{l2}
\end{bmatrix}
\leq
\begin{bmatrix}
0.9446 \text{ Nm} \\
1.1108 \text{ Nm}
\end{bmatrix}
\]

The control gains and design parameters in (12) are selected as \(K_1 = \text{diag}[40 \ 60], \sigma_1 = \text{diag}[10 \ 12], \bar{v}_b + l_b = 1.50 \text{ Nm} \) and \(d = 0.73\). The proportional and derivative gains for the PD control input in (38) are chosen to yield the best performance as \(K_p = \text{diag}[225 \ 100], K_d = \text{diag}[30 \ 20]\). The tracking errors and input torques of this approach are shown in Figure 3, where they are compared with the torques and errors obtained from the PD controller in (38). Although the PD control can reject the disturbances, the tracking errors are still large. By contrast, the proposed controller damps the same disturbances smoothly with less control efforts. Furthermore, the proposed controller performs rather well in terms of drifts and systematic errors as well. To show this, we run the simulation for 140 s and depict the actual displacements with their desired references and the errors between them in Figure 4.

![Figure 3](image)

Figure 3. Tracking errors and control inputs for the first proposed approach compared with the proportional derivative (PD) approach: (a,b) angular displacement errors of joint 1 and joint 2, respectively; (c,d) input torques of joint 1 and joint 2, respectively.
4.2. Simulation Results for the Second Control Approach Based on the Bounded-Differentiable-Disturbance

As in the previous part, the disturbance signals are composed according to the assumptions of this approach. Therefore, we compose them as

\[
\begin{bmatrix}
\tau_{v1} + \tau_l1 \\
\tau_{v2} + \tau_l2
\end{bmatrix} = \begin{bmatrix}
0.25 \sin(2t) + 0.10 \text{ Nm} \\
0.40 \sin(4t) + 0.15 \text{ Nm}
\end{bmatrix}
\]

where they are clearly bounded and differentiable. The bounded values for the overall disturbance can be directly calculated from the above equation and are

\[
\begin{bmatrix}
-0.15 \text{ Nm} \\
-0.25 \text{ Nm}
\end{bmatrix} \leq \begin{bmatrix}
\tau_{v1} + \tau_l1 \\
\tau_{v2} + \tau_l2
\end{bmatrix} \leq \begin{bmatrix}
0.35 \text{ Nm} \\
0.55 \text{ Nm}
\end{bmatrix}.
\]

For this approach, we select the gains in (30) as \(K_2 = 75, K_3 = 100, \sigma_1 = \text{diag}[40 \ 50],\) and \(\sigma_2 = \text{diag}[30 \ 40].\) The performance of the control inputs for this approach is compared with the PD control as shown in Figure 5, where the gains and parameters of the PD control are the same as in Section 4.1.

Figure 5. Tracking errors and control inputs for the second proposed approach compared with the PD approach: (a,b) angular displacement errors of joint 1 and joint 2, respectively; (c,d) input torques of joint 1 and joint 2, respectively.
This controller performs better in terms of accuracy and control effort because it drives the error to zero, but it is restricted by Assumption 6. By contrast, the preceding controller drives the error to a value close to zero by only considering Assumption 1. Same as the preceding approach, the performance of the proposed controller in terms of drifts and systematic errors is presented in Figure 6.

![Graphs showing performance](image)

**Figure 6.** Performance in terms of drifts and systematic errors for the second proposed approach compared with the PD approach: (a,b) desired and actual displacements of joint 1 and joint 2, respectively; (c,d) angular displacement errors of joint 1 and joint 2, respectively.

In both proposed approaches, the torques have higher oscillations w.r.t. the PD controller; however, the oscillations are not beyond the classical bandwidth limits of the actuators.

### 4.3. Quantitative Analysis

In order to further compare and validate the performance of the proposed controllers, the following statistical indices are used:

1. Maximum absolute value of the error for each joint.
   \[
   \Delta q_{i\text{max}} = \max_{j=1,..,M} (|\Delta q_i(j)|). \tag{39}
   \]

2. Root mean square (rms) values of the error and input torque for each joint.
   \[
   \Delta q_{i\text{rms}} = \sqrt{\frac{1}{M} \sum_{j=1}^{M} ||\Delta q_i(j)||^2}. \tag{40}
   \]
   \[
   \tau_{i\text{rms}} = \sqrt{\frac{1}{M} \sum_{j=1}^{M} ||\tau_i(j)||^2}. \tag{41}
   \]

3. Percentage change in the rms values of the error and input torque for the proposed control approaches compared with the PD control.
   \[
   \% \text{ change } \Delta q_{i\text{rms}} = \frac{(\Delta q_{i\text{rms}})\text{ proposed controller} - (\Delta q_{i\text{rms}})\text{ PD controller}}{(\Delta q_{i\text{rms}})\text{ PD controller}} \times 100\%, \tag{42}
   \]
   \[
   \% \text{ change } \tau_{i\text{rms}} = \frac{(\tau_{i\text{rms}})\text{ proposed controller} - (\tau_{i\text{rms}})\text{ PD controller}}{(\tau_{i\text{rms}})\text{ PD controller}} \times 100\%. \tag{43}
   \]
where \( i \) is the joint number and \( M \) is the number of sampling steps of the simulation.

Tables 2 and 3 summarize the performance for the both proposed approaches compared with the PD control. The indices in (39)–(41) for both joints are obtained from the results in Figures 3 and 5.

**Table 2.** Performance summary for the first proposed approach compared with the PD control.

| Indexes          | PD Control | First Approach |
|------------------|------------|----------------|
| \( \Delta q_{1\text{max}} \) (deg) | 2.0981     | 0.0878         |
| \( \Delta q_{2\text{max}} \) (deg) | 1.5781     | 0.0590         |
| \( \Delta q_{1\text{rms}} \) (deg) | 1.0455     | 0.0374         |
| \( \Delta q_{2\text{rms}} \) (deg) | 0.8487     | 0.0253         |
| \( \tau_{1\text{rms}} \) (Nm)   | 4.3128     | 4.2933         |
| \( \tau_{2\text{rms}} \) (Nm)   | 1.5666     | 1.5719         |

**Table 3.** Performance summary for the second proposed approach compared with the PD control.

| Indexes          | PD Control | Second Approach |
|------------------|------------|-----------------|
| \( \Delta q_{1\text{max}} \) (deg) | 2.1450     | 0.2198          |
| \( \Delta q_{2\text{max}} \) (deg) | 1.4325     | 0.1181          |
| \( \Delta q_{1\text{rms}} \) (deg) | 1.0459     | 0.0160          |
| \( \Delta q_{2\text{rms}} \) (deg) | 0.8636     | 0.0085          |
| \( \tau_{1\text{rms}} \) (Nm)   | 4.3161     | 1.4940          |
| \( \tau_{2\text{rms}} \) (Nm)   | 1.6011     | 0.5494          |

Table 4 presents the percentage changes in (42) and (43) for each one of the proposed controller compared with the PD controller. Moreover, the time for evaluating control actions of both controllers compared with the PD controller are presented in Table 5.

**Table 4.** Percentage changes of the errors and input torques for the proposed control approaches compared with the PD control.

| Indexes          | First Approach | Second Approach |
|------------------|----------------|-----------------|
| % change \( \Delta q_{1\text{rms}} \) | −96.40         | −98.47          |
| % change \( \Delta q_{2\text{rms}} \) | −97.01         | −99.01          |
| % change \( \tau_{1\text{rms}} \) | −0.45          | −68.38          |
| % change \( \tau_{2\text{rms}} \) | +0.33          | −96.565         |

**Table 5.** Performance in terms of computation time for the proposed control approaches compared with the PD control.

| Controller      | No. of Calls | Time/Call (ms) | Total Time (s) |
|-----------------|--------------|----------------|----------------|
| PD controller   | 20552        | 0.003          | 0.062          |
| First controller| 76695        | 0.007          | 0.536          |
| Second controller| 934670      | 0.005          | 4.67           |

From the above tables, which compare the performance of each control approach with the PD control, we deduce the following points:

1. The first approach reduces the average tracking errors of both joints by about 97% with almost the same control efforts.
2. The second approach reduces the average tracking errors and control efforts of both joints by about 98% and 81%, respectively.
3. The proposed controllers have higher computation time than that in the standard PD controller.
5. Conclusion

Two dedicated nonlinear approaches for tracking control of robot manipulators in joint space subject to uncertain torques due to vibration and payload variation are presented. In both approaches, a Lyapunov-based analysis is used to design the controllers and investigate their stability. The first approach relieves the restrictions of the uncertain torques’ characteristics and obtains a controller that yields a UUB tracking error. The uncertain torques in this approach need only to be bounded. The tracking error in the second approach yields an asymptotic result at the expense of an assumption that the uncertain torques are differentiable and bounded while considering the initial conditions of the states. Simulations are performed to validate the designed controllers and illustrate their performance in terms of accuracy, control efforts, and computation time. The designed controllers are compared with the PD controller and they show significant effect and superior control performance. The first proposed controller reduces the average rms values of the tracking errors by around 97% with almost the same rms values of the control efforts of the PD control. The second proposed controller reduces the average rms values of the tracking errors and control efforts by around 98% and 81%, respectively. The time necessary for evaluating control actions of the proposed controllers is higher than the time of the PD controller. However, this computation time is still less than that of advanced approaches and it is relatively small for modern CPUs.
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