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ABSTRACT
In this work we present a coupled cluster based approach to the computation of the spin orbit coupling matrix elements. The working expressions are derived from the quadratic response function with the coupled cluster parametrization, using the auxiliary excitation operator $S$. Systematic approximations are proposed with the CCSD and CC3 levels of theory. The new method is tested by computing lifetimes of several electronic states of Ca, Sr and Ba atoms, with Gaussian and Slater basis sets. The results are compared with available theoretical and experimental data.
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1. Introduction

The spin-orbit (SO) interaction is a relativistic effect which plays a crucial role in the description of the electronic structure of heavy atoms. It causes the fine structure splitting and mixing of states with different multiplicities. In heavy atoms, the energy separation of the multiplet states due to the SO interaction becomes comparable to the energy separation between different electronic states. The second effect on the electronic structure is the mixing of states with different multiplicities causing radiative (phosphorescence) and nonradiative (intersystem crossing) decays. Contributions of spin-forbidden transitions are crucial for the computation of lifetimes of electronic states.\textsuperscript{[1]}

In this work, we focus on the spin-orbit coupling operators introduced in the framework of effective core potentials (SO ECP). This approximation was first proposed by Pitzer\textsuperscript{[2]} and Schwartz\textsuperscript{[3]} and is used in this work in the Pitzer and Winter formulation.\textsuperscript{[4]} The effective Hamiltonian is given by

\[ H_{SO} = \sum_{l=1}^{l_{max}} \xi_l(r) \vec{P}_l \cdot \vec{s} \vec{P}_l \] (1)
where $\xi (r)$ is a radial potential and $P_l = \sum_{m_l} |l, m_l \rangle \langle l, m_l|$ is the projection operator onto spherical harmonics with angular momentum $l$ placed at a given pseudopotential center.

In high-resolution spectroscopy, interpretation of the experimental spectra requires a theory that effectively includes both the relativistic effects and the electron correlation at a high level. In this work we propose computing the SO coupling matrix elements within the coupled cluster (CC) approach to the response theory. There exist two approaches to the coupled cluster response theory. The first one, introduced in 1977 by Monkhorst[5, 6] and extended by Bartlett et. al, [7–10] is based on differentiation of the CC energy expression. Later, Koch et al. [11–14] derived the time-averaged quasi-energy Lagrangian technique. Within this approach, the expressions for the linear, quadratic, and cubic response functions,[14] transition moments,[15] spin-orbit coupling matrix elements,[16, 17] and many other properties,[18] at the CC2, [19, 20] CCSD,[12] and CC3 levels [21, 22] of theory were proposed.

In this work we use the an alternative approach in which one computes molecular properties directly from the average value of an operator $X$, using the auxiliary excitation operator $S$. Parenthetically we note that this method, referred to as XCC, should not be confused with the approach of Bartlett and Noga[23] of the same name. The operator $S$ was introduced in the context of CC theory in the works of Arponen et al.[24–26] The authors defined the operator $S$ through a set of nonlinear equations with no systematic scheme of approximations. In 1993 Jeziorski and Moszynski[27] proposed a different expression for the operator $S$ that satisfies a set of linear equations and can be systematically approximated. Starting from the formula for the average value of $X$ expressed through a finite series of commutators, the XCC method was extended to the computation of various electronic properties: electrostatic[28] and exchange[29] contributions to the interaction energies of closed-shell systems, the polarization propagator, [30] first-order molecular properties,[31] static and dynamic dipole polarizabilities, [32] and transition moments between excited states.[33, 34] There is also a series of publications by Korona et al. on the computation of symmetry-adapted perturbation theory (SAPT) contributions.[35–38] An extensive review of the XCC methodology was recently published.[39]

2. XCC theory

In CC theory[40–43] the ground state wave function $\Psi_0$ is represented by the exponential ansatz $\Psi_0 = e^T \Phi$, where $\Phi$ is the Slater determinant and the cluster operator $T$ is a sum of $n$-tuple excitation operators

$$ T = \sum_{n=1}^{N} T_n $$

where $N$ is the number of electrons. Each of the cluster operators $T_n$ is represented by a product of spin-free excitation operators $E_{ai}$

$$ T_n = \frac{1}{n!} \sum_{\mu_n} t_{\mu_n} \mu_n = \frac{1}{n!} \sum_{\mu_n} t_{\mu_n} E_{ai} E_{bj} \ldots, $$

where $\xi (r)$ is a radial potential and $P_l = \sum_{m_l} |l, m_l \rangle \langle l, m_l|$ is the projection operator onto spherical harmonics with angular momentum $l$ placed at a given pseudopotential center.
where $\mu_n$ denotes $n$-th excitation level. The indices $a,b,c\ldots,i,j,k\ldots$ and $p,q,r\ldots$ denote the virtual, occupied, and general orbitals, respectively.

In the XCC method molecular properties are computed with the use of the auxiliary excitation operator $S = S_1 + S_2 + S_3 + \ldots$ defined as

$$e^S\Phi = \frac{e^{T^\dagger} e^T\Phi}{e^{T^\dagger} e^T}.$$  \hfill (4)

The $S$ operator satisfies a set of linear equations expressed through a finite series of commutators \[27\]

$$S_n = T_n - \frac{1}{n} \hat{\mathcal{P}}_n \left( \sum_{k=1}^{N} \frac{1}{k!} [\hat{T}^\dagger, T]_k \right)$$

$$- \frac{1}{n} \hat{\mathcal{P}}_n \left( \sum_{k=1}^{N} \sum_{m=0}^{k} \frac{1}{k! m!} [[\hat{S}, T^\dagger], T]_{km} \right),$$  \hfill (5)

where

$$\tilde{T} = \sum_{n=1}^{N} nT_n \quad \tilde{S} = \sum_{n=1}^{N} nS_n,$$  \hfill (6)

and $[A,B]_k$ denotes a $k$-tuply nested commutator. The superoperator $\hat{\mathcal{P}}_n(X)$ yields the excitation part of $X$

$$\hat{\mathcal{P}}_n(X) = \frac{1}{n!} \sum_{\mu_n} \langle \mu_n | X \rangle \mu_n$$  \hfill (7)

and $\langle \mu_n \rangle$ and $|\nu_m\rangle$ constitute a biorthonormal basis $\langle \mu_n | \nu_m \rangle = \delta_{\mu_n,\nu_m}$. The expression for the transition moment is derived from the quadratic response function, $\langle\langle X; Y, Z \rangle\rangle_{\omega_Y, \omega_Z}$, which describes the response of an observable $X$ to periodic perturbations $Y$ and $Z$ with frequencies $\omega_Y$ and $\omega_Z$, respectively. The explicit form of the response function written as a sum over states reads \[14\]

$$\langle\langle X; Y, Z \rangle\rangle_{\omega_Y, \omega_Z} = P_{XYZ} \sum_{K'=1}^{N'} \sum_{N=1}^{N} \langle \Psi_0 | Y | \Psi_{K'} \rangle \left( (\Psi_{K'} | X | \Psi_{N'}) - \delta_{K', N'} \langle \Psi_0 | X | \Psi_0 \rangle \right) \langle \Psi_{N'} | Z | \Psi_0 \rangle \left( \omega_{K'} + \omega_Y \right) \left( \omega_{N'} - \omega_Z \right),$$  \hfill (8)

where the operator $P_{XYZ}$ symmetrizes the expression with respect to exchange of the indices $X$, $Y$, and $Z$. The indices $K'$ and $N'$ run over all possible excited states with excitation energies $\omega_{K'}$ and $\omega_{N'}$. The transition moment $T_{KN}^X$ between the excited states $K$ and $N$, with $K \neq N$, is computed as a residue of the quadratic response function

$$\lim_{\omega_Y \to -\omega_Y} (\omega_{K'} + \omega_Y) \lim_{\omega_Z \to \omega_Z} (\omega_{N'} - \omega_Z) \langle\langle X; Y, Z \rangle\rangle_{\omega_Y, \omega_Z}$$

$$= \langle \Psi_0 | Y | \Psi_K \rangle \langle \Psi_{K'} | X_0 | \Psi_N \rangle \langle \Psi_{N'} | Z | \Psi_0 \rangle = T_{0K}^Y T_{KN} T_{N0}^Z.$$  \hfill (9)
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where \( X_0 = X - \langle X \rangle \) and \( \langle X \rangle = \langle \Psi_0 | X | \Psi_0 \rangle \).

In our previous work \[34\] we employed the XCC formalism to express the quadratic response function in terms of the \( T \) and \( S \) operators. By using the first-order perturbed wave function

\[
\Psi^{(1)}(\omega_Y) = R_{\omega_Y} Y |\Psi_0\rangle
\]

expressed through the resolvent \( R_{\omega_Y} \)

\[
R_{\omega_Y} = \sum_{N'=1}^{N} \frac{|N'\rangle\langle N'|}{\omega_N + \omega_Y}.
\]

Eq. (8) is rewritten in the following form

\[
\langle\langle X; Y, Z \rangle\rangle_{\omega_Y,\omega_Z} = P_{X Y Z} \langle \Psi^{(1)}(\omega_Y) | X_0 | \Psi^{(1)}(-\omega_Z) \rangle.
\]

At this point we introduce the coupled cluster parametrization. The normalized ground-state wave function in this parametrization is given by

\[
|\Psi_0\rangle = \frac{|e^T \Phi\rangle}{\langle e^T \Phi | e^T \Phi \rangle^{1/2}},
\]

and the first-order wave function \( \Psi^{(1)}(\omega_Y) \) is defined as

\[
|\Psi^{(1)}(\omega_Y)\rangle = (\Omega_Y^{X} + \Omega_Y(\omega_Y)) |\Psi_0\rangle,
\]

through the excitation operator

\[
\Omega_Y(\omega_Y) = \Omega_Y^{1} (\omega_Y) + \Omega_Y^{2} (\omega_Y) + \ldots
\]

where the \( n \)-th excitation operator \( \Omega_n^Y (\omega_Y) \) is

\[
\Omega_n^Y (\omega_Y) = \sum_{\mu_n} \frac{1}{n!} O_{\mu_n}^Y (\omega_Y) \mu_n.
\]

The operator \( \Omega_Y(\omega_Y) \) is found from the linear response equation \[30, 32\]

\[
\langle \mu_n | e^{-T} H e^T, \Omega_Y(\omega_Y) \rangle + \omega_Y \Omega_Y(\omega_Y) + e^{-T} Y e^T = 0.
\]

By transforming the \( \mu_n \) index to the basis of the right, \( r_N \), and left, \( l_N \), eigenvectors of the CC Jacobian matrix \[11, 45, 46\] \( A_{\mu_n, \nu_m} = \langle \mu_n | [e^{-T} H e^T, \nu_m] \rangle \) we arrive at

\[
\omega_N O_N^Y (\omega) + \omega_Y O_N^Y (\omega) + \xi_N^Y = 0
\]

where

\[
\xi_N^Y = \langle l_N | e^{-T} Y e^T \rangle.
\]
With the explicit expression for $\Omega(\omega_Y)$ given above, Eq. (12) is reformulated using the following identities

$$
\Omega(\omega_Y)e^T = e^T \Omega(\omega_Y),
$$

$$
e^{-S^T}\Phi = \Phi,
$$

$$
X\Phi = \langle X \rangle \Phi + \hat{P}(X)\Phi,
$$

$$
\frac{\langle e^T | X | e^T \rangle}{\langle e^T | e^T \rangle} = \langle e^{S^T - T} X e^T e^{-S^T} \rangle.
$$

The quadratic response function becomes

$$
\langle \langle X; Y, Z \rangle \rangle_{\omega_Y, \omega_Z} = (21)
$$

$$
= P_{XYZ} \sum_{K^{0}=1}^{K^{0}} \sum_{N^{0}=1}^{N^{0}} \frac{\langle e^{-T Y e^T} | l_{K^{0}} \rangle \langle l_{N^{0}} | e^{-T Z e^T} \rangle}{\omega_{K^{0}} + \omega_{Y} - \omega_{N^{0}}}
$$

$$
\times \langle \kappa(r_{K^{0}}, S, T) | e^{S^T} e^{-T} X_0 e^T e^{-S^T} | \eta(r_{N^{0}}, S) \rangle,
$$

where we introduced a shorthand notation

$$
\kappa(r_{K^{0}}, S, T) = \hat{P}\left(e^{-S^T} r_{K^{0}} e^{-T^T} e^{S}\right)
$$

$$
\eta(r_{N^{0}}, S) = \hat{P}\left(e^{S^T} r_{N^{0}} e^{-S^T}\right).
$$

The transition moment between the excited states, $T_{KN}^X$, is obtained from the residue of the quadratic response function[34] by dividing the RHS of Eq. (21) by $|T_{00}^Y T_{N0}^Z| = \sqrt{|T_{0K}^Y|^2 |T_{N0}^Z|^2}$.

$$
T_{KN}^X = \frac{\langle \kappa(r_{K}, S, T) | e^{S^T} e^{-T} X_0 e^T e^{-S^T} | \eta(r_{N}, S) \rangle}{\sqrt{\langle \kappa(r_{K}, S, T) | \eta(r_{K}, S) \rangle \langle \kappa(r_{N}, S, T) | \eta(r_{N}, S) \rangle}}.
$$

(23)

This expression was previously used to compute numerous dipole and quadrupole transitions between electronic states[34]. In this work we employed $T_{KN}^X$ to compute the spin-orbit transition moments.

3. Computational details

3.1. Spin-orbit coupling matrix elements in the spin-free formulation

The transition moments are usually represented in the literature via the line strength $S$, which is defined as the square of the transition moment from the state $K \equiv |L'S'J'|$ to the state $N \equiv |LSJ|$[47]

$$
S_{KN} = |T_{KN}^{(k)}|^2 = |\langle L'S'J'| \mathcal{F}^{(k)} |LSJ \rangle|^2.
$$

(24)

In the above notation, the transition moment $\langle L'S'J'| \mathcal{F}^{(k)} |LSJ \rangle$ is the reduced matrix element of the irreducible tensor operator $\mathcal{F}^{(k)} = (\mathcal{F}_{-q}^{(k)}, \ldots, \mathcal{F}_{q}^{(k)})$ of rank $k$. 

5
with $2k + 1$ components $q$, $q \in (-k, \ldots, k)$. $L$, $S$, and $J$ are quantum numbers of the orbital, spin, and total angular momentum, respectively.

It is a common practice in ab initio calculations, including our XCC implementation, to compute the transition moments in the point group symmetry basis $|2S + 1\Gamma m_S\rangle$. In order to compare our results with the available experimental and theoretical results we need to express the $S_{KN}$ in the molecular point group symmetry basis. This is done by transforming the $|LSJ\rangle$ basis to the $|Lm_LSm_S\rangle$ using angular momentum algebra. The correspondence between $|Lm_LSm_S\rangle$ and $|2S + 1\Gamma m_S\rangle$ is straightforward.

The reduced matrix element of Eq. (24) can be written explicitly by summing over all $m_J$ and $m_J'$ in the $|LSJm_J\rangle$ basis,

\[ S_{KN} = \sum_{m_J, m_J'} |\langle L'S'J'm_J' | F^{(k)} | LSJm_J \rangle|^2. \tag{25} \]

Instead of summing all these contributions, we exploit the Wigner-Eckart theorem and express $S_{KN}$ through the $3 - j$ coefficients as

\[ S_{KN} = \left| (-1)^{(J'-m_J')} \begin{pmatrix} J' & k & J \\ -m_J' & q & m_J \end{pmatrix} \right|^{-1} \langle L'S'J'm_J' | F^{(k)} | LSJm_J \rangle^2. \tag{26} \]

It is important to note that the line strength $S_{KN}$ does not depend on the choice of $m_J$, so any non-trivial contribution to the reduced matrix element of Eq. (26) is sufficient to obtain the line strength. Next, we transform the $|LSJm_J\rangle$ vector to the $|Lm_LSm_S\rangle$ basis, with the help of the Clebsch–Gordan coefficients

\[ |LSJm_J\rangle = \sum_{m_L=-L}^{L} \sum_{m_S=-S}^{S} C^{Jm_J}_{Lm_LSm_S} |Lm_LSm_S\rangle. \tag{27} \]

Therefore the expression for the line strength becomes

\[ S_{KN} = \left| (-1)^{(J'-m_J')} \begin{pmatrix} J' & k & J \\ -m_J' & q & m_J \end{pmatrix} \right|^{-1} \times \sum_{m_L=-L}^{L} \sum_{m_S=-S}^{S} C^{Jm_J}_{Lm_LSm_S} C^{Jm_J'}_{L'm_L'S'm_S'} \langle L'm_L'S'm_S' | F^{(k)} | Lm_LSm_S \rangle^2. \tag{28} \]

The effective spin-orbit operator $H_{SO}$ from Eq. (1) is expressed through the triplet excitation operators

\[ T^{11}_{pq} = -a^\dagger_{p\alpha} a_{q\beta} \]
\[ T^{1-1}_{pq} = a_{p\beta} a_{q\alpha} \]
\[ T^{10}_{pq} = \frac{1}{\sqrt{2}} (a^\dagger_{p\alpha} a_{q\alpha} - a^\dagger_{p\beta} a_{q\beta}) \]

resulting in

\[ H_{SO} = \sum_{pq} \left[ \left( -\frac{i}{2} V^{px}_{pq} - \frac{1}{2} V^{py}_{pq} \right) T^{11}_{pq} + \left( \frac{i}{2} V^{px}_{pq} - \frac{1}{2} V^{py}_{pq} \right) T^{1-1}_{pq} + \frac{i}{2\sqrt{2}} V^{pz}_{pq} T^{10}_{pq} \right], \tag{30} \]
where $V_{pq}^v$

$$V_{pq}^v = \frac{1}{i} \int \phi_p^*(r) \xi_v P_{l} \phi_q(r) dr \quad v \in (x, y, z). \quad (31)$$

The transition moment $T_{KN}^X$, where $X = H_{SO}$, from state $K \equiv L'M_L'S'M_S'$ to $N \equiv Lm_LSm_S$ becomes

$$\langle L'M_L'S'M_S' | H_{SO} | Lm_LSm_S \rangle =$$

$$= \frac{1}{2} \sum_{pq} \langle L'M_L' | (iV_{pq}^x + V_{pq}^y) | Lm_L \rangle \langle S'M_S' | T_{pq}^{10} | Sm_S \rangle$$

$$+ \frac{1}{2} \sum_{pq} \langle L'M_L' | (-iV_{pq}^x + V_{pq}^y) | Lm_L \rangle \langle S'M_S' | T_{pq}^{10} | Sm_S \rangle$$

$$+ \frac{i}{2\sqrt{2}} \sum_{pq} \langle L'M_L' | V_{pq}^z | Lm_L \rangle \langle S'M_S' | T_{pq}^{10} | Sm_S \rangle.$$ (32)

To separate the spin and angular parts and use the spin-free formalism, we expressed the $m_S$-changing spin-tensor operators $T_{pq}^{11}$ and $T_{pq}^{1-1}$ in terms of $T_{pq}^{10}$ by the virtue of the Wigner-Eckart theorem.

### 3.2. Approximations

To compute the XCC properties, one needs to follow four independent steps: obtain the amplitudes $T$ and $S$, compute the excitation amplitudes $r_N$, and finally use Eq. (23) to compute $T_{KN}^X$. The calculation of the amplitudes $T$ is done by any standard CC method. In this work we use the coupled cluster method limited to single and double excitations (CCSD) and the coupled cluster method limited to single, double, and approximate triple excitations (CC3).

The expression for the auxiliary amplitudes $S$, Eq. (5), is a finite expansion, though it contains terms of high order in the fluctuation potential, i.e., in the sense of many-body perturbation theory (MBPT). To reduce the computational cost $S$ can be systematically approximated while retaining the size-consistency. Let $S_n(m)$ denote the $n$-electron part of $S$, where all contributions up to and including the order $m$ of MBPT are accounted for. In the computations based on the CC3 model, we employ

$$S_1(2) = T_1$$

$$S_1(3) = S_1(2) + \hat{\mathcal{P}}_1 \left( [T_1^\dagger, T_2] \right) + \hat{\mathcal{P}}_1 \left( [T_2^\dagger, T_3] \right)$$

$$S_2(2) = T_2$$

$$S_2(3) = S_2(2) + \frac{1}{2} \hat{\mathcal{P}}_2 \left( [T_2^\dagger, T_2] \right)$$

$$S_3(2) = T_3$$

where the CC3 equations for $T_1$, $T_2$ and $T_3$ are given by Koch et al. [21]. In the instances where the underlying model of the wave function is CCSD, we employ $S = S_1(3) + S_2(3)$ neglecting the terms containing $T_3$. The amplitudes $r_N$ are obtained from the EOM-
CC3 or EOM-CCSD model depending on which approximation is used for the ground state, with the cost scaling as \( N^7 \) and \( N^6 \), respectively.

The most challenging problem is to systematically approximate the transition moment formula. In order to do so, we performed a commutator expansion of the numerator of Eq. (23) and assessed the importance of each term individually by the order of its leading MBPT contribution. The formulas were derived automatically by the program \textsc{paldus} developed by one of us (AMT). Due to the computational and memory restrictions some additional approximations were used, as described below.

All terms resulting from commutator expansion of Eq. (23) are of the type:

\[
\langle ([\mu_n, T^\dagger]_{k_1}, S]_{k_2}|[X, T]_{k_3}, S^\dagger]_{k_4}|[\nu_m, S^\dagger]_{k_5}\rangle,
\]

where \( k_1 - k_5 \) are integers that denote the nesting level and \( m \) and \( n \) are the excitation levels. For clarity we omit the excitation levels of \( T \) and \( S \) in the above expression. We include all terms up to a given MBPT order with a few exceptions that are listed in Table 1. One should interpret the description as:

- “neglect \( \langle \mu_n|\ldots|\nu_m \rangle \)” means that all terms that have \( n \)-tuple excitations in the bra and \( m \)-tuple excitations in the ket are neglected.
- “neglect \( \langle \mu_n|\ldots|\nu_m \rangle \) unless includes \( T_1 \) or \( S_1 \)” means that all terms that have \( n \)-tuple excitations in the bra and \( m \)-tuple excitations in the ket are neglected unless the operators \( T_1 \) or \( S_1 \) appear at least once, e.g., \( \langle X[\mu_3, T_2^\dagger]|\nu_2, S_1^\dagger] \rangle \) is included, but \( \langle X[\nu_2, S_1^\dagger]|\nu_2 \rangle \) is not.

| leading MBPT order | CCSD | CC3 |
|--------------------|------|-----|
| 0                  | all  | all |
| 1                  | all  | all |
| 2                  | all  | neglect \( \langle \mu_3|\ldots|\nu_3 \rangle \) |
| 3                  | all  | neglect \( \langle \mu_3|\ldots|\nu_3 \rangle \) \|
|                    |      | neglect \( \langle \mu_2|\ldots|\nu_3 \rangle \) unless includes \( T_1 \) or \( S_1 \) |
|                    |      | neglect \( \langle \mu_1|\ldots|\nu_3 \rangle \) unless includes \( T_1 \) or \( S_1 \) |

4. Numerical results

4.1. Spin-forbidden transitions

The transition probability \( A_{KN} \) from an initial state \( K \) to a final state \( N \) for the dipole (E1) and quadrupole (E2) transitions is given by the Einstein coefficients

\[
A_{KN}(E1) = \frac{16\pi^3}{3\hbar\epsilon_0\lambda^3(2J_K + 1)}S_{KN}(E1),
\]
\[ A_{KN}(E2) = \frac{16\pi^5}{15\hbar\epsilon_0\lambda^5(2J_K + 1)} S_{KN}(E2), \]  

(36)

where \( h \) is the Planck constant, \( \epsilon_0 \) is the vacuum permittivity, \( \lambda \) is the wavelength in [m], \( J \) is the total angular momentum for the initial state, \( S_{KN}(E1) \) is the line strength of a dipole transition, and \( S_{KN}(E2) \) is the line strength of a quadrupole transition. Let us denote the electronic states \( K \) and \( N \) from Eq. (24) as \(|\psi_K\rangle \) and \(|\psi_N\rangle \), so that the line strength is written down as

\[ S_{KN} = |\langle T_{KN}^{(a)}||^2 = |\langle \psi_K||\mathcal{T}^{(k)}||\psi_N\rangle|^2. \]  

(37)

To derive the expression for the spin-forbidden transitions, we use the Rayleigh–Schrödinger perturbation theory (RSPT),\([48]\) where \( H_{SO} \) is treated as a perturbation. Assuming that we have an initial triplet state \(|\psi_N\rangle \) \((40)\), the RSPT expansion of the ket wave function is given by

\[ |\psi_N\rangle = \sum_L \frac{\langle 3\psi_L^{(0)}|H_{SO}|\psi_L^{(0)}\rangle}{3\epsilon_L^{(0)} - \epsilon_N^{(0)}} |\psi_L^{(0)}\rangle + \sum_L \frac{\langle 3\psi_L^{(0)}|H_{SO}|\psi_L^{(0)}\rangle}{3\epsilon_L^{(0)} - \epsilon_N^{(0)}} |\psi_L^{(0)}\rangle + \ldots \]  

(38)

where \( \Psi \) denotes the spin-orbit coupled state, \( \psi \) is a pure \( LS \) state and \( mE_L^{(0)} \) denotes the zeroth-order energy of the \( L \)th state with multiplicity \( m \). The final ground state is

\[ |\psi_N\rangle = \sum_L \frac{\langle 3\psi_L^{(0)}|H_{SO}|\psi_L^{(0)}\rangle}{1\epsilon_L^{(0)} - 3\epsilon_N^{(0)}} |\psi_L^{(0)}\rangle + \ldots \]  

(39)

\( L \) runs only over states with triplet multiplicity, as other terms vanish due to the selection rules. Expanding the electric dipole perturbation we get

\[ \mathcal{T}_{KN}^d = \langle \Psi_K^{(0)} + \Psi_K^{(1)}|d|\Psi_N^{(0)} + \Psi_N^{(1)}\rangle, \]  

(40)

where we neglect higher-order terms,\([49]\) Additionally, we set \( m = 1 \) in the expansion \( (38) \), as states of other multiplicities are not directly connected by the dipole transition with the ground state. The term \( \langle 3\psi_K^{(0)}|d|\Psi_N^{(0)}\rangle \) vanishes due to the selection rules, so the final expression for the transition dipole moment is given by

\[ \mathcal{T}_{KN}^d = \sum_L \frac{\langle 3\psi_L^{(0)}|H_{SO}|\psi_L^{(0)}\rangle}{1\epsilon_L^{(0)} - 3\epsilon_N^{(0)}} |\psi_L^{(0)}\rangle \cdot |\psi_L^{(0)}\rangle + \sum_L \frac{\langle 1\psi_L^{(0)}|H_{SO}|3\psi_L^{(0)}\rangle}{3\epsilon_L^{(0)} - \epsilon_N^{(0)}} |\psi_L^{(0)}\rangle + \ldots \]  

(41)

The radiative lifetime\([50]\) \( \tau_K \) of an atomic level \( K \) is defined through the Einstein coefficients \( A_{KN} \), Eqs. (35) and (36), as

\[ \tau_K = \sum_K \frac{1}{A_{KN}}, \]  

(42)
where the summation over \( N \) includes all states (channels) to which the state \( K \) can decay.

All formulas derived in this work were implemented in a suite of programs developed by one of us (AMT): an ab initio program for the coupled cluster calculations, the Paldus program for symbolic manipulations, factorization and automatic generation of orbital expressions suitable for Open-MP parallel implementation, and the Wigner script for angular momentum manipulations and transformation of the transition moments from the point group symmetry basis to the \(|LSJ\rangle\) basis.

### 4.2. Notation

| Symbol     | Meaning                                      |
|------------|----------------------------------------------|
| \( T(N - M) \) | reduced transition moment from state \( N \) to \( M \) |
| \( A(N - M) \) | transition probability from state \( N \) to \( M \) |
| \( d = (d_{-1}, d_0, d_1) \) | dipole moment operator |
| \( Q = (Q_{-2}, Q_{-1}, Q_0, Q_1, Q_2) \) | quadrupole moment operator |
| XCCSD(G)   | This work, CCSD approximation, Gaussian basis set |
| XCC3(G)    | This work, CC3 approximation, Gaussian basis set |
| XCCSD(S)   | This work, CCSD approximation, Slater basis set |
| XCC3(S)    | This work, CC3 approximation, Slater basis set |

### 4.3. Basis sets

In this work we study several low-lying states of the Ca, Sr, and Ba atoms. The results were obtained with two types of basis sets: Gaussian-type orbitals (GTO)\cite{51,52} and Slater-type orbitals (STO)\cite{53,54}. STO basis sets are usually significantly smaller than compared with GTO basis sets of a comparable quality. Therefore, there is a strong reason to use them in the computationally demanding coupled cluster theory.

STOs used in this work were constructed according to the correlation-consistency principle\cite{55}. For the Ca, Sr, and Ba atoms we used the STO basis sets specifically designed for the calculations with the effective core potentials\cite{56}. The following Gaussian basis sets were used: for Ca the ECP10MDF pseudopotential\cite{57} together with the \([12s12p6d]\) basis augmented with a set of \([1s1p1d]\) diffuse functions, for Sr \([8s8p5d4f1g]\) augmented with a set of \([1s1p1d1f3g]\) diffuse functions\cite{58} and the ECP28MDF pseudopotential\cite{57,59,60} for Ba the ECP46MDF pseudopotential\cite{57} together with the \([9s9p6d4f2g]\) Gaussian basis set\cite{57}. To assess the quality of the basis sets, in Tables 2 - 4 we present the excitation energies obtained with the EOM-CCSD and EOM-CC3 codes and compare them with the experimental results. In the case of the triplet states we used the “non-relativistic” experimental values deduced from the Landé rule.

It can be seen from Tables 2 - 4 that our results are in a good agreement with the experimental data with absolute average deviation (AAD) of about 2%. For the Ca atom, most of the states are in a perfect agreement with the experiment (average error 0.3% for Slater/EOM-CC3 case). However, there are significant discrepancies for the \(^1D\) and \(^3D\) states. Within the Gaussian basis set both EOM-CCSD and EOM-CC3 iterations did not converge to the desired states, and within the Slater basis set the
Table 2. Excitation energies of the calcium atom in cm$^{-1}$.

| State | EXP[61, 62] | CCSD(G) | CCSD(S) | CC3(G) | CC3(S) |
|-------|-------------|---------|---------|--------|--------|
| $^3$P° | 15263.1     | 15098.7 | 15173.2 | 15063.5 | 15195.3 |
| $^3$D  | 20356.6     | —a      | 20856.1 | —a     | 21299.6 |
| $^1$D  | 21849.6     | —a      | 22878.6 | —a     | 22859.0 |
| $^1$P° | 23652.3     | 24724.4 | 24845.8 | 31828.7 | 31545.5 |
| $^1$S  | 33171.3     | 33566.5 | 33890.9 | 32983.0 | —a     |

Table 3. Excitation energies of the strontium atom in cm$^{-1}$.

| State | EXP[63] | CCSD(G) | CCSD(S) | CC3(G) | CC3(S) |
|-------|---------|---------|---------|--------|--------|
| $^3$P° | 14702.9 | 14573.6 | 14546.3 | 14570.8 | 14597.2 |
| $^3$D  | 18253.8 | 18414.5 | 18155.0 | 18668.8 | 18393.7 |
| $^1$D  | 20149.7 | 20814.1 | 20584.7 | 20650.3 | 20411.1 |
| $^1$P° | 21698.5 | 22632.7 | 22701.9 | 21764.3 | 21797.5 |
| $^3$S  | 29038.8 | 29137.0 | 29189.7 | 28885.3 | 28939.3 |
| $^1$S  | 30591.8 | 31014.0 | 31063.1 | 30464.4 | 30508.6 |

Table 4. Excitation energies of the barium atom in cm$^{-1}$.

| State | EXP[64] | CCSD(G) | CCSD(S) | CC3(G) | CC3(S) |
|-------|---------|---------|---------|--------|--------|
| $^3$D  | 9357.8  | 9270.9  | 8923.7  | 9581.6  | 9178.1 |
| $^1$D  | 11395.4 | 12063.6 | 11653.5 | 11869.7 | 11391.4 |
| $^3$P° | 13085.5 | 12970.5 | 12823.6 | 13069.8 | 12925.9 |
| $^1$P° | 18060.3 | 19569.0 | 19527.3 | 18372.2 | 18284.6 |
| $^3$S  | 26160.3 | 26136.6 | 26269.3 | 24275.7 | 26141.9 |
| $^1$S  | 26757.3 | 27760.6 | 27971.9 | 25826.2 | 25213.0 |

errors are around 4%. An earlier analysis of this problem[56] revealed that this is an inherent problem of the pseudopotentials used in the calculations. The authors of Ref. 56 noted that this artifact was also observed in the original paper of Lim.[57]

For the Sr atom we observe AAD from the experiment around of 2% for the CCSD case. The best agreement is found in the case of the Slater basis set and the EOM-CC3 method, where AAD is only 0.6%. For the Ba atom, the agreement is slightly worse than in the Sr case, with the average error of 0.9% in the case of the Slater basis set and the EOM-CC3 method (we assumed that the $^1$S did not correctly converge, as it gave a 5% error).

We also analyzed the overall importance of triple excitations. Both in Slater and Gaussian basis sets, AAD from the experiment is lower with the inclusion of the triples excitations. Using the Slater basis set in the CCSD case we did not observe a significant improvement. In the case of $^1$D and $^3$D states of the Ca atom, the Slater basis set allowed for the correct convergence of the EOM-CC method. In the computation of lifetimes, whenever an energy level for a specific $J$ was required (that is, in all cases where the energy of triplet state was required explicitly), we used the experimental energies.
4.4. The $5s5p^3P_1^o$ state of the Sr atom

In what follows we denote the wave functions by the irreducible representations of the $D_{2h}$ point group $\Gamma = \{A_g, B_{1g}, B_{2g}, B_{3g}, A_u, B_{1u}, B_{2u}, B_{3u}\}$. The lifetime of the $5s5p^3P_1^o$ state is computed as

$$\tau^{[3P_1^o]} = \frac{1}{\mathcal{A}(3P_1^o - 1S_0)}. \quad (43)$$

The transition moment from the $3P_1^o$ state is expressed in the point group symmetry basis as

$$T(3P_1^o - 1S_0) = \sqrt{3}\langle 1S_0 | z | 1P_1^o \rangle \frac{\langle 1P_1^o | H_{SO} | 3P_1^o \rangle}{E_{3P_1^o} - E_{1P_1^o}} = \sqrt{3}\langle 1A_g | z | 1B_{1u} \rangle \frac{1}{2} \left( \langle 1B_{1u} | V_x | 3B_{2u} \rangle + \langle 1B_{1u} | V_y | 3B_{3u} \rangle \right) \frac{E_{3P_1^o} - E_{1P_1^o}}{E_{3P_1^o} - E_{1P_1^o}}. \quad (44)$$

A comparison of our results with the existing theoretical and experimental data is presented in Table 5. Skomorowski et al.\cite{58} obtained $\tau = 21.40 \mu s$ using TD-CC3 method together with the multireference CI for the spin-orbit coupling matrix elements. Porsev et al.\cite{65} obtained $\tau = 19 \mu s$ with the use of the CI+MBPT method. We observe that both in the Gaussian and Slater basis sets the inclusion of the triple excitations results in a longer lifetime. The use of the Slater basis set results in a shorter lifetime in the XCCSD and XCC3 cases. Our computed lifetime $\tau = 24.6 \mu s$ is in a perfect agreement with the value obtained by Santra et al.\cite{66} ($\tau = 24.4 \mu s$). The experimental work from 2006 of Zelevinsky et al.\cite{67} suggest a lower value of $\tau = 21.5 \mu s$.

Table 5. Lifetime $\tau$ in $\mu s$ of the $5s5p^3P_1^o$ state of the Sr atom.

| Reference | $\tau$ [$\mu s$] |
|-----------|------------------|
| **Theory** |                  |
| This work XCCSD(G) | 23.67          |
| This work XCC3(G)  | 25.00           |
| This work XCCSD(S) | 23.24           |
| This work XCC3(S)  | 24.60           |
| Skomorowski et al.\cite{58} | 21.40          |
| Santra et al.\cite{66} | 24.4           |
| Porsev et al.\cite{65}  | 19.0            |
| **Experiment** |                 |
| Zelevinsky et al.\cite{67} | 21.5 $\pm$ 0.2 |
4.5. The $6s5d^3D_2$ state of the Ba atom

We calculated the lifetime of the $6s5d^3D_2$ state. The following expression was derived using the Wigner code:

\[
\tau(3D_2, ^1S_0) = \langle 6s5d^3D_2 | Q | 6s^2^1S_0 \rangle = \sqrt{5} \langle 6s5d^3D_2 | Q_0 | 6s^2^1S_0 \rangle 
\]

\[
= \sqrt{5} \frac{\langle 6s5d^3D_2 | H_{SO} | 6s5d^1D_2 \rangle}{E_{3D_2} - E_{1D_0}} \langle 6s5d^3D_2 | Q_0 | 6s^2^1S_0 \rangle 
\]

\[
= \sqrt{5} \left( -\frac{1}{2} \langle 1A_g | V_x | 3B_3g \rangle + \frac{1}{2} \langle 1A_g | V_y | 3B_2g \rangle \right) 
\]

\[
x \sqrt{\frac{3}{2}} \langle 1A_g | Q_{zz} | 1A_g \rangle 
\]

\[
Q_0 = \sqrt{\frac{3}{2}} Q_{zz} 
\]

In Table 6 we present comparison of our results with the available theoretical data, as no experimental results have been reported thus far. Unfortunately, there are very few theoretical results available for this state in the literature, either. Migdalek et al.\[68\] employed a relativistic multiconfigurational Dirac-Fock method (MCDF) and performed two types of calculations. In MCDF-I the relativistic counterparts of only $6s5d$ and $5d^2$ configurations are included, and in MCDF-II the $6p^2$ configuration is additionally included. The results for the $5s6d^3D_2$ Ba lifetime are given both in the length and velocity representations. It is clear from Table 6 that a huge variation of the results was observed for MCDF-I depending on the choice of the gauge. As the difference between the length and velocity gauges is frequently used to verify the quality of a method, the authors suggest that the MCDF-II method works better in this case. We also compare our results with the computations of Trefftz,\[69\] where multi-configurational Hartree-Fock (MCHF) wave functions were used in the configuration interaction method including the spin-orbit coupling. The authors obtained $\tau = 20.0$ s which is in a perfect agreement with our computed value of $\tau = 20.0$ s.

| Reference          | Method          | $\tau [s]$ |
|--------------------|-----------------|------------|
| This work          | XCC3(G)         | 20.0       |
|                    | MCDF-I (T, L)   | 418.3      |
|                    | MCDF-I (T, V)   | 3404.2     |
|                    | MCDF-I (E, L)   | 582.6      |
|                    | MCDF-I (E, V)   | 4153.0     |
| Migdalek et. al.\[68\] | MCDF-II (T, L)  | 43.6       |
|                    | MCDF-II (T, V)  | 50.6       |
|                    | MCDF-II (E, L)  | 59.4       |
|                    | MCDF-II (E, V)  | 60.9       |
| Trefftz et. al. \[69\] | MCHF            | 20.0       |
4.6. The $3d4s^1D_2$ state of the Ca atom and the $5s4d^1D_2$ state of the Sr atom

The lifetimes of the $3d4s^1D_2$ state of calcium and the $5s4d^1D_2$ state of strontium are defined as

$$\tau[1D_2] = \frac{1}{A(1D_2, 3S_0) + A(1D_2, 3P_2) + A(1D_2, 3P_1)}, \quad (47)$$

and are especially interesting as three different transitions contribute to it. The expressions for the quadrupole transition $\mathcal{T}(1D_2, 1S_0)$ and two spin-forbidden transitions, $\mathcal{T}(1D_2, 3P_2)$ and $\mathcal{T}(1D_2, 3P_1)$, are

$$\mathcal{T}(1D_2, 1S_0) = \langle 1D_2|Q||1S_0\rangle = \sqrt{5}\sqrt{\frac{3}{2}}\langle 1D_2^0|Q_{zz}|1S_0^0\rangle \quad (48)$$

$$\mathcal{T}(1D_2, 3P_2) = -\sqrt{10}\frac{(1D_2^1|HSO|3D_2^1)}{E_{1D_2} - E_{3D_2}}\langle 3D_2^1|d_1,1\rangle^3P_2^0$$

$$-\sqrt{15}\frac{(3P_0^0|HSO|1P_1^0)}{E_{1P_1} - E_{3P_1}}\langle 1P_1^0|d_0|1D_2^0\rangle$$

$$+ \frac{1}{2}\left(\frac{1}{2}\langle 1A_g|V_x|3B_{3y}\rangle + \frac{1}{2}\langle 1A_g|V_y|3B_{2y}\rangle\right)\right)\frac{1}{E_{1D_2} - E_{3D_2}}\right)\right)$$

$$\times \left(\frac{1}{4}\langle 3B_{1u}|x|3B_{2y}\rangle - \frac{1}{4}\langle 3B_{1u}|y|3B_{3y}\rangle\right),$$

$$\mathcal{T}(1D_2, 3P_1) = -\sqrt{15}\left(\frac{3P_0^0|HSO|1P_1^0}{E_{1P_1} - E_{3P_1}}\langle 1P_1^0|d_0|1D_2^0\rangle\right)$$

$$- \sqrt{15}\left(\frac{1}{2}\langle 1A_g|V_x|3B_{3y}\rangle + \frac{1}{2}\langle 1A_g|V_y|3B_{2y}\rangle\right)\right)\frac{1}{E_{1P_1} - E_{3P_1}}\right)\right)$$

$$\times \left(\frac{1}{2}\langle 3B_{2u}|z|3B_{3y}\rangle + \frac{1}{2}\langle 3B_{2g}|z|3B_{3u}\rangle\right)\right)$$

$$+ \frac{1}{2}\left(\frac{1}{2}\langle 3B_{1u}|x|3B_{2u}\rangle + \frac{1}{2}\langle 3B_{1u}|y|3B_{3u}\rangle\right)\langle 1A_g|z|3B_{1u}\rangle.$$

| Table 7. Lifetime $\tau$ in ms of the $3d4s^1D_2$ state of the Ca atom. |
|---------------------------------------------------------------|
| Reference                     | $\tau$ [ms] |
| This work XCC3(S)    | 3.5  |
| Bauschlicher et al. [70] | 3.05 |
| Bauschlicher et al. [70] | 2.76 |
| Beverini et al. [71]        | 2.3 ± 0.5 |
| Drozdowski et al. [72]      | 1.5 ± 0.4 |
| Pasternack et al. [73]      | 2.3 ± 0.5 |
Table 8. Lifetime $\tau$ in ms of the 5s5p $^1D_2$ state of the Sr atom.

| Reference                   | $\tau$ [ms] |
|-----------------------------|-------------|
| This work XCCSD(G)          | 0.43        |
| This work XCC3(G)           | 0.52        |
| This work XCCSD(S)          | 0.36        |
| This work XCC3(S)           | 0.34        |
| Skomorowski et al.[58]      | 0.23        |
| Bauschlicher et al.[70]     | 0.49        |

Experiment

| Reference                        | $\tau$ [ms]       |
|----------------------------------|-------------------|
| Courtillot et al.[74]            | 0.30              |
| Husain and Roberts[75]           | 0.41 ± 0.01       |

In Table 7 we present the lifetime of the 3d4s $^1D_2$ state of the Ca atom computed with XCC method and compare it with the available theoretical and experimental data. Lifetimes computed with the XCCSD(G), XCCSD(S), XCC3(G) methods are not available due to the divergence of the CC procedure. It can be seen from Eq. (48) that in order to compute all the components that contribute to $\tau_{1D_2}$ we need the EOM-CC procedure to converge to the $^1D, ^3D, ^1P$ and $^3P$ states. As mentioned in the discussion of Table 2 in some cases we did not achieve convergence to the proper states so we were unable to use these states in the transition moment calculations. The only reliable result was obtained with the XCC3(S) method. All theoretical methods included in Table 7 predict a longer lifetime than the lifetime measured in experiments. The fact that the XCC3(S) lifetime might deviate from the experiment is already indicated by the poor quality of the computed excitation energies for the $D$ states, which deviates from the reference by roughly 1000 cm$^{-1}$.

For the Sr atom, Table 8, we see that the use of the Slater basis set gives shorter lifetimes than the use of the Gaussian basis set. Inclusion of triple excitations with the Gaussian basis set gives a longer lifetime than for CCSD case. In the Slater basis set the trend is opposite. As the EOM-CC3(S) states are of the best quality (see Section 3), we compare the XCC3(S) value with the experiment. As shown in Table 8 the existing experimental and theoretical results are scattered on the interval from 0.30 to 0.49 ms. Our computed lifetime 0.34 ms lies within this range and simultaneously is close to the most recent (2005) experimental result $\tau = 0.30$ ms of Courtillot et al.[74]

5. Summary and Conclusions

The extension of the expectation value coupled cluster method (XCC) to the computation of spin-orbit coupling matrix elements is reported. The spin-orbit interaction was treated perturbatively by computing the matrix element of the SO part of the pseudopotential. This approach allowed us to test the performance of our method for medium and heavy atoms where the SO interaction contributes significantly. The methodology presented here can be extended to CC models other than CCSD and CC3. Our final result, Eq. (23), is presented in a commutator form, and can be approximated systematically to include higher excitations.

To apply the formula for the transition matrix element, Eq. (23), we perform its commutator expansion and retain the contributions according to their leading MBPT order. The amplitudes that enter the formula for the transition moment come from
the CCSD or CC3 calculations and the Jacobian eigenvectors are computed with the EOM-CCSD or EOM-CC3 methods. Our conclusion is that the third order of MBPT is sufficient to obtain converged results.

The accuracy of our method was tested on selected states of the Ca, Sr and Ba atoms. We compared our results with other theoretical data available in the literature and discussed possible reasons for the observed differences. The most important effect was that in some cases the use of the Slater basis set allowed for the proper convergence to the desired states. From the computation of the excitation energies we deduced that the inclusion of triples on average improved the results. For all of the computed excitation energies the CC3 approximation lowered the average deviation from the experimental data. Our conclusion is that the best choice is to use the Slater basis set and the CC3 level of approximation. There is a room to extend the XCC theory for the calculation of the magnetic moments, nonadiabatic couplings and open-shell systems. Currently we work on combining the explicitly correlated F12 approach with the XCC theory.
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