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Abstract
Twin support vector regression (TSVR) is generally employed with \( \varepsilon \)-insensitive loss function which is not well capable to handle the noises and outliers. According to the definition, Huber loss function performs as quadratic for small errors and linear for others and shows better performance in comparison to Gaussian loss hence it restrains easily for a different type of noises and outliers. Recently, TSVR with Huber loss (HN-TSVR) has been suggested to handle the noise and outliers. Like TSVR, it is also having the singularity problem which degrades the performance of the model. In this paper, regularized version of HN-TSVR is proposed as regularization based twin support vector regression (RHN-TSVR) to avoid the singularity problem of HN-TSVR by applying the structured risk minimization principle that leads to our model convex and well-posed. This proposed RHN-TSVR model is well capable to handle the noise as well as outliers and avoids the singularity issue. To show the validity and applicability of proposed RHN-TSVR, various experiments perform on several artificial generated datasets having uniform, Gaussian and Laplacian noise as well as on benchmark different real-world datasets and compare with support vector regression, TSVR, \( \varepsilon \)-asymmetric Huber SVR, \( \varepsilon \)-support vector quantile regression and HN-TSVR. Here, all benchmark real-world datasets are embedded with a different significant level of noise 0%, 5% and 10% on different reported algorithms with the proposed approach. The proposed algorithm RHN-TSVR is showing better prediction ability on artificial datasets as well as real-world datasets with a different significant level of noise compared to other reported models.
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1 Introduction

Over the last decade, support vector machine (SVM) (13) has played a leading role in the field of classification and regression problems which utilize the gist of statistical learning theory. The state of the art methods like SVM, attracts many areas such as medical imaging [40, 69], financial time series [7, 9], cybercrime [18], remote sensing applications [10, 44], sediment [29] and many more. The main aim of SVM is to obtain the optimal solution through solving the quadratic programming problems (QPPs) (Cristianini and Shawe-Taylor [15]) in the consideration of the structural risk minimization principle. SVMs are well applicable to handle small sized data samples. It is having better generalization performance in binary classification but high learning cost i.e. O(m^3) and more sensitive towards the noise of the training data sample. To reduce these drawbacks of SVMs, a twin version of SVMs for binary classification has been formulated named TWSVM by Jayadeva et al. [36]. This TWSVM is highly motivated from PSVM [23] in which it generates two non-parallel hyperplanes that are nearer to either positive or negative class, respectively and unit distance separable to each other. An experiment result related to TWSVM has been shown in the literature that the computational cost is four times superior to standard SVM because it solves a pair of small sizes QPPs rather than one complex QPP. The popularity of SVM based models increases due to its low learning cost, e.g. Kumar and Gopal [39], Gupta and Gupta [26], Gupta et al. [28], Bai et al. [3] and Tang et al. [60, 61]. In the regression problem, SVR has been used for finding the optimal regressor that consists of two sets of constraints [19]. These constraints are trying to separate the data sample in $\varepsilon$-insensitive field [57]. Peng [50] have formulated a twin version of SVR termed as TSVR model, influenced by the TWSVM for the regression problem. TSVR is generating two functions, which measure both $\varepsilon$-insensitive bound of the regressor. In the gist of TWSVM, TSVR also solves a pair of small size QPPs, unlike SVR as one large QPP, which is responsible for attaining high computational speed to TSVR. In the computational field, the main drawback is that to fit the data having different noise and outliers as well as to deal with overfitting phenomenon.

To achieve the robustness, several variants of SVR that deals with different types of noises and outliers, are discussed in the literature as Hwang et al. [35], Cui and Yan [16], Chen et al. [8], Tang et al. [59] and Chen et al. [7, 9], Yang and Xu [79] etc. Other popular models are to assign different weight values to the samples to reduce the effect of outliers as follows: Xu and Wang [75], Xu et al. [74], Tanveer et al. [62] and Mao et al. [43] etc. Some researchers include fuzzy-based membership values to training points through assigning some importance in terms of penalty to the data samples [12, 22, 6]. For avoiding the overfitting problem, some valuable work is added in the field of regression [37, 82] but some gap is still present. As we already know the importance of noise in the computation, so the right choice of loss functions which are associated with particular noise in the training data sample will give the proper direction towards optimal generalization. There are several loss functions which generally consider in different regression estimation problem such as $\varepsilon$-insensitive loss [13], Gaussian loss [31, 71, 73], Laplacian loss [46, 80], Pinball loss [25, 54, 78], Quadratic loss [30, 70], Huber loss [5, 8, 45, 52], Asymmetric loss [32, 76], 1-norm [41], Soft insensitive loss [11, 84], Non-convex loss [83], and Hinge loss [56].

Niu et al. [47] have proposed a new approach termed as TSVR with Huber loss (HN-TSVR) that tested on real-world datasets and Gaussian noise data. In this approach, HN-TSVR performs well in comparison to TSVR with Gaussian loss function (GN-TSVR) and TSVR. For further study, the reader can follow: [33, 34, 42, 47, 72]. To strongly handle the asymmetric noise distribution and outliers in the observed real world data, Balasundaram and Meena
[5] have proposed SVR with asymmetric Huber loss where solutions are attained by using functional iterative approach. In the similar pattern, Balasundaram and Prasad [4] have also proposed TSVR based variant named as robust TSVR with Huber loss which is solved by function iterative approach and Newton iterative with Armijo step size to less sensitivity of noise and outliers. To improve the sparseness and prediction ability of the regression model, Anand et al. [1] have improved the ε-support vector quantile regression model (ε-SVQR) by adding the regularization term for quantile estimation. The ε-SVQR model mainly focuses on the sparseness of the regression model. Gu et al. [24] also have investigated a new fast clustering-based approach for TSVR to lessen the effect of outliers and noise in the observed data examples by following the prior structural information and successive over relaxation algorithm. Due to influence of noise and outliers in observed real world data, SVR and TSVR regression based models attract in the literature [49, 51, 77, 81]; Wang et al. [66–68].

Our proposed approach, RHN-TSVR, is highly influenced by HN-TSVR approach. Here, we further improve this HN-TSVR model through the addition of the regularization term to follow the structural risk minimization principle which shows more effective and efficient generalization performance and lead to a well-posed model. The advantage of our proposed algorithm is that it contains a strong convex optimization function and works well for different types of noises and outliers. The efficacy and usability of RHN-TSVR are discussed based on various numerical experiments using twenty-four artificial generated and forty-two real-world datasets. It shows better prediction performance in the case of both types of datasets. Our proposed approach is also validated through the standard statistical test which also signifies that our approach is performed better for different types of noisy data. The attractive characteristics of proposed RHN-TSVR follow as:

1. As we know that the TSVR and HN-TSVR suffer from the possible singularity problem, so to resolve this problem, we reformulate the primal problem by adding a regularization term in the objective functions.
2. Our proposed approach RHN-TSVR is following the structured risk minimization principle that leads to our model convex and well-posed.
3. By using the Huber loss function, the proposed approach RHN-TSVR effectively deals with noisy data.
4. Our proposed approach RHN-TSVR is tested and validated on both various real world datasets having different significant level of noise 0%, 5% and 10% as well as on artificial datasets.

In this paper, all the sections are organized in this manner. In Sect. 2, related work such as SVR, TSVR, ε-AHSVR, ε-SVQR and HN-TSVR formulations have been stated for the non-linear case. An improved and regularized version of HN-TSVR (RHN-TSVR) is proposed diligently under Sects. 3. In Sect. 4, numerical experiments on benchmark different real world and several artificial generated datasets are conducted properly while Sect. 5 dwells on conclusion and future scope.

2 Related Work

In this related work section, the mathematical formulation of standard SVR, TSVR, ε-AHSVR, ε-SVQR and HN-TSVR is derived for the non-linear case. Assume \( B \in (B_1, \ldots, B_n) \) is the matrix of size \( m \times n \) in which \( g^{th} \) vector is \( x_g \) and \( y \in R^m \). For non-linear kernel function, \( K(B, B^t) \) is defined for \( gh^{th} \) entry as \( (K(B, B^t))_{gh} = k(x_g, x_h) \) and \( K(x, y) \).
\(B^T = (k(x, x_1), \ldots, k(x, x_m))\) be a row vector. The non-linear regression function on a training set can be obtained through mapping of data to higher-dimensional space \(\phi(\cdot)\).

| \((x_g, y_g)\) | Training samples | \(e\) | Vector of one's |
|---------------|------------------|-------|----------------|
| \(x_g \in \mathbb{R}^n\) | Input sample | \((a)_+ = \max\{a, 0\}\) | Plus function definition |
| \(y_g \in \mathbb{R}\) | Desired output | \(\phi(\cdot)\) | Higher-dimensional feature space |

### 2.1 Support Vector Regression (SVR)

According to Vapnik [64], standard SVR uses the \(\varepsilon\)-insensitive loss for finding the unknown value of \(w\) and \(b\) through the solution of following QPP (Cristianini and Shawe-Taylor [15]) in such a way:

\[
\begin{align*}
\min_{w, b, \lambda_1, \lambda_2} & \quad \frac{1}{2} ||w||^2 + C(\varepsilon \lambda_1 + \epsilon' \lambda_2) \\
\text{subject to:} & \\
& \quad y_g - (\phi(x_g)w + be) \leq \varepsilon e + \lambda_{1g}, \lambda_{1g} \geq 0, \\
& \quad (\phi(x_g)w + be) - y_g \leq \varepsilon e + \lambda_{2g}, \text{for } g = 1, \ldots, m,
\end{align*}
\]

where slack variables are \(\lambda_1 \in (\lambda_{11}, \ldots, \lambda_{1m})'\) and \(\lambda_2 \in (\lambda_{21}, \ldots, \lambda_{2m})'\); input parameters are \(C > 0, \varepsilon > 0\).

After introducing the Lagrange’s multipliers \(\eta_1, \eta_2\) and apply sufficient conditions, the Wolfe dual of the Eq. (1) is given as:

\[
\begin{align*}
\min_{\eta_1, \eta_2 \in \mathbb{R}^m} & \quad \frac{1}{2} \sum_{g, h=1}^m (\eta_{1g} - \eta_{2g})k(x_g, x_h)(\eta_{1h} - \eta_{2h}) + \varepsilon \sum_{g=1}^m (\eta_{1g} + \eta_{2g}) - \sum_{g=1}^m y_g(\eta_{1g} - \eta_{2g}) \\
\text{subject to:} & \\
& \quad \sum_{g=1}^m \epsilon'(\eta_{1g} - \eta_{2g}) = 0, \\
& \quad 0 \leq \eta_1, \eta_2 \leq Ce.
\end{align*}
\]

The non-linear decision regression function \(f(\cdot)\) will be calculated by solving the dual problem as represented in Eq. (2) (Cristianini and Shawe-Taylor [15]) for any new input \(x^* \in \mathbb{R}^n\) as

\[
f(x^*) = \sum_{z=1}^m (\eta_{1z} - \eta_{2z})k(x^*, x_z) + b.
\]

For more details, see [15, 19].

### 2.2 Twin Support Vector Regression (TSVR)

The twin model of SVR named TSVR is proposed [50] in which it finds a pair of non-parallel kernel generating functions related to both \(\varepsilon\)-insensitive down-bound \(f_1(x) = K(x^T, B^T)w_1 + b_1\) and up-bound function \(f_2(x) = K(x^T, B^T)w_2 + b_2\), where \(w_1, w_2 \in \mathbb{R}^m, b_1, b_2 \in \mathbb{R}\). The formulation of TSVR in primal form is given as:

\(\copyright\) Springer
\[
\min_{w_1, b_1, \lambda_1 \in \mathbb{R}^{m+1}} \frac{1}{2} ||y - \varepsilon_1 e - (K(B, B')w_1 + b_1 e)||^2 + C_1 e^T \lambda_1 \\
\text{subject to:} \\
y - (K(B, B')w_1 + b_1 e) \geq \varepsilon_1 e - \lambda_1, \lambda_1 \geq 0
\]

and

\[
\min_{w_2, b_2, \lambda_2 \in \mathbb{R}^{m+1}} \frac{1}{2} ||y + \varepsilon_2 e - (K(B, B')w_2 + b_2 e)||^2 + C_2 e^T \lambda_2 \\
\text{subject to:} \\
(K(B, B')w_2 + b_2 e) - y \geq \varepsilon_2 e - \lambda_2, \lambda_2 \geq 0
\]

where the slack variables are \(\lambda_1, \lambda_2\); input parameters \(C_1, C_2 > 0\), \(\varepsilon_1, \varepsilon_2 > 0\) are chosen a priori.

Similarly, solve unconstrained optimization problems as mentioned in Eqs. (4) and (5) with Lagrange’s multiplier \(\eta_1, \eta_2\) and apply Karush–Kuhn–Tucker (KKT) sufficient conditions, we get

\[
\max_{w_1, b_1 \in \mathbb{R}^{m+1}} \frac{1}{2} \eta_1^T Z(Z^T Z)^{-1} Z^T \eta_1 + (y - \varepsilon_1 e)^T Z(Z^T Z)^{-1} Z^T \eta_1 - (y - \varepsilon_1 e)^T \eta_1 \\
\text{subject to:} \ 0 \leq \eta_1 \leq C_1 e
\]

and

\[
\max_{w_2, b_2 \in \mathbb{R}^{m+1}} \frac{1}{2} \eta_2^T Z(Z^T Z)^{-1} Z^T \eta_2 + (y + \varepsilon_2 e)^T Z(Z^T Z)^{-1} Z^T \eta_2 + (y + \varepsilon_2 e)^T \eta_2 \\
\text{subject to:} \ 0 \leq \eta_2 \leq C_2 e
\]

where \(Z = [K(B, B') e]\) is the augmented matrix.

The values \(w_1, w_2, b_1\) and \(b_2\) are obtained from Eqs. (6) and (7) as follows:

\[
\begin{bmatrix}
w_1 \\
b_1
\end{bmatrix} = (Z^T Z + \delta I)^{-1} Z^T (u_1 - \eta_1) \quad \text{and} \quad \\
\begin{bmatrix}
w_2 \\
b_2
\end{bmatrix} = (Z^T Z + \delta I)^{-1} Z^T (u_2 + \eta_2),
\]

where \(u_1 = y - \varepsilon_1 e\) and \(u_2 = y + \varepsilon_2 e\).

We add \(\delta I\) a term in the matrix \((Z^T Z)^{-1}\) with small value where \(\delta > 0\). Its final prediction value for a new test sample can be obtained to take the average of functions \(f_1(x)\) and \(f_2(x)\).

### 2.3 \(\varepsilon\)-Insensitive Asymmetric Huber Support Vector Regression (\(\varepsilon\)-AHSVR)

The \(\varepsilon\)-insensitive asymmetric Huber based SVR is proposed by Balasundaram and Meena [5] in which it finds \(w \in \mathbb{R}^m\) and \(b \in R\) through the solution of QPPs using Huber loss in such a way:

\[
\min_{(w, b) \in \mathbb{R}^{m+1}} \frac{1}{2} (w^T w + b)^2 + \frac{1}{2} C[||y - ((K(B, B')w + be) - \varepsilon_\alpha e)||^2 \\
- ||(y - ((K(B, B')w + be) - (\varepsilon_\alpha + \zeta_\alpha)e)||^2] + ||(y - ((K(B, B')w + be) - y - \varepsilon_\beta e)||^2 \\
- ||((K(B, B')w + be) - y - (\varepsilon_\beta + \zeta_\beta)e)||^2]
\]

where \(\varepsilon_\alpha, \varepsilon_\beta > 0; \zeta_\alpha, \zeta_\beta > 0; C > 0\) are inputs.
One can rewrite the (9) problem by considering $\varepsilon_\alpha = \varepsilon_\beta = \varepsilon$, $Z = [K(B, B') e]$ and find the unknown value of $\varepsilon$ subject to:

\[
\psi = \begin{bmatrix} w \\ b \end{bmatrix}
\]

in this manner as follows:

\[
\min_{\psi \in \mathbb{R}^{m+1}} \frac{1}{2} \psi^T \psi + \frac{1}{2} C \frac{1}{2} \left( ||(y - Z \psi - \varepsilon e)_+||^2 - ||(y - Z \psi - (\varepsilon + \zeta_\alpha)e)_+||^2 \right)
\]

\[
+ \ ||(Z \psi - y - \varepsilon e)_+||^2 - ||(Z \psi - y - (\varepsilon + \zeta_\beta)e)_+||^2
\]

(10)

To solve the (10) by following the function iterative approach as $\psi^{g+1} = \left( \frac{I}{C} + Z^g Z \right)^{-1} Z [y + \frac{|y - Z \psi^g - \varepsilon | - |Z \psi^g - \varepsilon|}{2} + (Z \psi^g - y - (\varepsilon + \zeta_\alpha)e)_+ - (y - Z \psi^g - (\varepsilon + \zeta_\beta)e)_+]$ for $g = 0, 1, \ldots$

### 2.4 $\varepsilon$-Insensitive Support Vector Quantile Regression ($\varepsilon$-SVQR)

A novel $\varepsilon$-SVQR model uses the $\varepsilon$-insensitive pinball loss function for quantile estimation [1] to find the unknown value of $w$ and $b$ through the solution of QPPs in such a way:

\[
\min_{w, b, \lambda_1, \lambda_2} \frac{1}{2} ||w||^2 + C \sum_{g=1}^{m} (\theta \lambda_{1g} + (1 - \theta) \lambda_{2g})
\]

subject to:

\[
y_g - (\phi(x_g)w + be) \leq \varepsilon (1 - \theta) + \lambda_{1g}, \quad \lambda_{1g} \geq 0
\]

and

\[
(\phi(x_g)w + be) - y_g \leq \theta \varepsilon + \lambda_{2g}, \quad \lambda_{1g} \geq 0, \quad \lambda_{2g} \geq 0 \quad \text{for} \ g = 1, \ldots, m
\]

(11)

where slack variables are $\lambda_{1g} := \frac{\lambda_{1g}}{\sigma}$ and $\lambda_{2g} := \frac{\lambda_{2g}}{1-\beta}$, $\theta > 0$ is the quantile; input parameters are $C > 0$, $\varepsilon > 0$.

After introducing the Lagrange’s multipliers $\eta_1$, $\eta_2$ and apply sufficient conditions, the Wolfe dual of the Eq. (11) is given as:

\[
\min_{\eta_1, \eta_2 \in \mathbb{R}^m} \frac{1}{2} \sum_{g, h=1}^{m} (\eta_{1g} - \eta_{2g}) k(x_g, x_h) (\eta_{1h} - \eta_{2h})
\]

\[
- \sum_{g=1}^{m} (\eta_{1g} - \eta_{2g}) y_g + \sum_{g=1}^{m} ((1 - \theta) \varepsilon \eta_{1g} + \theta \varepsilon \eta_{2g})
\]

subject to:

\[
\sum_{g=1}^{m} (\eta_{1g} - \eta_{2g}) = 0,
\]

and $0 \leq \eta_{1g} \leq C \theta$, $g = 1, 2, \ldots, m$,

\[
0 \leq \eta_{2g} \leq C (1 - \theta), \quad g = 1, 2, \ldots, m
\]

(12)

where the kernel function is $k(x_g, x_h) = \phi(x_g)^T \phi(x_h)$.

The non-linear decision regression function $f(.)$ will be calculated by solving the dual problem as represented in Eq. (12) for any new input $x^* \in \mathbb{R}^n$ as

\[
f(x^*) = \sum_{g=1}^{m} (\eta_{1g} - \eta_{2g}) k(x^*, x_g) + b.
\]

(13)
2.5 Twin Support Vector Regression with Huber Loss (HN-TSVR)

In order to improve the prediction ability, a hybrid approach is proposed by combination of Huber loss function and Twin model of SVR, termed as TSVR with Huber loss (HN-TSVR) in this sub-section.

**Huber loss function** [47]

\[
\begin{align*}
c_1(\xi) &= \begin{cases} 
\frac{\lambda_2}{2}, & \text{if } \lambda_2 \leq \varepsilon \text{ where } \varepsilon = \varepsilon_1^* \\
\varepsilon | \lambda_2 - \varepsilon_2^2, & \text{otherwise}
\end{cases} \\
c_2(\xi) &= \begin{cases} 
\frac{\zeta_2}{2}, & \text{if } \zeta_2 \leq \varepsilon \text{ where } \varepsilon = \varepsilon_2^* \\
\varepsilon | \zeta_2 - \varepsilon_2^2, & \text{otherwise}
\end{cases}
\end{align*}
\]

where \( \varepsilon_1^*, \varepsilon_2^* \) are input parameters.

HN-TSVR regression involves the following optimization problems as

\[
\begin{align*}
\min_{w_1, b_1, \lambda} & \quad \frac{1}{2} ||y - \varepsilon_1 e - (K(B, B')w_1 + b_1 e)||^2 + C_1 \varepsilon_1 \sum_{g \in D_1} \frac{1}{2} \lambda_2^2 + \varepsilon \sum_{g \in D_1^c} (\lambda_2 - \frac{1}{2} \varepsilon) \\
\text{subject to:} & \quad y - (K(B, B')w_1 + b_1 e) \geq \varepsilon_1 e - \lambda, \lambda \geq 0,
\end{align*}
\]

and

\[
\begin{align*}
\min_{w_2, b_2, \zeta} & \quad \frac{1}{2} ||y + \varepsilon_2 e - (K(B, B')w_2 + b_2 e)||^2 + C_2 \varepsilon_2 \sum_{g \in D_2} \frac{1}{2} \zeta_2^2 + \varepsilon \sum_{g \in D_2^c} (\zeta_2 - \frac{1}{2} \varepsilon) \\
\text{subject to:} & \quad (K(B, B')w_2 + b_2 e) - y \geq \varepsilon_2 e - \zeta, \zeta \geq 0,
\end{align*}
\]

where \( D_1 = \{|g| 0 \leq \lambda_2 < \varepsilon \} \) and \( D_1^c = \{|g| \lambda_2 \geq \varepsilon \} \); \( D_2 = \{|g| 0 \leq \zeta_2 < \varepsilon \} \) and \( D_2^c = \{|g| \zeta_2 \geq \varepsilon \} \). The slack variables are \( \lambda, \zeta \).

So, derive the dual formulation with sufficient conditions are shown as

\[
\begin{align*}
\min_{\eta_1} & \quad \frac{1}{2} \eta_1' Z(Z' Z)^{-1} Z' \eta_1 - (y - \varepsilon_1 e)' Z(Z' Z)^{-1} Z' \eta_1 + (y - \varepsilon_1 e)' \eta_1 + \frac{1}{2C_1} \eta_1' \eta_1 \\
\text{subject to:} & \quad 0 \leq \eta_1 \leq C_1 \varepsilon_1^* e,
\end{align*}
\]

and

\[
\begin{align*}
\min_{\eta_2} & \quad \frac{1}{2} \eta_2' Z(Z' Z)^{-1} Z' \eta_2 + (y + \varepsilon_2 e)' Z(Z' Z)^{-1} Z' \eta_2 - (y + \varepsilon_2 e)' \eta_2 + \frac{1}{2C_2} \eta_2' \eta_2 \\
\text{subject to:} & \quad 0 \leq \eta_2 \leq C_2 \varepsilon_2^* e,
\end{align*}
\]

where, \( Z = [K(B, B') e] \) is the augmented matrix.

The values of \( w_1, w_2, b_1, b_2 \) can be solved as

\[
\begin{align*}
\begin{bmatrix} w_1 \\ b_1 \end{bmatrix} = (Z' Z)^{-1} Z'(u_1 - \eta_1) \quad \text{and} \quad \begin{bmatrix} w_2 \\ b_2 \end{bmatrix} = (Z' Z)^{-1} Z'(u_2 + \eta_2).
\end{align*}
\]

where \( u_1 = y - e \varepsilon_1, u_2 = y + e \varepsilon_2 \).

Further, the final prediction value can be obtained same as TSVR. For more details see Niu et al. [47].
3 Proposed Regularization Based Twin Support Vector Regression with Huber Loss (RHN-TSVR)

Twin model of SVR (TSVR) deals with $\varepsilon$-insensitive loss but fail to address the Gaussian noise data. To handle this problem, Niu et al. [47] have proposed an approach named HN-TSVR which deals with Huber loss function but it has failed to follow the structured minimization principle. To avoid the singularity problem of HN-TSVR, we are adding one regularization term $\frac{C_3}{2}(|w_1|^2+b_1^2)$ and $\frac{C_4}{2}(|w_2|^2+b_2^2)$ in the primal problem of (19) and (20) respectively that leads to a stable and well-posed model, named as regularization based twin support vector regression with Huber loss which follows the gist of statistical learning theory. The Mathematical formulation of RHN-TSVR is written as:

1. RHN-TSVR requires two kernel generating functions as $f_1(x) = K(x', B^t)w_1 + b_1$, and $f_2(x) = K(x', B^t)w_2 + b_2$.
2. The proposed approach involves the following optimization problems as

$$\min_{w_1,b_1,\lambda} \frac{1}{2}||y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e)||^2$$

$$+ C_1\varepsilon_1\left(\sum_{g \in D_1} \frac{1}{2}\lambda_g^2 + \varepsilon \sum_{g \in D_1'} (\lambda_i - \frac{1}{2}\varepsilon)\right) + \frac{C_3}{2}(|w_1|^2+b_1^2)$$

subject to: $y - (K(B, B^t)w_1 + b_1e) \geq \varepsilon_1e - \lambda, \lambda \geq 0,$ \hspace{1cm} (19)

and

$$\min_{w_2,b_2,\lambda} \frac{1}{2}||y + \varepsilon_2e - (K(B, B^t)w_2 + b_2e)||^2$$

$$+ C_2\varepsilon_2\left(\sum_{g \in D_2} \frac{1}{2}\xi_i^2 + \varepsilon \sum_{g \in D_2'} (\xi_i - \frac{1}{2}\varepsilon)\right) + \frac{C_4}{2}(|w_2|^2+b_2^2)$$

subject to: $(K(B, B^t)w_2 + b_2e) - y \geq \varepsilon_2e - \xi, \xi \geq 0,$ \hspace{1cm} (20)

where, $D_1 = \{g \mid 0 \leq \lambda_g < \varepsilon\}$ and $D_1' = \{g \mid \lambda_g \geq \varepsilon\}$; $D_2 = \{g \mid 0 \leq \xi_g < \varepsilon\}$ and $D_2' = \{g \mid \xi_g \geq \varepsilon\}$; slack variables are $\lambda, \xi$; input parameters are $C_1, C_2 > 0; \varepsilon_1, \varepsilon_2 > 0$.

3. By introducing the Lagrangian multipliers $\eta_1, \eta_2, \alpha_1, \alpha_2$ and apply sufficient KKT conditions to the Eq. (19) and (20)

$$L_1(w_1, b_1, \eta_1, \alpha_1) = \frac{1}{2}||y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e)||^2$$

$$+ C_1\varepsilon_1\left(\sum_{g \in D_1} \frac{1}{2}\lambda_g^2 + \varepsilon \sum_{g \in D_1'} (\lambda_i - \frac{1}{2}\varepsilon)\right)$$

$$+ \frac{C_3}{2}(|w_1|^2+b_1^2) - \eta_1'(y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e) + \lambda) - \alpha_1'\lambda$$

$$= \frac{1}{2}||y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e)||^2$$

$$+ C_1\varepsilon_1\left(\sum_{g \in D_1} \frac{1}{2}\lambda_g^2 + \varepsilon \sum_{g \in D_1'} (\lambda_i - \frac{1}{2}\varepsilon)\right)$$

$$+ \frac{C_3}{2}(|w_1|^2+b_1^2) - \eta_1'(y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e) + \lambda) - \alpha_1'\lambda$$

$$= \frac{1}{2}||y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e)||^2$$

$$+ C_1\varepsilon_1\left(\sum_{g \in D_1} \frac{1}{2}\lambda_g^2 + \varepsilon \sum_{g \in D_1'} (\lambda_i - \frac{1}{2}\varepsilon)\right)$$

$$+ \frac{C_3}{2}(|w_1|^2+b_1^2) - \eta_1'(y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e) + \lambda) - \alpha_1'\lambda$$

$$= \frac{1}{2}||y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e)||^2$$

$$+ C_1\varepsilon_1\left(\sum_{g \in D_1} \frac{1}{2}\lambda_g^2 + \varepsilon \sum_{g \in D_1'} (\lambda_i - \frac{1}{2}\varepsilon)\right)$$

$$+ \frac{C_3}{2}(|w_1|^2+b_1^2) - \eta_1'(y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e) + \lambda) - \alpha_1'\lambda$$

$$= \frac{1}{2}||y - \varepsilon_1e - (K(B, B^t)w_1 + b_1e)||^2$$
5b. Similar to above, we get the dual formulation of (20) as

\[
L_2(w_2, b_2, \eta_2, \alpha_2) = \frac{1}{2} \|(y + \varepsilon_2 e - (K(B, B')w_2 + b_2 e))\|_2^2
+ C_2 \varepsilon^1 \left( \sum_{g \in D_2} \frac{1}{2} \zeta_g^2 + \varepsilon \sum_{g \in D_2} (\zeta_g - \frac{1}{2} \varepsilon) \right)
+ \frac{C_4}{2}(||w_2||^2 + b_2^2) - \eta_2^T(y + \varepsilon_2 e - (K(B, B')w_2 + b_2 e) + \zeta) - \alpha_2^T \zeta
\]

\[ (22) \]

4a. Then, we find the gradient of (21) according to KKT conditions with respect to \( w_1, b_1 \) and \( \lambda \):

\[
\frac{\partial L_1}{\partial w_1} = -K(B, B')^T(y - K(B, B') w_1 - b_1 e - \varepsilon_1 e) + K(B, B')^T \eta_1 + C_3 w_1 = 0,
\]

\[
\frac{\partial L_1}{\partial b_1} = -e^T(y - \varepsilon_1 e - K(B, B') w_1 - b_1 e) + e^T \eta_1 + C_3 b_1 = 0,
\]

\[
\frac{\partial L_1}{\partial \lambda} = C_1 v_g - \eta_1 g - \alpha_1 g = 0.
\]

where \( v_g = \frac{\partial c(\lambda_g)}{\partial (\lambda_g)} = \begin{cases} \lambda_g & \text{if } g \in D_1 \\ \varepsilon & \text{if } g \in D_1, \text{ for } g \in D_1. \end{cases} \)

Here, we have \( \lambda_g < \varepsilon \), thus \( v_g \leq \varepsilon \). Also, \( \alpha_1 g \geq 0 \), then we can get \( 0 \leq \eta_1 g \leq C_1 v_g \).

Therefore we can conclude that \( 0 \leq \eta_1 g \leq C_1 \varepsilon \).

4b. Similar to (21), find the gradient of Eq. (22) with respect to \( w_2, b_2 \) and \( \zeta \):

\[
\frac{\partial L_2}{\partial w_2} = -K(B, B')^T(y - K(B, B') w_2 - b_2 e + \varepsilon_2 e) + K(B, B')^T \eta_2 + C_4 w_2 = 0,
\]

\[
\frac{\partial L_2}{\partial b_2} = -e^T(y + \varepsilon_2 e - K(B, B') w_2 - b_2 e) + e^T \eta_2 + C_4 b_2 = 0,
\]

\[
\frac{\partial L_2}{\partial \zeta} = C_2 v'_g - \eta_2 g - \alpha_2 g = 0.
\]

where, \( v'_g = \frac{\partial c(\zeta_g)}{\partial (\zeta_g)} = \begin{cases} \zeta_g & \text{if } i \in D_2 \\ \varepsilon & \text{if } i \in D_2, \text{ for } i \in D_2. \end{cases} \)

Here, we have \( \zeta_g < \varepsilon \), thus \( v'_g \leq \varepsilon \). Also, \( \alpha_2 g \geq 0 \), then we can get \( 0 \leq \eta_2 g \leq C_2 v'_g \).

Therefore we can conclude that \( 0 \leq \eta_2 g \leq C_2 \varepsilon \).

5a. By following the same approach \([47]\), we get the dual formulation of (19) as

\[
\min_{\eta_1} \frac{1}{2} \eta_1^T Z (Z^T Z + C_3 I)^{-1} Z^T \eta_1
- (y - \varepsilon_1 e)^T Z (Z^T Z + C_3 I)^{-1} Z^T \eta_1 + (y - \varepsilon_1 e)^T \eta_1 + \frac{1}{2C_1} \eta_1^T \eta_1
\]

subject to : \( 0 \leq \eta_1 \leq C_1 \varepsilon_1 e \),

\[ (23) \]

where, \( Z = [K(B, B') e] \) is the augmented matrix.

5b. Similar to above, we get the dual formulation of (20) as

\[
\min_{\eta_2} \frac{1}{2} \eta_2^T Z (Z^T Z + C_4 I)^{-1} Z^T \eta_2
- (y + \varepsilon_2 e)^T Z (Z^T Z + C_4 I)^{-1} Z^T \eta_2 + (y + \varepsilon_2 e)^T \eta_2 + \frac{1}{2C_2} \eta_2^T \eta_2
\]

subject to : \( 0 \leq \eta_2 \leq C_2 \varepsilon_2 e \),

\[ (24) \]
The values of $w_1, w_2, b_1, b_2$ can be obtained as

$$\psi_1 = \begin{bmatrix} w_1 \\ b_1 \end{bmatrix} = (Z^T Z + C_3 I)^{-1} Z'(u_1 - \eta_1),$$

and

$$\psi_2 = \begin{bmatrix} w_2 \\ b_2 \end{bmatrix} = (Z^T Z + C_4 I)^{-1} Z'(u_2 + \eta_2)$$  \hspace{1cm} (25)$$

where $u_1 = y - \varepsilon_1 e$, $u_2 = y + \varepsilon_2 e$.

The end regressor value can be determined for a new test sample to take the average of functions $f_1(x)$ and $f_2(x)$.

$$f(x) = \frac{f_1(x) + f_2(x)}{2}. \hspace{1cm} (26)$$

One can follow the Algorithm 3.1 of proposed approach RHN-TSVR as:

**Algorithm 3.1 Non-linear RHN-TSVR**

**Input:** Initialize the input parameters $C_1, C_2, C_3, C_4 > 0$; $\varepsilon_1, \varepsilon_2 > 0$; slack variables are $\lambda, \zeta$; $D_1 = \{g | 0 \leq \lambda_g < \varepsilon_1\}$, $D_2 = \{g | \lambda_g \geq \varepsilon_1\}$, $D_3 = \{g | 0 \leq \zeta_g < \varepsilon_2\}$, $D_4 = \{g | \zeta_g \geq \varepsilon_2\}$ and the input kernel matrix $K(B, B')$.

**Output:** The final regressor function is given by equation (26) where the values of $(w_1, b_1)$ and $(w_2, b_2)$ are computed from equation (25).

**Process:**

Training

*Step 1:* Construct the primal problems (19) and (20) of proposed RHN-TSVR by adding $\frac{C_2}{2} (\| w_1 \|^2 + b_1^2)$ and $\frac{C_4}{2} (\| w_2 \|^2 + b_2^2)$ in the formulation of HN-TSVR (14) and (15) respectively;

*Step 2:* Apply the Lagrangian multiplier $\eta_1, \eta_2, \alpha_1, \alpha_2$ and apply sufficient KKT conditions to (19) and (20) respectively to obtain as (21) and (22) correspondingly;

*Step 3:* Calculate the gradient with respect to $(w_1, b_1, \lambda)$ and $(w_2, b_2, \zeta)$ then equate them to 0;

*Step 4:* Find the dual of the (19) and (20) as given in (23) and (24) respectively;

*Step 5:* Solve $\psi_1 = \begin{bmatrix} w_1 \\ b_1 \end{bmatrix} = (Z^T Z + C_3 I)^{-1} Z'(y - \varepsilon_1 e - \eta_1)$ and $\psi_2 = \begin{bmatrix} w_2 \\ b_2 \end{bmatrix} = (Z^T Z + C_4 I)^{-1} Z'(y + \varepsilon_2 e + \eta_2)$ where $Z = [K(B, B') e]$ is the augmented matrix;

*Step 6:* By solving step 5, one can find the value of $(\psi_1, \psi_2)$.

Testing

*Step 1:* For any test example, determine the predicted value by using the end regressor from (26).

**Remark** One can observe that for TWSVM, the authors in [55] gave an improvement by adding a regularization term in the objective function aiming at minimizing the structural risk by maximizing the margin. This method is called TBSVM, where the bias term is also penalized. But penalizing the bias term will not affect the result significantly and will change the optimization problem slightly. From a geometric point of view, it is sufficient to penalize the norm of $w$ in order to maximize the margin [45].
Table 1: All parameters with their range and concerned algorithms

| Parameters | Range | Model |
|------------|-------|-------|
| $C, C_1 = C_2, C_3 = C_4$ | $10^{-5}, \ldots, 10^5$ | SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, HN-TSVR, RHN-TSVR |
| $\mu$ | $2^{-5}, \ldots, 2^5$ | SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, HN-TSVR, RHN-TSVR |
| $\varepsilon$ | $0.1$ | SVR |
| $\varepsilon_1, \varepsilon_2$ | $0.001, 0.01, 0.1, 0.3, 0.5, 0.7, 0.9$ | TSVR |
| ($\varepsilon_\alpha = \varepsilon_\beta$) | $0.001, 0.01, 0.1$ | $\varepsilon$-AHSVR |
| $\varepsilon$ | $0.1, 0.3, 0.5, 0.7, 0.9$ | $\varepsilon$-SVQR |
| ($\varepsilon_1 = \varepsilon_2, (\varepsilon_1^a = \varepsilon_2^a)$ | $0.1, 0.3, 0.5, 0.7, 0.9$ | HN-TSVR, RHN-TSVR |
| $\zeta_\alpha, \zeta_\beta$ | $0.1, 1.0, 1.345$ | $\varepsilon$-AHSVR |
| $\theta$ | $0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8$ | $\varepsilon$-SVQR |

4 Numerical Experiments and Results

In this section, we have demonstrated a number of experiments to validate the efficacy of our new proposed approach RHN-TSVR in comparison to existing approaches such as SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR and HN-TSVR on various artificial datasets having different types of noises and real-world datasets at significant noise level 0%, 5% and 10%.

4.1 Experimental Setup

To perform this experiment, some hardware and software are required to execute the numerical experiment such as one desktop PC, one CPU with 4 Gigabyte RAM and a high-speed 64-bit processor as i5@intel 3.20 GHz, operating system @ Microsoft windows 10 and MATLAB software. An optimization toolbox MOSEK (accessible from https://www.mosek.com) is also needed to solve the QPP in case of SVR, TSVR, $\varepsilon$-SVQR and HN-TSVR and RHN-TSVR models. In this paper, Gaussian kernel function is considered for nonlinear consideration as $K(x_{z_1}, x_{z_2}) = \exp(-\mu ||x_{z_1} - x_{z_2}||^2)$, for $z_1, z_2 = 1, \ldots, m$, where kernel parameter $\mu > 0$. Here, all the parameters with their set of ranges corresponding to concerned algorithms are defined in Table 1. The 10-fold cross-validation is applied for all interested concerned algorithms on benchmark standard real world as well as artificial generated datasets.

Here, the root mean square error (RMSE) is considered to compute the prediction error for all interested algorithms on test data. Its formula is shown as:

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{z=1}^{N} (y_z - \hat{y}_z)^2}$$

where $y_z$ considered as observed data, $\hat{y}_z$ considered as predicted data and $N$ considered total test data.
4.2 Artificial Data Set

4.2.1 Uniform and Gaussian noise

We generate artificial datasets to test the effectiveness of our proposed RHN-TSVR with SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR and HN-TSVR whose function definitions are mentioned in Table 2. In Table 2, two types of noise are considered: I) Uniform noise $\Theta \in U(a, b)$ with interval $(a, b)$; II) Gaussian noise $\Theta \in N(\mu, \sigma^2)$ with mean $\mu$ and variance $\sigma^2$. In Table 2, Functions from 1 to 14 are using uniform variability of noise with symmetric distribution and Functions from 15 to 18 are having the heteroscedastic noise structure in which noise is computed on the basis of the value of input sample.

The performance analysis of RHN-TSVR model with standard SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR and HN-TSVR using Gaussian kernel on artificially generated datasets is tabulated in Table 3. Table 4 contains the average ranks of all concerned algorithms over artificially generated datasets for the Gaussian kernel. The proposed algorithm RHN-TSVR has the lowest rank among SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR and HN-TSVR in Table 4 that signifies our approach is far better than others. The performance of RHN-TSVR is better in 10 out of 18 artificial functions for both types of noise either uniform or Gaussian noise from Table 3. It also shows prominent impact in both uniform variabilities of noise as well as heteroscedastic noise structure.

Figures 1 and 2 are plotted corresponding to artificial Function 13 and Function 14 from Table 3 in order to show the uniform variability of noise with symmetric distribution respectively. Figures 3 and 4 are plotted corresponding to artificial Functions 15 and Function 16 from Table 3 results using Gaussian kernel in order to show the predictions with heteroscedastic noise structure respectively. One can find from Fig. 1, 2, 3 and 4 that our proposed approach RHN-TSVR is having closed relationship with the original one in comparison to other reported approaches. Hence, one can say that RHN-TSVR is very well capable to deal with uniform noise as well as heteroscedastic noise structure if present in the dataset.

4.2.2 Laplacian Noise

Further, we generate artificial datasets having another type noise i.e. Laplacian noise to validate our RHN-TSVR approach with SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, and HN-TSVR whose function definitions are mentioned in Table 5. The Laplacian noise is considered as $\Psi \in L(\mu, b)$ with interval $(0, 1)$.

The prediction performance of RHN-TSVR to conventional SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, and HN-TSVR using Gaussian kernel on artificially generated datasets have been tabulated in Table 6. Here, proposed RHN-TSVR shows better prediction capability in 4 cases among 6. Further, the average ranks of all models are computed in Table 7. The proposed algorithm RHN-TSVR has the lowest rank among all that signifies our approach outperforms to others. We have plotted Fig. 5 corresponding to Function 19 to understand the close relationship between prediction and original values. In this case, our proposed RHN-TSVR is having similar performance as HN-TSVR.
Table 2  Different artificially generated functions using Uniform noise and Gaussian noise with their definition and domain of definition

| Function name | Function definition | Domain of definition | Noise Type |
|---------------|---------------------|----------------------|------------|
| Function1     | $f(x) = \left(\frac{4}{x^2}\right) + \cos(2x_1) + \sin(3x_1) + \Theta$ | $x_1 \in [-10, 10]$ | Type A: $\Theta \in U(-0.2, 0.2)$ |
| Function2     | $f(x_1, x_2) = 0.79+1.27x_1x_2+1.56x_1x_4$ | $x_1 \in [0, 1]$ | Type A: $\Theta \in U(-0.2, 0.2)$ |
| Function3     | $3.42x_2x_3+2.06x_3x_4x_5+\Theta$ | $i \in \{1, 2, 3, 4, 5\}$ | Type B: $\Theta \in N(0, 0.1^2)$ |
| Function5     | $f(x_1, x_2) = 42.659(0.1 + x_1(0.05 + x_1^2 - 10x_1^2_1 + 5x_2^2)) + \Theta$ | $x_1, x_2 \in [-0.5, 0.5]$ | Type A: $\Theta \in U(-0.2, 0.2)$ |
| Function6     | $f(x_1, x_2) = 10\sin(\pi x_1 x_2 + 20(x_3 - 0.5)^2 + 10x_4 + 5x_5 + \Theta)$ | $x_1 \in [0, 1]$ | Type A: $\Theta \in U(-0.2, 0.2)$ |
| Function7     | $f(x_1) = \left(\frac{4}{x^2}\right) + \cos(2x_1) + \sin(3x_1) + \Theta$ | $x_1 \in [-10, 10]$ | Type A: $\Theta \in U(-0.2, 0.2)$ |
| Function8     | $f(x_1, x_2) = 1.3356(\exp(3x_2 - 0.3) \sin(4\pi x_2 - 0.9))$ | $x_1 \in [0, 1]$ | Type A: $\Theta \in U(-0.2, 0.2)$ |
| Function9     | $f(x_1) = \left(\frac{1}{0.03\sqrt{2\pi}}\right) \exp\left(\frac{-((x_1 - 2)(x_1 - 2))}{2(0.3^2)}\right)$ | $x_1 \in [0, 10]$ | Type A: $\Theta \in U(-0.5, 0.5)$ |
| Function10    | $f(x_1) = \left(\frac{1}{1.2\sqrt{2\pi}}\right) \exp\left(\frac{-((x_1 - 7)(x_1 - 7))}{2(1.2^2)}\right)$ | $x_1 \in [0, 10]$ | Type B: $\Theta \in N(0, 0.1^2)$ |
| Function11    | $f(x_1, x_2) = \frac{\sin(x)}{x}$ such that $y_1 = f_1(x_1) + \left(0.5 - \frac{|x_1|}{2\pi}\right)\Theta_i$ | $x_j \in U(-4\pi, 4\pi)$ | Type A: $\Theta \in U(-1, 1)$ |
| Function12    | $f_1(x) = x + 2\exp(-16x^2)$ | $x_1 \in 0.01(i - 1) - 1$ | Type A: $\Theta \in U(-1, 1)$ |
| Function13    | such that $y_i = f(x_i) + (x_i+0.5)\Theta_i$ | $i = 1, 2, \ldots, 200$ | Type B: $\Theta \in N(0, 0.5^2)$ |
Table 3 Performance comparison of RHN-TSVR with SVR, TSVR, \(\varepsilon\)-AHSV, \(\varepsilon\)-SVQR and HN-TSVR using Gaussian kernel on synthetic data sets with Uniform and Gaussian noise

| Dataset (Train size, Test size) | SVR \((C, \varepsilon, \mu)\) | TSVR \((C_1 = C_2, \varepsilon, \mu)\) | \(\varepsilon\)-AHSV \((C_1 = C_2, \varepsilon_{\alpha} = \varepsilon_{\beta}, \xi_{\alpha}, \xi_{\beta}, \mu)\) | \(\varepsilon\)-SVQR \((C_1 = C_2, \varepsilon_{1} = \varepsilon_{2}, \theta_{1}, \theta_{2}, \mu)\) | HN-TSVR \((C_1 = C_2, \varepsilon_{1} = \varepsilon_{2}, \theta_{1} = \theta_{2}, \mu)\) | RHN-TSVR \((C_1 = C_2, \varepsilon_{1} = \varepsilon_{2}, \theta_{1} = \theta_{2}, \mu)\) |
|-------------------------------|-----------------|-----------------|--------------------------------|-----------------|-----------------|-----------------|
| Function1 (150X2,500X2)      | 0.060254 \((10^1, 0.1, 2^0)\) | 0.07662 \((10^0, 10^{-3}, 2^0)\) | 0.102363 \((10^3, 10^{-3}, 1.345, 1.345, 1^1)\) | 0.08825 \((10^1, 0.1, 0.3, 1^1)\) | 0.07716 \((10^{1}, 0.1, 0.1, 2^0)\) | 0.12935 \((10^{-5}, 10^{-5}, 0.9, 0.1, 2^0)\) |
|                               | 0.24846         | 0.07161         | 0.00237                      | 0.11429         | 0.13004         | 0.0068301       |
| Function2 (150X2,500X2)      | 0.084763 \((10^5, 0.1, 2^{-1})\) | 0.02778 \((10^0, 10^{-1}, 2^0)\) | 0.025112 \((10^5, 10^{-3}, 1.345, 2^1)\) | 0.04269         | 0.02775         | 0.02199 \((10^{1}, 10^{-5}, 0.9, 0.9, 2^1)\) |
|                               | 0.27253         | 0.09476         | 0.00214                      | 0.13124         | 0.10073         | 0.00916         |
| Function3 (150X6,500X6)      | 0.01362 \((10^5, 0.1, 2^{-3})\) | 0.01921 \((10^3, 10^{-3}, 2^{-2})\) | 0.01156 \((10^5, 10^{-1}, 1.345, 2^{-2})\) | 0.01356         | 0.02379         | 0.00988 \((10^5, 10^{-5}, 0.1, 0.3, 2^{-3})\) |
|                               | 0.32313         | 0.17381         | 0.00603                      | 0.06577         | 0.19114         | 0.0118904       |
| Function4 (150X6,500X6)      | 0.061408 \((10^6, 0.1, 2^{-5})\) | 0.01346 \((10^4, 10^{-1}, 2^0)\) | 0.00632 \((10^3, 10^{-3}, 0.1, 1.345, 2^3)\) | 0.02464         | 0.01333         | 0.00602 \((10^{1}, 10^{-5}, 0.9, 0.5, 2^3)\) |
|                               | 0.23359         | 0.10612         | 0.00569                      | 0.06941         | 0.19064         | 0.0154294       |
| Function5 (150X3,500X3)      | 0.051805 \((10^4, 0.1, 2^5)\) | 0.03731 \((10^3, 10^{-1}, 2^5)\) | \textbf{0.031527} \((10^3, 10^{-1}, 1.345, 2^5)\) | 0.04023         | 0.03731         | 0.03919 \((10^5, 10^{-5}, 0.9, 0.5, 2^5)\) |
|                               | 0.23124         | 0.10908         | 0.01027                      | 0.07013         | 0.16043         | 0.0139697       |
| Dataset          | SVR RMSE  | TSVR RMSE  | ε-AHSVR RMSE  | ε-SVQR RMSE  | HN-TSVR RMSE  | RHN-TSVR RMSE  |
|------------------|-----------|------------|---------------|--------------|---------------|---------------|
|                  | (C, ε, μ) | (C, ε, μ)  | (C, ε, μ)     | (C, ε, μ)    | (C, ε, μ)     | (C, ε, μ)     |
|                  | Time      | Time       |                | Time         |                | Time          |
| Function6        | 0.068543  | 0.00725    | 0.004275      | 0.03068      | 0.00727       | 0.00406       |
| (150X3,500X3)    | (10^4,0.1,2^2) | (10^2,10^{-1},2^5) | (10^5,10^{-3},0.1,1.345,2^3) | (10^3,0.1,0.2,2^3) | (10^3,0.3,0.9,2^5) | (10^6,0.1,0.5,2^5) |
| Function7        | 0.017707  | 0.008      | 0.010915      | 0.02645      | 0.00799       | 0.00795       |
| (150X6,500X6)    | (10^4,0.1,2^{-4}) | (10^3,10^{-3},2^1) | (10^5,10^{-1},1.345,2^{-4}) | (10^5,0.1,0.6,2^{-5}) | (10^5,0.1,0.1,2^1) | (10^5,0.1,0.7,2^0) |
| Function8        | 0.062695  | 0.00418    | 0.002216      | 0.02145      | 0.00418       | 0.00169       |
| (150X6,500X6)    | (10^3,0.1,2^1) | (10^1,10^{-1},2^3) | (10^5,10^{-3},0.1,1.345,2^3) | (10^5,0.5,0.3,2^3) | (10^5,0.1,0.1,2^0) | (10^1,0.1,0.9,2^0) |
| Function9        | 0.088101  | 0.008      | 0.002386      | 0.09462      | 0.08129       | 0.016987      |
| (150X2,500X2)    | (10^2,0.1,2^0) | (10^2,10^{-1},2^0) | (10^4,10^{-3},1.345,2^1) | (10^4,0.1,0.5,2^{-1}) | (10^4,0.9,0.1,2^0) | (10^1,0.3,0.9,2^0) |
| Function10       | 0.078086  | 0.0158     | 0.011333      | 0.04075      | 0.01579       | 0.0112        |
| (150X2,500X2)    | (10^2,0.1,2^0) | (10^2,10^{-3},2^1) | (10^5,10^{-3},0.1,1.345,2^1) | (10^5,0.1,0.9,2^1) | (10^5,0.1,0.9,2^1) | (10^{-5},0.1,0.1,2^1) |
| Function11       | 0.027556  | 0.01022    | 0.016189      | 0.04191      | 0.0138        | 0.01239       |
| (150X3,500X3)    | (10^5,0.1,2^2) | (10^5,10^{-1},2^4) | (10^5,10^{-1},1.345,2^3) | (10^5,0.3,0.1,2^5) | (10^5,0.1,0.7,2^3) | (10^5,0.1,0.3,2^3) |
| Function12       | 0.061853  | 0.00696    | 0.004961      | 0.03326      | 0.00689       | 0.00531       |
| (150X3,500X3)    | (10^4,0.1,2^3) | (10^4,10^{-1},2^5) | (10^5,10^{-3},0.1,1.345,2^4) | (10^3,0.9,0.1,2^5) | (10^3,0.9,0.1,2^5) | (10^9,10^{-5},0.9,0.3,2^5) |
Table 3 continued

| Dataset (Train size, Test size) | SVR RMSE (C, ε, μ) | TSVR RMSE (C, ε, μ) | ε-AHSVR RMSE (C, ε, μ, ζ) | ε-SVQR RMSE (C, ε, θ, μ) | HN-TSVR RMSE (C, ε, ζ) | RHN-TSVR RMSE (C, ε, ζ) |
|---------------------------------|-------------------|-------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Function13 (200X2,450X2)       | 0.136885          | 0.11783           | 0.08155                  | 0.10239                  | 0.11656                  | 0.08749                  |
|                                 | (10^0,0.1,2^1)    | (10^1,10^-3,2^-1) | (10^1,10^-1,1,1.345,2^1) | (10^1,0.9,0.2,2^1)       | (10^5,0.1,0.5,2^-1)       | (10^5,10^1,0.3,0.5,2^1)  |
|                                 | 0.26544           | 0.12948           | 0.00388                  | 0.12211                  | 0.10624                  | 0.0225593                |
| Function14 (200X2,500X2)       | 0.186935          | 0.12023           | 0.184837                 | 0.15779                  | 0.12034                  | 0.10866                  |
|                                 | (10^0,0.1,2^1)    | (10^5,10^-3,2^0)  | (10^1,10^-1,1,1.345,2^5) | (10^1,0.5,0.1,2^5)       | (10^3,0.1,0.7,2^0)       | (10^5,10^1,0.1,0.9,2^3)  |
|                                 | 0.25514           | 0.10377           | 0.00275                  | 0.10492                  | 0.09102                  | 0.0235153                |
| Function15 (200X2,500X2)       | 0.034488          | 0.01879           | 0.019379                 | 0.02682                  | 0.01878                  | 0.01878                  |
|                                 | (10^2,0.1,2^-5)   | (10^3,10^-1,2^-5) | (10^1,10^-1,1,1.345,2^-4)| (10^3,0.3,0.5,2^-5)      | (10^5,0.9,0.7,2^-5)       | (10^5,10^-3,0.9,0.7,2^-5)|
|                                 | 0.46716           | 0.16623           | 0.00225                  | 0.22456                  | 0.30141                  | 0.024471                |
| Function16 (200X2,500X2)       | 0.036077          | 0.02116           | 0.0222                   | 0.02166                  | 0.0219                   | 0.01955                  |
|                                 | (10^2,0.1,2^-3)   | (10^-5,10^-3,2^-3) | (10^-3,10^-2,1,1.345,2^-3) | (10^-3,0.1,0.5,2^-5)     | (10^0,0.9,0.1,2^-3)       | (10^5,10^-1,0.1,0.5,2^-3)|
|                                 | 0.47924           | 0.15487           | 0.0046                   | 0.22983                  | 0.236                    | 0.028278                |
| Function17 (200X2,500X2)       | 0.147868          | 0.15262           | 0.100892                 | 0.18809                  | 0.15262                  | 0.07032                  |
|                                 | (10^0,0.1,2^3)    | (10^-5,10^-1,2^1) | (10^-1,1.345,1.345,2^4)  | (10^-5,0.7,0.8,2^5)      | (10^-5,0.1,0.1,2^1)       | (10^1,10^-1,0.9,0.5,2^3)  |
|                                 | 0.46149           | 0.143             | 0.00233                  | 0.24851                  | 0.14581                  | 0.0183895               |
| Function18 (200X2,500X2)       | 0.052586          | 0.05026           | 0.044265                 | 0.03809                  | 0.05027                  | 0.05027                  |
|                                 | (10^0,0.1,2^3)    | (10^-1,1.345,2^-3) | (10^-2,1.1,1.345,2^-3)  | (10^1,0.1,0.5,2^3)       | (10^1,0.9,0.1,2^-3)       | (10^1,10^-3,0.9,0.1,2^-3)|
|                                 | 0.44357           | 0.14172           | 0.0035                   | 0.21918                  | 0.2795                   | 0.0184345               |

The best result is shown as boldface.
Table 4: Average ranks of proposed RHN-TSVR with SVR, TSVR, $\varepsilon$-AHSV, $\varepsilon$-SVQR and HN-TSVR on RMSE using Gaussian kernel on synthetic data sets with Uniform and Gaussian noise

| Function | SVR | TSVR | $\varepsilon$-AHSV | $\varepsilon$-SVQR | HN-TSVR | RHN-TSVR |
|----------|-----|------|-------------------|-------------------|----------|----------|
| Function1 | 1   | 2    | 5                 | 4                 | 3        | 6        |
| Function2 | 6   | 4    | 2                 | 5                 | 3        | 1        |
| Function3 | 4   | 5    | 2                 | 3                 | 6        | 1        |
| Function4 | 6   | 4    | 2                 | 5                 | 3        | 1        |
| Function5 | 6   | 2.5  | 1                 | 5                 | 2.5      | 4        |
| Function6 | 6   | 3    | 2                 | 5                 | 4        | 1        |
| Function7 | 5   | 3    | 4                 | 6                 | 2        | 1        |
| Function8 | 6   | 3.5  | 2                 | 5                 | 3.5      | 1        |
| Function9 | 5   | 1    | 4                 | 6                 | 2.5      | 2.5      |
| Function10 | 6   | 4    | 2                 | 5                 | 3        | 1        |
| Function11 | 5   | 1    | 4                 | 6                 | 3        | 2        |
| Function12 | 6   | 4    | 1                 | 5                 | 3        | 2        |
| Function13 | 6   | 5    | 1                 | 3                 | 4        | 2        |
| Function14 | 6   | 2    | 5                 | 4                 | 3        | 1        |
| Function15 | 6   | 3    | 4                 | 5                 | 1.5      | 1.5      |
| Function16 | 6   | 2    | 5                 | 3                 | 4        | 1        |
| Function17 | 3   | 4.5  | 2                 | 6                 | 4.5      | 1        |
| Function18 | 6   | 3    | 2                 | 1                 | 4.5      | 4.5      |
| Average rank | 5.27777778 | 3.1388889 | 2.7777778 | 4.5555556 | 3.3333333 | 1.9166667 |

Table 5: Different artificially generated functions having Laplacian noise with their definition and domain of definition

| Function name | Function definition | Domain of definition |
|---------------|---------------------|---------------------|
| Function19 | $f(x) = \left(\frac{4}{|x_1|^2} \right) + \cos(2x_1) + \sin(3x_1) + \Psi$ | $x_1 \in [-10, 10]$ |
| Function20 | $f(x) = ((1 + \sin(2x_1 + 3x_2))/((3.5 + \sin(x_1 - x_2)) + \Psi$ | $x_i \in [-2, 2]$ |
| Function21 | $f(x_1, x_2) = \exp(x_1 \sin(\pi x_2)) + \Psi$ | $x_1, x_2 \in [-1, 1]$ |
| Function22 | $f(x) = 0.02[(12 + 3x - 3.5x^2 + 7.2x^3)+(1 + \cos4\pi x)(1 + 0.8\sin3\pi x)] + \Psi$ | $x \in [-0.25, 0.25]$ |
| Function23 | $f(x_1, x_2, x_3, x_4, x_5) = 10\sin\pi x_1 x_2 + 20(x_3 - 0.5)^2 + 10x_4 + 5x_5 + \Psi$ | $x_i \in [0, 1]$ |
| Function24 | $f(x) = 0.2 \sin(2\pi x) + 0.2x^2 + 0.3$ such that $y_i = f(x_i) + (0.1x_i^2 + 0.05)\Psi_i$ | $x_i = 0.01(i - 1) - 1, i = 1, 2, \ldots, 200$ |

4.3 Real World Datasets

Here, 42 standard benchmark real-world datasets at different significant noise levels such as 0%, 5% and 10% are used to demonstrate the performance of RHN-TSVR. The details of datasets follow as:
### Table 6: Performance comparison of RHN-TSVR with SVR, TSVR, \(\varepsilon\)-AHSVR, \(\varepsilon\)-SVQR and HN-TSVR using Gaussian kernel on synthetic data sets with Laplacian noise

| Dataset (Train size, Test size) | SVR RMSE \((C, \varepsilon, \mu)\) | Time | TSVR RMSE \((C_1 = C_2, \varepsilon, \mu)\) | Time | \(\varepsilon\)-AHSVR RMSE \((C, \varepsilon, \xi_\beta, \xi_\alpha)\) | Time | \(\varepsilon\)-SVQR RMSE \((C, \varepsilon, \theta, \mu)\) | Time | HN-TSVR RMSE \((C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \mu)\) | Time | RHN-TSVR RMSE \((C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \mu)\) | Time |
|-------------------------------|-----------------|------|----------------|------|-----------------|------|----------------|------|----------------|------|----------------|------|
| Function19 \((150 \times 2, 500 \times 2)\) | 0.416258 \((10^2, 0.1, 2^{1-1})\) | 0.55812 | 0.404259 \((10^3, 0.9, 2^{1-1})\) | 0.03316 | 0.40645 \((10^3, 1, 1, 2^{1-1})\) | 0.00513 | 0.47416 \((10^3, 0.7, 0.5, 2^{1-1})\) | 0.02272 | 0.404141 \((10^1, 0.9, 0.1, 2^{1-1})\) | 0.02615 | 0.404141 \((10^1, 10^{-3}, 0.9, 0.1, 2^{1-1})\) | 0.0083096 |
| Function20 \((150 \times 3, 500 \times 3)\) | 0.146758 \((10^0, 0.1, 2^0)\) | 0.47995 | 0.217388 \((10^0, 0.9, 2^{1-1})\) | 0.02454 | 0.252318 \((10^{-2}, 10^{-1}, 0.1, 1, 2^4)\) | 0.01452 | 0.21538 \((10^1, 0.5, 0.5, 2^{1-1})\) | 0.02619 | 0.217806 \((10^1, 0.9, 0.1, 2^{1-1})\) | 0.02312 | 0.138944 \((10^1, 10^2, 0.5, 0.1, 2^3)\) | 0.0125658 |
| Function21 \((150 \times 3, 500 \times 3)\) | 0.193024 \((10^3, 0.1, 2^{-5})\) | 0.46148 | 0.215517 \((10^0, 0.9, 2^{-3})\) | 0.02405 | 0.213251 \((10^{-1}, 10^{-1}, 1, 1.345, 2^0)\) | 0.01195 | 0.24943 \((10^1, 0.1, 10, 2^{1-5})\) | 0.03729 | 0.215388 \((10^1, 0.9, 0.1, 2^{1-1})\) | 0.02207 | 0.188105 \((10^1, 10^1, 0.9, 0.1, 2^0)\) | 0.0189023 |
| Function22 \((150 \times 2, 500 \times 2)\) | 0.107321 \((10^0, 0.1, 2^4)\) | 0.43419 | 0.116748 \((10^0, 0.9, 2^2)\) | 0.03422 | 0.081983 \((10^0, 0.1, 1, 0.1, 2^{5-1})\) | 0.00426 | 0.11815 \((10^0, 0.3, 0.4, 2^{1-1})\) | 0.0151 | 0.118841 \((10^1, 0.1, 0.1, 2^3)\) | 0.02572 | 0.104688 \((10^1, 0.1, 0.1, 2^5)\) | 0.0133986 |
| Function23 \((150 \times 6, 500 \times 6)\) | 0.190689 \((10^2, 0.1, 2^1)\) | 0.38126 | 0.240025 \((10^0, 0.1, 2^1)\) | 0.02595 | 0.24585 \((10^0, 10^{-1}, 1, 1, 2^2)\) | 0.01102 | 0.28425 \((10^0, 0.1, 10, 2^{3-2})\) | 0.0199 | 0.244521 \((10^0, 1, 0.1, 2^{1-2})\) | 0.02311 | 0.18934 \((10^1, 10^{-1}, 0.9, 0.1, 2^1)\) | 0.0136633 |
| Function24 \((200 \times 2, 500 \times 2)\) | 0.026582 \((10^2, 0.1, 2^1)\) | 0.89983 | 0.021008 \((10^0, 0.9, 2^1)\) | 0.06646 | 0.027998 \((10^4, 10^{-1}, 0.1, 1, 2^{2-1})\) | 0.00481 | 0.01086 \((10^3, 0.1, 0.1, 2^{1-1})\) | 0.02411 | 0.019294 \((10^1, 0.1, 0.1, 2^1)\) | 0.08291 | 0.012581 \((10^0, 10^{-4}, 0.9, 0.3, 2^1)\) | 0.0169828 |

The best result is shown as boldface.
Fig. 1 Prediction over the testing dataset by SVR, TSVR, \( \varepsilon \)-AHSVR, \( \varepsilon \)-SVQR, HN-TSVR and RHN-TSVR on the Function 13 artificial generated dataset. Gaussian kernel was used.

Fig. 2 Prediction over the testing dataset by SVR, TSVR, \( \varepsilon \)-AHSVR, \( \varepsilon \)-SVQR, HN-TSVR and RHN-TSVR on the Function 14 artificial generated dataset. Gaussian kernel was used.

### Real world datasets

| Datasets                                                                 | Repositories          |
|-------------------------------------------------------------------------|-----------------------|
| Forestfires, Machine_CPU, Auto-original, Winequality, Gas_furnace, Quake | (UCI datasets repositories, [63]) |
| SantafeA                                                                | [53]                  |
| The inverse dynamics of a Flexible robot arm                            | [21]                  |
| The financial time series datasets: S&P500, INFY, ONGC_NS, XOM, ATX, BSESN, DJI, GDAXI, MXX, N225 | [20, 27]              |
| Space Ga                                                                | [58]                  |
| Real world datasets | Repositories |
|---------------------|--------------|
| KEEL time-series datasets: NNGC1_dataset_E1_V1_001, NNGC1_dataset_F1_V1_008, NNGC1_dataset_F1_V1_009, NNGC1_dataset_F1_V1_010, NNGC1_dataset_F1_V1_006, NN5_Complete_109, NN5_Complete_104, NN5_Complete_106, NN5_Complete_103, NN5_Complete_101, NN5_Complete_105, NN5_Complete_111, D1dat_1_2000 | [38] |
| Wankara, Laser, Dee, Friedman, Mortgage | [38] |
| Roszman1, Gauss1, Chwirut2 | [48] |
| Vineyard | [65] |
| COVID-19_spain | [14] |

**Fig. 3** Prediction over the testing dataset by SVR, TSVR, $\varepsilon$-AHSV, $\varepsilon$-SVQR, HN-TSVR and RHN-TSVR on the Function 15 artificial generated dataset. Gaussian kernel was used.

**Fig. 4** Prediction over the testing dataset by SVR, TSVR, $\varepsilon$-AHSV, $\varepsilon$-SVQR, HN-TSVR and RHN-TSVR on the Function 16 artificial generated dataset. Gaussian kernel was used.
Table 7: Average ranks of proposed RHN-TSVR with SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR and HN-TSVR on RMSE using Gaussian kernel on synthetic data sets with Laplacian noise

| Datasets | SVR | TSVR | $\varepsilon$-AHSVR | $\varepsilon$-SVQR | HN-TSVR | RHN-TSVR |
|----------|-----|------|-------------------|------------------|---------|----------|
| Function 19 | 5   | 3    | 4                 | 6                | 1.5     | 1.5      |
| Function 20 | 2   | 4    | 6                 | 3                | 5       | 1        |
| Function 21 | 2   | 5    | 3                 | 6                | 4       | 1        |
| Function 22 | 3   | 4    | 1                 | 5                | 6       | 2        |
| Function 23 | 2   | 3    | 5                 | 6                | 4       | 1        |
| Function 24 | 5   | 4    | 6                 | 1                | 3       | 2        |
| Average rank | 3.1666667 | 3.8333333 | 4.1666667 | 4.5 | 3.9166667 | 1.4166667 |

Fig. 5: Prediction over the testing dataset by SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, HN-TSVR and RHN-TSVR on the Function 19 artificial generated dataset. Gaussian kernel was used.

4.3.1 At Significant Noise Level 0%

The numerical experiment results for SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, HN-TSVR and proposed approach RHN-TSVR on 42 standard real-world benchmark datasets at significant noise level 0% are obtained and tabulated in Table 8. It consists of the prediction accuracy with optimal parameters value and the learning time for all reported approaches. The performance of our proposed RHN-TSVR over benchmark real-world datasets is better in 22 cases compared to SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, and HN-TSVR. Further, the average ranks are determined to perform the statistical test in Table 9 based on RMSE values for the Gaussian kernel. We can see that the average rank of our proposed RHN-TSVR is least in compared to other reported approaches. One can reach to conclusion that RHN-TSVR performs better on real world datasets at significant noise level 0%. Figures 6 and 7 are plotted corresponding to Machine CPU and Gas furnace datasets respectively in order to show the prediction performance graphically. Both graphs are clearly showing a better prediction capability of RHN-TSVR.

Now, a statistical analysis is implemented using a Friedman test (Demsar [17]) by using the average ranks of algorithms as mentioned in Table 9. Here, we decide the null hypothesis
Table 8 Performance comparison of RHN-TSVR with SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR and HN-TSVR using Gaussian kernel with noise 0% on real world datasets

| Dataset             | SVR RMSE | TSVR RMSE | $\varepsilon$-AHSVR RMSE | $\varepsilon$-SVQR RMSE | HN-TSVR RMSE | RHN-TSVR RMSE |
|---------------------|----------|-----------|---------------------------|--------------------------|--------------|---------------|
|                     | (C, $\varepsilon$, $\mu$) | (C, $\varepsilon$, $\mu$) | (C, $\varepsilon$ = $\varepsilon$ $\beta$, $\zeta$ $\alpha$, $\zeta$ $\beta$, $\mu$) | (C, $\varepsilon$, $\theta$, $\mu$) | (C, $\varepsilon$ = $\varepsilon$ $\beta$, $\zeta$ $\alpha$, $\zeta$ $\beta$, $\mu$) | (C, $\varepsilon$ = $\varepsilon$ $\beta$, $\zeta$ $\alpha$, $\zeta$ $\beta$, $\mu$) |
| Forestfires(150X13,367X13) | (10$^{-3}$, 0.1, 2$^5$) | (10$^{-4}$, 0.1, 2$^5$) | (10$^{-5}$, 0.1, 1, 2$^1$) | (10$^{-4}$, 0.1, 2$^5$) | 0.07059 | 0.07058 |
|                     | 0.55583  | 0.063014  | 0.070592                  | 0.07058                  | 0.07058      | 0.07059 |
| Machine CPU(100X8,109X8) | (10$^4$, 0.1, 2$^-2$) | (10$^5$, 0.9, 2$^-2$) | (10$^5$, 0.1, 0.1, 2$^-5$) | (10$^4$, 0.1, 0.1, 2$^-5$) | 0.070592 | 0.07058 |
|                     | 0.24525  | 0.041461  | 0.09428                   | 0.02012                  | 0.02012      | 0.0125241 |
| Auto-original(100X8,292X8) | (10$^0$, 0.1, 2$^1$) | (10$^-2$, 0.1, 2$^9$) | (10$^4$, 0.1, 0.1, 2$^-5$) | (10$^4$, 0.1, 0.1, 2$^-5$) | 0.171313 | 0.01579 |
|                     | 0.2708   | 0.033108  | 0.260394                  | 0.01014                  | 0.01014      | 0.0107687 |
| Winequality(500X12,4398X12) | (10$^2$, 0.1, 2$^-3$) | (10$^-3$, 0.7, 2$^-1$) | (10$^3$, 0.1, 0.1, 2$^-5$) | (10$^3$, 0.1, 0.1, 2$^-5$) | 0.130454 | 0.29899 |
|                     | 6.31838  | 0.719632  | 0.132434                  | 0.06359                  | 0.260394     | 0.47543 |
|                     | 0.13377  | 0.13437   | 0.130454                  | 0.13756                  | 0.13756      | 0.135 |
| SantafeA(500X6,495X6) | (10$^0$, 0.1, 2$^2$) | (10$^-1$, 0.9, 2$^3$) | (10$^3$, 0.1, 0.1, 2$^-5$) | (10$^3$, 0.1, 0.1, 2$^-5$) | 0.13486 | 0.13486 |
|                     | 5.59668  | 0.598993  | 0.081809                  | 0.1015                   | 0.098983     | 0.47543 |
|                     | 0.05654  | 0.03811   | 0.081809                  | 0.081809                 | 0.039983     | 0.03922 |
|                     | (10$^0$, 0.1, 2$^2$) | (10$^-1$, 0.9, 2$^3$) | (10$^3$, 0.1, 0.1, 2$^-5$) | (10$^3$, 0.1, 0.1, 2$^-5$) | 0.0375 | 0.0375 |
|                     | 0.59668  | 0.758993  | 0.1015                   | 0.86175                  | 0.86175      | 0.64863 |
|                     | 0.02102  | 0.041461  | 0.041461                  | 0.041461                 | 0.041461     | 0.86175 |
|                     | 0.033108 | 0.050225  | 0.050225                  | 0.050225                 | 0.050225     | 0.050225 |
|                     | 0.1014   | 0.136146  | 0.136146                  | 0.136146                 | 0.136146     | 0.136146 |
|                     | 0.01014  | 0.25727   | 0.25727                   | 0.25727                  | 0.25727      | 0.25727 |
|                     | 0.04945  | 0.0125241 | 0.0125241                 | 0.0125241               | 0.0125241    | 0.0125241 |
|                     | 0.0107687 | 0.29899 | 0.29899                   | 0.29899                  | 0.29899      | 0.29899 |
|                     | 0.0126264 | 0.0107687 | 0.0107687                | 0.0107687               | 0.0107687    | 0.0107687 |
|                     | 0.113057 | 0.0832587 | 0.0832587                 | 0.0832587               | 0.0832587    | 0.0832587 |
Table 8 continued

| Dataset          | SVR RMSE (C, ε, μ) Time | TSVR RMSE (C₁ = C₂, ε, μ) Time | ε-AHSVR RMSE (C, ε₁, ζ₁, ε₂, ζ₂, μ) Time | ε-SVQR RMSE (C₁ = C₂, ε₁ = ε₂, ε₁*, ζ₁ = ζ₂, ζ₂, μ) Time | HN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ε₁*, ε₂*, μ) Time | RHN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ε₁*, ε₂*) μ) Time |
|------------------|-------------------------|---------------------------------|----------------------------------------|-------------------------------------------------|-------------------------------------------------|--------------------------------------------------|
| Gas_furnace(150X7,143X7) | 0.07154 (10^5, 0.1, 2^-5) 0.47456 | 0.04394 (10^5, 0.1, 2^-4) 0.068103 | 0.084165 (10^1, 10^-1, 0.1, 1, 2^-3) 0.05107 | 0.05659 (10^2, 0.1, 0.2, 2^-3) 0.0444 | 0.04158 (10^1, 0.1, 0.2) 0.08725 | 0.0383 (10^2, 10^5, 0.1, 0.3, 2^-5) 0.0174328 |
| Quake (500X4,1678X4) | 0.07154 (10^-1, 0.1, 2^-2) 9.48833 | 0.17227 (10^0, 0.9, 2^-5) 0.758743 | 0.17214 (10^-1, 10^-1, 0.1, 1, 2^-3) 0.172642 | 0.17219 (10^-3, 0.1, 0.7, 2^-3) 0.36931 | 0.17219 (10^0, 0.9, 0.3, 2^-5) 0.82559 | 0.17224 (10^0, 0.1, 0.9, 0.3, 2^-5) 0.0794874 |
| Flex_robotarm (500X10,519X10) | 0.04337 (10^3, 0.1, 2^-5) 9.5114 | 0.03595 (10^1, 0.1, 2^-1) 0.795891 | 0.056807 (10^5, 10^-1, 0.1, 0.1, 2^-5) 0.025886 | 0.024667 (10^3, 0.1, 0.9, 2^-1) 1.20655 | 0.03595 (10^3, 0.1, 0.9) 1.3983 | 0.02046 (10^-3, 0.9, 0.7, 2^-1) 0.10096 |
| S&P500 (200X6,550X6) | 0.19605 (10^5, 0.1, 2^-1) 1.41245 | 0.13739 (10^-1, 0.9, 2^-1) 0.113956 | 0.255194 (10^-1, 10^-1, 0.1, 1, 2^-1) 0.04174 | 0.095518 (10^-1, 0.1, 0.8, 2^-3) 0.04174 | 0.13983 (10^-1, 0.9, 0.1, 2^-1) 0.33202 | 0.13355 (10^-1, 0.1, 0.3, 2^-1) 0.0243076 |
| Space-Ga (500X7,2607X7) | 0.30306 (10^-1, 0.1, 2^-1) 9.72392 | 0.29628 (10^-3, 0.1, 2^-5) 0.697419 | 0.30902 (10^-1, 10^-1, 0.1, 1, 2^-1) 0.02659 | 0.285357 (10^-1, 0.1, 0.6, 2^-1) 0.00666 | 0.29628 (10^-5, 0.1, 0.1, 2^-5) 0.92673 | 0.29306 (10^-1, 0.9, 0.1, 2^-5) 0.107667 |
| Gauss1 (75X2,175X2) | 0.738274 (10^5, 0.1, 2^-5) 0.12142 | 0.479003 (10^3, 0.9, 2^-3) 0.01401 | 0.738025 (10^3, 10^-1, 0.1, 0.1, 2^-3) 0.00066 | 0.08616 | 0.478936 (10^5, 0.9, 0.5, 2^-3) 0.02833 | 0.61964 (10^-1, 0.9, 0.9, 2^-3) 0.0061953 |
Table 8 continued

| Dataset  | SVR RMSE ($C, \varepsilon, \mu$) | TSVR RMSE ($C_1 = C_2, \varepsilon, \mu$) | $\varepsilon$-AHSV R RMSE ($C, \varepsilon, \xi_\beta, \theta, \mu$) | $\varepsilon$-SVQR RMSE ($C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \mu$) | HN-TSVR RMSE ($C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \mu$) | RHN-TSVR RMSE ($C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \mu$) |
|----------|-------------------------------|-----------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| Chwirut2 (17X2,37X2) | 0.120144 | 0.078331 | 0.131455 | 0.10763 | 0.078332 | 0.101378 |
|          | (10^3,0,1,25) | (10^{-5}, 0, 5, 2^{5}) | (10^1,10^{-1}, 0, 1, 2^{5}) | (10^1,0,1,0,3, 2^{5}) | (10^{-5}, 0, 3, 0, 7, 2^{5}) | (10^3,10^{-5}, 0, 9, 0, 7, 2^{5}) |
|          | 0.00941 | 0.01558 | 0.00014 | 0.00408 | 0.02219 | 0.0053057 |
| Roszman1 (8X2,17X2) | 0.833004 | 0.147794 | 0.70425 | 0.774556 | 0.147779 | 0.955187 |
|          | (10^2,0,1,2^{5}) | (10^{-5}, 1, 0, 2^{0}) | (10^2,10^{-1}, 0, 1, 2^{5}) | (10^3,10^0,0,1,0,3, 2^{5}) | (10^{-5}, 1, 0, 7, 2^{0}) | (10^3,10^{-5}, 1, 0, 7, 2^{0}) |
|          | 0.00441 | 0.01062 | 0.00009 | 0.00621 | 0.02386 | 0.0039767 |
| INFY (226X6,525X6) | 0.061211 | 0.040511 | 0.047693 | 0.041628 | 0.040633 | 0.040282 |
|          | (10^3,0,1,2^{5}) | (10^{-1}, 0, 9, 2^{3}) | (10^5,10^{-1}, 0, 1, 2^{-5}) | (10^5,10^0,0,1,0,5, 2^{-5}) | (10^0,0,9,0,1,2^{-3}) | (10^{-1},10^{-5}, 0, 9, 0, 1, 2^{-5}) |
|          | 0.98812 | 0.0482 | 0.02781 | 0.05389 | 0.086636 | 0.0205775 |
| ONGC_NS (221X6,514X6) | 0.029434 | 0.028493 | 0.044317 | 0.02502 | 0.029634 | 0.023333 |
|          | (10^1,0,1,2^{-5}) | (10^0, 0, 1, 2^{-3}) | (10^3,10^{-1}, 0, 1, 2^{-5}) | (10^3,10^0,0,1,0,5, 2^{-5}) | (10^1,0,9,0,1,2^{-3}) | (10^1,10^{-5}, 0, 1, 0, 2^{-5}) |
|          | 0.91666 | 0.05983 | 0.02583 | 0.05644 | 0.06879 | 0.0232562 |
| XOM (226X6,525X6) | 0.03609 | 0.033274 | 0.05045 | 0.033264 | 0.033444 | 0.032806 |
|          | (10^1,0,1,2^{-3}) | (10^{-1}, 0, 1, 2^{-3}) | (10^5,10^{-1}, 0, 1, 2^{-3}) | (10^5,10^0,0,1,0,5, 2^{-3}) | (10^{-1},10^{-1}, 0, 1, 0, 7, 2^{-3}) | (10^{-3},10^{-5}, 0, 1, 0, 1, 2^{-5}) |
|          | 0.97152 | 0.04656 | 0.034 | 0.05051 | 0.05523 | 0.0252035 |
| ATX (222X6,515X6) | 0.413258 | 0.155567 | 0.475983 | 0.129202 | 0.161982 | 0.067275 |
|          | (10^{-1},0,1,2^{0}) | (10^{-1}, 0, 1, 2^{-1}) | (10^{-1},10^{-1}, 0, 1, 2^{1}) | (10^0,10^0,0,1,0,2, 2^{-3}) | (10^0,0,1,0,3, 2^{-1}) | (10^{-1},10^{-5}, 0, 9, 0, 2^{-3}) |
|          | 0.93081 | 0.04733 | 0.03145 | 0.05126 | 0.09139 | 0.0260819 |
| BSES N (220X6,513X6) | 0.197459 | 0.080313 | 0.117697 | 0.034469 | 0.08503 | 0.04276 |
|          | (10^9,0,1,2^{-1}) | (10^{-1}, 0, 1, 2^{-1}) | (10^1,10^{-1}, 0, 1, 2^{-3}) | (10^0,10^0,0,1,0,7, 2^{-5}) | (10^0,0,1,0,3, 2^{-1}) | (10^{-1},10^{-5}, 0, 1, 0, 1, 2^{-3}) |
|          | 0.92109 | 0.05851 | 0.0298 | 0.04303 | 0.0663 | 0.0254383 |
| Dataset (Train size, Test size) | SVR RMSE (C, ε, μ) | Time | TSVR RMSE (C = C₂, ε, μ) | Time | ε-AHSVQR RMSE (C, ε, ζ, μ) | Time | ε-SVQR RMSE (C = C₂, ε₁ = ε₂, θ, μ) | Time | HN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ε₁* = ε₂*, μ) | Time | RHN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ε₁* = ε₂*, μ) | Time |
|--------------------------------|---------------------|------|---------------------------|------|-----------------------------|------|-------------------------------|------|--------------------------------|------|--------------------------------|------|
| DJI (226X6,525X6)             | 0.437188 (10⁻¹,0.1,2⁻¹) | 0.98217 | 0.252219 (10⁻¹, 0.1, 2⁻¹) | 0.05257 | 0.445899 (10⁻¹,10⁻¹, 0.1, 2⁻¹) | 0.134225 | 0.304002 (10⁻¹, 0.1, 0.1, 2₀) | 0.06687 | 0.106785 (10⁰,10⁻⁵, 0.1, 0.1, 2⁻³) | 0.0278918 |  |
| GDAAXI (227X6,528X6)          | 0.033826 (10⁵,0.1,2⁻⁻⁻) | 1.00256 | 0.032456 (10⁰, 0.9, 2⁻⁻⁻) | 0.06494 | 0.059894 (10³,10⁻¹, 0.1, 2⁻⁻⁻) | 0.050758 | 0.036447 (10¹, 0.9, 0.3, 2⁻⁻⁻) | 0.07007 | 0.028567 (10⁻¹,10⁻⁵, 0.9, 0.1, 2⁻⁻⁻) | 0.0259832 |  |
| MXX (225X6,525X6)             | 0.096186 (10⁵,0.1,2⁻⁻⁻) | 0.98059 | 0.207771 (10⁻³, 0.9, 2⁻⁻⁻) | 0.0454 | 0.15942 (10⁵,10⁻¹, 0.1, 2⁻⁻⁻) | 0.170982 | 0.208147 (10⁻¹, 0.1, 0.1, 2⁻⁻⁻) | 0.07338 | 0.070677 (10⁻¹,10⁻⁵, 0.1, 0.1, 2⁻⁻⁻) | 0.0260515 |  |
| N225 (220X6,512X6)            | 0.100205 (10³,0.1,2⁻⁻⁻) | 0.94593 | 0.0391 (10⁻¹, 0.9, 2⁻⁻⁻) | 0.04503 | 0.215338 (10⁻¹,10⁻¹, 0.1, 2⁻⁻⁻) | 0.05175 | 0.032827 (10⁰, 0.1, 0.1, 2⁻⁻⁻) | 0.07263 | 0.02986 (10⁻¹,10⁻⁵, 0.1, 0.1, 2⁻⁻⁻) | 0.0236554 |  |
| Wankara (97X10,224X10)        | 0.056582 (10³,0.1,2⁰) | 0.18213 | 0.025151 (10⁻¹, 0.9, 2⁻⁻⁻) | 0.02217 | 0.059292 (10³,10⁻¹, 0.1, 2⁻⁻⁻) | 0.031492 | 0.025243 (10¹, 0.9, 0.7, 2⁻⁻⁻) | 0.03012 | 0.024392 (10¹,10⁻⁵, 0.1, 0.1, 2⁻⁻⁻) | 0.014395 |  |
| Laser (298X5,695X5)           | 0.057145 (10³,0.1,2⁻⁻⁻) | 1.72804 | 0.036527 (10⁻¹, 0.9, 2⁻⁻⁻) | 0.08 | 0.076187 (10⁵,10⁻², 0.1, 0.1, 2⁻⁻⁻) | 0.040045 | 0.037124 (10³, 0.9, 0.1, 2⁻⁻⁻) | 0.14206 | 0.037946 (10³,10⁻⁵, 0.1, 0.9, 2⁻⁻⁻) | 0.0432735 |  |
| Dee (110X7,255X7)             | 0.104984 (10⁹,0.1,2⁻⁻⁻) | 0.22914 | 0.142128 (10⁴, 0.1, 2⁻⁻⁻) | 0.02127 | 0.129019 (10¹,10⁻¹, 0.1, 2⁻⁻⁻) | 0.015998 | 0.145534 (10¹, 0.1, 0.1, 2⁻⁻⁻) | 0.03195 | 0.102515 (10¹,10⁻¹, 0.9, 0.1, 2⁻⁻⁻) | 0.0154981 |  |
| Dataset                  | SVR RMSE $\varepsilon$, $\mu$ | TSVR RMSE $(C_1 = C_2, \varepsilon, \mu)$ | $\varepsilon$-AHSVR RMSE $(C, \varepsilon, \mu)$ | $\varepsilon$-SVQR RMSE $(C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \theta, \mu)$ | HN-TSVR RMSE $(C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \theta, \mu)$ | RHN-TSVR RMSE $(C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \theta, \mu)$ | Time | Friedman                      |
|-------------------------|--------------------------------|---------------------------------------------|-----------------------------------------------|----------------------------------------------------------------|--------------------------------------------------------------------------------|--------------------------------------------------------------------------------|------|-------------------------------|
|                         | 0.058623 (10^3, 0.1, 2^{-1}) | 0.044491 (10^{-5}, 0.1, 2^0) | 0.067515 (10^{-3}, 0.1, 1, 2^{-1}) | 0.045422 (10^{-3}, 0.1, 0.5, 2^{-5}) | 0.044433 (10^0, 0.1, 0.5, 2^0) | 0.043238 (10^{-5}, 0.1, 0.3, 2^{-1}) | 0.0423292 | (360X6, 840X6)               |
| Mortgage                | 0.047516 (10^3, 0.1, 2^{-1}) | 0.007537 (10^3, 0.9, 2^0) | 0.061293 (10^1, 10^{-1}, 0.1, 2^{-5}) | 0.024022 (10^1, 0.1, 0.8, 2^{-3}) | 0.007581 (10^1, 0.9, 0.1, 2^0) | 0.00775 (10^{-1}, 0.1, 0.3, 2^1) | 0.21581 | (315X16, 734X16)             |
|                         | 0.182661 (10^1, 0.1, 2^1)    | 0.180173 (10^{-1}, 0.9, 2^1) | 0.172927 (10^{-1}, 0.1, 1, 2^3) | 0.181204 (10^{-1}, 0.1, 0.6, 2^1) | 0.180518 (10^0, 0.1, 0.1, 2^1) | 0.17386 (10^0, 0.9, 0.1, 2^3) | 0.02345 | (111X5, 259X5)               |
|                         | 0.123395 (10^1, 0.1, 2^5)    | 0.073928 (10^1, 0.1, 2^5) | 0.114369 (10^{-1}, 0.1, 2^5) | 0.104162 (10^0, 0.1, 0.5, 2^5) | 0.073928 (10^0, 0.1, 0.5, 2^5) | 0.073928 (10^{-1}, 0.5, 0.1, 2^3) | 0.0142513 | (269X5, 626X5)               |
|                         | 0.092724 (10^5, 0.1, 2^1)    | 0.06457 (10^{-3}, 0.9, 2^5) | 0.092574 (10^{-5}, 10^{-1}, 0.1, 2^1) | 0.076728 (10^{-1}, 0.1, 0.7, 2^3) | 0.064281 (10^{-1}, 0.9, 0.1, 2^5) | 0.064281 (10^{-1}, 10^{-3}, 0.9, 0.1, 2^5) | 0.0428835 | (269X5, 626X5)               |
|                         | 0.086069 (10^5, 0.1, 2^{-3}) | 0.044163 (10^{-3}, 0.9, 2^5) | 0.084937 (10^{-5}, 0.1, 1, 2^{-1}) | 0.06221 (10^{-5}, 0.1, 0.7, 2^3) | 0.04426 (10^{-5}, 0.1, 0.1, 2^5) | 0.04426 (10^{-5}, 0.1, 0.1, 2^5) | 0.0320561 | (269X5, 626X5)               |
|                         | 0.060847 (10^3, 0.1, 2^{-1}) | 0.037313 (10^{-1}, 0.9, 2^5) | 0.065632 (10^{-5}, 0.1, 1, 2^{-1}) | 0.045866 (10^{-5}, 0.1, 0.6, 2^3) | 0.037242 (10^0, 0.9, 0.1, 2^5) | 0.037242 (10^0, 0.9, 0.1, 2^5) | 0.10657 | (521X5, 1214X5)              |
| Dataset                  | SVR RMSE  | TSVR RMSE  | ε-AHSVSR RMSE  | ε-SVQR RMSE  | HN-TSVR RMSE  | RHN-TSVR RMSE  |
|-------------------------|-----------|------------|----------------|--------------|--------------|---------------|
|                         | (C, ε, μ) | (C1 = C2, ε, μ) | (C, ε_α = ε_β, ζ_α, ε_μ) | (C, ε, θ, μ) | (C1 = C2, ε_1 = ε_2, ε_1^*, ε_2^*, μ) | (C1 = C2, ε_1 = ε_2, ε_1^*, ε_2^*, μ) |
|                         | Time      | Time       | Time           | Time         | Time         | Time          |
| NN5_Complete_109         | 0.109583  | 0.107237   | 0.110924       | 0.102385     | 0.106897     | 0.095636      |
| (237X5,550X5)            | (10^0,0.1,2^3) | (10^-1,0.9,2^3) | (10^1,10^-1,0.1,0.1,2^3) | (10^1,0.1,0.6,2^3) | (10^0,0.1,0.1,2^3) | (10^0,10^0,0.3,1,2^5) |
|                         | 1.09254   | 0.06317    | 0.01518        | 0.05181      | 0.07392      | 0.026553      |
| NN5_Complete_104         | 0.174167  | 0.144628   | 0.153973       | 0.154479     | 0.143688     | 0.142988      |
| (237X5,550X5)            | (10^-1,0.1,2^3) | (10^-3,0.1,2^3) | (10^1,10^-1,0.1,1,2^5) | (10^1,0.1,0.8,2^3) | (10^0,0.9,0.1,2^3) | (10^0,10^0,0.1,0.1,2^5) |
|                         | 1.07709   | 0.05759    | 0.01743        | 0.05446      | 0.06773      | 0.030209      |
| NN5_Complete_106         | 0.189308  | 0.174154   | 0.165296       | 0.187904     | 0.171795     | 0.15994       |
| (237X5,550X5)            | (10^0,0.1,2^3) | (10^-1,0.1,2^3) | (10^1,10^-1,0.1,0.1,2^3) | (10^1,0.1,0.6,2^3) | (10^-1,0.1,0.1,2^3) | (10^0,0.1,0.9,0.1,2^5) |
|                         | 1.10129   | 0.06459    | 0.01407        | 0.05242      | 0.06597      | 0.0335387     |
| NN5_Complete_103         | 0.128696  | 0.130192   | 0.131486       | 0.128318     | 0.129899     | 0.129068      |
| (237X5,550X5)            | (10^0,0.1,2^-1) | (10^-0,0.1,2^-1) | (10^1,10^-1,0.1,0.1,2^1) | (10^0,0.1,0.4,2^-3) | (10^-5,0.1,0.3,2^-1) | (10^0,10^0,0.1,0.3,2^0) |
|                         | 1.08169   | 0.06974    | 0.02025        | 0.06604      | 0.06392      | 0.027654      |
| NN5_Complete_101         | 0.149576  | 0.154734   | 0.150469       | 0.14708      | 0.155191     | 0.144747      |
| (237X5,550X5)            | (10^0,0.1,2^-1) | (10^-0,0.9,2^0) | (10^1,10^-1,0.1,0.1,2^1) | (10^1,0.1,0.6,2^1) | (10^0,0.1,0.1,2^0) | (10^0,10^0,0.9,0.1,2^1) |
|                         | 1.08068   | 0.06989    | 0.01455        | 0.05376      | 0.06886      | 0.0264708     |
| NN5_Complete_105         | 0.127845  | 0.13341    | 0.130747       | 0.129324     | 0.134297     | 0.126683      |
| (237X5,550X5)            | (10^0,0.1,2^-1) | (10^-1,0.9,2^1) | (10^1,10^-1,1,0.1,2^3) | (10^0,0.1,0.4,2^1) | (10^0,0.1,0.1,2^1) | (10^0,10^0,0.9,0.1,2^5) |
|                         | 1.08763   | 0.04819    | 0.0148         | 0.0635       | 0.09553      | 0.031413      |
| NN5_Complete_111         | 0.089431  | 0.092115   | 0.087204       | 0.094835     | 0.092115     | 0.08508       |
| (237X5,550X5)            | (10^0,0.1,2^-1) | (10^-3,0.9,2^3) | (10^1,10^-1,0.1,0.1,2^5) | (10^0,0.1,0.2,2^3) | (10^-5,0.1,0.1,2^3) | (10^-1,10^0,0.1,0.1,2^5) |
|                         | 1.09501   | 0.07277    | 0.0199         | 0.0468       | 0.06021      | 0.0297235     |
| Dataset                        | SVR RMSE | Dataset | TSVR RMSE | ε-AHSVR RMSE | ε-SVQR RMSE | HN-TSVR RMSE | RHN-TSVR RMSE |
|-------------------------------|----------|---------|-----------|--------------|-------------|---------------|---------------|
|                               | (C, ε, μ) |         | (C1 = C2, ε, μ) | (C1 = C2, εα = εβ, ζα, ζβ, μ) | (C1 = C2, ε1 = ε2, ε1* = ε2*, μ) | (C1 = C2, ε1 = ε2, ε1* = ε2*, μ) | (C1 = C2, ε1 = ε2, ε1* = ε2*, μ) |
| D1dat_1_2000                  | 0.091946 | 0.135055 | 0.10349 | 0.115531 | 0.145437 | 0.121417 |
| (599X5,1396X5)                | (10^3,0.1,2^-1) | (10^-1, 0.9, 2^3) | (10^2,0.1,0.4,2^1) | (10^0, 0.1, 0.9, 2^3) | (10^-1,10^-5,0.1,0.1,2^1) | (10^0,10^-5,0.9,0.5,2^1) |
| Vineyard                      | 0.141193 | 0.298839 | 0.234064 | 0.188534 | 0.241009 | 0.240423 |
| (16X4,36X4)                   | (10^0,0.1,2^0) | (10^0,0.9,2^-1) | (10^1,0.1,0.4,2^1) | (10^1,0.1,0.1,2^1) | (10^1,0.9,0.3,2^-3) | (10^0,101,0.9,0.5,2^1) |
| COVID-19_spain                | 0.167119 | 0.154007 | 0.167119 | 0.156555 | 0.154173 | 0.154061 |
| (251X5,585X5)                 | (10^3,0.1,2^1) | (10^-3,0.5,2^5) | (10^-5,0.1,0.7,2^5) | (10^-1,0.1,0.9,2^5) | (10^-5,10^-5,0.1,0.1,2^5) | (10^-5) |
|                               | 1.21284  | 0.07972  | 0.01419  | 0.04876  | 0.04778  | 0.024674 |

The best result is shown as boldface.
Table 9 Average ranks of SVR, TSVR, $\varepsilon$-AHSV, $\varepsilon$-SVQR, HN-TSVR and RHN-TSVR on RMSE values using Gaussian kernel with noise 0% for real world dataset

| Datasets       | SVR | TSVR | $\varepsilon$-AHSV | $\varepsilon$-SVQR | HN-TSVR | RHN-TSVR |
|----------------|-----|------|---------------------|--------------------|---------|---------|
| Forestfires    | 5.5 | 2.5  | 5.5                 | 1                  | 2.5     | 4       |
| Machine CPU    | 4   | 2    | 6                   | 5                  | 3       | 1       |
| Auto-original  | 6   | 5    | 1                   | 2                  | 3.5     | 3.5     |
| Winequality    | 3   | 4    | 1                   | 2                  | 6       | 5       |
| SantafeA       | 5   | 2    | 6                   | 4                  | 3       | 1       |
| Gas_furnace    | 5   | 3    | 6                   | 4                  | 2       | 1       |
| Quake          | 6   | 4    | 1                   | 5                  | 2       | 3       |
| Flex_robotarm  | 5   | 3.5  | 6                   | 2                  | 3.5     | 1       |
| S&P500         | 5   | 3    | 6                   | 1                  | 4       | 2       |
| Space-Ga       | 5   | 3.5  | 6                   | 1                  | 3.5     | 2       |
| Gauss1         | 6   | 2    | 5                   | 4                  | 1       | 3       |
| Chwirut2       | 5   | 1    | 6                   | 4                  | 2       | 3       |
| Roszman1       | 5   | 2    | 3                   | 4                  | 1       | 6       |
| INFY           | 6   | 2    | 5                   | 4                  | 3       | 1       |
| ONGC_NS        | 4   | 3    | 6                   | 2                  | 5       | 1       |
| XOM            | 5   | 3    | 6                   | 2                  | 4       | 1       |
| ATX            | 5   | 3    | 6                   | 2                  | 4       | 1       |
| BSES          | 6   | 3    | 5                   | 1                  | 4       | 2       |
| DIJ            | 5   | 3    | 6                   | 2                  | 4       | 1       |
| GDAXI          | 3   | 2    | 6                   | 5                  | 4       | 1       |
| MXX            | 2   | 5    | 3                   | 4                  | 6       | 1       |
| N225           | 5   | 3    | 6                   | 1                  | 4       | 2       |
| Wankara        | 5   | 2    | 6                   | 4                  | 3       | 1       |
Table 9 continued

| Datasets                        | SVR | TSVR | ε-AHSVR | ε-SVQR | HN-TSVR | RHN-TSVR |
|---------------------------------|-----|------|---------|--------|---------|----------|
| Laser                           | 5   | 1    | 6       | 4      | 2       | 3        |
| Dee                             | 3   | 5    | 4       | 1      | 6       | 2        |
| Friedman                        | 5   | 3    | 6       | 4      | 2       | 1        |
| Mortgage                        | 5   | 1    | 6       | 4      | 2       | 3        |
| NNGC1_dataset_E1_V1_001         | 6   | 3    | 1       | 5      | 4       | 2        |
| NNGC1_dataset_F1_V1_008         | 6   | 3    | 5       | 4      | 1.5     | 1.5      |
| NNGC1_dataset_F1_V1_009         | 6   | 3    | 5       | 4      | 1.5     | 1.5      |
| NNGC1_dataset_F1_V1_010         | 6   | 1    | 5       | 4      | 2.5     | 2.5      |
| NNGC1_dataset_F1_V1_006         | 5   | 3    | 6       | 4      | 1.5     | 1.5      |
| NN5_Complete_109                | 5   | 4    | 6       | 2      | 3       | 1        |
| NN5_Complete_104                | 6   | 3    | 4       | 5      | 2       | 1        |
| NN5_Complete_106                | 6   | 4    | 2       | 5      | 3       | 1        |
| NN5_Complete_103                | 2   | 5    | 6       | 1      | 4       | 3        |
| NN5_Complete_101                | 3   | 5    | 4       | 2      | 6       | 1        |
| NN5_Complete_105                | 2   | 5    | 4       | 3      | 6       | 1        |
| NN5_Complete_111                | 3   | 4    | 2       | 6      | 5       | 1        |
| D1_dat_1_2000                   | 1   | 5    | 2       | 3      | 6       | 4        |
| Vineyard                        | 1   | 6    | 3       | 2      | 5       | 4        |
| COVID-19_spain                  | 5.5 | 1    | 5.5     | 4      | 3       | 2        |
| Average rank                    | 4.5952381 | 3.1309524 | 4.6666667 | 3.1666667 | 3.4285714 | 2.0119048 |
Fig. 6 Prediction over the testing dataset by SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, HN-TSVR and RHN-TSVR on the Machine CPU dataset with 0% noise. Gaussian kernel was used.

Fig. 7 Prediction over the testing dataset by SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, HN-TSVR and RHN-TSVR on the Gas furnace dataset with 0% noise. Gaussian kernel was used.

$H_0$: All the reported algorithms such as SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, HN-TSVR and RHN-TSVR are equivalent.

In this context, now compute both $\chi^2_F$ and $F_F$ based on Table 9 as shown below:

$$\chi^2_F = \frac{12 \times 42}{6 \times 7} \left[ (4.595238^2 + 3.130952^2 + 4.666667^2 + 3.166667^2 
+ 3.428571^2 + 2.011905^2) - \left( \frac{6 \times 7^2}{4} \right) \right] = 60.3299,$$

and

$$F_F = \frac{(42 - 1) \times 60.3299}{(42 \times (6 - 1)) - 60.3299} = 16.5265,$$

Here, the critical value, corresponding to (5, 205) the degree of freedom at the probability level $\Phi = 0.05$, is smaller than $F_F$ ($16.5265 > 2.2581$). So, the null hypothesis $H_0$ is
rejected and further performed pairwise Nemenyi test. Now, calculate the critical difference at a significant level \((p = 0.10)\) as

\[
\text{Critical difference} = q_\alpha \sqrt{\frac{k(k+1)}{6N}} = 2.589 \sqrt{\frac{6 \times (6+1)}{6 \times 42}} = 1.057,
\]

where, \(k\) and \(N\) are the no of reported algorithms and datasets respectively and \(q_\alpha = 2.589\) (Demsar [17]).

One can conclude some points from this Nemenyi test that are discussed below:

1. The average rank of proposed algorithm RHN-TSVR is compared with SVR and TSVR i.e. \((4.595238 - 2.011905 = 2.58333)\) and \((3.130952 - 2.011905 = 1.119048)\) respectively. The differences are greater than critical difference 1.057 which shows, RHN-TSVR is superior to SVR and TSVR.

2. Now calculate the average rank differences of RHN-TSVR to \(\varepsilon\)-AHSVR and \(\varepsilon\)-SVQR i.e. \((4.666667 - 2.011905 = 2.654762)\) and \((3.166667 - 2.011905 = 1.154762)\) respectively which are also greater than 1.057. Hence, it justifies the effectiveness of our proposed RHN-TSVR.

3. Check the dissimilarity of average ranks between RHN-TSVR and HN-TSVR, i.e. \((3.428571 - 2.011905 = 1.416667)\). It is also higher than the critical difference \((1.416667 > 1.057)\) that declares, our proposed approach RHN-TSVR outperforms to HN-TSVR.

4.3.2 At Significant Noise Level 5%

In this section, we have verified the applicability of RHN-TSVR model on real-world datasets at significant noise level 5%. All the results are computed and placed in Table 10 corresponding to 42 benchmark datasets. In Table 10, one can easily find the RMSE values with the computational time of all reported approaches. One can notice that RHN-TSVR model has shown better performance for 18 cases. The average ranks of each model are determined in Table 11 based on RMSE values to perform the statistical test. Here, RHN-TSVR has shown the lowest average rank in Table 11. Overall, we can analyze that RHN-TSVR may be one of the better choice for noisy datasets. We have plotted the prediction value graph for Machine CPU and Gas furnace datasets having significant noise level 5%, as shown in Figs. 8 and 9 respectively. The interpretation of these graphs is crystal clear and easily understandable that RHN-TSVR shows a closer relationship with the desired output.

Further, the Friedman statistical test is performed to validate the efficacy of proposed approach RHN-TSVR on noisy data at significant level 5% with SVR, TSVR, \(\varepsilon\)-AHSVR, \(\varepsilon\)-SVQR and HN-TSVR by using the results of Table 11.

\[
\chi^2_F = \frac{12 \times 42}{6 \times 7} \left[ (4.33333^2 + 3.404762^2 + 4.547619^2 + 3.452381^2 \right.
\]

\[
+ 3.380952^2 + 1.880952^2) - \left( \frac{6 \times 7^2}{4} \right) \right] = 52.2653,
\]

And

\[
F_F = \frac{(42 - 1) \times 52.2653}{(42 \times (6 - 1)) - 52.2653} = 13.9336
\]

Here, the critical value, corresponding to \((5, 205)\) the degree of freedom is smaller than \(F_F\) (13.9336 > 2.2581). So the null hypothesis \(H_0\) is rejected thus perform pairwise test. Now, calculate the critical difference at a significant level \((p = 0.10)\) to perform the Nemenyi
Table 10 Performance comparison of SVR, TSVR, $\varepsilon$-AHSVR, $\varepsilon$-SVQR, HN-TSVR and RHN-TSVR using Gaussian kernel with noise 5% on real world datasets

| Dataset       | SVR RMSE $(C, \varepsilon, \mu)$ | TSVR RMSE $(C_1 = C_2, \varepsilon, \mu)$ | $\varepsilon$-AHSVR RMSE $(C, \varepsilon, \zeta_{\alpha}, \zeta_{\beta}, \mu)$ | $\varepsilon$-SVQR RMSE $(C, \varepsilon, \theta, \mu)$ | HN-TSVR RMSE $(C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \mu)$ | RHN-TSVR RMSE $(C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \mu)$ |
|---------------|----------------------------------|-------------------------------------------|-------------------------------------------------|---------------------------------|----------------------------------|----------------------------------|
| Forestfires   | 0.070592 (10^{-5}, 0.1, 2^{5}) | 0.0842079 (10^{-4}, 0.9, 2^{5})   | 0.070588 (10^{-5}, 0.1, 0.1, 2^{5})   | 0.09435 (10^{-1}, 0.9, 0.1, 2^{5}) | 0.0112 (10^{-5}, 0.1, 0.1, 2^{5}) | 0.08422 (10^{-5}, 0.9, 0.1, 2^{5}) |
| Machine CPU   | 0.052104 (10^{5}, 0.1, 2^{-5}) | 0.0485319 (10^{-1}, 0.1, 2^{-2}) | 0.07941 (10^{-5}, 0.1, 0.1, 2^{-3}) | 0.072152 (10^{-5}, 0.1, 0.5, 2^{-5}) | 0.05934 (10^{0}, 0.1, 0.1, 2^{-1}) | 0.04398 (10^{0}, 0.1, 0.1, 2^{-1}) |
| Auto-original | 0.155361 (10^{3}, 0.1, 2^{-5}) | 0.16358 (10^{-2}, 0.9, 2^{-1})   | 0.156916 (10^{3}, 0.1, 0.1, 2^{-1}) | 0.157831 (10^{1}, 0.1, 0.5, 2^{-3}) | 0.1639 (10^{-1}, 0.1, 0.5, 2^{-1}) | 0.13337 (10^{0}, 0.1, 0.1, 2^{-3}) |
| Winequality   | 0.158162 (10^{3}, 0.1, 2^{-1}) | 0.18183 (10^{-1}, 0.9, 2^{-2})   | 0.160284 (10^{3}, 0.1, 0.1, 2^{-3}) | 0.225503 (10^{0}, 0.9, 0.3, 2^{-3}) | 0.17557 (10^{0}, 0.9, 0.1, 2^{0}) | 0.0646298 (10^{0}, 0.9, 0.1, 2^{0}) |
| SantafeA      | 0.10608 (10^{0}, 0.1, 2^{3})  | 0.0665399 (10^{-1}, 0.9, 2^{2})   | 0.061044 (10^{5}, 0.1, 1, 2^{1})   | 0.082625 (10^{0}, 0.1, 0.4, 2^{3}) | 0.06684 (10^{-1}, 0.9, 0.1, 2^{2}) | 0.06568 (10^{0}, 0.9, 0.1, 2^{1}) |

| Dataset       | SVR RMSE $(C, \varepsilon, \mu)$ | TSVR RMSE $(C_1 = C_2, \varepsilon, \mu)$ | $\varepsilon$-AHSVR RMSE $(C, \varepsilon, \zeta_{\alpha}, \zeta_{\beta}, \mu)$ | $\varepsilon$-SVQR RMSE $(C, \varepsilon, \theta, \mu)$ | HN-TSVR RMSE $(C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \mu)$ | RHN-TSVR RMSE $(C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^* = \varepsilon_2^*, \mu)$ |
|---------------|----------------------------------|-------------------------------------------|-------------------------------------------------|---------------------------------|----------------------------------|----------------------------------|
| Forestfires   | 0.070592 (10^{-5}, 0.1, 2^{5}) | 0.0842079 (10^{-4}, 0.9, 2^{5})   | 0.070588 (10^{-5}, 0.1, 0.1, 2^{5})   | 0.09435 (10^{-1}, 0.9, 0.1, 2^{5}) | 0.0112 (10^{-5}, 0.1, 0.1, 2^{5}) | 0.08422 (10^{-5}, 0.9, 0.1, 2^{5}) |
| Machine CPU   | 0.052104 (10^{5}, 0.1, 2^{-5}) | 0.0485319 (10^{-1}, 0.1, 2^{-2}) | 0.07941 (10^{-5}, 0.1, 0.1, 2^{-3}) | 0.072152 (10^{-5}, 0.1, 0.5, 2^{-5}) | 0.05934 (10^{0}, 0.1, 0.1, 2^{-1}) | 0.04398 (10^{0}, 0.1, 0.1, 2^{-1}) |
| Auto-original | 0.155361 (10^{3}, 0.1, 2^{-5}) | 0.16358 (10^{-2}, 0.9, 2^{-1})   | 0.156916 (10^{3}, 0.1, 0.1, 2^{-1}) | 0.157831 (10^{1}, 0.1, 0.5, 2^{-3}) | 0.1639 (10^{-1}, 0.1, 0.5, 2^{-1}) | 0.13337 (10^{0}, 0.1, 0.1, 2^{-3}) |
| Winequality   | 0.158162 (10^{3}, 0.1, 2^{-1}) | 0.18183 (10^{-1}, 0.9, 2^{-2})   | 0.160284 (10^{3}, 0.1, 0.1, 2^{-3}) | 0.225503 (10^{0}, 0.9, 0.3, 2^{-3}) | 0.17557 (10^{0}, 0.9, 0.1, 2^{0}) | 0.0646298 (10^{0}, 0.9, 0.1, 2^{0}) |
| SantafeA      | 0.10608 (10^{0}, 0.1, 2^{3})  | 0.0665399 (10^{-1}, 0.9, 2^{2})   | 0.061044 (10^{5}, 0.1, 1, 2^{1})   | 0.082625 (10^{0}, 0.1, 0.4, 2^{3}) | 0.06684 (10^{-1}, 0.9, 0.1, 2^{2}) | 0.06568 (10^{0}, 0.9, 0.1, 2^{1}) |
Table 10 continued

| Dataset        | SVR RMSE | TSVR RMSE | ε-AHSVSR RMSE | ε-SVQR RMSE | HN-TSVR RMSE | RHN-TSVR RMSE |
|----------------|----------|-----------|---------------|-------------|--------------|---------------|
|                | (C, ε, μ) | (C, ε, μ) | (C, εα = εβ, ζα, εβ, μ) | (C, ε, θ, μ) | (C1 = C2, ε1 = ε2, εβ1 = εβ2, μ) | (C1 = C2, ε1 = ε2, εβ1 = εβ2, μ) |
|                | Time     | Time      | Time          | Time        | Time         | Time          |
|                |          |           |               |             |              |               |
| Gas_furnace    | 0.094555 | 0.0603093 | 0.061808      | 0.080781    | 0.05582      | 0.04891       |
| (150X7,143X7)  | (10^0, 0.1,2^-3) | (10^-1, 0.7, 2^-4) | (10^5,10^-3, 0.1, 1, 2^-5) | (10^1,0.1, 0.1, 2^-5) | (10^0, 0.1, 0.1, 2^-3) | (10^0,10^-5, 0.1, 0.1, 2^-5) |
|                | 0.228517 | 0.09493   | 0.01632       | 0.09148     | 0.11075      | 0.0181955     |
| Quake          | 0.186957 | 0.185072  | 0.185139      | 0.1851      | 0.18506      | 0.18506       |
| (500X4,1678X4) | (10^-1, 0.1,2^-1) | (10^-1, 0.9, 2^-5) | (10^-1,0.1, 0.1, 2^-5) | (10^0, 0.1, 0.9, 2^-5) | (10^0,10^-1, 0.1, 0.3, 2^-5) | (10^0,10^-1, 0.1, 0.3, 2^-5) |
|                | 2.76314  | 0.82747   | 0.185139      | 0.19368     | 0.91814      | 0.0648712     |
| Flex_robotarm  | 0.044356 | 0.0455536 | 0.056341      | 0.029939    | 0.04608      | 0.02582       |
| (500X10,519X10)| (10^3, 0.1,2^-5) | (10^-1, 0.9, 2^-1) | (10^-1,10^-1, 0.1, 0.1, 2^-5) | (10^0, 0.1, 0.9, 2^-1) | (10^0,10^-1, 0.1, 0.3, 2^-5) | (10^0,10^-1, 0.1, 0.3, 2^-5) |
|                | 2.91903  | 0.88575   | 0.02588       | 0.11533     | 0.092991     | 0.0688442     |
| S&P500         | 0.039455 | 0.0264072 | 0.045908      | 0.027269    | 0.02683      | 0.02663       |
| (200X6,550X6)  | (10^1, 0.1,2^-5) | (10^-1, 0.9, 2^-5) | (10^-1,10^-1, 0.1, 1.345, 2^-5) | (10^0, 0.1, 0.1, 2^-5) | (10^-1,10^-5, 0.1, 0.1, 2^-5) | (10^-1,10^-5, 0.1, 0.1, 2^-5) |
|                | 0.413842 | 0.15642   | 0.02588       | 0.191       | 0.17724      | 0.0197694     |
| Space-Ga       | 0.29754  | 0.327565  | 0.292501      | 0.273409    | 0.33016      | 0.28284       |
| (500X7,2607X7) | (10^0, 0.1,2^-5) | (10^0, 0.1, 2^-5) | (10^-1,10^-1, 0.1, 1, 2^-5) | (10^0, 0.1, 0.1, 2^-5) | (10^0,10^-1, 0.9, 0.1, 2^-5) | (10^0,10^-1, 0.9, 0.1, 2^-5) |
|                | 2.78144  | 1.01007   | 0.12059       | 1.32311     | 0.97934      | 0.0719253     |
| Gauss1         | 0.399263 | 0.391528  | 0.414253      | 0.409457    | 0.391532     | 0.389198      |
| (75X2,175X2)   | (10^1, 0.1,2^-5) | (10^2, 0.9, 2^0) | (10^-1,10^-1, 0.1, 1.345, 2^-5) | (10^5, 0.9, 0.1, 2^0) | (10^5,10^-1, 0.1, 0.3, 2^1) | (10^5,10^-1, 0.1, 0.3, 2^1) |
|                | 0.062618 | 0.01613   | 0.01613       | 0.01021     | 0.02981      | 0.0072498     |
Table 10 continued

| Dataset     | SVR RMSE (C, ε, μ) Time | TSVR RMSE (C₁ = C₂, ε, μ) Time | ε-AHSVR RMSE (C, ε₂, ζ₂, μ) Time | ε-SVQR RMSE (C₁ = C₂, ε₁ = ε₂, ζ₁, μ) Time | HN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ζ₁, μ) Time | RHN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ζ₁, μ) Time |
|-------------|------------------------|---------------------------------|---------------------------------|------------------------------------------|------------------------------------------|------------------------------------------|
| Chwirut2 (17X2,37X2) | 0.097839 (10⁻³, 0.1, 2⁻³) 0.005741 | 0.116295 (10⁻¹, 0.9, 2⁻³) 0.01351 | 0.093916 (10⁻¹, 0.1, 2⁻⁵) 0.0002 | 0.087731 (10⁻³, 0.3, 2⁻³) 0.00406 | 0.114574 (10⁻³, 0.9, 2⁻³) 0.02547 | 0.108905 (10⁻₅, 0.1, 2⁻³) 0.004341 |
| Roszman1 (8X2,17X2) | 0.079154 (10₀⁻¹, 0.0001, 2⁻³) 0.002892 | 0.049779 (10⁻¹, 1, 2⁻⁰) 0.01399 | 0.21352 (10⁻³, 0.1, 2⁻⁵) 0.00008 | 0.292596 (10⁻³, 0.3, 2⁻³) 0.00387 | 0.047258 (10⁻¹, 1, 0.3, 2⁻⁰) 0.02349 | 0.048173 (10⁻⁻¹, 1.0, 1.0, 2⁻⁰) 0.004168 |
| INFY (226X6,525X6) | 0.048422 (10⁻³, 0.1, 2⁻⁻⁵) 0.512362 | 0.044445 (10⁻⁸, 0.3, 2⁻⁻⁵) 0.06776 | 0.050969 (10⁻¹, 0.1, 2⁻⁻⁵) 0.02874 | 0.046417 (10⁻³, 0.1, 2⁻⁻⁵) 0.05323 | 0.043197 (10⁻⁻¹, 0.9, 2⁻⁻⁵) 0.05714 | 0.043197 (10⁻⁻¹, 0.9, 2⁻⁻⁵) 0.05714 |
| ONGC_NS (221X6,514X6) | 0.040992 (10⁻³, 0.1, 2⁻⁻⁵) 0.545728 | 0.036287 (10⁻⁹, 0.1, 2⁻⁻⁵) 0.05809 | 0.045566 (10⁻³, 0.1, 2⁻⁻⁵) 0.02695 | 0.035167 (10⁻³, 0.1, 2⁻⁻⁵) 0.05503 | 0.036136 (10⁻⁻¹, 0.9, 2⁻⁻⁻⁵) 0.06659 | 0.035021 (10⁻⁻¹, 0.9, 2⁻⁻⁻⁵) 0.06659 |
| XOM (226X6,525X6) | 0.044282 (10⁻¹, 0.1, 2⁻⁻³) 0.52792 | 0.040461 (10⁻⁻³, 0.9, 2⁻⁻³) 0.05028 | 0.046992 (10⁻⁻¹, 0.1, 2⁻⁻³) 0.01829 | 0.04378 (10⁻⁻¹, 0.1, 2⁻⁻⁻⁵) 0.05652 | 0.040412 (10⁻⁻⁻¹, 0.9, 2⁻⁻⁻⁵) 0.10638 | 0.040412 (10⁻⁻⁻¹, 0.9, 2⁻⁻⁻⁵) 0.10638 |
| ATX (222X6,515X6) | 0.027291 (10⁻¹, 0.1, 2⁻⁻⁻⁵) 0.512387 | 0.025448 (10⁻⁻¹, 0.9, 2⁻⁻⁻⁵) 0.05701 | 0.037052 (10⁻⁻⁻¹, 0.1, 2⁻⁻⁻⁵) 0.03231 | 0.02157 (10⁻⁻⁻⁻¹, 0.9, 2⁻⁻⁻⁻⁵) 0.04981 | 0.02387 (10⁻⁻⁻⁻¹, 0.5, 2⁻⁻⁻⁻⁵) 0.06775 | 0.02403 (10⁻⁻⁻⁻¹, 0.9, 2⁻⁻⁻⁻⁵) 0.0254784 |
| BSES (220X6,513X6) | 0.027462 (10⁻¹, 0.1, 2⁻⁻⁻⁵) 0.529594 | 0.02329 (10⁻⁻⁻⁻¹, 0.9, 2⁻⁻⁻⁻⁵) 0.05242 | 0.030826 (10⁻⁻⁻⁻¹, 0.1, 2⁻⁻⁻⁻⁵) 0.01959 | 0.025185 (10⁻⁻⁻⁻¹, 0.1, 2⁻⁻⁻⁻⁵) 0.04508 | 0.023207 (10⁻⁻⁻⁻¹, 0.9, 2⁻⁻⁻⁻⁵) 0.06566 | 0.022333 (10⁻⁻⁻⁻¹, 0.9, 2⁻⁻⁻⁻⁵) 0.0285901 |
| Dataset       | SVR RMSE (C, ϵ, μ) | TSVR RMSE (C1 = C2, ϵ, μ) | ε-AHSVR RMSE (C, εα = εβ, ζα, εβ, μ) | ε-SVQR RMSE (C, ε, θ, μ) | HN-TSVR RMSE (C1 = C2, ε = ε2, ε1 = ε2, μ) | RHN-TSVR RMSE (C1 = C2, ε = ε2, ε1 = ε2, μ) |
|--------------|------------------|--------------------------|---------------------------------|----------------------------|---------------------------------|---------------------------------|
| DJI          | 0.024042 (10^1, 0.1, 2^-5) | 0.02023 (10^{-1}, 0.9, 2^-5) | 0.021978 (10^3, 10^{-1}, 0.1, 2^-3) | 0.040544 (10^{-1}, 0.1, 2^-3) | 0.019661 (10^0, 0.1, 0.1, 2^-5) | 0.019661 (10^0, 0.1, 0.1, 2^-5) |
|              | 0.541827         | 0.04965                  | 0.01969                          | 0.0463                    | 0.06078                          | 0.0217884                       |
| GDAIX        | 0.029271 (10^1, 0.1, 2^-5) | 0.028296 (10^{-1}, 0.1, 2^-5) | 0.032066 (10^3, 10^{-1}, 1, 2^-5) | 0.026                      | 0.028228 (10^0, 0.9, 0.1, 2^-5) | 0.027102 (10^0, 0.9, 0.1, 2^-5) |
|              | 0.615071         | 0.05101                  | 0.03326                          | 0.05606                   | 0.07403                          | 0.0287863                       |
| MXX          | 0.042338 (10^1, 0.1, 2^-3) | 0.03836 (10^{-1}, 0.9, 2^-3) | 0.044005 (10^3, 10^{-1}, 0.1, 2^-3) | 0.040381                   | 0.038028 (10^0, 0.1, 0.1, 2^-3) | 0.036046 (10^0, 0.1, 0.1, 2^-5) |
|              | 0.559407         | 0.04882                  | 0.01992                          | 0.0505                    | 0.12634                          | 0.0187388                       |
| N225         | 0.03575 (10^1, 0.1, 2^-5) | 0.033073 (10^{-1}, 0.9, 2^-5) | 0.034927 (10^3, 10^{-1}, 1, 2^-3) | 0.034832                   | 0.032898 (10^0, 0.1, 0.1, 2^-5) | 0.038387 (10^0, 0.1, 0.1, 2^-5) |
|              | 0.497952         | 0.0423                   | 0.02333                          | 0.0498                    | 0.04164                          | 0.0189589                       |
| Wankara      | 0.064073 (10^5, 0.1, 2^-5) | 0.029472 (10^{-1}, 0.9, 2^-3) | 0.039629 (10^3, 10^{-2}, 0.1, 0.1, 2^-5) | 0.034031                   | 0.030836 (10^{-1}, 0.1, 0.1, 2^-3) | 0.030752 (10^0, 0.1, 0.1, 2^-5) |
|              | 0.095646         | 0.01693                  | 0.00491                          | 0.01904                   | 0.02922                          | 0.0168666                       |
| Laser        | 0.081302 (10^0, 0.1, 2^1) | 0.04679 (10^{-1}, 0.1, 2^3) | 0.051436 (10^3, 10^{-3}, 1, 1, 2^1) | 0.058167                   | 0.042864 (10^0, 0.1, 0.1, 2^1) | 0.040318 (10^0, 0.1, 0.1, 2^1) |
|              | 1.08662          | 0.10288                 | 0.04178                          | 0.29224                  | 0.08458                          | 0.0288311                       |
| Dee          | 0.107666 (10^0, 0.1, 2^0) | 0.105899 (10^0, 0.9, 2^-5) | 0.100024 (10^1, 0.1, 0.1, 2^-3) | 0.107159                   | 0.109692 (10^1, 0.9, 0.1, 2^-5) | 0.104123 (10^1, 0.9, 0.1, 2^-5) |
|              | 0.12765          | 0.01828                 | 0.0039                           | 0.01765                  | 0.02564                          | 0.0134618                       |
Table 10 continued

| Dataset               | SVR       | TSVR       | ε-AHSVR    | ε-SVQR    | HN-TSVR    | RHN-TSVR   |
|-----------------------|-----------|------------|------------|-----------|------------|------------|
| (Train size, Test size) | RMSE (C, ε, μ) | RMSE (C₁ = C₂, ε, μ) | RMSE (C₁ = C₂, ε, μ, ζ_β, μ) | RMSE (C₁ = C₂, ε, ζ_β, μ) | RMSE (C₁ = C₂, ε, μ) | RMSE (C₁ = C₂, ε, μ) |
| Friedman              | 0.061985  | 0.050917   | 0.070737   | 0.049461  | 0.051177   | 0.049195   |
| (360X6,840X6)         | (10¹, 0.1, 2⁻¹) | (10⁻¹, 0.9, 2⁻¹) | (10⁻¹, 1, 1, 2⁻¹) | (10⁻¹, 1, 0.3, 2⁻⁵) | (10⁰, 0.1, 0.1, 2⁻¹) | (10⁻⁵, 10⁻⁵, 0.1, 0.1, 2⁻¹) |
| Mortgage              | 0.056068  | 0.018067   | 0.037756   | 0.041226  | 0.018797   | 0.017666   |
| (315X16,734X16)       | (10⁰, 0.1, 2⁻⁵) | (10⁻¹, 0.1, 2⁻¹) | (10³, 10⁻³, 0.1, 1, 2⁻⁵) | (10⁴, 0.1, 0.6, 2¹) | (10⁰, 0.1, 0.1, 2⁻¹) | (10⁰, 10⁻⁵, 0.1, 0.1, 2⁻³) |
| NNGC1_dataset_E1_V1_001 | 0.174273  | 0.180527   | 0.174901   | 0.181674  | 0.180662   | 0.174368   |
| (111X5,259X5)         | (10⁰, 0.1, 2¹) | (10⁻¹, 0.1, 2¹) | (10¹, 10⁻¹, 0.1, 1, 2³) | (10¹, 0.1, 0.4, 2¹) | (10⁰, 0.9, 0.1, 2¹) | (10⁰, 10⁰, 0.9, 0.1, 2³) |
| NNGC1_dataset_F1_V1_008 | 0.077357  | 0.075912   | 0.069382   | 0.061483  | 0.057788   | 0.057788   |
| (269X5,626X5)         | (10¹, 0.1, 2³) | (10⁻¹, 0.9, 2⁻⁵) | (10⁴, 10⁻², 0.1, 1.345, 2⁵) | (10⁴, 0.1, 0.4, 2⁵) | (10⁻¹, 0.9, 0.1, 2⁵) | (10⁻¹, 10⁻³, 0.9, 0.1, 2⁵) |
| NNGC1_dataset_F1_V1_009 | 0.077045  | 0.050753   | 0.080904   | 0.055231  | 0.051426   | 0.048986   |
| (269X5,626X5)         | (10³, 0.1, 2⁻¹) | (10⁻¹, 0.9, 2³) | (10¹, 10⁻¹, 0.1, 1, 2³) | (10¹, 0.1, 0.5, 2³) | (10⁰, 0.9, 0.1, 2³) | (10⁰, 10⁻¹, 0.9, 0.1, 2³) |
| NNGC1_dataset_F1_V1_010 | 0.073579  | 0.044397   | 0.068758   | 0.057324  | 0.045481   | 0.05176   |
| (269X5,626X5)         | (10³, 0.1, 2¹) | (10⁻¹, 0.9, 2³) | (10³, 10⁻², 0.1, 1, 2³) | (10⁰, 0.9, 0.1, 2³) | (10⁻¹, 0.9, 0.1, 2³) | (10⁻¹, 10⁻⁵, 0.1, 0.1, 2³) |
| NNGC1_dataset_F1_V1_006 | 0.063795  | 0.041367   | 0.06495    | 0.049231  | 0.044234   | 0.047416   |
| (521X5,1214X5)        | (10³, 0.1, 2¹) | (10⁻¹, 0.9, 2⁵) | (10³, 10⁻¹, 0.1, 0.1, 2³) | (10⁴, 0.1, 0.3, 2³) | (10⁻¹, 0.9, 0.1, 2⁵) | (10⁰, 10⁻⁵, 0.9, 0.1, 2³) |
|                       | 3.01858   | 0.37961    | 0.08197    | 0.28967   | 0.24892    | 0.0936319  |
### Table 10 continued

| Dataset        | SVR RMSE (C, ε, μ) Time | TSVR RMSE (C₁ = C₂, ε, μ) Time | ε-AHSV RMSE (C, ε₁ = ε₂, ζ₁, ζ₂, μ) Time | ε-SVQR RMSE (C, ε₁ = ε₂, ζ₁ = ζ₂, μ) Time | HN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ζ₁, ζ₂, μ) Time | RHN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ζ₁ = ζ₂, μ) Time |
|----------------|-------------------------|---------------------------------|-----------------------------------------|------------------------------------------|------------------------------------------------|------------------------------------------------|
| NN5_Complete_109 (237X5,550X5) | 0.160178 (10⁰, 0.1, 2¹) 0.559677 | 0.160986 (10⁻¹, 0.1, 2¹) 0.070750 | 0.153803 (10¹, 0⁻¹, 0.1, 0.5, 2¹) 0.167964 | 0.170163 (10⁰, 0.1, 0.1, 2¹) 0.0163 | 0.1657 | 0.159525 (10⁰, 0.1, 0.1, 2¹) 0.07691 |
| NN5_Complete_104 (237X5,550X5) | 0.25227 (10⁰, 0.1, 2¹) 0.557894 | 0.245628 (10⁻¹, 0.9, 2⁰) 0.081720 | 0.223245 (10¹, 0⁻¹, 0.1, 0.6, 2¹) 0.243549 | 0.245921 (10⁰, 0.9, 0.1, 2⁰) 0.06105 | 0.08696 | 0.226614 (10⁰, 0.9, 0.1, 2⁰) 0.0190927 |
| NN5_Complete_106 (237X5,550X5) | 0.21244 (10¹, 0.1, 2¹) 0.563886 | 0.227166 (10⁻³, 0.3, 2¹) 0.05488 | 0.223541 (10¹, 0⁻¹, 0.1, 0.5, 2¹) 0.203542 | 0.226991 (10⁻¹, 0.1, 0.3, 2¹) 0.06767 | 0.09831 | 0.207904 (10⁻¹, 0.1, 0.3, 2¹) 0.0196831 |
| NN5_Complete_103 (237X5,550X5) | 0.128071 (10¹, 0.1, 2⁻¹) 0.55103 | 0.129677 (10¹, 0⁻¹, 0.9, 2⁻³) 0.06733 | 0.130405 (10¹, 0⁻¹, 0.1, 2⁻¹) 0.129381 | 0.129974 (10¹, 0.9, 0.1, 2⁻³) 0.09831 | 0.0197878 | 0.129352 (10¹, 0.9, 0.1, 2⁻³) 0.0197878 |
| NN5_Complete_101 (237X5,550X5) | 0.150229 (10⁰, 0.1, 2¹) 0.566503 | 0.154038 (10⁻¹, 0.9, 2¹) 0.06516 | 0.154147 (10¹, 0⁻¹, 0.1, 0.5, 2¹) 0.146225 | 0.153808 (10⁻¹, 0.9, 0.1, 2¹) 0.07726 | 0.026214 | 0.147679 (10⁻¹, 0.9, 0.1, 2¹) 0.026214 |
| NN5_Complete_105 (237X5,550X5) | 0.206735 (10⁰, 0.1, 2¹) 0.597979 | 0.20295 (10⁻¹, 0.9, 2¹) 0.077220 | 0.212735 (10¹, 0⁻¹, 0.1, 0.3, 2¹) 0.215317 | 0.204263 (10⁰, 0.9, 0.1, 2¹) 0.07342 | 0.0223573 | 0.202491 (10⁰, 0.9, 0.1, 2¹) 0.0223573 |
| NN5_Complete_111 (237X5,550X5) | 0.18836 (10⁰, 0.1, 2¹) 0.555449 | 0.211531 (10⁻³, 0.7, 2¹) 0.06467 | 0.218224 (10¹, 0⁻¹, 0.1, 2⁻¹) 0.194376 | 0.211115 (10⁻¹, 0.1, 0.1, 2¹) 0.06854 | 0.0195859 | 0.202472 (10⁰, 0.1, 0.1, 2¹) 0.0195859 |
| Dataset          | SVR RMSE | TSVR RMSE | ε-AHSVSR RMSE | ε-SVQR RMSE | HN-TSVR RMSE | RHN-TSVR RMSE |
|------------------|----------|-----------|---------------|-------------|--------------|---------------|
|                  | (C, ε, μ) | (C₁ = C₂, ε, μ) | (C, ε₁ = ε₁, ε₂, ζ₁, ζ₂, μ) | (C, ε, ζ₁, ζ₂, μ) | (C₁ = C₂, ε₁ = ε₂, ε*₁ = ε*₂, μ) | (C₁ = C₂, ε₁ = ε₂, ε*₁ = ε*₂, μ) |
| D1dat_1_2000     | 0.056375 | 0.039592  | 0.056756      | 0.04234     | 0.039961     | 0.038144       |
| (599X5,1396X5)   | (10³, 0.1, 2⁻⁵) | (10⁻¹, 0.1, 2⁻¹) | (10⁵, 10⁻¹, 0.1, 1, 2⁻³, 10⁻¹, 0.1, 1, 2⁻³) | (10⁻¹, 0.1, 1, 2⁻¹) | (10⁰, 0.1, 0.1, 2⁻¹) | (10⁰, 0.1, 0.1, 2⁻¹) |
| Vineyard         | 0.237345 | 0.236484  | 0.246205      | 0.213259    | 0.236413     | 0.240828       |
| (16X4,36X4)      | (10⁰, 0.1, 2⁻¹) | (10¹, 0.9, 2⁻⁻⁵) | (10¹, 10⁻¹, 0.1, 1, 2⁻⁻¹) | (10⁰, 0.5, 0.2, 2⁻⁻³) | (10¹, 0.9, 0.7, 2⁻⁻⁵) | (10¹, 10⁻¹, 0.7, 0.1, 2⁻⁻⁰) |
| COVID-19_spain   | 0.118454 | 0.097704  | 0.08227       | 0.081305    | 0.097513     | 0.084161       |
| (251X5,585X5)    | (10¹, 0.1, 2⁻⁻⁵) | (10⁻¹, 0.1, 2⁻⁻¹) | (10³, 10⁻⁻³, 0.1, 1.345, 2⁻⁻³) | (10⁰, 0.1, 0.1, 2⁻⁻¹) | (10⁻¹, 10⁻⁻⁵, 0.9, 0.1, 2⁻⁻⁰) | (10⁻¹, 10⁻⁻⁵, 0.9, 0.1, 2⁻⁻⁰) |

The best result is shown as boldface.
Table 11: Average ranks of SVR, TSVR, $\varepsilon$-AHSV, $\varepsilon$-SVQR, HN-TSVR, and RHN-TSVR on RMSE values using Gaussian kernel with noise 5% for real world dataset

| Datasets     | SVR | TSVR | $\varepsilon$-AHSV | $\varepsilon$-SVQR | HN-TSVR | RHN-TSVR |
|--------------|-----|------|--------------------|-------------------|---------|---------|
| Forestfires  | 4   | 5    | 3                  | 1                 | 6       | 2       |
| Machine CPU  | 3   | 2    | 6                  | 5                 | 4       | 1       |
| Auto-original| 1   | 5    | 3                  | 4                 | 6       | 2       |
| Winequality  | 2   | 5    | 3                  | 6                 | 4       | 1       |
| SantafeA     | 6   | 3    | 1                  | 5                 | 4       | 2       |
| Gas_furnace  | 6   | 3    | 4                  | 5                 | 2       | 1       |
| Quake        | 5   | 2    | 4                  | 6                 | 3       | 1       |
| Flex_robotarm| 3   | 4    | 6                  | 2                 | 5       | 1       |
| S&P500       | 5   | 1    | 6                  | 4                 | 3       | 2       |
| Space-Ga     | 4   | 5    | 3                  | 1                 | 6       | 2       |
| Gauss1       | 4   | 2    | 6                  | 5                 | 3       | 1       |
| Chwirut2     | 3   | 6    | 2                  | 1                 | 5       | 4       |
| Roszman1     | 4   | 3    | 5                  | 6                 | 1       | 2       |
| INFY         | 5   | 3    | 6                  | 4                 | 1.5     | 1.5     |
| ONGC_NS      | 5   | 4    | 6                  | 2                 | 3       | 1       |
| XOM          | 5   | 4    | 6                  | 1                 | 2.5     | 2.5     |
| ATX          | 5   | 4    | 6                  | 1                 | 2       | 3       |
| BSESN        | 5   | 3    | 6                  | 4                 | 2       | 1       |
| DJI          | 5   | 3    | 4                  | 6                 | 1.5     | 1.5     |
| GDAXI        | 5   | 4    | 6                  | 1                 | 3       | 2       |
| MXX          | 5   | 3    | 6                  | 4                 | 2       | 1       |
| N225         | 6   | 2    | 5                  | 4                 | 1       | 3       |
| Wankara      | 6   | 1    | 5                  | 4                 | 3       | 2       |
Table 11 continued

| Datasets                              | SVR | TSVR | ε-AHSVR | ε-SVQR | HN-TSVR | RHN-TSVR |
|---------------------------------------|-----|------|---------|--------|---------|----------|
| Laser                                 | 6   | 3    | 4       | 5      | 2       | 1        |
| Dee                                   | 4   | 5    | 1       | 3      | 6       | 2        |
| Friedman                              | 5   | 3    | 6       | 2      | 4       | 1        |
| Mortgage                              | 6   | 2    | 4       | 5      | 3       | 1        |
| NNGC1_dataset_E1_V1_001               | 1   | 4    | 3       | 6      | 5       | 2        |
| NNGC1_dataset_F1_V1_008               | 6   | 3    | 5       | 4      | 1.5     | 1.5      |
| NNGC1_dataset_F1_V1_009               | 5   | 2    | 6       | 4      | 3       | 1        |
| NNGC1_dataset_F1_V1_010               | 6   | 1    | 5       | 4      | 2       | 3        |
| NNGC1_dataset_F1_V1_006               | 5   | 1    | 6       | 4      | 2       | 3        |
| NN5_Complete_109                      | 3   | 5    | 1       | 4      | 6       | 2        |
| NN5_Complete_104                      | 6   | 5    | 1       | 3      | 4       | 2        |
| NN5_Complete_106                      | 3   | 6    | 4       | 1      | 5       | 2        |
| NN5_Complete_103                      | 1   | 4    | 6       | 3      | 5       | 2        |
| NN5_Complete_101                      | 3   | 5    | 6       | 1      | 4       | 2        |
| NN5_Complete_105                      | 4   | 2    | 5       | 6      | 3       | 1        |
| NN5_Complete_111                      | 1   | 5    | 6       | 2      | 4       | 3        |
| D1dat_1_2000                          | 5   | 2    | 6       | 4      | 3       | 1        |
| Vineyard                              | 4   | 3    | 6       | 1      | 2       | 5        |
| COVID-19_spain                        | 6   | 5    | 2       | 1      | 4       | 3        |
| Average rank                          | 4.333333 | 3.404762 | 4.547619 | 3.4523809 | 3.380952 | 1.880952 |
Fig. 8 Prediction over the testing dataset by SVR, TSVR, ε-AHSVR, ε-SVQR, HN-TSVR and RHN-TSVR on the Machine CPU dataset with 5% noise. Gaussian kernel was used.

Fig. 9 Prediction over the testing dataset by SVR, TSVR, ε-AHSVR, ε-SVQR, HN-TSVR and RHN-TSVR on the Gas furnace dataset with 5% noise. Gaussian kernel was used.

test. The critical difference is the same as to the previous case i.e. 1.057. One can analyze few points as below:

1. The differences of the average ranks of RHN-TSVR compared to SVR, TSVR, ε-AHSVR and ε-SVQR are always greater than 1.057. Hence, it shows that RHN-TSVR is superior.
2. Now, check the dissimilarity of average ranks between RHN-TSVR and HN-TSVR, i.e. (3.380952−1.889052= 1.5) which is greater than the critical difference (1.5 > 1.057). It declares that our proposed approach RHN-TSVR is better than HN-TSVR.

4.3.3 At Significant Noise Level 10%

Similar to significant noise level 5%, we have added more noise by increasing the significant noise level up to 10% on real-world datasets and tested the performance of proposed RHN-TSVR into the more noisy environment. All the significant results of SVR, TSVR, ε-AHSVR, ε-SVQR, HN-TSVR and proposed approach RHN-TSVR are placed in Table 12 at noise...
It is clearly visible from Table 12 that the RHN-TSVR performs better in 18 cases overall. The average rank of all reported approaches with RHN-TSVR is computed in Table 13 where RHN-TSVR is having the lowest average rank. Similar to previous cases, the prediction graphs of Machine CPU and Gas furnace datasets at significant noise level 10% have been plotted in Figs. 10 and 11 and the same conclusion may be suggested.

Same as to previous cases, compute the values of $\chi^2_F$ and $F_F$ using Table 13 as

$$\chi^2_F = \frac{12 \times 42}{6 \times 7} \left[ (5.047619^2 + 3.2619048^2 + 3.2142857^2 + 3.833333^2 + 3.547619^2 + 2.0952381^2) - \left( \frac{6 \times 7^2}{4} \right) \right]$$

$$\cong 55.442$$

$$F_F = \frac{(42 - 1) \times 55.442}{(42 \times (6 - 1)) - 55.442} = 14.707,$$
| Dataset      | SVR RMSE $(C, \varepsilon, \mu)$ | TSVR RMSE $(C_1 = C_2, \varepsilon, \mu)$ | $\varepsilon$-AHSVR RMSE $(C, \varepsilon_1 = \varepsilon_2, \xi_\alpha, \xi_\beta, \mu)$ | $\varepsilon$-SVQR RMSE $(C, \varepsilon, \theta, \mu)$ | HN-TSVR RMSE $(C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^*, \varepsilon_2^*, \mu)$ | RHN-TSVR RMSE $(C_1 = C_2, \varepsilon_1 = \varepsilon_2, \varepsilon_1^*, \varepsilon_2^*, \mu)$ | Time | Time |
|--------------|----------------------------------|------------------------------------------|---------------------------------------------|---------------------------------|---------------------------------|---------------------------------|------|------|
| Forestfires  | 0.070556 $(10^{-5}, 0.1, 2^{-5})$ | 0.0871489 $(10^{-4}, 0.9, 25)$ | 0.070377 $(10^{-4}, 0.9, 0.3, 2^{-5})$ | 0.068864 $(10^{-1}, 0.9, 0.5, 25)$ | 0.08716 $(10^{-1}, 0.9, 0.5, 25)$ | 0.07046 $(10^{-1}, 0.9, 0.5, 25)$ | 0.21571 | 0.12293 |
| (150X13,367X13) | 0.091158 $(10^1, 0.1, 2^{-5})$ | 0.16241 $(10^{-1}, 0.1, 2^{-5})$ | 0.058089 $(10^2, 10^{-3}, 1, 1.345, 2^{-5})$ | 0.035819 $(10^{-1}, 0.1, 0.1, 2^{-5})$ | 0.05156 $(10^{-1}, 0.1, 0.1, 2^{-5})$ | 0.05156 $(10^{-1}, 0.1, 0.1, 2^{-5})$ | 0.05959 | 0.01103 |
| Machine CPU  | 0.10812 $(10^0, 0.1, 2^{-1})$ | 0.16907 $(10^{-1}, 0.9, 2^{-1})$ | 0.172661 $(10^5, 10^{-2}, 1, 1.345, 2^{-5})$ | 0.17522 $(10^5, 0.1, 0.3, 2^{-1})$ | 0.16966 $(10^0, 0.9, 0.1, 2^{-1})$ | 0.15891 $(10^0, 10^{-5}, 0.9, 0.1, 2^{-3})$ | 0.09423 | 0.05376 |
| (100X8,109X8) | 0.09423 $(10^0, 0.1, 2^{-1})$ | 0.05376 $(10^0, 0.1, 2^{-1})$ | 0.05376 $(10^5, 10^{-2}, 1, 1.345, 2^{-5})$ | 0.05034 $(10^0, 0.1, 0.1, 2^{-1})$ | 0.04592 $(10^0, 0.1, 0.1, 2^{-1})$ | 0.04592 $(10^0, 0.1, 0.1, 2^{-1})$ | 0.02408 | 0.02505 |
| Auto-original | 0.180002 $(10^0, 1, 2^{-1})$ | 0.16907 $(10^{-1}, 0.9, 2^{-1})$ | 0.172661 $(10^5, 10^{-2}, 1, 1.345, 2^{-5})$ | 0.17522 $(10^5, 0.1, 0.3, 2^{-1})$ | 0.17353 $(10^0, 0.9, 0.1, 2^{-1})$ | 0.17405 $(10^0, 10^{-5}, 0.9, 0.1, 2^{-3})$ | 0.10812 | 0.02408 |
| (100X8,292X8) | 0.09423 $(10^0, 0.1, 2^{-1})$ | 0.05376 $(10^0, 0.1, 2^{-1})$ | 0.05376 $(10^5, 10^{-2}, 1, 1.345, 2^{-5})$ | 0.05034 $(10^0, 0.1, 0.1, 2^{-1})$ | 0.04592 $(10^0, 0.1, 0.1, 2^{-1})$ | 0.04592 $(10^0, 0.1, 0.1, 2^{-1})$ | 0.008127 | 0.0085984 |
| Winequality  | 0.194176 $(10^3, 0.1, 2^{-5})$ | 0.168979 $(10^{-1}, 0.9, 2^{-2})$ | 0.196418 $(10^4, 10^{-2}, 0.1, 1.345, 2^{-2})$ | 0.218789 $(10^4, 0.1, 0.5, 2^{-5})$ | 0.17353 $(10^0, 0.9, 0.1, 2^{-1})$ | 0.17405 $(10^0, 10^{-5}, 0.9, 0.1, 2^{-3})$ | 0.274866 | 0.60085 |
| (500X12,4398X12) | 0.274866 $(10^3, 0.1, 2^{-5})$ | 0.88092 $(10^0, 0.1, 2^{-1})$ | 0.88092 $(10^0, 0.1, 2^{-1})$ | 1.39773 $(10^0, 0.1, 2^{-1})$ | 1.26227 $(10^0, 0.1, 2^{-1})$ | 0.0681787 $(10^0, 10^{-5}, 0.9, 0.1, 2^{-3})$ | 0.069208 | 0.60085 |
| SantafeA     | 0.092708 $(10^5, 0.1, 2^{-5})$ | 0.0656795 $(10^{-1}, 0.9, 2^{-2})$ | 0.069208 $(10^4, 10^{-3}, 0.1, 1.345, 2^{-2})$ | 0.040906 $(10^4, 0.1, 0.4, 2^{-3})$ | 0.07466 $(10^0, 0.9, 0.1, 2^{-1})$ | 0.06537 $(10^0, 10^{-5}, 0.9, 0.1, 2^{-1})$ | 0.294318 | 0.45914 |
| (500X6,495X6) | 0.092708 $(10^5, 0.1, 2^{-5})$ | 0.98025 $(10^0, 0.1, 2^{-1})$ | 0.98025 $(10^0, 0.1, 2^{-1})$ | 1.68406 $(10^0, 0.1, 0.1, 2^{-1})$ | 1.01333 $(10^0, 0.1, 0.1, 2^{-1})$ | 0.0525275 $(10^0, 10^{-5}, 0.9, 0.1, 2^{-1})$ | 0.06537 | 0.45914 |
| Dataset          | SVR          | TSVR         | ε-AHSVR       | ε-SVQR        | HN-TSVR       | RHN-TSVR      |
|------------------|--------------|--------------|---------------|---------------|---------------|---------------|
|                  | RMSE         | RMSE         | RMSE          | RMSE          | RMSE          | RMSE          |
|                  | (C, ε, μ)    | (C₁ = C₂, ε, μ) | (C₁ = C₂, ε₁ = ε₂, ζ₁, ζ₂, μ) | (C₁ = C₂, ε, μ) | (C₁ = C₂, ε₁ = ε₂, ζ₁, ζ₂, μ) | (C₁ = C₂, ε₁ = ε₂, ζ₁, ζ₂, μ) |
|                  | Time         | Time         | Time          | Time          | Time          | Time          |
| Gas_furnace(150X7,143X7) | 0.099002 (10^0, 0.1, 2^-5) | 0.0622738 (10^-1, 0.9, 2^-4) | 0.052053 (10^5,10^-3, 0.1, 1.345, 2^-5) | 0.081241 (10^5,0.1, 0.1, 2^-5) | 0.05777 (10^0, 0.9, 0.1, 2^-3) | 0.0516 (10^-1,10^-5, 0.9, 0.1, 2^-5) |
| Quake(500X4,1678X4) | 0.185914 (10^-1, 0.1, 2^-5) | 0.18575 (10^0, 0.1, 2^-5) | 0.186022 (10^-3,10^-3, 1, 1.345, 2^-3) | 0.185954 (10^-3,0.1, 0.3, 2^-3) | 0.18578 (10^0, 0.9, 0.3, 2^-5) | 0.18619 (10^1,10^5, 0.3, 0.3, 2^-3) |
| Flex_robotarm(500X10,519X10) | 0.049069 (10^1, 0.1, 2^-3) | 0.0446311 (10^-1, 0.9, 2^-3) | 0.026773 (10^5,10^-3, 0.1, 1.345, 2^-2) | 0.029822 (10^5,0.1, 0.1, 2^-5) | 0.04443 (10^0, 0.1, 0.1, 2^-3) | 0.02832 (10^0,10^-5, 0.9, 0.1, 2^-1) |
| S&P500(200X6,550X6) | 0.031468 (10^1, 0.1, 2^-5) | 0.0280403 (10^-1, 0.9, 2^-4) | 0.026838 (10^4,10^-3, 0.1, 1.345, 2^-2) | 0.054827 (10^4,0.1, 0.6, 2^-3) | 0.02819 (10^0, 0.9, 0.3, 2^-5) | 0.02665 (10^0,10^-5, 0.9, 0.1, 2^-5) |
| Space-Ga(500X7,2607X7) | 0.386259 (10^3, 0.1, 2^1) | 0.322389 (10^-5, 0.1, 2^5) | 0.297924 (10^2,10^-3, 0.1, 1.345, 2^-5) | 0.271389 (10^-1,0.1, 0.6, 2^-1) | 0.32239 (10^-5, 0.1, 0.3, 2^5) | 0.28372 (10^1,10^-1, 0.5, 0.1, 2^5) |
| Gauss1(75X2,175X2) | 0.391899 (10^0,0.1, 2^-3) | 0.385943 (10^1, 0.9, 2^9) | 0.381646 (10^1,10^-3, 0.1, 1.345, 2^-2) | 0.420118 (10^1,0.3, 0.8, 2^-1) | 0.385946 (10^5,0.9, 0.3, 2^0) | 0.384733 (10^5,10^-1, 0.1, 0.5, 2^1) |
| Dataset   | SVR RMSE (C, ε, μ) | Time | TSVR RMSE (C₁ = C₂, ε, μ) | Time | ε-AHSVR RMSE (C₁ = εβ, ζα, μ) | Time | ε-SVQR RMSE (C₁ = ε, ε₁ = ε₂, ζβ, μ) | Time | HN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ε*, μ) | Time | RHN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, ε*, μ) | Time |
|-----------|---------------------|------|---------------------------|------|--------------------------------|------|-------------------------------------|------|--------------------------------------|------|--------------------------------------|------|
| Chwirut2  | 0.095709 (10⁰,0.1,2⁻³) | 0.00532 | 0.111636 (10⁰, 0.9, 2⁻³) | 0.01408 | 0.094656 (10⁴, 10⁻³, 1, 1.345, 2⁵) | 0.00143 | 0.096011 (10¹, 0.9, 0.1, 2⁻³) | 0.00409 | 0.111998 (10¹, 1, 0.1, 2⁻³) | 0.02217 | 0.093851 (10⁰, 10⁻⁵, 0.1, 1, 2³) | 0.0063419 |
| Roszman1  | 0.435543 (10²,0.0001,2⁻⁵) | 0.00308 | 0.048457 (10⁰, 1, 2⁰) | 0.01349 | 0.156611 (10², 10⁻³, 1, 1.345, 2⁵) | 0.00394 | 0.047929 (10¹, 1, 1, 2⁰) | 0.01341 | 0.045437 (10⁰, 10⁻⁵, 1, 0.1, 2⁰) | 0.0066292 |
| INFY      | 0.048232 (10³,0.1,2⁻⁵) | 0.54122 | 0.045631 (10⁻³, 0.7, 2⁻⁵) | 0.05414 | 0.047149 (10⁵, 10⁻³, 1, 1.345, 2⁻³) | 0.14077 | 0.042672 (10⁰, 0.9, 0.1, 2⁻⁵) | 0.044563 (10⁰, 0.9, 0.1, 2⁻⁵) | 0.07999 | 0.046205 (10⁰, 10⁻⁵, 0.9, 0.1, 2⁻⁵) | 0.0163618 |
| ONGC_NS   | 0.040414 (10¹,0.1,2⁻⁵) | 0.51419 | 0.037272 (10⁻¹, 0.9, 2⁻⁵) | 0.04756 | 0.035483 (10⁴, 10⁻³, 0.1, 1.345, 2⁻³) | 0.05531 | 0.03802 (10⁰, 0.1, 0.2, 2⁻⁵) | 0.05609 | 0.037329 (10⁻¹, 10⁻⁵, 0.1, 0.1, 2⁻⁵) | 0.0151793 |
| XOM       | 0.043564 (10¹,0.1,2⁻⁵) | 0.54421 | 0.040508 (10⁻³, 0.1, 2⁻³) | 0.05942 | 0.040229 (10⁴, 10⁻³, 1, 1.345, 2⁻⁴) | 0.17387 | 0.04221 (10⁻¹, 0.9, 0.1, 2⁻³) | 0.040477 (10⁻¹, 0.9, 0.1, 2⁻³) | 0.04748 | 0.040179 (10⁻¹, 10⁻⁵, 0.1, 0.1, 2⁻⁵) | 0.0196942 |
| ATX       | 0.031246 (10¹,0.1,2⁻⁵) | 0.50765 | 0.030822 (10⁻¹, 0.1, 2⁻¹) | 0.05096 | 0.035835 (10⁵, 10⁻³, 0.1, 1.345, 2⁻¹) | 0.09628 | 0.039418 (10⁵, 10⁻¹, 0.6, 2⁻⁵) | 0.05423 | 0.031933 (10⁰, 0.9, 0.1, 2⁻¹) | 0.0676 | 0.031411 (10⁰, 10⁻⁵, 0.9, 0.1, 2⁻¹) | 0.0201047 |
| BSESN     | 0.024485 (10¹,0.1,2⁻⁵) | 0.50639 | 0.025717 (10⁻¹, 0.3, 2⁻³) | 0.04473 | 0.023904 (10⁴, 10⁻², 0.1, 1.345, 2⁻⁵) | 0.09047 | 0.023822 (10⁴, 10⁻¹, 0.6, 2⁻⁵) | 0.04013 | 0.024003 (10⁰, 0.9, 0.1, 2⁻⁵) | 0.11163 | 0.023631 (10⁰, 10⁻⁵, 0.9, 0.1, 2⁻⁵) | 0.0189221 |
Table 12 continued

| Dataset     | SVR RMSE (C, ε, μ) | TSVR RMSE (C₁ = C₂, ε, μ) | ε-AHSV (C₁, ε, z) | ε-SVQR RMSE (C₁ = C₂, ε₁ = ε₂, μ) | HN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, μ) | RHN-TSVR RMSE (C₁ = C₂, ε₁ = ε₂, μ) |
|-------------|------------------|-----------------------------|-------------------|----------------------------------|-----------------------------------|-------------------------------------|
| DJI (226X6,525X6) | 0.060085 (10^0,0.1,2^-1) 0.56475 | 0.038362 (10^-1, 0.9, 2^-3) 0.04941 | 0.059886 (10^1,10^-2, 0.1, 1.345, 2^-1) 0.11015 | 0.038214 (10^0, 0.9, 0.1, 2^-3) 0.06362 | 0.054533 (10^1,0.9, 0.1, 2^-1) 0.0188101 |
| GDAXI (227X6,528X6) | 0.035349 (10^1,0.1,2^-5) 0.55039 | 0.02908 (10^-1, 0.1, 2^-5) 0.04355 | 0.02882 (10^5,10^-3, 1, 1.345, 2^-5) 0.11852 | 0.029419 (10^0, 0.9, 0.1, 2^-5) 0.06226 | 0.028775 (10^1,0.9, 0.1, 2^-5) 0.01840547 |
| MXX (225X6,525X6) | 0.040878 (10^1,0.1,2^-3) 0.52684 | 0.0394 (10^-3, 0.3, 2^-3) 0.04676 | 0.040972 (10^5,10^-3, 1, 1.345, 2^-3) 0.10279 | 0.034726 (10^0, 0.9, 0.3, 2^-3) 0.086418 | 0.03552 (10^1,10^-3, 0.9, 0.1, 2^-5) 0.0191296 |
| N225 (220X6,512X6) | 0.03902 (10^1,0.1,2^-5) 0.51209 | 0.035597 (10^-1, 0.1, 2^-5) 0.04948 | 0.035549 (10^3,10^-3, 1, 1.345, 2^-4) 0.03976 | 0.03552 (10^-1, 0.9, 0.1, 2^-5) 0.05325 | 0.03552 (10^1,10^-3, 0.9, 0.1, 2^-5) 0.0193947 |
| Wankara (97X10,224X10) | 0.063142 (10^1,0.1,2^-5) 0.09453 | 0.030462 (10^-1, 0.1, 2^-3) 0.01633 | 0.035809 (10^4,10^-3, 0.1, 1.345, 2^-5) 0.02061 | 0.044248 (10^0, 0.1, 0.1, 2^-3) 0.02543 | 0.03271 (10^0, 0.1, 0.1, 2^-3) 0.0199694 |
| Laser (298X5,695X5) | 0.085416 (10^1,0.1,2^0) 1.02388 | 0.047765 (10^-1, 0.1, 2^-3) 0.10974 | 0.044438 (10^5,10^-3, 0.1, 1.345, 2^-1) 0.02504 | 0.070032 (10^0, 0.1, 0.4, 2^-1) 0.09753 | 0.043683 (10^-1, 0.1, 0.1, 2^-5) 0.0249245 |
| Dee (110X7,255X7) | 0.112566 (10^0,0.1,2^0) 0.13122 | 0.105096 (10^-0, 0.9, 2^-5) 0.01948 | 0.102947 (10^2,10^-1, 1, 1.345, 2^-5) 0.00378 | 0.107498 (10^1,0.1, 0.7, 2^-5) 0.02758 | 0.105666 (10^1,0.1, 0.1, 2^-5) 0.02575 | 0.104154 (10^1,10^-1, 0.9, 0.1, 2^-5) 0.0162945 |
| Dataset                           | SVR RMSE (C,  C, ) | TSVR RMSE (C =  C,  ) | ε-AHSVR RMSE (C,  C,  ) | ε-SVQR RMSE (C,  C,  ) | HN-TSVR RMSE (C,  C,  ) | RHN-TSVR RMSE (C,  C,  ) |
|----------------------------------|--------------------|-----------------------|-------------------------|------------------------|------------------------|-------------------------|
| Friedman (360X6,840X6)           | 0.069441           | 0.051352              | 0.053727                | 0.048789               | 0.051929               | 0.051929                |
|                                  | (10^0,0.1,2^−1)    | (10^−1,0.1,2−1)       | (10^3,1.1,3.45,2−1)     | (10^2,0.1,2,3−1)       | (10^0,0.1,2−1)         | (10^0,0.1,2−1)          |
|                                  | 1.32811            | 0.10366               | 0.04133                 | 0.104358               | 0.14075                | 0.344682                |
| Mortgage (315X16,734X16)         | 0.059066           | 0.015498              | 0.017121                | 0.046823               | 0.016332               | 0.016587                |
|                                  | (10^0,0.1,2−5)     | (10^−1,0.3,2−3)       | (10^5,1.1,3.45,2−5)     | (10^1,0.1,2−5)         | (10^0,0.9,0.1,2−3)     | (10^0,0.9,0.1,2−5)      |
|                                  | 1.09222            | 0.11248               | 0.02693                 | 1.69654                | 0.10476                | 0.035072                |
| NNGC1_dataset_E1_V1_001          | 0.188128           | 0.180734              | 0.17804                 | 0.179554               | 0.185076               | 0.17484                 |
|                                  | (10^1,0.1,2^1)     | (10^−5,0.1,2^0)       | (10^4,1.1,3.45,2^2)     | (10^1,0.3,0.5,2^1)     | (10^0,0.1,2^1)         | (10^0,0.9,0.1,2^3)      |
|                                  | 0.12438            | 0.01945               | 0.00346                 | 0.01199                | 0.03176                | 0.0158275               |
| NNGC1_dataset_F1_V1_008          | 0.076954           | 0.060209              | 0.060038                | 0.065316               | 0.060003               | 0.060003                |
|                                  | (10^0,0.1,2^5)     | (10^−1,0.9,2^5)       | (10^3,1.1,3.45,2^5)     | (10^1,0.1,2^5)         | (10^−1,0.9,0.1,2^5)    | (10^−1,0.9,0.1,2^5)     |
|                                  | 0.74556            | 0.12007               | 0.02009                 | 0.07343                | 0.09681                | 0.0231774               |
| NNGC1_dataset_F1_V1_009          | 0.080366           | 0.055165              | 0.053169                | 0.064128               | 0.055746               | 0.052322                |
|                                  | (10^3,0.1,2^−1)    | (10^−1,0.7,2^3)       | (10^4,1.1,3.45,2^5)     | (10^1,0.1,2^1)         | (10^0,0.9,0.1,2^3)     | (10^0,0.1,0.1,2^5)      |
|                                  | 0.74747            | 0.10069               | 0.0182                  | 0.08028               | 0.09388                | 0.0302937               |
| NNGC1_dataset_F1_V1_010          | 0.069884           | 0.044151              | 0.043029                | 0.052085               | 0.045211               | 0.042634                |
|                                  | (10^3,0.1,2^0)     | (10^−1,0.9,2^3)       | (10^3,1.1,3.45,2^5)     | (10^1,0.1,2^3)         | (10^0,0.9,0.1,2^3)     | (10^0,0.1,0.1,2^5)      |
|                                  | 0.74931            | 0.09345               | 0.01833                 | 0.08409               | 0.10088                | 0.0342732               |
| NNGC1_dataset_F1_V1_006          | 0.069583           | 0.047711              | 0.046947                | 0.061655               | 0.048554               | 0.046072                |
|                                  | (10^1,0.1,2^3)     | (10^−1,0.9,2^5)       | (10^4,1.1,3.45,2^5)     | (10^1,0.1,2^5)         | (10^0,0.9,0.1,2^5)     | (10^0,0.1,0.1,2^5)      |
|                                  | 2.97391            | 0.50363               | 0.07101                 | 0.3305                | 0.38209                | 0.072728                |
Table 12 continued

| Dataset               | SVR RMSE (C, \(\varepsilon, \mu\)) Time | TSVR RMSE (C, \(\varepsilon, \mu\)) Time | \(\varepsilon\)-AHSV R RMSE (C, \(\varepsilon, \xi, \theta, \mu\)) Time | \(\varepsilon\)-SVQR RMSE (C, \(\varepsilon, \xi, \mu\)) Time | HN-TSVR RMSE (C, \(\varepsilon, \theta, \mu\)) Time | RHN-TSVR RMSE (C, \(\varepsilon, \theta, \mu\)) Time |
|----------------------|----------------------------------------|----------------------------------------|-------------------------------------------------|-------------------------------------------------|----------------------------------------|----------------------------------------|
| NN5_Complete_109     | 0.166291 (10^9, 0.1, 1, 2)              | 0.171426 (10^{-1}, 0.1, 2)             | 0.16871 (10^{1}, 10^{-3}, 0.1, 1.345, 2^3) | 0.155751 (10^{1}, 0.1, 0.3, 2^1) | 0.172463 (10^{0}, 0.1, 0.1, 2) | 0.159981 (10^{0}, 10^0, 0.1, 0.1, 2^3) |
| (237X5,550X5)        | 0.55777                                | 0.09335                                |                                  | 0.01475                                | 0.08337                                | 0.0246379                                |
| NN5_Complete_104     | 0.248315 (10^0, 0.1, 1, 2)              | 0.255563 (10^{-1}, 0.9, 2)             | 0.233829 (10^{-1}, 10^{-3}, 0.1, 1, 345, 2^4) | 0.271226 (10^{1}, 0.1, 0.7, 2^1) | 0.254416 (10^{0}, 0.9, 0.1, 2) | 0.211625 (10^{1}, 0.9, 0.1, 2^5) |
| (237X5,550X5)        | 0.57739                                | 0.07181                                |                                  | 0.01461                                | 0.09904                                | 0.0218523                                |
| NN5_Complete_106     | 0.214481 (10^1, 0.1, 1, 2)              | 0.225332 (10^{-5}, 0.7, 2)             | 0.224239 (10^{1}, 10^{-3}, 0.1, 1.345, 2^4) | 0.206398 (10^{-2}, 0.1, 0.5, 2^1) | 0.225333 (10^{-2}, 0.1, 0.5, 2) | 0.20665 (10^{0}, 0.9, 0.1, 2^5) |
| (237X5,550X5)        | 0.56271                                | 0.0672                                |                                  | 0.01511                                | 0.06475                                | 0.0196063                                |
| NN5_Complete_103     | 0.128811 (10^0, 0.1, 2^{-1})            | 0.129722 (10^{0}, 0.9, 2^{-3})         | 0.12998 (10^{1}, 10^{-3}, 1, 1.345, 2^{-1}) | 0.127552 (10^{0}, 0.3, 0.4, 2^{-1}) | 0.129951 (10^{1}, 0.1, 0.1, 2^{-3}) | 0.129655 (10^{1}, 10^{-1}, 0.1, 0.1, 2^{-1}) |
| (237X5,550X5)        | 0.57129                                | 0.07779                                |                                  | 0.01483                                | 0.05419                                | 0.0198243                                |
| NN5_Complete_101     | 0.150035 (10^{0}, 0.1, 2)               | 0.157233 (10^{0}, 0.1, 2^0)            | 0.155235 (10^{1}, 10^{-3}, 1, 1.345, 2^2) | 0.15831 (10^{1}, 0.3, 0.4, 2^1) | 0.157715 (10^{1}, 0.1, 0.1, 2^0) | 0.151755 (10^{0}, 0.5, 0.1, 2^3) |
| (237X5,550X5)        | 0.55307                                | 0.07508                                |                                  | 0.01382                                | 0.06478                                | 0.0237155                                |
| NN5_Complete_105     | 0.207145 (10^{0}, 0.1, 2^1)             | 0.199703 (10^{-1}, 0.9, 2^1)           | 0.200107 (10^{1}, 10^{-3}, 1, 1.345, 2^5) | 0.208579 (10^{1}, 0.1, 0.3, 2^1) | 0.196538 (10^{-1}, 0.9, 0.1, 2^5) | 0.19833 (10^{0}, 10^0, 0.9, 0.1, 2^5) |
| (237X5,550X5)        | 0.5438                                 | 0.06793                                |                                  | 0.0142                                 | 0.07154                                | 0.0243086                                |
| NN5_Complete_111     | 0.217826 (10^{0}, 0.1, 2^3)             | 0.214238 (10^{-1}, 0.9, 2^0)           | 0.204766 (10^{-1}, 10^{-3}, 0.1, 1.345, 2^5) | 0.204239 (10^{0}, 0.1, 0.4, 2^1) | 0.21311 (10^{0}, 0.9, 0.1, 2^0) | 0.206733 (10^{0}, 10^0, 0.1, 0.1, 2^3) |
| (237X5,550X5)        | 0.55873                                | 0.05185                                |                                  | 0.01406                                | 0.0681                                 | 0.0197837                                |
| Dataset                  | SVR RMSE | TSVR RMSE | ε-AHSV R RMSE | ε-SVQR RMSE | HN-TSVR RMSE | RHN-TSVR RMSE |
|-------------------------|----------|-----------|---------------|-------------|--------------|---------------|
|                         | (C, ε, μ) | (C₁ = C₂, ε, μ) | (C₁ = C₂, ε₁ = ε₂, ε, μ) | (C₁ = C₂, ε₁ = ε₂, ε, μ) | (C₁ = C₂, ε₁ = ε₂, ε, μ) | (C₁ = C₂, ε₁ = ε₂, ε, μ) |
| **D1dat_1_2000**        | 0.056778 | 0.042117 | 0.043586      | 0.043239    | 0.043216     | 0.041703       |
| (599X5,1396X5)          | (10³, 0.1, 2⁻⁵) | (10⁻¹, 0.9, 2⁰) | (10⁴, 10⁻³, 1, 1.345, 2⁻¹) | (10², 0.1, 0.2, 2⁻¹) | (10³, 0.9, 0.1, 2⁰) | (10³, 10⁻⁵, 0.9, 0.1, 2⁻¹) |
| **Vineyard**            | 0.256848 | 0.245166 | 0.239557      | 0.242875    | 0.239164     | 0.233692       |
| (16X4,36X4)             | (10⁰, 0.1, 2⁻¹) | (10⁰, 0.9, 2⁻⁵) | (10², 10⁻¹, 0.1, 1.345, 2⁻¹) | (10¹, 0.1, 0.1, 2⁻¹) | (10¹, 0.1, 0.1, 2⁻⁵) | (10¹, 10¹, 0.1, 0.1, 2⁰) |
| **COVID-19_spain**      | 0.11715  | 0.104614 | 0.113934      | 0.091393    | 0.104057     | 0.098165       |
| (251X5,585X5)           | (10¹, 0.1, 2⁻⁵) | (10⁻¹, 0.1, 2¹) | (10⁴, 10⁻³, 0.1, 1.345, 2¹) | (10³, 0.3, 0.5, 2⁻¹) | (10⁰, 0.1, 0.1, 2¹) | (10⁻¹, 10⁻⁵, 0.9, 0.1, 2⁰) |

The best result is shown as boldface.
Table 13: Average ranks of SVR, TSVR, ε-AHSVR, ε-SVQR, HN-TSVR, and RHN-TSVR on RMSE values using Gaussian kernel with noise 10% for real world dataset

| Datasets       | SVR | TSVR | ε-AHSVR | ε-SVQR | HN-TSVR | RHN-TSVR |
|----------------|-----|------|---------|--------|---------|---------|
| Forestfires    | 4   | 5    | 2       | 1      | 6       | 3       |
| Machine_8      | 5   | 1    | 4       | 6      | 2.5     | 2.5     |
| Auto-original  | 6   | 2    | 4       | 5      | 3       | 1       |
| Winequality    | 4   | 1    | 5       | 6      | 2       | 3       |
| SantafeA       | 6   | 3    | 4       | 1      | 5       | 2       |
| Gas_furnace    | 6   | 4    | 2       | 5      | 3       | 1       |
| Quake          | 3   | 1    | 5       | 4      | 2       | 6       |
| Flex_robotarm  | 6   | 5    | 1       | 3      | 4       | 2       |
| S&P500         | 5   | 3    | 2       | 6      | 4       | 1       |
| Space-Ga       | 6   | 4    | 3       | 1      | 5       | 2       |
| Gauss1         | 5   | 3    | 1       | 6      | 4       | 2       |
| Chwirut2       | 3   | 5    | 2       | 4      | 6       | 1       |
| Roszman1       | 6   | 3    | 4       | 5      | 2       | 1       |
| INFY           | 6   | 3    | 5       | 1      | 2       | 4       |
| ONGC_NS        | 6   | 3    | 1       | 5      | 4       | 2       |
| XOM            | 6   | 4    | 2       | 5      | 3       | 1       |
| ATX            | 2   | 1    | 5       | 6      | 4       | 3       |
| BSESEN         | 5   | 6    | 3       | 2      | 4       | 1       |
| DJI            | 6   | 2    | 5       | 3      | 1       | 4       |
| GDAXI          | 6   | 3    | 2       | 5      | 4       | 1       |
| MXX            | 3   | 2    | 5       | 1      | 4       | 6       |
| N225           | 6   | 4    | 3       | 5      | 1.5     | 1.5     |
| Wankara        | 6   | 1    | 4       | 5      | 2       | 3       |
| Datasets                     | SVR | TSVR | ε-AHSVR | ε-SVQR | HN-TSVR | RHN-TSVR |
|-----------------------------|-----|------|---------|--------|---------|----------|
| Laser                       | 6   | 3    | 2       | 5      | 4       | 1        |
| Dee                         | 6   | 3    | 1       | 5      | 4       | 2        |
| Friedman                    | 6   | 2    | 5       | 1      | 3.5     | 3.5      |
| Mortgage                    | 6   | 1    | 4       | 5      | 2       | 3        |
| NNGC1_dataset_E1_V1_001     | 6   | 4    | 2       | 3      | 5       | 1        |
| NNGC1_dataset_F1_V1_008     | 6   | 4    | 3       | 5      | 1.5     | 1.5      |
| NNGC1_dataset_F1_V1_009     | 6   | 3    | 2       | 5      | 4       | 1        |
| NNGC1_dataset_F1_V1_010     | 6   | 3    | 2       | 5      | 4       | 1        |
| NNGC1_dataset_F1_V1_006     | 6   | 3    | 2       | 5      | 4       | 1        |
| NN5_Complete_109            | 3   | 5    | 4       | 1      | 6       | 2        |
| NN5_Complete_104            | 3   | 5    | 2       | 6      | 4       | 1        |
| NN5_Complete_106            | 3   | 5    | 4       | 1      | 6       | 2        |
| NN5_Complete_103            | 2   | 4    | 6       | 1      | 5       | 3        |
| NN5_Complete_101            | 1   | 4    | 3       | 6      | 5       | 2        |
| NN5_Complete_105            | 5   | 3    | 4       | 6      | 1       | 2        |
| NN5_Complete_111            | 6   | 5    | 2       | 1      | 4       | 3        |
| D1dat_1_2000                | 6   | 2    | 5       | 4      | 3       | 1        |
| Vineyard                    | 6   | 5    | 3       | 4      | 2       | 1        |
| COVID-19_spain              | 6   | 4    | 5       | 1      | 3       | 2        |
| **Average rank**            | 5.047619 | 3.2619048 | 3.2142857 | 3.8333333 | 3.547619 | **2.0952381** |
Here, $F_F$ is also greater than the critical value on degree of freedom (5, 205) i.e. $(14.707 > 2.2581)$. So, null hypothesis $H_0$ is also rejected in this case which means all the models may have some significant differences. Now, we perform Nemenyi test on these algorithms and few points may be concluded based on test. Similar to previous two cases, RHN-TSVR is still having lowest average rank at significant noise level 10% and the average rank differences with others are always greater than the critical difference i.e. 1.057. So, one can notice that overall the performance of RHN-TSVR is outperformed to others models.

4.3.4 Effect of Increasing Noise Percentage

In this section, we have shown the effect of increasing significant noise level percentage like 0%, 5%, and 10% on real-world dataset. As we have already discussed the performance of proposed RHN-TSVR on real-world datasets at different significant noise level in the previous sections. We have plotted the performance accuracy for Gas furnace dataset in Fig. 12 at different noise levels 0%, 5% and 10%.

One can see that the test data samples are plotted in the form of the black line and the prediction results obtained on RHN-TSVR for different noise levels 0%, 5% and 10% are shown in the form of brown, blue, and pink dotted lines respectively. From Fig. 12, one can analyze the impact of increasing noise percentage for proposed RHN-TSVR model. Here, noisy results are having a closer relationship with the desired output which justifies the applicability and usability of the proposed RHN-TSVR model for noisy environment.

5 Conclusion and Future Scope

In this paper, regularized version of TSVR with Huber loss propose to avoid the singularity problem of HN-TSVR by implementing the structural risk minimization principle as regularization based twin support vector regression with Huber loss (RHN-TSVR) and further, justify the noise insensitivity of the proposed model by different variation of the significant noise level such as 0%, 5%, and 10%. As we know that TSVR accommodates $\epsilon$-insensitive loss function which is not capable to deal with different types of noise and outliers. Classical
Huber loss function performs as quadratic for small error and linear for others. It is the combination of the Laplacian loss and Gaussian loss function which gives better generalization performance for data having Gaussian noise and outliers. The performance of the proposed approach is tested and validated on different benchmark real-world datasets at different significant levels and on artificial datasets having a different type of noises for the non-linear kernel. The proposed RHN-TSVR shows better prediction accuracy in most of the cases and takes less or comparable computational time in comparison to existing approaches such as SVR, TSVR, $\varepsilon$-AHSV, $\varepsilon$-SVQR, and HN-TSVR. A comparative study is analyzed based on numerical experiments which justify the importance of RHN-TSVR model in comparison to reported approaches especially to deal with the data, having noise and outliers. One can apply this model for the financial time series forecasting which can be one of the applications.

In future, the computational cost may be reduced by suggesting the iterative approach.
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