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Abstract: Antenna distribution plays an important role for the performance gain in multiple-input–multiple-output (MIMO) radar target tracking. Since to meet the requirements of the low probability of interception, especially in a hostile environment, only a finite number of antennas can be activated at each step. This naturally leads to a performance-driven resource management problem. In this paper, a dynamic antenna selection strategy is proposed for tracking targets in colocated MIMO radar. The derived posterior Cramér–Rao lower bound (PCRLB) of joint direction-of-arrival (DOA) and Doppler estimate were chosen as the optimization criteria. Furthermore, in the deviation, the target radar cross-section (RCS) as the determining variable and the random variable are both discussed. The objective function is related to the antenna allocation and non-convex, and an efficient fast discrete particle swarm optimization (FDPSO) algorithm is proposed for the solution exploration. Additionally, a closed-loop feedback system is established, where the main idea is that the tracking information from the current time epoch is utilized to predict the PCRLB and to guide the antenna adjustment for the next time epoch. The simulation results demonstrate the performance improvement compared with the three fixed-antenna configurations. Moreover, the FDPSO can provide close-to-optimal solutions while satisfying the real-time demand.
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1. Introduction
1.1. Background and Motivation
Owing to its benefits such as its path diversity [1], virtual aperture extension and its high probability of detection brought about by transmitting orthogonal waveforms, the colocated MIMO radar [2] has been drawing lots of attention in recent years. The research scope varies from target detection [3,4] to target localization [5–8], target tracking [9,10], etc. In the parameter estimation for the colocated MIMO radar, e.g., target localization and target tracking, the estimate performance is always the focus. For example, ref. [5] firstly studies the Cramér–Rao lower bound (CRLB) of the direction-of-arrival (DOA) and Doppler estimate. However, when multiple targets fall into the same resolution cell, the CRLB will be affected accordingly. Aimed at the problem, ref. [6] proposes an alternative form of CRLB, where the effect of targets in the same resolution cell is considered. Refs. [7,8] further analyzes the Cramér–Rao lower bound (CRLB) of the direction-of-arrival (DOA) estimate. However, when multiple targets fall into the same resolution cell, the CRLB will be affected accordingly. Aimed at the problem, ref. [6] proposes an alternative form of CRLB, where the effect of targets in the same resolution cell is considered. Refs. [7,8] further analyzes the Cramér–Rao lower bound (CRLB) of the direction-of-arrival (DOA) estimate. However, when multiple targets fall into the same resolution cell, the CRLB will be affected accordingly. Aimed at the problem, ref. [6] proposes an alternative form of CRLB, where the effect of targets in the same resolution cell is considered.
analysis of the received signal in refs. [5–8] is based on the single pulse, and the situation of the pulse train is not discussed.

Antenna configuration is a critical issue in the resource management of the sensor array system. Ref. [14] identifies the optimal relative sensor–target geometries by minimizing the CRLB of target localization in range-only, the time-of-arrival-based and bearing-only, respectively. For target tracking, refs. [15,16] utilizes the PCRLB to find the optimal subsets of the large-scale sensor, where the known and fixed number of targets as well as the unknown and time-varying number of targets are separately considered in the surveillance region. The CRLB is also employed in refs. [17–20] to guideline antenna allocation in the widely separated MIMO radar. By selecting the desirable active antennas, the performance of the estimate is significantly improved. However, to the best of our knowledge, the work on the antenna distribution in the colocated MIMO radar is not comprehensive. It is often the case that, especially in a hostile environment, only a finite number of antennas can be selected to meet the requirements of low-probability of interception. Furthermore, it has been shown in refs. [7,8] that the CRLB of localization in a colocated MIMO radar is the function of antenna configuration. Therefore, it is of interest to find the optimal antenna placement in a novel scenario of target tracking. While ref. [7] has studied the antenna configuration problem for the colocated MIMO radar, the following points should be highlighted:

1. The scenario is for target localization, but not for target tracking. In the former case, the time delay and the DOA are the main focus, but in the latter case, the DOA and Doppler frequency are our concern.
2. As mentioned before, the analysis in ref. [7] pays attention to the receiving signal containing the single pulse, but the situation of the pulse train is not discussed.
3. It treats the target RCS as the determining variable, and when it is regarded as the random variable, the statistical information is not exploited.

1.2. Methodology

For tracking targets, the cognition technique [21] establishes a feedback scheme from the transmitter to the receiver so that it perceives the environment and then adapts the working parameters. Furthermore, it is widely adopted in various resource management problems, not limited to target tracking, for the MIMO radar system [9,10,22–24]. In the colocated MIMO radar framework, refs. [9,10] put forward an efficient power allocation strategy in simultaneous multi-beam working mode by exploiting the target prior information. In ref. [22], the waveform is adaptively synthesized for target localization. Based on the greedy search algorithm, ref. [23] proposes an algorithm for the joint sensor and power distribution according to the target and channel state in the MIMO radar with separated antennas. Ref. [24] discusses the power and bandwidth distribution for multi-target localization. An important feature in refs. [10,22–24] is that the corresponding CRLB is employed to form the objective function, and the convex optimizer is used to solve the problem. However, in many optimization issues, the objective functions are usually non-convex, which results in a powerless convex optimization technique. Although the exhaustive search method [25] is applicable, its complexity increases exponentially with the problem dimension, bringing excessive computational burden. The particle swarm optimization (PSO) algorithm [26,27], a nature-inspired optimization method, possesses merits of quick convergence and easy implementation, and has thus been applied to different engineering optimization problems, such as imaging [28,29], scheduling in a network [30], model parameter identification [31], etc.

The PSO simulates the foraging procedure of bird flocking and fish schooling, where each individual is represented for an alternative solution, and all particles will update its own position and velocity through tracking the best particle itself which has been achieved to date and the swarm which has been achieved to date. Through the swarm cooperation and iterative optimization, the optimal solution can be obtained. Though the traditional PSO [25–27] has the flaw of being easily trapped into local optima, many PSO variants
were proposed, aiming at the high efficiency and global optimum. Generally speaking, the techniques can be divided into three parts: changing the update mechanisms [32–34], multiple swarm coordination [35–37], as well as integration with another swarm algorithm [38–40]. Ref. [32] presents the multi-objective vortex PSO by using rotational and translational motions. Ref. [33] applies the fuzzy logic to PSO and the parameters are dynamically adapted. Ref. [34] suggests a unification factor to balance the effects of cognitive and social terms. Ref. [35] assigns different searching strategies to different swarms. Ref. [36] assembles different PSOs for solving complex problems. Ref. [37] selects a specific evolutionary method for each subgroup of PSOs. In Refs. [38–40], various crossover operators are designed and the simulation results demonstrate their effectiveness.

1.3. Main Contributions

As such, this paper concerns the dynamic antenna distribution in target tracking by colocated MIMO radar, where the joint DOA and Doppler estimate model is established in the situation of transmitting a coherent pulse train, and a dynamic antenna configuration scheme is proposed. The main contributions are as follows.

(1) The PCRLB of the joint DOA and Doppler is derived in the situation of transmitting the coherent pulse train. Compared with the single pulse case, the accumulation of pulses should be considered in the PCRLB of transmitting the coherent pulse train. Additionally, in the derivation, the target RCS of Swerling I type in the determining variable and random variable cases are both discussed. The derived PCRLB is the function of antenna placement, thus it provides a suitable optimization criterion for the dynamic antenna configuration.

(2) An efficient and fast discrete PSO (FDPSO) algorithm is proposed for the solution to the problem. The derived PCRLB is nonlinear and non-convex, and the traditional convex optimizer is not applicable. By introducing the penalty function in the convex optimizer, a FDPSO is structured. In order to decrease the computational complexity, we transform the antenna selection problem into the antenna placement in the discrete solution region. The particles will be punished if it does not meet the multiple constraints. Furthermore, the updated equation of PSO is modified, and a damping and random redistribution term is embedded to diversify the population, enabling particles searching solutions more precisely around local optima. Accordingly, the FDPSO can be sufficiently efficient while providing high-quality solutions.

(3) A closed-loop feedback antenna configuration strategy for target tracking is established. The square root cubature filter (SCKF) [41], which possesses a simple structure and high accuracy, is used to tackle the nonlinear transform in target tracking. After obtaining the tracking information from the current time epoch, the PCRLB is predicted and used to guideline the antenna adjustment for the next time epoch. Thereby, the radar can adaptively turn the antenna configuration in response to the change in target state, and a closed-loop system is realized.

(4) The simulation results show that the proposed dynamic antenna selection method can achieve much better performance compared with three fixed-antenna configurations. More importantly, this also provides close-to-optimal performance while satisfying the real-time demand.

The remainder of this paper is organized as follows. In Section 2, the system models are depicted. In Section 3, the PCRLB with an antenna configuration is derived for target tracking. In Section 4, the optimization problem is established and an efficient FDPSO is proposed for the solution to the problem. In Section 5, the simulation results, which demonstrate the effectiveness of the proposed method, are presented. Section 6 concludes this paper.

2. System Model

In this section, the target tracking model in the colocated MIMO radar is established, which provides the basis for the derivation of PCRLB.
2.1. Signal Model

Consider a colocated MIMO radar, whose center for transmit and receive antennas is located at the original point (0,0). The \( m \)th transmit antenna is \((x_{tm},y_{tm})\) and \( n \)th receive antenna is \((x_{rn},y_{rn})\) are located where \( m = 1, 2, \ldots, M \) and \( n = 1, 2, \ldots, N \), respectively. \( M \) is the total number of active transmit antennas and \( N \) is the total number of active receive antennas. The target moves in the \( x-y \) plane, and \( \theta \) is the DOA angle. For simplicity, the single target case is concerned. Each antenna transmits an orthogonal and coherent pulse train signal, whose pulse width is \( t_c \), and the pulse repetition period is \( T_p \). The transmit signal by \( m \)th transmit antenna is \( s_m(t) \), and the carrier wavelength is \( \lambda \). The sample interval between two adjacent measurements is \( T_s \), and the number of received pulse trains in one measurement is \( L \). Therefore, in the \( k \)th sample interval, the \( l \)th pulse in \( s_m(t) \) is

\[
s_{k,m,l}(t) = s_{k,m}(t' + (l - 1)T_p), 0 \leq t' \leq t_c
\]

where \( t \) and \( t' \) are the fast time and slow time, respectively. The target RCS in a pulse duration is regarded to be constant. The time delay from the center of the transmit antennas to the receive antennas is \( \tau \), and it is treated as a known variable. By time delay compensation, the \( l \)th pulse in the received signal is expressed as \([7–11]\):

\[
r_{k,l}(t) = a_k \alpha_r(\theta_k) a_t^T(\theta_k) s_{k,l}(t)e^{-j2\pi f_dt} + n_{k,l}(t)
\]

where \( a_k \) is the target RCS in \( l \)th pulse in \( k \)th measurement. \( f_{dk} \) is the Doppler frequency shift. \([\cdot]\) denotes \( l \)th element in the column vector. \( a_r(\theta_k) \) and \( a_t(\theta_k) \) are the receive steering vector and transmit steering vector, respectively. \( s_{k,l}(t) \) is the transmit signal vector. The dimensions of \( a_r(\theta_k), a_t(\theta_k) \) and \( s_{k,l}(t) \) are \( N \times 1, M \times 1 \) and \( M \times 1 \), separately. \( n_{k,l}(t) \) is the zero mean Gaussian noise.

Substituting Equation (2) into the slow time, we have

\[
r_{k,l}(t) = a_k \alpha_r(\theta_k) a_t^T(\theta_k) s_{k,l}(t' + (l - 1)T_p)e^{-j2\pi f_dt} + n_{k,l}(t' + (l - 1)T_p)
\]

Then, the coherent process operates the receive signal \([11]\):

\[
Y_{kl} = \int_0^{T_p} r_{k,l}(t') s_{k,l}^H(t')dt' \\
= a_k \alpha_r(\theta_k) a_t^T(\theta_k) a_r(f_{dk})e^{-j2\pi f_dt(l - 1)T_p} + N_{k,l}
\]

where \( s^H \) denotes the Hermitian transpose operation to matrix \( s \). Hereafter, we treat the transmit waveform as absolutely orthogonal ones with each other and the transmit power of each antenna as unitary. The noise term is

\[
N_{k,l} = \int_0^{T_p} n_{k,l}(t' + (l - 1)T_p) s_{k,l}^H(t')dt'
\]

By vectorizing \( Y_{k,l} \), the received signal is characterized as:

\[
Y_{kl} = a_k e^{-j2\pi f_dt(l - 1)T_p} \text{vec}(a_r(\theta_k) a_t^T(\theta_k)) + v_{k,l} \\
= a_k e^{-j2\pi f_dt(l - 1)T_p} g_k + v_{k,l}
\]
where vet(.) denotes the vectorizing operation to the matrix. \( \mathbf{V}_{k,l} \sim \mathcal{N}(0, \sigma_v^2 \mathbf{I}_{MN}) \), the complex Gaussian vector with zero mean and covariance of \( \sigma_v^2 \mathbf{I}_{MN} \). \( \mathbf{I}_{MN} \) is MN \( \times \) MN dimensional unit matrix. \( \mathbf{G}_k \) is expressed as:

\[
\mathbf{g}_k = \exp \left( \frac{2\pi}{\lambda} (\mathbf{B}_t \otimes \mathbf{1}_{1 \times N} - \mathbf{1}_{1 \times M} \otimes \mathbf{B}_r)^T \mathbf{v}(\theta_k, \theta_k)^T \right) \tag{8}
\]

\[
\begin{align*}
\mathbf{B}_t &= \begin{bmatrix} b_{t1}, & b_{t2}, & \ldots, & b_{tM} \end{bmatrix} \\
\mathbf{B}_r &= \begin{bmatrix} b_{r1}, & b_{r2}, & \ldots, & b_{rN} \end{bmatrix}
\end{align*}
\tag{9}
\]

where \( \otimes \) denotes the Kronecker product. \( \mathbf{1}_{N \times 1} \) stands for \( N \times 1 \) matrix with all entries being equal to one, and \( \mathbf{1}_{M \times 1} \) has the similar meaning accordingly. \( b_{tm} \) is the location of \( m \)th transmit antenna, and \( b_{rn} \) is the location of the \( n \)th receive antenna.

### 2.2. Target Dynamics

The target motion model is described by the constant acceleration (CA) model:

\[
\mathbf{x}_{k+1} = \mathbf{F}_k \mathbf{x}_k + \mathbf{w}_k \tag{10}
\]

where \( \mathbf{x}_k = [x_k, \dot{x}_k, x_k, \dot{y}_k, y_k, \dot{y}_k]^T \). \( \mathbf{F}_k \) is the transition matrix with

\[
\mathbf{F}_k = \mathbf{I}_2 \otimes \begin{bmatrix} 1 & T_s & T_s^2/2 \\ 0 & 1 & T_s \\ 0 & 0 & 1 \end{bmatrix} \tag{11}
\]

\( \mathbf{w}_k \sim \mathcal{N}(0, \mathbf{Q}_k) \). In addition, we have Equation (12) with the process noise:

\[
\mathbf{Q}_k = n_f \mathbf{I}_2 \otimes \begin{bmatrix} T_s^5/20 & T_s^4/8 & T_s^3/6 \\ T_s^4/8 & T_s^3/3 & T_s^2/2 \\ T_s^3/6 & T_s^2/2 & T_s \end{bmatrix} \tag{12}
\]

where \( n_f \) is the noise coefficient.

### 2.3. Measurement Model

From the receive signal described in Equation (7), some target information can be extracted:

\[
\mathbf{z}_k = \mathbf{h}(\mathbf{x}_k) + \mathbf{n}_k \tag{13}
\]

where \( \mathbf{h}(\cdot) \) is the nonlinear transform with respect to the velocity and angle:

\[
\begin{align*}
\dot{r}_k &= (x_k \dot{x}_k + y_k \dot{y}_k) / \sqrt{x_k^2 + y_k^2} \\
\theta_k &= \arctan(x_k/y_k)
\end{align*} \tag{14}
\]

The distribution of \( \mathbf{n}_k \) and \( \mathbf{z}_k \) will be discussed in the next section. Without loss of generality, we assume that the covariance matrix of \( \mathbf{z}_k \) is \( \mathbf{R}_k \). \( \mathbf{R}_k \) is given by the CRLB matrix, which will be shown in the next section.

### 3. Cramér–Rao Lower Bound of Joint Velocity and DOA

The CRLB provides the lowest bound for any unbiased estimator. For the target measurement model depicted in Section 2, Equation (15) is obtainable under the condition that \( f(y_k) \) is assumed to be the unbiased estimate for \( x_k \):

\[
E_{x_k,y_k} \left\{ [f(y_k) - x_k][f(y_k) - x_k]^T \right\} \geq J^{-1}(x_k) \tag{15}
\]
where \( E_{x_k|y_k} \) denotes the expectation operation to the target state and measurement. \( J(x_k) \) is the Bayesian Fisher information matrix corresponding to the target state, and it can be obtained by

\[
J(x_k) = -E_{x_k|y_k} \left[ \nabla_{x_k}^T \ln p(y_k, x_k) \right]
\]

(16)

where the notation \( \nabla_{\eta}^\kappa = \nabla_{\eta} \nabla_{x_k}^\kappa \) denotes the second-order partial derivative vectors. The joint PDF in Equation (16) can be factorized as:

\[
p(y_k, x_k) = p(y_k|x_k)p(x_k)
\]

(17)

where \( p(y_k|x_k) \) is the joint PDF of \((y_k, x_k)\), \( p(x_k) \) is the PDF of the target state \( x_k \), and \( p(y_k|x_k) \) is the joint conditional PDF. By blocking BIM, ref. [12] purports an elegant recursive method for discrete-time nonlinear filtering, which avoids manipulation on the large matrix:

\[
J(x_k) = J_I(x_k) + J_D(x_k)
\]

(18)

where \( J_I(x_k) \) and \( J_D(x_k) \) are the Fisher information matrix of the prior information and the data, respectively [10]:

\[
\begin{align*}
J_I(x_k) &= -E_{x_k} \left[ \nabla_{x_k}^T \ln p(x_k) \right] \\
&= \left[ D_{k-1}^{22} - D_{k-1}^{21} (J(x_{k-1}) + D_{k-1}^{11})^{-1} D_{k-1}^{12} \right] \\
J_D(x_k) &= -E_{x_k|y_k} \left[ \nabla_{x_k}^T \ln p(y_k|x_k) \right]
\end{align*}
\]

(19)

where

\[
\begin{align*}
D_{k-1}^{11} &= -E_{x_{k-1}|x_k} \left[ \nabla_{x_{k-1}}^T \ln p(x_{k-1}|x_k) \right] \\
D_{k-1}^{12} &= -E_{x_{k-1}|x_k} \left[ \nabla_{x_{k-1}}^T \ln p(x_{k-1}|x_k) \right] = (D_{k-1}^{21})^T \\
D_{k-1}^{22} &= -E_{x_{k-1}|x_k} \left[ \nabla_{x_k}^T \ln p(x_k|x_{k-1}) \right]
\end{align*}
\]

(20)

For the target dynamics with the Gaussian distribution described in Equation (10), the three terms in Equation (20) can be easily obtained by dropping out the expectation operator:

\[
\begin{align*}
D_{k-1}^{11} &= F_{k-1}^T Q_{k-1}^{-1} F_{k-1} \\
D_{k-1}^{12} &= -F_{k-1}^T Q_{k-1}^{-1} \\
D_{k-1}^{22} &= Q_{k-1}^{-1}
\end{align*}
\]

(21)

Substituting Equation (21) into the first term of Equation (19), and using the matrix inverse lemma, \( J_I(x_k) \) is obtained as:

\[
J_I(x_k) = \left[ Q_{k-1} + F_{k-1} J^{-1}_{k-1} F_{k-1}^T \right]^{-1}
\]

(22)

As for \( J_D(x_k) \), we have the following equation when substituting Equation (17) into Equation (19):

\[
J_D(x_k) = -E_{x_k|y_k} \left[ \nabla_{x_k}^T \ln p(y_k|x_k) \right] \\
= E_{x_k} \left\{ -E_{y_k|x_k} \left[ \nabla_{y_k}^T \ln p(y_k|x_k) \right] \right\}
\]

(23)

In addition, we have

\[
-E_{y_k|x_k} \left[ \nabla_{x_k}^T \ln p(y_k|x_k) \right] = H_k^T F_{y_k|x_k} \left[ -\nabla_{\xi_k}^T \ln p(y_k|\xi_k) \right] H_k = H_k^T R_k^{-1} H_k
\]

(24)

where \( H_k = [\nabla_{x_k} h(x_k)]^T \) is the Jacobian matrix of the measurement function \( h(x_k) \) with respect to the target state \( x_k \) and \( \xi_k = [\xi_{k}, \theta_{k}]^T \). The expression of \( R_k^{-1} \) is presented in Appendix A, where the RCS of Swering I type in determining the case and random case are both discussed.
Combining Equations (22) and (24), we have the BIM expression:

\[
J(x_k) = \left[ Q_{k-1} + F_{k-1} J^{-1}(x_{k-1}) F^T_{k-1} \right]^{-1} + E_{x_k} \left\{ H_k^T R_k^{-1} H_k \right\}^{-1}
\]

(25)

Combined with Appendix A, the transmit and receive antenna configuration has an impact on \( R_{k-1} \), and thus on \( J(x_k) \). This naturally leads to the optimization of \( J(x_k) \) by the dynamic change in antenna selection. However, the main problem in the application of Equation (25) is that the BIM will be evaluated by the Monte Carlo techniques [10]. This means that, to achieve the CRLB, we must implement a large number of Monte Carlo simulations, which will consume an excessive amount of time. To satisfy the real-time demand of a radar system, we use \( \hat{H}_k \) and \( \hat{R}_{k-1} \) to approximate \( H_k \) and \( R_{k-1} \), respectively, where \( \hat{H}_k \) and \( \hat{R}_{k-1} \) are the Jacobian and measurement covariance matrix evaluated around \( x_{k|k-1} \). \( x_{k|k-1} \) denotes the prediction state vector in the case of zero process noise [42]. Therefore, Equation (25) is rewritten as:

\[
J(x_k) = \left[ Q_{k-1} + F_{k-1} J^{-1}(x_{k-1}) F^T_{k-1} \right]^{-1} + H_k^T \hat{R}_{k-1} \hat{H}_k
\]

(26)

4. Dynamic Antenna Configuration Strategy

It has been shown that the tracking performance is connected with the antenna configuration in the colocated MIMO radar system. To achieve better tracking performance, the dynamic antenna configuration should be considered. The cognition technique perceives the environment change through the closed-loop feedback mechanism from the transmitter to the receiver, and then self-turns the working parameters. Its superiorities in MIMO radar resource management have been shown [9, 10, 22, 23]. As such, in this section, a closed-loop antenna adjustment scheme is proposed. Since the PCRLB is predictive, the main idea is that the tracking information obtained from the previous time epoch is used to approximate the PCRLB in the next time epoch and serves as a guideline for the antenna configuration.

However, the number of antennas in the colocated MIMO radar is usually large, which makes the solution of the antenna selection problem expensive. Therefore, we firstly treat it as the antenna placement problem. Then, in the solution exploration, the whole solution region is discretized into many grids, which matches the antenna position in reality, to select the optimal antennas.

4.1. Objective Function Establishment

In practice, the antennas to be chosen in the colocated MIMO radar need to be well separated to satisfy the maintenance and safety requirements. On the other hand, the distance between antennas should be sufficiently small to ensure that the far-field assumption is valid [7]. The constraints are expressed as:

\[
\begin{cases}
\|\Delta b_{mn}\|_2 \geq d_{\text{min}} \\
\|\Delta b_{mn}\|_2 \leq d_{\text{max}}
\end{cases}
\]

(27)

where \( d_{\text{min}} \) is the minimum distance constraint between the transmit antenna \( m \) and receive antenna \( n \), and \( d_{\text{max}} \) can be explained accordingly. \( \Delta b_{mn} \) is shown in Equation (A12).

Additionally, the center of both transmit antennas and receive antennas are located in the origin, and the transmit antenna and receive antenna should be within a region. Thus, the following constraints should be considered:

\[
\sum_{m=1}^{M} b_{tm} + \sum_{n=1}^{N} b_{tn} = 0
\]

(28)
\[
\begin{align*}
\begin{cases}
 b_{\text{min}} & \leq b & \leq b_{\text{max}} \\
 b_{\text{min}} & \leq r & \leq b_{\text{max}}
\end{cases}
\end{align*}
\]  
(29)

where \( b_{\text{min}} \) and \( b_{\text{max}} \) form the region wherein the transmit antenna should be located, and \( b_{\text{min}} \) and \( b_{\text{max}} \) form the region to which the receive antenna should be restricted.

Therefore, the optimization problem is established as:

\[
\begin{align*}
\min & \; \sqrt{\text{tr}(J^{-1}(x_k))} \\
\text{s.t.} & \; d_{\text{min}} \leq \| \Delta b_{mn} \|_2 \leq d_{\text{max}} \\
M \sum_{m=1}^M b_{tm} + N \sum_{n=1}^N b_{rn} & = 0 \\
b_{\text{min}} & \leq b_{tm} \leq b_{\text{max}} \\
b_{\text{min}} & \leq b_{rn} \leq b_{\text{max}} \\
\forall m & \in \{1, 2, \ldots, M\}, n \in \{1, 2, \ldots, N\}
\end{align*}
\]  
(30)

Combined with Appendix A, it is evident that the objective function in Equation (30) is non-convex [7]. Standard convex approaches are powerless. Thus, a FDPSO is proposed as the solution to the optimization problem.

4.2. FDPSO Algorithm

Owing to its high efficiency and easy implementation, the PSO algorithm has been used to solve many engineering optimization problems. Refs. [28,29] proposes a novel PSO at an acceptable time cost for the endmember extraction in the hyperspectral image. Ref. [30] presents an anarchic PSO for scheduling a distributed production network. Ref. [31] uses the coevolutionary PSO (CPSO) method to identify the battery parameters. As such, in this section, a novel PSO variant is proposed for the solution to Equation (30).

The PSO is originally inspired by the social behaviors of bird flocking and fish schooling. During foraging, each individual in the swarm will change the position and velocity depending on its own experience and the interaction with others. As a result, all individuals will fly to the best position found by the swarm. Finally, through swarm cooperation and iterative optimization, the global optimum will finally be achieved. However, the traditional PSO is restricted by its large computational demand in the application of target tracking. Therefore, many optimization methods are put forward and integrated into the PSO, whose main aim is to meet real-time requirements while offering high-quality solutions.

Firstly, the whole solution region is discretized into many grid points to match the real antenna placement. Secondly, the penalty function is introduced into the PSO. When the particles do not satisfy the constraints, and additional punishment function will be introduced to the fitness value, leading to other particles staying far away from those individuals. In contrast, the particles will fly to those satisfying the constraints. Thereby, the exploration ability of the algorithm is enhanced. Last but not least, the update equation of PSO is modified to be concise enough, and a random and damping factor is put forward to diversify the population around the local optima. As such, the efficiency can be further improved. Meanwhile, the particles can be driven for exploring the global optimum, which guarantees the quality of solutions.

The flow chart of FDPSO is shown in Figure 1.
Firstly, the whole solution region is discretized into many grid points to match the population initialization, the Gaussian initializer is adopted:

\[ x_{i,j} = \text{randi}([b_L/\Delta d, b_U/\Delta d], 1, N_{\text{var}}) \quad (32) \]

where \( x_{i,j} \) is the \( j \)-th particle’s position in \( i \)-th iteration. \( \text{randi}([b_L/\Delta d, b_U/\Delta d], 1, N_{\text{var}}) \) means generating a \( 1 \times N_{\text{var}} \) dimensional vector with Gaussian distribution, and all the elements are restricted in the region of \([b_L/\Delta d, b_U/\Delta d]\).

In the fitness value calculation, the punishment function in the convex optimizer is introduced:

\[
F(x_i) = f(x_i) + \varphi_1 \sum_{j=1}^{l_1} \left[ \max \left\{ 0, g_{j_1} (x) \right\} \right]^2 + \varphi_2 \sum_{j_2=1}^{l_2} \left( h_{j_2} (x_i) \right)^2
\quad (33)
\]

where \( \varphi_1 \) and \( \varphi_2 \) are two relatively large numbers. It can be seen that when the particle does not meet the constraints shown in Equation (31), a relatively large value will be added to its fitness value, resulting in this particle possessing a bad fitness value. Therefore, according to the swarm update mechanism, other particles will stay away from this one. Conversely, the particles satisfying the constraints will have more chances to attract other individuals and update their positions.

The update equation of a traditional PSO is [25–27]:

\[
v_{i,j+1} = \nu \times v_{i,j} + c_1 \times r_1 \times (p_{i,j}^\text{best} - x_{i,j}) + c_2 \times r_2 \times (b_i^\text{best} - x_{i,j})
\quad (34)
\]
\[
x_{i,t+1} = x_{i,t} + v_{i,t}
\]

where \(v_{i,t}\) is the velocity vector of the \(i\)th particle in the \(t\)th iteration, \(p_{i,t}^{\text{best}}\) is the best position achieved by the \(i\)th particle to date, \(x_{i,t}\) is the position vector of the \(i\)th particle, and \(g_{t}^{\text{best}}\) is the best position achieved by the swarm so far. \(w\) is the inertia weight, which balances the particles’ exploration ability between the whole solution region and the local solution region. \(c_1\) and \(c_2\) determine the speed when the particle is flying to \(p_{i,t}^{\text{best}}\) and \(g_{t}^{\text{best}}\), respectively. Usually, \(c_1 = c_2 = 2\). \(r_1\) and \(r_2\) are random values which belong to \((0,1)\).

However, such an updated equation may be a little redundant in the application for target tracking. Thus, the core idea in the PSO is reserved and the equation is modified as:

\[
x_{i,t} = p_{i,t}^{\text{best}} + \beta(g_{t}^{\text{best}} - p_{i,t}^{\text{best}}) + \rho_t \text{randn}(1, N_{\text{var}}) \odot \left(b_U/\Delta d - b_L/\Delta d\right)
\]

where \(\beta\) is a predetermined parameter belonging to \((0,1)\) which controls the convergence ratio of the algorithm. The small \(\beta\) corresponds to slow convergence, whereas a large \(\beta\) enables the fast convergence. \(\rho_t\) is the random damping factor which is calculated by:

\[
\rho_t = \gamma \rho_{t-1}
\]

where \(\gamma\) is the parameter belonging to \((0,1)\). \(\text{randn}(1, N_{\text{var}})\) generates a \(1 \times N_{\text{var}}\) dimensional integer vector. \(\odot\) denotes the Hadamard product. Equation (36) shows that many futile parameters are removed on the basis of a traditional particle update equation, and a random item is introduced. Thereby, the algorithm is sufficiently useful for application. Meanwhile, particles will further explore better solutions around local optima, so that high-quality solutions can be determined. Additionally, the \(\rho_t\) is diminishing along with the iteration, ensuring that the random disturbance term is also diminishing. Therefore, the convergence of the algorithm can be guaranteed.

### 4.3. Computational Complexity Analysis

In this subsection, the computational complexity of the proposed FDPSO is estimated. Since the FDPSO is a kind of swarm-search based (meta-heuristic) algorithm, its computational complexity is affected by two factors: the cardinality of swarm \(N_{\text{pop}}\) and the maximum iteration \(t_{\text{max}}\). In a specific run, it requires the complexity of \(O(N_{\text{pop}}t_{\text{max}})\). They can be tuned by its performance. In contrast, for solving the antenna selection problem, the exhaustive search algorithm needs an exponential complexity of \(O(2^{M_{\text{tot}} + N_{\text{tot}}})\). \(M_{\text{tot}}\) and \(N_{\text{tot}}\) are the total transmit antennas and total receive antennas, respectively. The computational complexity comparison is presented in Table 1.

| Algorithms                  | Exhaustive Search | FDPSO           |
|-----------------------------|-------------------|-----------------|
| Computational complexity     | \(O(2^{M_{\text{tot}} + N_{\text{tot}}})\) | \(O(N_{\text{pop}}t_{\text{max}})\) |

### 4.4. Closed-Loop Feedback System for Target Tracking

To tackle the nonlinear transformation in the radar coordinate, a desirable filter must be chosen. The CKF [41], which is based on the three-degree spherical cubature rule, transforms the nonlinear filtering problem into the integration calculation. Its merits of simple structure and high precision have been demonstrated in various estimate problems [43–46]. The SCKF introduces the matrix triangular factorization on the basis of CKF and avoids the recursive square root operation to the state error covariance matrix, so that the numerical stability and accuracy are further improved. Therefore, the SCKF is adopted.

Since the PCRLB is predictive, after obtaining the tracking result from the current time epoch, the PCRLB can be predicted in order to choose the optimal antenna configuration.
in the next time epoch. Then, antenna placement can be adjusted to improve the whole tracking performance.

As such, the procedure of the closed-loop tracking system can be summarized as follows:

Step 1—Obtain the state and the state estimate error covariance matrix of a target in current time epoch;

Step 2—Predict the PCRLB in the next time epoch, and call the proposed FDPSO algorithm to adjust antenna placement;

Step 3—The tracking results by the antenna adjustment are sent back to guide the antenna configuration in next time epoch, rendering it a closed-loop system.

5. Simulations and Results

In this section, some target tracking results in relation to varying DOA and Doppler frequency are given to illustrate the effectiveness of the proposed algorithm. The simulation is run on a single Inter (R) Core (TM) i7-4790CPU (3.6 GHz) processor with 4 GB memory, Windows 7 OS. The simulation parameters are shown in Table 2. Assume a colocated MIMO radar with uniformly distributed antennas with 1 m space in a 5 m × 5 m region. The benchmarks for comparison are three fixed antenna configurations: benchmark 1 (B1, annular configuration); benchmark 2 (B2, symmetric configuration); and benchmark 3 (B3, cross-shaped configuration), as shown in Figure 2, where TA means an active transmit antenna, and RA means an active receive antenna. Additionally, each black point in Figure 2 represents an MIMO radar array, which can both transmit and receive signals. The solution yielded by the optimization model (Equation (30)) is also presented for comparison (optimal), which is carried out by the exhaustive search method. The criteria for performance are the square root of the trace of PCRLB, represented by the objective function in Equation (30).

Table 2. Parameters in the scenario.

| Parameter | Value |
|-----------|-------|
| $T_s$     | 1 s   |
| $M$       | 4     |
| $d_{\text{min}}$ | 2 m   |
| $b_L$     | 5 m   |
| $N_{\text{pop}}$ | 100   |
| $\gamma$  | 0.2   |
| $N_{\text{tot}}$ | 121   |
| $T_P$     | 0.01 s|
| $N$       | 4     |
| $d_{\text{max}}$ | 12 m  |
| $b_U$     | 5 m   |
| $t_{\text{max}}$ | 100   |
| $\rho$    | 0.95  |
| $n_f$     | 1     |
| $L$       | 128   |
| $\lambda$ | 0.2 m |
| $\Delta d$ | 1 m  |
| $\beta$   | 0.5   |
| $M_{\text{tot}}$ | 121   |

Figure 2. Antenna configuration of three benchmarks.
The geometric relationship between the target and the colocated MIMO radar is shown in Figure 3. The target trajectory contains a variety of DOA in the region of \([0, \pi]\). The initial state is \(x = [0, 100, 0, 500, 350, -10]^T\), and the target moves in the CA model.

Figure 3. Geometric relationship of the targets and MIMO radar.

5.1. Determining Variable \(\alpha\)

In this case, \(\alpha\) is regarded as a determining variable. The comparison of performance, obtained by 100 Monte Carlo simulations, is shown in Figures 4 and 5 as well as in Tables 3–5.

(1) Case of SNR = \(-20\) dB

Figure 4. Comparison of the square root of trace of PCRLB.
Figure 5. Computational complexity comparison.

### Table 3. Antenna selection of the proposed method in one trial.

| Time Epoch | b_11  | b_12  | b_13  | b_14  | b_21  | b_22  | b_23  | b_24  |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1          | -3, -2 | 0, -3 | 5, 0  | 0, 1  | 2, 1  | 2, -1 | -4, 4 | -2, 0 |
| 2          | -3, 2  | -3, 4 | 5, 2  | 1, -4 | 4, -3 | 1, 0  | -4, 1 | -1, -2 |
| 3          | -4, 0  | -4, 5 | 5, -4 | -3, -3| 2, 1  | -1, -1| 0, 1  | 5, 1  |
| 4          | 2, 1   | -5, 2 | -1, -5| 5, -1 | 4, 1  | 1, 0  | -2, -1| -4, 3 |
| 5          | -5, 3  | 0, 4  | 4, 3  | -4, -3| 4, -1 | 3, -2 | -3, 0 | 1, -4 |
| 6          |       |       |       |       |       |       |       |       |
| 7          |       |       |       |       |       |       |       |       |
| …          | …      | …     | …     | …     | …     | …     | …     | …     |

Table 4. Comparison of the performance when $|\alpha_k|^2/\sigma_v^2 = 1/100$.

| Algorithms | Optimal | Proposed | B_1 | B_2  | B_3  |
|------------|---------|----------|-----|------|------|
| Mean square root of trace of PCRLB | 94.3481 | 105.7771 | 196.2323 | 127.2541 | 312.7999 |

Table 5. Comparison of runtime (ms).

| Algorithms | Proposed | Optimal | Common Convex Optimizer |
|------------|----------|---------|-------------------------|
| Average runtime | 354.92 | 9.32 x 10^6 | 50-200 |

Firstly, the case of $|\alpha_k|^2/\sigma_v^2 = 1/100$ (SNR = -20 dB) is studied. Figure 4 shows the square root of the trace of PCRLB of all algorithms. Evidently, on the condition of the same initial estimate error, the dynamic antenna configuration achieves a much lower PCRLB than the three benchmarks. Additionally, it achieves a performance comparable to that of the optimal method. This is because the dynamic antenna configuration can provide the most suitable measurement error, resulting in the minimum PCRLB being achieved in each step. Thereby, the tracking performance is significantly improved. In contrast, the three benchmarks, restricted by the fixed antennas, can only provide constant measurement errors at each step. Such a fixed antenna configuration fails to exploit the target information to the adjust working parameters. As such, a much higher PCRLB is offered.

Table 3 presents the antenna placement of the proposed method in one trial. It is obvious that the antennas are dynamically turned to offer a better performance at
each time epoch. Moreover, to illustrate the performance improvement, the mean square root of the trace of PCRLB is shown in Table 4. It can be seen that the mean square root of the trace of PCRLB of the proposed method is decreased by 46.10%, 16.88%, and 66.18% on the basis of the three benchmarks, respectively. Though the optimal method achieves a better PCRLB than the proposed method, the performance gap is very narrow. Additionally, the runtime of the two methods shown in Table 5 should be emphasized. For comparison, we also show the runtime of common convex optimizers. It can be seen that the runtime of the optimal method is too long to satisfy the real-time demand. In contrast, the proposed method, which is just a little longer than the common convex optimizer, is fitter for the engineering application. The main reason is that, in the proposed FDPSO, the whole solution region is partitioned into many grid points, leading to a significantly reduced calculation amount. Moreover, a traditional PSO iteration equation is modified by introducing the penalty function and random damping factor. The former item enhances the exploration ability in a rough region, and the latter one forces the particles to search solutions more precisely around the local optima. Therefore, the algorithm can be sufficiently efficient while providing high-quality solutions. To intuitively show the reduction in computational complexity, we plot the total number of iterations of the exhaustive search algorithm and the proposed FDPSO along with the number of active subsets ($M + N$) in Figure 5.

Evidently, the number of iterations of the exhaustive search algorithm increases exponentially along with the number of active subsets. It brings about a rather large computational burden. In contrast, the complexity of the proposed FDPSO increases only a little, verifying its effectiveness.

(2) Influence of SNR

To investigate the influence of SNR on the performance, $|\alpha_k|^2/\sigma_v^2$ is tuned from 1/100 to 1 (from SNR = −20 dB to SNR = 0 dB). The simulation result with respect to the mean square root of the trace of PCRLB is shown in Figure 6.

![Figure 6. Mean square root of trace of PCRLB.](image)

On the condition that SNR is increased, the performance of all the methods is improved. However, the proposed method still performs better than the three benchmarks. Meanwhile, with the increase in SNR, the performance gap between the proposed method and the three benchmarks narrows. This is the same as the conclusion in ref. [7]. However, the differences between ref. [7] and this paper in terms of the scenario and the focused parameters should
be highlighted again. In addition, the performance generated by the proposed method is also close to the optimal one, which demonstrates the robustness of the proposed method.

5.2. Random Variable $\alpha$

In this case, the target RCS is regarded as a random variable. The performance comparison is shown in Figure 7 and Table 6.

(1) Case of SNR = $-20$ dB

![Figure 7. Comparison of the trace of PCRLB.](image)

Table 6. Comparison of the performance when $|\alpha_k|^2/c^2 = 1/100$.

| Algorithms   | Optimal | Proposed | $B_1$   | $B_2$   | $B_3$   |
|--------------|---------|----------|---------|---------|---------|
| Mean square root of trace of PCRLB | 53.2463 | 57.0236  | 85.7477 | 77.4903 | 89.4255 |

Figure 7 depicts the PCRLBs obtained by all the methods. In this case, the PCRLBs of the three benchmarks are very close. However, it can be seen again that the proposed method achieves a much lower PCRLB than the three fixed antenna configurations. This is because the proposed method can utilize the closed-loop feedback scheme to adjust the antenna placement, leading to varying measurement errors and the minimum PCRLB being offered at each step. Moreover, the proposed method yields a performance very similar to the optimal one. However, the large calculation demand and long runtime of the latter one, shown in Table 5 and Figure 5, should be again emphasized.

Table 6 compares the mean square root of trace of PCRLB. Compared with the three benchmarks, the proposed method separately improves the PCRLB by 33.50%, 26.41% and 36.23%. In addition, the PCRLB of the proposed method and the optimal one are very close.

(2) Influence of SNR
When the SNR = 0 dB, the angle measurement error covariance reaches a very low level (10^{-14} \text{ rad}^2). Such a low-level measurement error easily leads to filtering divergence. That is because, for tracking targets, the filter needs a little higher error to maintain its performance. Hereafter, we plot the performance comparison where the SNR is from −30 dB to −10 dB in Figure 8.

![Figure 8. Mean square root of trace of PCRLB.](image)

It is evident that the PCRLBs of all the algorithms are decreased when the SNR is increased. The proposed method always provides a lower PCRLB than the three fixed-antenna configurations, although the performance gap decreases with the increase in SNR. On the other hand, the performance disparity between the proposed method and the optimal one is very small, and it was verified that the proposed method was effective in the low SNR scenario.

Combining the simulation results, some conclusions are drawn as follows:

(1) In the three fixed-antenna configurations, whenever the target RCS is treated as a determining variable or a random variable, B3 always provides the highest PCRLB. Conversely, B2 always achieves the lowest PCRLB.

(2) Under the condition of the same SNR, the performance of all methods when the RCS is as a random variable is better than that achieved by all algorithms when the RCS was the determining variable. This is because the SNR has a higher impact on the PCRLB calculation in the latter case (as can be seen from Appendix A).

(3) Whenever the RCS is regarded as a determining variable or a random variable, the performance gap between the dynamic antenna configuration and the three benchmarks narrows with the increase in SNR.

(4) For target tracking, compared with the three benchmarks, the dynamic antenna configuration can achieve persistent and better performance.

(5) While the exhaustive search method can provide the best performance, the extremely long runtime makes it not applicable for engineering. Conversely, the proposed FDPSO, which is sufficiently efficient and can provide close-to-optimal solutions, is more practical.

6. Conclusions

A novel dynamic antenna adjustment scheme is proposed for the colocated MIMO radar tracking targets. The optimization criterion is the derived PCRLB where the Doppler and DOA information are integrated. Moreover, both the target RCS as the determining variable and the random variable are discussed. The formed optimization problem is
not convex, and as such, an efficient FDPSO is proposed for the solution to the problem. Additionally, the cognition technique is introduced, where the obtained target information from the current time epoch is utilized for the PCRLB prediction in next time epoch and guides the antenna placement. Thereby, a closed-loop feedback system is realized where the antenna configuration is self-tuned by perceiving the environment. The simulation results show the following points:

1. For the three fixed-antenna configurations, the performance differs under the condition that the RCS is regarded as comprised of different kinds of variables and different SNRs.
2. SNR has a higher impact on performance when the target RCS is treated as the random variable than the determining variable.
3. The performance gap between the proposed method and three fixed-antenna placements narrows with the increase in SNR.
4. The proposed dynamic antenna configuration scheme can provide persistent and much better performance than the three fixed-antenna placement.
5. The proposed FDPSO is sufficiently efficient and can provide close-to-optimal solutions, though a tradeoff between efficiency and optimality is implied.

Future work includes the derivation of multi-target PCRLB considering the influence of clutter as well as of more simulations on the Swerling II type.
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Appendix A. Derivation of R-1 in Swerling I Type

On the condition of Swerling I and Swerling II type, the target’s reflectivity $\alpha$ follows:

$$\alpha = \sqrt{\Sigma} e^{i\Omega}$$  \hspace{1cm} (A1)

where $\Omega$ follows the even distribution and the PDF of $\Sigma$ is

$$p(\Sigma) = \frac{1}{\pi \sigma^2} e^{-\Sigma / \sigma^2}, \Sigma \geq 0$$  \hspace{1cm} (A2)

In Swerling I type, $\alpha$ remains constant during a pulse train. In contrast, in Swerling II type, $\alpha$ changes from pulse to pulse, and each $\alpha$ is individual.

In Swerling I type, we have

$$\alpha_{k,j} = \alpha_k$$  \hspace{1cm} (A3)

$$p(\alpha) = \frac{1}{\pi \sigma_\alpha^2} e^{-|\alpha|^2 / \sigma_\alpha^2}$$  \hspace{1cm} (A4)

Combining Equations (7), (13) and (A3), the measurement matrix in time epoch $k$ can be rewritten as

$$y_k = a_k G_k c_k + v_k$$  \hspace{1cm} (A5)

where

$$G_k = \text{diag}\{g_k, g_k, \ldots, g_k\}_L$$  \hspace{1cm} (A6)

$$c_k = [1, e^{-2\pi f_d T_p}, \ldots, e^{-2\pi f_d (L-1)T_p}]^T$$  \hspace{1cm} (A7)

where diag(\{\}_L) denotes the fact that there are $L$ diagonal elements in the matrix.

(1) Case 1 for Determining Variable $\alpha$
From Equation (A5), we have:

\[
p(y_k | \xi_k) = \frac{1}{\pi^{MN} \sigma_{\xi_k}^{2MN}} \exp \left[ -\frac{\| y_k - \alpha_k G_k e_{lk} \|^2}{\sigma_{\xi_k}^2} \right] \tag{A8}
\]

and an intermediate variable \( \mu_{lk} = \alpha_k G_k e_{lk} \) is introduced, then, \([p, q]th\) element in \( R_k^{-1} \) is:

\[
\left( R_k^{-1} \right)_{pq} = \frac{2}{\sigma_{\xi_k}^2} \text{Re} \left( \frac{\partial \mu_{lk}}{\partial \xi_p} \frac{\partial \mu_{lk}}{\partial \xi_q} \right) \tag{A9}
\]

Therefore, when \( p = 2 \) and \( q = 2 \), we have:

\[
\left( R_k^{-1} \right)_{22} = \frac{2}{\sigma_{\xi_k}^2} \text{Re} \left( \frac{\partial \mu_{lk}}{\partial \xi_2} \frac{\partial \mu_{lk}}{\partial \xi_2} \right) = \frac{2 |\alpha_k|^2}{\sigma_{\xi_k}^2} \text{Re} \left( \frac{\partial g_k^H}{\partial \theta_k} \frac{\partial g_k}{\partial \theta_k} \right) \tag{A10}
\]

The calculation on \( \partial g_k^H / \partial \theta_k \) is equivalent to \( \partial g_k^H / \partial \theta_k \), and the latter item is easily obtained as:

\[
\frac{\partial g_k^H}{\partial \theta_k} \frac{\partial g_k}{\partial \theta_k} = \left( \frac{2 \pi}{\lambda} \right)^2 \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \cos \theta_k - \sin \theta_k |D_{mn} (\Delta b_{mn})^T \right\} \times \cos \theta_k - \sin \theta_k^T \tag{A11}
\]

where

\[
\Delta b_{mn} = b_{tm} - b_{tn} \tag{A12}
\]

Therefore, Equation (A10) is rewritten as:

\[
\left( R_k^{-1} \right)_{22} = \frac{2 |\alpha_k|^2 L}{\sigma_{\xi_k}^2} \left( \frac{2 \pi}{\lambda} \right)^2 \left( \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \cos \theta_k - \sin \theta_k |D_{mn} (\Delta b_{mn})^T \right\} \times \cos \theta_k - \sin \theta_k^T \right) \tag{A13}
\]

Meanwhile, we have:

\[
\left( R_k^{-1} \right)_{12} = \left( R_k^{-1} \right)_{21} = \left( R_k^{-1} \right)_{11} = \left( R_k^{-1} \right)_{22}
\]

\[
\left( R_k^{-1} \right)_{12} = \left( R_k^{-1} \right)_{21} = \left( R_k^{-1} \right)_{11} = \frac{|\alpha_k|^2 L^2 \lambda^2}{\pi^{MN} \sigma_{\xi_k}^2} \left( \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \cos \theta_k - \sin \theta_k |D_{mn} \right\} \right) \tag{A14}
\]

\[
\left( R_k^{-1} \right)_{12} = \left( R_k^{-1} \right)_{21} = \left( R_k^{-1} \right)_{11} = \frac{32 |\alpha_k|^2 \pi^2 \lambda^2}{\sigma_{\xi_k}^2} \frac{MNL (L - 1) L (2L - 1)}{6} \tag{A15}
\]

(2) Case 2 for Random Variable \( \alpha \)

In this case, \( \alpha_k \) is a complex Gaussian random scalar, and \( V_k \) is a complex Gaussian random vector. Therefore, from Equation (A5), \( Z_k \) also follows complex a Gaussian distribution:

\[
p(y_k | \xi_k) = \frac{1}{\pi^{MNL} |\sigma_{\xi_k}^2|} \exp \left[ -\frac{Y_k^H D_k^{-1} Y_k}{\sigma_{\xi_k}^2} \right] \tag{A16}
\]

where

\[
D_k = \sigma_{\xi_k}^2 G_k e_{lk} e_k^H G_k^H + I_{MNL} \tag{A17}
\]

Therefore, the \([p, q]th\) element in \( R_k^{-1} \) is:

\[
\left( R_k^{-1} \right)_{pq} = \text{tr} \left( D_k^{-1} \frac{\partial D_k}{\partial \xi_p} D_k^{-1} \frac{\partial D_k}{\partial \xi_q} \right) \tag{A18}
\]
A more clear expression is
\[
D_{lk}^{-1} = I_{MNL} - \frac{(c_{k}^2 / c_{k}^2)G_{lk}c_k^H G_{lk}^H}{1 + (c_{k}^2 / c_{k}^2)|G_{lk}c_k^H|^2} \tag{A19}
\]

\[
\frac{\partial D_{lk}}{\partial (\xi_k)_p} = \frac{c_{k}^2}{c_{k}^2} \frac{\partial (G_{lk}c_k^H G_{lk}^H)}{\partial (\xi_k)_p} \tag{A20}
\]

when \( p = 2 \), Equation (A20) is:
\[
\frac{\partial D_{lk}}{\partial \theta_k} = \frac{c_{k}^2}{c_{k}^2} \left[ \text{diag} \left\{ \frac{\partial g_k^H}{\partial \theta_k}, \ldots, \frac{\partial g_k^H}{\partial \theta_k} \right\}_L c_k^H \right] + \text{diag} \left\{ \frac{\partial g_k}{\partial \theta_k}, \ldots, \frac{\partial g_k}{\partial \theta_k} \right\}_L c_k^H \tag{A21}
\]

and we introduce new notations as:
\[
\text{diag} \left\{ \frac{\partial g_k}{\partial \theta_k}, \ldots, \frac{\partial g_k}{\partial \theta_k} \right\}_L = A \tag{A22}
\]
\[
\text{diag} \left\{ \frac{\partial g_k^H}{\partial \theta_k}, \ldots, \frac{\partial g_k^H}{\partial \theta_k} \right\}_L = B \tag{A23}
\]
\[
\text{diag} \left\{ g_k, g_k^H, \ldots, g_k, g_k^H \right\}_L = C \tag{A24}
\]

Therefore, when \( p = 1 \) and \( q = 1 \), Equation (A18) can be rewritten as follows:
\[
\left( R_{Rlk}^{-1} \right)_{22} = \text{tr} \left( D_{lk}^{-1} \frac{\partial D_{lk}}{\partial \theta_k} D_{lk}^{-1} \frac{\partial D_{lk}}{\partial \theta_k} \right) = \text{tr} \left( I_{MNL} - \frac{(c_{k}^2 / c_{k}^2)G_{lk}c_k^H G_{lk}^H}{1 + (c_{k}^2 / c_{k}^2)|G_{lk}c_k^H|^2} \right) \left( A_{lk}c_l^H + B_{lk}c_l^H \right) \left( A_{lk}c_l^H + B_{lk}c_l^H \right)^T \tag{A25}
\]

\[
\left( R_{Rlk}^{-1} \right)_{22} = \left( \frac{c_{k}^2}{c_{k}^2} \right)^2 \left\{ \text{tr} \left[ L \left( A^2 + AB + BA + B^2 \right) c_k^H \right] + \text{tr} \left[ \frac{L}{(c_{k}^2 / c_{k}^2) + MNL} \left( ACA - ACB + BCA - BCB \right) c_k^H \right] \right. + \text{tr} \left[ \frac{L^2}{(c_{k}^2 / c_{k}^2) + MNL} \left( CAA - CACB - CBCA + CBB \right) c_k^H \right] \right. + \left. \text{tr} \left[ \frac{L^2}{(c_{k}^2 / c_{k}^2) + MNL} \left( ACA - CACB - CBCA + CBB \right) c_k^H \right] \right\} \tag{A26}
\]

It is obvious that the diagonal elements in matrix \( c_k^H c_k^H \) are 1; therefore, the analytic expression of Equation (A26) is only related to matrices \( A, B \) and \( C \).

Here, we just give the final expression:
\[
\left( R_{Rlk}^{-1} \right)_{22} = \left( \frac{c_{k}^2}{c_{k}^2} \right)^2 \left\{ \left( 2L^2 MN + \frac{2L^2 MN^2}{(c_{k}^2 / c_{k}^2) + MNL} \right) \left( \frac{2 \pi}{\lambda} \right)^2 \times \left( \sum_{m=1}^{M} \sum_{n=1}^{N} \right) \left| \cos \theta_k - \sin \theta_k \right| \Delta b_{mn} \left( \Delta b_{mn} \right)^T \right\} \tag{A27}
\]
Similarly, we have

$$\frac{\partial D_{ik}}{\partial r_k} = \frac{\sigma^2_{\theta}}{\sigma^2_{v}} \left( G_i G_k^H \frac{\partial c_{ik}^H}{\partial r_k} + G_k G_i^H \frac{\partial c_{ik}^H}{\partial r_k} \right)$$

(A28)

when $p = 1$ in Equation (A20). After introducing new notations:

$$\frac{\partial c_{ik}^H}{\partial r_k} = E, c_{ik} = F, c_{ik}^H = D$$

(A29)

we can obtain:

$$\left( R_{12}^{-1} \right)_{12} = \left( R_{12}^{-1} \right)_{21} = \text{tr} \left( D_{ik}^{-1} \frac{\partial D_{ik}}{\partial r_k} D_{ik}^{-1} \frac{\partial D_{ik}}{\partial r_k} \right)$$

$$= \left( \frac{\sigma^2_{\theta}}{\sigma^2_{v}} \right)^2 \text{tr} \left( D_{ik}^{-1} \frac{\partial D_{ik}}{\partial r_k} D_{ik}^{-1} \frac{\partial D_{ik}}{\partial r_k} \right)$$

(A30)

$$= \left( \frac{\sigma^2_{\theta}}{\sigma^2_{v}} \right)^2 \text{tr} \left( D_{ik}^{-1} \frac{\partial D_{ik}}{\partial r_k} D_{ik}^{-1} \frac{\partial D_{ik}}{\partial r_k} \right)$$

(A31)

$$\left( R_{11}^{-1} \right)_{11} = \left( \frac{\sigma^2_{\theta}}{\sigma^2_{v}} \right)^2 \left[ M^2 N^2 \right] + \left( \frac{\sigma^2_{\theta}}{\sigma^2_{v}} \right)^2 \left[ M^2 N^2 \right] + \left( \frac{\sigma^2_{\theta}}{\sigma^2_{v}} \right)^2 \left[ M^2 N^2 \right] + \left( \frac{\sigma^2_{\theta}}{\sigma^2_{v}} \right)^2 \left[ M^2 N^2 \right]$$

(A32)

Since the diagonal elements in $A$ are 1, and the analytic expression of Equation (A31) is associated with the diagonal elements in matrices $D, E$ and $F$. However, it can be demonstrated that they are only connected to parameters $T_p, M, N$ and $L$, but irrelevant to the antenna configuration. Here, the final expression is given by:

$$\left( R_{12}^{-1} \right)_{12} = \left( R_{12}^{-1} \right)_{21} = 0$$

(A33)
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