One-shot learning of paired associations by a reservoir computing model with Hebbian plasticity

M Ganesh Kumar
Integrative Sciences and Engineering Programme
National University of Singapore
Singapore, SG 117456
m_ganeshkumar@u.nus.edu

Cheston Tan
Institute for Infocomm Research
Agency for Science, Technology and Research
Singapore, SG 138632
cheston-tan@i2r.a-star.edu.sg

Camilo Libedinsky
Department of Psychology
Faculty of Arts and Social Sciences
The N.1 Institute for Health
National University of Singapore
Singapore, SG 117570
camilonus.edu.sg

Shih-Cheng Yen
Innovation and Design Programme
Faculty of Engineering
National University of Singapore
Singapore, SG 117579
The N.1 Institute for Health
National University of Singapore
Singapore, SG 117579
shihcheng@nus.edu.sg

Andrew Yong-Yi Tan
Department of Physiology
Healthy Longevity Translational Research Programme
Cardiovascular Disease Translational Research Programme
Yong Loo Lin School of Medicine
Neurobiology Programme, Life Sciences Institute
National University of Singapore
Singapore, SG 117456
atyy@alum.mit.edu

Abstract

One-shot learning can be achieved by algorithms and animals, but how the latter do it is poorly understood as most of the algorithms are not biologically plausible. Experiments studying one-shot learning in rodents have shown that after initial gradual learning of associations between cues and locations, new associations can be learned with just a single exposure to each new cue-location pair. Foster, Morris and Dayan (2000) developed a hybrid temporal difference - symbolic model that exhibited one-shot learning for dead reckoning to displaced single locations. While the temporal difference rule for learning the agent’s actual coordinates was biologically plausible, the model’s symbolic mechanism for learning target coordinates was not, and one-shot learning for multiple target locations was not addressed. Here we extend the model by replacing the symbolic mechanism with a reservoir of recurrently connected neurons resembling cortical microcircuitry. Biologically plausible learning of target coordinates was achieved by subjecting the reservoir’s output weights to synaptic plasticity governed by a novel 4-factor variant of the exploratory Hebbian (EH) rule. As with rodents, the reservoir model exhibited one-shot learning for multiple paired associations.
1 Introduction

Algorithms for one-shot learning in classification [1-4] and navigation [5-7] have recently been developed. Animals are also capable of one-shot learning. In delayed matching to place (DMP) experiments, rats are rewarded for finding a target that remains in the same location for several trials per day, but that is moved to a new location each day. For the first few days, the time taken to find the target gradually decreases with successive trials. But after several days, rats exhibit one-shot learning with near asymptotic performance by the second trial of the day [8]. More recently, Tse et al [9] developed a two-part experiment to study rodent one-shot learning of multiple paired associations. In the first part, rats gradually learn to associate each of several flavor cues with one of several reward locations. In the second part, rats learn new cue-location pairs after a single encounter with each pair. Such biological one-shot learning has been attributed to learning and utilizing schemas [10-13]. As most algorithms for one-shot learning are not biologically plausible, the computations involved in one-shot learning by animals remains poorly understood.

Foster et al [14] developed a hybrid temporal difference - symbolic model of one-shot learning in the DMP task. The agent had a preexisting schema for representing its current location with coordinates, with the correspondence between location and coordinates learned by a biologically plausible generalized temporal difference rule. It also used non-biologically plausible, symbolic computation to learn target coordinates, which were stored in a memory bank. Vector subtraction between current and target coordinates enabled dead reckoning to the target location. Besides the non-biologically plausible method of learning target coordinates, one-shot learning of multiple paired associations was not demonstrated.

Here we build on Foster and colleagues’ work to demonstrate several types of agents, varying in biological plausibility, that exhibit one-shot learning in the multiple paired association task. In the first type of agent, the hybrid temporal difference - symbolic spirit is retained, but with a memory bank that uses a non-biologically plausible, symbolic computation to learn cue and location information and an attention-based recall mechanism. The second type of agent uses a reservoir of recurrently-connected neurons to store and recall coordinates while using a non-neural motor controller to reach target locations. In one subtype of Reservoir agent, the reservoir’s output weights are subject to synaptic plasticity governed by the perceptron rule, which is Hebbian, but also requires preexisting, highly specific connectivity between neurons representing current and target coordinates. The main point of this paper is demonstrated by a second subtype of Reservoir agent, in which the reservoir’s output weights synaptic plasticity is governed by a novel 4-factor variant of the exploratory Hebbian (EH) rule [15, 16]. The latter is a biologically plausible reinforcement learning agent whose one-shot learning of target coordinates resembles that displayed by rodents in Tse and colleagues’ multiple paired association task.

2 Methods

2.1 Tasks

In the DMP task, the agent was required to find a single goal location, randomly chosen from 49 possible locations in an open arena (Fig. 1a), where it would receive reward. The goal location was displaced every five trials, with the last of each group of five trials being an unrewarded probe trial.

Tse et al’s multiple paired association task had 2 parts. The first part (Original Paired Associates, OPA) required learning of 6 cue-location associations over 20 sessions (Fig. 1b). Cue information was available to the agent throughout each trial. In the second part (New Paired Associates, NPA), 2 (Fig. 1c), 6 (Fig. 1d) or 12 random cue-location combinations (Fig. 1a) were introduced in a session with a single trial per cue, followed by a probe session.

In both tasks, agents randomly started from midpoints of the north, south, east, or west walls. The arena was 1.6 m x 1.6 m. Reward locations were 3 cm in radius. Trials ended after 600 s, Time steps in simulations represented 100 ms.
2.2 Agents

The first agent type retains the hybrid temporal difference - symbolic spirit of Foster et al. [14]. It has three major modules – episodic memory selection, learning of self-position, and a symbolic motor controller – which are detailed below.

The second agent type uses a reservoir of recurrently connected neurons [16, 17] in place of the episodic memory selection module. Reservoir outputs are trained by either the perceptron rule or a novel 4-factor variant of the exploratory Hebbian (EH) rule [15, 16] detailed below. The symbolic motor controller is retained, which remains a part of this agent that is not neurally implemented.

For comparison, we also used a variant Advantage Actor Critic (A2C) agent [18, 19] (see supplementary material).

An agent’s position in the arena was a 2D coordinate vector which was transformed into place cell activity as in [14]. Each agent received cue and place cell activity as input and had 40 actor units representing different output directions. Agent hyperparameters (e.g. learning rate, number of units, reward discount factor) were optimized based on the agent’s learning performance in the OPA task.

Figure 1: Multiple paired association task and agent architectures. a) Open arena with 49 possible reward locations. b-d) Cue-reward location association task as in Tse et al (2007). b) Original Paired Associate (OPA) task with Cues 1 to 6. c) Two New Paired Associate (2NPA) task with Cues 7 and 8 (which were in slightly displaced positions from Cues 1 and 6, respectively) replacing Cues 1 and 6. d) 6NPA task in which six cue-location associations were changed completely to Cues 11 to 16. e-g) Three types of agent architecture. Red arrows indicate synaptic weights that are trained during a task. e) A2C agent with a nonlinear hidden layer trained by backpropagation. f) Symbolic memory and motor controller agent with synaptic weights of the self-position network learnt during training. Black dashed arrows indicate information is stored in the memory, gated by the presence of a reward. g) Reservoir agent with synaptic weights of current and goal coordinates learnt during training.

2.3 Episodic memory

The memory bank comprises of an 18 X 67 Key matrix \( K \) and a 18 X 2 Value matrix \( V \). During a trial, the agent receives as input 49 place cell activity and a sensory cue represented by a one-hot vector of size 18. The place cell activity and cue vector are encoded as a query vector \( Q(t) \) of dimension 1 X 67. When the agent reaches the correct reward location, the \( Q(t) \) is stored in a cue indexed row in \( K \)
i.e. Cue 1 - row 1, Cue 2 - row 2, ...) and the learnt position coordinates are stored in the same row in the $V$.

$$A(t) = \text{softmax}(\beta Q(t)K^T)$$ (1)

During the course of a trial, the probability that the current $Q(t)$ is similar to past experiences is represented by $A(t)$, which is determined by taking the dot product between the $Q(t)$ and $K$ followed by a softmax with $\beta = 1$. A dot product between the probability vector $A$ and $V$ is performed to retrieve the coordinates where a reward was previously obtained for the given $Q(t)$.

$$g(t) = A(t)V$$ (2)

At the beginning of the simulation, when the agent has not yet reached reward locations associated to each cue, $A(t)$ would be a vector of equal probability. This would return a zero $g(t)$ vector that indicates no goal location was recalled.

This form of episodic memory selection has been previously shown [4, 7] to be effective for reinforcement learning and has been attributed to attention-based networks trained by backpropagation [20, 21].

2.4 Learning self-position coordinates

Foster and colleagues [14] have shown that navigation in openfields can be achieved by learning a coordinate system that is stable throughout trials. This coordinate system, learnt by dead reckoning, allows an agent to estimate its current position while using this as a system to tag goal locations. An agent can then perform vector subtraction between the goal $g(t)$ and current position $p(t)$ coordinates to determine the direction of movement towards the goal. Such a coordinate system can be learnt by minimising Foster’s [14] formulation of a general temporal difference error that uses the agent’s self-motion estimates $\Delta a(t)$ as the target, current position estimation $p(t)$ and filtered place cell activity $\hat{L}(t)$.

The temporal difference error is computed as

$$\delta(t) = -\Delta a(t) + p(t) - p(t-1)$$ (3)

where $\Delta a$ represents the self-motion estimates for the horizontal and vertical axes. Next, a low pass filter of the place cell activity $\hat{L}$ is computed

$$\hat{L}(t) = (1 - \alpha)\hat{L}(t - 1) + \alpha L(t)$$ (4)

Where $\alpha = \frac{100}{150\text{ms}} = 0.67$ controls the filter’s smoothing function. The self-position coordinate network comprises of two output units to represent the $X$ and $Y$ coordinates and is directly connected to the place cells (Fig. 1f, 1g). The weights of the self-position network are updated by taking the outer dot product between the low pass filtered place cell activity and the temporal difference error.

$$\Delta W^{\text{selfpos}}(t) = \hat{L}(t)\delta(t)$$ (5)

Learning rate for self-position coordinate network was optimised to 0.015.

2.5 Motor controller

The symbolic motor controller performs a vector subtraction between the goal coordinate and the agent’s current position coordinate. Using the same attention mechanism in Eq. 1 with $\beta = 4$, we use the vector subtraction as the query to determine the action to take out of 40 possible actions to move to the goal location. The computed action is passed to a population of actor units that contains a ring dynamics and noise for exploration. In the event the actor has no goal coordinates, the motor controller output is suppressed allowing the agent to explore the maze freely. (See supplementary material for details).
2.6 Reservoir model and plasticity rules

The concatenated place cell activity and cue vector \( Q(t) \) is passed to a reservoir of recurrently connected neurons whose firing rates are given by \( r(t) = \tanh[x(t)] \) and the membrane potential \( x(t) \) described by

\[
x(t) = (1 - \alpha)x(t - 1) + \alpha \left( \lambda W^{rec}r(t - 1) + W^{in}Q(t - 1) + \frac{\sigma_{res}}{\sqrt{\alpha}} N(0, 1) \right)
\]  

with \( \lambda = 1.5 \), and \( \sigma_{res} = 0.025 \). The synaptic weights \( W^{in} \) are drawn from a uniform distribution between \([-1, 1]\); \( W^{rec} \) are drawn from a Gaussian distribution with mean 0 and variance \( 1/pN \) with connection probability \( p = 0.1 \). These synaptic weights are not subject to synaptic plasticity. Rather, only the synaptic weights from the reservoir to the goal coordinate units \( W^{out} \) are subject to synaptic plasticity.

\[
g(t) = W^{out}r(t)
\]

All trainable parameters are initialized to zero before the onset of learning. Two forms of Hebbian plasticity rules were explored. The first is the perceptron learning rule which takes the difference between the learnt position estimate \( p(t) \) and the predicted goal coordinates \( g(t) \), as the target to learn, followed by the outer product between the reservoir neuron firing rate \( r(t) \) and the computed target

\[
\Delta W^{out} = r(t) \cdot (p(t) - g(t)) \cdot R(t)
\]

It is important to note that this trace needs to be gated by the reward \( R(t) \) that is disbursed when the agent reaches the correct reward location and stays there for approximately 2 seconds or 20 timesteps. This provides the necessary time for the agent to associate the current position \( p(t) \) as the goal location \( g(t) \) for a given condition using a target modulated Hebbian plasticity rule.

Alternatively, the sparse learning signal from Hoerzer et al. [16] carries much less information about the self learnt target information and was used to determine if one-shot learning could still be achieved even with a sparse learning signal. Firstly, white noise is added to the goal readout units

\[
g^{noisy}(t) = g(t) + \frac{\sigma_{sls}}{\sqrt{\alpha}} N(0, 1)
\]

\( \sigma_{sls} = 0.25 \). Following which a performance measure \( P(t) \) is computed to determine if the estimated goal with noise is similar to the position estimate

\[
P(t) = -\sum (p(t) - g^{noisy}(t))^2
\]

Two low pass filters \( \hat{P}(t) \) and \( \hat{g}(t) \) were instantiated at 0 at the start of each trial for the performance measure and the noisy goal estimate respectively. The low pass filters are formulated similar to the filtered place cell activity in Eq. 4. Next, a modulatory factor \( M(t) \) is computed

\[
M(t) = \begin{cases} 
1, & \text{if } P(t) > \hat{P}(t) \\
0, & \text{otherwise.}
\end{cases}
\]

such that if the current performance \( P(t) \) is higher than the low pass filtered value \( \hat{P}(t) \), the modulatory factor carries a value of 1 and 0 otherwise. The outer dot product between the reservoir neuron firing rate and the normalized goal readout activity is then taken while gated by both the modulatory factor and the disbursement of the reward

\[
\Delta W^{out} = r(t) \cdot (g^{noisy}(t) - \hat{g}(t)) \cdot R \cdot M(t)
\]

(12)
to form the novel 4 factor exploratory Hebbian rule. Again, the inclusion of the reward gates the update of the synapses to store the current position as the goal while having a global but sparse learning signal. Due to the intermittent nature of the modulatory factor, the readout units require a longer reward disbursement period of up to 20 seconds or 200 timesteps to learn the target output. Learning rates were 0.05 for Reservoir trained by perceptron rule and 0.0005 for the Reservoir trained by sparse learning signal. All simulations ran on the Institute’s High Performance Computing CPU Cluster over three days.

3 Results

3.1 Learning displaced single locations

Figure 2: Learning single locations displaced every 4 trials. a) Latency to reach single reward locations that are displaced every 4 trials. Agents include Actor Critic agent with hidden layer trained by backpropagation through time (blue), Symbolic agent with episodic memory and motor controller (orange), Reservoir trained by perceptron rule (pink), Reservoir trained by sparse teaching signal (green). b) Amount of time spent at reward location out of 60 seconds. c) Physical trajectories of each agent (row) during the probe trial conducted after 4 training trials as the location changes over 9 epochs (column). Error bars indicate standard error.

We begin by verifying the ability of four agents, the A2C (Advantage Actor-Critic), Symbolic, Res. Pc. (Reservoir trained by Perceptron rule) and Res. SpLs. (Reservoir trained by sparse learning signal) to learn the displaced single location task. Agents were exposed to a single reward location for four trials followed by a probe trial where plasticity was turned off; thereafter, agents were exposed to a new displaced location randomly chosen out of the remaining 48 locations. All agents, except the A2C agent, reached the newly displaced location significantly faster (i.e. on average, 26.1 ± 2.4 (Symbolic), 22.8 ± 4.8 (Res. Pc.), and 24.3 ± 3.7 (Res. SpLs.) seconds faster in the second trial compared to the first after the 3rd session), showing one-shot learning of displaced locations (Fig. 2a). We observe the one-shot learning behaviour gradually emerging as the agents took about 12 trials to learn their self-position and in turn, learn and recall the new goal locations after a single
Comparatively, the A2C agent showed the opposite trend of reaching newly displaced locations slower as sessions progressed (i.e. on average, A2C agents were 5.0 ± 0.9, 1.6 ± 0.81 and 0.02 ± 0.83 seconds faster in the first, fifth and ninth session respectively to reach the displaced location in the second trial compared to the first).

These results are mirrored during the probe trial as both the symbolic and the Reservoir agents show a monotonic increase in time spent at displaced locations. As the agents become more accurate in estimating their self-position, their goal location estimate becomes more accurate in turn, allowing the agents to quickly and accurately hit the target locations compared to freely moving around in the maze during the probe trials (Fig. 2D).

Instead, A2C agents spent decreasing amount of time at the newly displaced locations as sessions progressed. This is because incremental learning by backpropagation causes A2C agent’s motor policy to converge to a particular location, hence, these agents struggle to find newly displaced locations quickly (Fig. 2c top row). This is why the rate of change in latency to reach the target becomes more gradual from the first session compared to subsequent sessions. Both the symbolic and Reservoir agents can overcome this issue by reinitialising the memory entries $K$, $V$ and the synaptic weights $W$ out to zero respectively if they do not find the target location and the trial ends. These agents can then explore the maze freely to find and learn the new goal locations within the next trial (Fig. 2c second to fourth rows).

### 3.2 Learning multiple paired associations

With the ability to learn newly displaced single location within one trial, we next investigated the ability of the agents to solve the multiple paired association task. Within each training session, agents were exposed to all six cue-location combinations in a random order. Agents would only be rewarded if they moved to the location corresponding to the cue before the trial ends. All agents, including the A2C agent, showed a gradual decrease in the average latency to reach all six cue-location combination in Fig. 3a. The Symbolic, Reservoir trained by perceptron rule and Reservoir trained by sparse learning signal showed a faster decrease in latency than the A2C agent before plateauing to a latency of 17, 20 and 48 seconds respectively while the A2C agent took 75 seconds on average in the last session. The Reservoir agent trained by sparse learning signal took 28 seconds longer than its counterpart due to the increase in reward disbursement duration.

During the probe sessions, agents’ plasticity is turned off and they would need to spend as much time at the correct location compared to the other locations; this is termed as the visit ratio. A visit ratio of 16.7% indicates chance performance as the agent visits all six locations equally or visits a particular location regardless of the cue presented. All agents showed gradual increase in visit ratios from PS 1 to PS3 (Fig. 3b) with above chance visit ratio performance at PS3 (p < 0.0001). It should be noted that, when the trained reservoir was queried with same cue but changing place cell activity $Q(t)$ as the agent moved around the maze, the reservoir was able to maintain its recall of the correct goal coordinates, acting as a content addressable memory system. However, if the cue was not presented throughout the trial, the goal location recalled by the reservoir fluctuates.

After 20 sessions of learning the OPA maze configuration, agents synaptic weights and memory keys were copied and trained on one session of the original configuration (OPA), two new cue-location pairs (2NPA) or six new cue-location pairs (6NPA), followed by a probe session. The New Paired Association condition comprised of two new cue-location pairs (Cue 7 and Cue 8) while keeping cues-location pairs 2 to 5(Fig. 1c). The New Maze condition comprised of six new cue-location pairs (Cues 11 to Cues 16) with different goal locations (Fig. 1d). Unlike in Tse’s task [9], the contextual cues such as landmarks, external room cues were not included. All agents, except the A2C agent, showed above chance visit ratios for the two new pairs in NPA condition (p < 0.0001) and the six new pairs in 6NPA condition (p < 0.0001) demonstrating that the agents can learn two and six new paired associations after just one trial of learning (Fig. 3c). Figure 3c shows the example physical trajectories of all four agents across probe sessions, colour coded according to the cue-location pair.

This prompted the question of the agent’s capacity to learn new associations within a single trial. Agents were then trained on OPA for 20 sessions followed by a single training session with 12 new cue-location pairs. The new cues (Cues 7 to Cue 18) and 12 locations were drawn randomly from the remaining 43 possible locations for each agent, minus the locations taken up in OPA. Hence,
Figure 3: Learning multiple paired associations and one-shot learning of new paired associates (NPA). a) Average latency to reach 6 cued locations. b-c) Proportion of time spent at the correct cue-location compared to the wrong location (Visit ratio) during training probe session 1 to 3 (b) and evaluation probe sessions (c). c) Agents were exposed to a single training session with two new paired associations (2NPA) or all six new cue-location combinations (6NPA) after training for 20 sessions on the OPA task. Thereafter an unrewarded probe session was conducted for the new cue-location combinations. Symbolic and Reservoir agents show above chance visit ratio performance to 2NPA and 6NPA while the A2C agent shows chance performance for the new conditions. d) Number of new paired associations out of 12 combinations learnt by Reservoir agents after 1 training trial and 20 OPA training sessions. e) Physical trajectories of each agent (row) during probe sessions PS1, PS2, PS3 and evaluation on OPA, 2NPA and 6NPA tasks (column). Error bars indicate standard error.
there was no overlap between the 12 new cue-location pairs and the 6 original pairs. A visit ratio of 8.3% indicates chance performance but if the agent achieves a visit ratio of greater than 16.7%, that cue-location pair was considered to been learnt. For this series of simulations, the total exploration time was increased to 1000 seconds to provide more time for the agents to find the new locations. Out of 200 simulations, the symbolic agent was able to learn 10.4 ± 1.1 new cue-location pairs on average after just 1 trial of learning. The number of pairs learnt decreased to 8.5 ± 2.2 and 5.5 ± 1.9 if the exploration time was reduced from 1000 seconds to 600 and 100 seconds, respectively. With a greater exploration time, the symbolic agent should be able to learn all 12 cue-location pairs. Conversely, the Reservoir agent with 1024 recurrent units was able to learn 8.5 ± 2.4 pairs when trained with the perceptron rule and 6.6 ± 2.5 pairs when trained with the sparse learning signal (Fig 3). The maximum number of pairs that could be learnt within a single session increased when the number of units in the reservoir trained by the perceptron plasticity rule increased, indicating the size of the reservoir does affect the agent’s one-shot learning capacity. Interestingly, the Reservoir agent trained by the sparse learning signal with only 256 recurrent units was able to learn 8.7 ± 2.1 new pairs after a single trial, indicating a better one-learning potential of multiple pairs compared to the Reservoir agent trained by the perceptron rule. Nevertheless, we have shown that a Reservoir agent trained by a sparse learning signal has the capacity to learn up to 84% of the new cue-location pairs a symbolic agent is able to learn in one-shot given the environment and training constraints.

4 Discussion

Our main result is built upon Foster and colleagues’ work to demonstrate that an agent with a reservoir model, whose output weights are trained by a novel 4-factor variant of the exploratory Hebbian (EH) rule [15, 16], can learn target coordinates after a single trial of training. This is a biologically plausible reinforcement learning agent whose one-shot learning of target coordinates resembles that displayed by rodents in Tse and colleagues’ multiple paired association task.

Although deep reinforcement learning agents such as the A2C showed initial learning, the synapses in these agents are adjusted incrementally, causing them to slowly converge to a single environment [22]. This form of learning however, restricts their ability to store new information quickly to adapt to dynamic environments, a deed that Hebbian plasticity based models seem to be able to achieve [2, 3]. However, instead of using Hebbian plasticity to store and recall input patterns in Hopfield networks for a reinforcement learning paradigm, we show that a similar outcome can be achieved by training only the readout synapses of a reservoir model.

There are several limitations to our current work. Firstly, Tse’s multiple paired association task requires rodents to figure out the Flavour – Location schema i.e. each odour cue given is associated to a specific reward location whereas, this schema is hand crafted for the symbolic and Reservoir agents. This requires the development of a schema learning model that has to figure out which information to gate before the reservoir or memory bank stores it. However, assigning these computations to anatomical structures such as the prefrontal cortex [23] or the hippocampus [24, 25] is still premature. Secondly, these agents can only take direct paths towards its goal locations using a symbolic motor controller that suppresses its activity if the goal coordinate is unspecified. In addition, since the symbolic motor controller uses dead reckoning to reach the goal location, the agent might not be able to navigate past obstacles. Hence, we have yet to formulate a fully neural implementation of an agent that is able to to navigate to new locations, past obstacles as this would more closely resemble the one-shot navigation behaviour observed in animals. Perhaps a hybrid actor-critic variant with a reservoir to store episodic memories could address this limitation.
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A Appendix

A.1 Place cells

All agents have 49 place cells whose activity is a Gaussian function of the agent's position in the maze according to

\[ u_{pc} = e^{-\frac{(x(t)-x_i)^2}{\sigma_{pc}^2}} \]

where \( x(t) \) indicates the agent's position in the square maze bounded by \( x = (0.8m, 0.8m) \). \( \sigma_{pc} = 0.267m \) and place cells are spaced regularly apart in a 7 by 7 grid, while covering the boundary. The sensory cue passed to the agents is encoded by \( u_{cue} \), which is a one-hot encoded vector of length 18 with gain 3. The cue vector is presented to the agent throughout the trial period. The place cell activity and the sensory cue is concatenated to form the input vector \( Q(t) \) to all agents

\[ Q(t) = [u_{pc}, u_{cue}] \]  

A.2 Actor

All agents have \( M = 40 \) actor units where each unit represents a spatial direction. The firing rate of each actor unit is \( \rho(t) = \text{ReLU}[q(t)] \) and the membrane potential \( q \) has dynamics

\[ q(t) = (1 - \alpha)q(t-1) + \alpha \left( \phi(t-1) + \sum W_{lateral} \rho(t-1) + \frac{\sigma_{actor}}{\sqrt{\alpha}} N(0,1) \right) \]

with \( \alpha = \frac{100}{150} = 0.667 \) and \( \sigma_{actor} = 0.25 \). \( \phi(t) \) represents the output from the motor controller module. The lateral synaptic weight is given by

\[ W_{lateral} = \frac{w_- + \sum f(k,h)}{M} \]

with \( f(k,h) = (1 - \delta)e^{\psi \cos(\theta - \theta')} \), \( w_- = -1 \), \( w_+ = 1 \) and \( \psi = 20 \). The lateral connectivity connects the actor units into a ring attractor that smoothens the agent's spatial trajectory as in [26, 27]. The direction of movement is chosen by

\[ a(t) = \frac{1}{M} \sum \rho(t)K^{dir} \]

which is the vector sum of directions weighed by each actor unit’s firing rate with \( K^{dir} = a_0(\sin \theta, \cos \theta) \) and \( a_0 = 0.03 \).

A.3 Advantage Actor-Critic

The Advantage Actor Critic (A2C) agent chooses one direction of movement \( \rho^{a2c}(t) \) out of \( K^{dir} \) based on a stochastic action policy. To match the same speed achieved by the other agents, \( a_0 = 0.07 \) was chosen to increase the step size of a particular action in \( K^{dir} \). The direction of movement is smoothed using a low pass filter

\[ a(t) = (1 - \alpha_a)\tilde{a}(t) + \alpha_a \rho^{a2c}(t) \]

with \( \alpha_a = 0.25 \) as how [14] smoothened the trajectory of the actor-critic agent that chose discrete actions. The Advantage Actor-Critic reinforcement algorithm was implemented as in [1][18][19] where the agent is allowed to run through an entire trial, storing the various state, reward and actions taken before the weights are updated. Instead of the asynchronous method, only one CPU thread was used to run the synchronous method for each agent. The gradient
is computed at the end of each trial according to a weighted sum of the policy $\pi$, value function $V$ and entropy regularisation term $H$ according to

$$\nabla L = \nabla L_{\pi} + \nabla L_v + \nabla L_{ent}$$

$$= \frac{\partial \log \pi(a(t)|s(t), \theta)}{\partial \theta} \delta(t) +$$

$$\beta_v \delta(t) \frac{\partial V}{\partial \theta_v} + \beta_e \left( \frac{\partial H(\pi(a(t)|s(t), \theta))}{\partial \theta} \right)$$

$$\delta(t) = [R^{disc}(t) - V(s(t), \theta_v)]$$

$$R^{disc}(t) = \sum_{t=0}^{T} \gamma^{t-1} r(t)$$

where $\theta$ and $\theta_v$ are the synaptic weight parameters for the policy and value function, and $\gamma = 0.99$ is the reward discount factor. Hyperparameters $\beta_v = 0.5$ and $\beta e = -0.001$ control the value estimate loss and entropy regularisation term contributions to the total loss. Lastly, $\delta(t)$ is the temporal difference error that informs the actor-critic of the advantage incurred. The critic is a single linear unit, actor is softmax activated and the hidden layer has 8192 units with a ReLU variant activation function where if the unit activity is above a threshold value of 3, the value is retained otherwise, it is converted to a 0. Using this variant showed a faster convergence in training compared to original ReLU function. Synaptic weights are updated using the RMSprop optimiser with learning rate 0.000035.

**A.4 Reward disbursement**

Each agent is free to explore the arena till the trial ends but if it finds the reward before, the agent remains stationary at the reward location until the trial ends to model consummatory behaviour. After the agent reaches the reward, a total reward value $R = 4$ is disbursed at a reward rate $r(t)$, similar to \[26\], given by

$$r_a(t) = (1 - \frac{100}{\tau_a}) r_a(t-1), \quad r_b(t) = (1 - \frac{100}{\tau_b}) r_b(t-1),$$

$$r(t) = \frac{r_a(t) - r_b(t)}{\tau_a - \tau_b}$$

with $\tau_a = 120ms$ and $\tau_b = 250ms$ for all agents except for the Reservoir agent trained by sparse learning signal where $\tau_b = 2500ms$. When the agent reaches the reward, it is updated according to

$$r_a(t) \rightarrow r_a(t) + R \quad r_b(t) \rightarrow r_b(t) + R$$

such that $r(t)$ integrates to $R$. In trials where the agent does not reach the reward location, no punishment is given, except for the A2C agent where a negative reward $R = -1$ is given to penalise the actions taken, else the agent converges to a stationary action policy.

**A.5 Motor Controller**

The symbolic motor controller is formulated by taking the goal $g(t)$ and current position $p(t)$ coordinates as inputs and performing vector subtraction.

$$Q^{vecesub}(t) = g(t) - p(t)$$

The dot product between the resultant vector $Q^{vecesub}(t)$ and $K^{dir}$

$$A^{mc}(t) = \text{softmax}(\beta_{mc} Q^{vecesub} K^{dir})$$
with $\beta_{mc} = 4$ as a scaling factor, specifies the direction and magnitude in which the agent needs to move in order to reach the goal location. Using a softmax for $A^{mc}(t)$ creates a firing rate profile similar to the ring attractor where actions besides the optimum can also be taken to reach the goal location.

$$\phi^{mc}(t) = \text{softmax}(W^{out\ mc} \cdot h^2(t))$$

$$h^2(t) = \text{ReLU}(W^{hid2} \cdot h^1(t))$$

$$h^1(t) = \text{ReLU}(W^{hid1} \cdot u(t))$$

$$u(t) = [g(t), \zeta(t), p(t)]$$

$$L = \sum (\phi^{mc}(t) - \phi^{nm}(t))^2$$

$$\phi^{mc}(t) = \epsilon(t) \cdot A^{mc}(t)$$

$$A^{mc}(t) = \text{softmax}(\beta_{mc} \cdot Q^{vocênh}(t) \cdot K^{dir})$$

$$Q^{vocênh}(t) = (g(t) - p(t))$$

Figure 4: Symbolic and neural motor controller architecture. Goal and current position coordinates are taken in as inputs. In the symbolic motor controller, vector subtraction is performed and the direction of movement is chosen. The output of the symbolic motor controller is gated using $\epsilon(t)$. A neural motor controller can be trained by backpropagation by taking the mean squared error between the symbolic motor controller target output $\phi^{mc}$ and neural motor controller output $\phi^{nm}$. The output of the neural motor controller does not need to be explicitly suppressed.

To allow the agent to freely explore the maze and find the target location versus turning on the motor controller for directed movement, a gating factor $\epsilon(t)$ is used to signal the presence or absence of a goal and modulate the output of the symbolic controller $\phi^{mc}$ before passing it to the ring attractor in Eq. 15.

$$\phi^{mc}(t) = \epsilon(t)A^{mc}(t)$$  \hspace{1cm} (24)

We have formulated two solutions to gate the motor controller activity. The first involves the $L_2$ norm of the goal coordinate

$$\epsilon(t) = \begin{cases} 
1, & \text{if } \|g(t)\|^2 > \omega \\
0, & \text{otherwise.} 
\end{cases}$$

(25)

If the $L_2$ norm is lesser or greater than the threshold $\omega$, the output of the motor controller $A^{mc}(t)$ will or will not be suppressed by $\epsilon$ respectively. Such a control mechanism is similar to [14] where the agent freely explores the maze if the agent’s memory was empty and performs goal directed movement if there was a stored goal coordinate. Instead, the episodic memory bank matrix used by the symbolic agent is initialised to 0 and the goal coordinate output by the reservoir is 0 since the synaptic weights $W^{out}$ is initialised as 0.

The main results were obtained by using $\omega = 0.15$. This increased the propensity for the agents to explore the periphery of the maze but it also meant that the goal location with coordinates (0,0) could not be considered as a target. Instead, a lower threshold $\omega = 0.025$ can be used such that the coordinate (0,0) can be considered as goal. This is because the agent only stores the coordinate at which it hits the target, which is ±0.03 from the center of the goal coordinate instead of the center of the goal coordinate. Lowering the threshold increases the agent’s propensity to employ the motor controller and move to the center of the maze, especially when it encounters a new input $Q(t)$. For example, an unforeseen input e.g. Cue 7 to Cue 18 during single session NPA training causes both the attention mechanism in the episodic memory bank and the reservoir to recall a goal coordinate.
vector with $L_2$ norm closer to (0,0). This causes the agent to move to the center first and searching for goal locations. This could be a similar strategy animals or humans employ. However, this limits the agent’s exploration mostly to the center. The total trial time needs to be increased to 3600 seconds to cater more time for the agent to eventually find goal locations near the periphery of the maze.

The second solution involves learning a confidence function $\varsigma$. The intuition is similar to the confidence ascribed to a recalled goal coordinate where a value closer to 1 indicates the highest confidence.

$$
\varepsilon(t) = \begin{cases} 
1, & \text{if } \varsigma > \omega \\
0, & \text{otherwise} 
\end{cases}
$$

(26)

If $\varsigma$ is lesser or greater than the threshold $\omega$, the output of the motor controller $A^{mc}(t)$ will or will not be suppressed by $\varepsilon$ respectively.

Learning this confidence signal in the Symbolic agent involves storing $\varsigma = 1$ together with the current position coordinates $(p(t), \varsigma = 1)$ in a 18 X 3 Value matrix of the episodic memory bank, when the agent reaches the reward location. During recall, $(g(t), \varsigma)$ is obtained using the attention mechanism and passed to the symbolic motor controller together with the current position coordinates $p(t)$ of the agent.

Learning this confidence function $\varsigma$ by the Reservoir agents is similar to learning the target coordinates. Instead of two readout units, Reservoir agents now have three readout units, each to learn and represent $(g(t), \varsigma)$. The target to learn then becomes $(p(t), \varsigma = 1)$ for both the reservoir trained by the Perceptron (Eq. 8 and the exploratory Hebbian (Eq. 10 and Eq. 12) rules.

Similar algorithms can be either handcrafted or learnt by the agent to switch between these explore-exploit modalities. Unlike Eq. 25, Eq. 26 with $\omega = 0.75$ allows the agent to reach goal location (0,0) without needing to extend the trial duration to 3600 seconds.

### A.6 Neural implementation of symbolic motor controller

The computations performed by the symbolic motor controller, namely vector subtraction and suppression of motor controller activity, can be learned by a neural network. The neural architecture takes the goal coordinates $g(t)$, confidence function $\varsigma(t)$ and agent’s position coordinates $p(t)$ as input $u(t)$, has two layers of 1024 ReLU activated hidden units $h(t)$ and 40 output units with a softmax layer (Fig. 4). The dataset for supervised learning comprised of 972,405 goal, position, confidence function combinations spanning the dimensions of the square maze $x = (0.8m, 0.8m)$ as inputs and the gated symbolic motor controller output $\phi^{mc}$ as the target. The loss function to be minimised is the mean squared error between the output of the neural $\phi^{nmc}$ and symbolic $\phi^{mc}$ and motor controllers.

$$
\nabla L = \sum (\phi^{mc}(t) - \phi^{nmc}(t))^2
$$

(27)

The synaptic weights $W^{hid1}$, $W^{hid2}$ and $W^{outnmc}$ of the neural network were trained by backpropagation using the Adam optimiser with a learning rate of 0.001 for 10 epochs with $\omega = 0.75$. Such pretraining of neural network to achieve specific computations can be attributed to evolution or learning during development.

This pretrained neural motor controller was integrated with the Reservoir agent to create a fully neural implementation of the Symbolic agent, offering a complete biologically plausible solution to one-shot learning of single displaced and multiple paired associations tasks. Both Reservoir agents were able to replicate the results demonstrated by the Symbolic agent without requiring additional symbolic computations such as suppressing the motor controller activity using $\varepsilon(t)$, instead the pretrained neural motor controller was able to perform implicit gating of activity.
A.7 Symbolic memory & self-position weights

Figure 5: **Episodic memory bank and self-position network weights.** a) 2D episodic memory bank with each row storing 49 place cell activity, cue vector of size 18, 2D goal coordinates and confidence function value of 1 if the target was reached. Example Cue 7 to Cue 18 information are stored in the memory bank. b) Synaptic weights of self-position coordinate network to estimate an agent’s 2D coordinate in the square maze. Weights converge to a similar form as in Foster, Morris & Dayan (2000) [14] but for a square maze.

A.8 12NPA trajectory

Figure 6: **Example trajectory of agents solving 12 new paired associations (12NPA).** Circles and squares without border indicate start and end positions respectively. A2C agent navigates to three out of 12 locations and achieves low visit ratio at each paired associate. Comparatively, the Symbolic and Reservoir agents spend most of the time at the correct cue-location pairs during each cued probe trial.