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Abstract: Exploiting multimedia data to analyze social networks has recently become one of the most challenging issues for Social Network Analysis (SNA), leading to defining Multimedia Social Networks (MSNs). In particular, these networks consider new ways of interaction and further relationships among users to support various SNA tasks: influence analysis, expert finding, community identification, item recommendation, and so on. In this paper, we present a hypergraph-based data model to represent all the different types of relationships among users within an MSN, often mediated by multimedia data. In particular, by considering only user-to-user paths that exploit particular hyperarcs and relevant to a given application, we were able to transform the initial hypergraph into a proper adjacency matrix, where each element represents the strength of the link between two users. This matrix was then computed in a novel way through a Convolutional Neural Network (CNN), suitably modified to handle high data sparsity, in order to generate communities among users. Several experiments on standard datasets showed the effectiveness of the proposed methodology compared to other approaches in the literature.
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1. Introduction

With the widespread diffusion of Online Social Networks (OSNs) and more and more powerful mobile devices in recent years, multimedia data have become the most natural means of reporting events, witnessing facts, and sharing user experiences or life moments. Facebook, TikTok, and Instagram are certainly the most striking examples of this phenomenon.

Thanks to the massive sharing of multimedia material (in particular, images and videos), users of social networks now prefer to interact and communicate by posting multimedia information and commenting on, or in general interacting with, the content.

Thus, a series of nondirected ties can be created among people who share the same interests or passions, mainly through the interaction with multimedia content. In other terms, the post of an image or video on one of these social networks can trigger an enormous amount of reactions among users, even if they do not know each other directly.

The exploitation of multimedia data to analyze social networks has resulted in Multimedia Social Networks (MSNs), which support new ways of user-to-user and user-to-content interaction [1,2].

This fact represents a greedy opportunity for Social Network Analysis (SNA), whose goal is to infer useful knowledge from social communities to support various tasks: influence analysis, expert finding, community detection, item recommendation, and so on. Indeed, it is well known that modern influencers publish photos and videos on social networks to condition the behavior of other users, often for marketing or political purposes.

SNA could therefore exploit the relationships that are generated between users who in some way interact with the same multimedia data to discover possible affinities. In addition,
the similarity between two multimedia objects could create further useful implicit links among users. As an example, if in a given social network, two users often comment on the photos of sunsets published by a third user, then it could be deduced that: (i) the two users are fascinated by landscapes with sunsets; (ii) the third user could have a certain influence on the first two. If the posted photos are very similar to those published by another user, even the latter could somehow have interests similar to the first three, and more generally, all users could belong to the same community.

In MSNs, due to their continuous growth, it is increasingly complicated to identify communities, jointly considering global information about network interactions and local information about users. From the perspective of connectedness and density, communities are known as locally dense connected subgraphs or clusters of nodes, and in addition to the internal cohesion of subgraphs, their separation from each other should also be taken into account. More recent approaches leverage deep-learning models, often with embedding techniques, to accomplish the task, but several problems remain in their application due to several features of MSNs (e.g., hierarchical structure, unknown communities, network heterogeneity, signed information on edges, community embedding, networks dynamic, etc.) [3].

In this paper, to overcome the above issues, we propose an alternative approach. First of all, to capture and represent all the different kinds of relationships among users, often mediated by multimedia objects, we propose an extension of the hypergraph-based data model, which some of the authors have recently introduced in previous work [4]. Then, only by considering user-to-user paths that exploit particular hyperarcs and are relevant for a given application, we were able to transform the initial hypergraph into a proper adjacency matrix in which each element represents the strength of tie between two users, taking into account the inherent complexity of graph relationships. Each bond considers both direct user-to-user relationships and nondirected links that are generated through user-to-content and content-to-content relationships. This matrix is then computed in a novel way through a neural convolutional network, properly modified to manage the high sparseness of the data, in order to generate communities among the users within an MSN.

Summarizing, the novelty introduced by our work is twofold: on the one hand, the use of a hypergraph-based model to represent in a very effective manner the complex, dynamic, and heterogeneous information within an MSN and to efficiently extract the relevant user-to-user paths useful directly transforming the graph into an adjacency matrix, avoiding embedding methods, which can cause the loss of information; on the other hand, the introduction of a semi-supervised approach for community detection using convolutional neural networks to deal with high-dimensional adjacency matrices, which are not suitable as the input to the classical CNN, since they classify images with significantly smaller input matrices.

The paper is organized as follows. Section 2 gives the related work concerning social network modeling and community detection issues. Section 3 describes the proposed methodology for MSN analysis, by detailing the hypergraph-based model and the adopted community detection solution. Section 4 reports the experimental results of our community detection w.r.t. other approaches and standard datasets. Finally, Section 5 discusses some conclusions and future work.

2. Related Works

In the last decade, the growth and complexity of social networks have brought new opportunities and, at the same time, new issues related to their modeling and analysis. In the following, we report the main approaches in the literature for modeling OSNs with the related multimedia information w.r.t. the supported SNA tasks and for discovering communities in such environments.
2.1. Social Network Modeling

The first proposal for modeling an OSN considers only users and their interactions. Exploiting this model, different approaches have been proposed with respect to particular applications, such as lurker identification [5,6], influence analysis [7,8], and expert finding [9,10]. However, these approaches do not consider the contribution made by multimedia content. To this end, more complex models have been proposed for social information networks, which can be classified into four categories, summarized in Table 1.

| Type       | Ref. | Entities                          | Application          |
|------------|------|-----------------------------------|----------------------|
| Graph      | [11] | Multimedia objects, concepts      | Multimedia annotation|
|            | [12] | Images, users, and tags           | Link-based similarity |
| Bipartite  | [13] | Users and contents                | Influence diffusion   |
|            | [14] | Users and contents                | Social recommendation |
| Tripartite | [15] | Users, tags, and images           | Recommendation        |
|            | [16] | Users, interaction behavior, and tags | Recommendation    |
|            | [17] | Users, Tweets, and topics         | Coronavirus analysis  |
| Hypergraph | [18] | Users, tags, and resources        | Consensus maximization |
|            | [19] | Users, time, and POIs             | Location prediction   |
|            | [20] | Users and items                   | Recommendation        |

In the first family, a social network is represented as a graph whose set of vertices is heterogeneous. Using such a model, Qi et al. [11] proposed an algorithm that combines both the content and information context of the network for multimedia data annotation. In turn, Jin et al. [12] used graph modeling and multimedia content information to propose a new concept of image similarity.

The second family models the social network via a bipartite model. Zhu et al. [13] designed a bipartite graph to model the interaction between users and multimedia content to analyze the content diffusion in a social network. In [14], the authors proposed a social recommendation framework based on an embedding method for general bipartite (user–item) graphs.

The third category of approaches uses tripartite graphs, whose set of vertices is typically composed of users, tags, and resources. Zhang et al. [15] presented a recommendation method using a user–image–tag model, whose main novelties concern user preference identification on the basis of users’ interaction with images and re-ranking social images on the basis of the content. In [16], the authors introduced an interaction tripartite graph, composed of heterogeneous vertices (users, interaction behavior, and content), whose edge weights are tuned by using an attention-driven CNN for recommendation. A tripartite graph—whose set of vertices is composed of users, tweets, and topics—was detailed by Liao, Zheng, and Cao [17] for providing coronavirus pandemic analysis through non-negative matrix factorization and sentiment analysis.

Finally, the last group defines the OSN as a hypergraph. In [18], the authors proposed a tensor decomposition approach that guarantees learning via a three-uniform hypergraph. A heterogeneous hypergraph embedding (LBSN2Vec++) was developed by Yang et al. [19] in order to consider complex interactions among users, time, and Points of Interest (POIs) for friendship and location prediction tasks in a location-based social network. Zheng et al. [20] developed a hybrid matrix factorization approach approach exploiting a hypergraph data structure to represent complex interactions in social networks for recommending items.

The chosen model was inspired by hypergraph-based approaches, which surely are the most promising ones. In particular, starting form our preliminary previous work [4],...
we designed a novel data model based on hypergraphs that considers all the different relationships typical of social networks, focusing on the role of multimedia objects as the main means for connecting two users.

2.2. Community Detection Algorithm

Identifying groups of users who share similar interests has become a relevant topic in different application domains. Nevertheless, the main issues about this task are related to the existence of numerous community definitions and the high time complexity requirements of many community detection algorithms. The definition of modularity considers both an interaction between entities (the nodes) belonging to the same community and contextually also a weak interaction with nodes that are outside of that community. Since there are different structural definitions that satisfy the modularity criterion, no formal definition of community is universally accepted [21,22]. In addition, communities can have different properties, often derived from the domain in question, such as hierarchical organization, and nodes that can belong to multiple communities (overlapped). For all these reasons, community identification has been approached from different perspectives, but still remains one of the outstanding research problems in graph analysis.

In the following, a classification of existing methods for community identification in an OSN is discussed.

We can consider five classes of community and cluster graph discovery methods, which depend on the methodological principle and the adopted community definition [23–25]: cohesive sub-graph discovery, which analyzes the topology of a sub-graph of the network that should satisfy being a community (i.e., cliques or k-core); vertex clustering, whose goal is classical cluster discovery (i.e., k-means or hierarchical clustering); community quality optimization, which constructs clusters by optimizing a cluster quality metric (i.e., conductance or modularity); divisive, identifying communities based on the arcs that interconnect them (i.e., Girvan and Newman); model-based, relying on statistical models for generating network divisions (i.e., label propagation analysis).

In the last few years, deep-learning models have been designed for dealing with community detection. Reference [26] designed a method that combines an auto-encoder deep network and K-means for respectively encoding the input data and clustering them in order to identify communities. Yang et al. [27] developed a community detection method based on a modularity function for building a low-dimensional embedding matrix (modularity matrix) by using an auto-encoder scheme. An iterative learning algorithm, named DeepWalk, was designed by Perozzi et al. [28], which is composed of two phases. The first phase is a random walk generator that generates a tree graph starting from a vertex chosen as the root and examining all vertices up to the maximum depth of the tree. In the second phase, SkipGram moves on to the next node and creates the tree from it in order to generate the topological information of the network.

Furthermore, more recently, Reference [29] proposed the GraphGAN framework, which is based on the union of generative and discriminative methods through adversarial training in a minimax game. It was evaluated in three real scenarios, i.e., link prediction, node classification, and recommendation. Instead, Wang et al. [30] propose Community-Aware Network Embedding (CANE), using the adversarial learning framework. The model can sample a set of candidate nodes within the community and relies on dual feedback, one given by the community detection model and the other by the discriminative model. Finally, DNNNC, a novel method for node classification using deep learning, was proposed by [31]. It tries to find the suboptimal solution by pre-existing network embedding methods. It was the first deep node classification model that only relies on the network structure information (and not other information, such as node characteristics).

Nevertheless, these approaches are subject to some limitations in terms of the size and heterogeneity of the dataset or encoding approach that lead to losing some information that could be useful for community detection. For this reason, we propose a CNN model
that can handle adjacency matrices without encoding, exploiting their intrinsic sparsity to fully preserve both the local and global structural information about a network’s graph.

3. Methodology

In this section, we describe both the proposed data model of Multimedia Social Networks (MSNs) and the community detection approach based on the deep-learning model for community detection. Furthermore, the proposed convolutional-network-based approach can handle a large number of social relationships, which are established between two users, to identify communities in an MSN.

3.1. Multimedia Social Network Model

Our MSN model is characterized by two entities: users, persons or organizations, characterized by some attributes (i.e., profiles, interests, preferences), belonging to one or more communities, and multimedia objects, a set of multimedia entities (i.e., images, text, or videos), described by metadata or low-level features, that can be shared within a social network.

Different relationships can be established between these entities; for instance, a user can establish a relationship with another one (friendship or following); a user can publish a photo, or video or comment on other multimedia objects or two images can be connected according to their similarity.

Definition 1. Let $U$ and $O$ be, respectively, the set of users and multimedia objects. A multimedia social network can be defined as a triple $G = (V, E = \{e_i : i \in I\}, \omega)$, where $V = U \cup O$ is the set of vertices, $H$ is the set of hyperarcs, and $\omega : E \rightarrow [0, 1]$ is a function that assigns a weight to each hyperarc.

Each hyperarc is defined as an ordered pair $e_i = (e_i^+, e_i^-) = (V_i^+, i); e_i^- = (i, V_i^-))$, where $e_i^+$ is called the tail of the hyperarc and $e_i^-$ is the head of the hyperarc. However, it turns out that the set $V = V_i^+ \cup V_i^-$ is the set of vertices representing the entire hypergraph. Furthermore, we define the degree of the hyperarc $d_{e_i}$ as the cardinality of contained vertices that have incident arcs and the degree of a vertex $d_{v_i}$, as the cardinality of hyperarcs that are incident to vertex $v_i$. It is also possible to define oriented and undirected arcs: in the first case, each arc can be seen as a function that maps two disjoint and nonempty sets of $V_i^+$ and $V_i^-$.

Furthermore, we can define the main relationships of an MSN, which are classified into the following three main categories:

1. **User-to-user**: representing a user’s actions with another user, which are, formally, defined as $e_i = ((V_i^+, i); (i, V_i^-))$, where $V_i^+ = \{u_k\}$ and $\{u_k\} \subseteq U$, where $V_i^- = \{u_k\}$; $U$ and $V_i = \{u_k\}$.

2. **User-to-multimedia object**: representing the relationships a user has with other media objects, possibly associated with a weight (depending to the analyzed MSN).

3. **Similarity**: by the similarity relations between two users or between two objects. Mathematically, it is described as $e_i = ((V_i^+, i); (i, V_i^-))$ with $V_i^+ = \{u_k\}$ and $\{u_k\} \subseteq U$; $V_i^- = \{v_k\}$ with $i \neq k$. The weight associated with this class of hyperarcs is a function of different factors, such as the metric used and the type of vertex considered.

We chose these types of relationships in our model for representing the complex and heterogeneous interactions between users and/or multimedia objects considering the characteristics of the most diffused OSNs (i.e., Twitter, Facebook, Flickr, Youtube, Instagram, etc.), but also more specific social networks (LinkedIn, ResearchGate, etc.). In our model, each kind of n-ary relationship can be easily implemented; thus, a user can tag another one within an image, different users can belong to the same group, and so on.
We can observe that the weight of a hyperarc is calculated on the basis of the type of relationships that exist between two vertices; in the case of similarity between multimedia data, the weight will correspond to their similarity according to low- and high-level features. In the case of user-to-user and user-to-object relationships, the relative weight can in some way be considered proportional in the first case to the frequency of relationships between users, while in the second case, it is related to the topic published. For simplicity, we can always consider the weight of these arcs to be equal to 1.

Figure 1 shows an example of a given MSN in which users can be connected either because they interact with the same multimedia content (through orange hyperarcs) or because they interact with similar content (through blue hyperarcs). Such kinds of information can be very useful to community detection algorithms to identify the right clusters of users.

Once the MSN model has been defined, it can be seen that there are different paths connecting two users. These paths allow estimating how users interact with each other; obviously, not all of them are eligible for relationship description, but it depends on the considered SNA application.

Therefore, it is necessary to introduce the concept of a relevant path, which is a sequence of hyperarcs that meets a given condition $\Theta$. Such a condition can be defined on nodes and hyperarc attributes and allows us to take full advantage of all the features of social networks. In particular, the estimation of the interaction strength between two users is performed using the concept of a relevant social path, which is a path between two users that can exploit multimedia objects on which they both interact or that are similar or involve other MSN users.

Figure 2 shows an example of a relevant path defined between two users, based on the fact that they are interested in two similar objects.
These paths, then, allow us to construct a weighted adjacency matrix, called the \textit{weighted relevant path matrix}, whose element \((i,j)\) represents the probability of interaction, estimated from the number and weight of \textit{relevant social paths}, between users \(i\) and \(j\). It should be noted that any update of the graph requires a corresponding change in the adjacency matrix; in particular, our method easily handles potential changes in network topology by exploiting the sparsity of the adjacency matrix. Figure 3 describes the generated adjacency matrix for the MSN in Figure 1, considering as relevant paths all those leveraging user-to-content and similarity relationships.

\begin{figure}[h]
\centering
\includegraphics[width=\columnwidth]{figure2.png}
\caption{Example of a relevant path within the MSN defined in Figure 1.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\columnwidth]{figure3.png}
\caption{User-to-user sparse matrix related to the MSN shown in Figure 2.}
\end{figure}

### 3.2. Community Detection Approach Based on Deep Learning

In this section, we describe the proposed convolutional network, whose details are shown in Figure 4, which uses as the input the user–user adjacency matrix with the goal of identifying communities by combining semantic and topological content.
In MSNs, the number of users is increasing, usually in the order of tens of millions; thus, the proposed network involves the use of sparse matrices in order to reduce the expected computational burden. In particular, this CNN relies on the classical four layers, as shown in [32]: ingestion, convolution, max-pooling, fully connected layer. The ingestion layer deals with the building of the adjacency matrix from the MSN network, which is fed the convolutional layer as the input, performing a set of filters to extract the main features. This layer provides a set of matrices (feature map) as the output, on which a max-pooling operation is performed to reduce the problem resolution. The output of this layer is fed the fully connected layer as the input, whose aim is to define the probability distribution of each node over K classes.

More in detail, the convolutional network takes an adjacency matrix obtained by analyzing the content published or the actions carried out by other users within social networks, forums, etc., as the input. Then, this matrix is analyzed through a series of filters (also called the kernel matrix) in order to extract the feature characteristics that allow discriminating how a user interacts with other nodes. The output of the convolutional layer is processed by the max-pooling layer, reducing the size of the problem. After the max-pooling operation, the convolutional layer aggregates the features of the various feature maps to provide the required prediction. Finally, a learning phase is carried out to optimize the weights of the network for the analyzed task. Regarding the complexity of the convolution operation, it depends on the size of the input, i.e., the matrices, and of the kernel. If \( M, N \) represents the input matrix size and \( k, j \) the kernel matrix, the computational cost is equal to \( O(MNkj) \) (worst case).

### 3.2.1. Ingestion Layer

The **ingestion layer** allows us to construct the input matrix (adjacency matrix) of the proposed convolutional network. The adjacency of a node \((n)\) with respect to others in the network is expressed as a vector of features of length \(N\), where \(N\) is equal to the number of users in the network. In our opinion, each row of the adjacency matrix can express how a user exerts his/her influence with respect to the other nodes in the network on the basis of an influence function inversely proportional to the distance between the nodes in the network. Formally, a function between two generic nodes \(i\) and \(j\) can be described by the following formula

\[ e^{\sigma(1 - s_{ij} \times w_{ij})} \]

where \(\sigma\) is the attenuation factor and \(s_{ij}\) and \(w_{ij}\) represent the distance and the path weight (the minimum between the weights of the arcs within the path) between \(i\) and \(j\), respectively.
Finally, this module allows the creation of the input for the next layer, decomposing the adjacency matrix into individual rows, which are transformed into a two-dimensional matrix of cardinality \( w \times h = N \).

3.2.2. Convolutional Layer

This layer performs the convolution operation with a set of filters (or kernels), especially chosen to extract the main features for the examined problem, generating a set of matrices called the feature map as the output. Formally, each element of each feature map is computed using the following formula:

\[
\hat{v}_{ij}^n = \text{ReLU}(b_w + \sum_{i=0}^{w-1} \sum_{j=0}^{h-1} w_{ij} \cdot p_{(x+i)(y+j)}^n)
\]

where \( p_{(x+i)(y+j)}^n \) and \( b_w \) represent the value at position \((x+i, y+j)\) of the input matrix, the weight at position \((i, j)\), and the bias value for the corresponding convolutional kernel, respectively.

In conclusion, the output of the convolutional layer is a set of feature maps with a number equal to the cardinality of the chosen set of filters, each of size \((w - w' + 1) \times (h - h' + 1)\).

3.2.3. Max-Pooling Layer

This layer performs the max-pooling operation on the previously described convolution output. In particular, it performs a subsampling of the given feature map, which allows reducing the resolution of the problem with the use of an equal number of feature maps. Formally, selecting a sliding window of \( m \times m \), reducing the resolution of the problem with the use of an equal number of feature maps. Formally, selecting a sliding window of \( m_1 \times m_2 \), the max-pooling operation is performed on a feature map of dimension \( f_1 \times f_2 \) by selecting the maximum in each non-overlapping one of cardinality \( m_1 \times m_2 \), producing a matrix of \( \frac{f_1}{m_1} \times \frac{f_2}{m_2} \) dimensions as the output.

3.2.4. Fully Connected Layer

The last layer of the proposed network is the fully connected layer, which consists of \( K \) neurons, whose number is equal to the number of communities to be analyzed. Summarizing, the output of this layer represents the probability distribution over \( K \) community classes.

Each neuron assigns each input node to the relative community by setting to 1 the output value of the relative neuron, while the others are set to zero. Note that each value in each feature map is connected to all \( K \) neurons in the fully connected layer.

Formally, the value of the \( k \)-th neuron can be calculated by the following formula:

\[
\hat{o}_{n}^{k} = \text{ReLU}(b_{k}^{f} + W_{k}^{f}c_{n}^{(1,2)})
\]

where \( f \) denotes the last fully connected layer, while \( c_{n}^{(1,2)} \), \( W_{k}^{f} \), and \( b_{k}^{f} \) are the output of the convolutional layer, the weights, and the bias of the \( k \)-th neuron in the layer under consideration, respectively.

In conclusion, the learning phase iteratively updates the convolutional layer to improve the accuracy of the proposed system by optimizing the system parameters \((P = (W, W_f, b, b_f))\). Then, a back-propagation step is performed in order to optimize the values of the vector \( P \). Formally, we assume that there is a set \( T \) of training sample \( \{(s_n, I_n) \mid 1 \geq n \geq T \} \), where \( s_n \) is the adjacency relation of node \( n \) and \( I_n^{k} \) expresses whether or not the node belongs to the particular community. The cost function can be expressed as follows:

\[
J(P) = \frac{1}{2} \sum_{n=1}^{T} \|o_{n} - I_{n}\|_2^2 = \frac{1}{2} \sum_{n=1}^{T} \sum_{k=1}^{k} (\hat{o}_{n}^{k} - I_{n}^{k})^2
\]

where \( \hat{o}_{n}^{k} \) is the value of the \( k \)-th neuron and \( I_{n}^{k} \) the \( k \)-th size of the corresponding label vector (ground truth).
This iterative process continues until Equation (3) converges by optimizing the parameters of the vector $P$ via the back-propagation operation. The back-propagation criterion used was the sparse softmax cross-entropy, suitably modified to be optimized to work with sparse matrices.

Our approach relies on the semi-supervised strategy, which requires a small sample of training data, on which we tuned the optimal parameters in order to identify communities in an MSN.

4. Experimental Evaluation

In this section, we describe the experimentation performed to evaluate the proposed approach on different datasets.

4.1. Experimental Protocol

Our evaluation aimed to investigate the effectiveness and efficiency of the proposed approach according to the following three criteria:

- Time efficiency analysis of our approach on the artificial dataset, varying the matrix sparsity and number of nodes;
- Performance analysis during the training phase considering the loss value and different optimization metrics;
- Effectiveness analysis of the proposed approach with respect to DeepWalk [28], SDNE [33], LINE [34], GraphGAN [29], CANE [30], and DNNNC [31].

The proposed approach was evaluated on three different datasets: an artificial dataset, varying the number of nodes from 50,000 to 200,000 and the related sparsity degree between $10^{-8}$ and $10^{-3}$, BlogCatalog3 (http://datasets.syr.edu/datasets/BlogCatalog3.html, accessed on 10 October 2021), and Yahoo Flickr Creative Commons 100M (YCFMM100M) [35], a dataset containing about 100 million photos and videos extracted from Flickr. For the dataset YCFMM100M, images were filtered by tags in order to consider only the ones about cultural heritage, which were, successively, processed according to the methodology described in Section 3. The final dataset was composed of 138,100 nodes and 135,613 non-zero values, thus having a degree of sparsity equal to $7.1 \times 10^{-6}$ and only 71,605 values different from zero. Finally, we developed our framework on the Microsoft Azure (https://azure.microsoft.com/, accessed on 10 October 2021) cloud computing platform using an E2-64 v3 virtual machine equipped with a 2.3 GHz Intel XEON® E5-2673 v4 (Broadwell) processor and 32 GB of RAM.

4.2. Metrics

We estimated the performance with Macro $- F_1$ and Micro $- F_1$ [33,36]; the reason for choosing these metrics is that the problem to be solved is a multi-label classification.

Consider $X$ as one of the possible labels. We refer to $TP(X)$, $FP(X)$, and $FN(X)$ as the number of true positives, false positives, and false negatives, respectively. Assume then that $C$ is the set of labels. Macro $- F_1$ and Micro $- F_1$ are defined as follows:

$$
Macro - F_1 = \frac{\sum_{X \in C} F1 - measure(X)}{|C|} 
$$

(4)

$$
Micro - F_1 = \frac{2 \times Precision \times Recall}{Precision + Recall} 
$$

(5)

where the precision and recall are defined as:

$$
Precision = \frac{\sum_{X \in C} TP(X)}{\sum_{X \in C} (TP(X) + FP(X))} 
$$

(6)

$$
Recall = \frac{\sum_{X \in C} TP(X)}{\sum_{X \in C} (TP(X) + FN(X))} 
$$

(7)
4.3. Architecture

We propose a modular and scalable architecture based on Big Data architectures, which consists mainly of two modules: *data crawling* and *data processing*.

In particular, the data crawling module is responsible for crawling information from different social networks, on which, subsequently, a data cleaning operation is carried out to remove errors and inconsistencies from the data and tuple dangling in order to improve the quality of data.

The data processing focuses on the building of the multimedia social network based on the Spark framework (https://spark.apache.org/, accessed on 10 October 2021) from the data collected by the *data crawling* module and on the development of a new machine-learning model based on the TensorFlow framework (https://www.tensorflow.org/, accessed on 10 October 2021) for community detection in MSNs.

4.4. Running Time Analysis

In this section, we analyze the convolution execution times when varying the number of nodes and the sparsity of the input matrix. In particular, in Figure 5, we generated four different datasets with 10,000, 50,000, 100,000, and 200,000 nodes by setting the sparsity to a value of $10^{-4}$.

![Figure 5. Running time of the convolutional operation when varying the number of nodes.](image)

As can be seen from Figure 5, the proposed approach turned out to be more efficient as the number of nodes increased compared to the one based on dense matrices, which adopts the primitives of the TensorFlow framework. Furthermore, it can be seen that the running time was closely related to the number of nodes, and the results were strictly based on the workstation used.

In Figure 6, we fixed the number of nodes at 50,000 and varied the matrix sparsity between $10^{-8}$ and $10^{-3}$. 

![Figure 6](image)
It can be seen that in this case, the convolution time for the algorithm based on dense matrices was constant as it does not depend on the matrix sparsity. Moreover, the proposed approach turned out to be effective compared to a native method until the degree of sparsity decreased to a value between $10^{-4}$ and $10^{-3}$.

Furthermore, there are two points of caution to be noted: (i) the degree of sparsity in real social networks varies between $10^{-6}$ and $10^{-8}$; (ii) the timescales may be subject to a 500–1000-times reduction in their value in case a GPU is used.

Finally, Table 2 shows the running time of the proposed approach with respect to six different state-of-the-art approaches: DeepWalk [28], SDNE [33], LINE [34], GraphGAN [29], CANE [30], and DNNNC [31]. It is easy to note that our approach achieved performances similar to the majority of the state-of-the-art approaches.

Table 2. Running time comparison among the proposed approach w.r.t. six different state-of-the-art models.

| Model   | Dataset | Blogcatalog3 | Flickr  |
|---------|---------|--------------|---------|
| CNN     | Blogcatalog3 | 41 min       | 315 min |
| DeepWalk| Blogcatalog3 | 21 min       | 159 min |
| SDNE    | Blogcatalog3 | 47 min       | 366 min |
| LINE    | Blogcatalog3 | 42 min       | 326 min |
| GraphGAN| Blogcatalog3 | 49 min       | 382 min |
| CANE    | Blogcatalog3 | 55 min       | 432 min |
| DNNNC   | Blogcatalog3 | 39 min       | 298 min |
4.5. Training Performance Analysis

We evaluated the loss function on the training set with respect to a set of parameters:

- Learning rate (0.1, 0.01, 0.001);
- Kernel number (three and ten);
- Optimizer (gradient descent and Adam);
- Decaying rate.

In particular, we used two types of optimizers: descending gradient, an iterative first-order optimization algorithm for finding the minimum of a function, and Adaptive Moment Estimation (Adam), an additive first-order gradient optimization algorithm for a stochastic objective function. Figure 7a,b analyzes the learning curves using the two optimizers when varying the number of kernels.
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Figure 7. Loss analysis when varying the number of kernels. (a) Loss analysis with 2 convolutional layers and 3 kernels using gradient descent without decaying. (b) Loss analysis with 2 convolutional layers and 10 kernels using gradient descent without decaying.

In Figure 7a, it is possible to notice how the choice of the learning rate for the downward gradient had an impact on the value of the loss obtained, while it became less significant for the Adam optimizer. Furthermore, Figure 7a,b shows how in the case of the descending gradient, it was necessary to use a high-level learning rate in order to reach a value of 0.5, a value reached with the Adam optimizer with a learning rate of 0.01 in about 600 epochs.

4.6. Effectiveness Evaluation

In this section, we discuss about the effectiveness of our approach with respect to the state-of-the-art ones on two well-known datasets: BlogCatalog3 and Flickr. Firstly, we investigate the performance of the proposed framework when varying the percentage of edges, randomly chosen, setting $s_0 = 1, 2,$ and $3$ in Figure 8 to choose the maximum length of the relevant path. In particular, it is easy to note in Figure 8 that accuracy decreased when increasing the number of arcs removed, achieving better results when setting $s_0 = 2,$ while increasing the number of hops did not provide significant improvements in accuracy. Having defined their maximum length, we compared our approach with respect to different baselines on the BlogCatalog3 and Flickr datasets: DeepWalk [28], an iterative algorithm using local information obtained from a random walk to learn latent representation, and SDNE [33], which relies on a deep model using a Laplacian eigenmap, LINE [34], embedding method using a stochastic gradient and negative samples.
Furthermore, we evaluated our method also w.r.t. more recent approaches: the GraphGAN [29] framework, which is based on the union of generative and discriminative methods through adversarial training in a minimax game; CANE [30], which uses a community-aware network embedding together with adversarial learning; DNNNC [31], which exploits a deep node classification model, only relying on the network structure information.

Figure 8. Accuracy evaluation when removing different percentages of edges.

Tables 3 and 4 show the results of the comparison of our approach w.r.t. SDNE, LINE, DeepWalk, GraphGAN, CANE, and DNNNC on the BlogCatalog3 and Flickr datasets when varying the percentage of labeled nodes. It is easy to note that our approach was close to the best-case performance when the number of training instances increased.

Table 3. Performance of our approach w.r.t. DeepWalk, SDNE, LINE, GraphGAN, CANE, and DNNNC on the BlogCatalog3 dataset.

| % Labeled Nodes | 10% Micro-F1 (%) | 30% Micro-F1 (%) | 60% Micro-F1 (%) | 90% Micro-F1 (%) | 10% Macro-F1 (%) | 30% Macro-F1 (%) | 60% Macro-F1 (%) | 90% Macro-F1 (%) |
|-----------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| CNN             | 30.51            | 39.67            | 44.70            | 47.92            | 14.72            | 24.98            | 31.92            | 35.12            |
| DeepWalk        | 36.00            | 39.60            | 41.30            | 42.00            | 21.30            | 25.30            | 27.60            | 28.90            |
| SDNE            | 31.11            | 36.70            | 41.88            | 44.88            | 19.88            | 24.94            | 28.11            | 31.22            |
| LINE            | 30.43            | 35.99            | 41.41            | 43.46            | 18.67            | 24.81            | 27.91            | 30.64            |
| GraphGAN        | 28.78            | 39.01            | 42.71            | 44.76            | 17.88            | 23.54            | 29.87            | 33.01            |
| CANE            | 28.99            | 39.21            | 42.98            | 45.01            | 18.12            | 23.85            | 30.04            | 33.42            |
| DNNNC           | 28.15            | 38.91            | 41.89            | 44.59            | 17.55            | 23.21            | 29.45            | 32.83            |
Table 4. Performance of our approach w.r.t. DeepWalk, SDNE, LINE, GraphGAN, CANE, and DNNNC on the Flickr dataset.

| % Labeled Nodes | 1% | 3% | 6% | 9% |
|-----------------|----|----|----|----|
| CNN             | 25.94 | 35.88 | 39.43 | 44.51 |
| DeepWalk        | 32.40 | 35.90 | 37.70 | 38.50 |
| SDNE            | 23.74 | 34.76 | 37.83 | 41.14 |
| LINE            | 23.01 | 34.44 | 37.75 | 40.65 |
| GraphGAN        | 23.01 | 33.10 | 37.77 | 42.32 |
| CANE            | 23.47 | 33.49 | 37.89 | 42.54 |
| DNNNC           | 22.79 | 32.99 | 37.14 | 42.16 |

| % Labeled Nodes | 1% | 3% | 6% | 9% |
|-----------------|----|----|----|----|
| CNN             | 12.15 | 20.91 | 26.46 | 29.74 |
| DeepWalk        | 14.00 | 19.60 | 22.90 | 24.60 |
| SDNE            | 11.69 | 19.87 | 23.29 | 26.13 |
| LINE            | 11.52 | 19.76 | 23.01 | 25.78 |
| GraphGAN        | 13.92 | 19.91 | 25.63 | 27.39 |
| CANE            | 14.08 | 19.97 | 25.73 | 27.56 |
| DNNNC           | 13.78 | 19.66 | 25.21 | 27.01 |

5. Conclusions

Currently, we are inundated with a large amount of data from which it becomes increasingly difficult to infer new information. One of the methods to improve knowledge about a particular field of interest is the analysis of social networks through the analysis of human relationships that are established between people. Given the large number of friendship relationships established on modern social networks today, identifying subsets of users who share common interests is becoming increasingly difficult. The identification of such groups of users can be useful in different fields: marketing, with the suggestion of appropriate advertising campaigns, and recommendation systems, with the suggestion of appropriate tourist/cultural routes based on their preferences.

In this paper, a methodology was proposed for modeling heterogeneous information in a hypergraph-based data model and for identifying user groups by combining their preferences and the common actions performed by users on an MSN. The choice to determine communities based on actions allowed reducing the number of relationships established between users, allowing a more granular analysis of the interests and interactions between users. In particular, the analysis of the actions performed by each user on multimedia objects allowed analyzing this behavior within the social network, providing more details about these preferences and interests compared to those of other people; in fact, the addition of paths between cultural objects also allowed the identification of new ways in which two users can interact and thus share similar interests.

Although our approach is promising, we need to discuss its limitations: to use the CNN, one needs to have a GPU-based infrastructure available; moreover, performing parameter tuning, i.e., choosing the learning rate, kernel, and number of epochs, is an expensive process in terms of computational complexity due to the massive matrix input.

Future works will be devoted to:

- Extending the testing phase to other datasets such as Facebook, Twitter, etc., not only with respect to Flickr;
- Optimizing the analysis of influence and recommendation algorithms;
- Reducing the impact of lurkers (a type of behavior on social media in which a user interrupts an online silence or passive thread-viewing habit to engage in a virtual
conversation; the term implies that a user typically does not participate in social media or online social activities) based on communities in social networks;

- Improving the community detection also using embedding techniques directly on hypergraphs, which transform a state space with high dimensionality into a new space with low-dimensionality (e.g., vectors), having the advantages of being able to lighten the computational complexity and to apply many techniques of machine learning.
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