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Abstract

In this paper, we analyze the observability of the visual-inertial odometry (VIO) using stereo cameras with a velocity-control based kinematic motion model \cite{1}. Previous work shows that in general case the global position and yaw are unobservable in VIO system, additionally the roll and pitch become also unobservable if there is no rotation. We prove that by integrating a planar motion constraint roll and pitch become observable. We also show that the parameters of the motion model are observable.

1 Visual-Inertial Odometry with Velocity-Control Based Kinematic Motion Models

In this section we give an overview of the VIO with kinematic motion model constraints (Kin-VIO). The Kin-VIO \cite{1} is an extension of the non-linear optimization-based VIO, which uses motion model constraints in addition to visual and IMU measurements to estimate the camera poses. More formally, for each frame at time $t$, the VIO estimates the camera pose $T_t \in SE(3)$, the camera velocity $v_t$, and the bias parameters $b_t$ of the IMU. The state variable $x$ is:

$$x = \begin{bmatrix} T & v & b \end{bmatrix}^T. \tag{1}$$

In \cite{2} the authors show that the VIO has four unobservable directions which are the three global translation and one global yaw direction. In \cite{3}, it was shown that the scale is unobservable if the camera has constant acceleration, the roll and pitch become also unobservable if there is no rotation.

In Kin-VIO we incorporate the velocity-control based motion model \cite{4} into the visual-inertial odometry framework. We use stereo camera which makes the scale observable. Assuming that the robot can be controlled by a control command $u = (v, \omega)^T$ through a linear velocity $v \in \mathbb{R}$ in forward direction and a rotational velocity $\omega \in \mathbb{R}$ along the vertical axis. The motion model propagates the robot pose $P_t \in SE(2)$ on the ground plane with the control command, $P_{t'} = P_t \exp(\Delta t \hat{\xi})$, where $\xi = (v, 0, \omega)$ is the twist vector,

$$\hat{\xi} = \begin{pmatrix} 0 & -\omega & v \\ \omega & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \text{ maps a 3D vector to } se(2).$$

Velocity commands are executed by the robot in the robot
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base frame whose pose relative to the world frame is denoted by \( T^w_b \in SE(3) \) (transforming coordinates from base \( b \) to world frame \( w \)). In the base frame, the \( x \)-axis points in forward driving direction, while the \( z \)-axis points upwards and is the axis of rotational robot motion. The VIO provides pose estimates of the body frame of the IMU-camera sensor in the world frame, i.e. \( T^w_i \in SE(3) \). The sensor is placed rigidly on the robot at a relative pose \( T^b_i \in SE(3) \) to the robot base frame. To quantify the relative motion \( T^{b,t}_{b,t'} \) of the robot base frame from times \( t \) to \( t' \) of subsequent image frames, we can hence determine \( T^{b,t}_{b,t'} = T^{b,t}_{i,t} \left( T^{w}_{i,t} \right)^{-1} T^{w}_{i,t'} \left( T^{b,t'}_{i,t'} \right)^{-1} \). The rotation \( \Delta \theta \) around the \( z \)-axis of the base frame is calculated from the relative rotation \( R^{b,t}_{b,t'} \) in \( T^{b,t}_{b,t'} \) as the \( z \)-component of \( \log \left( R^{b,t}_{b,t'} \right) \). The translational motion \( (\Delta x, \Delta y)^\top \) in the \( x-y \)-plane is determined from the corresponding entries of \( T^{b,t}_{b,t'} \). The estimated twist is

\[
\zeta = \frac{1}{\Delta t} \log \begin{pmatrix}
\cos(\Delta \theta) & -\sin(\Delta \theta) & \Delta x \\
\sin(\Delta \theta) & \cos(\Delta \theta) & \Delta y \\
0 & 0 & 1
\end{pmatrix},
\]

where \( \Delta t = t' - t \). We add residuals of the form \( r_\xi = \zeta - \bar{\xi} \) which implicitly measure the difference between the state estimates and the motion model prediction.

In practice, the real action of the robots differs from the received control commands due to effects such as hardware acceleration limits, time offsets and properties of low-level controllers. To mitigate this difference and build a meaningful residual, we estimate an effective control \( \bar{\xi}_t \) at arbitrary time \( t \), e.g. at the time of an image frame, from a window of most recent commands. We average a window of recent control commands with weights determined by a RBF kernel for the translational and rotational parts separately:

\[
\bar{\xi}_t = \begin{pmatrix}
\frac{\sum_{\tau \in \mathcal{W}_i} \exp\left( -\frac{\|d\tau - \mu_{lin}\|^2}{2\sigma_{lin}^2} \right) \mu_{lin}}{\sum_{\tau \in \mathcal{W}_i} \exp\left( -\frac{\|d\tau - \mu_{lin}\|^2}{2\sigma_{lin}^2} \right)} \\
0 \\
\frac{\sum_{\tau \in \mathcal{W}_i} \exp\left( -\frac{\|d\tau - \mu_{ang}\|^2}{2\sigma_{ang}^2} \right) \mu_{ang}}{\sum_{\tau \in \mathcal{W}_i} \exp\left( -\frac{\|d\tau - \mu_{ang}\|^2}{2\sigma_{ang}^2} \right)}
\end{pmatrix}
\]

where \( \mathcal{W}_i \) is a window of \( N \) control commands indexed by their times \( \tau \) at or before time \( t \) and \( d\tau := t - \tau \). For an image frame at time \( t \), the window typically spans the \( N \) control commands that have occurred before the frame. We optimize for \( \mu \) and \( \sigma \) and scale factor \( s \) of both linear and angular parts as global parameters together with the VIO states. The RBF parameters are summarized in the state variables \( p_{\text{rbf},t} \) at time \( t \).

We exploit prior knowledge that our robot moves on flat ground and can only rotate along the vertical axis of the ground in indoor environments and add a stochastic plane constraint \[\mathbb{E}\] for the robot pose. The plane can be parameterized as a 2 degree-of-freedom quaternion \( q^w_0 \) and a scalar \( d^w_0 \) which represents the distance between the ground plane to the world frame origin. The residual is

\[
r_p = \begin{pmatrix}
(R(q^w_0)R^w_i(R^b_i)\top e_3)_{1,2} \\
d^w_0 + e_3 \top R(q^w_0)(t^w_i - R^b_iR^w_i t^b_i)
\end{pmatrix},
\]

with \( e_3 = \begin{pmatrix} 0 & 0 & 1 \end{pmatrix} \).
2 Observability Analysis of Kin-VIO

As in [3], the observability of the state variables can be analyzed based on the underlying state-space model irrespective of the implementation of the estimator. We follow the proof scheme in [3], and discuss about the observability of the state variables in this section.

In Kin-VIO the motion constraint and the planar constraint are treated as observation, the augmented state vector includes plane parameters \(q^g_w\), \(d^g_w\) between ground \(g\) and world frame \(w\), extrinsic parameters \(q_i^b\), \(t_i^b\) between robot base and IMU frame and RBF parameters \(p_{rbf}\):

\[
\bar{x} = \begin{bmatrix} x^\top \quad q^g_w \quad d^g_w \quad q_i^b \quad t_i^b \quad p_{rbf} \end{bmatrix}^\top.
\]  

As in [3], the state transition is given by the IMU propagation model. The linearized transition matrix \(\Phi_{k,1}\) from time-step 1 to \(k\) for the IMU propagation is derived in [2]. By including the transition of the parameters as a constant propagation model, the transition matrix of our model becomes:

\[
\bar{\Phi}_{k,1} = \begin{bmatrix} \Phi_{k,1} & 0 \\ 0 & 1 \end{bmatrix}
\]  

Note that we use a stereo camera in above mentioned method, the scale becomes directly observable and is not discussed in this paper.

2.0.1 Observability of VIO States and Extrinsic Parameters

The observability of VIO state and extrinsic parameters are studied in the previous work [5], where a velocity based forward kinematic motion model is integrated into the VIO. In our Kin-VIO we use an inverse kinematic motion model, here we show that the observability of integrating the inverse kinematic model is the same as using the forward kinematic model.

Given the relative pose between two frames \(T_{b,t}^{b,t'}\), the corresponding \(SE(2)\) pose \(P_{b,t}^{b,t'}\) in the horizontal plane consisting of rotational part \(Q_{b,t}^{b,t'}\) and translational part \(p_{b,t}^{b,t'}\), the effective control input \(\xi = (v, 0, w)^\top\) with linear and angular velocity, and \(\bar{P}_{b,t}^{b,t'} = \exp(\Delta t \xi)\), the forward model and its derivatives can be written as

\[
\begin{align*}
\mathbf{r}_{\text{forward}} &= f(\mathbf{P}_{b,t}^{b,t'}, \bar{\mathbf{P}}_{b,t}^{b,t'}) = \left[ \begin{array}{c} P_{b,t}^{b,t'} - \bar{P}_{b,t}^{b,t'} \\ \log_{so2}(Q_{b,t}^{b,t'}) - w \Delta t \end{array} \right] \\
\frac{\partial \mathbf{r}_{\text{forward}}}{\partial \mathbf{P}_{b,t}^{b,t'}} &= \frac{\partial f(.)}{\partial \mathbf{P}_{b,t}^{b,t'}},
\end{align*}
\]  

while the inverse model and the derivatives are

\[
\begin{align*}
\mathbf{r}_{\text{inverse}} &= \log_{so2}(\mathbf{P}_{b,t}^{b,t'}) - \Delta t \xi = \left[ \begin{array}{c} \log_{so2}(\mathbf{P}_{b,t}^{b,t'})_{x,y} - v \Delta t \\ \log_{so2}(Q_{b,t}^{b,t'}) - w \Delta t \end{array} \right] \\
\frac{\partial \mathbf{r}_{\text{inverse}}}{\partial \mathbf{P}_{b,t}^{b,t'}} &= \frac{\partial \log_{so2}(.)}{\partial \mathbf{P}_{b,t}^{b,t'}}.
\end{align*}
\]

While in the forward model the derivative wrt. \(\mathbf{P}_{b,t}^{b,t'}\) is an identity matrix, the derivative in the inverse model is \(J_{\log_{so2}}\). Because \(J_{\log_{so2}}\) is an invertible matrix by definition, when we compute the observability matrix by multiplying this Jacobian matrix and the transition matrix, the rank of the observability matrix remains
the same based on the Sylvester’s inequality. As shown in [5] the extrinsic parameters will be unobservable under certain motions. We used the extrinsics derived from the CAD model as an initial Gaussian prior to counteract this problem.

2.0.2 Observability of Global Orientation and Plane Parameters

In this subsection we show that the global orientation becomes observable by using the plane constraint and a set of priors in the initial frames.

The rotational part of the pose \( T \) is represented by the quaternion \( q \) and the translational part is \( t \). For simplicity we denote \( R(q^w_k) \) as \( R^w_k \). The derivative of the rotation part is computed on so3. For the plane constraint, the Jacobians for step \( k \) are:

\[
\begin{align*}
\frac{\partial r_p^1}{\partial q^w_k} &= H^1_{q^w_k} = (R^w_k R^w_i (R^i_k)^\top e_3 R^w_k R^w_i )(:,2,:) \\
\frac{\partial r_p^1}{\partial q^w_{i}} &= H^1_{q^w_{i}} = -(R^w_k R^w_i (R^i_k)^\top e_3 )(:,2,2) \\
\frac{\partial r_p^2}{\partial q^w_k} &= H^2_{q^w_k} = -e_3^T R^w_k R^w_i (R^i_k t_i) \\
\frac{\partial r_p^2}{\partial q^w_{i}} &= H^2_{q^w_{i}} = -e_3^T (R^w_i (t^w_k - R^w_i R^i_k t^b_i))(:,2) \\
\frac{\partial r_p^2}{\partial t^w_k} &= H^2_{t^w_k} = e_3^T R^w_i \\
\frac{\partial r_p^2}{\partial t^w_{i}} &= H^2_{t^w_{i}} = 1,
\end{align*}
\]

where \( r_p^1 \) and \( r_p^2 \) are the first and second row of the plane constraint residual, \( H^1 \) and \( H^2 \) are the first and second row in the Jacobian matrix. \((.)(:,2,:)\) denotes the first two rows and \((.)(:,;2)\) denotes the first two columns. The observability matrix can be written as:

\[
M^{plane}_k = H^{plane}_k \ddot{\bar{\Phi}}_{k,1}
\]

\[
= \begin{bmatrix}
H^1_{q^w_k} & \ldots & 0 & H^1_{q^w_{i}} & 0 & \ldots \\
H^2_{q^w_k} & \ldots & H^2_{t^w_k} & H^2_{q^w_{i}} & 1 & \ldots \\
\end{bmatrix} \ddot{\bar{\Phi}}_{k,1}
\]

\[
= \begin{bmatrix}
H^1_{q^w_k} \Phi^1_{k,1} & H^1_{q^w_{i}} \Phi^1_{k,1} & \ldots & 0 & H^1_{q^w_k} & 0 & \ldots \\
H^2_{q^w_k} \Phi^2_{k,1} + H^2_{t^w_k} \Phi^5_{k,1} & H^2_{q^w_{i}} \Phi^2_{k,1} + H^2_{t^w_k} \Phi^5_{k,1} & \ldots & 0 & H^2_{q^w_k} & 0 & \ldots \\
\end{bmatrix}.
\]

The derivation of the nullspace \( N_o \) for the global orientation of VIO is given in [6]. Since the change of the global orientation also affects the plane angle \( q^w_{i} \), following appendix D in [6], the null space of the global orientation in Kin-VIO becomes:

\[
N_o = \left[ N_o^\top \ R^w_{q^w (:;2)} \ 0 \ \ldots \ 0 \right]^\top,
\]

(11)
the product is:

\[
M_{k \text{plane}}^{\text{plane}} N_o = \begin{bmatrix}
(R^w_{ik} R^w_{ik} R^w_{ik})^T e_0 R^w_{ik} R^w_{ik} - (R^w_{ik} R^w_{ik} R^w_{ik})^T e_3 (2;2) R^w_{ik} (2;2) \\
-e_3^T R^w_{ik} R^w_{ik} (R^w_{ik} R^w_{ik})^T e_3 (2;2) R^w_{ik} (2;2) + e_3^T R^w_{ik} (-t^w_{ik} + v^w_{ik} \delta t_k + \frac{1}{2} g^w \delta t_k^2) - t^w_{ik} R^w_{ik} R^w_{ik} + \delta t_k v^w_{ik} \cdots \\
\cdots - \Phi_i^T R^w_{ik} g^w + t^w_{ik} - e_3^T (R^w_{ik} (t^w_{ik} - R^w_{ik} R^w_{ik} t^w_{ik})) (2;2) R^w_{ik} (2;2)
\end{bmatrix}
\]

\[
(36)_{\text{in}} = \begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

with the property of the rotation matrix: \( \hat{R} t = R \hat{R} T \).

\( \delta t_k \) in above equation denotes the time difference between time-steps 1 and \( k \) and \( g^w \) is the gravity vector in world frame. Since our robot starts from still state, we use the initial accelerometer measurement to initialize the plane angle. By adding this information as a Gaussian initial prior on the plane angle \( q^p \), the global orientation becomes observable. The change of the plane distance \( d^w_{ik} \) does not affect other state variables, thus the nullspace for \( d^w_{ik} \) is \([0\ 1\ 0]\), it is observable because \( M_{k \text{plane}}^{\text{plane}} [0\ 1\ 0] = [0\ 1]^T \).

### 2.0.3 Observability of RBF Parameters

Finally, we prove the observability of the RBF parameters \((s_{i \text{lin}}, \mu_{i \text{lin}}, \sigma_{i \text{lin}})\) for the translational velocity. The parameters for the angular velocity have the same observability. We denote \( \exp\left(\frac{\|d_{i \text{lin}} - \mu_{i \text{lin}}\|^2}{2 \sigma_{i \text{lin}}^2}\right) \) as \( \exp() \), where \( d_{i \text{lin}} \) is the time difference between control command at \( t_i \) and image frame at \( t \). The Jacobian matrix is:

\[
H_{\text{rbf}} = \begin{bmatrix}
\cdots & \frac{\partial r_x}{\partial s_{i \text{lin}}} & \frac{\partial r_y}{\partial s_{i \text{lin}}} & \frac{\partial r_z}{\partial s_{i \text{lin}}} \\
\cdots & \cdots & \cdots & \cdots \\
-\tilde{\nu} & s_{i \text{lin}} \exp() & s_{i \text{lin}} \exp() & s_{i \text{lin}} \exp() \\
\sum_{i=1}^N \exp() & \sum_{i=1}^N \exp() & \sum_{i=1}^N \exp() & \sum_{i=1}^N \exp()
\end{bmatrix}
\]

\[
(13)
\]

where

\[
\tilde{\nu} = s_{i \text{lin}} \sum_{i=1}^N \frac{v_{ti} \exp()}{\sum_{i=1}^N \exp()}
\]

\[
(14)
\]

Following the process in \( \textbf{G} \), we can perturb the state vector \( x \) along the unobservable direction of the RBF parameters. Since the change of the RBF parameters does not affect other state variables, the nullspace for the RBF parameters \( N_{\text{rbf}} \) is:

\[
N_{\text{rbf}} = \begin{bmatrix}
0 & \cdots & 0 & I_{3 \times 3}
\end{bmatrix}^T
\]

The corresponding \( 3 \times 3 \) bottom block of the observability matrix for our inverse motion model is:

\[
M_{\text{rbf}} = \begin{bmatrix}
-\tilde{\nu} & \sum_{i=1}^N \frac{v_{ti} \exp() d_{i \text{lin}} - \mu_{i \text{lin}}}{s_{i \text{lin}}^2} & \sum_{i=1}^N \exp() & 0 \\
0 & \sum_{i=1}^N \frac{v_{ti} \exp() d_{i \text{lin}} - \mu_{i \text{lin}}}{\sum_{i=1}^N \exp()} & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
(16)
\]
The product of the motion model observability matrix and the nullspace $N_{rbf}$ is equal to $M_{rbf}$ as the other terms cancel out by multiplication with the 0 components in $N_{rbf}$. The RBF parameters are unobservable if $v_i$ in the window are constant. We used their initial values as a weak prior to guarantee that their values don’t jump at the beginning of the optimization. Due to the marginalization prior, the RBF parameters will remain observable even if they become temporarily unobservable in the optimization window during the process.
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