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Abstract: The issue of prediction of financial state, or especially the threat of the financial distress of companies, is very topical not only for the management of the companies to take the appropriate actions but also for all the stakeholders to know the financial health of the company and its possible future development. Therefore, the main aim of the paper is ensemble model creation for financial distress prediction. This model is created using the real data on more than 550,000 companies from Central Europe, which were collected from the Amadeus database. The model was trained and validated using 27 selected financial variables from 2016 to predict the financial distress statement in 2017. Five variables were selected as significant predictors in the model: current ratio, return on equity, return on assets, debt ratio, and net working capital. Then, the proposed model performance was evaluated using the values of the variables and the state of the companies in 2017 to predict financial status in 2018. The results demonstrate that the proposed hybrid model created by combining methods, namely RobustBoost, CART, and k-NN with optimised structure, achieves better prediction results than using one of the methods alone. Moreover, the ensemble model is a new technique in the Visegrad Group (V4) compared with other prediction models. The proposed model serves as a one-year-ahead prediction model and can be directly used in the practice of the companies as the universal tool for estimation of the threat of financial distress not only in Central Europe but also in other countries. The value-added of the prediction model is its interpretability and high-performance accuracy.
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1. Introduction

Corporate failure is an essential topic in risk management. An effective warning system is crucial for the prediction of the financial situation in corporate governance. Similarly, Faris et al. [1] explain that bankruptcy is one of the most critical problems in corporate finance. In addition, Kim and Upneja [2] claim that efficient prediction models are crucial tools for identifying potential financial distress situations. The efficient prediction model should meet several criteria, such as accuracy, straightforward interpretation [3], and effectiveness [4]. Nowadays, De Bock et al. [5] describe that corporate partners assess business failure based on prediction models. The theoretical literature concentrates on optimising and evaluating models in terms of classification accuracy. Liu and Wu [6] claim that ensemble models are more and more frequently used to improve the performance accuracy of the bankruptcy model. Moreover, Ekinci and Erdal [7] explain that prediction models are essential for creditors, auditors, senior managers, and other stakeholders. The results indicate that ensemble learning models overcome other models. In other words, these hybrid models are reliable models for bankruptcy. Likewise, du Jardin [8] claims that ensemble techniques achieve better forecasts than those estimated with single models.
Moreover, the results indicate that this technique reduces both Type I and II errors obtained with conventional methods. Ekinci and Erdal [7] recommend a hybrid ensemble learning model to predict bank bankruptcy.

The paper aims to propose a complex ensemble model for a one-year-ahead prediction of financial distress of companies in Central Europe. The proposed model is robust in terms of missing data or label noise and can handle imbalanced datasets without the need for initial data normalisation or standardisation. Despite its relative complexity, we provide a detailed description so it can be reproduced. We find out that researchers estimate financial distress based on various approaches, such as discriminant analysis, logistic regression, and artificial neural networks in the region. However, the ensemble model was not successfully applied in previous scientific articles. Therefore, we decide to use an ensemble model to contribute to better predictive accuracy. Moreover, we observe that ensemble models are mainly popular in Asia and North America. The added value of the paper represents a comparison of the ensemble model with several models from previous articles in Central Europe. We propose a widespread predictive model compared to models for the specific EU region. We made the calculations in MATLAB.

The paper comprises the literature review, methodology, results, discussion, and conclusion. The literature review summarises relevant research on the prediction models based on the ensemble approach. However, we concentrate on regional research in selected countries, too. The methodology focuses on identifying suitable financial variables, the optimal composition of the model elements, and the setting of their parameters. We describe the detailed methodology process in several steps. The results reveal significant financial variables used to estimate financial distress. We measure the predictive accuracy of ensemble models but also single models of the ensemble. In the discussion, we compare the performance metrics of the proposed ensemble model with models from previous research in the region. Moreover, we identify the main research limitations and describe potential research in the future.

2. Literature Review

The issue of failure distress is essential in many research papers on risk management. FitzPatrick [9], Merwin [10], Ramser and Foster [11], and Smith and Winakor [12] are pioneers in this field. They analysed financial ratios as predictors of economic problems in the first half of the 20th century. Beaver [13] expands risk management by univariate discriminant analysis of selected financial ratios. However, the best-known prediction model of financial distress is the Z-score model by Altman [14], which was published in 1968.

Similarly, Blum [15], Deakin [16], and Moyer [17] apply multivariate discriminant analysis (MDA). In this area, this approach is still one of the most widely used. In the twentieth century, authors created prediction models based on univariate or multivariate discriminant analysis and logit or probit models. The first logit model was developed by Ohlson in 1980 [18], and the first probit was published by Zmijewski in 1984 [19].

Table 1 reveals the overview of the literature review of prediction models in the Visegrad Group (V4). We realise that most authors prefer traditional methods, such as discriminant analysis and logistic regression, and artificial neural network (ANN) and support vector machine (SVM).
Table 1. Review of prediction models in the Visegrad group.

| Model                                      | Date of Publishing | Data         | V4 Country | Sector              | Non-Failed Companies | Failed Companies | Sample | Method            | AUC (%) |
|--------------------------------------------|--------------------|--------------|------------|---------------------|----------------------|------------------|--------|-------------------|---------|
| Jakubik and Teply [20]                     | 2011               | 1993–2005    | CR         | non-financial       | 606                  | 151              | 757    | LR                | n/a     |
| Valecky and Slivkova [21]                  | 2012               | 2008         | CR         | all                 | 200                  | 200              | 400    | LR                | 86.25   |
| Karas and Reznakova [22]                   | 2014               | 2010–2013    | CR         | manufacturing       | 2.346                | 610              | 2.956  | DA                | 93.91   |
| Vochodzka, Strakova and Vachal [23]        | 2015               | 2003–2012    | CR         | transport           | n/a                  | n/a              | 12.930 | LR                | 91.75   |
| Hajdu and Virag [24]                       | 2001               | 1991         | HU         | all                 | 77                   | 77               | 154    | NN, LR, DA        | n/a     |
| Chrastinova [25]                           | 1998               | n/a          | SK         | agricultural        | n/a                  | n/a              | 1.123  | MDA               | n/a     |
| Gurcik [26]                                | 2002               | n/a          | SK         | agricultural        | n/a                  | n/a              | 60     | MDA               | n/a     |
| Hurtosova [27]                             | 2009               | 2004–2006    | SK         | all                 | 333                  | 94               | 427    | LR                | n/a     |
| Delina and Packova [28]                    | 2013               | 1993–2007    | SK         | all                 | 1.457                | 103              | 1.560  | LR                | n/a     |
| Harumova and Janisova [29]                 | 2014               | 2008–2011    | SK         | all                 | n/a                  | n/a              | 11.253 | LR                | n/a     |
| Gulka [30]                                 | 2016               | 2012–2014    | SK         | all                 | 120.252              | 602              | 120.854 | LR                | 80.81   |
| Jencova, Steklo and Vasaniciova [31]       | 2020               | 2017         | SK         | electrical engineering | n/a                  | n/a              | 1.000  | LR                | 95.35   |
| Svabova, Michalkova, Durica and Nica [32]  | 2020               | 2016–2018    | SK         | all                 | 66.155               | 9.497            | 75.652 | DA, LR            | 93.40   |
| Valaskova, Durina, Adamko and Jaros [33]   | 2020               | 2016–2018    | SK         | agricultural        | n/a                  | n/a              | 3.329  | MDA               | 86.30   |
| Pisula [34]                                | 2012               | 2004–2012    | PL         | transport           | 150                  | 55               | 205    | LR                | 94.80   |
| Balina and Juszczysz [35]                  | 2014               | 2007–2010    | PL         | transport           | 40                   | 20              | 60     | DA, LR, NN        | n/a     |
| Pisula, Mentel and Brozy [36]              | 2015               | n/a          | PL         | transport           | 24                   | 23              | 47     | MLP, SVM          | 94.70   |
| Brozy, Mentel and Pisula [37]              | 2016               | 1997–2003    | PL         | SK                  | 23                   | 24              | 47     | CART, LR, MLP, k-NN | 95.00   |
| Noga and Adamowicz [38]                    | 2021               | n/a          | PL         | wood                | 36                   | 36              | 72     | DA                | 89.00   |

Note: Classification and regression analysis (CART), discriminant analysis (DA), logistic regression (LR), k-NN (k-nearest neighbours), MLP (multilayer perceptron), neural network (NN), support vector machine (SVM), Slovak Republic (SK), Czech Republic (CZ), Poland (PL), Hungary (HU). Finally, AUC (%) shows the results of the best model.
Prusak [39] summarises theoretical and empirical knowledge on prediction based on Google Scholar and ResearchGate databases from Q4 2016 to Q3 2017 in Central and Eastern Europe (Belarus, Bulgaria, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Russia, and Ukraine). The results demonstrate that research is mainly the most advanced in Estonia, Hungary, the Czech Republic, Poland, Russia, and Slovakia. We focus on results from the Czech Republic, Hungary, Poland, and Slovakia. The financial distress prediction is an attractive issue for researchers from the Slovak Republic at the end of the 20th century. Chrastinova [25] and Gurcik [26] proposed prediction models in the agricultural sector. The Altman model inspired these prediction models. Moreover, Durica et al. [40] designed CART and CHAID decision trees that predict the failure distress of companies. Then, prediction models were made using logistic regression [27,41,42]. In [39], Prusak demonstrates that the research deals with various statistical techniques, such as discriminant analysis, factor analysis, logit analysis, fuzzy set theory, linear probability techniques, the DEA method, and classification trees based mainly on financial ratios. On the other hand, the Czech research has been applied in many industries, such as non-financial, agricultural, manufacturing, cultural, transport, and shipping. In Hungary, research concentrated on a wide spectrum of financial ratios, macroeconomic indicators, and qualitative variables. Hajdu and Virag [24] proposed the first prediction model to estimate failure for Hungarian companies using MDA and logit approach. Then, Virag and Kristof [43] use the ANN model based on a similar database. The result shows that ANN achieves higher accuracy than previous models. Nyitrai and Virag [44] constructed a model using support vector machines and rough sets based on the same dataset for relevant comparison of the predictive ability. Stefko, Horvathova, and Mokrisova [45] apply data envelopment analysis (DEA) and the logit model in the heating sector in Slovakia. Musa [46] proposed a complex prediction model based on discriminatory analysis, logistic regression, and decision trees. On the other hand, Tumpach et al. [47] use oversampling with the synthetic minority oversampling technique (SMOTE). In the Czech Republic, Neumaier and Neumaierova [48] generated the prediction model on the principle of MDA. Then, Jakubik and Teply [20], Kalouda and Vanicek [49], and Karas and Reznakova [22] developed the research area by creating other prediction models. Karas and Reznakova [30] propose two CART-based models to solve the stability problem of the individual CART using 10-fold cross-validation. Kubickova et al. [51] compare the predictive ability of several models, such as the Altman model, Ohlson model, and IN05 model. The results indicate that the IN05 model is the best compared to the Altman model.

In Poland, Holda [52] is the pioneer of failure prediction using MDA. The model comprises five variables: current ratio, debt ratio, total assets turnover, return on assets, and days payable outstanding. Prusak [39] investigates the prediction model of failure distress based on advanced statistical methods, such as ANN, survival analysis, k-NN, and Bayesian networks. Kutylowska [53] estimates the failure rate of water distribution pipes and house connections using regression trees in Poland. The classification tree is applied to estimate quantitative or qualitative variables. Finally, Brozyna, Mentel, and Pisula [37] estimate bankruptcy using discriminant analysis and logistic regression in three sectors (transport, freight forwarding, logistics) in Poland and the Slovak Republic.

Similarly, Pawelek [54] compares the predictive accuracy of prediction models based on financial data on industrial companies in Poland. The methods used belong to classification tree, k-NN algorithm, support vector machine, neural network, random forests, bagging, boosting, naive Bayes, logistic regression, and discriminant analysis in the R program. Moreover, in [55–57], the authors examine failure prediction in Poland.

Most research papers deal with discriminant analysis, logistic analysis, and neural networks. However, we find out that the ensemble model is a new phenomenon in the field. The ensemble model is a learning approach to combine multiple models. The basic ensemble techniques include max voting, averaging, and weighted average. It is known that advanced ensemble techniques belong to bagging (bootstrapping, random forest, and extra-trees ensemble), boosting (adaptive boosting and gradient boosting),
stacking, and blending. The primary purpose is to improve the overall predictive accuracy. Jabeur et al. [58] explain that the ensemble method is a suitable tool to predict financial distress in the effective warming system. The results show that classification performance is better than other advanced approaches. Wang and Wu [59] demonstrate that many prediction models are not appropriate for distributing financial data. However, they suppose that an ensemble model with a manifold learning algorithm and KFSOM is good at estimating failure for Chinese listed companies. Alfaro Cortes et al. [60] claim that risk management aims to identify key indicators for corporate success. They think that the prediction model generated by boosting techniques improves the accuracy of the classification tree. The dataset includes financial variables but also size, activity, and legal structure. The most significant ratios are profitability and indebtedness.

Ravi et al. [61] proposed two ensemble systems, straightforward majority voting based and weightage-threshold based, to predict bank performance. The ensembles include many models based on neural networks. The results demonstrate lower Type I error and Type II error compared to individual models. On the other hand, Geng et al. [62] find out that neural network is more accurate than decision trees, support vector machines, and ensemble models. The predictive performance is better in a 5-year time window than a 3-year time window. The results show that the net profit margin of total assets, return on total assets, earnings per share, and cash flow per share represents a significant variable in failure prediction.

Faris et al. [1] proposed a hybrid approach that combines a synthetic minority oversampling technique with ensemble methods based on Spanish companies. The basic classification applied in bankruptcy prediction is k-NN, decision tree, naive Bayes classifier, and ANN. Moreover, ensemble classification includes boosting, bagging, random forest, rotation forest, and decorate. The ensemble technique combines multiple classifiers into one learning system. The result is based on the majority vote or the computation of the average of all individual classifiers. Boosting is one of the most used ensemble methods. The prediction models were evaluated using AUC and G-mean. Ekinci and Erdal [7] predict bank failures in Turkey based on 35 financial ratios using conventional machine learning models, ensemble learning models, and hybrid ensemble learning models. The sample consists of 37 commercial banks, 17 of which failed. The ratios are divided into six variable groups: capital ratios, assets quality, liquidity, profitability, income–expenditure structure, and activity ratios (CAMELS). The classify methods are grouped by learners, ensembles, and hybrid ensembles. Firstly, base learners consist of logistic, J48, and voted perceptron. Secondly, ensembles include multiboost J-48, multiboost-voted perceptron, multiboost logistic, bagging-J48, bagging logistic, and bagging-voted perceptron. The hybrid ensemble learning model is better than conventional machine learning models in classification accuracy, sensitivity, specificity, and ROC curves.

Chandra et al. [63] proposed a hybrid system that predicts bankruptcy in dot-com companies based on 24 financial variables. The sample includes 240 dot-com companies, 120 of which failed. The system consists of MLP, RF, LR, SVM, and CART. They identify ten significant financial variables, such as retained earnings/total assets, inventory/sales, quick assets/total assets, price per share/earnings per share, long-term debt/total assets, cash flow/sales, total debt/total assets, current assets/total assets, sales/total assets, and operating income/market capitalisation based on t-statistics. Moreover, the results show that the ensemble model achieves very high accuracy for all the techniques. Huang et al. [64] suggested an SVM classifier ensemble framework using earnings manipulation and fuzzy integral for FDP (SEMF). The results demonstrate that the approach significantly enhances the overall accuracy of the prediction model. Finally, Xu et al. [65] supposed a novel soft ensemble model (ANSEM) to predict financial distress based on various sample sizes. The sample includes 200 companies from 2011 to 2017. These companies are divided into training and testing samples. The data were obtained from the Baidu website. The authors apply stepwise logistic regression to identify six optimal traditional variables: working capital/total asset, current debt/sales, retained earnings/total asset, cash flow/sales,
market value equity/total debt, and net income/total asset from 18 popular financial variables. The results show that ANSEM has superior performance in comparison to ES (expert system method), CNN (convolutional neural network), EMEW (ensemble model based on equal weight), EMNN (ensemble model based on the convolutional neural network), and EMRD (ensemble model based on the rough set theory and evidence theory) based on accuracy and stability in risk management.

Liang et al. [66] apply the stacking ensemble model to predict bankruptcy in US companies based on 40 financial ratios and 21 corporate governance indicators from the UCLA-LoPucki Bankruptcy Research Dataset between 1996 and 2014. The results show that the model is better than the baseline models. Kim and Upneja [2] generated three models: models for the entire period, models for the economic downturn, and models for economic expansion based on data from the Compustat database by Standard and Poor’s Institutional Market Services in WEKA 3.9. The period is divided into economic recession and economic growth according to the NBER recession indicator. The sample includes 2747 observations, 1432 of which failed. The primary purpose is to develop a more accurate and stable business failure prediction model based on American restaurants between 1980 and 1970 using the majority voting ensemble method with a decision tree. The selected models achieve different accuracy: the model for the entire period (88.02%), the model for an economic downturn (80.81%), and the model for economic expansion (87.02%). Firstly, the model for the entire period indicates significant variables, such as market capitalisation, operating cash-flow after interest and dividends, cash conversion cycle, return on capital employed, accumulated retained earnings, stock price, and Tobin’s Q. Secondly, the model for the economic downturn reveals different variables, such as OCFAID, KZ index, stock price, and CCC. Thirdly, the economic expansion model includes most of the previous models except for Tobin’s Q, stock price, and debt to equity ratio. The essential contribution is comprehensively to assess financial and market-driven variables in the restaurant industry. Furthermore, Ravi et al. [61] apply various neural network types, SVM, CART, and principal component analysis (PCA).

Moreover, Kim and Upneja [2] demonstrate that companies with low operating cash flow after interest and dividends (OCFAID), high KZ index (cost of external funds), and low price index should especially be careful during economic downturns. Moreover, companies with high stock prices and a long cash conversation cycle (CCC) indicate a strong relationship between the company and suppliers. In other words, companies have a higher likelihood to survive during economic recessions. Finally, the result shows that an ensemble model with a decision tree improves prediction accuracy.

3. Methodology

The methodology process consists of several parts, such as determining the primary object, analysing the literature review, identifying the sample, dividing the sample, identifying the financial variables, proposing the prediction model, verifying the model, assessing predictive accuracy, and comparing and discussing the proposed model with another model in the region. At first, we describe the total sample, financial variables, and methods.

**Total sample.** We collect data from the Amadeus database by Bureau van Dijk/Moody’s Analytics [67] composed in 2020. Moreover, we use the same sample from previous research by Durica et al. [40], Adamko et al. [68], and Kliestik et al. [69]. Table 2 shows that the sample includes 16.4% of companies that failed in 2017. We identify a failed company as an entity that goes bankrupt based on the year-on-year comparison of 2017/2016. The proposed model was trained on the financial variables from 2016 and the financial distress statement of 2017. All model elements were primarily trained on a 90% sub-sample and validated and adjusted on the remaining 10% sub-sample. Moreover, we used 5- or 10-fold cross-validation. After the final adjustment, the model was used to predict the business failure in 2018 based on the financial variables from 2017.
Table 2. Total sample.

| Country | The Year 2017 | The Year 2018 |
|---------|--------------|--------------|
|         | Number       | %            | Number       | %            |
|         | Non-Failed   | Failed       | Non-Failed   | Failed       | Non-Failed   | Failed       | Non-Failed   | Failed       |
| SK      | 122,946      | 32,178       | 79.26        | 20.74        | 122,846      | 32,278       | 79.19        | 20.81        |
| CZ      | 76,634       | 20,845       | 78.62        | 21.38        | 76,633       | 20,846       | 78.61        | 21.39        |
| PL      | 59,780       | 8,487        | 87.57        | 12.43        | 59,579       | 8,688        | 87.27        | 12.73        |
| HU      | 298,713      | 47,999       | 86.16        | 13.84        | 299,189      | 47,523       | 86.29        | 13.71        |
| Total   | 558,073      | 109,509      | 83.60        | 16.40        | 558,247      | 109,335      | 83.62        | 16.38%       |

Note: Slovak Republic (SK), Czech Republic (CZ), Poland (PL), Hungary (HU).

Financial variables. We summarise theoretical knowledge on ensemble models focusing on dependent variables according to [2,5,7,8,59,61–63,65,66,70]. This research applies a wide spectrum of financial variables to estimate financial distress. We find that all researchers use overall 553 variables and an average of more than 32 predictors. Table 3 reveals an overview of the most often used financial variables in this field.

Table 3. The most often used financial variables in research.

| Financial Variables | Number |
|---------------------|--------|
| current assets/current liabilities | 11 |
| current liabilities/total assets (or total liabilities) | 10 |
| working capital/total assets, cash/total assets, total debt/total assets | 9 |
| current assets/total assets | 8 |
| current assets/total sales | 7 |
| cash/total liabilities, sales/total assets, value added/total sales | 5 |
| accounts payable/total sales, current liabilities/total sales, EBITDA/total assets, inventory/total sales, EBIT/shareholder funds, quick assets/current liabilities, retained earnings/total assets, shareholder funds/total assets | 4 |
| cash flow/shareholder funds, cash/total assets, EBIT/total assets, EBIT/value added, EBITDA/permanent equity, EBITDA/total sales, financial expenses/EBITDA, financial expenses/net income, financial expenses/total assets, financial expenses/value added, fixed assets/total assets, EBT/total assets, long-term debt/total assets, net cash flows from financing activities per share, net income/shareholder funds, net income/total sales, net profit/average fixed assets, cash/total liabilities, receivables/total sales, EAT/total assets, shareholder funds/permanent equity, total debt/equity | 3 |

Note: earnings after tax (EAT), earnings before tax (EBT), earnings before interest and tax (EBIT), earnings before interest, depreciation, and amortisation (EBITDA).

The dataset includes 27 financial variables based on theoretical and professional knowledge. Table 4 shows all financial variables divided into four groups: activity, liquidity, leverage ratios, and profitability. We maintained the same indexing of variables as in the research mentioned above [40,69] for ease of reference and comparison.
Table 4. Financial variables.

| №  | ID  | Type        | Financial Variable                  | Formula                      |
|----|-----|-------------|-------------------------------------|------------------------------|
| 1  | X01 | Activity    | asset turnover ratio                | sales/total assets           |
| 2  | X16 | Activity    | current assets to sales ratio       | current assets/sales         |
| 3  | X18 | Activity    | inventory to sales ratio            | inventories/sales            |
| 4  | X32 | Activity    | net assets turnover ratio           | net sales/total assets       |
| 5  | X38 | Activity    | total liabilities to sales ratio    | total liabilities/sales      |
| 6  | X06 | Leverage    | debt to EBITDA ratio                | total liabilities/EBITDA     |
| 7  | X10 | Leverage    | debt ratio                          | total liabilities/total assets |
| 8  | X11 | Leverage    | current assets to total assets ratio| current assets/total assets  |
| 9  | X14 | Leverage    | solvency ratio                      | cash flow/total liabilities  |
| 10 | X15 | Leverage    | short-term debt ratio               | current liabilities/total assets |
| 11 | X21 | Leverage    | long-term debt ratio                | non-current liabilities/total assets |
| 12 | X02 | Liquidity   | current ratio                       | cash and cash equivalents/total assets |
| 13 | X12 | Liquidity   | cash to total assets ratio          | cash and cash equivalents/total assets |
| 14 | X22 | Liquidity   | cash ratio                          | cash and cash equivalents/total assets |
| 15 | X23 | Liquidity   | operating cash flow ratio           | cash flow/current liabilities |
| 16 | X26 | Liquidity   | quick ratio                         | (current assets—stock)/current liabilities |
| 17 | X36 | Liquidity   | net working capital                 | current assets—current liabilities |
| 18 | X04 | profitability | ROE (of EAT)                     | net income/shareholder’s equity |
| 19 | X05 | profitability | EBITDA margin                   | EBITDA/sales                 |
| 20 | X07 | profitability | ROA (of EAT)                     | net income/total assets      |
| 21 | X09 | profitability | ROA (of EBIT)                    | EBIT/total assets            |
| 22 | X13 | profitability | ROA (of cash-flow)               | cash flow/total assets       |
| 23 | X19 | profitability | free cash flow to sales ratio      | cash flow/sales              |
| 24 | X20 | profitability | net profit margin                 | net income/sales             |
| 25 | X28 | profitability | ROE (of EBIT)                     | EBIT/shareholder’s equity    |
| 26 | X31 | profitability | cash flow to operating revenue ratio | cash flow/EBIT |
| 27 | X35 | profitability | EBIT margin                       | EBIT/sales                   |

Note: return on equity (ROE), return on assets (ROA), earnings after taxes (EAT), earnings before interest and taxes (EBIT), earnings before interest, taxes, depreciation, and amortisation (EBITDA).

Methods. While the dataset is imbalanced and skewed towards profitable companies or vice versa, selecting an appropriate prediction performance metric is very important. The quality of the developed models was measured by AUC—area under the ROC (Receiver Operating Characteristic) curve. The ROC curve reveals a trade-off between the indication of sensitivity and specificity of a model. However, the AUC is suitable for the evaluation and comparison of the models. The value of AUC above 0.9 is usually considered an excellent result [71,72]. Furthermore, AUC was the prime metric for parameter adjustments of the model and its elements due to its independence from the threshold settings. Expect for AUC, some metrics derived from the confusion matrix were also used to measure the models’ quality. This matrix stores numbers of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). These values are usually used for the calculation of many measures. From these, we use an accuracy (ratio of all positives
to all cases), sensitivity (also True Positive Rate—TPR), specificity (also True Negative Rate—TNR), and F1 Score defined by Equation (1).

\[
F1\ Score = \frac{2 \cdot TP}{2 \cdot TP + FN + FP}.
\] (1)

As Chicco and Jurman [73] state, the accuracy, AUC, and F1 Score are biased by highly imbalanced class distribution while the Matthews correlation coefficient (MCC) is not. Therefore, MCC is the secondary metric for model tuning. It can be calculated by Equation (2).

\[
MCC = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP) \cdot (TP + FN) \cdot (TN + FP) \cdot (TN + FN)}}.
\] (2)

The study provides all the mentioned performance metrics. However, the AUC and MCC are the primary ones for comparison, validation, and parameter adjustment. The calculations and methods were conducted in the MATLAB 2019a environment and MATLAB Online (cloud).

3.1. Model Composition and Settings

As stated in the literature review, more sophisticated methods are used in the present research, including ANN, ensemble models, SVM type models, etc. While the results of SVM and ANN are excellent, the reproducibility is disputable, and the computational complexity and time consumption is enormous. Thus, as the “cornerstone” of the proposed model, we elected an ensemble model with a boosting algorithm. However, boosting algorithms are more predisposed to overfitting, as the authors state in [74]. So, we decided to supplement the primary element with two other auxiliary elements that should fight the possible overfitting of the boosting method by adding appropriate bias while not harming the variance. The CART and k-NN methods were selected for this purpose because both are easy to reproduce, not very demanding in terms of computational time, and are successfully used in this sphere of research.

Although this study involves the model’s results designed by plurality voting or score averaging, the final model is created by weighted averaging, i.e., stacking of the strong learners. The former two serve mainly to justify the reason for the final one.

The RobustBoost method was selected as the main component of the model. It belongs to the family of boosting algorithms such as popular AdaBoost and LogitBoost [75]. As with other boosting algorithms, it combines an ensemble of weak learners (e.g., decision trees with only a few levels) through weighted score averages into a final model. In contrast to the bagging, subsequent iterations aim to eliminate a weak spot of the previous iteration. Dietterich [76] pointed out the sensitiveness of AdaBoost to random noise in the dataset. In other words, the chance of overfitting rises with noisy data due to the dataset size [77]. To overcome this problem, Freund [78] designed the RobustBoost algorithm that is significantly more robust against label noise than either AdaBoost or LogitBoost. Since we are aware of label noise in the dataset, we choose RobustBoost as the main element of the model instead of more popular boosting algorithms in this sphere—such as the AdaBoost or LogitBoost mentioned above.

The RobustBoost is a boosting algorithm that its author introduced in 2009 [78], where the author presents it as a new, more robust algorithm against label noise than the already existing algorithms (AdaBoost and LogitBoost). The reason for creating this algorithm was the fact that the earlier algorithms were all based on convex potential functions, the minimum of which can be calculated efficiently using gradient descent methods. However, the problem is that these convex functions can be defeated by the random label noise. LogitBoost can be shown to be much more robust against label noise than AdaBoost, but Long and Servedio [79] have shown that random label noise is a problem for every convex potential function. Therefore, the new algorithm, Robustboost, is based on a non-convex
potential function that changes during the boosting process. Thus, it is even more robust than the Logitboost against label noise.

The basis of the new algorithm is Freund’s Boost-by-Majority algorithm (BBM) [80]. The author of the algorithm states in [78] that finding a solution (minimising the number of errors in training examples) is possible for most but not for all training examples in the practical use of boosting algorithms. Therefore, he redefined the goal of the boosting algorithm to minimise the so-called margin-based cost function. The potential function for Robustboost is defined as a function of time and other parameters that are either selected as input parameters, searched by cross-validation, or calculated so that the algorithm terminates with a reasonable number of iterations. All technical details of this algorithm are given in [78].

The secondary element is the CART model. As mentioned above, rigid data distribution conditions and other strong model assumptions are not required. The most significant advantages of the decision trees lie in their easy understandability, interpretation, and implementation. Another positive factor is that the variables do not need to meet any specific requirements and can be even collinear. Moreover, the outliers and missing values do not present obstacles [81]. Based on these characteristics, the decision tree is a suitable auxiliary candidate for the ensemble model.

The method of k-nearest neighbours (k-NN) was elected to be the tertiary element. As Brozyna et al. [37] briefly characterise, this method is based on a classification of the observation according to the affiliation and distance of k nearest objects in multidimensional space. According to the selected distance metric, the classification of the observation is managed via the plurality vote of its k nearest neighbours. The algorithm creates a binary tree structure repetitively dividing classified entities by a hyperplane defined by the median. Although trees do not learn any parameters, the neighbour number setting is crucial in balancing the bias versus variance.

The initial weights distribution was estimated according to the recent research done in this field of interest. Brozyna et al. [37] or Sivasankar et al. [82] show that the CART performs better than k-NN. Research by Adamko and Siekelova [83] and Pisula [84] show that ensemble models, whether boosting or bagging, are achieving even higher accuracy and more valuable results. Hence, the weight of the main element was present to the highest proportion. The initial scores proportion was set as follows—a ratio of RobustBoost-to-CART-to-k-NN is 50-to-35-to-15. Nevertheless, the final voting proportion is one of the issues in this study.

The study’s primary goal lies in creating a robust model with easy usability on a real-life dataset without initial standardising or normalising the data. However, in reality, the proportion of profitable companies to failing ones is imbalanced, and acquired datasets contain missing data or label noise. Therefore, training models on such data could lead to specificity instead of sensitivity or may be corrupted by unstandardised data input. Hence, the initial set of parameters, which differs from the default, is summarised in Table 5.

The iterations were made on ten random training and validating samples (folds) with a ratio of 90% to 10% (size of training to validation sub-sample). However, in the RobustBoost algorithm, it was only five folds due to a high computational time.
Table 5. Element’s settings.

| Element               | Parameter      | Initial Setting       | Notes                                                                 | Examined |
|-----------------------|----------------|-----------------------|----------------------------------------------------------------------|----------|
| Global (all elements) | prior probabilities | Uniform               | To set equal class probabilities.                                    | No       |
| RobustBoost           | robust error goal          | 0.05                  | The main difference in comparison with other boosting algorithms.     | Yes      |
|                       | number of weak learners    | 100                   | Default settings.                                                    | Yes      |
|                       | score’s transformation    | logit function        | Original scores oscillate around zero, which is the default threshold. | No       |
| CART                  | split criterion           | deviance              | Also known as cross-entropy.                                         | No       |
|                       | surrogate                 | On                    | Datasets with missing data.                                          | No       |
|                       | prune criterion           | impurity              | It is calculated via a setting in the split criterion, in this case, deviance. | No       |
|                       | maximum number of splits  | 20                    | A smaller number could eliminate some of the weaker predictors.       | Yes      |
| k-NN                  | search method             | kd-tree               | The number of dimensions is relatively small, and the number of entities is relevantly high. | No       |
|                       | number of neighbours      | 30                    | The low number can decrease the bias at the cost of variance, and many numbers can reduce a random noise effect at the cost of a less distinct boundary. | Yes      |
|                       | distance                  | Cityblock             | Manhattan distance was also used by Brozyna et al. [37].              | Yes      |

3.2. Methods for Minimal Appropriate Index Composition

Methods such as RobustBoost or CART do not have any problems with a higher number of indices that can be multicollinear or even duplicated. On the other hand, the method of nearest neighbour can suffer the so-called “curse of dimensionality” [85,86]. However, the goal was to find the minimal appropriate indicator set because we believe the lower the number of indices, the higher the model’s usability. Therefore, we used two opposing strategies to fulfil this goal and chose better results according to the achieved AUC value.

The first strategy lies in the stepwise elimination of predictors from the initial set. At first, we calculated the primary metrics for each variable as it would be a model with just one predictor. We selected such variables that achieved sufficient level to fill up the initial set of predictors (MCC > 33%, AUC > 75%). Then, we followed with stepwise elimination. The motivation for this strategy lies in the assumption that the elimination of one predictor from the correlated pair would not significantly impact the performance of the model. We created a descending ordered list of correlated pairs according to the correlation values. Then, we eliminated one index from the pair according to the performance value. So, we proceeded until the correlation was lower than 0.25 or until the elimination would not harm the final AUC value.

On the contrary, the second strategy was based on stepwise predictor set growth. The motivation was similar as in the previous case, i.e., to find the minimal predictor set. Moreover, we wanted to find out if the indicator set would differ from the previous strategy or not. In this case, we started with a model that uses just one predictor with the best performance value. In the second step, we added another uncorrelated predictor from the whole set of variables and calculated the metrics. This procedure was repeated until all uncorrelated variables were used. So, we found the two best combinations of the two predictors. Then, this procedure was repeated, and we found the two best combinations of three predictors, etc. We repeated this step until no correlated indices or the AUC value did
not grow in the two following iterations. While this procedure may not find the optimal solution, the solution may be better than straightforward adding and examining only the one best combination after another. It is slightly more resistant to getting stuck in a local optimum. Nevertheless, examining all possible combinations, also known as the branch and bound algorithm, would be too exhausting.

3.3. Optimal Weights and Threshold Setting

While the study also contains results for the simple plurality voting model and the model based on simple mean, the final model is based on weighted averaging of the element scores. To fulfill this goal, each possible non-zero integer combination of the score weight percentage of the model elements were calculated for each of 5 folds. The 5-fold average of AUC and MCC metrics were calculated for each combination. The best weight distribution was selected accordingly.

The model threshold was found by moving the straight line with slope $S$ from the upper left corner $(x = 0, y = 1)$ of the ROC plot to the lower right corner $(x = 1, y = 0)$ until it intersects the ROC curve, where the slope $S$ is given by:

$$S = \frac{\text{Cost}(\text{FN}) - \text{Cost}(\text{TN})}{\text{Cost}(\text{FP}) - \text{Cost}(\text{TP})} \cdot \frac{\text{TN} + \text{FP}}{\text{TP} + \text{FN}}.$$

$\text{Cost}(\text{TN} \text{ and TP})$ represent the costs for correctly classifying and are usually set to zero, as in our research. $\text{Cost}(\text{FN})$ is the cost of misclassifying a positive class, and $\text{Cost}(\text{FP})$ is the cost of misclassifying a negative class. Depending on the preferences between Type I error and Type II error, they may differ, but we did not distinguish their cost in our research, and both are set to one. Therefore, the slope $S$ is given by the ratio of the total number of positive to negative entries in the sample.

4. Results

The model creation process is divided into four steps: identifying significant variables, adjusting selected parameters of the prediction model, determining weight composition and threshold values, and calculating the business failure prediction in V4 with performance metrics.

**Identification of significant variables.** In this step, we have used two opposing strategies as described in the methodology. At first, we needed to calculate performance metrics for all financial variables. We found out that seven of 27 variables are sufficient to predict financial distress in the model consisting of only one predictor, such as current assets/current liabilities ($X02$), net income/total assets ($X07$), EBIT/total assets ($X09$), total liabilities/total assets ($X10$), current liabilities/total assets ($X15$), (current assets—stock)/current liabilities ($X26$), and current assets—current liabilities ($X36$). These predictors formed the initial set for stepwise elimination. As it can be seen in Table 6, the elimination process stopped after three steps with the highest AUC value, and the set contains four predictors ($X02$, $X07$, $X10$, and $X36$). Then, we applied the second strategy, i.e., the growth procedure, to determine if the predictor set would be different. We started with the $X10$ predictor (debt ratio) as the strongest one-predictor model and finished the growth with six predictors, as shown in Table 6.

**Table 6.** The results based on elimination and growth procedure.

| Procedure | Variables | Accuracy | Sensitivity | Specificity | F1Score | MCC | AUC |
|-----------|-----------|----------|-------------|-------------|---------|-----|-----|
| Elimination | X02, X07, X10, X36 | 92.53 | 85.32 | 93.94 | 78.92 | 74.72 | 0.9543 |
| Growth | X02, X04, X07, X10, X20, X36 | 92.42 | 85.69 | 93.74 | 78.76 | 74.54 | 0.9552 |

The table summarises the outcome of both strategies. The elimination method determines four significant variables: current ratio ($X02$), return on assets ($X07$), debt ratio ($X10$), and working capital ($X36$). However, the growth strategy found the same predictors, but
two other predictors got into the selection as well, namely the return on equity (X04) and the net profit margin (X20). The difference in the AUC score was subtle but higher. These two predictors, which were omitted and did not get to the initial set for the elimination, showed potential as the suitable complementary predictors even though they are as weak as a stand-alone one.

Although the elements should be resistant to requirements about distribution and collinearity, the k-NN element shows higher sensitivity to the number of predictors in the model as we observed in the data from the process. Table 7 identifies the worse performance of this element compared to the only two-combination of variables X07 and X10. It can be related to the curse of dimensionality, in other words, points that are close together based on probability distribution in higher-dimensional space.

Table 7. Impact of curse of dimensionality on k-NN element.

| Procedure | Variables of k-NN Element | Accuracy | Sensitivity | Specificity | F1Score | MCC   | AUC   |
|-----------|---------------------------|----------|-------------|-------------|---------|-------|-------|
| Elimination | X02, X07, X10, X36 | 87.24    | 80.39       | 88.59       | 67.40   | 60.95 | 0.9260 |
| Growth    | X02, X04, X07, X10, X20, X36 | 86.17    | 60.14       | 91.28       | 58.80   | 50.52 | 0.9257 |
| The best variant | X07, X10 | 89.90    | 85.64       | 90.73       | 73.55   | 68.50 | 0.9420 |

This behaviour was absent in the two remaining model elements. The whole procedure was repeated with one significant change. The composition of a k-NN element was fixed to these two predictors. The elimination and the growth procedure were concerned with two remaining elements in the model. As can be seen in Table 8, the AUC slightly rose. On the other hand, the variable X20 did not get into the final set of predictors in this second iteration of the growth strategy; i.e., its insertion would not positively contribute to the AUC score. Moreover, this fulfils the goal of finding the best minimal predictor set even better.

Table 8. The results-based second elimination and growth procedure.

| Process | Financial Variables | Accuracy | Sensitivity | Specificity | F1Score | MCC   | AUC   |
|---------|---------------------|----------|-------------|-------------|---------|-------|-------|
| Elimination | X02, X07, X10, X36 | 92.44    | 85.64       | 93.78       | 78.82   | 74.61 | 0.9555 |
| Growth   | X02, X04, X07, X10, X36 | 92.38    | 86.02       | 93.59       | 78.70   | 74.48 | 0.9560 |

Both iterations achieved very similar results. However, the final set of financial variables does not include X20 based on the second iteration. AUC and sensitivity slightly increased in this iteration. On the other hand, other metrics slightly decreased, but the AUC metric was chosen as the main optimisation criterion at the beginning. The weight of the k-NN element score is initially set to 15% in the model, so the impact on the overall performance is low. Thus, based on our primary metric, we decided that the final financial variables include X02, X04, X07, X10, and X36. However, the k-NN element is firmly associated with the predictors X07 and X10 in the final model.

Adjustment of the parameters. The RobustBoost method, as the first model element with the highest weight in the model, has three specific parameters. We did not examine two of them, namely, Robust Maximal Margin and Robust Maximal Sigma, and they stayed at the default setting. Instead, we focus on determining the optimal value for the third parameter, namely, Robust Error Goal (REG). Setting this parameter too low can lead to a long computational time or even an error message because the algorithm is self-terminating, unlike the AdaBoost algorithm. On the other hand, setting REG to a high value can lead to a rapid but poor result.

We determined that the optimal value of this parameter is 3.6% because the AUC and MCC metric achieve relatively stable and high values in this area, while the resubstitution and validation classification loss were the lowest, as can be seen in Figure 1c,d. If the REG
The number of weak learners is not any specific feature of the RobustBoost algorithm. However, it is a standard parameter in all ensemble models. For example, Leong [77] examined that too low a number may lead to a high loss. Still, too high a number may lead to an increased probability for wrong predictions due to overfitting, albeit with a lower loss at the training sample. Thus, it is essential to find an appropriate setting. Figure 2 shows the relationship between the AUC or MCC and the number of weak learners and the confrontation of the validation or resubstitution classification loss with this number.

The increase is steep at the very beginning of the monitored range, as shown in Figure 2a,b. At the point of 100 learners, the AUC increase in the trend is subtle, while the MCC is relatively settled. Therefore, the number of weak learners remained at the default setting, 100 learners. Apart from rising time consumption, both the metrics and the classification loss did not show any significant improvement.
The second model element is the CART. The decision trees can have a wide spectrum of terminating conditions, namely, the purity of the leaf, the maximal number of decision splits, and the minimal number of leaf node observations. All the conditions are not completely independent of each other. In other words, if the maximal number of splits is too low and then the minimal number of leaf observations is changed to a small value, then this change does not affect the results at all.

During the process, it showed up that a higher number of splits made the decision tree homogenously wider, and a smaller leaf membership leads to the deeper tree with different levels of branch depth.

We apply the percentage of total observation in the training sample instead of the raw number for the minimal number of leaf node observations. Still, this branch did not lead to a satisfying result. A subtle improvement was achieved when too small percentages were set but at the cost of a greater probability of overfitting and a huge tree. Therefore, the maximal number of decision splits was the only parameter that was adjusted to 40. The level was set based on the classification loss situation described in Figure 3. We emphasise
that resubstitution classification loss stabilised at the 40-node point and stayed stable until the 70-node point. From this point, it began to fall again slowly. However, Figure 3 also reveals a rising variance of the validation classification loss among validation samples at this point. It means that more than 70 of the maximal number of decision splits may lead to overfitting.

The last element to set was a k-NN element. Two parameters were inspected in the k-NN element. The most significant parameter is the number of neighbours, while the distance metrics show almost zero difference among the results.

The bias-variance balancing point according to the resubstitution and validation loss was found near 300 neighbours. This point suits ACC as well as MCC. However, Figure 4 identifies that loose variability of validation loss with narrow variability of resubstitution loss repeats as in CART.
a hundred neighbours would be sufficient without a significant algorithm performance impact in the case of a more comprehensive dataset or a smaller memory system.

**Determining weight composition and the threshold value.** First, we examined all possible non-zero integer combinations on five folds. Then, the average of AUC and MCC was calculated for each combination. While a specific combination cannot be seen in Figure 5, the lower area border of the specific element shows the worst case of combining the remaining two other elements. The upper edge shows the best combination scenario for the selected weight of the element.

![Element weight distribution versus AUC](image1)
![Element weight distribution versus MCC](image2)

**Figure 5.** Summary of iteration of the element weights components versus a five-fold average of selected performance metrics.

The results show that the RobustBoost algorithm is the most significant element of the prediction model. Therefore, the weight composition of the final model is set to 65% for the RobustBoost, 20% for the CART, and 15% for the k-NN scores.

The threshold value of the model is set to 0.58. In general, this setting is a kind of trade-off between accuracy and sensitivity. If the threshold value was higher, the accuracy would be higher, and the sensitivity would be lower due to an imbalanced dataset. On the other hand, if the threshold value was lower, sensitivity would be lower, too.

**Calculating performance metrics.** We create three prediction models, the first model based on simple plurality voting, the second model based on average scores, and the final proposed model based on weighted averaging of the element scores. Table 9 summarises the performance results of all prediction models.

| Model          | Accuracy | Sensitivity | Specificity | F1Score | MCC   | AUC  |
|----------------|----------|-------------|-------------|---------|-------|------|
| Simple Voting  | 92.69    | 88.07       | 93.59       | 79.78   | 75.86 | -    |
| Average Model  | 92.80    | 87.91       | 93.76       | 80.01   | 76.12 | 0.9632 |
| Final Model    | 94.25    | 81.25       | 96.80       | 82.24   | 78.82 | 0.9640 |

**Table 9.** The performance results of the individual models.

Figure 6 shows nominal numbers of distress prediction in V4. Again, we emphasise that our preference determines the threshold value. For example, if the threshold value is set to 0.37, the accuracy, sensitivity, and specificity would be equal to 91%. On the other hand, precision would fall from 83% to 66%. Moreover, F1Score and MCC metrics would be reduced by six percentage points.
The performance results of the individual models.

Table 10 identifies that RobustBoost as the main element of the final model outperforms CART, k-NN, the voting model, and the average model. Nevertheless, these models achieve excellent performance based on the ROC curve and other metrics. In other words, all these models can be used as standalone tools to predict financial distress with the proposed settings.

Table 10. The performance metrics of models.

| Model         | Accuracy | Sensitivity | Specificity | F1Score | MCC     | AUC    |
|---------------|----------|-------------|-------------|---------|---------|--------|
| RobustBoost   | 94.25    | 78.66       | 97.31       | 81.76   | 78.44   | 0.9634 |
| CART          | 92.11    | 89.05       | 92.70       | 78.70   | 74.69   | 0.9598 |
| k-NN          | 91.65    | 86.34       | 92.69       | 77.21   | 72.78   | 0.9588 |
| Simple Voting | 92.69    | 88.07       | 93.59       | 79.78   | 75.86   | -      |
| Average Model | 92.80    | 87.91       | 93.76       | 80.01   | 76.12   | 0.9632 |
| Final Model   | 94.25    | 81.25       | 96.80       | 82.24   | 78.82   | 0.9640 |

Figure 7 shows the ROC curve of all proposed models. As can be seen, these models achieve relatively similar results. We find out that the ROC of all models reaches more than 95%.

However, the detail of the upper left corner of the ROC curve identifies that the final model is better than the other models. The same fact is supported by the performance metrics provided in Table 10.

To demonstrate the robustness of the model, we compared our proposed model with the existing models dealing with the financial distress prediction in the Visegrad region. Moreover, we provide the model results for each Visegrad member country. Table 11,
altogether with Figure 8, shows similar results that demonstrate the solid robustness of our model.

Table 11. The performance metrics of models for each Visegrad member country.

| Country    | Accuracy | Sensitivity | Specificity | F1Score | MCC    | AUC     |
|------------|----------|-------------|-------------|---------|--------|---------|
| Slovakia   | 92.27    | 79.57       | 95.60       | 81.07   | 76.24  | 0.9562  |
| Czechia    | 93.99    | 84.81       | 96.49       | 85.79   | 82.00  | 0.9682  |
| Poland     | 95.00    | 78.89       | 97.35       | 80.06   | 77.21  | 0.9626  |
| Hungary    | 95.04    | 81.76       | 97.15       | 81.89   | 79.02  | 0.9650  |
| Visegrad group | 94.25 | 81.25       | 96.80       | 82.24   | 78.82  | 0.9640  |

Figure 8. The ROC curve of the final model in the Visegrad group.

All metrics and even the ROC curves are very similar; therefore, we also provide the detail of the upper left corner to better distinguish among the results, but with lower zoom as in the previous figure. Thus, although these partial results are very similar with small differences, which approves the robustness, the model seems to suit the Czech Republic more than other countries.

5. Discussion

In this paper, we concentrate on improving the performance metrics of the prediction model to estimate financial distress in V4 using the specific tool—ensemble method. Liang et al. [66] explain that ensemble techniques improve prediction accuracy. Adamko and Siekelova [83] proposed a prediction model using an ensemble model. They use 14 financial variables, such as total asset turnover, current asset turnover, cash ratio, quick ratio, current ratio, net working capital/total assets, EAT/total assets, EBIT/total assets, net profit margin, retained earnings/total assets, debt ratio, current liability/total assets, credit indebtedness, and equity/total liabilities based on previous theoretical scope. This research was developed by different financial ratios. The authors identify essential financial variables using different approaches, such as the elimination and growth method. The results indicate that significant variables are current assets/current liabilities (X02), ROA/total assets (X07), total liabilities/total assets (X10), current assets/current liabilities (X36), but also net income/shareholder’s equity (X04). In other words, bankruptcy is determined by liquidity, debt ratio, and profitability. We emphasise that none of the variables belong to activity ratios. Kovacova et al. [87] summarise specific indicators in V4. According to the study, activity ratios have the smallest representation in the prediction models. The other ratios reflect the financial stability of a company. In general, a high debt ratio can indicate a higher risk for a potential investor. Moreover, Adamko and Siekelova [83] explain that the
failed company defined by equity/liabilities is less than 0.4, the quick ratio is less than 1, and there is a negative EAT. If these criteria are met, the company has failed.

To justify using our comprehensive model and to support its robustness, we compared the presented model with other models from various previous papers dealing with the financial distress prediction, especially in the Visegrad group region. While it is difficult to reproduce more complex models due to insufficient specification in the published papers, we decided to prove the validity of our research and model robustness compared to mainly probit or logit models used in the specific region or worldwide. However, comparison contains also one more complex model, namely CART of Durica et al. [40], that can be reproduced. Furthermore, all models were compared on the same whole sample of the year 2017.

Durica et al. [40] created a prediction model using decision trees. They collect data on Polish companies from the Amadeus database. The results indicate that the decision tree reaches a prediction ability of more than 98%. Moreover, the model is good at predicting default companies. In 1984, Zmijewski [19] created a probit model based on listed companies. The model includes intercept and three financial variables, such as EAT/total assets, total debt/total assets, and current assets/current liabilities. The results identify non-default and default companies. If the default probability is more than 50%, the company is a non-prosperous entity. The probit and logit models have easily interpreted the likelihood of failure distress. We find out that the presented ensemble model reaches better accuracy than others based on the ROC curve and other metrics. Table 12 reveals that the models by Kliestik, Vrbka, and Rowland [69] achieve low predictive accuracy of more than 70%. On the other hand, the Zmijewski model reaches better accuracy despite being designed in different conditions and using a significantly smaller set of predictors. Moreover, we compare the proposed model to another model published by Adamko et al. [68] and designed for financial distress prediction in Slovakia.

Table 12. Performance summary.

| Model                                      | Accuracy | Sensitivity | Specificity | F1Score | MCC   | AUC    |
|--------------------------------------------|----------|-------------|-------------|---------|-------|--------|
| Zmijewski [19]                             | 84.56    | 93.09       | 82.89       | 66.38   | 61.62 | 0.9447 |
| Kliestik, Vrbka, and Rowland [69]          | 71.34    | 92.72       | 67.15       | 51.45   | 44.80 | 0.9022 |
| Adamko, Kliestik, and Kovacova [68]        | 86.52    | 90.94       | 85.66       | 68.85   | 63.94 | 0.9350 |
| Durica, Frnda, and Svabova [40]            | 91.91    | 88.91       | 92.50       | 78.26   | 74.18 | 0.9531 |
| Final model                                | 94.25    | 81.25       | 96.80       | 82.24   | 78.82 | 0.9640 |

Kliestik, Vrbka, and Rowland [69] identify many variables; especially, two of thirteen variables are dummy variables. Its weaker performance may be due to a high correlation between some pairs of predictors of more than 0.7 among several variables. This fact does not automatically mean there is some multicollinearity. However, altogether with the good results of models with a lower number of predictors, this fact confirms the assumption that more predictors do not mean better results and supports the methodology used in this study. Many variables can also lead to the curse of dimensionality [70,86]. We see its impact on logit and probit models, which may lead to potential research to find an optimal minimal variable set or use stepwise elimination in the existing models to improve their performance.

Table 12 summarises the results of the final model and other models. Moreover, all models reach better accuracy, F1 Score, and MCC than each examined compared model except for the k-NN element, which is slightly weaker than Durica’s CART model. Table 13 demonstrates the presented model with other models based on several aspects.

Figure 9 shows that the final model achieves higher values than the compared models except for the simple voting model based on the ROC curve. Although even the not zoomed chart of the ROC curve demonstrates the dominance of the proposed model to compared
ones, we provide a detail of the upper left corner for more straightforward resolution among the models. Please note that the zoom power is lower than in the detail of Figure 7.

Table 13. The comparison of prediction models applied in V4 countries.

| Authors                        | Year | Country | Model | Formula/Methodology                                                                 | Variables                                                                                     |
|--------------------------------|------|---------|-------|-------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------|
| Zmięowski [19]                 | 1984 | USA     | probit| \( Zm = -4.336 - 4.513X_{07} + 5.679X_{10} - 0.004X_{02} \)                           | net income/total assets (X07), total liabilities/total assets (X10), current assets/current liabilities (X02) |
| Kliestik, Vrbka, and Rowland [69] | 2018 | CZ      | MDA   | \( y_{v4} = -1.470 + 0.024X_{02} - 0.589X_{04} - 1.158X_{07} + 1.870X_{10} - 0.452X_{11} + 0.613X_{12} + 1.030X_{15} - 0.012X_{22} + 0.731X_{27} + 0.173X_{28} - 0.475X_{35} + 0.2445 + 0.522SK \) | current assets/current liabilities (X02), net income/shareholder’s equity (X04), net income/total assets (X07), total liabilities/total assets (X10), current assets/total assets (X11), cash and cash equivalents/total assets (X12), current liabilities/total assets (X15), cash and cash equivalents/current liabilities (X22), return on assets (X27), return on equity (X28), profit margin (X35), dummy vars: Czech Republic (CZ), Slovak Republic (SK) |
| Adamko, Kliestik, and Kovacova * [68] | 2018 | SK      | logit | \( t = -1.1766 + 0.4838 \cdot (X_{11} - X_{15}) - 0.1828X_{09} + 1.4733X_{10} - 1.3745X_{14} \) | current assets/total assets (X11), current liabilities/total assets (X15), EBIT/total assets (X09), total liabilities/total assets (X10), cash flow/total liabilities (X14) |
| Durica, Frnda, and Svabova [40] | 2019 | PL      | CART  | Impurity function: Gini index; Stop criterion for splitting: (Maximal depth: 5, Pure node, Minimal parent size: 100, Minimal leaf size: 50, Minimal purity improvement: 0.0001) | total liabilities/total assets (X10), EBIT/shareholder’s equity (X28), cash flow/total liabilities (X14) |
| Final model                    | 2021 | PL      | ensemble model | RobustBoost-to-CART-to-k-NN is 65-to-20-to-15, Threshold is 0.58 | current assets/current liabilities (X02), net income/shareholder’s equity (X04), net income/total assets (X07), total liabilities/total assets (X10), current assets—current liabilities (X36). |

* The first predictor in the formula of Adamko, Kliestik, and Kovacova model is working capital to total assets ratio, but this predictor was not present in our dataset, so it was calculated as subtraction of X11 (current assets/total assets) and X15 (current liabilities/total assets), Slovak Republic (SK), Czech Republic (CZ), Poland (PL), Hungary (HU).

Figure 9. The comparison of ROC curves of the final model and other models.
The final model is excellent to predict financial distress in the region. The RobustBoost algorithm achieves better results than compared models. Therefore, it can be used as a stand-alone method to predict financial distress. Moreover, two other elements, namely CART and the k-NN method, achieve comparable results to the best models. Nevertheless, the k-NN method is the least useful to apply as a stand-alone method because its performance metrics were the lowest among the elements. The findings are based on research by Brozyna, Mentel and Pisula [37], Pisula [84], and Sivasankar et al. [82].

6. Conclusions

In the paper, we propose a prediction model for many sectors to estimate company failure in the Visegrad group countries using the ensemble model based on relevant financial variables from the Amadeus database by Bureau van Dijk/Moody’s Analytics [67]. The prediction model identifies in advance strengths and weaknesses in risk management. These results contribute to improving the stability, prosperity, and competitiveness in the region. Therefore, we are convinced that research on the prediction model is significant for most stakeholders.

The primary motivation is to decrease the direct and indirect cost of business bankruptcy using an ensemble model consisting of RobustBoost, CART, and k-NN. The method offers various kinds of benefits to business partners, bank institutions, investors, and politicians. We think that the ensemble model is an attractive technique to improve predictive accuracy. The results demonstrate that models achieve better predictive accuracy than single models by Zmijewski [19], Kliestik, Vrbka, and Rowland [69], Adamko, Kliestik, and Kovacova [68], and Durica, Frnda, and Svakova [40] based on all provided performance metrics. The findings offer new knowledge to improve the performance of financial distress prediction in Central Europe.

We identify several limitations of our study. Firstly, the model is relatively fast, especially in comparison to ANN and SVM. However, the iteration process was demanding on computational time due to computer equipment. In addition, many calculations were conducted in the MATLAB cloud that also has its limitations. Secondly, the ensemble model is different from traditional methods, for example, discriminant analysis and logistic regression, because we cannot explain the relationship among variables in the prediction model. This feature is a considerable disadvantage for many financial analysts, but we provided all the necessary settings to reconstruct the model. Finally, the limitation of our model is that it was trained based on financial ratios from one year. Thus, the dynamics of the ratios and the use of macroeconomic indicators could not be included in the model.

We think that future research can be focused on the performance of classified ensembles consisting of MDA, LR, SVM, and ANN models. First, these methods can improve performance metrics. Secondly, we can create various possible ensembles based on an individual prediction model to identify the most effective ensemble model. Thirdly, regional models can be used to compare with the proposed model. Finally, however, we can verify the model on companies from other European regions. The potential results can be beneficial for developing theoretical and empirical knowledge on financial risk management.
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