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Abstract

The typical problem in Data Science is creating a structure that encodes the occurrence frequency of unique elements in rows and relations between different rows of a data frame. We present the probability tree abstract data structure, an extension of the decision tree, that facilitates more than two choices with assigned probabilities. Such a tree represents statistical relations between different rows of the data frame. The Probability Tree algorithmic structure is supplied with the Generator module that is a Monte Carlo generator that traverses through the tree. These two components are implemented in TreeGen Python package. The package can be used in increasing data multiplicity, compressing data preserving its statistical information, constructing hierarchical models, exploring data, and in feature extraction.
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1 Introduction

In typical Data Science situations, the categorical data are packed in a Data Frame data structure present in the languages popular in this community, like Python [12] or R [13]. For an example a set of answers to some query with a typical output presented in Tab. 1. Each column contains an answer to the specific query, and each row contains the record from a specific subject. In the end, the data frame contains categorical data or the data that can be converted to such data, e.g., by data binning.

| P1.1 | P1.2 | P1.3 | ... |
|------|------|------|-----|
| 1    | 2    | 3    | ... |
| 5    | 4    | 4    | ... |
| 2    | 2    | 2    | ... |
| ...  | ...  | ...  | ... |

Table 1: Example data. The first row contains the labels of columns (questions).

Our main motivations to consider this situation are a management and sociological data analysis. In applications there is sometimes a need for generation of additional data with similar statistics, visualize relationship between columns. This could help to extract features and prepare a model of the phenomena described by the data.

The statistical relations between these data can be visualized in the tree-like structure, which is an extension of the decision tree [5, 7, 9] to multiple choices of alternatives. Such structures are related to Markovian-chain tree (stochastic tree) [8, 8] and can be used to decision making, e.g., in Medicine [4], Biology [10], or Management [11]. In applications, there are two opposite spectra in use: on one side the (binary) decision trees, and full Markov graph on the other side. Therefore there is a need for the not necessary binary tree structure that is optimized to store probability of a specific node.

We will call this tree the probability tree. The node of the tree contains:

- The label of the column, e.g., \( P1.1 \)
- The list of node data that contains:
  - The value, e.g., 1;
  - The conditional probability, e.g., \( P(P1.2|P1.1, value = \ldots) \);
– The sub-tree that contains the tree for remaining columns in the Data Frame.

The structure is a variation of the well-known tree structure [1]. A sketch of such a structure is presented in Fig. 1. This structure can be seen as a way to compress the data from the data frame when the statistical properties are the only essential information required. The main idea behind it is the use of the Bayesian inference between different columns in data frame. Therefore such data reduction can be called the ‘Bayesian compressing’ of categorical data. However, this is not the same as a Bayesian compressing idea for Deep Learning [6]. Moreover, when the data carry some model then such tree is efficient hierarchical model representation known well from Bayesian analysis [2].

When traversing the probability tree from the root to the leaf along the edges with prescribed probabilities (frequencies of occurrence of values), such structure generates records of values with the same statistics as in the original Data Frame. Such a walk along the tree can be done using a simple Monte Carlo method. Therefore, the Probability Tree can be used as an ADS describing input data for Monte Carlo generators.

The paper contains the description of the probability tree structure implementation and the Generator that yields records using Monte Carlo generation on this tree. The implementation is provided in the pseudocode and

Figure 1: A sketch of the probability tree for the data from Tab. 1. Each node contains the column name and its value, and on the vertices the conditional probabilities are marked. For example $P(P1.3 | (P1.1, v = 1) \text{ AND } (P1.2, v = 2))$ is the conditional probability of the data in column $P1.3$ under the conditions that $P1.1$ has value $v = 1$ and $P1.2$ has value $v = 2$. 
specific implementation is provided in Python programming language since it is a popular choice for Data Analysis. The object-oriented paradigm is used.

The paper is organized as follows: In the next section, the description of the `ProbabilityTree` and `Generator` classes are given. Then the prerequisites and simple use of the package are presented. Finally, tests of the generator are provided.

# 2 Probability Tree class

In this section, the class `ProbabilityTree` along with the helper classes is presented. We start from the `Node` class.

## 2.1 Nodes

The basic building block of a Probability Tree is the `Node` class that is presented in Fig. 2. The name of the fields are as follows:

| Node          |
|---------------|
| +columnName: string |
| +data: list |

*Node*(columnName=None, data: dataNode [])

Figure 2: The `Node` class.

- **columnName** - the name of the column of the *DataFrame* for this node.
- **data** - the list that contains `dataNode` elements.

The `data` field contains the `dataNode` objects stored in the list. This node is presented in Fig. 3. The fields have the following meaning:

| dataNode |
|----------|
| +value |
| +probability: float |
| +nextNode: Node |

*dataNode*(value=None, probability: float=0.0, nextNode: Node=None)

Figure 3: The `dataNode` class.

- **value** - given value for the column of the *DataFrame*. 
• **probability** - the probability (frequency of occurrence) of the unique value in the column.

• **nextNode** - sub-tree created from the DataFrame with fixed value.

These nodes are building blocks of a tree in the core class **ProbabilityTree** described in the next subsection.

### 2.2 ProbabilityTree

The **ProbabilityTree** class is presented in Fig. 4. The fields are

| ProbabilityTree |
|----------------|
| +columns: [] |
| +tree: Node |
| +ProbabilityTree(dataFrame:DataFrame=None, verbose:bool=False) |
| +getColumns() |
| +getTree() |
| +printTree() |
| +drawTree(filename:string="ProbabilityTree.pdf", graph_filename:string="graph.edgeList", show:bool=True, verbose:bool=False) |
| +getMaxRecord(verbose:bool=False) |
| +oracle(recordId:long, verbose:bool=False) |

![Figure 4: The ProbabilityTree class.](image)

- **columns** - is the list that contains the columns of the DataFrame class with proper ordering that matches the labelling of tree levels. The method **getColumns** returns this field.

- **tree** - contains the whole Probability Tree. The method **getTree** returns this field.

The constructor **ProbabilityTree(dataFrame, verbose)** takes the DataFrame object in **dataFrame** variable and construct the Probability Tree. The variable **verbose**, which occurs also in the other methods prints the diagnostic data. The method uses helper method that recursively construct the tree from the DataFrame. The pseudocode is as follows:

- Create **Node** object and assign **columnName** to the first column.

- Calculate the probabilities (frequencies) of the unique values in the first column in the **dataFrame** variable.

- Order unique elements with respect to the decreasing probability. This will speed up searching the maximal elements in the node in the other methods.
• For a given fixed value of the first column:
  
  – Calculate recursively subtree for other columns that the first column has fixed value.
  
  – Assign value, probability and nextNode to a new dataNode object.
  
  – Append dataNode object to the data list.

  Similar recursive walk is used in the other methods described below.

  The method `printTree` print tree using the pre-order recursive walk.

  Similarly, the method `drawTree(filename, graph_filename, show, verbose)` saves the graphs visualizing tree in the file of variable `filename` and displays it when `show` is set to `True`. In the Python implementation the NetworkX library [14] is used and the graph data is saved in the file `graph_filename`. The method constructs the list of edges by a recursive walk through the tree and picks up the probability of the edge. The vertices are named by the path (column name, value = ... ) by which it is reached from, e.g., $P1.1, v = 1 | P1.2v = 2 | \ldots$, which ends with Leaf sentence if it is the leaf of the tree - the last node. Since the root node can be interpreted as an insertion point to the graphs that holding connected components for different values in the first column of a data, so the extraction of such subtrees can be performed by selecting connected components of the full graph. The graph, containing the whole tree, is divided into connected components associated with the unique values of the first column of the DataFrame object used to construct the ProbabilityTree. An example of such connected component is presented in Fig. 5. It represents the splitting the original data into columns using Bayesian inference.

  The next method `getMaxRecord` recursively traverse the Probability Tree and returns the tuple containing the lists of values with maximal probabilities at vertices (in the order returned by `getColumns`) and probabilities of these values.

  The final public method is `oracle(record, verbose)`, that takes in `record` the list of values (assumed to be ordered in the way returned by `getColumns`) and checks if the ProbabilityTree contains it. The list can be shorter than the height of the tree, and then the method checks if the initial sequence is in the tree.

  The composition diagram is presented in Fig. 6.
Figure 5: One of the component of a ProbabilityTree obtained from a DataFrame by the method drawTree.

3 Generator class

The Generator class is presented in Fig. 7. The class contains two public attributes

- **tree** - contains the ProbabilityTree object that is used for generation.
- **rand** - contains the random number generator used for Monte Carlo generation.

The constructor takes the ProbabilityTree object and initializes the internal random number generator. The seed can be reset by the setSeed method.

Two core methods are getRecord and getRecords. The first one recursively walks through the tree according to the conditional probabilities of the nodes, and returns the data record as DataFrame. The next node is selected when the generated (pseudo)random number is compared with the cumulative distribution of all probabilities in the given node, see Fig. 1.

The second method returns n records. The values in the node of the tree are selected using a simple Monte Carlo algorithm:
Figure 6: Dependence between ProbabilityTree and Node classes.

Figure 7: The class Generator.

- Generate a random number from the uniform distribution on the unit interval.
- Iterate over Node: data until cumulative distribution for a given value is not less than the random number. Then select the next node according to the obtained probability and pick the corresponding value associated with this probability.
4 Requirements and Usage

The generator is contained in the Python package *TreeGen* which is freely available at [19]. The installation can be done by copying the *TreeGen* directory into the standard Python 3 library directory, which is present in the *PYTHONPATH* environmental variable. The package requires the following elements:

- Python 3 [15] as a runtime environment.
- Pandas library [16] for *DataFrame* class.
- Matplotlib library [17] for graphics.
- NetworkX library [14] for drawing *ProbabilityTree* structure.
- Doxygen software [18] for automated generation of documentation.

Its import can be done as `from TreeGen.Generator import *`. It imports both *ProbabilityTree* as well as *Generator* modules with the classes of the same names.

Having defined a *DataFrame* object as, e.g., `dataFrame`, the *ProbabilityTree* object can be created by `tree = ProbabilityTree(df)`. Finally, the generator object can be created by `gen = Generator(tree)`.

An example usage can be as follows:

```python
import pandas as pd
import TreeGen.Generator as G
# read data from Data.xls file:
df = pd.read_excel('Data.xls')
# create ProbabilityTree:
tree = G.ProbabilityTree( df )
# show the data stored in ProbabilityTree:
tree.drawTree( verbose=True, show = False )
# create MC Generator based on ProbabilityTree:
gen = G.Generator(tree)
# Generate 1000 records:
genData = gen.getRecords(1000)
print( genData.head() )
```

A more advanced scenario of using these classes is provided by *Main.py* file supplied with the package.

In the next section, some validation tests are presented.
5 Validation

In the test, the two-column dataset of 672 records was used. We generate 1000 records and then compare statistics of the first columns of the data and generated records.

The unique values in the first column are 1, 2, 3, 4, 5. The comparison of frequencies of the first column of the data (672 records) and the results obtained from the generator (1000 records) was compared. An example run is presented in Fig. 8 for the first column of the data frame, and in Fig. 9 for the second column of the data. It shows a good agreement of the generated records with data.

Figure 8: Comparison of frequency of occurrence of unique values (left) for the data (672 records) and generated data (1000 records) for the first column. The difference between these two frequencies are visualized in the right figure.

Figure 9: Comparison of frequency of occurrence of unique values (left) for the data (672 records) and generated data (1000 records) for the second column. The difference between these two frequencies are visualized in the right figure.

In the second test we showed the usual Monte Carlo-type convergence of frequencies for generated items to the data in the first column when we increase statistics of generated records. Fig. 10 shows a decrease in the order
of error per increase of statistics by two orders of magnitude per 100-times increase in statistics. It is typical behavior for Monte Carlo methods.

Figure 10: Convergence of the generated records to the data. The error is the $L_1$ norm of difference of frequencies for unique values of first column of the data and for generated data.

6 Impact and Conclusions

The Probability Tree abstract data structure, along with its implementation, was presented. It can store the frequency relationships of the data stored in the Data Frame. This structure can visualize relationships between the data and generate data with the same probability characteristics using the supplied Monte Carlo generator. This information can be used to construct a relationship model in the data, and hence it is a useful tool for data exploration. The test of a Python implementation was performed, and the correct Monte Carlo-type convergence was presented on example data.

The proposed library can be used in Data Science and Machine Learning as well as in data exploration and feature discovery.
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