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Abstract—In this paper, we study a class of minimum-energy scheduling problems in non-orthogonal multiple access (NOMA) systems. NOMA is adopted to enable efficient channel utilization and interference mitigation, such that base stations can consume minimal energy to empty their queued data in presence of transmission deadlines, and each user can obtain all the requested data timely. Due to the high computational complexity in resource scheduling and the stringent execution-time constraints in practical systems, providing a time-efficient and high-quality solution to 5G real-time systems is challenging. The conventional iterative optimization approaches may exhibit their limitations in supporting online optimization. We herein explore a viable alternative and develop a learning-assisted optimization framework to improve the computational efficiency while retaining competitive energy-saving performance. The idea is to use deep learning-based predictions to accelerate the optimization process in conventional optimization methods for tackling the NOMA resource scheduling problems. In numerical studies, the proposed optimization framework demonstrates high computational efficiency. Its computational time is insensitive to the input size. The framework is able to provide optimal solutions as long as the learning-based predictions satisfy a derived optimality condition. For the general cases with imperfect predictions, the algorithmic solution is error-tolerable and performance scalable, leading the energy-saving performance close to the global optimum.
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I. INTRODUCTION

THE UPCOMING 5G communication system is envisioned to provide low-latency services with low-energy consumption in supporting users’ high data demand [1]. According to Cisco’s annual visual network index reports [2], numerous users in the system will be increasingly hungry for large amounts of data, e.g., high-definition video streaming, and meanwhile they will be also highly demanding on timely services, in which the users are able to obtain all the requested data as soon as possible without unacceptable delay. Reducing the duration of data transmission and squeezing each terminal’s waiting time in data service, are important for measuring the overall quality-of-experience of the users [1].

Non-orthogonal multiple access (NOMA), as one of the promising techniques for 5G new radio, is currently under investigation for improving the system performance in throughput, fairness, latency, and energy consumption [3]–[8]. On the one hand, the performance gains of NOMA over orthogonal multiple access schemes are significant, mainly due to its high efficiency in channel utilization and the application of successive interference cancellation (SIC) for co-channel interference mitigation. On the other hand, the high computational complexity in resource allocation, and the stringent execution-time requirements in real-time networks, may pose obstacles in applying NOMA in practical systems. For example, previously proposed optimal/suboptimal solutions for solving some high-complexity NOMA resource allocation problems, may not be practical in real-time systems as they may require immense computational capabilities and time, especially for large-scale instances [3], [4], [9]. As a matter of fact, the time limit to complete a decision-making process in practice, requires to be within seconds or milliseconds [1], [10], whereas solving NOMA resource allocation problems to a satisfactory level would require a much longer span of computing time.

The optimal and suboptimal algorithmic solutions for NOMA resource allocation have been extensively investigated in the literature. The NP-hardness of NOMA resource optimization has been discussed in [4]. The majority of the proposed algorithms in the literature are either based on tailored exact algorithms or meticulously designed heuristics. The former typically leads to prohibitively high complexity, and can only be applied for small-medium instances [9]. For the latter, a trial-and-error philosophy has been widely adopted in suboptimal algorithm development [3]–[5], [7], [8], [11]. This type of design method first comes up with a heuristic idea for simplifying the optimization process, followed by intensive and time-consuming tests. To achieve competitive
performance, one has to rely on the feedback from the tested results, possibly a huge amount of data, in order to identify the flaws and issues in the original algorithm design [11]. Then adjustments and updates can be made in algorithm development. This process often has to repeat until satisfactory performance is achieved. The algorithmic solutions are typically designed as one algorithm solving one optimization problem. However, if some key aspects vary, e.g., adopting new performance metrics, constraints, or parameters, the algorithms may need to undergo revisions, as the changes can possibly destroy the problem structure, and make the original algorithm’s performance degraded or even make the solution infeasible. Towards real-time resource allocation, this algorithm design approach and the previous NOMA algorithms may exhibit their limitations in supporting online resource management in highly dynamic and complex networks [3].

In general, once an optimization problem is proved to be hard to solve, it is difficult to expect that a heuristic solution can meanwhile achieve satisfactory performance and with very low complexity to support real-time optimization [12]. In most cases, a scheduler may have to make a trade-off between the algorithm’s computational complexity and the solution quality, which is a dilemma in the conventional algorithm development. Thus, being aware of the shortcomings, we are motivated to explore an alternative in solution development for NOMA resource optimization. Machine learning can provide a powerful alternative in algorithm design for the complex and highly dynamic systems. As an approach in the toolbox for 5G network optimization, it has received considerable research attention recently [13]–[17]. Sun et al. [13] adopt a deep-learning approach and directly apply it as a heuristic to predict the power allocation for a classical interference-channel power control problem. Ghadimi et al. [14] considered reinforcement learning in resource management. In [15] and [16], machine/deep learning based approaches were applied in caching networks and multi-antenna systems. Tsakmalis et al. [17] investigated a multivariate Bayesian active learning method for centralized cognitive radio networks.

A. Contributions

In this paper, the main contributions are from three aspects. Firstly, we address two emerging issues in resource scheduling for practical NOMA systems. That is, by taking into account the dynamic duration in emptying queued data in NOMA, how to efficiently schedule resources to satisfy all the users’ data demand within deadlines, and how to cope with the high complexity in resource scheduling, while retaining fast execution in real-time applications. We formulate two types of minimum-energy scheduling problems with a set of practical deadline constraints. Unlike previously studied wireless scheduling problems [18]–[20], the multiple deadlines for satisfying individual user’s demand in NOMA systems are taken into account in this work. These make the resource scheduling problems even challenging to solve. We derive structural analysis for the problems to enable reasonable solutions, and then provide numerical and analytical results to illustrate significant energy-saving gains of applying NOMA and our approach.

Secondly, we investigate the approach of combining deep learning with conventional optimization algorithms. We propose a learning-assisted optimization framework to leverage the power of deep learning and iterative optimization algorithms, aiming at providing efficient and competitive solutions for solving a class of scheduling problems. We embed a learning component into the algorithmic design, and let it learn the behaviors of optimal decisions by training. The learning component is then used to provide guidance to help the conventional iterative algorithm to accelerate its optimization process in real-time systems.

Thirdly, the proposed approach provides an alternative way to tackle the trade-off issue between solution quality and computational complexity. The conventional iterative algorithms may lead to low computational efficiency [4], [9], [19]–[21], and the simple heuristics typically have limitations in achieving satisfactory performance [3], [12]. These are the undesired performance for practical network optimization [10]. In addition, unlike previously proposed learning approaches, e.g., [11] and [13], simply applying machine-learning models to directly predict the variable values may not be a viable choice for the considered problems in this work due to the huge number of variables in the optimization. The proposed learning-assisted optimization can reap the benefits of machine learning and advanced optimization methods, e.g., efficient computations from the former, high-quality and feasible solutions from the latter. In the proposed approach, the majority of the computational complexity has been concentrated on the offline data generation and training phase. The after-training phase is computationally light, and its computational time is insensitive to the input size, which is promising to enable an online optimization in real-time systems.

The rest of the paper is organized as follows. Section II presents the system models for NOMA, group scheduling, data transmission. Section III formulates two NOMA-based minimum-energy scheduling problems with various types of deadline constraints, and provides structural analysis. Section IV analyzes the two problems’ tractability and proposes a learning-assisted algorithmic framework. Numerical results are demonstrated in Section V. Conclusions are given in Section VI.

II. SYSTEM MODEL

We consider a downlink NOMA system consisting of one base station (BS) serving K mobile users in a common channel with bandwidth B. The user set is denoted as $\mathcal{K} = \{1, \ldots, k, \ldots, K\}$. We define the starting point of a schedule as $T_0$. With the time constraint at the transmitter side, the BS needs to empty its queued data demand $D_1, \ldots, D_K$ within a time limit $T_{\text{tot}}$, counting from $T_0$ until all the users’ data demands $D_1, \ldots, D_K$ have been delivered. With the time requirements at the receiver side, to improve users’ satisfaction, each user $k$ in the system has a specific requirement $T_k$ representing the user’s tolerable waiting time to obtain all the requested data, counting from $T_0$ until user $k$’s data $D_k$ has been successfully transmitted. Considering various
requirements of quality-of-service (QoS) and the performance metric, the BS is required to optimize its scheduling strategy in data transmission, in order to satisfy all users’ data demand and to meet a variety of deadlines. Throughout the paper, we refer to $T_{tot}$ as the total transmission deadline, and define $T_1, \ldots, T_K$ as the individual transmission deadlines for user $1, \ldots, K$, respectively. We remark that the users’ traffic is assumed static during one decision-making period. When new traffic arrives during this period, the request will be formed as a new snapshot, and will be handled in the next decision-making procedure. The goal of this work is to significantly reduce the decision-making delay by the proposed learning-assisted optimization approach, such that the dynamic traffic can be addressed timely.

A. User-Grouping Scheduling and NOMA

Towards flexible and efficient data transmission, we adopt dynamic user grouping and apply NOMA in each scheduled group to mitigate co-channel interference and achieve efficient frequency utilization. Each mobile device is capable of performing multi-user detection and iterative SIC in NOMA [5]. We refer to a cluster $u$ as a user group/set, consisting of one or multiple users [19]. Let $K_u$ be the set of users in group $u$. Once a group $u$ is scheduled, the BS will transmit data to all the users in $K_u$, with positive rates and last for a certain duration $t_u$. In practice, the decision-making for grouping and scheduling occurs at the beginning of each scheduling frame. The BS collects users’ channel state information (CSI) and the data requests at every frame. Based on the collected information, the BS makes decisions for grouping and scheduling. Then the BS sends the control signal (before data transmission) to the users to notify that each individual user should receive data in which time slots.

Enumerating all the combinations of the user groups, provides $2^K - 1$ possible candidates in total. The union of all the groups is denoted by $U = \{1, \ldots, u, \ldots, U\}$, where $U = 2^K - 1$. For example, suppose $K = \{1, 2, 3\}$, by enumeration there are seven candidate groups $\{\\}, \{1\}, \{2\}, \{3\}, \{1, 2\}, \{1, 3\}, \{2, 3\}, \{1, 2, 3\}$, i.e., $U = 7$. These user groups can be selectively scheduled in a sequential manner to deliver users’ data demand, and each user’s demand can be flexibly delivered in multiple groups with non-uniform data rates. The cardinality of $U$ increases exponentially with $K$. To reduce the complexity, some simple schemes are adopted in previous works, e.g., time division multiple access (TDMA) which can be simply enabled by setting $U = K$ and $|K_u| = 1$ in group enumeration. We remark that the simple scheduling schemes may either fail to satisfy all users’ QoS or lead to performance degradation. For example, adopting TDMA to serve each user, one at a time, may fail to meet strict transmission deadlines [21]. Thus in this work, the selection of scheduled user groups is not predefined, but is subject to optimization.

Within a group, NOMA is applied to alleviate the intra-group interference. In NOMA, the BS transmits a superposed signal $x_u$ to all the users in $K_u$,

$$x_u = \sum_{k \in K_u} \sqrt{p_k} s_k$$

where $p_k$ is the transmit power for user $k$ and $s_k$ is the signal intended for user $k$. Note that the transmit power for each user may not necessarily be uniform. It can be pre-optimized according to the channel conditions and subject to practical power constraints and the NOMA protocol. For example, a low-complexity scheme “fractional transmit power control (FTPC)” [22] can be adopted for power allocation among users.

The received signal $y_k^u$ at user $k$’s receiver reads,

$$y_k^u = \sqrt{p_k} h_k s_k + \sum_{j \in K_u \setminus \{k\}} \sqrt{p_j} h_k s_j + n$$

where $h_k$ is the channel coefficient from the BS to user $k$, and $n$ is the additive white Gaussian noise (AWGN) with zero mean and variance $\sigma^2$. According to the basis of NOMA, we adopt the descending order of channel gains as the decoding order [3]. Note that throughout the paper, for the convenience in presentation, we assume that the descending order of channel gains is consistent with the user index, i.e., $|h_1|^2 \geq |h_2|^2 \geq \ldots \geq |h_K|^2$. By applying SIC, the signal-to-interference-plus-noise ratio (SINR) for user $k$ in a group $u$, say $K_u = \{1, \ldots, K\}$, is expressed as,

$$\text{SINR}^u_k = \frac{p_k |h_k|^2}{\sum_{j=1}^{k-1} p_j |h_k|^2 + \sigma^2}$$

The corresponding data rate of user $k$ in $u$ is

$$r^u_k = B \log(1 + \text{SINR}^u_k)$$

In (3), the user $k$’s receiver can decode and remove the interfering signals of users $k+1, \ldots, K$. The signals intended for users $1, \ldots, k-1$ are treated as interference [3]. We use a simple example to illustrate the principle and the assumption behind this. Considering a two-user group $u'$ with $K_{u'} = \{k, k+1\}$ and $|h_k|^2 \geq |h_{k+1}|^2$. The system assumes that if the weak user $k+1$ is able to decode the desired signal from its receiver, i.e., $\text{SINR}^u_{k+1} = \frac{p_{k+1} |h_{k+1}|^2}{p_k |h_k|^2 + \sigma^2} \geq \gamma$, where $\gamma$ is a threshold, then the strong user $k$ can also decode and remove this signal due to $\frac{p_k |h_k|^2}{p_k |h_k|^2 + \sigma^2} \geq \frac{p_{k+1} |h_{k+1}|^2}{p_k |h_k|^2 + \sigma^2} \geq \gamma$.

B. Duration of Data Transmission

In scheduling, we consider dynamic duration in data transmission which comes from draining the queued data at the BS. To properly measure the time span, the data transmission at the BS is considered being continuous in the paper. This is supported by multiple stop-and-wait processes in LTE systems [10]. We define the total transmission duration as $\tau_{tot} = \sum_{u \in U} t_u$, the simple summation of the transmission duration of all the scheduled groups.

During $\tau_{tot}$, each individual user’s time consumption contains two parts, data transmission and waiting in the queue. We use $t_k$ to represent the time consumption that the BS spends to deliver all the requested data $D_k$ to user $k$. When a user group $u$ is scheduled, the time resource is exclusive for the users in $K_u$, and their active transmission time in data services is $t_u$. On the other hand, $t_u$ is also counted as the queuing time for those users in $K_u \setminus K_u$, waiting in the transmitter’s
cache until their queued data become scheduled and emptied.

Thus, $\tau_k$ not only depends on the duration of the scheduled
groups, but is also relevant to the scheduling order. Given $n$
scheduled groups with a specific order, e.g., $u = 1, 2, \ldots, n$,
the total time span for serving a user $k$ is defined as $\sum_{i\in\mathcal{K}_u} t_{u}$,
where $i(k)$ is the position of the last group used to serve user
$k$ in the order. We use a 3-user example in Fig. 1 to illustrate
the insights of the scheduling order. To satisfy users’ demand
$D_1$, $D_2$, and $D_3$ within their individual deadlines $T_1 = 3$,
$T_2 = 1$, and $T_3 = 3$, from time $T_0$ three user groups $u1$, $u2$, $u3$ with
$\mathcal{K}_{u1} = \{1\}$, $\mathcal{K}_{u2} = \{2\}$, and $\mathcal{K}_{u3} = \{1, 3\}$ are sequentially used to transmit data with the same normalized
duration $t_{u1} = t_{u2} = t_{u3} = 1$. For both Schedules I and II,
the total consumption is $\tau_{tot} = 3$. In Schedule I, for user
1 and user 3, the time span is 3 time units to deliver their
requested data, then $\tau_1 = \tau_3 = 3$, while $\tau_2 = 2 > T_2$, thus exceedings the deadline of user 2. Keeping the same active
groups but changing the order in Schedule II, data transmission
for individual users can be completed more efficiently than Schedule I with $\tau_1 = 3, \tau_2 = 1$, and $\tau_3 = 2$.

III. PROBLEM FORMULATION AND STRUCTURAL ANALYSIS

We consider two NOMA based energy-efficient scheduling
problems (NESP) in this section, in order to transmit all
the users’ demands with minimal energy consumption, and
meanwhile to meet deadline constraints.

A. NESP With the Transmitter’s Deadline

The first NESP problem is formulated in P1. It is focused
on the transmitter perspective, which is motivated by the fact
that the BS is expected to empty the queued data within a
limited time interval, such that the occupied time-frequency
resources can be released for serving the upcoming demand.
In modeling the problem, firstly we enumerate all the possible
user groups $K_1, \ldots, K_u, \ldots, K_U$. Each group is associated
with a variable, i.e., variables $t_1, \ldots, t_u, \ldots, t_U$ for groups
$K_1, \ldots, K_u, \ldots, K_U$, respectively. The optimization process
determines which groups to be scheduled to transmit users’
demand and for how long. If $t_u$ is positive, it means group $u$
is activated to transmit data with a certain duration $t_u$, otherwise
the group will not be scheduled.

\begin{align*}
P1 : \min_{\mathcal{T}_\mathcal{U}} \sum_{u\in\mathcal{U}} t_u \sum_{k\in\mathcal{K}_u} p_k && (5a) \\
\text{s.t.} \sum_{u\notin\mathcal{G}_k} t_u \geq D_k, \forall k \in \mathcal{K} && (5b) \\
\sum_{u\in\mathcal{U}} t_u \leq T_{tot} && (5c)
\end{align*}

The objective (5a) is to minimize the energy consumption
in data transmission, where $\sum_{k\in\mathcal{K}_u} p_k$ is the total power
consumption in group $u$. In general, the groups with larger
cardinality lead to higher sum power. By constraints (5b), the
requested data for each user $k$ must be delivered, where set
$\mathcal{G}_k = \{u \in \mathcal{U} : k \in \mathcal{K}_u\}$ contains all the groups that user $k$ is
included, and $\tau^u_k$ is defined by equation (4). In (5c), the BS
should complete all the data delivery within deadline $T_{tot}$.

Remark 1: The SIC process in NOMA can impose extra
decoding delay at the receivers. For dealing with this issue
in delay-sensitive scenarios, P1 can be further enhanced by
introducing extra constraints to confine the delay in receivers’
signal processing. In practice, iterative SIC which employs
multiple iterations in signal processing is adopted in NOMA
receivers [5], [7]. If a user’s signal decoding fails in the
first iteration, in the subsequent iterations it will be decoded
again [23]. With soft-decision in iterative SIC, as the num-
derations increases, it can result in longer processing
delay. Thus we can confine the maximum number of SIC
iterations to avoid long process delay. When a user group $u$ is
scheduled, the required iterations in general linearly increase
with the number of users in the group [5], [7]. Let $L$ be
the iterations required for single-user decoding ($|\mathcal{K}_u| = 1$).
The time spent at an iteration is $\tau$. The required SIC iterations
for a multi-user group $u$ are $\min(|L|\mathcal{K}_u, L_{max})$, where
$L_{max}$ is the maximum decoding iterations for each receiver.
The accumulated processing delay for user $k \in \mathcal{K}_u$ in
group $u$ is defined as $t_u \times \tau_k^u \times \min(L|\mathcal{K}_u|, L_{max}) \times \tau$
which increases with the transmitted data bits $t_u \tau_k^u$ and
the number of iterations. In P1, the following constraints
$\sum_{u\in\mathcal{G}_k} t_u \tau^u_k \min(L|\mathcal{K}_u|, L_{max}) \tau \leq \tau_{k_{max}}$ : $\forall k \in \mathcal{K}$ can be
imposed to confine each receiver’s processing delay, where
$\tau_{k_{max}}$ is the maximum tolerable processing delay for user $k$.

B. NESP With the Receivers’ Deadlines

In the following, from the receiver’s perspective, we con-
sider the second NESP problem in P2 which puts more
emphasis on users’ experience. We take into account each
user’s transmission deadline in NESP. In practice, multiple
users may request data service simultaneously with diverse
deadline requirements. For instance, a user who is in a real-
time video conference would have strict time requirement to
obtain the requested data, while another user being in a non-
real-time data download process could be more tolerable to
transmission delay. The BS then needs to decide the optimal
order in addition to determining optimal user groups and their
duration.

\begin{align*}
P2 : \min_{\mathcal{T}_\mathcal{U}} \sum_{u\in\mathcal{U}} t_u \sum_{k\in\mathcal{K}_u} p_k && (6a) \\
\text{s.t.} \sum_{u\in\mathcal{G}_k} t_u \sum_{k\in\mathcal{K}_u} p_k \geq D_k, \forall k \in \mathcal{K} && (6b) \\
\sum_{u\in\mathcal{G}_k} t_u \leq T_{k_{max}}, \forall k \in \mathcal{K} && (6c)
\end{align*}
In P2, the objective function, the user-demand constraints keep same as (5a) and (5b). For the deadline constraints, instead of (5c) in P1, each user’s demand in P2 must be delivered within an individual deadline in constraints (6b). Note that to avoid redundancy, we do not jointly impose the deadlines $T_{tot}$ and $T_1, \ldots, T_K$ to P2. We remark that when multiple users have deadlines in P2, the optimization process no longer resembles the structure of P1, though all the other parts remain unchanged. This change makes the scheduling problem P2 more complicated since the consumed time for serving a user’s demand cannot simply be the accumulated activation time of the user, and it must be based on a specific scheduling order. Thus deciding an optimal scheduling order is important for P2. In constraints (6b), we firstly define an scheduling order (assuming $T_1 \leq \ldots \leq T_K$ in P2), and then discuss its optimality in Lemma 1. The total time span for user $k$ is accumulated by its transmission duration and the queuing duration in the scheduled groups in $G_1 \cup G_2 \cup \ldots \cup G_{\bar{G}}$. The operator $\cup$ is used to avoid multiple scheduling for the common groups in $G_1, G_2, \ldots, G_{\bar{G}}$. Due to the presence of users’ deadlines, unlike P1, two intuitive questions arise in P2. That is, in order to squeeze each user’s transmission time as much as possible, should the appearance of the groups containing the same user be consecutive, namely consecutive group scheduling for every user? Should the user with the most stringent deadline be served first? Next, we give a negative answer for the first question by a counterexample, and use Lemma 2 to provide a positive answer for the second question.

Firstly, We conclude that consecutive group scheduling can be valid for some users but may not always hold for every user. Consecutive scheduling for a user means that all the activated groups for serving a user must be scheduled consecutively in the scheduling order, e.g., like users 1, 2, and 3 in Schedule II in Fig. 1, otherwise it is a nonconsecutive schedule, like user 1 in Schedule I in Fig. 1. Although Fig. 1 suggests that a consecutive schedule is better than a nonconsecutive one, in some instances the consecutive schedule may fail to guarantee the feasibility as well as the optimality. An example is shown below.

**Example 1:** Consider a nonconsecutive schedule for user $k$ in a specific order $\ldots, \hat{u}_k, \hat{u}', \ldots, \hat{u}'', \hat{u}_k, \ldots$, where $\hat{u}_k$ and $\hat{u}_k$ are the only two scheduled groups for user $k$, and groups $u'$ and $u''$ contain the other users. Suppose all the users’ deadlines are satisfied by using these groups and this order. If we simply exchange the position between $u'$ and $\hat{u}_k$, or between $\hat{u}_k$ and $u''$, to form a consecutive schedule for user $k$, either of the changes may make some users’ transmission time longer due to postponing groups $u'$ or $\hat{u}$ in the sequence and thus may cause deadline violation.

Regarding the second question, we conclude that it is an optimal principle for determining the scheduling order. We prove the following lemma, and derive an algorithm to determine the optimal scheduling order for P2. In general, changing the order for a user not only affects the user itself but also may influence whether other users’ deadlines can be met. This is one of the difficulties in determining the optimal scheduling order.

**Algorithm 1** Determine Optimal Scheduling Order for Any Feasible Schedule in P2

**Input:** Deadlines $T_1, \ldots, T_K$, a feasible schedule with groups in set $G^*$

**Output:** Optimal order $o^*$

1: $o^* = \emptyset$
2: Sort $T_1, \ldots, T_K$ in an ascending order (suppose $T_1 \leq \ldots \leq T_K$ here for simplicity).
3: for $k = 1, \ldots, K$ do
4:  $o^* = o^* \cup \{G_k \cap G^*\}$
5:  $G^* = G^* \setminus \{G_k \cap G^*\}$
6:  if $G^* = \emptyset$ then
7:         break.
8: Return: $o^*$

**Lemma 1:** Defining the strictest deadline among the users of a group as the group deadline, i.e., $\min_{k \in G_u} T_k$, then there exists an optimal scheduling where the active groups are organized following the ascending order of the group deadlines.

**Proof:** Suppose in the optimum, two groups, $u'$ with the group deadline $T_1$ and $u''$ with its group deadline $T_2$, have $T_1 < T_2$ but $u'$ is scheduled after $u''$, i.e., schedule 1: $\ldots, u', u'', \ldots$, which violates the defined ascending order. Note that due to the optimality in schedule 1, the strictest deadline $T_1$ has not expired by the end of the activation time of group $u'$. Based on schedule 1, we then construct a new schedule by moving group $u''$ to be right after $u'$, i.e., schedule 2: $\ldots, u', u'', \ldots$, and correspondingly, group $u'$, as well as the groups between of $u''$ and $u'$ in schedule 1, are shifted earlier in the sequence to fill the gap of $u''$. The rest of the groups after $u'$ in schedule 1 remain unchanged. Since $T_1 < T_2$, group $u''$ still meets its group deadline $T_2$ in schedule 2 which is feasible and also optimal as the consumed energy remains. Repeating the process for the groups that are not organized as the order defined by the lemma, we obtain an optimal schedule with this group ordering, and the conclusion follows.

Lemma 1 concludes the principle for deciding an optimal scheduling order in P2. The optimal order in P2 may not necessarily be unique, but adopting the order defined in Lemma 1 can always lead us to an optimal and feasible solution (if the problem is feasible). For any feasible schedule, we summarize the procedure of determining the optimal order for the schedule in Algorithm 1 and conclude the algorithm’s optimality in Corollary 1. In Algorithm 1, the scheduled groups in set $G^*$ are organized into up to $K$ segments. Suppose $T_1 \leq \ldots \leq T_K$, the user with the strictest deadline, i.e., user 1 in this case, is firstly taken care of. All the active groups $u \in G_1 \cap G^*$ are put in the first segment and scheduled in the first iteration. The groups’ scheduling order in a segment can be arbitrary, and the order is recorded in $o^*$. Then the scheduled groups are excluded from set $G^*$. The procedure repeats until $G^*$ is empty.

**Corollary 1:** Given the optimal groups of P2, the optimal scheduling order can be determined by Algorithm 1 with polynomial-time complexity.
Given the formulations for the two NESP problems in P1 and P2, we then characterize the connection between the optimal energy $E^*_1$ of P1 and $E^*_2$ of P2 in the following remark.

**Remark 2:** Assuming the same input parameters for P1 and P2, if $T_{\text{tot}} = \max\{T_1, \ldots, T_K\}$, then $E^*_1 \leq E^*_2$. The reason can be explained as follows. Consider the same parameters in P1 and P2, and assume $T_1 \leq \ldots \leq T_K$. If $T_{\text{tot}}$ is set to be the maximum of the deadlines, i.e., $\max\{T_1, \ldots, T_K\} = T_K = T_{\text{tot}}$, P1 is a relaxed version of P2, since the scheduling order can be arbitrary in P1 and only the maximum deadline $T_{\text{tot}}$ is present in P1, whereas P2 submits to extra deadlines $T_1, \ldots, T_{K-1}$ and a specific scheduling order. The two problems are equivalent, i.e., $E^*_1 = E^*_2$, when deadlines $T_1, \ldots, T_{K-1}$ in P2 are redundant, e.g., setting $T_{\text{tot}} = T_1 = \ldots = T_K$. If the deadlines $T_1, \ldots, T_{K-1}$ are binding, the solution space of P2 is part of P1, and the conclusion follows.

IV. SOLUTION DEVELOPMENT: LEARNING-ASSISTED OPTIMIZATION

In this section, we first characterize the complexity and the difficulty in solving P1 and P2, then we propose a learning-assisted framework to efficiently solve P1 and P2, and show the advantages.

A. Characterizations for Complexity and Difficulty

The two NESP problems are linear programming (LP) problems which can be solved by standard optimization tools, e.g., the simplex algorithm [24]. However, the linearity here does not conclude the problem’s tractability. In fact, with the input size $2^K - 1$ in P1 and P2, the computational complexity and the computational time of NESP increase exponentially with $K$. We derive the hardness results in Lemma 1.

**Proposition 1:** P1 and P2 are NP-hard.

**Proof:** By constructing a graph $G$ with $K$ nodes and treating each node as a user, the NP-hardness proof of P1 can be referred to the cell clustering and scheduling (CCS) problem in [19] which is proved to be NP-hard by a polynomial-time reduction from the fractional chromatic number in graph $G$. It can be proved that any two users connected by an edge in graph $G$ will not be in the same group at the optimum of P1 instance. Therefore all the scheduled (optimal) groups in P1 correspond to independent sets in graph $G$. Solving the P1 instance gives the answers for the recognition version of fractional chromatic number. For P2, based on the conclusion in Remark 2, we construct a polynomial-time reduction from any instance of P1 by setting $T_1 = \ldots = T_K = T_{\text{tot}}$. By doing so, $T_1 = \ldots = T_{K-1}$ can be always satisfied if the user $K$’s deadline, which becomes the total transmission deadline $T_{\text{tot}}$, is met. Hence a special case of P2 is at least as hard as P1, then in general P2 remains hard with the presence of multiple deadlines.

Note that both P1 and P2 fall into the domain of scheduling problems. For minimizing the energy consumed in data transmission, if TDMA is feasible, it is the optimal scheduling scheme [19], [21], e.g., when users’ demand is low and can be satisfied within deadline(s) by TDMA. In this paper, we are more focused on realistic scenarios with heavier data traffic and stricter time limits in data transmission. For these cases, TDMA fails, and the optimal scheduling is required.

In practical systems, stringent execution-time is required in real-time scheduling, thus P1 or P2 is expected to be solved efficiently. For many-user cases, the conventional iterative approaches may reach their limits in supporting online real-time network optimization. Solving such difficult problems to satisfactory performance would require a much longer span of computing time. Thus, understanding the practical limitations of the conventional approaches, we are motivated to explore new avenues in solution development.

In order to provide a reasonable algorithmic solution, we first investigate and reveal the major difficulties in efficiently solving P1 and P2. The first aspect is the exponentially increased variables. To determine the optimal groups, when $K$ is large the optimal algorithms have to go through and evaluate a huge number of variables, e.g., the iterative procedure of identifying the column(s) with “the most negative reduced cost” in the column generation algorithm, or the successive pivot operations in the simplex algorithm [24]. On the other hand, by the LP theory, in the optimum, the number of scheduled groups is no more than the number of constraints [20]. One can observe that the number of constraints in P1 and P2 is linear in $K$. As a matter of fact, the NESP’s output vector $[t_1, \ldots, t_4, \ldots, t_U]$ will be very sparse, since most of the elements/groups in the vector will be zero/inactive. At the global optimum, most of the groups will not be used at all. Therefore to accelerate the optimization process, an effective way is to confine the searching space and let the algorithm avoid exploring those unused groups. However, it is not immediately clear which groups are not optimal and should be excluded from the $2^K - 1$ candidates. This introduces the second difficulty which is the implicit combinatorial aspect in P1 and P2. In fact, although the variables in P1 and P2 are continuous, integer decisions have to be made, e.g., determining whether a user’s data should be transmitted in group(s) or entirely delivered by TDMA. If the information of this combinatorial part can be known prior to the optimization process, the computational efficiency will be largely improved.

B. The Proposed Algorithmic Solution

We propose a learning-assisted optimization framework to provide high-quality and time-efficient solution. The idea is to apply learning-based approaches to help the optimal algorithm to tackle the most difficult and time-consuming part in the optimization. We train a deep neural network (DNN) for P1 or for P2, and let them learn how the optimal solutions, in terms of the patterns of optimal user grouping, behave in the optimization process. A maturely trained DNN can be used to provide guidance to confine the searching space of P1 and P2. The training of DNN is carried out at the pre-optimization stage such that the computational efforts can be significantly reduced for real-time applications and with satisfactory performance.
The rationale behind this learning-based approach is that in many instances, the same types of optimization problems are usually solved repeatedly on a regular basis [11]. These problems share some common structure but differ in the input data. As a result, there exists relations between the input data and the optimization results. This provides an opportunity for machine-learning based approaches to learn this relationship, and then to predict the results, or to provide good initialization points for kick-starting heuristic-based optimization procedures. In the NESP problems, although the problems are of high complexity, one can still recognize the patterns between the input parameters and the scheduled groups in the optimum. We use a 15-user example in Fig. 2 to illustrate the features of the optimal groups in P1. From Fig. 2(a), when $T_{tot}$ becomes large, TDMA transmission will be preferred to more users in the optimum. If the deadline is strict, almost all the users are scheduled in groups instead of TDMA since the optimal solution may have to choose the groups with large cardinality to guarantee the feasibility. Then the probability of using those small-cardinality groups can be very low. From Fig. 2(b), we observe that on average only very few types of cardinality are actually used in the optimum. Overall, around 1 to 4 cardinality types out of 15 are scheduled. The optimization process will be more efficient if the searching process can be more concentrated on the large-cardinality groups, instead of the whole solution space. In addition, towards high computational efficiency in real-time operations, the complexity of feed-forward operations of the DNN is mainly from the matrix multiplication, e.g., weight matrix times input matrix, the activation function, and the learning function [25], which are of low complexity in general, and can be executed fast in practice [26].

Considering the exponential number of groups in the optimization, it prohibits the DNN simply setting its output as the optimization variables $t_1, \ldots, t_U$ of P1 and P2, mainly due to the difficulties and the degraded performance in approximating the DNN’s input-output relations with a huge number of variables [26]. Moreover, the solution feasibility of P1 and P2 will be sensitive to the prediction accuracy of the DNN. Any prediction error in DNN’s output $t_1, \ldots, t_U$ can easily result in failures of satisfying all the constraints. Alternatively, we adopt an error-tolerable design in DNN predictions, such that the developed solution can benefit from the DNN prediction and meanwhile enable feasible solutions.

By our design, the DNN is expected to provide or learn two types of key information. One key information is formed by a $K$-dimension binary vector $b = [b_1, b_2, \ldots, b_K]$. The element $b_k$ indicates whether user $k$’s demand $D_k$ is transmitted alone in the whole scheduling period ($b_k = 0$), i.e., TDMA, or delivered in any group(s) ($b_k = 1$). The other information type is stored in another $K$-dimension binary vector $\hat{b} = [\hat{b}_1, \hat{b}_2, \ldots, \hat{b}_K]$, where $\hat{b}_k$ represents whether any of $k$-cardinality groups should be scheduled in the optimum ($\hat{b}_k = 1$), or not used at all ($\hat{b}_k = 0$). We summarize the input and output of the adopted DNN below, and an illustrative structure of the trained DNN is shown in Fig. 3.

**DNN Input:** Channel coefficients $h = \{[h_1]^2, \ldots, [h_K]^2\}$, user demand $d = \{D_1, \ldots, D_K\}$, user power $p = \{p_1, \ldots, p_K\}$, and transmission deadline $T_{tot}$ specific for P1, and individual deadlines $T_{1}, \ldots, T_{K}$ specific for P2.

**DNN Output:** Prediction vectors $b = \{b_1, b_2, \ldots, b_K\}$ and $\hat{b} = \{\hat{b}_1, \hat{b}_2, \ldots, \hat{b}_K\}$.

The proposed learning-based optimization framework is summarized in Algorithm 2. In general, the optimization procedure consists of an offline DNN training phase and an online operation phase. In the offline training phase, taking P1 as an example, we use a tuple $l_{P1} = (h^s, d^s, p^s, T_{tot}^s, b^s, \hat{b}^s)$ to represent the $s$-th training sample for P1 ($l_{P2} = (h^s, d^s, p^s, \{T_{1}, \ldots, T_{K}\}, b^s, \hat{b}^s)$ for P2). We generate realizations $h^s, d^s, T_{tot}^s$, and pre-optimized power $p^s$. The information of $b^s$ and $\hat{b}^s$ is extracted from the optimal solution. We use a 4-user example to illustrate the procedure of preparing $b^s$ and $\hat{b}^s$ in the training set. As the first step we apply the exact algorithms, e.g., simplex or column generation algorithm, to obtain the optimal solution, say optimal groups $\{1, 3\}, \{2, 3\}, \{1, 2\}, \{4\}$. Next, the vectors $b^s$ and $\hat{b}^s$ will be formed as $b^s = \{1, 1, 1, 0\}$ and $\hat{b}^s = \{1, 1, 0, 0\}$ in the training set. The zero elements are due to the fact that user 4 is transmitted alone in TDMA, and all the 3-cardinality and 4-cardinality clusters are not scheduled in the optimal solution. By repeating the above data-generating process, we obtain the entire training set ($l_{P1}^1, \ldots, l_{P1}^S, l_{P2}^1, \ldots, l_{P2}^S$) for P1, where $S$ is the maximum number of generated data samples in DNN training. Feeding the DNN by a sufficient large training set, the DNN is able to progressively optimize its weight values and learn the relation between the input and the output [26]. Analogous to the training set generation, the validation and test
Algorithm 2 Learning-Assisted Optimization Framework for P1 and P2

Input: $T_{tot}$ for P1, $T_1 \ldots T_K$ for P2, and $D_1 \ldots D_K$, $|b_1|^2 \ldots |b_K|^2$, $p_1 \ldots p_K$ for both P1 and P2.

Output: $t_1^* \ldots t_K^*$

1: Offline Training Phase:
   2: Generate training, validation, and test sets for P1 or P2.
   3: Complete the training of DNN1 for P1 or DNN2 for P2.
   4: Online Operation Phase:
   5: Take an input from the test set for P1 or P2.
   6: Obtain the predicted vectors $b$ and $\hat{b}$ via DNN’s output.
   7: $M = \sum_{k=1}^{K} b_k / K$ and $\hat{M} = \sum_{k=1}^{K} \hat{b}_k / K$
   8: for $k = 1, \ldots, K$
   9: \hspace{1em} if $b_k \notin \{0, 1\}$ and $b_k > \alpha M$ (or $\hat{b}_k > \alpha \hat{M}$) then
   10: \hspace{2em} $b_k = 1$ (or $\hat{b}_k = 1$)
   11: \hspace{1em} else
   12: \hspace{2em} $b_k = 0$ (or $\hat{b}_k = 0$)
   13: $U^* = U$
   14: for $k = 1, \ldots, K$
   15: \hspace{1em} if $b_k = 0$ then
   16: \hspace{2em} $U^* = U^* \setminus \{u \in U^* : k \in K_u \mid |K_u| > 1\}$
   17: \hspace{1em} if $\hat{b}_k = 0$ then
   18: \hspace{2em} $U^* = U^* \setminus \{u \in U^* : |K_u| = k\}$
   19: Replace $U$ by $U^*$ in P1 or P2
   20: Obtain $t_1^* \ldots t_K^*$ by applying optimal algorithms to solve the restricted P1 or P2 with $U^*$.

sets are generated independently. For cross-validation process, the validation set is used to avoid over-fitting effect [25]. The test set (which is unseen during training) is then used in the after-training phase, for evaluating the performance of the DNN.

In the operation phase, taking an input from the test set and giving it to the well-trained DNN, the DNN can efficiently provide the required key information, i.e., the output vectors $b$ and $\hat{b}$. Note that there may exist fractional elements in $b$ and $\hat{b}$. We then design a rounding approach to convert those fractional elements to binary. We firstly compute the mean values $M$ and $\hat{M}$ for $b$ and $\hat{b}$, respectively. If any fractional $b_k > \alpha M$ or $\hat{b}_k > \alpha \hat{M}$, we set $b_k = 1$ or $\hat{b}_k = 1$, respectively, otherwise zero, where $\alpha > 0$ is a control parameter to balance the computational efficiency and the optimality. Relying on the binary $b$ and $\hat{b}$ from the DNN’s output, a considerably large amount of groups are expected to be excluded from $U$, forming a small-scale candidates set $U^*$ for P1 or P2. By doing so, the proposed method is able to break the trend of exponentially increased complexity in P1 and P2. Then solving a small-scale P1 or P2 can be much more efficient than a large-scale one.

We remark that as long as the well-trained DNN can provide precise predictions or the predictions achieving the same accuracy effect, the proposed solution in Algorithm 2 guarantees global optimality. Analogous to $b$ and $\hat{b}$ in DNN, let $b^*$ and $\hat{b}^*$ be the binary vectors derived from the optimal solution. When we say a predicted element $b_k \in b$ (or $\hat{b}_k \in \hat{b}$) is accurate, it does not necessarily mean that the value of $b_k \in b$ must be exactly same as $b_k^*$ in optimal $b^*$. We characterize an sufficient optimality condition in Lemma 2 below, and define $b_k$ or $\hat{b}_k$ is accurate if $b_k - b_k^* \geq 0$ or $\hat{b}_k - b_k^* \geq 0$, respectively.

**Lemma 2:** Algorithm 2 guarantees global optimality if $b - b^* \geq 0$ and $\hat{b} - b^* \geq 0$.

**Proof:** The rationale is that if the predicted vectors $b$ and $\hat{b}$ can keep all the optimal groups in the restricted set $U^*$, Algorithm 2’s optimality will be guaranteed, and the predicted $b$ and $\hat{b}$ are considered achieving the same effect of the accurate prediction. Specifically, if an element $b_k^* = 0$ in the optimum, user $k$ will be transmitted by TDMA and only one group $u$ with $K_u = \{k\}$ is needed for user $k$. Then the predicted $b_k$ can be either zero or one without affecting the optimality since in either case, group $u$ will be in $U^*$. This is because ideally, if the DNN’s prediction is accurate, the DNN’s output (after rounding) should be $b_k = 0$, e.g., firstly read $b_k = 0.1$ from the DNN’s output then round it to $b_k = 0$ in Algorithm 2. In this case, the TDMA group $\{k\}$ will be the only group for user $k$ in $U^*$. However, the DNN’s predictions may not be completely accurate, and the rounding process may not guarantee to always round $b_k$ to zero. For example, we may read $b_k = 0.9$ from the DNN’s output due to its imperfect predictions. Then the rounding process may round it to $b_k = 1$ which mismatches with optimal $b_k^* = 0$. As a result, the proposed algorithm will keep all the groups containing user $k$, including the TDMA group $\{k\}$, in $U^*$. Thus we have $b_k > b_k^*$ or $\hat{b}_k = b_k^*$. If $\hat{b}_k^*$ is one, the accurate predicted value should be $b_k = 1$, otherwise some of the optimal groups could be removed from $U^*$ in Line 16, and these groups will be no longer considered in solving the optimization problem in Line 20, thus the algorithm loses the optimality. For $\hat{b}_k^* \in \hat{b}^*$, the logic is analogous, hence the conclusion.

From Lemma 2, as long as the optimality condition holds, Algorithm 2 in fact equivalently transforms a large-scale optimization task to a small-scale one by precisely excluding non-optimal groups without loss of any optimality. In case of the condition violation in $b$ and $\hat{b}$, the designed control parameter $\alpha$ can be scaled down to tolerate prediction errors and improve the prediction accuracy. For instance, suppose $M = 0.5, \alpha = 1$, and accurate $b_k^*$ should be one in the optimum, however, due to imperfect estimation we read $b_k = 0.49$ from the DNN’s output. In Algorithm 2, $b_k$ will be rounded to zero as $b_k < \alpha M$, meaning that any groups involved by user $k$ will be excluded from the optimization process for solving P1 or P2, though at least one group among them is clearly optimal. For this case, we can scale down $\alpha$, say 0.9, then $b_k$ will be set one as $b_k = 0.49 > \alpha M = 0.45$, and all the groups containing user $k$ will be searched in the last step of Algorithm 2.

V. PERFORMANCE EVALUATION

In this section, we provide numerical results to illustrate the performance gain of NOMA compared to the interference-channel (IC) based scheduling [19], [20] and TDMA. We show the effectiveness of the proposed learning-assisted approach, in terms of complexity and computational time reduction,
DNN’s prediction accuracy, and the performance gap between Algorithm 2 and the optimum.

A. Experimental Setup

For DNN training, the adopted DNN consists of a $N$-node input layer, a $N$-node encoding layer for data regularization, two hidden layers with 100 and 50 neurons for further learning the relations between the input and the output, and a 2K-node output layer, where $N = 3K + 1$ for P1 and $N = 4K$ for P2. The resilient back-propagation (RProp) algorithm is used as the learning heuristic in DNN training and the online operation phase [26]. Fig. 3 shows an illustrative structure of DNN2 for P2, and DNN1 for P1 is analogous (replacing $T$ by $T_{\text{tot}}$ in the input nodes). The simulation parameters are summarized in Table I. To prepare the power-allocation vectors $p$ in training sets, we adopt a low-complexity scheme “fractional transmit power control (FTPC)” [22] for power allocation among the users. In FTPC implementation, we scale the control parameter $\alpha$, ranging from zero to one, to optimize the user power $p = [p_1, \ldots, p_K]$, where $\alpha = 0$ enables equal power allocation among $p_1, \ldots, p_K$, and increasing $\alpha$ results in more power to the users with inferior channel condition for fairness consideration. We remark that any other power allocation algorithm can also be adopted in training data generation.

B. Performance of NOMA in Energy Saving and Meeting Deadlines

To evaluate the performance of applying NOMA in reducing energy and in meeting deadlines, six scheduling schemes, i.e., NOMA for P1 and P2, TDMA for P1 and P2, and IC for P1 and P2, have been implemented for comparisons. Their optimal solutions are enabled by applying standard LP algorithms. In IC scheduling, e.g., [19] and [20], no SIC is performed in each group, thus the interference part in equation (3) is replaced by the sum of intra-group interference, i.e., $\sum_{j \in K_u \setminus \{k\}} \sum_{p} |h_{k}^{j}|^2$. The results of optimal energy are illustrated in Figs. 4 and 5 for P1 and P2, respectively, where uniform users’ demand of 10 Mbits and 15-user cases are adopted. In both figures, we generate one thousand instances and show the average performance over the normalized time lines.

In Fig. 4, we compare the energy consumption with and without circuit energy for NOMA and IC schemes. The circuit energy is modeled as $P_c \sum_{u \in U} t_u$ where $P_c$ is circuit power and is set as 2 W in this simulation. We consider the circuit energy in Fig. 4 is linear with the transmission duration $\sum_{u\in U} t_u$, and is independent of the transmission rate [27]. Then the objective function in P1 becomes $\min_u \sum_{u \in U} t_u \sum_{k \in K_u} p_k + P_c \sum_{u \in U} t_u$. Firstly, for the two schemes without circuit energy (two solid lines), the range of $T_{\text{tot}}$ is between interval $[T_{\text{feas}}, T_{\text{tdma}}]$, where $T_{\text{feas}}$ is the minimum duration to keep the problem feasible, and $T_{\text{tdma}}$ is the maximum transmission duration to keep the constraint $\sum_{u \in U} t_u \leq T_{\text{tot}}$ active. If $T_{\text{tot}} < T_{\text{feas}}$ the problem becomes infeasible, and if $T_{\text{tot}} \geq T_{\text{tdma}}$ TDMA will be optimal for P1. Within the interval $T_{\text{tot}} \in [T_{\text{feas}}, T_{\text{tdma}})$, the TDMA scheme cannot deliver all the demand within deadline $T_{\text{tot}}$, and therefore user groups will be scheduled to save transmission time by allowing simultaneously serving multiple users. Compared to IC scheduling, the performance gain of adopting NOMA is significant. In general, the transmission energy in both NOMA (refer to the objective function in P1) and IC based scheduling will dramatically increase if more stringent deadline is imposed. However, the growth rate and the energy consumption in NOMA are much lower than IC. In addition, since part of the co-channel interference can be removed in each scheduled group, NOMA is able to achieve higher data rate and thus support the strict-deadline transmission. For instance, the normalized minimum $T_{\text{tot}}$ in NOMA is 6, whereas IC becomes infeasible at $T_{\text{tot}} = 12$. Secondly, for the two schemes with
circuit energy (two dashed lines), the performance curves of NOMA and IC keep consistency with the two schemes without circuit energy, though the energy consumption is higher than the two solid lines. The energy consumption monotonically decreases when time \( T_{\text{tot}} \) increases. The minimum energy will not be able to further reduce if \( T_{\text{tot}} \) becomes redundant. Unlike the two solid-line schemes (without circuit energy), we remark that the optimal scheduling may not be TDMA when the minimum energy is achieved in the two dashed-line schemes. This is because with circuit energy, TDMA needs longer transmission time, thus it can result in higher circuit energy consumption. At the minimum-energy point, the transmission energy may not be minimum but the consumed circuit energy can be less by adopting non-TDMA schemes. Then the overall energy-saving performance may benefit.

Next, we examine the performance gain of NOMA in P2, and illustrate the relation between P1 and P2. The averaged results are shown in Fig. 5. As we expected, same as in P1, applying NOMA in multi-deadline scheduling can bring considerable performance benefits, compared to IC. In addition, as a verification of Remark 2, if we set uniform \( T_1 = \ldots = T_K = T_{\text{tot}} \), the energy of NOMA and IC in P1 is the same as their performance in P2. If we keep the longest deadline \( \max\{T_1, \ldots, T_K\} \) as \( T_{\text{tot}} \), say \( T_K = T_{\text{tot}} \), and consider non-uniform deadlines, i.e., generate \( T_1, \ldots, T_{K-1} \) by random values but bounded by \( T_{\text{tot}} \), the consumed energy of NOMA and IC in P2 is bounded by \( T_K \), which is consistent with the conclusion in Remark 2. One may observe that when the longest deadline \( \max\{T_1, \ldots, T_K\} \) becomes binding (see the left end of the curves), the gaps between the uniform and non-uniform cases are marginal. The reason is that if the maximum deadline becomes tight, then the room for scaling other users’ deadlines becomes small, that is, \( T_1, \ldots, T_{K-1} \) may need to be close to \( T_K \) otherwise the problems can be infeasible, leading to the small gaps with the cases of uniform \( T_1 = \ldots = T_K = T_{\text{tot}} \).

### C. Performance of Algorithm 2 in Computational Efficiency and Complexity Reduction

To illustrate the computational efficiency of the proposed Algorithm 2 in its online operation phase, we compare the CPU time (in seconds) in computations between Algorithm 2 (from Lines 5 to 20) and two optimal iterative algorithms, i.e., the simplex algorithm and the column generation algorithm. The former is a conventional algorithm for optimally solving LP, and the latter is proposed to improve the former’s computational efficiency with guaranteed optimality. To provide a fair comparison, we implement and evaluate the three algorithms in a unified platform, MATLAB. All the three algorithms are applied to solve P1 and P2, and the averaged computational time per instance are shown in Table II.

| Cases | Simplex | Column Generation | Algorithm 2 |
|-------|---------|-------------------|-------------|
| \( K = 5 \) | 0.015 | 0.015 | 0.013 |
| \( K = 10 \) | 0.078 | 0.043 | 0.019 |
| \( K = 15 \) | 0.569 | 0.421 | 0.049 |
| \( K = 20 \) | 156.1 | 113.9 | 0.075 |
| \( K = 21 \) | 357.9 | 176.1 | 0.108 |
| \( K = 22 \) | 2132 | 1175 | 0.194 |
| \( K = 25 \) | >3600 | >3600 | 0.398 |

The performance gain of Algorithm 2 is marginal. Thus the proposed approach is preferred to apply to solve the large-\( K \) cases, evident by its effectiveness in computations. From the results, Algorithm 2 is particularly efficient if the deadlines are loose. When imposing strict deadlines to Fig. 6 and Fig. 7, the average number of considered candidates in \( |U^*| \) is moderately increased. In addition, one may notice that for the same \( K \), the average cardinality of \( |U^*| \) in P2 is larger than that in P1, online optimization, though the column generation has largely reduced the computational time compared to the simplex algorithm. As can be foreseen, the computational efficiency of Algorithm 2 is insensitive with the increase of the input size. Overall, Algorithm 2 is promising to provide the optimized solution in time and with good performance in scalability.

To reveal the insights behind Table II, we use Fig. 6 and Fig. 7 to explain the reason why the proposed Algorithm 2 enables high efficiency in solving P1 and P2. We consider \( K = 5, 15, 25 \) in Fig. 6 and Fig. 7. In the simplex and the column generation algorithms, to optimally solve P1 and P2, a number of \( |U| \) candidates have to be searched, that is \( |U| = 2^5 - 1 = 31 \) for 5-user cases, \( |U| = 2^{15} - 1 = 32767 \) for 15-user cases, and \( |U| = 2^{25} - 1 = 33554431 \) for 25-user cases. It is evident that for larger \( K \), searching such a huge number of groups is too time consuming. In contrast, a majority of the candidate groups in Algorithm 2 have been excluded in \( |U^*| \) by relying on the predicted information from the DNN’s output vectors \( \mathbf{b} \) and \( \mathbf{\hat{b}} \). One can observe that the magnitude of \( |U^*| \) for large \( K \) has been reduced to hundreds on average, compared to millions in \( |U| \). As a result with the small-size \( |U^*| \), the optimization problem in Line 20 of Algorithm 2 can be solved efficiently, which therefore leads to a fast completion of the optimization process in Algorithm 2, even for the large-size inputs.

Remark 3: The high computational efficiency of Algorithm 2 displayed in Table II, Fig. 6 and Fig. 7, does not mean that we reduce the total computational efforts or simplify the optimization process in solving P1 and P2, like the most of heuristic algorithms. By our design, to facilitate real-time optimization we shift the majority of computations from the online operation phase to the offline data generation and training phase, such that the computational complexity in the online phase is moderate. In the offline training phase, the algorithm’s solution quality can be improved or scaled by the computational efforts, e.g., scaling training set size \( S \), which is a prior stage to the online optimization, and is less time-sensitive than the online phase.

From Fig. 6 and Fig. 7, for few-user cases, e.g., \( K = 5 \), the performance gain of Algorithm 2 is marginal. Thus the proposed approach is preferred to apply to solve the large-\( K \) cases, evident by its effectiveness in computations. From the results, Algorithm 2 is particularly efficient if the deadlines are loose. When imposing strict deadlines to Fig. 6 and Fig. 7, the average number of considered candidates in \( |U^*| \) is moderately increased. In addition, one may notice that for the same \( K \), the average cardinality of \( |U^*| \) in P2 is larger than that in P1,
though the CPU time for solving P1 and P2 remains at the same magnitude. The reason can be explained as follows. The cardinality of $U^*$ becomes smaller if more users are scheduled by TDMA, i.e., more zero elements in vector $b$, and if the scheduled groups are more concentrated with fewer types of cardinality, i.e., more zero elements in vector $\hat{b}$. In P1, this is the preferred type of group selections, e.g., in the optimum, more users will be in TDMA for large $T_{tot}$, and only large-cardinality groups will be used for small $T_{tot}$. However, by imposing multiple deadlines $T_1, \ldots, T_K$ in P2, the choices of the scheduled groups can be more diverse than in P1. For instance, some users in P2 would be scheduled by TDMA if their deadlines are loose, and some other users have to be scheduled in multiple groups with different cardinality due to their diverse deadlines. As a result, overall, more candidates may need to be searched for P2 than P1 in Algorithm 2.

D. Performance of Algorithm 2 in Approximating Optimum

Next, we evaluate the DNN’s prediction accuracy which is an important aspect in determining the performance of Algorithm 2. In each instance, based on the optimal solution we derive the corresponding optimal $b^*$ and $\hat{b}^*$, and compare them with the DNN’s predicted vectors $b$ and $\hat{b}$. Then we show the average accuracy results in Fig. 8, for example, the value of “0.9” means that 90% of the elements in $b$ or $\hat{b}$ do not lead to loss of any optimality. From the results of Fig. 8, the DNN can achieve high prediction accuracy only after training by a considerable number of instances. We observe that, a well-trained DNN can provide an overall accurate prediction in $b$ and $\hat{b}$, around 93% to 96%. Moreover, the quality of prediction in both $b$ and $\hat{b}$ can be further improved by trading computational efforts via decreasing $\alpha$. By our design, small $\alpha$ means that if we are not certain about excluding a type of groups, then we keep them in $|U^*|$, in order to avoid wrongly excluding those optimal groups due to imperfect prediction in DNN. On average, the accuracy of $b$ is higher than $\hat{b}$. This is because in general, the patterns of determining TDMA or non-TDMA for a user is easier to be recognized than the patterns of determining which cardinality of the groups should be used.

Then in Fig. 9, we show the Algorithm 2’s ability in approaching the optimum with respect to the training progress. We compare the energy obtained in Algorithm 2 with the optimal energy to derive the gaps. For instance, “1.0” in Fig. 9 means that on average the energy performance in Algorithm 2 is consistent with the optimum. Based on the completely/relatively accurate information of $b$ and $\hat{b}$, most
of the optimal groups are identified to be included in the restricted set $U^\ast$, thus Algorithm 2 can achieve close-to-optimum performance. In Fig. 9, by relying on a well-trained DNN, the energy gaps between Algorithm 2 and the optimum is less than 9%. By adopting small $\alpha$, Algorithm 2 approaches to the optimum, but may pay more computational time than the case of $\alpha = 1$.

VI. CONCLUSION

We considered applying NOMA in minimum-energy scheduling with practical deadline constraints. Considering the dynamic duration of transmission, and the queuing delay in data services, we formulated two resource scheduling problems, aiming at efficiently emptying the BS’s queued data or providing timely services to satisfy users’ demand by consuming less transmission energy. To deal with the practical issues of the high complexity in resource optimization and the stringent execution-time requirements in real-time operations, we proposed a learning-assisted optimization framework to provide an algorithmic solution for solving a class of scheduling problems. Numerical results firstly show the benefits of NOMA in saving energy and reducing transmission time. The results also demonstrate the promising performance of the proposed method in improving computational efficiency and optimality approximation. The developed algorithm is able to efficiently provide optimal scheduling solutions if the predictions in the deep learning model are precise. For the general cases, the solution can be close to the global optimum, around 5% to 9% gaps on average. The computational time is insensitive to the input size.
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