FRACTAL UNCERTAINTY PRINCIPLE FOR DISCRETE CANTOR SETS
WITH RANDOM ALPHABETS
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Abstract. In this paper, we investigate the fractal uncertainty principle (FUP) for discrete Cantor sets, which are determined by an alphabet from a base of digits. Consider the base of $M$ digits and the alphabets of cardinality $A$ such that all the corresponding Cantor sets have a fixed dimension $\log A / \log M \in (0, 2/3)$. We prove that the FUP with an improved exponent over Dyatlov-Jin [DJ1] holds for almost all alphabets, asymptotically as $M \to \infty$. Our result provides the best possible exponent when the Cantor sets enjoy either the strongest Fourier decay assumption or strongest additive energy assumption. The proof is based on a concentration of measure phenomenon in the space of alphabets.

1. Introduction

The fractal uncertainty principle (FUP) was recently introduced by Dyatlov-Zahl [DyZa] and has quickly become an emerging topic in Fourier analysis. It concerns the phenomenon that no function can be localized in both position and frequency close to a fractal set. More precisely, the FUP is formulated in the context of estimating the norm

$$\| 1_X \mathcal{F}_h 1_Y \|_{L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)},$$

in which $0 < h < 1$ is the semiclassical parameter, the $h$-dependent sets $X = X(h), Y = Y(h) \subset \mathbb{R}^d$ are equipped with certain fractal-type structures, and $\mathcal{F}_h$ is the semiclassical Fourier transform

$$\mathcal{F}_h f(\xi) = \frac{1}{(2\pi h)^{d/2}} \int_{\mathbb{R}^d} e^{-ix \cdot \xi} f(x) \, dx.$$

Since $\mathcal{F}_h$ is unitary in $L^2(\mathbb{R}^d)$, we always have that \((1.1) \leq 1\). Following Dyatlov [Dy] Definition 2.1, we say that $X, Y$ satisfy the FUP with exponent $\beta \geq 0$ if \((1.1) = O(h^\beta)\) as $h \to 0$. It can be understood as one quantitative version of the uncertainty principle that no function can be localized both near $Y$ in the position space and near $X$ in the frequency space. The main objective about the FUP is to prove the existence of exponent $\beta > 0$ and to find the sharp one for which the FUP holds. Here, “the sharp exponent”, denoted by $\beta^*(X, Y)$, means the largest exponent such that \((1.1) = O(h^\beta)\) holds for all $0 < h < h_0$ with some $h_0 > 0$. It usually depends on the regularity and dimensions of $X$ and $Y$.

In this paper, via the discrete Fourier transform, we establish a new connection: the FUP and the concentration of measure phenomenon in asymptotic geometric analysis and probability [MS, L]. We follow Dyatlov-Jin [DJ1] and briefly recall the setup of the FUP for discrete Cantor sets. Each discrete Cantor set $C_k(M, A)$ is determined by a base $\{0, ..., M - 1\}$ with $M \in \mathbb{N}$ and

---
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If \( M \geq 3 \), an *alphabet* \( \mathcal{A} \subset \{0, \ldots, M-1\} \), and an *order* \( k \in \mathbb{N} \):

\[
\mathcal{C}_k(M, \mathcal{A}) = \left\{ \sum_{j=0}^{k-1} a_j M^j : a_0, \ldots, a_{k-1} \in \mathcal{A} \right\}.
\]  

(1.2)

It is evident that \( \text{Card}(\mathcal{C}_k(M, \mathcal{A})) = A^k \), where \( A = \text{Card}(\mathcal{A}) \), the cardinality of \( \mathcal{A} \).

Let \( N \in \mathbb{N} \) and \( l_N^2 \) be the Hilbert space of functions \( u : \{0, \ldots, N-1\} \to \mathbb{C} \) with norm

\[
\|u\|_{l_N^2}^2 = \sum_{j=0}^{N-1} |u(j)|^2.
\]

Define the (unitary) discrete Fourier transform \( \mathcal{F} : l_N^2 \to l_N^2 \)

\[
\mathcal{F}_N u(j) = \frac{1}{\sqrt{N}} \sum_{l=0}^{N-1} e^{-\frac{2\pi i jl}{N}} u(l).
\]  

(1.3)

For the discrete Cantor sets \( \mathcal{C}_k = \mathcal{C}_k(M, \mathcal{A}) \) and \( N = M^k \) with \( k \in \mathbb{N} \), we consider the FUP (1.1) in terms of the operator norm

\[
r_k := \|1_{\mathcal{C}_k} \mathcal{F}_N 1_{\mathcal{C}_k}\|_{l_N^2 \to l_N^2}.
\]  

(1.4)

Since \( \mathcal{F}_N \) is unitary, \( \|1_{\mathcal{C}_k} \mathcal{F}_N 1_{\mathcal{C}_k}\|_{l_N^2 \to l_N^2} \leq 1 \). Throughout the paper, we denote

\[
\delta = \frac{\log A}{\log M}.
\]  

(1.5)

Note that \( \delta \) is the dimension of the Cantor set

\[
\mathcal{C}_\infty = \bigcap_{k=0}^{\infty} \bigcup_{j \in \mathcal{C}_k} \left[ \frac{j}{M^k}, \frac{j+1}{M^k} \right].
\]  

(1.6)

The FUP for discrete Cantor sets (1.1) in two extreme cases can be trivially derived:

(i). If \( \delta = 0 \) (i.e., \( A = 1 \)), then \( \text{Card}(\mathcal{C}_k(M, \mathcal{A})) = 1 \) so \( r_k = N^{-1/2} \) for all \( k \in \mathbb{N} \).

(ii). If \( \delta = 1 \) (i.e., \( A = M \)), then \( \mathcal{C}_k(M, \mathcal{A}) = \{0, \ldots, N-1\} \) and \( 1_{\mathcal{C}_k} \mathcal{F}_N 1_{\mathcal{C}_k} = \mathcal{F}_N \) so \( r_k = 1 \) for all \( k \in \mathbb{N} \).

We therefore consider the cases when \( 0 < \delta < 1 \) (i.e., \( 1 < A < M \)) in the following discussion. In these cases, the mapping \( 1_{\mathcal{C}_k} \mathcal{F}_N 1_{\mathcal{C}_k} : l_N^2 \to l_N^2 \) is given by a symmetric \( N \times N \) matrix, which contains exactly \( A^k \) non-zero rows and columns (of the form \( e^{-2\pi i jl/N} / \sqrt{N} \)). Hence,

\[
r_k = \|1_{\mathcal{C}_k} \mathcal{F}_N 1_{\mathcal{C}_k}\|_{l_N^2 \to l_N^2} \leq \|1_{\mathcal{C}_k} \mathcal{F}_N 1_{\mathcal{C}_k}\|_{\text{HS}} \leq \sqrt{\frac{\text{Card}(\mathcal{C}_k)^2}{N}} = M^{-k(\frac{1}{2} - \delta)} = N^{-\left(\frac{1}{2} - \delta\right)},
\]  

(1.7)

in which \( N = M^k \to \infty \) as \( k \to \infty \) and \( 1/N \to 0 \) plays the role of the semiclassical parameter \( \hbar \) in (1.1). Here, \( \| \cdot \|_{\text{HS}} \) is the Hilbert-Schmidt norm.

From (1.7), an FUP with exponent \( \beta = 1/2 - \delta > 0 \) follows if \( \delta < 1/2 \) (i.e., \( A = M^\delta < M^{1/2} \)). Such estimate is usually referred as “the volume bound” because it only takes the size of \( \mathcal{C}_k \) into consideration. One then asks whether these bounds can be improved, that is,

\[
r_k \leq N^{-\beta} \quad \text{for some } \beta > \max \left\{ 0, \frac{1}{2} - \delta \right\}.
\]

The first of such results for all \( 0 < \delta < 1 \) was proved by Dyatlov-Jin [DJ1, Theorem 2]:
Theorem 1.1. Let $A \subset \{0, ..., M - 1\}$ with $M \geq 3$ and $1 < \text{Card}(A) < M$. Then there exists $\beta = \beta(M, A) > \max \left(0, \frac{1}{2} - \delta\right)$ such that $r_k \leq N^{-\beta}$ for all $k \in \mathbb{N}$.

In particular, we define the sharp exponent $\beta^*(M, A) := \sup \{\beta \geq 0 : r_k \leq N^{-\beta} \text{ for all } k \in \mathbb{N}\}$.

Then $\beta^*(M, A) > 0$ for all discrete Cantor sets. However, the characterization of $\beta^*(M, A)$ and its dependence on $M$ and $A$ is not yet clear. Firstly,

**Remark** (The best possible exponent in the FUP for all discrete Cantor sets). Take $u(j) = 1$ for some $j \in C_k$ and $u(j) = 0$ otherwise. Then $\|u\|_{l^2} = 1$ and $\|1_{C_k} F_N 1_{C_k} u\|_{l^2} = \sqrt{\frac{\text{Card}(C_k)}{N}} = \sqrt{\frac{A_k^k}{N}} = N^{-\frac{1+\delta}{2}}$, in which $\text{Card}(C_k) = A^k = M^\delta N^\delta$. Hence, $r_k \geq N^{-(1-\delta)/2}$ and the best possible exponent $\beta$ in the FUP is $(1-\delta)/2$, that is, for any $M$ and $A$,

$$\beta^*(M, A) \leq \frac{1-\delta}{2}. \quad (1.8)$$

Dyatlov-Jin [DJ1, Section 3.5] provided examples of discrete Cantor sets for which the FUP with the best possible exponent $(1.8)$ holds. On the other hand, they also found examples for which $\beta^*(M, A) \leq \frac{1}{2} - \delta + \frac{1}{KM \log M}$ and $\left|\delta - \frac{1}{2}\right| \leq \frac{1}{K \log M}$.

Here, $K > 0$ is an absolute constant. This sharp exponent improves over the volume bound $(1.7)$ by a polynomial term in $M$ and is much smaller than the best possible one $(1.8)$ [DJ1, Proposition 3.17]. These examples painted a complicated picture of the sharp exponents in the FUP for discrete Cantor sets with various bases and alphabets. See Dyatlov-Jin [DJ1, Figure 3] for the numerical results of $\beta^*(M, A)$ for all alphabets when $3 \leq M \leq 10$. Despite the different estimates of $\beta^*(M, A)$ in the FUP for individual alphabets and bases, Dyatlov-Jin [DJ1, Section 3.5] observed that for fixed $M$ and $A$, the expected $\beta^*(M, A)$ for all alphabets $A$ with $\text{Card}(A) = A$ appears to be much larger than the volume bound $(1.7)$, see the solid blue curve in Figure 1.

The purpose of this paper is to provide a rigorous explanation of the observation in Dyatlov-Jin [DJ1]. To this end, write the space of alphabets as $A(M, A) := \{A \subset \{0, ..., M - 1\} : \text{Card}(A) = A\}$, which has cardinality $\text{Card}(A(M, A)) = \binom{M}{A}$.

Each element $A \in A(M, A)$ is an alphabet with cardinality $A$ and defines a collection of discrete Cantor sets $C_k(M, A)$ by $(1.2)$. Set the uniform counting probability measure $\mu$ on $A(M, A)$, that is,

$$\mu(\Omega) = \frac{\text{Card}(\Omega)}{\text{Card}(A(M, A))} \quad \text{for any } \Omega \subset A(M, A). \quad (1.9)$$

Our main theorem states that
**Theorem 1.2.** Let $M, A \in \mathbb{N}$ with $M \geq 3$ and $\delta = \log A / \log M \in (0, 2/3)$. Suppose that $\varepsilon > 0$. Then there exists $G = G(M, \varepsilon) \subset A(M, A)$ with
\[
\mu(A(M, A) \setminus G) \leq 4Me^{-\frac{M\varepsilon}{64}}
\]
such that for all $A \in G$,
\[
\beta^s(M, A) \geq \frac{1}{2} - \frac{3}{4}\delta - \varepsilon.
\]

**Figure 1.** The solid black line is the volume bound $\frac{1}{2} - \delta$ (1.7); the dashed black line is the best possible exponent $\frac{1}{2} - \frac{3}{2}\delta$ in Theorem 1.3; the solid red line is $\frac{1}{2} - \frac{3}{4}\delta$ in Theorem 1.3; the solid blue curve is the numerical results of the average of $\beta^s(M, A)$ over all alphabets with given $3 \leq M \leq 10$ and Card$(A)$ (reproduced from Dyatlov-Jin [DJ1, Figure 3] with permission).

That is, outside of a set of alphabets with exponentially small probability,
\[
\beta^s(M, A) \geq \frac{1}{2} - \frac{3}{4}\delta - \varepsilon
\]
for discrete Cantor sets with random alphabets $A$ such that Card$(A) = M^\delta$. Together with the trivial bound $\beta^s(M, A) \geq 0$, we have that for any $\varepsilon > 0$,
\[
\mathbb{E}(\beta^s(M, A)) \geq \left(1 - 4Me^{-\frac{M\varepsilon}{64}}\right) \left(\frac{1}{2} - \frac{3}{4}\delta - \varepsilon\right) \geq \frac{1}{2} - \frac{3}{4}\delta - \varepsilon,
\]
if $M$ is sufficiently large. Thus,

**Theorem 1.3.** Let $M, A \in \mathbb{N}$ with $M \geq 3$ and $1 < A < M$. Then the expectation of $\beta^s(M, A)$ satisfies that
\[
\mathbb{E}(\beta^s(M, A)) \geq \max\left\{0, \frac{1}{2} - \frac{3}{4}\delta + o_M(1)\right\}.
\]

\(^1\)Here, one could use the volume bound that $\beta^s(M, A) \geq 1/2 - \delta$ for $\delta \in (0, 1/2)$, or the improved bound for $\delta \in (0, 1)$ in Theorem 1.1. It would lead to better estimates of $\mathbb{E}(\beta^s(M, A))$ than the one in Theorem 1.3. For small $M$, such discrepancy (and numerical error) may be responsible for the fluctuation of the numerical results in the blue curve, comparing with the red line, in Figure 1. However, as $M \to \infty$, the discrepancy disappears and the conclusion in Theorem 1.3 stays the same.
The FUP has been addressed by various authors including Dyatlov-Zahl [DyZa], Dyatlov-Jin [DJI, DJ3], Bourgain-Dyatlov [BD1, BD2], Jin-Zhang [JZ], Han-Schlag [HS], Dyatlov-Zworski [DyZw], and Cladek-Tao [CT], etc. Among these works, the arguments of Fourier decay from harmonic analysis and additive energy from combinatorics were introduced to establish the FUP [BD1, CT, DJ1, DyZa]; the best possible exponent in the FUP that one can achieve using these arguments is \( \frac{1}{2} - \frac{3}{4}\delta \) (i.e., when the fractal sets in question enjoy the strongest Fourier decay or the strongest additive energy bound). See also Dyatlov [Dy] Sections 5.1 and 5.2 for an overview.

By means of comparison, Theorems 1.2 and 1.3 imply that the FUP with such exponent holds for almost all alphabets, despite the fact that the strongest Fourier decay and the strongest additive energy bound are both unknown for the corresponding Cantor sets.

The FUP has also found a wide range of applications including the scattering theory in open chaotic systems [DyZa, DJ1, DJ3, BD1, BD2], the spectral theory in closed chaotic systems (i.e., quantum chaos) [DJ2, DJN, Schw], partial different equations [J1, J2, W, GZ], etc. See Dyatlov [Dy] and Dang [Da] for recent surveys on the topic of the FUP.

We now derive an immediate consequence of the FUP in Theorems 1.2 and 1.3 for open quantum maps (also called the “quantized open baker’s map”), a popular model for the study of scattering theory in open chaotic systems. Again we follow Dyatlov-Jin’s program and refer to their paper [DJ1] for a detailed presentation of the background and related literature.

For \( M, A \in \mathbb{N} \) with \( M \geq 3 \) and \( 1 < A < M \), an open quantum map \( B_N \) is defined as

\[
B_N = B_{N,\chi} = \mathcal{F}_N^{-1} \left( \begin{array}{cccc}
\chi_{N/M} & \mathcal{F}_{N/M} \chi_{N/M} & \cdots & \chi_{N/M} \\
& & & \mathcal{F}_{N/M} \chi_{N/M} \\
& & & \\
& & & \\
& & & \\
\end{array} \right).
\]

Here, \( \mathcal{F}_N \) and \( \mathcal{F}_N^{-1} \) is the discrete Fourier transform (1.3) and its inverse, \( N = M^k \to \infty \) as \( k \to \infty \), and \( \chi \) is a cutoff function. For intuition, we consider the following elementary example. Let \( M = 3 \) and \( A = \{0, 2\} \). Then

\[
B_N = \mathcal{F}_N^{-1} \left( \begin{array}{cccc}
\chi_{N/3} & \mathcal{F}_{N/3} \chi_{N/3} & 0 & 0 \\
0 & 0 & \mathcal{F}_{N/3} \chi_{N/3} \\
0 & 0 & \\
& & & \\
\end{array} \right).
\]

The operator \( B_N \) is a quantization of the (classical) open baker’s map \( \kappa_{M,A} : \mathbb{T}^2 \to \mathbb{T}^2 \) defined as

\[
\kappa_{M,A}(x, \xi) = \left( Mx - a, \frac{\xi + 1}{M} \right) \quad \text{if} \quad (x, \xi) \in \left( \frac{a}{M}, \frac{a + 1}{M} \right) \times (0, 1) \quad \text{for} \quad a \in A.
\]

Formally, \( \kappa_{M,A} \) sends the points which are not in \( (a, a+1)/M \times (0, 1), a \in A \), to infinity, and therefore is “open”. The iterations \( \kappa_{M,A}^k, \ k \in \mathbb{Z} \), induce a discrete dynamical system in the phase space \( \mathbb{T}^2 \). This dynamical system is chaotic with trapped set exactly as the Cantor set \( C_\infty \) (1.6), i.e., the points in this set stay in the finite region under the map \( \kappa_{M,A}^k \) as \( k \to \infty \) and \( k \to -\infty \).

The scattering resonances of the open quantum system correspond to the eigenvalues of the matrix \( B_N \). The spectrum of \( B_N \), denoted by \( \text{Sp}(B_N) \), is affected by the fractal structure of the trapped set, \( C_\infty \), of the classical dynamics of \( \kappa_{M,A} \). In particular, the matrix \( B_N \) has norm bounded by 1 and the spectral gap of \( B_N \), i.e., the distance between \( \text{Sp}(B_N) \) and 1, is directly provided by the operator norm in (1.4). (See Dyatlov-Jin [DJI] Section 5 for the independence of \( \text{Sp}(B_N) \) on the cutoff function \( \chi \).) As a consequence of the FUP in Theorem 1.1, Dyatlov-Jin [DJI, Theorem 1] proved that

\[1\]We thank Long Jin for pointing this out to us.
**Theorem 1.4** (Spectral gaps of open quantum maps). Let $\delta \in (0, 1)$. Then there exists

$$\beta = \beta(M, A) > \max \left\{ 0, \frac{1}{2} - \delta \right\}$$

such that $B_N$ has a “spectral gap” of $\beta$, that is,

$$\limsup_{N \to \infty} \max \{|\lambda| : \lambda \in \text{Sp}(B_N)\} \leq M^\beta.$$ 

Following the same line, we have that the following corollary as a consequence of the FUP in Theorems 1.2 and 1.3.

**Corollary 1.5** (Spectral gaps of open quantum maps associated with random alphabets).

(i). Let $\delta \in (0, 2/3)$ and $\varepsilon > 0$. Then there exists $G = G(M, \varepsilon) \subset A(M, A)$ with

$$\mu(A(M, A) \setminus G) \leq 4Me^{-\frac{M\varepsilon}{64}}$$

such that for all $A \in G$, the corresponding open quantum map $B_N$ has a spectral gap of at least

$$\frac{1}{2} - \frac{3}{4}\delta - \varepsilon.$$

(ii). Let $\delta \in (0, 1)$. Then the expectation of the spectral map of the corresponding open quantum maps is at least

$$\max \left\{ 0, \frac{1}{2} - \frac{3}{4}\delta + o_M(1) \right\}.$$ 

**Outline of the proof.** We briefly outline the proof of the FUP in Theorem 1.2 and the organization of the paper. For discrete Cantor sets $C_k$, the FUP concerns the operator norm

$$r_k = \|1_{C_k} F_N 1_{C_k}\|_{l^2_N \to l^2_N}$$

as $k \to \infty$ in (1.1). Such estimate is greatly simplified due to the algebraic structure of $C_k$. That is, Dyatlov-Jin [DJ1, Section 3.1] proved a “submultiplicativity property” that $r_{k_1+k_2} \leq r_{k_1} r_{k_2}$ for all $k_1, k_2 \in \mathbb{N}$ (see Proposition 3.1). Therefore, one reduces the FUP to the estimate of $r_1 = \|1_{A} F_M 1_{A}\|_{l^2_M \to l^2_M}$, which is the singular value of the corresponding matrix of $1_{A} F_M 1_{A}$, denoted by $M(A)$.

The matrix $M(A)$ has exactly $A = \text{Card}(A)$ non-zero rows and columns, and non-zero entries of the form $e^{-2\pi ij/l}/\sqrt{M}$ for $j, l \in A$, in the view of (1.3). We estimate $r_1$ via the analysis of $M(A)M(A)^*$, which has non-zero entries of the form

$$\frac{1}{M} \sum_{l \in A} e^{2\pi (k-l)j/M}$$

for $k, j \in A$.

By Schur’s lemma (see Dyatlov-Jin [DJ1 Lemma 3.8] and Dyatlov [Dy, Equation (4.11)]), we have that

$$r_1^2 \leq \sup_{j \in A} \sum_{k \in A} \left( \frac{1}{M} \sum_{l \in A} e^{2\pi (k-l)j/M} \right).$$

We are then led to study the exponential sum $\sum_{k \in A} e^{2\pi (k-j)l/M}$ for $k, j \in A$ with $k \neq j$ and its dependence on the random alphabets $A \in A(M, A)$.

To this end, we build a concentration of measure theory in the space $A(M, A)$, see Section 2. In short, the theory implies that a Lipschitz function on $A(M, A)$ has values exponentially concentrated around the expectation. Then in Section 3 we apply such theory to the above exponential sum as a function on $A(M, A)$. Indeed, we show that this exponential sum (when $k \neq j$) always obeys a “square-root cancellation” so it is bounded by $M^{2\varepsilon} \sqrt{A}$ for any $\varepsilon > 0$. 

(except a set of alphabets of exponentially small probability). Putting this estimate back to the one for $r_1$, we then have that $r_1^2 \leq \epsilon M^{2\epsilon} \sqrt{A \cdot A/M}$ so

$$r_1 \leq \epsilon M^{-(1/2+\delta+\epsilon)},$$

noticing that $A = M^\delta$ by (1.5). Hence, the FUP in Theorem 1.2 follows.

2. Concentration of measure in the space of alphabets

The concentration of measure theory in part is concerned with the phenomenon that in some metric spaces of large dimension and equipped with certain probability measure, any Lipschitz function has its values exponentially concentrated around the expectation. See the monographs Milman-Schechtman [MS] and Ledoux [L].

In this section, we establish such a theory in the space of alphabets $A(M, A)$ with the uniform counting probability measure $\mu$ (1.9). Set the metric in $A(M, A)$ by

$$d(A_1, A_2) = \text{Card}(A_1 \triangle A_2) = \text{Card}(A_1 \setminus A_2) + \text{Card}(A_2 \setminus A_1) \quad \text{for } A_1, A_2 \in A(M, A). \quad (2.1)$$

Here, $A_1 \triangle A_2$ denotes the symmetric difference. Now, for any function $F : A(M, A) \to \mathbb{C}$, its Lipschitz norm is

$$\|F\|_{\text{Lip}} = \max_{A_1, A_2 \in A(M, A), A_1 \neq A_2} \frac{|F(A_1) - F(A_2)|}{d(A_1, A_2)}.$$

Under this setup, we have that

**Theorem 2.1 (Concentration of measure in the space of alphabets).** Let $M, A \in \mathbb{N}$ with $M \geq 3$ and $1 < A < M$. Then for any function $F : A(M, A) \to \mathbb{C}$ and $t > 0$,

$$\mu \left( \{A \in A(M, A) : |F(A) - \mathbb{E}(F)| \geq t \} \right) \leq 2 \exp \left( -\frac{t^2}{16A\|F\|_{\text{Lip}}^2} \right),$$

in which $\mathbb{E}(F)$ is the expectation of $F$ with respect to $\mu$.

Theorem 2.1 is largely inspired by Maurey [Ma] and Schechtman [Sche], in which they studied the concentration of measure theory in the space of permutations. See also McDiarmid [Mc] and Talagrand [Tal] for a more general theory on symmetric groups.

**Remark.** A similar result to Theorem 2.1 was obtained by Greenhill-Isaev-Kwan-McKay [GIKM] Section 2.2 using a different argument. We thank Jie Ma for this reference.

In Subsection 2.1 we quote a relevant concentration of measure theorem for finite metric spaces as presented in Milman-Schechtman [MS] Section 7 and Ledoux [L] Section 4.1. In Subsection 2.2, we apply such a theorem to the space of permutations and then in Subsection 2.3 we deduce our own based on the one for the permutations.

2.1. Finite metric spaces. We first need a concept of “length” of finite metric spaces, as described in Milman-Schechtman [MS] Section 7.7.

**Definition 2.2 (Lengths of finite metric spaces).** Let $(X, d)$ be a finite metric space. We say that $(X, d)$ is of length at most $l$ if there exist positive numbers $a_1, \ldots, a_n$ with

$$l = \left( \sum_{k=1}^n |a_k|^2 \right)^{1/2} \quad (2.2)$$

and a sequence $\{\mathcal{X}^k\}_{k=0}^n$, $\mathcal{X}^k = \{\Omega_j^k\}_{j=1}^{m_k}$, of partitions of $X$ with the following properties.

(i). $m_0 = 1$, i.e., $\mathcal{X}^0 = \{X\}$,
Here and thereafter, we use the superscript \( p \).

(iii). \( \mathcal{X}^k \) is a refinement of \( \mathcal{X}^{k-1} \) for all \( k = 1, \ldots, n \).

(iv). for all \( k = 1, \ldots, n \), \( r = 1, \ldots, m_k-1 \) and \( p, q \) such that \( \Omega^k_p, \Omega^k_q \subset \Omega^{k-1}_r \), there exists a bijection \( \phi : \Omega^k_p \to \Omega^k_q \) with \( d(x, \phi(x)) \leq a_k \) for all \( x \in \Omega^k_p \).

**Remark.** Taking the trivial sequence of partitions \( \mathcal{X}^0 = \{X\} \) and \( \mathcal{X}^1 = \{\{x\} : x \in X\} \), we see that the above conditions hold with

\[
  l = \text{diam}(X) := \max_{x,y \in X} d(x,y).
\]

It then follows that the length of a finite metric space is at most \( \text{diam}(X) \).

Let \( F : X \to \mathbb{C} \). We remind the reader that the Lipschitz norm of \( F \) is

\[
  \|F\|_{\text{Lip}} = \max_{x_1, x_2 \in X, x_1 \neq x_2} \frac{|F(x_1) - F(x_2)|}{d(x_1, x_2)}.
\]

Under these notations, as taken from Milman-Schechtman [MS, Section 7.8], the concentration of measure phenomenon states that

**Theorem 2.3** (Concentration of measure in finite metric spaces). Let \( (X, d) \) be a finite metric space of length at most \( l \). Suppose that \( \mu \) is the uniform counting probability measure on \( X \). Then for any function \( F : X \to \mathbb{C} \) and \( t > 0 \),

\[
  \mu\left( \{x \in X : |F(x)| - \mathbb{E}(F) | \geq t \} \right) \leq 2 \exp \left( -\frac{t^2}{4l^2\|F\|_{\text{Lip}}^2} \right),
\]

in which \( \mathbb{E}(F) \) is the expectation of \( F \) with respect to \( \mu \).

2.2. From metric spaces to spaces of permutations. Let \( \Pi(M, A) \) be the space of permutations of \( A \) elements from \( \{0, ..., M - 1\} \), that is, each \( \pi \in \Pi(M, A) \) is an injective mapping \( \pi : \{0, ..., A - 1\} \to \{0, ..., M - 1\} \). Equip \( \Pi(M, A) \) with the metric

\[
  d^p(\pi_1, \pi_2) = \text{Card}\{j = 0, ..., A - 1 : \pi_1(j) \neq \pi_2(j)\} \quad \text{for} \quad \pi_1, \pi_2 \in \Pi(M, A).
\]

Here and thereafter, we use the superscript \( p \) to indicate the objects associated with permutations. Equip \( \Pi(M, A) \) with the uniform counting probability measure \( \mu^p \), i.e.,

\[
  \mu^p(\Omega) = \frac{\text{Card}(\Omega)}{\text{Card}(\Pi(M, A))} = \frac{(M - A)!}{M!} \cdot \text{Card}(\Omega) \quad \text{for} \quad \Omega \subset \Pi(M, A).
\]

Then we have that

**Theorem 2.4** (Concentration of measure in the space of permutations). Suppose that \( M, A \in \mathbb{N} \) with \( M \geq 3 \) and \( 1 < A < M \). Then for any function \( F : \Pi(M, A) \to \mathbb{C} \) and \( t > 0 \),

\[
  \mu^p\left( \{\pi \in \Pi(M, A) : |F(\pi) - \mathbb{E}^p(F)| \geq t \} \right) \leq 2 \exp \left( -\frac{t^2}{16A\|F\|_{\text{Lip}}^2} \right),
\]

in which \( \mathbb{E}^p(F) \) is the expectation of \( F \) with respect to \( \mu^p \).

**Proof of Theorem 2.4**. To apply the concentration of measure theory in finite metric spaces, Theorem 2.3 we need to estimate the length of \( \Pi(M, A) \). To this end, we construct a sequence \( \{\mathcal{X}^k\}_{k=0}^A \) of partitions as follows. For \( k = 0 \), assign \( \mathcal{X}^0 = \Pi(M, A) \). For \( k = 1, ..., A \), write

\[
  \mathcal{X}^k = \{\Omega_{j_0...j_{k-1}} : j_0, ..., j_{k-1} \text{ are distinct in } \{0, ..., M - 1\}\},
\]
in which
\[ \Omega_{j_0...j_{k-1}} = \{ \pi \in \Pi(M, A) : \pi(0) = j_0, ..., \pi(k - 1) = j_{k-1} \}. \]
That is, \( \Omega_{j_0...j_{k-1}} \) is the collection of permutations such that the first \( k \) elements are mapped to \( j_0, ..., j_{k-1} \).

In Definition 2.2, Conditions (i), (ii), and (iii) are clearly valid. For Condition (iv), choose \( \Omega_{j_0...j_{k-1}r}, \Omega_{j_0...j_{k-1}s} \subset \Omega_{j_0...j_{k-1}} \). Let \( \tau \) be the transposition that switches \( r \) with \( s \). Then \( \pi(\{0, ..., A - 1\}) \) and \( \tau \circ \pi(\{0, ..., A - 1\}) \) differ by exactly two elements. Define \( \phi = \tau \circ \pi : \Omega_{j_0...j_{k-1}r} \rightarrow \Omega_{j_0...j_{k-1}s} \). It follows that
\[ d_p(\pi, \phi(\pi)) \leq 2. \]
Thus, we can take \( a_k = 2 \) for all \( k = 1, ..., A \). The length of \( \Pi(M, A) \) is then computed by (2.2) and is at most
\[ \left( \sum_{k=1}^{A} |a_k|^2 \right)^{1/2} = 2 A^{1/2}. \]
The proof is complete after applying Theorem 2.3.

2.3. From permutations to alphabets. In this section, we establish our relevant concentration of measure theorem in the space of alphabets \( \mathcal{A}(M, A) \) (Theorem 2.1) through a slight detour. That is, we build upon the corresponding theorem in the space of permutations \( \Pi(M, A) \), which in turn depends on the length estimate of \( \Pi(M, A) \) (Definition 2.2).

We adapt the concentration of measure result for permutations given in Theorem 2.4 to that for alphabets in Theorem 2.4.

Recall that any permutation \( \pi \in \Pi(M, A) \) is an injective mapping from \( \{0, ..., A - 1\} \) to \( \{0, ..., M - 1\} \). Define \( P : \Pi(M, A) \rightarrow \mathcal{A}(M, A) \) by \( P(\pi) = \text{Im}(\pi) \), the image of \( \pi \), for \( \pi \in \Pi(M, A) \). (That is, the mapping \( P \) removes the order in the permutation.) Then \( P \) is surjective and \( \text{Card}(P^{-1}(\mathcal{A})) = A! \) for any \( \mathcal{A} \in \mathcal{A}(M, A) \).

Let \( F : \mathcal{A}(M, A) \rightarrow \mathbb{C} \). Then \( F \) naturally induces a function \( F^p : \Pi(M, A) \rightarrow \mathbb{C} \) by \( F^p = F \circ P \). For the concentration of measure theory, we need to compare the expectation (with respect to different probability measures \( \mu \) and \( \mu^p \) and Lipschitz norms (with respect to different metrics \( d \) and \( d^p \)) of \( F \) and \( F^p \):

- Expectation:
  \[
  \mathbb{E}^p(F^p) = \frac{1}{\text{Card}(\Pi(M, A))} \sum_{\pi \in \Pi(M, A)} F^p(\pi)
  = \frac{(M - A)!}{M!} \sum_{\pi \in \Pi(M, A)} F \circ P(\pi)
  = \frac{(M - A)!}{M!} \sum_{\mathcal{A} \in \mathcal{A}(M, A)} \sum_{P(\pi) = \mathcal{A}} F(\mathcal{A})
  = \frac{(M - A)!}{M!} \sum_{\mathcal{A} \in \mathcal{A}(M, A)} A! \cdot F(\mathcal{A})
  = \frac{1}{\text{Card}(\mathcal{A}(M, A))} \sum_{\mathcal{A} \in \mathcal{A}(M, A)} F(\mathcal{A})
  = \mathbb{E}(F).
  \]
Proof of Theorem 2.1.

With these facts, we now prove Theorem 2.1:

\[ F^p(\pi_1) = F(P(\pi_1)) = F(P(\pi_2)) = F^p(\pi_2). \]

Hence, it suffices to consider the case when \( P(\pi_1) \neq P(\pi_2) \). In this case,
\[
d^p(\pi_1, \pi_2) = d(P(\pi_1), P(\pi_2)).
\]

It is based on a simple observation that if the combinations \( P(\pi_1) \) and \( P(\pi_2) \) satisfy that
\[
d(P(\pi_1), P(\pi_2)) = \text{Card}(P(\pi_1) \triangle P(\pi_2)) = k,
\]
then
\[
d^p(\pi_1, \pi_2) = \text{Card}\{j = 0, \ldots, A - 1 : \pi_1(j) \neq \pi_2(j)\} \geq k.
\]

Therefore,
\[
\|F^p\|_{\text{Lip}} = \max_{\pi_1, \pi_2 \in \Pi(M, A), P(\pi_1) \neq P(\pi_2)} \frac{|F^p(\pi_1) - F^p(\pi_2)|}{d^p(\pi_1, \pi_2)} \leq \max_{\pi_1, \pi_2 \in \Pi(M, A), P(\pi_1) \neq P(\pi_2)} \frac{|F(P(\pi_1)) - F(P(\pi_2))|}{d(P(\pi_1), P(\pi_2))} = \max_{A_1, A_2 \in \mathcal{A}(M, A), A_1 \neq A_2} \frac{|F(A_1) - F(A_2)|}{d(A_1, A_2)} = \|F\|_{\text{Lip}}.
\]

With these facts, we now prove Theorem 2.4.

Proof of Theorem 2.4. Let \( F : \mathcal{A}(M, A) \to \mathbb{C} \) and \( t > 0 \). With \( F^p = F \circ P : \Pi(M, A) \to \mathbb{C} \), we have that \( \mathbb{E}^p(F^p) = \mathbb{E}(F) \) as shown above. Thus,
\[
|F^p(\pi) - \mathbb{E}^p(F^p)| \geq t
\]
if and only if \( P(\pi) = A \) for some \( A \in \mathcal{A}(M, A) \) such that
\[
|F(A) - \mathbb{E}(F)| \geq t.
\]

Hence,
\[
\mu^p \left( \{ \pi \in \Pi(M, A) : |F^p(\pi) - \mathbb{E}^p(F^p)| \geq t \} \right)
= \frac{1}{\text{Card}(\Pi(M, A))} \cdot \text{Card} \left( \{ \pi \in \Pi(M, A) : |F^p(\pi) - \mathbb{E}^p(F^p)| \geq t \} \right)
= \frac{(M - A)!}{M!} \cdot \text{Card} \left( \{ \pi \in \Pi(M, A) : |F(P(\pi)) - \mathbb{E}(F)| \geq t \} \right)
= \frac{(M - A)!}{M!} \cdot A! \cdot \text{Card} \left( \{ A \in \mathcal{A}(M, A) : |F(A) - \mathbb{E}(F)| \geq t \} \right)
= \frac{1}{\text{Card}(\mathcal{A}(M, A))} \cdot \text{Card} \left( \{ A \in \mathcal{A}(M, A) : |F(A) - \mathbb{E}(F)| \geq t \} \right)
= \mu \left( \{ A \in \mathcal{A}(M, A) : |F(A) - \mathbb{E}(F)| \geq t \} \right).
\]

By Theorem 2.3 and that \( \|F^p\|_{\text{Lip}} \leq \|F\|_{\text{Lip}} \) as shown above,
\[
\mu^p \left( \{ A \in \mathcal{A}(M, A) : |F(A) - \mathbb{E}(F)| \geq t \} \right)
= \mu \left( \{ \pi \in \Pi(M, A) : |F^p(\pi) - \mathbb{E}^p(F^p)| \geq t \} \right)
\]
\[
\leq 2 \exp \left( -\frac{t^2}{16A\|F\|_{Lip}^2} \right)
\]
which is Theorem 2.1. □

**Remark.** It would be interesting to derive an estimate of the length of \(A(M, A)\), which is expected to be at most \(O(\sqrt{A})\), as indicated in Theorem 2.3. Such estimate leads to a direct proof of Theorem 2.1 without using permutations.

3. **Proof of Theorem 1.2**

In this section, we prove the FUP for discrete Cantor sets with random alphabets in Theorem 1.2. Recall the notations: Let \(M, A \in \mathbb{N}\) with \(M \geq 3\) and \(1 < A < M\) so \(\delta = \log A/\log M \in (0, 1)\). Equip the space of alphabets \(A(M, A) = \{A \subset \{0, \ldots, M - 1\} : \text{Card}(A) = A\}\) with the uniform counting probability measure \(\mu\) as in (1.9).

By the FUP for discrete Cantor sets \(C_k = C_k(M, A)\) as in (1.2) with random alphabets, we estimate

\[
r_k = \|1_c_k F_N 1_c_k\|_{l_2^N \rightarrow l_2^N},
\]
in which the alphabet \(A\) is chosen randomly from \(A(M, A)\) with respect to \(\mu\). The starting point of the above estimate is the crucial submultiplicativity property proved by Dyatlov-Jin [DJ1, Section 3.1]:

**Proposition 3.1.** For all \(k_1, k_2 \in \mathbb{N}\),

\[
r_{k_1+k_2} \leq r_{k_1} r_{k_2}.
\]

Hence, \(r_k \leq r_1^k\) and it suffices to establish the bound of \(r_1 = r_1(A)\). In this case, \(C_1(M, A) = A\) and the mapping \(1_A F_M 1_A : l_2^M \rightarrow l_2^M\) is given by a symmetric \(M \times M\) matrix. Denote this matrix by \(M(A)\) and its rows by \(R_j(A)\), \(j = 0, \ldots, M - 1\).

Let \(M^*\) be the complex conjugate of \(M\). We estimate the largest singular value \(r_1(A)\) of \(M(A)\) via the analysis of \(M(A) M(A)^*\), which has entries

\[
F_{jk}(A) := \frac{R_j(A) R_k(A)}{M} = \frac{1_A(j) 1_A(k)}{M} \sum_{l \in A} e^{2\pi i (j - k) l/M},
\]

in the view of the discrete Fourier transform (1.3). For the exponential sum appeared above, we have that

**Proposition 3.2.** Suppose that \(L > 0\) and \(m \in \mathbb{Z} \setminus \{0\}\). Then there exists \(G_{L,m} \subset A(M, A)\) with

\[
\mu\left(A(M, A) \setminus G_{L,m}\right) \leq 2e^{-\frac{L^2}{16}}
\]
such that for all $\mathcal{A} \in G_{L,m}$,

$$\left| \sum_{l \in \mathcal{A}} e^{2\pi iml} \right| \leq L \sqrt{A}.$$ 

That is, outside a set of alphabets comprising exponentially small measure, the exponential sums exhibits “square-root cancellation”.

**Proof of Proposition 3.2.** Define the function $F : \mathcal{A}(M, A) \rightarrow \mathbb{C}$ by

$$F(\mathcal{A}) = \sum_{j \in \mathcal{A}} e^{2\pi imj}$$

for $\mathcal{A} \in \mathcal{A}(M, A)$.

The expectation $\mathbb{E}(F)$ is straightforward:

$$\mathbb{E}(F) = \frac{1}{\text{Card}(\mathcal{A}(M, A))} \sum_{\mathcal{A} \in \mathcal{A}(M, A)} \sum_{j \in \mathcal{A}} e^{2\pi imj}$$

$$= \binom{M}{A}^{-1} \left( \binom{M-1}{A-1} \sum_{j=0}^{M-1} e^{2\pi imj} \right)$$

$$= 0.$$

Here, we first interchange the sums and use the fact that for any fixed $j = 0, ..., M - 1$, the number of combinations $\mathcal{A}$ which contains $j$ is $\binom{M-1}{A-1}$. Observe that for $\mathcal{A}_1, \mathcal{A}_2 \in \mathcal{A}(M, A)$,

$$|F(\mathcal{A}_1) - F(\mathcal{A}_2)| = \left| \sum_{j \in \mathcal{A}_1 \setminus \mathcal{A}_2} e^{2\pi imj} - \sum_{j \in \mathcal{A}_2 \setminus \mathcal{A}_1} e^{2\pi imj} \right| \leq \text{Card}(\mathcal{A}_1 \triangle \mathcal{A}_2),$$

in the view of the metric (2.1). Hence, $\|F\|_{\text{Lip}} \leq 2$ and Theorem 2.1 implies that

$$\mu\left( \{ \mathcal{A} \in \mathcal{A}(M, A) : |F(\mathcal{A})| \geq t \} \right) \leq 2e^{-\frac{L^2}{64}},$$

for any $t > 0$. Taking $t = L \sqrt{A}$, we have the corollary. \hfill \square

With these preparation, we prove Theorem 1.2.

**Proof of Theorem 1.2.** Let $L > 2$ be chosen later. By Proposition 3.2, for each $m \in \{-M + 1, ..., -1, 1, ..., M - 1\}$, there exists $G_{L,m} \subset \mathcal{A}(M, A)$ with

$$\mu(\mathcal{A}(M, A) \setminus G_{L,m}) \leq 2e^{-\frac{L^2}{64}}$$

such that for all $\mathcal{A} \in G_{L,m}$,

$$\left| \sum_{l \in \mathcal{A}} e^{2\pi iml} \right| \leq L \sqrt{A}.$$

Write

$$G_{L,M} = \bigcap_{m=-M+1,...,-1,1,...,M-1} G_{L,m}.$$

Then

$$\mu(\mathcal{A}(M, A) \setminus G_L) \leq \sum_{m=-M+1,...,-1,1,...,M-1} \mu(\mathcal{A}(M, A) \setminus G_{L,m}) \leq 4Me^{-\frac{L^2}{64}}, \quad (3.2)$$
moreover, for all \( A \in \mathcal{G}_L \) and all \( m = -M + 1, \ldots, -1, 1, \ldots, M - 1, \)
\[
\left| \sum_{l \in A} e^{2\pi i ml} \right| \leq L\sqrt{A}.
\]
Pick any \( A \in \mathcal{G}_L \) and let \( j \in A \). Notice that \( \{k - j : k = 0, \ldots, M - 1 \text{ and } k \neq j\} \subset \{-M + 1, \ldots, -1, 1, \ldots, M - 1\} \) and contains \( A - 1 \) numbers. Hence,
\[
\sum_{k \in A, k \neq j} |F_{jk}(A)| = \frac{1}{M} \sum_{k \in A, k \neq j} \left| \sum_{l \in A} e^{2\pi i (k-j)l} \right| \leq \frac{(A - 1)L\sqrt{A}}{M} \leq \frac{LA^{3/2}}{M}.
\]
Since the diagonal terms \( |F_{jj}| = A/M, \) Schur’s lemma ([DJ1, Lemma 3.8] and also [Dy, Equation (4.11)]) implies an upper bound of the eigenvalues of \( \mathcal{M}(A)\mathcal{M}(A)^* \):
\[
\max_{j \in A} \left\{ |F_{jj}| + \sum_{k \in A, k \neq j} |F_{jk}(A)| \right\} \leq \frac{A}{M} + \frac{LA^{3/2}}{M} \leq 2LA^{3/2}.
\]
Since \( A = M^\delta \), the largest eigenvalue of \( \mathcal{M}(A) \) satisfies that
\[
r_1(A) \leq \sqrt{\frac{2LA^{3/2}}{M}} = \sqrt{2L} \cdot M^{-(\frac{1}{2} - \frac{3}{4}\delta)},
\]
if \( \delta < 2/3 \). For \( \varepsilon > 0 \), set \( \sqrt{2L} = M^\varepsilon \). Then \( L = M^{2\varepsilon}/2 \) and
\[
\beta^\varepsilon(M, A) = -\frac{\log r_1(A)}{\log M} = -\frac{\log \left[M^\varepsilon \cdot M^{-(\frac{1}{2} - \frac{3}{4}\delta)}\right]}{\log M} \geq 1 - 3\delta - \varepsilon,
\]
for all \( A \in \mathcal{G}_L \) (depending on \( M \) and \( \varepsilon \)) with
\[
\mu\left(\mathcal{A}(M, A) \setminus \mathcal{G}_L\right) \leq 4Me^{-\frac{M^\varepsilon}{64}},
\]
in the view of (3.2).

4. Future investigations

For \( M, A \in \mathbb{N} \) with \( M \geq 3 \) and \( 1 < A < M \), still use \( \mathcal{A}(M, A) \) as the space of alphabets with cardinality \( A \). In this paper, we consider the discrete Cantor sets with random alphabets, i.e.,
(i).
\[
\mathcal{C}_k(M, A) = \left\{ \sum_{j=0}^{k-1} a_j M^j : a_0, \ldots, a_{k-1} \in A \right\}.
\]
In this randomization process, one chooses an alphabet \( A \) randomly from \( \mathcal{A}(M, A) \) (with respect to the uniform counting probability measure \( \mu \)); then the Cantor sets are constructed in each step \( j \in \mathbb{N} \) using the same alphabet \( A \) of digits. The resulting Cantor sets \( \mathcal{C}_\infty \) always have dimension \( \delta = \log A/\log M \).

The concentration of measure phenomenon in Theorem 2.1 emerges as \( M \rightarrow \infty \) (and \( A = M^\delta \rightarrow \infty \) as well when \( \delta > 0 \)). It is then responsible for the estimates of the exponent in the FUP for \( \mathcal{C}_k(M, A) \) with random alphabets (Theorems 1.2 and 1.3).
The randomization process in (i) is designed to rigorously verify the observation in Dyatlov-Jin [DJ1] that the FUP with better exponent holds on average than the worst case, with respect to different alphabets of same cardinality. It is different from and should be compared with the random Cantor sets, which have been extensively studied in the literature, see Falconer [F, Section 15.1]. For example, consider the following random ensemble.

(ii). $$C_k(M, A_0, \ldots, A_{k-1}) = \left\{ \sum_{j=0}^{k-1} a_j M^j : a_0 \in A_0, a_1 \in A_1, \ldots, a_{k-1} \in A_{k-1} \right\},$$

in which $$A_j \in \mathcal{A}(M, A)$$ for $$j = 0, \ldots, k-1$$ are identical and independent random variables. That is, the Cantor sets are constructed in each step $$j \in \mathbb{N}$$ using the random alphabet $$A_j$$ of digits.

There are also other random models, see, for instance, Eswarathasan-Pramanik [EP, Section 8]. The randomization process (ii) differs with (i) significantly: Firstly, the random Cantor sets do not correspond to open quantum maps in Theorems 1.4 and Corollary 1.5; rather, the FUP associated with random Cantor sets are closely related to the random matrix theory, particularly, the norm estimate of large random matrices, see Tao [Tao, Section 2.3]; secondly, the concentration of measure phenomenon in the space of random Cantor sets arises for fixed $$M, A$$ and as $$k \to \infty$$.

We shall leave the FUP in various random settings and applications for future investigations.
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