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Recently, the Josephson diode effect (JDE), in which the superconducting critical current magnitudes differ when the currents flow in opposite directions, has attracted great interest. In particular, it was demonstrated that gate-defined Josephson junctions based on magic-angle twisted bilayer graphene showed a strong nonreciprocal effect when the weak-link region is gated to a correlated insulating state at half-filling (two holes per moiré cell). However, the mechanism behind such a phenomenon is not yet understood. In this work, we show that the interaction-driven valley polarization, together with the trigonal warping of the Fermi surface, induce the JDE. The valley polarization, which lifts the degeneracy of the states in the two valleys, induces a relative phase difference between the first and the second harmonics of supercurrent and results in the JDE. We further show that the nontrivial current phase relation, which is responsible for the JDE, also generates the asymmetric Shapiro steps.

Introduction.—Supercurrents flow through a junction formed by two superconductors connected by a weak link, which are called Josephson junctions (JJs) [1–4]. Symmetry breaking plays a key role in the properties of JJs. For example, π-JJs can be formed when the time-reversal symmetry is broken, which exhibit a phase difference of π for the two superconductors in the ground state [5–8]. When both time-reversal and inversion symmetry are broken, JJs can show the Josephson diode effect (JDE) [9–15], in which the critical supercurrent $|I_c|$ is nonreciprocal in the sense that $|I_{c+}|$ for the current flowing in the ‘+’ direction is different from $|I_{c-}|$ for the opposite ‘−’ direction. Such nonreciprocity in supercurrents could have potential applications in superconducting electronics [16–18]. Recently, there has been worldwide interest in exploring the JDE in various systems, such as in NbSe$_2$/Nb$_3$Br$_8$/NbSe$_2$ heterostructures [19], topological semimetals [20] and gate-defined JJs in twisted bilayer graphene (TBG) [11].

The observation of JDE in gated-defined JJs based on TBG is particularly interesting [1]. In the experiment, a single piece of magic-angle TBG was gated into three different regions to form a superconductor/correlated insulator/superconductor JJ as depicted in Fig. 1(a). When the correlated insulating state is at half-filling (two holes per moiré unit cell), a large JDE was observed. It is important to note that current theories of JDE [9, 10, 12–14] require the presence of spin-orbit coupling, but the spin-orbit coupling is negligible in TBG. Moreover, external in-plane magnetic fields were required to induce JDE in other recent experiments [20, 22]. It was proposed that the in-plane magnetic field induces finite-momentum Cooper pairing at the surface of the superconductors, which is essential for explaining the JDE [11]. On the other hand, in gate-defined JJ in TBG, time-reversal symmetry is broken spontaneously at the weak-link region by interactions and there is no evidence of finite-momentum pairing in the superconducting regions. Therefore, a new microscopic theory is needed to understand this interaction-driven JDE in TBG.

In this work, we show that the interaction-driven valley polarization order parameter at the weak-link region [Fig. 1(a)], as well as the trigonal warping of the Fermi surface [Fig. 1(b)] play essential roles in inducing the JDE. In the following sections, we first introduce a continuum model describing the gate-defined JJ with a valley-polarized state as the weak link. In the one-dimensional (1D) limit, we show analytically how the valley polarization, together with the trigonal warping of the Fermi surface, induce a relative phase difference between the first and the second harmonics of the Josephson current as shown in Eq. (6). This nontrivial current-phase relation (CPR) gives rise to JDE. Second, we illustrate the JDE for magic-angle TBG numerically with a lattice model. Third, we show that gate-defined JJs would also exhibit asymmetric Shapiro steps (Fig. 4) which share the same origin as the JDE. Importantly, our theory can be generalized to JJs with magnetic field-driven spin polarization and it provides an alternative explanation of JDEs observed in other recent experiments [20, 22, 24].

Continuum Model.—For magic-angle TBG with valley degrees of freedom with the interaction-induced valley
polarization and trigonally warped Fermi surfaces, the low-energy effective Hamiltonian has the form \[ H^{2D}_\tau = \lambda_0 (k_x^2 + k_y^2) + \tau \lambda_1 k_x (k_x^2 - 3k_y^2) + \tau \Delta_{vp} - \mu, \] (1) where \( \tau = \pm 1 \) is the valley index. The \( \lambda_0 \) term is the kinetic energy, while the \( \lambda_1 \) term denotes the trigonal warping effect, which breaks intra-valley inversion symmetry such that \( H^{2D}_\tau (k_x) \neq H^{2D}_\tau (-k_x) \). The time-reversal symmetry is also broken by the valley polarization \( \Delta_{vp} \). For simplicity, we first take \( k_y = 0 \) such that
\[
h_\tau = \lambda_0 k_x^2 + \tau \lambda_1 k_x^3 + \tau \Delta_{vp} - \mu. \] (2)

This effective 1D model allows the key results to be calculated analytically and the properties of the two-dimensional system will be demonstrated using a lattice model numerically in a later section.

In Fig. 2 (a), a schematic figure of a 1D superconductor/valley polarized state/superconductor (SC-VP-SC) JJ is shown, where \( \varphi \) is the phase difference between the two superconductors. We assume that the pairing in the superconducting regions is conventional \( s \)-wave pairing, and the weak-link region is a valley-polarized state (\( \Delta_{vp} \) is finite which breaks the degeneracy of the two valleys). The energy bands of \( h_\tau \) are shown in Fig.2 (b). As Andreev reflections only involve electrons near the Fermi surface, we can make the Andreev approximation to linearize the dispersion relations in the vicinity of the Fermi momentum, and the full junction can be described by the BDG Hamiltonian in the Nambu basis as \( [\psi_{\tau,\alpha}(x), \psi_{-\tau,-\alpha}(x)]^T \)
\[
\hat{H}_\tau^\alpha = \begin{pmatrix} \hat{h}_{\tau,\alpha}(x) & \Delta_{s}(x) \\ \Delta_{s}^*(x) & -\hat{h}_{-\tau,-\alpha}(x) \end{pmatrix},
\] (3)

where \( \hat{h}_{\tau,\alpha}(x) = -i\hbar v_{\tau,\alpha}(x) \partial_x + \tau \Delta_{vp}(x) \), and the Fermi velocity along the current direction is given by \( v_{\tau,\alpha}(x) = v_{s,\tau,\alpha} \Theta(x-d) + v_{vp,\tau,\alpha} \Theta(x) \Theta(d-x) \), where \( v_{s,\tau,\alpha} \) and \( v_{vp,\tau,\alpha} \) are the Fermi velocities for the superconducting and the valley-polarized regions, respectively. Here, \( \alpha = \pm 1 \) denote the right and left movers of the electrons. The slopes of the black arrows in Fig.2 (b) indicate the Fermi velocities of the left and right movers schematically. Notably, the trigonal warping term which breaks the intra-valley inversion symmetry leads to \( v_{vp,\tau+} \neq -v_{vp,\tau-} \). To describe the SC-VP-SC junction, the superconducting order parameter is set to be \( \Delta_s(x) = \Delta_0 [e^{i\varphi/2} \Theta(x-d) + e^{-i\varphi/2} \Theta(x-d)] \), and the valley polarization order parameter is \( \Delta_{vp}(x) = \Delta_0 \Theta(x) \Theta(d-x) \). In the calculations for Fig.2 model parameters are \( \lambda_0 = 0.5 \) eV nm\(^{-2} \), \( \lambda_1 = 0.2 \) eV nm\(^{-3} \), \( \mu = 0.15 \) eV, \( \Delta_0 = 4 \) meV, \( d = 40 \) nm.

Nonreciprocal CPR.—A lattice model of Eq. (2) is established in the Supplementary Material [26], and the Josephson supercurrent \( I_s \) passing through the JJ with different \( \Delta_{vp} \) are calculated [26] and shown in Fig.2 (c).

It is interesting to note that as \( \Delta_{vp}/\Delta_0 \) increases (say, from 1.5 to 2.75), \( \partial I_s/\partial \varphi \) at \( \varphi = 0^+ \) changes sign. As a result, the CPR of \( I_s \) as a function of \( \varphi \) changes, and the critical (or the maximum) supercurrent flowing in the positive direction \( I_{c+} \) differs from the critical supercurrent \( I_{c-} \) flowing in the negative direction. The nonreciprocity efficiency \( \eta = (I_{c+} - |I_{c-}|)/(I_{c+} + |I_{c-}|) \) can be as large as 30% at \( \Delta_{vp}/\Delta_0 = 2 \) [yellow circle line in Fig.2 (c)]. In other words, the JJ with valley polarization and the trigonally warping term shows a significant JDE near the 0-\( \pi \) transition.

In the remainder of this section, we present an analytical description of JDE. To calculate the Josephson
current, we use \[ I_s(\varphi) = \frac{4e}{h \beta} \frac{d}{d\varphi} \sum_{n=0}^{\infty} \ln \det[1 - S_A(\omega_n, \varphi) S_N(\omega_n, \varphi)], \]

where $\beta = 1/k_B T$, $T$ is the temperature and the Matsubara frequencies $\omega_n = (2n + 1) \pi / \beta$. $S_A$, $S_N$ are the scattering matrices of the junction for the Andreev reflection and the normal scattering processes, respectively. As shown in the Supplementary Material \[26\], we find that the 0-\pi transitions occur at

\[ \frac{2\Delta_{vp}}{E_T} = (m + 1)\pi, \quad m \in \mathbb{Z}. \]

Here, $E_T$ is the Thouless energy measuring the bandwidth, which is defined as $E_T = h v_{vp}/d$, and $\bar{v}_{vp} = 2/(v_{vp}^{-1} + v_{vp}^{-1})$. Note that $v_{vp}, \tau_\alpha$ are the Fermi velocities of the valley polarized region at valley $\tau$ and moving in the $\alpha$ directions. Near the zeroth 0-\pi transition point where $m = 0$, we find that the CPR from Eq. (4) can be approximately written as \[26\]

\[ I_s(\varphi) = I_1 \sin(\varphi + \delta) + I_2 \sin(2\varphi), \]

with $\varphi = \varphi - \Delta_{vp}/E_A$. The coefficients $I_1$, $I_2$ and $\delta$ are

\[ I_1 = -\frac{16e \cosh \delta_T}{\hbar \beta (1 + 2 \sin^2 \delta_T)} \left( \frac{2\Delta_{vp}}{E_T} - \frac{\pi}{2} \right), \]

\[ I_2 = \frac{8e \operatorname{sech}^2 \delta_A}{\hbar \beta (1 + 2 \sin^2 \delta_T)}, \]

\[ \delta = -\arctan[\tanh \delta_A \tanh \delta_T/(2\Delta_{vp}/E_T - \pi/2)]. \]

Here, $\delta_A = \pi E_A^{-1}/\beta$ and $\delta_T = 2\pi(\Delta_{vn}^{-1} + E_T^{-1})/\beta$. $E_A = h \delta v_{vp}/d$ is the energy scale that reveals the intra-valley inversion breaking, where $\delta v_{vp}$ is defined as $\delta v_{vp} = 1/(v_{vp}^{-1} + v_{vp}^{-1})$. For Eq. (4), it is clear that $I_1$ changes sign when $\Delta_{vp}$ increases such that $2\Delta_{vp}/E_T > \pi/2$. As a result, the phase of the first harmonic acquires a phase change of $\pi$ which causes the 0-\pi transition. Interestingly, at higher temperatures, $I_2$ gets suppressed and $I_s$ conforms to a sinusoidal function such that $I_s \approx \sin(\varphi + \phi_0)$. The anomalous phase $\phi_0 = -\Delta_{vp}/E_A$ is the phase shift induced by the valley polarization. More importantly, $\delta$ in Eq. (5) is the relative phase difference between the first and the second harmonic Josephson currents, induced by the valley polarization and the trigonal warping term, would result in the JDE. As shown in Fig. 2 (d), the analytical results of the Josephson current from Eq. (6) [9] match the results of the tight binding calculations very well. It is clear from Fig. 2 (d) that there is a large difference between $I_{\alpha+}$ and $I_{\alpha-}$ and thus a large JDE. This is the central result of this work.

Furthermore, the nonreciprocity efficiency $\eta$ as a function of $\Delta_{vp}$, calculated using the 1D lattice model \[26\] is depicted in Fig. 2 (e). It is interesting to note that $\eta$ is a periodic function of $\Delta_{vp}$ with the same periodicity as the 0-\pi transitions. Near the 0-\pi transitions, $\eta$ is linearly proportional to $\Delta_{vp} - \Delta_{vn}^m$, where $\Delta_{vn}^m = (m+1)\pi E_T/2$. This feature of $\eta$ can be derived from the analytical results of Eq. (6).

**JDE in TBG.**—Experimentally, large JDE was observed in gated-defined JJs with magic-angle TBG \[11\] as schematically depicted in Fig. 1 (a). However, the origin of the JDE is not yet known. The JDE was observed only when the weak-link region is gated to half-filling (with two holes per moiré unit cell) and it is therefore the property of the weak link. In this section, we extend the 1D model calculations to 2D and show that the valley polarization \[28, 31\] at half-filling combined with trigonally warped Fermi surfaces, naturally give rise to JDE in magic-angle TBG \[11\]. To capture the properties of the moiré bands in TBG, we use a lattice version of
Here \((ij)\) denotes the first nearest hopping terms with amplitude \(t_1\), and \((ij)\)' denotes the fifth nearest hopping terms with amplitudes \(t_2\) and \(t_2'\) respectively. We set \(t_2 = 0.05t_1\), \(t_2' = 0.2t_1\) in the following calculations. The annihilation operator of an electron with \(p_x + i\tau p_y\) orbital on the site \(i\) is denoted by \(c_{i\tau}\). For magic-angle TBG, the realistic bandwidth for lowest-energy moiré bands near charge neutrality is about 20 meV [33, 34], which corresponds to \(t_1 = 4\) meV. The calculated band structure for the \(K\) and \(K'\) valleys is shown in Fig.3 (a). Also, the trigonally warped Fermi surfaces of TBG are shown in Fig.3 (b). The trigonal warping effect is characterized by \(t_2, t_2'\).

In Fig.3 (a) we show a schematic picture of the gate-defined JJ of TBG with magic-angle TBG. For Gate 1, the filling factor \(\nu\) is set to be \(\nu = -0.6\), corresponding to the superconducting region \([\mu = -8.7\) meV in Fig.3 (a)]. For Gate 2, \(\nu\) is set to be \(\nu = -0.5\), corresponding to the region of valley polarized state \([\mu = -7.2\) meV in Fig.3 (a)].

By introducing valley polarization \(\Delta_{vp}\), we calculate \(I_s\) using the lattice Green function approach [26] and the results are shown in Fig.3 (c). As in the 1D case, there is a 0-\(\pi\) transition as \(\Delta_{vp}\) increases and the zeroth 0-\(\pi\) transition occurs at \(\Delta_{vp}/\Delta_0 \approx 0.9\). At \(\Delta_{vp}/\Delta_0 \approx 1\), \(\eta\) is as large as 35\% [Fig.3 (d)]. Moreover, in Fig.3 (e) we find that \(\eta\) depends sensitively on \(\Delta_{vp}\) and has the similar oscillatory behavior as in Fig.2 (e). Importantly, we notice that \(\eta\) is always zero as the warping term \(t_2'\) is turned off [Fig3 (e)], which shows that the JDE in TBG further requires the intra-valley inversion symmetry breaking by the trigonal warping effect on top of the time-reversal and inversion symmetry breaking. Interestingly, an additional spin-polarization order parameter can be added to the Hamiltonian and the JDE will only be changed quantitatively as shown in the Supplementary Material [26].

Asymmetric Shapiro steps.—In the sections above, we demonstrate that the unconventional CPR [Eq. (6)] induced by the valley polarization and the trigonal warping term give rise to JDE. In this section, we propose an alternative method for detecting the unconventional CPR of the SC/VP/SC JJ through the measurement of Shapiro steps [35, 36]. This experiment can be conducted using a resistively shunted Josephson junction (RSJ) model, which is a circuit comprising a JJ in parallel with a resistance \(R\). The current injected into the circuit consists of both the direct current (DC) and the alternating current (AC) components, namely \(I(t) = I_0 + I_\omega \cos(\omega t)\), and the DC voltage drop \(V_0\) can be measured as shown in Fig.4 (a). In the RSJ model, the phase dynamics follows

\[
H_0^{\nu} = \sum_{(ij)} t_1^c c_{i\tau} c_{j\tau} + \sum_{(ij)'} (t_2 - i\tau t_2') c^c_{i\tau} c_{j\tau} + H.c. - \sum_{i} \mu_i c_{i\tau} c_{i\tau}.
\]

(10)

Here \((ij)\) denotes the first nearest hopping terms with amplitude \(t_1\), and \((ij)\)' denotes the fifth nearest hopping terms with amplitudes \(t_2\) and \(t_2'\) respectively. We set \(t_2 = 0.05t_1\), \(t_2' = 0.2t_1\) in the following calculations. The annihilation operator of an electron with \(p_x + i\tau p_y\) orbital on the site \(i\) is denoted by \(c_{i\tau}\). For magic-angle TBG, the realistic bandwidth for lowest-energy moiré bands near charge neutrality is about 20 meV [33, 34], which corresponds to \(t_1 = 4\) meV. The calculated band structure for the \(K\) and \(K'\) valleys is shown in Fig.3 (a). Also, the trigonally warped Fermi surfaces of TBG are shown in Fig.3 (b). The trigonal warping effect is characterized by \(t_2, t_2'\).
Discussion.—Recently, the study of the superconducting diode effect has attracted much attention both experimentally \(^1\)\(^2\)\(^3\) and theoretically \(^4\)\(^5\)\(^6\). Most of the theories are based on magnetic-field-induced finite-momentum pairings. Some recent theories of JDE also depend on the assumption of finite-momentum pairings in the bulk superconductor induced by magnetic fields. In this work, we show that the JDE can be generated by the weak link of the JJ alone.

We emphasize that the key ingredients for giving rise to the JDE here are the valley polarization and the trigonal warping effect. The pairing symmetries of the superconducting state and the details of the model Hamiltonian are not crucial. For example, it is shown in the Supplementary Material \(^26\) that both the \(d\)-wave pairing and the \(p\)-wave pairing support the JDE in TBG. Regarding the model Hamiltonians, a five-band tight binding model of TBG \(^3\) is used to calculate the JDE and the results are consistent with the results obtained using Eq. \(^10\) \(^20\).

Moreover, although our theory of JDE is based on electron-electron interaction-induced valley polarized states in TBG with trigonal warping terms, our theory can be easily generalized to describe other materials such as rhombohedral trilayer graphene \(^47\) \(^48\) and Bernal-stacked bilayer graphene \(^49\) \(^51\) which possess trigonal warping on the Fermi surface. We also expect our theory can apply to spin-polarized systems. In the Supplementary Material \(^26\), we demonstrate the JDE for a Rashba wire with cubic spin-orbit coupling and an in-plane magnetic field which can be mapped to the valley polarization problem with trigonal warping terms. The model is relevant to recent experiments in which two superconductors are connected by weak links with Rashba spin-orbit coupling and in-plane magnetic fields \(^20\) \(^22\) \(^23\).
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Supplementary Material for “Valley Polarization Induced Josephson Diode Effect in Twisted Bilayer Graphene”

Jin-Xin Hu,1 Zi-Ting Sun,1 Ying-Ming Xie,1 K. T. Law1
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I. SCATTERING MATRIX METHOD FOR THE 1D TOY MODEL

A. Model Hamiltonian

We use a simple continuum model to describe the low-energy physics of a 2D system with valley degrees of freedom. The system possesses trigonally warped Fermi surfaces and interaction-induced valley polarization (VP). The model can be written as

\[ H_{\text{eff}} = \lambda_0 \left( k_x^2 + k_y^2 \right) - \mu + \lambda_1 k_x \left( k_x^2 - 3k_y^2 \right) \tau_z + \Delta_{vp} \tau_z, \]  

(S1)

where the \( \lambda_0 \) term is the kinetic energy, \( \mu \) denotes the chemical potential, and \( \lambda_1 \) is the warping term which is opposite at the two valleys. This Hamiltonian preserves the time-reversal symmetry (TRS) \( T = \tau_x K \) and \( C_{2y} = \tau_x \) symmetry, but breaks the intra-valley inversion symmetry. The last term is the correlation-induced valley polarization term, which breaks the global TRS.

Now we come to the gate-defined SC/VP/SC Josephson junction, in which the weak-link region is partially valley-polarized. For simplicity, we only consider the 1D special case of the model by fixing \( k_y = 0 \), and it is sufficient to capture the essence of the physics. We assume the bandwidth is much larger than the superconductor pairing gap \( \Delta_0 \) and the valley polarization order parameter \( \Delta_{vp} \).

In this condition, we can linearize the dispersion relation in the vicinity of the Fermi energy for a fixed transverse momentum \( k_y \) and obtain a low-energy effective Hamiltonian for the Josephson junction

\[ H = \frac{1}{2} \sum_{\tau\alpha} \int dx \psi_{\tau\alpha}^\dagger(x) \hat{H}_{\tau\alpha}(x) \psi_{\tau\alpha}(x). \]

(S2)

Here, \( \tau \pm \) labels the \( \pm K \) valley, \( \alpha = +/− \) labels the right (left) movers near Fermi energy, and \( \Psi_{\tau\alpha}^T = (\psi_{\tau\alpha}(x), \psi_{\tau\alpha}^\dagger(x)) \) denotes the Nambu basis. The BdG Hamiltonian in terms of this choice of basis reads

\[ \hat{H}_{\tau\alpha}(x) = \begin{pmatrix} -i \hbar v_{f,\tau\alpha} \partial_x + \tau \Delta_{vp}(x) & \Delta_s(x) \\ \Delta_s(x)^* & -i \hbar v_{f,-\tau\alpha} \partial_x + \tau \Delta_{vp}(x) \end{pmatrix}, \]

(S3)

with the valley polarization order parameter \( \Delta_{vp}(x) = \Delta_{vp}\Theta(x)\Theta(d-x) \) and the pairing potential \( \Delta_s(x) = \Delta_0 \left( e^{i \frac{\theta}{2}} \Theta(-x) + e^{-i \frac{\theta}{2}} \Theta(x-d) \right) \) for the longitudinal Fermi velocity at a fixed \( k_y \) of the superconducting part and junction part is given by \( v_{f,\tau\alpha}(k_y, x) = v_{s,\tau\alpha}(k_y) \left[ \theta(-x) + \theta(x-d) \right] + v_{vp,\tau\alpha}(k_y) \theta(d-x) \) (to make notations more compact, we denote \( v_{f,\tau\alpha}(k_y, x) \equiv v_{f,\tau\alpha}(x) \) below). Here, \( \varphi \) is the phase difference, \( d \) is the length of the junction, \( v_{s,\tau\alpha}, v_{f,\tau\alpha} \) are the longitudinal Fermi momentum along the current direction of the superconducting part and junction part with valley polarization. One can verify that the whole Hamiltonian \( \hat{H} \) (dimension is eight by eight) preserves particle-hole symmetry \( P \hat{H} P^{-1} = -\hat{H} \) and breaks TRS: \( THT^{-1} \neq \hat{H} \) if \( \Delta_{vp} \) is finite. Here, \( P = \rho_x \alpha_s \tau_z K, T = \alpha_x \tau_x \hat{T}, \hat{K} \) is complex conjugate, and \( \alpha_j, \tau_j, \) and \( \rho_j \) are Pauli matrices defined in \( \alpha = +/− \), valley, and particle-hole space, respectively.

B. 1-D tight binding model calculations

In this note, we describe the recursive Green’s function method we used to simulate the Josephson junction with details. We simplify the Eq.(S1) to a 1-D model with \( k_y = 0 \), which is also shown in the main text

\[ h_\tau = \lambda_0 k_x^2 + \tau \lambda_1 k_x^3 + \tau \Delta_{vp} - \mu. \]

(S4)

In Fig. S1, we plot the configuration of the 1-D chain for tight binding calculation. The unit cell has two atoms (dashed
Thus one can obtain the central device can be calculated recursively by projecting Dyson’s equation between adjacent columns $H$ with $t$ explicitly in our case, here

$$h_\tau = \lambda_0 k_x^2 + \tau \lambda_1 k_x^3 + \tau \Delta_{vp} - \mu$$

$$= 2\lambda_0 (1 - \cos k_x) + 2\tau \lambda_1 \sin k_x (1 - \cos k_x) + \tau \Delta_{vp} - \mu$$

$$= 2\lambda_0 (1 - \cos k_x) + 2\tau \lambda_1 \sin k_x - \tau \lambda_1 \sin 2k_x + \tau \Delta_{vp} - \mu.$$ (S5)

Thus one can obtain $t_1 = -\lambda_0 - i\tau \lambda_1$ and $t_2 = \frac{1}{2} i\tau \lambda_1$.

In the numerical process, the self-energy $\Sigma^{RL}_{SC}(i\omega_n)$ of the left/right superconducting region is first calculated as

$$\Sigma^{RL}_{SC}(i\omega_n) = V^{coup}_{1/N_x,L/R} G^{RL}_{SC}(i\omega_n) \left( V^{coup}_{1/N_x,L/R} \right)^\dagger.$$ (S6)

Here $G^{RL}_{SC}(i\omega_n)$ is the Nambu Green’s function of the left/right superconducting region with the Matsubara frequency $\omega_n = (2n + 1)\pi k_B T$, which can be calculated iteratively by assuming the electrodes semi-infinite. $V^{coup}_{1/N_x,L/R}$ is the coupling matrix between the left/right end of the central device and the corresponding superconducting electrode, the form of which can be gotten from $H^{RL}_{coup}$ in Eq.S5.

Next we start from the Nambu Green’s function of the two ends of the central devices

$$G^{L}_{11}(i\omega_n) = \left[ i\omega_n - H^{isol}_{11} - \Sigma^{SC}_{\lambda}(i\omega_n) \right]^{-1},$$ (S7)

$$G^{R}_{N_x,N_x}(i\omega_n) = \left[ i\omega_n - H^{isol}_{N_x,N_x} - \Sigma^{SC}_{\lambda}(i\omega_n) \right]^{-1}.$$ (S8)

Here $H^{isol}_{xx}$ with $x = 1, 2, ..., N_x$ represent the BdG Hamiltonian of an isolated column (or slice) of the central device. Explicitly in our case,

$$H^{isol}_{xx} = \begin{pmatrix} H^{ee}_{xx} & H^{hh}_{xx} \\ H^{hh}_{xx} & H^{ee}_{xx} \end{pmatrix}$$ (S9)

with $H^{hh}_{xx} = -(H^{ee}_{xx})^\dagger$. Starting from both ends, the Nambu Green’s function of the columns (or slices) inside the central device can be calculated recursively by projecting Dyson’s equation between adjacent columns

$$\Sigma^{L}_{xx}(i\omega_n) = V_{x+1,x} G^{L}_{xx}(i\omega_n) V_{x+1,x}^\dagger$$ (S10)

$$\Sigma^{R}_{xx}(i\omega_n) = V_{x-1,x} G^{R}_{xx}(i\omega_n) V_{x-1,x}^\dagger$$ (S11)

$$G^{L}_{x+1,x+1}(i\omega_n) = \left[ i\omega_n - H^{isol}_{x+1,x+1} - \Sigma^{L}_{xx}(i\omega_n) \right]^{-1}$$ (S12)

$$G^{R}_{x-1,x-1}(i\omega_n) = \left[ i\omega_n - H^{isol}_{x-1,x-1} - \Sigma^{R}_{xx}(i\omega_n) \right]^{-1}.$$ (S13)

Explicitly in our case

$$V_{x+1,x}^\dagger = V_{x-1,x} = \begin{pmatrix} V^{ee}_{x} & V^{hh}_{x} \\ V^{hh}_{x} & V^{ee}_{x} \end{pmatrix}$$

where $V^{hh}_{x} = -(V^{ee}_{x})^\dagger$. Note that the superscript $R/L$ means that the Nambu Green’s function $G^{R/L}$ here only represents the right/left part of the device. We need to glue them together to get the Nambu Green’s function of the whole device

$$G_{xx}(i\omega_n) = \left[ i\omega_n - H^{isol}_{xx} - \Sigma^{L}_{x-1,x-1}(i\omega_n) - \Sigma^{R}_{x+1,x+1}(i\omega_n) \right]^{-1}.$$ (S14)
Furthermore, we can also get

\[ G_{x+1,x}(i\omega_n) = G_{x+1,x+1}^R(i\omega_n)G_{x,x}^R(i\omega_n), \quad (S15) \]
\[ G_{x,x+1}(i\omega_n) = G_{xx}(i\omega_n)V_{x,x+1}G_{x+1,x+1}^R(i\omega_n). \quad (S16) \]

And the Josephson current can be calculated as

\[ I_S(\varphi) = \frac{2e\kappa_B T}{\hbar} \text{Im} \sum_{\omega_n} \text{Tr} \left[ \bar{V}_{x,x+1}G_{x,x+1}(i\omega_n) - V_{x,x+1}^\dagger G_{x,x+1+1}(i\omega_n) \right] \quad (S17) \]

with \( \bar{V}_{x,x+1} = \begin{pmatrix} V_{xe}^* & -V_{eh}^* \\ V_{he}^* & V_{ee} \end{pmatrix} \).

#### C. Scattering matrix method

The scattering eigenstates in the SC region of the left (L) and right (R) sides can be written as:

\[ \psi^{L}_{x,\tau\alpha} = \begin{pmatrix} e^{-i\alpha\beta} \\ e^{-i\frac{\Delta_\alpha}{2}} \end{pmatrix} e^{ik_{x,\tau\alpha} x} e^{i\kappa_{\tau\alpha} x}, x \leq 0, \]
\[ \psi^{R}_{x,\tau\alpha} = \begin{pmatrix} e^{i\alpha\beta} \\ e^{i\frac{\Delta_\alpha}{2}} \end{pmatrix} e^{ik_{x,\tau\alpha} (x-d)} e^{-i\kappa_{\tau\alpha} (x-d)}, x \geq d, \quad (S18) \]

with \( k_{x,\tau\alpha} \) being the Fermi momentum and \( \kappa_{\tau\alpha}, \beta \) are given by:

\[ \kappa_{\tau\alpha} = \sqrt{\Delta_\alpha^2 - \epsilon^2}, \quad \alpha \hbar \upsilon_{s,\tau\alpha}, \quad (S19) \]

\[ \beta = \begin{cases} \cos \frac{\epsilon}{\Delta_\alpha}, & \text{if } \epsilon < \Delta_\alpha \\
-\alpha \cosh \frac{\epsilon}{\Delta_\alpha}, & \text{if } \epsilon > \Delta_\alpha. \end{cases} \]

The scattering states in the VP region \((0 \leq x \leq d)\) can be written as:

\[ \psi_{vp,e,\tau\alpha} = \frac{1}{\sqrt{N_{e,\tau\alpha}}} \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{ik_{e,\tau\alpha} x}, \quad (S20) \]
\[ \psi_{vp,h,\tau\alpha} = \frac{1}{\sqrt{N_{h,\tau\alpha}}} \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{ik_{h,\tau\alpha} x}. \]

Here, \( k_{e,\tau\alpha} \) and \( k_{h,\tau\alpha} \) are the wave vectors for electron and hole states, respectively, and \( N_{e(h),\tau\alpha} \) are normalization factors to ensure that the scattering matrices are unitary. Here, \( \psi_{vp,e,\tau-}, \psi_{vp,h,\tau+} \) are right movers, while \( \psi_{vp,e,\tau+}, \psi_{vp,h,\tau-} \) are left movers. If we only consider the linear order correction of Fermi momenta due to the VP, the correction can be written as \( k_{e,\tau\alpha} \approx k_{e,\tau\alpha}^0 + \delta k_{e,\tau\alpha}, k_{h,\tau\alpha} \approx k_{h,\tau\alpha}^0 + \delta k_{h,\tau\alpha} \) in which

\[ \delta k_{e,\tau\alpha} = \frac{\epsilon - \Delta_{vp}}{\hbar v_{vp,e,\tau\alpha}}, \quad (S21) \]
\[ \delta k_{h,\tau\alpha} = \frac{\epsilon - \Delta_{vp}}{\hbar v_{vp,h,\tau\alpha}}. \]

This approximation will be used in the calculation of current-phase relation (CPR) later.

As the BdG Hamiltonian is block-diagonalized, we can solve the scattering matrix for \( \tau = \pm \) separately, then add their contributions to the Josephson current together. We take the wave function of the whole junction as

\[ \psi_{\tau}(x) = \begin{cases} a\psi_{x,\tau+}(x) + b\psi_{x,\tau-}(x) & \text{if } x \leq 0 \\
a^*\psi_{vp,e,\tau+}(x) + c^*\psi_{vp,e,\tau-}(x) + c^*\psi_{vp,h,\tau+}(x) + c^*\psi_{vp,h,\tau-}(x) & 0 \leq x \leq d \\
\alpha^*\psi_{x,\tau+}(x) + b^*\psi_{x,\tau-}(x) & x \geq d \end{cases} \quad (S22) \]
In the case of perfectly transparent contacts, the boundary conditions at $x = 0$ and $x = d$ read

$$
\begin{align*}
\alpha \psi^{L}_{s,\tau}(x = 0) + b \psi^{R}_{s,\tau}(x = 0) &= c^{+}_{e} \psi^{+,\tau}_{vp,e,\tau}(x = 0) + c^{-}_{e} \psi^{-,\tau}_{vp,e,\tau}(x = 0) \\
+ c^{+}_{h} \psi^{+,\tau}_{vp,h,\tau}(x = 0) + c^{-}_{h} \psi^{-,\tau}_{vp,h,\tau}(x = 0) \\
d' \psi^{R}_{s,\tau}(x = d) + b' \psi^{R}_{s,\tau}(x = d) &= c^{+}_{e} \psi^{+,\tau}_{vp,e,\tau}(x = d) + c^{-}_{e} \psi^{-,\tau}_{vp,e,\tau}(x = d) \\
+ c^{+}_{h} \psi^{+,\tau}_{vp,h,\tau}(x = d) + c^{-}_{h} \psi^{-,\tau}_{vp,h,\tau}(x = d) \\
\alpha \psi^{L}_{s,\tau} + b \psi^{R}_{s,\tau}(x = 0) &= v_{vp,\tau} \psi^{+,\tau}_{vp,e,\tau}(x = 0) + v_{vp,\tau} \psi^{-,\tau}_{vp,e,\tau}(x = 0) \\
- v_{vp,\tau} \psi^{+,\tau}_{vp,h,\tau}(x = 0) - v_{vp,\tau} \psi^{-,\tau}_{vp,h,\tau}(x = 0) \\
d' \psi^{R}_{s,\tau} + b' \psi^{R}_{s,\tau}(x = d) &= v_{vp,\tau} \psi^{+,\tau}_{vp,e,\tau}(x = d) + v_{vp,\tau} \psi^{-,\tau}_{vp,e,\tau}(x = d) \\
- v_{vp,\tau} \psi^{+,\tau}_{vp,h,\tau}(x = d) - v_{vp,\tau} \psi^{-,\tau}_{vp,h,\tau}(x = d).
\end{align*}
$$

(S23)

Here, the first and second equalities are obtained from the continuity of the whole wave function, while the third and fourth equalities are obtained from the conservation of particle current.

For the convenience of the later discussions, we define

$$
\begin{align*}
a(L) &= a, b(L) = b, a(R) = a', b(R) = b' \\
c^{+}_{e}(L) &= c^{+}_{e}, c^{-}_{e}(L) = c^{-}_{e}, c^{+}_{h}(L) = c^{+}_{h}, c^{-}_{h}(L) = c^{-}_{h} \\
c^{+}_{h}(R) &= e^{ik_{s,\tau} d}, c^{-}_{h}(R) = e^{-ik_{s,\tau} d} \\
c^{+}_{h}(R) &= e^{ik_{n,\tau} d}, c^{-}_{h}(R) &= e^{-ik_{n,\tau} d}.
\end{align*}
$$

(S24)

Now, we can write down both the scattering matrices describing the Andreev scatterings at each interface and the ones in the normal region. For simplicity, we make the Andreev approximation that there is no chemical potential difference at the SC-VP interface. In this case, $v_{vp,\tau,\pm} = v_{s,\tau,\pm}$, and the normalization factors in the scattering states of VP region can be simply taken as $N_{e,\tau,\pm} = N_{h,\tau,\pm} = 1$. And in the normal region, we only consider one channel and the clean limit. By solving the linear equations, we obtain the S-matrices which can be written as:

$$
\begin{align*}
\psi^{\text{out}} = \begin{pmatrix}
  c^{+}_{e}(L) \\
  c^{-}_{h}(L) \\
  c^{+}_{h}(R) \\
  c^{-}_{h}(R)
\end{pmatrix} = \begin{pmatrix}
  0 & e^{i\frac{\pi}{2} - i\beta} & 0 & 0 \\
  e^{-i\frac{\pi}{2} - i\beta} & 0 & 0 & 0 \\
  0 & 0 & 0 & e^{-i\frac{\pi}{2} - i\beta} \\
  0 & 0 & e^{i\frac{\pi}{2} - i\beta} & 0
\end{pmatrix} \begin{pmatrix}
  c^{+}_{e}(L) \\
  c^{-}_{h}(L) \\
  c^{+}_{h}(R) \\
  c^{-}_{h}(R)
\end{pmatrix} \equiv S^{\Lambda}_{\text{in}} \psi^{\text{in}},
\end{align*}
$$

(S25)

$$
\begin{align*}
\psi^{\text{in}} = \begin{pmatrix}
  c^{+}_{e}(L) \\
  c^{-}_{h}(L) \\
  c^{+}_{h}(R) \\
  c^{-}_{h}(R)
\end{pmatrix} = \begin{pmatrix}
  0 & 0 & e^{-ik_{s,\tau} d} & 0 \\
  0 & 0 & 0 & e^{-ik_{s,\tau} d} \\
  e^{ik_{n,\tau} d} & 0 & 0 & 0 \\
  0 & e^{ik_{n,\tau} d} & 0 & 0
\end{pmatrix} \begin{pmatrix}
  c^{+}_{e}(L) \\
  c^{-}_{h}(L) \\
  c^{+}_{h}(R) \\
  c^{-}_{h}(R)
\end{pmatrix} \equiv S^{\Lambda}_{\text{out}} \psi^{\text{out}}.
\end{align*}
$$

(S26)

Here, we note that only the amplitudes of Andreev reflections in $S^{\Lambda}_{\text{in}}$ are finite due to the absence of momentum mismatches. We also define the energy scales with $E_{T} = \hbar v_{vp}/d$, and $\tilde{v}_{vp} = 2/(v_{vp,++}^{-1} + v_{vp,-+}^{-1})$ which is the Thouless energy and $E_{A} = \hbar \tilde{v}_{vp}/d$ is the energy scale that reveals the intra-valley inversion breaking, where $\delta \tilde{v}_{vp}$ is defined as $
\delta \tilde{v}_{vp} = 1/(v_{vp,++}^{-1} - v_{vp,-+}^{-1})$.

### D. Calculations of the Josephson current

We calculate the Josephson current for the 1D model using the scattering matrix method\cite{2}.
\[ I_s(\varphi) = -\frac{4e}{\hbar} \frac{d}{d\varphi} \sum_{n=0}^{\infty} \ln \det [1 - S_A(i\omega_n, \varphi)S_N(i\omega_n, \varphi)] \]

\[ = -\frac{4e}{\hbar} \frac{d}{d\varphi} \sum_{n=0}^{\infty} \sum_{\tau = \pm} \ln [\cos(2\beta - \frac{2(i\omega_n - \tau\Delta_{vp})}{E_T}) - \cos(\varphi + \frac{i\omega_n - \tau\Delta_{vp}}{E_A})] \]

\[ = -\frac{4e}{\hbar} \sum_{n=0}^{\infty} \sum_{\tau = \pm} \frac{\sin(\varphi + \frac{i\omega_n - \tau\Delta_{vp}}{E_A})}{\cos(2\beta - \frac{2(i\omega_n - \tau\Delta_{vp})}{E_T}) - \cos(\varphi + \frac{i\omega_n - \tau\Delta_{vp}}{E_A})} \]

\[ = -\frac{4e}{\hbar} \sum_{n=0}^{\infty} \sum_{\tau = \pm} \frac{\sin(\hat{\varphi} + \frac{i\omega_n}{E_A})}{\cos(2\beta - \frac{2(i\omega_n - \tau\Delta_{vp})}{E_T}) - \cos(\hat{\varphi} + \frac{i\omega_n}{E_A})}. \]  

(S27)

Here, \( \hat{\varphi} = \varphi - \Delta_{vp}/E_A \). We make some assumptions to evaluate the summation. First, the Matsubara frequency \( \omega = (2n + 1)\pi/\beta \) decreases quickly with \( n \), so we can only maintain the \( n = 0 \) term. Second, since the two valleys are related by time-reversal symmetry, one can check that the summations for the two valleys are complex conjugate with each other. Thus the Josephson current can be evaluated as

\[ I_s(\varphi) = -\frac{8e}{\hbar} \frac{Re[\sin(\hat{\varphi} + \frac{i\pi T}{E_A})]}{\cos(2\beta - \frac{2(i\pi T - \tau\Delta_{vp})}{E_T}) - \cos(\hat{\varphi} + \frac{i\pi T}{E_A})}] \]

\[ = -\frac{8e}{\hbar} \frac{Re[\sin(\hat{\varphi} + i\tau) \tanh(\delta_A) \cos(\hat{\varphi} + i\tau)\tanh(\delta_A)]}{\cos(2\beta - \frac{2(i\Delta_{vp}/E_T)\tanh(\delta_T)}{E_T}) - \cos(\hat{\varphi} + \frac{i\Delta_{vp}/E_T}{E_A})} \]

\[ = -\frac{8e}{\hbar} \frac{\sech^2(\delta_A) \sin(2\hat{\varphi} - 2(\frac{\Delta_{vp}}{E_T} - \frac{\pi}{2}) \cos(\delta_T \sin(\hat{\varphi} + \delta))}{\cos(\frac{2\Delta_{vp}}{E_T} \tanh(\delta_T) \tanh(\delta_T)^2 + (\sin(\hat{\varphi} \tanh(\delta_A) - \sin(\frac{2\Delta_{vp}}{E_T} \tanh(\delta_T)) \tanh(\delta_T) \tanh(\delta_T)^2) \}

(S28)

It is clear that \( 0-\pi \) transitions occur at \( 2\Delta_{vp}/E_T = (n + \frac{1}{2})\pi \). Expand \( J_s(\varphi) \) near \( 2\Delta_{vp}/E_T = \pi/2 \), one can obtain

\[ I_s(\varphi) = \frac{8e}{\hbar(1 + 2 \sinh^2(\delta_T))} [\sech^2(\delta_A) \sin(2\hat{\varphi} - 2(\frac{\Delta_{vp}}{E_T} - \frac{\pi}{2}) \cos(\delta_T \sin(\hat{\varphi} + \delta))], \]  

(S29)

with

\[ \delta = - \arctan[\tanh(\delta_A) \tanh(\delta_T)/(\frac{2\Delta_{vp}}{E_T} - \frac{\pi}{2})]. \]  

(S30)

In the calculations we use some approximations: First, we treat \( \delta_A \) is a small comparable to \( \delta_T \). Second, we use \( \sin(x)/(\cos^2 x + a) \approx 2\sin(x)/(1 + 2a) \).

### E. Effect of spin polarization

Now we add the spin degree of freedom by considering interaction induced spin polarization(SP). We rewrite the BdG Hamiltonian in the basis \( \Psi_{spin} = (\psi_{\tau s}(x), \psi_{\tau, -s, -\alpha}(x))^T \) denotes the Nambu basis. The BdG Hamiltonian in terms of this choice of basis reads

\[ \hat{H}_{spin}(x) = \begin{pmatrix} -i\hbar v_f(x) \partial_x + \tau \Delta_{vp}(x) + s\Delta_{sp}(x) & \Delta_s(x) \\ \Delta_s^*(x) & -i\hbar v_{f, -\tau, -s, -\alpha}(x) \partial_x + \tau \Delta_{vp}(x) + s\Delta_{sp}(x) \end{pmatrix}. \]  

(S31)

Follow the same procedures of Eq.(S15),Eq.(S16), one can obtain

\[ J_s(\varphi) = \frac{8e}{\hbar(1 + 2 \sinh^2(\delta_T))} \sum_{s = \pm} [\sech^2(\delta_A) \sin(2\hat{\varphi} - s\frac{\Delta_{vp}}{E_A} - 2(\frac{2\Delta_{vp} + 2s\Delta_{vp}}{E_T} - \frac{\pi}{2}) \cosh(\Delta_{vp} + \Delta_{sp} + \delta_s)]. \]  

(S32)
II. JOSEPHSON DIODE EFFECT IN TBG WITH UNCONVENTIONAL PAIRINGS

In this section, motivated by the recent experiment exhibiting the possibilities of unconventional pairing in TBG [4], we study the Josephson diode effect in TBG with unconventional pairing. In their experiment, the low-energy region of the V-shaped gap supports an anisotropic pairing mechanism with nodes in the superconducting gap function. The STS spectra resembles the quasiparticle DOS of a nodal superconductor, as for higher-angular-momentum pairing (such as p- or d-wave pairing) with an anisotropic gap function, which was theoretically studied before [5, 6]. To our knowledge, the existing experimental data is not sufficient to distinguish the spin-triplet p-wave (odd orbital parity) and spin-singlet d-wave (even orbital parity). For the p-wave pairing, the pairing potential are \( \Delta_p^x \) and \( \Delta_p^y \), which are two degenerate functions in \( E_1 \) representation of \( D_6 \) point group. For the d-wave pairing, the pairing potential are \( \Delta_d^{x_2-y_2} \) and \( \Delta_d^{x_2+y_2} \), which are two degenerate functions in \( E_2 \) representation of \( D_6 \) point group. In a honeycomb lattice ([Fig. S2(a)]), they can be written as [7]

\[
\Delta_p^x(k) = i\Delta_0\{[\cos(k_xa) - \cos(1/2k_xa)\cos(\sqrt{3}/2k_ya)]s_y + [\sin(k_xa) + \sin(1/2k_xa)\cos(\sqrt{3}/2k_ya)]s_x\},
\]

\[
\Delta_p^y(k) = i\sqrt{3}\Delta_0\{[\sin(1/2k_xa)\sin(\sqrt{3}/2k_ya)s_y + \cos(1/2k_xa)\sin(\sqrt{3}/2k_ya)s_x\}
\]

\[
\Delta_d^{x_2-y_2}(k) = \Delta_0\{[\cos(k_xa) - \cos(1/2k_xa)\cos(\sqrt{3}/2k_ya)]s_y - [\sin(k_xa) + \sin(1/2k_xa)\cos(\sqrt{3}/2k_ya)]s_x\},
\]

\[
\Delta_d^{x_2+y_2}(k) = \sqrt{3}\Delta_0\{-\sin(1/2k_xa)\sin(\sqrt{3}/2k_ya)s_y + \cos(1/2k_xa)\sin(\sqrt{3}/2k_ya)s_x\}
\]

Here, \( \Delta_0 \) is the pairing potential, \( a \) is the nearest bond distance that is \( 1/\sqrt{3} \) times the moiré lattice constant \( L_M \), \( s_x \) and \( s_y \) are Pauli matrices defined in the AB sublattice space. For simplicity, we consider the case of \( p_x \) and \( d_{x^2-y^2} \) pairing in TBG. More explicitly, the pairing function \( \Delta_p^x(k) \) and \( \Delta_d^{x_2-y_2}(k) \) can be written on the lattice bond [see Fig. S2(a)], which reads

\[
\Delta_p^x(k) = \Delta_0\sum_{j=1}^3\cos(\phi_j)\begin{pmatrix} 0 & e^{ikR_j} \\ -e^{-ikR_j} & 0 \end{pmatrix}, \Delta_d^{x_2-y_2}(k) = \Delta_0\sum_{j=1}^3\cos(\phi_j)\begin{pmatrix} 0 & e^{ikR_j} \\ -e^{-ikR_j} & 0 \end{pmatrix}
\]

Here, the phase for the bond \( j \) is given by \( \phi_j = 2(j-1)\pi/3 \). For example, the Bogoliubov–de Gennes (BdG) Hamiltonian of TBG with \( d_{x^2-y^2} \) pairing is given by

\[
H_{BdG}(k) = \begin{pmatrix} H_0^{++}(k) & \Delta_d^{x_2-y_2}(k) \\ \Delta_d^{x_2+y_2}(k) & -H_0^{--}(-k) \end{pmatrix},
\]

where the normal \( H_0^{++}(k) \) is given by the tight binding model Eq. (10) in the main text.

In the tight binding model, the \( p \) or \( d \) wave pairing is added in the nearest hopping between A and B site, while the conventional s wave pairing is added in the intra-site. In Fig. S2(b) and (c) we plot the calculated diode efficiency \( \eta \) as a function of \( \Delta_{s_{sp}} \) for \( p_x \)-wave and \( d_{x^2-y^2} \)-wave pairing respectively. Importantly, \( \eta \) is always zero when the warping term \( t_{sp}^\eta \) is turned off. Thus the JDE identified by us can also be applied to unconventional pairing functions. Interestingly, \( \eta \) can reach up to 60% with \( p \)- and \( d \)-wave pairing, which is even larger than that with s-wave pairing. This is because apart from the second harmonic term, higher order scattering processes may occur in the case of anisotropic pairing. However, due to the anisotropy of the pairing, we expect the details of the diode effect would also depend on the orientation of the pairings.
FIG. S2. (a) A schematic diagram of the honeycomb lattice. The two sublattices are denoted by the A and B black dots. The nearest-neighbor vectors $\mathbf{R}_{1,2,3}$ are shown as the red arrows. (b) and (c) the diode efficiency $\eta$ as a function of $\Delta_{vp}/\Delta_0$ with (green triangle) and without (red circle) warping term $t'_2$ for $p_x$-wave and $d_{x^2−y^2}$-wave pairing respectively. The pairing potential $\Delta_0 = 0.4$ meV. The temperature is set to be $k_B T = 0.15\Delta_0$.

FIG. S3. (a) A schematic plot of a honeycomb lattice. The first-nearest and fifth-nearest hopping are labelled by $t_1, t_2, t'_2$. (b) ((c))The Fermi surface of TBG for the $K (K')$ valley. The Fermi circles for filling $\nu = −0.5$ are labelled by thick solid lines.

III. TIGHT BINDING MODELS FOR TWISTED BILAYER GRAPHENE

A. Minimal two-band model

Here, the tight binding model for twisted bilayer graphene used for the calculations of the main text is described in more details. With the basis $(c_{A\uparrow}(k), c_{B\uparrow}(k))^T$, we write the tight binding model as

$\mathbf{H}(k) = \begin{pmatrix} 2t_2h_2 + 2\tau t'_2 h'_2 & t_1 h_1 \\ t_1 h_1^* & 2t_2h_2 + 2\tau t'_2 h'_2 \end{pmatrix}$, \hspace{1cm} (S38)

with

$h_1 = e^{ik_x/\sqrt{3}} + e^{i(-k_x/2+\sqrt{3}k_y/2)/\sqrt{3}} + e^{i(-k_x/2-\sqrt{3}k_y/2)/\sqrt{3}}$ \hspace{1cm} (S39)

$h_2 = \cos(\sqrt{3}k_x) + \cos(\sqrt{3}(−k_x/2−\sqrt{3}k_y/2)) + \cos(\sqrt{3}(k_x/2+\sqrt{3}k_y/2))$ \hspace{1cm} (S40)

$h'_2 = \sin(\sqrt{3}k_x) + \sin(\sqrt{3}(−k_x/2−\sqrt{3}k_y/2)) + \sin(\sqrt{3}(k_x/2+\sqrt{3}k_y/2))$. \hspace{1cm} (S41)

Here $k_x, k_y$ are in the units of $L_{M}^{-1}$. In Fig. S3 (a) we plot the hopping term $t_1, t_2, t'_2$. By expanding $\mathbf{H}(k)$ at $\Gamma$ point, one can obtain the energy dispersion of the hole band:

$E^\uparrow(k) = (-3 + \frac{1}{4}k^2)t_1 + (6 - \frac{9}{2}k^2)t_2 - \frac{3\sqrt{3}}{4}\tau t'_2(k_x^3 - 3k_xk_y^2)$. \hspace{1cm} (S42)
Comparing with Eq. (S1), one can obtain $\lambda_0 = \frac{1}{4} t_1 - \frac{2}{3} t_2$, $\lambda_1 = -\frac{3\sqrt{3}}{4} t_2$. In Fig. S3 (b), (c) the trigonally warped Fermi surfaces are shown. It is clear that the trigonal warping effect is determined by $t_2$.

B. Faithful five-band model

![Diagram](image)

FIG. S4. (a) The calculated band structure from the five-band model. (b) A zoom-in for the two nearly flat bands. (c) The diode efficiency $\eta$ as a function of $\Delta_{vp}/\Delta_0$ calculated by the five-band model and two-band model. The parameters are the same as in the main text.

To some extent, the minimal two-band tight binding model may not fully describe TBG because of the Wannier obstruction. There is a Wannier obstruction in TBG if [8]:

(1) Keeping only the two active bands per spin per valley

(2) There is $C_2T$ symmetry.

(3) There is an emergent valley $U_v(1)$ symmetry.

To overcome the Wannier obstruction, we adopt the faithful five-band tight binding model developed by Po et. al. [3]. The five band model includes five orbitals per unit cell (three $p$-orbitals $p_z, p_{\pm} = p_x \pm ip_y$ on AA spot and two $s$-orbitals on AB, BA spot). The quasiorbital wavefunctions are denoted by $\hat{\rho}_l^k$, where $l = 1, 2, 3$ labels the three kagome sites in each unit cell. The $\hat{\rho}_l^k$ reads:

$$
\hat{\rho}_l^k = \begin{pmatrix}
i\tilde{a}(\phi_{11} - \phi_{10}) \\
i\tilde{b}\phi_{11} + \tilde{c}\phi_{10} \\
\tilde{d}^*\phi_{10} \\
\end{pmatrix},
\hat{\rho}_l^k = \begin{pmatrix}
i\tilde{a}(1 - \phi_{11}) \\
i\tilde{b}(\tilde{c} + \tilde{b}\phi_{11}) \\
\tilde{d}^*\phi_{10} \\
\end{pmatrix},
\hat{\rho}_l^k = \begin{pmatrix}
i\tilde{a}(\phi_{10} - 1) \\
\omega(\tilde{b}\phi_{10} + \tilde{c}) \\
\tilde{d}^*\phi_{01} \\
\end{pmatrix},
$$

(S43)

where $\tilde{a}, \tilde{b}, \tilde{c}$ are real and $\tilde{d}$ can be complex. $\omega = e^{i2\pi/3}$, $\phi_{lm} = e^{-i\vec{k} \cdot (l\vec{a}_1 + m\vec{a}_2)}$ and the negative numbers are denoted by $l = -l$. The lattice vectors are $\vec{a}_1 = (1/2, -\sqrt{3}/2)L_M, \vec{a}_2 = (0, 1)L_M$. After aggregating the three column vectors into a $5 \times 3$ matrix $\rho_k = (\rho_k^{(1)}, \rho_k^{(2)}, \rho_k^{(3)})$, the five-band tight binding Hamiltonian in the Bloch basis can be written as

$$
H = -t_0 \rho_k \rho_k^\dagger + \text{diag}(\mu_{p_z}, \mu_{p_{\pm}}, \mu_{p_{\pm}}, \mu_s, \mu_s).
$$

(S44)
In our calculation, the parameters are set as \((\tilde{a}, \tilde{b}, \tilde{c}, \tilde{d}) = (0.25, 0.2, 0.1, 0.67), (\mu_{p_+}, \mu_{p_+}, \mu_s) = (-0.043, 0, 0.05)/t_0.\) \(t_0 = 240\) meV. More details of the five-band model are in Ref.[3].

The band structures from the five-band model are shown in Fig.S4 (a), (b). We adopt the five-band model to study the Josephson diode effect in TBG following the same procedures as the two-band model, where we set the pairing to be the intra-orbital onsite \(s\)-wave. The warping term is already built-in the five-band model and there is no fine-tuning of parameters. The parameters of the five-band model are chosen in such a way that the bandwidths of the flat bands at the Fermi energy match the bandwidths of the flat bands in the two-band model. The diode efficiency as a function of valley polarization Fig.S4 (c) is similar to the calculation by the minimal two-band model quantitatively.

IV. JOSEPHSON CURRENT IN THE VALLEY-POLARIZED CHERN INSULATOR PHASE OF TBG

![Fig. S5](image)

**FIG. S5.** (a) Schematic picture of the valley-polarized Chern insulating state in TBG (each band is spin degenerated), \(E_F\) is the Fermi energy, \(K\) and \(K'\) label the opposite valley. (b) The Josephson current is mainly mediated by the chiral edge states around the boundary of the weak link. (c) The supercurrent density (normalized by its maximal value) versus the phase difference \(\phi\) with junction length \(d\), where the junction region is set to be the valley-polarized Chern insulating states with \(N = 2\) at half-filling with \(\Delta_{vp} = 10\Delta_0\). The temperature is set to \(k_B T = 0.15\Delta_0\).

When the valley polarization \(\Delta_{vp} \gg \Delta_0\), in the case that the weak link is at half-filling and only one valley is occupied, the weak link region could be a Chern insulator with Chern number \(N = 2\) [1, 9, 10]. The \(N = 2\) is due to the spin degrees of freedom in each valley. In this case, the Josephson current is mainly mediated by the chiral edge states around the boundary of the weak link [Fig.S5(a)] as the bulk is fully gapped. To model the Chern insulator at the weak link, a Haldane term is added to our original tight binding Hamiltonian. The Haldane term will not affect the results in any significant way when the junction is metallic. When the bulk is insulating, edge states generated by the Haldane term will mediate the supercurrent across the junction. The Haldane term can be written as

\[
H_h = -m_0 \sum_i (-1)^X(i) c_{i,\tau; \sigma}^\dagger c_{j,\tau; \sigma} - \sum_{\langle i,j \rangle} t_A^+ c_{i,\tau; \sigma}^\dagger c_{j,\tau; \sigma} + h.c. \tag{S45}
\]

Where \(m_0\) is the mass term, \(X(i) = \pm 1\) on the A and B sublattices and \(t_A, t_B^+\) are the second-neighbor hopping terms. Because of the time reversal symmetry, \(t_A^+ = (t_A^\dagger)^*\). Without loss of generality, we set \(t_A^+ = 0.2t_1e^{i\pi/2}, t_B^+ = 0.2t_1e^{-i\pi/2}\) and \(m_0 = 0.1t_1\).

The resulting current phase relation is shown in Fig(S5(b)). Three plots are shown for junctions with different width \(d\) (the junction widths are 3, 5 and 7 moiré unit cells respectively). It is clear that the current phase relation is still unconventional in the sense that \(I_s = \sin(\phi - \phi_0)\) with a finite \(\phi_0\). In other words, the junctions are \(\phi_0\)-Josephson junctions. However, due to the dominant sinusoidal behavior, the diode effect is almost negligible. For the junctions with three different lengths shown in Fig.S5 (c), the diode efficiencies range from 0.5% to 2% which are much smaller than the case when the weak-link is metallic. This result is also highly consistent with the experimental results that the diode effect is exceedingly weak when the edge states dominate the transport.
V. JOSEPHSON DIODE EFFECT IN RASHBA WIRE WITH ANTI-SYMMETRIC SOC

FIG. S6. (a) The energy bands of a Rashba wire with $B_y = 0.02$. The spin directions are labelled by black arrows. (b) The nonreciprocal current-phase relation at $B_y = 0.002$. (c) The nonreciprocity efficiency $\eta$ as a function of $B_y$ with and without ASOC. The pairing potential $\Delta_0 = 0.004$. The distance of the weak-link region is $d = 200$.

In this section we propose a 1D Rashba wire with anti-symmetric spin-orbit coupling (ASOC) to realize the Josephson diode effect when an in-plane magnetic field is applied in the weak-link region. The model Hamiltonian can be written as

$$h = (tk_x^2 - \mu)\sigma_0 + \alpha_R k_x \sigma_y + \lambda k_x^3 \sigma_z + B_y \sigma_y,$$

where $\alpha_R$ denotes the strength of Rashba SOC, and $\lambda$ denotes the strength of ASOC. In our calculations we set $t = 1$, $\alpha_R = 0.3$, $\lambda = 0.3$. The energy bands are shown in Fig. S6 (a) with finite $B_y$. In Fig. S6 (b) we calculate the current-phase relation with $B_y = 0.002$, which displays a large nonreciprocity efficiency $\eta \sim 30\%$. In Fig. S6 (c) we show the $\eta$ as a function of $B_y$ with and without $\lambda$ term. It is clear that the in-plane magnetic field can be mapped to the valley polarization and the ASOC can be mapped to the trigonal warping effect. Thus our theory is not limited in valley-polarized system and can also be applied to the materials with strong SOC.
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