Target detection based on a new triple activation function
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\textbf{ABSTRACT}
As one of the important parts of Neural Network, activation function plays a very important role in model training in Neural Network. In this paper, the status quo, advantages and disadvantages of the existing common activation functions are analysed, and a new activation function is proposed and applied to target detection. To test the performance of the new activation function, this paper compares it with the ReLU activation functions on a variety of Neural Networks and data sets, and not only analyses the performance of the activation function itself but also verifies the effectiveness of the activation function in target detection.
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1. Introduction

The purpose of generic target detection (Jiao et al., 2019; Wu et al., 2020; Zou et al., 2019) is to determine the location of target instances in natural images based on a large number of predefined categories. This is one of the most basic and challenging problems in the computer vision field. The deep learning that has emerged in recent years is a powerful method that can learn features directly from data and has made significant breakthroughs in the field of general target detection. There are many Neural Network models in deep learning, including Perceptron Neural Network (PNN) (Du et al., 2007), Back Propagation (BP) Neural Network (Huang, 1999), Radical Basis Function (RBF) Neural Network (Du et al., 2006; Huang \& Du, 2008), Feedforward Neuron Network (FNN) (Han \& Huang, 2008), Extreme Learning Machine (ELM) (Han \& Huang, 2006) and so on, which have been widely used in the field of computer vision.

Target detection is a long-standing fundamental problem in the field of computer vision, and it has been an active research field for decades. Given an image, target detection can determine whether there are target instances of a given category (such as people, cars, bicycles, dogs and cats); if so, return the spatial location and coverage of each target instance (such as Return an anchor box Ren et al., 2015). As the cornerstone of image understanding and computer vision, target detection is the foundation for solving more complex and higher-level vision tasks such as instance segmentation, scene understanding, target tracking, image description, event detection and activity recognition (Han et al., 2010). Target detection has a wide range of applications in many fields of artificial intelligence and information technology, including robotic vision, consumer electronics, security, autonomous driving (Han et al., 2008), human–computer interaction, content-based image retrieval, intelligent video surveillance and augmented reality.

An ideal target detector should have both a high precision and high efficiency. Among them, the high precision mainly includes the accuracy of locating and recognition of the target, and the main problem is that different instances of the same type of target often have different colours, shapes, postures, etc., and the detection effect is largely affected by the background. For example, in pedestrian detection, a pedestrian target on a sunny day is often easier to detect than a pedestrian target in heavy fog. In addition, image noise is also an important factor affecting detection accuracy. The high efficiency mainly includes time efficiency, memory efficiency and storage efficiency in the detection process. In the target detection process, especially in the field of real-time target detection, the requirements for time efficiency are very high. For example, in the field of autonomous driving, real-time detection of various targets in front of the vehicle is required. If the frame number of the front camera is 30 FPS, the detection frame number of the target detector is required to reach the corresponding level, otherwise...
it will be difficult to be applied in the real world. Since a large number of targets will be encountered during the detection process, and each target needs to be identified and located, the memory and storage level of the detector should also be highly efficient.

At present, algorithms in the field of target detection are mainly divided into two categories, namely algorithms based on the One-stage framework and algorithms based on the Two-stage framework. Considering that not all regions contain image targets to be detected, the Two-stage framework performs target detection in two steps. First, this type of algorithms first selects some Region Proposals (RP) (Girshick et al., 2014). These RP have a greater probability of containing targets, and it is more meaningful to run a convolutional network classifier on these regions. Second, these algorithms only choose to run the convolutional network classifier on a few windows, instead of running the detection algorithm for each sliding window. Obviously, one of the shortcomings of this type of algorithm is its slow detection speed, and for this problem, there are currently a series of improved algorithms for this type of algorithm, mainly represented by Region Convolutional Neural Network (R-CNN) (Girshick et al., 2014), Fast R-CNN (Girshick, 2015), Faster R-CNN (Ren et al., 2015), Feature Pyramid Network (FPN) (Lin, Dollár, et al., 2017), etc. Another type of target detection algorithm is based on the One-stage framework. There is no concept of RP in this type of algorithm, and the detection algorithm only needs to be run once with the convolutional network to get the result. The advantage of this type of algorithm is that the detection speed is faster, but the accuracy is lower than that of the Two-stage detection algorithm. Its main representatives are You Only Look Once (YOLO) (Redmon et al., 2016), Single Shot MultiBox Detector (SSD) (Liu et al., 2016), RetinaNet (Lin, Goyal, et al., 2017) and so on. Gai et al. (2021) proposed an improved Tiny YOLOv3 algorithm with both lightweight and high accuracy of object detection. Li et al. (2021) proposed a combined detection method based on deep learning to further improve the accuracy of carter detection.

The activation function is also called nonlinear mapping and serves as a decision function. It is introduced to increase the expressive ability of the entire network (i.e. nonlinearity) and helps in learning of intricate patterns. The stack of several linear operation layers can still only play the role of linear mapping and cannot form complex functions. Commonly used activation functions are Sigmoid, Tanh, ReLU and so on (Gu et al., 2018; Nwankpa et al., 2018). In the work of Ertuğrul (2018), a simpler and a more effective approach to determine optimal activation function was proposed, in which an activated function was trained for each particular neuron by linear regression. Lau and Lim (2018, December) reviewed three categories of activation functions in DNN i.e. saturated, unsaturated and adaptive activation functions. Misra (2019) proposed a self-regularized non-monotonic neural activation function, with which the results of a Neural Network task were improved compared to Swish and ReLU. Hayou et al. (2019, May) gave a comprehensive theoretical analysis of the Edge of Chaos, and showed that the training could be accelerated and the performance could be improved by tuning the initialization parameters and the activation function. Maguolo et al. (2021) proposed an ensemble of Convolutional Neural Networks which were trained with different activation functions, and improved the performance in small/medium sized biomedical datasets. To overcome vanishing gradient and negative region problems, Kilianslan and Celik (2021) proposed an ensemble of Convolutional Neural Networks and Section 4 is the summary.

This paper aims to design a new activation function by studying the existing activation functions, which can improve the detection efficiency under the condition of ensuring the accuracy of target detection. The proposed activation function has been applied on both the One-stage and Two-stage algorithms, and experiments are carried out on the algorithms to validate its performance. The content of this paper is organized as following: Section 2 is the introduction of the activation function design, the experiments are shown in Section 3 and Section 4 is the summary.

2. The triple activation function

In this section, three classic activation functions (namely Sigmoid, Tanh and ReLU) are briefly introduced first, and then the design of the proposed activation function, namely the Triple activation function, is described.
2.1. Common activation functions

2.1.1. Sigmoid

The formula of Sigmoid function is as following, and the function graph is shown in Figure 1.

\[ f(x) = \frac{1}{1 + e^{-x}} \]  

(1)

The Sigmoid function maps the number between minus infinity and infinity to the interval (0,1). According to Figure 1, it can be found that when the input less than \(-5\), the gradient of the function is gradually close to 0, on the contrary, when the input is greater than 5, similar situations can be observed. The phenomenon is also called the vanishing gradient, which leads to a very slow learning process and the deep Neural Network is basically unavailable. In addition, the output value of the Sigmoid function is always greater than 0, which will lead to slower convergence speed of model training.

2.1.2. Tanh

The formula of the Tanh function is shown in Equation (2), and Figure 2 is the corresponding graph.

\[ f(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \]  

(2)

From Figure 2, it can be observed that when the input is smaller than \(-2\) or greater than 2, the vanishing gradient is also exist as shown in Sigmoid function. And the difference from Sigmoid is that Tanh is zero-centred.

2.1.3. ReLU

The ReLU function, also known as the Rectified Linear Unit, and it is a piecewise linear function. The formula and graph of the ReLU function are as follows (Figure 3):

\[ f(x) = \max(0, x) \]  

(3)

Since it only needs to judge if the input is greater than 0 and only has a linear relationship, whether it is forward propagation or backward propagation, the calculation speed is much faster than Sigmoid and Tanh (Sigmoid and Tanh need to calculate exponents). And the convergence speed is also faster than Sigmoid and Tanh.

When the input is positive, it compensates for the vanishing gradient of the Sigmoid function and the Tanh function. While if the input is negative, the vanishing gradient also exists. What’s more, the ReLU function is also not zero-centred.

2.2. The triple activation function

Currently, the Sigmoid and Tanh activation functions are commonly used in deep convolutional Neural Networks, both of which are prone to the problem of vanishing gradient. The mean output of the Sigmoid function is 0.5, is 0.5, and the non-zero mean output will make the input of the neurons of the next layer distributed on both sides with 0.5 as the centre. For the Sigmoid function, it is better to give an input on both sides with 0 as the centre, since the problem of vanishing gradient will not occur at this time. At the same time, the input should not be completely distributed in the linear region of the image, which can be achieved by adjusting the parameters of Batch Norm (BN). ReLU and its improved method solve the problem of vanishing gradient, but they are all non-zero mean. Therefore, this paper designs a new Triple Activation Function, which does not have the problem of vanishing gradient, and the output is zero mean. The specific form of the Triple activation function is shown.
in Equation (4) and the corresponding graph is shown in Figure 4.

\[ f(x) = \alpha x^3 \]  

(4)

where \( \alpha \) is an extra parameter. Compared with Sigmoid, Tanh and ReLU series, this activation function not only solves the problem of vanishing gradient but also has zero mean value.

3. Experiments

All experiments in the paper are performed under the CentOS 7 operating system environment. The hardware includes dual-core CPU and 64G memory. It is also equipped with NVIDIA TESLA K80 GPU graphics card, with a memory capacity of 24G. The deep learning framework used is Tensorflow and Keras. To test the performance of the Triple activation function, the experiments selected the commonly used data sets in image classification, namely MNIST and CIFAR10, for testing, and used two classic convolutional Neural Networks, AlexNet (Krizhevsky et al., 2017) and VGG16 (Simonyan & Zisserman, 2014), for comparison. In the experiments, the four values of parameter \( \alpha \) in 0.1, 0.5, 1, 2 were compared and analysed. The following are the specific experimental combinations and results. Since the effect of ReLU is generally better than Sigmoid and Tanh, and the application of ReLU activation function is more extensive, therefore, only ReLU is selected for comparison in the experiment.

3.1. Experiment on MNIST with AlexNet

Since the images in the data set MNIST are 28 \( \times \) 28 grayscale images, it is relatively easy to train. Therefore, in the experiment, only 20 epochs are trained on the MNIST data set. The experimental results are shown in Figure 5.

Figure 5 reflects the change of Loss with the number of epochs during the training of MNIST. According to the experimental results, it can be found that when \( \alpha = 1 \) is selected, the Loss value of the Triple activation function decreases the fastest, that is, the network converges the fastest, but the Loss value of ReLU and the proposed activation function will eventually drop to a very close value. This shows that the proposed activation function has a great influence on the convergence speed of the network, but hardly affects the accuracy of the experiment.

3.2. Experiment on MNIST with VGG16

In this experiment, the classic convolutional Neural Network VGG16 is used instead of AlexNet, the number of epochs is still set to 20, and the changing curves of the trained Loss with Epoch are shown in Figure 6.

Compared with the results shown in Figure 5, the Loss value obtained by training with VGG16 is relatively small on the whole, and from the experimental results, it can also be found that the Loss of the Triple activation function drops the fastest when \( \alpha = 1 \) is selected.

According to the above two experimental results, the network converges fastest when the activation function
3.3. Experiment on CIFAR10 with AlexNet

The CIFAR10 data set contains color images, and the size is 32 \times 32, which is more complicated than the images in MNIST. In the experiment, the number of epochs is set to 50, and the result is shown in Figure 7.

From the experimental results in Figure 7, it can be seen that the activation function that makes the fastest convergence rate is not the Triple activation function designed in this paper, but the commonly used ReLU. And the Loss during the training process of the data set CIFAR10 is larger than the Loss on MNIST. According to the downward trend of the curve in the figure, it is expected that the Loss value still has room for decline.

3.4. Experiment on CIFAR10 with VGG16

According to the experimental results in Figure 8, when the VGG16 network is used to train the CIFAR10 data set, the fastest convergent is still achieved by the Triple activation function with \( \alpha = 1 \), and the overall Loss is smaller than that when using AlexNet, but it also has further drop space.

From all of the above experimental results, it can be seen that although the results in the experiment of Section 3.3 are abnormal, the overall effect of the Triple activation function with \( \alpha = 1 \) for classification network training is better than ReLU. The setting of the parameter \( \alpha \) of the proposed activation function will also affect the experimental results. The above four experiments prove that if the wrong parameter value is selected, it will seriously affect the convergence process of the network. The experimental results at 0.1, 0.5, and 2 are not even as good as ReLU. The adjustment of parameter in deep learning is often difficult, and there may be better values, but more experimental verification is needed in the future.

3.5. Analysis between triple and ReLU

In the experiment, the Two-Stage detection framework Faster RCNN and One-Stage detection framework RetinaNet were used as the basic detection frameworks, and two underlying networks, ResNet-50 and ResNet-101, were selected. The data set used for training and testing is the MS COCO, and the number of iterations of the experiment is 10,000. The underlying network uses the Triple activation function and ReLU activation function for experimental comparison. The comparison results are all shown in form of detection accuracy, and are presented as a percentage. Some terms involved in the experiment are explained in Table 1.

The experimental results are shown in Table 2. It can be seen from the experimental results that for different underlying networks and detection frameworks, the results of using the ReLU activation function and the Triple activation function on AP are not much different, and the difference between the two activation functions on various AP values is basically maintained within 1%.
Therefore, it can be proved that using the Triple activation function for the underlying network in the target detection framework hardly affects the detection accuracy. However, through the previous experimental results, it can be seen that the Triple activation function mainly affects the convergence speed of the algorithm during the training process. Although the Triple activation function has little effect on improving the detection accuracy, the Triple activation function can be used to rapidly network convergence to accelerate the process of the experiment and reduce the number of iterations in the training process.

4. Conclusion

In this paper, the commonly used activation functions in Neural Networks were discussed at first, and then a new Triple activation function is proposed to get rid of the vanishing gradient and non-zero-centred. To verify the performance of the Triple activation function, it is applied to a variety of Neural Networks on different types of data sets. It has been proven that the Triple activation function with $\alpha = 1$ has a faster convergence speed than ReLU overall, for classification network training on data set MNIST and CIFAR10 with AlexNet and Vgg16. And for the targets detection, it can be observed that the proposed Triple activation function can almost match ReLU. However, even though the extra introduced parameter $\alpha$ has been simply discussed, a further investigation should be done to improve the performance of the Triple in the future.
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