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Abstract. We prove that every proper $n$-dimensional length metric space admits an “approximate isometric embedding” into Lorentzian space $\mathbb{R}^{3n+6}$.
By an “approximate isometric embedding” we mean an embedding which preserves the energy functional on a prescribed set of geodesics connecting a dense set of points.

1. Introduction

In the 1950’s John Nash famously proved that every Riemannian manifold admits an isometric embedding into Euclidean space ([Nas54], [Nas56]). Since then, many mathematicians have attempted to improve on Nash’s work in many different ways. Maybe the most obvious direction to improve on Nash’s results is to attempt to lower the dimensionality of the target Euclidean Space. This has been done in several settings, most notably by Kuiper [Kui55], Greene [Gre70], Gromov [Gro70], [Gro80], and Günther [Gün89].

The next natural avenue for generalization would be to look at a larger class of source spaces. That is, to look at spaces which are more general than that of a Riemannian manifold. The first results in this direction, proved independently by Greene [Gre70] and Gromov and Rokhlin [Gro70], dealt with isometric embeddings of differentiable manifolds endowed with indefinite metric tensors. Of course, in this setting one needs to enlarge the class of target spaces to that of Minkowski space $\mathbb{R}^{p,q}$ to allow for metrics which are not positive definite (or possibly even degenerate). The study of generalizing Nash’s results to the class of Finsler manifolds (and with Banach spaces as the target) was taken up by Burago and Ivanov in [BI94].

Another class of “generalizations” that have developed have been in the setting of “(indefinite) metric polyhedra”. Define an indefinite metric polyhedron to be a triple $(\mathcal{X}, \mathcal{T}, G)$ where $\mathcal{X}$ is a topological space, $\mathcal{T}$ is a locally-finite (simplicial) triangulation of $\mathcal{X}$, and for all $\sigma \in \mathcal{T}$ a $k$-dimensional simplex, $G(\sigma)$ is a quadratic form on $\mathbb{R}^k$ which restricts to $G(\sigma')$ for all $\sigma' < \sigma$. Call $\mathcal{X} := (\mathcal{X}, \mathcal{T}, G)$ a Euclidean polyhedron if $G(\sigma)$ is positive-definite for all $\sigma \in \mathcal{T}$, so that Euclidean polyhedra are in some sense a combinatorial analogue to Riemannian manifolds. There are various results concerning continuous and piecewise-linear isometries and isometric embeddings of Euclidean polyhedra into Euclidean space, as well as piecewise-linear
and simplicial isometric embeddings of indefinite metric polyhedra into Minkowski space. These results show a surprising similarity to the theorems about differentiable manifolds mentioned above, and are due to Zalgaller [Zal58], Burago and Zalgaller [BZ96], Krat [Kra04], Akopyan [Ako07], the author [Min15, Mi16], and Galashin and Zolotov [GZ15]. Of course though, these results are not really generalizations of the Nash isometric embedding theorems since clearly not all Riemannian metrics will be piecewise linear on some simplicial triangulation of the manifold.

A length metric space is a metric space where the distance between any two points is equal to the infimum of the lengths of paths between those two points. Every Riemannian manifold has a natural length metric associated to it via calculating the lengths of paths with the intrinsic Riemannian metric. But there are many families of length metric spaces that are not (necessarily) Riemannian manifolds, some examples of which are Finsler manifolds, CAT(0) spaces, Alexandrov spaces with curvature bounded below, and the aforementioned Euclidean polyhedra. The original motivation of this research was to generalize Nash’s isometric embedding results to the much larger class of (proper and finite dimensional) length metric spaces. Unfortunately, in [LeD12] Le Donne shows that there is not much hope for such a result with the following Theorem.

**Theorem** (Le Donne [LeD12]). Any Finsler manifold which is not Riemannian does not admit a path isometric embedding into Euclidean space.

This result was also stated by Petrunin in [Pet11], and possibly known by Burago and Ivanov in [BI94].

The argument to prove Le Donne’s Theorem is pretty straightforward and goes as follows. Any path isometry $f$ into Euclidean space must be 1-Lipschitz, and thus locally Lipschitz. Then by Rademacher’s Theorem (Theorem 14 in Section 8), $f$ must be differentiable almost everywhere. Thus the Finsler norm is induced by an inner product almost everywhere, and hence everywhere by the continuity of the Finsler structure. Therefore, the original Finsler manifold was in fact Riemannian.

In light of this result, the attention of this study turned to considering isometric embeddings of length metric spaces into Minkowski space $\mathbb{R}^{p,q}$. Le Donne’s result above does not quite rule out such a possibility, but it does give a restrictive necessary condition stated as the following Proposition.

**Proposition 1.** Let $\mathcal{X}$ be a Finsler manifold which is not Riemannian, and suppose that a (path) isometric embedding $f: \mathcal{X} \to \mathbb{R}^{p,q}$ exists. Let $\pi^+$ and $\pi^-$ denote the natural projections from $\mathbb{R}^{p,q}$ onto $\mathbb{R}^{p,0}$ and $\mathbb{R}^{0,q}$, respectively. Then it must be the case that $p > 0$, $q > 0$, and both maps $\pi^+ \circ f$ and $\pi^- \circ f$ are not locally Lipschitz.

The proof of this Proposition is straightforward and can be found with the preliminaries in Section 8. What this Proposition says is that any function which is a candidate to be a path isometric embedding cannot be locally Lipschitz in either of its positive or negative components. Then to be a path isometry the energy of the image of any path with respect to the positive and negative components would need to “cancel” in a manner which preserves the intrinsic metric. At first glance it may seem that such a map surely cannot exist. But the Main Theorem of this paper proves that this reasoning is incorrect, at least in a discrete sense.
**Main Theorem.** Let $\mathcal{X}$ be a proper $n$-dimensional length metric space, and let $\mathcal{D} \subseteq \mathcal{X}$ be any countable dense subset. Then there exists a collection of geodesics $\Gamma$ associated to $\mathcal{D}$ and an embedding $f : \mathcal{X} \to \mathbb{R}^{3n+6,1}$ such that $E(\gamma) = E(f \circ \gamma)$ for all $\gamma \in \Gamma$. Moreover, if desired, the map $f$ can be constructed so that its projection onto $\mathbb{R}^{3n+6,0}$ is not locally Lipschitz.

Some remarks about the Main Theorem are as follows:

1. In this paper the term “dimension” will always mean “covering dimension”.

2. Given a subset $\mathcal{D} \subseteq \mathcal{X}$, a collection of geodesics associated to $\mathcal{D}$ is a set $\Gamma$ of the form
   \[ \Gamma := \{ \gamma : [a, b] \to \mathcal{X} \mid \gamma \text{ is a geodesic} \} \]
   which satisfies that for all $x, y \in \mathcal{D}$, there exists a geodesic $\gamma \in \Gamma$ such that $\gamma(a) = x$ and $\gamma(b) = y$ (or vice versa). Let us note that we allow the domain $[a, b]$ to differ for the different geodesics in $\Gamma$.

3. It is well known that every proper length metric space is a geodesic space (see [BBI01] and/or [BH91]), meaning that between any two points $x, y \in \mathcal{X}$ there exists a path $\alpha : [0, 1] \to \mathcal{X}$ such that $\alpha(0) = x$, $\alpha(1) = y$, and $|s - t| \cdot d(x, y) = d(\alpha(s), \alpha(t))$ for all $s, t \in [0, 1]$. So we can upgrade the space $\mathcal{X}$ in the Main Theorem to being a geodesic metric space.

4. Recall that for a Riemannian manifold $(M, g)$ and a smooth path $\gamma : [a, b] \to M$, the length and energy functionals are defined as
   \[ \ell(\gamma) = \int_a^b \sqrt{g(\gamma'(t), \gamma'(t))} \, dt \quad \text{and} \quad E(\gamma) = \int_a^b g(\gamma'(t), \gamma'(t)) \, dt. \]
   In a pseudo-Riemannian manifold (such as Minkowski space $\mathbb{R}^{p,q}$ when $q > 0$) the length functional is not always well-defined over the reals since the quadratic form is not positive-definite. That is why we consider the energy functional $E(\cdot)$ in the Main Theorem instead of the length functional.

5. Let $f : \mathcal{X} \to \mathbb{R}^{3n+6,1}$ be the map guaranteed by the Main Theorem, and let $\gamma \in \Gamma$. Note that $E(\gamma)$ depends on the parameterization of $\gamma$ whereas $\ell(\gamma)$ does not. So even though $E(f \circ \gamma) = E(\gamma)$, in theory it could be the case that $f$ increases the energy of certain parts of $\gamma$ while decreasing the energy in other parts in a manner which evens out to preserve the intrinsic energy. But an inspection of the proof of the Main Theorem shows that this is not the case here. If $\alpha$ is any geodesic segment of $\gamma$, then the map $f$ from the Main Theorem satisfies that $E(f \circ \alpha) = E(\alpha)$, i.e, $E(f \circ \gamma) = E(\gamma)$ with respect to any parameterization of $\gamma$. So we see that the map $f$ really does preserve the intrinsic metric of $\mathcal{X}$ over the entirety of the geodesic paths in $\Gamma$, which justifies the terminology in the abstract (and below) that this map is an “approximate isometric embedding”.

6. Without the one “negative direction”, $\mathbb{R}^{3n+6,0} \simeq \mathbb{E}^{3n+6}$ would be a metric space. Then by the triangle inequality the map guaranteed by the Main Theorem would be an isometric embedding. So in terms of the negative dimensions involved, the Main Theorem is the best that one can hope for. Of course, one could hope to reduce the positive dimensions to as low as $2n$ and, in particular, any improvements
to the dimensions in Theorem 10 in Section 3 would directly reduce the positive dimension requirement of $3n + 6$.

(7) In [OS94], Otsu and Shioya prove that every Alexandrov space with curvature bounded below admits an almost everywhere $C^0$-differential structure which induces the intrinsic metric almost everywhere. While there are many differences between this result and our Main Theorem (such as no curvature restrictions here, and the vast difference between “almost everywhere” and “countable dense”), these results share the similarity that they extend notions from Riemannian geometry to the singular case, but not quite over the entire space.

(8) The space $\mathbb{R}^{N,1}$ is typically referred to as Lorentzian space. If we define an approximate isometric embedding to be an embedding which is an isometry when restricted to a dense set of points, then the following Corollary is essentially a restatement of the Main Theorem.

**Corollary 2.** Every proper length metric space with finite covering dimension admits an approximate isometric embedding into Lorentzian space of an appropriate dimension.

This paper is organized as follows. In order to prove the Main Theorem, we need to understand the energy functional on general metric spaces and how it behaves under perturbations of maps. So this is studied in Section 2, and many of the results are analogous to those related to the length functional developed by Petrunin in [Pet11]. In Section 3 we discuss the theory of indefinite metric polyhedra and prove a technical Lemma (Lemma 8). Lemma 8 is arguably the main construction which makes the proof of the Main Theorem work.

Sections 4 through 7 are dedicated to proving the Main Theorem. It should be noted that, for simplicity, we both assume that $\mathcal{X}$ is compact and we ignore the last sentence of the Main Theorem in Sections 4 through 6. In Section 7 we finish the proof and discuss how to relax the previous two assumptions. Finally, in Section 8, we outline a few of the more “well known” preliminaries and prove Proposition 1.

An outline of the proof of the Main Theorem is as follows.

**Step 1:** We write $\mathcal{D}$ as the increasing union of finite subsets. That is, $\mathcal{D} = \bigcup_{i=1}^{\infty} \mathcal{D}_i$, $\mathcal{D}_i$ finite, and $\mathcal{D}_i \subset \mathcal{D}_{i+1}$ for all $i$. For each $\mathcal{D}_i$ we construct an associated collection of “allowable” geodesics $\Gamma_i$ in such a way that $\Gamma_i \subset \Gamma_{i+1}$ for all $i$. Then $\Gamma = \bigcup_{i=1}^{\infty} \Gamma_i$. Step 1 is covered in Section 4.

**Step 2:** We prove the following Lemma, which may be of its own independent interest.

**Lemma 3.** Let $(\mathcal{X}, d)$ be an $n$-dimensional proper length metric space, let $\mathcal{D} \subseteq \mathcal{X}$ be any finite subset of $\mathcal{X}$, and let $\delta > 0$. Then there exists a map $f : \mathcal{X} \to \mathbb{E}^{2n+5}$ which satisfies:

1. The map $f$ is $\delta$-close to being an embedding. That is, $f$ satisfies

\[ f(x) = f(x') \implies d(x, x') < \delta \]
(2) The map \( f \) is an isometry when restricted to \( \mathcal{D} \). That is,
\[
d_{f(X)}(f(x), f(x')) = d_X(x, x')
\]
for all \( x, x' \in \mathcal{D} \).

In Lemma 3, the notation \( d_{f(X)}(\cdot, \cdot) \) means the infimum of the lengths of all paths in \( f(X) \) between the given points. For the purposes of proving the Main Theorem, the finite set \( \mathcal{D} \) in Lemma 3 will be the initial set \( \mathcal{D}_1 \). The map \( f = f_1 \) from the Lemma will preserve the lengths of the geodesics in \( \Gamma_1 \) and will “blow up” the lengths of all other paths.

The proof of the Main Theorem depends on a recursive construction. The proof of Lemma 3 is essentially the base case (when \( i = 1 \)) of this construction, and goes as follows. Given \( \mathcal{D}_1 \) and \( \Gamma_1 \), we construct an open cover \( \Omega_1 \) which “protects” the geodesics in \( \Gamma_1 \). Let \( \mathcal{N}_1 \) denote the nerve of \( \Omega_1 \). We endow \( \mathcal{N}_1 \) with a metric \( g_1 \) which closely resembles the geometry of \( X \) near the image of \( \Gamma_1 \) while blowing up the metric everywhere else. Theorem 11 then allows us to find an isometric embedding \( h_1 : \mathcal{N}_1 \to \mathbb{E}^{2n+5} \). We then use a partition of unity to construct a map \( \psi : X \to \mathcal{N}_1 \), and the composition \( (h_1 \circ \psi) \) of the two preceding functions is the map \( f \) in Lemma 3.

This step will be completed in Section 5.

Step 3: Following the ideas above, we construct open covers \( \Omega_i \) corresponding to the pair \((\mathcal{D}_i, \Gamma_i)\) in such a way that the mesh of \( \Omega_{i+1} \) is strictly less than one-third of the Lebesgue number for \( \Omega_i \) for each \( i \). We let \( \mathcal{N}_i \) be the nerve of \( \Omega_i \), and we use a result of Isbell [Isb59] to construct maps \( \psi_i : X \to \mathcal{N}_i \) and piecewise linear maps \( \varphi_{i+1,i} : \mathcal{N}_{i+1} \to \mathcal{N}_i \) for each \( i \). The space \( X \) is then homeomorphic to the inverse limit of the system \( \{\mathcal{N}_i, \varphi_{j,i}\} \) (see Figure 1).

Using both the geometry of \( X \) and the maps \( (\varphi_{i+1,i}) \) we construct Euclidean metrics on each nerve \( \mathcal{N}_i \). The map \( \varphi_{i+1,i} \) will be 1-Lipschitz over “most” of \( \mathcal{N}_{i+1} \), but there will be a small controlled region where this map is not 1-Lipschitz. We use the map \( \varphi_{i+1,i} \) to recursively construct piecewise linear isometric embeddings \( h_{i+1} : \mathcal{N}_{i+1} \to \mathbb{E}^{3n+6,1} \). The map \( h_{i+1} \) will be an approximation of \( h_i \), and we need the one negative dimension to “fix” the regions where \( \varphi_{i+1,i} \) is not 1-Lipschitz. All of this is done in Section 6, which constitutes the bulk of this paper.

Step 4: We let \( f_i := h_i \circ \psi_i \), and then \( f := \lim_{i \to \infty} f_i \). This limit will converge uniformly, ensuring that \( f \) is continuous. We then prove all of the necessary properties of \( f \): that it is injective and that it preserves the energy of all paths contained in \( \Gamma \). Finally, we discuss how to alter the proof to guarantee that \( f \) is not locally Lipschitz (anywhere) when projected onto the first \( 3n + 6 \) positive coordinates, and how to deal with spaces which are proper instead of compact. This is the content of Section 7, and completes the proof of the Main Theorem.

2. The length and energy functionals on paths in metric spaces

Let \((X, d)\) denote an arbitrary metric space, and let \( \alpha : [a, b] \to \mathcal{X} \) be a continuous path. Define the length of \( \alpha \), denoted \( \ell(\alpha) \), by
\[
\ell(\alpha) = \sup \sum_{k=1}^{n} d(\alpha(t_{k-1}), \alpha(t_k))
\]
where the supremum is taken over all subdivisions \(a = t_0 < t_1 < \ldots < t_n = b\) with no bound on \(n\). From the triangle inequality it is clear that finer subdivisions increase the above sum (or, at least, do not decrease it). So one could instead only consider equidistant subdivisions where for general \(k\), \(t_k = a + k\Delta t\) and \(\Delta t = \frac{b-a}{n}\). It is also clear from equation (2.1) that \(\ell(\alpha)\) does not depend on the parameterization of \(\alpha\).

Define the velocity \(v_\alpha(t)\) by

\[
v_\alpha(t) = \lim_{\varepsilon \to 0} \frac{d(\alpha(t), \alpha(t + \varepsilon))}{|\varepsilon|}
\]

provided the limit exists. If the path \(\alpha\) is Lipschitz then, by Rademacher’s Theorem 14, \(v_\alpha(t)\) exists almost everywhere. Moreover, it is proved in [BBI01] that for a Lipschitz path \(\alpha\)

\[
(2.2) \quad \ell(\alpha) = \int_a^b v_\alpha(t) \, dt
\]

where the integral in equation (2.2) denotes the Lebesgue integral. Equation (2.2) becomes very intuitive if one rewrites equation (2.1) as

\[
(2.3) \quad \ell(\alpha) = \sup \sum_{k=1}^n \left[ \frac{d(\alpha(t_{k-1}), \alpha(t_k))}{t_k - t_{k-1}} (t_k - t_{k-1}) \right].
\]

Since \(v_\alpha(t)\) is defined almost everywhere on \([a, b]\) and is Lebesgue integrable (for a Lipschitz path \(\alpha\)), so is \(v_\alpha^2(t)\). Then motivated by both classical Riemannian geometry and equation (2.2), we define the energy of a path \(\alpha\) by

\[
(2.4) \quad E(\alpha) = \int_a^b v_\alpha^2(t) \, dt.
\]

It follows directly from the argument in [BBI01] for equation (2.2) that

\[
(2.5) \quad E(\alpha) = \sup \sum_{k=1}^n \left[ \frac{d^2(\alpha(t_{k-1}), \alpha(t_k))}{(t_k - t_{k-1})^2} (t_k - t_{k-1}) \right].
\]
Of course, equation (2.5) simplifies to

\begin{equation}
E(\alpha) = \sup_{k=1}^{n} \frac{d^2(\alpha(t_{k-1}), \alpha(t_k))}{t_k - t_{k-1}}.
\end{equation}

In equation (2.5) it may not be so clear that this sum is nondecreasing with respect to finer and finer subdivisions. But this is the case, and is the content of the following Lemma.

**Lemma 4.** The summands of the energy functional satisfy the triangle inequality. That is, for all \( p, q, r \in X \) and \( \delta, \varepsilon > 0 \) with \( 0 < \delta < \varepsilon \) we have that

\[
\frac{d^2(p, r)}{\varepsilon} \leq \frac{d^2(p, q)}{\delta} + \frac{d^2(q, r)}{\varepsilon - \delta}.
\]

Moreover, if equality holds then

\[d(p, r) = d(p, q) + d(q, r)\]

The idea for this proof is virtually identical to that of Lemma 3.1.2 in [Sal12].

**Proof.** Let

\[v = \frac{d(p, r)}{\varepsilon}, \quad v_1 = \frac{d(p, q)}{\delta}, \quad v_2 = \frac{d(q, r)}{\varepsilon - \delta}\]

So what we need to prove is that

\begin{equation}
\varepsilon v^2 \leq \delta v_1^2 + (\varepsilon - \delta)v_2^2.
\end{equation}

Let \( a_1, a_2 \in \mathbb{R} \) be such that \( v_1 = v + a_1 \) and \( v_2 = v + a_2 \). Then

\[
\varepsilon v^2 \leq \delta v_1^2 + (\varepsilon - \delta)v_2^2 \iff \varepsilon v^2 \leq \delta(v + a_1)^2 + (\varepsilon - \delta)(v + a_2)^2 
\]

\[
\iff \varepsilon v^2 \leq \delta(v^2 + 2a_1v + a_1^2) + (\varepsilon - \delta)(v^2 + 2a_2v + a_2^2) 
\]

\begin{equation}
\iff 0 \leq 2v(a_1\delta + a_2(\varepsilon - \delta)) + \delta a_1^2 + (\varepsilon - \delta)a_2^2.
\end{equation}

Since both \( 2v \) and \( \delta a_1^2 + (\varepsilon - \delta)a_2^2 \) are nonnegative, we complete the proof by showing that \( a_1\delta + a_2(\varepsilon - \delta) \geq 0 \).

From the triangle inequality in \( X \)

\[d(p, r) \leq d(p, q) + d(q, r)\]

\[\iff \varepsilon v \leq \delta v_1 + (\varepsilon - \delta)v_2 = \delta(v + a_1) + (\varepsilon - \delta)(v + a_2)\]

\[\iff 0 \leq a_1\delta + (\varepsilon - \delta)a_2.\]

For the last part of the Lemma, just note that inequality (2.7) is an equality if and only if inequality (2.8) is an equality. But that is true if and only if \( a_1 = a_2 = 0 \), and thus \( v = v_1 = v_2 \). This gives that

\[
\frac{d(p, r)}{\varepsilon} = \frac{d(p, q)}{\delta} \quad \text{and} \quad \frac{d(p, r)}{\varepsilon} = \frac{d(q, r)}{\varepsilon - \delta}.
\]

Cross multiplying both equations yields

\[
\delta d(p, r) = \varepsilon d(p, q) \quad \text{and} \quad (\varepsilon - \delta)d(p, r) = \varepsilon d(q, r).
\]

Then adding these two equations and dividing by \( \varepsilon \) gives the desired equality. \( \square \)
Remark 1. Since the summands of the energy functional satisfy the triangle inequality, we can rewrite equation (2.6) as

\[ E(\alpha) = \lim_{n \to \infty} \sum_{k=1}^{n} \frac{d^2(\alpha(t_{k-1}), \alpha(t_k))}{t_k - t_{k-1}} \]

where the subdivision is of \( n \) equidistant subintervals (and, of course, provided that the limit exists). That is, where \( t_k = a + k\Delta t \) and \( \Delta t = \frac{b-a}{n} \).

In this paper we are mainly concerned with computing the energy of geodesic paths, in which case equations (2.1) through (2.6) simplify greatly. Let \( \alpha : [a,b] \to X \) be a geodesic between the points \( p = \alpha(a) \) and \( q = \alpha(b) \). The definition that \( \alpha \) is a geodesic is that for all \( s, t \in [a,b] \) with \( s < t \) we have that

\[ \ell(\alpha|_{[s,t]}) = \frac{d(\alpha(s), \alpha(t))}{t-s}. \]

Comparing with the definition of the velocity and equation (2.2) we see that \( v_\alpha(t) \) is constant for any geodesic \( \alpha \) and moreover

\[ v_\alpha(t) := v_\alpha = \frac{d(\alpha(a), \alpha(b))}{b-a} = \frac{d(p,q)}{b-a}. \]

Plugging this into equations (2.2) and (2.4) we have that, for \( \alpha \) a geodesic from \( p \) to \( q \) defined on the interval \([a,b] \):

\[ \ell(\alpha) = d(p,q) = v_\alpha(b-a) \]  

(2.9)

\[ E(\alpha) = \frac{d^2(p,q)}{b-a} = v_\alpha^2(b-a). \]  

(2.10)

Remark 2. Notice from equations (2.9) and (2.10) that for a geodesic \( \alpha \) defined on the interval \([a,b] \)

\[ E(\alpha) = v_\alpha \ell(\alpha). \]

So the energy of a geodesic is just a scalar multiple of the length (where the scalar depends on \([a,b] \)).

2.1. Maps which preserve energy. Let \((X, d_X)\) and \((Y, d_Y)\) be two metric spaces, and let \( f : X \to Y \) be a continuous map. For any path \( \alpha : [a,b] \to X \), define \( f^*E(\alpha) := E(f \circ \alpha) \) to be the pull-back energy functional with respect to \( f \). We would like to study how the pull-back energy functional behaves under perturbations of maps. More precisely, if \( f, g : X \to Y \) are two maps such that \( d_Y(f(x), g(x)) < \delta \) for some small \( \delta > 0 \), we would like to know if there is any relationship between \( f^*E \) and \( g^*E \).

The energy functional, being intimately related to the length functional, should share a lot of similar properties. The following Lemma 5, Theorem 6, and Corollary 7 are analogous to Lemma 2.3 and Proposition 2.2 in [Pet11]. Due to the dependence of the energy functional on the parameterization of the given path, these results are a little weaker than their counterparts proved by Petrunin. But they are sufficient for what will be needed to prove the Main Theorem.
Lemma 5. Let \( f : \mathcal{X} \to \mathcal{Y} \) be a continuous function between two metric spaces and let \( \delta > 0 \). Fix a positive integer \( n \) and an interval \([a, b]\). Then for all \( C_1 > 1 \) there exists a constant \( C_2 = C_2(C_1, n, [a, b]) > 0 \) such that

\[
\sum_{k=1}^{n} \frac{d_Y^2(f(\alpha(t_{k-1})), f(\alpha(t_k)))}{t_k - t_{k-1}} \leq C_1 \sum_{k=1}^{n} \frac{d_Y^2(g(\alpha(t_{k-1})), g(\alpha(t_k)))}{t_k - t_{k-1}} + C_2 \delta^2
\]

for all \( g : \mathcal{X} \to \mathcal{Y} \) which satisfies that \( d_Y(f(x), g(x)) < \delta \) for all \( x \in \mathcal{X} \), and for all paths \( \alpha : [a, b] \to \mathcal{X} \). In equation (2.11), \( t_k = a + k\Delta t, \Delta t = \frac{b-a}{n} \), and \( f_\alpha \) and \( g_\alpha \) denote \( f \circ \alpha \) and \( g \circ \alpha \), respectively.

Proof. By Lemma 4, on each interval \([t_{k-1}, t_k]\) we have that

\[
\frac{d_Y^2(f(\alpha(t_{k-1})), f(\alpha(t_k)))}{t_k - t_{k-1}} \leq \frac{d_Y^2(f(\alpha(t_{k-1})), g(\alpha(t_{k-1})))}{C_1(t_k - t_{k-1})} + \frac{d_Y^2(g(\alpha(t_{k-1})), g(\alpha(t_k)))}{C_1(t_k - t_{k-1})} + \frac{d_Y^2(g(\alpha(t_k)), f(\alpha(t_k)))}{C_1(t_k - t_{k-1})}
\]

\[
\leq \frac{C_1 d_Y^2(g(\alpha(t_{k-1})), g(\alpha(t_k)))}{t_k - t_{k-1}} + \frac{4C_1^2}{(C_1 - 1)(t_k - t_{k-1})}
\]

\[
= C_1 \frac{d_Y^2(g(\alpha(t_{k-1})), g(\alpha(t_k)))}{t_k - t_{k-1}} + \frac{4nC_1}{(C_1 - 1)(b - a)} \delta^2.
\]

Therefore,

\[
\sum_{k=1}^{n} \frac{d_Y^2(f(\alpha(t_{k-1})), f(\alpha(t_k)))}{t_k - t_{k-1}} \leq C_1 \sum_{k=1}^{n} \frac{d_Y^2(g(\alpha(t_{k-1})), g(\alpha(t_k)))}{t_k - t_{k-1}} + \frac{4nC_1}{(C_1 - 1)(b - a)} \delta^2
\]

\[
= C_1 \sum_{k=1}^{n} \frac{d_Y^2(g(\alpha(t_{k-1})), g(\alpha(t_k)))}{t_k - t_{k-1}} + \frac{4n^2C_1}{(C_1 - 1)(b - a)} \delta^2
\]

\[
= C_1 \sum_{k=1}^{n} \frac{d_Y^2(g(\alpha(t_{k-1})), g(\alpha(t_k)))}{t_k - t_{k-1}} + C_2 \delta^2
\]

where \( C_2 = \frac{4n^2C_1}{(C_1 - 1)(b - a)} \).

\[
\square
\]

Theorem 6. Let \( f : \mathcal{X} \to \mathcal{Y} \) be a continuous function between two metric spaces and let \( \lambda > 0 \) be any path such that \( f^*E(\alpha) < \infty \). Then given \( C > 1 \) and \( \lambda > 0 \), there exists \( \delta = \delta(f, \lambda, C, \alpha) > 0 \) such that for any continuous map \( g : \mathcal{X} \to \mathcal{Y} \) satisfying

\[
d_Y(f(x), g(x)) < \delta \quad \text{for all } x \in \mathcal{X}
\]

we have that

\[
f^*E(\alpha) < Cg^*E(\alpha) + \lambda.
\]

Proof. Let \( C = C_1 \) from Lemma 5, and let \( C_2 > 0 \) be the constant guaranteed to exist by the same Lemma. Then since \( f^*E(\alpha) < \infty \), there exists an integer \( n \) so
that

\[ f^* E(\alpha) \leq \frac{1}{\lambda} \sum_{k=1}^{n} \frac{d^2_2(f(\alpha(t_{k-1})), f(\alpha(t_k)))}{t_k - t_{k-1}} + \frac{\lambda}{2} \]

where, as in Lemma 5, \( t_k = a + k\Delta t \) and \( \Delta t = \frac{b-a}{n} \). Choose \( \delta = \sqrt{\frac{\lambda}{2C}} \). Then

\[ \sum_{k=1}^{n} \frac{d^2_2(f(\alpha(t_{k-1})), f(\alpha(t_k)))}{t_k - t_{k-1}} \leq C \sum_{k=1}^{n} \frac{d^2_2(g(\alpha(t_{k-1})), g(\alpha(t_k)))}{t_k - t_{k-1}} + C_2\delta^2 + \frac{\lambda}{2} \]

\[ = C \sum_{k=1}^{n} \frac{d^2_2(g(\alpha(t_{k-1})), g(\alpha(t_k)))}{t_k - t_{k-1}} + \lambda \]

In the proof of the Main Theorem we need to simultaneously apply Theorem 6 to a finite number of paths. So for convenience we note the following direct Corollary.

**Corollary 7.** Let \( f : X \to Y \) be a continuous function between two metric spaces and let \( \alpha_1, \ldots, \alpha_m \) be a finite number of paths in \( X \) such that \( f^* E(\alpha_k) < \infty \) for all \( 1 \leq k \leq m \). Then, given \( C > 1 \) and \( \lambda > 0 \), there exists \( \delta = \delta(f, \lambda, C, \alpha_1, \ldots, \alpha_m) > 0 \) such that for any continuous map \( g : X \to Y \) satisfying

\[ d_Y(f(x), g(x)) < \delta \quad \text{for all} \quad x \in X \]

we have that

\[ f^* E(\alpha_k) < Cg^* E(\alpha_k) + \lambda \]

for all \( 1 \leq k \leq m \).

### 3. Piecewise Flat (indefinite) Metrics on Polyhedra

#### 3.1. Quadratic forms associated to metric polyhedra

Many parts of this Subsection are also contained in [M16].

Let \( (X, T, g) \) be an *indefinite metric polyhedron*. This just means that \( X \) is a topological space, \( T \) is a locally finite simplicial triangulation of \( X \), and \( g \) is a function which assigns a real number to each edge of \( T \). This function \( g \) defines a unique indefinite metric over each simplex \( \sigma \in T \), and thus over all of \( X \), as follows.

Let \( \sigma = \langle v_0, v_1, \ldots, v_k \rangle \in T \) be a \( k \)-dimensional simplex. Embed \( \sigma \) into \( \mathbb{R}^k \) by identifying \( v_0 \) with the origin, and for \( 1 \leq i \leq k \) identifying \( v_i \) with the terminal point of the \( i^{th} \) standard basis vector. Let \( \vec{w}_i := v_i - v_0 \) denote the \( i^{th} \) standard basis vector, and let \( e_{ij} \) denote the edge in \( \sigma \) between the vertices \( v_i \) and \( v_j \).

The indefinite metric \( g \) (and our choice of ordering of the vertices of \( \sigma \)) defines a quadratic form \( G \) on \( \mathbb{R}^k \) as follows. Define

\[ G(w_i) = g(e_{0i}) \]

\[ G(w_i - w_j) = g(e_{ij}) \]

where

\[ s(x) = \begin{cases} 
  x^2 & \text{if } x \geq 0 \\
  -x^2 & \text{if } x < 0 
\end{cases} \]
is the signed squared function. Let $\langle , \rangle_g$ denote the symmetric bilinear form associated to $G$. A simple calculation, worked out in [Mi16] and [Min16], shows that

$$
\langle \bar{w}_i, \bar{w}_j \rangle_g = \frac{1}{2} \left( G(\bar{w}_i) + G(\bar{w}_j) - G(\bar{w}_i - \bar{w}_j) \right).
$$

So $G$ is completely determined by the above definition, which is sometimes called the polarization identity of $G$. We will abuse notation and refer to $G$ as a quadratic form on $\sigma$, when rigorously $G$ is really a quadratic form on $\mathbb{R}^k$.

Given a quadratic form $G$ on $\sigma$ as above, define the energy of an edge $e$ to simply be $G(e)$. Equation (3.1) shows that a quadratic form is uniquely determined by the energy that it assigns to each edge. Thus, the set of quadratic forms on a $k$-dimensional simplex $\sigma$ can naturally be identified with $\mathbb{R}^n$ where $n = \frac{(k+1)}{2}$. Each coordinate in $\mathbb{R}^n$ is parameterized by the energy of the corresponding edge of $\sigma$.

Now let $f : \mathcal{X} \to \mathbb{R}^{p,q}$ be any continuous function, where $\mathbb{R}^{p,q}$ denotes Minkowski space of signature $(p,q)$. Let $\sigma$ be as above. The map $f$ determines a unique indefinite metric $g_f$ on $(\mathcal{X}, T)$ by defining

$$
g_f(e_{ij}) := \langle f(v_i) - f(v_j), f(v_i) - f(v_j) \rangle
$$

where $v_i$ and $v_j$ are the vertices incident with $e_{ij}$, and where $\langle , \rangle$ is the Minkowski bilinear form on $\mathbb{R}^{p,q}$. The indefinite metric $g_f$ induces a quadratic form $G_f$ on $\mathbb{R}^k$ just as above, called the induced quadratic form of $f$. We say that $f$ is a piecewise linear isometry (or pl isometry) of $\mathcal{X}$ into $\mathbb{R}^{p,q}$ if $f$ is piecewise linear (meaning that it is simplicial on some subdivision of $T$) and if $G = G_f$ on all simplices in a subdivision of $T$ on which $f$ is simplicial. The map $f$ is a pl isometric embedding if in addition to being a pl isometry it is also an embedding.

We say that an indefinite metric polyhedron $(\mathcal{X}, T, g)$ is Euclidean if the quadratic form $G(\sigma)$ induced by $g$ on $\sigma \in T$ is positive definite for all $\sigma \in T$. So Euclidean polyhedra can be viewed as combinatorial analogues to Riemannian manifolds. It is well known that the collection of positive definite quadratic forms is closed under addition and positive scalar multiplication. Thus, they form an open cone within the collection of all indefinite metric polyhedra, an observation which was also pointed out by Rivin in [Riv03].

### 3.2. 1-Lipschitz maps and an approximation Lemma

Let $(\mathcal{X}, T, g)$ be an indefinite metric polyhedron, let $f : \mathcal{X} \to \mathbb{R}^{p,q}$ be a pl map, and let $T'$ be a subdivision of $T$ on which $f$ is simplicial. We say that $f$ is 1-Lipschitz, or short, if $G(\sigma) - G_f(\sigma) \geq 0$ for all $\sigma \in T'$. Note that if $\mathcal{X}$ is a Euclidean polyhedron and if $g = 0$, then this definition is equivalent to the usual definition of a map being 1-Lipschitz.

The following technical Lemma will be needed in the construction of the maps $(h_i)$ is Subsection 6.5.

**Lemma 8.** Let $\sigma^k = \langle v_0, v_1, \ldots, v_k \rangle$ be a $k$-dimensional simplex, and for each $i$ and $j$ let $e_{ij}$ denote the edge between $v_i$ and $v_j$. Let $G_M$ be the quadratic form on $\sigma$ defined by

$$
G_M(e_{01}) = \alpha^2 \\
G_M(e_{ij}) = M^2 \quad \text{for all } \{i,j\} \neq \{0,1\}
$$
where \( \alpha, M \in \mathbb{R}^+ \). Let \( f : \sigma \to \mathbb{R}^{k,1} \) be a simplicial map such that \( G_f(e_{01}) = \beta^2 \) for some positive real \( \beta > \alpha \). Then for all \( \varepsilon > 0 \) there exists a constant \( M' > 0 \) satisfying the following. If \( M > M' \) then there exists a pl map \( f' : \sigma \to \mathbb{R}^{k,1} \) satisfying

1. For any segment \( e \) of \( e_{01} \) on which \( f' \) is simplicial, we have that \( G_{f'}(e) = G_M(e) \). So \( f' \) preserves the “length” of \( e_{01} \).
2. The map \( f' \) is 1-Lipschitz with respect to \( G_M \).
3. The map \( f' \) is an \( \varepsilon \)-approximation of \( f \).

The idea of the proof is as follows. We take a very fine subdivision of \( f(e_{01}) \) and “wiggle” it in the one negative direction, decreasing the energy of this edge to \( \alpha^2 \). We then choose \( M' \) large enough so that the resulting pl map is 1-Lipschitz.

Proof. We first construct a subdivision \( T \) of \( \sigma \) as follows. Choose a large even positive integer \( N \) and subdivide the edge \( e_{01} \) into \( N \) equidistant subintervals. Label these new vertices \( v_0 = w_0, w_1, w_2, \ldots, w_N = v_1 \). We then extend to a subdivision over all of \( \sigma \) by gluing in a \((k-1)\)-simplex \( \langle w_i, v_2, v_3, \ldots, v_k \rangle \) for each \( i \), and correspondingly inserting \((N+1)\) \( k \)-simplices of the form \( \langle w_{i-1}, w_i, v_2, \ldots, v_k \rangle \).

Let \( e_i \) denote the edge between \( w_{i-1} \) and \( w_i \), and note that \( G_M(e_i) = \frac{\alpha^2}{N} \) for all \( i \).

Let us now construct the map \( f' \), which will be simplicial over the subdivision \( T \). First off, define \( f'(v_i) = f(v_i) \) for all \( 0 \leq i \leq k \). So let us define \( f' \) over \( w_1, \ldots, w_{N-1} \). If \( i \) is even then define \( f'(w_i) = f(w_i) \). For \( i \) odd, define

\[
f'(w_i) = f(w_i) + \frac{\sqrt{\beta^2 - \alpha^2}}{N} \vec{v}
\]

where \( \vec{v} \) is a vector that is Lorentz orthogonal to \( f(e_{01}) \) and satisfying \( \langle \vec{v}, \vec{v} \rangle = -1 \) (see Figure 2). Such a vector \( \vec{v} \) exists since \( \langle f(e_{01}), f(e_{01}) \rangle = \beta^2 > 0 \).

For \( i \) odd, let us compute the energy of the line segment between \( f'(w_{i-1}) \) and \( f'(w_i) \) (which will be the same when \( i \) is even, since \( i-1 \) will then be odd).

\[
\langle f'(w_i) - f'(w_{i-1}), f'(w_i) - f'(w_{i-1}) \rangle
\]

\[
= \left( f(w_i) + \frac{\sqrt{\beta^2 - \alpha^2}}{N} \vec{v} - f(w_{i-1}), f(w_i) + \frac{\sqrt{\beta^2 - \alpha^2}}{N} \vec{v} - f(w_{i-1}) \right)
\]

\[
= \left( f(w_i) - f(w_{i-1}), f(w_i) - f(w_{i-1}) \right) + \frac{\beta^2 - \alpha^2}{N^2} \langle \vec{v}, \vec{v} \rangle
\]

\[
= \frac{\beta^2}{N^2} - \left( \frac{\beta^2 - \alpha^2}{N^2} \right) = \frac{\alpha^2}{N^2}.
\]

Thus \( G_{f'}(e_i) = \frac{\alpha^2}{N^2} = G_M(e_i) \). Also, by choosing \( N \) large we can ensure that \( f' \) is as close of an approximation to \( f \) as we like. Therefore, we may choose \( N \) large enough so that \( f' \) satisfies conditions (1) and (3) of the Lemma.

For condition (2), Let \( W_i \) denote the \( k \)-simplex \( \langle w_{i-1}, w_i, v_2, \ldots, v_k \rangle \) \( \in T \). Let \( G^M_{W_i} \) denote the quadratic form induced by \( G_M \) on \( W_i \), and let \( G'_{W_i} \) denote the quadratic form on \( W_i \) induced by the map \( f' \).

Recall that the collection of (flat) Euclidean metrics on a \( k \)-dimensional simplex forms an open cone \( \mathcal{C} \) in \( \mathbb{R}^n \) (with \( n = \binom{k+1}{2} \)) where the axes of \( \mathbb{R}^n \) are parameterized by the energies of the edges of the simplex. The cone \( \mathcal{C} \) is obviously symmetric about the line segment starting at the origin and passing through \((1,1,\ldots,1)\), since each
edge is the same as any other. We know that $G^M_i(e_i) = \frac{\alpha^2}{N^2} = G'_i(e_i)$, and so let us project $\mathbb{R}^n$ onto the hyperplane spanned by the other $n-1$ edges (which we will denote $\mathbb{R}^{n-1}$). Let $g^M_i$, $g'_i$, and $\mathcal{C}$ denote the images of $G^M_i$, $G'_i$, and $\mathcal{C}$ under this projection, respectively. Due to the symmetry of $\mathcal{C}$, $\mathcal{C}$ is just the corresponding cone in $\mathbb{R}^{n-1}$.

Now for $M > \alpha$ the quadratic form $G_M$ is positive definite. That is, $G_M \in \mathcal{C}$. Thus, each induced metric $G^M_i \in \mathcal{C}$ and therefore $g^M_i \in \mathcal{C}$. Note that for $N$ large, $g^M_i$ is close to the line segment at the center of $\mathcal{C}$. Let $\delta_i = d(g^M_i, \partial \mathcal{C})$ denote the distance from $g^M_i$ to the boundary of the cone $\mathcal{C}$. Then we have that $\delta_i > 0$ and $\lim_{M \to \infty} \delta_i = \infty$. So we can find some positive $M_i$ such that $g^M_i - g'_i \in \mathcal{C}$ for all $M \geq M_i$. Letting $M' = \max\{M_i\}$ completes the proof.

**Remark 3.** First note that this Lemma obviously holds for any map into $\mathbb{R}^{p,q}$ if $p \geq k$ and $q \geq 1$. But also notice that in the assumptions of the Lemma we did not need the full strength that $G_M(e_{ij}) = M$ for $\{i,j\} \neq \{0,1\}$. We just needed that the form $G_M$ was positive definite, and that $d(G_M, \partial \mathcal{C}) \to \infty$ as $M \to \infty$.

Finally, note that we could apply this Lemma to a simplicial map $f$ defined over a locally finite simplicial complex with respect to some specified edge $e$ (and where the conclusion would be that $f'$ is 1-Lipschitz on the closed star of $e$). The edge $e$ may be contained in more than one simplex, but since the complex is locally finite we just subdivide using the largest $N$ required by any simplex containing $e$.

### 3.3. Isometric embeddings of polyhedra into Euclidean space.

We now want to state three results pertaining to isometries of Euclidean polyhedra into Euclidean space. This first Theorem was proved by Krat in [Kra04] for the case when $n = 2$, and then for general dimensions by Akopyan in [Ako07].

**Theorem 9** (Krat [Kra04], Akopyan [Ako07]). Let $\mathcal{P}$ be an $n$-dimensional Euclidean polyhedron and let $\varepsilon > 0$. Let $f : \mathcal{P} \to \mathbb{E}^N$ be a 1-Lipschitz map with $N \geq n$. Then there exists a pl isometry $h : \mathcal{P} \to \mathbb{E}^N$ which is an $\varepsilon$-approximation of $f$.

The following Theorems from [Min15] will be needed for the proofs of the Main Theorem and of Lemma 3. Theorem 10 is essentially the Krat/Akopyan Theorem associated to embeddings and is needed to prove the Main Theorem. Theorem 11 is very similar to Theorem 10 and is used to prove Lemma 3. The only difference...
between these two Theorems is that Theorem 11 obtains a lower dimensionality for
the target Euclidean space at the sacrifice of our isometric embedding no longer
being piecewise linear.

Theorem 10. Let \( P \) be an \( n \)-dimensional Euclidean polyhedron and let \( \varepsilon > 0 \). Let
\( f : \mathcal{X} \to \mathbb{E}^N \) be a 1-Lipschitz map with \( N \geq 3n \). Then there exists an piecewise
linear isometric embedding \( h : \mathcal{X} \to \mathbb{E}^N \) which is an \( \varepsilon \)-approximation of \( f \).

Theorem 11. Let \( P \) be an \( n \)-dimensional Euclidean polyhedron and let \( \varepsilon > 0 \). Let
\( f : \mathcal{X} \to \mathbb{E}^N \) be a 1-Lipschitz map with \( N \geq 2n + 1 \). Then there exists an
(continuous) isometric embedding \( h : \mathcal{X} \to \mathbb{E}^N \) which is an \( \varepsilon \)-approximation of \( f \).

4. Step 1: Constructions of \( \{\mathscr{D}_i\}, \{\Gamma_i\}, \) and \( \Gamma \)

Sections 4, 5, 6, and 7 are dedicated to proving the Main Theorem. In Section 4 we decompose \( \mathscr{D} \) into an increasing union of finite sets \( \{\mathscr{D}_i\} \), and construct the
set \( \Gamma = \bigcup_{i=1}^\infty \Gamma_i \) of “allowable” geodesics between points of \( \mathscr{D} \). In this process we
also construct collections \( \{\mathscr{D}_i'\} \) and \( \{\Gamma_i'\} \) which will be necessary in the following
Sections.

Constructing \( \{\mathscr{D}_i\} \). In the statement of the Main Theorem, we are given an
arbitrary dense countable subset \( \mathscr{D} \subset \mathcal{X} \). The reason that \( \mathscr{D} \) is required to be
countable is so that we can write it as an increasing union of finite subsets \( \mathscr{D}_i \).
One simply constructs the collection \( \{\mathscr{D}_i\} \) recursively by defining \( \mathscr{D}_1 \) to contain a
finite number of distinct points of \( \mathscr{D} \), and then constructs \( \mathscr{D}_{i+1} \) from \( \mathscr{D}_i \) by adding
a single new point from \( \mathscr{D} \).

Simultaneously constructing \( \{\Gamma_i\}, \{\mathscr{D}_i'\}, \{\Gamma_i'\}, \Gamma, \mathscr{D}', \) and \( \Gamma' \). The construction
is recursive. We begin with \( i = 1 \), and then show how to move from stage \( i - 1 \) to
stage \( i \).

Let \( \{x_i, x_j\} \in \mathscr{D}_i \) and fix a geodesic \( \gamma_{ij} : [0, d(x_i, x_j)] \to \mathcal{X} \) joining \( x_i \) to \( x_j \).
Insert the geodesic \( \gamma_{ij} \) into \( \Gamma_1 \), and repeat this process for each pair of points in
\( \mathscr{D}_1 \). So notice that, rigorously, the elements of \( \Gamma_i \) for general \( i \) will be functions
from intervals into \( \mathcal{X} \). In the remainder of the paper, the term geodesic will refer
to a function whereas the term geodesic segment will refer to the image in \( \mathcal{X} \) of
a geodesic. Also notice that \( \gamma_{ij} \) will have velocity \( v_{ij} = 1 \) at every point in its
image. In our construction of \( \Gamma \), every geodesic will similarly be parameterized by
arc-length.

Two geodesics \( \gamma, \lambda \in \Gamma_1 \) have an allowable intersection if they either have an
empty intersection, they intersect in a unique point, or they intersect on an interval
(that is, if there exist intervals \( I \subseteq \text{domain}(\gamma) \) and \( J \subseteq \text{domain}(\lambda) \) such that
\( \gamma(I) = \lambda(J) \)). The intersection of \( \gamma \) and \( \lambda \) is not allowable if they intersect in a
discrete set of points with cardinality greater than one. If two geodesics \( \gamma, \lambda \in \Gamma_1 \)
have a non-allowable intersection, then we will replace one of them (say \( \lambda \)) with a
new geodesic \( \bar{\lambda} \) whose intersection with \( \gamma \) is allowable. Then since the cardinality
of \( \Gamma_1 \) is finite we will obtain a new set of geodesics (still called \( \Gamma_1 \)) in finitely many
steps where the intersection of any two geodesics in \( \Gamma_1 \) is allowable. What follows
next is a quick proof that this can be done, but this fact is also mentioned on pg.
267 of [BBI01].
Not Allowable

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{example.png}
\caption{An example of altering geodesics to make them “allowable”.}
\end{figure}

Allowable

Suppose \(a, b, c, e \in \mathcal{P}_1\) are such that \(a \neq b\) and \(c \neq e\), and let \(\gamma_{ab}, \gamma_{ce}\) be geodesics in \(\Gamma_1\) connecting \(a\) to \(b\) and \(c\) to \(e\), respectively. Suppose that \(\gamma_{ab}\) and \(\gamma_{ce}\) have non-allowable intersection. Let \(x\) be the “first” point at which these two geodesics intersect. That is, let

\[ x = \inf\{y \in [0, d(a, b)] \mid \gamma_{ab}(y) \in \text{image}(\gamma_{ce})\} \]

and let \(x = \gamma_{ab}(x)\). Similarly, let \(y\) be the “last” point at which \(\gamma_{ab}\) and \(\gamma_{ce}\) intersect. Then \(\gamma_{ab}\) and \(\gamma_{ce}\) give two different geodesics from \(x\) to \(y\). Change one of the geodesics, say \(\gamma_{ce}\), to obtain a new geodesic \(\overline{\gamma_{ce}}\) as follows. Let \(\overline{\gamma_{ce}}\) agree with \(\gamma_{ce}\) from \(\gamma_{ce}(0)\) to \(x\), let \(\overline{\gamma_{ce}}\) agree with \(\gamma_{ab}\) from \(x\) to \(y\), and lastly let \(\overline{\gamma_{ce}}\) agree with \(\gamma_{ce}\) from \(y\) to \(\gamma_{ce}(1)\). It is easy to check that the path \(\overline{\gamma_{ce}}\) is still a geodesic from \(c\) to \(e\) and \(\overline{\gamma_{ce}}\) intersects \(\gamma_{ab}\) on an interval, which is an allowable intersection. Continuing this way we “fix” \(\Gamma_1\) until all intersections are allowable (see Figure 3).

As an intermediary step to construct \(\Gamma'_1\), we use \(\mathcal{P}_1\) and \(\Gamma_1\) to construct a new set of points \(\mathcal{P}'_1\) as follows. We first start with \(\mathcal{P}_1 \subseteq \mathcal{P}'_1\). If a pair of geodesic segments from \(\Gamma_1\) do not intersect, then that pair contributes no new points to \(\mathcal{P}'_1\). If a pair of geodesic segments from \(\Gamma_1\) intersects in a unique point within their interior, then add that intersection point to \(\mathcal{P}'_1\). If two geodesic segments from \(\Gamma_1\) intersect on an interval, then add the two endpoints of that interval to \(\mathcal{P}'_1\). We should note here that since \(\Gamma_1\) is finite and since any pair of geodesics from \(\Gamma_1\) contributes at most two new points to \(\mathcal{P}'_1\), the set \(\mathcal{P}'_1\) is finite.

The set \(\mathcal{P}'_1\) consists of all of the points in \(\mathcal{X}\) that “look like” they belong to \(\mathcal{P}_1\). What we mean is that \(\mathcal{P}'_1\) consists of all of the points of \(\mathcal{X}\) that have multiple geodesic segments from \(\Gamma_1\) emanating from them. Now, the set \(\Gamma'_1\) is geometrically the same as \(\Gamma_1\). To construct the geodesics in \(\Gamma'_1\), all we do is subdivide each geodesic of \(\Gamma_1\) at every new point of \(\mathcal{P}'_1\) which it intersects (and the domain of each geodesic in \(\Gamma'_1\) is simply the restriction of the domain in \(\Gamma_1\)). Then we add these geodesics to \(\Gamma'_1\). So as sets, there is really no relationship between \(\Gamma_1\) and \(\Gamma'_1\). But the union of the geodesic segments of the two sets coincide. See Figure 4 for a picture of obtaining \(\mathcal{P}'_1\) and \(\Gamma'_1\) from \(\mathcal{P}_1\) and \(\Gamma_1\).

Now continuing recursively, suppose that we have constructed \(\Gamma_{i-1}\), \(\mathcal{P}_{i-1}\), and \(\Gamma'_{i-1}\). We construct \(\Gamma_i\) from \(\Gamma_{i-1}\) by adding in geodesics between the singleton in \(\mathcal{P}_{i-1} \setminus \mathcal{P}_{i-1}\) and the points of \(\mathcal{P}_{i-1}\). Now suppose that two geodesics in this set \(\Gamma_i\) have non-allowable intersection. Since all geodesics in \(\Gamma_{i-1}\) have allowable intersection,
at least one of these geodesics must be “new”. We always alter new geodesics to make all of the geodesics in \( \Gamma_i \) allowable. In this way, we truly have \( \Gamma_{i-1} \subset \Gamma_i \). From here, we construct \( D_i \) and \( \Gamma_i \) exactly as in the case when \( i = 1 \). Notice that \( D_{i-1} \subset D_i \) and, when considered as sets of geodesic segments, \( \Gamma_{i-1} \subset \Gamma_i \).

Lastly, we construct \( \Gamma, D', \) and \( \Gamma' \) by

\[
\Gamma = \bigcup_{i=1}^{\infty} \Gamma_i \quad D' = \bigcup_{i=1}^{\infty} D'_i \quad \Gamma' = \bigcup_{i=1}^{\infty} \Gamma'_i
\]

### 5. Step 2: Proof of Lemma 3

In Section 5 we prove Lemma 3, which was stated in the Introduction. The proof of the Main Theorem involves a recursive construction, and the proof of Lemma 3 is essentially the base case of this recursive construction. So to make things more clear in Section 6 (where we discuss the recursive step in this construction) we will include a subscript “1” in all quantities which carry over to the proof of the Main Theorem (except for \( \delta \), which will have a subscript of “0”).

#### Outline of the proof of Lemma 3

Given a finite subset \( \mathcal{D}_1 \subset \mathcal{X} \), we construct \( \Gamma_1, F'_1, \) and \( \Gamma'_1 \) in exactly the same way as we did in Section 4. We will then construct two collections of open sets \( \mathcal{U}_1 \) and \( \mathcal{V}_1 \) which will depend on positive parameters \( \alpha_1 \) and \( \beta_1 \), respectively. The purpose of \( \mathcal{U}_1 \) is to isolate the points of \( \mathcal{D}_1 \), and the purpose of \( \mathcal{V}_1 \) is to separate the geodesic segments contained in \( \Gamma'_1 \).

Lastly we construct a collection of open sets \( \mathcal{W}_1 \) which covers the complement of the unions of all of the sets contained in \( \mathcal{U}_1 \) and \( \mathcal{V}_1 \), and which depends on a positive constant \( \varepsilon_1 \). Then the collection \( \Omega_1 := \mathcal{U}_1 \cup \mathcal{V}_1 \cup \mathcal{W}_1 \) will be an open cover of \( \mathcal{X} \) with \( \text{mesh}(\Omega_1) < \delta_0 \) and with \( \text{order}(\Omega_1) \leq n + 3 \) (where \( \delta_0 \) is the fixed positive constant in Lemma 3).

Let \( \mathcal{N}_1 \) denote the nerve of \( \Omega_1 \). Since \( \text{order}(\Omega_1) \leq n + 3 \), \( \text{dim}(_1) \leq n + 2 \).

Using a partition of unity we will construct a map \( \psi : \mathcal{X} \to \mathcal{N}_1 \) which satisfies that if \( \psi(x) = \psi(x') \) then \( d_{\mathcal{X}}(x, x') < \delta_0 \). We then assign edge lengths to \( \mathcal{N}_1 \) to turn it into a Euclidean polyhedron. By choosing \( \beta_1 \) sufficiently small we can use Theorem 17 (see Section 8) to ensure that \( d_{\mathcal{N}_1}(\psi_1(x), \psi_1(y)) = d_{\mathcal{X}}(x, y) \) for all \( x, y \in \mathcal{D}_1 \). Lastly we use Theorem 11 to obtain an intrinsic isometric embedding \( h_1 : \mathcal{N}_1 \to \mathbb{E}^{2(n+2)+1} = \mathbb{E}^{2n+5} \). Then the map \( f_1 := h_1 \circ \psi_1 \) will satisfy the conditions of Lemma 3.

**Notation.** For \( x \in \mathcal{X} \) and \( r > 0 \) we will use \( b(x, r) \) to denote the open ball about \( x \) of radius \( r \), and \( B(x, r) \) to denote the closed ball about \( x \) of radius \( r \).

### 5.1. Construction of the Open Covering \( \Omega_1 \)

To construct \( \Omega_1 \) we will construct three collections of open sets \( \mathcal{U}_1, \mathcal{V}_1, \) and \( \mathcal{W}_1 \) satisfying the following properties:

1. \( \text{order}(\mathcal{U}_1 \cup \mathcal{V}_1) = 3 \)
2. \( \text{order}(\mathcal{W}_1) \leq n + 1 \)
3. \( \text{mesh}(\mathcal{U}_1) \leq \alpha_1, \text{mesh}(\mathcal{V}_1) \leq \beta_1, \) and \( \text{mesh}(\mathcal{W}_1) \leq \varepsilon_1 \) where \( 0 < \varepsilon_1 < \beta_1 < \alpha_1 < \frac{\delta_0}{3} \)
4. \( \mathcal{U}_1 \cup \mathcal{V}_1 \cup \mathcal{W}_1 \) is an open cover of \( \mathcal{X} \).
ON THE ISOMETRIC EMBEDDING PROBLEM FOR LENGTH METRIC SPACES

Then we define $\Omega_1 := \mathcal{U}_1 \cup \mathcal{V}_1 \cup \mathcal{W}_1$. So we see immediately that $\Omega_1$ is an open cover of $\mathcal{X}$ with $\text{mesh}(\Omega_1) < \delta_0$, and we will show that $\text{order}(\Omega_1) \leq n + 3$ (the fact that $\text{order}(\Omega_1) \leq n + 4$ is clear from conditions (1) and (2) above). We break down the construction of $\Omega_1$ into three parts.

**The Construction of $\mathcal{U}_1$.** For each $x \in \mathcal{D}'_1$ define $\Gamma_x$ to be the set of all geodesic segments from $\Gamma_1$ which do not intersect the point $x$. So $\Gamma_x$ does not contain any of the geodesic segments of $\Gamma_1$ which emanate from $x$.

For all $x \in \mathcal{D}'_1$ define $$\eta_x = \inf_{\gamma \in \Gamma_x} d(x, \text{im}(\gamma))$$

Note that since $\Gamma_x$ is finite and since $d(x, \text{im}(\gamma)) > 0$ for all $\gamma \in \Gamma_x$, we have that $\eta_x > 0$ for all $x \in \mathcal{D}'_1$. Then define $$\alpha_1 = \frac{1}{2} \inf_{x \in \mathcal{D}'_1} \left\{ \eta_x, \frac{\delta_0}{3} \right\}$$ and $$\alpha'_1 = \frac{1}{2} \alpha_1.$$ It is clear that for all $x \in \mathcal{D}'_1$, $B(x, \alpha'_1) \cap \gamma = \emptyset$ for all $\gamma \in \Gamma_x$. We then define $$\mathcal{U}_1 = \{b(x, \alpha'_1) \}_{x \in \mathcal{D}'_1}$$

Note that $\text{mesh}(\mathcal{U}_1) = \alpha_1 < \frac{\delta_0}{3}$ and $\text{order}(\mathcal{U}_1) = 1$.

**The Construction of $\mathcal{V}_1$.** By construction, there is a geodesic in $\Gamma_1$ connecting every pair of points in $\mathcal{D}'_1$. The images of some of those geodesics may intersect various other geodesic segments of $\Gamma_1$. But *everywhere* that two distinct geodesic segments from $\Gamma_1$ meet there exists a point from $\mathcal{D}'_1$ as their point of intersection (this is how we defined $\mathcal{D}'_1$). So if we consider the union of all of the geodesic segments from $\Gamma_1$ and delete the parts of these geodesic segments that lie inside of some open set in $\mathcal{U}_1$, then what we have left will be a finite disjoint collection of geodesic segments in $\mathcal{X}$. That is, the subset of $\mathcal{X}$ $$\mathcal{V}_1 := \bigcup_{\gamma \in \Gamma_1} \text{im}(\gamma) \setminus \bigcup_{U \in \mathcal{U}_1} U$$ consists of a finite disjoint collection of geodesic segments in $\mathcal{X}$ (see Figure 5).
Figure 5. The collection $\mathcal{U}_1$.

We now construct $\mathcal{V}_1$ in a very similar way as to how we constructed $\mathcal{U}_1$. For each geodesic segment $\gamma \in \mathcal{Y}_1$ define

$$\mu_\gamma := \inf_{\lambda \in \mathcal{Y}_1, \lambda \neq \gamma} d(\gamma, \lambda).$$

Since $\mathcal{Y}_1$ is a disjoint finite set and since each geodesic segment is compact we see that $\mu_\gamma > 0$ for every $\gamma \in \mathcal{Y}_1$. So we then define

$$\beta_1 := \frac{1}{3} \inf_{\gamma \in \mathcal{Y}_1} \{\mu_\gamma, \alpha_1\} \quad \text{and} \quad \beta'_1 := \frac{1}{3} \beta_1.$$

Now let $\gamma \in \mathcal{Y}_1$ be arbitrary. Subdivide $\gamma$ into equidistant subintervals, each of which is of length less than $\beta'_1$. Let us say that there are $m_\gamma$ subintervals of equal length $\ell_\gamma$. For each subinterval $\lambda$, of $\gamma$, let $V_\lambda = b(\lambda, \frac{1}{2} \ell_\gamma)$ and let $\mathcal{V}_\gamma = \{V_\lambda | \lambda \text{ is a subinterval of } \gamma\}$.

There are three things to note. The first is that since we used $\frac{1}{2} \ell_\gamma$ as the radius, any $V_\lambda$ intersects only the neighborhoods of the subintervals adjacent to $\lambda$ (although the boundaries of the $V_\lambda$’s corresponding to subintervals with exactly one subinterval between them will intersect in that subintervals midpoint). So $\text{order}(\mathcal{V}_\gamma) = 3$, and the only points of order exactly 3 (as opposed to $\leq 2$) are the midpoints of each subinterval $\lambda_\gamma$. Secondly,

$$\text{diam}(V_\lambda) \leq \frac{1}{2} \ell_\gamma + \ell_\gamma + \frac{1}{2} \ell_\gamma = 2 \ell_\gamma \leq 2 \beta'_1 = \frac{2}{3} \beta_1 < \beta_1.$$

Thus, $\text{mesh}(\mathcal{V}_\gamma) < \beta_1 < \alpha_1 < \delta_0$. Finally since $\text{diam}(V_\lambda) < \beta_1 \leq \frac{1}{3} \mu_\gamma$, $V_\lambda$ does not intersect any open sets of $\mathcal{V}_\gamma$, for any different geodesic segment $\gamma' \in \mathcal{Y}_1$.

So we define

$$\mathcal{V}_1 = \bigcup_{V_\lambda \in \mathcal{V}_\gamma, \gamma \in \mathcal{Y}_1} V_\lambda.$$

By construction, $\text{mesh}(\mathcal{V}_1) < \beta_1 < \alpha_1$. Also, $\text{order}(\mathcal{V}_1) = 3$. All that is left to show is that $\text{order}(\mathcal{U}_1 \cup \mathcal{V}_1) = 3$. But this is pretty obvious. Any open set $U \in \mathcal{U}_1$ will only intersect the neighborhood of the initial segment of each geodesic emanating from the center of $U$. But none of these open sets associated with the initial segment of a geodesic in $\mathcal{Y}_1$ can intersect because they are associated with different geodesics (see Figure 6). Thus no point of $X$ can lie in an open set of $\mathcal{U}_1$ and in more than one open set of $\mathcal{V}_1$. And clearly the order of $\mathcal{U}_1 \cup \mathcal{V}_1$ must be at least three since $\text{order}(\mathcal{V}_1) = 3$. 
The Construction of $\mathcal{W}_1$. Let

$$Z_1 = X \setminus \left( \bigcup_{U \in \mathcal{W}_1} U \cup \bigcup_{V \in \mathcal{V}_1} V \right).$$

Then for $\Omega_1$ to be an open cover of $X$ we need $\mathcal{W}_1$ to cover $Z_1$. The set $Z_1$ defined above is a closed subset of $X$. So when given the subspace topology, $Z_1$ will have covering dimension $\leq n$. Choose some positive number $\varepsilon_1 < \beta_1$ and let $\mathcal{W}_1$ be a countable arbitrary (relatively) open covering of $Z_1$ with mesh($\mathcal{W}_1$) $< \varepsilon_1/2$ and order $n + 1$ (which can be chosen to be countable since $X$ is proper). We also require that $\mathcal{W}_1$ be minimal, meaning that every set in $\mathcal{W}_1$ contains at least one point of $X$ that is not contained in any other element of $\mathcal{W}_1$.

Note that while the elements of $\mathcal{W}_1$ are open in $Z_1$ they are not, in general, open in $X$. Members of $\mathcal{W}_1$ which are contained entirely within the interior of $Z_1$ are open in $X$, but members of $\mathcal{W}_1$ which meet the boundary of $Z_1$ are not open in $X$.

Every element of $\mathcal{W}_1$ will either be an element of $\mathcal{W}_1$ or an “enlarged” element of $\mathcal{W}_1$ so that, in particular, every set in $\mathcal{W}_1$ is contained in a member of $\mathcal{W}_1$. We will (possibly) modify each set of $\mathcal{W}_1$ until we have obtained an open (in $X$) cover of $Z_1$ that meets our specifications.

If $W \in \mathcal{W}_1$ is contained entirely within the interior of $Z_1$ then we let $W = \mathring{W}$ and we do not change the set at all. Otherwise $\mathcal{W}$ has nontrivial intersection with the boundary of $Z_1$. In this case we need to define an open set $W$ so that $\mathcal{W} \subset W$, $W$ does not intersect any geodesic segment from $\Gamma_1$, and the resulting collection $\mathcal{W}$, with $W$ replaced by $W$, still has order $n + 1$ and mesh less than $\varepsilon$. For each point $x \in W \cap \partial Z_1$ choose a small positive number $\varepsilon_x$ satisfying:

1. $b(x, \varepsilon_x)$ does not intersect any geodesic in $\Gamma_1$. This is possible since $x \in Z_1$.
2. $b(x, \varepsilon_x)$ intersects at most $n + 1$ members of $\mathcal{W}_1$. This is possible since order($\mathcal{W}_1$) $= n + 1$.
3. $\varepsilon_x < \frac{1}{2} (\varepsilon_1 - \text{diam}(\mathcal{W}_1))$. This is possible since diam($\mathcal{W}$) $< \varepsilon_1$.

Then we define

$$W = W \cup \bigcup_{x \in \mathcal{W} \cap \partial Z_1} (b(x, \varepsilon_x))$$

where $W$ denotes the interior of $\mathcal{W}$.

As the union of open sets, $W$ is clearly open. The collection $W$ does not intersect any geodesic segment from $\Gamma_1$ by item (1) above. We also know that diam($W$) $< \varepsilon_1$.
by item (3) above. And by item (2), if we replace $W$ with $W_1$ in $W$, then $W_1$ still has order $n + 1$. So we just continue this process until we have altered every set in $W_1$, leaving us with a new set $W_1$ that is an open cover of $Z_1$, does not have any elements who intersect any geodesic segment from $\Gamma_1$, has mesh less than $\varepsilon_1$, and has order $n + 1$. This process can be iterated since we began with a countable set.

5.2. Constructing and Metrizing the Nerve $N_1$ of $\Omega_1$. Let $N_1$ denote the nerve of $\Omega_1$. We want to first argue that $\text{order}(\Omega_1) \leq n + 3$, which then would imply that $\dim(N_1) \leq n + 2$. Note that since $\text{order}(W_1) = n + 1$ and $\text{order}(U_1 \cup V_1) = 3$, we automatically have that $\text{order}(\Omega_1) \leq n + 4$. So we just need to trim 1 off of this bound.

The key is to inspect $U_1 \cup V_1$. The only points of $U_1 \cup V_1$ which have order three are the midpoints of the subintervals $\{\lambda_\gamma\}_{\gamma \in \Gamma_1}$. Without these points, $\Omega_1 = U_1 \cup V_1 \cup W_1$ would have order $\leq n + 3$. But the midpoint of $\lambda_\gamma$ lies on the geodesic $\lambda \in \Gamma_1$, and therefore this point does not lie in the closure of any member of $W_1$ (for $\varepsilon_1$ chosen sufficiently small). So these points do not increase the order of $\Omega_1$ and therefore $\text{order}(\Omega_1) \leq n + 3$. Hence, $\dim(N_1) \leq n + 2$.

The goal for the remainder of this Subsection is to endow $N_1$ with a piecewise-flat Euclidean metric which satisfies the following. By our construction of $U_1$ we know that for all $x \in D_1$ there exists a unique $U_x \in U_1$ such that $x \in U_x$. Let $u_x \in N_1$ denote the vertex corresponding to $U_x$. We metrize $N_1$ so that

$$d_X(x, y) = d_{N_1}(u_x, u_y) \quad \text{for all } x, y \in D_1. \quad (5.1)$$

Let $g$ denote the metric that we will put on $N_1$. We need to define $g$ on the edges of $N_1$, show that this leads to a Euclidean metric, and show that this metric satisfies Equation (5.1) above.

Remark 4. The metric $g$ that we are about to define is convenient for proving Lemma 3, but it is not quite what we need for proving the Main Theorem. That is why we name the metric “$g$” instead of “$g_1$”. In Section 6 we will recursively define $g_i$ for all stages $i$, and from here it will be clear how to alter $g$ to obtain $g_1$.

Edges of $N_1$ correspond to open sets of $\Omega_1$ which have nontrivial intersection. So to any edge of $N_1$ there are two open sets of $\Omega_1$ associated to it. For any edge $e$ of $N_1$ with one (or both) of its associated open sets coming from $W_1$ we define $g(e) := M_1$, where $M_1$ is a large positive constant which we will define later.

So now consider an edge $e$ of $N_1$ which satisfies that neither of its vertices correspond to elements of $W_1$, and let $a$ and $b$ denote its corresponding vertices.
The vertices $a$ and $b$ correspond to open sets $A, B \in \mathcal{U}_1 \cup \mathcal{V}_1$. For any set $S \in \mathcal{U}_1 \cup \mathcal{V}_1$ let $x_S$ denote the center of $S$ if $S \in \mathcal{U}_1$ (so $x_S \in \mathcal{D}_1'$) or let $x_S$ denote the midpoint of the geodesic segment associated to $S$ if $S \in \mathcal{V}_1$. Define
\[
g(e) := d_X(x_A, x_B).
\]

We now show that $g$ leads to a Euclidean metric if we choose $M_1$ sufficiently large and $\varepsilon_1$ sufficiently small. For $\gamma \in \Gamma_1'$, let $\ell_\gamma$ denote the length of the subintervals which correspond to elements of $\mathcal{V}_1$ associated to $\gamma$. For $\varepsilon_1$ small enough any open set of $W_1$ has non-trivial intersection with at most two elements of $\mathcal{U}_1 \cup \mathcal{V}_1$. Also, there is no point in $X$ which is contained in three of more members of $\mathcal{U}_1 \cup \mathcal{V}_1$. Therefore any simplex of $N_1$ contains at most two vertices, and thus at most one edge, which does not correspond to an open set in $W_1$.

So now let $\sigma \in N_1$ be an arbitrary $k$-dimensional simplex. If zero or one of the vertices of $\sigma$ correspond to elements of $\mathcal{U}_1 \cup \mathcal{V}_1$ then every edge of $\sigma$ has length $M_1$. This clearly defines a Euclidean simplex. So now suppose that exactly two of the vertices of $\sigma$ correspond to elements of $\mathcal{U}_1 \cup \mathcal{V}_1$. Then there exists a unique edge $e'$ of $\sigma$ which satisfies that $g(e') \neq M_1$ (see Figure 8). But by our definition of $g$ we have that $0 < g(e') \leq \alpha_1$, where $\alpha_1$ is from our construction of $\mathcal{U}_1$. A straightforward calculation (which can be found in [Min16]) shows that the simplex $\sigma$ admits an isometric embedding into $\mathbb{E}^k$ if and only if $0 < g(e') < \sqrt{\frac{2k}{k-1}} M_1$. Then letting $M_1 \geq \alpha_1$ verifies that our metric $g$ is Euclidean.

One final remark here is that, since $\mathcal{U}_1 \cup \mathcal{V}_1$ is finite, there are only finitely many edges of $N_1$ which are not of length $M_1$. Therefore, even if $X$ is not compact, $\text{Shapes}(N_1)$ (the isometry types of simplices of $(N_1, g)$) is finite.

**Verifying $g$ Satisfies Equation (5.1).** The key here is to choose $M_1$ large, apply Bridson’s Theorem (Theorem 17), and then choose $\varepsilon_1$ small. Recall that we want to show
\[
d_X(x, y) = d_N(u_x, u_y) \quad \text{for all } x, y \in \mathcal{D}_1
\]
where for all $x \in \mathcal{D}_1$, $u_x$ denotes the vertex of $N_1$ corresponding to the unique element $U_x \in \mathcal{U}_1$ containing $x$.

First recall that for any $x, y \in \mathcal{D}_1$ there exists a geodesic $\gamma_{x,y} \in \Gamma_1$ joining $x$ to $y$. Also recall that $\gamma_{x,y}$ is the union of geodesic segments from $\Gamma_1'$. Corresponding to each geodesic $\gamma$ in $\Gamma_1'$ is a collection $\mathcal{V}_\gamma$ of “interlinking” members of $\mathcal{V}_1$ (see Figure 6). These elements can be concatenated to form a chain.
$C = (v_{a_0}, v_{a_1}, ..., v_{a_{m-1}}, v_{a_m})$ within the 1-skeleton of $\mathcal{N}_1$ connecting $v_{a_0} = u_x$ to $v_{a_m} = u_y$, where, technically, some of the $a_i$’s may come from members of $\mathcal{Y}_1$ corresponding to intersection points in $\mathcal{D}_1$. By how we defined our metric $g$ we see that

$$\ell(C) = d_X(x, a_0) + \sum_{i=1}^{m-2} d_X(a_i, a_{i+1}) + d_X(a_{m-1}, y) = d_X(x, y).$$

Thus, since the distance in $\mathcal{N}_1$ between any two points is defined as the infimum of the lengths of paths connecting those points, we see that

$$d_X(u_x, u_y) \leq d_X(x, y).$$

The reason why we need Theorem 17 is for the reverse inequality.

To that end let $x, y \in \mathcal{D}_1$, let $\gamma$ be the unique geodesic in $\Gamma_1$ joining $x$ to $y$, and let $C_\gamma$ be the chain in $\mathcal{N}_1$ corresponding to $\gamma$ as described above. Consider an arbitrary taut chain $p$ in $\mathcal{N}_1$ connecting $x$ to $y$. We first consider the case that the image of $p$, denoted $\text{im}(p)$, is contained in the open star $\text{st}(\text{im}(C_\gamma))$. Then we easily see that we can choose $M_1$ large enough so that $\ell(p) \geq \ell(C_\gamma)$. We could also have that $\text{im}(p) \subset \text{st}(\text{im}(C_\lambda))$ for other geodesics $\lambda \in \Gamma_1$. But in this case we clearly see that $\ell(p) \geq \ell(C_\gamma)$.

So now consider the case that the path $p$ leaves $\text{st}(\text{im}(C_\gamma))$ and is not contained in $\text{st}(\text{im}(C_\lambda))$ for other geodesics $\lambda \in \Gamma_1$. We know that $p$ must correspond to a taut chain $C_p$ that leaves $\text{st}(\text{im}(C_\gamma))$. By choosing $\varepsilon_1$ arbitrarily small, we increase the (combinatorial) length of any chain that leaves $\bigcup_{\lambda \in \Gamma_1} \text{st}(\text{im}(C_\lambda))$ while not changing $\text{Shapes}(\mathcal{N}_1)$. In essence, by taking $\varepsilon_1$ small and $M_1$ large we are “blowing up” the metric outside of the neighborhoods of the images of the geodesic segments of $\Gamma_1$ in $\mathcal{N}_1$. By Bridson’s Theorem 17 the length of the taut chain $C_p$ grows linearly with respect to the number of simplices it intersects. Thus if $\text{im}(C_p)$ leaves $\bigcup_{\lambda \in \Gamma_1} \text{st}(\text{im}(C_\lambda))$ we can choose $\varepsilon_1$ small enough so that $\ell(p) \geq \ell(C_\gamma)$. Then since $\mathcal{D}_1$ is finite, we can choose a positive $\varepsilon_1$ so that equation (5.1) is satisfied for every pair of points in $\mathcal{D}_1$.

5.3. The Maps $\psi$ and $h_1$ and Wrapping Up the Proof of Lemma 3. Fix a partition of unity $\{\phi_i\}_{i \in I}$ subordinate to $\Omega_1$ (where $I$ is an indexing set for $\Omega_1$). Then define $\psi : X \to \mathcal{N}_1$ by

$$\psi(x) = \sum_{i \in I} \phi_i(x) \mathcal{O}_i$$

where $\mathcal{O}_i$ is the vertex in $\mathcal{N}_1$ corresponding to the open set $O_i \in \Omega_1$, and the sum is a point of $\mathcal{N}_1$ expressed in barycentric coordinates. Using a partition of unity to construct continuous maps from a space to a nerve of a corresponding open cover is a standard construction. For more information please see [Nag70] and/or [Nag83]. A very important observation is that since every point of any geodesic in $\Gamma_1$ is contained in at most 2 elements of $\Omega_1$, every geodesic of $\Gamma_1$ is mapped by $\psi$ onto the 1-skeleton of $\mathcal{N}_1$. Moreover, the midpoint of each geodesic segment corresponding to a member of $\mathcal{Y}_1$ is necessarily mapped onto the vertex of $\mathcal{N}_1$ corresponding to that open set in $\mathcal{Y}_1$. The reason that we used $\mathcal{Y}_1$ and $\mathcal{Y}_1$ to “protect” the geodesics in $\Gamma_1$ was to ensure that they mapped onto the 1-skeleton of $\mathcal{N}_1$. 

By the work done in Subsection 5.2 we know that $d_{X}(x, y) = d_{N}(\psi(x), \psi(y))$ for all $x, y \in D_1$. But also notice that if $\psi(a) = \psi(b)$ for some $a, b \in X$ then we must have that $a$ and $b$ are both contained in the same members of $\Omega_1$. Otherwise $\psi(a)$ and $\psi(b)$ would reside in different simplices of $N_1$. Then since $\operatorname{mesh}(\Omega_1) < \delta_0$ we have that $d_{X}(a, b) < \delta_0$. Thus

$$\psi(a) = \psi(b) \implies d_{X}(a, b) < \delta_0.$$ 

Now by Theorem 11 there exists an isometric embedding $h_1 : N_1 \to \mathbb{E}^{2(n+2)+1} = \mathbb{E}^{2n+5}$. Letting $f := h_1 \circ \psi$ we obtain a map from $X$ into $\mathbb{E}^{2n+5}$ which satisfies

1. If $f(x) = f(x')$, then $d_{X}(x, x') < \delta_0$
2. The map $f$ is an isometry when restricted to $D_1$. That is,

$$d_{f(X)}(f(x), f(x')) = d_{X}(x, x')$$

for all $x, x' \in D_1$.

This completes the proof of Lemma 3. \(\Box\)

**Remark 5.** Similar to Remark 4 above about the metric $g$, the map $\psi$ defined above is different from what we will need to prove the Main Theorem. The actual map $\psi_1$ needed to prove the Main Theorem will be defined with the rest of the collection $(\psi_i)$ in Section 6 below.

6. **Step 3: Recursively constructing the open covers $\{\Omega_i\}$, Euclidean polyhedra $\{(N_i, g_i)\}$, and the functions $\{\psi_i\}, \varphi_{i+1,i} \text{, and } \{h_i\}$**

6.1. **Construction of $\Omega_i$.** In Section 5 we have already defined $\mathcal{U}_1, \mathcal{V}_1, \mathcal{W}_1, \Omega_1$, and $N_1$. We also have that $\operatorname{mesh}(\Omega_1) \leq \alpha_1$, $\operatorname{mesh}(\mathcal{V}_1) \leq \beta_1$, and $\operatorname{mesh}(\mathcal{W}_1) \leq \varepsilon_1$ with $0 < \varepsilon_1 < \beta_1 < \alpha_1 < \delta_0$ for some fixed initial $\delta_0$.

Now, let $\delta_1$ denote the Lebesgue number of $\Omega_1$. Notice that $0 < \delta_1 \leq \operatorname{mesh}(\mathcal{W}_1) < \varepsilon_1$. For general $i$ we let $\delta_{i-1}$ denote the Lebesgue number of $\Omega_{i-1}$, and we construct $\mathcal{U}_i, \mathcal{V}_i$, and $\mathcal{W}_i$ in such a way that

1. $\operatorname{order}(\mathcal{U}_i \cup \mathcal{V}_i) = 3$
2. $\operatorname{order}(\mathcal{W}_i) \leq n + 1$
3. $\operatorname{mesh}(\mathcal{W}_i) \leq \alpha_i$, $\operatorname{mesh}(\mathcal{V}_i) \leq \beta_i$, and $\operatorname{mesh}(\mathcal{W}_i) \leq \varepsilon_i$ where $0 < \varepsilon_i < \beta_i < \alpha_i < \delta_{i-1}$
4. $\Omega_i := \mathcal{U}_i \cup \mathcal{V}_i \cup \mathcal{W}_i$ is an open cover of $X$ of order $n+3$ which is a refinement of $\Omega_{i-1}$.

The constructions of $\mathcal{U}_i, \mathcal{V}_i$, and $\mathcal{W}_i$ are detailed below, and in the case of $\mathcal{U}_i$ and $\mathcal{W}_i$ the constructions are nearly identical to that of Section 5. Also recall that in Section 4 we have already defined $D_i, \Gamma_i, D'_i$, and $\Gamma'_i$.

**Construction of $\mathcal{U}_i$.** This is, for the most part, identical to the construction of $\mathcal{U}_1$ from Section 5. At stage $i$ we will require that $\alpha_i$ is chosen small enough so that no member of $\mathcal{U}_i$ contains any “midpoints” from stage $(i-1)$ (which will make sense after we construct $\mathcal{V}_i$ below). Also, when constructing $\mathcal{U}_i$, we will make very small alterations to the sets in $\mathcal{U}_1$. But otherwise everything is exactly the same.
**Construction of \( \mathcal{Y}_i \).** This is the one construction that is a lot different than that in Section 5. It is not so much that the construction is different, but we need to ensure that we have a lot of control over certain aspects here for future considerations.

Since we have already constructed \( \mathcal{Y}_i := \mathcal{Y} \) in Section 5, we assume that \( \mathcal{Y}_{i-1} \) has already been constructed and use it to construct \( \mathcal{Y}_i \). Fix a geodesic \( \gamma \in \Gamma_i \). If \( \gamma \notin \Gamma_{i-1} \), then we use the exact same procedure as in Section 5 to produce the associated members of \( \mathcal{Y}_i \) (at least, along any geodesic segment of \( \gamma \) which does not intersect any members of \( \Gamma_{i-1} \)).

So assume that \( \gamma \in \Gamma_i \) and \( \gamma \in \Gamma_{i-1} \). Recall that the image of \( \gamma \) may potentially be subdivided into several geodesic segments contained in \( \Gamma'_i \). Let \( \gamma_i \in \Gamma'_i \) denote one such geodesic segment of \( \gamma \), and then the construction below can be carried out on each such geodesic segment. Note that since \( \gamma \in \Gamma_{i-1} \), there exists a geodesic segment \( \gamma_{i-1} \) of \( \gamma \) contained in \( \Gamma'_{i-1} \) and containing \( \gamma_i \). Let

\[
\overline{\gamma}_{i-1} = \text{im}(\gamma_{i-1}) \setminus \bigcup_{U \in \mathcal{U}_{i-1}} U
\]

denote the portion of the geodesic segment \( \gamma_{i-1} \) not contained in any open sets in \( \mathcal{U}_{i-1} \) (so we just truncate off the ends of \( \text{im}(\gamma_{i-1}) \)). Recall that, in the construction of \( \mathcal{Y}_{i-1} \) in Section 5, we subdivided \( \overline{\gamma}_{i-1} \) into equidistant subintervals. Let us say that there are \( N_{i-1} \) of these subintervals, each of length \( \xi_{i-1} \). Let \( x_0, x_1, \ldots, x_{N_{i-1}} \) denote the endpoints of these subintervals, and let \( m_1, m_2, \ldots, m_{N_{i-1}} \) denote the midpoints of these subintervals (all as points in \( \mathcal{X} \)). Then the open sets that \( \gamma_{i-1} \) contributed to \( \mathcal{Y}_{i-1} \) were the sets of the form

\[
b \left( [x_{k-1}, x_k], \frac{1}{2} \xi_{i-1} \right)
\]

where \([x_{k-1}, x_k]\) denotes the geodesic segment of \( \gamma_{i-1} \) from \( x_{k-1} \) to \( x_k \).

We now construct the open sets that \( \gamma_i \) contributes to \( \mathcal{Y}_i \). What we want to do is to subdivide the geodesic segment

\[
\overline{\gamma}_i := \text{im}(\gamma_i) \setminus \bigcup_{U \in \mathcal{U}_i} U
\]

into \( N_i \) equidistant subintervals of length \( \xi_i \ll \xi_{i-1} \). Let \( y_0, y_1, \ldots, y_{N_i} \) denote the endpoints of these subintervals, and let \( n_1, n_2, \ldots, n_{N_i} \) denote the midpoints of these subintervals. There would be no issue with any of this if not for the following. We need to ensure that the midpoints \( m_1, m_2, \ldots, m_{N_{i-1}} \) of the subintervals of \( \overline{\gamma}_{i-1} \) are still midpoints of the new subintervals corresponding to \( \overline{\gamma}_i \). What follows is just a detailed explanation showing that this is possible, but the reader who already believes this can consult Figure 9.

First note that the image of \( \gamma_{i-1} \) may be bigger than that of \( \gamma_i \). In what follows we are only going to consider the portion of \( \overline{\gamma}_{i-1} \) which corresponds to \( \overline{\gamma}_i \). Also, as mentioned above in the construction of \( \mathcal{Y}_i \), we choose \( \alpha_i \) small enough so that no midpoints of \( \overline{\gamma}_{i-1} \) were lost in the construction of \( \overline{\gamma}_i \) (unless the center of a member of \( \mathcal{U}_i \) happened to be a midpoint of \( \overline{\gamma}_{i-1} \), but that specific setup will not cause any issues going forward).

Now we define

\[
\xi_i := \frac{\xi_{i-1}}{K_i}
\]
where $K_i$ is a sufficiently large integer to be chosen shortly. Then, since $\xi_{i-1}$ is an integer multiple of $\xi_i$, we can subdivide the geodesic segment
\[ \left[ \gamma \left( \gamma^{-1}(m_1) - \frac{1}{2}\xi_i \right), \gamma \left( \gamma^{-1}(m_{N_{i-1}}) + \frac{1}{2}\xi_i \right) \right] \]
into equidistant subintervals of length $\xi_i$. What is important is to note that each $m_k$, for $1 \leq k \leq N_{i-1}$, will now be a midpoint of one of these subintervals. This is due to the fact that $\xi_{i-1}$ is an integer multiple of $\xi_i$, and that we started at $\gamma \left( \gamma^{-1}(m_1) - \frac{1}{2}\xi_i \right)$.

Let $a$ and $b$ denote the endpoints of $\gamma_i$, and let $U_i^a$ and $U_i^b$ denote the neighborhoods about $a$ and $b$ in $\mathcal{V}_i$. Then for $K_i$ chosen sufficiently large we will have that the interval
\[ \left[ \gamma \left( \gamma^{-1}(m_1) - \frac{1}{2}\xi_i \right), \gamma \left( \gamma^{-1}(m_{N_{i-1}}) + \frac{1}{2}\xi_i \right) \right] \]
does not cover all of $\gamma_i$. In general, there will be “leftover segments” at each end of $\gamma_i$ which have not yet been partitioned into subintervals. But by choosing $K_i$ large, we can make the length of each of these segments close to an integer multiple of $\xi_i$ as we like. So given $\mu_i > 0$ arbitrarily small, we can choose $K_i$ large enough so that the length of each of these end regions is within $\mu_i$ of being an integer multiple of $\xi_i$. Consider the points
\[ z_a := \text{im}(\gamma) \cap \partial U_i^a \quad z_b := \text{im}(\gamma) \cap \partial U_i^b. \]
There exist positive numbers $\mu_a, \mu_b < \mu_i$ such that the “enlarged $U_i$’s” defined by
\[ U_i^a := U_i^a \cup b(z_a, \mu_a) \quad U_i^b := U_i^b \cup b(z_b, \mu_b) \]
will create end regions whose lengths are integer multiples of $\xi_i$. So we replace $U_i^a$ and $U_i^b$ with $U_i^a$ and $U_i^b$ in $\mathcal{V}_i$. Note that, since $\mathcal{D}_i'$ is finite, we can choose $\mu_a$ and $\mu_b$ small enough so that the set $\mathcal{V}_i$, with $U_i^a$ and $U_i^b$ inserted in place of $U_i^a$ and $U_i^b$, still satisfies the necessary properties for $\Omega_i$ listed at the beginning of this Section. Then, the neighborhoods that $\gamma$ contributes to $\mathcal{V}_i$ are the $\frac{1}{2}\xi_i$ neighborhoods of each of these subdivisions.

\[ \text{Figure 9. Constructing } \mathcal{V}_i \text{ so that midpoints remain midpoints (with } N_{i-1} = 10). \text{ In general, it will not be the case that } a = x_0 \text{ or } b = x_{10}. \]
Remark 6. Since $\mathcal{D}_{i+1}$ is obtained from $\mathcal{D}_i$ by adding a point, $\Gamma_{i+1}$ is obtained from $\Gamma_i$ by inserting “new” geodesics from this point to the points of $\mathcal{D}_i$. Then since the entire collection $\{\Gamma'_i\}_{i=1}^\infty$ is defined before any of the collections $\Omega_i$ are constructed, we require $\xi_i$ to be small enough so that none of the neighborhoods in $\mathcal{V}_i$ meet any of the “new” geodesic segments from $\Gamma_{i+1}$ (unless the image of that geodesic intersects a member of $\Gamma_i$, of course).

Construction of $\mathcal{W}_i$. This is identical to the construction of $\mathcal{W}_1$ from Section 5.

6.2. Construction of $\mathcal{N}_i$, and endowing $\mathcal{N}_i$ with an initial metric $g'_i$. Just as in Section 5, $\mathcal{N}_i$ denotes the nerve of $\Omega_i$. The same argument as in Section 5 also shows that order($\Omega_i$) $\leq n + 3$, implying that dim($\mathcal{N}_i$) $\leq n + 2$. What we do now is define a “preliminary” metric $g'_i$ on $\mathcal{N}_i$. Later in this Section, while in the process of defining the maps $h_i$, we will (possibly) alter the metric $g'_i$ slightly to obtain a new metric $g_i$ so that the maps $\psi_i$, $\varphi_{i+1,i}$, and $h_i$ satisfy certain desirable geometric properties.

Let $(\omega_i)_{i=1}^\infty$ be a monotone decreasing sequence of positive real numbers which converges to 0. The sequence $(\omega_i)_{i=1}^\infty$ will be required to converge to 0 at a sufficiently fast rate, to be specified later when defining the maps $\varphi_{i+1,i}$.

If any vertex of any edge $e \in \mathcal{N}_i$ corresponds to an open set in $\mathcal{W}_i$, define $g'_i(e) := M'_i$, where $M'_i$ is a large constant. Otherwise, both vertices of $e$ correspond to open sets in $\mathcal{U}_i \cup \mathcal{V}_i$. Let $A, B \in \mathcal{U}_i \cup \mathcal{V}_i$ denote the open sets corresponding to the vertices of $e$, respectively. Since no two open sets of $\mathcal{U}_i$ intersect nontrivially, at least one of $A$ or $B$ is in $\mathcal{V}_i$. Let $\gamma \in \Gamma'_i$ be the geodesic corresponding to this open set, and note that $\gamma$ is well-defined since if both $A, B \in \mathcal{V}_i$ and $A \cap B \neq \emptyset$ then $A$ and $B$ correspond to the same geodesic.

Recall that in the definition of $\mathcal{V}_i$ we subdivided the geodesic segment

$$\mathcal{V} := \text{im}(\gamma) \setminus \bigcup_{U \in \mathcal{U}_i} U$$

into equidistant subintervals of length $\xi_i$. Then we define

$$g'_i(e) := (1 - \omega_i)\xi_i.$$  \hspace{1cm} (6.3)

The exact same argument as in Section 5 shows that, by choosing $M'_i$ large enough, we have that $g'_i$ is a Euclidean metric on $\mathcal{N}_i$. Also, by choosing $\varepsilon_i$ sufficiently small, we can ensure that the shortest path between two vertices corresponding to members of $\mathcal{U}_i$ is the edge-path corresponding to the geodesic in $\Gamma_i$ between those points.

6.3. The maps $\psi_i$ and $\varphi_{i+1,i}$. In this Subsection we define, for all $i \in \mathbb{N}$, maps $\psi_i : \mathcal{X} \to \mathcal{N}_i$ and $\varphi_{i+1,i} : \mathcal{N}_{i+1} \to \mathcal{N}_i$. Unfortunately, by necessity, our construction is is sort of roundabout. What we first do is define $\psi_i$ on the geodesic segments of $\Gamma'_i$ for all $i$. From there we define the map $\varphi_{i+1,i}$ again for all $i$, and then we use the collection $(\varphi_{i+1,i})$ to finish defining $\psi_i$. 
Defining $\psi_i : \text{im}(\Gamma_i^\prime) \rightarrow N_i$. Let $\gamma \in \Gamma_i^\prime$, let $m_1, m_2, \ldots, m_{N_i}$ denote the midpoints of the geodesic segments of $\gamma$ corresponding to the construction of $\mathcal{Y}_i$, and let $x$ and $y$ denote the endpoints of $\gamma$. By construction, each $m_j$ is contained in a unique open set $V_j \subset \Omega_i$. So we define $\psi_i(m_j) = v_j$, where $v_j$ is the vertex of $N_i$ corresponding to $V_j$. Likewise, both $x$ and $y$ are contained in unique open sets $U_x, U_y \in \Omega_i$. So we define $\psi_i(x) = v_x$ and $\psi_i(y) = v_y$, where $v_x$ and $v_y$ are the vertices of $N_i$ corresponding to $U_x$ and $U_y$, respectively.

We now need to extend $\psi_i$ over all of $\gamma$. For the geodesic segments $[m_1, m_2], [m_2, m_3], \ldots, [m_{N_i-1}, m_{N_i}]$ we just extend linearly. But on the geodesic segments $[x, m_1]$ and $[m_N, y]$ the map $\psi_i$ will not be linear. To define $\psi_i$ here, let $m_0$ and $m_{N_i+1}$ be as in the construction of $\mathcal{Y}_i$ (or see Figure 9 and/or 10). We define $\psi_i([x, m_0]) = v_x$ and $\psi_i([m_{N_i+1}, y]) = v_y$, and we define $\psi_i$ linearly on $[m_0, m_1]$ and $[m_N, m_{N_i+1}]$. Lastly, note that $\psi_i$ is $(1 - \omega_i)$-Lipschitz over all of $\text{im}(\Gamma_i)$.

Defining $\varphi_{i+1,i} : N_{i+1} \rightarrow N_i$. Recall that the mesh of $\Omega_{i+1}$ is strictly less than one third of the Lebesgue number of $\Omega_i$. Therefore $\Omega_{i+1}$ is a star-refinement of $\Omega_i$. This means that for all $U \in \Omega_{i+1}$, there exists $V \in \Omega_i$ such that $V$ contains both $U$ and every member of $\Omega_{i+1}$ which meets $U$.

Let us first define $\varphi_{i+1,i} : N_{i+1} \rightarrow N_i$ on the vertices of $N_{i+1}$ which correspond to members of $\mathcal{W}_{i+1}$. Let $v \in N_{i+1}$ be such a vertex, and let $W_v \in \mathcal{W}_{i+1}$ denote the open set corresponding to $v$. Then define $\varphi_{i+1,i}(v)$ to be the barycenter of the maximal simplex in $N_i$ whose vertices all correspond to open sets in $\Omega_i$ which contain $W_v$, which clearly exists since $\Omega_{i+1}$ refines $\Omega_i$.

Now suppose $v \in N_{i+1}$ is a vertex corresponding to some set $U_v \in \mathcal{W}_{i+1}$. Let $x_v \in \mathcal{D}_{i+1}$ denote the center of $U_v$. Either $x_v \in \mathcal{D}_i$ or $x_v \notin \mathcal{D}_i$. If $x_v \in \mathcal{D}_i$, then $\varphi_{i+1,i}$ maps $v$ to the vertex in $N_i$ corresponding to the member of $\mathcal{W}_i$ containing $x_v$. Otherwise $x_v \notin \mathcal{D}_i$ and we treat $v$ as if $U_v$ were in $\mathcal{W}_{i+1}$ and map $v$ to the barycenter of the simplex spanned by all vertices corresponding to members of $\Omega_i$ which contain $U_v$. Note that this definition is consistent, since if $x_v \in \mathcal{D}_i$ then $U_v$ is contained in only one element of $\Omega_i$.

Lastly, suppose that $v \in N_{i+1}$ is a vertex corresponding to some set $V \in \mathcal{Y}_{i+1}$, and let $\gamma \in \Gamma_{i+1}$ be the geodesic corresponding to $V$. If $\gamma$ does not correspond to a geodesic in $\Gamma_i$ then just as above we treat $v$ as if $V$ were in $\mathcal{W}_{i+1}$ and map $v$ to the barycenter of the maximal simplex spanned by all of the vertices corresponding to members of $\Omega_i$ which contain $V$.

So suppose $\gamma$ does correspond to a geodesic in $\Gamma_i$. Let $[x, y]$ denote the geodesic segment of $\gamma$ corresponding to $V$, and let $m$ denote the midpoint of this segment. If $m$ is the midpoint of some subinterval corresponding to a set $V' \in \mathcal{Y}_i$, then we define $\varphi_{i+1,i}(v)$ to be the vertex in $N_i$ corresponding to $V'$. So suppose that $m$ is not the midpoint of any subinterval corresponding to a member of $\mathcal{Y}_i$. Using the same notation as in Section 5, let $m_0, m_1, \ldots, m_{N+1}$ denote the midpoints of the subintervals of $\gamma$ with respect to the cover $\mathcal{Y}_i$ (please see figure 10). Let $a$ and $b$ be the endpoints of $\gamma$ so, in particular, $a, b \in \mathcal{D}_i$. Let $m_j, m_{j+1}$ be the two midpoints of geodesic segments corresponding to elements of $\mathcal{Y}_i$ nearest to $m$ (and where one of these midpoints could instead be either $a$ or $b$, please see Figure 10). Let $V_j, V_{j+1} \in \mathcal{Y}_i$ be the open sets corresponding to $m_j$ and $m_{j+1}$, and let $v_j, v_{j+1} \in N_i$ be the corresponding vertices in $N_i$. Then the vertices $v_j$ and $v_{j+1}$ are adjacent in $N_i$ via some edge $e$, and if neither $m_j = a$ nor $m_{j+1} = b$ then we have the following
two equalities
\[
d_X(m_j, m) + d_X(m, m_{j+1}) = \xi_i
\]
where \(d'_i(\cdot)\) denotes the path metric on \(\mathcal{N}_i\) induced by the metric \(g'_i\). In this case, define \(\varphi_{i+1,i}(v) = p \in e\) where \(p\) is the unique point on \(e\) which satisfies both
\[
(6.4) \quad d'_i(v_j, p) = (1 - \omega_i)d_X(m_j, m) \quad d'_i(p, v_{j+1}) = (1 - \omega_i)d_X(m, m_{j+1}).
\]

Now, if either \(m_j = a\) or \(m_{j+1} = b\) then \(\psi_i(m_j) = \psi_i(m_{j+1})\) and therefore \(v_j = v_{j+1}\). So \(d'_i(v_j, v_{j+1}) = 0\) and by necessity we define \(\varphi_{i+1,i}(v) = v_j\). For a picture, please see Figure 10

Now, to extend \(\varphi_{i+1,i}\) to all of \(\mathcal{N}_{i+1}\) just note that by the “star-refinement” remark, adjacent vertices of \(\mathcal{N}_{i+1}\) are mapped to adjacent simplices of \(\mathcal{N}_i\). The metric \(g'_i\) restricted to these two adjacent simplices is uniquely geodesic. So we extend \(\varphi_{i+1,i}\) along the 1-skeleton of \(\mathcal{N}_{i+1}\) via these geodesics, and analogously we extend to all of \(\mathcal{N}_{i+1}\).

**Defining \(\psi_i\) over all of \(\mathcal{X}\).** Note that, for \(i < j\), we have a map \(\varphi_{j,i} : \mathcal{N}_j \to \mathcal{N}_i\) defined by composition. In [Isb59] Isbell proves that, if each map \(\varphi_{i+1,i}\) mapped every vertex of \(\mathcal{N}_{i+1}\) to the barycenter of the simplex spanned by all members of \(\Omega_i\) which contained the corresponding open set, then \(\mathcal{X}\) would be homeomorphic to the inverse limit of the system \((\mathcal{N}_i, \varphi_{j,i})\). Let us call such a map a *barycentric map,*
and such a system a barycentric system. One remark is that, for Isbell’s result, it is necessary that \( \Omega_{i+1} \) be a star-refinement of \( \Omega_i \) for each \( i \) (as is the case here).

The map \( \phi_{i+1,i} \) as we have defined it is very nearly a barycentric map. It is barycentric on all vertices of \( \mathcal{N}_{i+1} \) corresponding to members of \( \mathcal{W}_{i+1} \cup \mathcal{W}_{i+1} \). If \( v \in \mathcal{N}_{i+1} \) is a vertex corresponding to a member \( V \in \mathcal{W}_{i+1} \) corresponding to a geodesic \( \gamma \in \Gamma_{i+1} \), then \( \phi_{i+1,i} \) is barycentric with respect to \( v \) if either \( \gamma \not\in \Gamma_i \) or if \( v \) corresponds to a midpoint of \( \gamma \) at stage \( i \). So the only case in which \( \phi_{i+1,i} \) is not barycentric with respect to \( v \) is when the corresponding geodesic \( \gamma \) is in \( \Gamma_i \) and \( v \) does not correspond to a midpoint for \( \gamma \) in the \( i \)th stage. But for such vertices \( v \), the barycentric map would just send \( v \) to the barycenter of the corresponding edge in \( \mathcal{N}_i \), whereas our definition via equation (6.4) just shifts the image along this edge by a distance of at most \( \frac{1}{2}(1-\omega_i)\xi_i \).

We need to analyze Isbell’s argument in [Isb59] to ensure that it still applies to our setting. So a quick outline is as follows. For any \( x \in \mathcal{X} \), let \( \sigma^i(x) = \sigma^i \) denote the closed simplex in \( \mathcal{N}_i \) corresponding to the set of all elements in \( \Omega_i \) which contain \( x \). Let \( f_{j,i} : \mathcal{N}_j \to \mathcal{N}_i \) be the composition of the barycentric maps. We have that \( f_{i+1,i}(\sigma^{i+1}) \subseteq \sigma^i \) since \( \Omega_{i+1} \) is a star-refinement of \( \Omega_i \). So \( (\sigma^i, f_{j,i}) \) is an inverse system of compact spaces, and therefore its limit is a nonempty subset of the limit space of the larger barycentric system \( (\mathcal{N}_i, f_{j,i}) \). Isbell endows each \( \mathcal{N}_i \) with the metric where the distance between two points is defined as the maximum difference in their corresponding barycentric coordinates. If \( v \in \mathcal{N}_{i+1} \) is a vertex and \( u \in \mathcal{N}_i \) is a vertex corresponding to an open set which contains the star of the open set corresponding to \( v \), then \( f_{n+1,n} \) sends the closed star of \( v \) into the set of all points with \( u \)th barycentric coordinate at least \( 1/(N+1) \) (where \( N = n + 2 \) denotes the dimension of \( \mathcal{N}_i \) for all \( i \)). Then each map \( f_{i+1,i} \) is \( (N/(N+1)) \)-Lipschitz. Therefore, the inverse limit of \( (\sigma^i, f_{j,i}) \) is a single point in the limit space of \( (\mathcal{N}_i, f_{j,i}) \), which we identify with \( x \).

First, note that the metric that we are putting on \( \mathcal{N}_i \) in this paper is very different than what Isbell uses. But the conclusion of Isbell’s result is purely topological, and so this does not cause any issue since both metrics induce the same topology as that inherited from the simplicial complex structure of \( \mathcal{N}_i \). We will show that for \( \varepsilon_{i+1} \) sufficiently small the map \( \phi_{i+1,i} \) is still \( (N/(N+1)) \)-Lipschitz with respect to Isbell’s metric. Then \( \mathcal{X} \) will be naturally identified with the inverse limit of the system \( (\mathcal{N}_i, \phi_{j,i}) \), and we will show that the projection maps \( \psi_i \) agree with our definition above on \( \Gamma_i \).

Let \( v \in \mathcal{N}_{i+1} \) be a vertex on which \( \phi_{i+1,i} \) is not barycentric. Let \( \gamma \in \Gamma_{i+1} \) be the corresponding geodesic, let \( m_v \in \mathcal{X} \) be the midpoint corresponding to \( v \) corresponding to stage \( (i+1) \), and let \( V \in \mathcal{W}_{i+1} \) be the corresponding open set. Since \( \phi_{i+1,i} \) is not barycentric on \( v \), we know that \( \gamma \not\in \Gamma_i \) and that \( m_v \) is not a midpoint of \( \gamma \) corresponding to stage \( i \). Let \( m_j, m_{j+1} \) denote the midpoints nearest \( m_v \) in stage \( i \) with corresponding vertices \( v_j, v_{j+1} \in \mathcal{N}_i \). Lastly, let \( V_j, V_{j+1} \in \mathcal{W}_i \) denote the open sets corresponding to \( v_j \) and \( v_{j+1} \), respectively.

The two key observations are the following. The first is that since \( m_v \) is not a midpoint at stage \( i \), we may choose \( \varepsilon_{i+1} \) small enough so that both \( V_j \) and \( V_{j+1} \) contain the star of \( V \). The second is that, by the construction of \( \Omega_{i+1} \), \( V_j \) and \( V_{j+1} \) are the only members of \( \Omega_i \) which have nontrivial intersection with \( V \). So if \( W \in \mathcal{W}_{i+1} \) is in the star of \( V \), then the elements of \( \Omega_i \) which contain \( W \) are precisely
vertices corresponding to members of $V_N$ as well (in difference in the barycentric coordinates of these vertices by more than $N/(N+1)$).

Since $\phi$ and $\phi_\omega$ are $1$-Lipschitz, but due to linearity may instead be $1$-expanding. To examine this case, let $a$ and $b$ denote the vertices of $e$. Also, let $U_a, U_b \in \Omega_i$ denote the open sets corresponding to $a$ and $b$. By Remark 6, if $\gamma \notin \Gamma_i$, then the only members of $\Omega_i$ which contain $U_a$ and $U_b$ come from $\mathcal{W}_i$. Therefore, $a$ and $b$ are mapped by $\phi_{i+1,i}$ to the barycenter of equilateral simplices in $N_i$, each of whose edges have

$V_j$ and $V_{j+1}$. Therefore, if $w$ is the vertex in $N_{i+1}$ corresponding to $W$, then

$$\phi_{i+1,i}(w) = \frac{1}{2}v_j + \frac{1}{2}v_{j+1}.$$  

So it is clear that the maximal difference in the barycentric coordinates of $\phi_{i+1,i}(v)$ and $\phi_{i+1,i}(w)$ is less than or equal to $1/2$. The vertex $v$ is also adjacent to two other vertices corresponding to members of $\mathcal{W}_{i+1}$. But it is clear that $\phi_{i+1,i}$ reduces the difference in the barycentric coordinates of these vertices by more than $N/(N+1)$ as well (in $N_{i+1}$ their difference is $1$, whereas in $N_i$ it is less than $\frac{1}{2}(1 - \omega_i)\xi_i << N/(N+1)$).

Therefore, the same argument as in Isbell’s paper holds, and we have that $X$ is the inverse limit of the system $(N_i, \phi_{i,i})$. The map $\psi_i : X \rightarrow N_i$ is then the natural projection map. If we fix $\gamma \in \Gamma$, then this map $\psi_i$ will agree with our original definition above on all points in the image of $\gamma$ which are eventually midpoints of some subinterval in the construction of some $\mathcal{W}_j$. This forms a dense set in the image of $\gamma$, and so by continuity $\psi_i$ will agree with our original definition over all of $\gamma$.

6.4. The geometry of $\phi_{i+1,i}$. In this Subsection we will show that $\phi_{i+1,i}$ is $1$-Lipschitz over “most” of $N_{i+1}$ for $M_{i+1}$ chosen large enough. As is discussed in Section 5, the piecewise flat Euclidean metric on $N_{i+1}$ is completely determined by the lengths that $g_{i+1}$ associates to each edge of $N_{i+1}$. So for each edge $e$ of $N_{i+1}$ we need to consider the length of the piecewise linear segments of $\phi_{i+1,i}(e)$.

Let $e \in N_{i+1}$ be an edge. If one or both of the vertices of $e$ correspond to members of $\mathcal{W}_{i+1}$, then $\ell(e) = M_{i+1}$. If $M_{i+1}$ is chosen large enough then we can ensure that $\ell(\phi_{i+1,i}(e)) < \ell(e)$ for all such edges $e$ (since $N_{i+1}$ is finite). Moreover, we can choose $M_{i+1}$ large enough so that $\phi_{i+1,i}$ is $1$-Lipschitz over all equilateral simplices of $N_{i+1}$ with edge lengths $M_{i+1}$.

So now suppose that neither vertex of $e$ corresponds to an open set in $\mathcal{W}_{i+1}$. Let $\gamma \in \Gamma_{i+1}$ be the (unique) associated geodesic, and let $\xi_{i+1}$ denote the length of the subintervals associated to $\gamma$ in stage $i+1$. There are two cases:

Case 1: $\gamma \in \Gamma_i$. If $e$ corresponds to a geodesic segment on one of the “ends” of $\gamma$, then $\phi_{i+1,i} \mapsto \gamma$ all of $e$ to a vertex in $N_i$ corresponding to an element of $\mathcal{W}_i$ (see Figure 10). So, in particular, $\phi_{i+1,i}$ is $1$-Lipschitz when restricted to this edge (since the image has length 0). So now suppose $e$ corresponds to an “interior” segment of $\gamma$. Then by equation 6.4 we have that

$$\ell(\phi_{i+1,i}(e)) = \frac{1 - \omega_i}{1 - \omega_{i+1}} \ell(e).$$

Since $\omega_{i+1} < \omega_i$, we see that, again, $\phi_{i+1,i}$ is $1$-Lipschitz when restricted to this edge $e$. So again it is easy to see that we may choose $M_{i+1}$ large enough so that $\phi_{i+1,i}$ is $1$-Lipschitz on all simplices containing such an edge $e$.

Case 2: $\gamma \notin \Gamma_i$. This is the one and only case when $\phi_{i+1,i}$ may not be $1$-Lipschitz, but due to linearity may instead be $1$-expanding. To examine this case, let $a$ and $b$ denote the vertices of $e$. Also, let $U_a, U_b \in \Omega_i$ denote the open sets corresponding to $a$ and $b$. By Remark 6, if $\gamma \notin \Gamma_i$, then the only members of $\Omega_i$ which contain $U_a$ and $U_b$ come from $\mathcal{W}_i$. Therefore, $a$ and $b$ are mapped by $\phi_{i+1,i}$ to the barycenter of equilateral simplices in $N_i$, each of whose edges have
length $M'_i$. If $U_a$ and $U_b$ are contained in the exact same open sets of $\Omega$, then $\varphi_{i+1,i}(a) = \varphi_{i+1,i}(b)$ and $\varphi_{i+1,i}$ is 1-Lipschitz on $e$ (since the length of the image is 0). Otherwise, $\varphi_{i+1,i}(a)$ and $\varphi_{i+1,i}(b)$ are the barycenters of adjacent simplices in $N_i$. In this case, it is clear that for a sufficiently large choice of $M'_i$ that

$$
\ell(\varphi_{i+1,i}(e)) \geq 2d'_i(b(\sigma), \partial(\sigma)) > (1 - \omega_{i+1})\omega_i = \ell(e)
$$

where $\sigma$ denotes an equilateral $(n + 2)$-dimensional simplex whose edges all have length $M'_i$, $b(\sigma)$ denotes the barycenter of $\sigma$, and $\partial(\sigma)$ denotes the boundary of $\sigma$.

So in conclusion, $\varphi_{i+1,i}$ is 1-Lipschitz except on portions of the open star of the image under $\psi_{i+1}$ of geodesic segments in $\Gamma_{i+1} \setminus \Gamma_i$.

6.5. Altering the metric $g'_i$ to obtain the metric $g_i$, and the construction of the map $h_i$. For each $i \in \mathbb{N}$ we have now defined maps $\psi_i : \mathcal{X} \to N_i$ and $\varphi_{i+1,i} : N_{i+1} \to N_i$. Also, for $j > i$, we can also define the map $\varphi_{j,i} : N_j \to N_i$ as the composition $\varphi_{i+1,i} \circ \varphi_{i+2,i+1} \circ \ldots \circ \varphi_{j-1,j-1}$. Note that, since $\varphi_{i+1,i}$ was defined on vertices and then extended linearly, each map $\varphi_{j,i}$ is piecewise linear (pl).

As a preliminary step, we first (sequentially) enlarge the constants $M'_i$ to obtain new constants $M''_i$ so that inequality (6.5) is satisfied for all edges $e$ for which that setup applies. Let us call this new metric $g''_i$. The order in which we define things is as follows. Once we have defined $g_1$ and $h_1$, we use Lemma 8 to approximate $h_1 \circ \varphi_{2,1}$ with a map denoted $H_2$. The use of Lemma 8 possibly requires us to enlarge the constants $M''_1$, which will lead to the metric $g_2$. Then from here we use Theorem 10 to approximate $H_2$ with our desired map $h_2$. We then iterate this construction. So we use Lemma 8 to construct $H_3$ which approximates $h_2 \circ \varphi_{3,2}$, and so on.

The map $h_1 : N_1 \to \mathbb{E}^{3n+6} \subset \mathbb{R}^{3n+6,1}$ is simply any pl isometric embedding, whose existence is guaranteed by Theorem 10 in Section 3 (or see [Min15]). Let $(\rho_i)_{i=1}^{\infty}$ be a monotone decreasing sequence of positive real numbers which converges to zero. The map $h_i$ will be a $\rho_i$ approximation of $h_{i-1}$ for each $i$, and in Section 7 we will put restrictions on how quickly we demand the sequence $(\rho_i)$ to converge to 0.

Let $H'_2 := h_1 \circ \varphi_{2,1} : N_2 \to \mathbb{R}^{3n+6,1}$. Since $H'_2$ is the composition of pl maps, it is pl. So let $T_2$ be a triangulation of $N_2$ on which $H'_2$ is simplicial. Define $S_2 \subset T_2$ by

$$
S_2 = \{ \Delta \in T_2 \mid \exists \gamma \in \Gamma_2 \setminus \Gamma_1 \text{ such that } \Delta \cap \text{im}(\psi_2 \circ \gamma) \neq \emptyset \}.
$$

So $S_2$ is just the set of all simplices in $T_2$ with an edge corresponding to a geodesic which is in $\Gamma_2$ but not in $\Gamma_1$. From Subsection 6.4 we know that $\varphi_{2,1}$, and thus $H'_2$, is 1-Lipschitz outside on $T_2 \setminus S_2$, and on $S_2$ the map $H'_2$ is expanding along (most of) the edges which correspond to members of $\Gamma'_2$.

So we apply Lemma 8 (and Remark 3) sequentially to each edge in $S_2$ corresponding to a geodesic in $\Gamma'_2$ on which $H'_2$ is expanding. In applying Lemma 8 to any such edge we may need to increase the constant $M''_2$ as required by the Lemma. We then define $M_2$ to be the maximum required constant over all of the edges, and this defines the Euclidean metric $g_2$. The resulting map, call it $H_2$, will now be 1-Lipschitz over all of $N_2$ and can be constructed so as to be a $\frac{\ell}{M_2}$-approximation of $H'_2$. Let $T'_2$ be a triangulation of $N_2$ on which $H_2$ is simplicial.

Let $\pi^+ : \mathbb{R}^{3n+6,1} \to \mathbb{R}^{3n+6,1}$ be the projection onto the first $(3n + 6)$ “positive” coordinates, and similarly define $\pi^- : \mathbb{R}^{3n+6,1} \to \mathbb{R}^{3n+6,1}$ to be the projection onto
the one “negative” coordinate. Let $H^+_2 = \pi^+ \circ H_2$ and $H^-_2 = \pi^- \circ H_2$. Let $G^+_2$, $G^-_2$, and $G_2$ denote the quadratic forms induced by $H^+_2$, $H^-_2$, and $H_2$, respectively. Also, by an abuse of notation, we will simply use $g_2$ to denote the quadratic form induced by $g_2$. It is a straightforward calculation (see Section 3 or [M16]) that the induced quadratic form of $H_2$ splits as

$$G_2 = G^+_2 + G^-_2$$

where $G^+_2$ is positive semi-definite and $G^-_2$ is negative semi-definite. The fact that $H_2$ is 1-Lipschitz means that

$$g_2 \geq G_2 = G^+_2 + G^-_2$$

and so

$$G^+_2 \leq g_2 - G^-_2.$$  

Now we apply Theorem 10 to the map $H^+_2$ to obtain a pl embedding $h^+_2 : N^+_2 \to E^{3n+6}$ whose induced quadratic form, denoted $Q^+_2$, will satisfy

$$Q^+_2 = g_2 - G^-_2 \implies Q^+_2 + G^-_2 = g_2$$

over all simplices of some subdivision of $\mathcal{T}'_2$ on which $h^+_2$ is simplicial.

Thus, the pl map $h_2 : N_2 \to R^{3n+6,1}$ defined as the concatenation of $h^+_2$ and $H^-_2$ will be an isometric embedding. When applying Theorem 10 we require that $h^+_2$ is a $\rho_2$-approximation of $H^+_2$, so that $h_2$ is a $\rho_2$-approximation of $h_i \circ \varphi_{i,1}$.

One quick note on the construction of $g_2$ (and the construction of the subsequent metrics $g_i$). When defining $g_2$ we enlarged the constant $M''_2$ to obtain $M_2$. In doing this, we may have caused $\varphi_{i,2}$ to no longer satisfy the geometric properties from the previous Subsection. But we can fix this simply by scaling $M''_2$, and then the above procedure goes through directly.

**Remark 7.** Let $f_i = h_i \circ \psi_i$ and let $f^-_i = \pi^- \circ h_i \circ \psi_i$. Let $N_{i+1} = st(\psi_{i+1}(\Gamma_{i+1} \setminus \Gamma_i))$ denote the open star of the image under $\psi_{i+1}$ of the geodesic segments that are in $\Gamma_{i+1}$ but are not in $\Gamma_i$. It is important to note that the construction of $h_{i+1}$ from $h_i$ only changes the negative coordinate of points in $N_{i+1}$. That is, if $p \notin N_{i+1}$ then $h^-_{i+1}(p) = h^-_i(p)$. In particular, if $x \in \text{im}(\gamma)$ for some $\gamma \in \Gamma_i$, then $f^-_i(x) = f^-_{i+1}(x)$.

### 7. Step 4: Finishing the proof of the Main Theorem

Via the constructions in Section 6, we have that $\mathcal{X}$ is the inverse limit of the system $(N_i, \varphi_{j,i})$ with “projection” maps $\psi_i : \mathcal{X} \to N_i$ (the quotes are because these maps are definitely not 1-Lipschitz). We have constructed isometric embeddings $h_i : N_i \to R^{3n+6,1}$ in such a way that $h_i$ is a $\rho_i$-approximation of $h_{i-1} \circ \varphi_{i-1,1}$ for each $i$. So we then define $f_i : \mathcal{X} \to R^{3n+6,1}$ by $f_i := h_i \circ \psi_i$, and let $f = \lim_{i \to \infty} f_i$.

Notice that for all $x \in \mathcal{X}$ and for all $i$:

$$|f_{i+1}(x) - f_i(x)| = |(h_{i+1} \circ \psi_{i+1})(x) - (h_i \circ \psi_i)(x)|$$

$$\leq |(h_i \circ \varphi_{i+1,i} \circ \psi_{i+1})(x) - (h_i \circ \psi_i)(x)| + \rho_i$$

$$= |(h_i \circ \psi_i)(x) - (h_i \circ \psi_i)(x)| + \rho_i$$

$$= \rho_i$$

where $|\cdot|$ denotes the Euclidean norm on $E^{3n+7}$. Thus, for $\rho_i$ chosen sufficiently small, the maps $(f_i)$ converge uniformly to $f$. Hence $f$ is continuous.
In the next three Subsections we show that $f$ is injective, that $f$ preserves the energy of paths in $\Gamma$, and that this construction can be done so that $\pi^+ \circ f$ is not locally Lipschitz (all for $(\rho_i)$ chosen sufficiently small). In Subsection 7.4 we will then show how to extend this proof to spaces which are proper instead of compact. One final remark is that, throughout this Section, $| \cdot |$ will always denote the Euclidean norm on $\mathbb{E}^{3n+7}$ and $\langle \cdot, \cdot \rangle$ will denote the Lorentzian quadratic form on $\mathbb{R}^{3n+6}$.

7.1. Verifying that $f$ is injective. This is a pretty standard trick due to Nash in [Nas54]. Let

$$ \Delta_k = \{(x, y) \in \mathcal{X} \times \mathcal{X} | d_\mathcal{X}(x, y) \geq 2^{-k} \}.$$ 

Being a closed subset of the compact space $\mathcal{X} \times \mathcal{X}$, the set $\Delta_k$ is compact.

Recall that $\alpha_i$ equals the mesh of the covering $\Omega_i$. For each $k \in \mathbb{N}$, let $k'$ be the smallest positive integer so that $\alpha_{k'} < 2^{-k}$. Of course, this property will also be satisfied for all $\ell \geq k'$. If a point pair $(x, y) \in \Delta_k$ then the points $x$ and $y$ are necessarily contained in different members of $\Omega_k$. Therefore, $\psi_{k'}(x) \neq \psi_{k'}(y)$.

For each $\ell \geq k'$ define a function $\zeta_\ell : \Delta_k \to \mathbb{R}$ defined by

$$ \zeta_\ell(x, y) = |f_\ell(x) - f_\ell(y)|. $$

Since $\psi_\ell$ separates points in $\Delta_k$ and $h_\ell$ is an embedding, $\zeta_\ell > 0$ over all of $\Delta_k$. Then since $\Delta_k$ is compact, there exists some $\mu_\ell > 0$ so that $\zeta_\ell(x, y) \geq \mu_\ell$ for all $(x, y) \in \Delta_k$. Therefore, at each stage $\ell \geq k'$, if we choose $\rho_\ell < \frac{\mu_\ell}{2b}$ then no pair of points in $\Delta_k$ can come together in the limit $\lim_{i \to \infty} f_i$. Observe that at any stage $i$, there are only finitely many $k$ so that $k' < i$. So this only ever results in a finite set of choices for $\rho_i$. Eventually any two distinct points are contained in $\Delta_k$ for some $k$, completing the proof that $f$ is injective for $(\rho_i)$ sufficiently small.

7.2. Verifying that $f$ preserves the energy of any path contained in $\Gamma$. We begin with the following Lemma.

**Lemma 12.** Let $\gamma \in \Gamma$. Then

$$ E(\gamma) = \lim_{k \to \infty} f_k^* E(\gamma). $$

**Proof.** Let $\gamma \in \Gamma$ and let $i$ be the smallest positive integer so that $\gamma \in \Gamma_i$. Then certainly the endpoints of $\gamma$ are contained in $\mathcal{D}_i$, but there may be other points in the image of $\gamma$ that are also in $\mathcal{D}_i$. Let $u_1, u_2, \ldots, u_{k-1}$ denote the members of $\mathcal{D}_i$ that lie in the image of $\gamma$ excluding the endpoints of $\gamma$ (and where it is very possible that $k - 1 = 0$). Then it follows directly from the construction of the map $\psi_i$ and the metric $g_i$ that

$$ \ell(\psi_i \circ \gamma) = (1 - \omega_i) \ell(\gamma) - 2k\alpha_i + \varepsilon $$

where the $\varepsilon$ term only exists due to Subsection 6.1 when we altered the sets of $\mathcal{D}_i$ in order to force midpoints of subintervals of $\gamma$ at any stage to remain midpoints of subintervals at future stages. But in this construction we could make $\varepsilon$ as small as we like by choosing $K_i$ arbitrarily large (see equations (6.1) and (6.2), and the discussion therein). So in what follows we will ignore this term and write

$$ \ell(\psi_i \circ \gamma) = (1 - \omega_i) \ell(\gamma) - 2k\alpha_i. $$
Now, as we increment to stage $i + 1$, we add exactly one new point to $\mathcal{D}_{i+1}$. In general this could add many new points to $\mathcal{D}_{i+1}$, but at most $2|\mathcal{D}_i|$ of these new points can lie on the image of $\gamma$. So we have that
\[(1 - \omega_{i+1})\ell(\gamma) - 2(k + 2|\mathcal{D}_i|)\alpha_{i+1} \leq \ell(\psi_{i+1} \circ \gamma) \leq (1 - \omega_{i+1})\ell(\gamma) - 2k\alpha_{i+1}\]
and for stage $i + m$ for any $m$ we have that
\[(1 - \omega_{i+m})\ell(\gamma) - 2(k + 2m(|\mathcal{D}_i| + m))\alpha_{i+m} \leq \ell(\psi_{i+m} \circ \gamma) \leq (1 - \omega_{i+m})\ell(\gamma) - 2k\alpha_{i+m}.
Recall that we construct the entire collection $(\mathcal{D}_i)$ before we construct any of the $(\alpha_i)$. So for appropriately small choices of $(\alpha_i)$ we have that
\[\lim_{m \to \infty} \ell(\psi_{i+m} \circ \gamma) = \lim_{m \to \infty} (1 - \omega_{i+m})\ell(\gamma) = \ell(\gamma)\]
(7.1) \[\Rightarrow \lim_{k \to \infty} \ell(\psi_k \circ \gamma) = \ell(\gamma).
\]
By the construction of the metric $g_k$, the path $\psi_k \circ \gamma$ is a shortest path in $\mathcal{N}_k$. If $v_\gamma$ denotes the (constant) velocity of the path $\gamma$, then the velocity $v_k(t)$ of $\psi_k \circ \gamma$ at $t \in \text{domain}(\gamma)$ (and for $k \geq i$) is
\[v_k(t) = \begin{cases} (1 - \omega_k)v_\gamma & \text{if } d_{\mathcal{X}}(\gamma(t), x) > (\alpha_k - \xi_k) \text{ for all } x \in \mathcal{D}_k' \\ 0 & \text{else} \end{cases}\]
This is because all of the points in the image of $\gamma$ contained in an $(\alpha_k - \xi_k)$ ball about a point in $\mathcal{D}_k'$ are mapped onto a vertex of $\mathcal{N}_k$ corresponding to a member of $\mathcal{Y}_k$, while the rest of the image of $\gamma$ is linearly mapped onto the edges of $\mathcal{N}_k$ corresponding to $\gamma$.

By Remark 2 and the above calculation we know that
\[E(\gamma) = v_\gamma \ell(\gamma)\]
and
\[E(\psi_k \circ \gamma) = (1 - \omega_k)v_\gamma \left(\ell(\gamma) - \ell\left(\text{im}(\gamma) \cap \bigcup_{U \in \mathcal{Y}_k} U\right)\right).\]
But since both $\omega_k$ and $\ell\left(\text{im}(\gamma) \cap \bigcup_{U \in \mathcal{Y}_k} U\right)$ approach 0 as $k \to \infty$, we have that
\[\lim_{k \to \infty} E(\psi_k \circ \gamma) = v_\gamma \ell(\gamma) = E(\gamma).\]
(7.2) Since $h_k$ preserves the quadratic forms on the simplices of $\mathcal{N}_k$ (after a sufficiently fine subdivision), we have that
\[E(h_k \circ \psi_k \circ \gamma) = E(\psi_k \circ \gamma)\]
\[\Rightarrow \lim_{k \to \infty} E(h_k \circ \psi_k \circ \gamma) = E(\gamma)\]
\[\Rightarrow \lim_{k \to \infty} f^*_k E(\gamma) = E(\gamma).\]
(7.3) Of course, equation (7.3) is a necessary but not sufficient condition for $f$ to preserve the energy of $\gamma$. But we can combine equation (7.3) with the following Lemma to show that $f$ preserves the energies of the paths in $\Gamma$.

**Lemma 13.** Let $\gamma \in \Gamma$. Then for the sequence $(\rho_k)$ chosen sufficiently small, we have that
\[f^* E(\gamma) = \lim_{k \to \infty} f^*_k E(\gamma).\]
Proof. First note that the energy functional $E()$ is neither upper nor lower semicontinuous in our setting since the metric in $\mathbb{R}^{3n+6.1}$ has both positive and negative eigenvalues. But the key observation is due to Remark 7. For all $k, l > i$ where $i$ is still the minimal stage at which $\gamma$ appears in $\Gamma_i$

$$\pi^- \circ f_k(x) = \pi^- \circ f_l(x) \quad \text{for all } x \in \text{im}(\gamma).$$

That is, the negative coordinate for any point in $f_k(\text{im}(\gamma))$ never changes after the $i^{th}$ stage. This implies that the energy functional restricted to $\gamma$ is lower semicontinuous, that is,

$$E(f \circ \gamma) \leq \lim_{k \to \infty} E(f_k \circ \gamma) = E(\gamma).$$

Showing the reverse inequality is mainly an application of Theorem 6. To this end, first note that $f_k(\text{im}(\gamma))$ is a piecewise linear path in $\mathbb{R}^{3n+6.1}$ (this is clear since $h_k$ is piecewise linear). Let $y_0, y_1, \ldots, y_m$ denote the break points of $f_k(\text{im}(\gamma))$ in $\mathbb{R}^{3n+6.1}$. Then

$$E(f_k \circ \gamma) = E(h_k \circ \psi_k \circ \gamma) = \sum_{j=1}^{m} (y_j - y_{j-1}, y_j - y_{j-1}).$$

But the bilinear form $\langle , \rangle$ splits over the positive and negative direction(s) of $\mathbb{R}^{3n+6.1}$, giving

$$E(f_k \circ \gamma) = \sum_{j=1}^{m} (\pi^+(y_j - y_{j-1}), \pi^+(y_j - y_{j-1}))_{\mathbb{R}^{3n+6}} - \sum_{j=1}^{m} (\pi^-(y_j - y_{j-1}))^2$$

(7.5)

$$E(f_k \circ \gamma) = E(\pi^+ \circ f_k \circ \gamma) + E(\pi^- \circ f_k \circ \gamma).$$

In equation (7.4) the notation $\langle , \rangle_{\mathbb{R}^{3n+6}}$ denotes the Euclidean quadratic form on $\mathbb{R}^{3n+6.0} \simeq \mathbb{R}^{3n+6}$, and in equation (7.5) the different energy functionals are with respect to the quadratic forms on $\mathbb{R}^{3n+6.0}$ and $\mathbb{R}^{0.1}$, respectively. Equation (7.5) shows that

$$E(f_k^+ \circ \gamma) = E(f_k \circ \gamma) - E(f_k^- \circ \gamma).$$

(7.6)

where $f^+_k = \pi^+ \circ f_k$ and similarly for $f^-_k$. The importance of equation (7.6) is as follows. For $k > i$, the map $f_k \circ \gamma$ is fixed and so does not depend on $k$. Therefore $E(f_k^- \circ \gamma)$ is a nonpositive constant. Naming this constant $C_\gamma$, we then have that

$$E(f_k^+ \circ \gamma) = E(f_k \circ \gamma) - C_\gamma$$

or

$$(f_k^+)^*E(\gamma) = f_k^*E(\gamma) - C_\gamma.$$

The function $f_k^+: \mathcal{X} \to \mathbb{R}^{3n+6,0} \simeq \mathbb{R}^{3n+6}$ is now a map between metric spaces, and so we can apply Theorem 6. For all $k \geq i$ choose

$$\rho_{k+1} < \frac{1}{2} \min \left\{ \rho_k, \delta(f_k^+, \frac{1}{k}, \left(1 + \frac{1}{k}\right), \gamma) \right\}$$

where $\delta$ is as in Theorem 6. We then have that

$$|f^+(x) - f_k^+(x)| < \sum_{i=k+1}^{\infty} \rho_i < \delta(f_k^+, \frac{1}{k}, \left(1 + \frac{1}{k}\right), \gamma).$$


Therefore, by Theorem 6 we see that
\[(f_k^+)^*E(\gamma) < \left(1 + \frac{1}{k}\right) (f^+)^*E(\gamma) + \frac{1}{k}\]
\[\implies \lim_{k \to \infty} (f_k^+)^*E(\gamma) \leq (f^+)^*E(\gamma)\]
\[\implies \lim_{k \to \infty} (f_k^+)^*E(\gamma) + C_\gamma \leq (f^+)^*E(\gamma) + C_\gamma\]
\[\implies \lim_{k \to \infty} f_k^*E(\gamma) \leq f^*E(\gamma).

Note that at each stage \(i\) we introduce several new geodesics to \(\Gamma_i\). So, instead of applying Theorem 6, we really apply Corollary 7. □

This completes the proof of the compact version of the Main Theorem.

7.3. Verifying that \(f\) can be constructed so that \(f^+\) is not locally Lipschitz. Let \(x \in \mathcal{X}\) and choose a path \(\alpha : [0,1] \to \mathcal{X}\) with \(\alpha(0) = x\) and whose image does not correspond to a geodesic in \(\Gamma\). Moreover, assume that the image of \(\alpha\) intersects the image of any \(\gamma \in \Gamma\) in at most a finite number of points (which can always be done assuming the local covering dimension about \(x\) is greater than one).

For sufficiently small choices of \(\delta_k\) at each stage \(k\), the only portions of the image of \(\alpha\) that will be contained in \(\mathcal{W}_k \cup \mathcal{Y}_k\) are portions near points of intersection with either members of \(\mathcal{D}_k\) or geodesic segments in \(\Gamma_k\). If this is the situation for all \(k\) then it is clear that
\[\lim_{k \to \infty} \psi_k^*E(\alpha) = \infty\]
for sufficiently large choices of \(M_k\), since the image of \(\psi_k \circ \alpha\) will lie in simplices of \(\mathcal{N}_k\) whose vertices all correspond to members of \(\mathcal{W}_k\).

If we put further restrictions on \(\rho_k\) by adding \(\alpha\) to the list of paths for which we apply Corollary 7, then we will have that
\[\lim_{k \to \infty} f_k^*E(\alpha) = \infty.\]

Even more, we will have that \(f^*E(\alpha|_{[a,b]}) = \infty\) for any \(0 < a < b < 1\). So we see that \(f\) will not be locally Lipschitz at any point contained in the image of \(\alpha\) and, in particular, at \(x\).

So to ensure that \(f^+\) is not locally Lipschitz, at each stage \(i\) we choose a point \(x_i\) and a path \(\alpha_i\) as above. We choose the points \((x_i)\) in such a way that the collection of all \(x_i\) will be dense in \(\mathcal{X}\). Then at each stage \(i\) we add the requirement desired above for our choice of \(\delta_i\), and we add \(\alpha_i\) to the list of geodesics for which we apply Corollary 7.

7.4. Adjusting the proof to deal with proper rather than compact spaces. At each stage \(i\) nearly every set in our construction is finite. So it should not really matter if \(\mathcal{X}\) is compact or not. But we need each open cover \(\Omega_i\) to have a positive Lebesgue number \(\delta_i\), and this is the main place where we use compactness.

If \(\mathcal{X}\) is proper instead of compact then we proceed as follows. Fix \(x \in \mathcal{X}\), and for each stage \(i\) let \(r_i\) be a positive number large enough so that \(\text{im}(\Gamma_i) \subset B(x, \frac{1}{r_i})\). We also choose \(r_i > r_{i-1}\). At stage \(i\) we perform the construction with \(\mathcal{X} = B(x, r_i)\). We will then have a positive Lebesgue number \(\delta_i\), but the map \(\psi_i\) will only be
defined on the region $B(x, r_i)$. When we extend to stage $(i+1)$ the domain of $\psi_i$ will increase, but we will have to restrict the domain of $\varphi_{i+1,i}$ to the image of $B(x, r_i)$ under $\psi_{i+1}$. This restricts the domain of $f_{i+1}$ to $B(x, r_i)$. These restrictions do not present an issue though, since at stage $(i+2)$ we will be able to define $\varphi_{i+2,i+1}$ on the image of $B(x, r_{i+1})$ under $\psi_{i+2}$. We can therefore extend the domain of $f_{i+2}$ to $B(x, r_{i+1})$. So in the limit the domains of $(f_i)$ will exhaust $\mathcal{X}$, and the limiting map $f$ will again be continuous, injective, and will preserve the energy of the paths in $\Gamma$.

8. Preliminaries and the proof of Proposition 1

8.1. The parallelogram law, Rademacher’s Theorem, and the proof of Proposition 1. Given a norm $\| \cdot \|$ on a vector space $V$, a natural question is whether or not this norm is induced by some inner product $\langle , \rangle$, i.e., does there exist an inner product $\langle , \rangle$ on $V$ such that $\|x\|^2 = \langle x, x \rangle$ for all $x \in V$? It is well known that the norm $\| \cdot \|$ is induced by an inner product if and only if

\begin{equation}
2\|x\|^2 + 2\|y\|^2 = \|x + y\|^2 + \|x - y\|^2
\end{equation}

for all $x, y \in V$. Equation (8.1) is called the parallelogram law.

Let $(\mathcal{X}, d_{\mathcal{X}})$ and $(\mathcal{Y}, d_{\mathcal{Y}})$ be metric spaces and $f : \mathcal{X} \to \mathcal{Y}$ a continuous map. The map $f$ is 1-Lipschitz (or short) if for any two points $x, x' \in \mathcal{X}$ we have that $d_{\mathcal{Y}}(f(x), f(x')) \leq d_{\mathcal{X}}(x, x')$. Conversely, we say that $f$ is expanding (or 1-expanding) if $d_{\mathcal{X}}(x, x') \leq d_{\mathcal{Y}}(f(x), f(x'))$ for all $x, x' \in \mathcal{X}$.

The statement of Rademacher’s Theorem, as can be found in [Fed69], is as follows

**Theorem 14** (Rademacher’s Theorem). Suppose that $f : U \to \mathbb{R}^n$ is Lipschitz where $U \subseteq \mathbb{R}^m$ open. Then $f$ is differentiable at almost all points of $U$ (with respect to the Lebesgue measure), meaning that for almost all points $u \in U$, there exists a linear map $L_u : \mathbb{R}^m \to \mathbb{R}^n$ such that

$$
\lim_{x \to u} \frac{|f(x) - f(u) - L_u(x - u)|}{|x - u|} = 0.
$$

We now prove Proposition 1 from the Introduction.

**Proof of Proposition 1.** It is clear that we must have that $p > 0$, and the necessity of $q > 0$ is by Le Donné’s result. To show that both $\pi_p \circ f$ and $\pi_q \circ f$ cannot be locally Lipschitz, suppose the contrary. Clearly, if one of these maps is locally Lipschitz but the other is not, then the map $f$ is not an isometry. So they must both be locally Lipschitz. But then $f$ is locally Lipschitz, and so by the same argument as in [LeD12] the Finsler norm on $\mathcal{X}$ must be induced by the map $f$.

Let $f^+ := \pi_p \circ f$ and $f^- := \pi_q \circ f$. Let $Q^+$ and $Q^-$ denote the quadratic forms induced by $f^+$ and $f^-$, respectively. If $| \cdot |$ denotes the Finsler norm on $\mathcal{X}$, then at any point $p \in \mathcal{X}$ we must have that

$$
| \cdot |_p = Q^+_p + Q^-_p \quad \implies \quad | \cdot |_p - Q^-_p = Q^+_p.
$$

Since $Q^+_p$ is induced by an inner product, it satisfies the parallelogram law (8.1). Thus, $| \cdot |_p - Q^-_p$ must satisfy the parallelogram law. But $-Q^-_p$ is also induced by an inner product and therefore satisfies the parallelogram law as well. Then a simple calculation shows that this implies that $| \cdot |_p$ must also satisfy the parallelogram law.
Therefore $| \cdot |_p$ is induced by an inner product and hence $(\mathcal{X}, | \cdot |)$ is Riemannian, a contradiction.  

\[ \square \]

8.2. Covering Dimension and the Nerve of an Open Cover. The definitions in this Subsection are from [Nag70] and/or [Nag83].

An open covering $\mathcal{U}$ of a space $\mathcal{X}$ is said to be of order $n$ if for all $x \in \mathcal{X}$ there exists a neighborhood $U$ of $x$ such that $U$ has non-trivial intersection with at most $n$ members of $\mathcal{U}$. The covering dimension or topological dimension of a metric space $\mathcal{X}$, denoted by $\dim(\mathcal{X})$, is at most $n$ if every open covering of $\mathcal{X}$ can be refined by an open covering whose order is at most $n+1$. If $\dim(\mathcal{X}) \leq n$ and $\dim(\mathcal{X}) \nleq n-1$, then we say that $\dim(\mathcal{X}) = n$. Of course, if $\dim(\mathcal{X}) \nleq n$ for any $n$, then we say that $\dim(\mathcal{X}) = \infty$.

As always, in the above definition we call an open cover $\mathcal{U}$ a refinement or another open cover $\mathcal{V}$ if for every $V \in \mathcal{U}$ there exists $U \in \mathcal{V}$ such that $V \subset U$. The mesh $\mathcal{N}$ of an open cover of a metric space $\mathcal{X}$ is the supremum of the diameters of the open sets contained in that cover.

Let $\{U_\alpha\}_{\alpha \in I}$ be an indexed open covering of a topological space $\mathcal{X}$. Assume that $U_\alpha \neq \emptyset$ for all $\alpha$. The nerve $\mathcal{N}$ associated with $\{U_\alpha\}$ is the abstract simplicial complex whose simplices are defined as follows:

1. $\emptyset \in \mathcal{N}$
2. A subset $J \subset I$ is contained in $\mathcal{N}$ if and only if $\bigcap_{\alpha \in J} U_\alpha \neq \emptyset$

It is not hard to see that the collection $\mathcal{N}$ defined above satisfies the conditions to be an abstract simplicial complex. An important observation is that if an open covering has order $n+1$, then its corresponding nerve has dimension $n$.

8.3. Taut Chains and a Theorem due to Bridson. The majority of the material in this Subsection comes from [Bri91] and/or [BH91].

Let $(\mathcal{X}, \mathcal{T})$ be a Euclidean polyhedron and let $x, y \in \mathcal{X}$. An $m$-chain from $x$ to $y$ is an $(m+1)$-tuple $C = (x_0, x_1, \ldots, x_m)$ of points in $\mathcal{X}$ such that $x = x_0$, $y = x_m$, and for each index $i > 0$ there exists a simplex $S(i) \in \mathcal{T}$ such that $x_{i-1}, x_i \in S(i)$. Every $m$-chain determines a pl path in $\mathcal{X}$ given by concatenation of the line segments $x_{i-1}x_i$. Given an $m$-chain $C = (x_0, x_1, \ldots, x_m)$ we can compute the length of the associated pl path as

$$\ell(C) := \sum_{i=1}^{m} d_{S(i)}(x_{i-1}, x_i)$$

where $d_{S(i)}(\cdot, \cdot)$ denotes the induced length metric on $S(i)$.

An $m$-chain $C = (x_0, x_1, \ldots, x_m)$ in a Euclidean polyhedron $(\mathcal{X}, \mathcal{T})$ is taut if it satisfies the following two conditions for all $1 \leq i \leq m-1$:

1. No simplex contains all three of the points $\{x_{i-1}, x_i, x_{i+1}\}$.
2. If $x_{i-1}, x_i \in S(i)$ and $x_i, x_{i+1} \in S(i+1)$ then the concatenation of the line segments $x_{i-1}x_i$ and $x_ix_{i+1}$ is a geodesic segment in $S(i) \cup S(i+1)$.

Notice that only the first and last points in a taut chain can be contained in the interior of a maximal simplex of $\mathcal{T}$. Condition (1) is really a technical condition which allows us to disregard chains which are not, in some sense, minimal.
Intuitively, it is easy to see why we would consider condition (2) above if we are trying to identify which chains correspond to geodesics in our space $X$. The next straightforward Lemma can be found in [Bri91] or [BH91].

**Lemma 15.** If, for some fixed integer $m$, $C$ is an $m$-chain from $x$ to $y$ in $(X, T)$ of minimal length, then there exists a taut $n$-chain $C'$, with $n \leq m$, such that the path determined by $C'$ is exactly the same as the path determined by $C$.

**Corollary 16.** $d_X(x, y) = \inf \{ l(C) \mid C$ is a taut chain from $x$ to $y \}$.

In [Bri91] and [BH91] the metric simplicial complexes which are considered are not locally finite, which is the case that we will be interested in for this paper. But they do satisfy a different sort of “local compactness” property. For $T$ a metric simplicial complex, let $\text{Shapes}(T)$ denote the isometry types of the simplices of $T$. Then the condition required in [Bri91] and [BH91] is that $\text{Shapes}(T)$ be finite.

We are now prepared to state the Theorem due to Bridson that we will need in Section 5.

**Theorem 17** (Bridson). Let $(X, T)$ be a Euclidean polyhedron with $\text{Shapes}(T)$ finite. Then for every $\lambda > 0$ there exists an integer $N > 0$, which depends only on $\text{Shapes}(T)$, such that for every taut $m$-string in $T$ of length at most $\lambda$ we have that $m \leq N$.
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