Reduction of a noise influence with sinusoidal signal meters
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Abstract. The purpose of the article is to suggest digital processing methods of sinusoidal
signal measurements data as well as compensation of sinusoidal noises. This kind of task
arises, for example, in implementation of feeder control of electrical power networks,
in which an additional ELF voltage source is included between the controlled network and the ground. A
leakage current measuring device for this frequency should be installed on each feeder. The
suggestion is to use averaging of the sinusoidal signal over several periods to reduce the effect
of random interference. For this purpose, several periods of the signal are stored in digital
form, measured after equidistant moments of time. Time sampling frequency is selected at least
an order of magnitude higher than the frequency of the signal being measured. Then the values
"bound" to a particular signal phase are averaged. In addition, it was proposed to use the
approximation of the obtained points by a trigonometric polynomial. A series of averaged
values corresponding to one period are approximated for this purpose by the sum of the
constant component as well as the cosine and sinusoidal components. For approximation, the
least squares method is used, which provides the minimum discrepancy between the measured
values and the analytical function. The measurement result is presented in a complex form, i.e.
as a sum of cosine (actual) and sinusoidal (imaginary) components. As a result, it is possible to
isolate oneself from noise and measure the sinusoidal signal with high precision.

1. Introduction
It is quite often necessary to reduce the influence of noise when measuring low amplitude
sinusoidal signals. Such a task arises at the feeder control of insulation resistance of electrical power networks [1
- 5]. One of the common methods of per-feeder control is that an additional ELF voltage source, e.g.
1 Hz, is included between the monitored network and the ground. Each outgoing feeder is equipped
with a current transformer, which is configured to measure the signal at this frequency [6, 7]. If the
resistance of the feeder insulation decreases, the leakage current measured by the current transformer
increases [8]. This method can be used for both DC and AC networks [9, 10].

The lower the frequency of the additional voltage, the weaker the capacitive current associated with
the presence of capacitance between the cable veins and the ground, therefore justify use the infra-low
frequency. For example, Schneider Electric as one of the leading companies in this field uses a
frequency of 2.5 Hz. Low frequency induces low EMF in the current transformer, which also leads to
a deterioration in the signal-to-noise ratio. In existing feeder control systems, the sensitivity limit of the meters allows to detect a decrease in insulation resistance of an order of 200 kOhm.

However, there is a need to detect feeders with an insulation resistance of 1 MOhm to 10 MOhm [11], that can be ensured by increasing the sensitivity of the current meter and reducing the frequency of the additional voltage source. Modern measuring tools allow you to significantly increase the weakness of the signals. As a rule, the remaining problem consists in the need to reduce the impact of noise.

2. Synchronous averaging method

The proposed synchronous averaging method can be used to measure the low-amplitude sinusoidal signal in the presence of noise. The essence of the synchronous averaging method is as follows. The noise-containing measured signal is sampled in time and by level using an ADC. The result is a series of values \( b(t_i) \), where \( i \) is the measurement number and \( t_i \) is the measurement time points. According to Kotelnikov's theory, the sampling frequency should be at least twice as high as the frequency of the signal being measured. Further we will consider an example, if the sampling frequency is 16 times higher than the frequency of the signal being measured, i.e. for single (1) period of the frequency of the signal being measured 16 values are obtained, let's designate this number as \( L \). In accordance with the proposed method, the obtained values are grouped into groups of \( L \) values, for instance, 16 values. In each group the numbers of elements (values) are "bound" to a certain phase of the signal, for example, the first one is always at the beginning of the period and so on. By digitizing several periods of the signal being measured and splitting the data into groups, we get the result, which is illustrated in Figure 1.

![Figure 1. Two digitised periods](image)

Figure 1 as an example presents the results of digitization of two periods, however tens of periods can be used in practice. Let us designate the number of periods used for further processing as \( M \). As a result, we produce a data matrix with the dimension \( L \times M \).

Then it is necessary to average all \( M \) values of the first line, as well as all \( M \) values of the second line and so on. As a result, we get \( L \) (e.g., 16) of the average values bound to the phase of the signal being measured, i.e. we get the column \( b \) with \( L \) elements. Since the interference has a random character, the influence of the interference on the result decreases due to averaging. With the use of \( M \) periods, the RMS deviation decreases by a factor of \( \sqrt{M} \) [12, 13]. So, for example, to reduce random noise by 10 times it is necessary to perform averaging of 100 periods.

The measurement process must be synchronized by a separate signal. The measured signal itself cannot be used to obtain synchronizing time stamps because it contains noise. The signal to be measured may be very small and it is difficult to obtain synchronizing time stamps. In addition, in many cases it is not only necessary to measure the amplitude of the sinusoidal signal, but also to
determine the phase. To determine the phase, it is necessary to have a synchronizing signal with reference to which the phase is defined.

If the measured signal has a power grid voltage frequency of 50 Hz, the synchronizing signal can be obtained using the power grid voltage, e.g. using the power supply circuitry. If the measured signal is connected to a voltage source of infra-low frequency, which is connected for feeder control, the synchronizing signal must be generated by this voltage source.

3. Application of the least squares method

Once a series of averaged values has been obtained, which corresponds to one period of time for the signal being measured, it is possible to proceed to obtain its numerical characteristics. As a rule, interest is aroused by the amplitude value, effective (RMS) value. However, according to the authors, it is necessary first to obtain the cosine and sinusoidal components of the signal, which corresponds to the actual and imaginary component of the corresponding vector. Approximation by the method of least squares is very suitable for this purpose. With the help of approximation it is possible to select a function with cosine and sinusoidal (real and imaginary) components, which passes through the obtained points as closely as possible.

It is quite necessary to take into account the presence of some constant displacement of the signal being measured before proceeding to form an analytical expression for the approximating function. Even when using modern operating amplifiers, it is necessary to take into account the presence of zero shift and temperature drift in them. In addition, ADC microcontrollers can usually measure positive polarity voltages. The obtained values are also positive, e.g. from 0 to 4095. If the signal to be measured has both polarities, it should be shifted to the positive side, and then the zero value of the analog signal will correspond to the positive value of the result of analog-to-digital conversion, for example, 2048. Of course, it is possible to subtract 2048 from each measured value and operate with variables that have a sign. Anyway, some offset will remain due to the influence of different errors.

In connection with the above, the most suitable approximation function would be a trigonometric polynomial of the form [14]:

$$ b(t) = \frac{A_0}{2} + \sum_{k=1}^{n} (A_k \cdot \cos(k \cdot \omega \cdot t) + B_k \cdot \sin(k \cdot \omega \cdot t)) $$

(1)

where $k \cdot \omega$ is the angular frequency of the $k$-th harmonic oscillation.

This trigonometric polynomial is a partial sum of the Fourier series. To obtain a signal offset, as well as to obtain a real and imaginary component of the signal, it is sufficient to use only the first harmonic. In this case, it will be necessary to find three unknowns, denote them $x_1, x_2, x_3$, and in accordance with this, the expression (1) will appear as:

$$ b(t) = x_1 + x_2 \cdot \cos(\omega \cdot t) + x_3 \cdot \sin(\omega \cdot t). $$

Unknown coefficients $x_1, x_2, x_3$ can be found by solving the system of linear algebraic equations (SLAE) using the method of least squares. Let us compile a SLAE of the form:

$$
\begin{align*}
  x_1 + x_2 \cdot \cos(\omega \cdot t_1) + x_3 \cdot \sin(\omega \cdot t_1) &= b(t_1) \\
  x_1 + x_2 \cdot \cos(\omega \cdot t_2) + x_3 \cdot \sin(\omega \cdot t_2) &= b(t_2) \\
  &\vdots \\
  x_1 + x_2 \cdot \cos(\omega \cdot t_N) + x_3 \cdot \sin(\omega \cdot t_N) &= b(t_N)
\end{align*}
$$

Record the system in matrix form:
Let us designate the left matrix as $A$, the column of unknowns as $x$, the column of free members as $b$. Then the equation has appeared as:

$$ A \cdot x = b. $$

There are three unknowns and $N$ equations in this system of equations. The obtained system is redefined, as the number of equations exceeds the number of unknown ones. Based on the least squares method, the solution to the overridden SLAE of $A \cdot x = b$ type, with which there will be the minimum sum of the difference squares of the left and right parts of the system equations, is the solution of the following system:

$$ A^T \cdot A \cdot x = A^T \cdot b. $$

The following expression is the solution to this SLAE:

$$ x = (A^T \cdot A)^{-1} \cdot A^T \cdot b. $$

(2)

Such an SLAE can be solved by one of the known methods, for example, by excluding Gauss method, by Jordan method or by another one. After finding the values of $x_1$, $x_2$ and $x_3$, there are essentially real and imaginary components of the measured signal that correspond to the values of $x_2$ and $x_3$ respectively.

If you assume that the number of measured values corresponds to one period of the measured signal, then expression (2) can be simplified considerably. In this case, the series of obtained values, i.e. column $b$ with $L$ elements, corresponds to one period. The result looks like this [14]:

$$ x_1 = \frac{1}{L} \cdot \sum_{i=1}^{L} b(t_i), $$

$$ x_2 = \frac{2}{L} \cdot \sum_{i=1}^{L} (b(t_i) \cdot \cos(\omega \cdot t_i)), $$

(3)

$$ x_3 = \frac{2}{L} \cdot \sum_{i=1}^{L} (b(t_i) \cdot \sin(\omega \cdot t_i)). $$

(4)

The following conclusions can be made. If the number of processed values does not correspond to or does not correspond exactly to one period of the measured signal, the SLAE solution (2) should be used to calculate the values $x_2$ and $x_3$. If the number of processed values corresponds to one measurement period, use expressions (3) and (4) to calculate the values $x_2$ and $x_3$.

By calculating the values $x_2$ and $x_3$, we obtain the corresponding actual and imaginary components of the measured signal. The amplitude value of the $I_a$ signal is determined by the equation:

$$ I_a = \sqrt{x_1^2 + x_2^2}. $$

The effective (RMS) value of $I_d$ is determined by the equation:

$$ I_d = \frac{I_a}{\sqrt{2}}. $$

4. Conclusion

Implementation of the proposed methods of digital data processing for the measurement of sinusoidal signals allowed producing a non-contact current meter of high sensitivity. With an internal diameter of the core ring of the current meter of 30 mm and a frequency of 1 Hz, this meter can measure current...
with an amplitude of 50 µA, while the error of measurement does not exceed 10%. For currents with an amplitude of 1 mA, the error does not exceed 1%.

References
[1] Farkas A, Method for determining an electrical property of cable insulation, U.S. Patent No. 20150015273 (15 January 2015)
[2] Lachin V I and Solomentsev K Yu 2012 Methods and Devices of Monitoring State of Electric Power Industry Objects with Discrete Distributed Parameters (Novocherkassk: SRSTU (NPI))
[3] Boldyrev V V, Gorkavyy M A and Solovev D B 2019 Designing an adaptive software and hardware complex for converting solar energy Int. Multi-Conf. on Industrial Engineering and Modern Technologies (FarEastCon) (Vladivostok, Russia) pp 1-4
[4] Lachin V I 2015 High-speed device of measurement parameters of electropower objects SIBCON-2015: Int. Siberian Conf. on Control and Communications (21-23 May 2015, Omsk)
[5] Yan Y, Li Z, Yu H, Dang D and Liu Z 2018 An online leakage current monitoring system of MOV used in series capacitor compensation Int. Conf. on Power System Technology (POWERCON) (Guangzhou) pp 3541-3546
[6] Padmanabhan S and Rajamani S 2014 A novel analytical approach to design a core balance current transformer for earth leakage application Annual Int. Conf. on Emerging Research Areas: Magnetics, Machines and Drives (AICERA/ICMMD) (Kottayam) pp 1-4
[7] Panova E A, Varganova A V, Kushmil’ O E and Sorokin N S 2019 The algorithm for automated development of design drawings of one-line diagrams of distribution devices for 6-10 kV of substations Int. Multi-Conf. on Industrial Engineering and Modern Technologies (FarEastCon) (Vladivostok) pp 1-5
[8] Milioudis A, Andreou G and Labridis D 2019 On-line partial discharge monitoring system for underground MV cables – Part II: Detection and location Int. J. of Electrical Power & Energy Systems 109 395-402 https://doi.org/10.1016/j.ijepes.2019.02.018.
[9] Jiang Hanhong, Xu Guoshun and Li Qing 2005 Research on insulation state monitoring network technique for vessel electric network Int. Conf. on Electrical Machines and Systems vol. 3 (Nanjing) pp. 2250-2253
[10] Morris E A and Siew W H 2017 A comparison of AC and DC partial discharge activity in polymeric cable insulation IEEE 21st Int. Conf. on Pulsed Power (PPC) (Brighton) pp 1-4
[11] IEEE Draft Standard for Insulation Coordination – Definitions, Principles, and Rules, in IEEE PC62.82.1/D5, July 2010, pp 1-20, 19 August 2010
[12] Kritskiy O L, Mikhailchuk A A, Trifonov A Yu and Shinkeev M L 2010 Probability Theory and Mathematical Statistics for Technical Universities I. Probability Theory: Textbook (Tomsk Polytechnic University)
[13] Mkhitaryan V S, Astafieva E V, Mironkina Yu N and Troshin L I 2013 Theory of Probability and Mathematical Statistics (Moscow)
[14] Abalakin V K, Aksenov E P, Gribenikov E A, Demin V G and Ryabov Y A 1976 Reference Guide to Celestial Mechanics (Ed. 2) (Main Editorial Board of Physics and Mathematics Literature, Nauka Publishing House)