First-order sideband transitions with flux-driven asymmetric transmon qubits
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We demonstrate rapid, first-order sideband transitions between a superconducting resonator and a qubit. The qubit contains a substantial asymmetry between its Josephson junctions leading to a linear portion of the energy band near the resonator frequency. The sideband transitions are driven with a magnetic flux signal of a few hundred MHz coupled to the resonator. This modulates the qubit splitting at a frequency near the detuning between the dressed qubit and resonator frequencies, leading to rates up to 85 MHz for exchanging quanta between the qubit and resonator.

PACS numbers: 03.67.Lx, 85.25.Cp, 42.50.Pq, 03.67.Bg

Josephson-junction based qubits coupled to superconducting microwave resonant cavities provide an attractive route towards quantum information processing as well as a flexible architecture for exploring QED with electrical circuits and microwave photons [1]. With multiple qubits coupled to a common resonator, it has been possible to implement multi-qubit gates with various schemes relying on the exchange of excitations between the qubits and resonator. For example, rapid magnetic flux pulses can be used to bring the qubits sequentially into resonance with the resonator for swapping real excitations [2]. Alternatively, multi-qubit interactions can be produced through virtual excitations between the qubits mediated by the resonator [3] or, in a scheme known as cross-resonance, by driving one qubit at the transition frequency of a second qubit coupled to the same resonator [8, 9]. Yet another approach relies on sideband transitions first proposed for ion-trap quantum computing by Cirac and Zoller [10, 11]. In the solid state, such sideband interactions have been investigated with both superconducting flux qubits [12, 13] and Cooper-pair box qubits [14, 15] and resonators. Two-photon, or second-order, sideband transitions were used to implement a two-qubit gate between two voltage-driven superconducting transmon qubits [16]. In this case, the second-order nature of the sideband transition limited the maximum possible gate speed.

A recent theoretical investigation proposed an alternative approach for generating sideband transitions where the qubit transition energy is modulated near the qubit-resonator detuning frequency [17]. Such a process was shown to lead to first-order sideband transitions, thus allowing for the possibility of significantly faster gates. In this Rapid Communication, we demonstrate this idea using a transmon qubit [18] and a digitally synthesized qubit frequency control (FC) waveform. While our qubit-resonator exchange operations can be quite fast, with frequencies approaching 100 MHz, the frequency for driving the sideband can be made quite low, limited only by a reduced qubit lifetime due to the Purcell effect [19] as the qubit gets too close to the resonator. At these low qubit-resonator detuning frequencies, typically a few hundred MHz in our experiment, expensive microwave generators are not required for the sideband drives, simplifying the control electronics and making the process more scalable.

To see the origin of this first-order effect more clearly, we first consider a simplified theoretical description. As a first approximation, taking into account only the first two levels of the transmon manifold (|g⟩, |e⟩, |f⟩, ...), the system can be modeled using the standard Jaynes-Cummings Hamiltonian

\[
H(t) = \omega_r a^\dagger a + \frac{\omega_{ge}(t)}{2} \sigma_z + g(a^\dagger \sigma_- + a\sigma_+),
\]

with \(\omega_r\) the resonator frequency, \(g\) the coupling strength (\(\hbar = 1\)), \(\sigma_z\) the usual Pauli matrix for the qubit, \(\sigma_+\) (\(\sigma_-\)) the raising (lowering) operator for the qubit, and \(a^\dagger\) the annihilation (creation) operator for the resonator. The qubit transition frequency \(\omega_{ge}(t)\) is assumed to be modulated periodically using an external flux and its average value \(\overline{\omega_{ge}}\) is chosen such that \(|\Delta| = |\overline{\omega_{ge}} - \omega_r| \gg g\). In this dispersive regime, the qubit-photon interaction represented by the last term of Eq. (1) only acts perturbatively. It can, however, be effectively turned on by periodically modulating the qubit transition frequency, using an external flux bias, such that one of the qubit’s FC sidebands is in resonance with the resonator frequency \(\omega_r\).

This can be made apparent by taking \(\omega_{ge}(t) = \overline{\omega_{ge}} + \frac{\Delta}{2} \sin \omega_{FC} t\) and moving to a frame defined by \(U(t) = \exp[-i(\overline{\omega_{ge}} t - \frac{\Delta}{2\omega_{FC}} \cos \omega_{FC} t) \sigma_z - i\omega_r a^\dagger at]\). In this ro-
The action is reintroduced at a reduced rate \( \epsilon / \omega \) frequency to an error \( \sim \epsilon / \omega \).

In the detuning frame, the Hamiltonian reads

\[
H'(t) = g a^\dagger \sigma_- J_0 \left( \frac{\epsilon}{\omega_{\text{FC}}} \right) e^{-i \Delta t} + \text{H.c.} \\
+ ga^\dagger \sigma_- \sum_{m=1}^{\infty} (-i)^m J_m \left( \frac{\epsilon}{\omega_{\text{FC}}} \right) e^{i(m \omega_{\text{FC}} - \Delta) t} + \text{H.c.,}
\]

where \( J_m(z) \) are Bessel functions of the first kind. For \( |\Delta| > g \), the qubit-resonator coupling is suppressed up to an error \( \sim (g/\Delta)^2 \). However, when the modulation frequency \( \omega_{\text{FC}} \) is equal to \( \Delta/m \), the qubit-photon interaction is reintroduced at a reduced rate \( g J_m(\epsilon/\omega_{\text{FC}}) \) corresponding to an m-photon red sideband transition. In principle, the maximum sideband Rabi frequency that can be reached in this way is \( 2g \max[|J_1(\epsilon/\omega_{\text{FC}})|] \approx 1.16g \) (for \( \epsilon/\omega_{\text{FC}} \approx 1.84 \)), corresponding to a large fraction of the bare frequency \( 2g \). In practice, one might prefer to limit the frequency modulations to have an amplitude smaller than \( |\Delta| \). Even with \( \epsilon \sim \Delta/2 \), we find a large rate \( \sim g/2 \). This is to be contrasted to sideband transitions generated by directly driving transitions of the qubit or the resonator. This results in a second-order process and therefore typically of frequency \( \sim 0.01g \).

For example, in Ref. [21], blue sideband transitions with a frequency of 10 MHz, or \( \sim 0.05g \), were generated. In addition, this FC approach to driving the sideband transitions allows complete control on the sideband Rabi frequency from the drive amplitude \( \epsilon \). This is to be contrasted with direct resonant swaps between bare qubit-resonator states which are only controlled by the detuning \( \Delta \). Moreover, working in the dressed basis, the interaction is completely turned off when \( \epsilon = 0 \). However, and in the same way as with the direct swap gate, one must be careful to consider the residual qubit-resonator interaction in the off-state, which will cause (possibly) unwanted frequency shifts and cross-resonance type interactions [3] in the presence of multiple qubits [17].

We chose to test this process with transmon qubits [18, 21], but rather than the conventional implementation with matching junction critical currents on either side of the qubit loop, we designed our qubits to have one junction that was several times larger than the other. This asymmetry prevents the Josephson inductance across the qubit loop from diverging. Thus, at flux bias points of odd half-integer \( \Phi_0 \) (\( \Phi_0 \equiv h/2e \)), where a symmetric transmon would have a vanishing transition energy out of the ground state, the asymmetric transmon instead has non-zero minima in transition energy and thus doubles the number of flux-insensitive sweet spots. This also produces inflection points where the curvature of the energy bands vanishes, thus allowing for a nearly linear modulation of \( \omega_{ge} \) with the qubit flux. This removes complications arising from curvature in the energy bands as discussed in Ref. [17] where only symmetric transmons were considered.

We used a sample consisting of two asymmetric transmon qubits capacitively coupled to the voltage antinodes of a coplanar waveguide resonator [Fig. 1(b, c)]. The cavity had a bare fundamental resonance frequency \( |\Delta| \approx 2.5 \) GHz.
\( \omega_r / 2\pi = 8.102 \, \text{GHz} \) and decay rate \( \kappa / 2\pi = 0.37 \, \text{MHz} \). Qubit-state measurements were performed in the high-power limit \([22]\). The qubits, labeled Q1 and Q2, were designed to be identical, with mutual inductances to their bias lines of 1 pH for Q2 and 2 pH for Q1. The qubits were excited by microwave pulses sent through the resonator, and the flux lines were used for dc flux biasing of the qubits as well as the high-speed flux modulation pulses for exciting sideband transitions. The dc flux lines included cryogenic filters before connecting to a bias-T for joining to the ac flux line, which had 20/6/10 dB of attenuation at the 4 K/0.7 K/0.03 K plates. The distribution of cold attenuators and the flux-bias mutual inductances were chosen as a compromise to allow for a sufficient flux amplitude for high-speed modulation of the qubit energy levels with negligible Joule heating of the refrigerator while avoiding excessive dissipation coupled to the qubits from the flux-bias lines.

We designed the qubit junction asymmetry such that \( d = (I_{Q1} - I_{Q2}) / (I_{Q1} + I_{Q2}) \approx 0.5 \), where \( I_{Q1}(I_{Q2}) \) is the critical current of the large (small) junction, to provide a frequency modulation depth of nearly 3 GHz with the upper and lower flux sweet spots on either side of the resonator frequency and the inflection point of the qubit energy bands falling slightly below \( \omega_r \). This arrangement was chosen to maximize the sideband transition frequency by combining the largest flux sensitivity with a small qubit-cavity detuning, without approaching the Purcell limit.

Figure 2 presents spectroscopy data for Q2 (solid blue and hollow red points) for the first two transitions of the transmon and the bias point (dashed vertical line) used for our subsequent sideband measurements. The bare frequency of the resonator is indicated by the horizontal black line. The full and dashed lines are obtained by numerically diagonalizing the Rabi Hamiltonian with 4 energy levels with negligible Joule heating of the resonator while avoiding excessive dissipation coupled to the qubits from the flux-bias lines.

Panels (a-c) correspond to three different FC drive amplitudes, and, as expected from Eq. (2), increasing the modulation amplitude leads to faster sideband oscillations. The corresponding range of qubit frequency modulation for the largest drive amplitude is illustrated in (d). (a) 10 dB, (b) 4 dB relative to (c). Vertical white lines running through each plot indicate the frequency slices used in Fig. 4.

As illustrated in Fig. 1(a), to drive the red sideband transition, it is first necessary to prepare the qubit in its excited state. This is done with a \( \pi \)-pulse generated using a square pulse from a microwave generator with no additional pulse shaping. To avoid leakage, the power is chosen to be low such that a \( \pi \)-pulse takes 100 ns. This would be too slow for eventual gate operations, but can be made faster using DRAG-type pulses \([23]\).

Immediately following the qubit \( \pi \)-pulse, a sideband pulse with a gaussian envelope and a carrier frequency \( \omega_{FC}/2\pi \) around \( \Delta / 2\pi = 400 \, \text{MHz} \) is sent to the flux-bias line. These sideband waveforms are generated by direct digital synthesis using a custom arbitrary pulse sequencer with no microwave electronics hardware \([22]\).

Fig. 3 shows the characteristic chevron pattern of oscillations of the qubit population with varying sideband pulse duration, which is centered on the sideband resonance. Panels (a-c) correspond to three different FC drive amplitudes, and, as expected from Eq. (2), increasing the modulation amplitude leads to faster sideband oscillations. The corresponding range of qubit frequency modulations for the largest drive amplitude is illustrated in Fig. 2. Calibration for the color scale is obtained by converting variations in the measured voltage to qubit populations using data from qubit \( \pi \)-pulses and \( T_1 \) decay. The maximum voltage achieved in a \( \pi \)-pulse is assumed to correspond to \( P_e = 1 \), while the minimum value of an
mental points at pulse widths completely attributed to damping. The lack of experi-
dicates that for these powers, the visibility loss can be |
T exponential fit to the \( P_e(\epsilon) \) for which \( \Omega \) be improved in future experiments.

All other parameters have been measured independently or obtained from the numerical fit of Fig. 2. The agreement
with the measured data is excellent except for three minor differences. First, the slight asymmetry of the experimental
chevrons with respect to \( \omega_{\text{FC}} \) is a result of imperfect leveling of the inherent frequency dependence of
the output of the waveform synthesizer and is not present in the numerics. The feature appearing around 430 MHz in
the higher power sideband oscillations appears to be due to a spurious circuit mode. It could not be reproduced
from the model, even when taking into account the presence of the far detuned Q1. Finally, the small \( \sim 7 \) MHz shift between the center of the experimental and numerical chevrons is likely coming from the remaining
imprecision in the parameter fit of Fig. 2.

Figure 3(a) shows linecuts of the experimental (black dots) and numerical (full red lines) chevrons. The line-
cuts are taken at the frequency \( \omega_{\text{FC}} \) corresponding to the maximum-visibility sideband oscillations, indicated
by the full and dashed vertical lines in Fig. 3. The agreement between the experiments and simulations is excel-
In particular, the decay rate of the oscillations can be explained by the separately measured loss of the qubit and cavity and roughly corresponds to \( (\kappa + \gamma_1)/2 \), where \( \gamma_1 \) is the bare transmon relaxation rate. This is expected for oscillations between states \(|e0\rangle \) and \(|q1\rangle \). It also indicates that for these powers, the visibility loss can be completely attributed to damping. The lack of experi-
mental points at pulse widths \(< 30 \) ns is a technical limit of the present configuration of our electronics that can be improved in future experiments.

Figure 3(d) shows the sideband oscillation frequency \( \Omega/2\pi \) extracted from the experimental linecuts (black-
dots) as a function of the flux-modulation amplitude \( \Delta \Phi \). As expected from Eq. (2), whose prediction is given by the solid black line, the dependence of \( \Omega \) with \( \Delta \Phi \) is linear at low amplitude and deviates at larger amplitudes. Beyond this simple model with only two transmon lev-
els, quantitative agreement is found between the measured data and numerical simulations (full red line). For the numerical simulations, the link between the theoretical flux modulation amplitude \( \Delta \Phi \) and applied power is made by taking advantage of the linear dependence of \( \Omega \) with \( \Delta \Phi \) at low power. Because of this, it is possible to convert the experimental flux amplitude from arbitrary units to \( m\Phi_0 \) using only the lowest drive amplitude for calibration.

Two effects are responsible for the deviation from linear behavior at high power: (i) the magnitude of the slope of \( \omega_{\text{pe}}(\Phi) \) decreases for large excursions away from the operation point, and (ii) the relation between side-
band oscillation frequency and amplitude is non-linear for strong drives, as suggested by Eq. (2). In the present
experiments, sideband frequencies up to 85 MHz were observed without loss of visibility. In future work, with im-
proved electronics, we should be able to access and utilize \( 10-\)ns sideband \( \pi \)-pulses.

It is interesting to point out that there is no additional loss of visibility or overall change of behavior in both the
numerical and experimental results at the largest sideband Rabi frequency although the qubit is crossing the
resonator frequency in its FC excursion. The sideband Rabi frequency is thus not limited to small \( \epsilon/\Delta \). Impor-
tantly, owing to the relatively large modulation frequencies that are used, analytical and numerical calculations show that crossing another qubit or an environmental two-level system during FC excursion also would not lead to significant reduction of visibility.

We have demonstrated first-order red sideband trans-
sitions between an asymmetric transmon and a copla-
nar resonator, with sideband oscillation frequencies as high as 85 MHz, corresponding to a full swapping of an excitation between the qubit and resonator in less than \( 10 \) ns. With these rates, following the pulse se-
quence described in Ref. [17] for the sideband driving of two qubits coupled to a common cavity, it should
be possible to perform a CNOT gate in about 30 ns. This would be a major improvement in gate speed compared to previous realizations with sidebands \[20\] and cross-resonance \[9\]. These transitions were achieved with digitally-synthesized pulses, reducing the need for expensive microwave generators in this system, thus providing a favorable path towards scalability. We have also demonstrated that the asymmetric transmon, with its reduced energy-level modulation depth and natural inflection point, is an ideal component for this flux-driven sideband process.
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