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GLOBAL WELL-POSEDNESS AND SCATTERING FOR THE DEFOCUSING, $L^2$-CRITICAL, NONLINEAR SCHröDINGER EQUATION WHEN $d = 1$

By Benjamin Dodson

Abstract. In this paper we prove global well-posedness and scattering for the defocusing, one dimensional mass-critical nonlinear Schrödinger equation. We make use of a long-time Strichartz estimate and a frequency localized Morawetz estimate. This continues work begun in earlier papers by the author for dimensions $d \geq 3$ and $d = 2$.

1. Introduction. This paper discusses the defocusing, quintic, one dimensional initial value problem

\begin{equation}
\begin{aligned}
  iu_t + \Delta u &= F(u) = |u|^4 u, \\
  u(0, x) &= u_0.
\end{aligned}
\end{equation}

(1.1) is an $L^2$-critical problem. A solution to (1.1) can be rescaled to give a family of solutions. For any $\lambda > 0$, if $u(t, x)$ is a solution to (1.1) on some interval $I$ then

\begin{equation}
\lambda^{1/2} u(\lambda^2 t, \lambda x)
\end{equation}

(1.2)
is a solution to (1.1) on $\frac{L}{\lambda^2} = \{ \frac{t}{\lambda^2} : t \in I \}$ with initial data $\lambda^{1/2} u(0, \lambda x)$. (1.1) is called $L^2$-critical since

\begin{equation}
\|u(0, x)\|_{L^2(R)} = \|\lambda^{1/2} u(0, \lambda x)\|_{L^2(R)}.
\end{equation}

(1.3)

(1.1) is part of a general class of $\dot{H}^{s_c}$-critical problems.

Definition 1.1. ($\dot{H}^{s_c}$-critical) The defocusing initial value problem

\begin{equation}
\begin{aligned}
  iu_t + \Delta u &= F(u) = |u|^p u, \\
  u(0, x) &= u_0,
\end{aligned}
\end{equation}

(1.4)
is called $\dot{H}^{s_c}$-critical if $p = \frac{4}{d - 2s_c}$, where $u : I \times \mathbb{R}^d \to \mathbb{C}$, $0 \in I \subset \mathbb{R}$.

Conjecture 1.1. The mass-critical initial value problem, (1.4) with $p = \frac{4}{d}$, is globally well-posed for any $u_0 \in L^2(\mathbb{R}^d)$, and the solutions scatter forward and backward in time.
Remark. By [17, 18] Conjecture 1.1 is sharp.

[90] confirmed Conjecture 1.1 for \( u_0 \) radial and dimensions \( d \geq 3 \), and [57] for \( u_0 \) radial and \( d = 2 \). [28] removed the radial symmetry condition for dimensions \( d \geq 3 \), and [31] removed the radial symmetry condition for \( d = 2 \). In this paper we complete the affirmation of Conjecture 1.1, proving

**Theorem 1.2.** The initial value problem (1.1) is globally well-posed for any \( u_0 \in L^2(\mathbb{R}) \), and the solutions scatter forward and backward in time.

Remark. [56] combined with this paper gives a profile decomposition for the mass-critical gKdV. [32] exploits this profile decomposition to prove scattering for the defocusing mass-critical gKdV.

This paper is the third in a series of four papers. The fourth paper (see preprint [30]) addresses the focusing initial value problem (\( F(u) = -|u|^{4/d} u \)). There are known counterexamples to global well-posedness and scattering for this problem (see [41, 65, 88, 100, 101, 103]). However, all such counterexamples have \( L^2 \) norm above the \( L^2 \) norm of the ground state. [57, 61] showed that Conjecture 1.1 is true when the \( L^2 \) norm of the initial data is below the \( L^2 \) norm of the ground state for \( d \geq 2 \) and \( u_0 \) radial. [30] removes the symmetry condition and shows that Conjecture 1.1 holds for data with \( L^2 \) norm below the \( L^2 \) norm of the ground state in dimensions \( d \geq 1 \).

**Definition 1.2.** (Well-posedness) A Schrödinger initial value problem is said to be well-posed on \( I \subset \mathbb{R} \) with initial data in a Banach space \( X \) if:

1. A solution exists on \( I \) for all \( u_0 \in X \),
2. The solution satisfies Duhamel’s principle, that is for any \( t \in I \),

\[
(1.5) \quad u(t, x) = e^{it\Delta} u_0 - i \int_0^t e^{i(t-\tau)\Delta} F(u(\tau)) d\tau.
\]

3. The solution is unique.
4. For any compact \( J \subset I \), the map \( u_0 \mapsto u(t, x) \) is continuous from \( X \) to \( Y(J \times \mathbb{R}^d) \), where \( Y \subset L^\infty_t L^2_x \) is also a Banach space.

An initial value problem is said to be globally well-posed if \( I = \mathbb{R} \).

For (1.1) we take \( X = L^2(\mathbb{R}) \), \( Y = L^\infty_t L^2_x \cap L^6_{t,x} \).

**Definition 1.3.** (Scattering) A solution to (1.4) scatters forward in time if there exists \( u_+ \in H^s_{\text{c}}(\mathbb{R}^d) \) such that

\[
(1.6) \quad e^{-it\Delta} u(t, x) \rightarrow u_+,
\]
strongly in $\dot{H}^{s_c}(\mathbb{R}^d)$ as $t \to +\infty$. A solution is said to scatter backward in time if there exists $u_\rightarrow \in \dot{H}^{s_c}(\mathbb{R}^d)$ such that

$$e^{-it\Delta}u(t,x) \longrightarrow u_\rightarrow,$$

strongly in $\dot{H}^{s_c}(\mathbb{R}^d)$ as $t \to -\infty$.

A solution to (1.4) conserves both mass,

$$M(u(t)) = \int |u(t,x)|^2 \, dx = M(u(0)), \quad (1.8)$$

and energy,

$$E(u(t)) = \int \left( \frac{1}{2} |\nabla u(t,x)|^2 + \frac{1}{p+2} |u(t,x)|^{p+2} \right) \, dx = E(u(0)). \quad (1.9)$$

Due to the conserved quantities (1.8) and (1.9), a great deal of research has focused on the mass or $L^2$-critical initial value problem ($p = \frac{4}{d}$) and the $\dot{H}^1$ or energy-critical initial value problem ($p = \frac{4}{d-2}$). See [53, 70, 69] for global well-posedness and scattering results when a solution to (1.4) has an assumed bound on the $\dot{H}^{s_c}$ norm, $0 < s_c < 1$. The author is unaware of any large data scattering results in the absence of a conserved quantity that controls the critical $\dot{H}^{s_c}$ norm or an assumed bound on the $\dot{H}^{s_c}$ bound.

The local theory for (1.4) has been worked out in [12, 13, 14, 15, 16, 89]. To simplify the exposition only the $L^2$-critical results will be presented here.

**Definition 1.4.** (Blowup criterion) Let $I$ be the maximal interval of existence of a solution to (1.4), $p = \frac{4}{d}$. A solution $u : I \times \mathbb{R}^d \to \mathbb{C}$ is said to blow up forward in time if for some $t_0 \in I$,

$$\int_{t_0}^{\sup(I)} \int |u(t,x)|^{\frac{2(d+2)}{d}} \, dx \, dt = \infty. \quad (1.10)$$

Blowing up backward in time is similarly defined.

**Theorem 1.3.** (Local well-posedness) (1) Given $u_0 \in L^2(\mathbb{R}^d)$ there is a solution $u$ to (1.4), $p = \frac{4}{d}$, with initial data $u_0$, on a maximal interval of existence $I$, where $I$ is an open set. Moreover, for any $J \subset I$ compact, the solution map $u(0) \mapsto u(t,x)$, $L^2_x(\mathbb{R}^d) \mapsto L^{\frac{2(d+2)}{d}}_{t,x}(J \times \mathbb{R}^d)$ is continuous in an $L^2$ neighborhood of $u_0$.

(2) If $\sup(I)$ is finite then the solution $u$ blows up forward in time. If $\inf(I)$ is finite then the solution $u$ blows up backward in time.

(3) If $u$ does not blow up forward in time then $u$ scatters forward in time. If $u$ does not blow up backward in time then $u$ scatters backward in time.

(4) If $M(u_0)$ is sufficiently small then the solution $u$ is global and scatters forward and backward in time.
Theorem 1.2 follows from two results:

**Theorem 1.4.** If global well-posedness and scattering for (1.1) fails then there exists a nonzero solution to (1.1) that lies in a compact subset of $L^2(\mathbb{R}^d)$ modulo scaling, translation, and Galilean symmetries for the entire time of its existence.

**Theorem 1.5.** The only solution to (1.1) that lies in a compact subset of $L^2(\mathbb{R})$ modulo scaling, translation, and Galilean symmetries for the entire time of its existence is $u \equiv 0$.

**Definition 1.5.** (Almost periodic solution) A solution that lies in a compact subset of $L^2(\mathbb{R}^d)$ modulo scaling, translation, and Galilean symmetries for the entire time of its existence is called an almost periodic solution.

**Remark.** The argument outlined in Theorems 1.4 and 1.5 is called the concentration compactness method, a method that has proved to be quite useful in many types of partial differential equations. It has been used since at least the 1980’s (see [4, 11]) in elliptic and parabolic partial differential equations. The use of the concentration compactness method to establish global well-posedness and scattering for critical dispersive equations, in the exact form as it is used in this paper, was first introduced and developed in [51] for the focusing, radial, energy-critical Schrödinger equation and in [52] for the focusing, energy-critical wave equation. Historically, progress in dispersive partial differential equations using this method has gone energy-critical focusing NLS, energy-critical focusing wave equation, mass-critical NLS, mass-critical gKdV.

The analysis of defocusing, semilinear, energy-critical wave equation was completed by [2, 36, 42, 43, 47, 74, 75, 76, 81, 86]. These works were followed by [44], which proved that the defocusing, energy-critical Schrödinger problem with three dimensional radial data was globally well-posed. These results were obtained by ruling out energy concentration through the use of Morawetz and dilation identities.

Around the same time [10] utilized an induction on energy argument, proving global well-posedness and scattering for the defocusing, radial, energy-critical nonlinear Schrödinger equation in dimensions $d = 3, 4$. [10] is widely considered to be the seminal result in the study of Schrödinger problems in connection with the induction on energy method. [84] extended this work to higher dimensions.

In a major breakthrough, [24] extended the result of [10] to the nonradial setting in $\mathbb{R}^3$, via the induction on energy method and introducing the interaction Morawetz estimates of [23] to this setting. This work was extended to four dimensions in [73] and to dimensions greater than five in [98]. Global well-posedness
and scattering for the energy-critical defocusing nonradial Schrödinger equation
[24, 59, 73, 97, 98, 99] and for the energy-critical focusing problem [33, 51, 58, 83]
is now complete except for the focusing problem when \( d = 3 \) with nonradial data.

**Proof of Theorem 1.4.** A version of Theorem 1.4 is implicit in [55] for dimensions \( d = 1, 2 \). [3, 66, 92] extended this result to dimensions \( d \geq 1 \). The argument of [92] will be sketched in Section 2.

The proof of Theorem 1.5 will then occupy the remainder of the paper. We prove this by considering two separate cases. Notice that Theorem 1.4 implies that there exists a solution to (1.1) on a maximal interval \( I \subset \mathbb{R} \), along with \( N(t) : I \rightarrow (0, \infty) \), \( \xi(t) : I \rightarrow \mathbb{R}^d \), and \( x(t) : I \rightarrow \mathbb{R}^d \), such that

\[
\left\{ \frac{1}{N(t)^{d/2}} e^{-ix \cdot \xi(t)} u \left( t, \frac{x - x(t)}{N(t)} \right) : t \in I \right\}
\]
is pre compact in \( L^2(\mathbb{R}^d) \). We argue as in [28, 57, 61], but especially [31]. As in [28, 31] it suffices to consider \( N(0) = 1, N(t) \leq 1 \) on \( [0, \infty) \) (see [57] for a proof of this fact). We then consider two scenarios, the rapid frequency cascade scenario,

\[
\int_0^\infty N(t)^3 dt < \infty,
\]
and the quasisoliton,

\[
\int_0^\infty N(t)^3 dt = \infty.
\]

As in [28, 31], we utilize a long time Strichartz estimate. [28] utilized long time Strichartz estimates based on the \( L^2_t L^\infty_x \) Strichartz estimates endpoint results of [50]. In \( d = 2 \), the \( L^2_t \) Strichartz estimates are no longer available so instead [31] utilized the \( U^2_\Delta \) and \( V^2_\Delta \) spaces to construct a long time Strichartz norm. The long time Strichartz spaces of [31] will be recalled in section three. In section four we will make an induction on frequency argument to prove estimates on our long time Strichartz spaces. In fact, the argument in one dimension is substantially simpler than the argument in two dimensions. Then in section five we will prove that there is no nonzero rapid frequency cascade solution. In section six we will prove that there is no nonzero quasisoliton solution.

The exclusion of a quasisoliton solution relies on the frequency localized interaction Morawetz estimates. Morawetz estimates have long proven useful to proving scattering results for dispersive equations (see [8, 39, 64, 67, 71]). The interaction Morawetz estimate has proved to be very useful for nonradial data.
THEOREM 1.6. (Interaction Morawetz estimate) A solution to (1.4) has the bounds
\begin{equation}
\|\nabla \cdot ^{\frac{3-d}{2}} u(t,x)\|^2_{L^2_t L^2_x (I \times \mathbb{R}^d)} \lesssim \|u\|^2_{L^\infty_t L^2_x (I \times \mathbb{R}^d)} \|u\|^2_{L^1_t H^{1/2} (I \times \mathbb{R}^d)},
\end{equation}
for all \(d \geq 1\).

Proof. See [23] when \(d = 3\), [91] when \(d \geq 4\), and [21, 72] when \(d = 1, 2\). [72] proves a Galilean invariant version of (1.14) for \(d \geq 1\). \(\square\)

As in [28, 31], we do not have an a priori bound on \(\|u(t)\|_{H^{1/2} (\mathbb{R})}\), so we truncate to low frequencies. The idea of using frequency truncated interaction Morawetz estimates was introduced in [24] for the energy-critical problem. In that case solutions were truncated in high frequencies since \(\|u(t)\|_{H^1}\) was uniformly bounded, but there was no a priori bound on \(\|u(t)\|_{L^2}\).

Here, as in [28, 31], the errors produced by truncating to low frequencies are successfully estimated using the long time Strichartz estimates. The frequency truncated Morawetz estimates are very closely related to the almost Morawetz estimates of the I-method. See [20, 25, 27] for the almost Morawetz estimates in two dimensions, [26, 29] in one dimension, and [22] for the I-method itself.

Acknowledgment. I am grateful to the anonymous referees for many helpful comments regarding the introduction.

2. Linear estimates and concentration compactness. This section serves to present some results in the theory of Strichartz estimates and concentration compactness.

Definition 2.1. (Admissible pair) A pair \((p,q)\) will be called an admissible pair for \(d = 1\) if \(\frac{2}{p} = \left(\frac{1}{2} - \frac{1}{q}\right)\), and \(p \geq 4\).

Proposition 2.1. (Strichartz estimates) If \(u(t,x)\) solves the initial value problem
\begin{equation}
iu_t + \Delta u = F(t), \quad u(0,x) = u_0,
\end{equation}
on an interval \(I\), then
\begin{equation}
\|u\|_{L^p_t L^q_x (I \times \mathbb{R})} \lesssim \|u_0\|_{L^2_x (\mathbb{R})} + \|F\|_{L^p_t L^q_x (I \times \mathbb{R})},
\end{equation}
for all admissible pairs \((p,q)\) and \((\tilde{p}, \tilde{q})\). \(\tilde{p}'\) denotes the Lebesgue dual of \(\tilde{p}\).

Proof. See [80] for \(p = q = 6\), [19, 40, 50, 85, 102] for the general result. \(\square\)
PROP. 2.2. (Bilinear Strichartz estimates) If \( \hat{u}_0 \) is supported on \(|\xi| \sim N\), \( \hat{v}_0 \) is supported on \(|\xi| \sim M\), \( M \ll N \),

\[
\left\| \left( e^{it\Delta} u_0 \right) \left( e^{it\Delta} v_0 \right) \right\|_{L^2_{t,x}(\mathbb{R} \times \mathbb{R})} \lesssim N^{-1/2} \left\| u_0 \right\|_{L^2(R)} \left\| v_0 \right\|_{L^2(R)}.
\]

This result also holds in the more general case in which the supports of \( \hat{\nu}_0(\xi) \) and \( \hat{\nu}_0(\xi) \) are separated by a distance \(|\xi| \sim N\).

Proof. The proof in one dimension is much simpler than the higher dimensional results of \([7, 82]\). In fact \([60]\) demonstrates that this result implies the result of \([7]\) for any dimension \( d \geq 1 \).

\[
\left\| \left( e^{it\Delta} u_0 \right) \left( e^{it\Delta} v_0 \right) \right\|_{L^2_{t,x}}^2 = \left\| \left( e^{it\Delta} u_0 \right) \left( e^{it\Delta} v_0 \right) \left( e^{it\Delta} u_0 \right) \left( e^{it\Delta} v_0 \right) \right\|_{L^2_{t,x}}.
\]

Suppose \( \|g(t,x)\|_{L^2_{t,x}} = 1\), \( \hat{g}(t,\xi) \) is the spatial Fourier transform of \( g \), and \( \hat{g}(\tau,\xi) \) the space-time Fourier transform. Then by Parseval’s theorem

\[
\int \langle g(t,x), \left( e^{it\Delta} u_0 \right) \left( e^{it\Delta} v_0 \right) \rangle dt = \iint \hat{g}(t,\xi) \hat{u}_0(\eta)(e^{it(\eta-\xi)^2}) \hat{v}_0(\xi-\eta) d\xi d\eta dt
\]

\[
= \iint \hat{g}(\eta^2 - (\xi - \eta)^2, \xi) \hat{u}_0(\eta) \hat{v}_0(\xi-\eta) d\eta d\xi
\]

\[
= \iint \hat{g}(\xi(\eta - \xi), \xi) \hat{u}_0(\eta) \hat{v}_0(\xi-\eta) d\eta d\xi.
\]

Then \( \eta - (\eta - \xi) = \xi \sim N \), so by a change of variables

\[
\|g\|_{L^2_{t,x}} \left\| u_0 \right\|_{L^2} \left\| v_0 \right\|_{L^2} \lesssim N^{-1/2} \left\| u_0 \right\|_{L^2(R)} \left\| v_0 \right\|_{L^2(R)}.
\]

COROLLARY 2.3.

\[
\left\| \left( e^{it\Delta} u_0 \right) \left( e^{it\Delta} v_0 \right) \right\|_{L^2_{t,x}(\mathbb{R} \times \mathbb{R})} \lesssim \left( \frac{M}{N} \right)^{1/4} \left\| u_0 \right\|_{L^2(R)} \left\| v_0 \right\|_{L^2(R)}.
\]

Proof. By propositions 2.1, 2.2, and Sobolev embedding,

\[
\left\| \left( e^{it\Delta} u_0 \right) \left( e^{it\Delta} v_0 \right) \right\|_{L^2_{t,x}} = \left\| \left( e^{it\Delta} u_0 \right) \left( e^{it\Delta} v_0 \right) \right\|_{L^2_{t,x}}^{1/2} \left\| e^{it\Delta} u_0 \right\|_{L^2_{t,x}}^{1/2} \left\| e^{it\Delta} v_0 \right\|_{L^2_{t,x}}^{1/2} \lesssim \left( \frac{M}{N} \right)^{1/4} \left\| u_0 \right\|_{L^2} \left\| v_0 \right\|_{L^2}.\]

\]
Propositions 2.1 and 2.2 also hold under convolutions with $L^1$ kernels. This will prove to be extremely important since by Galilean invariance a nonsymmetric solution to (1.1) will be localized in frequency around some $\xi(t) \in \mathbb{R}^2$, $\xi(t)$ need not be zero. Suppose $g(t, x - y)$ and $h(t, x - z)$ are convolution kernels with uniform bounds.

(2.10) \[ \| \sup_{t \in \mathbb{R}} |g(t, x)|\|_{L^1(\mathbb{R})}, \quad \| \sup_{t \in \mathbb{R}} |h(t, x)|\|_{L^1(\mathbb{R})} \lesssim 1. \]

Then

(2.11) \[ \| (g(\cdot, \cdot) * e^{it\Delta} u_0)(h(\cdot, \cdot) * e^{it\Delta} v_0)\|_{L^q_t(\mathbb{R} \times \mathbb{R}^d)} = \left\| \int \int g(t, x - y)h(t, x - z)(e^{it\Delta} u_0)(y)(e^{it\Delta} v_0)(z)dydz \right\|_{L^q_t(\mathbb{R} \times \mathbb{R}^d)} \]

(2.12) \[ \lesssim \sup_{y, z} \| (e^{it\Delta} u_0)(y)(e^{it\Delta} v_0)(z)\|_{L^q_t(\mathbb{R} \times \mathbb{R}^d)}. \]

Since Proposition 2.2 is translation invariant, (2.11) and (2.12) can be combined quite nicely with (2.3). The calculation is even easier for the linear Strichartz estimates.

**Sketch of the proof of Theorem 1.4.** Although we only need Theorem 1.4 when $d = 1$, we will go ahead and discuss [92]'s proof of Theorem 1.4 in any dimension. The argument in [55] is almost identical when $d = 1$. It follows from Theorem 1.3 that to prove (1.1) is globally well-posed and scattering it suffices to prove that if $u$ is a solution to the defocusing, mass-critical problem (1.4), $p = \frac{4}{d}$, then there exists a function $A : [0, \infty) \to [0, \infty)$ such that

(2.13) \[ \|u\|_{L^\infty_t(L^2_x(\mathbb{R} \times \mathbb{R}^d))} \leq A(\|u_0\|_{L^2(\mathbb{R}^d)}), \quad d < \infty. \]

During the sketch of the proof we understand that any reference to (1.4) refers to (1.4) with $p = \frac{4}{d}$. Define the function

(2.14) \[ A(m) = \sup \left\{ \frac{\|u\|_{L^\infty_t(L^2_x(\mathbb{R} \times \mathbb{R}^d))}}{(\|u_0\|_{L^2(\mathbb{R}^d)})} : u \text{ solves (1.4), } \|u(0)\|_{L^2(\mathbb{R}^d)} = m \right\}. \]

The stability lemma from [91] implies that $A(m)$ is a continuous function of $m$, which implies that $\{m : A(m) = \infty\}$ is a closed set. Therefore if global well-posedness and scattering does not hold in the defocusing case for all $u_0 \in L^2(\mathbb{R}^d)$, then there must be a minimum $m_0(d)$ with $A(m_0(d)) = \infty$. Moreover, by Theorem 1.3, $m_0(d) > \epsilon(d)$. 

Next, [92] proved that if \( A(m_0) = \infty \), \( A(m) < \infty \) for \( m < m_0 \), then there must exist a blowup solution to (1.4) on \( 0 \in I \subset \mathbb{R} \) satisfying

\[
\| u(t) \|_{L^2(\mathbb{R}^d)} = \| u(0) \|_{L^2(\mathbb{R}^d)} = m_0 \quad \forall t \in I,
\]

\[
\| u \|_{L^{\frac{2(d+1)}{d}}(\inf(I),0) \times \mathbb{R}^d)} = \| u \|_{L^{\frac{2(d+1)}{d}}(\inf(I),0) \times \mathbb{R}^d)} = +\infty,
\]

and \( u(t) \) lying in a compact set modulo the Galilean, translation, and scaling symmetries for all \( t \in I \). It is certainly necessary to take the quotient with respect to this group of symmetries since solutions to (1.1) are invariant under translation. Scaling symmetry has also been discussed in (1.2). Finally, direct calculation verifies that (1.1) is invariant under the Galilean transformation.

**Theorem 2.4.** (Galilean transformation) Suppose \( u(t,x) \) solves

\[
iu_t + \Delta u = F(u),
\]

\[
u(0,x) = u_0.
\]

Then \( v(t,x) = e^{-it|\xi_0|^2}e^{ix \cdot \xi_0}u(t,x - 2\xi_0 t) \) solves the initial value problem

\[
i v_t + \Delta v = F(v),
\]

\[
v(0,x) = e^{ix \cdot \xi_0}u(0,x).
\]

(2.15) and (2.16) are proved by profile decomposition. Shortly after [10], [54] proved a profile decomposition for the energy critical Schrödinger problem in \( \mathbb{R}^3 \) in the same vein as the profile decomposition that [34] proved for the Sobolev embedding and [1] proved for the wave equation.

For the mass-critical problem in two dimensions [66] utilized a result of [68] to prove weak convergence modulo symmetries for a sequence of functions with Strichartz norms uniformly bounded below and mass uniformly bounded above. [55] then proved a profile decomposition for the mass-critical problem in dimensions \( d = 1, 2 \). [3] extended this to higher dimensions using the bilinear result of [82].

[92] then argued that a minimal mass blowup solution to (1.4) must exist entirely on one profile, otherwise if a minimal mass blowup solution were decoupled on two profiles, each with mass below the minimal mass of blowup, one could obtain scattering for each piece separately and then “paste” the two results together to obtain a scattering solution. This completed the proof of Theorem 1.4 for \( d \geq 1 \).

Returning to \( d = 1 \) only, the Arzela-Ascoli theorem implies that \( u(t) \) almost periodic is equivalent to the existence of \( \xi(t) : I \to \mathbb{R}, x(t) : I \to \mathbb{R}, N(t) : I \to (0,\infty), C : (0,\infty) \to (0,\infty) \) such that for all \( t \in I \), where \( I \) is the maximal interval...
of existence, and $\eta > 0$,

\begin{align}
(2.19) \quad & \int_{|x-x(t)| \geq C(\eta) \frac{C(\eta)}{N(t)}} |u(t,x)|^2 dx < \eta, \\
(2.20) \quad & \int_{|\xi-\xi(t)| \geq C(\eta)N(t)} |\hat{u}(t,\xi)|^2 d\xi < \eta.
\end{align}

By the uncertainty principle this is as much as one could possibly hope for.

Now let $u$ be an almost periodic solution to (1.1). If $u$ is symmetric about 0 then $x(t) = \xi(t) = 0$. In the nonradial case $x(t)$ and $\xi(t)$ are free to move around. In this paper we will track $\xi(t)$ and $N(t)$ to gain additional information on an almost periodic solution. As in [28, 31] we will not need to track $x(t)$ since we will use the interaction Morawetz estimates.

**Lemma 2.5.** Suppose $J$ is an interval satisfying

\begin{equation}
(2.21) \quad \|u\|_{L^6_{t,x}(J \times \mathbb{R})} = 1.
\end{equation}

Then for $t_1, t_2 \in J$,

\begin{equation}
(2.22) \quad N(t_1) \sim_{m_0} N(t_2),
\end{equation}

and

\begin{equation}
(2.23) \quad |\xi(t_1) - \xi(t_2)| \lesssim \sup_{t \in J} N(t).
\end{equation}

**Proof.** See lemma 5.18 of [60]. \hfill \Box

Next, since for all $t \in I$, $u(t)$ lies in a compact subset of $L^2(\mathbb{R})$ modulo scaling, translation, and Galilean symmetries,

**Lemma 2.6.** There exists $\delta(m_0) > 0$ such that for any $t_0 \in I$,

\begin{equation}
(2.24) \quad \|u\|_{L^6_{t,x}([t_0, t_0 + \frac{\delta}{N(t_0)^2}] \times \mathbb{R})} \sim \|u\|_{L^6_{t,x}([t_0 - \frac{\delta}{N(t_0)^2}] \times \mathbb{R})} \sim 1.
\end{equation}

**Proof.** Again see lemma 5.18 of [60]. \hfill \Box

If $J$ is an interval with $\|u\|_{L^6_{t,x}(J \times \mathbb{R})} = 1$ then let

\begin{equation}
(2.25) \quad N(J) = \sup_{t \in J} N(t).
\end{equation}

By Lemmas 2.5 and 2.6,

\begin{equation}
(2.26) \quad N(J) \sim \int_J N(t)^3 dt \sim \inf_{t \in J} N(t).
\end{equation}
Combining Lemmas 2.5 and 2.6, we can choose $\xi(t), N(t)$ such that
\begin{equation}
|\xi'(t)| + |N'(t)| \lesssim m_0 N(t)^3.
\end{equation}
Therefore, we have now proved

**Theorem 2.7.** If there exists an almost periodic solution to (1.4) with $0 < \|u(0)\|_{L^2(\mathbb{R})} < \infty$, then there exists an almost periodic solution to (1.1) satisfying (2.19) and (2.20), $0 < \epsilon \leq \|u(0)\|_{L^2(\mathbb{R})} < \infty$,
\begin{equation}
\int_{0}^{\infty} \int |u(t,x)|^6 dx dt = \infty,
\end{equation}

$N(0) = 1, \xi(0) = x(0) = 0$, and $N(t) \leq 1$ on $[0, \infty)$, $|N'(t)| + |\xi'(t)| \lesssim u N(t)^3$.

**Proof:** This was proved in [90, 92], so the argument will merely be sketched here. Theorem 1.3, (2.24), and (2.27) imply that an almost periodic solution with $\|u(0)\|_{L^2} > 0$ implies that $\|u(0)\|_{L^2} \geq \epsilon$, where $\epsilon > 0$ is the small data threshold. Since $u(t)$ lies in a compact set in $L^2(\mathbb{R})$ modulo symmetries, combined with the fact that $N(t)$ is continuous and time reversal symmetry, we can take a limit of $u(t_n), t_n \in I$ under the various symmetries, and obtain $N(t) \leq 1$ for $t \geq 0, N(0) = 1$. By the perturbation theory of [91] the limit of $u(t_n)$ modulo symmetries will be the initial data of an almost periodic $u$ with $x(0) = \xi(0) = 0$. Finally by (2.27) the theorem holds.

At this point, it remains to show that such a solution cannot occur, which will occupy the remainder of the paper. We will now take a solution satisfying Theorem 2.7, and for the rest of the paper any expression of the form $A \lesssim B$ ($A \leq C(u)B$) will be abbreviated $A \lesssim B$.

### 3. A long time Strichartz space.

**Definition 3.1.** (Littlewood-Paley decomposition) Let $\phi \in C^\infty_0(\mathbb{R}^2)$ be a radial, decreasing function,
\begin{equation}
\phi(x) = \begin{cases} 
1, & |x| \leq 1; \\
0, & |x| > 2.
\end{cases}
\end{equation}
This gives a partition of unity
\begin{equation}
1 = \phi(x) + \sum_{j=1}^{\infty} [\phi(2^{-j} x) - \phi(2^{-j+1} x)] = \psi_0(x) + \sum_{j=1}^{\infty} \psi_j(x).
\end{equation}
For any integer $j \geq 0$
\begin{equation}
P_j f = \mathcal{F}^{-1} (\psi_j(\xi) \hat{f}(\xi)) = \int K_j(x-y)f(y)dy,
\end{equation}
where $K_j$ is an $L^1$ kernel. Let $P_j f = 0$ when $j$ is an integer less than zero and let

$$P_{j_1 \leq j \leq j_2} f = \sum_{j_1 \leq j \leq j_2} P_j f.$$  

We also define the frequency truncation

$$P_{\leq N} f = \mathcal{F} \left( \phi \left( \frac{\xi}{N} \right) \hat{f}(\xi) \right).$$  

The Littlewood-Paley decomposition respects $L^p$ norms, $1 < p < \infty$.

**Lemma 3.1.** (Littlewood-Paley theorem) For $1 < p < \infty$,

$$\|f\|_{L^p(\mathbb{R})} \sim_p \left\| \left( \sum_{j=0}^{\infty} |P_j f|^2 \right)^{1/2} \right\|_{L^p(\mathbb{R})}.$$  

**Proof.** See [78, 79, 94] or [96]. □

Because $\xi(t)$ is free to move around in the nonradial case it is also convenient to define a Littlewood-Paley projection centered around $\xi_0 \in \mathbb{R}$ when $\xi_0 \neq 0$.

**Definition 3.2.** Let $\xi_0 \in \mathbb{R}$. Then define

$$P_{\xi_0,j} u = e^{ix \cdot \xi_0} P_j (e^{-ix \cdot \xi_0} u).$$

Let

$$P_{\xi_0,j} \bar{u} = e^{-ix \cdot \xi_0} P_j (e^{ix \cdot \xi_0} \bar{u}) = \overline{e^{ix \cdot \xi_0} P_j (e^{-ix \cdot \xi_0} u)}.$$  

Also for $1 \leq p \leq \infty$ define the norm

$$\left\| P_{\xi(t),j} f \right\|_{L^p_t L^q_x ([I \times \mathbb{R}])} = \left\| P_{\xi(t),j} f(t) \right\|_{L^q_x ([I \times \mathbb{R}])} \left\| P_{\xi(t),j} f \right\|_{L^p_t ([I])}.$$  

Notice that

$$P_{\xi_0,j} f = \int K_j (x-y) e^{i(x-y) \cdot \xi_0} f(y) dy,$$

which also has an $L^1$ kernel, so if $j$ is fixed in time, we can use (2.11) and (2.12).

Now to construct a function space adapted to the long time Strichartz estimates we utilize a class of function spaces introduced in [93] to study wave maps. [62, 63] applied these spaces to nonlinear Schrödinger problems. See [46] for a general description of these spaces. These spaces are quite useful to critical problems since the $X^{s,b}$ spaces of [5, 6] (see also [35]) are scale invariant when $b = \frac{1}{2}$, which has the same difficulty as the failure of the embedding $\dot{H}^{1/2}(\mathbb{R}) \subset L^\infty(\mathbb{R})$. This section is very similar to section three of [31] so many proofs will be omitted or abridged.
**Definition 3.3.** \((U^p_\Delta\) spaces) Let \(1 \leq p < \infty\). Let \(U^p_\Delta\) be an atomic space whose atoms are piecewise solutions to the linear equation,

\[
U_\lambda = \sum_k 1_{[s_k, t_{k+1})} e^{it\Delta} u_k, \quad \sum_k \|u_k\|_{L^2}^p = 1.
\]

Then for any \(1 \leq p < \infty\),

\[
\|u\|_{U^p_\Delta} = \inf \left\{ \sum_\lambda |c_\lambda| : u = \sum_\lambda c_\lambda u_\lambda, \text{ } u_\lambda \text{ are } U^p_\Delta \text{ atoms} \right\}.
\]

For any \(1 \leq p < \infty\), \(U^p_\Delta \subset L^\infty(L^2)\). Additionally, \(U^p_\Delta\) functions are continuous except at countably many points and right continuous everywhere.

**Definition 3.4.** \((V^p_\Delta\) spaces) Let \(1 \leq p < \infty\). Then \(V^p_\Delta\) is the space of right continuous functions \(u \in L^\infty(L^2)\) such that

\[
\|v\|_{V^p_\Delta} = \|v\|_{L^\infty(L^2)}^p + \sup_{\{t_k\} \uparrow} \sum_k \|e^{-it\Delta} v(t_k) - e^{-it_{k+1}\Delta} v(t_{k+1})\|_{L^2}^p.
\]

The supremum is taken over increasing sequences \(t_k\).

**Theorem 3.2.** The function spaces \(U^p_\Delta\) and \(V^p_\Delta\) obey the embeddings

\[
U^p_\Delta \subset V^p_\Delta \subset U^q_\Delta \subset L^\infty(L^2), \quad p < q.
\]

Let \(DU^p_\Delta\) be the space of functions

\[
DU^p_\Delta = \{(i\partial_t + \Delta)u ; u \in U^p_\Delta\}.
\]

By Duhamel’s formula

\[
\|u\|_{U^p_\Delta} \lesssim \|u(0)\|_{L^2} + \|(i\partial_t + \partial_x^2)u\|_{DU^p_\Delta}.
\]

Finally, there is the duality relation

\[
(DU^p_\Delta)^* = V^p_\Delta.
\]

These spaces are also closed under truncation in time.

\[
\chi I : U^p_\Delta \rightarrow U^p_\Delta, \quad \chi I : V^p_\Delta \rightarrow V^p_\Delta.
\]

**Proof.** See [46].

**Lemma 3.3.** Suppose \(J = I_1 \cup I_2, I_1 = [a, b], I_2 = [b, c], a \leq b \leq c\). Then,

\[
\|u\|_{U^p_\Delta(J \times \mathbb{R})} \leq \|u\|_{U^p_\Delta(I_1 \times \mathbb{R})} + \|u\|_{U^p_\Delta(I_2 \times \mathbb{R})}.
\]
and for \( j = 1, 2 \),

\[
\| u \|^p_{L^p_t L^q_x(I_2 \times \mathbb{R})} \leq \| u \|^p_{U^p_\Delta(J \times \mathbb{R})}.
\]

**Proof.** This follows from the definition of the \( U_\Delta \) spaces. See [31] for a proof. \( \square \)

**Lemma 3.4.** Suppose \( J = \bigcup_{m=1}^k J^m \), where \( J^m = [a_m, b_m] \) are consecutive intervals, and \( a_{m+1} = b_m \). Then for any \( t_0 \in J \),

\[
\left\| \int_0^t e^{i(t-\tau)\Delta} F(\tau) d\tau \right\|_{U^2_\Delta(J \times \mathbb{R})} \lesssim \sum_{m=1}^k \left\| \int_{J^m} e^{-i\tau\Delta} F(\tau) d\tau \right\|_{L^2_t L^2_x(\mathbb{R})}
\]

\[
+ \left( \sum_{m=1}^k \| F \|^2_{D U^2_\Delta(J^m \times \mathbb{R})} \right)^{1/2}.
\]

**Proof.** See [31]. \( \square \)

The \( U^2_\Delta \) spaces respect linear and bilinear Strichartz estimates. Indeed, checking individual atoms shows that if \( p, q \) is an admissible pair then

\[
\| u \|_{L^p_t L^q_x(I \times \mathbb{R})} \lesssim \| u \|_{U^p_\Delta(I \times \mathbb{R})}.
\]

**Lemma 3.5.** Suppose that under some condition on the supports of \( \hat{u}_0(\xi) \) and \( \hat{v}_0(\xi) \),

\[
\| (e^{it\Delta} u_0)(e^{it\Delta} v_0) \|_{L^p_t L^q_x(I \times \mathbb{R})} \lesssim N^{-\alpha} \| u_0 \|_{L^2_t L^2_x(\mathbb{R})} \| v_0 \|_{L^2_t L^2_x(\mathbb{R})},
\]

for some \( 1 \leq p < \infty \). Then if \( \hat{u}(t, \xi) \) and \( \hat{v}(t, \xi) \) satisfy the same conditions,

\[
\| u v \|_{L^p_t L^q_x(I \times \mathbb{R})} \lesssim N^{-\alpha} \| u \|_{U^p_\Delta(I \times \mathbb{R})} \| v \|_{U^p_\Delta(I \times \mathbb{R})}.
\]

**Proof.** By (3.12) it suffices to check individual atoms. Suppose \( u \) is an atom. Then there exists an increasing sequence \( \{ t_k \} \) such that \( u = \sum_k 1_{[t_k, t_{k+1})}(t) e^{it\Delta} u_k \), and

\[
\| u v \|^p_{L^p_t L^q_x(I \times \mathbb{R})} = \sum_k \left\| (e^{it\Delta} u_k) v \right\|^p_{L^p_t L^q_x([t_k, t_{k+1}) \times \mathbb{R})}.
\]

If \( v \) is also an atom then \( v = \sum_l 1_{[t_l, t_{l+1})}(t) e^{it\Delta} v_l \) for an increasing sequence \( \{ t_l \} \), and

\[
\left\| (e^{it\Delta} u_k) v \right\|^p_{L^p_t L^q_x(I \times \mathbb{R})} = \sum_l \left\| (e^{it\Delta} u_k) (e^{it\Delta} v_l) \right\|^p_{L^p_t L^q_x([t_l, t_{l+1}) \times \mathbb{R})}
\]

\[
\lesssim N^{-\alpha} \sum_l \| u_k \|^p_{L^2_t} \| v_l \|^p_{L^2} \lesssim N^{-\alpha} \| u_k \|^p_{L^2}.
\]
This implies
\[ \sum_k \left\| (e^{it\Delta} u_k) v \right\|_{L^p_t L^q_x ([t_k, t_{k+1}] \times \mathbb{R}^2)} \lesssim N^{-\alpha}. \]

Now we can recall the $\tilde{X}_{k_0}$ norm from [31]. Fix three constants,
\[ 0 < \epsilon_3 \ll \epsilon_2 \ll \epsilon_1 < 1. \]

Fix an integer $k_0 \in \mathbb{Z}_{\geq 0}$. Let $[a, b]$ be an interval such that
\[ \int_a^b \int \left| u(t, x) \right|^6 dx dt = 2^{k_0}, \]
and
\[ \int_a^b N(t)^3 dt = \epsilon_3 2^{k_0}. \]
Notice that (3.30) is invariant under (1.2) while (3.31) is not. Therefore, given an interval that satisfies (3.30) it is always possible to rescale so that (3.31) is also satisfied. Choose $\epsilon_1, \epsilon_2, \epsilon_3$ such that
\[ |\xi'(t)| + |N'(t)| \leq 2^{-20} \epsilon_1^{-1/2} N(t)^3, \]
\[ \int_{|x-x(t)| \geq 2^{-20} \epsilon_3^{-1/2} N(t)} |u(t, x)|^2 dx \leq \int_{|\xi-\xi(t)| \geq 2^{-20} \epsilon_3^{-1/2} N(t)} |\hat{u}(t, \xi)|^2 d\xi \leq \epsilon_2^2, \]
and
\[ \epsilon_3 < \epsilon_2^{10}. \]

**Definition 3.5.** (Small intervals) Let $[a, b] = \bigcup_{l=0}^{2k_0-1} J_l$, with $\|u\|_{L^6_t L^6_x (J_l \times \mathbb{R}^2)} = 1$. We will call the intervals $J_l$ the small intervals. Also let $N(J_l) = \sup_{t \in J_l} N(t)$.

**Remark.** Proposition 2.1 combined with conservation of mass implies that for any admissible pair $(p, q)$,
\[ \|u\|_{L^p_t L^q_x (J_l \times \mathbb{R})} \lesssim 1. \]

**Definition 3.6.** ($J^\alpha$ intervals) Let $[a, b] = \bigcup_{\alpha=0}^{2k_0-1} J^\alpha$, $\alpha = 0, \ldots, 2k_0 - 1$, such that
\[ \int_{J^\alpha} (N(t)^3 + \epsilon_3 \|u(t)\|_{L^6_x (\mathbb{R}^2)}^6) dt = 2\epsilon_3. \]
Definition 3.7. (Partition at level $j$) For an integer $0 \leq j < k_0$, $0 \leq k < 2^{k_0-j}$, let

$$G^j_k = \bigcup_{\alpha = k2^j}^{(k+1)2^j-1} J^\alpha.$$  

For $j \geq k_0$ let $G^j_k = [a, b]$.

If $G^j_k = [t_0, t_1]$ let $\xi(G^j_k) = \xi(t_0)$. Define $\xi(J^\alpha)$ and $\xi(J_i)$ in a similar manner.

Remark. By (3.31) and (3.32), for all $t \in G^j_k$,

$$\left| \xi(t) - \xi(G^j_k) \right| \leq \int_{G^j_k} 2^{-20} \epsilon_1^{-1/2} N(t)^3 \, dt \leq 2^{-19} \epsilon_1^{-1/2}.$$  

Therefore, for all $t \in G^j_k$,

$$\left\{ \xi : 2^j-1 \leq |\xi - \xi(t)| \leq 2^{j+1} \right\} \subset \left\{ \xi : 2^{j-2} \leq |\xi - \xi(G^j_k)| \leq 2^{j+2} \right\}$$  

$$\subset \left\{ \xi : 2^{j-3} \leq |\xi - \xi(t)| \leq 2^{j+3} \right\},$$

and

$$\left\{ \xi : |\xi - \xi(t)| \leq 2^{j+1} \right\} \subset \left\{ \xi : |\xi - \xi(G^j_k)| \leq 2^{j+2} \right\}$$  

$$\subset \left\{ \xi : |\xi - \xi(t)| \leq 2^{j+3} \right\}.$$  

Definition 3.8. ($\bar{X}_{k_0}$ spaces) For any $G^j_k \subset [a, b]$, $0 \leq i < j \leq k_0$, let

$$\|P_{\xi(t), i} u\|_{U^2_{\Delta}(G^j_k \times R)}^2 = \sum_{G^2_{\alpha} \subset G^j_k} \|P_{\xi(G^2_{\alpha}), i-2 \leq j \leq i+2} u\|_{U^2_{\Delta}(G^2_{\alpha} \times R)}^2,$$

For $i \geq j$

$$\|P_{\xi(t), i} u\|_{U^2_{\Delta}(G^j_k \times R)}^2 = \|P_{\xi(G^j_k), i-2 \leq j \leq i+2} u\|_{U^2_{\Delta}(G^j_k \times R)}^2,$$

and for $G^j_k \subset [a, b]$ let

$$\|u\|_{X(G^j_k \times R)}^2 = \sum_{0 \leq i < j} 2^{i-j} \|P_{\xi(t), i} u\|_{U^2_{\Delta}(G^j_k \times R)}^2 + \sum_{i \geq j} \|P_{\xi(t), i} u\|_{U^2_{\Delta}(G^j_k \times R)}^2.$$

Then let

$$\|u\|_{X_{k_0} [a, b] \times R}^2 = \sup_{0 \leq j \leq k_0} \sup_{G^j_k \subset [a, b]} \|u\|_{X(G^j_k \times R)}^2.$$  

Also for $0 \leq k_* \leq k_0$, let

$$\|u\|_{X_{k_*} [a, b] \times R}^2 = \sup_{0 \leq j \leq k_*} \sup_{G^j_k \subset [a, b]} \|u\|_{X(G^j_k \times R)}^2.$$
for any $0 \leq j \leq k_*$ is defined in a similar manner.

By (3.22), (3.39) and (3.40), for $i < j$, $(p, q)$ an admissible pair,

$$
\| P_{\xi(t),i} u \|_{L_t^p L_x^q(G_k^j \times \mathbb{R})} \lesssim 2^{\frac{(j-i)}{p}} \| u \|_{X(G_k^j \times \mathbb{R})}.
$$

Also, by (3.6), if $q < \infty$

$$
\| P_{\xi(t),i} u \|_{L_t^p L_x^q(G_k^j \times \mathbb{R})} \sim \left( \sum_{l \geq j} \| P_{\xi(t),i} u \|_{L_t^2 L_x^q(G_k^j \times \mathbb{R})}^2 \right)^{1/2} \lesssim \| u \|_{X(G_k^j \times \mathbb{R})}.
$$

4. Long time Strichartz estimate.

**Theorem 4.1.** (Long time Strichartz estimate) If $u$ is an almost periodic solution to (1.1) then for any positive integer $k_0$, $\epsilon_1$, $\epsilon_2$, $\epsilon_3$ satisfying (3.32)–(3.34),

$$
\int_0^T N(t)^3 dt = 2^{k_0} \epsilon_3, \text{ and } \int_0^T \int |u(t,x)|^6 dx dt = 2^{k_0},
$$

(4.1)

$$
\| u \|_{X_{k_0}(0,T \times \mathbb{R})} \lesssim 1.
$$

**Remark.** Throughout this section the implicit constant depends only on $u$ and not on $k_0$, or $\epsilon_1$, $\epsilon_2$, $\epsilon_3$.

**Proof.** It is necessary to prove that for any $0 \leq j \leq k_0$, $G_k^j \subset [0,T]$,

$$
\sum_{0 \leq i \leq j} 2^{i-j} \sum_{G_{\alpha}^i \subset G_k^j} \| P_{\xi(G_{\alpha}^i),i-2 \leq i \leq i+2} u \|_{U_{\Delta}^2(G_{\alpha}^i \times \mathbb{R})}^2

+ \sum_{i > j} \| P_{\xi(G_k^j),i-2 \leq i \leq i+2} u \|_{U_{\Delta}^2(G_k^j \times \mathbb{R})}^2 \sim 1.
$$

(4.2)

Fix $k_0$, $0 \leq j \leq k_0$, and $G_k^j \subset [0,T]$. For $0 \leq i \leq j$, Duhamel’s principle implies

$$
\| P_{\xi(G_{\alpha}^i),i-2 \leq i \leq i+2} u \|_{U_{\Delta}^2(G_k^j \times \mathbb{R})}^2

\lesssim \| P_{\xi(G_{\alpha}^i),i-2 \leq i \leq i+2} u(t_{\alpha}^i) \|_{L_t^2(\mathbb{R})}^2

+ \left\| \int_{t_{\alpha}^i}^t e^{i(t-\tau)\Delta} P_{\xi(G_{\alpha}^i),i-2 \leq i \leq i+2} F(u(\tau)) d\tau \right\|_{U_{\Delta}^2(G_k^j \times \mathbb{R})}.
$$

(4.3)

For any $0 \leq i < j$, $G_{\alpha}^i \subset G_k^j$, choose $t_{\alpha}^i$ such that

$$
\| P_{\xi(G_{\alpha}^i),i-2 \leq i \leq i+2} u(t_{\alpha}^i) \|_{L_t^2(\mathbb{R})} = \inf_{t \in G_{\alpha}^i} \| P_{\xi(G_{\alpha}^i),i-2 \leq i \leq i+2} u(t) \|_{L_t^2(\mathbb{R})}.
$$

(4.4)
Then by (3.36), (3.39), and (3.40),

\[
(4.5) \sum_{0 \leq i < j} 2^{i-j} \sum_{G_{i_k} \subset G_{j_k}} \| P_{\xi(G_{i_k}),i-2 \leq i+2 u(t_{\alpha}^i)} \|_{L^2_\alpha(R)}^2 \\
\lesssim 2^{-j} \varepsilon_3^{-1} \int_{G_{i_k}} [(\varepsilon_3 \|u(t)\|_{L^6_\alpha(R)}^6 + N(t)^3) \sum_{0 \leq i < j} \| P_{\xi(t),i-3 \leq i+3 u(t)} \|_{L^2_\alpha(R)}^2] dt \\
\lesssim 2^{-j} \varepsilon_3^{-1} \|u\|_{L^2_\alpha([0,T] \times R)}^2 \int_{G_{i_k}} (N(t)^3 + \varepsilon_3 \|u(t)\|_{L^6_\alpha(R)}) dt \lesssim 1.
\]

(4.6)

For \( i \geq j \) simply take \( t_{\alpha}^i = t_0 \), where \( t_0 \) is a fixed element of \( G_{i_k} \), say the left endpoint. Then

\[
(4.7) \sum_{i \geq j} \| P_{\xi(G_{i_k}),i-2 \leq i+2 u(t_{\alpha}^i)} \|_{L^2_\alpha(R)}^2 \lesssim \|u(t_0)\|_{L^2_\alpha(R)}^2 \lesssim 1.
\]

Therefore,

\[
(4.8) \sum_{0 \leq i < j} 2^{i-j} \sum_{G_{i_k} \subset G_{j_k}} \| P_{\xi(G_{i_k}),i-2 \leq i+2 u(t_{\alpha}^i)} \|_{L^2_\alpha(R)}^2 \\
+ \sum_{i > j} \| P_{\xi(G_{i_k}),i-2 \leq i+2 u(t_{\alpha}^i)} \|_{L^2_\alpha(R)}^2 \lesssim 1.
\]

(4.8) implies

\[
\|u\|_{X(G_{i_k} \times R)}^2 \lesssim 1 + \sum_{i \geq j} \left| \int_{t_{\alpha}}^{t} e^{i(t-\tau)\Delta} P_{\xi(G_{i_k}),i-2 \leq i+2 F(u(\tau)) d\tau} \right|^2 \|U_{\Delta}^2(G_{i_k} \times R)} \\
+ \sum_{0 \leq i < j} 2^{i-j} \sum_{G_{i_k} \subset G_{j_k}} \left| \int_{t_{\alpha}}^{t} e^{i(t-\tau)\Delta} P_{\xi(G_{i_k}),i-2 \leq i+2 F(u(\tau)) d\tau} \right|^2 \|U_{\Delta}^2(G_{i_k} \times R)}.
\]

(4.9)

Now take an interval \( G_{i_k} \subset G_{j_k} \) with \( N(G_{i_k}) \geq \varepsilon_3^{1/2}2^i-5 \). (3.32) implies that \( N(t) \geq \varepsilon_3^{1/2}2^i-6 \) for all \( t \in G_{i_k} \). We compute

\[
(4.10) \sum_{0 \leq i < j} 2^{i-j} \sum_{G_{i_k} \subset G_{j_k} : N(G_{i_k}) \geq \varepsilon_3^{1/2}2^i-5} \|F(u)\|_{L^2_\alpha L^2_\alpha(G_{i_k} \times R)}^2.
\]

There are at most two small intervals, call them \( J_1 \) and \( J_2 \), that overlap \( G_{i_k} \) but do not intersect \( G_{j_k} \). Now by (3.35), \( \|u\|_{L^2_\alpha L^2_\alpha(J_1 \times R)} \lesssim 1 \). Therefore,

\[
(4.11) \sum_{0 \leq i < j} 2^{i-j} \sum_{G_{i_k} \subset G_{j_k}} \|F(u)\|_{L^2_\alpha L^2_\alpha(G_{i_k} \cap (J_1 \cup J_2) \times R)}^2 \lesssim 1.
\]
implies

\[ \sum_{0 \leq i < j} 2^{i-j} \sum_{J_l \subset G^j_i; N(J_l) \geq 2^{i-6} \varepsilon^j_3} \| F(u) \|_{L^5_t L^3_x (J_l \times \mathbb{R})}^2 \]

\[ = 1 + \sum_{J_l \subset G^j_i} \sum_{0 \leq i < j} 2^{i-j} \lesssim 2^{-j} \varepsilon^j_3 \sum_{J_l \subset G^j_i} N(J_l) \lesssim 1. \]

The last inequality follows from (2.25) and (3.36). Now suppose \( N(G^j_k) \geq 2^{j-5} \varepsilon^j_3 \). By (2.26), \( \int_{G^j_k} N(t)^3 dt \lesssim N(G^j_k) \). Then \( N(t) \geq 2^{j-5} \varepsilon^j_3 \) for all \( t \in G^j_k \), implies \( \int_{G^j_k} N(t)^2 dt \lesssim 1 \), so by (2.24),

\[ \sum_{i \geq j} \| P_{\xi(G^j_k), i-2 \leq \cdot \leq i+2} F(u) \|_{L^5_t L^3_x (G^j_k \times \mathbb{R})}^2 \lesssim \| u \|_{L^5_t L^3_x (G^j_k \times \mathbb{R})}^2 \lesssim 1. \]

It only remains to estimate

\[ \sum_{i \geq j; N(G^j_k) \leq 2^{i-5} \varepsilon^j_3} \left\| \int_{t^\alpha}^{t} e^{i(t-\tau) \Delta} P_{\xi(G^j_k), i-2 \leq \cdot \leq i+2} F(u(\tau)) d\tau \right\|_{U^3_{g^j_k} (G^j_k \times \mathbb{R})}^2 + \sum_{0 \leq i \leq j} 2^{i-j} \]

\[ \times \sum_{G^j_\alpha \subset G^j_k; N(G^j_\alpha) \leq 2^{i-5} \varepsilon^j_3} \left\| \int_{t^\alpha}^{t} e^{i(t-\tau) \Delta} P_{\xi(G^j_\alpha), i-2 \leq \cdot \leq i+2} F(u(\tau)) d\tau \right\|_{U^3_{g^j_\alpha} (G^j_\alpha \times \mathbb{R})}^2. \]

Since \( \| u \|_{L^5_t L^3_x (J_l \times \mathbb{R})} \lesssim 1 \), by (3.17), (3.22), \( \| u \|_{U^3_{g^j_k} (J_l \times \mathbb{R}^2)} \lesssim 1 \) on each small interval \( J_l \), so by Definition 3.8,

\[ \| u \|_{\mathcal{X}_0 ([0,T] \times \mathbb{R})} \leq C(u). \]

Moreover it is clear from Definition 3.8 that for any \( 0 \leq k_* < k_0 \),

\[ \| u \|_{\mathcal{X}_{k_*+1} ([0,T] \times \mathbb{R})} \leq 2 \| u \|_{\mathcal{X}_{k_*} ([0,T] \times \mathbb{R})}. \]

Therefore it suffices to prove:
\textbf{Theorem 4.2.}

(4.18) \[\sum_{i \geq j : N(G_{k}^{j}) \leq 2^{i-5} \epsilon_{1}/2} \left\| \int_{t_{\alpha}}^{t} e^{i(t-\tau)\Delta} P_{\xi(G_{k}^{j}), i-2 \leq i+2} F(u(\tau)) d\tau \right\|_{L_{x}^{2}(G_{k}^{j} \times \mathbb{R})}^{2} \]
+ \sum_{0 \leq i \leq j} 2^{i-j} \[\sum_{G^{i}_{k} \subset G_{k}^{j} : N(G_{k}^{i}) \leq 2^{i-5} \epsilon_{1}/2} \left\| \int_{t_{\alpha}}^{t} e^{i(t-\tau)\Delta} P_{\xi(G_{k}^{i}), i-2 \leq i+2} F(u(\tau)) d\tau \right\|_{L_{x}^{2}(G_{k}^{i} \times \mathbb{R})}^{2} \]
\[\lesssim \epsilon_{2}^{1/2} (1 + \|u\|_{\dot{X}_{j}([0,T] \times \mathbb{R})})^{4} \]

Indeed, suppose

(4.19) \[\|u\|_{\dot{X}_{k+1}([0,T] \times \mathbb{R}^{2})} \leq 2C_{0}, \]

Then by (4.9)–(4.14) and (4.18),

(4.20) \[\|u\|_{\dot{X}_{k+1}([0,T] \times \mathbb{R})} \leq C(u) (1 + \epsilon_{2}^{1/2} C_{0}^{4}). \]

Taking \(C_{0} = 2C(u), \epsilon_{2} > 0\) sufficiently small closes the bootstrap and implies

(4.21) \[\|u\|_{\dot{X}_{k+1}([0,T] \times \mathbb{R}^{2})} \leq C_{0}. \]

Then Theorem 4.1 follows by (4.16) and induction on \(k_{\alpha}. \)

\[\square\]

\textbf{Proof of Theorem 4.2.} Start with a bilinear estimate. By the Sobolev embedding theorem, Proposition 2.2, (2.11), (2.12), (3.38), and Definition 3.8, for \(l_{0} > i-5, \)

\[\| (P_{\xi(G_{k}^{i}), l_{0}} u)(P_{\xi(t), \leq i-10} u) \|_{L_{t,x}^{2}(G_{k}^{i} \times \mathbb{R})}^{2} \]
\[\lesssim \sum_{0 \leq l_{0} \leq l_{1} \leq l_{2} \leq l_{3} \leq i-10} \| (P_{\xi(G_{k}^{i}), l_{0}} u)(P_{\xi(t), l_{1}} u) \|_{L_{t,x}^{2}}^{2} \times \| (P_{\xi(G_{k}^{i}), l_{0}} u)(P_{\xi(t), l_{2}} u) \|_{L_{t,x}^{2}} \times \| P_{\xi(t), l_{3}} u \|_{L_{t,x}^{2}} \times \| P_{\xi(t), l_{4}} u \|_{L_{t,x}^{2}} \]
\[\lesssim \| P_{\xi(G_{k}^{i}), l_{0}} u \|_{L_{t,x}^{2}}^{2} \times \sum_{0 \leq l_{2} \leq l_{1} \leq l_{0} \leq l_{3} \leq i-10} 2^{l_{2}-l_{0}} \| P_{\xi(t), l_{2}} u \|_{L_{t,x}^{2}} \| P_{\xi(t), l_{1}} u \|_{L_{t,x}^{2}} \]
\[\| P_{\xi(t), l_{3}} u \|_{L_{t,x}^{2}} \| P_{\xi(t), l_{4}} u \|_{L_{t,x}^{2}} \]
\[\lesssim 2^{i-l_{0}} \| P_{\xi(G_{k}^{i}), l_{0}} u \|_{L_{t,x}^{2}}^{2} \times \| u \|_{\dot{X}(G_{k}^{i} \times \mathbb{R})}^{2}. \]
Now

\begin{equation}
\left\| \int_{t_0}^{t} e^{i(t-\tau)\Delta} P_{\xi(G_{\alpha}^i),i-2\leq i+2} F(u(\tau)) d\tau \right\|_{U_\Delta^2(G_{\alpha}^i \times \mathbb{R})}
\end{equation}

(4.24)

\begin{equation}
\lesssim \left\| \int_{t_0}^{t} e^{i(t-\tau)\Delta} P_{\xi(G_{\alpha}^i),i-2\leq i+2} (P_{\xi(G_{\alpha}^i),i-5} u)^2 u^3 d\tau \right\|_{U_\Delta^2(G_{\alpha}^i \times \mathbb{R})}
\end{equation}

(4.25)

\begin{equation}
+ \left\| \int_{t_0}^{t} e^{i(t-\tau)\Delta} P_{\xi(G_{\alpha}^i),i-2\leq i+2} (P_{\xi(G_{\alpha}^i),i-5\leq i+5} u) (P_{\xi(G_{\alpha}^i),i\leq i-5})^4 d\tau \right\|_{U_\Delta^2(G_{\alpha}^i \times \mathbb{R})}
\end{equation}

(4.26)

First take (4.25). Since \(N(G_{\alpha}^i) \leq 2^{-i} \epsilon_3^{1/2}\), (4.23), (3.32)–(3.34) imply

\begin{equation}
\left\| (P_{\xi(G_{\alpha}^i),i-5} u)^2 (P_{\xi(t),i-10} u)^3 \right\|_{L_t^{4/3} L_x^2(G_{\alpha}^i \times \mathbb{R})}
\end{equation}

(4.27)

\begin{equation}
\lesssim \left\| P_{\xi(G_{\alpha}^i),i-5} u \right\|_{L_t^{1/2} L_x^2}^{1/2} \left\| (P_{\xi(G_{\alpha}^i),i-5} u) (P_{\xi(t),i-10} u)^2 \right\|_{L_t^{3/2} L_x^3}^{3/2}
\end{equation}

Now take \(\hat{\delta}(\xi)\) supported on \(|\xi - \xi(G_{\alpha}^i)| \sim 2^j\), \(\|v\|_{V_\Delta^2(G_{\alpha}^i \times \mathbb{R})} = 1\). By Corollary 2.3, \(V_\Delta^2 \subset U_\Delta^3\), (3.46), (3.47), which implies \(\|P_{\xi(t),i-10} u\|_{L_t^{4/3} L_x^2(G_{\alpha}^i \times \mathbb{R})} \lesssim \|u\|_{X(G_{\alpha}^i \times \mathbb{R})}\),

\begin{equation}
\int_{G_{\alpha}^i} \left\langle v, (P_{\xi(G_{\alpha}^i),i-5} u)^2 (P_{\xi(t),i-10} u)^3 \right\rangle dt
\end{equation}

(4.28)

\begin{equation}
\lesssim \left\| P_{\xi(t),i-5} u \right\|_{L_t^{3/2} L_x^3} \left\| (P_{\xi(t),i-10} u)^3 \right\|_{L_t^{3/2} L_x^3} \left\| v(P_{\xi(G_{\alpha}^i),i-5} u) \right\|_{L_t^1 L_x^2}
\end{equation}

(4.29)

\textbf{THEOREM 4.3.} For a fixed \(G_{\beta}^i \subset [0,T]\),

\begin{equation}
\sum_{0 \leq i < j} 2^{i-j} \sum_{G_{\alpha} \subset G_{\beta}^i} \left\| \int_{t_0}^{t} e^{i(t-\tau)\Delta} P_{\xi(G_{\alpha}^i),i-2\leq i+2} ((P_{\xi(G_{\alpha}^i),i-5} u)^2 u^3) d\tau \right\|_{U_\Delta^2(G_{\alpha}^i \times \mathbb{R})}
\end{equation}

(4.24)

\begin{equation}
\lesssim \epsilon_2 \|u\|_{X_j([0,T] \times \mathbb{R})}^{6} + \epsilon_3 \|u\|_{X_j([0,T] \times \mathbb{R})}^{8}.
\end{equation}

(4.25)
Proof. For any \(0 \leq l \leq j\), \(G_k^i\) overlaps \(2^{j-l}\) intervals \(G^l_j\) and for \(0 \leq i \leq l\), each \(G^l_j\) overlaps \(2^{l-i}\) intervals \(G^i_\alpha\). Additionally, each \(G^i_\alpha\) is the subset of one \(G^l_j\). By (4.27), (4.28), and interpolation,

\[
(4.29) \lesssim \left( e_2 \|u\|_{X(G^0_\alpha \times \mathbb{R})}^6 + e_2^2 \|u\|_{X(G^8_\alpha \times \mathbb{R})}^8 \right) \quad \times \quad \sum_{0 \leq i \leq j} 2^{i-j} \sum_{G^j_\alpha \subset G^i_\alpha} \sum_{l \geq l-10} 2^{(i-l)/4} \|P_{\xi(G^l_\alpha),l} u\|_{U^2_{\Delta}(G^i_\alpha \times \mathbb{R})}^2
\]

\[
(4.30) \quad \sum_{0 \leq i \leq j} 2^{i-j} \sum_{G^j_\alpha \subset G^i_\alpha} \sum_{l \geq l-10} 2^{(i-l)/4} \|P_{\xi(G^l_\alpha),l} u\|_{U^2_{\Delta}(G^i_\alpha \times \mathbb{R})}^2
\]

\[
(4.31) \quad \lesssim \sum_{0 \leq i \leq j} 2^{i-j} \sum_{G^j_\beta \subset G^i_\alpha} \sum_{i-10 \leq l \leq i} 2^{(i-l)/4} \|P_{\xi(G^l_\beta),l} u\|_{U^2_{\Delta}(G^i_\alpha \times \mathbb{R})}^2
\]

\[
(4.32) \quad + \sum_{0 \leq l \leq j} 2^{l-j} \sum_{G^j_\beta \subset G^i_\alpha} \|P_{\xi(G^l_\beta),l} u\|_{U^2_{\Delta}(G^i_\alpha \times \mathbb{R})}^2 \left( \sum_{0 \leq i \leq l} 2^{(i-l)/4} \right)
\]

\[
(4.33) \quad + \sum_{0 \leq i \leq j} \sum_{l > j} 2^{(i-l)/4} \|P_{\xi(G^l_\alpha),l} u\|_{U^2_{\Delta}(G^i_\alpha \times \mathbb{R})}^2 \lesssim \|u\|_{\tilde{X}_j([0,T] \times \mathbb{R})}^2
\]

and

\[
(4.34) \quad \sum_{i \geq j} \sum_{l \geq l-10} 2^{(i-l)/4} \|P_{\xi(G^l_\alpha),l} u\|_{U^2_{\Delta}(G^i_\alpha \times \mathbb{R})}^2
\]

\[
(4.35) \quad \lesssim \sum_{i \geq j} \sum_{l \geq l-10} \sum_{l < j} \sum_{G^l_\beta \subset G^i_\alpha} 2^{(i-l)/4} \|P_{\xi(G^l_\beta),l} u\|_{U^2_{\Delta}(G^i_\alpha \times \mathbb{R})}^2
\]

\[
(4.36) \quad + \sum_{i > j} \sum_{l \geq l-10} \sum_{l \geq l} 2^{(i-l)/4} \|P_{\xi(G^l_\alpha),l} u\|_{U^2_{\Delta}(G^i_\alpha \times \mathbb{R})}^2 \lesssim \|u\|_{\tilde{X}_j([0,T] \times \mathbb{R})}^2.
\]

This proves Theorem 4.3. \(\square\)

To estimate (4.26) we sharpen (4.22). For a given \(G^i_\alpha\) there are at most two small intervals \(J_1, J_2\) that overlap \(G^i_\alpha\) but are not contained in \(G^i_\alpha\). Let \(\tilde{G}^i_\alpha = G^i_\alpha \setminus (J_1 \cup J_2)\). By (3.32)–(3.34) and the Sobolev embedding theorem,

\[
(4.37) \quad \|P_{\xi(t),l} u\|_{L^p_{\tau,w}(J_1 \times \mathbb{R})} \lesssim 2^{l^1/2} e_2 + 2^{l^1/4} N(J_l)^{1/4} \epsilon_3^{-1/8}.
\]
Making a calculation similar to (4.22),

\[
\sum_{J_l \subseteq G_t} \sum_{0 \leq l_4 \leq l_3 \leq l_2 \leq l_1 \leq i-10} \| (P_{\xi(G_t^i)}, i-5 \leq i+5 u)(P_{\xi(t), l_1 u}) \|_{L^2_{t,x}(J_l \times \mathbb{R})}^2
\times \| (P_{\xi(G_t^i)}, i-5 \leq i+5 u)(P_{\xi(t), l_2 u}) \|_{L^2_{t,x}(J_l \times \mathbb{R})}
\]

\[
\lesssim \sum_{J_l \subseteq G_t} \sum_{0 \leq l_4 \leq l_3 \leq l_2 \leq l_1 \leq i-10} \| (P_{\xi(G_t^i)}, i-5 \leq i+5 u)(P_{\xi(t), l_1 u}) \|_{L^2_{t,x}(J_l \times \mathbb{R})}
\times \| (P_{\xi(G_t^i)}, i-5 \leq i+5 u)(P_{\xi(t), l_2 u}) \|_{L^2_{t,x}(J_l \times \mathbb{R})}
\]

\[
\lesssim \epsilon_2^2 \| u \|_{X(G_t^i \times \mathbb{R})}^2 \| P_{\xi(G_t^i), i-5 \leq i+5 u} \|_{U^2_{\Delta}(G_t^i \times \mathbb{R})}^2
\times 2^{-i} \sum_{0 \leq l_4 \leq l_3 \leq l_2 \leq l_1 \leq i-10} 2^{(l_3+l_4)/4} \left( \sum_{J_l \subseteq G_t} \epsilon_3^{-1/2} N(J_l) \right)^{1/2}
\]

In the last estimate we used \( \| u \|_{U^2_{\Delta}(J_l \times \mathbb{R})} \lesssim 1, J_l \subseteq G_t^i \), and the bilinear estimate

\[
\| (P_{\xi(G_t^i)}, i-5 \leq i+5 u)(P_{\xi(t), l_1 u}) \|_{L^2_{t,x}(J_l \times \mathbb{R})}
\lesssim 2^{-i/2} \| u \|_{X(G_t^i \times \mathbb{R})} \| P_{\xi(G_t^i), i-5 \leq i+5 u} \|_{U^2_{\Delta}(G_t^i \times \mathbb{R})},
\]

which implies

\[
2^{-i} \epsilon_3^{-1/4} \sum_{0 \leq l_4 \leq l_3 \leq l_2 \leq l_1 \leq i-10} 2^{(l_3+l_4)/4} \left( \sum_{J_l \subseteq G_t} \epsilon_3^{-1/2} N(J_l) \right)^{1/2}
\times \| (P_{\xi(G_t^i), i-5 \leq i+5 u})(P_{\xi(t), l_1 u}) \|_{L^2_{t,x}(G_t^i \times \mathbb{R})}
\lesssim \epsilon_3^{1/4} \| P_{\xi(G_t^i), i-5 \leq i+5 u} \|_{U^2_{\Delta}(G_t^i \times \mathbb{R})} \| u \|_{X(G_t^i \times \mathbb{R})}.
\]

Therefore,

\[
\| (P_{\xi(G_t^i), i-5 \leq i+5 u})(P_{\xi(t), i-10 u}) \|_{L^2_{t,x}(G_t^i \times \mathbb{R})}
\lesssim \epsilon_2 \| P_{\xi(G_t^i), i-5 \leq i+5 u} \|_{U^2_{\Delta}(G_t^i \times \mathbb{R})} \| u \|_{X(G_t^i \times \mathbb{R})}.
\]
Next, since $N(t) \leq \epsilon_3^{1/2} 2^{i-5}$, by (3.32)–(3.34), the fact that $J_1$ is a small interval, the Sobolev embedding theorem, and a bilinear Strichartz estimate, we have

\begin{equation}
\left\| \left( P_{\xi(G_{\alpha}^i)}, i-5 \leq i \leq i+5 u \right) \left( P_{\xi(t)}, i-10 u \right) \right\|^2_{L_{t,x}^2(J_1 \times \mathbb{R})} \lesssim \left\| \left( P_{\xi(G_{\alpha}^i)}, i-5 \leq i \leq i+5 u \right) \left( P_{\xi(t)}, i-10 u \right) \right\|^2_{L_{t,x}^2(J_1 \times \mathbb{R})} \\
\times \left\| P_{\xi(t)}, i-\epsilon_3^{-1/4} N(t) u \right\|_{L_{t,x}^2(J_1 \times \mathbb{R})}^2 \times \left\| P_{\xi(t)}, i+5 u \right\|_{L_{t,x}^2(J_1 \times \mathbb{R})}^2 \times \left\| P_{\xi(t)}, i-10 u \right\|_{L_{t,x}^2(J_1 \times \mathbb{R})}^2 \\
+ \left\| P_{\xi(G_{\alpha}^i)}, i-5 \leq i \leq i+5 u \right\|_{L_{t,x}^2(J_1 \times \mathbb{R})}^2 \times \left\| P_{\xi(t)}, i-10 u \right\|_{L_{t,x}^2(J_1 \times \mathbb{R})}^2 \\
\lesssim \epsilon_2 \left\| P_{\xi(G_{\alpha}^i)}, i-5 \leq i \leq i+5 u \right\|^2_{U_{\Delta}^2(G_{\alpha}^i \times \mathbb{R})}.
\end{equation}

(4.44)

Since the same estimate holds for $J_2$,

\begin{equation}
\left\| \left( P_{\xi(G_{\alpha}^i)}, i-5 \leq i \leq i+5 u \right) \left( P_{\xi(t)}, i-10 u \right) \right\|^2_{L_{t,x}^2(G_{\alpha}^i \times \mathbb{R})} \lesssim \epsilon_2 \left\| P_{\xi(G_{\alpha}^i)}, i-5 \leq i \leq i+5 u \right\|^2_{U_{\Delta}^2(G_{\alpha}^i \times \mathbb{R})} \left( \| u \|_{X(G_{\alpha}^i \times \mathbb{R})} + 1 \right).
\end{equation}

(4.45)

**Theorem 4.4.**

\begin{equation}
\sum_{0 \leq i \leq j} 2^{i-j} \sum_{0 \leq l_1 \leq l_2 \leq l_3 \leq l_4 \leq i-10} \left\| \int_{t_1}^t e^{i(t-\tau)\Delta} P_{\xi(G_{\alpha}^i), i-5 \leq i \leq i+5 u} \starskip P_{\xi(t), l_1 u} \starskip P_{\xi(t), l_2 u} \starskip P_{\xi(t), l_3 u} \starskip P_{\xi(t), l_4 u} \right\|^2_{U_{\Delta}^2(G_{\alpha}^i \times \mathbb{R})} \lesssim \epsilon_2 \left\| u \right\|^4_{X_j([0,T] \times \mathbb{R})}.
\end{equation}

(4.46)

**Proof.** Use Lemma 3.4. Partition $G_{\alpha}^i$ into sets $G_{\alpha}^{l_2}$. (If $l_2 \geq j$ then since $i \geq l_2$, $G_{\alpha}^i = G_{k}^j = G_{\beta}^{l_2}$). Suppose $\partial_{l_2}^{l_3} (\xi)$ are supported on $|\xi - \xi(G_{\alpha}^i)| \sim 2^i$, $\| v_{l_2}^i \|_{L_{t,x}^2(\mathbb{R})}$. Then by Proposition 2.2 and Definition 3.8,

\begin{equation}
\sum_{G_{\alpha}^{l_2} \subset G_{\alpha}^i} \| e^{i \Delta v_{l_2}^i} (P_{\xi(t), l_2 u}) \|_{L_{t,x}^2(G_{\alpha}^i \times \mathbb{R})} \lesssim 2^{-i/2} \| P_{\xi(t), l_2 u} \|_{U_{\Delta}^2(G_{\alpha}^i \times \mathbb{R})}.
\end{equation}

(4.47)
Replacing
\[
\| (P_{\xi(G_\alpha)}, i-5 \leq i \leq i+5 u) (P_{\xi(t), l_2} u) \|_{L_{t,x}^2(G_\alpha \times \mathbb{R})} \\
\lesssim 2^{-i/2} \| P_{\xi(G_\alpha), i-5 \leq i \leq i+5 u} \|_{U_{\Delta}^2(G_\alpha \times \mathbb{R})} \| P_{\xi(t), l_2} u \|_{U_{\Delta}^2(G_\alpha \times \mathbb{R})}
\]
in (4.38) with (4.47) implies
\[
\sum_{0 \leq l_4 \leq l_3 \leq l_2 \leq l_1 \leq i-10} \sum_{G_{l_2}^{l_2}} \left\| \int_{G_{l_2}^{l_2}} e^{-i t \Delta} (P_{\xi(G_\alpha), i-5 \leq i \leq i+5 u}) \times (P_{\xi(t), l_1} u) (P_{\xi(t), l_4} u) \right\|_{L_{t}^2(\mathbb{R})} dt \\
\lesssim \epsilon_2^2 \| P_{\xi(G_\alpha), i-5 \leq i \leq i+5 u} \|_{U_{\Delta}^2(G_\alpha \times \mathbb{R})} (1 + \| u \|_{X(G_\alpha \times \mathbb{R})})^2.
\]
This takes care of the first term in (3.21). Now for each \( G_{l_2}^{l_2} \) take \( v_{l_2}^{l_2} \) such that
\[
\| v_{l_2}^{l_2} \|_{V_{\Delta}^2(G_{l_2}^{l_2} \times \mathbb{R})} = 1 \quad \text{and} \quad \hat{v}_{l_2}^{l_2} \text{ is supported on } |\xi - \xi(G_{l_2}^{l_2})| \approx 2^i.
\]
\[
\sum_{G_{l_2}^{l_2} \subset G_\alpha} \left\| (v_{l_2}^{l_2}) (P_{\xi(\tau), l_2} u) (P_{\xi(t), l_4} u) \right\|_{L_{t,x}^2(G_{l_2}^{l_2} \times \mathbb{R})}^2 \\
\times \left\| (P_{\xi(G_\alpha), i-5 \leq i \leq i+5 u}) (P_{\xi(\tau), l_1} u) (P_{\xi(t), l_3} u) \right\|_{L_{t,x}^2(G_{l_2}^{l_2} \times \mathbb{R})}^2 \\
\lesssim \left( \sup_{G_{l_2}^{l_2} \subset G_\alpha} \left\| (v_{l_2}^{l_2}) (P_{\xi(\tau), l_2} u) (P_{\xi(t), l_4} u) \right\|_{L_{t,x}^2(G_{l_2}^{l_2} \times \mathbb{R})}^2 \\
\times \left\| (P_{\xi(G_\alpha), i-5 \leq i \leq i+5 u}) (P_{\xi(\tau), l_1} u) (P_{\xi(t), l_3} u) \right\|_{L_{t,x}^2(G_{l_2}^{l_2} \times \mathbb{R})}^2 \right)
\]
By (4.45),
\[
\lesssim \epsilon_2^2 \| P_{\xi(G_\alpha), i-5 \leq i \leq i+5 u} \|_{U_{\Delta}^2(G_\alpha \times \mathbb{R})} (1 + \| u \|_{X(G_\alpha \times \mathbb{R})})^2 \\
\times \left( \sup_{G_{l_2}^{l_2} \subset G_\alpha} \left\| (v_{l_2}^{l_2}) (P_{\xi(\tau), l_2} u) (P_{\xi(t), l_4} u) \right\|_{L_{t,x}^2(G_{l_2}^{l_2} \times \mathbb{R})}^2 \right)
\]
Since \( V_{\Delta}^2 \subset U_{\Delta}^{5/2} \), interpolating Proposition 2.2 and Corollary 2.3, (3.46), and the Sobolev embedding theorem,
\[
\| (v_{l_2}^{l_2}) (P_{\xi(t), l_2} u) \|_{L_{t,x}^{12/5}(G_{l_2}^{l_2} \times \mathbb{R})} \| P_{\xi(t), l_4} u \|_{L_{t,x}^{12/5}(G_{l_2}^{l_2} \times \mathbb{R})} \\
\lesssim 2^{l_4/4 l_2/8 - 3 i/8} 2^{(i-l_4)/12} \| u \|_{X_{j, (0,T] \times \mathbb{R})}^2.
\]
\[ \begin{align*}
&\sum_{0\leq l_1\leq l_2\leq l_3\leq l_4\leq l_5} 2^{(l_4-i)/2} 2^{(l_2-i)/4} \epsilon_2 \| P_{\xi(G_{a_i}),j-5\leq i+5\leq l_1\leq l_2\leq l_3\leq l_4\leq l_5} \|^2_{U_0^2 (G_{a_i} \times \mathbb{R})} \\
&\quad \times (1 + \| u \|_{X_j([0,T] \times \mathbb{R})})^6 \\
&\quad \lessapprox \epsilon_2^2 \| P_{\xi(G_{a_i}),j-5\leq i+5\leq l_1\leq l_2\leq l_3\leq l_4\leq l_5} \|^2_{U_0^2 (G_{a_i} \times \mathbb{R})} (1 + \| u \|_{X_j([0,T] \times \mathbb{R})})^6.
\end{align*} \]

This completes the proof of the theorem. \( \square \)

Plugging this into (4.30)–(4.36), it only remains to prove,

\[ \begin{align*}
&\| (P_{\xi(G_{a_i}),j}, [0,T] \times \mathbb{R}) \|^2_{U_0^2 (G_{a_i} \times \mathbb{R})} \\
&\quad \lessapprox \epsilon_2 \| P_{\xi(G_{a_i}),j-5\leq i+5\leq l_1\leq l_2\leq l_3\leq l_4\leq l_5} \|^3_{X(G_{a_i} \times \mathbb{R})}.
\end{align*} \]

However this follows from (3.32)–(3.34), (3.46), and (3.47). The proof of Theorem 4.2 is now complete. \( \square \)

5. Rapid frequency cascade. Now consider the scenario described in Theorem 2.7 with \( \int_0^\infty N(t)^3 dt = K < \infty \).

**Theorem 5.1.** If \( u \) is an almost periodic solution to (1.1) in the form of Theorem 2.7 and \( \int_0^\infty N(t)^3 dt = K < \infty \), then

\[ \| u(t) \|_{H^5(\mathbb{R})} \lessapprox K^5. \]

**Proof.** Suppose \([0,T]\) is an interval such that

\[ \int_0^T \int |u(t,x)|^6 dx dt = 2^{k_0} \]

for some \( k_0 \in \mathbb{Z}_+ \). Let \( u_\lambda(t,x) = \lambda u(\lambda^2 t, \lambda x) \), \( \lambda = \frac{\epsilon_2^{2k_0}}{K} \). Then

\[ \int_0^{\frac{T}{\lambda^2}} N_\lambda(t)^3 dt = \epsilon_2 2^{k_0}, \]

so by Theorem 4.1,

\[ \| u_\lambda \|_{X_{k_0}([0,\frac{T}{\lambda^2}] \times \mathbb{R})} \leq C_0. \]

By (3.32), \( |\xi(t)| \leq 2^{-20} \epsilon_3 \epsilon_1^{-1/2} 2^{k_0} \) for all \( t \in [0, \frac{T}{\lambda^2}] \), (2.26) and scaling implies \( N(t) \leq \epsilon_3 2^{k_0} \).

**Remark.** \( N(0) = 1 \) so we only need to be concerned about \( K \geq 1 \). Following (3.5),

\[ \| P_{>N} u_\lambda \|_{U_0^2([0,\frac{T}{\lambda^2}] \times \mathbb{R})}^2 = \sum_{j:2^j \geq N} \| P_j u \|_{U_0^2([0,\frac{T}{\lambda^2}] \times \mathbb{R})}^2. \]
Duhamel’s principle combined with Theorems 4.1, 4.3, 4.4, and (4.54) implies that for $N \geq 2^{k_0}$,

$$
\left\| P_{> N} u \right\|_{L^2_\Delta([0, \frac{T}{\lambda^2}] \times \mathbb{R})} \lesssim \inf_{t \in [0, \frac{T}{\lambda^2}]} \left\| P_{> N} u(t) \right\|_{L^2_\Delta(\mathbb{R}^2)} + \varepsilon_2^{1/2} C_0^3 \left\| P_{> \|N\|} u \right\|_{L^2_\Delta([0, \frac{T}{\lambda^2}] \times \mathbb{R})}.
$$

(5.6)

Since the $U^2_\Delta$ and $L^2$ norms are scale invariant, (5.6) implies that for $N \geq K \varepsilon_3^{-1}$,

$$
\left\| P_{> N} u(t) \right\|_{U^2_\Delta([0, T] \times \mathbb{R})} \lesssim \inf_{t \in [0, T]} \left\| P_{> N} u(t) \right\|_{L^2_\Delta(\mathbb{R})} + \varepsilon_2^{1/2} C_0^3 \left\| P_{> \|N\|} u \right\|_{U^2_\Delta([0, T] \times \mathbb{R})}.
$$

(5.7)

By Theorem 4.1,

$$
\limsup_{T \to +\infty} \left\| P_{> K \varepsilon_3^2} u(t) \right\|_{U^2_\Delta([0, T] \times \mathbb{R})} \leq C_0.
$$

(5.8)

Also, $\int_0^\infty N(t)^3 \, dt = K < \infty$ combined with (3.32) implies that $\lim_{t \to \infty} N(t) = 0$ and $|\xi(t)| \leq 2^{-20} \varepsilon_3^{-1/2} K$, so for $N \geq \varepsilon_3^{-1} K$,

$$
\lim_{t \to \infty} \left\| P_{> N} u(t) \right\|_{L^2_\Delta(\mathbb{R})} = 0.
$$

(5.9)

Choosing $\varepsilon_2, \varepsilon_3 > 0$ sufficiently small and satisfying (3.29), in particular $\varepsilon_2^{1/2} C(u) C_0^3 \ll 1$, (5.7) implies that for $N \geq K \varepsilon_3^{-1}$,

$$
\limsup_{T \to +\infty} \left\| P_{> N} u(t) \right\|_{U^2_\Delta([0, T] \times \mathbb{R})} \leq 2^{-30} \left( \limsup_{T \to +\infty} \left\| P_{> \|N\|} u \right\|_{U^2_\Delta([0, T] \times \mathbb{R})} \right).
$$

(5.10)

Therefore, by conservation of mass, (5.8), induction on $N$, and $U^2_\Delta \subset L^\infty T L^2_\Delta$,

$$
\left\| u(t) \right\|_{H^5(\mathbb{R})} \lesssim \varepsilon_3^{-5} K^5.
$$

(5.11)

**Theorem 5.2.** *The only almost periodic solution to (1.1) in the form of Theorem 2.7 with $\int_0^\infty N(t)^3 \, dt = K < \infty$ is $u \equiv 0$.*

**Proof.** Let $\xi_\infty = \lim_{t \to +\infty} \xi(t)$. (3.32) implies $|\xi_\infty| \leq 2^{-20} \varepsilon_1^{-1/2} K$, so after making a Galilean transformation that shifts $\xi_\infty$ to the origin,

$$
\left\| u(t) \right\|_{H^5(\mathbb{R})} \lesssim \varepsilon_3^{-5} K^5.
$$

(5.12)

$\xi(t) \to 0$, $N(t) \to 0$, and (2.20) implies that

$$
\lim_{t \to \infty} \left\| P_{\xi(t), \leq C(\eta) N(t)} u(t) \right\|_{H^5(\mathbb{R})} = 0.
$$

(5.13)

Interpolating (5.12) with (2.20) also implies

$$
\left\| P_{\xi(t), \geq C(\eta) N(t)} u(t) \right\|_{H^1(\mathbb{R})} \lesssim \eta^{2/5}.
$$

(5.14)
Since $\eta > 0$ can be made arbitrarily small (5.13) and (5.14) imply
\begin{equation}
\lim_{t \to +\infty} \|u\|_{\dot{H}^1(R)} = 0.
\end{equation}
By Sobolev embedding this implies
\begin{equation}
\lim_{t \to +\infty} E(u(t)) = 0,
\end{equation}
which by conservation of energy proves that $E(u(t)) = 0$, which implies that $u \equiv 0$. \qed

6. The quasi-soliton. Now we exclude the scenario described in Theorem 2.7 with $\int_0^\infty N(t)^3 dt = \infty$. To do this we modify the proof in [72] of
\begin{equation}
\| \partial_x |u(t, x)|^2 \|_{L^2_t L^2_x([0, T] \times R)} \lesssim \|u(t)\|_{L^\infty_t \dot{H}^1([0, T] \times R)} \|u(t)\|^{3}_3 L^2_{t,x}([0, T] \times R),
\end{equation}
For this particular almost periodic solution we will not prove any additional regularity of the minimal mass blowup solution. Instead, as in [28, 31] we will truncate to low frequencies and use Theorem 4.1 to estimate the errors. This estimate will imply $u \equiv 0$.

**Theorem 6.1.** Suppose $u(t, x)$ is the minimal mass blowup solution of Theorem 2.7, for some $k_0 \in \mathbb{Z}_+$
\begin{equation}
\int_0^T \int |u(t, x)|^6 dx dt = 2^{k_0},
\end{equation}
and
\begin{equation}
\int_0^T N(t)^3 dt = \epsilon_3 K.
\end{equation}
Make the frequency truncation
\begin{equation}
\hat{I}u(t, \xi) = \phi\left(\frac{\xi}{K}\right) \hat{u}(t, \xi),
\end{equation}
$\phi \in C_c^\infty(R)$, $\phi$ is symmetric, $\phi \equiv 1$ for $|x| \leq 1$, $\phi \equiv 0$ for $|x| > 2$. Then
\begin{equation}
\| \partial_x |Iu(t, x)|^2 \|_{L^2_t L^2_x([0, T] \times R)} \lesssim \sup_{[0,T]} M^I(t) + o(K),
\end{equation}
where $M^I(t)$ is a modification of the Morawetz action in [72] (see (6.7)).

**Proof.** Let
\begin{equation}
a(x) = \frac{x}{|x|}.
\end{equation}
Define the Morawetz action

\[ M(t) = \int_{\mathbb{R}} \int_{\mathbb{R}} a(x - y) |u(t, y)|^2 \text{Im}[\bar{u}(t, x) \partial_x u(t, x)] dx dy, \]  

(6.7)

Integrating by parts, [72] proved

\[ \int_0^T \int |\partial_x |u(t, x)|^2|^2 dx dt \lesssim \int_0^T \partial_t M(t) \lesssim \sup_{[0,T]} |M(t)|. \]  

(6.8)

Now take the frequency truncated action

\[ M_I(t) = \int_{\mathbb{R}} \int_{\mathbb{R}} a(x - y) |Iu(t, y)|^2 \text{Im}[\bar{Iu}(t, x) \partial_x Iu(t, x)] dx dy. \]  

(6.9)

\[ \partial_t(Iu) = i\Delta(Iu) - iF(Iu) + iF(Iu) - iIF(u). \]  

(6.10)

If we simply had

\[ \partial_t(Iu) = i\Delta(Iu) - iF(Iu), \]  

(6.11)

then we could copy the arguments in [72] and prove

\[ \int_0^T \int |\partial_x |Iu(t, x)|^2|^2 dx dt \lesssim \int_0^T \partial_t M(t) \lesssim \sup_{[0,T]} |M_I(t)|. \]  

(6.12)

Instead,

\[ \int_0^T \int |\partial_x |Iu(t, x)|^2|^2 dx dt \lesssim \int_0^T \partial_t M(t) + E \lesssim \sup_{[0,T]} |M(t)| + E, \]  

(6.13)

where \( E \) is the error arising from the Fourier truncation of \( u \),

\[ E = 2 \int_0^T \int_{\mathbb{R}} \int_{\mathbb{R}} a(x - y) \text{Im}[\bar{Tu} IF(u)](t, y) \text{Im}[\bar{Tu} \partial_x Iu](t, x) dx dy dt \]  

(6.14)

\[ + \int_0^T \int_{\mathbb{R}} \int_{\mathbb{R}} a(x - y) |Iu(t, y)|^2 \text{Re}[(IF(\bar{u}) - F(\bar{Iu})) \partial_x Iu](t, x) dx dy dt \]  

(6.15)

\[ + \int_0^T \int_{\mathbb{R}} \int_{\mathbb{R}} a(x - y) |Iu(t, y)|^2 \text{Re}[\bar{Tu} \partial_x (F(Iu) - IF(u))](t, x) dx dy dt. \]  

(6.16)
We prove that $\mathcal{E} \leq o(K)$, where $\lim_{K \to \infty} \frac{o(K)}{K} = 0$. To prove this we use a fact well exploited by [72], namely that $a(x - y)$ odd implies that $\mathcal{E}$ is Galilean invariant.

$\mathcal{E} = 2 \int_0^T \int \int a(x - y) \text{Im}[(\overline{u} I F(u))](t, y) \text{Im}[\bar{u}(\partial_x - i\xi(t))u](t, x) dx dy dt$

(6.18)

\begin{align*}
+2 \int_0^T \int \int a(x - y) \text{Im}[(\overline{u} I F(u))](t, y) |I u(t, x)|^2 \xi(t) dx dy dt
\end{align*}

(6.19)

\begin{align*}
+ \int_0^T \int \int a(x - y) |I u(t, y)|^2 Re[(I F(\bar{u}) - F(\overline{u}))(\partial_x - i\xi(t))I u](t, x) dx dy dt
\end{align*}

(6.20)

\begin{align*}
- \int_0^T \int \int a(x - y) |I u(t, y)|^2 \xi(t) \text{Im}[(I F(\bar{u}) - F(\overline{u}))I u](t, x) dx dy dt
\end{align*}

(6.21)

\begin{align*}
+ \int_0^T \int \int a(x - y) |I u(t, y)|^2 Re[I u(\partial_x - i\xi(t))(F(I u) - I F(u))](t, x) dx dy dt
\end{align*}

(6.22)

\begin{align*}
- \int_0^T \int \int a(x - y) |I u(t, y)|^2 \xi(t) \text{Im}[I u(F(I u) - I F(u))](t, x) dx dy dt.
\end{align*}

The fact that $a(x - y)$ is odd implies that (6.18) + (6.20) + (6.22) = 0.

We will prove that (6.17), (6.19), (6.21) $\leq o(K)$ for a very general $a(x - y)$.

**Theorem 6.2.** Suppose $a(t, x)$ is an odd function of $x$ such that for for each $t$ there is some $C$ such that

(6.23)

$|a(t, x)| \leq C,$

and

(6.24)

$\partial_x a_j(t, x) = f(t, x),$

with $\|f(t, x)\|_{L^1(\mathbb{R})}$ uniformly bounded in time. If $u$ is an almost periodic solution to (1.1), and $F(u) = \pm |u|^4 u$, then (6.17), (6.19), and (6.21) $\leq Co(K)$.

**Remark.** If $a(x) = \frac{x}{|x|}$ then $\partial_x a$ is not an $L^1$ function but simply a finite measure. However, since we approximate $u_0$ with a sequence of Schwartz functions, we can make the same computation as we would if $\partial_x a(x)$ were an $L^1$ function. See [72] for more information. One can also adopt the method of [21] and approximate $a(x)$ by a smoothed out version that approaches $a(x)$ in the limit.

**Remark.** The interaction Morawetz estimates of [21], [72] are not positive definite when $F(u) = -|u|^4 u$, which prevents us from obtaining an estimate of the
By the fundamental theorem of calculus, if (6.27) the last inequality follows from (2.20), (3.46), and Theorem 4.1. Now let $u$ (6.25) in this case, (6.28) is defined. Remark. Since $E$ is clearly linear in $a$, without loss of generality take $C = 1$.

Now let $\lambda = \frac{2k_0}{K}$ and rescale, letting $I_\lambda$ be the Fourier multiplier $\phi(\frac{\xi}{2k_0}).$

\[
\left\| \left( \partial_x - i\xi(t) \right) Iu \right\|_{L_t^4 L_x^\infty([0,T] \times \mathbb{R})} = 2^{-k_0} K \left\| \left( \partial_x - i\lambda\xi(t) \right) I\lambda u_\lambda \right\|_{L_t^4 L_x^\infty([0,T] \times \mathbb{R})} \\
\lesssim 2^{-k_0} K \sum_{j=0}^{k_0+2} 2^j \left\| P\lambda\xi(t,j) u_\lambda \right\|_{L_t^4 L_x^\infty([0,T] \times \mathbb{R})} \lesssim K.
\]

The last inequality follows from (2.20), (3.46), and Theorem 4.1. Now let $u_l = P_{\leq \frac{K}{2\delta}} u$, $u_l + u_h = u$. (6.26)

\[
I(\|u_l\|^4 u_l) - |I u_l|^4 (I u_l) \equiv 0.
\]

Next, (6.27)

\[
I(\|u_l\|^4 u_h) - |I u_l|^4 (I u_h) = I(\|u_l\|^4 u_h) - |u_l|^4 (I u_h).
\]

By the fundamental theorem of calculus, if $|\xi_1| \sim N_1$, $|\xi_2| \sim N_2$, $N_2 \ll N_1$, so

(6.28)

\[
|m(\xi_2 + \xi_1) - m(\xi_1)| \lesssim N_2 \sup_{|\xi| \sim N_1} |\partial_x m(\xi)|.
\]

In this case, $m(\xi) = \phi(\frac{\xi}{K})$, $N_1 \sim K$, so

\[
\left\| I(\|u_l\|^4 u_h) - |u_l|^4 (I u_h) \right\|_{L_t^{4/3} L_x^4([0,T] \times \mathbb{R})} \\
\lesssim \frac{1}{K} \left\| I u_h |\partial_x| u_l|^4 \right\|_{L_t^{4/3} L_x^4([0,T] \times \mathbb{R})} \\
\lesssim \frac{1}{K} \left\| u_h u_l^2 \right\|_{L_t^4 L_x^4([0,T] \times \mathbb{R})} \left\| \partial_x |u_l|^2 \right\|_{L_t^4 L_x^4([0,T] \times \mathbb{R})} \\
\lesssim \frac{1}{K} \left\| \partial_x |u_l|^2 \right\|_{L_t^4 L_x^4([0,T] \times \mathbb{R})}.
\]

The last inequality follows from (4.23).

(6.30)

\[
\left\| \partial_x |u_l|^2 \right\|_{L_t^4 L_x^4([0,T] \times \mathbb{R})} = \left\| \partial_x \left( (e^{-ix\cdot\xi(t)} u_l)(e^{ix\cdot\xi(t)} \bar{u}_l) \right) \right\|_{L_t^4 L_x^4([0,T] \times \mathbb{R})}.
\]
By (2.20) and (6.25)

\[(6.31)\quad \| \left( P_{\xi(t) \geq C(\eta)N(t)} u \right) ((\partial_x - i\xi(t))u) \|_{L^4_t L^2_x([0,T] \times \mathbb{R})} \lesssim \eta K.\]

We assume \( C(\eta) \gg \varepsilon_1^{-1} \). By (2.20),

\[(6.32)\quad \sum_{10C(\eta) \leq 2^j \leq \frac{K}{C(\eta)}} 2^j N(J) \| (P_{\xi(J), \leq 2C(\eta)N(J)} u) (P_{\xi(J), \geq 2C(\eta)N(J)} u) \|_{L^4_t L^2_x(J \times \mathbb{R})}^{1/2} \times \| P_{\xi(J), \geq 2C(\eta)N(J)} u \|_{L^4_t L^2_x(J \times \mathbb{R})}^{1/2} \lesssim o(K^{3/4}) N(J)^{1/4} C(\eta)^{1/4}.\]

Using (6.3) to sum this up in \( l^4 \) over \( J_l \subset [0,T] \), along with

\[(6.33)\quad 10C(\eta) N(J) \| P_{\xi(J), \leq 2C(\eta)N(J)} \|_{L^4_t L^2_x(J \times \mathbb{R})} \| P_{\xi(J), \geq 10C(\eta)N(J)} u \|_{L^4_t L^2_x(J \times \mathbb{R})} \lesssim C(\eta) N(J),\]

\[(6.34)\quad \| \partial_x |u| \|^2 \|_{L^2_t L^2_x([0,T] \times \mathbb{R})} \lesssim \eta K + C(\eta) K^{1/4} + C(\eta) o(K).\]

Then taking \( \eta(K) \gg 0 \) as \( K \to \infty \), possibly very slowly,

\[(6.35)\quad \| \partial_x |u| \|^2 \|_{L^2_t L^2_x([0,T] \times \mathbb{R})} \lesssim o(K).\]

Therefore, (6.35) combined with (6.29) implies

\[(6.36)\quad \| I(|u|^4 u_h) - |u|^4 (I u_h) \|_{L_t^{4/3} L_x^1([0,T] \times \mathbb{R})} \lesssim o(1).\]

The same holds for \( I(|u|^2 u_h^2) - |u|^2 u_h^2 (I u_h) \). Next, by Theorem 4.1, (2.20), and (4.22),

\[(6.37)\quad \| u_h^3 u_l^3 + u_h^5 \|_{L_t^{4/3} L_x^1([0,T] \times \mathbb{R})} \lesssim \| (u_h) u_l^2 \|_{L_t^2 L_x^2([0,T] \times \mathbb{R})}^{3/2} \| u_h \|_{L_t^2 L_x^2([0,T] \times \mathbb{R})}^{1/2} + \| u_h \|_{L_t^2 L_x^2([0,T] \times \mathbb{R})} \| u_h \|_{L_t^2 L_x^2([0,T] \times \mathbb{R})} \lesssim o(1).\]

Therefore, by (6.25), (6.37),

\[(6.38)\quad (6.19) \lesssim o(K).\]
Next, integrating by parts in space,

\begin{equation}
(6.39) = - \int_0^T \int \int a(x-y) \text{Re}[(\partial_x + i\xi(t)) \overline{u}(t,x)](F(Iu) - IF(u))(t,x)\,dx\,dy\,dt
\end{equation}

\begin{equation}
(6.40) = \int_0^T \int \partial_x a(x-y) |Iu(t,y)|^2 \overline{u}(t,x)(F(Iu) - IF(u))(t,x)\,dx\,dy\,dt.
\end{equation}

(6.39) = (6.19) \lesssim o(K). By (6.24), \( \partial_x a(x-y) \) is an \( L^1 \) function so by Young’s inequality (see [77]),

\begin{equation}
(6.41) \lesssim \|Iu\|_{L^6_t L^3_x([0,T] \times \mathbb{R})}^3 \|I(u^4 - Iu^4)\|_{L^{4/3}_t L^2_x([0,T] \times \mathbb{R})}.
\end{equation}

Interpolating (6.25), conservation of mass, along with (6.36) and (6.37), (6.21) \( \lesssim o(K) \).

Finally we turn to (6.17).

\begin{equation}
(6.42) \quad \text{Im}[(\overline{Iu})IF(u)] = \text{Im}[(\overline{Iu})(IF(u) - F(Iu))].
\end{equation}

By (6.25), (6.36), and (6.37),

\begin{equation}
(6.43) \quad \|(\overline{Iu})I(u^4 - Iu^4)\|_{L^1_{t,x}([0,T] \times \mathbb{R})} \lesssim o(1).
\end{equation}

By (4.22), Theorem 4.1, and the fact that \( U_\Delta^2 \) is invariant under the scaling \( \lambda = \frac{2k_0}{K} \),

\begin{equation}
(6.44) \quad \|u_h^2 u_t^3 + u_h^5\|_{L^1_{t,x}([0,T] \times \mathbb{R})} \lesssim \|u_h u_t^2\|_{L^2_{t,x}([0,T] \times \mathbb{R})}^2
\end{equation}

\begin{equation}
+ \|u_h\|_{L^4_t L^\infty_x([0,T] \times \mathbb{R})}^4 \|u\|_{L^2_t L^1_x([0,T] \times \mathbb{R})}^2 \lesssim 1.
\end{equation}

Finally,

\begin{equation}
(6.45) \quad I(u^4_t u_h) - u^4_t (Iu_h) = I(u^4_t (P_{> \frac{K}{2}} u)) - u^4_t (P_{> \frac{K}{2}} u),
\end{equation}

which is supported on \( |\xi| \geq \frac{K}{2} \). Because \( u_t \) is supported on \( |\xi| \leq \frac{K}{2} \),

\begin{equation}
(6.46) \quad (\overline{u_t}) (I(u^4_t u_h) - u^4_t (Iu_h))
\end{equation}
is supported on $|\xi| \geq \frac{K}{4}$. Integrating by parts,

\begin{equation}
\int_0^T \int \int a(x-y) \frac{\partial^2}{\partial y^2} (P > \frac{K}{2} (u^S u_h)(t,y)) \overline{\text{Im}[Iu(\partial_x - i\xi(t))Iu]}(t,x) \, dx \, dy \, dt
\end{equation}

\begin{equation}
= \frac{1}{K} \|u_h u^I_1\|_{L^2_{t,x}([0,T] \times \mathbb{R})} \|(\partial_x - i\xi(t))Iu\|_{L^2_{t,x}([0,T] \times \mathbb{R})} \|Iu\|^4_{L^8_{t,x}([0,T] \times \mathbb{R})}
\end{equation}

Sobolev embedding combined with (3.46) implies

\begin{equation}
\frac{1}{K} \|Iu\|^4_{L^8_{t,x}([0,T] \times \mathbb{R})} \lesssim 1.
\end{equation}

Finally since $N(t) \leq 1$, (2.20) implies that

\begin{equation}
\|(\partial_x - i\xi(t))Iu\|_{L^2_{x}([0,T] \times \mathbb{R})} \lesssim o(K).
\end{equation}

Combining (6.43), (6.44), (6.47), (6.48), (6.49), and conservation of mass,

\begin{equation}
(6.17) \lesssim o(K).
\end{equation}

This concludes the proof of Theorem 6.2, which in turn proves Theorem 6.1. \hfill \Box

**Theorem 6.3.** There does not exist an almost periodic solution with $N(t) \leq 1$, $\int_0^\infty N(t)^3 \, dt = \infty$, $\|u(0)\|_{L^2} = m_0 > 0$.

**Proof.** Suppose there did exist an almost periodic solution with positive mass, $N(t) \leq 1$ and $\int_0^\infty N(t)^3 \, dt = \infty$. By Theorem 6.1, (6.49), and conservation of mass,

\begin{equation}
\|\partial_x |Iu(tx)|^2\|_{L^1_{t,x}([0,T] \times \mathbb{R}^2)} \lesssim \sup_{[0,T]} M^I(t) + Co(K).
\end{equation}

\begin{equation}
\int\int a(x-y) \overline{Iu(t,x)Iu(t,y)} (\partial_x - i\xi(t))(Iu(t,x)Iu(t,y)) \, dx \, dy
\end{equation}

\begin{equation}
\lesssim C \|Iu\|_{L^2_{t,x}([0,T] \times \mathbb{R})}^3 \|(\partial_x - i\xi(t))Iu\|_{L^2_{t,x}([0,T] \times \mathbb{R})} \lesssim Co(K).
\end{equation}

Also,

\begin{equation}
\int\int a(x-y) \text{Im}[Iu(t,x)Iu(t,y)i\xi(t)Iu(t,x)Iu(t,y)] \, dx \, dy
\end{equation}

\begin{equation}
= \int\int a(x-y) |Iu(t,x)|^2 |Iu(t,y)|^2 \xi_j(t) \, dx \, dy.
\end{equation}
Since $|Iu(t,x)|^2|Iu(t,y)|^2$ is symmetric in $x$ and $y$ and $a(x-y)$ is anti-symmetric in $x$ and $y$, (6.53) = 0. Therefore,

$$\|\partial_x |Iu(t,x)|^2\|_{L^2_{t,x}([0,T] \times \mathbb{R})}^2 \lesssim o(K).$$

By the Sobolev embedding theorem (see [96, Chapter 13, Proposition 8.4] for a proof),

$$\int_0^T \|\|Iu(t,x)|^2\|_{\dot{C}^{1/2}([0,T] \times \mathbb{R})}^2 \lesssim o(K).$$

**Definition 6.1 (Hölder continuity).** For any $0 < s < 1$, $f \in \dot{C}^{1/2}$ if and only if

$$|f(x) - f(y)| \leq \|f\|_{\dot{C}^s} |x - y|^s$$

for all $x, y \in \mathbb{R}^d$. This is equivalent to

$$\|P_k f\|_{L^\infty(\mathbb{R}^d)} \lesssim 2^{-sk} \|f\|_{\dot{C}^s(\mathbb{R}^d)}$$

for all $k \in \mathbb{Z}$.

By Hölder’s inequality, (2.19), and the definition of Hölder continuity,

$$\int_{|x-x(t)| \leq \frac{c(m_0^2)}{N(t)}} |Iu(t,x)|^2 \, dx \lesssim \int_{|x-x(t)| > \frac{c(m_0^2)}{N(t)}} |Iu(t,x)|^2 \, dx + \left(\frac{C(m_0^2)}{N(t)}\right)^{3/2} \|\|Iu(t,x)|^2\|_{\dot{C}^{1/2}(\mathbb{R})}$$

$$\lesssim \frac{m_0^2}{1000} + \left(\frac{C(m_0^2)}{N(t)}\right)^{3/2} \|\partial_x |Iu| |^2\|_{L^2(\mathbb{R})}.$$  

Now for $K > C(\frac{m_0^2}{1000})$,

$$\frac{m_0^2}{2} < \int_{|x-x(t)| \leq \frac{c(m_0^2)}{N(t)}} |Iu(t,x)|^2 \, dx.$$ 

Therefore,

$$\int_0^T m_0^4 N(t)^3 \, dt \lesssim \int_{-T}^T N(t)^3 \left(\int_{|x-x(t)| \leq \frac{c(m_0^2)}{N(t)}} |Iu(t,x)|^2 \, dx \right)^2 \, dt$$

$$\lesssim \|\partial_x |Iu(t,x)|^2\|_{L^2_{t,x}([0,T] \times \mathbb{R})}^2 \lesssim Co(K).$$

But then $m_0^4 \lesssim o(K)$. Taking $K \to \infty$ implies $u \equiv 0$. □
This completes the proof of Theorem 1.5, which in turn completes the proof of Theorem 1.2.
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