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Abstract

The purpose of this paper is to highlight some hidden Markovian structure of the concave majorant of the Brownian motion. Several distributional identities are implied by the joint law of a standard one-dimensional Brownian motion $B$ and its almost surely unique concave majorant $K$ on $[0, \infty)$. In particular, the one-dimensional distribution of $2K_t - B_t$ is that of $R_5(t)$, where $R_5$ is a 5-dimensional Bessel process with $R_5(0) = 0$. The process $2K - B$ shares a number of other properties with $R_5$, and we conjecture that it may have the distribution of $R_5$. We also describe the distribution of the convex minorant of a three-dimensional Bessel process with drift.

Keywords: convex minorant, path decomposition, Brownian motion.

MSC2020 subject classifications: 60G51; 60G55; 60J65.

1 Introduction

There is a rich literature on convex minors of stochastic processes such as Brownian motion and Lévy processes initiated by Groeneboom in [12], and continued in [18, 10, 4, 7, 22, 2, 16, 15, 3] with applications to problems in statistics such as isotonic regression [21], and in ruin theory and mathematical finance (see [8][9]). An analogous study of Lipschitz minors of Lévy processes was taken up in [1, 11]. The purpose of this paper is to develop a deeper understanding of Markovian properties of the concave majorant of Brownian motion.

For any real-valued function $f$ defined on a domain $U$, we say that $c$ is its concave majorant if $c$ is the minimal concave function such that $c(u) \geq f(u)$ for all $u \in U$. It was shown by Groeneboom in [12] that a standard one-dimensional Brownian motion $B$ admits almost surely a unique concave majorant $K$ on the domain $[0, \infty)$, with the following properties. The process $(K(t))_{t \geq 0}$ is an increasing piecewise-linear function
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with infinitely many linear segments which accumulate only at zero and at infinity, and
the process of slopes and lengths of these segments is a Poisson point process. Moreover,
conditionally on the concave majorant \( K \), the process \( K - B \) is a concatenation of
independent Brownian excursions between the vertices of \( K \), where \( t \) is a vertex of \( K \) if
\( K(t) = B(t) \), or equivalently if \( K'(t+) < K'(t-) \) where \( K' \) is the right-hand derivative of
\( K \).

In the tradition of convex analysis, working with either positions or slopes gives
two dual perspectives of a convex function. In our setting, we can either consider the
concave majorant at a fixed time \( t > 0 \), or we can fix a slope \( \mu > 0 \) and consider the
concave majorant at the random time \( \sigma_\mu := \arg\max_{t \geq 0} \{ B(t) - \mu t \} \). These two points of
view offer complementary information about the concave majorant, as discussed further
in the literature cited above.

Before stating our main results, let us introduce some notation

**Notation 1.1.** For a random variable \( X \) taking values in \( \mathbb{R}^d \), with a probability density
with respect to Lebesgue measure on \( \mathbb{R}^d \), we denote that probability density function
by \( f_X \). Similarly, for two random variables \( X \) and \( Y \) both taking values in Euclidean
spaces (not necessarily of the same dimension), the notation \( f_{X|Y=y}(\cdot) \) is used to denote a
regular conditional probability density of \( X \) given \( Y = y \).

For \( a, b > 0 \), let \( \beta_{a,b} \) denote a random variable with the beta \((a,b)\) density

\[
f_{\beta_{a,b}}(u) = \frac{\Gamma(a+b)}{\Gamma(a)\Gamma(b)} u^{a-1}(1-u)^{b-1} \mathbb{1}_{\{0 < u < 1\}}
\]

where \( \Gamma \) is the Gamma function. For \( k \in \mathbb{N} \), we denote by \( \chi^2_k \) a random variable with the
chi-squared \((k)\) or gamma \((k/2,1/2)\) distribution of the sum of squares of \( k \) independent
standard Gaussian variables, and write \( \chi_k \) for the positive square root of \( \chi^2_k \), with chi \((k)\)
distribution. Finally, \( \phi \) is the probability density and \( \Phi \) is the right-tail probability of a
standard normal random variable:

\[
\phi(x) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{x^2}{2}\right), \quad \Phi(x) = \int_x^\infty \phi(t) \, dt, \quad x \in \mathbb{R}.
\]

For \( \mu \in \mathbb{R} \), we use the notation \( (B_{\mu}(t) := B(t) + \mu t)^{t \geq 0} \) for a Brownian motion with drift
parameter \( \mu \) and unit variance parameter. For each level \( y > 0 \) and drift \( \mu > 0 \), define the
first and last passage times

\[
T_{\mu,y} := \inf\{t > 0 : B_{\mu}(t) = y\} \quad \text{and} \quad G_{\mu,y} := \sup\{t > 0 : B_{\mu}(t) = y\}.
\]

So \( T_{\mu,y} \) has the inverse Gaussian distribution with parameters \((\mu,y)\), whereas \( G_{\mu,y} \) has
the size-biased inverse Gaussian distribution with parameters \((\mu,y)\). Their respective
densities are denoted by \( f_{T_{\mu,y}} \) and \( f_{G_{\mu,y}} \) and given by

\[
f_{T_{\mu,y}}(t) := f_{T_{\mu,y}}(t) = \frac{y}{\sqrt{2\pi t^3}} \exp\left(-\frac{(y - \mu t)^2}{2t}\right) \mathbb{1}_{\{t > 0\}}
\]

and

\[
f_{G_{\mu,y}}(t) := f_{G_{\mu,y}}(t) = \frac{\mu}{y} t f_{T_{\mu,y}}(t).
\]

For each \( \mu \geq 0 \), the three-dimensional Bessel process with drift \( \mu \) is the unique diffusion
with the same law as the radial part of a three-dimensional Brownian motion with drift
of magnitude \( \mu \). We denote this diffusion by \( \text{BES}^\mu(3, \mu) \) if it is started at position \( r \) at
time 0. A three-dimensional Bessel bridge \( W \) on an interval \([0, a]\) such that \( W(0) = x \)
and \( W(a) = y \) has the law of a three-dimensional Bessel process with drift 0 started at \( x \)
at time 0 and conditioned to take value \( y \) at time \( a \) (the conditioning is in the sense of
regular conditional probability). We refer to [19][Chapter 3,6,11] for further information
about these processes, which appear in some of our statements and proofs.
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1.1 Fixed time analysis

For \( t > 0 \), let \((G_t, D_t)\) be the left-hand and right-hand vertices of the segment of \( K \) straddling \( t \). For fixed \( t > 0 \), we almost surely have \( 0 < G_t < t < D_t \). Define \( I(t) = K(t) - tK'(t) \) to be the intercept at \( 0 \) of the line extending this segment. As the process \((K, B)\) enjoys Brownian scaling, we can restrict discussion to the time \( t = 1 \), as in the following proposition, which gives the joint density of different quantities related to the Brownian motion and its concave majorant at time \( t = 1 \).

**Proposition 1.1.** The density function of \((K'(1), I(1), K(1) - B(1), \frac{1}{\sqrt{t_t}}, D_1)\) is

\[
af_s(a, b, y, v, w) = \frac{2}{\pi^{3/2}(v - 1)^3(w - 1)^3} ab(wv - 1) \times \\
\exp\left(-\frac{1}{2} \left(b^2w + 2ab + a^2v + y^2\frac{wv - 1}{(v - 1)(w - 1)}\right)\right) \chi_{\{w, v > 1\}} \chi_{\{a, b, y > 0\}}
\]

In particular, the following marginals take simpler forms.

- The joint density of \((K'(1), I(1), K(1) - B(1))\) at \((a, b, y)\) is
  \[
  af_s(a, b, y) = 4y(a + b + y)\phi(a + b + y) \chi_{\{a, b, y > 0\}}
  \]

- The conditional density of \(D_1 - 1\) at \( t \) given \((K'(1) = a, I(1) = b, K(1) - B(1) = y)\) is given by
  \[
g(t) = \frac{a}{a + b + y} f_{a,y}(t) + \frac{b + y}{a + b + y} f_{a,y}^*(t)
  \]

where \(f_{a,y}\) and \(f_{a,y}^*\) are respectively the inverse Gaussian and size-biased inverse Gaussian densities with parameters \((a, y)\).

**Remark 1.2.** Some of these identities are implicit in the work of Groeneboom [12] in his proofs using probability estimates of events about the position of Brownian bridges relative to deterministic line, and some projections of these identities appear also in Carolyn and Dykstra [7], but we give here a simpler proof via the Poisson description.

A straightforward consequence of the above proposition is that

\[
2K(1) - B(1) \overset{d}{=} \chi_5
\]

which coincides with the one-dimensional marginal at time 1 of a five-dimensional Bessel process. Moreover, by integration it is easy to see that the joint density of the pair \((K(1), K(1) - B(1))\) is equal to

\[
f_{(K(1), K(1) - B(1))}(k, y) = 4ky(k + y)\phi(k + y) \chi_{\{k, y > 0\}}
\]

and so the pair \((K(1), K(1) - B(1))\) is exchangeable. This observation is reminiscent of the counterpart process \((2M(t) - B(t))_{t \geq 0}\), where \(M\) is the running maximum of \(B\) defined as

\[
M(t) = \max_{0 \leq s \leq t} B(s)
\]

Indeed, by results of [20, 17] we have that

\[
2M(1) - B(1) \overset{d}{=} \chi_3
\]

and that the pair \((M(1) - B(1), M(1))\) is exchangeable. More is known actually, the process \((2M(t) - B(t))_{t \geq 0}\) has the law of the radial part of a three-dimensional Brownian motion. This observation led us to naturally consider the following conjecture:
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Conjecture 1.3. The process \((2K(t) - B(t))_{t \geq 0}\) has the law of the radial part of a five-dimensional Brownian motion.

By well known properties of the usual time inversion map from Brownian and Bessel processes to corresponding bridges, discussed in [3], our conjecture that \(2K - B\) has the same distribution as a five dimensional Bessel process is equivalent to the following conjecture regarding the least concave majorant \(k\) of \(b\), a standard Brownian bridge of length 1 from 0 to 0: that \(2k - b\) has the same distribution as a five dimensional Bessel bridge of length 1 from 0 to 0. See Figure 1 for the path of a Brownian bridge \(b\), its concave majorant \(k\) and the reflected process \(2k - b\).

It is tempting to claim that the three-dimensional process \((K'(t), K(t), B(t))_{t \geq 0}\) is Markovian. However this assertion turns out to be false. Indeed, from Proposition 1.1 it is not hard to see that \(D_1\) is not conditionally independent of \(G_1\) given \((K'(1), K(1), B(1))\). Together with the fact that \(G_1\) is measurable with respect to \(\sigma\{B(u), K(u); u \leq 1\}\) and \(D_1\) is measurable with respect to \(\sigma\{B(u), K(u); u \geq 1\}\), this implies that the processes \((K'(u), K(u), B(u))_{u \geq 1}\) and \((K'(u), K(u), B(u))_{u \leq 1}\) are not conditionally independent given \((K'(1), K(1), B(1))\). Nonetheless, a Markovian structure is present if we include the next vertex of the concave majorant after time \(t\), as indicated in the following theorem:

Theorem 1.2. The process

\[
\Psi(t) := (K'(t), K(t), K(t) - B(t), D_t - t), t \geq 0
\]

is a time-homogenous Markov process. Its semi-group \(P_t((a, k, y, w), \cdot)\) is given as follows

- If \(t < w\), then \(P_t((a, k, y, w), \cdot)\) has the law of
  \[
  (a, k + at, Z(t), w - t)
  \]
  where \(Z\) is a three-dimensional Bessel bridge between \((0, y)\) and \((w, 0)\).
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- If \( t \geq w \), then \( P_t((a, k, y, w), \cdot) \) has the law of

\[
(a - C'(t - w), k + at - C(t - w), R(t - w) - C(t - w), D_{t - w}^R - (t - w))
\]

where \( R \) is a BES\(^0\)(3, \( a \)), \( C \) its convex minorant and \( D_{t - w}^R \) is the first vertex of \( C \) after time \( u \).

Similarly to Proposition 1.1, the following proposition gives the joint law of the Bessel process with drift and its convex minorant at a fixed time, which completes the description of the law of the Markov process \( \Psi \).

**Proposition 1.3.** Fix \( \mu > 0 \). Let \( (R(t))_{t \geq 0} \) be a BES\(^0\)(3, \( \mu \)) and \( (C(t))_{t \geq 0} \) its convex minorant. Let \( (G_t, D_t) \) be the left-hand and right-hand vertices of \( C \) straddling \( t \). Then for \((\alpha, u, x, l, y)\) such that \( 0 < \frac{1}{\mu} < u < t < x + u, y > 0 \) and \( 0 < \alpha < \mu \), we have

\[
P[C'(t) \in dx, G_t \in du, D_t - G_t \in dx, R(G_t) \in dl, R(t) - C(t) \in dy] = 2\frac{\phi((\mu - \alpha)\sqrt{x})}{\sigma_t(x, u)^3} h^{\alpha, \mu - \alpha}(u, \mu u - l) y^2 \phi\left(\frac{y}{\sigma_t(x, u)}\right) \, dudxdlidy
\]

where \( \sigma_t(x, u) := \sqrt{\frac{(t-u)(x+u-t)}{x}} \), and

\[
P[C'(t) \in dx, G_t = 0, D_t - G_t \in dx, R(G_t) = 0, R(t) - C(t) \in dy] = 2\frac{\phi((\mu - \alpha)\sqrt{x})}{\sqrt{x}} (1 - \frac{\alpha}{\mu}) \frac{y^2}{\sigma_t(x, 0)^3} \phi\left(\frac{y}{\sigma_t(x, 0)}\right) \, dxidy
\]

The function \( h^{a,b} \) is given by the following expression

\[
h^{a,b}(s, z) = 2\frac{b}{a} E \left[ \left( \sqrt{\frac{a - z}{s}} - \frac{z}{s} - b \right) \left( \frac{V}{\sqrt{s}} \right)^2 + \sqrt{\frac{V}{s}} \right] \, \mathbf{1}_{\{a \leq z \leq b\}}
\]

for \( 0 < b < a \) and where \( V \overset{d}{=} \mathcal{N}(0, 1) \) is a standard normal random variable.

### 1.2 Fixed slope analysis

Working in terms of slopes, we present here some distributional identities which emerge from study of the path of the Brownian motion and its concave majorant on \([0, \sigma_\mu]\) for a fixed slope \( \mu > 0 \). Let

\[
\cdots < \tau_{\mu, 1} < \tau_{\mu, 0} := \sigma_\mu < \tau_{\mu, -1} < \tau_{\mu, -2} < \cdots
\]

be an enumeration of the vertices of \( K \). By Brownian scaling, we can limit ourselves to the case \( \mu = 1 \). Define

\[
\tau_n := \tau_{1, n} \text{ and } \kappa_n := B(\tau_n) \text{ and } \rho_n := \kappa_n - \frac{\Delta \kappa_n}{\Delta \tau_n} \tau_n
\]

where \( \Delta x_n = x_n - x_{n-1} \) for any sequence \((x_n)_{n \in \mathbb{N}}\). The following theorem states a non-trivial identity in distribution which comes from an analysis of Markovian behavior of the faces of \( K_{[0, \sigma_1]} \), in the same vein as [15][Corollary 3].

**Theorem 1.4.** The following map on \((0, \infty)^3 \times (0, 1)\)

\[
(t, r, q, u) \mapsto \left( u^2(t + q), u(1 - u)(t + q) + ur, \frac{r^2 q}{t(t + q)} \right)
\]

is one-to-one and preserves the law of

\[
(\chi_3^2 \beta_{1, 2}^2, \chi_3^2 \beta_{1, 2}(1 - \beta_{1, 2}), \chi_1^2, U)
\]
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where $\beta_{a,b}$ is beta$(a, b)$ and $U \overset{d}{=} \beta_{1,1}$ is uniform $[0, 1]$, with $\chi_3, \beta_{1,2}$ and $U$ independent. As a consequence, both the sequences $\left(\frac{\phi_n}{\sqrt{n}}\right)_{n \geq 0}$ and $\left(\frac{\chi_n}{\sqrt{n}}\right)_{n \geq 0}$ are stationary. Moreover, the former sequence is a Markov chain while the latter sequence is not Markov.

We finish this section by showing that a random scaling of the path of $B$ on $[0, \sigma_\mu]$ produces processes that are absolutely continuous with respect to the three-dimensional Bessel process. Let us introduce first some notation

**Notation 1.4.** Let us denote by $M$ the Mill’s ratio function defined as

$$M(x) := \frac{\Phi(x)}{\phi(x)}.$$

For a non-negative continuous function $f$ defined on $[0, 1]$, define its minslope as

$$\mathfrak{M}(f) = \inf_{0 < u \leq 1} \frac{f(u)}{u}.$$

Moreover, let $\mathfrak{B}(f)$ be the last time $f$ reaches its minslope, i.e

$$\mathfrak{B}(f) := \sup\{t \in (0, 1] : f(t) = \mathfrak{M}(f)\}.$$

We have the following theorem

**Theorem 1.5.** Let $\mu > 0$, and define $B_\mu(t) := B(t) - \mu t$. Define the two pseudo-meanders

$$(\tilde{B}^{me}(u), 0 \leq u \leq 1) := \left(\frac{B_{\mu}(\sigma_\mu) - B_{\mu}(1-u)\sigma_\mu}{\sqrt{\sigma_\mu}}, 0 \leq u \leq 1\right)$$

and

$$(\hat{B}^{me}(u), 0 \leq u \leq 1) := \left(\frac{B(\sigma_\mu) - B((1-u)\sigma_\mu)}{\sqrt{\sigma_\mu}}, 0 \leq u \leq 1\right).$$

Then both $\tilde{B}^{me}$ and $\hat{B}^{me}$ are both absolutely continuous with respect to $\text{BES}_0(3)$ with Radon-Nikodym derivative given respectively by $2M(\tilde{B}^{me}(1))$ and $2M(\hat{B}^{me}(1))$.

**Remark 1.5.** The term pseudo-meander is inspired from related processes called pseudo-bridges that were introduced in [6] and generalized in [14]. In the latter case, the change of measure is given by a power of the local time for either a Brownian or recurrent Bessel bridge.

### 2  Fixed time analysis

We recall the main results of Groeneboom in his study of the concave majorant of Brownian motion. We define first the following process

$$\tau_a := \sigma_{a+} = \arg\max^+ \left\{t \geq 0 : B(t) - \frac{t}{a} \right\}, a > 0.$$

The process $\tau$ encodes all the information about the concave majorant $K$. The following result of Groeneboom gives a full description of the law of $\tau$. We have

**Theorem 2.1** ([12], Theorem 2.1). The process $\tau$ is pure-jump with independent non-stationary increments. In particular, the Poisson point process of jumps

$$\mathcal{H} := \{(r, \Delta \tau_r) : \Delta \tau_r > 0\}$$

has intensity measure absolutely continuous with respect to Lebesgue measure with density

$$\rho(r, t) = \frac{1}{r^2 \sqrt{t}} \phi\left(\frac{\sqrt{t}}{r}\right).$$
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The concave majorant $K$ of $B$ is constructed from $\tau$ as a concatenation of increasing linear segments with slopes $1/r$ and durations $\Delta \tau_r$ for $(r, \Delta \tau_r) \in \mathcal{H}$. The joint law of $K$ and $B$ is fully described in the following theorem which is also due to Groenboom.

**Theorem 2.2** ([12], Theorem 2.2). The standard linear Brownian motion $B$ can be decomposed into the process $\tau$ and independent Brownian excursions. More precisely, conditionally on the process $\tau$, the vertical distance of the Brownian motion to the concave majorant $(K(t) - B(t))_{t \geq 0}$ is a succession of independent Brownian excursions, i.e. for any measurable enumeration $(T_i)_{i \in \mathbb{Z}}$ of jump times of $\tau$, depending only on the process $\tau$, the process $(K(t) - B(t))_{T_i \leq t \leq T_{i+1}}$ has the same distribution as $(\sqrt{T_{i+1} - T_i} e_i \left( \frac{t - T_i}{T_{i+1} - T_i} \right))_{T_i \leq t \leq T_{i+1}}$, where $(e_i)_{i \in \mathbb{Z}}$ is an i.i.d sequence of standard Brownian excursions on $[0,1]$. 

Combining these two results we can give a quick proof of Proposition 1.1

**Proof of Proposition 1.1.** Let $S(1) := \frac{1}{\sqrt{|1|}}$ denote the passage time across the level 1 for the process $\tau$. Fix $0 < u < 1 < u + x$ and $s,z > 0$, then we have

$$
P[S(1) \in du,G_1 \in dx,D_1 - G_1 \in dz] = P[B(\tau_u)] \in dz,\tau_u - \in du,\mathcal{H} \cap (s + u,s + du) \times (x + du,x + dx) \neq \emptyset + o(dsdu, dz) = P[B(\tau_u)] \in dz,\tau_u - \in du,\mathcal{H} \cap (s + u,s + du) \times (x + du,x + dx) \neq \emptyset + o(dsdu, dz)
$$

as $P[\tau_u - \tau_s = 1] = 1$ and $(B(\tau_u),\tau_u)$ is measurable with respect to $\mathcal{H} \cap (0,s) \times \mathbb{R}$. The joint density of $(B(\tau_u),\tau_u) = (\sigma_{\frac{u}{z}},\frac{u}{z})$ is known from Williams path decomposition (see [23][Theorem 2.1]). Hence, using the fact that $K(1) - B(G_1) = K'(1)(1 - G_1)$, we have that $I(1) := K(1) - K'(1) = B(G_1) - K'(1)G_1$. Hence, by a standard change of variables we get the joint density of $(K'(1),I(1),\frac{1}{G_1},D_1)$. Finally, using Theorem 2.2 we get that

$$(K(1) - B(1)|G_1 = u,D_1 = v) \overset{d}{=} \sqrt{v - u} e^{\frac{1 - u}{v - u}} \frac{d}{d} \sqrt{\frac{(1 - u)(v - 1)}{v - u}} \chi_3
$$

Putting all this together gives the five-dimensional density. The sub-marginals are easily obtained by integrating out the remaining variables. \hfill \square

**Remark 2.1.** By invariance of the law of $(B,K)$ under time-inversion, we know that

$$(I(1),K'(1),K(1) - B(1),\frac{1}{G_1},D_1) \overset{d}{=} (K'(1),I(1),K(1) - B(1),\frac{1}{G_1},D_1),$$

which can easily be checked from the joint density.

Recall that a three-dimensional Bessel process with drift $\mu > 0$ is the law of the Brownian motion with drift $\mu$ conditioned to stay positive. By Williams path decomposition, it is also the law of the post-$\sigma_\mu$ process $(\mu t - B(\sigma_\mu + t) + B(\sigma_\mu))_{t \geq 0}$ (see [23]). Combining this observation with Theorem 2.1 gives the following Poisson description of the convex minorant of a three-dimensional Bessel process with drift.

**Proposition 2.3.** Let $(R(t))_{t \geq 0}$ be a three-dimensional Bessel process with drift $\mu > 0$. The convex minorant $C$ of $R$ is a concatenation of increasing segments with slopes less than $\mu$. The set of pairs of slopes and time spacings of $C$ is a Poisson point process $\mathcal{G}$ with intensity measure of density with respect to the Lebesgue measure given by

$$g(\alpha,t) = \phi(\sqrt{t(\mu - \alpha)}) \frac{1}{\sqrt{t}} 1_{\{0 < \alpha < \mu\}}$$

Moreover, conditionally on $C$, the process $R - C$ is again a succession of independent Brownian excursions between the vertices of $C$. 
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Before establishing the analogue of Theorem 1.1 for the three-dimensional Bessel process with drift, we will give an explicit formula for the density of the increments of the zenith process $(\sigma_t, B_t(\sigma_u))_{\mu>0}$ studied by Çinlar [10]. While the Laplace transform of the increment $(\sigma_t - \sigma_u, B(\sigma_b) - B(\sigma_a))$ for $a > b$ is straightforward from Williams path decomposition, inverting it is not obvious, as remarked by Çinlar [10], who gave a formula via convolutions of measures. We have the following theorem whose proof is inspired by some of Groeneboom’s computations.

**Theorem 2.4.** Fix $0 < b < a$, and define the function $h_{a,b}$ on $(0, \infty)^2$ by

$$h_{a,b}(s, z) = \frac{2b}{a}E \left[ \left( \sqrt{\frac{a - \frac{z}{s}}{s - b}} - \frac{V}{\sqrt{s}} \right)^2 \phi\left( \frac{z}{\sqrt{s}} \right) \right] 1_{\{b \leq z \leq s \}}$$

where $V$ is standard normal. Then the random variable $(\sigma_a - \sigma_b, B(\sigma_b) - B(\sigma_a))$ has density $h_{a,b}$ on $(0, \infty)^2$ and has a point mass in $(0, 0)$ of probability $\frac{b}{a}$.

Before proving Theorem 2.4, we recall the following lemma which gives an estimate on the probability that a Brownian bridge crosses a deterministic line. We quote it from [13][Page 183]

**Lemma 2.5.** Let $B$ a standard linear Brownian motion, and fix $0 < s < t$. Moreover, let $a, b, x, y \in \mathbb{R}$. Then

$$\mathbb{P}[\exists u \in (s, t) : B(u) > au + b|B(s) = x, B(t) = y] = \exp \left( -2 \frac{(as + b - x)(at + b - y)}{t - s} \right)$$

**Proof of Theorem 2.4.** Fix $0 < t_1 < t_2$ and let $h > 0$, we will investigate the probability of the event

$$A := \{ \sigma_a \in (t_1, t_1 + h), \sigma_b \in (t_2, t_2 + h) \}$$

Let us denote $\mu_1 := a$ and $\mu_2 := b$, the event $A$ can be rewritten as

$$A = \{ (s \geq 0) : B(s) - \mu_i s < \sup_{t_i \leq u \leq t_i + h} (B(u) - \mu_i u) \text{ for } i = 1, 2 \}$$

Define $\overline{B}_{t_i, h} = \sup_{t_i \leq u \leq t_i + h} (B(u) - B(t_i))$. We will condition on the value of the random variables $[B(t_i), B(t_i + h), \overline{B}_{t_i, h}, i = 1, 2]$. In particular, we wish to compute the following regular conditional probability

$$\mathbb{P}[A|B(t_i) = x_i, B(t_i + h) - B(t_i) = Y_i(h), \overline{B}_{t_i, h} = M_i(h)]$$

where $x_i, Y_i(h), M_i(h)$ are fixed real numbers. From the definition of $\sigma_a$ and $\sigma_b$, this probability is equal to zero unless we have that $x_1 + b(t_2 - t_1) < x_2 < x_1 + a(t_2 - t_1)$. By introducing the point $t_0$ that is the location of the intersection point of the two lines with slope $a$ (resp. $b$) passing through $(t_1, x_1)$ (resp. $(t_2, x_2)$)

$$t_0 = \frac{(x_2 - bt_2) - (x_1 - at_1)}{a - b} \in (t_1, t_2)$$

Then $A$ can be expressed as

$$A = \bigcap_{i,j=1}^2 \{ z \in J_i^j : B_z - \mu_i z < \sup_{t_i \leq u \leq t_i + h} (B_u - \mu_i u) \} =: \bigcap_{i,j=1}^2 A_{i,j}$$

with

$$J_i^1 = (0, t_1), \ J_1^1 = (t_1 + h, t_0), \ J_2^1 = (t_0, t_2), \ J_2^2 = (t_2 + h, +\infty)$$
By further conditioning (in the sense of regular conditional probability) on the value of $B(t_0)$, i.e. on the event
\[ D = \{ B(t_0) = x, B(t_i) = x_i, B(t_i + h) - B(t_i) = Y_i(h), \mathcal{B}_{t_i,h} = M_i(h) \text{ for } i = 1, 2 \} \]
We have that
\[ \mathbb{P}[A|D] = \prod_{i,j=1}^2 \mathbb{P}[A_{i,j}|D] \]
by the independence of increments of the Brownian motion. Now, it is easy to see that
\[ \mathcal{B}_{t_i,h} + B(t_i) - \mu(t_i + h) \leq \sup_{t_i \leq u \leq t_i + h} (B(u) - \mu(u)) \leq \mathcal{B}_{t_i,h} + B(t_i) - \mu(t_i) \]
Hence
\[ \overline{r}_{i,j}(h) := \mathbb{P}[\exists z \in J_t^i : B_z - \mu_z > \mathcal{B}_{t_i,h} + B(t_i) - \mu(t_i)|D] \leq \mathbb{P}[A_{i,j}|D] \leq \mathbb{P}[\exists z \in J_t^i : B_z - \mu_z > \mathcal{B}_{t_i,h} + B(t_i) - \mu(t_i + h)|D] =: r_{i,j}(h) \]
Now using Lemma 2.5, we have that
\[ r_{1,1}(h) = \exp \left( -2 \left( M_1(h) + x_1 - at_1 \right) \frac{1}{t_1} \right) \]
and
\[ r_{1,1}(h) = \exp \left( -2 \left( M_1(h) + x_1 - a(t_1 + h) \right) \frac{1}{t_1} \right) \]
Hence, by Taylor expansion it follows that
\[ \mathbb{P}[A_{1,1}^5|D] = 1 - \frac{2M_1(h)(x_1 - at_1)_{+}}{t_1} + F_{1,1}(M_1(h) - Y_1(h))^2 \]
where $F_{1,1}$ is a deterministic function with $|F_{1,1}(x,y)| \leq K_{1,1}(|x| + |y|)$ for a positive constant $K_{1,1}$. Similarly, we find that
\[ \mathbb{P}[A_{1,2}^5|D] = 1 - \frac{2(M_1(h) - Y_1(h))(x_1 - x_0 - a(t_1 - t_0))_{+}}{t_0 - t_1} + F_{1,2}(M_1(h) - Y_1(h))^2 \]
and
\[ \mathbb{P}[A_{2,1}^5|D] = 1 - \frac{2M_2(h)(x_2 - x_0 - b(t_2 - t_0))_{+}}{t_2 - t_0} + F_{2,1}(M_2(h) - Y_2(h))^2 \]
and
\[ \mathbb{P}[A_{2,2}^5|D] = 1 - 2b(M_2(h) - Y_2(h)) + F_{2,2}(M_2(h) - Y_2(h))^2 \]
with all the $F_{i,j}$’s deterministic verify $|F_{i,j}(x,y)| \leq K_{i,j}(|x| + |y|)$ for some positive constant $K_{i,j} > 0$. Hence by multiplying all these terms together we get
\[ \mathbb{P}[A|D] = 16 \frac{M_1(h)(M_1(h) - Y_1(h))M_2(h)(M_2(h) - Y_2(h))}{t_1(t_0 - t_1)(t_2 - t_0)} \times (x_1 - at_1)_{+}(x_1 - x_0 - a(t_1 - t_0))_{+}(x_2 - x_0 - b(t_2 - t_0))_{+} \]
\[ + G(h, M_1(h)^2, M_2(h)^2, (M_1(h) - Y_1(h))^2, (M_2(h) - Y_2(h))^2) \]
where $G$ is a deterministic function of 5 variables such that
\[ |G(x_1, x_2, x_3, x_4, x_5)| \leq K \sum_{i,j=1}^5 |x_i| \sqrt{\prod_{k \neq i,j} |x_k|} \quad (2.2) \]
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for \( K \) a positive constant. Now, let us integrate first with respect to the value of \( B(t_0) \). The distribution of \( B(t_0) \) given that \( B(t_1) = x_1 \) and \( B(t_2) = x_2 \) is that of

\[
\frac{(t_2 - t_0)x_1}{t_2 - t_1} + \frac{(t_0 - t_1)x_2}{t_2 - t_1} + \sigma V
\]

where:

\[
\sigma^2 = \frac{(t_0 - t_1)(t_2 - t_0)}{t_2 - t_1} > 0
\]

and \( V \overset{d}{=} N(0, 1) \). After integration and using the expression of \( t_0 \) from (2.1), we get that

\[
P[A|[C] = \frac{16bM_1(h)(M_1(h) - Y_1(h))M_2(h)(M_2(h) - Y_2(h))}{t_1(t_2 - t_1)}(x_1 - at_1)_+ \\
\times E[((a - b)\sigma - U)^2] + G(h, M_1(h)^2, M_2(h)^2, (M_1(h) - Y_1(h))^2, (M_2(h) - Y_1(h))^2)
\]

Finally, we can integrate with respect to \((M_1(h), Y_2(h), M_2(h), Y_2(h))\). Since it can be easily seen that

\[
E \left[ \sup_{t_1 \leq u \leq t_1 + h} (B(u) - B(t_1 + h)) \right] \bigg| B(t_1) = x_1; B(t_2) = x_2 = \frac{h}{2} + o(h)
\]

using the joint law of \((B(h), \max_{0 \leq u \leq h} B(u))\), and the fact that

\[
E[G(h, M_1(h)^2, M_2(h)^2, (M_1(h) - Y_1(h))^2)] = O(h^2)
\]

from (2.2), we get that

\[
P[A|B_{t_1} = x_1, B_{t_2} = x_2] = \frac{4b(x_1 - at_1)_+}{t_1(t_2 - t_1)} + E[((a - b)\sigma - V)^2]h^2 + o(h^2)
\]

By multiplying by the joint density of \((B(t_1), B(t_2))\) we get that the joint density of \((\sigma_a, \sigma_b, B(\sigma_a), B(\sigma_b))\) at \((t_1, t_2, x_2, x_1)\) is equal to

\[
\int_{(\sigma_a, \sigma_b, B(\sigma_a), B(\sigma_b))} f_{(\sigma_a, \sigma_b, B(\sigma_a), B(\sigma_b))}(t_1, t_2, x_1, x_2) = 4b \left( \frac{x_1}{t_1} - a \right)_+ \\
\times E \left[ \left( \sqrt{(y - b)(a - y)} - \frac{V}{\sqrt{t_2 - t_1}} \right) \right] \phi \left( \frac{x_1}{\sqrt{t_1}} \right) \phi \left( \frac{x_2 - x_1}{\sqrt{t_2 - t_1}} \right)
\]

where \( y := \frac{x_2 - x_1}{t_2 - t_1} \). By an obvious change of variable, we see that \((\sigma_a, B(\sigma_a))\) and \((\sigma_b - \sigma_a, B(\sigma_b) - B(\sigma_a))\) are independent (as predicted by Williams path decomposition), and that the density of the latter pair is exactly \( h_{a,b} \) that is stated in the Theorem. Here, we use Corollary 2.1 from [12], which stipulates that the two functions

\[
t \mapsto 2a^2 E \left[ \left( \frac{X}{a\sqrt{t}} - 1 \right)_+ \right]
\]

and

\[
t \mapsto \frac{2b}{a - b} E \left[ \left( \sqrt{\left( \frac{Y}{\sqrt{t}} - b \right) \left( a - \frac{Y}{\sqrt{t}} - \sqrt{t} \right)} \right) + 1_{\left( b \leq \frac{Y}{\sqrt{t}} \leq a \right)} \right]
\]

are densities, where \( X, Y, Z \) are three independent standard normal random variables. It also follows from here that the density \( h_{a,b} \) is defective as

\[
\int_{(0, \infty)^2} h_{a,b}(s, z)dsdz = 1 - \frac{b}{a}
\]
To conclude the proof, it suffices to notice that
\[
\mathbb{P}[\sigma_b = \sigma_a, B(\sigma_b) = B(\sigma_a)] = \mathbb{P}[\sigma_b = \sigma_a] \\
= \mathbb{P}\left[\text{no jumps for the process } \tau \text{ in } \left(\frac{1}{a}, \frac{1}{b}\right)\right] = \frac{b}{a}
\]
as the number of jumps \( \tau \) on any interval \((x, y)\) is a Poisson random variable with mean \( \log(\frac{x}{y}) \) from [12][Theorem 2.1].

The proof of Proposition 2.3 is now straightforward and goes as follows.

**Proof of Proposition 2.3.** By Williams path decomposition, the process \( R \) has the same distribution as
\[
(\tilde{R}(t) := \mu t - B(\sigma_\mu + t) + B(\sigma_\mu))_{t \geq 0}
\]
whose convex minorant \( \tilde{C} \) is given by \( \tilde{C}(t) = \mu t - K(\sigma_\mu + t) + K(\sigma_\mu) \). Hence, when \( u, l > 0 \) then the event
\[
\{\tilde{C}'(t) \in d\alpha, G_t \in du, D_t - G_t \in dx, \tilde{R}(G_t) \in dl\}
\]
is the same as
\[
\{\text{The process } \tau \text{ has a jump in } \left(\frac{1}{\mu}, \frac{1}{\mu - \alpha}\right) \text{ of size in } dx, \quad \sigma_{\mu - \alpha} - \sigma_\mu \in du, \mu(\sigma_{\mu - \alpha} - \sigma_\mu) - (B(\sigma_{\mu - \alpha}) - B(\sigma_\mu)) \in dl\}
\]
As we take the restriction of \( \tau \) on \((\frac{1}{\mu}, \infty)\). This latter probability is equal to
\[
\rho \left(\frac{1}{\mu - \alpha}, x\right) \frac{dx d\alpha}{(\mu - \alpha)^2} \mathbb{P}[\sigma_{\mu - \alpha} - \sigma_\mu \in du, \mu(\sigma_{\mu - \alpha} - \sigma_\mu) - (B(\sigma_{\mu - \alpha}) - B(\sigma_\mu)) \in dl]
\]
which by Theorem 2.4 gives the density
\[
\rho \left(\frac{1}{\mu - \alpha}, x\right) \frac{dx d\alpha}{(\mu - \alpha)^2} h^{\mu - \alpha}(u, \mu u - t) du dl
\]
Finally, using the fact that conditionally on \( C, R - C \) is distributed as a concatenation of Brownian excursions between the vertices of \( C \), we get that
\[
(R(t) - C(t)|(G_t, D_t) = (x, x + u)) \overset{d}{=} \sigma_t(x, u) \chi_3
\]
gives the desired density. The case when \( u = 0 \) follows similarly.

We finish this section now by proving Theorem 1.2, which follows from the description of Groeneboom in Theorem 2.2 and the independence of increments of the pure-jump Markov process \( \tau \).

**Proof of Theorem 1.2.** Let us fix \( t > 0 \), and enumerate the standard Brownian excursions that constitute the path of \( K - B \) such that \( e_0 \) is the one corresponding to the interval \([G_t, D_t]\), the excursions \( \{e_i : i \geq 1\} \) the ones to the right of \( D_t \), and \( \{e_i : i \leq -1\} \) the ones to the left of \( G_t \). The process \( (\Xi(u) : u \geq t) \) is measurable with respect to the \( \sigma \)-algebra generated by
\[
\{\Xi(t), e_0(u)_{u \in \left[\frac{\tau_t - \sigma_t}{\mu - \sigma_t}, 1\right]}, e_i, i \geq 1\} \bigcup\{(\tau_{u+S_t} - \tau_{S_t})_{u \geq 0}\}
\]
where \( S_t = \frac{1}{\kappa(t)} = \inf\{u > 0 : \tau_u > t\} \) the first passage level across \( t \). Whereas, the process \( (\Xi(u) : u \leq t) \) is measurable with respect to
\[
\{\Xi(t), e_0(u)_{u \in \left[0, \frac{\tau_t - \sigma_t}{\mu - \sigma_t}\right]}, e_i, i \leq -1\} \bigcup\{(\tau_u)_{u \leq S_t}\}
\]
Using the fact that \((t, \tau)_{t \geq 0}\) is a strong Markov process, and the independence of increments of \(\tau\), we have that conditionally on \(S_t\), the process \((\tau_{u+S_t} - \tau_{S_t})_{u \geq 0}\) and \((\tau_u)_{u \leq S_t}\) are independent. Moreover, by the Markov property of \(e_0\) and the form of its transition function, it is not hard to see that \(\Xi\) is a time-homogenous Markov process. The description of its semigroup is given by the two cases; in the first case when the time increment is smaller than the remaining time until the next vertex \(D_t - t\), this is just a restating of the fact that the distribution of a standard Brownian excursion conditioned on having a specific value at a point in the interior of \([0, 1]\) is just a concatenation of two three-dimensional Bessel bridges. The second part follows from Williams path decomposition, as conditionally on \(\Xi(t)\), the process \((K'(t) u - B(u + D_t) + B(D_t))_{u \geq 0}\) is a three-dimensional Bessel process with drift \(K'(t)\).

\section{Fixed slope analysis}

We give in this section the proofs of the two independent results in Theorems 1.4 and 1.5. But first, let us recall some previous results from [15] regarding a sequential description of the faces of Brownian paths. We start with a definition

**Definition 3.1.** We say that a sequence of random variables \((\tau_n, \rho_n)_{n \geq 0}\) satisfies the \((\tau, \rho)\)-recursion if for all \(n \geq 0\)

\[\rho_{n+1} = U_n \rho_n \text{ and } \tau_{n+1} = \frac{\tau_n \rho_{n+1}^2}{\tau_n Z_{n+1}^2 + \rho_{n+1}^2},\]

where \((U_n, Z_n)_{n \geq 0}\) is an i.i.d sequence with common law \(\mathcal{U}([0, 1]) \otimes \mathcal{N}(0, 1)\), and independent of \((\tau_0, \rho_0)\).

We have the following theorem from [15]

**Theorem 3.2 ([15], Corollary 20).** Let \((B(t))_{t \geq 0}\) be a standard linear Brownian motion. Fix \(r > 0\), set \(\rho_0 := r\) and let \(\rho_1 > \rho_2 > \cdots > 0\) be the intercepts at \(0\) of the linear segments of the concave majorant of \((B(t), 0 \leq t \leq T_r)\) where \(T_r := \inf\{t \geq 0 : B(t) = r\}\) and let \(\tau_0 := T_r > \tau_1 > \cdots > 0\) denote the decreasing sequence of times \(t\) such that \((t, B(t))\) is a vertex of the concave majorant of \((B(t), 0 \leq t \leq T_r)\). Then, the sequence of pairs \((\tau_n, \rho_n)_{n \geq 0}\) follows the \((\tau, \rho)\)-recursion.

Let us now prove Theorem 1.4

**Proof of Theorem 1.4.** Recall that \(\tau_0 := \sigma_1, \rho_0 := B(\tau_0) - \tau_0,\) and the sequence \((\tau_n, \rho_n)_{n \geq 0}\) is defined in equations (1.2) and (1.3). Let \((M_n := \frac{\Delta \tau_n}{\rho_n})_{n \geq 1}\) be the decreasing sequence of slopes of \(K\) that are greater than \(1\). By Groeneboom Poisson description in Theorem 2.1, it follows that the point process of inverse slopes \(\left(\frac{\Delta \tau_n}{\rho_n}\right)_{n \geq 1}\) is a Poisson point process on \((0, 1)\) with intensity measure of density \(\frac{dr}{r^2}\) with respect to the Lebesgue measure. It follows thus easily by the stick-breaking description that there exists a sequence \((\hat{U}_n)_{n \geq 1}\) of i.i.d uniform random variables on \([0, 1]\) such that

\[M_n = \prod_{i=1}^{n} \hat{U}_i\]

Furthermore, conditionally on the sequence \((M_n)_{n \geq 1}\), the sequence of time-spacings \((\Delta \tau_n)_{n \geq 1}\) is distributed as \((\frac{Q_{n+1}}{\rho_{n+1}^2})_{n \geq 1}\) where \((\hat{Q}_n)_{n \geq 1}\) is an i.i.d sequence of random variables with law \(\chi^2_1\), that is independent of the sequence \((\hat{U}_n)_{n \geq 1}\). This follows from the fact that the time-spacing corresponding to an inverse slope \(r\) has density \(t \to \frac{1}{r^{\frac{3}{2}}} \phi \left( \frac{\sqrt{t}}{r} \right)\).
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which is the density of \( r^2 \chi_1^2 \). Thus, as

\[
\tau_1 = \sum_{j=2}^{\infty} \Delta \tau_j = \sum_{j=2}^{\infty} \frac{\hat{Q}_i}{M_i}, \quad \text{and} \quad \kappa_1 = \sum_{j=2}^{\infty} \frac{\hat{Q}_i}{M_i}
\]

it follows that

\[
(\tau_1, \Delta \tau_1, \kappa_1, \Delta \kappa_1) \overset{d}{=} \left( U^2 \tau_0, U^2 Q, U \kappa_0, U Q \right)
\]

where the pair \((U, Q)\) is independent of \((\tau_0, \kappa_0)\) and has law \( U([0,1]) \otimes \chi_1^2 \). In fact, we can say more, if we define the variables

\[
\tilde{\tau}_0 = \frac{(\Delta \kappa_1)^2}{(\Delta \tau_1)^2}, \quad \tilde{\kappa}_0 = \frac{\Delta \kappa_1}{\Delta \tau_1}, \quad \tilde{\bar{U}} = \frac{\Delta \tau_1}{\Delta \kappa_1}, \quad \tilde{\bar{Q}} = \frac{(\Delta \kappa_1)^2}{\Delta \tau_1}
\]

Then

\[
(\tilde{\tau}_0, \tilde{\kappa}_0, \tilde{\bar{U}}, \tilde{\bar{Q}}) \overset{d}{=} (\tau_0, \kappa_0, U, Q)
\]

Similarly we define \( \tilde{\rho}_0 := \tilde{\kappa}_0 - \tilde{\tau}_0 \). Now we move on to find the second identity in distribution. From Williams path decomposition, it is clear that

\[
(B_{-1}(t), 0 \leq t \leq \sigma_1 | \sigma_1 = \tau_0, B_{-1}(\sigma_1) = \rho_0)
\]

has the same distribution as a Brownian first passage bridge from \((0,0)\) to \((\tau_0, \rho_0)\). Hence, by applying Theorem 3.2 the sequence \((\tau_n, \rho_n)_{n \geq 0}\) follows the \((\tau, \rho)\)-recursion. Thus we can write

\[
\rho_{n+1} = U_{n+1} \rho_n, \quad \tau_{n+1} = \frac{\tau_n \rho_{n+1}^2}{\tau_n Q_{n+1} + \rho_{n+1}^2}
\]

where \((U_n, Q_n)_{n \geq 0}\) is an i.i.d sequence of common law \( U([0,1]) \otimes \chi_1^2 \) independent of \((\tau_0, \rho_0)\). Now, by using the equalities in (3.1), we see that

\[
(\tau_0, \rho_0, U_1, Q_1) = h(\tilde{\tau}_0, \tilde{\kappa}_0, \tilde{\bar{U}}, \tilde{\bar{Q}}) \overset{d}{=} h(\tau_0, \rho_0, U, Q)
\]

which proves the first part. Finally, it suffices to notice that

\[
\frac{\rho_n^2}{\tau_n} = Q_1 + \frac{U_{n+1}^2 \rho_n^2}{\tau_0} = \frac{\rho_0^2}{\tau_0} = \frac{\rho_0^2}{\tau_0} \quad \text{and that} \quad \frac{\rho_{n+1}^2}{\tau_{n+1}} = Q_{n+1} + \frac{U_{n+1}^2 \rho_n^2}{\tau_n}
\]

for all \( n \geq 0 \) to see that \((\frac{\rho_n}{\sqrt{\tau_n}})_{n \geq 0}\) is a stationary Markov chain. On the other hand, we also have the identity

\[
\frac{\kappa_n^2}{\tau_n} = \frac{\kappa_0^2}{\tau_0} = \frac{\kappa_0^2}{\tau_0}
\]

Now, by the same reasoning as before, conditioning on the slopes \((M_n)_{n \geq 0}\), we obtain the following identity in law

\[
(\tau_{n+1}, \Delta \tau_{n+1}, \kappa_{n+1}, \Delta \kappa_{n+1}) \overset{d}{=} \left( \frac{U^2 \tau_n}{M_n^2}, \frac{U^2 Q}{M_n^2}, \frac{U \kappa_n}{M_n}, \frac{U Q}{M_n} \right)
\]

where on the right-hand side \((M_n, \tau_n, \kappa_n)\) is independent of \((U, Q)\). It follows easily that \((\frac{\kappa_n}{\sqrt{\tau_n}})_{n \geq 0}\) is stationary, while clearly being non-Markovian from the \((\tau, \rho)\)-recursion equalities.

We finish this section now by proving the Theorem 1.5 about the pseudo-meanders. We prove the statement for each of the meanders separately.
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Proof of Theorem 1.5 for $\tilde{B}^{me}$. From Williams path decomposition we know that

$$(B_{-\mu}(t), 0 \leq t \leq \sigma_\mu | \sigma_\mu = T, B_{-\mu}(\sigma_\mu) = y)$$

has the same distribution as a Brownian first passage bridge from $(0, 0)$ to $(T, y)$. Hence, using the representation of first passage bridges in terms of three-dimensional Bessel bridges (See [5]), and Brownian scaling, we have that

$$(\tilde{B}^{me}(u), 0 \leq u \leq \sigma_\mu | \sigma_\mu = T, B_{-\mu}(\sigma_\mu) = y) \overset{d}{=} (\text{BES}^0(3)(t), 0 \leq t \leq 1 | \text{BES}^0(3)(1) = \frac{y}{\sqrt{T}})$$

(3.2)

Hence

$$\left(\tilde{B}^{me}(u), 0 \leq u \leq 1 | \tilde{B}^{me}(1) = r \right) \overset{d}{=} (\text{BES}^0(3)(t), 0 \leq t \leq 1 | \text{BES}^0(3)(1) = r)$$

(3.3)

It follows thus that the law of $\tilde{B}^{me}$ is absolutely continuous with respect to the law of $\text{BES}^0(3)$. From Williams path decomposition, we have that

$$(\mu^2 \sigma_\mu, \mu B(\sigma_\mu)) \overset{d}{=} (\chi_3^2 | \chi_{1,2}, \chi_3^2 | \chi_{1,2})$$

(3.4)

where on the right hand side $\chi_3$ and $\chi_{1,2}$ are independent. Hence, it follows that $\tilde{B}^{me}(1) \overset{d}{=} \chi_3(1 - \beta_{1,2})$, and hence its density is equal to

$$f_{\tilde{B}^{me}(1)}(t) = 4t\phi(t), t > 0$$

The Radon Nikodym derivative then follows from dividing this last density by $2t^2 \phi(t)$; the density of $\text{BES}^0(3)(1) \overset{d}{=} \chi_3$. 

Before proving the second part of Theorem 1.5 for the second meander, we will prove the following lemma

Lemma 3.3. Let $R$ be a three-dimensional Bessel bridge from $(0, 0)$ to $(1, r)$, and let $0 \leq m \leq r$, then for all $k \geq 0$, we have

$$(R(u) + ku, 0 \leq u \leq 1 | \Re(R) = m) \overset{d}{=} (W(u), 0 \leq u \leq 1 | \Re(W) = m + k)$$

where $W$ is a three-dimensional Bessel bridge from $(0, 0)$ to $(1, r + k)$.

Proof. The key idea is to provide a path decomposition of the Bessel bridge at the time it reaches its minislope. For that purpose, we use an argument of time-inversion. We introduce the process $Y$ defined as

$$Y(t) := (1 + t)R\left(\frac{1}{1 + t}\right), t \geq 0$$

$Y$ is a $\text{BES}^0(3)$ (a three-dimensional Bessel process started at $r$). Let $S := \arg\min_{t \geq 0} Y(t)$ and $\zeta = \inf_{t \geq 0} Y(t)$. By Williams path decomposition of a Bessel process when it reaches its ultimate minimum (see [23]), we have that given $\{\zeta = m\}$, the two processes

$$(X^1(t) := Y(S + t) - \zeta, t \geq 0) \text{ and } (X^2(t) := Y(t), 0 \leq t \leq S)$$

are independent, with $X^1$ is a $\text{BES}^0(3)$, while $X^2$ is a Brownian motion started at $r$ and killed when it first hits $m$. As

$$\Re(R) = \frac{1}{1 + S} \text{ and } \Re(R) = \zeta$$


By conditioning further on \(\{S = T\}\), the law of \(X^1\) remains that of \(\text{BES}^0(3)\), whereas \(X^1\) now has the law of a first passage bridge between \((0, r)\) and \((T, m)\), and by using the theorem in the introduction of [5], we get that given \(\{S = T, \zeta = m\}\), \(X^2 - m\) is a three-dimensional Bessel bridge from \((0, r - m)\) to \((T, 0)\). Hence given \(\{S = T, \zeta = m\} = \{\mathcal{B}(R) = \beta, \mathcal{M}(R) = m\}\) where \(\beta = \frac{1}{1 + T}\), we have that
\[
\begin{align*}
(R(s) - ms, 0 \leq s \leq \beta|\mathcal{B}(R) = \beta, \mathcal{M}(R) = m) = \\
\left(\frac{\beta - s}{s}, 0 \leq s \leq \beta|S = T, \zeta = m\right) 
\end{align*}
\] (3.5)

However, by the path transformation that maps the Bessel processes to Bessel bridges (see the end of [18]), the process on the right-hand side of (3.5) is a Brownian excursion of length \(\beta\). Similarly, we have that
\[
\begin{align*}
(R(s + \beta) - R(\beta) - ms, 0 \leq s \leq 1 - \beta(R)|\mathcal{B}(R) = \beta, \mathcal{M}(R) = m) = \\
\left(\frac{1 - \beta - s}{s + \beta}, 0 \leq s \leq 1 - \beta|S = T, \zeta = m\right) 
\end{align*}
\] (3.6)

and the law of the right-hand side process is that of a Bessel bridge between \((0, 0)\) and \((1 - \beta, r - m)\). Applying this path decomposition to both the processes \(R\) and \(W\) we get that
\[
\begin{align*}
(R(u) + kw, 0 \leq u \leq 1|\mathcal{M}(R) = m, \mathcal{B}(R) = \beta) \overset{d}{=} \\
(W(u), 0 \leq u \leq 1|\mathcal{M}(W) = m + k, \mathcal{B}(W) = \beta) 
\end{align*}
\] (3.7)

To finish our proof, it suffices to prove that:
\[
\begin{align*}
(\mathcal{B}(R)|\mathcal{M}(R) = m) \overset{d}{=} (\mathcal{B}(W)|\mathcal{M}(W) = m + k) 
\end{align*}
\]

However by referring to the time-inversion argument using \(Y\) and its path decomposition, proving this assertion is the same as showing that the distribution of the hitting time of a BM started at \(r\) (resp. \(r + k\)) of the level \(m\) (resp. \(m + k\)) are the same, which is true. □

We can now finish the proof of Theorem 1.5

Proof of Theorem 1.5 for \(\hat{B}^{me}\). By definition we have that
\[
\hat{B}^{me}(u) = \hat{B}^{me}(u) + \mu\sqrt{\sigma_{\mu}^2}, 0 \leq u \leq 1
\]

Let us condition on the value of \(\{B_{-\mu}(\sigma_{\mu}), \sigma_{\mu}, \mathcal{M}(\hat{B}^{me})\}\), we have then that
\[
\begin{align*}
(\hat{B}^{me}(u), 0 \leq u \leq 1|B_{-\mu}(\sigma_{\mu}) = y, \sigma_{\mu} = T, \mathcal{M}(\hat{B}^{me}) = m) = \\
(\hat{B}^{me}(u) + \mu\sqrt{T}u, 0 \leq u \leq 1|B_{-\mu}(\sigma_{\mu}) = y, \sigma_{\mu} = T, \mathcal{M}(\hat{B}^{me}) = m - \mu\sqrt{T})
\end{align*}
\]

Using the equality in law in (3.3), we deduce that
\[
\begin{align*}
(\hat{B}^{me}(u), 0 \leq u \leq 1|B_{-\mu}(\sigma_{\mu}) = y, \sigma_{\mu} = T, \mathcal{M}(\hat{B}^{me}) = m) \overset{d}{=} \\
(Y(u) + \mu\sqrt{T}u, 0 \leq u \leq 1|Y(1) = \frac{y}{\sqrt{T}}, \mathcal{M}(Y) = m - \mu\sqrt{T})
\end{align*}
\]

where \(Y \overset{d}{=} \text{BES}^0(3)\). Using now Lemma 3.3, we have that
\[
\begin{align*}
(\hat{B}^{me}(u), 0 \leq u \leq 1|B_{-\mu}(\sigma_{\mu}) = y, \sigma_{\mu} = T, \mathcal{M}(\hat{B}^{me}) = m) \overset{d}{=} \\
(Y(u), 0 \leq u \leq 1|Y(1) = \frac{y}{\sqrt{T}} + \mu\sqrt{T}, \mathcal{M}(Y) = m)
\end{align*}
\]
Markovian structure in the concave majorant of Brownian motion

Now, since $\hat{B}^{me}(1) = \frac{y}{\sqrt{T}} + \mu \sqrt{T}$ given that $\{B_{-\mu}(\sigma_\mu) = y, \sigma_\mu = T\}$, we deduce that

\[
(\hat{B}^{me}(u), 0 \leq u \leq 1|\hat{B}^{me}(1) = r, \mathcal{M}(\hat{B}^{me}) = m) \overset{d}{=} (Y(u), 0 \leq u \leq 1|Y(1) = r, \mathcal{M}(Y) = m)
\]

Hence, $\hat{B}^{me}$ is absolutely continuous with respect to the law of the three-dimensional Bessel process on $[0, 1]$. To find the expression of the Radon-Nikodym it suffices the compute the ratio of both the joint densities of $(\hat{B}^{me}(1), \mathcal{M}(\hat{B}^{me}))$ and $(Y(1), M(Y))$. First, see that from the arguments of the proof of the first part of Theorem 1.5, given that $Y(1) = r$, $\mathcal{M}(Y)$ has the same distribution as the infimum of a BES$^3(3)$ which is uniform on $[0, r]$, hence

\[
\left(Y(1), \frac{\mathcal{M}(Y)}{Y(1)}\right) \overset{d}{=} (\chi_3, U)
\]

where $\chi_3$ and $U$ are independent, with $U \sim U([0, 1])$. On the other hand, from (3.2), we have that given $(\sigma_\mu, B_{-\mu}(\sigma_\mu))$, $\tilde{B}^{me}$ is a Bessel bridge between $(0, 0)$ and $(1, \tilde{B}^{me}) = (1, B_{-\mu}(\sigma_\mu)\sqrt{\sigma_\mu})$, hence by using the observation in (3.8), we get that $U_\mu \overset{d}{=} \frac{\mathcal{M}(\tilde{B}^{me})}{\mathcal{M}(\hat{B}^{me}(1))}$ is independent from $(\sigma_\mu, B_{-\mu}(\sigma_\mu))$ and is uniform on $[0, 1]$, however

\[
\mathcal{M}(\tilde{B}^{me}) = \mathcal{M}(\hat{B}^{me}) + \mu \sqrt{\sigma_\mu} = U_\mu \frac{B_{-\mu}(\sigma_\mu)}{\sqrt{\sigma_\mu}} + \mu \sqrt{\sigma_\mu} = U_\mu \frac{B(\sigma_\mu)}{\sqrt{\sigma_\mu}} + \mu \sqrt{\sigma_\mu}(1 - U_\mu)
\]

Using the factorization of Proposition in (3.4), we get that:

\[
\mathcal{M}(\tilde{B}^{me}) = U_\mu \chi_3 + (1 - U_\mu)\chi_3 \beta_{1,2} \text{ and } \tilde{B}^{me}_1 = \chi_3
\]

where all the random variables appearing are independent, thus

\[
\left(\hat{B}^{me}_1, \frac{\mathcal{M}(\tilde{B}^{me})}{\mathcal{M}(\hat{B}^{me})}\right) = (\chi_3, \beta_{1,2}(1 - U_\mu) + U_\mu) \overset{d}{=} (\chi_3, \beta_{2,1})
\]

Dividing the joint densities of those two pairs gives us the expression desired of the density of $\tilde{B}^{me}$ with respect to $Y$.  

\[
\]

4 2K − B conjecture

As pointed out in the introduction, the processes $2K - B$ and BES$^0(5)$ have the same one-dimensional marginal distribution at each time $t \geq 0$, that is the distribution of $\sqrt{t} \chi_5$. Not only that, these two processes share some more common properties, such as having the same quadratic variation, and being invariant under both Brownian scaling and time inversion. The hope behind the previous Markovian analysis was to use the process $\Psi$ and the theory of Markov functions (see [20]) to show that these two processes were identical in law. However, the complexity of the transition probabilities of the process $\Psi$ makes checking the intertwining condition a very complicated task. The following proposition further support the conjecture 1.3 by showing that, in some sense, the processes $2K - B$ and BES$^0(5)$ have locally the same law.

**Proposition 4.1.** Let $\varphi$ be a twice continuously differentiable function with compact support on $(0, \infty)$, and $z > 0$ then

\[
\lim_{h \downarrow 0} \frac{1}{h} (E[\varphi'(2K(1 + h) - B(1 + h)) - \varphi(2K(1) - B(1))|2K(1) - B(1) = z]) = \frac{2}{z} \varphi'(z) + \frac{1}{2} \varphi''(z)
\]
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**Proof.** By conditioning on the value of the 4-tuple \((K'(1), K(1), K(1) - B(1), D_1 - 1) = (a, k, y, \omega)\) where \(D_1\) is the first vertex of \(K\) after time 1. We need to find

\[
\lim_{h \to 0} \frac{1}{h} \int E(\varphi(2K(1 + h) - B(1 + h)) - \varphi(2K(1) - B(1))
\]

\[
|K'(1) = a, K(1) = k, K(1) - B(1) = y, D_1 - 1 = \omega| \times
\]

\[
P(K'(1) \in da, K(1) - B(1) \in dy, D_1 - 1 \in d\omega|2K(1) - B(1) = z))
\]

with \(k = z - y\). By Theorem 1.2, we have an explicit description of the semi-group of the process \(\Psi\). In particular, its transition probabilities have a simpler form for short times (before encountering the next vertex of the concave majorant). More precisely, we have that the law of the process

\[
(K(1 + u) - B(1 + u), 0 \leq u \leq \omega|(K'(1), K(1), K(1) - B(1), D_1 - 1) = (a, k, y, \omega)) \tag{4.1}
\]

is that of a three-dimensional Bessel bridge from \((0, y)\) to \((\omega, 0)\). We denote the process in (4.1) by \(Z\). By the space-time transform that maps Bessel bridges to Bessel processes, the process \(Z\) has the same distribution as

\[
(Z(u), 0 \leq u \leq \omega) \overset{d}{=} (\sqrt{\omega} \left(1 - \frac{u}{\omega}\right) R \left(\frac{u}{\omega} - u\right), 0 \leq u \leq \omega)
\]

where \(R\) is a three-dimensional Bessel process started from \(\frac{1}{\sqrt{\omega}}\) at time zero. As \(K\) is linear on the interval \([1, 1 + \omega]\), it follows that conditionally on

\[
A := \{K'(1) = a, K(1) = k, K(1) - B(1) = y, D_1 - 1 = \omega\}
\]

we have the following equality in law

\[
(2K(1 + u) - B(1 + u), 0 \leq u \leq \omega) \overset{d}{=} (k + au + \sqrt{\omega} \left(1 - \frac{u}{\omega}\right) R \left(\frac{u}{\omega} - u\right), 0 \leq u \leq \omega)
\]

Hence for \(h\) small enough, we have

\[
E[E(\varphi(2K(1 + h) - B(1 + h))|A] =
\]

\[
E \left[ \varphi \left(k + ah + \sqrt{\omega} \left(1 - \frac{h}{\omega}\right) R \left(\frac{h}{\omega} - h\right)\right) \right] | R(0) = \frac{y}{\sqrt{\omega}}
\]

However, almost surely

\[
\varphi \left(k + ah + \sqrt{\omega} \left(1 - \frac{h}{\omega}\right) R \left(\frac{h}{\omega} - h\right)\right) - \varphi \left(k + \sqrt{\omega} R \left(\frac{h}{\omega} - h\right)\right) =
\]

\[
\left(a - \frac{1}{\sqrt{\omega}} R \left(\frac{h}{\omega} - h\right)\right) h \varphi'(\xi_h)
\]

for a random \(\xi_h\) such that

\[
|\xi_h - \left(k + \sqrt{\omega} R \left(\frac{h}{\omega} - h\right)\right)| \leq \left(a - \frac{1}{\sqrt{\omega}} R \left(\frac{h}{\omega} - h\right)\right) h
\]

Hence \(\xi_h \to k + y = z\) almost surely as \(h \to 0\). Hence we have that

\[
E[E(\varphi(2K(1 + h) - B(1 + h))|A] =
\]

\[
E \left[ \varphi \left(k + \sqrt{\omega} R \left(\frac{h}{\omega} - h\right)\right) \right] | R(0) = \frac{y}{\sqrt{\omega}} + \left(a - \frac{y}{\omega}\right) h + o(h) \tag{4.2}
\]
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The error is controlled by the fact that \( \varphi \) has a compact support, and the stochastic continuity of the Bessel process \( R \). Now, the Bessel process \( R \) is known to verify the following SDE

\[
dR(t) = d\beta(t) + \frac{dt}{R(t)}
\]

where \( \beta \) is a Brownian motion. Hence, by Itô formula for any \( C^2 \) function \( \psi \), we have

\[
d\psi(R(t)) = \psi'(R(t))d\beta(t) + \left( \frac{\psi'(R(t))}{R(t)} + \frac{1}{2} \psi''(R(t)) \right) dt
\]

Hence

\[
\psi \left( R \left( \frac{h}{\omega - h} \right) \right) - \psi(R(0)) = \int_0^{\sqrt{\omega}} \psi'(R(s))d\beta(s) + \int_0^{\sqrt{\omega}} \left( \frac{\psi'(R(s))}{R(s)} + \frac{1}{2} \psi''(R(s)) \right) ds
\]

By taking the expectation, we get that

\[
E \left[ \psi \left( R \left( \frac{h}{\omega - h} \right) \right) \right] = \psi \left( \frac{y}{\sqrt{\omega}} \right) + h \frac{\omega}{\sqrt{\omega}} \left( \frac{\psi'(z)}{y} + \frac{1}{2} \psi''(z) \right) + O(h^2)
\]

Now, by taking \( \psi(z) = \varphi(k + \sqrt{\omega} \cdot z) \), we get

\[
E \left[ \varphi \left( k + \sqrt{\omega}R \left( \frac{h}{\omega - h} \right) \right) \right] = \varphi(z) + h \left( \frac{\varphi'(z)}{y} + \frac{1}{2} \varphi''(z) \right) + O(h^2)
\]

which can be simplified to

\[
E \left[ \varphi \left( k + \sqrt{\omega}R \left( \frac{h}{\omega - h} \right) \right) \right] = \varphi(z) + h \left( \frac{\varphi'(z)}{y} + \frac{1}{2} \varphi''(z) \right) + O(h^2) \quad (4.3)
\]

Hence from (4.2) and (4.3), we get

\[
E[\varphi(2K(1 + h) - B(1 + h))] = \varphi(z) + h \left( \left( a + \frac{1}{y} - \frac{y}{\omega} \right) \varphi'(z) + \frac{1}{2} \varphi''(z) \right) + O(h^2)
\]

To finish the proof, we need thus to evaluate

\[
E \left[ K'(1) + \frac{1}{K(1) - B(1)} \right] = \frac{K(1) - B(1)}{2K_1 - B_1}
\]

Now, from Proposition 1.1, we have that the joint density of \( (K'(1), K(1) - K'(1), K(1) - B(1)) \) at \( (a, b, y) \) is given by

\[
f_{K'(1),K(1)-K'(1),K(1)-B(1)}(a, b, y) = 4y(a + b + y)\phi(a + b + y)\mathbb{1}_{a,b,y>0}
\]

It follows then that the joint density of \( (K'(1), K(1) - B(1), 2K(1) - B(1)) \) at \( (a, y, z) \) is given by

\[
f_{K'(1),K(1)-B(1),2K(1)-B(1)}(a, b, z) = 4yz\phi(z)\mathbb{1}_{a+y<z,a,y>0}
\]

By integrating out separately both \( y \) and \( a \), we get that

\[
f_{K'(1),2K(1)-B(1)}(a, z) = 2(z - a)^2z\phi(z)\mathbb{1}_{0<a<z}
\]

and

\[
f_{K(1)-B(1),2K(1)-B(1)}(y, z) = 4(y - z)y\phi(z)\mathbb{1}_{0<y<z}
\]
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However, it was shown that the density of $2K(1) - B(1)$ is that of $\chi_5$, i.e $f_{2K(1) - B(1)}(z) = \frac{2}{3}z^4 \varphi(z)$. Hence,

$$f_{K'(1)|2K(1) - B(1)=z}(a) = 3 \frac{(z-a)^2}{z^3} \mathbb{1}_{0<a<z}$$

and

$$f_{K(1) - B(1)|2K(1) - B(1)=z}(y) = \frac{6y(z-y)}{z^3} \mathbb{1}_{0<y<z}$$

Thus

$$E[K'(1)|2K(1) - B(1) = z] = \frac{z}{4} \text{ and } E \left[ \frac{1}{K(1) - B(1)} | 2K(1) - B(1) = z \right] = \frac{3}{z}$$

However, from Proposition 1.1, we have that the density of $D_1 - 1$ at $\omega$ given that $(K'(1), K(1) - B(1), 2K(1) - B(1)) = (a, y, z)$ is

$$\frac{a(y + (z-a)\omega)}{\sqrt{2\pi\omega^3z}} \exp \left( -\frac{(y-a\omega)^2}{2\omega} \right)$$

and as the joint density of $(K'(1), K(1) - B(1))$ at $(a, y)$ given that $2K(1) - B(1) = z$ is equal to

$$f_{(K'(1), K(1) - B(1))|2K(1) - B(1)=z}(a, y) = \frac{6y}{z^2} \mathbb{1}_{a+y<z, a, y > 0}$$

then the density of $(K'(1), K(1) - B(1), D_1 - 1)$ at $(a, y, \omega)$ given that $2K(1) - B(1) = z$ is given by

$$f_{(K'(1), K(1) - B(1), D_1 - 1)|2K(1) - B(1)=z}(a, y, \omega) = \frac{6ay(y + (z-a)\omega)}{\sqrt{2\pi\omega^5z^4}} \exp \left( -\frac{(y-a\omega)^2}{2\omega} \right)$$

To finish the proof, we just need to evaluate the following integral

$$\int \int \int \frac{6ay^2(y + (z-a)\omega)}{\sqrt{2\pi\omega^5z^4}} \exp \left( -\frac{(y-a\omega)^2}{2\omega} \right) \mathbb{1}_{y+z, a, y, \omega > 0} dy da d\omega$$

By integrating out first with respect to $\omega$ we get the expression

$$\int_0^z da \int_0^{z-a} \left( \frac{6a}{z^4} + \frac{6ay}{z^3} \right) dy$$

which is easily seen to give the value

$$\frac{1}{z} + \frac{z}{4}$$

This ends the proof. \qed

**Remark 4.1.** It is well known that the generator of $\text{BES}^0(5)$ is given by the differential operator $\frac{2}{z} \frac{d}{dz} + \frac{1}{2} \frac{d^2}{dz^2}$. Hence, the only remaining part of the conjecture that is left to prove is to show that $2K - B$ is a Feller process (a Markov process with sufficiently regular semigroups). As was pointed out in the discussion prior to the statement of Proposition 4.1, applying the theory of Markov functions on the process $\Psi$ and the projection map $\pi : (a, k, y, \omega) \mapsto k + y$ is challenging due to the complicated form of the semigroup of $\Psi$. The second part of the semigroup (after the next vertex of the concave majorant) that involves the convex minorant of the three-dimensional Bessel process with drift, is particularly involved as is seen from the densities in Proposition 1.3. In theory, one should be able to express the joint law of $(2K(s) - B(s), 2K(t) - B(t))$ for any $s < t$ as a six-dimensional integral from the results of Theorem 1.2 and Proposition 1.3, but this seems out of reach of our computational expertise.
Another difficulty that arises in trying to prove the Markovian property is the filtering problem associated with the canonical filtration of the process $2K - B$. Indeed, given the $\sigma$-algebra generated by $\{2K(u) - B(u) : u \leq t\}$, it is not clear at all how to extract any information on either the path of $B$ or $K$ on $[0,t]$, this is mainly due to the fact that $K$ depends on the whole path of $B$ and the algebraic structure of the linear combination $2K - B$. In comparison, the $2M - B$ statement can be proved by using the fact that the map

$$\Phi : C_\infty([0,\infty)) \to C_\infty([0,\infty))$$

$$f \mapsto \Phi(f)(t) = 2 \max_{0 \leq s \leq t} f(s) - f(t)$$

where $C_\infty([0,\infty))$ is the space of continuous functions on $[0, \infty)$ such that $\sup_{t \geq 0} f(t) = +\infty$, admits an inverse given by

$$\Phi^{-1} : C_\infty([0,\infty)) \to C_\infty([0,\infty))$$

$$f \mapsto \Phi(f)(t) = 2 \inf_{s \geq t} f(s) - f(t)$$

We refer the reader to [19][Theorem 3.5] for details about the proof. Unfortunately, such an inversion is not possible in the $2K - B$ setting, and so it is not clear what part of the information is lost when we go from the filtration $\{K(u), B(u) : u \leq t\}$ to $\{2K(u) - B(u) : u \leq t\}$. One approach to analyze $2K - B$ is to look for a filtration $(G_t)_{t \geq 0}$ in which this process is a semi-martingale with a manageable decomposition. One candidate would be the following

$$G_t := F_t \bigvee \{K(u) : u \geq 0\} \text{ for } t \geq 0$$

where $(F_t)_{t \geq 0}$ is the canonical Brownian filtration. In this filtration, $K$ is an adapted and continuous increasing process, and $K - B$ is a concatenation of Brownian excursions whose lengths are determined by $K$. Hence, both $K - B$ and $2K - B$ are semi-martingales in this filtration. However, it does not seem easy to settle whether or not $2K - B$ is Markov from this perspective, and one would perhaps need to consider a more subtly enlarged filtration instead of $(G_t)_{t \geq 0}$ above.

References

[1] J. Abramson and S. N. Evans. Lipschitz minorants of Brownian motion and Lévy processes. \textit{Probab. Theory Related Fields}, 158(3-4):809–857, 2014. MR3176366

[2] J. Abramson, J. Pitman, N. Ross, and G. Uribe Bravo. Convex minorants of random walks and Lévy processes. \textit{Electron. Commun. Probab.}, 16:423–434, 2011. MR2831081

[3] F. Balabdaoui and J. Pitman. The distribution of the maximal difference between a Brownian bridge and its concave majorant. \textit{Bernoulli}, 17(1):466–483, 2011. MR2798000

[4] J. Bertoin. The convex minorant of the Cauchy process. \textit{Electron. Comm. Probab.}, 5:51–55, 2000. MR1747095

[5] J. Bertoin, L. Chaumont, and J. Pitman. Path transformations of first passage bridges. \textit{Electron. Comm. Probab.}, 8:155–166, 2003. MR2042754

[6] P Biane, J.-F. Le Gall, and M. Yor. Un processus qui ressemble au pont brownien. In \textit{Séminaire de Probabilités, XXI}, volume 1247 of \textit{Lecture Notes in Math.}, pages 270–275. Springer, Berlin, 1987. MR0941990

[7] C. Carolan and R. Dykstra. Marginal densities of the least concave majorant of Brownian motion. \textit{Ann. Statist.}, 29(6):1732–1750, 2001. MR1891744

[8] J. I. G. Cazares and A. Mijatovic. Convex minorants and the fluctuation theory of lévy processes, 2021. EJP \textbf{27} (2022), paper 57. https://www.imstat.org/ejp
Markovian structure in the concave majorant of Brownian motion

[9] J. I. G. Cazares, A. Mijatovic, and G. U. Bravo. Geometrically convergent simulation of the extrema of lévy processes, 2018.

[10] E. Çinlar. Sunset over Brownistan. *Stochastic Process. Appl.*, 40(1):45–53, 1992. MR1145458

[11] S. N. Evans and M. Ouaki. Excursions away from the Lipschitz minorant of a Levy process. *Annales de l’Institut Henri Poincare, Probabilites et Statistiques*, 58(1):424 – 454, 2022. MR4374681

[12] P. Groeneboom. The concave majorant of Brownian motion. *Ann. Probab.*, 11(4):1016–1027, 1983. MR0714964

[13] J. Hájek and Z. Šidák. Theory of rank tests. New York-London: Academic Press; Prague: Academia, Publishing House of the Czechoslovak Academy of Sciences. 297 p. (1967.), 1967. MR0229351

[14] M. Perman, J. Pitman, and M. Yor. Size-biased sampling of Poisson point processes and excursions. *Probab. Theory Related Fields*, 92(1):21–39, 1992. MR1156448

[15] J. Pitman and N. Ross. The greatest convex minorant of Brownian motion, meander, and bridge. *Probab. Theory Related Fields*, 153(3-4):771–807, 2012. MR2948693

[16] J. Pitman and G. Uribe Bravo. The convex minorant of a Lévy process. *Ann. Probab.*, 40(4):1636–1674, 2012. MR2978134

[17] J. W. Pitman. One-dimensional Brownian motion and the three-dimensional Bessel process. *Adv. Appl. Probab.*, 7:511–526, 1975. MR0375485

[18] J. W. Pitman. Remarks on the convex minorant of Brownian motion. In *Seminar on stochastic processes*, 1982 (Evanston, Ill., 1982), volume 5 of Progr. Probab. Statist., pages 219–227. Birkhäuser Boston, Boston, MA, 1983. MR0733673

[19] D. Revuz and M. Yor. *Continuous martingales and Brownian motion*. 3rd ed., 3rd. corrected printing, volume 293. Berlin: Springer, 3rd ed., 3rd. corrected printing edition, 2005.

[20] L. C. G. Rogers and J. W. Pitman. Markov functions. *Ann. Probab.*, 9(4):573–582, 1981. MR0624684

[21] J. A. Soloff, A. Guntuboyina, and J. Pitman. Distribution-free properties of isotonic regression. *Electron. J. Stat.*, 13(2):3243–3253, 2019. MR4010598

[22] T. M. Suidan. Convex minorants of random walks and Brownian motion. *Teor. Veroyatnost. i Primenen.*, 46(3):498–512, 2001. MR1978665

[23] D. Williams. Path Decomposition and Continuity of Local Time for One-Dimensional Diffusions, I. *Proceedings of the London Mathematical Society*, s3-28(4):738–768, 06 1974. MR0350881

Acknowledgments. The authors would like to thank an anonymous referee for his insightful comments and for allowing the use of his picture in Figure 1.
Advantages of publishing in EJP-ECP

• Very high standards
• Free for authors, free for readers
• Quick publication (no backlog)
• Secure publication (LOCKSS\textsuperscript{1})
• Easy interface (EJMS\textsuperscript{2})

Economical model of EJP-ECP

• Non profit, sponsored by IMS\textsuperscript{3}, BS\textsuperscript{4}, ProjectEuclid\textsuperscript{5}
• Purely electronic

Help keep the journal free and vigorous

• Donate to the IMS open access fund\textsuperscript{6} (click here to donate!)
• Submit your best articles to EJP-ECP
• Choose EJP-ECP over for-profit journals

\textsuperscript{1}LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
\textsuperscript{2}EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
\textsuperscript{3}IMS: Institute of Mathematical Statistics http://www.imstat.org/
\textsuperscript{4}BS: Bernoulli Society http://www.bernoulli-society.org/
\textsuperscript{5}Project Euclid: https://projecteuclid.org/
\textsuperscript{6}IMS Open Access Fund: http://www.imstat.org/publications/open.htm