ON THE ROUGH SOLUTIONS OF 3D COMPRRESSIBLE EULER EQUATIONS: AN ALTERNATIVE PROOF

HUALI ZHANG AND LARS ANDERSSON

ABSTRACT. The well-posedness of Cauchy problem of 3D compressible Euler equations is studied. By using Smith-Tataru’s approach [32], we prove the local existence, uniqueness and stability of solutions for Cauchy problem of 3D compressible Euler equations, where the initial data of velocity, density, specific vorticity $v, \rho \in H^s, \varpi \in H^s_0(2 < s_0 < s)$. It’s an alternative and simplified proof of the result given by Q. Wang in [42].

1. INTRODUCTION AND RESULTS

1.1. Overview. In this paper we consider the Cauchy problem of compressible Euler equations in three dimensions, which is described as

$$\begin{cases}
\rho_t + \text{div}(\rho v) = 0, & (t, x) \in \mathbb{R}^+ \times \mathbb{R}^3, \\
v_t + (v \cdot \nabla)v + \partial_1 \nabla p = 0,
\end{cases}$$

with the state function

$$p = p(\rho) = \rho^\gamma (\gamma > 0),$$

and the initial data

$$\rho|_{t=0} = \rho_0, \ v|_{t=0} = v_0, \ (1.1)$$

where $v = (v_1, v_2, v_3)^T, \rho, \text{and} p, \text{respectively, denote the fluid velocity, density, and pressure. The object is to answer the question that: For which} \ s, \ \text{the problem (1.1)-(1.2) is well-posed if} (v_0, \rho_0) \in H^s(\mathbb{R}^n).$

This question has been well studied for the irrotational case and the incompressible case in two or three dimensions. For the 3D compressible Euler equations (1.1), the best known result of the corresponding question is proved by Q. Wang in [42]. We will discuss it in a different view.

1.2. Background. The compressible Euler equations is a classical system in physics to describe the motion of an idea fluid. The phenomena displayed in the interior of a fluid fall into two broad classes, the phenomena of acoustics waves and the phenomena of vortex motion. The sound phenomena depend on the compressibility of a fluid, while the vortex phenomena occur even in a regime where the fluid may be considered to be incompressible.

For the Cauchy problem of $n$-D incompressible Euler equations:

$$\begin{cases}
v_t + (v \cdot \nabla)v + \nabla p = 0, & (t, x) \in \mathbb{R}^+ \times \mathbb{R}^n, \\
\text{div}v = 0, \\
v|_{t=0} = v_0,
\end{cases}$$
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Kato and Ponce in \cite{20} proved the local well-posedness of (1.3) if \(v_0 \in W^{s,p}(\mathbb{R}^n), s > 1 + \frac{n}{p}\). Chae in \cite{8,9} proved the local existence of solutions by setting \(v_0\) in Triebel-Lizorkin spaces. On the opposite direction, the ill-posedness of solutions was solved by Bourgain and Li \cite{6,7}, in which they proved that the solution will blow up instantaneously for some \(v_0 \in H^{1+\frac{\delta}{2}}(\mathbb{R}^n), n = 2, 3\).

In the irrotational case, compressible Euler equations can be reduced to a special quasilinear wave equation (see Lemma 2.2 and taking \(\varpi = 0\)). For general quasilinear wave equations:

\[
\begin{align*}
\Box h(\phi)\phi &= q(d\phi, d\phi), \quad (t, x) \in \mathbb{R}^+ \times \mathbb{R}^n, \\
\phi|_{t=0} &= \phi_0, \quad \partial_t \phi|_{t=0} = \phi_1,
\end{align*}
\]

(1.4)

\(\phi\) is a scalar function and \(h(\phi)\) is a Lorentzian metric depending on \(\phi\), and \(q\) is a quadratic term of \(d\phi\).

Set the initial data \((\phi_0, \phi_1) \in H^s(\mathbb{R}^n) \times H^{s-1}(\mathbb{R}^n)\). By using classical energy methods and Sobolev imbeddings, Hughes-Kato-Marsden in \cite{17} proved the local well-posedness of the problem (1.4) for \(s > \frac{n}{2} + 1\). On the other side, Lindblad in \cite{26} constructed some counterexamples for (1.4) when \(s = \frac{n}{2}, n = 2\) or \(s = 2, n = 3\). In mathematics, to lower the regularity, one may seek a type of space-time estimates of \(d\phi\), namely, Strichartz estimates. Rigorous mathematical study of Strichartz estimates was initiated by Bahouri-Chemin \cite{3,4} and Tataru \cite{34,35} respectively, who established the local well-posedness of (1.4) when \(s > \frac{\theta}{2} + \frac{n}{2}, n = 2\) or \(s > \frac{\theta}{2} + \frac{3}{2}, n \geq 3\). The same result was also obtained by Klainerman in \cite{21}. Through introducing a vector-field approach and a decomposition of curvature, the 3D result of \cite{3,4,34,35} was later improved by Klainerman and Rodnianski, where \(s > 2 + \frac{2-\sqrt{3}}{2}\). Based on Klainerman and Rodnianski’s vector-field methods, Geba in \cite{19} studied the local well-posedness of the 2D case for \(s > \frac{7}{4} + \frac{5-\sqrt{22}}{4}\). In 2005, a sharp result was established by Smith and Tataru in \cite{32}; they proved that the local solution of (1.4) is well-posed if the regularity of initial data satisfies \(s > \frac{7}{4}, n = 2\) or \(s > 2, n = 3\) or \(s > \frac{n+1}{2}, 4 \leq n \leq 6\). An alternative proof of the 3D result was also obtained through vector-field approach by Wang \cite{41}. Besides, we should also mention substantial significant progress which has been made on low regularity solutions of Einstein vacuum equations, membrane equations or quasi-linear wave equations due to Andersson and Moncreif \cite{2}, Ettinger and Lindblad \cite{6}, Klainerman and Rodnianski \cite{23,24}, Q. Wang \cite{38,39,40}, Allen-Andersson-Restuccia \cite{1}, C.B. Wang \cite{37} and so on.

In the general case, concerning to the compressible Euler equations in \(n\)-D, the Cauchy problem (1.1)-(1.2) is well-posed if \(v_0, \rho_0 \in H^s, s > 1 + \frac{n}{2}\) and the density is far away from vacuum, please see Majda’s book \cite{22}. Recently, a wave-transport structure of the 2D and 3D compressible Euler equations is introduced by Luk and Speck \cite{27,28}, in which their central theme is to describe a sharp asymptotic behavior of the singularity formation. Based on \cite{28}, Disconzi-Luo-Mazzone-Speck in \cite{14} proved the existence of solutions with non-zero vorticity \(\varpi\) and entropy \(S\), and the assumptions on the initial data of velocity \(v\), density \(\rho\) and \(\varpi\) is in \(H^{2+}(\mathbb{R}^3)\) and \(S \in H^{3+}, \text{curl}\varpi \in C^{0,\delta}\) with \(0 < \delta < 1\). Independently, without the Hölder norm of \(\text{curl}\varpi\), Wang in \cite{42} proved the local well-posedness of the 3D compressible Euler equations with initial data of \((v, \rho, \varpi) \in H^s(\mathbb{R}^3) \times H^s(\mathbb{R}^3) \times H^s(\mathbb{R}^3), 2 < s < s'\). Recently, some related 2D result is obtained by Zhang in \cite{43,44}. We should also mention substantial significant progress which has been made on shock formation and free boundary problem due to Sideris \cite{31}, Christodoulou-Miao \cite{10}, Luk-Speck \cite{27,28}, Coutand-Lindblad-Shkoller \cite{11}, Coutand-Shkoller \cite{11,13}, Jang-Masmoudi \cite{16}, Ifrim-Tataru \cite{18} and so on.

1.3. Motivation and contribution. In \cite{14,42}, they proved the low-regularity well-posedness of (1.1) in 3D by vector field approach. There is also a different and significant view to consider the low regularity
problem, which is established by Smith and Tataru in [32]. This motivates us to generalize Smith-Tataru’s result to 3D compressible Euler equations with non-trivial vorticity. It’s a non-trivial process for us to obtain the same result established by Q. Wang in [42]. Moreover, compared with [42], our paper is much simplified. Our contribution is in the following,

(i) combining two formulations (a hyperbolic system and a wave-transport system) for compressible Euler equations, which shows a direct way to discuss some energy estimates.

(ii) deriving a modified transport equation for vorticity.

(iii) obtaining characteristic energy estimates for vorticity along null hypersurfaces, which is different from basic energy estimates and non-trivial.

(iv) introducing a modified Strichartz estimate for linear wave equation endowed with the acoustic metric, which is adapting the structure of compressible Euler equations.

Before stating our result, let us introduce some quantities and notations.

1.4. Quantities and notations.

**Definition 1.1.** Let $\bar{\rho}$ be a constant background density and $\bar{\rho} > 0$. We denote the logarithmic density $\rho$ and specific vorticity $\varpi$

$$\rho := \ln \left( \frac{\rho}{\bar{\rho}} \right), \quad \varpi := \rho^{-1} \text{curl} v = \rho^{-1} \omega. \quad (1.5)$$

**Definition 1.2.** We denote the speed of sound

$$c_s := \sqrt{\frac{dp}{d\rho}}. \quad (1.6)$$

In view of (1.5), we have

$$c_s = c_s(\rho) \quad (1.7)$$

and

$$c'_s = c'_s(\rho) := \frac{dc_s}{d\rho}. \quad (1.8)$$

**Definition 1.3.** We define the acoustical metric $g$ and the inverse acoustical metric $g^{-1}$ relative to the Cartesian coordinates as follows:

$$g := -dt \otimes dt + c_s^{-2} \sum_{a=1}^{3} (dx^a - v^a dt) \otimes (dx^a - v^a dt), \quad (1.9)$$

$$g^{-1} := -(\partial_t + v^a \partial_a) \otimes (\partial_t + v^b \partial_b) + c_s^2 \sum_{i=1}^{3} \partial_i \otimes \partial_i. \quad (1.10)$$

We are ready to introduce a reduction of (1.1) by using the logarithmic density in Lemma 1.1, which is first proposed by Luk-Speck [27].

**Lemma 1.1.** [27] Let $\varpi$ and $\rho$ are defined in (1.5). For 3D compressible Euler equations, we can reduce (1.1) to the following equations:

$$\begin{align*}
T v^i &= -c_s^2 \partial_i \rho, \\
T \rho &= -\text{div} v,
\end{align*} \quad (1.11)$$

where $T = \partial_t + v \cdot \nabla$. 

For brevity, we set \( \partial = (\partial_1, \partial_2, \partial_3)^T \), \( d = (T, \partial_1, \partial_2, \partial_3)^T \) in this paper. We denote the operator
\[
\Box_g := g^{\alpha \beta} \partial_\alpha \partial_\beta = -TT + c_2^2 \Delta,
\]
where \( \Delta = \partial_1^2 + \partial_2^2 + \partial_3^2 \). Introduce a decomposition for the velocity
\[
v^i = v^i_+ + \eta^i,
\]
where the vector \( \eta = (\eta^1, \eta^2, \eta^3)^T \) is defined by
\[
- \Delta \eta^i := e^\rho \text{curl} \omega^i.
\]
Let us denote \( \langle \xi \rangle = (1 + |\xi|^2)^{\frac{1}{2}}, \xi \in \mathbb{R}^3 \).

Denote by \( \langle \partial \rangle \) the corresponding Bessel potential multiplier. The symbol \( \epsilon^{ijk} (i, j, k = 1, 2, 3) \) denote the standard volume form on \( \mathbb{R}^3 \).

Following the book \([5]\), the symbol \( \Delta_j \) denotes the homogeneous frequency localized operator with frequency \( 2^j, j \in \mathbb{Z} \). For \( f \in H^s(\mathbb{R}^3) \), we denote \( \|f\|_{L^p} := \|f\|_{L^p} + \|f\|_{H^s} \), where \( \|f\|_{H^s} := \sum_{j \geq -1} 2^{js} \|\Delta_j f\|_{L^2}^2 \). We also denote \( \|f\|_{B^p} := \sum_{j \geq -1} 2^{js} \|\Delta_j f\|_{L^p} \). We set \( \eta_0 := \eta(t, x)|_{t=0} \) and \( \delta_0 = s_0 - 2, \delta \in (0, \delta_0). \)

The notation \( X \lesssim Y \) means \( X \leq CY \), where \( C \) is a universal constant. The notation \( X \asymp Y \) means \( C_1 Y \leq X \leq C_2 Y \), where \( C_1 \) and \( C_2 \) are universal constants. We use the notation \( X \ll Y \) to mean that \( X \leq CY \) with a sufficiently large constant \( C \).

We also assume \( 2 < s_0 < s < \frac{5}{2} \) and use four small parameters
\[
\epsilon_3 \ll \epsilon_2 \ll \epsilon_1 \ll \epsilon_0 \ll 1.
\]

Now, we are ready to state the result in this paper.

### 1.5. Statement of result.

**Theorem 1.2.** Consider the Cauchy problem (1.1)-(1.2). Assume that
\[
c_3 |s|_0 > c_0 > 0,
\]
where \( c_0 \) is a positive constant. Let \( s > s_0 > 2 \). Let \( \rho \) and \( \varpi \) be defined in (1.5). For any \( M_0 > 0 \) and initial data \((v_0, \rho_0)\) satisfying
\[
\|v_0\|_{H^s} + \|\rho_0\|_{H^s} + \|\varpi_0\|_{H^{s_0}} \leq M_0,
\]
there exist positive constants \( T_* \) and \( M_1 \) such that (1.1)-(1.2) has a unique solution \((v, \rho)\) in \( C([0, T_*], H^s), \varpi \in C([0, T_*], H^{s_0}) \). To be precise,

1. the solution \( v, \rho \) and \( \varpi \) satisfy the energy estimate
\[
\|v, \rho\|_{L^\infty_t H^s} + \|\varpi\|_{L^\infty_t H^{s_0}} \leq M_1,
\]
2. the solution \( v, \rho \) and \( \varpi \) satisfy the Strichartz estimate
\[
\|dv, d\rho, dv_+\|_{L^2_t H^{s_0}} + \|dv, d\rho\|_{L^\infty_t H^{s_0}} + \|\partial v_+\|_{L^2_t \dot{H}^{s_0}} \leq M_1.
\]
3. for any \( 1 \leq r \leq s_0 + 1 \), and for each \( t_0 \in [0, T] \), the linear equation
\[
\begin{cases}
\Box_g f = TG + B, & (t, x) \in [0, T] \times \mathbb{R}^3, \\
f(t_0, \cdot) = f_0 \in H^r(\mathbb{R}^3), & T f(t_0, \cdot) = f_1 \in H^{r-1}(\mathbb{R}^3),
\end{cases}
\]
admits a solution \( f \in C([0, T], H^r) \times C^1([0, T], H^{r-1}) \) and the following estimates hold:

\[ \| f \|_{L_t^\infty H^r} + \| \partial_t f \|_{L_t^\infty H^{r-1}} \lesssim \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}} + \| G \|_{L_t^\infty H^{r-2} \cap L_t^1 H^r} + \| B \|_{L_t^1 H^{r-1}}. \]  

(1.20) \[ \text{E0} \]

Additionally, the following estimates hold, provided \( k < r - 1 \),

\[ \| (\partial)^k f \|_{L_t^2 L_x^\infty} \lesssim \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}} + \| G \|_{L_t^\infty H^{r-2} \cap L_t^1 H^r} + \| B \|_{L_t^1 H^{r-1}}. \]  

(1.21) \[ \text{S1} \]

Remark 1.1. The condition (1.17) is used to satisfy the hyperbolicity condition of the system (1.1).

Remark 1.2. The type of (1.19) is devised for adapting to the structure of the acoustic metric.

1.6. A sketch of the proof. The first step is to obtain energy estimates. Different from Q. Wang’s paper \[38\], we use the hyperbolic system (1.21) to derive the basic energy of velocity and density

\[ \| v, \rho \|_{H^a} \leq \| v_0, \rho_0 \|_{H^a} \exp(\| dv, d\rho \|_{L_t^1 L_x^2}), \quad a \geq 0, \]  

(1.22) \[ \text{E} \]

which shows that \( \| v, \rho \|_{H^r} \) is independent of the vorticity. If \( a > \frac{5}{2} \), then the classical commutator estimates and continuity method can be used to prove the well-posedness of the problem (1.1)–(1.2), one can refer Majda’s book \[29\]. However, there is no uniform space-time estimates of \( \| dv, d\rho \|_{L_t^1 L_x^2} \) for (1.1) if \( a \leq \frac{5}{2} \). However, with trivial vorticity(curl\(v = 0\)), the compressible Euler equations can be reduced to a special quasilinear wave equation, and there is a type of Strichartz estimates, i.e. \( \| dv, d\rho \|_{L_t^2 L_x^\infty} \), which can have \( \frac{1}{2} \)-regularity decrease compared to the classical result by Majda. Then the regularity requires greater than 2 in this case, please refer Smith-Tataru’s paper \[32\] (also in Q. Wang’s paper \[41\] for an alternative proof).

What’s the situation with non-trivial vorticity. Let us see Luk-Speck’s result \[28\], where they introduced a wave-transport system (1.23) for 3D compressible Euler equations. In some extent, we can expect to lower the regularity of velocity and density if seeing it as a ”disturbed” wave equation, and the disturbance is described by a transport equation. In precise, the wave-transport system is the following

\[
\begin{align*}
\Box_g v &= -\rho \partial_t^2 \text{curl} \varpi + \text{quadratic terms}, \\
\Box_g \rho &= \text{quadratic terms}, \\
\text{T} \varpi &= (\varpi \cdot \nabla) v.
\end{align*}
\]  

(1.23) \[ \text{Wtz} \]

Based on the wave-transport system (1.23), the wave equation of \( v \) and \( \rho \) play a crucial role for it’s character. Then, it returns back to require some information \( \varpi \) or curl\( \varpi \). Because the transport equation for \( \varpi \) is not good as the wave equation, so we expect a Strichartz estimates \( \| dv, d\rho \|_{L_t^2 L_x^\infty} \) with a smallest regularity for \( \varpi \). A key observation is that, seeing from the best known results \[32\] \[41\], we can hope that there is some Strichartz estimates if the regularity of \( v, \rho \), and \( W \) is greater than 2. We then set the initial data \((v_0, \rho_0) \in H^s, s > 2\) and \( \varpi_0 \in H^{s_0}, s_0 > 2 \). Therefore, we need to establish the energy estimates for \( \varpi \) in the frame \( H^{s_0}(s_0 > 2) \). Followed by \[28\] \[42\], we also set \( \Omega = e^{-\rho} \text{curl} \varpi \). Different from \[42\], we derive a modified transport equation for \( \text{curl} \Omega \) (see Lemma 2.4):

\[
\text{T}(\text{curl} \Omega^i - 2e^{-\rho} \partial_\rho \partial_\varpi^a) = \partial_i (2e^{-\rho} \partial_\rho v^a \partial^a \varpi_0) + (\partial v, \partial \rho) \cdot \partial^2 \varpi + (\partial v, \partial \rho) \cdot \partial \varpi \cdot \partial \varpi.
\]  

(1.24) \[ \text{O0} \]

We consider the term \( \text{curl} \Omega - 2e^{-\rho} \partial_\rho \rho \partial_\varpi a \) as a whole part, and then transfer the goal to obtain the estimates \( \| \text{curl} \Omega - 2e^{-\rho} \partial_\rho \rho \partial_\varpi a \|_{H^{s_0-2}} \). In this process, we need to handle the trouble term

\[
\int_{\mathbb{R}^3} \Lambda^{s_0-2} \partial_i (2e^{-\rho} \partial_\rho v^a \partial^a \varpi_0) \cdot \Lambda^{s_0-2} (2e^{-\rho} \partial_\rho \rho \partial_\varpi a) \, dx.
\]
By Plancherel formula, we can transfer derivatives in the way
\[ \int_{\mathbb{R}^3} \Lambda^{s_0 - \frac{n}{2}} \partial^j \left(2e^{-\rho}\partial_\alpha \partial_\beta \partial^\alpha \partial_\beta \omega \right) \cdot \Lambda^{s_0 - \frac{n}{2}} \left(-2e^{-\rho}\partial_\alpha \rho \partial_\beta \omega \right) dx. \]
After getting the desired energy estimates, we then use Young’s inequality to handle the lower order term \(2e^{-\rho}\partial_\alpha \rho \partial_\beta \omega\). Based on this and (1.22), we can obtain the following energy estimates
\[ \| (\rho, v)(t) \|_{H^s} + \| \omega(t) \|_{H^{s_0}} \lesssim \left( \| (\rho_0, v_0) \|_{H^s} + \| \omega_0 \|_{H^{s_0}} \right) \exp \left( \int_0^t \| (dv, d\rho) \|_{L^\infty} + \| \partial v \|_{B^{s_0 - 2}_{\infty, 2}} d\tau \right). \]
One can see Theorem 2.4, Theorem 3.1, and Theorem 3.2 for details. In a word, the problem is concluded to bound the Strichartz estimate
\[ \int_0^t \| (dv, d\rho) \|_{L^\infty} d\tau + \int_0^t \| \partial v \|_{B^{s_0 - 2}_{\infty, 2}} d\tau, \]
for some \( t > 0 \). Here, we take \( 2 < s_0 < s \). Because, if we take \( s = s_0 \), then (1.25) cannot be proved if we refer [32] [41].

The second difficult step is the Strichartz estimate (1.25). To do that, we extend Smith-Tataru’s method [32] to compressible Euler equations, which is totally different from Q. Wang’s work [38] by using vector-field approach. Based on Smith-Tataru’s work, we first reduce the problem of establishing an existence result for small, supported initial data. Next, by the continuity method, we can give a bootstrap argument on the regularity of the solutions to the nonlinear equation. Then, by introducing null hypersurfaces, the key is transformed to prove characteristic energy estimates of solutions along null hypersurfaces, and the enough regularity of null hypersurfaces is crucial to prove the Strichartz estimate. To establish characteristic energy estimates, we go back to see the wave-transport system. Note the regularity of \( \omega \) is only \( s_0 \). Then, we can only get the same level regularity \( s_0 \) on characteristic hypersurfaces (see Section 6 for details). We use the wave equation of \( (v, \rho) \) to get these characteristic energy estimates on characteristic hypersurfaces. As for \( \omega \), the characteristic energy estimate is difficult. Let us explain it as follows. On the Cauchy slice \( \{ t = \tau \} \times \mathbb{R}^3 \), we can use elliptic estimates to get the energy estimate of all derivatives of \( \omega \) by using div\( \omega \) and curl\( \omega \). However, on the characteristic hypersurface, these type of elliptic energy estimates don’t work. To go through this difficulty, we use Hodge decomposition to recover some transport equations for derivatives of \( \omega \), where it involves Riesz operator. Then, some commutator estimated for Riesz operator and \( v \cdot \nabla \) concerning to compressible fluid is required. Please refer Lemma 2.14, 2.13, 2.16, 7.7, and 7.8 for details.

After obtaining enough regularity of null hypersurfaces and coefficients from null frame, we can reduce the problem to proving the Strichartz estimate of a linear wave equation endowed with the acoustical metric \( g \). Precisely, for any \( 1 \leq r \leq s_0 + 1 \), and for each \( t_0 \in [0, T] \), the linear equation (1.19) admitis a solution \( f \in C([0, T], H^r) \times C^1([0, T], H^{r-1}) \) and the following estimates holds:
\[ \| f \|_{L^r_t H^r} + \| \partial_t f \|_{L^r_t H^{r-1}} \leq C \left( \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}} + \| G \|_{L^\infty_t H^{r-1} \cap L^1_t H^r} + \| B \|_{L^1_t H^{r-1}} \right). \]
Additionally, the following estimates hold, provided \( k < r - 1 \),
\[ \| (\partial)^k f \|_{L^2_t L^\infty_x} \leq C \left( \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}} + \| G \|_{L^2_t H^{r-1} \cap L^1_t H^r} + \| B \|_{L^1_t H^{r-1}} \right). \]
We still need to prove
\[ \int_0^t \| \partial v \|_{B^{s_0 - 2}_{\infty, 2}} d\tau. \]
It can not be obtained by using the wave equation of velocity, for the regularity of source term \( \nabla \times \vec{\omega} \) is only \( s_0 - 1 \). By using the wave equation for \( v_+ \) (see Lemma 2.2),

\[
\square_g \rho = D, \quad \square_g v^i_+ = T T \eta^i + Q^i, \tag{1.28}
\]

we can bound

\[
\int_0^t \| \partial_\rho, \partial v_+ \|_{B^{s_0 - 2}_{\infty, 2}} d\tau
\]

by Littlewood-Paley decomposition. It crucially relies on the regularity of right hand terms can be reached to \( s - 1 \). More precisely, operating \( \Delta_j \) on (1.28), we can derive that \( \Delta_j \rho \) and \( \Delta_j v^i_+ \) satisfy

\[
\begin{aligned}
\square \Delta_j \rho &= \Delta_j D + [\square_g, \Delta_j] \rho, \\
\Delta_j \rho |_{t=0} &= \Delta_j \rho_0,
\end{aligned}
\]

and

\[
\begin{aligned}
\square \Delta_j v^i_+ &= T \Delta_j \eta^i + \Delta_j Q^i + [\square_g, \Delta_j] v^i_+ + [\Delta_j, T] \eta^i, \\
\Delta_j v^i_+ |_{t=0} &= \Delta_j (v_0 - \eta_0), \\
\Delta_j T v^i_+ |_{t=0} &= \Delta_j T (v_0 - \eta_0).
\end{aligned}
\]

By using the Strichartz estimate in (1.21) (taking \( r = s - s_0 + 1, k = 0 \)), we obtain

\[
\| (\Delta_j \rho, \Delta_j v_+) \|_{L_t^2 L_x^{\infty}} \lesssim "\text{Right hand side}" \tag{1.29}
\]

Multiplying \( 2^{(s_0 - 1)j} \) on (1.29), and taking square of it and summing it over \( j \geq 1 \), we get

\[
\| \partial_\rho, \partial v_+ \|^2_{L_t^2 B^{s_0 - 2}_{\infty, 2}} \lesssim \| \rho, v_+ \|^2_{L_t^2 B^{s_0 - 1}_{\infty, 2}} \lesssim \| \rho_0 \|^2_{H^s} + \| v_0 \|^2_{H^s} + \| \omega_0 \|^2_{H^0}.
\]

Based on the above estimate, by using (1.14), we can conclude the proof. As for the precise proofs, please refer Section 7. The last step is to prove (8.1) and (8.2), which is presented in the Appendix part.

1.7. Outline of the paper. The organization of the remainder of this paper is as follows. In Section 2, we give a treatment of hyperbolic-transport system and introduce energy estimates and stability theorem. In Section 3, we reduce our problem to the case of smooth initial data by using compactness methods. In the subsequent Section, using physical localized technique, we reduce the problem to the case of smooth, small, compacted supported initial data. In section 5, we give a bootstrap argument based on continuous functional. In Section 6 we derive self-contained characteristic energy estimates along null hypersurfaces, which is used to prove the regularity of null hypersurfaces. In the next step, we give the proof of Strichartz estimates in Section 7. In the Appendix, referring [32], we give a glue proof of Strichartz estimates of linear wave equations endowed with the acoustic metric.

2. Preliminaries: commutator and energy estimates

2.1. Some formulations to (1.1). Let us first introduce a symmetric hyperbolic system to 3D compressible Euler equations.

\[
\text{Lemma 2.1. Let } v, \rho \text{ be a solution of (1.11). Then it also satisfies the following hyperbolic system}
\]

\[
U_t + \sum_{i=1}^3 A_i(U)U_{x_i} = 0, \tag{2.1}
\]
where \( U = (\rho, v_1, v_2, v_3)^T \) and
\[
A_1 = \begin{pmatrix}
v_1 & 1 & 0 & 1 \\
c_s^2 & v_1 & 0 & 0 \\
0 & 0 & v_1 & 0 \\
0 & 0 & 0 & v_1
\end{pmatrix}, \quad A_2 = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & v_2 & 0 & 0 \\
c_s^2 & 0 & v_2 & 0 \\
0 & 0 & 0 & v_2
\end{pmatrix}, \quad A_3 = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & v_3 & 0 & 0 \\
c_s^2 & 0 & v_3 & 0 \\
c_s^2 & 0 & 0 & v_3
\end{pmatrix}.
\]

We are ready to introduce a wave-transport reduction.

**Lemma 2.2.** [27] Let \( \varpi \) and \( \rho \) are defined in (1.5). We can reduce (1.11) to
\[
\begin{align*}
\Box_g v^i &= -\rho c_s^2 \text{curl} \varpi^i + Q^i, \\
\Box_g \rho &= D, \\
T \varpi^i &= \varpi^a \partial_a v^i.
\end{align*}
\] (2.2)

Above, \( Q^i \) and \( D \) are null forms relative to \( g \), which are defined by
\[
\begin{align*}
Q^i &= 2\rho c_s^2 T v^a \varpi^b - (1 + c_s^{-1} c_s') g^{\alpha\beta} \partial_\alpha \rho \partial_\beta v^i, \\
D &= -3c_s^{-1} c_s' g^{\alpha\beta} \partial_\alpha \rho \partial_\beta \rho + 2 \sum_{1 \leq a < b \leq 3} \{ \partial_\alpha v^a \partial_b v^b - \partial_a v^a \partial_b v^b \}.
\end{align*}
\] (2.3)

For brevity, we set \( Q = (Q^1, Q^2, Q^3)^T \).

**Remark 2.1.** The equation (1.11) is derived from (1.4) via (1.5). The system (2.1), (1.11) and (2.2) is equivalent to (1.1) respectively. We will switch these equivalent systems from one to another without explanation.

**Lemma 2.3.** Let \( v \) and \( \rho \) be a solution of (1.1). Let \( \rho, v_+, \) and \( \eta \) be described in (1.5), (1.14), and (1.13) respectively. Then \( v_+ \) satisfies
\[
\Box_g v_+^i = T T \eta^i + Q^i.
\] (2.4)

**Proof.** First, by Lemma 2.2 we have
\[
\Box_g v^i = -\rho c_s^2 \text{curl} \varpi^i + Q^i.
\]
Substituting (1.13) and (1.14) to the above equality, we then get
\[
\Box_g v_+^i = -\Box_g \eta^i - \rho c_s^2 \text{curl} \varpi^i + Q^i = T T \eta^i - c_s^2 \Delta \eta^i - \rho c_s^2 \text{curl} \varpi^i + Q^i = T T \eta^i + c_s^2 (-\Delta \eta^i + \rho c_s^2 \text{curl} \varpi^i) + Q^i = T T \eta^i + Q^i.
\]

**Lemma 2.4.** Let \( \varpi \) be defined in (1.5). Then \( \varpi \) satisfy
\[
T \varpi = (\varpi \cdot \nabla) v.
\] (2.5)

If setting \( \Omega = e^{-\rho} \text{curl} \varpi \), then
\[
T \Omega^i = -2e^{i m n} e^{-\rho} \partial_m v^n \partial_n \varpi + e^{a m n} e^{-\rho} \partial_a v^i \partial_m \varpi_n; \]
\[
\text{div} \varpi = -\varpi^i \partial_i \rho.
\] (2.7)

hold. Furthermore, the quantity \( \text{curl} \Omega \) satisfies

\[
\mathbf{T} (\text{curl} \Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) = \partial^i (2e^{-\rho} \partial_a v_a \partial^a \varpi^b) + \sum_{j=1}^{6} R^i_j, \tag{2.8}
\]

where

\[
R^i_1 := -2e^{-\rho} \epsilon_{kmn} \epsilon^{ijk} \partial^m v^a \partial_j (\partial^n \varpi_a) + e^{-\rho} \epsilon^{amn} \epsilon^{ijk} \partial_a v_k \partial_{mj} \varpi_n \\
- 2e^{-\rho} \partial_j v^a \partial^i \varpi^b + \epsilon^{ijk} \partial_j v^m \partial_m \Omega_k, \\
R^i_2 := 2e^{-\rho} \epsilon_{kmn} \epsilon^{ijk} \partial^m v^a \partial_j \rho - e^{-\rho} \epsilon^{amn} \epsilon^{ijk} \partial_a v_k \partial_m \varpi_n \partial_j \rho \\
- 2e^{-\rho} \partial^a v^k \partial_k \rho \partial^i \varpi_n + 2e^{-\rho} \partial^a \rho \partial^i \varpi^a \partial_n \varpi_a, \\
R^i_3 := \epsilon^{amn} \varpi^i \partial_a \rho \partial_m \varpi_n + 2\epsilon^{ijk} \partial_j \rho \varpi_k \partial_n \varpi_b, \\
R^i_4 := \epsilon^{amn} \partial_a \varpi^i \partial_m \varpi_n + 2e^{\partial_i} \rho \partial^i \varpi_a, \\
R^i_5 := 2e^{-\rho} \partial^a v^k \partial_k \varpi_a, \\
R^i_6 := -2e^{-\rho} \partial^a \rho \varpi^m \partial^i (\partial_m \varpi_a). \tag{2.9}
\]

**Proof.** The equations (2.5), (2.6), and (2.7) are derived in Luk-Speck’s paper \[28\]. Then, we only need to derive (2.8). The idea is mainly from Wang’s paper \[38\]. Here, the difference is that we give a modified transport equation, which is more convenient for proving energy estimates and character energy estimates in this paper. Let us first calculate \( \text{curl} \mathbf{T} \Omega^i \). Taking the operator \( \text{curl} \) on (2.6), then we have

\[
\text{curl} \mathbf{T} \Omega^i = \epsilon^{ijk} \partial_j (2e^{-\rho} \partial_a v_a \partial^a \varpi^b) + \sum_{j=1}^{6} R^i_j. \tag{2.10}
\]

Operating derivatives on (2.10), we have

\[
\text{curl} \mathbf{T} \Omega^i = -2e^{-\rho} \epsilon_{kmn} \epsilon^{ijk} \partial^m \varpi^a \partial_j (\partial^n \varpi_a) + e^{-\rho} \epsilon^{amn} \epsilon^{ijk} \partial_a v_k \partial_{mj} \varpi_n \\
+ 2e^{-\rho} \epsilon_{kmn} \epsilon^{ijk} \partial_m \varpi^a \partial_n \varpi_a \partial_j \rho - e^{-\rho} \epsilon^{amn} \epsilon^{ijk} \partial_a v_k \partial_m \varpi_n \partial_j \rho \\
- 2e^{-\rho} \epsilon^{ijk} \epsilon^{kmn} \partial_j (\partial^m v^a) \partial^n \varpi_a + e^{-\rho} \epsilon^{amn} \epsilon^{ijk} \partial_{aj} v_k \partial_m \varpi_n. 
\]

For the last term, we use (1.5) to get

\[
e^{-\rho} \epsilon^{amn} \epsilon^{ijk} \partial_{aj} v_k \partial_m \varpi_n = \epsilon^{amn} \varpi^i \partial_a \rho \partial_m \varpi_n = \epsilon^{amn} \varpi^i \partial_a (e^{\rho \varpi^i}) \partial_m \varpi_n.
\]

Hence, we can rewrite

\[
\text{curl} \mathbf{T} \Omega^i = A + R^{(1)}_1 + R^{(1)}_2 + R^{(1)}_3 + R^{(1)}_4, \tag{2.11}
\]

where

\[
R^{(1)}_1 = -2e^{-\rho} \epsilon_{kmn} \epsilon^{ijk} \partial^m \varpi^a \partial_j (\partial^n \varpi_a) + e^{-\rho} \epsilon^{amn} \epsilon^{ijk} \partial_a v_k \partial_{mj} \varpi_n, \\
R^{(1)}_2 = 2e^{-\rho} \epsilon_{kmn} \epsilon^{ijk} \partial^m \varpi^a \partial_n \varpi_a \partial_j \rho - e^{-\rho} \epsilon^{amn} \epsilon^{ijk} \partial_a v_k \partial_m \varpi_n \partial_j \rho, \\
R^{(1)}_3 = \epsilon^{amn} \varpi^i \partial_a \rho \partial_m \varpi_n, \quad A = -2e^{ijk} \epsilon_{kmn} e^{-\rho} \partial_j (\partial^m v^a) \partial^n \varpi_a, \\
R^{(1)}_4 = \epsilon^{amn} \varpi^i \partial_a \rho \partial_m \varpi_n.
\]
Above, the term $A$ is included the second-order derivatives of velocity, then we need to decomposition it. By using $\epsilon^{ijk} \epsilon_{kmn} = \delta^i_m \delta^j_n - \delta^i_n \delta^j_m$, we update $A$ as
\begin{equation}
A = -2e^{-\rho} \delta^i_m \delta^j_n \partial_j \partial_m v^o \partial_o w_a
\end{equation}
\[= A_1 + A_2,\]
where
\begin{equation}
A_1 := -2e^{-\rho} \Delta v^o \partial^i w_a, \quad A_2 := 2e^{-\rho} \partial^i (\partial_j v^o) \partial^j w_a.
\end{equation}

By Hodge decomposition, it tells us
\[
\Delta v = \partial \text{div} v - \text{curl}^2 v = -\partial T \rho + \text{curl}(e^\rho \varpi)
\]
\[= -T(\partial \rho) + \partial v^k \partial_k \rho + +\text{curl}(e^\rho \varpi).
\]

Substituting the above equality to $A_1$, we can update $A_1$ as
\begin{equation}
A_1 = -2e^{-\rho} \left[ -T(\partial^o \rho) + \partial^o v^k \partial_k \rho - e^o \epsilon^{ijk} \partial_j \rho \varpi_k - e^{2o} \Omega^o \right] \partial^i w_a
\end{equation}
\[= T(2e^{-\rho} \partial^o v^k \partial_k \rho - e^o \Omega^o \partial^i w_a)
\]
\[+ 2e^{-\rho} \partial^o v^k \partial_k \rho - R_2^{(2)} + R_3^{(2)} + R_4^{(2)}
\]
\[= T(2e^{-\rho} \partial^o v^k \partial_k \rho - e^o \Omega^o \partial^i w_a) + R_2^{(2)} + R_3^{(2)} + R_4^{(2)} + R_2^{(3)},
\]
where
\[R_2^{(2)} = -2e^{-\rho} \partial^o v^k \partial_k \rho \partial^i w_a, \quad R_4^{(2)} = 2e^o \Omega^o \partial^i w_a,
\]
\[R_3^{(2)} = e^o (\partial v^k \partial_k) \partial^i w_a, \quad R_2^{(3)} = 2e^{-\rho} \partial^o v^k \partial_k \rho \partial^i w_a.
\]

In (2.14), it remains for us to write $-2e^{-\rho} \partial^o \rho T(\partial^i w_a)$ in a suitable way. Note $T \varpi_a = \varpi^m \partial_m v_a$. Then we can calculate that
\[T \partial^i w_a = \partial^i (T \varpi_a) - [\partial^i, T] \varpi_a = \partial^i \varpi^m \partial_m v_a + \varpi^m \partial^i \partial_m v_a - \partial^i v^k \partial_k \varpi_a.
\]

We therefore derive that
\begin{equation}
-2e^{-\rho} \partial^o \rho T(\partial^i w_a)
\end{equation}
\[= R_2^{(4)} + R_5 + R_6,
\]
where
\[R_2^{(4)} = -2e^{-\rho} \partial^o \rho \varpi^m \partial_m v_a,
\]
\[R_5 = 2e^{-\rho} \partial^o \rho \partial^i v^k \partial_k \varpi_a,
\]
\[R_6 = -2e^{-\rho} \partial^o \rho \varpi^m \partial^i \partial_m v_a,
\]

Substituting (2.15) to (2.14), we have
\begin{equation}
A_1 = T(2e^{-\rho} \partial^o \rho \partial^i \varpi_a) + R_2^{(4)} + R_5 + R_6 + R_2^{(2)} + R_3^{(2)} + R_4^{(2)} + R_2^{(3)},
\end{equation}
At last, let us consider $A_2$. By using chain rule, we obtain
\[
A_2 = 2e^{-\rho} \partial^j (\partial_i v^a) \partial^j \varpi_a \\
= \partial^j (2e^{-\rho} \partial_j v^a \partial^j \varpi_a) + R_2^{(5)} + R_2^{(2)},
\]
where \[R_2^{(5)} = 2e^{-\rho} \partial^j \rho \partial_j v^a \partial^j \varpi_a, \quad R_2^{(2)} = -2e^{-\rho} \partial_j v^a \partial^j (\partial^j \varpi_a).\]
The commutator rule tells us
\[
T \text{curl} \Omega^i = T (\epsilon^{ijk} \partial_j \Omega_k) = \epsilon^{ijk} \partial_j T \Omega_k + \epsilon^{ijk} [T, \partial_j] \Omega_k \\
= \text{curl} T \Omega^i - \epsilon^{ijk} \partial_j v^m \partial_m \Omega_k
\]
where \[R_1^{(3)} = -\epsilon^{ijk} \partial_j v^m \partial_m \Omega_k.\]

Adding (2.16) and (2.27) to (2.12), and then combining with (2.11), we can conclude that
\[
\text{curl} T \Omega^i = \text{curl} T \Omega^i - \epsilon^{ijk} \partial_j v^m \partial_m \Omega_k, \\
= T (2e^{-\rho} \partial^a \partial^j \varpi_a) + \partial_j (2e^{-\rho} \partial_n v^a \partial^j \varpi_a) \\
+ R_1 + R_2 + R_3 + R_4 + R_5 + R_6,
\]
where
\[
R_1^{(i)} = R_1^{(1)} + R_1^{(2)} + R_1^{(3)} \\
= -2e^{-\rho} \epsilon_{kmn} \epsilon^{ijk} \partial^m \partial_j (\partial^a \varpi_a) + e^{-\rho} \epsilon_{kmn} \epsilon^{ijk} \partial^m \partial_k (\partial^a \varpi_a) \\
- 2e^{-\rho} \partial_j v^a \partial^a \varpi_a + \epsilon^{ijk} \partial_j v^m \partial_m \Omega_k,
\]
\[
R_2^{(j)} = R_2^{(1)} + R_2^{(2)} + R_2^{(3)} + R_2^{(4)} + R_2^{(5)} \\
= 2e^{-\rho} \epsilon_{kmn} \epsilon^{ijk} \partial^m v^a \partial_j v^b + \epsilon^{ijk} \partial_j v^m \partial_m \Omega_k \\
- 2e^{-\rho} \partial_j v^k \partial_k \rho \partial^j \varpi_a + 2e^{-\rho} \partial^a \rho \partial^j \varpi_a \\
- 2e^{-\rho} \partial^a \rho \partial^j \varpi_a \partial_m v_a + 2e^{-\rho} \partial^a \rho \partial^j \varpi_a \partial_m v_a,
\]
\[
R_3^{(k)} = R_3^{(1)} + R_3^{(2)} = \epsilon_{kmn} \varpi^i \partial_a \rho \partial_m \varpi_n + 2 \epsilon^{ijk} \partial_j \rho \varpi_k \partial_m \varpi_b, \\
R_4^{(l)} = R_4^{(1)} + R_4^{(2)} = e_{kmn} \varpi^i \partial_a \rho \partial_m \varpi_n + 2 \epsilon^{ijk} \partial_j \rho \varpi_k \partial_m \varpi_b, \\
R_5^{(m)} = 2e^{-\rho} \partial^a \rho \partial^j v^k \partial_h \varpi_a, \quad R_6^{(n)} := -2e^{-\rho} \partial^a \rho \varpi^m \partial^j (\partial_m v_a).
\]

At this stage, we complete the proof of (2.8). \[\square\]

In the following, we will introduce some commutator estimates, product estimates.

2.2. **Classical commutator estimates and product estimates.** Firstly, let us give some commutator estimates and product estimates, which has been introduced in references [20, 32, 38].

**Lemma 2.5.** [20] Let $\Lambda = (-\Delta)^{\frac{s}{2}}, s \geq 0$. Then for any scalar function $h, f$, we have
\[
\|A^s(hf) - (A^s h) f\|_{L^q_2} \lesssim \|A^{s-1} h\|_{L^q_2} \|\partial f\|_{L^p_2} + \|h\|_{L^q_2} \|A^s f\|_{L^p_2},
\]
where \[\frac{1}{p} + \frac{1}{q} = \frac{1}{2}.
\]
Lemma 2.6. \[20\] Let \( a \geq 0 \). For any scalar function \( h \) and \( f \), we have
\[
\|hf\|_{H^2} \leq \|h\|_{L^\infty} \|f\|_{H^2} + \|f\|_{L^\infty} \|h\|_{H^2}.
\]

Lemma 2.7. \[20\] Let \( F(u) \) be a smooth function of \( u \), \( F(0) = 0 \) and \( u \in L^\infty_+ \). For any \( s \geq 0 \), we have
\[
\|F(u)\|_{H^s} \leq \|u\|_{H^s} (1 + \|u\|_{L^\infty}).
\]

Lemma 2.8. \[32\] Suppose that \( 0 \leq r, r' < \frac{n}{2} \) and \( r + r' > \frac{n}{2} \). Then
\[
\|hf\|_{H^{r+r'-\frac{n}{2}}(\mathbb{R}^n)} \leq C_{r,r'} \|h\|_{H^r(\mathbb{R}^n)} \|h\|_{H^{r'}(\mathbb{R}^n)}.
\]
If \(-r \leq r' \leq r > \frac{n}{2} \) then
\[
\|hf\|_{H^r(\mathbb{R}^n)} \leq C_{r,r'} \|h\|_{H^r(\mathbb{R}^n)} \|h\|_{H^{r'}(\mathbb{R}^n)}.
\]

Lemma 2.9. \[38\] Let \( 0 \leq \alpha < 1 \). Then
\[
\|\Lambda^\alpha(hf)\|_{L^2_+} \lesssim \|h\|_{\dot{H}^\alpha_{-2}} \|f\|_{L^2_2} + \|h\|_{L^\infty} \|f\|_{\dot{H}^\alpha_2}.
\]

Lemma 2.10. \[38\] Let \( 0 < \alpha < 1 \). Then
\[
\|\Lambda^\alpha(f_1f_2f_3)\|_{L^2_2} \lesssim \|f_1\|_{H^{1+\alpha}} \prod_{j \neq i} \|f_j\|_{H^1}.
\]

Lemma 2.11. \[30\] Given \( p \in [1, \infty] \) such that \( p \geq m' \) with \( m' \) the conjugate exponent of \( m \). Let \( f, g \) and \( \Phi \) belong to the suitable functional spaces. Then
\[
\|\Phi \ast (hf) - h \ast (\Phi f)\|_{L^p} \lesssim \|x\Phi\|_{L^1} \|\nabla f\|_{L^\infty} \|h\|_{L^p}.
\]

2.3. Useful lemmas. Let us give some useful product estimates and commutator estimates, which play a crucial role in the paper.

Lemma 2.12. \[13\] Let the metric \( g \) is defined in (1.3). If \( f \) is the solution of
\[
\Box_g f = 0, \quad t > \tau, \quad f|_{t=\tau} = G(\tau, x), \quad T f|_{t=\tau} = -B(\tau, x),
\]
then
\[
V(t, x) = \int_0^t f(t, x; \tau) d\tau
\]
is the solution of the linear wave equation
\[
\Box_g V = T G + B, \quad V|_{t=0} = 0, \quad TV|_{t=0} = -G(0, x).
\]

Proof. We first note \( \Box_g = -TT + c_s^2 \Delta \). By calculating, we get
\[
TV = \int_0^t T f(t, x; \tau) d\tau + f(t, x; t) = \int_0^t T f(t, x; \tau) d\tau - G(t, x).
\]
Taking the operator \( T \) again, we have
\[
-TTV = -\int_0^t TT f(t, x; \tau) d\tau + T f(t, x; t) + TG \quad (2.18)
\]
\[
= -\int_0^t TT f(t, x; \tau) d\tau + B(t, x) + TG.
\]
On the other hand,
\begin{equation}
\frac{c_s^2}{s^2} \Delta V = \int_0^t c_s^2 \Delta f(t, x; \tau) d\tau.
\end{equation}
Adding (2.18) and (2.19), we can derive that
\[ \Box_g V = T G + B. \]
Furthermore, it satisfies
\[ \left. V \right|_{t=0} = 0, \quad \left. TV \right|_{t=0} = -G(0, x). \]
We complete the proof of this lemma. \hfill \Box

**Lemma 2.13.** Let \( 0 < \alpha < 1 \). Let \( \beta > \alpha \) and sufficiently close to \( \alpha \). Then
\begin{equation}
\| h f \|_{B^\alpha_{\infty, 2}(\mathbb{R}^3)} \lesssim \| h \|_{L^\infty} \| f \|_{B^\beta_{\infty, 2}(\mathbb{R}^3)} + \| h \|_{C^\beta(\mathbb{R}^3)} \| f \|_{L^\infty}.
\end{equation}

**Proof.** Firstly, we have
\[ \| h f \|_{B^\alpha_{\infty, 2}(\mathbb{R}^3)}^2 = \sum_{j \geq -1} 2^{2j\alpha} \| \Delta_j (hf) \|_{L^\infty}^2. \]
By using Bony decomposition, we get
\[ \Delta_j (hf) = \sum_{|k-j| \leq 2} \Delta_j (\Delta_k h S_{k-1} f) + \sum_{|k-j| \leq 2} \Delta_j (\Delta_k f S_{k-1} h) + \sum_{k \geq j-1} \Delta_j (\Delta_k h \Delta_k f). \]
By H"older inequality, we derive that
\begin{align}
\sum_{j \geq -1} 2^{2j\alpha} \| \Delta_j (hf) \|_{L^\infty} &\lesssim \sum_{j \geq -1} 2^{2j\alpha} (\sum_{|k-j| \leq 2} \| \Delta_j \Delta_k h \|_{L^\infty} \| S_{k-1} f \|_{L^\infty}^2) \\
&\quad + \sum_{j \geq -1} 2^{2j\alpha} (\sum_{|k-j| \leq 2} \| \Delta_j \Delta_k f \|_{L^\infty} \| S_{k-1} h \|_{L^\infty}^2) \\
&\quad + \sum_{j \geq -1} 2^{2j\alpha} (\sum_{k \geq j-1} \| \Delta_j \Delta_k f \|_{L^\infty} \| \Delta_k h \|_{L^\infty}^2) \\
&\lesssim \sum_{j \geq -1} 2^{2j\alpha} \| \Delta_j h \|_{L^\infty} \| f \|_{L^\infty}^2 + \| h \|_{L^\infty} \| f \|_{L^\infty} \| f \|_{B^\beta_{\infty, 2}(\mathbb{R}^3)} \sum_{k \geq j-1} 2^{(2\beta-\alpha)} \| \Delta_k h \|_{L^\infty}^2.
\end{align}
It suffices for us to give the bounds of the last right terms on (2.21). Note
\begin{align}
\sum_{j \geq -1} 2^{2j\alpha} \| \Delta_j h \|_{L^\infty} \| f \|_{L^\infty}^2 &\lesssim \sum_{j \geq -1} 2^{2j(2\beta-\alpha)} \| \Delta_j f \|_{L^\infty} \| f \|_{L^\infty} \| f \|_{B^\beta_{\infty, 2}(\mathbb{R}^3)}^2 \\
&\lesssim \| f \|_{L^\infty}^4 \| \Delta_j f \|_{L^\infty}^2 \| \Delta_j h \|_{L^\infty} \| f \|_{L^\infty}^2.
\end{align}
We also note
\begin{align}
\sum_{j \geq -1} \| \Delta_j f \|_{L^\infty}^2 \| \Delta_j f \|_{L^\infty} &\lesssim \sum_{j \geq -1} 2^{(2\beta-\alpha)} \| \Delta_j h \|_{L^\infty} \| f \|_{L^\infty}^2 \\
&\lesssim \| h \|_{B^\beta_{\infty, 2}(\mathbb{R}^3)} \sum_{j \geq -1} 2^{(2\beta-\alpha)} \| \Delta_j f \|_{L^\infty}^2 \\
&\lesssim \| f \|_{L^\infty} \| h \|_{C^\beta}.
\end{align}
Substituting (2.22) and (2.23) to (2.21), we can get (2.20). \hfill \Box

The next commutator estimate is concerning to Riesz operators.
Lemma 2.14. Let $0 \leq \alpha < 1$. Denote the Riesz operator $\mathbf{R} := \partial^2 (\Delta)^{-1}$. Then

$$\| [\mathbf{R}, v \cdot \nabla] f \|_{H^1_x (\mathbb{R}^3)} \lesssim \| v \|_{\dot{B}_{\infty, \infty}^{1+\alpha}} \| f \|_{L^2_x (\mathbb{R}^3)} + \| v \|_{\dot{B}_{\infty, \infty}^1} \| f \|_{\dot{H}^1_x (\mathbb{R}^3)}.$$

Proof. By using paraproduct decomposition, we have

$$\Delta_j [\mathbf{R}, v \cdot \nabla] f = \sum_{|k-j| \leq 2} \Delta_j [\mathbf{R} (\Delta_k v \cdot \nabla S_{k-1} f) - \Delta_k v \cdot \nabla R S_{k-1} f] + \sum_{|k-j| \leq 1} \Delta_j [\mathbf{R} (S_{k-1} v \cdot \nabla \Delta_k f) - S_{k-1} v \cdot \nabla R \Delta_k f] + \sum_{k \geq j-1} \Delta_j [\mathbf{R} (\Delta_k v \cdot \nabla \Delta_k f) - \Delta_k v \cdot \nabla R \Delta_k f],$$

where

$$B_1 = \sum_{|k-j| \leq 2} \Delta_j \{ \mathbf{R} (\Delta_k v \cdot \nabla S_{k-1} f) - \Delta_k v \cdot \nabla R S_{k-1} f \},$$
$$B_2 = \sum_{|k-j| \leq 2} \Delta_j \{ \mathbf{R} (S_{k-1} v \cdot \nabla \Delta_k f) - S_{k-1} v \cdot \nabla R \Delta_k f \},$$
$$B_3 = \sum_{k \geq j-1} \Delta_j \{ \mathbf{R} (\Delta_k v \cdot \nabla \Delta_k f) - \Delta_k v \cdot \nabla R \Delta_k f \}.$$

For $0 \leq \alpha < 1$, by Hölder’s inequality and Bernstein’s inequality, we can derive

$$\{ 2^{j\alpha} \| B_1 \|_{L_x^2} \} \lesssim \left\{ \sum_{|k-j| \leq 2} (\| \nabla R S_{k-1} f \|_{L_x^2} + \| \nabla S_{k-1} f \|_{L_x^\infty}) 2^{j\alpha} \| \Delta_j \Delta_k v \|_{L_x^2} \right\} \lesssim \left\{ \sum_{|k-j| \leq 2} 2^{j\alpha} 2^k \| \Delta_j \Delta_k v \|_{L_x^\infty} (\| R S_{k-1} f \|_{L_x^2} + \| S_{k-1} f \|_{L_x^2}) \right\} \lesssim \| v \|_{\dot{B}_{\infty, \infty}^{1+\alpha}} \| f \|_{L_x^2}.$$

By Hölder’s inequality, we have

$$\{ 2^{j\alpha} \| B_3 \|_{L_x^2} \} \lesssim \left\{ \sum_{k \geq j-1} 2^{j\alpha} \| \Delta_k v \|_{L_x^\infty} \cdot 2^{-k} \| \nabla \Delta_k f \|_{L_x^2} + \| \nabla R \Delta_k f \|_{L_x^2} \right\} \lesssim \| v \|_{\dot{B}_{\infty, \infty}^{1+\alpha}} \| f \|_{H_x^1}.$$

Note

$$B_2 = \sum_{|k-j| \leq 2} \Delta_j [\mathbf{R}, S_{k-1} v] \Delta_k \nabla f.$$

By Lemma 2.11 and Hölder’s inequality, we get

$$\{ 2^{j\alpha} \| B_2 \|_{L_x^2} \} \lesssim \left\{ \sum_{|k-j| \leq 2} (\| x \Phi \|_{L_x^1} \| \nabla S_{k-1} v \|_{L_x^\infty} 2^{j\alpha} \| \Delta_j \Delta_k f \|_{L_x^2}) \right\} \lesssim \left\{ \sum_{|k-j| \leq 2} (\| \nabla S_{k-1} v \|_{L_x^\infty} 2^{j\alpha} \| \Delta_j \Delta_k f \|_{L_x^2}) \right\} \lesssim \| v \|_{\dot{B}_{\infty, \infty}^{1+\alpha}} \| f \|_{H_x^1}.$$

Here, we use the fact that $\Phi = \frac{x}{|x|^2} 2^{j} \Psi (2^j x)$ and $\Psi$ is in Schwartz space. Gathering (2.24), (2.25) and (2.26) together, we have finished the proof of Lemma 2.14.

Lemma 2.15. Let $2 < s_1 \leq s_2$. Then

$$\{ 2^{(s_1-1)j} \| [\Delta_j, T] f \|_{H_x^{s_2-s_1} (\mathbb{R}^3)} \} \lesssim \| \partial v \|_{L_x^{2\delta}} \| f \|_{\dot{H}^{s_2} (\mathbb{R}^3)} + \| v \|_{H^{s_2}} \| f \|_{H^1}.$$

Proof. We first have

$$[\Delta_j, T] f = [\Delta_j, v \cdot \nabla] f.$$
By using paraproduct decomposition, we have
\[
[\Delta_j, v \cdot \nabla]f = \sum_{|k-j| \leq 2} (\Delta_j (\Delta_k v \cdot \nabla S_{k-1} f) - \Delta_k v \cdot \nabla S_{k-1} \Delta_j f) \\
+ \sum_{|k-j| \leq 2} (\Delta_j (S_{k-1} v \cdot \nabla \Delta_k f) - S_{k-1} v \cdot \nabla \Delta_k \Delta_j f) \\
+ \sum_{k \geq j-1} (\Delta_j (\Delta_k v \cdot \nabla \Delta_k f) - \Delta_k v \cdot \nabla \Delta_k \Delta_j f)
\]

where
\[
A_1 = \sum_{|k-j| \leq 2} \{\Delta_j (\Delta_k v \cdot \nabla S_{k-1} f) - \Delta_k v \cdot \nabla S_{k-1} \Delta_j f\}, \\
A_2 = \sum_{|k-j| \leq 2} \{\Delta_j (S_{k-1} v \cdot \nabla \Delta_k f) - S_{k-1} v \cdot \nabla \Delta_k \Delta_j f\}, \\
A_3 = \sum_{k \geq j-1} \{\Delta_j (\Delta_k v \cdot \nabla \Delta_k f) - \Delta_k v \cdot \nabla \Delta_k \Delta_j f\}.
\]

Notice \(\text{supp} \hat{A}_1, \text{supp} \hat{A}_2 \subseteq \{\xi \in \mathbb{R}^3 : 2^{-5} \leq |\xi| \leq 2^{j+5}\}\). By Hölder’s inequality and commutator estimate, we can derive
\[
\{2^{j(s_1-1)} \| A_2 \|_{H_{x}^{s_2-1}} \} \lesssim \left\{ 2^{j(s_2-1)} \| A_2 \|_{L^2} \right\} \lesssim \left\{ 2^{j(s_2-1)} \| \Delta_j S_{j-1} v \cdot \nabla \|_{L^2} \right\} \lesssim \| \nabla v \|_{L^\infty} \| f \|_{H_{x}^{s_2-1}}. \tag{2.27} \]

By Hölder’s inequality, we have
\[
\{2^{j(s_1-1)} \| A_1 \|_{H_{x}^{s_2-1}} \} \lesssim \left\{ 2^{j(s_2-1)} \| A_2 \|_{L^2} \right\} \lesssim \left\{ 2^{j(s_2-1)} \| \Delta_j v \|_{L^4} \| \nabla f \|_{L^6} \right\} \lesssim \| v \|_{H_{x}^{s_2-1}} \| \nabla f \|_{L^6} \lesssim \| v \|_{H_{x}^{s_2-1}} \| f \|_{H^1} \lesssim \| v \|_{H^1} \| f \|_{H^1}. \tag{2.28} \]

We rewrite \(A_3\) by the form
\[
A_3 = \sum_{k \geq j-1} [\Delta_j, \Delta_k v \cdot \nabla] \Delta_k f.
\]

Using Hölder’s inequality, we prove that
\[
\{2^{j(s_1-1)} \| A_3 \|_{H_{x}^{s_2-1}} \} \lesssim \| \nabla v \|_{L^\infty} \| f \|_{H_{x}^{s_2-1}}. \tag{2.29} \]

Thus, we complete the proof of this lemma. \(\square\)

Lemma 2.16. Let \(0 < \alpha < 1\). Then
\[
\| [\Lambda_x^\alpha, v \cdot \nabla] f \|_{L_x^2(\mathbb{R}^3)} \lesssim \| \partial v \|_{H_{x}^{-\alpha/2}} \| f \|_{H_{x}^\alpha(\mathbb{R}^3)}.
\]
Lemma 2.17.

Let \( g \) be a Lorentz metric and \( g^{00} = -1 \). We have

\[
\left\{ 2^{(s_1-1)j} \left\| \Box_g \Delta_j f \right\|_{H^{s_2-s_1}} \right\}_{j} \lesssim \left\| df \right\|_{L_{\infty}^2} \left\| dg \right\|_{H^{s_2-1}} + \left\| dg \right\|_{L_{\infty}^2} \left\| df \right\|_{H^{s_2-1}}. \tag{YX} \]

Proof. Let \( R_j = \Box_g \Delta_j f \) and \( S_j = \sum_{j' \leq j} \Delta_{j'} \). Note \( g^{00} = -1 \). Then we can decompose \( R_j \) as

\[ R_j = E_j + A_j + G_j, \]

where

\[ E_j = \Delta_j (g^{\alpha \bar{\alpha}} \partial_{\alpha \bar{\alpha}} f) - S_j (g^{\alpha \bar{\alpha}}) \Delta_j (\partial_{\alpha \bar{\alpha}} f), \]

\[ A_j = (S_j (g^{\alpha \bar{\alpha}}) - g^{\alpha \bar{\alpha}}) \Delta_j (\partial_{\alpha \bar{\alpha}} f), \]

\[ G_j = \Delta_j (c_{s}^{-1} \partial_{\alpha} (c_{s} g^{\alpha \beta})) \partial_{\beta} f. \]

Consider

\[ \Delta_k \Delta_j f = 0, \quad \text{if } |k - j| \geq 8. \]
Note the support of $\tilde{E}_j$ being in the set $\{\xi : 2^{j-5} \leq |\xi| \leq 2^{j+10}\}$, then
\[ \|E_j\|_{H^{s_2-s_1}} \leq 2^{j(s_2-s_1)} \|E_j\|_{L^2}. \]

For $A_j$, we first have
\[ A_j = \sum_{j' > j} \Delta_j'(g^{\alpha_i}) \Delta_j(\partial_{\alpha_i}f). \]

By classical product estimates, we derive that
\[ \|A_j\|_{H^{s_2-s_1}} \lesssim \sum_{j' > j} (\|\Delta_j'(g^{\alpha_i})\|_{L^\infty} \|\Delta_j(\partial_{\alpha_i}f)\|_{H^{s_2-s_1}} + \|\Delta_j'(g^{\alpha_i})\|_{H^{s_2-s_1}} \|\Delta_j(\partial_{\alpha_i}f)\|_{L^\infty}). \]

By Bernstein’s inequality, we can update (2.34) as
\[ \{2^{j(s_1-1)}\|A_j\|_{H^{s_2-s_1}}\}_{j_1^2} \]
\[ \lesssim \{\sum_{j' > j} (\|\Delta_j'(\nabla g^{\alpha_i})\|_{L^\infty} 2^{-j'+j} \|\Delta_j(\partial f)\|_{H^{s_2-1}} + 2^{j(s_1-1)} \|\Delta_j'(g^{\alpha_i})\|_{H^{s_2-s_1}} \cdot 2^j \|\Delta_j(\partial f)\|_{L^\infty})\}_{j_1^2}. \]

We set
\[ N_1 = \{\sum_{j' > j} (\|\Delta_j'(\nabla g^{\alpha_i})\|_{L^\infty} 2^{-j'+j} \|\Delta_j(\partial f)\|_{H^{s_2-1}})\}_{j_1^2}, \]
\[ N_2 = \{\sum_{j' > j} 2^{j(s_1-1)} (\|\Delta_j'(g^{\alpha_i})\|_{H^{s_2-s_1}} \cdot 2^j \|\Delta_j(\partial f)\|_{L^\infty})\}_{j_1^2}. \]

By direct calculation, we have
\[ N_1 \lesssim \|dg\|_{L^\infty} \|df\|_{H^{s_2-1}}, \quad N_2 \lesssim \|df\|_{L^\infty} \|dg\|_{H^{s_2-1}}. \]

In a result, we get
\[ \{2^{j(s_1-1)}\|A_j\|_{H^{s_2-s_1}}\}_{j_1^2} \lesssim \|dg\|_{L^\infty} \|df\|_{H^{s_2-1}} + \|df\|_{L^\infty} \|dg\|_{H^{s_2-1}}. \]

For $G_j$, by phase decomposition, we note
\[ \Delta_k G_j = \sum_{|k-m| \leq 2} \Delta_k (\Delta_m (c^{-1}_s \partial_\alpha (c_s g^{\alpha\beta})) S_{m-1} \partial_\beta f) + \sum_{|k-m| \leq 2} \Delta_k (S_{m-1} (\Delta_s (c^{-1}_s \partial_\alpha (c_s g^{\alpha\beta})) \Delta_m \partial_\beta f) + \Delta_k (\tilde{\Delta}_k (\Delta_s (c^{-1}_s \partial_\alpha (c_s g^{\alpha\beta})) \tilde{\Delta}_k \partial_\beta f), \]

where $\tilde{\Delta}_k = \Delta_k-1 + \Delta_k + \Delta_k+1$. By Hölder’s inequality, we can deduce
\[ \|\Delta_k G_j\|_{L^2} \lesssim \|\Delta_k \Delta_j (c^{-1}_s \partial_\alpha (c_s g^{\alpha\beta}))\|_{L^2} (\|S_k \partial_\beta f\|_{L^\infty} + \|\Delta_k \partial_\beta f\|_{L^\infty}) + \|S_k (\Delta_j (c^{-1}_s \partial_\alpha (c_s g^{\alpha\beta})))\|_{L^\infty} \|\Delta_k \partial_\beta f\|_{L^2}. \]

By Hölder’s inequality, we can deduce that
\[ \|G_j\|_{L^2} \lesssim \|\Delta_j (c^{-1}_s \partial_\alpha (c_s g^{\alpha\beta})))\|_{L^2} \|df\|_{L^\infty}. \]

In a result, we can get
\[ \|G_j\|_{H^{s_2-s_1}} \lesssim \|\Delta_j (c^{-1}_s \partial_\alpha (c_s g^{\alpha\beta})))\|_{L^2} \|df\|_{L^\infty} + \|c^{-1}_s \partial_\alpha (c_s g^{\alpha\beta})))\|_{L^\infty} \|\Delta_j \partial_\beta f\|_{L^2}. \]
Lemma 2.18. Let $\eta$ be defined in (1.14). Let $\mathcal{D}$ and $Q$ be stated in (2.3) and (2.4) respectively. Let $s \in (2, \frac{5}{2})$ and $2 < s_0 < s$. Then the following estimates
\begin{align*}
\|\mathcal{D}, Q\|_{H^{s+1}} & \lesssim \|d\varrho, dv\|_{L^\infty} (\|\varrho, v\|_{H^s} + \|\varpi\|_{H^{\frac{5}{4}}}) , \tag{2.38} \label{G9} \\
\|T\eta\|_{H^s} & \lesssim \|\varpi\|_{H^{\frac{5}{4}}} \|v, \varrho\|_{H^s} , \tag{2.39} \label{eta} \\
hold. Moreover, the function $\eta$ satisfies
\|\eta\|_{H^{s_0+1}} & \lesssim (1 + \|\varrho\|_{H^{s_0}}) \|\varpi\|_{H^{s_0}} . \tag{2.40} \label{eta} \end{align*}

Proof. We recall the expression of $\mathcal{D}$
\begin{equation*}
\mathcal{D} = -3e_s^{-1} c_d^\beta g^{\alpha\beta} \partial_\alpha \varrho \partial_\beta \varrho + 2 \sum_{1 \leq a < b \leq 3} \{ \partial_a v^a \partial_b v^b - \partial_a v^b \partial_b v^a \} ,
\end{equation*}
which is described in (2.3). Using Lemma 2.6, we can get
\begin{equation*}
\|\mathcal{D}\|_{H^{s+1}} \lesssim \|d\varrho\|_{L^\infty} \|d\varrho\|_{H^{s+1}} + \|dv\|_{L^\infty} \|dv\|_{H^{s+1}} . \tag{2.41} \label{Ds} \end{equation*}

Note
\begin{align*}
Q^i & = 2e^\rho \epsilon^{iab} T_{va} \varpi_b - (1 + c_s^{-1} c_s^a) g^{\alpha\beta} \partial_\alpha \varrho \partial_\beta \varpi_i \\
& = -2e^\rho \epsilon^{iab} c_s^a \varrho \varpi_b - (1 + c_s^{-1} c_s^a) g^{\alpha\beta} \partial_\alpha \varrho \partial_\beta \varpi_i .
\end{align*}
By Lemma 2.6, we can deduce that
\begin{equation*}
\|Q\|_{H^{s+1}} \lesssim (\|d\varrho\|_{L^\infty} + \|dv\|_{L^\infty})(\|d\varrho\|_{H^{s+1}} + \|dv\|_{H^{s+1}}) . \tag{2.42} \label{Q1} \end{equation*}

By using (1.14), then we have
\begin{equation*}
\|dv\|_{H^{s+1}} + \|d\varrho\|_{H^{s+1}} \lesssim \|dv\|_{H^{s+1}} + \|d\varrho\|_{H^{s+1}} \lesssim \|v\|_{H^s} + \|\varrho\|_{H^s} . \tag{2.43} \label{fa} \end{equation*}

Combining (2.43), (2.42), and (2.41), we have proved (2.38). It remains for us to prove (2.39) and (2.40).

By (1.14) and Sobolev imbedding, and elliptic estimates, we can derive that
\begin{equation*}
\|\eta\|_{H^s} \lesssim \|e^\rho \text{curl} \varpi\|_{H^{s-2}} \lesssim (1 + \|\varrho\|_{H^{\frac{5}{4}}}) \|\varpi\|_{H^{s-1}} , \tag{2.44} \label{ETAs} \end{equation*}
and
\[ \|\eta\|_{H^{s+1}} \lesssim (1 + \|\rho\|_{H^2})\|\varpi\|_{H^s}. \] (2.45)

Let us give a bound for \( T\eta \). By using (1.14), we get
\[-\Delta \eta = e^\rho \text{curl} \varpi = e^2 \rho \Omega.\]

Then we have
\[-\Delta (T\eta^i) = T \Omega^i - \Delta v^m \partial_m \eta^i - 2 \partial_j v^m \partial^j (\partial_m \eta).\] (2.46)

By (2.46), (2.6), and Lemma 2.8, we have
\[ \|T\eta\|_{H^s} \lesssim \|\partial v \cdot \partial \varpi\|_{H^{s-2}} + \|\partial^2 v \cdot \partial \eta\|_{H^{s-2}} + \|\partial^2 \varpi \cdot \partial v\|_{H^{s-2}} + \|\partial^2 v \cdot \partial^2 \eta\|_{H^{s-2}} \|\eta\|_{H^{s+1}} \]
\[ \lesssim \|\varpi\|_{H^{s+1}} + \|v\|_{H^{s+1}}.\]

At this stage, we complete the proof of the lemma. \( \square \)

### 3. Basic Energy Estimates and Stability Theorem

In this part, we will prove the energy estimates and stability theorem. Firstly, we use the hyperbolic system to give the basic energy estimate for density and velocity.

**Theorem 3.1.** (Basic Energy estimates for velocity and density) Let \( v \) and \( \rho \) be a solution of (1.11). Let \( \varpi \) be defined in (1.5). Then for any \( s \geq 0 \), we have
\[ \|\rho\|_{H^s} + \|v\|_{H^s} \lesssim (\|\rho_0\|_{H^s} + \|v_0\|_{H^s}) \exp(\int_0^t \| dv, d\rho \|_{L^\infty} d\tau), \quad t \in [0, T]. \] (3.1)

**Proof.** Using Lemma 2.1, we have
\[ \partial_t U + \sum_{i=1}^3 A_i(U) \partial_i U = 0,\]
where \( U = (\rho, v^1, v^2, v^3)^T \). Operating \( \Lambda^a \) on the above equality, we have
\[ \partial_t (\Lambda^a U) + \sum_{i=1}^3 A_i(U) \partial_i (\Lambda^a U) = - \sum_{i=1}^3 [\Lambda^a, A_i(U)] \partial_i U. \] (3.2)

Multiplying \( \Lambda^a U \), integrating it by parts on \( \mathbb{R}^3 \), and using Lemma 2.8 it yields to
\[ \frac{d}{dt} \|\Lambda^a U\|_{L^2}^2 \lesssim \int_{\mathbb{R}^3} \|dU\|_{L^2} \|\Lambda^a U\|_{L^2}^2 d\tau.\]

Integrating it on \([0, t]\) and summing \( a = 0 \) with \( a = s \), we can prove
\[ \|U(t)\|_{H^s}^2 \lesssim \|U(0)\|_{H^s}^2 \exp(\int_0^t \|dU\|_{L^2} d\tau).\]

That is to say,
\[ \|\rho\|_{H^s} + \|v\|_{H^s} \lesssim (\|\rho_0\|_{H^s} + \|v_0\|_{H^s}) \exp(\int_0^t \| dv, d\rho \|_{L^\infty} d\tau), \quad t \in [0, T]. \]

Secondly, by utilizing Lemma 2.4 we can give basic energy estimates for vorticity.
**Theorem 3.2.** (Basic Energy estimates for vorticity) Let $v$ and $\rho$ be a solution of (1.11). Let $\omega$ be defined in (1.5) and $\omega$ satisfy (2.5). For $s_0 > 2$, the following energy estimates hold:

$$
\|\omega(t)\|_{H^{s_0}_x} \lesssim \|\omega_0\|_{H^{s_0}_x} \exp\left(\int_0^t (\|dv, d\rho\|_{L^\infty_x} + \|\partial v, \partial \rho\|_{H^{s_0-2}_x}) \, d\tau\right),
$$

(3.3) 

and

$$
\|\omega\|_{H^2} \lesssim \|(v_0, \rho_0, \omega_0)\|_{H^2} \exp(5\int_0^t \|\partial v, \partial \rho\|_{L^\infty_x} \, d\tau).
$$

(3.4) 

**Proof.** We divide the proof into several steps.

**Step 1: lower-order energy estimate.** Recall that $\omega$ satisfies the transport equation (2.5). Multiplying $\omega$ and integrating it on $[0,t] \times \mathbb{R}^3$, we can get

$$
\|\omega(t)\|_{L^2_x}^2 \lesssim \|\omega_0\|_{L^2_x}^2 + \int_0^t \|\partial v\|_{L^\infty_x}\|\omega\|_{L^2_x} \, d\tau.
$$

(3.5) 

Using Gronwall’s inequality, we have

$$
\|\omega\|_{L^2_x}^2 \lesssim \|\omega_0\|_{L^2_x}^2 \exp\left(\int_0^t \|\partial v\|_{L^\infty_x} \, d\tau\right).
$$

(3.6) 

By elliptic estimates, we obtain that

$$
\|\omega\|_{H^2_x} \leq \|\text{curl}\omega\|_{H^1_x} + \|\text{div}\omega\|_{H^1_x}.
$$

(3.7) 

By Lemma 2.4, and using Hölder inequality, we can prove

$$
\|\text{div}\omega\|_{H^1_x} = \|\omega \cdot \partial \rho\|_{H^1_x} \leq C \|\omega\|_{H^3_x} \|\partial \rho\|_{H^1_x}.
$$

(3.8) 

By interpolation formula and Young’s inequality, we can update it by

$$
\|\text{div}\omega\|_{H^1_x} \leq C(\|\omega\|_{L^2_x}^{\frac{4}{3}} \|\omega\|_{H^2_x}^{\frac{2}{3}}) \|\partial \rho\|_{H^1_x}
$$

$$
\leq C \|\omega\|_{L^2_x} \|\partial \rho\|_{H^1_x}^4 + \frac{C_1}{100} \|\omega\|_{H^2_x}.
$$

(3.9) 

By Hölder’s inequality, we get

$$
\|\partial \rho \partial \omega\|_{L^2_x} \leq C \|\omega\|_{H^3_x} \|\partial \rho\|_{H^1_x} \leq C \|\omega\|_{L^2_x} \|\partial \rho\|_{H^1_x}^4 + \frac{1}{100} \|\omega\|_{H^2_x}.
$$

(3.10) 

Thus, we have

$$
\|\text{curl}\omega\|_{H^1_x} \leq C \|\partial \rho \partial \omega\|_{L^2_x} + C \|\text{curl}\Omega\|_{L^2_x}
$$

$$
\leq C \|\omega\|_{L^2_x} \|\partial \rho\|_{H^1_x}^4 + \frac{1}{100} \|\omega\|_{H^2_x} + C \|\text{curl}\Omega\|_{L^2_x},
$$

(3.11) 

and

$$
\|\text{curl}\omega\|_{H^1_x} \geq \|\text{curl}\Omega\|_{L^2_x} - C \|\partial \rho \partial \omega\|_{L^2_x}
$$

$$
\geq \|\text{curl}\Omega\|_{L^2_x} - C \|\omega\|_{L^2_x} \|\partial \rho\|_{H^1_x}^4 - \frac{1}{100} \|\omega\|_{H^2_x}.
$$

(3.12)
Note (2.8). That is,
\[
T(\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) = \partial^i (2e^{-\rho} \partial_a v_a \partial^a \varpi^b) + \sum_{j=1}^6 R_j^i.
\]

Multiplying \(\text{curl}\Omega_i - 2e^{-\rho} \partial_a \rho \partial_i \varpi^a\) on the above equality and integrating it on \(\mathbb{R}^3\), we can derive that
\[
\frac{d}{dt} \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial_i \varpi^a\|_{L^2}^2 = \int_{\mathbb{R}^3} \partial^i (2e^{-\rho} \partial_a v_a \partial^a \varpi^b) \cdot (\text{curl}\Omega_i - 2e^{-\rho} \partial_a \rho \partial_i \varpi^a) \, dx
\]
\[
+ \sum_{j=1}^6 \int_{\mathbb{R}^3} R_j^i \cdot (\text{curl}\Omega_i - 2e^{-\rho} \partial_a \rho \partial_i \varpi^a) \, dx. \tag{3.12} \]

Set
\[
K_1 = \int_{\mathbb{R}^3} \partial^i (2e^{-\rho} \partial_a v_a \partial^a \varpi^b) \cdot (\text{curl}\Omega_i - 2e^{-\rho} \partial_a \rho \partial_i \varpi^a) \, dx, \tag{3.13} \]
and
\[
K_2 = \sum_{j=1}^6 \int_{\mathbb{R}^3} R_j^i \cdot (\text{curl}\Omega_i - 2e^{-\rho} \partial_a \rho \partial_i \varpi^a) \, dx. \tag{3.14} \]

Integrating by parts, we can update \(K_1\) as
\[
K_1 = \int_{\mathbb{R}^3} (2e^{-\rho} \partial_a v_a \partial^a \varpi^b) \cdot \partial^i (\text{curl}\Omega_i - 2e^{-\rho} \partial_a \rho \partial_i \varpi^a) \, dx \tag{3.15}
\]
where we use the fact \(\partial^i \text{curl}\Omega_i = 0\). By Plancherel formula and Hölder’s inequality, we can prove
\[
|K_1| \leq C \|\partial v \partial \varpi\|_{H^\frac{1}{2}} + C \|\partial \rho \partial \varpi\|_{H^{\frac{1}{2}}}
\]
\[
\leq C (\|\partial v\|_{H^1} + \|\partial \rho\|_{H^1}) \|\partial \varpi\|_{H^1} \tag{3.16} \]
\[
\leq C (\|v\|_{H^2}^2 + \|\rho\|_{H^2}^2) + \frac{1}{100} \|\varpi\|_{H^2}^2.
\]

On the other hand, using (2.9), we can get
\[
|K_2| \lesssim \|\partial v\|_{L^\infty} \|\partial^2 \varpi\|_{L^2} \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a\|_{L^2}
\]
\[
+ \|\partial v\|_{L^\infty} \|\partial \rho\|_{L^\infty} \|\partial \varpi\|_{L^2} + \|\partial \varpi\|_{L^2}^2 \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a\|_{L^2} \tag{3.17} \]
\[
+ \|\partial v\|_{L^\infty} \|\partial \rho\|_{L^\infty} \|\partial^2 v\|_{L^2} \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a\|_{L^2}.
\]

Combining (3.6) to (3.17), we therefore have
\[
\frac{d}{dt} \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a\|_{L^2}^2 \leq C (\|v\|_{H^2}^2 + \|\rho\|_{H^2}^2) + \frac{1}{100} \|\varpi\|_{H^2}^2
\]
\[
+ C \|\partial v\|_{L^\infty} \|\partial^2 \varpi\|_{L^2} \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a\|_{L^2}
\]
\[
+ C (\|\partial v\|_{L^\infty} \|\partial \rho\|_{L^\infty} \|\partial \varpi\|_{L^2} + \|\partial \varpi\|_{L^2}^2) \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a\|_{L^2}
\]
\[
+ C \|\partial v\|_{L^\infty} \|\partial \rho\|_{L^\infty} \|\partial^2 v\|_{L^2} \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a\|_{L^2}.\]
Integrating it from $[0, t]$, we can derive that
\[
\|\text{curl}\Omega - 2e^{-\rho}\partial_\rho \partial_\omega \partial_\alpha \|^2_{L^2}(t) - \|\text{curl}\Omega - 2e^{-\rho}\partial_\rho \partial_\omega \partial_\alpha \|^2_{L^2}(0) \\
\leq C \int_0^t \left( \|v\|^2_{H^2} + \|\rho\|^2_{H^2} + \frac{1}{100} \|\omega\|^2_{H^2} \right) d\tau \\
+ C \int_0^t \|\partial v\|_{L^\infty_x} \|\partial^2 \omega\|_{L^2} \|\text{curl}\Omega - 2e^{-\rho}\partial_\rho \partial_\omega \partial_\alpha \|_{L^2} d\tau \\
+ C \int_0^t \left( \|\partial v\|_{L^\infty_x} \|\partial \omega\|_{L^2} + \|\partial \omega\|^2_{L^2} \right) \|\text{curl}\Omega - 2e^{-\rho}\partial_\rho \partial_\omega \partial_\alpha \|_{L^2} d\tau \\
+ C \int_0^t \|\partial v\|_{L^\infty_x} \|\partial \rho\|_{L^\infty_x} \|\partial^2 v\|_{L^2} \|\text{curl}\Omega - 2e^{-\rho}\partial_\rho \partial_\omega \partial_\alpha \|_{L^2} d\tau.
\]
\[(3.18)\]

Consider
\[
\|\text{curl}\Omega\|_{L^2} - C \|\partial \rho \partial_\omega \partial_\alpha\|_{L^2} \leq \|\text{curl}\Omega - 2e^{-\rho}\partial_\rho \partial_\omega \partial_\alpha\|_{L^2} \leq \|\text{curl}\Omega\|_{L^2} + C \|\partial \rho \partial_\omega \partial_\alpha\|_{L^2}.
\]
\[(3.19)\]

Inserting (3.9) into (3.19), we can have
\[
\|\text{curl}\Omega - 2e^{-\rho}\partial_\rho \partial_\omega \partial_\alpha\|_{L^2} \geq \|\text{curl}\Omega\|_{L^2} - (C \|\omega\|_{L^2} \|\partial \rho\|_{H^2} + 1) \|\omega\|_{H^2}.
\]
\[(3.20)\]

and
\[
\|\text{curl}\Omega - 2e^{-\rho}\partial_\rho \partial_\omega \partial_\alpha\|_{L^2} \leq \|\text{curl}\Omega\|_{L^2} - (C \|\omega\|_{L^2} \|\partial \rho\|_{H^2} + 1) \|\omega\|_{H^2}.
\]
\[(3.21)\]

Adding (3.18) and (3.5), and combining with (3.10), (3.11), (3.20), and (3.21), we can get
\[
\|\omega\|_{H^2} \lesssim \|(v_0, \rho_0, \omega_0)\|_{H^2} \exp(5 \int_0^t \|\partial v\|_{L^\infty_t} \|\partial \rho\|_{L^\infty_t} d\tau).
\]
\[(3.22)\]

**Step 2: higher-order energy estimate of** $\text{div}\omega$. Note (2.7). Using product estimates in Lemma 2.8, we can derive that
\[
\|\text{div}\omega\|_{H^{s_0-1}} = \|\omega \cdot \partial \rho\|_{H^{s_0-1}} \lesssim \|\omega\|_{H^2} \|\partial \rho\|_{H^{s_0-1}}.
\]
\[(3.23)\]

By interpolation formula, we can show that
\[
\|\omega\|_{H^2} \lesssim \|\omega\|_{H^{s_0}} \|\omega\|_{H^{s_0}}.
\]
\[(3.24)\]

Substituting (3.24) to (3.23), we then obtain
\[
\|\text{div}\omega\|_{H^{s_0-1}} \lesssim \|\omega\|_{H^{s_0}} \|\omega\|_{H^{s_0}} \|\partial \rho\|_{H^{s_0}}
\lesssim \left( \|\omega_0\|_{L^2} \exp(\int_0^t \|\partial v\|_{L^\infty_t} \|\partial \rho\|_{L^\infty_t} d\tau) \right)^{\frac{s_0-2}{2}} \|\omega\|_{H^{s_0}} \|\partial \rho_0\|_{H^{s_0}} \exp(\int_0^t \|dv\|_{L^\infty_t} \|d\rho\|_{L^\infty_t} d\tau).
\]

For $\frac{s_0-2}{s_0} \in (0, 1)$, we then get
\[
\|\text{div}\omega\|_{H^{s_0-1}} \lesssim \|\omega_0\|_{L^2} \|\partial \rho_0\|_{H^{s_0}} \|\omega\|_{H^{s_0}} \exp(2 \int_0^t \|dv\|_{L^\infty_t} \|d\rho\|_{L^\infty_t} d\tau).
\]

By Young’s inequality, we can derive that
\[
\|\text{div}W\|_{H^{s_0-1}}^2 \lesssim \|\omega_0\|_{L^2}^2 + \|\partial \rho_0\|_{H^{s_0}}^2 \exp(4 \int_0^t \|dv\|_{L^\infty_t} \|d\rho\|_{L^\infty_t} d\tau) + \frac{1}{100} \|\omega\|_{H^{s_0}}^2.
\]
\[(3.25)\]
Step 3: higher-order energy estimate of \( \text{curl}\varpi \). To get a estimate of \( \text{curl}\varpi \), we need to see the equation (2.6) and (2.8). Note
\[
\| \text{curl}\varpi \|_{L^2_x} = \| e^\rho \Omega \|_{L^2_x} \lesssim \| \Omega \|_{L^2_x},
\]
From (2.6), we known
\[
\frac{d}{dt} \| \Omega \|_{L^2_x}^2 \lesssim \| \partial v \|_{L^\infty_x} \| \Omega \|_{L^2_x} \| \partial \varpi \|_{L^2_x} + \| \partial v \|_{L^\infty_x} \| \Omega \|_{L^2_x}^2.
\]
Thus,
\[
\| \Omega \|_{L^2_x} \lesssim \| \Omega_0 \|_{L^2_x} + \| \partial v \|_{L^1_t L^\infty_x} \| \partial W \|_{L^1_t L^2_x}.
\]
For \( \Omega_0 = e^{-\rho_0} \text{curl}\varpi_0 \), we then have
\[
\| \Omega_0 \|_{L^2_x} \lesssim \| \text{curl}\varpi_0 \|_{L^2_x} \lesssim \| \varpi_0 \|_{H^1_x}.
\]
Substituting the above inequality to (3.26), we obtain
\[
\| \text{curl}\varpi \|_{L^2_x} \lesssim \| \Omega \|_{L^2_x} \lesssim \| \varpi_0 \|_{H^1_x} + \| \partial v \|_{L^1_t L^\infty_x} \| \varpi \|_{L^2_x H^1_x}.
\]
By elliptic estimates, we first note
\[
\| \text{curl}\varpi \|_{H^{s_0-1}_x} = \| \text{curl}\text{curl}\varpi \|_{H^{s_0-2}_x} = \| \text{curl}(e^\rho \Omega) \|_{H^{s_0-2}_x}
\leq \| \partial \rho \cdot \Omega \|_{H^{s_0-2}_x} + \| e^\rho \text{curl}\Omega \|_{H^{s_0-2}_x}
\leq \| \partial \rho \cdot \Omega \|_{H^{s_0-2}_x} + \| \text{curl}\Omega \|_{H^{s_0-2}_x}.
\]
Similarly, by using \( \Omega = e^{-\rho} \text{curl}\varpi \), we then get
\[
\| \text{curl}\Omega \|_{H^{s_0-2}_x} = \| \text{curl}(e^{-\rho} \text{curl}\varpi) \|_{H^{s_0-2}_x}
\lesssim \| \partial \rho \cdot \text{curl}\varpi \|_{H^{s_0-2}_x} + \| \text{curl}\varpi \|_{H^{s_0-1}_x}
\lesssim \| \partial \rho \cdot \Omega \|_{H^{s_0-2}_x} + \| \text{curl}\varpi \|_{H^{s_0-1}_x}.
\]
Seeing from (3.28) and (3.29), we known the difference between \( \| \text{curl}\Omega \|_{H^{s_0-2}_x} \) and \( \| \text{curl}\varpi \|_{H^{s_0-2}_x} \) is only a lower order term \( \| \partial \rho \cdot \Omega \|_{H^{s_0-2}_x} \). Let us see what’s the bound of this lower order term. On one hand, we use Lemma 2.8 taking \( s_1 = \frac{1}{2} + s_0 - 2, s_2 = 1 \) to obtain
\[
\| \partial \rho \cdot \Omega \|_{H^{s_0-2}_x} \lesssim \| \partial \rho \|_{H^{s_0-1}_x} \| \Omega \|_{H^1_x}
\lesssim \| \partial \rho \|_{H^{s_0-1}_x} \| \Omega \|_{H^1_x}
\lesssim (1 + \| \rho \|_{H^1_x}^2) \| \text{curl}\varpi \|_{H^1_x}
\lesssim (1 + \| \rho \|_{H^1_x}^2) \| \varpi \|_{L^2_x} \| \varpi \|_{H^{s_0}_x}.
\]
where we use the fact
\[
\| \Omega \|_{H^1_x} \lesssim \| e^{-\rho} \text{curl}\varpi \|_{H^1_x} \leq (1 + \| \rho \|_{H^1_x}) \| \text{curl}\varpi \|_{H^1_x}.
\]
By using Young’s inequality, we can update (3.30) by
\[
\| \partial \rho \cdot \Omega \|_{H^{s_0-2}_x} \lesssim (1 + \| \rho \|_{H^1_x}^2) \| \varpi \|_{L^2_x} + \frac{1}{16} \| \varpi \|_{H^{s_0}_x}.
\]
We are now in a position to consider \( \|\text{curl}\Omega\|_{\dot{H}^{s_0-2}} \). Operating \( \Lambda^{s_0-2}_x \) on (2.3) give rise to

\[
T \left( \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \right) \\
= -[\Lambda^{s_0-2}_x, T](\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \\
+ \partial^i \left( \Lambda^{s_0-2}_x (2e^{-\rho} \partial_a v^a \partial^a \varpi_a) \right) + \Lambda^{s_0-2}_x R^i_1 \\
+ \Lambda^{s_0-2}_x R^i_2 + \Lambda^{s_0-2}_x R^i_3 + \Lambda^{s_0-2}_x R^i_4 + \Lambda^{s_0-2}_x R^i_5 + \Lambda^{s_0-2}_x R^i_6.
\]

Multiplying \( \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \) on the above equality and integrating it on \( \mathbb{R}^3 \), we have

\[
\frac{d}{dt} \left( \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial^a \varpi^a\|^2_{\dot{H}^{s_0-2}} \right) = \sum_{l=0}^{8} I_l, \quad (3.32)
\]

where

\[
I_0 = \int_{\mathbb{R}^3} \partial_t v^i |\Lambda^{s_0-2}_x (\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial^a \varpi^a)|^2 \, dx,
\]

\[
I_1 = \int_{\mathbb{R}^3} \Lambda^{s_0-2}_x R^i_1 \cdot \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \, dx,
\]

\[
I_2 = \int_{\mathbb{R}^3} \Lambda^{s_0-2}_x R^i_2 \cdot \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \, dx,
\]

\[
I_3 = \int_{\mathbb{R}^3} \Lambda^{s_0-2}_x R^i_3 \cdot \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \, dx,
\]

\[
I_4 = \int_{\mathbb{R}^3} \Lambda^{s_0-2}_x R^i_4 \cdot \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \, dx,
\]

\[
I_5 = \sum_{i=1}^{3} \int_{\mathbb{R}^3} \Lambda^{s_0-2}_x R^i_5 \cdot \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \, dx,
\]

\[
I_6 = \int_{\mathbb{R}^3} \Lambda^{s_0-2}_x R^i_6 \cdot \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \, dx,
\]

\[
I_7 = \int_{\mathbb{R}^3} \partial^i \left( \Lambda^{s_0-2}_x (2e^{-\rho} \partial_a v^a \partial^a \varpi_a) \right) \cdot \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \, dx,
\]

\[
I_8 = \int_{\mathbb{R}^3} [\Lambda^{s_0-2}_x, \nabla](\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \cdot \Lambda^{s_0-2}_x (\text{curl}\Omega^i - 2e^{-\rho} \partial_a \rho \partial^i \varpi^a) \, dx.
\]

We will estimate these terms one by one. For \( I_0 \), by Hölder’s inequality, we can derive

\[
|I_0| \lesssim \|\partial v\|_{L^\infty} \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial^a \varpi^a\|^2_{\dot{H}^{s_0-2}} \quad \text{(3.33)}
\]

By using \( R_1 \) in (2.9), Hölder’s inequality and Lemma 2.9 we have

\[
|I_1| \lesssim \|\partial v\|_{H^{s_0-2}} \|\partial^2 \varpi\|_{\dot{H}^{s_0-2}} \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial^a \varpi^a\|_{\dot{H}^{s_0-2}} \quad \text{(3.34)}
\]

\[
\lesssim \left( \|\partial v\|_{B^{s_0-2}_{\infty,2}} \|\partial^2 \varpi\|_{L^2} + \|\partial v\|_{L^\infty} \|\partial^2 \varpi\|_{\dot{H}^{s_0-2}} \right) \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial^a \varpi^a\|_{\dot{H}^{s_0-2}}.
\]

\[
\lesssim \|\partial v\|_{B^{s_0-2}_{\infty,2}} \|\partial^2 \varpi\|_{H^{s_0-2}} \|\text{curl}\Omega - 2e^{-\rho} \partial_a \rho \partial^a \varpi^a\|_{\dot{H}^{s_0-2}}.
\]
Using $R_6$ in (2.9), Hölder’s inequality, Lemma 2.9, and the product estimate in Besov spaces, we then get

\[
|I_6| \lesssim \| \partial v \cdot \partial \rho \cdot \partial^2 v \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim (\| \partial v \cdot \partial \rho \|_{B^{s_0-2}_{\infty,2}} \| \partial^2 v \|_{L^2} + \| \partial v \cdot \partial \rho \|_{L^\infty} \| \partial^2 v \|_{\dot{H}^{s_0-2}}) \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim (\| \partial v \|_{L^\infty} \| \partial \rho \|_{B^{s_0-2}_{\infty,2}} + \| \partial \rho \|_{L^\infty} \| \partial v \|_{\dot{B}^{s_0-2}_{\infty,2}}) \| \partial^2 v \|_{L^2} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
(3.35) \quad \text{I6} \\
+ \| \partial v \|_{L^\infty} \| \partial \rho \|_{L^\infty} \| \partial^2 v \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim (\| \partial \rho \|_{B^{s_0-2}_{\infty,2}}^2 + \| \partial v \|_{B^{s_0-2}_{\infty,2}}^2) \| \partial^2 v \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}}.
\]

By using $R_2$ in (2.9), Hölder’s inequality and Lemma 2.8, we get

\[
|I_2| \lesssim \| \partial (v, \partial \rho) \cdot \partial \rho \cdot \partial \Omega \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim (\| \partial (v, \partial \rho) \|_{\dot{B}^{s_0-2}_{\infty,2}} \| \partial \Omega \|_{L^2}) \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
+ \| \partial (v, \partial \rho) \|_{L^\infty} \| \partial \Omega \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim (\| \partial v \|_{L^\infty} \| \partial \rho \|_{B^{s_0-2}_{\infty,2}} + \| \partial \rho \|_{L^\infty} \| \partial v \|_{\dot{B}^{s_0-2}_{\infty,2}}) \| \partial \Omega \|_{L^2} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
(3.36) \quad \text{I2} \\
+ (\| \partial \rho \|_{L^\infty} \| \partial v \|_{\dot{B}^{s_0-2}_{\infty,2}}) \| \partial \Omega \|_{L^2} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
+ (\| \partial v \|_{L^\infty} \| \partial \rho \|_{L^\infty} \| \partial \Omega \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim (\| \partial \rho \|_{B^{s_0-2}_{\infty,2}}^2 + \| \partial v \|_{B^{s_0-2}_{\infty,2}}^2) \| \partial \Omega \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}}.
\]

Noting $R_3$ in (2.9) and using Lemma 2.10, we also have

\[
|I_3| \lesssim \| \partial v \partial \rho \partial \varpi \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim (\| \partial v \|_{L^\infty} \| \partial \rho \|_{L^\infty} \| \partial \varpi \|_{\dot{H}^{s_0-2}}) \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
+ \| \partial \rho \|_{L^\infty} \| \partial v \|_{\dot{H}^{s_0-1}} \| \partial \varpi \|_{H^1} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
(3.37) \quad \text{I3} \\
+ \| \partial v \|_{L^\infty} \| \partial \rho \|_{\dot{H}^{s_0-1}} \| \partial \varpi \|_{H^1} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim \left( \| \partial \rho \|_{B^{s_0-2}_{\infty,2}}^2 + \| \partial v \|_{B^{s_0-2}_{\infty,2}}^2 \right) \| \partial \Omega \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}}.
\]

By using $R_4$ in (2.9), Hölder’s inequality and Lemma 2.8, we can show

\[
|I_4| \lesssim \| \partial \varpi \cdot \partial \varpi \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim \| \partial \varpi \|_{H^{s_0-1}}^2 \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}}. \\
(3.38) \quad \text{I4}
\]

Recalling $R_5$ in (2.9) and using Hölder’s inequality and Lemma 2.8 (taking $s_1 = 1, s_2 = 1$), we have

\[
|I_5| \lesssim \| \partial v \cdot \partial \rho \|_{\dot{H}^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}} \\
\lesssim \left( \| \partial v \|_{L^\infty} + \| \partial \rho \|_{L^\infty} \right) \left( \| \partial v \|_{\dot{H}^{s_0-1}} + \| \partial \rho \|_{\dot{H}^{s_0-1}} \right)^2 \| \text{curl} \Omega - 2e^{-\rho} \partial_{a} \rho \partial \varpi^a \|_{\dot{H}^{s_0-2}}. \\
(3.39) \quad \text{I5}
\]
It remains for us to handle the most difficult term $I_7$. Integrating $I_7$ by parts, we get

$$I_7 = \int_{\mathbb{R}^3} \partial^i \left( \Lambda_x^{s_0-2} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \right) \Lambda_x^{s_0-2} \left( \text{curl} \Omega \right) dx$$

$$+ \int_{\mathbb{R}^3} \partial^i \left( \Lambda_x^{s_0-2} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \right) \Lambda_x^{s_0-2} \left( -2e^{-\rho} \partial_a \rho \partial_i \varpi^a \right) dx$$

$$= \int_{\mathbb{R}^3} \partial^i \left\{ \Lambda_x^{s_0-2} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \right\} \Lambda_x^{s_0-2} \left( \text{curl} \Omega \right) dx$$

$$- \int_{\mathbb{R}^3} \left( \Lambda_x^{s_0-2} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \right) \partial^i \Lambda_x^{s_0-2} \left( \text{curl} \Omega \right) dx$$

$$+ \int_{\mathbb{R}^3} \partial^i \left( \Lambda_x^{s_0-2} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \right) \Lambda_x^{s_0-2} \left( -2e^{-\rho} \partial_a \rho \partial_i \varpi^a \right) dx$$

$$= - \int_{\mathbb{R}^3} \left( \Lambda_x^{s_0-2} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \right) \partial^i \Lambda_x^{s_0-2} \left( \text{curl} \Omega \right) dx$$

$$+ \int_{\mathbb{R}^3} \partial^i \left( \Lambda_x^{s_0-2} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \right) \Lambda_x^{s_0-2} \left( -2e^{-\rho} \partial_a \rho \partial_i \varpi^a \right) dx.$$

We note

$$\partial^i \Lambda_x^{s_0-2} \left( \text{curl} \Omega \right) = \Lambda_x^{s_0-2} \text{div}(\text{curl} \Omega) = 0.$$  \hspace{1cm} (3.41) \hspace{1cm} (IB0)

Substituting (3.41) to (3.40), we can update it as

$$I_7 = \int_{\mathbb{R}^3} \partial^i \left( \Lambda_x^{s_0-2} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \right) \Lambda_x^{s_0-2} \left( -2e^{-\rho} \partial_a \rho \partial_i \varpi^a \right) dx.$$

By Plancherel formula, we can obtain

$$I_7 = \int_{\mathbb{R}^3} \xi^i \xi^{s_0-2} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \cdot \xi^{s_0-2} \left( -2e^{-\rho} \partial_a \rho \partial_i \varpi^a \right) d\xi$$

$$= \int_{\mathbb{R}^3} \xi^i \xi^{s_0-\frac{1}{2}} \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \cdot \xi^{s_0-\frac{1}{2}} \left( -2e^{-\rho} \partial_a \rho \partial_i \varpi^a \right) d\xi$$

$$= \int_{\mathbb{R}^3} \Lambda_x^{s_0-\frac{1}{2}} \partial^i \left( 2e^{-\rho} \partial_a v^a \partial^n \varpi_a \right) \Lambda_x^{s_0-\frac{1}{2}} \left( -2e^{-\rho} \partial_a \rho \partial_i \varpi^a \right) dx.$$ 

By Hölder inequality and Lemma 2.8, we can obtain

$$|I_7| \lesssim \left\| \partial v \partial \varpi \right\|_{H^{s_0-\frac{1}{2}}} + \left\| \partial \rho \partial \varpi \right\|_{H^{s_0-\frac{1}{2}}}$$

$$\lesssim \left( \| \partial v \|_{H^{s_0-1}} + \| \partial \rho \|_{H^{s_0-1}} \right) \left\| \partial \varpi \right\|_{H^1}. \hspace{1cm} (3.42) \hspace{1cm} (17)$$

It remains for us to give a bound for $I_8$. By using Lemma 2.16, we can prove

$$|I_8| \lesssim \| [\Lambda_x^{s_0-2}, v \cdot \nabla] (\text{curl} \Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a) \|_{L^2_v}$$

$$\cdot \| \text{curl} \Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a \|_{H^{s_0-2}}$$

$$\lesssim \| \partial v \|_{B^{s_0-2}_\infty} \| \text{curl} \Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a \|_{H^{s_0-2}}^2$$

$$\lesssim \| \partial v \|_{B^{s_0-2}_\infty} \| \text{curl} \Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a \|_{H^{s_0-2}}^2. \hspace{1cm} (3.43) \hspace{1cm} (18)$$
Combining (3.33), (3.34), ... to (3.43), we can derive that
\[
\frac{d}{dt} \left( \| \text{curl} \Omega - 2e^{-\rho} \partial_a \partial \varpi^a \|_{H^{s_0-2}}^2 \right) \\
\leq C \| \partial v \|_{B^{s_0-2}_{2,\infty}}^2 \| \partial^2 \varpi \|_{H^{s_0-2}} + C \| \text{curl} \Omega - 2e^{-\rho} \partial_a \partial \varpi^a \|_{H^{s_0-2}}^2 \\
+ C \left( \| \partial \rho \|_{B^{s_0-2}_{2,\infty}}^2 + \| \partial v \|_{B^{s_0-2}_{2,\infty}}^2 \right) \| \partial \Omega \|_{H^{s_0-2}} \| \text{curl} \Omega - 2e^{-\rho} \partial_a \partial \varpi^a \|_{H^{s_0-2}}^2 \\
+ C \| \partial v, \partial \rho \|_{L^2_\infty} \| \partial \rho, \partial v \|_{H^{s_0-1}} \| \partial \varpi \|_{H^1} \| \text{curl} \Omega - 2e^{-\rho} \partial_a \partial \varpi^a \|_{H^{s_0-2}} \\
+ C \| \partial \varpi \|_{H^{s_0-2}} \| \partial \varpi \|_{H^{s_0-1}} \| \partial \varpi \|_{H^1} + C \| \partial v \|_{B^{s_0-2}_{2,\infty}} \| \text{curl} \Omega - 2e^{-\rho} \partial_a \partial \varpi^a \|_{H^{s_0-2}}^2 \\
(3.44) \text{ [WF]} \\
\]

Denote
\[ K(t) = \| \text{curl} \Omega - 2e^{-\rho} \partial_a \partial \varpi^a \|_{H^{s_0-2}}. \]

Integrating (3.45) from [0, t], we have
\[
K^2(t) - K^2(0) \leq C \int_0^t \| \partial v \|_{B^{s_0-2}_{2,\infty}}^2 \| \partial^2 \varpi \|_{H^{s_0-2}} K(\tau) d\tau \\
+ C \int_0^t \left( \| \partial \rho \|_{B^{s_0-2}_{2,\infty}}^2 + \| \partial v \|_{B^{s_0-2}_{2,\infty}}^2 \right) \| \partial \Omega \|_{H^{s_0-2}} K(\tau) d\tau \\
+ C \int_0^t \| \partial v, \partial \rho \|_{L^2_\infty} \| \partial \rho, \partial v \|_{H^{s_0-1}} \| \partial \varpi \|_{H^1} K(\tau) d\tau \\
+ C \int_0^t \| \partial \varpi \|_{H^{s_0-2}} \| \partial \varpi \|_{H^{s_0-1}} K(\tau) d\tau \\
+ C \int_0^t \| \partial v, \partial \rho \|_{L^2_\infty} \| \partial v, \partial \rho \|_{H^{s_0-1}}^2 K(\tau) d\tau \\
(3.45) \text{ [WF]} \\
\]

By Young’s inequality, we give the upper bound of \( K(t) \)
\[
K^2(t) \geq \| \text{curl} \Omega \|^2_{H^{s_0-2}} - C \| e^{-\rho} \partial \rho \cdot \partial \varpi \|^2_{H^{s_0-2}} \\
\geq \| \text{curl} \Omega \|^2_{H^{s_0-2}} - C \| \partial \rho \|^2_{H^{s_0-1}} \| \partial \varpi \|^2_{H^1} \\
\geq \| \text{curl} \Omega \|^2_{H^{s_0-2}} - C \| \partial \rho \|^2_{H^{s_0-1}} \| \varpi \|^2_{H^2} - 100 \| \varpi \|^2_{H^2} \\
(3.46) \text{ [Up]} \\
\]

By Hölder inequality, we can give the upper bound of \( K(t) \)
\[
K^2(t) \leq \| \text{curl} \Omega \|^2_{H^{s_0-2}} + C \| e^{-\rho} \partial \rho \cdot \partial \varpi \|^2_{H^{s_0-2}} \\
\leq \| \text{curl} \Omega \|^2_{H^{s_0-2}} + C \| \partial \rho \|^2_{H^{s_0-1}} \| \partial \varpi \|^2_{H^1} \\
(3.47) \text{ [Sp]} \\
\]
Adding (3.6) and combining (3.47), (3.46), and (3.45), we therefore get

\[ \| \tilde{\omega} \|_{H^{s_0}}^2 \lesssim \|(v_0, \rho_0, \omega_0)\|_{H^{s_0}}^2 (1 + \|(v_0, \rho_0, \omega_0)\|_{H^{s_0}}) \exp \left( \int_0^t \| d\rho, dv \|_{L^2_\infty} \, d\tau \right) \]

\[ + \int_0^t (\| dv \|_{L^2_\infty} + \| d\rho \|_{L^2_\infty})(1 + \| dv, d\rho \|_{L^2_\infty}) \| \tilde{\omega} \|_{H^{s_0}}^2 \, d\tau \]

\[ + \int_0^t (\| dv, d\rho \|_{B^{s_0-2}_{\infty,2}})(1 + \| dv, d\rho \|_{L^2_\infty}) \| \tilde{\omega} \|_{H^{s_0}}^2 \, d\tau. \]

Using Gronwall inequality, we can get (3.4). Hence, we complete the proof of Theorem 3.2. \( \square \)

Using Theorem 3.1 and 3.2, we can derive the following theorem.

**Theorem 3.3. (Total energy estimates)** Let \( v \) and \( \rho \) be a solution of (1.1). Let \( \rho \) and \( \omega \) be defined as (1.5). Set the energy

\[ E(t) = \| \rho(t) \|_{H^2} + \| v(t) \|_{H^2} + \| \omega(t) \|_{H^{s_0}}, \]

and

\[ E_i(t) = \| \rho(t) \|_{H^2} + \| v(t) \|_{H^2} + \| \omega(t) \|_{H^2}. \]

Then the following estimates

\[ E(t) \lesssim E(0) \exp \left( \int_0^t (\| dv \|_{L^2_{\infty}} + \| d\rho \|_{B^{s_0-2}_{\infty,2}}) \, d\tau \right), \]

(3.48) \textbf{E7}

and

\[ E_i(t) \lesssim E_i(0) \exp \left( \int_0^t (\| dv \|_{L^2_{\infty}} + \| d\rho \|_{L^2_{\infty}}) \, d\tau \right), \]

(3.49) \textbf{W2e}

holds.

Based on these basic energy estimates, we are ready to give a stability theorem as follows.

3.1. Stability theorem.

**Theorem 3.4. (Stability theorem)** Let \( s > s_0 > 2 \). Suppose that \((v, \rho, \omega)\) is a solution of (1.1) with initial data \( v_0, \rho_0, \omega_0 \) and there is a universal \( C \) such that

\[ \| v, \rho \|_{L^2_{\infty} H^s} + \| \omega \|_{L^2_{\infty} H^{s_0}} + \| dv, d\rho \|_{L^2_{\infty} L^2_{\infty}} + \| dv, d\rho, \partial v \|_{L^2_{\infty} B^{s_0-2}_{\infty,2}} \leq C. \]

Let \((\varphi, \psi, V)\) be another solution to (1.1) with the initial data \((\varphi_0, \psi_0) \in H^s, V_0 \in H^{s_0}\) such that \( \varphi, \psi, V \in H^s, d\varphi, d\psi \in L^2_{\infty} L^2_{\infty} \) and \( d\varphi, d\psi \in L^2_{\infty} B^{s_0-2}_{\infty,2} \). Then the following estimate

\[ \| (v - \varphi, \rho - \psi)(t, \cdot) \|_{H^{s-1}} + \| (\omega - V)(t, \cdot) \|_{H^{s_0-2}} \lesssim \| (v_0 - \varphi_0, \rho_0 - \psi_0) \|_{H^{s-1}} \]

(3.50) \textbf{S}

holds.

**Proof.** Let \( U = (\rho, v)^T \) and \( B = (\psi, \varphi)^T \). Then

\[ \partial_t U + \sum_{i=1}^{3} A_i(U) \partial_{x_i} U = 0, \]

\[ \partial_t B + \sum_{i=1}^{3} A_i(B) \partial_{x_i} B = 0. \]
Then $U - B$ satisfies

$$\partial_t (U - B) + \sum_{i=1}^{3} A_i(U) \partial_{x_i} (U - B) = F,$$

where

$$F = - \sum_{i=1}^{3} (A_i(U) - A_i(B)) \partial_{x_i} B.$$ 

The standard energy estimates implies that

$$\frac{d}{dt} \| U - B \|_{H^{s-1}} \leq C_{U,B} \left( \| dU, dB \|_{L_{t}^{\infty}} \| U - B \|_{H^{s-1}} + \| U - B \|_{L_{t}^{\infty}} \| \partial B \|_{H^{s-1}} \right),$$

where $C_{U,B}$ depends on the $L_{x}^{\infty}$ norm of $U, B$. By using $v, \rho, \varpi, \varphi, V \in L_t^{\infty} H^{s}$, $dv, d\rho, d\varphi, d\psi \in L_t^{4} L_{x}^{\infty}$ and $\partial V, \partial \varpi \in L_{x}^{\infty}$, we can derive that

$$\| (U - B)(t, \cdot) \|_{H^{s-1}} \leq C_{U,B} \| (U - B)(0, \cdot) \|_{H^{s}} \leq C_{U,B} \| (v_0 - \varphi_0, \rho_0 - \psi_0) \|_{H^{s}}.$$ (3.51) UB

Since

$$\varpi = \bar{\rho} e^{-\rho} \text{curl} v, \quad V = \bar{\rho} e^{-\psi} \text{curl} \varphi,$$

then

$$\varpi - V = \bar{\rho} e^{-\rho} (\text{curl} v - \text{curl} \varphi) + (\bar{\rho} e^{-\rho} - \bar{\rho} e^{-\psi}) \text{curl} \varphi,$$

we derive the following estimate by Lemma 2.8

$$\| (\varpi - V)(t, \cdot) \|_{H^{s_0-2}} \leq \| \rho \|_{H^{s_0}} \| \text{curl} v - \text{curl} \varphi \|_{H^{s_0-2}} + \| \rho - \psi \|_{H^{s_0-2}} \| \text{curl} \varphi \|_{H^{s_0}}.$$ (3.52) 20

For $s > s_0 > 2$, it follows that

$$\| \text{curl} \varphi \|_{H^{s_0}} = \| V \cdot \psi \|_{H^{s_0}} \lesssim \| V \|_{H^{s_0}} \cdot \| \psi \|_{H^{s_0}}.$$ 

By using elliptic estimate, we have

$$\| \text{curl} v - \text{curl} \varphi \|_{H^{s_0-2}} \lesssim \| v - \varphi \|_{H^{s_0-1}}.$$ 

The above estimates combining with (3.52) tell us that

$$\| (\varpi - V)(t, \cdot) \|_{H^{s_0-2}} \leq C_{\rho,\varphi} \left( \| v - \phi \|_{H^{s_0-1}} + \| \rho - \psi \|_{H^{s_0-2}} \right) \leq C_{\rho,\varphi} \| (v_0 - \varphi_0, \rho_0 - \psi_0) \|_{H^{s_0-1}},$$ (3.53) WW

where $C_{\rho,\varphi}$ is a constant depending with $\| \rho \|_{H^{s_0}}$ and $\| \varphi \|_{H^{s_0}}$. From (3.51) and (3.53), we complete the proof of Theorem 3.4.

As a direct result of Theorem 3.4, we can deduce:

**Corollary 3.5.** (Uniqueness of solution) Let $s > s_0 > 2$. Suppose $(v, \rho, \varpi)$ and $(\varphi, \psi, V)$ be solutions of (1.11) with initial data $v_0, \rho_0$ satisfying $v_0, \rho_0 \in H^s$, $\varpi_0 = \bar{\rho} e^{-\rho_0} \text{curl} v_0 \in H^{s_0}$. Then we have

$$v = \varphi, \quad \rho = \psi, \quad \varpi = V.$$
4. REDUCTION TO THE CASE OF SMOOTH INITIAL DATA

In this part, we reduce Theorem 1.2 to the case of smooth initial data by compactness arguments.

**Proposition 4.1.** Let $s > s_0 > 2$. For each $M_0 > 0$, there exists $T, M, C > 0$ such that, for each smooth initial data $(v_0, \rho_0, \omega_0)$ which satisfies

$$
\|(v_0, \rho_0)\|_{H^s} + \|\omega_0\|_{H^{s_0}} \leq M_0,
$$

there exists a smooth solution $(v, \rho, \omega)$ to (2.2) on $[-T, T] \times \mathbb{R}^3$ satisfying

$$
\|(v, \rho)\|_{H^s} + \|\omega\|_{H^{s_0}} \leq M.
$$

Furthermore, the solution satisfies the conditions

(1) dispersive estimate for $v, \rho$ and $v_+$

$$
\|dv, d\rho\|_{L^2_t C^0_x} + \|\partial v_+, d\rho, dv\|_{L^2_t H^{s_0-2}} \leq M,
$$

(2) Let $f$ satisfy equation (1.19). For each $1 \leq r \leq s_0 + 1$, the Cauchy problem (1.19) is well-posed in $H^r \times H^{r-1}$, and the following estimate holds:

$$
\| (\partial)^k f \|_{L_t^2 L_x^\infty} \lesssim \|f_0\|_{H^r} + \|f_1\|_{H^{r-1}} + \|G\|_{L_t^1 H^r \cap L_t^1 H^{r-1}} + \|B\|_{L_t^1 H^{r-1}}, \quad k < r - 1.
$$

In the following, we will use Proposition 4.1 to prove Theorem 1.2.

**proof of Theorem 1.2** Consider arbitrary initial data $(v_0, \rho_0) \in H^s$, $\omega_0 \in H^{s_0}$ satisfying

$$
\|v_0\|_{H^s} + \|\rho_0\|_{H^s} + \|\omega_0\|_{H^{s_0}} \leq R.
$$

Let $(v^k_0, \rho^k_0, \omega^k_0)$ be a sequence of smooth data converging to $(v_0, \rho_0, \omega_0)$, which also satisfy the same bound. By Proposition 4.1, there exists the corresponding solutions $(v^k, \rho^k, \omega^k)$ satisfying (2.2).

Note that the solutions of (1.1) also satisfy the symmetric hyperbolic system (2.1). Set $U^k = (\rho^k, v^k)$, $k \in \mathbb{Z}^+$. For $j, l \in \mathbb{Z}^+$, we then have

$$
\partial_t U^j + \sum_{i=1}^3 A_i(U^k) \partial_i U^j = 0,
$$

$$
\partial_t U^l + \sum_{i=1}^3 A_i(U^l) \partial_i U^l = 0.
$$

The standard energy estimates implies that

$$
\frac{d}{dt} \|U^j - U^l\|_{H^{s-1}} \leq C_{U^j, U^l} \left( \|dU^j, dU^l\|_{L^\infty_t} \|U^j - U^l\|_{H^{s-1}} + \|U^j - U^l\|_{L^\infty_t} \|\partial U^l\|_{H^{s-1}} \right),
$$

where $C_{U^j, U^l}$ depends on the $L^\infty_t$ norm of $U^j, U^l$. By Strichartz estimates of $dv^k, d\rho^k, k \in \mathbb{Z}^+$ in Proposition 4.1, we could derive that

$$
\|(U^j - U^l)(t, \cdot)\|_{H^{s-1}} \lesssim \|(U^j - U^l)(0, \cdot)\|_{H^{s-1}}
$$

$$
\lesssim \|(v^j_0 - v^l_0, \rho^j_0 - \rho^l_0)\|_{H^{s-1}}.
$$

As a result, $\{(v^k, \rho^k)\}_{k=1}^\infty$ is a Cauchy sequence in $C([-T, T]; H^{s-1})$. Denote

$$
\lim_{k \to \infty} (v^k, \rho^k) = (v, \rho).
$$
Thus, \( v, \rho \) is in \( C([-T, T]; H^{s-1}) \). Since
\[
\varpi^k = \bar{\rho}^{-1} e^{-\rho^k} \text{curl} v^k, \quad k \in \mathbb{Z}^+.
\]
Due to product estimates and elliptic estimates, we have
\[
\|\varpi^k - \varpi^l\|_{H^{s-2}} \lesssim (\|v^k - v^l\|_{H^{s-1}} + \|\rho^k - \rho^l\|_{H^{s-1}})
\]
\[
\lesssim (\|v_0^k - v_0^l\|_{H^s} + \|\rho_0^k - \rho_0^l\|_{H^s}).
\]
Above, in the last line we use Lemma 2.7. This implies that \( \varpi^k \) is a Cauchy sequence in \( C([-T, T]; H^{s-2}) \).
We denote the limit
\[
\lim_{k \to \infty} \varpi^k = \varpi,
\]
and \( W \) is in \( C([-T, T]; H^{s-2}) \).

Since \( v^k, \rho^k \) is uniformly bounded in \( C([-T, T]; H^s) \) and \( \varpi^k \) is bounded in \( C([-T, T]; H^{s-2}) \) respectively. Thus, \( (v, \rho) \in C([-T, T]; H^s), \varpi \in C([-T, T]; H^{s-2}) \). On the other hand, using Proposition 4.1 \( dv^k \) and \( dr^k \) are uniformly bounded in \( L^2([-T, T]; C^0) \). Consequently, \( \{(dv^k, dr^k)\}_{k \geq 1} \) converges to \( (dv, dr) \) in \( L^2([-T, T]; L^\infty) \).

We also have \( dv^k \) and \( dr^k \) bounded in \( L^2([-T, T]; \dot{B}_{\infty, 2}^{s-2}) \). This combines with \( \{(dv^k, dr^k)\}_{k \geq 1} \) converging to \( (dv, dr) \) in \( L^2([-T, T]; \dot{B}_{\infty, 2}^{s-2}) \). We have \( dv, dr \in L^2([-T, T]; \dot{B}_{\infty, 2}^{s-2}) \). Set
\[
v = v_+ + \eta, \quad \eta = (-\Delta)^{-1}(\rho \text{curl} \varpi).
\]
We can derive
\[
\|\partial v_+\|_{\dot{B}_{\infty, 2}^{s-2}} \leq \|\partial v\|_{\dot{B}_{\infty, 2}^{s-2}} + \|\partial \eta\|_{\dot{B}_{\infty, 2}^{s-2}}.
\]
By Sobolev inequality, elliptic estimate, and \( (3.49) \), we have
\[
\|\partial \eta\|_{\dot{B}_{\infty, 2}^{s-2}} \lesssim \|\partial(-\Delta)^{-1}(\rho \text{curl} \varpi)\|_{\dot{B}_{2, 2}^{s-\frac{1}{2}}}
\]
\[
\lesssim \|\rho \text{curl} \varpi\|_{\dot{H}^{s-\frac{1}{2}}}
\]
\[
\lesssim (1 + \|\rho\|_{H^2})\|\varpi\|_{H^{s-\frac{1}{2}}}
\]
\[
\lesssim (1 + \|\rho_0\|_{H^2})\|\varpi_0\|_{H^s} \exp(2 \int_0^t \|dv, dr\|_{L^\infty} d\tau).
\]
As a result, we have \( \partial \eta \in L^2([-T, T]; \dot{B}_{\infty, 2}^{s-2}) \). So we can obtain \( \partial v_+ \in L^2([-T, T]; \dot{B}_{\infty, 2}^{s-2}) \). At this stage, we complete the proof of Theorem 1.2.

5. Reduction to existence for small, smooth, compactly supported data

In this section, our goal is to give a reduction of Proposition 4.1 to the existence for small, smooth, compactly supported data using physical localization arguments.

**Proposition 5.1.** Let \( s > s_0 > 2 \). Assume \( (1.16) \) and \( (1.15) \) hold. Suppose the initial data \( (v_0, \rho_0, \varpi_0) \) be smooth, supported in \( B(0, c + 2) \) and satisfying
\[
\|v_0\|_{H^s} + \|\rho_0\|_{H^s} + \|\varpi_0\|_{H^{s_0}} \leq \epsilon_3.
\]
Then the Cauchy problem \( (2.2) \) admits a smooth solution \( v, \rho, \varpi \) on \([-1, 1] \times \mathbb{R}^3\), which have the following properties:
(1) energy estimate
\[ \|v\|_{L^\infty_t H^s} + \|\rho\|_{L^\infty_t H^s} + \|\varpi\|_{H^{s_0}} \leq \epsilon_2. \] (5.2)

(2) dispersive estimate for \(v\) and \(\rho\)
\[ \|dv, d\rho\|_{L^2_t C^{s_1}_x} + \|d\rho, \partial v, dv\|_{L^2_t B^{s_0-2}_{\infty,2}} \leq \epsilon_2, \] (5.3)

(3) dispersive estimate for the linear equation

Let \(f\) satisfy the equation (1.19). For each \(1 \leq r \leq s_0 + 1\), the Cauchy problem (1.19) is well-posed in \(H^r \times H^{r-1}\), and the following estimate holds:
\[ \| (\partial_t)^k f \|_{L^2_t L^\infty_x} \lesssim \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}} + \| G \|_{L^\infty_t H^{r-1} \cap L^1_t H^r} + \| B \|_{L^1_t H^{r-1}}, \quad k < r - 1. \] (5.4)

proof of Proposition 5.1 by Proposition 4.1. In Proposition 4.1, the corresponding statement is considering the small, supported data. While, the initial data is large in Proposition 5.1. Firstly, by using a scaling method, we can reduce the initial data in Proposition 5.1 to be small.

Step 1: Scaling. Assume
\[ \|v_0\|_{H^s} + \|\rho_0\|_{H^s} + \|\varpi_0\|_{H^{s_0}} \leq M_0. \] (5.5)

If taking the scaling
\[ v(t,x) = v(Tt,Tx), \quad \rho(t,x) = \rho(Tt,Tx), \quad \varpi(t,x) = \varpi(Tt,Tx) \]
we then obtain
\[ \|v(0)\|_{\dot{H}^s} + \|\rho(0)\|_{\dot{H}^s} \leq M_0 T^{s-\frac{1}{2}}, \quad \|\varpi(0)\|_{H^{s_0}} \leq M_0 T^{s_0-\frac{1}{2}}. \]

Let \(\epsilon_3\) be stated in (1.16). Choose sufficiently small \(T\) such that
\[ M_0 T^{s_0-\frac{1}{2}} \ll \epsilon_3. \]

Therefore, we get
\[ \|v(0)\|_{\dot{H}^s} \leq \epsilon_3, \quad \|\rho(0)\|_{\dot{H}^s} \leq \epsilon_3, \quad \|\varpi(0)\|_{H^{s_0}} \leq \epsilon_3. \]

Secondly, to reduce the initial data with support set, we need a physical localization technique.

Step 2: Localization.

The propagation speed of (2.2) is also finite. We then let \(c\) be the largest speed of (2.2). Set \(\chi\) be a smooth function supported in \(B(0,c+2)\), and which equals 1 in \(B(0,c+1)\). For given \(y \in \mathbb{R}^3\), we define the localized initial data for the velocity and density near \(y\):
\[ \tilde{v}_0(x) = \chi(x-y) (v_0(x) - v_0(y)), \]
\[ \tilde{\rho}_0(x) = \chi(x-y) (\rho_0(x) - \rho_0(y)). \]

Based on these quantities \(v_0^y\) and \(\rho_0^y\). Followed by (1.3), we set
\[ \tilde{\varpi}_0 = \tilde{\rho}_0 e^{-\tilde{\rho}_0} \text{curl} \varpi_0 = \tilde{\rho}_0 e^{-\tilde{\rho}_0} \tilde{\omega}_0, \] (5.6)
then \(\tilde{\omega}_0\) is the specific vorticity. Since \(s,s_0 \in (2, \frac{5}{2})\), we can verify
\[ \|\tilde{v}_0, \tilde{\rho}_0\|_{H^s} \lesssim \|v_0, \rho_0\|_{\dot{H}^s} \lesssim \epsilon_3. \] (5.7)

By calculation on (5.6), we have
\[ \tilde{\omega}_0 = \tilde{\rho}_0^{-1} e^{-\tilde{\rho}_0} \nabla \chi(x-y) \cdot (v_0(x) - v_0(y)) + \chi(x-y) \tilde{\rho}_0^{-1} e^{-\tilde{\rho}_0} \text{curl} v_0. \] (5.8)
Hence, we derive that
\[ \| \tilde{\omega}_0 \|_{L^2} \leq \| \partial v_0 \|_{L^2} \lesssim \epsilon_3. \]  \tag{5.9} \]
Substituting \( \tilde{\omega}_0 = \tilde{\rho}^{-1} e^{-\tilde{\rho} v_0} \) curl \( v_0 \) into (5.8), we can update (5.8) as
\[ \tilde{\omega}_0 = \tilde{\rho}^{-1} e^{-\tilde{\rho} v_0} \nabla \chi(x-y) \cdot (v_0(x) - v_0(y)) + \chi(x-y) e^{-\tilde{\rho} + \rho_0} \tilde{\omega}_0. \]

Therefore, we can obtain
\[ \| \tilde{\omega}_0 \|_{H^{s_0}} = \| \tilde{\rho}^{-1} e^{-\tilde{\rho} v_0} \nabla \chi(x-y) \cdot (v_0(x) - v_0(y)) + \chi(x-y) e^{-\tilde{\rho} + \rho_0} \tilde{\omega}_0 \|_{H^{s_0}} \leq \| \tilde{\omega}_0 \|_{\tilde{H}^{s_0}} + \| v_0 \|_{\tilde{H}^{s_0}} + \| \rho_0 \|_{H^{s_0}} \lesssim \epsilon_3. \]  \tag{5.10} \]
Adding (5.9) and (5.10), we can get
\[ \| \tilde{\omega}_0 \|_{H^{s_0}} \lesssim \epsilon_3. \]  \tag{5.11} \]
By Proposition [5.1], there is a smooth solution \((\tilde{v}, \tilde{\rho}, \tilde{\omega})\) on \([-1, 1] \times \mathbb{R}^3\) satisfying the following equation
\[ \begin{cases} 
\square \tilde{v} = -\tilde{\rho} \tilde{c}_s^2 \text{curl} \tilde{\omega} + \tilde{Q}, \\
\square \tilde{\rho} = \tilde{D}, \\
T \tilde{\omega} = (\tilde{\omega} \cdot \nabla) \tilde{v}.
\end{cases} \]  \tag{5.12} \]

Above, \( \tilde{c}_s^2, \tilde{D}, \tilde{Q}, \) and \( \tilde{g} \) are defined by
\[ \tilde{c}_s^2 := \frac{dp(\tilde{\rho})}{d\tilde{\rho}}, \quad \tilde{c}_s' := \frac{d\tilde{c}_s}{d\tilde{\rho}}, \quad \tilde{Q} := 2e^{\tilde{\rho}^i} T^a \tilde{\omega} \big( \tilde{\omega} \big)^b = (1 + \tilde{c}_s^{-1} \tilde{c}_s') \tilde{g} \tilde{g}^{ab} \partial_a \tilde{\rho} \partial_b \tilde{\omega}, \]  \tag{5.13} \]
\[ \tilde{D} := -3\tilde{c}_s^{-1} \tilde{c}_s' \tilde{g}^{ab} \partial_a \tilde{\rho} \partial_b \tilde{\rho} + 2 \sum_{1 \leq \alpha, \beta \leq 3} \{ \partial_a \tilde{v}^a \partial_b \tilde{v}^b - \partial_a (\tilde{v}^a \partial_b (\tilde{v}^a)) \}, \quad \tilde{g} := -dt \otimes dt + \tilde{c}_s^{-2} (\tilde{\rho}^a) \sum_{a=1}^3 (dx^a - \tilde{v}^a dt) \otimes (dx^a - \tilde{v}^a dt), \]

and the specific vorticity \( \tilde{\omega} \) satisfies
\[ \tilde{\omega} = \tilde{\rho}^{-1} e^{-\tilde{\rho}} \text{curl} \tilde{\omega}. \]  \tag{5.14} \]
Set
\[ \tilde{\omega}_+ := \tilde{v} - \tilde{\eta}, \quad \Delta \tilde{\eta} := -\tilde{\rho} \text{curl} \tilde{\omega}. \]  \tag{5.15} \]
By Proposition [5.1] again, we can find the solution of (5.13) satisfying
\[ \| \tilde{v} \|_{H^s} + \| \tilde{\rho} \|_{H^s} + \| \tilde{\omega} \|_{H^{s_0}} \leq \epsilon_2, \]  \tag{5.16} \]
and
\[ \| d\tilde{v}, d\tilde{\rho} \|_{L_t^2 C_x^4} + \| d\tilde{v}, \partial \tilde{\omega}_+, d\tilde{\rho} \|_{L_t^2 B^0_{2,\infty} - 2} \leq \epsilon_2. \]  \tag{5.17} \]
Furthermore, the linear equation
\[ \begin{cases} 
\square \tilde{f} = T \tilde{G} + \tilde{B}, \\
\tilde{f}(t_0, \cdot) = \tilde{f}_0, \quad T \tilde{f}(t_0, \cdot) = \tilde{f}_1,
\end{cases} \]  \tag{5.18} \]

admits a solution \( \tilde{f} \in C([0, T], H^r) \times C^1([0, T], H^{r-1}) \), and the following estimate holds:
\[ \| (\tilde{f})^k \|_{L_t^2 L_x^{\infty}} \lesssim \| \tilde{f}_0 \|_{H^r} + \| \tilde{f}_1 \|_{H^{r-1}} + \| \tilde{G} \|_{L_t^2 H^{r-1} \cap L_t^1 H^r} + \| \tilde{B} \|_{L_t^1 H^{r-1}}, \quad k < r - 1. \]  \tag{5.19} \]
Consequently, \((\tilde{v} + v_0(y), \tilde{\rho} + \rho_0(y), \tilde{\omega})\) is also a solution of (5.12), and its initial data coincides with \((v_0, \rho_0, \omega_0)\) in \( B(y, c + 1) \). Giving the restrictions, for \( y \in \mathbb{R}^3 \),
\[ (\tilde{v} + v_0(y)) |_{K^y}, \quad (\tilde{\rho} + \rho_0(y)) |_{K^y}, \quad \tilde{\omega} |_{K^y}, \]  \tag{5.20} \]
where \( K^y = \{(t, x) : ct + |x - y| \leq c + 1, |t| < 1\} \), then the restrictions \((5.20)\) solve \((1.1)-(1.2)\) on \( K^y \).

By finite speed of propagation, a smooth solution \((v, \rho, \varpi)\) solves \((2.2)\) in \([-1, 1] \times \mathbb{R}^3\), where \(v, \rho\) and \(\varpi\) is denoted by

\[
\begin{align*}
v(t, x) &= \tilde{v} + v_0(y), \quad (t, x) \in K^y, \\
\rho(t, x) &= \tilde{\rho} + \rho_0(y), \quad (t, x) \in K^y, \\
\varpi(t, x) &= \tilde{\varpi}, \quad (t, x) \in K^y.
\end{align*}
\]

(5.21)

We also can obtain the initial information

\[
(v, \rho, \varpi) = (v_0, \rho_0, \varpi_0).
\]

Therefore, the function \((v, \rho, \varpi)\) defined in \((5.21)\) is the solution of \((2.2)\) according to the uniqueness of solutions, i.e. Corollary 3.5. By \((5.16)\) and \((5.17)\), we can obtain that \((5.4)\) and \((4.3)\), which is stated in Proposition 4.1. It remains for us to prove \((5.4)\) in Proposition 4.1. Consider the solution \(f\) for

\[
\begin{align*}
\Box_y f &= TG + B, \\
f(0) &= f_0, \quad Tf(0) = f_1.
\end{align*}
\]

(5.22)

Take

\[
\begin{align*}
\tilde{f}_0 &= \chi(x - y)f_0, \\
\tilde{f}_1 &= \chi(x - y)f_1, \\
\tilde{G} &= \chi(x - y)G, \\
\tilde{B} &= \chi(x - y)B.
\end{align*}
\]

By finite speed of propagation, we can conclude that \(\tilde{f} = f\) in \(K^y\). We write \(f\) as

\[
f(t, x) = \sum_{y \in \mathbb{Z}^n} \psi(x - y) \tilde{f}(t, x).
\]

For \(1 \leq r \leq 1 + s_0\) and \(k < r - 1\), using \((5.4)\), it follows that

\[
\begin{align*}
\| (\partial)^k f \|_{L^2_t L^\infty_x}^2 &\leq \sum_{y \in \mathbb{Z}^n} \| \psi(x - y) (\partial)^k \tilde{f}(x, t) \|_{L^2_t L^\infty_x}^2 \\
&\lesssim \sum_{y \in \mathbb{Z}^n} (\| \chi(x - y)f_0 \|_{H^r \times H^{r-1}}^2 + \| \chi(x - y)f_1 \|_{H^r \times H^{r-1}}^2 \\
&\quad + \| \chi(x - y)G \|_{L^p_t H^{r-1} \cap L^1_t H^r} + \| \chi(x - y)B \|_{L^1_t H^{r-1}}) \\
&\lesssim \| f_0 \|_{H^r \times H^{r-1}}^2 + \| f_1 \|_{H^r \times H^{r-1}}^2 + \| G \|_{L^p_t H^{r-1} \cap L^1_t H^r} + \| B \|_{L^1_t H^{r-1}}.
\end{align*}
\]

At this stage, we have finished the proof.

6. A BOOTSTRAP ARGUMENT

Let \(\mathbf{m}\) be a standard Minkowski metric satisfying

\[
\mathbf{m}^{00} = -1, \quad \mathbf{m}^{ij} = \delta^{ij}, \quad i, j = 1, 2, 3.
\]

Taking \(v = 0, \rho = 0\) in \(g\), the inverse matrix of the metric \(g\) is

\[
g^{-1}(0) = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & c_s^2(0) & 0 & 0 \\
0 & 0 & c_s^2(0) & 0 \\
0 & 0 & 0 & c_s^2(0)
\end{pmatrix}.
\]
By a linear change of coordinates which preserves $dt$, we may assume that $g^{\alpha\beta}(0) = m^{\alpha\beta}$. Let $\chi$ be a smooth cut-off function supported in the region $B(0, 3 + 2c) \times [-\frac{3}{2}, \frac{3}{2}]$, which equals to 1 in the region $B(0, 2 + 2c) \times [-1, 1]$. Set

$$g = \chi(t, x)(g - g(0)) + g(0).$$

Here

$$g = -dt \otimes dt + c_s^{-2}(\rho) \sum_{a=1}^{3} (dx^a - v^a dt) \otimes (dx^a - v^a dt).$$

Consider the following system

$$\begin{align*}
\Box g v^i &= -e^\rho c_s^2 \text{curl} \omega^i + Q^i, \\
\Box g \rho &= D, \\
T \omega &= (\omega \cdot \nabla)v,
\end{align*}$$

(6.1) \[\text{CSN}\]

where $Q^i$, $E^i$, and $D$ are null forms relative to $g$, which are defined by

$$Q^i := 2e^\rho e_{ab}^{(s)} v^a W^b - (1 + c_s^{-1} e')^\alpha g^{\alpha\beta} \partial_\alpha \rho \partial_\beta v^i,$$

$$D := -3c_s^{-1} c_s' g^{\alpha\beta} \partial_\alpha \rho \partial_\beta \rho + 2 \sum_{1 \leq a < b \leq 3} \{ \partial_a v^a \partial_b v^b - \partial_a v^b \partial_b v^a \}. $$

(6.2) \[\text{CSN}\]

We denote by $\mathcal{H}$ the family of smooth solutions $(v, \rho, \omega)$ to Equation (6.1) for $t \in [-2, 2]$, with the initial data $(v_0, \rho_0, \omega_0)$ supported in $B(0, 2 + c)$, and for which

$$\|v_0\|_{H^s} + \|\rho_0\|_{H^s} + \|\omega_0\|_{H^{s_0}} \leq \epsilon_3,$$

(6.3) \[401\]

$$\|v\|_{L^\infty_t H^s} + \|\rho\|_{L^\infty_t H^s} + \|\omega\|_{L^\infty_t H^{s_0}} \leq 2\epsilon_2,$$

(6.4) \[402\]

$$\|dv, d\rho, \partial v_+\|_{L^2_t C^k_x} + \|d\rho, \partial v_+, dv\|_{L^2_t B^{s_0-2}_{\infty,2}} \leq 2\epsilon_2.$$ 

(6.5) \[403\]

Therefore, the bootstrap argument can be stated as follows:

**Proposition 6.1.** Assume that (1.16) holds. Then there is a continuous functional $G : \mathcal{H} \to \mathbb{R}^+$, satisfying $G(0) = 0$, so that for each $(v, \rho, \omega) \in \mathcal{H}$ satisfying $G(v, \rho) \leq 2\epsilon_1$ the following hold:

1. The function $v, \rho, and \omega$ satisfies $G(v, \rho) \leq \epsilon_1$.
2. The following estimate holds,

$$\|v\|_{L^\infty_t H^s} + \|\rho\|_{L^\infty_t H^s} + \|\omega\|_{L^\infty_t H^{s_0}} \leq \epsilon_2,$$

(6.6) \[404\]

$$\|dv, d\rho, \partial v_+\|_{L^2_t C^k_x} + \|d\rho, \partial v_+, dv\|_{L^2_t B^{s_0-2}_{\infty,2}} \leq \epsilon_2.$$ 

(6.7) \[405\]

3. For $1 \leq k \leq s_0 + 1$, the equation (1.19) endowed with the metric $g$ is well-posed in $H^r \times H^{r-1}$, and the Strichartz estimates (5.4) hold.

**proof of Proposition** [5.1] **by Proposition** [6.1] By using the standard continuity method in [32], we can prove Proposition [5.1] by Proposition [6.1]. □
7. Regularity of the characteristic hypersurface

In this part, we will prove Proposition 6.1 by analysing the regularity of characteristic hypersurface and Strichartz estimates of linear wave equations, which is stated in Proposition 7.2 and Proposition 8.1. This well-known strategy is proposed by Smith-Tataru [32]. The functional \( G(v, \rho) \leq \varepsilon_1 \) will be defined later, and one can see (7.2) for details. Let \((v, \rho, \varpi) \in \mathcal{H}\), and the corresponding metric \( g \) which equals the Minkowski metric for \( t \in [-2, -\frac{3}{2}] \). Let \( \Gamma_\theta \) be the flowout of this section under the Hamiltonian flow of \( g \). For each \( \theta \), the null Lagrangian manifold \( \Gamma_\theta \) is the graph of a null covector field given by \( dr_\theta \), where \( r_\theta \) is a smooth extension of \( \theta \cdot x - t \), and that the level sets of \( r_\theta \) are small perturbations of the level sets of the function \( \theta \cdot x - t \) in a certain norm captured by \( G \). We also let \( \Sigma_{\theta, r} \) for \( r \in \mathbb{R} \) denote the level sets of \( r_\theta \). The characteristic hypersurface \( \Sigma_{\theta, r} \) is thus the flowout of the set \( \theta \cdot x = r - 2 \) along the null geodesic flow in the direction \( \theta \) at \( t = -2 \).

Let us introduce an orthonormal sets of coordinates on \( \mathbb{R}^3 \) by setting \( x_\theta = \theta \cdot x \). Let \( x_\theta' \) be given orthonormal coordinates on the hyperplane perpendicular to \( \theta \), which then define coordinates on \( \mathbb{R}^3 \) by projection along \( \theta \). Then \((t, x_\theta')\) induce the coordinates on \( \Sigma_{\theta, r} \), and \( \Sigma_{\theta, r} \) is given by

\[
\Sigma_{\theta, r} = \{(t, x) : x_\theta = \phi_{\theta, r} = 0\}
\]

for a smooth function \( \phi_{\theta, r}(t, x_\theta') \). We now introduce two norms for functions defined on \([-2, 2] \times \mathbb{R}^3\),

\[
\|u\|_{s_0, \infty} = \sup_{-2 \leq t \leq 2} \sup_{0 \leq j \leq 1} \|\partial_t^j u(t, \cdot)\|_{H^{s_0 - j}(\mathbb{R}^3)},
\]

\[
\|u\|_{s_0, 2} = \left( \sup_{0 \leq j \leq 1} \int_{-2}^2 \|\partial_t^j u(t, \cdot)\|_{L^2(\mathbb{R}^3)}^2 dt \right)^{\frac{1}{2}}.
\]

The same notation applies for functions in \([-2, 2] \times \mathbb{R}^3\). We denote

\[
\|f\|_{s_0, 2, \Sigma_{\theta, r}} = \|f|_{\Sigma_{\theta, r}}\|_{s_0, 2},
\]

where the right hand side is the norm of the restriction of \( f \) to \( \Sigma_{\theta, r} \), taken over the \((t, x_\theta')\) variables used to parametrise \( \Sigma_{\theta, r} \). Similarly, the notation

\[
\|f\|_{H^{s_0}(\mathbb{R}^2)}
\]

denotes the \( H^{s_0}(\mathbb{R}^2) \) norm of \( f \) restricted to the time \( t \) slice of \( \Sigma_{\theta, r} \) using the \( x_\theta' \) coordinates on \( \Sigma_{\theta, r} \).

We now set

\[
G(v, \rho) = \sup_{\theta, \rho} \|d\phi_{\theta, r} - dt\|_{s_0, 2, \Sigma_{\theta, r}}.
\]

**Proposition 7.1.** Let \((v, \rho, \varpi) \in \mathcal{H}\) so that \( G(v, \rho) \leq 2\varepsilon_1 \). Then

\[
\|g^{\alpha\beta} - m^{\alpha\beta}\|_{s_0, 2, \Sigma_{\theta, r}} + \|2^j (g^{\alpha\beta} - S_j g^{\alpha\beta})\|_{s_0 - 1, 2, \Sigma_{\theta, r}} \lesssim \varepsilon_2. \tag{7.3}
\]

**Proposition 7.2.** Let \((v, \rho, \varpi) \in \mathcal{H}\) so that \( G(v, \rho) \leq 2\varepsilon_1 \). Then

\[
G(v, \rho) \lesssim \varepsilon_2. \tag{7.4}
\]

Furthermore, for each \( t \) it holds that

\[
\|d\phi_{\theta, r}(t, \cdot) - dt\|_{C^{1, 5}_{x_\theta'}} \lesssim \varepsilon_2 + \|d\mathbf{g}(t, \cdot)\|_{C^4_2(\mathbb{R}^3)}. \tag{7.5}
\]
7.1. Energy estimates on the characteristic hypersurface. Let \((v, \rho, \varpi) \in \mathcal{H}\). Then the following estimates hold:

\[
\|v, \rho\|_{s, \infty} + \|\varpi\|_{s, \infty} + \|dv, d\rho, \partial v_+\|_{L^2_t C^\delta_x} + \|d\rho, \partial v_+, dv\|_{L^2_t \dot{H}^{\alpha-2}} \lesssim \epsilon_2. \tag{7.6}
\]

It suffices to prove Proposition 7.1 and Proposition 7.2 for \(\theta = (0, 0, 1)\) and \(r = 0\). We fix this choice, and suppress \(\theta\) and \(r\) in our notation. We use \((x_3, x')\) instead of \((x_\theta, x'_\theta)\). Then \(\Sigma\) is defined by

\[
\Sigma = \{x_3 - \phi(t, x') = 0\}.
\]

The hypothesis \(G \leq 2\epsilon_1\) implies that

\[
\|d\phi_{\theta, r}(t, \cdot) - dt\|_{s_0, 2, \Sigma} \lesssim 2\epsilon_1. \tag{7.7}
\]

By using Sobolev imbedding, we have

\[
\|d\phi(t, x') - dt\|_{L^2_t C^{\delta, 1}} + \|\partial_t d\phi(t, x')\|_{L^2_t C^{\delta, 0}} \lesssim \epsilon_1. \tag{7.8}
\]

Let us now introduce two lemmas in Smith-Tataru’s paper [32].

**Lemma 7.3.** [32] Let \(\tilde{h}(t, x) = h(t, x', x_3 + \phi(t, x'))\). Then we have

\[
\|\tilde{h}\|_{s_0, \infty} \lesssim \|h\|_{s_0, \infty}, \quad \|d\tilde{h}\|_{L^2_t L^\infty} \lesssim \|dh\|_{L^2_t L^\infty}, \quad \|\tilde{h}\|_{H^{s_0}_x} \lesssim \|h\|_{H^{s_0}_x}. \tag{7.10}
\]

**Lemma 7.4.** [32] For \(r \geq 1\), we have

\[
\sup_{t \in [-2, 2]} \|f\|_{H^{r-\frac{1}{2}}(\mathbb{R}^n)} \lesssim \|f\|_{r, 2},
\]

\[
\sup_{t \in [-2, 2]} \|f\|_{H^{r-\frac{3}{2}}(\Sigma_t)} \lesssim \|f\|_{r, 2, \Sigma}.
\]

If \(r > \frac{n+1}{2}\), then

\[
\|hf\|_{r, 2} \lesssim \|h\|_{r, 2} \|f\|_{r, 2}.
\]

Similarly, if \(r > \frac{n}{2}\), then

\[
\|hf\|_{r, 2, \Sigma} \lesssim \|h\|_{r, 2, \Sigma} \|f\|_{r, 2, \Sigma}.
\]

**Lemma 7.5.** Suppose \(U\) satisfy the hyperbolic system

\[
U_t + \sum_{i=1}^3 A_i(U)U_{x_i} = F. \tag{7.9}
\]

Then

\[
\|U\|_{s_0, 2, \Sigma} \lesssim \|dU\|_{L^2_t L^\infty} + \|U\|_{L^\infty_t H^{s_0}_x} + \|F\|_{L^2_t H^{s_0}_x}. \tag{7.10}
\]

**Proof.** Choosing the change of coordinates \(x_3 \to x_3 - \phi(t, x')\) and setting \(\tilde{U}(t, x) = U(t, x', x_3 + \phi(t, x'))\), the system (7.10) is transformed to

\[
\partial_t \tilde{U} + \sum_{i=1}^3 A_i(\tilde{U})\partial_{x_i} \tilde{U} = -\partial_t \phi \partial_3 \tilde{U} - \sum_{i=1}^3 A_i(\tilde{U})\partial_{x_i} \phi \partial_i \tilde{U} + \tilde{F}.
\]

For \(\phi\) is independent of \(x_3\), we then update it by

\[
\partial_t \tilde{U} + \sum_{i=1}^3 A_i(\tilde{U})\partial_{x_i} \tilde{U} = -\partial_t \phi \partial_3 \tilde{U} - \sum_{i=1}^2 A_i(\tilde{U})\partial_{x_i} \phi \partial_i \tilde{U} + \tilde{F}. \tag{7.11}
\]
To prove (7.10), we first establish the 0-order estimate. A direct calculation on $[-2, 2] \times \mathbb{R}^3$ shows that
\[
\|\tilde{U}\|_{0,2,\Sigma}^2 \lesssim \|d\tilde{U}\|_{L^1_t L^\infty_x} \|\tilde{U}\|_{L^2_x} + \|\partial d\phi\|_{L^1_t L^\infty_x} \|\tilde{U}\|_{L^2_x} + \|\tilde{U}\|_{L^2_x} \|\tilde{F}\|_{L^1_t L^2_x}
\lesssim \|d\tilde{U}\|_{L^1_t L^\infty_x} \|\tilde{U}\|_{L^2_x} + \|\partial d\phi\|_{L^1_t L^\infty_x} \|\tilde{U}\|_{L^2_x} + \|\tilde{U}\|_{L^2_x} \|\tilde{F}\|_{L^1_t L^2_x}.
\]
By using Lemma 7.3, (7.6) and (7.8), we can prove that
\[
\|U\|_{0,2,\Sigma}^2 \lesssim \|dU\|_{L^1_t L^\infty_x} \|U\|_{L^2_x} + \|\tilde{F}\|_{L^1_t L^2_x}. \tag{7.12} \tag{U0}
\]
We now establish the $s_0$-order estimate. Taking the derivative of $\partial^\beta_x (1 \leq |\beta| \leq s_0)$ on (7.11) and integrating it on $[-2, 2] \times \mathbb{R}^3$, we get
\[
\|\partial^\beta_x \tilde{U}\|_{L^2_x}^2 \lesssim \|d\tilde{U}\|_{L^1_t L^\infty_x} \|\partial^\beta_x \tilde{U}\|_{L^\infty_t L^2_x} + \|\partial^\beta_x \tilde{U}\|_{L^1_t L^\infty_x} \|\partial^\beta_x \tilde{F}\|_{L^1_t L^2_x} + I_1 + I_2, \tag{7.13} \tag{U1}
\]
where
\[
I_1 = -\int_{-2}^{2} \int_{\mathbb{R}^3} \partial^3_x (\partial_x^2 \phi \partial_3 \tilde{U}) \cdot \Lambda^\beta_x \tilde{U} dxd\tau,
\]
\[
I_2 = -\sum_{i=1}^{2} \int_{-2}^{2} \int_{\mathbb{R}^3} \partial^3_x (A_i(\tilde{U}) \partial_{x_i} \phi \partial_i \tilde{U}) \cdot \partial^\beta_x \tilde{U} dxd\tau.
\]
We can write $I_1$ as
\[
I_1 = -\int_{-2}^{2} \int_{\mathbb{R}^3} (\partial^3_x (\partial_x^2 \phi \partial_3 \tilde{U}) - \partial_x^2 \phi \partial_3 \partial^\beta_x \tilde{U}) \partial^\beta_x \tilde{U} dxd\tau
+ \int_{-2}^{2} \int_{\mathbb{R}^3} \partial_x^2 \phi \cdot \partial_x^2 \tilde{U} \cdot \partial^\beta_x \tilde{U} dxd\tau,
\]
\[
= -\int_{-2}^{2} \int_{\mathbb{R}^3} (\partial^3_x \cdot \partial_x^2 \phi [\partial_3 \tilde{U} \cdot \partial^\beta_x \tilde{U}]) dxd\tau.
\]
We also write
\[
I_2 = -\int_{-2}^{2} \int_{\mathbb{R}^3} (\partial^3_x (A_i(\tilde{U}) \partial_{x_i} \phi \partial_i \tilde{U}) - A_i(\tilde{U}) \partial_{x_i} \phi \partial_i \partial^\beta_x \tilde{U}) \cdot \partial^\beta_x \tilde{U} dxd\tau
+ \sum_{i=1}^{2} \int_{-2}^{2} \int_{\mathbb{R}^3} (A_i(\tilde{U}) \partial_{x_i} \phi) \cdot \partial_i (\partial^3_x \tilde{U}) \cdot \partial^\beta_x \tilde{U} dxd\tau.
\]
By commutator estimates in Lemma 2.5, we can get
\[
|I_1| \lesssim (\|\partial^3_x \tilde{U}\|_{L^\infty_t L^2_x} \|d\partial_x^2 \phi\|_{L^1_t L^\infty_x} + \sup_{\phi, \tau} \|\partial^3_x \partial_x^2 \phi\|_{L^2(\Sigma_{\phi, \tau})}) \|d\tilde{U}\|_{L^1_t L^\infty_x} \cdot \|\partial^\beta_x \tilde{U}\|_{L^1_t L^\infty_x} \tag{7.14} \tag{U2}
\]
and
\[
|I_2| \lesssim (\|\partial^3_x \tilde{U}\|_{L^1_t L^\infty_x} \|d\partial_x^2 \phi\|_{L^1_t L^\infty_x} + \|d\tilde{U}\|_{L^1_t L^\infty_x} \sup_{\phi, \tau} \|\partial^3_x \partial_x^2 \phi\|_{L^2(\Sigma_{\phi, \tau})}) \cdot \|\partial^\beta_x \tilde{U}\|_{L^1_t L^\infty_x}
+ (\|d\tilde{U}\|_{L^1_t L^\infty_x} \|\partial_x^2 \phi\|_{L^1_t L^\infty_x} + \|\tilde{U}\|_{L^1_t L^\infty_x} \|\partial^2 \phi\|_{L^1_t L^\infty_x}) \cdot \|\partial^\beta_x \tilde{U}\|_{L^1_t L^\infty_x} \tag{7.15} \tag{U3}
\]
Taking sum of $1 \leq \beta \leq s_0$ on (7.13), due to Lemma 7.3, (7.14), (7.15), (7.6), and (7.8), we obtain
\[
\|\partial^\beta_x U\|_{s_0-1,2,\Sigma} \lesssim \|dU\|_{L^1_t L^\infty_x} + \|dU\|_{L^\infty_x H^{s_0-1}_x} + \|dF\|_{H^{s_0-1}_x}. \tag{7.16} \tag{U4}
\]
Taking derivatives on (7.9), we have

$$ \partial U_t + \sum_{i=1}^{3} A_i(U) \partial U_{x_i} = -\sum_{i=1}^{3} \partial(A_i(U)) U_{x_i} + \partial F, $$

In a similar process, we can obtain

$$ \|\partial U\|_{s_0-1,2,\Sigma} \lesssim \|dU\|_{L^2_t L^\infty_x} + \|dU\|_{L^\infty_t H^{s_0-1}_x} + \|dF\|_{L^2_t H^{s_0-1}_x}. \quad (7.17) $$

Using $\partial_t U = -\sum_{i=1}^{3} A_i(U) \partial_t U$ and Lemma 7.4, we can carry out

$$ ||\partial U||_{s_0-1,2,\Sigma} \lesssim ||U||_{s_0-1,2,\Sigma} ||\partial_t U||_{s_0-1,2,\Sigma} \lesssim ||dU||_{L^2_t L^\infty_x} + ||dU||_{L^\infty_t H^{s_0-1}_x} + ||dF||_{L^2_t H^{s_0-1}_x}. \quad (7.18) $$

Combining (7.12), (7.16), (7.18), and (7.18), we obtain (7.10). Thus, the proof is finished.

**Corollary 7.6.** Suppose that $(v, \rho, \varpi) \in \mathcal{H}$. Then the following estimate

$$ ||v||_{s_0,2,\Sigma} + ||\rho||_{s_0,2,\Sigma} \lesssim \varepsilon_2 \quad (7.19) $$

holds.

The next goal is to establish the characteristic energy estimates for $\varpi$. Compared with the energy estimates for $\varpi$, the characteristic energy is along the hypersurface, not the Cauchy slices. So, it’s not trivial. To prove the energy estimates of $\varpi$ along the null hypersurface, Let us first give a lemma.

**Lemma 7.7.** Let $f$ satisfy the following transport equation

$$ T f = F. \quad (7.20) $$

Set $L = \partial(-\Delta)^{-1} \text{curl}$. Then

$$ ||L f||_{s_0-2,2,\Sigma} \lesssim (||\partial v||_{L^2_t B^{s_0-2}_{\infty,2}} + ||d\phi - dt||_{s_0,2,\Sigma}) ||f||_{H^{s_0-2}_x}^2 (1 + ||d\phi - dt||_{s_0,2,\Sigma}) \nonumber \quad + \sum_{\sigma \in \{0,s_0-2\}} \int_0^t \int_{\mathbb{R}^3} \Lambda_{\sigma}^v L f \cdot \Lambda_{\sigma}^v L f dxd\tau. \quad (7.21) $$

**Proof.** Taking the operator $L$ on (7.20), we derive that

$$ T L f = L F + [L,T] f. $$

Choosing the change of coordinates $x_3 \rightarrow x_3 - \phi(t,x')$ and setting $\tilde{f} = f(x_1, x_2, x_3 - \phi(t,x'))$, then the above equation transforms to

$$ (\partial_t + \partial_t \phi \partial_{x_3}) \tilde{L} f + \tilde{v}^i \cdot (\partial_{x_i} + \partial_{x_i} \phi \partial_{x_3}) \tilde{L} f = \tilde{L} F + [L,T] f. $$

Rewrite it as

$$ \partial_t \tilde{L} f + \tilde{v}^i \cdot \partial_{x_i} \tilde{L} f = \tilde{L} F + [L,T] f - \partial_t \phi \partial_{x_3} \tilde{L} f - \tilde{v}^i \cdot \partial_{x_i} \phi \partial_{x_3} \tilde{L} f. \quad (7.22) $$

Multiplying $\tilde{L} f$ and integrating it on $\mathbb{R}^+ \times \mathbb{R}^3$, we can show that

$$ |||L f|||_{0,2,\Sigma} \lesssim \int_{-2}^{2} \int_{\mathbb{R}^3} \tilde{L} F \cdot L f dxd\tau \nonumber \quad + \|\partial v\|_{L^2_t L^\infty_x} (1 + ||\phi||_{L^\infty_x}) \|L f\|_{L^2_x}^2 \nonumber \quad + \|L f\|_{L^2_t L^2_x} \|L f\|_{L^2_x}^2 \quad (7.23) $$
Considering $L = \partial(-\Delta)^{-1}\text{curl}$, by commutator estimates in Lemma 2.14, we get

$$\|[L, T]f\|_{L^2} \lesssim \|\partial v\|_{L^\infty} \|f\|_{L^2}.$$  \tag{7.24} \text{LL0}

By elliptic estimates, we also have

$$\|Lf\|_{L^2} \lesssim \|f\|_{L^2}.$$  \tag{7.25} \text{LL1}

By using (7.23), (7.24), and (7.25), it can give us

$$\|Lf\|_{L^2}^2 \lesssim \|\partial v\|_{L^2 L^\infty} (1 + \|\partial\phi\|_{L^2 L^\infty}) \|f\|_{L^2}^2 + \left| \int_{-2}^2 \int_{\mathbb{R}^3} LF \cdot Lf \, dx \, dt \right|.$$ \tag{7.26} \text{te30}

It remains for us to estimate the high order term. Taking derivatives $\Lambda^{s_0-2}_{x'}$ on (7.22), we have

$$\partial_t \Lambda^{s_0-2}_{x'} \widetilde{L}f + \tilde{v}^i \cdot \partial_{x_i} \Lambda^{s_0-2}_{x'} \widetilde{L}f = \Lambda^{s_0-2}_{x'} \left( [L, T]f \right) - \Lambda^{s_0-2}_{x'} (\partial_t \phi \partial_{x_3} \widetilde{L}f) + \Lambda^{s_0-2}_{x'} \tilde{L}F - \Lambda^{s_0-2}_{x'} (\tilde{v}^i \partial_{x_i} \phi \partial_{x_3} \widetilde{L}f) - [\Lambda^{s_0-2}_{x'}, \tilde{v}^i \partial_{x_i}] \widetilde{L}f.$$ \tag{7.27} \text{Q0}

Multiplying $\Lambda^{s_0-2}_{x'} \widetilde{L}f$ on (7.27) and integrating it on $[-2, 2] \times \mathbb{R}^3$, we derive that

$$\|\Lambda^{s_0-2}_{x'} \widetilde{L}f\|_{L^2} \lesssim \|dv\|_{L^1 L^\infty} \|\Lambda^{s_0-2}_{x'} Lf\|_{L^2}^2 + \|\Lambda^{s_0-2}_{x'} ([L, T]f)\|_{L^1 L^2} \|\Lambda^{s_0-2}_{x'} Lf\|_{L^2}^2 + \left| \int_{-2}^2 \int_{\mathbb{R}^3} \left( \Lambda^{s_0-2}_{x'} (\partial_t \phi \partial_{x_3} \widetilde{L}f) - \Lambda^{s_0-2}_{x'} (\tilde{v}^i \partial_{x_i} \phi \partial_{x_3} \widetilde{L}f) \right) \Lambda^{s_0-2}_{x'} Lf \, dx \, dt \right|.$$ \tag{7.28} \text{Q1}

We will estimate the right terms one by one. By using elliptic estimates, we can prove

$$\|dv\|_{L^1 L^\infty} \|\Lambda^{s_0-2}_{x'} Lf\|_{L^2}^2 \leq \|dv\|_{L^1 L^2} \|f\|_{H_x^{s_0-2}}^2,$$ \tag{7.29} \text{Q40}

and

$$\|\Lambda^{s_0-2}_{x'} ([L, T]f)\|_{L^1 L^2} \|\Lambda^{s_0-2}_{x'} Lf\|_{L^2} \lesssim \|[L, T]f\|_{L^1 H_x^{s_0-2}} \|f\|_{H_x^{s_0-2}}.$$ \tag{7.30} \text{Q4}

For the right term $\|[L, T]f\|_{L^1 H_x^{s_0-2}}$ in (7.29), by using Lemma 2.14, we have

$$\|[L, T]f\|_{L^1 H_x^{s_0-2}} \lesssim \|v\|_{L^1 B^{13}_{\infty, \infty}} \cdot \|f\|_{H_x^{s_0-2}} + \|v\|_{L^1 B^{10}_{\infty, \infty}} \cdot \|f\|_{L^2} \lesssim \|\partial v\|_{L^1 L^{\infty}} \|f\|_{H_x^{s_0-2}} + \|\partial v\|_{L^2 B^{10}_{\infty, 2}} \|f\|_{L^2} \lesssim \left( \|\partial v\|_{L^1 L^{\infty}} + \|\partial v\|_{L^2 L^{\infty}} \right) \|f\|_{H_x^{s_0-2}}.$$ \tag{7.31} \text{Q5}

Substituting it to (7.29), we can obtain

$$\|\Lambda^{s_0-2}_{x'} ([L, T]f)\|_{L^1 L^2} \|\Lambda^{s_0-2}_{x'} Lf\|_{L^2} \lesssim \left( \|\partial v\|_{L^1 L^{\infty}} + \|\partial v\|_{L^2 L^{\infty}} \right) \|f\|_{H_x^{s_0-2}}^2.$$ \tag{7.30} \text{Q4}

Using Lemma 2.16, we also have

$$\|\Lambda^{s_0-2}_{x'} \tilde{v}^i \partial_{x_i} \|_{L^1 L^2} \|\Lambda^{s_0-2}_{x'} Lf\|_{L^2} \leq \|\Lambda^{s_0-2}_{x'} \tilde{v}^i \partial_{x_i} \|_{L^1 L^2} \|\Lambda^{s_0-2}_{x'} Lf\|_{L^2} \lesssim \|\Lambda^{s_0-2}_{x'} \tilde{v}^i \partial_{x_i} \|_{L^1 L^2} \|f\|_{H_x^{s_0-2}} \|\Lambda^{s_0-2}_{x'} Lf\|_{L^2} \lesssim \|\partial v\|_{L^1 B^{10}_{\infty, 2}} \|f\|_{H_x^{s_0-2}} \|\Lambda^{s_0-2}_{x'} Lf\|_{L^2} \lesssim \|\partial v\|_{L^2 B^{10}_{\infty, 2}} \|f\|_{H_x^{s_0-2}}^2.$$ \tag{7.31} \text{Q5}
For \( \phi \) is independent with \( x_3 \), we have
\[
\int_{-2}^{2} \int_{\mathbb{R}^3} \left( \Lambda_{x'}^{s_0-2}(\partial_t \phi \partial_{x_3} Lf) - \Lambda_{x'}^{s_0-2}(\bar{v}^i \partial_{x_i} \phi \partial_{x_3} Lf) \right) \Lambda_{x'}^{s_0-2} Lf dx d\tau \\
= \int_{-2}^{2} \int_{\mathbb{R}^3} \left( [\Lambda_{x'}^{s_0-2}, \partial_t \phi \partial_{x_3}] Lf \right) - \left[ [\Lambda_{x'}^{s_0-2}, \bar{v}^i \partial_{x_i} \phi \partial_{x_3}] Lf \right] \Lambda_{x'}^{s_0-2} Lf dx d\tau \\
+ \int_{-2}^{2} \int_{\mathbb{R}^3} \left( \partial_t \phi \partial_{x_3} \Lambda_{x'}^{s_0-2} Lf \right) - \bar{v}^i \partial_{x_i} \phi \partial_{x_3} \Lambda_{x'}^{s_0-2} Lf \right) \Lambda_{x'}^{s_0-2} Lf dx d\tau \\
+ \int_{-2}^{2} \int_{\mathbb{R}^3} \partial_{x_3} \bar{v}^i \partial_{x_i} \phi \Lambda_{x'}^{s_0-2} Lf \Lambda_{x'}^{s_0-2} Lf dx d\tau. 
\]
(7.32)

We will estimate the right terms on (7.32). For the first one and the second one, we use Lemma 2.16 and Lemma 2.13 to bound
\[
(\| [\Lambda_{x'}^{s_0-2}, \partial_t \phi \partial_{x_3}] Lf \|_{L_t^1 L_x^2} + \| [\Lambda_{x'}^{s_0-2}, \bar{v}^i \partial_{x_i} \phi \partial_{x_3}] Lf \|_{L_t^1 L_x^2}) \| Lf \|_{H_t^{s_0-2}} \\
\lesssim (\| \partial_t \phi \|_{L_t^1 H_x^{s_0-2}} + \| v \partial \phi \|_{L_t^1 H_x^{s_0-2}}) \| Lf \|_{H_t^{s_0-2}} (7.33)
\]
where we take \( \beta = s_0 - \frac{3}{2} - \epsilon_0 > s_0 - 2 \). By Sobolev imbedding, we can get
\[
\| \partial (d \phi) \|_{L_t^2 \tilde{B}_{s_0}^{\infty,2}} \lesssim \| \partial (d \phi) \|_{L_t^2 C_b} \lesssim \| \partial (d \phi - dt) \|_{L_t^2 H_x^{s_0-1}(\Sigma)} \lesssim \| d \phi - dt \|_{s_0,2,\Sigma},
\]
and
\[
\| \partial \phi \|_{L_t^2 L_x^\infty} + \| \partial \phi \|_{L_t^2 C_b} \lesssim 1 + \| d \phi - dt \|_{L_t^2 C_b} \lesssim 1 + \| d \phi - dt \|_{s_0,2,\Sigma}.
\]
Substituting them to (7.33), we can update (7.33) as
\[
(\| [\Lambda_{x'}^{s_0-2}, \partial_t \phi \partial_{x_3}] Lf \|_{L_t^1 L_x^2} + \| [\Lambda_{x'}^{s_0-2}, \bar{v}^i \partial_{x_i} \phi \partial_{x_3}] Lf \|_{L_t^1 L_x^2}) \| Lf \|_{H_t^{s_0-2}} \\
\lesssim \| d \phi - dt \|_{s_0,2,\Sigma} + (\| \partial v \|_{L_t^2 \tilde{B}_{s_0}^{\infty,2}} + \| \partial v \|_{L_t^2 L_x^\infty}) (1 + \| d \phi - dt \|_{s_0,2,\Sigma}).
\]
(7.34)

For the third term on the right hand of (7.32), we can bound it by
\[
\left| \int_{-2}^{2} \int_{\mathbb{R}^3} \partial_{x_3} \bar{v}^i \partial_{x_i} \phi \Lambda_{x'}^{s_0-2} Lf \Lambda_{x'}^{s_0-2} Lf dx d\tau \right| \\
\lesssim \| \partial v \|_{L_t^2 L_x^\infty} \| \partial v \|_{L_t^2 L_x^\infty} \| Lf \|_{H_x^{s_0-2}} (7.35)
\]

Sustituting (7.34) and (7.35), we can estimate (7.32) by
\[
\left| \int_{-2}^{2} \int_{\mathbb{R}^3} \left( \Lambda_{x'}^{s_0-2}(\partial_t \phi \partial_{x_3} Lf) - \Lambda_{x'}^{s_0-2}(\bar{v}^i \partial_{x_i} \phi \partial_{x_3} Lf) \right) \Lambda_{x'}^{s_0-2} Lf dx d\tau \right| \\
\lesssim \| d \phi - dt \|_{s_0,2,\Sigma} + (\| \partial v \|_{L_t^2 \tilde{B}_{s_0}^{\infty,2}} + \| \partial v \|_{L_t^2 L_x^\infty}) (1 + \| d \phi - dt \|_{s_0,2,\Sigma})
\]
\[
\lesssim \| d \phi - dt \|_{s_0,2,\Sigma} + (\| \partial v \|_{L_t^2 \tilde{B}_{s_0}^{\infty,2}}) (1 + \| d \phi - dt \|_{s_0,2,\Sigma}),
\]
(7.36)
Lemma 7.8. Suppose that \((v, \rho, \varpi) \in \mathcal{H}\). Then
\[
\|\text{curl} \varpi\|_{s_0-1,2,\Sigma} \lesssim \epsilon_2. 
\] (7.38) 

\textbf{Proof.} Consider only \text{curl}\Omega satisfying a good transport equation. So we should transfer the goal on \(\Omega\). By product estimates on \(H^s(\Sigma')\) (see Lemma 2.6 and trace theorem, we have
\[
\|\text{curl} \varpi\|_{s_0-1,2,\Sigma} = \|e^\rho \Omega\|_{s_0-1,2,\Sigma} 
\]
\[
= \|e^\rho \Omega\|_{L^2_{x'} H^{s_0-1}_{x'}} + \|\partial_t (e^\rho \Omega)\|_{L^2_{x'} H^{s_0-2}_{x'}} 
\]
\[
\lesssim \|e^\rho\|_{L^\infty_x L^\infty_{t'}} \|\varpi\|_{L^3_x L^2_{t'}} + \|\Lambda^{s_0-1}_x\|_{L^2_x L^\infty_{t'}} \|\Omega\|_{L^2_x L^\infty_{t'}} 
\]
\[
+ \|\partial_t \rho\|_{L^\infty_x L^\infty_{t'}} \|\varpi\|_{L^3_x L^2_{t'}} + e^\rho \|e^\rho\|_{L^\infty_x L^\infty_{t'}} \|\partial_t \Omega\|_{L^2_x H^{s_0-2}_{x'}} 
\]
\[
\lesssim (1 + \|\rho\|_{s_0-1,2,\Sigma}) \|\Omega\|_{s_0-1,2,\Sigma}. 
\] (7.39) 

By Definition (7.1), we can see
\[
\|\Omega\|_{s_0-1,2,\Sigma} = \|\Omega\|_{L^2_{x'} H^{s_0-1}_{x'}} + \|\partial_t \Omega\|_{L^2_{x'} H^{s_0-2}_{x'}}. 
\] (7.40) 

In the following, we will give the bound of the right terms on (7.40). We divide it into several steps.

\textbf{Step 1:} \(\|\Omega\|_{L^2_{x'} H^{s_0-1}_{x'}}\). Note (2.6). We can simply write it as
\[
\mathbf{T} \Omega = \partial v \cdot \partial \varpi. 
\] (7.41) 

By changing of coordinates \(x_3 \to x_3 - \phi(t,x')\), multiplying \(\Omega\) and integrating it on \([-2,2] \times \mathbb{R}^3\), we can obtain
\[
\|\Omega\|_{L^2_{x'} L^2_{x}}(\Sigma') \lesssim \|\partial v\|_{L^1_x L^\infty_t} (\|\varpi\|_{L^\infty_x L^2_t} + \|\Omega\|_{L^\infty_x L^2_t}) \|\Omega\|_{L^\infty_t L^2_x}. 
\]

Using \(\Omega = e^{-\rho} \text{curl} \varpi\), (6.4), and (6.5), we derive that
\[
\|\Omega\|_{L^2_{x'} L^2_{x}}(\Sigma') \lesssim \epsilon_2^3. 
\] (7.42)
It remains for us to bound \( \| \Lambda_x^{s_0-1} \Omega \|_{L_t^2 L_x^2(\Sigma)} \). Let us first estimate \( \| \partial \Omega \|_{L_t^2 H_x^{s_0-2}(\Sigma)} \). By Hodge decomposition,

\[
\| \partial \Omega \|_{L_t^2 H_x^{s_0-2}(\Sigma)} = \| L(\text{curl}\Omega) + H(\text{div}\Omega) \|_{L_t^2 H_x^{s_0-2}(\Sigma)} \leq \| L(\text{curl}\Omega) \|_{L_t^2 H_x^{s_0-2}(\Sigma)} + \| H(\text{div}\Omega) \|_{L_t^2 H_x^{s_0-2}(\Sigma)},
\]

where the operators \( L \) and \( H \) are given by \( \partial (-\Delta)^{-1} \text{curl} \) and \( \partial (-\Delta)^{-1} \nabla \) respectively. By Sobolev imbedding \( H^{\frac{s}{2}}(\mathbb{R}) \to L^\infty(\mathbb{R}) \) and \( s-s_0 + \frac{1}{2} > \frac{s}{2} \), we have

\[
\| \Lambda_x^{s_0-2} H(\text{div}\Omega) \|_{L_t^2 L_x^2(\Sigma)} \lesssim \| \Lambda_x^{s_0-2} H(\text{div}\Omega) \|_{L_t^\infty H_x^{s-s_0+\frac{1}{2}}} \lesssim \| \text{div}\Omega \|_{L_t^\infty H_x^{-s-\frac{1}{2}}} \lesssim \| \Omega \|_{L_t^\infty H_x^1} \| \partial \rho \|_{L_t^\infty H_x^{s-1}}.
\]

We then update (7.44) by

\[
\| \Lambda_x^{s_0-2} H(\text{div}\Omega) \|_{L_t^2 L_x^2(\Sigma)} \lesssim \| \Omega \|_{L_t^\infty H_x^2} \| \partial \rho \|_{L_t^\infty H_x^2} \lesssim \| \text{div}\Omega \|_{L_t^\infty H_x^2} \| \partial \rho \|_{L_t^\infty H_x^2} \lesssim \epsilon_2^2.
\]

In a similar way, we can deduce

\[
\| H(\Omega \cdot \partial \rho) \|_{L_t^2 L_x^2(\Sigma)} = \| H(\Omega \cdot \partial \rho) \|_{L_t^2 H_x^{s_0-\frac{1}{2}}} \lesssim \| \Omega \cdot \partial \rho \|_{L_t^\infty H_x^{s_0-\frac{1}{2}}} \lesssim \| \Omega \|_{L_t^\infty H_x^1} \| \partial \rho \|_{L_t^2 H_x^{s_0-1}} \lesssim \| \text{div}\Omega \|_{L_t^\infty H_x^2} \| \partial \rho \|_{L_t^\infty H_x^2} \lesssim \epsilon_2^2.
\]

Adding (7.45) and (7.46), we can conclude that

\[
\| H(\text{div}\Omega) \|_{s_0-2,2,\Sigma} \lesssim \epsilon_2^2.
\]

It remains for us to estimate \( \| L(\text{curl}\Omega) \|_{s_0-2,2,\Sigma} \). Recall the transport equation for \( \text{curl}\Omega \):

\[
T(\text{curl}\Omega^i - 2 e^{-\rho} \partial_a \rho \partial^a \varpi^a) = \partial^i (2 e^{-\rho} \partial_a v^a \partial^a \varpi_a) + R_1^i + R_2^i + R_3^i + R_4^i + R_5^i + R_6^i.
\]

We set

\[
f^i = \text{curl}\Omega^i - 2 e^{-\rho} \partial_a \rho \partial^a \varpi^a, \quad i = 1, 2, 3,
\]

and

\[
F^i = \sum_{k=1}^{6} R_k^i, \quad G = 2 e^{-\rho} \partial_a v^a \partial^a \varpi_a, \quad i = 1, 2, 3.
\]

Here \( R_1, R_2, \ldots, R_6 \) is defined in (2.9). Then we can write (7.48) as

\[
T f^i = F^i + \partial^i G.
\]
Operating the operator $L$ on (7.49), and using Lemma 7.7, we can deduce that

$$
\|L f\|_{s_0 - 2, 2, \Sigma}^2 \lesssim (\|\partial v\|_{L_2^2 B_{s_0 - 2}^\infty} + \|d\phi - dt\|_{s_0, 2, \Sigma}) \|f\|_{H^2_{s_0 - 2}}^2 (1 + \|d\phi - dt\|_{s_0, 2, \Sigma})
$$

+ \sum_{\sigma \in \{0, s_0 - 2\}} \left| \int_{-2}^{2} \int_{\mathbb{R}^3} \Lambda_{\sigma'}^0 \widetilde{LF} \cdot L \Lambda_{\sigma}^0 \widetilde{f} dx d\tau \right|.

(7.50)

We set

$$
I = \sum_{\sigma \in \{0, s_0 - 2\}} \left| \int_{-2}^{2} \int_{\mathbb{R}^3} \Lambda_{\sigma'}^0 \widetilde{LF} \cdot L \Lambda_{\sigma}^0 \widetilde{f} dx d\tau \right|
$$

$$
J = \sum_{\sigma \in \{0, s_0 - 2\}} \left| \int_{-2}^{2} \int_{\mathbb{R}^3} \Lambda_{\sigma'}^0 \left\{ (\partial^i + \partial^j \phi \partial^3) \widetilde{LG} \right\} \cdot L \Lambda_{\sigma}^0 \widetilde{f} dx d\tau \right|.
$$

Then we have For $\sigma \in \{0, s_0 - 2\}$, we use Hölder’s inequality to give the bound

$$
I \leq \sum_{\sigma \in \{0, s_0 - 2\}} \|\Lambda_{\sigma'}^0 LF\|_{L_1 L_2^3} \|\Lambda_{\sigma'}^0 L(\text{curl} \Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a)\|_{L_2^\infty L_2^3}
$$

$$
\lesssim \sum_{\sigma \in \{0, s_0 - 2\}} \|\Lambda_{\sigma'}^0 (\text{curl} \Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a)\|_{L_2^\infty L_2^3} \|\Lambda_{\sigma'}^0 L\|_{L_2^3 L_2^\infty} \|(v, \rho, \varpi)\|_{H^0}.
$$

(7.51)

We also get

$$
\|\text{curl} \Omega - 2e^{-\rho} \partial_a \rho \partial \varpi^a\|_{L_2^\infty H_2^{s_0 - 2}} \lesssim \|\varpi\|_{H^{s_0}} + \|\rho\|_{H^2} \|\varpi\|_{H^2}.
$$

(7.53)

Inserting (7.52) and (7.53) into (7.54) and using (6.3)–(6.5), we have

$$
I \lesssim \epsilon_2^2.
$$

(7.54)

As for $J$, we separate it as

$$
J \leq \sum_{\sigma \in \{0, s_0 - 2\}} (|J^1| + |J^2| + |J^3| + |J^4|),
$$

where

$$
J_1 = \int_{-2}^{2} \int_{\mathbb{R}^3} (\partial^i + \partial^j \phi \partial^3) \Lambda_{\sigma'}^0 (\widetilde{LG}) \cdot \Lambda_{\sigma}^0 (\widetilde{L \text{curl} \Omega}) dx d\tau,
$$

$$
J_2 = \int_{-2}^{2} \int_{\mathbb{R}^3} [\Lambda_{\sigma'}^0, \partial^i + \partial^j \phi \partial^3] (\widetilde{LG}) \cdot \Lambda_{\sigma}^0 (\widetilde{L \text{curl} \Omega}) dx d\tau,
$$

$$
J_3 = \int_{-2}^{2} \int_{\mathbb{R}^3} (\partial^i + \partial^j \phi \partial^3) \Lambda_{\sigma'}^0 L(2e^{-\rho} \partial_a \rho \partial^n \varpi_a) \cdot \Lambda_{\sigma}^0 L(-2e^{-\rho} \partial_a \rho \partial_1 \varpi_a) dx d\tau,
$$

$$
J_4 = \int_{-2}^{2} \int_{\mathbb{R}^3} [\Lambda_{\sigma'}^0, \partial^i + \partial^j \phi \partial^3] L(2e^{-\rho} \partial_a \rho \partial^n \varpi_a) \cdot \Lambda_{\sigma}^0 L(-2e^{-\rho} \partial_a \rho \partial_1 \varpi_a) dx d\tau.
$$
Let us bound the above terms one by one. For $J_1$, we have

$$J_1 = \int_{-2}^{2} \int_{\mathbb{R}^3} (\partial^i + \partial^j \phi \partial^3) \Lambda^\sigma_{x'} (L \Gamma G) \cdot \Lambda^\sigma_{x'} (\overline{L \Gamma \Omega_i}) \, dx \, d\tau$$

$$= -\int_{-2}^{2} \int_{\mathbb{R}^3} \Lambda^\sigma_{x'} (L \Gamma G) \cdot (\partial^i + \partial^j \phi \partial^3) \{ \Lambda^\sigma_{x'} (\overline{L \Gamma \Omega_i}) \} \, dx \, d\tau$$

$$= -\int_{-2}^{2} \int_{\mathbb{R}^3} \Lambda^\sigma_{x'} (L \Gamma G) \cdot [\partial^i + \partial^j \phi \partial^3, \Lambda^\sigma_{x'}] (\overline{L \Gamma \Omega_i}) \, dx \, d\tau$$

$$+ \int_{-2}^{2} \int_{\mathbb{R}^3} \Lambda^\sigma_{x'} (L \Gamma G) \cdot \Lambda^\sigma_{x'} \{ (\partial^i + \partial^j \phi \partial^3) (\overline{L \Gamma \Omega_i}) \} \, dx \, d\tau.$$

Using the fact

$$(\partial^i + \partial^j \phi \partial^3) (\overline{L \Gamma \Omega_i}) = (\overline{L \Gamma \Omega_i}) (x_1, x_2, x_3 + \phi(t, x')) = 0,$$

then

$$J_1 = -\int_{-2}^{2} \int_{\mathbb{R}^3} \Lambda^\sigma_{x'} (L \Gamma G) \cdot [\partial^i + \partial^j \phi \partial^3, \Lambda^\sigma_{x'}] (\overline{L \Gamma \Omega_i}) \, dx \, d\tau.$$

For $\sigma \in \{0, s_0 - 2\}$, by Hölder’s inequality and commutator estimates in Lemma 2.16, we can derive

$$\sum_{\sigma \in \{0, s_0 - 2\}} (|J_1| + |J_2|) = \|L \Gamma G\|_{H^2} \|\partial \phi\|_{L^2_t L^\infty_x} \|\overline{L \Gamma \Omega}\|_{H^2} \lesssim \|v\|_{H^2} \|\sigma\|_{H^2_x} \|\partial \phi\|_{L^2_t L^\infty_x} \|\sigma\|_{H^2_x} \lesssim 1. \quad (7.55) \, \text{(J1)}$$

For $J_3$, we use Plancherel formula in $\mathbb{R}^3$ such that

$$J_3 = \int_{-2}^{2} \int_{\mathbb{R}^3} \partial^3 \Lambda^\sigma_{x'} L (2e^{-\rho} \partial_{x' a} \sigma a \sigma a) \cdot \Lambda^\sigma_{x'} L ( -2e^{-\rho} \partial_{x' a} \rho \partial_{x' a} \sigma a) \, dx \, d\tau$$

$$+ \int_{-2}^{2} \int_{\mathbb{R}^3} \partial^3 \Lambda^\sigma_{x'} L (2e^{-\rho} \partial_{x' a} \sigma a \sigma a) \cdot \partial^i \phi \Lambda^\sigma_{x'} L ( -2e^{-\rho} \partial_{x' a} \rho \partial_{x' a} \sigma a) \, dx \, d\tau$$

$$+ \int_{-2}^{2} \int_{\mathbb{R}^3} \Lambda^\frac{1}{2} \partial^3 \Lambda^\sigma_{x'} L (2e^{-\rho} \partial_{x' a} \sigma a \sigma a) \cdot \Lambda^\frac{1}{2} \Lambda^\sigma_{x'} L ( -2e^{-\rho} \partial_{x' a} \rho \partial_{x' a} \sigma a) \partial^j \phi \Lambda^\sigma_{x'} L ( -2e^{-\rho} \partial_{x' a} \rho \partial_{x' a} \sigma a) \, dx \, d\tau.$$ 

(7.56) \, \text{(J3)}

For $\sigma \in \{0, s_0 - 2\}$, by Hölder inequality, we can obtain

$$\sum_{\sigma \in \{0, s_0 - 2\}} |J_3| \lesssim \|\partial \phi \sigma a \|_{L^{\infty}_t H^{s_0 - \frac{5}{2}}_x} \|\partial \rho \sigma a \|_{L^{\infty}_t H^{s_0 - \frac{5}{2}}_x} + \|\phi \|_{L^2_t C^\frac{1}{2}_x} \|\partial \phi \sigma a \|_{L^{\infty}_t H^{s_0 - \frac{5}{2}}_x} \|\partial \rho \sigma a \|_{L^{\infty}_t H^{s_0 - \frac{5}{2}}_x} \lesssim \|\rho\|_{H^{s_0}} \|v\|_{H^{s_0}} \|\sigma\|_{H^{s_0}} (1 + \|\phi\|_{s_0, 2, \Sigma})$$

By using (6.3)-(6.5), we get

$$\sum_{\sigma \in \{0, s_0 - 2\}} |J_3| \lesssim \epsilon^2. \quad (7.57) \, \text{(J3)}$$

Substituting (7.55), (7.57) to (7.50) and using (6.3)-(6.5), we can update (7.50) by

$$\|L f\|_{s_0 - 2, \Sigma}^2 \lesssim \epsilon^2. \quad (7.58) \, \text{(L01)}$$

For

$$L f^i = L (\Gamma \Omega^i) - 2L (e^{-\rho} \partial_{x' a} \rho \partial^i \sigma a).$$
we then get
\[ \| Lf \|_{s_0-2,2,\Sigma} \geq \| L\text{curl}\Omega \|_{s_0-2,2,\Sigma} - 2\| L(e^{-\rho} \partial_\rho \partial^j \varpi^0) \|_{s_0-2,2,\Sigma}. \tag{7.59} \]

By trace theorem and elliptic estimate, we have
\[ \| L(e^{-\rho} \partial_\rho \partial^j \varpi^0) \|_{s_0-2,2,\Sigma} \leq C \| L(e^{-\rho} \partial_\rho \partial^j \varpi^0) \|_{H^s_{x_0} \frac{1}{2} + (s-s_0)} \]
\[ \leq C \| e^{-\rho} \partial_\rho \partial^j \varpi^0 \|_{H^s_{x_0} \frac{1}{2} + (s-s_0)} \tag{7.60} \]
\[ \leq C \| \partial \rho \|_{H^{s-1}} \| \partial \varpi \|_{H^1} \lesssim \varepsilon_2^2. \]

Substituting (7.59) and (7.60) to (7.58), we therefore get
\[ \| L(\text{curl}\Omega) \|_{s_0-2,2,\Sigma} \lesssim \varepsilon_2^2 \lesssim \varepsilon_2. \tag{7.61} \]

If adding (7.61) to (7.47), then we have
\[ \| \partial \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} \lesssim \varepsilon_2. \tag{7.62} \]

Due to
\[ \partial_x \Omega = \partial \Omega \cdot (0, \partial_x \phi)^T, \]
by Hölder inequality and product estimates in Lemma 2.6, we can deduce the following estimate
\[ \| \partial_x \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} \lesssim \| \partial \Omega \|_{(0, \partial_x \phi)^T} \|_{L^2_{x} H^{s_0-2}(\Sigma)} \]
\[ \lesssim \| \partial \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} \| (0, \partial_x \phi)^T \|_{L^\infty_{x} H^0_{x_0}} \]
\[ \lesssim \| \partial \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} \| \partial_x \phi \|_{L^\infty_{x} H^0_{x_0}} \]
\[ \lesssim \| \partial \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} \| \partial_x \phi \|_{s_0,2,\Sigma} \lesssim \varepsilon_2^2. \tag{7.63} \]

Above, we use the trace theorem \[ \| \partial_x \phi \|_{L^\infty_{x} H^0_{x_0}} \lesssim \| \partial_x \phi \|_{s_0,2,\Sigma} \lesssim \| d\phi - dt \|_{s_0,2,\Sigma}. \] Through (7.42) and (7.63), we can see
\[ \| \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} \lesssim \varepsilon_2. \tag{7.64} \]

**Step 2:** \[ \| \partial_t \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)}. \] By using (2.6) and Sobolev imbeddings, we also have
\[ \| \partial_t \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} \leq \| - (v \cdot \nabla) \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} + \| \partial v \cdot \partial \varpi \|_{L^2_{x} H^{s_0-2}(\Sigma)} \]
\[ \leq \| (v \cdot \nabla) \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} + \| \partial v \cdot \partial \varpi \|_{L^2_{x} H^{s_0-2}(\Sigma)} \]
\[ \leq \| v \|_{L^\infty_{x} H^{s_0-1}_{x_0}(\Sigma)} \| \partial \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} + \| \partial v \|_{L^\infty_{x} H^{s_0-1}_{x_0}(\Sigma)} \| \partial \varpi \|_{L^\infty_{x} H^1_{x_0}} \]
\[ \leq \| v \|_{L^\infty_{x} H^0_{x_0}(\Sigma)} \| \partial \Omega \|_{L^2_{x} H^{s_0-2}(\Sigma)} + \| \partial v \|_{L^\infty_{x} H^{s_0-1}_{x_0}(\Sigma)} \| \partial \varpi \|_{L^\infty_{x} H^1_{x_0}}. \tag{7.65} \]

Due to (7.40), (7.64), (7.65), and (6.3)-(6.8), we can show that
\[ \| \Omega \|_{s_0-1,2,\Sigma} \lesssim \varepsilon_2. \tag{7.66} \]

We finally use (7.39) and (7.66) to conclude that
\[ \| \text{curl}\varpi \|_{s_0-1,2,\Sigma} \lesssim \varepsilon_2. \]
Lemma 7.9. Let $U = (\rho, v)^T$ satisfy the assumption in Lemma 7.5. Then
\[
\|2^j (U - S_j U), dS_j U, 2^{-j} \partial_x S_j U\|_{s_{0-1}, 2, \Sigma} \lesssim \epsilon_2. \tag{7.67}
\]

Proof. Let $\Delta_0$ be a standard multiplier of order 0 on $\mathbb{R}^3$, such that $\Delta_0$ is additionally bounded on $L^\infty (\mathbb{R}^3)$. Clearly,
\[
(\Delta_0 U)_t + \sum_{i=1}^3 A_i(U)(\Delta_0 U)_{x_i} = - \sum_{i=1}^3 [\Delta_0, A_i(U)] \partial_x U.
\]

Set $G = - \sum_{i=1}^3 [\Delta_0, A_i(U)] \partial_x U$. Due to Lemma 7.5, we have
\[
\|\Delta_0 U\|_{s_{0-2}, \Sigma}^2 \lesssim \|dU\|_{L_x^2 L_t^\infty} \|\Delta_0 U\|_{L_t^2 H_x^2}^2 + \|G\|_{L_t^2 H_x^2} \|\Delta_0 U\|_{L_t^2 H_x^2}.
\tag{7.68} \]

Using commutator estimates, we can prove
\[
\|G\|_{L_t^2 H_x^2} \lesssim \|dU\|_{L_x^2 L_t^\infty} \|\Delta_0 U\|_{L_t^2 H_x^2}.
\]

In a result, we can update (7.68) by
\[
\|\Delta_0 U\|_{s_{0-2}, \Sigma}^2 \lesssim \|dU\|_{L_x^2 L_t^\infty} \|\Delta_0 U\|_{L_t^2 H_x^2}^2. \tag{7.69} \]

To control the norm of $2^j (U - S_j U)$, we write
\[
2^j (U - S_j U) = 2^j \sum_{m \geq j} \Delta_m U,
\]
where $\Delta_m U$ satisfies the above conditions for $\Delta_0 U$. Applying (7.69) and replacing $s_0$ to $s_0 - 1$, we get
\[
\|2^j (U - S_j U)\|_{s_{0-1}, 2, \Sigma}^2 \lesssim \sum_{m \geq j} \|2^m \Delta_m U\|_{s_{0-1}, 2, \Sigma}^2 \lesssim \|dU\|_{L_x^2 L_t^\infty} \sum_{m \geq j} (2^m \|\Delta_m U\|_{L_t^2 H_x^2}^2)
\lesssim \|dU\|_{L_x^2 L_t^\infty} \|\Delta_0 U\|_{L_t^2 H_x^2} \lesssim \epsilon_2.
\]

Taking square of it, we can see
\[
\|2^j (U - S_j U)\|_{s_{0-1}, 2, \Sigma} \lesssim \epsilon_2.
\]

Finally, applying (7.68) to $\Delta_0 = S_j$ and $\Delta_0 = 2^{-j} \partial_x S_j$ shows that
\[
\|dS_j U\|_{s_{0-1}, 2, \Sigma} + \|2^{-j} \partial_x S_j U\|_{s_{0-1}, 2, \Sigma} \lesssim \epsilon_2.
\]

Therefore, the proof of Lemma 7.9 is completed. \qed

We are now ready to give a precise proof of Proposition 7.1.

Proof of Proposition 7.1

Note $(v, \rho, \varpi) \in \mathcal{H}$. Using Lemma 7.9, it suffices for us to verify that
\[
\|g^{\alpha \beta} - m^{\alpha \beta}\|_{s_{0,2}, \Sigma_{\theta,r}} \lesssim \epsilon_2.
\]

By Lemma 7.5 and (7.6)-(7.8), we have
\[
\sup_{\theta,r} \|v\|_{s_{0,2}, \Sigma_{\theta,r}} + \sup_{\theta,r} \|\rho\|_{s_{0,2}, \Sigma_{\theta,r}} \lesssim \epsilon_2.
\]

Noting the expression of $g$, by Lemma 7.3, we derive that
\[
\|g^{\alpha \beta} - m^{\alpha \beta}\|_{s_{0,2}, \Sigma_{\theta,r}} \lesssim \|v\|_{s_{0,2}, \Sigma_{\theta,r}} + \|v \cdot v\|_{s_{0,2}, \Sigma_{\theta,r}} + \|c_g^2 (\rho) - c_g^2 (0)\|_{s_{0,2}, \Sigma_{\theta,r}} \lesssim \epsilon_2.
\]
Thus, the conclusion of Proposition 7.1 holds.

7.2. The null frame. We introduce a null frame along $\Sigma$ as follows. Let

$$ V = (dr)^*,$$

where $r$ is the defining function of the foliation $\Sigma$, and where $*$ denotes the identification of covectors and vectors induced by $g$. Then $V$ is the null geodesic flow field tangent to $\Sigma$. Let

$$ \sigma = dt(V), \quad l = \sigma^{-1}V. \quad \text{(7.70)} $$

Thus $l$ is the $g$-normal field to $\Sigma$ normalized so that $dt(l) = 1$, hence

$$ l = (dt, dx_3 - d\phi)^{-1}_g (dx_3 - d\phi)^*, \quad \text{(7.71)} $$

so the coefficients $l_j$ are smooth functions of $\nu, \rho$ and $d\phi$. Conversely,

$$ dx_3 - d\phi = \langle l, \partial_{x_3} \rangle_l^* l^*, \quad \text{(7.72)} $$

so that $d\phi$ is a smooth function of $\nu, \rho$ and the coefficients of $l$.

Next we introduce the vector fields $e_a, a = 1, 2$ tangent to the fixed-time slice $\Sigma^t$ of $\Sigma$. We do this by applying Gramm-Schmidt orthogonalization in the metric $g$ to the $\Sigma^t$-tangent vector fields $\partial_{x_a} + \partial_{x_a} \phi \partial_{x_3}, a = 1, 2$.

Finally, we let

$$ l = l + 2 \partial_t. $$

It follows that $\{l, l, e_1, e_2\}$ form a null frame in the sense that

$$ \langle l, l \rangle_g = 2, \quad \langle e_a, e_b \rangle_g = \delta_{ab} (a, b = 1, 2), \quad \langle l, l \rangle_g = \langle l, l \rangle_g = 0, \quad \langle l, e_a \rangle_g = \langle l, e_a \rangle_g = 0 \ (a = 1, 2). $$

The coefficients of each of the fields is a smooth function of $u$ and $d\phi$, and by assumption we also have the pointwise bound

$$ |e_1 - \partial_{x_1}| + |e_2 - \partial_{x_2}| + |l - (\partial_t + \partial_{x_3})| + |l - (\partial_t - \partial_{x_3})| \lesssim \epsilon_1. $$

After that, we can state the following corollary concerning to the decomposition of curvature tensor.

Lemma 7.10. Suppose $f$ satisfying

$$ g^{\alpha\beta} \partial_{\alpha\beta} f = F. $$

Let $(t, x', \phi(t, x'))$ denote the projective parametrisation of $\Sigma$, and for $0 \leq \alpha, \beta \leq 2$, let $\phi_\alpha$ denote differentiation along $\Sigma$ in the induced coordinates. Then, for $0 \leq \alpha, \beta \leq 2$, one can write

$$ \phi_\alpha \phi_\beta (f_\Sigma) = l(f_2) + f_1, $$

where

$$ \|f_2\|_{L^2 H^{s_0-1}_x (\Sigma)} + \|f_1\|_{L^2 H^{s_0-1}_x (\Sigma)} \lesssim \|df\|_{L^2 H^{s_0-1}_x} + \|df\|_{L^2 L^\infty} + \|F\|_{L^2 H^{s_0-1}_x} + \|F\|_{L^2 H^{s_0-1}_x}. $$

Corollary 7.11. Let $R$ be the Riemann curvature tensor for the metric $g$. Let $e_0 = l$. Then for any $0 \leq a, b, c, d \leq 2$, we can write

$$ \langle R(e_a, e_b) e_c, e_d \rangle_g_\Sigma = l(f_2) + f_1, \quad \text{(7.73)} $$
where \(|f_1| \lesssim |\text{curl}| + |dg|^2 + |f_2| \lesssim |dg|\). Moreover, the characteristic estimates

\[
\|f_2\|_{L^2_t H^{s_0}_{x,s}(\Sigma)} + \|f_1\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)} \lesssim \varepsilon_2,
\]

holds. Additionally, for any \(t \in [0, T]\),

\[
\|f_2(t, \cdot)\|_{C_0^1(\Sigma')} \lesssim \|dg\|_{C_0^2(\mathbb{R}^3)}.
\]

**Proof.** According to the expression of curvature tensor, we have

\[
\langle R(e_a, e_b)e_c, e_d \rangle = R_{\alpha\beta\mu\nu}e^\alpha_a e^\beta_b e^\mu_c e^\nu_d,
\]

where

\[
R_{\alpha\beta\mu\nu} = \frac{1}{2} \left[ \partial^2_{\alpha\mu}g_{\beta\nu} + \partial^2_{\beta\nu}g_{\alpha\mu} - \partial^2_{\beta\mu}g_{\alpha\nu} - \partial^2_{\alpha\nu}g_{\beta\mu} \right] + Q(g_{\alpha\beta}, dg_{\alpha\beta}),
\]

where \(Q\) is a sum of products of coefficients of \(g^{\alpha\beta}\) with quadratic forms in \(dg_{\alpha\beta}\). By using Proposition 7.1, then \(Q\) satisfies the bound required of \(f_1\). It suffices for us to consider

\[
\frac{1}{2} e^\alpha_a e^\beta_b e^\mu_c e^\nu_d \left[ \partial^2_{\alpha\mu}g_{\beta\nu} + \partial^2_{\beta\nu}g_{\alpha\mu} - \partial^2_{\beta\mu}g_{\alpha\nu} - \partial^2_{\alpha\nu}g_{\beta\mu} \right].
\]

We therefore look at the term \(e^\alpha_a e^\beta_b \partial^2_{\alpha\beta}g_{\mu\nu}\), which is typical. By (7.7), Proposition 7.1 and Lemma 7.7 we get

\[
\|t^\alpha - \delta^\alpha_0\|_{s_0,2,\Sigma} + \|t^\alpha + \delta^\alpha_0 - 2\delta^\alpha_0\|_{s_0,2,\Sigma} + \|e^\alpha_a - \delta^\alpha_0\|_{s_0,2,\Sigma} \lesssim \varepsilon_1.
\]

By (7.76) and Proposition 7.1, the term \(e^\alpha_a(e^\beta_b)\partial^\mu_{\alpha\beta}g_{\mu\nu}\) satisfies the bound required of \(f_1\), so we consider \(e^\alpha_a(e_c(g_{\beta\nu}))\). Finally, since the coefficients of \(e_c\) in the basis \(\partial_{\alpha}\) have tangential derivatives bounded in \(L^2_t H^{s_0-1}_{x,s}(\Sigma)\), we are reduced by Lemma 7.10 to verifying that

\[
\|g^{\alpha\beta} \partial^2_{\alpha\beta}g_{\mu\nu}\|_{L^1_t H^{s_0-1}_{x,s}(\Sigma)} \lesssim \varepsilon_2.
\]

Note

\[
g^{\alpha\beta} \partial^2_{\alpha\beta}g_{\mu\nu} = \Box g_{\mu\nu}.
\]

By Lemma 7.8 and Corollary 7.6 we have

\[
\|\Box g_{\mu\nu}\|_{L^1_t H^{s_0-1}_{x,s}(\Sigma)} \lesssim \|\Box g^\tau\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)} + \|\Box g\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)}
\]

\[
\lesssim \|\text{curl}|\|_{L^1_t H^{s_0-1}_{x,s}(\Sigma)} + \|\text{curl}|\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)}
\]

\[
\lesssim \|\text{curl}|\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)} + \|dg\|_{L^2_t L^\infty} \|dg\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)}
\]

\[
\lesssim \|\text{curl}|\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)} + \|dv, dp\|_{L^2_t L^\infty} \|dv, dp\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)}
\]

\[
\lesssim \varepsilon_2.
\]

Above, \(\text{curl}|\) and \((dg)^2\) is included in \(f_1\). We hence complete the proof of Corollary 7.11. \(\square\)

### 7.3. The estimate of connection coefficients

Define

\[
\chi_{ab} = \langle D_{e_a}l, e_b \rangle, \quad l(\ln \sigma) = \frac{1}{2} \langle D_l l, l \rangle, \quad \mu_{0ab} = \langle D_l e_a, e_b \rangle,
\]

For \(\sigma\), we set the initial data \(\sigma = 1\) at the time \(-2\). Thanks to Proposition 7.1 we have

\[
\|\chi_{ab}\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)} + \|l(\ln \sigma)\|_{L^2_t H^{s_0-1}_{x,s}(\Sigma)} \lesssim \varepsilon_1.
\]

In a similar way, if we expand \(l = l^0\partial_t + l^1\partial_{x^0}\) on \(\Sigma\), then

\[
l^0 = 1, \quad \|l^1\|_{s_0,2,\Sigma} \lesssim \varepsilon_1.
\]
Lemma 7.12. Let $\chi$ be defined as before. Then

$$\|\chi_{ab}\|_{L^2_t H^{s_0-1}_x(\Sigma^t)} \lesssim \epsilon_2. \quad (7.79)$$

Furthermore, for any $t \in [-2, 2]$,

$$\|\chi_{ab}\|_{C^{s_0}_x(\Sigma^t)} \lesssim \epsilon_2 + \|dg\|_{C^{s_0}_x(\mathbb{R}^3)}. \quad (7.80)$$

Proof. The well-known transport equation for $\chi$ along null hypersurfaces (see references [22] and [32]) can be described as

$$l(\chi_{ab}) = (R(l, e_a)l, e_b)_g - \chi_{ac}\chi_{cb} - l(\ln \sigma)\chi_{ab} + \mu_{0ab}\chi_{cb} + \mu_{0bc}\chi_{ac}. \quad (7.78)$$

Due to Corollary 7.11, we can write the above equation in the following

$$l(\chi_{ab} - f_2) = f_1 - \chi_{ac}\chi_{cb} - l(\ln \sigma)\chi_{ab} + \mu_{0ab}\chi_{cb} + \mu_{0bc}\chi_{ac}, \quad (7.81)$$

where

$$\|f_2\|_{L^2_t H^{s_0-1}_x(\Sigma^t)} + \|f_1\|_{L^1_t H^{s_0-1}_x(\Sigma^t)} \lesssim \epsilon_2, \quad (7.82)$$

and for any $t \in [0, T]$,

$$\|f_2(t, \cdot)\|_{C^{s_0}_x(\Sigma^t)} \lesssim \|dg\|_{C^{s_0}_x(\mathbb{R}^3)}. \quad (7.83)$$

Let $\Lambda^{s_0-1}_{x'}$ be the fractional derivative operator in the $x'$ variables. Set

$$G = f_1 - \chi_{ac}\chi_{cb} - l(\ln \sigma)\chi_{ab} + \mu_{0ab}\chi_{cb} + \mu_{0bc}\chi_{ac}.$$

We have

$$\|\Lambda^{s_0-1}(\chi_{ab} - f_2)(t, \cdot)\|_{L^2_x(\Sigma^t)} \lesssim \|\Lambda^{s_0-1}, l\|_{L^1_xL^2_x(\Sigma^t)} + \|\Lambda^{s_0-1}G\|_{L^1_xL^2_x(\Sigma^t)}. \quad (7.84)$$

A direct calculation shows that

$$\|\Lambda^{s_0-1}G\|_{L^1_xL^2_x(\Sigma^t)} \lesssim \|f_1\|_{L^1_xH^{s_0-1}_x(\Sigma^t)} + \|\chi\|_{L^2_tH^{s_0-1}_x(\Sigma^t)}^2$$

$$+ \|l\|_{L^1_tH^{s_0-1}_x(\Sigma^t)} \cdot \|l(\ln \sigma)\|_{L^1_tH^{s_0-1}_x(\Sigma^t)}$$

$$+ \|\mu\|_{L^1_tH^{s_0-1}_x(\Sigma^t)} \cdot \|\chi\|_{L^2_tH^{s_0-1}_x(\Sigma^t)}, \quad (7.85)$$

where we use the fact that $H^{s_0-1}_{x'}(\Sigma^t)$ is an algebra for $s > 2$.

We next bound

$$\|\Lambda^{s_0-1}, l\|_{L^2_x(\Sigma^t)} \lesssim \|\partial_\alpha l^{0}\chi_{ab} - f_2\|_{H^{s_0-1}_{x'}(\Sigma^t)}$$

$$+ \|\Lambda^{s_0-1}\partial_\alpha l^{0}(\chi_{ab} - f_2)(t, \cdot)\|_{L^2_x(\Sigma^t)}.$$
From (7.81), we see that
\[ \| \chi_{ab} - f_2 \|_{C^{8}_{\mathcal{S}}(\mathbb{R}^3)} \lesssim \| f_1 \|_{L^1_t L^8_x} + \| \chi_{ac} \chi_{ab} \|_{L^1_t L^8_x} + \| (\ln \sigma) \chi_{ab} \|_{L^1_t L^8_x} + \| \mu_{ab} \chi_{ab} \|_{L^1_t L^8_x} + \| \mu_{0ac} \chi_{ab} \|_{L^1_t L^8_x}. \] (7.87)

By Sobolev imbedding \( H^{s_0-1}(\mathbb{R}^2) \rightarrow C^\delta(\mathbb{R}), \delta \in (0, s_0 - 2) \) and Gronwall’s inequality, we derive that
\[ \| \chi_{ab} \|_{C^{8}_{\mathcal{S}}(\mathcal{S}^t)} \lesssim \varepsilon_2 + \| d g \|_{C^5_2(\mathbb{R}^3)}. \]

\[ \square \]

7.4. The proof of Proposition 7.2 Note
\[ G(v, \rho) = \| d \phi(t, x') - dt \|_{s_0, 2, \Sigma}. \]

Using (7.72) and the estimate of \( \| g - m \|_{s_0, 2, \Sigma} \) in Proposition 7.1 then the estimate (7.4) follows from the bound
\[ \| l - (\partial_t - \partial_{x_3}) \|_{s_0, 2, \Sigma} \lesssim \varepsilon_2, \]
where it is understood that one takes the norm of the coefficients of \( l - (\partial_t - \partial_{x_3}) \) in the standard frame on \( \mathbb{R}^{3+1} \). The geodesic equation, together with the bound for Christoffel symbols \( \| \Gamma_{\beta\gamma}^\alpha \|_{L^2_t L^\infty_x} \lesssim \| d g \|_{L^2_t L^\infty_x} \lesssim \varepsilon_2 \), imply that
\[ \| l - (\partial_t - \partial_{x_3}) \|_{L^\infty_{t,x}} \lesssim \varepsilon_2, \]
so it suffices to bound the tangential derivatives of the coefficients of \( l - (\partial_t - \partial_{x_3}) \) in the norm \( L^2_t H^{s_0-1}(\Sigma^t) \). By using Proposition 7.1, we can estimate the Christoffel symbols
\[ \| \Gamma_{\beta\gamma}^\alpha \|_{L^2_t H^{s_0-1}(\Sigma^t)} \lesssim \varepsilon_2. \]

Note that \( H^{s_0-1}(\Sigma^t) \) is an algebra if \( s_0 > 2 \). We then deduce that
\[ \| \Gamma_{\beta\gamma}^\alpha e^2_{\Sigma} \|_{L^2_t H^{s_0-1}(\Sigma^t)} \lesssim \varepsilon_2. \]

We are now in a position to establish the following bound,
\[ \| \langle D_{e_1, l} \rangle_{s_0, 1, \Sigma^t} + \| \langle D_{e_1, l} \rangle_{s_0, 1, \Sigma^t} \|_{L^1_t H^{s_0-1}(\Sigma^t)} + \| \langle D_{l, l} \rangle_{s_0, 1, \Sigma^t} \|_{L^1_t H^{s_0-1}(\Sigma^t)} \lesssim \varepsilon_2. \]

The first term is \( \chi_{ab} \) which is bounded by Lemma 7.12 For the second term, noting
\[ \langle D_{e_1, l} \rangle = \langle D_{e_1, l}, 2 \partial_t \rangle = -2 \langle D_{e_1, \partial_t}, l \rangle, \]
then it can be bounded via Proposition 7.1 Similarly, we can control the last term through Proposition 7.1 At this stage, it remains for us to show that
\[ \| d \phi(t, x') - dt \|_{C^{1,3}_{\mathcal{S}}(\mathbb{R}^2)} \lesssim \varepsilon_2 + \| d g(t, \cdot) \|_{C^5_2(\mathbb{R}^3)}. \]

To do that, it suffices for us to show that
\[ \| l(t, \cdot) - (\partial_t - \partial_{x_3}) \|_{C^{1,3}_{\mathcal{S}}(\mathbb{R}^2)} \lesssim \varepsilon_2 + \| d g(t, \cdot) \|_{C^5_2(\mathbb{R}^3)}. \]

The coefficients of \( e_1 \) are small in \( C^0_{\mathcal{S}}(\Sigma^t) \) perturbations of their constant coefficient analogs, so it suffices to show that
\[ \| \langle D_{e_1, l} \rangle_{s_0, 1, \Sigma^t} + \| \langle D_{e_1, l} \rangle_{s_0, 1, \Sigma^t} \|_{C^0_{\mathcal{S}}(\Sigma^t)} \lesssim \varepsilon_2 + \| d g(t, \cdot) \|_{C^5_2(\mathbb{R}^3)}. \]
Above, the first term is bounded by Lemma 7.12 and the second by using
\[ ||D_v \partial_t I(\cdot, \cdot)||_{C^r_v L^\infty} \leq \|dg(t, \cdot)||_{C^r_v L^\infty}. \]

Consequently, we complete the proof of Proposition 7.2.

8. Strichartz estimates for solutions

In this part, let us introduce the Strichartz estimates of linear wave equations.

\[ \text{Proposition 8.1. Suppose that } (v, \rho, \omega) \in \mathcal{H} \text{ and } G(v, \rho) \leq 2\epsilon_1. \text{ For any } 1 \leq r \leq s_0 + 1, \text{ and for each } t_0 \in [0, T], \text{ the linear, non-homogenous equation} \]
\[
\begin{cases}
\Box g f = TG + B, & (t, x) \in [0, T] \times \mathbb{R}^3, \\
f(t_0, \cdot) = f_0 \in H^r(\mathbb{R}^3), & \partial_t f(t_0, \cdot) = f_1 \in H^{r-1}(\mathbb{R}^3),
\end{cases}
\]

admits a solution \( f \in C([0, T], H^r) \times C^1([0, T], H^{r-1}) \) and the following estimates holds:
\[ ||f||_{L^\infty T H^r} + ||\partial_t f||_{L^\infty T H^{r-1}} \lesssim ||f_0||_{H^r} + ||f_1||_{H^{r-1}} + ||G||_{L^\infty T H^{r-1} \cap L^1_t H^r} + ||B||_{L^1_t H^{r-1}}. \] (8.1)

Additionally, the following estimates hold, provided \( k < r - 1 \),
\[ ||(\partial) f||_{L^2_t L^\infty_x} \lesssim ||f_0||_{H^r} + ||f_1||_{H^{r-1}} + ||G||_{L^\infty T H^{r-1} \cap L^1_t H^r} + ||B||_{L^1_t H^{r-1}}. \] (8.2)

\[ \text{Proposition 8.2. Suppose that } (v, \rho, \omega) \in \mathcal{H} \text{ and } G(v, \rho) \leq 2\epsilon_1. \text{ For each } 1 \leq r \leq s_0 + 1, \text{ then the linear, homogenous equation} \]
\[
\begin{cases}
\Box g F = 0, \\
F(t_0, \cdot) = F_0, \quad \partial_t F(t_0, \cdot) = F_1,
\end{cases}
\]
is well-posed for the initial data \((F_0, F_1)\) in \( H^r \times H^{r-1} \). Moreover, the solution satisfies, respectively, the energy estimates
\[ ||F||_{H^r} + ||\partial_t F||_{H^{r-1}} \leq C(||F_0||_{H^r} + ||F_1||_{H^{r-1}}), \]
and the Strichartz estimates
\[ ||(\partial) f||_{L^2_t L^\infty_x} \lesssim C(||F_0||_{H^r} + ||F_1||_{H^{r-1}}). \] (8.3)

We will use Proposition 8.2 to prove Proposition 8.1 by Lemma 2.12.

**proof of Proposition 8.1 by Proposition 8.2** Let \( g \) be defined in Proposition 8.1. Let \( V \) satisfy the the linear, homogenous equation
\[ \begin{cases}
\Box g V = 0, \\
V(t_0, \cdot) = f_0, \quad TV(t_0, \cdot) = f_1 - G(t_0),
\end{cases} \] (8.4)

where \((f_0, f_1 - G(t_0)) \in H^r \times H^{r-1}\). Let \( Q \) satisfy the the linear, nonhomogenous equation
\[ \begin{cases}
\Box g Q = TG + B, \\
Q(t_0, \cdot) = 0, \quad TQ(t_0, \cdot) = G(t_0),
\end{cases} \] (8.5)

where \( G(0) \in H^{r-1} \). To write \( V \) and \( Q \) adapting to Proposition 8.2 we can rewrite (8.4) and (8.5) by using \( T = \partial_t + v \cdot \nabla \), respectively,
\[ \begin{cases}
\Box g V = 0, \\
V(t_0, \cdot) = f_0, \quad \partial_t V(t_0, \cdot) = f_1 - G(t_0) - v \cdot \nabla f_0(t_0, \cdot),
\end{cases} \]
Proposition 8.3.

\[
\square_g Q = TG + B, \quad Q(t_0, \cdot) = 0, \quad \partial_t Q(t_0, \cdot) = G(t_0),
\]

By superposition principle for linear wave equation, then \( f = V + Q \) satisfying

\[
\begin{cases}
\square_g f = TG + B, & (t, x) \in [0, T] \times \mathbb{R}^3, \\
f(t_0, \cdot) = f_0 \in H^r(\mathbb{R}^3), & \quad T f(t_0, \cdot) = f_1 \in H^{r-1}(\mathbb{R}^3).
\end{cases}
\]

To prove (8.1) and (8.2), we transfer the goal to bound \( V \) and \( Q \). By Proposition 8.2, we can see

\[
\| V \|_{H^r} + \| \partial_t V \|_{H^{r-1}} \leq C \left( \| f_0 \|_{H^r} + \| f_1 - G(t_0) - v \cdot \nabla V(t_0, \cdot) \|_{H^{r-1}} \right),
\]

and

\[
\| \langle \partial \rangle^k V \|_{L_t^2 L_x^\infty} \leq C \left( \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}} + \| G(t_0) \|_{H^{r-1}} + \| v \|_{H^{r_0}} \| \nabla f_0(t_0, \cdot) \|_{H^{r-1}} \right), \quad k < r - 1.
\]

Using \( s_0 > 2 \) and \( r < s_0 + 1 \), then we can obtain we can see

\[
\| V \|_{H^r} + \| \partial_t V \|_{H^{r-1}} \leq C \left( \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}} + \| G(t_0) \|_{H^{r-1}} + \| v \|_{H^{r_0}} \| \nabla f_0(t_0, \cdot) \|_{H^{r-1}} \right)
\]

(8.6) \( \text{VE} \)

and

\[
\| \langle \partial \rangle^k V \|_{L_t^2 L_x^\infty} \leq C \left( \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}} + \| G \|_{L_t^1 L_x^{r-1}} \right), \quad k < r - 1.
\]

(8.7) \( \text{SV} \)

By Lemma 2.12 and using Proposition 8.2 again, we can prove

\[
\| Q \|_{H^r} + \| \partial_t Q \|_{H^{r-1}} \leq C \left( \| G(t_0) \|_{H^{r-1}} + \| G \|_{L_t^1 L_x^r} + \| B \|_{L_t^1 H^{r-1}} \right),
\]

(8.8) \( \text{QE} \)

and

\[
\| \langle \partial \rangle^k V \|_{L_t^2 L_x^\infty} \leq C \left( \| G(t_0) \|_{H^{r-1}} + \| G \|_{L_t^1 H^r} + \| B \|_{L_t^1 H^{r-1}} \right), \quad k < r - 1.
\]

(8.9) \( \text{SQ} \)

Adding (8.6) and (8.8), we get (8.1). Adding (8.7) and (8.9), we get (8.2). Therefore, we finish the proof of Proposition 8.1. \( \square \)

Based on Proposition 8.1, we can derive the following result.

Proposition 8.3. Suppose \((v, \rho, \varphi) \in \mathcal{H}\) and \(G(v, \rho) \leq 2\varepsilon_1\). Let \( v_+ \) be defined in (1.13). We have

\[
\| dv, d\rho, \partial v_+, d\rho, dv, d\rho \|_{L_t^2 C_x^s} + \| \partial v_+, d\rho, dv \|_{L_t^2 B_{t_0}^{s-2}} \leq \varepsilon_2,
\]

(8.10) \( \text{str} \)

and

\[
\| v \|_{L_t^\infty H^s} + \| \rho \|_{L_t^\infty H^s} + \| \varphi \|_{L_t^\infty H^{t_0}} \leq \varepsilon_2.
\]

(8.11) \( \text{eef} \)

Proof. Recall \( \rho \) and \( v_+ \) satisfying

\[
\square_g \rho = \mathcal{D},
\]

\[
\square_g v_+ = \mathcal{T} \mathcal{T} \eta + \mathcal{R}.
\]

(8.12) \( \text{fcr} \)

Using Lemma 2.18 we get

\[
\| \mathcal{D}, \mathcal{R} \|_{L_t^1 H^{s-1}} \lesssim \| dv, d\rho \|_{L_t^1 L_x^\infty} + \| dv \|_{L_t^1 H^{s-1}}.
\]

Operating \( \Delta_j \) on (8.12), we can derive that \( \Delta_j \rho \) and \( \Delta_j v_+^i \) satisfy

\[
\begin{cases}
\square_g \Delta_j \rho = \Delta_j \mathcal{D} + [\square_g, \Delta_j] \rho, \\
\Delta_j \rho |_{t=0} = \Delta_j \rho_0,
\end{cases}
\]

(8.13) \( \text{fcr} \)
and
\[
\left\{ \begin{array}{l}
\Box g \Delta_j v^i_+ = T \Delta_j T \eta^i + \Delta_j Q^i + [\Box g, \Delta_j] v^i_+ + [\Delta_j, T] \eta^i, \\
\Delta_j v^i_+|_{t=0} = \Delta_j (v_0 - \eta_0), \quad \Delta_j T v^i_+|_{t=0} = \Delta_j T (v_0 - \eta_0).
\end{array} \right.
\]

By using the Strichartz estimate in Proposition 8.2 (taking \( r = s - s_0 + 1, k = 0 \) ), we obtain
\[
\| (\Delta_j \rho, \Delta_j v^i_+) \|_{L_t^2 L_x^\infty} \lesssim \| \Delta_j \rho (0, \cdot) \|_{H^{s-s_0+1}} + \| \Delta_j Q \|_{L_t^1 H^{s-s_0}} + \| [\Box g, \Delta_j] \rho \|_{L_t^1 H^{s-s_0}} + \| [\Delta_j, T] \eta \|_{H^{s-s_0+1}} + \| \Delta_j T \eta \|_{H^{s-s_0+1}} + \| \Delta_j T \|_{L_t^1 H^{s-s_0}}.
\]

Multiplying \( 2^{(s_0-1)j} \) on (8.13), and taking square of it and summing it over \( j \geq 1 \), we get
\[
\| \rho, v^+ \|_{L_t^2 B_{s_0}^{s_0-1}}^2 \lesssim \| \rho_0 \|_{H^s}^2 + \| v_0 \|_{H^s}^2 + \| \eta_0 \|_{H^s}^2 + \| T \eta_0 \|_{H^s}^2 + \| \varpi_0 \|_{H^s}^2.
\]

By Lemma 2.18 we also update (8.14) by
\[
\| \rho, v^+ \|_{L_t^2 B_{s_0}^{s_0-1}}^2 \lesssim \| \rho_0 \|_{H^s}^2 + \| v_0 \|_{H^s}^2 + \| \varpi_0 \|_{H^s}^2.
\]

In a result, we have
\[
\| \partial \rho, \partial v^+ \|_{L_t^2 B_{s_0}^{s_0-2}} \lesssim \| \rho_0 \|_{H^s} + \| v_0 \|_{H^s} + \| \varpi_0 \|_{H^s} \lesssim \epsilon_2.
\]

To get the Strichartz estimates for \( v \), let us recall it’s relation with \( v^+ \) and \( \rho \). That is,
\[
v = \eta + v^+, \quad \eta = (-\Delta)^{-1} (e^\rho \text{curl} \varpi).
\]

We then get
\[
\| \partial v \|_{B_{s_0}^{s_0-2}} \leq \| \partial v^+ \|_{B_{s_0}^{s_0-2}} + \| \partial \rho \|_{B_{s_0}^{s_0-2}}.
\]

To bound \( \| \partial v \|_{B_{s_0}^{s_0-2}} \), we need first bound \( \| \partial \eta \|_{B_{s_0}^{s_0-2}} \). Note
\[
\partial \eta = \partial (-\Delta)^{-1} (e^\rho \text{curl} \varpi).
\]

By Sobolev inequality and elliptic estimate, we have
\[
\| \partial \eta \|_{B_{s_0}^{s_0-2}} \lesssim \| \partial (-\Delta)^{-1} (e^\rho \text{curl} \varpi) \|_{B_{s_0}^{s_0-2}} \lesssim \| e^\rho \text{curl} \varpi \|_{H^{s_0-\frac{1}{2}}} \lesssim (1 + \| \rho_0 \|_{H^{s_0}}) \| \varpi_0 \|_{H^{s_0}} \lesssim \epsilon_2.
\]

Combining (8.15) and (8.16), we can see
\[
\| \partial v \|_{L_t^2 B_{s_0}^{s_0-2}} \lesssim \| \partial v^+ \|_{B_{s_0}^{s_0-2}} + \| \partial \rho \|_{B_{s_0}^{s_0-2}} \lesssim \epsilon_2.
\]

We hence prove that
\[
\| \partial \rho, \partial v, \partial v^+ \|_{L_t^2 B_{s_0}^{s_0-2}} \lesssim \epsilon_2.
\]

Using the original transport equation (1.11):
\[
T \rho = -\text{div} v, \quad T v = -c_s^2 \partial \rho,
\]
we then obtain
\[
\| T \rho, T v \|_{L_t^2 B_{s_0}^{s_0-2}} \lesssim \| \partial \rho, \partial v \|_{L_t^2 B_{s_0}^{s_0-2}} \lesssim \epsilon_2.
\]
Combining (8.17) and (8.18) together, we have
\[ \| d\rho, dv \|_{L_t^2 B_{\infty,2}^{s_0-2}} \lesssim \epsilon_2. \] (8.19)

It also remains for us to bound \( \| d\rho, dv \|_{L_t^2 L_x^\infty} \) and \( \| dv, d\rho, \partial v+ \|_{L_t^2 C_{s_0}^\frac{1}{2}} \). By Littlewood-Palay decomposition, we also have
\[ \| d\rho, dv \|_{L_t^2 L_x^\infty} \lesssim \left\{ 2^{j(s_0-2)}(\Delta_j d\rho, \Delta_j dv) \right\}_{f_j} \left\{ 2^{-j(s_0-2)} \right\}_{l_j} \lesssim \| d\rho, dv \|_{L_t^2 B_{\infty,2}^{s_0-1}} \lesssim \epsilon_2. \]

Similarly, for \( \delta \in (0, s_0 - 2) \), we get
\[ \| dv, d\rho, \partial v+ \|_{C_{s_0}^\delta} \lesssim \| dv, d\rho, \partial v+ \|_{B_{\infty,2}^{s_0-2}} + \| dv, d\rho, \partial v+ \|_{B_{\infty,2}^{s_0-1}}. \]

Therefore, we have
\[ \| dv, d\rho, \partial v+ \|_{L_t^2 C_{s_0}^\delta} \lesssim \| d\rho, dv \|_{L_t^2 B_{\infty,2}^{s_0-1}} \lesssim \epsilon_2. \]

Using Theorem 3.3 we can obtain (8.11). At this stage, we have finished the proof of Proposition 8.3. The only task is Proposition 8.2 which will be stated in the next section.

9. Appendix: Proof of Proposition 8.2

Following Smith-Tataru’s paper [32], we will give a proof of Proposition 8.2 in this part. We divide the proofs into several steps. The first step is to reduce the problem in the phase space.

9.1. A reduction to the paradifferential decomposition. Given a frequency scale \( \lambda \geq 1 \), we consider the smooth coefficients
\[ g_\lambda = S_{<\lambda} g. \]

We can reduce the Proposition 8.2 to the following:

**Proposition 9.1.** Suppose that \((v, \rho, w) \in H \) and \( G(v, \rho) \leq 2\epsilon_1 \). Suppose \( f \) satisfy
\[ \begin{cases} \Box_g f = 0, \\ f|_{t=t_0} = f_0, \quad \partial_t f|_{t=t_0} = f_1. \end{cases} \] (9.1) linear

Then for each \((f_0, f_1) \in H^1 \times L^2\) there exists a function \( f_\lambda \in C^\infty([-2, 2] \times \mathbb{R}^3) \), with
\[ \text{supp} f_\lambda(t, \cdot) \subseteq \{ \xi : \frac{\lambda}{8} \leq |\xi| \leq 8\lambda, \} \]
such that
\[ \begin{cases} \| \Box_g f_\lambda \|_{L_t^2 L_x^2} \lesssim \epsilon_0 (\| f_0 \|_{H^1} + \| f_1 \|_{L^2}), \\ f_\lambda(-2) = P_\lambda f_0, \quad \partial_t f_\lambda(-2) = P_\lambda f_1. \end{cases} \] (9.2) Yee

Additionally, if \( r > 1 \), then the following Strichartz estimates holds:
\[ \| f_\lambda \|_{L_t^r L_x^\infty} \lesssim \epsilon_0^{-\frac{1}{2}} \lambda^{r-2} (\| f_0 \|_{H^1} + \| f_1 \|_{L^2}). \] (9.3) Ase
proof of Proposition 8.2 by Proposition 9.1: We divide the proof into several cases.

(i) $r = 1$. Using basic energy estimates for (1.19), we have

\[
\|\partial_t f\|_{L^2_t} + \|\nabla f\|_{L^2_t} \lesssim (\|f_0\|_{H^1} + \|f_1\|_{L^2}) \exp(\int_0^t \|d\mathbf{g}\|_{L^\infty_x} d\tau) \\
\lesssim \|f_0\|_{H^1} + \|f_1\|_{L^2}.
\]

Then the Cauchy problem (1.19) holds a unique solution $f \in C([0, T], H^1)$ and $\partial_t f \in C([0, T], L^2)$. It remains to show that the solution $f$ also satisfies the Strichartz estimate (8.3).

Without loss of generality, we take $t_0 = 0$. For any given initial data $(f_0, f_1) \in H^1 \times L^2$, and $t_0 \in [-2, 2]$, we take a Littlewood-Paley decomposition

\[
f_0 = \sum_\lambda \mathcal{P}_\lambda f_0, \quad f_1 = \sum_\lambda \mathcal{P}_\lambda f_1,
\]

and for each $\lambda$ we take the corresponding $f_\lambda$ as in (9.2). If we set

\[
f = \sum_\lambda f_\lambda,
\]

then $f$ matches the initial data $(f_0, f_1)$ at the time $t = t_0$, and also satisfies the Strichartz estimates (9.3). In fact, $f$ is also an approximate solution for $\Box_g f$ in the sense that

\[
\|\Box_g f\|_{L^2_t L^2_x} \lesssim \epsilon_0 (\|f_0\|_{H^1} + \|f_1\|_{L^2}).
\]

We can derive the above bound by using the decomposition

\[
\Box_g f = \sum_\lambda \Box_{\mathbf{g}_\lambda} f_\lambda + \sum_\lambda \Box_{\mathbf{g}_0 - \mathbf{g}_\lambda} f_\lambda.
\]

The first one can be controlled by Proposition 9.1. As for the second one, noting $\mathbf{g}^{00} = -1$, we then have

\[
\sum_\lambda \Box_{\mathbf{g}_0 - \mathbf{g}_\lambda} f_\lambda = \sum_\lambda (\mathbf{g} - \mathbf{g}_\lambda) \partial_d f_\lambda.
\]

It follows from H"older inequality that

\[
\|\sum_\lambda \Box_{\mathbf{g}_0 - \mathbf{g}_\lambda} f_\lambda\|_{L^2_x} \lesssim \sup_\lambda (\|\mathbf{g} - \mathbf{g}_\lambda\|_{L^\infty_x}) \left(\sum_\lambda \|df_\lambda\|_{L^2_x}^2\right)^{1/2}. \quad (9.4)
\]

On the other hand, we known

\[
\sup_\lambda (\|\mathbf{g} - \mathbf{g}_\lambda\|_{L^\infty_x}) \lesssim \sup_\lambda (\lambda \sum_{\mu > \lambda} \|\mathbf{g}_\mu\|_{L^\infty_x}) \\
\lesssim \sup_\lambda (\lambda \sum_{\mu > \lambda} \mu^{-(1+\delta)} \|d\mathbf{g}_\mu\|_{C^\delta_x}) \quad (9.5)
\]

Gathering (9.4) and (9.5), we can prove that

\[
\sum_\lambda \Box_{\mathbf{g}_0 - \mathbf{g}_\lambda} f_\lambda \lesssim \epsilon_0 (\|f_0\|_{H^1} + \|f_1\|_{L^2}).
\]

For given $F \in L^1_t L^2_x$, we now form the function

\[
M F = \int_0^t f^\tau(t, x) d\tau,
\]
where $f^\tau(t, x)$ is the approximate solution formed above with the Cauchy data

$$f^\tau(\tau, x) = 0, \quad \partial_t f^\tau(\tau, x) = F(\tau, \cdot).$$

By calculating

$$\Box_g MF = \int_0^t \Box_g f^\tau(t, x) d\tau + F,$$

it follows that

$$\|\Box_g MF - F\|_{L^2_x L^2_t} \lesssim \|\Box_g f^\tau\|_{L^1_t L^2_x} \lesssim \epsilon_0 \|F\|_{L^2_t L^2_x}.$$

Using the contraction principle, we can write the solution $f$ in the form

$$f = \tilde{f} + MF,$$

where $\tilde{f}$ is the approximation solution formed above for initial data $(f_0, f_1)$ specified at time $t = 0$, and

$$\|F\|_{L^2_t L^2_x} \lesssim \epsilon_0(\|f_0\|_{H^1} + \|f_1\|_{L^2}).$$

The Strichartz estimates now follow since they holds for each $f^\tau, \tau \in [0, t]$. By Duhamel’s principle, we can also obtain the Strichartz estimates for the linear, nonhomogeneous wave equation

$$\Box_g f = G, \quad f|_{t=0} = f_0, \quad \partial_t f|_{t=0} = f_1.$$

That is,

$$\|\langle \partial \rangle^\theta f\|_{L^2_t L^2_x} \lesssim \|f_0\|_{H^1} + \|f_1\|_{L^2} + \|G\|_{L^1_t L^2_x} \quad \theta < 0.$$

(ii) $1 < r \leq s_0 + 1$. Based on the above result, we transform the initial data in $H^1 \times L^2$. Operating $\langle \partial \rangle^{r-1}$ on (9.1), we have

$$\Box_g \langle \partial \rangle^{r-1} f = -[\Box_g, \langle \partial \rangle^{r-1}] f.$$

Let $\langle \partial \rangle^{r-1} f = h$. Then $h$ is a solution to

$$\begin{cases}
\Box_g h = -[\Box_g, \langle \partial \rangle^{r-1}] \langle \partial \rangle^{1-r} h, \\
(h(t_0), \partial_t h(t_0)) \in H^1 \times L^2.
\end{cases} \tag{9.6}$$

To handle this case, we then need to estimate the right term as

$$\|\Box_g, \langle \partial \rangle^{r-1} \|_{L^1_t L^2_x} \lesssim \epsilon_0(\|dh\|_{L^\infty_t L^2_x} + \|\langle \partial \rangle^m dh\|_{L^2_t L^\infty_x}), \quad \text{for} \ m > 1 - s_0.$$

To see this, we apply analytic interpolation to the family

$$h \rightarrow [\Box_g, \langle \partial \rangle^{r-1}] \langle \partial \rangle^{1-r} h.$$

For $Re = 0$, noting $g^{00} = -1$, we use the commutator estimate (c.f. (3.6.35) of [20]) to get

$$\|[g^{\alpha \beta}, \langle \partial \rangle^z] \langle \partial \rangle^{-z} \partial_{\alpha \beta} h\|_{L^2_x} \lesssim \|dg\|_{L^\infty_x} \|dh\|_{L^2_x}.$$

For $Re = s_0$, we use the Kato-Ponce commutator estimate

$$\|\langle g^{\alpha \beta}, \langle \partial \rangle^z \| \langle \partial \rangle^{-z} \partial_{\alpha \beta} h\|_{L^2_x} \lesssim \|dg\|_{L^\infty_x} \|dh\|_{L^2_x} + \|g^{\alpha \beta} - \eta^{\alpha \beta}\|_{H^{s_0} \langle \partial \rangle^{-z} \partial_{\alpha \beta} h\|_{L^\infty_x}} \tag{9.7}$$

where $\alpha \neq 0$ because $g^{00} = -1$. Considering

$$\|dg\|_{L^\infty_x} + \|g^{\alpha \beta} - \eta^{\alpha \beta}\|_{H^{s_0} \langle \partial \rangle^{-z} \partial_{\alpha \beta} h\|_{L^\infty_x}} \lesssim \epsilon_0,$$

then (9.7) becomes

$$\|\langle g^{\alpha \beta}, \langle \partial \rangle^z \| \langle \partial \rangle^{-z} \partial_{\alpha \beta} h\|_{L^2_x} \lesssim \epsilon_0(\|dh\|_{L^2_x} + \|\langle \partial \rangle^{-z} \partial_{\alpha \beta} h\|_{L^\infty_x}).$$
Let us go back (9.6). Using the discussion in case \( r = 1 \), we then get the Strichartz estimates for \( h \):

\[
\| \langle \partial \rangle^{\theta} h \|_{L_t^2 L_x^\infty} \lesssim \epsilon_0 \left( \| \langle \partial \rangle^{-1} f_0 \|_{H^1} + \| \langle \partial \rangle^{r-1} f_1 \|_{L^2} + \| dh \|_{L_t^2 L_x^\infty} + \| \langle \partial \rangle^{-r} \partial dh \|_{L_t^2 L_x^\infty} \right), \tag{9.8}
\]

Substituting \( \langle \partial \rangle^{-1} f = h \) to (9.8), and using the energy estimate

\[
\| f \|_{L_t^\infty L_x^{r'}} \lesssim \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}},
\]

we can see derive that

\[
\| \langle \partial \rangle^k f \|_{L_t^2 L_x^\infty} \lesssim \epsilon_0 \left( \| \langle \partial \rangle^{-1} f_0 \|_{H^1} + \| \langle \partial \rangle^{r-1} f_1 \|_{L^2} \right),
\]

\[
\lesssim \epsilon_0 \left( \| f_0 \|_{H^r} + \| f_1 \|_{H^{r-1}} \right), \quad k < r - 1.
\]

\[\square\]

9.2. The construction of wave packets.

**Definition 9.1** (32). Let the hypersurface \( \Sigma_{t,r} \) and the geodesic \( \gamma \) be defined in Section 5. A normalized wave packet around \( \gamma \) is a function \( f \) of the form

\[
f = \epsilon_0^{1/4} \overline{\lambda}^{-1} T_{\lambda}(uh),
\]

where

\[
u(t, x) = \delta(x_\theta - \phi_{\theta,t}(t, x_\theta')), \quad h = h_0((\epsilon_0 \lambda)^{1/2}(x_\theta' - \gamma_\theta(t))).
\]

Here, \( h_0 \) is a smooth function supported in the set \( |x'| \leq 1 \), with uniform bounds on its derivatives \( |\partial_{x'}^l h_0(x')| \leq c_\alpha \).

We give two notations here. We denote \( L(u, h) \) to denote a translation invariant bilinear operator of the form

\[
L(u, h)(x) = \int K(y, z) u(x + y) h(x + z) dxdz,
\]

where \( K(y, z) \) is a finite measure. If \( X \) is a Sobolev spaces, we then denote \( X_a \) the same space but with the norm obtained by dimensionless rescaling by \( a \),

\[
\|u\|_{X_a} = \|u(a \cdot)\|_X.
\]

Since \( 2(s_0 - 1) > 2 \), then for \( a < 1 \) we have

\[
\|u\|_{H^{s_0-1}(\mathbb{R}^2)} \lesssim \|u\|_{H^{s_0-1}(\mathbb{R}^2)}.
\]

9.2.1. A normalized wave packet.

**Proposition 9.2.** Let \( u \) be a normalized packet. Then there is another normalized wave packet \( \tilde{u} \), and functions \( \phi_m(t, x_\theta') \), \( m = 0, 1, 2 \), so that

\[
\square g_\lambda P_{X} f = L(dg, d\tilde{P}_{X} f) + \epsilon_0^{1/4} \overline{\lambda}^{-1} P_{X} T_{\lambda} \sum_{m=0,1,2} \psi_m \delta^{(m)}(x_\theta' - \phi_{\theta,r}), \tag{9.9}
\]

where the functions \( \psi_m = \psi_m(t, x_\theta') \) satisfy the scaled Sobolev estimates

\[
\|\psi_m\|_{L_t^\infty H^{s_0-1}} \lesssim \epsilon_0 \lambda^{1-m}, \quad m = 0, 1, 2, \quad a = (\epsilon_0 \lambda)^{-1/2}. \tag{9.10}
\]

As a immediate consequence, we can obtain
Corollary 9.3. Let $f$ be a normalized wave packet. Then
\[
\|dP_{\lambda} f\|_{L^\infty_T L^2_x} \lesssim 1, \quad \|\Box_g P_{\lambda} f\|_{L^2_t L^2_x} \lesssim \epsilon_0.
\] (9.11)

proof of Proposition 9.2 For brevity, we consider the case $\theta = (0,0,1)$. Then $x_\theta = x_3$, and $x'_\theta = x'$. We let $\nu = \nu^\alpha \partial_\alpha u$. For the first term in (9.12), noting $g_\lambda$ supported at frequency $\leq \frac{\lambda}{\mu}$, then we can write
\[
\Box_g \lambda P_{\lambda} f = \lambda^{-1} ([\Box_g \lambda, P_{\lambda} T_{\lambda}] + P_{\lambda} T_{\lambda} \Box_g \lambda)(uh).
\] (9.12)

For the first term in (9.12), noting $g_\lambda$ supported at frequency $\leq \frac{\lambda}{\mu}$, then we can write
\[
[\Box_g \lambda, P_{\lambda} T_{\lambda}] = [\Box_g \lambda, P_{\lambda} T_{\lambda}] \tilde{P}_\lambda T_{\lambda}
\]
for some multipliers $\tilde{P}_\lambda, T_{\lambda}$ which have the same properties as $P_{\lambda}, T_{\lambda}$. Therefore, by using the kernel bounds for $P_{\lambda} T_{\lambda}$, we conclude that
\[
[\Box_g \lambda, P_{\lambda} T_{\lambda}] f = L(dg, df).
\]

For the second term in (9.12), we use the Leibniz rule
\[
\Box_g \lambda (uh) = h \Box_g \lambda u + (g_\lambda^{\alpha \beta} + g_\lambda^\beta \alpha) \partial_\alpha u \partial_\beta h + u \Box_g \lambda h.
\] (9.13)

We let $\nu$ denote the conormal vector field along $\Sigma$, $\nu = dx_3 - d\phi(t,x')$. In the following, we take the greek indices $0 \leq \alpha, \beta \leq 2$.

For the first term in (9.13), by calculation, we have
\[
g_\lambda^{\alpha \beta} \partial_\alpha u \equiv g_\lambda^{\alpha \beta} (t,x',\phi) \nu_\alpha \nu_\beta \delta_{x_3-\phi} + 2 \partial_3 (g_\lambda^{\alpha \beta}) (t,x',\phi) \nu_\alpha \nu_\beta \delta_{x_3-\phi}
\]
\[
+ (\partial_3 g_\lambda^{\alpha \beta}) (t,x',\phi) \nu_\alpha \nu_\beta \delta_{x_3-\phi} - g_\lambda^{\beta \alpha} (t,x',\phi) \partial_\alpha \beta \delta_{x_3-\phi}
\]
\[
+ \partial_3 g_\lambda^{\alpha \beta} (t,x',\phi) \partial_\alpha \beta \delta_{x_3-\phi}.
\]

Here, $\delta_{x_3-\phi} = (\partial_3 \delta)(x_3 - \phi)$. By Leibniz rule, we can take
\[
\psi_0 = h \{ (\partial_3 g_\lambda^{\alpha \beta}) (t,x',\phi) \nu_\alpha \nu_\beta + (\partial_3 g_\lambda^{\alpha \beta}) (t,x',\phi) \partial_\alpha \beta \phi \}
\]
\[
\psi_1 = h \{ 2 (\partial_3 g_\lambda^{\alpha \beta}) (t,x',\phi) \nu_\alpha \nu_\beta - g_\lambda^{\beta \alpha} (t,x',\phi) \partial_\alpha \beta \phi \}
\]
\[
\psi_2 = h (g_\lambda^{\alpha \beta} - g_\lambda^{\beta \alpha}) \nu_\alpha \nu_\beta.
\]

By using (7.4), Proposition 7.1 and Corollary 7.6 we can conclude that these settings of $\psi_0, \psi_1$, and $\psi_2$ satisfy the estimates (9.10). For the second term in (9.12), we have
\[
(g_\lambda^{\alpha \beta} + g_\lambda^\beta \alpha) \partial_\alpha u \partial_\beta h = \frac{1}{2} \nu_\alpha (g_\lambda^{\alpha \beta} + g_\lambda^\beta \alpha)(t,x',\phi) \partial_\beta h \delta_{x_3-\phi}\
\]
\[
- \frac{1}{2} \nu_\alpha \partial_3 (g_\lambda^{\alpha \beta} + g_\lambda^\beta \alpha)(t,x',\phi) \partial_\beta h \delta_{x_3-\phi}.
\]

We then take
\[
\psi_0 = \frac{1}{2} \nu_\alpha \partial_3 (g_\lambda^{\alpha \beta} + g_\lambda^\beta \alpha)(t,x',\phi) \partial_\beta h, \quad \psi_1 = \frac{1}{2} \nu_\alpha (g_\lambda^{\alpha \beta} + g_\lambda^\beta \alpha)(t,x',\phi) \partial_\beta h.
\]

By using (7.4), Proposition 7.1 and Corollary 7.6 we can conclude that these settings of $\psi_0$ and $\psi_1$ satisfy the estimates (9.10). For the third term in (9.12), we can take
\[
\psi_0 = g_\lambda^{\alpha \beta}(t,x',\phi) \partial_\alpha \beta h.
\]

By using (7.4), Proposition 7.1 and Corollary 7.6 we can conclude that these settings of $\psi_0$ satisfies the estimates (9.10).
9.2.2. Superpositions of wave packets.

**Proposition 9.4** \([\text{(32)}]\). Let \( f = \sum_{\theta,j} a_{\theta,j} f_{\theta,j} \), where \( f_{\theta,j} \) are normalized wave packets supported in \( T_{\theta,j} \). Then

\[
\|dP_\lambda f\|_{L^\infty_t L^2_x} \lesssim (\sum_{\theta,j} a_{\theta,j}^2)^{\frac{1}{2}},
\]

\[
\|\Box P_\lambda f\|_{L^1_t L^2_x} \lesssim \epsilon_0 (\sum_{\theta,j} a_{\theta,j}^2)^{\frac{1}{2}}.
\]

(9.14)

9.2.3. Matching the initial data.

**Proposition 9.5** \([\text{(32)}]\). Given any initial data \((f_0, f_1) \in H^1 \times L^2\), there exists a function of the form

\[
f = \sum_{\theta,j} a_{\theta,j} f_{\theta,j},
\]

where the function \( f_{\theta,j} \) are normalized wave packets, such that

\[
P_\lambda f(-2) = P_\lambda f_0, \quad \partial_t P_\lambda f(-2) = P_\lambda f_1.
\]

Furthermore,

\[
\sum_{\theta,j} a_{\theta,j}^2 \lesssim \|f_0\|_{H^1}^2 + \|f_1\|_{L^2}^2.
\]

9.3. Strichartz estimate. The estimate \([9.3]\) can be directly derived by

**Proposition 9.6** \([\text{(32)}]\). Let

\[
f = \sum_{K \in \mathcal{T}} a_K \chi_K,
\]

where \( \sum_{K \in \mathcal{T}} a_K^2 \leq 1 \). Then

\[
\|f\|_{L_t^2 L_x^\infty} \lesssim \epsilon_0^{-\frac{1}{2}} (\ln \lambda)^3.
\]
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