Watch Me Calibrate My Force-Sensing Shoes!
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Abstract—This paper presents a novel method for smaller-sized humanoid robots to self-calibrate their foot force sensors. The method consists of two steps: 1. The robot is commanded to move along planned whole-body trajectories in different double support configurations. 2. The sensor parameters are determined by minimizing the error between the measured and modeled center of pressure (CoP) and ground reaction force (GRF) during the robot’s movement using optimization. This is the first proposed autonomous calibration method for foot force-sensing devices in smaller humanoid robots. Furthermore, we introduce a high-accuracy manual calibration method to establish CoP ground truth, which is used to validate the measured CoP using self-calibration. The results show that the self-calibration can accurately estimate CoP and GRF without any manual intervention. Our method is demonstrated using a NAO humanoid platform and our previously presented force-sensing shoes.

I. INTRODUCTION

Foot force sensors are widely used in humanoid robots for measuring GRF and CoP to determine the stability of the system [1]. Many researchers have designed planning and control algorithms for humanoid robots that incorporate foot sensory feedback in dynamic walking [2], self-balancing [3], push-and-recovery [4], etc. In addition, foot force sensors are also applied to estimate the humanoid robot’s center of mass (CoM) [5], and external forces [6]. Recent studies also use foot force sensors to identify the mass properties of heavy objects in manipulation tasks of humanoid robots [7], [8].

Two common types of foot force sensors are used to measure CoP and GRF for humanoid robots. Commercial force/torque (F/T) sensors have been widely applied to larger-sized humanoid platforms [9], [10]. Such sensors are usually mounted between the robot’s ankle and foot. The GRF is directly measured from the sensor’s force outputs, and the CoP is obtained by solving torque balance [11]. The commercial F/T sensors, although accurate, are too expensive and heavy for smaller-sized humanoids [12]. By contrast, light-weight and low-cost force-sensing resistors (FSRs) are often adopted to construct the foot force-sensing modules by smaller-sized humanoids [13], [14]. In most foot designs, FSRs are distributed close to the foot’s boundary. The convex hull containing these FSRs is the allowable measurement area for CoP, also called the sensing polygon (often smaller than the robot’s support polygon) [15]. Since each FSR outputs 1-D force, the robot’s normal GRF is the total force output (see 1). The CoP is obtained by averaging the position of each sensor weighted by their corresponding force outputs (see 2). In practice, FSRs often suffer from resistance drift and hysteresis, and they are not suitable for accurate force measurement [16].

In the literature, there are three ways to enhance the measurement accuracy of the foot force-sensing devices constructed by FSRs for smaller humanoid robots.

1. Improving sensor’s quality. Researchers either developed their own light-weight and high-accuracy force/pressure sensors or customized the existing higher-quality commercial sensors into the foot design. For example, Shayan et al. modified barometric pressure sensors to replace the poor factory default FSRs in the NAO robot’s feet [17]. Kwon et al. developed a pressure-sensing foot using custom-fabricated polymer-based pressure sensors for a KIBO robot [18]. Our proposed force-sensing shoes [19] utilize light-weight single-axis load cells for force measurement.

2. Improving foot force-sensing module design. To improve the NAO robot’s poor foot design, where the FSRs incompletely contact the foot bottom plate, Almeida et al. proposed a two-layer force-sensing module design facilitating all the FSRs to engage [20]. Our proposed force-sensing shoe ensures all force sensors are effectively activated by directly cantilevering the shoe’s top plate on the force sensors [19]. Additionally, the authors in [21] add a soft sponge layer between the FSRs and the foot bottom plate to facilitate contact for a KHR-2HV robot.

3. Applying manual calibration. Manual calibration includes single sensor calibration and force-sensing module calibration. The former requires applying different reference forces to the sensor and then using linear or nonlinear regressions to map out the relationship between the sensor’s raw signal output and the applied force. The latter aims to improve the accuracy of a specific measured metric incorporating all sensor outputs, of which the most common one is the CoP. Our work [19] proposed a CoP manual calibration method, which applies known weights to designated positions on the top of the foot module and minimizes the error between the measured CoP and its ground truth over sensor parameters.

The above mentioned manual calibration methods need to be implemented frequently since force sensors drift as the environmental factors change. For example, a temperature change may lead to measurement offsets; Slight variations in the mechanical structure during usage, such as changes in screw tension and deformations of the mounting material, may affect the measurement accuracy. However, performing manual calibration is time-consuming and requires human intervention, making it impossible for robots to use accurate
force sensory feedback in long-term autonomous tasks.
To equip the smaller humanoid robots with embodied intelligence to calibrate their foot sensors autonomously, we propose a novel self-calibration method. In our method, the robot is commanded to reach several sampled double-support configurations. After reaching each double support, the robot moves its body following planned trajectories. Then the optimal sensor parameters are determined by minimizing the error between the measured CoP, GRF, and their modeled references using nonlinear optimization. To our best knowledge, this is the first autonomous method for calibrating foot sensors for smaller-sized humanoid robots.

To validate the CoP measurement using the self-calibration approach, a manual calibration method is developed. This method incorporates force-plate calibration techniques, enabling high CoP measurement accuracy. The measured CoP using manual calibration parameters is considered ground truth to compare with the self-calibration result.

Both the self and the manual calibrations are individual novelties to enhance foot force-sensing performance for smaller humanoid robots. The former can be used for long-term autonomous tasks, and the latter can be applied to tasks requiring higher measurement accuracy. The two calibration methods are demonstrated using our previously presented force-sensing shoes [19] and a NAO robot. Experimental results show that our self-calibration method can accurately estimate CoP and GRF without human interference.

II. FORCE-SENSING SHOE OVERVIEW

This section gives a brief overview of our previously presented force-sensing shoes in [19].

A. Design

The force-sensing shoe design is shown in Fig. 1a. The shoe consists of two 3-D printed plates and measures forces using four 1-D load cells. One side of the load cell is cantilevered at the holders of the bottom plate, and its other side connects the corners of the top plate. Slightly different from the first version design in [19], the current design includes a six-by-three array of holes on the top plate, which are used for manual calibration (see III). These holes cover the sensing polygon constructed by the NAO’s factory default FSRs (grey area) [22]. This calibration area, slightly smaller than the shoe’s support polygon, is the allowable CoP region for the robot’s default functionalities for safety concerns.

B. Sensing principle

The shoe measures GRF and CoP. The GRF, \( F \), is acquired by summing up all the force output \( f_i \) (Fig. 1b):

\[
F = \sum_{i=1}^{4} f_i. \tag{1}
\]

The CoP, \( C \), is obtained by averaging the 2-D position of each load cell in the spatial coordinate, \( f_i \), weighted by their corresponding force outputs, \( f_i \) (Fig. 1b):

\[
C = \frac{\sum_{i=1}^{4} f_i t_i}{\sum_{i=1}^{4} f_i}. \tag{2}
\]

The CoP, \( C \), is obtained by averaging the 2-D position of each load cell in the spatial coordinate, \( t_i \), weighted by their corresponding force outputs, \( f_i \) (Fig. 1b):

\[
C = \sum_{i=1}^{4} f_i t_i / \sum_{i=1}^{4} f_i.
\]

The correction terms are formulated as:

\[
\begin{bmatrix} \Delta x \\ \Delta y \end{bmatrix} = \begin{bmatrix} a_1 p_{0x}^2 + a_2 p_{0x} + a_3 p_{0y} + a_4 + \sum_{i=1}^{4} m_i f_i \\ b_1 p_{0y}^2 + b_2 p_{0y} + b_3 p_{0x} + b_4 + \sum_{i=1}^{4} n_i f_i \end{bmatrix}, \tag{5}
\]

The correction terms are formulated as:

\[
\begin{bmatrix} \Delta x \\ \Delta y \end{bmatrix} = \begin{bmatrix} a_1 p_{0x}^2 + a_2 p_{0x} + a_3 p_{0y} + a_4 + \sum_{i=1}^{4} m_i f_i \\ b_1 p_{0y}^2 + b_2 p_{0y} + b_3 p_{0x} + b_4 + \sum_{i=1}^{4} n_i f_i \end{bmatrix},
\]

which are designed first using a second-order polynomial of the measured CoP, \( p_0 \), parameterized using \( a_i, b_i \) (\( i = 1 \ldots 4 \)).
where $f_z$ is the measured GRF and $G_{\text{weight}}$ is the calibration weight. The MAE of CoP, $e_C$, is defined as:

$$e_C = \left( \frac{1}{N} \sum_{k=1}^{N} ||c[k] - p[k]|| \right) / N,$$

(8)

where $p$ and $c$ are the measured CoP and the ground truth.

The example of GRF and CoP measurements of the left shoe are shown in Fig. 3. The MAEs of both shoes are listed in Table I. According to the results, the measured GRF (Fig. 3a, blue circles) almost lie perfectly on their corresponding ground truths (black lines) with only around 0.03N MAE (Table I); The corrected CoPs (Fig. 3b, right, colored markers) become much closer to their corresponding ground truth (gray circles) compared with the initial measurements (left, colored markers). The accuracy of the corrected CoPs is improved about five times with only around 1 mm MAE (Table I). The results indicate that our manual calibration enables high CoP measurement accuracy.

**TABLE I**

**MANUAL CALIBRATION (MAE)**

| Shoe | Measured GRF (N) | Measured CoP (mm) | Corrected CoP (mm) |
|------|------------------|-------------------|-------------------|
| Left | 0.02 ± 0.01      | 1.90 ± 1.89       | 1.07 ± 0.02       |
| Right| 0.03 ± 0.03      | 2.51 ± 1.90       | 0.76 ± 0.35       |

**IV. SHOE SELF-CALIBRATION**

**A. Method overview**

When a humanoid robot moves slowly under a quasi-static assumption, its CoP equals the ground projection of its CoM [11]; Its normal GRF is simply the robot’s weight. Ideally, the measured CoP and normal GRF using force sensors should equal their corresponding modeled values. Therefore, our self-calibration method collects modeled CoP, GRF and their corresponding force sensor outputs by moving the robot along planned trajectories in different double support configurations. Then the sensor parameters can be solved by minimizing the error between the sensor measurements and their modeled references using optimization.

**B. Data sampling strategy**

In order to initiate the self-calibration, the robot needs to first reach different foot configurations. Two options are considered to sample these configurations: 1. The robot stands with single support and self-calibrate each shoe separately. 2. The robot stands with double support and self-calibrate both shoes together. The former is ideal since it calibrates only four sensors of one shoe, reducing the potential of over-fitting by limiting the dimension of the optimization space. However, this option requires the robot to move its body with only one foot supporting its weight, resulting in excessive torque for smaller-sized humanoid robots with under-powered motors. Practically, our NAO robot platform encountered serious ankle overheating issues standing in single support during our initial testing. Therefore, the double support option is chosen for safety concerns.
To prevent overfitting for calibrating eight sensors in both feet, we collect sensor voltage data covering a sufficient range. Additionally, we ensure a large sample size. Two strategies are implemented to realize the above sampling results. 1. We sample double supports with the position and orientation of one foot sufficiently far from the other (Section V-A). 2. We plan whole-body trajectory for each sampled double support such that the robot’s CoP covers different areas of the sensing polygon (Section V-B).

V. MOTION PLANNING

This section introduces the details for double support generation and whole-body motion planning.

A. Double support configuration generation

Each double support configuration is defined using the position and orientation of one shoe relative to another with three parameters: [\Delta x, \Delta y, \Delta \theta] (Fig. 4a). We first discretize these parameters in the robot’s factory allowable ranges (blue area) and then randomly sample in the discretized space. For each sampled double support configuration, a collision check is implemented to ensure no collision between the feet. The configuration distance between the feet of each sample must also be greater than a threshold, d, designed as:

\[ d = w_d \sqrt{\Delta x^2 + \Delta y^2} + w_o |\Delta \theta|, \]

where \( w_d \) and \( w_o \) are the weights of the Cartesian distance and the relative orientation. Once the newly sampled double support passes both checks, it is stored for later execution.

B. Whole-body trajectory generation

For each sampled double support, a whole-body trajectory is generated using trajectory optimization (Fig. 4b). First, four CoP landmarks are designed at the sensing polygon’s centerlines and are 0.25-length away from the sensing polygon’s front or rear edge (\( p_1 - p_4, l \) is the foot length). Then a trajectory planner generates a series of joint angle vectors, enabling the modeled CoP (red curve) to move counterclockwise along the polygon contour constructed by the landmarks (blue curve). Initially, the CoP is driven towards one of the midpoints of the polygon contour (\( p_m \)) that is closest to the robot’s initial CoP (point 0). The robot’s arms are fixed in the trajectory, as they have little impact on CoP.

We adopt the direct collocation technique [24] for trajectory optimization because it effectively solves trajectory including complex path constraints like our case. The optimization is formulated as:

\[
\text{minimize } \sum_{i=1}^{N} \| \mathbf{c}[i] - \mathbf{c}_{ref} \|^2_{Q_c} + \| \mathbf{u}[i] - \mathbf{u}[i-1] \|^2_{Q_u} \quad (10)
\]

subject to:

\[
\mathbf{q}[i] = \mathbf{q}[i-1] + \mathbf{u}[i-1] \quad (state) \quad (11)
\]

\[
\mathbf{c}[i] = \text{CoP}(\mathbf{q}[i]) \in \mathcal{SP} \quad (stability) \quad (12)
\]

\[
\mathbf{q}_{min} < \mathbf{q}[i] < \mathbf{q}_{max} \quad (joint \ limit) \quad (13)
\]

\[
\mathbf{d}[i] = \text{Dist}(\mathbf{q}[i]) > d_{min} \quad (collision) \quad (14)
\]

\[
\mathbf{T}[i] = \text{TF}(\mathbf{q}[i]) = T_0 \quad (foot \ TF) \quad (15)
\]

where the system states are a series of joint angle vectors: \( \mathbf{q} = [\mathbf{q}_1, \ldots, \mathbf{q}_N] \), and the transition vectors: \( \mathbf{u} = [\mathbf{u}_1, \ldots, \mathbf{u}_{N-1}] \). The transition vectors connect consecutive states along the trajectory (11). The cost function (10) penalizes the distance between the modeled CoP \( \mathbf{c}[i] \) and the CoP landmark \( \mathbf{c}_{ref} \), driving the CoP trajectory towards the landmark. Moreover, the cost (10) minimizes the state transition difference to smooth the trajectory. Several path constraints are imposed: the stability constraint (12) confines the modeled CoP inside the sensing polygon of the double support. The joint limit constraint (13) determines the lower and upper bound of the states. The collision constraints (14) prevent leg collision. 3-D capsules are used to approximate the robot’s link geometry (Fig. 4c). The collision constraints set the minimal distance \( d \) of the collision pairs (4c, right) larger than a smaller threshold \( d_{min} \). This minimal distance is calculated using the capsule centerline distance (R) to subtract the sum of their radii (\( r_1 + r_2 \)) (Fig. 4c, left).
Algorithm 1 and the snapshots of the generated whole-body trajectories are shown in Fig. 6 and 7.

The detailed implementation of the planner is presented in Section V-C. Given training samples, equations to include more training samples:

$$
G_r \approx \frac{\sum_{i=1}^{8} (c_0 s[i] + d_0)}{\sum_{i=1}^{8} s[i]}.
$$

The left side consists of the robot’s weight, $G_r$, and the modeled CoP, $[c_x, c_y]^T$. The right side consists of the measured GRF and CoP, where $i$ is the sensor index, $s$ and $(t_x, t_y)$ are the sensor voltage output and location. We can rearrange the equations to include more training samples:

$$
\begin{bmatrix}
\vdots \\
\vdots \\
c_x[k|G_r] \\
c_y[k|G_r] \\
\vdots
\end{bmatrix} \approx
\begin{bmatrix}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots
\end{bmatrix}
\begin{bmatrix}
\sum_{i=1}^{8} s[i] t_x[i] \\
\sum_{i=1}^{8} s[i] t_y[i] \\
\vdots
\end{bmatrix}
\begin{bmatrix}
\sum_{i=1}^{8} (c_0 s[i] + d_0) \\
\sum_{i=1}^{8} (c_0 s[i] + d_0) \\
\vdots
\end{bmatrix}
\begin{bmatrix}
c_x[k] \\
c_y[k] \\
\vdots
\end{bmatrix}
$$

where $k$ is the sample number. Therefore, the optimal initial guess $(c_0, d_0)$ can be solved by least squares regression.

### Section V: Implementation Details

#### A. Data preparation

To implement the self-calibration algorithm, we sampled five different double supports and then generated their corresponding whole-body trajectories. Among these datasets, three are randomly chosen for training (Fig. 6). The other two (Fig. 7) are used for evaluation.

#### B. Modeling reliability

For the self-calibration to work effectively, two assumptions need to be validated. **Assumption 1:** The robot’s slow movement can be modeled as a quasi-static system. **Assumption 2:** The modeled CoP is sufficiently close to the ground truth. To test these two assumptions, we manually calibrated the shoes and use their high-accurate measurements (see Table I) as ground truths to evaluate the modeled results. For Assumption 1, we compared the measured normal GRF using manual calibration and the robot’s weight. For Assumption 2, we compared the modeled CoP and the measured CoP using manual calibration. The results show that the measured GRF (Fig. 5a, colored curves) slightly oscillates around the ground truth (black line) with only around 0.3 N MAE (Table II), indicating that the robot’s slow movement is close enough to quasi-static condition. In addition, the modeled CoP trajectories (Fig. 5b, red curves) are close to the measured references (black curves) with less than 3 mm MAE (Table II), indicating that the modeling is with decent fidelity. The experimental results prove that both assumptions are practically applicable.

#### C. Center of pressure modeling

Under quasi-static assumption, the modeled CoP equals the projection of the modeled CoM of the robot. With a priori known mass properties of the robot’s body components, the CoM can be modeled by solving whole body forward kinematics using joint angle data obtained by encoders.

#### D. Initial sensor parameters estimation

The self-calibration utilizes nonlinear least squares to determine the sensor parameters, requiring a reasonable initial guess. Since all load cells are of the same type, we apply the same initial guess $(c_0, d_0)$ (see Section III-A for load cell modeling) to all the sensors. Assuming the measured GRF and CoP using initial guess approximately equal their modeled references, the following equations hold:

$$
\begin{align*}
G_r & \approx \frac{\sum_{i=1}^{8} (c_0 s[i] + d_0)}{\sum_{i=1}^{8} s[i]} \\
[c_x] & \approx \frac{\sum_{i=1}^{8} (c_0 s[i] + d_0) t_x[i]}{\sum_{i=1}^{8} (c_0 s[i] + d_0)} \\
[c_y] & \approx \frac{\sum_{i=1}^{8} (c_0 s[i] + d_0) t_y[i]}{\sum_{i=1}^{8} (c_0 s[i] + d_0)}.
\end{align*}
$$

The left side consists of the robot’s weight, $G_r$, and the modeled CoP, $[c_x, c_y]^T$. The right side consists of the measured GRF and CoP, where $i$ is the sensor index, $s$ and $(t_x, t_y)$ are the sensor voltage output and location. We can rearrange the equations to include more training samples:

$$
\begin{bmatrix}
\vdots \\
\vdots \\
c_x[k|G_r] \\
c_y[k|G_r] \\
\vdots
\end{bmatrix} \approx
\begin{bmatrix}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots
\end{bmatrix}
\begin{bmatrix}
\sum_{i=1}^{8} s[i] t_x[i] \\
\sum_{i=1}^{8} s[i] t_y[i] \\
\vdots
\end{bmatrix}
\begin{bmatrix}
\sum_{i=1}^{8} (c_0 s[i] + d_0) \\
\sum_{i=1}^{8} (c_0 s[i] + d_0) \\
\vdots
\end{bmatrix}
\begin{bmatrix}
c_x[k] \\
c_y[k] \\
\vdots
\end{bmatrix}
$$

where $k$ is the sample number. Therefore, the optimal initial guess $(c_0, d_0)$ can be solved by least squares regression.

#### E. Sensor parameter identification

**1) Loadcell parameter identification:** Given training samples consisting of sensor voltage outputs and their corresponding modeled GRFs and CoPs (Fig. 6), the load cells’ parameters are determined by minimizing the differences between these corresponding pairs using nonlinear least squares.
Fig. 6. Two example training datasets. Top, middle and bottom sections for each dataset show the evolution of the robot’s motion, its CoP and GRF. Teal, blue and red lines show the measurements using the initial guess, the ground truth and the self-calibration.

The optimization variables $\zeta = [(c_1, d_1), \ldots, (c_8, d_8)]$ are the parameters of the load cells’ scaling factors and offsets in (3). The NLS is formulated as:

$$\arg\min_{\zeta} J = \sum_{k=1}^{N} \left( |n[k] - G_{\text{robot}}|w_n + ||c[k] - c_m[k]||^2 w_c + ||\zeta - \zeta_0||^2 w_\zeta \right),$$

where $k$ is the number of training samples, $n$ and $c$ are measured GRF and CoP; $c_m$ is the modeled CoP; $G_{\text{robot}}$ is the robot’s weight; $\zeta_0$ is the initial guess solved by (17). $w_n$, $w_c$ and $w_\zeta$ are the weights for the cost terms. The regulation term in the cost is designed to avoid overfitting.

2) CoP measurement calibration: Similar to the manual calibration method (see III-B), we further improve the CoP measurement by first defining a corrected CoP:

$$c_{\text{aug}} = \frac{(c_L + \Delta s_L)n_L + (c_R + \Delta s_R)n_R}{n_L + n_R},$$

where $c_L$, $c_R$, $n_L$ and $n_R$ are the measured CoP and GRF using sensor parameters for the left and right feet solved by (18). $\Delta s_L$ and $\Delta s_R$ are the correction terms applied to the left and right feet defined in (5). Then we use NLS to minimize the error between corrected and modeled CoPs over the parameters of the correction terms:

$$\arg\min_{\zeta} J = \sum_{k=1}^{N} (||c_{\text{aug}}[k] - c_m[k]||^2),$$

where $k$ is the sample number, $c_m$ is the modeled CoP and $\zeta$ are the parameters of the correction terms defined in (5).

VII. RESULTS

The shoe measurements using self-calibrated parameters and the corresponding ground truths acquired by manually calibrated parameters for the training and testing datasets are shown in Fig. 6 and 7. The MAE of the measurements using initial guess (Section VI-D) and the measurements using self-calibration are presented in Fig. 8. The results show that GRF and CoP measurements using initial guess (Fig. 6 and 7, teal lines) are far away from their ground truths (blue lines), with about 7.5 N MAE for GRF and 23 mm MAE for CoP (Fig. 8, left). By contrast, the measurement using self-calibration (Fig. 6 and 7, red lines) are much closer to their corresponding ground truths (blue lines) with only approximate 0.35 N MAE for GRF and 2.8 mm MAE for CoP. The self-calibration improves the measurements using initial guess by approximately ten times for CoP (Fig. 8, bottom) and 20 times for GRF (Fig. 8, top). In addition, statistical tests show that the training (Fig. 8, right, filled...
Fig. 7. Two testing datasets. Top middle and bottom sections for each dataset show the evolution of the robot's motion, its CoP and GRF. Teal, blue and red lines show the measurements using the initial guess, the ground truth and the self-calibration.

Fig. 8. Top and bottom show the MAE of the measured GRF and CoP using initial guess (left) and self-calibration (right). Filled and empty bars show the training and testing results. N.S means no statistical difference.

VIII. DISCUSSION

This letter presents a novel self-calibration method for humanoid robots to determine the sensor parameters of their foot force-sensing modules autonomously. Our method does not require any manual intervention. Therefore, this approach enables a calibration process without the need of detaching the device from the robot or disassembling the device. In addition, this method can also be applied for sensor correction in long-term autonomous tasks. Although the self-calibration approach is demonstrated on our force-sensing shoes designed for a NAO humanoid robot, it can theoretically be applied to other foot-sensing modules for both smaller and larger humanoids, using similar planning and optimization procedures as ours.

It is observable that our planned CoP trajectories in the training and testing datasets do not cover the edge of the sensing polygon (Fig. 6 and 7). This is due to the limitation of our smaller-sized robot platform. During our initial testing, we discovered that when the robot’s CoP is near the edge of the sensing polygon, its major supporting leg almost always suffered from excessive torque. Therefore, we designed CoP trajectory to not cover the edge of the sensing polygon for safety concerns.

Compared with the ground truth produced by manually
calibrated sensor parameters (Table I), the measurement using self-calibrated parameters is slight off (Fig. 8, right), which is likely caused by the following issues: 1. the robot’s movement can never reach fully quasi-static since the acceleration always exists during the movement of the robot (Fig. 5a and Table II). 2. The modeled CoP does not perfectly equal the ground truth (Fig. 5b and Table II). These problems lead to fitting errors in the optimization process.
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