Application of classification neural networks for identification of damage stages of degraded low alloy steel based on acoustic emission data analysis
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Abstract
The paper presents the influence of low alloy steel degradation on the acoustic emission (AE) generated during static tension of notched specimen. The material was cut from a technological pipeline long-term operated in the oil refinery industry. Comparative analysis of AE activity generated by damage process of degraded and new material has been carried out. The different AE parameters were used to detect different stages of fracture process of low alloy steel under quasi-static tensile test. Neural networks with three layers were created with Broyden–Fletcher–Goldfarb–Shanno learning algorithm for a database analysis. The different AE parameters were included in the input layer. Classification neural networks were created in order to determine the stages of material degradation. The results obtained from the carried out studies will be used as the basis for new methodology development of the assessment of the structural condition of in-service equipment.

1 Introduction

Low alloy steels with different chemical composition are widely used in pressure vessels structures, operated in the oil refining and petrochemical processing. To work for decades, the pressure equipment needs to withstand extreme conditions such as high/low temperatures, time-varying pressure load and influence of aggressive media. Long-term application of equipment under extreme conditions can cause defects initiation and growth in the microstructure of the materials which can damage the equipment or cause the failure of the entire industrial unit.

Therefore, the development of new, non-destructive methodologies which allow to assess the condition of materials after long-term use in the refinery industry is very important. Development of such methodologies is possible only by complex laboratory investigations.

This research is aimed at using acoustic emission data analysis for the identification of plastic deformation and fracture processes in low alloy steel under quasi-static loading. The tested material came from the long-term operated seamless furnace coil pipe of the crude oil distillation unit. Tensile tests of notched flat specimens were performed with simultaneous registration of AE signal. Microstructural damage processes were correlated by in situ examinations with the use of portable optical light microscopy. The results of the studies will be “basis” of the methodology for material condition evaluation of in-service pressure vessels. The conducted investigations were financed by the National Centre for Research and Development by the LIDER VII Project.

H. Dunegan with colleges developed one of the first correlation between AE activity and the fracture mechanisms of different materials [1, 2]. Since then, the AE behaviour during various stages of fracture processes is systematically studied with advances of progress in measuring systems and signal analysis algorithms [3]. The different investigations of acoustic emission behaviour during deformation and fracture processes of Armco iron [4, 5], carbon steels [6, 7] and stainless steels [8, 9] were carried out. Acoustic
emission signals with the typical parameters are recorded at different stages of the tensile loading process [10, 11]. The dislocation movement at ferrite grain boundaries is an AE source during the early stage of plastic deformation. Then, a significant increase of AE activity is observed as a result of the intense slip band motion, when material achieves yield point [12]. The low-energy signals can be generated by the increase of dislocation number and their unpinning from the Cottrell atmosphere. The process of parallel movement of high-density dislocations (Lüders bands) may emit the latter high-energy signals [13, 14]. To sum it up, the rapid increase of AE activity takes place when the material reaches the yield point but this activity decreases exponentially with the next loading [12, 15].

Slightly different acoustic emission behaviour is observed during deformation and fracture of stainless steel compared to carbon steel. This is linked to the chromium carbides which are present in the stainless steel microstructure. The influence of the carbides content in aged austenitic stainless steels on AE activity is described in detail by authors [16, 17]. Generally, the number of AE events during fracture of the thermally aged material is significantly lower than in annealed ones. This effect is a result of blocking of dislocation movement by diffusion of chromium or other chemical elements [18, 19]. Besides, additional AE activity is generated by increased grain boundary brittle cracking during the deformation of the aged stainless steel. In accordance with the literature, the AE method is highly sensitive to the identification of each stage of the material fracture process.

Neural networks are commonly applied in material science, mainly for prediction of: phase transformation behaviours, material properties or for optimization of processing parameters. Neural networks use a hypothetical learning process in the cognitive system and brain neurological functions. The learning process is based on existing data. Regression neural networks can predict the values of new observations based on other observations made on the same or different variables during the learning process. In case of the classification neural networks, a set of elements is divided into groups which include elements that differ but have properties that distinguish a given group (to some extent "similar elements"). Elements of individual classes may differ, except for those properties on the basis of which their classification is based. Depending on the available data, the classification can be divided into reference and non-reference classification. The reference classification uses the characteristics of the classes from which the analysed data come from. This approach is also called supervised learning (learning with a teacher). The main goal of the learning process is to achieve adequate quality classification of data that was not used during model learning also known as test data. Fitting the model to the training data is also important in classification neural networks. It should be emphasized that there are only a few scientific publications about the AE data analysis of low alloy steel fracture processes with the use of artificial neural networks.

2 Materials and methods

Two materials were used in carried out studies. The first group of simples was obtained from 6 years old seamless coil pipe of crude oil distillation unit (“used material”). It was made out of A335 grade P5 ferritic alloy steel. The second group of simples was obtained from brand-new A335 grade P5 tube with diameter of 163 mm (“unused material”) [20]. The chemical composition all of materials is comparable and can be seen in Table 1.

Light microscopy was used to conduct metallographic examinations. It can be observed (Fig. 1) that the microstructure of the used material is significantly different from the brand-new material. The microstructure is considerably heterogeneous with directed grain growth and consists of areas with a patchy distribution of carbides. There are also zones depleted in carbides (Fig. 1b). Long term overheating, in the range > 600 °C, was the cause of degradation changes to the morphology of the used pipe’s microstructure.

AE signals were recorded during the static tensile tests conducted on notched flat specimens (Fig. 2a). Electroerosion method (tip radius—0.05 mm) was used to create the notch at the one side of the specimen. The metallographic sections were prepared on the flat side of specimens (between shoulders) for in-situ monitoring of the microstructure during the tensile test.

The specimens were axially loaded on a testing machine with hydraulic serrated grips. Acoustic emission was recorded by AMSY-6 multi-channel AE measurement system (with ASIP-2/A channel type). Testing station (Fig. 2b) consists of: VS150-M and VS75-V type resonance sensors (resonance frequency of 150 kHz and 75 kHz) and 34 dB external preamplifiers. The AE channels were calibrated by 2H/0.5 mm Hsu-Nielsen source according to the PN-EN 13544:2011 standard [21].

3 Results and discussion

3.1 Identification of damage process stages by AE method

The representative results of notched specimen tensile tests such as stress-displacement curves with AE signal parameter distribution for both samples are shown in Figs. 3. The AE signals with high values of burst peak amplitudes were observed almost from the beginning of the tensile test of notched specimens while a rapid increase of AE activity was
recorded only near the yield point in the case of the A335 grade P5 unnotched flat samples, presented in article [6].

The detailed analysis of AE signal parameters (max. amplitude distributions, duration/maximum amplitude (DA) and rise time/maximum amplitude (RA) parameters [22], as well as Historic Index (HI) MONPAC criterion [23]) allowed to identify each mechanism of deformation and fracture processes during the tensile test of A335 P5 steel notched specimens (Fig. 3).

The AE signals with high values of burst peak amplitudes were recorded almost from the beginning of the tensile test of notched specimens, cut from new and used material. The first signals were as result of the processes of active dislocation formation in ferrite grains located near the notch tip. It is observed for both materials after exceeding a stress value approx. 80–100 MPa (black point number “1” in Fig. 3h). This fact has been also validated by in situ observations of material microstructure changes near the notch tip with the use of portable light microscope. In addition, the finite element method (FEM) calculations (with nonlinear analyses) showed a stress concentration in the specimen notch tip (Fig. 4a). The values of these stresses concentration exceed material conventional yield strength (for A335 grade P5 unused steel—Re = 284 MPa) for the abovementioned load conditions.

The 3D finite element model of the specimen with side notch was built. The mesh with tetragonal finite elements was used in the model. The mesh was concentrated around the notch tip area to improve the accuracy of the FEM analysis. The nonlinear plastic analysis was carried out. The real stress–strain curves, and mechanical as well as physical properties of the material were implemented into the model. The materials’ mechanical properties were obtained during laboratory tensile tests (Table 1). The model was fixed and loaded by axial force identically as during the real tensile test of the specimen.

The next stage of the fracture process was crack initiation at the notch tip, which was also confirmed by the FEM calculations and SEM fractography investigations (Fig. 4b, c). The crack initiation caused an active increase of the AE parameter values. In the cases of both material, the crack was initiated after exciting approx. 200–220 MPa (black points number “2” in Fig. 3g, h). This load exceeds material ultimate strength (for A335 grade P5 steel—Rm = 515 MPa) at the notch tip according to the FEM analysis (Fig. 4b).

The materials plastic deformation in the work cross-section of specimens (offset yield point in the stress-displacement curves) was observed in the next stage of the material damage process. The highest AE activity is generated at this moment during tensile of unused material. This activity for signals recorded by VS75-V sensors was significantly higher than those recorded by type VS150-M sensors. This fact confirmed that acoustic emission sensors with a resonance

| Table 1 Chemical composition and mechanical properties of the tested A335 grade P5 steel |
|-----------------------------------|---|---|---|---|---|---|---|---|
| Data                              | Material                     | C   | Mn  | Si   | P   | S    | Cr  | Re  | Rm  | A5  |
|                                   | A335 P5 (ASTM A335 [23])     | Max 0.15 | 0.30–0.60 | Max 0.50 | 0.22 |        | 0.49 | 0.49 | 205 | 205 |
|                                   | Tested A335 P5 steel pipes   | Unused | 0.12 | 0.35 | 0.22 | 0.088 | 4.00 | 4.00 | 284 | 284 |
|                                   |                                | Used  | 0.11 | 0.40 | 0.41 | 0.003 | 4.20 | 4.20 | 245 | 245 |
|                                   |                                |       |     |     |     |       |      |      | 36  | 36  |
|                                   |                                |       |     |     |     |       |      |      | 31  | 31  |
frequency of 75 kHz are more sensitive to the plastic deformation of A335 P5 grade steel.

The last stage was a rapid start of macro-cracks with critical growth. The increase of AE activity was also noted during transition of crack propagation process to the critical stage. In degraded material, these processes generated AE signals with maximum amplitudes up to 95 dB.

3.2 Application of classification neural networks

Based on the previous studies, neural networks were used to classify stages of material degradation based on registered AE parameters such as burst peak amplitude, DA, RA, HI and energy. Figure 5 represents allocation of the AE signal DA parameter for individual stages of material degradation during tensile test. These grouped individual stages were used in neural networks. A preliminary analysis of the AE signal parameters was made. In all cases, the greatest differences for the analysed stages of the material degradation were obtained for DA and Energy parameters. Therefore, additional parameter in form of the ratio of DA/E parameters was introduced to the input layer of neural networks.

A standard three layers (input, hidden and output) network structure was created. The input layer consists of all considered AE signal parameters including DA/E. In order to find the optimal classification networks, simulations have been carried out based on the following variable properties:

Fig. 1 The microstructure of unused (a) and used (b) A335 grade P5 steel (magnification 600×)

Fig. 2 Technical drawing of tested specimen (a) and diagram of the testing station (b)

Fig. 3 Localization of AE events (a, b) as well as stress-displacement curves with AE signal amplitude (c, d), DA parameter (e, f) and Historic Index signal parameter (g, h) distributions for A335 grade P5 used (a, c, e, g) unused (b, d, f, h) recorded by type VS150-M resonant sensors
network type (MLP or RBF), number of hidden neurons (from 4 to 300), network learning algorithm (BFGS, the fastest slope, conjugated gradients, etc.), number of epochs, type of activation function (linear, sine, tangent, logistic, exponential).

The smallest matching error was obtained for a one-way multi-layer neural network (MLP) with one hidden layer.
with different number of hidden neurons. Individual neural networks were generated for all samples. The diagram in Fig. 5 shows how the applied neural networks operate.

Each input variable is multiplied by its corresponding weight (the weight values are changed during the learning process and can be delayed or stimulating) at the time the neural network is started. Then, the sum of the input features is passed to the activation function, which is a mathematical relationship determining the signal transmission from earlier neurons.

The selection of the activation function depends on the type of problem (regression or classification problem). Non-linear functions are most commonly used because neurons with such characteristics have the greatest ability to learn and allow smooth mapping of the relationship between the input and output characteristics. Therefore, a continuous value instead of a logical value is obtained. Output neurons are equipped with an activation function that varies depending on the situation, it can be an identity function (in regression problem in form of tanh in hidden layer) or a different one for classification tasks (eg. softmax). The softmax function is adapted to the classification problems in which the representation of the "one-with-N" type output variable is used. The sum of activation of individual neurons of the output layer with the Softmax activation function is equal to 1, hence the activation of neurons is interpreted as the probability of occurrence of a given class. After all calculations have been carried out, the output of the entire network appears. The architecture of networks is presented in Table 2.

One of the quasi-Newtonian methods in form of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm was used in learning process of the networks. A symmetrical function of S-shaped hyperbolic tangent (tanh) was used for signal transmission. The outputs of neurons with this activation function are centered around zero. Entropy was used as an error function, which means that the data comes from the exponential distribution family and provide direct probabilistic interpretation of the network outputs. The choice of error function is directly related to the determination of the softmax function as an activating function of the output layer. Data from the hidden layer were additionally

### Table 2  Neural networks architectures of used and unused samples

| Material/sensor’s resonance frequency | Network | Quality of learning | Quality of testing | Quality of validation | Learning algorithm | Error function | Activation (hidden) | Activation (output) |
|--------------------------------------|---------|---------------------|--------------------|----------------------|--------------------|---------------|-------------------|-------------------|
| Used/75 kHz                          | MLP 5–41-4 | 84.81            | 62.50             | 37.50                | BFGS 75            | Entropy       | Tanh              | Softmax           |
| Used/150 kHz                         | MLP 5–12-4 | 80.60             | 84.62             | 30.77                | BFGS 82            | Entropy       | Tanh              | Softmax           |
| Unused/75 kHz                        | MLP 5–51-4 | 98.00             | 80.00             | 60.00                | BFGS 73            | Entropy       | Tanh              | Softmax           |
| Unused/150 kHz                       | MLP 5–15-4 | 89.36             | 70.00             | 20.00                | BFGS 44            | Entropy       | Tanh              | Softmax           |

**Fig. 6**  a Allocation of DA parameter (VS 150-M sensor type).  b Learning graph of unused samples (VS150-M sensor type)
normalized in such a way that the sum of the activation of the whole layer was equal to 1. In the case of classification tasks the softmax function is the most common activating function of outputs.

Obtained learning cycles show similar tendency. The learning graph of unused sample is shown in Fig. 6b. It can be observed that classification errors made by networks in the initial stage of learning are rapidly decreasing. Then, as the network is learning and its information is absorbed, the network at the right time (specific epoch), achieves the smallest value of the error and the learning process ends. The network can be verified. Data introduced to the network was divided into three sets: validation, test and learning. These sets were chosen arbitrarily, always in the same proportions: 70% learning and 15% validation and test set. The validation set is used to check whether the network is not learned by heart, and it is possible to stop the learning process, if necessary. The data in the test set is responsible for the final test of the quality of the network.

Based on the data from training set it can be seen that the network is very good at proper classification. It is confirmed by the convex shape of obtained curves. It is also confirmed by the generated confusion matrix for the training set (Table 3) which provides information about the percentage of correctly classified data.

To check how individual networks cope with data that is not involved in the learning process, new cases have been added to the network (so-called ‘missing’ data) based on previously conducted network learning process based on a learning, validation and test set. The number of entered missing data was different for all networks, which was caused by the varied number of registered AE signal parameters.

The learning process ran smoothly in all generated networks. In case of networks for unused samples, entered data was correctly allocated in all cases. Networks generated for used samples had problems with the correct classification. This may be due to the relatively high data disproportion in individual stages (e.g. 2nd stage—20 cases, 3rd stage—44 cases in used 75). Global sensitivity analysis was also determined to check the significance of the input parameters (Table 4).

The global analysis shows that all input parameters provide relevant information to neural networks for proper learning, validation and testing, as evidenced by the received values which are greater than 1. It can be seen that the role of the additional parameter is not indifferent during learning. In three cases the role of parameter DA/E is greater than HI parameter.

It should be noted that classification neural networks, with the right architecture, show good learning ability based on AE signal parameters and can be used to determine the degree of material degradation.

| Table 3. Confusion matrix for unused sample with data recorded by VS75-V sensor type |
|---------------------------------|-----------------|----------------|----------------|----------------|
| MLP 5-5-1-4                    | 1st stage       | 2nd stage       | 3rd stage       | 4th stage       |
| Learning dataset                | Total           | Correct         | Incorrect       | Correct (%)     |
|                                 | 11.00           | 1.00            | 0.00            | 100.00          |
|                                 | 11.00           | 1.00            | 0.00            | 100.00          |
|                                 | 14.00           | 14.00           | 14.00           | 100.00          |
|                                 | 49.00           | 49.00           | 49.00           | 100.00          |
|                                 | 88.71           | 88.71           | 88.71           | 100.00          |
|                                 | 5.88            | 5.88            | 5.88            | 100.00          |
|                                 | 9.09            | 9.09            | 9.09            | 100.00          |
|                                 | 0.00            | 0.00            | 0.00            | 0.00            |
|                                 | 0.00            | 0.00            | 0.00            | 0.00            |
|                                 | 2.00            | 2.00            | 2.00            | 100.00          |
| Learning, test, validation      | 14.29           | 14.29           | 14.29           | 14.29           |
|                                 | 22.22           | 22.22           | 22.22           | 22.22           |
|                                 | 5.88            | 5.88            | 5.88            | 5.88            |
|                                 | 9.09            | 9.09            | 9.09            | 9.09            |
|                                 | 0.00            | 0.00            | 0.00            | 0.00            |
|                                 | 0.00            | 0.00            | 0.00            | 0.00            |
|                                 | 2.00            | 2.00            | 2.00            | 2.00            |

Obtained learning cycles show similar tendency. The learning graph of unused sample is shown in Fig. 6b. It can be observed that classification errors made by networks in the initial stage of learning are rapidly decreasing. Then, as the network is learning and its information is absorbed, the network at the right time (specific epoch), achieves the smallest value of the error and the learning process ends. The network can be verified. Data introduced to the network was divided into three sets: validation, test and learning. These sets were chosen arbitrarily, always in the same proportions: 70% learning and 15% validation and test set. The validation set is used to check whether the network is not learned by heart, and it is possible to stop the learning process, if necessary. The data in the test set is responsible for the final test of the quality of the network.

Based on the data from training set it can be seen that the network is very good at proper classification. It is confirmed by the convex shape of obtained curves. It is also confirmed by the generated confusion matrix for the training set (Table 3) which provides information about the percentage of correctly classified data.

To check how individual networks cope with data that is not involved in the learning process, new cases have been added to the network (so-called ‘missing’ data) based on previously conducted network learning process based on a learning, validation and test set. The number of entered missing data was different for all networks, which was caused by the varied number of registered AE signal parameters.

The learning process ran smoothly in all generated networks. In case of networks for unused samples, entered data was correctly allocated in all cases. Networks generated for used samples had problems with the correct classification. This may be due to the relatively high data disproportion in individual stages (e.g. 2nd stage—20 cases, 3rd stage—44 cases in used 75). Global sensitivity analysis was also determined to check the significance of the input parameters (Table 4).

The global analysis shows that all input parameters provide relevant information to neural networks for proper learning, validation and testing, as evidenced by the received values which are greater than 1. It can be seen that the role of the additional parameter is not indifferent during learning. In three cases the role of parameter DA/E is greater than HI parameter.

It should be noted that classification neural networks, with the right architecture, show good learning ability based on AE signal parameters and can be used to determine the degree of material degradation.
4 Conclusions

Detection of each stage of damage process was possible with AE method during static tension testing of notched specimens made out of ferritic alloy A335 P5. The AE generated by the damage processes was well correlated with in-situ observation of microstructural changes as well as fractography examinations and FEM simulations of stress/strain fields. The detailed analysis of AE signals parameters generated during the tensile testing of notched specimens allowed identification of each stage/mechanism of the deformation and fracture processes: material plastic deformation and crack initiation near the notch tip; deformation and strain hardening in the whole work cross section of specimens; stable crack growth. Carried out research confirmed that AE sensors with a resonance frequency of 75 kHz are more sensitive to plastic deformation of steel, while VS150-M type sensors with a frequency of 150 kHz have a higher sensitivity to crack initiation and propagation processes. Classification neural networks, with appropriate architecture, show good learning ability based on AE signal parameters and can be used to determine stages of material degradation. However, this does not change the fact that from the point of view of reservoir retention, the interesting zones represent a small fraction of all recorded AE data. Therefore, in order to achieve higher learning and validation quality of neural networks, it is recommended to carry out additional tests to provide the network with more learning and validation cases that should improve the classification process of neural networks.
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