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1 Introduction and Statement of the Problem

It is known that quadrature formulas are needed for numerical calculation of definite integrals. Additionally, quadrature formulas provide a basic and important tool for the numerical solution of differential and integral equations. Development of new algorithms for constructing optimal, in some sense, quadrature formulas as well as an estimation of their errors in different classes of functions, based on algebraic and variation approaches is one of the important problems of
computational mathematics. The optimization problem of numerical integration formulas in
variation approaches is a problem of finding the minimum of the norm of an error functional on
the given space of functions. There are Nikol’skii’s problem [26, 27] consisting on minimization
of the norm of the error functional by coefficients and by nodes and Sard’s problem [25, 28]
consisting on minimization of the norm of the error functional with fixed nodes by coefficients.
The solutions of Nikol’skii’s and Sard’s problems are called the optimal quadrature formula
in the sense of Nikol’skii and in the sense of Sard, respectively.

In the present work, we study Sard’s problem of construction of optimal quadrature formulas
in a Hilbert space.

We denote by $W_2^{(m,0)}$ the class of functions $\varphi$ defined on the interval $[0,1]$ which possess an
absolutely continuous $(m-1)$-th derivative on $[0,1]$ and whose $m$-th derivative is in $L_2(0,1)$.
The class $W_2^{(m,0)}$, under the pseudo-inner product
\[
\langle \varphi, \psi \rangle_m = \int_0^1 (\varphi^{(m)}(x) + \varphi(x))(\psi^{(m)}(x) + \psi(x))dx,
\]
is a Hilbert space if we identify functions that differ by a solution of the equation $f^{(m)}(x) + f(x) = 0$ (see, for example, [1, p. 213]). Therefore $W_2^{(m,0)}$ is the Hilbert space equipped with
the norm
\[
\|\varphi\|_{W_2^{(m,0)}} = \left( \int_0^1 (\varphi^{(m)}(x) + \varphi(x))^2 dx \right)^{1/2}
\]
corresponding to the inner product (1.1).

It should be noted that for a linear differential operator of order $m$, $L \equiv a_m \frac{d^m}{dx^m} + a_{m-1} \frac{d^{m-1}}{dx^{m-1}} + \cdots + a_1 \frac{d}{dx} + a_0$, Ahlberg, Nilson and Walsh in the book [1, Chapter 6] studied the Hilbert spaces in the context of generalized splines. Namely, with the pseudo-inner product
\[
\langle \varphi, \psi \rangle_L = \int_a^b L\varphi(x) \cdot L\psi(x)dx.
\]

For a function $\varphi$ from the space $W_2^{(m,0)}$, we consider a quadrature formula of the form
\[
\int_0^1 \varphi(x)dx \approx \sum_{\beta=0}^N C_\beta \varphi(x_\beta),
\]
where $C_\beta$ are coefficients and $x_\beta$ are nodes situated in the interval $[0,1]$, $\varphi(x_\beta)$ are given values, $N$ is a natural number. We suppose that $x_\beta$ are fixed.

The following difference between integral and quadrature sum
\[
(\ell, \varphi) = \int_0^1 \varphi(x)dx - \sum_{\beta=0}^N C_\beta \varphi(x_\beta)
\]
is called the error of the quadrature formula (1.3) and $(\ell, \varphi) = \int_{-\infty}^{\infty} \ell(x)\varphi(x)dx$ is the value of the error functional $\ell$ at the given function $\varphi$. Here the error functional $\ell$ has the form
\[
\ell(x) = \varepsilon_{[0,1]}(x) - \sum_{\beta=0}^N C_\beta \delta(x - x_\beta),
\]
where $\varepsilon_{[0,1]}(x)$ is the characteristic function of the interval $[0,1]$, $\delta$ is Dirac’s delta-function.
According to the Cauchy–Schwarz inequality the absolute value of the error (1.4) is estimated by the norm

\[ \|\ell\|_{W^2_2(m,0)^*} = \sup_{\|\varphi\|_{W^2_2(m,0)} = 1} \| (\ell, \varphi) \| \]

of the error functional \(\ell\) as follows

\[ |(\ell, \varphi)| \leq \|\varphi\|_{W^2_2(m,0)} \|\ell\|_{W^2_2(m,0)^*}. \]

Here \(W^2_2(m,0)^*\) is the conjugate space to the space \(W^2_2(m,0)\).

Sard’s problem on construction of optimal quadrature formulas in the space \(W^2_2(m,0)\) is to find such coefficients \(C_\beta\) which satisfy the equality

\[ \|\hat{\ell}\|_{W^2_2(m,0)^*} = \inf_{C_\beta} \|\ell\|_{W^2_2(m,0)^*}, \]

i.e., to find the minimum of the norm (1.6) of the error functional \(\ell\) by coefficients \(C_\beta\) for fixed \(x_\beta\).

This problem consists of two parts: first calculating the norm (1.6) of the error functional \(\ell\) in the space \(W^2_2(m,0)^*\) and then finding the minimum of the norm (1.6) by coefficients \(C_\beta\) for fixed nodes \(x_\beta\).

There are several methods for constructing of optimal quadrature formulas in the sense of Sard such as the spline method, the \(\phi\)-function method (see e.g. [5, 14, 21, 22, 30, 31]) and Sobolev’s method [45–47]. In different spaces, based on these methods, Sard’s problem was studied by many authors (see, for example, [4, 5, 11–14, 17, 21–23, 32, 33, 35, 36, 39, 40, 46, 49, 51] and references therein).

The Spline Method. Schoenberg [29] showed a connection between optimal quadrature formulas in the sense of Sard and natural splines. For example, if \(S(x)\) is a natural spline interpolation with respect to a set of nodes \(\{x_k\}_{k=0}^N\) in the interval \([a, b]\) and

\[ f(x) = \sum_{k=0}^N C_k(x) f(x_k) + Rf(x) \]

is the corresponding spline interpolation formula, then the quadrature formula

\[ \int_a^b f(x) dx = \sum_{k=0}^N f(x_k) \int_a^b C_k(x) dx + \int_a^b Rf(x) dx \]

is optimal in the sense of Sard.

Recently, in [3] the authors constructed optimal interpolation formulas of the form (1.8) in the Hilbert space \(W^2_2(m,m-1)\) and integrating both sides of that formula they obtained optimal quadrature formulas of the form (1.9) in the sense of Sard in the same space which were constructed in the work [39].

The \(\phi\)-function Method. We present the explanation of this method which is given in [5, 20].

Suppose that \(f \in H^{r,2}\) and that \(a = x_0 < \cdots < x_N = b\), where \(H^{r,2}\) is the Sobolev space. On each interval \([x_{k-1}, x_k], \ k = 1, 2, \ldots, N\), consider a function \(\varphi_k, \ k = 1, 2, \ldots, N\) with the property that

\[ D^r \varphi_k := \varphi_k^{(r)} = 1, \quad k = 1, 2, \ldots, N. \]
Then we have
\[
\int_{a}^{b} f(x)dx = \sum_{k=1}^{N} \int_{x_{k-1}}^{x_{k}} \varphi_{k}^{(r)}(x)f(x)dx.
\]

Hence integrating by parts one obtains the following
\[
\int_{a}^{b} f(x)dx = \sum_{j=1}^{r} (-1)^{j} \varphi_{1}^{(r-j)}(x_{0})f^{(j-1)}(x_{0})
+ \sum_{k=1}^{N-1} \sum_{j=1}^{r} (-1)^{j} \varphi_{k}^{(r-j)}(x_{k})f^{(j-1)}(x_{k})
+ \sum_{j=1}^{r} (-1)^{j} \varphi_{n}^{(r-j)}(x_{N})f^{(j-1)}(x_{N})
+ (-1)^{r} \int_{a}^{b} \varphi(x)f^{(r)}(x)dx.
\]

From here imposing the corresponding conditions to functions \(\varphi_{k}, k = 1, 2, \ldots, N\) one can get different optimal quadrature formulas in the sense of Sard. For more details see, for instance, [5].

A generalization of the \(\varphi\)-function method was given in the works [14] and [22], where a more general linear differential operator of order \(r\) is used instead of the differential operator \(D^{r}\).

**Sobolev’s Method.** It should be noted that Sobolev’s method is based on construction of a discrete analogue to a linear differential operator. Using this method allows us to get analytic formulas for coefficients of optimal quadrature formulas in the sense of Sard.

In [45–47], the minimization problem of the norm of the error functional by coefficients was reduced to the system of difference equations of Wiener–Hopf type in the space \(L_{2}^{(m)}\), where \(L_{2}^{(m)}\) is the Sobolev space of functions with square integrable generalized \(m\)th derivative. The existence and uniqueness of a solution of this system was proved by Sobolev [45, 47], who gave a description of some analytic algorithm for finding the coefficients of optimal cubature formulas. For this, Sobolev defined and studied the discrete analogue \(D_{h}^{(m)}(h\beta)\) of the polyharmonic operator \(\Delta^{m}\). The problem of construction of the discrete operator \(D_{h}^{(m)}(h\beta)\) in \(n\)-dimensional case is very hard and still is one open problem. In the one-dimensional case, the discrete analogue \(D_{h}^{(m)}(h\beta)\) of the differential operator \(d^{2m}/dx^{2m}\) was constructed by Zhamalov [50] and Shadimetov [34]. In the space \(L_{2}^{(m)}\) using the discrete analogue \(D_{h}^{(m)}(h\beta)\) of the differential operator \(d^{2m}/dx^{2m}\) the following results were obtained: optimal quadrature formulas of the form (1.3) were constructed in [33] and positivity of their coefficients was studied in [39]; weight optimal quadrature formulas were obtained in the work [35]; optimal quadrature formulas of Euler–Maclaurin type were studied in [43] and [44]; the problem of construction of \(D^{m}\)-splines was considered in [10]; optimal quadrature formulas for numerical integration of Fourier coefficients were constructed in the work [8]. We note that the above mentioned optimal quadrature formulas and splines, which are constructed in the space \(L_{2}^{(m)}\), are exact for any algebraic polynomials of degree \(m - 1\).

Further, a discrete analogue of the differential operator \(d^{2m}/dx^{2m} - d^{2m-2}/dx^{2m-2}\) was constructed in [37] and properties of this discrete analogue were studied in [38]. This discrete analogue was applied
for finding the coefficients of the optimal quadrature formulas (see [36, 42]), for construction of interpolation splines minimizing the semi-norm (see [41]) and for obtaining explicit coefficients of optimal quadrature formulas for Fourier coefficients [9] in the Hilbert space $W_2^{(m,m−1)}$. It should be noted that the obtained optimal quadrature formulas and splines in the space $W_2^{(m,m−1)}$ are exact for any algebraic polynomial of degree $m−2$ and for exponential function $e^{−x}$.

Next, in the Hilbert space $K_2(P_m)$ optimal quadrature formulas [17, 19] and interpolation splines minimizing the semi-norm [16, 18] were obtained using the discrete analogue of the differential operator $\frac{d^{2m}}{dx^{2m}} + 2\omega^2 \frac{d^{2m−2}}{dx^{2m−2}} + \omega^4 \frac{d^{2m−4}}{dx^{2m−4}}$ for $m \geq 2$ [15]. Note that the obtained formulas are exact for algebraic polynomials of degree $m−3$ and for trigonometric functions $\sin \omega x$ and $\cos \omega x$.

We note that optimal quadrature formulas and interpolation splines are exact to the base functions of a kernel of the semi-norm given in a Hilbert space. The above mentioned optimal quadrature formulas and splines constructed in the spaces $L_2^{(m)}$, $W_2^{(m,m−1)}$ and $K_2(P_m)$ are exact to an algebraic polynomial of some degree which is the base function of the kernel in the corresponding semi-norm.

The aim of this work is to study Sard’s problem on construction of optimal quadrature formulas of the form (1.3) in the space $W_2^{(m,0)}$ by Sobolev’s method. As a result we get the optimal quadrature formula which is exact to the base functions of the kernel of the norm (1.2). Here the base functions consist on exponential-trigonometric functions. It may be noted that we obtain the optimal quadrature formula which is not exact for any algebraic polynomial.

The rest of the paper is organized as follows: in Section 2 the extremal function, which corresponds to the error functional $\ell$, is found and, in Section 3, with the help of this extremal function the norm of the error functional is calculated, i.e., the first part of Sard’s problem is solved; in Section 4 the system of linear equations for coefficients of the optimal quadrature formulas in the space $W_2^{(m,0)}$ is obtained, moreover, the existence and uniqueness of the solution of this system are discussed; in Section 5 the discrete analogue $D_m[\beta]$ of the differential operator $\frac{d^{2m}}{dx^{2m}} − 1$ is constructed; in Section 6 Sobolev’s method of construction of optimal quadrature formulas of the form (1.3) in the space $W_2^{(m,0)}$ is discussed. Next, for $m = 1$ and $m = 3$ the optimal quadrature formulas which are exact to exponential-trigonometric functions are obtained. Finally, at the end of the paper the rate of convergence of the optimal quadrature formulas in the space $W_2^{(3,0)}$ for the cases $m = 1$ and $m = 3$ are presented.

2 The Extremal Function

For finding the norm of the error functional (1.5) of the quadrature formula (1.3) we use the extremal function of the error functional.

The function $\psi_\ell$ satisfying the equation

$$ (\ell, \psi_\ell) = \|\ell\|_{W_2^{(m,0)*}} \|\psi_\ell\|_{W_2^{(m,0)}}, $$

is called the extremal function for the functional $\ell$ [45, 47].

Since $W_2^{(m,0)}$ is the Hilbert space then, by the Riesz theorem on general form of a linear continuous functional on Hilbert spaces, for the error functional $\ell \in W_2^{(m,0)*}$ there exists a
unique function \( \psi_\ell \in W_2^{(m,0)} \) such that for any \( \varphi \in W_2^{(m,0)} \) the following equality is fulfilled,
\[
(\ell, \varphi) = \langle \psi_\ell, \varphi \rangle_m.
\] (2.2)
Moreover, \( \|\ell\|_{W_2^{(m,0)}} = \|\psi_\ell\|_{W_2^{(m,0)}} \). Here \( \langle \psi_\ell, \varphi \rangle_m \) is the inner product of two functions \( \psi_\ell \) and \( \varphi \) defined by Equality (1.1) in the space \( W_2^{(m,0)} \). In particular, from (2.2) when \( \varphi = \psi_\ell \) we have
\[
(\ell, \psi_\ell) = \langle \psi_\ell, \psi_\ell \rangle_m = \|\psi_\ell\|_{W_2^{(m,0)}}^2 = \|\ell\|_{W_2^{(m,0)}}^2.
\] (2.3)
It is clear that the solution \( \psi_\ell \) of Equation (2.2) is the extremal function. Thus, in order to calculate the norm of the error functional \( \ell \), first, we should find the extremal function \( \psi_\ell \) from Equation (2.2) and then to calculate the square of the norm of the error functional \( \ell \) as follows,
\[
\|\ell\|_{W_2^{(m,0)}}^2 = (\ell, \psi_\ell).
\]
Integrating by parts the right hand side of (2.2) we get
\[
(\ell, \varphi) = (-1)^m \int_0^1 (\psi^2_\ell(x) + \psi^{(m)}_\ell(x) + (-1)^m \psi_\ell(x) + (-1)^m \psi_\ell(x))\varphi(x)dx
\]
\[
+ \sum_{s=0}^{m-1} (-1)^s(\psi_\ell^{(m+s)}(x) + \psi_\ell^{(s)}(x))\varphi^{(m-s-1)}(x)|_0^1.
\]
From here we come to the following two cases for odd and even values of \( m \), respectively,
\[
(\ell, \varphi) = (-1)^m \int_0^1 (\psi^2_\ell(x) - \psi_\ell(x))\varphi(x)dx
\]
\[
+ \sum_{s=0}^{m-1} (-1)^s(\psi_\ell^{(m+s)}(x) + \psi_\ell^{(s)}(x))\varphi^{(m-s-1)}(x)|_0^1 \quad \text{for odd } m \] (2.4)
and
\[
(\ell, \varphi) = \int_0^1 (\psi^2_\ell(x) + 2\psi^{(m)}_\ell(x) + \psi_\ell(x))\varphi(x)dx
\]
\[
+ \sum_{s=0}^{m-1} (-1)^s(\psi_\ell^{(m+s)}(x) + \psi_\ell^{(s)}(x))\varphi^{(m-s-1)}(x)|_0^1 \quad \text{for even } m. \] (2.5)
Clearly, that in order to find the extremal function \( \psi_\ell \) we should consider Equations (2.4) and (2.5) depending on the corresponding values of \( m \).
We note that in the present paper we study Sard’s problem in the space \( W_2^{(m,0)} \) for odd natural numbers \( m \). Investigation of Sard’s problem in this space for even natural numbers \( m \) is our next research topic.
Further, we suppose that \( m \) is an odd natural number.
From (2.4), taking into account uniqueness of the function \( \psi_\ell \), we have the following equation
\[
\psi^{(2m)}_\ell(x) - \psi_\ell(x) = (-1)^m \ell(x)
\] (2.6)
with the boundary conditions
\[
(\psi_\ell^{(m+s)}(x) + \psi_\ell^{(s)}(x))|_{x=0}^{x=1} = 0, \quad s = 0, 1, \ldots, m - 1.
\] (2.7)
It should be noted that in the work [6] for the solution of the boundary value problem (2.6)–(2.7) the following result was obtained.
Theorem 2.1  A solution of Equation (2.6) with the boundary conditions (2.7) is the extremal function $\psi_\ell$ of the error functional $\ell$ and has the form

$$\psi_\ell(x) = (-1)^m \ell(x) * G_m(x) + Y(x),$$

where

$$G_m(x) = \frac{\text{sgn} x}{2m} \left( \sinh(x) + \sum_{n=1}^{m-1} e^x \cos\left( \frac{\pi n}{m} \right) \cos \left( x \sin \left( \frac{\pi n}{m} + \frac{\pi n}{m} \right) \right) \right),$$

and

$$Y(x) = d_0 e^{-x} + \sum_{k=1}^{m-1} e^x \cos\left( \frac{2k-1}{m} \right) \left( d_{1,k} \cos \left( x \sin \left( \frac{(2k-1)\pi}{m} \right) \right) \right) + d_{2,k} \sin \left( x \sin \left( \frac{(2k-1)\pi}{m} \right) \right),$$

$m$ is an odd natural number, $d_0$, $d_{1,k}$, and $d_{2,k}$ are constants.

Since the error functional (1.5) is defined on the space $W_2^{(m,0)}$, it is necessary to impose the following conditions

$$(\ell, e^{-x}) = 0,$$

$$(\ell, e^{-x} \cos \frac{2\pi k}{m} \cos \left( x \sin \frac{2\pi k}{m} \right)) = 0, \quad k = 1, 2, \ldots, \frac{m-1}{2},$$

$$(\ell, e^{-x} \cos \frac{2\pi k}{m} \sin \left( x \sin \frac{2\pi k}{m} \right)) = 0, \quad k = 1, 2, \ldots, \frac{m-1}{2},$$

which mean that the quadrature formula (1.3) is exact for linear combinations of functions

$$e^{-x}, \quad e^{-x} \cos \frac{2\pi k}{m} \cos \left( x \sin \frac{2\pi k}{m} \right) \quad \text{and} \quad e^{-x} \cos \frac{2\pi k}{m} \sin \left( x \sin \frac{2\pi k}{m} \right)$$

for $k = 1, 2, \ldots, \frac{m-1}{2}$.

It should be pointed out that to ensure the solvability of the system (2.11)–(2.13) with respect to the coefficients $C_\beta$ ($\beta = 0, 1, \ldots, N$), the condition $N + 1 \geq m$ has to be imposed.

Further, we also use the following equivalent forms of the conditions (2.12) and (2.13) which are obtained by changing of variable $k = \frac{m+1}{2} - j$ by $k = 1, 2, \ldots, \frac{m-1}{2}$,

$$(\ell, e^x \cos \frac{2(j-1)\pi}{m} \cos \left( x \sin \frac{(2j-1)\pi}{m} \right)) = 0, \quad j = 1, 2, \ldots, \frac{m-1}{2},$$

$$(\ell, e^x \cos \frac{2(j-1)\pi}{m} \sin \left( x \sin \frac{(2j-1)\pi}{m} \right)) = 0, \quad j = 1, 2, \ldots, \frac{m-1}{2}.$$

Now, in the next section, using the extremal function (2.8), we calculate the norm of the error functional $\ell$.

3 The Norm of the Error Functional $\ell$

As was said above, in order to calculate the square of the norm of the error functional (1.5) it is sufficient to calculate the value $\langle \ell, \psi_\ell \rangle$ of the error functional $\ell$ at the function $\psi_\ell$. For this, first, using Equalities (2.11), (2.14) and (2.15), we get

$$\langle \ell, Y(x) \rangle = 0,$$
where \( Y(x) \) is the function defined by (2.10). Then, using (2.8), taking the last equality into account and keeping in mind that \( m \) is an odd natural number, we have
\[
\|\ell\|^2 = (\ell, \psi_\ell) = -\int_{-\infty}^{\infty} \ell(x)[\ell(x) * G_m(x) + Y(x)]dx
\]
\[
= -\int_{-\infty}^{\infty} \ell(x)[\ell(x) * G_m(x)]dx. \quad (3.1)
\]
Now, for the convolution in (3.1), taking (1.5) into account, we obtain
\[
\ell(x) * G_m(x) = \int_{-\infty}^{\infty} \ell(y)G_m(x-y)dy = \int_{0}^{1} G_m(x-y)dy - \sum_{\beta=0}^{N} C_\beta G_m(x-x_\beta).
\]
Then the square of the norm (3.1) of the error functional \( \ell \) takes the form
\[
\|\ell\|^2 = \sum_{\beta=0}^{N} C_\beta \int_{0}^{1} (G_m(x-x_\beta) + G_m(x_\beta-x))dx
\]
\[
- \sum_{\beta=0}^{N} \sum_{\gamma=0}^{N} C_\beta C_\gamma G_m(x_\beta-x_\gamma) - \int_{0}^{1} \int_{0}^{1} G_m(x-y)dxdy. \quad (3.2)
\]
Since \( G_m(x) \), defined by (2.9), is the even function, we have
\[
G_m(x_\beta-x) = G_m(x-x_\beta).
\]
Then, taking into account the last equality, from (3.2) we get
\[
\|\ell\|^2 = 2 \sum_{\beta=0}^{N} C_\beta \int_{0}^{1} G_m(x-x_\beta)dx
\]
\[
- \sum_{\beta=0}^{N} \sum_{\gamma=0}^{N} C_\beta C_\gamma G_m(x_\beta-x_\gamma) - \int_{0}^{1} \int_{0}^{1} G_m(x-y)dxdy. \quad (3.3)
\]
Thus, the first part of Sard’s problem on construction of optimal quadrature formulas in the space \( W_2^{(m,0)} \) is solved. Next we consider the second part of the problem.

4 The Discrete System of Wiener–Hopf Type

We consider the problem of minimization of the square of the norm (3.3) for the error functional \( \ell \) by coefficients \( C_\beta \). The error functional \( \ell \) satisfies the Conditions (2.11)–(2.13). The square of the norm (3.3) of the error functional \( \ell \) is a multi-variable quadratic function with respect to coefficients \( C_\beta \) of the quadrature formula (1.3). For finding a point of conditional minimum of the function (3.3) under the Conditions (2.11)–(2.13), we apply the Lagrange method.

Denoting as \( C = (C_0, C_1, \ldots, C_N) \) and \( d = (d_0, d_{1,1}, \ldots, d_{1,\frac{m-1}{2}}, d_{2,1}, \ldots, d_{2,\frac{m-1}{2}}) \) we consider the following function
\[
\Psi(C, d) = \|\ell\|^2 - 2d_0(\ell, e^{-x}) - 2 \sum_{k=1}^{\frac{m-1}{2}} \left[ d_{1,k} \left( \ell, e^{-x \cos \frac{2\pi k}{m}} \cos \left( x \sin \frac{2\pi k}{m} \right) \right) \right]
\]
\[
+ d_{2,k} \left( \ell, e^{-x \cos \frac{2\pi k}{m}} \sin \left( x \sin \frac{2\pi k}{m} \right) \right),
\]
where \( d_0, d_{1,k} \) and \( d_{2,k} \) \( (k = 1, 2, \ldots, \frac{m-1}{2}) \) are Lagrange multipliers.
Equating to zero the partial derivatives of the function $\Psi(C, d)$ by coefficients $C_\beta$, $\beta = 0, 1, \ldots, N$ and by $d_0, d_{1,k}, d_{2,k}$, $k = 1, 2, \ldots, \frac{m-1}{2}$ we get the following difference system of $N + 1 + m$ linear equations with $N + 1 + m$ unknowns

\[
\sum_{\gamma=0}^{N} C_\gamma G_m(x_\beta - x_\gamma) + P(x_\beta, d_0, d_{1,k}, d_{2,k}) = f_m(x_\beta), \quad 0, 1, \ldots, N, \quad (4.1)
\]

\[
\sum_{\gamma=0}^{N} C_\gamma e^{-x_\gamma} = 1 - \frac{1}{e}, \quad (4.2)
\]

\[
\sum_{\gamma=0}^{N} C_\gamma e^{-x_\gamma} \cos \frac{2\pi k}{m} \cos \left(x_\gamma \sin \frac{2\pi k}{m}\right) = g_{1,k}, \quad k = 1, 2, \ldots, \frac{m-1}{2}, \quad (4.3)
\]

\[
\sum_{\gamma=0}^{N} C_\gamma e^{-x_\gamma} \cos \frac{2\pi k}{m} \sin \left(x_\gamma \sin \frac{2\pi k}{m}\right) = g_{2,k}, \quad k = 1, 2, \ldots, \frac{m-1}{2}, \quad (4.4)
\]

where

\[
P(x_\beta, d_0, d_{1,k}, d_{2,k}) = d_0 e^{-x_\beta} + \sum_{k=1}^{\frac{m-1}{2}} e^{-x_\beta} \cos \frac{2\pi k}{m} \left(d_{1,k} \cos \left(x_\beta \sin \frac{2\pi k}{m}\right) + d_{2,k} \sin \left(x_\beta \sin \frac{2\pi k}{m}\right)\right), \quad (4.5)
\]

\[
f_m(x_\beta) = \int_{0}^{1} G_m(x - x_\beta) dx, \quad (4.6)
\]

\[
g_{1,k} = \cos \frac{2\pi k}{m} - e^{-\cos \frac{2\pi k}{m}} \cos \left(\sin \frac{2\pi k}{m} + \frac{2\pi k}{m}\right), \quad k = 1, 2, \ldots, \frac{m-1}{2}, \quad (4.7)
\]

\[
g_{2,k} = \sin \frac{2\pi k}{m} - e^{-\cos \frac{2\pi k}{m}} \sin \left(\sin \frac{2\pi k}{m} + \frac{2\pi k}{m}\right), \quad k = 1, 2, \ldots, \frac{m-1}{2} \quad (4.8)
\]

and $G_m(x)$ is defined by (2.9).

We note that the system (4.1)-(4.4) is called the discrete system of Wiener–Hopf type [45, 47].

It is important to note that the existence and uniqueness of an optimal quadrature formula of the form (1.3) in the sense of Sard in Hilbert spaces were studied in [22]. Particularly, we get that the difference system (4.1)-(4.4) for any set of different nodes $x_\beta$, $\beta = 0, 1, \ldots, N$ when $N + 1 \geq m$ has a unique solution and this solution gives minimum to $\|\ell\|^2$ defined by (3.3) under the conditions (2.11)-(2.13). Existence and uniqueness of the solution of such a type of difference systems were also studied in [17, 42, 45, 47].

Further, we consider the case of equally spaced nodes. Suppose $x_\beta = h\beta$, $\beta = 0, 1, \ldots, N$, $h = \frac{1}{N}, N = 1, 2, \ldots$.

We assume that $C_\beta = 0$ for $\beta < 0$ and $\beta > N$. Then, using the convolution of two discrete argument functions $\varphi(h\beta)$ and $\psi(h\beta)$ (see [45, 47])

\[
\varphi(h\beta) * \psi(h\beta) = \sum_{\gamma=-\infty}^{\infty} \varphi(h\gamma) \cdot \psi(h\beta - h\gamma),
\]

we rewrite the system (4.1)-(4.5) in the following convolution form

\[
C_\beta * G_m(h\beta) + P(h\beta, d_0, d_{1,k}, d_{2,k}) = f_m(h\beta), \quad \beta = 0, 1, \ldots, N, \quad (4.9)
\]
\[ \sum_{\gamma=0}^{N} C_\gamma e^{-h\gamma} = 1 - \frac{1}{e}, \quad (4.10) \]
\[ \sum_{\gamma=0}^{N} C_\gamma e^{-h\gamma \cos \frac{2\pi k}{m}} \cos \left( h\gamma \sin \frac{2\pi k}{m} \right) = g_{1,k}, \quad k = 1, 2, \ldots, \frac{m-1}{2}, \quad (4.11) \]
\[ \sum_{\gamma=0}^{N} C_\gamma e^{-h\gamma \cos \frac{2\pi k}{m}} \sin \left( h\gamma \sin \frac{2\pi k}{m} \right) = g_{2,k}, \quad k = 1, 2, \ldots, \frac{m-1}{2}, \quad (4.12) \]

where \( G_m(h\beta) \), \( P(h\beta, d_0, d_{1,k}, d_{2,k}) \), \( f_m(h\beta) \), \( g_{1,k} \) and \( g_{2,k} \) are defined by (2.9), (4.5)–(4.8), respectively. In the system (4.9)–(4.12) there are \( N + m + 1 \) unknowns \( C_{\beta}, \beta = 0, 1, \ldots, N \), \( d_0, d_{1,k} \) and \( d_{2,k}, k = 1, 2, \ldots, \frac{m-1}{2} \) and \( N + m + 1 \) linear equations.

In order to solve the system (4.9)–(4.12) by Sobolev’s method we need discrete analogue of the differential operator \( \frac{d^{2m}}{dx^{2m}} - 1 \). The next section is devoted to construction of this discrete analogue.

5 A Discrete Analogue of the Differential Operator \( \frac{d^{2m}}{dx^{2m}} - 1 \)

In the present section for an odd natural number \( m \) we construct the function \( D_m(h\beta) \) of discrete argument which satisfies the equation

\[ D_m(h\beta) * G_m(h\beta) = \delta_d(h\beta), \quad (5.1) \]

where

\[ G_m(h\beta) = \frac{\text{sgn}(h\beta)}{2m} \left( \sinh(h\beta) + \sum_{n=1}^{m-1} e^{h\beta \cos \frac{\pi n}{m}} \cos \left( h\beta \sin \frac{\pi n}{m} + \frac{\pi n}{m} \right) \right), \quad (5.2) \]

\( \delta_d(h\beta) \) is the discrete delta-function, i.e.,

\[ \delta_d(h\beta) = \begin{cases} 1, & \beta = 0, \\ 0, & \beta \neq 0. \end{cases} \]

It should be noted that a method of construction of the discrete argument function \( D_m(h\beta) \) similarly as the method of construction of discrete analogues of the differential operators \( \frac{d^{2m}}{dx^{2m}}, \frac{d^{2m}}{dx^{2m}} - \frac{d^{2m-2}}{dx^{2m-2}} \) and \( \frac{d^{2m}}{dx^{2m}} + 2\omega^2 \frac{d^{2m-2}}{dx^{2m-2}} + \omega^4 \frac{d^{2m-4}}{dx^{2m-4}} \) in the works [34, 37] and [15].

We note that Equation (5.1) is a discrete analogue of the following equation

\[ \left( \frac{d^{2m}}{dx^{2m}} - 1 \right) G_m(x) = \delta(x), \quad (5.3) \]

where \( G_m(x) \) is defined by (2.9), \( \delta \) is Dirac’s delta-function.

The results of this section are the following.

**Theorem 5.1** The discrete analogue of the differential operator \( \frac{d^{2m}}{dx^{2m}} - 1 \) satisfying Equation (5.1), when \( m \) is an odd natural number, has the form

\[ D_m(h\beta) = \frac{m}{K} \begin{cases} \sum_{n=1}^{m-1} A_n \lambda_n^{\beta-1}, & |\beta| \geq 2, \\ 1 + \sum_{n=1}^{m-1} A_n, & |\beta| = 1, \\ M_1 - \frac{K_1}{K} + \sum_{n=1}^{m-1} \frac{A_n}{\lambda_n}, & \beta = 0, \end{cases} \quad (5.4) \]
where

\[ A_n = \frac{(\lambda_n^2 - 2\lambda_n \cosh(h) + 1)B_{2m-2}(\lambda_n)}{\lambda_n P_{2m-2}(\lambda_n)}, \quad n = 1, 2, \ldots, m - 1, \]

\[ K = \sum_{k=1}^{m-1} a_{1,k} + \sinh(h), \]

\[ K_1 = \sum_{k=1}^{m-1} \left( b_{1,k} \sinh(h) + a_{2,k} + a_{1,k} \left( \sum_{j=1,j\neq k}^{m-1} b_{1,j} - 2 \cosh(h) \right) \right), \]

\[ M_1 = \sum_{k=1}^{m-1} b_{1,k} - 2 \cosh(h), \]

\[ B_{2m-2}(\lambda) = \prod_{k=1}^{m-1} (\lambda^4 + b_{1,k} \lambda^3 + b_{2,k} \lambda^2 + b_{1,k} \lambda + 1), \]

\[ P_{2m-2}(\lambda) = \left( \sinh(h) + (\lambda^2 - 2\lambda \cosh(h) + 1) \right. \sum_{j=1}^{m-1} a_{1,j} \lambda^2 + a_{2,j} \lambda + a_{1,j} \left. \lambda^4 + b_{1,j} \lambda^3 + b_{2,k} \lambda^2 + b_{1,k} \lambda + 1 \right) B_{2m-2}(\lambda) \]

and here for \( k = 1, 2, \ldots, m - 1, \)

\[ a_{1,k} = 2 \cdot \left[ \cos \frac{\pi k}{m} \cos \left( h \sin \frac{\pi k}{m} \right) \sinh \left( h \cos \frac{\pi k}{m} \right) \right. \]
\[ - \sin \frac{\pi k}{m} \sin \left( h \sin \frac{\pi k}{m} \right) \cosh \left( h \cos \frac{\pi k}{m} \right); \]

\[ a_{2,k} = -2 \cdot \left[ \cos \frac{\pi k}{m} \sin \left( 2h \cos \frac{\pi k}{m} \right) - \sin \frac{\pi k}{m} \cosh \left( 2h \cos \frac{\pi k}{m} \right) \right], \]

\[ b_{1,k} = -4 \cdot \cos \left( h \sin \frac{\pi k}{m} \right) \cosh \left( h \cos \frac{\pi k}{m} \right), \]

\[ b_{2,k} = 2 \cdot \left[ 1 + \cos \left( 2h \sin \frac{\pi k}{m} \right) + \cosh \left( 2h \cos \frac{\pi k}{m} \right) \right]. \]

\( \lambda_n, \ n = 1, 2, \ldots, m - 1 \) are roots of the polynomial \( P_{2m-2}(\lambda) \) with \( |\lambda_n| < 1, \ h \) is a small positive parameter.

**Theorem 5.2** The discrete analogue \( D_m(h,\beta) \) of the differential operator \( \frac{d^{2m}}{dx^{2m}} - 1 \) satisfies the following equalities

1. \( D_m(h,\beta) * e^{h\beta} = 0, \)
2. \( D_m(h,\beta) * e^{-h\beta} = 0, \)
3. \( D_m(h,\beta) * e^{h\beta \cos(\frac{2\pi k}{m}) \cos(h \beta \sin \frac{2\pi k}{m})} = 0, \)
4. \( D_m(h,\beta) * e^{-h\beta \cos(\frac{2\pi k}{m}) \cos(h \beta \sin \frac{2\pi k}{m})} = 0, \)
5. \( D_m(h,\beta) * e^{h\beta \cos(\frac{2\pi k}{m}) \sin(h \beta \sin \frac{2\pi k}{m})} = 0, \)
6. \( D_m(h,\beta) * e^{-h\beta \cos(\frac{2\pi k}{m}) \sin(h \beta \sin \frac{2\pi k}{m})} = 0, \)

where \( k = 1, 2, \ldots, \frac{m-1}{2}, \ m \) is an odd natural number.

Here we give the proof of Theorem 5.1. Theorem 5.2 can be proved by direct calculation of convolutions on the left hand sides of Equalities (1)–(6).
For proving Theorem 5.1 we need the following well-known formulas from the theory of
generalized functions and Fourier transforms (see, for instance, [45, 48])

\[ F[\phi(x)] = \int_{-\infty}^{\infty} \phi(x)e^{2\pi ipx}dx, \quad F^{-1}[\phi(p)] = \int_{-\infty}^{\infty} \phi(p)e^{-2\pi ipx}dp, \tag{5.5} \]

\[ F[\phi * \psi] = F[\phi] \cdot F[\psi], \tag{5.6} \]

\[ F[\phi \cdot \psi] = F[\phi] * F[\psi], \tag{5.7} \]

\[ F[\delta(x)] = 1, \quad F[\delta^{(\alpha)}(x)] = (-2\pi p)^\alpha, \tag{5.8} \]

\[ \delta(hx) = h^{-1}\delta(x), \tag{5.9} \]

\[ \delta(x - a)f(x) = \delta(x - a)f(a), \tag{5.10} \]

\[ \delta^{(\alpha)}(x) * f(x) = f^{(\alpha)}(x), \tag{5.11} \]

\[ \phi_0(x) = \sum_{\beta = -\infty}^{\infty} \delta(x - \beta), \quad \sum_{\beta = -\infty}^{\infty} e^{2\pi ix\beta} = \sum_{\beta = -\infty}^{\infty} \delta(x - \beta). \tag{5.12} \]

**Proof of Theorem 5.1** Based on the theory of generalized functions and Fourier transforms it is convenient to find a harrow-shaped function instead of the discrete function \(D_m(h\beta)\) (see [45, 47]) as follows,

\[ \overline{D}_m(x) = \sum_{\beta = -\infty}^{\infty} D_m(h\beta)\delta(x - h\beta). \tag{5.13} \]

In the class of harrow-shaped functions Equation (5.1) is reduced to the following equation

\[ \overline{D}_m(x) * \overline{G}_m(x) = \delta(x), \tag{5.13} \]

where \(G_m(x) = \sum_{\beta = -\infty}^{\infty} G_m(h\beta)\delta(x - h\beta)\) is the harrow-shaped function corresponding to the discrete function \(G_m(h\beta)\).

Applying the Fourier transform to both sides of Equation (5.13), taking (5.6) and (5.8) into account, we get

\[ F[\overline{D}_m(x)] = \frac{1}{F[\overline{G}_m(x)]}. \tag{5.14} \]

First we calculate the Fourier transform \(F[\overline{G}_m(x)]\). For this, using Equalities (5.10), (5.12), (5.9) and (5.7), we have

\[ F[\overline{G}_m(x)] = F[\overline{G}_m(x)] * \phi_0(hp). \tag{5.15} \]

Using Equalities (5.3) and (5.11), keeping in mind (5.6) and (5.8), we get

\[ F[\overline{G}_m(x)] = \frac{1}{(2\pi ip)^{2m} - 1}. \tag{5.16} \]

We denote roots of the equation \(p^{2m} - 1 = 0\) as

\[ p_1 = 1, \quad p_2 = -1, \quad p_{1,n} = \cos\left(\frac{\pi n}{m}\right) + i\sin\left(\frac{\pi n}{m}\right), \quad \text{and} \quad p_{2,n} = \cos\left(\frac{\pi n}{m}\right) - i\sin\left(\frac{\pi n}{m}\right), \]

where \(n = 1, 2, \ldots, m - 1\).
Then calculation of the convolution in the right hand side of (5.15), by taking (5.14) and (5.16) into account, gives

$$F[D_m](p) = \frac{(2\pi)^{2m}}{h^{2m-1}} \left[ \sum_{\beta=-\infty}^{\infty} \frac{1}{[\beta - h(p + \frac{ip_1}{2\pi})][\beta - h(p + \frac{ip_2}{2\pi})]} \right]^{-1} \prod_{n=1}^{m-1} \frac{1}{[\beta - h(p + \frac{ip_1 n}{2\pi})][\beta - h(p + \frac{ip_2 n}{2\pi})]}.$$

(5.17)

Suppose that the Fourier series of the function $F[D_m](p)$ has the form

$$F[D_m](p) = \sum_{\beta=-\infty}^{\infty} \hat{D}_m(h\beta)e^{2\pi iph\beta},$$

(5.18)

where $\hat{D}_m(h\beta)$ is the Fourier coefficient of the function $F[D_m](p)$, i.e.,

$$\hat{D}_m(h\beta) = \int_0^{h^{-1}} F[D_m](p) e^{-2\pi iph\beta} dp.$$  

(5.19)

Applying the inverse Fourier transform to both sides of Equality (5.18) we get the harrow-shaped function

$$\overline{D}_m(x) = \sum_{\beta=-\infty}^{\infty} \hat{D}_m(h\beta)\delta(x - h\beta).$$

Hence, taking into account the definition of harrow-shaped functions, we conclude that the discrete function $\hat{D}_m(h\beta)$ is the discrete argument function $D_m(h\beta)$ which we are looking for. This means that we can find $D_m(h\beta)$ by expanding the right hand side of (5.17) into the Fourier series.

For calculation the series in (5.18) we use the following well-known formula from the residual theory (see, for instance, [24, p. 296])

$$\sum_{\beta=-\infty}^{\infty} f(\beta) = - \sum_{z_1, z_2, \ldots, z_t} \text{res}(\pi \cot(\pi z) f(z)),$$

(5.20)

where $z_1, z_2, \ldots, z_t$ are the poles of the function $f(z)$.

We denote

$$g(z) = \frac{1}{[z - h(p + \frac{ip_1}{2\pi})][z - h(p + \frac{ip_2}{2\pi})]\prod_{n=1}^{m-1}[z - h(p + \frac{ip_1 n}{2\pi})][z - h(p + \frac{ip_2 n}{2\pi})]},$$

where $z_1 = h(p + \frac{ip_1}{2\pi}), z_2 = h(p + \frac{ip_2}{2\pi}), z_{1,n} = h(p + \frac{ip_1 n}{2\pi}), z_{2,n} = h(p + \frac{ip_2 n}{2\pi}), n = 1, 2, \ldots, m-1$ are the poles of order 1 of the function $g(z)$. Then using the formula (5.20) from (5.17) we can write

$$F[D_m](p) = \left( \frac{2\pi}{h} \right)^{2m} \left[ \sum_{z_1, z_2, \ldots, z_1, \ldots, z_1, \ldots, z_2, \ldots, z_2} \text{res}(\pi \cot(\pi z)g(z)) \right]^{-1}.$$ 

(5.21)

By direct calculation we have the following results,

$$\text{res}_{z=z_1}(\pi \cot(\pi z)g(z)) = \frac{(2\pi)^{2m} \cot(\pi h p + \frac{p_1 h_1}{2})}{4m(h_1)^{2m-1}},$$

$$\text{res}_{z=z_2}(\pi \cot(\pi z)g(z)) = \frac{(2\pi)^{2m} \cot(\pi h p + \frac{p_2 h_2}{2})}{4m(h_2)^{2m-1}},$$

$$\text{res}_{z=z_1, z_2}(\pi \cot(\pi z)g(z)) = \frac{(2\pi)^{2m} \cot(\pi h p + \frac{p_1 h_1 + p_2 h_2}{2})}{4m(h_1)^{2m-1}(h_2)^{2m-1}}.$$
we expand into the sum of partial fractions as follows, after some calculations from (5.21) we get

following results,

\[ \lambda \text{ are unknowns,} \]

Denoting by \( \lambda = e^{2\pi ip} \), using the last \( 2m-2 \) equalities and taking into account the following formulas

\[ \cos z = \frac{e^z + e^{-z}}{2}, \quad \sin z = \frac{e^z - e^{-z}}{2}, \quad \cosh z = \frac{e^z + e^{-z}}{2}, \quad \text{and} \quad \sinh z = \frac{e^z - e^{-z}}{2}, \]

after some calculations from (5.21) we get

\[ F[D_m](p) = \frac{m}{K} \frac{(\lambda^2 - 2\lambda \cosh(h) + 1)B_{2m-2}(\lambda)}{\lambda P_{2m-2}(\lambda),} \quad (5.22) \]

where \( K, B_{2m-2}(\lambda) \) and \( P_{2m-2}(\lambda) \) are defined in the statement of Theorem 5.1.

For finding the explicit form of the discrete function \( D_m(h\beta) \) the right hand side of (5.22) we expand into the sum of partial fractions as follows,

\[
\frac{m}{K} \frac{(\lambda^2 - 2\lambda \cosh(h) + 1)B_{2m-2}(\lambda)}{\lambda(\lambda - \lambda_1)(\lambda - \lambda_2)\cdots(\lambda - \lambda_{2m-2})}
\]

\[ = \frac{m}{K} \left( \frac{\lambda - K_1}{K} + M_1 + \frac{A_0}{\lambda} + \frac{A_1}{\lambda - \lambda_1} + \frac{A_2}{\lambda - \lambda_2} + \cdots + \frac{A_{2m-2}}{\lambda - \lambda_{2m-2}} \right), \quad (5.23) \]

where \( K, K_1, M_1 \) and \( B_{2m-2}(\lambda) \) are given in the statement of the theorem, \( A_0, A_1, \ldots, A_{2m-2} \) are unknowns, \( \lambda_1, \lambda_2, \ldots, \lambda_{2m-2} \) are roots of the polynomial \( P_{2m-2}(\lambda) \) such that

\[ \lambda_n \cdot \lambda_{2m-1-n} = 1 \quad \text{and} \quad |\lambda_n| < 1, \quad |\lambda_{2m-1-n}| > 1 \quad \text{for} \quad n = 1, 2, \ldots, m-1. \quad (5.24) \]

For finding unknowns \( A_0, A_1, \ldots, A_{2m-2} \) we multiply both sides of Equality (5.23) by expression \( \lambda(\lambda - \lambda_1)(\lambda - \lambda_2)\cdots(\lambda - \lambda_{2m-2}) \) and we put \( \lambda = 0, \lambda = \lambda_1, \ldots, \lambda = \lambda_{2m-2} \). Then we get the following results,

\[ A_0 = 1, \quad (5.25) \]

\[ A_n = \frac{(\lambda^2 - 2\lambda_n \cosh(h) + 1)B_{2m-2}(\lambda_n)}{\lambda_n P_{2m-2}(\lambda_n)}, \quad n = 1, 2, \ldots, 2m-2. \quad (5.26) \]

From (5.26), taking (5.24) into account, we have

\[ A_{2m-1-n} = -\frac{1}{\lambda_{n}^2} A_n, \quad n = 1, 2, \ldots, m-1. \quad (5.27) \]

Finally, using (5.24)–(5.27) from (5.22) we get

\[
F[D_m](p) = \frac{m}{K} \left[ \lambda - \frac{K_1}{K} + M_1 + \frac{1}{\lambda} + \sum_{\beta=0}^{\infty} \sum_{n=1}^{m-1} \left( \frac{A_n}{\lambda} \left( \frac{\lambda_n}{\lambda} \right)^{\beta} + A_n \lambda_n (\lambda_n \lambda)^{\beta} \right) \right]
\]

\[ = \sum_{\beta=-\infty}^{\infty} D_m(h\beta) \lambda^\beta. \]

Hence, keeping in mind that \( \lambda = e^{2\pi ip} \), we obtain the explicit form (5.4) of the discrete function \( D_m(h\beta) \). Theorem 5.1 is proved. \( \square \)
Thus, if we find the function \( u \), then, taking (5.1) into account, for optimal coefficients we have formula (6.3). For calculation of the convolution in (6.3) it is required to find the function \( v \) at all integer values of \( \beta \).

6 Solution of the Discrete Wiener–Hopf System

In this section, we give an algorithm for finding the exact solution of the system (4.9)–(4.12) by using the discrete analogue \( D_m(h\beta) \) of the differential operator \( \frac{d^{2m}}{dx^{2m}} - 1 \) obtained in the previous section.

We introduce the following functions

\[
v_m(h\beta) = C_\beta \ast G_m(h\beta), \quad (6.1)
\]

\[
u_m(h\beta) = v_m(h\beta) + P(h\beta, d_0, d_{1,k}, d_{2,k}). \quad (6.2)
\]

Then, taking (5.1) into account, for optimal coefficients we have

\[
C_\beta = D_m(h\beta) \ast u_m(h\beta). \quad (6.3)
\]

Thus, if we find the function \( u_m(h\beta) \) then optimal coefficients can be defined by the formula (6.3). For calculation of the convolution in (6.3) it is required to find the function \( u_m(h\beta) \) at all integer values of \( \beta \).

Remark 5.3 It is easy to see from (5.4) that the function \( D_m(h\beta) \) is an even function and it decreases exponentially as \(|\beta| \to \infty|\).
Now, using the formula \( \cos(x + y) = \cos(x)\cos(y) - \sin(x)\sin(y) \), for \( S_1 \) and \( S_2 \) we get

\[
S_1 = \sum_{k=1}^{m-1} \left[ e^{-\gamma \cos \frac{2\pi k}{m}} \cos \left( \gamma \sin \frac{2\pi k}{m} \right) e^{\beta \cos \frac{2\pi k}{m}} \cos \left( \beta \sin \frac{2\pi k}{m} + \frac{2\pi k}{m} \right) + e^{-\gamma \cos \frac{2\pi k}{m}} \sin \left( \gamma \sin \frac{2\pi k}{m} \right) e^{\beta \cos \frac{2\pi k}{m}} \sin \left( \beta \sin \frac{2\pi k}{m} + \frac{2\pi k}{m} \right) \right],
\]

\[
S_2 = \sum_{k=1}^{m-1} \left[ e^{-\gamma \cos \frac{2\pi k}{m}} \cos \left( \beta \sin \frac{2\pi k}{m} \right) e^{\gamma \cos \frac{2\pi k}{m}} \sin \left( \gamma \sin \frac{2\pi k}{m} \right) + e^{-\beta \cos \frac{2\pi k}{m}} \sin \left( \beta \sin \frac{2\pi k}{m} \right) e^{\gamma \cos \frac{2\pi k}{m}} \cos \left( \gamma \sin \frac{2\pi k}{m} \right) \right].
\]

Substituting the sum (6.5) of the last expressions for \( S_1 \) and \( S_2 \) into (6.4) and using Equalities (4.9)–(4.12), after some simplifications, for \( \beta < 0 \) we reduce the expression (6.4) to the form

\[
v_m(h\beta) = -\frac{1}{2m} Q(h\beta) - P(h\beta, b_0, b_{1,k}, b_{2,k}),
\]

where

\[
Q(h\beta) = \frac{1}{2} e^{h\beta}(1 - e^{-1}) + \sum_{k=1}^{m-1} e^{\beta \cos \frac{2\pi k}{m}} \left[ \cos \left( \beta \sin \frac{2\pi k}{m} \right) e^{-\cos \frac{2\pi k}{m}} \cos \left( \beta - 1 \sin \frac{2\pi k}{m} \right) \right],
\]

\[
P(h\beta, b_0, b_{1,k}, b_{2,k}) = b_0 e^{-h\beta} + \sum_{k=1}^{m-1} e^{-h\beta \cos \frac{2\pi k}{m}} \left[ b_{1,k} \cos \left( \beta \sin \frac{2\pi k}{m} \right) + b_{2,k} \sin \left( \beta \sin \frac{2\pi k}{m} \right) \right],
\]

(6.6)

where \( b_0, b_{1,k}, b_{2,k}, k = 1, 2, \ldots, m-1 \) are unknowns.

Direct calculations show that \( v_m(h\beta) \) for \( \beta > N \) has the form

\[
v_m(h\beta) = \frac{1}{2m} Q(h\beta) + P(h\beta, b_0, b_{1,k}, b_{2,k}).
\]

Using last two expressions for \( v_m(h\beta) \) and keeping in mind (6.2) we have

\[
u_m(h\beta) = \begin{cases}
-\frac{1}{2m} Q(h\beta) + P(h\beta, d_0, d_{1,k}, d_{2,k}) - P(h\beta, b_0, b_{1,k}, b_{2,k}), & \beta < 0, \\
\frac{1}{2m} Q(h\beta) + P(h\beta, d_0, d_{1,k}, d_{2,k}) + P(h\beta, b_0, b_{1,k}, b_{2,k}), & \beta > N,
\end{cases}
\]

(6.7)

where \( P(h\beta, d_0, d_{1,k}, d_{2,k}) \) and \( P(h\beta, b_0, b_{1,k}, b_{2,k}) \) are defined by (4.5) and (6.6), respectively. Here \( d_0, d_{1,k}, d_{2,k} \) and \( b_0, b_{1,k}, b_{2,k} \) are unknowns.

We denote

\[
d_0^+ = d_0 - b_0, \quad d_{1,k}^- = d_{1,k} - b_{1,k}, \quad d_{2,k}^- = d_{2,k} - b_{2,k}, \quad k = 1, 2, \ldots, m-1, \\
d_0^- = d_0 + b_0, \quad d_{1,k}^+ = d_{1,k} + b_{1,k}, \quad d_{2,k}^+ = d_{2,k} + b_{2,k}, \quad k = 1, 2, \ldots, m-1.
\]

(6.8)

If we find unknowns \( d_0^-, d_{1,k}^-, d_{2,k}^- \) and \( d_0^+, d_{1,k}^+, d_{2,k}^+ \), \( k = 1, 2, \ldots, m-1 \) then from (6.8) we obtain \( d_0, d_{1,k}, d_{2,k} \) and \( b_0, b_{1,k}, b_{2,k}, k = 1, 2, \ldots, m-1 \) as follows,

\[
d_0 = \frac{1}{2}(d_0^+ + d_0^-), \quad d_{1,k} = \frac{1}{2}(d_{1,k}^+ + d_{1,k}^-), \quad d_{2,k} = \frac{1}{2}(d_{2,k}^+ + d_{2,k}^-), \quad k = 1, 2, \ldots, m-1.
\]

(6.9)
For \(m\) then we get coefficients
\[
 b_0 = \frac{1}{2}(d_0^+ - d_0^-), \quad b_{1,k} = \frac{1}{2}(d_{1,k}^+ - d_{1,k}^-), \quad b_{2,k} = \frac{1}{2}(d_{2,k}^+ - d_{2,k}^-), \quad k = 1, 2, \ldots, \frac{m-1}{2}. \tag{6.10}
\]

Since for \(\beta < 0\) and \(\beta > N\) the coefficients \(C_\beta = 0\) then from (6.3) for \(d_0^-, d_{1,k}^-, d_{2,k}^-\) and \(d_0^+, d_{1,k}^+, d_{2,k}^+\), \(k = 1, 2, \ldots, \frac{m-1}{2}\) we get the following system of \(2m\) linear equations,

\[
 D_m(h\beta) * u_m(h\beta) = 0 \quad \text{for} \quad \beta = -1, -2, \ldots, -m \quad \text{and} \quad \beta = N + 1, N + 2, \ldots, N + m.
\]

Solving the last system, taking (6.8) and (6.9) into account, from Equalities (4.9) and (6.7) we get the following explicit form for \(u_m(h\beta)\):

\[
 u_m(h\beta) = \begin{cases} 
 -\frac{1}{2m} Q(h\beta) + P(h\beta, d_0^-, d_{1,k}^-, d_{2,k}^-), & \beta < 0, \\
 f_m(h\beta), & \beta = 0, 1, \ldots, N, \\
 \frac{1}{2m} Q(h\beta) + P(h\beta, d_0^+, d_{1,k}^+, d_{2,k}^+), & \beta > N,
\end{cases}
\tag{6.11}
\]

Then we get coefficients \(C_\beta\) of optimal quadrature formulas of the form (1.3) as follows,

\[
 C_\beta = D_m(h\beta) * u_m(h\beta), \quad \beta = 0, 1, \ldots, N.
\]

Thus, Sard’s problem on construction of optimal quadrature formulas of the form (1.3) in the space \(W_2^{(m,0)}\) for odd natural numbers \(m\) is solved.

**Remark 6.1** It should be noted that for \(m = 1\), by realizing the above given algorithm, we get the optimal quadrature formula of the form (1.3) in the space \(W_2^{(1,0)}\) which was constructed in the works [36, 42].

**Remark 6.2** We note that using the discrete analogue \(D_1(h\beta)\) of the operator \(\frac{d^2}{dx^2} - 1\) which corresponds to the case \(m = 1\) we get interpolation spline \(S_1(x)\) minimizing semi-norm in the space \(W_2^{(1,0)}\) obtained in [41, Theorem 3.2]. It should be remembered that the spline \(S_1(x)\) was used in [2] to determine the total incident solar radiation at each time step and the temperature dependence of the thermophysical properties of the air and water.

**Remark 6.3** It is important to note that the discrete analogue \(D_m(h\beta)\) of the differential operator \(\frac{d^2m}{dx^{2m}} - 1\), constructed in Section 5, can be applied for construction of interpolation splines minimizing the semi-norm (1.2) and optimal quadrature formulas for numerical integration of Fourier coefficients in the space \(W_2^{(m,0)}\).

In the next section we give the results of the algorithm for \(m = 1\) and \(m = 3\).

### 7 Coefficients of the Optimal Quadrature Formulas for \(m = 1\) and \(m = 3\)

In this section we give the results of the realization of the algorithm for construction of optimal quadrature formulas (1.3) in the space \(W_2^{(m,0)}\) for the cases \(m = 1\) and \(m = 3\).

We recall that in the case \(m = 1\) we get the result of [36, Theorem 4] and [42, Theorem 4.4]. For \(m = 1\) the system (4.9)–(4.12) has the form

\[
 C_\beta * G_1(h\beta) + d_0 e^{-h\beta} = f_1(h\beta), \quad \beta = 0, 1, \ldots, N, \tag{7.1}
\]

\[
 \sum_{\beta=0}^{N} C_\beta e^{-h\beta} = 1 - \frac{1}{e}. \tag{7.2}
\]
where

\[ G_1(h\beta) = \frac{\text{sgn} x}{2} \sinh(x), \]
\[ f_1(h\beta) = \frac{1}{2}[\cosh(h\beta) + \cosh(1 - h\beta)] - 1, \]

The system (7.1)–(7.2) was solved in the work [36] and the following theorem was proved.

**Theorem 7.1** ([36, Theorem 4]) The coefficients of optimal quadrature formulas of the form (1.3) with equally spaced nodes in the space \( W_2^{(1,0)} \) are expressed by formulas

\[
C_0 = \frac{e^h - 1}{e^h + 1},
\]
\[
C_\beta = \frac{2(e^h - 1)}{e^h + 1}, \quad \beta = 1, 2, \ldots, N - 1,
\]
\[
C_N = \frac{e^h - 1}{e^h + 1},
\]

where \( h = 1/N, \ N = 1, 2, \ldots \)

It is easy to check that the obtained optimal quadrature formula with coefficients given in Theorem 7.1 is exact for exponential functions \( e^x \) and \( e^{-x} \).

For \( m = 3 \) the system (4.9)–(4.12) has the form

\[
C_\beta G_3(h\beta) + d_0 e^{-h\beta} + d_{1,1} e^{-h\beta} \cos \left( \frac{\sqrt{3}}{2} h\beta \right)
+ d_{1,2} e^{-h\beta} \sin \left( \frac{\sqrt{3}}{2} h\beta \right) = f_3(h\beta), \quad \beta = 0, 1, \ldots, N,
\] (7.3)
\[
\sum_{\beta=0}^{N} C_\beta e^{-h\beta} = 1 - \frac{1}{e}, \quad (7.4)
\]
\[
\sum_{\beta=0}^{N} C_\beta e^{\frac{h\beta}{2}} \cos \left( \frac{\sqrt{3}}{2} h\beta \right) = \cos \frac{2\pi}{3} - e^{\cos \frac{\pi}{3}} \cos \left( \sin \frac{\pi}{3} + \frac{2\pi}{3} \right), \quad (7.5)
\]
\[
\sum_{\beta=0}^{N} C_\beta e^{\frac{h\beta}{2}} \sin \left( \frac{\sqrt{3}}{2} h\beta \right) = \sin \frac{2\pi}{3} - e^{\cos \frac{\pi}{3}} \sin \left( \sin \frac{\pi}{3} + \frac{2\pi}{3} \right), \quad (7.6)
\]

where

\[
G_3(x) = \frac{\text{sgn} x}{6} \left( \sinh(x) + \sum_{n=1}^{2} e^{x \cos \left( \frac{\pi n}{3} \right)} \cos \left( x \sin \left( \frac{\pi n}{3} \right) + \frac{\pi n}{3} \right) \right),
\]
\[
f_3(h\beta) = \frac{1}{12} \left[ e^{-h\beta}(e + 1) + e^{h\beta}(e^{-1} + 1) + 2e^{-\frac{h\beta}{2}} \cos \left( \frac{\sqrt{3}}{2} h\beta \right) \left( e^{\frac{\beta}{2}} \cos \left( \frac{\sqrt{3}}{2} \right) + 1 \right)
+ 2e^{\frac{\beta}{2}} \sin \left( \frac{\sqrt{3}}{2} \right) e^{-\frac{h\beta}{2}} \sin \left( \frac{\sqrt{3}}{2} h\beta \right) + 2e^{-\frac{\beta}{2}} \sin \left( \frac{\sqrt{3}}{2} \right) e^{\frac{h\beta}{2}} \sin \left( \frac{\sqrt{3}}{2} h\beta \right)
+ 2e^{\frac{h\beta}{2}} \cos \left( \frac{\sqrt{3}}{2} h\beta \right) \cdot \left( e^{-\frac{\beta}{2}} \cos \left( \frac{\sqrt{3}}{2} \right) + 1 \right) - 1 \right].
\]

The system (7.3)–(7.6) was solved in [7] and the following result was obtained.
Theorem 7.2  The coefficients of the optimal quadrature formula (1.3) in the space $W_{2}^{(3,0)}$ have the form

$$C_0 = 1 - \left( \frac{T}{e^h - 1} + \frac{m_1 \tau_1}{e^h - \tau_1} + \frac{m_2 \tau_2}{e^h - \tau_2} + \frac{n_1 \tau_1^N}{\tau_1 e^h - 1} + \frac{n_2 \tau_2^N}{\tau_2 e^h - 1} \right),$$

$$C_\beta = T + m_1 \tau_1^\beta + m_2 \tau_2^\beta + n_1 \tau_1^{N-\beta} + n_2 \tau_2^{N-\beta}, \quad \beta = 1, \ldots, N - 1,$$

$$C_N = -1 + e^h \left( \frac{T}{e^h - 1} + \frac{m_1 \tau_1^N}{e^h - \tau_1} + \frac{m_2 \tau_2^N}{e^h - \tau_2} + \frac{n_1 \tau_1}{\tau_1 e^h - 1} + \frac{n_2 \tau_2}{\tau_2 e^h - 1} \right),$$

where $m_1, m_2, n_1$ and $n_2$ satisfy the following system

$$A_{11} m_1 + A_{12} m_2 + \tau_1^N B_{11} n_1 + \tau_2^N B_{12} n_2 = T_1,$$

$$A_{21} m_1 + A_{22} m_2 + \tau_1^N B_{21} n_1 + \tau_2^N B_{22} n_2 = T_2,$$

$$\tau_1^N A_{11} m_1 + \tau_2^N A_{12} m_2 + B_{11} n_1 + B_{12} n_2 = T_1,$$

$$\tau_1^N A_{21} m_1 + \tau_2^N A_{22} m_2 + B_{21} n_1 + B_{22} n_2 = T_2,$$

here

$$A_{1k} = \frac{\tau_k e^{h/2} \sin(\sqrt[3]{3} h/2)}{1 - 2\tau_k e^{h/2} \cos(\sqrt[3]{3} h/2) + \tau_k^2 e^{h}}, \quad A_{2k} = \frac{e^h}{e^h - \tau_k} + e^h \frac{\tau_k e^{h/2} \cos(\sqrt[3]{3} h/2) - 1}{1 - 2\tau_k e^{h/2} \cos(\sqrt[3]{3} h/2) + \tau_k^2 e^{h}},$$

$$B_{1k} = \frac{\tau_k e^{h/2} \sin(\sqrt[3]{3} h/2)}{\tau_k^2 - 2\tau_k e^{h/2} \cos(\sqrt[3]{3} h/2) + e^h}, \quad B_{2k} = \frac{e^h \tau_k}{e^h \tau_k - 1} + e^h \frac{\tau_k e^{h/2} \cos(\sqrt[3]{3} h/2) - \tau_k^2 e^{h}}{\tau_k^2 - 2\tau_k e^{h/2} \cos(\sqrt[3]{3} h/2) + e^h},$$

for $k = 1, 2$ and

$$T_1 = \frac{\sqrt{3}}{2} - \frac{T e^{h/2} \sin(\sqrt[3]{3} h/2)}{1 - 2e^{h/2} \cos(\sqrt[3]{3} h/2) + e^h}, \quad T_2 = \frac{3}{2} - \frac{T e^h}{e^h - 1} - \frac{T e^{h/2} \cos(\sqrt[3]{3} h/2) - T}{1 - 2e^{h/2} \cos(\sqrt[3]{3} h/2) + e^h},$$

$$\tau_1 = \frac{1}{4} \left[ K_1 + \sqrt{K_1^2 - 4K_2 + 8} + \sqrt{(K_1 + \sqrt{K_1^2 - 4K_2 + 8})^2 - 16} \right],$$

$$\tau_2 = \frac{1}{4} \left[ K_1 + \sqrt{K_1^2 - 4K_2 + 8} - \sqrt{(K_1 + \sqrt{K_1^2 - 4K_2 + 8})^2 - 16} \right],$$

$$T = \frac{24(cosh(h) - 1)(cos(\sqrt[3]{2} h) - cosh(\frac{h}{2}))^2}{K(K_2 + 2 - 2K_1)},$$

$$K = sinh(h) + sinh(\frac{h}{2}) \cos(\sqrt[3]{3} h) - \sqrt{3} \cosh(\frac{h}{2}) \sin(\sqrt[3]{3} h),$$

$$K_1 = 2 \cosh(h) + 4 \cos(\sqrt[3]{3} h) \cosh(\frac{h}{2}) \sinh(h) + \sinh(h) - \sqrt{3} \sin(\sqrt[3]{3} h) - 2 \sinh(h) \cosh(h),$$

$$K_2 = \frac{2 \cosh(h) \sinh(h) + 4 \sinh(h) \cosh(h) - 2 \sqrt{3} \sin(\sqrt[3]{3} h) \cosh(h)}{\sinh(h) + \sinh(\frac{h}{2}) \cosh(\sqrt[3]{3} h) - \sqrt{3} \cosh(\frac{h}{2}) \sin(\sqrt[3]{3} h)}.$$

We note that the optimal quadrature formula of the form (1.3) with the coefficients given in Theorem 7.2 is exact for functions $e^{-x}, e^{x/2} \cos(\sqrt[3]{3} x/2)$ and $e^{x/2} \sin(\sqrt[3]{3} x/2)$.

8 The Rate of Convergence of the Optimal Quadrature Formulas

Here we give some results which show the rate of convergence of the obtained optimal quadrature formulas for the cases $m = 1$ and $m = 3$. In order to get these results we use Theorems 7.1 and 7.2.
It should be noted that the absolute value of the error (1.5) of the optimal quadrature formula (1.3) in $W_2^{(m,0)}$ space is estimated by the Cauchy–Schwarz inequality as follows,

$$
|⟨ℓ, φ⟩| \leq ∥φ∥_{W_2^{(m,0)}} ||ℓ||_{W_2^{(m,0)*}}.
$$

Since the norm $∥φ∥_{W_2^{(m,0)}}$ of a function $φ$ from the space $W_2^{(m,0)}$ is bounded it is enough to calculate the norm $||ℓ||_{W_2^{(m,0)*}}$ of the optimal error functional $ℓ$ which presents the rate of convergence for the obtained optimal quadrature formulas.

**The Case $m = 1$** For the norm of the error functional $ℓ$ in the space $W_2^{(1,0)}$ the following result was obtained in [42].

**Theorem 8.1** The square of the norm of the error functional (1.5), of the optimal quadrature formula (1.3), on the space $W_2^{(1,0)}(0,1)$, has the form

$$
||ℓ||_{W_2^{(1,0)*}}^2 = 1 - \frac{2(e^h - 1)}{h(e^h + 1)},
$$

or

$$
||ℓ||_{W_2^{(1,0)*}}^2 = \frac{h^2}{12} - \frac{h^4}{3!} + \frac{h^6}{4 \cdot 7!} - \cdots. \quad (8.1)
$$

From here we conclude that the order of convergence of the optimal quadrature formula (1.3) in the space $W_2^{(1,0)}$ is $O(h)$.

Using [39, Corollary 5.2] (for $m = 1$ and $η_0 = 0$), for the square of the norm of the error functional (1.5), of the optimal quadrature formula of the form (1.3), on the Sobolev space $L_2^{(1)}(0,1)$, one can get the following expression

$$
||ℓ||_{L_2^{(1)*}(0,1)}^2 = \frac{h^2}{12}, \quad (8.2)
$$

Comparison of the formulas (8.1) and (8.2) shows that the error of the optimal quadrature formula in the space $W_2^{(1,0)}(0,1)$ is less than the error of the optimal quadrature formula in the space $L_2^{(1)}(0,1)$.

**The Case $m = 3$** For completeness we give the result which was obtained in [7]. The following holds.

**Theorem 8.2** The square of the norm of the error functional (1.5) of the optimal quadrature formula (1.3) on the space $W_2^{(3,0)}$ has the form

$$
||ℓ||_{W_2^{(3,0)*}}^2 = 1 - \frac{(2N - 1)T + C_0 + C_N}{2} + Q_1 + \frac{1}{6}Q_2 + \frac{1}{3}Q_3,
$$

where

$$
Q_1 = \sum_{k=1}^{2} \left[ \frac{τ_k^N - τ_k}{τ_k - 1} (m_k + n_k) \right],
$$

$$
Q_2 = \sum_{k=1}^{2} \left( \frac{τ_k e^h - τ_k^N m_k}{1 - τ_k e^h} + \frac{τ_k^N e^h - τ_k n_k}{τ_k - e^h} \right),
$$

$$
Q_3 = \sum_{k=1}^{2} \left[ \frac{e^{- \frac{h}{2} \cos(\frac{\sqrt{3} h}{2}) (τ_k + τ_k^{N+1})} - τ_k^N e^{- h} - τ_k}{1 - 2τ_k e^{- \frac{h}{2} \cos(\frac{\sqrt{3} h}{2})} + τ_k^2 e^{- h}} m_k + \frac{e^{- \frac{h}{2} \cos(\frac{\sqrt{3} h}{2}) (τ_k + τ_k^{N+1})} - τ_k^N e^{- h} - τ_k^2}{τ_k^2 - 2τ_k e^{- \frac{h}{2} \cos(\frac{\sqrt{3} h}{2})} + e^{- h}} n_k \right].
$$
where \( \tau_k, k = 1, 2 \) are given in Theorem 7.2.

Now we present some numerical results. In the space \( W_2^{(3,0)} \) using Theorems 7.2 and 8.2 for the norm of the error functional of the optimal quadrature formula (1.3) we have the results when \( N = 10, 50 \) and 100, which are presented in the second row of Table 1. In the third row of Table 1 we give the values of \( \|\hat{\ell}\|_{W_2^{(3,2)}} \) of the optimal quadrature formula (1.3) on the space \( W_2^{(3,2)} \) from [39]. These numerical results show that the rates of convergence of the optimal quadrature formulas of the form (1.3) in the spaces \( W_2^{(3,0)} \) and \( W_2^{(3,2)} \) are same.

| \( N \) | 10 | 50 | 100 |
|---|---|---|---|
| \( \|\hat{\ell}\|_{W_2^{(3,0)}} \) | 0.10788 \( \cdot 10^{-4} \) | 0.564249 \( \cdot 10^{-7} \) | 0.643488 \( \cdot 10^{-8} \) |
| \( \|\hat{\ell}\|_{W_2^{(3,2)}} \) | 0.10790 \( \cdot 10^{-4} \) | 0.564250 \( \cdot 10^{-7} \) | 0.643488 \( \cdot 10^{-8} \) |

Table 1 The numerical values of \( \|\hat{\ell}\| \) for the cases \( N = 10, 50, 100 \) on the spaces \( W_2^{(3,0)} \) and \( W_2^{(3,2)} \)
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