Propagating Wigner-negative states generated from the steady-state emission of a superconducting qubit
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We experimentally demonstrate the steady-state generation of propagating Wigner-negative states from a continuously driven superconducting qubit. We reconstruct the Wigner function of the radiation emitted into propagating modes defined by their temporal envelopes, using digital filtering. For an optimized temporal filter, we observe a large Wigner logarithmic negativity, in excess of 0.08, in agreement with theory. The fidelity between the theoretical predictions and the states generated experimentally is up to 99%, reaching state-of-the-art realizations in the microwave frequency domain. Our results provide a new way to generate and control nonclassical states, and may enable promising applications such as quantum networks and quantum computation based on waveguide quantum electrodynamics.

In the continuous-variable (CV) approach to quantum information processing [1, 2], information can be represented by a phase space quasiprobability distribution such as the Wigner function [3]. To obtain a quantum computational advantage with a CV quantum circuit, either the input state, the circuit itself, or the final measurement needs to be characterized by a negative quasiprobability distribution [4]. For example, Gaussian boson sampling [5, 6] utilizes Wigner-positive input states and a linear circuit, but has photon-number resolving detectors which are associated with Wigner-function negativity [7]. In this work, we focus on generating Wigner-negative states that can be used as a computational resource in a linear circuit with heterodyne or homodyne measurements.

Nonclassical states with negative Wigner functions have been implemented using natural atoms [8, 9], trapped ions [10, 11] and optical photons [12]. In superconducting quantum circuits, some Wigner-negative states have been implemented in 3D cavities [13–15] and resonators [16–18] where the states are stored in the confined modes of the cavities. Such states have a limited lifetime and the corresponding setups are relatively complicated. In waveguide quantum electrodynamics by using superconducting circuits, single photons as well as cat states have been generated and transferred [19–21]. These propagating states are generated by either releasing a cavity state or by exciting a quantum emitter that subsequently decays into a waveguide. However, in both cases, the states result from transient dynamics so that resetting the system after a certain time is necessary. A continuously driven source may lead to higher generation rates, but the question whether Wigner-negative states can be generated this way has been theoretically addressed only recently [22, 23], and experimental verification was still lacking. In Ref. [24] a qubit in an infinite waveguide was used to demonstrate photon antibunching or nonclassical correlations between photons emitted by the qubit. While that is a nonclassical phenomenon, the Wigner function of any propagating mode would be positive since the emitted field is in a mixed state [22].

In this work, we experimentally demonstrate the generation of Wigner-negative states using the steady-state emission from a continuously driven superconducting qubit. We study the nonclassical properties of the quantum state of light propagating along a semi-infinite waveguide, occupying the single mode defined by a temporal filter. We reconstruct the Wigner function of the state, and investigate the effect of different temporal mode filters. Our flux-tunable transmon qubit [25] is capacitively coupled to the open end of a one-dimensional transmission line [Fig. 1(a) and (b)]. The circuit is equivalent to an atom in front of a mirror in 1D space with a negligible distance between the qubit and the mirror. In this work, the qubit is operated at zero external flux.

The total scattered field from the qubit in front of a mirror is characterized by its annihilation operator $a_{\text{out}}$ which contains two contributions: the incoming field operator $a_{\text{in}}$ reflected by the mirror and the field emitted by the qubit, according to [26, 27]

$$ a_{\text{out}}(t) = a_{\text{in}}(t) - i \sqrt{\Gamma_e e^{i \phi} \sigma_- (t)}, \quad (1) $$

where $a_{\text{in}}(t) = \Omega(t)/(2 \sqrt{\Gamma_e e^{i \phi}})$, $\Gamma_e$ is the decay rate of the qubit into the transmission line, $\Omega(t)$ is the Rabi frequency of the coherent input, the phase $\phi$ quantifies the impedance mismatch in the line (for a perfectly matched line, $\phi = 0$; see [28]), and $\sigma_- (t)$ is the qubit lowering operator.

To characterize the device, we apply a coherent continuous probe to the input port in Fig. 1(a). An input signal $a_{\text{in}}(t)$ reaches the qubit. The scattered field $a_{\text{out}}(t)$ is measured at the output port. In the steady state, the expectation value of $\langle a_{\text{out}}(t) \rangle$ is constant. By taking
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Measurement setup and spectroscopy of a transmon qubit. (a) A simplified schematic of the measurement setup. Dir.Coupler denotes a directional coupler with coupling factor $A = 0.1$. $a_{in}(t)$ and $a_{out}(t)$ are the input and output signals. A superconducting circuit is connected to the directional coupler, where a transmon consisting of a superconducting island (red) shunted by a SQUID (Superconducting QUantum Interference Device) loop is capacitively coupled to a coplanar waveguide (blue) and inductively coupled to a flux line (green). The inset shows a close-up of the SQUID loop. (b) Single-tone spectroscopy, showing real and imaginary parts of the reflection coefficient $r$ of a probe with the qubit at zero external flux. The black and orange dots are the experimental data of the reflection coefficient at two different intensities of the probe, respectively. The solid curves show the corresponding fittings to theory. (c) Here, the data in (c) has been corrected for the impedance mismatch in the probe line [28].

For a coherently driven two-level system in our mirror-like geometry, the largest Wigner negativity is expected when driving on resonance and choosing the drive power so that the coherent reflection vanishes [23]. This effect, reported in previous experiments [38], is due to destructive interference between the radiation reflected by the mirror and the radiation coherently scattered by the two-level system. Here, we also find that at this drive power the coherence between the qubit’s ground and excited states is maximized [28]. We call this power the critical power. In our case, due to the impedance mismatch, full cancellation is achieved at a slightly detuned driving frequency [by 170 kHz, blue circle in Fig. 1(b)]. By contrast, resonant driving of the system at the same power gives some residual coherent reflection (red circle in Fig. 1(b), caused by the impedance mismatch), which we eliminate in the measurements below by applying a cancellation pulse to the cancellation port of the directional coupler [Fig. 1(a)]. As we show in the following, both on- and off-resonant cases give comparable results with regards to the observed Wigner negativity.

The emission from the qubit is not confined and comprises a continuum of modes described by the operator $a_{out}(t)$. Here we study the quantum state occupying the single mode $a$ defined by the filter function $f(t)$. Consequently, the properties of the state will depend on the chosen $f(t)$. We perform a full tomography of propagating modes, by measuring their statistical moments $\langle a^m a^n \rangle$, $m, n = 0, \ldots, N_c$, where $a = \int_0^\infty df(t)a_{out}(t)$ [39] and $N_c$ is the photon-number cutoff. In order to excite the qubit, we send a long pulse 4.4 $\mu$s, much longer than the lifetime of the qubit, $T_1 = 1/\Gamma_1 = 145$ ns. This in order to ensure that the qubit has reached the steady-state before we perform the measurement of its emission field [28]. First, we consider a normalized rectangular boxcar filter which is a constant function within the time interval from $t_0 = 2.5 \mu$s to $t_0 + \pi/\Gamma_2$ and zero elsewhere. In Figure 2 we show the magnitude of the moments up to 6th order ($m + n \leq 6$) for $\tau = 2$ for the on-resonant case in red rectangles. Due to the small average photon number $\langle a^\dagger a \rangle$, it is enough to truncate the Fock space up to $N_c = 4$. Our results are very similar to the numerical simulations [40], using the method presented in [41] which correspond to the blue rectangles. The slight difference is due to the impedance mismatch which gives a higher Rabi frequency $\Omega_m = \frac{\left| r \right|^2}{2} \Gamma_0$. FIG. 2. Moments for the on-resonance case. Different orders of moments for the propagating state from the qubit emission with the measurement time window $\tau = 2.0$, where $\tau$ defines the length of the boxcar filter in the time domain. The red rectangles correspond to experimental data, which includes the impedance mismatch in the line. The blue rectangles corresponds to a numerical simulation of the ideal line, without the impedance mismatch.
FIG. 3. Reconstructed Wigner function with boxcar and Gaussian filters. Comparison between the numerical simulation and the experiment for Wigner functions of the propagating states. Wigner functions for: (a) the on-resonance case using a boxcar filter of length $\tau/\Gamma_z$, (b) the off-resonance case using a Gaussian filter of standard deviation $\xi/\Gamma_z$. The negative values indicate that the states are nonclassical. The color scale has been adjusted to the measured data range for optimal visibility. The rotation between (a) and (b) is due to the phase of the driving field.

\[ (0.74 \pm 0.01)\Gamma_z \] than the ideal case $\Omega_m = 0.707\Gamma_z$, leading to a slightly larger photon number $\langle a^\dagger a \rangle$. Finally, as expected, the first order moment $\langle a \rangle$ is almost zero due to the additional pulse which corrects the effect from the impedance mismatch.

To demonstrate the nonclassical character of the generated states we now turn to their Wigner functions. We first extract the density matrix $\rho$ of the filtered output from the measured moments using maximum likelihood estimation [42]. Then, we obtain the Wigner function from the relation $W(\alpha) = (2/\pi) \text{Tr} [\hat{D}(\alpha) \rho \hat{D}^\dagger(\alpha) \hat{\Pi}]$, where $\hat{D}(\alpha)$ is the displacement operator with amplitude $\alpha$ and $\hat{\Pi}$ is the parity operator [39]. In Fig. 3(a), the nonclassical nature of the outgoing field is corroborated by the negative values of the Wigner functions for different values of $\tau$. As seen in the plots, with increasing $\tau$ from 0.5 to 2.0, the negativity region becomes larger. For $\tau > 2.0$, the corresponding negativity is decreased, as will be discussed below.

To quantify the nonclassical content of the state, we use the Wigner logarithmic negativity [43] defined as $\text{WLN} = \log \left( \int d\alpha |W(\alpha)| \right)$, which has the property $\text{WLN} > 0$ when the Wigner function, $W(\alpha)$, has a negative part.

We calculate the WLN for both on-and off-resonant cases for the boxcar filter (red and blue markers respectively) in Fig. 4(a). We see that the WLN increases when $\tau$ is increased from 0 to 2.1 whereas it starts to decrease when $\tau$ is increased further. Our experimental results (markers in Fig. 4) are in excellent agreement with numerical simulations (solid lines) [44]. Since the chosen filter function defines the observed mode it is reasonable to expect that a different choice of filter function will also affect the observed negativity of the Wigner function [Fig. 3(a) and (b)]. In Fig. 4(b), we show the values of WLN for a measurement with a normalized Gaussian filter $f(t) = \sqrt{\tau^2} \exp(-t^2\Gamma_z^2/4\xi^2)/(2\pi\xi^2)^{1/4}$. Compared to the boxcar filter, the Gaussian filter with a width given by $\xi = 0.5$ can produce a state with a maximum WLN twice as large, which is also seen by comparing Fig. 3(b) and Fig. 3(a). Through numerical optimization we have verified that the Gaussian filter is indeed the optimal filter for maximizing the Wigner negativity, the same method is also used in [45].

From Eq. (1), the effect of the driving field on the total output is to displace the emission from the qubit. A displacement operation in phase space amounts to a translation of the Wigner function which does not affect its negativity. Therefore, in order to obtain the field emitted by the qubit, we can remove the coherent signal from the drive by means of a digital displacement with the opposite sign on the extracted density matrix of the total emission. Since we know the Rabi frequency $\Omega_m$ at the critical power, we can obtain the displacement as $(\Omega_m/2\sqrt{\Gamma_1/\Gamma_2})\sqrt{\tau}$. Therefore, we can obtain the photon number from the qubit emission in Fig. 4(c). This figure reveals the relation between the WLN and the single-photon population. For filtering times much smaller than the qubit decay time ($\tau \ll 1$), the field is approximately in the vacuum state, i.e., a Gaussian state and consequently, a Wigner positive state. As we increase $\tau$, the single-photon population becomes non-negligible. In fact, for $0 \leq \tau \leq 1$, the state is mostly a superposition of the vacuum and single-photon states. As shown in Refs. [22, 23], in this two-dimensional space, the relation between Wigner negativity and single-photon content strongly depends on the purity. In simple terms, for a statistical mixture of vacuum and a single photon, we require an average population of at least half a photon in order for the state to be Wigner negative. This required population decreases with an increasing purity. By comparing Figs. 4(a) and (c), we see that the
FIG. 4. **Wigner logarithmic negativity (WLN)**, photon number content and purity with different filters. These are obtained from the reconstructed density matrix $\rho$ of the filtered output field using maximum likelihood estimation. In all panels, the makers are from the experiment whereas the solid curves are from the numerical simulation. On/Off-res and Sim represent the on/off resonant cases and the numerical simulation, respectively. (a) WLN with different $\tau$ values for a boxcar filter. The red and blue markers are for the on- and off-resonant cases, respectively. (b) WLN with different $\xi$ values of the standard deviation of a Gaussian filter. (c) Photon populations for data shown in a. $\rho_{nn}$ are the diagonal elements of the density matrix and thus present the population of the photon number $n$ of the emission field. (d) Photon purity for data shown in a. The purity is given by $\text{Tr}(\rho^2)$. (e) and (f) are the corresponding fidelities between experimental and numerical results for the states used in (a) and (b), respectively. The fidelities are calculated according to $F = \text{Tr} \sqrt{\rho^{1/2} \rho_{\text{sim}} \rho^{1/2}}$ where $\rho_{\text{sim}}$ is the numerical density matrix.

The WLN becomes nonzero roughly when the vacuum and the single-photon populations become identical at $\tau \approx 1$.

For $\tau \geq 1$, two- and three-photon states in Fig. 4(c) are no longer negligible. Nevertheless, the single-photon population becomes the dominant contribution to the state. In fact, the WLN achieves its largest value when the single-photon state achieves its largest population ($\rho_{11} \approx 2\rho_{00}$ and $\rho_{11} \approx 4\rho_{22}$) at $\tau \approx 2$.

Increasing $\tau$ further beyond the qubit decay time, the output field will contain more uncorrelated emissions. As it can be seen in Fig. 4(d), the net effect of this is to reduce the purity of the output state and consequently the Wigner negativity.

Due to the impedance mismatch, the Rabi frequency for the on-resonant case is slightly higher than the off-resonant case, resulting in a lower purity compared to the off-resonant case [Fig. 4(d)]. Accordingly, the corresponding WLN is smaller [Fig. 4(a)].

The single photon population and the purity of the state are higher for a Gaussian than for a boxcar filter, leading to a higher negativity [Fig. 4(a,b) and [28]]. With a larger filter width, the photon population is increased, this will lead to a non-negligible contribution from higher order moments. The measurement of these is limited by the system noise. Nevertheless, lower order moments still yield the dominant contribution to the field state. Therefore, the observed tendency of the WLN for $\xi > 0.5$ in Fig. 4(b) is in agreement with the numerical simulations.

Our nonclassical states have above 95% fidelities between the experimentally produced states and the predicted states for both types of filters with different lengths [Fig. 4(e) and (f)]. Especially, at maximum values of WLN, the fidelities are 99.24% and 99.05% for the boxcar and Gaussian filters, respectively.

Numerically, we find that our non-classical state is much more sensitive to pure dephasing compared to non-radiative decay. Such a non-classical state with biased noise may be useful for quantum computation [46]. Even though we do not investigate the frequency tunability of our non-classical source by measuring the Wigner function at different qubit frequencies, it is still possible to estimate the pure dephasing and the non-radiative decay rates, and how much they affect the negativity. Our evaluation shows that the tunable bandwidth of our non-classical source can be up to 400 MHz with negativities above 0.04 using a Gaussian filter [28].

Our setup provides a straightforward way to generate nonclassical states. Compared to pulsed operation [13–21, 47], it has several advantages. i) It has a higher generation rate since the pulsed case requires to wait until the qubit returns to the ground state. ii) We operate at the critical power, generating states with unit efficiency whereas in the pulsed scheme many photons are needed for the excitation pulse [20, 21]. iii) For a pulsed source there is a trade-off between high quantum efficiency and avoiding population of the higher levels of the qubit. In our case, the high-level excitation is negligible $\approx 10^{-5}$. 
iv) Using our source in a quantum network, there is no timing requirement, the receiver can select any time slot of the continuous stream.

Our experimental results demonstrate that nonclassical states useful for quantum computation can be obtained from the steady-state dynamics of a continuously driven quantum system by applying optimized filters to its propagating output field. These conclusions can be extended to a variety of physical systems [48, 49]. Recent theoretical work indicates that propagating Wigner-negative states may also be obtained from driven systems whose steady-state intracavity field is Wigner-positive, such as Kerr parametric oscillators [45]. This finding further broadens the class of systems to which the techniques shown here are applicable.
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S1. MEASUREMENT SETUP

Fig. S1 shows our measurement setup where a transmon qubit is weakly coupled to a 1D semi-infinite transmission line. An arbitrary waveform generator (AWG) shapes the waveform of input coherent photons, and a digitizer captures the output signal, enabling us to measure this propagating mode in the time domain. A vector network analyzer (VNA) is used to measure the reflection coefficient. In details, to measure the reflection coefficient, we turn off the output of AWG and the pump which can generate coherent continuous microwaves, and then turn on a coherent probe coming from a VNA in Fig. S1. This signal, attenuated by 10 dB, goes into the input line of the low-temperature refrigerator through a 20 dB directional coupler. After heavy attenuation inside the refrigerator, the signal bypasses another directional coupler at 10 mK stage and interacts with the qubit through the capacitive coupling. The signal then is reflected by scattering of the qubit. The reflected signal passes through linear, phase preserving amplification chain including a traveling-wave parametric amplifier (TWPA) [1], a high electron mobility transistor amplifier (HEMT) and room-temperature amplifiers (Amp) before reaching the VNA. By taking the ratio between the signal received by the VNA and its output, and then normalizing the ratio to the background reference by tuning the qubit away from the probe frequency, we obtain the complex reflection coefficient [2, 3]. After characterizing the sample with VNA, we turn it off and generate an input (cancellation) pulse from the AWG to feed into the input (cancellation) line to excite the qubit (cancel the residual coherent photons from the input pulse for the on-resonance case). Then, the qubit emission after amplification is captured by a digitizer. By calibrating the gain of the system from the on-resonance Mollow triplet [see section S2], we obtain the emission power from the qubit. After applying the digital filters to the output signal, we get the different order of moments to reconstruct the density matrix of the output state based on the maximum likelihood method. Thus, the corresponding Wigner function is calculated from the density matrix. In order to measure the qubit fluorescence as shown in Fig. S2(a), we turn off the VNA and AWG and turn on the pump to drive the qubit on resonance. By measuring the emission with the digitizer in the time domain, we can calculate the corresponding power spectrum density [3].

S2. SYSTEM CALIBRATION

Figure. S2(a) shows the power spectrum density (PSD) of the qubit fluorescence at a continuous-wave-pump power, where the reference has been taken into account by subtracting the background. By fitting the data, we obtain the Rabi frequency \( \Omega = 5.75 \pm 0.02 \) MHz. Therefore, the power to the qubit is calculated as \( P = 10 \log_{10}[\hbar \omega_{q1} \Omega^2/(4 \Gamma_r)] = -172.7 \) dBm. We calibrate other input powers with Mollow triplets and show the results in Fig. S2(b), where \( P_{\text{meas.}} \) presents the measured values from the output line. Therefore, by fitting the data to the equation \( P_{\text{meas.}} = P + G \), we can obtain the gain value \( G = -121.76 \pm 0.01 \) dB. We repeat the measurements over 60h and plot the data with error bars in Fig. S2(c). The mean value of the gain is 121.73 dB with 0.01 dB as the two-standard-deviation error bar. We can see the system gain is very stable. Combined with the input pump powers from the output of the signal generator, we then obtain the attenuation to be 129.7 dB between the signal generator and the sample.
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FIG. S1. **Measurement setup.** VNA, Iso, LP and HP, TWPA, HEMT and Amp denote a vector network analyzer, an isolator, a low-pass and high-pass filter, a traveling-wave parametric amplifier, a high electron mobility transistor amplifier and room temperature amplifiers, respectively. The blue rectangular boxes are the attenuators with specific attenuations indicated in the figure. The current is sent to the on-chip flux line to generate the external magnetic flux $\Phi$ to tune the qubit frequency.
FIG. S2. Gain calibration. a, The on-resonant Mollow triplet from qubit emission at $P = -172.7$ dBm. The solid curve is a fit to extract the Rabi frequency to be $\Omega = 5.75 \pm 0.02$ MHz. b, Input powers at the qubit ($P$) vs. the measured powers from the output ($P_{\text{meas}}$). The black line is the linear fit to obtain the gain in the output line which is $G = -121.76 \pm 0.01$ dB. c, Gain fluctuations over 60 hours. The averaged gain is $121.73 \pm 0.01$ dB.

S3. HAMILTONIAN AND IMPEDANCE MISMATCH

Our qubit Hamiltonian driven by a continuous wave is ($\hbar = 1$)

$$H = -\frac{\Delta}{2}\sigma_z + \frac{\Omega}{2}\sigma_x,$$

(S1)

where $\omega_p$ and $\omega_{01}$ are the pump frequency and the qubit $|0\rangle \leftrightarrow |1\rangle$ transition frequency, respectively; $\Delta = \omega_p - \omega_{01}$ denotes the frequency detuning between the qubit and the pump.

The Lindblad master equation, describing the qubit dynamics with decoherence included, is given by

$$\frac{d}{dt}\rho_q = \mathcal{L}\rho_q = -i[H, \rho_q] + \mathcal{L}_\gamma\rho_q,$$

(S2)

where the Liouvillian $\mathcal{L}_\gamma$ is

$$\mathcal{L}_\gamma\rho_q = \Gamma_1 D[\sigma_-]\rho_q + \frac{\Gamma_0}{2} D[\sigma_z]\rho_q,$$

(S3)

in which $D[\rho_q] = c\rho_q c^\dagger - \frac{1}{2}(c^\dagger c\rho_q + \rho_q c^\dagger c)$ and $\rho_q$ is the density matrix of the qubit state. By solving the master equation, when the qubit reaches its stationary for $t \gg \Gamma_1^{-1}$, in the frame rotating at the qubit frequency, we will have

$$\rho_{01, q} = \langle \sigma_- \rangle = \frac{\Omega\Gamma_1(\Delta - i\Gamma_2)}{2(\Omega^2\Gamma_2 + \Gamma_1(\Delta^2 + \Gamma_2^2))},$$

(S4)

$$\rho_{11, q} = \frac{\Omega^2\Gamma_2}{2(\Omega^2\Gamma_2 + \Gamma_1(\Delta^2 + \Gamma_2^2))}.$$  

(S5)

The effect of an impedance mismatch can be understood in a very simplified model as shown in Fig. S3. At the boundary where the impedance mismatch appears, part of the incoming field gets reflected as $r_1a_{\text{in}, o}$ and the remaining is transmitted as $t_1a_{\text{in}, o}$. Before reaching the qubit the transmitted field propagates in a different medium where it gains a phase $e^{i\phi_0}$, and its amplitude is attenuated as $\beta$, leading to $t_1a_{\text{in}, o}e^{i\phi_0}$ at the qubit position. After interacting with the qubit, according to the input-output theory, we have

$$a_{\text{out}}^{q} = t_1a_{\text{in}, o}\beta e^{i\phi_0} - i\sqrt{\Gamma_{1,0}}\sigma_-(t),$$

(S6)

where the corresponding Rabi frequency is $\Omega = 2\sqrt{\Gamma_{1,0}} \times t_1a_{\text{in}, o}\beta e^{i\phi_0}$ with $\Gamma_{1,0}$ for the capacitive coupling between the qubit and the medium. The field $a_{\text{out}}^{q}$ will interfere with the reflected input at the boundary, resulting in

$$a_{\text{out}}^{\text{ON}} = (r_1 + t_1^2\beta^2 e^{i2\phi_0})a_{\text{in}, o} - it_1\beta e^{i\phi_0}\sqrt{\Gamma_{1,0}}\sigma_-(t),$$

(S7)

where we assume $r_1$ is small enough to ignore the higher orders of reflections.
When we tune the qubit away, we have

$$a_{\text{OFF}} = (r_1 + t_1^2 \beta^2 e^{i2\phi_0}) a_{\text{in,o}}. \quad (S8)$$

By taking the ratio of $a_{\text{ON}}$ to $a_{\text{OFF}}$ and replacing $a_{\text{in}}$ with the Rabi frequency $\Omega$, we have the reflection coefficient as

$$r = 1 - \frac{i 2 t_1^2 \beta^2 e^{i2\phi_0} \Gamma_{r,0}}{r_1 + t_1^2 \beta^2 e^{i2\phi_0}} \left\langle \sigma_- (t) \right\rangle,$$

$$= 1 - \frac{i \Gamma e^{i\phi} \Gamma_1 (\Delta - i \Gamma_2)}{\Omega^2 \Gamma_2 + \Gamma_1 (\Delta^2 + \Gamma_2^2)}, \quad (S9)$$

where we define

$$\Gamma e^{i\phi} \equiv \frac{t_1^2 \beta^2 e^{i2\phi_0} \Gamma_{r,0}}{r_1 + t_1^2 \beta^2 e^{i2\phi_0}}. \quad (S10)$$

$$\phi = \arctan \left( \frac{r_1 \sin 2\phi_0}{t_1^2 \beta^2 + r_1 \cos 2\phi_0} \right), \quad (S11)$$

and

$$\Gamma_1 = \frac{t_1^2 \beta^2}{\sqrt{r_1^2 + t_1^4 \beta^4 + 2r_1 t_1^2 \beta^2 \cos (\phi_0)}} \Gamma_{r,0}. \quad (S12)$$

Therefore, we have:

$$\frac{a_{\text{ON}}}{a_{\text{OFF}}} = 1 - i \frac{\sqrt{\Gamma e^{i\phi}} \sigma_- (t)}{a_{\text{in}}} \left\langle \sigma_- (t) \right\rangle, \quad (S13)$$

where $a_{\text{in}} = \Omega / (2 \sqrt{\Gamma e^{i\phi}}) = \sqrt{r_1 + t_1^2 \beta^2 e^{i2\phi_0}} a_{\text{in,o}}$. Finally, we have the modified input-output equation as:

$$a_{\text{out}} = a_{\text{in}} - i \sqrt{\Gamma e^{i\phi}} \sigma_- (t), \quad (S14)$$

with $a_{\text{out}} = a_{\text{out}}/a_{\text{out}}$ $a_{\text{in}} = a_{\text{out}}/\sqrt{r_1 + t_1^2 \beta^2 e^{i2\phi_0}}$.

Under a weak probe with Rabi frequency $\Omega_{\text{pr}} \ll \Gamma_2$, Eq. (S9) reduces to

$$r = 1 - \frac{i \Gamma e^{i\phi}}{\Delta + i \Gamma_2}. \quad (S15)$$

We can use the equation Eq. (S11) to estimate where the impedance mismatch appears. We assume that the group velocity is about $0.8948 \times 10^8$ m/s [2]. In our setup, both the directional coupler and the SMA (Sub Miniature version...
FIG. S4. Reflection coefficient after compensating the impedance mismatch. 

A) connector with bonded wires on the sample box could induce impedance mismatches. The distance is 2.5mm between the bonded wires and our qubit, which indicates an added phase $\phi_0 \approx 0.98$ at the qubit frequency. We will analyse these two cases below:

1) For the directional coupler, $r_1 = 0.1$ in our case, according the extracted $\phi = 0.319$, we can get $\beta = 0.37\sin2\phi_0 - 0.12\cos2\phi_0 \leq 0.608$. The value shows that we will have at least 5dB loss between the directional coupler and the qubit, which is very unlikely.

2) At the SMA connector with bonded wires, it could induce 0.5 dB power loss, corresponding to $\beta \approx 0.94$, then we will have $1 - 5.5956r_1 + r_1^2 = 0$, leading to $r_1 \approx 0.18$ which is reasonable. Therefore, we have $\Gamma_r \approx 1.07\Gamma_{r,0}$. So, in our setup, it is very possible that the impedance mismatches are from the SMA connector with bonded wires. Then, we can obtain the compensated reflection coefficient from the measured reflection coefficient as $r_{\text{com}} = 1 - (1 - r_{\text{meas}})e^{-i\phi}/1.07$ as shown in Fig 1(d) in the main manuscript and S4.

From Eq. (S9), in order to let $r = 0$, from Im($r$) = 0, we have $\Delta = -\Gamma_2\tan\phi$. In addition, from Re($r$) = 0, $\Omega = \sqrt{T_1[T_1(-\sin\phi\Delta/\Gamma_2 + \cos\phi) - \Gamma_2(\Delta/\Gamma_2^2 + 1)]}$. Therefore, $\Omega = \sqrt{T_1[T_1(1/\cos\phi - \tan^2\phi/2) - \Gamma_2]} \approx 0.7061\Gamma_r$, which is very close to 0.7071$\Gamma_r$ as the ideal critical power without any impedance mismatch.

For a resonant probe ($\Delta = 0$), Eq. (S9) is simplified to

$$r = 1 - \frac{\Gamma_1\Gamma_r e^{i\phi}}{\Omega^2 + \Gamma_2\Gamma_1}. \quad \text{(S16)}$$

Thus,

$$|r|^2 = 1 + \left(\frac{\Gamma_1\Gamma_r}{\Omega^2 + \Gamma_2\Gamma_1}\right)^2 - 2\frac{\Gamma_1\Gamma_r\cos\phi}{\Omega^2 + \Gamma_2\Gamma_1}. \quad \text{(S17)}$$

When $\Omega = \sqrt{T_1(\Gamma_r/\cos\phi - \Gamma_2)} \approx 0.7431\Gamma_r$, the minimal value of $|r| = |\sin\phi| \approx 0.3$ in our case. We find that the corresponding pump intensity is about 5% higher than the ideal case.

S4. SAMPLE PARAMETERS

In this section, we summarize the sample parameters in Table I. Besides the reflection measurement to extract the radiative decay rate and the total decoherence rate in the main text, we also send a $\pi/2$-pulse to excite the qubit. By fitting the data from the quadrature decay and the power decay of the qubit shown in Fig.S5, we obtain the total relaxation rate $\Gamma_1/2\pi = 1.1 \pm 0.1$ MHz and the decoherence rate $\Gamma_2/2\pi = 0.523 \pm 0.006$ MHz.
TABLE I. Sample parameters. $\Gamma_r$ value is extracted from the reflection coefficient measurement. $\Gamma_1$ and $\Gamma_2$ values are extracted from the decay of the qubit emission. Afterwards, $\Gamma_p$ and $\Gamma_n$ are obtained from $\Gamma_p = \Gamma_2 - \Gamma_1/2$ and $\Gamma_n = \Gamma_1 - \Gamma_r$, respectively. The numbers in parentheses are error margins of two standard deviations in units of kHz.

| Sample | $\omega_0/2\pi$ | $\Gamma_r/2\pi$ | $\Gamma_1/2\pi$ | $\Gamma_2/2\pi$ | $\Gamma_n/2\pi$ | $\Gamma_p/2\pi$ |
|--------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| S1     | 5.50703         | 1.110           | 1.103 (98)      | 523 (6)         | -10 (100)       | -27 (100)       |

S5. STEADY-STATE PURITY, COHERENCE AND POPULATION

From Eq. S5 we have the steady-state qubit density matrix

$$\rho_q = \begin{bmatrix} \rho_{00,q} & \rho_{01,q} \\ \rho_{10,q} & \rho_{11,q} \end{bmatrix} = \begin{bmatrix} 1 - \frac{\Omega^2}{2(\Omega^2 + \Gamma_1^2 + \Gamma_2^2)} & \frac{-i\Omega\Gamma_1}{2(\Omega^2 + \Gamma_1^2 + \Gamma_2^2)} \\ \frac{-i\Omega\Gamma_1}{2(\Omega^2 + \Gamma_1^2 + \Gamma_2^2)} & \frac{\Omega^2}{2(\Omega^2 + \Gamma_1^2 + \Gamma_2^2)} \end{bmatrix}.$$  \hspace{1cm} (S18)

The coherence of the qubit state is $|\rho_{01,q}|$, and the purity corresponds to $Tr(\rho_q^2) = \rho_{00,q}^2 + \rho_{11,q}^2 + 2|\rho_{01,q}|^2$. By taking $\partial|\rho_{01,q}|/\partial \Omega = 0$, we have the maximum value, $\sqrt{\Gamma_1/(16\Gamma_2)}$ of the coherence at $\Omega = \sqrt{\Gamma_1/\Gamma_2}$ which equals to the critical power when the qubit has zero non-radiative decay rate. $\rho_{00,q}$ and $\rho_{11,q}$ are the corresponding populations of the qubit ground and excited states, respectively. In Fig. S6, we calculate these quantities with different Rabi frequencies.

S6. QUBIT RESPONSE AT THE CRITICAL POWER

In Fig. 1b we measure the reflection coefficient around the critical power (orange dots) as a function of the pump frequency and show the complex data in a circle plot. Again, due to the part of the incident photons reflected from the place where the impedance mismatch appears, the circle is rotated leading to a nonzero value at the qubit frequency shown as a big red dot where the pump frequency is on resonance. However, we also find an off-resonance frequency marked by the big blue dot where $a_{out} = 0$. This corresponds to a frequency 170 kHz larger than the qubit frequency. This as the coherent photons reflected by the mirror and the qubit interfere destructively with the reflected photons at this detuned frequency due to the impedance mismatch. To find the critical power more precisely at the big blue dot, in Fig. S7a, we plot $r$ as a function of the pump power $P$ where the accurate critical power is $P_m = -152.8$ dBm. In the figure, the real part shows an added $\pi$ phase shift due to the reflection by the qubit when $P$ is weak, in contrast to when $P$ is strong enough to saturate the qubit.
FIG. S6. Theoretical coherence, population and purity of the qubit state. Qubit steady-state coherence, excited state population and purity as a function of the Rabi frequency of the drive.

We also measure the power spectrum of the output emission for a qubit driven at the critical power, shown in Fig. S7b. By fitting the data to the power spectrum density equation [3], we extract $\Omega_m = (0.74 \pm 0.01)\Gamma_1$ and $\Omega_m = (0.72 \pm 0.02)\Gamma_1$ for the on- and off-resonance cases respectively. These values are close to the ideal case $\Omega_m = 0.707\Gamma_1$ without any impedance mismatch.

Having characterized our sample and the critical power, the next step is to measure the Wigner function of the output field in a wave packet mode. In order to extract the Wigner function from the measured signal, we need to get the background as the reference. We generate a pulse at the critical power and send it to the input port in Fig. 1a. Thus, the background can be obtained by measuring the system noise when the pulse is off. The pulse power is calibrated at the critical power, and it is normalized and shown in black in Fig. S7c. The pulse length is 4.4 $\mu$s, much longer than the lifetime of the qubit, $T_1 = 1/\Gamma_1 = 145$ ns. This is in order to ensure that the qubit has reached the steady-state before we perform our measurement of its output field. The red and blue curves correspond to the output emission when the qubit is driven on- and off-resonance respectively (red and blue dots in Fig. 1b). For the on-resonance case, in order to achieve the cancellation of the coherent output, i.e., $\langle a_{\text{out}} \rangle = 0$, we have used a second
pulse with a $\pi$-phase difference compared to the input pulse and fed it into the cancellation port in the setup in Fig. 1a. For both the on- and off-resonance cases, the qubit evolves into the steady state after 1.5 $\mu$s and the coherent signal is suppressed by up to $-34$ dB. At the end of this pulse the qubit decays back to the ground state, leaving the background noise.

**FIG. S8. Moments for a Gaussian filter.** Different orders of moments for the propagating state from the qubit emission in the mode defined by a Gaussian filter of the standard deviation $\xi$. The red rectangles correspond to experimental data for the off-resonant case. The blue rectangles correspond to the numerical simulation of the ideal line, without the impedance mismatch. The error bars are the corresponding standard deviations for the extracted moments. In both panels, the low-order moments are consistent with the results from the numerical simulation. However, due to the system noise, the high-order moments have a relatively larger error bar. Compared b to a, with a higher photon population, the high order of moments becomes non-negligible. Therefore, moments up to only sixth order do not contain all the information, leading to the disagreement of the high-order moments between the simulation and the experiment in b.

**FIG. S9. Population and purity with a Gaussian filter as a function of $\xi$.** $\xi$ is the standard deviation of the Gaussian filter. a, The photon population from the qubit emission. b, The purity of the total emission field. In both panels, the markers are from experiments and the solid curves are from the numerical simulations. The experimental results agree well with the theory.
S7. MOMENT, POPULATION AND PURITY WITH A GAUSSIAN FILTER

Figure S8 a and b show the extracted different order of moments from the qubit emission after a Gaussian filter with $\xi = 0.5$ and $\xi = 0.87$, respectively. Figure S9 a shows the photon population from the qubit emission after the Gaussian filter, which is obtained by applying a displacement, $2^{3/4} \pi^{1/4} \sqrt{\xi} \ast \Omega_m / 2 \sqrt{T_r T_S}$, onto the total output emission. The corresponding purity of the emission field is shown in Fig. S9 b. To understand why the Gaussian filter can give a larger Wigner negativity compared to a boxcar, we plot the corresponding single-photon population and the purity from the numerical simulation together, as shown in Fig. S10. The time axis for the boxcar is re-scaled. Clearly, we find that by using a Gaussian filter, both the single-photon population and the purity are higher than the boxcar filter, resulting in a higher value of WLN.

![Figure S10](image)

FIG. S10. **Numerical comparison between a Gaussian and a boxcar filter.** a, WLN, b, Single-photon population from the qubit emission, c, and purity of the emission field for a Gaussian filter and a boxcar filter as a function of the standard deviation of the Gaussian filter and the rescaled width of the boxcar filter.

S8. FREQUENCY TUNABILITY OF THE NON-CLASSICAL SOURCE

Even though our sample has a minuscule pure dephasing rate and non-radiative decay rate at the flux sweet spot, we also numerically study the influence from both of these loss channels on WLN values with Gaussian filters. It will help us to estimate the frequency tunable range of our source because our sample has a SQUID loop which allows us

![Figure S11](image)

FIG. S11. **Estimation for the frequency tunable range for our non-classical source.** a, Numerical maximum WLN with the pure dephasing rate $\Gamma_p$ and the non-radiative decay $\Gamma_n$. b, WLN vs. different $\Gamma_p$ values with $\Gamma_n = 0$ or different $\Gamma_n$ values with $\Gamma_p = 0$ in a.
to tune the qubit frequency through the external flux. Plenty of studies demonstrate that the non-radiative decay rate is basically limited by the two-level fluctuators, which can be quantified as the loss tangent [5–7]. The loss tangent factor decreases when the qubit frequency is tuned down. Therefore, we can ignore the effect from non-radiative decay for our sample since this value is quite small at the maximum qubit frequency as shown in Fig. S4. However, the pure dephasing rate will be increased when the qubit frequency is tuned down by the external flux.

The maximum WLN values in Fig. S11 a are obtained by optimizing the variance, $\xi$, of the Gaussian filter. We find that both the pure dephasing rate and nonradiative decay rate can decrease the negativity significantly. Notably, the negativity is much more sensitive to the pure dephasing rate compared to the nonradiative decay rate. In Fig. S11 b, without the pure dephasing rate, even though the non-radiative decay rate is up to 0.023$\Gamma_r$, corresponding to 25 kHz, the WLN value can be still around 0.07. However, with the pure dephasing rate $\Gamma_p/2\pi = 25$ kHz and $\Gamma_n = 0$, the WLN decreases to be half of the maximum WLN. This becomes the purity of the state decreases faster with pure dephasing than with nonradiative decay. Here, we use the half value of the maximum WLN to investigate the possible frequency-tunable range of our source. From Ref [7], we measured the flux noise in the environment, which is a 1/f type noise with spectral density $S_\Phi(f) = A_\Phi/f$. The value of $A_\Phi^{1/2} = 2\mu\Phi_0$ is close to others in Ref. [9]. This type of noise give us a pure dephasing rate with the relationship $\Gamma_p = \sqrt{A_\Phi\ln(2\pi f_{IR})}\left|\frac{\partial\omega}{\partial\Phi}\right|_{\omega_{10}}$ [8, 9]. Then, we estimate the pure dephasing rate to be around 25 kHz at $\omega_{10}/2\pi = 5.1$ GHz. Thus, the possible frequency-tunable range of our non-classical source can be up to 400 MHz. This range could be enhanced further by engineering the radiative decay of the qubit even larger.
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