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Abstract—In this paper, we present an online adaptive planning strategy for a team of robots with heterogeneous sensors to sample from a latent spatial field using a learned model for decision making. Current robotic sampling methods seek to gather information about an observable spatial field. However, many applications, such as environmental monitoring and precision agriculture, involve phenomena that are not directly observable or are costly to measure, called latent phenomena. In our approach, we seek to reason about the latent phenomenon in real-time by effectively sampling the observable spatial fields using a team of robots with heterogeneous sensors, where each robot has a distinct sensor to measure a different observable field. The information gain is estimated using a learned model that maps from the observable spatial fields to the latent phenomenon. This model captures aleatoric uncertainty in the relationship to allow for information theoretic measures. Additionally, we explicitly consider the correlations among the observable spatial fields, capturing the relationship between sensor types whose observations are not independent. We show it is possible to learn these correlations and investigate the impact of the learned correlation models on the performance of our sampling approach. Through our qualitative and quantitative results, we illustrate that empirically learned correlations improve the overall sampling efficiency of the team. We simulate our approach using a data set of sensor measurements collected on Lac Hertel, in Quebec, which we make publicly available.

I. INTRODUCTION

Robot teams have proven to be powerful tools for environmental monitoring, drastically improving efficiency over fixed sensor networks or manual sampling [1]. This effectiveness is driven in large part due to their ability to move and collect samples from multiple locations, and due to the sampling strategies that decide where measurements should be taken [2]. However, many applications involve phenomena that either cannot be directly measured by sensors or require slow and costly sensors to measure, called latent phenomena or latent spatial fields. For example, in agricultural applications, chlorophyll is measured as a proxy for health or as an indicator of an infestation [3]. And in marine settings, scientists infer aquatic health by measuring various chemical concentration indicators [1]. In this paper, we answer the question: how can robot teams choose sensing locations that best inform a latent phenomenon? We formulate this question as an Adaptive Sampling of Latent Phenomena (ASLaP) problem and propose an informed path planning technique for a heterogeneous team of robots (ASLaP-HR) that seeks to estimate a quasistatic latent spatial field. We assume that the observable and latent spatial fields change slowly or remain static at least for the time span of a robotic survey and that robot team’s communication is not constrained with the region.

Consider the example scenario presented in Fig. 1: A farmer monitors plant nutrition by sending leaf samples to a lab for analysis. However, cheap and fast sensors, such as chlorophyll and soil conductivity sensors, can provide in-situ proxy measurements that estimate plant nutrition. Our approach to this scenario uses historical data of co-located chlorophyll, soil conductivity, and analyzed leaf samples to learn the relationship between the sensor measurements and nutrient levels. Then, a team of robots (equipped with soil conductivity and chlorophyll sensors) collaboratively estimates the nutrition levels of the whole farm (or plot) by using the learned model to inform where and which sensor measurements will provide the best estimate of nutrition.

Current work on sampling approaches for robot teams either optimize objectives on observable spatial fields [4], [5] or assume an exact proxy for a latent spatial field [6].

![Fig. 1: An example scenario:](image-url)
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However, this does not necessarily align with optimizing relevant information of the latent phenomenon of interest [7]. After collecting data of their observable spatial fields, these teams rely on human experts for higher level decision making about the phenomenon of interest.

Heterogeneity in robot teams has been considered in robotic sampling [8], with a focus on diverse robot types, e.g., aerial vs ground robots [9]. While some papers consider sensor heterogeneity, this area is limited to sensors that align with prescribed roles [6] and sensors that are homogeneous in type but heterogeneous in cost, range, and accuracy [10]. In this work, we investigate heterogeneity in sensor types, where each type measures a different spatial field. These diverse observations can combat uncertainty of the latent phenomenon because real world sensor spaces are not independent and map nonuniformly to the latent spatial field.

In order to leverage the strength of heterogeneous sensors, we use data-driven methods to model the relationship between the observable spatial fields and the latent phenomenon. Most machine learning methods are limited by the resolution of the input data, e.g., using satellite data to make predictions about entire plots of land rather than individual locations or crops [11], or they postprocess spatial data to gain meaningful insights. Our work seeks to enable predictions that reason directly about the latent spatial field in real time while also providing the precision of studying localized phenomena.

A. Related Work.

There are myriad problem spaces that involve path planning for mobile robots. Bayesian optimization approaches seek to find the maximum of a spatial field [12]–[14]; exploration and active mapping optimize the observation of an unknown area [15]–[17]; and active information gathering or target tracking focus on estimating the state of dynamic hidden states [18]–[20]. The objective functions studied among these applications can be categorized as information-theoretic driven [21], [22], such as mutual information [23], [24], and sample driven, as is the case of hotspot sampling [25], [26]. This work seeks to maximize the expected information gained by a team of heterogeneous robots.

Heterogeneity of multi-robot teams can vary drastically. Manjanna et al. use two autonomous surface vehicles, one with a water quality sensor and the other with a water sampler, where the sensor vehicle explores to inform the sampler’s decisions [6]. Similarly, Manderson et al. use an aerial vehicle to inform the decisions of a ground vehicle [9]. Chand and Carnegie investigated heterogeneous processing and sensing capabilities to assign tasks to different robot types, where robots with low-value sensing do computation rather than exploration tasks [27]. Shi et al. use a Voronoi approach where the space is partitioned according to heterogeneous capabilities, like mobility constraints in ground versus aerial vehicles [10]. Similarly, Cai et al. consider heterogeneous capabilities such as field of view and traversability of different environment types [28]. Others still consider resource constraints such as energy budgets and fuel limitations [29]–[31]. Whereas Chand and Carnegie model different levels of sensing ability (e.g., low vs high), we model qualitatively different sensor types, which all take high quality sensor measurements in their respective observable space. Manjanna et al. and Manderson et al. investigate different robot types (sensor vs sampler, and aerial vs ground sensing, respectively), but their investigations focus on two prescribed roles. In this work, we do not consider heterogeneity in robot resources (e.g., computation power, or mobility type) but rather heterogeneity in sensor types; we model an arbitrary number of sensor types where tasks and roles are not pre-designed.

Recent work has only just begun to develop models and algorithms to make real-time decisions with respect to a latent phenomenon of interest. Arora et al. study multi-modal active perception, where measurements must be combined with domain knowledge to deduce information about variables or phenomena that cannot be directly measured [7]. Their paper investigates a single robot with multiple sensors that make discrete observations and maps the observations to the variables of interest through an expert-designed Bayesian network. In this work, we consider a multi-robot team where sensor measurements are continuous and we learn a continuous representation mapping from the observations to the latent phenomenon of interest.

B. Contributions

We formalize adaptive informative sampling for multiple continuous sensors to maximize information theoretic objective of a latent phenomenon. We use a robot team with heterogeneous sensor types to measure observable spatial fields. A learned model from historical data enables the robot team to infer about the latent spatial field in real time and use these inferences to choose sample locations that maximize the information gain of the latent phenomenon. Additionally, we learn correlations among the multiple observable spatial fields; these correlations are learned offline and are used to make real-time sampling location decisions. We investigate the impact of these learned correlations on the adaptive sampling of the latent field. Our main contributions are:

- We formulate the ASLaP problem as the maximization of the expected information of a latent spatial field.
- We develop ASLaP-HR, an adaptive sampling approach for a team of robots with heterogeneous sensors using a learned mapping from observations to the latent phenomenon.
- We show that the learned correlations among the observable spatial fields improve the sampling efficiency of our adaptive sampling approach.

In Section II, we present a novel ASLaP problem formulation that is not restricted to myopic or non-myopic approaches, nor does it restrict motion uncertainties or arbitrary sets of actions, though the methods presented in Section III are myopic and do not consider motion uncertainty. We validate our approach by running experiments on real sensors.
Consider a region of locations \( x \in \mathbb{R}^2 \) with a spatial field \( \phi : x \mapsto \mathbb{R} \), such as temperature.\(^3\) Adaptive informative sampling seeks to estimate this spatial field \( \phi \). The estimate is a belief model, \( \hat{\phi} : x \mapsto \mathbb{D} \), where \( \mathbb{D} \) is the set of distributions in \( \mathbb{R} \); for each \( x \), \( \hat{\phi}(x) \) is a one-dimensional distribution that estimates \( \phi(x) \). To model \( \hat{\phi} \), robots make observations at locations \( x \) that maximizes information gain, \( I \). Often, \( I \) is calculated using Shannon entropy, \( H \). The information gain with respect to \( \phi \) of a measurement at \( x \) is the change in entropy of the field estimate due to the new measurement: \( I_\phi(x) = H(\hat{\phi}) - H(\hat{\phi} | x) \). Additionally, adaptive sampling problems often include resource constraints, such as energy budgets \([32]\) or sampling budgets \([6]\). We limit the number of measurements using a time horizon constraint, \( T \).\(^4\) Therefore, a robot seeks a series of measurements \( x_1, \ldots, x_T \) that maximize \( \sum_{t=1}^{T} I_\phi(x_t) \). This extends to a team of \( N \) robots where the vector \( \vec{x}_t = (x^{(1)}_t, \ldots, x^{(N)}_t) \). This type of problem formulation is found in the previous literature on informative path planning \([7],[25],[33],[34]\). Conversely, we consider a latent spatial field where \( \phi \) is not directly observable, yielding the Adaptive Sampling of Latent Phenomena (ASLaP) problem formulation:

**Problem 1. ASLaP:** Given a team of \( N \) agents, find observation locations \( x_t \) at all time steps in time horizon \( T \) that maximize the sum of information gained relative to the latent spatial field \( \phi \). Formally:

\[
\arg\max_{\vec{x}_1,\ldots,\vec{x}_T} \sum_{t=1}^{T} I_\phi(\vec{x}_t)
\]

The novel problem formulation in Problem 1 is challenging because \( \phi \) is a latent phenomenon. This breaks the fundamental assumption that the robots can directly measure the field \( \phi \), thus requiring new methods that enable inference over this latent spatial field. In addition to this novel problem formulation, this work is the first to take advantage of learned spatial field correlation models to improve adaptive sampling.

In the following section, we present an approach using a team of robots with heterogeneous sensors, where the different sensor types measure observable spatial fields to collectively inform the estimate of the latent phenomenon by using a mapping that is learned from historical data. Additionally, we investigate how learned correlation models among these observable spatial fields can be leveraged to improve the efficiency of this team’s sampling.

**III. Approach**

We consider a heterogeneous team of \( N \) robots with \( S \) sensor types among the team, where \( S = N \), which means that each robot has a distinct sensor type. It is possible to extend our approach to an arbitrary number of robots sensor combinations where \( S \neq N \). Each sensor type measures a spatial field, and, as with real world observable spatial fields, sensor measurements from different sensor types are not independent of one another, as seen in Fig. 2. We use the index \( s = 1, \ldots, S \) for both robots and sensors. Each robot \( r_s \) can measure a spatial field \( z^{(s)} : x \mapsto \mathbb{R} \). Let \( x^{(s)}_t \) be the location of robot \( r_s \) at time \( t \) and let the respective observation be \( z^{(s)}(x^{(s)}_t) \). For ease of notation, the observation made by robot \( r_s \) at time \( t \) will be denoted by \( z^{(s)}(x) \). Let \( Z : x \mapsto \mathbb{R}^S \) be the \( S \)-dimensional observable spatial field, where \( Z(\vec{x}) = [z^{(1)}(x), \ldots, z^{(S)}(x)] \). The spatial field \( Z \) is unknown but observable, therefore, online measurements are used to maintain a belief estimate \( \hat{Z} : x \mapsto \mathbb{D}^S \).

With this team of heterogeneous multisensor robots, we seek to build an estimate of the latent spatial field. To do this, a mapping \( g \) from observations in \( Z \) to the latent spatial field \( \phi \) is learned from historical data. Robots make measurements of \( Z \), build an estimate of the observable spatial field \( \hat{Z} \), and then use the learned mapping \( g : \hat{Z} \mapsto \phi \) to maintain the estimate of the latent spatial field \( \phi \). Learning \( g \) is challenging because the mapping from \( \hat{Z} \in \mathbb{D}^S \) to \( \phi \in \mathbb{D} \) has aleatoric uncertainty, meaning even an exact measurement of an observable spatial field yields an uncertain latent spatial field value. Multiple machine learning methods can capture this aleatoric uncertainty \([35]\), such as

\[^2\]This data is available at: https://github.com/SandeepManjanna/water_quality_dataset

\[^3\]We study 2-dimensional spatial fields in this work, though 3-dimensional space could be considered.

\[^4\]The constraint \( T \) can be interpreted as an energy budget, assuming each action takes equal energy, or as a sensing budget of at most \( T \) measurements per robot (we assume one measurement is taken each time step). Other works define a cost per action/measurement and constrain the sum of costs.

\[^5\]For \( S \neq N \), there are \( N^{(s)} \) robots per sensor type such that \( \sum_{s=1}^{S} N^{(s)} = N \).
the Gaussian Process approach that we use in Section IV. Because the goal of our approach is to create a good estimate of the latent phenomenon, the observation locations \( x \) are chosen to maximize the information gain with respect to \( \phi \).

Using the learned mapping \( g \), the information gain is now calculated by \( I_g(\hat{Z}(x)) = H(g(\hat{Z})) - H(g(\hat{Z}|x)) \), which yields the Adaptive Sampling of Latent Phenomena using Heterogeneous Robots (ASLaP-HR) approach:

### ASLaP-HR

Given a team of \( S \) robots, each equipped with a distinct sensor \( s \), each robot \( s \) takes measurements of the field \( z^{(s)} \) to collectively form an estimate \( \hat{Z} \) of the entire observable spatial field. This in turn allows estimates of the latent spatial field by using \( g \), a mapping from the observable spatial fields to the latent spatial field that must be learned from historic data. At each time step \( t \), choose the observation location for each robot, \( \vec{x}_t = (x_t^{(1)}, \ldots, x_T^{(N)}) \), that maximize the information gain \( I_g(\hat{Z}) \) with respect to this latent phenomenon. Formally:

\[
\arg\max_{\vec{x}_t} \sum_{t=1}^{T} I_g(\hat{Z})[\vec{x}_t]
\]

While prior works reason about observable spatial fields, ASLaP-HR reasons about a latent phenomenon through \( g \). The following section presents an ASLaP-HR planning algorithm, which leverages a learned correlation among the observable spatial fields for improved information gathering. Section IV presents a specific implementation of this algorithm and shows the improvement gained by leveraging the learned correlation.

#### A. Planning Algorithm Details

We present Algorithm 1 for ASLaP-HR, where a team of \( S \) robots take measurements of \( Z \), build an estimate of the observable spatial field \( \hat{Z} \), and then use the learned mapping \( g \) to build an estimate of the latent spatial field \( \hat{\phi} \). Algorithm 1 takes the following inputs:

- \( \vec{x}_0 \in \mathbb{R}^{2N_S} \) initial positions of all robots
- \( T \in \mathbb{Z}^+ \) time horizon
- \( g : \hat{Z} \to \hat{\phi} \) mapping from observations to latent field
- \( h_s : z^{(s)} \to Z \) correlation model for sensor type \( s \)

Algorithm 1 begins with each robot \( r_s \) observing the spatial field \( z^{(s)} \) at their initial position \( x_t^{(s)} \), yielding measurements \( Z(\hat{x}_t^{(s)}) \). These measurements are used to update the belief \( \hat{Z} \) (line 3) which is then used by \( g \) in line 4 to update the belief \( \hat{\phi} \). In Section IV, we model \( \hat{Z} \) using Gaussian Processes, which produce inputs to the learned model \( g \), which in turn outputs \( \hat{\phi} \). The team then communicates the sensor measurements. For each time step \( t \), and robot \( r_s \), the next waypoint \( \hat{x}_t^{(s)} \) is selected to maximize the expected information gain. Calculating the information gain using Shannon Entropy (as shown in Section II) is computationally intractable, therefore, the variance of \( \hat{\phi} \) is used as an estimate of the expected information gain [36].

Next, \( \text{sense}(s, x_t^{(s)}) \) on line 8 returns a new sensor measurement \( z_t^{(s)} \). This new sensor measurement is used to refine the model \( h_s \) using any measurements from other sensors that are located together at \( x_t^{(s)} \). We assume that GPS localizes the robots; the uncertainty in this localization does not hinder the estimate of the beliefs. The new sensor measurements are communicated, and the correlation models \( h_s \) are used in line 11 to update the beliefs \( \hat{Z} \) at the points \( x_t^{(s)} \). Line 12 updates the belief \( \hat{Z} \), and line 13 updates the belief \( \hat{\phi} \). Algorithm 1 then repeats this sequence to iterate over all \( T \) time steps, at the end returning the most up-to-date belief \( \hat{\phi} \) of the latent phenomenon. The next section elaborates on the line 11 update of \( \hat{Z} \).

#### Algorithm 1 Pseudocode for ASLaP-HR Planner

**Input:** \( \vec{x}_0, T, g, h_1, \ldots, h_S \)

**Output:** Estimated latent spatial field \( \hat{\phi} \)

1. Initialize \( \hat{\phi}, \hat{Z} \)
2. Measure \( Z(\vec{x}_0) \)
3. \( \hat{Z} \leftarrow \text{update}(Z(\vec{x}_0)) \)
4. \( \hat{\phi} \leftarrow g(\hat{Z}) \)
5. for \( t = 1, \ldots, T \) do
6.   for \( s = 1, \ldots, S \) do
7.     \( \hat{x}_t^{(s)} \leftarrow \arg\max_{x} I_g(\hat{Z})[\hat{x}_t] \)
8.     \( z_t^{(s)} = \text{sense}(s, x_t^{(s)}) \)
9.     \( h_s \leftarrow \text{refine}(x_t^{(s)}, z_t^{(s)}) \)
10. end for
11. \( \hat{Z}(x_t^{(s)}) = h_s(z_t^{(s)}) \) for \( s = 1, \ldots, S \)
12. \( \hat{Z} \leftarrow \text{update}(Z(\vec{x}_t^{(s)})) \)
13. \( \hat{\phi} \leftarrow g(\hat{Z}) \)
14. end for
15. return

#### B. Learned Correlations among the Observable Spatial Fields

Through this point in Section III, we have presented the basic structure of Algorithm 1. The last core piece, presented here and investigated in Section IV, is the learned correlations among the observable spatial fields \( h_s \). Algorithm 1 does not require line 11. However, we hypothesize that heterogeneous robots can leverage the relationships between sensor-types to achieve more efficient information gathering.

When \( g \) updates the belief of the latent spatial field at a point \( x \), it calculates \( \hat{\phi}(x) \) as a function of the entire observable field \( \hat{Z}(x) \). Therefore, the precision of the value and variance of \( \hat{\phi}(x) \) depends on the precision of the entire belief \( \hat{Z} \). However, a robot \( r_s \) measures only part of \( \hat{Z} \), specifically \( z^{(s)}(x) \).

The precision of the variance of \( \hat{\phi}(x) \) is especially important because it informs the selection sensing locations. If \( \hat{\phi}(x) \) underestimates variance, line 7 calculates a lower expected information gain than is actually present, causing robots...
to avoid informative measurements. If $\hat{\phi}(x)$ overestimates variance, robots may take redundant measurements because they expect more information than is actually available.

In Algorithm 1, we see that the observable spatial field correlation models $h_s$ are used to improve the estimate of $\hat{Z}$, which in turn improves the estimate of $\hat{Z}$. Given a measurement $z^{(s)}(x)$, the correlation model $h_s$ estimates the value (with variance) of the entire observable spatial field $\hat{Z}(x)$. These models capture the aleatoric uncertainty in the correlations among the observable spatial fields. For example, if there is low aleatoric uncertainty between two sensor types, one sensor acts almost as a noisy sensor of another spatial field. Conversely, correlations with high aleatoric uncertainty only marginally diminish the variance of other spatial fields. The line 11 of Algorithm 1 shows how the correlation models are used after a robot moves to a new $x$ and takes a new sample $z^{(s)}$. The new sample is the input to model $h_s$ that provides updated estimates of the value and variance of the entire observable space at that location, $\hat{Z}(x)$.

IV. RESULTS

We present an instantiation of Algorithm 1 and investigate the impact of the correlations among the observable spatial fields described in Section III-B. This section presents simulated experiments where a team of robots estimate a latent phenomenon. We use real sensor data collected from a lake to create a simulated environment of two observable spatial fields and a latent phenomenon of interest. In the following subsections, we present a marine data set, we overview a simple myopic planner that instantiates Algorithm 1, we describe the modeling of the correlations between the observable spatial fields, and we present results from simulated experiments. We show qualitatively that the learned correlations between the observable spatial fields $h_s$ improve the performance by causing the robot team to spread their samples out. Our quantitative evaluations show that these correlations improve the accuracy of the latent field estimate.

A. Experimental Setup - Data and Simulated Environment

We simulate a team of two robots in a marine setting. One of the robots is equipped with a temperature sensor and the other one with a pH sensor. Together, they are seeking information about oxidation reduction potential (ORP), the latent phenomenon of interest in these simulated experiments. Historical data temperature, pH, and ORP are needed to learn the correlation model $g$.

Lac Hertel Data. The historical data used in our simulated experiments was collected on Lac Hertel in Mont-Saint-Hilaire, Quebec. The full data set, detailed in the Appendix, is made publicly available. For this paper, we use temperature and pH data as our observable spatial fields, and the oxidation reduction potential (ORP) data as the latent phenomenon. ORP measures the ability of a lake or river to cleanse itself or break down waste products; ORP is aligned with the “knowledge” that might be sought in the environmental monitoring of a lake because it indicates whether drinking water is sanitary or if the water is suitability for anaerobic microbial processes. Additionally, we found that ORP, pH, and temperature had well-formed relations that could be modeled. Let the historical data $D = (\mathcal{X}_D, d_0, d_1, d_2)$ be a tuple of the sets of sample locations, $\mathcal{X}_D$, the sets of measurements from two observable spatial fields (temperature/d0 and pH/d1) and the set of measurements from the latent spatial field (ORP:d2). This historical data is used to learn the mapping from observations to the latent spatial field $g$ and the correlations $h_0$ and $h_1$.

Simulated Environment. To test Algorithm 1, we create a simulated environment of observable and latent spatial fields. Fig. 3 shows the three spatial fields of our simulated test environment. All three fields are unknown. However, $z^{(s)}(i)$ can be measured by robot $r_0$ and $z^{(1)}(i)$ can be measured by robot $r_1$. The latent field $\phi$ cannot be measured by the robot team; this spatial field is used only to evaluate the performance of our algorithm. We normalize all spatial fields to a scale from zero to one. To simulate our robots’ motion in this simulated environment, we discretize the region into a grid, defining the set $X$ of locations and corresponding ground truth sensor measurements $GT = (gt_0, gt_1, gt_2)$.

B. Myopic Planner

For our simulated experiments, we assume a robot can move to any adjacent cell during a time step. For a given location $x_{i-1}$, the possible next locations $x_i$ in line 7 are the eight grid cells surrounding the current location (excluding cells outside of the boundary, i.e., $\notin \mathcal{X}$). Lines 3 and 12 create belief models of the observable spatial field $\hat{Z}$. At each time step $t$, the sensor measurements and respective sample locations are used to fit the belief model $\hat{Z}$ of the observable fields using Gaussian Processes. To create these beliefs, we assume known spatial correlations (covariance kernels), which is a common assumption because underlying physics informs these correlation (e.g., how temperature changes spatially). The belief model of the latent phenomenon, $\hat{\phi}$, is created/updated using the pre-learned mapping $g$ to predict the mean and variance of the latent spatial field. The input to $g$ is $\hat{Z}$ and the output is $\hat{\phi}$. Importantly, we do not assume known spatial correlations of the latent variable; Mean and variance predictions are strictly a function of the observable spatial field belief model and the mapping $g$.

The mapping $g$ can be learned by various machine learning methods which capture the aleatoric uncertainty between

\begin{itemize}
\item Normalizing the sensor data aids in learning correlation models.
\item \end{itemize}
Correlation models

We calculate the mean and variance of the latent spatial field \( \tilde{Z} \) to capture the variance in the belief; we predict the value and variance of the latent spatial field for all samples; then, we calculate the mean and variance of the latent spatial field predictions at each point to create our latent belief \( \hat{\phi} \).

To calculate the expected information gain in line 7, we use the variance of the latent phenomenon estimate, \( \text{var}(\hat{\phi}) \). This is an approximation of Shannon entropy that is often used to reduce computational cost. The calculated Shannon entropy exactly, \( H(\hat{\phi}) - H(\hat{\phi}|x) \), is computationally expensive because it requires that \( \hat{\phi} \) be estimated for each action under consideration. When using a GP belief model, this requires a GP update for every action, for every robot, at each time step. The last piece of Algorithm 1 is the learned correlation model, \( h_s \), which we detail in the next section.

### C. Modeling Correlations among Observable Spatial Fields

The core hypothesis of this work is that modeling correlations among observable spatial fields can improve information gathering. By capturing the aleatoric uncertainty in the relationship, robots can sense their own observable field and use the learned model to reduce the uncertainty of their teammates’ observable spatial fields.

The goal here is to learn both \( h_0 \), the mapping from a sensor measurement in \( z^{(0)} \) to a predicted value and variance in \( z^{(1)} \), as well as \( h_1 \), the mapping from \( z^{(1)} \) to \( z^{(0)} \). Note that \( h_0 \) is not equivalent to the inverse of \( h_1 \) because both \( h \) map to a variance, not just a predicted value. Learning such models requires supervised learning with input values and both target values and variance. However, the data discussed in Section IV-A does not include the target variance. For example, learning the mapping from temperature to pH requires the variance of pH for a given temperature data point, but we only have (temperature, pH) value pairs, therefore, we transform the data. To learn \( h_0 \), the \( d_0 \) data binned and the the mean and standard deviation of the respective \( d_1 \) data are calculated. GP regression takes the \( d_0 \) bins as inputs and the \( d_1 \) means and standard deviations as targets. For learning \( h_1 \), the process is the same, flipping \( d_0 \) and \( d_1 \).

Fig. 4 shows the learned mappings \( h_0 \) and \( h_1 \) plotted over the respective historical data \( d_0 \) and \( d_1 \). These models are used in line 11. When the robot equipped with the temperature sensor takes a measurement at the point \( x_t^{(1)} \), the sensor observation \( z_t^{(0)} \) is used as the input to \( h_0 \) to update \( z_t^{(1)}(x) \), the belief of pH at point \( x_t^{(1)} \).

### D. Evaluation

We evaluate the performance of Algorithm 1 with and without the correlation model, i.e., we omit line 11 in the latter. As the goal of Problem III is to maximize the information with respect to the latent spatial field, the evaluation metric we use is the mean squared error between the ground truth of the latent phenomenon, \( gt_2 \), and the estimate \( \hat{\phi} \), calculated using all points \( x \in \mathcal{X} \) in the discretized space:

\[
MSE = \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} \left( gt_2(x) - \hat{\phi}(x) \right)^2
\]

First, we run Algorithm 1 with the robots starting in the center of the region. The short time horizon mission in Fig. 5 shows a qualitative comparison of the algorithm’s behavior with and without use of the correlation model. We see that when the correlation model is used, the robot team naturally spreads out to explore different parts of the region. Because of the correlations among the observable spatial fields, the robots are able to better estimate the expected information gain, finding that there is less information in the regions where other sensors have sampled because of the mutual information between the observable spaces.

Next, we generate 200 trials by sampling sets of random starting locations from \( \mathcal{X} \). We evaluate all time horizons up to \( T = 150 \), reporting the MSE in Equation 3 for each time horizon. Fig. 6 shows the median MSE among the 200 trials as well as the 25th to 75th percentile range for Algorithm 1.
The comparison of this algorithm with (dotted line) and without (solid line) the learned correlations illustrates that the learned correlations among the observable spatial fields improve the efficiency of the adaptive sampling algorithm.

In the earlier phase of the sampling survey, the improvement is small because the mutual information between sensor types can not yet be exploited and the randomness of starting locations has a large impact on performance. On the other hand, during the later phase of the sampling survey, the robot samples begin to cover the entirety of the space. Therefore, both methods converge close to zero MSE and zero variance. In practice, it is prohibitively expensive to sample the entire space (and robot sampling capacity or battery life may preclude this). Therefore, adaptive sampling methods often exist in the middle ground of time horizons, where enough samples are taken to provide good information about the region, but not so many samples that it becomes overly costly. In this realm, our method performs well, using the learned correlations among the observable spatial fields to maximize the amount of information gained about the latent phenomenon in a limited number of samples.

V. CONCLUSION

Real world robotic sampling methods often collect data to be analyzed offline by humans or machine learning algorithms to gain information about a latent phenomenon. However, the strength of robotic sampling is the ability for real-time adaptation. To bridge this gap, we present the ASLaP problem, where robot sampling decisions are made with respect to the information gain of a latent spatial field. We propose an informed path planning approach, ASLaP-HR to this problem using a team of heterogeneous robots.

Each robot on the team has a distinct sensor type that can measure an observable spatial field. Collectively, the measurements made by the robot team inform an estimate of the latent spatial field by using a machine learning model trained on historical data. Importantly, this learned model is used online by the robots to calculate the expected information gain of their actions with respect to the latent phenomenon. Our method is among the firsts to explore adaptive sampling of a latent phenomenon with a team of robots using a learned model for online decision making. Additionally, our adaptive sampling strategy uses learned correlation models among heterogeneous robots to improve the performance of the team.

We recognize that different sensor types in the real world are not independent but rather have mutual information that is a complex unknown function of their measurements. Therefore, we hypothesize that these heterogeneous robots can improve their information gathering by modeling this mutual information. We use historical sensor data to learn correlations among the observable spatial fields, and we use these learned models in our informed path planning approach. To test the impact of these correlation models, we create a simulated environment of two observable spatial fields (temp. and pH) and a latent spatial field (ORP). We run our algorithm in this simulated environment and calculate the mean squared error between the latent spatial field estimate returned by our algorithm and the ground truth latent spatial field. We aggregate our results across hundreds of randomized starting locations, showing that the learned correlations improve the efficiency of our ASLaP-HR approach.

VI. FUTURE DIRECTIONS

As seen in Section I-A, there are myriad approaches to adaptive sampling and information gain with robot teams. The many dimensions of these approaches can be incorporated into our latent sampling framework; this includes complex motion primitives, long planning horizons, time-varying phenomena, objectives such as seeking the maximum of the latent spatial field, and uncertainty in sensors or motion, to name a few. While these open problems are shared among the adaptive sampling community, latent adaptive sampling brings new open problems. For example, new learning methods are needed for the mapping to better capture aleatoric uncertainty in the relationship between observable and latent spatial fields; current supervised learning methods focus on aleatoric uncertainty in classification, with less work on regression. An important next step that this paper enables is further investigation of the correlation models. Specifically, these systems would benefit from online learning or continual learning of these models. Such approaches would require the robots to navigate the exploration-exploitation trade-off with respect to the correlation models. In this work, we assume full communication between the robots. One near future extension of this work will be to consider varying communication ranges and intermittent communication [2].

APPENDIX

We make public the data set used in our second set of experiments. Data consist of water quality measurements collected at Lac Hertel in Mont Saint-Hilaire, Quebec. This data is collected using a multiparameter Sonde, Exo1 from YSI. The sensor was mounted on an autonomous surface vehicle to collect these data measurements. The data includes geotagged and timestamped measurements of 10 water quality parameters measured using four sensors: temperature, conductance, salinity, pH, oxidation reduction potential (ORP), depth, two turbidity measures and two optical

![Impact of Inter-Sensor Models on MSE](image-url)
dissolved oxygen measures. We are making this data public through the following Github repository: https://github.com/SandeepManjanna/water_quality_dataset.
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