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ABSTRACT

Gorenstein formats present the equations of regular canonical, Calabi–Yau and Fano varieties embedded by subcanonical divisors. We present a new algorithm for the enumeration of these formats based on orbifold Riemann–Roch and knapsack packing-type algorithms. We apply this to extend the known lists of threefolds of general type beyond the well-known classes of complete intersections and also to find classes of Calabi–Yau threefolds with canonical singularities.

1. Introduction

General smooth K3 surfaces of genus 5 embed as complete intersections of three quadrics $S_{2,2,2} \subset \mathbb{P}^5$ in codimension 3. Altunok [Altunok 05] discovered 69 others families of K3 surfaces that also embed as projectively Gorenstein varieties in codimension 3 weighted projective spaces, $S \subset \mathbb{P}(a_0, \ldots, a_5)$ for various weights $1 \leq a_0 \leq \cdots \leq a_5$. These are non-complete intersections, each defined by five equations that arise as the Pfaffians of skew $5 \times 5$ matrices. Corti and Reid [Corti and Reid 02] and Grojnowski develop a general theoretical framework of weighted Grassmannians encompassing these cases: the equations arise as regular pullbacks from various weighted Grassmannians $w\text{Gr}(2, 5) \subset w\mathbb{P}^9$, each of which describes a kind of systematic structure, or “format,” for the equations of a variety (see Definition 3.1; also Stevens [Stevens 03, Section 12]). This paper applies knapsack packing-type algorithms to enumerate new varieties embedded in various formats.

While this paper focuses on constructing threefolds, the methods apply without change to construct polarized $d$-dimensional orbifolds $X, A$ with canonical class $K_X = kA$, for any integer $k$, that have zero-dimensional orbifold locus; such a polarizing divisor $A$ is termed subcanonical. The orbifold restriction is imposed only because we do not know the contribution to orbifold Riemann–Roch of higher dimensional orbifold strata; but see Zhou [Zhou 11] and Selig [Selig 15] for progress. Computer code that can make such searches systematically, written for the computational algebra system [Bosma et al. 97], is available for download in [Brown and Kasprzyk].

1.1. The equations of canonical threefolds

This paper focuses on threefolds, that is, complex three-dimensional projective varieties with $\mathbb{Q}$-factorial canonical singularities. A canonical threefold is one that has ample canonical class. For example, a nonsingular sextic hypersurface $X_6 \subset \mathbb{P}^4$ is a canonical threefold, with canonical ring $R(X, K_X)$ (see Section 2) isomorphic to its homogeneous coordinate ring. The canonical ring is rarely generated in degree one: the double cover of $\mathbb{P}^3$ branched in a nonsingular surface of degree ten is a hypersurface $X_{10} \subset \mathbb{P}(1, 1, 1, 1, 5)$ whose canonical ring is again its homogeneous coordinate ring, in this case generated in degrees $1, 1, 1, 1, 5$. Iano-Fletcher [Iano-Fletcher 00, Table 3] lists 23 families of such weighted canonical hypersurfaces, the most exotic being $X_{10} \subset \mathbb{P}(4, 5, 6, 7, 23)$.

Iano-Fletcher [Iano-Fletcher 00, Section 16.7] also lists 59 families of canonical threefolds $X_{d_1, d_2} \subset \mathbb{P}(a_0, \ldots, a_5)$ in codimension 2. His method is to work systematically through all possible $a_i$, up to $\sum a_i \leq 100$, and $d_1, d_2$ satisfying $d_1 + d_2 = 1 + \sum a_i$. Since
the results all have relatively small \( a_i \) (the biggest, \( X_{12,28} \subset \mathbb{P}(3, 4, 5, 6, 7, 14) \), has \( \sum a_i = 39 \) he conjectures [Iano-Fletcher 00, Section 18.19] that the lists are the complete classification; this is proved by Chen–Chen–Chen [Chen et al. 11, Theorem 7.4], classifying all (general) canonical threefold complete intersections.

After formidable calculation, Corti–Reid [Corti and Reid 02] discovered a canonical threefold defined similarly by five equations in \( w\text{Gr}(2, 5) \) format. Our first result extends this to 18 cases, treating the Corti–Reid framework as a format for the equations of a variety.

**Theorem 1.1.** There are 18 deformation families of canonical threefolds whose general member embeds pluricanonically as a codimension three subvariety \( X \subset \mathbb{P}(a_0, \ldots, a_6) \) with equations in weighted Grassmannian \( \text{Gr}(2, 5) \) format for which \( \sum a_i \leq 70 \). These 18 families are described in Table 3.

This result extends the classification of Iano-Fletcher and Chen–Chen–Chen to the first case of non-complete intersections (that is, the case of lowest codimension in the pluricanonical embedding).

These 18 are striking, but the main point is that one can go much further with these constructions using different formats: we consider both the intersection of a \( w\text{Gr}(2, 5) \) format by a residual hypersurface (which mimics the equation format of the six equations of the canonical model of a non-trigonal curve of genus 6 with no \( g_2^3 \)), and the equations of \( \text{OGr}(5, 10) \) in codimension 5 (which mimic the 10 equations of canonical models of curves of genus 7 with no \( g_3^2 \) [Mukai 95, Main Theorem]).

**Theorem 1.2.**

a. There are 57 families of canonical threefolds whose general member embeds pluricanonically as a codimension four subvariety \( X \subset \mathbb{P}(a_0, \ldots, a_6) \) with 6 equations in format \( \text{Gr}(2, 5) \cap H \), that is, weighted Grassmannian \( \text{Gr}(2, 5) \) format with a residual intersection hypersurface, for which \( \sum a_i \leq 45 \).

b. There are 21 families of canonical threefold whose general member embeds pluricanonically as a codimension five subvariety \( X \subset \mathbb{P}(a_0, \ldots, a_6) \) with equations in weighted orthogonal Grassmannian \( \text{OGr}(5, 10) \) format for which \( \sum a_i \leq 147 \). These 21 families are described in Table 4.

It is at least possible that the 18 families of Theorem 1.1 realize all canonical threefolds in codimension 3, without the restriction \( \sum a_i \leq 70 \), other than complete intersections and their degenerations. While the search space is infinite, there are only finitely many solutions, and there is some indication that all solutions arise early in the search; see Section 1.2 for discussion. Similarly, it is possible that the 21 families of Theorem 1.2(b) give the complete list of canonical threefolds in codimension 5 \( \text{OGr}(5, 10) \) format. In contrast, the 57 families of Theorem 1.2(a) is certainly not the complete list of varieties in that format: we expect many other families of canonical threefold in codimension 4 with six equations, and we give an example of one in Section 1.2. As a weaker statement, it follows from Theorem 3.11 that the lists of possibilities in the two theorems is complete for each pair \( a_0, a_1 \) that appears.

To make a comparison with known results, we apply our methods to surfaces of general type (see Section 2.1, Table 2); the resulting surfaces are not new, but many surfaces with small \( p_g \) and \( K^2 \) that are central to the classification appear readily. Further results appear in Table 1 (discussed in Section 1.2), in Section 5.2, and on the online Graded Ring Database [Brown and Kasprzyk], with computer code that can be used to generate many other cases.

Such classification results are particular applications of the main part of this paper, which is devoted to describing our computational approach (Section 4). These techniques apply automatically to any prescribed format, and work in any dimension. Crucially, our method of searching is both systematic and exhaustive.

Qureshi and Szendrői [Qureshi 15–Qureshi and Szendrői 12] develop other formats based on other classical groups (these are included in our computer package [Brown and Kasprzyk]). They too apply them to finding varieties by an approach based on the singularity baskets. One difference is that these baskets are part of the output of our method, rather than the input; this is a key advantage when baskets get large or complicated, as they can do (see Table 4).

### 1.2. Results for threefolds: understanding Table 1

The method we describe also constructs varieties other than canonical varieties. Table 1 summarizes results for other threefolds to illustrate the flexibility and limits of our approach. It lists the number of “candidates” for varieties. A candidate is essentially a set of ambient weights \( a_0, \ldots, a_n \) and baskets of quotient singularities compatible with a Hilbert series; a candidate may or may not be realized by a variety in the chosen format (see Definition 3.4).

Table 1 is generated by a systematic computer search in order of increasingadjunction number
Table 1. The number of cases of Fano, Calabi–Yau, and canonical 3-dimensional orbifolds in various formats. All were computed allowing isolated canonical quotient singularities. The column $k_{\text{last}}$ gives the largest adjunction number for which a result was found; $k_{\text{max}}$ gives the largest degree searched; #raw gives the number of candidates found by the computer; #results gives the number of candidates after removing obvious failures. (The 317 Calabi–Yau hypersurfaces are taken from [Kreuzer and Skarke 00] for completeness, since the method we use here is not effective in that case.)

| Dim | $k$ | Codim | Format | Reference | $k_{\text{last}}$ | $k_{\text{max}}$ | #raw | #results |
|-----|-----|-------|--------|-----------|-----------------|-----------------|------|---------|
| 3   | 1   | –1    | c.i.   | [Iskovskikh and Prokhorov 99] | 66              | 90              | 95   | 95      |
| 2   | c.i. | [Iskovskikh and Prokhorov 99] | 54              | 124         | 85              | 85              |
| 3   | c.i. | Classical | 6              | 77          | 1               | 1               |
| 3   | Gr(2,5) | [Altink 05] | 45              | 70          | 69              | 69              |
| 4   | Gr(2,5) ∩ H | Classical | 7              | 45          | 1               | 1               |
| 5   | OGr(5,10) | Classical | 4              | 73          | 1               | 1               |
| 3   | 0   | 1     | c.i.   | [Kreuzer and Skarke 00] | 120             | 121             | 419  | 401     |
| 2   | c.i. | 74    | 77     | 25          | 22              |                 |
| 3   | Gr(2,5) | 71    | 71     | 226         | 187             |                 |
| 4   | c.i. | Classical | 8              | 32          | 1               | 1               |
| 4   | Gr(2,5) ∩ H | Classical | 39          | 46          | 123             | 14              |
| 5   | OGr(5,10) | Classical | 44          | 46          | 23              | 23              |
| 3   | 1   | 1     | c.i.   | [Iskovskikh and Prokhorov 99] | 46              | 85              | 23   | 23      |
| 2   | c.i. | [Iskovskikh and Prokhorov 99] | 40              | 130         | 66              | 59              |
| 3   | c.i. | [Iskovskikh and Prokhorov 99] | 46              | 80          | 38              | 37              |
| 3   | Gr(2,5) | Theorem 1.1 | 35          | 71          | 18              | 18              |
| 4   | c.i. | Classical | 9              | 34          | 1               | 1               |
| 4   | Gr(2,5) ∩ H | Theorem 1.2 | 41          | 46          | 84              | 57              |
| 5   | c.i. | Classical | 10             | 30          | 1               | 1               |
| 5   | OGr(5,10) | Theorem 1.2 | 32          | 74          | 21              | 21              |

$k = \sum a_i$, the adjunction number of the ambient space. The search continues until the calculations become unwieldy. The table indicates this stopping point: $k_{\text{max}}$ is the largest adjunction number up to which the search is complete. It also records the largest adjunction number, denoted $k_{\text{last}}(\leq k_{\text{max}})$, for which a candidate was found. Table 1 records the number of candidates found, denoted #raw. In a few case, it is easy to see that there cannot be a quasismooth realization of a candidate. For example, any threefold

$$X_{6,30} \subset \mathbb{P}(1,2,3,4,10,15),$$

(1–1)

has a nonterminal singularity at $X \cap \mathbb{P}(10,15)$; the degree six equation cannot give a tangent term there. The final column #results records the number of results after removing such cases that obviously fail.

When $k_{\text{max}}$ is much larger than $k_{\text{last}}$, it is conceivable that we have found all the results. For example, in the cases of canonical threefolds in codimensions 3 and 5, the gap $k_{\text{max}} - k_{\text{last}}$, where no new results appear compares with the similar gap in Iano–Fletcher’s calculations for complete intersections [Iano–Fletcher 00]. It is only in this sense that we may imagine that those two lists may be complete.

When the two numbers $k_{\text{max}}$ and $k_{\text{last}}$ are close, almost certainly we are only part of the way through the complete list. For example, a general codimension 4 variety $X \subset \mathbb{P}(4,5,6,7,8,9)$ defined by an equation of degree 18 and the maximal Pfaffians of a $5 \times 5$ antisymmetric matrix with degrees

$$\begin{pmatrix} 4 & 5 & 6 & 7 & 8 & 9 & 10 \end{pmatrix}$$

is a quasismooth canonical threefold with adjunction number $k = 53$, which exceeds $k_{\text{max}}$ in this case, and so does not appear in Table 1.

1.3. The method of computation

Our proof of the theorems above is based on the orbifold Riemann–Roch formula of Buckley, Reid, and Zhou [Buckley et al. 13], which we state in our context as Theorem 3.8. We show that the terminal singularities arising on canonical threefolds make strictly positive contributions to this formula (Theorem 3.11), which bounds the number of possible baskets of singularities for given invariants.

The crucial novelty of our approach is that we do not search through the space of weights $a_i$ or possible baskets of singularities, but instead solve for the $a_i$ and the singularities; in particular, there are no assumptions about the number of singularities. The primary objects we enumerate are Gorenstein formats, essentially the graded Betti data of a free resolution, as in Definition 3.1. Section 4.1 explains how this leads to a knapsack-style problem for the other numerical data. Solving this presents small numbers of numerical candidates for varieties that we then consider case by case.
2. Graded rings of varieties

We explain the more general setup. If $A$ is an ample divisor on a projective variety $X$ ($A$ is not assumed to be effective), one may consider the graded ring $R(X, A) = \bigoplus_{m \geq 0} H^0(X, mA)$ of the polarized variety $(X, A)$. Since $A$ is ample, $X \cong \text{Proj}(R(X, A))$, and if $R(X, A)$ is generated in degrees $a_0, \ldots, a_n$ with homogeneous relations $f_1, \ldots, f_t$, then

$$X \cong \left\langle f_1 = \cdots = f_t = 0 \right\rangle \subset \mathbb{P}(a_0, \ldots, a_n).$$

Denoting the weighted degree of each weighted homogeneous polynomial $f_i$ by $d_i = \text{deg}(f_i)$, we slightly abuse notation and abbreviate the data by

$$X = X_{d_1, \ldots, d_t} \subset \mathbb{P}(a_0, \ldots, a_n).$$

We refer to the codimension of $X$ as its codimension $n - \dim(X)$ in this embedding (which depends on $A$). When $X$ is a complete intersection, $\dim(X) = n - s$ and this unambiguously describes a general such $X$.

We consider cases for which $K_X = kA$ for some $k \in \mathbb{Z}$. Goto and Watanabe [Goto and Watanabe 78] characterize such graded rings.

**Theorem 2.1** ([Goto and Watanabe 1978, 5.1.9–11]).
Let $X$ be a projective variety and $A$ an ample divisor. Set $R = R(X, A)$, the corresponding graded ring, so that $X = \text{Proj}(R)$. If $R$ is Cohen–Macaulay then

i. $H^i(X, \mathcal{O}_X) = 0$ for $0 < i < \dim X$;

ii. $R$ is Gorenstein if and only if $K_X = kA$ for some integer $k$.

By the minimal model program [Birkar et al. 10, Mori 88], each birational equivalence class of varieties includes a variety $X$ that either has $K_X$ nef (that is, $K_XC \geq 0$ for every complete curve $C \subset X$) or admits a morphism $f : X \rightarrow Y$ with $-K_X$ relatively ample (that is, $-K_XC > 0$ for every complete curve $C \subset X$ contracted by $f$). The three possibilities $K_X$ ample, $K_X = 0$ and $-K_X$ ample are the three extreme cases, and these are particularly important from the point of view of birational classification.

The first of these three classes is vast: any variety $V$ of general type is birational to its unique canonical model $X = \text{Proj}(R(V, K_V))$ which has $K_X$ ample; the finite generation of $R(V, K_V)$ in this case is the celebrated result of [Birkar et al. 10]. Thus birational classification is equivalent to listing canonical models. Although the number of generators of the canonical ring $R(V, K_V)$ is not bounded, we may hope to classify those cases with few generators, up to some bound; Theorems 1.1 and 1.2 take this approach.

The second class $K_X = 0$ of, loosely speaking, Calabi–Yau varieties have been studied in examples defined by explicit equations since at least Hirzebruch [Hirzebruch 87]; we discuss this case in Section 5.2.1. The third class, Fano varieties, is known to be bounded (under additional conditions on singularities), and so an attempt at explicit classification describing varieties by small sets of equations may ultimately provide the whole classification—see, for example, [Altınok 02], and the foreword to [Corti and Reid 00].

2.1. The equations of regular surfaces of general type

Canonical surfaces $S = \text{Proj}(S, K_S)$ with $K_S$ ample have been studied intensively for decades, very often using explicit descriptions. We assume in addition that $S$ is regular, that is, $q = h^1(S, \mathcal{O}_S) = 0$. Following Persson [Persson 87, Section 2], the set of all such surfaces is often understood as a “geography” by plotting $p_g = h^0(S, K_S)$ against $K_S^2$ (or equivalently $\chi(\mathcal{O}_S) = 1 + p_g$ against $K_S^2$, or the Euler characteristic $c_2(X)$ against $c_1(S)^2$).

In Table 2, we follow the program described in §4.1 in dimension 2 for a few steps as a comparison with the threefold case, which is our main interest here. For surfaces, this is merely a crude first step, and these cases are well known to experts, especially among the canonical models ($k = 1$): for example, $p_g = 2, K_S^2 = 1$ is realized by $S_{10} \subset \mathbb{P}(1^2, 2, 5)$, the famous case for which $4K_S$ is not birational; $p_g = 1, K_S^2 = 1$ is realized by $S_{6,6} \subset \mathbb{P}(1^2, 2^2, 3^2)$ (see [Catanese 79]); and so on.

A single equation format does not usually describe all surfaces that realize given numerical invariants. For example, $p_g = 3, K_S^2 = 4$ is realized by a complete intersection $S_{4,4} \subset \mathbb{P}(1^3, 2^2)$, but there are also such surfaces in $\text{Gr}(2, 5)$ format in $\mathbb{P}(1^3, 2^2, 3)$, which are codimension 1 in moduli where $-K_S$ picks up a base point, and others in codimension 4; see [Reid 89, Theorems 2.1, 3.1], [Dicks 88]. The celebrated case $p_g = 4, K_S^2 = 7$ is yet more complex (see [Bauer 01, 5]) with several different formats across different components of moduli, while $K_S^2 = 8$ is far from complete (see [Bauer and Roberto 09, Catanese et al. 14]). The case $p_g = 6, K_S^2 = 11$ is in Ashikaga–Konno [Ashikaga and Konno 90] (see Example 3.6) while $K_S^2 = 13$ is in Neves [Neves 03].

Table 2 also includes the first few cases with $k = 2$. These are surfaces polarized by $A = \frac{1}{2}K_S$ (not assumed to be effective or Cartier). These surfaces also have
Table 2. Examples of surfaces $S$ of general type, polarized by $A = \frac{1}{{k}}K_S$, in various formats: #results gives the number of numerical types that arise early in the search, and the right-most column lists these as pairs of invariants, $p_g$ and $K_S^2$, that are realized by surfaces. The general member of each family with $k = 1$ is smooth; $\mathbb{Z}/2$ canonical quotient points $(A_1, \text{singularities where } A \text{ is not Cartier})$ often appear when $k = 2$.

| dim | $k$ | Codim | Format | #Results | Pairs of invariants ($p_g, K_S^2$) that are realized |
|-----|-----|-------|--------|---------|--------------------------------------------------|
| 2   | 1   | 1     | c.i.   | 4       | $(p_g, K_S^2) = (2,1); (3,2); (3,3); (4,5)$         |
|     | 2   |       | c.i.   | 6       | $(1,1); (2,2); (3,4); (4,4); (5,8); (5,9)$         |
|     | 3   |       | c.i.   | 1       | $(6,12)$                                         |
|     | 3   |       | Gr(2,5) | 5      | $(3,5); (4,7); (5,10); (6,11); (6,13)$             |
|     | 4   |       | c.i.   | 1       | $(7,16)$                                         |
|     | 4   |       | Gr(2,5) $\cap H$ | 3  | $(6,10); (7,15); (7,16)$                         |
|     | 2   | 2     | c.i.   | 8       | $(2,2); (3,2); (4,4); (4,6); (5,8); (6,8); (7,14); (10,24)$ |
|     | 3   |       | c.i.   | 9       | $(3,2); (3,4); (4,4); (4,6); (4,8); (5,6); (5,10); ... |
|     | 3   |       | Gr(2,5) | 18     | $(4,4); (5,8); (7,16); (9,24); ...$               |
|     | 4   |       | c.i.   | 1       | $(5,12); (6,14); (6,10); (7,16); (8,22); ...$     |
|     | 4   |       | Gr(2,5) $\cap H$ | 17  | $(6,10); (7,14); (9,18); (10,20); ...$           |
|     | 5   |       | c.i.   | 1       | $(3,128)$                                        |
|     | 5   |       | OGr(5,10) | 3  | $(9,24); (14,46); (22,84)$                      |

canonical models, and it varies from case to case whether the model with $k = 1$ or 2 is the simpler. For example, the case $p_k = 3$, $K_S^2 = 2$ appears for both $k = 1$ and 2. A general such surface is a double cover of $\mathbb{P}^2$ branched over an octic, $S_8 \subset \mathbb{P}(1^3, 4)$ ($k = 1$), When the octic degenerates to the transverse union of a cubic and a quintic, $S_8$ gains 15 ordinary double points above the intersections. Such surfaces admit a half-canonical model as $T_{6,10} \subset \mathbb{P}(2^3, 3, 5)$ ($k = 2$), where the 15 nodes are the 15 $\mathbb{Z}/2$ quotient singularities; the map $T \rightarrow S$ is simply the Veronese, which in this case, and rather unusually, happens to lie in smaller codimension.

3. Formats and candidate varieties

3.1. Regular pullbacks from key varieties

A format describes a presentation of the equations of a variety, for example, by saying that the equations are minors of some matrix. Informal notions of format for polynomial equations appear regularly, sometimes describing a component of a Hilbert scheme or capturing some other feature of the geometry, and there are more formal prescriptions such as [Stevens 03, Section 12]. We define format to suit our applications, loosely following Dicks and Reid [Reid 89, Theorem 3.3], [Reid 11, Section 1.5]:

Definition 3.1. A Gorenstein format $F$ of codimension $c$ is a triple $(\overline{V}, \chi, \mathcal{F})$ consisting of:

i. A Gorenstein (in particular, Cohen–Macaulay) affine variety $\overline{V} \subset \mathbb{C}^n$ of codimension $c$, which we refer to as the key variety of the format;

ii. A diagonal $\mathbb{C}^*$ action on $\overline{V}$ with strictly positive weights $\chi$, which we refer to as the key weights of the format;

iii. A graded minimal free resolution $\mathcal{F}$ of $\mathcal{O}_V$ as a graded $\mathcal{O}_{\mathbb{C}^n}$-module.

The $\mathbb{C}^*$ actions on $\mathbb{C}^n$ that are compatible with its toric structure are parametrized by the character lattice $N_{\mathbb{C}^n} = \mathbb{Z}^n$, and the positive actions are those lying strictly in the positive quadrant $Q \subset N_{\mathbb{C}^n}$. A subset $\Lambda \subset N_{\mathbb{C}^n}$ of these actions leave $\overline{V}$ invariant, and condition (ii) asserts that $\Lambda \cap Q$ is not empty. We need a little more: that the given free resolution $\mathcal{F}$ is equivariant for the action. In many cases we consider, the key variety has monomial syzygies, so the homogeneity of the equations of $\overline{V}$ is enough, and $\Lambda \cap Q$ is some (infinite) polyhedron in $Q$. We then iterate over the formats by enumerating the points of $\Lambda \cap Q$.

Condition (iii) determines the Hilbert numerator $P_{\text{num}}(t)$ of the format: $P_{\text{num}}(t) = 1 - \sum t^d + \sum t^{\ell_1} \cdots + (-1)^k t^k$, where $d_i$ are the degrees of the equations, $\ell_i$ the degrees of the first syzygies, and so on, and $k$ is the adjunction number of $\mathcal{F}$. This polynomial has Gorenstein symmetry: $t^k P_{\text{num}}(1/t) = (-1)^k P_{\text{num}}(t)$. It determines the Hilbert series, as in Proposition 3.3.

One could imagine other definitions of format, both weaker and stronger, but this one is well adapted to our applications.

Let $F = (\overline{V}, \chi, \mathcal{F})$ be a Gorenstein format of codimension $c$. We construct Gorenstein varieties $X \subset \mathbb{P}^{d+c}(W)$ of codimension $c$ and dimension $d$ in weighted projective space, with weights $W$, as regular pullbacks, which we recall from [Reid 11, Section 1.5]:

Proposition 3.2 (Reid [Reid 11]). Let $(\overline{V} \subset \mathbb{C}^n, \chi, \mathcal{F})$ be a Gorenstein format of codimension $c$. Let $R$ be a polynomial ring and $\phi : \text{Spec}R \rightarrow \mathbb{C}^n$ a morphism. The following are equivalent:
i. $\varphi^{-1}(\tilde{V}) \subset \text{Spec}R$ has codimension $c$;

ii. The pullback of $\mathbb{F}$ by $\varphi$ is a free resolution of $R$-modules;

iii. $x_i - \varphi^*(x_i)$ for $i = 1, \ldots, n$ form a regular sequence on $\text{Spec}R \times \mathbb{C}^n$, where $x_1, \ldots, x_n$ are the coordinates of $\mathbb{C}^n$.

If these conditions hold then $\varphi^{-1}(\tilde{V}) \subset \text{Spec}R$ is called a regular pullback of $\tilde{V}$, and is a Gorenstein affine variety. Furthermore, if $R$ is graded by weights $W$ and $\varphi$ is graded of degree zero with respect to $W$ and $\chi$, then the pullback of $\mathbb{F}$ by $\varphi$ is a graded minimal free resolution of $R$-modules with the same Hilbert numerator as $\mathbb{F}$.

Fix any integer $d > 0$, the dimension of the varieties $X$ that we seek. Let $F = (\tilde{V}, \chi, \mathbb{F})$ be a Gorenstein format of codimension $c$ and fix a graded polynomial ring $R$ with $d + c + 1$ variables and strictly positive weights $W$. If $\varphi : \text{Spec}R \to \mathbb{C}^n$ is graded of degree zero and $\varphi^{-1}(\tilde{V}) \subset \text{Spec}R$ is a regular pullback containing the origin $O \subset \text{Spec}R$, then we define the projectivised regular pullback to be

$$X = \varphi^{-1}(\tilde{V})/W, \quad \mathbb{C}^* = (\varphi^{-1}(\tilde{V}) \setminus O)/\mathbb{C}^* \subset \mathbb{P}(W).$$

The next proposition follows immediately: the Hilbert series of $X$ is determined by the graded Betti numbers of a free resolution, and since $\varphi$ satisfies the conditions of Proposition 3.2 and has degree zero, the graded Betti numbers are exactly those of $\mathbb{F}$ with grading $\chi$.

**Proposition 3.3.** Let $F = (\tilde{V} \subset \mathbb{C}^n, \chi, \mathbb{F})$ be a Gorenstein format of codimension $c$, $R$ a polynomial ring graded by strictly positive weights $W$ with a morphism $\varphi : \text{Spec}R \to \mathbb{C}^n$ graded of degree zero. Then every projectivised regular pullback $X \subset \mathbb{P}(W)$ has Hilbert series

$$P_X(t) = \frac{P_{\text{num}}(t)}{\prod_{w \in W} (1 - t^w)}$$

where $P_{\text{num}}(t)$ is the Hilbert numerator of the format $F$.

If, in addition, $X$ is an irreducible variety that is well-formed as a subvariety of $\mathbb{P}(W)$ then the canonical sheaf of $X$ is $\omega_X = \mathcal{O}_X(k_V - \varphi)$, where $\varphi$ is the sum of the weights $W$ and $k_V = \deg P_{\text{num}}(t)$ is the adjunction number of $\mathbb{F}$.

Recall that $X \subset \mathbb{P}(W)$ is well formed if the intersection of $X$ with any non-trivial orbifold locus of $\mathbb{P}(W)$ has codimension at least two in $X$; see [Iano-Fletcher 00, Definition 6.9].

**Definition 3.4.** A candidate variety is a format $F = (\tilde{V}, \chi, \mathbb{F})$ of codimension $c$ together with a morphism $\varphi : \text{Spec}R \to \mathbb{C}^n$ of degree zero from a graded polynomial ring $R$ that satisfies the equivalent conditions of Proposition 3.2. A candidate variety is well-formed if the projectivised regular pullback $X \subset \mathbb{P}(W)$ is well-formed as a subvariety.

We think of a candidate variety as representing general members of a family of varieties in a common weighted projective space whose equations and syzygies are modeled on a common free resolution $\mathbb{F}$. The condition only asks for a single map, although in the practical situations we encounter below any sufficiently general map will work. The space of maps $\text{Spec}R \to \mathbb{C}^n$ of degree zero that give regular pullbacks may have more than one component, but we do not consider this question at all.

**Example 3.5.** Following Corti and Reid [Corti and Reid 02], let $\tilde{V} = \text{Gr}(2, 5) \subset \mathbb{C}^6$ be the affine cone over the Grassmannian $\text{Gr}(2, 5)$ in its Plücker embedding. The equations of $\tilde{V}$ are the maximal Pfaffians of a generic skew $5 \times 5$ matrix

$$M = \begin{pmatrix}
    x_1 & x_2 & x_3 & x_4 \\
    x_5 & x_6 & x_7 \\
    x_8 & x_9 \\
    x_{10}
\end{pmatrix}$$

(we write only the strict upper-triangular part of such matrices). These equations are homogeneous with respect to a five-parameter system of weights $\mathbb{Z}^5 = \Lambda \subset \mathbb{Z}^{10}$, which one can determine by enforcing homogeneity of these Pfaffians.

We can use $\tilde{V}$ as a key variety to find K3 surfaces. Let $\chi = (3, 4, 4, 5, 5, 6, 6, 7, 7) \in \Lambda$, which we understand better in matrix form as

$$\chi = \begin{pmatrix}
    3 & 4 & 4 & 5 \\
    5 & 5 & 6 \\
    6 & 7 \\
    7
\end{pmatrix}.$$

This has Hilbert numerator

$$P_{\text{num}} = 1 - t^2 - 2t^{10} - t^{11} - t^{12} + t^{14} + t^{15} + 2t^{16} + t^{17} - t^{26}.$$

Taking a suitable map of $\mathbb{P}(a_0, \ldots, a_6)$ with $a_0 + \cdots + a_6 = 26$ may describe a family of K3 surfaces, since at least the canonical class is right and $h^1(X, \mathcal{O}_X) = 0$ by Theorem 2.1. In this case, maps from either $\mathbb{P}(1, 3, 4, 5, 6, 7)$ or $\mathbb{P}(2, 3, 4, 5, 5, 7)$ work, and these are two families in Altunok’s list [Altunok
of 69 codimension three K3 surfaces in Gr(2, 5) format.

The weighted projective space $\mathbb{P}(1, 3, 4, 5, 6, 7)$ also admits a map to a different Gr(2, 5) format with grading $\chi = (1, 3, 4, 5, 6, 7, 8, 9) \in \Lambda$, with $P_{\text{sum}} = 1-t^8-t^9-t^{10}-t^{12}-t^{13}+t^{15}+t^{16}+t^{17}+t^{18}-t^{26}$, which realizes another family of K3 surfaces from [Altnok 05].

These examples are not complete intersections in a weighted Grassmannian $(\mathbb{V}/\chi^*C^*) \cap H_1 \cap \cdots \cap H_4$, for quasilinear hypersurfaces $H_i$ since there are no variables of weights one or two in $\chi$. To interpret these regular pullbacks as intersection, one can take a cone on the weighted Grassmannian, introducing additional variables of weights one and two, as in [Corti and Reid, Qureshi and Szendrői 12]. More general complete intersections inside weighted homogeneous spaces are also common. The way we define “format,” taking hypersurface slices of one format describe a complete intersection rather than in this Grassmannian format, but when there are other cases that cannot be expressed in such straightforward terms. See Ashikaga–Konno [Ashikaga and Konno 90] for a complete analysis of this case; the description here appears as [Ashikaga and Konno 90] Theorem 1.5(4), with $a = b = c = 1$, and the evident pencil of curves of genus 3 in the description here is typical.

It is easy to see that one cannot allow two key weights $\leq 0$ that are pulled back to the zero polynomial. Below we note that even a single one cannot work for the kind of threefold we seek. For example, attempting to make a quasismooth Calabi–Yau threefold with key weights

$$\chi = \begin{pmatrix} 0 & 2 & 2 & 2 \\ 2 & 2 & 2 & 2 \\ 2 & 4 & 4 & 4 \end{pmatrix},$$

and a regular pullback to $\mathbb{P}(1, 1, 1, 2, 2, 2, 3)$, we find no problem when $\phi^*(x_1) \neq 0$ except that $X$ is then a complete intersection rather than in this Grassmannian format, but when $\phi^*(x_1) = 0$ the regular pullback is not quasismooth at the index three point.

We seek threefolds, and in this format negative key weights do not arise:

**Proposition 3.7.** Let $X$ be a variety in CGr(2, 5) format with ambient weights $\chi$. If $X$ is of dimension $\geq 3$ and quasismooth, then $\chi$ consists of strictly positive integers.

**Proof.** If not, then without loss of generality $\phi^*(x_1) = 0$ and any point of $X$ in the locus

$$(\phi^*(x_1) = \cdots = \phi^*(x_7) = 0) \subset X$$

is a non-quasismooth point (the Jacobian has at most
2 non-zero rows here). This locus is necessarily non-empty if \( \dim X \geq 3 \).

This Proposition does not rule out isolated singular points. For example, there could be a canonical threefold with non-quasismooth terminal singularities (these have embedding dimension one, by Mori [Mori 85] and Reid [Reid 83], which can achieved locally) but we do not construct one.

### 3.2. The Hilbert series of a canonical threefold

Let \( P = \frac{1}{r}(r-1, a, r-a) \) be a terminal quotient singularity with \( r > 1 \) and \( 1 \leq a < r \) coprime integers. (The first weight is \( r - 1 \) since we consider varieties polarized by their canonical class.) Following [Buckley et al. 13], we define

\[
A = \frac{1-t'}{1-t} = 1 + t + t^2 + \cdots + t^{r-1} \quad \text{and} \quad B = \prod_{b \in L} \frac{1-t^b}{1-t},
\]

and let \( C = C(t) \) be the Gorenstein symmetric polynomial with integral coefficients such that \( BC \equiv 1(\text{mod} A) \) whose exponents lie in the integer range \( \{[c/2] + 1, \ldots, [c/2] + r - 1\} \) (we abbreviate this to \( ^*C \) is supported on \( [\alpha, \beta] \) for appropriate integers \( \alpha, \beta \)).

In our case \( X \) is a threefold with terminal singularities polarized by \( K_X \), hence \( c = 5 \).

**Theorem 3.8 ([Buckley et al. 13, Theorem 1.3]).** Let \( X \) be a canonical threefold with basket \( B \). For a terminal quotient singularity \( Q = \frac{1}{r}(r-1, a, r-a) \), define

\[
P_{\text{orb}}(Q) = \frac{B(t)}{(1-t)(1-t')},
\]

where \( B = B(t) \) is a polynomial supported on \( [3, r+1] \) which satisfies

\[
B \times \prod_{b \in [r-1, a, r-a]} (1-t^b)/(1-t) \equiv 1 \quad \text{mod} \quad 1-t'/1-t.
\]

Then the Hilbert series of \( X \) polarized by \( K_X \) is

\[
P_X = P_{\text{ini}} + \sum_{Q \in B} P_{\text{orb}}(Q),
\]

where

\[
P_{\text{ini}} = 1 + at + bt^2 + bt^3 + at^4 + t^5
\]

for integers \( a := P_1 - 4 \) and \( b := P_2 - 4P_1 + 6 \).

The relationship between \( a, b \) and plurigenera \( P_1, P_2 \) is determined by the expansion

\[
P = 1 + P_1t + P_2t^2 + \cdots = 1 + (a+4)t + (b+4a+10)t^2 + \cdots,
\]

since each series \( P_{\text{orb}}(t) \) has no quadratic terms or lower.

**Example 3.9.** Suppose that \( p = \frac{1}{r}(1, 1, 1) \). We have \( A = 1 + t \) and \( B = 1 \), so the inverse of \( B \) is 1 modulo \( A \). The numerator of \( P_{\text{orb}}(p) \) is supported in the range \([3, 3]\). Observe that \(-t^5 \equiv 1(\text{mod} A)\), so

\[
P_{\text{orb}}(p) = \frac{-t^5}{(1-t)^3(1-t')},
\]

Expanded formally as a power series, \( P_{\text{orb}}(p) = -t^5 - 3t^6 - 7t^7 - 10t^8 - \cdots \).

**Example 3.10.** Suppose now that \( p = \frac{1}{r}(3, 5, 7) \). Observing that

\[
B = (1 + t + \cdots + t^6)(1 + t + t^2)(1 + t + t^2 + t^3 + t^4)
\]

\[
\equiv -t^2(-t^3 - t^4 - t^5 - t^7)(1 + t + t^2 + t^3 + t^4)
\]

\[
\equiv t^2(1 + t + t^2 + t^3 + t^4)^2,
\]

where the equivalence is taken modulo \( A = 1 + t + \cdots + t^7 \), it is clear that

\[
B^3(1 + t^5 + t^{10})(t^5 + t^{10} + t^{15})B
\]

\[
\equiv t^5(1 + t + \cdots + t^{19})(t^5 + t^6 + \cdots + t^{19})
\]

\[
\equiv t^5, t^{15}, t^5, t^{15}
\]

\[
\equiv 1.
\]

So we have an inverse for \( B \). To shift this inverse into the desired range of exponents (and hence find \( C \)), we use the fact that \( t^8 \equiv 1(\text{mod} A) \):

\[
t^8(1 + t^5 + t^{15})(t^5 + t^6 + t^7)
\]

\[
\equiv t^3(t^5 + t^7 + t^8 + t^6 + t^4 + t^7 + t^4 + t)
\]

\[
\equiv t^3(-3 - 2t - 2t^3 - 2t^4 - 2t^5 - 3t^6).
\]

Thus

\[
P_{\text{orb}}(p) = \frac{-3t^3 - 2t^4 - t^5 - t^6 - t^7 - 2t^8 - 3t^9}{(1-t)^3(1-t^8)}.
\]

Until the final step all the polynomials appearing had non-negative coefficients. Since the last subtraction was required only to eliminate the out-of-range \( t^7 \) monomial, and since this monomial had the largest coefficient, we see that every coefficient of the numerator of \( P_{\text{orb}}(p) \) is strictly negative. This is the case in general for canonically polarized terminal quotient singularities.

**Theorem 3.11.** Let \( X \) be a canonically-polarized threefold, and \( p \in X \) be a terminal quotient singularity \( \frac{1}{r}(-1, a, -a) \) for coprime integers \( r > 1 \) and \( 1 \leq a < r \). Define \( m \in \mathbb{Z} \) by the conditions \( 0 < m \leq r/2 \) and \( am \equiv -1(\text{mod} r) \). Then
\[ C(t) = ct^3 + \cdots + c_{r+1}t^{r+1}, \]
where
\[ c_{i+3} = \begin{cases} 
i_a - m & \text{if } 0 < i_a \leq m, \\
m - i_a & \text{if } m < i_a \leq 2m - 1, \\
- m & \text{otherwise}. \end{cases} \]

Here \(0 < i_a \leq r\) satisfies \(i_a \equiv -im \pmod{r}\). More concisely,
\[ c_{i+3} = -\min\{m, |m - i_a|\}. \]

Notice that it might be necessary to switch the roles of \(a\) and \(-a\) in order for such an \(m\) to exist – this is implicit in the statement of the theorem. For example, when considering Example 3.10, we are forced to take \(a = 5\).

Theorem 3.11 computes \(P_{\text{orb}}\) for singularities of the form \(Q = \frac{1}{t}(-1,a,-a)\). Multiplying by the natural denominator, the leading terms are
\[(1-t)^2(1-t')P_{\text{orb}}(Q) = -mt^3 - \min\{m,r-2m\}t^4 - \cdots,\]
where \(m = -1/a(\mod{r})\), as in the theorem.

**Corollary 3.12.** Let \(P_{\text{orb}}(p) = a_0 + a_1t + a_2t^2 + \cdots \in \mathbb{Z}[t]\) for some terminal quotient singularity \(p \in X\). Then \(a_0 = a_1 = a_2 = 0\) and \(a_i < 0\) for all \(i \geq 3\). In particular there exists a bound on the number of singularities of \(X\) in terms of \(p_0\) and \(P_2\).

**Proof of Theorem 3.11.** With notation as above, observe that
\[ B = (1 + t + \cdots + t^{-2})(1 + \cdots + t^{-a})(1 + \cdots + t^{-a-1}) \equiv t^{-a-1}(1 + t^{a-1})(t^{a-1} + \cdots + t^{-1})(\mod{A}) = t^{a^2-a^2}(1 + t + \cdots + t^{-a^2}). \]

With \(m\) as defined in the theorem,
\[ t(1 + t^a + t^{2a} + \cdots + t^{(m-1)a})(1 + t + t^2 + \cdots + t^{a-1}) = t + t^2 + \cdots + t^{ma}, \]
which is congruent to \(-1\) modulo \(A\). Hence
\[ C \equiv t^{a^2+1} \cdot t^2(1 + t^a + \cdots + t^{(m-1)a})^2(\mod{A}) = t^3(1 + t^a + t^{2a} + \cdots + t^{(m-1)a})(t^a + t^{2a} + \cdots + t^{ma}). \]

We consider the product of factors
\[ C_i = (1 + t^a + t^{2a} + \cdots + t^{(m-1)a})(t^a + t^{2a} + \cdots + t^{ma}). \]

Recall that the numerator \(C\) of \(P_{\text{orb}}(p)\) is supported in \([3,r+1]\); we compute this by finding the integral polynomial equivalent to \(C_1\) modulo \(A\) supported in \([0,r-2]\).

The terms of \(C_1\) arise as a product \(t^i\) with \(0 \leq j \leq m-1\) from the first factor and \(t^{ia}\) with \(1 \leq k \leq m\) from the second. Hence, the coefficient of \(t^{ia}\) in the resulting expansion is given by
\[ \{ i, \quad \text{if } 0 < i \leq m; \]
\[ 2m - i, \quad \text{if } m < i \leq 2m - 1. \]

Since \(a\) is coprime to \(r\), the resulting monomials are equivalent modulo \(1 - t^r\) (and hence also modulo \(A\)) to distinct powers of \(t\) in the range \(t, \ldots, t^{r-1}\) (recall that by definition \(2m - 1 \leq r - 1\)). We obtain the equivalent polynomial
\[ C_1 \equiv C'_1 t + \cdots + C'_{r-1} t^{r-1}(\mod{A}), \]
where
\[ C'_i = \begin{cases} i, & \text{if } 0 < i \leq m; \\
2m - i, & \text{if } m < i \leq 2m - 1; \\
0, & \text{otherwise}. \end{cases} \]

Subtracting \(mA\) from this (to shift the degree down by one) gives the desired result. \(\square\)

### 4. Enumeration of Hilbert series and varieties

We aim to construct \(d\)-dimensional varieties \(X \subset \mathbb{C}^n\) of codimension \(c\), and fix integers \(d,k \in \mathbb{Z}\) with \(d \geq 2\) and a class of singularities \(Q\) for which \(P_{\text{orb}}(Q)\) is computable. We aim to construct \(d\)-dimensional varieties \(X\) in weighted projective space that have \(K_X = \mathcal{O}_X(k)\), singularities in the chosen class, and key variety \(V\). This pseudo-algorithm is similar in spirit to that of Corti and Reid [Corti and Reid 02] and Qureshi and Szendrői [Qureshi and Szendrői 12], but differs in that here we determine the target Hilbert series first and then try to match a basket, rather than choosing a basket and computing the Hilbert series.

#### 4.1. The general process to find orbifolds

Fix a key variety \(V \subset \mathbb{C}^n\) of codimension \(c\), and fix integers \(d,k \in \mathbb{Z}\) with \(d \geq 2\) and a class of singularities \(Q\) for which \(P_{\text{orb}}(Q)\) is computable. We aim to construct \(d\)-dimensional varieties \(X\) in weighted projective space that have \(K_X = \mathcal{O}_X(k)\), singularities in the chosen class, and key variety \(V\).
ii. List all possible ambient weights $W$ for which there is a map $\phi : \mathbb{C}^{d+c+1} \to \mathbb{C}^n$ that is equivariant of degree zero with respect to the diagonal $\mathbb{C}^*$ action with weights $W$ in the domain and $\chi$ in the codomain; that is, $\phi$ is defined by a vector of $n$ polynomials homogeneous with respect to $W$ of weights exactly $\chi$ (and not a multiple of $\chi$).

iii. Setting $\check{X} = \phi^{-1}(\check{V})$, write out the Hilbert series $P_X(t)$ of $X = \check{X} / W \mathbb{C}^* \subset \mathbb{P}(W)$, and determine the initial term $P_{\text{ini}}(t)$.

iv. Set $R(t) = P_X(t) - P_{\text{ini}}(t)$. Compute all ways of realizing $R(t) = \sum_{Q \in B} P_{\text{orb}}(Q)$ for finite sets $B$ of singularities of the chosen family. If there are no solutions, then a variety cannot be realized admitting only the given class of singularities.

v. Accept or reject candidate Hilbert series according to whether or not there exists an orbifold in the given format that realizes it.

Apart from the final step (v), this process can be automated on any computer algebra system—it uses only standard tools such as rational functions and power series. Steps (i) and (v) rely on knowledge of the chosen format. The other steps are essentially independent of the format, and we discuss these first.

### 4.1.1. Step ii: Enumerating the ambient weights

The maximum key weight $\chi_{\text{max}}$ is part of the format. For orbifolds (or canonical threefold with terminal singularities) no variable can be omitted from the equations, so the largest degree occurring in any ambient weight sequence $W$ cannot exceed $\chi_{\text{max}}$. Together with the condition that $\sum_{a \in W} a = k - k_\chi$, this implies that there are only finitely many weight sequences $W$, and they can easily be computed with standard techniques. (One can immediately reject sequences that will lead to non-well-formed varieties, for example when $W$ has a nontrivial common divisor.)

### 4.1.2. Step iii: Recovering the Hilbert series $P_X$ and $P_{\text{ini}}$

For each choice of $\chi$ and of $W$, we suppose that suitable regular pullback $\phi$ exists, and write $P_X(t)$ using the formula of Proposition 3.3. As power series expansions, the $P_{\text{orb}}$ summands have terms that start in degree $[d + k + 1] + 1$, so that $P_{\text{ini}}$ agrees with $P_X$ in all degrees up to its center of Gorenstein symmetry. So to compute the numerator of $P_{\text{ini}}$ we need only determine whether any equations have low degrees and compensate appropriately in the corresponding coefficients of $P_X$. For canonical threefold, the coefficients of $t$ and $t^2$ are enough.

### 4.1.3. Step iv: Polytopes and knapsack kernels

Next, we match the possible $P_{\text{orb}}$ contributions arising from the candidate singularities $\sigma_1, \ldots, \sigma_m$ to the Hilbert series, and so build the possible baskets. This is a “knapsack”-style search: summing non-negative multiples of a known collection of vectors to obtain a given solution. The first few terms of each possible $P_{\text{orb}}$ contribution, together with the target sequence $P_X - P_{\text{ini}}$, are used to construct a polyhedron in the positive orthant whose integer points $(a_1, \ldots, a_m) \in \mathbb{Z}_+^m$ give solutions to $\sum a_i P_{\text{orb}}(\sigma_i) = P_X - P_{\text{ini}}$. It is an important point that the resulting polyhedron may be infinite: it decomposes into a sum of a compact polytope $Q$ and a (possibly empty) tail cone $C$. The points in $Q$ correspond to the possible baskets for $X$, whilst the Hilbert basis of $C$ describes the possible “kernels”; that is, collections of singularities whose net $P_{\text{orb}}$ contribution is zero, so can be added to any basket.

### 4.1.4. Remarks

The process described above does not even in principle give rigorous classification results—the key varieties we use have infinitely many diagonal $\mathbb{C}^*$ actions. It is worth being clear about where the process is finite and determined, where it is infinite but under control, and where it contains essentially infinite searches.

i. The ambient weights $W$ are solutions to a “knapsack”-type problem—find a fixed number of strictly positive integers with a given sum. Such problems of course have a finite solution, with well-documented algorithms, if one wants to implement them. Our approach has a striking virtue: it is easier to solve for ambient weights $W$ if one imposes additional conditions on the weights than if one does not. For example, to find cases of canonical threefold with empty bi-canonical linear system we can solve for $W$ among integers $\geq 3$. Such conditions dramatically simplify the problem; compare Section 1.2.

ii. As explained in Section 4.1.3, the list of possible baskets that solve the purely numerical problem of completing $P_{\text{ini}}$ to the Hilbert series $P_X$ can be infinite. But even then, it is represented by the points of a finitely determined polyhedron, and these points can be enumerated in a systematic order, from “small” baskets to “large” baskets.
### Table 3. Codimension three.

| Variety | Basket $\mathcal{B}$ | $K_2^2$ | $\chi$ | $K_2c_2$ | $w$ | Syz weights |
|---------|----------------------|--------|------|----------|----|-------------|
| $X_{0,4}$ | $\subset \mathbb{P}(1^7)$ | 20 | –6 | 144 | (0, 1, 1, 1, 1) | 1 1 1 1 |
| $X_{0,6}$ | $\subset \mathbb{P}(1^7, 2)$ | 14 | –5 | 120 | $\frac{1}{2}(1, 1, 1, 3, 3)$ | 1 1 2 2 |
| $X_{0,6,5}$ | $\subset \mathbb{P}(1^7, 2^2)$ | $\frac{19}{7}$ | –4 | $\frac{196}{7}$ | (0, 1, 1, 1, 2) | 1 2 2 2 |
| $X_{0}$ | $\subset \mathbb{P}(1^7, 2^2)$ | 10 | –4 | 96 | (1, 1, 1, 1, 1) | 2 2 2 2 |
| $X_{3,9}$ | $\subset \mathbb{P}(1^7, 2^2)$ | 3 | $\frac{13}{2}$ | –3 | $\frac{133}{7}$ | $\frac{1}{2}(1, 1, 3, 3, 3)$ | 1 2 2 2 |
| $X_{3,9,6}$ | $\subset \mathbb{P}(1^7, 2^2, 3)$ | $\frac{11}{7}$ | –3 | $\frac{157}{11}$ | (0, 1, 1, 2, 2) | 1 1 2 2 |
| $X_{3,9,6,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3)$ | $\frac{7}{2}$ | –2 | $\frac{111}{7}$ | $\frac{1}{2}(1, 1, 3, 3, 5)$ | 1 2 2 3 |
| $X_{3,9,7}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{11}{8}$ | –3 | $\frac{112}{8}$ | (0, 1, 1, 2, 3) | 1 2 3 3 |
| $X_{3,9,7,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | 2 | $\frac{3}{2}$ | 51 | (1, 1, 1, 2, 2) | 2 2 3 3 |
| $X_{3,9,7,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | 7 | $\frac{3}{2}$ | –1 | $\frac{67}{7}$ | (1, 1, 2, 2, 2) | 2 2 3 3 |
| $X_{3,9,7,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | 4 | $\frac{3}{2}$ | –1 | $\frac{38}{7}$ | $\frac{1}{3}(1, 3, 3, 5)$ | 2 2 3 3 |
| $X_{3,9,7,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | 2 | $\frac{3}{2}$ | 7 | (1, 1, 2, 2, 2) | 2 2 3 3 |
| $X_{3,9,7,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | 3 | $\frac{3}{2}$ | –1 | $\frac{140}{7}$ | (0, 1, 2, 3, 4) | 1 2 3 4 |
| $X_{3,9,7,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | 7 | $\frac{3}{2}$ | 0 | $\frac{17}{2}$ | $\frac{1}{3}(1, 3, 5, 5, 7)$ | 2 3 3 4 |
| $X_{3,9,7,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | 0 | $\frac{3}{2}$ | 0 | $\frac{44}{9}$ | $\frac{1}{3}(1, 3, 5, 5, 7)$ | 3 4 4 5 |
| $X_{3,9,7,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{10}$ | 0 | $\frac{160}{11}$ | (1, 2, 2, 3, 4) | 3 3 4 5 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{12}$ | 0 | $\frac{46}{11}$ | $\frac{1}{3}(1, 3, 5, 5, 7)$ | 3 4 4 5 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{13}$ | –1 | $\frac{140}{7}$ | (1, 2, 2, 3, 4) | 3 3 4 5 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{14}$ | 0 | $\frac{44}{9}$ | $\frac{1}{3}(3, 5, 7, 9, 11)$ | 4 4 5 6 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{15}$ | 0 | $\frac{46}{11}$ | $\frac{1}{3}(3, 5, 7, 9, 11)$ | 4 4 5 6 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{16}$ | 0 | $\frac{44}{9}$ | (3, 5, 7, 9, 11) | 4 5 6 7 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{17}$ | 0 | $\frac{46}{11}$ | (3, 5, 7, 9, 11) | 4 5 6 7 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{18}$ | 0 | $\frac{44}{9}$ | (3, 5, 7, 9, 11) | 4 5 6 7 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{19}$ | 0 | $\frac{46}{11}$ | (3, 5, 7, 9, 11) | 4 5 6 7 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{20}$ | 0 | $\frac{44}{9}$ | (3, 5, 7, 9, 11) | 4 5 6 7 |
| $X_{3,9,7,0,0,0,0,0,0,0,0,0}$ | $\subset \mathbb{P}(1^7, 2^2, 3^2)$ | $\frac{1}{21}$ | 0 | $\frac{46}{11}$ | (3, 5, 7, 9, 11) | 4 5 6 7 |

(Continued)
Any given candidate variety has known ambient weights and equation degrees, and so only finitely many of these baskets could possibly occur.

The kind of elementary calculation one faces is this: if the ambient stratum that has an index three stabilizer is \( \Gamma = \mathbb{P}(3,6) \), and if one of the equations has degree 12, then, unless the format forces this equation to vanish along \( \Gamma \), there cannot be more than two orbifold points of index three, since this equation restricted to \( \Gamma \) is quadratic.

iii. Although many geometrically important searches will have a finite solution (compare \cite{Johnson}, Theorem 4.1) for quasismooth hypersurfaces, the search routine outlined above does not have a stopping condition, and we cannot know if or when all solutions have been found. This is in the same spirit as Iano-Fletcher’s original enumeration for Fano threefold in codimension two (retrospectively complete by \cite{Chen}), but differs from Reid’s computation of the 95 Fano hypersurfaces and Johnson–Kollár’s calculation of Fano complete intersections. For many of our searches, we simply continue searching until no new results appear; see the columns \( k_{\text{last}} \) and \( k_{\text{max}} \) of Table 1.

iv. The process as stated works in any generality for any key variety. We describe the Gr(2,5) format in detail in Section 4.2, and sketch some other formats in Section 5.1.

v. We have not used the condition that \( \varphi \) exists except to bound the weights appearing in \( W \), nor have we enforced the condition that \( \varphi^{-1}(V) \) is Cohen–Macaulay. Both of these are postponed to the final step.

### 4.2. Canonical threefold in Gr(2,5) format

We make formats with the codimension three key variety \( V = \text{CGr}(2,5) \) of Example 3.5 and its usual Pfaffian free resolution.

#### 4.2.1. Steps i–iv

Iterating over the possible gradings \( \chi \) is one pass through an infinite loop. By Corti and Reid \cite{Corti}, \( \chi \) is determined by a vector \( (w_1, \ldots, w_5) \) with either all \( w_i \in \mathbb{Z} \) or all \( w_i \in \frac{1}{2} + \mathbb{Z} : \) for Plücker coordinates \( x_{ij} \) with \( 1 \leq i < j \leq 5 \), set \( \deg x_{ij} = w_i + w_j \), and then \( \chi = (w_{ij}) \). To enumerate all possible \( w \), we may assume \( w_1 \leq \cdots \leq w_5 \). By Proposition 3.7, when \( d \geq 3 \) all key variables have positive degrees, so \( w_1 + w_2 > 0 \), and in particular \( w_2 > 0 \). The adjunction number of the key variety is \( k_\chi = 2 \sum w_i \). A naive search routine now computes all \( w \) satisfying these conditions for a given \( k_\chi \) (which is finite), and the full search is carried out in increasing adjunction number \( k_\chi = 1, 2, \ldots ; \) this is the only point where the search is not finite.

The weights of the five equations, \( d_j = (\sum w_i) - w_{6-j} \), are determined by the format and satisfy \( d_1 \leq \cdots \leq d_5 \). For Step ii, we choose weights \( a_0 \leq \cdots \leq a_6 \) of a potential ambient space \( \mathbb{P}(a_0, a_1, \ldots, a_6) \). To find canonical varieties, we choose \( \sum a_i = k-1 \).

If \( X \subset \mathbb{P}(a_0, a_1, \ldots, a_6) \) is a variety in this format, then its Hilbert series is \( P_X(t) = P_{\text{num}}/II \), where \( II := \prod (1-t^{a_i}) \) and

\[
P_{\text{num}} := 1-t^d_1 - \cdots - t^d_5 + t^{k-d_5} + \cdots + t^{k-d_1} - t^k
\]

with \( k = 2 \sum w_i \).

It is easy to see that for canonical threefolds there will be no equations of degree two, and so the first two coefficients of the power series expansion \( P_X = 1 + P_1 t + P_2 t^2 + \cdots \) are \( P_1 = c_1 \) and \( P_2 = c_2 + \frac{1}{2} c_1 (c_1 + 1) \), where \( c_j \) is the number of \( a_i \) equal to \( s \).

#### 4.2.2. Step v: Complete intersections in cones

In practice, it is often convenient to treat candidate varieties as complete intersections inside projective cones, even though the regular pullbacks we use can be more general. If possible we apply Bertini’s theorem. However, when there are many different weights bigger than one, the base loci appearing in successive ample systems tend to be large.

**Example 4.1.** Number 4 in Table 3: \( X \subset \mathbb{P}(1^5, 2^2) \). Let \( V_1 \subset \mathbb{P}(1^5, 2^{10}) \) be the projective cone over \( V \) with

| Variety | Basket \( B \) | \( K_3 \) | \( \chi \) | \( K_{\chi} \) | \( w \) | Syz weights |
|---------|----------------|------|------|--------|------|-----------|
| \( X_{12, 13, 14, 15, 16} \subset \mathbb{P}(3,4^2, 5^2, 6, 7) \) | \( 2 \times \frac{1}{2}(1,1,1), \frac{1}{2}(1,2,2), 2 \times \frac{1}{4}(1,3,3), 2 \times \frac{1}{8}(1,4,4), \frac{1}{8}(2,3,4) \) | \( \frac{1}{18} \) | 1 | \( \frac{40}{18} \) | \( \frac{1}{2}(3,5,7,9,11) \) | 4 5 6 7 8 6 7 8 9 10 |
Table 4. Codimension five.

| Variety                              | Basket $B$                          | $K_2 \chi$ | $K_2 C_2$ | $\alpha$ and $\omega$ | Variable weights $x, y, z$ |
|--------------------------------------|-------------------------------------|-------------|------------|------------------------|-----------------------------|
| $X_{5,5,5,4}$                         | $2 \times \frac{1}{2}(1,1,1)$      | 21          | 6          | 147                    | 1                           | 1 1 1 2                      |
| $\subset \mathbb{P}(1^7, 2^2)$       |                                     |             |            |                        | (0, 0, 0, 1)               | 2 2 2 2                      |
| $X_{6,5,5,5}$                         | $5 \times \frac{1}{2}(1,1,1)$      | $\frac{22}{7}$ | $-4 \frac{44}{7}$ | 1                        | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 2 2 2                      |
| $\subset \mathbb{P}(1^5, 2^4)$       |                                     |            |            |                        | 3 2 2 2                     | 2 2 2 2                      |
| $X_{6,5,5,6}$                         | $\frac{1}{2}(1,2,2)$               | $\frac{46}{7}$ | $-5 \frac{44}{7}$ | 1                        | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 2 2 2                      |
| $\subset \mathbb{P}(1^6, 2^2, 3)$    |                                     |            |            |                        | 3 2 2 2                     | 2 2 2 2                      |
| $X_{6,5,5,6,5}$                      | $4 \times \frac{1}{2}(1,1,1), \frac{3}{2}(1,2,2)$ | $\frac{22}{7}$ | $-3 \frac{44}{7}$ | 1                        | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 2 2 2                      |
| $\subset \mathbb{P}(1^4, 2^4, 3)$    |                                     |            |            |                        | 3 3 2 2                     | 2 2 2 2                      |
| $X_{6,6,5,5}$                         | $12 \times \frac{1}{2}(1,1,1)$     | 6           | 2          | 66                     | 2                           | 2 2 2 2                      |
| $\subset \mathbb{P}(1^1, 2^6)$       |                                     |             |            |                        | (0, 0, 0, 0, 0)            | 2 2 2 2                      |
| $X_{6,6,5,5,5}$                      | $3 \times \frac{1}{2}(1,1,1), \frac{3}{2}(1,3,3)$ | $\frac{44}{7}$ | $-2 \frac{44}{7}$ | 1                        | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 2 2 2                      |
| $\subset \mathbb{P}(1^1, 2^3, 3^2, 4)$ |                                     |            |            |                        | 4 4 3 3                     | 2 2 2 2                      |
| $X_{6,6,5,5,6}$                      | $7 \times \frac{1}{2}(1,1,1), 3 \times \frac{1}{2}(1,2,2)$ | $\frac{3}{2}$ | $-1 \frac{12}{3}$ | 1                        | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 2 2 2                      |
| $\subset \mathbb{P}(1^2, 2^4, 3^3)$  |                                     |            |            |                        | 4 4 3 3                     | 2 2 2 2                      |
| $X_{6,6,5,5,6,6}$                    | $6 \times \frac{1}{2}(1,1,1), \frac{1}{2}(2,3,4)$ | $\frac{3}{2}$ | $-1 \frac{12}{3}$ | 1                        | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 2 2 2                      |
| $\subset \mathbb{P}(1^1, 2^3, 3^2, 4, 5)$ |                                     |            |            |                        | 5 5 4 4                     | 2 2 2 2                      |
| $X_{6,6,5,5,6,6,6}$                  | $2 \times \frac{1}{2}(1,1,1), 2 \times \frac{1}{2}(1,3,3)$ | $\frac{3}{2}$ | $-1 \frac{12}{3}$ | 1                        | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 2 2 2                      |
| $\subset \mathbb{P}(1^2, 2^2, 3^3, 4^2)$ |                                     |            |            |                        | 5 5 4 4                     | 2 2 2 2                      |
| $X_{6,6,5,5,6,6,6,6}$                | $6 \times \frac{1}{2}(1,1,1), 6 \times \frac{1}{2}(1,2,2)$ | 1           | 0          | 25                     | 1                           | 1 2 2 3                      |
| $\subset \mathbb{P}(1^2, 2^3, 4^4, 5)$ |                                     |             |            |                        | (0, 0, 1, 1, 2)            | 2 2 2 3                      |
| $X_{6,6,5,5,6,6,6,6}$                | $7 \times \frac{1}{2}(1,1,1), 4 \times \frac{1}{2}(1,2,2), \frac{1}{2}(1,3,3)$ | $\frac{13}{17}$ | $0 \frac{22}{17}$ | 2                        | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 2 2 3                      |
| $\subset \mathbb{P}(1^2, 2^3, 4^4, 5)$ |                                     |            |            |                        | 4 4 3 3                     | 2 2 2 3                      |
| $X_{6,6,5,5,6,6,6,6}$                | $5 \times \frac{1}{2}(1,1,1), 3 \times \frac{1}{2}(1,2,2), \frac{1}{2}(1,4,4)$ | 7           | 0          | 203                    | 2                           | 2 3 3 3                      |
| $\subset \mathbb{P}(1^2, 2^3, 4^2, 5^4)$ |                                     |             |            |                        | (0, 0, 1, 1, 1)            | 5 5 4 4                     |
| $X_{6,6,5,5,6,6,6,6,6}$              | $8 \times \frac{1}{2}(1,1,1), 5 \times \frac{1}{2}(1,2,2), 2 \times \frac{1}{2}(2,3,4)$ | $\frac{4}{15}$ | 1           | $\frac{164}{15}$ | 2                           | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 3 3 3                      |
| $\subset \mathbb{P}(2^2, 3^3, 4^2, 5^3)$ |                                     |            |            |                        | 6 6 5 5                     | 2 3 3 3                      |
| $X_{6,6,5,5,6,6,6,6,6,6}$            | $4 \times \frac{1}{2}(1,1,1), 2 \times \frac{1}{2}(1,4,4)$ | $\frac{3}{5}$ | 0           | $\frac{78}{5}$ | 2                           | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 3 3 3                      |
| $\subset \mathbb{P}(1^2, 2^3, 4^2, 5^4)$ |                                     |            |            |                        | 6 6 5 5                     | 2 3 3 3                      |
| $X_{6,6,5,5,6,6,6,6,6,6}$            | $3 \times \frac{1}{2}(1,1,1), \frac{1}{2}(1,3,3), \frac{1}{2}(3,4,6)$ | $\frac{9}{8}$ | 0           | $\frac{42}{8}$ | 1                           | $\frac{1}{2}(-(1,1,1,1,1))$ | 2 3 3 4                      |
| $\subset \mathbb{P}(1^2, 2^3, 4^2, 5^6, 6, 7)$ |                                     |            |            |                        | 8 7 6 5                     | 3 3 4 5                      |
| $X_{6,6,5,5,6,6,6,6,6,6,6}$          | $4 \times \frac{1}{2}(1,1,1), 3 \times \frac{1}{2}(1,3,3), 3 \times \frac{1}{2}(2,3,4)$ | $\frac{3}{20}$ | 1           | $\frac{113}{20}$ | 3                           | $\frac{1}{2}(-(1,1,1,1,1))$ | 3 4 4 4                      |
| $\subset \mathbb{P}(2^2, 3^3, 4^2, 5^3)$ |                                     |            |            |                        | 6 6 5 5                     | 4 4 4 5                      |

(Continued)
vertex \( \mathbb{P}^d \), which is also the locus of non-quasismooth points. Then \( X \subset V_1 \) is the complete intersection of eight quadrics. The system of quadrics has empty base locus, and between them they miss the vertex, so \( X \) is quasismooth by Bertini’s theorem.

Numbers 1 and 2 in Table 3 work in the same way: the complete intersection in the end has empty base locus because there are no coprime weights to be eliminated.

**Example 4.2.** Number 6 in Table 3: \( X \subset \mathbb{P}(1^4, 2^2, 3) \). Let \( V_1 \subset \mathbb{P}(1^4, 2^3, 3^4, 4) \) be the projective cone over \( \tilde{V} \) with vertex \( \mathbb{P}^1 \). Consider \( V_2 \subset V_1 \), a general complete intersection of three cubics. Between them, these cubics miss \( V_1 \cap \mathbb{P}(3^4) \), since that is codimension one in \( \mathbb{P}(3^4) \), and they miss the vertex too. But each cubic does have base locus \( V_1 \cap \mathbb{P}(2^3, 4) \), which is codimension one in \( \mathbb{P}(Z^3, 4) \), and is in fact a surface together with residual point. So at this stage, we know that \( V_1 \subset \mathbb{P}(1^4, 2^3, 3, 4) \) is quasismooth away from that locus. (Eliminating the variables does not cause confusion, since the locus of concern is exactly where they all vanish, and so it does not move away from \( \mathbb{P}(2^3, 4) \) when we eliminate—that is obvious in this case, since that is the only stratum with any index two stabilizer, but we need to know this in other situations later too.)

Now let \( V_3 \subset V_2 \) be the locus of a general quartic. The linear system of quartics has base locus \( V_2 \cap \mathbb{P}(3^4) \), but that is empty. So \( V_3 \subset \mathbb{P}(1^4, 2^3, 3) \) is quasismooth away from a curve \( \Gamma \subset \mathbb{P}(2^3) \). Finally, \( X \subset V_3 \) is the locus of a general quadric. The system of quadrics has empty base locus on \( V_3 \), so the only question remains about the point(s) where the quadric vanishes on \( \Gamma \). But it is easy to write equations for a specific \( X \) that meets \( \mathbb{P}(2^3) \) in a single point that is manifestly quasismooth, and so the general \( X \) is quasismooth as claimed.

Numbers 3, 5, and 7–11 in Table 3 work in the same way: each new hypersurface cuts the existing base locus down, but there is new base locus to consider too.

**Example 4.3.** Number 12 in Table 3: \( X \subset \mathbb{P}(1^2, 2^3, 3^2, 4) \). Let \( V_1 \subset \mathbb{P}(1^2, 2^2, 3^3, 4^4, 5) \) be the projective cone over \( \tilde{V} \) with vertex \( \mathbb{P}^1 \). The final variety \( X \) will simply be a \( 3, 4, 4, 4, 5 \) complete intersection in \( V_1 \), but Bertini’s theorem is not so easy to apply since most low-degree linear systems have rather large base locus. Nevertheless, with care it can still be made to work.

First consider \( V_2 \subset V_1 \), a general complete intersection of three quartics. Between them, these quartics miss \( V_1 \cap \mathbb{P}(4^4) \), since that is codimension one there, and they miss the vertex too. But each quartic does have base locus \( V_1 \cap \mathbb{P}(3^3, 5) \), which is a copy of \( \mathbb{P}(3^2, 5) \) and a residual index three point. (So far similar to the previous example.)

Now let \( V_3 \subset V_2 \) be the locus of a general quintic. It meets the previous base locus in \( V_3 \cap \mathbb{P}(3^3) \) — a line and a disjoint point—and it also has base locus of its own, namely

\[
(V_2 \cap \mathbb{P}(2^2, 4)) \cup (V_2 \cap \mathbb{P}(3^3, 4)).
\]

We leave the first of these for now, but note that the second is a collection of finitely many points, none of which are at the index four point. At this
stage, we have \( V_3 \subset \mathbb{P}(1^2,2^2,3^3,4) \), with the three groups of loci of concern.

Finally, \( X \subset V_3 \) is the locus of a general cubic. It misses all isolated base points, other than those lying in \( \mathbb{P}(2^2,4) \), and cuts the index three line in a single point; calculation on an example shows this point to be \( \frac{1}{2}(1,2,2) \) in general.

It remains to consider the locus \( V_3 \cap \mathbb{P}(2^2,4) \), since this is in the base locus of the linear system of cubics. Calculation on an example shows that this is finitely many \( \frac{1}{2}(1,1,1) \) points, and a standard weighted Hilbert–Burch calculation confirms that there are four such points (necessarily, from the original orbifold Riemann–Roch calculation, if you prefer).

One could continue, but the calculations become rather fiddly, with many distinct base loci to keep track of. We settle, at this stage, for computing sufficiently general examples over the rational numbers and using computer algebra to check that their Jacobian ideals define the empty set. For example, and using computer algebra to check that their Jacobian ideals define the empty set. For example, number 18 in Table 3, \( X \subset \mathbb{P}(3,4^2,5^2,6,7) \), can be realized by the Pfaffians of the skew \( 5 \times 5 \) matrix

\[
\begin{pmatrix}
y & t & v & w \\
v & w & xt + y^2 + z^2 \\
xu + yz & \lambda_3 \\
\end{pmatrix}
\]

### 4.2.3. Plurigenus invariants

We recall the plurigenus formula:

**Theorem 4.4** ([Reid 80, Theorem 5.5], [Fletcher 87, Theorem 2.5(4)]). Let \( X \) be a canonical threefold with singularity basket \( B \) and \( \chi = \chi(\mathcal{O}_X) \). Then

\[
h^0(X, mK_X) = (1 - 2m)\chi + \frac{m(m - 1)(2m - 1)}{12} K^3 + \sum_{p \in B} c_m(p)
\]

where, for \( p = \frac{1}{r}(-1,a,-a) \) and \( ab \equiv 1(\text{mod}(r)) \), we have

\[
c_m(p) = \sum_{i=1}^{m-1} \frac{ib(r - ib)}{2r}.
\]

Iano-Fletcher [Fletcher 87] gives four different expressions for the terms in the plurigenus formula. In fact, this formula holds exactly as stated for any projective threefold with canonical singularities. The plurigenus formula goes together with the Barlow–Kawamata formula [Kawamata 86] for \( K_X \cdot c_2(X) \):

\[
\pi^* K_X \cdot c_2(Y) = \sum_{Q} \frac{r^2 - 1}{r} - 24 \chi(\mathcal{O}_X),
\]

for any resolution \( \pi : Y \to X \).

**Corollary 4.5** (Basic numerology). Set \( P_m = h^0(X, mK_X) \) for \( m \in \mathbb{Z} \). It follows from Kawamata–Viehweg vanishing that

\[
P_m = \chi(X, mK_X), \quad \text{for} \ m \geq 2,
\]

and from **Theorem 2.1** that \( h^1(X, K_X) = h^2(X, \mathcal{O}_X) = 0 \) and \( h^2(X, K_X) = h^1(X, \mathcal{O}_X) = 0 \), so that

\[
P_1 = \chi(X, K_X) + 1, \quad \text{or equivalently that} \quad \chi(X, \mathcal{O}_X) = 1 - P_1.
\]

We use the plurigenus formula to calculate \( K_X^3 \) and \( K_X \cdot c_2(X) \) in Tables 3 and 4.

### 5. Other formats and varieties

#### 5.1. Other formats

We can consider any affine Gorenstein variety that admits some \( \mathbb{C}^* \) actions to be a Gorenstein format, following Reid [Reid 11, 1.5], so there are very many. We describe those that appear in Table 1. The point \( V = V(x_1 = \cdots = x_n = 0) \subset \mathbb{C}^n \) is a key variety, and regular pullbacks from formats based on this are complete intersections. Qureshi and Szendrő [Qureshi and Szendrői 11, Qureshi and Szendrői 12] use quasihomogeneous varieties for Lie groups as formats, extending those of Corti and Reid [Corti and Reid 02]. Other formats that often arise in practice for varieties in codimension four are included in [Brown et al. 12, Section 9] and [Brown et al. 18]; the rolling factors format is described by Stevens [Stevens 01], and is used by Bauer et al. [Bauer et al. 06] to construct surfaces of general type.

We can take products of formats to make new ones. Given two formats

\[
\tilde{V} = V(f_1, \ldots, f_s) \subset \mathbb{C}^n
\]

with key weights \( \chi = (\chi_1, \ldots, \chi_n) \) and Hilbert numerator \( N(t) \), and

\[
\tilde{U} = V(g_1, \ldots, g_r) \subset \mathbb{C}^m
\]

with key weights \( \psi = (\psi_1, \ldots, \psi_m) \) and Hilbert numerator \( M(t) \), we can make a format

\[
W = V(f_1, \ldots, f_s, g_1, \ldots, g_r) \subset \mathbb{C}^{n+m}
\]

with key weights \( (\chi_1, \ldots, \chi_n, \psi_1, \ldots, \psi_m) \) and Hilbert numerator \( N(t) \times M(t) \). (We omit the free resolution information here, since we do not need it for the calculations in Table 1.)

For example, the product of Gr(2,5) and a codimension one complete intersection describes (nonquasilinear) hypersurfaces inside weighted Grassmannian pullbacks, which have six equations.
and 10 first syzygies; in Table 1 we denote this format by $\text{Gr}(2, 5) \cap H$. Non-special canonical curves of genus six are in this format.

### 5.1.1. Orthogonal Grassmannian in codimension five

We recall the weighted orthogonal Grassmannians of Corti and Reid [Corti and Reid 02], and we list canonical threefold in this format in Table 4.

Let $w = (w_1, \ldots, w_5)$ as above $(w_i)$ all congruent modulo $\mathbb{Z}$ and have denominator one or two) and positive $u \in \mathbb{Z}$. These parameters will determine certain weights. There are 16 indeterminates: $x, x_1, \ldots, x_5$, and $x_{ij}$ for $1 \leq i < j \leq 5$. The 10 equations are

\[ xx_i = \text{Pf}_1(M) \quad \text{and} \quad M(x_1, \ldots, x_5)^t = (0, \ldots, 0)^t, \]

where $M$ is the antisymmetric $5 \times 5$ matrix with upper-triangular entries $x_{ji}$ and the signed maximal Pfaffians $\text{Pf}_1(M), \ldots, \text{Pf}_5(M)$ of $M$ are

\[ \text{Pf}_1(M) = (-1)^i (x_{ij} x_{km} - x_{ji} x_{km} + x_{jm} x_{ki}), \]

where $\{i, j, k, l, m\} = \{1, \ldots, 5\}$ and $j < k < l < m$.

These equations are homogeneous with respect to the weights

\[ \text{wt} x = u, \quad \text{wt} x_i = u + |w| - w_i, \quad \text{wt} x_{ij} = w_i + w_j + u, \]

so the 10 equations, respectively, have weights

\[ 2u + |w| - w_i \quad \text{and} \quad 2u + |w| + w_i, \quad \text{for} \ i = 1, \ldots, 5. \]

We may assume that $u = \text{wt} x$ is smallest weight in the format and that $w$ is ordered; these are normalizing conditions to prevent duplication of the same format (up to automorphism) for different choices of $u$ and $w$. We enforce that $w_i + w_j > 0$ for all $i, j$; in particular, only $w_1$ may be negative.

The 10 equations define $\tilde{V} = \text{COGr}(5, 10)$, the affine cone over the orthogonal Grassmannian; the weights determine a $\mathbb{C}^*$ action on $\tilde{V}$. We do not need to know more of the free resolution of the coordinate ring—in the given order, the Jacobian matrix is the matrix of first syzygies—except to note the canonical degree $k$ which is

\[ k_\tilde{V} = 4|w| + 8u. \]

The first example in Table 4 appears as [Corti and Reid 02, Example 5.1]. Arguing with Bertini’s theorem shows that the first five entries of the table really do exist as claimed. The argument becomes more involved, and we have not verified the remaining cases—although they do intersect the orbifold loci correctly—so they should be treated only as plausible candidates.

### 5.1.2. Comparison with known lists: the famous 95 and all that

We recalculated the known classifications of Fano threefolds that arise in the formats we compute. The classical Fano threefold of Table 1 can be found in [Iskovskikh and Prokhorov 99]. The famous 95 hypersurfaces of [Reid 80], the 85 codimension two complete intersections of Iano-Fletcher [Iano-Fletcher 00], and Altunok’s 69 codimension three $\text{Gr}(2, 5)$ cases all appeared early in their respective searches. (If run for K3 surfaces, the trigonal K3 surface of Example 3.6 also appears.) We find the classical $X_{3,2,2} \subset \mathbb{P}^6$ in codimension 3, and [Chen et al. 11] prove that there are no more Fano complete intersections. Although we do not list them in the table, we also checked Suzuki’s index two Fano threefold: 26 in codimension two and two in codimension three in [Brown and K. Suzuki 07] (Tables 2 and 3).

In higher codimensions, there will be many different formats, and any single format is likely to realize only a few of the possible varieties. In codimension 4, [Brown and Kasprzyk] lists 145 Hilbert series of Fano threefolds, whereas the $6 \times 10$ codimension 4 format of Section 5.1 realizes only a single family. The remaining 144 do exist, usually as two or more families: see [Brown et al. 12, Papadakis 08]. In codimension 5, again the format we demonstrate realizes a single family, while [Brown and Kasprzyk] lists 164 possible Hilbert series.

Canonical threefolds that arise as complete intersections appear in [Iano-Fletcher 00], and those lists are proved complete in [Chen et al. 11]; in particular, there are no examples in codimension 6 or higher. The codimension two and three complete intersections we find include some interesting near misses. Seven of the raw results are elliptic fibrations over rational surfaces, so not of general type, and we removed these by hand (see the columns #raw and #results in Table 1). Each one has a hyperquotient singularity of type $\frac{1}{4}(1, 1, 2; 3, 2)$ that is not terminal—but it takes more than numerical data to see that.

### 5.1.3. Hypersurfaces

Complete intersections in codimension one illustrate the limitations of this approach. Although we find the famous 95 easily, there are, also famously [Kreuzer and Skarke 00], 7555 quasismooth Calabi–Yau hypersurfaces, of which 317 have isolated quotient singularities. In theory, the algorithm will eventually find all of these 317 cases, but in practice our code finds only the first 194 of them before becoming unreasonably
slow; we include this case in Table 1 for completeness, but did not calculate it using this method.

There are other specialized algorithms that handle hypersurfaces more effectively. To find all 7555 independently of [Kreuzer and Skarke 00], one can use the well-known “quasismooth hypersurface” algorithm of [Johnson and Kollár 01, Reid 80] that we implement in [Brown and Kaspzyk 16]. That algorithm does not require the singularities to be isolated, but analyses all singular loci.

5.2. Other classes of variety

5.2.1. Calabi–Yau threefolds

A Calabi–Yau threefold is a threefold with $K_X = 0$ and $h^1(X, O_X) = h^2(X, O_X) = 0$ and canonical singularities. The Calabi–Yau map of Candelas, Lynker, and Schimmrigk [Candelas et al. 90] which lists weighted hypersurfaces has been enormously influential, and, together with its famous extension to toric hypersurfaces by Kreuzer and Skarke [Kreuzer and Skarke 00], it continues to motivate the subject. Qureshi and Szendrői [Qureshi 15–Qureshi and Szendrői 12] develop several formats in this context other than the few we describe in Section 3.1, and they find other new projective models of Calabi–Yau threefolds.

We restrict to orbifolds having only isolated orbifold points of the form $\frac{1}{b}(a, b, c)$ with $a + b + c \equiv 0 (\text{mod}(r))$; these are the isolated three-dimensional cyclic quotient singularities that admit crepant resolutions, so each of our examples has a resolution by a Calabi–Yau manifold. Although we apply the same method, in contrast to canonical threefolds, the Riemann–Roch contributions of singularities need not be linearly independent; for example, the pair $\frac{1}{3}(1, 1, 1)$ and $\frac{1}{2}(2, 2, 2)$ make opposite contributions. This rarely causes confusion in the low-codimensional models we describe, but it does mean our purely numerical arguments can at the first sight have infinitely many possible baskets of singularities to report.

Another contrast with canonical threefolds is that lists of Calabi–Yau threefolds tend to be large. We certainly do not find all possible Calabi–Yau threefolds in the formats we consider. The rows $k = 0$ in Table 1 have $k_{\text{last}} - k_{\text{max}}$ small, so that examples were still appearing as the calculations became unreasonably slow; no doubt there will be more cases for higher values of $k$ in most formats. Nevertheless, there has been a great deal of work to describe Calabi–Yau threefolds, and our examples extend some known lists already in the literature, such as the nonsingular examples of Tonoli [Tonoli 04] and [Bertin 09].

Some candidates cannot be realized by an orbifold; these are removed from the raw lists by hand, just as (1–1) above. In most cases, their failure to be quasismooth occurs on the orbifold loci, so is easy to see. However, there are a few that are quasismooth at the orbifold locus but singular at some other point. For example, $X \subset \mathbb{P}(1, 1, 2, 5, 8, 13, 19)$ defined with syzygy degrees

$$
\begin{bmatrix}
1 & 2 & 6 & 6 \\
8 & 12 & 14 \\
13 & 15 & 19 \\
\end{bmatrix}
$$

must contain the coordinate plane $D = \mathbb{P}(5, 13, 19)$: the first two rows and columns of this matrix necessarily lie in the ideal $I_D$ for reasons of degree. Any general such threefold $X$ is still a Calabi–Yau threefold, but is not $\mathbb{Q}$-factorial, and has single node lying on $D$. In the terminology of [Brown et al. 12], $D \subset X$ is in Jerry 12 format, and following the methods there it can be unprojected to give a quasismooth Calabi–Yau threefold $Y \subset \mathbb{P}(1, 1, 2, 5, 8, 13, 19, 37)$, embedded in codimension 4, with a single $\frac{1}{37}(5, 13, 19)$ orbifold point: the birational map $X \rightarrow Y$ is the small $D$-ample resolution of the node followed by the contraction of $D$ to the orbifold point. Unlike cases in [Brown and Georgiadis 17, Brown et al. 12], $X$ cannot be deformed to quasismooth in its Pfaffian format: $D \subset X$ always appears as Jerry 12, and $Y$ is only realized as one deformation family. (As mentioned in [Brown et al. 12], Jerry tends to have higher degree than Tom, so having Jerry with just one node makes it hard for Tom.)

5.2.2. Higher index threefold of general type: the case $\chi = 1$

The same methods apply to varieties polarized by a Weil divisor $A$ which satisfies $K_X = kA$ for some $k > 1$. Regular canonical threefold with $\chi > 0$, or equivalently $h^0(X, K_X) = 0$, are fairly rare, but we can search for them directly by using weights $W$ that do not include 1 (or 2, 3, ...). For example, setting $k = 2$, so that $K_X = 2A$, we find

$$X_{18,35} \subset \mathbb{P}(5, 6, 7, 9, 11, 13)$$

with $P_3 = 1$

$$B = \left\{ \frac{1}{3}(1, 1, 2), \frac{1}{11}(5, 6, 9), \frac{1}{13}(6, 7, 11) \right\}$$

and $K_X^3 = 8/429$. 
An example with $K_X = 3A$ is given by

$$X_{60} \subset \mathbb{P}(4, 5, 7, 11, 30)$$

with

$$B = \left\{ \frac{1}{2} (1, 1, 2), \frac{1}{5} (1, 2, 4), \frac{1}{7} (2, 4, 5), \frac{1}{11} (4, 7, 8) \right\}$$

$$K_X^2 = 27/770.$$

and similarly with $K_X = 4A$ by $X_{42} \subset \mathbb{P}(5, 6, 7, 9, 11)$, which manages $P_2 = 0$ despite having three variables in degree < 8.
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