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Abstract

We derive a one-parameter family of gauged Skyrme models from Yang-Mills theory on $S^1 \times \mathbb{R}^3$, in which skyrmions are well-approximated by calorons and monopoles. In particular we study the spherically symmetric solutions to the model with two distinct classes of boundary conditions, and compare them to calorons and monopoles. Calorons interpolate between instantons and monopoles in certain limits, and we observe similar behaviour in the constructed gauged Skyrme model in the weak and strong coupling limits. This comparison of calorons, monopoles, and skyrmions may be a way to further understand the apparent relationships between skyrmions and monopoles on $\mathbb{R}^3$.

1 Introduction

There has long been interest in the topological soliton solutions [1, 2] of the Skyrme model [3], also known as skyrmions. In its simplest form, the Skyrme model is very mathematically neat, with interesting geometric properties [4], however its main interest lies in the physical interpretation as a non-linear field theory of pions with the topological charge of a skyrmion, an integer, identified as the number of baryons. Despite its simplicity, the model has a few crucial drawbacks. For one, the Skyrme model is not a BPS theory, in as much as its (non-trivial) critical points cannot attain the topological energy bound. This leads to skyrmions having rather large binding energies, which is in stark disagreement with physical expectations. Additionally, explicit solutions to the Skyrme field equation are very hard to come by. Although some analytic solutions are known on compact manifolds (see for example [5]), for the non-compact $\mathbb{R}^3$, there is, for example, still no known explicit solution describing a skyrmion of charge 1, despite the fact it is known to exist [6, 7]. Even less is known about existence beyond charge 1, but there has nevertheless been significant work in constructing numerical solutions [8, 9, 10, 11, 12].

In 1989, Atiyah and Manton [13] proposed a simple method for approximating skyrmions: from an $SU(2)$ instanton on $\mathbb{R}^4$ one may calculate its holonomy along all lines in one direction in $\mathbb{R}^4$, yielding a function $U : \mathbb{R}^3 \rightarrow SU(2)$ satisfying all of the correct boundary conditions to qualify as a Skyrme field. This approach has been demonstrated to have excellent accuracy and success, for example, when compared to the numerical solutions, the energies of the instanton generated Skyrme fields typically lie within 1% of the ‘true energy’ given by the numerical solutions, moreover, many of the symmetric examples of skyrmions that have been found numerically have been reproduced and confirmed by this instanton construction [13, 14, 15, 16, 17].
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For quite some time, nobody had been able to provide a good explanation as to why this construction appeared to approximate skyrmions so well. It wasn’t until 2010 that Sutcliffe supplied the answer [18]. Drawing inspiration from a Skyrme model introduced by Sakai and Sugimoto [19] in the context of holographic QCD, Sutcliffe’s approach was to employ a mode expansion of the instanton gauge field, allowing one to rewrite the Yang-Mills lagrangian as the energy for a static Skyrme model, where the Skyrme field is coupled to an infinite tower of vector mesons. The ordinary Skyrme model is a truncation of this model in which all of the vector mesons are artificially set to zero. Sutcliffe’s construction effectively killed three birds with one stone: not only did it explain the success of the instanton approximation, but it has the fortunate advantage that the fully extended Skyrme model with all vector mesons is a BPS theory, for which the instanton Skyrme fields are exact solutions. Furthermore, even the inclusion of a finite number of vector mesons significantly reduces the binding energies, leading to more realistic theories [20]. The unfortunate pay-off is that their inclusion is a numerically taxing problem, although some important progress has been made in this area [21].

In recent years, there has been a resurgence of interest in calorons – instantons on $S^1 \times \mathbb{R}^3$ – for a variety of reasons [22, 23, 24, 25, 26, 27, 28]. Among the interesting aspects of calorons is their relationship to monopoles on $\mathbb{R}^3$ [23, 26], and how they exhibit an interpolation between instantons on $\mathbb{R}^4$ and monopoles on $\mathbb{R}^3$ [29, 30, 31, 32]. Furthermore, they have a notable physical relevance, having been linked to the problem of quark confinement [33, 34]. Replacing the instanton in the Atiyah-Manton ansatz with a caloron, and taking the holonomy along a line in $\mathbb{R}^3$, yields a periodic skyrmion, or *Skyrme chain* [35]. An alternative approach is to instead calculate caloron holonomies in the $S^1$ direction, resulting in an ordinary Skyrme field on $\mathbb{R}^3$. This was investigated very soon after Atiyah and Manton’s original paper in [36, 37] (and long before the Sutcliffe construction). This again showed to be a good approximation of skyrmions. However, there is a problem with using calorons to approximate skyrmions in this way. Apart from the spherically symmetric cases, performing a gauge transformation of the caloron is not a symmetry of the resulting Skyrme field. In fact, this *gauge variance* is a general feature of trying to construct skyrmions from instanton holonomies around circles (for example as in [38]).

This paper is a reassessment of the work of [36, 37], in light of Sutcliffe’s model. As we shall see, this problem of missing gauge invariance is no longer apparent when we incorporate an $SU(2)$ gauge field into the model. This means that calorons should really be compared to *gauged skyrmions*. Some work regarding gauged Skyrme models has been done before, for example in [39, 40, 41, 42]. Another advantage of looking at calorons in this way is down to their relationship to monopoles. Indeed, calorons provide a natural way to compare monopoles with skyrmions, and this consideration, upon further investigation, may be a way to explain the curious similarities between monopoles and skyrmions [43]. Some attempts to do this were made in [44, 45] by adding a ‘Skyrme-term’ to the Yang-Mills-Higgs energy. In contrast, our approach does not make any modifications to the underlying theories, and therefore more direct comparisons can be made.

A brief outline of this paper is as follows. In section 2, we review the ordinary Skyrme model, and the Atiyah-Manton-Sutcliffe construction from instantons. In section 3 we derive a one-parameter-family of gauged Skyrme models from a compactified Yang-Mills theory, and study its large parameter limit and its topological bounds. Section 4 is dedicated to studying the spherically symmetric critical points of the gauged Skyrme models. We study two types of boundary conditions – ‘monopole-like’ and ‘instanton-like’ – specifically for the purpose of making a comparison with calorons which possess the same boundary conditions. It is observed that the gauged skyrmions exhibit an interpolation between the monopole-like and instanton-like boundary conditions with respect to changing the parameter in the model. Finally, in section 5 we compare calorons and gauged skyrmions to ordinary skyrmions in the spherically symmetric...
2 Skyrme models

An SU(2) Skyrme model is a 3-dimensional field theory, whose field content is a function \( U : \mathbb{R}^3 \rightarrow SU(2) \) called the Skyrme field. The simplest form of a static energy for the Skyrme model is given by

\[
E_S = \int \left( c_0 |U^{-1} dU|^2 + c_1 |U^{-1} dU \wedge U^{-1} dU|^2 \right) d^3 x, \tag{1}
\]

where here \(| \cdot |\) is the norm of the inner product on \( \Omega(\mathbb{R}^3, \mathfrak{su}(2)) \): \( \langle \zeta, \eta \rangle d^3 x = -\text{tr} (\zeta \wedge \ast_3 \eta) \), with \( \ast_3 \) denoting the Hodge-star on \( \mathbb{R}^3 \), and \( c_1, c_2 \in \mathbb{R}^+ \) are arbitrary constants representative of a choice of length and energy units. The SU(2) Skyrme model is a model of nuclear physics, and in particular, is a theory of pions. The pion fields are manifested as a vector valued field \( \vec{\pi} : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) seen in the Skyrme field’s SU(2) expansion:

\[
U(\vec{x}) = \phi(\vec{x}) 1 + i \vec{x} \cdot \vec{\pi}, \tag{2}
\]

where \( \vec{\sigma} = (\sigma^1, \sigma^2, \sigma^3) \) are the Pauli matrices. The function \( \phi : \mathbb{R}^3 \rightarrow \mathbb{R} \) is a scalar field which has less physical significance than the pion fields. Critical points of the Skyrme energy functional (1) satisfy the Skyrme field equation

\[
\sum_{i,j} \partial_i \left( c_0 U^{-1} \partial_i U + c_1 \left[ U^{-1} \partial_j U, U^{-1} \partial_i U, U^{-1} \partial_i U \right] \right) = 0. \tag{3}
\]

The boundary condition \( U \rightarrow \text{const} \) as \( |\vec{x}| \rightarrow \infty \) is usually imposed, and since \( E_S \) is invariant under left multiplication of \( U \) by constant SU(2) matrices, the boundary condition \( U \rightarrow 1 \) as \( |\vec{x}| \rightarrow \infty \) may be chosen without loss of generality. It is suspected that the condition of finite energy implies this boundary condition, but this is still yet to be proven. Critical points with this boundary condition are called skyrmions. The boundary condition implies that a skyrmion descends to a map \( U' : S^3 \rightarrow SU(2) \), which is characterised by an integer degree \( B \in \pi_1(SU(2)) \cong \mathbb{Z} \), called the Skyrme charge, and is physically interpreted as the baryon number. This has the integral formula

\[
B = \frac{1}{24\pi^2} \int \text{tr} (U^{-1} dU \wedge U^{-1} dU \wedge U^{-1} dU). \tag{4}
\]

The Skyrme energy (1) has a topological bound, originally due to Fadeev [46], given by

\[
E_S \geq 48\pi^2 \sqrt{c_0 c_1 |B|}. \tag{5}
\]

It is a straightforward exercise to show that no critical points of (1) besides constants (\( B = 0 \)) can saturate this bound [4].

2.1 The Atiyah-Manton-Sutcliffe construction

Let \( D^A \) be a connection on an SU(2) bundle over \( \mathbb{R}^4 \) with connection 1-form \( A \in \Omega^1(\mathbb{R}^4, \mathfrak{su}(2)) \). Giving \( \mathbb{R}^4 \) coordinates \( (x^0, x^1, x^2, x^3) \equiv (x^0, \vec{x}) \), its holonomy in the \( x^0 \)-direction may be calculated via the solution \( \Omega : \mathbb{R}^4 \rightarrow SU(2) \) to the parallel transport equation

\[
\partial_0 \Omega + A_0 \Omega = 0, \quad \lim_{x^0 \rightarrow -\infty} \Omega = 1, \tag{6}
\]
as \( U(\vec{x}) = \lim_{|\vec{x}| \to \infty} \Omega(x^0, \vec{x}) \). Formally this is given by the path-ordered exponential

\[
U(\vec{x}) = \mathcal{P} \exp \left( -\int_{-\infty}^{\infty} A_0(z, \vec{x}) dz \right).
\]  

(7)

Atiyah and Manton’s proposal in [13] was to consider (7) as an ansatz for a Skyrme field in the case that the connection \( D^A \) is a Yang-Mills instanton. An **instanton** is a connection \( D^A \) whose curvature \( F^A \in \Omega^2(\mathbb{R}^4, su(2)) \) is anti-self-dual

\[
\star_4 F^A = -F^A,
\]

(8)

and which leaves the Yang-Mills action

\[
S_{YM} = -\int \text{tr} \left( F^A \wedge \star_4 F^A \right)
\]

(9)

finite (here we denote by \( \star_4 \) the Hodge-star on \( \mathbb{R}^4 \)). In principal, any connection whose holonomy (7) satisfies the correct boundary conditions (\( U \to \mathbb{1} \) as \(|\vec{x}| \to \infty\)) could be considered, but instantons are preferable for many reasons. Firstly, instantons on \( \mathbb{R}^4 \) are geometrically equivalent to instantons (finite-action, anti-self-dual connections) on \( S^4 \). More precisely, every instanton on \( \mathbb{R}^4 \) is uniquely determined, via stereographic projection, by an instanton on \( S^4 \) [47]. In the limit \(|\vec{x}| \to \infty\), the holonomy (7) is taken around a constant loop in \( S^4 \sim R^4 \cup \{\infty\} \) (namely at the point \( \infty \)), and so \( U \to \mathbb{1} \) in this limit, and thus the correct boundary conditions are satisfied. Moreover, any gauge transformation of \( A \) acts on the holonomy \( U \) via conjugation by a constant \( SU(2) \) matrix. Such a transformation corresponds to an iso-rotation of the Skyrme field, which is a symmetry of the energy (1). Secondly, bundles over \( S^4 \) are characterised by their second Chern number \( k = c_2(S^4) \in \mathbb{Z} \), referred to in this context as the **instanton number**. It can be shown that if \( D^A \) has instanton number \( k \), then the constructed Skyrme field (7) has baryon number \( B = k \). Finally, another major benefit and motivation of using instantons in this ansatz is for studying low-energy interactions between nucleons. To do this within the Skyrme model, one needs to be able to choose a finite-dimensional manifold of Skyrme fields (with physically relevant coordinates). Instantons have a moduli space \( I_k \), which is known to be an \( 8k \)-dimensional connected manifold [48], where \( k \) is the instanton number. Therefore, this schematic generates a connected \((8k - 1)\)-dimensional manifold of approximate charge \( k \) Skyrme fields, given by \( I_k / \mathbb{R} \).

It turns out that Yang-Mills connections (and thus, instantons) are more than just convenient choices, but are in fact the natural connections to approximate Skyrme fields. This is explained by Sutcliffe’s model [18], which we briefly review here. The key idea is to perform a ‘mode expansion’ of the instanton gauge field in the \( x^0 \)-direction, by expanding the fields in terms of a complete, orthonormal basis of \( L^2(\mathbb{R}) \) – the square integrable functions on \( \mathbb{R} \). According to Sutcliffe, the correct choice of functions are the **Hermite functions** \( \psi_n : \mathbb{R} \to \mathbb{R}, n \in \mathbb{N} \), defined in [49] by

\[
\psi_n(x) = \frac{(-1)^n}{\sqrt{n!2^n \sqrt{\pi}}} x^n e^{-\frac{x^2}{2}}.
\]

(10)

In a gauge where \( A_{x^0} \to 0 \) as \(|x^0| \to \infty\), we may perform a subsequent gauge transformation given by the inverse of

\[
\Omega(x^0, \vec{x}) = \mathcal{P} \exp \left( -\int_{-\infty}^{x^0} A_0(z, \vec{x}) dz \right).
\]

(11)
Under this, the instanton transforms such that \( A_0 = 0 \), and the remaining components satisfy the boundary condition \( A_j \rightarrow U^{-1} \partial_j U \) as \( x^0 \rightarrow +\infty \), where \( U(\vec{x}) = \Omega(\infty, \vec{x}) \) is the holonomy. These components may be expanded in terms of the Hermite functions as

\[
A_j = U^{-1} \partial_j U \psi_+(x^0) + \sum_{n=0}^{\infty} V^n_j(\vec{x}) \psi_n(x^0), \tag{12}
\]

where \( \psi_+ : \mathbb{R} \rightarrow \mathbb{R} \) is an additional basis function introduced in order to include the holonomy into the expansion. This is defined as

\[
\psi_+(x^0) = \frac{1}{\sqrt{2\sqrt{\pi}}} \int_{-\infty}^{x^0} \psi_0(z)dz = \frac{1}{2} + \frac{1}{\sqrt{\pi}} \int_0^{x^0/\sqrt{2}} e^{-w^2} dw, \tag{13}
\]

and the normalisation given guarantees that \( \psi_+(-\infty) = 0 \), and \( \psi_+(\infty) = 1 \). The additional fields that appear in the expansion (12) are the one-forms \( V^n \), which physically are interpreted as (an infinite number of) vector mesons.

The emergence of the Skyrme model from the Yang-Mills action is made apparent when the vector mesons in (12) are artificially set to be 0. After calculating the curvature \( F^A_D \) of \( D^A \) with respect to this truncation, one may perform the integration

\[
-\frac{1}{2} \int \left( \int_{-\infty}^{\infty} \text{tr} \left( \sum_{\mu,\nu} F^A_{\mu,\nu} F^A_{\mu,\nu} \right) dx^0 \right) d^3x
\]

corresponding to the contribution of the Yang-Mills lagrangian integrated along the \( x^0 \)-axis. The resulting integral over \( \mathbb{R}^3 \) is precisely the energy for a static Skyrme model (1), with the coefficients \( c_0 \) and \( c_1 \) determined explicitly by integrating the Hermite function \( \psi_+ \) (13):

\[
c_0 = \int_{-\infty}^{\infty} \left( \frac{d\psi_+}{dx^0} \right)^2 dx^0 = \frac{1}{2\sqrt{\pi}}, \quad c_1 = \int_{-\infty}^{\infty} \psi_+^2(1 - \psi_+)^2 dx^0 \approx 0.099. \tag{14}
\]

### 3 Skyrme models from periodic Yang-Mills

We will now proceed analogously as with Sutcliffe’s construction to derive Skyrme models from Yang-Mills connections on \( S^1 \times \mathbb{R}^3 \) (which later will be finite-action, and anti-self-dual, namely calorons). Let \((t, \vec{x})\) be coordinates on \( S^1 \times \mathbb{R}^3 \) with the flat product metric, identifying \( t \sim t + \beta \), for some \( \beta > 0 \). Let \( A \) be an \( SU(2) \) connection one form on \( S^1 \times \mathbb{R}^3 \) with components \( A_\mu \) satisfying the periodicity condition

\[
A_\mu(t + \beta, \vec{x}) = A_\mu(t, \vec{x}). \tag{15}
\]

The parallel transport operator of \( A \) along \( S^1 \) from \(-\beta/2\) to \( t \) is

\[
\Omega(t, \vec{x}) = \mathcal{P} \exp \left( - \int_{-\beta/2}^{t} A_t(z, \vec{x})dz \right), \tag{16}
\]

where \( \mathcal{P} \) denotes path-ordering. We may choose a gauge such that \( \partial_t A_t = 0 \), and in this gauge (16) becomes

\[
\Omega(t, \vec{x}) = \exp \left( - (t + \beta/2) A_t(\vec{x}) \right). \tag{17}
\]
The function $U : \mathbb{R}^3 \rightarrow SU(2)$ defined by $U(\vec{x}) = \Omega(\beta/2, \vec{x})$, that is, the holonomy, is the candidate for a Skyrme field. We may further transform the connection $A$ with a non-periodic gauge transformation, given by the inverse of the parallel transport operator:

$$A \mapsto \Omega^{-1} A \Omega + \Omega^{-1} d\Omega. \quad (18)$$

The transformed gauge potential satisfies

$$A_t = 0, \quad A_j(t + \beta/2, \vec{x}) = U^{-1} A_j(t - \beta/2, \vec{x}) U + U^{-1} \partial_j U, \quad (19)$$

that is, the $\mathbb{R}^3$ components are periodic up to a gauge transformation by $U^{-1}$. Now consider an $SU(2)$ connection one form $B$ on $\mathbb{R}^3$ defined via the transformed connection one-form $A$ as $B_j(\vec{x}) = A_j(-\beta/2, \vec{x})$. Let $D^B = d + B$ be the connection covariant derivative defined by $B$. Then the boundary conditions above for the components $A_j$ imply

$$A_j(\beta/2, \vec{x}) - A_j(-\beta/2, \vec{x}) = U^{-1} D^B U,$$

$$\partial_t |_{t=\beta/2} A_j = U^{-1} \partial_t |_{t=-\beta/2} A_j U. \quad (20)$$

We wish to perform a mode expansion of $A_j$ in an analogous way to (12), in such a way that respects these boundary conditions. To do this, we shall consider a complete set of $L^2$-orthogonal functions $\{\varphi_+, \varphi_n : n \in \mathbb{N}\}$, which span the space $L^2[-\beta/2, \beta/2]$, such that

$$\varphi_+(-\beta/2) = 0, \quad \varphi_+(\beta/2) = 1, \quad \text{and} \quad \varphi_n(\pm \beta/2) = 0, \quad \forall \ n \in \mathbb{N}.$$  

The function $\varphi_+$ is to be defined as

$$\varphi_+(t) = \frac{1}{\mathcal{N}} \int_{-\beta/2}^t \varphi_0(s) ds, \quad (22)$$

where $\mathcal{N}$ is chosen in such a way that $\varphi_+(\beta/2) = 1$.

There are various choices that we can make here for the functions $\varphi$. One obvious choice would be for the mode expansion to be a Fourier expansion, that is, the basis is that of the trigonometric functions $(-1)^n \cos((n+1)\pi x/\beta)$. Another choice is to consider the ultra-spherical functions $\phi_n^{(\alpha, \beta)}$ defined in [49] by

$$\phi_n^{(\alpha, \beta)}(x) = B_n^{(\alpha, \beta)} \left(1 - \frac{2x}{\beta}\right)^\alpha C_n^{\alpha} \left(\frac{2x}{\beta}\right)^2, \quad (23)$$

for all $\alpha > -\frac{1}{2}$, where

$$B_n^{(\alpha, \beta)} = \sqrt{\frac{2}{\beta}} \left(\frac{n!}{\pi^{2\alpha}} \frac{n!}{\Gamma(\alpha + \beta + 1)}\right)^{1/2}, \quad \alpha \neq -\frac{1}{4}, \quad B_n^{(-\frac{1}{4}, \beta)} = \frac{n}{\sqrt{\pi \beta^4}},$$

$$C_n^\alpha(x) = \frac{(-1)^n \Gamma(2\alpha + 1) \Gamma(n + 4\alpha + 1)}{2^n n! \Gamma(4\alpha + 1) \Gamma(n + 2\alpha + 1)} (1 - x^2)^{-2\alpha} \frac{d^n}{dx^n} (1 - x^2)^{n + 2\alpha},$$

with $\Gamma$ the usual gamma function

$$\Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt.$$  

\footnote{For the purposes of later simplicity, we have changed the conventions in [49] as $\alpha \mapsto 2\alpha + \frac{1}{2}$.}
Ultimately we shall only be considering the ultra-spherical functions in our constructions, and not the Fourier expansion, for reasons outlined later in section 3.2.

Expanding $A_j$ in terms of any of these choices of functions, we obtain

$$A_j(t, \vec{x}) = \varphi_+(t)L_j(\vec{x}) + B_j(\vec{x}) + \sum_{n=0}^{\infty} V_n^j(\vec{x})\varphi_n(t),$$

(24)

where the one form $L = U^{-1}DBU$ is the left-invariant Maurer-Cartan current on $\mathbb{R}^3$, and the fields $V^n$ represent an infinite tower of vector mesons, in analogy to Sutcliffe’s expansion of instantons (12). In general, the one-forms $V^n$ may be subject to some additional constraints in order for (21) to hold. If we set $V^n = 0$ for all $n$, then the expanded gauge field (24) certainly satisfies the boundary conditions (21) regardless of the choice of basis. The curvature $F^A$ of $A$ may be easily calculated in this basis in the case where $V^n = 0$ as

$$F^A = -\frac{d}{dt}\varphi_+(t)L + dt + (1 - \varphi_+(t)) \left( F^B - \varphi_+(t)L \right) + \varphi_+(t)U^{-1}FBU,$$

(25)

where $F^B = dB + B \wedge B$ is the curvature of $B$.

Recall that the Yang-Mills action for the connection $D^A$ is given by

$$S_{YM} = -\int \text{tr}(F^A \wedge \star_4F^A),$$

where here $\star_4$ denotes the Hodge-star on $S^4 \times \mathbb{R}^3$. Using (25), and integrating over the interval $[-\beta/2, \beta/2]$, we may write this as an energy functional over $\mathbb{R}^3$:

$$E = \int \left( \lambda_0 |L|^2 + \lambda_1 |L \wedge L|^2 + \lambda_2 |F^B|^2 + \lambda_3 \langle F^B, U^{-1}FBU \rangle ight)$$

$$-\langle F^B, L \wedge L \rangle - \lambda_5 \langle U^{-1}FBU, L \wedge L \rangle \, d^3x.$$  

(26)

The coefficients $\lambda_p$ are determined by the $\varphi_+$ dependent integrals

$$\lambda_0 = \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} \left( \frac{d\varphi_+}{dt} \right)^2 dt, \quad \lambda_1 = \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} (1 - \varphi_+)^2 \varphi_+^2 dt,$$

$$\lambda_2 = \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} (1 - 2\varphi_+ + 2\varphi_+^2) \varphi_+ dt, \quad \lambda_3 = 2 \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} (1 - \varphi_+) \varphi_+^2 dt,$$

$$\lambda_4 = 2 \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} (1 - \varphi_+)^2 \varphi_+ dt, \quad \lambda_5 = 2 \int_{-\frac{\beta}{2}}^{\frac{\beta}{2}} (1 - \varphi_+) \varphi_+^2 dt.$$  

(27)

The energy (26) describes an $SU(2)$ Skyrme model on $\mathbb{R}^3$ coupled to a gauge field $B$, that is, a gauged Skyrme model. Moreover, the holonomy transforms via gauge transformations of the caloron as

$$U(\vec{x}) \mapsto g(\beta/2, \vec{x})U(\vec{x})g(-\beta/2, \vec{x})^{-1},$$

and when $g$ is $\beta$-periodic, this hence defines a gauge transformation $g(\vec{x}) := g(\beta/2, \vec{x})$ on $\mathbb{R}^3$.

Coupled with the standard transformation

$$B \mapsto gBg^{-1} - dgg^{-1},$$

one can check that the energy (26) is invariant under all such gauge transformations induced by transforming the periodic connection $D^A$.

There have been various previous considerations of static gauged Skyrme models [39, 40, 41, 42]. In the cases where the gauge field takes values in $\mathfrak{su}(2)$ [39, 40], the terms in the energies considered are $|L|^2$, $|L \wedge L|^2$, and $|F|^2$. The model (26) that we have derived contains additional ‘cross terms’ which have not been considered in the context of any gauged Skyrme model before, but nevertheless are gauge-invariant, and seem to be natural terms to include due to their appearance from this construction.
3.1 A family of gauged Skyrme energies

Recall the ultraspherical functions $\phi^{(\alpha, \beta)}_r$ defined for $\alpha > -1/2$ and $\beta > 0$ by (23). We shall now consider the expansion (24) in terms of these functions. Since we are only interested at this time in the case where $V^n = 0$, the only function that contributes to the energy (26) is the additional function $\phi^{(\alpha, \beta)}_r$, given by

$$
\phi^{(\alpha, \beta)}_r(t) = \frac{2^{\alpha} \Gamma(\alpha + 1)}{\Gamma(\alpha + 1)} \sqrt{2^{\alpha + \frac{1}{2}}} \frac{\Gamma(4\alpha + 1)}{\Gamma(2\alpha + \frac{1}{2})^2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \phi^{(\alpha, \beta)}_0(z) dz 
$$

$$
= \frac{1}{2} + \frac{\Gamma(\alpha + \frac{1}{2})}{\beta \sqrt{\pi \Gamma(\alpha + 1)}} \, _2F_1 \left( \frac{1}{2}, -\alpha; \frac{1}{2}; \frac{t}{\beta^2} \right). \tag{28}
$$

Here $_2F_1(a, b; c; z)$ denotes the hypergeometric function [49], which belongs to the family of generalised hypergeometric functions, defined for $p, q \in \mathbb{N}$, $p \leq q + 1$, by the series\footnote{In general, if $p = q + 1$, the numbers $a_r, b_r \in \mathbb{R}$ are subject to strict constraints in order for the series to converge. In our case these are satisfied, but in general see [49].}

$$
pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; x) = \frac{\Gamma(b_1) \cdots \Gamma(b_q)}{\Gamma(a_1) \cdots \Gamma(a_p)} \sum_{n=0}^{\infty} \frac{\Gamma(a_1 + n) \cdots \Gamma(a_p + n)}{\Gamma(b_1 + n) \cdots \Gamma(b_q + n)} \frac{x^n}{n!}. \tag{29}
$$

The normalisation in (28) has been chosen so that $\phi^{(\alpha, \beta)}_r(-\beta/2) = 0$, and $\phi^{(\alpha, \beta)}_r(\beta/2) = 1$, and these identities may be straightforwardly checked by utilising the integral formula for the ‘beta function’

$$
\Gamma(z) \Gamma(w) = 2 \int_0^{\frac{\pi}{2}} \sin^{2z-1}(x) \cos^{2w-1}(x) dx, \quad \text{for} \, \Re(z), \Re(w) > 0. \tag{30}
$$

For $\beta = 1$, the function (28) has a power series expansion given by

$$
\phi^{(\alpha, 1)}(t) = \frac{1}{2} + \frac{\Gamma(\alpha + \frac{1}{2})}{\sqrt{\pi \Gamma(\alpha + 1)}} \sum_{k=0}^{\infty} \frac{(-1)^k}{2k + 1} \frac{1}{k!} \left( \prod_{r=0}^{k-1} (\alpha - r) \right) (2t)^{2k+1}. \tag{31}
$$

It is easy to calculate that this series converges for all $|t| < \frac{\pi}{2}$, and since $\alpha > -\frac{1}{2}$, its value at $t = \pm \frac{\pi}{2}$ is well-defined. So since $\phi^{(\alpha, \beta)}_r(t) = \phi^{(\alpha, 1)}(t/\beta)$, this means the function $\phi^{(\alpha, \beta)}_r$ is well-defined, and clearly continuous on $[-\frac{\pi}{2}, \frac{\pi}{2}]$, for all $\alpha > -\frac{1}{2}$ and $\beta > 0$.

The next step is to compute the coefficients $\lambda_p$ appearing in the energy (26). These are determined by the formulae (27) and require the evaluation of the integrals

$$
I_r(\alpha) = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( \phi^{(\alpha, 1)}_r(t) \right)^r \, dt, \tag{32}
$$

for all $r = 0, \ldots, 4$. For $r = 0, 1$, the integrals $I_r$ are easy to calculate, namely

$$
I_0(\alpha) = 1, \quad I_1(\alpha) = \frac{1}{2}. \tag{33}
$$

After a significant amount of calculation, which we reserve to appendix A, we have

$$
I_2(\alpha) = \frac{1}{2} \left( 1 - \frac{\Gamma(2\alpha + 2) \Gamma(\alpha + \frac{1}{2})^2}{\Gamma(2\alpha + \frac{1}{2}) \Gamma(\alpha + 1) \Gamma(\alpha + 2) \sqrt{\pi}} \right). \tag{34}
$$
The integral $I_3$ is straightforwardly seen to be determined by $I_2$, namely via the formula

$$I_3(\alpha) = \frac{3}{2} I_2(\alpha) - \frac{1}{4}.$$  \hfill (35)

Finally, evaluating $I_4$ in general is a much harder problem, and we do not have an explicit formula in terms of elementary functions of $\alpha$, however a partial formula is presented in appendix A. Nevertheless, we may use (26) and (27), along with (33) and (35), to formulate a family of gauged Skyrme energies

$$E_{\alpha,\beta} = \int \left( \frac{\kappa_0}{\beta} |L|^2 + \frac{\beta}{2} \kappa_1 |L \wedge L|^2 + \beta |F^B|^2 \right)$$

$$+ \beta \kappa_2 \left( \langle U^{-1} F^B U, F^B \rangle - \frac{1}{2} \langle F^B + U^{-1} F^B U, L \wedge L \rangle - |F^B|^2 \right) \right) \, d^3 x,$$

where we have introduced the notation

$$\kappa_0(\alpha) = \frac{2}{\sqrt{\pi}} \frac{\Gamma(2\alpha + 1) \Gamma(\alpha + \frac{3}{2})}{\Gamma(2\alpha + \frac{3}{2}) \Gamma(\alpha + 1)^2},$$

$$\kappa_1(\alpha) = 1 + 2I_4 - 4I_2,$$

$$\kappa_2(\alpha) = 1 - 2I_2.$$ \hfill (37)

### 3.2 The instanton/weak coupling limit

Expanding the caloron gauge field in terms of the complete, orthonormal basis of $L^2([-\beta/2, \beta/2])$, given by the ultra-spherical functions, has revealed a family of gauged Skyrme energies parameterised by the period $\beta > 0$ of the caloron, and the ultraspherical parameter $\alpha > -1/2$. Other more complicated models may also be obtained by including some or all of the vector mesons $V_n$ in (24), resulting in extensions to the family of energies we already have. This choice of functions already has an advantage over considering a simpler basis of $L^2([-\beta/2, \beta/2])$, for example the trigonometric functions, since we may vary the parameter $\alpha$ to explore different properties of the energy (36). Another advantage of this choice is the relationship between the ultraspherical functions and the Hermite functions (10) and (13). Indeed, consider a limit where $\alpha, \beta \to \infty$, such that $\alpha/\beta \to 1/8$. In this limit, the weight function for the ultraspherical functions satisfies

$$\left( 1 - \left( \frac{2x}{\beta} \right)^2 \right)^{-\alpha} \to e^{-x^2/2}.$$ \hfill (40)

Also, for all $z > 0$ sufficiently large, we have [49] that for all $a > 0$, $b \in \mathbb{R}$

$$\Gamma(az + b) \sim \sqrt{2\pi} e^{-a z} e^{az + b - \frac{1}{2}}.$$ \hfill (41)

From the formula (23), and using both (40) and (41), we therefore have that for $\alpha, \beta > 0$ large:

$$\phi_n^{(\alpha,\beta)}(x) \sim (-1)^n \sqrt{\frac{2^n 2^{-2n}}{\beta n! \sqrt{\pi} \alpha^{n-\frac{1}{2}}} \left( 1 - \left( \frac{2x}{\beta} \right)^2 \right)^{-\alpha} \frac{d^n}{dx^n} \left( 1 - \left( \frac{2x}{\beta} \right)^2 \right)^{2\alpha}}$$

$$= (-1)^n \frac{(\beta^2/8\alpha)^{n-\frac{1}{2}}}{n!2^n \sqrt{\pi}} \left( 1 - \left( \frac{2x}{\beta} \right)^2 \right)^{-\alpha} \frac{d^n}{dx^n} \left( 1 - \left( \frac{2x}{\beta} \right)^2 \right)^{2\alpha}$$

$$\xrightarrow{\alpha,\beta \to \infty} \frac{(-1)^n}{\sqrt{n!2^n \sqrt{\pi}}} e^{x^2} \frac{d^n}{dx^n} e^{-x^2},$$

\hfill (9)
which is the formula (10) for the Hermite functions $\psi_n$. As $\psi_+$ and $\phi^{(\alpha,\beta)}$ are defined as normalised integrals (over $\mathbb{R}$ and $[-\beta/2, \beta/2]$) of $\psi_0$ and $\phi_0^{(\alpha,\beta)}$ respectively, it hence follows that the limit $\phi^{(\alpha,\beta)}_+ \to \psi_+$ also holds.

The main consequence of this limiting behaviour is that any gauged Skyrme model derived from the ultraspherical functions in the mode expansion (24) of a caloron (with any number of vector mesons included) reduces, in a particular limit as $\alpha, \beta \to \infty$, to the Sutcliffe model derived from an instanton mode expansion (12), with the same number of vector mesons included. In particular, in the case that $V^n = 0$, we have that the energy for an ordinary Skyrme model is made manifest in this limit as a part of the gauged Skyrme energy (36). Since the limit $\beta \to \infty$ corresponds to an infinitely periodic caloron, which may in many cases be recognised as an instanton on $\mathbb{R}^4$, we shall hence call the limit $\alpha, \beta \to \infty$ with $\alpha/\beta^2 \to 1/8$ the instanton or weak coupling limit of the gauged Skyrme energy (36).

### 3.3 Scaling and parameter fixing

It is straightforward to show that under a re-scaling of the spatial coordinates via $\vec{x} \mapsto \frac{1}{\beta} \vec{x}$, the energy (36) transforms as

$$E_{\alpha,\beta} \mapsto \frac{1}{\beta^3} E_{\alpha,1}. $$

What this means is that as far as the functional $E_{\alpha,\beta}$ is concerned, the parameter $\beta$ only affects it up to a re-scaling of the energy and length units. Therefore, in order to make things simpler, we may without loss of generality choose to set $\beta = 1$, which we shall do from now on. For notational brevity, we shall also introduce the notation $E_{\alpha} = E_{\alpha,1}$ and henceforth consider the energies

$$E_{\alpha} = \int \left( \kappa_0 |L|^2 + \frac{\kappa_1}{2} |L \wedge L|^2 + |F^B|^2 \right) + \kappa_2 \left( \frac{1}{3} L \wedge L \wedge L - L \wedge (F^B + U^{-1} F^B U,L \wedge L) - |F^B|^2 \right) d^3 x. \qquad (42)$$

### 3.4 Topological charge and energy bounds

The topological charge for a Yang-Mills connection is given by the formula

$$Q_{YM} = \frac{1}{8\pi^2} \int \text{tr} \left( F^A \wedge F^A \right). \qquad (43)$$

Similarly to the energy, we may calculate the topological charge for our gauged Skyrme model (36) by inserting the expansion (24) with $V^n = 0$ into (43) and integrating over $[-\beta/2, \beta/2]$. We hence obtain the formula

$$Q = \frac{1}{8\pi^2} \int \text{tr} \left( \frac{1}{3} L \wedge L \wedge L - L \wedge (F^B + U^{-1} F^B U) \right), \qquad (44)$$

which is precisely the usual topological charge for a gauged Skyrme model [39, 40, 42], and reduces to the topological charge (4) for the ordinary Skyrme model when $B = 0$. A straightforward argument shows that the Yang-Mills action (9) has the topological bound

$$S_{YM} \geq 8\pi^2 |Q_{YM}|,$$
which is saturated by anti-self-dual connections. This may be applied in the context of our gauged Skyrme models, and we immediately have the energy bound

$$E_\alpha \geq 8\pi^2 |Q|$$ (45)

for all $\alpha > -\frac{1}{2}$. For analogous reasons to why ordinary skyrmions cannot attain the energy bound (5), any minimisers of (36) will not attain the energy bound (45) either. However, the model which includes all of the vector mesons will be BPS, in as much as minimisers can obtain the topological bound (45), simply because they are a completion of a caloron mode expansion, and calorons are BPS. In particular, calorons generate exact BPS solutions to this fully extended model.

For the model which we are concerned with, that is, the one with no vector mesons, described by the family of energies (36), there is no reason why the bound (45) is the best bound that can be found for all $\alpha > -\frac{1}{2}$. In order to make an attempt at a stronger bound, we consider the following quadratic forms on $\mathbb{R}^4$:

$$\omega_E = \kappa_0 x^2 + \frac{\kappa_1}{2} y^2 + I_2 z^2 + I_2 w^2 - \frac{\kappa_2}{2} y(w + z),$$ (46)

$$\omega_Q = \frac{1}{3} x y - x(w + z).$$ (47)

**Lemma 1** The quadratic forms $\omega_E$ and $\omega_Q$, given by (46) and (47) respectively, have signatures $\{+, +, +, +\}$ and $\{+, -, 0, 0\}$ respectively, for all $\alpha > -\frac{1}{2}$.

**Proof.** The signature of $\omega_Q$ is easily determined by calculating the eigenvalues of the associated symmetric matrix, which are $\tilde{\lambda}_\pm = \pm \sqrt{19}/6$ and $\tilde{\lambda}_0 = 0$, with multiplicities 1, 1, and 2 respectively. In contrast, the signature of $\omega_E$ depends on the coefficients $\kappa_j$. Indeed, it is straightforward to show that the associated symmetric matrix to $\omega_E$ has eigenvalues

$$\lambda_0 = \kappa_0, \quad \lambda_1 = \frac{1}{2} - \kappa_2,$$

$$\lambda_\pm = \frac{1}{4} \left( \kappa_1 + 1 \pm \sqrt{(\kappa_1 - 1)^2 + 2\kappa_2^2} \right).$$ (49)

Since $\alpha > -\frac{1}{2}$, we have by the formula (37) that $\lambda_0 > 0$. It is straightforward to see from (28) that

$$|\eta_\alpha(t)| \leq \frac{1}{2} \quad \forall t \in \left[ -\frac{1}{2}, \frac{1}{2} \right], \forall \alpha > -\frac{1}{2},$$ (50)

where have defined $\eta_\alpha(t) = \phi_+^{(\alpha, 1)}(t) - \frac{1}{2}$, which in particular is an odd function. We also have that

$$I_2 = \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{1}{2} + \eta_\alpha(t) \right)^2 dt = \frac{1}{4} + \int_{-\frac{1}{2}}^{\frac{1}{2}} \eta_\alpha(t)^2 dt,$$ (51)

$$I_4 = \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{1}{2} + \eta_\alpha(t) \right)^4 dt = \frac{1}{16} + \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{3}{2} \eta_\alpha(t)^2 + \eta_\alpha(t)^4 \right) dt.$$ (52)
It hence follows from (38)-(39) and (51)-(52) that
\[ \kappa_1 = \frac{1}{8} + \int_{-\frac{1}{2}}^{\frac{1}{2}} (2\eta_\alpha(t)^4 - \eta_\alpha(t)^2)\, dt, \] (53)
\[ \kappa_2 = \frac{1}{2} - 2\int_{-\frac{1}{2}}^{\frac{1}{2}} \eta_\alpha(t)^2\, dt. \] (54)

Combining (50) with (53)-(54), we may determine
\[ -\frac{1}{8} < \kappa_1 < \frac{1}{4}, \quad 0 \leq \kappa_2 < \frac{1}{2}. \] (55)

From these inequalities we may conclude that \( \lambda_1, \lambda_+ > 0 \) for all \( \alpha > -\frac{1}{2} \). Finally, the condition \( \lambda_- > 0 \) is equivalent to the inequality
\[ \kappa_2^2 < 2\kappa_1. \] (56)

To prove (56), we note by (53)-(54), we have
\[ 2\kappa_1 = \frac{1}{4} + 2\int_{-\frac{1}{2}}^{\frac{1}{2}} (2\eta_\alpha(t)^4 - \eta_\alpha(t)^2)\, dt, \]
\[ \kappa_2^2 = \frac{1}{4} + 4\left(\int_{-\frac{1}{2}}^{\frac{1}{2}} \eta_\alpha(t)^2\, dt\right)^2 - 2\int_{-\frac{1}{2}}^{\frac{1}{2}} \eta_\alpha(t)^2\, dt. \]

Thus, (56) is equivalent to the inequality
\[ \left(\int_{-\frac{1}{2}}^{\frac{1}{2}} \eta_\alpha(t)^2\, dt\right)^2 < \int_{-\frac{1}{2}}^{\frac{1}{2}} \eta_\alpha(t)^4\, dt, \]
which is simply the Cauchy-Schwarz inequality. Thus, all eigenvalues are strictly positive. \( \Box \)

We may now prove the existence of the following energy bound.

**Theorem 2** The gauged Skyrme energy \( E_\alpha \) satisfies the topological bound
\[ E_\alpha \geq 8\pi^2C(\alpha)|Q|, \] (57)
where \( C(\alpha) \) is given by
\[ C(\alpha) = \sqrt{\frac{9\kappa_0}{1 + 18\kappa_1 - 6\kappa_2}}, \] (58)

and this bound is the best bound that may be obtained by completing the square.

**Proof.** Before we prove the existence of the bound (57), we shall first confirm that \( C(\alpha) \) given by (58) is real. Indeed, we clearly have \( \kappa_0 > 0 \) by (37), and (56) shows that the numerator of \( C(\alpha)^2 \) is positive. For the denominator, we have by (56) that
\[ 1 + 18\kappa_1 - 6\kappa_2 > (3\kappa_2 - 1)^2 \geq 0. \]
Thus comparing this with (58), we see that $C(\alpha)^2 > 0$, so $C(\alpha) \in \mathbb{R}$. Now consider the quadratic form

$$\omega_t = (1 - t)\omega_E - t\omega_Q,$$

for $t \in [0,1]$. The eigenvalues of the associated symmetric matrix to $\omega_t$ are real and depend continuously on $t \in [0,1]$. Since $\omega_0 = \omega_E$ and $\omega_1 = -\omega_Q$, we may apply lemma 1 and the intermediate value theorem to deduce the existence of $s \in (0,1)$ such that the matrix associated to $\omega_s$ has a zero eigenvalue. Now, it is straightforward to see from (42) and (44) that determining an optimal bound of the form (57) is equivalent to finding the maximal value of $C$ such that the quadratic form

$$\Omega_C = \omega_E - C\omega_Q$$

(59)
is non-negative. In turn, this is equivalent to the quadratic form $\omega_t$ being non-negative for some $t \in [0,1)$. The associated symmetric matrix to the quadratic form (59) has characteristic polynomial

$$\chi(\Omega_C)(\lambda) = \frac{1}{144} (2\kappa_2 - 1 + 2\lambda) \left( C^2 (1 + 18\kappa_1 - 6\kappa_2 - 38\lambda) + 9(\kappa_0 - \lambda)(\kappa_2^2 - 2\kappa_1 + 4(1 + \kappa_1)\lambda - 8\lambda^2) \right).$$

The signature of $\Omega_C$ is given by the signs of the roots of $\chi(\Omega_C)$, which are $\lambda_1 = \frac{1}{2}(1 - 2\kappa_2)$, and $\lambda_{2,3,4}$ determined by the roots of the polynomial $P_C$:

$$P_C(\lambda) = C^2 (1 + 18\kappa_1 - 6\kappa_2 - 38\lambda) + 9(\kappa_0 - \lambda)(\kappa_2^2 - 2\kappa_1 + 4(1 + \kappa_1)\lambda - 8\lambda^2).$$

In particular, $P_C$ has the root $\lambda = 0$ if and only if $C = C_{\text{max}}$ where

$$C_{\text{max}}^2 = \frac{9\kappa_0 (2\kappa_1 - \kappa_2^2)}{1 + 18\kappa_1 - 6\kappa_2}. \quad (60)$$

The value $s \in (0,1)$ such that $\omega_s$ has a zero eigenvalue is determined by asking that the polynomial $P_C$ has zero as a root, and it hence follows from the above argument that this is uniquely given by

$$s = \frac{C_{\text{max}}}{1 + C_{\text{max}}},$$

where $C_{\text{max}}$ here is chosen as the positive root of (60), namely $C(\alpha)$ given in (58). Since this value $s \in (0,1)$ is unique, we must also have that $\omega_t$ is positive definite for all $0 \leq t < s$, and of mixed signature for all $s < t \leq 1$, meaning that (57) is optimal.

In figure 1, we plot numerically the function $C(\alpha)$ given in (58). For $\alpha \geq 0$, the bound is observed to be relatively stable, with $C \sim 1$ for all $\alpha$, whereas, for $\alpha < 0$, the bound becomes extremely large – whilst it cannot be seen in the plot, we found that $C(-0.499) \approx 8.29811$. This suggests that the model is far more well-behaved for $\alpha \geq 0$. Due to the analysis in section 3.2, from the formulae (5) and (14), we expect the limit

$$\lim_{\alpha \to \infty} C(\alpha) = 6\sqrt{c_0} \approx 1.0027 \quad (61)$$
to hold. Interestingly, the minimum value of $C$ that we have found is given uniquely by $\alpha = 0$, where $C(0) = 1$, i.e. the topological bound for $\alpha = 0$ agrees with the Yang-Mills bound, whereas in all other cases, we have a stronger bound.
4 Gauged skyrmions and their caloron approximations

Calorons are finite-action, anti-self-dual connections on $S^1 \times \mathbb{R}^3$, and are therefore natural candidates for approximating gauged skyrmions via their holonomies in the $S^1$ direction. The boundary conditions for calorons in general are extremely subtle, and we shall not attempt to summarise them all here. For this we direct the reader to the PhD thesis of Nye [50]. A key point (which we introduce here mostly for the purpose of notation) is that $SU(2)$ calorons exhibit two topological charges $k, m \in \mathbb{Z}$ called the instanton number and magnetic charge in direct analogy with instantons on $\mathbb{R}^4$ and monopoles on $\mathbb{R}^3$. Calorons are often referred to by their charges as ‘$(k + m, k)$-calorons’.

There are two types of calorons which we shall concentrate on. Firstly are the $(m, 0)$-calorons. These are simply given by monopoles on $\mathbb{R}^3$. A **monopole** is a pair $(\tilde{A}, \Phi)$ comprising of an $SU(2)$ connection $D\tilde{A}$, and Higgs field $\Phi : \mathbb{R}^3 \rightarrow \mathfrak{su}(2)$, satisfying the Bogomolny equation $\star_3 D\tilde{A} \Phi = -F\tilde{A}$, and the boundary condition

$$-\frac{1}{2} \text{tr} (\Phi^2) \rightarrow \nu^2, \quad \text{as } |\tilde{x}| \rightarrow \infty,$$

(62)

where $\nu \in (0, \pi/\beta]$. Here $\beta$ is the period of the caloron (which we shall, as explained before, also take to be $\beta = 1$). The magnetic charge $m \in \mathbb{Z}$ emerges as a consequence of the boundary condition (62) which says that the Higgs field at infinity takes values in a 2-sphere of radius $\nu$ in $\mathfrak{su}(2)$, that is, it is a map $\Phi_\infty : S^2_\infty \rightarrow S^2_\nu \subset \mathfrak{su}(2)$. The magnetic charge $m \in \mathbb{Z}$ is the degree of this map. An $(m, 0)$-caloron is obtained from a monopole by setting $A_t = \Phi$, and $A_j = \tilde{A}_j$ for $j = 1, 2, 3$. The associated Skyrme field $U$ generated by the holonomy of a monopole satisfies the boundary condition

$$\frac{1}{2} \text{tr} U \rightarrow \cos \nu.$$

(63)
One can show that when $\beta = 1$, the topological charge for a monopole, and hence the associated gauged Skyrme field, is $Q = \frac{2\mu}{\pi}$. This example highlights a key difference between gauged skyrmions and ordinary skyrmions: the Skyrme field for a gauged Skyrme model does not have to satisfy the boundary condition $U \to \text{constant}$ as $r \to \infty$ in order for it to have a well-defined topological charge, and moreover, the whilst the baryon number of a skyrmion is always an integer, the gauged skyrmion generated by a monopole can have a charge given by any real number.

The second type of caloron we shall be concerned with are those with 0 magnetic charge, that is the $(k, k)$-calorons. These satisfy (among others) the boundary condition in a local gauge near $|\vec{x}| = \infty$

$$A_t \sim \left( \begin{array}{cc} i\mu & 0 \\ 0 & -i\mu \end{array} \right) + O(|x|^{-2}),$$

(64)

where $\mu \in [0, \pi/\beta]$. This boundary condition implies that the holonomy

$$U(\vec{x}) = \mathcal{P} \exp \left( -\int_{S^1} A_t dt \right),$$

and hence the associated Skyrme field, satisfies the boundary condition

$$U \to \left( e^{-i\mu} 0 \\ 0 e^{i\mu} \right), \quad \text{as} \ |\vec{x}| \to \infty,$$

(65)

and so $U$ has a well-defined degree, and that is precisely the instanton number $k \in \mathbb{Z}$. The topological charge of a $(k, k)$-caloron and its associated gauged skyrmion is $Q = k$. According to the monad descriptions of calorons and instantons [22, 51], the moduli space of $(k, k)$-calorons is embedded in the moduli space of $k$-instantons, furthermore, various examples of instantons are exhibited in the limit $\beta \to \infty$ of $(k, k)$-calorons [29, 52, 32]. For these reasons, the $(k, k)$-calorons are the most ‘instanton-like’ calorons.

### 4.1 Hedgehogs

The group $O(3)$ of spherical rotations and reflections has a natural action on the space of gauged Skyrme configurations given by

$$\mathfrak{R} \cdot (U, B) = (U \circ \mathfrak{R}, \mathfrak{R}^* B),$$

(66)

$$\sigma \cdot (U, B) = ((U \circ \sigma)^{-1}, \sigma^* B),$$

(67)

where $\mathfrak{R} : \mathbb{R}^3 \to \mathbb{R}^3$ represents an element of $SO(3)$, and $\sigma : \mathbb{R}^3 \to \mathbb{R}^3$ is the parity transformation $\vec{x} \mapsto -\vec{x}$. A gauged skyrmion $(U, B)$ is called $H$-symmetric if for all $h \in H \subset O(3)$, it is invariant under the relevant actions (66)-(67), up to gauge transformations. These actions combined leave the energy (42) invariant, so are symmetries of the field theory.

We shall concentrate on the most symmetric case, namely full spherical symmetry. It is well-known that the most general representative $(U, B)$ of a gauged Skyrme configuration which is $O(3)$-symmetric is given by the fields in the hedgehog ansatz

$$U = \exp \left( if(r) \frac{\vec{x} \cdot \vec{\sigma}}{r} \right), \quad B = \frac{1}{2} \left( g(r) - 1 \right) \frac{\vec{x} \times \vec{\sigma}}{r^2} \cdot d\vec{x},$$

(68)
where \( f, g : (0, \infty) \rightarrow \mathbb{R} \) are functions in the radial direction \( r = |\vec{x}| \). Imposing this spherically symmetric form, the family of energies (42) reduce to the one-dimensional integral

\[
P^H_\alpha = 8\pi \int_0^\infty \left( \kappa_0 \left( r^2 f''^2 + 2g^2 \sin^2 f \right) + \frac{1}{4r^2} \left( 1 - g^2 \right)^2 + \frac{g^2}{2} \right. \\
\left. + \kappa_2 \left( \sin^2 f \left( \frac{g^2}{r^2} \left( 1 - g^2 \right) - g^2 \right) - f'g' \sin 2f \right) \\
\left. + 2\kappa_1 \left( \frac{g^2}{r^2} \sin^4 f + 2f'^2 g^2 \sin^2 f \right) \right) \, dr.
\]  

(69)

Similarly, we may calculate the topological charge for the fields in the hedgehog ansatz as

\[
Q^H = \frac{1}{\pi} \int_0^\infty \left( f' \left( 1 - g^2 \right) - gg' \sin 2f + 2f'g^2 \sin^2 f \right) \, dr
\]

\[
= \frac{1}{\pi} \int_0^\infty \frac{d}{dr} \left( f - \frac{1}{2} g^2 \sin 2f \right) \, dr
\]

\[
= \frac{1}{\pi} \left[ f - \frac{1}{2} g^2 \sin 2f \right]_0^\infty.
\]  

(70)

It is straightforward to derive the equations which govern the critical points of (69). These are the coupled non-linear second-order ODEs given by

\[
2\kappa_0 \left( r^2 f'''' + 2r f'' + g^2 \sin 2f \right) - \kappa_2 \left( gg'''' + \frac{g^2}{r^2} \left( 1 - g^2 \right) \right) \sin 2f = 0,
\]

\[
+ 4\kappa_1 \left( f'^2 g^2 \sin 2f + \left( 2f''g^2 + 4f'g'g'' - \frac{g^4}{r^2} \sin 2f \right) \sin^2 f \right) = 0,
\]

\[
g'' + \frac{g}{r^2} \left( 1 - g^2 \right) - 4\kappa_0 g \sin^2 f - 8\kappa_1 \left( \frac{g^2}{r^2} \sin^2 f + f'^2 \right) g \sin^2 f = 0,
\]

\[
-\kappa_2 \left( 2f'^2 g \cos 2f + (f''g + 2f'g') \sin 2f + 2 \left( g'' + \frac{g}{r^2} \left( 1 - 2g^2 \right) \right) \sin^2 f \right) = 0.
\]  

(71)

(72)

### 4.2 Skyrme-monopoles

Recall that the corresponding Skyrme field given by the holonomy of a \((m, 0)\)-caloron, that is a BPS$^3$ monopole, satisfies the boundary condition (63). There is hence no reason why we cannot consider boundary conditions like (63) for gauged skyrmions. A gauged skyrmion satisfying boundary conditions including the condition (63) will be called a **Skyrme-monopole** parameterised by \( \nu \in (0, \pi) \).

At the moment, we are concerned with the spherically symmetric configurations. We hence consider the following boundary conditions for the profile functions within the spherically symmetric ansatz (68):

\[
f(0) = 0, \quad g(0) = 1, \\
f(\infty) = \nu, \quad g(\infty) = 0
\]  

(73)

for some constant \( \nu \in (0, \pi] \). These conditions are chosen so that (63) holds, \( U \) and \( B \) are well-defined at \( r = 0 \), and so that \( D^B U, F^B \rightarrow 0 \) as \( r \rightarrow \infty \) ensuring finite energy. Immediately, from

$^3$We adopt the terminology ‘BPS monopole’ for the remainder to distinguish monopoles on \( \mathbb{R}^3 \) and Skyrme-monopoles.
(70), we see that such a Skyrme-monopole has topological charge $Q^H = \nu/\pi$. We remark that boundary conditions of this type have previously been investigated for $SU(2)$ gauged Skyrme models in [40].

There is a charge $m = 1$ BPS monopole with spherical symmetry given by the monopole of Prasad and Sommerfield [53]. The corresponding gauged Skyrme fields have the profile functions

$$f(r) = \nu \coth(2\nu r) - \frac{1}{2r},$$
$$g(r) = \frac{2\nu r}{\sinh(2\nu r)},$$

and these are seen to satisfy the boundary conditions (73). We may therefore compare gauged skyrmion configurations satisfying the field equations (71)-(72), with the boundary conditions (73), to this monopole.

Solving the equations (71)-(72) explicitly is not so simple, so we shall approximate solutions numerically using a shooting algorithm. In order to do this, we must understand the limiting behaviour of the functions $f$ and $g$ near the boundaries. For $r \ll 1$, the linearisations of the field equations imply that there are constants $a, c > 0$ such that

$$f(r) \sim aj_1(2\sqrt{c}r), \quad g(r) \sim 1 - cr^2,$$

for some constant $b \in \mathbb{R}$. This constant has a physical interpretation, namely the scalar charge of the Skyrme-monopole. To understand the asymptotics of $g$, we need to study equation (72) with knowledge of the form of $f$. The linearisation is (up to order $r^{-1}$) given by

$$g'' - 4\kappa_0 \left( \frac{\sin^2\nu}{1 - 2\kappa_2 \sin^2\nu} - \frac{\sin 2\nu}{(1 - 2\kappa_2 \sin^2\nu)^2} \right) b + O(r^{-2}) = 0. \quad (78)$$

We expect an asymptotic form for $g$ of the form

$$g(r) = \sum_{j,k=0}^{\infty} e^{\chi_j r_p j k},$$

where $\chi_0 > \chi_1 > \ldots$, and $p_0 > p_1 > \ldots$ are real numbers for all $j \in \mathbb{N}$. In practice we only need to consider the leading term, so that $g(r) \approx e^{\chi_0 r_p}$. Plugging this into (78), we may set the leading and sub-leading terms equal to 0 and solve for $\chi$ and $p$. Choosing the decaying solution, we therefore have the asymptotic form for $g$ as

$$g(r) = d \exp \left( -2 \sin \nu \sqrt{\frac{\kappa_0}{1 - 2\kappa_2 \sin^2\nu}} r \right) \frac{1}{\left( 1 - 2\kappa_2 \sin^2\nu \right)^{\frac{3}{2}}}, \quad (80)$$
for some constant $d \in \mathbb{R}$ to be determined. It is important to note that the asymptotic formula (80) for $g$ near $r = \infty$ may only be applied for $\nu \neq \pi$, since when $\nu = \pi$, this formula does not decay unless $d = 0$, which is not a reasonable choice for the asymptotics.

To find a suitable asymptotic form for $g$ when $\nu = \pi$, we shall need to include more terms in the expansion (78). Consider now

$$f(r) \sim \pi - \frac{b}{r},$$

for some $b \in \mathbb{R}$. With this, we may expand (72) with $g \sim 0$ to obtain

$$g'' + \frac{4\kappa_0 b^2}{r^4} g' + \left(1 - 4b^2\kappa_0\right) \frac{g}{r^2} + O(r^{-4}) = 0. \quad (81)$$

Again we expect the asymptotic solution to take the form $g = d e^{\chi r} \rho$. Substituting this ansatz into (81), and setting the leading coefficients to 0, we find a decaying solution given by

$$g(r) \sim d r^{\frac{1}{2}} \left(1 - \sqrt{1 + 4(4b^2\kappa_0 - 1)}\right), \quad (82)$$

again with $d \in \mathbb{R}$ constant. This is only decaying when

$$4b^2\kappa_0 - 1 > 0, \quad (83)$$

and if we do not have this condition, we expect no solutions to exist. This is in contrast to the case where $\nu \neq \pi$, where no such condition is required.

4.2.1 Numerical results and comparison to monopoles

In light of the results given in section 3.2, that as $\alpha \to \infty$, the gauged Skyrme energy $E_\alpha$ reduces to the ordinary Skyrme energy, it would be most interesting to study the behaviour at the other extreme, namely $\alpha$ small. The smallest value of $\alpha > -\frac{1}{2}$ for which we may explicitly calculate the coefficients in the energy is when $\alpha = 0$, and so this is the case in which we shall study the general Skyrme-monopoles in detail. This is also a particularly interesting extreme case due to the behaviour of the topological bound as a function of $\alpha$, seen in figure 1.

We find numerical solutions exist for all $\nu \in (0, \pi]$, and would like to compare the solutions to that of the BPS monopole. The energy data for both the numerical solutions and BPS monopole approximation are plotted in figure 2 along with the theoretical energy minimum given by the topological bound. As can be seen, the approximation is really good, with less than a 1% difference in the energies for $0 < \nu < 7\pi/15$, and negligible difference near $\nu = 0$. As $\nu$ approaches $\pi$, the approximation is seen to be worse, but still within a reasonable degree of accuracy, with the percentage difference at $\nu = \pi$ only 12.6%.

Another good measure of how the Skyrme-monopoles agree with the BPS monopoles is the scalar charge $b$. For the BPS monopole, this is a topological quantity, namely, it is exactly half the magnetic charge, i.e. $b = 1/2$, as seen by the profile function (74). The value of $b$ for the Skyrme-monopole solutions is plotted in figure 3. As with the energy, this constant is seen to be close to that of the BPS monopole for $\nu \approx 0$, and deviates further away from that of the BPS monopole as $\nu \to \pi$.

4.2.2 Varying $\alpha$

Having studied in some detail the Skyrme-monopole solutions for $\alpha = 0$, it would be interesting to see what occurs as $\alpha$ varies. Doing this for general $\nu \in (0, \pi]$ is quite a laborious task, so instead we have considered three distinctly separated cases: $\nu = \pi$, $\nu = 2\pi/3$, and $\nu = \pi/3$. 
Figure 2: The energies of the Skyrme-monopole (blue), monopole approximation (orange), and the topological absolute minimum (green), for $\nu \in (0, \pi]$.

The case $\nu = \pi$ is particularly interesting for two reasons. Firstly, the asymptotic behaviour for the profile function $g$ is explicitly different to that of $\nu \neq \pi$, and in particular the condition $4b^2\kappa_0(\alpha) - 1 > 0$ must hold in order for solutions to exist. Secondly, the topological charge of such a Skyrme-monopole is $Q = 1$, which is the same as the configurations which we consider in section 4.3. We may hence compare these Skyrme-monopoles with these other configurations, and this we shall also explore in section 4.3.

The phase diagrams of the energies $E_\alpha$ for these Skyrme-monopoles, compared to the BPS monopole energies, for varying $0 \leq \alpha \leq 1$, are plotted in figures 4a-4c. A similar observation occurs as with the detailed analysis of the case $\alpha = 0$, namely, the BPS monopole approximation is significantly better for $\nu$ close to 0 compared to $\nu$ close to $\pi$. It is also noticeable that as $\alpha$ increases, whilst the approximation improves in each case, the energies also increase. This seemingly monotone behaviour in the Skyrme-monopole energies is in contrast to the topological energy bound in figure 1, which remains essentially constant for $\alpha > 0$.

Specifically in the case $\nu = \pi$, we find that for $-\frac{1}{2} < \alpha \leq \frac{1}{2}$, there are accurate numerical solutions. However, we were not able to generate such solutions for $\alpha > \frac{1}{2}$. In figure 5, we plot the quantity $4b^2\kappa_0 - 1$ for the $\nu = \pi$ Skyrme-monopoles, and it is observed that $4b^2\kappa_0(0.5) - 1 \approx 0$, which may explain why our numerics did not behave well for $\alpha > 0.5$. This aligns with the necessary condition (83). Having said this, there is no reason to believe that the quantity $4b^2\kappa_0 - 1$ does not become positive again, and hence that additional Skyrme-monopoles with $\nu = \pi$ could exist, for some value of $\alpha > \frac{1}{2}$. This we are yet to investigate.

Rather intriguingly, for $\alpha = 0$ we observe that $4b^2\kappa_0 - 1 = 1$ within numerical accuracy. From (82), this means that for $\alpha = 0$, $g$ behaves like $r^{-1/\varphi}$, where

$$\varphi = \frac{1 + \sqrt{5}}{2},$$

is the golden ratio. It is unclear whether any meaning should be taken from this numerological observation, nevertheless, it is certainly rather curious.

---

4We have only plotted for $\alpha \geq 0$ for the sake of clarity.

5The actual value we obtained numerically was 0.0036 to two significant figures.
4.3 Skyrme-instantons

In this section we consider Skyrme fields analogous to those constructed from the holonomy of a $(k,k)$-caloron. Recall that these satisfy the boundary condition (65):

$$U \rightarrow \begin{pmatrix} e^{-\mu} & 0 \\ 0 & e^{\mu} \end{pmatrix},$$

with $\mu \in [0, \pi]$, and have topological charge $Q = k$. A gauged skyrmion satisfying boundary conditions including the condition (65) for any $\mu \in [0, \pi]$ will be called a Skyrme-instanton of degree $k$, where $k = \text{deg}(U)$.

For the time-being, we are interested in the spherically symmetric examples. There is a one-parameter family of $(1,1)$-calorons which possess $O(3)$-symmetry. These are found within the family of Harrington-Shepard calorons [52], which are $(1,1)$ calorons with $\mu = 0$. These calorons are often referred to as having trivial holonomy. The components of the caloron gauge field are given explicitly by

$$A_t(t, \vec{x}) = tf(t, r) \frac{\vec{r} \cdot \vec{\sigma}}{r}, \quad A_j(t, \vec{x}) = \frac{i}{2} \left( (g(t, r) - 1) \frac{\varepsilon_{jkl} x^k \sigma^l}{r^2} + h(t, r) \sigma^j \right),$$

where

$$f = -\frac{\partial_t \phi}{2\phi}, \quad g = 1 + \frac{r \partial_r \phi}{\phi}, \quad h = \frac{\partial_t \phi}{\phi},$$

with $\phi : S^1 \times \mathbb{R}^3 \rightarrow \mathbb{R}$ given by

$$\phi = 1 + \frac{\lambda^2}{2r \cosh(2\pi r)} \frac{\sinh(2\pi r)}{\cos(2\pi(t - \theta))}.$$
This solution depends on two parameters, \( \lambda > 0 \), which is interpreted as the ‘scale’ of the caloron, and \( \theta \in [-1/2, 1/2] \) representing the caloron’s location in \( S^1 \).

At the moment, (84) only has \( SO(3) \)-symmetry, due to the appearance of the function \( h(t, r) \). In order to obtain \( O(3) \)-symmetry we need to fix the parameter \( \theta \). Setting \( \theta = \pm \frac{1}{2} \), or \( \theta = 0 \) makes \( h(-t, r) = -h(t, r) \), and then we have full spherical symmetry. In particular, in these cases \( h(-1/2, r) = 0 \), so the constructed gauged Skyrme field is \( O(3) \)-symmetric. In these cases, the functions \( f \) and \( g \) take the forms\(^6\)

\[
\begin{align*}
  f_0(t, r) & = \frac{\lambda^2 \sinh(2\pi r)(\cosh(2\pi r) - \cos(2\pi t)) - 2\pi r (1 - \cosh(2\pi r) \cos(2\pi t))}{4r^2 (\cosh(2\pi r) - \cos(2\pi t))(\cosh(2\pi r) - \cos(2\pi t) + \frac{\lambda^2}{2\pi} \sinh(2\pi r))}, \\
  g_0\left(-\frac{1}{2}, r\right) & = \frac{\pi \lambda^2 + 1 + \cosh(2\pi r)}{\cosh(2\pi r) + 1 + \frac{\lambda^2}{2\pi} \sinh(2\pi r)},
\end{align*}
\]

when \( \theta = 0 \), and

\[
\begin{align*}
  f_\pm(t, r) & = \frac{\lambda^2 \sinh(2\pi r)(\cosh(2\pi r) + \cos(2\pi t)) - 2\pi r (1 + \cosh(2\pi r) \cos(2\pi t))}{4r^2 (\cosh(2\pi r) + \cos(2\pi t))(\cosh(2\pi r) + \cos(2\pi t) + \frac{\lambda^2}{2\pi} \sinh(2\pi r))}, \\
  g_\pm\left(-\frac{1}{2}, r\right) & = \frac{\cosh(2\pi r) - 1 - \pi \lambda^2}{\cosh(2\pi r) - 1 + \frac{\lambda^2}{2\pi} \sinh(2\pi r)},
\end{align*}
\]

when \( \theta = \pm \frac{1}{2} \). Note that since \( \lambda \neq 0 \), we have \( g_\pm \to -1 \) as \( r \to 0 \), so the constructed Skyrme gauge field \( B \) would have a singularity at \( r = 0 \), as seen by the formula (68). This is problematic. However, no such singularity exists for the case \( \theta = 0 \), since \( g_0 \to 1 \) as \( r \to 0 \), so we shall from now on only consider this case.

\(^6\)We have evaluated \( g \) at \( t = -\frac{1}{2} \) as this is the requirement to define the skyrmion gauge field \( B \).
After a short calculation, we find that the resulting profile functions for the corresponding Skyrme fields are

\[
f_\lambda(r) = \frac{\pi \sinh(2\pi r) - \frac{\lambda^2}{4\pi} \left( \sinh(2\pi r) - 2\pi r \cosh(2\pi r) \right)}{\sqrt{\left(\frac{\lambda^2}{2\pi} \sinh(2\pi r) + \cosh(2\pi r) - 1 \right) \left(\frac{\lambda^2}{2\pi} \sinh(2\pi r) + \cosh(2\pi r) + 1 \right)}} - \pi,
\]

\[
g_\lambda(r) = 1 + \frac{\lambda^2 \pi - \frac{\lambda^2}{4\pi} \sinh(2\pi r)}{\frac{\lambda^2}{2\pi} \sinh(2\pi r) + 1 + \cosh(2\pi r)},
\]

where the scale \( \lambda > 0 \) is the only remaining parameter. This parameter \( \lambda \) may be optimised for each \( \alpha \) so that \( E_{\alpha} \) is minimised. We denote by \( \lambda_{\text{min}} \) this optimal value of \( \lambda \) for each \( \alpha > -\frac{1}{2} \).

These optimal values are plotted for \( \alpha > 0 \) in figure 6.

A noticeable property of this is that for \( \alpha \sim 0 \), \( \lambda_{\text{min}} \) is very large. In fact, our numerics suggest that \( \lambda_{\text{min}}(0) = \infty \). Now, the functions \( f_\lambda \) and \( g_\lambda \) both have well-defined limits as \( \lambda \to \infty \), given by

\[
f_\infty(r) = \pi \coth(2\pi r) - \frac{1}{2r} - \pi,
\]

\[
g_\infty(r) = \frac{2\pi r}{\sinh(2\pi r)}.
\]

These are remarkably similar to the profile functions of the \( \nu = \pi \) BPS monopole (74)-(75), with the difference \( f_\infty = f_{\text{BPS}} - \pi \). This is not a coincidence. One can show that in the limit \( \lambda \to \infty [29, 31] \) that the Harrington-Sheppard (1,1)-caloron reduces to a (0,1)-caloron, which is equivalent, via a large gauge transformation called the rotation map [54], to the charge 1 BPS monopole considered in the previous section. This observation, in light of figure 6, suggests that the energy \( E_\alpha \) prefers ‘monopole-like’ boundary conditions near \( \alpha = 0 \), and these become less
preferred as $\alpha \to \infty$. This can also be seen by plotting the energy $E_\alpha(\lambda_{\text{min}})$ against the energy $E_\alpha(\text{BPS})$, which we do in figure 7.

Having studied the behaviour of the caloron approximations to Skyrme-instantons, we would now like to see how this compares to the behaviour of the ‘true’ Skyrme-instantons. We consider the following boundary conditions for the hedgehog profile functions:

$$f(0) = -\pi, \quad g(0) = 1,$$
$$f(\infty) = 0, \quad g(\infty) = 1. \quad (89)$$

These boundary conditions make (68) a Skyrme-instanton in the sense that the boundary condition (65) with $\mu = 0$ holds. In particular, they are comparable to the Harrington-Shepard caloron, whose profile functions also obey these boundary conditions. From (70), the topological charge of such a Skyrme-instanton is $Q_H = 1$. We also remark that the boundary conditions (89) are similar to those considered in [39].

In a similar way to the asymptotic analysis of the Skyrme-monopoles, we may linearise the field equations (71) and (72) to obtain formulae for the asymptotic behaviour of the Skyrme-instanton. We obtain

$$f_s(r) = ar - \pi, \quad \text{for } r \sim 0, \quad (90)$$
$$f_l(r) = -\frac{b}{r^2}, \quad \text{for } r \sim \infty, \quad (91)$$

and

$$g_s(r) = 1 - cr^2, \quad \text{for } r \sim 0, \quad (92)$$
$$g_l(r) = 1 - \frac{d}{r}, \quad \text{for } r \sim \infty, \quad (93)$$
where the numbers \( a, b, c, d \in \mathbb{R} \) may be determined using a Newton-Raphson shooting algorithm, analogously to the case of Skyrme-monopoles.

### 4.3.1 Numerical results and comparison to calorons

For \( \alpha > 0 \), and sufficiently not close to 0, we find that there are numerical Skyrme-instanton solutions, and we plot their energies against the energies of the optimal caloron approximation in figure 8, up to \( \alpha = 10 \). It would appear from this plot that the caloron approximation gets better as \( \alpha \) increases towards the weak coupling limit. The behaviour near \( \alpha = 0 \), the strong coupling limit, is interesting. In the case of Skyrme-monopoles with \( \nu = \pi \), we found that there was a cut-off for which our numerics no longer returned valid solutions. For the Skyrme-instantons, our numerics reveal that near \( \alpha = 0 \), the same absence of solutions occurs. However, in contrast
to the case of the Skyrme-monopoles, here we do not have a reasonable hypothesis akin to (83) which explains this. What we do have is the caloron approximation. This struggle to find solutions near \( \alpha = 0 \) was actually predicted by the analysis of the Harrington-Shepard caloron, which suggested that monopole boundary conditions are preferred for \( \alpha \sim 0 \). It would seem that this is the case for the actual solutions too.

As an example, we shall illustrate what occurs when we try shooting for numerical Skyrme-instanton solutions in the case \( \alpha = 0 \). On each bounded interval \([\varepsilon, K]\), for \( \varepsilon << 1 \) and \( K \) large, the Newton-Raphson algorithm for the constants \((a, b, c, d)\) appearing in the asymptotic formulae (90)-(93) converged. However, as the size of the interval \([\varepsilon, K]\) was increased, the constant \( d \) representing the large \( r \) asymptotics of the profile function \( g \), appeared to diverge. This can be seen in figure 9b: as \( K \) increases, the profile function \( g \) for the gauge field \( B \) does not converge to a function satisfying the boundary condition \( g(\infty) = 1 \). Rather, it appears to become less and less localised, and more comparable to that of a Skyrme-monopole, satisfying \( g \to 0 \) as \( r \to \infty \). This is manifested in the constant \( d = d(K) \) found in (93), which satisfies \( d(20) \approx 8.16 \), and \( d(100) \approx 46.93 \), suggesting that \( g(\infty) \) would prefer to be 0. In contrast, the profile function \( f \) for the Skyrme field \( U \) does appear to converge (see figure 9a), which is expected since the boundary conditions are the same as the Skyrme-monopole under the replacement \( f \mapsto f - \pi \), which is a symmetry of the field equations.

The energy calculated for this Skyrme-instanton is \( E \approx 92.74 \), which is extremely close to that of the \( \nu = \pi \) Skyrme-monopole, which has energy \( E \approx 92.72 \). We suspect that if we were to continue for \( K > 100 \), then the energy of the Skyrme-instanton will lower, converging on the energy of the Skyrme-monopole.

A similar pattern in the numerics is observed for all \( 0 \leq \alpha < 0.1953 \), that is, the algorithm did not converge. One hypothesis as to why this is the case for the small values of \( \alpha \neq 0 \) is that the Skyrme-instanton actually does exist, but it is extremely large, and to construct it would require considering values of \( K \) which are far greater than 100, where we usually stopped the process. This is evidenced by considering the behaviour of the optimal Harrington-Shepard caloron profile functions, for which \( g_{\lambda} \), for \( \lambda \) large, does not get near to 1 until \( r \) is very large. Another idea is that our numerical algorithm is not robust enough to find all of the solutions. One alternative method is to use pseudocritical point continuation alongside our usual shooting algorithm, in which we would also vary \( \alpha \), changing the shooting map to a function \( F : \mathbb{R}^5 \to \mathbb{R}^4, F = F(\alpha, a, b, c, d) \). This method has been used for similar purposes, namely to pick out seemingly absent solutions to field equations which depend on a parameter, for example in [55]. Of course, it is also possible that the algorithm did not converge because no solution with those boundary conditions exists.

Figure 9: The profile functions \( f \) and \( g \) for the Skyrme-instanton minimiser of \( E_0 \) on the finite intervals \([0.01, K]\), for \( K = 20, 40, 60, 80, 100 \).

A similar pattern in the numerics is observed for all \( 0 \leq \alpha < 0.1953 \), that is, the algorithm did not converge. One hypothesis as to why this is the case for the small values of \( \alpha \neq 0 \) is that the Skyrme-instanton actually does exist, but it is extremely large, and to construct it would require considering values of \( K \) which are far greater than 100, where we usually stopped the process. This is evidenced by considering the behaviour of the optimal Harrington-Shepard caloron profile functions, for which \( g_{\lambda} \), for \( \lambda \) large, does not get near to 1 until \( r \) is very large. Another idea is that our numerical algorithm is not robust enough to find all of the solutions. One alternative method is to use pseudocritical point continuation alongside our usual shooting algorithm, in which we would also vary \( \alpha \), changing the shooting map to a function \( F : \mathbb{R}^5 \to \mathbb{R}^4, F = F(\alpha, a, b, c, d) \). This method has been used for similar purposes, namely to pick out seemingly absent solutions to field equations which depend on a parameter, for example in [55]. Of course, it is also possible that the algorithm did not converge because no solution with those boundary conditions exists.
4.3.2 Comparison to Skyrme-monopoles

The main conclusion of studying the spherically-symmetric Skyrme-instantons and Skyrme-monopoles is that the energy (69) appears to favour certain boundary conditions as $\alpha$ varies. To test this idea further, we will make another comparison. The Skyrme-monopoles with $\nu = \pi$, and the Skyrme-instantons, both have topological charge $Q^H = 1$, so it is reasonable to compare them as solitons. In fact, we have observed that when $\alpha \approx 0$, these configurations may even be the same (up to a large gauge transformation), in analogy with the $\lambda \to \infty$ limit of the Harrington-Shepard caloron.

Consider the phase diagram in figure 10. There we have plotted the value of the energy $E_\alpha$ for both the numerical Skyrme-monopoles and Skyrme-instantons for $\alpha \in [0, 1]$. Clearly, for $\alpha \approx 0$, the Skyrme-monopole boundary conditions dominate since there are no Skyrme-instanton solutions. Extrapolating the curve for the Skyrme-instantons in such a way that the two curves meet at $\alpha = 0$, it is easy to convince oneself that this is also true with regards to minimising the energy. Likewise, the Skyrme-instanton solutions dominate away from $\alpha = 0$.

![Figure 10: A phase diagram of the energies of Skyrme-monopoles and Skyrme-instantons for varying $\alpha \in [0, 1]$.](image)

5 Approximating skyrmions with gauged skyrmions

An energy of the form (26) describing an $SU(2)$ gauged Skyrme model is a functional $E(U, B)$ of fields $(U, B)$, where $U : \mathbb{R}^3 \to SU(2)$, and $B$ is a connection 1-form on $\mathbb{R}^3$. This naturally induces an ordinary Skyrme model in the case that $B = 0$, with energy

$$E^0 = \int (\lambda_0 |U^{-1}dU|^2 + \lambda_1 |U^{-1}dU \wedge U^{-1}dU|^2) \, d^3x.$$  \hspace{1cm} (94)

This functional describes a bona-fide $SU(2)$ Skyrme model, whose critical points satisfy the Skyrme field equation (3) with $\lambda_p = c_p$. However, unlike the gauged model, this induced model is not invariant under gauge transformations $G : \mathbb{R}^3 \to SU(2)$, since here we have

$$U^{-1}dU \mapsto G (U^{-1}dU + U^{-1}L_G U - L_G) G^{-1},$$
where \( L_G = G^{-1}dG \). Letting \( L = U^{-1}(dU + [L_G, U]) \), the Skyrme energy (94) thus transforms as \( E^0(U) \to E(G, U) \), where

\[
E(G, U) = \int (\lambda_0|L|^2 + \lambda_1|L \wedge L|^2) \, d^3x. \tag{95}
\]

In each gauge equivalence class of gauged skyrmions \((U, B)\) (that is, critical points of (26)), it is not unreasonable to ask whether there is a representative \(G \cdot (U, B)\) such that \(GUG^{-1}\) approximates a critical point of (94). This is equivalent to saying \((G, U)\) approximates a critical point of (95). Such a pair \((G, U)\) must satisfy the asymptotic boundary conditions \(G, U \to 1\) as \(|\vec{x}| \to \infty\), in line with the usual boundary conditions imposed on the Skyrme field.

The important variable that needs to be optimised here is the choice of gauge. Varying \(E(G, U)\) with respect to \(G\) gives the equation

\[
\sum_{i,j} g_{ij} \left( \lambda_0 [L_i, L_j] + \lambda_1 [L_i, [L_j, L_j]] , U \right) U^{-1} G^{-1} = 0,
\]

which is a second order partial differential equation for \(G\). So for any gauged skyrmion \((U, B)\), that is a critical point of (26), the representative \(U'\) which minimises (94) is hence given by \(U' = GUG^{-1}\), where \((G, U)\) solves (96).

Imposing a symmetric form on the Skyrme field \(U\) simplifies this condition. For example, when \((U, B)\) is spherically symmetric, i.e. of the form in (68), the gauge transformations which preserve this are those of the same ‘hedgehog’ form:

\[
G(x) = \exp \left( \mu(r) \frac{\vec{x} \cdot \vec{\sigma}}{r} \right), \tag{97}
\]

for some function \(\mu : (0, \infty) \to \mathbb{R}\). In this scenario, \(G\) acts trivially on \(U\), that is \(GUG^{-1} = U\), and so the condition (96) is obsolete. In other words, the energy (94) is invariant under gauge transformations of spherically-symmetric gauged skyrmions.

With this in mind, we may automatically compare the minimisers of (94), to the Skyrmion-instantons and Skyrme-monopoles found in the previous section, without having to consider a preferred choice of gauge. We set \(\lambda_0 = \kappa_0\) and \(\lambda_1 = \frac{\kappa_1}{4}\) so that (94) aligns with (42). Within the hedgehog ansatz, the field equation for (94) reduces to the ODE

\[
(\kappa_0 r^2 + 4\kappa_1 \sin^2 f) f'' + 2\kappa_0 r f' + \sin 2f \left( 2\kappa_1 f'^2 - \kappa_0 - 2\kappa_1 \frac{\sin^2 f}{r^2} \right) = 0. \tag{98}
\]

The usual boundary conditions imposed for a spherically-symmetric skyrmion are 
\[ f(0) = \pi \quad \text{and} \quad f(\infty) = 0. \]
We shall instead consider the boundary conditions \(f(0) = -\pi\) and \(f(\infty) = 0\) so that by the formula (70), the skyrmion \(U = \exp \left( i f(r) \frac{\vec{x}}{r} \right)\) satisfying (98) has topological charge \(Q^H = 1\). This boundary condition is also comparable to the Skyrme fields of the Skyrmion-instantons, and the Skyrme-monopoles with \(\nu = \pi\), from the previous section.\(^7\) It is worthwhile noting that even though equation (98) appears to depend on the couplings \(\kappa_0, \kappa_1\), that is, the parameter \(\alpha\), this dependence is only the case up to a re-scaling of length and energy units. It follows that all solutions of (98) with these boundary conditions are the same up to this re-scaling, and will hence all be called the spherically-symmetric skyrmion. Linearising (98) with

\(^7\)We remark that \(f \to f + n\pi\) is a symmetry of the energy and topological charge for all \(n \in \mathbb{Z}\), so the boundary condition \(f(0) = 0\), and \(f(\infty) = \pi\) for the Skyrmion-monopoles is essentially equivalent to this.
these boundary conditions gives a Cauchy-Euler type equation, and we obtain the asymptotic formulae

\[ f_s(r) = ar - \pi, \quad r \sim 0, \quad (99) \]

\[ f_l(r) = -\frac{b}{r^2}, \quad r \sim \infty, \quad (100) \]

for some \( a, b \in \mathbb{R}^+ \) to be determined numerically for each \( \alpha > -\frac{1}{2} \).

We are particularly interested in comparing this ordinary skyrmion to the gauged skyrmions considered in the previous sections, that is, the Skyrme-monopoles and Skyrme-instantons. The most enlightening comparison in this situation is how much the profile functions agree (or disagree) with each other. To measure this, we will calculate \( \Xi = \max_r |f - f_{\text{Sky}}| \), where \( f \) is the profile function of the gauged skyrmion Skyrme fields, to be varied over the different types, and \( f_{\text{Sky}} \) is the ordinary skyrmion (scaled accordingly to solve (98) for the correct value of \( \alpha \)). We will also use the same measure when we come to compare the ordinary skyrmion to the optimal Harrington-Shepard calorons, and the BPS monopoles, in the next section. Of course, for both types of monopoles, we consider instead \( f - \pi \).

In figures 11a-11b, we plot this measure of difference between the ordinary skyrmion, against the Skyrme fields of the Skyrme-monopoles (with \( \nu = \pi \)) and Skyrme-instantons respectively.

![Figure 11: The maximum difference between the Skyrme-monopole/Skyrme-instanton Skyrme fields, and the ordinary Skyrme field, as a function of \( \alpha \).](image)

In the case of the Skyrme-monopoles, the difference is seen to be the greatest of all configuration types studied, but still below 0.48 for all examples, which is \( \approx 15\% \) of the maximum absolute value of the skyrmion’s profile function \( |f(0)| = \pi \). As \( \alpha \) varies, this measure of deviation is relatively constant, remaining between 0.45 and 0.48. Contrary to this, the difference between the Skyrme-instantons, and the ordinary skyrmions starts similarly to the Skyrme-monopoles, and then becomes almost negligible as \( \alpha \) increases. This is in fact very much expected – as a result of the discussion in section 3.2, we know that in the instanton/weak coupling limit \( \alpha \to \infty \), the family of spherically-symmetric Skyrme-instantons that we have described will converge in some way to the ordinary spherically-symmetric skyrmion.

### 5.1 Approximating skyrmions with calorons and monopoles

To finish our discussions on calorons, gauged skyrmions, and skyrmions, we shall make one last set of comparisons. Part of the motivation for studying this topic was to see how well calorons, and in particular monopoles, approximate ordinary skyrmions. This has, as already mentioned, been investigated in part in [36, 37], but without the knowledge of the family of gauged Skyrme models (42), and the intermediate relationship between calorons and gauged skyrmions. Furthermore, as far as we know, no such comparison between BPS monopoles and skyrmions has ever been made.
In the same way as with the gauged skyrmions, we compare the optimal Harrington-Shepard calorons, and BPS monopoles with $\nu = \pi$, by measuring the maximum difference between the profile functions. The results for varying $0 \leq \alpha \leq 10$ are plotted in figure 12. In light of the observations in section 4.3, it is unsurprising that the strength of the BPS monopole approximation diminishes as $\alpha$ increases, with the difference between the profile functions growing fairly rapidly. On the other hand, the Harrington-Shepard caloron approximation improves as $\alpha$ increases, but of course, this is expected as the caloron appeared to better approximate the Skyrme-instantons in this way, as seen in figure 8. These two plots meet at $\alpha = 0$, and importantly, the difference between them and the ordinary Skyrme field is small, at approximately 0.25, which is only 8% of the maximum absolute value of the skyrmion’s profile function. The conclusion of this brief analysis is that calorons appear to be good approximations of skyrmions at all length and energy scales (for optimal choices of the parameter $\lambda$), and crucially, monopoles are a good approximation when the length and energy scales are those which align with the strong coupling $\alpha \approx 0$.

6 Summary and open problems

By utilising the Atiyah-Manton-Sutcliffe methods for constructing approximate Skyrme fields from instantons [13, 18], we have shown how to similarly construct approximate gauged Skyrme fields from periodic instantons, also known as calorons. One nice property of this construction is that it considers an expansion of the caloron in terms of the ultra-spherical functions, which leads to a one-parameter family of gauged Skyrme models (42), parameterised by the ultra-spherical parameter $\alpha > -\frac{1}{2}$. In particular, this family, with any number of vector mesons included, reduces to the corresponding Sutcliffe model [18] in a limit where $\alpha \to \infty$.

We have studied the relationships between calorons and gauged skyrmions in the case of spherically symmetric examples. The main conclusion is that the model appears to interpolate

\[\text{Figure 12: The maximum difference between the Skyrme field profile function for the charge 1 BPS monopole, and optimum Harrington-Shepard caloron, as a comparison with the ordinary spherically-symmetric skyrmion.}\]

This is actually not the minimum value found. A smaller value of the max difference may be obtained at $\alpha \sim -0.2$, namely a difference of 0.21.
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between different favoured boundary conditions as $\alpha$ varies, with ‘monopole-like’ boundary conditions preferred as $\alpha \to 0$, and ‘instanton-like’ conditions preferred as $\alpha \to \infty$. This is rather interesting given the similar interpolation between monopoles and instantons that calorons exhibit. We have also studied how monopoles and calorons can be in some cases seen to be reasonable approximations to ordinary skyrmions. This is a small step of progress in further understanding the links between monopoles and skyrmions.

There is of course a lot of work still to be done here. Crucially, we have only considered the most basic examples, and a lot more is likely to be revealed by looking at less symmetric field configurations. The next most simple example would be to consider axially symmetric examples. The famous $(1,1)$-calorons with non-trivial holonomy [27, 30], contain a family of calorons with precisely this symmetry. Like with the Harrington-Shepard calorons, the holonomies of these calorons generate (less trivial) examples of Skyrme-instantons of charge 1, with a scale parameter $\lambda > 0$ which can be optimised. Since the Skyrme-instanton boundary condition (65) for non-zero $\mu$ breaks the gauge symmetry to $U(1)$, there may be a relationship with the $U(1)$-gauged skyrmions found in [42], which also exhibit an axial symmetry, in addition to a non-zero dipole moment, which is similar to the interpretation of $(1,1)$-calorons as two oppositely charged magnetic monopoles [26]. Another axially symmetric caloron appears explicitly in [56]. This caloron is possibly more interesting as it has a mixture of instanton and magnetic charge – it is a $(2,1)$-caloron. Moving on from axial symmetry, Ward presents in [32] examples of $(k,k)$-calorons, with trivial holonomy, in the cases $k = 2, 3, 4$, which exhibit platonic symmetries. In all of these cases, the monopole and instanton limits have been studied [29, 27, 30, 32]. It would be very interesting to see whether there exist corresponding symmetric gauged skyrmions, how well these calorons approximate them, what their behaviour is with respect to the parameter $\alpha$, and of course, how they relate to the ordinary skyrmions with the same symmetries. In particular, it would be good to see if this comparison evinces the apparent correlation between the symmetries of certain monopoles and skyrmions [43]. It would also be interesting to study the more obscure symmetric examples of calorons in the context of skyrmions, for example the crossed solutions and oscillating solutions described in [57, 54], for which the only known examples of skyrmions exhibiting similar symmetries are actually periodic skyrmions, or Skyrme chains [35].
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A Integrals of the ultraspherical function

In this section we shall derive formulae for the integrals

$$I_r = \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \phi_+^{(\alpha,1)}(t) \right)^r \, dt,$$

for $r = 0, 1, 2, 3, 4$, where $\phi_+^{(\alpha,1)}(t)$ is given by the formula (28) as

$$\phi_+^{(\alpha,1)}(t) = \frac{1}{2} + 2t \frac{\Gamma(\alpha + \frac{3}{2})}{\sqrt{\pi} \Gamma(\alpha + 1)} \, _2F_1 \left( \frac{1}{2}, -\alpha; \frac{3}{2}; 4t^2 \right).$$
This function may be represented by the power series
\[ \phi^{(\alpha,1)}_\tau(t) = \frac{1}{2} + K \sum_{k=0}^{\infty} \binom{\alpha}{k} (-1)^k \frac{(2t)^{2k+1}}{2k+1}, \] (102)
where \( K \) is a constant dependent only on \( \alpha \), namely
\[ K = \frac{\Gamma(\alpha + 3/2)}{\sqrt{\pi} \Gamma(\alpha + 1)}, \] (103)
and we have introduced the generalised binomial coefficient
\[ \binom{\alpha}{k} = \frac{1}{k!} \prod_{r=0}^{k-1} (\alpha - r), \] (104)
defined for all \( \alpha \in \mathbb{R} \). The hypergeometric function appearing in (28) is defined in general as
\[ \sum_{n=0}^{\infty} \binom{a_1 + n}{b_1} \cdots \binom{a_p + n}{b_q} \frac{x^n}{n!}, \] (105)
for non-negative integers \( p \leq q + 1 \), and real coefficients \( a_r, b_r \).

To calculate the integrals \( I_r \), it is helpful to introduce the function \( \eta_\alpha(t) = \phi^{(\alpha,1)}_\tau(t) - \frac{1}{2} \). From (28), we have that \( \eta_\alpha \) is a monotone, odd function, which satisfies \( \eta(\pm \frac{1}{2}) = \pm \frac{1}{2} \). Introducing the notation
\[ j_r(\alpha) = \int_{-\frac{1}{2}}^{\frac{1}{2}} \eta_\alpha(t)^r dt, \]
we can use the symmetry of the interval \([-1/2, 1/2]\), and the fact that \( \eta_\alpha \) is an odd function, to see that \( j_{2n+1} = 0 \), and also
\[ I_0(\alpha) = 1, \quad I_1(\alpha) = \frac{1}{2}, \] (106)
\[ I_2(\alpha) = \frac{1}{4} + j_2(\alpha), \] (107)
\[ I_3(\alpha) = \frac{3}{2} I_2(\alpha) - \frac{1}{4}, \] (108)
\[ I_4(\alpha) = \frac{3}{2} I_2(\alpha) - \frac{5}{16} + j_4(\alpha). \] (109)

It thus remains to calculate \( j_2 \) and \( j_4 \).

A.1 Evaluating \( j_2 \) and \( I_2 \)

From the power series expansion (31), we have that
\[ \eta_\alpha(t)^2 = K^2 \sum_{k=0}^{\infty} \binom{\alpha}{k} \frac{(-1)^k}{2k+1} \sum_{j=0}^{\infty} \binom{\alpha}{j} \frac{(-1)^j}{2j+1} (2t)^{2k+2j+1}. \]

Thus,
\[ j_2(\alpha) = K^2 \sum_{k=0}^{\infty} \binom{\alpha}{k} \frac{(-1)^k}{2k+1} \sum_{j=0}^{\infty} \binom{\alpha}{j} \frac{(-1)^j}{(2j+1)(2k+2j+3)}. \] (110)
To evaluate the sums in (110), we are going to need the following important formula:

\[
\frac{\Gamma(z)\Gamma(w)}{\Gamma(z+w)} = 2 \int_0^\frac{\pi}{2} \sin^{2z-1}(x) \cos^{2w-1}(x) dx, \quad \text{for } \Re(z), \Re(w) > 0.
\]

(111)

With this, and the general binomial theorem

\[
(1 + t)^\alpha = \sum_{r=0}^{\infty} \binom{\alpha}{r} t^r,
\]

(112)

we may prove the following lemma.

**Lemma 3** The following sums hold for all \(\alpha > -\frac{1}{2}\), \(m > -1\), and \(x > 1\):

1. \(\sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{2r+1+m} = \frac{1}{2} \frac{\Gamma(\alpha + 1) \Gamma(\frac{m}{2} + \frac{1}{2})}{\Gamma(\alpha + \frac{3}{2} + \frac{m}{2})}\);

2. \(\sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{r+1} = \frac{1}{\alpha + 1}\);

3. \(\sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{(r+1)(2r+1)} = \frac{1}{\alpha + 1} - \frac{1}{\alpha + 1}\);

4. \(\sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r \Gamma(\alpha + 1) \Gamma(r + x)}{(r+1)(r + x - 1)\Gamma(\alpha + r + x + 1)} = \frac{\Gamma(x-1)}{(2-x)(\alpha+1)} \left( \frac{2\Gamma(2\alpha+2)}{\Gamma(2\alpha+x+1)} - \frac{\Gamma(\alpha+1)}{\Gamma(\alpha+x)} \right)\).

**Proof.**

1. Using the fact that by (112), the sum may be written as an integral, then the substitution
   \(t = \sin x\), and the formula (111), we obtain the result:

\[
\sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{2r+1+m} = \int_0^1 (1 - t^2)^\alpha t^m dt = \int_0^\frac{\pi}{2} \cos^{2\alpha+1}(x) \sin^m(x) dx
\]

\[
= \int_0^\frac{\pi}{2} \cos^{2(\alpha+1) - 1}(x) \sin^{2(\frac{m}{2} + 1) - 1}(x) dx = \frac{1}{2} \frac{\Gamma(\alpha + 1) \Gamma(\frac{m}{2} + \frac{1}{2})}{\Gamma(\alpha + \frac{3}{2} + \frac{m}{2})}.
\]

2. First note that by (104), we have

\[
\binom{\alpha + 1}{r + 1} = \frac{\alpha + 1}{r + 1} \binom{\alpha}{r}.
\]

Hence, by (112), we have

\[
0 = (1 - 1)^{\alpha+1} = \sum_{r=0}^{\infty} \binom{\alpha + 1}{r} (-1)^r = 1 + \sum_{r=1}^{\infty} \binom{\alpha + 1}{r} (-1)^r
\]

\[
= 1 - \sum_{r=0}^{\infty} \binom{\alpha + 1}{r + 1} (-1)^r = 1 - (\alpha + 1) \sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{r + 1}.
\]

Thus

\[
\sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{r + 1} = \frac{1}{\alpha + 1}.
\]
3. We may split the denominator into partial fractions as
\[
\frac{1}{(r + 1)(2r + 1)} = \frac{2}{2r + 1} - \frac{1}{r + 1}.
\]
(113)
The result hence follows by part 1 with \(m = 0\), part 2, and the formula (103).

4. First we note the following identities: for all \(a, b, c \in \mathbb{R}\) such that \(c \notin \mathbb{Z} \setminus \mathbb{Z}^+\) and \(c - a - b > 0\)
\[
\binom{2F_1(a, b; c; 1)}{114} = \frac{\Gamma(c)\Gamma(c - a - b)}{\Gamma(c - a)\Gamma(c - b)}.
\]
(114)
(114) is also known as Gauss’ hypergeometric identity [49]. Additionally, by (104), we have
\[
(-1)^r \binom{r}{a} = \frac{1}{r!} \prod_{k=0}^{r-1} (k - a) = \frac{\Gamma(r - a)}{r! \Gamma(-a)}.
\]
(115)
Now, noting that
\[
\frac{1}{(r + 1)(r + x - 1)} = \frac{1}{2 - x} \left(\frac{2}{2r + 2x - 2} - \frac{1}{r + 1}\right),
\]
we have
\[
\sum_{r=0}^{\infty} \binom{r}{a} \frac{(-1)^r \Gamma(a + 1)\Gamma(r + x)}{(r + 1)(r + x - 1) \Gamma(a + r + x + 1)} = \frac{\Gamma(a + 1)}{2 - x} (s_1(a) - s_2(a)),
\]
(116)
where
\[
s_1(a) = 2 \sum_{r=0}^{\infty} \binom{r}{a} \frac{(-1)^r \Gamma(r + x)}{2r + 2x - 2 \Gamma(a + r + x + 1)},
\]
(117)
\[
s_2(a) = \sum_{r=0}^{\infty} \binom{r}{a} \frac{(-1)^r \Gamma(r + x)}{r + 1 \Gamma(a + r + x + 1)}
\]
(118)
Hence using (115), and the formulae (105) and (114), we have
\[
s_1(a) = 2 \sum_{r=0}^{\infty} \frac{\Gamma(r - a)\Gamma(r + x)}{(2r + 2x - 2)\Gamma(-a)\Gamma(a + r + x + 1)} \frac{1}{r!} = \sum_{r=0}^{\infty} \frac{\Gamma(r - a)\Gamma(r + x - 1)}{\Gamma(-a)\Gamma(a + r + x + 1)} \frac{1}{r!}
\]
\[
= \frac{\Gamma(x - 1)}{\Gamma(\alpha + x + 1)} \binom{2F_1(-\alpha, x - 1; \alpha + x + 1; 1)}{119} = \frac{\Gamma(x - 1)\Gamma(2\alpha + 2)}{\Gamma(\alpha + 2)\Gamma(2\alpha + x + 1)}.
\]
(119)
Similarly, we have
\[
s_2(\alpha) = \sum_{r=0}^{\infty} \frac{(\alpha + 1)}{r + 1} \frac{(-1)^r \Gamma(r + x)}{\alpha + 1 \Gamma(\alpha + r + x + 1)}
\]
\[
= \frac{\Gamma(x - 1)}{(\alpha + 1) \Gamma(\alpha + x)} + \sum_{r=1}^{\infty} \frac{(\alpha + 1)}{r + 1} \frac{(-1)^r \Gamma(r + x)}{\alpha + 1 \Gamma(\alpha + r + x + 1)}
\]
\[
= \frac{\Gamma(x - 1)}{(\alpha + 1) \Gamma(\alpha + x)} - \sum_{r=0}^{\infty} \frac{(\alpha + 1)}{r} \frac{(-1)^r \Gamma(r + x - 1)}{\alpha + 1 \Gamma(\alpha + r + x)}
\]
\[
= \frac{\Gamma(x - 1)}{(\alpha + 1) \Gamma(\alpha + x)} - \sum_{r=0}^{\infty} \frac{1}{\alpha + 1} \frac{\Gamma(r - \alpha - 1) \Gamma(r + x - 1)}{\Gamma(\alpha + r + x) \Gamma(2r)}
\]
\[
= \frac{\Gamma(x - 1)}{(\alpha + 1) \Gamma(\alpha + x)} - \frac{\Gamma(x - 1)}{(\alpha + 1) \Gamma(\alpha + x)}
\]
Combining this with (119) and (116) we obtain the result.

Now, to proceed in evaluating (110), we note that
\[
\frac{1}{(2j + 1) (2k + 2j + 3)} = \frac{1}{2(k + 1)} \left( \frac{1}{2j + 1} - \frac{1}{2j + 2k + 3} \right).
\]
Thus by lemma 3 part 1, with \( m = 0 \) and \( m = 2k + 2 \) respectively, we obtain
\[
\gamma_2(\alpha) = K \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k + 1)(k + 1)} \left( 1 - \frac{\Gamma(\alpha + 1) \Gamma(k + \frac{1}{2})}{\Gamma(\alpha + k + \frac{1}{2})} \right).
\]
This sum may also be split up accordingly, and evaluated using lemma 3 parts 3 and 4 (with \( x = 3/2 \)) to obtain
\[
\gamma_2(\alpha) = \frac{K^2}{4} \left( \frac{1}{K} \left( \frac{1}{\alpha} - \frac{1}{\alpha + 1} \right) - \frac{\sqrt{\pi}}{\alpha + 1} \left( \frac{2 \Gamma(2 \alpha + 2)}{\Gamma(2 \alpha + \frac{1}{2})} - \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha + \frac{1}{2})} \right) \right)
\]
\[
= \frac{1}{4} \left( 1 - \frac{2 \Gamma(2 \alpha + 2) \Gamma(\alpha + \frac{1}{2})^2}{\Gamma(2 \alpha + \frac{1}{2}) \Gamma(\alpha + 1) \Gamma(\alpha + 2) \sqrt{\pi}} \right).
\]
(120)
where we have additionally made use of the formula (103) for \( K \). Combining (103), (107) and (120), we hence have that
\[
\gamma_2(\alpha) = \frac{1}{2} \left( 1 - \frac{\Gamma(2 \alpha + 2) \Gamma(\alpha + \frac{1}{2})^2}{\Gamma(2 \alpha + \frac{1}{2}) \Gamma(\alpha + 1) \Gamma(\alpha + 2) \sqrt{\pi}} \right).
\]
(121)

### A.2 Partial formulae for \( j_4 \) and \( I_4 \)

From the power series expansion (31), we have that
\[
\eta_4(t)^4 = K^4 \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} \frac{(-1)^{j+k} \Gamma(2j+l+m+2)}{2^j+1 2^k+1 2^l+1 2^m+1 (2t)^{(j+k+l+m+2)}}
\]

34
Thus,

\[
\sum_{j=0}^{\infty} r_j(\alpha) \sum_{k=0}^{\infty} r_k(\alpha) \sum_{l=0}^{\infty} r_l(\alpha) \sum_{m=0}^{\infty} \binom{m}{j} \frac{(-1)^m}{(2m+1)(2j+2k+2l+2m+5)},
\]

where we have introduced the notation

\[
r_j(\alpha) = \binom{\alpha}{j} \frac{(-1)^j}{2j+1}
\]
to simplify expressions. The first step in evaluating (122) is to note that

\[
\frac{1}{(2m+1)(2j+2k+2l+2m+5)} = \frac{1}{2(j+k+l+2)} \left( \frac{1}{2m+1} - \frac{1}{2j+2k+2l+2m+5} \right).
\]

Hence, by lemma 3 part 1 with \(m = 0\) and \(m = 2j + 2k + 2l + 4\) respectively, we have

\[
\sum_{j,k=0}^{\infty} r_j(\alpha)r_k(\alpha) \sum_{l=0}^{\infty} r_l(\alpha) \frac{r_l(\alpha)}{2j+2k+2l+4} \left( \frac{1}{2m+1} - \frac{1}{2j+2k+2l+2m+5} \right)
= \frac{\zeta(\alpha+1)}{2(\alpha+1)(\alpha+m+1) \Gamma(\alpha+1) \Gamma(m+\frac{3}{2})} \Gamma(\alpha+1) \Gamma(m+\frac{3}{2})
\]

where we have defined the sums

\[
\sigma_1(\alpha, m) = \sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{(2r+1)(2m+2r+4)}
\]

\[
\sigma_2(\alpha, m) = \sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{(2r+1)(2m+2r+4)} \frac{\Gamma(\alpha+1) \Gamma(m+\frac{3}{2})}{\Gamma(\alpha+m+\frac{3}{2})}.
\]

The sum (124) can be evaluated straightforwardly by using lemma 3 part 1. Indeed, noting that

\[
\frac{1}{(2r+1)(2m+2r+4)} = \frac{1}{2m+3} \left( \frac{1}{2r+1} - \frac{1}{2m+2r+4} \right),
\]

we have that (124) reduces to

\[
\sigma_1(\alpha, m) = \frac{1}{2m+3} \left( \frac{1}{2\kappa} - \frac{1}{2} \frac{\Gamma(\alpha+1) \Gamma(m+2)}{\Gamma(\alpha+m+3)} \right).
\]

For the sum (125), we need some more formulæ.

**Lemma 4** The following holds for all \(\alpha > -\frac{1}{2}\), and \(x, y > 0\).

\[
\sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{2r+2y} \frac{\Gamma(\alpha+1) \Gamma(r+x+y+1)}{\Gamma(\alpha+r+x+y+1)} = \frac{y}{2} \frac{\Gamma(\alpha+1) \Gamma(x)}{\Gamma(\alpha+x+1)} F_2(-\alpha, y; \alpha+x+1, y+1; 1).
\]

**Proof.** This all follows straightforwardly by the formulæ (105) and (115):

\[
\sum_{r=0}^{\infty} \binom{\alpha}{r} \frac{(-1)^r}{2r+2y} \frac{\Gamma(\alpha+1) \Gamma(r+x+y+1)}{\Gamma(\alpha+r+x+y+1)} = \frac{\Gamma(\alpha+1)}{2} \sum_{r=0}^{\infty} \frac{\Gamma(r+\alpha) \Gamma(r+y+1)}{\Gamma(r+y+1) \Gamma(\alpha+r+y+1) \Gamma(\alpha+1) \Gamma(\alpha+1)} (-1)^r
\]

\[
= \frac{\Gamma(\alpha+1) \Gamma(\alpha)}{2\Gamma(\alpha+x+1) \Gamma(y+1)} F_2(-\alpha, y; \alpha+x+1, y+1; 1)
\]

\[
= \frac{y}{2} \frac{\Gamma(\alpha+1) \Gamma(x)}{\Gamma(\alpha+x+1)} F_2(-\alpha, y; \alpha+x+1, y+1; 1).
\]
Therefore, utilising the formula (126), and lemma 4 with \( x = m + 5/2 \) and both \( y = m + 2 \) and 
\( y = \frac{1}{2} \), the sum (125) reduces to

\[
\sigma_2(\alpha, m) = \frac{\Gamma(\alpha + 1)\Gamma(m + \frac{5}{2})}{(2m+3)\Gamma(\alpha + m + \frac{7}{2})} \left( \frac{1}{4} \, _3F_2 \left( -\alpha, m + \frac{5}{2}, \frac{1}{2}; \alpha + m + \frac{7}{2}, \frac{3}{2}; 1 \right) \right. \\
\left. - \frac{m + 2}{2} \, _3F_2 \left( -\alpha, m + \frac{5}{2}, m + 2; \alpha + m + \frac{7}{2}, m + 3; 1 \right) \right). 
\]

(128)

So, we now have from (110), (123), (127), and (128), that

\[
\jmath_4(\alpha) = \frac{1}{4} \jmath_2(\alpha) + \Gamma(\alpha + 1) \frac{K^4}{8} \Sigma(\alpha), 
\]

(129)

where

\[
\Sigma(\alpha) = \sum_{j,k=0}^{\infty} \frac{r_j(\alpha)r_k(\alpha)}{(2j+2k+3)\Gamma(\alpha + j + k + 3)} \left( \mathcal{L}_1(j+k) - \mathcal{L}_2(j+k) - \frac{2}{k} \frac{\Gamma(j+k+2)}{\Gamma(\alpha + j + k + 3)} \right), 
\]

(130)

with

\[
\mathcal{L}_1(m) = \frac{(2m+4)\Gamma(m + \frac{5}{2})}{\Gamma(\alpha + m + \frac{7}{2})} \, _3F_2 \left( -\alpha, m + \frac{5}{2}, m + 2; \alpha + m + \frac{7}{2}, m + 3; 1 \right), 
\]

(131)

\[
\mathcal{L}_2(m) = \frac{\Gamma(m + \frac{5}{2})}{\Gamma(\alpha + m + \frac{7}{2})} \, _3F_2 \left( -\alpha, m + \frac{5}{2}, \frac{1}{2}; \alpha + m + \frac{7}{2}, \frac{3}{2}; 1 \right), 
\]

(132)

This sum (130) is very hard to compute due to the occurrence of the generalised hypergeometric functions. The only part we can compute is one part of the third term in the sum, namely, by lemma 4, we have

\[
\sum_{j=0}^{\infty} \frac{r_j(\alpha)}{(2j+2k+3)\Gamma(\alpha + j + k + 3)} \frac{\Gamma(j+k+2)}{\Gamma(\alpha + j + k + 3)} = \frac{1}{2k+2} \sum_{j=0}^{\infty} \binom{\alpha}{j} \frac{(\Gamma(j+k+2)(-1)^j)}{2j+1 - \frac{(-1)^j}{2j+2k+3}} \\
= \frac{1}{8(k+1)\Gamma(\alpha + k + 3)} \left( \, _3F_2 \left( -\alpha, k+2, \frac{1}{2}; \alpha + k + 3, \frac{3}{2}; 1 \right) \\
- (2k+3) \, _3F_2 \left( -\alpha, k+2, k + \frac{3}{2}; \alpha + k + 3, k + \frac{5}{2}; 1 \right) \right). 
\]

(133)
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