Travelling waves and heteroclinic networks in models of spatially-extended cyclic competition
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Abstract

Dynamical systems containing heteroclinic cycles and networks can be invoked as models of intransitive competition between three or more species. When populations are assumed to be well-mixed, a system of ordinary differential equations (ODEs) describes the interaction model. Spatially extending these equations with diffusion terms creates a system of partial differential equations which captures both the spatial distribution and mobility of species. In one spatial dimension, travelling wave solutions can be observed, which correspond to periodic orbits in ODEs that describe the system in a steady-state travelling frame of reference. These new ODEs also contain a heteroclinic structure. For three species in cyclic competition, the topology of the heteroclinic cycle in the well-mixed model is preserved in the steady-state travelling frame of reference. We demonstrate that with four species, the heteroclinic cycle which exists in the well-mixed system becomes a heteroclinic network in the travelling frame of reference, with additional heteroclinic orbits connecting equilibria not connected in the original cycle. We find new types of travelling waves which are created in symmetry-breaking bifurcations and destroyed in an orbit flip bifurcation with a cycle between only two species. These new cycles explain
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the existence of ‘defensive alliances’ observed in previous numerical experiments. We further describe the structure of the heteroclinic network for any number of species, and we conjecture how these results may generalise to systems of any arbitrary number of species in cyclic competition.
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1. Introduction

Heteroclinic orbits between hyperbolic equilibria are often of high codimension in general dynamical systems. However, in systems containing appropriate invariant subspaces, phenomena such as heteroclinic orbits, cycles, and networks can be robust to perturbations which respect these invariant subspaces. These subspaces can be forced, for example, by the invariance of extinction in continuous-time population models [1] or by symmetry [2, 3]. In 1975, May and Leonard [1] considered the first example of a heteroclinic cycle (though not using that terminology) when analysing competition between three species. This cycle was also considered in an investigation of rotating Rayleigh–Bénard convection in [4, 5], and was shown to be robust by Guckenheimer and Holmes [2].

In [1], May and Leonard considered a system of ordinary differential equations (ODEs) which described competition between three species. In this paper, we consider cyclic competition between four species, described by the following system of ODEs, which are often described as being of ‘Lotka–Volterra’, or ‘May–Leonard’, type:

$$\begin{align*}
\dot{x}_1 &= x_1 \left(1 - (x_1 + x_2 + x_3 + x_4) - c_1 x_2 - t_1 x_3 + e_1 x_4\right), \\
\dot{x}_2 &= x_2 \left(1 - (x_1 + x_2 + x_3 + x_4) - c_1 x_3 - t_1 x_4 + e_1 x_1\right), \\
\dot{x}_3 &= x_3 \left(1 - (x_1 + x_2 + x_3 + x_4) - c_1 x_4 - t_1 x_1 + e_1 x_2\right), \\
\dot{x}_4 &= x_4 \left(1 - (x_1 + x_2 + x_3 + x_4) - c_1 x_1 - t_1 x_2 + e_1 x_3\right),
\end{align*}$$

where each $x_i \in \mathbb{R}$ and $c_1, e_1, t_1 \in \mathbb{R}$ are positive parameters. These equations are equivariant with respect to the group $\mathbb{Z}_4$, generated by a cyclic permutation of the coordinates.

Equation (1) models a system of four species, each of which uses one of four different hereditary strategies to compete with the others. In this system, each of these strategies dominates one other strategy; is in ‘competitive exclusion’ with a third, different strategy (that is, either species can outcompete the other, depending on the initial conditions); and is dominated by the fourth and last strategy. The ODEs (1) can also be derived as the mean field limit of a cyclic interaction between four species as the population size goes to infinity [6]. The dynamical system described by the ODEs (1) contains a heteroclinic cycle between four equilibria, each of which represents total domination by one species.

Implicit in using (1) to model this interaction is that the population is well-mixed. To overcome this limitation, a model can be constructed where the species are distributed in space and are able to move. This model could occur, for example, on a lattice [7]. Partial differential equations (PDEs) with diffusion terms are obtained in the limit as the spacing on the lattice goes to zero [6], and allow for the population of each species to be distributed across a spatial domain and for the species to move, giving the following system of PDEs:
These figures present travelling wave solutions of the PDEs (2) with one spatial dimension. The domain size for integration was 500, and used periodic boundary conditions. The initial conditions of (a) and (b) were random and with an amplitude on the order of $10^{-3}$. The initial conditions of (c) were a small, random perturbation from a specifically chosen solution. The left-hand figures are time-space plots. The right-hand plots show the solution across space at $t = 1000$ for (a) and (b), and at $t = 500$ for (c), as the wave starts to become unstable. Each point is coloured red, green, blue, or orange according to the value of the coordinates $x_1$ through to $x_4$, respectively, at that point. Other parameter values are $c_1 = 3.3$ and $t_1 = 2$. 

\begin{align}
\dot{x}_1 &= x_1 \left(1 - (x_1 + x_2 + x_3 + x_4) - c_1 x_2 - t_1 x_3 + e_1 x_4\right) + \nabla^2 x_1, \\
\dot{x}_2 &= x_2 \left(1 - (x_1 + x_2 + x_3 + x_4) - c_1 x_3 - t_1 x_2 + e_1 x_1\right) + \nabla^2 x_2, \\
\dot{x}_3 &= x_3 \left(1 - (x_1 + x_2 + x_3 + x_4) - c_1 x_4 - t_1 x_1 + e_1 x_2\right) + \nabla^2 x_3, \\
\dot{x}_4 &= x_4 \left(1 - (x_1 + x_2 + x_3 + x_4) - c_1 x_1 - t_1 x_2 + e_1 x_3\right) + \nabla^2 x_4.
\end{align} 

A similar system of PDEs was considered in [7, 8] with only three species.

Figure 1 shows simulations of the PDEs (2) in one spatial dimension in a domain of size 500. Each point in time and space is coloured in such a way that points which are close to the equilibria of domination by one species are red, green, blue, or orange, respectively. Away from equilibria, colours are combined in proportion to the respective species’ proportion of the population, and points far from any equilibria appear dark. Initial conditions in figures 1(a)
and (b) were random with a small amplitude, and those of figure 1(c) were a small, random perturbation of a specifically chosen solution. All three simulations used periodic boundary conditions and were computed with the exponential time differencing method of Cox and Matthews [9]. The simulation in figure 1(a) resembles those shown in [7, 8]. The time-space plot shows the system is asymptotic to a wave between all four species. After being integrated for a longer period of time than shown in figure 1(a), the wave is eventually divided into four bands of equal length, each travelling at the same speed. We notice similar behaviour in figure 1(b), which was integrated with a smaller value of \( e_1 \). However, we also observe in this simulation a new type of behaviour: at approximately \( x = 220 \) in the right-hand plot of figure 1(b), between bands of domination by species \( x_2 \) (green) and \( x_4 \) (orange), we see a shorter, smaller wave of \( x_3 \) (blue). This wave is an example of a new type of wave not seen in the three species case of [7, 8].

In figure 1(c), we provide a more clear example of this new type of wave. We see waves consisting of bands of domination between species \( x_2 \) (green) and \( x_4 \) (orange) and between them shorter waves of \( x_1 \) (red) and \( x_3 \) (blue). The structure of these waves can be seen more clearly in the right-hand plot of figure 1(c). Eventually, however, this wave breaks up into a sequence of waves which will, after further integration, begin to resemble those in figure 1(a).

A similar arrangement of populations has previously been observed in several discrete-time, stochastic simulations of four species in cyclic competition on a lattice. See for example any of [10–15]. In the numerical experiments of these papers, a low value of the predation rate (sometimes also called the invasion or replacement rate) — corresponding to the constant \( e_1 \) in (1) and (2) — is associated with the formation of a configuration of species called a mutual or defensive alliance. These alliances are specific arrangements of a subset of competitively exclusive species which suppresses the population of the predator of each species in the alliance.

To determine the existence conditions of the travelling waves we observe in figure 1, we take wavespeed as a parameter and move (2) to a steady-state travelling frame of reference. In the resulting set of ODEs, travelling waves of (2) exist as periodic orbits. In this paper, our main result is that the heteroclinic cycle which exists in the ODEs (1) manifests in the steady-state travelling frame of reference as a heteroclinic network through the introduction of additional heteroclinic orbits between equilibria which are not connected by heteroclinic orbits in the original cycle. The existence of this network relies on making two assumptions about the restrictions to certain subspaces of the stable and unstable manifolds of the equilibria of the network.

In comparison, the work of Postlethwaite and Rucklidge [7] found that the topology of the heteroclinic cycle of the well-mixed model was preserved in the spatially-extended model. The new type of wave seen in figures 1(b) and (c) bifurcates with these new heteroclinic cycles. A diagrammatic representation of the heteroclinic cycle and network is given in figure 2. The existence of heteroclinic orbits between equilibria of competitively exclusive species explains the formation of the defensive alliances between these species observed in [10–15].

We demonstrate numerically that the two species travelling waves in figure 1(c) emerge from a symmetry-breaking bifurcation off the branch of four species travelling waves shown in figure 1(a). We demonstrate through the construction of a return map that these two species waves are destroyed in an orbit flip bifurcation of the subcycles of the heteroclinic network which are coloured light blue in figure 2(b). In this bifurcation, heteroclinic orbits become tangent to the strong unstable manifolds of the equilibria.

We also generalise the results of Postlethwaite and Rucklidge. In [7], Postlethwaite and Rucklidge consider a spatially-extended model of cyclic competition between three species, and analyse bifurcations of travelling waves. They found that travelling waves emerge from a
Figure 2. The heteroclinic cycle which exists in the ODEs (1) is shown in (a), and the heteroclinic network which exists in the steady-state travelling frame of reference of the PDEs (2) is shown in (b). The nodes correspond to equilibria as labelled, and are coloured according to the PDE simulations in figure 1. The heteroclinic orbits coloured blue in (b) connect equilibria not connected in the well-mixed system, and bifurcate with a type of travelling wave which does not appear in the three species system considered in [7].

Hopf bifurcation and are destroyed in one of three heteroclinic bifurcations. These are a resonance bifurcation, in which an algebraic condition on the eigenvalues is satisfied; a bifurcation of Belyakov–Devaney type, in which the imaginary part of a complex-conjugate pair of eigenvalues vanishes; or a bifurcation of orbit flip type. More recently, with Hasan and Osinga, the stability of these waves has been determined [16].

We demonstrate that travelling waves between all four species in a one-dimensional competition model are also created in a Hopf bifurcation and destroyed in the three different heteroclinic bifurcations Postlethwaite and Rucklidge described. We show that the algebraic condition of the resonance bifurcation generalises to four species in the manner which would be expected after considering systems which are not spatially extended.

Our analysis proceeds in the same manner as in [7] and therefore we give a more abbreviated version of those calculations which closely follow those of Postlethwaite and Rucklidge. The calculations here, like those of Postlethwaite and Rucklidge, are reasonably standard, but there are several subtleties. In particular, the analysis of the new type of travelling wave seen in figure 1(c), which bifurcates with the $\xi_1 - \xi_3$ and $\xi_2 - \xi_4$ cycles, poses additional challenges, particularly in computing the global part of the Poincaré map, as the calculations are done in a larger subspace and involve a near-miss of an equilibrium.

The rest of this paper is organised as follows. We begin in section 2 with some standard background. We focus on how the definition of a heteroclinic cycle given here differs from those usually given and the implications this change has. In section 3, we transform the PDEs (2) to a steady-state travelling frame of reference in which we can determine existence criteria of travelling waves. We explain why we might expect the existence of a heteroclinic network in this frame of reference, and we state in section 3 the two assumptions needed for the
existence of this heteroclinic network. A bifurcation set of periodic orbits and examples of periodic orbits near the heteroclinic bifurcations are provided in section 4. In section 5, we demonstrate the type of each heteroclinic bifurcation by means of Poincaré maps which approximate the dynamics near the network. However, these calculation which follow [7] closely are left to the appendix. We give in section 6 a description of the heteroclinic network which exists in a model of an arbitrary number of species in cyclic competition, as well as some examples of travelling waves in a system of five species. We also conjecture how we expect these bifurcation results to generalise in systems with an arbitrary number of species. Lastly, section 7 concludes.

2. Background on heteroclinic cycles and networks

We consider continuous-time dynamical systems defined by a system of ODEs
\[
\dot{x} = f(x),
\]
where \(x \in \mathbb{R}^n\) and \(f: \mathbb{R}^n \to \mathbb{R}^n\) is a smooth vector field. For a group \(\Gamma \leq O(n)\) which acts on \(\mathbb{R}^n\), we say that \(f\) is \(\Gamma\)-equivariant if \(f(\gamma \cdot x) = \gamma f(x)\) for all \(x \in \mathbb{R}^n\) and all \(\gamma \in \Gamma\). We say that \(\xi \in \mathbb{R}^n\) is an equilibrium of (3) if \(f(\xi) = 0\). The following definition is adapted from [17].

**Definition 2.1.** A heteroclinic cycle is the union of sets of finitely many equilibria \(\{\xi_1, \ldots, \xi_m\}\) and heteroclinic orbits \(\{\phi_1(t), \ldots, \phi_m(t)\}\) connecting them, in which \(\phi_j(t)\) is a solution of (3) where \(\phi_j(t) \to \xi_j\) as \(t \to -\infty\) and \(\phi_j(t) \to \xi_{j+1}\) as \(t \to \infty\); \(\xi_{m+1} \equiv \xi_1\); and \(m \geq 2\).

When two or more heteroclinic cycles share equilibria or heteroclinic orbits in common, the resulting invariant structure is known as a heteroclinic network. Several equivalent definitions of heteroclinic networks can be found in the literature; we take the following from [18].

**Definition 2.2.** Let \(C_1, C_2, \ldots\) be a collection of at least two heteroclinic cycles. Then \(\mathcal{N} = \bigcup C_j\) forms a heteroclinic network if there is a sequence of heteroclinic orbits connecting any pair of equilibria of \(\mathcal{N}\); that is, for all \(\xi_j\) and \(\xi_k\) of \(\mathcal{N}\), there exists a set of orbits \(\{\phi_{p_1}(t), \ldots, \phi_{p_s}(t)\}\) and a set of equilibria \(\{\xi_{m_1}, \ldots, \xi_{m_{s+1}}\}\) such that \(\xi_j \equiv \xi_{m_1}, \xi_k \equiv \xi_{m_{s+1}}\), and each \(\phi_{p_i}(t)\) is a heteroclinic orbit from \(\xi_{m_i}\) to \(\xi_{m_{i+1}}\).

Heteroclinic cycles and networks are often studied within the context of equivariant bifurcation theory. While heteroclinic connections between saddles are generically not structurally stable, heteroclinic cycles and networks can be robust in systems with appropriate symmetries. Numerous examples and references can be found in any of [2, 3, 17–24]. In these works, symmetry forces certain subspaces (specifically, fixed point subspaces of isotropy subgroups of \(\Gamma\)) to be invariant. Heteroclinic connections between a hyperbolic saddle and a hyperbolic sink are robust in these subspaces. See [3] for details.

In this paper, invariant subspaces do not exist because of symmetry but rather because of the invariance of extinction in continuous-time population models [1, 7]. Moreover, the robustness of heteroclinic connections is not forced by symmetry but rather by the dimensions of stable and unstable manifolds of equilibria for the flow restricted to these invariant subspaces. Specifically, if \(\xi_j\) and \(\xi_{j+1}\) are equilibria contained in an invariant subspace \(P_j\), let \(W^u|_{P_j}(\xi_j)\) and \(W^s|_{P_j}(\xi_{j+1})\) denote the unstable manifold of \(\xi_j\) and stable manifold of \(\xi_{j+1}\) for the flow restricted to \(P_j\). If \(\dim W^u|_{P_j}(\xi_j) + \dim W^s|_{P_j}(\xi_{j+1}) > \dim P_j\), a heteroclinic orbit from \(\xi_j\) to \(\xi_{j+1}\) in \(P_j\) will be robust to small perturbations which respect the invariance of the subspace \(P_j\). If this holds for all equilibria \(\xi_1, \ldots, \xi_m\), then we might expect a robust heteroclinic cycle between these equilibria.
Table 1. Classification of eigenvalues according to the subspace their eigenspace lies in, taken from [3]. \( P \ominus L \) denotes the orthogonal complement of \( L \) in \( P \).

| Eigenvalue class | Eigenvector subspace |
|------------------|----------------------|
| Radial (r)       | \( L_j \equiv P_{j-1} \cap P_j \) |
| Contracting (c)  | \( P_{j-1} \ominus L_j \) |
| Expanding (e)    | \( P_j \ominus L_j \) |
| Transverse (t)   | \( (P_{j-1} + P_j)^\perp \) |

If we define \( L_j \equiv P_{j-1} \cap P_j \), we can use the classification given in [3] to classify the eigenvalues of the linearisation of \( f(x) \) at \( \xi_j \) by the subspace their corresponding eigenvectors lie in. This classification is given in table 1. In the definition of a robust heteroclinic cycle given in [3], the unstable manifold of \( \xi_j \) is required to be entirely contained in \( P_j \). No such requirement is made here. Therefore, it is possible to find positive radial, contracting, and transverse eigenvalues.

In this paper, we follow the methodology of Postlethwaite and Rucklidge [7] to analyse heteroclinic bifurcations of periodic orbits which correspond to travelling waves in (2). We construct a Poincaré map which approximates the flow near the heteroclinic network in figure 2(b). This method is standard in the analysis of heteroclinic cycles and networks [3, 17–19, 23, 25–27]. We do not, however, compute conditions of stability of the heteroclinic structure. As in [7], we are instead interested in the existence of nearby periodic orbits and the conditions in which their period become large and collide with the heteroclinic network.

For periodic orbits which bifurcate from the cycles of only two equilibria (connected by the blue orbits in figure 2(b)), we numerically observe only an orbit flip bifurcation, which we confirm through analysis of a Poincaré map. In the case of the heteroclinic cycle between all four equilibria (connected by the black heteroclinic orbits in figure 2(b)), we confirm, numerically and with a Poincaré map, that periodic orbits bifurcate from the cycle in the three bifurcations observed by Postlethwaite and Rucklidge in [7]. These bifurcations are:

- An orbit flip bifurcation, in which heteroclinic orbits become tangent to the strong unstable manifolds of equilibria (see [28, 29]);
- A bifurcation of Belyakov–Devaney type, in which the imaginary part of a complex-conjugate pair of eigenvalues vanishes (see [30, 31]); or
- A resonance bifurcation, in which an algebraic condition of the eigenvalues of the linearisation is satisfied (see [32] for the homoclinic case, and any of [3, 21, 23] for the heteroclinic case).

3. A heteroclinic network in a steady-state travelling frame of reference

In this section, we provide an argument for the existence of a heteroclinic network in the steady-state travelling frame of reference of the PDEs (2). This heteroclinic network is composed of four equilibria—\( \xi_1, \xi_2, \xi_3, \) and \( \xi_4 \)—and eight heteroclinic connections. The network can be defined as the union of three heteroclinic cycles, each between a subset of the equilibria.

We list the objects contained in the heteroclinic network in table 2. The existence of this network contrasts with the three species case in [7], where the topology of the cycle was preserved in the steady-state travelling frame of reference.

Let \( \gamma > 0 \) be the wavespeed of a travelling wave of the PDEs (2) in one spatial dimension. We apply the coordinate transform \( z = x + \gamma t \) to (2) to move the coordinates to a travelling
In line with table 1, we refer to these eigenvalues as the radial, contracting, expanding, and transverse eigenvalues. For brevity, we shall from here say the eigenvalues of an equilibrium,

| Heteroclinic cycle | Equilibria          | Heteroclinic orbits (containing subspace) |
|--------------------|---------------------|------------------------------------------|
| Σ                  | ξ₁, ξ₂, ξ₃, ξ₄     | ξ₁ → ξ₂ (P₁)                             |
|                    |                    | ξ₂ → ξ₁ (P₂)                             |
|                    |                    | ξ₃ → ξ₄ (P₃)                             |
|                    |                    | ξ₄ → ξ₁ (P₄)                             |
| Ξ₁₃                | ξ₁, ξ₂             | ξ₁ → ξ₂ (Q₁)                             |
|                    |                    | ξ₂ → ξ₁ (Q₂)                             |
| Ξ₂₄                | ξ₂, ξ₄             | ξ₂ → ξ₄ (Q₂)                             |
|                    |                    | ξ₄ → ξ₂ (Q₂)                             |

frame of reference. We then set $\partial/\partial t = 0$, as travelling waves are constant in a travelling frame of reference. We introduce the variables $u_j = \frac{dx_j}{d\zeta}$, and derive the system of ODEs

$$\frac{d}{d\zeta}X = U,$$

$$\frac{d}{d\zeta}U = \gamma U - f(X),$$

where $X = (x_1, x_2, x_3, x_4)$, $U = (u_1, u_2, u_3, u_4)$, and $f$ represents the reaction terms of (2).

These equations are equivariant with respect to the group $\mathbb{Z}_4$, generated by the symmetry

$$\mu: (x_1, u_1, x_2, u_2, x_3, u_3, x_4, u_4) \mapsto (x_2, u_2, x_3, u_3, x_4, u_4, x_1, u_1).$$

Periodic orbits in (4) correspond to travelling wave solutions in the one-dimensional form of (2). Let $x = (x_1, u_1, x_2, u_2, x_3, u_3, x_4, u_4)$. The coexistence equilibria of (4) is $\xi_{14} = \alpha^{-1}(1, 0, 1, 0, 1, 0, 1, 0)$, where $\alpha = 4 + c_1 + c_1 - e_1$. The on-axis equilibrium of $x_1$, which corresponds to total dominance of that species, is $\xi_1 = (1, 0, 0, 0, 0, 0, 0, 0)$. The on-axis equilibria $\xi_2$, $\xi_3$, and $\xi_4$ can be found by applying powers of $\mu$ to $\xi_1$.

The Jacobian of (4) evaluated at $\xi_1$ has the following eight eigenvalues

$$\lambda^\pm_r = \frac{1}{2} \left( \gamma \pm \sqrt{\gamma^2 + 4} \right)$$

$$\lambda^\pm_c = \frac{1}{2} \left( \gamma \pm \sqrt{\gamma^2 + 4e_1} \right)$$

$$\lambda^\pm_e = \begin{cases} 
\frac{1}{2} \left( \gamma \pm \sqrt{\gamma^2 - 4e_1} \right) & \text{if } \gamma^2 - 4e_1 > 0 \\
\frac{1}{2} \left( \gamma \pm i\sqrt{4e_1 - \gamma^2} \right) = \lambda^R_e \pm i\lambda^I_e & \text{if } \gamma^2 - 4e_1 < 0
\end{cases}$$

$$\lambda^\pm_t = \frac{1}{2} \left( \gamma \pm \sqrt{\gamma^2 + 4i_1} \right).$$

In line with table 1, we refer to these eigenvalues as the radial, contracting, expanding, and transverse eigenvalues. For brevity, we shall from here say the eigenvalues of an equilibrium,
We assume that both of these subspaces are defined with the same motivation as the definition of the subspace restricted to \( P_j \), as before to denote the subspace containing \( \xi_j \) and \( \xi_{j+1} \), and define it as

\[
P_j = \{ \mathbf{x} | x_{j+2} = u_{j+2} = x_{j+3} = u_{j+3} = 0 \},
\]

where all indices are taken modulo 4. \( Q_j \) is defined as the subspace containing \( \xi_j, \xi_{j+1}, \) and \( \xi_{j+2} \), and is defined as

\[
Q_j = \{ \mathbf{x} | x_{j+3} = u_{j+3} = 0 \}.
\]

For the dynamics restricted to \( P_j \), the strong unstable manifold \( W^{uu}|_{P_j}(\xi_j) \) is now tangent near \( \xi_j \) to the subspace only spanned by the eigenvector whose eigenvalue is \( \lambda_j^+ \), and for the dynamics restricted to \( Q_j \), the strong unstable manifold \( W^{uu}|_{Q_j}(\xi_j) \) is now tangent near \( \xi_1 \) to the subspace spanned by eigenvectors whose eigenvalues are \( \lambda_j^+ \) and \( \lambda_j^+ \). This information is necessary when considering orbit flip bifurcations in sections 5.2.4 and 5.3.2.

Without loss of generality, consider the equilibrium \( \xi_1 \), with \( P_1 = \{ \mathbf{x} | x_1 = u_1 = x_4 = u_4 = 0 \} \). By inspecting table 3, the positive eigenvalues of \( DF(\xi_j) \) for the dynamics of (4) restricted to \( P_1 \) are \( \lambda_1^+, \lambda_2^+, \) and \( \lambda_3^+ \). By applying the symmetry \( \mu \) to the eigenvectors, the negative eigenvalues of \( DF(\xi_j) \) for the dynamics restricted to \( P_1 \) are \( \lambda_1^- \) and \( \lambda_2^- \). Therefore, \( \dim W^u|_{P_1}(\xi_1) = 3 \) and \( \dim W^u|_{Q_1}(\xi_1) = 2 \). Moreover, \( \dim P_1 = 4 \). By dimension counting, it is reasonable to assume that these manifolds may intersect at a one-dimensional invariant submanifold. Since \( \dim W^u|_{P_1}(\xi_1) + \dim W^u|_{P_1}(\xi_2) > \dim P_1 \), if these manifolds do intersect, this intersection will be codimension-zero. Numerical results confirm the existence of a heteroclinic orbit between \( \xi_1 \) and \( \xi_2 \) for a wide range of parameter values. Therefore, we make the following assumption.

**A1** We assume that \( W^u|_{P_1}(\xi_1) \) and \( W^u|_{P_1}(\xi_2) \) intersect along a non-empty one-dimensional submanifold.

### Table 3. The eigenvectors of \( DF(\xi_1) \) and the subspace(s) they lie in.

| Eigenvalue | Eigenvector | Subspace(s) |
|------------|-------------|-------------|
| \( \lambda_1^+ \) | \( v_1^+ = (\gamma, \gamma, \gamma, \gamma)^T \) | \( P_1, Q_1 \) |
| \( \lambda_2^+ \) | \( v_2^+ = (1, 0, 0, 0, 0, 0)^T \) | \( P_1, Q_1 \) |
| \( \lambda_3^+ \) | \( v_3^+ = (0, 0, 0, 0, 0, 0)^T \) | \( P_1, Q_1 \) |
| \( \lambda_4^+ \) | \( v_4^+ = (0, 0, 0, 0, 0, 0)^T \) | \( P_1, Q_1 \) |

by which we of course mean the eigenvalues of the Jacobian evaluated at that equilibrium. The eigenvectors of these eigenvalues are given in table 3.

By the symmetry \( \mu \), these are also eigenvalues of \( \xi_2, \xi_3, \) and \( \xi_4 \). Of note is that the expanding eigenvalues can be complex or strictly real, and that the radial, contracting, and transverse eigenvalues are both positive and negative. Specifically, \( \lambda_1^- < 0 < \lambda_2^+, \lambda_3^- < 0 < \lambda_4^+, \lambda_5^- < 0 < \lambda_6^+, \) and also \( 0 < \text{Re}(\lambda_7^-) \leq \text{Re}(\lambda_8^+) \).

To show a heteroclinic network exists in (4), we define the following two types of subspace.

Both of these subspaces are defined with the same motivation as the definition of the subspace \( P_j \) in section 2; that is, as the subspace which contains two adjacent equilibria of a heteroclinic cycle and the orbit between them. To demonstrate a heteroclinic cycle exists between all four equilibria, we use the notation \( P_j \) as before to denote the subspace containing \( \xi_j \) and \( \xi_{j+1} \), and define it as

\[
P_j = \{ \mathbf{x} | x_{j+2} = u_{j+2} = x_{j+3} = u_{j+3} = 0 \},
\]

where all indices are taken modulo 4. \( Q_j \) is defined as the subspace containing \( \xi_j, \xi_{j+1}, \) and \( \xi_{j+2} \), and is defined as

\[
Q_j = \{ \mathbf{x} | x_{j+3} = u_{j+3} = 0 \}.
\]

For the dynamics restricted to \( P_j \), the strong unstable manifold \( W^{uu}|_{P_j}(\xi_j) \) is now tangent near \( \xi_j \) to the subspace only spanned by the eigenvector whose eigenvalue is \( \lambda_j^+ \), and for the dynamics restricted to \( Q_j \), the strong unstable manifold \( W^{uu}|_{Q_j}(\xi_j) \) is now tangent near \( \xi_1 \) to the subspace spanned by eigenvectors whose eigenvalues are \( \lambda_j^+ \) and \( \lambda_j^+ \). This information is necessary when considering orbit flip bifurcations in sections 5.2.4 and 5.3.2.

Without loss of generality, consider the equilibrium \( \xi_1 \), with \( P_1 = \{ \mathbf{x} | x_1 = u_1 = x_4 = u_4 = 0 \} \). By inspecting table 3, the positive eigenvalues of \( DF(\xi_j) \) for the dynamics of (4) restricted to \( P_1 \) are \( \lambda_1^+, \lambda_2^+, \) and \( \lambda_3^+ \). By applying the symmetry \( \mu \) to the eigenvectors, the negative eigenvalues of \( DF(\xi_j) \) for the dynamics restricted to \( P_1 \) are \( \lambda_1^- \) and \( \lambda_2^- \). Therefore, \( \dim W^u|_{P_1}(\xi_1) = 3 \) and \( \dim W^u|_{Q_1}(\xi_1) = 2 \). Moreover, \( \dim P_1 = 4 \). By dimension counting, it is reasonable to assume that these manifolds may intersect at a one-dimensional invariant submanifold. Since \( \dim W^u|_{P_1}(\xi_1) + \dim W^u|_{P_1}(\xi_2) > \dim P_1 \), if these manifolds do intersect, this intersection will be codimension-zero. Numerical results confirm the existence of a heteroclinic orbit between \( \xi_1 \) and \( \xi_2 \) for a wide range of parameter values. Therefore, we make the following assumption.

**A1** We assume that \( W^u|_{P_1}(\xi_1) \) and \( W^u|_{P_1}(\xi_2) \) intersect along a non-empty one-dimensional submanifold.
With this assumption, there exists a robust heteroclinic orbit from $\xi_1$ to $\xi_2$. By the symmetry $\mu$, we therefore expect a robust heteroclinic cycle between all four equilibria.

Now consider $\xi_1$ and $Q_1 = \{ x | x_4 = u_4 = 0 \}$. Again by inspecting table 3, the positive eigenvalues of $Df(\xi_1)$ restricted to $Q_1$ are $\lambda_2^+, \lambda_3^+, \lambda_5^+$, and $\lambda_7^+$. The negative eigenvalues of $Df(\xi_3)$ restricted to $Q_1$ are $\lambda_2^-, \lambda_3^-, \lambda_5^-$, and $\lambda_7^-$. Therefore, $\dim W^s|_{Q_1}(\xi_1) = 4$ and $\dim W^s|_{Q_1}(\xi_3) = 3$, and $\dim Q_1 = 6$. As before, it is reasonable to assume these manifolds may intersect at a heteroclinic orbit from $\xi_1$ to $\xi_3$ in $Q_1$. If these manifolds do intersect, the intersection will be codimension-zero. Numerical results again confirm the existence of this orbit for a wide range of parameter values. We therefore make the following assumption.

(A2) We assume that $W^s|_{Q_1}(\xi_1)$ and $W^s|_{Q_1}(\xi_3)$ intersect along a non-empty one-dimensional submanifold.

With this assumption, there exists a robust heteroclinic orbit from $\xi_1$ to $\xi_3$. By symmetry, we expect a robust heteroclinic orbit in both directions between the two pairs of equilibria transverse in the original cycle: $\xi_1$ and $\xi_3$, and $\xi_2$ and $\xi_4$.

Putting this information together, we find a heteroclinic network exists in (4). This network is the union of three cycles. The first is the cycle between $\xi_1$, $\xi_2$, $\xi_3$, and $\xi_4$, which we refer to as the $\Sigma$ cycle. The cycles between two pairs of equilibria, $\xi_1$ and $\xi_3$, and $\xi_2$ and $\xi_4$, we call the $\Xi$ cycles, and we label them $\Xi_{13}$ and $\Xi_{24}$. Figure 2(b) provides a diagrammatic representation of the network, and table 2 provides a list of all three cycles, their equilibria, and their orbits. The creation of a heteroclinic network in the steady-state travelling frame of reference differs from the three species case considered by Postlethwaite and Rucklidge in [7], where the topology of the cycle between three equilibria was preserved when moving to the steady-state travelling frame of reference.

These new cycles correspond to the defensive alliances between competitively exclusive species observed in [10–15]. The creation of these alliances observed in the stochastic simulations in one spatial dimension of [10–15] is therefore explained by the heteroclinic cycle in the well-mixed model of cyclic competition manifesting as a heteroclinic network in a steady-state travelling frame of reference, as the ODEs (1) are the limiting case of the discrete, stochastic processes in [10–15] (see the introduction of [7]).

Examining the diagram of the network in figure 2(b), four other cycles can be observed in this network, each of which contains only three equilibria. For example, the cycle $\xi_1 \rightarrow \xi_2 \rightarrow \xi_3 \rightarrow \xi_1$. Applying the symmetry $\mu$ gives the other three cycles. We note, however, that the network is sufficiently defined as the union of $\Sigma$, $\Xi_{13}$, and $\Xi_{24}$.

If a travelling wave were to exist which bifurcates with this cycle, it would be composed of three bands of domination by the species $x_1$, $x_2$, and $x_3$, and between the bands of domination by species $x_3$ and $x_1$ would be a shorter, smaller wave of $x_4$ (similar to the red and blue waves in figure 1(c)). This wave of $x_4$ would appear because the heteroclinic orbit from $\xi_1$ to $\xi_3$ exists in the subspace $Q_3$, where $x_4$ is non-zero. Therefore, if waves existed which bifurcate with any of these four cycles, all four species would still have a non-zero value along the wave, like those in figure 1.

However, in our numerical simulations and computations in continuation software, we have not observed any travelling waves which follow the orbits of these additional cycles or which bifurcate with these cycles. Stochastic, discrete simulation on lattices, such as those in [10–15],
do not present any evidence of the existence of defensive alliances which follow these cycles. We discuss in section 6 why it may be the case that we do not observe such travelling waves. Therefore, in our analysis in the following two sections, we do not consider these cycles, and only the $\Sigma$, $\Xi_{13}$, and $\Xi_{24}$ cycles.

4. Numerical bifurcations of travelling waves in the four species model

In this section, we give a description of numerical results showing the behaviour of travelling wave solutions of (2). Section 5 confirms most of these results by analytic methods. These results were computed with AUTO [33]. All computations were done in logarithmic coordinates, where we set $X_j = \log x_j$ and $U_j = \frac{d}{dt} X_j = u_j/x_j$. Heteroclinic bifurcation curves were found in AUTO [33] by continuing a periodic orbit to a large period (in these calculations, $T = 5000$), continuing this orbit through $(\gamma, \epsilon_1)$ parameter space, and using this curve as a good approximation of the location of heteroclinic bifurcations. The Jacobian of (4) evaluated at $\xi_H$ is

$$ DF(\xi_H) = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{\alpha} & \gamma & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\frac{(1-\epsilon_1)}{\alpha} & 0 & \frac{1}{\alpha} & \gamma & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\frac{(1+\alpha)}{\alpha} & 0 & 0 & \frac{1}{\alpha} & \frac{(1-\alpha)}{\alpha} & 0 & 0 & 0 \\
\frac{(1+\epsilon_1)}{\alpha} & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}$$

which is a block circulant matrix. Using theorem 9 of [34], we find that $DF(\xi_H)$ has purely imaginary eigenvalues $\pm \omega_H \alpha$ when $\gamma = \gamma_H$, where

$$ \gamma_H = \frac{c_1 + t_1}{\sqrt{\alpha t_1}} \quad \text{and} \quad \omega_H^2 = \frac{t_1}{\alpha}. $$

At this value of the wavespeed, a Hopf bifurcation occurs and a branch of periodic orbits emerges from $\xi_H$ with period (in the $z$ variable) $\lambda_H = 2\pi/\omega_H$. The periodic orbits which emerge from the Hopf bifurcation have a $Z_4$ symmetry; see figure 5.

Figure 3 provides a bifurcation set of travelling waves. The locus of Hopf bifurcations is the straw coloured line in figure 3. This branch of orbits grows in period until the periodic orbits are destroyed in a heteroclinic bifurcation with the $\Sigma$ cycle, shown as a solid black line in figure 3. The dispersion relation between wavelength $\lambda$ and wavespeed $\gamma$ is shown in figure 4.

The $\Sigma$ cycle heteroclinic bifurcation can either be of resonance, Belyakov–Devaney, or orbit flip type (being the bifurcations observed in [7]). These bifurcations can be observed in figure 3 when the solid black line coincides with the light blue line (where $\lambda_r^+ + \lambda_r^- + \lambda_r^c = 0$, the condition of the resonance bifurcation), the red line (where $\lambda_r^c = \lambda_r^+$, the condition of the bifurcation of Belyakov–Devaney type), and the green line (the locus of the orbit flip). The locus of the orbit flip bifurcation is not given by an algebraic condition on the eigenvalues and was instead found by using MATLAB [35] to solve a boundary value problem which located the heteroclinic orbit between $\xi_1$ and $\xi_2$ and insisted that it remained tangent to the strong unstable manifold of $\xi_1$, for the dynamics restricted to $P_1$, as $\epsilon_1$ was varied.

We label the transition between the orbit flip and Belyakov–Devaney bifurcations as $e_1^*$, where $e_1^* \approx 0.43$ for $c_1 = 3.3$ and $t_1 = 2$. When $e_1 < e_1^*$, we find two additional bifurcations

\[\Sigma, \Xi_{13}, \text{and } \Xi_{24}\]
Figure 3. The bifurcation set for periodic orbits of (4) in \((\gamma, e_1)\) parameter space for \(c_1 = 3.3\) and \(t_1 = 2\). The straw coloured line is the locus of Hopf bifurcations of \(\xi_H\). The solid and dotted black lines give, respectively, the heteroclinic bifurcation of the \(\Sigma\) cycle and the \(\Xi\) cycles. A curve of saddle-node bifurcations is given by a solid pink line, and the curve of the symmetry-breaking bifurcation is given by the dashed cyan line. The red and light blue lines give conditions on the eigenvalues of \(\xi_1\), and the green and dark blue lines give the locus of orbit flip bifurcations. The numbers in the left-hand plot indicate regions of parameter space. In region 1, expanding eigenvalues are complex; in regions 2, 3, and 4, expanding eigenvalues are real. In region 3 and 4, \(\lambda^- + \lambda_1^- + \lambda^- > 0\), and in region 2, \(\lambda^- + \lambda_1^- + \lambda^- < 0\).

Figure 4. The wavelength, \(\Lambda\), of travelling waves compared to their wavespeed, \(\gamma\), computed with AUTO [33]. These dispersion relations show that approaching the resonance \((e_1 = 4)\) and Belyakov–Devaney \((e_1 = 1.5)\) bifurcations there is a monotonic increase in wavelength. Approaching the orbit flip bifurcations \((e_1 = 0.1)\), we do not see a monotonic relationship, but the wavelength does approach infinity as the wavespeed approaches the bifurcation value. The point of the Hopf, saddle-node, and symmetry-breaking bifurcations are also marked. Other parameter values are \(c_1 = 3.3\) and \(t_1 = 2\).
along the branch of periodic orbits. The first is a branch of saddle-node bifurcations, shown by the pink line in figure 3. This bifurcation was also observed in [7].

The other bifurcation is a symmetry-breaking bifurcation, from \( Z_4 \) to \( Z_2 \), from which two branches of periodic orbits emerge. A symmetry breaking bifurcation was not observed in [7], as there is only one heteroclinic cycle in the steady-state travelling frame of reference of the three species model. The periodic orbits which emerge correspond to the travelling waves between only two species, shown in figure 1(c). The orbits on each branch have \( Z_2 \) symmetry (see figure 6) and are related to each other by the symmetry \( \mu \). These branches grow in period until they are destroyed in a heteroclinic bifurcation with one of the \( \Xi \) cycles. The symmetry-breaking bifurcation and the \( \Xi \) cycle heteroclinic bifurcations are given as the dashed cyan line and the dotted black line in figure 3. We find that the \( \Xi \) cycle heteroclinic bifurcations are also of orbit flip type, and occur when the dotted black line coincides with the dark blue line in figure 3. This dark blue line was also found by solving a boundary value problem in MATLAB.

Figure 5 presents travelling wave solutions near each of the three heteroclinic bifurcations of the \( \sigma \) cycle. Figure 6 presents a travelling wave near the heteroclinic bifurcation of the \( \Xi_{13} \) cycle. These travelling waves were computed in AUTO [33] as periodic orbits of (4).

In figures 5(b), (c) and 6, we can observe changes in the dynamics of certain coordinates also observed in the travelling waves of [7]. In these figures, we observe that, near \( \xi_1 \)—when \( X_4 \) (in red) is close to 0, demarcated by the dotted lines—the \( X_3 \) coordinate (in blue) changes from decaying at a rate of \( \lambda^+_c < 0 \) to expanding at a rate of \( \lambda^+_c > 0 \). In addition, in figure 6, the \( X_4 \) coordinate (in orange) changes from decaying at a rate of \( \lambda^-_c < 0 \) to expanding at a rate of \( \lambda^-_c > 0 \). These changes are unexpected as they occur while the trajectory remains close to an equilibrium, rather than at the global transition between equilibria, and they can also be seen to occur near all other equilibria by applying the symmetry \( \mu \).

5. Analysis of heteroclinic bifurcations destroying periodic orbits

We proceed in this section to analyse the heteroclinic bifurcations described in section 4, which destroy periodic orbits of (4), and therefore travelling wave solutions of (2). We approach this analysis as in [7], by constructing a Poincaré map which approximates the dynamics near the heteroclinic network of the ODEs (4). Heteroclinic bifurcations of both the \( \Xi \) cycles and the \( \Sigma \) cycle are considered. When analysing the \( \Sigma \) cycle, we have to construct two different maps, one for real expanding eigenvalues and one for complex expanding eigenvalues.

The methodology presented here in principal follows the methodology presented in any of [3, 17, 19, 21–23]. For the \( \Xi_{13} \) cycle, Poincaré sections are defined near \( \xi_1 \) and \( \xi_3 \), and we construct a local map which approximates the dynamics near \( \xi_1 \) and a global map which approximates the dynamics along the heteroclinic orbit between \( \xi_1 \) and \( \xi_3 \). By the symmetry \( \mu \) of (5), these results also apply to the \( \Xi_{24} \) cycle. In the case of the \( \Sigma \) cycle, we define Poincaré sections near \( \xi_1 \) and \( \xi_2 \), a local map near \( \xi_1 \) and a global map which approximates the dynamics along the heteroclinic orbit from \( \xi_1 \) to \( \xi_2 \). In both cases, we can use the symmetry \( \mu \) to compute the full return map back to \( \xi_1 \).

Unlike in most examples of the literature, we are not concerned with the actual stability properties of the heteroclinic network in (4). We are instead interested in determining what heteroclinic bifurcations destroy periodic orbits of (4). Therefore, after constructing our return map we do not compute under what conditions it is a contraction, but rather we find fixed points of these maps—which correspond to periodic orbits—and determine under what conditions the period of these periodic orbits becomes large. To do this, we do not explicitly solve for the time \( T \) spent near \( \xi_1 \), but rather leave it as an unknown defined implicitly in terms of the
Figure 5. Periodic orbits in logarithmic coordinates near the bifurcations in the $\Sigma$ cycle, with $c_1 = 3.3$ and $t_1 = 2$. All four waves have a $Z_4$ symmetry, generated by the symmetry $\mu$ in (5), seen here as a shift in the $z$-coordinate. The coordinates $x_1, x_2, x_3,$ and $x_4$ are shown in red, green, blue, and orange, respectively. The dashed lines have slope indicated by the eigenvalues. The dotted lines demarcate where the periodic orbit is close to $\xi_1$. Changes in slope between the dotted lines correspond to a change from decay to growth in a transverse coordinate. In (b) and (c), the transverse coordinate changes in slope from $\lambda_1^-$ to $\lambda_1^+$. 
Figure 6. A periodic orbit in logarithmic coordinates near the orbit flip bifurcation of the \( \Xi_{13} \) cycle, with \( e_1 = 0.1, c_1 = 3.3, \) and \( t_1 = 2 \). This periodic orbit has emerged from the symmetry-breaking bifurcation, and so has \( \mathbb{Z}_2 \) symmetry—generated by the symmetry \( \mu^2 \)—not the \( \mathbb{Z}_4 \) symmetry of the Hopf bifurcation. The coordinates \( x_1, x_2, x_3, \) and \( x_4 \) are shown in red, green, blue, and orange, respectively. Dashed lines have slope indicated by the eigenvalues and the dotted lines demarcate where the periodic orbit is close to \( \xi_1 \). In this orbit, we observe a change in slope in both the contracting and transverse coordinate, as the coordinates go from decaying at a rate of \( \lambda^c - c \) and \( \lambda^t - t \), respectively, to expanding at a rate of \( \lambda^c + c \) and \( \lambda^t + t \).

coordinates. Then, after appropriate simplifications, we can determine how \( T \) becomes large as the heteroclinic bifurcation is approached.

The process followed here is that used in [7] for the \( \Sigma \) cycle in sections 5.3 and 5.4, but there are additional complications in the case of analysing the \( \Xi \) cycles in section 5.2. As such, we give a much more abbreviated overview of the calculations for the \( \Sigma \) cycles, which have many of the same features as those in [7]. In particular, the radial direction of our maps decouples (to lowest order) due to the invariance of the subspaces which contain the heteroclinic orbits. Therefore, we can neglect the radial directions in our construction of the maps.

In these calculations, we must ensure that the periodic orbits correspond to valid travelling waves solutions. Since extinction of any species in the PDEs (2) is invariant, any periodic orbits which are found need to be checked to ensure all \( x_j \) remain non-negative. In addition, we could also use the value of the coordinates to confirm if we expect to observe changes from decay to growth in any coordinates, such as those in figures 5 and 6. However, these computations follow those in [7] exactly, and so we omit them here.

We begin each of sections 5.2–5.4 by defining a set of transformed coordinates to simplify our calculations and the required Poincaré sections. In section 5.2, we then construct the local map near \( \xi_1 \), and the global map from \( \xi_1 \) to \( \xi_3 \). Using the symmetry \( \mu \) of (5), we solve for fixed points of the composition of the local and the global map near the \( \Xi_{13} \) cycle. For the \( \Sigma \) cycles, these calculations follow [7] closely, and so we defer them to the appendix. We are then able to derive an expression for \( T \) involving only eigenvalues of the Jacobian of (4) evaluated at \( \xi_1 \) and the constants of the global map. The relevant equations are (20), (24), and (28).
5.1. Summary

Before doing any calculations, we provide a statement of the results obtained. First, we have the bifurcation condition of travelling waves between two species, which was not observed in [7].

- In section 5.2, we demonstrate that travelling waves of two species are destroyed in an orbit flip bifurcation with the \( \Xi \) cycles. We specifically show that the heteroclinic orbit from \( \xi_1 \) to \( \xi_3 \) becomes tangent to the strong unstable manifold of \( \xi_1 \).

The next two results describe how the results of [7] generalise from three to four species.

- In section 5.3, we show that travelling waves are destroyed in a resonance bifurcation or an orbit flip bifurcation with the \( \Sigma \) cycle when expanding eigenvalues are real. Specifically:
  * In section 5.3.1, that a resonance bifurcation occurs when \( \lambda^- e + \lambda^- f + \lambda^- g = 0 \).
  * In section 5.3.2, that an orbit flip bifurcation occurs when the heteroclinic orbit from \( \xi_1 \) to \( \xi_2 \) becomes tangent to the strong unstable manifold of \( \xi_1 \).
- In section 5.4, we show that, when expanding eigenvalues are complex, travelling waves are destroyed in a heteroclinic bifurcation of Belyakov–Devaney type in which the imaginary part of the complex-conjugate pair of expanding eigenvalues vanishes; that is, \( \lambda^- e = \lambda^+ e \).

5.2. Real expanding eigenvalues in the \( \Xi_{13} \) cycle

We begin by demonstrating that in the \( \Xi \) cycles, when expanding eigenvalues are real, travelling waves are destroyed in an orbit flip bifurcation, in which heteroclinic orbits become tangent to the strong unstable manifold of each equilibria in the cycle.

The type of travelling wave and heteroclinic bifurcation analysed in this section differs from the bifurcations studied by Postlethwaite and Rucklidge [7], as the bifurcating cycle connects only two of the four, and not all, equilibria of the network. The calculations in this section, particularly the computation of the global map, also differ from those in [7].

In this section, we consider specifically the \( \Xi_{13} \) cycle, between \( \xi_1 \) and \( \xi_3 \). By the symmetry \( \mu \) of (5), these results hold also for the \( \Xi_{24} \) cycle, between \( \xi_2 \) and \( \xi_4 \).

We define the following local coordinates near \( \xi_1 \),

\[
\begin{align*}
x_e^{(1)} &= \lambda^- e x_2 - u_2, \\
y_e^{(1)} &= \lambda^+ e x_2 - u_2, \\
x_i^{(1)} &= \lambda^- i x_3 - u_3, \\
y_i^{(1)} &= \lambda^+ i x_3 - u_3, \\
x_e^{(1)} &= \lambda^- e x_4 - u_4, \\
y_e^{(1)} &= \lambda^+ e x_4 - u_4.
\end{align*}
\]

Near \( \xi_3 \), we define

\[
\begin{align*}
x_e^{(3)} &= \lambda^- e x_4 - u_4, \\
y_e^{(3)} &= \lambda^+ e x_4 - u_4, \\
x_i^{(3)} &= \lambda^- i x_1 - u_1, \\
y_i^{(3)} &= \lambda^+ i x_1 - u_1, \\
x_e^{(3)} &= \lambda^- e x_2 - u_2, \\
y_e^{(3)} &= \lambda^+ e x_2 - u_2.
\end{align*}
\]

For convenience, we write \( x^{(1)} = (x_e^{(1)}, y_e^{(1)}, x_i^{(1)}, y_i^{(1)}, x_e^{(1)}, y_e^{(1)}) \), and similarly for \( x^{(3)} \).

To analyse periodic orbits near the \( \Xi_{13} \) cycle, we have to analyse two full return maps to Poincaré sections defined near each equilibrium of the \( \Xi_{13} \) cycle. We label the Poincaré sections \( H_{1}^{1,n,3} \) and \( H_{3}^{n,1} \), and the two return maps \( \Psi_1 : H_{1}^{1,n,3} \to H_{1}^{1,n,3} \) and \( \Psi_3 : H_{3}^{n,1} \to H_{3}^{n,1} \).
To construct these maps, we need to define four Poincaré sections: \( H_{1}^{\text{in},3} \), \( H_{1}^{\text{out},3} \), \( H_{3}^{\text{in},1} \), and \( H_{3}^{\text{out},1} \). We use the notion \( H_{j}^{\text{in,k}} \) for a Poincaré section defined in a small neighbourhood of \( \xi_{j} \) and transverse to the heteroclinic orbit from \( \xi_{4} \) to \( \xi_{j} \), and \( H_{j}^{\text{out,k}} \) for a Poincaré section defined in a small neighbourhood of \( \xi_{j} \) and transverse to the heteroclinic orbit from \( \xi_{j} \) to \( \xi_{k} \). We then compute local maps \( \psi_{j} : H_{j}^{\text{in},k} \to H_{j}^{\text{out},k} \) and \( \psi_{3} : H_{3}^{\text{in},1} \to H_{3}^{\text{out},1} \), which describe the local dynamics near \( \xi_{1} \) and \( \xi_{3} \), respectively, and global maps, \( \Psi_{13} : H_{1}^{\text{out},3} \to H_{3}^{\text{in},1} \) and \( \Psi_{31} : H_{3}^{\text{out},1} \to H_{1}^{\text{in},3} \), which describe the dynamics along the heteroclinic orbit \( \phi_{13}(t) \) from \( \xi_{1} \) to \( \xi_{3} \), and along the heteroclinic orbit \( \phi_{31}(t) \) from \( \xi_{3} \) to \( \xi_{1} \), respectively.

The two full return maps are then defined by the compositions \( \Psi_{1} = \Psi_{31} \psi_{3} \psi_{13} \psi_{1} \) and \( \Psi_{3} = \Psi_{13} \psi_{1} \psi_{31} \psi_{3} \). However, by the symmetry \( \mu \) of (5), \( \psi_{1} = \psi_{3} \) and \( \psi_{31} = \psi_{13} \), and so \( \Psi_{3} = \Psi_{1} \), assuming we have written the maps in the appropriate local coordinates, which are related by the symmetry \( \mu^{2} \).

Therefore, the return map \( \Psi_{1} \) is given by \( (\mu^{2} \psi_{13} \psi_{13})^{2} \), where in this expression \( \mu^{2} \) maps the local coordinates near \( \xi_{1} \) to the local coordinates near \( \xi_{3} \), and vice-versa. Therefore, we can study only the composition \( \psi_{13} \psi_{13} \) to fully describe \( \Psi_{1} \) and \( \psi_{3} \).

Therefore, we only need to define the local map \( \psi_{1} : H_{1}^{\text{in},3} \to H_{1}^{\text{out},3} \) to describe the behaviour of trajectories near \( \xi_{1} \), and the global map \( \Psi_{13} : H_{1}^{\text{out},3} \to H_{3}^{\text{in},1} \) to describe the behaviour of trajectories along the heteroclinic orbit from \( \xi_{1} \) to \( \xi_{3} \). The following three Poincaré sections are used in the construction of these maps:

\[
\begin{align*}
H_{1}^{\text{in},3} &= \left\{ x^{(1)} \mid r_{c}^{(1)} = h \right\}, \\
H_{1}^{\text{out},3} &= \left\{ x^{(1)} \mid r_{c}^{(1)} = h \right\}, \\
H_{3}^{\text{in},1} &= \left\{ x^{(3)} \mid r_{c}^{(3)} = h \right\},
\end{align*}
\]

for some \( h \ll 1 \). The incoming section \( H_{1}^{\text{in},3} \) and outgoing section \( H_{1}^{\text{out},3} \) are defined locally in a small neighbourhood of \( \xi_{1} \), and the incoming section \( H_{3}^{\text{in},1} \) is defined locally in a small neighbourhood of \( \xi_{3} \).

We use polar coordinates to define both the incoming and outgoing Poincaré sections. The polar coordinates near \( \xi_{1} \) are defined by

\[
\begin{align*}
\left( \frac{d_{\xi}^{(1)}}{r_{c}^{(1)}} \right)^{2} &= \left( \frac{x_{c}^{(1)}}{r_{c}^{(1)}} \right)^{2} + \left( \frac{y_{c}^{(1)}}{r_{c}^{(1)}} \right)^{2} \quad \text{and} \quad \tan \theta_{c}^{(1)} = \frac{y_{c}^{(1)}}{x_{c}^{(1)}}, \quad \text{and} \\
\left( \frac{d_{\xi}^{(1)}}{r_{c}^{(1)}} \right)^{2} &= \left( \frac{x_{c}^{(1)}}{r_{c}^{(1)}} \right)^{2} + \left( \frac{y_{c}^{(1)}}{r_{c}^{(1)}} \right)^{2} \quad \text{and} \quad \tan \theta_{c}^{(1)} = \frac{y_{c}^{(1)}}{x_{c}^{(1)}},
\end{align*}
\]

We use similarly defined polar coordinates near \( \xi_{3} \).

Numerical simulations show that near where periodic orbits leave the vicinity of \( \xi_{1} \), the transverse coordinate is smaller than the expanding coordinate. Therefore, we do not use the transverse coordinate to define \( H_{1}^{\text{out},3} \). However, near where periodic orbits enter the vicinity of \( \xi_{3} \), the contracting and transverse coordinates are of approximately the same order. Therefore, both must both be considered when defining \( H_{3}^{\text{in},1} \).

Figure 7 gives an illustration of these sections and the heteroclinic orbits between equilibria. There are several important things to note, however. Figure 7 is presented in the original coordinates of (4), but we in no way represent the \( y_{i} \) variables, nor any heteroclinic orbits which exist in a subspace in which \( x_{4} \neq 0 \). Furthermore, while \( H_{1}^{\text{out},3} \) is defined in terms of
Figure 7. An illustration of the heteroclinic orbits \( \phi_{13}(t) \) (between \( \xi_1 \) and \( \xi_3 \)), \( \phi_{12}(t) \), and \( \phi_{23}(t) \), which are shown as thick lines, and a periodic orbit near the bifurcation of the \( \Xi_{13} \) cycle, shown as a thin line. The heteroclinic orbits and periodic orbit exist in eight-dimensional phase space, but we show them here in only four-dimensional space by not representing the \( u_j \) coordinates in any way. We have used the negative \( x_2 \)-axis to represent the \( x_4 \) coordinate, but have placed it on an angle to avoid confusion. For visual clarity, we have not displayed the heteroclinic orbits which exist in subspace where \( x_4 \neq 0 \). The Poincaré sections are also not presented as might be expected: see the text for further details.

5.2.1. The local map. We first calculate the local map \( \psi_1 : H_{13}^{in,3} \to H_{1}^{out,3} \), which describes the behaviour of trajectories near the equilibrium \( \xi_1 \).

We take a point \( x^{(1)}(0) \in H_{13}^{in,3} \) near \( \xi_1 \)—where \( y_r^{(1)}(0) = h \sin \theta^{(1)}(0) \) and \( y_t^{(1)}(0) = h \cos \theta^{(1)}(0) \)—and set \( x^{(1)}(T) = \psi_1(x^{(1)}(0)) \in H_{1}^{out,3} \). The coordinates (7) are aligned with the eigenvectors of the Jacobian of (4) evaluated at \( \xi_1 \). As such, the linearised flow near \( \xi_1 \) is
We now construct the global map \( \Psi_{13} : \mathbf{H}_{\text{out},3}^\text{in} \rightarrow \mathbf{H}_{3}^\text{in,1} \), which describes the behaviour of trajectories along the heteroclinic orbit \( \phi_{13}(t) \) from \( \xi_1 \) to \( \xi_3 \).

These calculations differ from the calculations in [7], as these calculations are done in a larger, six-dimensional subspace and involve a near-miss of an equilibrium (namely \( \xi_2 \)). We consider the heteroclinic orbit \( \phi_{13}(t) \), and the flow near this orbit. This orbit is contained in the six-dimensional \( Q_1 \) subspace, in which \( x_4 = u_4 = 0 \). However, the global map applies to all points which lie near \( \phi_{13}(t) \) on both \( \mathbf{H}_{\text{out},3}^\text{in} \) and \( \mathbf{H}_{3}^\text{in,1} \) in the full eight-dimensional phase space, not simply \( Q_1 \).

The global map only approximates flows near the heteroclinic orbit \( \phi_{13}(t) \). As such, in its construction, we only consider those points which lie near \( \phi_{13}(t) \) on \( \mathbf{H}_{\text{out},3}^\text{in} \) and \( \mathbf{H}_{3}^\text{in,1} \). If we label the intersections of \( \phi_{13}(t) \) with \( \mathbf{H}_{\text{out},3}^\text{in} \) and \( \mathbf{H}_{3}^\text{in,1} \) as \( \tilde{x}(1) \) and \( \tilde{x}(3) \), we can derive the following. As \( \phi_{13}(t) \) lies in \( Q_1 \), \( \tilde{x}(1) = \tilde{x}(3) = 0 \), and \( \tilde{x}(3) = \tilde{y}(3) = 0 \). These are the coordinates written as linear combinations of \( x_4 \) and \( u_4 \). On \( \mathbf{H}_{\text{out},3}^\text{in} \), \( \tilde{y}(1) = 0 \) also, as by (9), it decays at a rate of \( \lambda^-_1 < 0 \). On \( \mathbf{H}_{3}^\text{in,1} \), \( \tilde{y}(3) = 0 \) and \( \tilde{y}(3) = 0 \) as they grow at rates of \( \lambda^+_1 > 0 \) and \( \lambda^+_1 > 0 \), respectively.

Therefore,

\[
\tilde{x}^{(1)} := \phi_{13}(t) \cap \mathbf{H}_{\text{out},3}^\text{in} = \left( \tilde{x}(1), \tilde{x}(3), 0, 0, 0 \right),
\]

We note that the existence of \( n \) invariant hyperplanes near \( \xi_1 \) in \( \mathbb{R}^n \) implies the linear flow is at least \( C^1 \)-diffeomorphic to the nonlinear flow near \( \xi_1 \), even if there are resonances between the \( n \) eigenvalues of \( \xi_1 \) [36].

The residence time \( T \) is defined by

\[
\left( \dot{x}_1^{(1)}(T) \right)^2 + \left( \dot{y}_1^{(1)}(T) \right)^2 = \hbar^2.
\]

We emphasise that we do not solve for \( T \) at this point in our calculations, but rather leave it as an unknown which allows us to determine the conditions of the bifurcation.

We construct the local map by integrating the linearised flow given in (9) to find the point \( \mathbf{x}^{(1)}(T) \in \mathbf{H}_{\text{out},3}^\text{in} \). The local map is therefore given by the following seven equations:

\[
\begin{align*}
\dot{x}_1^{(1)}(T) &= x_1^{(1)}(0)e^{\lambda^+_1 T} \\
\dot{y}_1^{(1)}(T) &= y_1^{(1)}(0)e^{\lambda^-_1 T} \\
\dot{x}_2^{(1)}(T) &= x_2^{(1)}(0)e^{\lambda^+_1 T} \\
\dot{y}_2^{(1)}(T) &= y_2^{(1)}(0)e^{\lambda^-_1 T} \\
\dot{x}_3^{(1)}(T) &= x_3^{(1)}(0)e^{\lambda^+_1 T} \\
\dot{y}_3^{(1)}(T) &= y_3^{(1)}(0)e^{\lambda^-_1 T} \\
\hbar^2 &= (x_1^{(1)}(0))^2 e^{2\lambda^+_1 T} + (y_1^{(1)}(0))^2 e^{2\lambda^-_1 T}.
\end{align*}
\]

5.2.2. The global map. We now construct the global map \( \Psi_{13} : \mathbf{H}_{\text{out},3}^\text{in} \rightarrow \mathbf{H}_{3}^\text{in,1} \), which describes the behaviour of trajectories along the heteroclinic orbit \( \phi_{13}(t) \) from \( \xi_1 \) to \( \xi_3 \).

We emphasise that we do not solve for \( T \) at this point in our calculations, but rather leave it as an unknown which allows us to determine the conditions of the bifurcation. We construct the local map by integrating the linearised flow given in (9) to find the point \( \mathbf{x}^{(1)}(T) \in \mathbf{H}_{\text{out},3}^\text{in} \). The local map is therefore given by the following seven equations:

\[
\begin{align*}
\dot{x}_1^{(1)}(T) &= x_1^{(1)}(0)e^{\lambda^+_1 T} \\
\dot{y}_1^{(1)}(T) &= y_1^{(1)}(0)e^{\lambda^-_1 T} \\
\dot{x}_2^{(1)}(T) &= x_2^{(1)}(0)e^{\lambda^+_1 T} \\
\dot{y}_2^{(1)}(T) &= y_2^{(1)}(0)e^{\lambda^-_1 T} \\
\dot{x}_3^{(1)}(T) &= x_3^{(1)}(0)e^{\lambda^+_1 T} \\
\dot{y}_3^{(1)}(T) &= y_3^{(1)}(0)e^{\lambda^-_1 T} \\
\hbar^2 &= (x_1^{(1)}(0))^2 e^{2\lambda^+_1 T} + (y_1^{(1)}(0))^2 e^{2\lambda^-_1 T}.
\end{align*}
\]
\[ \mathbf{x}^{(3)} := \phi_{13}(t) \cap H_{3}^{\text{in,1}} = \left( 0, 0, 0, z_{1}^{(3)}, 0, z_{2}^{(3)} \right), \tag{12} \]

where \( \left( \mathbf{x}^{(1)} \right)^{2} + \left( \mathbf{y}^{(1)} \right)^{2} = h^{2} \) and \( \left( \mathbf{x}^{(3)} \right)^{2} + \left( \mathbf{y}^{(3)} \right)^{2} = h^{2} \).

To determine the global map, we know that \( \mathbf{x}^{(3)} = \Psi_{13}(\mathbf{x}^{(1)}(T)) \) is near \( \mathbf{x}^{(3)} \). Therefore, by examining (12), all of \( x_{c}^{(3)} \), \( x_{s}^{(3)} \), \( y_{c}^{(3)} \), and \( y_{s}^{(3)} \) are small compared to \( h \). Since \( h \ll 1 \), these terms can therefore be expressed through a first-order Taylor expansion which, to leading order, is a linear combination of those coordinates on \( H_{1}^{\text{out,3}} \) which also are small. By examining (11), we see these coordinates are \( x_{c}^{(1)} \), \( x_{s}^{(1)} \), and \( y_{c}^{(1)} \). The difference \( \theta_{1}^{(1)} - \tilde{\theta}_{e}^{(1)} \) will be small. Though we do not know that \( x_{s}^{(1)} \) is small, its value will be close to \( \tilde{x}_{s}^{(1)} \), and therefore \( x_{s}^{(1)} - \tilde{x}_{s}^{(1)} \) is also small.

As one last consideration, the global map is only defined for those points near \( \phi_{13}(t) \) on \( H_{3}^{\text{in,1}} \). For such points, \( \theta_{e}^{(3)} \) is close to \( \tilde{\theta}_{e}^{(3)} \), and so the difference \( \theta_{e}^{(1)} - \tilde{\theta}_{e}^{(1)} \) will be small. Generically, however, \( \theta_{e}^{(1)} \) will be order one, and we can therefore write \( \theta_{e}^{(3)} = \tilde{\theta}_{e}^{(3)} \) and exclude this coordinate from consideration of our map. We thus also have \( \theta_{e}^{(1)} = \tilde{\theta}_{e}^{(1)} \), and make these substitutions next when we determine the map.

By the invariance of \( Q_{1} \), we can write
\[
\begin{align*}
    x_{e}^{(3)} &= B_{1} x_{c}^{(1)}(T) + B_{2} y_{c}^{(1)}(T) \\
    y_{e}^{(3)} &= C_{1} x_{c}^{(1)}(T) + C_{2} y_{c}^{(1)}(T).
\end{align*}
\tag{13}
\]

These coordinates allow for perturbations in the global map in the \( x_{4} \) and \( m_{4} \) directions.

Furthermore, as \( x_{c}^{(3)} \) and \( x_{s}^{(3)} \) are small on \( H_{3}^{\text{in,1}} \) near \( \phi_{13}(t) \) we can write
\[
\begin{align*}
    x_{c}^{(3)} &= A_{1} x_{c}^{(1)}(T) + A_{2} y_{c}^{(1)}(T) + A_{3} \left( x_{c}^{(1)}(T) - \tilde{x}_{c}^{(1)} \right) \\
    &\quad + A_{4} y_{c}^{(1)}(T) + K_{4} \left( \theta_{e}^{(1)} - \tilde{\theta}_{e}^{(1)} \right) \\
    x_{s}^{(3)} &= D_{1} x_{c}^{(1)}(T) + D_{2} y_{c}^{(1)}(T) + D_{3} \left( x_{c}^{(1)}(T) - \tilde{x}_{c}^{(1)} \right) \\
    &\quad + D_{4} y_{c}^{(1)}(T) + K_{2} \left( \theta_{e}^{(1)} - \tilde{\theta}_{e}^{(1)} \right).
\end{align*}
\tag{14}
\]

As done in [7], we Taylor expand \( \theta_{e}^{(1)}(T) \) about \( \tilde{x}^{(1)} \) by
\[
\begin{align*}
    \theta_{e}^{(1)}(T) &= \arctan \left( \frac{y_{c}^{(1)}(T)}{x_{c}^{(1)}(T)} \right) \\
    &= \arctan \left( \frac{y_{c}^{(1)}(T) - (y_{c}^{(1)} - y_{c}^{(1)}(T))}{x_{c}^{(1)}(T) - (x_{c}^{(1)} - x_{c}^{(1)}(T))} \right) \\
    &= \arctan \left( \frac{x_{c}^{(1)}}{x_{c}^{(1)}} + \frac{x_{c}^{(1)}}{h^{2}} \left( \tilde{y}_{c}^{(1)} - y_{c}^{(1)}(T) \right) - \frac{y_{c}^{(1)}(T)}{h^{2}} \left( \tilde{x}_{c}^{(1)} - x_{c}^{(1)}(T) \right) \right).
\end{align*}
\]

to derive
\[
\theta_{e}^{(1)}(T) = \tilde{\theta}_{e}^{(1)} + \frac{\tilde{x}_{c}^{(1)}}{h^{2}} x_{c}^{(1)}(T) - \frac{\tilde{y}_{c}^{(1)}}{h^{2}} y_{c}^{(1)}(T).
\tag{15}
\]
We use (15) and the local map in (10) to combine (13) and (14) into $\Psi_{13} \psi_1$

\[
x_c^{(3)} = A_1 x_c^{(1)}(0) e^{\lambda^c_1 T} + A_2 h \sin \tilde{\theta}_c^{(1)} e^{\lambda^c_1 T} + A_3 \left( x_c^{(1)}(0) e^{\lambda^c_1 T} - \tilde{x}_c^{(1)} \right) \\
+ A_4 h \cos \tilde{\theta}_c^{(1)} e^{\lambda^c_1 T} + A_5 x_c^{(1)}(0) e^{\lambda^c_1 T} + A_6 y_c^{(1)}(0) e^{\lambda^c_1 T}
\]

\[
x_e^{(3)} = B_1 x_c^{(1)}(0) e^{\lambda^e_1 T} + B_2 h \sin \tilde{\theta}_e^{(1)} e^{\lambda^e_1 T}
\]

\[
y_e^{(3)} = C_1 x_c^{(1)}(0) e^{\lambda^e_1 T} + C_2 h \sin \tilde{\theta}_e^{(1)} e^{\lambda^e_1 T}
\]

\[
x_t^{(3)} = D_1 x_c^{(1)}(0) e^{\lambda^t_1 T} + D_2 h \sin \tilde{\theta}_e^{(1)} e^{\lambda^t_1 T} + D_3 \left( x_t^{(1)}(0) e^{\lambda^t_1 T} - \tilde{x}_t^{(1)} \right) \\
+ D_4 h \cos \tilde{\theta}_e^{(1)} e^{\lambda^t_1 T} + D_5 x_t^{(1)}(0) e^{\lambda^t_1 T} + D_6 y_t^{(1)}(0) e^{\lambda^t_1 T}
\]

where $A_5 = -K_1 \tilde{y}_c^{(1)}/\hbar^2$, $A_6 = K_1 \tilde{x}_e^{(1)}/\hbar^2$, $D_5 = -K_2 \tilde{y}_c^{(1)}/\hbar^2$, and $D_6 = K_2 \tilde{x}_e^{(1)}/\hbar^2$. We can rewrite the expression for $\tan \tilde{\theta}_e^{(1)}$ in (8) as both $\tan \tilde{\theta}_e^{(1)} = -A_5/A_6$ and $\tan \tilde{\theta}_e^{(1)} = -D_5/D_6$.

The equations for $x_c^{(3)}$ and $x_t^{(3)}$ in (14) have gone from having three global constants—$K_1$, $K_2$, and $\tilde{\theta}_e^{(1)}$—to four—$A_5$, $A_6$, $D_5$, and $D_6$. (We exclude $A_1$ through to $A_4$ and $D_1$ through to $D_4$ in this count, as they are unchanged between (14) and (16).) Therefore, the following relationship exists between these four constants, through the expression for $\tan \tilde{\theta}_e^{(1)}$,

\[
D_5 = D_6 \frac{A_5}{A_6}
\]

5.2.3. Fixed points. We now solve for the fixed points of the return map $\Psi_1 : H_{n,3}^{n,3} \rightarrow H_{n,3}^{n,3}$ and derive an expression involving only the residence time $T$, the eigenvalues of $Df(\xi_1)$, and the global map.

For the $13_1$ cycle, the return map $\Psi_1$ is given by $(\mu^2 \Psi_1 \psi_1)^2$—where the symmetry $\mu$ is defined in (5). We are thus able to consider only the composition $\Psi_{13} \psi_1$, as fixed points of this composition will also be fixed points of the full return map $\Psi_1$. We consider (16) without any dependence on time or the superscripts corresponding to the equilibria. Equation (16) becomes the following five equations

\[
x_e = A_1 x_c e^{\lambda^e_1 T} + A_2 h \sin \tilde{\theta}_e e^{\lambda^e_1 T} + A_3 \left( x_c e^{\lambda^e_1 T} - \tilde{x}_e \right) + A_4 h \cos \tilde{\theta}_e e^{\lambda^e_1 T} + A_5 x_e e^{\lambda^e_1 T} + A_6 y_e e^{\lambda^e_1 T}
\]

\[
x_e = B_1 x_c e^{\lambda^e_1 T} + B_2 h \sin \tilde{\theta}_e e^{\lambda^e_1 T}
\]

\[
y_e = C_1 x_c e^{\lambda^e_1 T} + C_2 h \sin \tilde{\theta}_e e^{\lambda^e_1 T}
\]

\[
x_t = D_1 x_c e^{\lambda^t_1 T} + D_2 h \sin \tilde{\theta}_e e^{\lambda^t_1 T} + D_3 \left( x_t e^{\lambda^t_1 T} - \tilde{x}_t \right) + D_4 h \cos \tilde{\theta}_e e^{\lambda^t_1 T} + D_5 x_t e^{\lambda^t_1 T} + D_6 y_t e^{\lambda^t_1 T}
\]

\[
h^2 = x_e^2 e^{2\lambda^e_1 T} + y_e^2 e^{2\lambda^e_1 T}
\]

A solution to this system of equations is a fixed point of the return map $\Psi_1 : H_{n,3}^{n,3} \rightarrow H_{n,3}^{n,3}$ on the Poincaré section $H_{n,3}^{n,3}$ near $\xi_1$.

To solve for the fixed point, we note that (18d) can be arranged to give...
\[ x_t \left( 1 - D_1 e^{\lambda_1^+ T} \right) + D_3 \tilde{x}_t = D_1 x_t e^{\lambda_1^+ T} + D_2 h \sin \tilde{\theta}_t e^{\lambda_1^- T} + D_4 h \cos \tilde{\theta}_t e^{\lambda_1^- T} \\
+ D_5 x_t e^{\lambda_1^+ T} + D_6 y_t e^{\lambda_1^- T}. \]

We are interested in fixed points of the return map near a bifurcation of the corresponding periodic orbit with the heteroclinic cycle. Near any heteroclinic bifurcation, the periodic orbit is close to the equilibria of the cycle, and so the length of time a trajectory spends near each equilibria becomes longer as the bifurcation is approached. Therefore, \( T \gg 1 \) as \( T \) was defined as the residence time a trajectory spends in a small neighbourhood of \( \bar{\xi}_1 \). Therefore, since \( D_3 \) is order one and \( \lambda_1^+ > 0 \), we can ignore the 1 on the left-hand side of this equation and divide through by \(-D_3\) to obtain an expression for \( x_t e^{\lambda_1^+ T} - \tilde{x}_t \) which can be substituted into \((18d)\).

We then substitute \((18b)\) and \((18c)\) into \((18a)\) also and derive the following expressions for \( x_c \),

\[ x_c = \frac{h e^{(\lambda^- - \lambda^+)} T \cos \tilde{\theta}_t \Delta_{AD}^{34} e^{\lambda^+_T} + \sin \tilde{\theta}_t \left( B_2 \Delta_{AD}^{35} e^{\lambda^+_T} + C_2 \Delta_{AD}^{36} e^{\lambda^-_T} \right)}{B_1 \Delta_{AD}^{35} e^{\lambda^+_T} + C_1 \Delta_{AD}^{36} e^{\lambda^-_T}}, \tag{19} \]

where \( \Delta_{AD}^{\pm} = X_j Y_k - X_k Y_j \).

We substitute \((19)\) into \((18b)\) and \((18c)\), and solve for \( T \) by substituting the resulting expressions into \((18e)\). We simplify using \( T \gg 1 \) to ignore all terms which become insignificant as \( T \) goes to infinity. We then rearrange to derive the following expression involving only \( T \), the eigenvalues of \( Df(\xi_t) \), and global constants,

\[ B_1 \Delta_{AD}^{35} e^{\lambda^+_T} + C_1 \Delta_{AD}^{36} e^{\lambda^-_T} = |\Delta_{BC}^{12} \sin \tilde{\theta}_t| e^{(\lambda^- + \lambda^+ + \lambda^+)} T \sqrt{\left( \Delta_{AD}^{36} \right)^2 + \left( \Delta_{AD}^{35} \right)^2}. \tag{20} \]

The left-hand side of \((20)\) is the denominator of \((19)\). Therefore, substituting \((20)\) into \((19)\), and the result into \((18d)\), \((18b)\), and \((18c)\), gives the following expressions for the coordinates of the fixed point

\[ x_c = \frac{\text{sgn} \left( \sin \tilde{\theta}_t \right) \left( B_2 \Delta_{AD}^{35} e^{\lambda^+_T} + C_2 \Delta_{AD}^{36} e^{\lambda^-_T} \right)}{\left| \Delta_{BC}^{12} \right| \sqrt{\left( \Delta_{AD}^{36} \right)^2 + \left( \Delta_{AD}^{35} \right)^2}} e^{-\lambda^+_T}, \]

\[ x_c = -h \frac{\text{sgn} \left( \Delta_{BC}^{12} \sin \tilde{\theta}_t \right) \Delta_{AD}^{36} e^{-\lambda^+_T}}{\sqrt{\left( \Delta_{AD}^{36} \right)^2 + \left( \Delta_{AD}^{35} \right)^2}} e^{-\lambda^+_T}, \]

\[ x_c = \frac{\text{sgn} \left( \Delta_{BC}^{12} \sin \tilde{\theta}_t \right) \Delta_{AD}^{35} e^{-\lambda^+_T}}{\sqrt{\left( \Delta_{AD}^{36} \right)^2 + \left( \Delta_{AD}^{35} \right)^2}} e^{-\lambda^+_T}, \]

\[ x_t = -h \frac{\text{sgn} \left( \Delta_{BC}^{12} \sin \tilde{\theta}_t \right) \left( D_5 \Delta_{AD}^{36} + D_6 \Delta_{AD}^{35} \right)}{D_3 \sqrt{\left( \Delta_{AD}^{36} \right)^2 + \left( \Delta_{AD}^{35} \right)^2}} e^{-\lambda^+_T}. \]

5.2.4. Orbit flip bifurcation. In this section, we demonstrate that if the two terms on the left-hand side of \((20)\) are of equal order, an orbit flip bifurcation occurs in which \( \tilde{\theta}_t \) goes to \( \pi \) and the heteroclinic orbit \( \phi_{13}(t) \) becomes tangent to the strong unstable manifold of \( \bar{\xi}_1 \).
To derive the conditions of this bifurcation, we consider (20). We assume that the two terms on the left-hand side of (20) are of equal order. Since \( \lambda^*_{-} < \lambda^*_{+} \) when expanding eigenvalues are real, and \( T \gg 1 \), we assume \( A_{5} \ll A_{6} \) and, equivalently, \( D_{5} \ll D_{6} \). The expression for \( \tan \theta_{c} \) is defined as both \(-A_{5}/A_{6}\) and \(-D_{5}/D_{6}\). We therefore solve (20) for \( A_{5} \) and use the relationship between \( A_{5}, A_{6}, D_{5}, \) and \( D_{6} \) in (17) to derive

\[
A_{5} = \frac{A_{6}C_{1}}{B_{1}}e^{(\lambda^*_{-} - \lambda^*_{+})T} - \frac{A_{6}|\Delta_{126}^{12}|\text{sgn}(\Delta_{126}^6)}{B_{1}}e^{(\lambda^*_{-} + \lambda^*_{+})T}. \tag{21}
\]

By (6) \( \lambda^*_{-} - \lambda^*_{+} < 0 \). Therefore, if \( \lambda^*_{-} + \lambda^*_{+} < 0, A_{5} \) will go to 0 as \( T \) goes to infinity. Since \( \tan \theta_{c} = -A_{5}/A_{6}, \tan \theta_{c} \) will also go to 0.

The condition \( \lambda^*_{-} + \lambda^*_{+} < 0 \) holds for a subset of region 4 of figure 3 which contains the \( \Xi \) orbit flip. At this point, the angle at which the heteroclinic orbit from \( \xi_{1} \) to \( \xi_{3} \) strikes \( H_{1}^{\text{out}} \) will go to \( \pi \). (The angle \( \theta_{c} \) cannot go to 0, as this angle does not correspond to a valid travelling wave. See [7, p 1388] ) Therefore, the heteroclinic orbit will become tangent to the strong unstable manifold of \( \xi_{1} \). Recall that for the dynamics restricted to \( Q_{1}, W^{uu}(\xi_{1}) \) is tangent to the eigenspaces with eigenvalues \( \lambda^{+}_{j} \) and \( \lambda^{+}_{j} \), which is therefore the \( x^{(1)}_{i} = x^{(1)}_{i} \) plane. Examining (21), we expect the locus of the \( \Xi_{13} \) cycle orbit flip to terminate when it meets the curve of the bifurcation of Belyakov–Devaney type, on the line \( \lambda^*_{-} = \lambda^*_{+}, \) as, at this point, (25) no longer produces a small \( A_{5} \) solution for large \( T \).

The \( \Xi \) cycles orbit flip bifurcation can be seen in figure 3, where the dotted black line coincides with dark blue line. These lines terminate on the solid red line, where \( \lambda^*_{-} = \lambda^*_{+}. \)

5.2.5. Possible additional bifurcations in \( \Xi \) cycles. Equation (20) also gives the possibility of a resonance bifurcation of the \( \Xi \) cycles. Assuming \( B_{1}\Delta_{12}^{35}e^{\lambda^*_{+}T} \gg C_{1}\Delta_{12}^{65}e^{\lambda^*_{-}T}, \) we would have a resonance bifurcation at \( \lambda^*_{-} + \lambda^*_{+} = 0. \) (Deriving this condition follows the procedure outlined in section 5.3.1.) Moreover, when determining if a fixed point corresponds to a valid travelling wave solution (the calculations of which are not presented in this paper, but are easily done following the example in [7, p 1393]), we can also derive a condition which suggests the \( \Xi \) cycles may also undergo a bifurcation of Belyakov–Devaney type. Observing these bifurcations relies on the cusp-shaped region of \( \gamma - e_{1} \) parameter space which contains the \( \Xi \) cycle travelling waves increasing in size, corresponding to the dashed cyan line of figure 3, the locus of the symmetry-breaking bifurcation, terminating on the red line (defined by \( \lambda^*_{-} = \lambda^*_{+} \)) at value of \( e_{1} \) larger than \( e_{1}^{*} \), or even on the line defined by \( \lambda^*_{-} + \lambda^*_{+} = 0 \) (which is not drawn on figure 3). However, an extensive numerical search in \( e_{1} - t_{1} \) parameter space has not found either of these bifurcations, nor have any simulations of the PDEs (2) shown the existence of \( \Xi \) cycle travelling waves for \( e_{1} > e_{1}^{*}. \)

5.3. Real expanding eigenvalues in the \( \Sigma \) cycle

We now show that in the \( \Sigma \) cycle, when expanding eigenvalues are real, travelling waves are destroyed in a resonance bifurcation when \( \lambda^*_{-} + \lambda^*_{-} = \lambda^*_{+}, \) or an orbit flip bifurcation, in which heteroclinic orbits become tangent to the strong unstable manifold of each equilibria in the cycle.

The results of this section are a generalisation of the results of Postlethwaite and Rucklidge [7] from three to four species. The calculations to derive the conditions of these bifurcations follow those in section 5.2 and [7] closely. Therefore, we defer all technical details to the appendix and present only the main results here.
As in section 5.2, the calculations begin by defining a transformed set of coordinates. Equation (7) gives the new coordinates near $\xi_1$, and an equivalent set of coordinates are defined near $\xi_2$. After computing and composing the local and global maps and solving for the fixed point, we derive

$$x^e = -he^{(\lambda^- - \lambda^+)^T N}$$  \hspace{1cm} (22)

where

$$N = A_3 D_2 e^{\lambda^+ T} + A_4 E_2 e^{\lambda^- T} + A_5 e^{\lambda^+ T} \left( B_3 D_2 e^{\lambda^+ T} + B_4 E_2 e^{\lambda^- T} \right)$$

$$+ A_6 e^{\lambda^- T} \left( C_3 D_2 e^{\lambda^+ T} + C_4 E_2 e^{\lambda^- T} \right)$$

and

$$Q = A_1 D_1 e^{\lambda^+ T} + A_2 E_1 e^{\lambda^- T} + A_4 e^{\lambda^+ T} \left( B_3 D_1 e^{\lambda^+ T} + B_4 E_1 e^{\lambda^- T} \right)$$

$$+ A_6 e^{\lambda^- T} \left( C_3 D_1 e^{\lambda^+ T} + C_4 E_1 e^{\lambda^- T} \right).$$  \hspace{1cm} (23)

The expression (22) was simplified by using that $T \gg 1$ near a bifurcation of a periodic orbit with the heteroclinic cycle. This simplification ignored order 1 terms. We note that $\lambda^- < 0 < \lambda^+$, and so (23) could be simplified further. However, we only make this simplification after expressions for $x_e$ and $y_e$ have been substituted into an expression for $T$. This complication does not exist in the calculations of [7], as there are no transverse eigenvalues in the three species case.

In a similar manner to section 5.2, we derive an expression involving only $T$, the eigenvalues of $Df(\xi_1)$, and global constants,

$$A_2B_3D_1 e^{(\lambda^+ + \lambda^+)^T} + A_6C_3D_1 e^{(\lambda^+ + \lambda^-)^T} = |\Delta_{12}^{DE} \Delta_{12}^{BC}| \sqrt{A_3^2 + A_5^2} (e^{(\lambda^+ + \lambda^- + \lambda^+)^T} + e^{(\lambda^+ + \lambda^- + \lambda^-)^T}).$$  \hspace{1cm} (24)

The left-hand side of (24) is (23), using the simplification that $\lambda^- < 0$, $T \gg 1$, and all global constants are order 1 to ignore all terms which become insignificant as $T$ goes to infinity.

The expressions for the coordinates of the fixed point are

$$x_e = -\frac{h}{|\Delta_{12}^{DE} \Delta_{12}^{BC}| \sqrt{A_3^2 + A_5^2}} \left( A_2B_3D_2 e^{-\lambda^+ T} + A_6C_3D_2 e^{-\lambda^- T} \right) e^{-(\lambda^+ + \lambda^-)^T}$$

$$x_e = -\frac{hA_5 \text{sgn} \left( \Delta_{12}^{DE} \Delta_{12}^{BC} \right)}{\sqrt{A_3^2 + A_5^2}} e^{-\lambda^+ T}$$

$$y_e = \frac{hA_3 \text{sgn} \left( \Delta_{12}^{DE} \Delta_{12}^{BC} \right)}{\sqrt{A_3^2 + A_5^2}} e^{-\lambda^- T}$$

$$x_e = -\frac{hA_2 \text{sgn} \left( \Delta_{12}^{DE} \Delta_{12}^{BC} \right)}{|\Delta_{12}^{DE}| \sqrt{A_3^2 + A_5^2}} \left( A_3B_3 e^{-(\lambda^- + \lambda^+)^T} + A_6C_4 e^{-(\lambda^+ + \lambda^-)^T} \right)$$

$$y_e = \frac{hA_3 \text{sgn} \left( \Delta_{12}^{DE} \Delta_{12}^{BC} \right)}{|\Delta_{12}^{DE}| \sqrt{A_3^2 + A_5^2}} \left( A_3B_3 e^{-(\lambda^- + \lambda^-)^T} + A_6C_3 e^{-(\lambda^+ + \lambda^-)^T} \right).$$
5.3.1. Resonance bifurcation. We first show that if all global constants are order 1, a resonance bifurcation occurs when \( \lambda_c^- + \lambda_r^- + \lambda_r^- = 0 \).

By considering the left-hand side of (24), if all global constants are order 1, then as \( \lambda_c^+ > \lambda_c^- \) and \( T \gg 1 \), we will have \( A_5 B_3 D_1 e^{(\lambda_c^+ + \lambda_r^-) T} \gg A_6 C_3 D_1 e^{(\lambda_r^- + \lambda_r^-) T} \), simplifying (24) to

\[
A_5 B_3 D_1 e^{(\lambda_c^+ + \lambda_r^-) T} = |\Delta_{CD}\Delta_{AR}| \sqrt{A_3^2 + A_6^2} e^{(\lambda_r^- + \lambda_r^- + \lambda_r^- + \lambda_r^-) T}.
\]

Solving this expression for \( T \) gives

\[
T = \frac{1}{\lambda_c^- + \lambda_r^- + \lambda_r^-} \log M,
\]

where

\[
M = \frac{A_5 B_3 D_1}{|\Delta_{CD}\Delta_{AR}| \sqrt{A_3^2 + A_6^2}}.
\]

Periodic orbits of large period will bifurcate from the curve \( \lambda_c^- + \lambda_r^- + \lambda_r^- = 0 \) into either region 2 or 3 of figure 3, depending on the sign of \( M \). If \( M < 1 \), then these orbits will emerge into region 3, where \( \lambda_c^- + \lambda_r^- + \lambda_r^- < 0 \), and if \( M > 1 \), the orbits will emerge into region 2, where \( \lambda_c^- + \lambda_r^- + \lambda_r^- > 0 \). We observe the latter case in our numerics. The resonance bifurcation can be seen in figure 3 where the solid black line of heteroclinic bifurcations of the \( \Sigma \) cycle coincides with the light blue line. This result generalises the result of Postlethwaite and Rucklidge, who found the algebraic condition of the resonance bifurcation in the three species case was \( \lambda_c^- + \lambda_r^- = 0 \).

5.3.2. Orbit flip and saddle-node bifurcations. We now show that if the two terms on the left-hand side of (24) are of equal order, an orbit flip bifurcation occurs in which \( \tilde{\theta} \) goes to \( \pi \) and the heteroclinic orbit becomes tangent to the strong unstable manifold of \( \xi_1 \). This calculation is similar to that in section 5.2.4.

Consider (24), but suppose that \( A_5 \ll A_6 \) and so both terms of the left-hand side must be considered. We can therefore solve (24) for \( A_5 \),

\[
A_5 = \frac{|\Delta_{12}\Delta_{12}| A_6 B_3 D_1}{B_3 D_1} e^{(\lambda_r^- + \lambda_r^- + \lambda_r^-) T} - \frac{A_6 C_3 D_1}{B_3} e^{(\lambda_r^- - \lambda_r^-) T}.
\]

Since we have \( \lambda_c^- - \lambda_r^- < 0 \), if \( \lambda_c^- + \lambda_r^- + \lambda_r^- < 0 \) also, \( A_5 \) will go to zero as \( T \) goes to infinity. As \( \tan \tilde{\theta} = -A_5/A_6 \) (see the appendix for exact details, though the reason is similar to section 5.2), \( \tan \tilde{\theta} \) will go to 0 as \( A_5 \) goes to 0, and \( \tilde{\theta} \) will go to \( \pi \). At this point, the heteroclinic orbit from \( \xi_1 \) to \( \xi_2 \) will be tangent to the strong unstable manifold of \( \xi_1 \) for the dynamics restricted to \( P_1 \).

The condition \( \lambda_c^- + \lambda_r^- + \lambda_r^- < 0 \) is met in region 4 of figure 3, where the solid black line coincides with the green line, the locus of the \( \Sigma \) orbit flip bifurcation. We again expect the locus of the orbit flip bifurcation to terminate on the curve \( \lambda_c^- = \lambda_r^+ \), as (25) no longer produces a small solution for \( A_5 \) as \( T \) goes to infinity.

The location of the saddle-node bifurcation (the solid pink line in figure 3) can be found by differentiating (25) with respect to \( T \) and finding the condition under which \( dA_5/dT = 0 \) (see [7], section 5.1.6).
5.4. Complex expanding eigenvalues in the $\Sigma$ cycle

We last show that in the $\Sigma$ cycle, when expanding eigenvalues are complex, travelling waves are destroyed in a heteroclinic bifurcation bifurcation of Belyakov–Devaney type, when $\lambda_\Sigma^\pm = \lambda_\Sigma^\pm$; that is, when the imaginary part of the complex conjugate pair of expanding eigenvalues vanishes. The results of this section are a generalisation of the results of Postlethwaite and Rucklidge [7] from three to four species. We again leave all technical details for the appendix.

When expanding eigenvalues are complex, we define a similar set of local coordinates near $\xi_1$ as in section 5.2, with the exception of $x^{(1)}_e$ and $y^{(1)}_e$. The new expressions for these coordinates are given in (A.8).

In this section, we are interested in a heteroclinic bifurcation in which $\lambda^I$ vanishes as $T$ goes to infinity. Therefore, we make use of the following ansatz of Postlethwaite and Rucklidge [7],

$$\lambda^I T = \pi - K\lambda^I + O\left((\lambda^I)^3\right),$$

where $K$ is an unknown order 1 constant.

Again after computing and composing the local and global maps, we solve for the fixed point and find

$$x_e = -he^{(\lambda^I - \lambda^I)^2} N \frac{Q}{O}$$

where

$$N = A_3D_2e^{\lambda^I T} + A_4E_2e^{\lambda^I T} - e^{\lambda^I T}\left((A_5 + KA_6)\left(B_3D_2e^{\lambda^I T} + B_4E_2e^{\lambda^I T}\right)\right)$$

and

$$Q = A_3D_1e^{\lambda^1 T} + A_4E_1e^{\lambda^1 T} - e^{\lambda^1 T}\left((A_5 + KA_6)\left(B_3D_1e^{\lambda^1 T} + B_4E_1e^{\lambda^1 T}\right)\right) - e^{\lambda^I T}\left(A_6\left(C_3D_2e^{\lambda^I T} + C_4E_2e^{\lambda^I T}\right)\right).$$

After substituting the equation for $x_e$ into those for $x_e$ and $y_e$, and those in turn into an expression for $T$, we derive, after substituting in (27) and again using the simplification that $T \gg 1$ and $\lambda^I < 0$,

$$B_3D_1(A_5 + KA_6) + A_4C_3D_1 = A_3D_1e^{-\lambda^I T} - |\Delta_{DC}^{12}\Delta_{BC}^{14}|\sqrt{A_6^2 + (A_5 + KA_6)^2}e^{(\lambda^I + \lambda^I + \lambda^I)^T}.$$  \(28\)

The expressions for the coordinates of the fixed point are

$$x_e = -\frac{h(A_5 + K(A_6 + 1))}{|\Delta_{DC}^{12}\Delta_{BC}^{14}|\sqrt{A_6^2 + (A_5 + KA_6)^2}}e^{-(\lambda^I + \lambda^I + \lambda^I)},$$

$$x_e = -\frac{h\text{sgn} (\Delta_{DC}^{12}\Delta_{BC}^{14})A_6}{\sqrt{A_6^2 + (A_5 + KA_6)^2}}e^{-\lambda^I T}.$$
We now show that a heteroclinic bifurcation (29) occurs as the imaginary parts of \( \lambda_i^+ \) and \( \lambda_i^- \) vanish; that is, when \( \lambda_i^+ \) goes to 0, and \( \lambda_i^- = \lambda_i^+ \).

For (28) to have solutions, we require \( \lambda_i^- + \lambda_i^+ + \lambda_i^R < 0 \). If not, there are no terms on the left-hand side to balance the growth of second term on the right-hand side as \( T \) goes to infinity. When there are solutions, the right hand side of (28) will go to zero as \( T \) goes to infinity. Therefore, to lowest order

\[
B_3D_1(A_5 + KA_6) + A_6C_3D_1 = 0.
\]

Solving for \( K \) gives

\[
K = -\left( \frac{A_5}{A_6} + \frac{C_3}{B_3} \right).
\]

Therefore, we confirm that \( K \) is generically order 1. From (26), we solve for \( T \) and find

\[
T = \frac{\pi}{\lambda_i^R} + \left( \frac{B_3}{A_3} + \frac{A_5}{A_6} \right) + O(\lambda_i^R).
\]

We therefore see that as the imaginary part of \( \lambda_i^+ \) and \( \lambda_i^- \) vanishes, \( T \) approaches infinity in a heteroclinic bifurcation of Belyakov–Devaney type.

6. Network structure for \( n \) species in cyclic competition

6.1. The structure of heteroclinic networks in a travelling frame of reference

We now describe the structure of the heteroclinic network which exists in a steady-state travelling frame of reference for any arbitrary number of species in cyclic competition. The ODEs describing these systems take the general form

\[
\dot{x}_j = x_j \left( 1 - X - c_1x_{j+1} + t_1x_{j+2} - t_2x_{j+3} - \cdots - t_sx_{j-s+1} + \epsilon_1x_{j-1} \right),
\]

where \( n \in \mathbb{N} \) is the number of species, and is at least 3; \( 1 \leq j \leq n; s = n - 3 \) is the number of transverse coordinates; \( X = \sum_{j=1}^{n} x_j; c_1, t_1, t_2, \ldots, t_s \in \mathbb{R} \) are positive parameters; and all subscripts in (29) are taken modulo \( n \). See [37] for a discussion of the general form of these equations. We give in (29) the general form truncated at third order, and have applied the coordinate transform \( x_j^e \mapsto x_j \) since we consider this system of equations as a population model, and so are only concerned with dynamics restricted to the positive orthant. This system of \( n \) ODEs is \( \mathbb{Z}_n \)-equivariant and contains a heteroclinic cycle between \( n \) on-axis equilibria at unit distance from the origin. Each of these equilibria corresponds to total domination by that
species. In this system of ODEs, each species dominates one another species; is dominated by another, different species; and is in competitive exclusion with the remaining s species. These ODEs, describing the well-mixed model, contain only a heteroclinic cycle, and not a network. See [27] for an example of a system of ODEs which contains a heteroclinic network in the well-mixed model.

As before, these equations can be spatially extended with diffusion and then moved to a steady-state travelling frame of reference by setting \( z = x + \gamma t \), deriving a set of \( Z_n \)-equivariant equations similar to (4),

\[
\begin{align*}
\frac{d}{dz}x_n &= U_n, \\
\frac{d}{dz}U_n &= \gamma U_n - f_n(X_n),
\end{align*}
\]

where \( X_n = (x_1, \ldots, x_n) \), \( U_n = (u_1, \ldots, u_n) \), and \( f_n \) represents the reaction terms of (29). Let us label the symmetry which generates the group \( Z_n \) by \( \mu_n \), which has the action

\[ \mu_n : (x_1, u_1, x_2, u_2, \ldots, x_n, u_n) \mapsto (x_2, u_2, x_3, u_3, \ldots, x_1, u_1). \]

The ODEs (30) have \( n \) on-axis equilibria, \( \xi_1, \ldots, \xi_n \). If we set \( x_i = (x_1, u_1, \ldots, x_n, u_n) \), then the equilibrium \( \xi_j \) has the coordinate \( x_j = 1, x_l = 0 \) for all \( l \neq j \), and all \( u_l = 0 \). These equilibria are in direct correspondence with those of (29) (and in both sets of equations represent total domination by species \( j \)). The Jacobian of (30) evaluated at any \( \xi_j \) has eigenvalues \( \lambda^- < 0 < \lambda^+ \), \( \lambda^- < 0 < \lambda^+ \), \( 0 < \text{Re}(\lambda^-) \leq \text{Re}(\lambda^+) \), \( \lambda^- < 0 < \lambda^+_1, \ldots, \lambda^- < 0 < \lambda^+_n \), defined analogously to those in (6).

We define for all \( j \) such that \( 1 \leq j \leq n \) the invariant subspace

\[ P_j = \{ x_i \mid x_i = u_l = 0 \text{ for all } l \neq j, j + 1 \}, \]

where we take, and will do so from here, all operations to be modulo \( n \). We also define the invariant subspace

\[ Q_{j,k} = \{ x_i \mid x_i = u_l = 0 \text{ for all } l \neq j, j + 1, k \} \]

for all \( 1 \leq j \leq n \), and for all \( j + 2 \leq k \leq j - 2 \). As in section 3, \( P_j \) contains \( \xi_j \) and \( \xi_{j+1} \), while \( Q_{j,k} \) contains \( \xi_j, \xi_{j+1} \), and \( \xi_k \).

We again consider \( \xi_1 \) without loss of generality. For the dynamics of (30) restricted to \( P_1 \), the eigenvalues of \( \xi_1 \) are \( \lambda^+_1 \) and \( \lambda^-_1 \). The eigenvalues of \( \xi_2 \) are \( \lambda^+_2 \) and \( \lambda^-_2 \). Therefore, \( \xi_1 \) has a three dimensional unstable manifold and \( \xi_2 \) a two dimensional stable manifold for the dynamics restricted to \( P_1 \). Since \( \dim P_1 = 4 \), dimension counting again shows these manifolds may intersect at a one-dimensional heteroclinic orbit from \( \xi_1 \) to \( \xi_2 \), and should they intersect the orbit will be robust to small perturbations which respect the invariance of \( P_1 \). By the symmetry \( \mu_n \), we expect a heteroclinic cycle, \( \xi_1 \to \xi_2 \to \cdots \to \xi_n \to \xi_1 \), between all \( n \) equilibria. This cycle is topologically equivalent to cycle which exists in the well-mixed ODE model (29), and for the sake of brevity we shall refer to this cycle simply as the well-mixed (heteroclinic) cycle.

Let \( 3 \leq k \leq n - 1 \). For the dynamics restricted to \( Q_{1,k} \), the eigenvalues of \( \xi_1 \) are \( \lambda^+_k, \lambda^-_k \), and \( \lambda^+_n, \lambda^-_n \), while the eigenvalues of \( \xi_k \) are \( \lambda^+_k, \lambda^-_k \), and either \( \lambda^+_k \) if \( k = 3 \), or \( \lambda^-_k \) if \( k \geq 4 \) otherwise. In both cases, \( \dim W^s|Q_{1,k}(\xi_1) = 4 \), \( \dim W^u|Q_{1,k}(\xi_k) = 3 \), and with \( \dim Q_{1,k} = 6 \), we again expect these manifolds may intersect at a one-dimensional heteroclinic orbit which will
be robust to perturbations respecting the invariance of $Q_{1,k}$. By applying the symmetry $\mu_n$, we find that there is a heteroclinic connection from $\xi_j$ to $\xi_k$ in the subspace $Q_{j,k}$ for all $j$ and all $k$ such that $k \neq j-1, j, j+1$.

Assuming these manifolds do intersect, a heteroclinic network exists in the steady-state travelling frame of reference, consisting of the well-mixed cycle and two-equilibria cycle between every pair of equilibria which were transverse in (29). Figure 8 gives a diagrammatic representation of these networks in the cases of $n = 5$ and 6.

6.2. Enumerating symmetric subcycles

Write $\phi_{jk}(t)$ for the heteroclinic orbit from $\xi_j$ to $\xi_k$. We say that the orbits $\phi_{jk}(t)$ and $\phi_{ab}(t)$ are symmetric if there exists a power $m$ of $\mu_n$ such that $\mu_n^m \phi_{jk}(t) = \phi_{ab}(t)$. As we have shown in section 5, periodic orbits exist which collide with the $\Sigma, \Xi_{13}$, and $\Xi_{24}$ subcycles of the network that exists when $n = 4$. These three subcycles are composed only of symmetric heteroclinic orbits. Moreover, we have not observed any travelling waves which collide with cycles composed of orbits not all related by symmetry, such as the $\xi_1 \rightarrow \xi_2 \rightarrow \xi_3 \rightarrow \xi_1$ cycle. Studies such as [10–15] also only identify defensive alliances which follow heteroclinic cycles were all orbits are related by symmetry. Therefore, we might expect that periodic orbits collide with every subcycle of the heteroclinic network of (30) composed only of symmetric heteroclinic orbits. We refer to these subcycles as symmetric subcycles, and we now describe how to enumerate them.

Given that the cycle $\xi_1 \rightarrow \xi_2 \rightarrow \cdots \rightarrow \xi_a \rightarrow \xi_1$—the cycle where all orbits lie in the $P_j$ subspaces—was shown to exist by applying powers of $\mu_n$ to the orbit from $\xi_1$ to $\xi_2$, it is clear that this cycle is a symmetric subcycle. So now suppose that the heteroclinic orbits $\phi_{jk}(t)$ and $\phi_{ab}(t)$ are symmetric with $\mu_n^m \phi_{jk}(t) = \phi_{ab}(t)$, and that $k \neq j + 1$ and $b \neq a + 1$ (where, recall,
we take all operations modulo \( n \)). Then \( \phi_{jk}(t) \) and \( \phi_{ab}(t) \) lie, respectively, in the subspaces \( Q_{j,k} \) and \( Q_{a,b} \). Then we must also have \( \mu_n^a Q_{j,k} = Q_{a,b} \). By the definition of \( \mu_n \) and the subspaces \( Q_{j,k} \), equality holds if and only if \( k - j \equiv b - a \mod n \).

Therefore, any symmetric subcycle of the network is given by fixing an equilibrium \( \xi_j \) and a positive integer \( \ell \) such that \( 1 \leq \ell \leq n - 2 \). The symmetric subcycle is then the sequence of equilibria \( \xi_j \to \xi_{j+\ell} \to \cdots \to \xi_{j+m\ell} \to \cdots \) when \( \ell = 1 \), we generate the well-mixed cycle, and for any other \( \ell \) we generate a new cycle which does not exist in the ODE model. Note that \( \ell \) cannot be \( n - 1 \) as there is no orbit from any \( \xi_j \) to \( \xi_{j-1} \).

Fix an equilibrium \( \xi_j \) of the network. For every \( \ell \), there will be a unique least positive integer \( m(\ell) \) such that \( \xi_{j+\ell m(\ell)} \equiv \xi_j \), and so \( \ell m(\ell) \equiv 0 \mod n \). The number of equilibria in the cycle generated by \( \ell \), starting from \( \xi_j \), is therefore \( m(\ell) \). The integer \( m(\ell) \) is the additive order of \( \ell \) modulo \( n \) (the order of \( \ell \) in the group \( \mathbb{Z}_n \)). Specifically, we have \( \ell m(\ell) = n / \gcd(\ell, n) \). The indices of the equilibria, but not the order, in each of these distinct subcycles can be explicitly given by the cosets of the subgroup generated by \( \ell \) in \( \mathbb{Z}_n \).

Therefore, for every \( 1 \leq \ell \leq n - 2 \), there are \( \gcd(\ell, n) \) disjoint symmetric subcycles, and each subcycle contains \( m(\ell) \) equilibria. The total number of symmetric subcycles in the heteroclinic network is therefore

\[
\sum_{\ell=1}^{n-2} \gcd(\ell, n). \tag{31}
\]

The sequence produced by this sum for \( n \geq 3 \) begins 1, 3, 3, 8, 5, 11, 11, 16, \ldots. This sequence is one less than the sequence A006579 of the On-Line Encyclopedia of Integer Sequences [38] (the difference of 1 is because A006579 counts up to \( n - 1 \) in (31)). Reference [38] gives more information about this sequence and some interesting connections to other areas of mathematics.

If we choose \( \ell \) to be any number coprime to \( n \), the symmetric subcycle generated will be one between all equilibria, as in this case the least value of \( m \) such that \( \ell m \equiv 0 \mod n \) must be \( m = n \). There are \( \varphi(n) \) positive integers less than \( n \) coprime to \( n \), where \( \varphi \) is Euler’s totient function. Of course, 1 is always coprime to \( n \), and choosing \( \ell = 1 \) produces the well-mixed cycle. Although \( n - 1 \) is also always coprime to \( n \), \( n - 1 \) is not a valid value of \( \ell \), as there is no heteroclinic orbit from \( \xi_j \) to \( \xi_{j-1} \) for any \( j \). Therefore, for all \( n \geq 3 \), there will exist \( \varphi(n) - 1 \) symmetric subcycles between all \( n \) equilibria of the heteroclinic network found in (30). When \( n \) is prime, there will be \( n - 2 \) symmetric subcycles between all \( n \) equilibria, and no other symmetric subcycles. We see this in figure 8(a) when \( n = 5 \).

For \( n = 6 \), we see from figure 8(b) that both \( \ell = 2 \) and \( \ell = 4 \) each generate two distinct symmetric subcycles of length three (the cycles composed of the blue and pink edges in figure 8(b)), and that fixing a starting equilibrium and choosing either \( \ell = 2 \) or \( \ell = 4 \) gives a cycle between the same three equilibria but in the opposite order. Choosing \( \ell = 3 \) generates symmetric subcycles between only two species (the cycles composed of pink edges in figure 8(b)). Since only 1 and 5 are coprime to 6, there will be no symmetric subcycles between all 6 equilibria other than the well-mixed cycle. However, for \( n = 8 \) for example, 3 and 5 are coprime to 8, and so will both generate a symmetric cycle between all 8 equilibria that is not the well-mixed cycle.

Symmetric subcycles between a proper subset of equilibria correspond to defensive alliances between species. In [10–15], stochastic, discrete models of cyclic competition between four, six, and eight species were considered. They observed the formation of defensive alliances between species with odd and even indices. With four species, these alliances correspond to the travelling waves we have observed between two species which are competitively exclusive in the well-mixed ODE model. However, in the case of six species, we have found...
two symmetric subcycles between the odd and even labelled species. Therefore, it is possible for a defensive alliance between the same subset of species to form in more than one way. It is also possible for defensive alliances to exist between smaller subgroups of species. Such an alliance is achieved by choosing $\ell$ to be any positive integer such that $\gcd(n, \ell)$ is not 2. For example, if we set $\ell = 3$ in the six species case, we find three different defensive alliances between only two species (the parity of indices of which are necessarily opposite). These alliances correspond to the pink edges in figure 8(b). To the best of our knowledge, the possibility of defensive alliances between the same subset of species forming in more than one way, and of a subset of species other than those of an odd or even index, has not been considered before.

If $n$ is prime, the system will not allow for a defensive alliance between a proper subset of species. However, if $n$ is odd and composite, defensive alliances are possible. For example, for $n = 9$, symmetric subcycles exist between species $x_1 - x_4 - x_7, x_2 - x_5 - x_8$, and $x_3 - x_6 - x_9$, and there will be two difference methods by which each of these can form, corresponding to $\ell = 3$ and $\ell = 6$. Several papers have considered systems with an odd number of species, such as [10, 39]. These papers do not find the existence of any defensive alliances, but only consider $n = 3, 5, 7$, which are prime.

6.3. Preliminary numerical results for $n = 5$

For $n = 5$, we are able to give numerical examples of different travelling waves involving all 5 species. In these examples, the species do not appear in the order that would be expected given the structure of the well-mixed heteroclinic cycle. These travelling waves correspond to
periodic orbits which bifurcate from the pink and blue subcycles of figure 8(a). We refer to the cycle of orbits coloured black in figure 8(a) as the $\Sigma_{12}$ cycle, of those coloured blue the $\Sigma_{13}$ cycle, and of those coloured pink the $\Sigma_{14}$ cycle.

Figure 9 shows numerical simulations of the equation (29) for $n = 5$ with added diffusion. In figure 9(a), waves exist in which intervals of near total domination by a single species occurs in the order of $x_1 \rightarrow x_3 \rightarrow x_5 \rightarrow x_2 \rightarrow x_4 \rightarrow x_1$ (where order and arrows reflect the direction of the travelling wave). Between intervals of domination by a species there lies shorter, smaller waves, similar to the $\Xi_{13}$ and $\Xi_{14}$ waves seen in figure 1(c) when $n = 4$. Similarly, in figure 9(b), we observe waves where the intervals of domination occur in the order of $x_1 \rightarrow x_4 \rightarrow x_2 \rightarrow x_5 \rightarrow x_3 \rightarrow x_1$. These travelling waves occur in the order of the equilibria of the $\Sigma_{13}$ and $\Sigma_{14}$ subcycles, respectively. We note, however, that in figure 9(b), travelling waves do not appear as necessarily expected. For example, the transition from $\xi_1$ to $\xi_4$ at approximately $x = 250$ in the right-hand plot of figure 9(b) shows that between domination by $x_1$ (red) and $x_4$ (blue) are shorter waves of both $x_2$ (orange) and $x_3$ (green). Considering the subspace $Q_{1,4}$ which contains the orbits from $\xi_1$ to $\xi_4$, we would expect to only see a shorter wave of $x_2$, as $x_3$ is zero in $Q_{1,4}$. If this is the result of this travelling wave not being of sufficient wavelength to well approximate the heteroclinic orbit structure, or that this is an example of a heteroclinic orbit which exists in some larger subspace, is not yet clear. We do not show waves which travel in the order of the $\Sigma_{12}$ cycle, as they take the form of those in figure 1(a), only with an extra band corresponding to the fifth species. Using AUTO [33], we can continue these waves to a larger period, and in figure 10 we present waves at $T = 500$, similar to the waves in figures 5 and 6.

6.4. Conjectured generalisations of bifurcation conditions

Combining the analysis presented in section 5 and the results of this section, we are able to make some conjectures about the nature of travelling waves in systems where $n \geq 5$. We consider specifically systems whose well-mixed form, that of the ODEs, contains a heteroclinic cycle of $n$ equilibria. These systems are given by the ODEs (29).

We expect periodic orbits to again emerge from a Hopf bifurcation of the coexistence equilibrium of all $n$ species, and to grow in size until they collide in a heteroclinic bifurcation with the well-mixed heteroclinic cycle. We expect that these heteroclinic bifurcations will remain of the three types first seen in [7] and in this paper: the orbit flip, Belyakov–Devaney, and resonance bifurcations. We also conjecture the algebraic condition on the resonance bifurcation will generalise as $\lambda_1^+ + \lambda_3^- + \sum_{i=1}^{n} \lambda_i^c = 0$, in much the same way the resonance bifurcation of a robust homoclinic cycle of $n$ equilibria generalises as $c_1 + \sum_{i=1}^{n} \xi_i = e_1$ [37]. This condition has been numerically confirmed for both $n = 5$ and $n = 6$. We also note that, as the heteroclinic orbit between $\xi_1$ and $\xi_2$ exists in a subspace where all other coordinates are zero, we do not expect the introduction of transverse coordinates to affect the locus of the orbit flip bifurcation or the point of transition from the orbit flip to the bifurcation of Belyakov–Devaney type.

In sections 5.3.2 and 5.2.4, we demonstrated that the $\Sigma$ cycle and the $\Xi_{13}$ and $\Xi_{24}$ symmetric subcycles of the $n = 4$ network undergo an orbit flip bifurcation. Figure 10 shows that, at a large period, the expanding coordinate of the $\Sigma_{14}$ and $\Sigma_{15}$ waves of the $n = 5$ network grows at a rate of $\lambda_1^+$. This growth rate was observed near heteroclinic bifurcations of orbit flip type with $n = 4$ (see figures 5(c) and 6), and with $n = 3$ in [7], suggesting the heteroclinic bifurcation that occurs when the waves in figure 10 collide with the $\Sigma_{13}$ and $\Sigma_{14}$ cycles is also of orbit
Figure 10. Periodic orbits in logarithmic coordinates near heteroclinic bifurcations of the $\Sigma_{13}$ and $\Sigma_{14}$ cycles, with parameter values $c_1 = 3.3$, $e_1 = 0.1$, $t_1 = 2.3$, and $t_2 = 1.7$. The colours red, orange, green, blue, and purple correspond to the values of the coordinates $x_1$ through to $x_5$, respectively. The dashed lines have slope indicated by the eigenvalues. The dotted lines demarcate where the periodic orbit is close to $\xi_1$. For both travelling waves, the expanding coordinate is growing at a rate of $\lambda^+$, indicating that the heteroclinic bifurcation is of orbit flip type. In both waves, we observe various changes in slope of different coordinates which do not occur during a global transition between equilibria, but rather while the trajectory is near an equilibria.

Therefore, we suspect that every symmetric subcycle of the heteroclinic network which is not the well-mixed cycle—but which still could be a cycle between all $n$ equilibria—to also undergo an orbit flip bifurcation. We further suspect that an orbit flip bifurcation is the only heteroclinic bifurcation which occurs in these symmetric subcycles. We have been able to numerically confirm that the bifurcation of the $\Sigma_{13}$ cycle, which the periodic orbit in figure 10(a) is near, is of orbit flip type by computing the locus of this bifurcation in MATLAB using the process outlined in section 4.
7. Discussion

We have investigated in this paper the existence of travelling wave solutions in a one-dimensional spatially-extended model of cyclic competition between four species. We have followed the methodology of Postlethwaite and Rucklidge in [7] by transforming the PDEs (2) into a steady-state travelling frame of reference where the wavespeed $\gamma$ is a parameter. The result is the system of eight ODEs (4), periodic orbits of which correspond to travelling waves in the PDEs (2). In the three species case of [7], the topology of the heteroclinic cycle which exists in the ODE model is preserved in the steady-state travelling frame of reference. Our main results is that the heteroclinic cycle that exists in the well-mixed four species interaction model manifests as a heteroclinic network in the steady-state travelling frame of reference (4).

We have observed numerically in section 4 that travelling wave solutions of (2) which are composed of only two species emerge in a symmetry-breaking bifurcation off the branch of travelling wave of all four species. In section 5.2, we found these waves are destroyed in a heteroclinic bifurcation of orbit flip type. These two species waves bifurcate with a subcycle of the network composed of only two species: the $\Xi_{13}$ or $\Xi_{14}$ cycle. This result contrasts with [7], where all travelling waves were composed of all three species, and where all waves bifurcate with the heteroclinic cycle which exists in the well-mixed model.

We also generalised the results of [7] for travelling waves before all four species. We demonstrated that these waves emerge from a Hopf bifurcation and are destroyed in a heteroclinic bifurcation with the cycle which exists in the well-mixed model. These bifurcations were of orbit flip, Belyakov–Devaney, or resonance type. We have shown the condition on the resonance bifurcation to be $\lambda^- + \lambda^- + \lambda^- = 0$. Postlethwaite and Rucklidge show the three species model has a resonance condition of $\lambda^- + \lambda^- = 0$ [7]. Therefore, this condition generalises from three to four species as the resonance condition of a robust homoclinic cycle generalises from three to four equilibria [37].

Furthermore, we have described in section 6 the structure of the heteroclinic network which exists in the steady-state travelling frame of reference for spatially-extended models of $n$ species in cyclic competition. These are models for which the well-mixed ODE contains only a heteroclinic cycle. The networks found quickly grow in size, containing $n(n-2)$ heteroclinic connections. We have shown how to enumerate the symmetric subcycles of these networks and found that cycles exist between proper subsets of equilibria and between the same equilibria but in an order not expected from the structure of the cycle in the well-mixed model. In the case of $n = 5$, we found three different cycles between all five equilibria (see the black, green, and blue cycles in figure 8(a)), and when $n = 6$, we found two different cycles between the same three equilibria with reversed orders (see the blue and green subcycles starting at $\xi_1$ and $\xi_2$ in figure 8(b)). In the case of $n = 5$, we gave a numerical example of travelling waves which showed the two cycles with an unexpected ordering; see figure 9. We also gave in figure 10 computed examples of travelling waves near the point of bifurcation.

These symmetric subcycles also explain the defensive alliances observed in [10–15]. Stochastic, discrete simulations in these papers have found the existence of alliances between competitively exclusive species which suppresses the population of the predator of each species in the alliance. The alliances observed correspond to some of the symmetric subcycles we have shown to exist in the case of $n = 4, 6, 8$, and correspond to the alliances between odd and even labelled species. We have shown in section 6 that it is possible for these alliances to form in more than one way (corresponding to more than one symmetric subcycle between the same equilibria), that alliances can form between smaller subsets of species, and that they can form in systems with an odd number of species in cyclic competition when $n$ is not prime.
We have also provided expected generalisations of the results presented in this paper and in [7]. We expect that the main branch of travelling waves between all *n* species will continue to emerge from a Hopf bifurcation and end in a heteroclinic bifurcation with the cycle equivalent to the cycle in the well-mixed model. We expect these bifurcations will remain the same three types identified in [7], and we conject the algebraic condition on the resonance bifurcation will generalise as $\lambda_+^n + \lambda_+^n + \sum_{j=1}^{n-3} \lambda_j^c = 0$. Based on numerical evidence presented in sections 4 and 6.3, we suspect that all other symmetric subcycles will undergo an orbit flip bifurcation, and we further suspect that this bifurcation will continue to be the only type of bifurcation we observe in these cycles.

Finally, it is not yet known what behaviour and bifurcations we expect to see in the travelling waves of a model of interaction defined by a heteroclinic network, not simply a cycle. Many previous studies have found examples of complicated dynamics near heteroclinic networks, including various examples of cycling between cycles [27, 40, 41], switching [18, 19, 42–44], and spiralling [45] behaviours. Preliminary numerical investigations have shown interesting behaviour of travelling waves in systems of competition defined by some of these heteroclinic networks. Analysis of existence conditions for travelling waves in this system, and what bifurcations create and destroy these travelling waves, is a clear next goal in this direction of research.
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**Appendix. Derivation of heteroclinic bifurcation conditions in the $\Sigma$ cycle**

In this appendix, we give the technical details which allow us to derive the expressions in (24) and (28). These calculations following those of Postlethwaite and Rucklidge [7] closely.

**A.1. Real expanding eigenvalues in the $\Sigma$ cycle**

We first derive the expression (24) in section 5.3, to analyse the bifurcations of the $\Sigma$ cycle when both $\lambda_+^n, \lambda_-^n \in \mathbb{R}$.

We define local coordinates near $\xi_1$ as in (7), and equivalent coordinates near $\xi_2$. In the expanding direction near $\xi_1$, we will use polar coordinates defined by

$$
\left( r^{(1)}_e \right)^2 = \left( x^{(1)}_e \right)^2 + \left( y^{(1)}_e \right)^2 \quad \text{and} \quad \tan \theta^{(1)}_e = \frac{y^{(1)}_e}{x^{(1)}_e}.
$$

(A.1)
We define the following three Poincaré sections

\[ H_1^{in} = \left\{ x^{(1)} | y^{(1)} = h \right\} \]
\[ H_1^{out} = \left\{ x^{(1)} | r_e^{(1)} = h \right\} \]
\[ H_2^{in} = \left\{ x^{(2)} | y_e^{(2)} = h \right\} \]

for some \( h \ll 1 \). The local map is \( \psi_1 : H_1^{in} \rightarrow H_1^{out} \), and the global map is \( \Psi_{12} : H_1^{out} \rightarrow H_2^{in} \).

A.1.1. The local map. We first construct the local map \( \psi_1 : H_1^{in} \rightarrow H_1^{out} \).

Given initial conditions \( x^{(1)}(0) \in H_1^{in} \), we write \( x^{(1)}(T) = \psi_1(x^{(1)}(0)) \in H_1^{out} \), where \( T \) is the residence time near \( \xi_1 \). \( T \) is defined by

\[
\left( x_e^{(1)}(T) \right)^2 + \left( y_e^{(1)}(T) \right)^2 = h^2.
\]

We emphasise again that we do not solve for \( T \) at this point in our calculations. We construct the local map by integrating the linearised flow given in (9). The local map is thus given by the following seven equations

\[
\begin{align*}
  x_e^{(1)}(T) &= x_e^{(1)}(0)e^{\lambda_y^+ T} \\
  y_e^{(1)}(T) &= y_e^{(1)}(0)e^{\lambda_y^- T} \\
  x_i^{(1)}(T) &= x_i^{(1)}(0)e^{\lambda_y^+ T} \\
  y_i^{(1)}(T) &= y_i^{(1)}(0)e^{\lambda_y^- T} \\
  x_e^{(1)}(T) &= x_e^{(1)}(0)e^{\lambda_y^+ T} \\
  y_e^{(1)}(T) &= h e^{\lambda_y^- T} \\
  h^2 &= (x_e^{(1)}(0))^2 e^{2\lambda_y^+ T} + (y_e^{(1)}(0))^2 e^{2\lambda_y^- T}.
\end{align*}
\]

A.1.2. The global map. We now construct the global map \( \Psi_{12} : H_1^{out} \rightarrow H_2^{in} \).

To construct the global map, we consider the heteroclinic orbit from \( \xi_1 \) to \( \xi_2 \) and the flow near this orbit. We write \( \phi_{12}(t) \) for the orbit between \( \xi_1 \) and \( \xi_2 \), which exists within the subspace \( P_1 \), where \( x_3 = u_3 = x_4 = u_4 = 0 \). Expressed in the coordinates given in (7), we have \( x_i^{(1)} = y_i^{(1)} = x_e^{(1)} = y_e^{(1)} = 0 \) near \( \xi_1 \) and \( x_i^{(2)} = y_i^{(2)} = x_e^{(2)} = y_e^{(2)} = 0 \) near \( \xi_2 \). As the global map only approximates flows near the heteroclinic orbit, in its construction we only consider those points which lie near \( \phi_{12}(t) \) on \( H_1^{out} \) and \( H_1^{in} \). If we label the intersection between \( \phi_{12}(t) \) and \( H_1^{out} \) and \( H_1^{in} \) as \( \bar{x}^{(1)} \) and \( \bar{x}^{(2)} \), respectively, we have...
\[
\begin{align*}
\dot{x}^{(1)}(t) & := \phi_{12}(t) \cap H_{1}^{\text{out}} = \begin{pmatrix} x_{6}^{(1)}, y_{6}^{(1)}, 0, 0, 0, 0 \end{pmatrix} \\
\dot{x}^{(2)}(t) & := \phi_{12}(t) \cap H_{2}^{\text{in}} = (0, 0, 0, 0, 0, \dot{h}).
\end{align*}
\]

In addition to those coordinates which are 0 on \(\dot{x}^{(2)}\) due to \(\phi_{12}(t)\) lying in \(P_1\), \(\dot{x}^{(2)}\) is also 0 as, by (9), it expands at a rate of \(\lambda_{2} > 0\), and thus it is zero on \(W^{u}(\xi_{2})\).

Consider the points \(x^{(2)} \in H_{2}^{\text{in}}\) which lie near \(\phi_{12}(t)\) and therefore \(\dot{x}^{(2)}\). All of the coordinates \(x^{(2)}(2), y^{(2)}(2), x_{6}^{(2)}, y_{6}^{(2)}\) will be small. As such, these coordinates can all be written as a linear combination of those coordinates which are small on \(H_{1}^{\text{in}}\). These coordinates are \(x_{1}^{(1)}, y_{1}^{(1)}, x_{4}^{(1)}, y_{4}^{(1)}\). Furthermore, while none of \(x_{1}^{(1)}, y_{1}^{(1)}, y_{4}^{(1)}\) are order one global constants, \(\theta_{5}^{(1)}\) will be close to \(\theta_{5}^{(1)}\), and therefore \(\theta_{6}^{(1)} - \theta_{5}^{(1)}\) will be small. After accounting for the invariance of \(P_1\), we can write \(\Psi_{12}\) to first order as

\[
\begin{align*}
x_{1}^{(2)} & = A_{1}x_{1}^{(1)}(T) + A_{2}y_{1}^{(1)}(T) + A_{3}x_{2}^{(1)}(T) + A_{4}y_{2}^{(1)}(T) + K_{1}\bigl(\theta_{1}^{(1)}(T) - \dot{\theta}_{6}^{(1)}\bigr) \\
x_{2}^{(2)} & = B_{3}x_{1}^{(1)}(T) + B_{4}y_{1}^{(1)}(T) \\
y_{2}^{(2)} & = C_{3}x_{1}^{(1)}(T) + C_{4}y_{1}^{(1)}(T) \\
x_{4}^{(2)} & = D_{1}x_{1}^{(1)}(T) + D_{2}y_{1}^{(1)}(T) \\
y_{4}^{(2)} & = E_{1}x_{1}^{(1)}(T) + E_{2}y_{1}^{(1)}(T)
\end{align*}
\]

where all terms of the form \(Z_{i}\), for \(Z \in \{A, B, C, D, E, K\}\) and \(1 \leq j \leq 4\), are order one global constants.

After substituting in the values of \(x^{(1)}(T)\) given by the local map, the composition \(\Psi_{12}\psi_{1}\) is given by

\[
\begin{align*}
x_{1}^{(2)} & = A_{1}x_{1}^{(1)}(0) e^{\lambda_{1}^{+}T} + A_{2}he^{\lambda_{1}^{+}T} + A_{3}x_{4}^{(1)}(0) e^{\lambda_{4}^{+}T} + A_{4}y_{4}^{(1)}(0) e^{\lambda_{4}^{-}T} + A_{5}x_{6}^{(1)}(0) e^{\lambda_{6}^{-}T} + A_{6}y_{6}^{(1)}(0) e^{\lambda_{6}^{-}T} \\
x_{2}^{(2)} & = B_{3}x_{1}^{(1)}(0) e^{\lambda_{1}^{+}T} + B_{4}y_{1}^{(1)}(0) e^{\lambda_{1}^{+}T} \\
y_{2}^{(2)} & = C_{3}x_{1}^{(1)}(0) e^{\lambda_{1}^{+}T} + C_{4}y_{1}^{(1)}(0) e^{\lambda_{1}^{+}T} \\
x_{4}^{(2)} & = D_{1}x_{1}^{(1)}(0) e^{\lambda_{1}^{+}T} + D_{2}he^{\lambda_{1}^{+}T} \\
y_{4}^{(2)} & = E_{1}x_{1}^{(1)}(0) e^{\lambda_{1}^{+}T} + E_{2}he^{\lambda_{1}^{+}T}
\end{align*}
\]

where \(A_{5} = -K_{1}y_{6}^{(1)}/h^{2}\) and \(A_{6} = K_{1}x_{6}^{(1)}/h^{2}\) and therefore \(\tan(\theta_{6}^{(1)}) = -A_{5}/A_{6}\).

**A.1.3. Fixed points.** We now solve for the fixed points of the return map \(\Psi : H_{1}^{\text{in}} \to H_{1}^{\text{in}}\) and derive the expression (24), involving only the residence time \(T\), the eigenvalues of \(Df(\xi_{1})\), and the constants of the global map.

The full return map \(\Psi : H_{1}^{\text{in}} \to H_{1}^{\text{in}}\) is given by \(\Psi = (\mu\Psi_{12}\psi_{1})^{4}\)—where the symmetry \(\mu\) is defined in (5)—and as such a fixed point of \(\Psi\) will also be a fixed point of the composition \(\Psi_{12}\psi_{1}\), given by the system of nonlinear equations in (A.2). Thus by dropping dependence on equilibria and initial conditions, we arrive at the following set of equations which we can solve for fixed points of the full return map:
Near a heteroclinic bifurcation, give similar expressions for \( x_t \) and, since \( T \) and, since \( \lambda^{-} > \lambda^{+} > \lambda^{-} > 0 \), ignoring order one terms, we can solve these equations for \( x_t \):

\[
x_t = \frac{-he^{(\lambda_{-} - \lambda_{+})T}}{Q}
\]

where

\[
N = A_3D_2e^{\lambda_{+}T} + A_4E_2e^{\lambda_{+}T} + A_5e^{\lambda_{+}T} \left( B_3D_2e^{\lambda_{+}T} + B_4E_2e^{\lambda_{+}T} \right)
+ A_6e^{\lambda_{+}T} \left( C_3D_2e^{\lambda_{+}T} + C_4E_2e^{\lambda_{+}T} \right)
\]

and

\[
Q = A_1D_1e^{\lambda_{-}T} + A_4E_1e^{\lambda_{-}T} + A_5e^{\lambda_{-}T} \left( B_3D_1e^{\lambda_{-}T} + B_4E_1e^{\lambda_{-}T} \right)
+ A_6e^{\lambda_{-}T} \left( C_3D_1e^{\lambda_{-}T} + C_4E_1e^{\lambda_{-}T} \right).
\]

We do not, however, use that \( \lambda_{-} < 0 < \lambda_{+} \) at this point to further simplify these equations. Substituting (A.4) into (A.3d) and (A.3e) gives expressions for \( x_t \) and \( y_t \) in terms of the global constants and eigenvalues only, and they in turn can be substituted into (A.3b) and (A.3c) to give similar expressions for \( x_t \) and \( y_t \). Lastly, these can in turn be substituted into (A.3f) to give

\[
Q^2 = \left( \Delta_{bc}^{(12)} \right)^2 e^{2(\lambda_{-} + \lambda_{+} + \lambda_{+})T} \left( A_6 \Delta_{bc}^{(12)} e^{\lambda_{-}T} + \Delta_{ba}^{(12)} \right)^2 e^{2\lambda_{+}T}
+ \left( A_5 \Delta_{bc}^{(12)} e^{\lambda_{-}T} - \Delta_{ba}^{(12)} \right)^2 e^{2\lambda_{+}T}.
\]

Near a heteroclinic bifurcation, \( T \gg 1 \), allowing this expression to be simplified to

\[
Q = |\Delta_{bc}^{(12)}| \sqrt{A_3^2 + A_5^2 e^{(\lambda_{-} + \lambda_{+} + \lambda_{+} + \lambda_{+})T}}.
\]

The right-hand side of (A.5) can also be simplified by using that \( T \gg 1 \), and now using that \( \lambda_{-} < 0 \). Therefore, by combining (A.5) and (A.6), we have

\[
A_3B_3D_1e^{(\lambda_{+} + \lambda_{+})T} + A_6C_3D_1e^{(\lambda_{-} + \lambda_{+})T} = |\Delta_{bc}^{(12)}| \sqrt{A_3^2 + A_5^2 e^{(\lambda_{-} + \lambda_{+} + \lambda_{+} + \lambda_{+})T}}.
\]
5.3.2 Integrating both (A.8)

From (A.7), we demonstrate in sections 5.3.1 and 5.3.2, respectively, that travelling waves are destroyed in either a resonance bifurcation or an orbit flip bifurcation.

A.2. Complex expanding eigenvalues in the Σ cycle

We now derive the expression (28) in section 5.4, to analyse the bifurcation of the Σ cycle when expanding eigenvalues are complex.

We use similar transformed coordinates to (7), keeping the definition of \(x^{(1)}, y^{(1)}, x^{(1)},\) and \(y^{(1)}\). For \(x^{(1)}\) and \(y^{(1)}\), however, we instead define

\[
x^{(1)} = \lambda^e x_2 - u_2, \quad y^{(1)} = x_2.
\]

(A.8)

Similar coordinates are defined near \(\xi_2\). For all of \(x^{(1)}, y^{(1)}, x^{(1)},\) and \(y^{(1)}\), the linear flow near \(\xi_1\) is the same as in (9). However, for the expanding coordinates we have

\[
\frac{d}{dt} x^{(1)} = \lambda^e x^{(1)} + \left(\lambda^e\right)^2 y^{(1)}, \quad \frac{d}{dt} y^{(1)} = -x^{(1)} + \lambda^e y^{(1)}.
\]

The solution to these flows is

\[
x^{(1)}(t) = e^{\lambda^e t} \left( x^{(1)}(0) \cos (\lambda^e t) + y^{(1)}(0) \lambda^e \sin (\lambda^e t) \right)
\]

\[
y^{(1)}(t) = e^{\lambda^e t} \left( -x^{(1)}(0) \sin (\lambda^e t) + y^{(1)}(0) \cos (\lambda^e t) \right).
\]

(A.9)

We again use the polar coordinates defined in (A.1), and equivalently define our Poincaré sections. The local map is again \(\psi_1 : H^1_{in} \to H^1_{out}\), and the global map is again \(\Psi_{12} : H^1_{out} \to H^2_{in}\).

A.2.1. The local map. We first construct the local map \(\psi_1 : H^1_{in} \to H^1_{out}\).

We again use the linear flow near \(\xi_1\) to take a point \(x^{(1)}(0) \in H^1_{in}\) to \(x^{(1)}(T) \in H^1_{out}\). Integrating both (9) and (A.9) allows us to define the following local map

\[
x^{(1)}(T) = e^{\lambda^e T} \left( x^{(1)}(0) \cos (\lambda^e T) + y^{(1)}(0) \lambda^e \sin (\lambda^e T) \right)
\]

\[
y^{(1)}(T) = e^{\lambda^e T} \left( -x^{(1)}(0) \sin (\lambda^e T) + y^{(1)}(0) \cos (\lambda^e T) \right)
\]

\[
x^{(1)}(T) = e^{\lambda^e T} \left( x^{(1)}(0) \cos (\lambda^e T) + y^{(1)}(0) \lambda^e \sin (\lambda^e T) \right)
\]

\[
y^{(1)}(T) = e^{\lambda^e T} \left( -x^{(1)}(0) \sin (\lambda^e T) + y^{(1)}(0) \cos (\lambda^e T) \right)
\]

\[
x^{(1)}(T) = e^{\lambda^e T} \left( x^{(1)}(0) \cos (\lambda^e T) + y^{(1)}(0) \lambda^e \sin (\lambda^e T) \right)
\]

\[
y^{(1)}(T) = e^{\lambda^e T} \left( -x^{(1)}(0) \sin (\lambda^e T) + y^{(1)}(0) \cos (\lambda^e T) \right)
\]

\[
x^{(1)}(T) = e^{\lambda^e T} \left( x^{(1)}(0) \cos (\lambda^e T) + y^{(1)}(0) \lambda^e \sin (\lambda^e T) \right)
\]

\[
y^{(1)}(T) = e^{\lambda^e T} \left( -x^{(1)}(0) \sin (\lambda^e T) + y^{(1)}(0) \cos (\lambda^e T) \right)
\]

\[
x^{(1)}(T) = e^{\lambda^e T} \left( x^{(1)}(0) \cos (\lambda^e T) + y^{(1)}(0) \lambda^e \sin (\lambda^e T) \right)
\]

\[
y^{(1)}(T) = e^{\lambda^e T} \left( -x^{(1)}(0) \sin (\lambda^e T) + y^{(1)}(0) \cos (\lambda^e T) \right)
\]

\[
x^{(1)}(T) = e^{\lambda^e T} \left( x^{(1)}(0) \cos (\lambda^e T) + y^{(1)}(0) \lambda^e \sin (\lambda^e T) \right)
\]

\[
y^{(1)}(T) = e^{\lambda^e T} \left( -x^{(1)}(0) \sin (\lambda^e T) + y^{(1)}(0) \cos (\lambda^e T) \right)
\]

\[
T \text{ is again defined by}
\]

\[
x^{(1)}(T)^2 + y^{(1)}(T)^2 = h^2
\]

which in these coordinates can be written

\[
h^2 = \left( x^{(1)}(0)^2 + y^{(1)}(0)^2 \right) e^{2\lambda^e T}.
\]
A.2.2. The global map. We now construct the global map $\Psi_{12} : H_{1}^{out} \rightarrow H_{2}^{in}$.

The general form of the global map is the same as in the case of real expanding eigenvalues, and we can again use the substitution in (15) for $\tilde{\theta}_2^{(1)} - \tilde{\theta}_1^{(1)}$. However, we now have different values of $x_2^{(1)}(T)$ and $y_2^{(1)}(T)$. The composition of the local and global map can be therefore be written as

$$\begin{align*}
x_e^{(2)} &= A_1 x_1^{(1)}(0) e^{\lambda_+^e T} + A_2 h e^{\lambda_-^e T} + A_3 x_1^{(1)}(0) e^{\lambda_+^e T} + A_4 y_1^{(1)}(0) e^{\lambda_-^e T} \\
&+ A_5 e^{\lambda_+^e T} \left(x_1^{(1)} \cos \left(\lambda_+^e T\right) + y_1^{(1)} \lambda_+^e \sin \left(\lambda_+^e T\right)\right) \\
&+ A_6 e^{\lambda_-^e T} \left(-x_1^{(1)} \frac{1}{\lambda_+^e} \sin \left(\lambda_+^e T\right) + y_1^{(1)} \cos \left(\lambda_+^e T\right)\right) \\
y_e^{(2)} &= B_3 x_1^{(1)}(0) e^{\lambda_+^e T} + B_4 y_1^{(1)}(0) e^{\lambda_-^e T} \\
x_i^{(2)} &= C_3 x_1^{(1)}(0) e^{\lambda_+^e T} + C_4 y_1^{(1)}(0) e^{\lambda_-^e T} \\
y_i^{(2)} &= D_3 x_1^{(1)}(0) e^{\lambda_+^e T} + D_4 y_1^{(1)}(0) e^{\lambda_-^e T} \\
h^2 &= (x_2^2 + y_2^2) e^{2\lambda_+^e T}. \tag{A.10}
\end{align*}$$

A.2.3. Fixed points. We now solve for the fixed points of the return map $\Psi : H_{1}^{in} \rightarrow H_{2}^{in}$ and derive the expression (28), involving only the residence time $T$, the eigenvalues of $Df(\xi_1)$, and the constants of the global map.

As in the case of real expanding eigenvalues, we consider (A.10) but without the dependence on time or the superscript corresponding to equilibria. We therefore have the following six equations for the six unknowns of $x_e$, $y_e$, $x_i$, $y_i$, and $T$:

$$\begin{align*}
x_e &= A_1 x_e e^{\lambda_+^e T} + A_2 h e^{\lambda_-^e T} + A_3 x_e e^{\lambda_+^e T} + A_4 y e^{\lambda_-^e T} + A_5 e^{\lambda_+^e T} \left(x_1^{(1)} \cos \left(\lambda_+^e T\right) + y_1^{(1)} \lambda_+^e \sin \left(\lambda_+^e T\right)\right) \\
&+ A_6 e^{\lambda_-^e T} \left(-x_1^{(1)} \frac{1}{\lambda_+^e} \sin \left(\lambda_+^e T\right) + y_1^{(1)} \cos \left(\lambda_+^e T\right)\right) \\
y_e &= B_3 x_1^{(1)}(0) e^{\lambda_+^e T} + B_4 y_1^{(1)}(0) e^{\lambda_-^e T} \\
x_i &= C_3 x_1^{(1)}(0) e^{\lambda_+^e T} + C_4 y_1^{(1)}(0) e^{\lambda_-^e T} \\
y_i &= D_3 x_1^{(1)}(0) e^{\lambda_+^e T} + D_4 y_1^{(1)}(0) e^{\lambda_-^e T} \\
h^2 &= (x_2^2 + y_2^2) e^{2\lambda_+^e T}. \tag{A.11}
\end{align*}$$

Following a similar process to that used when expanding eigenvalues were real, we solve these equations for the coordinates of the fixed point. We are interested in a heteroclinic bifurcation where $T$ goes to infinity, which occurs as $\lambda_+^e$ goes to 0. We make use of the following ansatz from [7]:

$$\lambda_+^e T = \pi - K \lambda_+^e + O \left(\lambda_+^2\right),$$
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where $K$ is an unknown constant. With this ansatz, $\sin(\lambda' T) = K \lambda' + O(\lambda'^2)$ and $\cos(\lambda' T) = -1 + O(\lambda'^2)$.

Using these expressions, we derive the following equation for $x_c$

$$x_c = -he^{(\lambda^- - \lambda^+)T} \frac{N}{Q}$$

where

$$N = A_3 D_2 e^{\lambda_2 T} + A_4 E_2 e^{\lambda_1 T} - e^{\lambda_2 T} \left( (A_5 + KA_6) \left( B_3 D_2 e^{\lambda_2 T} + B_4 E_2 e^{\lambda_1 T} \right) \right)$$

$$- e^{\lambda_1 T} \left( A_6 \left( C_3 D_2 e^{\lambda_2 T} + C_4 E_2 e^{\lambda_1 T} \right) \right)$$

and

$$Q = A_3 D_1 e^{\lambda_1 T} + A_4 E_1 e^{\lambda_2 T} - e^{\lambda_1 T} \left( (A_5 + KA_6) \left( B_3 D_1 e^{\lambda_1 T} + B_4 E_1 e^{\lambda_2 T} \right) \right)$$

$$- e^{\lambda_2 T} \left( A_6 \left( C_3 D_1 e^{\lambda_1 T} + C_4 E_1 e^{\lambda_2 T} \right) \right).$$

(A.12)

In these equations, we have dropped all terms of order $\lambda'^2$ and above. After substituting in the equation for $x_c$ into those for $x_e$ and $y_e$, and those in turn into (A.11), we derive, after making all simplifications and substituting in (A.12),

$$B_3 D_1 (A_5 + KA_6) + A_6 C_3 D_1 = A_3 D_1 e^{-\lambda_2 T} - \left| \Delta_{\lambda_2} \right| e^{\lambda_2 T} \sqrt{A_6^2 + (A_5 + KA_6)^2} e^{(\lambda^- + \lambda^+ + \lambda_s^0)T}.$$  

(A.13)

From (A.13), we show in section 5.4.1 that a heteroclinic bifurcation of Belyakov–Devaney type occurs when the imaginary part of the complex-conjugate pair of expanding eigenvalues vanishes; that is, when $\lambda^+_s = \lambda^-_s$.
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