Optimal Control of a Cavity-Mediated isWAP Gate between Silicon Spin Qubits
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Semiconductor spin qubits may be coupled through a superconducting cavity to generate an entangling two-qubit gate. However, the fidelity of such an operation will be reduced by a variety of error mechanisms such as charge and magnetic noise, phonons, cavity loss, transitions to nonqubit states, and, for electrons in silicon, excitation into other valley eigenstates. Here, we model the effects of these error sources and the valley degree of freedom on the performance of a cavity-mediated two-qubit isWAP gate. For valley splittings inadequately large relative to the interdot tunnel coupling within each qubit, we find that valley excitation may be a limiter to the fidelity of this two-qubit gate. In addition, we show trade-offs between gating times and exposure to various error sources, identifying optimal operating regimes and device improvements that would have the greatest impact on the fidelity of the cavity-mediated spin isWAP gate. Importantly, we find that, while the impact of charge noise and phonon relaxation favor operation in the regime where the qubits are most spinlike to reduce sensitivity to these sources of noise, the combination of hyperfine noise and valley physics shifts the optimal regime to chargelike qubits with stronger effective spin-photon coupling so that gate times can be made as short as possible. In this regime, the primary limitation is the need to avoid Landau-Zener transitions as the gate is implemented.
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I. INTRODUCTION

Electron spins in electrostatically defined quantum dots continue to show promise as a platform for quantum information processing. Such devices make use of established materials and fabrication processes, and have the desirable property of an intrinsically compact (about tens of nanometers) qubit size. High-fidelity single- and two-qubit gates have been demonstrated [1–8], with two-qubit interactions routinely realized through the modulation of the Heisenberg exchange coupling between electron spins in neighboring dots [9–11]. However, for the purpose of realizing a longer-range quantum bus, it may be desirable to couple electron spin qubits over a larger length scale than the tens of nanometer separation between dots [12].

A candidate approach to realizing long-distance spin-spin coupling is to employ a high-quality-factor superconducting cavity as an intermediary between spin qubits [13–20]. The cavity may enable entangling interactions over a length scale exceeding a centimeter, many orders of magnitude more distant than is realizable via direct exchange coupling. Through the use of micromagnets to engineer a significant spin-orbit coupling [21], spin-spin coupling may be facilitated by tuning both spin qubits into a regime where the spin and charge degrees of freedom are coupled [13,22–27].

Cavity-mediated spin-spin interaction requires transduction between spin and orbital degrees of freedom and the participation of an additional quantum mechanical degree of freedom, the cavity mode. Spin-photon coupling has been demonstrated for Loss-DiVincenzo (LD) [13,15] and resonant exchange qubits [14], resonant spin-spin coupling has been achieved [17], and indications of dispersive spin-spin coupling have been reported with LD spin qubits [27]. Here, we quantitatively investigate the fidelity-limiting mechanisms for such a two-qubit gate.

In this paper we model the two-qubit interaction between a pair of electron spins, each occupying a double quantum dot (DQD) and coupled to a common cavity mode. We consider the full, open-system dynamics of this system operating as a quantum gate. Recent theoretical work investigating the performance of spin-cavity [28] and cavity-mediated spin-spin coupling [16,29] has made several assumptions that we relax, allowing us to
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address important questions about practical performance limits. For one, it has been assumed that operation occurs in a regime where the intracavity photon number \( n_c \ll 1 \) and its degrees of freedom can be eliminated via transformation. We explicitly account for the cavity mode itself, avoiding the assumption of dispersive coupling where the cavity is only virtually populated [16,29]. As a result, we are able to probe a continuum of coupling regimes from dispersive to resonant, allowing us to explore the relative influence of various error mechanisms. Importantly, we are able to directly study the impact of the control sequence on fidelity, including an assessment of nonadiabatic effects induced by the control modulation that result in leakage into cavity modes.

Second, we include the presence of valleys, associated couplings, and noise processes [31]. If the energy splitting between valley eigenstates is insufficiently high, these states have the potential to interfere with gating operations [32,33]. The impact of valleys on charge-cavity coupling was theoretically examined by Burkard \textit{et al.} and measurements of the cavity response were proposed as a means to characterize valley splitting [34]. Subsequent experiments demonstrated the impact of valleys in Si on the cavity response [33,35,36]. With their inclusion in the model, we are able to assess the consequences of valleys as a function of the valley splitting.

Finally, in addition to error mechanisms such as relaxation due to electron-phonon coupling, cavity loss, and low- and high-frequency charge noise, we also include low-frequency magnetic noise due to the hyperfine interaction with nuclear spins in the host lattice [37]. Hyperfine coupling was not considered in past theoretical work. As we will demonstrate, these factors have significant—and competing—effects on gate performance, resulting in trade-offs that must be navigated to identify the optimal device characteristics and operating parameters. Based on our analysis, we highlight the sources of performance degradation that are most critical to address in future devices. Ultimately, improvements to the iSWAP gate fidelity will most readily be obtained by increasing the spin-photon coupling rate \( g_s \) and reducing the cavity decay rate \( \kappa \).

II. MODEL

An iSWAP gate is defined as

\[
\text{iSWAP} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & i & 0 \\
0 & i & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

This is a unitary operation that may be generated by a two-qubit interaction Hamiltonian of the form \( \hat{H}_{\text{int}} = -g(\sigma_i\sigma_r + \sigma_r\sigma_i) \) evolving a system for a time \( t \), such that \( \sin(2gt) = 1 \) [38]. As we will show, this interaction can be engineered using the system we consider here, consisting of two DQDs that are capacitively coupled to a half-wavelength superconducting cavity with resonance frequency \( \omega_c \). A schematic of the device is shown in Fig. 1. The electrostatic potential of each DQD is controlled by the voltages applied to gate electrodes, with the two primary control knobs of interest for each DQD being the interdot energy level detuning \( \epsilon \) and the interdot tunnel coupling \( t_c \). Each DQD contains a single electron that interacts with the electric field of the cavity through the electric dipole interaction. We encode a qubit using the spin degree of freedom of a single electron [39]. The magnetic field gradient provided by a proximal micromagnet generates the synthetic spin-orbit coupling that facilitates single-qubit operations [40] and the spin-cavity coupling required for the two-qubit interaction [15,16].

The full system is modeled by the Hamiltonian

\[
\hat{H}_{\text{tot}} = \sum_{i=1,2} \hat{H}_{\text{DQD}}^i + \hat{H}_{\text{DQD-C}} + \hat{H}_C,
\]

where \( \hat{H}_{\text{DQD}}^i \) describes DQD \( i \), \( \hat{H}_C \) models the cavity field, and \( \hat{H}_{\text{DQD-C}} \) captures the interaction between a DQD and the cavity field. We now describe each term in detail.

A given DQD has a Hamiltonian \( \hat{H}_{\text{DQD}}^i \) describing three degrees of freedom, namely (1) the orbital state \( |L, R \rangle \), (2) the spin state \( |\downarrow, \uparrow \rangle \), and (3) the valley state the electron occupies \( |v_-, v_+ \rangle \). The orbital states simply describe the spatial localization of the wave function in the left or right minimum of the DQD confinement potential. For a given quantum dot \( i \), the valley eigenstates are linear combinations of states that have support at the pair of conduction band minima of silicon corresponding to the direction of confinement. The states at these minima are characterized by Bloch wave vectors of opposite sign and are degenerate in bulk silicon; the confining potential breaks translational symmetry and couples these states, resulting in a pair of linear combinations of these states \( v_+ \) and \( v_- \) that are split by an energy that depends strongly on the details of confinement and disorder in the quantum well [41–43]. Our convention here is to denote \( v_+ \) (\( v_- \)) as the ground (excited) valley states. The tunnel coupling between quantum dots depends, in general, on the valley character of the states in each dot and their relative phase of the contributing valley states in \( v_+ \) and \( v_- \) [33]. The tunnel coupling \( t_c = \langle \psi_{L,\pm} | \hat{H} | \psi_{R,\pm} \rangle \) between counterpart valley eigenstates may be different in magnitude from that between ground and excited valley eigenstates \( t_c = \langle \psi_{L,\pm} | \hat{H} | \psi_{R,\pm} \rangle \), depending on the difference in valley character of \( v_+ \) and \( v_- \) between dots [33].
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of the various terms on the DQD eigensystem. First, valley splittings \( v \) for each dot may have different valley character, resulting in a tunnel coupling \( t \) between the ground eigenvalley of one dot and the excited eigenvalley of the other dot [33]. The fourth and fifth terms describe the uniform applied magnetic field \( B_z \) as well as the transverse magnetic field gradient \( b_z \) due to the micromagnet. The sixth term describes the valley splitting \( v_{L,R} \) for each dot. We assume identical valley splittings \( v_L = v_R = v \) for each dot in the DQD.

In practice, significant variations in the valley splitting are observed [45–48], though in some cases similar splittings for a DQD may be attained through tuning [35]. The seventh term describes spin-valley coupling arising from intrinsic spin-orbit coupling [49]. Spin-valley hybridization due to this coupling leads to \( T_1 \) “hot spots” when valley and spin splitting energies are close to one another [49–52]. Here, we assume identical spin-valley coupling in each dot, \( \lambda_{SV,L} = \lambda_{SV,R} = \lambda_{SV} \). Note that the ratio between the inter- and intravalley tunnel couplings \( t'/t_c \) is understood to depend on disorder intrinsic to each dot as well as its tuning [33], so we do not assume independent control of \( t' \) but rather fix \( t'/t_c = 0.5 \).

Finally, the cavity and DQD-cavity coupling Hamiltonians of Eq. (1) are given by [53]

\[
\hat{H}_C = \omega_c \hat{a}^\dagger \hat{a},
\]

\[
\hat{H}_{\text{DQD-C}} = g_c \hat{a}^\dagger \hat{a} \hat{c}_{\text{z}},
\]

where \( \hat{a} (\hat{a}^\dagger) \) is the bosonic annihilation (creation) operator for the cavity mode, \( \omega_c \) is the frequency of the cavity mode, and \( g_c \) quantifies the electric dipole coupling between DQD \( i \) and the cavity [16]. For simplicity, we assume that the dipole coupling \( g_c \) is the same for both DQDs, i.e., \( g_c^1 = g_c^2 = g_c \). In contrast with the investigations of Refs. [16,28,29], we will not assume a dispersive limit of virtual cavity population but rather include the field mode explicitly in all simulations. We truncate the maximum cavity photon number to \( n_c \leq 2 \), resulting in \( \hat{H}_{\text{DQD-C}} \) having dimension \( 8 \times 8 = 192 \) due to the system being the tensor product of two eight-level DQD subsystems and one three-level cavity. Unless specified otherwise, in this work we adopt the units convention that \( \hbar = 1 \).

### A. DQD system

The Hamiltonian in Eq. (2) results in a spectrum of eigenstates with mixed spin, orbit, and valley character. The energy level diagram in Fig. 2(a) shows the impact of the various terms on the DQD eigensystem. First, valley splitting \( v \) separates the lower \( (|\downarrow\rangle) \) and upper \( (|\uparrow\rangle) \) valley states and the intervalley tunnel coupling \( t_c \) leads to hybridized states of mixed valley character. When \( v \) is large compared to \( t_c \)—as depicted in the diagram—the hybridization is weak and the DQD states can be separated into two manifolds with predominantly one type of
valley character, shown in blue and red. Second, the uniform magnetic field $B_z$ splits the up (|↑⟩) and down (|↓⟩) spin states; we adopt the convention that down spins are lower in energy ($g \approx 2$ for electrons in Si). Third, the tunnel coupling $t_c$ hybridizes the orbital states (|L⟩, |R⟩) of the component dots, resulting in lower-energy bonding (|+⟩) and higher-energy antibonding (|−⟩) states for small values of the detuning $|\epsilon| \ll t_c$. In this work we assume that $\epsilon = 0$, an operational “sweet spot” where the system is first-order insensitive to detuning noise and the two hybridized states have equal $L/R$ character [54].

Figure 2(b) shows the energy spectrum as a function of $t_c$, with the energy bands again colored according to valley character. At $t_c = 0$, there are four degenerate pairs of orbital states sharing the same spin or valley character; for each valley, the two spins are split in energy from each other by $B_z$, while the two valleys are split from each other by $v$ (here set to 50 $\mu$eV). As the tunnel coupling becomes finite, each pair of orbital states split into $|\pm⟩$ states; at the point $B_z = 2t_c$, the $|+⟩$ and $|−⟩$ states within each valley sector cross in energy, and as $t_c$ (and consequently $t'_c$) becomes significant, the valleys begin to hybridize significantly.

Finally, the magnetic field gradient $b_x$ hybridizes the $|+⟩$ and $|−⟩$ states within each valley sector, the strength of which depends on the mixing angle $\phi = \tan^{-1}(b_x/(2t_c - B_z))$ [16]. Figure 2(c) shows a magnified view of the avoided crossing of the $|+⟩$ and $|−⟩$ states with the energy bands colored according to spin character. These states now have mixed spin-orbit character, which is crucial to the operation of the device; however, due to the small magnitude of $b_x$, these states will be predominantly one spin unless $\phi \sim \pi/2$ very near $B_z = 2t_c$. As such, since we are working in the regime of small $\phi$ with $2t_c > B_z$, we continue to use the $\uparrow$ / $\downarrow$ labeling for these states. The two lowest-lying states are now $|v_{+}+⟩$ and $|v_{+}−⟩$. We therefore define $|v_{+}−⟩ = |0⟩$ and $|v_{+}+⟩ = |1⟩$ as the two states of the DQD qubit.

### B. Cavity-mediated spin-spin interactions

These qubit states can now be made to interact with the cavity. The essential idea is that, since the electron spin couples to the orbital degree of freedom through the engineered magnetic field gradient $b_x$ and the orbital degree of freedom interacts with the cavity through electric dipole coupling $g_c$, the cavity field couples to spin-spin transitions between the |0⟩ and |1⟩ states of each DQD. The states of the complete system can be constructed from tensor products of eigenstates of the two DQDs and the cavity $|v_{z}±⟩_1 |v_{z}±⟩_2 |n⟩ \rightarrow |v_{z}±⟩_1 |v_{z}±⟩_2 |n⟩$. In what follows, we are concerned primarily with states in the lowest-energy valley sector and will omit the valley indices of the states for brevity. In particular, low-lying energy states of the system comprising qubit states of the two DQDs now form a two-qubit system; we label the two-qubit states |jk⟩ with $j,k \in \{0,1\}$, so that |00⟩ = |+⟩, +, +⟩, |01⟩ = |+⟩, +, +⟩, |10⟩ = |+⟩, +, +⟩, and |11⟩ = |+⟩, +, +⟩. The energy level diagram of the combined system is given in Fig. 3(a), showing the impact of DQD-cavity coupling $g_c$ on the overall eigenstates of the system. We highlight two sets of states specifically. First, we note that immediately above the ground state of the system are the |01⟩ ± |10⟩ and |+⟩, +, +⟩ states, separated in energy by $\Delta = \omega_c - (E_1 - E_0)$, where $\omega_c$ is the cavity photon energy and $E_1 - E_0$ is the DQD transition energy. When $\Delta$ is small, the coupling $g_c$ hybridizes the cavity and DQD states, the latter of which form bonding and antibonding states split in energy by $2g_c \sin(\phi/2)$. Second, we note the three states at around $2\omega_c$: |11⟩, |+⟩, +, +⟩, and |+⟩, +, +⟩. As in the prior case, the |+⟩, +, +⟩ states hybridize, with the former pair forming split bonding and antibonding states. These further hybridize with the |11⟩ state, pushing it lower in energy.
FIG. 2. (a) Energy level diagram showing the impact of Hamiltonian terms on the states of the DQD at $t_c \approx 15 \mu$eV. Energy splittings are not to scale and are exaggerated for visibility, and $E_{\text{th}} = \sqrt{(B_z - 2t_c)^2 + B^2_z}$. (b) The DQD energy levels as a function of $t_c$ for fixed $\epsilon = 0$ and valley splitting $v = 50 \mu$eV. The coloring indicates the valley character of each energy level. All other parameters are set according to Table I. (c) Magnified region of the center plot with the energy bands colored according to the associated state’s spin character. For $t_c > B_z/2$, the lowest two states constitute the qubit logical basis $|v_+ \downarrow\rangle = |0\rangle$, $|v_+ \uparrow\rangle = |1\rangle$.

Figure 3(b) shows the dependence of these states’ energy and character on $t_c$. We have assumed in this plot that $\omega_c$ is modulated to achieve constant $\Delta$. At $B_z = 2t_c$ the avoided crossings in the underlying DQD states are visible. In addition, strong spin-orbit mixing results in greater effective $g_s$ and hybridization of the DQD states with the cavity, complicating the structure of the avoided crossings for the overall system. The magnified inset highlights the splitting between the states, which is proportional to $g_{s}^{2}/\Delta$ and sets the timescale for the evolution of a state in $|01\rangle$ to $i|10\rangle$ and $|10\rangle$ to $-i|01\rangle$. Conversely, the states $|00\rangle$ and $|11\rangle$ correspond to eigenstates of the system and will be stable over such an interval. Thus we see that, for a given $t_c$, the system is capable of performing an iSWAP operation on the two-qubit subsystem over an appropriate duration. This indicates operation of the isWAP on a state with tunnel coupling $t_{c\text{MAX}}$ set very large, so that $\phi \approx 0$ and the DQDs and cavity are essentially uncoupled. The iSWAP operation is performed by ramping $t_c$ to a target value $t^{\text{MAX}}_{c}$ where $\phi$ is finite, allowing the system to evolve through the iSWAP operation, and ramping $t_{c}$ back to the uncoupled regime. An important caveat to this is that changes to $t_c$ must be sufficiently slow; as is evident from Fig. 3(b), especially near the avoided crossing region at $B_z = 2t_c$, the $t_c$-dependent hybridization of the DQD states with the cavity and small energy splittings can result in Landau-Zener transitions to excited cavity states outside the two-qubit subspace [29]. Below, we explore in detail how the severity of this effect depends on the $t_c$ control schedule.

In our following analyses, we choose the Hamiltonian parameters indicated in Table I. To probe the relative influence of valley splitting, DQD-cavity dipole coupling, and cavity loss rate on two-qubit errors, we allow for these parameters to vary across experimentally realistic ranges of values.

C. Decoherence mechanisms

The three sources of decoherence that we consider here are (1) charge noise, (2) phonon relaxation, and (3) magnetic noise due to the contact hyperfine interaction with nuclear spins in the host lattice. Quasistatic charge noise on detuning and interdot tunnel coupling was considered in Ref. [29], and in Refs. [16,28] dephasing and relaxation due to charge noise and phonons were considered in the context of spin-cavity coupling.

In this work, we include both high-frequency and low-frequency (quasistatic) noise. We include the effect of high-frequency noise by propagating the dynamics according to a master equation [55]

$$\dot{\rho} = -i[\hat{H}(t), \rho] + \sum_{m,\phi,\sigma} \hat{L}_{m\sigma} \rho \hat{L}_{m\sigma}^\dagger - \frac{1}{2} \{\hat{L}_{m\sigma}^\dagger \hat{L}_{m\sigma}, \rho\}$$

(5)

that includes Lindblad terms of the form

$$\hat{L}_{mn}(t_{c}) = |E_{m}\rangle\langle E_{n}|\hat{H}_{c}|E_{m}\rangle\langle E_{n}|\beta(\omega_{mn}(t_{c})),$$

(6)

where $\{\langle E_{m}\rangle\}$ are instantaneous eigenstates at a given $t_{c}$ and $\omega_{mn} = E_{m} - E_{n}$ are corresponding energy differences. The function $\beta(\omega)$ characterizes the noise spectrum of the bath, and the operator $\hat{H}_{c}$ corresponds to the system part of each system-bath interaction operator. For the present work, we use simplified spectral functions that capture the qualitative behavior of the type of bath.
We expect low-frequency charge noise to also act on the tunnel coupling [29], and, in principle, this may be incorporated in a similar fashion as noise on $\epsilon$ so that $\delta \epsilon$ is sampled from a distribution with standard deviation $\delta t_c$. However, we do not consider this noise mechanism in detail here, as we expect it to be negligible according to the following argument. Considering a typical lever arm for detuning of the order of 100 $\mu$eV/mV [57], the quasistatic gate-referred noise strength comparable to the detuning noise level $\delta \epsilon = 0.2 \mu$eV of Table I would be approximately 2 $\mu$V. In Ref. [33], a variation in tunnel coupling of the order of 1 $\mu$eV/mV was observed as a function of voltage on the barrier gate electrode. Assuming the same gate-referred noise level on the barrier gate as for the detuning gates, this would correspond to $\delta t_c$ of the order of a few neV. We find that this magnitude of fluctuation in $t_c$ should result in a small enough iSWAP error that we may ignore it in the present case. However, a definitive assessment requires a more thorough analysis incorporating details of device electrostatics.

We assume that relaxation in the DQDs is due to electron-phonon coupling [58]. The phonons are assumed to directly couple only to the dot dipole and intradot valley dipoles; the phenomenological Hamiltonian we use in Eq. (6) is

$$\hat{H}_{\text{ph}} = \gamma_{\text{ph}} \hat{t}_z + \gamma_{\text{ph}} \hat{v}_z,$$

(8)

where $\gamma_{\text{ph}}$ is the intravalley phonon-mediated relaxation rate and $\gamma_{\text{ph}}$ is the intervalley phonon-mediated relaxation rate. While a realistic $\beta(\omega)$ is expected to grow monotonically from $\omega = 0$ [58], we are mostly concerned with processes with similar energy and will assume a simplified form. We take $\beta(\omega) = 1$ for $\omega > 0$ and $\beta(\omega) = 0$ for $\omega \leq 0$, as we are assuming only relaxation processes due to low temperature. For $\gamma_{\text{ph}}$, we assume a value similar to that of Ref [16], noting that details of device geometry and operating conditions play a significant role in determining relaxation rates in practice [59].

Additionally, we include magnetic noise due to hyperfine interactions with spinful nuclei in the host lattice. We treat this noise in the low-frequency limit, making the quasistatic approximation by sampling from Gaussian distributions of $B_z$ on each DQD with standard deviation $\delta B_z$. For the value of $\delta B_z$, we choose a value of 0.41 neV—corresponding to a frequency of 100 kHz—that is consistent with realistically achievable magnetic dephasing rates of isotopically purified Si quantum dots [5,60].

### III. DECOHERENCE-FREE iSWAP GATE

We first consider a scenario where no decoherence is present and the evolution of the entire system is purely unitary. In Fig. 4 we plot the population dynamics of the iSWAP gate on an arbitrary initial state for abruptly and smoothly modulated $t_c$ for two different system-cavity detunings $\Delta$. The labels $|+\downarrow\rangle = |0\rangle$, $|+\uparrow\rangle = |1\rangle$. Black indicates spin character (zero cavity occupation) while green indicates $n_c = 1$ and gray indicates $n_c = 2$. The labels denote the primary character of the two DQDs. We emphasize that, as the $t_c = B_z/2$ point (vertical gray line) is approached, the states acquire mixed character, as shown in Fig. 2.

In the case of charge noise, we assume the phenomenological model inspired by the spin-boson model [56]

$$\hat{H}_{\text{ch}} = \gamma_{\text{ch}} (\hat{r}_z + \hat{r}_x) + \gamma_{\text{ch}} \hat{u}_z$$

(7)

with $\gamma_{\text{ch}}$ the strength of noise in both the DQD energy level detuning $\epsilon$ and the tunnel coupling $t_c$, and $\gamma_{\text{ch}}$ being the noise strength in valley splitting $v$. Since the power spectrum of charge noise is expected to drop off significantly with frequency and most of the transition frequencies of interest are roughly similar, the associated $\beta(\omega)$ is chosen to be a unit normal delta function, so that only dephasing terms remain in any basis.

We model the low-frequency noise component, treated as quasistatic, by sampling from a Gaussian distribution of the detuning $\epsilon$ on each DQD with standard deviation $\delta \epsilon$ and assuming that the detuning is constant over the timescale of a given circuit realization.
We show the populations of the DQDs (traced over the cavity modes) in terms of the DQD components of the qubit basis, with, e.g., $\rho^{Q}_{01:11}=|+\downarrow, +\uparrow\rangle\langle+\downarrow, +\uparrow|$, as well as the population in the first excited state of the cavity (traced over DQD degrees of freedom) $\rho^{C}_{11}$. The cases shown include one where the cavity is near resonance with the qubit transitions, so that the qubit states are strongly hybridized with the cavity, and one in the dispersive regime where the cavity is strongly detuned from the qubit transitions and cavity states are minimally occupied. For a sudden modulation of $t_c$ and small detuning, as shown in Fig. 4(a) (left panel), the population of the cavity is significant and the abrupt $t_c$ pulse results in large oscillations in the qubit state populations due to Landau-Zener transitions [61] to states with higher cavity occupations not adiabatically connected to qubit states. Note that the oscillations in $\rho^{Q}_{00:01}$ and $\rho^{Q}_{01:10}$ are not at the same frequency as $\rho^{Q}_{11:11}$ owing to the slightly different impact of the cavity coupling on these states. Since the oscillations are not quite at the same frequency, it is not possible for the gate operation to be timed to ensure high-fidelity operations; while the return ramp can result in transitions back to the correct eigenstates, this process is not perfect. As expected, a slower pulse as in Fig. 4(a) (center panel) prevents Landau-Zener transitions to higher-lying states, and the fidelity is much improved. At higher $\Delta$, as we approach the dispersive limit as shown in Fig. 4(a) (right panel), the cavity population is minimal even with a rapid ramping of $t_c$, though clear oscillations are still visible corresponding to minimal Landau-Zener behavior. The impact on fidelity is significantly reduced as it is possible to more closely match the oscillation period with the gate duration. To see the impact of ramp duration more clearly, in Fig. 4(b) we plot the ramp duration needed to achieve a given infidelity for different values of $t_c$. For small $\Delta$ in the near-resonant regime, it is not possible to ramp slowly enough to avoid significant Landau-Zener transitions. As the dispersive regime is entered and some threshold $\Delta$ is reached, the required ramp duration falls off rapidly; in this regime, the nonqubit states are sufficiently separated from the qubit states such that Landau-Zener transitions can be easily avoided even for fast ramps.

As is evident in these simulations, it is essential to ensure an appropriately smooth pulse profile in order to maximize the fidelity of the gate, especially in the near-resonant and intermediate limits. Thus, in computing the performance of $\text{iswap}$ configurations in the following analyses we optimize the control pulse profile in addition to the overall gate duration.

IV. NOISY $\text{iswap}$ GATE

We now turn our attention to simulations that include decoherence processes. We continue to assume a very large (about 1 meV) valley splitting. In Fig. 5 we investigate the impact of decoherence due to high-frequency processes. For the given parameters, despite the greater cavity population and cavity loss during the gate operation in the near-resonant regime, the fidelity is highest here due to a shorter operating time that limits exposure to phonon and charge noise. This highlights the significance of the characterization of the control schedule dependence and behavior of the system in the near-resonant regime in the preceding
over which decoherence is able to impact the system. The implied gate operating time is too short to allow for the infidelity due to increased cavity population; however, in the case of low cavity loss, the fidelity is high due to nonadiabaticity and, for large $\Delta$, infidelity is limited by the decoherence during the longer time intervals required for gate operation.

It is worth emphasizing that in all cases the minimum achievable infidelity is only mildly dependent on $t_c$ provided $t_c > B_z$. We might anticipate that the critical determinants of the optimal operating parameters will be related to low-frequency noise. We summarize results including charge and hyperfine noise in the low-frequency limit in Fig. 7, where we again plot the average infidelity with respect to $\Delta$. Low-frequency charge noise only weakly impairs fidelity and shows a mild $\Delta$ dependence generally. However, the impact of hyperfine noise is dramatic, showing a strong dependence on both $\Delta$ and $t_c$ due to the longer gate operation times as both of these increase. The effect is strong enough to negate any advantages associated with operating in the spinlike regime, indicating the importance of optimizing parameters that minimize the operating time of the gate. Additionally, upon comparing the $\tilde{\ell}_c = 25 \mu eV$ and $\tilde{\ell}_c = 40 \mu eV$ cases it is apparent that significant reductions in hyperfine noise are required to shift optimal operation to higher $\tilde{\ell}_c$ and meaningfully improve the fidelity.

In Fig. 8 we show the optimal infidelity as a function of several parameters. In the first panel we show the effect of reductions in cavity loss rate $\kappa$. As expected, increasing cavity quality allows for operation in regimes with reduced gate times and significant improvements to fidelity at smaller values of $\kappa$. However, once $\kappa$ is reduced to $\lesssim 0.1$ MHz cavity loss is no longer the dominant fidelity limiter; Landau-Zener behavior becomes the primary obstacle to reductions in gate time and noise is dominated by phonon noise. The second panel shows the impact of changes in phonon noise; it is evident that in the regime...
under consideration reductions in phonon noise offer modest improvements to fidelity. The third panel shows the impact of increases to the cavity coupling $g_c$. Increases to $g_c$ allow for smaller spin-mixing angles to achieve a given $g_s$, and thus reduced exposure to charge noise. As a result, fidelity gains from increasing cavity coupling are substantial; doubling $g_c$ nearly halves the infidelity over the whole range shown.

V. EFFECTS OF SI VALLEY PHYSICS

We now consider the influence of the valley degree of freedom on the iSWAP fidelity. In Fig. 9 we plot the infidelity against valley splitting $v$ (we assume that both DQDs have the same splitting). We show the case for the
parameter set $g_c = 100 \text{ MHz}$, $\gamma_{ph} = \gamma_{ch} = 4 \text{ MHz}$, $\kappa = 0.1 \text{ MHz}$ for different $\epsilon_v^0$; we exclude low-frequency noise due to computational expense and since we are interested in a differential effect. One might expect low-lying valley states to lead to additional loss and reduced fidelity; the extent of this impairment is strongly dependent on $\epsilon_v^0$. While, for $\epsilon_v^0 = 40 \mu eV$, infidelity becomes significant at around $\nu < 125 \mu eV$, for $\epsilon_v^0 = 25 \mu eV$, the impact is negligible until $\nu < 50 \mu eV$. This is a consequence of spin-valley coupling, as seen in the infidelity when spin-valley coupling is set to zero and infidelity actually falls slightly as valley splitting is decreased. This is easy to understand if we consider the DQD qubit states. From Fig. 2 we note that, while the two lowest states can acquire significant valley character, they acquire mostly the same valley character; neither dephasing between valleys nor relaxation from upper valley states will exert an effect. Spin-valley coupling, however, allows these terms to influence the dynamics by introducing an asymmetry in the valley character of the two-qubit states, creating a channel for valley dephasing and relaxation. This asymmetry is small however, and manifests strongly only over long gate operating times imposed by larger $\epsilon_v^0$.

VI. CONCLUSION

Full simulations of a spin-cavity-spin iSWAP gate reveal performance that depends critically on the choice of operating parameters in a way that is characterized by multiple trade-offs. Fidelity is of course limited by noise, but the management of the noise is nontrivial, especially when valley splitting is low and spin-valley coupling provides additional noise channels. High-frequency charge, phonon, and hyperfine noise all favor shorter gate operation times, suggesting that one should attempt to operate in the regime where qubit-cavity coupling is higher and the cavity is closer to resonant with the qubits. However, this coupling also results in stronger population of the cavity during operation, makes the system prone to Landau-Zener transitions to states outside the subspace of the qubits, and increases loss due to emission from the cavity. Both of these factors—loss due to photon coupling for shorter gate operating times and loss due to noise, especially hyperfine, at longer gate operating times—have strong dependence on the main operating parameters $\epsilon_v^0$ and $\Delta$; these must be chosen carefully based on the characteristics of the device.

These results offer clear guidance in terms of device improvement. The involvement of excited valley states is not an overarching concern with regards to additional noise or the possibility of transitions to unwanted states in the preferred coupling regimes, as moderately low valley splittings are tolerable in the suggested operating regime. Phonon relaxation and charge noise strongly impair performance, but are highly variable and challenging to reduce significantly. While previously ignored hyperfine noise has a significant impact, it can in general be reduced through the use of isotopically pure silicon and otherwise mitigated by the choice of operating regime. On the other hand, cavity loss can be substantial in the optimal operating regime and improvements in cavity quality are much more feasible; however, returns to reductions in cavity loss diminish once nonadiabaticity becomes the dominant limiter to shorter operating times. Finally, enhancing $g_c$ is most critical, as it allows for faster gate operations without exposure to greater charge and phonon noise (as a result of taking on more charge character); doubling $g_c$ essentially halves the achievable infidelity. It will be essential to take advantage of such improvements to operate close to the near-resonant regime where faster gate times are possible and higher fidelities are most accessible.
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