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1 Introduction

In string perturbation theory much effort was devoted historically to understand higher point and higher genus correlation functions. For a broad overview, see e.g. [1, 2]. Despite a good understanding of the integrands of string perturbation theory, performing the actual integrals has remained a challenging task.

On the other end of the spectrum, there are some exceptional correlators at genus 0 that require special attention. The reason for this is a residual gauge group after imposing conformal gauge which is present due to conformal Killing vectors. For the sphere, there are three complex conformal Killing vectors corresponding to the group of Möbius transformations. Since the volume of this group is infinite, one naively concludes that zero-point,
one-point and two-point functions vanish at tree-level in string theory. The same goes for
the open string, where the group of residual Möbius transformations in \( \text{PSL}(2, \mathbb{R}) \). This
conclusion is however premature, since the infinities of the residual gauge groups can poten-
tially be compensated by other infinities in the worldsheet path integral. It is a subtle
problem to compute the actual value of these quantities and only a partial understanding
exists, see \([3–6]\). Various such quantities were also successfully computed for strings on
\( \text{AdS}_3 \) \([7, 8]\).

All these quantities have a physical meaning on which we would like to comment. Zero-
point functions represent the on-shell value of the action of the effective spacetime
theory, which is (super)gravity in the case of the closed string and the D-brane worldvolume
gauge theory in the case of the open string. These quantities are generically non-vanishing
and especially in the case of the gravity on-shell action somewhat subtle to define. To get
a finite answer one has to introduce local counterterms on an asymptotic cutoff surface.
The first of these is the Gibbons-Hawking-York boundary term \([9]\). Introducing a cutoff
in spacetime would be inconsistent with Weyl symmetry in string theory and it is unclear
in general how to implement it in string theory. We consider this a very important open
problem in understanding the emergence of gravity from string theory.

One-point functions for the closed string represent tadpole diagrams in spacetime. Most of
these tadpole diagrams vanish due to the spacetime equations of motion. There
are however interesting non-vanishing one-point functions in string theory such as the
dilaton one-point function or the example considered in \([8]\).

Two-point functions represent the tree-level propagators of the spacetime theory. It
was explained in \([6]\) that these two-point functions are actually non-zero because the
momentum conserving \( \delta \)-function \( \delta^D(k_1 - k_2) \) in spacetime is divergent thanks to the mass-shell
condition that implies the conservation of the last component of the momenta provided
that the other components are conserved. The correct expression in flat space is instead
\( 2k^0(2\pi)^D-1\delta^{D-1}(\vec{k}' - \vec{k}) \).

In this paper, we give a reasonably complete understanding of the disk partition func-
tion, i.e. the open string zero-point function. The disk partition function computes inter-
esting quantities directly in string theory such as D-brane tensions. Historically they are
often computed in a roundabout way by imposing various consistency conditions for the ex-
change of closed strings between two parallel D-branes. The challenge in this computation
is the presence of the residual gauge group \( \text{PSL}(2, \mathbb{R}) \). Since this group is non-compact, it
naively has infinite volume. However, it was proposed in \([4]\) that it essentially behaves as
a group with finite negative volume in any computation so that the string disk partition
function \( Z_{\text{disk}} \) is simply related to worldsheet disk partition function \( Z_{\text{CFT}} \) by

\[
Z_{\text{disk}} = \frac{Z_{\text{CFT}}}{\text{vol}(\text{PSL}(2, \mathbb{R}))}. \tag{1.1}
\]

This volume can be defined by a procedure akin to defining the gravitational on-shell action. In the normalization where the Ricci scalar on the group on the group with respect
to the biinvariant metric is \( \mathcal{R} = -6 \), this volume works out to be \( -\frac{\pi^2}{2} \). It is however very
mysterious (at least to the authors) why this procedure should give the correct result.
We are thus motivated to reconsider the problem. We give in this paper three rigorous (for physicists’ standards) ways to compute the disk partition function from first principles. Each of the methods reproduce this value for the effective volume. The first two methods are based on fixing a further gauge beyond the conformal gauge. Since the metric is already completely fixed, the further gauge fixing will invariably involve the matter fields on the worldsheet. For this reason we assume that the spacetime theory on which the string is propagating involves at least one flat direction, i.e. is for example time-independent. Backgrounds such as $\text{AdS}_3 \times S^3 \times T^4$ also work, since the torus directions are flat. We think however that our method can be generalized to other backgrounds as well. We explore two different gauge fixing conditions in terms of the free boson $X$ describing the flat target space direction. Both of them are slightly subtle and we discuss them in detail. One can gauge fix the worldsheet path integral further and compute the effective volume of the gauge group directly in this way. In the third method, we compute the disk partition function by relating it to a one-point function on the disk which can be computed without problems. This is done by assuming that the flat direction is compact. This introduces a modulus in the problem and the derivative of the disk partition function with respect to the modulus is by conformal perturbation theory given by a one-point function. We again recover the effective volume of $\text{PSL}(2, \mathbb{R})$.

We finally apply this technique of computing disk partition functions to a short re-derivation of D-brane tensions [10]. Since all relevant issues already arise for the bosonic string, we restrict to it for technical simplicity. We mention some open problems in section 6.

2 Gauge fixing $X_{\ell,m} = 0$

We fix conformal gauge on the disk. In this section, it is convenient to use the upper hemisphere metric on the disk:

$$\hat{g} = \frac{4 \, dz \, d\bar{z}}{(1 + |z|^2)^2}, \quad |z| \leq 1. \quad (2.1)$$

Any physical result will of course be independent of this choice because the full worldsheet theory is Weyl-invariant. This form of the metric is convenient, because there is a standard orthonormal basis for the space of $L^2$-functions given by the spherical harmonics. We can consider two function spaces given by $L^2_D(D)$ and $L^2_N(D)$, where $D$ denotes here and in the following the disk. The former consists of all square-integrable functions $f$ on the unit disk satisfying Dirichlet boundary conditions $f(|z| = 1) = 0$,\(^1\) while the latter consist of all square-integrable functions satisfying Neumann boundary conditions $\partial_n f(|z| = 1) = 0$, where $\partial_n$ is the normal (radial) derivative.

Spherical harmonics are given by $Y_{\ell,m}$, $\ell = 0, 1, 2, \ldots$ and $m = -\ell, -\ell + 1, \ldots, \ell$. They satisfy Neumann (Dirichlet) boundary conditions for $\ell + m \in 2\mathbb{Z}$ ($\ell + m \in 2\mathbb{Z} + 1$). As we mentioned in the Introduction, we assume that there is one flat direction in spacetime

---

\(^1\)We could generalize this to $f(|z| = 1) = x_0$ for some constant $x_0$, but this constant could be removed by a spacetime translation.
which is described by the worldsheet boson $X$. In the following we will concentrate our attention on this boson. We can expand it into spherical harmonics

$$X = \sum_{\ell,m} X_{\ell,m} Y_{\ell,m}$$  \hspace{1cm} (2.2)

with $X_{\ell,m} = 0$ for $\ell + m \in 2\mathbb{Z} + 1$ and Neumann boundary conditions or $\ell + m \in 2\mathbb{Z}$ and Dirichlet boundary conditions. Moreover, reality of $X$ imposes $X_{\ell,m} = \overline{X_{\ell,-m}}$.

Even after fixing the conformal gauge, there is a remaining gauge freedom that is not fully fixed. This is given by the group of conformal transformations, which acts as

$$X(z) \mapsto X \circ \gamma^{-1}(z)$$  \hspace{1cm} (2.3)

on the free boson $X$ and fixes $g$. The latter is achieved by combining the diffeomorphism $\gamma$ with an appropriate Weyl transformation. The (global) conformal group on the disk is $\text{PSU}(1,1) \cong \text{PSL}(2,\mathbb{R})$ and acts by fractional linear transformations.\footnote{\text{PSL}(2,\mathbb{R}) \text{ naturally acts on the upper half plane, whereas } \text{PSU}(1,1) \text{ naturally acts on the unit disk. The two groups are isomorphic via the Cayley transform. We mostly use the name } \text{PSL}(2,\mathbb{R}).} \hspace{1cm} $

Using that, one can obtain

$$Z_{\text{disk}} = -\frac{2}{\pi^2} \int \mathcal{D}X \ e^{-S[X]}.$$  \hspace{1cm} (2.4)

Here one tacitly assumes a particular normalization of the ghost zero modes. This issue is also discussed in appendix B. We denote the CFT path integral that appear on the r.h.s. by $Z_{\text{CFT}}$.

$$Z_{\text{CFT}} \equiv \int \mathcal{D}X \ e^{-S[X]}.$$  \hspace{1cm} (2.6)

We emphasize that the calculation of $Z_{\text{CFT}}$ does not gauge the global conformal group $\text{PSL}(2,\mathbb{R})$.

In what follows, we are going to show that

$$\frac{Z_{\text{disk}}}{Z_{\text{CFT}}} = -\frac{2}{\pi^2}$$  \hspace{1cm} (2.7)

using standard QFT techniques, rather than calculating the regularized volume of $\text{PSL}(2,\mathbb{R})$. Thus we want to also fix gauge-fix the global conformal group $\text{PSL}(2,\mathbb{R})$. We achieve this by a slightly modified Faddeev-Popov procedure.
2.1 Gauge choice and admissibility

The group of Möbius transformations preserving the unit disk is

\[ \text{PSU}(1,1) = \left\{ \begin{pmatrix} a & b \\ \bar{b} & \bar{a} \end{pmatrix} \Big| |a|^2 - |b|^2 = 1 \right\} / \sim. \]  

(2.8)

Here, the equivalence \( \sim \) identifies the matrix with the negative matrix. Only the \( U(1) \) subgroup specified by \( b = 0 \) acts by isometries on the metric. This realization of \( \text{PSU}(1,1) \) leads to a natural normalization of the biinvariant metric that is induced from ambient \( \mathbb{C}^2 \cong \mathbb{R}^4 \). This is the normalization which we shall use in the following. The explicit measure is given in appendix B.

We would like to impose the gauge

\[ X_{\ell,\pm m} = 0 \]  

(2.9)

for some choice of \((\ell, m)\) in the expansion eq. (2.2). Note that due to the reality condition \( X_{\ell,m} = X_{\ell,-m} \), this is one complex or two real conditions. This fixes all non-compact directions of \( \text{PSL}(2,\mathbb{R}) \cong \text{PSU}(1,1) \) and only leaves the Cartan subgroup \( U(1) \) unbroken. Since its volume is finite it is easy to take this into account. For concreteness, let us consider the following two gauge fixing conditions:

- Dirichlet: \( X_{2,\pm 1} = 0 \),
- Neumann: \( X_{1,\pm 1} = 0 \).

(2.10)

In what follows we will be proving the admissibility of the gauge choice. The argument for \( m \not\in \{-1, 1\} \) is analogous and will lead to the same final result.

**Admissibility of gauge choice.** Since the Cartan generator \( U(1) \subset \text{PSU}(1,1) \) remains unbroken, it is convenient to consider the coset \( \text{PSU}(1,1)/U(1) \cong D \), which can also be identified with the unit disk. We stress that this unit disk is not the worldsheet! It comes equipped with a hyperbolic metric that descends from \( \text{PSU}(1,1) \), which takes the form for \( \alpha \in D \)

\[ g = \frac{\pi d\alpha d\bar{\alpha}}{(1 - |\alpha|^2)^2}. \]  

(2.11)

The normalization is induced from the Haar measure on \( \text{PSU}(1,1) \). An explicit representative of \( \alpha \) in \( \text{PSU}(1,1) \) is given by

\[ \gamma_\alpha = \frac{1}{\sqrt{1 - |\alpha|^2}} \begin{pmatrix} 1 & \alpha \\ \bar{\alpha} & 1 \end{pmatrix}. \]  

(2.12)

This Möbius transformation has the property that \( \gamma_\alpha(0) = \alpha \). To be explicit, the gauge conditions in eq. (2.10) read respectively

- Dirichlet: \( \int_D \frac{4d^2z}{(1 + |z|^2)^2} X \circ \gamma^{-1}_\alpha(z, \bar{z}) Y_{2,1}(\bar{z}, z) = 0 \),

(2.13a)

- Neumann: \( \int_D \frac{4d^2z}{(1 + |z|^2)^2} X \circ \gamma^{-1}_\alpha(z, \bar{z}) Y_{1,1}(\bar{z}, z) = 0 \).

(2.13b)
Here we used orthonormality of the spherical harmonics on the disc, see appendix A.2. We should also clarify that by $d^2z$ we mean $d\text{Re}(z)\, d\text{Im}(z)$. We wrote the gauge condition as one complex condition here, which upon complex conjugation would also imply the vanishing of $X_{2,-1}$ and $X_{1,-1}$ respectively.

In order to show the admissibility, we define the complex-valued function

$$V(\alpha) = \int_D \frac{d^2z}{(1 + |z|^2)^2} X \circ \gamma^{-1}_\alpha(z, \bar{z}) Y_{\ell,1}(z, \bar{z}).$$

(2.14)

Note that $Y_{\ell,1}(z, \bar{z}) = Y_{\ell,-1}(\bar{z}, z)$. We will call it $V_N(\alpha)$ when we set $\ell = 1$ and we are dealing with Neumann boundary condition. Similarly for the Dirichlet case, we will call it $V_D(\alpha)$ and set $\ell = 2$. Showing admissibility of the gauge amounts to showing that $V(\alpha)$ has a zero in the unit disk. In fact, we should also determine the number of zeros since this will be needed in the calculation of the Faddeev-Popov determinant eventually.

It turns out that the number of zeros of $V(\alpha)$ in the unit disk can be determined from its behavior near the boundary by using Stokes’ theorem as explained below. Thus, we first analyze the behavior of $V(\alpha)$ for $\alpha = \rho e^{i \theta}$ and $\rho$ close to 1. This behavior of $V(\alpha)$ is entirely universal, because $\gamma^{-1}_\alpha(z)$ is close to the boundary of the worldsheet disk for any choice of $z$ and $\rho \sim 1$. Thus in this limit one is only probing the function $X$ close to the boundary of the worldsheet disk, where its behavior is specified by the boundary conditions. We find

$$V_N(\alpha) = i(1 - \rho) e^{-i \theta} \sum_{\ell, m} h_N(\ell, m) \text{Im} \left( X_{\ell, m} e^{i m \theta} \right) + o(1 - \rho),$$

(2.15a)

$$V_D(\alpha) = (1 - \rho) e^{-i \theta} \sum_{\ell, m} h_D(\ell, m) \text{Re} \left( X_{\ell, m} e^{i m \theta} \right) + o(1 - \rho).$$

(2.15b)

The numbers $h_N(\ell, m)$ and $h_D(\ell, m)$ are real. Eq. (2.15) follows from the observation

$$\int_D \frac{4 d^2z}{(1 + |z|^2)^2} Y_{\ell, m} \circ \gamma^{-1}_\alpha(z, \bar{z}) Y_{1,1}(z, \bar{z}) = (1 - \rho) e^{i (m-1) \theta} h_N(\ell, m) + o(1 - \rho)$$

(2.16)

with $h_N(\ell, m) = -h_N(\ell, -m)$ for the Neumann boundary condition. This leads to only the imaginary part of $X_{\ell, m} e^{i m \theta}$ surviving in the sum. Furthermore, reality of $X_{0,0}$ implies the vanishing of the $m = 0$ term. For Dirichlet boundary condition, we instead have

$$\int_D \frac{4 d^2z}{(1 + |z|^2)^2} Y_{\ell, m} \circ \gamma^{-1}_\alpha(z, \bar{z}) Y_{2,1}(z, \bar{z}) = (1 - \rho) e^{i (m-1) \theta} h_D(\ell, m) + o(1 - \rho)$$

(2.17)

where $h_D(\ell, m) = h_D(\ell, -m)$. This leads to only the real part surviving. It is easy to compute these integrals in Mathematica for low values of $\ell$ and convince oneself of the validity of this behavior. We haven’t tried to give a rigorous proof of this property.

Now we consider eq. (2.15) and compute the following contour integral:

$$N = \frac{1}{2\pi i} \int_{\partial D} \frac{dV}{V}.$$
Here the contour encircles $D$ once in counterclockwise sense. To make this well-defined, we take the contour to be very close to the boundary. We can compute this directly from the behavior eq. (2.15):

$$
N = \frac{1}{2\pi i} \int_0^{2\pi} \frac{d(e^{-i\theta} f(\theta))}{e^{-i\theta} f(\theta)} = \frac{1}{2\pi i} \int_0^{2\pi} (-id\theta + d\log f(\theta)) = -1 + w(f).
$$

where $w(f)$ is the winding number of the function $f(\theta)$ (which we called $f_N$ and $f_D$ in eq. (2.15) depending on the boundary condition). We would like to conclude that the winding number $N$ of $V$ around the boundary is $-1$. However, $f(\theta)$ is real and is not generally sign definite, hence can potentially cross zero. For such functions, the winding number around zero is ill-defined. To cure this we perform the following replacement

- **Dirichlet**: $X \to X + i\varepsilon Y_1,0$,
- **Neumann**: $X \to X + \varepsilon Y_1,0$.

with fixed $\varepsilon \neq 0$. This results in an additive modification of eq. (2.15); the modified function $f(\theta)$ has a constant imaginary piece. This guarantees that the modified function $f(\theta)$ does not pass through the origin and $w(f) = 0$. So with this modification, we have

$$
N = -1.
$$

Before analyzing the above equation, let us discuss the meaning of the regularization. The path integral can be understood as a contour integral in the space of complex-valued $L^2$ functions. This translates into the reality condition $X_{\ell,m} = X_{\ell,-m}$ which specifies the contour for the modes. However, one can slightly shift the contour which should leave the value of the path integral unchanged. For the Dirichlet case, the eq. (2.20) amounts to $X_{1,0} \to X_{1,0} + i\varepsilon$. This should be thought of as doing the Gaussian integral over the $\text{Im}X_{1,0} = \varepsilon$ line instead of on the real line.\(^3\) We should also mention that the details of this modification do not matter. We could modify $X$ in any infinitesimal way, since any generic perturbation of a real function will result in a vanishing winding number. We just choose (2.20) for definiteness.

Eq. (2.21) implies that $V$ has exactly one zero in the disk, provided one counts zeros with signs and multiplicities as follows. For a generic complex function $V$ on the unit disk, zeros are isolated. We can encircle a zero by a contour and view $V(\alpha)$ restricted to the contour as a map $S^1 \to \mathbb{C} \setminus \{0\}$. There is a winding number associated to this map which is the order of zero. For example the function $V(\alpha) = \alpha$ has a zero of order 1 around the origin, whereas the function $V(\alpha) = \bar{\alpha}$ has a zero of order $-1$ around the origin. For a zero of order $n$, we compute easily

$$
\int_{\mathcal{C}} \frac{dV}{V} = n,
$$

where the contour $\mathcal{C}$ encircles only the zero of $V$. Now by Stokes’ theorem it follows that the sum of the orders of zeros has to be $-1$. In particular, there is at least one zero and the

\(^3\)The interpretation for the Neumann case is not as simple as the Dirichlet one, since here we are regulating using a component which does not really respect the Neumann boundary condition.
gauge is admissible. The significance of minus sign will become clear in following section when we discuss a signed version Faddeev-Popov gauge fixing procedure.

Once we have proved that the gauge is admissible, the regularization parameter $\varepsilon$ does not matter and can be set to 0. We will do so in rest of the calculation.

For different gauges with where we impose $X_{\ell,m} = 0$ with $m \notin \{-1, 1\}$, we should instead consider

\[ V(\alpha) = \int \mathcal{D}z \, \frac{d^2z}{(1 + |z|^2)^2} X \circ \gamma^{-1}_\alpha(z, \bar{z}) Y_{\ell,m}(z, \bar{z}). \]  

and then the overall winding number $N$ turns out to be $-m$. In what follows we will use the gauge where $m = 1$. It is possible to perform the computation with other choice of gauge as well with $m \neq 1$ (as long as $m \neq 0$ in which the gauge is no longer admissible).

### 2.2 Computation of the path integral

After these preparations, the actual computation of the gauge-fixed partition function is very easy. We can apply the modified Faddeev-Popov procedure that we reviewed in appendix C to our problem. It is modified in that it counts intersections of the gauge orbit with the gauge slice with signs. This is necessary because while the gauge we have chosen is admissible, it is not uniquely so. The modified FP-procedure cancels unwanted intersections of the gauge orbit and the gauge slice by counting them with minus signs. The gauge group is $\text{PSL}(2, \mathbb{R})$ and the gauge condition is $F(X) = (X^g)_{1,1} = 0$ for Neumann and $F(X) = (X^g)_{2,1} = 0$ for Dirichlet boundary conditions. The computation in the previous section 2.1 shows in fact precisely that the intersection number $I$ between the gauge orbit and the gauge slice is $I = -1$, independent of $X$, i.e.

\[ -1 = \int \mathcal{G} \, dg \, \det \text{Jac} F(X^g) \delta(F(X^g)). \]  

(2.24)

For $m \neq 1$, the l.h.s. of the above equation reads $-m$ instead of $-1$, since the intersection number is $I = -m$. In what follows we will use $m = 1$.

**Neumann Condition.** The Neumann condition involves the modes with $\ell + m$ even. The gauge fixing condition is $F(X) = X_{1,1} = 0$. The Jacobian

\[ \text{Jac} F(X^g) \]  

is linear in $X$. Hence it can be evaluated mode by mode. It is actually only non-vanishing for finitely many values of mode $X_{\ell,m}$. When expressing the group element $g$ in terms of $\alpha \in \text{PSU}(1, 1)/\text{U}(1)$ through (2.12) (and writing $X^\gamma \equiv X^\alpha$), we have in fact the identity

\[ 1 = -\int \frac{\pi d^2\alpha}{(1 - |\alpha|^2)^2} \, J_N(X^\alpha) \, \delta^2(F(X^\alpha)) \]  

(2.26)

with

\[ \pi J_N(X) = \frac{36}{5} (\text{Im} X_{2,2})^2 + \frac{36}{5} (\text{Re} X_{2,2})^2 - \frac{6}{5} X_{2,0}^2. \]  

(2.27)

The gauge-fixed path integral hence reads explicitly

\[ Z_{\text{disk}}^N = -\int \mathcal{D}X \, \delta(\text{Re} X_{1,1}) \delta(\text{Im} X_{1,1}) \, J_N(X) e^{-S[X]}. \]  

(2.28)
where the action in terms of modes is given by

\[ S[X] = \frac{1}{4\pi\alpha'} \sum_{\ell+m \in \mathbb{Z}} \ell(\ell+1)|X_{\ell,m}|^2. \]  

(2.29)

Hence in the ratio of the gauged and the ungauged CFT partition all but finitely many modes cancel. Thus it is given by a simple ratio of Gaussian integrals. It works out to be

\[ \frac{Z_{\text{disk}}^N}{Z_{\text{CFT}}^N} = -\frac{2}{\pi^2}. \]  

(2.30)

**Dirichlet boundary conditions.** The computation is completely analogous. The Fadeev-Popov determinant works out to be

\[ \pi J_D(X) = \frac{64}{7} \left[ (\text{Im} X_{3,2})^2 + (\text{Re} X_{3,2})^2 \right] - \frac{16}{5} \sqrt{\frac{3}{7}} X_{1,0} X_{3,0} - \frac{2}{5} (X_{1,0})^2 - \frac{96}{35} (X_{3,0})^2 \]  

(2.31)

in this case. In particular it again only involves finitely many modes and allows one to reduce the ratio of the gauged and the ungauged partition function to a ratio of finite-dimensional integrals. One again recovers

\[ \frac{Z_{\text{disk}}^D}{Z_{\text{CFT}}^D} = \frac{Z_{\text{disk}}^N}{Z_{\text{CFT}}^N} = -\frac{2}{\pi^2} = \text{Regularized volume of } \text{PSL}(2,\mathbb{R}), \]  

(2.32)

in agreement with the regularization procedure discussed in [4]. This is the result we anticipated in eq. (2.7).

### 3 Gauge fixing \( dX(0) = 0 \)

In this section, we repeat the calculation using a different gauge choice. We mostly focus on the Neumann case and indicate the necessary changes for the Dirichlet case. We used the gauge choice \( X_{1,\pm 1} = 0 \) before. The difficulty for this gauge choice was to establish admissibility. We saw that the gauge is not uniquely fixed, but counting solutions with a sign of the corresponding Jacobian that enters the Faddeev-Popov determinant, there is always a unique solution (up to the subtlety that we had to shift the contour slightly in the complex plane). On the other hand, it was almost trivial to compute the path integral with the insertion of the corresponding delta-function and the Jacobian, because this only involved finitely many modes \( X_{\ell,m} \).

In this section we will shift the difficulty — our gauge choice is easily seen to be admissible, but computing the actual path integral will be more technical.

#### 3.1 Admissibility and uniqueness

Our gauge condition reads

\[ dX(0) = 0, \]  

(3.1)

i.e. the center of the disk is a local extremum for one of the spacetime coordinates \( X \). As before, this leaves the \( U(1) \subset \text{PSL}(2,\mathbb{R}) \) subgroup unbroken. But since \( U(1) \) is compact,
it simply yields an additional factor of $\pi$ in the final result. We will first discuss this condition for Neumann boundary conditions.

Before discussing admissibility of this gauge, we should address a subtlety. The restriction $X_{|\partial D}$ is a function on $\partial D \cong S^1$ and as such would have local extrema (at least two of them). Since for Neumann boundary conditions, also $\partial_n X_{|\partial D} = 0$, it follows that this local extrema of $X_{|\partial D}$ are also local extrema of $X$. Thus for generic $X$ there are always local extrema on the boundary of the disk. This is undesirable for our purposes. To rectify this behavior, we modify slightly the boundary condition as follows:

$$\partial_n X(z)\big|_{\partial D} = \varepsilon$$

for small $\varepsilon$. $\varepsilon$ can in principle be a non-trivial function on the boundary of the disk — our only requirement is that it doesn’t possess a zero. We think of $\varepsilon$ as being very small. This choice guarantees us that there will be no local extrema on the boundary of the disk. Our modification either shifted them slightly outside or inside of the disk.

Now we can discuss admissibility of the gauge. For this consider $dX$, which we can view as a vectorfield over $D$. We equip $D$ with a flat metric, so that vectorfields can be identified with 1-forms. Then this vectorfield has roughly the form as depicted in figure 1. In the example of the figure, there are three extrema: two (local) maxima and one saddle point. Thus, our gauge choice is admissible in this example, but not uniquely so. In general, the number of (local) maxima, minima and saddlepoints is constrained by the Poincaré-Hopf theorem.\(^5\) The Poincaré-Hopf theorem says that for a vectorfield of the form we are considering

$$\# \text{ maxima} - \# \text{ saddle points} + \# \text{ minima} = 1 .$$

\(^4\)The volume of $U(1)$ is $\pi$ and not $2\pi$ because the gauge group is $\text{PSL}(2, \mathbb{R})$ and not $\text{SL}(2, \mathbb{R})$.

\(^5\)Or alternatively by the Morse lemma when $X$ is a Morse function.
The r.h.s. of this equation is the Euler characteristic of the disk. This equation shows in particular that the gauge is admissible.

We are thus in a similar situation as for the other gauge, where the gauge is not uniquely fixed, but different solutions to the gauge condition are constrained by a topological condition. We can exploit this by considering the following quantity

$$\int_{\text{PSL}(2, \mathbb{R})} \left( \text{det} \left( \text{Hess}(X(0)) \right) \right) (dX(0))^2 \, \delta^2(dX(0)).$$

(3.4)

Here, $d\gamma$ is the Haar measure and $X(\gamma) \equiv X \circ \gamma^{-1}$ as before. $\text{Hess}(X)(0)$ is the Hessian matrix

$$\text{Hess}(X)(0) = \begin{pmatrix} \partial_x^2 X(0) & \partial_x \partial_y X(0) \\ \partial_y \partial_x X(0) & \partial_y^2 X(0) \end{pmatrix}.$$  

(3.5)

Given our previous discussion, we can evaluate this expression very explicitly. As before, we can parametrize the coset $\text{PSL}(2, \mathbb{R})/U(1)$ by $\alpha \in D$, see eq. (2.12). Following the logic of the modified Faddeev-Popov procedure, this evaluates to

$$\int_{D} \frac{\pi \, d\alpha \, \tilde{d}\alpha}{(1 - |\alpha|^2)^2} \text{det}(\text{Hess}(X^\alpha)(0)) \delta^2(dX^\alpha(0)) = \pi \sum_{\alpha_0} \text{sgn} \left( \text{det} \left( \text{Hess}(X(\alpha_0)) \right) \right).$$

(3.6)

We finally have

$$\text{sgn} \left( \text{det} \left( \text{Hess}(X(\alpha_0)) \right) \right) = \begin{cases} +1 & \alpha_0 \text{ is a maximum or minimum of } X(z) \\ -1 & \alpha_0 \text{ is a saddlepoint of } X(z) \end{cases}$$

(3.7)

Thus, by the topological constraint (3.3) on the maxima, minima and saddlepoints, we have simply

$$\int_{D} \frac{\pi \, d\alpha \, \tilde{d}\alpha}{(1 - |\alpha|^2)^2} \text{det}(\text{Hess}(X^\alpha)(0)) \delta^2(dX^\alpha(0)) = \pi.$$ 

(3.8)

In other words, the intersection number between the gauge slice and the gauge orbit is $I = 1$. The general logic is again given by the modified FP-procedure that we review in appendix C. We finally insert this identity in the path integral for the disk partition function

$$\int \frac{D X}{\text{vol PSL}(2, \mathbb{R})} e^{-S[X]} = \frac{1}{\pi} \int \frac{D X}{\text{vol PSL}(2, \mathbb{R})} \int_D \frac{\pi \, d\alpha \, \tilde{d}\alpha}{(1 - |\alpha|^2)^2} \text{det}(\text{Hess}(X^\alpha)(0)) \delta^2(dX^\alpha(0)) e^{-S[X]}.$$ 

(3.9)

While we suppressed the other directions of the sigma model as well as the ghost fields, we should remember that they are present in order to have a non-anomalous PSL$(2, \mathbb{R})$ symmetry. We suppress them from the notation for simplicity. With this convention, both the measure and the action are invariant under PSL$(2, \mathbb{R})$ transformations $- \, D X = D X^\gamma$ and $S[X^\gamma] = S[X]$. Thus, after replacing $X$ by $X^\alpha$ in the measure and the action, we can rename $X^\alpha \to X$ everywhere. The $\alpha$-integral then formally is

$$\int_D \frac{\pi \, d\alpha \, \tilde{d}\alpha}{(1 - |\alpha|^2)^2} = \int_{\text{PSL}(2, \mathbb{R})} d\gamma = \text{vol PSL}(2, \mathbb{R}),$$

(3.10)
which cancels the corresponding factor in the denominator (at least this is our definition what we mean by vol PSL(2, $\mathbb{R}$)). Thus, we end up with the following gauge-fixed form of the disk partition function

$$Z_{\text{disk}} = \frac{1}{\pi} \int \mathcal{D}X \det(\text{Hess}(X)(0)) \delta^2(dX(0)) e^{-S[X]}.$$  \hspace{1cm} (3.11)

**Dirichlet case.** Let us indicate the changes for the Dirichlet case. Here, $X|_{\partial D} = 0$ and so the derivative along the boundary of $X$ vanishes. Hence we again expect that generically there can be critical points of $X(z)$ on the boundary $\partial D$ and we require a similar regularization as before. This situation is topologically completely equivalent to the Neumann case if we rotate the vectorfield pointwise by 90 degrees. Then the normal derivative and the derivative along the boundary get interchanged and we are back to the Neumann situation that can be regularized as discussed above. Thus, we again have after regularization

$$\# \text{ maxima} - \# \text{ saddle points} + \# \text{ minima} = 1 .$$  \hspace{1cm} (3.12)

The rest of the computation did not require the boundary condition and hence (3.11) also holds for Dirichlet boundary conditions.

### 3.2 Computation of the path integral

Next, we compute the gauge-fixed path integral eq. (3.11). We choose a flat metric on the disk for simplicity and set $\alpha' = 1$. We will again perform the computation first for Neumann boundary conditions and indicate the changes for Dirichlet boundary conditions below. Let us introduce the standard generating functional

$$W(J) = \left\langle \exp \left( i \int d^2 z X(z) J(z) \right) \right\rangle ,$$  \hspace{1cm} (3.13)

where the correlation function is normalized such that $\langle 1 \rangle = 1$. Here, $J(z)$ is an arbitrary source for $X$. We can compute the generating functional in the following standard way. The Green’s function for the Laplacian on the disk with Neumann boundary conditions reads

$$G(z, w) = \frac{1}{2\pi} \left( \log |z - w| + \log (|w||z - w^*|) \right) - \frac{1}{4\pi} \left( |z|^2 + |w|^2 \right) ,$$  \hspace{1cm} (3.14)

where $w^* = \frac{w}{|w|^2}$ is the point reflected at the unit circle. This Green’s function is symmetric, which becomes obvious if we write it in the form

$$G(z, w) = \frac{1}{2\pi} \left( \log |z - w| + \log |1 - z\bar{w}| \right) - \frac{1}{4\pi} \left( |z|^2 + |w|^2 \right) .$$  \hspace{1cm} (3.15)

It satisfies

$$\Delta_z G(z, w) = \delta^2(z, w) - \frac{1}{\pi} .$$  \hspace{1cm} (3.16)

The correction is expected, because the Laplacian has a zero mode and thus the inverse only exists for non-zero modes. One can complete the square in the path integral and derive

$$W(J) = \exp \left( \pi \int d^2 z \ d^2 w \ G(z, w) J(z) J(w) \right) .$$  \hspace{1cm} (3.17)
This expression is valid as long as the zero mode $\int d^2z \ J(z)$ vanishes. This will always be satisfied below since our gauge fixing condition does not involve the zero mode.

Now we turn again to eq. (3.11). It involves composite operators such as the determinant of the Hessian which have to be defined properly. Our regularization is to use point splitting. Correspondingly, the determinant of the Hessian becomes

$$\partial_x^2 X(z_x) \partial_y^2 X(z_y) - \partial_x \partial_y X(z_x) \partial_x \partial_y X(z_y).$$

(3.18)

Here and in the following $\partial_x \ (\partial_y)$ is the derivative with respect to the real (imaginary) part of the complex argument. We find it less confusing to use real coordinates in the computation. We used $z_x$ and $z_y$ for the two point-split points to remember which one carries more $x$ and $y$-derivatives. We ultimately want to take them both to zero. Similarly, the $\delta$-functions can be taken to be

$$\delta(\partial_x X(z_x)) \delta(\partial_y X(z_y)).$$

(3.19)

It turns out that in the following computation it is very natural to take them at the same coordinates as the entries of the Hessian matrix — this will not lead to singularities. In fact, this point-split version of the integral simply comes from the modified gauge condition $\partial_x X(z_x) = 0$ and $\partial_y X(z_y) = 0$.

(3.20)

As a first step, we can compute

$$\tilde{W}(J) = \left\langle \delta(\partial_x X(z_x)) \delta(\partial_y X(z_y)) \exp \left( i \int d^2z \ X(z) J(z) \right) \right\rangle$$

(3.21)

$$= \left( 2\pi \right)^2 \int_{-\infty}^{\infty} d k_x d k_y \ W(J + k_x \partial_x \delta^2(z - z_x) + k_y \partial_y \delta^2(z_y)).$$

(3.22)

Notice that as promised, the modified source still does not have a zero mode. We can plug in the explicit form of $W(J)$ to obtain

$$\tilde{W}(J) = \frac{W(J)}{(2\pi)^2} \int_{-\infty}^{\infty} d k_x d k_y \ \exp \left( \pi \sum_{i,j \in \{x,y\}} k_i k_j \partial_i^{(1)} \partial_j^{(2)} G(z_i, z_j) \right. \left. - 2\pi \sum_{i \in \{x,y\}} k_i \int d^2z \ \partial_i^{(2)} G(z, z_i) J(z) \right).$$

(3.23)

The superscript (1) and (2) indicates whether the derivative acts on the first or second entry of the Green’s function. Remembering that we use point splitting to define Green’s functions at coincident points, we need to subtract the singular piece of the Green’s function that is $\frac{1}{2\pi} \log |z - z|$. This gives

$$G_{\text{reg}}(z, z) = \frac{1}{2\pi} \left( \log \left( 1 - |z|^2 \right) - |z|^2 \right).$$

(3.24)

We next compute the integral over $k_x$ and $k_y$. Let

$$A_{i,j} = -\partial_i^{(1)} \partial_j^{(2)} G(z_i, z_j), \quad b_i = \int d^2z \ \partial_i^{(2)} G(z, z_i) J(z).$$

(3.25)
We thus simply compute the Gaussian integral with the result
\[
\tilde{W}(J) = \frac{W(J)}{(2\pi)^2 \sqrt{\det(A)}} \exp \left( \pi \sum_{i,j} b_i(A^{-1})_{i,j} b_j \right).
\]  
(3.26)

It turns out that the matrix $A$, although complicated is indeed positive definite so that the integral over $k_x$ and $k_y$ is well-defined. By direct computation, we have
\[
\det(A) \bigg|_{z_x=0,z_y=0} = \frac{1}{(2\pi)^2}.
\]  
(3.27)

Also the exponential behaves nicely in the limit where $z_x \to 0$ and $z_y \to 0$ and we obtain
\[
\sum_{i,j} b_i(A^{-1})_{i,j} b_j = 2\pi \int d^2 z \, d^2 w \, \sum_{\mu \in \{x,y\}} \partial_{\mu}^{(2)} G(z,0) \partial_{\mu}^{(2)} G(w,0) J(z) J(w)
\]  
(3.28)

Let us define
\[
\tilde{G}(z,w) = G(z,w) + 2\pi \sum_{i \in \{x,y\}} \partial_i^{(2)} G(z,0) \partial_i^{(2)} G(w,0).
\]  
(3.29)

Thus, after specialization of $z_x = z_y = 0$, we have
\[
\tilde{W}(J) = \frac{1}{2\pi} \exp \left( \pi \int d^2 z \, d^2 w \, \tilde{G}(z,w) J(z) J(w) \right)
\]  
(3.30)

To complete the computation, we also want to include the effect of the Hessian. Point-splitting again, we simply obtain it by taking functional derivatives. Remembering also the additional factor of $\frac{1}{\pi}$ from the volume of the residual gauge group $U(1)$, we want to compute
\[
\frac{Z_{\text{disk}}}{Z_{\text{CFT}}} = -\frac{1}{2\pi} \lim_{z_x \to 0, z_y \to 0} \left( (\partial_x^{(1)})^2 (\partial_y^{(2)})^2 - (\partial_x^{(1)}) \partial_y^{(1)} (\partial_x^{(2)}) \partial_y^{(2)}) \right) \frac{\delta}{\delta J(z_x)} \frac{\delta}{\delta J(z_y)} \tilde{W}(J) \bigg|_{J=0}
\]  
(3.31)

\[
= -\frac{1}{\pi} \lim_{z_x \to 0, z_y \to 0} \left( (\partial_x^{(1)})^2 (\partial_y^{(2)})^2 - (\partial_x^{(1)}) \partial_y^{(1)} (\partial_x^{(2)}) \partial_y^{(2)}) \right) \tilde{G}(z_x,z_y).
\]  
(3.32)

Here, $Z_{\text{CFT}}$ is the CFT partition function without gauging of $\text{PSL}(2,\mathbb{R})$. There are two terms — from the original $G(z,w)$ and from the correction term in eq. (3.29). The second term leads again to Green’s functions at coincident points which we regularize as before. A direct computation then leads to
\[
\frac{Z_{\text{disk}}}{Z_{\text{CFT}}} = -\frac{1}{\pi} \times \frac{2}{\pi} = -\frac{2}{\pi^2}.
\]  
(3.33)

This is in perfect agreement with our earlier calculation.

**Dirichlet case.** For Dirichlet boundary conditions, the following changes need to be made. The Green’s function now takes the form
\[
G(z,w) = \frac{1}{2\pi} (\log |z - w| - \log |1 - z\bar{w}|)
\]  
(3.34)
and there is no zero mode. Furthermore, the matrix $A_{i,j}$ is negative definite in this case and thus the integral over $k_x$ and $k_y$ is a priori ill-defined. However, one can still go on by employing a double Wick rotation $k_p \rightarrow ik_p$ (but the answer is less well-defined in this case). This leads to

$$\tilde{W}(J) = -\frac{W(J)}{(2\pi)^2 \sqrt{\det(A)}} \exp\left(\pi \sum_{i,j} b_i (A^{-1})_{i,j} b_j\right),$$

where the various quantities are given by analogous expressions as in the Neumann case. The extra minus sign comes from the analytic continuation. The Wick rotation exchanges branches of the square root. The remaining steps are completely analogous and one obtains the result

$$\frac{Z_{\text{disk}}}{Z_{\text{CFT}}} = \frac{1}{\pi} \times \left(-\frac{2}{\pi}\right) = -\frac{2}{\pi^2}.$$

### 4 Relation to a one-point function

In this section, we will explain yet another method to compute the disk partition function by relating it to a one-point function. This is more along the lines how the disk partition functions were evaluated previously in the literature. Actually, this was done historically by using the soft dilaton theorem [11, 12] that relates the disk partition function to a one-point function of the dilaton with zero momentum. This exploits the fact that the dilaton appears in the spacetime effective action as an exponential. The computation we present here is simpler because one does not have to deal with the subtleties of the dilaton vertex operator and one does not have to make any assumption about the spacetime theory.

#### 4.1 Marginal operator

Let us suppose that there is a circle of radius $R$ in the spacetime which is described by a compact free boson $X \sim X + 2\pi L$. As before, we want to compute the path integral over the worldsheet CFT with a PSL(2, $\mathbb{R}$) gauging and compare it with the path integral without gauging.

We make use of the fact that the worldsheet partition function as well as the gauged string partition function should behave in a simple way on $L$. In fact, $L$ only enters in the path integral formalism through the zero modes which leads to the behavior

Neumann: $Z_{\text{CFT}} \propto L^1$, \hspace{2cm} (4.1a)

Dirichlet: $Z_{\text{CFT}} \propto L^0$, \hspace{2cm} (4.1b)

because the zero mode is only present for the Neumann boundary condition. We assume that this property continues to be true in the full string partition function $Z_{\text{disk}}$.

In the worldsheet path integral

$$Z_{\text{CFT}} = \int D X \ e^{-S[X]},$$

(4.2)
we can make the $L$-dependence explicit by defining $X' = L^{-1}X$, which has the periodicity. Then the worldsheet path integral reads

$$Z_{\text{CFT}} = L^\gamma \int \mathcal{D}X' e^{-L^2S[X']} , \quad (4.3)$$

We put a prefactor $L^\gamma$ in front of the path integral to account for the fact that the measure $\mathcal{D}X'$ should also transform under this replacement. Since the replacement $X' = L^{-1}X$ is linear, the most general transformation is given by an overall factor $L^\gamma$. However, the precise value of the exponent $\gamma$ is scheme dependent and we leave it open. One can for example compute that in zeta-function regularization $\gamma = \frac{1}{6}$. Let us write $V(z) = g^{ab}\partial_a X' \partial_b X'(z)$ in the following for simplicity. We thus have

$$\partial_L(L^{-\gamma}Z_{\text{CFT}}) = \frac{L}{2\pi\alpha'} \int \mathcal{D}X' \int \frac{d^2z}{\sqrt{g}} V(z) e^{-L^2S[X']} \int \mathcal{D}X' e^{-L^2S[X']} . \quad (4.4)$$

In this expression it is now very simple to gauge fix because we are computing a one-point function. We can put the vertex operator $V(z)$ in the center of the disk. We take the disk again to be the unit disk with flat metric so that the vertex operator is inserted at $z = 0$. The remaining Faddeev-Popov determinant is simply $\frac{1}{\pi}$ coming from the unbroken $U(1)$. We thus deduce

$$\frac{\partial_L(L^{-\gamma}Z_{\text{disk}})}{L^{-\gamma}Z_{\text{CFT}}} = -\frac{L}{2\pi^2\alpha'} \langle V(0) \rangle_L , \quad (4.5)$$

where the normalized expectation value is taken w.r.t. the action $L^2S[X']$.

### 4.2 Computation

After having related the disk partition function to a one-point function, we proceed with the calculation. The expectation value $\langle V(0) \rangle_L$ can be computed via Green’s functions as in section 3. To start, we first point split the operator $V(z)$ and compute the two point function

$$4\langle \partial X(z) \bar{\partial} X(w) \rangle \quad (4.6)$$

instead which in the limit $z, w \to 0$ gives the desired one-point function. Here we wrote again $X$ for $X'$ to avoid cluttering the notation. This gives

$$\frac{\partial_L(L^{-\gamma}Z_{\text{disk}})}{L^{-\gamma}Z_{\text{CFT}}} = -\frac{L}{2\pi^2\alpha'} \times \left(-\frac{2\pi\alpha'}{L^2}\right) \times 4 \lim_{z,w \to 0} \partial_z \bar{\partial}_w G(z, w) . \quad (4.7)$$

The additional factor comes from the generating functional $W(J)$ that we determine as in section 3.

Notice that so far everything works with both boundary conditions. We also make the important remark that through point-splitting we have chosen a renormalization scheme and thus we can only expect agreement for a specific $\gamma$. For this reason we will consider a combination of the Neumann and Dirichlet partition functions where the scheme dependence cancels. We can compute the ratio

$$\frac{Z_{\text{disk}}}{LZ_{\text{CFT}}} = \frac{\partial_L(L^{-\gamma}Z^N_{\text{disk}})}{L^{-\gamma}Z^N_{\text{CFT}}} - \frac{\partial_L(L^{-\gamma}Z^D_{\text{disk}})}{L^{-\gamma}Z^D_{\text{CFT}}} . \quad (4.8)$$
In this equality, we used the proportionalities (4.1) as well as the expectation that the ratio $Z_{\text{disk}}/Z_{\text{CFT}}$ does not depend on the boundary conditions as well as independent of $L$. We finally learn
\[
\frac{Z_{\text{disk}}}{Z_{\text{CFT}}} = \frac{4}{\pi} \lim_{z,w \to 0} \partial_z \bar{\partial}_w \left( G^N(z,w) - G^D(z,w) \right) = \frac{4}{\pi} \lim_{z,w \to 0} \partial_z \bar{\partial}_w \left( \frac{1}{\pi} \log |1 - z\bar{w}| - \frac{1}{4\pi}(|z|^2 + |w|^2) \right)
\]
(4.9)
\[
= -\frac{2}{\pi^2} \lim_{z,w \to 0} \frac{1}{(1 - z\bar{w})^2} = -\frac{2}{\pi^2},
\]
(4.10)
in agreement with our previous results. Here we used the explicit form of the Green’s function eq.(3.15) and eq.(3.34).

## 5 Application to D-branes

In this section, we apply our method to the computation of D-brane tension. Let us imagine a setup with a D$p$-brane in directions 0 through $p$ (in flat spacetime). Then without turning on any fluxes, the worldvolume action of the D-brane is given by the DBI-action — the higher-dimensional generalization of the Nambu-Goto action (in the Einstein frame):
\[
S_{\text{D$p$-brane}} = T_p \int d^{p+1}x \sqrt{\det(G^{(p)})} = T_p \text{vol}(D_p),
\]
(5.1)
where $\text{vol}(D_p)$ is the $(p + 1)$-dimensional worldvolume in spacetime the D-brane occupies and $T_p$ is the D$p$-brane tension — the object we want to compute. We do not turn on any $B$-field or gauge field background values. The fact that $\text{vol}(D_p)$ is infinite is not a problem in our analysis. We could imagine that in a Euclidean spacetime, directions 0 through $p$ are toroidally compactified so that the worldvolume becomes finite. We already know that $T_p \propto g_s^{-1}$ (the closed string coupling) since D-branes are non-perturbative objects. Hence the partition function of the system is to leading order in $g_s$ given by
\[
Z_{\text{D$p$-brane}} = e^{-S_{\text{D$p$-brane}}} = e^{-T_p \text{vol}(D_p)}
\]
(5.2)
This partition function needs to be reproduced by a worldsheet computation. To leading order in $g_s$, the worldsheet partition function of a single open string ending on the D-brane is given by the disk partition function $Z_{\text{disk}}$. To account for the fact that there can be arbitrarily many strings present we need to exponentiate the single-string answer. So we require
\[
e^{-T_p \text{vol}(D_p)} = e^{Z_{\text{disk}} + \mathcal{O}(1)}.
\]
(5.3)
Hence
\[
T_p = -\frac{Z_{\text{disk}}}{\text{vol}(D_p)} = -\frac{Z_{\text{disk}}^{(p)}}{\text{vol}(D_p) \text{vol}(\text{PSL}(2, \mathbb{R}))}.
\]
(5.4)
Here we used the above computations that showed that passing from the disk partition function with $\text{PSL}(2, \mathbb{R})$ gauged to the ungauged CFT partition function gives rise to a relative factor given by the effective volume of $\text{PSL}(2, \mathbb{R})$. The superscript $(p)$ reminds us
that there are \( p + 1 \) Neumann directions and \( D - p - 1 = 25 - p \) Dirichlet directions in the partition function.

We also note that it was crucial that the effective volume of \( \text{PSL}(2, \mathbb{R}) \) turned out to be negative in order to get a positive D-brane tension.\(^6\)

5.1 \( p \)-dependence

As a first step in our computation, we fix the \( p \)-dependence of \( T_p \). We use the fact that the effective volume of \( \text{PSL}(2, \mathbb{R}) \) can be assigned a finite regularized value (the precise value becomes important only in the next subsection) and arrive at

\[
\frac{T_{p+1}}{T_p} = \frac{Z_{\text{CFT}}^{(p+1)}}{Z_{\text{CFT}}^{(p)}} = \frac{Z_{\text{CFT}}^N}{Z_{\text{CFT}}^D} \text{vol}(\mathbb{R}),
\]

where \( Z_{\text{CFT}}^{N,D} \) are the CFT partition functions for a single free boson. All other directions in the worldsheet partition function as well as the ghost partition functions cancel. The volume appearing here is the volume in the direction \( p + 1 \). This will remove the zero mode from the Neumann partition function. Let us compute the partition function on a hemisphere of radius \( R \) in zeta-function renormalization [13]. The non-zero modes lead to

\[
Z_{\text{CFT}}^{N,D} = (\text{zero modes}) \times \prod_{\lambda} \sqrt{\frac{4\pi^2 \alpha' R^2}{\lambda}}.
\]

The product runs over all eigenvalues of \(-\Delta\) on the unit sphere with the correct boundary conditions. The zero mode for the Neumann condition leads to the following contribution.

By definition, we normalized the path integral as follows. Choose an orthonormal basis of \( \Delta \). Then the path integral is simply given by the usual integral over the all the coefficients in this orthonormal basis. The constant function is hence normalized as \( \frac{1}{\sqrt{2\pi R}} \). Thus, the zero mode integral is

\[
\int_{-L\sqrt{2\pi R}}^{L\sqrt{2\pi R}} dX_0 = \sqrt{2\pi R} \text{vol}(\mathbb{R}),
\]

where we imagined that the D-brane extends in some region \([-L, L]\). This again does not matter for the final result, we only need the factor \( \sqrt{2\pi R} \) that arises from the correct normalization.

Finally, we note that the eigenvalues of the Laplacian \(-\Delta\) are just \( \ell(\ell + 1) \). For Neumann boundary conditions, they have multiplicity \( \ell + 1 \), whereas for Dirichlet boundary conditions, they have multiplicity \( \ell \). Thus,

\[
\frac{T_{p+1}}{T_p} = \sqrt{2\pi R} \prod_{\ell=1}^{\infty} \sqrt{\frac{4\pi^2 \alpha' R^2}{\ell(\ell + 1)}} = \frac{1}{\sqrt{2\pi \alpha'}} \prod_{\ell=1}^{\infty} \frac{1}{\sqrt{\ell(\ell + 1)}}.
\]

\(^6\)One could repeat the same computation for O-planes, whose tensions are computed by the projective plane \( \mathbb{R}P^2 \) diagram. In this case, the residual symmetry group is \( \text{SO}(3) \), which is compact. Correspondingly, the tension of O-planes turns out to be negative.
Since the result is independent of $R$, we made the convenient choice $R = \frac{1}{2\pi \alpha'}$. The infinite product can be evaluated using zeta-function regularization.\footnote{Tree level partition functions in zeta-function regularization in string theory were considered in [14–16].} Define

$$
\zeta_{N/D}(s) = \sum_{\ell=1}^{\infty} \frac{1}{(\ell(\ell+1))^s}.
$$

(5.9)

We want to compute $\zeta'_{N/D}(0)$ which enters the regulated ratio of determinants. For this, we write

$$
\zeta_{N/D}(s) = \sum_{\ell=1}^{\infty} \left( \frac{1}{\ell^{2s}} - \frac{s}{\ell^{2s+1}} \right) + \sum_{\ell=1}^{\infty} \frac{1}{\ell^{2s}} \left( \frac{1}{(1+\ell^{-1})^s} - 1 + \frac{s}{2} \right).
$$

(5.10)

The first sum can be expressed through the Riemann zeta-function, whereas the second sum converges absolutely for $\text{Re} \, s > -\frac{1}{2}$. Hence to evaluate the derivative at $s=0$, we can commute the derivative with the sum. We obtain

$$
\zeta'_{N/D}(0) = 2\zeta'(0) - \gamma + \sum_{\ell=1}^{\infty} \left( \frac{1}{\ell} - \log \left( 1 + \frac{1}{\ell} \right) \right).
$$

(5.11)

Here, we used already that the Riemann zeta-function behaves near $s=1$ as

$$
\zeta(s) = \frac{1}{s-1} + \gamma + \mathcal{O}(s-1),
$$

(5.12)

where $\gamma$ is the Euler-Mascheroni constant. Furthermore, we can use that $\zeta'(0) = -\frac{1}{2} \log(2\pi)$. The remaining sum is seen to be equal to $\gamma$ by definition:

$$
\sum_{\ell=1}^{n} \left( \frac{1}{\ell} - \log \left( 1 + \frac{1}{\ell} \right) \right) = \sum_{\ell=1}^{n} \frac{1}{\ell} - \log(n+1) \xrightarrow{n \to \infty} \gamma,
$$

(5.13)

where we used the logarithmic piece is a telescoping sum. Finally, we simply obtain

$$
\zeta'_{N/D}(0) = 2\zeta'(0) = -\log(2\pi).
$$

(5.14)

Putting the pieces together gives

$$
\frac{T_{p+1}}{T_p} = \frac{1}{\sqrt{2\pi \alpha'}} \exp \left( \frac{1}{2} \zeta'_{N/D}(0) \right) = \frac{1}{2\pi \sqrt{\alpha'}}.
$$

(5.15)

\subsection*{5.2 Fixing normalization}

After having fixed the $p$-dependence, we can compute the overall normalization. We follow here the conventions of Polchinski \cite{polchinski}. We will compute the normalization for the D25-brane where we only impose Neumann boundary conditions. In his notation,

$$
Z_{\text{CFT}} = C_{D_2} = \frac{1}{\alpha' g_s^2},
$$

(5.16)
where \( g_o \) is the open string coupling, compare to eq. (6.4.14) in Polchinski. We also have the following relation of the gravitational coupling \( \kappa = \sqrt{8 \pi G_N} \) to the open string coupling (eq. (6.6.18) and eq. (8.7.28)):
\[
\kappa = 2\pi g_c = 2^{-17} \pi - \frac{23}{2} \left( \alpha' \right)^{-6} g_o^2.
\] (5.17)

Finally, we should remember that the effective volume of the group PSL(2, \( \mathbb{R} \)) is \(-2\pi^2\) in Polchinski’s normalization, see also the discussion in appendix B. This is because the normalization of the ghosts lead to a different normalization of the measure on PSL(2, \( \mathbb{R} \)) than the one we were considering above. Thus we can express the result for the D-brane tension as follows:
\[
T_{25} = \frac{1}{2\pi^2} Z_{\text{CFT}} = \frac{1}{2\pi^2\alpha' g_o^2} = \frac{\sqrt{\pi}}{16 \kappa} \left( 4\pi^2 \alpha' \right)^{-7}.
\] (5.18)

For a general Dp-brane, we combine this result with eq.(5.15) and obtain
\[
T_p = \frac{\sqrt{\pi}}{16 \kappa} \left( 4\pi^2 \alpha' \right)^{\frac{11 - p}{2}}.
\] (5.19)

This agrees with eq. (8.7.26) of Polchinski and hence provides a simple way of computing D-brane tensions.

6 Conclusions

We found that the disk partition function in string theory can be rigorously computed using standard path integral methods. Using one of the bosons on the worldsheet, one can further fix the residual gauge group PSL(2, \( \mathbb{R} \)). We gave two possible gauge choices: in section 2 we imposed that when expanding the boson \( X \) into spherical harmonics, one of the coefficients is absent. In section 3 we imposed that the derivative of \( X \) vanishes at the origin of the worldsheet disk. Finally, in section 4 we used a more standard procedure and made use of the presence of a modulus in the worldsheet CFT which allows one to relate the result to a one-point function through conformal perturbation theory. In all these methods, the conclusion was the same: the group PSL(2, \( \mathbb{R} \)) behaves as if it had a finite volume \(-\pi^2\) in the path integral (for a suitable normalization of the metric on the group).

We finally saw in section 5 that the disk partition function gives a very direct derivation of the D-brane tensions without the detours that are usually taken in the literature.

In the following we mention some open questions and future directions.

Infinite volume. We have given three independent computations of the disk partition function and to us they are quite convincingly showing that the gauge group PSL(2, \( \mathbb{R} \)) should be thought of having finite volume. However, conceptually, this is somewhat counterintuitive. One starts in CFT with an integral over a function space \( L^2(D) \) with Neumann or Dirichlet boundary conditions which is finite after an appropriate regularization. Gauging of PSL(2, \( \mathbb{R} \)) identifies the gauge orbits, which are non-compact slices inside \( L^2(D) \). If we would talk about a finite-dimensional integral, such an identification surely would lead to a vanishing result, due to the non-compactness of the gauge orbits. The finiteness of the result for the path integral is hence very unexpected and a result of an interesting interplay between the non-compactness of the gauge group and the subtleties of the path integral.
**Sphere partition function.** Given our success with the disk partition function, one should ask whether one can similarly compute the more interesting sphere partition function in a similar manner. This does not seem to be the case from several perspectives.

1. Liu and Polchinski applied the same regularization procedure as for PSL(2, \(\mathbb{R}\)) to the case of PSL(2, \(\mathbb{C}\)). However, one also gets a logarithmic divergence in the cutoff that is akin to the appearance conformal anomaly in holographic renormalization [18]. This prevents one from assigning a well-defined value to the volume.

2. The sphere partition function in flat space is expected to vanish. If we could perform a similar gauge fixing procedure as explored in this article using one flat spacetime direction, we would conclude that the sphere partition function should be vanishing for every background with a flat direction in it. This is not the case — counterexamples include \(c = 1\) string theory and \(\text{AdS}_3 \times S^3 \times T^4\). Thus, one spacetime direction should not be sufficient to fix the gauge.

3. The sphere partition function should vanish for a compact target space. This is expected from supergravity where the on-shell action is a total derivative and hence vanishes for a compact spacetime. However, the ungauged worldsheet partition function is clearly non-vanishing and so PSL(2, \(\mathbb{C}\)) needs to have an infinite volume for consistency.

For these reasons, the computation of the sphere partition function is a much more subtle problem than the disk partition function that we have treated in this paper.
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**A Conventions**

**A.1 The non-linear sigma-model**

We take the non-linear sigma-model on the worldsheet Riemann surface \(\Sigma\) to be

\[
S[g, X] = \frac{1}{4\pi\alpha'} \int_{\Sigma} d^2 z \sqrt{g} g^{ab} \partial_a X^\mu \partial_b X^\nu G_{\mu\nu}(X),
\]

where \(G_{\mu\nu}(X)\) is the spacetime metric. We will not have need of the \(B\)-field and the dilaton, since we assume throughout the text that there is one flat direction in spacetime that does not support a non-trivial \(B\)-field or a non-constant dilaton.
Let us review the gauge symmetries of the worldsheet action:

1. Diffeomorphism symmetry:

\[ X(z) \mapsto X \circ \varphi^{-1}(z) , \]

\[ g_{ab}(z) \mapsto d\varphi^c(\varphi^{-1}(z)) d\varphi^d(\varphi^{-1}(z)) g_{cd}(\varphi^{-1}(z)) . \]

for \( \varphi : \Sigma \mapsto \Sigma \) a diffeomorphism.

2. Weyl symmetry:

\[ g_{ab}(z) \mapsto \lambda(z) g_{ab}(z) \]

for some positive function \( \lambda : \Sigma \mapsto \mathbb{R}_{>0} \).

Conformal gauge fixes \( g = \hat{g} \) for some reference metric \( \hat{g} \) on \( \Sigma \). In the case of \( \Sigma = S^2 \) or \( \Sigma = D \) in the open string case, this gauge is always attainable. For example, in section 2 we have considered \( D \) and \( \hat{g} \) is given by eq. (2.1). For higher genus surfaces there would be a moduli space of inequivalent metrics which is the moduli space of Riemann surfaces. It is well-known that the Weyl symmetry is anomalous unless we are considering the critical string. We will assume throughout the text that the string is critical.

### A.2 Spherical harmonics on the disk

In this appendix, we fix our conventions for spherical harmonics. They take the following form on the unit disk parametrized by the complex coordinates \((z, \bar{z})\):

\[
Y_{\ell,m}(z, \bar{z}) = \sqrt{\frac{(2\ell + 1)(|m| + \ell)!}{2\pi(\ell - |m|)!(|m|)!^2}} (z\bar{z} + 1)^{\ell+1} \\
\times 2F_1(\ell + 1, \ell + |m| + 1; |m| + 1; -z\bar{z}) \begin{cases} 
  z^m & m \geq 0 \\
  \bar{z}^m & m \leq 0
\end{cases} .
\]

(A.5)

Spherical harmonics satisfy

- Dirichlet boundary conditions for \( \ell + m \in 2\mathbb{Z} + 1 \),

(A.6a)

- Neumann boundary conditions for \( \ell + m \in 2\mathbb{Z} \).

(A.6b)

They are orthonormal on the disk with round metric (2.1) (and hence differ by the usual normalization of spherical harmonics by a factor of \( \sqrt{2} \), since those are orthonormal on the sphere)

\[
\int_D \frac{4r \, dr \, d\theta}{(1 + r^2)^2} Y_{\ell,m}(re^{i\theta}, re^{-i\theta}) Y_{\ell',m'}(re^{-i\theta}, re^{i\theta}) = \delta_{\ell\ell'} \delta_{mm'} ,
\]

(A.7)

where both \((\ell, m)\) and \((\ell', m')\) satisfy the same boundary condition. Spherical harmonics are eigenfunctions of the Laplacian on the disk with the upper hemisphere metric,

\[
\Delta Y_{\ell,m} = \frac{1 + r^2}{4} \left( r^{-1} \partial_r (r \partial_r Y_{\ell,m}) + r^{-2} \partial_0^2 Y_{\ell,m} \right) = -\ell(\ell + 1) Y_{\ell,m} .
\]

(A.8)
B  The regularized volume of \( \text{PSL}(2, \mathbb{R}) \)

In this appendix, we review the computation of the regularized volume of the Möbius group \( \text{PSL}(2, \mathbb{R}) \) following [4].

The group of Möbius transformations preserving the unit disk is
\[
\text{PSL}(2, \mathbb{R}) \cong \text{PSU}(1, 1) = \left\{ \begin{pmatrix} a & b \\ \bar{b} & \bar{a} \end{pmatrix} \right\} / \sim ,
\]

(B.1)

Here, the equivalence \( \sim \) identifies the matrix with the negative matrix. Let us parametrize
\[
a = e^{i\phi} \cosh x, \quad b = e^{i\psi} \sinh x, \quad x \in [0, \infty), \quad \phi \in [0, 2\pi), \quad \psi \in [0, \pi).
\]

(B.2)

The range of \( \psi \) indicates that we are dealing with \( \text{PSL}(2, \mathbb{R}) \) rather than the usual \( \text{SL}(2, \mathbb{R}) \) in which case \( \psi \) would have run from 0 to \( 2\pi \). The formal volume of the group is given by
\[
\text{vol} (\text{PSL}(2, \mathbb{R})) = \frac{1}{2} \int d^2a \ dv^2b \ \delta \left( |a|^2 - |b|^2 - 1 \right).
\]

(B.3)

In terms of \((x, \phi, \psi)\), the formal expression for the volume of \( \text{PSL}(2, \mathbb{R}) \) becomes
\[
\int_0^\infty dx \int_0^{2\pi} d\phi \int_0^\pi d\psi \ \cosh x \sinh x.
\]

(B.4)

Of course the above is divergent, so we need to regulate it. The prescription advocated by Polchinski and Liu [4] is to cut off the \(x\) integral at some large radius \(x = x_*\), which leads us to the following expression
\[
\text{vol} (\text{PSL}(2, \mathbb{R})) = 2\pi^2 \int_0^{x_*} dx \ \cosh x \sinh x = \pi^2 \sinh^2 x_*.
\]

(B.5)

The area of the cutoff surface at \(x = x_*\) is equal to
\[
A_* = 2\pi^2 \sinh x_* \cosh x_*.
\]

(B.6)

Thus we have
\[
\text{vol} (\text{PSL}(2, \mathbb{R})) = \frac{1}{2} \left[ \sqrt{\pi^4 + A_*^2} - \pi^2 \right] \overset{A_* \to \infty}{\sim} \frac{A_*}{2} - \frac{\pi^2}{2} + O \left( A_*^{-1} \right).
\]

(B.7)

To obtain a finite answer for the volume one proceeds as in the gravitational path integral and adds a local counter term on the cutoff surface. Thus, the regularized volume is defined as
\[
\text{vol} (\text{PSL}(2, \mathbb{R}))_{\text{reg}} = \lim_{x_* \to \infty} \int_{G_\ast} d^3x \ \sqrt{g} - \frac{1}{2} \int_{\partial G_\ast} d^2x \ \sqrt{\kappa},
\]

(B.8)

where \(G_\ast\) is the group manifold with a cutoff at \(x_*\) and \(\kappa\) is the induced metric on the cutoff surface. In the case of \(\text{PSL}(2, \mathbb{R}) \cong \text{PSU}(1, 1)\), this leads to
\[
\text{vol} (\text{PSL}(2, \mathbb{R}))_{\text{reg}} = -\frac{\pi^2}{2}, \quad \text{à la Liu-Polchinski} \ [4].
\]

(B.9)

Several comments are in order.
1. This result is independent of how exactly we choose the cutoff surface.

2. Since $\text{PSL}(2, \mathbb{R})/U(1) \cong \text{Euclidean \ AdS}_2$, this computation is exactly analogous (after integrating out $\phi$) to the computation of the gravitational on-shell action in $\text{AdS}_2$.

3. This result depends of course on the normalization of the metric on $\text{PSL}(2, \mathbb{R})$. We have chosen a normalization such that $\text{PSU}(1, 1)$ is realized as a quadric in $\mathbb{C}^2 \cong \mathbb{R}^4$ with unit radius. Equivalently our normalization is fixed by requiring that the Ricci scalar is $\mathcal{R} = -6$ on the group manifold. This is not the normalization that is often employed in string theory. Instead one parametrizes a group element $\text{PSL}(2, \mathbb{R})$ by the three images of $0$ and $1$ and $\infty$: $\gamma(0) = x_1$, $\gamma(1) = x_2$ and $\gamma(\infty) = x_3$ and takes the measure to be the one of the ghost 3-point function in the standard normalization,

$$d\mu = \frac{dx_1 \, dx_2 \, dx_3}{|(x_1 - x_2)(x_2 - x_3)(x_3 - x_1)|}. \quad \text{(B.10)}$$

However, by relating the measure in the $(x, \psi, \phi)$ variables that we considered above to the coordinates $(x_1, x_2, x_3)$, one finds that the two measures differ by a factor of $4$. The relevant change of variables is somewhat lengthy, but for example the change of variables $\theta_i = 2 \arctan x_i$ transforms this measure to the canonical measure on the unit disc that is also discussed in [4, eq. (7)]. In the measure that is defined by the ghosts via eq. (B.10), the regularized volume of $\text{PSL}(2, \mathbb{R})$ instead works out to be $4 \times (-\frac{\pi^2}{2}) = -2\pi^2$.

4. If one repeats the same computation for $\text{PSL}(2, \mathbb{C})$ (which is the relevant group for the sphere partition function) one finds an obstruction. The reason is well known: this computation is essentially the same as computing the on-shell action of gravity on Euclidean $\text{AdS}_3 \cong \text{PSL}(2, \mathbb{C})/\text{SU}(2)$, which suffers from the conformal anomaly. The conformal anomaly leads to a term that is logarithmically divergent in the cutoff and which cannot be removed by any local counterterm. Thus, one cannot give a sensible value for the volume of $\text{PSL}(2, \mathbb{C})$.

C The “signed” Faddeev-Popov procedure

Let us review the Faddeev-Popov procedure. The gauges that we have chosen involve Gribov copies and we have to be careful to deal with them correctly. This means that while the gauge is admissible, it usually is not uniquely so [19]. Because of them we will use a slightly different version of the FP-procedure that counts intersections of gauge orbits with the gauge slight with a sign according to their intersection number. The procedure we will use was proposed in [20] as a solution to the problem of Gribov copies.

Let $\mathcal{G}$ be the gauge group in question, which in our case is $\text{PSL}(2, \mathbb{R})$. We want to compute

$$Z = \int \frac{\mathcal{D}X}{\text{vol}(\mathcal{G})} e^{-S[X]}, \quad \text{(C.1)}$$

where the domain of the path integral is given by the appropriate function space. We write the action of the gauge group on the fields $X$ as $g \cdot X \equiv X^g$. We assume that the gauge
group and the measure are invariant under the gauge group (that is, the gauge symmetry is non-anomalous). So $S[X^g] = S[X]$ and $D X^g = D X$. The latter assumption requires of course again the inclusion of the other matter fields and the ghosts on the worldsheet which we tacitly assume to be included in the calculation. We also assume for simplicity that there are no large gauge transformations, i.e. $\mathcal{G}$ is connected. This is the case in our example.

One then starts by inserting the identity

$$1 = \int_{\mathcal{G}} d g \, \Delta(X^g) \delta(F(X^g))$$

(C.2)

in the path integral. Here, $F(X)$ is the gauge fix condition that (ideally) picks one representative of every gauge orbit. There are subtleties when this is not the case.

For illustration, let us consider the gauge group $\mathbb{R}$ with a gauge constraint, which is implemented by the function $f(x) = 0$. The analogous identity reads

$$1 = \int_{-\infty}^{\infty} dx \, |f'(x)| \delta(f(x))$$

(C.3)

if the $f(x) = 0$ has only one solution at $x = x_*$. This is the situation where the gauge condition picks a unique representative in the gauge orbit. If $f(x) = 0$ has multiple solutions, we have instead

$$\int_{-\infty}^{\infty} dx \, |f'(x)| \delta(f(x)) = \sum_{x: f(x)=0} 1 = \text{number of roots of } f .$$

(C.4)

So we cannot directly insert this in the path integral and expect a simple answer. Instead, we have to restrict the integral to a region where $f(x) = 0$ has only solution. This is the usual Gribov problem. Nonetheless one can bypass this problem if one assume suitable boundary conditions on the function $f$. For example, assume that $f$ has to following additional property

$$\lim_{x \to \pm \infty} f(x) = \pm \infty .$$

(C.5)

In this case, we have the identity

$$\int_{-\infty}^{\infty} dx \, f'(x) \delta(f(x)) = \sum_{x: f(x)=0} \text{sgn} \left( f'(x) \right) = 1 ,$$

(C.6)

where the last equality follows from the boundary condition eq. (C.5). In fact 1 is the intersection number of the graph $y = f(x)$ with $y = 0$ in the sense of topology where intersections are counted with signs. See figure 2 for an illustration. In this toy set up, omission of the absolute value of $f'(x)$ removes the Gribov ambiguities. In what follows we will be using the above kind of signed FP procedure, but it will involve more than one variable. Furthermore, we are required to justify that the intersection number is an invariant among the space of functions that we are dealing with while doing the path

\[\text{We thank Dalimil Mazáč for pointing us to a lecture by Davide Gaiotto where similar toy example is considered [21].}\]
Figure 2. The intersection number is 1 while the total number of roots are 5. The horizontal red line is $y = 0$, the gauge fixing line while the black curve is the function $f$. The gauge choice is $f(x) = 0$ which provides 5 roots. The contribution of them towards signed intersection number is 1.

integral. This is not obvious since the gauge group is non-compact and there might be similar boundary conditions. The corresponding identity is

$$\int_{\mathcal{G}} dg \det \text{Jac}(X^g) \delta(F(X^g)) = \sum_{g : F(X^g) = 0} \text{sgn}(\det \text{Jac}(F(X^g))) = I \ .$$ (C.7)

The r.h.s. is in fact an intersection number, which has a chance to be independent of $X$, so that the l.h.s. can be inserted in the path integral. Let us assume this for now, we will justify below that this is indeed the case for the situation of interest.

Let us now insert

$$1 = \int_{\mathcal{G}} dg \Delta(X^g) \delta(F(X^g)) , \quad \Delta(X) \equiv \frac{1}{I} \det \text{Jac}(X)$$ (C.8)

in the path integral to obtain

$$Z = \int \frac{\mathcal{D}X}{\text{vol}(\mathcal{G})} \int_{\mathcal{G}} dg \Delta(X^g) \delta(F(X^g)) e^{-S[X]}$$ (C.9)

$$= \int_{\mathcal{G}} dg \int \frac{\mathcal{D}X^g}{\text{vol}(\mathcal{G})} \Delta(X^g) \delta(F(X^g)) e^{-S[X^g]}$$ (C.10)

$$= \int_{\mathcal{G}} dg \int \frac{\mathcal{D}X}{\text{vol}(\mathcal{G})} \Delta(X) \delta(F(X)) e^{-S[X]} .$$ (C.11)

In the second line we used the invariance of various quantities under the group action. In the third line we replaced the dummy variable $X^g$ with $X$ everywhere. Now nothing depends on $g$ anymore and we can formally cancel $\text{vol}(\mathcal{G})$ with $\int_{\mathcal{G}} dg$. One hence obtains

$$Z = \int \mathcal{D}X \Delta(X) \delta(F(X)) e^{-S[X]} .$$ (C.12)

The only difference to the standard Faddeev-Popov procedure is a missing absolute value sign for $\Delta(X) = \frac{1}{I} \det \text{Jac}(X)$. 
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