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Abstract

We introduce the Deep Post–Hartree–Fock (DeePHF) method, a machine learning-based scheme for constructing accurate and transferable models for the ground-state energy of electronic structure problems. DeePHF predicts the energy difference between results of highly accurate models such as the coupled cluster method and low accuracy models such as the the Hartree-Fock (HF) method, using the ground-state electronic orbitals as the input. It preserves all the symmetries of the original high accuracy model. The added computational cost is less than that of the reference HF or DFT and scales linearly with respect to system size. We examine the performance of DeePHF on organic molecular systems using publicly available datasets and obtain the state-of-art performance, particularly on large datasets.

1 Introduction

Predicting the ground-state energy of a many-electron system in an environment of clamped ions is one of the most important problems in quantum chemistry. There is a well-known trade-off between efficiency and accuracy. Low level models, such as density functional theory (DFT)\textsuperscript{15} and Hartree-Fock (HF)\textsuperscript{11}, are quite efficient but their accuracy is often less than adequate. Higher-order schemes based on, e.g., the Møller-Plesset perturbation\textsuperscript{21}, coupled cluster\textsuperscript{7}, configuration interaction\textsuperscript{23}, or adoption of multiple references\textsuperscript{16}, can generate much more accurate energies, but their much increased computational expense limits their application to no more than dozens of electrons.

In recent years, machine learning (ML) methods have brought some new hope in this difficult area. Significant progress has been made by using ML-based models to represent the ground-state electron energy directly as a function of the positions of the ions and their chemical species\textsuperscript{2;1;25;6;26;27;10;34;35}. Combined with the state-of-art high performance capabilities, molecular dynamics simulations of systems of up to 100 million atoms have been performed, with an accuracy comparable to that of electronic structure models\textsuperscript{19}. However, such atom-based ML models usually do not transfer well between different chemical environments. At the same time, the amount of training data required, in terms of the number of atomic configurations and the system size, is beyond the current capability of high level methods such as CCSD(T).

The recently developed molecular-orbital-based machine learning (MOB-ML) method\textsuperscript{32;5;3} has followed a different route. The idea is to fit directly the post-HF correlation energy using information from the electronic orbitals from HF solutions. Since these models do not rely on any atomic-based features, they exhibit much better transferability, with only a small amount of training data.
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In this work, we propose an alternative approach in the spirit of the MOB-ML scheme. We suggest a systematic way of devising features from the HF ground state electronic orbitals, and build our model so that the commonly desired properties including universality, locality, symmetry are all satisfactorily addressed. We call this methodology DeePHF, standing for Deep Post Hartree-Fock method. We also propose an active learning procedure which enables us to develop a uniformly accurate model with a minimal set of training data. Our model exhibits the up-to-date best performance on the same set of benchmark tests used in previous work.\(^5;3;8\)

The scheme proposed here also serves as a preliminary step for our next objective: Developing systematic generalized Kohn-Sham models with uniform chemical accuracy. A key ingredient there is the exchange-correlation (XC) functional. The scheme proposed here is developed for that purpose.

2 Methods

2.1 Problem setup

Consider a system containing \(N\) electrons indexed by \(i\) and \(M\) clamped ions indexed by \(I\). Our starting point is the Hartree-Fock (HF) orbitals \(
\{|\psi_i\rangle\}
\), which are solutions of

\[\hat{H}_{\text{HF}} |\psi_i\rangle = \varepsilon_i |\psi_i\rangle; \quad \langle\psi_i|\psi_j\rangle = \delta_{ij},\]

with the HF Hamiltonian \(\hat{H}_{\text{HF}}\) defined as

\[\hat{H}_{\text{HF}} = \hat{H}_0 + \sum_i \hat{J}_i + \sum_i \hat{K}_i.\]

Here \(\hat{H}_0 = \frac{1}{2} \nabla^2 + \sum_i \frac{Z_I}{|R_I - r_i|}\) is the single electron non-interacting Hamiltonian, \(\hat{J}_i\) is the Coulomb operator, and \(\hat{K}_i\) denotes the exchange operator. For simplicity we have also used \(i\) to index the orbitals. Note that the full set of solutions \(\{|\psi_i\rangle\}\) to Eq. 1 is a complete basis set and spans the full Hilbert space. The eigenvalues \(\{\varepsilon_i\}\) are real and ordered non-decreasingly, so orbitals with \(i \leq N\) are occupied orbitals; while the unoccupied orbitals, or virtual orbitals, are indexed by \(i > N\).

Our goal is to model the energy difference between CCSD(T) and HF models \(E_c = E_{\text{EXACT}} - E_{\text{HF}}\) as a function of the HF single-electron orbitals \(\{|\psi_i\rangle\}\):

\[E_c \equiv E_c(\{|\psi_i\rangle\})\]

In the context of HF, \(E_c\) is nothing but the correlation energy. The existence of such a functional is an obvious fact for the quantum chemistry community. Our objective is to construct an accurate and transferable approximation to this functional. For this work, we will define \(E_{\text{EXACT}}\) as \(E_{\text{CCSD(T)}}\).

Ideally we would like our model to have the following features.

1. **Universality.** The model should be universally applicable for a large range of systems. It should be noted that at this point, we are not aiming at true universality. Instead we take a more programmatic approach and aim for models that are applicable for all the systems whose local electronic configurations are well represented by the training data. For this purpose, the input of the model should be purely electronic data, e.g., no information about the chemical species should be used.

2. **Locality.** The model should be relatively local, so that it can potentially be constructed using data from small systems and is generalizable to larger ones.

3. **Symmetry.** The model should respect both physical and gauge symmetries. Here physical symmetry means that \(E_c\) should be invariant under translation and rotation of \(R_I\) as well as permutation of the ionic indices for the same chemical species. Gauge symmetry means that \(E_c\) should be invariant when the occupied orbitals \(\{|\psi_i\rangle\}\) undergo a unitary transformation.

4. **Accuracy.** The model should at least achieve chemical accuracy, i.e., a prediction error lower than 1 kcal/mol.

5. **Efficiency.** The cost of solving the model should be comparable to that of HF models.
2.2 The energy model

We draw inspirations from the density (matrix) functional theory. It was proved decades ago that the ground state energy is a universal functional of the electron density \( n(x) \). Therefore it is also a unique functional of the one particle density matrix \( \Gamma(x, x') \). Following the same procedure as for the density functional theory, for the corresponding non-interacting system we define the density matrix as

\[
\Gamma(x, x') = \sum_i^N \langle x|\psi_i\rangle \langle \psi_i|x'\rangle = \sum_i^N \psi_i(x)\psi_i^*(x').
\]

It is straightforward to see that \( \Gamma(x, x') \) is invariant under gauge transformation. The correlation energy \( E_c \) is therefore also a functional of the density matrix \( \Gamma(x, x') \).

Next we introduce a set of atomic bases centered on each atom \( I \), denoted as \( \{|\alpha_{nlm}^I\}\):

\[
\langle r|\alpha_{nlm}^I \rangle = R_n(r)Y_{lm}^I(\theta, \phi),
\]

where \( R_n(r) \) is a radial function indexed by \( n \), \( Y_{lm}^I \) denotes the spherical harmonics of degree \( l \) and order \( m \), and we use \( (r, \theta, \phi) \) to denote the spherical coordinates relative to atom \( I \). For each atom we project every orbital onto the basis centered at that atom to obtain a set of overlap coefficients

\[
c_{\alpha_{nlm}^I} = \langle \alpha_{nlm}^I | \psi_i \rangle.
\]

Note that in practice we will have \( |\psi_i\rangle = \sum_a \lambda_{ia} |\chi_a\rangle \), where \( \{|\chi_a\rangle\} \) is the basis set used to perform the HF calculation, \( \{\lambda_{ia}\} \) are the corresponding expansion coefficients. Therefore \( c_{\alpha_{nlm}^I} = \sum_a \lambda_{ia} \langle \alpha_{nlm}^I | \chi_a\rangle \) (since all basis are real). The density matrix can be represented using the basis set \( \{|\alpha_{nlm}^I\}\) as

\[
D_{nlm;n'l'm'}^{I} = \sum_i c_{\alpha_{nlm}^I} c_{\alpha_{n'l'm'}^I} = \sum_i \langle \alpha_{nlm}^I | \psi_i \rangle \langle \psi_i | \alpha_{n'l'm'}^I \rangle = \sum_{i,a,b} \lambda_{ia} \lambda_{ib} \langle \alpha_{nlm}^I | \chi_a \rangle \langle \chi_b | \alpha_{n'l'm'}^I \rangle.
\]

Our task is now reduced to the modeling of \( E_c(D_{nlm;n'l'm'}^{I}) \). We first discuss the issue of locality and symmetry of \( E_c(D_{nlm;n'l'm'}^{I}) \). To our surprise, for all the cases tested (see next section), it suffices to use the “local density matrix”

\[
(D^{I}_{nl})_{mm'} = D^{I}_{nlm;n'l'm'} = \sum_i c_{\alpha_{nlm}^I} c_{\alpha_{n'l'm'}^I}.\]

To deal with rotational symmetry of the basis \( |\alpha_{nlm}^I\rangle \) we use the eigenvalues of the local density matrix as our descriptor

\[
d^{I}_{nl} = \text{EigenVals}_{mm'}[(D^{I}_{nl})_{mm'}],
\]

Note that \( d^{I}_{nl} \) is a vector with \( 2l + 1 \) components. It is also the squares of the singular values of the overlap coefficients

\[
d^{I}_{nl} = (\text{SingularVals}_{lm} [c_{\alpha_{nlm}^I}])^2.
\]

Finally our model for \( E_c \) takes the form:

\[
E_c = \sum_I c^I_c = \sum_I F(d^{I})
\]

where \( d^{I} \) denotes the flattened vector made from \( \{d^{I}_{nl}\} \) for all \( n \) and \( l \).

It is straightforward to verify that the resulting \( E_c \) model is symmetry preserving. Moreover, since each atomic contribution depends locally on the projection coefficients, the model is, by construction, fairly local and can be trained using data obtained from small systems. Finally, all the operations involved here are less expensive than a typical HF calculation. Therefore, as a tool for post-processing HF results, the model is very efficient.

In order to approximate the function \( F \), we propose two widely used machine learning ansatz, linear function \( F^{\text{lm}} \) and neural network \( F^{\text{nn}} \), and determine their parameters by fitting the data.
For linear functions, we have
\[ F = \mathcal{F}^{\text{lin}}(d) = W \cdot d + b \]
where \( W \) and \( b \) are parameters learned from data. We use ordinary least square (OLS) regression (or Ridge regression when there are too few training samples) as the training procedure.

For neural network fitting functions \( F = \mathcal{F}^{\text{nn}} \), we use standard fully connected feed forward neural network with skip connection between each layers. The detailed parameters of the neural network model does not influence much the results. In our cases we use 3 hidden layers and 100 neurons per hidden layer. We use GELU as the activation function for every layer except the final one. The neural network is trained by gradient descent method using Adam optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999, \varepsilon = 1 \times 10^{-8} \) and \( \ell^2 \) loss function and batch size 16. The learning rate is set to \( 1 \times 10^{-4} \) at the beginning and decays exponentially with a factor of 0.98 for every 500 epochs. No regularization method is used in training the neural network.

We will see later that for small and simple systems, linear regression is already quite accurate. When the systems get larger and more complex, neural network model helps to improve the accuracy. We also note that when the number of training samples is very small, the neural network model gives worse results, due to overfitting.

We remark that unlike conventional post-HF methods, it is not critical to choose HF solutions as the starting point of the DeePHF scheme and to choose the correlation energy as the target. As we will show with numerical examples, this scheme can also be applied when DFT is used as the starting point.

### 2.3 Extensions

We introduce several extensions of the energy model, which can be used to further improve the accuracy of the model.

First, we may insert a Hermitian operator \( \hat{O} \) in the overlap coefficients
\[ \tilde{c}^I_{inlm} = \langle \alpha^I_{inl} \rvert \hat{O} \rvert \psi_i \rangle. \]  
(11)
As the most straightforward extension, instead of using the bare "local density matrix" \( D^I_{nl} \), we can use a set of kernel functions of the energy \( \{ f_k(\epsilon) \} \) by taking \( \hat{O}^2 \) to be \( f_k(\hat{H}_{HF}) \). Now the extended "density matrix" can be defined as
\[ (\tilde{D}^I_{nlk})_{mm'} = \sum_i c^I_{inlm} c^I_{inlm'} f_k(\epsilon_i). \]  
(12)
There are no specific requirements for the kernel functions \( \{ f_k \} \) other than that they should be normalized in some way so that shifting the energy will not influence the descriptor. The extended descriptor is defined in the same way:
\[ \tilde{d}^I_{nlk} = \text{EigenVals}_{mm'} \left[ (\tilde{D}^I_{nlk})_{mm'} \right]. \]  
(13)
This will be used later.

Secondly, the choice of the basis set \( \langle r_i | \alpha_{nlm} \rangle = R_{nl}(r_i)Y_{lm}(\theta_i, \phi_i) \), particularly \( R_{nl}(r_i) \) as well as the operator \( \hat{O} \), can be made adaptive to the training data. This can be done by introducing some trainable parameters into their expressions. An analogy of such an operation can be found in the construction of the DP model, in which an embedding network is used to define invariant features of the neighboring environment of each atom, and a fitting network is used afterwards to map the features onto the final output.

Finally, more non-local information can be extracted from the density matrix involving two atoms
\[ (D^I_{nlk})_{mm'} = w(r^{IJ}) \sum_i c^I_{inlm} c^J_{inlm'} f_k(\epsilon_i) \]  
(14)
and the descriptor can be calculated accordingly. Here \( w(r^{IJ}) \) is some weight function (of the distance between the two atoms). To ensure that the eigenvalues stay real we may use instead:
\[ D^I_{nlk}^{\text{nonlocal}} = \frac{1}{2} \sum_J (D^I_{nlk} + D^J_{nlk}) \]  
(15)
2.4 An active learning procedure

Another important problem in our machine learning method is that the labels (in our case the CCSD(T) energies) are very expensive to get. Even a single data point can take hours to calculate. Therefore it is important to build the model to be as sample-efficient as possible. To address this issue, we borrow ideas from active learning that aims to learn models with a minimum number of labeled data. We need an algorithm that can efficiently go over the unlabeled data and determine which ones should be labeled and put into the training set.

In order to do this, we train multiple neural network models on the same dataset with different initialization, and use the standard deviation of the output from the different models

$$E = \sqrt{\langle (E_{nn} - \langle E_{nn} \rangle)^2 \rangle}$$

(16)

as an indicator for the error in the model. This quantity is called the model deviation in\textsuperscript{16}. Here \(\langle \cdots \rangle\) denotes averaging over the different models. The reason that the model deviation can serve as a good error indicator is that the landscape for training neural network models is highly non-convex and often highly over-parametrized. Therefore different initializations usually lead to different minimizers after the training process. For data points close to the training set, the predictions from different minimizers should all be quite accurate and therefore close to each other, giving rise to small values of the model deviation. But for those that are far from the training set, the different minimizers should give different predictions, resulting in larger values of model deviation.

The idea is to simply choose data points with the largest value of model deviation to be labeled and add them to the training set. This allows us to work with the most representative subsamples of the unlabeled dataset and thereby improving the sample-efficiency.

2.5 Comparison with state-of-the-art methods

The methodology presented here is an alternative version of MOB-ML, although our ultimate goal might be different from that of MOB-ML. MOB-ML uses features that come from the matrix elements of Fock, Coulomb and exchange operators on a set of localized molecular orbitals. Both occupied and virtual orbitals are involved. In DeePHF, the features come directly from the projected density matrix of the ground state wave function. No gauge transformation for localized molecular orbitals is used. Secondly, in MOB-ML, the correlation energy is decomposed into contribution from each orbitals and the per orbital value is directly used as the label. In DeePHF, we only use correlation energy itself as the label. Finally, instead of using kernel based methods such as the Gaussian process regression, we use linear regression or neural network model as the fitting function.

There are also methods aiming at parameterizing an exchange-correlation functional in Kohn-Sham DFT approach. NeuralXC\textsuperscript{8} defines such a functional by neural network which takes as input the projected density onto an atom-centered basis set, and employs a self-consistent-field (SCF) procedure to train it. DeePHF, on the other hand, uses projected density matrix that contains more information. We also examined the DeePHF method on a large dataset containing thousands of different molecules, which is not shown in the NeuralXC article\textsuperscript{8}.

3 Results & Discussion

To examine the performance of the DeePHF scheme, we follow the testing procedure in\textsuperscript{4}, utilizing their publicly available dataset\textsuperscript{4}. We also included a larger dataset ANI-1cc\textsuperscript{29;30} to further test the transferability of the model. We train and test our model respectively on the following sets of data: (i) single water molecules, (ii) short alkanes, and (iii) small organic molecules. All training and testing data are disjoint. Unless otherwise specified, we use the CCSD(T) correlation energies as labels. In order to obtain the descriptors, we use the geometries provided by the dataset to perform the Hartree-Fock calculation. The calculation is done using PySCF\textsuperscript{31} with cc-pVTZ basis\textsuperscript{33}. The results for HF energies are very close to the values provided in the dataset – the differences are normally smaller than 0.1 mH and should be a result of numerical error. This difference should have no influence on our results.
In order to speed up the calculation, the radial part of the basis function is constructed by linear combinations of Gaussians centered at zero, compatible with the commonly used Gaussian-type orbitals (GTOs) in quantum chemistry. The angular index \( l \) is taken to be \( l \in \{0, 1, 2\} \), resulting in 1, 3 or 5 values of \( m \) respectively. Unlike the traditional GTOs, we use the same set of radial functions for all angular indices. The detailed coefficients can be found in the Appendix [A]. Normally we use 12 different radial functions, resulting in a total of \( 12 \times (1 + 3 + 5) = 108 \) basis functions per atom. However for the test on short alkanes, due to the limited number of training data, we use 9 radial functions thus 81 basis functions. It is worth noting that as long as a sufficient number of radial functions are used, the specific number of Gaussians and the associated parameters have little influence on the results.

### 3.1 Simple Systems

We first examine the performance of DeePHF for relatively simple systems, namely (i) single water molecules and (ii) short alkanes. Since these systems are simple enough, we only use our basic descriptor \( \{d_{nl}^I\} \) defined in Eq 8 and use a linear regression \( F = F_{\text{lin}} \) to fit the correlation energy. Extended descriptor and more complex fitting functions can be used, but they do not give significantly better test accuracy.

The first system we tested is single water molecules. We trained our model on different numbers of randomly drawn samples from 1000 water geometries in the dataset, and used the rest as the testing set. We examined the mean absolute error (MAE) and max absolute error (MaxAE) along the learning curve. When the training set is smaller than the dimension of the descriptors (108), we added a small ridge regularization coefficient \( (\alpha = 10^{-9}) \). We repeated these steps for 1000 times and report the average MAE.

The resulted learning curve is shown in Fig. 1. Generally speaking, the results are comparable with that of MOB-ML [5]. With only 10 training samples we can predict the energy of all the testing data with errors less than 1 mH. Adding more training samples will result in smaller mean absolute error. However the max absolute error behaves differently and has a much larger variance. This is because the max absolute error is strongly influenced by the few specific data points whose errors may be hard to reduce by adding training data.

![Figure 1: The learning curve of DeePHF for water molecules. Both mean absolute error (MAE) and max absolute error are shown (MaxAE). Shaded area shows the size of the standard deviation of 1000 different runs.](image)

Another relatively simple dataset we examined is short alkanes. The dataset contains 100 geometries of methane, 1000 of ethane, 1001 of propane and 101 of both n-butane and isobutane. This dataset has been used to test the transferability of the model by many authors, e.g, Refs. [5] and [8].

The same linear fitting function and basic descriptor was used as for the case of water. Following the procedure in [5], we randomly chose 50 ethane molecules and 20 propane molecules to train a linear model by OLS with a small ridge regularization coefficient \( \alpha = 10^{-7} \) and normalized descriptors. We then used
this model to predict the correlation energy of n-butane and isobutane molecules. We repeated the training process for 10000 times and recorded the resulted mean error (ME), mean absolute error (MAE), max absolute error (MaxAE) and mean absolute error after applying a global shift for each type of molecule that sets the mean error to zero (relative error, MARE).

Figure 2: Predicted correlation energy of DeePHF versus the true CCSD(T) energy of n-butane and isobutane. Two different results from different training samples are shown. The one on the left is a relatively better result. The one on the right is worse. But these are just results of randomly sampled training datasets. Grey shaded area corresponds to the region where the error is smaller than chemical accuracy (1 kcal/mol). No global shift is applied on these values.

The distributions of these errors is shown in Fig. 3. If we only look at the error statistics in the better one of Fig. 2 or the peak values of the distributions in Fig. 3, we might conclude that the model transfers well: almost all the predictions are within chemical accuracy to the ground truth. These results also outperform the current best results reported in Refs. 5 and 8 (Since relative energies were used in these literature, we have to use the MARE metric in order to compare with their results). A detailed comparison can be found in Table 1.

Table 1: Mean absolute error after global shift (MARE) for small alkanes system. For each model, 50 randomly sampled ethane and 20 propane configurations are used the training set and was tested on n-butane and isobutane. Global shift has been applied for each molecular type so that the mean prediction error is 0. Both the most probable value (peak) and the best result are shown for the proposed model, based on different randomly sampled training sets. Errors are given in mH.

However, the other results shown in Fig. 2 are much worse, suggesting that there is a large variance in the test error for these models when different random samples of the training data are selected. This also suggests that the transferability concluded above is not really genuine.

After a closer look we notice that both Fig. 3(a) and Fig. 2 exhibit constant bias on the predicted energies. This problem is much more severe for the case of isobutane. One can apply a sample-dependent global shift to reduce the bias, as was done in Refs. 5 and 8. Indeed we also found that the relative error with such a global shift applied has much better distribution. However, this is not really practical since the amount of the shift required depends information from the testing set.

One intuitive explanation for the error distribution is to consider the atomic environment from which we build our descriptor. For isobutane, there is a carbon atom connecting with three other carbons. Such environment does not occur in neither ethane nor propane. Hence the model have no clue how much this atom should contribute to the correlation energy. In other words, this is the extrapolation case, so there’s usually
Figure 3: Distributions of prediction error based on different metrics when DeePHF is tested on n-butane and isobutane, including (a) mean error (ME), (b) mean absolute error (MAE), (c) max absolute error (MaxAE) and (d) mean absolute error after global shift (MARE). Grey shaded area corresponds to the region where the error value is smaller than chemical accuracy (1 kcal/mol). The minimum, the peak and the maximum values of the distribution are shown in the legend. Note the ranges of X axis are different, except for (b) and (d).
a systematic error in the predicted energy (the large global shift in isobutane) and the prediction depends largely on how the training data is selected (the wide error distribution). On the other hand, n-butane does not contain such an atom. All its atoms have similar ones in ethane and propane and the prediction is more like interpolation therefore behaves much better.

This explanation can be partially justified by the observation that the test accuracy was actually reduced when more training samples from methane are included. The carbon atom in methane connects to four hydrogen atoms and does not appear in all other molecules. When the amount of training data is very limited and concentrated on a specific type of molecules, adding such data would actually introduce some bias in the model and worsen the results, especially in linear model.

To see it more clearly, we project the descriptors into two dimension using principal component analysis (PCA) and plot them in Fig. 4. Atoms separate clearly into different clusters based on their element type and neighboring atoms. We can see that our training set (ethane and propane) covers the hydrogen cluster and two carbon clusters ((C\textsubscript{1},H\textsubscript{3}) and (C\textsubscript{2},H\textsubscript{2})), as expected. The atoms from n-butane lies just in these three clusters hence the interpolation regime of our model, while some atoms from isobutane form another carbon cluster (C\textsubscript{3},H\textsubscript{1}) that is outside our training set, corresponding the extrapolation regime. Moreover, the carbon atoms from methane form yet another cluster that is away from both our training and testing set. This behavior is exactly what we expect from our previous explanation. Therefore, we believe that the apparent "transferability" found above is basically due to data selection and is not an indication of real transferability for larger systems.

3.2 The QM7b-T dataset

To test the transferability of DeePHF in a more realistic setting, we utilized the QM7b-T dataset. Again, we randomly select different numbers of samples to train the model and test its accuracy on the rest of the dataset.

In this dataset, the system is complex enough that linear regression is no longer adequate. Therefore, we introduce a neural network model as an improved fitting function $F = F^{nn}$. Since the number of training samples is large enough, we were able to test the extended descriptor $\{d_{ij}\}$ described in Eq. 13. We used two simple kernel functions to calculate the extended density matrix, namely identity function $f_1(\tilde{\varepsilon}) = \tilde{\varepsilon}$ and the exponential function $f_2(\varepsilon) = e^\varepsilon$. Combined with the basic descriptors which can be viewed as using constant kernel $f_0(\varepsilon) = 1$, the total number of descriptors is three times larger than the case of basic descriptors.

With basic or extended descriptors and linear or neural network fitting functions, we have a total of four scenarios. We examine the learning curve for all the four scenarios and the results are shown in Fig 5.
Figure 5: The learning curve of DeePHF on the QM7b-T dataset. Depending on whether the extended descriptor and neural network fitting function is used, results for four different constructions are presented. Results from Ref. 3 are also included for comparison. Grey shaded area corresponds to the region where the error is smaller than chemical accuracy (1 kcal/mol).

linear model is only used when the number of samples is roughly no less than the number of descriptors, and the neural network model is used when the number of samples is three times larger. For training samples less than these levels, we should not expect the model to perform well. Due to the cost of training neural network models, we do not test the effect of different selections of the training data, as we did for the case of water. Except for the curve reported in Ref. 3 all models are trained on the same set of data. When the dataset is augmented, existing samples in the dataset are kept.

Not surprisingly, given sufficiently many training samples, the neural net model with extended descriptor performs the best. The performance of the linear model saturates quickly when the number of training samples increases, indicating the need of using more sophisticated models. Neural network models, on the other hand, exhibit the expected power-law behavior, suggesting that further improvement of the accuracy is possible by adding more data. At 7000 training samples we notice that the model predictions are less consistent, likely due to the small size of the testing set.

We also compare our results with MOB-ML method. Two versions of MOB-ML are included, namely the one with regression clustering, Gaussian process regression and random forest classification (RC/GPR/RFC), and the one without clustering (GPR without RC). RC/GPR/RFC version reaches the best testing accuracy regardless of number of training samples while GPR without RC version performs better in terms of sample efficiency. In general, our model is comparable with MOB-ML method. To be more specific, our model outperforms RC/GPR/RFC version in all cases as long as we use scenarios that are expressive enough. On the other hand, DeePHF performs slightly worse than GPR without RC version when the size of training set is small. One possible reason is that MOB-ML uses per-orbital pair correlation energies as training labels, which can be dozens of times more than a single correlation energy value. This additional information from label can be very important when training data is relatively sparse.

To get a more intuitive view, we summarize in Fig. 6 all the testing results using the neural network model trained on different number of samples. We see that when using only 1000 samples, although the mean absolute energy is 0.64, better than any other model reported, we still get a lot of points with pretty large individual error. When we increase the number of training samples, the testing error decreases as expected, so is the number of points that lie outside the chemical accuracy region. When the size of the training set reaches 5000, the results are very close to chemical accuracy. When the training set increases to 7000 samples, all testing results lie within the chemical accuracy region.

To explore the sample efficiency of our model, we examine the active learning procedure on the QM7b-T dataset, using the best performing scenario: neural network fitting function with extended descriptor. At this point, this exercise serves as a proof of concept. We do not calculate new CCSD(T) data. Instead, we
Figure 6: Testing errors of all testing molecules for DeePHF trained on different number of training data. The model is built with extended descriptors and uses neural network as the fitting function. Since we always use the remainder of the dataset as the testing set, the number of testing data decreases when we use more training data. Grey shaded area corresponds to the region where the error is smaller than chemical accuracy (1 kcal/mol). Color on the points represents the density of the points.
iteratively select and add existing data into training set based on the error indicator calculated using model deviation. The detailed steps are as follows: First we use the same 1000 training samples to train four models independently. Next we predict the energy using all four models on the remaining data in QM7b-T. We select another 200 molecules with the largest values of model deviation, adding them to the training set and repeat the same procedure. After 20 rounds we reach a training set of 5000 samples.

Figure 7: The learning curve of DeePHF with active learning on the QM7b-T dataset. Extended descriptor with neural network fitting function is used. The curve for randomly selected samples is same as the one shown in Fig 5 and is used here for comparison. Grey shaded area indicates the region where the error is smaller than chemical accuracy (1 kcal/mol).

The resulted learning curve is shown in Fig 7. A comparison of the testing error between actively learned model and model trained on randomly sampled data is also shown in Fig 8. For the model with active learning, we used the mean absolute error of the largest 100 points over the entire dataset (Max 100 MAE) as our error metric. We see that the error is significantly reduced by active learning on the whole learning curve. The number of training samples needed to reach chemical accuracy is also reduced. Note that in the case of 7000 training samples, the number of data outside the training set is only 211. Hence the Max 100 MAE exhibits a large reduction due to the lack of data. This is not expected to happen if we used larger dataset.

A more concrete illustration can be found in Fig 8. Active learning also largely reduces the max absolute error and the number of samples that lie outside the chemical accuracy region. This points to the possibility of using active learning to continuously improve our model by adaptively choosing and labeling new samples on a much larger unlabeled dataset. We intend to pursue this in the future and we invite interested readers to collaborate on this project.

To further examine the transferability of our DeePHF model, we also test the (QM7b-T trained) model on the GDB-13-T dataset. We follow a similar approach in Refs. 5 and 3 by training the model on randomly sampled data from QM7b-T and testing the model accuracy on GDB-13-T. We use the same set of data as that in the study of the learning curve (Fig. 5), only that the training and testing labels are MP2 correlation energy instead of CCSD(T), since we do not have CCSD(T) labels for the GDB-13-T dataset. We examine two scenarios, neural network model with basic or extended descriptor. No active learning procedure is used in this test.

The results can be found in Fig. 9. In general it is comparable with that of the MOB-ML (RC/GPR/RFC) method. With a sufficiently large training set, our model performs relatively better. Using extended descriptor outperforms MOB-ML (RC/GPR/RFC) in large training set regime. When the number of the training samples is less than 1000, the error of DeePHF is relatively large, possibly due to the sparsity of the data.

On the other hand, in all cases, the errors are larger than chemical accuracy. The anomalous zig-zag behavior in the learning curve (the decrease of accuracy when adding more training data) implies that the testing performance is largely decided by the selection of data. Furthermore, the testing error exhibits a large constant shift (∼ 1.5mH) on the whole GDB-13-T dataset. This behavior indicates that the test on the
Figure 8: Scatter plots of the error for the testing samples with and without active learning. The size of the training set is 3000 and 5000, respectively, for the upper and lower figure. Error statistics include the mean absolute error (MAE), max absolute error (MaxAE) and the number of points with error larger than chemical accuracy (1 kcal/mol) ($N_{\text{out}}$). Grey shaded area indicates the region where the error is smaller than chemical accuracy. Color on points represents to the density of the points.
Figure 9: The learning curve of DeePHF by training on the QM7b-T dataset and testing on GDB-13-T dataset. The extended descriptor and neural network fitting function is used. Results from Ref. 3 are also included for comparison.

GDB-13-T dataset is likely in the extrapolation regime. There should be some information not captured by the training set (QM7b-T). In other words, the data from QM7b-T is insufficient for getting a robust model on the GDB-13-T dataset that contains larger molecules.

As we have mentioned earlier, the proposed scheme is not limited to starting with the HF solution and fitting the correlation energy $E_c = E_{\text{CCSD}(T)} - E_{\text{HF}}$. Other self consistent models such as KS-DFT can also be used as the starting point and similar “DeePHF” models can be trained to predict the modified “correlation” energy $E'_c = E_{\text{CCSD}(T)} - E_{\text{KS}}$. Here we demonstrate an example of using KS-DFT with the PBE functional as the starting point. The resulted learning curve can be found in Fig. 10. Although the linear fitting results are not as good, the neural network results are comparable and even slightly better than that of the HF model.

Finally, we would like to point out the eigenvalue construction in DeePHF is rather important especially when we deal with large datasets. As an example, let us examine another commonly used way of imposing rotational symmetry, summing over the angular indices – the trace construction, using $\text{Tr} \left[ (D_{nl})_{mm'} \right] = \sum_m (D_{nl})_{mm}$ as descriptors. As shown in Fig. 11, such a construction performs much worse than the eigenvalue construction using the same density matrix. Moreover, the testing error of the trace construction saturates when the number of training samples increases over 3000, even if we use neural network fitting functions. Such a behavior suggests that the trace construction is reaching its limit of expressive power. By using eigenvalues as descriptors, DeePHF has a more faithful representation of the ground state density matrix, and is able to capture the functional dependence of the correlation energies even for large datasets.

3.3 The ANI-1ccx Dataset

As mentioned previously, we find training on QM7b-T may be inadequate for us to acquire a model that can transfer well to larger molecules like those in GDB-13-T. Therefore, we take a step further to include the newly published ANI-1ccx dataset as our training set. The ANI-1ccx dataset includes about 500k configurations of diverse molecule that are consisted by C, H, N and O. These configurations are intelligently selected from a larger set of data, ANI-1x, with around 5M configurations. The energies of these molecule configurations are calculated by the CCSD(T)/CBS method, an accurate approximation of CCSD(T) extrapolating to the complete basis limit. This dataset is originally constructed and used to train a atom-based neural network potential model, also named ANI-1ccx, hence is designed to be diverse and unduplicated.

Given this diverse nature of the dataset, we do not test the transferability within the dataset. Instead, we perform the same test used to examine the ANI-1ccx model. Due to the lack of testing data, we only measure the accuracy of hydrocarbon reaction and isomerization energies using HC7/11 and ISOL6.
Figure 10: The learning curve of the DeePHF method on QM7b-T dataset using DFT with PBE functional as the starting point. Depending on whether the extended descriptors and the neural network model fitting functions are used, results from four different constructions are presented. Results from Ref. 3 are also included for comparison. Grey shaded area indicates the region where the error is smaller than chemical accuracy (1 kcal/mol).

Figure 11: Learning curve of the proposed method on the QM7b-T dataset, using trace as descriptor. Results of using basic eigenvalue descriptor as well as results from Ref. 3 are also included for comparison. Grey shaded area indicates the region where the error is smaller than chemical accuracy (1 kcal/mol).
We examine the neural network model with basic descriptors. Detailed results can be find in Table 2.

On both benchmarks, DeePHF performs pretty good and the predictions are within chemical accuracy. We note here the ANI-1ccx model is obtained by first training one a even larger dataset ANI-1x and adapting to ANI-1ccx data through transfer learning. Hence it in fact utilizes more information than DeePHF do. Also note that the CCSD(T)*/CBS row corresponds to the method that provides labels of DeePHF training. It might looks mysterious in the HC7/11 case that the DeePHF model even outperforms its 'ground truth'. This is may be understood that the DeePHF prediction happens to lies in the middle between CCSD(T)*/CBS method and the best estimation reference. Since the benchmark only contains six reaction, such behavior can happen by chance.

Table 2: Mean absolute error of reaction and isomerization energies comparing to the best estimation reference. Results of methods other than DeePHF come from Ref. 29. Errors are given in mH.

| Methods     | HC7/11 | ISOL6 |
|-------------|--------|-------|
| ωB97X/6-31g* | 26.1   | 6.1   |
| CCSD(T)*/CBS| 2.5    | 0.8   |
| ANI-1ccx    | 4.0    | 2.4   |
| DeePHF      | 1.1    | 1.4   |

4 Conclusions

We have developed the DeePHF scheme, a machine learning-based method for predicting the ground-state energy of electronic structures with an accuracy comparable to post Hartree-Fock methods like CCSD(T) and a computational cost comparable to that of HF and DFT. In this paper, we focused on predicting the correlation energies using the ground state density matrix calculated by HF or DFT. The models are designed to satisfy several requirements, namely universality, locality, symmetry, accuracy, and efficiency.

The procedure of the DeePHF scheme consists of two parts: The selection of the descriptors and the construction of the fitting function using the descriptors as the input. The descriptors are constructed by projecting the density matrix onto some judiciously chosen local basis. The fitting function is constructed with either a linear model or a neural network model, depending on the required accuracy. An active learning procedure is introduced to minimize the number of data for labeling from a given unlabeled dataset.

We examined the performance of DeePHF on organic molecular systems using datasets provided in Ref. 4. In all the tests, the accuracy of our model is either comparable to or better than previously reported results. For simple datasets, we demonstrated that simple linear regression gives satisfactory results already. For the larger dataset QM7b-T, DeePHF performs better than Ref. 3 in terms of accuracy and sample efficiency.
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A Projection Basis Coefficients

The basis coefficients are given in NWChem format that could be found in Basis Set Exchange website. Here we do not include the element name since it does not depend on the element type. For the 108 basis functions the coefficients are as follows.
For the 81 basis functions the coefficients are as follows.

\[
\begin{array}{cccccccccccccc}
\text{SPD} \\
9.8526125336e+02 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
1.9461950684e+02 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
5.7665039062e+01 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
1.7085937500e+01 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
7.5937500000e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
3.7500000000e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
2.2500000000e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
1.5000000000e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 \\
6.7085937500e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 \\
4.4444444444e+01 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 \\
2.9629629630e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & 0.0 \\
\end{array}
\]

\[
\begin{array}{cccccccccccccc}
\text{SPD} \\
6.400000e+01 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
3.200000e+01 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
1.600000e+01 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
8.000000e+00 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
4.000000e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
2.000000e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
1.000000e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
5.000000e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 & 0.0 & 0.0 \\
2.500000e+00 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & 0.0 & 0.0 & 0.0 \\
\end{array}
\]
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