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Abstract

We study the convergence of random function iterations for finding an invariant measure of the corresponding Markov operator. We call the problem of finding such an invariant measure the stochastic fixed point problem. This generalizes earlier work studying the stochastic feasibility problem, namely, to find points that are, with probability 1, fixed points of the random functions [44]. When no such points exist, the stochastic feasibility problem is called inconsistent, but still under certain assumptions, the more general stochastic fixed point problem has a solution and the random function iterations converge to an invariant measure for the corresponding Markov operator. There are two major types of convergence: almost sure convergence of the iterates to a fixed point in the case of stochastic feasibility, and convergence in distribution more generally. We show how common structures in deterministic fixed point theory can be exploited to establish existence of invariant measures and convergence of the Markov chain. We show that weaker assumptions than are usually encountered in the analysis of Markov chains guarantee linear/geometric convergence. This framework specializes to many applications of current interest including, for instance, stochastic algorithms for large-scale distributed computation, and deterministic iterative procedures with computational error. The theory developed in this study provides a solid basis for describing the convergence of simple computational methods without the assumption of infinite precision arithmetic or vanishing computational errors.
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1. Introduction

Random function iterations (RFI) [32] generalize deterministic fixed point iterations, and are a useful framework for studying a number of important applications. An RFI is a stochastic process of the form $X_{k+1} := T_\xi X_k$ ($k = 0, 1, 2, \ldots$) initialized by a random variable $X_0$ with distribution $\mu_0$ and values on some set $G$. This of course includes initialization from a deterministic point $x_0 \in G$ via the $\delta$-distribution. Here $\xi_k$ ($k = 0, 1, 2, \ldots$) is an element of a sequence of i.i.d. random variables that map from a probability space into a measurable space of indices $I$ (not necessarily countable) and $T_i$ ($i \in I$) are self-mappings on $G$. The iterates $X_k$ form a Markov chain of random variables on the space $G$, which is, for our purposes, a Polish space. Deterministic fixed point iterations are included when the index set $I$ is just a singleton.

Our main motivation for the fundamental and abstract study pursued here is the very concrete application of X-ray free electron laser (X-FEL) imaging experiments [17, 27, 92]. We return to this specific application in Section 4. There are many more applications than one could reasonably list, but to reach the broadest possible audience, a simple example from first semester numerical analysis is illustrative. Consider the underdetermined linear system of equations

$$Ax = b, \quad A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m, \quad m < n.$$

Equivalent to this problem is the problem of finding the intersection of the hyperplanes defined by the single equations $\langle a_j, x \rangle = b_j$ ($j = 1, 2, \ldots, m$) where $a_j$ is the $j$th row of the matrix $A$:

Find $\bar{x} \in \cap_{j=1}^m \{x \mid \langle a_j, x \rangle = b_j \}$. \hspace{1cm} (1)

An intuitive technique to solve this problem is the method of cyclic projections: Given an initial guess $x_0$, construct the sequence $(x_k)$ via

$$x_{k+1} = P_m P_{m-1} \cdots P_1 x_k,$$ \hspace{1cm} (2)

where $P_j$ is the orthogonal projection onto the $j$th hyperplane above. This method was proposed by von Neumann in [93] where he also proved that, without numerical error, the iterates converge to the projection of the initial point $x_0$ onto the intersection; Aronszajn showed that the rate of convergence is linear [5] (referred to as geometric or exponential in other communities).

The projectors have a closed form representation, and the algorithm is easily implemented. The results of one implementation for a randomly generated matrix $A$ and vector $b$ with $m = 50$ and $n = 60$ yields the following graph shown in Figure 1(a). As the figure shows, the method performs as predicted by the theory, up to the numerical precision of the implementation. After
that point, the iterates behave more like random variables with distribution indicated by the histogram shown in Figure 1(b). The theory developed in this study provides a solid basis for describing the convergence of simple computational methods without the assumption of infinite precision arithmetic or vanishing computational errors [80, 84]. This particular situation could be analyzed in the stability framework of perturbed convergent fixed point iterations with unique fixed points developed in [25]; our approach captures their results and opens the way to a much broader range of applications. An analysis of nonmonotone fixed point iterations with error can be found already in [48], though the precision is assumed to increase quickly to exact evaluation.

One of the main goals of the present study is to extend the approach established in [61] to the tomographic problem associated with X-FEL measurements in particular, and to noncontractive random function iterations more generally, accounting for randomness not only in the model and the algorithm, but also in the computers we use for implementations. The main object of interest is the Markov operator on a space of probability measures with the appropriate metric. We take for granted much of the basic theory of Markov chains, which interested readers can find, for instance, in [45] or [64]. We are indebted to the work of Butnariu and collaborators who studied stochastic iterative procedures for solving infinite dimensional linear operator equations in [22, 22–24]. Another important application motivating our analytical strategy involves stochastic implementations of deterministic algorithms for large-scale optimization problems [18, 29, 38, 67, 82]. Such stochastic algorithms are popular for distributed computation with applications in machine learning [8, 30, 33, 42, 78]. Here each $T_{\xi_k}$ represents a randomly selected, low-dimensional update mechanism in an iterative procedure. Our approach to the analysis of such algorithms allows for the first time expansive mappings and, in some cases, the analysis is simpler than current approaches.

We are concerned in this paper with (i) existence of invariant distributions of the Markov operators associated with the random function iterations, (ii) convergence of the Markov chain to an invariant distribution, and (iii) rates of convergence. As with classical fixed point iterations, the limit – or more accurately, limiting distribution – of the Markov chain, if it exists, will in general depend on the initialization. Uniqueness of invariant measures of the Markov operator is not a particular concern for feasibility problems where any feasible point will do. The notation and necessary background is developed in Section 2, which we conclude with the main statements of this study (Section 2.5). Section 3 contains the technical details, starting with existence theory in Section 3.1, general ergodic theory in Section 3.2 with gradually increasing regularity assumptions on the Markov operators, equicontinuity in Section 3.3 and finally Markov operators generated by nonexpansive mappings in Section 3.4. The assumptions on the mappings generating the Markov operators are commonly employed in the analysis of deterministic algorithms in continuous optimization. Our first main result, Theorem 2.17, establishes convergence for Markov chains that are generated from nonexpansive mappings in $\mathbb{R}^n$ and follows easily in Section 3.5 upon establishing tightness of the sequence of measures. Section 3.6 collects further facts needed for the second main result of this study, Theorem 2.18, which establishes convergence in the Prokhorov-Lévy metric of Markov chains to an invariant measure (assuming this exists) when the Markov operators are constructed from $\alpha$-firmly nonexpansive mappings in $\mathbb{R}^n$ (Definition 2.8). We conclude Section 3 with the proof in Section 3.8 of the last main result, Theorem 2.19, which provides for a quantification of convergence of the RFI when the underlying mappings are only almost $\alpha$-firmly nonexpansive in expectation (Definition 2.10) and when the discrepancy between a given measure and the set of invariant measures of the Markov operator, (29), is metrically subregular (Definition 2.15). We conclude this study with Section 4 where we focus on applications to optimization on measure spaces and (inconsistent) feasibility.
2. RFI and the Stochastic Fixed Point Problem

In this section we give a rigorous formulation of the RFI, then interpret this as a Markov chain and define the corresponding Markov operator. We then formulate modes of convergence of these Markov chains to invariant measures for the Markov operators and formulate the stochastic feasibility and stochastic fixed point problems. At the end of this section we present the main results of this article. The proofs of these results are developed in Section 3.

Our notation is standard. As usual, \( \mathbb{N} \) denotes the natural numbers including 0. For \( G \), an abstract topological space, \( \mathcal{B}(G) \) denotes the Borel \( \sigma \)-algebra and \( (G, \mathcal{B}(G)) \) is the corresponding measure space. We denote by \( \mathcal{P}(G) \) the set of all probability measures on \( G \). The support of the probability measure \( \mu \) is the smallest closed set \( A \), for which \( \mu(A) = 1 \) and is denoted by \( \text{supp} \mu \).

There is a lot of overlapping notation in probability theory. Where possible we will try to stick to the simplest conventions, but the context will make certain notation preferable. The notation \( \mu \) will be used.

Throughout, the pair \( (G, d) \) denotes a separable metric space with metric \( d \) and \( \mathcal{B}(x, r) \) is the open ball centered at \( x \in G \) with radius \( r > 0 \); the closure of the ball is denoted \( \overline{\mathcal{B}(x, r)} \). All of our results concerning existence of invariant measures, tightness of sequences and convergence will assume that \( (G, d) \) is Polish (i.e. also complete); in characterizing the regularity of the building blocks, completeness of the metric space is not required.

The distance of a point \( x \in G \) to a set \( A \subset G \) is denoted by \( d(x, A) := \inf_{w \in A} d(x, w) \). For the ball of radius \( r \) around a subset of points \( A \subset G \), we write \( \mathcal{B}(A, r) := \bigcup_{x \in A} \mathcal{B}(x, r) \). The 0-1-indicator function of a set \( A \) is given by

\[
\mathbb{1}_A(x) = \begin{cases} 
1 & \text{if } x \in A, \\
0 & \text{else.}
\end{cases}
\]

Continuing with the development initiated in the introduction, we will consider a collection of mappings \( T_i : G \to G \), \( i \in I \), on \( (G, d) \) (a separable complete metric space), where \( I \) is an arbitrary index set. The measure space of indexes is denoted by \( (I, \mathcal{I}) \), and \( I \) is an \( I \)-valued random variable on the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \). The pairwise independence of two random variables \( \xi \) and \( \eta \) is denoted \( \xi \perp \eta \). The random variables \( \xi_k \) in the sequence \( (\xi_k)_{k \in \mathbb{N}} \) (abbreviated \( (\xi_k) \)) are independent and identically distributed (i.i.d.) with \( \xi_k \) distributed as \( \xi \) (\( \xi_k \sim \xi \)). The method of random function iterations is formally presented in Algorithm 1.

**Algorithm 1**: Random Function Iterations (RFI)

1. **Initialization**: Set \( X_0 \sim \mu_0 \in \mathcal{P}(G), \xi_k \sim \xi \quad \forall k \in \mathbb{N} \).
2. for \( k = 0, 1, 2, \ldots \) do
   1. \( X_{k+1} = T_{\xi_k}X_k \)

We will use the notation

\[
X_k^X_0 := T_{\xi_{k-1}} \ldots T_{\xi_0} X_0 \tag{3}
\]

to denote the sequence of the RFI initialized with \( X_0 \sim \mu_0 \). When characterizing sequences initialized with the delta distribution of a point we use the notation \( X_k^\varepsilon \). The following assumptions will be employed throughout.
Assumption 2.1. (a) \(\xi_0, \xi_1, \ldots, \xi_k\) are i.i.d with values on \(I\) and \(\xi_k \sim \xi\). \(X_0\) is an random variable with values on \(G\), independent from \(\xi_k\).

(b) The function \(\Phi : G \times I \rightarrow G, (x, i) \mapsto T_i x\) is measurable.

2.1. RFI as a Markov chain

Markov chains are conveniently defined in terms of transition kernels. A transition kernel is a mapping \(p : G \times \mathcal{B}(G) \rightarrow [0, 1]\) that is measurable in the first argument and is a probability measure in the second argument; that is, \(p(\cdot, A)\) is measurable for all \(A \in \mathcal{B}(G)\) and \(p(x, \cdot)\) is a probability measure for all \(x \in G\).

**Definition 2.2** (Markov chain). A sequence of random variables \((X_k), X_k : (\Omega, \mathcal{F}, \mathbb{P}) \rightarrow (G, \mathcal{B}(G))\) is called Markov chain with transition kernel \(p\) if for all \(k \in \mathbb{N}\) and \(A \in \mathcal{B}(G)\) \(\mathbb{P}\)-a.s. the following hold:

(i) \(\mathbb{P}(X_{k+1} \in A | X_0, X_1, \ldots, X_k) = \mathbb{P}(X_{k+1} \in A | X_k)\);

(ii) \(\mathbb{P}(X_{k+1} \in A | X_k) = p(X_k, A)\).

**Proposition 2.3.** Under Assumption 2.1, the sequence of random variables \((X_k)\) generated by Algorithm 1 is a Markov chain with transition kernel \(p\) given by

\[
(x \in G) (A \in \mathcal{B}(G)) \quad p(x, A) := \mathbb{P}(\Phi(x, \xi) \in A) = \mathbb{P}(T_\xi x \in A)
\]

for the measurable update function \(\Phi : G \times I \rightarrow G, (x, i) \mapsto T_i x\).

**Proof.** It follows from [51, Lemma 1.26] that the mapping \(p(\cdot, A)\) defined by (4) is measurable for all \(A \in \mathcal{B}(G)\), and it is immediate from the definition that \(p(x, \cdot)\) is a probability measure for all \(x \in G\). So \(p\) defined by (4) is a transition kernel. The remainder of the statement is an immediate consequence of the disintegration theorem (see, for example, [87]). □

The Markov operator \(\mathcal{P}\) is defined pointwise for a measurable function \(f : G \rightarrow \mathbb{R}\) via

\[
(x \in G) \quad \mathcal{P}f(x) := \int_G f(y)p(x, dy),
\]

when the integral exists. Note that

\[
\mathcal{P}f(x) = \int_G f(y)p^{\Phi(x, \xi)}(dy) = \int_\Omega f(T_\xi(\omega)x)\mathbb{P}(d\omega) = \int_I f(T_i x)\mathbb{P}^i(d\omega).
\]

The Markov operator \(\mathcal{P}\) is Feller if \(\mathcal{P}f \in C_b(G)\) whenever \(f \in C_b(G)\), where \(C_b(G)\) is the set of bounded and continuous functions from \(G\) to \(\mathbb{R}\). This property is central to the theory of existence of invariant measures introduced below. The next fundamental result establishes the relation of the Feller property of the Markov operator to the generating mappings \(T_i\).

**Proposition 2.4** (Theorem 4.22 in [11]). Under Assumption 2.1, if \(T_i\) is continuous for all \(i \in I\), then the Markov operator \(\mathcal{P}\) is Feller.

Let \(\mu \in \mathcal{P}(G)\). In a slight abuse of notation we denote the dual Markov operator \(\mathcal{P}^* : \mathcal{P}(G) \rightarrow \mathcal{P}(G)\) acting on a measure \(\mu\) by action on the right by \(\mathcal{P}\) via

\[
(A \in \mathcal{B}(G)) \quad (\mathcal{P}^* \mu)(A) := (\mu \mathcal{P})(A) := \int_G p(x, A)\mu(dx).
\]

This notation allows easy identification of the distribution of the \(k\)-th iterate of the Markov chain generated by Algorithm 1: \(\mathcal{L}(X_k) = \mu_0 \mathcal{P}^k\).
2.2. The Stochastic Fixed Point Problem

As studied in [44], the stochastic feasibility problem is stated as follows:

$$\text{Find } x^* \in C := \{ x \in G \mid P(x = T_i x) = 1 \}. \quad (5)$$

A point $x$ such that $x = T_i x$ is a fixed point of the operator $T_i$; the set of all such points is denoted by

$$\text{Fix } T_i = \{ x \in G \mid x = T_i x \}.$$ 

In [44] it was assumed that $C \neq \emptyset$. If $C = \emptyset$ we call this the inconsistent stochastic feasibility problem.

Inconsistent stochastic feasibility is far from exotic. Take, for example, the not unusual assumption of additive noise: define $T_\xi(x) := f(x) + \xi$ where $f : \mathbb{R}^n \to \mathbb{R}^n$ and $\xi$ is a measure without point masses. Then $P(T_\xi(x) = x) = P(\xi(x) = x - f(x)) = 0$. More concretely, let $f = \text{Id} - t \nabla F$ where $F : \mathbb{R}^n \to \mathbb{R}$ is a differentiable, strongly convex function and $t$ is some appropriately small stepsize. This yields the noisy gradient descent method

$$T_\xi(x) = x - t \nabla F(x) + \xi.$$ 

Though this has no fixed point, the additive noise $\xi$ can be constructed so that the resulting Markov chain is ergodic and its (unique!) invariant distribution concentrates around the unique global minimum of $F$. See Example 4.1 for more discussion.

The inconsistency of the problem formulation is an artifact of asking the wrong question. A fixed point of the (dual) Markov operator $P$ is called an invariant measure, i.e. $\pi \in P(G)$ is invariant whenever $\pi P = \pi$. The set of all invariant probability measures is denoted by $\text{inv } P$.

We are interested in the following generalization of (5):

$$\text{Find } \pi \in \text{inv } P. \quad (6)$$

We refer to this as the stochastic fixed point problem.

2.3. Modes of convergence

In [44], we considered almost sure convergence of the sequence $(X_k)$ to a random variable $X$:

$$X_k \to X \text{ a.s. as } k \to \infty.$$ 

Almost sure convergence is commonly encountered in the studies of stochastic algorithms in optimization, and can be guaranteed for consistent stochastic feasibility under most of the regularity assumptions on $T_i$ considered here (see [44, Theorem 3.8 and 3.9]) though this does not require the full power of the theory of general Markov processes. In fact, the next result shows that almost sure convergence is only possible for consistent stochastic feasibility.

The following statement first appeared in Lemma 3.2.1 of [43].

Proposition 2.5 (a.s. convergence implies consistency). Let $T_i : G \to G$ be continuous for all $i \in I$ with respect to the metric $d$. Let $\pi \in \text{inv } P \neq \emptyset$ and $X_0 \sim \pi$. Generate the sequence $(X_k^{X_0})_{k \in \mathbb{N}}$ via Algorithm 1 where $X_0 \perp \perp \xi_k$ for all $k$. If the sequence $(X_k^{X_0})$ converges almost surely, then the stochastic feasibility problem is consistent. Moreover, $\text{supp } \pi \subset C$.

Before proceeding to the proof, note that the measure remains the same for each iterate $X_k^{X_0}$ - the issue here is when the iterates converge (almost surely).
Proof. In preparation for our argument, which is by contradiction, choose any $x \in \text{supp} \pi$ where $\pi \in \text{inv} \mathcal{P}$, and define
\[
I^* := \{i \in I \mid d(T_i x, x) > \epsilon \}
\]
for $\epsilon \geq 0$. Note that $I^* \supseteq I^0$ whenever $\epsilon \leq \epsilon_0$. Define the set
\[
J^*_0 := \{i \in I \mid d(T_i x, T_i y) \leq \epsilon, \forall y \in \mathbb{B}(x, \delta) \}.
\]
These sets satisfy $J^*_1 \subset J^*_2$ whenever $\delta_1 \geq \delta_2$ and, since $T_i$ is continuous for all $i \in I$, we have that for each $\epsilon > 0$, $J^*_0 \uparrow I$ as $\delta \to 0$. A short argument shows that $I^*$ and $J^*_0$ are measurable for each $\delta$ and $\epsilon > 0$.

Suppose now, to the contrary, that $C = \emptyset$. Then $\mathbb{P}(T_\xi x = x) < 1$ and hence $\mathbb{P}(d(T_\xi x, x) > 0) > 0$. Since $I^* \supseteq I^0$ for $\epsilon \leq \epsilon_0$ we have $\mathbb{P}^\xi(I^0) \leq \mathbb{P}^\xi(I^*)$ whenever $\epsilon \leq \epsilon_0$. In particular, there must exist an $\epsilon_0$ such that $0 < \mathbb{P}^\xi(I^0)$. On the other hand, there is a constant $\delta > 0$ such that $\delta < \epsilon_0/2$ and $\mathbb{P}^\xi(K^0_\delta) > 0$ where $K^0_\delta := I^0 \cap J^0_\delta/2$. This construction then yields
\[
(\forall i \in K^0_\delta) \quad d(T_i y, x) \geq d(T_i x, x) - d(T_i y, T_i x) \geq \frac{\epsilon_0}{2} > \delta \quad \forall y \in \mathbb{B}(x, \delta).
\]

Next, we claim that $X_k^{X_0} \sim \pi$ for all $k \in \mathbb{N}$. Indeed, for any $Y \sim \pi$, if $\xi$ is independent of $Y$, then $T_\xi Y \sim \pi$. To see this, note that For $A \in \mathcal{B}(G)$ Fubini’s Theorem and disintegration yield
\[
\mathbb{P}(T_\xi Y \in A) = \mathbb{E}[\mathbb{E}[1_A(T_\xi Y) | \xi]] = \mathbb{E} \int 1_A(T_\xi y)\pi(dy) = \int \mathbb{E} 1_A(z)\mathbb{P}^{T_\xi y}(dz)\pi(dy)
= \int \int 1_A(z)p(y, dz)\pi(dy) = \pi(A) = \mathbb{P}(Y \in A).
\]
It follows that $\text{supp} \mathcal{L}(Y) = \text{supp} \mathcal{L}(T_\xi Y)$, and since $\xi_k$ are i.i.d., $X_k^{X_0} \sim \pi$ for all $k \in \mathbb{N}$. This establishes the claim.

The independence of $\xi_k$ and $X_0$ for all $k$ implies the independence of $\xi_k$ and $X_k^{X_0}$ for all $k$. Moreover, $\mathbb{P}(X_k^{X_0} \in B_\delta) = \pi(B_\delta) > 0$ for all $k \in \mathbb{N}$, where to avoid clutter we denote $B_\delta := \mathbb{B}(x, \delta)$. This yields
\[
(\forall k \in \mathbb{N}) \quad \mathbb{P}(X_k^{X_0} \in B_\delta, X_{k+1}^{X_0} \notin B_\delta) \geq \mathbb{P}(X_k^{X_0} \in B_\delta, \xi_k \in K^0_\delta) = \pi(B_\delta)\mathbb{P}^\xi(K^0_\delta) > 0.
\]
Thus, we also have
\[
(\forall k \in \mathbb{N}) \quad \mathbb{P}(X_k^{X_0} \in B_\delta, X_{k+1}^{X_0} \in B_\delta) = \mathbb{P}(X_k^{X_0} \in B_\delta) - \mathbb{P}(X_k^{X_0} \in B_\delta, X_{k+1}^{X_0} \notin B_\delta) \leq \pi(B_\delta) - \pi(B_\delta)\mathbb{P}^\xi(K^0_\delta) = \pi(B_\delta) \{1 - \mathbb{P}^\xi(K^0_\delta)\} < \pi(B_\delta).
\]
However, by assumption, $X_k^{X_0} \to X_\ast$ a.s. for some random variable $X_\ast$ with $\mathbb{P}(X_\ast \in B_\delta) = \pi(B_\delta) > 0$. If $X_\ast \in B_\delta$ then due to the a.s. convergence there exists a (random) $k_\ast$ such that $X_k^{X_0} \in B_\delta$ for all $k \geq k_\ast$. This implies that
\[
\mathbb{P}(X_k^{X_0} \in B_\delta, X_{k+1}^{X_0} \in B_\delta, X_\ast \in B_\delta) \to \mathbb{P}(X_\ast \in B_\delta) = \pi(B_\delta).
\]
which is a contradiction since by the above
\[
\mathbb{P}(X_k^{X_0} \in B_\delta, X_{k+1}^{X_0} \in B_\delta, X_\ast \in B_\delta) \leq \mathbb{P}(X_k^{X_0} \in B_\delta, X_{k+1}^{X_0} \in B_\delta) < \pi(B_\delta).
\]
So it must be true that $\mathbb{P}(d(T_\xi x, x) > 0) = 0$. In other words, $\mathbb{P}(T_\xi x = x) = 1$, hence $C \neq \emptyset$. Moreover, since the point $x$ was any arbitrary point in $\text{supp} \pi$, we conclude that $\text{supp} \pi \subset C$. \qed
For inconsistent feasibility, or more general stochastic fixed point problems that are the aim
of the RFI, Algorithm 1, we focus on convergence in distribution. Let \((\nu_k)\) be a sequence of
probability measures on \(G\). The sequence \((\nu_k)\) is said to converge in distribution to \(\nu\)
everywhere \(\nu \in \mathcal{P}(G)\) and for all \(f \in C_b(G)\) it holds that \(\nu_k f \to \nu f\) as \(k \to \infty\), where \(\nu f := \int f(x) \nu(dx)\).
Equivalently a sequence of random variables \((X_k)\) is said to converge in distribution if their
laws \((\mathcal{L}(X_k))_{k \in \mathbb{N}}\) do.

We now consider two modes of convergence in distribution for the corresponding sequence of
measures \((\mathcal{L}(X_k)))_{k \in \mathbb{N}}\) on \(\mathcal{P}(G)\):

1. convergence in distribution of the Cesàro averages of the sequence \((\mathcal{L}(X_k)))\) to a probability
measure \(\pi \in \mathcal{P}(G)\), i.e. for any \(f \in C_b(G)\)
   \[
   \nu_k f := \frac{1}{k} \sum_{j=1}^{k} \mathcal{L}(X_j)f = \mathbb{E} \left[ \frac{1}{k} \sum_{j=1}^{k} f(X_j) \right] \to \pi f, \quad \text{as } k \to \infty; \]

2. convergence in distribution of the sequence \((\mathcal{L}(X_k)))\) to a probability measure \(\pi \in \mathcal{P}(G)\),
i.e. for any \(f \in C_b(G)\)
   \[
   \mathcal{L}(X_k)f = \mathbb{E}[f(X_k)] \to \pi f, \quad \text{as } k \to \infty. \]

Clearly, the second mode of convergence implies the first. This is used in Section 3.5 and Section
3.7.

An elementary fact from the theory of Markov chains (Proposition 3.1) is that, if the Markov
operator \(\mathcal{P}\) is Feller and \(\pi\) is a cluster point of \((\nu_k)\) with respect to convergence in distribution
then \(\pi\) is an invariant probability measure. Existence of invariant measures for a Markov
operator then amounts to verifying that the operator is Feller (by Proposition 2.4, automatic if
the \(T_i\) are continuous) and that cluster points exist (guaranteed by tightness – or compactness
with respect to the topology of convergence in distribution – of the sequence, see [14, Section
5]. In particular, this means that there exists a convergent subsequence \((\nu_{k_j})\) with

\[
(\forall f \in C_b(G)) \quad \nu_{k_j}f = \mathbb{E} \left[ \frac{1}{k_j} \sum_{i=1}^{k_j} f(X_i) \right] \to \pi f, \quad \text{as } j \to \infty. \]

Convergence of the whole sequence, i.e. \(\nu_k \to \pi\), amounts then to showing that \(\pi\) is the unique
cluster point of \((\nu_k)\) (see Proposition A.1).

Quantifying convergence is essential for establishing estimates for the distance of the iterates
to the limit point, when this exists.

**Definition 2.6** (R- and Q-linear convergence to points, Chapter 9 of [70]). Let \((x_k)\) be a
sequence in a metric space \((G,d)\).

1. \((x_k)_{k \in \mathbb{N}}\) is said to **converge R-linearly** to \(\bar{x}\) with rate \(c \in [0,1)\) if there is a constant \(\beta > 0\)
such that
   \[
   d(x_k, \bar{x}) \leq \beta c^k \quad \forall k \in \mathbb{N}. \quad (7)
   \]

2. \((x_k)_{k \in \mathbb{N}}\) is said to **converge Q-linearly** to \(\bar{x}\) with rate \(c \in [0,1)\) if
   \[
   d(x_{k+1}, \bar{x}) \leq cd(x_k, \bar{x}) \quad \forall k \in \mathbb{N}. \]
By definition, Q-linear convergence implies R-linear convergence with the same rate; the converse implication does not hold in general. Q-linear convergence is encountered with contractive fixed point mappings, and this leads to a priori and a posteriori error estimates on the sequence. This type of convergence is referred to as geometric or exponential convergence in different communities. The crucial distinction between R-linear and Q-linear convergence is that R-linear convergence permits neither a priori nor a posteriori error estimates.

Common metrics for spaces of measures are the Prokhorov-Lèvy distance and the Wasserstein metric.

**Definition 2.7** (Prokhorov-Lèvy&Wasserstein distance). Let \((G, d)\) be a separable complete metric space and let \(\mu, \nu \in \mathcal{P}(G)\).

(i) The Prokhorov-Lèvy distance, denoted by \(d_P\), is defined by

\[
d_P(\mu, \nu) = \inf \{\varepsilon > 0 \mid \mu(A) \leq \nu(B(A, \varepsilon)) + \varepsilon, \nu(A) \leq \mu(B(A, \varepsilon)) + \varepsilon \quad \forall A \in B(G)\}.
\]

(ii) For \(p \geq 1\) let

\[
\mathcal{P}_p(G) = \left\{\mu \in \mathcal{P}(G) \mid \exists x \in G : \int d^p(x,y)\mu(dy) < \infty\right\}.
\]

The Wasserstein \(p\)-metric on \(\mathcal{P}_p(G)\), denoted \(W_p\), is defined by

\[
W_p(\mu, \nu) := \left(\inf_{\gamma \in C(\mu, \nu)} \int_{G \times G} d^p(x,y)\gamma(dx,dy)\right)^{1/p} \quad (p \geq 1)
\]

where \(C(\mu, \nu)\) is the set of couplings of \(\mu\) and \(\nu\) (measures on the product space \(G \times G\) whose marginals are \(\mu\) and \(\nu\) respectively – see (80)).

### 2.4. Regularity

Our main results concern convergence of Markov chains under increasingly restrictive regularity assumptions on the mappings \(\{T_i\}\). The regularity of \(T_i\) is dictated by the application, and our primary interest is to follow this through to the regularity of the corresponding Markov operator. In [61] a framework was developed for a quantitative convergence analysis of set-valued mappings \(T_i\) that are calm (one-sided Lipschitz continuous – in the sense of set-valued-mappings – with Lipschitz constant greater than 1). A set-valued self-mapping on a metric space \((G, d)\) is denoted \(T : G \rightrightarrows G\). This setting includes, for instance, applications involving feasibility – consistent and inconsistent – as well as many randomized algorithms for large-scale optimization, convex and nonconvex. Studies concurrent with the present one define the regularity of fixed point mappings in \(p\)-uniformly convex spaces \((p \in (1, \infty))\) with parameter \(c > 0\) [13, 55]. These are uniquely geodesic metric spaces \((G, d)\) for which the following inequality holds [66]:

\[
(\forall t \in [0, 1])(\forall x, y, z \in G) \quad d(z, (1-t)x \oplus ty)^p \leq (1-t)d(z, x)^p + td(z, y)^p - \frac{c}{p}t(1-t)d(x, y)^p
\]

where \(w = (1-t)x \oplus ty\) for \(t \in (0, 1)\) denotes the point \(w\) on the geodesic connecting \(x\) and \(y\) such that \(d(w, x) = td(x, y)\). The constant \(c\) is tied to the curvature and the diameter of the space. When \(p = c = 2\), this inequality defines a CAT(0) space (Alexandrov [1] and Gromov [39]), the completion of which defines a Hadamard space. More generally, a CAT(\(\kappa\)) space is a geodesic metric space with sufficiently small triangles possessing comparison triangles with sides the same length as the geodesic triangle but for which the distance between points on the geodesic
triangle are less than or equal to the distance between corresponding points on the comparison triangle. CAT(κ) spaces are separable, but not complete, and locally 2-uniformly convex with parameter c approaching the value 2 from below as the diameter of the local neighborhood vanishes [68, Proposition 3.1].

To keep the notation simple, we will restrict ourselves to CAT(κ) spaces (that is, the case p = 2), though we note that the exponents in the definition below are a consequence of this choice of p.

**Definition 2.8** (pointwise almost (α-firmly) nonexpansive mappings in CAT(κ) metric spaces). Let \((G, d)\) be a CAT(κ) metric space and \(D \subset G\) and let \(F : D \rightrightarrows G\).

(i) The mapping \(F\) is said to be pointwise almost nonexpansive at \(x_0 \in D\) on \(D\), abbreviated pointwise ane, whenever

\[
\exists \epsilon \in [0, 1) : d(x^+, x_0^+) \leq \sqrt{1+\epsilon} d(x, x_0), \quad \forall x \in D, \forall x^+ \in Fx, x_0^+ \in Fx_0. \tag{12}
\]

The violation is a value of \(\epsilon\) for which (12) holds. When the above inequality holds for all \(x_0 \in D\) then \(F\) is said to be almost nonexpansive on \(D\) (ane). When \(\epsilon = 0\) the mapping \(F\) is said to be (pointwise) nonexpansive.

(ii) The mapping \(F\) is said to be pointwise almost α-firmly nonexpansive at \(x_0 \in D\) on \(D\), abbreviated pointwise α-fne whenever

\[
\exists \epsilon \in [0, 1)\) and \(\alpha \in (0, 1) : d^2(x^+, x_0^+) \leq (1 + \epsilon) d^2(x, x_0) - \frac{1-\alpha}{\alpha} \psi_c(x, x_0, x^+, x_0^+) \tag{13}
\]

for all \(x \in D\), \(\forall x^+ \in Fx, x_0^+ \in Fx_0\), where the transport discrepancy \(\psi_c\) of \(F\) at \(x, x_0, x^+ \in Fx\) and \(x_0^+ \in Fx_0\) is defined by

\[
\psi_c(x, x_0, x^+, x_0^+) := \frac{\epsilon}{2} \left( d^2(x^+, x) + d^2(x_0^+, x_0) + d^2(x^+, x_0^+) + d^2(x, x_0) - d^2(x^+, x_0) - d^2(x, x_0^+) \right). \tag{14}
\]

When the above inequality holds for all \(x_0 \in D\) then \(F\) is said to be almost α-firmly nonexpansive on \(D\), (α-fne). The violation is the constant \(\epsilon\) for which (13) holds. When \(\epsilon = 0\) the mapping \(F\) is said to be (pointwise) α-firmly nonexpansive, abbreviated (pointwise) α-fne.

The transport discrepancy \(\psi_c\) is a central object for characterizing the regularity of mappings in metric spaces and ties the regularity of the mapping to the geometry of the space. The parameter \(c\) is determined by the curvature and the diameter of the space, \((G, d)\). The following lemma is derived from [12, pp. 94].

**Lemma 2.9** (\(\psi_2\) is nonnegative in CAT(0) spaces). Let \((G, d)\) be a CAT(0) metric space and \(F : D \rightrightarrows G\) for \(D \subset G\). Then the transport discrepancy defined by (14) is nonnegative for all \(x, y \in D, x^+ \in Fx, y^+ \in Fy\). Moreover, if \(F\) is pointwise α-fne at \(x_0 \in D\) with violation \(\epsilon\) on \(D\), then \(F\) is pointwise ane at \(x_0\) on \(D\) with violation at most \(\epsilon\).

**Proof.** For any self-mapping on a CAT(0) space, the following four-point inequality holds at any points \(x, y, u, v\) [49, Theorem 2.3.1]:

\[
d^2(u, y) + d^2(x, v) - d^2(u, x) - d^2(v, y) \leq 2d(u, v)d(x, y). \tag{15}
\]

Thus \(\psi_2(x, x_0, x^+, x_0^+)\) defined by (14) (with \(c = 2\)) is nonnegative in this setting. It follows immediately from the definition (13), then, that in CAT(0) spaces pointwise α-fne mappings are pointwise ane with at most the same violation. \(\square\)
In CAT(κ) spaces the above statement does not hold. It is well known, for example, that in a CAT(κ) metric space the projector onto a convex set is α-fne with α = 1/2, but it is not nonexpansive [3].

The definition of pointwise α-fne mappings generalizes the same notions developed in [61] for Euclidean spaces. The notion of averaged mappings dates back to Mann, Krasnoselskii, and others [21, 35, 40, 52, 62], while the name “averaged” seemed to stick from [7]. We depart from this tradition because it does not fit with nonlinear spaces.

In normed linear spaces, Baillon and Bruck [6] showed that nonexpansive mappings whose orbits are bounded under convex relaxations are asymptotically regular with a universal rate constant. Precisely: let \( T : D \to D \) be nonexpansive, where \( D \) is a convex subset of a normed linear space, and define \( x_m \) recursively by \( x_m = T x_{m-1} := ((1 - \lambda) \text{Id} + \lambda T) x_{m-1} \) for \( \lambda \in (0, 1) \) and \( x_0 \in D \). If \( \|x - T T^k \| \leq 1 \) for any \( \lambda \in (0, 1) \) and for all \( 0 \leq k \leq m \), then [6, Main Result]

\[
\|x_m - T x_m\| < \frac{\text{diam } D}{\sqrt{\pi m} \lambda (1 - \lambda)}.
\]

Cominetti, Soto and Vaisman [31] recently confirmed a conjecture of Baillon and Bruck that a universal rate constant also holds for nonexpansive mappings with arbitrary relaxation in \((0, 1)\) chosen at each iteration; in particular, that

\[
\|x_m - T x_m\| \leq \frac{\text{diam } D}{\sqrt{\pi} \sum_{k=1}^{m} \lambda_k (1 - \lambda_k)},
\]

where \( x_m \) is defined recursively by \( x_m = T \lambda x_{m-1} := ((1 - \lambda_m) \text{Id} + \lambda_m T) x_{m-1} \) for \( \lambda_m \in (0, 1) \) \((m = 1, 2, \ldots)\). The operators \( T \lambda_m \) all have the same set of fixed points (namely \( \text{Fix } T \)), so these results are complementary to [44] where it was shown [44, Theorem 3.5] that sequences of random variables on compact metric spaces generated by Algorithm 1 with paracontractions such as \( T \lambda_m \) above converge almost surely to a random variable in \( \text{Fix } T \), assuming that this is nonempty (see Proposition 2.5 in this context). Necessary and sufficient conditions for linear convergence of the iterates were also determined in a more limited setting in [44, Theorems 3.11 and 3.15]. The results of [6, 31, 44], however, do not apply to inconsistent stochastic feasibility considered here.

Nonexpansive mappings have been explored in nonlinear metric spaces for instance in [37] and in Hadamard spaces recently in [77]. Our definition for \( \alpha = 1/2 \) is equivalent (after some algebra) to the definition of firmly contractive mappings given in [20, Definition 6] for Hilbert spaces (see (18) below). The notion of \( \lambda \)-firmly nonexpansive mappings was defined in [3] in the context of \( W \)-hyperbolic spaces. This nomenclature was appropriated in [13] where it was shown that \( \lambda \)-firmly nonexpansive mappings are \( \alpha \)-fne, though the converse does not hold in general [13, Proposition 4]. Rates of asymptotic regularity of compositions of firmly nonexpansive mappings on \( p \)-uniformly convex spaces have been established in [4, Theorem 3.2].

The violation \( \epsilon \) in (12) and (13) is a recently introduced feature in the analysis of fixed point mappings, first appearing in this form in [61]. It is interesting to note that in the same article [6] where Baillon and Bruck showed (16) for nonexpansive mappings, they also observed that mappings with Lipschitz constant greater than one also behave nicely, and conjectured that something similar was also possible for this case. Indeed, the analysis of [61] shows how this works, though something like a universal constant has not been explored. Many are familiar with mappings for which (12) holds with \( \epsilon < 0 \) at all \( x_0 \in G \), i.e. contraction mappings. In this case, the whole technology of pointwise \( \alpha \)-fne mappings is not required since an appropriate application of Banach’s fixed point theorem delivers existence of fixed points and convergence of fixed point iterations at a linear rate. We will have more to say about this later; for the moment
it suffices to note that the mappings associated with our target applications are expansive on all neighborhoods of fixed points and we will therefore require another property to guarantee convergence.

When $\|\cdot\|$ is the norm induced by the inner product and $d(x,y) = \|x - y\|$, the transport discrepancy $\psi_2$ defined by (14) has the representation

$$\psi_2(x,x_0,x_0^+,y) = \|(x - x^+) - (x_0 - x_0^+)\|^2. \quad (17)$$

This representation shows the connection between our definition and more classical notions. Indeed, in a Hilbert space setting $(G,\|\cdot\|)$, a set-valued mapping $F : D \rightrightarrows G$ ($D \subset G$) is pointwise $\alpha$-fne at $x_0$ with constant $\alpha$ and violation at most $\epsilon$ on $D$ if and only if

$$\|x^+ - x_0^+\|^2 \leq (1 + \epsilon)\|x - x_0\|^2 - \frac{1-\alpha}{\alpha}\|(x - x^+) - (x_0 - x_0^+)\|^2 \quad \forall x \in D, \forall x^+ \in Fx, \forall x_0^+ \in Fx_0. \quad (18)$$

In the stochastic setting, to ease the notation and avoid certain technicalities, we will consider single-valued mappings $T_i$ that are only almost $\alpha$-firmly nonexpansive in expectation. We can therefore write $x^+ = T_i x$ instead of always taking some selection $x^+ = T_i x$ and verifying the desired properties over all (measurable) selections, assuming these exist [94]. The next definition uses the update function $\Phi$ defined in Assumption 2.1(b).

**Definition 2.10** (pointwise almost ($\alpha$-firmly) nonexpansive in expectation). Let $(G,d)$ be a $p$-uniformly convex metric space with constant $c$, let $T_i : G \to G$ for $i \in I$, and let $\Phi : G \times I \to G$ be given by $\Phi(x,i) = T_i x$. Let $\psi_c$ be defined by (14) and let $\xi$ be an $I$-valued random variable.

(i) The mapping $\Phi$ is said to be **pointwise almost nonexpansive in expectation at $x_0 \in G$ on $G$**, abbreviated **pointwise one in expectation**, whenever

$$\exists \epsilon \in [0,1) : \quad E[d(\Phi(x,\xi),\Phi(x_0,\xi))] \leq \sqrt{1+\epsilon} d(x,x_0), \quad \forall x \in G. \quad (19)$$

When the above inequality holds for all $x_0 \in G$ then $\Phi$ is said to be **almost nonexpansive – one – in expectation on $G$**. As before, the violation is a value of $\epsilon$ for which (19) holds. When the violation is 0, the qualifier “almost” is dropped.

(ii) The mapping $\Phi$ is said to be **pointwise almost $\alpha$-firmly nonexpansive in expectation at $x_0 \in G$ on $G$**, abbreviated **pointwise $\alpha$-fne in expectation**, whenever

$$\exists \epsilon \in [0,1), \alpha \in (0,1) : \quad \forall x \in G, \quad \exists \epsilon \in [0,1) : \quad E\left[d^2(\Phi(x,\xi),\Phi(x_0,\xi))\right] \leq (1 + \epsilon)d^2(x,x_0) - \frac{1-\alpha}{\alpha} E[\psi_c(x,x_0,\Phi(x,\xi),\Phi(x_0,\xi))] \quad (20)$$

When the above inequality holds for all $x_0 \in G$ then $\Phi$ is said to be **almost $\alpha$-firmly nonexpansive ($\alpha$-fne) in expectation on $G$**. The violation is a value of $\epsilon$ for which (20) holds. When the violation is 0, the qualifier “almost” is dropped and the abbreviation $\alpha$-fne in expectation is used.

**Proposition 2.11.** Let $(G,d)$ be a CAT(0) space. The mapping $\Phi : G \times I \to G$ given by $\Phi(x,i) = T_i x$ is pointwise $\alpha$-fne in expectation at $y$ on $G$ with constant $\alpha$ and violation at most $\epsilon$ and pointwise one in expectation at $y$ on $G$ with violation at most $\epsilon$ whenever $T_i$ is pointwise $\alpha$-fne at $y$ on $G$ with constant $\alpha$ and violation no greater than $\epsilon$ for all $i$. 
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Proof. By Lemma 2.9, whenever \((G,d)\) is a CAT(0) space \((p\)-uniformly convex with \(p = 2\) and \(c = 2\)) \(\psi_2(x,y,\Phi(x,x),\Phi(y,y)) \geq 0\) for all \(i\) and for all \(x,y \in G\), so the expectation \(\mathbb{E}[\psi_2(x,y,\Phi(x,\xi),\Phi(y,\xi))]\) is well-defined and nonnegative for all \(x,y \in G\) \((\text{the value } +\infty \text{ can be attained})\). This implies that, for all \(i\), \(T_i\) is pointwise \(\alpha\)-fne at \(y\) on \(G\) with violation at most \(\epsilon\) on \(G\) whenever it is pointwise \(\alpha\)-fne at \(y\) with constant \(\alpha\) on \(G\) with violation at most \(\epsilon\) on \(G\) for all \(i\). It follows immediately from the definition, then, that \(\Phi\) is pointwise \(\alpha\)-fne in expectation at \(y\) with constant \(\alpha\) on \(G\) with violation at most \(\epsilon\) on \(G\), and also pointwise \(\alpha\)-fne in expectation at \(y\) on \(G\) with violation at most \(\epsilon\) on \(G\). \(\square\)

Lifting these notions of regularity to Markov operators yields an analogous definition on the space of measures which hinges on the update function \(\Phi\). To facilitate the discussion we denote the set of couplings where the distance \(W_2(\mu_1,\mu_2)\) is attained by

\[
C_*(\mu_1,\mu_2) := \left\{ \gamma \in C(\mu_1,\mu_2) \mid \int_{G \times G} d^2(x,y) \gamma(dx,dy) = W_2^2(\mu_1,\mu_2) \right\}.
\]

Note that by Lemma A.7(ii) this set is nonempty when \(W_2(\mu_1,\mu_2)\) is finite.

Definition 2.12 (pointwise almost \((\alpha\)-firmly) nonexpansive Markov operators). Let \((G,d)\) be a CAT\((\kappa)\) metric space, and let \(\mathcal{P}\) be a Markov operator with transition kernel

\[
(x \in G)(A \in \mathcal{B}(G)) \quad p(x,A) := \mathbb{P}(\Phi(x,\xi) \in A)
\]

where \(\xi\) is an \(I\)-valued random variable and \(\Phi : G \times I \to G\) is a measurable update function. Let \(\psi_\epsilon\) be defined by \((14)\).

(i) The Markov operator is said to be pointwise almost nonexpansive in measure at \(\mu_0 \in \mathcal{P}(G)\) on \(\mathcal{P}(G)\), abbreviated pointwise \(\epsilon\)-fne in measure, whenever

\[
\exists \epsilon \in [0,1] : \quad W_2(\mu \mathcal{P},\mu_0 \mathcal{P}) \leq \sqrt{1 + \epsilon} W_2(\mu,\mu_0), \quad \forall \mu \in \mathcal{P}(G). \tag{22}
\]

When the above inequality holds for all \(\mu_0 \in \mathcal{P}(G)\) then \(\mathcal{P}\) is said to be almost nonexpansive \((\text{ane})\) in measure on \(\mathcal{P}(G)\). As before, the violation is a value of \(\epsilon\) for which \((22)\) holds. When the violation is 0, the qualifier “almost” is dropped.

(ii) The Markov operator \(\mathcal{P}\) is said to be pointwise almost \(\alpha\)-firmly nonexpansive in measure at \(\mu_0 \in G\) on \(\mathcal{P}(G)\), abbreviated pointwise \(\alpha\)-fne in measure, whenever

\[
\exists \epsilon \in [0,1], \alpha \in (0,1) : \quad \forall \mu \in \mathcal{P}(G), \forall \gamma \in C_*(\mu,\mu_0)
\]

\[
W_2(\mu \mathcal{P},\mu_0 \mathcal{P})^2 \leq (1 + \epsilon)W_2(\mu,\mu_0)^2 - \frac{1-\alpha}{\alpha} \int_{G \times G} \mathbb{E}[\psi_\epsilon(x,y,\Phi(x,\xi),\Phi(y,\xi))] \gamma(dx,dy). \tag{23}
\]

When the above inequality holds for all \(\mu_0 \in \mathcal{P}(G)\) then \(\mathcal{P}\) is said to be \(\alpha\)-fne in measure on \(\mathcal{P}(G)\). The violation is a value of \(\epsilon\) for which \((23)\) holds. When the violation is 0, the qualifier “almost” is dropped and the abbreviation \(\alpha\)-fne in measure is employed.

Remark 2.13: By Lemma 2.9, when \((G,d)\) is a CAT(0) space the expectation on the right hand side of \((23)\) is nonnegative, and the corresponding Markov operator is pointwise \(\alpha\)-fne in measure at \(\mu_0\) whenever it is pointwise \(\alpha\)-fne in measure at \(\mu_0\) \((\text{Proposition 2.11})\). In particular, when \(\mu = \mu_0 \in \text{inv} \mathcal{P}\) the left hand side is zero and

\[
\int_{G \times G} \mathbb{E}[\psi_2(x,y,\xi x,\xi y)] \gamma(dx,dy) = 0.
\]

Here the optimal coupling is the diagonal of the product space \(G \times G\) and \(\psi_2(x,x,\xi x,\xi x) = 0\) for all \(x \in G\).
Proposition 2.14. Let \((G, d)\) be a separable complete CAT(\(\kappa\)) metric space and \(T_i : G \to G\) for \(i \in I\), let \(\Phi : G \times I \to G\) be given by \(\Phi(x, i) = T_i x\) and let \(\psi_c\) be defined by (14). Denote by \(P\) the Markov operator with update function \(\Phi\) and transition kernel \(p\) defined by (4). If \(\Phi\) is \(\alpha\)-fne in expectation on \(G\) with constant \(\alpha \in (0, 1)\) and violation \(\epsilon \in [0, 1)\), then the Markov operator \(P\) is \(\alpha\)-fne in measure on \(\mathcal{P}_2(G)\) with constant \(\alpha\) and violation at most \(\epsilon\), that is, \(P\) satisfies

\[
W_2^2(\mu_1 P, \mu_2 P) \leq (1 + \epsilon)W_2^2(\mu_1, \mu_2) - \frac{1 - \alpha}{\alpha} \int_{G \times G} \mathbb{E} [\psi_c(x, y, \Phi(x, \xi), \Phi(y, \xi))] \gamma(dx, dy)
\]

\(\forall \mu_2, \mu_1 \in \mathcal{P}_2(G), \forall \gamma \in C_\epsilon(\mu_1, \mu_2). \tag{24}\)

**Proof.** If \(W_2(\mu_1, \mu_2) = \infty\) the inequality holds trivially with the convention \(+ \infty - (+ \infty) = + \infty\). So consider the case where \(W_2(\mu_1, \mu_2)\) is finite. Since \((G, d)\) is a separable, complete metric space, by Lemma A.7(ii), the set of optimal couplings \(C_\epsilon(\mu_1, \mu_2)\) is nonempty. Since \(\Phi\) is \(\alpha\)-fne in expectation on \(G\) with constant \(\alpha\) and violation \(\epsilon\), we have

\[
\int_{G \times G} \mathbb{E} \left[ d^2(\Phi(x, \xi), \Phi(y, \xi)) \right] \gamma(dx, dy) \leq \int_{G \times G} \left( (1 + \epsilon )d^2(x, y) - \frac{1 - \alpha}{\alpha} \mathbb{E} [\psi_c(x, y, \Phi(x, \xi), \Phi(y, \xi))] \right) \gamma(dx, dy),
\]

where \(\gamma\) is any coupling in \(C_\epsilon(\mu_1, \mu_2)\), not necessarily optimal. In particular, since, for a random variable \(X \sim \mu_1\), we have \(\Phi(X, \xi) \sim \mu_1 P\), and for a random variable \(Y \sim \mu_2\), we have \(\Phi(Y, \xi) \sim \mu_2 P\), then, again for any optimal coupling \(\gamma \in C_\epsilon(\mu_1, \mu_2)\),

\[
W_2^2(\mu_1 P, \mu_2 P) \leq \int_{G \times G} \mathbb{E} \left[ d^2(\Phi(x, \xi), \Phi(y, \xi)) \right] \gamma(dx, dy)
\]

\leq \int_{G \times G} \left( (1 + \epsilon )d^2(x, y) - \frac{1 - \alpha}{\alpha} \mathbb{E} [\psi_c(x, y, \Phi(x, \xi), \Phi(y, \xi))] \right) \gamma(dx, dy)

= \left( 1 + \epsilon \right) W_2^2(\mu_1, \mu_2) - \int_{G \times G} \frac{1 - \alpha}{\alpha} \mathbb{E} [\psi_c(x, y, \Phi(x, \xi), \Phi(y, \xi))] \gamma(dx, dy).
\]

Since the measures \(\mu_2, \mu_1 \in \mathcal{P}_2(G)\) were arbitrary, as was the optimal coupling \(\gamma \in C_\epsilon(\mu_1, \mu_2)\), this completes the proof. \(\square\)

Contraction Markov operators have been studied in [50, 69] using the parallel notion of the **coarse Ricci curvature** \(\kappa(x, y)\) of the Markov operator \(\mathcal{P}\) between two points \(x\) and \(y\):

\[
\kappa(x, y) := 1 - \frac{W_1(\delta_x \mathcal{P}, \delta_y \mathcal{P})}{d(x, y)}.
\]

Generalizing this definition to \(W_p\) yields the coarse Ricci curvature with respect to \(W_p\):

\[
\kappa_p(x, y) := 1 - \frac{W_p^p(\delta_x \mathcal{P}, \delta_y \mathcal{P})}{d(x, y)^p}.
\]

A few steps lead from this object for the Markov operator \(\mathcal{P}\) with update function \(\Phi(\cdot, \xi) = T_\xi\) and transition kernel defined by (4) to the violation \(\epsilon\) in Proposition 2.14. Indeed, a formal adjustment of the proof of [69, Proposition 2] establishes that the property \(\kappa_2(x, y) \geq \kappa \in \mathbb{R}\) for all \(x, y \in G\) is equivalent to

\[
W_2(\mu \mathcal{P}, \mu' \mathcal{P}) \leq \sqrt{1 - \kappa} W_2(\mu, \mu') \quad \forall \mu, \mu' \in \mathcal{P}_2(G).
\]
When $\kappa > 0$, i.e. when the coarse Ricci curvature is bounded below by a positive number, this characterizes contractivity of the Markov operator. The negative of the violation in (22) is just a lower bound on the coarse Ricci curvature in $W_2$: $-\epsilon = \kappa \leq \kappa_2(x,y)$ for all $x,y \in G$. The consequences of Markov operators with Ricci curvature bounded below by a positive number have been extensively investigated. Our approach extends this to expansive mappings, which allows one to treat our target application of electron density reconstructions from X-FEL experiments (see Section 4).

In [61] a general quantitative analysis for iterations of expansive fixed point mappings is proposed consisting of two principle components: the constituent mappings are pointwise affine, and the transport discrepancy of the fixed point operator is $\Psi \in \mathbb{R}$, and the transport discrepancy of the fixed point operator is $\Psi : A \to B$. The inverse mapping $\Psi^{-1}(y) := \{ z \in A \mid \Psi(z) = y \}$, which clearly can be set-valued.

**Definition 2.15 (metric subregularity).** Let $(A,d_A)$ and $(B,d_B)$ be metric spaces and let $\Psi : A \to B$. The mapping $\Psi$ is called metrically subregular with respect to the metric $d_B$ for $y \in B$ relative to $A \subset A$ on $U \subset A$ with gauge $\rho$ whenever

$$\inf_{z \in \Psi^{-1}(y) \cap A} d_A(x,z) \leq \rho(d_B(y,\Psi(x))) \quad \forall x \in U \cap A. \quad (25)$$

Our definition is modelled after [34], where the case where the gauge is just a linear function $\rho(t) = \kappa t - \tau$ is developed. In this case, metric subregularity is one-sided Lipschitz continuity of the (set-valued) inverse mapping $\Psi^{-1}$. We will refer to the case when the gauge is linear to linear metric subregularity. For connections of this notion to the concept of transversality in differential geometry and its use in variational analysis see [47]. The main advantage of including the more general gauge function is to characterize sub-linear convergence rates of numerical methods. We apply metric regularity to the Markov operator on $\mathcal{P}(G)$ with the Wasserstein metric. In particular, the gauge of metric subregularity $\rho$ is constructed implicitly from another nonnegative function $\theta : [0,\infty) \to [0,\infty)$ satisfying

$$(i) \ \theta(0) = 0; \quad (ii) \ 0 < \theta(t) < t \ \forall t > 0; \quad (iii) \ \sum_{j=1}^{\infty} \theta^{(j)}(t) < \infty \ \forall t \geq 0. \quad (26)$$

For a CAT(0) space the operative gauge of metric subregularity satisfies

$$\rho \left( \left( \frac{\left( 1 + \epsilon \right)^2 - \left( \theta(t) \right)^2}{\tau} \right)^{1/2} \right) = t \quad \iff \quad \theta(t) = \left( (1 + \epsilon)^2 - \tau \left( \rho^{-1}(t) \right)^2 \right)^{1/2} \quad (27)$$

for $\tau > 0$ fixed and $\theta$ satisfying (26).

In the case of linear metric subregularity on a CAT(0) space this becomes

$$\rho(t) = \kappa t \quad \iff \quad \theta(t) = \left( (1 + \epsilon) - \frac{\tau}{\kappa^2} \right)^{1/2} t \quad (\kappa \geq \sqrt{\frac{\tau}{1+\epsilon}}).$$

The condition $\kappa \geq \sqrt{\frac{\tau}{1+\epsilon}}$ is not a real restriction since, if (25) is satisfied for some $\kappa' > 0$, then it is satisfied for all $\kappa \geq \kappa'$. The conditions in (26) in this case simplify to $\theta(t) = \gamma t$ where

$$0 < \gamma := 1 + \epsilon - \frac{\tau}{\kappa^2} < 1 \quad \iff \quad \sqrt{\frac{\tau}{1+\epsilon}} \leq \kappa \leq \sqrt{\frac{\tau}{\epsilon}}. \quad (28)$$

Metric subregularity plays a central role in the implicit function paradigm for solution mappings [16, 34]. Linear metric subregularity was shown in [44, Theorem 3.15] to be necessary and
sufficient for R-linear convergence in expectation of random function iterations for consistent stochastic feasibility. This result is a stochastic analog of the result [60, Theorem 2] in the deterministic setting.

We apply this to the Markov operator $\mathcal{P}$ on the metric space $(\mathcal{P}_2(G), W_2)$ in the following manner. Recall the transport discrepancy $\psi_c$ defined in (14). We construct the surrogate mapping $\Psi : \mathcal{P}(G) \to \mathbb{R}_+ \cup \{+\infty\}$ defined by

$$
\Psi(\mu) := \inf_{\pi \in \text{inv } \mathcal{P}} \inf_{\gamma \in \mathcal{C}_*(\mu, \pi)} \left( \int_{G \times G} \mathbb{E} [\psi_c(x, y, T_k x, T_k y)] \gamma(dx, dy) \right)^{1/2}.
$$

We call this the Markov transport discrepancy. It is not guaranteed that both $\text{inv } \mathcal{P}$ and $\mathcal{C}_*(\mu, \pi)$ are nonempty; when at least one of these is empty, we define $\Psi(\mu) := +\infty$. It is clear that $\Psi(\pi) = 0$ for any $\pi \in \text{inv } \mathcal{P}$. Whether $\Psi(\mu) = 0$ only when $\mu \in \text{inv } \mathcal{P}$ is a property of the space $(G, d)$. Indeed, as noted in the discussion after Lemma 2.9, in CAT($\kappa$) spaces with $\kappa > 0$ the transport discrepancy $\psi_c$ can be negative, and so by cancellation it could happen on such spaces that the Markov transport discrepancy $\Psi(\mu) = 0$ for $\mu \notin \text{inv } \mathcal{P}$. The regularity we require of $\mathcal{P}$ is that the Markov transport discrepancy $\Psi$ takes the value $0$ at $\mu$ if and only if $\mu \in \text{inv } \mathcal{P}$, and is metrically subregular for $0$ relative to $\mathcal{P}_2(G)$ on $\mathcal{P}_2(G)$ defined in (9).

Before moving to our main results, we put the more familiar contractive mappings into the present context. A survey of random function iterations for contractive mappings in expectation can be found in [85]. An immediate consequence of [85, Theorem 1] is the existence of a unique invariant measure and linear convergence in the Wasserstein metric from any initial distribution to the invariant measure. See also Example 4.3. Error estimates for Markov chain Monte Carlo methods under the assumption of positive Ricci curvature in $W_1$ (i.e. negative violation) are explored in [50]. Applications to waiting queues, the Ornstein–Uhlenbeck process on $\mathbb{R}^n$ and Brownian motion on positively curved manifolds, as well as demonstrations of how to verify the assumptions on the Ricci curvature are developed in [69]. The next result shows that update functions $\Phi$ that are contractions in expectation generate $\alpha$-fine Markov operators with metrically subregular Markov transport discrepancy.

**Theorem 2.16.** Let $(G, \| \cdot \|)$ be a Hilbert space, let $T_i : G \to G$ for $i \in I$ and let $\Phi : G \times I \to G$ be given by $\Phi(x, i) := T_i(x)$. Denote by $\mathcal{P}$ the Markov operator with update function $\Phi$ and transition kernel $p$ defined by (4). Suppose that $\Phi$ is a contraction in expectation with constant $r < 1$, i.e. $\mathbb{E} [\| \Phi(x, \xi) - \Phi(y, \xi) \|^2] \leq r^2 \| x - y \|^2$ for all $x, y \in G$. Suppose in addition that there exists $y \in G$ with $\mathbb{E} [\| \Phi(y, \xi) - y \|^2] < \infty$. Then the following hold.

(i) There exists a unique invariant measure $\pi \in \mathcal{P}_2(G)$ for $\mathcal{P}$ and

$$
W_2(\mu_0 \mathcal{P}^n, \pi) \leq r^n W_2(\mu_0, \pi)
$$

for all $\mu_0 \in \mathcal{P}_2(G)$; that is, the sequence $(\mu_k)$ defined by $\mu_{k+1} = \mu_k \mathcal{P}$ converges to $\pi$ Q-linearly (geometrically) from any initial measure $\mu_0 \in \mathcal{P}_2(G)$.

(ii) $\Phi$ is $\alpha$-fine in expectation with constant $\alpha = (1+r)/2$, and the Markov operator $\mathcal{P}$ is $\alpha$-fine on $\mathcal{P}_2(G)$; that is, $\mathcal{P}$ satisfies (24) with $\epsilon = 0$ and constant $\alpha = (1+r)/2$ on $\mathcal{P}_2(G)$.

(iii) If $\Psi$ defined by (29) satisfies

$$
\exists q > 0 : \quad \Psi(\mu) \geq q W_2(\mu \mathcal{P}, \mu) \quad \forall \mu \in \mathcal{P}_2(G),
$$

then $\Psi$ is linearly metrically subregular for $0$ relative to $\mathcal{P}_2(G)$ on $\mathcal{P}_2(G)$ with gauge $\rho(t) = (q(1-r))^{-1} t$. 
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Proof. Note that for any pair of distributions \( \mu_1, \mu_2 \in \mathcal{P}_2(G) \) and an optimal coupling \( \gamma \in C_*(\mu_1, \mu_2) \) (possible by Lemma A.7) it holds that
\[
W_2^2(\mu_1 \mathbb{P}, \mu_2 \mathbb{P}) \leq \int_{G \times G} \mathbb{E}[d^2(\Phi(x, \xi), \Phi(y, \xi))] \gamma(dx, dy) \\
\leq r^2 \int_{G \times G} d^2(x, y) \gamma(dx, dy) = r^2 W_2^2(\mu_1, \mu_2),
\]
where \( \xi \) is independent of \( \gamma \). Moreover, \( \mathbb{P} \) is a self-mapping on \( \mathcal{P}_2(G) \). To see this let \( \mu \in \mathcal{P}_2(G) \) independent of \( \xi \) and let \( y \) be a point in \( G \) where \( \mathbb{E}[\|\Phi(y, \xi) - y\|^2] < \infty \). Then by the triangle inequality and the contraction property
\[
\int_G \mathbb{E}[\|\Phi(x, \xi) - y\|^2] \mu(dx) \\
\leq 4 \left( \int_G \mathbb{E}[\|\Phi(x, \xi) - \Phi(y, \xi)\|^2] \mu(dx) + \mathbb{E}[\|\Phi(y, \xi) - y\|^2] \right) \\
\leq 4 \left( \int_{G \times G} \|x - y\|^2 \mu(dx) + \mathbb{E}[\|\Phi(y, \xi) - y\|^2] \right) < \infty.
\]
Therefore \( \mu \mathbb{P} \in \mathcal{P}_2(G) \). Altogether, this establishes that \( \mathbb{P} \) is a contraction on the separable complete metric space \( (\mathcal{P}_2(G), W_2) \) and hence Banach’s Fixed Point Theorem yields existence and uniqueness of \( \text{inv} \mathbb{P} \) and \( \text{Q-linear convergence of the fixed point sequence.} \)

To see (ii), note that, by (17),
\[
\mathbb{E}[\psi_2(x, y, T_x \xi, T_y \xi)] = \mathbb{E}\left[\|x - \Phi(x, \xi) - (y - \Phi(y, \xi))\|^2\right] \\
= \|x - y\|^2 + \mathbb{E}\left[\|\Phi(x, \xi) - \Phi(y, \xi)\|^2 - 2\langle x - y, \Phi(x, \xi) - \Phi(y, \xi) \rangle\right] \\
\leq (1 + r)^2\|x - y\|^2,
\]
where the last inequality follows from the Cauchy-Schwarz inequality and the fact that \( \Phi(\cdot, \xi) \) is a contraction in expectation. Again using the contraction property and (31) we have
\[
\mathbb{E}\left[\|\Phi(x, \xi) - \Phi(y, \xi)\|^2\right] \leq \|x - y\|^2 - (1 - r^2)\|x - y\|^2 \\
\leq \|x - y\|^2 - \frac{1 - r^2}{1 + r^2}\mathbb{E}[\psi_2(x, y, T_x \xi, T_y \xi)].
\]
The right hand side of this inequality is just the characterization (20) of mappings that are \( \alpha \)-fine in expectation with \( \alpha = (1 + r)/2 \). The rest of the statement follows from Proposition 2.14.

(iii) The proof is modeled after the proof of [13, Theorem 32]. By the triangle inequality and part (i) we have
\[
W_2(\mu_{k+1}, \mu_k) \geq W_2(\mu_k, \pi) - W_2(\mu_{k+1}, \pi) \\
\geq (1 - r)W_2(\mu_k, \pi) \quad \forall k \in \mathbb{N}.
\]

On the other hand, (30) implies that \( \Psi \) takes the value zero only at invariant measures so that by the uniqueness of invariant measures established in part (i)
\[
\Psi^{-1}(0) \cap \mathcal{P}_2(G) = \text{inv} \mathbb{P} \cap \mathcal{P}_2(G) = \{\pi\}.
\]
Combining this with (32) and (30) then yields for all \( k \in \mathbb{N} \)
\[
|\Psi(\mu_k) - 0| = \Psi(\mu_k) \geq qW_2(\mu_{k+1}, \mu_k) \\
\geq q(1 - r)W_2(\mu_k, \Psi^{-1}(0) \cap \mathcal{P}_2(G)).
\]
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In other words,
\[(q(1-r))^{-1} |\Psi(\mu_k) - 0| \geq W_2(\mu_k, \Psi^{-1}(0) \cap \mathcal{P}_2(G)) \quad \forall k \in \mathbb{N}. \quad (33)\]

Since this holds for any sequence \((\mu_k)_{k \in \mathbb{N}}\) initialized with \(\mu_0 \in \mathcal{P}_2(G)\), we conclude that \(\Psi\) is metrically subregular for 0 relative to \(\mathcal{P}_2(G)\) with gauge \(\rho(t) = (q(1-r))^{-1}t\) on \(\mathcal{P}_2(G)\), as claimed. \(\square\)

The simple example of a single Euclidean projector onto an affine subspace \((I = \{1\}, \text{ and } T_1 \text{ the orthogonal projection onto an affine subspace})\) shows that the statement of Theorem 2.16 fails without the assumption of contractivity.

### 2.5. Main Results

All of our main results concern Markov operators \(\mathcal{P}\) with update function \(\Phi(x, i) = T_i(x)\) and transition kernel \(p\) given by (4) for self mappings \(T_i : G \to G\). For any \(\mu_0 \in \mathcal{P}_2(G)\), we denote the distributions of the iterates of Algorithm 1 by \(\mu_k = \mu_0 \mathcal{P}^k = \mathcal{L}(X_k)\), and we denote \(d_{W_2}(\mu_k, \text{inv } \mathcal{P}) := \inf_{\pi' \in \text{inv } \mathcal{P}} W_2(\mu_k, \pi')\).

In most of our main results, it will be assumed that \(\text{inv } \mathcal{P} \neq \emptyset\). The existence theory is already well developed and is surveyed in Section 3.1 below. We show how existence is guaranteed when, for instance, the image is compact for some non-negligible collection of operators \(T_i\) (Proposition 3.2) or when the expectation of the random variables \(X_k\) is finite (Proposition 3.3).

The main convergence result for nonexpansive mappings follows from a fundamental result of Worm [96, Theorem 7.3.13].

**Theorem 2.17** (convergence of Cesàro average in \(\mathbb{R}^n\)). Let \(T_i : \mathbb{R}^n \to \mathbb{R}^n\) be nonexpansive \((i \in I)\) and assume \(\text{inv } \mathcal{P} \neq \emptyset\). Let \(\mu \in \mathcal{P}(\mathbb{R}^n)\) and \(\nu_k = \frac{1}{k} \sum_{j=1}^{k} \mu \mathcal{P}^j\), then this sequence converges in the Prokhorov-Lévy metric to an invariant probability measure for \(\mathcal{P}\), i.e. for each \(x \in \text{supp } \mu \subset \mathbb{R}^n\) the limit of the sequence \((\nu_k^x)\), denoted \(\pi^x\), exists and, more generally, \(\nu_k \to \pi^\mu\), an invariant measure, where
\[
\pi^\mu = \int_{\text{supp } \mu} \pi^x \mu(dx). \quad (34)
\]

When the mappings are \(\alpha\)-fne, we obtain the following stronger result. It is worth pointing interested readers to an analogous metric space result of [13, Theorem 27] in which it is shown that, on \(\rho\)-uniformly convex spaces, sequences generated by fixed point iterations of compositions of pointwise \(\alpha\)-fne mappings \(T_i\) converge in a weak sense whenever \(\cap_i \text{Fix } T_i\) is nonempty. When the composition is boundedly compact, then the fixed point iterations converge strongly to a fixed point.

**Theorem 2.18** (convergence for \(\alpha\)-firmly nonexpansive mappings on \(\mathbb{R}^n\)). Let \(T_i : \mathbb{R}^n \to \mathbb{R}^n\) be \(\alpha\)-fne with constant \(\alpha_i \leq \alpha < 1\) \((i \in I)\). Assume \(\text{inv } \mathcal{P} \neq \emptyset\). For any initial distribution \(\mu_0 \in \mathcal{P}(\mathbb{R}^n)\) the distributions \(\mu_k\) of the iterates generated by Algorithm 1 converge in the Prokhorov-Lévy metric to an invariant probability measure for \(\mathcal{P}\).

The proof of this result is very different than the strategy applied to the metric space result of [13, Theorem 27].

Trading the weaker assumption that the mappings \(T_i\) are only \(\alpha\)-fne against the assumption of metric subregularity of the Markov transport discrepancy \(\Psi\) yields rates of convergence by lifting the results of [61, Corollary 2.3] to the space of probability measures.
Theorem 2.19 (convergence rates). Let \((H,d)\) be a separable Hadamard space and let \(G \subset H\) be compact. Let \(T_i : G \to G\) be continuous for all \(i \in I\) and define \(\Psi : \mathcal{P}_2(G) \to \mathbb{R}_+ \cup \{+\infty\}\) by (29). Assume furthermore:

(a) there is at least one \(\pi \in \text{inv } \mathcal{P} \cap \mathcal{P}_2(G)\) where \(\mathcal{P}\) is the Markov operator with update function \(\Phi\) given by (4);

(b) \(\Phi\) is \(ac\)-fine in expectation with constant \(\alpha \in (0,1)\) and violation at most \(\epsilon\); and

(c) \(\Psi\) takes the value 0 only at points \(\pi \in \text{inv } \mathcal{P}\) and is metrically subregular (in the \(W_2\) metric) for 0 relative to \(\mathcal{P}_2(G)\) on \(\mathcal{P}_2(G)\) with gauge \(\rho\) given by (27) where \(\tau = (1 - \alpha)/\alpha\).

Then for any \(\mu_0 \in \mathcal{P}_2(G)\) the distributions \(\mu_k\) of the iterates of Algorithm 1 converge in the \(W_2\) metric to some \(\pi^{\mu_0} \in \text{inv } \mathcal{P} \cap \mathcal{P}_2(G)\) with rate characterized by

\[
d_{W_2} (\mu_{k+1}, \text{inv } \mathcal{P}) \leq \theta (d_{W_2} (\mu_k, \text{inv } \mathcal{P})) \quad \forall k \in \mathbb{N},
\]

where \(\theta\) given implicitly by (27) satisfies (26).

Remark 2.20: The compactness assumption on \(G\) can be dropped if \((H,d)\) is a Euclidean space.

An immediate corollary of this theorem is the following specialization to linear convergence.

Corollary 2.21 (linear convergence rates). Under the same assumptions as Theorem 2.19, if \(\Psi\) is linearly metrically subregular (i.e. with gauge \(\rho(t) = \kappa \cdot t\)) for 0 with constant \(\kappa\) satisfying

\[
\sqrt{\frac{1-\alpha}{1+\tau}} \leq \kappa < \sqrt{\frac{1 - \alpha}{1+\alpha}},
\]

then the sequence of iterates \((\mu_k)\) converges \(R\)-linearly to some \(\pi^{\mu_0} \in \text{inv } \mathcal{P} \cap \mathcal{P}_2(G)\):

\[
d_{W_2} (\mu_{k+1}, \text{inv } \mathcal{P}) \leq c d_{W_2} (\mu_k, \text{inv } \mathcal{P})
\]

where \(c := \sqrt{1 + \epsilon - \frac{(1-\alpha)^2}{\kappa^2 \alpha}} < 1\) and \(\kappa \geq \kappa'\) satisfies \(\kappa \geq \sqrt{(1-\alpha)/\alpha(1+\epsilon)}\). If \(\text{inv } \mathcal{P}\) consists of a single point then convergence is \(Q\)-linear.

3. Background Theory and Proofs

In this section we prepare tools to prove the main results from Section 2.5. We start by establishing convergence results on the supports of ergodic measures on a general Polish space \(G\), and then, for global convergence analysis, we restrict ourselves to \(\mathbb{R}^n\). We begin with existence of invariant measures. We then analyze properties of (and convergence of the RFI on) subsets of \(G\), called ergodic sets. Then we turn our attention to the global convergence analysis.

3.1. Existence of Invariant Measures

A sequence of probability measures \((\nu_k)\) is called \(tight\) if for any \(\epsilon > 0\) there exists a compact \(K \subset G\) with \(\nu_k(K) > 1 - \epsilon\) for all \(k \in \mathbb{N}\). By Prokhorov’s theorem (see, for instance, [14]), a sequence \((\nu_k) \subset \mathcal{P}(G)\), for \(G\) a Polish space, is tight if and only if \((\nu_k)\) is compact in \(\mathcal{P}(G)\), i.e. any subsequence of \((\nu_k)\) has a subsequence that converges in distribution (see, for instance [14]).

A basic building block is the existence of invariant measures proved by Lasota and T. Szarek [54, Proposition 3.1]. Based on this, we show how existence can be verified easily. But first, we show how to obtain existence constructively.
Proposition 3.1 (construction of an invariant measure). Let $\mu \in \mathcal{P}(G)$ and $\mathcal{P}$ be a Feller Markov operator. Let $(\mu^k)_{k \in \mathbb{N}}$ be a tight sequence of probability measures on a Polish space $G$, and let $\nu_k = \frac{1}{k} \sum_{j=1}^{k} \mu^j$. Any cluster point of the sequence $(\nu_k)_{k \in \mathbb{N}}$ is an invariant measure for $\mathcal{P}$.

Proof. Our proof follows [41, Theorem 1.10]. Tightness of the sequence $(\mu^k)$ implies tightness of the sequence $(\nu_k)$ and therefore by Prokhorov’s Theorem there exists a convergent subsequence $(\nu_{k_j})$ with limit $\pi \in \mathcal{P}(G)$. By the Feller property of $\mathcal{P}$ one has for any continuous and bounded $f : G \to \mathbb{R}$ that also $\mathcal{P}f$ is continuous and bounded, and hence

$$
| (\pi \mathcal{P} f - \pi f) | = | \pi (\mathcal{P} f) - \pi f | = \lim_j | \nu_{k_j} (\mathcal{P} f) - \nu_{k_j} f | = \lim_j \frac{1}{k_j} | \mu^{k_j + 1} f - \mu^k f | 
\leq \lim_j \frac{2 \| f \|_{\infty}}{k_j} = 0.
$$

Now, $\pi f = (\pi \mathcal{P} f)$ for all $f \in C_0(G)$ implies that $\pi = \pi \mathcal{P}$.

When a Feller Markov chain converges in distribution (i.e. $\mu^k \to \pi$), it does so to an invariant measure (since $\mu^k \to \pi \mathcal{P}$). A Markov operator need not possess a unique invariant probability measure or any invariant measure at all. Indeed, consider the normed space $(\mathbb{R}^n, \| \cdot \|)$ for the case that $T_i = P_i$, $i \in I$ is a projector onto a nonempty closed and convex set $C_i \subset \mathbb{R}^n$. A sufficient condition for the deterministic Alternating Projections Method to converge in the inconsistent case to a limit cycle for convex sets is that one of the sets is compact (this is an easy consequence of [28, Theorem 4]). Translating this into the present setting, a sufficient condition for the existence of an invariant measure for $\mathcal{P}$ is the existence of a compact set $K \subset \mathbb{R}^n$ and $\epsilon > 0$ such that $p(x, K) \geq \epsilon$ for all $x \in \mathbb{R}^n$. This holds, for instance, when there are only finitely many sets with one of them, say $C_\gamma$, compact and $\mathbb{P}(\xi = \gamma) = \epsilon$, since $p(x, C_\gamma) = \mathbb{P}(P_\gamma x \in C_\gamma) \geq \mathbb{P}(P_\gamma x \in C_\gamma, \xi = \gamma) = \mathbb{P}(\xi = \gamma) = \epsilon$ for all $x \in \mathbb{R}^n$. More generally, we have the following result.

Proposition 3.2 (existence of invariant measures for finite collections of continuous mappings). Let $G$ be a Polish space and let $T_i : G \to G$ be continuous for $i \in I$, where $I$ is a finite index set. If for one index $i \in I$ it holds that $\mathbb{P}(\xi = i) > 0$ and $T_i(G) \subset K$, where $K \subset G$ is compact, then there exists an invariant measure for $\mathcal{P}$.

Proof. We have from $T_i(G) \subset K$ that $\mathbb{P}(T_i x \in K) \geq \mathbb{P}(\xi = i)$ and hence for the sequence $(X_k)$ generated by Algorithm 1 for an arbitrary initial probability measure

$$
\mathbb{P}(X_{k+1} \in K) = \mathbb{E}[\mathbb{P}(T_{\xi_k} X_k \in K \mid X_k)] \geq \mathbb{P}(\xi = i) \quad \forall k \in \mathbb{N}.
$$

The assertion follows now immediately from [54, Proposition 3.1] since $\mathbb{P}(\xi = i) > 0$ and $\mathcal{P}$ is Feller by continuity of $T_j$ for all $j \in I$.

Next we mention an existence result which requires that the RFI sequence $(X_k)$ possess a uniformly bounded expectation.
Proposition 3.3 (existence in $\mathbb{R}^n$, RFI). Let $T_i : \mathbb{R}^n \to \mathbb{R}^n \ (i \in I)$ be continuous. Let $(X_k)$ be the RFI sequence (generated by Algorithm 1) for some initial measure. Suppose that for all $k \in \mathbb{N}$ it holds that $E[\|X_k\|] \leq M$ for some $M \geq 0$. Then there exists an invariant measure for the RFI Markov operator $P$ given by (4).

Proof. For any $\epsilon > M$ Markov’s inequality implies that

$$
\mathbb{P}(\|X_k\| \geq \epsilon) \leq \frac{E[\|X_k\|]}{\epsilon} \leq \frac{M}{\epsilon} < 1
$$

Hence,

$$
\limsup_{k \to \infty} \mathbb{P}(\|X_k\| \leq \epsilon) \geq \limsup_{k \to \infty} \mathbb{P}(\|X_k\| < \epsilon) \geq 1 - \frac{M}{\epsilon} > 0.
$$

Existence of an invariant measure then follows from [54, Proposition 3.1] since closed balls in $\mathbb{R}^n$ with finite radius are compact, $\mathbb{P}(X_k \in \cdot) = \mu P^k$ and continuity of $T_i$ yields the Feller property for $P$.

To conclude this section, we also establish that, for the setting considered here, the set of invariant measures is closed.

Lemma 3.4. Let $G$ be a Polish space and let $P$ be a Feller Markov operator, which is in particular the case under Assumption 2.1, if $T_i$ is continuous for all $i \in I$. Then the set of associated invariant measures $\text{inv} P$ is closed with respect to the topology of convergence in distribution.

Proof. Let $(\pi_n)_{n \in \mathbb{N}}$ be a sequence of measures in $\text{inv} P$ that converges in distribution to $\pi$. Thus we have $\pi_n P = \pi_n$ for all $n \in \mathbb{N}$ and we need to establish this also for the limiting measure $\pi$. For this it suffices to show that for all $f \in C_b(G)$,

$$
\int f(x)\pi(dx) = \int f(x)\pi P(dx) = \int f(x) \int p(y, dx)\pi(dy) = \int Pf(y)\pi(dy).
$$

This means that for $f \in C_b(G)$ we also have that $P f \in C_b(G)$. (By Proposition 2.4 we have that $P$ is Feller if Assumption 2.1 holds and $T_i$ is continuous for all $i \in I$.) Hence, for those $f$ we have that $\int f(x)\pi_n(dx) \to \int f(x)\pi(dx)$ as well as $\int Pf(x)\pi_n(dx) \to \int Pf(x)\pi(dx)$ which establishes the claim.

3.2. Ergodic theory of general Markov Operators

We understand here under ergodic theory the analysis of the properties of the RFI Markov chain when it is initialized by a distribution in the support of any ergodic measure for the Markov operator $P$. The convergence properties for these points can be much stronger than the convergence properties of Markov chains initialized by measures with support outside the support of the ergodic measures.

The consistent stochastic feasibility problem was analyzed in [44] without the need of the notion of convergence of measures since, as shown in Proposition 2.5, for consistent stochastic feasibility convergence of sequences defined by (3) is almost sure, if they converge at all. More general convergence of measures is more challenging as the next example illustrates.

Example 3.5 (nonexpansive mappings, negative result). For non-expansive mappings in general, one cannot expect that the sequence $(\mathcal{L}(X_k))_{k \in \mathbb{N}}$ converges to an invariant probability measure. Consider the nonexpansive operator $T := T_1 x := -x$ on $\mathbb{R}$ and set, in the RFI setup,
\( \xi = 1 \) and \( I = \{1\} \). Then \( X_{2k} = x \) and \( X_{2k+1} = -x \) for all \( k \in \mathbb{N} \), if \( X_0 \sim \delta_x \). This implies for \( x \neq 0 \) that \( (\mathcal{L}(X_k)) \) does not converge to the invariant distribution \( \pi_x = \frac{1}{2}(\delta_x + \delta_{-x}) \) (depending on \( x \)), since \( \mathbb{P}(X_{2k} \in B) = \delta_x(B) \) and \( \mathbb{P}(X_{2k+1} \in B) = \delta_{-x}(B) \) for \( B \in \mathcal{B}(\mathbb{R}) \). Nevertheless the Cesàro average \( \nu_k := \frac{1}{k} \sum_{j=1}^{k} \mathbb{P}X_j \) converges to \( \pi_x \).

As Example 3.5 shows, meaningful notions of ergodic convergence are possible (in our case, convergence of the Cesàro average) even when convergence in distribution can not be expected. We start by collecting several general results for Markov chains on Polish spaces. In the next section we restrict ourselves to equicontinuous and Feller Markov operators.

An invariant probability measure \( \pi \) of \( \mathcal{P} \) is called ergodic, if any \( p \)-invariant set, i.e. \( A \in \mathcal{B}(G) \) with \( p(x,A) = 1 \) for all \( x \in A \), has \( \pi \)-measure 0 or 1. Two measures \( \pi_1, \pi_2 \) are called mutually singular when there is \( A \in \mathcal{B}(G) \) with \( \pi_1(A^c) = \pi_2(A) = 0 \). The following decomposition theorem on Polish spaces is key to our development. For more detail see, for instance, [95].

**Proposition 3.6.** Denote by \( \mathcal{I} \) the set of all invariant probability measures for \( \mathcal{P} \) and by \( \mathcal{E} \subset \mathcal{I} \) the set of all those that are ergodic. Then, \( \mathcal{I} \) is convex and \( \mathcal{E} \) is precisely the set of its extremal points. Furthermore, for every invariant measure \( \pi \in \mathcal{I} \), there exists a probability measure \( q_\pi \) on \( \mathcal{E} \) such that

\[
\pi(A) = \int_{\mathcal{E}} \nu(A)q_\pi(d\nu).
\]

In other words, every invariant measure is a convex combination of ergodic invariant measures. Finally, any two distinct elements of \( \mathcal{E} \) are mutually singular.

**Remark 3.7:** If there exists only one invariant probability measure of \( \mathcal{P} \), we know by Proposition 3.6 that it is ergodic. If there exist more invariant probability measures, then there exist uncountably many invariant and at least two ergodic probability measures.

**Proposition 3.8.** Let \( \pi \) be an ergodic invariant probability measure for \( \mathcal{P} \), let \((G,\mathcal{G})\) be a measurable space, and let \( f : G \to \mathbb{R} \) be measurable, bounded and satisfy \( \pi|f|^p < \infty \) for \( p \in [1,\infty] \). Then

\[
\nu^\pi_k f := \frac{1}{k} \sum_{j=1}^{k} p^j(x,f) \to \pi f \quad \text{as } k \to \infty \quad \text{for } \pi \text{-a.e. } x \in G,
\]

where \( p^j(x,f) := \delta_x \mathcal{P}^j f = \mathbb{E}[f(X_j) | X_0 = x] \) for the sequence \((X_k)\) generated by Algorithm 1 with \( X_0 \sim \pi \).

**Proof.** This is a direct consequence of Birkhoff’s ergodic theorem, [51, Theorem 9.6].

For fixed \( x \) in Proposition 3.8, we want the assertion to be true for all \( f \in \mathcal{C}_b(G) \). This issue is addressed in the next section by restricting our attention to equicontinuous Markov operators. The results above do not require any explicit structure on the mappings \( T_i \) that generate the transition kernel \( p \) and hence the Markov operator \( \mathcal{P} \), however the assumption that the initial random variable \( X_0 \) has the same distribution as the invariant measure \( \pi \) is very strong. For Markov operators generated from discontinuous mappings \( T_i \), the support of an invariant measure may not be invariant under \( T_i \). To see this, let

\[
T_x := \begin{cases} 
  x, & x \in \mathbb{R} \setminus \mathbb{Q} \\
  -1, & x \in \mathbb{Q}
\end{cases}
\]
The transition kernel is then \( p(x, A) = \mathbb{1}_A(Tx) \) for \( x \in \mathbb{R} \) and \( A \in \mathcal{B}(\mathbb{R}) \). Let \( \mu \) be the uniform distribution on \([0, 1]\), then, since \( \lambda \)-a.s. \( T = \text{Id} \) (where \( \lambda \) is the Lebesgue measure on \( \mathbb{R} \)), we have that \( \mu \mathcal{P}^k = \mu \) for all \( k \in \mathbb{N} \). Consequently, \( \pi = \mu \) is invariant and \( \text{supp} \pi = [0, 1] \), but \( T([0, 1]) = \{-1\} \cup [0, 1] \cap (\mathbb{R} \setminus \mathbb{Q}) \), which is not contained in \([0, 1]\).

The next result shows, however, that invariance of the the support of invariant measures under continuous mappings \( T_i \) is guaranteed.

**Lemma 3.9** (invariance of the support of invariant measures). Let \( G \) be a Polish space and let \( T_i : G \to G \) be continuous for all \( i \in I \). For any invariant probability measure \( \pi \in \mathcal{P}(G) \) of \( \mathcal{P} \) it holds that \( T_\xi \text{supp} \pi \subset \text{supp} \pi \) a.s. where \( \text{supp} \pi := \text{supp} \pi \).

**Proof.** By Fubini’s Theorem, for any \( A \in \mathcal{B}(G) \) it holds that

\[
\pi(A) = \int_{\text{supp} \pi} p(x, A) \pi(dx) = \int_{\Omega} \int_{\text{supp} \pi} \mathbb{1}_A(T_\xi x) \pi(dx) d\mathcal{P}
= \int_{\Omega} \int_{\text{supp} \pi} \mathbb{1}_{T_\xi^{-1}A}(x) \pi(dx) d\mathcal{P}(\omega)
= \mathbb{E} \left[ \pi(T_\xi^{-1}A \cap \text{supp} \pi) \right] = \mathbb{E} \left[ \pi(T_\xi^{-1}A) \right].
\]

From \( 1 = \pi(\text{supp} \pi) = \mathbb{E} \left[ \pi(T_\xi^{-1}\text{supp} \pi) \right] \) and \( \pi(\cdot) \leq 1 \), it follows that \( \pi(T_\xi^{-1}\text{supp} \pi) = 1 \) a.s.

Note that \( T_\xi^{-1}\text{supp} \pi \) is closed for all \( i \in I \) due to continuity of \( T_i \) and closedness of \( \text{supp} \pi \). We show that \( \text{supp} \pi \subset T_\xi^{-1}\text{supp} \pi \) a.s. which then yields the claim. To see this, let \( S \subset G \) be any closed set with \( \pi(A \cap S) = \pi(A) \) for all \( A \in \mathcal{B}(G) \), and let \( x \in \text{supp} \pi \). Then \( \pi(\mathbb{B}(x, \epsilon) \cap S) > 0 \) for all \( \epsilon > 0 \), i.e. \( \mathbb{B}(x, \epsilon) \cap S \neq \emptyset \) for all \( \epsilon > 0 \). Now consider \( x_k \in \mathbb{B}(x, \epsilon_k) \cap S \), where \( \epsilon_k \to 0 \) as \( k \to \infty \). Then since \( S \) is closed, \( x_k \to x \in I \), from which we conclude that \( \text{supp} \pi \subset S \). Specifically, let \( S = T^{-1}\text{supp} \pi \) and note that \( T^{-1}\text{supp} \pi = D \setminus G \) for some \( D \) with \( \mathcal{P}(D) = 0 \). For any \( A \in \mathcal{B}(G) \) it holds that \( \pi(A \cap S) = \pi(A) - \pi(A \cap D) = \pi(A) \). From the argument above, we conclude that \( \text{supp} \pi \subset S = T^{-1}\text{supp} \pi \) as claimed.

The above result means that, if the random variable \( X_k \) enters \( \text{supp} \pi \) for some \( k \), then it will stay in \( \text{supp} \pi \) forever. This can be interpreted as a mode of convergence, i.e. convergence to the set \( \text{supp} \pi \), which is closed under application of \( T_\xi \) a.s. Equality \( T_\xi \text{supp} \pi = \text{supp} \pi \) a.s. cannot be expected in general. For example, let \( I = \{1, 2\} \), \( G = \mathbb{R} \) and \( T_1x = -1 \), \( T_2x = 1 \), \( x \in \mathbb{R} \) and \( \mathcal{P}(\xi = 1) = 0.5 = \mathcal{P}(\xi = 2) \), then \( \pi = \frac{1}{2}(\delta_{-1} + \delta_1) \) and \( \text{supp} \pi = \{-1, 1\} \). So \( T_1\text{supp} \pi = \{-1\} \) and \( T_2\text{supp} \pi = \{1\} \).

### 3.3. Ergodic convergence theory for equicontinuous Markov operators

As shown by Szarek [88] and Worm [96], equicontinuity of Markov operators and their generalizations give a nice structure to the set of ergodic measures. We collect some results here which will be used heavily in the subsequent analysis.

**Definition 3.10** (equicontinuity). A Markov operator is called equicontinuous, if \( \mathcal{P}^k f \) is equicontinuous for all bounded and Lipschitz continuous \( f : G \to \mathbb{R} \).

In the following we consider the union of supports of all ergodic measures defined by

\[
S := \bigcup_{\pi \in \mathcal{E}} \text{supp} \pi,
\]

where \( \mathcal{E} \subset \text{inv} \mathcal{P} \) denotes the set of ergodic measures.
**Proposition 3.11** (tightness of \((\delta_s P^k)\)). Let \(G\) be a Polish space. Let \(P\) be equicontinuous. Suppose there exists an invariant measure for \(P\). Then the sequence \((\delta_s P^k)_{k \in \mathbb{N}}\) is tight for all \(s \in S\) defined by (37).

**Proof.** In the proof of [88, Proposition 2.1] it is shown that, under the assumption that \(P\) is equicontinuous and \((\exists s, x \in G \text{ s.t. } \limsup_{k \to \infty} \nu_x^k(B(s, \epsilon)) > 0 \forall \epsilon > 0, (38)\)

then the sequence \((\delta_s P^k)\) is tight. It remains to demonstrate (38). To see this, let \(f = 1_{B(s, \epsilon)}\) for some \(s \in S\), \(\pi \in \mathcal{E}\) and \(\epsilon > 0\) in Proposition 3.8. Then for \(\pi\)-a.e. \(x \in G\) and \(\nu_x^k := \frac{1}{k} \sum_{j=1}^k \delta_x P^j\) we have

\[
\limsup_{k \to \infty} \nu_x^k(B(s, \epsilon)) = \lim_{k} \nu_x^k(B(s, \epsilon)) = \pi(B(s, \epsilon)) > 0.
\]

This completes the proof. \(\square\)

**Remark 3.12** (tightness of \((\nu_x^k)\)): Note that the sequence \((\nu_x^k)\) is tight for \(s \in S\), since by Proposition 3.11, for all \(\epsilon > 0\), there is a compact subset \(K \subset G\) such that \(p^k(s, K) > 1 - \epsilon\) for all \(k \in \mathbb{N}\), and hence also \(\nu_x^k(K) > 1 - \epsilon\) for all \(k \in \mathbb{N}\).

The next result due to Worm (Theorems 5.4.11 and 7.3.13 of [96]) concerns Cesàro averages for equicontinuous Markov operators.

**Proposition 3.13** (convergence of Cesàro averages [96]). Let \(P\) be Feller and equicontinuous, let \(G\) be a Polish space and let \(\mu \in \mathcal{P}(G)\). Then the sequence \((\nu_{\mu}^k)\) is tight \((\nu_{\mu}^k := \frac{1}{k} \sum_{j=1}^k \mu P^j)\) if and only if \((\nu_{\mu}^k)\) converges to a \(\pi_{\mu} \in \text{inv} P\). In this case

\[
\pi_{\mu} = \int_{\text{supp} \mu} \pi^x \mu(dx),
\]

where for each \(x \in \text{supp} \mu \subset G\) there exists the limit of \((\nu_{\mu}^k)\) and it is denoted by the invariant measure \(\pi^x\).

For the case the initial measure \(\mu\) is supported in \(\bigcup_{\pi \in \text{inv} P} \text{supp} \pi\), we have the following.

**Proposition 3.14** (ergodic decomposition). Let \(G\) be a Polish space and let \(P\) be Feller and equicontinuous. Then

\[
S = \bigcup_{\pi \in \text{inv} P} \text{supp} \pi,
\]

where \(S\) is defined in (37). Moreover \(S\) is closed, and for any \(\mu \in \mathcal{P}(S)\) it holds that \(\nu_{\mu}^k \to \pi_{\mu}\) as \(k \to \infty\) with

\[
\pi_{\mu} = \int_{S} \pi^x \mu(dx),
\]

where \(\pi^x\) is the unique ergodic measure with \(x \in \text{supp} \pi^x\).

**Proof.** This is a consequence of [96, Theorem 7.3.4] and [96, Theorem 5.4.11], Remark 3.12 and Proposition 3.13. \(\square\)

**Proposition 3.14** only establishes convergence of the Markov chain when it is initialized with a measure in the support of an invariant measure; moreover, it is only the average of the distributions of the iterates that converges.
Lemma 3.18. Let \( P \) (positive transition probability for ergodic measures) reached infinitely often starting from any other point in this support. Denote the Markov operator that is induced by the transition kernel in \( i \): The mapping \( f \) is nonexpansive, \( i \in I \). Let \( \pi \) be an ergodic invariant probability measure for \( \mathcal{P} \). Then for any \( s, \tilde{s} \in \text{supp} \pi \) it holds that

\[
\forall \epsilon > 0 \exists \delta > 0, \exists (k_j)_{j \in \mathbb{N}} \subseteq \mathbb{N} : p^{k_j}(s, \mathcal{B}(\tilde{s}, \epsilon)) \geq \delta, \forall j \in \mathbb{N}.
\]

Proof. Given \( \tilde{s} \in \text{supp} \pi \) and \( \epsilon > 0 \), find a continuous and bounded function \( f = f_{\tilde{s}, \epsilon} : G \to [0, 1] \) with the property that \( f = 1 \) on \( \mathcal{B}(\tilde{s}, \frac{\epsilon}{2}) \) and \( f = 0 \) outside \( \mathcal{B}(\tilde{s}, \epsilon) \). For \( s \in \text{supp} \pi \) let \( X_0 \sim \delta \) and \( (X_k) \) generated by Algorithm 1. By Remark 3.15 the sequence \( (\nu_k) \) converges to \( \pi \) as \( k \to \infty \), where \( \nu_k = \frac{1}{k} \sum_{j=1}^k p^j(s, \cdot) \). So in particular \( \nu_k f \to \pi f \geq \pi(\mathcal{B}(\tilde{s}, \frac{\epsilon}{2})) > 0 \) as \( k \to \infty \). Hence, for \( k \) large enough there is \( \delta > 0 \) with

\[
\nu_k f = \frac{1}{k} \sum_{j=1}^k p^j(s, f) \geq \delta.
\]

Now, we can extract a sequence \( (k_j) \subseteq \mathbb{N} \) with \( p^{k_j}(s, f) \geq \delta, j \in \mathbb{N} \) and hence

\[
p^{k_j}(s, \mathcal{B}(\tilde{s}, \epsilon)) \geq p^{k_j}(s, f) \geq \delta > 0. \]

\[\Box\]

3.4. Ergodic theory for nonexpansive mappings

We now specialize to the case that the family of mappings \( \{T_i\}_{i \in I} \) are nonexpansive operators.

Lemma 3.18. Let \( G \) be a Polish space. Let \( T_i : G \to G \) be nonexpansive, \( i \in I \) and let \( \mathcal{P} \) denote the Markov operator that is induced by the transition kernel in (4).

(i) \( \mathcal{P} \) is Feller.

(ii) \( \mathcal{P} \) is equicontinuous.

Proof. (i) The mapping \( T_i \) for \( i \in I \) is 1-Lipschitz continuous, so in particular it is continuous. Proposition 2.4 yields the assertion.

(ii) Let \( \epsilon > 0 \) and \( x, y \in G \) with \( d(x, y) < \epsilon/\|f\|_{\text{Lip}} \), then, using Jensen’s inequality, Lipschitz continuity of \( f \) and nonexpansivity of \( T_i \), we get

\[
|\delta_x p^k f - \delta_y p^k f| = |\mathbb{E}[f(X^x_k)] - \mathbb{E}[f(X^y_k)]| \\
\leq \mathbb{E}|[f(X^x_k) - f(X^y_k)]| \\
\leq \|f\|_{\text{Lip}} \mathbb{E}[d(X^x_k, X^y_k)] \\
\leq \|f\|_{\text{Lip}} \mathbb{E}[d(x, y)] < \epsilon
\]

for all \( k \in \mathbb{N} \). \[\Box\]
A very helpful fact used later on is that the distance between the supports of two ergodic measures is attained; moreover, any point in the support of the one ergodic measure has a nearest neighbor in the support of the other ergodic measure.

**Lemma 3.19** (distance of supports is attained). Let \( G \) be a Polish space and \( T_i : G \to G \) be nonexpansive, \( i \in I \). Suppose \( \pi, \tilde{\pi} \) are ergodic probability measures for \( \mathcal{P} \). Denote the support of a measure \( \pi \) by \( S_\pi := \text{supp} \pi \). Then for all \( s \in S_\pi \) there exists \( \tilde{s} \in S_{\tilde{\pi}} \) with \( d(s, \tilde{s}) = \text{dist}(s, S_{\tilde{\pi}}) = \text{dist}(S_\pi, S_{\tilde{\pi}}) \).

**Proof.** First we show, that \( \text{dist}(S_\pi, S_{\tilde{\pi}}) = \text{dist}(s, S_{\tilde{\pi}}) \) for all \( s \in S_\pi \). Therefore, recall the notation \( X_k^s = T_{\xi_{k-1}} \cdots T_{\xi_0} x \) and note that by nonexpansivity of \( T_i \), \( i \in I \) and Lemma 3.9 it holds a.s. that

\[
\text{dist}(X_{k+1}^s, S_\pi) \leq \text{dist}(X_k^s, T_{\xi_k} S_\pi) = \inf_{s \in S_\pi} d(T_{\xi_k} X_k^s, T_{\xi_k} s) \leq \text{dist}(X_k^s, S_{\tilde{\pi}})
\]

for all \( x \in G, \pi \in \text{inv} \mathcal{P} \) and \( k \in \mathbb{N} \). Suppose now there would exist an \( \tilde{s} \in S_{\tilde{\pi}} \) with \( \text{dist}(s, \tilde{\pi}) < \text{dist}(s, S_{\tilde{\pi}}) \). Then by Lemma 3.17 for all \( \epsilon > 0 \) there is a \( k \in \mathbb{N} \) with \( \mathbb{P}(X_k^s \in B(s, \epsilon)) > 0 \) and hence

\[
\text{dist}(s, S_{\tilde{\pi}}) \leq d(s, X_k^s) + \text{dist}(X_k^s, S_{\tilde{\pi}}) \leq \epsilon + \text{dist}(s, S_{\tilde{\pi}})
\]

with positive probability for all \( \epsilon > 0 \), which is a contradiction. So, it holds that \( \text{dist}(s, S_{\tilde{\pi}}) = \text{dist}(s, S_\pi) \) for all \( s, \tilde{s} \in S_\pi \).

For \( s \in S_\pi \) let \( (\tilde{s}_m) \subset S_{\tilde{\pi}} \) be a minimizing sequence for \( \text{dist}(s, S_{\tilde{\pi}}) \), i.e. \( \lim_m d(s, \tilde{s}_m) = \text{dist}(s, S_{\tilde{\pi}}) \). Now define a probability measure \( \gamma_k^m \) on \( G \times G \) via

\[
\gamma_k^m f := \mathbb{E} \left[ \frac{1}{k} \sum_{j=1}^{k} f(X_j^s, X_j^{\tilde{s}_m}) \right]
\]

for measurable \( f : G \times G \to \mathbb{R} \). Then \( \gamma_k^m \in C(\nu_k^s, \nu_k^{\tilde{s}_m}) \) where \( C(\nu_k^s, \nu_k^{\tilde{s}_m}) \) is the set of all couplings for \( \nu_k^s \) and \( \nu_k^{\tilde{s}_m} \) (see (80)). Also, by Lemma A.5 and Remark 3.15 the sequence \( (\gamma_k^m)_{k \in \mathbb{N}} \) is tight for fixed \( m \in \mathbb{N} \) and there exists a cluster point \( \gamma^m \in C(\pi, \tilde{\pi}) \). The sequence \( (\gamma^m) \subset C(\pi, \tilde{\pi}) \) is again tight by Lemma A.5. Thus for any cluster point \( \gamma \in C(\pi, \tilde{\pi}) \) and the bounded and continuous function \( (x, y) \mapsto f^M(x, y) = \min(M, d(x, y)) \) this yields

\[
\gamma_k^m d = \gamma_k^m f^M \searrow \gamma^m f^M \quad \text{as } k \to \infty
\]

for all \( M \geq d(s, \tilde{s}_m), m \in \mathbb{N} \). Since by the Monotone Convergence Theorem \( \gamma^m f^M \nearrow \gamma^m d \) as \( m \to \infty \), it follows that \( \gamma^m f^M = \gamma^m d \) for all \( M \geq d(s, \tilde{s}_m) \). The same argument holds for \( M \geq d(s, \tilde{s}_j) \) and a subsequence \( (\gamma_{m_j}^m) \) with limit \( \gamma \) such that \( \gamma d = \gamma f^M \). Hence,

\[
\gamma d = \gamma f^M = \lim_j \gamma_{m_j}^m f^M = \lim_j \gamma_{m_j}^m d \leq \lim_j d(s, \tilde{s}_{m_j}) = \text{dist}(s, S_{\tilde{\pi}}).
\]

In particular for \( \gamma \)-a.e. \( (x, y) \in S_\pi \times S_{\tilde{\pi}} \) it holds that \( d(x, y) = \text{dist}(S_\pi, S_{\tilde{\pi}}) \), because \( d(x, y) \geq \text{dist}(S_\pi, S_{\tilde{\pi}}) \) on \( S_\pi \times S_{\tilde{\pi}} \). Taking the closure of these \( (x, y) \) in \( G \times G \), we see that for any \( s \in S_\pi \) there is \( \tilde{s} \in S_{\tilde{\pi}} \) with \( d(s, \tilde{s}) = \text{dist}(S_\pi, S_{\tilde{\pi}}) \) by Lemma A.4. \( \square \)

### 3.5. Convergence for nonexpansive mappings in \( \mathbb{R}^n \)

By Proposition 3.13 tightness of a sequence of Cesàro averages is equivalent to convergence of said sequence. So our focus is on tightness in the Euclidean space setting.

---

26
Lemma 3.20 (tightness of $(\mu^P_k)$ in $\mathbb{R}^n$). On the Euclidean space $(\mathbb{R}^n, \|\cdot\|)$ let $T_i : \mathbb{R}^n \to \mathbb{R}^n$ be nonexpansive for all $i \in I$, and let $\text{inv } P \neq \emptyset$ for the corresponding Markov operator. The sequence $(\mu^P_k)_{k \in \mathbb{N}}$ is tight for any $\mu \in \mathcal{P}(\mathbb{R}^n)$.

Proof. First, let $\mu = \delta_x$ for $x \in \mathbb{R}^n$. We know that the sequence $(\delta_x P_k)$ is tight for $s \in S$ by Proposition 3.11. So for $\epsilon > 0$ there is a compact $K \subset \mathbb{R}^n$ with $p^k(s, K) \geq 1 - \epsilon$ for all $k \in \mathbb{N}$. Recall the definition of $X^x_k$ in (3). Since a.s. $\|X^x_k - X^y_k\| \leq \|x - y\|$, we have that $p^k(x, \mathbb{B}(K, \|x - s\|)) = P(X^x_k \in \mathbb{B}(K, \|x - s\|)) \geq p^k(s, K) \geq 1 - \epsilon$ for all $k \in \mathbb{N}$. Hence $(\delta_x P_k)$ is tight.

Now consider the initial random variable $X_0 \sim \mu$ for any $\mu \in \mathcal{P}(\mathbb{R}^n)$. For given $\epsilon > 0$ there is a compact $K^\mu \subset \mathbb{R}^n$ with $\mu(K^\mu) > 1 - \epsilon$. From the special case established above, there exists a compact $K_\epsilon \subset \mathbb{R}^n$ with $p^k(0, K_\epsilon) > 1 - \epsilon$ for all $k \in \mathbb{N}$. Let $M > 0$ such that $K^\mu_\epsilon \subset \mathbb{B}(0, M)$ and let $x \in \mathbb{B}(0, M)$. We have that $p^k(x, \mathbb{B}(K_\epsilon, M)) > 1 - \epsilon$ for all $x \in \mathbb{B}(0, M)$, since $\|X^x_k - X^y_k\| \leq \|x\| \leq M$. Hence $\mu P^k(\mathbb{B}(K_\epsilon, M)) > (1 - \epsilon)^2$, which implies tightness of the sequence $(\mu P_k)$.

□

Remark 3.21 (tightness of $(\nu^\mu_k)$ in $\mathbb{R}^n$): The tightness of the sequence $(\nu^\mu_k)$ for any $\mu \in \mathcal{P}(\mathbb{R}^n)$ follows immediately from tightness of $(\mu P_k)$ as in Remark 3.12.

We are now in a position to prove the first main result.

Proof of Theorem 2.17. By Lemma 3.18 the Markov operator $P$ is Feller and equicontinuous. By Lemma 3.20 the sequence $(\mu^P_k)$ is tight, and so the sequence of of Cesàro averages $(\nu^\mu_k)$ is also tight (see Remark 3.21). Hence by Proposition 3.13 $\nu^\mu_k \to \pi^\mu$ with $\pi^\mu$ given by (34). □

3.6. More properties of the RFI for nonexpansive mappings

This section is devoted to the preparation of some tools used in Section 3.7 to prove convergence of the distributions of the iterates of the RFI. When the Markov chain is initialized with a point not supported in $S$, i.e. when $\text{supp } \mu \setminus S \neq \emptyset$, the convergence results on general Polish spaces are much weaker than for the ergodic case in the previous section. One problem is that the sequences $(\nu^\mu_k)_{k \in \mathbb{N}}$ for $x \in G \setminus S$ need not be tight anymore. The right-shift operator $R$ on $L^2$, for example, with the initial distribution $\delta_{e_1}$, generates the sequence $R^k e_1 = e_k$, $k = 1, 2, \ldots$. Examples of spaces on which we can always guarantee tightness are, of course, Euclidean spaces as seen in the previous section, and compact metric spaces – since then $(\mathcal{P}(G), d_P)$ is compact.

For the case that the sequence of Cesàro averages does not necessarily converge, we have the following result.

Lemma 3.22 (convergence of with nonexpansive mappings). Let $(G, d)$ be a separable complete metric space and let $T_i : G \to G$ be nonexpansive for all $i \in I$. Suppose $\text{inv } P \neq \emptyset$. Let $X_0 \sim \mu \in \mathcal{P}(G)$ and let $(X_k)$ be the sequence generated by Algorithm 1. Denote the support of any measure $\mu$ by $S_\mu$, and denote $\nu_k := \frac{1}{k} \sum_{j=1}^k \mu P^j$.

(i) $\forall \pi \in \text{inv } P, \ \text{dist}(X_{k+1}, S_\pi) \leq \text{dist}(X_k, S_\pi)$ a.s. $\forall k \in \mathbb{N}$.

(ii) If the sequence $(\nu_k)$ has a cluster point $\pi \in \text{inv } P$, then,

(a) $\text{dist}(X_k, S_\pi) \to 0$ a.s. as $k \to \infty$;

(b) all cluster points of the sequence $(\nu_k)$ have the same support;

(c) cluster points of the sequence $(\mu P^k)$ have support in $S_\pi$ (if they exist).
Proof. (i). By Lemma 3.9, the sets on which $T_{\xi_k} S_\pi$ is not a subset of $S_\pi$ are $\mathbb{P}$-null sets and their union is also a $\mathbb{P}$-null set. This yields

$$\text{(\forall s \in S_\pi) \ dist(X_{k+1}, S_\pi) \leq d(X_{k+1}, T_{\xi_k} s) = d(T_{\xi_k} X_k, T_{\xi_k} s) \leq d(X_k, s) \ a.s.,}$$

and hence

$$\text{dist}(X_{k+1}, S_\pi) \leq \text{dist}(X_k, S_\pi) \ a.s.}$$

(iia) Define the function $f = \min(M, \text{dist}(\cdot, S_\pi))$ for some $M > 0$. Since this is bounded and continuous, we have for a subsequence $(\nu_{k_j})$ converging to $\pi$, that $\nu_{k_j} f = \frac{1}{k_j} \sum_{n=1}^{k_j} \mu P^n f \rightarrow \pi f = 0$ as $j \rightarrow \infty$. Now part (i) and the identity

$$\mu P^{n+1} f = \mathbb{E}[\min(M, \text{dist}(X_{n+1}, S_\pi))] \leq \mathbb{E}[\min(M, \text{dist}(X_n, S_\pi))] = \mu P^n f$$

yield $\mu P^n f = \mathbb{E}[\min(M, \text{dist}(X_n, S_\pi))] \rightarrow 0$ as $n \rightarrow \infty$. Again by part (i)

$$Y := \lim_{n \rightarrow \infty} \min(M, \text{dist}(X_n, S_\pi))$$

exists and is nonnegative; so by Lebesgue’s dominated convergence theorem it follows that $Y = 0$ a.s., since otherwise $\mathbb{E}[Y] > 0 = \lim_{n \rightarrow \infty} \mu P^n f$ would yield a contradiction.

(iib) Let $\pi_1, \pi_2$ be two cluster points of $(\nu_k)$ with support $S_1, S_2$ respectively, then these probability measures are invariant for $\mathbb{P}$ by Proposition 3.1. By Corollary 3.16 the intersection $S_1 \cap S_2$ must be nonempty. Suppose now w.l.o.g. $\exists y \in S_1 \backslash S_2$. Then there is an $\epsilon > 0$ with $\mathbb{B}(y, 2\epsilon) \cap S_2 = \emptyset$. Let $f: G \rightarrow [0, 1]$ be a continuous function that takes the value 1 on $\mathbb{B}(y, \frac{\epsilon}{2})$ and 0 outside of $\mathbb{B}(y, \epsilon)$. Then $\pi_1 f > 0$ and $\pi_2 f = 0$. But there are two subsequences of $(\nu_k)$ with $\nu_{k_j} f \rightarrow \pi_1 f$ and $\nu_{k_j} f \rightarrow \pi_2 f$ as $j \rightarrow \infty$. For the former sequence we have, for $j$ large enough,

$$\exists \delta > 0: \frac{1}{k_j} \sum_{n=1}^{k_j} \mu P^n f \geq \delta > 0.$$ 

So, one can from this extract a sequence $(m_k)_{k \in \mathbb{N}} \subset \mathbb{N}$ with $\mu P^{m_k} f \geq \delta$, $k \in \mathbb{N}$. Note that $\mathbb{P}(X_{m_k} \in \mathbb{B}(y, \epsilon)) \geq \mu P^{m_k} f \geq \delta > 0$. This implies $\text{dist}(X_{m_k}, S_2) \geq \epsilon$ with $\mathbb{P} \geq \delta$ and hence $\mathbb{E}[\text{dist}(X_{m_k}, S_2)] \geq \delta \epsilon$, in contradiction to (iia). So there cannot be such $y$ which yields $S_1 = S_2$, as claimed.

(iic) Let $\nu$ be a cluster point of the sequence $(\mu P^k)$, which is assumed to exist, and assume there is $s \in \text{supp } \nu \backslash S_\pi$ and $\epsilon > 0$ such that $\text{dist}(s, S_\pi) > 2\epsilon$. Let $f: G \rightarrow [0, 1]$ be a continuous function, that takes the value 1 on $\mathbb{B}(s, \frac{\epsilon}{2})$ and 0 outside of $\mathbb{B}(s, \epsilon)$. With (iia) we find, that

$$0 < \nu f = \lim_{j} \mathbb{P}^{X_{k_j}} f \leq \lim_{j} \mathbb{P}(X_{k_j} \in \mathbb{B}(s, \epsilon)) = 0.$$ 

Were $\mathbb{P}(X_{k_j} \in \mathbb{B}(s, \epsilon)) \geq \delta > 0$ for $j$ large enough, then this would imply that

$$\mathbb{E}[\text{dist}(X_{k_j}, S_\pi)] \geq \delta \epsilon$$

for $j$ large enough, which is a contradiction. We conclude that there is no such $s$, which completes the proof. 

We now prepare some tools to handle convergence of the distributions of the iterates of the RFI for $\alpha$-finite mappings in Section 3.7. We restrict ourselves to Polish spaces with finite dimensional metric (see Definition 3.25) in order to apply a differentiation theorem. We begin with the next technical fact.
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Lemma 3.23 (characterization of balls in $(\mathcal{E}, d_P)$). Let $(G, d)$ be a separable complete metric space and $T_i : G \to G$ be nonexpansive, $i \in I$. Let $\mathcal{E}$ denote the the (convex) set of ergodic measures associated to the Markov operator $\mathcal{P}$, which is induced by the family of mappings $\{T_i\}^i \in I$ and the marginal probability law of the random variables $\xi_k$. Let $\pi, \tilde{\pi} \in \mathcal{E}$ and denote the support of the measure $\pi$ by $S_\pi$ (and similarly for $\tilde{\pi}$). Then

$$\tilde{\pi} \in \mathcal{F}(\pi, \epsilon) \iff S_\pi \subset \mathcal{F}(S_\pi, \epsilon)$$

for $\epsilon \in (0, 1)$, where $\mathcal{F}(\pi, \epsilon)$ is the closed $\epsilon$-ball with respect to the Prokhorov-Lévy metric $d_P$.

Proof. By Lemma 3.19 there exist $s \in S_\pi$ and $\tilde{s} \in S_{\tilde{\pi}}$ such that $d(s, \tilde{s}) = \text{dist}(S_\pi, S_{\tilde{\pi}})$. First note that, if $\pi \neq \tilde{\pi}$, then $S_\pi \cap S_{\tilde{\pi}} = \emptyset$ by Corollary 3.16, and hence $d(s, \tilde{s}) = \text{dist}(S_\pi, S_{\tilde{\pi}}) > 0$. Recall the notation $X^s_k := T_{k-1} \cdots T_0 x$ for $x \in G$ and note that by Lemma A.4(i) and Lemma 3.9, supp $\mathcal{L}(X^s_k) \subset S_\pi$ and supp $\mathcal{L}(X^\tilde{s}_k) \subset S_{\tilde{\pi}}$. So it holds that $d(X^s_{k}, X^\tilde{s}_k) \geq \text{dist}(S_\pi, S_{\tilde{\pi}})$ a.s. for all $k \in \mathbb{N}$. Since $T_i$ is nonexpansive, we have that $d(X^s_{k}, X^\tilde{s}_k) \leq d(s, \tilde{s})$ a.s. for all $k \in \mathbb{N}$. So, both inequalities together imply the equality

$$d(X^s_{k}, X^\tilde{s}_k) = d(s, \tilde{s}) \quad \text{a.s.} \quad \forall k \in \mathbb{N}. \quad (39)$$

Now, letting $c := \min(1, d(s, \tilde{s}))$, we show that $d_P(\pi, \tilde{\pi}) = c$, where $d_P$ denotes the Prokhorov-Lévy metric (see Lemma A.6). Indeed, take $(X, Y) \in C(\mathcal{L}(X^s_k), \mathcal{L}(X^\tilde{s}_k))$. Again, by Lemma A.4(i) and Lemma 3.9 supp $\mathcal{L}(X^\pi_s) \subset S_\pi$ and supp $\mathcal{L}(X^\tilde{\pi}_s) \subset S_{\tilde{\pi}}$ and hence $d(x, Y) \geq \text{dist}(S_\pi, S_{\tilde{\pi}}) = d(s, \tilde{s})$ a.s. We have, thus

$$\mathbb{P}(d(X, Y) > c - \delta) \geq \mathbb{P}(d(X, Y) > d(s, \tilde{s}) - \delta) = 1 \quad \forall \delta > 0,$$

which implies $d_P(\mathcal{L}(X^s_k), \mathcal{L}(X^\tilde{s}_k)) \geq c$ by Lemma A.6(i). In particular, for $c = 1$ it follows that $d_P(\mathcal{L}(X^s_k), \mathcal{L}(X^\tilde{s}_k)) = 1$, since $d_P$ is bounded by 1. Now, let $c < 1$, i.e. $c = d(s, \tilde{s}) < 1$. We have by (39)

$$\inf_{(X,Y)\in C(\mathcal{L}(X^s_k),\mathcal{L}(X^\tilde{s}_k))} \mathbb{P}(d(X, Y) > c) \leq \mathbb{P}(d(X^s_k, X^\tilde{s}_k) > c) = 0 \leq c.$$

Altogether we find that $d_P(\mathcal{L}(X^s_k), \mathcal{L}(X^\tilde{s}_k)) = c$, again by Lemma A.6(i). Since also supp $\nu^s_k \subset S_\pi$ and supp $\nu^\tilde{s}_k \subset S_{\tilde{\pi}}$, where $\nu^s_k = \frac{1}{k} \sum_{j=1}^k \mathcal{L}(X^s_j)$ for any $x \in G$, it follows that

$$c \leq d_P(\nu^s_k, \nu^\tilde{s}_k) \leq \max_{j=1,\ldots,k} d_P(\mathcal{L}(X^s_j), \mathcal{L}(X^\tilde{s}_j)) = c \quad (40)$$

by Lemma A.6(v). Now taking the limit $k \to \infty$ of (40) and using Remark 3.15, it follows that $d_P(\pi, \tilde{\pi}) = c$. This proves the assertion. \[\square\]

Definition 3.24 (Besicovitch family). A family $\mathcal{B}$ of closed balls $B = \mathcal{B}(x_B, \epsilon_B)$ with $x_B \in G$ and $\epsilon_B > 0$ on the metric space $(G, d)$ is called a Besicovitch family of balls if

(i) for every $B \in \mathcal{B}$ one has $x_B \notin B' \in \mathcal{B}$ for all $B' \neq B$, and

(ii) $\bigcap_{B \in \mathcal{B}} B \neq \emptyset$.

Definition 3.25 ($\sigma$-finite dimensional metric). Let $(G, d)$ be a metric space. We say that $d$ is finite dimensional on a subset $D \subset G$ if there exist constants $K \geq 1$ and $0 < r < \infty$ such that Card $\mathcal{B} \leq K$ for every Besicovitch family $\mathcal{B}$ of balls in $(G, d)$ centered on $D$ with radius $< r$. We say that $d$ is $\sigma$-finite dimensional if $G$ can be written as a countable union of subsets on which $d$ is finite dimensional.
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Proposition 3.26 (differentiation theorem, [74]). Let \((G, d)\) be a separable complete metric space. For every locally finite Borel regular measure \(\lambda\) over \((G, d)\), it holds that
\[
\lim_{r \to 0} \frac{1}{\lambda(B(x, r))} \int_{B(x, r)} f(y) \lambda(dy) = f(x) \quad \text{for } \lambda\text{-a.e. } x \in G, \forall f \in L^1_{\text{loc}}(G, \lambda) \tag{41}
\]
if and only if \(d\) is \(\sigma\)-finite dimensional.

Proposition 3.27 (Besicovitch covering property in \(\mathcal{E}\)). Let \((G, d)\) be separable complete metric space with finite dimensional metric \(d\) and let \(T_i : G \to G\) be nonexpansive, \(i \in I\). The cardinality of any Besicovitch family of balls in \((\mathcal{E}, d_F)\) is bounded by the same constant that bounds the cardinality of Besicovitch families in \(G\).

Proof. Let \(\mathcal{B}\) be a Besicovitch family of closed balls \(B = \mathbb{B}(\pi_B, \epsilon_B)\) in \((\mathcal{E}, d_F)\), where \(\pi_B \in \mathcal{E}\) and \(\epsilon_B > 0\). Note that if \(\epsilon_B \geq 1\), then \(|B| = 1\), since in that case \(B = \mathcal{E}\) since \(d_F\) is bounded by 1. So let \(|B| > 1\), that implies \(\epsilon_B < 1\) for all \(B \in \mathcal{B}\).

The defining properties of a Besicovitch family translate then with help of Lemma 3.23 into
\[
\pi_B \notin B', \ \forall B' \in B \setminus \{B\} \iff S_{\pi_B} \cap \overline{\mathcal{B}(S_{\pi_B}, \epsilon_B')} = \emptyset, \ \forall B' \in B \setminus \{B\}, \tag{42}
\]
and
\[
\bigcap_{B \in \mathcal{B}} B \neq \emptyset \iff \bigcap_{B \in \mathcal{B}} \overline{\mathcal{B}(S_{\pi_B}, \epsilon_B)} \neq \emptyset. \tag{43}
\]
Now fix \(\pi\) in the latter intersection in (43) and let \(s \in S_{\pi}\). Also fix for each \(B \in \mathcal{B}\) a point \(s_B \in S_{\pi_B}\) with the property that \(s_B \in \text{argmin}_{s \in S_{\pi_B}} d(s, \tilde{s})\) (possible by Lemma 3.19). Then the family \(\mathcal{C}\) of balls \(\overline{\mathbb{B}(s_B, \epsilon_B)} \subset G, B \in \mathcal{B}\) is also a Besicovitch family: We have \(s_B \notin B'\) for \(B \neq B'\) due to (42) and by the choice of \(s_B\) one has \(s \in \bigcap_{B \in \mathcal{C}} B\). Since the cardinality of any Besicovitch family in \(G\) is bounded by a uniform constant, it follows, that also the cardinality of \(\mathcal{B}\) is uniformly bounded. \(\square\)

Remark 3.28 (Euclidean metric on \(\mathbb{R}^n\) is finite dimensional): The cardinality of any Besicovitch family in \(\mathbb{R}^n\) is uniformly bounded depending on \(n\) [63, Lemma 2.6].

Lemma 3.29 (equality around support of ergodic measures implies equality of measures). Let \((G, d)\) be a separable complete metric space with the finite dimensional metric \(d\) and let \(T_i : G \to G\) be nonexpansive \((i \in I)\). If \(\pi_1, \pi_2 \in \text{inv} \mathcal{P}\) satisfy
\[
\pi_1(\mathcal{B}(S_\pi, \epsilon)) = \pi_2(\mathcal{B}(S_\pi, \epsilon)) \tag{44}
\]
for all \(\epsilon > 0\) and all \(\pi \in \mathcal{E}\), then \(\pi_1 = \pi_2\).

Proof. From Proposition 3.6 follows the existence of probability measures \(q_1, q_2\) on the set \(\mathcal{E}\) of ergodic measures for \(\mathcal{P}\) such that one has
\[
\pi_j(A) = \int_{\mathcal{E}} \pi(A) q_j(d\pi), \quad A \in \mathcal{B}(G), \ j = 1, 2.
\]
If we set \(q = \frac{1}{2}(q_1 + q_2)\), then by the Radon-Nikodym theorem, there are densities \(f_1, f_2 \geq 0\) on \(\mathcal{E}\) with \(q_j = f_j \cdot q\) and hence
\[
\pi_j(A) = \int_{\mathcal{E}} \pi(A) f_j(\pi) q(d\pi), \quad A \in \mathcal{B}(G), \ j = 1, 2.
\]
For $q$-measurable subsets $E \subset \mathcal{E}$, one can define a probability measure on $\mathcal{E}$ via

$$
\tilde{\pi}_j(E) := \int_{\mathcal{E}} \mathbb{I}_E(\pi) f_j(\pi) q(\text{d}\pi), \quad j = 1, 2. \tag{45}
$$

One then has for $\epsilon > 0$ and $\pi \in \mathcal{E}$ that

$$
\pi_j(\mathbb{E}(S_\pi, \epsilon)) = \tilde{\pi}_j(\mathbb{E}(\pi, \epsilon)), \quad j = 1, 2, \tag{46}
$$

where $\mathbb{E}(\pi, \epsilon) := \{ \tilde{\pi} \in \mathcal{E} \mid d_P(\tilde{\pi}, \pi) \leq \epsilon \}$. This is due to Lemma 3.23, from which follows

$$
\tilde{\pi}(\mathbb{E}(S_\pi, \epsilon)) = \begin{cases} 1, & \tilde{\pi} \in \mathbb{E}(\pi, \epsilon) \\ 0, & \text{else} \end{cases}.
$$

With the above characterizations of $\pi_j$ and $\tilde{\pi}_j$, we can use Proposition 3.26 to show that $f_1 = f_2$ $q$-a.s., which, together with (45), would imply that $\pi_1 = \pi_2$, as claimed. To apply Proposition 3.26 we require that $d_P$ is finite dimensional. But this follows from Proposition 3.27. So Proposition 3.26 applied to $\tilde{\pi}_j$ with respect to $q$ then gives $q$-a.s.

$$
\lim_{\epsilon \to 0} \frac{\tilde{\pi}_j(\mathbb{E}(\pi, \epsilon))}{f_j(\pi)} = f_j(\pi), \quad j = 1, 2. \tag{47}
$$

And since $\tilde{\pi}_1(\mathbb{E}(\pi, \epsilon)) = \tilde{\pi}_2(\mathbb{E}(\pi, \epsilon))$ by (46) and assumption (44), we have $f_1 = f_2$ $q$-a.s., which completes the proof.

**Remark 3.30:** In the assertion of Lemma 3.29, it is enough to claim the existence of a sequence $(\epsilon_k^\pi)_{k \in \mathbb{N}} \subset \mathbb{R}_+$ with $\epsilon_k^\pi \to 0$ as $k \to \infty$ satisfying

$$
\pi_1(\mathbb{E}(S_\pi, \epsilon_k^\pi)) = \pi_2(\mathbb{E}(S_\pi, \epsilon_k^\pi)) \quad \forall \pi \in \mathcal{E}, \forall k \in \mathbb{N},
$$

because from Proposition 3.26 one has the existence of the limit in (47) $q$-a.s.

### 3.7. Convergence theory for $\alpha$-firmly nonexpansive mappings

Continuing the development of the convergence theory under greater regularity assumptions on the mappings $T_i$ ($i \in I$), in this section we examine what is achievable under the assumption that the mappings $T_i$ are $\alpha$-fne (Definition 2.8). We restrict ourselves to the Euclidean space $(\mathbb{R}^n, \|\cdot\|)$, and begin with a technical lemma that describes properties of sequences whose relative expected distances are invariant under $T_\xi$.

**Lemma 3.31** (constant expected separation). Let $T_i : \mathbb{R}^n \to \mathbb{R}^n$ be $\alpha$-fne with $\alpha_i \leq \alpha < 1$, $i \in I$. Let $\mu, \nu \in \mathcal{P}(\mathbb{R}^n)$ and $X \sim \mu$, $Y \sim \nu$ independent of $(\xi_k)$ satisfy

$$
\mathbb{E}\left[\|X^X_k - X^Y_k\|^2\right] = \mathbb{E}\left[\|X - Y\|^2\right] \quad \forall k \in \mathbb{N},
$$

where $X^x_k := T_{\xi_{k-1}} \cdots T_{\xi_0} x$ for $x \in \mathbb{R}^n$ is the RFI sequence started at $x$. Then for $\mathbb{P}^{(X,Y)}$-a.e. $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$ we have $X^x_k - X^y_k = x - y$ $\mathbb{P}$-a.s. for all $k \in \mathbb{N}$. Moreover, if there exists an invariant measure for $\mathcal{P}$, then

$$
\pi^x(\cdot) = \pi^y(\cdot - (x - y)) \quad \mathbb{P}^{(X,Y)}$-a.s.
$$

for the limiting invariant measures $\pi^x$ of the Cesàro average of $(\delta_x \mathbb{P}^k)$ and $\pi^y$ of the Cesàro average of $(\delta_y \mathbb{P}^k)$. 
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Proof. By the Hilbert space characterization of α-fne mappings (18), one has
\[ E \left[ \| X - Y \|^2 \right] \geq E \left[ \| T_{\xi_0} X - T_{\xi_0} Y \|^2 \right] + \frac{1 - \alpha}{\alpha} \left( E \left[ \| (X - T_{\xi_0} X) - (Y - T_{\xi_0} Y) \|^2 \right] \right) \]
\[ \geq \ldots \]
\[ \geq E \left[ \| T_{\xi_{k-1}} \cdots T_{\xi_0} X - T_{\xi_{k-1}} \cdots T_{\xi_0} Y \|^2 \right] \]
\[ + \frac{1 - \alpha}{\alpha} \sum_{j=0}^{k-1} E \left[ \| (T_{\xi_j} \cdots T_{\xi_0} X - T_{\xi_j} \cdots T_{\xi_0} Y) - (T_{\xi_j} \cdots T_{\xi_{k-1}} Y - T_{\xi_j} \cdots T_{\xi_0} Y) \|^2 \right], \]
where we used \( T_{\xi_{k-1}} := Id \) for a simpler representation of the sum. We will denote \( X_k^X = T_{\xi_{k-1}} \cdots T_{\xi_0} x \). The assumption \( E \left[ \| X_k^X - X_k^Y \|^2 \right] = E \left[ \| X - Y \|^2 \right] \) for all \( k \in \mathbb{N} \) then implies, that for \( j = 1, \ldots, k \) \( \mathbb{P} \)-a.s.
\[ X_k^X - X_k^Y = X_k^Y - X_{k-1}^Y \quad (k \in \mathbb{N}), \]
and hence by induction
\[ X_k^X - X_k^Y = X - Y. \]
By disintegrating and using \( (X, Y) \perp (\xi_k) \) we have \( \mathbb{P} \)-a.s.
\[ 0 = E \left[ \left\| (X - X_k^X) - (Y - X_k^Y) \right\|^2 \right| X, Y \]
\[ = \int_{I_{k+1}} \left\| (X - T_{i_k} \cdots T_{i_0} X) - (Y - T_{i_k} \cdots T_{i_0} Y) \right\|^2 p^\xi(di_k) \cdots p^\xi(di_0). \]
Consequently, for \( \mathbb{P}(X,Y) \)-a.e. \( (x, y) \in \mathbb{R}^n \times \mathbb{R}^n \), we have
\[ X_k^x - X_k^y = x - y \quad \forall k \in \mathbb{N} \quad \mathbb{P} \text{-a.s.} \]
So in particular for any \( A \in \mathcal{B}(\mathbb{R}^n) \)
\[ p_k^A(x, A) = \mathbb{P}(X_k^x \in A) = \mathbb{P}(X_k^y \in A - (x - y)) = p_k^A(y, A - (x - y)) \]
and hence, denoting \( f_k = f(\cdot + h) \) and \( \nu_k^y = \frac{1}{k} \sum_{j=1}^k p^j(x, \cdot) \), one also has for \( f \in C_b(\mathbb{R}^n) \) by Theorem 2.17
\[ \nu_k^y f_{x-y} \to \pi_y^y f_{x-y} = \pi_y^x f_{x-y} \quad \text{and} \quad \nu_k^y f \to \pi_y^x f \quad \text{as} \quad k \to \infty, \]
where \( \pi_y^x := \pi^y(\cdot - (y - x)) \). So from \( \nu_k^y f_{x-y} = \nu_k^y f \) for any \( f \in C_b(\mathbb{R}^n) \) and \( k \in \mathbb{N} \) it follows that \( \pi_y^x \). \( \square \)

We can now give the proof of the second main result. For a given \( h : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) we will define sequences of functions \( (\overline{h}_k) \) on \( \mathbb{R}^n \times \mathbb{R}^n \) via
\[ \overline{h}_k(x, y) := E \left[ h(X_k^x, X_k^y) \right], \quad X_k^x := T_{\xi_{k-1}} \cdots T_{\xi_0} z \quad \text{for any} \quad z \in \mathbb{R}^n \quad (k \in \mathbb{N}). \]
Note that, by continuity of \( T_i, \ i \in I \) and Lebesgue’s dominated convergence theorem, \( \overline{h}_k \in C_b(\mathbb{R}^n \times \mathbb{R}^n) \) for all \( k \in \mathbb{N} \) whenever \( h \in C_b(\mathbb{R}^n \times \mathbb{R}^n) \).

**Proof of Theorem 2.18.** Let \( x, y \in \mathbb{R}^n \), define \( F(x, y) := \| x - y \|^2 \) and the corresponding sequence of functions
\[ F_k(x, y) := E \left[ F(X_k^x, X_k^y) \right], \quad X_k^x := T_{\xi_{k-1}} \cdots T_{\xi_0} z \quad \text{for any} \quad z \in \mathbb{R}^n \quad (k \in \mathbb{N}). \]
By the remarks preceding this proof, $\mathcal{F}_k \in C_b(\mathbb{R}^n \times \mathbb{R}^n)$ for all $k \in \mathbb{N}$. From the regularity of $T_i$, $i \in I$ and the characterization (18), we get that a.s. for all $k \in \mathbb{N}$

$$\|X^x_k - X^y_k\|^2 \geq \|X^x_{k+1} - X^y_{k+1}\|^2 + \frac{1-\alpha}{\alpha}\|(X^x_k - X^y_k) - (X^x_{k+1} - X^y_{k+1})\|^2.$$  \hfill (48)

After computing the expectation, this is the same as

$$\mathcal{F}_k(x, y) \geq \mathcal{F}_{k+1}(x, y) + \frac{1-\alpha}{\alpha}\mathbb{E}\left[\|(X^x_k - X^y_k) - (X^x_{k+1} - X^y_{k+1})\|^2\right].$$

We conclude that $(\mathcal{F}_k(x, y))$ is a monotonically nonincreasing sequence for any $x, y \in G$.

Recall the notation $\mathcal{S}_\pi := \text{supp } \pi$ for some measure $\pi$. Let $s, \tilde{s} \in \mathcal{S}_\pi$ for the ergodic invariant measure $\pi \in \mathcal{E}$ and define the sequence of measures $\gamma_k$ by

$$\gamma_k f := \mathbb{E}\left[f(X^x_k, X^y_k)\right]$$

for any measurable function $f : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$. Note that due to nonexansiveness the pair $(X^x_k, X^y_k)$ a.s. takes values in $G_r := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : ||x - y||^2 \leq r\}$ for $r = ||s - \tilde{s}||^2$, so that $\gamma_k$ is concentrated on this set. Since $(X^x_k)$ is a tight sequence by Lemma 3.20, and likewise for $(X^y_k)$, we know from Lemma A.5 that the sequence $(\gamma_k)$ is tight as well. Let $\gamma$ be a cluster point of $(\gamma_k)$, which is again concentrated on $G_{||s-\tilde{s}||^2}$ and consider a subsequence $(\gamma_{k_j})$ such that $\gamma_{k_j} \to \gamma$. By Lemma A.5 we also know that $\gamma \in C(\nu_1, \nu_2)$ where $\nu_1$ and $\nu_2$ are the distributions of the limit in convergence in distribution of $(X^x_{k_j})$ and $(X^y_{k_j})$. For any $f \in C_b(\mathbb{R}^n \times \mathbb{R}^n)$ we have $\gamma_{k_j} f \to f$. So consider the case $f = F^M$ where $F^M := \min(M, F)$ for $M \in \mathbb{R}$. Since $\|x - y\|^2 = F(x, y) = F^M(x, y)$ almost surely (with respect to $\gamma_{k_j}$ and $\gamma$) for $M \geq ||s - \tilde{s}||^2$, we have

$$\gamma_{k_j} F = \gamma_{k_j} F^M \to \gamma F^M = \gamma F.$$

However, by the monotonicity in (48) we now also obtain convergence for the entire sequence:

$$\gamma_k F = \gamma_k F^M \to \gamma F^M = \gamma F.$$

Let $(X, Y) \sim \gamma$ and $(\tilde{\xi}_k) \perp (\xi_k)$ be another i.i.d. sequence with $(X, Y) \perp (\tilde{\xi}_k), (\xi_k)$. We use the notation $\bar{X}^x_k := T_{\tilde{\xi}_k-1} \cdots T_{\tilde{\xi}_0}x, x \in \mathbb{R}^n$. Define the sequence of functions

$$\mathcal{F}^M_k(x, y) := \mathbb{E}\left[F^M(\bar{X}^x_k, \bar{X}^y_k)\right] \quad (k \in \mathbb{N}),$$

and note that $\mathcal{F}^M_k \in C_b(\mathbb{R}^n \times \mathbb{R}^n)$. When $M \geq ||s - \tilde{s}||^2$ this yields

$$\gamma \mathcal{F}_k = \gamma \mathcal{F}^M_k = \mathbb{E}\left[\min \left(M, \|\bar{X}^x_k - \bar{X}^y_k\|^2\right)\right] = \lim_{j \to \infty} \gamma_{k_j} \mathcal{F}^M_k$$

$$= \lim_{j \to \infty} \mathbb{E}\left[\min \left(M, \|\bar{X}^x_{k_j} - \bar{X}^y_{k_j}\|^2\right)\right]$$

$$= \lim_{j \to \infty} \mathbb{E}\left[\min \left(M, \|X^x_{k+k_j} - X^y_{k+k_j}\|^2\right)\right]$$

$$= \lim_{j \to \infty} \gamma_{k+k_j} \mathcal{F}^M = \gamma \mathcal{F}^M = \gamma F.$$
This means that for all $k \in \mathbb{N}$,  
\[ \mathbb{E} \left[ \left\| X_k^Y - X_k^Y \right\|^2 \right] = \mathbb{E} \left[ \left\| X - Y \right\|^2 \right]. \]

For $\mathbb{P}(X,Y)$ a.e. $(x,y)$ we have $x,y \in S_\pi$ and thus $\pi^x = \pi^y = \pi$ where $\pi^x$ is the unique ergodic measure with $x \in S_{\pi^x}$ (see Remark 3.15). An application of Lemma 3.31 then yields $\pi(\cdot) = \pi(\cdot - (x - y))$, i.e. $x = y$. Hence $X = Y$ a.s. implying $\nu_1 = \nu_2 =: \nu$ and $\gamma F = 0$. That means  
\[ \gamma_k F = \mathbb{E} \left[ \left\| X_k^s - X_k^s \right\|^2 \right] \rightarrow 0 \quad \text{as} \quad k \rightarrow \infty. \]

Now Lemma A.6 yields  
\[ \mathbb{P} \left( \left\| X_k^s - X_k^s \right\| > \epsilon \right) \leq \frac{\mathbb{E} \left[ \left\| X_k^s - X_k^s \right\| \right]}{\epsilon} \leq \frac{\mathbb{E} \left[ \sqrt{\left\| X_k^s - X_k^s \right\|^2} \right]}{\epsilon} \rightarrow 0 \]

as $k \rightarrow \infty$ for any $\epsilon > 0$; this yields convergence of the corresponding probability measures $\delta_s \mathcal{P}^k$ and $\delta_s \mathcal{P}^k$ in the Prokhorov metric:  
\[ d_p(\delta_s \mathcal{P}^k, \delta_s \mathcal{P}^k) \rightarrow 0. \]

By the triangle inequality, therefore, if $\delta_s \mathcal{P}^k \rightarrow \nu$, then also $\delta_s \mathcal{P}^k \rightarrow \nu$ for any $s \in S_\pi$. Hence  
\[ d_p(\delta_s \mathcal{P}^k, \nu) \leq d_p(\delta_s \mathcal{P}^k, \delta_s \mathcal{P}^h) + d_p(\delta_s \mathcal{P}^h, \nu) \rightarrow 0, \quad \text{as} \quad j \rightarrow \infty. \]

By Lebesgue’s dominated convergence theorem we conclude that, for any $f \in C_b(\mathbb{R}^n)$ and $\mu \in \mathcal{P}(S_\pi)$,  
\[ \mu \mathcal{P}^k f = \int_{S_\pi} \delta_s \mathcal{P}^k f \mu(ds) \rightarrow \nu f, \quad \text{as} \quad j \rightarrow \infty. \]

In particular, $\mu \mathcal{P}^k \rightarrow \nu$ and taking $\mu = \pi$ yields $\nu = \pi$. Thus, all cluster points of $\delta_s \mathcal{P}^k$ for all $s \in S_\pi$ have the same distribution $\pi$ and hence, because the sequence is tight, $\delta_s \mathcal{P}^k = p^k(x, \cdot) \rightarrow \pi$.

Now, let $\mu \in \mathcal{P}(S)$, where $S = \bigcup_{s \in S_\pi} S_s$. By what we have just shown we have for $x \in \text{supp} \mu$, that $p^k(x, \cdot) \rightarrow \pi^x$, where $\pi^x$ is unique ergodic measure with $x \in S_{\pi^x}$. Then, again by Lebesgue’s dominated convergence theorem, one has for any $f \in C_b(\mathbb{R}^n)$,  
\[ \mu \mathcal{P}^k f = \int f(y)p^k(x,dy)\mu(dx) \rightarrow \int f(y)\pi^x(dy)\mu(dx) =: \pi^\mu f \quad \text{as} \quad k \rightarrow \infty, \quad (49) \]

and the measure $\pi^\mu$ is again invariant for $\mathcal{P}$ by invariance of $\pi^x$ for all $x \in S$. Now, let $\mu = \delta_x$, $x \in \mathbb{R}^n \setminus S$. We obtain the tightness of $\delta_x \mathcal{P}^k$ from the tightness of $\delta_s \mathcal{P}^k$ for $s \in S$. Indeed, for $\epsilon > 0$ there exists a compact $K_\epsilon \subset \mathbb{R}_s$ with $p^k(s, K_\epsilon) > 1 - \epsilon$ for all $k \in \mathbb{N}$. This together with the fact that $T_i$, $i \in I$ is nonexpansive implies that $\left\| X_k^s - X_k^s \right\| \leq \| x - s \|$ for all $k \in \mathbb{N}$ hence $p^k(x, \mathbb{E}(K_\epsilon, \| x - s \|)) > 1 - \epsilon$, where $p$ is the transition kernel defined by (4). Tightness implies the existence of a cluster point $\nu$ of the sequence $\delta_x \mathcal{P}^k$. From Theorem 2.17 we know that $\nu_k = \frac{1}{k} \sum_{j=1}^k \delta_s \mathcal{P}^j \rightarrow \pi^x$ for some $\pi^x \in \text{inv} \mathcal{P}$ with $S_{\pi^x} \subset S$. Furthermore, we have $\nu \in \mathcal{P}(S_{\pi^x}) \subset \mathcal{P}(S)$ by Lemma 3.22(iiic). So by (49) there exists $\pi^\nu \in \text{inv} \mathcal{P}$ with $\nu \mathcal{P}^k \rightarrow \pi^\nu$.

In order to complete the proof we have to show that $\nu = \pi^x$, i.e. $\pi^x$ is the unique cluster point of $\delta_s \mathcal{P}^k$ and hence convergence follows by Proposition A.1. It suffices to show that $\pi^\nu = \pi^x$, since then, as $k \rightarrow \infty$  
\[ d_p(\nu, \pi^x) = \lim_k d_p(\delta_x \mathcal{P}^k, \pi^x) = \lim_k d_p(\delta_s \mathcal{P}^k, \pi^x) = d_p(\nu \mathcal{P}^j, \pi^x) = d_p(\nu \mathcal{P}^j, \pi^\nu) \rightarrow 0. \]
To begin, fix \( \pi \in \text{inv} \, \mathcal{P} \). For any \( \epsilon > 0 \) let \( A_k := \{ X_k^x \in \mathbb{H}(S_{\pi}, \epsilon) \} \). By nonexpansivity \( A_k \subset A_{k+1} \) for \( k \in \mathbb{N} \), since we have by Lemma 3.9 a.s.

\[
\text{dist}(X_{k+1}^x, S_{\pi}) \leq \text{dist}(X_k^x, T_{k} S_{\pi}) \leq \text{dist}(X_k^x, S_{\pi}).
\]

Hence \( (p^k(x, \mathbb{H}(S_{\pi}, \epsilon))) = (\mathbb{P}(A_k)) \) is a monotonically increasing sequence and bounded from above and therefore the sequence converges to some \( b_{\epsilon}^x \in [0, 1] \) as \( k \to \infty \). It follows

\[
b_{\epsilon}^x = \lim_{k} p^k(x, \mathbb{H}(S_{\pi}, \epsilon)) = \lim_{k} \frac{1}{k} \sum_{j=1}^{k} p^j(x, \mathbb{H}(S_{\pi}, \epsilon)).
\]

and thus \( \nu(\mathbb{H}(S_{\pi}, \epsilon)) = \pi^x(\mathbb{H}(S_{\pi}, \epsilon)) \) for all \( \epsilon \), which make \( \mathbb{H}(S_{\pi}, \epsilon) \) both \( \nu \)- and \( \pi^x \)-continuous. Note that there are at most countably many \( \epsilon > 0 \) for which this may fail, see [53, Chapter 3, Example 1.3]).

With the same argument used for (50) we also obtain for any \( k \in \mathbb{N} \) that \( \nu \mathcal{P}^k(\mathbb{H}(S_{\pi}, \epsilon)) = \pi^x(\mathbb{H}(S_{\pi}, \epsilon)) \) with only countably many \( \epsilon \) excluded, and so

\[
\pi^x(\mathbb{H}(S_{\pi}, \epsilon)) = \pi^x(\mathbb{H}(S_{\pi}, \epsilon))
\]

also needs to hold for all except countably many \( \epsilon \). Since \( \pi^x \in \text{inv} \, \mathcal{P} \), this implies that \( \pi^x = \pi^x \) by Lemma 3.29 combined with Remark 3.30. For a general initial measure \( \mu_0 \in \mathcal{P}(\mathbb{R}^n) \), one has, yet again by Lebesgue’s dominated convergence theorem, that

\[
\mu_0 \mathcal{P}^k f = \int f(y) p^k(x, dy) \mu_0(dx) \to \int f(y) \pi^x(dy) \mu_0(dx) =: \pi^{\mu_0} f,
\]

where \( \pi^x \) denotes the limit of \( (\delta_x \mathcal{P}^k) \) and the measure \( \pi^{\mu_0} \) is again invariant for \( \mathcal{P} \). This completes the proof. \( \square \)

**Remark 3.32** (a.s.

\[
\gamma_k F \to \gamma F = 0,
\]

by monotonicity of \( (\gamma_k F) \).

### 3.7.1. Structure of ergodic measures for \( \alpha \)-firmly nonexpansive mappings

**Proposition 3.33** (structure of ergodic measures). Let \( T_i : \mathbb{R}^n \to \mathbb{R}^n \) be \( \alpha \)-fne with constant \( \alpha_i \leq \alpha < 1 \) (\( i \in I \)) and assume there exists an invariant probability distribution for \( \mathcal{P} \). Any two ergodic measures \( \pi, \bar{\pi} \) are shifted versions of each other, i.e. there exist \( s \in \text{supp} \, \pi \) and \( \bar{s} \in \text{supp} \, \bar{\pi} \) with \( \pi = \bar{\pi}(-s - \bar{s}) \).

**Proof.** Denote \( \text{supp} \, \pi = S_{\pi} \). Since we can find for any \( s \in S_{\pi} \) a closest point \( \bar{s} \in S_{\bar{\pi}} \), i.e. \( \text{dist}(S_{\pi}, S_{\bar{\pi}}) = d(s, \bar{s}) \), by Lemma 3.19, the assertion follows from

\[
dist(S_{\pi}, S_{\bar{\pi}}) \leq \sqrt{\mathbb{E}[|X_k^x - X_k^\bar{s}|^2]} \leq ||s - \bar{s}|| \quad \forall k \in \mathbb{N},
\]

where we also used that \( \text{supp} \, \mathcal{L}(X_k^x) \subset S_{\pi} \), and \( \text{supp} \, \mathcal{L}(X_k^\bar{s}) \subset S_{\bar{\pi}} \). \( \square \)

**Proposition 3.34** (specialization to projectors). Let the mappings \( T_i = P_i : \mathbb{R}^n \to \mathbb{R}^n \) be projectors onto nonempty closed and convex sets (\( i \in I \)). If there exist two ergodic measures \( \pi_1, \pi_2 \), then there exist infinitely many ergodic measures \( \pi_\lambda \) with \( \pi_\lambda := \pi_2(-\lambda a) \) for all \( \lambda \in [0, 1] \), where \( a \) is the shift such that \( \pi_1 = \pi_2(-a) \).
Proof. For any pair \((s_1, s_2)\) \(\in\) \(\text{supp}\,\pi_1 \times \text{supp}\,\pi_2\) of closest neighbors it holds that \(a = s_1 - s_2\) by Proposition 3.33. Lemma 3.31 and (51) yield \(P_k s_1 = P_k s_2 + a\) a.s. Hence, \(a \perp (s_i - P_k s_i)\), \(i = 1, 2\), and then \(P_k (s_2 + \lambda a) = P_k s_2 + \lambda a\) for \(\lambda \in [0, 1]\). Hence \(X_k^{s_2 + \lambda a} = X_k^{s_2} + \lambda a\) and \(\lim_k L(X_k^{s_2 + \lambda a}) = \pi_2(\cdot - \lambda a)\). Note, that if \(P\) is Feller and the sequence \((\mu P^k)\) converges for some \(\mu \in \mathbb{R}\), then the limit is also an invariant measure. \(\square\)

3.8. Rates of Convergence

We now prove the third main result of this paper.

Proof of Theorem 2.19. First note that since \(G\) is compact and \(\text{inv}\,P\) is nonempty, there is at least one \(\pi \in \text{inv}\,P \cap \mathcal{P}_2(G)\) and one \(\mu \in \mathcal{P}_2(G)\) with \(W_2(\mu, \pi) < \infty\) and \(\mu P \in \mathcal{P}_2(G)\). The Markov operator \(P\) is therefore a self-mapping on \(\mathcal{P}_2(G)\), hence \(W_2(\mu, \mu P) < \infty\), and for any \(\mu_1, \mu_2 \in \mathcal{P}_2(G)\) the set of optimal couplings \(C_*(\mu_1, \mu_2)\) is nonempty (see Lemma A.7).

Since \((H, d)\) is a Hadamard space and \(G \subset H\), the function \(\Psi(\mu)\) defined by (29) is extended real-valued, nonnegative (see Lemma 2.9), and finite since \(C_*(\mu, \pi)\) and \(\text{inv}\,P\) are nonempty. Moreover, by assumption (c) and the definition of metric subregularity (Definition 2.15) this satisfies \(\Psi(\pi) = 0 \iff \pi \in \text{inv}\,P\), hence \(\Psi^{-1}(0) = \text{inv}\,P\) and \(\Psi(\pi) = 0\) for all \(\pi \in \text{inv}\,P\), and for all \(\mu \in \mathcal{P}_2(G)\)

\[
\inf_{\pi \in \text{inv}\,P} W_2^2(\mu, \pi) = \inf_{\pi \in \Psi^{-1}(0)} W_2^2(\mu, \pi) \leq (\rho(d_\mathcal{P}(0, \Psi(\mu))))^2 = (\rho(\Psi(\mu)))^2.
\]

Rewriting this for the next step yields

\[
\frac{1-\alpha}{\alpha} \left(\rho^{-1} \left(\inf_{\pi \in \text{inv}\,P} W_2(\mu, \pi)\right)\right)^2 \leq \frac{1-\alpha}{\alpha} \Psi^2(\mu). \quad (52)
\]

On the other hand, by assumption (b) and Proposition 2.14 (which applies because we are on a separable Hadamard space) we have

\[
\frac{1-\alpha}{\alpha} \Psi^2(\mu) \leq \int_{G \times G} \mathbb{E}[\psi_2(x, y, T_k x, T_k y)] \gamma(dx, dy) \leq (1 + \epsilon)W_2^2(\mu, \pi) - W_2^2(\mu P, \pi) \quad \forall \pi \in \text{inv}\,P, \forall \mu \in \mathcal{P}_2(G). \quad (53)
\]

Incorporating (52) into (53) and rearranging the inequality yields

\[
W_2^2(\mu P, \pi) \leq (1 + \epsilon)W_2^2(\mu, \pi) - \frac{1-\alpha}{\alpha} \left(\rho^{-1} \left(\inf_{\pi' \in \text{inv}\,P} W_2(\mu, \pi')\right)\right)^2 \quad \forall \pi \in \text{inv}\,P, \forall \mu \in \mathcal{P}_2(G).
\]

Since this holds at any \(\mu \in \mathcal{P}_2(G)\), it certainly holds at the iterates \(\mu_k\) with initial distribution \(\mu_0 \in \mathcal{P}_2(G)\) since \(P\) is a self-mapping on \(\mathcal{P}_2(G)\). Therefore

\[
W_2^2(\mu_{k+1}, \pi) \leq (1 + \epsilon)W_2^2(\mu_k, \pi) - \frac{1-\alpha}{\alpha} \left(\rho^{-1} \left(\inf_{\pi' \in \text{inv}\,P} W_2(\mu_k, \pi')\right)\right)^2 \quad \forall \pi \in \text{inv}\,P, \forall k \in \mathbb{N}. \quad (54)
\]

Equation (54) simplifies. Indeed, by Lemma 3.4, \(\text{inv}\,P\) is closed with respect to convergence in distribution. Moreover, since \(G\) is assumed to be compact, \(\mathcal{P}_2(G)\) is locally compact ([2, Remark 7.19] so, for every \(k \in \mathbb{N}\) the infimum in (54) is attained at some \(\pi_k\). This yields

\[
W_2^2(\mu_{k+1}, \pi_{k+1}) \leq W_2^2(\mu_{k+1}, \pi_k) \leq (1 + \epsilon)W_2^2(\mu_k, \pi_k) - \frac{1-\alpha}{\alpha} \left(\rho^{-1} (W_2(\mu_k, \pi_k))\right)^2 \quad \forall k \in \mathbb{N}. \quad (55)
\]
Taking the square root and recalling (26) and (27) yields (35).

To obtain convergence, note that for \( \mu_0 \in \mathcal{P}_2(G) \) satisfying \( W_2(\mu_0, \pi) < \infty \) and \( \mu_0 \mathcal{P} \in \mathcal{P}_2(G) \) (exists by compactness of \( G \) ), the triangle inequality and (55) yield

\[
W_2(\mu_{k+1}, \mu_k) \leq W_2(\mu_{k+1}, \pi_k) + W_2(\mu_k, \pi_k) \\
\leq \theta (W_2(\mu_k, \pi_k)) + W_2(\mu_k, \pi_k).
\]

Using (35) and continuing by backwards induction yields

\[
W_2(\mu_{k+1}, \mu_k) \leq \theta^{k+1} (d_0) + \theta^k (d_0)
\]

where \( d_0 := \inf_{\pi \in \text{inv } \mathcal{P}} W_2(\mu_0, \pi) \). Repeating this argument, for any \( k < m \)

\[
W_2(\mu_m, \mu_k) \leq \theta^m (d_0) + 2 \sum_{j=k+1}^{m-1} \theta^j (d_0) + \theta^k (d_0).
\]

By assumption, \( \theta \) satisfies (26), so for any \( \delta > 0 \)

\[
W_2(\mu_m, \mu_k) \leq \theta^m (d_0) + 2 \sum_{j=k+1}^{\infty} \theta^j (d_0) + \theta^k (d_0) < \delta
\]

for all \( k, m \) large enough; that is the sequence \( (\mu_k)_{k \in \mathbb{N}} \) is a Cauchy sequence in \( (\mathcal{P}_2(G), W_2) \) – a separable complete metric space (Lemma A.7 (iii)) – and therefore convergent to some probability measure \( \pi^{\mu_0} \in \mathcal{P}_2(G) \). By Proposition 2.4 the Markov operator \( \mathcal{P} \) is Feller since \( \mathcal{T}_t \) is continuous, and by Proposition 3.1 when a Feller Markov chain converges in distribution, it does so to an invariant measure: \( \pi^{\mu_0} \in \text{inv } \mathcal{P} \). □

**Proof of Corollary 2.21.** In the case that the gauge \( \rho \) is linear with constant \( \kappa' \), then \( \theta(t) \) is linear with constant

\[
c = \sqrt{1 + \epsilon - \frac{1 - \alpha}{\kappa^2}} < 1,
\]

where \( \kappa \geq \kappa' \) satisfies \( \kappa^2 \geq (1 - \alpha)/\alpha(1 + \epsilon) \). Specializing the argument in the proof above to this particular \( \theta \) shows that, for any \( k \) and \( m \) with \( k < m \), we have

\[
W_2(\mu_m, \mu_k) \leq d_0 c^m + 2d_0 \sum_{j=k+1}^{m-1} c^j + d_0 c^k. \tag{56}
\]

Letting \( m \to \infty \) in (56) yields R-linear convergence (Definition 2.6) with rate \( c \) given above and leading constant \( \beta = \frac{1 + \epsilon}{d_0} \).

If, in addition, \( \text{inv } \mathcal{P} \) is a singleton, then \( \{ \pi^{\mu_0} \} = \text{inv } \mathcal{P} \) in the above and convergence is actually Q-linear, which completes the proof. □

### 4. Examples: Stochastic Optimization and Inconsistent Nonconvex Feasibility

To fix our attention we focus on the following optimization problem

\[
\min_{\mu \in \mathcal{P}_2(\mathbb{R}^n)} \int_{\mathbb{R}^n} \mathbb{E}_\xi[f_{\xi}(x) + g_{\psi}(x)] \mu(dx). \tag{57}
\]
It is assumed throughout that \( f_i : \mathbb{R}^n \to \mathbb{R} \) is continuously differentiable for all \( i \in I_f \) and that \( g_i : \mathbb{R}^n \to \mathbb{R} \) is proper and lower semi-continuous for all \( i \in I_g \). The random variable with values on \( I_f \times I_g \) will be denoted \( \xi = (\xi^f, \xi^g) \). This model covers deterministic composite optimization as a special case: \( I_f \) and \( I_g \) consist of single elements and the measure \( \mu \) is a point mass.

The algorithms reviewed in this section rely on resolvents of the functions \( f_i \) and \( g_i \), denoted \( J_{f_i} \) and \( J_{g_i} \). The resolvent of a subdifferentially regular function \( f : G \subset \mathbb{R}^n \to \mathbb{R} \) (the epigraph of \( f \) is Clarke regular [81]) is defined by \( J_f(x) := (\text{Id} + \partial f)^{-1}(x) := \{ z \in G | x = z + \partial f(z) \} \). For proper, lower semicontinuous convex functions \( f : \mathbb{R}^n \to \mathbb{R} \cup \{ +\infty \} \), this is equivalent to the proximal mapping [65] defined by

\[
\text{prox}_f(x) := \underset{y}{\text{argmin}} \{ f(y) + \frac{1}{2} \| y - x \|_2^2 \}. \tag{58}
\]

In general one has

\[
\text{prox}_f(x) \subset J_f(x) \tag{59}
\]

whenever the subdifferential is defined.

### 4.1. Stochastic (nonconvex) forward-backward splitting

We begin with a general prescription of the forward-backward splitting algorithm together with abstract properties of the corresponding fixed point mapping, and then specialize this to more concrete instances.

**Algorithm 2:** Stochastic Forward-Backward Splitting

**Initialization:** Set \( X_0 \sim \mu_0 \in \mathcal{P}_2(G) \), \( X_0 \sim \mu \), \( t > 0 \), and \( (\xi_k)_{k \in \mathbb{N}} \) another i.i.d. sequence with values on \( I_f \times I_g \) and \( X_0 \perp \perp (\xi_k) \).

\[
\text{for } k = 0, 1, 2, \ldots \text{ do}
\]

\[
X_{k+1} = T^{FB}_{\xi_k} X_k := J_{g_{\xi_k}} \left( X_k - t \nabla f_{\xi_k}(X_k) \right) \tag{60}
\]

When \( f_{\xi^f}(x) = f(x) + \xi^f \cdot x \) and \( g_{\xi^g} \) is the zero function, then this is just steepest descents with linear noise discussed in Section 2.2. More generally, (60) with \( g_{\xi^g} \) the zero function models stochastic gradient descents, which is a central algorithmic template in many applications. We show how the approach developed above opens the door to an analysis of this basic algorithmic paradigm for nonconvex problems.

**Proposition 4.1.** On the Euclidean space \((\mathbb{R}^n, \| \cdot \|)\) suppose the following hold:

(a) for all \( i \in I_f \), \( \nabla f_i \) is Lipschitz continuous with constant \( L \) on \( G \subset \mathbb{R}^n \) and hypomonotone on \( G \) with violation \( \tau_f > 0 \) on \( G \subset \mathbb{R}^n \):

\[
- \tau_f \| x - y \|^2 \leq \langle \nabla f_i(x) - \nabla f_i(y), x - y \rangle \quad \forall x, y \in G. \tag{61}
\]

(b) there is a \( \tau_g \) such that for all \( i \in I_g \), the (limiting) subdifferential \( \partial g_i \) satisfies

\[
- \frac{\tau_g}{2} \left\| (x^+ + z) - (y^+ + w) \right\|^2 \leq \langle z - w, x^+ - y^+ \rangle. \tag{62}
\]

at all points \((x^+, z) \in \text{gph} \partial g_i \) and \((y^+, w) \in \text{gph} \partial g_i \) where \( z = x - x^+ \) for \( \{ x^+ \} = J_{g_i}(x) \) for any \( x \in \bigcup_{i \in I_f} (\text{Id} - t \nabla f_i)(G) \) and where \( w = y - y^+ \) for \( \{ y^+ \} = J_{g_i}(y) \) for any \( y \in \bigcup_{i \in I_f} (\text{Id} - t \nabla f_i)(G) \).
(c) $T_i^{FB}$ is a self-mapping on $G \subset \mathbb{R}^n$ for all $i$.

Then the following hold.

(i) $T_i^{FB}$ is $\alpha$-fne on $G$ with constant $\alpha = 2/3$ and violation at most

$$
\epsilon = \max\{0, (1 + 2\tau_g) \left(1 + t(2\tau_f + 2tL^2)\right) - 1\}
$$

for all $i \in I$.

(ii) $\Phi(x, i) := T_i x$ is $\alpha$-fne in expectation on $G$ with constant $\alpha = 2/3$ and violation at most $\epsilon$ given in (63).

(iii) The Markov operator $P$ corresponding to (60) is $\alpha$-fne in measure on $\mathcal{P}_2(G)$ with constant $\alpha = 2/3$ and violation no greater than $\epsilon$ given in (63), i.e. it satisfies (24).

(iv) Suppose that assumption (a) holds with condition (61) being satisfied for $\tau_f < 0$ (that is, $\nabla f_i$ is strongly monotone for all $i$), and that condition (62) holds with $\tau_g = 0$ (for instance, when $g_i$ is convex). Then, whenever there exists an invariant measure for the Markov operator $P$ corresponding to (60) for all step lengths $t \in \left(0, \frac{|\tau_f|}{L}\right]$, the distributions of the sequences of random variables converge to an invariant measure in the Prokhorov-Lévy metric.

(v) Let $G$ be compact and $G \cap \text{inv } P \neq \emptyset$. If $\Psi$ given by (29) takes the value 0 only at points in $\text{inv } P$ and is metrically subregular for 0 on $\mathcal{P}_2(G)$ with gauge $\rho$ given by (27) with $\tau = 1/2$, $\epsilon$ satisfying (63), and $\theta$ satisfying (26), then the Markov chain converges to an invariant distribution with rate given by (35).

Before proving the statement, some background for conditions (61) and (62) might be helpful. The inequality (61) is satisfied by functions $f$ that are prox-regular [73]. This traces back to Federer’s study of curvature measures [36] where such functions would be called functions whose epigraphs have positive reach. Inequality (62) is equivalent to the property that $J g_i$ is $\alpha$-fne with constant $\alpha_i = 1/2$ and violation $\tau_g$ on $G$ [61, Proposition 2.3]. Any differentiable function $g_i$ with gradient satisfying (61) with constant $\tau_g/(2(1 + \tau_g))$ will satisfy (62) with constant $\tau_g$. In the present setting, if $g_i$ is prox-regular on $G$, then $\partial g_i$ is hypomonotone on $G$ and therefore satisfies (62) [61]. Of course, convex functions are trivially hypomonotone with constant $\tau = 0$.

Proof. (i). This is [61, Proposition 3.7].

(ii). This follows immediately from Part (i) above and Proposition 2.11.

(iii). This follows immediately from Part (ii) above and Proposition 2.14.

(iv). Inserting the assumptions with their corresponding constants into the expression for the violation (63) shows that the $\epsilon$ is zero for all step-lengths $t \in \left(0, \frac{|\tau_f|}{L}\right]$. So by part (i) we have that, for all step lengths small enough, the mappings $T_i^{FB}$ are $\alpha$-fne with constant $\alpha = 2/3$. (Steps sizes up to twice the upper bound considered here can also be taken, but then the constant $\alpha$ approaches 1.) If the corresponding Markov operator possesses invariant measures, then convergence in distribution of the corresponding Markov chain follows from Theorem 2.18.

(v). This follows from Part (iii) and Theorem 2.19.

The assumptions of Proposition 4.1(iv) are not unusual. What is new is the generality of global convergence. The compactness assumption on $G$ in part (v) is just to permit the application of Theorem 2.19. As noted in Remark 2.20 this assumption can be dropped for mappings $T_i$
on Euclidian space. The result narrows the work of proving convergence of stochastic forward-backward algorithms to verifying existence of \( \text{inv } P \). The next corollary shows how this is done for the special case of stochastic gradient descent.

**Corollary 4.2** (stochastic gradient descent). In problem (57) let \( g_i(x) := 0 \) for all \( i \) at each \( x \). In addition to assumptions of Proposition 4.1, assume that

(i) the expectation \( \mathbb{E}[f_\xi(x)] \) attains a minimum at \( \bar{x} \in G \subset \mathbb{R}^n \) with value \( \mathbb{E}[f_\xi(\bar{x})] = \bar{p} \);

(ii) \( \mathbb{E}\|X_0 - \bar{x}\|^2 \) exists where \( X_0 \) is a random variable with distribution \( \mu_0 \in \mathcal{P}_2(G) \);

(iii) \( \nabla f_i \) is strongly monotone with constant \( |\tau_f| \) for all \( i \) (that is condition (61) is satisfied with \( \tau_f < 0 \)).

Then Algorithm 2 is the stochastic gradient descent algorithm and, for a fixed step length \( t \in (0, \frac{\tau_f}{2L}] \), when initialized with \( \mu_0 \), the distributions of the iterates converge in the Prokhorov-Lèvy metric to an invariant measure of the corresponding Markov operator. Moreover, whenever \( \Psi \) given by (29) takes the value 0 only at points in \( \text{inv } P \) and is metrically subregular for 0 on \( \mathcal{P}_2(G) \) with gauge \( \rho \) given by (27) with \( \tau = 1/2, \epsilon_i \leq \epsilon \) for all \( i \) with \( \epsilon \) given by (63) and \( \theta \) satisfying (26), then the Markov chain converges to a point in \( \text{inv } P \) with rate given by (35).

**Proof.** In this case \( T_i^{FB} := \text{Id} - t\nabla f_i \). If we can show that the corresponding Markov operator possesses invariant measures, then the statement follows from Proposition 4.1.

To establish existence of invariant distributions, note that

\[
\|X_{k+1} - \bar{x}\|^2 = \|X_k - t\nabla f_\xi(X_k) - \bar{x}\|^2 - \|X_{k+1} - X_k - t\nabla f_\xi(X_k)\|^2 = \|X_k - \bar{x}\|^2 - \|X_{k+1} - X_k\|^2 - 2t(\nabla f_\xi(X_k),X_{k+1} - X_k + X_k - \bar{x}).
\]

For functions with Lipschitz continuous gradients the following growth condition holds

\[
(\nabla f_\xi(X_k),X_{k+1} - X_k) \geq f_\xi(X_{k+1}) - f_\xi(X_k) - \frac{L}{2}\|X_{k+1} - X_k\|^2.
\]

Interchanging the gradient and the expectation in \( \mathbb{E}[\nabla f_\xi(x)] \) together with strong monotonicity of the gradients \( \nabla f_i \) yields

\[
\langle \nabla \mathbb{E}[f_\xi(X_k)],X_k - \bar{x}\rangle \geq \mathbb{E}[f_\xi(X_k)] - \bar{p} + \frac{|\tau_f|}{2}\|X_k - \bar{x}\|^2.
\]

It follows that

\[
\mathbb{E}\|X_{k+1} - \bar{x}\|^2 \leq (1 - t|\tau_f|)\mathbb{E}\|X_k - \bar{x}\|^2 - (1 - tL)\mathbb{E}\|X_{k+1} - X_k\|^2 - 2t(\mathbb{E}[f_\xi(X_{k+1})] - \bar{p}) \leq (1 - t|\tau_f|)\mathbb{E}\|X_k - \bar{x}\|^2 + 2\bar{p}t\bar{p}.
\]

This yields

\[
\mathbb{E}\|X_k - \bar{x}\|^2 \leq (1 - t|\tau_f|)^k\mathbb{E}\|X_0 - \bar{x}\|^2 + 2|\tau_f|\bar{p}\sum_{i=0}^{k-1}(1 - t|\tau_f|)^i \leq \mathbb{E}\|X_0 - \bar{x}\|^2 + \frac{2\bar{p}}{|\tau_f|}.
\]

So the sequence \( \left( \mathbb{E}\|X_k - \bar{x}\|^2 \right)_{k \in \mathbb{N}} \) is bounded if \( \mathbb{E}\|X_0 - \bar{x}\|^2 \) exists and hence the existence of an invariant measure follows from Theorem 3.3. \( \square \)

Note that the step size in the stochastic gradient could be large enough that the gradient descent mapping is expansive, even though the gradient is assumed to be strongly monotone. This explains the frequent observation that descent methods perform well even for step sizes larger than the usual analysis recommends.
4.2. Stochastic Douglas-Rachford and X-FEL Imaging

Another prevalent algorithm for nonconvex problems is the Douglas-Rachford algorithm [56]. This is based on compositions of reflected resolvents:

\[ R_f := 2J_f - \text{Id}. \]  \hspace{1cm} (64)

Algorithm 3: Stochastic Douglas-Rachford Splitting

**Initialization:** Set \( X_0 \sim \mu_0 \in \mathcal{P}_2(G), X_0 \sim \mu \), and \((\xi_k)_{k \in \mathbb{N}}\) another i.i.d. sequence with \( \xi_k = (\xi_k^I, \xi_k^J) \) taking values on \( I_f \times I_g \) and \( X_0 \perp \perp (\xi_k) \).

\[ \text{for } k = 0, 1, 2, \ldots \text{ do} \]

\[ X_{k+1} = T_{\xi_k}^{DR}X_k := \frac{1}{2} \left( R_{\xi_k^I} \circ R_{\xi_k^J} + \text{Id} \right) (X_k) \] \hspace{1cm} (65)

Algorithm 3 has been studied for solving large-scale, convex optimization and monotone inclusions (see for example [19, 26]). The result below opens the analysis to nonconvex, nonmonotone problems.

**Proposition 4.3.** On the Euclidean space \((\mathbb{R}^n, \| \cdot \|)\), suppose the following hold:

(a) there is a \( \tau_g \) such that for all \( i \in I_g \), the (limiting) subdifferential \( \partial g_i \) satisfies

\[ -\frac{\tau_g}{2} \| (x^+ + z) - (y^+ + w) \|^2 \leq \langle z - w, x^+ - y^+ \rangle. \] \hspace{1cm} (66)

at all points \((x^+, z) \in \text{gph} \partial g_i \) and \((y^+, w) \in \text{gph} \partial g_i \) where \( z = x - x^+ \) for \( \{x^+\} = J_{g_i}(x) \) for any \( x \in G \subset \mathbb{R}^n \) and where \( w = y - y^+ \) for \( \{y^+\} = J_{g_i}(y) \) for any \( y \in G \).

(b) there is a \( \tau_f \) such that for all \( i \in I_f \), the (limiting) subdifferential \( \partial f_i \) satisfies

\[ -\frac{\tau_f}{2} \| (x^+ + z) - (y^+ + w) \|^2 \leq \langle z - w, x^+ - y^+ \rangle. \] \hspace{1cm} (67)

at all points \((x^+, z) \in \text{gph} \partial f_i \) and \((y^+, w) \in \text{gph} \partial f_i \) where \( z = x - x^+ \) for \( \{x^+\} = J_{f_i}(x) \) for any \( x \in \bigcup_{j \in I_g} \{J_{g_j}(G)\} \) and where \( w = y - y^+ \) for \( \{y^+\} = J_{f_i}(y) \) for any \( y \in \bigcup_{j \in I_g} J_{g_j}(G) \).

(c) \( T_i^{DR} \) is a self-mapping on \( G \subset \mathbb{R}^n \) for all \( i \).

Then the following hold.

(i) For all \( i \in I_f \times I_g \) the mapping \( T_i^{DR} \) defined by (65) is \( \alpha \)-a.e. on \( G \) with constant \( \alpha = 1/2 \) and violation at most

\[ \epsilon = \frac{1}{2} ((1 + 2\tau_g)(1 + 2\tau_f) - 1) \] \hspace{1cm} (68)

on \( G \).

(ii) \( \Phi(x, i) := T_i^{DR}x \) is \( \alpha \)-a.e. in expectation with constant \( \alpha = 1/2 \) and violation at most \( \epsilon \) given by (68).

(iii) The Markov operator \( \mathcal{P} \) corresponding to (65) is \( \alpha \)-a.e. in measure with constant \( \alpha = 1/2 \) and violation no greater than \( \epsilon \) given by (68), i.e. it satisfies (24).
(iv) Suppose that assumptions (a) and (b) hold with conditions (66) and (67) being satisfied for \( \tau_g = \tau_f = 0 \) (i.e., when \( f_i \) and \( g_i \) are convex for all \( i \)). Then, whenever there exists an invariant measure for the Markov operator \( \mathcal{P} \) corresponding to (65), the distributions of the sequences of random variables converge to an invariant measure in the Prokhorov-Lévy metric.

(v) Let \( G \) be compact and \( G \cap \text{inv} \mathcal{P} \neq \emptyset \). If \( \Psi \) given by (29) takes the value 0 only at points in \( \text{inv} \mathcal{P} \) and is metrically subregular for 0 on \( \mathcal{P}_2(G) \) with gauge \( \rho \) given by (27) with \( \tau = 1/2, \epsilon \) satisfying (68), and \( \theta \) satisfying (26), then the Markov chain converges to an invariant distribution with rate given by (35).

Proof. (i). By [61, Proposition 3.7] for all \( j \in I_g \), \( J_{g_j} \) is \( \alpha \)-fne with constant \( \alpha = 1/2 \) and violation \( \epsilon_g = 2\tau_g \) on \( G \). Likewise, for all \( i \in I_f \), \( J_{f_i} \) is \( \alpha \)-fne with constant \( \alpha = 1/2 \) and violation \( \epsilon_f = 2\tau_f \) on \( \bigcup_{j \in I_g} (J_{g_j}(G)) \). By [61, Propositions 2.3-2.4], for all \( i \in I_f \times I_g \) the Douglas-Rachford mapping \( T_i^{\text{DR}} \) is therefore \( \alpha \)-fne with constant \( \alpha = 1/2 \) and violation at most \( \frac{1}{2} ((1 + 2\tau_g)(1 + 2\tau_f) - 1) \) on \( G \).

(ii) - (v) follow in the same way as their counterparts in Proposition 4.1.

4.2.1. Application to X-FEL Imaging

For nonconvex problems, the Douglas-Rachford algorithm is popular because its set of fixed points is often smaller than other popular algorithms [58, Theorem 3.13]. We briefly discuss its application to the problem of X-ray free electron laser imaging, for which the analytical framework establish here is intended.

Here, a high-energy X-ray pulse illuminates molecules suspended in fluid. A two dimensional, low-count diffraction image is recorded for each pulse. The goal is to reconstruct the three-dimensional electron density of the target molecules from the observed two-dimensional diffraction images (on the order of \( 10^9 \)). This is a stochastic tomography problem with a nonlinear model for the data - stochastic because the molecule orientations are random, and uniformly distributed on SO(3). Computed tomography with random orientations has been studied for more than two decades [9, 10] and been successfully applied for inverting the Radon transform (a linear operator) with unknown orientations [71, 83]. The model for the data in X-FEL imaging is nonlinear and nonconvex: Fraunhoffer diffraction with missing phase [15, 91]. The problem of recovering a 2-dimensional slice of the object from diffraction intensity data is the optical phase retrieval problem [76, 79]. The most successful and widely applied methods for solving this problem are fixed point algorithms where the fixed point mappings consist of compositions and averages of projection mappings onto nonconvex sets [59]. A theoretical framework for unifying and extending the first proofs of local convergence of these methods, with rates, was established in [61]. This analysis accommodates mappings that not only are not contractions, but are actually expansive. Moreover, unlike many other approaches, the framework does not require that the constituent mappings have common fixed points. This has been applied to prove, for the first time, local linear convergence of a wide variety of fundamental algorithms for phase retrieval [46, 58, 61, 89].

The goal of X-FEL imaging is to determine the electron density of a molecule from experimental samples of its scattering probability distribution. The physical model for the experiment is

\[
\|(F(\rho))_i\| = \phi_i, \quad \forall \ i = 1, 2, \ldots, n.
\]
Here $F : \mathbb{C}^n \rightarrow \mathbb{C}^n$ is a unitary linear operator accounting for the propagation of an electromagnetic wave, $\rho \in \mathbb{C}^n$ is the unknown electron density that interacts with the wave at one end (the pupil or object plane) of the instrument, and $\phi_i \in \mathbb{R}_+$ is the probability of observing a scattered photon in the $i$'th voxel ($i = 1, 2, \ldots, n$) of the imaging volume. The problem is to determine $\rho$ from $\phi_i$. The set of possible vectors satisfying such measurements is given by

$$C := \{ \rho \in \mathbb{C}^n | \| (F(\rho))_i \| = \phi_i, \ \forall \ i = 1, 2, \ldots, n \}. \quad (70)$$

Although this set is nonconvex, it is prox-regular [57]. To give an idea of the size of this problem, in a typical experiment $n = O(10^9)$.

For this model, we have measurements $Y_\xi$ where $\xi$ is a uniformly distributed random variable which takes values on $SO(3)$. In an X-FEL experiment, $Y_\xi$ is a two-dimensional measurement of photon counts (so, real and nonnegative) on a plane $H_\xi$ passing through the origin in the domain of $\phi$ with orientation $\xi$. The value of $\xi$ is in fact not observable, however, by observing three-electron correlations, this can be estimated [91, 92]. The set $C$ above is then replaced by the random set

$$C(\xi) := \{ \rho \in \mathbb{C}^n | \| (F(\rho))_i \| = (Y_\xi)_i, \ \text{at voxels} \ i \ \text{intersecting} \ H_\xi \}. \quad (71)$$

In addition to the random sets generated by the data, there are certain a priori qualitative constraints that can (and should) be added depending on the type of experiment that has been conducted. Often these are support constraints, or real-valuedness, or nonnegativity. All of these are convex constraints for which we reserve the set $C_0$ for the qualitative constraints.

The problem is a specialization of (57) where $I_f = \{ 1 \}$, $I_g = SO(3)$, $\xi_k^f = 1$ for all $k$, $\xi_k^g$ is a uniformly distributed random variable on $SO(3)$ for all $k$, and

$$|\forall k | \quad f_{\xi_k^f}(\rho) := \frac{\lambda}{2(1-x)} \text{dist}^2(\rho, C_0)$$

$$g_{\xi_k^g}(\rho) := 0 \quad \text{if} \ \rho \in C(\xi_k^g)$$

$$+\infty \quad \text{otherwise.} \quad (72)$$

The algorithm we propose for this problem is Algorithm 3. Assumptions (a) and (b) of Proposition 4.3 are easily verified, and in fact, for this application $\tau_f = 0$ since $C_0$ is convex. In [58] the fixed points of the deterministic version of Algorithm 3 for the simpler, two-dimensional phase retrieval problem have been characterized, and metric subregularity of the transport discrepancy (14) has been determined for geometries applicable to cone and sphere problems [59] such as this. So for a majority of relevant instances, there is good reason to expect that Proposition 4.3 can be applied provably to X-FEL measurements. The determination of the domain $G$ in condition (c) of Proposition 4.3 is therefore key. There are some unresolved cases, however, that are relevant for optical phase retrieval (see [58, Example 5.4]), and this needs further study.

4.3. Inconsistent set feasibility

We conclude this study with our explanation for the numerical behavior observed in Fig. 1. This is an affine feasibility problem:

$$\text{Find} \quad x \in L := \cap_{j \in I} \{ x | \langle a_j, x \rangle = b_j \}. \quad (73)$$

When the intersection is empty we say that the problem is inconsistent. Consistent or not, we apply the method of cyclic projections (2). Even though the projectors onto the corresponding
problems have an analytic expression, this representation can only be evaluated to finite precision. The trick here is to view the algorithm not as inexact cyclic projections onto deterministic hyperplanes, but rather as exact projections onto randomly selected hyperplanes.

Indeed, consider the following generalized affine noise model for a single affine subspace: $H_\tilde{T}(\xi,\zeta) = \{ x \in \mathbb{R}^n \mid \langle a + \xi, x - \tilde{T} \rangle = \zeta \}$, where $a \in \mathbb{R}^n$ and $\tilde{T}$ satisfies $A\tilde{T} = b$ for a given $b \in \mathbb{R}$ and noise $(\xi, \zeta) \in \mathbb{R}^n \times \mathbb{R}$ is independent. The key conceptual distinction is that the analysis proceeds with exact projections onto randomly selected hyperplanes $H_\tilde{T}(\xi,\zeta)$, rather than working with inexact projections onto deterministic hyperplanes.

**Proposition 4.4.** Given $a \in \mathbb{R}^n$, $b \in \mathbb{R}$, define the hyperplane $H = \{ y \mid \langle a, y \rangle = b \}$ and fix $\tilde{T} \in H$. Define the random mapping $T(\xi,\zeta) : \mathbb{R}^n \to \mathbb{R}^n$ by

$$T(\xi,\zeta)x := P_{H(\xi,\zeta)}x = x - \frac{\langle a + \xi, x - \tilde{T} \rangle - \zeta}{\|a + \xi\|^2}(a + \xi)$$

where $(\xi, \zeta) \in \mathbb{R}^n \times \mathbb{R}$ is a vector of independent random variables satisfying

$$d := E \left[ \frac{\|b + \zeta\|^2}{\|a + \xi\|^2} \right] < \infty, \quad (74a)$$

$$c := \inf_{z \in S} E \left[ \frac{(a + \xi, z)^2}{\|a + \xi\|^2} \right] > 0 \quad (74b)$$

where $S$ is the set of unit vectors in $\mathbb{R}^n$. Algorithm (1) with this random function initialized with any $\mathbb{R}^n$-valued random variable $X_0$ with distribution $\mu^0 \in \mathcal{P}(\mathbb{R}^n)$ converges Q-linearly to a unique invariant distribution.

**Proof.** Each mapping $T(\xi,\zeta)$ is the orthogonal projector onto the hyperplane $H(\xi,\zeta)$, and so is $\omega$-finite with constant $\alpha = 1/2$ (no violation). It follows immediately from the definition, then, that this is both nonexpansive in expectation and $\omega$-finite in expectation with $\alpha = 1/2$. By Proposition 2.14 the corresponding Markov operator $\mathcal{P}$ satisfies (24), provided $\text{inv} \mathcal{P} \neq \emptyset$. We will show below, that there do indeed exist invariant measures, but for the moment, let us just assume this holds.

Since the randomly selected projectors are mappings on a Hilbert space, using the identity (17) the surrogate function $\Psi$ on the space of measures $\mathcal{P}(\mathbb{R}^n)$ defined by (29) can be written as

$$\Psi(\mu) = \inf_{\pi \in \text{inv} \mathcal{P}} \inf_{\gamma \in C^*_\mu(\mu, \pi)} \left( \int_{\mathbb{R}^n \times \mathbb{R}^n} E(\xi,\zeta) \left[ \||x - T(\xi,\zeta)x| - (y - T(\xi,\zeta)y)||^2 \right] \gamma(dx, dy) \right)^{1/2}.$$  

where, recall, $C^*_\mu(\mu, \pi)$ is the set of optimal couplings, that is the set of couplings where $W_2(\mu, \pi)$ is attained. An elementary calculation shows that

$$\| (x - T(\xi,\zeta)x) - (y - T(\xi,\zeta)y) \|^2 = \left( \frac{x - y}{\|x - y\|} \cdot \frac{a + \xi}{\|a + \xi\|} \right)^2 \|x - y\|^2.$$  

Now, we use the assumptions on the random variables $\xi$ and $\zeta$ in (74). Condition (74b) is satisfied for example when $\xi$ is isotropic or radially symmetric; condition (74a) when $\zeta$ has bounded variance and $\|\xi\|$ is bounded away from 1. (Physically, you would interpret this as the noise being bounded away from the signal in energy.) Taking the expectation and using the
assumption on the noise yields

$$
\Psi^2(\mu) = \int_{\mathbb{R}^n \times \mathbb{R}^n} E_{(\xi, \zeta)} \left[ \left\| (x - T_{(\xi, \zeta)}x) - (y - T_{(\xi, \zeta)}y) \right\|^2 \right] \gamma(dx, dy) \quad \gamma \in C_*(\mu, \pi_\mu)
$$

\[ \geq c \int_{\mathbb{R}^n \times \mathbb{R}^n} \|x - y\|^2 \gamma(dx, dy) \quad \gamma \in C_*(\mu, \pi_\mu)
\]

\[ = c W_2^2(\mu, \pi_\mu). \quad (76) \]

With this, we have shown that $\Psi$ is linearly metrically subregular for 0 on $\mathcal{P}(\mathbb{R}^n)$ with constant $1/\sqrt{c}$ where $c$ is given by (74b). By Remark 2.20, we can then apply Corollary 2.21 to conclude that, if an invariant measure exists, the random function iteration of repeatedly projecting onto the randomly selected affine subspaces converges R-linearly with respect to the Wasserstein metric to an invariant measure.

It remains to show that an invariant measure exists and is unique. This follows from the observation that a much stronger property holds, namely that $\Phi$ is a contraction in expectation. Indeed, the same calculation behind (75) shows that

$$
\|T_{(\xi, \zeta)}x - T_{(\xi, \zeta)}y\|^2 = \left( 1 - \cos^2 \left( \frac{a + \xi}{\|a + \xi\|}, \frac{x - y}{\|x - y\|} \right) \right) \|x - y\|^2.
$$

Again, taking the expectation over $(\xi, \zeta)$ yields

$$
\mathbb{E} \left[ \|T_{(\xi, \zeta)}x - T_{(\xi, \zeta)}y\|^2 \right] \leq (1 - c)\|x - y\|^2.
$$

From Theorem 2.16 we get that there exists a unique invariant measure $\pi_0$ for $\mathcal{P}$ (even $\pi_0 \in \mathcal{P}_2$) and that it satisfies

$$
W_2^2(\mu \mathcal{P}^k, \pi_0) \leq (1 - c)^k W_2^2(\mu, \pi_0).
$$

Convergence is therefore Q-linear, not just R-linear. \qed

Note that the noise satisfying (74) depends implicitly on the point $x$, which will determine the concentration of the invariant distribution of the Markov operator. This corresponds to the fact that the exact projection, while unique, depends on the point being projected. One would expect the invariant distribution to be concentrated on the exact projection.

Extending this model to finitely many distorted affine subspaces as illustrated in Fig. 1 (i.e. we are given $m$ normal vectors $a_1, \ldots, a_m \in \mathbb{R}^n$ and displacement vectors $b_1, \ldots, b_m$) yields a stochastic version of cyclic projections (2) which converges Q-linearly (geometrically) in the Wasserstein metric to a unique invariant measure for the given noise model.

Indeed, for a collection of (not necessarily distinct) points $x_j \in H_j := \{ y \mid \langle a_j, y \rangle = b_j \} \quad (j = 1, 2, \ldots, m)$ denote by $P^j_{(\xi_j, \zeta_j)}$ the exact projection onto the $j$-th random affine subspace centered on $x_j$, i.e.

$$
P^j_{(\xi_j, \zeta_j)}x = x - \frac{\langle a_j + \xi_j, x - x_j \rangle - \zeta_j (a_j + \xi_j)}{\|a_j + \xi_j\|^2} (a_j + \xi_j),
$$

where $(\xi_i)_{i=1}^m$ and $(\zeta_i)_{i=1}^m$ are i.i.d. and $(\xi_i) \perp \perp (\zeta_i)$. The stochastic cyclic projection mapping is

$$
T_{(\xi, \zeta)}x = P^m_{(\xi_m, \zeta_m)} \circ \ldots \circ P^1_{(\xi_1, \zeta_1)}x, \quad x \in \mathbb{R}^n
$$
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Lemma A.3. because then every subsequence has a convergent subsequence.

Remark A.2: In a compact metric space, it is enough, that all cluster points are the same, where \( (\text{Proposition 4.4} \text{ we see that} \) Proposition A.1 A. Appendix W \( ) \) exists a sequence \( (\xi_m, \zeta_m) \to (\xi_1, \zeta_1) \) with limit \( x \). Moreover, separability of \( \mathcal{B}(G) \) with the property (78), then for \( \text{(78)} \) has the same open \( G \) if and only \( \sigma \)-algebra \( \mathcal{B}(G) \) is generated by the family \( \mathcal{A} := \{A_1 \times A_2 | A_1, A_2 \subset G \text{ closed} \} \). One has \( \mathcal{B}(G \times G) \supset \mathcal{B}(G) \otimes \mathcal{B}(G) \).

For the other direction, note that any metric \( d_\infty \) with the property (78) has the same open and closed sets. If \( A \subset G \times G \) satisfying (78), then for \( (a_k, b_k) \in A \) with \( (a_k, b_k) \to (a, b) \in G \times G \text{ w.r.t. } d_\infty \) it holds that \( d_\infty((a_k, b_k), (a, b)) \to 0 \) as \( k \to \infty \), i.e. \( (a, b) \in A \), so \( A \subset G \times G, d_\infty \). It follows that all open sets in \( G \times G, d_\infty \) are the same for any metric that satisfies (78). So, without loss of generality, let

\[
d_\infty ((\frac{x_1}{y_1}, \frac{z_1}{y_1}), (\frac{x_2}{y_2}, \frac{z_2}{y_2})) = \max(d(x_1, x_2), d(y_1, y_2)).
\]

Moreover, separability of \( G \times G \) yields that any open set is the countable union of balls: there exists a sequence \( (u_k) \) on \( U \) that is dense for \( U \subset G \times G \) open. We can find a sequence of constants \( \epsilon_k > 0 \) with \( \bigcup_k \mathcal{B}(u_k, \epsilon_k) \subset U \). If there exists \( x \in U \), which is not covered by any ball, then we may enlarge a ball, so that \( x \) is covered: since there exists \( \epsilon > 0 \) with \( \mathcal{B}(x, \epsilon) \subset U \) and there exists \( m \in \mathbb{N} \) with \( d(x, u_m) < \epsilon/2 \) by denseness, we may set \( \epsilon_m = \epsilon/2 \) to get \( x \in \mathcal{B}(u_m, \epsilon_m) \subset \mathcal{B}(x, \epsilon) \subset U \). Now to continue the proof, let \( d_\infty \) be given by (79). Then for any
open $U \subset G \times G$ there exists a sequence $(u_k)$ on $U$ and a corresponding sequence of positive constants $(\epsilon_k)$ such that $U = \bigcup_k \mathbb{B}(u_k, \epsilon_k)$. This together with the fact that

$$\mathbb{B}(u_k, \epsilon_k) = \mathbb{B}(u_{k,1}, \epsilon_k) \times \mathbb{B}(u_{k,2}, \epsilon_k) \in \mathcal{B}(G) \otimes \mathcal{B}(G) \quad (u_k = (u_{k,1}, u_{k,2}) \in G \times G)$$

yields $\mathcal{B}(G \times G) \subset \mathcal{B}(G) \otimes \mathcal{B}(G)$, which establishes equality of the $\sigma$-algebras. \hfill $\Box$

Lemma A.4 (couplings). Let $G$ be a Polish space and let $\mu, \nu \in \mathcal{P}(G)$. Let $\gamma \in C(\mu, \nu)$, where

$$C(\mu, \nu) := \{ \gamma \in \mathcal{P}(G \times G) \mid \gamma(A \times G) = \mu(A), \gamma(G \times A) = \nu(A) \quad \forall A \in \mathcal{B}(G) \}, \quad (80)$$

then

(i) $\text{supp} \gamma \subset \text{supp} \mu \times \text{supp} \nu$,

(ii) $\{ x \mid (x, y) \in \text{supp} \gamma \} = \text{supp} \mu$.

Proof. We let the product space be equipped with the metric in (79) (constituting a separable complete metric space since $G$ is Polish).

(i) Suppose $(x, y) \in \text{supp} \gamma$ and let $\epsilon > 0$, then

$$\mu(\mathbb{B}(x, \epsilon)) = \gamma(\mathbb{B}(x, \epsilon) \times G) \geq \gamma(\mathbb{B}(x, \epsilon) \times \mathbb{B}(y, \epsilon)) = \gamma(\mathbb{B}((x, y), \epsilon)) > 0.$$

Analogously, we have $\nu(\mathbb{B}(y, \epsilon)) > 0$. So $(x, y) \in \text{supp} \mu \times \text{supp} \nu$.

(ii) Suppose $x \in \text{supp} \mu$, then $\gamma(\mathbb{B}(x, \epsilon) \times G) > 0$ for all $\epsilon > 0$. Since $G$ is Polish, the support of the measure is nonempty whenever the measure is nonzero, and (again, since $G$ is Polish) the support of the measure is closed, there either exists $y \in G$ with $(x, y) \in \text{supp} \gamma$ or there exists a sequence $(x_k, y_k)$ on $\text{supp} \gamma$ with $x_k \to x$ as $k \to \infty$. Hence the assertion follows. \hfill $\Box$

Lemma A.5 (convergence in product space). Let $G$ be a Polish space and suppose $(\mu_k), (\nu_k) \subset \mathcal{P}(G)$ are tight sequences. Let $X_k \sim \mu_k$ and $Y_k \sim \nu_k$ and denote by $\gamma_k = \mathcal{L}((X_k, Y_k))$ the joint law of $X_k$ and $Y_k$. Then $(\gamma_k)$ is tight.

If furthermore, $\mu_k \to \mu \in \mathcal{P}(G)$ and $\nu_k \to \nu \in \mathcal{P}(G)$, then cluster points of $(\gamma_k)$ are in $C(\mu, \nu)$, where the set of couplings $C(\mu, \nu)$ is defined in (80) in Lemma A.4.

Proof. By tightness of $(\mu_k)$ and $(\nu_k)$, there exists for any $\epsilon > 0$ a compact set $K \subset G$ with $\mu_k(G \setminus K) < \epsilon/2$ and $\nu_k(G \setminus K) < \epsilon/2$ for all $n \in \mathbb{N}$, so also

$$\gamma_k(G \times G \setminus K \times K) \leq \gamma_k((G \setminus K) \times G) + \gamma_k(G \times (G \setminus K))$$

$$= \mu_k(G \setminus K) + \nu_k(G \setminus K)$$

$$< \epsilon$$

for all $k \in \mathbb{N}$, implying tightness of $(\gamma_k)$. By Prokhorov’s Theorem, every subsequence of $(\gamma_k)$ has a convergent subsequence $\gamma_{k_j} \to \gamma$ as $j \to \infty$ where $\gamma \in \mathcal{P}(G \times G)$.

It remains to show that $\gamma \in C(\mu, \nu)$. Indeed, since for every $f \in C_b(G \times G)$ we have $\gamma_{n_k} f \to \gamma f$, we can choose $f(x, y) = g(x) \mathbb{1}_G(y)$ with $g \in C_b(G)$. Also,

$$\mu g \leftarrow \mu_{n_k} g = \gamma_{n_k} f \to \gamma f = \gamma(\cdot \times G) g,$$

which implies the equality $\mu = \gamma(\cdot \times G)$. Similarly $\nu = \gamma(G \times \cdot)$ and hence $\gamma \in C(\mu, \nu)$. \hfill $\Box$
Lemma A.6 (properties of the Prokhorov-Lévy distance). Let \((G,d)\) be a separable complete metric space.

(i) The Prokhorov-Lévy distance (Definition 2.7) has the representation

\[
d_P(\mu, \nu) = \inf \left\{ \epsilon > 0 \left| \inf_{(X,Y) \in C(\mu,\nu)} \mathbb{P}(d(X,Y) > \epsilon) \leq \epsilon \right. \right\},
\]

where the set of couplings \(C(\mu, \nu)\) is defined in \((80)\) in Lemma A.4. Furthermore, the inner infimum for fixed \(\epsilon > 0\) is attained and the outer infimum is also attained.

(ii) \(d_P(\mu, \nu) \in [0,1]\).

(iii) \(d_P\) metrizes convergence in distribution, i.e. for \(\mu_k, \mu \in \mathcal{P}(G), k \in \mathbb{N}\) the sequence \(\mu_k\) converges to \(\mu\) in distribution if and only if \(d_P(\mu_k, \mu) \to 0\) as \(k \to \infty\).

(iv) \((\mathcal{P}(G), d_P)\) is a separable complete metric space.

(v) For \(\mu_j, \nu_j \in \mathcal{P}(G)\) and \(\lambda_j \in [0,1], j = 1, \ldots, m\) with \(\sum_{j=1}^m \lambda_j = 1\) we have

\[
d_P\left( \sum_j \lambda_j \mu_j, \sum_j \lambda_j \nu_j \right) \leq \max_j d_P(\mu_j, \nu_j).
\]

Proof. (i) See [86, Corollary to Theorem 11] for the first assertion. To see that the infimum is attained, let \(\gamma_k \in C(\mu, \nu)\) be a minimizing sequence, i.e. for \((X_k, Y_k) \sim \gamma_k\) it holds that \(\mathbb{P}(d(X_k, Y_k) > \epsilon) = \gamma_k(U_\epsilon) \to \inf_{(X,Y) \in C(\mu,\nu)} \mathbb{P}(d(X,Y) > \epsilon)\), where \(U_\epsilon := \{(x,y) | d(x,y) > \epsilon\} \subset G \times G\) is open. The sequence \((\gamma_k)\) is tight and for a cluster point \(\gamma\) we have \(\gamma \in C(\mu, \nu)\) by Lemma A.5. From [72, Theorem 36.1] it follows that 

\[
\gamma(U_\epsilon) \leq \lim \inf_j \gamma_{\epsilon_j}(U_\epsilon).
\]

To see, that the outer infimum is attained, let \((\epsilon_k)\) be a minimizing sequence, chosen to be monotonically nonincreasing with limit \(\epsilon \geq 0\). One has that \(U_\epsilon = \bigcup_k U_{\epsilon_k}\) where \(U_{\epsilon_k} \supset U_{\epsilon_{k+1}}\) and hence \(\gamma(U_\epsilon) = \lim_k \gamma(U_{\epsilon_k}) \leq \lim_k \epsilon_k = \epsilon\).

(ii) Clear by (i).

(iii) See [14].

(iv) See [75, Lemma 1.4].

(v) If \(\epsilon > 0\) is such that \(\mu_j(A) \leq \nu_j(\mathbb{B}(A, \epsilon)) + \epsilon\) and \(\nu_j(A) \leq \mu_j(\mathbb{B}(A, \epsilon)) + \epsilon\) for all \(j = 1, \ldots, m\) and all \(A \in \mathcal{B}(G)\), then also \(\sum_j \lambda_j \mu_j(A) \leq \sum_j \lambda_j \nu_j(\mathbb{B}(A, \epsilon)) + \epsilon\) as well as \(\sum_j \lambda_j \nu_j(A) \leq \sum_j \lambda_j \mu_j(\mathbb{B}(A, \epsilon)) + \epsilon\).

\[
\square
\]

Lemma A.7 (properties of the Wasserstein metric). Recall \(\mathcal{P}_p(G)\) and \(W_p\) from Definition 2.7.

(i) The representation of \(\mathcal{P}_p(G)\) is independent of \(x\) and for \(\mu, \nu \in \mathcal{P}_p(G)\) the distance \(W_p(\mu, \nu)\) is finite.

(ii) The distance \(W_p(\mu, \nu)\) is attained when it is finite.

(iii) The metric space \((\mathcal{P}_p(G), W_p(G))\) is complete and separable.
(iv) If $W_p(\mu_k, \mu) \to 0$ as $k \to \infty$ for the sequence $(\mu_k)$ on $\mathcal{P}(G)$, then $\mu_k \to \mu$ as $k \to \infty$.

Proof.  
(i) See [90, Remark after Definition 6.4].

(ii) From Lemma A.5 we know that a minimizing sequence $(\gamma_k)$ for $W_p(\mu, \nu)$ is tight and hence there is a cluster point $\gamma \in C(\mu, \nu)$. By continuity of the metric $d$ it follows that $d$ is lower semi-continuous and bounded from below and from [87, Theorem 9.1.5] it follows that $\gamma d \leq \lim \inf_j \gamma_k d = W_p(\mu, \nu)$.

(iii) See [90, Theorem 6.9].

(iv) See [90, Theorem 6.18].

Note that the converse to Lemma A.7 (iv) does not hold.

References

[1] A. D. Alexandrov. A theorem on triangles in a metric space and some of its applications. Trudy Mat. Inst. Steklova, 38:5–23, 1951.

[2] L. Ambrosio, N. Gigli, and G. Savaré. Gradient flows in metric spaces and in the space of probability measures. Basel: Birkhäuser, 1st edition, 2005.

[3] D. Ariza-Ruiz, L. Leuştean, and G. López-Acedo. Firmly nonexpansive mappings in classes of geodesic spaces. Trans. Am. Math. Soc., 366(8):4299–4322, 2014.

[4] D. Ariza-Ruiz, G. López-Acedo, and A. Nicolae. The asymptotic behavior of the composition of firmly nonexpansive mappings. J Optim Theory Appl, 167:409–429, 2015.

[5] N. Aronszajn. Theory of reproducing kernels. Trans. Amer. Math. Soc., 68:337–404, 1950.

[6] J.-B. Baillon and R. E. Bruck. The rate of asymptotic regularity is $o(\sqrt{n})$. In A. G. Kartsatos, editor, Theory and applications of nonlinear operators of accretive and monotone type, volume 178 of Lecture Notes in Pure and Appl. Math., pages 51–81. Marcel Dekker, New York, 1996.

[7] J. B. Baillon, R. E. Bruck, and S. Reich. On the asymptotic behavior of nonexpansive mappings and semigroups in Banach spaces. Houston J. Math., 4(1):1–9, 1978.

[8] C. Baldassi, C. Borgs, J. T. Chayes, A. Ingrosso, C. Lucibello, L. Saglietti, and R. Zecchina. Unreasonable effectiveness of learning neural networks: From accessible states and robust ensembles to basic algorithmic schemes. Proceedings of the National Academy of Sciences, 113(48):E7655–E7662, 2016.

[9] S. Basu and Y. Bresler. Feasibility of tomography with unknown view angles. IEEE Trans. Image Proc., 9(6):1107–1122, 2000.

[10] S. Basu and Y. Bresler. Uniqueness of tomography with unknown view angles. IEEE Trans. Image Proc., 9(6):1094–1106, 2000.

[11] R. Bellet. Ergodic properties of Markov processes. Lecture Notes in Mathematics, 1881:1–39, 2006.
[12] A. Bërdëllima. *Investigations in Hadamard Spaces*. PhD thesis, Georg-August Universität Göttingen, Göttingen, 2020.

[13] A. Bërdëllima, F. Lauster, and D. R. Luke. $\alpha$-firmly nonexpansive operators on metric spaces. *J. Fixed Point Theory Appl.*, 24, 2022.

[14] P. Billingsley. *Convergence of probability measures*. 2nd ed. Chichester: Wiley, 2nd ed. edition, 1999.

[15] M. Born and E. Wolf. *Principles of Optics*. Pergamon Press, New York, 6th edition, 1980.

[16] J. M. Borwein and A. S. Lewis. *Convex Analysis and Nonlinear Optimization : Theory and Examples*. Springer-Verlag, New York, 2nd edition, 2006.

[17] S. Boutet, L. Lomb, G. J. Williams, T. R. M. Barends, and et al. High-resolution protein structure determination by serial femtosecond crystallography. *Science*, 337(6092):362–4, 7 2012.

[18] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein. Distributed optimization and statistical learning via the alternating direction method of multipliers. *Foundation and Trends in Machine Learning*, 3(1):1–122, 2011.

[19] L. M. Briceno-Arias, G. Chierchia, E. Chouzenoux, and J.-C. Pesquet. A random block-coordinate douglas–rachford splitting method with low computational complexity for binary logistic regression. *Computational Optimization and Applications*, (72):707–726, 2019.

[20] F. E. Browder. Convergence theorems for sequences of nonlinear operators in Banach spaces. *Math. Z.*, 100:201–225, 1967.

[21] R. E. Bruck and S. Reich. Nonexpansive projections and resolvents of accretive operators in Banach spaces. *Houston J. Math.*, 3(4):459–470, 1977.

[22] D. Butnariu, Y. Censor, and S. Reich. Iterative averaging of entropic projections for solving stochastic convex feasibility problems. *Computational Optimization and Applications*, 8:21–39, 1997.

[23] D. Butnariu and S. D. Flâm. Strong convergence of expected-projection methods in Hilbert spaces. *Numer. Funct. Anal. and Optim.*, 16(5&6):601–636, 1995.

[24] D. Butnariu, A. N. Iusem, and R. S. Burachik. Iterative methods of solving stochastic convex feasibility problems and applications. *Computational Optimization and Applications*, 15:269–307, 2000.

[25] D. Butnariu, S. Reich, and A. J. Zaslavski. Asymptotic behavior of inexact orbits for a class of operators in complete metric spaces. *J. Appl. Anal.*, 13(1):1–11, 2007.

[26] V. Cevher, B. C. Vu, and A. Yurtsever. *Stochastic Forward Douglas-Rachford Splitting Method for Monotone Inclusions*, pages 149–179. Springer International Publishing, Cham, 2018.

[27] H. N. Chapman, P. Fromme, A. Barty, T. A. White, and et al. Femtosecond X-ray protein nanocrystallography. *Nature*, 470(7332):73–77, 2 2011.

[28] W. Cheney and A. A. Goldstein. Proximity maps for convex sets. *Proc. Amer. Math. Soc.*, 10(3):448–450, 1959.
[29] P. L. Combettes and J. Eckstein. Asynchronous block-iterative primal-dual decomposition methods for monotone inclusions. *Math. Program.*, 168(1):645–672, Mar 2018.

[30] P. L. Combettes, S. Salzo, and S. Villa. Consistent learning by composite proximal thresholding. *Math. Program.*, 167(1 (B)):99–127, 2018.

[31] R. Cominetti, J.A. Soto, and J. Vaisman. On the rate of convergence of krasnosel’skimann iterations and their connection with sums of bernoullis. *Israel J. Math.*, pages 1–16, 2013.

[32] P. Diaconis and D. Freedman. Iterated Random Functions. *SIAM Review*, 41(1):45–76, 1999.

[33] A. Dieuleveut, A. Durmus, and F. Bach. Bridging the gap between constant step size stochastic gradient descent and Markov chains. *Ann. Stat.*, 48(3):1348–1382, 2020.

[34] A. L. Dontchev and R. T. Rockafellar. *Implicit Functions and Solution Mapppings*. Springer-Verlag, New York, second edition, 2014.

[35] M. Edelstein. A remark on a theorem of M. A. Krasnoselski. *Amer. Math. Monthly*, 73(5):509–510, May 1966.

[36] H. Federer. Curvature measures. *Trans. Amer. Math. Soc.*, 93:418–491, 1959.

[37] K. Goebel and S. Reich. *Uniform convexity, hyperbolic geometry, and nonexpansive mappings.*, volume 83. Marcel Dekker, New York, 1984.

[38] R. M. Gower and P. Richtárik. Randomized iterative methods for linear systems. *SIAM Journal on Matrix Analysis and Applications*, 36(4):1660–1690, 2015.

[39] M. Gromov. CAT(κ)-spaces: construction and concentration. *Zap. Nauch. Sem. POMI*, 280:101–140, 2001.

[40] L. Gubin, B. Polyak, and E. Raik. The method of projections for finding the common point of convex sets. *USSR Comput. Math. and Math. Phys.*, 7(6):1–24, 1967.

[41] M. Hairer. Convergence of Markov processes. *Lecture notes, University of Warwick*, page 39, 2016.

[42] M. Hardt, T. Ma, and B. Recht. Gradient descent learns linear dynamical systems. *J. Mach. Learn. Res.*, 19:44, 2018. Id/No 29.

[43] N. Hermer. *Random Functions Iterations for Stochastic Feasibility Problems*. PhD thesis, University of Göttingen, SUB Göttingen, April 2019.

[44] N. Hermer, D. R. Luke, and A. Sturm. Random function iterations for consistent stochastic feasibility. *Numer. Funct. Anal. Opt.*, 40(4):386–420, 2019.

[45] O. Hernández-Lerma and J. B. Lasserre. *Markov chains and invariant probabilities*. Basel: Birkhäuser, 2003.

[46] R. Hesse and D. R. Luke. Nonconvex notions of regularity and convergence of fundamental algorithms for feasibility problems. *SIAM J. Optim.*, 23(4):2397–2419, 2013.

[47] A. D. Ioffe. Transversality in variational analysis. *J. Optim. Theory Appl.*, 174(2):343–366, 2017.
[48] A. N. Iusem, T. Pennanen, and B. F. Svaiter. Inexact variants of the proximal point algorithm without monotonicity. *SIAM J. Optim.*, 13(4):1080–1097, 2003.

[49] J. Jost. *Nonpositive Curvature: Geometric and Analytic Aspects.* Lectures in Mathematics. ETH Zurich. Birkhäuser, Basel, 1997.

[50] A. Joulin and Y. Ollivier. Curvature, concentration and error estimates for Markov chain Monte Carlo. *Ann. Probab.*, 38(6):2418–2442, 2010.

[51] O. Kallenberg. *Foundations of Modern Probability.* Probability and Its Applications. Springer, New York, 1997.

[52] M. A. Krasnoselski. Two remarks on the method of successive approximations. *Math. Nauk. (N.S.),* 63(1):123–127, 1955. (Russian).

[53] L. Kuipers and H. Niederreiter. Uniform distribution of sequences. Pure and Applied Mathematics. New York: Wiley-Interscience. (1974), 1974.

[54] A. Lasota and T. Szarek. Lower bound technique in the theory of a stochastic differential equation. *J. Differ. Equations,* 231(2):513–533, 2006.

[55] F. Lauster and D. R. Luke. Convergence of proximal splitting algorithms in CAT(κ) spaces and beyond. *Fixed Point Theory Algorithms Sci Eng,* 2021(13), 2021.

[56] P. L. Lions and B. Mercier. Splitting algorithms for the sum of two nonlinear operators. *SIAM J. Numer. Anal.,* 16:964–979, 1979.

[57] D. R. Luke. Local linear convergence of approximate projections onto regularized sets. *Nonlinear Anal.,* 75:1531–1546, 2012.

[58] D. R. Luke and A.-L. Martins. Convergence analysis of the relaxed Douglas-Rachford algorithm. *SIAM J. Opt.,* 30(1):542–584, 2020.

[59] D. R. Luke, S. Sabach, and M. Teboulle. Optimization on spheres: Models and proximal algorithms with computational performance comparisons. *SIAM Journal on Mathematics of Data Science,* 2019.

[60] D. R. Luke, M. Teboulle, and N. H. Thao. Necessary conditions for linear convergence of iterated expansive, set-valued mappings. *Mathematical Programming,* 180:1–31, 2018.

[61] D. R. Luke, N. H. Thao, and M. K. Tam. Quantitative convergence analysis of iterated expansive, set-valued mappings. *Math. Oper. Res.,* 43(4):1143–1176, 2018.

[62] W. R. Mann. Mean value methods in iterations. *Proc. Amer. Math. Soc.,* 4:506–510, 1953.

[63] P. Mattila. *Geometry of Sets and Measures in Euclidean Spaces: Fractals and Rectifiability.* Cambridge Studies in Advanced Mathematics. Cambridge University Press, 1995.

[64] S. Meyn and R. L. Tweedie. *Markov chains and stochastic stability.* Cambridge: Cambridge University Press, 2009.

[65] J. J. Moreau. Proximité et dualité dans un espace Hilbertian. *Bull. de la Soc. Math. de France,* 93(3):273–299, 1965.

[66] A. Naor and L. Silberman. Poincaré inequalities, embeddings, and wild groups. *Compos. Math.,* 147(5):1546–1572, 2011.
[67] A. Nedić. Random algorithms for convex minimization problems. *Mathematical Programming*, 129(2):225–253, Oct 2011.

[68] S. Ohta. Convexities of metric spaces. *Geom. Dedicata*, 125:225–250, 2007.

[69] Y. Ollivier. Ricci curvature of Markov chains on metric spaces. *J. Funct. Anal.*, 256(3):810–864, 2009.

[70] J. M. Ortega and W. C. Rheinboldt. *Iterative Solution of Nonlinear Equations in Several Variables*. Academic Press, New York, 1970.

[71] V. M. Panaretos. On random tomography with unobservable projection angles. *Annals of Statistics*, 37(6A):3272–3306, 2009.

[72] K. R. Parthasarathy. *Probability measures on metric spaces*. Reprint of the 1967 original. Providence, RI: AMS Chelsea Publishing, reprint of the 1967 original edition, 2005.

[73] R. A. Poliquin and R. T. Rockafellar. Prox-regular functions in variational analysis. *Trans. Amer. Math. Soc.*, 348:1805–1838, 1996.

[74] D. Preiss. Dimension of metrics and differentiation of measures. General topology and its relations to modern analysis and algebra V, Proc. 5th Prague Topol. Symp. 1981, Sigma Ser. Pure Math. 3, 565-568 (1983), 1983.

[75] Yu. V. Prokhorov. Convergence of random processes and limit theorems in probability theory. *Teor. Veroyatn. Primen.*, 1:177–238, 1956.

[76] J. W. Strutt (Lord Rayleigh). On the interference bands of approximately homogeneous light; in a letter to prof. A. Michelson. *Phil. Mag.*, 34:407–411, 1892.

[77] S. Reich and Z. Salinas. Weak convergence of infinite products of operators in Hadamard spaces. *Rend. Circ. Mat. Palermo (2)*, 65(1):55–71, 2016.

[78] P. Richtárik and M. Takáč. Distributed coordinate descent method for learning with big data. *J. Mach. Learn. Res.*, 17(75):1–25, 2016.

[79] A.-L. Robisch and T. Salditt. Coherent X-Ray Imaging. In T. Salditt, A. Egner, and D. R. Luke, editors, *Nanoscale Photonic Imaging*, pages 35–70. Springer, Cham, 2020.

[80] R. T. Rockafellar. Monotone operators and the proximal point algorithm. *SIAM J. Control. Optim.*, 14:877–898, 1976.

[81] R. T. Rockafellar and R. J. Wets. *Variational Analysis*. Grundlehren Math. Wiss. Springer-Verlag, Berlin, 3 edition, 2009.

[82] L. Rosasco, S. Villa, and B. C. Vű. Convergence of stochastic proximal gradient algorithm. *Appl. Math. Optim.*, Oct 2019.

[83] A. Singer and H.-T. Wu. Two-dimensional tomography from noisy projections taken at unknown random directions. *SIAM J. Imaging Sci.*, 6(1):136–175, 2013.

[84] M. V. Solodov and B. F. Svaiter. A hybrid approximate extragradient – proximal point algorithm using the enlargement of a maximal monotone operator. *Set-Valued Analysis*, 7:323–345, 1999.
[85] Ö. Stenflo. A survey of average contractive iterated function systems. *J. Differ. Equ. Appl.*, 18(8):1355–1380, 2012.

[86] V. Strassen. The existence of probability measures with given marginals. *The Annals of Mathematical Statistics*, 36(2):423–439, 1965.

[87] D.W. Stroock. *Probability Theory: An Analytic View*. Cambridge University Press, 2010.

[88] T. Szarek. Feller processes on nonlocally compact spaces. *Annals of Probability*, 34(5):1849–1863, 2006.

[89] N. H. Thao. A convergent relaxation of the Douglas-Rachford algorithm. *Comput. Optim. Appl.*, 70(3):841–863, 2018.

[90] C. Villani. *Optimal transport: Old and New.*, volume 338. Berlin: Springer, 2009.

[91] B. von Ardenne and H. Grubmüller. Single Particle Imaging with FEL Using Photon Correlations. In T. Salditt, A. Egner, and D. R. Luke, editors, *Nanoscale Photonic Imaging*, pages 435–355. Springer, Cham, 2020.

[92] B. von Ardenne, M. Mechelke, and H. Grubmüller. Structure determination from single molecule x-ray scattering with three photons per image. *Nature Communications*, 9:2375, 2018.

[93] J. von Neumann. *Functional Operators, Vol II. The geometry of orthogonal spaces*, volume 22 of *Ann. Math Stud*. Princeton University Press, 1950. Reprint of mimeographed lecture notes first distributed in 1933.

[94] D. H. Wagner. Survey of measurable selection theorems. *SIAM J. Control. Optim.*, 15:859–903, 1977.

[95] P. Walters. *An introduction to ergodic theory*, volume 79. New York, NY: Springer, paperback edition, 2000.

[96] D. Worm. *Semigroups on Spaces of Measures*. PhD thesis, Universiteit Leiden, 2010.