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Abstract: The security of public-key cryptosystems relies on computationally hard problems, that are classically analyzed by number theoretic methods. In this paper, we introduce a new perspective on cryptosystems by interpreting the Diffie-Hellman key exchange as a nonlinear dynamical system. Employing Koopman theory, we transfer this dynamical system into a higher-dimensional space to analytically derive a purely linear system that equivalently describes the underlying cryptosystem. In this form, analytic tools for linear systems allow us to reconstruct the secret integers of the key exchange by simple manipulations. Moreover, we provide an upper bound on the minimal required lifting dimension to obtain perfect accuracy. To demonstrate the potential of our method, we relate our findings to existing results on algorithmic complexity. Finally, we transfer this approach to a data-driven setting where the Koopman representation is learned from data samples of the cryptosystem.
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1. INTRODUCTION

In the long history of cryptography, new concepts have been proposed, analyzed, and found to be suitable and secure or were broken and abandoned. One major invention was the concept of public-key-cryptography, whose security builds on certain hard problems such as integer factorization or discrete logarithms.

One of the oldest and still widely used public-key protocols is the Diffie-Hellman (DH) key exchange. There, the generation of a shared secret over an insecure communication channel is based on the operation \( c = m^e \pmod{p} \) with ciphertext \( c \), public modulus \( p \), public base \( m \), and secret integer \( e \). Alternatively, this encryption scheme can be recast as a dynamical system (Schmitz, 2008). The main advantage of this rewriting is the new interpretation: Breaking the encryption means estimating the length of the trajectory. Traditionally, the security of cryptosystems is studied from a number theory or computational complexity perspective. Now, we can access the well-developed theory of dynamical systems to analyze the DH cryptosystem. A characteristic difficulty in analyzing the system arises due to the nonlinear modulo operation. This is a key property to ensure the security of the cryptosystem. While the logarithm on the real numbers can be solved efficiently, in general, no efficient algorithm is known to compute the discrete logarithm modulo \( p \) (Shoup, 1997). Even though there are many tools for nonlinear system analysis, the theory for linear systems is by far more developed and can provide more insights. To this end, we use Koopman theory to transform the nonlinear system into an equivalent linear system, which can be analyzed more easily. We show that this system cannot be significantly reduced in size, which corresponds to the intractability of brute-force attacks. While our work does not yield a new method to break existing cryptosystems, it provides a new perspective on classical cryptographic algorithms.

Related work: This work is based on the observation by Schmitz (2008) that cryptosystems can be interpreted as dynamical systems. In Schmitz (2008), RSA and other cryptosystems were studied from the aspect of chaos theory, and guessing the secret key was translated into guessing the value of a parameter of the dynamic system. Especially chaotic systems have been of interest to cryptologists for a long time (cf. Shannon, 1949; Schmitz, 2001). The connection between conventional cryptography and cryptosystems based on chaotic dynamical systems was analyzed in Millerioux et al. (2008); Kocarev (2001). Discrete dynamics over finite fields were analyzed, e.g., in Park (2009); Colón-Reyes et al. (2006); Elspas (1959) and the complexity of trajectories was analyzed in Brudno (1978); Batterman and White (1996).

To analyze the dynamical system, we rely on Koopman operator theory (Koopman, 1931), which gained increasing attention in recent years. After Koopman’s seminal work in 1931, the work of Mezić (2005) revised the Koopman operator and proposed its usage for prediction and control. Since then, a lot of contributions have built upon that, e.g., analysis of global stability proper-
ties (Mauroy and Mezić, 2016), estimation (Netto and Mili, 2018), spectral analysis (Korda et al., 2020), and numerical methods for data-driven approximation of the Koopman operator, e.g., Extended Dynamic Mode Decomposition (EDMD) (Williams et al., 2015) and its properties (Korda and Mezić, 2018; Haseli and Cortès, 2022). Furthermore, the Koopman operator shows promising results in various applications, e.g., fluid dynamics (Arbabi and Mezić, 2017) and robotics (Bruder et al., 2019), including systems with stable attractors as well as limit cycles, i.e., periodic orbits.

**Contribution:** While the available studies of cryptosystems build upon number theory, we view the cryptosystem from the perspective of dynamical systems theory. We establish an equivalent purely linear dynamical representation of the cryptosystem via the Koopman operator. This linear representation allows to reconstruct the secret integers of the DH key exchange. Furthermore, we analytically derive the minimal required lifting dimension to obtain an exact linear representation. We compare the results to a classical metric from algorithmic complexity theory. The approach is also extended to a purely data-driven setting to learn the Koopman representation of the cryptosystem.

To the best of the authors’ knowledge, this is the first work where the Koopman operator is used in combination with cryptography to analyze a cryptosystem.

**Notation:** By \( \mathbb{N}, \mathbb{Z} \) we denote the natural numbers excluding zero and the integers, respectively. In addition, \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \), and \( \mathbb{N}_{a,b} \) denotes all nonnegative integers in the closed interval \([a,b] \). We write \( A^I \) for the pseudo-inverse of \( A \). Moreover, we denote the (complex) natural logarithm of \( z \) by \( \ln(z) \). If \( z \in \mathbb{C} \), then any complex number \( w \) for which \( \exp(w) = z \) is denoted by \( \ln(z) \). Note that

\[
\text{if } \ell \in \mathbb{Z} \text{ and thus, if } z \text{ is given in polar form } z = r \exp(i\theta) \text{ with } r > 0 \text{ and } \theta \in \mathbb{R}, \text{ then all complex logarithms of } z \text{ are of the form } \ln(r) + i(\theta + 2\pi\ell).
\]

We call an integer \( m \) quadratic residue modulo \( p \) (abbreviated by \( m \in \mathbb{R} \)) if there exists an integer \( x \) such that \( m = x^2 \mod p \). Two integers \( p_1, p_2 \) are relatively prime (or coprime) if their greatest common divisor is equal to 1. All integers from \( \mathbb{N}_{1,p} \) which are relatively prime to \( p \) form the multiplicative group \( \mathbb{Z}_p^* \) of integers modulo \( p \).

Additionally, we use \( \gamma_1 \equiv \gamma_2 \mod p \) as an abbreviation of \( \gamma_1 \equiv \gamma_2 \mod p \). A number \( m \) is a primitive root modulo \( p \) if for any integer \( c \) coprime to \( p \) there exists an exponent \( k \in \mathbb{N} \) such that \( m^k \equiv 1 \mod p \). Equivalently, \( m \) is called a generator of \( \mathbb{Z}_p^* \).

### 2. PRELIMINARIES

In this section, we recall theoretical results on which we build our approach in the remainder of the paper.

#### 2.1 Koopman operator

Consider a nonlinear dynamical system of the form

\[
x_{k+1} = f(x_k)
\]

with state space \( \mathcal{X} \subseteq \mathbb{R}^n \), nonlinear state transition map \( f : \mathcal{X} \rightarrow \mathcal{X} \), and discrete-time index \( k \in \mathbb{N}_0 \). The Koopman operator \( \mathcal{K} : \mathcal{F} \rightarrow \mathcal{F} \) views the evolution of the nonlinear system through the lenses of scalar functions, typically referred to as observables and it is defined by

\[
\mathcal{K} h_0 = h_0 \circ f
\]

for every observable \( h_0 : \mathcal{X} \rightarrow \mathbb{C} \), \( h_0 \in \mathcal{F} \), where \( \mathcal{F} \) is the space of functions invariant under the action of the Koopman operator, \( \circ \) denotes the composition of functions. For an arbitrary state \( x_k \), \( (3) \) is equivalent to

\[
\mathcal{K} h_0(x_k) = h_0 \circ f(x_k) = h_0(x_{k+1}).
\]

The Koopman operator is a linear but typically infinite-dimensional operator, even if the underlying dynamical system is nonlinear and finite-dimensional. If the space of observables \( \mathcal{F} \) is chosen such that all components of the state \( x_k \), \( k \in \mathbb{N}_{1,n} \) are contained in \( \mathcal{F} \), then all properties of the nonlinear system are fully captured by the Koopman operator. Of interest is especially a finite-dimensional set \( \mathcal{F}_n \subseteq \mathcal{F} \) of observables which is invariant under the Koopman operator and rich enough to describe the nonlinear dynamics. In contrast to a linearization based on a first-order Taylor expansion, the linear Koopman operator globally describes a general nonlinear system.

#### 2.2 Extended Dynamic Mode Decomposition

To overcome the curse of dimensionality of the infinite-dimensional Koopman operator, it can be approximated via EDMD (Williams et al., 2015). For this procedure, a data trajectory \( \{x_k\}_{k=0}^q \) of \( (2) \) is required, as well as a dictionary of observables \( \mathcal{D} = \{ h_j \}_{j=0}^q \), where \( h_j \in \mathcal{F} \). The span of the dictionary functions is denoted by \( \mathcal{F}_D \subseteq \mathcal{F} \). The data samples are organized in the two data matrices \( X = [x_0 \ x_1 \ \cdots \ x_{N-1}] \) and \( X_+ = [x_1 \ x_2 \ \cdots \ x_N] \), and \( h : \mathcal{X} \rightarrow \mathbb{C}^{q+1} \) defines a vector valued observable, where \( h(x) = [h_0(x) \ h_1(x) \ \cdots \ h_q(x)]^\top \). Note that the data can also be constructed from \( N \) data pairs or multiple short trajectories.

With a slight abuse of notation, we define \( Z = h(X) \), where \( h(X) = [h(x_0) \ h(x_1) \ \cdots \ h(x_{N-1})]^\top \), and analogously \( Z_+ = h(X_+) \). Then, a finite-dimensional approximation \( \mathcal{K} \) of the Koopman operator \( \mathcal{K} \) results via the least-squares optimization problem \( \min_{\mathcal{K}} \| Z_+ - \mathcal{K} Z \|_F \) with solution \( \mathcal{K} = Z_+ Z^\top \), where \( \| \cdot \|_F \) denotes the Frobenius norm. Under certain assumptions on \( F \) and the choice of the dictionary spanning \( \mathcal{F}_D \), the approximation \( \mathcal{K} \) converges to \( \mathcal{K} \) as \( N \rightarrow \infty \) and \( q \rightarrow \infty \) (cf. Klus et al., 2016; Korda and Mezić, 2018). As we will show in Section 5.2, already a finite number of \( q \) leads to an exact linear representation of the considered cryptosystem.

#### 3. THE DIFFIE-HELLMAN CRYPTO SYST EEM AND ITS DYNAMICAL SYSTEM INTERPRETATION

After providing the basics from Koopman theory, we introduce here the DH cryptosystem for further analysis. The DH key exchange was one of the first proposed public-key cryptosystems and is still used to generate common secret keys between two parties for symmetric cryptography. In the original version (Diffie and Hellman, 1976), a large prime \( p \) and a primitive root modulo \( p \), which is denoted by \( m \), is used. These values are public. Then, each of the two parties chooses a secret number. Let the numbers be \( e \) and \( d \in \mathbb{N}_{1,p-1} \). The parties compute
\[ c_e = m^c \pmod{p} \quad \text{and} \quad c_d = m^d \pmod{p}, \] (4) respectively, which is made public. The common key is then obtained by computing
\[ c_{ed} = c_e^d \pmod{p} = m^{ed} \pmod{p}, \]
\[ c_{de} = c_d^e \pmod{p} = m^{de} \pmod{p} = c_{ed}. \]
This scheme can be rewritten as a dynamical system
\[ x_{k+1} = mx_k \pmod{p}, \quad x_0 = 1 \] (5)
with the endpoints \( c_e = x_e \) and \( c_d = x_d \) of the trajectories. The second part of the key exchange can be modeled as
\[ y_{k+1} = c_d y_k \pmod{p}, \quad y_0 = 1, \] (6)
which leads to \( c_{de} = y_e \), for the first party, and
\[ y_{k+1} = c_e y_k \pmod{p}, \quad y_0 = 1 \] (7)
with \( c_{ed} = y_d \) for the second party.

The dynamical interpretation of guessing one of the exponents, e.g., e, of the DH scheme, is finding the length of the trajectory of the dynamical system (5) that connects two known points. Guessing the shared secret \( c_{ed} \) corresponds to finding an intersection between the trajectories of (6) and (7) at possibly different time steps e and d. In addition, these time steps must fulfill that the state \( x_{ed} \) of (5) at time \( ed \) equals the intersection point. Hence, the following questions are raised.

**Problem 1.** Can the secret exponents e (and d) be identified based on the dynamical system (5)?

**Problem 2.** Can the dynamical system’s view help estimating the shared secret \( c_{ed} \)?

**Cryptographic view:** Problem 2 is called the computational DH problem, i.e., the problem of computing \( c_{ed} \) given \( c_e \) and \( c_d \) (Katz and Lindell, 2014). Problem 1 is referred to as discrete logarithm problem and is at least as hard as the computational DH problem. No classical algorithm is known to solve these problems efficiently.

4. RECONSTRUCTION OF SECRETS

To solve the stated problems, we aim to use established methods of linear systems theory. Before deriving a linear representation of the nonlinear system (5), we first show how the problems could be answered based on the linear system. To this end, we assume to know a linear dynamical system exactly representing the nonlinear dynamics (5). Thereafter, we address the derivation of the linear system using Koopman theory.

4.1 Reconstruction of the secret integer e (Problem 1)

The representation (5) states that the ciphertext \( c \) is obtained by evaluating e steps of the dynamical system, i.e., \( c \equiv x_e \). Suppose we have a linear, possibly higher-dimensional representation \( z_{k+1} = Az_k \) with \( z_k = h(x_k) \in \mathbb{C}^N \) and \( z_e = A^e z_0 \). Then, there is a direct relation between the secret integer e, the ciphertext and the initial condition.

To obtain e, we first establish an eigendecomposition of A, i.e., \( A = V \Lambda V^{-1} \), where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_N) \) and the columns of V are the eigenvectors \( v_i \) of A satisfying \( Av_i = \lambda_i v_i \). Then,
\[ z_e = V \Lambda^e V^{-1} z_0 \quad \Leftrightarrow \quad z_e = \Lambda^e z_0 \] (8)
with \( \bar{z} = V^{-1}z \). Now, we can evaluate each row individually, i.e., \( \bar{z}_{e,j} = \lambda_j^e z_{0,j} \) for \( j \in \mathbb{N}_{1,N} \), which is equivalent to
\[ \frac{\bar{z}_{e,j}}{z_{0,j}} = \lambda_j^e. \] Note that both terms are complex numbers. Thus, we can also compare the absolute value and the corresponding angle. In the following, we focus on the angles of both terms. Since we have a complex exponential on the right-hand side, we have
\[ \lambda_j^e = \exp(\ln(\lambda_j^e) e) \equiv \lambda_j^e \exp(-2\pi \ell_j) \]
for \( \ell_j \in \mathbb{Z} \). Then, we get \( \angle \left( \frac{\bar{z}_{e,j}}{z_{0,j}} \right) = e \angle (\lambda_j) - 2\pi \ell_j \), and
\[ e = \frac{\angle \left( \frac{\bar{z}_{e,j}}{z_{0,j}} \right) + 2\pi \ell_j}{\angle (\lambda_j)} \]
for \( \ell_j \) such that \( e \in \mathbb{N}_0 \) is consistent for all \( j \in \mathbb{N}_{1,N} \).

4.2 Reconstruction of the shared secret \( c_{ed} \) (Problem 2)

An obvious solution to this problem would be to solve Problem 1 to obtain the secret integers e and d. Then, the shared secret \( c_{ed} = m^{ed} \pmod{p} \) can be computed easily. However, there might be a more efficient solution. As described above, the shared secret can also be identified by intersecting the trajectories of (6) and (7). Let \( x_i \) be an intersection found for time steps e and d, respectively. Then, verifying that this is the shared secret requires additionally checking the condition \( x_i = x_{ed} \), i.e., \( x_i = m^{ed} \pmod{p} \). Thus, the shared secret is the first intersection of the trajectory of (5) with the two trajectories of (6) and (7).

Suppose we have a linear representation \( z_{k+1} = Az_k \) of (5) and linear systems \( \xi_{k+1} = A_d \xi_k \) and \( \eta_{k+1} = A_v \eta_k \) representing (6) and (7), respectively, and suppose the original states can be recovered through the inverse mappings \( h^{-1}_{1,z,\xi,\eta} \). Then, the intersection problem can be written as
\[ h^{-1}_{1}(A^{ed} z_0) = h^{-1}_{\xi}(A^e \xi_0) = h^{-1}_{\eta}(A^d \eta_0). \]
For this problem, the dynamic interpretation does not yield a simple algorithm to find the intersection. The question of whether there is an algorithm that is more efficient than a brute-force search along the values of the trajectories is left open for a more detailed study in future work.

5. KOOPMAN REPRESENTATION

In this section, we derive a linear description of the dynamical system (5) based on the Koopman operator. The accuracy and computational cost of the lifting in Section 2.1 depend on the number and choice of observables. This lifting, which is typically high-dimensional or even infinite-dimensional, is not unique and needs to be chosen carefully. It is still an open research question how to choose the dictionary for general nonlinear systems.

5.1 Choice of observables

In this paper, we choose the observables naïvely as just a list of subsequent state values. To this end, we define a \((q + 1)\)-dimensional lifting \( z_k = h(x_k) \), where \( h(x_k) = [h_0(x_k) \cdots h_q(x_k)]^\top \) with \( h_j(x_k) = x_{k+j} \) for each \( j \in \mathbb{N}_{0,q} \) and a given q. For exact accuracy, this q needs to be chosen such that the evolution of the lifted state is determined by some linear dynamics \( z_{k+1} = Az_k \) for all \( k \in \mathbb{N}_0 \).
Note that the first $q$ entries of $z_{k+1}$ are just shifts of the entries in $z_{k}$. Hence, a linear representation of the lifted dynamics is achieved with the companion matrix

$$A = \begin{bmatrix} 0 & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \\ a_0 & a_1 & \cdots & a_q \end{bmatrix},$$

with one parameter vector $\alpha \in \mathbb{R}^{q+1}$ such that

$$x_{k+q+1} = \sum_{j=0}^{q} a_j x_{k+j}$$

holds for all $k \in \mathbb{N}_0$. The number $q$ of chosen lifting functions typically determines the accuracy of the resulting lifting. Possible choices of $\alpha$ in relation to different choices of $q$ are elaborated in Section 5.2. Moreover, the original state can be easily recovered via

$$x_k = [1 \ 0 \ \cdots \ 0] z_k.$$

**Remark 3.** Alternatively, the observables can be defined as

$$h_j(x) = \exp \left( i^{2} \frac{m}{p} j+1 x \right)$$

for $j \in \mathbb{N}_0 \setminus q$, which was used, e.g., in the work of Korda et al. (2020) for a Koopman representation of a periodic system. With these observables, we exploit the periodicity of the modulo operation by dividing the complex unit circle into $p-1$ periodic parts which are equally distributed. This is particularly interesting because the resulting lifting is related to typical results of the discrete-time Fourier transform. A more detailed investigation of this relation is left for future work.

### 5.2 Minimal number of observables

Next, we want to discuss the minimal value of $q$ such that we find a linear representation of the corresponding cryptosystem. Recall that the dynamics satisfy (5). Note that $m$ and $p$ are relatively prime since $p$ is a prime number and $m < p$. Thus, $m x_k \neq p$ and the achievable values of $x$ are in $\mathbb{N}_{p-1}$ due to the modulo operation, i.e., at most $p-1$ different ones. In particular, $x_{p-1}$ has again the same value as $x_0 = 1$, or more generally, $x_{k+p-1} = x_k$. This is also known as Fermat’s little theorem (Hardy et al., 1979).

**Lemma 4.** (Fermat’s little theorem). If $p$ is a prime number, then any integer $m < p$ satisfies

$$m^{p-1} \pmod{p} = 1.$$  

Moreover, as $m$ is a generator of $\mathbb{Z}_p^*$, all possible $p-1$ values are attained, and they only occur for a second time after every other value has been reached. Thus, a general upper bound on the minimal number of observables is $p-1$, i.e., $q = p-2$.

In the following, we prove that the minimal number can be further reduced. To this end, we first recall Euler's criterion (Euler, 1763).

**Lemma 5.** (Euler’s criterion). If $p$ is an odd prime number, then for any coprime integer $m$ holds

$$m^{\frac{p-1}{2}} \pmod{p} \begin{cases} 1 & \text{if } m \equiv 1 \pmod{p}, \\ -1 & \text{else.} \end{cases}$$

**Corollary 6.** If $p$ is an odd prime number with $p > 3$, then for any generator $m$ of the multiplicative group of integers modulo $p$ holds

$$m^\frac{p-1}{2} \pmod{p} = -1.$$  

Moreover, $m$ is no quadratic residue modulo $p$.

**Proof.** Suppose $m^\frac{p-1}{2} = 1$. As $m$ is a generator, $m^k \pmod{p}$ generates $p-1$ distinct values for $k \in \mathbb{N}_{p-2}$ which leads to a contradiction. By Lemma 5, we obtain directly that $m^\frac{p-1}{2} \pmod{p} = -1$, and hence, $m$ is no quadratic residue modulo $p$. \hfill \square

Now we can state our main theorem.

**Theorem 7.** Let $p$ be an odd prime number with $p > 3$ and $m$ a primitive root modulo $p$ corresponding to a DH cryptosystem. Then, the minimal lifting dimension to obtain a linear representation of the cryptosystem with the observables in Section 5.1 is $(q \cdot \ell + 1)$, where $\ell = (p-1)/2$.

**Proof.** We prove the theorem by investigating the resulting linear representation for different choices of $q$ while discussing its implication for the expressiveness of the lifted linear system using the observables in Section 5.1. We note that the results can be similarly derived for other liftings, e.g., with the observables in Remark 3.

Case $q = 0$. The nonlinear system dynamics are captured by the scalar linear system

$$x_{k+1} = m x_k$$

for all $k \in \mathbb{N}_0$ satisfying $m^{k+1} < p$. For later time steps, the modulo operation maps the value back to the interval $[1, p)$, which is no linear operation anymore. Thus, a purely linear description is not rich enough to capture the nonlinear dynamics for all $k \in \mathbb{N}_0$.

Case $q = 1$. Increasing the lifting dimension, we follow the discussion in Section 5.1 to obtain the linear representation

$$\begin{bmatrix} x_{k+1} \\ x_{k+2} \\ \vdots \\ x_{k+q} \end{bmatrix} = \begin{bmatrix} 0 & 1 & \cdots & 0 \\ a_0 & a_1 & \cdots & 0 \end{bmatrix} \begin{bmatrix} x_k \\ x_{k+1} \\ \vdots \\ x_{k+q} \end{bmatrix}.$$  

A naïve lifting of (5) to a two-dimensional space results for $\alpha = [0 \ 1]^T$. However, it represents the true cryptosystem only for $k \in \mathbb{N}_0$ satisfying $m^{k+1} < p$. As there might be more suitable choices for $\alpha$, we need a more rigorous investigation.

**General case $q \in \mathbb{N}$.** For a general $q \in \mathbb{N}$, we obtain the linear representation

$$\begin{bmatrix} x_{k+1} \\ x_{k+2} \\ \vdots \\ x_{k+q} \end{bmatrix} = \begin{bmatrix} 0 & 1 & \cdots & 0 \\ a_0 & a_1 & \cdots & 0 \end{bmatrix} \begin{bmatrix} x_k \\ x_{k+1} \\ \vdots \\ x_{k+q} \end{bmatrix}.$$  

The parameter vector $\alpha$ needs to be chosen such that (9) holds for all $k \in \mathbb{N}_0$. Recall that

$$x_{k+p-1} = m^{p-1} x_k \pmod{p} = x_k$$

due to Lemma 4. Thus, we only need to consider $k \in \mathbb{N}_{0,p-2}$. In particular, we solve for $\alpha = [a_0 \ a_1 \ \cdots \ a_q]^T$ satisfying

$$\begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \end{bmatrix} \begin{bmatrix} a_0 \\ a_1 \\ \vdots \\ a_q \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}.$$
As a consequence, the system of equations in (13) reads
\[
\begin{bmatrix}
  x_q \\
  x_{q+1} \\
  \vdots \\
  x_{q+\tilde{q}+1} \\
  x_{q+\tilde{q}+2}
\end{bmatrix} = \begin{bmatrix}
  x_0 & x_1 & \cdots & x_q \\
  x_1 & x_2 & \cdots & x_{q+1} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{q-1} & x_q & \cdots & x_{q+\tilde{q}-1} \\
  x_q & x_{q+1} & \cdots & x_{q+\tilde{q}}
\end{bmatrix} \alpha, \quad (13)
\]

where we used (12) for \( k \in \mathbb{N}_{q,q} \). According to the Kronecker-Capelli theorem (Kronecker, 1903; Capelli, 1892), this system of equations has only (at least) one solution if
\[
\text{rank}(\bar{A}) = \text{rank}(\bar{A}[\tilde{b}]).
\]

Note that \((\bar{A}[\tilde{b}])\) consist of the sequence \( \{x_k\}_{k=0}^{p-2} \) arranged in a Hankel matrix. Since \( m \) is a generator corresponding to \( p \), the sequence contains all values in \( \mathbb{N}_{1,p-1} \) exactly once. Thus, the rank condition cannot be fulfilled for \( q < p - 2 \).

As a remedy, we exploit Corollary 6 to modify (13). To this end, we use (11) to obtain
\[
x_{q+\tilde{q}} = m^t x_k \pmod{p} = -x_k \pmod{p}.
\]
As a consequence, the system of equations in (13) reads
\[
\begin{bmatrix}
  x_{q+1} \\
  x_{q+2} \\
  \vdots \\
  x_{q+\tilde{q}+1} \\
  x_{q+\tilde{q}+2}
\end{bmatrix} \equiv \begin{bmatrix}
  x_0 & x_1 & \cdots & x_q \\
  x_1 & x_2 & \cdots & x_{q+1} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{q-1} & x_q & \cdots & x_{q+\tilde{q}-1} \\
  x_q & x_{q+1} & \cdots & x_{q+\tilde{q}}
\end{bmatrix} \alpha \pmod{p}, \quad (14)
\]

Note that if the upper block is satisfied for an \( \alpha \), then also the lower one is satisfied. Thus, we can reduce the system of equations by only considering the upper block.

Case \( q = (p-1)/2-1 \). As discussed for a general \( q \), (13) has no solution for \( q = \tilde{q} - 1 \) due to the rank condition. Using the considered \( q \) in (14) gives the reduced system of equations
\[
\begin{bmatrix}
  -x_0 \\
  -x_1 \\
  \vdots \\
  -x_{q-1}
\end{bmatrix} \equiv \begin{bmatrix}
  0 & 1 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & 1 \\
  -1 & 0 & \cdots & 0
\end{bmatrix} \alpha, \quad (14)
\]

which is satisfied for \( \alpha = [-1 \; 0 \; \cdots \; 0] \). However, this \( \alpha \) does not yield a linear system representation in \( \mathbb{Z} \), but
\[
\begin{bmatrix}
  x_{k+1} \\
  \vdots \\
  x_{k+q} \\
  x_{k+q+1}
\end{bmatrix} \pmod{p} = \begin{bmatrix}
  0 & 1 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & 1 \\
  -1 & 0 & \cdots & 0
\end{bmatrix} \begin{bmatrix}
  x_k \\
  x_{k+1} \\
  \vdots \\
  x_{k+q}
\end{bmatrix},
\]

and thus, the chosen \( q \) does not lead to a linear system capturing the nonlinear dynamics of the cryptosystem for all \( k \in \mathbb{N}_0 \).

Case \( q = (p-1)/2 \). As we already derived the system of equations for general \( q \) in (13), we substitute the chosen \( q \) and exploit
\[
x_{k+\tilde{q}} = -x_k \pmod{p} = p - x_k
\]
to obtain
\[
\begin{bmatrix}
  p-x_1 \\
  p-x_2 \\
  \vdots \\
  p-x_{\tilde{q}-1} \\
  p-x_{\tilde{q}}
\end{bmatrix} = \begin{bmatrix}
  x_0 & x_1 & \cdots & p-x_0 \\
  x_1 & x_2 & \cdots & p-x_1 \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{\tilde{q}-1} & x_{\tilde{q}} & \cdots & p-x_{\tilde{q}-1} \\
  x_{\tilde{q}} & x_{\tilde{q}+1} & \cdots & p-x_{\tilde{q}}
\end{bmatrix} \alpha.
\]

The resulting structure reveals that all equations are satisfied for \( \alpha = [1-1 \; 0 \; \cdots \; 0] \). Hence, the nonlinear cryptosystem is fully characterized by the lifted linear system \( z_{k+1} = A z_k \) for the companion matrix \( A \) with the derived \( \alpha \) for \( \tilde{q} = (p-1)/2 \) and \( (\tilde{q}+1) \) observables. Thus, we conclude the statement of the theorem.

**Corollary 8.** Let \( z = h(x) \), \( h : \mathbb{N} \rightarrow \mathbb{C}^{q+1} \), with \( q \geq \tilde{q} \) define a lifted state of the nonlinear cryptosystem according to Section 5. Then, the system \( z_{k+1} = A z_k \) is an equivalent representation of (5), where \( A \) is a companion matrix with \( \alpha_{q-\tilde{q}} = 1 \), \( \alpha_{q-\tilde{q}+1} = -1 \), \( \alpha_{q} = 1 \) and \( \alpha_j = 0 \) for \( j \in \mathbb{N}_{0,q-\tilde{q}+1} \cap \mathbb{N}_{0,q-\tilde{q}+2} \).

**Remark 9.** The choice \( p = 2 \) always leads to \( p - 1 \) different observable entries, and thus, as discussed above, all achievable values of the dynamics are contained in the observable vector. Hence, the minimal observable length is always upper bounded by \( p - 1 \) corresponding to the linear system representation
\[
\begin{bmatrix}
  x_{k+1} \\
  \vdots \\
  x_{k+p-2} \\
  x_{k+p-1}
\end{bmatrix} = \begin{bmatrix}
  0 & 1 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & 1 \\
  1 & 0 & \cdots & 0
\end{bmatrix} \begin{bmatrix}
  x_k \\
  x_{k+1} \\
  \vdots \\
  x_{k+p-2}
\end{bmatrix}.
\]

This is equivalent to the system in Corollary 8 as
\[
x_{p-1} = x_{\tilde{q}-1} - x_{\tilde{q}} + x_{p-2} = x_{\tilde{q}-1} - (p - x_0) + (p - x_{\tilde{q}-1}) = x_0,
\]
where we used Corollary 6 for the second equation. Moreover, if all possible values of \( x_k \) are contained in the observable vector, a brute-force reconstruction of \( \epsilon \) is also possible via the structure of \( z = h(x) \) instead of following Section 4.1. Since \( z_0 = h(x_0) \) contains all \( p - 1 \) possible values of the system in subsequent order, we know that \( z_0 \) is the first entry and \( x_\epsilon \) is the \( (\epsilon+1) \)-st entry. Thus, we can investigate which entry of \( z_0 \) contains the measured value \( x_\epsilon \) and thereby obtain the secret integer \( \epsilon \).

As the state matrix \( A \) of the resulting linear representation \( z_{k+1} = A z_k \) is a companion matrix, all eigenvalues are also a root of the corresponding polynomial \( p(\lambda) = \lambda^{q+1} - \sum_{j=0}^{q} \alpha_j \lambda^j \). More precisely, we have
\[
0 = p(\lambda) = \lambda^{q+1} - \lambda^q + \lambda - 1 = (\lambda^q + 1)(\lambda - 1).
\]
Thus, \( \lambda_1 = 1 \) is always an eigenvalue of \( A \). Moreover, all eigenvalues lie on the complex unit circle. This is also why we neglect their absolute value in Section 4.1.

For the derived \( q = (p-1)/2 \) we get an observable vector of dimension \( (p-1)/2 + 1 \). If \( p - 1 \) is not divisible by 4, then \((p-1)/2\) is odd; hence, we know that the lifted state dimension is even. Thus, it is easy to see that \( \lambda_{-1} = -1 \) satisfies \( \lambda_{-1} = 1 + 0 = 0 \) and is therefore also an eigenvalue.
of $A$. As a consequence, we can state whether the secret integer $e$ is even or odd via
\[ \tilde{z}_{c,k} = \begin{cases} 1 & \text{if } c \text{ is even}, \\ -1 & \text{if } c \text{ is odd}, \end{cases} \]
with $\tilde{z}_{c,k}, \tilde{z}_{0,k}$ defined in (8) and $k \in \mathbb{N}_{q+1}$ corresponding to the eigenvalue $\lambda_{-1}$. We point out that this investigation is only valid if $\lambda_{-1}$ is an eigenvalue of $A$, i.e., if $q$ is odd, whereas Section 4.1 provides a more detailed discussion about reconstructing $e$ without restricting $q$ to be odd.

5.3 Relation to linear complexity

The necessary number of states in the linear representation is tightly connected with the linear complexity of the generated sequence, which is defined as follows (Beth and Dai, 1990; Wang, 1999).

Definition 10. (Linear complexity.) The linear complexity of a sequence is given as the length of the shortest linear feedback shift register (LFSR) that generates the sequence.

An LFSR is a vector of numbers where the elements are shifted in each time step. The next new number is generated as a linear combination of the existing entries. In essence, an LFSR is a linear dynamical system implemented in companion form. The same structure emerges for our choice of observables in Corollary 8. Hence, the linear complexity of the system’s trajectory determines an upper bound on the minimal state dimension of the representing linear system. For the choice of observables as a linear function of the generated sequence, the upper bound is attained, as in Section 5.2.

The LFSR with minimal length can be obtained via the Berlekamp–Massey algorithm (Massey, 1969). However, our approach to derive a linear system using Koopman theory is more general than the approach using LFSR and could yield a linear system with a smaller state dimension. This becomes obvious in at least two aspects. A comparison to general finite-state machines is left open for future work.

First, the observable $h$ can be a nonlinear function of the state of the nonlinear system, i.e., in particular, a function of past and predicted states, whereas the LFSR only considers a linear combination thereof. We can see a possible reduction of the state dimension in the following example.

Example 11. Consider the sequence $\{0, 1, 2, 0, 1, 2, \ldots\}$, which can be described by
\[ x_{k+1} = x_k + 1 \pmod{3}, \quad x_0 = 0. \]
Note that this system is nonlinear. However, we get a linear representation by lifting the dynamics to a higher-dimensional space, i.e., define $y_k = (x_k, x_{k+1}, x_{k+2})$ with
\[ y_{k+1} = \begin{bmatrix} x_{k+1} \\ x_{k+2} \\ x_{k+3} \end{bmatrix} = \begin{bmatrix} x_{k+1} \\ x_{k+2} \\ x_k \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} y_k. \]
This naïve lifting leads to a lifting dimension as large as the number of distinct elements in the sequence. Thus, the linear complexity of the generated sequence is three. Alternatively, using the Koopman approach, we facilitate the periodicity of the system dynamics by mapping the dynamics to the complex unit circle, i.e.,
\[ z_k = \exp(i \frac{2 \pi}{3} x_k), \quad z_{k+1} = \exp(i \frac{2 \pi}{3} x_{k+1}) = \exp(i \frac{2 \pi}{3} (x_k + 1 \pmod{3})). \]
Now, we use that $\xi (\pmod{3}) = \xi + 3\ell$ for some $\ell \in \mathbb{Z}$. Thus, we get a linear representation generating the sequence as
\[ z_{k+1} = \exp(i \frac{2 \pi}{3} (x_k + 1)) = \exp(i \frac{2 \pi}{3} \xi) x_k = \exp(i \frac{2 \pi}{3} z_k), \quad x_k = -i \frac{2 \pi}{3} \ln(z_k) \pmod{3}. \]
Hence, the Koopman lifting can provide a linear system with a smaller state dimension than the LFSR.

Second, the state of our linear representation can contain further useful information, e.g., parameters of the nonlinear map, whereas the LFSR only contains elements of the sequence in its state. The following example shows the benefit of incorporating this data.

Example 12. Consider the sequence $\{1, 4, 10, 22, 46, \ldots\}$, which can be described by the affine system
\[ x_{k+1} = mx_k + a, \quad x_0 = 1 \]
with $m = 2, a = 2$. We can characterize this by the linear dynamics of dimension two with state $z_k = (x_k, a)$ and
\[ z_{k+1} = \begin{bmatrix} m & 1 \\ 0 & 1 \end{bmatrix} z_k, \quad z_0 = \begin{bmatrix} x_0 \\ a \end{bmatrix}, \quad x_k = \begin{bmatrix} 1 & 0 \end{bmatrix} z_k. \]
Note that we need a state of higher dimension than the original nonlinear system, yet the representation is linear. The dimension of this linear representation is, however, still significantly smaller than the required LFSR to generate the sequence, which has a length of 51.

Remark 13. Note that the number of elementary operations with an integer $x \in \mathbb{Z}$ is limited. Possible operations are
\[ x + a, a \in \mathbb{Z}, \quad x^b, b \in \mathbb{N}, \quad mx, m \in \mathbb{Z}, \quad c^x, c \in \mathbb{Z}, x \geq 0 \]
and combinations thereof. For some dynamical systems based on these mappings, it is possible to find a linear representation with a state dimension smaller than the linear complexity of the generated sequence. As demonstrated in Example 11, even scalar representations are possible. However, in general, it is unknown whether such a transformation exists. This is in line with general Koopman theory, where the optimal choice of observables is an unsolved problem. Often the choice determines the accuracy of the linear representation, while here, it influences the required lifting dimension.

6. DATA-BASED KOOPMAN REPRESENTATION

In this section, we want to characterize the dynamics of the presented encryption schemes via data using EDMD. In particular, we collect sample data $\{x_k\}_{k=0}^N$ of (5) and arrange it in data matrices $X$ and $X_+$ as in Section 2.2. Similarly, we collect the corresponding lifted state $z = h(x)$ of dimension $(q + 1)$ in matrices $Z$ and $Z_+$.

Corollary 14. The matrix $Z$ satisfies $\text{rank}(Z) \leq \bar{q} + 1$. 
Proof. This is a direct application of Theorem 7. Since $z_{q+1} = z_0 - z_1 + z_2$, every $j$-th column of $Z$ for $j \in \mathbb{N}_{q+2}$ is linearly dependent on the first $\tilde{q} + 1$ columns. □

Assumption 15. The data trajectory is of length $N \geq \tilde{q} + 1$, and the lifted state dimension satisfies $q \geq \tilde{q}$.

As the first $\tilde{q} + 1$ columns of $Z$ are linearly independent, the assumption implicitly guarantees rank($Z$) = $\tilde{q} + 1$.

Then, by Theorem 7, there exists a lifted linear representation of the cryptosystem, which we obtain via EDMD as the finite-dimensional Koopman representation $z_{k+1} = \tilde{A}z_k$, where $\tilde{A}$ is the solution of the least-squares problem $\min_{A} \| Z_1 - \tilde{A}Z_0 \|_F$. For $q \in \{\tilde{q}, p - 2\}$, the solution satisfies $\tilde{A} = A$, where $A$ is defined as in Corollary 8. Thus, the resulting $\tilde{A}$ has the same structure as the analytically derived $A$, and thus, the discussion in Section 4 is also valid for $\tilde{A}$.

Remark 16. It is also possible to build a data-based linear system via EDMD for $q < \tilde{q}$. Although the resulting system is not equivalent to the true cryptosystem, it might still contain enough information to, e.g., reconstruct some secret integers $e$ but not all (cf. Section 4.1).

7. SUMMARY AND OUTLOOK

In this paper, we showed how the DH key exchange cryptosystem can be reformulated as a nonlinear dynamical system. Using ideas from Koopman theory, we derived an equivalent linear system of this nonlinear system by lifting the state to a higher dimension. For a specific choice of observables we provided the provably minimal necessary state dimension to obtain an exact representation. We related the obtained dimension as a notion of complexity to the classical concept of linear complexity and showed that the Koopman approach can be more powerful for certain discrete dynamics. Further, we provided a purely data-based characterization of the encryption scheme using EDMD. Based on the linear system, we formulated solutions for reconstructing the cryptosystem’s secrets. As with classical number-theoretic approaches, the sheer size of the involved numbers makes it practically impossible to break the cryptosystem. Nevertheless, the derived formulas give an interesting new interpretation.

Further work in this area could focus on different cryptosystems and leverage our insights to possibly certify new schemes based on the complexity.
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