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Abstract

This paper reports the latest development of The Halliday Centre Tagger (the Tagger), an online platform provided with semi-automatic features to facilitate text annotation and analysis. The Tagger features a web-based architecture with all functionalities and file storage space provided online, and a theory-neutral design where users can define their own labels for annotating various kinds of linguistic information. The Tagger is currently optimized for text annotation of Systemic Functional Grammar (SFG), providing by default a pre-defined set of SFG grammatical features, and the function of automatic identification of process types for English verbs. Apart from annotation, the Tagger also offers the features of visualization and summarization to aid text analysis. The visualization feature combines and illustrates multi-dimensional layers of annotation in a unified way of presentation, while the summarization feature categorizes annotated entries according to different SFG systems, i.e., transitivity, theme, logical-semantic relations, etc. Such features help users identify grammatical patterns in an annotated text.
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1. Introduction

Annotation is a process to enrich a text with linguistic information which is implicitly present, that becomes a resource reusable for tasks such as language study and development of natural language processing (NLP) technology. Many available corpora, such as the Penn Treebank,1 British National Corpus2 and American National Corpus,3 are annotated with basic linguistic information like part-of-speech, name entities and syntactic structures, with the aid of automatic taggers. Our current work lies in the development of a corpus annotated according to Systemic Functional Grammar (SFG) (Yan & Webster, 2013). SFG describes the realization of meaning in language through a paradigmatic set of functional-semantic choices in the functional-semantic aspect. The annotation of SFG involves a multi-dimensional analysis of text based on three meta-functions, i.e., ideational, interpersonal and textual, each representing a layer of meaning with a set of options for annotators to pick. Although there are a few tools for SFG-annotation, such as Systemic Coder (O’Donnell, 1995), SysFan (Wu, 2000), LBIS Coder (Sugimoto et al., 2005) and UAM Corputool (O’Donnell, 2008), they are limited by virtue of being standalone offline applications, offering no support for collaboration, and providing no features to assist manual annotation, thus highlighting the need for a better tool for the task.

The Halliday Centre Tagger (the Tagger)4 (Chan et al., 2012; Yan & Webster, 2012; Wong et al., 2013) is an online platform provided with semi-automatic features to facilitate SFG-based text annotation and analysis. Annotation is performed online with support for collaboration. In order to reduce annotation efforts, some grammatical options are semi-automatically identified. The annotated entries in a text can be visualized and summarized, to help users intuitively identify and locate the occurrence of patterning.

2. The Halliday Centre Tagger

The Tagger is featured for its web-based architecture. A user simply needs to upload a text to the Tagger and then use available functionalities to annotate. All texts and annotation are stored online in the user’s account and are web-accessible. Collaborative annotation is supported on the same text by multiple users either synchronously or asynchronously. Although the Tagger is optimized for SFG-annotation, it remains theory-neutral. Apart from a pre-defined set of SFG grammatical features provided by default, users can also define their own labels for annotating other types of linguistic information (Figure 1).

![Figure 1: User-defined labels for annotation](http://hallidaycentre.cityu.edu.hk/06_hctagger.html)

The Tagger is also designed for supporting multi-dimensional annotation with different kinds of linguistic information annotated on the same text. They are represented as layers below a text span, each showing a type of linguistic information (Figure 2).
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1. http://catalog.ldc.upenn.edu/LDC99T42
2. http://www.natcorp.ox.ac.uk
3. http://www.americannationalcorpus.org
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3. Semi-automatic Annotation

Manual SFG annotation requires considerable human effort as it involves multi-dimensional text analysis. Current progress in development of automatic SFG parsing remains rudimentary. Nevertheless, based on our previous work, we have developed and integrated into the Tagger some semi-automated features intended to improve the productivity of annotation.

SFG annotation involves text analysis in terms of the three meta-functions: ideational, interpersonal and textual. Each has its own set of grammatical and semantic categories denoting different underlying functions from different perspectives.

We focus on semi-automatic analysis of ideational meta-function which consists of logical and experiential meanings. The experiential focuses on construing the flux of experience and is structurally realized by the system of transitivity. Taking the clause as the most basic lexico-grammatical unit, clause constituents include a process, possibly one or more participants and circumstances. Process is typically a verb, defining the type of experiential meaning and governing the semantic roles of participants.

3.1 Process Type Identification

We provide the Tagger with the feature of semi-automatic identification of process types for English verbs. This is based on a lexicographical database of SFG process types developed by Chow (2008), in which the process type of each English verb-sense in WordNet\(^5\) is identified via utilizing various interoperable lexical and ontological resources including GUM,\(^6\) FrameNet\(^7\) and SUMO\(^8\) (Chow & Webster, 2007, 2008). For the English verbs in WordNet, over 95% of verb-senses are identified with corresponding SFG process types.

The identification of process type for an English verb begins with word sense disambiguation (WSD), in order to first identify the possible sense(s) of the verb based on its occurrence context. We employ a WordNet-based WSD system WordNet::SenseRelate:: AllWords (SR-AW) (Pedersen & Kolhatka, 2009) for this purpose, which offers a satisfying performance in determining word sense.\(^9\) The process type of each possible word sense is then identified with the use of the lexicographical database.

The feature of process type identification is provided on the Tagger by eliminating (i.e., greying out) the improbable options of process type when annotating English verbs. Upon user’s selection of a correct process type, the improbable options of semantic roles (participants) in the annotating clause which are dependent on the choice of process type are then greyed out. Users only need to pick out the correct ones from a reduced set of options, thus substantially reducing manual effort in doing annotation, especially with respect to semantic roles whose possible options are greater than twenty.

An experiment was performed to verify the effectiveness of this semi-automatic features. In our current annotation
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\(^5\) http://wordnet.princeton.edu
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\(^9\) According to Pedersen and Kolhatka (2009), SR-AW yields the F-measure results of 61% in SemCor, 59% in SENSEVAL-2 and 54% in SENSEVAL-3.
project, a set of annotated speeches of 2,426 words were selected as test data, which contain totally 238 clauses. For process type identification, 167 out of 231 process types were correctly identified, i.e., an accuracy rate of 72%. The major errors come from the WSD system, i.e., parts-of-speech are incorrectly identified or phrasal verbs cannot be recognized.

4. Features for Text Analysis

Apart from annotation, the Tagger also provides the features of visualization and summarization to aid text analysis based on the annotation. Through reorganizing the presentation of annotated entries, these features help users to identify grammatical patterns in the annotated texts.

4.1 Visualization

The visualization feature combines and illustrates the multi-dimensional annotation in a unified way of presentation. Based on the Brat rapid annotation tool (Stenetorp et al., 2012), the multi-dimensional meta-functions in a text are now visualized in a color-coded, interactive and presentable manner (Figure 3). It shows the distribution of different SFG annotated entries in a text that helps one to intuitively identify and locate the occurrence of patterning.

4.2 Summarization

The summarization feature categorizes annotated entries according to different SFG systems, i.e., transitivity, theme, logical-semantic relations, etc. The use of various constituents in a text is systematically summarized, with statistics showing their occurrence frequency (Figure 4). Users can opt for an overall or focused summary depending on their interest in the use of all or particular constituents. The summary is provided in a table format popularly used in the study of SFG, saving users conceivable time in preparing this kind of material on their own.

Both features are fully automatic requiring no human intervention. Users only need to work on the annotation. The visualized and summarized results can then be generated by the system.

5. Summary

The latest development of the Halliday Centre Tagger has increased the automatic capability of the SFG annotation tool. The web-based architecture provides users' convenience in accessing the Tagger and managing annotation tasks online, and supports collaboration on annotation with other users. The theory-neutral design allows users to flexibly define their own labels for annotation of any kind of linguistic information. The feature of semi-automatic process type identification can raise users’ productivity. The features of visualization and summarization aid users to carry out text analysis, in addition to merely doing annotation work. The Tagger is currently employed in our project of developing an SFG-annotated corpus for corpus-based study and development of related NLP technology for SFG, in which the present progress remains rudimentary. The ongoing progress and some intermediate statistics will be presented.
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