Towards Schwinger production of magnetic monopoles in heavy-ion collisions
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Magnetic monopoles may be produced by the Schwinger effect in the strong magnetic fields of peripheral heavy-ion collisions. We review the form of the electromagnetic fields in such collisions and calculate from first principles the cross section for monopole pair production. Using the worldline instanton method, we work to all orders in the magnetic charge, and hence are not hampered by the breakdown of perturbation theory. Our result depends on the spacetime inhomogeneity through a single dimensionless parameter, the Keldysh parameter, which is independent of collision energy for a given monopole mass. For realistic heavy-ion collisions, the computational cost of the calculation becomes prohibitive and the finite size of the monopoles needs to be taken into account, and therefore our current results are not applicable to them. Nonetheless, our results show that the spacetime dependence enhances the production cross section and would therefore lead to stronger monopole mass bounds than in the constant-field case.

I. INTRODUCTION

Magnetic monopoles, hypothetical particles with a single magnetic pole, are present in generic classes of theories beyond the Standard Model, and their existence would explain the quantisation of electric charge [1–3]. Roughly speaking, there are two different types of magnetic monopoles: solitonic and elementary. Solitonic monopoles, such as ’t Hooft-Polyakov monopoles [4, 5], which exist in all Grand Unified Theories (GUTs), are smooth semiclassical solutions of the field equations with a nonzero physical size. Their mass is determined by the parameters of the theory, and in typical GUTs, it is very high, above $10^{16}$ GeV. There have been attempts to construct theories with lower mass solitonic monopoles [6–12], which would bring them within the reach of particle experiments. In contrast, elementary Dirac monopoles [13–16] appear as fields in the Lagrangian, in the same way as any Standard Model particle, and therefore the bare particles are pointlike. Their mass is a free parameter, only constrained by experiments.

At large distances the properties of magnetic monopoles depend only on their mass, $m$, and two discrete parameters, determining their spin, $s$, and magnetic charge, $g$. In principle they may also have an electric charge [17–19]. In contrast, the short-distance details of magnetic monopoles vary depending on the theory, in particular depending on whether the monopoles are elementary particles or semiclassical solitons.

The possibility of producing magnetic monopoles in particle colliders has been considered extensively [20, 21] and is currently the focus of a dedicated experiment at the Large Hadron Collider (LHC), MoEDAL [22]. In the absence of a positive discovery, these experiments place upper bounds on the monopole production cross section. To turn these into constraints on the theory, one would need a reliable theoretical description of the monopole production process. It is conventional for experiments to report mass bounds based on the tree-level Drell-Yan cross section

$$\sigma_{DY} = \frac{q_q^2 g^2}{12\pi E^2},$$

where $q_q$ is the quark electric charge and $E$ is centre-of-mass energy, even though it is known to be inapplicable. The difficulty is that magnetic monopoles are necessarily strongly coupled due to the Dirac quantisation condition [1], which inversely relates magnetic and electric charges, $g$ and $e$, by

$$eg = 2\pi n, \quad n \in \mathbb{Z}.$$  

Thus the magnetic fine structure constant is $g^2/4\pi = \pi/e^2 \approx 34 \gg 1$, implying that perturbation theory breaks down.

It is believed [23, 24] that in proton-proton collisions, the production of solitonic monopoles,
such as GUT monopoles and other \textsuperscript{'}t Hooft-Polyakov monopoles, is suppressed by
\begin{equation}
\sigma_{pp \rightarrow M\bar{M}} \propto e^{-4/\alpha} \sim 10^{-236},
\end{equation}
independently of collision energy. This overwhelming factor would rule out the production of solitonic magnetic monopoles in proton-proton collisions, even for very high collision energies and luminosities. The suppression can be understood as arising from the large number of degrees of freedom in the final state compared to the initial few-particle state, or from the exponentially small overlap between the hard initial state and the spatially extended final state. Although Eq. (3) is somewhat conjectural for magnetic monopoles, it has been explicitly demonstrated for the analogous processes of scalar vacuum decay \cite{25}, semiclassical \cite{(B - L)} violating processes \cite{26, 28} (though there has been some dispute in this case \cite{29, 30}) and scalar soliton production \cite{31, 34}

For elementary Dirac monopoles these arguments do not apply. However, once dressed, elementary monopoles are far from point-like. It has been argued that photon-magnetic monopole interactions are effectively delocalised on the scale of the classical radius, or Thompson scattering length, of the monopole, $r_{cl} = g^2/(4\pi m) \gg 1/m$ \cite{35, 37}. The original argument of Ref. \cite{35}, in an S-matrix language, relies on the Thompson formula \cite{38, 39}, the Kramers-Kronig dispersion relations \cite{40} and the optical theorem, all of which are valid beyond the weak coupling expansion. Note that for weakly coupled particles, such as electrons, the classical radius is smaller than the Compton wavelength and hence is dynamically irrelevant. Thus it is the strong coupling of magnetic monopoles which leads to their large effective size.

Such a dressed elementary monopole state will have an exponentially small overlap with any hard state with energy $E \sim m$. As a consequence, one would expect the cross section for elementary monopole production from a hard initial state to also be exponentially suppressed,
\begin{equation}
\sigma_{pp \rightarrow M\bar{M}} \propto |\langle M\bar{M}|\hat{O}|E\rangle|^2,
\end{equation}
\begin{equation}
\sim \left| \int dx \ \psi_{M\bar{M}}(x)Oe^{-iEx} \right|^2,
\end{equation}
\begin{equation}
\lesssim e^{-2E r_{cl}} \leq e^{-4/\alpha},
\end{equation}
where $\hat{O}$ is some operator characterising the interaction. As long as $O$ is not exponentially large, the exponential suppression should not depend on it. This argument follows that of Landau \cite{41, 44} (see also Section 7 of Ref. \cite{55} for a recent discussion). In going from the second to the third line we have assumed the monopole-antimonopole state, $\psi_{M\bar{M}}$, to be a smooth function, varying on the scale $r_{cl}$ and have used the Riemann-Lebesgue lemma (see also \cite{52}). On the third line we have used that $E \geq 2m$ for monopole production to be kinematically possible. Of course this is not a complete argument, but it means that mass bounds obtained by assuming the tree-level Drell-Yan cross section \cite{1} may be off by many orders of magnitude.

In heavy-ion collisions, none of these arguments for exponential suppression apply. This is because the fundamental process of magnetic monopole pair production does not proceed from a hard initial state with a small number of degrees of freedom. Instead, pair production proceeds by the quantum-mechanical decay of a classically-occupied electromagnetic field, the Schwinger mechanism \cite{46, 50}. This nonperturbative process cannot be reduced to a sum over processes involving small, finite numbers of photons.

The magnetic fields present in heavy-ion collisions are the strongest in the known universe \cite{51}. Stronger fields give a greater probability of pair production, so heavy-ion collisions provide the most promising terrestrial possibility of producing magnetic monopoles. A reliable computation of the production cross section for magnetic monopoles in these collisions is thus of high experimental and theoretical interest. If this can be achieved, then, at particle colliders such as the LHC, it will be possible to confirm or rule out the existence of magnetic monopoles with masses in a certain, computable range.

A comprehensive review of the electromagnetic fields in heavy-ion collisions can be found in Ref. \cite{51}. Two electron-stripped ions (commonly lead, gold or uranium) travel towards each other at highly relativistic speeds, generating strong electromagnetic fields. After the collision, a quark-gluon plasma (QGP) is believed to form within a time $t_0 \sim 0.2\text{-}0.6 \text{ fm/c}$ \cite{52} (at LHC energies). However, for ultrarelativistic collision energies the magnetic field is expected to decrease in strength significantly from its peak magnitude before QGP formation: for TeV collisions at LHC the decay timescale for the magnetic field is $O(10^{-3} \text{ fm/c})$. As a consequence, we do not expect the QGP to have a significant effect during the time which monopoles are most likely
to be produced, so we do not include this in our analysis. Furthermore as the timescales we consider occur well before thermalisation (which is necessarily after the time of QGP formation), we do not include finite-temperature effects.

Bounds on monopole masses that do not rely on perturbative techniques are currently scarce and lenient. The earliest reliable bounds arise from the expectation that sufficiently light monopoles would be produced thermally during reheating [53–55]. Using experimental bounds on monopole flux [56–58] and noting that the universe during reheating must have been hotter than during Big Bang Nucleosynthesis, the mass bound $m \gtrsim 0.45 \text{ GeV}$ can be obtained. In Ref. [59] somewhat stronger bounds were obtained by considering Schwinger production, giving a lower bound of $O(1 \text{ GeV})$ dependent on the monopole charge.

The most stringent mass bounds have been obtained by considering Schwinger production in relatively low-energy ($\sqrt{s_{NN}} \approx 17 \text{ GeV}$) heavy-ion collisions at the Super Proton Synchrotron (SPS) [59, 60]. A magnetic field constant in both space and time was assumed, in addition to a finite temperature. In such collisions QGP formation occurs over a timescale comparable to the decay time of the fields, so it was argued there that thermal effects should be taken into account. For LHC collisions, however, these assumptions are not expected to be valid.

In this paper we relax the constant-field assumption and consider monopole production in the inhomogeneous electromagnetic fields in ultrarelativistic heavy-ion collisions. We present approximate analytical expressions for the fields that fit well to direct numerical integrations for ultrarelativistic collisions. For reasons outlined above, we neglect thermal effects.

Schwinger production in inhomogeneous fields at weak coupling has been subject to previous study [61–68] — results indicate that spatial inhomogeneity tends to suppress production whilst time dependence enhances it. We argue that due to the form of the magnetic fields in heavy-ion collisions, when considering monopole production, the effects of time dependence dominate over those of the spatial dependence, leading to strongly enhanced production over the constant field case. Furthermore, our results suggest that the effect of the time dependence on the functional form of the production probability is independent of collision energy for a given monopole mass.

A careful consideration of the validity of our approximations shows that the parameter regions in which our results are valid are unfortunately unobtainable in real heavy-ion collisions. This is due, in part, to the particular values of charges and radii of stable nuclei that happen to exist in nature. In an alternative universe where significantly higher nuclear charges are possible, our approximations are sound and predict rather large production cross sections for magnetic monopoles. If we naively extrapolate our results beyond their region of applicability, to leading order in an expansion in monopole self-interactions they suggest that one could produce monopoles in the hundreds of GeV mass range at the LHC (see Fig. 9). Further, higher-order corrections only seem to enhance the cross section. Despite the breakdown of our approximations, we provide answers to important questions regarding the effect of field inhomogeneity on monopole production, and reveal the next steps required to obtain reliable mass bounds in the LHC era.

The paper is organised as follows. In Section II we outline our general approach to the computation of the monopole production cross section, briefly reviewing the worldline instanton formalism as applied to magnetic monopoles. In Section III we calculate the electromagnetic fields in ultrarelativistic heavy ion-collisions and find a simple fit to their functional form. Armed with this, we compute the worldline instanton in Section IV analytically and numerically in certain regions of parameter space. Appendix A gives details of our numerical discretisation. In Section V we discuss the consequences of our results for magnetic monopole searches and in Section VI we conclude.

Throughout we use units such that $c = \hbar = \epsilon_0 = k_B = 1$.

II. GENERAL APPROACH

If magnetic monopoles exist, then magnetic fields can decay into magnetic monopole pairs [49]. This is the electromagnetic dual of Sauter-Schwinger pair production [46, 48].

Schwinger pair production can be formulated as a vacuum decay process. In this case the so-called false vacuum, $|\Omega\rangle$, is the vacuum state in the absence of the external field. It contains no charged particles. The probability of the decay
of this state is given by

\[ P = 1 - |\langle \Omega | \hat{S}(\Omega) \rangle|^2 = 1 - e^{2\text{Im}(iW)}, \]  

(5)

where \( \hat{S} \) is the S-matrix including the external field and \( W \) is defined by \( e^{iW} := \langle \Omega | \hat{S}|\Omega \rangle \). For slow vacuum decays, where the decay rate is much slower than other relevant timescales, the calculation of \( P \) can be formulated in Euclidean time \([69–72]\). In this case

\[ P \approx 2\text{Im}(W_E), \]  

(6)

where \( W_E \) is defined by \( e^{-W_E} := \langle \Omega | \hat{S}_E|\Omega \rangle \) and \( \hat{S}_E \) is the Wick rotated “S-matrix”, again including the external field.

In the following we consider Schwinger pair production to be the only mechanism of pair production. Thus our results provide a lower bound on the true cross section of pair production. The problem then factorises into i) the calculation of the electromagnetic field as a function of the collision parameters and ii) the calculation of the probability to produce magnetic monopoles from a given electromagnetic field.

We will treat the electromagnetic field of the ions as a classical background or external field. We include the effect of quantum photon fluctuations to the pair production process itself, though we do not include contributions from fluctuations inherent to the ions. With this assumption, the cross section for magnetic monopole pair production takes the form,

\[ \frac{d\sigma_{MM}}{db} = 2\pi b \, P \left( F_{\mu\nu}^{\text{ext}}(\sqrt{s},b) \right), \]  

(7)

where the factor of \( 2\pi b \) is simply the geometric differential cross section, and \( F_{\mu\nu}^{\text{ext}}(\sqrt{s},b) \) is the classical electromagnetic field. Note that it does not matter whether or not the ions actually collide, as strong electromagnetic fields are also produced by near-misses. We leave determining \( F_{\mu\nu}^{\text{ext}}(\sqrt{s},b) \) to Section [III]. For the rest of this section, we will outline the calculation of the probability of pair production for a given electromagnetic field.

Magnetic monopoles couple to the gauge field which generates the electromagnetic dual field, \( \tilde{F}_{\mu\nu} := \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma} \), where \( \epsilon^{\mu\nu\rho\sigma} \) is the Levi-Civita symbol, \( \epsilon^{0123} = 1 \),

\[ \tilde{F}_{\mu\nu} = \begin{pmatrix} 0 & B_1 & B_2 & B_3 \\ -B_1 & 0 & E_3 & -E_2 \\ -B_2 & -E_3 & 0 & E_1 \\ -B_3 & E_2 & -E_1 & 0 \end{pmatrix}. \]

The dual gauge field, \( \tilde{A}_\mu \), satisfies \( \tilde{F}_{\mu\nu} = \partial_\mu \tilde{A}_\nu - \partial_\nu \tilde{A}_\mu \), and is simply a rearrangement of the usual two degrees of freedom of the photon field — it contains no extra degrees of freedom.

We first consider elementary, scalar magnetic monopoles, \( \phi \), with charge \( g \) and mass \( m \). The introduction of the external field, \( A_\mu^{\text{ext}} \), is achieved by shifting the gauge field in the covariant derivative of \( \phi \). The Euclidean Lagrangian for the photon field, \( F_{\mu\nu} \), coupled to spin 0 monopoles is then

\[ L_{s=0} := \frac{1}{4} F_{\mu\nu} F_{\mu\nu} + \bar{\psi}(\slashed{\partial} + m)\psi + m^2 \phi\phi^* + \frac{\lambda}{4} (\phi\phi^*)^2, \]  

(8)

where \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) is the field strength and \( \slashed{\partial} = \partial_\mu + ig A_\mu^{\text{ext}} + ig A_\mu \) is the dual covariant derivative. The indices \( \mu \) and \( \nu \) run over 1,2,3,4 and we keep all indices down for tensors in Euclidean signature.

Using the electromagnetic duality symmetry in the form \( F_{\mu\nu} F_{\mu\nu} = F_{\mu\nu}^{\text{ext}} F_{\mu\nu}^{\text{ext}} \), we may dualise the photon kinetic term, writing the whole Lagrangian in terms of \( A_\mu^{\text{ext}} \). At this point, given the gauge field is integrated over, the tilde is merely notational and one may drop it entirely, resulting in the Lagrangian for scalar quantum electrodynamics (SQED) at strong coupling, except with external field \( A_\mu^{\text{ext}} \) rather than \( A_\mu^{\text{ext}} \). The result is that we calculate the Schwinger pair production of (strongly coupled) electrically charged particles from a time-dependent external electric field, but we refer to their charge as the magnetic charge \( g \) and to the external field as the magnetic field \( B \). The duality transformation in this case is simple because we do not treat the electrically charged particles of the heavy ions as dynamical — their interactions with the magnetic monopoles are assumed to be entirely through \( A_\mu^{\text{ext}} \).

We will assume in the following that the scalar self-coupling, \( \lambda \), is sufficiently small that we may ignore it, at least in the range of energies considered. Of course photon loops will generate this term. However, the term is a point-like interaction between scalar loops (given no external legs) and, in the dilute instanton approximation that we will make, such loops are subdominant and are neglected. Note that for spin 1/2 elementary monopoles no such term would arise, the Euclidean Lagrangian being

\[ L_{s=1/2} := \frac{1}{4} F_{\mu\nu} F_{\mu\nu} + \bar{\psi}(\slashed{\partial} + m)\psi, \]  

(9)
where the Feynman slash here denotes contraction with the 4D Euclidean gamma matrices (see Ref. [73] for a definition). The dualisation of this Lagrangian is exactly as for the spin 0 case, resulting in quantum electrodynamics (QED) at strong coupling and with external field \( \hat{A}_\mu^{\text{ext}} \).

By purely formal manipulations, the partition functions for QED and SQED can be re-expressed exactly as path integrals over interacting worldlines [50, 74]. This representation is valid to all orders in \( g \). For SQED it reads

\[
W_E = -\log \left[ 1 + \sum_{n=1}^{\infty} \frac{1}{n} \prod_{a=1}^{n} \left( \int_0^\infty \frac{ds_a}{s_a} \int \mathcal{D}x_\mu^a e^{-S[x^a; s_a; A_\mu^{\text{ext}}]} e^{g^2 \sum_{b<c} \int \theta(x_\mu^a - x_\mu^b) G_{\mu\nu}(x^a, x^b)} \right) \right].
\] (10)

The functional integrals over the \( x_\mu^a := x_\mu(a) \) are over closed worldlines in 4D Euclidean space. The \( s_j \) are often referred to as Schwinger parameters and \( G_{\mu\nu} \) is the free photon propagator. The Euclidean worldline action is given by,

\[
S[x; s; \hat{A}_\mu^{\text{ext}}] = \frac{m^2 s}{2} + \frac{1}{2\pi} \int_0^1 d\tau \dot{x}_\mu \dot{x}_\mu - ig \int_0^1 \hat{A}_\mu^{\text{ext}} \dot{x}_\mu du + \frac{g^2}{8\pi^2} \int_0^1 d\tau \int_0^1 d\tau' \dot{x}_\mu(\tau) \dot{x}_\mu(\tau') |x(\tau) - x(\tau')|^2,
\] (11)

where in the last term we have inserted an explicit expression for \( G_{\mu\nu} \) in a generic \( R_\xi \) gauge and noted that the gauge dependent terms vanish for closed worldlines.

The last term in Eq. (11) is a double integral over the worldline, weighted with the photon propagator. It accounts for the interactions between different points on the worldline. For coincident points there is a UV divergence [75, 78], proportional to the length of the worldline and hence a power-like divergence. It can be identified with the usual UV-divergent contribution to the charged particle self-energy, which is removed by adding a mass counterterm. For worldlines without self-intersections or kinks, this is the only divergence of this term. Various regularisation schemes exist, and, just as in the field representation, the power-like divergence is absent in dimensionless regularisation schemes.

For spin 1/2 monopoles, Eqs. (10) and (11) are modified by the addition of spin-dependent terms in the action [74, 78, 79]. However, in the presence of weak external fields these terms are subdominant in powers of the weak field relative to the spin 0 part. For weak, constant, external fields, they contribute to the semiclassical prefactor, simply resulting in an overall factor of the number of degrees of freedom of the final state [50, 74]. For spacetime-dependent fields, the spin-dependent corrections could be more complicated than this and are worth understanding, but they are nevertheless subdominant so we do not treat them further here.

For sufficiently weak external fields, the probability of pair production is exponentially small. In this case, one finds that the pair production is well described by the leading nonzero term in a Virial (or cluster) expansion of Eq. (10). Higher order terms are exponentially suppressed relative to this leading term. In the leading term, the imaginary part of the integral is dominated by a saddlepoint of the action, a worldline instanton \( x_\mu^{\text{inst}} \). The action

\[
S_{\text{inst}} = S[x_\mu^{\text{inst}}; s^{\text{inst}}; \hat{A}_\mu^{\text{ext}}]
\] (12)

of this worldline instanton gives the exponential suppression of the probability,

\[
\text{Im } W_E \sim e^{-S_{\text{inst}}}.
\] (13)

Integrating over quadratic fluctuations about the instanton gives the prefactor of the exponent, to leading order.

The combination of the semiclassical approximation and the Virial expansion are together referred to as the dilute instanton approximation, which we will make in what follows. The validity of this approximation relies on the dominance of a single worldline instanton in the integral over all worldlines. Thus we require the usual condition for semiclassicality,

\[
S[x_\mu^{\text{inst}}; s^{\text{inst}}; \hat{A}_\mu^{\text{ext}}] \gg 1
\] (14)

where \( x_\mu^{\text{inst}} \) and \( s^{\text{inst}} \) are the saddlepoint values, i.e. the worldline instanton. Further, we require that all scales of the worldline instanton are large.
compared with the scale on which small, virtual monopole-antimonopole pairs become important,

\[ \text{Min} \left[ R_C(x_{\mu}^{\text{inst}}(\tau)) \right] \gg \frac{r_{cl}}{2}, \quad (15) \]

where \( R_C(x_{\mu}^{\text{inst}}(\tau)) \) is the radius of curvature (the inverse of the Gaussian curvature) of the worldline instanton at a point \( \tau \). The size of virtual monopole-antimonopole pairs, \( r \), be estimated by equating the rest mass of a monopole-antimonopole pair, \( 2m \), to their Coulomb attraction, \( g^2/(4\pi r) \), resulting in \( r = r_{cl}/2 \). Equation (15) is important to ensure that the effects of virtual monopole-antimonopole pairs can be factored out of the instanton calculation, affecting only the running of couplings [80]. Note that when this condition is satisfied, the scales of the worldline instanton are also much larger than the size of a dressed elementary monopole. We make no approximations with regard to the coupling, \( g \).

So far in this section we have only discussed elementary monopoles. Solitonic monopoles are bound states of elementary fields and do not have their own local field operator appearing in the Lagrangian. Their size is generically of the same order as the classical monopole radius [37]. Hence, when Eq. (15) is met, solitonic monopoles are much smaller than the minimum radius of curvature of the worldline instanton. In this case solitonic monopoles can be described by an effective field theory identical to that of elementary monopoles [19] [81] [84], meaning that our calculations are also applicable to them. This is because only the photon and graviton are massless and hence at long distances all monopoles with the same mass, spin and charge look the same.

\[ \gamma_{\text{LHC}} \approx \frac{\sqrt{s_{NN}}}{2m_p} \approx 2675. \quad (16) \]

In the following, we will therefore assume that \( \gamma \gg 1 \).

The electromagnetic fields in ultrarelativistic heavy-ion collisions have been studied by many authors and are reviewed in Ref. [51]. The electric fields of the ions are length contracted, being localised into an angular region of size \( O(1/\gamma) \) about the perpendicular to the direction of motion [84]. A magnetic field is induced perpendicular to both the electric field and the direction of motion. In the ultrarelativistic limit, the magnetic field is of the same magnitude as the electric field. The strength of the electromagnetic fields is enhanced by the use of ions with large atomic numbers, \( Z \gg 1 \).

To describe the collision, we use lab coordinates with spacetime origin at the point of closest approach of the two ions. The beam axis points along the \( x^3 \) direction and the impact parameter points along the \( x^1 \) axis. Peripheral collisions (or even near-misses) lead to the largest magnetic fields. In this case there are only \( O(1) \) participant nucleons in the collision and the spectator nucleons dominate the field up to \( O(Z^{-1}) \) corrections, which we drop [85]. We do not include the conductivity of the ions as this does not significantly affect the fields at very early times when the magnetic field is greatest [86]. We also neglect quantum corrections to the heavy-ion generated fields, as these are expected to be small [37].

In the calculation of the electromagnetic field due to the ions, we adopt a mean-field approximation, treating the nuclei as a classical Woods-Saxon charge distribution,

\[ \rho_{\text{WS}}(r, R, a) = \frac{A}{1 + e^{(r-R)/a}}, \quad (17) \]

where \( r \) is the position from the centre of the nucleus, the parameters \( R \) and \( a \) are taken from experiment and \( A \) is merely a normalisation. For numerical evaluations, we adopt the values \( R = 6.62 \pm 0.06 \text{fm} \) and \( a = 0.546 \pm 0.010 \text{fm} \) for lead ions, based on data from low-energy electron-nucleus scattering experiments [88] [89].

The spectator nuclei move on inertial trajectories and hence, to calculate their electromagnetic
fields, one need only boost the Coulomb field (or use the Liénard-Wiechert potentials) and integrate over Eq. (17). At the spacetime origin of the coordinate system the electric field cancels, by symmetry, while the magnetic fields of the two nuclei double up. At this point the magnetic field points in the $x^2$ direction. Its magnitude here is the global maximum of all of the components of the electromagnetic field and is proportional to $\gamma$. It is the field in the neighbourhood of this point that is most likely to produce magnetic monopoles, if such particles exist. As such, it is important to know how the magnetic field dies off away from this point, and how the other components of the electromagnetic field increase.

By scaling the integrals determining the electromagnetic field, one can show the following parametric relations

$$\begin{align*}
\frac{\partial F_{\mu\nu}}{\partial x^1} &\sim \frac{\partial F_{\mu\nu}}{\partial x^2} \sim \frac{F_{\mu\nu}}{R}, \\
\frac{\partial F_{\mu\nu}}{\partial x^3} &\sim \frac{\partial F_{\mu\nu}}{\partial x^0} \sim \frac{F_{\mu\nu}}{R/\gamma},
\end{align*}$$

where $F_{\mu\nu}$ is any component of the electromagnetic field and we have taken $R \sim b \sim a$, in that all are proportional to zero powers of $\gamma$. Thus for very large $\gamma$ the electromagnetic fields are localised to a region of size $O(R/\gamma)$ in the $x^3$ and $x^0$ directions and of size $O(R)$ in the $x^1$ and $x^2$ directions. As we will see, the pair production process is localised to within a region of size $O(R/\gamma)$, hence we can drop dependence on the $x^1$ and $x^2$ directions and focus on the $x^3$ and $x^0$ dependence.

In this case only two components of the electromagnetic field are nonzero, $B_2$ and $E_1$. The electromagnetic dual of this field configuration is given by $\tilde{E}_2 = B_2$ and $\tilde{B}_1 = -E_1$. The results of performing the integrals of the Liénard-Wiechert potentials over the Woods-Saxon distributions are shown in Fig. 1. The corresponding scalar invariants are given in Fig. 2. Inspired by the field configurations for point-like charges, we find that the results can be well approximated by
where $B$ is the value of the magnetic field at the spacetime origin, $\omega \approx 1$ is the ion speed and $\omega$ is a fit parameter. Both depend on the particular heavy-ion collision considered through $b$ and $\gamma$ (or $\sqrt{s}$). In Fig. 2 we show the magnetic field along with our fit at $x^3 = 0$. Relative deviations from our fit are only a few percent, so we do not complicate our fit function to account for them.

The largest cross section for pair production, found by a quadratic fit to the numerical data and, like $b_{\text{max}}$, is independent of $\gamma$. For fixed $b$, the magnetic field is a linearly increasing function of $\gamma$. For $b = b_{\text{max}}$, we find

\[ B(b_{\text{max}}, \gamma) \approx c_B \frac{Ze\nu\gamma}{2\pi R^2}, \]

where we have written the result in terms of that for point-like ions, and the numerical coefficient $c_B \approx 0.78$ is independent of $\gamma$.

The second parameter of the fit, $\omega$, is of order $\gamma/R$, as is clear from Eqs. (18). We find

\[ \omega(b_{\text{max}}, \gamma) \approx c_\omega \frac{\nu\gamma}{R}, \]

where the numerical coefficient $c_\omega \approx 0.92$ is independent of $\gamma$. For $b \lesssim b_{\text{max}}$ we find that $\omega$ is approximately independent of $b$, whereas for $b \gtrsim b_{\text{max}}$ it decreases approximately linearly,

\[ \omega(b, \gamma) \approx \omega(b_{\text{max}}, \gamma) \left( 1 - \frac{c_{\omega 1}}{R} \theta(b - b_{\text{max}})(b - b_{\text{max}}) \right), \]

where $c_{\omega 1} \approx 0.25$ and is independent of $\gamma$ for $\gamma \gtrsim 5$. Of course the transition is not as sharp as the step function suggests, but is smoothed over a region of size $a$ (see Eq. (17)). That $\omega$ is smaller for $b \gtrsim b_{\text{max}}$ than for $b \lesssim b_{\text{max}}$ will lead to a reduction of the production cross section for near misses with respect to peripheral collisions.

In our calculations of the fields, we have not included event-by-event fluctuations in nucleon positions, which cause deviations from our mean-field results \[87\]. However, inclusion of these effects does not change the scaling relations outlined above: the field variation in the transverse direction varies over a larger distance (by a factor of $\sim \gamma$) than the longitudinal fluctuations, and the approximate analytic expression for the time dependence still holds. Furthermore, at the spacetime origin, the longitudinal component of the magnetic field, and the components of the electric field, remain at least as small as the transverse magnetic field.
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FIG. 3. Plot of the nonzero scalar invariant of the electromagnetic field, \( \frac{1}{2} F_{\mu\nu} F^{\mu\nu} = B^2 - E^2 \). In this plane, the other scalar invariant, \( \frac{1}{4} F_{\mu\nu} \tilde{F}^{\mu\nu} = E \cdot B \), is zero and away from this plane it is suppressed relatively by \( \gamma \).

IV. THE WORLDLINE INSTANTON

In this section we determine the worldline instanton for the field in a high-energy heavy-ion collision, and calculate the corresponding exponential dependence of the pair production probability. This is given by

\[ P \approx D e^{-S}, \]

where \( S \) is the classical action \[11\] evaluated at its saddlepoint, and \( D \) is the semiclassical prefactor, given by a functional determinant.

The fields of interest are those given in \[19\]. To find instantons we perform a Wick rotation \( x^{0} \rightarrow ix^{4} \), yielding the Euclidean fields

\begin{align*}
B_{E}^{2} &= \frac{-iB}{2} \left( \frac{1}{(1 + \omega^2(ix_{4} - x_{3}/v)^2)^{3/2}} + \frac{1}{(1 + \omega^2(ix_{4} + x_{3}/v)^2)^{3/2}} \right), \\
E_{1}^{E} &= \frac{B}{2} \left( \frac{1}{(1 + \omega^2(ix_{4} - x_{3}/v)^2)^{3/2}} - \frac{1}{(1 + \omega^2(ix_{4} + x_{3}/v)^2)^{3/2}} \right),
\end{align*}

where \( \omega \) is a constant that is defined to be complex. \[25\]

From the symmetry of the field it is clear that such a solution exists in the plane \( x_{1} = x_{3} = 0 \), where the fields reduce to

\begin{align*}
B_{E}^{2}(x_{1,3} = 0) &= \frac{-iB}{(1 - (\omega x_{4})^2)^{3/2}}, \\
E_{1}^{E}(x_{1,3} = 0) &= 0.
\end{align*}

The instanton equations then reduce to those in a purely time-dependent magnetic field. This feature of instantons in fields where the spatial variation is perpendicular to the direction of the field has been noted previously in Ref. \[90\].

The exponential dependence of the pair production probability is determined completely by the action of the worldline instanton, the effects of the inhomogeneity in the transverse spatial directions will only contribute to the production probability at the level of the prefactor. This considerably simplifies the problem of computing the pair
production probability: Schwinger production in fields that vary along a single spacetime dimension have been widely studied \cite{61–68}.

Henceforth for notational convenience all fields will be implicitly Euclidean unless otherwise indicated.

Following Ref. \cite{50} we treat the worldline self-interaction term separately, writing the action \( S[x_\mu] \) as

\[ S[x_\mu, s] = S_0[x_\mu, s] + \Delta S[x_\mu] \]  

where

\[ S_0[x_\mu, s] := \frac{m^2 s}{2} + \frac{1}{2s} \int_0^1 d\tau \dot{x}_\mu \dot{x}_\mu \]

\[ -ig \int_0^1 d\tau \dot{A}_\mu^{\text{ext}} \dot{x}_\mu, \]

\[ \Delta S[x_\mu] := \frac{g^2}{8\pi^2} \int_0^1 d\tau \int_0^1 d\tau' \frac{\dot{x}_\mu(\tau) \dot{x}_\mu(\tau')}{|x(\tau) - x(\tau')|^2}. \]  

In Sections IV A and IV B we assume that \(|\Delta S| \ll |S_0|\) when evaluated at the saddle point. Note that this is not a perturbative expansion in \( g \); the precise conditions for this relation to hold will be examined at the end of Section IV B. In Section IV C we perform a full calculation treating \( \Delta S \) to all orders, numerically.

A. Worldline instanton without self-interactions

It is convenient to choose a gauge such that the dual electromagnetic potential is

\[ \dot{A}_\mu^{\text{ext}} = \frac{iBx_4}{\sqrt{1 - (\omega x_4)^2}} \delta_{\mu 2}. \]  

Note that Eq. (31) is gauge invariant, due to the worldline being closed, so we are free to choose a gauge. Ignoring the self-interaction term the worldline instanton stationarises

\[ S_0[x_\mu, s] = \frac{m^2 s}{2} + \frac{1}{2s} \int_0^1 d\tau \dot{x}_\mu \dot{x}_\mu \]

\[ + gB \int_0^1 d\tau \frac{\dot{x}_2 x_4}{\sqrt{1 - (\omega x_4)^2}}. \]  

Worldline actions of this form have been extensively studied by Dunne et. al \cite{66, 67}. In order to follow the general prescription outlined in Ref. \cite{67} (motivated by the work of Keldysh on ionisation in inhomogeneous fields \cite{91}) we define the the dimensionless \textit{Keldysh parameter}

\[ \xi := \frac{m\omega}{gB}. \]  

We choose to use \( \xi \) instead of the more conventional \( \gamma \) in order to avoid confusion with the Lorentz factor. The physical interpretation of \( \xi \) when considering monopole production in heavy-ion collisions is discussed in Section V.

It was shown in Refs. \cite{61, 62} (in the context of electron-positron pair production) that, at the saddle point, the non-self-interacting action \( S_0 \) evaluates to

\[ S_0[x_\mu(0)] = \frac{2m^2}{gB} \int_{-1}^1 dy \sqrt{1 - y^2} \]

\[ = \frac{4m^2}{gB\xi^2} \left[ E(-\xi^2) - K(-\xi^2) \right], \]  

where \( E \) and \( K \) are elliptic integrals, and \( x_\mu(0) \) denotes the worldline instanton for the non-self-interacting action (detailed below). This result is shown as the red curve in Fig. 4.

As \( \xi \rightarrow 0 \),

\[ S_0[x_\mu(0)] \rightarrow \frac{\pi m^2}{gB}; \]  

the constant-field result is obtained. For a rapidly varying field (\( \xi \gg 1 \)),

\[ S_0[x_\mu(0)] \rightarrow \frac{4m^2}{gB\xi} = \frac{4m}{\omega}. \]  

FIG. 4. Plot of the worldline instanton action as a function of the Keldysh parameter in various levels of approximation. The red line is the result without self-interactions, Eq. (33), the green line includes the leading correction from self-interactions, Eq. (54), and the blue line gives the numerical, all-orders results of Section IV C for \( g^3B/m^2 \approx 1 \).
The functional form of the pair production probability — notably the mass dependence — changes in the limit of strongly time-dependent fields. This has important implications for the production of high-mass monopoles in heavy-ion collisions, discussed in Section V.

In Refs. [66, 67] the fluctuation prefactor $D$ (see Eq. (24)) for fields of the form (28) is also calculated, and is given approximately by

$$D \approx (2s + 1)V_3 \frac{\sqrt{2\pi(gB)^{3/2}}}{32\pi^2 (1 + \xi^2)^{3/4}} \frac{E(-\xi^2) \sqrt{(1 + \xi^2)K(-\xi^2) - (1 - \xi^2)E(-\xi^2)}}{\text{E}(-\xi^2)}, \tag{38}$$

where $s$ is the monopole spin and $V_3$ is the spatial volume factor. However, for our case the $x_3$ dependence of the field will modify the prefactor to leading order in $\gamma$. This is because the prefactor involves the determinant of fluctuations about the instanton, and fluctuations in the $x_3$ direction will feel this dependence. A full calculation of the prefactor for our fields should be possible and is planned for further work.

However, for the purpose of obtaining order-of-magnitude estimates, we note that the $\xi$-dependent part of the prefactor is equal to $1/\xi$ to within an $O(1)$ factor for all $\xi$: the prefactor is of the same order as that in the locally constant field approximation (LCFA) regardless of the magnitude of the Keldysh parameter. Noting this, we propose using the LCFA to approximate the prefactor also in the spatial directions (see Appendix B for details). In this approximation the curvature of the field at its maximum determines the prefactor. Denoting the much slower decay rate of the field in the $x_1$ and $x_2$ directions as $\Omega \ll \omega$, we therefore expect

$$D \sim \frac{(2s + 1)(gB)^4}{18\pi^3m^4\omega^2\Omega^2}, \tag{39}$$

to provide a reasonable estimate of the prefactor, up to an $O(1)$ multiplicative factor.

The shape of the worldline can be determined using a method closely related to that used in Ref. [66]. Contracting the Euclidean equations of motion (26) with $\dot{x}_\mu$ shows that $\dot{x}_\mu \dot{x}_\mu$ is a constant of motion, and varying the action with respect to the Schwinger parameter $s$ shows that its saddlepoint value satisfies

$$s^2 = \dot{x}_\mu \dot{x}_\mu. \tag{40}$$

Using the symmetry properties of the field, Eq. (26) simplifies significantly; the non-trivial relations remaining are

$$\ddot{x}_2 = \frac{gB}{m} \frac{s\dot{x}_4}{(1 - (\xi x_4)^2)^{3/2}}, \tag{41}$$

$$\ddot{x}_4 = -\frac{gB}{m} \frac{s\dot{x}_2}{(1 - (\xi x_4)^2)^{3/2}}, \tag{42}$$

$$s^2 = (\dot{x}_2)^2 + (\dot{x}_4)^2. \tag{43}$$

Integrating Eq. (41) gives

$$\dot{x}_2 = \frac{gB}{m} \frac{s x_4}{\sqrt{1 - (\omega x_4)^2}}, \tag{44}$$

and combining this with Eq. (43) gives

$$(\dot{x}_4)^2 = s^2 \left(1 - \frac{x_4}{\sqrt{1 - (\omega x_4)^2}}\right). \tag{45}$$

This can be integrated directly to give an explicit proper-time parametrisation of $x_4(\tau)$ and $x_2(\tau)$ in terms of Jacobi elliptic functions. However, the shape of the worldline in the $x_2$-$x_4$ plane can be seen more clearly from the implicit expression

$$\left(\frac{dx_4}{dx_2}\right)^2 = \frac{s^2 - (\dot{x}_2)^2}{(\dot{x}_2)^2} = \frac{s^2}{(\dot{x}_2)^2} - 1. \tag{46}$$

Substituting Eq. (44) gives

$$\left(\frac{dx_4}{dx_2}\right)^2 = \left(\frac{m}{gB}\right)^2 \frac{1}{(x_4)^2} - (\xi^2 + 1). \tag{47}$$

This can be readily checked to describe an ellipse: comparison with standard expressions gives the semi-major axis aligned along $x_4$:

$$a_4 = \frac{m}{gB} \frac{1}{\sqrt{1 + \xi^2}}, \tag{48}$$

and the semi-minor axis aligned along $x_2$:

$$a_2 = \frac{m}{gB} \frac{1}{1 + \xi^2}. \tag{49}$$

In corroboration with results from previous analyses [66, 67], the time dependence of the magnetic field contracts the worldline instanton and increases its departure from the circular constant-field result. The time dependence of the field can be parametrised by the Keldysh parameter $\xi$, and the constant-field result is obtained smoothly in the limit $\xi \to 0$. Plots of the non-self-interacting worldline instanton for different values of the Keldysh parameter are shown in Figure 5.
\begin{equation}
\Delta S = \frac{g^2}{8\pi^2} \int_0^1 d\tau \int_0^1 d\tau' \frac{\dot{x}_\mu(\tau)\dot{x}_\mu(\tau')}{|x(\tau) - x(\tau')|^2}.
\end{equation}

This self-interaction term was originally studied in a similar context in Ref. [50], where they considered a constant external field. As the non-self-interacting worldline instanton \ref{eq:nonsel} stationarises Eq. \ref{eq:action}, the leading order correction can be computed by evaluating \(\Delta S\) over the elliptical worldline described by Eq. \ref{eq:worldline}.

The self-interaction term is independent of the choice of worldline parametrisation, so we may choose to parametrise the non-self-interacting worldline instanton \(x(0)\) in terms of the cylindrical polar angle \(\theta = \tan^{-1}(x_4/x_2)\):

\begin{equation}
x(0)(\theta) = mB(1 + \xi)^2(0, \cos \theta, 0, \sqrt{1 + \xi^2}\sin \theta).
\end{equation}

This integral may be expressed as a double contour integral in the complex plane by performing the substitutions \(z = e^{i\theta}, z' = e^{i\theta'}\):

\begin{equation}
\Delta S[x(0)] = \frac{g^2}{8\pi^2} \oint_{|z| = 1} dz \oint_{|z'| = 1} dz' \frac{(z^2 + 1)(z'^2 + 1) - (1 + \xi^2)(z^2 - 1)(z'^2 - 1)}{(z - z')^2[1 - z z' + (1 + \xi^2)(1 + z z')]^2[1 + z z' - (1 + \xi^2)(1 - z z')]}.
\end{equation}

The integral can now be performed using the residue theorem. As the integrand is explicitly symmetric under \(z \leftrightarrow z'\) the order of integration is unimportant. The pole at \(z = z'\) corresponds to the expected divergence from coincident points \[50, 72\], which may be removed by adding a mass counterterm as previously discussed in Section II.

After subtracting this divergence, and noting that \(\xi > 0\) for all physical cases, we find

\begin{equation}
\Delta S[x(0)] = -\frac{g^2}{8} \left(\sqrt{1 + \xi^2} + \frac{1}{\sqrt{1 + \xi^2}}\right).
\end{equation}

This tends to the known result for the circular worldline \[50], in the constant-field limit \(\xi \to 0\),

\begin{equation}
\lim_{\xi \to 0} \Delta S[x(0)] = -\frac{g^2}{4}.
\end{equation}
We have also verified its agreement with a numerical evaluation of the integral with an explicit short-distance regularisation and counterterm following Ref. \[76\]. It qualitatively matches a numerical evaluation of the correction for fields with a similar time dependence presented in \[92\], universally enhancing production probability, with a stationary point at $\xi = 0$ and linear $\xi$ dependence in the large-$\xi$ limit. As in the constant-field case, the leading order self-interaction term is scale-invariant; it is only a function of worldline shape.

The exponential dependence of the monopole pair production probability in a high-energy heavy-ion collision is thus, to first order in the worldline self-interaction,

$$\ln P \sim -\frac{\pi m^2}{gB} \frac{4[E(-\xi^2) - K(-\xi^2)]}{\pi\xi^2} + \frac{g^2}{8} \left( \sqrt{1 + \xi^2} + \frac{1}{\sqrt{1 + \xi^2}} \right).$$

(56)

This is shown as the green curve in Fig. 4.

Examining the limits of this expression highlights the conditions under which the assumption $|\Delta S| \ll |S_0|$ is valid: as $\xi \to 0$ we retain the constant-field case, where the condition is

$$\frac{g^3 B}{4\pi m^2} \ll 1.$$  

(57)

However, for strictly constant fields, all higher order corrections vanish due to symmetry \[50\], and hence this condition is in fact not necessary. For $\xi \gg 1$, the condition becomes

$$\frac{g^3 B\xi^2}{32m^2} = \frac{g\omega^2}{32B} \ll 1.$$  

(58)

Note that both of these conditions may be achieved for any value of the monopole charge, $g$; the application of perturbation theory in the self-interactions does not require weak coupling. On the other hand, condition \[58\] always fails at high enough $\xi$, indicating that the leading-order self-interaction correction is then no longer sufficient.

### C. Self-interactions to all orders

Going beyond treating the self-interactions perturbatively, in this section we present our calculation of the worldline instantons taking self-interactions into account to all orders. In this case the equations of motion are integro-differential, due to the nonlocal nature of the self-interactions. Due to the lack of symmetries, these equations are rather hard to solve and hence we resort to a numerical approach, following Ref. \[83\] (see also Ref. \[93\]). We discretise the worldline, approximating it by a finite but large number of points, $N \gg 1$. The equations of motion are then simply $N$ nonlinear algebraic equations which we solve iteratively, using the Newton-Raphson method.

The self-interaction is singular at short distances, and hence needs regularisation. We follow the approach of Ref. \[76\] and introduce an explicit cut-off scale, $\alpha$. However, for numerical stability we modify the counterterm following Ref. \[83\] (see Appendix A for details). By solving the equations of motion for a range of cut-off scales, we can then extrapolate to the $\alpha \to 0$ limit, which we do following Ref. \[83\]. The explicit discretisation of the action that we use is given in Appendix A.

The number $N$ must be chosen such that the distance between neighbouring points, $|dx^i| := |x^{i+1} - x^i|$, is much smaller than the smallest scale in the problem, the cut-off, $\alpha$. Note that for a continuous worldline, the global reparametrisation symmetry $\tau \to \tau + c$ means that $\dot{x}_\mu \dot{x}_\mu$ is constant. Thus, to leading order in $1/N$, $|dx^i|$ is independent of $i$ and hence equal to $L[x]/N$, where $L[x]$ is the length of the loop. Further, the cut-off $\alpha$ must be chosen to be much smaller than any other scale in the problem. In summary we require

$$\frac{L[x]}{N} \ll \alpha \ll \min [\kappa, R_C(x; i)],$$  

(59)

where $R_C(x; i)$ is the radius of curvature of the worldline at the point $i$. We mostly used $N = 212$ points to describe the worldlines, though we also compared this to other values of $N$ in checking the $N \to \infty$ behaviour.

The blue curve in Fig. 4 shows the resulting instanton action for $g^3 B/m^2 = 1$. One can see that the agreement with the leading-order corrected result \[56\] is good, and the full action appears to be slightly lower. We were not able to reach higher $\xi$, where the higher-order corrections are expected to become more important, as for large $\xi$ the worldlines become highly curved and it was not possible to maintain the necessary hierarchy of scales, Eq. \[59\].

Fig. 6 shows the full action in the parameter region $(g^3 B/m^2, \xi) \in ([0, 1], [0, 2.5])$. For the rea-
FIG. 6. The worldline instanton action, $S$, scaled by $g B/m^2$. The contour plot shows the action is largest at the origin, for constant, weak fields, and decreases away from that, faster in the direction of $\xi$ than $g^3 B/m^2$. Here the numerical, all-order results are shown in blue alongside, in dashed red, the analytic approximation containing only the leading-order correction due to self-interactions, Eq. (56). Their close agreements shows that higher order corrections are small in this region of parameter space. In the top right, where the numerical results are absent, we were unable to obtain numerical solutions to the instanton equations due to the breakdown of Eq. (59).

reasons discussed above, we were not able to obtain results for the top right corner of the plot. We leave the numerical investigation of larger $g^3 B/m^2$ and $\xi$ for future work.

Our numerical results show remarkably good agreement with Eq. (56). Thus, at least in the regime we have considered, higher order terms in $g^3 B/m^2$ are small. This might have been expected, given that all higher order terms in $g^3 B/m^2$ vanish at $\xi = 0$ (50). However, extrapolating the $O(g^3 B/m^2)$ corrections to large $\xi$, one sees that they eventually dominate over the leading order term, making the action negative. Thus it is clear that higher order corrections must become important for large $\xi$.

In Fig. 7 we also show the effect of interactions on the shape of the worldline instanton. In the region of parameter space we have been able to explore numerically, interactions lead to a modest increase in the curvature of the worldline instanton. As we will discuss in Section V B 2, this suggests that self-interactions do not prevent the breakdown of the small monopole approximation at large $\xi$.

V. CONSEQUENCES FOR MONOPOLE SEARCHES

A. Temporal ‘Inhomogeneity’ as a property of the monopole

The key result from Section IV is Eq. (56), the exponential dependence of the monopole pair production probability. The time dependence of the field of the heavy-ion collision enters the rate, and the corresponding worldline instanton, through a single dimensionless parameter $\xi$, defined in Eq. (34) in terms of the peak value $B$ of the magnetic field and the decay constant $\omega$ of the field’s time dependence. As discussed in Section III for peripheral collisions (the type most likely to produce monopoles), Eqs. (21) and (22) give

$$B \approx c_B \frac{Z e v \gamma}{2\pi R^2},$$

$$\omega \approx c_\omega \frac{v \gamma}{R},$$

where

FIG. 7. The worldline instanton to all orders in the self-interactions at $(g^3 B/m^2, \xi) = (1, 1)$, shown in blue. This is compared to the analytic result without self-interactions, i.e. at $(g^3 B/m^2, \xi) = (0, 1)$, in dashed red. Self-interactions give a modest increase to the maximum curvature of the worldline instanton.
where $Ze$ is the heavy-ion charge, $R$ is the heavy-ion radius (in its rest frame), $v$ is the ion speed, $\gamma = 1/\sqrt{1-v^2}$ is the Lorentz factor of the collision, and $c_B$ and $c_\omega$ are $O(1)$ dimensionless constants. It follows then that the temporal ‘inhomogeneity’ of the magnetic field in a peripheral heavy-ion collision is given by

$$\xi \approx \frac{c_\omega 2\pi mR}{c_B Z e}. \quad (62)$$

The most striking consequence of this observation is that the temporal inhomogeneity of the field is independent of the energy of the collision. This may be understood by considering that, while the temporal extent of the field decreases proportionally to $\gamma$, the increase in peak field strength causes a contraction of the worldline instanton that precisely cancels this effect. If the field ‘looks constant’ — i.e. does not vary significantly over the worldline instanton — at any given relativistic energy, this holds for all relativistic energies.

The Keldysh parameter $|b\rangle$ for heavy-ion collisions can be expressed in an alternate form by utilising the Dirac quantisation condition (2). This gives

$$\xi \approx \frac{c_\omega mR}{c_B Ze}. \quad (63)$$

where $n$ is the Dirac charge of the monopole. The values of $R$ and $Z$ are specific to the colliding species, so for a given heavy-ion collision, $\xi$ is proportional to the ratio of the monopole mass to the Dirac charge. Using the commonly accepted values for lead-lead collisions at the LHC, $R = 6.62$ fm, $Z = 82$, and the numerical fits $c_\omega = 0.78$ and $c_B = 0.92$ obtained in Section III

$$\xi \sim \frac{m}{3n \text{ GeV}}. \quad (64)$$

This suggests that, when considering production of monopoles with mass greater than $\sim 3$ GeV, the time dependence of the magnetic field cannot be neglected at any relativistic energy. The current best theoretical mass bounds [59] are close to this scale, and many theoretical monopoles (e.g. [1] [5]) predict masses far greater. As a result, we conclude that the effects of time dependence are crucial to our understanding of potential magnetic monopole production in heavy-ion collisions.

For heavy monopoles (such that $\xi \gg 1$), the pair production probability has exponential dependence (to leading order in $(mR)^{-1}$)

$$\ln P \sim -\frac{4\pi mR}{v\gamma} + \frac{\pi^2 nmR}{2Ze^2}, \quad (65)$$

where we have dropped the dependence on the $O(1)$ constants, $c_B$ and $c_\omega$, for simplicity. Combining this with Eq. (39) for an approximation to the prefactor gives, for production of high-mass monopoles in peripheral heavy-ion collisions,

$$\left| \frac{d\sigma}{db} \right| \sim \frac{2(2s + 1)v^2\gamma^2 R^4 Z^4}{9\pi^2 m^4 R^3} e^{-\frac{4\pi mR}{v\gamma} + \frac{\pi^2 nmR}{2Ze^2}} \quad (66)$$

up to an $O(1)$ multiplicative factor. The total cross section can be obtained by including the impact parameter dependence of the fields (see Section III) and then integrating over all values of the impact parameter.

### B. Limitations of current approximations

The properties of heavy ions and the form of the magnetic fields in peripheral collisions are fixed, and, along with the Dirac quantisation condition, strongly constrain the parameter space in which our results could be applied. The only free parameters are the monopole mass, $m$, its Dirac charge $n$, and the collision Lorentz factor $\gamma$, which for the LHC heavy ions is given in Eq. (16). In this section we examine the assumptions made in Section IV and show that there is unfortunately no region in this parameter space where all our approximations are valid.

#### 1. The semiclassical approximation

The results of Section IV are valid providing that the conditions in Eqs. (14) and (15) are met. The first of these is the semiclassical approximation, requiring the stationary value of the action to be large.

For high-mass monopoles, $m \gg 3n \text{ GeV}$, the next-to-leading order action [65] is proportional to $mR \gg 1$, so the semiclassical approximation is satisfied as long as the action is positive (ignoring the fine-tuned edge case). As a result the semiclassicality condition is

$$n\nu\gamma \gtrsim \frac{8Ze^2}{\pi^2}, \quad (67)$$

or, taking $Z = 82$ for lead,

$$n\nu\gamma \lesssim 6. \quad (68)$$
This condition is not satisfied in the LHC heavy ion collisions, because of their high Lorentz factor [16]. The breakdown of the semiclassical approximation usually indicates unsuppressed particle production, as long as all other approximations are under control at this point. However, in our case [65] it happens because the self-interaction correction becomes comparable to the tree-level action and cancels it. Therefore it merely shows that one needs to include the self-interaction to all orders, as was done in Section [IV C]. However, in that section we were not able to explore the relevant regime, due to the difficulty of resolving the large hierarchy of scales that arises in this case.

While our current work focuses on magnetic monopoles, the need to include all orders in worldline self-interactions at high inhomogeneities is also relevant when considering Schwinger production of electrons. For high values of the Keldysh parameter, the curvature of the worldline instanton (scaled to its size) is so large that self-interactions cannot be ignored even for weak coupling. This explains the apparent ‘weak-field’ divergence of the results in Ref. [92]; it in fact corresponds to a departure from the small self-interaction regime. Under such conditions, the non-self-interacting worldline solution is no longer a good approximation to the true saddlepoint solution of the full action. Increasing curvature with increasing temporal inhomogeneity appears to be a general feature of time-dependent fields [66], so our current calculations and planned numerical work are relevant to a wider class of Schwinger production scenarios.

2. Monopole size

The second approximation our calculation relies upon is Eq. (15): the condition that the monopole size is small compared to the radius of curvature of the worldline instantons, validating our use of the worldline description (discussed in Section II). Using the radius of curvature of the ellipse [47], Eq. (15) becomes

\[
\frac{2mRv\gamma}{\pi Z^2 e^2} \ll 1. \tag{69}
\]

Assuming that the monopole mass is high, this is the most stringent constraint, requiring (for lead-lead collisions)

\[
mv\gamma \ll 10 \text{ GeV}. \tag{70}
\]

This limit prevents application of our results to any energies relevant to modern heavy-ion collisions, and for the energies at which the small-monopole approximation does apply, the Lorentz factor is too low to justify the assumptions (from the fits in Section III) that the electromagnetic field varies more slowly in the transverse directions. As a result, we are unable at present to provide a reliable monopole production cross section.

For ’t Hooft-Polyakov monopoles, one can overcome the limitations of the small-monopole approximation by performing an instanton calculation in the full field theory describing the monopole of interest. Such a calculation could be performed numerically using classical lattice field theory techniques. For elementary monopoles, the effective monopole size arises from quantum effects, and therefore including it would require a non-perturbative quantum field theory calculation.

The inapplicability of our results to realistic heavy ion collisions at present is shown clearly in Fig. 8. This shows the regions in the \(\gamma-m\) plane in which the approximations of semiclassicality (blue) and small monopoles (orange) are valid (assuming the Dirac charge \(n = 1\)). Note that in there is a turning point in the region of applicability of the small monopoles approximation, preventing us from going to large Lorentz factors.

![FIG. 8. Plot showing the regions in the \(\gamma-m\) plane in which the approximations of semiclassicality (blue) and small monopoles (orange) are valid (assuming the Dirac charge \(n = 1\)). Note that in there is a turning point in the region of applicability of the small monopoles approximation, preventing us from going to large Lorentz factors.](image-url)
The total cross section in heavy-ion collisions for Schwinger production of magnetic monopoles with mass \( m = 100 \text{ GeV} \), Dirac charge \( n = 1 \) and spin \( s = 0 \) is shown here in blue. The huge enhancements from the time-dependence can be seen by comparison with the locally-constant field result (see Appendix [B]) in dashed orange. Corrections from self-interactions (not shown here) provide even greater enhancements still. However, they also show the breakdown of our approximations at all relevant energies (see Section V B).

The boundary of the region in which the small-monopole assumption is valid has a turning point meaning that to probe \( \gamma \gtrsim 2 \) (which is necessary if we are to apply the fits from Section III) we must move beyond the worldline method.

Fig. 8 shows that the region in which the small-monopole approximation applies lies almost entirely within the region where the effect of worldline self-interactions are small. This suggests that moving beyond the small-monopole approximation is of the highest priority. The results of Section IV C showed that, at least in the region of parameter space we were able to study, self-interactions yield worldline instantons with somewhat higher curvature. This implies that the small-monopole approximation breaks down slightly earlier than suggested in Fig. 8.

VI. CONCLUSIONS

In this paper, we have computed the cross section for magnetic monopole production in ultra-relativistic heavy-ion collisions. Our results hold for collision and monopole parameters such that the worldline instanton curvature is large compared to the size of the monopole — this unfortunately removes the possibility of applying our results directly to real heavy-ion collisions at the LHC.

We have shown that, for Schwinger production of magnetic monopoles, the only relevant space-time inhomogeneities in the electromagnetic field are time dependence and spatial variation along the beam axis, perpendicular to the direction in which the field points. In the worldline formalism, this feature of the spatial dependence means that we do not find the exponential suppression present in systems where there is significant spatial variation along the direction of the field (such as in the electric field in a heavy-ion collision, relevant for electron-positron pair production). The temporal inhomogeneity, which is the only relevant variation for computation of the worldline instanton, is well-approximated by an expression for which the exponential dependence of the pair production probability is known in closed form in the weak-field limit.

We have extended previous work on Schwinger pair production in spacetime dependent fields [61–68] by including the dynamical effects of the photon field, which manifest as self-interactions in the worldline formalism. These are important for application to strongly-coupled monopoles. For the monopole production cross section, we find

\[
\sigma \propto \exp \left[ -\frac{\pi m^2}{g B} \frac{4|E(-\xi^2) - K(-\xi^2)|}{\pi \xi^2} \right. \\
\left. + \frac{g^2}{8} \left( \sqrt{1 + \xi^2} + \frac{1}{\sqrt{1 + \xi^2}} \right) \right].
\]

Substituting parameter values relevant to heavy-ion collisions results in Eq. (66).

Our result, in agreement with previous analyses, encodes the temporal inhomogeneity of the field via a single dimensionless parameter \( \xi \), defined by Eq. (34), which depends on the mass \( m \) and charge \( g \) of the monopole, the peak strength \( B \) of the magnetic field, and the field’s decay constant \( \omega \). As expected, the well-known constant field result [49, 50] is obtained in the \( \xi \to 0 \) limit.

As well as the properties of the monopoles, the total cross section depends on three collision parameters: the heavy-ion charge \( Z \), its radius \( R \), and the collision Lorentz factor \( \gamma \). Both \( B \) and \( \omega \) are linearly proportional to the ions’ Lorentz factor, \( \gamma \), in the centre of mass frame (Eqs. (21) and (22)). This means that \( \xi \) is independent of collision energy, and for a fixed ion species can be considered to be solely a property of the monopole. For collisions of lead ions, the condition for the time dependence of the field to have a significant...
effect is
\[ m \gtrsim 3n \text{ GeV} \quad (72) \]
where the integer \( n \) is the number of Dirac charge quanta the monopole carries. If this condition is satisfied, taking the effects of time dependence into account is crucial at all relativistic collision energies.

Our results show that, when our approximations are valid, the time dependence of the collision and the effects of the monopole self-interactions both enhance the production rate compared with the constant-field Schwinger process. This suggests that if the calculation can be extended to realistic LHC heavy ion collisions, the mass bounds obtained would be stronger than previously estimated (see Fig. 9). At least for ‘t Hooft-Polyakov monopoles, this can be done by performing an instanton calculation in the full field theory describing the monopole of interest. This would provide theoretically sound predictions for collider searches such as at the LHC.
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**Appendix A: Finite difference formulation**

In this appendix we give our discrete approximation to the action in Eq. (11) and the corresponding equations of motion. We first integrate out the Schwinger parameter, \( s \), and scale the worldlines by \( gB/m \), making them dimensionless. We then discretise the worldline into \( N \) points and use a simple finite difference approximation
\[
\frac{gB}{m^2} S[x] = \sqrt{N \sum_{i,\mu} (x_{i+1}^\mu - x_i^\mu)^2} + \sum_i \frac{x_4^i}{\sqrt{1 - (\xi x_4^i)^2}} (x_{i+1}^2 - x_2^i)
\]
\[
- \frac{g^2 B}{2m^2} \sum_{i,j} (x_{i+1}^\mu - x_i^\mu)(x_{j+1}^\mu - x_j^\mu)G_R(x^i, x^j; a)
\]
\[
(A1)
\]
where \( i \) and \( j \) run over 0, 1, ..., \( N-1 \) and contractions of Euclidean indices \( \mu \) are implied. As discussed in Ref. [83] we choose an exponential counterterm, rather than the simpler length counterterm of Polyakov [76], so that the bare mass is positive,
\[
G_R(x, y; a) = \frac{-1}{4\pi^2((x - y)^2 + a^2)} + \frac{\sqrt{\pi}}{4\pi^2a^2} e^{-(x-y)^2/a^2}.
\]
\[
(A2)
\]
This exponential counterterm is equivalent to the length counterterm for \( a \to 0 \), via the delta function limit of the Gaussian. Note also that we have dropped the gauge-dependent parts of \( G_R \) as they integrate to zero over any closed worldline.

In the absence of spacetime inhomogeneity, there are translational zero modes which must be fixed to find a unique solution. We do this by imposing that the centre of mass of the worldline is at the origin. The timelike inhomogeneity of the background field breaks the translational symmetry in the time direction, though not that in the \( x_2 \) direction. There is also a zero mode resulting from the reparametrisation symmetry. We fix this by imposing \( x_2^0 - x_2^{N/2-1} = 0 \), which essentially fixes the point \( i = 0 \) and \( i = N/2-1 \) to be at the bottom and top of the worldline. We fix all these constraints using Lagrange multipliers, \( \lambda_\mu \) and \( \sigma \), which amounts to,
\[
\frac{gB}{m^2} S[x] \to \frac{gB}{m^2} S[x] + \sum_{i,\mu} \lambda_\mu x_i^\mu + \sigma (x_2^0 - x_2^{N/2-1}).
\]
\[
(A3)
\]
We then solve the \( 2N + 2 + 1 \) equations of motion.
derived from this action,
\[ \frac{\partial S}{\partial x_{\mu}^j} = 0, \]
\[ \frac{\partial S}{\partial \lambda_{\mu}} = 0, \]
\[ \frac{\partial S}{\partial \sigma} = 0, \]
(A4)
for \( \mu = 2, 4, j = 0, \ldots, N - 1 \), using the Newton-Raphson method. The analytic solutions at \( g^2 B/m^2 = 0 \) and at \( \xi = 0 \) provide initial guesses for the solutions at small \( g^2 B/m^2 \) and \( \xi \) respectively. One can then step out in parameter space, using the solution at the previous parameter point as the initial guess. In this way we were able to solve the worldline instanton equations in the region shown in Fig. 9.

Appendix B: The locally constant field approximation

The locally constant field approximation (LCFA) is applicable when the electromagnetic fields vary on larger length and time scales than those of the worldline instanton, and hence the constant field result for pair production can be used locally. In this approximation, and when \( F_{\mu\nu} F_{\mu\nu} = 0 \) (see Fig. 3), the probability for monopole pair production is given by

\[ P_{\text{LCFA}} = \frac{(2s + 1)g^2}{8\pi^3} \int d^4x (B^2(x) - E^2(x)) e^{-\frac{x_{\mu}^2 + x_{\nu}^2}{\sqrt{B^2(x) - E^2(x)}} + \frac{x^2}{4}}, \]
(B1)
Evaluating this for the fields of Eqs. [9], and using the saddle point approximation for the integrals, gives

\[ P_{\text{LCFA}} \approx \frac{(2s + 1)(gB)^4}{18\pi^3 m^4 g^2 \Omega^2} e^{-\frac{x_{\mu}^2 + x_{\nu}^2}{4}} \],
(B2)
where \( \Omega \) is the decay rate of the field in the \( x^1 \) and \( x^2 \) directions and this formula is accurate up to an \( O(1) \) multiplicative factor. Finally, using the impact parameter dependence of \( B \) and \( \omega \) (see Section III) and integrating over the impact parameter, we arrive at the total cross section,

\[ \sigma_{\text{LCFA}} \approx 9 \times 10^{-3} \frac{\gamma^{5/2}(nZ)^{9/2}}{m^5 R^3} e^{-\frac{4\Omega m^2 R^2}{\gamma} + \frac{x_{\mu}^2 + x_{\nu}^2}{4}}, \]
(B3)
measured in GeV\(^{-2} \). This result is what is plotted in Fig. [9].
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