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Abstract
Theories of addiction posit a deficit in goal-directed behavior and an increased propensity toward habitual actions in individuals with substance use disorders. Control over drug intake is assumed to shift from goal-directed to automatic or habitual motivation as the disorder progresses. Several diagnostic criteria reflect the inability to pursue goals regarding reducing or controlling drug use and performing social or occupational functions. The current review gives an overview of the mechanisms underlying the goal-directed and habitual systems in humans, and the existing paradigms that aim to evaluate them. We further summarize the current state of research on habitual and goal-directed functioning in individuals with substance use disorders. Current evidence of alterations in addiction and substance use are mixed and need further investigation. Increased habitual responding has been observed in more severely affected groups with contingency degradation and some outcome devaluation tasks. Reduced model-based behavior has been mainly observed in alcohol use disorder and related to treatment outcomes. Motor sequence learning tasks might provide a promising new approach to examine the development of habitual behavior. In the final part of the review, we discuss possible implications and further developments regarding the influence of contextual factors, such as state and trait variations, and recent advances in task design.

Introduction
A loss of control over drug intake is a central characteristic and diagnostic criterion of addiction: individuals report being unable to stop drug intake despite foregone positive outcomes and devastating (future) negative consequences. While the clinical phenomenon of addiction is well described and a large body of neurobiological findings has been established, the exact mechanisms of the development and maintenance of addiction are still insufficiently understood. Drug intake has been conceptualized as a learned behavior, where drugs act as instrumental reinforcers \cite{1-4} and addiction as a disorder of aberrant choice behavior \cite{5-10}. Within this framework,
this loss of control over drug intake may be related to a shift away from goal-directed toward habitual behavioral control [11–16], i.e., drugs are initially consumed to achieve a certain hedonic goal or to avoid discomfort, but following repeated consumption, drug taking behavior becomes habitual, elicited by antecedent environmental stimuli and performed without considering the outcome. This gradual shift may contribute to automatic or habitual drug intake. While such an account has some face validity, the operationalization of the goal-directed and habitual systems and their contribution to specific (drug-related) choices in humans remains challenging.

Several paradigms have been used to disentangle goal-directed versus habitual control in humans. Outcome devaluation and contingency degradation tasks are well established in animal research and were subsequently transferred to human studies, whereas sequential decision-making tasks firmly based on computational modeling took the reverse path from human to animal research (for a review of the historical evolution of the constructs, see [13]). However, it needs to be taken into consideration that at least outcome devaluation and contingency degradation tasks, as well as the most commonly used computational parameter derived from sequential decision-making tasks, typically only assess the relative balance between the two systems (see [17–20]). Moreover, associative learning theories tend to define habitual control as the absence of goal-directed behavior [17, 18, 21, 22]. In this review, we will briefly introduce the different tasks used to assess those processes in humans and provide a systematic review of the available evidence regarding goal-directed versus habitual control in individuals who consume drugs of addiction (this review focuses exclusively on human research, for reviews of animal findings, see [15, 23]). Finally, we will synthesize the available evidence supporting the habit account of addiction and discuss open issues especially with respect to measuring habitual control in humans and the influence of contextual factors.

Current State of the Evidence for the Dual Systems Theory in Addiction

Dual systems accounts posit that action control is driven by the balance between two competing systems: a habitual and a goal-directed system [12, 22, 24]. The habitual system is driven by stimulus-response (S-R) associations, in which the outcome (O) merely reinforces said association, consistent with Thorndike’s law of effect [25]. Therefore, when behavior is driven by habits, the subject tends to repeat actions that had been reinforced during the learning phase and no longer considers current outcome characteristics. Habits are therefore highly automatic and efficient, which comes at the cost of behavioral flexibility [13, 26]. In contrast, goal-directed control involves knowledge about both the R-O relationship and current outcome value [13, 24]. When behavior is primarily controlled by the goal-directed system, subjects will adjust their actions to changes in both the motivational value of the outcome and the instrumental R-O contingency. Goal-directed behavior is thus actively deliberative and flexible, but requires more resources [13, 26]. Therefore, goal-directed and habitual behaviors differ in their sensitivity to changes in both the causal nature of the R-O relationship and the current value of the outcome [12, 27]. Classically, this has been assessed using two tasks: contingency degradation and outcome devaluation, respectively.

Outcome Devaluation Tasks

In outcome devaluation tasks, subjects first acquire an instrumental action, which is followed by the devaluation of one or more outcomes, while the remaining outcomes preserve the same value as in the instrumental learning phase. Outcome devaluation can be achieved through several types of manipulations. Translated from animal research [22, 28, 29], some paradigms have employed outcome-specific satiation, e.g., by selectively feeding participants one of the outcomes to satiety [30–32], or aversive conditioning, e.g., by showing one of the outcomes infested with vermin [33, 34] or pairing it with a bitter taste [34]. One of the most widely used outcome devaluation tasks, the so-called fabulous fruit game or slips-of-action task [35, 36] (Fig. 1a), makes use of instructed devaluation after an initial discrimination training, i.e., participants are simply instructed that certain outcomes are no longer valuable. Finally, outcome devaluation tasks end with a test phase in extinction, in which participants are presented with the stimuli associated to both still valuable and devalued outcomes, but no feedback is given following responses. During the test phase, if the participant’s behavior is driven by the habit system, they will respond equally to stimuli associated with both valuable and devalued outcomes, as this system is insensitive to changes in outcome value. If choices are guided by the value-sensitive goal-directed system, participants will withhold their actions to stimuli associated with devalued outcomes and only perform responses that lead to valuable outcomes. It has been extensively dem-
onstrated that both healthy animals and humans are sensitive to changes in outcome value, as reflected by decreased responding toward devalued outcomes [22, 29, 30, 35, 37].

We identified a total of ten outcome devaluation studies examining users of drugs of addiction: five examined nicotine, two alcohol, two cocaine, and one polysubstance use. The studies with cigarette smokers by Hogarth et al. [38–41] used instrumental learning paradigms, in which participants were prompted to press one of two buttons at will, each leading to a different outcome. The learning phase was followed by outcome devaluation and a subsequent test in extinction, revealing rather intact goal-directed control in smokers. In their initial study, Hogarth and Chase [38] reported two experiments in smokers. Participants were divided in two groups, for which either cigarette or chocolate outcomes were devalued by satiety (first experiment) or by issuing health warnings (second experiment), resulting in outcome-specific devaluation effects consistent with goal-directed behavior. In a between-subjects design, Hogarth [39] reported that devaluation through chocolate satiation reduced responses to obtain chocolate, whereas devaluation using a nicotine replacement therapy nasal spray attempting to induce nicotine satiation did not reduce choices for cigarettes. However, this devaluation insensitivity for cigarettes was only observed in individuals with higher smoking severity/desire, who might not have reached satiation by the offered dose of nicotine.

Based on findings showing that devaluation effects can be abolished by stress induction [42] and acute alcohol administration [43], Hogarth et al. [40] examined the effect of alcohol expectancy in smokers. After instrumental training for tobacco and chocolate outcomes, cigarettes were doubly devalued by health warnings and then smoking to satiety. Before proceeding to the extinction test, participants were presented with a glass of either water or an alcoholic beverage (beer or wine) to be consumed at the end of the experiment. The expectation of alcohol compared to water reduced devaluation sensitivity during the extinction test. The appraisal of the alternative reinforcer (alcohol) was suggested to limit the ability to retrieve drug (tobacco) value, which is required for goal-directed control, thus promoting a shift to habitual control. Likewise, Hogarth et al. [41] showed that sensitivity to devaluation by smoking satiety in daily smokers was reduced by the induction of negative mood [44] prior to the extinction test. Additional analyses showed that self-reported negative mood increased responding for cigarettes during the extinction test, whereas positive mood decreased it. This effect was taken as evidence that negative mood raised the expected value of drugs through incentive learning (since smoking is expected to alleviate negative mood), instead of being the result of automatic S-R associations (see [45]).

Recently, Hogarth et al. [46] reported two experiments with polysubstance users and unmatched healthy controls. In these experiments, devaluation of water by satiety and aversive devaluation of cola using health warnings, respectively, selectively reduced responding for either outcome in both groups similarly, suggesting intact goal-directed control in polysubstance users. A recent neuroimaging study compared abstinent individuals with alcohol use disorder (AUD) and healthy controls [34], utilizing outcome devaluation with both an aversive video and taste aversion of one of two possible snacks [33]. After devaluation, both groups showed comparably reduced choices for the devalued snack, suggesting intact goal-directed control in AUD [34]. In summary, these two studies by Hogarth et al. [46] and van Timmeren et al. [34] found no differences in goal-directed versus habitual control between patients with substance use disorder (SUD) and controls.

Four studies used instrumental S-R-O learning tasks with instructed devaluation and/or slips-of-action tests. Using the fabulous fruit game [47] in a neuroimaging design, Sjoerds et al. [48] examined individuals with AUD versus healthy controls. Accuracy in the outcome-devaluation test was significantly lower in AUD subjects, suggesting impaired response-outcome knowledge. Furthermore, the AUD group showed reduced activity in the ventromedial prefrontal cortex (PFC) which has been related to goal-directed learning [12, 47, 49], but increased activity within the posterior putamen, an area that has been associated with habitual behavior [12, 32]. Results did not differ between neutral (fruit) and alcohol-related images. Ersche et al. [14] examined individuals with cocaine use disorder (CUD) and healthy controls using appetitive [50, 51] and avoidance [52] instrumental learning tasks in combination with devaluation procedures. Participants with CUD performed worse than controls during both appetitive and avoidance instrumental learning phases, but devaluation differed between conditions: whereas both groups decreased avoidance responding for devalued outcomes, the CUD group exhibited comparable response rates for valued and devalued appetitive outcomes, suggesting a shift from goal-directed to habitual responding in CUD specific to appetitive but not aversive outcomes [14]. Subsequently, Lim et al. [53] reanalyzed the appetitive task using a hierarchical Bayesian learning
model. Higher values of the reinforcement sensitivity or inverse temperature parameter from the computational model, which indicates a greater influence of action values on choices, were related to increased habitual responding during the slips-of-action test. CUD patients further displayed reduced white matter integrity within the putamen-premotor cortex (habitual pathway, but the goal-directed pathway (anterior caudate to medial orbitofrontal cortex) did not differ between groups, although only healthy controls exhibited a positive association with learning rate. However, the authors considered that the overall findings did not provide strong support for deficits in either system and concluded that “drug addiction results in an imbalance between goal-directed and habitual control over behavior” [53]. Using variants of the task used by Ersche et al. [14], Luijten et al. [54] reported intact goal-directed control in cigarette smokers compared to controls, as reflected by decreased responding to devalued outcomes in both appetitive and avoidance tasks. However, dovetailing with the findings in CUD [14], participants with more severe nicotine dependence (assessed by the Fagerström Test for Nicotine Dependence [55]) committed more slips-of-action in the appetitive task, suggesting increased habitual control in appetitive contexts [54].

In summary, the studies reviewed here showed that sensitivity to devaluation appeared preserved in cigarette smokers [38, 41, 54], was modulated by factors such as the expectation of alcohol consumption [40] or negative mood [41], but correlated with smoking severity [39, 54]. Indeed, the use of discriminative stimuli in outcome devaluation tasks provides evidence of impaired goal-directed control in drug users compared to healthy controls [14, 48, 53]. However, increased habitual responding in SUD may be restricted to appetitive learning, in contrast to obsessive-compulsive disorder, in which this has been observed selectively for aversive learning [56].

Contingency Degradation Tasks

Contingency degradation tasks can be used to assess behavior when the causal relationship between an action and its outcome changes. In these tasks (Fig. 1b), an action is first paired with an outcome with a fixed probability, \( P(O|R) \), i.e., the probability that outcome \( O \) occurs given that action/response \( R \) is performed. Subsequently, the causal R-O relationship is degraded by increasing the probability that said outcome is presented in the absence of an action, \( P(O|\sim R) \). Therefore, when both probabilities are equal, the action has no effect on the likelihood of the outcome, so that the net R-O contingency, \( \Delta P = P(O|R) - P(O|\sim R) \), and the causal status of the action are zero [22, 57]. If behavior is driven by the goal-directed system, the participant’s response rate will correlate with \( \Delta P \), whereas habitual responding would lead to similar response rates irrespective of whether contingency is positive, negative, or fully degraded. Several studies have demonstrated that healthy participants are sensitive to contingency degradation, with higher response rates associated to positive \( \Delta P \)

---

Fig. 1. Schematic depiction of paradigms used in the study of goal-directed versus habitual behavior. a Slips-of-action task. In the instrumental learning phase, participants learn multiple (generally, 4–6) S-R-O associations. In the instructed outcome devaluation phase, all outcomes are shown simultaneously and two of them are devalued (crossed out), while the others remain valuable. In the slips-of-action test, the stimuli are sequentially presented in extinction: if behavior is controlled by the goal-directed system, the participant will only respond to stimuli leading to valuable outcomes and withhold their response to stimuli leading to devalued outcomes; whereas if behavior is controlled by the habitual system, the participant will respond to all stimuli irrespective of their current value. b Contingency degradation task. In positive contingency conditions, responses lead to an outcome with a fixed probability, \( P(O|R) \), while withheld responses are not rewarded. In degraded contingency conditions, the probability that the outcome is presented in the absence of an action, \( P(O|\sim R) \), is increased up to the point in which both probabilities are equal and thus the net R-O contingency, \( \Delta P = P(O|R) - P(O|\sim R) \), and the causal status of the response are zero. If behavior is controlled by the goal-directed system, response rates will strongly correlate with \( \Delta P \), whereas if behavior is controlled by the habitual system, response rates will be similar irrespective of the causal status of the action. c Two-step task. In an initial stage (grey), participants are asked to choose one of two stimuli, each of which leads to one of two second-stage states (green and yellow) with a certain probability (generally, \( p \leq 0.7 \) and to the other state with inverse probability (\( p \geq 0.3 \)). Each of the four second-stage stimuli is rewarded with a certain probability (generally, bound between 0.25 and 0.75) that changes over time according to a Gaussian random walk. If behavior is controlled by the model-based system, participants will take both rewards and task structure into account, repeating first-stage actions that led to a reward only after a common state transition, but also those that resulted in no reward following a rare transition; whereas if behavior is controlled by the model-free system, participants will simply repeat first-stage actions that led to a reward. d Sequence learning task. In the initial mapping stage, associations between visual stimuli and corresponding button-presses are overtrained. Later, certain S-R associations are switched. If behavior is controlled by the goal-directed system, participants will correctly perform the remapped button-presses; whereas if behavior is controlled by the habitual system, participants will commit errors by performing the button presses learned in the initial associations instead of the remapped responses.

(For figure see next page.)
values and lower to negative $\Delta P$ values [57–60]. Moreover, healthy subjects’ explicit causality ratings closely match their behavior [57–61], i.e., not only do participants rate their actions as more causal with increasing $\Delta P$ values, but response rates are also higher under conditions in which actions are perceived as more causal.

To date, only one study has used a contingency degradation paradigm in a sample of patients with CUD [62]. Ersche et al. [62] observed that both healthy controls and individuals with CUD decreased responding with decreasing $\Delta P$ values, though this decrease was less steep in CUD, indicating stronger habitual tendencies. Moreover, in contrast to nonaddicted controls, the CUD group failed to adjust responding between partially ($P[O|R] > P[O|\sim R]$) and fully ($P[O|R] = P[O|\sim R]$) degraded conditions. This was mirrored by causality ratings, with CUD patients rating their actions as similarly causal in both partially and fully degraded conditions. The duration of cocaine use correlated with increased habitual responding as well as with higher self-reported automaticity, with the latter also associated with lower magnetic resonance spectroscopy glutamate measures in individuals with CUD.

**Sequential Decision-Making Tasks**

More recently, computational accounts based on reinforcement learning algorithms [63] have characterized goal-directed and habitual behavior in terms of model-
based and model-free control, respectively [13]. Within this framework, one of the most widely used tasks is the so-called two-step task (Fig. 1c), originally developed by Daw et al. [20] and with recent reformulations (e.g., [64]). In the first stage, participants are asked to choose one of two stimuli, each of which leads to one of two second-stage states with a certain probability (generally, \( p \geq 0.7 \)) and to the other state with inverse probability (i.e., \( p \leq 0.3 \)). Each of the four stimuli in the two-second-stage states (two in each state) leads to a reward with a certain probability that varies according to a Gaussian random walk over the course of the task. Newer reformulations of the task include deterministic transitions [64] and/or varying reward magnitudes rather than probabilities [64, 65]. In the two-step task, model-free agents will select actions only based on previous reinforcement, thus repeating the first-stage action that led to a reward in the previous trial and switching if said action was not rewarded; whereas model-based agents will incorporate information about the environmental structure and its interaction with the outcomes resulting from the agent’s actions, thereby repeating first-stage actions that led to a reward only after a common state transition, but also those that resulted in no reward following a rare transition. The computational model most commonly applied to analyze this task uses an \( \omega \) parameter that weights the relative amount of model-based and model-free control employed, with \( \omega = 0 \) indicating a fully model-free strategy and \( \omega = 1 \) a fully model-based strategy [20]. More recent reformulations of the model forgo \( \omega \) and characterize model-free and model-based control in terms of the inverse temperature parameters \( \beta_{\text{MF}} \) and \( \beta_{\text{MB}} \), respectively (though note that these are algebraically equivalent to the original model in that \( \beta_{\text{MF}} = (1 - \omega) \beta \) and \( \beta_{\text{MB}} = \omega \beta \) [66]). Performance in two-step tasks is consistent with a mixture of model-free and model-based control [20, 64, 67–69].

We found nine studies using the two-step task, eight of which alcohol use. In a seminal study, Sebold et al. [70] demonstrated that recently detoxified (2–39 days) individuals with AUD, while not differing from healthy controls in their use of model-free strategies, displayed decreased model-based behavior. This decrease was specifically driven by an increased tendency to switch first-stage choices after unrewarded actions following rare transitions. However, patients also showed decreased cognitive speed (assessed by the Digit Symbol Substitution Test [71]) and when accounting for this difference, the model-based scores of AUD patients no longer significantly differed from healthy participants. In a subsequent prospective study, AUD patients were divided into those who had relapsed and those who had remained abstinent at 1-year follow-up [72]. Whereas, in this study, model-based control did not differ between patients and controls, individuals who relapsed showed an aberrant relationship between model-based control and alcohol expectancies (assessed by the Alcohol Expectancy Questionnaire [73]) compared with the other two groups: higher alcohol expectancies (i.e., the expectation of more positive effects from drinking alcohol) were associated with lower model-based control in AUD patients who relapsed at follow-up. Sebold et al. [72] suggested that the positive association between alcohol expectancies and model-based control in healthy and abstinent AUD participants might help these individuals achieve a goal-directed use of alcohol; but among those who relapsed, the authors posited that participants with high model-based control might underestimate the effects of alcohol, whereas low model-based control might facilitate alcohol consumption in those with high alcohol expectancies [72]. Moreover, the patient group that relapsed displayed decreased model-based prediction error signals within the medial PFC [72]. Similarly, Voon et al. [11] did not find differences in model-based control, as reflected by the computational parameter \( \omega \), between long-term abstinent (2 weeks to 1 year) AUD patients and healthy controls, although they did observe decreased second-stage learning rates (\( \alpha_2 \) parameter). Using a retrospective approach, however, these authors reported a positive association between model-based control and abstinence duration [11]. Together, the studies by Sebold et al. [72] and Voon et al. [11] suggest that model-based control could be related to treatment outcome, as it predicted relapse in combination with high alcohol expectancies, and increased values were observed with longer abstinence duration.

A number of studies have also used two-step tasks in subjects without a diagnosis of AUD but different levels of potentially problematic drinking behaviors. Model-based control, expressed by the \( \omega \) parameter, was found to be decreased in a sample of severe binge drinkers [74], as per criteria of the National Institute on Alcoholism and Alcohol Abuse [75], compared to healthy volunteers. Moreover, binge drinkers displayed decreased learning from first-stage choices (\( \alpha_1 \) parameter) and increased perseverative tendencies. In these subjects, model-based control was higher (both choice behavior and \( \omega \) values) and model-free choice behavior was lower as time passed since the last reported binge episode, pointing to a potential state effect of alcohol on model-based versus model-free behavior, as well as a possible amelioration of behav-
ioral control with alcohol use cessation [74]. Two recent studies [69, 76] explored whether the proposed imbalance between model-based and model-free control might be a predisposing factor for risky alcohol consumption. In a large sample of 18-year-old male social drinkers, Nebe et al. [69] found no association of alcohol consumption with model-based/model-free choice behavior, nor with model-based/model-free reward prediction errors within ventromedial PFC or ventral striatum. However, in a follow-up study in the same cohort, Chen et al. [76] reported a negative association between model-based behavior at baseline and binge-drinking trajectories over a 3-year period. Moreover, model-free reward prediction errors within ventromedial PFC and ventral striatum were associated with increased alcohol consumption over time. In line with the findings of Sebold et al. [72], alcohol expectancies mediated the relationship between model-based control and binge-drinking trajectory, such that only participants with low model-based control and expectations of mainly positive reinforcing effects from alcohol displayed increased binge-drinking behavior at follow-up [76]. Taken together, these findings suggest that a shift away from model-based toward model-free control could lead to more risky drinking behavior in young men, although the degree of model-based versus model-free control does not predict actual alcohol consumption in this population.

Further insights in the context of alcohol use have also been provided by two large online studies [66, 77]. Using the original two-step task together with several symptom questionnaires and factor analysis, Gillan et al. [66] reported decreased model-based choice behavior and \( \beta_{MB} \) values with higher scores in the Alcohol Use Disorder Identification Test (AUDIT [78, 79]). They also found a negative relationship between model-based control and compulsive behavior and intrusive thought, which was even more pronounced in what the authors defined as “putative” patients, i.e., participants scoring in the top 25% on the AUDIT. Consistent with studies in AUD patients [70, 72], Gillan et al. [66] observed no association between model-free behavior and alcohol use severity. In the second online study, Patzelt et al. [77] used a modified two-step task with deterministic transitions and high-/low-incentive trials [80]. They observed no association between model-based control and AUDIT scores, but relationships with compulsive behavior and intrusive thought. Moreover, the previously reported sensitivity of model-based control to incentive manipulations [80] was preserved across levels of alcohol use severity.

To our knowledge, to date, only the aforementioned study by Voon et al. [11] has used the two-step task in addictions other than AUD. This study showed that abstinent methamphetamine-dependent participants displayed both lower model-based control, as reflected by the \( \omega \) parameter, and increased stochasticity of their second-stage choices (\( \beta_2 \) parameter) compared to healthy controls. Beyond this, a recent study used the two-step task with two nonclinical student samples who used a range of substances, including alcohol, marihuana, and hallucinogens, but the authors did not observe clear associations with model-based choice behavior [81].

In summary, two-step studies with AUD patients have consistently shown no differences from healthy participants in model-free control [70, 72], which is considered the computational pendant of habitual behavior [13]. However, results pertaining model-based control, the computational formalization of goal-directed behavior [13], are mixed [11, 70, 72], suggesting that additional factors might influence changes observed in this component. Specifically, abstinence [11, 72], alcohol expectancies [72] and cognitive functioning [70] have been related with model-based control. A relationship between model-based control and time elapsed since the last drinking episode has also been reported in severe binge drinkers [74], a group particularly at risk for the development of AUD [82]. Yet evidence pointing to an association between model-based/model-free control and alcohol use in nonclinical samples is quite heterogenous [66, 69, 76, 77], suggesting a weak association that might require larger samples [66] or sophisticated longitudinal within-subject approaches [76] to be detected. Since alcohol consumption induces partially reversible changes in prefrontal-striatal regions [83, 84], which are also known to be essential for model-based control [20, 85, 86] as well as for more general cognitive functioning [87, 88], the question remains whether model-based deficits in AUD and their relationship to other factors are causal or result from alcohol addiction.

Sequence Learning Tasks

Based on the definition of habits as overlearned S-R associations, some researchers have used sequence learning or serial reaction time tasks, generally used to research motor skill learning, to investigate the development of habitual behavior. Typically, in these tasks (Fig. 1d), simple finger-tapping sequences and/or visuomotor associations are overtrained until they reach a certain level of efficiency but also habitual rigidity, hindering flexible, goal-directed responding. Task designs include finger-
tapping sequences, in which participants learn to press buttons in a specific order (indicated by visual stimuli or explicit instructions), or visuomotor associations, in which participants learn associations between specific stimuli (e.g., abstract letters or pictorials) and corresponding button-press responses [89–92]. While the link between these tasks and free-operant procedures (e.g., [38–41]) might not be evident, slips-of-action [35, 36] are thought to be likely related to motor behavior (for a review, see [93]). Given that the loss of flexible control over behavior is a crucial feature of addiction, investigating (motor) skills, especially in regards to the notion of automaticity [93], might be of particular relevance. Automatic motor skills, as overly fixed behavioral routines, could be used to map dissociable changes in neural activity during habit formation (e.g., striatal regions and striato-cortico-cerebral circuitry [94–97]) and, thus, offer valuable clues about the fundamental understanding of addiction.

We identified two studies that used serial reaction time tasks to examine habitual responding in addiction. McKim et al. [98] used a visuomotor S-R sequence learning and relearning task to examine habitual propensity in polysubstance users versus healthy controls. In a two-day procedure, participants first learned S-R associations for two sets of abstract visual stimuli, adding two novel sets on the second day. After training with all four sets on the second day, the S-R associations for one of the initial, well-trained sets and one of the novel sets were reversed. To quantify the degree of habitual behavior, the authors then compared the proportion of perseveration errors (i.e., responding in accordance with the original S-R rule) in well-learned S-R sets versus novel S-R sets following this instructed response devaluation. Polysubstance users learned new S-R associations equally well as healthy controls, indicating no impairment in goal-directed action selection. However, they committed a greater proportion of perseverative errors after the change of the S-R rule than healthy controls, indicating an impairment in overcoming well-learned S-R associations [98]. In a second study, McKim et al. [99] examined whether 10 Hz transcranial alternating current stimulation versus sham stimulation of the dorsolateral PFC would reduce perseverative responding in this task. Contrary to their prediction, perseveration errors in the well-learned S-R sets were unaffected by active stimulation in the SUD group, but increased in the control group. Moreover, the authors could not replicate the finding of increased perseveration errors as an indicator of habitual tendency in SUD, since these did not differ between groups under sham stimulation, which was potentially due to practice effects related to the repeated-measures design in the SUD group. Interestingly, however, 10 Hz active stimulation reduced perseveration errors in SUD individuals with a longer history of substance use, suggesting a reduction of habitual responding and thus an increase in flexible responding in these participants.

**Discussion**

Alterations of goal-directed versus habitual control play an important role in many models of addiction [1, 11] and animal research has shown powerful links between addiction and habitual propensity [16, 100]. The current review provides an overview of different tasks used to examine goal-directed versus habitual control in humans, and findings in participants with addiction and substance use. In recent years, classical tasks – outcome devaluation and contingency degradation – have been joined by paradigms originating from computational approaches, like sequential decision-making tasks, but also by simpler tasks trying to distill S-R-driven behavior, such as sequence learning tasks.

With the exception of two studies with polysubstance users [46] and individuals with AUD [34], studies using outcome devaluation tasks closely translated from animal research have been conducted in cigarette smokers [40, 41] and have generally shown that participants respond less for devalued outcomes, consistent with goal-directed behavior [40, 41, 45]. However, these studies also indicate goal-directed responding is influenced by specific factors, such as alcohol expectancy [40], negative mood [41] or smoking severity [39], which were shown to diminish devaluation sensitivity. In contrast, studies using slips-of-action tasks report decreased goal-directed control in substance users [14, 48, 53], although this appears restricted to appetitive learning and has not been observed for aversive learning [14]. This effect has been in part replicated in cigarette smokers, in whom smoking severity was anticorrelated with goal-directed behavior in appetitive learning [54]. The second of the classical paradigms, contingency degradation, has only been used in one study with SUD patients to date. This showed that individuals with CUD did not adapt their behavior to fully degraded reinforcement contingencies, indicating increased habitual versus goal-directed control [62]. Moreover, longer cocaine use duration was associated with increased habitual tendencies, suggesting that continued drug use may promote habit formation.
Although classical tasks provide some evidence for increased habitual versus goal-directed control, there are also some inconsistencies between studies. Simple, free-operant tasks translated from the animal literature, in which human participants are prompted to press either of the learned buttons at will after outcome devaluation (e.g., [34, 38, 39]), might be not sensitive enough to induce or reveal habitual responding in humans or to detect SUD-related changes in habitual versus goal-directed control. The interplay between the habitual and goal-directed systems has been demonstrated to be affected by the time available to compute the optimal response, and the structure of these simple, free-operant tasks might allow for more active deliberation (see also [15, 101]). Additionally, human subjects may quickly infer what is expected from them, e.g., they may reduce responding after outcome devaluation because they think that is what they are supposed to do. Another limitation of these tasks is that the stimulus that triggers the S-R association, which by definition drives the habitual system [12], may be difficult to identify. This has led some authors to even consider that the stimulus does not directly trigger the habitual response [101, 102]. In contrast, more complex tasks, in which participants are (over-) trained in multiple differential S-R-O associations [35, 36], seem to produce more reliable evidence for habitual responding [14, 48, 53, 101] and have revealed that participants with SUD are less able to withhold responses to stimuli associated with devalued outcomes than healthy controls [14, 48, 53], although the number of studies using these tasks is currently small. It has been suggested that these results could be explained by impaired contingency knowledge resulting from task disengagement [45], but experimental results might not support this [53]. Furthermore, across outcome devaluation tasks, cigarette smokers appear less likely to display impairments in habitual versus goal-directed control than individuals with other SUDs [38, 54]. The experimental samples of cigarette smokers ranged widely in smoking severity and, in contrast to other SUDs, participants were generally not seeking treatment and smoking is broadly accepted, which limits the negative social and occupational impact of the disorder. Indeed, only selective analyses of the most severe smokers have been able to demonstrate reduced goal-directed behavior [39, 54], which were otherwise diluted within the whole sample.

In contrast to outcome devaluation and contingency degradation tasks, derived from animal research, sequential decision-making tasks were originally devised for human studies and, in the context of addiction, the two-step task has so far been almost exclusively employed with individuals with AUD or subclinical samples with potentially hazardous drinking patterns. Overall, these studies only partially support the habit theory of addiction [4], as they consistently show no evidence of increased model-free control associated to AUD [70, 72], but some research points to deficits in model-based behavior ([70]; but see [11, 72]). Importantly, model-based control has been both prospectively and retrospectively associated with abstinence in AUD patients [11, 72], and negatively associated with problematic alcohol consumption in nonclinical samples ([66, 76]; but see [69, 77]). Decreased model-based prediction error signals within the medial PFC have also been reported in individuals with AUD that had relapsed [72]. However, whether an imbalance between model-based versus model-free control constitutes a vulnerability factor or develops over the course of AUD, or whether there even is an interaction between vulnerability and development, remains to be answered.

Although the equivalence of model-based and model-free control with goal-directed and habitual behaviors, respectively [64, 103], has been widely adopted, some researchers have raised a number of questions, specifically regarding the alignment of model-free and habitual behavior. Indeed, the notion of a model-free agent that adjusts its behavior based on previous reinforcement already contradicts the definition of habits as rigid S-R-driven behaviors [25, 104]. Furthermore, while animal research points to two distinct neural circuits underlying habit and goal-directed systems [12, 105], the brain signatures of model-free and model-based control largely overlap (e.g., [20, 72, 85]), mostly including regions of the goal-directed circuit [12]. It has thus been a long-standing matter of debate whether sequential decision-making tasks assess the same construct as classical paradigms [13, 106]. Studies examining this issue have only found correlations between devaluation sensitivity and model-based, but not model-free, measures [31, 107, 108], and some researchers have suggested that two-step tasks might not be suitable to study human habitual behavior at all [109, 110]. Altogether this might speak for both model-based and model-free behaviors being value-based and thus both aligning with goal-directed control [111, 112], with some authors proposing alternative taxonomies that might better align with the concepts of habitual and goal-directed behavior (for a review, see [111]), and in turn providing a possible explanation as to why studies in addiction have not been able to find changes in model-free control that would more strongly support the habit theory of addiction.
Notwithstanding, computational modeling approaches provide a powerful tool for mapping latent decision-making processes to overt behavior and neural function [113]. The generative reinforcement learning model described by Daw et al. [20] to analyze the two-step task and its reformulations [66] make use of the full trial-by-trial choice history, thereby capturing learning processes that occur over the course of multiple trials. In contrast, simpler nongenerative approaches only approximate this learning dynamic, e.g., by estimating stay probabilities based on information from the immediately preceding trial [20]. However, computational modeling requires methodological factors, such as model parameterization or parameter estimation, to be considered carefully in order to reliably measure these underlying mechanisms [114]. Further optimizations of the computational model used originally for the two-step task (see, e.g., [66, 115–117]) have led to the characterization of model-free and model-based control in terms of the inverse temperature parameters $\beta_{\text{MF}}$ and $\beta_{\text{MB}}$ instead of the weighting parameter $\omega$, and have yet to be used to analyze behavior from participants with SUD (with the exception of the dimensional study by Gillan et al. [66]).

Moreover, several researchers have noted how, under certain circumstances, a model-free agent can appear model-based [118–120] and vice versa [121]. Akam et al. [118] demonstrated that purely model-free strategies can result in the interaction between reward and state transition that resembles model-based control due to a correlation between action values at the start of the trial and subsequent events, and how the addition of further predictors to the stay probability analysis can be efficacious in dealing with such confounders [118, 120]. Furthermore, Akam et al. [118] used simulations to expose how, by taking advantage of dependencies in the task structure, model-free agents could develop “extended-state” strategies that appear similar to model-based behavior. Although the authors acknowledge that such strategies are unlikely to explain the model-based behavior reported in human literature, they suggested that limiting the number of trials, using neural data to differentiate strategies or introducing reversals in the transition matrix could further minimize the influence of “extended-state” strategies. However, the work by Akam et al. [118] raises the question of whether model-based control might have been overestimated in previous studies [11, 66, 69, 70, 72, 77, 81], which might have influenced potential group differences. On the other hand, Feher da Silva and Hare [121] demonstrated that purely model-based agents that used incorrect task models, such as erroneous assumptions about first-stage stimuli or different learning rates for common/rare transitions, appeared to display a mixture of model-based and model-free control. Furthermore, these authors showed experimentally that slight changes to the task instructions, namely framing the task in the context of a story and providing explanations for all task events (transitions, stimulus location, etc.), almost abolished model-free behavior in favor of primarily model-based choices. These studies [118–121] imply a need to reassess both task implementation and analysis tools when using sequential decision-making tasks. Of the SUD studies reviewed in this work, only the study by Patzelt et al. [77] applied some of the modifications described by Feher da Silva and Hare [121], reporting no association between model-based control and alcohol use severity. Future studies should implement the suggested adjustments to task instructions [121] and analyses [118, 121] to confirm the extent to which previous results in SUD hold.

More recent studies have started using motor sequence learning tasks, since when breaking down the definition of habit as a basic S-R association, these may be operationalized as visuomotor learning and relearning tasks. In this context, overtraining is used to attempt to induce habits in humans, mirroring the shift from goal-directed to habitual control demonstrated in animal studies ([12, 122, 123]; although see, e.g., [124–126]), and perseverative errors can be used to quantify habitual behavior. This approach appears simple, but the findings from both studies to date on individuals with SUD are not consistent. Whereas findings from the first study suggested that SUD patients committed more perseveration errors, indicating a difficulty to overcome well-learned S-R associations and a propensity toward habitual behavior [98], the authors did not replicate this finding in their second study [99]. Indeed, experimental habit induction through overtraining has proven elusive in humans, since behavior tends to remain goal-directed (see, e.g., [127]). A recent study by Hardwick et al. [101], however, successfully demonstrated experimentally induced S-R habits in healthy participants. Given that movement preparation precedes initiation [128] and that habitual responses are prepared rapidly but not necessarily initiated immediately, their expression could be overridden by the goal-directed system if given enough time [101]. Using a forced choice-paradigm, Hardwick et al. [101] observed that overtrained participants committed more perseverative errors than those without prior training when given short response preparation times, whereas this difference disappeared when they were given longer preparation times.
Such time restrictions might at least partially account for the fact that reduced goal-directed responding in SUD has been reported in the slips-of-action task (e.g., [14]), but not in free-operant tasks (e.g., [34, 38–41]). In contrast to the latter, slips-of-action tasks (e.g., [50, 51]) involve selecting among several potential actions to imperative stimuli under narrow time constraints. It is precisely these characteristics, for which slips-of-action have been deemed closely related to motor skills [93], that might allow to better capture the rapidly occurring habitual action selection. Moreover, the results of Hardwick et al. [101] indicate that habitual responses can in fact be experimentally induced by overtraining. While this might not solve the issue that most of the paradigms currently used, both classical and computational, can only evaluate the relative balance between goal-directed/model-based and habitual/model-free control [19, 127], it does offer promising prospects for future habit research, suggesting simple task adjustments, in the form of increased time pressure, might be able to uncover habitual responding before the dominant goal-directed system takes over.

As outlined above, some of the studies reviewed point to moderating factors that influence the balance between habitual and goal-directed control, such as negative mood [41], the prospect of drinking alcohol [40], working memory capacity [70] or the expectancy of positive effects from drinking alcohol [72]. While yet to be investigated in participants with SUD, another factor that has been shown to impair both sensitivity to devaluation [42, 129] and model-based control [115, 130] is stress, both induced during the experimental session and lifetime, chronic stress. Animal research has repeatedly shown that stress promotes compulsive drug seeking [for a review, see [131]] and, in humans, both acute and chronic stress are thought to be fundamental components in the development and maintenance of addiction, as well as in relapse [132, 133]. The level of impairment in goal-directed behavior also appears to be moderated by substance use severity, as reported in several studies [39, 54, 66]. It needs to be noted, however, that most human studies make use of stimuli and outcomes that are unrelated to drug use (e.g., abstract images, food, money, points). Thus, it possible that the above-described paradigms, as currently implemented, might not be able to demonstrate changes in goal-directed versus habitual behavior in participants with lower levels of drug use, as these may be limited to drug-related behaviors. Therefore, a potential fruitful approach might be to develop experimental designs using drug-related outcomes. Moreover, the propensity toward habitual behavior may also be moderated by the type of substance that is abused, as these also have distinct acute pharmacological effects on brain networks [134]. In conclusion, studies considering moderating contextual factors, such as those already identified as well as acute and chronic stress, in conjunction with inter-individual trait variability in symptom severity, type of substance used and temporal trajectories are necessary to fully understand the extent of the changes in habitual versus goal-directed behavior in human drug addiction [135].

The habit theory of addiction has been criticized by recent reviews (e.g., [15, 45]). Hogarth [45] proposed that drug-seeking behavior in addiction is best explained by excessive goal-directed drug choice instead of habits or compulsions. Based on his finding of reduced devaluation sensitivity with negative mood, he argues that increased responding toward devalued smoking cues is based on the learned expectation that smoking alleviates negative mood. In fact, Hogarth [45] argues that the behavior of participants with SUD remained goal-directed in most devaluation studies, although impairments have been observed in very complex tasks [14, 48, 53]. Similarly, Vandaele and Ahmed [15] conclude that human addiction cannot be explained by the habit account alone. They also criticize the current definition of habits and their experimental (and translational) implementation. They contend that most current experimental habit tasks test whether a potential habitual behavior is executed or not, whereas most everyday behavior, including drug-seeking and -taking, is very complex and consistent with a mixture of habitual/automatic and goal-directed choices. Vandaele and Ahmed [15] importantly suggest that there is a continuous arbitration between the habit and goal-directed systems and that they may be connected in a hierarchical manner during decision-making.

Conclusion

The current findings on habitual versus goal-directed control in addiction and substance use are mixed, and the relevance of habitual behavior for addiction has been questioned by recent reviews [15, 45]. Evidence of impairments in sensitivity to outcome devaluation and contingency degradation have been mainly observed in more severely affected individuals, with discrepancies among SUDs, whereas reduced model-based behavior has been primarily related with alcohol use and treatment outcomes in AUD. Interestingly, two large online studies with individuals with known SUD diagnosis have confirmed strong relationships between reduced model-
based responding and compulsive behavior. Indeed, it has been suggested that the development of compulsions in addiction may require a shift from goal-directed to habitual systems and reduced executive control over mal-adaptive behavior [16].

The reviewed studies evidence that individuals with SUD are capable of behaving in a goal-directed manner in most situations and future studies need to consider more complex interactions between habitual and goal-directed control. As suggested by Hogarth [45], certain behaviors in addiction may well be goal-directed and current evidence does not support that either system is unable to function. Studies integrating recent task developments and considering moderating contextual factors are still required to further investigate the changes in habitual versus goal-directed behavior associated with human drug use [135]. Likewise, it will be necessary to develop tasks that examine the interplay between both systems, and that will allow to determine when, why, and how they are involved in developing and maintaining addictive behaviors.
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