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Abstract—The speed regulation problem with only speed measurement is investigated in this paper for a permanent magnet direct current (DC) motor driven by a buck converter. By lumping all unknown matched/unmatched disturbances and uncertainties together, the traditional active disturbance rejection control (ADRC) approach provides an intuitive solution for the problem under consideration. However, for such a higher-order disturbed system, the increase of poles for the extended state observer (ESO) therein will lead to drastically growth of observer gains, which causes severe noise amplification. This paper aims to propose a new model-based disturbance rejection controller for the converter-driven DC motor system using output-feedback. Instead of estimating lumped disturbances directly, a new observer is constructed to estimate the desired steady state of control signal as well as errors between the real states and their desired steady-state responses. Thereafter, a controller with only speed measurement is proposed by utilizing the estimates. The performance of the proposed method is tested through experiments on dSPACE. It is further shown via numerical calculations and experimental results that the poles of the observer within the proposed control approach can be largely increased without significantly increasing magnitude of the observer gains.

Index Terms—Bandwidth widening, converter-driven direct current (DC) motor, disturbance observer, model-based disturbance rejection, speed regulation.

I. INTRODUCTION

DIRECT current (DC) motors are applied extensively in industry, particularly in the systems requiring higher-precision, such as the automotive industry [1], elevator systems [2], robotic manipulators [3], etc. In the early days, the configuration of DC motor drives consists of a resistance network connected in parallel/series with DC motor, but due to the non-smooth regulation, it causes abrupt jerkiness and changes. Recently, DC-DC converters are used to act as smooth starters for DC motors [4], which provides a solution for the aforementioned problem. However, the converter-driven DC motor system usually faces various disturbances/uncertainties, which are briefly summarized as follows: 1) unknown constant or time-varying load torques [5]; 2) unknown parametric uncertainties such as the external source voltage [6], the load resistor, the winding resistor [7], etc.; and 3) unmodeled dynamics such as the equivalent series resistance in converter systems and measurement error [8].

Due to the aforementioned challenges, researchers propose various control strategies to solve the angular velocity regulation problem therein, such as proportional-integral (PI) control [9], backstepping control [10], flatness-based tracking control [11], sliding mode control [12], robust control [13], ADRC [14], etc.

In light of appealing properties including conceptual simplicity and powerful disturbance rejection performance, the active disturbance rejection control (ADRC) method [14]–[16] has gained a lot of attention in the area of speed regulation of buck converter-driven DC motors [14], [17]. An observer-based control strategy is proposed in [18] for a permanent magnet motor to reject harmonic torque disturbances, which combines observation with the linear PI controller. In [19], a triple-step controller is proposed to solve the speed regulation problem for a permanent-magnet DC motor subject to uncertainties and disturbances. Furthermore, the authors of [20] propose an observer-based nonlinear triple-step controller to improve the low-speed tracking performance for permanent-magnet DC motor systems. Both the two controller proposed by [19] and [20] utilize a reduced-order mathematical model, which neglects the electrical time constant of the DC motor. In [21], a flatness tracking controller is proposed by using the simple second-order model, but this method would decrease the system bandwidth. In [13] and [22], based on a full fourth-order dynamic model, the ADRC method is applied to address the speed regulation problem for the converter-driven DC motor system. Since the overall system is fourth-order, in the framework of traditional
ADRC, it is required to perform fourth-order differentiations to obtain the so-called standard control form, the design procedure of which is clearly shown in [13] and [22].

For the system under consideration, performing fourth-order differentiations and lumping system dynamics as a part of the unknown input term will lose system dynamic models. It is generally required to assign a conservatively higher observer bandwidth in traditional ADRC to achieve higher estimation and control precision as the lumped uncertainties usually have an unknown complicated structure. However, for such a fourth-order system, the increase of observer bandwidth means large poles, which will lead to a drastic rise of the amplitude of observer gains, causing significant amplification of measurement noises. On the other hand, the derivatives of the desired angular velocity may be unavailable in certain applications such as position control. The traditional ADRC solves this problem by adding tracking differentiators to estimate the unknown information, which considerably increases the complexity in implementation. In [23], a generalized extended state observer (ESO)-based control strategy is proposed for unmatched disturbance compensation in the framework of ADRC, where a static disturbance compensation gain is designed for compensation. It is claimed that the method in [23] can tackle the output-feedback control problem. However, it only provides partial output-feedback control since it usually needs more measurements to satisfy the observability conditions therein. In addition, the number of the extended states is equal to the number of disturbances to be estimated, which leads to a higher dimension of the observer [23]. As such, it is imperative to investigate new control strategies for the DC-DC buck converter-driven DC motor system to solve these problems as well as ensure satisfactory control performance and disturbance rejection capability.

Motivated by the traditional ADRC and the output regulation theory [24], [25], this paper proposes a new disturbance rejection control approach for the buck converter-driven DC motor system to improve the control performance in the presence of various parametric uncertainties and unknown load torque disturbances. The benefits as well as differences from existing works of the proposed method are summarized as follows:

1) Delicate Analysis of the Benefits of the Proposed Controller: The explicit relationship between the observer gains and the assigned poles has been developed for both the proposed method and the ADRC method. The results show that the observer gains under the proposed observer are much lower than the traditional ADRC method provided that they have the same observer poles. The fundamental difference lies in that the nominal system dynamics are fully exploited in the proposed observer design. This important feature allows for better performance balance between noise attenuation and disturbance rejection of the proposed method.

2) Comparison With Existing Related Approaches: Since this paper is concerned with unmatched disturbance rejections via output-feedback control, it is worthy to note that most of the existing results focus on state-feedback control design [26]–[28] except for the active disturbance rejection control (ADRC). The potential difficulty for designing an output-feedback disturbance rejection controller is that it is quite challenging to estimate both the unknown states and unmatched disturbances simultaneously. Consequently, we provide a thorough comparison with the traditional ADRC approach, which is a well-known output-feedback disturbance rejection controller, from different aspects including with a methodological perspective, delicate theoretical analysis and experimental comparisons.

It should be mentioned that the preliminary version of the paper has been published in [29], where a very basic control design is considered for the buck-converter driven DC motor system subject to only load torque disturbance. The result therein is far from complete due to the following three reasons: 1) The parameter uncertainties are not considered therein, which are inevitable for the system under consideration; 2) The result is not complete theoretically since no rigorous performance analysis have been presented in that paper to show the relationship between the ultimate bounds and the observer parameters; 3) There lacks a thorough theoretical analysis and experimental results to show that the proposed approach exhibits advantages over the traditional control approaches. Compared with [29], this paper enriches the results in both theory and experiment aspects.

II. PRELIMINARIES AND MOTIVATIONS

A. Model of Converter-Driven DC Motor System

The basic circuit of the buck converter-driven DC motor system considered in this paper is shown in Fig. 1. In the buck converter circuit, there is a DC input voltage $E$, a switch $VT$, a diode $VD$, a pulse width modulation (PWM) gate drive, a load resistor $R$, a capacitor $C$ and an inductor $L$. The DC motor consists of an induced electromotive force $E_a$, an rotor winding resistor $R_a$ and an armature inductor $L_a$. The nominal moment of the rotor inertia is denoted as $J$. Based on Kirchhoff’s law, the system dynamic model is given by

\[
\begin{align*}
\frac{di_L}{dt} &= -\frac{v_o}{L_0} + \frac{E_0}{L_0} - \mu + d_1 \\
\frac{dv_o}{dt} &= \frac{i_o}{C_0} - \frac{v_o}{R_0C_0} + \frac{i_o}{C_0} + d_2 \\
\frac{di_a}{dt} &= \frac{v_o}{L_a_0} - \frac{R_a_0i_a}{L_a_0} - k_\omega + d_3 \\
\frac{d\omega}{dt} &= \frac{k_m}{J_0} - \frac{b_\omega}{J_0} - \frac{\tau_L}{J_0} + d_4
\end{align*}
\]

where $E_0$, $L_0$, $C_0$, $R_0$, $L_{a_0}$, $R_{a_0}$ and $J_0$ are the nominal values.
of $E$, $L$, $C$, $R$, $L_d$, $R_a$ and $J$, respectively. The first two formulas of (1) correspond to the dynamics of the buck converter, in which $i_L$ and $v_o$ are the inductor current and capacitor voltage of converter, respectively, $\mu \in [0,1]$ is the duty ratio. The last two formulas represent the dynamics of the DC motor, in which $i_a$ and $\omega$ denote the armature current and angular velocity of the motor, respectively, $k_m$ is motor torque constant, $k_e$ is counter electromotive force constant, $b$ denotes the motor viscous friction coefficient, $\tau_L$ is the unknown time-varying load torque. Moreover, $d_1$, $d_2$, $d_3$ and $d_4$ are lumped disturbances denoted by

$$d_1 = \frac{v_o}{L_0} - \frac{v_o}{L} + \frac{Ei_L}{L} - \frac{E_0i_L}{L_0} + f_1$$

$$d_2 = -\frac{v_o}{RC} + \frac{v_o}{R_0C_0} + \frac{i_L}{C} - \frac{i_L}{C_0} + f_2$$

$$d_3 = \frac{v_o}{L_0} - \frac{v_o}{L_a} + \frac{R_m i_a}{L_0} - \frac{R_{da}}{L_a} + \frac{k_e \omega}{L_a} - \frac{k_e \omega}{L_0} + f_3$$

$$d_4 = \frac{k_m i_a}{J} - \frac{k_m i_a}{J_0} + \frac{b \omega}{J} - \frac{b \omega}{J_0} + \frac{\tau_L}{J_0} - \frac{\tau_L}{J} + f_4$$

(2)

where $f_i$, $i = 1, 2, 3, 4$ represents the rest unmodeled uncertainties in each channel.

**Remark 1:** The unmodeled uncertainties in the converter-driven DC motor systems include the cogging torque, high-order back-electromotive force (EMF) harmonics, dead-time effects, etc. According to the existing results, the cogging torque $T_{cogi}$ is modeled in detail in [30] as $T_{cogi} = \sum_{i=1}^{\infty} T_{cogi} \cos(iQ\theta_m + \varphi_i)$ where $\theta_m = \theta_0 / n_0$ is the mechanical angular position of the rotor, $Q$ is the number of the slots, and $T_{cogi}$ and $\varphi_i$ are the corresponding amplitude and phase angle. It is very difficult to model all the unmodeled uncertainties in detail, thus, we treat the unmodeled uncertainties as part of disturbances in this paper. Under the control framework proposed in this paper, the effects of disturbances can be estimated and compensated for in the controller. As a result, the effects from unmodeled uncertainties can be eliminated in the control performance.

**B. Research Motivation and Control Objective**

As mentioned in the introduction of the paper, the traditional ADRC and the generalized ESO-based control approach in [23] provide solution possibilities for the problem under consideration. The potential limitations of these two approaches are elaborated in this subsection.

1) **Traditional ADRC:** Generally, the traditional ADRC method for system (1) under consideration is designed based on the fourth-order integral chain system [22], where the observer is designed as

$$\dot{\hat{v}}_1 = \hat{v}_2 + i_1(v_1 - \hat{v}_1), \quad \dot{\hat{v}}_2 = \hat{v}_3 + i_2(v_1 - \hat{v}_1)$$

$$\dot{\hat{v}}_3 = \hat{v}_4 + i_3(v_1 - \hat{v}_1), \quad \dot{\hat{v}}_4 = \hat{v}_5 + ku + i_4(v_1 - \hat{v}_1)$$

$$\dot{\hat{v}}_5 = i_5(v_1 - \hat{v}_1)$$

(3)

where $\kappa$ is a constant that depends on the circuit parameters, and $\omega^e$ is the desired angular velocity. $i_1, i = 1, 2, 3, 4, 5$ is the observer gain to design. $v_1 = \omega - \omega^e$, $\hat{v}_i$, $i = 1, 2, 3, 4, 5$ denote estimations of $v_1, \dot{v}_1, \ddot{v}_1$ and $v_3^{(3)}$ and the lumped disturbance, respectively. The ADRC law is designed as

$$\mu = \phi_1 \dot{\hat{v}}_1 + \phi_2 \dot{\hat{v}}_2 + \phi_3 \dot{\hat{v}}_3 + \phi_4 \dot{\hat{v}}_4 - \frac{1}{k} \dot{\hat{v}}_5$$

(4)

where $\phi_i$, $i = 1, 2, 3, 4$ is the controller gain to be designed. It is assumed that the observer poles are set as $-\omega_o$ ($\omega_o > 0$), and the observer gains in (3) are obtained and given by

$$l_1 = 5\omega_o, \quad l_2 = 10\omega_o^2, \quad l_3 = 10\omega_o^3, \quad l_4 = 5\omega_o^4, \quad l_5 = \omega_o^5.$$ (5)

The traditional ADRC method can remove the offset caused by unmatched disturbances asymptotically but through the integral-chain coordinate transformation shown in [22], where system dynamics have not been fully exploited. For the fifth-order observer in (3), the observer gain shows polynomial growth in terms of the increase of the poles for the observer. It is natural that large observer gains will seriously amplify measurement noises and thereby cause abrupt changes in estimates as well as the control signal.

2) **Generalized ESO-Based Control:** In [23], a generalized ESO-based control strategy is proposed for unmatched disturbance compensation. The design procedure is revisited as follows.

Let $x = [i_L, v_o, i_a, \omega]^T$. The compact form of the converter-driven DC motor system (1) is given by

$$\dot{x} = Ax + bu + bd_d d_d; \quad y = Cx$$

(6)

where $A$, $b$, $b_d$ and $C$ are matrices with compatible dimensions, and $d = [d_1, d_2, d_3, d_4]^T$. Denote $\hat{x} = [i_L, v_o, i_a, \omega, d_1]^T$. The generalized ESO is designed as

$$\begin{aligned}
\dot{\hat{x}} &= \hat{A} \hat{x} + \hat{b}u + L(y - \hat{y}) \\
\dot{\hat{y}} &= C \hat{x}
\end{aligned}$$

(7)

where $\hat{x} = [\hat{i}_L, \hat{v}_o, \hat{i}_a, \hat{\omega}, \hat{d}_1]^T$ and $L$ is the observer gain. Denote $\hat{d} = [\hat{x}_5, \hat{x}_6, \hat{x}_7, \hat{x}_8]^T$, $\hat{x}_5$, $\hat{x}_7$, and $\hat{x}_8$ can be obtained by similar observers with (7). The generalized ESO-based control law is designed as

$$u = K_s \dot{x} + K_d \hat{d}_d$$

(8)

where $\hat{x} = [\hat{i}_L, \hat{v}_o, \hat{i}_a, \hat{\omega}, \hat{d}_1]^T$, $K_s$ is the feedback control gain and $K_d$ is the disturbance compensation gain (see [23] for detailed design procedures).

Following the guidelines given in [23], for the given converter-driven DC motor system (1), it is verified that the observability condition is not satisfied for the designed observer in (7) and thus the generalized ESO-based control approach is not available for the present control problem.

**Control Objective:** This paper aims to design a new output-feedback speed regulation controller for the converter-driven DC motor system (1) subject to various matched/unmatched uncertainties and disturbances. The controller can fully exploit the nominal model of the system given in (1) and only requires the output measurement. Under the proposed controller, the angular velocity $\omega$ of the DC motor tracks the desired signal $\omega^*$ asymptotically even in the presence of unmatched disturbances.
III. MAIN RESULTS

A. Controller Design

By utilizing the basic principle of output regulation theory [24], the steady states of the buck converter-driven DC motor system can be calculated by solving the following regulator equations:

\[
\begin{align*}
\frac{di_L}{dt} &= v_o + \frac{E_0}{L_0} \pi_{1t} + d_1 \\
\frac{di_v}{dt} &= \frac{\pi_{1t} - \pi_{1o} - \pi_{1a}}{C_0} + \frac{d_2}{R_0 C_0} \\
\frac{di_a}{dt} &= \frac{\pi_{1v} - \frac{R_{ia} \pi_{1a}}{L_{oa} - \frac{k_e \pi_{1a} + d_3}{L_{oa}}} \\
\frac{d\omega}{dt} &= \frac{k_m \pi_{1a}}{J_0} - \frac{b \pi_{1a}}{J_0} + \frac{d_4}{J_0} \\
\end{align*}
\]

where \(\pi_{1t}, \pi_{1o}, \pi_{1a}, \pi_{1w}\) and \(\pi_{1\mu}\) represent the desired steady-state responses of \(i_L, v_o, i_a, \omega\) and \(\mu\), respectively.

Remark 2: As per the output regulation principle [24], here the actual dynamic system (1) will be driven to its steady-state manifold governed by (9). It is clear that the steady-state manifold is naturally determined by the actual disturbances. This is the reason why the actual disturbances (2) appear in both the actual system (1) and the regulator equations (9).

Define the following coordinate transformation:

\[ e_{1t} = i_L - \pi_{1t}, \quad e_{1v} = v_o - \pi_{1v}, \quad e_{1a} = i_a - \pi_{1a}, \quad e_{1w} = \omega - \pi_{1w}. \]  (10)

Taking the time-derivatives of (10) along (1) and (9), one obtains

\[
\begin{align*}
\dot{e}_{1t} &= \frac{e_{1v} - \frac{E_0}{L_0} \mu - \frac{E_0}{L_0} \pi_{1\mu}}{C_0} - \frac{e_{1a}}{R_0 C_0} - \frac{e_{1w}}{C_0} \\
\dot{e}_{1v} &= \frac{e_{1a} - \frac{R_{ia} \pi_{1a}}{L_{oa} - \frac{k_e \pi_{1a} + d_3}{L_{oa}}}}{L_{oa}} - \frac{k_e \pi_{1a} + d_3}{L_{oa}} \\
\dot{e}_{1a} &= \frac{k_m \pi_{1a}}{J_0} - \frac{b \pi_{1a}}{J_0} - \frac{d_4}{J_0} \\
\end{align*}
\]

B. Performance Analysis

Denote \( E = [\dot{e}_1, \dot{e}_2, \dot{e}_3, \dot{e}_4]^T \), where \( \dot{e}_1 = [\dot{e}_{1t}, \dot{e}_{1v}, \dot{e}_{1a}, \dot{e}_{1w}, \dot{\pi}_{1\mu}]^T \). An observer for system (12) is then designed as follows:

\[
\dot{\hat{e}} = \hat{\Phi} \hat{e} + \Gamma \mu + L(e_\omega - \hat{e}_\omega)
\]

where

\[
L = [l_1, l_2, l_3, l_4, l_5]^T, \quad \Xi = \begin{bmatrix} 0 \ 0 \ 0 \ 0 \ 0 \end{bmatrix}_3.
\]

Remark 3: Since both the states and their steady-state responses are unknown, it is generally quite difficult, if not impossible, to estimate the unknown states and their desired steady-state responses simultaneously. Consequently, we propose a new manner to estimate error signals between the unknown system states and their desired steady-state responses directly by using adequate coordinate transformations. By virtue of coordinate transformations, an observer shown in (13) is proposed to identify the estimated parameters in the paper.

By virtue of the estimations generated in (13), the composite controller is designed as follows:

\[
\mu = \Phi \dot{e} + \dot{\pi}_{1\mu}
\]

where \(\Phi = [\phi_1, \phi_2, \phi_3, \phi_4]\) is control gain to design.

Remark 4: The controller can also be designed as

\[
\mu = \phi_1 \dot{e}_{1t} + \phi_2 \dot{e}_{1v} + \phi_3 \dot{e}_{1a} + \phi_4 e_\omega + \dot{\pi}_{1\mu}
\]

since \(e_\omega\) is available. In practice, if the sensor noises are severe and unacceptable, it is advised to choose the controller given in (14) since the observer can be taken as a low-pass filter as well [31].

Remark 5: The solutions of the regulator equations (9) are not needed in implementation. From the coordinate transformation given in (10), the augmented system (12), the observer, and controller given by (13) and (14), it is known that although we cannot calculate \(\pi_{1t}, \pi_{1v}, \pi_{1\mu}\) due to the presence of unknown disturbances, the controller can be implemented based on the observation technique.
The stability of the closed-loop buck converter-driven DC motor system is established by the following theorem.

**Theorem 1:** For a bounded $\zeta$, if the observer gain $L$ in (13) and the feedback control gain $\Phi$ in (14) are chosen such that $M$ and $A_{11}$ are Hurwitz, respectively. Then, both the estimation errors and the angular velocity tracking error will converge to a bounded neighborhood of the origin and the ultimate bounds can be assigned arbitrarily small by adjusting the poles of the observer.

**Proof:** The proof of the theorem is divided into the following three steps.

**Step 1:** By the definition of input-to-state stability (ISS) [32], there exist a class of $\mathcal{KL}$ function $\beta_1$ and a class of $\mathcal{K}$ function $\beta_2$ such that for any bounded $\zeta(t)$ and initial state $E(0)$, the solution $E(t)$ of system (16) satisfies $||E(t)|| \leq \beta_1(||E(0)|| + \beta_2(||\phi_0|| + ||\phi(t)||))$. Moreover, as $t \to \infty$, there is $||E(\infty)|| \leq \beta_2(\delta) < \infty$ with $||\zeta(t)|| \leq \delta$, where $\delta$ is a positive constant. Therefore, the speed tracking error and the estimation errors are all bounded.

**Step 2:** We assign the eigenvalues of $M$ and $A_{11}$ as $-\omega_o$ ($\omega_o > 0$) and $-\omega_c$ ($\omega_c > 0$). The observer error dynamics are evaluated first, whose formation is depicted by

$$
\dot{e} = Me + Ne \zeta
$$

where $N = [0, 0, 0, 0, 1]^T$.

Define $G_{\tilde{e}_1}(s) = E_1(s)/[L(\zeta(t))]$, where $E_1(s)$ and $L(\zeta(t))$ are the Laplace transformations of $\tilde{e}_1(t)$ and $\zeta(t)$, respectively. By (17), one has $G_{\tilde{e}_1}(s) = r_1H^{-1}N$, where $r_1 = [1, 0, 0, 0, 0, 0]$, and $H = sI - M = \{h_{ij}\}$. Denote det($H$) as the determinant value of $H$. Since the eigenvalues of the characteristic equation $M$ are set as $-\omega_o$, one obtains det($H$) = $(s + \omega_o)^5$. It is noted that $H^{-1} = H^*/\text{det}(H)$, where $H^* = (h_{ij}^*)^T = H_{pi}$ is the adjoint matrix of $H$. After some straightforward calculations, one obtains

$$
G_{\tilde{e}_1}(s) = \frac{a_1s^3 + a_2s^2 + a_3s + a_4}{(s + \omega_o)^5}
$$

$$
= \frac{a_1}{(s + \omega_o)^2} + \frac{a_2 - 3\omega_o a_1}{(s + \omega_o)^3}
$$

$$
+ \frac{a_3 + 3\omega_o^2 a_1 - 2\omega_o a_2}{(s + \omega_o)^4}
$$

$$
+ \frac{-a_1(\omega_o a_1 + 2\omega_o^2 a_2 - 3\omega_o^3 a_3 + a_4)}{(s + \omega_o)^5}
$$

(18)

where $a_1 = -E_0/L_0$, $a_2 = -5E_0/\omega_o L_0$, $a_3 = E_0/C_0 L_0^2 - 10E_0/\omega_o^3 L_0$, $a_4 = E_0/C_0 L_0^2 R_0 - 5E_0/\omega_o L_0^2 R_0 - 10E_0/\omega_o^3 L_0/R_0$.

To proceed with the analysis, we present the following statement: For a system

$$
Y(s) = \frac{U(s)}{(s + \lambda)^n}
$$

(19)

letting $x_i = \lambda^{i-1}y_i$ ($i \in \mathbb{N}_1$), system (19) is rewritten as

$$
\dot{x} = \lambda A x + \lambda^{n-1} B u
$$

(20)

where $x = [x_1, x_2, \ldots, x_n]^T$, $A = [0_{n-1 \times 1}, I_{(n-1) \times (n-1)} - 1_{1 \times 1}, \alpha_{1 \times (n-1)}] \in \mathbb{R}^{n \times n}$ and $B = [0_{1 \times (n-1)}, 1_{1 \times 1}]^T$, with $\alpha = [-\alpha_{n-1}, \alpha_{n-2}, \ldots]$. It is noted that multiple eigenvalues of $A$ are $-1$, therefore, there is a symmetric positive definite matrix $P \in \mathbb{R}^{n \times n}$ satisfying $A^T P + P A = -I$. Denote $\lambda_{\text{min}}(P)$ and $\lambda_{\text{max}}(P)$ as the minimum and maximum real part of eigenvalues of $P$, respectively. We choose $\lambda > \lambda_{\text{max}}(P)$. It is supposed that $|\alpha| \leq \theta$ with $\theta > 0$.

A Lyapunov function is constructed as $V(x) = x^T P x$. The first-order derivative of $V(x)$ is obtained as

$$
\dot{V}(x) = -\lambda ||x||^2 + 2x^T PBx \lambda^{n-1} u
$$

$$
\leq -\lambda ||x||^2 + \lambda_{\text{max}}(P)(||x||^2 + \lambda^{2(n-1)} \theta^2)
$$

$$
\leq [-\lambda + \lambda_{\text{max}}(P)]||x||^2 + \lambda_{\text{max}}(P)\lambda^{-2n+2} \theta^2
$$

$$
\leq -\bar{h} V(x) + \theta
$$

(21)

where $\bar{h} = \lambda/\lambda_{\text{max}}(P) - 1 > 0$, $\theta = \lambda_{\text{max}}(P)\lambda^{-2n+2} \theta^2$.

By the comparison lemma [32], one obtains from (21) that

$$
V(x) \leq \frac{\theta}{\bar{h}} + e^{-\bar{h} t}(V(0) - \frac{\theta}{\bar{h}})
$$

(22)

Since $V(x)/\lambda_{\text{max}}(P) \leq ||x||^2 \leq V(x)/\lambda_{\text{min}}(P)$, one gets $||x||^2 \leq \{\theta/\bar{h} + e^{-\bar{h} t}(V(0) - \theta/\bar{h})\}/\lambda_{\text{min}}(P)$. One can further obtain that

$$
\lim_{t \to \infty} ||x||^2 \leq \frac{\theta}{\lambda_{\text{min}}(P)^2} \frac{\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(P)} \theta \lambda^{-n+1}
$$

(23)

For each sub-system in (18), there is a $P_i \in \mathbb{R}^{n \times n}$ such that $A_i^T P_i + P_i A_i = -I_{n \times n}$, and $A_i$ is the same with the matrix $A$ in (20) with $n = i$. $\lambda_{\text{max}}(P_i)$ and $\lambda_{\text{min}}(P_i)$ represent the maximum and minimum real part of eigenvalues of $P_i$, respectively. Let $\omega_o$ satisfy $\omega_o > max[\lambda_{\text{max}}(P_i)]$, $i = 1, 2, 3, 4, 5$. For bounded $\zeta(t)$, based on the analysis above, we have
\[
\lim_{t \to \infty} |\dot{e}_1(t)| \leq q_2 \delta |a_1| |\omega_o^{-1} + q_3 \delta (q_2 |a_2 - 3\omega_o a_1| |\omega_o^{-2} + q_3 \delta |a_3 - 2\omega_2 \omega_o + 3 a_1 \omega_o^2| |\omega_o^{-3} + q_4 \delta |a_4 - 2\omega_2 \omega_o + 2 a_1 \omega_o^2| |\omega_o^{-4} + 8 |a_1| |\omega_o^{-1} + 4 |a_2| |\omega_o^{-2} + 2 |a_3| |\omega_o^{-3} + |a_4| |\omega_o^{-4} |) 
\]
\[
\leq q_{\max} \delta E_0 \left( 24 |a_1| |\omega_o^{-1} + 7 |a_2| |\omega_o^{-2} + 2 |a_3| |\omega_o^{-3} + |a_4| |\omega_o^{-4} |) \right) 
\]
(24)

where \( q_i = \lambda_{\max}(P_i) / \sqrt{\lambda_{\min}(P_i)} \cdot 1 / \sqrt{\omega_o - \lambda_{\max}(P_i)} \), \( q_{\max} = \max(q_i), i = 1, 2, 3, 4, 5 \).

Through similar analysis, we get the other four estimation errors as follows:

\[
\lim_{t \to \infty} \left| \ddot{e}_2(t) \right| \leq \frac{q_{\max} \delta E_0}{L_0} \left[ \frac{24 \omega_o^{-1}}{C_0} + \frac{7 \omega_o^{-2}}{C_0 R_0} \right] 
\]
\[
\lim_{t \to \infty} \left| \ddot{e}_3(t) \right| \leq \frac{q_{\max} \delta E_0}{L_0} \left[ \frac{(L_{a_0} + C_0 R_0) \omega_o^{-4} + 7 \omega_o^{-3}}{C_0 a_{\omega_0}} \right] 
\]
\[
\lim_{t \to \infty} \left| \ddot{e}_4(t) \right| \leq \frac{q_{\max} \delta E_0 k_{a_0} \omega_o^{-4}}{L_0 C_0 J_{a_0}} 
\]
\[
\lim_{t \to \infty} \left| \ddot{e}_5(t) \right| \leq 5 q_{\max} \delta. 
\]
(25)

It is obvious that the ultimate bound of \( \ddot{e}_i, i = 1, 2, \ldots, 5 \) can be arbitrarily small by magnifying \( \omega_o \).

**Step 3:** The tracking error subsystem is written as
\[
\ddot{e} = A_{11} \ddot{e} + \xi \psi 
\]
(26)

where \( \xi = [-1, 0, 0, 0]^T \) and \( \psi = (E_0/L_0) (\sum_{j=1}^{4} \phi_i \ddot{e}_1 + \ddot{e}_5) \). The system (26) is ISS with respect to \( \psi \). By similar analysis with Step 2, let \( \omega_c \) satisfy \( \omega_c > \lambda_{\max}(P_i) \). we get the upper bounds of \( |\ddot{e}_i|, i = 1, 2, 3, 4 \) as follows:

\[
\lim_{t \to \infty} |\ddot{e}_1(t)| \leq z_{\max} \psi^* \left[ 8 + 4 \left( \frac{1}{R_0 C_0} + \frac{R_0}{J_{a_0}} + \int_0^t \frac{b}{\omega_c^2} \right) \right] 
\]
\[
\leq 2 \left( \frac{b}{C_0 J_{a_0}} + \frac{R_0 + R_{a_0}}{C_0 J_{a_0} R_{a_0}} \right) \frac{R_0 b + k_k m}{J_0 L_{a_0}} \omega_c^{-2} 
\]
\[
+ \frac{R_0 b + R_{a_0} b + k_k m}{C_0 J_0 L_{a_0}} \omega_c^{-3} \right] \right] 
\]
\[
\lim_{t \to \infty} |\ddot{e}_2(t)| \leq z_{\max} \psi^* \left[ \frac{4 \omega_o^{-1}}{C_0} + \frac{L_{a_0} b + J_0 R_{a_0}}{C_0 J_0 L_{a_0}} \omega_c^{-2} 
\right]
\]
\[
\leq \frac{R_0 b + k_k m}{C_0 J_0 L_{a_0}} \omega_c^{-3} \right] \right] 
\]
\[
\lim_{t \to \infty} |\ddot{e}_3(t)| \leq z_{\max} \psi^* \left[ \frac{2 \omega_o^{-2}}{C_0 L_{a_0}} + \frac{b \omega_o^{-3}}{C_0 J_0 L_{a_0}} \right] 
\]
\[
\lim_{t \to \infty} |\ddot{e}_4(t)| \leq z_{\max} \psi^* \frac{k_{a_0} \omega_o^{-3}}{C_0 J_0 L_{a_0}} 
\]
(27)

where \( \psi^* \) denotes the upper bound of \( \psi \), \( z_{\max} = \max(|z_i|, z_i = \lambda_{\max}(P_i) / \sqrt{\lambda_{\min}(P_i)} \cdot 1 / \sqrt{\omega_o - \lambda_{\max}(P_i)} \), \( i = 1, 2, 3, 4 \). Since the ultimate bound of \( \psi \) could be arbitrarily small by magnifying \( \omega_o \), the ultimate bound of the angular velocity tracking error can be arbitrarily small.

Next, the disturbance rejection ability of the closed-loop system under controller (14) is summarized as follows.

**Theorem 2:** If \( \xi(t) \) tends to zero as \( t \) tends to infinity, the observer gain \( L \) in (13) and the controller gain \( \Phi \) in (14) are chosen such that \( M \) and \( A_{11} \) are Hurwitz, and \( CA_{11}^{-1} A_{12} \) is invertible with \( C = [0, 0, 0, 1] \), then the angular velocity \( \omega \) in (1) tracks the desired value \( \omega^* \) asymptotically in the presence of disturbances/uncertainties under the control law (14).

**Proof:** From (17), under the given condition and Theorem 1, we have
\[
\lim_{t \to \infty} \dot{e}(t) = \lim_{t \to \infty} \ddot{E}(s) = \lim_{s \to 0} \ddot{L}(\zeta(t)) = \lim_{s \to 0} (sI - M)^{-1} N \cdot \lim_{t \to \infty} \zeta(t) = 0. 
\]
(28)

Combining (17) and (26), it gives
\[
e_{\omega} = \dot{C} e = CA_{11}^{-1} \dddot{e} = CA_{11}^{-1} A_{12} \dddot{e}. 
\]
(29)

Based on the similar analysis with (28), it is easy to get \( \lim e_{\omega}(t) = 0 \), then, we have \( \lim \omega = \omega^* \). Fig. 2 shows the control structure of the proposed control approach.

**IV. EXPERIMENTAL VERIFICATION**

To validate the performance of the proposed model-based control strategy, experiments on a buck converter-driven DC motor system are carried out in this section.

**A. Experimental Test Setup**

As shown in Fig. 3, the experimental test setup contains a buck converter, a permanent magnet DC motor (DBM100), a tension controller, a magnetic powder brake device for regulating load torque, an incremental photoelectric encoder (A and B two-phase output, resolution of 1000 lines), a programmable DC power source (EA-PS19500-20U), and dSPACE DS1103 real-time controller. For experimental studies, the sampling frequency and the controller updating

![Fig. 2. Control structure of the model-based output-feedback controller.](image-url)
frequency is setting as 3.3 kHz. The fixed PWM switching frequency of the converter is 10 kHz. The algorithm is implemented by dSPACE DS1103 control board, which can achieve seamless connection with MATLAB/Simulink. Table I shows nominal values of parameters for the buck converter-driven DC motor circuit.

**Table I**

| Parameters of Buck Converter-Driven DC Motor System |
|---|
| **Meanings** | **Parameters** | **Nominal value** |
| Input voltage | $E_0$ | 40 (V) |
| Converter inductor | $L_0$ | 10 (mH) |
| Converter capacity | $C_0$ | 1000 (μF) |
| Load resistor | $R_0$ | 250 (Ω) |
| Armature inductor | $L_a$ | 2 (mH) |
| Armature winding resistor | $R_a$ | 1.45 (Ω) |
| Viscous friction coefficient | $b$ | $65.12 \times 10^{-6}$ |
| Moment of inertia of rotor | $J_0$ | $32.5 \times 10^{-6}$ |
| Torque constant | $k_m$ | 0.0699 |
| Counter electromotive force constant | $k_e$ | 0.0699 |

**B. Experimental Results and Analysis**

To demonstrate the efficiency of the proposed controller, the traditional ADRC method and the proportional integral derivative (PID) controller are employed for comparison for experimental studies. The traditional ADRC method is designed along (3) and (4). The PID controller is designed as

$$u = k_pe\omega + k_i \int_0^t e_\omega(\tau) d\tau + k_d e_\omega.$$ (30)

Parameter tuning of different controller is definitely significant in providing fair performance comparisons. It is well known that, there are usually a number of conflicts/constraints in control design and parameter tuning, such as tracking versus disturbance rejection and nominal performance versus robustness. As such, it is generally impossible to design and tune a controller with all performances better than others. For fair comparison, one sensible option is to tune the controllers so that obtain similar performance specifications and then compare the others. Since this paper focuses on disturbance/uncertainties attenuation, for fair performance comparisons among the three controllers, the control parameters of each controller are tuned such that the speed tracking profiles have similar performance specifications, such as settling time and overshoot, in the absence of disturbances and uncertainties. Subsequently, the robustness and disturbance rejection performances are fairly compared.

For traditional ADRC design, the feedback control and observer parameters are tuned by using pole placement approach [33]. The PID controller is tuned by trail and error approach such that one can get satisfactory tracking control performance. To conclude, we aim to assign adequate control parameters of traditional ADRC and PID approaches such that one can obtain desirable static and dynamic speed reference tracking performance, such as short settling time and small overshoot.

The controller poles of the proposed method and the ADRC are set as the same. In the experiment, the observer poles of the proposed method are chosen as $-500$, and the observer poles of the ADRC method are chosen as $-300$. (The reason why we choose different poles for the two observers will be discussed in the next section.) The parameters of the three controllers are shown in Table II. In this section, we present four cases of disturbances and uncertainties, where the detailed experimental scenarios are listed in Table III.

**Table II**

| Control Parameters of Three Control Approaches |
|---|
| **Methods** | **Controller parameters** | **Observer parameters** |
| Proposed | $\phi_1 = -0.1012$ | $l_1 = 114.8$ |
| | $\phi_2 = 0.0278$ | $l_2 = 99.8$ |
| | $\phi_3 = 0.6158$ | $l_3 = 246.8$ |
| | $\phi_4 = -0.0144$ | $l_4 = 1769$ |
| Traditional | $\phi_2 = -4.62 \times 10^{-5}$ | $l_2 = 9 \times 10^5$ |
| ADRC | $\phi_3 = -2.395 \times 10^{-6}$ | $l_3 = 2.7 \times 10^6$ |
| | $\phi_4 = -9.0299 \times 10^{-10}$ | $l_4 = 4.05 \times 10^{10}$ |
| PID | $k_p = 0.0025$ | |
| | $k_i = 0.04$ | |
| | $k_d = 1 \times 10^{-5}$ | |

**Case I – Time-Varying Reference Speed Tracking:** In this case, the reference speed is expressed as $\omega^* = 80 + 75 \sin (2\pi t) \text{ rad/s}$. For all three controllers, the higher-order time-derivations of the reference signal are not utilized. The tracking response curves and duty ratio profiles are shown in Fig. 4, which shows that, with similar level of duty ratios, the proposed control approach has much smaller speed tracking error as compared with the traditional ADRC and PID control approaches.

**Case II – Sudden Input Voltage Changes:** The input voltage changes from 40 V to 30 V at 1.3 s and recovers to 40 V at 3.3 s. Fig. 5 shows the response curves in this case.
TABLE III
EXPERIMENTAL SETUP SCENARIOS

| Cases | Scenarios                     | Details                                      |
|-------|-------------------------------|----------------------------------------------|
| I     | Time-varying reference speed tracking | \[\omega^* = 80 + 75 \sin(2\pi t) \text{ rad/s} \] |
| II    | Sudden input voltage changes  | \[\omega^* = 150 \text{ rad/s}, E = 40 \text{ V} \rightarrow 30 \text{ V} \rightarrow 40 \text{ V} \] |
| III   | Sudden load torque disturbance | \[\omega^* = 150 \text{ rad/s}, \tau_L = 0 \rightarrow 0.2 \text{ N} \cdot \text{m} \rightarrow 0 \] |
| IV    | Time-varying load torque disturbance | \[\omega^* = 150 \text{ rad/s}, \tau_L = 0 \rightarrow 0.05 \sin(2\pi t) + 0.05 \text{ N} \cdot \text{m} \] |

Fig. 4. Response curves under the proposed method (left), traditional ADRC (middle) and PID (right) for time-varying reference speed tracking (Case I) (top: angular velocity; middle: tracking error; bottom: duty ratio).

Fig. 5. Response curves under the proposed method (left), traditional ADRC (middle) and PID (right) with sudden input voltage change (Case II) (top: angular velocity; bottom: duty ratio).

Case III – Sudden Load Torque Disturbance: When sudden load torques are imposed, the experimental results are shown in Fig. 6. It can be seen from Fig. 6 that the proposed control approach has obtained much better transient regulation performance than the other two control approaches.

Case IV – Time-Varying Load Torque Disturbance: Diff-
different from Cases II and III where constant disturbances are considered, in this case, we aim to evaluate the influences of persistent time-varying external disturbances on the steady-state performance. Response curves of the system output and control signal are shown in Fig. 7, from which it can be seen that the proposed control method achieves much smaller steady-state speed fluctuations than the traditional ADRC and PID control schemes.

In order to compare control performance under different controllers in more detail, we evaluate the performance specification quantitatively. The performance indices including maximum angular velocity drop/raise (MAVD/MAVR) and maximum recovery time (MRT) are utilized for performance validation. The corresponding speed regulation performance indices are summarized in Table IV.

**Remark 6:** It is observed from Fig. 5 the control performance of ADRC is better than PID controller, but in Fig. 6, the control performance of ADRC is worse than that of the PID controller. The reason is that Figs. 5 and 6 show experimental results in the presence of sudden input voltage changes and sudden load torque disturbances, respectively, and different disturbances from different channels may have different effects on the control performance. We can actually obtain better control performance by choosing larger poles for ADRC, but larger poles will seriously amplify measurement.

---

**Table IV**

| Test type | Controllers      | Performance |
|-----------|------------------|-------------|
|           |                  | MAVD MAVR MRT |
| CASE II   | Proposed         | 14.5 16.4 0.154 |
|           | Traditional ADRC | 30.6 39 0.348 |
|           | PID              | 27.5 34.9 0.397 |
| CASE III  | Proposed         | 4.6 8.2 0.507 |
|           | Traditional ADRC | 14.1 21.9 1.294 |
|           | PID              | 16.9 27.1 1.107 |
| CASE IV   | Proposed         | 2.4 2 –    |
|           | Traditional ADRC | 5.8 4.4 –  |
|           | PID              | 6 5.9 –   |
noises and thereby cause abrupt changes of the estimates as well as the control signal.

Remark 7: It should be pointed out that there exists a difference between the theoretical analysis of (24) and (25) and the experimental results given in the following section, since there are many factors such as noises and control authorities affecting the control performance in practice.

V. DISCUSSIONS

In this Section, we will pay particular attention to observer gains comparisons between the proposed method and the traditional ADRC method. The relationship between the observer poles (set as $-\omega_o$) and observer gains under the proposed model-based observer (13) are given as follows:

$$l_1 = \frac{5\omega_o^4}{a_{21}a_{32}a_{43}} + \frac{10a_{12}\omega_o^2}{a_{22}a_{43}} + \frac{5a_{12}a_{22}\omega_o}{a_{32}a_{43}}$$

$$+ \frac{a_{12}^2a_{21}^2 + a_{12}a_{22}^2 + a_{23}a_{32}a_{12}a_{21}}{a_{32}a_{43}}$$

$$l_2 = \frac{10\omega_o^3}{a_{32}a_{43}} + \frac{10a_{22}\omega_o^2}{a_{12}a_{43}} + \frac{5(a_{12}^2 + a_{12}a_{21} + a_{23}a_{32})\omega_o}{a_{32}a_{43}}$$

$$+ \frac{a_{22}^2 + 2a_{12}a_{21}a_{22} + 2a_{22}a_{23}a_{32} + a_{23}a_{32}a_{33}}{a_{32}a_{43}}$$

$$l_3 = \frac{10\omega_o^2}{a_{43}} + \frac{5(a_{22} + a_{23})\omega_o}{a_{43}}$$

$$+ \frac{a_{22}^2 + 2a_{23}a_{33}a_{22} + a_{23}a_{32} + a_{34}a_{43}}{a_{43}}$$

$$l_4 = 5\omega_o + a_{22} + a_{33} + a_{44}$$

$$l_5 = \frac{\omega_o^5}{a_{15}a_{21}a_{32}a_{43}}$$  \hspace{1cm} (31)

where $a_{21} = -1/L_0$, $a_{15} = -E_0/L_0$, $a_{21} = 1/C_0$, $a_{22} = 1/R_0C_0$, $a_{23} = -1/C_0$, $a_{32} = 1/L_m$, $a_{33} = -R_{inqu}/L_m$, $a_{34} = -k_m/L_m$, $a_{43} = k_m/L_0$, and $a_{44} = -b_0$. For the traditional ADRC method, the relationship is shown by (5). By substituting the model parameters of the converter-driven DC motor into (31) and (5), one can obtain the relationships between the observer gains and poles for both methods numerically, which are shown in Fig. 8 and Table V.

As shown by Fig. 8 and Table V, the observer gains of the traditional ADRC increase drastically as the poles of the observer increases. However, due to full utilization of the nominal model, when enlarge the poles of the observer, the observer gains of the proposed control approach increase much slower than the traditional ADRC approach. This provides great potential for measurement sensor noise attenuation, which will be elaborated on in the following experimental study.

We set the speed reference signal as $\omega^* = 150$ rad/s. Two different observer poles $\omega_o = -500$ and $\omega_o = -300$ are considered here for the traditional ADRC method, while other controller settings are the same as those in Section V for both ADRC and the proposed method.

The response curves of the speed, the observer outputs and duty ratio are shown by Fig. 9. It can be obtained from the comparison results that with larger observer poles, the traditional ADRC can obtain faster speed tracking performance but larger overshoot and considerable sensor noise amplification. In particular, it can be observed from Fig. 9(f) that the duty ratio drastically fluctuates with a traditional ADRC with poles $\omega_o = -500$. This supports the previous statement that the proposed strategy has an excellent property where an increase the observer poles does not significantly amplify sensor noise. Therefore, the proposed controller widens the bandwidth without bringing any adverse effects.

Remark 8: For the experiments in last section, if we set the observer poles as $-500$ for traditional ADRC, then the duty ratio will have serious chatter especially in the case when the unknown time-varying load torques are imposed on the shaft. Therefore, we set observer poles as $-300$ in the traditional ADRC method to balance speed tracking performance and duty ratio chatter alleviation.

VI. CONCLUSIONS

This paper investigated the speed regulation problem for a buck converter-driven DC motor system with parametric uncertainties and unknown load torque disturbances. Using adequate coordinate transformations, a new observer that can
TABLE V

| Poles | Prop. | ADRC
|-------|------|------|
| l₁    | 47.144 | 26.407 7 |
| l₂    | 71.516 7 | –143.468 7 |
| l₃    | –191.154 1 | –221.143 4 |
| l₄    | –231.003 7 | 268.996 3 |
| l₅    | –0.002 3 | –0.074 4 |
| l₆    | 1000 | 1 500 |
| l₇    | 1 × 10⁵ | 4 × 10⁵ |
| l₈    | 8 × 10⁷ | 2 × 10⁸ |
| l₉    | 5 × 10⁸ | 4 × 10⁹ |
| l₁₀   | 1 × 10¹⁰ | 3.2 × 10¹¹ |

| Observer Gains of Two Controllers Under Different Poles |

Fig. 9. Response curves when ω = 150 rad/s (a) Angular velocity; (b) Estimation error; (c) Estimation of e₁; (d) Estimation of ω; (e) Estimation of e₂; (f) Control input μ.

take full advantage of system nominal dynamics, has been developed to estimate the errors between the system states and their desired steady-state responses. An output-feedback disturbance rejection controller has been proposed thereafter with performance analysis. The benefit with our proposed method is that with the same observer poles, the observer within this method has much smaller observer gains than the traditional ADRC approach. This has been presented with corresponding analysis and discussion. The experiment tests validate that the proposed model-based disturbance rejection control approach has much better control performances including tracking precision and robustness with unknown unmatched disturbances than a PID controller and traditional ADRC method.
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