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ABSTRACT

Deep learning (DL) techniques are proven effective in many challenging tasks, and become widely-adopted in practice. However, previous work has shown that DL libraries, the basis of building and executing DL models, contain bugs and can cause severe consequences. Unfortunately, existing testing approaches still cannot comprehensively exercise DL libraries. They utilize existing trained models and only detect bugs in model inference phase. In this work we propose Muffin to address these issues. To this end, Muffin applies a specifically-designed model fuzzing approach, which allows it to generate diverse DL models to explore the target library, instead of relying only on existing trained models. Muffin makes differential testing feasible in the model training phase by tailoring a set of metrics to measure the inconsistencies between different DL libraries. In this way, Muffin can best exercise the library code to detect more bugs. To evaluate the effectiveness of Muffin, we conduct experiments on three widely-used DL libraries. The results demonstrate that Muffin can detect 39 new bugs in the latest release versions of popular DL libraries, including Tensorflow, CNTK, and Theano.
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• Software and its engineering → Software testing and debugging, Software libraries and repositories.

KEYWORDS

Deep Learning Testing, Library Testing, Model Generation, Fuzzing

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

ICSE ’22, May 21–29, 2022, Pittsburgh, PA, USA  
© 2022 Association for Computing Machinery.  
ACM ISBN 978-1-4503-9221-1/22/05...

1 INTRODUCTION

Deep learning (DL) techniques have been proven effective in many specific tasks, such as image recognition [29], video understanding [53] and machine translation [49]. As a result, it becomes a trend to include DL-based functionality into traditional software design. DL systems (i.e., software systems based on DL techniques) have been widely adopted in various domains in practice, e.g., self-driving cars [28], virtual assistants [34], and software operations [11, 12, 25]. However, DL systems are shown to be lack of robustness, and thus cause real-world accidents. For instance, a Tesla driver was killed in self-driving mode that failed to brake the car in 2016 [6], and an Uber autonomous driving car killed a pedestrian in 2018 [7]. Errors/defects in DL systems can cause severe consequences, and even jeopardize human lives. Therefore, it is a critical task to test DL systems before deploying them in real production scenarios.

Unfortunately, how to test a DL system still remains an open challenge to the software engineering community. Many recent approaches focus on testing its core component, the DL model, i.e., a deep neural network trained with a set of training data. Extensive work aims at improving the robustness of DL models via generating adequate test cases, e.g., adversarial inputs or corner cases [48, 60]. Many studies also focus on designing criteria to measure the test adequacy [35, 43].

However, the execution of DL models relies on their back-end libraries (i.e., DL libraries). Even with a correct model design, the outputs can be wrong if the underlying library contains bugs. Specifically, DL libraries provide high-level interfaces of the underlying various computation implementations (e.g., matrix transformation, gradient calculation and weight update) over hardware infrastructure (e.g., CPU and GPU). Bugs in DL libraries can inevitably cause unexpected outputs, or even fatal failure of DL systems [33]. But
one may tend to blame the DL model design, instead of its underlying library, when debugging [44], incurring more difficulty to the process. Hence, it is critical to investigate how to test DL libraries.

Recent efforts (i.e., CRADLE [44] and LEMON [50]) on DL library testing focus on the inference phase of DL models. They adopt differential testing [26] to detect bugs, by comparing the inference results of existing, already-trained DL models with different DL libraries. Specifically, CRADLE directly use such models as test inputs, while LEMON further mutates such models as test inputs. However, even with these approaches, bugs still exist in DL libraries, as we have found in this work. The key reason is that they rely on the inference phase of already-trained models, which cannot exercise the library codes comprehensively. Such already-trained models typically involve only a small set of DL library functions. Moreover, DL libraries also play an important role in the model training phase, e.g., the library codes for back propagation [30]. These library codes also cannot be exercised as well. But bugs in these codes can cause incorrect training results, i.e., wrong resulting models.

Unfortunately, solving these concerns is a challenging task. First, it is hard, if not infeasible, to obtain tremendous, diverse already-trained models to comprehensively exercise library codes. Mutations based on such existing models also cannot solve this problem as they inherit the model structures, limiting the exploration of library functions. Moreover, as test oracles are not available generally, existing approaches [44, 50] resort to differential testing, based on comparing the model outputs with different DL libraries. However, such outputs are not existing in the training phase, incurring a huge challenge to applying differential testing.

In this work, we propose Muffin, a fuzzing-based approach to test DL libraries with high functionality coverage. Instead of relying on already-trained models, Muffin obtains diverse test inputs (i.e., models) with an automatic model generation algorithm. It formulates model structure as a Directed Acyclic Graph (DAG), based on which it builds a model layer by layer with an aim to achieve high functionality coverage of DL libraries. To perform differential testing, Muffin relies on data trace analysis in the training phase. In particular, we divide the model training phase into three different stages (i.e., forward calculation, loss calculation and gradient calculation), and accordingly design a set of metrics on the data traces to measure the consistency of results by different DL libraries. Inconsistencies can thus indicate potential bugs.

We apply Muffin to test 15 release versions of three widely-used DL libraries, i.e., TensorFlow [5], CNTK [2], and Theano [47]. Muffin detects 39 new bugs (including 21 crash bugs) in the latest release versions of these libraries. Extensive experiments based on 6 popular datasets show that compared with existing approaches, Muffin is capable of detecting more inconsistencies within a comparable testing time. Furthermore, we investigate the benefit of our model generation method through comparing Muffin with layer-by-layer testing. The results show that Muffin is capable of detecting more inconsistencies and crashes. Our experiments prove the effectiveness of Muffin.

Muffin contributes to the software testing art in the following three aspects:

- **We propose Muffin**, a DL library testing approach based on a novel DL model fuzzing method, which can exercise DL library functionalities more comprehensively.
- **We make differential testing feasible in testing the model training phase**, by proposing a data trace analysis method to detect inconsistencies between different test targets.
- **We implement our ideas as an open-source available software tool Muffin**, which can facilitate real-world DL library testing tasks, as well as further follow-up research.
- **We conduct an extensive study on 15 versions of three widely-used DL libraries.** The results show that Muffin can detect 39 new bugs, which cannot be detected by previous methods.

The rest of paper is organized as follows. Section 2 introduces background knowledge about DL model and DL library. Section 3 elaborates the design and implementation details of Muffin. We demonstrate the experimental setup in Section 4, and analyze the results in Section 5. Further discussion is provided in Section 6. We introduce related work in Section 7 and conclude the paper in Section 8.

## 2 BACKGROUND

### 2.1 Deep Learning Model

DL models are designed to automatically draw statistical rules from training data [23]. A DL model typically consists of a number of neurons with a layered, connected structure. The neurons between layers are connected with links. Different links are associated with different weights, which are obtained through training with input data. Each layer conducts a specific kind of transformation (e.g., convolution and pooling) for the input data with specific weights. In particular, the same layer can be adopted multiple times in a DL model, which has different weight values on the links and thus produces diverse results.

Essentially, a developer would design the architecture of a DL model such as the types of layers, how layers are connected and the loss function. Then the training process of a DL model is to find the appropriate weight values, so that the outputs can best produce expected results. The training phase typically consists of a huge amount of repeated training steps. Figure 1 outlines the process of a single training step, which can be divided into three stages:

- **Forward Calculation (FC)**: Given a batch of training cases, the model conducts specific calculations according to the layer types and get the corresponding outputs.
whether it can produce correct results, is largely determined by the weights. Since the weight values are obtained through the training process that has been widely used in various domains [15, 32, 40]. Keras is one of the most popular high-level DL libraries (e.g., high-level and low-level). In general, developers implement the source programs with high-level library APIs, which invoke the algorithms implemented in low-level libraries. Different low-level libraries are based on different infrastructures, e.g., CPU, GPU and Tensor Processing Unit (TPU) [1], thus may have different implementations for the same algorithm specification. On the other hand, high-level DL libraries can hide the differences between low-level libraries and provide a consistent abstraction to facilitate DL model development.

Keras [4] is one of the most popular high-level DL libraries that has been widely used in various domains [15, 32, 40]. Keras generally runs on top of three low-level libraries, i.e., TensorFlow, CNTK, and Theano, which cover most of the widely-used libraries. Developers implement source programs by calling APIs provided by Keras, which invoke the assigned backend low-level library to execute the computation.

Specifically, implementing a DL model using Keras mainly contains three parts: loading the data, defining the model architecture, and training the model with the data. It is worth noting that while the training process includes complicated calculations (i.e., FC, LC and BC), it can be simply implemented via calling the “model.fit()” function provided by Keras.

A high-level library is relatively simple, which glues the functions in a low-level library that provide concrete, complicated computation. Low-level libraries are not bug free and they are also not easy to be tested, due to their complication. Similar to existing work [44, 50], we focus on testing low-level libraries, e.g., TensorFlow, CNTK, and Theano. We adopt Keras as the high-level library. Our target is to test the DL library codes involved in the model training phase with high functionality coverage. Specifically, DL libraries contain many auxiliary codes for various tasks such as profiling and hardware adaptation, rather than learning-related ones. Like existing tools to test DL libraries, we focus only on learning-related APIs. In this paper, we use functionality coverage as the coverage metric, which refers to the percentage of the invoked APIs in all the pre-defined, learning-related APIs we considered.

2.3 Challenges

In order to perform comprehensive DL library testing (e.g., test the library codes involved in model training), there are two main challenges. First, it is difficult to obtain a set of DL models as testing inputs that cover most library APIs. A DL model has a layered, connected structure, which hinders the adoption of traditional test input generation approaches. Furthermore, many APIs in DL libraries have specific usage scenarios, e.g., Convolution Layer for image processing tasks, Recurrent Layers for text processing and various activation functions (e.g., ReLU [41] and leaky-ReLU [57]). Due to such complication, it is non-trivial to obtain a set of well-trained models to achieve high functionality coverage.

The second challenge is the test oracle in model training phase. Existing approaches [44, 50] utilize differential testing based on the model outputs with different DL libraries. Unfortunately, as we have discussed, DL models learn the weight values through training. Therefore, the model outputs not exist in the training phase, causing existing differential testing methods infeasible.

Next, we introduce our approach, Muffin, which is designed to address the above two challenges.

3 APPROACH

3.1 Overview

In this work, we propose Muffin, a novel approach to perform comprehensive DL library testing, i.e., test the library codes related to model training with high functionality coverage. Figure 3 presents the overview of Muffin, which is specifically tailored to solve the two design challenges.

To obtain diverse DL models, we propose a fuzzing-based model generation method. In contrast to existing methods that adopt manually-designed models, the proposed model generation approach allows Muffin to exercise the target library with tremendous, diverse models. Specifically, we divide the model architecture into two parts: structure information (i.e., how layers are connected) and layer information (i.e., what layer types are used). Through formulating the structure information of a DL model as a DAG, Muffin first generates DAGs as the structure information, and then utilizes a greedy layer selection algorithm to generate the layer information. In this way, Muffin can generate diverse DL models (Section 3.2).

To conduct differential testing, Muffin performs data trace analysis in the model training phase. In particular, Muffin profiles the data traces from different training stages (i.e., FC, LC and BC). It then detects the inconsistencies of different libraries based on a
set of proposed metrics, which measures the output variance of consecutive layers. (Section 3.3).

3.2 Model Generation

As discussed in Section 2.1, a DL model has a layered structure with connections between layers. In order to generate a set of diverse DL models to explore library codes, we need to decide what types of layers are used in a model, as well as how these layers are connected. Unfortunately, simply selecting a series of layers and stacking them together can easily cause model failure. For example, the “Add” layer is used to add a list of inputs. If only one input is fed to this layer, the model generation would fail. Besides, the inputs of “Add” layer should also have the same shape to avoid failure generation. Therefore, we design a top-down generation algorithm, which first generates the structure information (i.e., the topology of how layers are connected in the model), followed by the generating of the layer information (i.e., specific layer types adopted in the model).

3.2.1 Structure Information Generation. Given a set of inputs, a DL model performs specific computation layer by layer, so as to yield the outputs. Therefore, the computation flow of a DL model can be abstracted as a DAG. Specifically, every vertex in the DAG represents a layer, and every edge between two vertices represents a link between the corresponding layers in the original model. Such an abstraction method is also applied in current model representation. For example, TensorFlow uses a DAG to represent the computational graph of a DL model [8]. Therefore, we utilize a DAG to represent the structure information of a DL model.

Although it is not difficult to generate a DAG, the corresponding model structure may be too simple or too complicated, which is rarely used in practice. Inspired by recent studies in Neural Architecture Search (NAS) [20], that targets on automating the design of model architectures, we summarize two model structure templates, as shown in Figure 4. Specifically, Figure 4(a) shows the chain structure with skips. Chain-structured architecture is the simplest example of the model structure topology. Through permitting arbitrary skip connections between nodes, this template can cover many commonly-used DL models (e.g., fully-connected networks, VGG [45] and DenseNet [31]). On the other hand, the cell-based structure in Figure 4(b) builds upon the observation that many specifically-designed model architectures consist of repetitions of fixed structures [52], e.g., ResNet [29]. Each cell in the structure is a small DAG that conducts a specific transformation, e.g., the computation cell in Figure 4(b) contains computation layers, while the reduction cell is used for downsampling. It is worth noting that originally the same cells (e.g., computation cells) should have the same DAG. Since our target is generating diverse structures instead of finding the architecture with the best performance, we remove this restriction in the proposed template (i.e., same cells may have different DAGs). In addition, we also guarantee that the generated DAG has only one vertex whose in-degree is 0 as the input layer, one vertex whose out-degree is 0 as the output layer. There is also no isolated vertex in the generated DAG. In this way, Muffin generates a DAG as the model structure information.

3.2.2 Layer Information Generation. Given the generated structure information, we need to refine the layer information, i.e., determine the specific layer type for each vertex in the DAG. As discussed before, stacking layers without guidance can easily cause model failure. Specifically, there are two types of restrictions when selecting layers. The first restriction is the input number restriction. In particular, most layers (e.g., “Convolution”) are SI (Single-Input) layers, while some layers (e.g., “Concatenation”) are MI (Multiple-Input) ones. If more than one input is fed to an SI layer, this layer...
can only process one of the inputs, leading to the existence of invalid connections between layers. The corresponding DAG thus is equivalent to the DAG without the invalid connections, which lowers the DAG diversity. Therefore, we have to choose the proper layer according to the number of inputs. Considering that an edge in a DAG represents the data flow direction, we can determine the number of inputs that the corresponding layer takes based on the in-degree of the vertex.

The second restriction is the input/output shape restriction. Specifically, MI layers require the inputs to have the same shape in specific axis(es) so as to conduct the transformation properly, e.g., the inputs of “Concatenation” layer should have the same shape except for the concatenation axis. Therefore, before feeding the inputs to an MI layer, we adopt additional “Reshaping” layers to reshape the inputs into the same shape. In addition, the input shape of the input layer (i.e., the vertex with 0 in-degree), and the output shape of the output layer (i.e., the vertex with 0 out-degree) need to be properly set according to the training data and the task type (e.g., classification, regression). We still resort to the “Reshaping” layer to reshape the output size, while the input shape is directly set based on the shape of input data.

Furthermore, in order to increase the diversity of the generated models, intuitively, we should give a larger chance to the layer that is rarely used before. Based on this intuition, we design a layer selection procedure based on Fitness Proportionate Selection [21]. Specifically, for a specific layer l, Muffin records the number of times that l has been selected to construct a model, denoted as c. Then Muffin calculates \( p = \frac{s}{\sum_{k=1}^{r} s_k} \) as the score for l. Based on s, the probability that l is selected among all layer types can be calculated as follows:

\[
p = \frac{s}{\sum_{k=1}^{r} s_k}
\]

where \( r \) is the total number of possible layers. Since we divide layer types into two categories (i.e., SI and MI), score s and probability p are calculated based on the layers belonging to the same category. In this way, Muffin generates the layer information via selecting a specific layer for each vertex in the DAG. A DL model can thus be constructed according to the generated structure information and layer information.

3.2.3 Entire Algorithm. We formally describe our fuzzing-based model generation method in Algorithm 1. This algorithm takes 5 parameters, \( N_m \) is the total number of models to generate, serving as the terminating condition; \( \text{MAX}_c \) and \( \text{MAX}_v \) are parameters to control the size of DAG; \( L_i \) and \( L_o \) should be manually set according to the input data and target task. Lines 2-33 iteratively generate a set of DL models. Specifically, lines 3-13 randomly choose a template and generate a DAG as the structure information. Lines 17-18 set the input layer. Lines 22-24 select SI layers for the 1 in-degree vertices, and Lines 26-29 select MI layers for the vertices with more than 1 in-degree. Lines 30-31 set the output layer. Finally, lines 32-33 construct a DL model m based on the generated structure information and layer information, then adding m to the result set \( M \).

### Algorithm 1: Model Architecture Generation

**Input:** \( N_m \): Number of generated models  
\( \text{MAX}_c \): Maximum number of cells in a model  
\( \text{MAX}_v \): Maximum number of vertices in a DAG  
\( L_i \): Input shape  
\( L_o \): Output shape  

**Output:** \( M \): A set of generated models

1. \( M \leftarrow \emptyset \);  
2. while \( \text{Size}(M) < N_m \) do  
3.   /* select a template and generate Structure Information SI */  
4.     \( p \leftarrow \text{Random}(0, 1); \)  
5.     if \( p < 0.5 \) then  
6.       \( N_o \leftarrow \text{RandomInt}(1, \text{MAX}_o); \)  
7.       \( SI = \text{CreateChainDAG}(N_o); \)  
8.     else  
9.       \( N_c \leftarrow \text{RandomInt}(1, \text{MAX}_c); \)  
10.       \( G \leftarrow \emptyset; \)  
11.      for \( i \) from 1 to \( N_c \) do  
12.        \( G_i = \text{RandomDAG}(); \)  
13.        \( G = G \cup \{ \text{GetOutputLayer}(i); \} \)  
14.      end  
15.      \( SI = \text{CreateCellDAG}(N_c,G); \)  
16.     end  
17.     \( LI \leftarrow \emptyset; \) /* Layer Information */  
18.     /* generate model according to DAG */  
19.   foreach node \( j \) in TopologicalSequence(SI) do  
20.      if the in-degree of node \( j \) is 0 then  
21.        \( LI \leftarrow LI \cup \{ \text{SetInputLayer}(LI, j); \} \)  
22.     else  
23.        \( P_j \leftarrow \text{GetAllDirectPredecessors}(j); \)  
24.        if \( \text{Size}(P_j) == 1 \) then /* SI layer */  
25.          \( \text{shape} \leftarrow \text{GetShape}(P_j[0]); \)  
26.          \( LI \leftarrow LI \cup \{ \text{SetSILayer}(\text{shape}, j); \} \)  
27.          \( \text{UpdateSIScore}(); \)  
28.        else /* MI layer */  
29.          \( \text{shape} \leftarrow \text{RandomShape}(); \)  
30.          \( LI \leftarrow LI \cup \text{ReshapingLayers}(P_j, \text{shape}); \)  
31.          \( LI \leftarrow LI \cup \{ \text{SetMILayer}(\text{shape}, j); \} \)  
32.          \( \text{UpdateMIScore}(); \)  
33.        end  
34.     end  
35.     if the out-degree of node \( j \) is 0 then  
36.        \( LI \leftarrow LI \cup \text{SetOutputLayer}(j, L_o); \)  
37.     end  
38.   end  
39.   \( m \leftarrow \text{ConstructModel}(SI, LI); \)  
40.   \( M \leftarrow M \cup \{ m \}; \)  
41. end  
42. return \( M \);  

3.3 Inconsistency Detection

In order to detect inconsistencies and perform differential testing accordingly, Muffin requires proper metrics to measure the differences between the execution results of different libraries. However, the metrics proposed by the existing work are designed only for already-trained models, which calculate the inconsistency between the ground-truth label and model outputs. Since our target is to test DL library in the training phase (i.e., without a trained model),
such metrics cannot be directly applied. Instead, we propose a new metric based on the variance of outputs in consecutive layers.

As demonstrated in Section 2.1, the model training phase includes repeated training steps, and each training step can be divided into three stages: FC, LC and BC. Specifically, in FC stage, the model performs calculation from input layer to output layer. In LC stage, the model calculates the value of loss function. In BC stage, the model calculates gradients from the output layer to the input layer. Resorting to dynamic analysis, we can collect the data traces of different libraries and compare the differences.

In particular, we utilize the Functional API mechanism provided by Keras to collect dynamic traces. More specifically, we profile the results produced by every layer in FC stage, the loss value in LC stage, and the gradient value of each layer in BC stage. Based on the dynamic trace, Muffin gradually compares the values of layer outputs, the loss, and the gradients, so as to detect the suspect behavior of specific layers.

However, due to normal uncertain factors such as floating-point deviation [22], we cannot determine whether a value difference is caused by potential bugs or normal factors. Specifically, there are many small deviations (less than $10^{-6}$) in layer outputs, which may be gradually amplified or reduced, e.g., by pooling or activation functions. We consider that normal factors would only lead to slight layer output difference, i.e., if the differences of layer outputs change dramatically, it indicates a suspicious behavior. Therefore, instead of comparing the outputs from one single layer, we consider the difference-changes between two consecutive layers. Only when the deviation is amplified would Muffin consider inconsistency. Since outputs from different layers may have different shapes, we first use the following Chebyshev distance (i.e., L∞ distance) [9] to measure the difference of the outputs from the same layer.

$$D(X, Y) = \max_m (|x_m - y_m|) \quad (2)$$

In the above equation, $X$ and $Y$ are two tensors (i.e., output of a layer is typically a high-dimensional tensor), while $x_p$ and $y_p$ are elements in $X$ and $Y$, respectively. Chebyshev distance defines that the distance between two tensors is the greatest of their differences along any coordinate dimension. In this way, we can avoid the influence of different tensor shapes from different layers when measuring the differences.

We now describe the inconsistency detection procedure of Muffin. For brevity, we denote $n$ as the total number of layers, $l_i, i \in [1, n]$ as the $i^{th}$ layer, $O_j^i$ and $O_k^i$ as the outputs of $l_i$ using library $j$ and $k$, respectively. $P(i)$ denotes the set of layers that are direct predecessors of $l_i$ in the DAG, i.e., each layer in $P(i)$ is $l_i$’s previous layer.

In FC stage, Muffin compares the differences of the output tensors from $l_i$ and its predecessors $l_p$. If the difference of $l_p$ is smaller than $\epsilon$, while the difference of $l_i$ is larger than a user-defined threshold $t$, then Muffin determine that an inconsistency is detected in $l_i$. The inconsistency layers detected in FC stage can be formally defined as follows:

$$\text{Inc}_{\text{FC}} = \{l_i, i \in [1, n] \mid (D(O_j^i, O_k^i) > t) \land (D(O_j^p, O_k^p) < \epsilon, p \in P(i))\}$$

In LC stage, the model calculates loss value based on the results from the output layer. To avoid the transmission of errors, Muffin only performs inconsistency detection in LC stage when the difference of model outputs is smaller than $\epsilon$. It is worth noting that a small difference in model outputs does not mean that there is no inconsistency in middle layers. Large difference could be masked due to the existence of downsampling layers such as pooling. Since the result of a loss function is a number, we directly compare the absolute difference as follows:

$$\text{Inc}_{\text{LC}} = \{L \mid ((|L_O - L_{O_k}| > t) \lor (|L_G - L_{G_k}| > t)) \land (D(O_j^i, O_k^i) < \epsilon)\}$$

In the above equation, $L$ denotes the loss function, $L_O$ and $L_{O_k}$ are the output results of $L$, $L_G$ and $L_{G_k}$ are the gradient results of $L$, $O_j^i$ and $O_k^i$ are the model outputs, using library $j$ and $k$.

In BC stage, the model calculates gradients to update weights from the output layer to the input layer. Similarly, Muffin only conducts inconsistency detection if the difference in loss function is smaller than $\epsilon$. We formulate the inconsistency detection in BC stage as follows:

$$\text{Inc}_{\text{BC}} = \{l_i, i \in [1, n] \mid (D(G_j^i, G_k^i) > t) \land (D(G_j^i, G_k^i) < \epsilon, s \in S(i))\}$$

where $S(i)$ denotes the set of layers that are direct successors of $l_i$; $G_j^i$ and $G_k^i$ denote the gradient result of $l_i$ using different libraries. Especially, the successor of the output layer is the loss function.

### 4 EVALUATION SETUP

In the evaluation, we evaluate the performance of Muffin through answering the following research questions.

- **RQ1**: How does Muffin perform in detecting bugs in DL libraries?
- **RQ2**: Can Muffin achieve better performance compared to other methods?
- **RQ3**: How do the different parameter settings affect the performance of Muffin?

#### 4.1 Libraries and Datasets

**4.1.1 Libraries.** We use three widely-used DL libraries (i.e., TensorFlow, Theano, and CNTK) as the back-end low-level libraries as our testing targets, and Keras as the front-end high-level library. To sufficiently illustrate the effectiveness of Muffin, we utilize a total of 15 release versions of the three back-end libraries, and construct five experimental environments for differential testing, i.e., E1-E5 in Table 1. In particular, in E1, Keras 2.3.1 is the latest version that supports multiple back-ends; Theano 1.0.4 and CNTK 2.7.0 are the latest versions, while TensorFlow 2.0.0 is the latest version that

| ID | Libraries under test |
|----|----------------------|
| E1 | 2.3.1, 20.0, 1.0.4, 2.7.0 |
| E2 | 2.3.1, 1.15.0, 1.0.3, 2.6.0 |
| E3 | 2.2.4, 1.12.0, 1.0.2, 2.5.0 |
| E4 | 2.2.4, 1.11.0, 1.0.1, 2.4.0 |
| E5 | 2.2.4, 1.10.0, 1.0.0, 2.3.0 |

In LC stage, the model calculates loss value based on the results from the output layer. To avoid the transmission of errors, Muffin only performs inconsistency detection in LC stage when the difference of model outputs is smaller than $\epsilon$. It is worth noting that a small difference in model outputs does not mean that there is no inconsistency in middle layers. Large difference could be masked due to the existence of downsampling layers such as pooling. Since the result of a loss function is a number, we directly compare the absolute difference as follows:

$$\text{Inc}_{\text{LC}} = \{L \mid ((|L_O - L_{O_k}| > t) \lor (|L_G - L_{G_k}| > t)) \land (D(O_j^i, O_k^i) < \epsilon)\}$$

In the above equation, $L$ denotes the loss function, $L_O$ and $L_{O_k}$ are the output results of $L$, $L_G$ and $L_{G_k}$ are the gradient results of $L$, $O_j^i$ and $O_k^i$ are the model outputs, using library $j$ and $k$.

In BC stage, the model calculates gradients to update weights from the output layer to the input layer. Similarly, Muffin only conducts inconsistency detection if the difference in loss function is smaller than $\epsilon$. We formulate the inconsistency detection in BC stage as follows:

$$\text{Inc}_{\text{BC}} = \{l_i, i \in [1, n] \mid (D(G_j^i, G_k^i) > t) \land (D(G_j^i, G_k^i) < \epsilon, s \in S(i))\}$$

where $S(i)$ denotes the set of layers that are direct successors of $l_i$; $G_j^i$ and $G_k^i$ denote the gradient result of $l_i$ using different libraries. Especially, the successor of the output layer is the loss function.

### 4 EVALUATION SETUP

In the evaluation, we evaluate the performance of Muffin through answering the following research questions.

- **RQ1**: How does Muffin perform in detecting bugs in DL libraries?
- **RQ2**: Can Muffin achieve better performance compared to other methods?
- **RQ3**: How do the different parameter settings affect the performance of Muffin?

#### 4.1 Libraries and Datasets

**4.1.1 Libraries.** We use three widely-used DL libraries (i.e., TensorFlow, Theano, and CNTK) as the back-end low-level libraries as our testing targets, and Keras as the front-end high-level library. To sufficiently illustrate the effectiveness of Muffin, we utilize a total of 15 release versions of the three back-end libraries, and construct five experimental environments for differential testing, i.e., E1-E5 in Table 1. In particular, in E1, Keras 2.3.1 is the latest version that supports multiple back-ends; Theano 1.0.4 and CNTK 2.7.0 are the latest versions, while TensorFlow 2.0.0 is the latest version that
supported by Keras. For the sake of brevity, we use TF, TH, and CK to represent TensorFlow, Theano and CNTK in the following figures and tables.

4.1.2 Datasets. Our approach is not sensitive to datasets, i.e., theoretically any data type can be used for testing. In order to facilitate subsequent comparative experiments with existing approaches, we selected 6 widely-used datasets in existing studies [50], i.e., MNIST, F-MNIST, CIFAR-10, ImageNet, Sine-Wave and Stock-Price. Specifically, the first four are popular image classification datasets, while the last two are sequence datasets. In particular, Sine-Wave is the sine function value sequence, and Stock-Price is the Disneyland stock price sequence from 1997 to 2016.

4.2 Competitors

In order to demonstrate the effectiveness and efficiency of Muffin, we compare Muffin with the state-of-the-art approach, LEMON [50]. LEMON performs DL library testing though mutating existing models to generate a huge amount of new test inputs. Following the evaluation setup in [50], we use 11 existing models (i.e., AlexNet, LeNet5, ResNet50, MobileNetV1, InceptionV3, DenseNet121, VGG16, VGG19, Xception, LSTM-1, LSTM-2) as the seed models for mutation. By comparing with LEMON, we evaluate whether Muffin, based on directed test cases (i.e., model) generation, can outperform LEMON in exposing bugs. Since LEMON cannot perform testing in the LC and BC stages, we only compare Muffin with LEMON through analyzing the number of inconsistencies and bugs detected in the FC stage. In addition, Muffin is designed to perform comprehensive library testing, so we also compare the functionality coverage achieved by Muffin and LEMON.

Besides, our DAG-based model generation is the core component of Muffin. Thus, it is also interesting to investigate the effectiveness of this component. To this end, we implement Muffin-UT, a simplified Muffin-version method based on unit testing. Muffin-UT differs from Muffin only in the model generation part. Specifically, in Muffin-UT, a functional layer (e.g., Conv2D) is a to-be-tested unit. Muffin-UT creates models with only one functional layer, and simple reshaping layers to cope with input/output, i.e., dimension transformation to match the input/output requirements of the to-be-tested layer. By comparing with Muffin-UT, we show that unit testing is still inadequate to test DL libraries. Muffin, by generating diverse models, can expose bugs which are difficult to be detected by traditional approaches.

4.3 Measurements

4.3.1 Number of inconsistencies. Since the proposed approach conducts inconsistency detection in layer level during model training, an inconsistency between two low-level DL libraries means that they produce different calculation results given the same input under a specific layer. In order to eliminate duplicated inconsistencies caused by the same function, we only count the inconsistencies produced by the same layer once. In particular, for Muffin and Muffin-UT, we compare the number of inconsistencies detected in different training stages, i.e., FC, LC, and BC, respectively. For LEMON, we only count the inconsistencies detected in FC stage. Although different inconsistencies may be the manifests of the same potential bug, more failure-triggering tests (i.e., the model and input data that trigger the inconsistency) reflecting a fault in different ways provide more information for fault localization. Therefore, the number of detected inconsistencies can reflect the effects of these methods to some extent.

4.3.2 Number of detected bugs. Although we count the number of detected inconsistencies, it is more important to measure the number of unique bugs revealed by Muffin. Based on the voting mechanism of differential testing, we can localize the buggy layer in the library. To avoid false positives, we further check the buggy layer manually. Specifically, we save all intermediate layer outputs during the testing. When an inconsistency is reported, two authors check the corresponding source codes in different libraries and compare the results. If their identical layer produces different results and their implementation ideas are different, the third author will join manual inspection so as to conclude whether the report is true or false positive.

4.3.3 Number of NaN/Crash bugs. Besides inconsistent calculation results, bugs in DL libraries may lead to NaN (Not a Number) and crashes as well [44]. Generating DL models that trigger NaN/crashes can also provide valuable information for identifying potential bugs. Therefore, we count the number of models with NaN or crashes generated by three methods. In particular, we only count the NaN/crash when at least one of the DL library can execute properly, e.g., TensorFlow produces normal results while Theano and CNTK produce NaN. In addition, in order to avoid duplication, the NaN caused by the same layer, and crashes with the same error message are only counted once.

4.4 Implementations

In the experiments, we let each method generate a total of 300 models, 50 for each dataset. For LEMON, we use its default parameters. For Muffin, we set the maximum number of cells (i.e., MAXc) to 5, and the maximum number of nodes (i.e., MAXv) to 30. In terms of inconsistency detection, we set the threshold $t$ to be 0.15, and $\epsilon$ to be $10^{-3}$. This $t$ value is relatively large so as to avoid many false positives, as shown in Section 5.3. In addition, Muffin do not consider some layers such as “Dropout” and “GaussianNoise”, so as to avoid introducing randomness and affecting the execution results.

All the experiments are conducted on the Intel(R) Core(TM) i7-6700K CPU @ 4.00GHz machine with 32GB of RAM, Ubuntu 20.04.2 LTS, and one Nvidia GTX 1080 Ti GPU.

The implementation of Muffin is publicly available on GitHub 1.

5 RESULTS AND ANALYSIS

5.1 Effectiveness of Bug Detection

We first investigate the effectiveness of Muffin in terms of new bugs detected in the latest versions of different libraries, i.e., E1 in Table 1. After manual analysis, Muffin detects 18 bugs in the latest version of these libraries, including 12 bugs in FC stage, 2 bugs in LC stage, 3 bugs in BC stage and 1 NaN bugs, as shown in Table 2. In addition, Muffin also detects 21 crash bugs, mainly from Theano and CNTK.

1https://github.com/library-testing/Muffin
In particular, for the 4 bugs detected in TensorFlow 2.0.0, we manually check whether these bugs can be reproduced in the latest version (i.e., TensorFlow 2.6.0). The results show that among these bugs, 1 bug has been fixed while the other 3 bugs still exist. After reporting these bugs to the issue repository, 1 bug has been confirmed by developers. Among the 4 bugs detected in CNTK, 1 will be fixed in the future version [3]. We also provide bug case analysis according to different bug types.

**FC Bugs.** The 12 bugs detected in FC stage involve different layer types, including “AveragePooling2D,” “Conv1D” in Theano, and “LSTM”, “DepthwiseConv2D”, “BatchNormalization” in CNTK. By taking the “AveragePooling2D” bug in Theano as an example. This bug occurs when setting the layer parameter padding to “same” and pool size to the same as the shape of the input tensor. By analyzing the results, we find that in this case, Theano would choose a wrong pooling location, resulting in large difference (i.e., more than 13 while $t = 0.15$) between the results from other libraries.

**LC Bugs.** By taking the “BinaryCrossentropy” bug in Tensor-Flow as an example. When passing parameter values output=[0., 1., 0.] and target=[0.9999999, 0.9999999, 0.0000001] to the “BinaryCrossentropy” loss function, theano and CNTK return a value [15.942385, 1.1920930e-07, 1.1920930e-07] while TensorFlow returns [15.333239, -0., -0.], among which the difference of the first element is not negligible. By reviewing the source code, we find that TensorFlow redundantly uses an epsilon parameter to clip input values, resulting in errors. This bug has been confirmed by the developers of TensorFlow.

**BC Bugs.** By taking the “ReLU” bug in Theano as an example. When 0 exists in the input tensor of ReLU, theano back-propagates a different gradients value, compared with Tensorflow and CNTK. This bug is caused by the wrong equal sign position of Theano, i.e., $ReLU(z) = z$ if $z \geq 0$ in Theano, while $ReLU(z) = z$ if $z > 0$ in other libraries. Although such implementation does not affect the results in forward calculation, the implementation in Theano would let the gradient propagate to previous layers in backward calculation (which should not happen). This bug can only be detected in BC stage, proving the effectiveness of Muffin.

**NaN Bugs.** By taking a TensorFlow bug as an example. Given two NaN value, the “GlobalMaxPooling” layer returns –INF, leading to the inconsistency. This bug has been fixed in the latest 2.6.0 version.

Regarding false positives, Muffin reports 19 unique inconsistencies totally, where one false positive is found. The false positive occurs in the ‘mean_absolute_percentage_error’ loss function. This function returns $100 \times \text{mean}$, which amplifies the deviation and cause the false alarm. In addition, Muffin detects 25 crash bugs totally. Among them four are due to unsupported models Muffin generates, which can be treated as false positives. But, such false positives have clear error messages, thus can be automatically detected so as to avoid false alarms.

To further illustrate the effectiveness of Muffin, we count the number of distinct voted layers detected by different approaches, as shown in table 3. We can observe that all the 4 layers detected by LEMON can be detected by Muffin and Muffin-UT, indicating that Muffin and Muffin-UT can cover the exploration scope of LEMON. On the other hand, Muffin and Muffin-UT have their own distinct voted layers that cannot be detected by the other, proving the effectiveness of inconsistency detection approach. These results indicate that the natural architecture fuzzing approach adopted in Muffin is a good supplement to unit testing.

### 5.2 Performance Comparison

In order to further evaluate the performance of Muffin, we compare the number of inconsistencies, NaN, and crash detected by different methods. We present the results under environment E1 as an example.

Table 3 shows the inconsistencies detected by three methods under different datasets and environments. Specifically, in the latest library versions (i.e., E1), Muffin finds a total of 54 inconsistencies, 45 of which are found in the FC stage. In comparison, LEMON can only find 7 inconsistencies, much less than Muffin. Similar results can also be observed in other environments, which prove the effectiveness of Muffin in library testing. The main reason is that Muffin can explore more library functions through the model generation approach, while LEMON can only mutate seed models, and thus can hardly cover the functions not being used in seed models. Besides, LEMON also cannot explore the library codes related to loss and gradient calculation. As a result, LEMON only achieves 35.593% functionality coverage (the percentage of the invoked APIs in all the pre-defined, learning-related APIs we considered), while Muffin can achieve 98.305% functionality coverage. The inconsistent APIs that cannot be identified by LEMON include “DepthwiseConv2D”, “LocallyConnected1D”, “Conv3D” and various loss functions. It is worth noting that although Muffin is not designed to achieve high line coverage, we summarize and report the line coverage results: Muffin achieves 43.22%, which is 2.07 times that of achieved by LEMON (20.85%).

On the other hand, compared with Muffin-UT, Muffin detects 19 more inconsistencies in E1, which proves the performance of Muffin.

---

**Table 2:** New bugs and crashes detected by Muffin

| Library   | FC Bug | LC Bug | BC Bug | NaN | Crash |
|-----------|--------|--------|--------|-----|-------|
| TensorFlow | 0      | 2      | 1      | 0   | 1     |
| Theano    | 8      | 0      | 2      | 0   | 10    |
| CNTK      | 4      | 0      | 0      | 1   | 10    |
| Total     | 18(1)  | 12     | 13     | | 21    |

Notes:

1. FC Bug, LC Bug, BC Bug respectively refer to new bugs found in Forward Calculation, Loss Calculation and Backward Calculation stages.

2. NaN refers to bugs related to NaN calculation.

3. The number in parentheses means the bug exists in TensorFlow 2.0.0 but has been fixed in the latest version.

**Table 3:** Comparison of distinct voted layers

| Method     | Lib | FC | LC | BC |
|------------|-----|----|----|----|
| Muffin     | TF  | 3  | 1  | 1  |
|            | TH  | 15 | 1  | 1  |
|            | CK  | 6  | 1  | 1  |
| LEMON      | TF  | 2  | -  | -  |
|            | TH  | 1  | -  | -  |
|            | CK  | 1  | -  | -  |
| Muffin-UT  | TF  | 4  | 2  | 2  |
|            | TH  | 11 | 1  | 2  |
|            | CK  | 4  | 1  | 0  |

Notes:

1. The number in parentheses denotes the number of voted layers that ONLY detected by the corresponding method.
Muffin. It is also worth noting that the number of inconsistencies detected by Muffin reduces in other environments. The key reason is that the numbers of NaN and crash triggered by Muffin increase in old library versions, as shown in Table 5. Taking NaN and crash into consideration, Muffin can still trigger more exceptions (i.e., inconsistency, NaN and crash) than Muffin-UT. In particular, the layer functions where Muffin can detect exceptions while Muffin-UT cannot include "AveragePooling1D", "Conv3DTranspose" and "CategoricalCrossentropy".

Furthermore, we also compare the execution time of the three methods to generate 50 models and perform testing under different datasets. The execution time of Muffin and Muffin-UT consists of the model generation time and the three-stage inconsistency detection time (i.e., FC, LC and BC). The execution time of LEMON consists of model mutation time and inconsistency detection time (only FC). The results are shown in Table 6.

In this table, we can observe that except ImageNet, the execution time of Muffin is the longest in most cases. The reason is that Muffin conducts additional model generation (compared with Muffin-UT), and inconsistency detection in additional two stages (compare with LEMON). Considering that Muffin can detect much more inconsistencies, we think such overhead (i.e., around ten minutes) is acceptable. These results also demonstrate that the proposed approach (model generation and inconsistency detection) do not bring huge overhead to Muffin.

Moreover, when performing library testing with ImageNet, the execution time of LEMON is greatly increased. The reason is that the seed models used by LEMON are much more complicated, compared to those under other datasets. This phenomenon reveals that the execution time of LEMON highly depends on the complexity of seed models. On the other hand, Muffin does not suffer from this problem. The generated model complexity of Muffin can be controlled via setting proper values of MAXc and MAXp. Under the same MAXc and MAXp value, the execution time of Muffin is quite stable.
As discussed before, the number of inconsistencies decreases slowly, and the size of model structure, and threshold is small, Muffin is more sensitive to small variance of differences, thus it detects more inconsistencies. As the value of \( t \) increases, the number of inconsistencies decreases slowly, and keeps stable when \( t \in [0.15, 0.4] \). Thus, the default \( t \) value in Muffin is 0.15. Although bugs incurring small variances may be neglected, such bugs can be revealed under other input values or model architectures (i.e., variance larger than \( t \)).

**Figure 5: Performance of Muffin under different thresholds**

Compared with Muffin-UT, Muffin requires additional DAG-based model generation. In addition, the number of layers in the model also affects the inconsistency detection time. The larger the model, the longer the detection time. As a result, the execution time of Muffin is slightly longer than that of Muffin-UT.

Finally, it is worth noting Muffin does not consider the final model performance (e.g., precision and recall) in specific tasks when generating model architectures, since it is not the objective of a testing tool. In contrast, existing approaches (e.g., mutating existing models) typically generate limited model architectures but can obtain high-performance models, which however, are not more capable in detecting bugs. Instead, Muffin focuses more on model quality in testing. Muffin can generate high-quality models. In 900 executions (3 libraries, each with 300 models), only 77 executions (8.5%) cause four unsupported-crashes (by the same reason). Moreover, we have also shown such models are more capable in exposing bugs, as discussed in Section 5.1.

### 5.3 Effect of Different Parameter Settings

Muffin introduces four parameters, i.e., MAX\( _e \) and MAX\( _p \) to control the size of model structure, and threshold \( t \) and \( \varepsilon \) for inconsistency detection. Since in all experiments, Muffin achieves satisfying layer coverage (i.e., only one layer cannot be used with all datasets), we consider that the values of MAX\( _e \) and MAX\( _p \) are set properly. For the thresholds, \( \varepsilon \) is a quite small value (i.e., \( 1e^{-5} \)), thus we only evaluate the number of inconsistencies detected by Muffin with different \( t \) values.

Figure 5 shows the number of inconsistencies detected by Muffin under different \( t \) values, ranging from 0.001 to 0.4. We can observe that when \( t \) is small, Muffin is more sensitive to small variance of differences, thus it detects more inconsistencies. As the value of \( t \) increases, the number of inconsistencies decreases slowly, and keeps stable when \( t \in [0.15, 0.4] \). Thus, the default \( t \) value in Muffin is 0.15. Although bugs incurring small variances may be neglected, such bugs can be revealed under other input values or model architectures (i.e., variance larger than \( t \)).

### 6 DISCUSSION

#### 6.1 Summary of Evaluation

As discussed before, Muffin-UT is designed based on the idea of unit testing, which tests a specific library function at a time. The evaluation results show that Muffin can detect more layer inconsistencies than Muffin-UT. The main reason is that many layer inconsistencies can only be triggered by specific inputs. For instance, the gradients inconsistency of “MaxPooling1D” layer only happens when multiple elements in the input tensor have the same maximum value. In order to trigger such inconsistencies using Muffin-UT, we have to fuzzing the inputs. Since layers in DL libraries typically have huge input value ranges, e.g., high-dimensional tensor inputs where each element ranges from \((-\infty, \infty)\), it is quite challenging to find specific inputs that can trigger corner cases [54]. On the other hand, Muffin performs testing based on generated models. Due to the existence of different layer types, we thus simulates the real calculation process and reduce the input ranges. As a result, the possible corner cases (i.e., multiple maximum values) can be triggered by Muffin. Considering that unit testing is necessary before version release, while bugs can still be detected in the latest versions, we believe DL library testing based on model generation is an effective supplement to unit testing.

Among the bugs detected by Muffin, some of them are actually caused by unclear specifications. For instance, the gradient calculation bug of “categorical_hinge” loss function is actually caused by the different specification of calculating the gradients of “max” function. Specifically, when there are multiple maximum elements, TensorFlow will divide the gradient with the number of maximum elements, while Theano and CNTK do not have this operation. Similarly, for “MaxPooling1D” layer, when there are multiple maximum elements, TensorFlow and CNTK would only apply the gradients to one of the maximum elements, while Theano apply the gradients to all maximum elements. Due to unclear specifications, different DL libraries have different implementations. Although in most cases the results of these implementations are consistent, robustness issues may be caused by the corner cases (e.g., easier to generate adversarial inputs [24]). Therefore, we call for the community to pay more attention on the unclear specification problems in DL libraries.

#### 6.2 Threats to Validity

We now discuss possible threats in this work, and the methods we take to address such threats. First of all, we only evaluate the effectiveness of Muffin on three DL libraries, i.e., TensorFlow, Theano and CNTK. These libraries can be called using the same front-end library (i.e., Keras), which facilitate the implementation and performing differential testing. Other libraries that do not support Keras (i.e., PyTorch) currently are not supported by Muffin. However, the ideas of model generation and inconsistency detection adopted in Muffin are general. For instance, in order to test PyTorch, it requires to replace the Keras APIs used in Muffin with the corresponding PyTorch APIs. To reduce this treat, we evaluate Muffin with a total of 15 different release versions of DL libraries. In addition, we also use diverse models (including the models generated by Muffin, existing models on 6 real datasets, as well as their mutants generated by existing work) to evaluate the inconsistency detection performance of our approach.

Another threat mainly lies in randomness and threshold settings in our experiment. To reduce the randomness, we conduct five experiments with different library versions (i.e., E1-E5, refer to Table 1, Table2 in Supplementary Material). In each experiment, every method generates/mutates the same number of models for 6 commonly-used datasets, and we record and compare the results.
and execution time. For threshold settings (e.g., $t$, $\text{MAX}_c$ and $\text{MAX}_e$), since in every experiment Muffin achieves 58/59 function usage, we do not increase $\text{MAX}_c$ and $\text{MAX}_e$. For threshold $t$, as discussed in Section 4.4, we choose a quite large threshold. Slightly changing $t$ (e.g., from 0.15 to 0.4) has little impact on the results.

6.3 Future Directions
Muffin can be potentially improved in the following two aspects. First, Muffin only covers library codes in the layer function granularity through trying to generate model covering all the provided APIs. However, there may still be a large portion of library codes that cannot be covered (e.g., private methods, branches). In the future, Muffin can be extended to consider other coverage metrics (e.g., line coverage, branch coverage), and conducts model generation/mutation to explore more library codes.

Second, Muffin still relies on differential testing to solve the test oracle problem. However, if different DL libraries produce the same wrong results, Muffin cannot identify such bugs. Moreover, in the evaluation, we also notice that under certain circumstances, the model generated by Muffin may cause one library to crash, while the other two produce inconsistent results. In such cases, it requires huge human efforts to identify potential bugs. To get rid of this limitation, we intend to design metamorphic relations based on the properties of DL models, and conducts metamorphic testing to test one library accordingly.

7 RELATED WORK
As discussed before, CRADLE [44] and LEMON [50] are the most related work to ours that targets DL library testing, both of which require existing DL models and only detect bugs in model inference phase. Different from them, Muffin detects DL library bugs in model training phase via DAG-based model generation. In the literature, there is a body of work focusing on testing machine learning (ML) libraries as well [17–19, 56, 59]. For instance, Dutta et al. [17] propose ProbFuzz to test probabilistic programming systems via generating programs based on pre-defined templates. Dwarkanath et al. [19] adopt metamorphic testing to test image classification applications through mutating the training and testing data. However, these approaches cannot be directly adopted for DL libraries testing.

On the other hand, there is a great deal of research focusing on the testing of DL models [35–38, 42, 43, 48, 54, 55]. In particular, many research efforts have been put on designing criteria to measure test adequacy [16, 35, 37]. For instance, Pei et al. [43] first propose neuron coverage as the criteria for testing DL models. Ma et al. [37] further define both neuron and layer level coverage criteria to help gauging the testing quality of DL models. Kim et al. [35] propose surprise coverage based on surprise adequacy, which measures relative surprise of each input with respect to the training data. Du et al. [16] propose a set of similarity metrics and coverage criteria to analyze stateful DL systems such as Recurrent Neural Networks (RNNs) [39]. Moreover, there are a lot of studies intend to reveal defects in DL models via generating adversarial inputs or finding corner cases [48, 55, 60]. For instance, Tian et al. [48] implement DeepTest for detecting erroneous behaviors of DL-based self-driving cars via automatically generating test cases based on image transformations. Similarly, Zhang et al. [60] implement DeepRoad, which applies Generative Adversarial Networks (GANs) [24] to test DL-based self-driving cars. Besides, there are also many researches focus on detecting different kinds of bugs in model structures or training parameter settings [51, 62]. For instance, Zhang et al. [62] propose DEBAR, a static analysis approach for detecting numerical bugs in DL models. Wardat et al. [51] propose a dynamic analysis based approach to detect numerical errors when training DL models. Similarly, Zhang et al. [61] propose AUTOTRAINER, a tool that detects and auto-repairs commonly-seen model training problems such as vanishing gradient, exploding gradients and slow convergence. Different from them, our work focuses on testing DL libraries rather than DL models or parameters.

Our work is also related to differential testing, an effective method that use similar programs as cross referencing oracles to detect bugs [26]. Differential testing has been successful in uncovering bugs across various types of programs, such as compilers [58], Java Virtual Machine (JVM) implementations [13, 14], web applications [10], and security-related APIs [46]. In recent years, researchers also utilize differential testing in the area of DL testing [43, 48]. For instance, Pei et al. [43] propose DeepXplore, a differential testing framework to identify DL model defects via image transformation. Guo et al. [27] propose DLFuzz, a differential fuzzing testing framework that exposes DL model errors through mutating inputs to maximize model output difference. These approaches focus on testing DL models, while Muffin is designed for DL library testing with high coverage.

8 CONCLUSION
In this paper, we propose a novel approach to test DL library codes via direct model generation using library APIs. In order to generate diverse DL models, we use DAG to formulate the model structure and propose a DAG-based model generation algorithm. In order to detect bugs, we divide the model training phase into three stages, and design different measurements for each stage. In this way, our approach can detect library bugs related to model training, which is not covered by previous studies. We implement our approach as an open-source tool called Muffin. To evaluate the performance of Muffin, we conduct a series of experiments based on 15 release versions of three widely-used DL libraries. Muffin detects 39 new bugs in the latest versions of these libraries. Besides, Muffin outperforms other methods in terms of the number of detected unique inconsistencies.
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