Classification of Rice Producing Area in Heilongjiang Province Based on Cross-Media Feature Fusion
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Abstract. In order to realize the rapid and accurate real estate traceability of rice in Heilongjiang Province, this paper combines computer vision technology and near-infrared spectral data mining technology to the five major production areas of Heilongjiang Province, the five major production areas, Chahayang production area and Jiansanjiang production. A total of 150 grains of rice were analyzed and studied. In this study, based on the fusion of generalized Cartesian product feature, the feature of rice shape based on rice image and the characteristics of rice near-infrared spectral data were merged, and the classification of rice origin was carried out by using support vector machine algorithm. Finally, the accuracy of the model is 90.7%. The experimental results show that the method can be used as a preliminary application to reach the classification of rice.

1. Introduction
As a large province of rice cultivation, Heilongjiang Province has an annual output of rice in the forefront of the country. The real Heilongjiang rice has a short grain shape with an aspect ratio of about 1.6:1, less white belly, high gelatinity, and clear and transparent beige [1]. In recent years, the phenomenon of inferior rice with false and substandard fillings has appeared in the market. The traditional rice safety traceability technology mainly includes chemical traceability technology such as stable isotope fingerprint technology and mineral element fingerprint technology [2], and also includes physical traceability technologies such as near-infrared spectroscopy technology and computer vision detection technology. Because the chemical traceability technology has a long detection period, it is difficult to realize real-time online detection. However, although the physical traceability technology has a faster detection speed but lower accuracy, which reduces the reliability of practical applications, this paper proposes a fusion based on cross-media features [3]. The traceability method of near-infrared spectroscopy and computer vision combined detection aims to solve the problem of accuracy and reliability of rice real-time online origin traceability [4].

2. Search Content

2.1. Spectral Feature Extraction of Single Grain Rice Based on Near Infrared Spectroscopy
The establishment of a model for the content of various components of rice by near-infrared spectroscopy has been relatively mature [5]. Using near-infrared spectroscopy to detect rice, the near-
infrared spectrum of rice can be obtained, and the near-infrared spectrum of rice can be taken at intervals on the same interval. The value taken should be a set of vectors, that is, the nearness of rice. Infrared spectral data features. In this study, since the difference in rice is small, it is necessary to analyze in a large interval and a small interval, so the selection of n is set to 100, that is, the near-infrared spectral wave number interval is 100. Using the extracted near-infrared spectral data characteristics of rice, combined with the machine learning model, the rice production area can be identified, and at the same time, it can be integrated with other spatial features of rice. This part of the study mainly uses near-infrared spectroscopy combined with support vector machine model to identify the origin of rice in Heilongjiang Province, thus providing a rapid detection method for rice identification.

2. Feature extraction of single grain rice pictures
The original image acquired usually contains large noise for various reasons, so the original image needs to be preprocessed. Median filtering is better than other filtering methods to remove noise and smooth the image to make the image clearer. The original image is filtered to remove noise and then its grayscale image and brightness are enhanced. The image with the enhanced brightness is subjected to image segmentation. The image is converted to a binary image to facilitate the extraction of the contour features of the image in the next step. Therefore, in this study, by extracting the contour features of the rice image, the five shape features of the rice are obtained, and the features are area, perimeter, aspect ratio, length and width, respectively.

2.3. Rice origin classification based on cross-media feature fusion
The combination of near-infrared spectroscopy and computer vision technology is the combination of the composition and appearance characteristics of the sample. By mathematically pre-processing and transforming to analyze the near-infrared spectrum of single-grain rice, the internal component data characteristics of single-grain rice can be obtained. Similarly, appearance-based contours and color features are extracted for single grain rice. By trans-media multi-modal multi-dimensional fusion of internal component data features and appearance image features of rice in different producing areas, the characteristics of rice in different dimensions are mapped to the same latitude to form new features. Reconstructing the reconstructed features using the current popular machine learning model, and using the feature-fused model can significantly improve the generalization ability on the classification problem. Previous studies have only used a single method to identify products. This study is based on the way of feature layer fusion across media to explore ways to improve the accuracy of rice origin.

3. Research methods and experimental methods

3.1. Feature fusion method based on Cartesian product
The rice image is characterized by a series of shape features such as the circumference, area, length, width and aspect ratio of rice. The characteristics of rice near-infrared spectral data reflect the absorption of near-infrared light by rice, because the shape of rice will be rice. The absorption of near-infrared light has an effect, so there must be a coupling relationship between the characteristics of rice image and the characteristics of rice near-infrared spectral data. However, due to the lack of a priori condition of this coupling relationship, the two features cannot be decoupled accurately and efficiently. The traditional features are connected in parallel only to the first-order fit of the rice features and do not take into account the coupling between the features of the different views. The application of the foregoing method is more accurate in the case where each feature is a near-independent Gaussian distribution, and there is a significant deviation in the case where there is coupling of each feature. Therefore, in this study, a generalized Cartesian product fusion method is adopted. The near-infrared spectral data characteristics of rice and the rice image features were mapped from low-dimensional to high-dimensional shared space, and the second-order fitting method was used to fit the coupling relationship between the features.
The characteristic $U(u_1, u_2, u_3, u_4, u_5, u_6, u_7, u_8, u_9, u_{10})$ of the near-infrared spectral data of rice and the characteristic $V(v_1, v_2, v_3, v_4, v_5)$ of the rice image are fused by a generalized Cartesian product, $X_{rong} = U \times V = (u_1v_1, u_2v_2, u_3v_3, ..., u_{10}v_5)$ and $X_{rong}$ is a feature of fusion.

3.2. Support vector machine algorithm

Support Vector Machines (SVM) is a binary classifier whose main idea is to establish a hyperplane as the decision surface, so that the isolated edge between the positive and negative examples is maximized, that is, the optimal classification is super flat. This not only reduces the likelihood of prediction errors, but also reduces the risk of overfitting.

Kernel functions can be used to solve nonlinear classification problems in support vector machines, which is equivalent to mapping data to high-dimensional spaces and defining segmentation hyperplanes. Commonly used kernel functions are: Polynomial Kernel Function, Radial Basis Function (RBF), Sigmoid Kernel Function, etc.

Support vector machine parameters $\omega$, $b$. The update algorithm process is:

Construct constrained optimization problems:

$$ \min_{\alpha} \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j (x_i \cdot x_j) - \sum_{i=1}^{m} \alpha_i $$

subject to $\sum_{i=1}^{m} \alpha_i y_i = 0$

$$ \alpha_i \geq 0, i = 1, 2, ..., m $$

Using SMO algorithm to find the corresponding $\alpha$ vector minimum $\alpha^*$ vector when the minimum is the upper formula.

Calculate $\omega^* = \sum_{i=1}^{m} \alpha^*_i y_i x_i$

Find all the $s$ support vectors, that is, satisfy the sample $(x_s, y_s)$ corresponding to $\alpha_s > 0$, calculate the corresponding $b^*_s$ for each $(x_s, y_s)$ support vector by $y_s \sum_{i=1}^{s} \alpha_i y_i x_i \cdot x_s + b = 1$, calculate these $b^*_s = y_s - \sum_{i=1}^{s} \alpha_i y_i x_i \cdot x_s$, and the average of all $b^*_s$ corresponding is the final $b^* = \frac{1}{s} \sum_{s=1}^{S} b^*_s$.

3.3. Classification based on support vector machine

First, construct three support vector machine classification models, named $SVM_1$, $SVM_2$, $SVM_3$, classification model $SVM_i$ for the rice production combination one (Wuchang, Jiansanjiang) for the second classification, $SVM_2$ for rice production combination two (Jiansanjiang, Chahayang) for the second classification, $SVM_3$ classifies the rice combination (Chahayang, Wuchang).

Then, using the existing rice near-infrared spectrum and the rice image data set to train $SVM_1$, $SVM_2$, and $SVM_3$ respectively, the model accuracy rates $acc_1$, $acc_2$, $acc_3$ and weight parameters $\omega_1^*$, $\omega_2^*$, $\omega_3^*$, $b^*_1$, $b^*_2$, $b^*_3$. The support vector machine classification decision function is $f(x) = \text{sign}(\omega^* \cdot x + b^*)$. In this study, $x$ is the fusion feature of rice near-infrared spectral data and rice image feature based on generalized Cartesian product $X_{rong}$, and $X_{rong}$ is input into three support vector machine models respectively classification. Therefore, the final decision formula of SVM is
If \( f_1\left(X_{\text{rong}}\right) = \text{sign}(a_1^* X_{\text{rong}} + b_1^*) \), then the classification result of rice origin is Wuchang. If \( f_1\left(X_{\text{rong}}\right) = -1 \), the classification result of rice origin is Jiansanjiang; the final decision formula of support vector machine is \( f_2\left(X_{\text{rong}}\right) = \text{sign}(a_2^* X_{\text{rong}} + b_2^*) \), if \( f_2\left(X_{\text{rong}}\right) = 1 \), the classification result of rice production is Jiansanjiang. If \( f_2\left(X_{\text{rong}}\right) = -1 \), the classification result of rice production is Chahayang; the final decision formula of support vector machine is \( f_3\left(X_{\text{rong}}\right) = \text{sign}(a_3^* X_{\text{rong}} + b_3^*) \). If \( f_3\left(X_{\text{rong}}\right) = 1 \), the classification result of rice origin is Wuchang. If \( f_3\left(X_{\text{rong}}\right) = -1 \), the result of classification of rice origin is Chahayang.

Finally, the three supports vector machine classification results \( y_1, y_2, y_3 \), are statistically analyzed. If two or more repetitions occur in \( y_1, y_2, y_3 \), the mode in \( y_1, y_2, y_3 \) is used as the rice prediction. The place of origin, that is, the rice producing area is \( \text{Mo}(y_1, y_2, y_3) \). For example, the predicted result of \( SVM_1 \) is Wuchang, the predicted result of \( SVM_2 \) is Jiansanjiang, and the predicted result of \( SVM_3 \) is Wuchang. The final rice yield prediction result is Wuchang; if \( y_1, y_2, y_3 \) are different, then compare \( acc_1, acc_2, acc_3 \), take the results of the model corresponding to the maximum value of \( acc_1, acc_2, acc_3 \) as the rice origin, for example: \( SVM_1 \) prediction result is Wuchang, \( SVM_2 \) prediction result is Jiansanjiang, \( SVM_3 \) prediction result is Chahayang. \( acc_1 > acc_2 > acc_3 \), take the \( SVM_1 \) prediction result as the final rice production area, that is, the final prediction result is Wuchang.

4. Results and analysis

4.1. Experimental data preparation

In this experiment, 50 grains of 50 grains of Wuchang, Jiansanjiang and Chahayang were selected respectively, and a total of 150 grains of rice were used as experimental samples, and each of the 150 rice grains was photographed and nearly simultaneously. Infrared light detection, corresponding to the rice image and near-infrared spectrum. The shape characteristics of the obtained rice image and the characteristics of the rice near-infrared spectral data are extracted separately and saved in the table. The obtained rice image shape features are five in total, namely area, perimeter, outer rectangle aspect ratio, width sum. There are ten characteristics of long-infrared near-infrared spectral data, which are the absorption degree of near-infrared light by rice on different wave numbers. Some experimental sample data are shown in Figure 1 and Figure 2.

![Figure 1](image_url)  
**Figure 1.** Part of the rice image shape characteristics
Based on the shape feature of the obtained rice image and the characteristics of rice near-infrared spectral data based on the generalized Cartesian product, the fused rice features are obtained. The total number of fused rice features is 50, which will be saved to the table for experiment. The characteristics of the fused rice are shown in Figure 3.

### Table

| obj_area | perimeter | aspect_ratio | width | height |
|----------|-----------|--------------|-------|--------|
| 178289   | 6737, 566175 | 0.787383178 | 867, 0.0308 | 620, 9152 |
| 303224   | 6165, 544192 | 1.045555556 | 1063, 753 | 709, 6458 |
| 127329.5 | 4040, 446208 | 2.474486208 | 308, 4709 | 1183, 575 |
| 310333.5 | 7330, 956913 | 0.954444444 | 563, 8859 | 1163, 356 |
| 135407.5 | 9693, 219226 | 1.322496749 | 1067, 814 | 722, 7767 |
| 95136    | 3422, 404436 | 1.239280823 | 726, 4963 | 356, 6957 |
| 172000   | 3653, 492752 | 0.866752911 | 918, 3573 | 441, 8318 |
| 137923.5 | 4239, 547653 | 2.13814433 | 1021, 727 | 480, 6222 |
| 271669.5 | 4979, 435087 | 1.101879787 | 594, 2103 | 1077, 266 |

**Figure 2.** Characteristics of some rice near-infrared spectral data

After the feature extraction and feature fusion are completed, the sample size of rice is divided, and all experimental samples are divided into training samples and test samples. Select 80% of the sample size as the training set of the model, and select 20% of the sample size as the test set, that is, the number of samples in the training set is 120 grains, and the number of samples in the test set is 30.

### 4.2 Experimental results and performance analysis

According to the experimental method, the support vector machine model is trained by using the extracted rice image features, the rice near-infrared spectral data features, and the fusion characteristics of the rice image and the near-infrared spectral data respectively, and the parameters of the support vector machine are optimized. The predicted test sets are predicted separately and compared with the real results. Finally, three model accuracy rates and their confusion matrix based on the same training set, the same test set and different features are obtained. The confusion matrix is shown in Figure 4. Shown. Using the confusion matrix, the recall rate and accuracy of the three models can be obtained, and the F1-Score used to evaluate the performance of the model is obtained. The accuracy, recall rate, accuracy and F1-Score scores of the three models are shown in Table 1. A comparison chart of accuracy, recall and accuracy, and a comparison of F1-Score scores are shown in Figure 5.
Figure 4. Confusion matrix between rice production forecast and actual rice production area

Table 1. Performance Analysis of Support Vector Machine Model Based on Different Features

| Performance Analysis of SVM Model Based on Rice Image Features | Performance Analysis of SVM Based on Data Characteristics of Rice Near Infrared Spectroscopy | Performance Analysis of Support Vector Machine Model Based on Feature Fusion |
|---------------------------------------------------------------|------------------------------------------------------------------------------------------|-------------------------------------------------------------------------|
| Accuracy           | 0.820                                    | 0.740                                           | 0.907                                                               |
| Recall             | 0.829                                    | 0.750                                           | 0.907                                                               |
| Precision          | 0.818                                    | 0.737                                           | 0.906                                                               |
| F1-Score            | 0.823                                    | 0.743                                           | 0.906                                                               |

Figure 5. Comparison of accuracy, recall and precision of different classification methods

According to the above chart, in terms of accuracy, the classification method based on feature fusion has an accuracy of 0.90, which is significantly larger than the classification accuracy of 0.74 based on a single feature of rice image and 0.82 based on the characteristics of rice near-infrared spectral data. The classification model of feature fusion can more accurately identify the origin of rice. In terms of F1-
Socre score, the classification method based on feature fusion has a score of 0.906, which is significantly higher than the F1-Score score of 0.823 based on the near-infrared spectral classification method and the F1-Score score of 0.743 based on the image feature method, indicating that the feature fusion is based on The classification model is more robust. Because the classification accuracy and F1-Score scores of classification based on feature fusion are higher than the single classification method, it is more effective to select the traceability based on cross-media feature fusion.

5. Conclusion
The results show that the method of using the cross-media feature fusion method to fuse the rice near-infrared data features with the rice image features, and then using the machine learning method to establish the model of rice origin classification is compared with the traditional, single, whether The method of classifying rice origin by using rice near-infrared spectroscopy is still a method of classifying rice origin by computer vision technology, and it is possible to quickly, stably and accurately identify the origin of rice.
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