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ABSTRACT
With the rapid development of mobile internet technology, mobile applications (apps) have been rapidly popularized. To facilitate users’ choice of apps, app recommendation is becoming a research hotspot in academia and industry. Although traditional app recommendation approaches have achieved certain results, these methods only mechanically consider the user’s current context information, ignoring the impact of the user’s previous related context on the user’s current selection of apps. We believe this has hindered the further improvement of the recommendation effect. Based on this fact, this paper proposes a novel context-aware mobile application recommendation approach based on user behavior trajectories. We named this approach CMARA, which is the initials acronym of the proposed approach. Specifically, 1) CMARA integrates the heterogeneous information of the target users such as the user’s app, time, and location, into users behavior trajectories to model the users’ app usage preferences; 2) CMARA constructs the context Voronoi diagram using the users’ contextual point and leverages the context Voronoi diagram to build a novel user similarity model; 3) CMARA uses the target user’s current contextual information to generate an app recommendation list that meets the user’s preferences. Through experiments on large-scale real-world data, we verified the effectiveness of CMARA.

INDEX TERMS
Collaborative filtering, app recommendation, voronoi diagram, behavior trajectories.

I. INTRODUCTION
The number of mobile applications (apps) has exploded with the development of the mobile internet, making it difficult for users to find apps that truly match their preferences and causing information overload problems. Although the app Store, Google Play and other mobile application stores have offered some app sorting and categorization methods for users, users still cannot quickly and conveniently find applications that truly address their needs in the face of a large number of applications. As the most successful method for solving the information overload problem, the recommender systems have been a popular research field, and a large number of recommendation methods have emerged.

Although app recommendation systems have achieved great success, since the app recommendation has its own characteristics, there are still some challenges in applying the app recommendation methods to practice. The main challenges of app recommendation are summarized as follows:
- To provide users with more personalized app recommendations, using users’ context information to recommend apps for users has become an important method for app recommendation [4], [5]. There is a large amount of heterogeneous information, such as users, apps, time and geography, in app recommendations, which makes app recommendation more difficult. How to integrate...
these large amounts of heterogeneous information into a unified model is a challenging task.

- Most current app recommendation methods mechanically consider users’ current contextual information, ignoring the historical contextual information; thus, app recommendation systems only provide similar recommendations based on similar current contexts, resulting in inaccurate recommendations. How to consider previous related context information in app recommendation is a difficult task.

- The recommendation results of context-based app recommendation systems are time-sensitive. Therefore, efficiency becomes an inevitable requirement of context-based app recommendation systems.

By analyzing the existing problems in previous research works, we found that few works focus on the relationship between the user’s app usage preferences and the previous related contextual information. The preferences of users for apps are the needs of users for a specific category of apps, so we observe users’ app usage category information and their previous context to obtain the correlation between previous context and users’ app preferences. We combed the data set, divide the time of a day into 00:00-07:00, 07:00-09:00, 09:00-11:30, 11:30-13:30, 13:30-17:30, 17:30-22:00, 22:00-24:00, 7 time slots. The data set contains a total of 31228 positions. We regard a position with a time slot as a context that contains temporal and spatial information. Obviously, our data set contains a total of 7*31228 contexts. We do the following work for each context. First, we statistic the users who have different preferences for apps in current context. Then we look for the previous contextual information of these users. We found that a large amount of previous context of users can explain why users have different app preferences under the same current context. For example, user A appears in the commercial street next to the CBD at 19:15, and user B also appears in the commercial street next to the CBD at 19:47. That is, user A and B have the same spatiotemporal contextual information. User A uses the movie ticketing app, and user B uses the dining app. That is, user A and user B have different preferences for app. The previous context of A is dining at home, and the previous context of B is work in the workplace. This obviously can explain that the user’s current choice of app (the user’s preference for app) is affected by the previous context. That is, user A watches a movie in the commercial street after eats, and user B eats in the commercial street after get off work. How to use the user’s historical app usage information and contextual information to determine the user’s app preference and recommend an app for the user under certain contextual conditions is the focus of our research work.

Based on the above considerations, we propose a context-aware mobile app recommendation approach based on user behavior trajectories, called CMARA. Specifically, 1) CMARA integrates the heterogeneous information of the target user, such as the user’s app, time, and location, into user behavior trajectories to model the user’s app usage preferences; 2) CMARA constructs a context Voronoi diagram using the user’s contextual point and leverages the context Voronoi diagram to build a user similarity model; 3) CMARA uses target users’ current contextual information to generate an app recommendation list that meets the user’s preferences.

CMARA uses user behavior trajectories to model the user’s app usage preference. The user behavior trajectory combines the time, geography, app usage information and the previous related contextual information of the target user, so the user behavior trajectory can well-model the user’s app usage preferences. To mine the user’s app usage preferences requires a collaborative filtering method, i.e., finding users similar to the target user and predicting the similar users’ app preferences as the preferences of the target user.

In the process of finding similar users, we need to solve the problem that how to calculate the similarity between two users. To solve this question, we convert the problem of calculating the similarity of two users in spatiotemporal conditions to the problem of calculating the similarity between the two users’ behavior trajectories. Calculating the similarity of two trajectories calculates the distance between trajectory points of the two trajectories; if the distance between the trajectory points of the two trajectories is smaller, the similarity of the two trajectories is higher.

To address the issue of calculating the distance of the trajectory points, this article innovatively proposes a user behavior trajectory similarity calculation method. Specifically, this method maps the trajectory to the context Voronoi diagram (CVD) and uses the property of the Voronoi diagram to calculate the similarity between the two users’ behavior trajectories.

The Voronoi diagram [1] is a spatial division of a finite point set. Each point in the set corresponds to the Voronoi region (Voronoi cell) that is closest to the point. All of the Voronoi regions do not have overlapping space and are seamlessly spliced together to fill the entire space determined by the point set. The Voronoi diagram is often used to solve problems such as the nearest neighbor query, path planning, image processing, and geographic information processing. The method of mapping the trajectory to the Voronoi diagram and calculating the similarity of the trajectory is based on the following considerations:

- In this problems, the users’ behavior trajectories are not the traditional trajectories but are constructed by the user’s contextual points and the app vector used by the user. In the process of finding similar user trajectories, we only need to determine the relative positional relationship (adjacent or nonadjacent) of the trajectory points to determine whether the two trajectories are similar [29]. The Voronoi diagram has such a property that if two Voronoi cells determined by two points have a common plane (or edge), the two points have a neighbor relationship. The property of the Voronoi diagram fits the need.
In the process of finding the similar users of the target user, it is necessary to calculate the similarity of any two trajectories, which will undoubtedly generate considerable computational overhead. The Voronoi diagram generates an index for the points, which records the neighbor points of those trajectory points. Therefore, when we look for similar trajectories in the Voronoi diagram, we only need to use the index to find those trajectories that have a common trajectory point or a neighbor trajectory point with the target trajectories. We disregard the trajectories that have no common trajectory point or the neighbor trajectory point, thereby greatly reducing the calculation time.

The main contributions of this article are summarized as follows:

- CMARA leverages the users’ behavior trajectories to integrate heterogeneous information such as users, apps and user contexts into a combined space to effectively model users’ app preferences.
- CMARA innovatively uses the users’ context point to design a 3-dimensional context Voronoi diagram and leverages the unique properties of the Voronoi diagram to design a novel and effective user similarity calculation method.
- CMARA uses tensor decomposition to dynamically predict the users’ app preferences and uses parallel tensor decomposition to effectively improve the real-time recommendation.
- We conduct comprehensive experiments by comparing CMARA with four benchmark methods over three real-world data sets.

**II. REALATE WORK**

The methods used by app recommenders focus on collaborative filter-based methods [14], [17], [18], [22], [28], [33]. The idea of the collaborative filter-based recommendation method is to recommend items that similar users like and have not been used by the target users. The collaborative filter-based recommendation method is divided into memory-based recommendation and model-based recommendation. The idea of the memory-based method is to create a similarity model for the user and recommend an item to a user according to the similarity model. In practical applications, the memory-based recommendation method requires explicit feedback information from users to items. If there is no explicit user feedback, the implicit user feedback information should be transformed into explicit feedback information according to certain rules. Feedback information is used as the user’s preference vector, and the user similarity model can be obtained by calculating the similarity of preference vectors among different users. [18] proposed a user similarity calculation method that relies on the user’s review content. [22] proposed an app recommendation approach by highlighting users’ functional requirements and calculating the user similarity by using the user’s functional requirements. [14] considered that a user’s app requirement is driven by short-term needs and constructing the user’s profile model by using the user’s app install sequence information. [17] proposed an app recommendation method based on an app’s permissions and using the app’s category information and the app’s permission information to construct the app’s similarity model. However, the effect of the similarity calculation between different user preferences is less effective when the user-item matrix data are too sparse, resulting in inaccurate recommendation consequences.

To overcome data sparseness, model-based recommendation methods have been proposed. The most popular method is based on matrix factorization recommendation [2], [4], [5], [9]–[12], [16], [17], [19]–[21], [23], [25]–[27], [30], [34], which decomposes the user-app, \( M = R_{m \times n} \) two-dimensional matrix into two \( M_1 = R_{m \times k} \), \( M_2 = R_{k \times n} \) low-dimensional matrices. The two low-dimensional vectors are multiplied to obtain the similarity matrix of the original matrix, and the elements of the similarity matrix represent the user’s preference for an app. Accordingly, apps with a high score in a similarity matrix are recommended to the users. [5] considered the effect of an app’s version information on recommendation and proposed a method to improve recommendation results by incorporating the app’s version information into the user-app matrix calculation. [9] proposed a hybrid matrix factorization method that considers an app’s features and the app user’s usage information. [10] incorporated the user’s app usage and download behavior information and the app’s popularity information into the user-app matrix calculation. Similar to [5], article [11] also considered that an app’s version information is an important factor that affects the recommendation result, but the difference is that they considered that the evolution of the app’s version information can affect the recommendation result, so they proposed an app recommendation method based on the app’s version evolution to improve the recommendation result. [12] proposed a kernel-based matrix factorization method that leverages an app’s categorical information to supplement the user-app matrix. [17], [19], [20] used the app’s permission information, the app’s description information and the app’s feature information to complete the user-app matrix to achieve the app recommendation purpose. The purpose of these methods is to decomposing the original matrix into two low-dimensional matrices simply to combat data sparsity. \( M_1 \) and \( M_2 \) are widely interpreted as implicit vector matrices of users and apps. \( k \) represents the dimension of the implicit vector. These works do not clarify the physical meaning of these low-dimensional implicit vectors and do not consider the impact of the user’s contextual factors on the recommendation results. In addition, [31], [32] leveraged the unique characteristics of the Voronoi diagram to constrain the geography of the target user and then generated the recommendation list. In addition, [36] used the image features of items to mine user preferences.

Furthermore, other works [3], [6]–[8], [13], [15], [35] considered contextual information to be an important factor affecting the recommendation results, and contextual factors
were added to the modeling process to improve the effectiveness of the recommendation. There are three main ideas in these methods. The first method [6], [8] adds context information as additional information into the user-app matrix to model, filters the original user-app matrix, obtains the small matrix under a specific situation, and then calculates the similarity or decomposes the matrix into a filtered matrix. The second method [13], [15] uses the situation information as the precondition information to obtain the probability of the user’s preferences for the app. The third idea [3], [7] extends the user-app two-dimensional matrix into a user-app-context three-dimensional tensor $T = \mathbb{R}^{m \times n \times l}$ and then decomposes it into tensors to complete the recommendation list. This approach is essentially the same as matrix decomposition, and we cannot identify the physical meaning of low-dimensional latent vectors.

### III. PRELIMINARIES

In this section, we present the formal definition of CMARA. This article uses the user app usage logs file to mine the users’ preferences. The format of the log files is shown in Table 1.

**Table 1. User’s app usage logs file.**

| App_id | Device_id | Time stamp | Longitude | Latitude |
|--------|-----------|------------|-----------|----------|
| 1778   | 3098      | 3487       | 115.05    | 30.25    |
| 2359   | 3098      | 3601       | 115.05    | 30.26    |
| 2147   | 3098      | 3654       | 114.96    | 30.39    |
| 1922   | 3098      | 3682       | 114.94    | 30.42    |
| 2147   | 3098      | 3689       | 114.94    | 30.42    |
| 1922   | 3098      | 3702       | 114.94    | 30.42    |

One record in table 1 indicates that a mobile device has used an app at a determined time and geographic location. Based on security considerations, we desensitize the data and assign a device_id and app_id to each mobile device and app to distinguish different users and apps. Since each user corresponds to a device, here we treat a device_id as a user.

**A. SYMBOLS**

- $U$: the set of all users.
- $A$: the app set.
- $C$: the set of context points. Each $c_i \in C$ is a point that is composed of time, longitude and latitude.

The notations and descriptions of the parameters used in CMARA are shown in Table 2.

**Table 2. The descriptions of symbols used in this article.**

| Symbols | Descriptions |
|---------|--------------|
| $u_m$   | The $m$-th user |
| $a_n$   | The $n$-th mobile app |
| $c_k$   | The $k$-th context point |
| $U$     | The set of target users |
| $A$     | The set of mobile apps |
| $C$     | The set of context points |
| $Vor(c_i)$ | The Voronoi cell determined by the $c_i$ |
| CVD     | The context Voronoi diagram |
| SPECV   | The two trajectories’ similarity point of expansion |
| CSP     | The common subsequence points of two trajectories |

According to Definition 1, for all the target users, we built user behavior trajectories that represent the user’s app usage preference. We use Figure 1 to illustrate the users’ behavior trajectories. There are two trajectories in Figure 1, $T_{u_1}$ and $T_{u_2}$, which represent two users using different apps at different context points. In our approach, we use the users’ behavior trajectories to find a user similar to the target user and then build the user’s behavior similarity model.

**Definition 1 (The User Behavior Trajectory):** The user behavior trajectory is a chronological sequence in time, where the points in sequence are composed of a context point.

We use a temporal sequence $T_{u_m} = \{(c_1^{u_m}, a_1^{u_m}), (c_2^{u_m}, a_2^{u_m}), \ldots, (c_n^{u_m}, a_n^{u_m})\}$ to denote a user $u_m$’s ($u_m \in U$) behavior trajectory where $(c_1^{u_m}, a_1^{u_m})$ is the trajectory point, and represents the target user $u_m$ uses an App $a_1 \in A$ at the context point $c_1 \in C$.

**Definition 2 (The Context Voronoi Diagram):** The context Voronoi diagram (CVD) is a 3-dimensional Voronoi diagram composed of a set of context points, where the context points are 3-dimensional points composed of time, longitude and latitude.

The CVD is a 3-dimensional Voronoi diagram composed of $C$, where $C$ is a set of context points in the users’ behavior trajectories of all the target users. We use $vor(C) = \{vor(c_n)|c_n \in C\}$ to denote the CVD, which is composed of $n$ Voronoi regions $vor(c_n)$ in the contextual environment space, $vor(c_n) = \{s \in C | dist(s, c_n) < dist(s, c_m), n \neq m\}$, $dist()$ is the Euclidean distance, and $s$ is a virtual point located in $vor(c_n)$.

We leverage a real-world 3-dimensional context point set to construct a context Voronoi diagram that satisfies Definition 2 and intercept a part of it, as shown in Figure 2. The points in the figure are context points where users use an app.

**Definition 3 (Similar Points of Expansion in the Contextual Voronoi Diagram):** For any two points $a$ and $b$ in the context Voronoi diagram, $vor(a)$ is expanded outward once to obtain a Voronoi diagram with a common plane of $vor(a)$, which is recorded as the expansion space of $vor(a)$. If point

**FIGURE 1. The behavior trajectories of two users, $T_{u_1}$ and $T_{u_2}$.**
b falls in this adjacent space, we regard point b as similar to point a, which is recorded as point b, as the similar point of expansion in the contextual Voronoi diagram (SPECV) of point a.

For the convenience of display, we illustrate Definition 3 with two points in a 2-dimensional Voronoi diagram, as shown in Figure 3. The adjacent space of $\text{vor}(a)$ is represented by a red box, b is located in the adjacent space of $\text{vor}(a)$, and a and b are similarity points.

IV. PROPOSED WORK

A. FRAMEWORK

In this section, we illustrate the CMARA framework.

Given the target users’ historical contextual information and the historical use of app information, our goal is to mine the target users’ preference for an app in a certain context. As in Figure 4, we first extract users’ behavior trajectories from users’ log files and then construct the user similarity model. Next, we use the target users’ similar users to construct the dynamic active area mining model. Third, we determine whether the target user’s current location is within the active area. If the target user’s current location is in the active area, we leverage the collaborative filtering method to predict the target user’s preference for apps; if not, we use dynamic preference prediction to mine user preferences. Finally, we obtain the user app use preferences under contextual conditions and accordingly generate app recommendation lists to recommend to users.

CMARA’s framework comprises four major components: i) user similarity model, ii) dynamic activity area mining model, iii) preference dynamic predicting and iv) app list generation model. Figure 4 illustrates the detailed CMARA framework.

- The user similarity model effectively integrates heterogeneous information such as users, apps, and context into a 3-dimensional Voronoi diagram to model the user’s app usage history and uses the context Voronoi diagram to find users with similar app usage behaviors in the time and geography dimensions of the target user. Compared with traditional methods, this module not only considers the interaction information between users and apps but also considers the impact of context information such as time and location on users’ app usage preferences, which makes our similarity calculation method more effective.

- The dynamic active area mining model mines the geographic area of a user’s app usage according to the app usage data of a user over a time slot. This module effectively mines users’ active area, which allows CMARA to obtain the users’ app usage preferences more accurately.

- The user app preference dynamic prediction dynamically predicts the user’s app usage preference over different time slots using three-dimensional tensors.

- The app list generation model personally generates a recommendation list for the target user based on his/her current location.

B. TIME WINDOW SELECTION

In this section, we present the detailed construction method to select the modeling time window.

When we observe real-world users using app data, we find that the time point of the user’s app usage presents the characteristics of time-point clustering. i.e., most users will use apps intensively during a period of time. For example, a user listens to music using a music app on the way to work and browses the news using the news app; when the user arrives at the workplace, the user no longer uses the mobile device during working hours. Therefore, when we select the time window, we cluster the target user’s app usage time-point and select the time period of the most recent time-point cluster as the time window.

We use Figure 5 to illustrate the above steps. The points in Figure 5 indicate that the user has used an app at a certain time, and these points show the characteristics of time aggregation. We cluster these points to obtain three clusters, each of which has a starting and ending time point. We select the target user’s most recent app usage time cluster as the starting and ending time for modeling, and the starting and ending time points of this cluster are $t_5$ and $t_6$. Our approach is based on the following considerations: the user’s app usage preferences dynamically change with the contextual information.
and related to the previous context information, we need to obtain the user’s latest dynamic contextual information to mine the user’s app usage preferences. Therefore, we cluster the target user’s app usage time points to obtain the user’s latest time contextual information and use the latest time period for modeling.

Through the above method, we obtain the modeling time window of the target user. In this time window, our goal is to obtain similar users of the target user. Next, we provide the construction approach of the user’s similarity model.

C. USER SIMILARITY MODEL

To find users similar to the target users, we design a user similarity model. The construction method of the user similarity model is as follows.

1) We first construct the context points plot, and the details are as follows:
   a) Determine a user set $U$ and a time window $T$, select all of the context point set $C$. The elements $c_k \in C$ are the context points where all target users $u_i \in U$ using the app are located.
   b) In the selected time window $T$, according to the habit of users using the apps, we select minutes as the split unit and split the time window $T$ into $L$ parts, each of which is a unit time window.
   c) For each time window, we randomly scatter $c_k$ on the 3-dimensional space with longitude as the $X$ axis, latitude as the $Y$ axis and time as the $Z$ axis.
   d) We traverse all unit time windows and repeat the above steps to finalize the construction of the context point plot.

2) Next, we leverage the context point set in the previous step as the point set for constructing CVD and construct a Voronoi cell for each point in the point set. The Voronoi cell meets the conditions of Definition 2. All of these Voronoi cells constitute CVD.

3) Then, we construct the user similarity model. The method details are as follows.
   a) According to Definition 1, we convert the user app usage log file data to the user behavior trajectory.
   b) We map all of the users’ behavior trajectories to the CVD according to the way that the contextual information points in the user behavior trajectory points correspond to the CVD points.
   c) In the CVD, if a user behavior trajectory has no CSP and no SPECV with the target user, we regard this user’s similarity as 0 to the target user; if a user behavior trajectory has CSP or SPECV with the target user, we calculate the similarity between the two users.
   d) We traverse all the target users and repeat the above steps to finalize the construction of the user similarity model.

In the above steps, the details of the similarity calculation method are as follows.
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**The user similarity calculation method**: Assume \( T_{ui} \) and \( T_{uj} \) are two user behavior trajectories mapped to the CVD. For \( T_{ui} \) and \( T_{uj} \), create the common subsequence point set of two trajectory CSP\(_{ij}\): \( \{ c \in T_{ui}, c \in T_{uj} \} \); for the target user behavior trajectory \( T_{uj} \), create the \( c_{k}^{uj} \)’s SPECV set \( S_{k} : \{ c \in c_{k}^{uj} .SPECV \} \). We use the following equations to calculate the two user’s similarity:

\[
sim_{b}(T_{ui}, T_{uj}) = CS + SP \tag{1}
\]

\[
SP = \sum_{c_{l}^{ui} \in T_{ui}} \left( \frac{\sum_{c_{l}^{ui} \in S_{k}} \text{sim}_{a}(a_{k}^{ui}, a_{l}^{ui})}{|S_{k}|} \right) \tag{2}
\]

\[
CS = \frac{\sum_{c_{l}^{ui}, c_{l}^{uj} \in \text{CSP}_{ij}} \text{sim}_{a}(a_{l}^{ui}, a_{l}^{uj})}{|\text{CSP}_{ij}|} \tag{3}
\]

Based on the consideration that different users have different behavior trajectory lengths, we incorporate the directionality of similarity into the similarity calculation. In Equation 1, the order of \( T_{ui} \) and \( T_{uj} \) means the equation calculates the \( T_{ui} \)’s similarity for \( T_{uj} \).

The idea of similarity calculation is that the more CSP and SPECV of the two user behavior trajectories, and the more similar of the apps used on the context point, the more similar of the two users. In Equations 1, CS refers to the similarity of two trajectories’ CSP, and SP refers to the similarity of the two trajectories’ SPECV. Equation 2 calculates the similarity between of SPECV between \( T_{ui} \) and \( T_{uj} \), and Equation 3 calculates the similarity of CSP between \( T_{ui} \) and \( T_{uj} \). According to the Definition 1, the app \( a \) and the context point \( c \) is one-to-one correspondence, so the value of \( a_{l}^{ui} \) and \( a_{l}^{uj} \) in Equation 2 and 3 is determined by \( c_{l}^{ui} \) and \( c_{l}^{uj} \). \( \text{sim}_{a}(a_{l}^{ui}, a_{l}^{uj}) \) refers to the similarity of apps \( a_{l}^{ui} \) and \( a_{l}^{uj} \) used by the target user in the trajectory point, and we describe the detailed calculation step of \( \text{sim}_{a}(a_{l}^{ui}, a_{l}^{uj}) \) in section IV-D.

**FIGURE 6. Find similar users in the CVD.**

We use Figure 6 to show the relationship between two users’ behavior trajectories \( T_{ui} \) and \( T_{uj} \) in the CVD. For the convenience of display, we use a Voronoi diagram in 2 dimensions to represent the above similarity calculation method, as shown in Figure 7. In fact, our approach is implemented in a 3-dimensional context Voronoi diagram. We use \( T_{ui}, T_{uj} \), and \( T_{uj} \) to denote three trajectories in the Voronoi diagram. Assume the three users use the same apps, which means that the value of \( \text{sim}_{a}(a_{l}^{ui}, a_{l}^{uj}) \) is 1. We use \( \text{sim}_{b}(T_{ui}, T_{uj}) \) to calculate the \( T_{ui} \)’s similarity for \( T_{uj} \). One context point in \( T_{uj} \) is the SPECV of \( T_{ui} \); the result of \( \text{sim}_{b}(T_{ui}, T_{uj}) \) is approximately 0.056. Using the same method, \( \text{sim}_{b}(T_{uj}, T_{uj}) \) is approximately 0.316, and \( \text{sim}_{b}(T_{uj}, T_{uj}) \) is approximately 0.412.

We obtain the user similarity model using the above method.

**D. APP VECTOR SIMILARITY MODEL**

In this section, we propose the app similarity model construction method. The problems we need to solve are as follows: the user’s log file data do not include the user’s rating information for the apps, so we use the user’s app usage frequency, which we regard as the user’s pseudorating score to the app, to build the app vector similarity model. Specifically, we extract the user-app pseudorating matrix from the user’s app usage log file data, and through the matrix decomposition method to obtain the user vector \( U \times m \times d \) and the app vector \( A \times m \times d \), we use \( A \times m \times d \) as the vectors to evaluate similarities between any two apps. Through the Jaccard similarity coefficient to calculate the similarities between any two apps, we obtain the similarity of any two apps.

In the matrix factorization phase, we use \( r_{ij} \) to denote a user \( u_{i} \)’s pseudorating score for an app \( a_{j} \), and we use \( u_{i}^{T} \cdot a_{j} \) to denote the product of the target user’s vector and the target app’s vector. We use variance as the loss function. To prevent overfitting, we add a regularization term \( \lambda(||u_{i}||^{2} + ||a_{j}||^{2}) \).

Then, we need to optimize the following objective function:

\[
e_{ij}^{2} = (r_{ij} - u_{i}^{T} \cdot a_{j})^{2} + \lambda(||u_{i}||^{2} + ||a_{j}||^{2}) \tag{4}
\]

\[
J (u_{i}, a_{j}) = \min \sum_{i=1}^{m} \sum_{j=1}^{m} e_{ij}^{2} \tag{5}
\]

For this optimization problem, we use the gradient descent method to optimize the result. We have the gradient with
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FIGURE 8. The convergence results with different \( \varepsilon \).

respect to \( a_j \) and \( u_i \) as:

\[
\frac{\partial J}{\partial a_j} = -2(r_{ij} - u_i^T a_j) a_j + 2\lambda u_i \quad (6)
\]

\[
\frac{\partial J}{\partial u_i} = -2(r_{ij} - u_i^T a_j) u_i + 2\lambda a_j \quad (7)
\]

We update the gradients \( a_j \) and \( u_i \) with the following equations:

\[
a_j = a_j + \varepsilon ((r_{ij} - u_i^T a_j) u_i - \lambda a_j) \quad (8)
\]

\[
u_i = u_i + \varepsilon ((r_{ij} - u_i^T a_j) a_j - \lambda u_i) \quad (9)
\]

We use Figure 10 to illustrate the above method. The points in the figure indicate the location where the target user’s similar user has been. Different colored points indicate increases when the value of \( \lambda \) is different under the fixed \( \varepsilon \) value. As shown in the two figures, when \( \varepsilon = 0.00001 \) and \( \lambda = 0.0003 \), the convergence speed of matrix decomposition is the fastest, so we choose \( \varepsilon = 0.00001 \) and \( \lambda = 0.0003 \) as the parameters of matrix decomposition model.

For the time complexity of the matrix factorization, although the time complexity of this part is high, due to the matrix factorization is deployed in the offline, the high complexity is acceptable. This part update every 90 days according to the [37]. Next, we use the app’s vector to calculate the similarity. We use \( \text{sim}_{a_i}(a_j) \) to denote the similarity of app \( a_i \) and app \( a_j \), which is calculated by the cosine similarity coefficient, which is represented as \( \text{sim}_{a_i}(a_j) = \frac{a_i \cdot a_j}{||a_i|| \cdot ||a_j||} \).

For all of the target user’s vectors, we calculate the similarity between them; finally, we obtain the app vector similarity model.

E. DYNAMIC ACTIVE AREA MINING MODEL

By observing the historical data of the user app, we find that the behavior of each user using the app in different time slots presents a geographic clustering phenomenon. In a certain time slot, due to the limited quantity of data used by the user, it is extremely difficult to mine the user’s app usage area. This paper uses users who have similar app usage behaviors in the two dimensions of time and geography to solve the above problems. The detailed steps of constructing the dynamic active area mining model are as follows:

1) we supplement the app usage data of similar users as the target user data and perform density clustering on the app usage locations of the target users and similar users in one time slot according to longitude and latitude.

2) A minimum circle coverage is then generated from the clusters obtained by clustering.

3) The area formed by these minimum circle covers is used as the target user’s app geographical area in this time slot.

For the values of parameter \( \varepsilon \) and \( \lambda \), we use the method of controlling variables to select the parameters that make the matrix factorization model converge quickly. The converge results are shown in Figure 8 and Figure 9. Figure 8 shows the convergence of loss as the number of iterations increases with different values of \( \varepsilon \) under the fixed \( \lambda \). When \( \varepsilon > 0.00001 \), the iterating of model training is not converging, so we choose the value within the range \( 0 < \varepsilon < 0.00001 \). Figure 9 shows the convergence of loss as the number of iterations
different clusters to which the point belongs. Each cluster is covered by a minimum circle coverage, which is indicated by a dashed line. The minimum circle coverage represents the target user’s active area. From the figure, we can determine whether the user’s current location is in the active area.

**F. USER APP PREFERENCE DYNAMIC PREDICTION**

CMARA generates the app recommendation list according to the current time and location of the target user. In the previous section, we obtain the target user’s active area. If the target user is not located in the active area at the current time, we need to predict the user’s app usage preference at the current time outside the active area. Each app has its own category, such as shopping and games. The category of an app usually implies the user’s app usage preference. In our algorithm, we refer to the categories of apps as user’s app usage preferences. The user’s app usage preference is reflected in the category of the app, so we need to predict the probability that the user will use the app category in the current geography and time. To solve the above problem, we decompose the 3-dimensional tensor composed of user-app usage preference-time to obtain the user’s app usage preference probability in the time slot and location. Our approach uses the method in [24] for tensor decomposition, which allows our system to update the user app preference model frequently without interrupting recommendations. Therefore, our algorithm has real-time performance.

**FIGURE 11.** User app preference dynamic prediction.

Specifically, our initial tensor is composed of time slots, users, and app preferences. The elements in the tensor are the number of users using a certain app category in a certain time slot. The time slot for constructing the tensor is the same as the time slot for constructing the context Voronoi diagram. We use Figure 11 to illustrate the principle of this process. We can extract the latent features of each user, time slot and preference by decomposing the tensor $X$ into three matrices $A$, $B$, $C$ and a core tensor $G$. As is shown in Equation 10.

$$X \approx G \times_A A \times_B B \times_C C = \sum_{p=1}^{P} \sum_{q=1}^{Q} \sum_{r=1}^{R} g_{pqr} a_p \odot b_q \odot c_r$$ (10)

Here, $A \in \mathbb{R}^{I \times P}$, $B \in \mathbb{R}^{J \times Q}$, and $C \in \mathbb{R}^{K \times R}$ are the factor matrices. $G \in \mathbb{R}^{P \times Q \times R}$ is the core tensor.

**G. OBTAIN RECOMMENDATION LIST**

In this section, we use the idea of collaborative filtering to generate an app recommendation list for the target users. CMARA first determines whether the target user is in the active area at the current time.

1) If the target user’s current location is in the active area, CMARA leverages the collaborative filtering method to generate a top-$N$ recommendation app set, which is based on top-$K$ similar users obtained by our user similarity model. We use a real-world users’ app usage dataset to train CMARA and obtain the values of $K$ and $N$ that when $K = 10$ and $N = 5$, CMARA has the best recommendation effect.

The detailed steps of collaborative filtering adapted to our method are as follows: 1) CMARA uses the user similarity model to choose the top-$K$ similar users. 2) CMARA casts the apps that similar users used and the target users have not used as the candidate apps. 3) CMARA uses Equation 11 to calculate the recommendation rating of candidate apps. 4) CMARA selects the top-$N$ rating apps from the candidate apps as the recommendation list.

$$r_{u_j,a_m} = \sum_{u_i \in S(u_j)} sim_{b}(T_{u_i}, T_{u_j}) \cdot r_{u_i,a_m}$$ (11)

In Equation 11, $r_{u_j,a_m}$ reflects the recommendation rating of app $a_m$ to user $u_j$, $S(u_j)$ means the target user $u_j$ similar users set, $u_i$ is the target user $u_j$ similar user, $sim_{b}(T_{u_i}, T_{u_j})$ means the similarity between $u_i$ and $u_j$, and $r_{u_i,a_m}$ is the pseudorating of user $u_j$ to $a_m$.

2) If the target user’s current location is not in the active area, based on the result of user app preference dynamic prediction, CMARA obtains the target user’s app preference in the current time slot. CMARA selects the preferences with the top-$L$ probability and uses the top-$M$ popular app in each preference as the recommended candidate set. We train CMARA to obtain the best recommendation effect when $L = 5$ and $M = 12$.

**V. EXPERIMENTAL EVALUATION**

In this section, we experiment with the recommendation performance of our proposed method. Particularly, we focus on the following issues: i) what are the advantages of our proposed method in recommendation effect compared with other classical benchmark methods; ii) how can the proposed method improve the recommendation effect?

**A. EXPERIMENTAL DATASET**

Our experiment uses a dataset from the real world, which is presented in the form of a user’s app usage logs file. Each user’s app usage logs file contains the user’s identification and usage time stamp, and the app’s identification, and location information, which means that a user used an app at a particular time and place.

We clean the dataset, delete the users whose usage log files are less than 10 and delete the apps that are used
less than 5 times. Finally, we obtain a dataset that contains 8,198 users, 2,671 apps, 31,228 locations and 405,837 usage log files from 00:00 on May 1, 2018, to 24:00 on May 7, 2018. We use minute as the unit of segmentation to divide the time in the dataset into 10,080 copies. If considering the user-app 2-dimensional matrix, the sparsity of the dataset is 98.38%; if considering the user-app-context 3-dimensional tensor, the sparsity is 99.99%.

| App   | User       | Time stamp | Longitude | Latitude |
|-------|------------|------------|-----------|----------|
| Tik-tok | user1     | 2018/5/1 8:12 | 115.05    | 30.25    |
| Tik-tok | user1     | 2018/5/1 8:57 | 115.05    | 30.26    |
| Wechat | user1     | 2018/5/1 10:03 | 114.96    | 30.39    |
| Tik-tok | user2     | 2018/5/1 8:23 | 114.94    | 30.42    |
| Wechat | user2     | 2018/5/1 11:12 | 114.94    | 30.42    |
| Taobao | user2     | 2018/5/1 15:29 | 114.94    | 30.42    |

Table 3. An example of the dataset.

We use Table 3 to illustrate our dataset structure. One record in the table indicates that a user used an app at a certain time and location. We randomly divide the data set into three parts to form three data sets: Dataset 1, Dataset 2 and Dataset 3. We use the three datasets to evaluate the recommendation effect of CMARA.

B. BENCHMARK METHODS

We compare our method with the following recommendation methods:

- User-based collaborative filtering (UCF). This is a user-based CF method, where user similarity is calculated based on the users’ rating data. We adapt UCF to our problem by using pseudorating information to mine user preferences and generate the recommendation list. We leverage the pseudorating information to find the users similar to the target user and recommend apps that similar users have used and that the target user has not used to the target users.

- Time-order collaborative filtering (TOCF) [6]. TOCF is a collaborative filtering approach that considers the time-order condition and places the time of interaction between user and item into the user’s similarity calculation. We adapt TOCF to our problem, i.e., we use \( U(u) \) to denote the profile of a user \( u \), from \( U(u) \) to obtain an app sequence \( S(u) = (n(u, l_1), n(u, l_2), \ldots, n(u, l_m)) \) that reflects the usage history of \( u \) described in [6], then according to the TOCF method to obtain the recommendation list.

- Probabilistic matrix factorization (PMF). The PMF-based recommendation approach is a classic model-based method in the recommendation domain. We adapt PMF to our problem to obtain the app recommendation list. We use \( U = (u_1, u_2, \ldots, u_N) \) to denote the target user set, we use \( A = (a_1, a_2, \ldots, a_N) \) to denote a candidate app set, and obtain a user-app rating matrix from \( U \) and \( V \). We use the frequency of a target user using an app to denote the user’s rating scores to the app. Then, the PMF method is used to obtain the recommendation list.

\[ \text{Precision} = \frac{TP}{N} \quad \text{(12)} \]
\[ \text{Recall} = \frac{TP}{M} \quad \text{(13)} \]

\[ F_\alpha - \text{measure} \] balances the precision and recall, which is defined as:

\[ F_\alpha - \text{measure} = (1 + \alpha^2)^{-1} \frac{\text{Precision} \cdot \text{Recall}}{\alpha^2 \cdot \text{Precision} + \text{Recall}} \quad \text{(14)} \]

Here, we choose \( \alpha = 2 \), which indicates more emphasis on recall than precision.

C. EVALUATION MEASURES

In our experiments, we split the experimental data into training and test data. We use the training data to train CMARA and use the apps that users use in the test dataset actually used as the ground truth. We recommend an app list for target users, which leads to two evaluation metrics: precision and recall. We recommend a Top-\( N \) recommendation list to users, and the length of the recommendation list is \( N \), so we choose precision@\( N \) and recall@\( N \) to measure the proposed method. However, precision and recall are two indicators: one fall leads to another rise. To synthesize considering the two indicators, we use the \( F_\alpha \)-measure to measure the recommendation quality.

We use \( TP \) to denote the intersection between the recommendation list and ground truth; we use \( N \) to denote the length of the recommendation list, and we use \( M \) to denote the length of the ground truth. The Precision@\( N \) and Recall@\( N \) are defined as follows:

\[ \text{Precision} = \frac{TP}{N} \quad \text{(12)} \]
\[ \text{Recall} = \frac{TP}{M} \quad \text{(13)} \]

\[ F_\alpha - \text{measure} \] balances the precision and recall, which is defined as:

\[ F_\alpha - \text{measure} = (1 + \alpha^2)^{-1} \frac{\text{Precision} \cdot \text{Recall}}{\alpha^2 \cdot \text{Precision} + \text{Recall}} \quad \text{(14)} \]

Here, we choose \( \alpha = 2 \), which indicates more emphasis on recall than precision.

D. EXPERIMENT SET

- **Experiment 1**: We use CMARA and the benchmark methods to generate the recommendation list with different parameters on three datasets and use the evaluation measures precision@\( N \), recall@\( N \) and \( F_\alpha - \text{measure} \) to verify the recommendation effect of CMARA.

- **Experiment 2**: Because CMARA incorporates user behavior trajectory information when constructing the user similarity model, we need to evaluate the impact of user behavior trajectory information on the recommendation effect. We delete the user behavior trajectory.
information of CMARA, and the remaining part is called CMARA-B. We use the CMARA-B to generate a recommendation list and compare the recommendation effect of CMARA-B with CMARA.

**E. PERFORMANCE COMPARISONS**

1) In this section, we present the results of experiment 1 with different parameter values in Figure 12. We compared the precision@$N$, recall@$N$, $F$-measure of CMARA and benchmark methods in three datasets. $N$ is the length of the recommendation list. Figure 12(a) - 12(c), Figure 12(d) - 12(f) and 12(g) - 12(i) show the precision, recall and $F$-measure of the CMARA and benchmark methods’ recommendation results in three datasets, respectively. The experimental results show that the performance of UCF and PMF is poor. The main reason is that both methods only focus on mining user preference information, but they cannot effectively utilize the impact of contextual information on app usage preferences. In addition, the performance of UCF is the worst of all the methods because UCF has other problems in addition, the above: one problem is that the user rating vector does not accurately reflect the relationship between users, and the other problem is that the collaborative filtering method is sensitive to
data sparsity. PMF results are unacceptable because the matrix decomposition cannot clarify the physical meaning of the users and app latent vectors. Both TOCF and TF have good performance. TOCF uses the app usage time sequence to predict the probability that a target user uses an app at a certain time condition. TF constructs a tensor model of the user, the app category and the app category usage time. The commonality between TOCF and TF is that they both effectively utilize the impact of time contextual information on users’ choice of apps, which implies that contextual information is important for app recommendation. TOCF is better than TF. The reason is that the user app usage sequence information can not only make use of the user’s current time context information but also integrate the user’s historical time context information to improve the recommendation.

The performance of CMARA in precision, recall and comprehensive evaluation metric $F$-measure is always better than the benchmark methods mainly for the following reasons: CMARA leverages users’ historical and current contextual information and the app usage information to construct users’ behavior trajectories and effectively mines the users’ app usage preferences. The user behavior trajectories integrate user, app, historical geography, and temporal contextual information into a unified recommendation process. Additionally, we design a novel personalized user similarity calculation method that can quickly and effectively build a model by using the context Voronoi diagram. CMARA combines the user’s current spatiotemporal contextual information in the process of generating recommendation lists for target users.

2) We present the results of experiment 2, as shown in Figure 13. We chose precision@$N$ to measure the effect of the proposed similarity model and the baseline similarity model. As we can see from Figure 13, the recommendation effect of CMARA is superior to that of the CMARA-B method in three different datasets. This is because CMARA not only considers the influence of contextual factors but also considers the user’s app usage behavior information. The users’ behavior trajectories combine the time, geography, app usage information and historical context information of the target user, so the users’ behavior trajectories can well-model the users’ app usage preferences. Therefore, we can conclude that incorporating the users’ behavior trajectories in app recommendation can improve the recommendation effect.

3) We counted the frequency of the Top-20 popular apps used in two cities of Beijing and Shanghai in the dataset. At the same time, we statistic the frequency of CMARA’s recommendation of these Top-20 popular apps onto the two cities. The results of comparing as shown in Figure 14 and Figure 15. We can see from Figure 14 and Figure 15 that, the recommendation list of CMARA has the similar tend with the reality app usage data in the two cities. Furthermore, the recommendation list of CMARA has consideration for the apps located in the long tail, so that the apps in the long tail have more display opportunities, which is conducive to the app diversity of recommendation. This is because CMARA uses user behavior trajectories to construct the recommendation model, which is not only considers the users’ current contextual information, but
also comprehensively considers the users’ historical contextual information, making the model mines out more diversity preferences of users.

VI. CONCLUSION AND DISCUSSION

This paper proposes a novel context-aware mobile application recommendation approach based on user behavior trajectories, called CMARA. The novelty of CMARA is that i) it uses the users’ behavior trajectories to model target users’ app usage preferences, ii) it creatively constructs the context Voronoi diagram to mine the user app usage preferences and iii) it proposes a user similar construction method that maps the users’ behavior trajectories into the context Voronoi diagram to construct the user similarity model. The experimental results show that CMARA has excellent performance in the app recommendation under contextual conditions.

In our future work, we aim to optimize the user’s behavior similarity calculation method by deploying the method on a distributed computing platform to improve the speed of the approach. The proposed work does not consider the target app feature, which is an influencing factor that may improve the recommendation effect. In future work, we incorporate the features of apps into the modeling process to improve the recommendation effect. The proposed approach uses the 3-dimensional Voronoi diagram to build the user’s similarity model. In the real world, the contextual scatter points are connected by the road network. Therefore, in future work, we will construct a Voronoi diagram based on road network distance to further improve the user similarity model.
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