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Abstract

Adaptive learning in e-learning has garnered researchers’ interest. In it, learning resources could be recommended automatically to achieve a personalized learning experience. There are various ways to realize it. One of the realistic ways is adaptive learning path recommendation, in which learning resources are provided according to learners’ requirements. This paper summarizes existing works and proposes an innovative approach. Firstly, a learner-centred concept map is created using graph theory based on the features of the learners and concepts. Then, the approach generates a linear concept sequence from the concept map using the proposed traversal algorithm. Finally, Learning Objects (LOs), which are the smallest concrete units that make up a learning path, are organized based on the concept sequences. In order to realize this step, we model it as a multi-objective combinatorial optimization problem, and an improved immune algorithm (IIA) is proposed to solve it. In the experimental stage, a series of simulated experiments are conducted on nine datasets with different levels of complexity. The results show that the proposed algorithm increases the computational efficiency and effectiveness. Moreover, an empirical study is carried out to validate the proposed approach from a pedagogical view. Compared with a self-selection based approach and the other evolutionary algorithm based approaches, the proposed approach produces better outcomes in terms of learners’ homework, final exam grades and satisfaction.
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1. Introduction

With the development of information technology and the informatization of education, instructors have created countless learning resources. It has been a difficult task for learners to choose appropriate learning resources from the Internet in order to achieve established learning goals [1]. Without effective controls, extraneous cognitive resources will lead to learners’ cognitive overload and significantly influence the outcomes from e-learning [2]. Therefore, learning systems need to realize the function that recommends learning resources based on distinct learners [3].

A learning path can be defined as a series of learning units leading to a particular learning outcome [4]. It is hardly an impossible task to design a single learning path to meet every learner’s requirements [5]. An adaptive learning path is created and developed in this context. It is one of the implementation approaches of adaptive learning, which dynamically provides learning resources according to each learner’s preferences and needs [6, 8]. The major consideration for adaptive learning is the suitability between the learners and the learning resources [9]. Researchers have studied the various factors that influence suitability [3, 10, 11]. In their studies, multiple factors were simultaneously taken into account. Therefore, the essence of adaptive learning is a multi-objective optimization problem. The ultimate aim of the adaptive learning path is finding the optimal path through massive learning resources [7]. In this way, the “information overload” and “information confusion” problems in e-learning can be solved.

The basic structure of the adaptive learning path recommendation system includes the knowledge construct, user model, media space, and adaption model [9]. The media space and user model are the components for learning resources and learners. They are the bases for this system [15, 16]. The adaption model defines the knowledge and content selection algorithms in which machine learning algorithms have been widely applied [7, 17]. The knowledge construct is the representation of the domain knowledge that contains concepts and their relationships. In general, the adaptive learning path should fulfill the following requirements: the knowledge construct should balance the domain knowledge with the learner’s prior knowledge, the concepts should be imparted in the correct order, and the selected LOs should meet the learner’s characteristics. In previous studies [3, 7, 12, 16], LO selection and sequencing have drawn great attention, while the concepts have been ignored. The reason for that is that the concept and its relationships are included in the LOs. However, large similar LOs are created for the same concept at present. Using the concepts initially rather than the LO directly can vastly decrease the complexity of this problem.

The paper is a cross study of computer applications, artificial intelligence and instructional technology in which an efficient approach for adaptive learning path recommendation is proposed. Firstly, a concept map is created using graph theory. Then, the map is traversed by the defined rules, and the adaptive learning path recommendation is converted to a multiobjective optimization problem. By introducing the ideas of prey and following the fish swarm algorithm, an improved immune algorithm is proposed to solve the problem. Our goal is to provide a personalized learning path for each learner and then improve their learning outcomes. The paper further explores sophisticated evolutionary algorithms’ applications and accelerates the development of artificial intelligence in the educational domain. The remainder of the paper is organized as follows. Section 2 explores the related works and the relationships between them and our research. Section 3 provides a detailed description of the adaptive learning path recommendation approach and designs a web-based learning system based on the proposed approach. In section 4, several simulation experiments...
are carried out to evaluate our approach from a computational perspective. Then, in section 5, an empirical study is also carried out to validate our approach from a pedagogical view. In the last section, the conclusions and the directions of future studies are proposed.

2. Related Work

Durand et al. define a learning path as an itinerary connecting several LOs [12]. Based on graph theory, they designed a recommendation system considering the competency dependencies among LOs [12]. Graph theory is a mathematical description of objects and their relationships. It has been successfully applied to solve many educational problems. Alian et al. constructed a direct acyclic graph from the relations among LOs for visualization, which are inherited from knowledge and the media space [20]. Alshalabi et al. modelled e-learning systems as a weight directed graph where each node represents a course unit [21]. Another important application scenario is creating a concept map that represents the knowledge structure of a field without losing the essential concepts and relationships [22]. However, it has been a common problem in previous studies that concept maps are predefined and adapted to a specific field [3, 9]. As a result, the individuals’ knowledge structure is ignored. Some learners may not have the basic ability to understand the basic concepts. Therefore, it is very necessary to use graph theory to dynamically create learner-centred concept maps.

Evolutionary algorithms are another useful tool for tackling the adaptive learning path recommendation, in which it is seen as a combinatorial optimization problem [3]. Chen proposed a genetic-based personalized learning path generation algorithm to meet specific individual needs [10]. Another research used the enhanced genetic algorithm (GA) with TOPSIS to facilitate the search for a near optimal learning path [16]. Although GA is one of the most popular evolutionary algorithms, it has some disadvantages such as prematuration and stagnation. Other sophisticated evolutionary algorithms are also applied to solve this problem. Kurilovas et al. applied the ant colony optimization (ACO) method to generate a learning path based on students’ learning styles, which observably improved students’ learning outcomes and saved their learning time [24]. Wan & Niu proposed a learner oriented learning recommendation approach based on mixed concept mapping and an immune algorithm (IA) [3]. IA is an algorithm that mimics the biological immune system, where the antigens and the antibodies are equivalent to the objective function and the feasible solution in a conventional optimization approach. With the antibody diversity mechanism of an immune system, IA excels at avoiding the prematuration phenomena and getting the global optimization [26]. Wan & Niu’s experience has proved that IA is superior to GA, ACO and the particle swarm optimization (PSO) for this problem. By using some special information related to the problems, the evolutionary algorithms can control the process of searching the state space. At this stage, they are dominated by the imitation of nature and are also largely based on the stochastic search technique [27]. Many new algorithms are proposed to optimize the effect [28, 29]. The evolutionary algorithm is still a hot research field.

3. Methods

The adaptive learning path recommendation is divided into two parts in this paper: knowledge organization and curriculum design. The knowledge organization includes the process of organizing concepts that learners need to master. The curriculum design is the process of picking LOs from the repository to formulate an optimal learning path. The steps of our algorithm are shown as Fig. 1. The concept repository is supposed to be extremely large so
that the concepts that learners need cannot be sequentially discovered. First, using graph theory, irrelevant concepts are eliminated to form a subgraph. The subgraph is actually a learner centred concept map established on the selected concepts and their relationships. Then, from the map, a traversal algorithm is used to generate a linear sequence following the prior knowledge relationships. At last, IIA is proposed to search for the optimal LO combination as the adaptive learning path based on the sequence.

Fig. 1. The approach of adaptive learning path recommendation.

3.1 Learner and learning object modelling

There are many factors to consider for how to provide an adaptive learning path, such as attitude, motivation and so on [3]. Although more detailed information means better accuracy, in order to make the experiment more representative, the learning goals, the knowledge base, and the learning styles are the characteristics we selected. Actually, some related characteristics can be added to the model without much change. Because the system needs to select which concepts to impart, according to the principles of instructional design, it must get the knowledge base and learning goals for the current learner. In the meantime, it has been proved that there is a significant relationship between a learner’s academic performance and learning style. The selection of learning objects that are appropriate to the individual’s learning style characteristics will help improve the learning process and thus improve the learning quality. Therefore, we define a 3-tuple to represent the learner model, which is \{Learning Goal, Knowledge Base, Learning Style\}. However, the learner model can also include other factors such as motivation to establish a better match, which are treated similarly as the learning style. Theoretically, the factors are hard to exhaust. Learning style is a representative case. It is multi-dimensional, and so its match is a multi-objective problem.

The realization of learning goals needs the learners to master the necessary concepts. A Learning Goal is represented by \{G_1, G_2, \ldots, G_n\}, in which \(G_i\) is a concept. The Knowledge Base is the concepts that the learner has mastered, and they are depicted as \{B_1, B_2, \ldots, B_n\}, in which \(B_i\) is a concept too. The above characteristics are related to knowledge organization.
The following characteristics influence the curriculum design. Each learner belongs to a particular learning style, which influences the learning approaches and strategies [11]. There are many mature models in the literature to describe learning styles, and it has been proven that the most popular learning style model is the Felder–Silverman Learning Style Dimensions [31]. The Felder & Silverman model divides students’ learning styles into four dimensions, and each has two categories. The four dimensions are Process (Active and Reflective), Input (Visual and Verbal), Perception (Sensitive and Intuitive) and Understanding (Sequential and Global) [32]. The results for the Felder & Silverman learning styles are shown as Table 1, which is obtained from the Learning Styles Questionnaire. The questionnaire consists of 44 questions, each of which has two options: a and b. Each dimension of the learning style corresponds to 11 questions. In a dimension, assume that the total number of selected questions a is M and b is N. The dimension’s level is the bigger of M and N. The smaller one is subtracted, and the category belongs to the bigger one. For example, if M = 5 and N = 7, the value of this dimension is 2b. The higher the level is, the higher the degree of belonging to its category. For convenient processing by computer, the value in each dimension is normalized, where 11b is equal to 1 and 11a is equal to 0. Therefore, the learning style is depicted as \{ (\mathcal{S}_1, \mathcal{E}_1), (\mathcal{S}_2, \mathcal{E}_2), (\mathcal{S}_3, \mathcal{E}_3), (\mathcal{S}_4, \mathcal{E}_4) \}. \mathcal{S}_i represents one dimension of the learning style. \mathcal{E}_i represents the value in dimension \mathcal{S}_i, \mathcal{E}_i \in [0,1].

| \( \leftarrow \mathcal{A} \) | b | \( \rightarrow \mathcal{B} \) |
|---|---|---|
| ACT | 11 | 9 | 7 | 5 | 3 | 1 | 1 | 3 | 5 | 7 | 9 | 11 | REF |
| SEN | 11 | 9 | 7 | 5 | 3 | 1 | 1 | 3 | 5 | 7 | 9 | 11 | INT |
| VIS | 11 | 9 | 7 | 5 | 3 | 1 | 1 | 3 | 5 | 7 | 9 | 11 | VRB |
| SEQ | 11 | 9 | 7 | 5 | 3 | 1 | 1 | 3 | 5 | 7 | 9 | 11 | GLO |

The LO model is a structured response to the above learner model. We define a 2-tuple to epitomize the LO’s characteristics with \{ Concept, Learning Style \}. The concept represents the concept that is the basis of the LO’s design. In this paper, we assume that an LO is created in response to the signal concept included in the concept repository. It has been covered that learners with different learning styles will have different processing, perceptions, receptions, and information comprehension. Therefore, some standards have been established when creating learning resources for learners with different learning styles [15, 32, 33]. Corresponding to the learner’s learning style, the Learning Style of the LO model is depicted as \{(\mathcal{S}_1, \mathcal{E}_1), (\mathcal{S}_2, \mathcal{E}_2), (\mathcal{S}_3, \mathcal{E}_3), (\mathcal{S}_4, \mathcal{E}_4)\}. \mathcal{S}_i represents one dimension of the learning style. \mathcal{E}_i represents the value in dimension \mathcal{S}_i, \mathcal{E}_i \in [0,1].

Moreover, a relation matrix is created to represent the relationships among LOs, where the columns and rows represent LOs and the elements represent the relationships. According to the strength of the relationship, the element is assigned a value between 0 and 1. If the two LOs are totally independent, the element is 0. If the two LOs are entirely interdependent, the element is 1.

3.2 Knowledge organization

3.2.1 Concept modelling

In this paper, the concept is seen as the framework to construct learning paths. It is necessary to design a concept model to organize and manage concepts. Lin, Lin, & Huang emphasized that prior knowledge is essential in learning new concepts [34]. Therefore, the concept model
contains a unique identifier in the concept repository and prior knowledge relationships. The concept model is shown in Fig. 2, in which the identifier is represented by a letter. Concept A has two prerequisite concepts, C and D. In addition, concept A is the prerequisite concept of B.

**Fig. 2.** The description of the concept model

Based on the designed concept model, the concept repository can be represented by a directed graph, \( G = (V, E) \), which consists of the following:

- A non-empty finite set \( V \) of the concepts, which are called nodes, and
- A finite set \( E \) of the relationships among the concepts, which are called edges.

### 3.2.2 Concept map creation

In the learning process, learners with different knowledge bases and learning goals need to cover different concepts [41]. Furthermore, the knowledge organization has to consider the relationships between the concepts. To meet the requirements above, we use Durand’s [12] algorithm to get a subgraph to form the large concept repository. Actually, the subgraph is a learner-centred concept map. This algorithm can be seen as the iteration generating sets. It begins with the learner’s learning goal \( \beta \) and ends with learner’s knowledge base \( \alpha \). The detail is shown below:

---

**Subgraph Generation Algorithm:**

- \( \text{set} = \) a set with the target concepts
- \( \text{allSet} = \) empty array
- while \( \text{set} \)’s prerequisites are not all satisfied with the learner’s knowledge base
  - \( \text{preSet} = \) a new set which contains the \( \text{set} \)’s prerequisites concepts
  - \( \text{allSet} = \text{allSet} \) appends \( \text{preSet} \)
  - \( \text{set} = \text{preSet} \)
- end while
- return \( \text{allSet} \)

---

It will not stop until the prerequisites of all sets have been mastered by the learner. In the case of the three sets Set1 to Set3, as illustrated by **Fig. 3**, Set1 will be first considered, followed by Set2 and then Set3.

**Fig. 3.** Subgraph generation algorithm
The knowledge structure of a discipline can be divided into a series of concepts [35], and so it is feasible to create a concept map to describe the knowledge structure. Moreover, the interdisciplinary knowledge involves an interconnection of the basic knowledge from different disciplines [36]. The interdisciplinary knowledge structure can be automatically constructed using this algorithm when given the intersections. Therefore, the knowledge structure becomes scalable, flexible, and extensible.

3.2.3 Concept sequence generation

No matter whether they are under traditional or computer assisted instruction, the process of learning concepts should be specified in the proper linear sequence [41,42]. In other words, it should follow the didactical precedence relationships among concepts. In the process, maintaining the prior knowledge relationships with concept maps is the main concern. Moreover, relevant concepts should be placed together so that learners can establish connections among them [41]. The proposed traversal algorithm starts randomly with the concept whose prerequisites are included in the learner’s knowledge base. When the current branch has been traversed, the branch that supports the same advanced concept is selected to continue. Later, with the running of the algorithm, all underlying concepts will have been traversed. Therefore, the advanced concepts become accessible. The detail is shown below:

Proposed Traversal Algorithm:

```plaintext
allConcept = empty array, stack = new empty stack and push the root into stack
while stack not empty
    curConcept = the top of stack
    if curConcept does not have child or it’s children have all been visited
        allConcept = allConcept append curConcept
        pop stack
    else
        push curConcept’s children into stack
end while
return allConcept
```

It will not stop until all concepts have been traversed. Obviously, the proposed traversal algorithm ensures the logicality between concepts. An intuitive example is shown as Fig. 4.

![Proposed traversal algorithm](image)

3.3 Curriculum design

Through previous work, the learner’s requisite concepts are selected and sorted in order. It is time to prepare the concrete learning materials. Assuming that each concept includes $P$ LOs and one LO must be selected for the concept, in order to generate the optimal learning path with $N$ concepts, there are still $P^N$ solutions need that to be tested. Therefore, the adaptive
learning path recommendation is classified both as a multi-objective combinatorial optimization problem and an NP-hard problem [14]. It will consume much time to search for the optimal learning path. In this paper, an improved immune algorithm based on the Artificial Fish Swarm Algorithm (AFSA) is proposed to solve the combinatorial optimization problem of curriculum design. The flowchart of the IIA is shown in Fig. 5.

Fig. 5. The flowchart of the IIA

3.3.1 Recognition of antigen
In the IA, the problem to be solved is regarded as the antigen, and the antibody is seen as the solution. Under the condition that the concept sequence has been created in the previous section and there are multiple candidate LOs for each concept, the crux of generating the adaptive learning path is selecting an LO for each concept to generate an optimal learning path. Moreover, multiple objectives should be considered in this process.

3.3.2 Antibody encoding
To be clear, the LOs are grouped by their corresponding concepts, which are shown in Fig. 6. The GroupKP_i includes the LO_ij corresponding to the ith concept, where the combination of i and j uniquely represent one LO. A chromosome frame is obtained by exhausting the LOs whose concepts are included in the concept sequence. If the locus is encoded as 0, it means that the corresponding LO is not contained in this antibody. Otherwise, if the locus is encoded as 1, it means that the corresponding LO is contained in this antibody. An example is shown in Fig. 7.
3.3.3 Initialization antibody group

To meet the requirements of the optimal learning path, there is a particular rule to be followed when generating an antibody. Each concept group should choose exactly one LO so that these learning resources can instruct the learners to master the necessary concepts and minimize their cognitive overload simultaneously. Because the LO sequence is inherited from the concept sequence, the didactical precedence relationships among concepts are preserved, which means that the prior knowledge will be learned in advance. One hundred antibodies are randomly generated as an initial population according to this rule.

3.3.4 Affinity calculation

The affinity in IA consists of two parts: the affinity between the antibody and antigen and the affinity among antibodies. It combines the antibody’s fitness with the diversity. The first part represents the antibody’s degree of antigen recognition, which is called its fitness. It is defined as

\[ A_v = \frac{1}{F_v} \]

where \( A_v \) defines the affinity between \( V \) antibody and antigen. \( F_v \) is the general objective function. Assuming that \( M \) concepts are chosen, the learning path can be expressed as \( B, B = \{B_1, B_2, \ldots, B_M\} \), where \( B_i \) is the \( i \)th LO. \( U \) represents the learner model. \( w_i \) denotes the set of objective weights. \( n \) is the number of optimization objectives. In this study, \( n = 2 \), which means that two objectives are considered. \( f_i \) is a penalty function. As a result, the aim is to search for the minimum solution of the objective function, which is shown as follows:

\[ F = \min \left( \sum_{i=1}^{n} w_i f_i(U, B) \right) \]

\[ s.t. \quad B_i \in \text{GroupKP}_i, \quad i = 1, 2, \ldots, M \]

\[ \sum_{i=1}^{n} w_i = 1 \]

Next, according to previous studies [3, 11, 16], two optimization objectives will be introduced in detail. \( f_1 \) is the LOs’ corresponding characteristics that should satisfy the learner’s learning style. It is computed as

\[ f_1 = \frac{1}{M} \sum_{i=1}^{M} \frac{\sum_{j=1}^{k} |ULS_j - LLS_{i,j}|}{k} \]

where \( k \) is the dimension of the learning style. In the Felder & Silverman learning style, \( k = 4 \). \( ULS_j \) defines the learner’s learning style in the \( j \)th dimension. \( LLS_{i,j} \) defines the corresponding characteristics of the \( i \)th LO in the \( j \)th dimension. \( f_2 \) is the LO combination that
leads to an awful learning output that should be avoided. It is computed as

\[ f_2 = \frac{2 \sum_{i=1}^{M-1} \sum_{j=i+1}^{M} R_{L_i,L_j}}{M(M-1)}, \quad R_{L_i,L_j} = \frac{N(L_i \cap L_j)}{N(L_i)} \]  

(4)

where \( R_{L_i,L_j} \) is the correlation strength of \( L_i \) and \( L_j \), \( N(L_i) \) is the number of previous learners who fail in \( L_i \) and \( N(L_i \cap L_j) \) is those who fail in both \( L_i \) and \( L_j \).

The foundation of calculating the affinity among antibodies is identifying the affinity between two antibodies. In this paper, it is measured by Forrest’s R consecutive matching method [38]. It is defined as

\[ S_{V,S} = k_{v,s} / L \]  

(5)

where \( S_{V,S} \) defines the affinity between \( V \) and \( S \), \( L \) defines the length of the antibody, and \( k_{v,s} \) defines the number of same bits. An example is shown in Fig. 8 in which the length of the antibody is 9 and the second, the fifth, and the sixth are the same bits. Therefore, \( k_{v,s} = 3 \), \( L = 9 \) and \( S_{V,S} = 1/3 \).

| V: | L01,2 | L02,3 | L03,5 | L04,7 | L05,2 | L06,5 | L07,2 | L08,8 | L09,3 |
|---|---|---|---|---|---|---|---|---|---|
| S: | L01,1 | L02,3 | L03,8 | L04,7 | L05,3 | L06,7 | L07,8 | L08,1 | L09,3 |

Fig. 8. Affinity between antibodies

The affinity among antibodies is the proportion of antibodies that are similar to a specific antibody in the population. Actually, it is the concentration of similar antibodies, which indicates the diversity of the population. It is computed as

\[ C_v = \sum_{s=1}^{N} S_{v,s} / N, \quad S_{v,s} = \begin{cases} 1 & S_{v,s} > T \\ 0 & \text{otherwise} \end{cases} \]  

(6)

where \( C_v \) represents the concentration of antibody \( V \), the size of the antibody population is \( N \), and \( T \) is the threshold value that decides whether \( V \) is similar to \( S \).

### 3.3.5 Updating memory cells

To ensure a rapid and stable convergence to the global optimal solution, the memory cell strategy is introduced, where the highest affinity solutions are selected as memory cells. As a supplement, the elitist strategy is adapted to preserve the best fitness solutions. In each iteration, part of the highest affinity and best fitness antibodies are selected to update the memory cells.

### 3.3.6 Selection

Selection is the operator through which well-behaved antibodies are selected to generate the next generation. The expected reproduction rate of an individual is determined by \( A_v \) and \( C_v \). \( P_v \) represents the expected reproduction rate of antibody \( V \). \( \alpha \) is a constant. It is shown as follows:

\[ P_v = \alpha \frac{A_v}{\sum_{i=1}^{N} A_i} + (1 - \alpha) \frac{C_v}{\sum_{i=1}^{N} C_i} \]  

(7)

The selection probability (denoted by \( SP_v \)) is obtained by the expected reproduction rate. It is computed as
We employ the roulette wheel selection to get the item. It is shown in Fig. 9. A larger expected reproduction rate means a larger occupied area in the pie chart, and so the corresponding antibody has a larger selection probability. Moreover, the antibodies can be repeatedly chosen in this operator.

\[
SP_i = \frac{P_i}{\sum_{i=1}^{N} P_i}
\]  

(8)

3.3.7 Crossover

The crossover operator can generate the new learning path. It aims to increase the diversity of the population. In the crossover operator, two antibodies are selected as parents according to the crossover probability. The one-point crossover strategy is adopted in this part. Specifically, one crossover point is randomly selected. The offspring are generated by exchanging the whole sequence after this point. An example is shown in Fig. 10.

![Fig. 9. Roulette wheel selection](image)

![Fig. 10. One-point crossover strategy](image)

3.3.7 Prey and follow

In the standard IA, the mutation operator changes the antibody according to a fixed mutation rate. It aims to increase the diversity of population. Obviously, the population information is ignored here. AFSA is one of the most appropriate approaches for swarm intelligence optimization, and it is inspired by the movement of fishes [37]. The basic behaviours of artificial fish in the AFSA include prey, swarm, follow, move and leap. In order to make up for its shortcomings, the follow and prey operators of the AFSA are introduced into the IA.

![Fig. 11. Prey operator](image)
The prey operator imitates the basic biological behaviour of seeking food. It contains the following manipulations. It randomly selects a mutation point and replaces the LO in the mutation point with a new LO. The new LO is randomly selected, but it must belong to the same concept group as the previous one targeting the current problems. The prey operator can explore the solution space and retain the diversity of the population, which is shown in Fig. 11. Artificial fish will move to their best neighbour when their surroundings are not crowded in the follow operator, which can accelerate the movement to the global extreme value field from the local extreme values. Vision represents a certain distance. If the distance between two fishes is less than it, the two fishes are called neighbours, as shown in Fig. 12. The distance between fishes is calculated as

$$\text{Dist}(S, V) = \sum_{i=1}^{M} H_{ij}, \quad \begin{cases} \text{if } S_i = V_i, H_{ij} = 0 \\ \text{if } S_i \neq V_i, H_{ij} = 1 \end{cases}$$

where $S_i$ and $V_i$ represent the $i$th bits on the antibody $S$ and the antibody $V$. The crowd factor $\delta$ is used to restrict the scale of fish. If $Y_{\min} * n < Y_i * \delta$, it means that the best neighbour has a higher performance than the current individual and the degree of crowding by neighbours is acceptable. Therefore, the individual will move to the best neighbour. That is, the element from the best neighbour is copied into the current individual. Otherwise, the individual will be processed by the prey operator. Here, $Y_{\min}$ is the best neighbour’s fitness, $n$ is the neighbourhood number, and $Y_i$ is the fitness of the current individual.

In the initial stage, the distribution of the population is sparse. It means that individuals seldom have neighbours, and so the IIA can explore the solution space sufficiently, which guarantees the stronger global optimization capability. Then, the population gradually gathers at several excellent regions. The IIA could escape from the local optimum and accelerate the convergence speed to the globe optimum through the follow operator. During the posterior of the evolutionary process, the concentration of excellent individuals will increase and the diversity of the population will hastily decrease. However, the population’s predation capacity will be enhanced under this condition, which ensures the sustained optimization ability of the algorithm. After analysing the principles of the IIA, the conclusion can be drawn that the improvements make the IA become more adaptive.

### 3.4 System design

A web-based learning system based on the proposed approach is designed to realize adaptive learning. As shown in Fig. 13, there are two types of users in this learning system: learners and instructors (experts).
By using the concept management module, instructors could manage the concept repository. Updating concepts and their relationships constantly is beneficial for the application scope and knowledge update of the learning system. The learning object management module is responsible for LO’s management. Through the evaluation standards, the instructors could assign values to LO’s characteristics and establish the corresponding relationships between LOs and concepts. The learner attribute analysis module is responsible for collecting learner characteristics. By combining the profile and concept repositories, the knowledge organization module using graph theory and the proposed traversal algorithm generates a concept sequence. In the curriculum design module, based on the above concept sequence, an adaptive learning path is picked from the LO repository employing the IIA. Eventually, LOs are presented to learners through learning terminals according to the learning path. On one hand, these learning terminals deliver the teaching information. On the other hand, the data generated during the learning process could be collected through an equipment, which could improve the adaptability of the learning system.

4. Computational experiments

In this section, simulation experiments are carried out to validate the proposed approach’s optimization ability with respect to its efficiency and effectiveness. As controlled trials, there are four approaches that have been validated. The first one generates a learning path randomly. It is fast and simple, but it has large stochastic volatility. The second one is a GA-based algorithm, TOPSIS, which was proposed by Lin et al. [16]. The next one is MCPIA [3]. It is an IA-based approach proposed by Shanshan Wan et al. The last one is ours. We use the same learner, learning object and concept models for the four methods. Each algorithm runs 20 times in the simulated dataset to reduce the randomness of the algorithm’s implementation. As for the experimental environment, these approaches are implemented in MATLAB R2012a and run on a PC equipped with a 3.70GHz Intel i3-4170 CPU and 4GB RAM.

4.1 Datasets

Nine simulated datasets of the concept and LO repositories are generated. The simulated
datasets are listed in Table 2. The numbers of concepts in the nine simulation datasets include 20, 50, and 100 while the numbers of LOs for each concept include 10, 30, and 50. Furthermore, each LO contains the degree of dependence with other LOs and the four respective learning style characteristics of Process, Input, Perception, and Understanding. These characteristics are assigned with normalized values following a normal distribution. For the sake of simplicity, all the learning style characteristics of the learner instances are initialized to 0.5.

| Data set | Number of Concepts | Number of LOs for each concept |
|----------|--------------------|-------------------------------|
| 1        | 20                 | 10                            |
| 2        | 20                 | 30                            |
| 3        | 20                 | 50                            |
| 4        | 50                 | 10                            |
| 5        | 50                 | 30                            |
| 6        | 50                 | 50                            |
| 7        | 100                | 10                            |
| 8        | 100                | 30                            |
| 9        | 100                | 50                            |

### 4.2 Parameter Settings

The parameter setting plays an important part in evolutionary algorithms’ running performance [39]. The parameters of our approach are configured in this section. The IIA contains seven main parameters (i.e., the crossover probability, the mutation probability, the population size, the memory cells size, the immune balance factor $\alpha$, the vision range, and the crowd factor $\delta$). The initial values of the parameters are determined based on the previous studies [26, 37]. After using a one–at–a-time approach, the parameter values that lead to the best results are chosen. The crossover and mutation probabilities are set to 0.5 and 0.4, respectively, which means that the selected antibodies have a 50 percent chance of crossover and a 40 percent chance of mutation. The population size is assigned as 100 and only one in ten antibodies are selected as memory cells. The immune balance factor $\alpha$ is set to 0.8, which means that the affinity between the antibody and antigen has a greater influence than the antibody concentration here. The vision range is one tenth of the number of concepts.

### 4.3 Performance analysis

![Fig. 14. Comparison of the convergence process with three approaches in the simulation datasets. (a) Set 4. (b) Set 5. (c) Set 6.](image-url)
Fig. 14 shows the convergence curves of TOPSIS, MCLIA, and our method over 500 generations of the evolutionary process. The iteration number is the abscissa and the fitness is the ordinate in which a lower fitness value means that the solution is closer to the optimal. The scale of the experiment is to master 50 concepts. Fig. 14(a) is the convergence comparison chart for the 10 LOs for each concept, Fig. 14(b) is for 30, and Fig. 14(c) is for 50. Fig. 14(a) clearly shows the convergence of the three approaches’ performances. Our approach converges much faster than MCLIA and TOPSIS, which can quickly converge to a global optimal with only 100 iterations. We can get the same conclusion from Fig. 14(b) and Fig. 14(c). From the results, we can conclude that our approach overcomes the shortcomings of premature convergence and stagnation and significantly increases the search efficiency. Therefore, the efficiency of our approach is better than TOPSIS and MCLIA for the current situation.

Table 3. Simulation experimental result

| Dataset | Approach | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|---------|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| RANDOM  | AF       | 0.336 | 0.337 | 0.347 | 0.350 | 0.350 | 0.355 | 0.344 | 0.355 | 0.349 |
|         | BF       | 0.285 | 0.286 | 0.280 | 0.319 | 0.314 | 0.337 | 0.330 | 0.340 | 0.321 |
|         | SD       | 0.0249 | 0.0269 | 0.0354 | 0.0223 | 0.0210 | 0.0130 | 0.0109 | 0.0099 | 0.0139 |
| TOPSIS  | AF       | 0.214 | 0.197 | 0.202 | 0.228 | 0.226 | 0.227 | 0.255 | 0.250 | 0.250 |
|         | BF       | 0.205 | 0.188 | 0.191 | 0.222 | 0.220 | 0.219 | 0.239 | 0.236 | 0.233 |
|         | SD       | 0.0035 | 0.0049 | 0.0051 | 0.0031 | 0.004 | 0.004 | 0.0096 | 0.0082 | 0.0075 |
| MCLIA   | AF       | 0.176 | 0.149 | 0.152 | 0.187 | 0.177 | 0.175 | 0.198 | 0.190 | 0.187 |
|         | BF       | 0.134 | 0.138 | 0.142 | 0.183 | 0.173 | 0.170 | 0.196 | 0.187 | 0.184 |
|         | SD       | 0.0156 | 0.0062 | 0.0051 | 0.0055 | 0.0031 | 0.0032 | 0.0011 | 0.002 | 0.0017 |
| Ours    | AF       | 0.165 | 0.141 | 0.148 | 0.182 | 0.174 | 0.172 | 0.196 | 0.185 | 0.180 |
|         | BF       | 0.120 | 0.124 | 0.135 | 0.174 | 0.170 | 0.168 | 0.194 | 0.182 | 0.178 |
|         | SD       | 0.0153 | 0.0092 | 0.0061 | 0.0041 | 0.0022 | 0.0022 | 0.0011 | 0.0025 | 0.0013 |

FA: Average fitness; FB: Best fitness; SD: Standard deviation

Table 3 shows the Average Fitness (AF), Best Fitness (BF), and Standard Deviation (SD) for these algorithms on the nine simulated datasets. BF is the optimal result of the 20 experiments, AF is the mean result of the 20 experiments, and SD indicates the fluctuation of the results of all 20 experiments. The numerical results in the table show that these three evolutionary algorithm based approaches significantly enhance the search performance compared with the random approach. Because the random approach has the worst AF and BF and more obvious fluctuations, the RANDOM based approach is a very bad choice for the learning path recommendation. Compared with the other evolutionary algorithm based approaches, our approach performs well on both indicators. It has the best fitness with good stability. In addition, the quality of the solutions found by our approach is always better than MCLIA, indicating that the results are improved by implementing the follow and prey operators. In summary, these results indicate that our approach is more effective. By avoiding the prematuration phenomena and enhancing the search ability in the solution space, it has the fastest convergence speed and a better global optimization ability. Therefore, our approach can get a satisfactory solution to problems with different scales, which satisfies the requirements of most real-life applications of adaptive learning path recommendations.

5. Empirical study

To verify the proposed approach from a pedagogical perspective, some learners are invited to test the proposed approach in a real-life situation. Using the Django framework [43], an Adaptive Learning System (ALS) is developed as the experimental platform with a
browser-server architecture. Three recommendation approaches, including the proposed approach and the two approaches of Self-selected and TOPSIS, are selected for the control experiment.

5.1 Experiment design

A total of 90 healthy sophomores from Ocean University of China between the ages of 18 and 21 (mean age = 19.09) voluntarily participated in the experiment. The number of males is 48, and the number of females is 42. They chose the same teacher’s course and were divided into three equal classes. Their academic grades indicate that there are no significant differences among the classes. A Python programming course is taken as the learning resource. The course aims to guide the learner to master the basic python grammar and program design approach. The flip classroom is taken as the teaching form where the ALS administers the computer-based individual instruction outside the classroom. However, each class used a different recommendation approach based system and the teacher does not know it.

To explain how to perform the learning activities, we briefly introduce the ALS. Fig. 15(a) shows the layout of the concept management interface. As a teacher logs into this system, he can choose the course for which he is responsible and dynamically update, create or delete concepts on the left map. This ensures that each teacher can adjust the concept repository accordingly as needed inside the classroom. Fig. 15(b) displays a labelled learning object with its corresponding concept, learning style and other characteristics. Currently, the course materials are collected from publically accessible resources. Because the materials collected by the teacher are insufficient, there are four assistants involved in this activity. Fig. 15(c) shows the learner’s profile. Among these characteristics, learning styles are generated by the system after filling out the Learning Styles Questionnaire. The learning goals and related knowledge base are chosen by learners from the concept map. When the personal information is confirmed, the adaptive learning path generation engine will work. Fig. 15(d) illustrates the generated learning path by the system. The concepts that the learner needs to master are placed in sequence on the left side. The recommended LO for each concept is displayed on the right side.

![Fig. 15. Some screenshots from the ALS. (a) concept management interface, (b) learning object management interface, (c) a learner’s personal centre, and (d) study interface](image-url)
The course ran for the spring term with two sessions per week. During the course, there are three integrated programming assignments related to specific themes. They are completed and submitted by the learner independently. The teacher has to evaluate the homework with a quantitative value varying from zero to five with one decimal place. Meanwhile, after using the computer-based individual instruction outside the classroom, the students were asked to express their satisfaction with the ALS using a Likert scale ranging from 1–5, where 1 denoted strong dissatisfaction and 5 indicated strong satisfaction. During the last week of the semester, a final exam was given to all participating students to evaluate the learning effect and it was graded by the teacher on a one hundred point scale.

5.2 Result analysis

In this section, the learners’ homework, final exam grades, and satisfaction are analysed to evaluate the proposed approach. The mean value and standard deviation of each class are presented in Table 4. To analyse the results, the Student t-test for the comparison of two independent samples is performed many times. The Student t-test involves testing a null hypothesis against an alternative hypothesis. The null hypothesis means that there is no significant difference between the means of two independent samples, whereas the alternative hypothesis means that there is a significant difference between the means of two independent samples. In this work, all tests are two-tailed with a 5% significance level and were performed using IBM SPSS Statistics 19 software. The corresponding t-statistics and P-values are shown in Table 5.

First, a t-test is performed using the homework grades data acquired during the integrated programming assignments to analyse whether there is a significant difference in the three classes. When comparing the classes using our approach with the self-selected and TOPSIS methods, the P-values are less than 0.05, and therefore, the null hypothesis is rejected in favour of the alternative hypothesis. Thus, by combining their higher homework grades from Table 4, it can be concluded that the proposed approach can help learners produce better homework outcomes. Next, we analyse the exam grade using the same rules. It can be found out that there is no significant difference among TOPSIS and Our approach. However, the P-values between Self-selected and the two evolutionary algorithm based systems are both less than 0.05, which means there is a significant difference. With respect to exam grades, generating the learning path based on an evolutionary algorithm is a good choice. When performing the t-tests using the satisfaction data, the P-values between our approach and the other two are both smaller than 0.05. Therefore, the null hypotheses are rejected, indicating that the means of student satisfaction are different. As shown in Table 4, the results indicate that the mean satisfaction degree for the self-selected method is poor. This is logical since students have to manually find out what works best for them from lots of related contents. Meanwhile, the mean value of the satisfaction degree obtained by our approach is the highest. In aggregate, our approach is proved to be valuable in educational applications.

Table 4. Summary of the empirical study results

|                | Self-selected | TOPSIS  | Ours  |
|----------------|---------------|---------|-------|
| Homework Grade | Mean          | 3.68    | 4.13  | 4.56  |
|                | SD            | 0.57    | 0.52  | 0.30  |
| Exam Grade     | Mean          | 86.32   | 88.44 | 88.48 |
|                | SD            | 10.00   | 7.19  | 7.16  |
| Satisfaction   | Mean          | 3.01    | 4.10  | 4.49  |
|                | SD            | 0.57    | 0.41  | 0.40  |

Mean: Mean value; SD: Standard deviation
Table 5. t-statistic and P-values.

|                | Ours & Self-selected | Ours & TOPSIS | TOPSIS & Self-selected |
|----------------|----------------------|---------------|------------------------|
| Homework Grade | t                    | -7.470        | -3.923                 | .3186                  |
|                | P-value              | 0.000         | 0.000                  | 0.02                   |
| Exam Grade     | t                    | -3.512        | -1.103                 | -2.598                 |
|                | P-value              | 0.001         | 0.275                  | 0.012                  |
| Satisfaction   | t                    | -11.653       | -3.701                 | -8.552                 |
|                | P-value              | 0.000         | 0.000                  | 0.000                  |

6. Conclusion and future work

The adaptive learning path is an important research field in e-learning. It is quite necessary to discover the most efficient approach to realize it. This paper proposes an efficient approach based on graph theory and the IIA. Firstly, a learner-centred concept map is created according to the relationship between the learner model and prior knowledge. Then, a traversal algorithm is applied to form a linear concept sequence to maintain the didactical precedence relationships. Next, each concept in sequence is provided with an optimal LO to generate an adaptive learning path, which is converted to a multi-objective combinatorial optimization problem. The IIA is applied to facilitate the search for the near-optimal solution. We think that the recommended learning path can satisfy a learner’s specific requirements and minimize his cognitive overload.

A series of simulation experiments are carried out to verify the efficiency and effectiveness of the proposed approach. In the field of solution quality, the proposed approach has the best fitness among the four approaches. It effectively enhances the global searching ability and avoids the prematuration phenomena. With respect to search efficiency, our approach can converge in fewer iterations in order to meet the precondition of excellent fitness. Consequently, the improved algorithm is able to efficiently solve the multi-objective combinatorial optimization problem. Moreover, a case study is also implemented to validate the proposed approach from a pedagogical point of view. Apart from the self-selected approach, the other two evolutionary algorithm based approaches are also applied for comparison. The results show that our approach achieves the best outcomes in terms of homework, final exam grades, and satisfaction.

The main contributions of this paper are as follows. This paper proposes an efficient approach for adaptive learning path recommendations and further explores sophisticated evolutionary algorithms’ applications in the educational domain. The approach has clear levels and is well-targeted and expansible, and the details of it have also been explained, which makes it easy to implement. Second, an improved immune algorithm based on the artificial fish swarm algorithm is proposed to improve the optimization performance of the standard IA. By introducing the ideas of prey and follow from the AFSA, the performance of the standard IA is significantly improved. Moreover, this paper develops a learning system based on the proposed approach and meaningfully combines artificial intelligence and teaching.

However, we only take the learning goals, knowledge base, and learning styles as the bases to generate an adaptive learning path. There are more factors that can be taken into consideration in practical applications, such as the features of the learning environment and the needs of teachers, depending on the practice. The learning path recommendation problem still needs to be enhanced. In the future, we will keep improving our model to integrate the various needs.
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