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Abstract

The defining trait of magnetars, the most strongly magnetized neutron stars (NSs), is their transient activity in the X/γ-bands. In particular, many of them undergo phases of enhanced emission, the so-called outbursts, during which the luminosity rises by a factor ~10–1000 in a few hours to then decay over months/years. Outbursts often exhibit a thermal spectrum, associated with the appearance of hotter regions on the surface of the star, which subsequently change in shape and cool down. Here we simulate the unfolding of a sudden, localized heat injection in the external crust of an NS with a 3D magnetothermal evolution code, finding that this can reproduce the main features of magnetar outbursts. A full 3D treatment allows us to study for the first time the inherently asymmetric hot spots that appear on the surface of the star as the result of the injection and to follow the evolution of their temperature and shape. We investigate the effects produced by different physical conditions in the heated region, highlighting in particular how the geometry of the magnetic field plays a key role in determining the properties of the event.

Unified Astronomy Thesaurus concepts: Magnetars (992); Neutron stars (1108); X-ray transient sources (1852); Stellar magnetic fields (1610); Magnetohydrodynamical simulations (1966)

1. Introduction

With their huge magnetic fields ($B \sim 10^{13}–10^{15} \text{ G}$), magnetars are the most strongly magnetized objects in the present universe. Observationally identified with the Soft γ-repeater and the Anomalous X-ray Thompson (2001), they are set apart from the other classes of isolated neutron stars (NSs) by their violent, transient high-energy activity, thought to be associated with the fast dissipation of large amounts of magnetic energy. Transient phenomena in magnetar sources fall into two broad categories: bursts/flare of relatively short duration (from $\lesssim 1 \text{ s}$ to a few hours) and very diverse luminosities, reaching up to $\approx 10^{39} \text{ erg s}^{-1}$ in the rare hyper-energetic giant flares, and much longer outbursts (see, e.g., Turolla et al. 2015; Kaspi & Beloborodov 2017; Esposito et al. 2021, for reviews). The latter are characterized by a sudden ($\approx \text{hours}$) increase of the flux (by a factor $\sim 10–1000$ with respect to the quiescent level), often accompanied by substantial modifications of the X-ray spectrum and of the pulse profile. These are related to an enhanced thermal emission, linked to the appearance of hotter region(s) on the surface of the star ($kT \sim 0.5–1 \text{ keV}$) and in some cases of a power-law tail in the $\sim 5–10 \text{ keV}$ range. The hot spot then shrinks and cools as the outburst decays on a timescale of $\sim \text{months}/\text{years}$ (see Coti Zelati et al. 2018, for a comprehensive overview of outburst properties and the Magnetar Outburst Online Catalog).

The association of outbursts with modifications in the surface thermal map has been taken as suggestive of some form of (magnetic) energy injection inside the NS crust (e.g., Perna & Pons 2011), although the exact mechanism responsible for the heating is still debated (see Section 3). This makes the study of magnetar outbursts an ideal ground for evolutionary magnetothermal simulations. The idea of using codes originally developed for treating NS cooling is not a new one and was exploited both in one spatial dimension, considering only the thermal evolution (see, e.g., Yakovlev et al. 2021, and references therein), and in 2D for the coupled magnetothermal problem (Pons & Rea 2012, in the following PR+12). In this work, we revisit the unfolding of an outburst as the result of a sudden heat injection in the magnetar crust. We take advantage of a full 3D treatment to elucidate the role played by the properties of the heated region and of the magnetic field in situ ations in which no spatial symmetries are present. In particular, this allows us to investigate how the position of the heated region with respect to the star magnetic field influences the outburst properties.

The paper is organized as follows. In Section 2 we review the input physics of our model and the main features of the numerical scheme used to compute the magnetothermal evolution. A set of simulations exploring the dependence of the outburst properties on several quantities characterizing the heat source and its location is presented in Section 3. Finally, discussion follows in Section 4.

2. Input Physics and Numerical Methods

In this work, the magnetothermal evolution of an NS is computed following the same approach described in De Grandis et al. (2020, hereafter Paper I) and (De Grandis et al. 2021, hereafter Paper II, respectively), to which we refer for a more in-depth account. Here, after briefly reviewing the main features of our model, we focus on the major modifications introduced with respect to Papers I and II, to deal most effectively with short-term phenomena.

We study the magnetothermal evolution of NSs in the crust only, under the assumption that (most of) the magnetic flux has been expelled from the superconducting core via the Meissner effect. The core of the star, then, is treated as a boundary condition...
in prescribing the temperature at the crust bottom. The evolution of the crust is computed by solving the Hall induction equation in the electron MHD regime (i.e., in the assumption that only electrons can move), and the heat balance equation

\[ \frac{\partial B}{\partial t} = -e \nabla \times \left[ \sigma^{-1} \mathbf{J} + \frac{1}{\epsilon e n_e} \mathbf{J} \times \mathbf{B} \right] \]

(1)

\[ C_v \frac{\partial T}{\partial t} = -\nabla \cdot (k \nabla T) + \frac{1}{\sigma} J^2 - N_c \]

(2)

where \( \mathbf{B} \) is the magnetic field, \( T \) is the temperature, \( n_e \) is the electron density, \( \mu = c h (3 \pi n_e)^{1/3} \) is the electron chemical potential, \( \mathbf{J} = e \nabla \times \mathbf{B}/4\pi \) is the current density, \( k \) is the thermal conductivity tensor, and \( C_v \) is the heat capacity (per unit volume). The electrical and thermal conductivity \( \sigma \) and \( k \) are taken as those of a strongly degenerate gas of electrons,

\[ \sigma = e^2 c^2 n_e \tau(\mu)/\mu, \]

(3)

\[ (k^{-1})_{ij} = \frac{3 e^2}{\pi^2 k_B T} \left( \frac{1}{\sigma} \delta_{ij} + \frac{\epsilon g_B}{\epsilon e n_e} \right), \]

(4)

where \( \tau \) is the relaxation time and \( \epsilon g_B \) is the Levi-Civita symbol; \( h \) and \( k_B \) are the reduced Planck and Boltzmann constants, and \( e \) is the electron charge. \( N_c \) accounts for neutrino emission from weak processes in the crust; it depends strongly on \( T \) and becomes active above \( \sim 3 \times 10^7 \) K (see Paper I and also Yakovlev et al. 2001). At variance with Papers I and II, we decided to suppress the thermopower term in Equations (1) and (2) since it is small in most situations and rather troublesome to treat numerically (see Section 4).

As already mentioned, the internal boundary conditions (at the crust-core interface) are given by requiring that the field can not enter the core and specifying the core temperature evolution (which, nevertheless, occurs on much longer timescales than those considered here). The external one (at the crust-magnetosphere interface) for the magnetic field is that it should match a potential solution, \( \nabla \times \mathbf{B} = 0 \), due to the negligible currents in the magnetosphere with respect to the crustal ones; the corresponding temperature boundary condition is given by specifying the thermal gradient according to the properties of the blanketing envelope. This is the geometrically thin but optically thick external layer that hosts a large temperature gradient; it is treated separately in the electron MHD regime.\( \nabla \cdot \mathbf{B} = 0 \), due to the negligible currents in the magnetosphere with respect to the crustal ones; the corresponding temperature boundary condition is given by specifying the thermal gradient according to the properties of the blanketing envelope. This is the geometrically thin but optically thick external layer that hosts a large temperature gradient; it is treated separately in the electron MHD regime.\( \nabla \times \mathbf{B} = 0 \), due to the negligible currents in the magnetosphere with respect to the crustal ones; the corresponding temperature boundary condition is given by specifying the thermal gradient according to the properties of the blanketing envelope. This is the geometrically thin but optically thick external layer that hosts a large temperature gradient; it is treated separately in the electron MHD regime.

\[ T_i(T_b, g, B, \Theta_B) = T_i^0(T_b, g) \lambda(T_b, B, \Theta_B) \]

(5)

where \( g \) is the surface gravity and \( \Theta_B \) is the angle that the field forms with the normal to the surface; if not stated otherwise, we employed the expressions for \( T_i^0 \) as calculated in Gudmundsson et al. (1983) with the magnetic correction \( \lambda(T_b, B) \) given in Potekhin & Yakovlev (2001) for an iron envelope (see also the review by Beznogov et al. 2021). We note that these expressions were derived for use in standard cooling codes, where a thick envelope is prescribed (with a typical density at the base \( \rho_b \approx 10^6 \) g cm\(^{-3} \)), while, in the present case, a much thinner envelope is required. The properties of the envelope depend on \( \rho_b \) (see, e.g., Beznogov et al. 2016) but unfortunately no calculations are available in the literature, to our best knowledge, for \( \rho_b \approx 10^7 \) g cm\(^{-3} \) and in the magnetized case. Ideally one should compute an envelope structure tailored on the problem at hand. However, given the main focus of the present investigation, we stick to our previous choices, after having checked that our results are not much sensitive to the details of the envelope, as we show in Section 4. General-relativistic corrections are neglected, since we are treating a thin layer; they are nevertheless expected to have at most only a quantitative rather than qualitative impact on the results (Pons et al. 2009). For this reason, all of the quantities we derive are expressed in the star local rest frame, but they can be easily transformed into those measured by an observer at infinity (e.g., for the luminosity it is \( L_\infty = (1 - 2G M/\mathcal{R}^2) L_\odot \)), assuming that the spacetime around the star is described by the Schwarzschild metric, with \( M \) and \( \mathcal{R} \) the mass and radius of the star, respectively.

This system of equations, written in dimensionless form, was then numerically solved in three spatial dimensions by means of the PARODY code (Dormy 1997), which employs a pseudospectral scheme based on spherical harmonics; PARODY was first adapted to the study of NS magnetic evolution alone (Wood & Hollerbach 2015) and then generalized to deal with the coupled magnetothermal problem in Paper I (see also Igoshev et al. 2020).

In this work, we employ an updated version of the code that has been specifically developed for a more realistic treatment of short-term phenomena, like those that occur following a sudden heat deposition in the outermost layers of an NS. In dealing with the secular magnetothermal evolution, in fact, the rather long runs, extending up to an Ohm time (\( \sim 10^8 \) yr), forced us to introduce some assumptions to avoid exceedingly large computational times. To this end, we had specified a rather high cutoff density in the crust (\( \approx 10^{10} \) g cm\(^{-3} \)), implying the presence of a quite thick blanketing envelope, not to be limited by too small time steps. Furthermore, we used a simplified expression for the specific heat that allowed us to treat the heat flux propagation with an implicit time-advance scheme; specifically, \( C_v \) was taken to be linearly dependent on the temperature, which is a good description for the (subdominant) electron contribution only, to ensure the efficiency of the numerical scheme. This is a reasonable choice in treating the long-term evolution, since the term \( \partial T/\partial t \) is strongly suppressed, but it becomes questionable when impulsive phenomena are considered.

These two approximations were then relaxed. First, the integration domain was extended to include the outer crustal layers, which were treated as part of the blanketing envelope in our previous studies. This was done by using the model proposed by Yakovlev et al. (2021), who provided a simple scaling for the dimensionless Fermi momentum \( x_r = p_F/m e \propto n_i^{1/3} \) as a function of the depth \( z \) as

\[ x_r = \left[ \frac{z}{z_0} \left( 2 + \frac{z}{z_0} \right) \right]^{3/2}; \quad z_0 = \frac{Z m_e c^2}{m_n g_\mathcal{R}} \approx 10 \text{ m} \]

(6)

where the scale height \( z_0 \) is given in terms of the atomic mass unit \( m_u \) and of the (local) gravitational acceleration \( g_\mathcal{R} \). In the following, standard NS parameters will be used (\( M = 1.4 \mathcal{M}_\odot \), \( R = 12 \text{ km} \), \( g_\mathcal{R} = 1.59 \times 10^{14} \text{ cm}^2 \text{s}^{-2} \)), as well as a constant Fe composition (\( Z = 26, A = 56 \)). For consistency, the density profile of the inner crust used in Papers I and II (taken from...
3. Outburst Models

There is currently no clear picture as to what the exact mechanism causing the heating of the observed hot spot(s) may be. It has been suggested that the surface of the star is heated by returning currents or by some other dynamics of the field in the lower magnetosphere (e.g., Beloborodov 2009; Karageorgopoulos et al. 2019). Alternatively, some kind of fast magnetic energy dissipation may take place in the outermost layers of the crust, triggered by, e.g., a mechanical failure due to magnetic stresses deeper inside (e.g., Perna & Pons 2011; Lander 2016; Lander & Gourgouliatos 2019; Gourgouliatos & Lander 2021).

In this section, a set of simulations intended to model magnetar outbursts will be presented. To keep clear of all of the uncertainties concerning the exact mechanism triggering the outburst, we just assume that a given amount of energy is deposited in a localized patch of the outer crust, following the same approach outlined in PR+12. In order to match the observed rise times (\(\lesssim 1\) day), the heating phase should be quite short, lasting for a much shorter time period than the overall duration of the event. As already noted by PR+12, the actual duration of the injection phase, \(\Delta t\), does not affect the subsequent evolution as long as the total (time integrated) heat \(H\) is the same and \(\Delta t\) is not much longer than the characteristic heat diffusion time across the crust, in which case a quasistationary state develops. For the cases considered here, it has been checked that \(\Delta t \lesssim 1\) hr yields indistinguishable results. The injection was done over several time steps, and the introduction of a modulation profile in time has been verified to produce no effect as well.

Heat was injected into a spatially localized region in the external crust (\(\rho \approx 10^7\) g cm\(^{-3}\)) with a thickness of \(\approx 100\) m and a diameter of some kilometers to reproduce the observed hot spot areas. Consequently, we added to Equation (2) a heating term in the form

\[
H' = \bar{H} s(r, \theta, \phi)
\]  

where \(\bar{H}\) is the heat injection rate per unit volume, and \(s(r, \theta, \phi)\) is a smoothing function introduced to avoid sharp gradients. Its actual form is

\[
\sin^4\left(\frac{\pi}{r_2 - r_1}\right) \cdot \sin^4\left(\frac{\theta_2 - \theta}{\theta_2 - \theta_1}\right) \cdot \sin^4\left(\frac{\phi_2 - \phi}{\phi_2 - \phi_1}\right)
\]

in a region specified by the three intervals \([r_1, r_2], [\theta_1, \theta_2],\) and \([\phi_1, \phi_2]\). We took a shallow layer \(\Delta r \approx 100\) m extending some kilometers across. Then, the total amount of heat added is then

\[
H = \Delta t \int_V \bar{H} s(r, \theta, \phi) r^2 \sin \theta \, dr \, d\theta \, d\phi
\]  

and the integral is evaluated over the entire heated volume. Note, however, that since crustal neutrino emission is very nonlinear and much stronger in the hotter zone at the center of the patch, the temperature profile tends to be flattened out, so that the exact form of the smoothing profile is not crucial.

3.1. Neutrino Saturation

A major effect of crustal neutrino emission, already discussed by PR+12 in 2D simulations, is the saturation of the maximum (photon) luminosity for increasing values of the total heating input. The strong temperature dependence of
neutrino losses implies, in fact, that as the total heat input $H$ grows, keeping all of the other parameters fixed, a greater and greater fraction gets quickly released in the form of neutrinos, without contributing to the thermal emission.

In order to assess if and how this picture changes within a 3D approach, we performed a number of runs taking as a background an NS with an initial crustal temperature of $7(0) = 10^8$ K and a dipolar field of $10^{13}$ G. The field has again been built as the poloidal part of a force free field. It has also been checked that the inclusion of a toroidal component, even much stronger than the poloidal one, has virtually no direct effect on the outburst, since it is confined in the deeper layers by the requirement of negligible magnetospheric currents (the boundary condition $\nabla \times B_{|\rho_0} = 0$). The heating term was activated a few time steps after the beginning of the simulation, so that the magnetic configuration is virtually the same as the initial one.

The heated patch is located at $\rho \simeq 3 \times 10^7$ g cm$^{-3}$ and covers a rather large area ($\sim 20\%$ of the surface) centered at $26^\circ$ north of the magnetic equator. Albeit not completely realistic, this has been purposely done for two reasons. The first, of more practical nature, is that in order to observe the saturation, very large energy inputs are required, implying steep thermal gradients that are difficult to handle within a spectral scheme; a (relatively) large heated region results in smoother, numerically manageable gradients. Moreover, as will be discussed in detail in Section 3.4, the location of the heated region with respect to the magnetic field geometry is important, so that the use of a large patch has been preferred in order to average out these effects.

Figure 1 shows the evolution of the luminosity (as measured by a stationary observer at the surface of the star, the local f.o.r.) for different values of the heat input in a range $7 \times 10^{39}$ erg $\lesssim H \lesssim 4 \times 10^{40}$ erg; here and in the following, the luminosity has been computed assuming patch-wise blackbody emission at the local surface temperature. The general behavior is qualitatively similar to what is observed in real sources and coherent with the curves in PR+12: a rise time of hours to $\sim 1$ day, faster as $H$ increases (and hence the peak gets higher) and an overall duration $\gtrsim 100$ days, longer for the brighter cases. This time span is too short for the field to undergo any significant evolution. The general shape of the curves does not change much between the various cases, and, upon visual inspection, the curves appear to pile up as $H$ increases. In order to get a more quantitative evidence of this effect, the peak luminosity and the time it takes to reach the peak are plotted against the total injected heat $H$ in Figure 2. The saturation effect, then, becomes evident: when the heating gets larger than $\sim 10^{44}$ erg, the luminosity increase becomes very small, and the rise time does not change anymore.

### 3.2. Dependence on the Injection Density

The cases considered so far assumed that heat was injected at the same depth in the crust. However, injecting the same amount of heat at different depths is expected to produce different results, since in deeper layers, the density (and hence the specific heat) increases and heat needs to travel longer to reach the surface and modify the luminosity. Figure 3 shows the lightcurves corresponding to the same injection of $H \approx 3 \times 10^{40}$ erg in the same shallow patch of radius $\approx 2$ km at different depths in the outer crust. Since the density profile is quite steep ($\sim \rho^2$, see Equation (6)), the shape of the lightcurves themselves turns out to be quite sensitive to the injection depth. In fact, as the depth increases, the rise time becomes longer and the peak lower, as expected (see Figure 4). Note that the luminosity decrease before the onset is not linked to the outburst itself but rather to the (overall) cooling of the NS. This
The effect is in part degenerate with varying the total energy input \( H \) at the same depth. Given that deep injection is radiatively inefficient and that the heat input can not be increased indefinitely, due to neutrino saturation, the outbursts likely originate from energy deposition in the outermost layers of the crust. On the other hand, heating in the deep layers may indeed reach the surface, but too slowly and in too little an amount to cause a proper outburst, and may produce just a moderate increase in luminosity, which would be confused with a variability of the quiescence flux.

### 3.3. Dependence on the Magnetic Field Strength

As a further step, we consider the dependence of the outburst evolution on the magnetic field. This actually involves both the strength and direction of the field lines, which (for a fixed field geometry) reflects into the position of the heated region. Let us consider a heat injection of \( H \sim 3 \times 10^{40} \text{ erg} \) in a \( \sim 5 \text{ km} \) radius patch, in a region around the magnetic pole (slightly off-centered), again at a depth where \( \rho \sim 3 \times 10^7 \text{ gc m}^{-3} \) (we checked that considering either the north or south polar regions yields identical results). The resulting lightcurves are shown in Figure 5 (left panel) for a dipolar field of strength in the range \( 10^{12} \text{–} 10^{14} \text{ G} \). The different strength of the magnetic field influences both the outburst itself and the thermal evolution of the background NS. In particular, the equatorial region gets heated by the field to a varying degree, so that the luminosity of the more magnetized NSs has an additional contribution coming from the equatorial region. For this reason, in order to focus on the (polar) heated patch, the evolution of the background has been subtracted out from the luminosity curves. In all of these runs, the time step has been kept fixed at a small value (\( \Delta t \sim 1 \text{ minute} \)) in order to avoid any potential inconsistencies caused by the anti-overshooting algorithm (see Section 2), given that the adaptive time step built in the code depends on the field strength. The evolution of the luminosity, in particular the rise and peak times, shows no significant variation, and the overall shape is almost identical. As the magnetic field increases between the different models, the peak luminosity increases, as well. This fact may seem somewhat counterintuitive, since the magnetic field acts as a thermal insulator (see Equation (4)), so that one might expect a lower peak luminosity for stronger fields. To better understand this effect, we compare the evolution of the luminosity to that of the quantity \( \int T_b^4 \text{d}S \) (Figure 5, right panel). This just is a way to follow the evolution of the temperature at the top of the crust, \( T_b \), i.e., before calculating the actual surface temperature via Equation (5). Variations among the different curves are even smaller for this quantity and, as expected, the models with stronger fields yield lower peaks. Therefore, the hierarchy
inversion is caused by the form of the $T_B-T_e$ relation we assumed. In particular, this reflects the fact that in the heat-blanketing envelope, the longitudinal heat conductivity, which drives the heat transport near the pole, gets amplified by electron quantization effects; this makes the envelope polar regions more transparent to heat as the field grows (the effect is the opposite near the equator; see Beznogov et al. 2021, in particular their Figure 22).

Since the shape of the lightcurves turns out to be not very sensitive to the field strength, in the following section, we take as a representative value $B \approx 10^{13}$ G; this choice is also more convenient on a computational ground because stronger fields exact a heavier computational toll.

3.4. Dependence on the Magnetic Field Geometry

We now turn to the effects of the field geometry in the injection region. To this end, the same patch of the previous run was considered, this time with an injected energy of $H = 4 \times 10^{40}$ erg, but at two different locations, either centered at the magnetic pole, or crossing the equator. These two cases are representative of a geometry in which the field lines are mostly “open” (i.e., perpendicular to the surface) or “closed” (parallel to it), respectively. Furthermore, alongside the iron envelope considered so far, we explored a different composition, namely the “fully accreted” envelope model from Beznogov et al. (2021). Our choice is in the spirit of bracketing the effects of different envelope chemical compositions by considering two limiting cases, although we are aware that a light-element composition is not very likely in the case of an isolated magnetar. Moreover, light elements would likely be burnt by nuclear reactions during the outburst, providing an additional source of heat, as well as modifying the envelope properties as the event proceeds (which would also alter the new quiescence luminosity); these effects are not considered in the present work. Nevertheless, envelopes with lighter compositions may be required to explain the huge luminosity variations of the most luminous outbursts. The accreted envelope is more transparent, so that the luminosity is higher for the same $H$, as expected (see also PR+12). Moreover, in this case, a somewhat longer time ($\lesssim 1$ yr) is required to establish a thermal gradient across the crust, so that the injection was performed after this phase, which is of almost negligible duration (hours) with the more blanketing envelope.

Figure 6 shows the unfolding of these outburst models. The location of the heated zone reflects most substantially on the ensuing evolution. Injecting heat in the equatorial zone results in a longer rise time and overall duration of the event, as well as in a lower peak luminosity. These differences arise because of the thermal insulation properties of the magnetic field. Much in the same way as magnetic insulation in the envelope creates a cold belt where field lines are parallel to the surface (e.g., Potekhin et al. 2015; Kondratyev et al. 2020), the diffusion of the injected heat toward the surface is thwarted across field lines inside the crust itself. This causes more heat to be retained in the injection region, which becomes hotter, implying an enhanced neutrino dissipation, which, in turn, translates into a lower photon luminosity. Contrariwise, the curves with different envelopes and the same location have very similar timing and shape, although with some quantitative differences, albeit on different luminosity scales. Actually, not only the energy output but the very shape of the hot spot change quite dramatically in the two scenarios. Figure 7 shows the temperature map during the rise phase both at the top of the crust and at the surface. In the polar case, the nearly circular shape of the injection region is preserved, while in the equatorial case, the same spot emerges as two separate lobes, which then tend to merge as their luminosity decays. Note, however, that even when a single hot structure is present across the equator, it will appear as two spots on the surface due to the efficient magnetic screening in the envelope at the equator itself, where field lines are parallel to the surface. An intermediate situation is the one investigated in Section 3.1, with the heated region placed about halfway in the northern hemisphere. The corresponding thermal maps are shown in Figure 8 for the second-lowest curve of Figure 1, $H \approx 1.6 \times 10^{40}$ erg, after $t \approx 9$ days. In this case, different degrees of heat retention are present in different zones. Even though energy was injected with a maximum at the geometrical center of the patch, the region across the equator retained a larger amount of heat (which again is not directly translated in a hot surface spot due to the effect of the envelope), while the one closer to the pole cooled down more quickly. This results in an asymmetric shape of the surface hot spot, which is likely the most common occurrence in this kind of phenomenon.
Note that the cases considered here have a quite modest peak luminosity compared to the maximum one allowed before saturation. This has been done on purpose, both in order to reduce at a minimum the necessity to cure neutrino overshooting and to make evident the different behaviors. Once the neutrino saturation regime is entered, in fact, the luminosity curves get so close to each other that the various effects discussed here would be hardly distinguishable.

3.5. Beyond Dipolar Fields

In the outburst models presented thus far, the background field, assumed to be initially a pure dipole, does not evolve significantly over the short time span of the events, \( \lesssim 1 \) yr. Nevertheless, even with such a simple configuration, the key role played by the magnetic topology in the outburst properties became apparent. This naturally prompted for the exploration of different, more complex fields. In this respect, there are at least two aspects to be addressed: a multipolar background field—which may be present in a magnetar as the result of magnetic amplification in the proto-NS and/or of the Hall cascade (e.g., Reboul-Salze et al. 2020; Gourgouliatos et al. 2021, respectively)—and additional field components created by the heated region itself via battery effects, as discussed in Paper I.

In order to explore this scenario, a highly multipolar field was built starting from a given power spectrum \( \mathcal{P}_l \). To this end, we specified the generic mode of the initial poloidal field as

\[
B_{lm}(r) \sim \frac{W(r)}{\sqrt{\mathcal{P}_{lm}}} \cos \left[ \frac{2\pi}{\lambda_r} (r - r_c) + \phi_{lm} \right] e^{i\psi_{lm}},
\]

where \( \lambda_r = \sqrt{r^2/\ell(\ell + 1)} \) is the typical radial wavelength associated to each mode, \( W(r) \) is a weight function that ensures that each component matches the boundary conditions smoothly, \( r_c \) is the internal radius of the crust, and \( \phi_{lm}, \psi_{lm} \) are pseudo-random phases. The desired power spectrum is recovered by modulating each mode with the value \( \mathcal{P}_{lm} \) itself. The spectrum we used in this case is shown in Figure 9 and was chosen to mimic the one obtained by Gourgouliatos et al. (2020) as the result of the Hall reconfiguration of a field that initially had energy in the small scales only (see also Reboul-Salze et al. 2021, who obtained spectra with quite similar features as the result of magneto-rotational instability in a proto-NS); note in particular that the dipole is not the dominant component.

A heating source with total input \( H \approx 5 \times 10^{38} \) erg was placed in a shallow region with \( r \approx 5 \) km at \( \rho \approx 6 \times 10^7 \) g cm\(^{-3}\) across the equator of the coordinate system. Figure 10 shows the resulting thermal surface map after \( \sim 21 \) d, i.e., during the
rising phase of the lightcurve. Although the shape and dimension of the injection are similar to those of the run discussed in the previous section, now the result is the appearance of a number of smaller heated spots on top of a surface distribution, which is itself patchy because of the tangled topology of the magnetic field. This mirrors, on a different scale, what happens in the dipolar case and is due again to heat flowing toward the surface preferentially where the field lines are mostly radial. Because of the small-scale structure, thermal gradients are amplified and, as already mentioned in connection with neutrino losses (see Section 2), managing large gradients with a spectral code is particularly challenging. For this reason, we could not follow the evolution of this event much beyond the stage shown in Figure 10. The results shown here are then preliminary and mostly meant to illustrate a more general magnetic field topology, rather than to provide detailed predictions.

4. Discussion

In this work we presented a set of simulations of the magnetothermoevolution of strongly magnetized neutron stars following an impulsive release of energy in the outer crust. Results were obtained with a fully coupled and 3D approach and are meant to investigate the role played by the many quantities involved in the process, most notably the magnetic field. We found that the overall behavior observed in magnetar outbursts, e.g., the characteristic timescales and the shape of the lightcurves, can be reproduced with a simple model in which heat is deposited over a short timescale ($\lesssim$1 hr) in a localized region of the outer crust, some kilometers wide and $\approx$100 m thick.

Our results are in substantial agreement with those of PR + 12, obtained within a 2D, axially symmetric approach. In particular, we confirm that neutrino losses place an upper limit to the maximum photon luminosity; it is worth noticing that this is not a universal limit, but it depends on the details of the injection process. We were also able to verify that the peak luminosity is sensitive to the injection depth and heat deposition in the inner crust is unable to produce an outburst-like event, as hinted in PR +12.

Our 3D treatment, nevertheless, goes beyond previous studies, in which the heated region necessarily had an annular shape, allowing us to investigate how the geometry of the hot spot evolves and how the outburst properties are influenced by the position of the injection zone with respect to the magnetic field. As a general rule, when magnetic field lines run mostly parallel to the surface, heat transport is inefficient and the resulting outburst is weaker (and the onset delayed) with respect to the case in which the field is more perpendicular to the surface. For the same reason, even in the presence of a simple dipolar field, the evolution of the hot spot can be quite different. If heat is injected in the polar region, the hot spot keeps its (nearly circular) shape during the evolution; on the other hand, when heat is supplied at intermediate (magnetic) latitudes, it becomes more complicated and changes in time. More complex field configurations can easily give rise to multiple heated surface regions forming complicated patterns.

In the present work, we focused on the evolution of the local quantities in the NS crust, rather than modeling the ensuing emission as observed by a distant observer. For this reason, the (bolometric) luminosity has been computed by integration over the whole surface of the star, and all of the quantities were
given in the local frame of reference. However, magnetars spin with periods $P \sim 1$–10 s (e.g., Turolla et al. 2015), so that as they rotate, the visible part of the surface changes. Moreover, light propagating from the surface to the observer is affected by general-relativistic ray bending, so that a proper ray-tracing technique is to be employed to derive the (rotational) phase-resolved spectrum as seen at infinity. Such a calculation was carried out in Paper II in the case of the long-term evolution of an NS, and we plan to do the same for outburst models in an upcoming study.

The heating mechanism responsible for outbursts is commonly believed to be associated to some kind of magnetic energy dissipation, yet it is still unclear what its exact trigger is and, in particular, whether it comes from inside the crust itself. Our simulations show that outbursts can indeed be produced by heating events in the crust and that heat should be released in the outermost, low-density layers. These are precisely the ones more prone to failing due to the buildup of internal magnetic stresses (see, e.g., Chugunov & Horowitz 2010). On the other hand, the fact that the top layers of the crust must be involved in order to reproduce the observed timescales may also be compatible with a magnetospheric origin, in which the currents resulting from a rearrangement of the (ultra-strong) magnetic field are heating the crust from above. Nevertheless, our approach is agnostic about the heating mechanism by design, since arbitrarily heat injection we study is intended as a minimal model. Depending on the exact scenario that one may wish to test, further physical ingredients may be added to the model. In particular, the evolution of an outburst, especially in its initial stages, may be affected by short-term effects such as shock waves propagating through the crust (e.g., Weinberg & Bildsten 2007), heat convection related to a Rayleigh–Taylor instability (e.g., Keek et al. 2012), or even perturbations of the magnetic field via MHD disturbances like Alfvén waves; these nevertheless are beyond the scope of this paper and left for future work.

Thanks to their novel 3D approach, our simulations provide a definite step forward in the modeling of outburst physics. Building on this model, there is room for further refinements, which will lead to an even more realistic description. In fact, the increased numerical complexity of a 3D setup introduced some trade-offs in the level of microphysical detail that could be incorporated. These concern in particular the treatment of the conductivity, which was based on a constant relaxation time $\tau$, and a schematic treatment of the crustal hydrostatic structure. In particular, we did not include a proper chemical stratification in the outer crust, nor a self-consistent model of the heat-blanketing envelope, which was rather described via the $T_b$–$T_e$ relation (Equation (5)) using the numerical fits that are available in the literature. These are computed for thick envelopes rather than the thin one that is implied by the low external density of our models. This results in an underestimate of the surface temperature, as the ensuing thermal gradient is computed across a wider region. Nevertheless, we verified that using envelopes with smaller thicknesses yields qualitatively similar results. The effect of decreasing the density at the base of the envelope is to shift almost rigidly the luminosity curve upwards (by a factor $\approx 5$ in the cases we tested), much in the same way as to what happens when a light-element chemical composition is chosen (see Figure 6). Moreover, models of thin envelopes are not available in the literature with magnetic corrections (Beznogov et al. 2016), so that we had to resort to results from Yakovlev et al. (2001) for a thick envelope. In
particular, this model tends to underestimate the surface temperature when the field is parallel to the surface (e.g., at the equator of a dipolar field). This may artificially enhance the effect of the splitting of the hot spot across the equator, although we found that the anisotropic conduction within the crust is responsible for this effect by itself, even before the surface is reached (see Figure 7, bottom-left panel).

While this drawback may be overcome by developing a self-consistent magnetized envelope model, or ideally an approach that dismisses the need of a stationary envelope altogether (as, e.g., the 1D one in Potekhin & Chabrier 2018), the general picture emerging from our (simplified) model is fairly robust in connection with one of our main goals, i.e., the role played by the magnetic field, given also the degeneracy introduced by the many parameters.

Moreover, the hot spots we studied are somewhat larger than what was suggested by observations. Smaller heated patches imply steeper thermal gradients for a given total luminosity, and this becomes numerically troublesome because of the very nature of spectral schemes, which need extremely high resolutions to resolve sharp gradients. This also hindered the study of the evolution in a highly multipolar field (see Section 3.5), which naturally produces small hot spots even starting from a relatively large heated region.

A further point to be considered in connection with the appearance of steep thermal gradients is the generation of additional magnetic field components via the Biermann battery effect (Biermann 1950). As already mentioned in Section 2, the thermopower term, which accounts for the battery effect, was turned off in Equations (1) and (2). We checked that it is indeed negligible in nearly all of the cases we examined, but it starts to play a role for very large injection rates, close to neutrino saturation. This causes the growth of small-scale magnetic structures, which quickly drive numerical instabilities. The very presence of these issues suggests that battery effects may be an important feature in magnetar outbursts when the energy input is very large and/or the spot structure is complex. The growth of (strong) small-scale magnetic components may also directly bear to the absorption features observed in the spectra of some magnetars in outburst and interpreted as proton cyclotron lines produced in small magnetic loops (Tiengo et al. 2013; Rodríguez Castillo et al. 2016). Yet, a global model involving the entire crust, like the one at hand, is not the most befitting option to focus on small-scale phenomena. A better understanding of thermopower effects should be gained through dedicated local models, able to efficiently resolve small scales and sharp gradients.

Despite dealing with a relatively limited set of representative cases, particularly concerning the magnetic field configurations, our results show that the physics behind outbursts is very rich and that their evolution depends on several parameters. Indeed, the known outbursts exhibit rather different characteristics and, in particular, the evolution of their bolometric luminosity changes quite markedly among the events, even those coming from the same source (Coti Zelati et al. 2018). On the other hand, the number of known outbursts to date is relatively small (the Magnetar Outburst Online Catalog; see footnote 1, reports 22 events from 16 sources) so that a properly data-driven study can not be put into place, especially considering that the parameter space of field geometries and heating conditions is extremely large and cannot be sampled efficiently in the present computational setup, in which a single model takes several hours to compute. The study of the conditions underlying magnetar activity is presently experiencing a renewed interest, thanks in particular to its association with fast radio bursts (Mereghetti et al. 2020); therefore, more and more accurate and efficient models assessing these powerful events will become essential for the understanding of NS astrophysics as a whole.
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