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Abstract—Reconfigurable intelligent surface (RIS)-aided localization systems are increasingly recognized for enhancing accuracy in internet of things (IoT) networks. However, prevailing studies tend to either assume a Gaussian distribution for angle estimation errors (AEE) or directly neglect the impact of the AEE, overlooking its non-Gaussian nature in real-world scenarios, particularly with diverse estimation methods (e.g., 2D-DFT algorithm). Addressing this oversight, this paper explores the design and performance analysis of RIS-aided localization systems, specifically tackling non-Gaussian AEE. We adopt the classical two-step three-dimensional (3D) localization scheme to determine the position of mobile user (MU). Initially, we estimate angles of arrival (AoAs) and time differences of arrival (TDoAs) at the RIS using different methods, resulting in non-Gaussian and Gaussian errors, respectively. Subsequently, to accommodate the non-Gaussian nature of AoAs errors and the Gaussian character of TDoA errors, we design a multiple weighted least squares (mWLS) algorithm to accurately localize MU. Besides, our research also includes a unique bias analysis for evaluating the performance of the proposed localization algorithm under both Gaussian and non-Gaussian errors. Simulation results demonstrate the effectiveness of both the proposed mWLS algorithm and the bias analysis methodology.

Index Terms—Reconfigurable intelligent surface (RIS), Internet of Things (IoT), localization, non-Gaussian.

I. INTRODUCTION
As the sixth generation (6G) Internet of Things (IoT) wireless networks continue to develop, there’s a growing focus on improving their ability to precisely locate locations [1], e.g., smart factories [2], autonomous vessels [3], automated vehicles [4], and mobile user (MU) sensing [5]. To support these applications, a lot of research and development is being conducted in the area of wireless localization algorithms specifically for 6G IoT networks.

Traditional IoT wireless localization algorithms utilize a two-step localization scheme for localization. At the first step, channel parameters, e.g., angles of arrival (AoAs) and time differences of arrival (TDoAs), are estimated using channel estimation methods [6–8]. At the second step, non-linear equations that represent the geometric relationships between these channel parameters and the position coordinates are formulated and solved. However, traditional IoT wireless localization systems typically utilize numbers of base stations (BS) as reference nodes to achieve high accuracy, leading to increased deployment and hardware costs. Conversely, the reconfigurable intelligent surface (RIS) [9–12] not only offers a more cost-effective solution for localization, but it also brings other advantages [13–17]. First, RIS can establish line-of-sight (LoS) communication when BS-MU links are blocked [18]. Second, the slim and adaptable design of the RIS allows it easy to be integrated on the IoT urban environment [10, 19]. Third, as a passive element, RIS achieves accurate estimations with low energy consumption [8], due to its large amount of reflecting elements.

The above-mentioned advantages of the RIS-aided localization have sparked considerable research, especially in the areas of performance analysis and localization algorithm design. For the area of performance analysis, to investigate the theoretical bound of localization accuracy, Cramer-Rao lower bound (CRLB) and root mean square error (RMSE) have been extensively studied in [20] and [21]. Building upon this, Elzanaty et al. in [22] examined the impact of multiple RISs in mmWave systems and the effects of signal synchronization on localization accuracy. For the area of localization algorithm design, various algorithms have been developed to tackle RIS-aided localization algorithm design’s challenges, ranging from optimizing the RIS phase shifts [23–26] to employing RSS-based methods [25] and maximum likelihood (ML) estimation techniques [27].

Research in RIS-aided localization systems has significantly advanced. However, the impact of angle estimation error (AEE) on AoA based localization algorithms is frequently overlooked. Specifically, many studies fail to incorporate AEE into their algorithm designs, while performance analyses often assume AEE follows a Gaussian distribution. In practice, the distribution of the AEE depends on the practical estimation methods (e.g., 2D-DFT algorithm [28]), which may not follow the Gaussian distribution. Therefore, designing algorithms that effectively address non-Gaussian AEE is crucial for accurately reflecting real-world conditions. Analyzing algorithms that consider non-Gaussian AEE characteristics is also valuable, as it can inform network managers about deploying IoT wireless positioning systems more effectively.
Besides, most of the existing researches investigating RIS-aided localization mainly based on only one channel parameter, such as AoAs. However, designing the corresponding localization algorithm based on AoA alone will actually waste the good localization performance of RIS [27], and the corresponding localization accuracy will not be high enough [9]. Therefore, we consider integrating AoA and TDoA to design the localization algorithm.

However, according to the classical localization literatures like [29], TDoA errors often follow a Gaussian distribution due to the nature of time measurement techniques, which typically involve averaging multiple signal observations to reduce randomness, leading to a central limit theorem effect. Hence, it remains another non-trivial challenge to design the localization algorithm. To be specific, incorporating non-Gaussian AEE and Gaussian TDoA estimation error into algorithm design significantly complicates the process due to complex mathematical transformations and heightened optimization requirements. Furthermore, it is another non-trivial difficulty to analyze the localization performance and analyze the performance. To be specific, traditionally deriving the CRLB in the context of non-Gaussian AEE can be complex, making it difficult to gain insights through comparisons between the CRLB and the RMSE.

The weighted least square (WLS) method [31] is an effective choice for handling both Gaussian and non-Gaussian errors simultaneously due to its ability to assign different weights to different estimation, thus accurately accommodating the varying nature and complexities of these error distributions. However, it often suffers from limitations such as sensitivity to initial value selection and potential convergence to local minima. Therefore, it is still challengeable to design an advanced WLS based algorithm that both utilizes the AoA and the TDoA, harnessing their different error properties to enhance localization accuracy.

For an effective performance analysis of the proposed algorithm, we adopt bias as a new evaluation metric in this paper. This choice is driven by the limitations of CRLB in scenarios involving non-Gaussian AoA and Gaussian TDoA errors. The CRLB assumes a likelihood function that is often ill-suited for non-Gaussian distributions, leading to inaccurate performance bounds in such cases. Moreover, the sophisticated mathematical operations required for CRLB, like the computation and inversion of the Fisher Information, are less practical for our analysis. In contrast, bias analysis focuses on calculating the expectation of the estimator and comparing it with the true parameter value, thereby simplifying the evaluation process. It also offers greater flexibility in handling various distribution types and nonlinear effects, making it a more intuitive and adaptable method for evaluating estimator performance. However, analyzing localization performance through bias analysis remains challenging due to the inherently complex nature of WLS, which often involves non-linear relationships and varying error variances across data points. This complexity introduces difficulties in accurately modeling and quantifying the bias, especially since traditional linear assumptions are not applicable in such scenarios.

To address the above-mentioned challenges, we design a multiple WLS (mWLS) localization algorithm to enhance localization accuracy, aiming at tackling the non-Gaussian AEE. This algorithm jointly utilizes the AoAs with their associated Non-Gaussian estimation errors and the TDoAs with Gaussian estimation errors, enabling the derivation of the closed-form expression for the 3D position of the MU. Additionally, we decompose the expression of the expectation of the error to simplify the calculation and conduct the bias analysis to assess the performance of the proposed system. Our contributions can be summarized as:

1) We employ a two-step localization scheme for IoT mmWave systems aided by multiple RISs. In the initial step, we estimate the AoAs and TDoA, highlighting that the AoA errors exhibit non-Gaussian properties while TDoA errors are Gaussian. We also define the geometric relationship of the MU’s position. Then, our uniquely designed mWLS algorithm leverages both types of errors, capitalizing on their distinct properties, to accurately determine the MU’s position based on the estimated parameters and their distinct covariances.

2) To rigorously evaluate our proposed localization algorithm, we undertake a thorough analysis to deduce the theoretical estimation bias, uniquely factoring in both Gaussian and non-Gaussian errors. By decomposing matrices that encompass AoA and TDoA estimation into true values and estimation errors, we ascertain the preliminary estimation error and its theoretical bias. Using this information, we further determine the refining estimation’s bias. This nuanced approach, more streamlined than traditional CRLB, clearly highlights the accuracy of our localization algorithm.

3) Simulation results are provided to evaluate the effectiveness of the proposed localization algorithm for non-Gaussian AEE. Besides, these results not only demonstrate the superior performance of the proposed algorithm, but also validate the applicability of the employed bias analysis for non-Gaussian AEE. Finally, the derived bias results are in good agreement with the simulation results, indicating that the performance of the proposed algorithm in the real-world applications aligns with theoretical expectations.

The remainder of the paper is organized as follows. The system model for the two-step localization aided by multiple RISs is described in Section II. The framework of two-step localization scheme is given in Section III. Section IV derives the bias analysis of the proposed localization scheme. Simulation results are given in Section V. Section VI concludes this work.

II. SYSTEM MODEL

Consider an RIS-aided localization system, where an MU sends pilot signals to the BS to locate the MU with the assistance of multiple RISs. RISs could support high data rate while maintaining low costs and energy consumption. Besides, RISs can constructively reflect the signal from the BS to users. The BS is equipped with a uniform linear array (ULA) of \( N_b \) antennas, and the MU is equipped with a single antenna.
Moreover, there are $M$ RISs, and each RIS is a uniform planar array (UPA). The BS is placed parallel to the x-axis with the center located at $p = [x_p, y_p, z_p]^T$. The $i$-th RIS is placed parallel to the y-o-z plane with its center located at $s_i = [x_i, y_i, z_i]^T$, $i = 1, 2, \cdots, M$. The UPA-based RIS has $N_y \times N_z$ reflecting elements, where $N_y$ and $N_z$ denote the numbers of reflecting elements along the y-axis and z-axis, respectively. The true position of the MU is $q = [x_q, y_q, z_q]^T$ and is assumed to be placed parallel to the x-o-y plane. The estimated location of the MU is $\hat{q} = [x_\hat{q}, y_\hat{q}, z_\hat{q}]^T$. Generally, once the RISs and BS have been deployed, the coordinates $s_i$ and $p$ are known and invariant. In order to locate the MU, we need to obtain the estimated $\hat{q}$.

## A. Wireless Channel Model

In this subsection, we present the channel model of the system under consideration. It is important to note that the model includes two types of communication links characterized by distinct channel parameters: the direct link from the MU to the BS, and the reflecting links via the RISs.

For the direct link from the MU to the BS, we assume that the number of propagation paths between the BS and the MU is $N_t$, the azimuth AoA of the $n_t$-th path from the MU to the BS is $0 \leq \theta_{U,t,m} \leq \pi$. The array response vector at the BS of the $n_t$-th path can be expressed as

$$a_{U,t}(\theta_{U,t,m}) = [1, \cdots, e^{-j2\pi(N_y-1)d_y \sin \theta_{U,t,m}}]^T,$$

where $d_y$ and $\lambda_c$ denote the distance between the antennas of the BS and the MU, respectively. The channel response of the direct link is given by

$$h_{BU} = \sum_{m=1}^{M} \delta_{m} a_{U,t}(\theta_{U,t,m}),$$

where $\delta_m$ denotes the complex channel gain of the $m$-th path.

For the reflecting links between the MU and the BS via RISs, we decompose them into two sub-links: the MU-RISs link and the RISs-BS link.

For the MU-RISs link, it is assumed that the number of propagation paths between the MU and the $i$-th RIS is $N_i$, the AoA of the $n_i$-th path from the MU to the $i$-th RIS can be decomposed into the elevation angle $0 \leq \theta_{R,i,n} \leq \pi$ in the vertical direction, and the azimuth angle $0 \leq \phi_{R,i,n} \leq \pi$ in the horizontal direction, respectively. The array response vector at the $i$-th RIS of the $n_i$-th path is written as

$$a_{R,i}(\phi_{R,i,n}) = a_{R,i}^{e}(\phi_{R,i,n}) \otimes a_{R,i}^{a}(\phi_{R,i,n})$$

where $\otimes$ denotes the Kronecker product. Moreover, we have

$$a_{R,i}^{e}(\phi_{R,i,n}) = [1, \cdots, e^{-j2\pi(M_z-1)d_z \sin \phi_{R,i,n}}]^T,$$

$$a_{R,i}^{a}(\phi_{R,i,n}) = [1, \cdots, e^{-j2\pi(M_y-1)d_y \cos \phi_{R,i,n} \cos \phi_{R,i,n}}]^T.$$

By installing GPS receivers on devices such as BS and RIS, microsecond time accuracy can be achieved, thus ensuring network-wide synchronization.

Moreover, the channel of MU-RISs link can be modeled as

$$h_i = \sum_{n_i=1}^{N_i} \alpha_{n_i} a_{R,i}(\theta_{R,i,n_i}, \phi_{R,i,n_i}),$$

where $\alpha_{n_i}$ denotes the complex channel gain of $n_i$-th path. Moreover, $\alpha_{MR,i}$, $\theta_{MR,i}$, and $\phi_{MR,i}$ denote the complex channel gain, the elevation AoA, and the azimuth AoA of the line-of-sight (LoS) path, respectively. As we can see from (5), channel components of $h_i$ can be categorized into two types, namely LoS and NLoS. LoS path component is the direct path between the BS and the MU, non-line-of-sight (NLoS) path component consists of the paths between the RISs and the MU reflected by scatters, e.g., walls, human bodies.

For the RISs-BS link, it is assumed that the number of propagation paths between the BS and the $i$-th RIS is $J_i$, the angle of departure (AoD) of the $j_i$-th path from the $i$-th RIS to the BS can be decomposed into the azimuth angle $0 \leq \theta_{R,i,j_i} \leq \pi$ in the horizontal direction and the elevation angle $0 \leq \phi_{R,i,j_i} \leq \pi$ in the vertical direction, respectively. The array response vector at the BS for the $i$-th RIS can be formulated as

$$a_{R,i}(\theta_{R,i,j_i}, \phi_{R,i,j_i}),$$

which is similar to the expression of $a_{R,i}(\theta_{R,i,n_i}, \phi_{R,i,n_i})$ in (5).

 Besides, let us define the azimuth AoA at the BS as $0 \leq \theta_{R,i,j_i} \leq \pi$, the array response vector $a_{R,i}(\theta_{R,i,j_i})$ can be written as

$$a_{R,i}(\theta_{R,i,j_i}) = [1, \cdots, e^{-j2\pi(N_y-1)d_y \sin \theta_{R,i,j_i}}]^T.$$

By using the array response vector $a_{R,i}(\theta_{R,i,j_i}, \phi_{R,i,j_i})$ and $a_{R,i}(\theta_{R,i,j_i})$, the channel matrix of the $i$-th RIS with the BS can be formulated as

$$h_i = \sum_{j_i=1}^{J_i} \beta_{j_i} a_{R,i}(\theta_{R,i,j_i}, \phi_{R,i,j_i}) a_{R,i}^H(\theta_{R,i,n_i}, \phi_{R,i,n_i}),$$

where $\beta_{j_i}$ denotes the channel gain of the $j_i$-th path.

## B. Received Signal Model

Accordingly, we can present the received signal model in this subsection. Let $e_{t,i} \in \mathbb{C}^{N_y \times 1}$ denote the phase shift vector of the $i$-th RIS at time slot $t$, which satisfies $|e_{t,i}[n_y]| = 1$ for $1 \leq n_y, z \leq N_y, z$. Accordingly, the received signal from the MU via the $i$-th RIS to the BS at time slot $t$ could be expressed as

$$y(t) = \sum_{i=1}^{M} h_{BU} \text{Diag}(e_{t,i}) h_i + h_{BU} \sqrt{s(t)} + n(t),$$

where $s(t)$ denotes the transmitted pilot signal of the MU and $n(t) \in \mathbb{C}^{N_y \times 1}$ is additive white Gaussian noise (AWGN) following the distribution of $\mathcal{CN}(0, \sigma^2 I)$. Moreover, $p$ is the transmit power of the MU.
III. Two Step 3D Positioning Scheme

In this paper, the framework of the classical two-step 3D localization scheme is adopted in this paper to estimate the position of the MU. Specifically, the first step is to estimate the channel parameters (AoAs and TDoAs) from the received signal $y(t)$ in (3), and the second step is to estimate the 3D position of the MU according to the estimated channel parameters.

A. Step 1: Channel Parameters Estimation

Within this subsection, we estimate the channel parameters for localization. Specifically, we employ the 2D-DFT algorithm [3] to estimate the AoAs associated with the RISs. Simultaneously, we estimate the TDoA at the RISs through the transmission of a pilot signal via each RIS to the BS. Such a procedure facilitates the computation of the ToAs for both the MU-RIS and MU-RIS-BS links. Thereafter, we describe a geometric relationship correlating the channel parameters with the 3D coordinates of the MU. In the concluding part of this section, a systematic modeling of the estimation, inclusive of its inherent error, is presented.

1) AoA Estimation: According to [30], by employing the 2D-DFT algorithm, the AoAs at the RISs is estimated. Specifically, the estimated azimuth and elevation AoAs at the $i$-th RIS of the LoS path can be given as

$$\hat{\theta}_{MR,i} = \arcsin \left( \frac{\lambda_c b_{n_i}}{N_z d_r} - \frac{\lambda_c \bar{\omega}_{2,i}}{2\pi d_r} \right),$$

$$\hat{\phi}_{MR,i} = \arccos \left( \frac{\lambda_c b_{n_i}}{N_y d_r} - \frac{\lambda_c \bar{\omega}_{1,i}}{2\pi d_r} \right) \sqrt{1 - \left( \frac{\lambda_c q_{n_i}}{N_z d_r} - \frac{\lambda_c \bar{\omega}_{2,i}}{2\pi d_r} \right)^2},$$

where $b_{n_i} = \frac{N_z d_r \cos \theta_{MR,i} \cos \phi_{MR,i}}{\lambda_c}$, $q_{n_i} = \frac{N_y d_r \sin \phi_{MR,i}}{\lambda_c}$. Besides, $\bar{\omega}_{1,i} \in [-\pi/N_y, \pi/N_y]$ and $\bar{\omega}_{2,i} \in [-\pi/N_z, \pi/N_z]$ denote the angle rotation parameters.

Consequently, let us introduce the geometry relationship between the AoA information and the position of the MU. For the MU-RIS-BS link, the available angle information includes the AoAs (azimuth and elevation angles) at the RISs, and the AoAs at the BS. For the MU-BS link, the angle information for localization is the AoA at the BS. However, since we can only estimate the azimuths of the AoAs at the BS due to the assumption of ULAs, the 3D coordinates of the MU cannot be estimated without the elevation of the AoAs. Therefore, we use the AoAs at the RISs for the localization estimation in this paper. Moreover, as NLoS path component usually varies fast and its weight to the channel is marginal, especially in the mmWave band, we are more interested in LoS path. Hence, we intend to estimate the path parameter $(\theta_{MR,i}, \phi_{MR,i})$ of the LoS component from the MU to the RISs, which can be used to derive the position of the MU.

It is assumed that the azimuth AoA $\theta_{MR,i}$ at the RIS is the angle between the projection of the wave vector on the x-o-y plane and the y-axis as

$$\theta_{MR,i} = \arctan \frac{x_q - x_i}{y_q - y_i},$$

where $\theta_{MR,i} \in (0, \pi)$.

The elevation AoA $\phi_{MR,i}$ at the RIS of the MU-RIS link is

$$\phi_{MR,i} = \arctan \frac{z_q - z_i}{\sin \theta_{MR,i}(x_q - x_i) + \cos \theta_{MR,i}(y_q - y_i)},$$

where $\phi_{MR,i} \in (-\pi/2, \pi/2)$.

2) TDoA Estimation: To deduce the TDoA at the RISs, an initial estimation of the ToA at the RIS is imperative. This is achieved by focusing solely on the operation of the i-th RIS while deactivate its counterparts. In this configuration, the MU dispatches a pilot signal directed towards the BS, enabling the latter to ascertain the ToA corresponding to the MU-RIS-BS linkage. Taking into consideration the fixed spatial coordinates of both the BS and the RIS, the ToA affiliated with the RIS-BS link can be computed by dividing the spatial separation by the universally constant speed of light. Building upon this foundation, the ToA pertinent to the MU-RIS link is extrapolated by subtracting the previously computed ToA of the RIS-BS link from that of the MU-RIS-BS link. Finally, the desired TDoA at the RISs is derived by subtracting the MU-BS link’s ToA from the MU-RIS link’s ToA.

Subsequently, we describe the geometric correlation between the TDoA data and the spatial coordinates of the MU. It should be noted that the disparity in link distances can be efficiently derived by scaling the speed of light with the TDoAs. Thus, our subsequent discussions will concentrate on these distance differentials, as they are synonymous with the TDoAs in context.

Let $R_{BU}$ denote the true distance of the MU-BS link, which can be calculated as

$$R_{BU} = \sqrt{(x_q - x_p)^2 + (y_q - y_p)^2 + (z_q - z_p)^2}.$$  (12)

Additionally, the true distance from the MU to the i-th RIS can be expressed as

$$R_{RU,i} = \sqrt{(x_q - x_i)^2 + (y_q - y_i)^2 + (z_q - z_i)^2}.$$  (13)

Using $R_{BU}$ as the reference distance, the true distance difference between $R_{RU,i}$ and $R_{BU}$ can be written as

$$R_{B,i} = R_{RU,i} - R_{BU}.$$  (14)

The true distance difference $R_{B,i}$ will be used in the following localization algorithm design.

3) Estimation of AoAs and TDoAs: We have the estimated AoAs and TDoAs modeled as

$$\hat{\theta}_{MR,i} = \theta_{MR,i} + n_i,$$

$$\hat{\phi}_{MR,i} = \phi_{MR,i} + \omega_i,$$

$$\hat{R}_{B,i} = R_{B,i} + \nu_i,$$  (15)
where \( \{ \hat{\theta}_{MR,i}, \hat{\phi}_{MR,i}, \tilde{R}_B \} \) denote the estimation of \( \{ \theta_{MR,i}, \phi_{MR,i}, R_B \} \) and \( \{ n_i, \omega_i, \nu_i \} \) denote the estimation error. For the sake of illustration, we collect all the estimation localization parameters in the following vectors

\[
\hat{\theta}_i = \theta_i + n_i, \quad \hat{\phi}_i = \phi_i + \omega, \quad \tilde{R}_B = R_B + \nu,
\]

where

\[
\hat{\theta}_i = \text{Vec}(\hat{\theta}_{MR,i}), \quad \hat{\phi}_i = \text{Vec}(\hat{\phi}_{MR,i}), \quad \tilde{R}_B = \text{Vec}(\tilde{R}_B),
\]

\( n = \text{Vec}(n), \quad \omega = \text{Vec}(\omega), \quad \nu = \text{Vec}(\nu), \)

with \( \text{Vec}(x) \) represents the vector \([x_1, x_2, \ldots, x_M]^T\).

In prevailing literature, the parameters \( n, \omega \) and \( \nu \) are commonly assumed to represent additive zero-mean complex Gaussian noise for the sake of mathematical tractability \cite{[31]}. While estimating the TDoA at the RISs, both the time delay and the transmitted pilot signal inherently exhibit Gaussian randomness, leading us to maintain the assumption that \( \nu \) signifies the additive zero-mean complex Gaussian noise. However, as indicated by \cite{[30]}, the probability density functions (PDFs) associated with both elevation and azimuth errors display a non-Gaussian property. Building on this, the variances of \( n_i, \omega_i \) can be deduced from the variance derivation presented in \cite{[30]}. Moreover, this allows us to express the covariance matrices as

\[
Q_n = \text{diag}(\sigma^2_n, \ldots, \sigma^2_n), \quad Q_\omega = \text{diag}(\sigma^2_\omega, \ldots, \sigma^2_\omega), \quad Q_\nu = \text{diag}(\sigma^2_\nu, \ldots, \sigma^2_\nu),
\]

where \( \sigma^2_n \), \( \sigma^2_\omega \) and \( \sigma^2_\nu \) denote the variance of \( n_i, \omega_i \) and \( \nu_i \), respectively.

**B. Step II: Proposed mWLS Algorithm**

Drawing upon the estimated AoAs, TDoAs, and their accompanying non-Gaussian and Gaussian estimation errors with distinct variances, we introduce an mWLS localization algorithm in this subsection, yielding a closed-form solution for the MU’s position.

Initially, pseudolinear equations are formulated using the AoA and TDoA data from the RISs. Based on these equations, and considering the AoAs’ non-Gaussian noises with unique variances, a preliminary estimate of the MU’s position is obtained. Subsequent equations are then constructed based on this preliminary estimate. The refined position estimation is computed from these equations.

1) **Pseudolinear equations based on the AoA estimation:**

First, let us derive the pseudolinear equations based on the geometry relationship of AoAs at the \( i \)-th RIS. From \cite{[10]}, we have

\[
\cos \theta_{MR,i}(x_q - x_i) - \sin \theta_{MR,i}(y_q - y_i) = 0.
\]

By replacing the true value \( \theta_{MR,i} \) with the estimated \( \hat{\theta}_{MR,i} \), we have

\[
\eta_{\theta_{MR,i}} = \cos \hat{\theta}_{MR,i}(x_q - x_i) - \sin \hat{\theta}_{MR,i}(y_q - y_i),
\]

where \( \eta_{\theta_{MR,i}} \) denotes the residual error of \( \theta_{MR,i} \) due to the estimation error. For the sake of analysis, let \( \tilde{g}_{\theta_{MR,i}} = [-\cos \hat{\theta}_{MR,i}, \sin \hat{\theta}_{MR,i}, 0]^T \). Using the definitions of \( q \) and \( s_i \), \cite{[20]} can be rewritten as

\[
\eta_{\theta_{MR,i}} = \tilde{g}_{\theta_{MR,i}}^T s_i - \tilde{g}_{\theta_{MR,i}}^T q.
\]

As the angle estimation algorithms, e.g., 2D-DFT, have good performance \cite{[8], [28]}, thus it is reasonable to assume that the estimation error is very small. Hence, we have \( \sin(n_i) \approx n_i \) and \( \cos(n_i) \approx 1 \), where \( n_i \) is the estimation error of \( \theta_{MR,i} \). Consequently, we have the following approximations

\[
\sin \hat{\theta}_{MR,i} = \sin(\theta_{MR,i} + n_i) \approx \sin \theta_{MR,i} + n_i \cos \theta_{MR,i},
\]

\[
\cos \hat{\theta}_{MR,i} = \cos(\theta_{MR,i} + n_i) \approx \cos \theta_{MR,i}, \quad \eta_{\theta_{MR,i}} = n_i \sin \theta_{MR,i}.
\]

By substituting \cite{[22]} into \cite{[20]}, we have

\[
\eta_{\theta_{MR,i}} \approx (\cos \theta_{MR,i} - n_i \sin \theta_{MR,i})(x_q - x_i) - (\sin \theta_{MR,i} + n_i \cos \theta_{MR,i})(y_q - y_i) = -n_i R_{RU,i} \cos \phi_{MR,i}.
\]

In \cite{[23], [19]} and \( (x_q - x_i) \sin \theta_{MR,i} + (y_q - y_i) \cos \theta_{MR,i} = l_1 + l_2 = R_{RU,i} \cos \phi_{MR,i} \). Next, using \cite{[11]}, we have

\[
0 = \cos \phi_{MR,i}(z_q - z_i) - \sin \phi_{MR,i}(\sin \theta_{MR,i}(x_q - x_i) + \cos \theta_{MR,i}(y_q - y_i)).
\]

By replacing \( \{ \phi_{MR,i}, \theta_{MR,i} \} \) with \( \{ \hat{\phi}_{MR,i}, \hat{\theta}_{MR,i} \} \), we have

\[
\eta_{\phi_{MR,i}} = \cos \phi_{MR,i}(z_q - z_i) - \hat{\phi}_{MR,i} \sin \theta_{MR,i}(x_q - x_i) - \sin \hat{\phi}_{MR,i} \cos \theta_{MR,i}(y_q - y_i),
\]

where \( \eta_{\phi_{MR,i}} \) is the residual error of \( \phi_{MR,i} \). For simplicity, we define \( \tilde{g}_{\phi_{MR,i}} = [\sin \hat{\phi}_{MR,i} \sin \theta_{MR,i}, \sin \hat{\phi}_{MR,i} \cos \theta_{MR,i}]^T \). Then, by utilizing the definitions of \( q \) and \( s_i \), \cite{[25]} can be expressed as

\[
\eta_{\phi_{MR,i}} = \tilde{g}_{\phi_{MR,i}}^T s_i - \tilde{g}_{\phi_{MR,i}}^T q.
\]

It is assumed that the estimation error is very small \cite{[32]}, we have \( \sin(\omega_i) \approx \omega_i \) and \( \cos(\omega_i) \approx 1 \), where \( \omega_i \) is the estimation error of \( \phi_{MR,i} \). As a result, we have the following approximations as

\[
\sin \hat{\phi}_{MR,i} = \sin(\phi_{MR,i} + \omega_i) \approx \sin \phi_{MR,i} + \omega_i \cos \phi_{MR,i},
\]

\[
\cos \hat{\phi}_{MR,i} = \cos(\phi_{MR,i} + \omega_i) \approx \cos \phi_{MR,i} - \omega_i \sin \phi_{MR,i}.
\]

Then, by substituting \cite{[27]} into \cite{[25]}, and performing some mathematical manipulations, we have

\[
\eta_{\phi_{MR,i}} \approx (\cos \phi_{MR,i} - \omega_i \sin \phi_{MR,i})(z_q - z_i) - (\sin \phi_{MR,i} + \omega_i \cos \phi_{MR,i})
\]

\[
((x_q - x_i) \sin \theta_{MR,i} + (y_q - y_i) \cos \theta_{MR,i}) = -\omega_i R_{RU,i}.
\]
Finally, using (21), (23), (26) and (28), we have
\[ g_{\phi MR,i}^T s_i - g_{\phi MR,i}^T q \approx -n_i R_{RU,i} \cos \phi_{MR,i}, \]
\[ g_{\phi MR,i}^T s_i - g_{\phi MR,i}^T q \approx -\omega_i R_{RU,i}. \]  
(29)

2) Pseudolinear equations based on the TDoA estimation:
Then, let us derive the pseudolinear equations based on the TDoA estimation. By taking the square of both sides of (12), we have
\[ R_{BU}^2 = K_p^2 + K_p^2 - 2x_q x_p - 2y_q y_p - 2z_q z_p, \]  
(30)
where \( K_p^2 = x_q^2 + y_q^2 + z_q^2 \) and \( K_p^2 = x_p^2 + y_p^2 + z_p^2 \). Similarly, by taking the square of both sides of (13), we have
\[ R_{RU,i}^2 = K_q^2 + K_q^2 - 2x_q x_i - 2y_q y_i - 2z_q z_i, \]  
(31)
where \( K_q^2 = x_i^2 + y_i^2 + z_i^2 \). Then, using (14), we can obtain
\[ R_{RU,i} = R_{BU} + R_{BU}. \]
Thus, we have
\[ R_{RU,i}^2 = (R_{BU} + R_{BU})^2. \]  
(32)
By substituting (31) into (32) and expanding the right hand side of (32), we are rewritten as
\[ R_{BU,i}^2 + 2R_{BU,i}R_{BU} + R_{BU}^2 \]
\[ = K_q^2 + K_q^2 - 2x_q x_i - 2y_q y_i - 2z_q z_i. \]  
(33)
Moreover, using (30) and (33), we have the following expression
\[ R_{BU,i}^2 + 2R_{BU,i}R_{BU} \]
\[ = K_p^2 + K_p^2 - 2x_q x_p - 2y_q y_p - 2z_q z_p, \]  
(34)
where \( x_{i,p} = (x_i - x_p), y_{i,p} = (y_i - y_p) \) and \( z_{i,p} = (z_i - z_p) \). In order to derive the pseudolinear equations related to TDoA, (34) can be transformed into
\[ -x_{i,p} x_q - y_{i,p} y_q - z_{i,p} z_q - R_{BU,i} R_{BU} \]
\[ = -\frac{1}{2} K_p^2 + \frac{1}{2} K_p^2 + \frac{1}{2} R_{BU,i}^2. \]  
(35)
Additionally, for the sake of analysis, we define
\[ g_{s,i} = [x_q, y_q, z_q, R_{BU,i}]^T, \]
\[ u = [x_q, y_q, z_q, R_{BU,i}]^T, \]
\[ h_i = -\frac{1}{2} K_p^2 + \frac{1}{2} K_p^2 + \frac{1}{2} R_{BU,i}^2. \]  
(36)
Accordingly, we can derive the pseudolinear equation with respect to the TDoA as
\[ h_i - g_{s,i}^T u = 0. \]  
(37)
As \( R_{BU,i} \) is estimated as \( \hat{R}_{BU,i} \) by applying the TDoA estimation, by replacing \( R_{BU,i} \) with \( \hat{R}_{BU,i} \), \( g_{s,i} \) and \( h_i \) in (37) are re-interpreted as \( \hat{g}_{s,i} \) and \( \hat{h}_i \), given by
\[ \hat{g}_{s,i} = [x_q, y_q, z_q, \hat{R}_{BU,i}]^T, \]
\[ \hat{h}_i = -\frac{1}{2} K_p^2 + \frac{1}{2} K_p^2 + \frac{1}{2} \hat{R}_{BU,i}^2. \]  
(38)
Thus, according to (31), (37) can be derived as
\[ \eta_i = \hat{h}_i - \hat{g}_{s,i}^T u = R_{RU,i}^2 \nu_i + \frac{1}{2} \nu_i^2, \]  
(39)
where \( \eta_i \) and \( \nu_i \) denote the residual error and the TDoA estimation error of \( R_{BU,i} \) in (15), respectively. As \( \nu_i \ll R_{RU,i} \) is always satisfied in practice, the second order term on the right hand side of (39) can be neglected, and (39) can be approximated as
\[ \hat{h}_i - \hat{g}_{s,i}^T u \approx R_{RU,i} \nu_i. \]  
(40)
3) Preliminary Estimation:
Then, let us derive the preliminary estimation based on the pseudolinear equations (29) and (40), both of which contain the unknown location \( q \). Hence, by combining (29) and (40), we can derive the following compact form of equations as
\[ \hat{h}_i - G_i u = B_i z_i, \]  
(41)
where \( z_i = [n^T, \omega^T, \nu^T]^T \) and its covariance matrix is written as
\[ Q_i = \text{diag}(Q_n, Q_\omega, Q_\nu). \]  
(42)
On the left hand side of (41), we have
\[ \hat{h}_i = [1^T (\hat{G}_i \circ S)^T, 1^T (\hat{G}_i \circ S)^T, \hat{h}_i^T]^T, \]
\[ G_i = [G_i^T, G_i^T, G_i^T]^T, \]
\[ \hat{G}_i = [\hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_i = [\hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{h}_i = [\hat{h}_1, \hat{h}_2, \ldots, \hat{h}_M]^T, \]
\[ S = [s_1, s_2, \ldots, s_M]^T, \]
\[ G_i = [G_i^T, G_i^T, G_i^T]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T, \]
\[ \hat{G}_{\phi MR,1}, \hat{G}_{\phi MR,2}, \ldots, \hat{G}_{\phi MR,M}]^T. \]  
(44)
On the right hand side of (41), we have
\[ B_i = [B_{i,n}, B_{i,\omega}, B_{i,\nu}]^T, \]  
(45)
where
\[ B_{i,n} = [B_{i,MR,n}, O, O]^T, \]
\[ B_{i,\omega} = [O, B_{i,MR,\omega}, O]^T, \]
\[ B_{i,\nu} = [O, O, B_{i}]^T, \]
\[ B_{i,MR,n} = -\text{diag}[R_{RU,1} \cos \phi_{MR,1}, \ldots, R_{RU,1} \cos \phi_{MR,M}], \]
\[ B_{i,MR,\omega} = -\text{diag}[R_{RU,1}, \ldots, R_{RU,M}], \]
\[ B_{i} = \text{diag}[R_{RU,1}, \ldots, R_{RU,M}]. \]  
(46)
Based on (41), the WLS cost function can be formulated as
\[ f(u) = (\hat{h}_i - G_i u)^T W_i (\hat{h}_i - G_i u) \]
\[ = h_i^T W_i h_i - 2h_i^T W_i G_i u + u^T G_i^T W_i G_i u, \]  
(47)
where \( W_i \) denotes the weight matrix of preliminary estimation.
To derive the estimation of \( u \), the cost function \( f(u) \) in (47) should be minimized. By setting the first-order derivative of \( f(u) \) equal to zero, we have \( \frac{\partial f(u)}{\partial u} = -2G_i^T W_i h_i + 2(G_i^T W_i G_i u) = 0 \). Hence, \( u \) is estimated as
\[ u = [x_q, y_q, z_q, \hat{R}_{BU}]^T = (G_i^T W_i G_i)^{-1} G_i^T W_i h_i. \]  
(48)
As the estimation error is correlated, the weight matrix \( W_f \) should be equal to the inverse of the covariance matrix of the estimation error as

\[
W_f = \Omega_r^{-1}, \quad \Omega_r = E[B, z, z^T B^T] = B, Q, B^T,
\]

(49)

where \( \Omega_r \) denotes the covariance matrix of the estimation error. However, as shown in \([45]\) and \([46]\), matrix \( B \) contains the true distances \( \{R_{BU,1}, R_{BU,2}, \cdots, R_{BU,M}\} \), which remain unknown. Therefore, the weight matrix is initialized by taking the estimated distances as the approximation of true values. Then, the weight matrix can be iteratively updated by the new estimations.

4) Refining Estimation: As we can see from \([12]\), \( R_{BU} \) and \( q = [x_q, y_q, z_q]^T \) are related, we aim to utilize this relationship to construct a new set of pseudolinear equations to derive the refining estimation. Considering the error term, the relationship between the MU’s preliminary estimated position and the BS’s position is

\[
\left((\hat{x}_q - x_p)^2, (\hat{y}_q - y_p)^2, (\hat{z}_q - z_p)^2, \hat{R}_{BU} \right)^T \triangleq \hat{h}_1.
\]

(50)

Without the estimation error, the relationship between the MU’s position and the BS’s position is represented by

\[
\left((x_q - x_p)^2, (y_q - y_p)^2, (z_q - z_p)^2, R_{BU}^2 \right)^T \triangleq G_1 \xi.
\]

(51)

where

\[
G_1 = \begin{bmatrix}
I_{3 \times 3} \\
1_{1 \times 3}
\end{bmatrix},
\]

\[
\xi = \left[(x_q - x_p)^2, (y_q - y_p)^2, (z_q - z_p)^2 \right]^T = (q - p) \circ (q - p).
\]

(52)

Using \([50]\) and \([51]\), we can derive the compact form of the pseudolinear equations as

\[
\hat{h}_1 - G_1 \xi = z_1,
\]

(53)

where \( z_1 = [z_{11}, z_{12}, z_{13}, z_{14}]^T = [(\hat{x}_q - x_p)^2, (\hat{y}_q - y_p)^2, (\hat{z}_q - z_p)^2, \hat{R}_{BU}^2] - [(x_q - x_p)^2, (y_q - y_p)^2, (z_q - z_p)^2, R_{BU}^2] \right)^T \) denotes the residual vector due to the estimation error. Denote the localization estimation error of the preliminary estimation as \( \hat{u} = [e_1, e_2, e_3, e_4]^T \), i.e., \( \hat{u} = u + \tau \). Then, the elements of \( z_1 \) can be represented as the functions of the elements of error \( \hat{u} \), which can be expressed as

\[
\begin{align*}
\hat{z}_{11} &= (\hat{x}_q - x_p)^2 - (x_q - x_p)^2 \approx 2(x_q - x_p)e_1, \\
\hat{z}_{12} &= (\hat{y}_q - y_p)^2 - (y_q - y_p)^2 \approx 2(y_q - y_p)e_2, \\
\hat{z}_{13} &= (\hat{z}_q - z_p)^2 - (z_q - z_p)^2 \approx 2(z_q - z_p)e_3, \\
\hat{z}_{14} &= \hat{R}_{BU}^2 - R_{BU}^2 \approx 2R_{BU}e_4.
\end{align*}
\]

(54)

Based on \([53]\), we can again apply the WLS method to estimate \( \xi \), thus the WLS cost function can be written as

\[
f(\xi) = (\hat{h}_1 - G_1 \xi)^T W_1 (\hat{h}_1 - G_1 \xi) = \hat{h}_1^T W_1 \hat{h}_1 - 2h_1^T W_1 G_1 \xi + \xi^T G_1^T W_1 G_1 \xi.
\]

(55)

where \( W_1 \) denotes the weight matrix of the refining estimation. To derive the estimation of \( \xi \), \( f(\xi) \) in \([55]\) should be minimized, leading to \( \frac{\partial f(\xi)}{\partial \xi} = -2(G_1^T W_1 \hat{h}_1) + 2(G_1^T W_1 G_1 \xi) = 0 \). Therefore, the estimation of \( \xi \) is given by

\[
\hat{\xi} = (G_1^T W_1 G_1)^{-1} G_1^T W_1 \hat{h}_1.
\]

(56)

By defining \( \Omega_1 = E[z, z^T] \) as the covariance matrix of \( z_1 \), we have \( W_1 = \Omega_1^{-1} \). Moreover, \( \Omega_1 \) can be further derived as

\[
\Omega_1 = B_1(G_1^T W_1 G_1)^{-1} B_1^T, \quad B_1 = 2 \text{diag} \left\{ u - \begin{bmatrix} p \\ 0 \end{bmatrix} \right\}.
\]

(57)

where the proof of \([57]\) is given in Appendix A of \([33]\). Although \( B_1 \) contains the true values \( \{x_q, y_q, z_q, R_{BU}\} \), it can be approximated as

\[
B_1 = 2 \text{diag} \left\{ \hat{u} - \begin{bmatrix} p \\ 0 \end{bmatrix} \right\}.
\]

(58)

Then, \( \Omega_1 \) can be approximated as \( \Omega_1 \approx B_1(G_1^T W_1 G_1)^{-1} B_1^T \). Hence, \( W_1 \) can be estimated as \( W_1 = \Omega_1^{-1} = B_1^{-1}(G_1^T W_1 G_1) B_1^{-1} \), and \( \hat{\xi} \) is approximated as

\[
\hat{\xi} \approx (G_1^T W_1 G_1)^{-1} G_1^T W_1 \hat{h}_1.
\]

(59)

Finally, by using the estimation \( \hat{u} \) in \([48]\) and \( \hat{\xi} \) in \([59]\), the final closed-form estimation of the position of MU can be expressed as:

\[
\hat{q} = \hat{\xi} + p, \quad \Pi = \text{diag} \{\text{sgn}(\hat{u}(1 : 3) - p)\},
\]

(60)

where \( \text{sgn}(x) \) denotes the sign function.

IV. BIAS ANALYSIS

In prevailing literatures \([44]\), the CRLB is typically applied to Gaussian-distributed data for localization performance. However, in this paper, the estimation errors of the AoAs are non-Gaussian, posing challenges with CRLB analysis. To circumvent this, we employ bias analysis \([29]\), a simpler measure of an estimator’s systematic error, offering a direct insight into primary inaccuracies compared to RMSE.

A. Decomposing Estimation Error Expression

Given that the bias is determined by computing the expectation of the estimation error, and considering the error terms are interlinked within the expression, it becomes essential to decompose the expression to accurately derive the expectation of the error.

As the estimation error is inevitable, \( \hat{G}_t \) defined in \([43]\) consists of two parts: the true matrix \( G_t \) and the error matrix \( \hat{G}_t \), i.e., \( \hat{G}_t = G_t + \hat{G}_t \). According to \([43]\) and \([44]\), to derive the expressions of \( G_t \) and \( \hat{G}_t \), we need to decompose \( \hat{g}_{\theta_{MR,i}} \), \( \hat{g}_{\phi_{MR,i}} \), and \( \hat{g}_{\theta,i} \) into the true values and the estimation error at first.

First, let us decompose \( \hat{g}_{\theta_{MR,i}} \) into the true value and the estimation error. Using the approximations in \([22]\) and the definition of \( \hat{g}_{\theta_{MR,i}} \) in \([44]\), \( \hat{g}_{\theta_{MR,i}} \) is approximated as \( \hat{g}_{\theta_{MR,i}} \approx [-\cos \theta_{MR,i}, \sin \theta_{MR,i}, 0, 0]^T + n_i[\sin \theta_{MR,i}, \cos \theta_{MR,i}, 0, 0]^T \). By defining \( \hat{g}_{\theta_{MR,i}} \approx [-\cos \theta_{MR,i}, \sin \theta_{MR,i}, 0, 0]^T \) and \( \hat{g}_{\theta,i} \approx [\sin \theta_{MR,i}, \cos \theta_{MR,i}, 0, 0]^T \), we have

\[
\hat{g}_{\theta_{MR,i}} \approx \hat{g}_{\theta_{MR,i}} + n_i \hat{g}_{\theta,i},
\]

(61)

where \( n_i \hat{g}_{\theta,i} \) denotes the error term.
Similarly, by utilizing the approximations in \((22, 27)\) and
the definition of \(g_{\phi_{MR,i}}\) in \((44)\), \(g_{\phi_{MR,i}}\) is approximated as
\[
g_{\phi_{MR,i}} \approx \left(\sin \phi_{MR,i} + \omega_i \cos \phi_{MR,i}\right) \left(\sin \theta_{MR,i} + n_i \cos \theta_{MR,i}\right),
\]
\[
\left(\cos \phi_{MR,i} + \omega_i \cos \phi_{MR,i}\right) \left(\cos \theta_{MR,i} - n_i \sin \theta_{MR,i}\right),
\]
\[
- \left(\cos \phi_{MR,i} - \omega_i \sin \phi_{MR,i}\right), 0)^T).
\]
By ignoring the terms \(\omega_i n_i \cos \phi_{MR,i} \cos \theta_{MR,i}\) and
\(- \omega_i n_i \cos \phi_{MR,i} \sin \theta_{MR,i}\) \(35)\) and defining \(g_{\phi_{MR,i}} =
\left[\sin \phi_{MR,i} \sin \theta_{MR,i}, \sin \phi_{MR,i} \cos \theta_{MR,i} - \cos \phi_{MR,i}, 0\right]^T\),
\(g_{\omega, i} =
\left[\cos \phi_{MR,i} \sin \theta_{MR,i}, \cos \phi_{MR,i} \cos \theta_{MR,i}, 0\right]^T\) and \(g_{2n_i} =
\left[\sin \phi_{MR,i} \cos \theta_{MR,i}, - \sin \phi_{MR,i} \sin \theta_{MR,i}, 0, 0, 0\right]^T\), we have
\[
g_{\phi_{MR,i}} \approx g_{\phi_{MR,i}} + \omega_i g_{\omega, i} + n_i g_{2n_i}, \tag{62}
\]
where \(\omega_i g_{\omega, i}\) and \(n_i g_{2n_i}\) denote the error terms, respectively.

Similarly, we can decompose \(g_{t_i}\) into the true value and the estimation error. Based on the definition of \(g_{t_i}\) in \((36)\) and \(g_{ti}\) in \((33)\), we can rewrite \(g_{ti}\) as
\[
g_{ti} = -\left[x_{i}T, y_{i}T, z_{i}T, R_{B_i}T\right] - [0, 0, 0, \nu_i]^T = g_{t_i} + \nu_i[0, 0, 0, -1]^T.
\]
Letting \(g_{\nu} = [0, 0, 0, -1]^T\), we have
\[
g_{ti} = g_{t_i} + \nu_i g_{\nu}, \tag{63}
\]
where \(\nu_i g_{\nu}\) denotes the error term.

Therefore, using \((61)\), \((62)\) and \((63)\), \(G_t\) can be written as
\[
G_t = G_r + G_t. \tag{64}
\]
Moreover, using the definition of \(n, \omega\) and \(\nu\) in \((17)\), \(G_r\) can be written as
\[
G_r = G_n \odot \left[(n_{11}x_4)T, (n_{11}x_4)T, (n_{11}x_4)T\right]T
+ G_\omega \odot \left[(\omega_{11}x_4)T, (\omega_{11}x_4)T, (\omega_{11}x_4)T\right]T
+ G_\nu \odot \left[(\nu_{11}x_4)T, (\nu_{11}x_4)T, (\nu_{11}x_4)T\right]T, \tag{65}
\]
where
\[
G_n = \left[G_{n_{1n}}, G_{n_{2n}}, O_{4x4}\right]^T,
G_\omega = \left[O_{4x4}, G_{\omega_{1m}}, O_{4x4}\right]^T,
G_\nu = \left[O_{4x4}, O_{4x4}, G_{\nu_{1m}}\right]^T,
G_{1n} = \left[g_{1n1}, g_{1n2}, \ldots, g_{1nm}\right]^T,
G_{2n} = \left[g_{2n1}, g_{2n2}, \ldots, g_{2nm}\right]^T,
G_{\omega} = \left[g_{\omega1}, g_{\omega2}, \ldots, g_{\omega4}\right]^T,
G_{\nu} = \left[g_{\nu1}, g_{\nu2}, \ldots, g_{\nu4}\right]^T.
\]
In addition, \(G_t\) is given by
\[
G_t = \left[G_{T_{\theta}}, G_{T_{\omega}}, G_{T_{\nu}}\right]^T, \tag{66}
\]
where
\[
G_{\theta} = \left[g_{\theta_{MR,1}}, g_{\theta_{MR,2}}, \ldots, g_{\theta_{MR,M}}\right]^T,
G_{\omega} = \left[g_{\omega_{MR,1}}, g_{\omega_{MR,2}}, \ldots, g_{\omega_{MR,M}}\right]^T,
G_{\nu} = \left[g_{\nu_{1}}, g_{\nu_{2}}, \ldots, g_{\nu_{M}}\right]^T.
\]

B. Bias of Preliminary Estimation

In this subsection, we aim to derive the bias of preliminary
estimation \(\hat{u}\). To derive the bias of \(\hat{u}\), the expression of
estimation error of \(\hat{u}\) should be derived, which is given by
\[
\hat{u} = u - \hat{u} = (G_{T_{W}G_r})^{-1}G_{T_{W}}T_{h} - G_{T_{W}}T_{u}, \tag{69}
\]
Since we have \(\hat{h}_r - G_{r}T_{u} = B_{z}, \tag{41}\) \(\hat{u}\) can be derived as
\[
\hat{u} = (G_{T_{W}G_r})^{-1}G_{T_{W}}T_{B_{z}}. \tag{70}
\]
As we have mentioned above, it is necessary to consider the second order term when analyzing the bias \(\hat{u}\). However, we have used \((40)\) to derive \((41)\) rather than \((39)\), which ignores the second order term \(\frac{\nu^2}{2}\). Therefore, to obtain the expression of \(u\) and
\[
\hat{u} = (G_{T_{W}G_r})^{-1}G_{T_{W}}T_{B_{z}} + \left[0, \frac{\nu^2}{2}\right]^T\odot \left[0, \frac{\nu^2}{2}\right]^T, \tag{71}
\]
Letting \(\eta = [0, \frac{\nu^2}{2}]^T\) and \(P_r = G_{T_{W}G_r}\), \(\hat{u}\) can be rewritten as
\[
\hat{u} = P_r^{-1}G_{T_{W}}T_{B_{z}} + \eta \odot \eta. \tag{70}
\]
According to the definition of \(G_r\) in \((64)\), \(P_r\) can be further derived
\[
P_r = (G_{T_{W}G_r})^{-1}G_{T_{W}}T_{B_{z}} + G_{T_{W}}T_{G_r} + G_{T_{W}}T_{W} + G_{T_{W}}T_{W} + \eta \odot \eta. \tag{71}
\]
Here, \(G_{T_{W}}T_{G_r}\) can be neglected, thus \(P_r\) can be approximated as
\[
P_r \approx G_{T_{W}}T_{G_r} + G_{T_{W}}T_{G_r} + G_{T_{W}}T_{W} + G_{T_{W}}T_{W} = P_r + P_r. \tag{72}
\]
where \(P_r = G_{T_{W}}T_{G_r} + G_{T_{W}}T_{G_r}\) and \(P_r = G_{T_{W}}T_{G_r} + G_{T_{W}}T_{W}, \tag{73}\)
respectively. However, if we use the definition of \(P_r\) in \((72)\) to derive \((73)\), the inverse matrix \(P_r^{-1} = (P_r + P_r)^{-1}\) is complex and challenging to derive. Fortunately, we can derive the approximation of \(P_r^{-1}\) by utilizing the Newmann expansion
\((29)\) when the error level is small, which is written as
\[
P_r^{-1} \approx \left(1 - P_r^{-1}P_r\right) P_r^{-1}. \tag{73}
\]
By substituting \((73)\) and \((64)\) into \((70)\), \(\hat{u}\) is derived as
\[
\hat{u} \approx \left(1 - P_r^{-1}P_r\right) P_r^{-1}G_{T_{W}}T_{B_{z}} + \eta \odot \eta. \tag{74}
\]
For the sake of illustration, using \(P_r\) in \((72)\), let us define
\(H_r = (G_{T_{W}}T_{G_r})^{-1}G_{T_{W}}T_{B_{z}} = P_r^{-1}G_{T_{W}}T_{B_{z}}. \tag{75}\)
Then, \(\hat{u}\) can be represented as
\[
\hat{u} \approx H_rB_z + H_r(\eta \odot \eta) - P_r^{-1}P_rH_rB_z - P_r^{-1}P_rH_r(\eta \odot \eta)

+ P_r^{-1}P_rG_{T_{W}}T_{B_{z}} + P_r^{-1}G_{T_{W}}T_{B_{z}}(\eta \odot \eta)

- P_r^{-1}P_rP_r^{-1}G_{T_{W}}T_{B_{z}} - P_r^{-1}P_rP_r^{-1}G_{T_{W}}T_{B_{z}}(\eta \odot \eta). \tag{75}
\]
For simplicity, we can ignore the error terms in \((75)\) which are
two higher than the second order. As a result, using \(P_r\) in \((72)\), \(\hat{u}\)

\footnote{If we consider \(G_{T_{W}}T_{G_r}\) when deriving the expression of \(\hat{u}\), it will be multiplied by \(B_{z}\), and the terms including \(G_{T_{W}}T_{G_r}\) in the final expression of \(\hat{u}\) is higher than the second order, thus we neglect this term here.}
is approximated as
\[
\tilde{u} \approx H_t B_z + H_t(\eta \odot \eta) - P_r^{-1}G_r^T W_t G_t H_t B_z - P_r^{-1}G_r^T W_t\tilde{G}_t H_t B_z + P_r^{-1}G_r^T W_t B_z.
\]
As a result, the bias of preliminary estimation is written as
\[
E[\tilde{u}] = E[H_t B_z + H_t(\eta \odot \eta) - P_r^{-1}G_r^T W_t G_t H_t B_z - P_r^{-1}G_r^T W_t\tilde{G}_t H_t B_z + P_r^{-1}G_r^T W_t B_z] = E_1 + E_2 + E_3,
\]
where
\[
E_1 = E[H_t B_z], \quad E_2 = E[H_t(\eta \odot \eta)] \quad \text{and} \quad E_3 = E[-P_r^{-1}G_r^T W_t G_t H_t B_z - P_r^{-1}G_r^T W_t\tilde{G}_t H_t B_z + P_r^{-1}G_r^T W_t B_z],
\]
the detailed derivations of which are given in Appendix A.

C. Bias of Refining Estimation
In this subsection, we aim to derive the bias of \( \hat{q} \) of refining estimation. Similar to the derivations of the bias of preliminary estimation, we need to derive the expression of estimation error of \( \xi \), and the bias of \( \xi \) can be derived by taking the expectation of the estimation error of \( \xi \). First, denote \( \hat{\xi} \) as the estimation error of \( \xi \), e.g., \( \hat{\xi} = \hat{\xi} - \xi \). Then, using the definition of \( \xi \) in (52), \( \hat{\xi} \) can be further derived as
\[
\hat{\xi} = (G_r^T W_t G_t)\xi_1 = (H_t - G_t \xi_1) = (G_r^T W_t G_t)^{-1}G_r^T \hat{W}_1 \hat{z}_1.
\]
(78)
According to (53), \( \hat{\xi} \) is derived as
\[
\hat{\xi} = (G_r^T W_t G_t)^{-1}G_r^T \hat{W}_1 z_1.
\]
(79)
Using the derivations of (54), the definition of \( B_1 \) in (57), and the definition of \( \hat{u} \) below (58), we have \( z_1 = B_1 \hat{u} + \hat{u} \odot \hat{u} \). Then, (79) can be derived as
\[
\xi = (G_r^T W_t G_t)^{-1}G_r^T \hat{W}_1 (B_1 \hat{u} + \hat{u} \odot \hat{u}).
\]
(80)
By defining \( \tilde{P}_1 = G_r^T \hat{W}_1 G_t \), we have \( \hat{\xi} = \tilde{P}_1^{-1}G_r^T \hat{W}_1 (B_1 \hat{u} + \hat{u} \odot \hat{u}) \). According to the definition of \( \hat{W}_1 \) below (58), \( \hat{W}_1 \) is composed of the true value and the estimation error, which are denoted by \( W_1 \) and \( \hat{W}_1 \), respectively. To further derive the expression of \( \xi \), the expressions of \( W_1 \) and \( \hat{W}_1 \) should be derived, which are given by
\[
W_1 = W_1 + \hat{W}_1, \quad \hat{W}_1 = B_1^{-1}P_1 B_1^{-1},
\]
(81)
where \( B_1 \) is given in (94). The details of deriving \( W_1 \) and \( \hat{W}_1 \) are given in Appendix E. Similarly, based on the definition of \( \tilde{P}_1 \) below (80), \( P_1 \) can be obtained as a summation of the true value and the estimation error, which are denoted by \( P_1 \) and \( \tilde{P}_1 \), respectively. Hence, we have
\[
\hat{P}_1 = P_1 + \tilde{P}_1, \quad P_1 = G_r^T W_1 G_t, \quad \tilde{P}_1 = G_r^T \hat{W}_1 G_t.
\]
(82)
Similar to (73), we can derive the approximation of \( P_1^{-1} \) as
\[
\hat{P}_1^{-1} \approx (I - \tilde{P}_1^{-1})P_1^{-1} = P_1^{-1} - \tilde{P}_1^{-1}P_1\tilde{P}_1^{-1}.
\]
(83)
Therefore, using the approximation of \( \tilde{P}_1^{-1} \) in (83) and the definition of \( \hat{W}_1 \) in (81), \( \hat{W}_1 \) can be derived as
\[
\hat{W}_1 \approx (P_1^{-1} - P_1^{-1}\tilde{P}_1 P_1^{-1})G_r^T \hat{W}_1 (B_1 \hat{u} + \hat{u} \odot \hat{u}).
\]
(84)
For notation simplicity, let \( H_1 = P_1^{-1}G_r^T \hat{W}_1 \), we have
\[
\xi \approx H_1 (B_1 \hat{u} + \hat{u} \odot \hat{u}) + P_1^{-1}G_r^T \hat{W}_1 (B_1 \hat{u} + \hat{u} \odot \hat{u}) - P_1^{-1}\tilde{P}_1 H_1 (B_1 \hat{u} + \hat{u} \odot \hat{u}) - P_1^{-1}\tilde{P}_1 P_1^{-1}G_r^T \hat{W}_1 (B_1 \hat{u} + \hat{u} \odot \hat{u}).
\]
(85)
By ignoring the error terms higher than the second order and substituting \( \tilde{P}_1 \) in (82) into (85), we have
\[
\xi \approx H_1 (B_1 \hat{u} + \hat{u} \odot \hat{u}) + P_1^{-1}G_r^T \hat{W}_1 (B_1 \hat{u} - \hat{u} \odot \hat{u}).
\]
(86)
By assuming that \( P_2 = I_{4 \times 4} - G_1 H_1 \), we have
\[
\xi \approx H_1 (B_1 \hat{u} + \hat{u} \odot \hat{u}) + P_1^{-1}G_r^T \hat{W}_1 P_2 B_1 \hat{u}.
\]
(87)
Finally, by taking expectation of \( \xi \), the bias is given by
\[
E[\xi] = H_1 B_1 E[\hat{u}] + H_1 E[\hat{u} \odot \hat{u}] + P_1^{-1}G_r^T E[\hat{W}_1 P_2 B_1 \hat{u}].
\]
(88)
To further derive the bias, let us introduce Proposition 1 as follows.

Proposition 1. For the vector \( \hat{a} \in \mathbb{C}^{M \times 1} \), the expectation of \( \hat{a} \odot \hat{a} \) can be expressed as a column vector \( c_a \) containing the diagonal elements of \( \Omega_a \), which is the expectation of the second order moment of \( \hat{a} \).

Proof: Please see Appendix C.

Using Proposition 1, \( E[\hat{u} \odot \hat{u}] \) can be derived as \( c_a \), where \( c_a \) is a column vector formed by the diagonal elements of \( \Omega_a \). Furthermore, the details of deriving \( \Omega_a \) are given in Appendix A of [33]. Therefore, the bias of \( \xi \) can be further derived as
\[
E[\xi] = H_1 B_1 E[\hat{u}] + c_a + P_1^{-1}G_r^T E[\hat{W}_1 P_2 B_1 \hat{u}].
\]
(89)
where \( E[\hat{u}] \) is given in (77), and the derivations of \( E[\hat{W}_1 P_2 B_1 \hat{u}] \) are given in Appendix D.

Then, let us define the estimation error of MU’s position as \( \hat{q} = \hat{a} - q \). Then using the definition of \( \xi \) in (52), \( \hat{q} \) can be derived as
\[
\hat{q} = (q - p) \odot (q - p) = q \odot q + 2q \odot (q - p) + \xi.
\]
(90)
By utilizing \( \xi = \tilde{\xi} \), we have \( \hat{q} - q \odot q = 2q \odot (q - p) \). Then, by assuming that \( B_q \hat{q} = 2q \odot (q - p) \), where \( B_q = 2\text{diag}((q - p)) \), we have the expression of \( q \) given by
\[
q = B_q^{-1}(\xi - q \odot q).
\]
(91)
Then, we can derive the bias of refining estimation as
\[
E[q] = E[B_q^{-1}(\xi - q \odot q)].
\]
(92)
Using Proposition 1, we have \( E[q \odot q] = c_q \), where \( c_q \) is a column vector formed by the diagonal elements of \( \Omega_q \), and the details of deriving \( \Omega_q \) can be found in Appendix E. Therefore, (92) can be further derived as
\[
E[q] = B_q^{-1}(E[\xi] - c_q),
\]
(93)
where \( E[\xi] \) is given in (89).

V. Simulation Results
This section presents simulation results to evaluate the performance of the proposed localization algorithm aided by
systems employing multiple RISs. Moreover, the MU, the BS, and the RISs are assumed to be placed in a 3D area. The location of the BS is 

\[ \mathbf{p} = [10, 12, 12]^T \], while the locations of three RISs are \( \mathbf{s}_1 = [2, 20, 2]^T, \mathbf{s}_2 = [-12, -16, 58]^T \) and \( \mathbf{s}_3 = [-10, -10, 50]^T \), respectively. The phase shift matrix of the RIS is set to a unit matrix. The following results are obtained by averaging over 10,000 random estimation error realizations. The localization accuracy is assessed in terms of the MSE, and the bias. The TDoA and AoA estimation error are assumed to follow the Gaussian distribution. In the figures showing the simulation results, we shall use the log scale for the error level to indicate the wide range of the levels tested.

Fig. 1 shows the standard deviations of \( n_i \) and \( \omega_i \) as the functions of SNR (dB). It is observed that the standard deviations of \( n_i \) and \( \omega_i \) decrease with the RIS size, which means that increasing the number of elements could improve the estimation accuracy. It is observed that the standard deviations decrease with SNR increasing, which validates that improved communication setting is capable of enhancing angle estimation accuracy. Besides, it is observed that the standard deviation \( \sigma_{n_i} \) is smaller than \( \sigma_{\omega_i} \). This implies that the estimation accuracy for \( \theta_{MR,i} \) is superior to that of \( \phi_{MR,i} \). This phenomenon is hypothesized to be due to the sequential estimation process in 2D-DFT. Initially, \( \phi_{MR,i} \) is estimated, followed by \( \theta_{MR,i} \). The sequential nature of this process leads to an accumulation of errors, resulting in a greater estimation error for \( \theta_{MR,i} \).

Fig. 2 illustrates the standard deviations of \( n_i \) and \( \omega_i \) as the functions of the RIS size, denoted as \( N_y \) and \( N_z \). Furthermore, it is shown that once \( N_y \) and \( N_z \) exceed 32, increasing the panel size of the RIS does not significantly improve the accuracy of angle estimation. This indicates that there is a diminishing return on the benefits of increasing the number of RIS elements. In practical communication scenarios, it may be sufficient to maintain a certain number of RIS elements without continually expanding them.

Fig. 3 clearly demonstrates the MSE comparisons in cases of Gaussian and non-Gaussian AoA estimation errors. As shown in the figure, the MSE decreases with SNR as expected. Furthermore, it is evaluated that the localization accuracy of the systems employing 3 RISs is much higher than that of the systems employing 2 RISs, which effectively demonstrates the importance of the number of the RISs.

More importantly, it can be observed from Fig. 4 that the MSE obtained from the localization algorithm using practical non-Gaussian errors does not align with that using Gaussian errors. This suggests that in designing practical localization algorithms, it is preferable to base them on actual non-Gaussian errors. It is important to note that algorithms designed using actual non-Gaussian errors are more adept at reflecting practical error characteristics. This contrasts with algorithms based on Gaussian errors, which typically rely on idealized assumptions of normal distribution, potentially leading to inaccuracies in practical applications. The inconsistency observed in the MSE results between these two approaches underscores the gap between theoretical models and actual scenarios. This further substantiates the advantage of designing an algorithm based on non-Gaussian errors, as it can more accurately reflect and adapt to the error characteristics encountered in practical applications.

As shown in Fig. 4 when comparing the performance in terms of MSE, the geometry algorithm [34], which relies on geometric relationships for positioning estimates, shows approximately 10 times higher MSE compared to the WLS and the proposed algorithms. On the other hand, the proposed algorithm consistently outperforms the WLS algorithm, achieving approximately 5 times lower MSE. These results strongly demonstrate the superior performance of our proposed algorithm within the framework. These findings reinforce the effectiveness and superiority of our proposed algorithm within the framework.

Based on the angle estimation expressions presented in (9), it is evident that the estimation accuracy is influenced by the number of RIS elements. Accordingly, simulation results are provided in Fig. 5 comparing the MSE across various algorithms. The results, as depicted in Fig. 5, reveal that our proposed algorithm demonstrates superior performance over other algorithms. Additionally, it observed that beyond a certain threshold, specifically when \( N_y \) and \( N_z \) exceed 16, the increase in the number of RIS elements does not significantly enhance the precision of the positioning system. Furthermore, the use of 3 RISs does not notably improve the positioning accuracy compared to a configuration with 2 RISs. This suggests a point of diminishing returns in terms of positioning accuracy relative to the number of the RISs and the number of RIS elements employed. This phenomenon may be due to the fact that the optimization of the system is
already approaching its limits at lower RIS numbers, or that other factors (e.g., signal interference, hardware limitations, etc.) are starting to dominate at higher RIS numbers.

Fig. 6 and Fig. 7 compare the bias of the proposed localization algorithm aided by 2 and 3 RIS, respectively, thereby validating the accuracy of our theoretical analysis on the algorithm’s bias. Specifically, Fig. 6 focuses on contrasting the bias in cases of Gaussian and non-Gaussian AoA estimation errors. The simulation results, as illustrated in Fig. 6, align more closely with the theoretical outcomes for non-Gaussian AoA estimation errors, rather than Gaussian ones. This alignment suggests that for a more accurate depiction of localization performance in real-world wireless systems, it is preferable to consider practical non-Gaussian AoA estimation errors in performance analyses. Additionally, these findings underscore the advantage of our bias analysis approach, which proves to be more tractable in practical scenarios.

VI. CONCLUSION

In this paper, we investigated the algorithm design and analysis for RIS-aided localization IoT system aided by multiple RISs, tackling the non-Gaussian AEE. We designed the mWLS algorithm to derive the closed-form expression of the position of the MU. Finally, we investigated the bias analysis to evaluate the performance of the proposed algorithm. Simulation results confirmed the accuracy of the derived results and demonstrated the localization performance of the proposed algorithm.

APPENDIX A

By utilizing [45], recall that $\mathbf{z}_r = [\mathbf{n}^T, \mathbf{\omega}^T, \nu^T]^T$, $\mathbf{B}_r \mathbf{z}_r$ can be expanded as $(\mathbf{B}_{r_n} \mathbf{n} + \mathbf{B}_{r,\omega} \mathbf{\omega} + \mathbf{B}_{r,\nu} \nu)^T$. Then, we have

$$
\mathbf{E}_1 = \mathbf{E} \{ \mathbf{H}_r \mathbf{B}_r \mathbf{z}_r \} = \mathbf{H}_r \mathbf{E} \{ \mathbf{B}_{r_n} \mathbf{n} + \mathbf{B}_{r,\omega} \mathbf{\omega} + \mathbf{B}_{r,\nu} \nu \}
= \mathbf{H}_r \mathbf{B}_{r_n} \mathbf{E} \{ \mathbf{n} \} + \mathbf{H}_r \mathbf{B}_{r,\omega} \mathbf{E} \{ \mathbf{\omega} \},
$$

where $\mathbf{E} \{ \mathbf{n} \}$ and $\mathbf{E} \{ \mathbf{\omega} \}$ denote the expectation of $\mathbf{n}$ and $\mathbf{\omega}$, respectively.

For $\mathbf{E}_2$, we have

$$
\mathbf{E}_2 = \mathbf{E} \{ \mathbf{H}_r (\eta \cdot \eta) \}
= \frac{1}{2} \mathbf{H}_r \mathbf{E} \{ [(0, \ldots, 0, \nu_1^2, \ldots, \nu_M^2)]^T \}
= \frac{1}{2} \mathbf{H}_r \mathbf{q}_u,
$$

where

$$
\mathbf{q}_u = \frac{1}{2} \begin{bmatrix} 0, \ldots, 0, \sigma_{\nu_1}^2, \ldots, \sigma_{\nu_M}^2 \end{bmatrix}^T.
$$

Then, $\mathbf{E}_3$ can be derived as

$$
\mathbf{E}_3 = \mathbf{E} \{ \mathbf{P}_r^{-1} \hat{\mathbf{G}}_r^T \mathbf{W}_r \mathbf{B}_r \mathbf{z}_r \}
= \mathbf{E} \{ \mathbf{P}_r^{-1} \mathbf{G}_r^T \mathbf{W}_r \mathbf{G} \mathbf{H} \mathbf{B}_r \mathbf{z}_r \}
= \mathbf{E}_{31} - \mathbf{E}_{32} - \mathbf{E}_{33},
$$

where the detailed derivations of $\mathbf{E}_{31}$, $\mathbf{E}_{32}$ and $\mathbf{E}_{33}$ are given as follows.

For $\mathbf{E}_{31}$, as we have $\mathbf{\hat{G}}_r$ in (64) and $\mathbf{B}_r \mathbf{z}_r = (\mathbf{B}_{r_n} \mathbf{n} + \mathbf{B}_{r,\omega} \mathbf{\omega} + \mathbf{B}_{r,\nu} \nu)$. $\mathbf{E}_{31}$ can be derived as

$$
\mathbf{E}_{31} = \mathbf{E} \{ \mathbf{P}_r^{-1} (\mathbf{G}_r^T \mathbf{G}_r) \mathbf{n} \mathbf{n}^T \}
= \mathbf{W}_r \mathbf{B}_{r_n} \mathbf{\Delta} \mathbf{n} \mathbf{n}^T\mathbf{1}_{M \times 1}
+ \mathbf{E} \{ \mathbf{P}_r^{-1} (\mathbf{G}_r^T \mathbf{G}_r) \mathbf{\omega} \mathbf{\omega}^T \mathbf{1}_{M \times 1} \}
+ \mathbf{E} \{ \mathbf{P}_r^{-1} (\mathbf{G}_r^T \mathbf{G}_r) \mathbf{\nu} \mathbf{\nu}^T \mathbf{1}_{M \times 1} \}.
$$

To further derive the expression of $\mathbf{E}_{31}$, we introduce Proposition 2 and Proposition 3 as follows.

**Proposition 2.** For vectors $\alpha \in \mathbb{C}^{M \times 1}$, $\beta \in \mathbb{C}^{N \times 1}$ and matrix $\mathbf{G} \in \mathbb{C}^{M \times N}$, and corresponding diagonal matrices diag($\alpha$) and diag($\beta$) with these vectors as their main diagonals, we have $(\alpha \beta^T) \odot \mathbf{G} = \text{diag}(\alpha) \text{diag}(\beta)$.

**Proof:** Please see reference [35].

**Proposition 3.** For a vector $\mathbf{x} \in \mathbb{C}^{M \times 1}$ with its covariance matrix given by $\mathbf{Q}_x$, we have

$$
\mathbf{E} \{ (\mathbf{A} \odot [(\mathbf{x}_1 \mathbf{x}_N)^T, (\mathbf{x}_1 \mathbf{x}_N)^T, (\mathbf{x}_1 \mathbf{x}_N)^T]) \text{Bdiag}(\mathbf{x}) \}
= \mathbf{A} (\mathbf{B} \odot [\mathbf{Q}_x, \mathbf{Q}_x, \mathbf{Q}_x]^T),
$$

where $\mathbf{A} \in \mathbb{C}^{N \times 3M}$ and $\mathbf{B} \in \mathbb{C}^{3M \times 3M}$.

**Proof:** Please see reference [33].

**APPENDIX B**

First, based on the definition of $\hat{\mathbf{W}}_1$ below (88) and the definition of $\hat{\mathbf{P}}_r$ above (73), we have $\hat{\mathbf{W}}_1 = \mathbf{B}_1^T \hat{\mathbf{P}}_r \mathbf{B}_1^{-1}$. Then, according to the definition of $\mathbf{B}_1$ in (57) and $\mathbf{B}_1$ in (58), we have

$$
\hat{\mathbf{B}}_1 = \mathbf{B}_1 + \hat{\mathbf{B}}_1, \hat{\mathbf{B}}_1 = 2 \text{diag}(\tilde{\mathbf{u}}).
$$ (94)
If we use $\hat{B}_1 = B_1 + \hat{B}_1$ to derive $\hat{W}_1$, the inverse matrix $\hat{B}_1^{-1} = (B_1 + \hat{B}_1)^{-1}$ would be complex and challenging. Fortunately, using the Neumann expansion [29], we can derive the approximation of $\hat{B}_1^{-1} \approx B_1^{-1} - B_1^{-1} \hat{B}_1 B_1^{-1}$. As a result, $\hat{W}_1$ is given by

$$\hat{W}_1 = (B_1^{-1} - B_1^{-1} \hat{B}_1 B_1^{-1})(P_r + P_\tau)(B_1^{-1} - B_1^{-1} \hat{B}_1 B_1^{-1}).$$

(95)

By neglecting the error terms that are higher than the first order, $\hat{W}_1$ can be approximated as

$$\hat{W}_1 \approx B_1^{-1} P_r B_1^{-1} + B_1^{-1} \hat{P}_r B_1^{-1} - B_1^{-1} P_r B_1^{-1} \hat{B}_1 B_1^{-1} - B_1^{-1} \hat{B}_1 B_1^{-1} P_r B_1^{-1}$$

$$= \hat{W}_1 + \hat{W}_1,$$

(96)

where $W_1$ and $\hat{W}_1$ are defined as

$$W_1 = B_1^{-1} P_r B_1^{-1},$$

$$\hat{W}_1 = B_1^{-1} \hat{P}_r B_1^{-1} - W_1 \hat{B}_1 B_1^{-1} - \hat{B}_1 B_1^{-1} W_1.$$  

(97)

**APPENDIX C**

Before proving Proposition 1, let us introduce Proposition 4 as follows.

**Proposition 4.** The Hadamard product of two vectors $a, b \in \mathbb{C}^{N \times 1}$ and $\mathbb{C}^{N \times 1}$, is the same as matrix multiplication of one vector by the corresponding diagonal matrix of the other vector:

$$a \circ b = \text{diag}(a)b.$$

**Proof:** please see reference [66].

Let $E[\hat{a} \circ \hat{a}]$ denote the expectation of $\hat{a} \circ \hat{a}$, using Proposition 4, we have $E[\hat{a} \circ \hat{a}] = E[\text{diag}(\hat{a})\hat{a}] = E[\text{diag}(\hat{a})\text{diag}(\hat{a})]I_{M \times 1}$. Using Proposition 2, $E[\hat{a} \circ \hat{a}]$ can be rewritten as

$$E[\hat{a} \circ \hat{a}] = E[(\hat{a}\hat{a}^T) \circ I_{M \times M}] = E[\Omega]I_{M \times M} = c_a,$$

where $c_a$ denotes the vector containing the diagonal elements of $\Omega_a$. Here, we complete the proof of Proposition 1.

**APPENDIX D**

Using the definition of $\hat{W}_1$ in (77), $E[\hat{W}_1 P_2 B_1 \hat{u}]$ can be derived as

$$E[\hat{W}_1 P_2 B_1 \hat{u}]$$

$$= E[(B_1^{-1} \hat{P}_r B_1^{-1} - W_1 \hat{B}_1 B_1^{-1} - \hat{B}_1 B_1^{-1} W_1)P_2 B_1 \hat{u}]$$

$$= E[B_1^{-1} \hat{P}_r B_1^{-1} P_2 B_1 \hat{u}] - E[W_1 \hat{B}_1 B_1^{-1} P_2 B_1 \hat{u}]$$

$$- E[\hat{B}_1 B_1^{-1} W_1 P_2 B_1 \hat{u}].$$

Let $a_1 = E[B_1^{-1} \hat{P}_r B_1^{-1} P_2 B_1 \hat{u}]$, $a_2 = -E[W_1 \hat{B}_1 B_1^{-1} P_2 B_1 \hat{u}]$, and $a_3 = -E[\hat{B}_1 B_1^{-1} W_1 P_2 B_1 \hat{u}]$, we have $E[\hat{W}_1 P_2 B_1 \hat{u}] = a_1 + a_2 + a_3$, while $a_1, a_2, a_3$ are given as follows.

Using the definition of $\hat{P}_1$ below (72), $a_1$ can be derived as

$$a_1 = E[B_1^{-1} \hat{P}_r B_1^{-1} P_2 B_1 \hat{u}]$$

$$= E[B_1^{-1}(G_r^T W_1 G_1 + G_r^T W_1 \hat{G}_1)B_1^{-1} P_2 B_1 \hat{u}].$$

(77)

And ignoring the error terms that are higher than the second order, $a_1$ can be approximated as $E[B_1^{-1}(G_r^T W_1 G_1 + G_r^T W_1 \hat{G}_1)B_1^{-1} P_2 B_1 H_2 B_1 z_1]$. Not for simplicity, we assume that $B_1^{-1} P_2 B_1 H_2 = P_3$. Then, by applying Proposition 2 and Proposition 3, $a_1$ can be derived as

$$a_1 = B_1^{-1}(G_r^T ((W_r G_1 P_3 B_1, n) \circ \hat{Q}_n)1_{M \times 1} + G_r^T ((W_r G_1 P_3 B_1, r) \circ \hat{Q}_r)1_{M \times 1} + G_r^T ((W_r G_1 P_3 B_1, n) \circ \hat{Q}_n)1_{M \times 1} + G_r^T ((W_r G_1 P_3 B_1, r) \circ \hat{Q}_r)1_{M \times 1} + G_r^T ((W_r G_1 P_3 B_1, r) \circ \hat{Q}_r)1_{M \times 1} + G_r^T ((W_r G_1 P_3 B_1, n) \circ \hat{Q}_n)1_{M \times 1} + G_r^T ((W_r G_1 P_3 B_1, r) \circ \hat{Q}_r)1_{M \times 1} + G_r^T ((W_r G_1 P_3 B_1, n) \circ \hat{Q}_n)1_{M \times 1}).$$

Moreover, for $a_2$, using the definition of $\hat{B}_1$ in (94), we have

$$a_2 = -E[\hat{W}_1 B_1^{-1} \hat{P}_r B_1 \hat{u}]$$

$$= -2W_1 B_1^{-1} E[\text{diag}(\hat{u}) P_2 B_1 \text{diag}(\hat{u})]1_{M \times 1}.$$

Using Proposition 2, we have

$$a_2 = -2W_1 B_1^{-1} E[\text{diag}(\hat{u}^T) \circ (P_2 B_1)]1_{M \times 1}$$

$$= -2W_1 B_1^{-1} (\Omega_a \circ (P_2 B_1))1_{M \times 1}.$$

As $\Omega_a$ is a diagonal matrix, $a_2$ can be further derived as

$$a_2 = -2W_1 B_1^{-1} \text{diag}(\Omega_a (P_2 B_1))1_{M \times 1} = -2W_1 B_1^{-1} p_4,$$

where $p_4$ represents the column vector formed by the diagonal elements of $P_4 = P_2 \Omega_a$. Similar to the derivations of $a_2$, $a_3$ can be derived as

$$a_3 = -E[B_1^{-1} \hat{B}_1 W_1 P_2 B_1 \hat{u}] = -2B_1^{-1} p_{4, W_1},$$

where $p_{4, W_1}$ represents the column vector formed by the diagonal elements of $W_1 P_4$.

**APPENDIX E**

First, let us derive the covariance matrix of $\xi$, which is denoted by $\Omega_\xi$. Using the definition of $\xi$ in (79), its covariance matrix $\Omega_\xi$ is given by

$$\Omega_\xi = E[\xi^T \xi]$$

$$\approx G_1^T W_1 G_1)^{-1} G_1^T W_1 W_1^{-1} W_1 W_1^{-1} G_1 (G_1^T W_1 G_1)^{-1}$$

$$= (G_1^T W_1 G_1)^{-1},$$

where $E(z_1 z_2^T) \approx \Omega_1 = W_1^{-1}$ is given below [58].

Furthermore, by neglecting the second order term in (91), the $\bar{q}$ can be approximated as $B_q^{-1} \xi$, therefore, the covariance matrix of $\bar{q}$ can be derived as

$$\Omega_q = E[q q^T] = B_q^{-1} (G_1^T W_1 G_1)^{-1} B_q^{-1}.$$
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