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ABSTRACT: We numerically analyze the complexity of unitary time-evolution and precursor operators in one- and two-qubit systems using the framework of Nielsen complexity geometry. We find that, as expected, the complexities of unitary time evolution operators grow linearly with time, at least initially, for both the one- and two-qubit cases. The precursor operators display switchback-effect-like behavior provided we choose our cost factors so that the resulting complexity geometry is negatively curved.
1 Introduction

Recent work has shown that information plays a fundamental role in gravity, holography and the structure of spacetime. The crucial role of information is often most easily studied in the context of the Anti-de Sitter (AdS)/Conformal Field Theory (CFT) correspondence, which posits an equivalence between quantum gravity in \((d + 1)\)–dimensional AdS space and a CFT in \(d\) dimensions [1–3]. An explicit example is the Ryu-Takayanagi (RT) formula [4, 5], which states that the entanglement entropy of a CFT subregion is equivalent to the area of a minimal surface in AdS anchored on the entangling surface of the CFT subregion. This information-theoretic entry in the AdS/CFT ‘dictionary’ has led to many important results in understanding holographic duality including, for example, entanglement wedge reconstruction [6, 7]. Such advances have motivated a push to understand how other information-theoretic probes are realized in a theory of quantum gravity.

A recent proposal along these lines regards the role that quantum complexity may play in holographic duality [8–10]. Given a state \(|\Psi\rangle\) in a Hilbert space \(\mathcal{H}\), the complexity \(C(|\Psi\rangle)\) is the minimum number of “simple” gates that one must act on a “simple” reference state \(|\Psi_0\rangle \in \mathcal{H}\) to obtain \(|\Psi\rangle\). For example, in a system of qubits, “simple” gates might be chosen to be those that act on a small number of qubits, and a reference state might be the untangled state \(|000\cdots0\rangle\). A closely-related concept is the complexity of a unitary operator, which is the minimum number of “simple” gates we need to compose to obtain the desired unitary operator. We discuss the approach to operator complexity taken in this paper, Nielsen complexity geometry, in more detail in Section 2.

Although the precise values of complexity depend on details such as the tolerance, the precise set of “simple” gates chosen, and so on, complexities obey some simple qualitative features. For example, a system of a large number of qubits with a generic Hamiltonian
$H$ has time-evolution unitary $U(t) = \exp(-iHt)$. In this scenario, one expects that the complexity of $U(t)$ will grow linearly with time, at least initially. However, at a certain point, the complexity will saturate and be approximately constant thereafter [11]. This was shown explicitly by [28]. See Figure 1. Previous work by Brown and Susskind argued for a thermodynamics of complexity [25]. In particular, they argued that the complexity of a quantum system with $N$ qubits is related to an entropy of a classical system with $2^N$ degrees of freedom. They argue for a “second law of complexity,” which says that any system with non-maximal complexity will be overwhelmingly likely to increase its complexity. Moreover, they argue that a system that does not have maximal complexity can use this as a resource (which the authors of [25] dub “uncomplexity”) for quantum computation.

Another interesting feature of complexity of these systems is the so-called switchback effect [18, 19]. This involves precursor operators, which are the time-evolved “simple” operators. As an example, for a simple ‘initial’ operator $W_0$ (on a qubit system $W_0$ could be $X \otimes I \otimes \cdots \otimes I$), the precursor operator $W(t)$ is

$$W(t) = e^{-iHt}W_0e^{iHt}.$$ 

Initially, the operator $W(t)$ is not very complex, since it still is mostly along the “simple” direction, $W_0$. However, after a time of order a scrambling time, the complexity begins to grow linearly [18, 19]. This delay in complexity growth on the order of a scrambling time is the switchback-effect. It can be intuitively understood as the delay for $W(t)$ to be begin to be supported on “complicated” operators since at small times $W(t)$ will consist primarily of “simple” gates which do not contribute to its complexity. In particular, consider the small-$t$ expansion of the above precursor. By the Baker-Campbell-Hausdorff formula, there will
be nested commutators of $W_0$ and $H$. $H$ is a sum of terms that act on a small number of qubits. As $t$ increases, the terms with larger numbers of nested commutators increase. These terms with a higher number of nested operators will generate terms with support on a larger number of qubits, and will thus have high complexity. As these high-complexity terms are multiplied by higher powers of $t$, it takes a larger amount of time for them to become significant. Once $W(t)$ has support on a large number of degrees of freedom, its complexity will of course be large. See Figure 2. A key element of the switchback effect in large $N$ systems is the negative curvature of complexity geometry [18, 19], which we explain in greater detail in later sections.

There has been much recent work exploring the role complexity may play in holographic systems. In a two-sided AdS black hole, it was observed that the entanglement entropy of one side quickly saturates [13]. However, the volume of the maximum slice of the black hole keeps growing forever, at least classically. The AdS/CFT duality then asserts that this volume should be dual to some CFT quantity. The essence of the holographic complexity proposals [8–10] is that the dual of this quantity in the CFT side is the computational complexity.

The two main proposals are the complexity-volume (CV) proposal [8] and the complexity-action (CA) proposal [9, 10]. Consider a state $|\Psi\rangle$ in a holographic CFT with a semi-classical dual. The complexity-volume proposal says that the complexity of the state $|\Psi\rangle$ is equal to the volume of the maximal volume slice (i.e., co-dimension 1 surface) through the bulk. The complexity-action proposal says that the complexity of $|\Psi\rangle$ is the action of the Wheeler-de Witt patch, which is defined as the domain of dependence of the maximum volume slice.
Although these proposals are somewhat speculative, they pass some non-trivial checks. For example, some recent work has investigated complexity in simple quantum field theories such as the free scalar field [14, 15]. These are quite different from the types of strongly-coupled, large-N field theories that are expected to have semi-classical holographic duals, but there are some intriguing similarities between these. In particular, in the analysis of the states in free quantum field theories, there are ambiguities in the reference state. It is tempting to identify these with the ambiguities in the bulk gravitational action [12]. Moreover, there is a logarithmic divergence in the UV cutoff in the field theory calculation, which is similar to the logarithmic divergence in the near-boundary cutoff in the complexity-action bulk calculation.

Importantly, these holographic complexity proposals also reproduce the switchback effect [18, 19], with the standard scrambling time for black holes, $t_* = \frac{\beta}{4\pi} \log N^2$, where $\beta$ is the inverse temperature of the black hole, and $N$ is the rank of the gauge group on the CFT side of the duality [16, 17]. Namely, the complexity of a precursor is low up until the scrambling time $t_*$, at which point it begins to grow linearly.

The purpose of this paper is to help bridge the gap between these qualitative expectations of the CV and CA proposals, and notions of complexity in the boundary theory of holographic systems. Specifically, we will calculate the complexity of various operators in one- and two-qubit systems, using the framework of Nielsen complexity geometry, and analyze their behavior in time. This will allow us to quantitatively calculate complexity and compare with the qualitative intuition above. In this approach, we assign a metric to the space of unitaries, making some directions have a much larger cost than others. In a large-N system, we may assign gates that act on more than two degrees of freedom have a very large cost. The complexity of a given unitary $U$ is then given by the length of the minimal-length path (i.e., geodesic) between the identity operator $I$ and the target unitary $U$. See Figure 3

For the operators we consider in this paper, we will find the following features: the complexity of unitary time evolution operators grows linearly with time, at least initially, as expected. For choices of complexity geometry that are negatively curved, the precursors show the qualitative behavior described above. The initial rate of growth is slow and then it begins quicken, entering a regime of linear growth of complexity in time; however, the distinction between the two regimes is not as pronounced as it is in the large-N case.

Our calculations provide support for the aforementioned conjectures in a concrete setting with explicit computations. In particular, we provide a first numerical study of precursor complexity in small systems. Previous work analyzed the geodesics in complexity space using the Euler-Arnold formalism [27, 28]. The paper [27] analyzed the “binding complexity” of various qubit states that are analogous to multi-boundary wormholes in AdS/CFT. These calculations showed that the binding complexities behave similarly to the expectations from the holographic complexity proposals. The work in [28] considered the complexity of unitary time-evolution operators for one-qubit systems, as well as an analysis of the SYK model.

We begin with a brief review of Nielsen complexity geometry. We then investigate complexity in one-qubit geometries, considering a geometry where the Z-direction is much
harder than the $X$ and $Y$-directions. We find that the complexity of the unitary time-evolution operator grows linearly with time for early times. The complexity of precursors initially grows slowly, before then growing linearly, mimicking the behavior of large-$N$ systems discussed above. We discuss how precursors are sensitive to the degree of the anisotropy in unitary space, while the time-evolution operators are not. We then consider two-qubit systems. As expected, at early times, complexity of the time-evolution unitary grows linearly with time. If we choose one-qubit gates to be easier and a Hamiltonian consisting of single qubit terms, then the complexity of a precursor is constant with time. However, if we take the two-qubit gates to be easier and a Hamiltonian consisting of two-qubit terms, we find that the complexity of precursors grows slowly at first, and then begins to grow linearly. Although this latter choice is unusual from a laboratory perspective, it gives a better model of the switchback effect. We use units where $\hbar = 1$ throughout.

Figure 3: Schematic of complexity geometry. The intrinsic curvature, described by the complexity metric, of the unitary manifold (red surface) covered by coordinate patch $(x^1, x^2)$ is visualized as extrinsic curvature in an embedding space. The blue line is the minimum-length path between the identity operator $I$ and the target unitary, $U_{\text{target}}$. 

\[ \text{Figure 3: Schematic of complexity geometry. The intrinsic curvature, described by the complexity metric, of the unitary manifold (red surface) covered by coordinate patch } (x^1, x^2) \text{ is visualized as extrinsic curvature in an embedding space. The blue line is the minimum-length path between the identity operator } I \text{ and the target unitary, } U_{\text{target}}. \]
2 Nielsen Complexity Geometry

We briefly review Nielsen complexity geometry which we will be using throughout [20–24]. Suppose that we have a system of \(N\) qubits, and a general unitary \(U\) in the group of unitaries that act on the \(N\) qubits, \(SU(2^N)\). Any such unitary, \(U\), can be parameterized by \(4^N - 1\) parameters \(x_1, x_2, \ldots, x_{4^N-1}\) indicating the extent of that unitary along each generator of \(SU(2^N)\). A general metric on this space of unitaries is given by

\[
ds^2 = \text{Tr}(idUU^\dagger T_I)\mathcal{I}_{IJ}\text{Tr}(idUU^\dagger T_J),
\]

where \(T_I\) is a generator of \(SU(2^N)\) (which later we will take to be a tensor product of Pauli matrices), and \(\mathcal{I}_{IJ}\) is the cost factor. We will take \(\mathcal{I}_{IJ}\) to be diagonal; hence, \(\mathcal{I}_{IJ}\) characterizes the ‘hardness’ of applying the generator \(T_I\). With the parametrization by coordinates, \(x^I\), the corresponding group element \(U \in SU(2^N)\) is given by

\[
U(x^I) = \exp(ix^IT_I).
\]

To find the complexity of a unitary, \(U_{\text{target}}\), we first need to solve the geodesic equation

\[
\frac{d^2x^I}{ds^2} = -\Gamma^I_{JK} \frac{dx^J}{ds} \frac{dx^K}{ds}
\]

subject to the boundary conditions

\[
U(x^I(s = 0)) = I, \quad U(x^I(s = 1)) = U_{\text{target}},
\]

where the \(\Gamma^I_{JK}\) are the usual Christoffel symbols for the Nielsen complexity metric 2.1. The complexity of our target unitary will then by given by the length of the minimal geodesic,

\[
C[U_{\text{target}}] = \int_0^1 \sqrt{g_{IJ} \frac{dx^I}{ds} \frac{dx^J}{ds}} ds,
\]

where \(g_{IJ}\) is the Nielsen complexity metric.

In the later sections, we generate random Hamiltonians satisfying certain conditions, and then compute the complexity of the time-evolution unitary and of precursors with Nielsen metric such that “easy” gates have a lower cost factor than “hard” gates. We will always take the Hamiltonian to be a sum of “easy” terms.

In our subsequent discussions, we will often have a target unitary and need to calculate its coordinates. Orthogonality of the \(SU(2^N)\) generators:

\[
\text{Tr}(T_IT_J) = 2^N \delta_{IJ},
\]

allows us to compute the coordinates of a unitary \(U_{\text{target}}\) via

\[
ix^I = 2^{-N} \text{Tr}(\log(U_{\text{target}})T_I).
\]

We can then numerically solve the geodesic equation, subject to the boundary conditions that the geodesic starts at the identity \((x^I = 0)\) and ends at the coordinates of the target
Figure 4: Complexity of a unitary time-evolution operator versus time for a one qubit system described in the main text. The complexity of this operator grows linearly with time, at least initially. The time axis is in units of seconds.

In this section, we consider complexity in a one-qubit system. Specifically, we consider the setup explored in [26], where the X- and Y-directions are considered “easy” and the Z-direction is considered “hard”. The Z-direction is taken to be 10 times harder than the X- and Y-directions.

First, we take our Hamiltonian to be a sum of the easy terms, explicitly,

\[ H = J_1 X + J_2 Y, \]

and consider the unitary time-evolution operator \( U(t) = e^{-iHt} \). We numerically solve the geodesic equations as described above for a sample Hamiltonian, and plot the complexity...
Figure 5: Complexity of a unitary time-evolution operator versus time for the one qubit system described in the main text. The complexity of this operator grows linearly with time, then linearly decreases to zero, at the Poincaré recurrence time. This process repeats itself indefinitely. The time axis is in units of seconds.

$C[U(t)]$ as a function of time in Figure 4. We use the values $J_1 = 0.4387 s^{-1}$, $J_2 = 0.3816 s^{-1}$, and $I_{XX} = I_{YY} = 0.1$, $I_{ZZ} = 1$. However, our answers for complexity will be equivalent for various classes of $J_i$. For the time-evolution operator, $U(t)$, for a fixed time $t$, the geodesic will lie in the isotropic subspace spanned by the $X$ and $Y$ directions. Hence, if we apply a rotation to $J_1, J_2$, the complexity will not change—the only thing that changes the complexity is an overall rescaling of $J_i$, which can absorbed into a rescaling of time $t$. A similar story applies for precursors, in that the complexity will be equivalent for various classes of choices of $J_i$ and $W_0$. See Appendix A for more details.

Initially, before any recurrence time, we see the complexity of $U(t)$ grows linearly with time, exactly as expected. However, as $t$ increases, there are topological obstructions or ‘conjugate points’ and the length of the shortest path from $I$ to $U(t)$ stops increasing. To illustrate this point with a concrete example, we plot the complexity of $U(t)$ for a larger range of time in Figure 5. The complexity initially grows linearly with time, until it reaches a maximum value, at time $t = \pi / \sqrt{J_1^2 + J_2^2}$. For our Hamiltonian, this occurs at $t = 5.4031 s$. We discuss this in more detail in Appendix A. It then starts to decrease linearly to zero, at which point it begins to increase linearly again. This process repeats itself indefinitely. This agrees with the qualitative behavior of the complexity of a one-qubit unitary obtained in [28]. These dips in the complexity are the one-qubit versions of Poincaré recurrences. As discussed in the introduction, in a system with $N$ degrees of freedom, we expect that the complexity will grow linearly up until a time that is $O(\exp(N))$. In our numerical work, we
will only be concerned with regimes well before the appearance of topological obstructions or conjugate points.

Now we consider a precursor, $W(t)$, which will be a time-evolved “easy” operator. In our one-qubit case, we will consider the operators

$$W(t) = e^{-iHt}Xe^{iHt}$$

and

$$W(t) = e^{-iHt}Ye^{iHt},$$

where we have chosen the normalization so that $\det W(t) = 1$ and $W(t) \in SU(2)$. We numerically solve the geodesic equations, and plot the complexity $C[W(t)]$ as a function of time in Figure 6, using the same parameters as Figure 4.

When $t = 0$, $W(t) = W_0$ is entirely along an easy direction. However, for nonzero $t$, we will of course have terms proportional to the commutator $[W_0, J_1X + J_2Y] \supset Z$, which is a hard direction. In this case, the hardness of $Z$ generates negative curvature in the complexity geometry and is somewhat reminiscent of the switchback effect for large-$N$ systems, as discussed above. That is, the precursor will be a sum of nested operators which are initially suppressed for small times, but become more important for large times. The nested commutators for the large-$N$ case generate terms that are very complex. Hence, the complexity is initially suppressed, and then begins to grow. Indeed, we see that the rate of growth of $C[W(t)]$ is somewhat suppressed for some time, and then it begins to grow linearly, though of course the difference between the two regimes is less stark than we expect in the large-$N$ case. Therefore, it appears that this negative-curvature model of one-qubit complexity is a very simple toy model of information scrambling.

To see the connection between negatively-curved geometry and the structure of the commutators more concretely, consider the following argument of Brown and Susskind [26]. Say that we have two “easy” directions, $O_1$ and $O_2$. Then the Baker-Campbell-Hausdorff
Figure 7: Complexity of a precursor operator versus time, for the one-qubit system described in the main text, for different choices of the operator $W_0$ for various penalty factors. The very lowest curves in each panel correspond to the plots shown in Figure 6. The time axis is in units of seconds. Note that there is a jump in the vertical axis.

The formula tells us the following:

$$e^{i\mathcal{O}_1 t} e^{i\mathcal{O}_2 t} = \exp \left[ i(\mathcal{O}_1 + \mathcal{O}_2)t - \frac{1}{2}[\mathcal{O}_1, \mathcal{O}_2]t^2 + \cdots \right].$$

We can think of the LHS as starting from the identity matrix $I$, and then traveling a distance $t$ in the $\mathcal{O}_1$ direction to a point $P$, and then a distance $t$ along the $\mathcal{O}_2$ to a point $Q$. The RHS is taking a path from the identity directly to the point $Q$. If the commutator $[\mathcal{O}_1, \mathcal{O}_2]$ is hard, then the length of the “hypotenuse” (the direct path from the identity matrix to the point $Q$) will be longer than what it would be in flat space. This is a generic property of negatively-curved geometries. On the other hand, if the commutator $[\mathcal{O}_1, \mathcal{O}_2]$ is easy, then the length of the “hypotenuse” will be shorter than what it would be in flat space. This is a property of positively curved spaces. Indeed, in the present setup, with $I_{XX} = I_{YY} = 0.1$, we can calculate, for example, the scalar curvature at the origin (the identity matrix), which is given by $\mathcal{R} = 10(8 - 20I_{ZZ})$ [26]. Hence, the (curvature of the) complexity geometry will be negative when the $Z$ gate is much harder than the other directions and positive when the $Z$ gate is easier.

Finally, we plot the complexity of the same precursors considered above (with the same Hamiltonian) with various penalty factors, in Figure 7. We can see that as we decrease the “easy” penalty factor relative to the hard one, the switchback effect becomes more pronounced, as expected. Indeed, for the case where both penalty factors are 1 (i.e., the metric is isotropic), the complexity is a constant as a function of time. We explain this last case in detail analytically in the next section. Therefore, we see explicitly that this
anisotropy in complexity space that generates the negative curvature is essential to the switchback-like behavior in precursor operators.

Hence, we see that precursors are a more sensitive probe of the complexity geometry, and in particular, the anisotropy, since their qualitative behavior is affected by the introduction of certain types of anisotropies, as we have shown. Indeed, the unitary time-evolution operator will be entirely in the easy subspace, and so will not be affected by this type of anisotropy.  

4 Hard Two-Qubit Gates, Easy One-Qubit Gates

Generally, when one introduces measures of complexity, gates that act on a small numbers of qubits are considered “easy,” while those that act on larger numbers of qubits are considered “hard.” Thus, when considering a model of circuit complexity for two-qubit systems, one expects that the natural choice is to assign gates that act non-trivially on both qubits a higher penalty factor than those that act on only one qubit. However, we will see in this section that this is not suitable as a model for the switchback effect. In fact, the reverse (i.e., assigning one-qubit gates a much larger penalty factor than their two-qubit counterparts) seems to be a geometry that much better illustrates the switchback effect. This latter model is discussed in the next section.

Consider a precursor operator in this model with a large cost factor for the two-qubit gates. In this case, our “local” Hamiltonian is one built out of easy, i.e., one-qubit operators. In general, it will take the form

\[ H = \sum_i \left( J_{1i} \sigma_i \otimes I + J_{2i} I \otimes \sigma_i \right). \]

We numerically solve the geodesic equations to calculate the complexity of the unitary time evolution operator \( U(t) \) corresponding to this type of Hamiltonian (using the geometry described previously). We plot the results in Figure 8. Explicitly, the cost factor will be taken to be 0.1 for one-qubit gates, and 1.0 for two-qubit gates. We use the following coefficients in the Hamiltonian:

\[ J_{1X} = 0.9390, \quad J_{1Y} = 0.8759, \quad J_{1Z} = 0.5502, \quad J_{2X} = 0.6225, \quad J_{2Y} = 0.5870, \quad J_{2Z} = 0.2077, \]

where each \( J_{ij} \) is given in units of \( s^{-1} \). We see that it is linear in time for early times, as expected.

Recall that a precursor takes the form

\[ W(t) = e^{-iHt} W_0 e^{iHt}, \]

where \( W_0 \) is an “easy” operator, a one-qubit operator in this case. As the Hamiltonian is a sum of commuting single-body terms we can clearly see that \( W(t) \) will also be a single-body operator as the evolution does not generate any operators on the second qubit. Say for

\[ ^1 \text{An explicit discussion of the different features of the Nielsen metric probed by precursor and time-evolution unitary complexity is given in appendix A.} \]
concreteness that $W_0 = iX \otimes I$ (the overall factor is chosen so that $W(t)$ has determinant 1). Then our precursor $W(t)$ becomes

$$W(t) = \exp \left( -i \sum_i (J_{1i} \sigma_i \otimes I + J_{2i} I \otimes \sigma_i) t \right) iX \otimes I \exp \left( i \sum_i (J_{1i} \sigma_i \otimes I + J_{2i} I \otimes \sigma_i) t \right)$$

$$= \exp \left( -i \sum_i (J_{1i} \sigma_i) t \right) iX \exp \left( -i \sum_i (J_{1i} \sigma_i) t \right) \otimes I.$$

(4.1)

As we are now only considering single-qubit operators, the matrix exponentials can be easily computed giving schematic form of (for example)

$$W(t) = \exp \left( i \sum_i \alpha_i \sigma_i \right) iX \exp \left( -i \sum_i \alpha_i \sigma_i \right)$$

$$= \left( \cos (\alpha) I + i \sum_i \hat{\alpha}_i \sigma_i \sin \alpha \right) iX \left( \cos (\alpha) I - i \sum_i \hat{\alpha}_i \sigma_i \sin \alpha \right),$$

(4.2)

where $\alpha \equiv \sqrt{\alpha_1^2 + \alpha_2^2 + \alpha_3^2}$, and $\hat{\alpha}_i \equiv \alpha_i / \alpha$, are $t$-dependent parameters. Using the identity

$$\sigma_i \sigma_j = I \delta_{ij} + i \epsilon_{ijk} \sigma_k,$$

we can show that $W(t)$ has no term proportional to the identity, since, by cyclicity of trace, $\text{Tr} W(t) = \text{Tr} W(0) = 0$. 

Figure 8: Complexity of a unitary time-evolution operator versus time with one-qubit gates being easier than two-qubit gates. The complexity of this operator grows linearly with time. The time axis is in units of seconds.
Figure 9: Complexity of a precursor operator versus time, with one-qubit gates being easier than two-qubit gates. In this case, $W_0 = iX \otimes I$. The complexity of the precursor is constant in time, as explained in the main text. The time axis is in units of seconds.

Therefore, for all time $t$, the precursor $W(t)$ will have no term proportional to the identity, since all the Pauli matrices are traceless. We can write $W(t)$ in the form

$$W(t) = \exp \left( i \sum_i \beta_i(t) \sigma_i \right).$$

We can expand this as

$$W(t) = \exp \left( i \sum_i \beta_i(t) \sigma_i \right) = \left( \cos (\beta(t)) I + i \sum_i \hat{\beta}_i(t) \sigma_i \sin (\beta(t)) \right),$$

where $\beta(t) \equiv \sqrt{\beta_1(t)^2 + \beta_2(t)^2 + \beta_3(t)^2}$, and $\hat{\beta}_i(t) \equiv \beta_i(t)/\beta(t)$.\(^2\)

Because $W(t)$ has no term proportional to the identity, we must have $\cos \beta = 0$ so that $\beta = \frac{\pi}{2}$ for all time. In this geometry, all one-qubit directions have the same cost, so we would expect that the complexity of the precursor will be constant throughout time. Once again, we solve the geodesic equations, and plot the complexity of $W(t)$ versus time in Figure 9. We see that $\mathcal{C}[W(t)]$ is constant with respect to time. (Note that this is exactly the same reason why the complexity of a precursor was constant in time for the one-qubit case with an isotropic metric discussed at the end of the last section.) Although we chose $W_0 = iX \otimes I$ for concreteness, the complexity of $W(t)$ will be constant in time for any choice of one-qubit operator $W_0$ with $\det W_0 = 1$, using the exact same logic as above.

\(^2\)See appendix A for an explicit calculation of $\beta_i(t)$. 
However, different choices of $W_0$ will result in different values for the complexity. Hence, this geometry is poorly-suited to model the switchback effect. Indeed, as discussed above, since the commutator of two “easy” directions is “easy,” the complexity geometry is not negatively-curved and we should not expect the precursor to display switchback-effect-like behavior.

We now turn to the other case (where the two-qubit gates have a lower cost factor than the one-qubit gates), which seems to be a better model of the switchback effect.

5 Easy Two-Qubit Gates, Hard One-Qubit Gates

In this section, we consider a geometry in which the two-qubit gates are “easy” while the one-qubit gates are “hard.” While this may seem counter-intuitive from the perspective of large-$N$ systems (where gates that act on a small number of qubits are easy), we shall see that the geometry that results from this choice seems to illustrate the switchback effect. In this case, the Hamiltonian will be a sum of “easy” terms,

$$H = \sum_{ij} J_{ij} \sigma_i \otimes \sigma_j.$$  

The unitary time-evolution operator is then $U(t) = \exp(-iHt)$. We solve the geodesic equation numerically, and use this to calculate the complexity $\mathcal{C}[U(t)]$. We plot the results in Figure 10, for Hamiltonian 1 in Table 1. The Hamiltonians in this table were found by

![Graph showing the complexity of a unitary time-evolution operator versus time with one-qubit gates being harder than two-qubit gates. The complexity of this operator grows linearly with time. The time axis is in units of seconds.](image)
randomly generating the nine two-qubit operator coefficients. As expected, the complexity grows linearly in time.

Recall that a precursor in this geometry will have the form

$$W(t) = e^{-iHt}W_0e^{iHt},$$

however now $W_0$, being “easy,” will of course act non-trivially on both qubits. At $t = 0$, this operator will only have non-zero coordinates in an “easy” direction. However, as we increase $t$, we will have terms in $W(t)$ that result from the commutator of terms in the Hamiltonian and $W_0$. In general, these will lead to terms that act non-trivially on only one qubit. For example, if $W_0 = -X \otimes X$, $[W_0, X \otimes Y]$ will be proportional to $I \otimes Z$, which is a “hard” gate. Note that this is a somewhat similar mechanism to what happens to the complexity of precursors in large-$N$ systems. As discussed above, this structure of the commutator (specifically that the commutator of two “easy” operators yields a “hard” operator) is a reflection of the negative curvature of unitary space that is a key component of switchback-like time evolution of precursor complexity. This should be contrasted with the situation above, where the “easy” gates were taken to be the one-qubit operators. In this case, the commutator of two “easy” gates is another “easy” gate. Therefore, even though physically (in, for example, a laboratory setting) this setup (in which two-qubit gates are taken to be easier than one-qubit) gates is not a good model of complexity, it is a good mathematical toy model of the switchback effect. In particular, once again, we see that the negative curvature is necessary to generate switchback-like behavior of precursor operator complexity.

When we calculate the complexity of $W(t)$ and plot the results as a function of time (see Figure 11), we see that for a brief initial period, the complexity grows slowly, and then it begins to grow much more rapidly, exactly as expected from the previous discussion. We do this calculation for the Hamiltonians given in Table 1. This behavior of complexity of precursors is very similar in form to the behavior of precursors in the usual systems with a much larger number of qubits [18, 19], suggesting that, qualitatively, the switchback effect is related to the generation of “hard” operators via commutators of “easy” operators and the role of large $N$ is simply to increase the number of “hard” operators relative to “easy” operators, sharpening the effect.

| $H_1$ | $J_{11}$ | $J_{12}$ | $J_{13}$ | $J_{21}$ | $J_{22}$ | $J_{23}$ | $J_{31}$ | $J_{32}$ | $J_{33}$ |
|-------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
|       | 0.1888  | 0.0012  | 0.3164  | 0.6996  | 0.6253  | 0.5431  | 0.4390  | 0.2874  | 0.5017  |
| $H_2$ |         |         |         |         |         |         |         |         |         |
|       | 0.9649  | 0.1576  | 0.9706  | 0.9572  | 0.4854  | 0.8003  | 0.1419  | 0.4218  | 0.9157  |
| $H_3$ |         |         |         |         |         |         |         |         |         |
|       | 0.7922  | 0.9595  | 0.6557  | 0.0357  | 0.8491  | 0.9340  | 0.6787  | 0.7577  | 0.7431  |
| $H_4$ |         |         |         |         |         |         |         |         |         |
|       | 0.3922  | 0.6555  | 0.1712  | 0.7060  | 0.0318  | 0.2769  | 0.0462  | 0.0971  | 0.8235  |

Table 1: Hamiltonians considered in the main text. Each row in the table corresponds to $H = \sum_{ij}J_{ij}\sigma_i \otimes \sigma_j$. Each $J_{ij}$ is in units of $s^{-1}$.
Figure 11: Complexity of a precursor operator versus time, with one-qubit gates being
harder than two-qubit gates for various choices of the operator $W_0$, as well as for various
choices of the Hamiltonian. The complexity of the precursor grows slowly at first, then
begins to grow linearly. This is a result of a switchback effect similar to the one seen in
systems with a large number of degrees of freedom. The time axis is in units of seconds.
Note that the overall factor is chosen so that $\det W(t) = 1$. 
6 Conclusions and Future Directions

In this paper, we have analyzed complexity of operators in one- and two-qubit systems, using Nielsen complexity geometry. This approach allows us to give a precise definition of operator complexity, and largely confirm our qualitative intuition for how this should behave. We have found that the unitary time-evolution operators grow linearly with time, as expected. It was also found that precursor operators grow more slowly at first, at least when we chose our “hard” and “easy” gates such that the resulting complexity geometry was negatively curved. For one-qubit systems, this occurred when we considered one of the three Pauli operators to be “hard,” and the other two to be “easy.” For two-qubit systems, to obtain negative curvature, we chose two-qubit gates to be “easy,” while considering their one-qubit counterparts to be “hard.” While this is somewhat counter-intuitive from, e.g., a laboratory point of view, this choice was necessary to generate negative curvature that is required to model many of the features of computational complexity.

There are several interesting ways in which our analysis could be extended, which we leave to future work. First of all, it would be worthwhile to try to extend these types of computations to larger numbers of qubits. In particular, it would be nice to consider a system of $N$ qubits, where the one- and two-qubit gates are much less difficult than gates acting on larger numbers of qubits, reflecting laboratory conditions. In this setting it is natural to consider two-qubit operators “easy” and commutators of “easy” operators will generate larger “hard” operators. As evidenced by our two-qubit calculations, the production of “hard” operators (one-qubit in that case) by commutators of “easy” operators seems to be an important ingredient needed to observe (qualitatively) the switchback effect. We therefore expect that the behavior of precursor complexity will look more and more like the behavior expected for the large-$N$ limit—very small complexity until the scrambling time, and then linear growth.

Furthermore, it would be interesting to analyze specific qubit models, especially those that are of interest from the gravity point of view, such as the SYK model. For, e.g., the SYK model, the scrambling time is expected to scale logarithmically with the number of degrees of freedom. Presumably, then, these calculations would show that the time at which linear growth starts also scales logarithmically with the number of degrees of freedom.

However, doing these calculations for a larger number of degrees of freedom means analyzing a much more complicated geometric space, the dimension of which scales exponentially in the number of qubits, which poses a considerable computational challenge.

We expect that future work analyzing these types of problems will continue to illuminate the connections between information, holography, gravity, and spacetime, and in particular illustrate how bulk data is encoded in information-theoretic quantities in its holographic boundary dual.
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A Parameterization of One-Qubit Operators and Recurrence Times

In this Appendix, we give an analytic discussion of the parameterization of one-qubit operators and of recurrence times for time-evolution operators. Much of our discussion here overlaps with that in [28]. A general single-qubit “easy” Hamiltonian in our setup may be described by a real three-dimensional vector

$$H = \sum_{i=1}^{2} J_i \sigma^i.$$ 

Accordingly, we may introduce the magnitude

$$J = \sqrt{\sum_{i=1}^{2} J_i^2}.$$ 

The time-evolution unitary is then

$$U(t) = \cos(Jt) - i \sin(Jt) \hat{J} \sigma^i$$

with $\hat{J} \equiv J_i/J$. This makes it clear that the recurrence time-scale of the system is $t_{rec} = 2\pi/J$. It is clear that the coordinates describing the time-evolution unitary are $x^I(t) = -J_I t$ for the easy directions, and $x^3 = 0$ for the hard direction, since we have $U(t) = \exp(-iJ_I \sigma^i t)$. This is certainly true for small times $t << t_{rec}$; however, at large times, we can see that our parameterization of $SU(2)$ ‘breaks down’.\(^4\) Thus we see that the unitary described by $x^I(t)$ is equivalent to that described by $\tilde{x}^I_n(t) = -J_I t_n$ with $t_n \equiv t + 2\pi n/J$, for $n \in \mathbb{Z}$, and $I \in \{1, 2\}$, $\tilde{x}^3_n = 0$. This is an example of a ‘topological obstruction’ discussed earlier.

It was shown in [28] that in the submanifold generated by easy directions, there are linear geodesics $\gamma_n$ between the identity and any point in the “easy” submanifold. These geodesics are described by coordinate functions of the parameter $s \in [0, 1]$: 

$$x^I_n(s; t) = -J_I \cdot t_n \cdot s,$$

for $I \in \{1, 2\}$, and $x^3_n(s; t) = 0$. It is clear from the metric in the space of unitaries, Eq 2.1, that the metric at the identity will be proportional to the cost factor, since our generators $T_I$ are orthogonal. The above solution solves the geodesic equation, so $s$ is an affine parameter, and therefore, the metric projected along the geodesic (expressed in terms of $s$) is a constant along the geodesic, since $x^I \propto s$. The geodesic passes through the identity, so the metric

\(^3\)In principle one should add a multiple of identity to $H$ to ensure it is positive definite; however, this will not be important for our discussion.

\(^4\)That this should happen is clear since, topologically, $SU(2) \sim S^3$ so it should be described by three angles, not an arbitrary three-dimensional vector. In geometric language, the coordinate chart, $x^I$, we have been using is really only valid for a subset of the $x^I$, not for $x^I \in \mathbb{R}^3$. 

\(- 18 -\)
on the one-dimensional space (the geodesic) is the metric projected onto the tangent vector of our geodesic, which we call \( h(s) \). This is

\[
h(s) = g_{IJ} \frac{dx^I}{ds} \frac{dx^J}{ds} = 4 \sum_{I=1}^{2} J^2_{II} \cdot (t_n)^2.
\]

The length of these geodesics in the Nielsen metric are therefore given by

\[
l(\gamma_n) = 2 \left( \sum_{I=1}^{2} J^2_{II} \cdot |t_n| \right),
\]

and minimizing over this family of geodesics gives the complexity

\[
C[U(t)] = 2 \sqrt{2 \sum_{I=1}^{2} J^2_{II} \cdot \min_{n \in \mathbb{Z}} |t + 2\pi n/J|}.
\]

It is clear from this formula that the complexity of the time-evolution unitary will have initial linear growth until \( t = \pi/J \) at which point it will decay linearly to zero and then the same curve will repeat with period \( 2\pi/J \). The geodesics with non-minimal \( n \) describe paths that ‘wind’ around the group many times before finally ending at the desired unitary.

The formula above for \( C[U(t)] \) shows us that the unitary complexity always grows linearly with time, and the only feature that is sensitive to the precise details of the complexity geometry is its slope. On the other hand, the qualitative behavior of the precursor complexity is sensitive to the precise details of the complexity metric.

We now briefly discuss precursor operators. We wish to discuss Pauli operators, however, these have determinant \(-1\) and thus are not in \( SU(2) \) so we choose to “re-phase by \( i \)” so that the operator \( \tilde{\sigma}^i = i\sigma^i \) is described by coordinates \( x^j = \frac{\pi}{2} \delta_{ji} \). Conjugation of \( \tilde{\sigma}^i \) by the time evolution unitary yields an operator that is rotated by angle \( 2Jt \) around the \( \hat{J} \) axis. Clearly this operator \( \tilde{\sigma}^i(t) \) is still described by coordinate vector \( x^j(t) \) of magnitude \( \pi/2 \).

The complexity of the precursor is given by the length of the geodesic from the identity to the vector \( x^j(t) \) in the Nielsen metric.

One finds that, for an initial operator \( W_0 = F_i \tilde{\sigma}^i \) (with \( |F|^2 = 1 \) for unitary) we find the coordinates of the precursor \( W(t) \) to be

\[
\beta^k(t) = \frac{\pi}{2} \left( \cos(2Jt)F_k + (1 - \cos(2Jt))(F_i\hat{J}_i)\hat{J}_k + \sin(2Jt)(\epsilon_{ijk}\hat{J}_iF_j) \right).
\]

As we mentioned in the main text, the complexity of precursors will be equivalent for large classes of \( J_i \) (corresponding to the Hamiltonian) and \( F_i \) (corresponding to the choice of \( W_0 \)). From the above equation, we see that the coordinates, \( \beta^k \), are a sum of three terms. The first two terms are only in the \( X \) and \( Y \) directions. The time dependence is always of the form \( Jt \), so any overall rescaling in \( J \) can be absorbed into a redefinition of the time parameter \( t \). The second term involves the dot product of \( \hat{J}_i \) and \( F_i \) so it only depends on the angle between \( F_i \) and \( J_i \). The third term is proportional to the cross product between \( \hat{J}_i \) and \( F_i \), so it is in the \( Z \) direction and again only depends on the angle between \( \hat{J}_i \) and \( F_i \). Therefore, since the sub-manifold generated by the \( X \) and \( Y \) directions is isotropic, up to a rescaling of time, the complexity of the precursor only depends on the angle between \( F_i \) and \( J_i \).
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