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Abstract: Inverse problems to reconstruct a solution of a time fractional diffusion-wave equation in a cylindrical domain are studied. The equation is complemented by initial and final conditions and partly given boundary conditions. Two cases are considered: (1) full boundary data on a lateral hypersurface of the cylinder are given, but the boundary data on bases of the cylinder are specified in a neighborhood of a final time; (2) boundary data on the whole boundary of the cylinder are specified in a neighborhood of the final time, but the cylinder is either a cube or a circular cylinder. Uniqueness of solutions of the inverse problems is proved. Uniqueness for similar problems in an interval and a disk is established, too.
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1. Introduction

Theoretical study of fractional differential equations that generalize mathematical models of various anomalous processes have been a focus of mathematicians in the last few decades. An example is the time fractional diffusion-wave equation \([1,2]\) that contains a fractional time derivative of the order \(\alpha \in (0, 1) \cup (1, 2)\) and comprises equations governing subdiffusion \((\alpha \in (0, 1)) [3–5]\) and fractional wave \((\alpha \in (1, 2)) [6–8]\) processes. The usual parabolic equation with time derivative of the integer order \(\alpha = 1\) lies between these two fractional cases.

Often, parameters of equations are a priori unknown. A common way to determine them is to solve inverse problems that use measurements of states of the processes. Depending on the practical situation, the state can be measured at interior or boundary points of a medium over the time \([2,9–12]\) or at fixed time moments over the space, e.g., at a final time \([13–16]\).

Inverse problems to reconstruct space-dependent parameters of fractional diffusion equations by means of final measurements have been studied in several papers. Many methods that are applicable to such problems in the usual integer case, such as the Fredholm alternative \([15]\), extremum principles \([17]\), Fourier method \([2,16,18–20]\), and Carleman estimates \([21]\), can be successfully adjusted to the fractional case.

Recently, the author of the present paper proved that a time-dependent factor \(f(t)\) of a source term in the fractional diffusion-wave equation is uniquely recovered by the final data \([22]\). A character of this problem in the fractional case essentially differs from that one in the integer case. The key feature is a behavior \(a t^\alpha\) of a kernel contained in formula of a Fourier coefficient of a state function. In the case \(\alpha = 1\), this kernel is exponentially decaying, but, in a fractional case \(\alpha \in (0, 1) \cup (1, 2)\), it admits a power-type asymptotic expansion. Assuming that \(f(t)\) is a priori known in a left neighborhood \((T - \delta, T)\) of the final moment \(T\), the aforementioned power-type expansion enables reduction of the
inverse problem to a moment problem and, in turn, establishment of the uniqueness of $f(t)$ for $t \in (0, T - \delta)$.

In this paper, we continue the study of inverse problems with time-dependent unknowns and over-specified final data. We consider two problems for the time fractional diffusion-wave equation in a cylindrical domain. In both problems, the initial and final conditions are given. In the first problem, the boundary conditions are prescribed for $t \in (0, T)$ on the lateral surface and for $t \in (T - \delta, T)$ on both bases. In the second problem, the boundary conditions are prescribed for $t \in (T - \delta, T)$ on the whole boundary, and the domain is either a cube or a circular cylinder.

From the physical viewpoint, such problems may arise when the regime of energy exchange between the domain and a surrounding medium is partly or fully unknown before the time value $T - \delta$.

We will prove that solutions of the mentioned problems are unique. As corollaries, we establish uniqueness for similar inverse problems on an interval and a disk, too. At the end of the paper, we briefly discuss some other questions: ill-posedness, open problems, etc.

Problems with final overdetermination and unknown boundary conditions are completely new and have not yet been studied neither in the fractional nor in the classical integer case.

2. Formulation of Problems

Let $\omega \subset \mathbb{R}^d$, $d \geq 1$, be an open bounded domain with the boundary $\partial \omega$ and $\Omega = \omega \times (0, 1)$. We use the following notation for points of $\Omega$ and their coordinates:

$$(x, y) \in \Omega, \ x = (x_1, \ldots, x_d) \in \omega, \ y \in (0, 1),$$

and the following abbreviated notation for partial derivatives:

$$\partial^m_{x_i} f(t, x, y) = \frac{\partial^m}{\partial x_i^m} f(t, x, y), \ \partial^m_{y} f(t, x, y) = \frac{\partial^m}{\partial y^m} f(t, x, y),$$

$$\partial^m f(t, x, y) = \frac{\partial^m}{\partial t^m} f(t, x, y), \ m \in \mathbb{N}.$$

In case $m = 1$, we omit the superscript $m$. Moreover, we denote the Laplace operators in $\Omega$ and $\omega$ as follows:

$$\Delta = \Delta_{\omega} + \Delta_{d}, \quad \Delta_{\omega} = \sum_{i=1}^{d} \partial_{x_i}^2.$$

Let $\alpha \in (0, 1) \cup (1, 2)$. Let $\lfloor \cdot \rfloor$ stand for the floor function and $q \in \mathbb{R}$. We consider the following time fractional diffusion-wave equation in the domain $\Omega$ (cf. References [1,22]):

$$D_t^{\alpha-\lfloor \alpha \rfloor} \left[ \partial_t^{\lfloor \alpha \rfloor} u - \partial_t^{\lfloor \alpha \rfloor} u |_{t=0} \right] (t, x, y) - (\Delta - q) u(t, x, y) = F(t, x, y),$$

$$(x, y) \in \Omega, \ t > 0.$$

Here, the symbol $D_t^\beta$ stands for the Riemann-Liouville fractional derivative of the order $\beta$ with respect to $t$ that is defined as follows:

$$D_t^\beta f(t) = \frac{d}{dt} \int_0^t (t - \tau)^{-\beta} f(\tau) d\tau, \ t > 0, \ 0 < \beta < 1.$$

We mention that the term $D_t^{\alpha-\lfloor \alpha \rfloor} \left[ \partial_t^{\lfloor \alpha \rfloor} u - \partial_t^{\lfloor \alpha \rfloor} u |_{t=0} \right]$ is the Caputo fractional derivative of the order $\alpha$ of $u$. Namely, in case $u$ is $\lfloor \alpha \rfloor + 1$ times differentiable with respect to $t$, this can be rewritten in the following form:

$$D_t^{\alpha-\lfloor \alpha \rfloor} \left[ \partial_t^{\lfloor \alpha \rfloor} u - \partial_t^{\lfloor \alpha \rfloor} u |_{t=0} \right] (t, x, y) = \int_0^t \frac{(t - \tau)^{\lfloor \alpha \rfloor - \alpha}}{\Gamma(\lfloor \alpha \rfloor - \alpha)} \partial_t^{\alpha} u(\tau, x, y) d\tau,$$
where the right-hand side contains the Caputo derivative in the usual form.

Let $T > 0$. We formulate the following (direct) problem for the function $u$:

$$
\begin{align}
D^\alpha_t [-x] [\partial_t^\alpha |u - \varphi|_I] (t,x,y) - (\Delta - q)u(t,x,y) &= F(t,x,y), \\
t & \in (0,T), \quad (x,y) \in \Omega,
\end{align}
$$

(1)

where $\varphi$ is a given function.

Here, $F, \varphi, j \in \{0; |\alpha|\}$, $h, g_0, g_1$ are given functions, and the boundary operators $B, B_0, B_1$ are defined as follows:

- either $B = I$ or $B = \partial_v + \gamma I$, $\gamma \geq 0$,

where $I$ is the unity operator, $v = v(x)$ is the outer normal vector of $\partial \Omega$ at $x \in \partial \Omega$,

$$
\partial_v = \sum_{i=1}^d v_i \partial x_i,
$$

and

- either $B_0 = I$, $B_1 = I$
- or $B_0 = I$, $B_1 = \partial_y + \gamma_1 I$, $\gamma_1 \geq 0$
- or $B_0 = \partial_y - \gamma_0 I$, $B_1 = \partial_y + \gamma_1 I$, $\gamma_0 \geq 0, \gamma_1 \geq 0$.

Now, let us proceed to inverse problems to reconstruct the function $u$ in case of partly given boundary data. Suppose that either the pair $g_0, g_1$ or the triplet $g_0, g_1, h$ of boundary functions is given only in the time subinterval $t \in (T - \delta, T)$, where $\delta$ is some number between 0 and $T$. In order to recover $u$, we assume the following final condition:

$$
u(T,x,y) = \psi(x,y), \quad (x,y) \in \Omega,
$$

(5)

where $\psi$ is a given function.

The corresponding inverse problems are as follows.

**IP1.** Find $u$ that satisfies (1), (2), (3), (5) and

$$
B_0 u(t,x,y)|_{y=0} = g_0(t,x), \quad B_1 u(t,x,y)|_{y=1} = g_1(t,x), \quad t \in (T - \delta, T), \quad x \in \omega.
$$

**IP2.** Find $u$ that satisfies (1), (2), (5) and

$$
u(t,x,y) = h(t,x,y), \quad t \in (T - \delta, T), \quad x \in \partial \Omega, \quad y \in (0,1),
$$

$$
B_0 u(t,x,y)|_{y=0} = g_0(t,x), \quad B_1 u(t,x,y)|_{y=1} = g_1(t,x), \quad t \in (T - \delta, T), \quad x \in \omega.
$$

We will prove the uniqueness of solutions of IP1 and IP2 in Sections 4 and 5, respectively (Theorems 1–3).

A method that we use in the analysis of IP2 requires additional restrictions on the domain $\Omega$. We will will study this problem in special cases when $\Omega$ is either a cube or a circular cylinder.

We will also extend the uniqueness results to inverse problems on an interval and a disk (Corollaries 1 and 2). Formulations of the latter problems are given right before the mentioned corollaries.

3. Preliminaries

3.1. Eigenvalues and Eigenfunctions

Let $(\mu_k, \nu_k)_{k \in K}$ be the set of solutions of the eigenvalue problem

$$
-(\Delta_d - q)v(x) = \mu v(x), \quad x \in \omega, \quad Bv|_{\partial \omega} = 0,
$$

(6)
where \( v_k, k \in \mathcal{K}, \) form a complete orthogonal system in \( L_2(\omega). \) We assume that the domain \( \omega \) is sufficiently regular to guarantee \( v_k \in H^2(\omega), \) \( k \in \mathcal{K}. \) For instance, this is the case if \( \partial \omega \in C^2 \) (Reference [23], Thm. 3.10). Another example of such an \( \omega \) is the hyperrectangle \( \omega = \prod_{j=1}^d (0, a_j), \) \( a_j > 0. \)

Although \( \mathcal{K} \) is countable, and it is possible to identify it with \( \mathbb{N}, \) in some cases below, it is more convenient to use other forms of \( \mathcal{K}. \)

Further, let \( (q_l, w_l)|_{l \in \mathbb{N}} \) be the solutions of the one-dimensional eigenvalue problem

\[
-w''(y) = q w(y), \quad y \in (0, 1), \quad B_0 w(0) = B_1 w(1) = 0,
\]

where \( w_l, l \in \mathbb{N}, \) form a complete orthogonal system in \( L_2(0, 1). \) We can specify \( q_l \) and \( w_l \) as follows:

\[
q_l = (l \pi)^2, \quad w_l(y) = \sin(l \pi y) \quad \text{in case} \quad B_0 = I, B_1 = I,
\]

\[
q_l = p_l^2, \quad w_l(y) = \sin(p_l y) \quad \text{in case} \quad B_0 = I, B_1 = \partial_y + \gamma_1 I,
\]

where \( p_l \) are positive solutions of \( p \cos p = -\gamma_1 \sin p; \)

\[
q_l = p_l^2, \quad w_l(y) = \cos(p_l y) + \gamma_0 y \sin(p_l y) \quad \text{in case} \quad B_0 = \partial_y - \gamma_0 I, B_1 = \partial_y + \gamma_1 I,
\]

where \( p_l \) are the nonnegative solutions of \( (\gamma_0 + \gamma_1)p \cos p = (p^2 - \gamma_0 \gamma_1) \sin p; \)

it holds that \( p_l \) \( \in \{(l - 1)\pi, l\pi\}. \)

(7)

We do not need to normalize the eigenfunctions \( v_k \) and \( w_l. \)

The quantities \( \lambda_{k,l} = \mu_k + q_l \) and \( v_{k,l}(x,y) = v_k(x)w_l(y), k \in \mathcal{K}, l \in \mathbb{N}, \) satisfy the eigenvalue problem

\[
-(\Delta - q)v(x,y) = \lambda v(x,y), \quad (x,y) \in \Omega,
\]

\[
Bv|_{\partial \omega \times (0,1)} = 0, \quad B_0 v|_{\omega \times \{0\}} = B_1 v|_{\omega \times \{1\}} = 0.
\]

The system \( v_{k,l}, k \in \mathcal{K}, l \in \mathbb{N}, \) is complete in \( L_2(\Omega). \)

3.2. Abstract Functional Spaces

Let \( X \) be a complex Banach space and \( G \subseteq \mathbb{R}. \) As usual, \( L_p(G; X), p \in [1, \infty] \) denotes the abstract Lebesgue space, i.e.,

\[
L_p(G; X) = \left\{ f : G \mapsto X : \int_G \| f(t) \|^p \| X \| dt < \infty \right\}, \quad 1 \leq p < \infty,
\]

\[
L_\infty(G; X) = \left\{ f : G \mapsto X : \text{ess sup}_{t \in G} \| f(t) \|_X < \infty \right\}.
\]

The space \( C(G; X) \) consists of functions that are continuous on \( G \) with values in \( X \) and

\[
C^n(G; X) = \left\{ f : G \mapsto X : f^{(i)} \in C(G; X), \quad i = 0, \ldots, n \right\}, \quad n \in \mathbb{N}.
\]

In addition, we introduce the spaces

\[
H^p_0((0,T); X) = \left\{ f|_{(0,T)} : f \in H^p_0(\mathbb{R}; X) \right\}, \quad p \in (1, \infty), s > 0,
\]

where

\[
H^p_s(\mathbb{R}; X) = \left\{ f \in L_p(\mathbb{R}; X) : \mathcal{F}^{-1}[\xi]^s \mathcal{F} f \in L_p(\mathbb{R}; X) \right\},
\]
and $\mathcal{F}$ denotes the Fourier transform with the argument $\tilde{\xi}$. Moreover, we define the following space:

$$
0H^2_p((0, T); X) = \{ f|_{(0, T)} : f \in H^2_p(\mathbb{R}; X), \text{supp} \ f \subseteq [0, \infty) \}.
$$

In case $X$ is the set of complex numbers, we omit it in the notations of $H^2_p$ and $0H^2_p$.

Next, we formulate a lemma that describes the domain of the operator $D^\beta_t$ in $L_p$.

**Lemma 1.** Let $X$ be a complex Hilbert space, $\beta \in (0, 1)$ and $p \in (1, \infty)$. The operator $D^\beta_t$ is a bijection from $0H^\beta_p((0, T); X)$ to $L_p((0, T); X)$ and its inverse is $t^{\beta-1}L^{\beta}_p \ast f$ (The function $t^{\beta-1}L^{\beta}_p \ast f$ is called the Riemann-Liouville fractional integral of the order $\beta$ of a function $f$).

Here, $\ast$ denotes the time convolution, i.e.,

$$
f_1 \ast f_2(t) = \int_0^t f_1(t-\tau)f_2(\tau)d\tau.
$$

Lemma 1 follows from Corollary 2.8.1 and discussions on p. 29 of Reference [24].

### 3.3. Formula for Fourier Coefficients of Solution of Direct Problem

**Lemma 2.** Let $\alpha \in (0, 1) \cup (1, 2)$, $f \in C^{[\alpha]}[0, T], f(j)(0) = 0, j \in \{0; [\alpha] \}$ and $f^{([\alpha])} \in 0H^\alpha_p(0, T)$ for some $p > 1$. Then,

$$
f(t) = e_{\alpha}(-\lambda t) \ast \left( D^\alpha_t f^{([\alpha])}(t) + \lambda f(t) \right), \quad t \in [0, T], \ \lambda \in \mathbb{R},
$$

(11)

where $e_{\alpha}$ is the $\alpha$-exponential function that is defined via the two-parametric Mittag-Leffler function $E_{\alpha, \alpha}$ as follows:

$$
e_{\alpha}(\lambda t) = t^{\alpha-1}E_{\alpha, \alpha}(\lambda t^\alpha).
$$

Formula (11) is deduced, e.g., in Example 42.2 of Reference [25]. It can also be derived by means of some relations available for Mittag-Leffler functions. Let us show this. Let us denote the right-hand side of (11) by RHS. Bringing the operator $\frac{d}{dt}$ from the term $D^\alpha_t f^{([\alpha])}$ in front of the convolution, using the formula $e_{\alpha}(-\lambda t) \ast \frac{t^{\alpha-1}}{\Gamma(\alpha)} = t^{\alpha-1}E_{\alpha, \alpha+1}(-\lambda t^\alpha)$ (see Reference [26], p. 61) with $\gamma = \alpha - [\alpha]$ and integrating by parts in case $[\alpha] = 1$, we have RHS $= \frac{d}{dt}\left( \frac{\lambda^\alpha}{\alpha} E_{\alpha, \alpha+1}(-\lambda^\alpha) \right) + \lambda e_{\alpha}(-\lambda t) \ast f(t)$.

Since $\frac{d}{dt}(1E_{\alpha, 2}(-\lambda^\alpha)) = E_{\alpha, 1}(-\lambda^\alpha)$ (this can be verified by means of the series representation $E_{\alpha, \beta}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha n + \beta)}$), we further have RHS $= \frac{d}{dt}(E_{\alpha, 1}(-\lambda^\alpha) \ast f(t)) + \lambda e_{\alpha}(-\lambda t) \ast f(t)$. Finally, using the relations $E_{\alpha, 1}(0) = 1$ and $\frac{d}{dt}E_{\alpha, 1}(-\lambda^\alpha) = -\lambda e_{\alpha}(-\lambda t)$, we obtain RHS $= f(t)$.

We will deal with solutions of the direct problem that belong to the following space:

$$
U_\alpha = \{ u \in C^{[\alpha]}([0, T]; L_2(\Omega)) : \exists p \in (1, \infty) : \quad u \in L_p((0, T); H^2(\Omega)), \ \partial_t^{[\alpha]}u - \partial_t^{[\alpha]}u_{\mid t=0} \in 0H^\alpha_p(0, T; L_2(\Omega)) \}.
$$

Then, the fractional derivative and Laplacian of $u$ in the Equation (1) are Lebesgue integrable functions, and $u$ has regular traces $u|_{\tau=0}, B_0u|_{\gamma=0}, B_1u|_{\gamma=1}$. Moreover, due to well-known trace theorems, $u \in U_\alpha$ implies that the data of the direct problem necessarily satisfy the conditions

$$
F \in L_p((0, T); L_2(\Omega)), \ \varphi_j \in L_2(\Omega), \ j \in \{0; [\alpha] \},
$$

$$
h \in L_p((0, T); L_2(\partial \omega \times (0, 1))), \ \varphi_0, \varphi_1 \in L_p((0, T); L_2(\omega)).
$$

(13)

(14)
In the next proposition, we deduce a formula for Fourier coefficients of the solution of (1)–(4) in the case the equation and initial conditions are homogeneous.

**Proposition 1.** Let \( \alpha \in (0, 1) \cup (1, 2) \). Let a function \( u \) belong to the space \( \mathcal{U}_\alpha \) and solve (1)–(4) with \( F = 0 \) and \( \varphi_j = 0 \), \( j \in \{0; [\alpha]\} \). Then,

\[
\begin{align*}
  u_{k,l}(t) &= e_\alpha(-\lambda_{k,l};t) \ast \left( (-1)^{\theta} \int_{\partial \omega} \delta^\theta y_k(x) h_l(t,x) dS \right) \\
  & \quad + (-1)^{\delta_0 + 1} w_1(\varphi_0)(0) g_{0;k}(t) + (-1)^{\delta_1} w_1(\varphi_1)(1) g_{1;k}(t), \quad t \in [0,T],
\end{align*}
\]

where

\[
\begin{align*}
  u_{k,l}(t) &= \langle u(t,\cdot,\cdot), v_{k,l} \rangle_{L^2(\Omega)}, \quad k \in \mathcal{K}, \ l \in \mathbb{N}, \\
  h_l(t,x) &= \langle h(t,x,\cdot), w_l \rangle_{L^2(0,1)}, \quad l \in \mathbb{N}, \\
  g_{0;k}(t) &= \langle g_0(t,\cdot), v_k \rangle_{L^2(\omega)}, \quad g_{1;k}(t) = \langle g_1(t,\cdot), v_k \rangle_{L^2(\omega)}, \quad k \in \mathcal{K},
\end{align*}
\]

\( \langle \cdot, \cdot \rangle_X \) denotes the inner product in a Hilbert space \( X \), \( dS \) is the element of \( \partial \omega \),

\[
\theta = \begin{cases} 
  1 & \text{in case } B = I \\
  0 & \text{in case } B = \partial_v + \gamma I
\end{cases}
\]

and

\[
(\theta_0, \theta_1) = \begin{cases} 
  (1,1) & \text{in case } B_0 = I, B_1 = I \\
  (1,0) & \text{in case } B_0 = I, B_1 = \partial_v + \gamma_1 I \\
  (0,0) & \text{in case } B_0 = \partial_v - \gamma_0 I, B_1 = \partial_v + \gamma_1 I.
\end{cases}
\]

**Proof.** Due to the assumption \( u \in \mathcal{U}_\alpha \) and (14), we have \( h_l \in L_p((0,T); L_2(\partial \omega)), g_{0;k}, g_{1;k} \in L_p(0,T) \). Therefore, the right-hand side of the Formula (15) is well-defined. Moreover, the functions \( u_{k,l} \) belong to \( C^{[\alpha]}[0,T] \) and satisfy \( u_{k,l}^{([\alpha])} \in H^0_{\partial v} - [\alpha](0,T) \). Taking the inner product of the Equation (1) with \( v_{k,l} \) in \( L^2(\Omega) \), \( k, l \in \mathbb{N} \), in case \( F = 0 \), we obtain

\[
D_t^{\alpha-[\alpha]} u_{k,l}^{([\alpha])}(t) - ((\Delta - q)u(t,\cdot,\cdot), v_{k,l})_{L^2(\Omega)} = 0, \quad t \in (0,T).
\]

This, in view of \( \Delta = \Delta_d + \partial_v^2 \) and \( \lambda_{k,l} = \mu_k + q_l \), transforms to

\[
D_t^{\alpha-[\alpha]} u_{k,l}^{([\alpha])}(t) + \lambda_{k,l} u_{k,l}(t) = \langle (\mu_k + \Delta_d - q)u(t,\cdot,\cdot), v_{k,l} \rangle_{L^2(\Omega)}
\]

\[
+ \langle (q_l + \partial_v^2)u(t,\cdot,\cdot), v_{k,l} \rangle_{L^2(\Omega)}, \quad t \in (0,T).
\]

Moreover, the assumption \( \varphi_j = 0 \), \( j \in \{0; [\alpha]\} \) implies \( u_{k,l}^{([j])}(0) = 0 \), \( j \in \{0; [\alpha]\} \). Thus, by means of Lemma 2, from (17), we obtain

\[
\begin{align*}
  u_{k,l}(t) &= e_\alpha(-\lambda_{k,l};t) \ast \left[ \langle (\mu_k + \Delta_d - q)u(t,\cdot,\cdot), v_{k,l} \rangle_{L^2(\Omega)} \\
  & \quad + \langle (q_l + \partial_v^2)u(t,\cdot,\cdot), v_{k,l} \rangle_{L^2(\Omega)} \right], \quad t \in [0,T].
\end{align*}
\]

In view of the Green's second identity and the relation \( (\mu_k + \Delta_d - q)v_k = 0 \), we have

\[
\begin{align*}
  \langle (\mu_k + \Delta_d - q)u, v_{k,l} \rangle_{L^2(\Omega)} &= \langle (\mu_k + \Delta_d - q)u, v_k w_l \rangle_{L^2(\Omega)} \\
  &= Q + \langle u, (\mu_k + \Delta_d - q)v_k w_l \rangle_{L^2(\Omega)} = Q,
\end{align*}
\]

where

\[
Q = \int_{\partial \omega} v_k(x) \int_0^1 \partial_v u(t,x,y) w_l(y) dy dS - \int_{\partial \omega} \partial_v v_k(x) \int_0^1 u(t,x,y) w_l(y) dy dS.
\]
Using the boundary conditions $Bu|_{(0,T)\times \partial \omega \times (0,1)} = h$ and $Bv_k|_{\partial \omega} = 0$, we obtain
\[
Q = -\int_{\partial \omega} \partial_t v_k(x) h_1(t,x) dS \quad \text{in case } B = I
\]
and
\[
Q = \int_{\partial \omega} v_k(x) \int_0^1 (\partial_t + \gamma I) u(t,x,y) w_l(y) dy dS \\
- \int_{\partial \omega} (\partial_t + \gamma I) v_k(x) \int_0^1 u(t,x,y) w_l(y) dy dS = \int_{\partial \omega} v_k(x) h_1(t,x) dS
\]
in case $B = \partial_t + \gamma I$.

Consequently,
\[
\langle (\mu_k + \Delta_d - q)u, v_{kl}\rangle_{L^2(\Omega)} = (-1)^{\delta} \int_{\partial \omega} \partial_t^\delta v_k(x) h_1(t,x) dS. \tag{19}
\]

By means of similar computations, we deduce
\[
\langle (q_1 + \partial_t^2)u, v_{kl}\rangle_{L^2(\Omega)} = (-1)^{\delta + 1} w_l^{(\delta)}(0) \varrho_{0_{kl}}(t) + (-1)^{\delta} w_l^{(\delta)}(1) \varrho_{1_{kl}}(t). \tag{20}
\]

Plugging (19) and (20) into (18), we obtain (15). \hfill \Box

**Remark 1.** In subsequent proofs of uniqueness of solutions of IP1 and IP2, we need the formula for Fourier coefficients of the solution of (1)–(4) only in the case $F = 0$, $\varphi_j = 0$, $j \in \{0, |\alpha|\}$. However, a corresponding formula in case of nonvanishing $F$ and $\varphi_j$ can be derived in a similar manner, with some additions.

### 3.4. Two Basic Lemmas

The analysis of IP1 and IP2 essentially uses two lemmas that we state below.

**Lemma 3.** Let $\alpha \in (0,1) \cup (1,2)$, $m \in \mathbb{N}$, $\delta \in (0,T)$ and a family of functions $G_K \in L_1(0,T-\delta)$, $K \in \mathbb{N}^m$, be bounded in $L_1(0,T-\delta)$. Moreover, let a function $\Lambda: \mathbb{N}^m \to \mathbb{R}$ be such that $\Lambda(K) \to \infty$ as $|K| \to \infty$, where $|K| = \sqrt{K_1^2 + \ldots + K_m^2}$, $K = (K_1, \ldots, K_m)$. Then, for any $N \in \mathbb{N}$,
\[
\int_0^{T-\delta} e_\alpha(-\Lambda(K);T-\tau) G_K(\tau) d\tau = \sum_{n=1}^{N} \frac{(-1)^n}{\Gamma(-na)} \int_0^{T-\delta} \frac{G_K(\tau) d\tau}{(T-\tau)^{na+1}} \frac{1}{\Lambda(K)^{n+1}} + O\left(\frac{1}{\Lambda(K)^{N+2}}\right) \quad \text{as } |K| \to \infty. \tag{21}
\]

**Proof.** The proof is based on the following expansion of the function $E_{a,a}$:
\[
E_{a,a}(-z) = \sum_{n=1}^{N} \frac{(-1)^n}{\Gamma(-na)} z^{na+1} + \hat{R}_N(z), \quad z > 0, \quad N \in \mathbb{N}, \tag{22}
\]
\[
\exists \hat{C}_N > 0 : |\hat{R}_N(z)| \leq \frac{\hat{C}_N}{z^{na+1}} \quad \text{for } z > \hat{C}_N \tag{23}
\]
(see Reference [27], Formula (1.8.28)). By the definition of $e_\alpha$, we have $e_\alpha(-\Lambda(K);T-\tau) = (T-\tau)^{a-1} E_{a,a}(-\Lambda(K)(T-\tau)^a)$. Therefore, by means of (22), we deduce
\[
\int_0^{T-\delta} e_\alpha(-\Lambda(K);T-\tau) G_K(\tau) d\tau = \sum_{n=1}^{N} \frac{(-1)^n}{\Gamma(-na)} \int_0^{T-\delta} \frac{G_K(\tau) d\tau}{(T-\tau)^{na+1}} \frac{1}{\Lambda(K)^{n+1}} + R_N(K)
\]
in case $\Lambda(K) > 0$, where
\[
R_N(K) = \int_0^{T-\delta} (T-\tau)^{n-1} \hat{R}_N(\Lambda(K)(T-\tau)^n)G_K(\tau)d\tau.
\]

Due to (23), it holds that
\[
|R_N(K)| \leq \frac{C_N}{\Lambda(K)^{N+2}} \int_0^{T-\delta} |G_K(\tau)| d\tau \leq \frac{C_N}{\Lambda(K)^{N+2}} \sup_{\tau \in \mathbb{R}} \|G_K\|_{L_1(0,T-\delta)}^{(N+1)\alpha+1},
\]
provided that $|K|$ is sufficiently large to guarantee that $\Lambda(K) > 2N\delta^{-\alpha}$. This proves (21). \(\square\)

**Lemma 4.** Let $\alpha \in (0,1) \cup (1,2)$, $g \in L_1(0,T-\delta)$ for some $\delta \in (0,T)$ and
\[
\frac{1}{\Gamma(-na)} \int_0^{T-\delta} g(\tau)d\tau = 0, \ n \in \mathbb{N}.
\]
Then, $g = 0$.

This lemma, in a bit more general case, was proved in paper [22], pp. 1688–1690. A sketch of the proof is as follows. There exist $n_0,n_1 \in \mathbb{N}$ such that $\frac{1}{\Gamma(-na)} \neq 0$ for $n = n_0 + n_1n'$, $n' \in \{0\} \cup \mathbb{N}$. The set of equalities $\frac{1}{\Gamma(-na)} \int_0^{T-\delta} \frac{g(\tau)d\tau}{(T-\tau)^{na+1}} = 0$ for $n = n_0 + n_1n'$ is transformed by the substitution $s = (T-\tau)^{-na}$ to $\int_a^b s^n g(s)ds = 0$, $n' \in \{0\} \cup \mathbb{N}$, where $a$ and $b$ are some numbers, and $\hat{g}$ is expressed in terms of $g$ by an explicit formula. This implies $\int_a^b P(s)\hat{g}(s)ds = 0$ for any polynomial $P$ and, due to the Weierstrass theorem, $\int_a^b Z(s)\hat{g}(s)ds = 0$ for any $Z \in C[a,b]$. This yields $\hat{g} = 0$ and, in turn, $g = 0$.

**4. Uniqueness for IP1**

We start this section with a technical lemma.

**Lemma 5.** The following relations are valid:
\[
w_0'(0) = l\pi, \ w_0'(1) = (-1)^i l\pi \quad \text{in case } B_0 = I, B_1 = I, \quad (25)
\]
\[
w_1'(0) = p_l, \ w_1(1) = \frac{(-1)^i + p_l}{\sqrt{\gamma_1^2 + p_l^2}} \quad \text{in case } B_0 = I, B_1 = \partial_y + \gamma_1 I, \quad (26)
\]
\[
w_1(0) = 1, \ w_1(1) = \frac{(-1)^i + 1}{\sqrt{\gamma_1^2 + p_l^2}} \quad \text{in case } B_0 = \partial_y - \gamma_0 I, B_1 = \partial_y + \gamma_1 I, \quad (27)
\]
where the numbers $p_l$ are defined in (9) and (10). In the special case $B_0 = \partial_y - \gamma_0 I, B_1 = \partial_y + \gamma_1 I, \gamma_0 = \gamma_1 = 0$, it holds that $p_l = 0$, and we equate the undetermined quotient $\frac{\gamma_0 + p_l}{\gamma_1 + p_l}$ with 1.

**Proof.** Formulas (25) immediately follow from (8). In case $B_0 = I, B_1 = \partial_y + \gamma_1 I$, from (9), we get $w_0'(0) = p_l$, $w_0(1) = \sin p_l$ and $\cot p_l = -\frac{\gamma_1}{p_l}$. Since $p_l \in ((1-i)\pi, l\pi)$, we obtain $w_0'(1) = (-1)^i \frac{1}{\cot p_l + 1} = \frac{(-1)^i + p_l}{\sqrt{\gamma_1^2 + p_l^2}}$. Finally, we consider the case $B_0 = \partial_y - \gamma_0 I, B_1 = \partial_y + \gamma_1 I$. If $\gamma_0 = \gamma_1 = 0$, then the Formulas (27) easily follow from (10). If $\gamma_0 + \gamma_1 > 0$, then, from (10), we get $w_0(0) = 1, w_0(1) = \cot p_l \sin p_l + \gamma_0 \sin p_l \cot p_l$ and $\cot p_l = \frac{p_l^2 - \gamma_0 \gamma_1}{(\gamma_0 + \gamma_1) p_l}$. 

Substituting \( \sin p_l \) by \((-1)^{l+1} \sqrt{\frac{1}{\cos^2 p_l} + 1} \) and \( \cot p_l \) by \( \frac{\sqrt{p_l^2 - \nu_0^2}}{\nu_0 + (1 + \nu_0) p_l} \) in the formula of \( w_l(1) \), after some computations, we arrive at

\[
w_l(1) = (-1)^{l+1} \sqrt{\frac{1}{\cos^2 p_l} + 1}.
\]

Now, we formulate and prove the uniqueness statement for IP1.

**Theorem 1.** Let \( \alpha \in (0, 1) \cup (1, 2) \) and \( u \in \mathcal{U}_k \) satisfy (1)–(3) with \( F = 0, \varphi_j = 0, j \in \{0; |\alpha| \} \), \( h = 0 \). Moreover, assume that

\[
B_0 u(t, x, y)|_{y=0} = 0, \quad B_1 u(t, x, y)|_{y=1} = 0, \quad t \in (T - \delta, T), \ x \in \omega,
\]

for some \( \delta \in (0, T) \) and

\[
u(T, x, y) = 0, \quad (x, y) \in \Omega.
\]

Then, \( u = 0 \).

**Proof.** Let us define the functions \( g_0 := B_0 u|_{(0, T) \times \omega \times \{0\}}, \ g_1 := B_1 u|_{(0, T) \times \omega \times \{1\}} \). Then, Proposition 1 implies that

\[
u_{k,l}(t) = e_\alpha (-\lambda_{k,l}; t) \ast \left( (-1)^{\theta_0 + 1} w_l^{(\theta_0)}(0) g_{0,k}(t) + (-1)^{\theta_1} w_l^{(\theta_1)}(1) g_{1,k}(t) \right),
\]

(28)

where \( \theta_0, \theta_1 \) are given by (16). It suffices to show that \( g_{0,k} = 0, g_{1,k} = 0, k \in \mathcal{K}, \) because then, from (28), we have \( \nu_{k,l} = 0, k \in \mathcal{K}, \ l \in \mathbb{N}, \) and, due to the completeness of the system \( \nu_{k,l} \), \( k \in \mathcal{K}, \ l \in \mathbb{N} \), in \( L_2(\Omega) \), we obtain \( u = 0 \).

So, let us choose \( k \in \mathcal{K} \) and prove that \( g_{0,k} = 0, g_{1,k} = 0 \). Since \( g_{0,k}|_{(T - \delta, T) \times \omega} = g_{1,k}|_{(T - \delta, T) \times \omega} = 0 \), we have \( g_{0,k}|_{(T - \delta, T)} = g_{1,k}|_{(T - \delta, T)} = 0 \). Moreover, by \( u(T, \cdot) = 0 \), it holds that \( \nu_{k,l}(T) = 0 \). From (28), we obtain the following relations:

\[
0 = \int_0^{T - \delta} e_\alpha (-\lambda_{k,l}; T - \tau) \times \left( (-1)^{\theta_0 + 1} w_l^{(\theta_0)}(0) g_{0,k}(\tau) + (-1)^{\theta_1} w_l^{(\theta_1)}(1) g_{1,k}(\tau) \right) d\tau, \ l \in \mathbb{N}.
\]

(29)

Firstly, let us consider the simplest case \( B_0 = I, B_1 = I \). Then, \( (\theta_0, \theta_1) = (1, 1) \) and by (25), the relation (29) transforms to

\[
\int_0^{T - \delta} e_\alpha (-\lambda_{k,l}; T - \tau) \left( g_{0,k}(\tau) + (-1)^{l+1} g_{1,k}(\tau) \right) d\tau = 0, \ l \in \mathbb{N}.
\]

Therefore,

\[
\int_0^{T - \delta} e_\alpha (-\lambda_{k,2i}; T - \tau) \left( g_{0,k}(\tau) - g_{1,k}(\tau) \right) d\tau = 0, \ i \in \mathbb{N},
\]

(30)

\[
\int_0^{T - \delta} e_\alpha (-\lambda_{k,2i-1}; T - \tau) \left( g_{0,k}(\tau) + g_{1,k}(\tau) \right) d\tau = 0, \ i \in \mathbb{N}.
\]

(31)

Since \( \lambda_{k,2i} = \mu_k + e_{2i} \to \infty \) as \( i \to \infty \) and \( g_{0,k} - g_{1,k} \) is independent of \( i \), we can apply Lemma 3 with the parameters \( K = i \) and \( \Lambda(K) = \lambda_{k,2i} \) to the integral in (30). Let us choose \( N \in \mathbb{N} \). We have

\[
\sum_{n=1}^N \frac{(-1)^n}{(n+1) \int_0^{T - \delta} \frac{g_{0,k}(\tau) - g_{1,k}(\tau)}{(T - \tau)^{n+1}} \frac{1}{\lambda_{k,2i}^{n+1}} = O\left( \frac{1}{\lambda_{k,2i}^n} \right) \text{ as } i \to \infty.
\]

(32)
Since coefficients of the terms \( \frac{1}{\Lambda_{k,2i}} \) in the left-hand side of (32) are constant in \( i \), (32) can only be valid if these coefficients vanish. Consequently,

\[
\frac{1}{\Gamma(-na)} \int_0^{T-\delta} \frac{\left( g_{0,k}(\tau) - g_{1,k}(\tau) \right)}{(T - \tau)^{na+1}} d\tau = 0 \quad (33)
\]

for any \( n = 1, \ldots, N \). Since \( N \in \mathbb{N} \) was chosen arbitrarily, (33) holds for any \( n \in \mathbb{N} \). Lemma 4 implies \( g_{0,k} - g_{1,k} = 0 \). Similarly, from (31), we deduce \( g_{0,k} + g_{1,k} = 0 \). Consequently, \( g_{0,k} = 0 \) and \( g_{1,k} = 0 \).

Secondly, we consider the case \( B_0 = \partial \gamma - \gamma_0 I, B_1 = \partial \gamma + \gamma_1 I \). Then, \( (\vartheta_0, \vartheta_1) = (0, 0) \), and, in view of (27) from (29), we get the relations

\[
\int_0^{T-\delta} e_a(-\lambda_{k,l}; T - \tau) \left( -g_{0,k}(\tau) + (-1)^{l+1}z_l g_{1,k}(\tau) \right) d\tau = 0, \quad l \in \mathbb{N},
\]

where \( z_l = \sqrt{\frac{\gamma^2 + p_l^2}{\gamma^2}} \). The sequence \( z_l, l \in \mathbb{N} \), is bounded. Therefore, the family of functions \( g_{0,k} + (-1)^{l+1}z_l g_{1,k} \), \( l \in \mathbb{N} \), is bounded in \( L_1(0, T - \delta) \). Let \( N \in \mathbb{N} \). Applying Lemma 3 with \( K = l, \Lambda(K) = \lambda_{k,l} \), we obtain

\[
\sum_{n=1}^N \frac{(-1)^n}{\Gamma(-na)} \int_0^{T-\delta} \frac{\left( g_{0,k}(\tau) + (-1)^{l+1}z_l g_{1,k}(\tau) \right)}{(T - \tau)^{na+1}} d\tau \frac{1}{\lambda_{k,l}^{n+1}} = O\left( \frac{1}{\lambda_{k,l}^{N+2}} \right) \quad \text{as} \quad l \to \infty. \quad (34)
\]

Let us prove by means of the mathematical induction that the following equalities

\[
\frac{1}{\Gamma(-na)} \int_0^{T-\delta} \frac{g_{0,k}(\tau)d\tau}{(T - \tau)^{na+1}} = 0, \quad \frac{1}{\Gamma(-na)} \int_0^{T-\delta} \frac{g_{1,k}(\tau)d\tau}{(T - \tau)^{na+1}} = 0 \quad (35)
\]

are valid for \( n = 1, \ldots, N \). To this end, we suppose that either \( \hat{n} = 1 \) or \( \hat{n} \in \{2; \ldots; N\} \) and (35) are valid for \( n = 1, \ldots, \hat{n} - 1 \). The aim is to show that, then, (35) holds for \( n = \hat{n} \), too.

According to the supposition, (34) transforms to

\[
\sum_{n=\hat{n}}^N \frac{(-1)^n}{\Gamma(-na)} \int_0^{T-\delta} \frac{\left( g_{0,k}(\tau) + (-1)^{l+1}z_l g_{1,k}(\tau) \right)}{(T - \tau)^{na+1}} d\tau \frac{1}{\lambda_{k,l}^{n+1}} = O\left( \frac{1}{\lambda_{k,l}^{N+2}} \right) \quad \text{as} \quad l \to \infty. \quad (36)
\]

Multiplying (36) by \( \lambda_{k,l}^{\hat{n}+1} \) and extracting the term \( n = \hat{n} \), we deduce

\[
\frac{1}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\left( g_{0,k}(\tau) + (-1)^l z_l g_{1,k}(\tau) \right)}{(T - \tau)^{\hat{n}a+1}} = O\left( \frac{1}{\lambda_{k,l}} \right) \quad \text{as} \quad l \to \infty.
\]

Now, we distinguish between the cases of even and odd \( l \). We have

\[
\frac{1}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\left( g_{0,k}(\tau) + z_{2l} g_{1,k}(\tau) \right)}{(T - \tau)^{\hat{n}a+1}} = O\left( \frac{1}{\lambda_{k,2l}} \right) \quad \text{as} \quad i \to \infty, \quad (37)
\]

\[
\frac{1}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\left( g_{0,k}(\tau) - z_{2l-1} g_{1,k}(\tau) \right)}{(T - \tau)^{\hat{n}a+1}} = O\left( \frac{1}{\lambda_{k,2l-1}} \right) \quad \text{as} \quad i \to \infty. \quad (38)
\]
Since \( p_l \to \infty \) as \( l \to \infty \), the number \( z_l = \sqrt{\frac{\mu_k + p_l^2}{\gamma_1^2 + p_l^2}} \) approaches 1 as \( l \to \infty \). Passing to the limit \( i \to \infty \) in (37) and (38), we obtain
\[
\frac{1}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\tilde{g}_{0,k}(\tau) \pm \tilde{g}_{1,k}(\tau)}{(T-\tau)^{\hat{n}a+1}} d\tau = 0.
\]

This implies (35) in case \( n = \hat{n} \). The induction is complete.

We have shown that (35) are valid for \( n = 1, \ldots, N \). Since \( N \in \mathbb{N} \) is arbitrary, (35) holds for any \( n \in \mathbb{N} \). Lemma 4 implies \( \tilde{g}_{0,k} = 0 \) and \( \tilde{g}_{1,k} = 0 \).

Finally, we deal with the case \( B_0 = I, B_1 = \partial_y + \gamma_1 I \). Then, \( (\theta_0, \theta_1) = (1,0) \), and, by means of (26) from (29), we obtain
\[
p_l \int_0^{T-\delta} e_a(-\lambda_{k,j}; T-\tau) \tilde{g}_{0,k}(\tau) d\tau + (-1)^{l+1} \tilde{c}_l \int_0^{T-\delta} e_a(-\lambda_{k,j}; T-\tau) \tilde{g}_{1,k}(\tau) d\tau = 0, \quad l \in \mathbb{N},
\]

(39)

where \( \tilde{c}_l = \frac{p_l}{\sqrt{\gamma_1^2 + p_l^2}} \). The addends at the left-hand side of (39) behave differently in the process \( l \to \infty \) because \( p_l \to \infty \) but \( \tilde{c}_l \) is bounded. Let us take \( N \in \mathbb{N} \) and apply Lemma 3 separately to both integrals in (39). Since \( \lambda_{k,j} = \mu_k + p_l^2 \), we obtain
\[
\sum_{n=1}^{N} \left[ \frac{(-1)^n}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\tilde{g}_{0,k}(\tau) d\tau}{(T-\tau)^{\hat{n}a+1}(\mu_k + p_l^2)^{n+1}} \frac{p_l}{\Gamma(-\hat{n}a)} + \frac{(-1)^n}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\tilde{g}_{1,k}(\tau) d\tau}{(T-\tau)^{\hat{n}a+1}(\mu_k + p_l^2)^{n+1}} \right] = O\left( \frac{p_l}{(\mu_k + p_l^2)^{N+2}} \right) \quad \text{as} \quad l \to \infty.
\]

Again, we use the induction to prove that the equalities (35) are valid for \( n = 1, \ldots, N \). We suppose that either \( \hat{n} = 1 \) or \( \hat{n} \in \{2, \ldots; N\} \) and (35) are valid for \( n = 1, \ldots, \hat{n} - 1 \). We have to show that, then, (35) holds for \( n = \hat{n}, \) too.

By the supposition, we have
\[
\sum_{n=\hat{n}}^{N} \left[ \frac{(-1)^n}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\tilde{g}_{0,k}(\tau) d\tau}{(T-\tau)^{\hat{n}a+1}(\mu_k + p_l^2)^{n+1}} \frac{p_l}{\Gamma(-\hat{n}a)} + \frac{(-1)^n}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\tilde{g}_{1,k}(\tau) d\tau}{(T-\tau)^{\hat{n}a+1}(\mu_k + p_l^2)^{n+1}} \right] = O\left( \frac{p_l}{(\mu_k + p_l^2)^{N+2}} \right) \quad \text{as} \quad l \to \infty.
\]

(40)

Multiplying (40) by \( \frac{(\mu_k + p_l^2)^{\hat{n}a+1}}{p_l} \) and expressing \( s_{\hat{n},1} \), we obtain \( s_{\hat{n},1} = O\left( \frac{1}{p_l} \right) \) as \( l \to \infty \). This yields \( s_{\hat{n},1} = 0 \) and
\[
\frac{1}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\tilde{g}_{0,k}(\tau) d\tau}{(T-\tau)^{\hat{n}a+1}} = 0.
\]

Then, multiplying (40) by \( \frac{(\mu_k + p_l^2)^{\hat{n}a+1}}{(-1)^{l+1} \tilde{c}_l} \) and taking the relation \( \tilde{c}_l \to 1 \) as \( l \to \infty \) into account, we deduce \( s_{\hat{n},2} = O\left( \frac{1}{p_l} \right) \) as \( l \to \infty \). Therefore, \( s_{\hat{n},2} = 0, \) and
\[
\frac{1}{\Gamma(-\hat{n}a)} \int_0^{T-\delta} \frac{\tilde{g}_{1,k}(\tau) d\tau}{(T-\tau)^{\hat{n}a+1}} = 0.
\]
We have shown that (35) is valid in case \( n = \hat{n} \). The induction is complete. We finish the proof as in the previous case. \( \square \)

As a corollary of Theorem 1, we deduce the uniqueness of a solution of an inverse problem in an interval. This problem consists in finding a function \( u(t,y) \) that satisfies the equation \( D_t^\alpha - \Delta u - q u = f(t,y) \) for \( t \in (0,T), y \in (0,1) \), the initial condition \( \partial_t^\alpha u(t,y)|_{t=0} = q(y) \) for \( y \in (0,1) \), \( j \in \{0; \lfloor \alpha \rfloor \} \), the partly given boundary conditions \( B_0 u(t,y)|_{y=0} = g_0(t), B_1 u(t,y)|_{y=1} = g_1(t) \) for \( t \in (T-\delta, T) \), and the final condition \( u(T,y) = \psi(y) \) for \( y \in (0,1) \).

**Corollary 1.** Let \( \alpha \in (0,1) \cup (1,2), u \in C^{[\alpha]}([0,T];L_2(0,1)) \) and \( \exists \rho \in (1,\infty) : u \in L_p((0,T);H^2(0,1)), \partial_t^\alpha u \in H^\rho_0^{[\alpha]}((0,T);L_2(0,1)) \). Assume that

\[
D_t^\alpha - \Delta u - q u = f(t,y) = 0, \quad t \in (0,T), \quad y \in (0,1),
\]

\[
\partial_t^\alpha u(t,y)|_{t=0} = 0, \quad y \in (0,1), \quad j \in \{0; \lfloor \alpha \rfloor \},
\]

\[
B_0 u(t,y)|_{y=0} = 0, \quad B_1 u(t,y)|_{y=1} = 0, \quad t \in (T-\delta, T)
\]

for some \( \delta \in (0,T) \) and

\[
u(t,y) = u(T,y) = 0, \quad y \in (0,1).
\]

Then, \( u = 0 \).

**Proof.** Let us define \( \tilde{u}(t,x,y) = u(t,y) \sin(\pi x), t \in [0,T], (x,y) \in \bar{\Omega}, \) where \( \bar{\Omega} = \omega \times (0,1) \), \( \omega = (0,1) \). Then, \( \tilde{u} \in U_s \),

\[
D_t^\alpha - \Delta \tilde{u}(t,x,y) - (\Delta - \tilde{q}) \tilde{u}(t,x,y) = 0, \quad t \in (0,T), \quad (x,y) \in \Omega,
\]

\[
\partial_t^\alpha \tilde{u}(t,x,y)|_{t=0} = 0, \quad (x,y) \in \Omega, \quad j \in \{0; \lfloor \alpha \rfloor \},
\]

\[
\tilde{u}(t,x,y) = 0, \quad t \in (0,T), \quad x \in \partial \omega, \quad y \in (0,1),
\]

\[
B_0 \tilde{u}(t,x,y)|_{y=0} = 0, \quad B_1 \tilde{u}(t,x,y)|_{y=1} = 0, \quad t \in (T-\delta, T), \quad x \in \omega,
\]

\[
\tilde{u}(T,x,y) = 0, \quad (x,y) \in \Omega,
\]

where \( \tilde{q} = q - \pi^2 \). Theorem 1 implies \( \tilde{u} = 0 \). Hence, \( u = 0 \). \( \square \)

5. **Uniqueness for IP2**

In this section, we consider IP2 in two cases: \( \Omega \) is a \( d + 1 \)-dimensional cube, and \( \Omega \) is a circular cylinder. For the sake of simplicity, we will be limited to problems with Dirichlet boundary conditions.

5.1. **\( d + 1 \)-Cube**

We are going to prove the uniqueness for IP2 when \( \Omega \) is the \( d + 1 \)-cube, i.e., \( \Omega = \omega \times (0,1) \), \( \omega = (0,1)^d \). The case of hyperrectangle \( \Omega = (0,a_1) \times \ldots \times (0,a_d) \times (0,1) \), \( a_j > 0 \), can be handled in a similar manner, with little modifications.

In case \( \omega = (0,1)^d \) and \( B = I \), the solution of the eigenvalue problem (6) reads

\[
\mu_k = (k_1 \pi)^2 + \ldots + (k_d \pi)^2 + q, \quad v_k(x) = \prod_{j=1}^d \sin(k_j \pi x_j),
\]

\[
k = (k_1, \ldots, k_d) \in K = \mathbb{N}^d.
\]
Theorem 2. Let $\alpha \in (0, 1) \cup (1, 2)$ and $\omega = (0, 1)^d$. Then, the following statement is valid. If a function $u \in \mathcal{U}_a$ satisfies (1) and (2) with $F = 0$, $\varphi_j = 0$, $j \in \{0; 1\}$, fulfills the conditions

$$u(t, x, y) = 0, \quad t \in (T - \delta, T), \ x \in \partial \omega, \ y \in (0, 1),$$

$$u(t, x, 0) = 0, \ u(t, x, 1) = 0, \ t \in (T - \delta, T), \ x \in \omega,$$

for some $\delta \in (0, T)$ and

$$u(T, x, y) = 0, \ (x, y) \in \Omega,$$

then $u = 0$.

Proof. By Proposition 1 and (25), we have

$$\langle u(t, \cdot, \cdot), v_k \rangle_{L^2(\Omega)} = e_a(-\lambda_k; t) * \left( - \int_{\partial \omega} \partial_t v_k(x) \langle u(t, x, \cdot), w_l \rangle_{L^2(0, 1)} dS \right) + \pi l \langle u(t, \cdot, 0), v_k \rangle_{L^2(\omega)} - (-1)^j \pi l \langle u(t, \cdot, 1), v_k \rangle_{L^2(\omega)} (42)$$

$$t \in [0, T], \ k \in \mathbb{N}_d^d, \ l \in \mathbb{N}.$$

Since $\Omega$ is the cube, it is reasonable to unify the notation in $x$ and $y$ directions. Therefore, we denote

$$x_{d+1} = y, \ k_{d+1} = l,$$

$$X = (x_1, \ldots, x_{d+1}), \ K = (k_1, \ldots, k_{d+1}), \ |K| = \sqrt{k_1^2 + \ldots + k_{d+1}^2},$$

$$V_k(X) = \prod_{j=1}^{d+1} \sin(k_j \pi x_j).$$

The relation (42) transforms to

$$\langle u(t, \cdot, \cdot), V_k \rangle_{L^2(\Omega)} = e_a(-\pi^2 |K|^2 - q; t)$$

$$* \left( - \int_0^1 \sin(k_{d+1} \pi x_{d+1}) \int_{\partial \omega} \partial_t \left[ \prod_{j=1}^d \sin(k_j \pi x_j) \right] u(t, x, x_{d+1}) dS d x_{d+1} \right)$$

$$+ k_{d+1} \pi \left[ \int_{\Omega} \prod_{j=1}^d \sin(k_j \pi x_j) u(t, x, 0) d x - (-1)^j \int_{\Omega} \prod_{j=1}^d \sin(k_j \pi x_j) u(t, x, 1) d x \right],$$

$$t \in [0, T], \ K \in \mathbb{N}_d^{d+1}.$$

Let us introduce the following notation for the traces of $u$ on the faces of $\Omega$:

$$h_0_j(t, x_1, \ldots, x_j-1, x_{j+1}, \ldots, x_{d+1}) = u(t, x_1, \ldots, x_j-1, 0, x_{j+1}, \ldots, x_{d+1}),$$

$$h_1_j(t, x_1, \ldots, x_j-1, x_{j+1}, \ldots, x_{d+1}) = u(t, x_1, \ldots, x_j-1, 1, x_{j+1}, \ldots, x_{d+1}),$$

$$j = 1, \ldots, d + 1,$$
and define the \( t \)-dependent functions

\[
h_{0,j_1,...,k_{j-1},k_{j+1},...,k_{d+1}}(t) = \int_{(0,1)^d} h_{0,j}(t,x_1,\ldots,x_{j-1},x_{j+1},\ldots,x_{d+1}) \\
\times \prod_{i \neq j}^d \sin(k_i \pi x_i) dx_1 \ldots dx_{j-1}dx_{j+1} \ldots dx_{d+1},
\]

(44)

\[
h_{1,j_1,...,k_{j-1},k_{j+1},...,k_{d+1}}(t) = \int_{(0,1)^d} h_{1,j}(t,x_1,\ldots,x_{j-1},x_{j+1},\ldots,x_{d+1}) \\
\times \prod_{i \neq j}^d \sin(k_i \pi x_i) dx_1 \ldots dx_{j-1}dx_{j+1} \ldots dx_{d+1},
\]

(45)

\[k_1, \ldots, k_{j-1}, k_{j+1}, \ldots, k_{d+1} \in \mathbb{N}, \quad j = 1, \ldots, d + 1.\]

Then,

\[
- \int_0^1 \sin(k_{d+1} \pi x_{d+1}) \int_{\partial \Omega^d} \partial_v \left[ \prod_{j=1}^d \sin(k_j \pi x_j) \right] u(t, x, x_{d+1}) dS x_{d+1} = 0.
\]

(46)

Plugging (46) into (43), we obtain

\[
\langle u(t, \cdot, \cdot), V_K \rangle_{L^2(\Omega)} = \epsilon_n(\pi^2 |K^2| - q; t) \\
\times \sum_{j=1}^{d+1} k_j \left( h_{0,j,k_1,\ldots,k_{j-1},k_{j+1},\ldots,k_{d+1}}(t) - (-1)^{k_j} h_{1,j,k_1,\ldots,k_{j-1},k_{j+1},\ldots,k_{d+1}}(t) \right),
\]

(47)

\[t \in [0, T], \quad K \in \mathbb{N}^{d+1}.\]

It suffices to prove that the family of functions (44) and (45) vanishes. Then, the assertion \( u = 0 \) follows.

In view of the assumptions of the theorem, all functions of the family (44) and (45) are equal to zero for \( t \in (T - \delta, T) \) and \( \langle u(T, \cdot, \cdot), V_K \rangle_{L^2(\Omega)} = 0 \). Consequently, from (47), we have

\[
0 = \sum_{j=1}^{d+1} k_j \int_0^{T-\delta} \epsilon_n(\pi^2 |K^2| - q; \tau - T) \\
\times \left( h_{0,j,k_1,\ldots,k_{j-1},k_{j+1},\ldots,k_{d+1}}(\tau) - (-1)^{k_j} h_{1,j,k_1,\ldots,k_{j-1},k_{j+1},\ldots,k_{d+1}}(\tau) \right) d\tau = 0, \quad K \in \mathbb{N}^{d+1}.
\]
Let $N \in \mathbb{N}$. Since the family $h_{0,j,k_{1},...,k_{j-1},k_{j+1},...,k_{d+1}} - (-1)^{k_{j}} h_{1,j,k_{1},...,k_{j-1},k_{j+1},...,k_{d+1}}$ is bounded in $L_{1}(0, T - \delta)$, by means of Lemma 3, we deduce

$$
\sum_{j=1}^{d+1} \sum_{n=1}^{N} a_{K,n,j} \frac{k_{j}}{(\pi^{2}|K|^{2} + q)^{n+1}} = \sum_{j=1}^{d+1} k_{j} O\left(\frac{1}{(\pi^{2}|K|^{2} + q)^{N+3/2}}\right)
= O\left(\frac{1}{(\pi^{2}|K|^{2} + q)^{N+3/2}}\right) \text{ as } |K| \to \infty,
$$

where

$$a_{K,n,j} = \left(\frac{-1}{\pi^{2}n^{2+a}}\right) \Gamma(-na) \prod_{k=1}^{d+1} \int_{0}^{T-\delta} \frac{h_{0,j,k_{1},...,k_{j-1},k_{j+1},...,k_{d+1}}(\tau) - (-1)^{k_{j}} h_{1,j,k_{1},...,k_{j-1},k_{j+1},...,k_{d+1}}(\tau)}{(T-\tau)^{na+1}} d\tau.
$$

Next, we will prove by the induction that following equalities are valid:

$$
\begin{align*}
\frac{1}{\Gamma(-na)} \int_{0}^{T-\delta} \frac{h_{0,j,k_{1},...,k_{j-1},k_{j+1},...,k_{d+1}}(\tau)}{(T-\tau)^{na+1}} d\tau &= 0, \\
\frac{1}{\Gamma(-na)} \int_{0}^{T-\delta} \frac{h_{1,j,k_{1},...,k_{j-1},k_{j+1},...,k_{d+1}}(\tau)}{(T-\tau)^{na+1}} d\tau &= 0
\end{align*}
$$

for any $j \in \{1; \ldots; d+1\}$, $k_{1}, k_{j-1}, k_{j+1}, \ldots, k_{d+1} \in \mathbb{N}$.

Where $n$ runs from 1 to $N$.

Suppose that either $\hat{n} = 1$ or $\hat{n} \in \{2; \ldots; N\}$ and (49) are valid for $n = 1, \ldots, \hat{n} - 1$. We have to show that, then, (49) holds for $n = \hat{n}$, too.

The supposition yields $a_{K,n,j} = 0$ for $j \in \{1; \ldots; d+1\}$, $K \in \mathbb{N}^{d+1}$, $n = 1, \ldots, \hat{n} - 1$. Hence, the relation (48) reduces to

$$
\sum_{n=\hat{n}}^{N} \sum_{j=1}^{d+1} a_{K,n,j} \frac{k_{j}}{(\pi^{2}|K|^{2} + q)^{n+1}} = O\left(\frac{1}{(\pi^{2}|K|^{2} + q)^{N+3/2}}\right) \text{ as } |K| \to \infty.
$$

Let us choose some $s \in \{1; \ldots; d+1\}$, multiply (50) by $\frac{(\pi^{2}|K|^{2} + q)^{n+1}}{k_{s}}$, and extract the addend $n = \hat{n}$, $j = s$. We obtain $a_{K,\hat{n},s} = O\left(\frac{1}{k_{s}}\right)$ as $k_{s} \to \infty$ for any fixed $k_{1}, k_{s-1}, k_{s+1}, \ldots, k_{d+1} \in \mathbb{N}$. This implies

$$
\frac{1}{\Gamma(-na)} \int_{0}^{T-\delta} \frac{h_{0,s,k_{1},...,k_{s-1},k_{s+1},...,k_{d+1}}(\tau) - (-1)^{k_{s}} h_{1,s,k_{1},...,k_{s-1},k_{s+1},...,k_{d+1}}(\tau)}{(T-\tau)^{na+1}} d\tau
= O\left(\frac{1}{k_{s}}\right) \text{ as } k_{s} \to \infty
$$

for any fixed $k_{1}, \ldots, k_{s-1}, k_{s+1}, \ldots, k_{d+1} \in \mathbb{N}$. Setting in (51) $k_{s} = 2i$ and $k_{s} = 2i - 1$ and letting $i \to \infty$, we reach the pair of relations

$$
\frac{1}{\Gamma(-na)} \int_{0}^{T-\delta} \frac{h_{0,s,k_{1},...,k_{s-1},k_{s+1},...,k_{d+1}}(\tau) - h_{1,s,k_{1},...,k_{s-1},k_{s+1},...,k_{d+1}}(\tau)}{(T-\tau)^{na+1}} d\tau
= 0
$$

for any $k_{1}, \ldots, k_{s-1}, k_{s+1}, \ldots, k_{d+1} \in \mathbb{N}$. Since $s \in \{1; \ldots; d+1\}$ is arbitrary, (52) implies (49) for $n = \hat{n}$. The induction is complete.

We have proven that (49) are valid for $n = 1, \ldots, N$. Since $N \in \mathbb{N}$ is arbitrary, (49) holds for all $n \in \mathbb{N}$. Lemma 4 implies that the functions (44) and (45) vanish. That is what we had to show. The theorem is proved. \(\square\)
5.2. Circular Cylinder

In this subsection, we will study IP2 when \( \Omega \) is the circular cylinder \( \Omega = \omega \times (0, 1), \) \( \omega = \{ x \in \mathbb{R}^2 : x_1^2 + x_2^2 < 1 \}. \)

So, let \( \omega = \{ x \in \mathbb{R}^2 : x_1^2 + x_2^2 < 1 \} \) and \( B = I. \) We define \( K = \mathbb{N}^2 \times \{1; 2\} \) and express the solution of the eigenvalue problem (6) as follows:

\[
\begin{align*}
\mu_k &= \frac{z_k^2}{\pi} + q, \quad v_k(x) = J_{k}(z_k r) \cos(k_1 \theta),\ k = (k_1, k_2, 1), \ k_1, k_2 \in \mathbb{N}, \\
\mu_k &= \frac{z_k^2}{\pi} + q, \quad v_k(x) = J_{k}(z_k r) \sin(k_1 \theta),\ k = (k_1, k_2, 2), \ k_1, k_2 \in \mathbb{N}, \\
x &= (r \cos \theta, r \sin \theta), \ 0 \leq r \leq 1, -\pi < \theta \leq \pi,
\end{align*}
\]

where \( J_{k_1} \) is the Bessel function of the first kind of the order \( k_1, \) and \( z_{k_1,k_2} \) is the \( k_2 \)-s positive root of \( J_{k_1} \).

**Lemma 6.** The relations

\[
\begin{align*}
z_{k_1,k_2} &= \pi \left( k_2 + \frac{k_1}{2} - \frac{1}{4} \right) + O\left( \frac{1}{k_2} \right) \quad \text{as} \ k_2 \to \infty, \tag{54} \\
\frac{d}{dr} J_{k_1}(z_{k_1,k_2} r) |_{r=1} &= \sqrt{\frac{2 z_{k_1,k_2}}{\pi}} \left( -1 \right) k_2 + O\left( \frac{1}{k_2} \right) \quad \text{as} \ k_2 \to \infty \tag{55}
\end{align*}
\]

are valid for any fixed \( k_1 \in \mathbb{N}. \)

**Proof.** For (54), we refer to [28], p. 506. Let us prove (55). Using the recurrence formula \( J'_{k_1}(z) = \frac{1}{2} (J_{k_1-1}(z) - J_{k_1+1}(z)) \) (see Reference [28], p. 45) and the asymptotic relation \( J_{k_1}(z) = \sqrt{\frac{2 z_{k_1}}{\pi}} \cos(z - \frac{k_1 \pi}{2} - \frac{\pi}{4}) + O\left( \frac{1}{z} \right) \) as \( z \to +\infty \) (see Reference [28], p. 199), we deduce

\[
J'_{k_1}(z) = -\sqrt{\frac{2}{\pi z}} \left[ \sin\left( z - \frac{k_1 \pi}{2} - \frac{\pi}{4} \right) + O\left( \frac{1}{z} \right) \right] \quad \text{as} \ z \to +\infty.
\]

Thus, taking (54) into account, we obtain

\[
\begin{align*}
\frac{d}{dr} J_{k_1}(z_{k_1,k_2} r) |_{r=1} &= J'_{k_1}(z_{k_1,k_2} r) |_{r=1} z_{k_1,k_2} \\
&= -z_{k_1,k_2} \sqrt{\frac{2}{\pi z_{k_1,k_2}}} \left[ \sin\left( z_{k_1,k_2} - \frac{k_1 \pi}{2} - \frac{\pi}{4} \right) + O\left( \frac{1}{k_2} \right) \right] \\
&= -\sqrt{\frac{2 z_{k_1,k_2}}{\pi}} \left[ \sin\left( k_2 \pi - \frac{\pi}{2} + \epsilon_{k_2} \right) + O\left( \frac{1}{k_2} \right) \right] \quad \text{as} \ k_2 \to \infty,
\end{align*}
\]

where \( \epsilon_{k_2} = O\left( \frac{1}{k_2} \right). \) Applying the mean value theorem we have

\[
\sin\left( k_2 \pi - \frac{\pi}{2} + \epsilon_{k_2} \right) = \sin\left( k_2 \pi - \frac{\pi}{2} \right) + \cos(\xi_{k_2}) \epsilon_{k_2} = (-1)^{k_2 - 1} + O\left( \frac{1}{k_2} \right),
\]

where \( \xi_{k_2} \) lies between \( k_2 \pi - \frac{\pi}{2} \) and \( k_2 \pi - \frac{\pi}{2} + \epsilon_{k_2}. \) Using this in (56), we obtain (55). □

**Theorem 3.** Let \( \alpha \in (0, 1) \cup (1, 2) \) and \( \omega = \{ x \in \mathbb{R}^2 : x_1^2 + x_2^2 < 1 \}. \) Then, the statement of Theorem 2 is valid.
**Proof.** Let us define \( h := u|_{(0,T) \times \partial\omega \times (0,1)}, \, \delta 0 := u|_{(0,T) \times \omega \times \{0\}}, \, \delta 1 := u|_{(0,T) \times \omega \times \{1\}}. \) Then, in view of Proposition 1, we have
\[
\begin{align*}
    u_{k,l}(t) &= e_a(-\lambda_{k,l}; t) \ast \left(-\int_{\partial \omega} \partial_v v_k(x) h_l(t, x) dS \right. \\
    & \quad + \pi l \, \delta_{0,k}(t) - (-1)^l \pi l \, \delta_{1,k}(t) \bigg), \quad t \in [0, T], \quad k \in K, \, l \in \mathbb{N}.
\end{align*}
\]
(57)

By (53), we have
\[
\begin{align*}
    \partial_v v_k(x) &= \frac{d}{dr} l_k(z_{k_1, k_2}^r)|_{r=1} \cos(k_1 \theta), \quad k = (k_1, k_2, 1), \\
    \partial_v v_k(x) &= \frac{d}{dr} l_k(z_{k_1, k_2}^r)|_{r=1} \sin(k_1 \theta), \quad k = (k_1, k_2, 2)
\end{align*}
\]
for \( x = (\cos \theta, \sin \theta), \theta \in (-\pi, \pi). \) Let us define
\[
\begin{align*}
    \hat{h}_1(t, \theta) &= h_1(t, \cos \theta, \sin \theta), \quad \theta \in (-\pi, \pi), \\
    h_{k_1,1,l}(t) &= \int_{-\pi}^{\pi} \hat{h}_1(t, \theta) \cos(k_1 \theta) d\theta, \quad h_{k_1,2,l}(t) = \int_{-\pi}^{\pi} \hat{h}_1(t, \theta) \sin(k_1 \theta) d\theta.
\end{align*}
\]
(59)

Then, we obtain
\[
\int_{\partial \omega} \partial_v v_k(x) h_l(t, x) dS = \frac{d}{dr} l_k(z_{k_1, k_2}^r)|_{r=1} h_{k_1, \sigma,l}(t),
\]
\[k = (k_1, k_2, \sigma) \in \mathbb{N}^2 \times \{1; 2\}, \, l \in \mathbb{N}.
\]
(60)

Thus, from (57), we have
\[
\begin{align*}
    u_{k,l}(t) &= e_a(-\lambda_{k,l}; t) \ast \left(-\frac{d}{dr} l_k(z_{k_1, k_2}^r)|_{r=1} h_{k_1, \sigma,l}(t) \right. \\
    & \quad + \pi l \, \delta_{0,k}(t) - (-1)^l \pi l \, \delta_{1,k}(t) \bigg), \quad t \in [0, T], \\
    & \quad k = (k_1, k_2, \sigma) \in \mathbb{N}^2 \times \{1; 2\}, \, l \in \mathbb{N}.
\end{align*}
\]
(61)

We will show that \( h_{k_1, \sigma,l} = 0, \delta_{0,k} = 0, \delta_{1,k} = 0 \) for \( k = (k_1, k_2, \sigma) \in \mathbb{N}^2 \times \{1; 2\}, \, l \in \mathbb{N}. \) This proves \( u = 0. \)

Since \( h_{k_1, \sigma,l}(t) = 0, \delta_{0,k}(t) = 0 \) and \( \delta_{1,k} = 0 \) for \( t \in (T - \delta, T), \) \( u_{k,l}(T) = 0 \) and \( \lambda_{k,l} = z_{k_1, k_2}^2 + \pi^2 l^2 + q, \) (61) gives
\[
\begin{align*}
    0 &= -\frac{d}{dr} l_k(z_{k_1, k_2}^r)|_{r=1} \int_0^{T-\delta} e_a(z_{k_1, k_2}^2 - \pi^2 l^2 - q; T - \tau) h_{k_1, \sigma,l}(\tau) d\tau \\
    & \quad + \pi l \int_0^{T-\delta} e_a(-z_{k_1, k_2}^2 - \pi^2 l^2 - q; T - \tau) \left(\delta_{0,k}(\tau) - (-1)^l \delta_{1,k}(\tau)\right) d\tau,
\end{align*}
\]
\[k = (k_1, k_2, \sigma) \in \mathbb{N}^2 \times \{1; 2\}, \, l \in \mathbb{N}.
\]
(62)

Let us choose some \( N \in \mathbb{N}. \) Since the families \( h_{k_1, \sigma,l} \) and \( \delta_{0,k} - (-1)^l \delta_{1,k} \) are bounded in \( L^1(0, T - \delta) \) and \( z_{k_1, k_2} \to \infty \) as \( k_2 \to \infty \) (see (54)), Lemma 3 with \( K = (k_2, l) \) implies the relation
\[
\sum_{n=1}^{N} \left[ b_{k_1, \sigma,n} \frac{d}{dr} l_k(z_{k_1, k_2}^r)|_{r=1} \left(\frac{1}{(z_{k_1, k_2}^2 + \pi^2 l^2 + q)^{n+1}} \right) + c_{k_1, k_2, \sigma,l,n} \frac{\pi l}{(z_{k_1, k_2}^2 + \pi^2 l^2 + q)^{n+1}} \right] = \frac{d}{dr} l_k(z_{k_1, k_2}^r)|_{r=1} 0 \left(\frac{1}{(z_{k_1, k_2}^2 + \pi^2 l^2 + q)^{N+2}} \right) + \text{IO} \left(\frac{1}{(z_{k_1, k_2}^2 + \pi^2 l^2 + q)^{N+2}} \right)
\]
as \( k_2^2 + l^2 \to \infty
\]
(63)
for any fixed \(k_1 \in \mathbb{N}\) and \(\sigma \in \{1; 2\}\), where

\[
\begin{align*}
    b_{k_1,\sigma,l,n} & = -\frac{(-1)^n}{\Gamma(-n\alpha)} \int_0^{T-\delta} \frac{h_{k_1,\sigma,l}(\tau)}{(T-\tau)^{n\alpha+1}} \, d\tau, \\
    c_{k_1,k_2,\sigma,l,n} & = \frac{(-1)^n}{\Gamma(-n\alpha)} \int_0^{T-\delta} \frac{\left(\frac{g_{0,k}(\tau)}{\delta_{1,k}(\tau)} - (-1)^l \frac{g_{1,k}(\tau)}{\delta_{1,k}(\tau)}\right)}{(T-\tau)^{n\alpha+1}} \, d\tau.
\end{align*}
\]

With the help of Lemma 6, we transform (63) to

\[
\sum_{n=1}^{N} \left[ b_{k_1,\sigma,l,n} \frac{d}{dt} h_k(z_{k_1,k_2}) \right]_{r=1} \frac{\pi l}{(z_{k_1,k_2} + \pi^2 l^2 + q)^{n+1}} + c_{k_1,k_2,\sigma,l,n} \frac{\pi l}{(z_{k_1,k_2} + \pi^2 l^2 + q)^{n+1}} = O \left( \frac{1}{(z_{k_1,k_2} + \pi^2 l^2 + q)^{N+3/2}} \right) \text{ as } k_2^2 + l^2 \to \infty
\]

(64)

for any fixed \(k_1 \in \mathbb{N}\) and \(\sigma \in \{1; 2\}\).

As in previous proofs, we use the induction. We will show that the following equalities are valid for \(n = 1, \ldots, N\):

\[
\begin{align*}
    & \frac{1}{\Gamma(-n\alpha)} \int_0^{T-\delta} \frac{h_{k_1,\sigma,l}(\tau)}{(T-\tau)^{n\alpha+1}} \, d\tau = 0, \\
    & \frac{1}{\Gamma(-n\alpha)} \int_0^{T-\delta} \frac{\delta_{0,k}(\tau)}{(T-\tau)^{n\alpha+1}} \, d\tau = 0, \\
    & \frac{1}{\Gamma(-n\alpha)} \int_0^{T-\delta} \frac{\delta_{1,k}(\tau)}{(T-\tau)^{n\alpha+1}} \, d\tau = 0,
\end{align*}
\]

(65)

\[
k = (k_1, k_2, \sigma) \in \mathbb{N}^2 \times \{1; 2\}, \ l \in \mathbb{N}.
\]

Suppose that either \(\hat{n} = 1\) or \(\hat{n} \in \{2; \ldots; N\}\) and (65) are valid for \(n = 1, \ldots, \hat{n} - 1\). We have to show that, then, (65) holds for \(n = \hat{n}\), too.

Due to the supposition from (63) we have

\[
\sum_{n=\hat{n}}^{N} \left[ b_{k_1,\sigma,l,n} \frac{d}{dt} h_k(z_{k_1,k_2}) \right]_{r=1} \frac{\pi l}{(z_{k_1,k_2} + \pi^2 l^2 + q)^{n+1}} + c_{k_1,k_2,\sigma,l,n} \frac{\pi l}{(z_{k_1,k_2} + \pi^2 l^2 + q)^{n+1}} = O \left( \frac{1}{(z_{k_1,k_2} + \pi^2 l^2 + q)^{N+3/2}} \right) \text{ as } k_2^2 + l^2 \to \infty
\]

(66)

for any fixed \(k_1 \in \mathbb{N}\) and \(\sigma \in \{1; 2\}\). Multiplying (66) by \(\frac{(z_{k_1,k_2} + \pi^2 l^2 + q)^{n+1}}{\pi l}\) and taking Lemma 6 into account, we obtain \(b_{k_1,\sigma,l,\hat{n}} = O\left(\frac{1}{\sqrt{z_{k_1,k_2}}}\right)\) as \(k_2 \to \infty\) for any fixed \(l \in \mathbb{N}, k_1 \in \mathbb{N}\) and \(\sigma \in \{1; 2\}\). Passing to the limit \(k_2 \to \infty\), we have \(b_{k_1,\sigma,l,0} = 0\) for any \(l \in \mathbb{N}, k_1 \in \mathbb{N}\) and \(\sigma \in \{1; 2\}\). Therefore, the first equality in (65) holds for \(n = \hat{n}\). Next, let us multiply (66) by \(\frac{(z_{k_1,k_2} + \pi^2 l^2 + q)^{n+1}}{\pi l}\). Then, we deduce \(c_{k_1,k_2,\sigma,l,\hat{n}} = O\left(\frac{1}{l}\right)\) as \(l \to \infty\) for any fixed \(k_1, k_2 \in \mathbb{N}\) and \(\sigma \in \{1; 2\}\). Therefore,

\[
\frac{1}{\Gamma(-\hat{n}\alpha)} \int_0^{T-\delta} \frac{\left(\frac{g_{0,k}(\tau)}{\delta_{1,k}(\tau)} - (-1)^l \frac{g_{1,k}(\tau)}{\delta_{1,k}(\tau)}\right)}{(T-\tau)^{n\alpha+1}} \, d\tau = O\left(\frac{1}{l}\right) \text{ as } l \to \infty
\]

for any fixed \(k_1, k_2 \in \mathbb{N}\) and \(\sigma \in \{1; 2\}\). Passing to the limit \(l \to \infty\) separately for even and odd \(l\), we obtain

\[
\frac{1}{\Gamma(-\hat{n}\alpha)} \int_0^{T-\delta} \frac{\left(\frac{g_{0,k}(\tau) \mp g_{1,k}(\tau)}{\delta_{1,k}(\tau)}\right)}{(T-\tau)^{n\alpha+1}} \, d\tau = 0
\]
for any $k = (k_1, k_2, \sigma) \in \mathbb{N}^2 \times \{1; 2\}$. This implies the second and third equalities in (65) for $n = \tilde{h}$. The induction is complete.

We have proven that (65) is valid in case $n \in \{1; \ldots; N\}$. Since $N \in \mathbb{N}$ is arbitrary, (65) is valid for all $n \in \mathbb{N}$. Lemma 4 implies the desired relations $h_{k_1, \sigma, l} = 0, g_{0; k} = 0, g_{1; k} = 0, k = (k_1, k_2, \sigma) \in \mathbb{N}^2 \times \{1; 2\}, l \in \mathbb{N}$. The theorem is proved. \(\square\)

At this stage, we established the uniqueness of a solution of an inverse problem on the disk $\omega = \{x \in \mathbb{R}^2 : x_1^2 + x_2^2 < 1\}$. This problem requires to find a function $u(t, x)$ that satisfies the equation

$$D_t^{\alpha - |x|} \left[ \partial_t^{[\alpha]} u - \varphi_{[\alpha]} \right] (t, x) - (\partial_{x_1}^2 + \partial_{x_2}^2 - q) u(t, x) = F(t, x)$$

for $t \in (0, T), x \in \omega$, the initial condition(s) $\partial_t^{[\alpha]} u(t, x)|_{t=0} = \varphi_{[\alpha]}(x)$ for $x \in \omega$, $j \in \{0; |\alpha|\}$, the partly given boundary condition $u(t, x) = h(t, x)$ for $t \in (T - \delta, T), x \in \partial \omega$, and the final condition $u(T, x) = \psi(x)$ for $x \in \omega$.

**Corollary 2.** Let $\alpha \in (0, 1) \cup (1, 2), \omega = \{x \in \mathbb{R}^2 : x_1^2 + x_2^2 < 1\}, u \in C^{|\alpha|}(\{0, T\}; L_2(\omega))$ and $\exists p \in (1, \infty) : u \in L_p((0, T); H^2(\omega)), \partial_t^{[\alpha]} u \in \mathcal{D}_p^{\alpha - |x|}(\{0, T\}; L_2(\omega))$. Assume that

$$D_t^{\alpha - |x|} \partial_t^{[\alpha]} u(t, x) - (\partial_{x_1}^2 + \partial_{x_2}^2 - q) u(t, x) = 0, \quad t \in (0, T), \quad x \in \omega,$$

$$\partial_t^{[\alpha]} u(t, x)|_{t=0} = 0, \quad x \in \omega, \quad j \in \{0; |\alpha|\},$$

$$u(t, x) = 0, \quad t \in (T - \delta, T), \quad x \in \partial \omega$$

for some $\delta \in (0, T)$ and

$$u(T, x) = 0, \quad x \in \omega.$$

Then, $u = 0$.

**Proof.** Let us define $\hat{u}(t, x, y) = u(t, x) \sin(\pi y), t \in [0, T], (x, y) \in \overline{\Omega},$ where $\Omega = \omega \times (0, 1)$. Then, $\hat{u} \in \mathcal{U}_\alpha$,

$$D_t^{\alpha - |x|} \partial_t^{[\alpha]} \hat{u}(t, x, y) - (\Delta - \tilde{q}) \hat{u}(t, x, y) = 0, \quad t \in (0, T), \quad (x, y) \in \Omega,$$

$$\partial_t^{[\alpha]} \hat{u}(t, x, y)|_{t=0} = 0, \quad (x, y) \in \Omega, \quad j \in \{0; |\alpha|\},$$

$$\hat{u}(t, x, y) = 0, \quad t \in (T - \delta, T), \quad x \in \partial \omega, \quad y \in (0, 1),$$

$$\hat{u}(t, x, 0) = 0, \quad \hat{u}(t, x, 1) = 0, \quad t \in (0, T), \quad x \in \omega,$$

$$\hat{u}(T, x, y) = 0, \quad (x, y) \in \Omega,$$

where $\tilde{q} = q - \pi^2$. Theorem 3 yields $\hat{u} = 0$. This implies $u = 0$. \(\square\)

6. Severe Ill-Posedness of the Inverse Problems

IP1 and IP2 are severely ill-posed. This means that a necessary condition for the existence of solutions is an infinite differentiability of certain combinations of the data.

Let us demonstrate this feature for IP1 in the particular case $\varphi_j = 0, j \in \{0; |\alpha|\}$, $F = 0, h = 0$ and $B_0 = B_1 = I$. Then, by Proposition 1, Lemma 3, the assumptions $g_0(x, t) = g_1(x, t) = 0, t \in (T - \delta, T), x \in \omega$, and the relation $\varphi_l = (\pi l)^2$, the Fourier coefficients of the final observation function $\hat{\psi}(x, y) = u(T, x, y)$ are expanded as

$$\hat{\psi}_{k,l} = \sum_{n=1}^N \left[ c_{kn} - (-1)^l d_{kn} \right] \frac{\pi l}{(\mu_k + \varphi_l)^n} + O\left( \frac{1}{(\mu_k + \varphi_l)^{N+\frac{3}{2}}} \right) \quad \text{as } l \to \infty$$

for any fixed $k \in \mathcal{K}$ and $N \in \mathbb{N}$, where

$$c_{k,n} = \frac{(-1)^n}{\Gamma(-na)} \int_0^{T-\delta} \frac{g_{0; k}(\tau)}{(T-\tau)^{na+1}}, \quad d_{k,n} = \frac{(-1)^n}{\Gamma(-na)} \int_0^{T-\delta} \frac{g_{1; k}(\tau)}{(T-\tau)^{na+1}}.$$
Let us show that the following functions,

$$\psi_k(y) = \langle \psi(\cdot, y), v_k \rangle_{L^2(\omega)}, \quad y \in (0, 1), \quad k \in \mathbb{N},$$

are infinitely differentiable in $(0, 1)$.

Let us choose some $k \in \mathcal{K}$, $N \in \mathbb{N}$ and define

$$p_{k,1}(y) = \text{ch}(\sqrt{\mu_k}y) - \frac{\text{ch}(\sqrt{\mu_k}y) \text{sh}(\sqrt{\mu_k}y)}{\text{sh}(\sqrt{\mu_k}y)}, \quad r_{k,1}(y) = \frac{\text{sh}(\sqrt{\mu_k}y)}{\text{sh}(\sqrt{\mu_k}y)}.$$

Then, we have

$$\langle p_{k,1}, w_l \rangle_{L^2(0,1)} = \frac{\pi l}{\mu_k + q_l}, \quad \langle r_{k,1}, w_l \rangle_{L^2(0,1)} = -(-1)^l \frac{\pi l}{\mu_k + q_l}.$$

Moreover, let functions $p_{k,n}, r_{k,n}, n = 2, 3, \ldots$, be the solutions of the following recursive families of boundary value problems:

$$\left( -\frac{d^2}{dy^2} + \mu_k \right) p_{k,n}(y) = p_{k,n-1}(y), \quad y \in (0, 1), \quad p_{k,n}(0) = 0, \quad p_{k,n}(1) = 0,$$

$$\left( -\frac{d^2}{dy^2} + \mu_k \right) r_{k,n}(y) = r_{k,n-1}(y), \quad y \in (0, 1), \quad r_{k,n}(0) = 0, \quad r_{k,n}(1) = 0.$$

Then, for the function $Z_{k,N}(y) = \sum_{n=1}^{N} [c_{k,n}p_{k,n}(y) + d_{k,n}r_{k,n}(y)]$, the relation

$$Z_{k,l,N} = \langle Z_{k,N}, w_l \rangle_{L^2(0,1)} = \sum_{n=1}^{N} [c_{k,n} - (-1)^l d_{k,n}] \frac{\pi l}{(\mu_k + q_l)^l}, \quad l \in \mathbb{N},$$

is valid. Comparing this with (67), we see $\psi_{k,l} - Z_{k,l,N} = O\left(\frac{1}{l^{l+\gamma}}\right)$ as $l \to \infty$. Such a decay rate of Fourier coefficients is sufficient to guarantee that the function $\psi_k - Z_{k,N}$ belongs to $H^{2N}(0, 1)$ (cf. Reference [29], Theorem 3.1). Evidently, $Z_{k,N} \in C^\infty(0, 1)$. Thus, $\psi_k \in H^{2N}(0, 1)$. Since $N \in \mathbb{N}$ is arbitrary, we have $\psi_k \in C^\infty(0, 1)$. That is what we had to show.

7. Conclusions and Additional Remarks

We have proven the uniqueness for inverse problems to reconstruct solutions of the fractional diffusion-wave equation in a cylinder $\omega \times (0, 1)$ in two cases:

1. the initial and final data and full boundary data on lateral hypersurface of the cylinder are given, but the boundary data on the bases of the cylinder are specified in a partial time interval $(T - \delta, T)$ (IP1);
2. the initial and final data are given and Dirchlet boundary data on the whole boundary of the cylinder are specified in $(T - \delta, T)$ (IP2). In IP2, we were limited to a cube and a circular cylinder.

We hope that the uniqueness results regarding IP2 can be extended to other cylinders of simple geometry, e.g., cylinders-based annuli, balls, and also to Neumann and Robin boundary conditions. However, the extension to the case of an arbitrary base $\omega$ seems difficult. The reason is that the method applied in Section 5 requires a decomposition of eigenfunctions $v_k$ into two factors, one of which forms a complete system in $L^2(\partial \omega)$, while the other enables the use of Lemmas 3 and 4. For instance, in the case of the circular cylinder (Section 5.2), the first factor is either $\cos(k_1 \theta)$ or $\sin(k_1 \theta)$, and the second one is $I_{k_1}(z_k l_k^\gamma)$; in case of the cube (Section 5.1), these factors are $\prod_{j=1}^{d} \sin(k_j \pi x_j)$ and $\sin(k_s \pi x_s)$, respectively, where $s$ is an index of a pair of parallel faces of the cube. The aforementioned decomposition is not possible in the case of a general $\omega$. 
IP1 and IP2 are linear, and the uniqueness is valid for solutions that belong to the space $U_{E}$ defined in (12). The corresponding regularity conditions for the initial data, the source term and the boundary data are given in (13) and (14).

The proofs of uniqueness for IP1 and IP2 work only in case the fractional order $\alpha$ belongs to the set $(0, 1) \cup (1, 2)$. In the limiting cases $\alpha = 1$ and $\alpha = 2$, the Mittag-Leffler function $E_{\alpha}$ loses the power-type asymptotics, and the basic Lemma 3 fails.

On the other hand, in the literature, one can find several treatments of inverse problems with unknown boundary conditions for the usual diffusion equation that use additional data that are different from the final data. A well-known problem is the Cauchy problem, where the over-specified data are given on a portion of the boundary and nothing is given on the remaining part of the boundary. The uniqueness can be proved by means of Carleman estimates [13].

An open question is the uniqueness for IP1 and IP2 in the case $\delta = 0$. Our theory does not work in such a case. The basic Lemma 3 fails because the integrals at the right-hand side of (21) are singular.
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