A noise inequality for classical forces
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Lorentz invariance requires local interactions, with force laws such as the Coulomb interaction arising via virtual exchange of force carriers such as photons. Many have considered the possibility that, at long distances or large mass scales, this process changes in some way to lead to classical behavior. Here we hypothesize that classical behavior could be due to an inability of some force carriers to convey entanglement, a characteristic measure of nonlocal, quantum behavior. We then prove that there exists a local test that allows one to verify entanglement generation, falsifying our hypothesis. Crucially, we show that noise measurements can directly verify entanglement generation. This provides a step forward for a wide variety of experimental systems where traditional entanglement tests are challenging, including entanglement generation by gravity alone between macroscopic torsional oscillators.

All known interactions are, at a fundamental level, local. That is, any Lorentz-invariant Lagrangian density must have only local terms, such as particle-particle and particle-gauge field interactions. From these local interactions, non-local, long-range force ‘laws’ such as the Coulomb interaction can emerge in a natural way via the ‘virtual’ fluctuations of gauge fields [1–3]. However, while this method is extremely successful in understanding small-scale behavior, it leaves large questions about falsifiability – how do you test for virtual particles?

Here we propose an inequality associated with force laws, whose violation indicates that the associated force law is necessarily transmitting quantum information. Our approach is guided by the ‘gold standard’ for quantum behavior: Bell’s inequality [4–6]. Consequently, we must start by revisiting the meaning of classical behavior. One notion precludes large spatial superpositions from interactions between the intermediary gauge field [9, 10] for a specific experimental proposal testing such ideas, see [11].) We choose instead to work in the spirit of [12] and define a classical interaction as one that cannot entangle and yet leads to the expected classical equations of motion through, e.g., Ehrenfest’s theorem [13]. In many respects, our work is similar to previous efforts to work with semiclassical gravity and their quantum consequences, such as [14]. Under this definition, classical behavior involving long range forces emerges naturally from interactions between the intermediary gauge field and a large quantum environment. We provide a simple model for how this comes about, and derive a locally observable consequence of this definition of classicality. Finally, we conclude with a proposed experiment for testing the ability to entangle massive objects via gravity. Most curiously, our approach suggests that, as a substitution for Bell’s inequality, one can verify entanglement generation with a two step approach: first, measure the linear response as a “witness” of the coupling strength, then measure the noise and compare to the information transfer suggested by the witness. This enables a noise-based test of entanglement generation which may be easier to confirm in laboratory settings.

By using a force carrier (FC) intermediary, we first derive an effective nonlocal interaction corresponding to Hamiltonian $H_{\Sigma} = H_a + H_b + H_{ab}$. Setting $\hbar = 1$ from this point onward, $H_a$ and $H_b$ are local Hamiltonian terms acting on (separate) quantum systems, and $H_{ab} = AB$ is a product of operators acting on each. The FC is an ancillary harmonic oscillator with canonical coordinates $x$ and $p$, and interacts individually with each system through the chain of unitary evolutions [15]

$$e^{i/\sqrt{\tau}x_a}e^{-i/\sqrt{\tau}x_b}e^{-i/\sqrt{\tau}p_b} = e^{-iAB}.$$ (1)

Heuristically picturing the FC as traveling between $a$ and $b$, in this way evolution under $H_{ab}$ can be implemented through local interactions. Following this by the local unitary $e^{-i\tau(H_a+H_b)}$ completes the evolution for small time step $\tau$. Repeating this process $n$ times while keeping $t = n\tau$ fixed, by the Trotter formula we obtain the overall desired evolution $\exp(-itH_{\Sigma}) = \lim_{n\to\infty} \left(e^{-iAB/n}e^{-i(H_a+H_b)/n}\right)^n$. Notice that since the force carrier is completely uncorrelated with the systems at the end of the time step, we may then trace it out. This effective interaction is the underlying mechanism describing geometric phase gates [15–17].

Within our model we may impose our classical interaction constraint – no entanglement can be generated by the interaction – by introducing as a conceptual aid a ‘screen’ operation on the FC. The screen acts like a weak measurement in the middle of the infinitesimal time step, whose strength will determine whether the FC is able to entangle $a$ and $b$. Letting $\mathcal{S}$ be the trace-preserving, completely positive map [18] representing the screen’s action on the force carrier, the complete evolution (Fig. 1) is described by the superoperator

$$\mathcal{V}_t = \mathcal{C}_{B_p\sqrt{\tau}}\mathcal{C}_{-A_x\sqrt{\tau}}\mathcal{S}\mathcal{C}_{B_p\sqrt{\tau}}\mathcal{C}_{A_x\sqrt{\tau}}\mathcal{C}(H_a+H_b)t,$$ (2)

where $\mathcal{C}_X(\rho) = e^{-iX}\rho e^{iX}$ are superoperators associated with unitary evolution and the products above denote...
composition. As expected, when $S$ is the identity, the Trotter limit is just $C_{HST}$.

The superoperator of Equation (2) acts non-trivially on the FC, and hence cannot determine the dynamics of $a$ and $b$ alone. To do this we take the Markovian limit, i.e. we suppose that the FC starts in the same density matrix, $\rho_f$, between each time step. This is equivalent to saying that the FC has no “memory” of its interactions with $a$ and $b$, and that it is drawn out of a large reservoir of identical systems. We can then trace out the FC, yielding the reduced infinitesimal propagator,

$$\tilde{V}^{red}_t(\rho_{ab}) = tr \{ \tilde{V}_t(\rho_{ab} \otimes \rho_f) \}. \quad (3)$$

Finally, we take the Trotter limit to produce the true time evolution superoperator,

$$e^{t\mathcal{L}} = \lim_{n \to \infty} \left( \tilde{V}^{red}_{t/n} \right)^n, \quad (4)$$

with corresponding generator $\mathcal{L} = \partial_t (\tilde{V}^{red}_t)|_{t=0}$.[19]

Before showing how our model produces the expected dynamics, we first derive some properties of the screen $S$ based on physical considerations. Our first requirement is that the limit (4) converges, i.e., that the terms of order $\sqrt{t}$ in the Taylor expansion of $\tilde{V}^{red}$ vanish. To see when this is the case, we use the Baker-Campbell-Hausdorff formula

$$e^{ix}pe^{-ix} = \rho + \frac{1}{1!} [ix, \rho] + \frac{1}{2!} [ix, [ix, \rho]] + \ldots \quad (5)$$

Substituting into Equations (2) and (3), we see (in the appendix) that the $\sqrt{t}$ terms vanish if and only if $S$ preserves the quadratures of the FC,

$$\langle S^\dagger(x) - x \rangle_f = \langle S^\dagger(p) - p \rangle_f = 0, \quad (6)$$

where $\langle O \rangle_f = tr \{ \rho_f O \}$ and $S^\dagger$ is the Hilbert-Schmidt Hermitian adjoint of $S$, corresponding to the Heisenberg picture, $tr \{ \rho_f S^\dagger(O) \} \equiv tr \{ S(\rho_f)O \}$.

Our second physical requirement is that classical mechanics still emerge from the model. In this setting, this requires that all canonical variables obey Ehrenfest’s theorem[13]. If $A'$ and $B'$ represent such variables for $a$ and $b$, then (as seen in the appendix) we may use (3) and (5) to calculate

$$\partial_t \langle A' \rangle = tr \{ -i[H_\text{loc} + (\eta + i\xi)AB, \rho_{ab}]A' \}, \quad (7)$$

$$\partial_t \langle B' \rangle = tr \{ -i[H_\text{loc} + (\eta - i\xi)AB, \rho_{ab}]B' \}, \quad (8)$$

where $H_\text{loc} = H_a + H_b + \nu_a A^2 + \nu_b B^2$ contains only local terms and

$$\nu_a = -i \langle [x, S^\dagger(x)] \rangle_f$$
$$\nu_b = -i \langle [p, S^\dagger(p)] \rangle_f$$
$$\eta = \left( i \langle [S^\dagger(x), p] - [x, S^\dagger(p)] \rangle - 1 \right)_f$$
$$\xi = \left( i - \frac{1}{2} [x, S^\dagger(p)] + [S^\dagger(x), p] \right)_f.$$

Thus in order for the average canonical variable dynamics to match the same classical Hamiltonian for both systems, we must have $\xi = 0$, or

$$\frac{1}{2} \langle [x, S^\dagger(p)] + [S^\dagger(x), p] \rangle_f = i. \quad (9)$$

Given these physical assumptions we have a simple model for the emergence of non-local force laws by an intermediary. In the appendix we also calculate the associated dynamical equation [20],

$$\mathcal{L}(\rho) = -i[\tilde{H}_\Sigma, \rho] + \mathcal{D}(\rho). \quad (10)$$

The first term reflects classical dynamics corresponding to the (level-shifted) Hamiltonian

$$\tilde{H}_\Sigma = H_a + H_b + \nu_a A^2 + \nu_b B^2 + \eta AB. \quad (11)$$

Alone it would produce a reversible evolution of $a$ and $b$, in contrast to the dissipative part of the generator, $\mathcal{D}$, which represents irreversible information exchange with the environment. Written explicitly the dissipator is

$$\mathcal{D}(\rho_{ab}) = -\frac{1}{4} \{ Y_{xx} [A, [A, \rho_{ab}]] + Y_{pp} [B, [B, \rho_{ab}]] + 2Y_{xp} [A, [B, \rho_{ab}]] \}, \quad (12)$$

where the $Y$ parameters are determined by the screen’s action on the FC,

$$Y_{xx} = 2 \langle S^\dagger(x^2) + x^2 - \{ x, S^\dagger(x) \} \rangle_f$$
$$Y_{pp} = 2 \langle S^\dagger(p^2) + p^2 - \{ p, S^\dagger(p) \} \rangle_f$$
$$Y_{xp} = \langle S^\dagger([x, p]) + [x, p] - \{ x, S^\dagger(p) \} - \{ S^\dagger(x), p \} \rangle_f. \quad (13)$$
In other contexts, the terms in $\mathcal{D}$ describe dynamics of systems undergoing weak measurements of operators $A$ and $B$, in which the measurement outcomes are being ignored\cite{21, 22}. It is then natural to expect that classical behavior, by our definition, comes about when the measurement is too strong to allow for entanglement to develop.

To see this is indeed the case in a specific context, we now assume that $a$ and $b$ correspond to single harmonic oscillators of unit mass and frequency. We take a linear interaction term $\eta AB = g x_a x_b$, where $x$ ($s = a, b$) is the position operator with canonical conjugate, $p_s$. Defining the vector $M = [x_a, p_a, x_b, p_b]^T$, we consider their covariance matrix,

$$\gamma_{ij} = \text{tr} \{ \rho_{ab} (M_i M_j + M_j M_i) \} - 2 \text{tr} \{ \rho_{ab} M_i \} \text{tr} \{ \rho_{ab} M_j \} .$$

A consequence of the positivity of the density matrix $\rho_{ab}$ is the Heisenberg uncertainty principle \cite{23–25}, as implied by the operator inequality \cite{26–28}

$$\gamma + i \Delta_2 \geq 0 ,$$

which means that the (complex valued) matrix $\gamma + i \Delta_2$ has no negative eigenvalues. Here $\Delta_n$ represents the $n$-mode symplectic matrix,

$$\Delta_n = \bigoplus_{i=1}^{n} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} .$$

This admittedly complex notation allows us to quantify when classicality emerges, and it leads naturally to a local test of classical behavior. Specifically,

**Lemma:** For the class of 2-mode Gaussian states (i.e., states with vanishing cumulant tensors of higher order than $\gamma$)\cite{29, 30} and any time $t > 0$, evolution is classical -- i.e., entanglement cannot develop -- if and only if

$$Y_f - 2ig\Delta_1 \geq 0 ,$$

where $Y_f$ is the $2 \times 2$ symmetric matrix composed of the terms in (13).

**Proof:** We note that a 2-mode Gaussian state is separable if and only if \cite{31}

$$\gamma_i + \Delta_2 \geq 0 ,$$

where $\gamma$ is obtained from $\gamma$ by setting $p_b \to -p_b$. In other words, 2-mode Gaussian states are entangled if and only if their partial time reverse does not satisfy the uncertainty principle. To see that this remains true under condition (17), we use (10) to calculate the equation of motion of $\gamma$,

$$\dot{\gamma} = x^T \gamma + \gamma x + y ,$$

where the matrices $x$ and $y$ are

$$x = -H \Delta_2 \quad y = -\Delta_2 \chi Y_f \chi^T \Delta_2 .$$

The symmetric matrix $H$ parametrizes the Hamiltonian, $\frac{1}{2} \sum_{i,j} H_{ij} M_i M_j = H_S$ and $Y$ defines the parameters in $\mathcal{D}$. The $4 \times 4$ matrix $\chi$, with nonzero entry 1 at $(i,j) = (1,1)$ and $(3,2)$, defines the correspondence between the system operators and force carrier quadratures $x$ and $p$, as set in the underlying propagator (2). A straightforward calculation (in the appendix) then shows that, if (17) is true, then for all $t > 0$, a separable Gaussian state of $a$ and $b$ is also mapped to a separable Gaussian state under $e^{it \mathcal{L}}$. Conversely, if (17) is not true, there then exists a $t > 0$ such that the product state $\rho_{ab} = |0\rangle\langle 0| \otimes |0\rangle\langle 0|$ becomes entangled\cite{47}.

As we have verified in this simple example, classicality in interacting systems emerges as a consequence of decoherence due to environmental interactions, whose influence is represented by the dissipator $\mathcal{D}$. Although the FC is the intermediary allowing for communication between $a$ and $b$, it can also be viewed as a probe \cite{32} used in the weak measurement of these systems through the action of the screen, $\mathcal{S}$. As a consequence of the measurement of their positions, noise is introduced\cite{33–35} into their momenta that cannot be accounted for by the redistribution of noise due to Hamiltonian evolution in phase space. More concretely, if we define the “reversible” part of the covariance matrix as

$$\gamma_r (t) = e^{x^T t} \gamma (0) e^{xt} ,$$

which evolves according to (19) with $y = 0$, then we would expect the momentum part of $(\gamma (t) - \gamma_r (t))$ to increase at a rate directly related to the measurement strength. This leads to a direct verification of classicality, which is the central result of this work. For clarity, we include all relevant units of $\hbar$, $m$, and $\omega$.

**Theorem:** If $a$ and $b$ are interacting in a classical way, then the excess rate of change of noise in $p_a$ and $p_b$ should exceed two times their coupling strength. That is, at all times $t$,

$$\partial_t \left( \text{Var} (\rho_a) + \text{Var} (\rho_b) \right) \geq 2 |g| \hbar m \omega ,$$

where

$$\text{Var} (\rho) = \text{tr} \left\{ (\rho_{ab} (t) - \rho_{ab} (t))^2 \right\} .$$

The state $\rho_{ab} (t)$ agrees with $\rho_{ab}$ at $t = 0$, and follows the reversible dynamics

$$\partial_t \rho_{ab}^{(r)} (t) = -i [H_{local} - g m \omega x_a x_b , \rho^{(r)} (t)] .$$

where $H_{local}$ represents all local terms in $H_S$.

**Proof:** To see this, notice that for any (possibly non-Gaussian) state of $a$ and $b$, the covariance matrix $\gamma$ satisfies the equation of motion (19). The sum of variances above is then equal to $\frac{1}{2} z^T (\gamma - \gamma_r) z$, where $z = [0, 1, 0, i]^T$. Taking the time derivative produces the left hand side of Equation (22), which -- at time $t = 0$ -- is just $\frac{1}{2} z^T g y z$. 
this statement is true for all covariance matrices equivalent to the classicality of the interaction. Since classical forces would lead to excess noise beyond the thermal background, proportional to the gravitational coupling. Measurement of the resonant power spectral noise density of the angular variables $\theta_1, \theta_2$ via a nearby optical waveguide detector should only be limited by temperature; classical forces would lead to excess noise beyond the thermal background, proportional to the gravitational coupling.

Hence, at $t = 0$, the inequality is a direct consequence of (20) and (17) (or its transpose, if $g < 0$), which is equivalent to the classicality of the interaction. Since this statement is true for all covariance matrices $\gamma$, it must hold for $t > 0$ as well.

Although our result is very specific, it can be extended to cases where $L$ is no longer a Gaussian generator. Observe that since commutators involving canonical variables correspond to derivatives in their conjugates, the dynamical equation (19) is unchanged if we add any terms to $L$ involving such commutators of third or higher order. Hence our claims also apply to any generator $L'$ of the form

$$L' = L + G,$$

where $L$ is defined as in (10) and $G$ contains only terms of the form $[M_1, [M_2, [M_3, ...]]]$ (with at least three nested commutators). This analysis leads us to speculate at a more general principle: if classical behavior is equivalent to lack of entanglement, it must be due to decoherence introduced by an effective measurement. Since measurement in one quadrature necessarily introduces noise into its canonical conjugate, classical behavior should always contain this signature of noise.

We conclude with a proposed experiment to demonstrate these concepts, in the context of the gravitational force, which provides rigor to the concepts elucidated in Ref. [36]. The general concept provided here – a noise test of entanglement generation – naturally extends to many other systems of relevance for efforts in quantum information science. Our system consists of a pair of torsional oscillators attached to high density dumbbells, with mass $M_i$, radius $r$, and distance $R$ from their axis of rotation (see Fig. 2). These are arranged symmetrically at their equilibrium positions, so a relative angular displacement produces a gravitational restoring force proportional to $\theta R GM_i^2$. Expanding to leading order in their angular displacements, we get an interacting Hamiltonian

$$H_{\text{grav}} = \frac{L^2_a + L^2_b}{2I} + \frac{1}{2} I \omega(\omega + g)(\theta_a^2 + \theta_b^2) - I \omega \theta_a \theta_b,$$

where $I \sim 2MR^2$ is the moment of inertia of each dumbbell, $\omega$ the bare spring resonant frequency, and $L_s$ the angular momentum. Up to a geometric factor of order $\sim 1$, the gravitational coupling is $g \sim G n/\omega$, where $G$ is Newton's constant and $n$ the mass density of the spheres.

The parameters in $H_{\text{grav}}$ can be determined experimentally by observing the average evolution of the canonical variables $\theta_s$ and $L_s$. Realistically, we expect these values to dissipate over time due to local interactions with a thermal environment, but the associated dissipation rate $\kappa$ may also be determined by tracking the canonical variables. Incorporating this decay into the expected evolution of $L^2_a$ and $L^2_b$, we have that for a classical interaction,

$$(\theta_1 + \kappa) \left( \text{Var}(\theta_a) + \text{Var}(\theta_b) \right) \geq 2gI\omega. \quad (27)$$

Naturally, our proposed test of classicality is feasible only if we can measure the rate of change of $L_s$ and $L^2_s$ over a reasonable time scale. Towards this end, developing independent measurements of the thermal noise and the excess noise we are testing for becomes extremely challenging in the small $\kappa$ limit, due to thermal correlations in the variance. However, using cold damping techniques [37–41], we can achieve a reasonable integration time. To understand the cold-damping approach as applied here, one conceives of a single 'shot' of the experiment as follows. With the oscillators clamped at some initial time, release the clamps, and allow for oscillation due to all sources of noise for a time $\tau \approx 1/g$. Then use measurement and feedback on a time scale $\leq \tau$ to simultaneously return the oscillators to the clamped state and to estimate the overall amplitude of oscillations induced by the noise during that time. The feedback cooling of the system provides statistically independent samples over time scales on the order of $1/g$, as opposed to waiting for the system to reach its steady state at a rate $\kappa \ll g$.

For a single shot integration time $\tau$, the scale of noise in $L^2$ due to thermal fluctuations is $hI\omega(\bar{n} \kappa \tau)$, where $\bar{n} = \frac{k_B T}{\hbar \omega} \gg 1$ is the steady state occupation of phonons at high temperatures. Comparing this with the excess noise signal $\tau ghI\omega$ (from Equation (27)), we have a signal-to-noise after $N_s \approx T_{\text{int}}/(2\tau)$ shots of

$$\frac{S}{N} \approx \frac{g}{\bar{n} \kappa} \sqrt{T_{\text{int}}/2\tau}. \quad (28)$$

We see that the total integration time $T_{\text{int}}$ for a $5\sigma$ result scales as

$$T_{\text{int}} \leq 50\tau \left( \frac{\bar{n} \kappa}{g} \right)^{2} \approx 50 \left( \frac{k_B T}{\hbar g Q} \right)^{2} \quad (29)$$
For a platinum dumbbell \((n = 22 \text{ g/cm}^3)\), a frequency \(\omega = 1 \text{ mHz}\) oscillator common in small-scale tests of Newton’s laws, a mechanical \(Q \sim 10^9\), and assumed temperature 10 mK in a dilution fridge, this produces a coupling \(g \sim 0.23 \text{ mHz}\) and a 5\(\sigma\) integration time on the order of a few thousand years. Fortunately, each ‘shot’ of the experiment would only be a few thousand seconds, which would enable measurement of many parallel devices to achieve the desired precision goal in substantially shorter real world time. In particular, the ability to mass fabricate high quality oscillators using modern techniques from chip-scale opto-mechanics suggest a potential path to a low cost system with thousands of devices.

We recognize the difficulty of the proposed experiment – these rates correspond to observation of one excess phonon per few hours against a large thermal background – as well as concede that this tabletop test is far from loop-hole free. Crucial challenges to be addressed in any serious attempt to bound this noise inequality will have to work against both systematic effects, such as temperature variations in the laboratory setting and screening of electromagnetic coupling between torsional oscillators, but also against unresolved challenges regarding quantization of collective degrees of freedom associated with macroscopic masses. However, ultra-high \(Q\), low frequency torsional oscillators approaching the necessary requirements and thermally-limited performance have been demonstrated in the laboratory \([42, 43]\). Furthermore, such an observation showing the lack of excess noise would both validate the perturbative model of gravitons and its noise properties \([44]\), provide stringent constraint on semiclassical gravity theories and information non-conserving theories, and provide insight into the fundamental question of whether gravity can convey quantum information.
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In fact we may make a stronger statement about (17). If we consider observables of the form $O_{ab} \otimes I_f$ in the reduced dynamics of $a$ and $b$, the calculation is made simpler in the Heisenberg picture. Hence we will consider the adjoint circuit superoperator

$$\mathcal V_t^\dagger = C_{-Ax\sqrt t} C_{-Bp\sqrt t} S_t^\dagger C_{Ax\sqrt t} C_{Bp\sqrt t} C_{-(H_a+H_b)t},$$

(30)

where $S_t$ is defined by the relation $\text{tr} \left\{ O S_t^\dagger (O') \right\} = \text{tr} \left\{ S(O)O' \right\}$. The reduced circuit superoperator, acting on operators on $H_{ab}$, is then

$$(\mathcal V_t^\text{red})^\dagger (O_{ab}) = \text{tr}_f \{ I_{ab} \otimes \rho_f \mathcal V_t^\dagger (O_{ab} \otimes I_f) \}$$

(31)

To show when the limit (4) exists, we use the Baker-Campbell-Hausdorff relation to expand each term of (30) to first order in $\sqrt t$. For example, we may expand $C_{Bp\sqrt t} (O) = e^{-iBp\sqrt t} O e^{iBp\sqrt t}$ as

$$C_{Bp\sqrt t} = \text{Id} - i\sqrt t[B_p, \cdot ] - \frac{t}{2} [B_p, [B_p, \cdot ]] + O(t^{3/2}),$$

(32)

where $\text{Id}(O) = O$ is the identity super-operator, and $[B_p, \cdot ]O = [B_p, O]$ is the commutation super-operator. Adding all terms of $\mathcal V_t^\dagger$ of order $\sqrt t$ gives

$$-i\sqrt t[B, \cdot ] \otimes (S_t^\dagger (p) - p) - i\sqrt t[A, \cdot ] \otimes (S_t^\dagger (x) - x),$$

(33)

where we have pulled out $x$ and $p$ from the commutators since we are only acting on terms of the form $O_{ab} \otimes I_f$. Taking the trace in (31), we have that the $\sqrt t$ terms of $\mathcal V_t^\dagger$ vanish exactly when equation (6) holds.

To calculate the dynamics induced by the reduced circuit (3), we continue using Baker-Campbell-Hausdorff (as in Equation (32)) and expand each superoperator in $\mathcal V_t^\dagger$ to order $t$. The adjoint generator $\mathcal L^\dagger$, from which we can compute $\mathcal L$, is obtained by tracing out the FC,

$$\mathcal L^\dagger (O_{ab}) = \text{tr}_f \{ I_{ab} \otimes \rho_f \left( \partial_t \mathcal V_t^\dagger \right) |_{t=0} (O_{ab} \otimes I_f) \}.$$  

(34)

There are multiple sources of order $t$ terms in $\mathcal V_t^\dagger$. The first is just the commutator

$$i[H_a + H_b, \cdot ]$$

(35)

obtained from the local unitary $C_{-(H_a+H_b)t}$. Second, we have products of order $\sqrt t$ arising from commutators of different FC-system interactions (e.g. $C_{\sqrt t A_x}$ and $C_{\sqrt t B_p}$), which – after accounting for the action of the screen – produce

**Appendix**

**Calculation of the generator and physical considerations**

Since we only consider observables of the form $O_{ab} \otimes I_f$ in the reduced dynamics of $a$ and $b$, the calculation is made simpler in the Heisenberg picture. Hence we will consider the adjoint circuit superoperator

$$\mathcal V_t^\dagger = C_{-Ax\sqrt t} C_{-Bp\sqrt t} S_t^\dagger C_{Ax\sqrt t} C_{Bp\sqrt t} C_{-(H_a+H_b)t},$$

(30)

where $S_t$ is defined by the relation $\text{tr} \left\{ O S_t^\dagger (O') \right\} = \text{tr} \left\{ S(O)O' \right\}$. The reduced circuit superoperator, acting on operators on $H_{ab}$, is then

$$(\mathcal V_t^\text{red})^\dagger (O_{ab}) = \text{tr}_f \{ I_{ab} \otimes \rho_f \mathcal V_t^\dagger (O_{ab} \otimes I_f) \}$$

(31)

To show when the limit (4) exists, we use the Baker-Campbell-Hausdorff relation to expand each term of (30) to first order in $\sqrt t$. For example, we may expand $C_{Bp\sqrt t} (O) = e^{-iBp\sqrt t} O e^{iBp\sqrt t}$ as

$$C_{Bp\sqrt t} = \text{Id} - i\sqrt t[B_p, \cdot ] - \frac{t}{2} [B_p, [B_p, \cdot ]] + O(t^{3/2}),$$

(32)

where $\text{Id}(O) = O$ is the identity super-operator, and $[B_p, \cdot ]O = [B_p, O]$ is the commutation super-operator. Adding all terms of $\mathcal V_t^\dagger$ of order $\sqrt t$ gives

$$-i\sqrt t[B, \cdot ] \otimes (S_t^\dagger (p) - p) - i\sqrt t[A, \cdot ] \otimes (S_t^\dagger (x) - x),$$

(33)

where we have pulled out $x$ and $p$ from the commutators since we are only acting on terms of the form $O_{ab} \otimes I_f$. Taking the trace in (31), we have that the $\sqrt t$ terms of $\mathcal V_t^\dagger$ vanish exactly when equation (6) holds.

To calculate the dynamics induced by the reduced circuit (3), we continue using Baker-Campbell-Hausdorff (as in Equation (32)) and expand each superoperator in $\mathcal V_t^\dagger$ to order $t$. The adjoint generator $\mathcal L^\dagger$, from which we can compute $\mathcal L$, is obtained by tracing out the FC,

$$\mathcal L^\dagger (O_{ab}) = \text{tr}_f \{ I_{ab} \otimes \rho_f \left( \partial_t \mathcal V_t^\dagger \right) |_{t=0} (O_{ab} \otimes I_f) \}.$$  

(34)

There are multiple sources of order $t$ terms in $\mathcal V_t^\dagger$. The first is just the commutator

$$i[H_a + H_b, \cdot ]$$

(35)

obtained from the local unitary $C_{-(H_a+H_b)t}$. Second, we have products of order $\sqrt t$ arising from commutators of different FC-system interactions (e.g. $C_{\sqrt t A_x}$ and $C_{\sqrt t B_p}$), which – after accounting for the action of the screen – produce
where we have used $[x, p] = i$. This calculation also uses the fact that all inputs to $\mathcal{V}_i^1$ are of the form $O_{ab} \otimes I_f$, allowing us to remove terms from the commutators with the Jacobi identity $[AB, C] = A[B, C] + [A, C]B$.

Finally, we have products of order $\sqrt{t}$ having strictly $Az$ or $Bp$ commutators (e.g., from $C_{\pm \sqrt{t}A_x}$ and $C_{- \sqrt{t}A_x}$), as well as independent order $t$ terms involving double commutators from a single interaction (e.g., the third term of (32)). This gives

$$i\frac{1}{2} A^2, \cdot \otimes (-i[x, S|x]) - \frac{1}{2}[A, [\cdot, \cdot]] \otimes (x^2 + S(x^2) - \{x, S(x)\}) .$$

and an analogous contribution from the $B$ terms, obtained by substituting $x \rightarrow p$ and $A \rightarrow B$ above.

Adding all terms together and taking the trace over the FC, we have

$$\mathcal{L}^\dagger(O_{ab}) = i[H_a + H_b + \frac{\nu_a}{2} A^2 + \frac{\nu_b}{2} B^2 + \eta AB, O_{ab}] + \xi (A O_{ab} B - B O_{ab} A)$$

$$D(O_{ab})$$

The level shift factor $\nu_a$ comes from the first term of (37) and $\nu_b$ from its $Bp$ analogue (these are defined exactly as in (9).) The dissipator $D$, defined in (12) and (13), comes from the final terms of Equations (37), its $Bp$ analogue, and (36). The remaining terms, coming from the first and second terms of (36), are those proportional to

$$\eta = \left\langle \frac{i}{2}([S^\dagger(x), p] - [x, S^\dagger(p)]) - 1 \right\rangle_f$$

and

$$\xi = \left\langle i - \frac{1}{2}([x, S^\dagger(p)] + [S^\dagger(x), p]) \right\rangle_f .$$

To justify constraint (9) and complete the calculation of $\mathcal{L}^\dagger$, we assume that $A$ and $B$ are canonical operators of $a$ and $b$, respectively. Then for any other such canonical operators, $A'$ and $B'$, we immediately have that $D(A') = D(B') = 0$ (since $[A, A']$, $[B, A']$, $[A, B']$ and $[B, B']$ are each a number.) The Heisenberg equations of motion are then

$$\mathcal{L}^\dagger(A') = i[H_{loc} + (\eta - i\xi)AB, A'] ,$$

and

$$\mathcal{L}^\dagger(B') = i[H_{loc} + (\eta + i\xi)AB, B'] ,$$

where we have set $H_{loc} = H_a + H_b + \frac{\nu_a}{2} A^2 + \frac{\nu_b}{2} B^2$. We now impose Ehrenfest’s theorem, which implies that all canonical variables evolve according to the (same) classical Hamiltonian, and therefore must assume that $\xi = 0$. This is equivalent to the constraint (9), and by substitution implies that $\eta = i \left\langle [S^\dagger(x), p] \right\rangle_f$, in agreement with the penultimate equation of (9). Applying these constraints to (38), we have

$$\mathcal{L}^\dagger(O_{ab}) = i[\tilde{H}_S, O_{ab}] + D(O_{ab})$$

where $\tilde{H}_S$ is defined in (11). In order to obtain $\mathcal{L}$ from $\mathcal{L}^\dagger$, we note the cyclic property of the trace (tr $\{O'O\} = tr \{O'O\}$), from which it is easy to check that $(i[\tilde{H}_S, \cdot])^\dagger = -i[\tilde{H}_S, \cdot]$ and $D = D^\dagger$.

**Gaussian dynamics and entanglement generation**

Equation (19) may be derived using the generator $\partial_t \rho_{ab} = \mathcal{L}(\rho_{ab})$ in (10) and the definition of $\gamma$ in (14), noting that $i(\Delta_2)_{ij} = [M_i, M_j]$. To see that condition (17) implies no entanglement generation in Gaussian states, we first note that since it only involves second order commutators of canonical variables, the generator $\mathcal{L}$ necessarily maps Gaussian states to Gaussian states[45]. The differential equation (19) may be solved directly to give

$$\gamma(t) = Y_t + X_t^T \gamma(0) X_t ,$$

where $X_t = e^{Zt}$ and $Y_t = \int_0^t X_{t-s}^T y X_{t-s} ds$. A 2-mode Gaussian state is separable if and only if its covariance matrix satisfies (18) [31]. Hence it suffices to show that if any $\gamma(0)$ satisfies this relation, $\gamma(t)$ does so as well for sufficiently small $t > 0$.

Given that $\tilde{\gamma}(0) = K \gamma(0) K$, with $K = \text{diag}([1, 1, 1, -1])$, we have that (18) is equivalent to

$$\gamma(0) \geq -iK \Delta_2 K \equiv -i\tilde{\Delta}_2 .$$

Therefore what we must show is that if (45) is true and there is some vector $z$ such that $z^\dagger (\gamma + i\tilde{\Delta}_2) z = 0$, then $z^\dagger \gamma(0) z \geq 0$, which implies that (45) holds for small $t > 0$. To do this, we use (44) and (45) to compute

$$\gamma(t) + i\tilde{\Delta}_2 = Y_t + X_t^T \gamma(0) X_t + i\tilde{\Delta}_2$$

$$\geq Y_t - X_t^T i\tilde{\Delta}_2 X_t + i\tilde{\Delta}_2$$

$$\equiv F(t) .$$
Since $F(0) = 0$, it suffices to show that $F'(0) \geq 0$, for if $z^\dagger(\gamma(0) + i\tilde{\Delta}_2)z = 0$, then $z^\dagger\gamma'(0)z < 0$ would produce a contradiction with (46). Using (20), a straightforward calculation shows that

$$F'(0) = y - ix^T\Delta_2 - i\tilde{\Delta}_2x$$

$$= -\Delta_2\chi^T\Delta_2 - i\Delta_2H\Delta_2 + i\tilde{\Delta}_2H\Delta_2$$

$$= (i\tilde{\Delta}_2)\chi(Y_f - 2ig\Delta_1)\chi^T(i\Delta_2).$$

(47)  

(48)  

(49)

Since $i\Delta_2$ is a Hermitian matrix, $F'(0) \geq 0$ follows immediately from (17).

To prove the converse statement, we assume that (17) is not true, so that $(Y_f - 2ig\Delta_1)$ has a negative eigenvalue. Assuming the systems each start in their ground state, the initial covariance matrix is simply the identity, $\gamma(0) = I$. Expanding about $t = 0$, we have

$$\gamma(t) + i\tilde{\Delta}_2 = I + i\tilde{\Delta}_2 + t(y + x^T + x) + O(t^2).$$

(50)

Since (17) is not true, there exists a complex valued vector $z_f = [z_1, z_2]^T$ such that $z_f^\dagger(Y_f - 2ig\Delta_1)z_f < 0$. Set $z_{ab} = [-z_1, iz_1, z_2, iz_2]^T$ so that $\chi^T i\Delta_2 z_{ab} = z_f$ and $i\Delta_2 z_{ab} = -z_{ab}$. The zero order term of $z^\dagger(\gamma(t) + i\Delta_2)z$ then vanishes, while the first order term is

$$z^\dagger(y + x^T + x)z = z^\dagger(y - ix^T\Delta_2 - i\tilde{\Delta}_2x)z = z_f^\dagger(Y_f - 2ig\Delta_1)z_f,$$

(51)

which is strictly negative. This shows that for small $t$ the matrix $\gamma(t)$ does not satisfy (18), so that the ground state becomes a state with negative partial transpose, and is therefore entangled.