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Figure 1: Novel-view synthesis using neural radiance fields (top) and our eikonal approach (bottom) for a real refractive scene.

ABSTRACT

We tackle the problem of generating novel-view images from collections of 2D images showing refractive and reflective objects. Current solutions assume opaque or transparent light transport along straight paths following the emission-absorption model. Instead, we optimize for a field of 3D-varying index of refraction (IoR) and trace light through it that bends toward the spatial gradients of said IoR according to the laws of eikonal light transport.

CCS CONCEPTS
• Computing methodologies → Image-based rendering.
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1 INTRODUCTION

Given images with different views of a refractive object, it is a challenging task to synthesize a novel view. The issue is that the refractive object takes its appearance from the surroundings by bending and internally reflecting the rays of light that travel through the object. If we fully digitize the object and its surroundings, we can synthesize novel views [Trifonov et al. 2006; Hullin et al. 2008; Ihrke et al. 2010; Stets et al. 2017], but this approach requires a lot more information than a simple set of images. We would for instance need a dedicated hardware setup to digitize a transparent object [Ihrke et al. 2010; Stets et al. 2017; Lyu et al. 2020]. Deep learning offers an alternative approach where we can instead render transparent objects and train a neural network to estimate the shape of such objects in more arbitrary surroundings [Stets et al. 2019; Sajjan et al. 2020; Li et al. 2020]. A deep learning technique based on a synthetic dataset, however, often returns a faulty estimate when presented with an image significantly different from those in the training data [Lyu et al. 2020].

We would like to avoid the difficulties in representing a wide enough range of transparent object appearances in one synthetic dataset. One way to do this is to learn the radiance field of a given object based on a set of images capturing its appearance as observed from different directions [Ichnowski et al. 2021]. However, since neural radiance fields do not consider refraction, we can not use it out of the box for refractive novel-view synthesis (NVS).
To enable this, we devise a method that optimizes for the field of 3D spatially-varying index of refraction (IoR) given a set of 2D images picturing a refractive object. Existing solutions to learn 3D fields capturing scene geometry are based on opaque or transparent light transport along straight paths. In the presence of transparent objects, however, light bends, i.e., it changes its direction. The precise way in which light paths are curved depends on a certain eikonal equation operating on spatial gradients of the IoR field, which we show can be solved – and differentiated over in learning – in practice with the appropriate formulation. The resulting method allows for novel-view synthesis (Fig. 1) in 3D scenes with complex objects involving strong refractive and internal reflection effects. Our code and training data are publicly available at https://eikonalfield.mpi-inf.mpg.de/.

2 RELATED WORK

As our focus is novel-view synthesis for refractive transparent objects, we discuss this problem with an emphasis on recent neural rendering solutions that can handle specular effects (Sec. 2.1). We overview also image-based modeling of transparent objects (Sec. 2.2), which is a more general setup than we require in this work, but still some similarities can be found. Finally, we discuss physics-based eikonal rendering that inspired our work (Sec. 2.3).

2.1 Novel-view synthesis

Recent learning-based approaches allow synthesizing images under new views without accurately reconstructing the physical parameters [Tewari et al. 2020, 2021].

Neural radiance fields (NeRF). Mildenhall et al. [2020] introduce a volumetric opacity representation that encodes both geometry and appearance using a multi-layered perceptron (MLP) and is trained on a large set of multiple-view RGB images and proves to be extremely successful in novel-view synthesis. More specifically, view-dependent RGB color and view-independent density are learned as sharp functions in space and smooth functions in angle. In the case of near-mirror or near-glass reflection/refraction, appearance cannot be described as a smooth function of angle anymore [Guo et al. 2021]. Consequently, reflected or refracted patterns appear notoriously ghosty and blurry [Ichnowski et al. 2021]. A number of solutions exist [Zhang et al. 2021b; Boss et al. 2021] that disentangle normal vectors and spatially-varying reflectance by manipulating the NeRF density representation, but highly specular surfaces with clearly visible reflected environment cannot be reproduced. Our approach does not fully rely on the NeRF geometry and uses the diffuse scene only as a backdrop.

Inspired by traditional image-based rendering [Sinha et al. 2012; Xu et al. 2021] for scenes with planar reflections, Guo et al. [2021] introduce NeRFReN, where an additional NeRF structure is proposed that renders a reflected image and composes it additively with the traditional NeRF rendering. MirrorNeRF [Wang et al. 2021] employs a catadioptric imaging system based on an array of hemispherical mirrors enabling a single-shot portrait reconstruction and rendering. The position of a sample point is warped while its view direction is unchanged. In our approach, the view directions bend.

Other volumetric representations. Lombardi et al. [2019] and others [Yu et al. 2021a,b] propose a voxel grid with interpolation optimized using a CNN (or a gradient method directly) that encodes both geometry (possibly dynamic) and appearance. Lombardi et al. [2019] perform learned warping to reduce memory requirements and to improve the resolvable details. We instead warp space according to physical laws that regularize the problem. Even sharper mirror reflection and transparency effects can be obtained using an extension of the multi-plane images (MPI) representation, where for every pixel in a stack of semi-transparent planes, directional information using learned basis functions is stored [Wisadwongsa et al. 2021]. Similarly, as for other MPI-based and neural light-field methods [Bemana et al. 2020; Attal et al. 2021], only narrow baselines are supported.

A signed distance field, possibly encoded into an MLP, can represent surface geometry and help recovering non-spatially-varying reflectance using spherical Gaussians that in turn enable good quality reflections [Zhang et al. 2021a]. In an alternative point-based representation [Kolos et al. 2020], where each point is associated with a learnable photometric, geometric, and transparency descriptor, relatively sharp depiction of semi-transparent objects is achieved, when the non-distorted background is also known. However, specular effects are explicitly excluded from the training data.

In all those solutions, an important limiting factor is a straight-path assumption in the rendering formulation that neglects light reflection and refraction effects. In our work, we additionally reconstruct a volumetric IoR field that along with simulating the laws of physics associated with refractive effects enables us to explain the input RGB images during learning, and consequently provides a meaningful synthesis of novel views at the test time.

2.2 Transparent surface reconstruction

For a survey on reconstruction of shape, illumination and materials of transparent objects, see Ihrke et al. [2010].

Kutulakos and Steger [2008] investigate two-interface refractive light interaction with a surface, and for every pixel recover multiple 3D points, so that a ray exiting the surface can be reconstructed.

Environment matting techniques solve for a background deformation by a transparent object, so that it can be composited onto different backgrounds [Zongker et al. 1999; Chuang et al. 2000; Peers and Dutré 2003; Matusik et al. 2002; Wexler et al. 2002]. Khan et al. [2006] and others [Yeung et al. 2011; Chen et al. 2019] demonstrate that even significant depart from physics can be tolerated by human perception to make such compositing look realistic.

Dedicated setups for transparent object reconstruction rely on light-field background displays [Wetzstein et al. 2011]. X-ray computed tomography (CT) scanners [Stets et al. 2017], and transmission imaging [Kim et al. 2017]. In intrusive setups, which require immersing transparent objects into a liquid with matching IoR, straight light paths can be assumed greatly simplifying CT reconstruction [Trifonov et al. 2006] or range scanning when fluorescent liquid is employed [Hullin et al. 2008].

Inspired by environment matting, Wu et al. [2018] and Lyu et al. [2020] place a transparent object on a turntable in front of a coded background and capture its multiple views from a static camera position. Wu et al. [2018] derive the correspondence between the incident (camera) and exit rays that reach the background, which additionally requires rotating the background, and finally
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consolidate the resulting point clouds into a clean geometric model. Lyu et al. [2020] perform coarse-to-fine mesh optimization, driven by differentiable tracing of refractive two-bounce light paths, so that distorted refractive patterns and object silhouettes match captured photographs. Differentiable rendering is also employed to optimize an IoR field in order to cast desired caustics [Nimier-David et al. 2019] or to design advanced optical systems that account for optical aberrations [Sun et al. 2021; Tseng et al. 2021].

Li et al. [2020] employ a cell phone to capture a small number of views that along with segmented transparent object masks and a known environment map are provided as the input for their method. Sajjan et al. [2020] show that by employing an RGB-D camera the segmentation task is further simplified. As pointed out in Lyu et al. [2020] the domain gap can still be expected, as these networks [Stets et al. 2019; Li et al. 2020; Sajjan et al. 2020] are trained on renderings.

2.3 Eikonal rendering

Light propagation in media with varying IoR has been modeled based on formulations derived from the eikonal and transport equations. Mirage rendering [Berger et al. 1990a,b; Musgrave 1990] is concerned with tracing of rays through discrete atmosphere layers, so that the IoR increases with elevation. Stam and Languénou [1996] extend this discrete formulation to media with continuously varying IoR by introducing the eikonal equation to rendering applications. Gutierrez et al. [2005] revisited mirages and other atmospheric effects rendering using such continuous formulation. Ihrke et al. [2007] derived a wavefront tracing technique from the eikonal equation to pre-compute the irradiance distribution in a volume that enables efficient rendering of media with non-homogeneous IoR. Our problem is rather inverse rendering, which has been applied to eikonal forward models in earth sciences [Smith et al. 2021] and interferometric tomography [Sweeney and Vest 1973; Liu and Yang 1989; Tian et al. 2011] to infer 2D or even 3D structure of physical parameters such as velocities, densities or temperatures.

![Figure 2: Emission-absorption (left) and eikonal light transport (right). Light is the yellow arrow, its thickness indicates strength. We show three discrete steps. In emission-absorption, direction remains unaltered. In the eikonal formulation, direction changes according to the gradient of the IoR, $\nabla n$. In the eikonal case, strength remains unaffected.](image)

3 LIGHT TRANSPORT ODE ZOO

We will here discuss three approaches to model interaction of light and matter as ordinary differential equations (ODEs): a complete model (Sec. 3.1), an emission-absorption-only model (Sec. 3.2) and an eikonal-only model (Sec. 3.3). The complete one handles refractive and non-refractive scenes, but was only applied to synthetic scenes in the literature. The emission-absorption one can be used for inverse rendering, but excludes refraction. Our eikonal one, in combination with the emission-absorption one, can handle refractive transparency in practical inverse rendering.

3.1 Complete model

When light travels through a scene, it changes its radiance $L$ due to absorption and emission as described by the (refractive) radiative transfer equation (RTE) [Preisendorfer 1957]

$$n(s)^2 \frac{d(L/n^2)}{ds} = -\sigma(s)L(s) + q(s),$$  

(1)

where $n$ is the IoR and $s \in [0, \infty]$ is the distance along a (curved) light path, $\sigma$ is the extinction coefficient, and $q/\sigma$ is the source function (which includes in-scattering) [Chandrasekhar 1950]. The quantity $L/n^2$ is sometimes referred to as basic radiance. For a spatially varying $n$, light also changes its position $p$ and direction $v$ due to refraction according to the laws of eikonal light transport [Stam and Languénou 1996; Gutierrez et al. 2005; Ihrke et al. 2007], see Fig. 2. We can describe this using Hamilton’s equations for ray tracing [Ihrke et al. 2007]:

$$\frac{dp}{ds} = v(s) n(s) \quad \text{and} \quad \frac{dv}{ds} = \nabla n(s).$$  

(2)

where $v$ is not unit length but normalized by $n$. This model has been used in a virtual setting to render advanced visual phenomena including refraction, total internal reflection, and scattering [Gutierrez et al. 2005; Ihrke et al. 2007; Ament et al. 2014; Pediredla et al. 2020]. Unfortunately, this is an ideal model that has not been demonstrated to be tractably used for NVS directly. We will next show the typical simplifications made when ignoring refraction, and introduce a different, also simplified model, that will allow our NVS for refraction.

3.2 Emission-absorption-only model

In NeRF [Mildenhall et al. 2020], radiance remains subject to emission and absorption

$$\frac{dL}{ds} = -\sigma(s)L(s) + q(s),$$  

(3)

but travels along a constant direction $v$ and the change of direction is assumed zero (Fig. 2-left):

$$\frac{dp}{ds} = v \quad \text{and} \quad \frac{dv}{ds} = 0.$$  

(4)

This is classic ray marching along straight rays [Max 1995].

3.3 Eikonal-only model

Complementary and finally, we consider a simplified light transport that does not emit or absorb,

$$\frac{dL}{ds} = 0,$$  

(5)

but changes direction as per eikonal light transport (Fig. 2-right):

$$\frac{dp}{ds} = \frac{v(s)}{n} \quad \text{and} \quad \frac{dv}{ds} = \nabla n(s).$$  

(6)
3.4 Solving

Concisely, all three variants can be formulated as position-motion-radiance state vector and its derivative:

\[ z(s) = (p, v, L) \quad \text{and} \quad z'(s) = \frac{dz}{ds} \quad (7) \]

For all three approaches, coupled ODEs

\[ z(s_1) = z(s_0) + \int_{s_0}^{s_1} z'(s) ds = \text{odeSolve}(s_0, z, z') \quad (8) \]

need to be solved to compute the final state given the initial state as well as the IoR, emission and absorption fields.

Typically, numerical integration such as Euler solvers are used to solve for the state [Hairer and Wanner 1996]. Working backwards, to compute gradients of the emission or absorption is done by automatic differentiation of forward Euler solvers [Mildenhall et al. 2020; Henzler et al. 2019]. Unfortunately, this requires memory in the order of the number of steps a solver takes. When also accounting for IoR with many small steps, this can quickly become prohibitive. Instead, we use the adjoint [Pontryagin et al. 1962] formulation from Neural ODE [Chen et al. 2018; Stam 2020] that uses constant memory also in backward mode to perform odeSolve.

4 OUR APPROACH

Our approach has two main steps: First (Sec. 4.1), reconstructing the opaque scene using a non-eikonal emission-absorption model with straight rays (Sec. 3.2) and, second (Sec. 4.2), modeling the remaining refractive part using an eikonal formulation (Sec. 3.3).

The result of the first step is an input to the second step, i.e., we first train a non-refractive 3D explanation of the world which is input to a second training that 3D-bends rays inside a fixed non-refractive world so that 2D input images can be explained (Fig. 3).

4.1 Non-eikonal step

In this step, we train a NeRF model of emission (\( \bar{q} \)) and absorption (\( \bar{\sigma} \)), assuming straight rays. This is used to represent the background and to find the 3D region not explained by the model. We also learn a multi-scale version of this model to be used in the next step.

Registration. In a first step, we compute matrices to transform the camera space of each input image into one reference view using COLMAP [Schönberger and Frahm 2016]. Hence, we also know the 3D ray for every 2D pixel.

Diffuse-opaque init. Given this information an off-the-shelf NeRF is learned that describes emission and absorption as two MLPs that fit continuous functions \( \bar{q}(p, \omega) \in \mathbb{R}^3 \times \Omega \mapsto \mathbb{R}^3 \) and \( \bar{\sigma}(p) \in \mathbb{R}^3 \times \Omega \mapsto \mathbb{R} \) mapping position and direction to RGB color or scalar opacity. Let \( \theta \) and \( \phi \) denote the MLP parameters of the emission and absorption models resulting from this optimization.

Masking. The model above of \( \bar{q} \) and \( \bar{\sigma} \) will not be reliable for refractive objects. Hence, we would like to eliminate these parts of 3D space, and explain them by our eikonal approach. The parts that are non-refractive, will be input to this step. We assume the refractive part of the scene can be bounded by a 3D box \( \Pi \in \mathbb{R}^{3 \times 2} \) that exclusively contains refractive objects. This results in a masked emission model \( q \), respectively a masked \( \sigma \):

\[ q(p, \omega) \quad \text{resp.} \quad \sigma(p) = \begin{cases} 0 & \text{for } p \in \Pi \\ \bar{q}(p, \omega) \text{ resp. } \bar{\sigma}(p) & \text{otherwise.} \end{cases} \quad (9) \]

We find the box \( \Pi \) by providing a user with 10 percent of the training images uniformly distributed around the refractive object. The user selects a few points on the horizontal and vertical extent of the refractive object in the image. Once we have collected these 2D points from the images, we use the depth map computed from the NeRF model to find their corresponding 3D locations. We then take the 0.02 and 0.98 percentiles of all points along each spatial dimension and multiply them by a constant value of 1.2 to make sure the box encompasses the entire object. The parameters of \( \Pi \) are given by the minimum and maximum coordinate values of the points.

Progressive grids. Our experiments have shown that solving for the eikonal directly given \( \sigma \) and \( q \) is challenging. The problem is that when rays bend a lot it becomes harder to find correspondences between input images and background. Moreover, the bending depends on the spatial gradient of the IoR rather than the IoR directly, which is an operation known to be numerically demanding to optimize over. Addressing this challenge, we will instead learn eikonal transport using different progressively finer versions of the emission and absorption models. This is inspired by progressive spatial encodings [Park et al. 2021], but instead of blurring the periodic spatial functions, we blur the radiance function itself.

It is not obvious how to make a coarser version of \( q \) or \( \sigma \) which are MLPs. In particular, our preliminary experiments using slower-varying or fewer spatial encodings did not result in the desired band-limiting. Instead, we recur to relying on regular grids. These are typically struggling to resolve fine details, or to work in 3D, but fortunately, this is not required in our case. Hence, we sample the masked emission and absorption solutions to a 3D grid as \( \bar{Q} \) and \( \bar{P} \), collapsing \( \bar{Q} \) over the angular domain:

\[ \bar{Q}(p) = \mathbb{E}_y [\mathbb{E}_\omega [q(y, \omega) \kappa_i (p - y)]] \quad (10) \]
\[ \bar{P}(p) = \mathbb{E}_y [\mathbb{E}(y) \kappa_i (p - y)]. \quad (11) \]

where \( \kappa_i \) is a Gaussian kernel of increasing frequency bandwidth for increasing levels \( i \). In our experiments, we use a grid size of...
128^3 and the values inside the grid are interpolated with a trilinear interpolation scheme.

### 4.2 Eikonal step

At this step, we have access to a hierarchy of grids describing the emission and absorption in the scene for all locations p ∉ Π outside the refractive box. We now find an IoR field defined on p ∈ Π to explain both the non-refractive 3D grids and the 2D images. A key concept is to enter and exit the refractive box in a masked traversal, as well as training with masked rays and progressively.

**Masked traversal.** Fig. 4 shows a red ray starting from point A and travelling the world outside Π, which is hit at point B. We use the emission and absorption models q̂ and ŝ to trace the straight ray from A to B (Sec. 3.2). Starting at B, eikonal ray-marching curves out the yellow path (Sec. 3.3) according to an IoR model that maps spatial position to IoR: \( \mathbf{n}(p) \in \mathbb{R}^3 \mapsto \mathbb{R} \). When this ray leaves Π at C, we let it continue with emission and absorption on a straight path, eventually receiving a contribution at D or other points.

Training of \( n \) that is also an MLP whose parameters are denoted as \( \psi \) — proceeds similar to NeRF, but instead of marching geometrically, we solve (and back-propagate through) an ODE in position-motion-radiance space.

Recall that we let z denote a position-motion-radiance vector. We use dot notation to pick an element in the vector so that \( z.p \) denotes the position and \( z.L \) the radiance, for example. In the mixed refractive/non-refractive case, the state ODE is

\[
x'_{\psi}(s) = \begin{cases} 
\text{Eqs. 5 and 6 s.t. } n_{\psi} & \text{if } z_{\psi}(s).p \in \Pi \\
\text{Eqs. 3 and 4 s.t. } q_{\psi} \text{ and } s_{\psi} & \text{otherwise,}
\end{cases}
\]

so the state change is non-eikonal outside the box and eikonal inside. It is made to depend on \( \psi \), but not on \( \theta \) and \( \phi \), as these are fixed both in the forward and backward pass of this step.

Let \( z_i \) denote the state of a ray through pixel i. We then find

\[
\psi^* = \arg \min_{\psi} \mathbb{E}_i |\text{odeSolve}(s_0, s_1, z', \psi).L - z_i.L|,
\]

where \( \psi \) is an extra argument for odeSolve with parameters that condition \( z' \).

As a ray cannot change direction outside Π, the condition in Eq. 12 can be handled by loop splitting in practice: First the ray is traced straight, then traced eikonal, and then it is traced straight once more, eliminating the conditional statement in Eq. 12.

**Masked rays.** Since our MLP for estimating the IoR is only evaluated inside the bounding box, we start the eikonal training by making sure a batch contains only the rays that are hitting the box.

**Progression.** We start by finding an IoR field that explains a coarse version of the emission-absorption grid. When the change of error falls below a threshold, we switch one level up to a finer grid. The number of parameters in the MLP to represent the IoR is the same at all levels. We render final images using the full NeRF model instead of a grid.
the emission-absorption MLP. In Trivial, we try to reconstruct the IoR field using the density field of refractive objects recovered by NeRF. We do this by first executing the NeRF model for a discrete set of samples along the rays coming from the input camera poses and crossing the bounding box II, and we set the density to zero for the samples outside the box. Then, for each ray, we estimate both the front and back surface position of the refractive object by forward and backward ray marching until an opacity threshold is reached (similar to how the depth maps are computed in NeRF). For the samples that fall between the intersections, we assign a constant IoR value (1.5 for Glass, 1.33 WineGlass), and we choose 1.0 for the regions outside. We then try to fit an MLP to map each 3D point inside the box II to its calculated IoR.

Quantitative comparisons. Table 1 presents quantitative results of our user study in the “User” columns and for the different methods averaged over our test set. We see NeRF has consistently the highest PSNR, which is a metric relatively insensitive to blur or structure preservation. When it comes to SSIM, already a metric more aware of the structures we want to preserve, it comes to a draw. At the most advanced metric, LPIPS – which is based on human image artifact perception and better tolerates small spatial misalignments with respect to the reference – Ours always wins. Direct and Trivial are sometimes better than other methods but never win. The participants of our user study almost consistently indicate that Ours leads to less perceived differences with respect to the reference views. As for a relatively high score of Trivial for Pen, we hypothesize that the background sharpness and its color saturation could appeal to some participants, who neglected strong background distortions, and the pen’s absence, visible in Fig. 5. The relatively high score of NeRF for WineGlass can be attributed to views where the background contained less high-frequency details, so that blur became perceivable.

Reference comparison. While our method makes use of an IoR field, the IoR of NeRF is not forced to use actual physical values. For a scene with an known IoR (Fig. 6), we see that it can reconstruct the image faithfully, while a cross-section shows the IoR is indeed quite different from the reference IoR. We would hence like to iterate that our method is suitable for NVS, not for the reconstruction of 3D structure.
6 CONCLUSION

Given a set of 2D images containing refractive materials, we explored the problem of optimizing for the field of 3D-spatially varying IoR with the purpose of NVS. Existing solutions that learn 3D fields for NVS are based on opaque or transparent light transport along straight paths. As opposed to this, we model the bending of light according to the eikonal equation from geometric optics. This enables us to do perceptually better NVS in 3D scenes with complex objects exhibiting strong refractive effects.

Our work is subject to several assumptions. The eikonal equation deals with refraction and total internal reflection but not separation...
into partial reflection and refraction. Partial reflection and refraction in continuously varying media is difficult even in forward simulation, and left for future work. We also first learn the diffuse world, followed by the transparent objects in a second pass, where we rely on a user marking the bounding box of the specular object to aid the task. Ideally, this would be done jointly and in a fully automated way. As a consequence, we have to assume that we sufficiently observe the diffuse world directly, making us unable to reconstruct parts exclusively revealed in the refraction.

Despite our simplifying assumptions, we have by means of eikonal light transport for the first time included refraction and total internal reflection in a model that learns 3D fields from images of transparent objects to accomplish synthesis of novel views. We compared our results with other methods and conducted a user study which strongly indicates that we achieve results that are perceptually close to reference images.
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