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Abstract

This paper presents a 55-line code written in python for 2D and 3D topology optimization (TO) based on the open-source finite element computing software (FEniCS), equipped with various finite element tools and solvers. PETSc is used as the linear algebra back-end, which results in significantly less computational time than standard python libraries. The code is designed based on the popular solid isotropic material with penalization (SIMP) methodology. Extensions to multiple load cases, different boundary conditions, and incorporation of passive elements are also presented. Thus, this implementation is the most compact implementation of SIMP based topology optimization for 3D as well as 2D problems.

Utilizing the concept of Euclidean distance matrix to vectorize the computation of the weight matrix for the filter, we have achieved a substantial reduction in the computational time and have also made it possible for the code to work with complex ground structure configurations. We have also presented the code’s extension to large-scale topology optimization problems with support for parallel computations on complex structural configuration, which could help students and researchers explore novel insights into the TO problem with dense meshes. Appendix A contains the complete code, and the website: https://github.com/iitrabhi/topo-fenics also contains the complete code.
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1. Introduction

The primary purpose of structural topology optimization is to generate an optimal design - by removing material from the design domain - which should effectively comply with its intended design objectives and, at the same time satisfies the constraints imposed upon it. The development of high-performance structural topology optimization methods would result in low-cost, lightweight, and high-performance structures. For
the first time, Bendsøe and Kikuchi [20] presented the theory for topology optimization of continuum structures. The initial works were based on the homogenization or micro-structure approach. This approach provides criteria for topology optimization using composite materials to describe different material properties where each element is a micro-structure for a given homogeneous, isotropic material. However, the determination and evaluation of optimal micro-structures and their orientations are cumbersome [20].

In contrast, the Solid Isotropic Material with Penalization (SIMP) approach proposed by Bendsøe [18], Zhou and Rozvany [75], Mlejnek [51] suggest a relation between the design density variable and the material property based on the power-law, which results in improving the convergence of the solution. Because of the ease of implementation and straightforward description of the design density variable, this approach has grown in popularity among the research community. It is generally the preferred way to learn and understand the working philosophy of topology optimization. Gradient-based optimization algorithms have become the preferred way to solve the smooth and differentiable topology optimization problem represented by the SIMP approach [21, 63, 62, 64, 66, 65]. Topology optimization method has also been recently studied with the iso-geometric approach [37, 54, 32, 35] and mixed FEM approach [53, 52].

The classical 99-line MATLAB code for topology optimization of continuum structures [63] lead to a plethora of efficient implementations of topology optimization in various programming languages utilizing different methods. The initial code - which was based on SIMP method - has helped many researchers to develop their own implementations with SIMP [38, 67, 12, 60, 69, 43], Level Set [72, 24, 30, 57, 73, 36, 56, 58, 32, 33, 46], reaction-diffusion equation [2018a, jeongStructuralDesignConsidering2019, Bi-Directional Evolutionary Structural Optimization [77, 76, 49] and Moving Morphable Component [74]. Further Schmidt and Schulz [60], Aage et al. [5], Aage and Lazarov [1], Aage et al. [3], Amir et al. [11] have proposed efficient and parallelizable codes to carry out large scale topology optimization simulations. Recently a new generation 99 line MATLAB code was presented by Ferrari and Sigmund [29]. Readers are referred to [73] for a comprehensive review of all the educational codes available in literature. These codes have proved to be an integral part of the learning process for many researchers who wish to understand and implement topology optimization in their work.

The attractive primary property of these codes is that they are easy to understand and modify. However, to achieve readability and compactness, most of the proposed codes are limited to specific problems. Works by Zuo and Xie [77], Chen et al. [26] have helped expand the applicability of the codes to complex problems using ABAQUS and ANSYS. These works have made it possible to take advantage of the linear/nonlinear, static/dynamic FEA capacities, and meshing techniques present in the commercial package but then loose on the flexibility provided by custom implementations. Further, this limits the extension of these codes by the researchers who do not have access to the commercial packages.

In this paper, we have presented a 55-line code for carrying out SIMP based topology optimization in FEniCS. The intention of this code is to stay true to the the original so that researchers and students
who are already familiar with the topic find it easy to understand an implement in their workflow. We propose the use of Euclidean distance matrices to vectorize the computation of distance matrices for filter. This results in substantial reduction in computational time for evaluation of the filter. Moreover, this method supports complex structural configurations. We also present the extension of the code to large scale complex engineering structure with support for parallelization. Thus, this compact code could help students and researchers learn and understand the concept of TO on their laptops and then extend the same to handle complex 3D structures on large high-performance computers.

This manuscript is structured as follows. Section 2 addresses the theoretical aspects of the variational formulation of the linear elasticity problem and discusses the SIMP approach. Section 3 presents the mathematical model of the topology optimization problem. We discuss the continuous and discontinuous Lagrange elements used for discretization and then present the problem’s weak form. We then discuss the optimization approach, the mesh independency filter, and the Euclidean distance matrix (used to vectorize the loops for calculating the distance matrix for the mesh independency filter). In Section 4, we present a detailed step by step description of our FEniCS implementation. Section 5 includes the model extensions of the code to a 3D problem, different load cases, different boundary conditions, and inclusion of passive elements. Finally, we summarize the findings, in Section 7.

2. Topology optimization formulation

We consider an arbitrarily shaped linear elastic body $\Omega_{\text{mat}}$ which is part of a large reference domain $\Omega \subset \mathbb{R}^\delta$, $\delta = 2, 3$, having boundary $\Gamma$, as illustrated in Fig. 1. The reference domain $\Omega$ (ground structure) is chosen to allow for a definition of applied loads and boundary conditions. The displacement at a point $x \in \Omega$ is represented by $u(x)$. The Dirichlet and Neumann boundaries of the domain $\Omega$ are represented by $\Gamma_D$ and $\Gamma_N$, respectively. Let $F_B \subset \mathbb{R}^\delta, \delta = 2, 3$ represent the body force vector and $F_T \subset \mathbb{R}^\delta, \delta = 2, 3$ represent the traction force on the on the traction part $\Gamma_T \subset \Gamma$, of the boundary. The ground structure could consist of zones with no material(such as holes), or zones with fixed material. FEniCS works based on the variational formulation of the problem, and thus in this section we discuss the variational approach to topology optimization problem.

2.1. Governing equations and weak form

Elastic strain energy is the energy stored at the time of deformation inside an elastic body. When an isotropic linear elastic solid is deformed under small strain condition, the strain energy density function $\psi_0(\varepsilon)$ is defined as:

$$
\psi_0(\varepsilon) = \frac{\lambda}{2}(tr[\varepsilon])^2 + \mu tr[\varepsilon^2]
$$

(1)
Figure 1: Structural topology optimization problem definition. The ground structure is chosen to allow for a definition of applied loads and boundary conditions. It could consist of zones with no material or zones with fixed material.

where $\mu, \lambda > 0$ are the Lamé parameters, $\epsilon = \frac{1}{2}(\nabla u + \nabla u^T) = \text{sym}(\nabla u)$, is defined as the symmetric part of the tensor $\nabla u$. The total strain energy is thus defined as:

$$SE = \int_\Omega \psi_0(\epsilon) d\Omega$$  \hspace{1cm} (2)

The work potential is defined as the potential of the external loads, which is the negative of the work done on the system. The work potential is given by

$$WP = -\int_\Omega u.F_B d\Omega - \int_\Gamma u.F_T d\Gamma$$ \hspace{1cm} (3)

The potential energy of the system is defined as the sum of elastic energy and work potential. The total potential energy for a deformed body is thus given by:

$$U = \int_\Omega \psi_0(\epsilon) d\Omega - \int_\Omega u.F_B d\Omega - \int_\Gamma u.F_T d\Gamma$$ \hspace{1cm} (4)

For calculating displacement field the principle of minimum potential energy is used. Thus, by taking the first variation of $U$ and then applying the fundamental lemma of the calculus of variation, we get:

**Governing differential equation:**

$$\nabla \cdot \sigma = -F_B \quad \text{in} \quad \Omega$$ \hspace{1cm} (5)

**Natural boundary condition:**

$$(\sigma.n) = F_T \quad \text{on} \quad \Gamma$$ \hspace{1cm} (6)

In the SIMP method, we introduce a pseudo density $d \in [0, 1]$ into Eq. (5) to model the distribution of the material within the ground structure.

$$d^p \nabla \cdot \sigma = F_B$$ \hspace{1cm} (7)
In Eq. (7), $p$ is the penalty parameter that helps in enforcing a 0/1 density distribution by significantly reducing the effect of intermediate values. Based on the power-law approach we could now define the topology optimization problem, where the objective is to minimize the strain energy and the volume is constrained.

$$\min_d f(d) = d^p U$$

subject to

$$g(d) = \int_\Omega d V_0 d\Omega - k V_0 \leq 0$$

$$\forall d \in \mathbb{D}, \mathbb{D} = \{d \in L^2(\Omega) : d_{\text{min}} < d \leq 1\}$$

In Eq. (8), $U$ is the strain energy of the domain and $V_0$ is the initial volume. $k$ is the prescribed volume fraction.

### 3. Numerical Approximation

The linear elasticity model, as described by the differential equation (refer Eq. (5)), is discretized by the finite element method. We start with a discussion on weak form and the discrete form of the system. Then we discuss the optimization algorithm and the filter used in the method to avoid the checkerboard pattern.

#### 3.1. Spatial discretization

We use first degree $C^0$ Lagrangian finite elements to discretize the domain and the primary field variable. The density parameter is discretized with the help of zeroth degree, $C^{-1}$ discontinuous Galerkin elements. In the 2 dimensional cases, the three noded triangular Lagrangian finite elements have two degrees of freedom per node, whereas the discontinuous Lagrangian element of degree zero have a single value per element and are represented as shown in Fig. 2. For the 3 dimensional case, the four noded tetrahedral Lagrangian finite element have three degrees of freedom per node, whereas the discontinuous Lagrangian elements of degree zero have a single value per element and are represented as shown in Fig. 3.
Figure 3: Finite elements - 3D. (a) four noded tetrahedral Lagrangian element with three degrees of freedom per node used to model the displacement vector. (b) one noded discontinuous Lagrangian element used to model the density parameter.

Remark. Triangular and tetrahedral elements are used for the current implementation as they are well supported in FEniCS, whereas the support for quadrilateral and hexahedral elements, even though present is somewhat limited. For simple formulations, user could switch to quadrilateral and hexahedral elements to reduce the computational expense.

3.1.1. Weak form

The weak form of the system is derived by first multiplying the governing differential equation (refer Eq. (5)) by admissible test function ($v$) and then modification of the equations with the application of Green’s theorem. The weak form of the system is defined as: Find $u \in U$ such that

$$\int_{\Omega} d^p \sigma(u) : \nabla v \, d\Omega = 0 \quad \forall v \in \tilde{U}$$

(9)

In Eq. (9), one usually uses only the symmetric part of the test function (virtual strain, $\epsilon(v) = 1/2(\nabla v + \nabla v^T)$) as $\int_{\Omega} \sigma(u) : (\nabla v)_{\text{sym}} \, d\Omega = 0$.

$$\int_{\Omega} d^p \sigma(u) : \epsilon(v) \, d\Omega = 0 \quad \forall v \in \tilde{U}$$

(10)

The trial ($U$) and test ($\tilde{U}$) spaces are defined as

$$(U, \tilde{U}) = \{(u, v) \in H^1(\Omega) : u = \bar{u} \text{ & } v = 0 \text{ on } \Gamma_D\}$$

(11)

In Eq. (11), $H^1(\Omega)$ denotes the usual Hilbert space over the domain $\Omega$ and $\bar{u}$ is the prescribed displacement.

3.1.2. Discrete form

The weak form of the system as presented by Eq. (9) is discretized by using $C^0$ Lagrangian elements for displacement vector and $C^{-1}$ discontinuous Lagrangian elements for density. The discrete form of the
problem is thus defined as: Find \((u_h) \in U_h \subset (U)\) such that

\[
\int_{\Omega} \sigma(u_h) : \varepsilon(v) \, d\Omega = 0 \quad \forall v \in \tilde{U}_h \subset \tilde{U}
\]  

(12)

We follow the Bubnov-Galerkin formulation, where the test and trial functions belong to the same function space. Continuous field variables are thus approximated as:

\[
u(x) \approx u_h(x) = \sum_{i=1}^{n} N_i u_i
\]  

(13)

where \(n\) denotes the number of nodes in the mesh, \(u_i\) and \(N_i\) are the displacement vector and basis function corresponding to \(i^{th}\) node, respectively.

### 3.2. Optimization algorithm

The optimization problem as described in Eq. (8) is solved using the standard optimality criteria (OC) method. The OC method states that convergence is achieved when the KKT condition is satisfied [43],

\[
\frac{\partial f(d)}{\partial d} + \lambda \frac{\partial g(d)}{\partial d} = 0
\]  

(14)

In Eq. (14) \(\lambda\) is the Lagrange multiplier associated with the constraint \(g(d)\). This optimality condition can be expressed as \(B_e = 1\), where

\[
B_e = -\frac{\partial f(d)}{\partial d} \left( \lambda \frac{\partial g(d)}{\partial d} \right)^{-1}
\]  

(15)

According to [19] a heuristic updating scheme for the design variables can be formulated as:

\[
d_e^{new} = \begin{cases} 
\max (d_{min}, d_e - m) & \text{if } d_e B_e^{\eta} \leq \max (d_{min}, d_e - m) \\
\min (1, d_e + m) & \text{if } d_e B_e^{\eta} \geq \min (1, d_e + m) \\
d_e B_e^{\eta} & \text{otherwise}
\end{cases}
\]  

(16)

In Eq. (16), \(m\) is a positive move-limit, and \(\eta\) is a numerical damping coefficient. The choice of \(m = 0.2\) and \(\eta = 0.5\) is recommended [19, 63].

#### 3.2.1. The bisection method

We use the bisection method to find the Lagrange multiplier \(\lambda\). The Lagrange multiplier should satisfy the constraint function \(g(d)\), i.e. the new value of density parameter evaluated with Eq. (16) should satisfy the condition

\[
g(d(\lambda)) = 0
\]  

(17)

Numerically, this could be achieved by the bisection method in which we assume a lower bound and upper bound on the value of \(\lambda\) and calculate the value of constraint function at mid-point of that interval. If the convergence is satisfactory (i.e. the length of the interval is small), then stop the iteration and return
mid-point as solution. Otherwise, examine the sign of the constraint function and update the lower-bound with mid-point if the sign is positive else update the upper-bound with mid-point value.

The sensitivity of the objective function is defined as

\[
\frac{\partial f(d)}{\partial d} = -pd^{p-1}U \tag{18}
\]

The derivative of the volume constraint \( g(d) \) in Eq. (8) with respect to the design variable \( d \) is given

\[
\frac{\partial g(d)}{\partial d} = \int_{\Omega} V_{\Omega} d\Omega \tag{19}
\]

3.2.2. Mesh-independency filter

The solution of topology optimization problems is mesh-dependent. To circumvent this issue, researchers have proposed sensitivity filters that ensure mesh-independency. The filter works by modifying the sensitivity of a specific element’s objective function by taking the weighted average of the element sensitivities in a fixed neighborhood.

\[
\frac{\partial (d_a E_a)}{\partial d_a} = \frac{1}{d_a \sum_{b=1}^{N} W_b} \sum_{b=1}^{N} W_b \frac{\partial (d_b E_b)}{\partial d_b} \tag{20}
\]

\[
\frac{\partial (E_a)}{\partial d_a} = \frac{1}{d_a \sum_{b=1}^{N} W_b} \sum_{b=1}^{N} W_b d_b \frac{\partial (E_b)}{\partial d_b} \tag{21}
\]

Here the letter ‘\( a \)’ represents the element under consideration (marked as red in Fig. 4) and the letter ‘\( b \)’ represents the elements in the neighborhood of element ‘\( a \)’ (marked with red X marks in the Fig. 4). The elements in the neighborhood are identified as the ones whose center lies inside a circle of radius \( r_{\text{min}} \) as shown in the Fig. 4. \( W_b \) is the weight factor (also known as the convolution operator) assigned to the element ‘\( b \)’, which decays linearly with increasing distance from element ‘\( a \)’ and is defined as:

\[
W_b = r_{\text{min}} - \text{dist}(b,a), \quad \{b \in \mathbb{N}|\text{dist}(b,a) \leq r_{\text{min}}\}, \quad b = 1, ..., N. \tag{22}
\]

In Eq. (22), \( \text{dist}(b,a) \) is the distance operator that calculates the distance between the midpoints of the element ‘\( b \)’ and element ‘\( a \)’. The weight factor is zero outside the zone defined by the circle with a radius \( r_{\text{min}} \).

3.3. Numerical implementation

The numerical simulations are performed using the python interface of the open-source scientific computing platform FEniCS [45, 10, 44, 40, 55, 9, 39, 8, 16, 22]. To solve the algebraic equations, FEniCS is configured with PETSc [15, 17, 6] as the linear algebra backend. The output of the topology optimization problem is written to a XDMF file and Paraview [7] is used to visualize the output.

All the two dimensional analyses were performed on a Windows laptop equipped with an Intel Core i7 processor with a clock frequency of 2.2GHz having six cores and 16GB of RAM. The three dimensional
Figure 4: Mesh-independency filter. (top) Elements ($ele_b$) in the neighborhood of $ele_a$ considered for the density filtering. (bottom) Variation of the weight factor ($W_b$) with increasing distance from $ele_a$. Note that the weight factor is zero outside the filter zone marked by $r_{min}$. 

\[ W_b = r_{min} \]
analysis were performed on a workstation equipped with two Intel Xeon Platinum 8260 M processor with a clock frequency of 2.4 GHz having 24 cores per processor amounting to a total of 48 cores and memory is 128 GB.

4. FEniCS implementation

In this section, the 55-line FEniCS code for the energy minimization problem is explained in detail. Several assumptions were made to simplify the code in the previous compact codes (99-line and 88-line). Thus, the codes were limited to a certain kind of problem, and changing them to 3D would require significant modification of the codebase.

The intention of the current implementation is to take advantage of the highly popular programming language python, which is known for its compactness and readability, and to create the most compact implementation of topology optimization by utilizing the open-source FEM package FEniCS. FEniCS allows us to describe the FEM problem in terms of variational principles, keeping the python implementation as close to the mathematical description as possible. This also helps us to improve the readability of the code when comparing it to the mathematical description. The code is called from the python prompt employing the following lines:

```python
from topopt import main
main(nelx=180, nely=60, volfrac=0.5, penal=3.0, rmin=2.0)
```

where `nelx` and `nely` are the number of elements in the horizontal and vertical direction, respectively, `volfrac` is the prescribed volume fraction $k$, `penal` is the penalization power $p$, `rmin` is the filter radius $r_{\text{min}}$. Fig. 1(a) shows the domain and boundary conditions for a cantilever beam as an example that would be used to describe the code.
4.1. Header

The first line imports all the key classes and methods necessary for solving a finite element variational form in FEniCS. The dolfin library is a part of the FEniCS package, which in itself is a wrapper for the C++ library DOLFIN that provides efficient and highly scalable C++ classes for finite element computing. Thus, the package benefits from the speed and efficiency of C++ while keeping the programming for the end-user in an easy to understand and highly readable programming language (python). The second line imports the two packages necessary for performing matrix operations.

```python
from dolfin import *
import numpy as np, sklearn.metrics.pairwise as sp
```

4.2. Function declaration

In FEniCS we solve a problem by defining the variational formulation with Unified Form Language (UFL). This allows us to define the formulas in python that are very similar to the mathematical description and thus makes the code highly readable. The Cauchy stress tensor and the strain energy of the system are described as

\[
\sigma = \lambda \text{tr}(\varepsilon) I + 2\mu \varepsilon \\
\psi_0(\varepsilon) = \frac{\lambda}{2} (\text{tr}(\varepsilon))^2 + \mu \text{tr}(\varepsilon^2)
\]

In Eqs. (23) and (24), strain \( \varepsilon = \frac{1}{2}(\nabla u + \nabla u^T) = \text{sym}(\nabla u) \), is defined as the symmetric part of the part of \( \nabla u \). Note the very close correspondence between the mathematical formulas and their equivalent UFL descriptions. This is the core strength of FEniCS that we wish to exploit to the fullest to make the most compact code of topology optimization.

```python
sigma = lambda _u: 2.0 * mu * sym(grad(_u)) + lmbda * tr(sym(grad(_u))) * Identity(len(_u))
psi = lambda _u: lmbda / 2 * (tr(sym(grad(_u))) ** 2) + mu * tr(sym(grad(_u)) * sym(grad(_u)))
```

4.3. Finite element analysis

Most of the codes available in the literature follow the approach of the matrix method, wherein they derive the stiffness matrix and force vectors and then code them into the programming language. FEniCS is based on the variational approach, where the user needs to specify the variational form with UFL and then use the built-in operators and methods to generate all the required matrices and vectors automatically. This process is initiated by creating function spaces over the mesh and then defining functions in that function space. The supports and loads are then defined based on the function space and functions. Finally, a linear variational problem and a solver are defined.
4.3.1. Discretization the problem

We first start discretizing the problem by defining the domain under consideration with the built in function `RectangularMesh`. The mesh is made up of triangular elements. The parameters `nelx` and `nely` tell the program to divide the domain into `nelx` and `nely` unit rectangles in x and y directions respectively. Each of the unit rectangle is then divided into two triangles and the last argument decides the direction for the division of the rectangles.

```python
mesh = RectangleMesh(Point(0, 0), Point(nelx, nely), nelx, nely, "right/left")
U = VectorFunctionSpace(mesh, "CG", 1)
D = FunctionSpace(mesh, "DG", 0)
u, v = TrialFunction(U), TestFunction(U)
u_new, density, density_old = Function(U), Function(D), Function(D)
```

As discussed in Section 3.1 the topology optimization problem consists of two primary variables, the displacement vector \( (u) \), and the density parameter \( (d) \) which is constant over the element and is discontinuous over the edges. Thus, to discretize the problem with finite element method we need to define two function spaces over the mesh. The first one is defined using the CG elements over the mesh and creating a vector function space of degree one. This implies that the element is a 3-noded linear triangle with two degrees of freedom at each node. For the density parameter we define a function space with DG elements. Once we have defined the function space we can define the test and trial functions over the space which are required to define the weak form of the variational problem. Then we define functions which are used to store the solution to the problem.

4.3.2. Definition of supports

The supports are first identified inside the mesh with the `CompiledSubdomain` method that takes in a condition in C++ syntax and then at compile time converts the expression into an efficient compiled C++ function. In the case of a cantilever beam fixed at x=0 the support is defined by the following command.

```python
support = CompiledSubDomain("near(x[0], 0.0, tol) && on_boundary", tol=1e-14)
bcs = [DirichletBC(U, Constant((0.0, 0.0)), support)]
```

The C++ expression takes a point vector \( x \) as input, where the vector elements represent the x, y, and z coordinates. The support nodes are identified by a conditional statement based on the point vector. The Dirichlet boundary condition is then defined - over the nodes identified by the function `support` - by assigning a value of zero to the components of the displacement vector over the vector function space U \( (u = 0 \text{ on } \Gamma_D) \).
4.3.3. Definition of loads

The load boundary is identified with the help of `load_marker`. This is achieved in FEniCS with the help of `MeshFunction` method. We mark the mesh entities with integer markers. We then use those integers in the measures (dx and ds) to identify the region in our variational form. In UFL, dx represents the integral over the whole cell whereas ds represents the integral over the exterior facet of the cell. In our case suppose the load is applied over the bottom two elements of the mesh. This is achieved by first identifying the bottom two elements with the load marker and then updating the measure ds to account for the markers. After that we define the right hand f.v ds with the command.

```python
load_marker = MeshFunction("size_t", mesh, 1)
CompiledSubDomain("x[0]==l && x[1]<=2", l=nelx).mark(load_marker, 1)
ds = Measure("ds")(subdomain_data=load_marker)
F = dot(v, Constant((0.0, -1.0))) * ds(1)
```

4.3.4. Defining the variational problem and solver

The bilinear form of the systems as described by Eq. (12) is defined first and then we define the `LinearVariationalProblem` and `LinearVariationalSolver` objects. Defining the problem and solver objects allows the program to automatically update the primary field variable and thus in turn the discrete form of the system. Thus, we can solve the system inside a loop by simply calling the `solve()` method over the solver object. The call to `solve()` will create the stiffness matrix and the force vector and will not dispose of them immediately after execution, which allows the program to reuse them within the loop.

```python
K = inner(density ** penal * sigma(u), grad(v)) * dx
problem = LinearVariationalProblem(K, F, u_new, bcs)
solver = LinearVariationalSolver(problem)
# FE-ANALYSIS --------------------------------------------------
solver_disp.solve()
```

FEniCS utilizes PETSc as its linear algebra backend and by default uses the sparse LU decomposition ("lu") method, and the actual software that is called is then the sparse LU solver from UMFPACK (which PETSc has an interface to). We could easily change the solver parameters and design the solver as per our requirements by accessing the method parameters over the solver object.

```python
solver.parameters["linear_solver"] = "gmres"
solver.parameters["preconditioner"] = "ilu"
```

4.4. Optimality criteria based optimizer

We initialize the density vector with `volfrac` as the initial density. Note that we use `as_vector()` method over the density function to access the underlying array of values. The iterations start with the
finite element analysis of the linear variational problem. The solution to the problem is stored in the variable
\( u_{\text{sol}} \), which is then used to evaluate the objective function and sensitivity over each element of the mesh.

```
solver.solve()
objective = project(density ** penal * psi(u_sol), D).vector()[i]
sensitivity = -penal * (density.vector()[i]) ** (penal - 1) * project(psi(u_sol), D).vector()[i]
```

The optimality criteria based update of the density vector is done on lines 46 - 51. The bounds for the
calculation of Lagrange multiplier by the bisection method are initialized on line 46 and the actual loop
starts on line 47.

```
while 12 - 11 > 1e-4:
    l_mid = 0.5 * (l2 + l1)
    density_new = np.maximum(0.001, np.maximum(density.vector()[i] - move, np.minimum(1.0, np.minimum(density.
vector()[i] + move, density.vector()[i] * np.sqrt(-sensitivity / l_mid))))
    l1, l2 = (l_mid, l2) if sum(density_new) - volfrac * mesh.num_cells() > 0 else (l1, l_mid)
density.vector()[i] = density_new
```

4.5. Mesh-independency filtering

The modification of the sensitivities by the application of the sensitivity filter described by Eq. (21) is
a linear operation and this could be converted to a matrix product as defined by Eq. (26). The matrix \( W \)
is the weight matrix. The elements of the matrix satisfy the condition presented by Eq. (22) and Fig. 4
. First we retrieve the midpoints of all the elements within the mesh and then evaluate the Euclidean
distance matrix for the midpoint vector. In the case of topology optimization, suppose we have a collection
of vectors \( \{x_i \in \mathbb{R}^d : i \in \{1, \ldots, N\}\} \) containing the coordinates of midpoints \( (x_i) \) of all the elements within
the mesh. The Euclidean distance matrix is a \( N \times N \) matrix that contains the pairwise distance between
all the elements of a vector of length \( N \), and is defined as:

\[
D_{ij} = (x_i - x_j)^T (x_i - x_j) = \|x_i\|^2_2 - 2x_i^T x_j + \|x_j\|^2_2
\]  

(25)

This gives us the pairwise distance between all the domain elements, or more specifically a single element
\( D_{ab} \) represents the distance of \( \text{ele}_a \) from \( \text{ele}_b \). Then we apply the condition that the elements outside the
zone of influence should have a weight equal to zero. i.e., the elements whose distance \( > \) \( r_{\text{min}} \) should have
a weight equal to zero.

Remark. By evaluating the weight matrix based on vector based calculations we reduced a lot of computa-
tional cost that is associated with evaluation of the same in a nested loop. The euclidean distance matrix
is a symmetric matrix and thus there exists multiple algorithms to further reduce the computational cost
associated with their evaluation on parallel system. The interested reader is referred to Angeletti et al. [13], Li et al. [42] for the same.

\[
\begin{align*}
\left\{ \frac{\partial E_i}{\partial d_i} \right\} &= \left( \begin{array}{ccc} W_{11} & \cdots & W_{1n} \\
\vdots & \ddots & \vdots \\
W_{n1} & \cdots & W_{nn} \end{array} \right) \odot \left( \begin{array}{c} d_1 \\
\vdots \\
d_n \end{array} \right) \odot \left( \begin{array}{c} \frac{1}{d_1} \\
\vdots \\
\frac{1}{d_n} \end{array} \right) \odot \left( \begin{array}{c} \sum_{b=1}^{n} W_{1b} \\
\vdots \\
\sum_{b=1}^{n} W_{nb} \end{array} \right)
\end{align*}
\]

(26)

Once we have the weight matrix, we evaluate the vector of the sum of weight for each element. The modification in sensitivity is then evaluated by just performing the matrix operations described by Eq. (26). Here \( \odot \) represents the Hadamard product, and \( (.) \) represents the dot product. The distance matrix (weight matrix) and the distance sum vector do not vary during the iteration process, and thus they are evaluated and stored outside of the primary iteration loop.

5. Model Extensions

The original 99-line code by Sigmund [63] and the 88-line code by Andreassen et al. [12], the authors described how to extend their code to account for passive elements, other boundary conditions, and multiple load cases. In this section, we also describe these extensions based on our 55 lines of code. Besides, we show that the extension of the code to 3D problems still keeps the number of lines limited to 55 and requires a minimal change of the code.

5.1. Working with 3D problems

One of the amazing advantages of working with FEniCS is that it allows us to write a unified simulation code that can operate in \( \mathbb{R}^d \), \( d = 1, 2, 3 \), since the variational formulation is independent of dimension. By making a few modifications to the code we can use the same 55-lines of code to run 3D simulations. This is hugely beneficial to the previous implementation as to work with 3D they required significant modification of the code base [12]. To change the code into a 3D cantilever problem, we just need to update the mesh and add the third dimension values to the boundary condition and load definitions. Thus, only the following change is required:

```python
# PREPARE DISTANCE MATRICES FOR FILTER -----------------------------
midpoint = [cell.midpoint().array()[:1] for cell in cells(mesh)]
distance_mat = rmin - sp.euclidean_distances(midpoint, midpoint)
distance_mat[distance_mat < 0] = 0
distance_sum = distance_mat.sum(1) # sum the row

# FILTERING/MODIFICATION OF SENSITIVITIES -----------------------
sensitivity = np.divide(distance_mat @ np.multiply(density.vector()[:1], sensitivity), np.multiply(density.
vector()[:1], distance_sum))
```
We need to add the number of element required in z-direction to the parameters of function definition. Changing the mesh constructor to `BoxMesh()`, creates a box partitioned with \((\text{nelx}, \text{nely}, \text{nelz})\) elements. Fig. 6 shows the ground structure with the applied external loads and boundary conditions for the optimization of a 3D cantilever beam along with the optimized geometry achieved by running the command:

```python
from topopt import main
main(nelx=60, nely=20, nelz=4, volfrac=0.3, penal=3.0, rmin=1.5)
```

### 5.2. Other boundary conditions

The support elements are identified based on the conditional statements written in the C++ syntax. To add a prop to the other end of the cantilever beam we just need to identify the elements and then assign a Dirichlet boundary condition to it. This is achieved by adding the following lines of code:

```python
prop_support = CompiledSubDomain("near(z[0], l,tol) && near(z[1], 0, tol)", tol=1e-14, l=nelx)
prop_bc = DirichletBC(U.sub(1), Constant(0.0), prop_support, method="pointwise")
bcs.append(prop_bc)
```

The solution presented in Fig. 7 is then obtained by the following:

```python
from topopt import main
main(nelx=180, nely=60, volfrac=0.5, penal=3.0, rmin=3)
```
5.3. Multiple load cases

Adding multiple load cases to the problem is also achieved with less than 60 lines of code. In the two load case the change is made in line number 21 where we need to add a new marker for the second load. This is identified with the help of load marker 2. The information is then passed to the measure in a similar manner as before. We could then define loads on certain boundaries by using there specific markers.

```python
CompiledSubDomain("x[0]==l && x[1]<=2", l=nelx).mark(load_marker, 1)
CompiledSubDomain("x[0]==l && x[1]>=h-2", l=nelx, h=nely).mark(load_marker, 2)
ds = Measure("ds")\(subdomain_data=load_marker\)
F1 = dot(v, Constant((0.0, -1.0))) * ds(1)
F2 = dot(v, Constant((0.0, +1.0))) * ds(2)
problem = [LinearVariationalProblem(K, F1, u_sol, bcs),LinearVariationalProblem(K, F2, u_sol, bcs)]
```

The objective function and the sensitivity is calculated based on the displacement field by solving the two variational problems and summing them up for further calculations. This is done by replacing the lines
The solution presented in Fig. 8 is then obtained by the following:

```python
from topopt import main
main(nelx=180, nely=60, volfrac=0.5, penal=3.0, rmin=3)
```

### 5.4. Passive elements

To incorporate zones of fixed density, such as zones with no material (holes) or zones with fixed material, we define passive elements that have a fixed density throughout the iteration process. This is achieved with just additional five lines of code including the identification of the passive elements. The zone is identified and marked with the help of the MeshFunction class of FEniCS by adding the following lines of code.

```python
# DEFINE PASSIVE ELEMENTS ------------------------------------------
circle = CompiledSubDomain('(x[0]-x0)*(x[0]-x0) + (x[1]-x1)*(x[1]-x1) <= r*r', x0=nelx/3, x1=nely/2, r=nely/4)
circle_marker = MeshFunction("size_t", mesh, mesh.topology().dim())
circle.mark(circle_marker, 1)
```

This information is then passed to the optimality criteria loop by adding the following line and then, explicitly setting their density value equal to minimum density in case of a hole.

```python
density_new[circle_marker.where_equal(1)] = 0.001
```

The solution presented in Fig. 9 is then obtained by the following:

```python
from topopt import main
main(nelx=180, nely=60, volfrac=0.5, penal=3.0, rmin=3)
```

### 5.5. Alternative optimizers

The optimality criteria based optimizer have been widely used in the literature because of its easy to understand formulation and straight forward implementation, but suffers from the lack of support for problems with multiple constrains. Another common optimizer that has been used successfully by many researches to solve multi-constraint topology optimization problems is based on the method of moving asymptotes(MMA)
algorithm[68]. The MMA-algorithm is a mathematical programming algorithm, which is in nature similar to methods like Sequential Linear Programming (SLP) and Sequential Quadratic Programming (SQP) for solving smooth, non-linear optimization problems [21]. The call to MMA requires definition of several input arguments along with the first and second derivatives of the objective as well as the constraint functions. In the case of TO the second order derivatives are assumed to be zero. One can find the definition of all the auxiliary variables in the documentation of code files which one can obtain from Prof. Krister Svanberg, KTH, Sweden. The MMA code is called by first defining the auxiliary variables as per the documentation and then replacing the optimality criteria block with the following:

```python
xmma,ymma,zmma,lam,xsi,eta,aaa,zet,s,low,upp = 
mmasub(m,n,loop,xval,xmin,xmax,xold1,xold2,f0val,df0dx,fval,dfdx,low,upp,a0,a,cMMA,d,move)
```

Since the code allows for direct access of the underlying matrices and vectors, one could also use the optimizers available in the open-source python libraries such as SciPy or PyOpt directly.

6. Extension to practical applications

This code is capable of running large scale simulations on systems ranging from high performance workstations to computational clusters. The readability of the code allows for easy modifications and the just in time compilation provides us with speed and efficiency. With a few modifications, the code can handle complex structural configuration with support for parallel computation. In this section we will discuss few challenges related to application of TO to large scale engineering problems with the help of a 3D bridge example and its implementation with the 55-line code. Fig. 10 shows the ground structure with the applied external loads and boundary conditions for the optimization of a 3D bridge with a non-designable deck. An opening of size $20m \times 25m$ is placed over the non-designable deck and a uniformly distributed load is
applied over the deck inside the opening. The structure is meshed with approximately six-million tetrahedral elements with three-million DoFs.

6.1. Complex structural configuration

The ground structure for the 3D-bridge as presented in Fig. 10 consists of three sub-domains: the non-designable deck, the load face and the support face. Such kind of structural configuration is difficult to handle in the MATLAB codes [63, 12, 29] but are comparatively easy to handle in commercial packages in which we can have an explicit representation of the complex structural configuration [77]. FEniCS supports marked computational mesh generated by ‘gmsh’[31]; which allows us to explicitly mark different sub-domains in ‘gmsh’ with numerical labels and then read those directly into FEniCS. This extends the capability of the 55-line code to complex structural configurations. For complex geometries one needs to follow the mesh processing pipeline, and, thus create the mesh in ‘gmsh’ and mark different sub-domains, convert the mesh to XDMF with ‘meshio’[59] and then finally read the mesh directly into the program with the commands:

```python
mesh = Mesh()
with XDMFFile("domain.xdmf") as infile:
    infile.read(mesh)
```

The supports and loads are defined by reading the numerical labels of the mesh and defining 'Measures'(dx, ds) over the domain based on these labels. This is achieved by replacing lines 17 – 22 with the following:

```python
mesh = Mesh()
with XDMFFile("domain.xdmf") as infile:
    infile.read(mesh)
```

The supports and loads are defined by reading the numerical labels of the mesh and defining 'Measures'(dx, ds) over the domain based on these labels. This is achieved by replacing lines 17 – 22 with the following:
The imported mesh will work directly with code as the computation of the filter is based on the actual centre-points of the elements (refer Section 4.5) as opposed to the assumptions made in the 88 or 99 line codes where the filter is evaluated based on the assumption of uniform mesh with unit cells. The optimized geometry presented in Fig. 11 is achieved by running the command:

```python
from topopt import main
main(volfrac=0.15, penal=3.0, rmin=10.0)
```

6.2. Handling large 3D problems

Solving large scale 3D problems require access to systems with large amount of RAM and computational power. Even with powerful computational systems the implementation could be slow because of inefficient coding. The computational cost associated with TO can be attributed to three major operations: computation of the filter, evaluation of the displacement solution of the problem, and evaluation of the optimal solution of the optimization problem. Since all of these are dependent on the size of the mesh, the computational cost of the algorithm is directly related to the mesh.

In the original 99-line code and further it’s evolution into the 88-line code, loops were used to evaluate the weight-matrices for the filter. Loops are known to be extremely slow as compared to vector operations,
Figure 12: Comparison of looping versus vector operation for computation of filter. With increasing number of degrees of freedom’s looping approach takes substantially less amount of RAM as compared to vector approach but require more time.

but, vector operations require a RAM size capable of storing the full matrices required to perform the computation. In Fig. 12, we can see that in terms of RAM, loops perform much better as compared to the vector approach, but, in terms of computational time the vector approach outperforms loop. For 33000 DoF’s the RAM required by the looping approach is a mere 11MB as compared to 8GB required by vector approach, but, vector approach completes the computation in 17 seconds as opposed to 710 seconds taken by loops. To take benefit of both the approaches it is advised to use the chunking technique as described in Li et al. [42] by looping over large chunks of the mid-point vector which could be stored in the RAM for computation.

In the 88-line MATLAB code [12] substantial reduction in computational expense as compared to the original 99-line code [63] was achieved by vectorization of the loops and the new 99-line code [29] further provides a reduction in computational expense by smart use of sparse matrices and using the ‘fsparse’ function from the stenglib library that is written in ‘C’. The use of sparse solvers along with vectorization has lead to substantial reduction in the computational expense of the evaluation of the displacement solution of the problem and also evaluation of the optimal solution of the optimization problem. The latest 99-line code achieves the assembly of the stiffness matrix of a six million DoF’s system in under 10 seconds. Since we are using PetSc as the backend, our code benefits from the capabilities of the library such as support for parallelization, sparse matrices and iterative solvers. This results in under 10 second assembly of stiffness matrix for the same six million DoF’s system, and with parallelization we can achieve further speedups.

6.3. Parallel implementation of topology optimization

Topology optimization algorithm requires computation of both the displacement solution of the systems and the optimization solution of the system in each iteration. To solve large scale engineering structures researchers in the past have parallelized the TO algorithm [2, 23, 25, 28, 61, 70, 71, 4, 50, 14, 48, 47]. Many of these works are extremely capable in solving the TO problem efficiently on parallel HPC systems, but are
too complex for beginners to understand and implement. In this section our aim is to present the parallel performance of our code and help beginners take benefit of multi-core simulations on their laptops or HPC workstations. This implementation by no means is as optimized as the 2589-line code by Schmidt and Schulz \[61\] or the 6300-lines code of Aage et al. \[4\], but serves as a proof-of-concept for the parallel capability of the 55-line code.

The modifications necessary to make the code compatible for parallel computation lies only in the modification of filter. Mesh-independency filter as described in Section 3.2.2 requires information of the co-ordinates of the center-points of elements in a zone around the element under consideration. Since, parallelization in FEniCS works by splitting the mesh into ‘n’ parts - where ‘n’ is the number of processors - and then passing only a portion of the mesh to a single processor, the information required for computation of the filter is not available with each processor. Thus, to make the code compatible for parallel computation we have to change the filter to the Helmholtz filter as described in \[41, 27\]. Parallel computation can then be performed on 16 cores by running the command:

```bash
mpirun -np 16 python3 main.py
```

In the above command `main.py` file contains the following code:

```python
from topopt import main
main(volfrac=0.15, penal=3.0, rmin=10.0)
```

It is to be noted that, our implementation supports complex structural configuration on parallel systems. For the problem presented in Fig. 10 with six million elements, the code took 10 minutes and 50 seconds per iteration on a single core, and, 1 minute and 40 seconds per iteration on 16 cores. This proves the code’s scalability, and with further improvements in solver design and the use of better optimization algorithms, the code is capable of substantial computational gains.

7. Conclusion

This paper provides a simple, compact, and easy-to-understand implementation of topology optimization using the solid isotropic material with penalization methodology for 2D and 3D structures via an open-source finite element python package (FEniCS). By revisiting the original 99-line code by Sigmund \[63\] and its further modification to 88-lines by Andreassen et al. \[12\] and the new 99-line by Ferrari and Sigmund \[29\], we present a brief step-by-step overview of the topology optimization problem’s mathematical model and a detailed description of the FEniCS implementation.

The 99-line code laid the foundation and has helped many researchers enter the field of topology optimization, emphasizing the 2D plane stress problem. The 88-line code significantly reduced the computational
time by vectorizing the loops, while also reducing the number of lines to 88. The new-99-line code further improved the efficiency of the original code by updating the code to latest developments in the sparse computation of matrices in MATLAB. This implementation’s key strength is the generalized and compact approach enabled by FEniCS, which allows us to make a unified code-base for 2D and 3D problems with easy to understand UFL expressions that make the code extremely readable in just 55-lines.

Compactness in the code is also achieved by vectorizing most of the operations. By utilizing the Euclidean distance matrix concept, we have also vectorized the weight matrix computation for mesh-independency filters which has lead to substantial savings in the computational time for evaluation of the filter. This also allows us to evaluate the filter on complex structural configurations without any change in the code-base. We also demonstrate the capability of the code to handle complex large scale engineering structures with support for parallel computation on high performance workstations.

Since the expressions written in the python code are automatically converted into compiled C++ functions, the implementation is computationally efficient. The whole code-base is based on open-source packages, and thus, it is accessible and ready-to-use by the entire research community. Considering FEniCS is platform-independent [34], the code works on Windows, MAC and Linux systems alike. FEniCS is also equipped with powerful tools that allow straightforward extension of the current code into different areas, such as nonlinearity, hyper-elasticity, compliant mechanisms, and multi-scale modeling with the same base code.
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Appendix A. FEniCS Code

```python
from dolfin import *
import numpy as np, sklearn.metrics.pairwise as sp

# A 55 LINE TOPOLOGY OPTIMIZATION CODE ---------------------------------
def main(nelx, nely, volfrac, penal, rmin):
    sigma = lambda _u: 2.0 * mu * sym(grad(_u)) + lmbda * tr(sym(grad(_u))) * Identity(len(_u))
```
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psi = lambda _u: lambd / 2 * (tr(sym(grad(_u))) ** 2) + mu * tr(sym(grad(_u)) * sym(grad(_u)))

xdmf = XDMFFile("output/density.xdmf")

mu, lambda = Constant(0.4), Constant(0.6)

# PREPARE FINITE ELEMENT ANALYSIS ----------------------------------

mesh = RectangleMesh(Point(0, 0), Point(nelx, nely), nelx, nely, "right/left")

U = VectorFunctionSpace(mesh, "P", 1)

D = FunctionSpace(mesh, "DG", 0)

u, v = TrialFunction(U), TestFunction(U)

u_sol, density_old, density = Function(U), Function(D), Function(D, name="density")

density.vector()[:]= volfrac

# DEFINE SUPPORT ---------------------------------------------------

support = CompiledSubDomain("near(x[0], 0.0, tol) && on_boundary", tol=1e-14)

bcs = [DirichletBC(U, Constant((0.0, 0.0)), support)]

# DEFINE LOAD ------------------------------------------------------

load_marker = MeshFunction("size_t", mesh, mesh.topology().dim() - 1)

CompiledSubDomain("x[0]==l && x[1]<=2", l=nelx).mark(load_marker, 1)

ds = Measure("ds")((subdomain_data=load_marker)

F = dot(v, Constant((0.0, -1.0))) * ds(1)

# SET UP THE VARIATIONAL PROBLEM AND SOLVER ------------------------

K = inner(density ** penal * sigma(u), grad(v)) * dx

problem = LinearVariationalProblem(K, F, u_sol, bcs)

solver = LinearVariationalSolver(problem)

# PREPARE DISTANCE MATRICES FOR FILTER -----------------------------

midpoint = [cell.midpoint().array()[:].for(cell in cells(mesh))

distance_mat = rmin - sp.euclidean_distances(midpoint, midpoint)

distance_mat[distance_mat < 0] = 0

distance_sum = distance_mat.sum(1)

# START ITERATION --------------------------------------------------

loop, change = 0, 1

while change > 0.01 and loop < 2000:

    loop = loop + 1

    density_old.assign(density)

    # FE-ANALYSIS --------------------------------------------------

    solver.solve()

    # OBJECTIVE FUNCTION AND SENSITIVITY ANALYSIS -------------------

    objective = project(density ** penal * psi(u_sol), D).vector()[:]

    sensitivity = -penal * (density.vector()[:]) ** (penal - 1) * project(psi(u_sol), D).vector()[:]

    # FILTERING/MODIFICATION OF SENSITUATIES ------------------------

    sensitivity = np.divide(distance_mat @ np.multiply(density.vector()[:], sensitivity), np.multiply( density.vector()[:], distance_sum))

    # DESIGN UPDATE BY THE OPTIMALITY CRITERIA METHOD ---------------

    l1, l2, move = 0, 100000, 0.2

    while l2 - l1 > 1e-4:

        l1, l2, move = 0, 100000, 0.2
l_mid = 0.5 * (l2 + l1)
density_new = np.maximum(0.001, np.maximum(density.vector()[:,:] - move, np.minimum(1.0, np.minimum((density.vector()[:,:] + move, density.vector()[:,:] * np.sqrt(-sensitivity / l_mid))))))

if sum(density_new) - volfrac * mesh.num_cells() > 0 else (l1, l_mid)
density.vector()[:,:] = density_new

# PRINT RESULTS -----------------------------------------------
change = norm(density.vector()-density_old.vector(), norm_type="linf", mesh=mesh)
print("it.: {0} , obj.: {1:.3f} Vol.: {2:.3f}, ch.: {3:.3f}".format(loop, sum(objective), sum(density.vector()[:,:]) / mesh.num_cells(), change))
xdmf.write(density, loop)
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