Web User Trust Evaluation: A Novel Approach Using Fuzzy Petri Net and Behavior Analysis
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Abstract: With the development of society and information technology, people’s dependence on the Internet has gradually increased, including online shopping, downloading files, reading books, and online banking. However, how to ensure the safety and legitimacy of these network user behaviors has become the focus of attention. As we all know, cybersecurity and system resilience originate from symmetry. Due to the diversity and unpredictability of cyber-attacks, absolute cybersecurity is difficult to achieve; system resilience indicates that protecting system security should shift from resisting attacks to ensuring system continuity. The trust evaluation of network users is a research hotspot in improving network system security. Aiming at the defects of incomplete evaluation processes and inaccurate evaluation results in current online user behavior trust evaluation methods, this paper combines the basic principles of online user trust evaluation and proposes a trust evaluation model that combines fuzzy Petri nets with user behavior analysis. First, for “unfamiliar” users, we used fuzzy Petri nets to calculate the user’s recommended trust value as the system’s indirect trust value; next, we used the user’s behavior record as evidence to conduct direct trust evaluation on the user to obtain the system’s direct trust in the user’s value; finally, the two calculation results were combined to obtain the user’s comprehensive trust value. In terms of experimental verification, the experimental data came from a self-developed e-book management system. Through theoretical analysis and simulation results, it was shown that the model met the optimization conditions of subjective and objective relative balance, the evaluation process was more complete, and the trust evaluation values of network users could be obtained more accurately. This evaluation method provides solid theory and research ideas for user credibility judgment of key network basic application platforms such as online shopping malls, online transactions, and online banking.
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1. Introduction

In recent years, people have used the Internet to share information and participate in various network activities such as downloading documents, shopping online, watching videos, playing games, etc. However, these all depend on the mutual trust of each participant in the network environment. Although there are many technologies to ensure the normal operation of the network system, most of them are used to strengthen security [1]. User verification only relies on traditional identity authentication, which is obviously a defect because a user who accesses the network can easily enter or leave the network. Therefore, they are likely to damage the network system resources in order to further their own interests such as impersonating someone else’s identity. Information is used to steal confidential data within the company; even personnel within the company use the convenience of their own positions to steal confidential data. The occurrence of these two behaviors can evade the checkpoint of identity authentication and cause the loss of network system resources [2].
Therefore, there is an urgent need to find an effective method that can protect network security and restrain the behavior of malicious users to ensure the security of data resources in the network system [3,4].

2. Related Work on Web User Trust Evaluation

The problem of user trust evaluation in the network environment has always been the focus of researchers. The introduction of trust attributes into the access control model can improve the shortcomings of the existing model, thereby enhancing the security of the network system [5]. In recent years, many scholars have conducted more in-depth research and achieved many meaningful results. Jiang et al. [6] proposed the use of credibility graphs to calculate user trust values, comparatively reviewed two categories of graph-simplification-based and graph-analogy-based approaches and discussed their individual problems and challenges. As far as we know, the disadvantage of this method is that it may produce results that exceed the trust range. In addition, the algorithm has high time and space complexity and is not suitable for large-scale networks. Xiao et al. [7], in order to solve the problem of user choice of high-trust service providers in online social networks, proposed a scheme called RHT (recommendation from high trust value entities) to evaluate the trust degree of the service recommended. When calculating the comprehensive trust value in this article, the authors did not fully discuss the weight coefficients for measuring the direct trust value and the indirect trust value. Therefore, the accuracy of the evaluation results needs to be improved. Wang et al. [8] used machine learning algorithms to calculate a user’s trust value, the user’s privacy leakage risk was evaluated through information flow prediction, and the user’s privacy leakage risk was mapped to the trust evidence and combined through the improved evidence combination rules of evidence theory. The shortcoming of this study was that there was no in-depth study on the calculation of the weight of evidence. Jiang et al. [9], in order to solve the problem of the spread of trust value in online social networks, proposed a modified flow-based trust evaluation scheme, GFTrust, in which they addressed path dependence using network flow and modeled trust decay with the leakage associated with each node. The literature’s hypothesis on the initial trust value is questionable. Yang et al. [10], taking into account the high degrees of uncertainty, complexity, and dynamics of user behavior in OSN, introduced the cloud model theory into user behavior trust evaluation, and a user behavior evaluation scheme combined with entropy weight was proposed. This method is an improvement of the entropy method. Calculating the weight of each attribute overcomes the limitations of subjective weight distribution to a certain extent. The limitation of this method is that there is no difference between subjective weight and objective weight in the evaluation results. Therefore, the accuracy of the evaluation model needs to be improved. Gong et al. [11], using the influence of transaction attributes and social relationships on user trust, proposed a comprehensive trust model. This model improves the granularity of trust evaluation and improves the discrimination of recommended information, to a certain extent. However, when calculating the comprehensive trust value, the author did not discuss in detail the influence of weights on the evaluation results. The importance of transaction attributes and social relationships to the results is completely determined by the user’s personality. This approach is questionable and requires more in-depth research. Ceolin et al. [12], modeling trust relying on user reputation, user demographics, and from provenance, demonstrated that using provenance and demographic information was beneficial for the accuracy of trust assessments. This method also does not give a clear solution to the distribution of evidence weight. At the same time, this method ignores the importance of recommendation trust. Ghosh et al. [13] were dedicated to the study of stock price forecasting, treating stock price forecasting as a binary classification problem and applying kernel principal component analysis (KPCA) to feature extraction of technical indicators. User behavior trust evaluation can also be regarded as a binary classification problem in certain application situations, namely, trusted users and untrusted users. In addition, feature extraction is an important process in the classification problem. Liu et al. [14],
in order to let cloud users find cloud services which satisfied performance preferences, used the comprehensive trust cloud center of gravity assessment method (CCGE) to calculate the trust level of cloud services, introduce the membership theory into the trust evaluation model, and then establish a precise trust relationship between cloud users and cloud services based on user performance requirements. This method does not include a detailed discussion on the weight distribution of direct trust value and indirect trust value. In addition, the division of trust levels is not convincing. Wang et al. [15] pointed out the current problems facing trust evaluation such as the lack of necessary evaluation data, the need for big data processing, etc., and conducted a comprehensive investigation of trust evaluation based on machine learning. Although machine learning technology has been applied in many fields, it is still in its infancy in terms of network user trust evaluation. The current shortcomings of machine learning used in trust evaluation mainly include: high requirements for data quality, strong objectivity of trust evaluation results, lack of subjective and objective combination, and prone to “overfitting” phenomenon, etc. Zhou et al. [16] proposed a dynamic trust evaluation model based on affective intensity computing, which used fuzzy logic operators to calculate partial trust, feedback trust, and overall trust. The advantage of this model lies in the introduction of a feedback trust mechanism, but the disadvantage is that it does not solve the influence of weights on the evaluation results. Li et al. [17] proposed a trust model based on fuzzy similarity. They used fuzzy similarity theory to process evaluation messages and obtain the rules of node behavior by integrating evaluation information. In addition, they proposed a trust update algorithm for malicious and selfish nodes. The advantage of this method is that the Kalman principle is used to establish a trust value update mechanism, which satisfies the dynamics of the trust value. However, the shortcoming of this model lies in the lack of consideration of subjective factors.

Through the above analysis, it can be found that although researchers have used a variety of methods to calculate the trust values of users from different perspectives, they all have certain limitations. For example, some methods focus more on subjectivity while ignoring the objectivity of user behavior evidence; some combine the subjective and objective but do not consider the recommendation of the recommender, or the subjective and objective weights are not discussed in detail. In short, there is currently no complete evaluation system that can integrate these methods.

In order to solve the above problems, we propose a new trust evaluation method that combines the factors of direct trust and indirect trust. When calculating the direct trust value, the influence of subjective and objective weights on the calculation result is optimized; when calculating the indirect trust value, the advantages of the efficient modeling of Petri net theory [18] and fuzzy theory are used to make the model more suitable for handling the fuzzy trust evaluation process. Therefore, the calculation result is considered more reasonable. Theoretical analysis and simulation verify the performance improvement compared with the existing mechanism. The main contributions of this paper are summarized as follows:

1. We propose a user behavior trust evaluation method that integrates subjective and objective influencing factors, and this method optimizes the subjective and objective weights that affect user behavior evidence. In this way, the network user behavior trust evaluation can satisfy the relative balance of subjective and objective, and the accuracy of the evaluation results will be higher;

2. For unfamiliar users, we use fuzzy Petri nets to model and analyze such users and obtain their initial trust values through the recommendations of other network users. This provides a solution for solving the “cold start” problem of user trust value. Next, we use the results as the indirect evaluation value and the direct evaluation value of user behavior to optimize the configuration to obtain the comprehensive trust evaluation value of the user. The evaluation process is more complete and more reasonable.

The rest of this article is organized as follows: Section 3 introduces the basic principles
of web user trust evaluation. Section 4 introduces the detailed design of an indirect trust evaluation scheme using a fuzzy Petri net. Section 5 introduces the detailed design of the direct trust evaluation scheme using user access behavior. We integrate direct trust and indirect trust in Section 6 and evaluate the performance of the trust model through simulation experiments. Finally, conclusions and further research potential are discussed in Section 7.

3. Basic Knowledge of Web User Trust Evaluation

3.1. The Basic Principle

The WEB user trust evaluation method [19,20] draws on the evaluation of trust in social sciences, so the proposed evaluation method follows the following principles [21,22]:

1. In the calculation of the trust value, the importance of evidence is inversely proportional to the interaction time interval;
2. Trust is a long-term cumulative process;
3. Overall trust includes direct trust and indirect trust, with direct trust as the mainstay and indirect trust as the supplement;
4. The trust value should “slowly rise and quickly fall”;
5. The trust value is a dynamic value, which is constantly updated with time and behavior.

3.2. The Basic Definitions

**Trust** refers to the judgment of the relying party (usually the service provider) on the object (usually the user accessing the service) based on past experience and data.

**User behavior evidence** includes the behavior records generated by the user when accessing the service. These behavior records are mathematically quantified and can be used as basic data to evaluate the user’s trust value.

**Direct trust** is the mutual trust relationship established by two entities through mutual communication.

**Indirect trust** is an indirect trust relationship established through the recommendation of a third party.

**Trust value** refers to the degree of trust the relying party has in the object.

3.3. The Framework of Trust Evaluation

The web user trust evaluation model proposed in this paper is shown in Figure 1. When a user accesses a network system, their identity information is first verified. This process is the first verification of trust evaluation. Next, the network system uses the recommended trust value provided by other service providers of the same type to perform indirect trust evaluation on the user. This process is the second verification of the trust evaluation; only users who pass the above two verifications can access the network system normally. Next, the system directly trusts the user based on the user’s access behavior evaluation; this process is the third verification of trust evaluation. Therefore, in our proposed trust evaluation model, both indirect trust evaluation and direct trust evaluation were included. In addition, in the direct trust evaluation, we solved the problem of optimal allocation of subjective and objective weight selections.
4. Indirect Trust Evaluation Based on a Fuzzy Petri Net

4.1. Fuzzy Petri Net

A Petri net is suitable for describing asynchronous and concurrent computer system models. Its advantage is that it has strict mathematical expressions and intuitive graphical expressions. Therefore, Petri nets can also be used for network security evaluation modeling [23]. In addition, fuzzy theory is often used to resolve the uncertainty of trust relationships.

The fuzzy Petri net is an extension of Petri net [24], which combines the advantages of Petri net and fuzzy theory. Therefore, fuzzy Petri net is a powerful tool for effective modeling of fuzzy knowledge [25,26].

When a WEB user accesses the system for the first time, because there is no evidence of the user’s historical behavior in the system, the system cannot perform an initial evaluation of the user. Regarding the initial trust value setting of such users, the literature [27] sets the user’s initial trust value to a relatively low value. Although this setting can improve the security of the system to a certain extent, it will affect the real reliability of trust in the user’s interactive experience. Therefore, this paper uses a fuzzy Petri net to calculate the user’s recommended trust value and uses the result as a component of the WEB user trust evaluation, making the final trust evaluation result more reasonable.

The trust evaluation model based on fuzzy Petri nets can map general fuzzy inference rules through the representation and reasoning of fuzzy rules. The fuzzy Petri net model of trust evaluation between entities is shown in the following Figure 2:

![Figure 2. Fuzzy Petri net model for trust evaluation.](image-url)
Among them, $U_i$ represents the i-th recommended value of the user by the service provider of the same system, $D_j$ represents the i-th recommended trust value of the target system accepting the same service provider, $l$ represents the threshold of the inference rule, and $S$ represents the comprehensive recommended trust value.

**Definition 1.** The user behavior trust evaluation structure of the fuzzy Petri net is defined as a 6-tuple:

$$U_{BTA} - FPN = (P, T, I, O, \Gamma, S^0)$$

$P = \{p_1, p_2, \ldots, p_m\}$ is a collection of places, where each place $p_i$ represents a fuzzy proposition; 
$T = \{t_1, t_2, \ldots, t_n\}$ is the set of changes, where each change $t_i$ represents the occurrence of a fuzzy rule; 
$I = \{a_{ij}\}$ is the input matrix representing the input relationship from $p_i$ to $t_j$, where $i = 1, 2, \ldots, m$; 
$j = 1, 2, \ldots, n$ and $\alpha_{ij} = \{0, 1\}$, if $p_i$ is the input place of $t_j$, representing the corresponding weight on the connecting arc from $p_i$ to $t_j$; 
$O = \{b_{ij}\}$ is the output matrix representing the output relationship from $t_j$ to $p_i$ and $\beta_{ij} = \{0, 1\}$, if $p_i$ is the input place of $t_j$, representing the corresponding weight on the connecting arc from $t_j$ to $p_i$; 
$\Gamma = (t_1, t_2, \ldots, t_m), t_i \in [0, 1]$, represents the threshold of the fuzzy rule; that is, $\tau_i$ represents the start threshold of transition $t_i$; 
$S^0 = (s_1, s_2, \ldots, s_m)^T$ is the initial marking state of the place node, or, that is, the credibility of the initial proposition where $s_i \in [0, 1]$ and $i = 1, 2, \ldots, m$.

4.2. Indirect Trust Value Based on a Fuzzy Petri Net

According to the reasoning steps of the fuzzy Petri net, a comprehensive recommendation trust value can be obtained. The process is as follows:

Step 1. Calculate the reliability of the equivalent fuzzy input $E = I^T \cdot S^0 = [e_1, e_2, \ldots, e_n]$;
Step 2. Delete the items whose credibility is less than the threshold in the input credibility $E$; if $e_j < \tau_i$, then $e_j = 0$, otherwise $e_j$ remains unchanged, where $j = 1, 2, \ldots, n$ and update credibility $E \rightarrow E'$;
Step 3. Calculate the reliability of the equivalent modulus output $E'' = O \cdot E'$;
Step 4. Calculate the credibility of all propositions $S^1 = S^0 \oplus E''$, where $\oplus I$ is an operation that takes the larger value between the two;
Step 5. Iterate repeatedly. If $S^k = S^{k-1}$ appears in $k$ iterations, the reasoning ends.

Through the above reasoning process, the user’s indirect trust value $T_{indirect}$ can be obtained:

$$T_{indirect} = s_m^k$$ (1)

5. Direct Trust Evaluation Based on User Behavior Analysis

5.1. Obtaining Evidence of User Behavior

Evidence of user behavior usually refers to the specific manifestation of a series of operations performed by the user. Obtaining effective evidence is the prerequisite for user behavior authentication. The commonly used methods to obtain user behavior evidence are as follows:

1. Using an intrusion detection system such as Sguil or Tcpdump on PC [28] for network security analysis; this method can collect user real-time event activities, such as the number of user visits, etc.;
2. Using network traffic anomaly detection tools such as ENTVis [29], various protocols of the gateway can be obtained, and the transmission rate of data packets can be viewed;
3. Analyzing user behavior through Web logs [30];
4. Using Ajax-based click stream capture tools such as a series of user operations on the mouse and certain operations on web pages to obtain user action information [31].
5.2. Standardized Processing of User Behavior Evidence

The units of user behavior evidence values are mostly different such as the total number of incorrect password inputs by users, the historical occurrence rate of user IP addresses, and the user’s sensitive service time. Therefore, before calculating the user behavior trust value, it is necessary to further process the collected user history behavior evidence to convert the data within the scope. According to the dimensionless method, the types of user behavior evidence can be divided into numerical type, percentage type, and Boolean type.

The focus of this article is the evaluation of the user behavior trust value; this article does not elaborate on the acquisition of evidence. This article uses existing methods [32] to standardize the evidence. After standardized processing, the behavior evidence set $Data = \{d_1, d_2, \ldots, d_m\}$ from the user’s access process can be obtained.

5.3. Weight of User Behavior Evidence

Determining the weight coefficient of each evaluation index is one of the keys to user behavior trust evaluation. The weight reflects the relative importance of each evaluation index. It should be noted that when the evaluation object and evaluation index are determined, the user’s comprehensive trust value will be completely dependent on the value of the weight coefficient. Therefore, the rationality of the weight coefficient directly affects the rationality of the evaluation results and even affects the correctness and credibility of the conclusions. At present, there are many methods for calculating weight coefficients, mainly including subjective weighting methods and objective weighting methods.

5.3.1. Objective Weight

Among objective weighting methods, commonly used methods include the entropy weight method, the standard deviation method, and the CRITIC method [33]. Among them, the entropy weight method is a method that uses the concept of entropy to determine the index weight. In information theory, entropy is a measure of the uncertainty of the system state. The starting point of the entropy method involves reflecting the degree of importance of a certain index based on the degree of difference between the observed values of the same index. The applicability of this method is more extensive, and the requirements for the evaluation index are not high. The idea of the standard deviation method is very similar to the entropy weight method, but it is no longer based on information entropy, but on standard deviation. The CRITIC method comprehensively measures the objective weight of indicators based on the contrast strength of evaluation indicators and the conflict between indicators. The contrast intensity is expressed by the standard deviation. If the data standard deviation is larger, the fluctuation is greater, and the weight will be higher. The conflict is expressed by the correlation coefficient. If the correlation coefficient between the indicators is larger, the conflict is smaller, and then its weight is also lower. Therefore, the CRITIC method has higher requirements for the correlation between the evaluation index data.

Considering the randomness of network user behavior, abnormal user behavior can be regarded as a manifestation of disorder and abnormality in the process of user interaction with the system. Therefore, this paper chooses the entropy weight method to calculate the objective weight [34], and the specific process is as follows:

First, $\delta_{ij}$ represents the $i$-th behavior evidence of the user’s $j$-th behavior, and then $\sum_{j=1}^{n} \delta_{ij}$ is the sum of the previous $n$ evidences of the user. Therefore, the proportion of single behavioral evidences in the previous $n$ times can be calculated:

$$P_{ij} = \delta_{ij} / \sum_{j=1}^{n} \delta_{ij} \quad \text{and} \quad i = 1, 2, \ldots, m, \ j = 1, 2, \ldots, n$$ (2)
Next, calculate the entropy value of user behavior evidence $e_{ij}$:

$$ e_{ij} = -K \sum_{j=1}^{n} P_{ij} \ln P_{ij} \quad \text{and} \quad K = 1 / \ln n \quad (3) $$

Finally, the entropy weight value of each user behavior evidence obtained through the entropy value is $a_i$, and the calculation formula is:

$$ a_i = \left(1 - e_i\right) / (m - \sum_{i=1}^{m} e_i) \quad (4) $$

It can be seen from Equation (4) that $a_i$ is a function that decreases as the entropy value increases. Through the above formula, we conclude that the entropy weight of user behavior evidence without abnormality is small, and the entropy weight of user behavior evidence with a greater degree of abnormality is greater. In addition, in order to facilitate subsequent calculations, we normalize the entropy weight of Equation (4) to obtain the objective weight set in the user behavior as $\omega_{OBi} = \{\omega_{OB1}, \omega_{OB2}, \ldots, \omega_{OBm}\}$, in which $\omega_{OBi}$ represents the weight value of the $i$-th user behavior evidence in the objective weight set.

5.3.2. Subjective Weight

Because AHP can divide various factors within complex issues into interconnected and orderly levels to make them organized and based on the subjective judgment structure of a certain objective reality (mainly a pairwise comparison), the objective judgment results are directly and effectively combined to quantitatively describe the importance of the pairwise comparison of elements at a level. Therefore, this article used AHP to calculate the subjective weight of user behavior evidence [35]. The specific steps were as follows:

First, we established an AHP hierarchical model of user behavior. The model was divided into three levels: the target layer, the attribute layer, and the evidence layer. The target layer refers to user behavior; the attribute layer includes basic attributes, activity attributes, and security attributes; and the evidence layer refers to specific behavior evidence.

Next, for the user behavior evidence under different attribute levels, a 9-point system was used to compare the two factors to construct a judgment matrix, and the obtained judgment matrix was column-normalized. The specific rules of the nine-point system are shown in Table 1.

| Scale | Definition and Description |
|-------|---------------------------|
| 1     | Two elements have the same importance for an attribute. |
| 3     | Comparing two elements, one element is slightly more important than the other. |
| 5     | Comparing two elements, one element is obviously more important than the other. |
| 7     | Comparing two elements, one element is more important than the other. |
| 9     | Comparing two elements, one element is extremely more important than the other. |
| 2, 4, 6, 8 | The middle values of the above two judgments (1 and 3, 3 and 5, 5 and 7, 7 and 9) |

The subjective weight set of all user behavior evidence in the user behavior trust evaluation is $\omega_{SUi} = \{\omega_{SU1}, \omega_{SU2}, \ldots, \omega_{SUIm}\}$. Among them, $\omega_{SUi} = Z_{ki} * S_k$ represents the weight value of the $i$-th user behavior evidence in the subjective weight set ($Z_{ki}$ is the weight value of each user behavior evidence, $k$ is the attribute item, $i$ is the user behavior evidence, and $S_k$ is the weight value of each attribute item).

5.3.3. Integration Weight

In order to make the evaluation results more reasonable, based on the subjective $\omega_{SUi}$ and objective weights $\omega_{OBi}$ that were obtained, it was necessary to use optimization tech-
niques to construct an integrated weight model that reflected both subjective information and objective weights:

Let the integrated weight set be \( \omega_{\text{IN}} = \{\omega_{\text{IN}1}, \omega_{\text{IN}2}, \ldots, \omega_{\text{IN}3}\} \), where \( \omega_{\text{IN}i} \) represents the weight value of the \( i \)-th user behavior evidence in the integrated weight set. In order to analyze the influence and relationship between objective factors and subjective factors through the weight value in the set, we first determine the integrated weight. The sum of the square of the difference after subtracting the subjective weight and the objective weight for each item is the smallest; that is, \( \sum_{i=1}^{m} (\omega_{\text{IN}i} - \omega_{\text{OB}i})^2 \) and \( \sum_{i=1}^{m} (\omega_{\text{IN}i} - \omega_{\text{SU}i})^2 \) are the smallest, so the following optimization model can be constructed:

\[
\min z = \sum_{i=1}^{m} [\alpha(\omega_{\text{IN}i} - \omega_{\text{OB}i})^2 + \beta(\omega_{\text{IN}i} - \omega_{\text{SU}i})^2]
\]

(5)

Among them, \( \alpha \) and \( \beta \) are a given constant, where \( \alpha \) reflects the degree to which the system administrator’s personal decision-making focuses on objective factors, and \( \beta \) reflects the degree to which the system administrator’s personal decision-making focuses on subjective factors.

The overall user behavior trust evaluation value for user behavior is:

\[
\min z = \sum_{i=1}^{m} [\alpha(\omega_{\text{IN}i} - \omega_{\text{OB}i})^2 + \beta(\omega_{\text{IN}i} - \omega_{\text{SU}i})^2]
\]

(6)

For the security of the system, the trust evaluation of user behavior should be as strict as possible; that is, the overall user behavior trust evaluation value of user behavior should be the smallest. Therefore, construct the Lagrange function [36] according to Equations (5) and (6):

\[
F(\omega_{\text{IN}1}, \omega_{\text{IN}2}, \ldots, \omega_{\text{IN}m}, \lambda) = \sum_{i=1}^{m} [\alpha(\omega_{\text{IN}i} - \omega_{\text{OB}i})^2 + \beta(\omega_{\text{IN}i} - \omega_{\text{SU}i})^2] + \sum_{j=1}^{n} \sum_{i=1}^{m} b_{ij} \omega_{\text{IN}i} - 2\lambda \left( \sum_{i=1}^{m} \omega_{\text{IN}i} - 1 \right)
\]

(7)

In the above formula, \( \lambda \) represents Lagrangian multipliers, and let \( \frac{\partial F}{\partial \omega_{\text{IN}i}} = 0 \) and \( \frac{\partial F}{\partial \omega_{\text{IN}i}} = 0 \); through simplification, we can get the following equations:

\[
\begin{align*}
\lambda &= \alpha \omega_{\text{OB}i} + \beta \omega_{\text{SU}i} - \frac{1}{2} \sum_{j=1}^{n} b_{ij} \\
\sum_{i=1}^{m} \omega_{\text{IN}i} &= 1
\end{align*}
\]

(8)

If we calculate Equation (7), we can get:

\[
\omega_{\text{IN}i} = \frac{\alpha}{\alpha + \beta} \omega_{\text{OB}i} + \frac{\beta}{\alpha + \beta} \omega_{\text{SU}i} + \frac{1}{2} \sum_{j=1}^{n} b_{ij}
\]

(9)

\[
b_{i} = \frac{1}{m} \sum_{j=1}^{n} b_{ij} - \sum_{j=1}^{n} b_{ij}
\]

(10)

We can further simplify Equation (9):

\[
\omega_{\text{IN}i} = \frac{1}{\alpha + \beta} \left( \alpha \omega_{\text{OB}i} + \beta \omega_{\text{SU}i} + \frac{1}{2} b_{i} \right)
\]

(11)
Finally, we can get the integration weight $\omega_{INi}$.

**Theorem 1.** Let $\omega_{OBI} \geq 0$, $\omega_{SLi} \geq 0$, and $\sum_{i=1}^{m} \omega_{OBI} = 1$, $\sum_{i=1}^{m} \omega_{SLi} = 1$; next, $(c = \alpha + \beta) \geq 1$, so that $\omega_{INi}$ in Equation (11) satisfies $\omega_{INi} \geq 0$ and $\sum_{i=1}^{m} \omega_{INi} = 1$.

When certifying, according to Equations (10) and (11), we can get:

$$\frac{1}{\alpha + \beta} \left( \sum_{i=1}^{m} \omega_{OBI} + \sum_{i=1}^{m} \omega_{SLi} + \frac{1}{m} \sum_{i=1}^{m} b_{i} \right)$$

$$\frac{1}{\alpha + \beta} \left( \sum_{i=1}^{m} \omega_{OBI} + \sum_{i=1}^{m} \omega_{SLi} + \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} b_{ij} - \frac{m}{\alpha + \beta} \right)$$

Then, we begin to prove that $\omega_{INi} \geq 0$ is established.

First, let $c = 1$, which is $a, \beta \in [0, 1]$ and $a + \beta = 1$. Put it into Equation (11) to calculate. If all $\omega_{INi} \geq 0$ holds, the conclusion is correct; otherwise, let $\omega_{IN1}, \omega_{IN2}, \ldots, \omega_{INi} < 0$ because $a, \beta > 0$ and $\omega_{OBI} \geq 0, \omega_{SLi} \geq 0$, and $b_{i}(i = 1, 2, \ldots, m)$ are constants, so for any $INi(k = 1, 2, \ldots, t)$, there is $c_{k} > 1$, making $a\omega_{OBI} + \beta \omega_{SL} + \frac{1}{c_{k}} b_{k} \geq 0$ hold, that is:

$$\frac{1}{c} (c_{k} \omega_{OBI} + \frac{1}{c_{k}} b_{k}) \geq 0$$

Take

$$c = \max\{c_{1}, c_{2}, \ldots, c_{t}\}$$ (12)

and let

$$\alpha' = c \ast a, \beta' = c \ast \beta$$ (13)

Next, replace $\alpha, \beta$ with $\alpha', \beta'$ and put it into Equation (11):

$$\omega_{INi}' = \frac{1}{\alpha' + \beta'} \left( \alpha' \omega_{OBI} + \beta' \omega_{SL} + \frac{1}{2} b_{1} \right) \geq 0$$ (14)

Finally, $c$ is the final result.

In summary, here are the steps to determine the weight:

Step 1. The system administrator gives the degree of bias toward subjective and objective weights $a, \beta \in [0, 1], a + \beta = 1$;

Step 2. Use Equation (11) to calculate $\omega_{INi}$;

Step 3. If all $\omega_{INi} \geq 0$, the calculation ends; otherwise, use Equations (12) and (13) to calculate $c, \alpha', \beta'$;

Step 4. Use Equation (14) to calculate $\omega_{INi}'$.

5.3.4. Direct Trust Value Based on User Behavior

According to the user behavior evidence $Data = \{d_{1}, d_{2}, \ldots, d_{m}\}$ obtained in Section 5.2 and the weight of evidence $\omega_{INi} = \{\omega_{IN1}, \omega_{IN2}, \ldots, \omega_{INm}\}$ calculated in Section 5.3, the user’s direct trust value $T_{direct}$ can be calculated:

$$T_{direct} = d_{1} \ast \omega_{IN1} + d_{2} \ast \omega_{IN2} + \ldots + d_{m} \ast \omega_{INm}$$ (15)

6. Comprehensive Trust Evaluation and Experimental Analysis

6.1. Comprehensive Trust Evaluation

In Sections 4 and 5, the user’s indirect trust value $T_{indirect}$ and direct trust value $T_{direct}$ are calculated respectively. Following that, the comprehensive trust value of the user is:

$$T_{com} = a \times T_{indirect} + b \times T_{direct}$$ (16)
Among them, \(a, b(a, b \geq 0; a + b = 1)\) are given constants, where \(a\) reflects the degree to which the system administrator’s trust evaluation of the user is more dependent on others’ recommendations, and \(b\) reflects whether the system administrator’s trust evaluation of the user is more dependent on the user’s behavior. Under normal circumstances, the system administrator will use the user’s access behavior as the main basis, or, that is, direct trust as the main basis, and indirect trust as the supplement. However, there are special circumstances. If a user’s direct trust value deviates greatly from the historical trust value, the system administrator can learn from the indirect trust value to determine whether the reason for this situation was due to the user’s violation or if there was a normal behavior different from historical behavior. Therefore, the values of \(a, b\) are dynamically set by the system administrator.

6.2. Experimental Analysis

Our experimental data came from a book e-commerce system that integrated purchases, downloads, and queries developed by our research group. Our system captured the user’s mouse actions by embedding JavaScript code in the JSP page such as the user’s input of a username. The number of backspaces, etc., and some basic configuration information of the computer used by the user can also be obtained through JavaScript such as screen resolution, browser type, etc. In this way, the system obtained the user’s behavior sequence during the visit cycle. When the user launched the system, the system concentrated all user behavior sequences into the session listener class for unified processing and then used the trust evaluation model we built to get the user’s behavior trust value.

We invited 30 volunteers to help us complete the experiment. These 30 volunteers visited our platform according to their needs within a month, so that our system backend stored a large number of real user behavior access records, and we chose from them. Ten types of behavior records were used as our behavioral evidence, and finally, we used our trust evaluation model to calculate the user’s trust evaluation value from this behavioral evidence. The 10 types of behavioral evidence were as follows:

1. The historical appearance rate of the version of the user’s login computer system (the rate of the version of the computer operating system such as Windows 7 or Windows XP, etc., used by the user when logging in to the experimental system, appearing in a specified number of consecutive user behaviors);
2. The historical appearance rate of the user’s browser type such as IE or Chrome, etc. (the ratio of the browser used by the user to log in to the system in a specified number of consecutive user behaviors);
3. The IP historical appearance rate (the ratio of the IP address corresponding to the user logging in to the system in this behavior that appeared in the specified consecutive user behaviors);
4. The historical occurrence rate of geographic location (the rate of the specific geographic location such as school, home, library, etc., where the user logged into the system in a specified number of consecutive user behaviors);
5. The number of incorrect password inputs;
6. The number of incorrect usernames entered;
7. The total purchase value (whether the total purchase value of users exceeded the specified threshold);
8. The number of purchases of books (whether the number of purchases by the user exceeded the prescribed threshold);
9. The number of downloads of books (whether the number of downloads by users exceeded the prescribed threshold);
10. Access to sensitive services (the number of sensitive pages such as the password modification page, etc., that the user passed through during this visit was obtained by recording the URL path).

On the other hand, we set the trust level according to the security requirements of the system, as shown in Table 2 below.
Table 2. Classification of user behavior trust levels.

| Trust Level | Ranges     | Evaluation Result |
|------------|------------|-------------------|
| H-level    | (0.85~1)   | Highly trusted user|
| M-level    | (0.6~0.85) | Medium trusted user|
| Low        | (0.3~0.6)  | Weakly trusted user|
| E-low      | [0~0.3)    | Untrusted user    |

Through this system, we obtained the trust evaluation values of different types of users when accessing the network system within one month, as shown in Figure 3. The four curves shown in Figure 3 represent the changes in the trust values of users with different trust levels within one month. Because the model we proposed combined indirect trust value calculations, when the user accessed the system for the first time, we use the recommended trust value of the service provider as the initial trust value of the user. As shown in the figure, we could see that the initial trust value of each type was basically consistent with the trust level to which the user belonged. Secondly, we could also see that the user trust value calculated by our proposed model conformed to the principle of “slow increase and fast decrease”. As shown in the figure, if a middle-trust user has malicious behavior on the 15th day, the user’s trust value declines rapidly, and then there is a slow upward trend from the 16th day, even if the user’s behavior is well-documented thereafter. This can effectively prevent untrusted users from quickly increasing their trust value through deception. In addition, as shown in the figure, we found that the trust value of an untrusted user was 0 after the 7th day. This was because the user’s comprehensive trust value on the 6th day was already very low at 0.2, which was significantly lower than the threshold set by the system. Therefore, the system no longer allowed the user to access it.

Therefore, under the limitations of the proposed model, neither trusted users nor untrusted users can exhibit excessive malicious behavior; otherwise, the user will have to pay a certain price to make up for their fault.

In order to show the advantages of our proposed model, we compared our model with a type of model that only contained direct trust evaluation and continued to use the data of weakly trusted users and untrusted users to calculate the changes in the trust value of these two types of users, as shown in Figure 4. We found that in the model that only contained the trust evaluation method, because there was no indirect trust evaluation, the user’s initial trust value could only be set to a “relatively safe” value, which was 0.4. The disadvantage of this setting was that for users, because the initial trust value was lower than the user’s true trust value, this affected the permissions that the user could obtain; for untrusted users, because the initial trust value was higher than the user’s true trust value, this enabled them to successfully bypass the trust evaluation. The secondary verification increased the number of accesses to the system, which seriously endangered the resources.
in the confidential system. Therefore, this model, which does not consider indirect trust assessment, is obviously unreasonable.

![Figure 4. Comparison of the change curves of trust values between weakly trusted users and untrusted users.](image)

In our method, the initial trust value of weakly trusted users was 0.5, and the initial trust value of untrusted users was 0.3. Following that, as the user interacted with the system, the user’s trust value changed. We found that the trust value of untrusted users obtained by our proposed method decayed faster than in the other method. This was because in our method, we fully considered the impact of the recommended trust value on the user’s final trust value, making the evaluation result closer to the real situation.

7. Conclusions and Recommendations

With the rapid development of the network environment, the problem of network information security has always been a hot issue for researchers. Because the behavior of network users is one of the important factors that affects network security, it is very important to conduct trust assessments of users. When evaluating the trust of network users, first, obtain complete user behavior evidence and balance the impacts of subjective and objective factors on the evaluation results; in addition, the impact of recommendation trust on the evaluation results must be emphasized as an important part of the evaluation. We designed a new trust evaluation model under the guidance of this idea. Through theoretical analysis and simulation experiments, our model was more efficient and reasonable than the existing common trust models.

In addition, our research also has certain limitations. First, the preprocessing of user behavior evidence is the basis of trust evaluation research. How to preprocess the acquired behavior evidence more reasonably is one of the contexts of future research; secondly, the division of user behavior evidence sets also plays a key role in the evaluation results; finally, we should also devote ourselves to applying our model to more fields, obtaining more behavioral evidence, and fusing these evidences from multiple sources to build a trust evaluation model based on the behavioral evidence of multi-source network entities.
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