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Cyber-Physical Systems (CPS) in heavy industry are a combination of closely integrated physical processes, networking, and scientific computing. The physical production process is monitored and controlled by the CPS in question, through advanced real-time networking systems, where high-precision feedback loops can be changed when the overgrid of cooperative computing and communication components that make up the industrial process is required. These CPS operate independently but integrate interaction capabilities as well as with the external environment, creating the connection of the physical with the digital world. The outline is that the most effective modeling and development of high-reliability CPS are directly related to the maximization of the production process, extroversion, and industrial competition. In this paper, considering the high importance of the operational status of CPS for heavy industry, an innovative autonomous anomaly detection system based on unsupervised disentangled representation learning is presented. It is a temporal disentangled variational autoencoder (TDVA) which, mimicking the process of rapid human intuition, using high- or low-dimensional reasoning, finds and models the useful information independently, regardless of the given problem. Specifically, taking samples from the real data distribution representation space, separating them appropriately, and encoding them as separate disentangling dimensions create new examples that the system has not yet dealt with. In this way, first, it utilizes information from potentially inconsistent sources to learn the right representations that can then be broken down into subspace subcategories for easier and simpler categorization, and second, utilizing the latent representation of the model, it performs high-precision estimates of how similar or dissimilar the inputs are to each other, thus recognizing, with great precision and in a fully automated way, the system anomalies.

1. Introduction

Heavy industry includes bulky products, complex equipment, and specialized facilities, such as high-tech machine tools and large-scale electromechanical infrastructure, which are involved in the synthesis of chaotic processes. With the introduction of the Industrial Internet of Things (IIoT) in Industry 4.0 [1], communication between machines and humans, as well as the analysis of heterogeneous chaotic industrial processes, becomes clearer. Industry 4.0 generally focuses on continuous interconnection services, which allow the continuous and uninterrupted exchange of signals or information between interconnected systems [2]. These systems, through direct Machine to Machine (M2M) communication and the integration of intelligent services, are converted into CPS, where their interfaces create a common interoperable level of interaction between the physical and the digital world [3]. CPS through the IoT and other intermediates such as interconnected sensors, actuators, and digital-analog signal converters work together to make decentralized optimal decisions while operating autonomously [4].

The security of CPS is related to the security of the information they manage, for example, whether they apply encryption techniques to the data transmission they exchange and the security of the functional controls of the CPS themselves. One of the main methods of active safety related to the possible checks that can be performed to determine
the operational status of the CPS is the detection of anomalies [5]. The detection of anomalies is the process of finding occurrences or behaviors that do not fit the expected pattern of a given process, whereas an anomaly is an observation that deviates so far from prior observations that it raises suspicions that it was generated by a separate mechanism. An additional difficulty in recognizing anomalies is the noise in the data. Distinguishing between noise and anomalies is considered a constant challenge. Anomalies and deviation of behavior, in general, appear very rarely as an absolute and visible fact [6]. Unintentionally occurring abnormality is usually an indistinguishable contemplative event, as is the deliberate induction of abnormalities which is a long-term and well-organized deception scheme that creates escalating system malfunctions linked with significant risks such as network attacks, equipment failures, malware, and information spying [7].

Detection of anomalies as a process is one of the biggest and most complex challenges in the management of large-scale industrial applications, as the detection of equipment misuse can be due to several relevant or unrelated factors. The method’s success, which can be attributed even when the nature of the problem is new and thus unknown, can be attributed to a strategy of comparing the current situation with a model or, more broadly, a set of specifications that are thought to describe its usual operation [8]. Behavioral analysis related to key CPS parameters such as load per node, the mean number of concurrent services, middle cycle length, and network performance is widely used to evaluate the results and identify the anomaly time-lapse, latency, bandwidth, throughput, packet loss rate, and so on [9]. Other technical or heuristic types of analysis may be used in conjunction with abnormal detection to find patterns that will aid in the identification of divergent behavior without causing alarms which are not accurate.

Primarily and by examining the types of abnormalities on an abstract level, the process of detecting abnormalities by artificial intelligence methods may seem to be a simple task, which can be easily completed without any problems, although the process in question is extremely difficult and arduous task. Specifically, the process of identifying anomalies with intelligent algorithms is directly related to the following challenges [1, 10, 11]:

(1) Clear and distinct definition of the limits that determine the alternation of classes between normal and abnormal operation. In many cases, these limits are not clear, and they can overlap under certain conditions, while cases of dynamic limits can be observed which alternate to other factors related to the system under consideration. In these cases, the degree of difficulty of the anomaly recognition process increases exponentially, with the result that normal observations are considered as anomalies or vice versa, with the result of many false alarms appearing in the system.

(2) Identifying cases where normal limits are used for malicious actions, such as fraud, which is a typical example of an anomaly. Attackers often try to adapt their actions to normal behavior, so locating anomalies is an extremely complex process.

(3) Alteration of behavior based on local, temporal, or quantitative evaluation criteria. For example, the view that what is considered normal today may not be normal in the future or any other environment is another important parameter of difficulty in how to detect anomalies. Characteristic of this is the fact that most of the industrial systems change over time under the influence of various factors, constantly creating new states of readjustment of their normal operation.

(4) Universal mode of operation in different systems. Abnormal detection approaches in a field, in most cases, cannot be used in a similar one, even in cases where there are identical procedures that compose or identify it. Even very small inhomogeneities can create ambiguities, which make anomaly detection methods ineffective and essentially useless for reusing or transferring experience from one system to another.

(5) The availability of anomaly training and validation data, which are capable of properly training detection models. In most datasets, there are few cases, or the anomalies are completely absent, resulting in severe class imbalance. This is an extremely serious problem for training abnormal detection methods, as having more than one instance of a category, usually physiological, algorithms end up discriminating against them, which means that abnormalities are recognized as normal function with incalculable consequences.

(6) The ability to operate in real time. The identification of anomalies at the industrial level is directly related to the fact that the data exchanged between the CPS are collected cumulatively, along a continuous and uninterrupted sequence, which means that a successful operational overview of the industrial environment must be supported by intelligent real-time services. But real-time systems assume that the correctness of their operation depends not only on the logical results of the calculations they perform but also on the time at which these results are available. In general, because CPS perform sophisticated activities within specific and strictly defined timeframes, timing is a fundamental fact as violating time constraints can lead to serious malfunctions with disastrous results depending on the type of application or service offered. Respectively, the accuracy in the observance of the time constraints, which is a result of special programming of the CPS modules, can maximize the results of the production process.

In this sense, recognizing the need to use CPS in heavy industry but also the vulnerabilities that characterize the chaotic and heterogeneous environment in question, there is a need to create automated and generally autonomous...
intelligent systems that can adequately model the problem of industrial environment anomaly recognition. One of the most reliable techniques that can be used effectively on large-scale data to model anomalies, even if they are new and therefore unknown, is the variational inference [12].

2. Related Literature Work

Variational inference is a relatively well-known and widely used modeling technique used to address unsolvable problems that arise in the context of Statistical Inference. In the literature, there are several instances of implementation of variational inference methods related to models like Variational Bayes [13, 14], Expectation-Maximization [15], Maximum A Posteriori Estimation [16, 17], Markov Chain [18, 19], Monte Carlo methods as Gibbs Sampling [20, 21], and variational autoencoders [22].

Sebestyen and Hangar [5] in their study analyzed several cases and developed many rules to facilitate the implementation of the most appropriate anomaly detection solution for a given Cyber-Physical System. They claim that as Cyber-Physical Systems get more complex, human anomaly detection methods are no longer applicable and that most anomaly detection methods try to leverage certain regularities or correlations that exist between process variables during normal operation. They offered several case studies in which the discriminants varied greatly depending on the domain, the source of the anomaly, and the system’s complexity, but in most situations, the anomaly detection technique must be tolerant of certain changes produced by known (e.g., noise) or unknown causes (e.g., Gaussian spread of values). They concluded that, in a Cyber-Physical System, numerous anomaly detection sites should be distributed across the infrastructure, and a mix of approaches can cope better with the wide range of anomaly origins and kinds.

Goh et al. [6] presented an unsupervised approach to identify cyber-threats in Cyber-Physical Systems. They discussed how they used a Recurrent Neural Network to do unsupervised learning and then used the Cumulative Sum technique to find abnormalities in a water treatment plant model. Their research was conducted using a dataset gathered from a Secure Water Treatment Testbed, and the findings revealed that their method could detect threats with low false-positive rates.

Marino et al. [8] in their work presented a Cyber-Physical System called IREST (ICS Resilient Security Technology). Their approach utilized a machine learning model; it was certified under different cyber-physical cases and was developed under a comprehensive approach in finding anomalies by taking into account both cyber and physical disturbances. The studies demonstrate that their sensor can identify both cyber and physical anomalies, with the bonus of using just normal data for training and detecting previously unseen disruptions. For training the cyber and physical machine learning anomaly detection algorithms, IREST employed unsupervised learning. The findings revealed that unsupervised learning performed similarly to managed techniques, with the combined benefit of not requiring aberrant behavior data for training and being able to discover previously unknown cyber and physical abnormalities.

Luo et al. [23] in their study analyzed the latest Deep Learning-Based Anomaly Detection methods in Cyber-Physical Systems and provided a taxonomy in terms of the types of anomalies, tactics, implementation, and assessment metrics to comprehend the key features of existing techniques. This method was also used to describe and focus on new features and designs in each CPS division. They looked into the properties of common neural models, the process of DLAD techniques, and the real-time performance of DL models. Finally, they looked at the flaws in Deep Learning approaches, as well as possible improvements to DLAD methods and future study topics.

Jacobs et al. [4] in their work examined and built models of data flows in communication networks of Cyber-Physical Systems and investigated how network calculus can be utilized to develop those models for CPSs, highlighting anomaly and intrusion detection. This provides a solid platform for researching cyber impacts in CPS by connecting the elements that an IDS may investigate for the detection of cyber intrusions with analytical models of a network. They concentrated on the electric grid and the deployment of a cyber-physical IDS to track changes in both cyber and physical systems. Thus, a rigorous and thorough method to better study and comprehend the grid’s cyber–physical interactions and behavior is obtained by modeling the grid data flows using network calculus.

Li et al. [24] developed a semisupervised variational autoencoder without classifier that encodes the incoming data into disentangled and noninterpretable representations and then uses the group information to distribute the disentangled representation through equality constraint. To compensate for the lack of data, they used reinforcement learning to increase the recommended VAE’s feature learning ability. Thanks to its encoder and decoder networks, this system can handle both visual and text data. Extensive testing on image and text datasets validated the suggested architecture’s utility.

Gregor et al. [25] developed a temporal difference variational autoencoder which learns representations including explicit ideas about states. They outlined the specifications for such a model as well as the conditions that it must meet. This approach generates states from observations by connecting time points separated by random intervals, allowing states to interact directly across larger time spans and explicitly represent the future. It also permits rolling out in state-space and in time steps bigger than the underlying temporal environment or data step size and possibly independent of them.

Posch et al. [12] presented a way for training deep neural networks in a Bayesian way. The suggested method employed variational inference to express the a posteriori uncertainty of network specifications per network layer and in relation to calculated parameter expectation values. In comparison to a non-Bayesian network, this method just requires a few more parameters to be tuned. They used this method to train and test a dataset, and the test error was cut
in half. Furthermore, the trained model provides information on parameter uncertainty in each layer, which may be utilized to compute credible ranges for network design prediction and optimization for a given training data set [26].

3. The Proposed Unsupervised Disentangled Representation Learning System

This paper presents and evaluates an Autonomous Cyber-Physical Anomaly Detection System that uses an unsupervised disentangled representation learning technique. This is a transferable dictionary learning and view adaptation (TDVA) that aims to export a better representation in a smaller space by discovering the distribution of data by calculating the Evidence Lower Bound (ELBO), to export a better representation in a smaller space [27].

The choice of the space of features that compose a problem under consideration plays a crucial role in the generalized ability to make the right decisions. Attributes usually contain a type of information that is expressed through a representation. Solving a problem depends directly on how the information is represented. In particular, low-dimensional spaces usually give a poor representation of the data and so the standards of different classes may be quite close to each other. On the other hand, high-dimensional spaces place the standards quite sparsely, degrading the model of its generalizability. In any case, a good representation is one in which the problem is more easily solved through the transformed data [28].

For example, a good representation usually has a condition of normality, so that if \( f \) is the function to be learned and \( x = y \) is valid, then the corresponding \( f_0(x) = f(y) \) is also valid. Another element that stands out in a good representation is the existence of many descriptions organized in a hierarchical structure, starting from the most specific and ending with the most general. In other cases, a good representation contains some manifold, some natural fragmentation, or the ability to sparse descriptions of the problem. In any case, a good representation, whether it is low or high, reflects the basic characteristics of the problem under consideration. Thus, learning an appropriate representation can reduce the dimensionality of the study space, while maintaining the basic relationships between points or groups of points that exist in the original data set, greatly simplifying the process of analysis and categorization.

In general, as in the case of human intuition, the performance of the method depends directly on the representation of the data. For this reason, the proposed system applies data transformation techniques to find optimal representations so that it is easier and simpler to extract the useful information that identifies the problem. In particular, the proposed TDVA by using subtraction adjustments, intermediate representations, and feedback relations optimally captures the assignment of the incoming data to the expected network replies to the output. Each item in the questioned architecture transforms the input representation into either high-level characteristics that are more generic and less modified or low-level features that assist in classifying the inputs. Intermediate representations are utilized as input to a comparable level of operation, where they lead to the identification of abnormalities using nonlinear processing units [12].

A crucial modernization of the proposed TDVA is the fully automated function for the utilization and extraction of useful information that can lead to a reliable result, regardless of the given problem. Also, taking samples from the space of the representations of the real data distribution, transforming them into a real space of coordinates, choosing an approach that is a function of the transformed variables, and separating them as disentangling dimensions give experience to the system even for unknown data [24]. It also effectively utilizes information from potentially inconsistent sources, makes accurate estimates of similarity of data to be analyzed, effectively recognizes a wide range of anomalies, and can be applied to solve a broad spectrum of problems without having to find a detailed solution for each of these, a fact that makes it computationally accessible.

4. Mathematical Method and Proof

Given an \( X \in \mathbb{R}^N \) set of form training data \((x_1, y_1), \ldots, (x_N, y_N)\) in which \( x_i \in X \), which models the problem of anomaly detection in industrial CPS, intended to expand the probability of any training input information \( x_i \in X \), according to the following equation [12, 28]:

\[
P(X) = \int P(X, z)dz = \int P(X|z, \phi) \cdot P(z)dz,
\]

where \( Z \) is a continuous and nondiscrete distribution and every \( z \in Z \). Therefore, for the calculation of the continuous distribution \( X \) which takes real values, an integral of common distributions is obtained and not a sum.

An autoencoder [14] is a neural network that is trained to copy input to output. The grid consists of two parts: the encoder which encodes the input \( x \) into a hidden representation \( h = f(x) \) and the decoder which decodes the representation \( r = g(h) \). A sample \( x \in \mathbb{R}^N \) is represented by the function \( f: \mathbb{R}^N \rightarrow \mathbb{R}^D \) in a hidden representation. Conversely, the hidden representation \( h \in \mathbb{R}^D \) is represented in the space of the characteristics \( g: \mathbb{R}^D \rightarrow \mathbb{R}^N \) usually \( D < N \) applies) [22]. An overview of an autoencoder is shown in Figure 1.

The encoder and the decoder are trained at the same time and their training is no different from the training of a simple neural network as the same learning algorithms can be applied in the case of autoencoders. In their case, the \( y_i \) target of each sample \( x_i \) is the same as the sample itself, that is, \( x_i = y_i \). Although learning the \( x = g(f(x)) \) function is not of particular interest, by placing constraints on the network that are usually related to the network architecture or weight values, appearing as additional terms in the loss function, special structures of the data can be found.

Variational autoencoder (VAE) [22] is a special form of autoencoder that assumes some unknown distribution on the data. The role of the encoder is to learn how to represent the hidden features of the dataset by storing them in latent variables of reduced dimension. The decoder, on the other hand, constructs artificial data from latent variables. The artificial data should be like the original input data, but not...
identical as in this case the process fails. More specifically, in data set \( X \) consisting of \( N \) samples from an independent and identical distribution, the process of giving birth to \( x \) samples is implemented on the basis that each \( x_i \) comes from its separate latent variable \( \delta_i \), which it does not share with any other sample \( x_j \); that is, there are no global latent variables. Based on the above hypothesis, the proposed VAE aims to determine the unknown distribution. The encoder must first be calculated as follows [22, 25, 29]:

\[
\text{posterior} = \frac{\text{likelihood} \times \text{prior}}{\text{normalizing constant}} 
\rightarrow P(Z|X)
\]

where posterior is \( P(Z|X) \), likelihood is \( P(X|Z) \), prior is \( P(Z) \), and normalizing constant or evidence is \( P(X) \). The calculation of evidence \( P(X) \) is done by marginalizing for the latent variables \( Z \) as follows:

\[
P(X) = \int P(X|Z, \theta) \cdot P(Z)dz = \int P(X, Z, \theta)dz.
\]

However, calculating this integral requires exponential time, because the distribution of latent variables \( Z \) is continuous, so the term \( P(X, Z, \theta) \) is a complex probability function, due to the nonlinearity of the latent planes. The problem of maximizing the term \( \log P(Z|X) \), through the Bayes rule, is reduced to [29, 30]

\[
\log P(Z|X) = \log \left( \frac{P(X|Z) \cdot P(Z)}{P(X)} \right)
\]

\[
\Rightarrow \log P(X) + \log P(Z) - \log P(X|Z).
\]

Since the term \( P(X) \) is incalculable, the term \( P(Z|X) \) is also incalculable, through the Bayesian rule, in which case, the variational inference method will be required to calculate it. Specifically, since the term \( P(Z|X) \) is incalculable, a family of \( Q_\phi(Z|X) \) distributions is used to approximate the actual ex-post distribution \( P(Z|X) \). Using the Kullback–Leibler (KL) deviation, it is possible to calculate the probability between the actual dissemination of the latent variables \( Z \), given \( X \), \( P(Z|X) \), and the approximate distribution of the latent variables \( \bar{Z} \), given \( \bar{X} \), \( Q_\phi(Z|X) \). The following equation applies to the second term \( Q_\phi(Z|X) \) [29–31]:

\[
Q_\phi(Z|X) \approx Q_\phi(Z).
\]

The KL deviation between the two distributions takes the following form:

\[
D_{KL}[Q_\phi(Z)||P(Z|X)] = E_{Z-Q} \left[ \frac{\log Q_\phi(Z)}{\log P(Z|X)} \right] \Rightarrow
\]

\[
D_{KL}[Q_\phi(Z)||P(Z|X)] = E_{Z-Q} \left[ \log Q_\phi(Z) - \log P(Z|X) \right],
\]

where \( D \) denotes the KL deviation between two distributions. Applying Bayes’ rule to the second term, the equation becomes

\[
\Rightarrow \log P(X) - D_{KL}[Q_\phi(Z)||P(Z|X)] = E_{Z-Q} \left[ \log P_\theta(X|Z) - \log P(Z) \cdot P(Z|X) \right]
\]

\[
\Rightarrow \log P(X) - D_{KL}[Q_\phi(Z)||P(Z|X)] = E_{Z-Q} \left[ \log P_\theta(X|Z) - D_{KL}[Q_\phi(Z)||P(Z)] \right] \Rightarrow
\]

\[
\Rightarrow \log P(X) - D_{KL}[Q_\phi(Z)||P(Z|X)] = E_{Z-Q} \left[ \log P_\theta(X|Z) - D_{KL}[Q_\phi(Z)||P(Z)] \right].
\]
The last equation is the variational Evidence Lower Bound (ELBO) and is a lower barrier to probability [28, 29, 30]. The left-hand side of the equation has the term \( P(X) \) to be maximized, plus an error term. The error term is the KL deviation between \( Q_\phi(Z|X) \approx Q_\theta(Z) \) and \( P(Z|X) \), which leads the distribution \( Q \) to produce latent variables \( Z \), given the input variables \( X \). The aim is to minimize KL deviation between the two distributions. So, the problem comes down to maximizing the term ELBO. If the \( Q \) distribution is approached with high accuracy, then the error term becomes small. In summary, ELBO is derived from the following formula [24, 25, 30]:

\[
\text{ELBO} = L(X, Q) = E_{Z\sim Q}[\log P_\theta(X|Z)] - D_{KL} [Q_\phi(Z|X)\|P(Z|X)] \Rightarrow Q_\phi(Z|X) \approx Q_\theta(Z),
\]

\[
L(X, Q) = E_{Z\sim Q}[\log P_\theta(X|Z)] - D_{KL} [Q_\phi(Z|X)\|P(Z|X)].
\]

The term \( E_{Z\sim Q}[\log P_\theta(X|Z)] \) is the reconstruction cost and the term \( D_{KL} [Q_\phi(Z|X)\|P(Z|X)] \) is the penalty or regularization term, which ensures that the explanation of the data, \( Q_\phi(Z|X) \), does not deviate much from the term of the observations \( P(Z) \). The regularization term, or penalty, imposes a cost on the optimization function to make the optimal solution unique.

In conclusion, using the family of distributions \( Q_\phi(Z|X) \), where \( \phi \) are the parameters of the encoder to be determined by stochastic or minibatch ascending or descending algorithm, where in each iteration, the cost function or probability is calculated, which is the minimum barrier of the term log \( P(X) \). To maximize the condition in question, it is necessary to maximize the minimum barrier. So, using variational inference the calculation of the term \( P(Z|X) \) becomes possible [12, 22].

Respectively, to calculate the decoder, it is necessary to calculate the term \( P_\theta(X|Z) \), using the stochastic or minibatch ascending or descending algorithm; the parameters \( \theta \) of the decoder must be calculated. To optimize the cost function of ELBO, the training of the inference model \( Q_\phi(Z|X) \) and the decoder (generative model) \( P_\theta(X|Z) \) is required at the same time, optimizing the variational ELBO, using a gradient back-algorithm propagation, so that [24, 32]

\[
L(X, Q) = E_{Z\sim Q}[\log P_\theta(X|Z)] - D_{KL} [Q_\phi(Z|X)\|P(Z|X)].
\]

Information rules are determined based on back-propagation. For the KL deviation between the distribution \( P(Z|X) \) and the distribution \( (Z|X) \),

\[
Q_\phi(Z) = N_1 = N(Z|\mu_1, \sigma_1^2), \quad \text{where } \mu_1 = M \text{ and } \sigma_1 = \Sigma,
\]

\[
P(Z) = N_2 = N(Z|\mu_2, \sigma_2^2), \quad \text{where } \mu_2 = 0 \text{ and } \sigma_2 = I.
\]

Also

\[
\int Q_\phi(Z) \cdot \log Q_\phi(Z) \, dz = \int \left( N(M, \Sigma^2) \cdot \log N(M|0, I) \right) \, dz = -\frac{J}{2} \log 2 \pi - \frac{1}{2} \sum_{j=1}^{J} (\mu_j^2 + \sigma_j^2) \Rightarrow
\]

\[
\int Q_\phi(Z) \cdot \log P(Z) \, dz = -\frac{J}{2} \log 2 \pi - \frac{1}{2} \cdot (M^2 + \Sigma^2),
\]

\[
\int Q_\phi(Z) \cdot \log Q_\phi(Z) \, dz = \int N(Z|M, \Sigma^2) \cdot \log N(Z|M, \Sigma^2) \, dz = -\frac{J}{2} \log 2 \pi - \frac{1}{2} \sum_{j=1}^{J} (1 + \log \sigma_j^2) \Rightarrow
\]

\[
\int Q_\phi(Z) \cdot \log Q_\phi(Z) \, dz = -\frac{J}{2} \log 2 \pi - \frac{1}{2} \cdot (1 + \log \Sigma^2),
\]
where \( J \) is the dimension of the latent variables \( Z \). The mean values \( M \) and the dispersions \( \Sigma \) are defined as follows:

\[
M = \begin{bmatrix}
M_{11} & M_{12} & M_{13} & \cdots & M_{1J} \\
M_{21} & M_{22} & M_{23} & \cdots & M_{2J} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
M_{N1} & M_{N2} & M_{N3} & \cdots & M_{NJ}
\end{bmatrix},
\]

\[
\Sigma = \begin{bmatrix}
\Sigma_{11} & \Sigma_{12} & \Sigma_{13} & \cdots & \Sigma_{1J} \\
\Sigma_{21} & \Sigma_{22} & \Sigma_{23} & \cdots & \Sigma_{2J} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\Sigma_{N1} & \Sigma_{N2} & \Sigma_{N3} & \cdots & \Sigma_{NJ}
\end{bmatrix},
\]

where \( N \) is the number of variables. Finally, the KL deviation between the \( P \) and \( Q \) distributions from the ELBO formula is as follows [29, 30]:

\[
D_{KL} = [Q_\phi(Z|X) \| P(Z|X)] = D_{KL}[N(\mu_1, \sigma_1^2) \| N(\mu_2, \sigma_2^2)],
\]

\[
\Rightarrow D_{KL} = [Q_\phi(Z|X) \| P(Z|X)] = D_{KL}[N(\mu_1, \sigma_1^2) \| N(Z|0, I)],
\]

\[
\Rightarrow D_{KL} = [Q_\phi(Z|X) \| P(Z|X)] = \int Q_\phi(Z) \cdot \log \frac{P(Z)}{Q_\phi(Z)} dz,
\]

\[
\Rightarrow D_{KL} = [Q_\phi(Z|X) \| P(Z|X)] = \int Q_\phi(Z) \cdot (\log P(Z) - \log Q_\phi(Z)) dz,
\]

\[
\Rightarrow D_{KL} = [Q_\phi(Z|X) \| P(Z|X)] = \int Q_\phi(Z) \cdot \log P(Z) - \log Q_\phi(Z) dz,
\]

\[
\Rightarrow D_{KL} = [Q_\phi(Z|X) \| P(Z|X)] = -\frac{J}{2} \log 2 \cdot \pi - \frac{1}{2} \sum_{j=1}^{J} (\mu_j^2 + \sigma_j^2) - \left( -\frac{J}{2} \log 2 \cdot \pi - \frac{1}{2} \sum_{j=1}^{J} (1 + \log \sigma_j^2) \right).
\]

\[
D_{KL}[Q_\phi(Z|X) \| P(Z|X)] = -\frac{J}{2} \log 2 \cdot \pi + \frac{J}{2} \cdot \log 2 \cdot \pi - \frac{1}{2} \sum_{j=1}^{J} (\mu_j^2 + \sigma_j^2) + \frac{1}{2} \sum_{j=1}^{J} (1 + \log \sigma_j^2),
\]

\[
\Rightarrow D_{KL}[Q_\phi(Z|X) \| P(Z|X)] = \frac{1}{2} \cdot \sum_{j=1}^{J} (1 + \log \sigma_j^2 - \mu_j^2 - \sigma_j^2),
\]

\[
\Rightarrow D_{KL}[Q_\phi(Z|X) \| P(Z|X)] = \frac{1}{2} \cdot (J + \log \Sigma^2 - M^2 - \Sigma^2),
\]

(16)

and if the dimension of the parameter \( J = 1 \) of the latent variables \( Z \), this means that there are univariate Gaussian distributions, and then [29, 33, 34]

\[
D_{KL}[Q_\phi(Z|X) \| P(Z|X)] = \frac{1}{2} \cdot (1 + \log \Sigma^2 - M^2 - \Sigma^2). \quad \text{(17)}
\]

It is recalled that the term KL deviation has a negative sign in the variational ELBO type, so the aim is to minimize it. Therefore, the stochastic gradient descent algorithm is executed for various samples from dataset \( \tilde{D} \). So the complete equation to be optimized is as follows, for which its derivative must be calculated:

\[
E_{X \sim \tilde{D}}[E_{Z \sim Q}[\log P_\theta(X|Z)] - D_{KL}[Q_\phi(Z) \| P(Z)]].
\]

(18)

By moving the derivative symbol into the mean values, only one value of \( X \) can be sampled and only one value of \( Z \) from the distribution \( Q(Z|X) \), and thus the derivative of the following equation can be calculated:

\[
\log P_\theta(X|Z) - D_{KL}[Q_\phi(Z) \| P(Z)].
\]

(19)
Then, taking the mean value of the derivative of this function for arbitrarily many samples $X$ and $Z$, the result will converge to the derivative of the complete equation to be optimized $E_{X-D}$.

For VAEs to work, it is essential to be driven so that the $Q$ distribution generates encodings for $X$, which $P$ can reliably decode. The forward pass of the network works properly and produces the correct average value if the output is calculated on an average of many samples $X$ and $Z$, as it turned out. However, it must backpropagate the error through a level that samples $Z$ through the $Q(Z|X)$ distribution, which is a discontinuous process and has no derivative. The stochastic gradient descent algorithm via backpropagation can handle stochastic inputs but cannot handle units within the input layer. Given the mean value $\mu(X)$ and the coefficient $\Sigma(X)$ of the distribution $Q(Z|X)$, they can be sampled from the normal distribution $N(\mu(X), \Sigma(X))$, sampling first by $\epsilon \sim N(0, I)$. Finally, calculating the variable $Z = \mu(X) + \Sigma(X) \epsilon$, which goes after a regular distribution $Z \sim N(\mu(X), \Sigma(X))$, since every linear transformation of a Gaussian random variable is again Gaussian, the equation for which the derivative must be calculated is as follows [29, 30, 33]:

$$E_{X-D}[E_{Z-Q}[\log P_{\theta}(X|Z = \mu(X) + \Sigma(X) \epsilon)] - D_{KL}[Q_{\phi}(Z)||P(Z)]]$$  \hspace{1cm} (20)

In the above way, it is allowed to calculate the derivative of the average value of ELBO, so that backpropagation can be applied and is computable. So to maximize ELBO, the gradient of ELBO is required to the variational parameters, which is [27, 35]

$$\nabla_{\phi} \text{ELBO}(\phi) = \nabla_{\phi} E_{Q(Z, \phi)}[\log P(\text{data}, T^{-1}(Z)) + \log|\det J_{T^{-1}}(Z)| - \log Q(Z; \phi)].$$  \hspace{1cm} (21)

However, to shift the gradient inside the expectation, a standard normal random variate must first be designed and then multiplied by the standard variational standard deviation $\mu(X)$ and variational mean $\Sigma(X)$, so that [27, 36]

$$\nabla_{\phi} \text{ELBO}(\phi) = \log P(\text{data}, T^{-1}(Z)) + \log|\det J_{T^{-1}}(Z)| - \log Q(Z; \phi).$$  \hspace{1cm} (22)

Using a combination of Autoencoding Variational Bayes and Automatic Differentiation Variational Inference methods, it will be possible to calculate the hidden $z$ variables, while the proposed system will automatically transform the hidden variables into real coordinate space, in which it can select an approach which is a function of the transformed variables and will optimize its parameters with stochastic gradient ascent. In this way, the proposed system can be applied to solve a broad space of problems without the need to find a detailed solution for each of them.

The transformation aims to draw boundaries in areas where there is a low data density considering a decision limit with a maximum profit margin. The loss function $(1 - |f(x)|)_+$ is entered using $y = \sin f(x)$. Then by selecting $f^*(x) = h^*(x) + b$, the empirical risk can be calculated used the following function [30, 36]:

$$f^* = \arg \min_f \left( \frac{1}{n} \sum_{i=1}^{n} (1 - y_i f(x_i)) + \lambda_1 h^* \right)$$
$$+ \lambda_2 \sum_{i=1}^{n} (1 - |f(x_i)|)_+.$$  \hspace{1cm} (23)

With this transformation, a superlevel is constructed that plays the role of the decision-making surface, so that the margin of division of the categories is maximized spatially by the implementation of points per data class. When a new data $x_0$ appears at the model input, then the distances should be calculated using a partition function $D$, as follows:

$$D_i = D(x_{0}, x_i)^+, \quad i = 1, 2, \ldots, N.$$  \hspace{1cm} (24)

The data $x_i$ will be included in the block to which most of the data with the shortest distance of the $i$ and $j$ blocks from $x_0$ belong, based on the Minkowski distance, which is calculated from the following equation [37]:

$$M_{i,j} = \frac{1}{p} \left( \sum_{x_{i0} \in \mathcal{A}_i} a_{x_{i0}} - a_{x_{0j}} \right)^{1/p},$$  \hspace{1cm} (25)

where $a_{x_{i0}}$ is the $k$ element of $A_i$ and $a_{x_{0j}}$ is the $k$ element of $A_j$.

The algorithm’s implementation in terms of the model’s temporal behavior follows the basic premise that update data is more important to current predictions but proper categorization requires past information. The right mix of the two processing stages can reduce mistakes and improve classification accuracy. The temporal memory interfaces are implemented based on sets $N_{\text{short}}$, the current prediction, $N_{\text{long}}$, the older prediction, and $N_{\text{merge}}$, the union of both memories so that [38, 39]

$$N_{\text{short}} = \{x_{0i}, x_{i0}\},$$
$$N_{\text{long}} = \{x_{0i}, x_{i0}\} \in R^n \times \{1, \ldots, r\},$$
$$N_{\text{merge}} = N_{\text{short}} \cup N_{\text{long}}.$$  \hspace{1cm} (26)

Defining a table of random variables $D_{mb} \times K$, where $D_{mb}$ is the size of the subset of data selected in each iteration, this table corresponds to the variable $\theta$, while each random variable follows a Dirichlet distribution, and its parameter is $\alpha$. Then each random variable of the array is transformed into a real space of coordinates, while an array of random variables of dimensions $K \times V$ is defined. This table corresponds to the variable $\phi$, while each random variable follows a Dirichlet distribution, and its parameter is $\beta$. And here every random variable in the array is transformed into a real coordinate space. A new observed random variable is then defined based on the logarithmic probability function as follows [23, 29]:
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\[
\log p(d|\theta_d, \phi) = \sum_{u \in d} \log \left[ \sum_{k=1}^{K} \exp(\log \theta_{dk} + \log \phi_{k,u}) \right] + \text{const},
\]

(27)

where \( d \) represents a case of batch data, \( \theta_d \) represents the class distribution in data batch \( d \), and \( \phi \) represents the distributions of features \( K \). At this point, the encoder takes as input a data batch and calculates as output a pair of variational parameters \( \mu_i \) and \( \sigma_i \) for each transformed random variable \( \theta_i \), that is, parameters of normal distributions in real coordinate space. By defining the mean-field approximation based on the variational parameters \( \mu_i \) and \( \sigma_i \) of each random variable \( \theta_i \) and performing Kullback Leibler Divergence Inference, the encoder parameters are provided which will be optimized [40]:

\[
L(\varphi; x, \beta) = E_{q_{\varphi}(z|x)}[\log p(x|z)] - \beta D_{KL}(q_{\varphi}(z|x) \parallel p(z)),
\]

(28)

where \( \varphi \) represents the encoder parameters, \( x \) represents the data, \( \beta \) represents the weight of the normalization term, and \( z \) represents the hidden variables. A general description of the proposed model is shown in Figure 2.

An abstract and general description of the algorithmic procedure followed by the proposed TDVA is presented in the following pseudocode as Algorithm 1.

In conclusion, the proposed TDVA appropriately models the real data representation space, separating the features that characterize a problem as separate disentangling dimensions, so that the system can learn a complete feature independent of other nodes. Also, this process is completed without the need for prior training of the system and without the need to find a detailed solution, which makes it computationally accessible. This methodology by utilizing the latent representation of the model creates conditions for high accuracy estimates for similarity rates between data input, thus recognizing with great precision and in a fully automated way the anomalies of the system.

5. Experiment Scenario

The proposed work aims to create a realistic anomaly detection system related to the operation and use of CPS in heavy industries. Mill Dataset Kai Goebel (NASA Ames) and Alice Agogino (UC Berkeley) [41] datasets were selected to model the problem. This is one of the most important datasets which very accurately simulates the operation of specialized industrial equipment which has been used in several studies, turning this set into a benchmark dataset for new algorithms such as the introduced. The input in this set represents experiments from milling operations under various operating conditions and includes information on tool wear in normal cutting, input cutting, and output cutting. The sampling data comes from three alternate types of sensors (acoustic emission sensor, vibration sensor, and current sensor), which have been placed in different positions in the existing simulation.

Specifically, the simulation scenario is related to the machining of metals by large-scale mechanical equipment, where a high-precision rotary cutter removes the material as it moves along a workpiece (Figure 3(a)). The cutter moves forward as it rotates, while the cutting tool inserts a recess into the metal and removes it. Over time, the tool introduces wear and specifically wear called flank wear (VB) which is calculated and aggregated from cut to cut. The worn part is measured from the vertical distance VB, as shown in Figure 3(b).

In general, the set includes 16 cases with a different number of executions of metal cutting repetitions. Six cutting parameters were used to create the data set, namely, the type of metal (cast iron or steel), the depth of cut (0.75 mm or 1.5 mm), and the feed rate (0.25 mm/rev or 0.5 mm/rev). Each of the 16 cases is a combination of the cutting parameters, which simulate the actual operation of the system; for example, one case describes the steel cutting simulation, with a section depth of 0.75 mm and a feed rate of 0.25 mm/rev.

Many of the cases described in the data set are accompanied by a measure of wear in (VB), as the cutting tool may be new, degraded, or worn. The number of executions taken at irregular intervals depends on the degree of wear and has been calculated considering a permissible wear limit. Data were collected through a high-speed data collection panel with a maximum sampling rate of 250 kHz, each section had 9000 sampling points, and the total length of each sampling signal is 36 seconds [42]. A general representation of the signals as described by the 6 sampling sensors during a cut is shown in Figure 4.

Signal processing software was used for the processing and sampling of the data, for the selected device to allow the real-time analysis, but also the acquisition, storage, presentation, and processing of the data in recorded chronological order so that there is a possibility of later simulation or reproduction of the sampled signals. The logical diagram of the operation of the measurements in the experimental part of the operation of the research simulation laboratory is presented in Figure 5.

It should be noted that several sensor signals have been pretreated and, in most cases, the signal has been intensified to be able to meet the equipment threshold demands. The dataset is also a detailed report on how the experiments were performed [42] and the equipment used, and all other technical details about the dataset are available for free use on the NASA Prognostics Center of Excellence website [43].

Synthetic data were added to the baseline describing 30 cases of attacks where sampling was falsified, sensor values were falsified, and false cutting commands were issued. Their design was based on the idea of creating a suitable input in a specific way, which while not easily perceived by individual observers leads the learning algorithm to wrong outputs. In this way the data set is reinforced with more complex examples of anomalies, which are much closer to the normal operation of the machines, resulting in training approaches usually constructed for stable environments in which training and test data are produced by itself and cannot be easily predicted. When the difference between two inputs is
Anomaly detection is performed using both Reconstruction Error (reerror) which is an anomaly detection performed in Input Space (ISp) and the measurement of the difference in KL deviation between samples which is an anomaly detection performed in Latent Space (LSp).

Algorithm 1: Temporal disentangled variational autoencoder.

\#Input
\( X \in \mathbb{R}^N \)

\#Encoder
Encoder \( Q_\phi(Z|X) \)
\#where \( \phi \) are the encoder parameters and \( Z \) are the reduced dimension latent variables

\#Code (Latent Representation)
Optimize the \( L(\phi; x, \beta) \)
\#where \( \phi \) are the encoder parameters, \( x \) the batch data, and \( \beta \) the optimization weight
Calculate empirical risk \( f^*(x) \)
\#where \( x \) is the temporal clustering parameter
Temporal dependence \( N_{\text{merg}} \)
\#where \( \text{merg} \) is the temporal dependence function

\#Decoder
Decoder \( P_\theta(X|Z) \)
\#where \( \theta \) are the decoder parameters and \( Z \) are the reduced dimension latent variables

\#Output
\( X \in \mathbb{R}^N, X \approx \tilde{X} \)

Figure 3: (a) The milling tool that cut the metal. (b) Perspective and front view of flank wear (https://github.com/tvhahn/ml-tool-wear).

minimal, it is assumed that they are comparable in the above modeling. As a result, the metric for comparing the similarity of two inputs is an essential parameter in the issue, and it has an impact on the approximate solutions that are commonly employed.
For ISp, it is important to set an appropriate threshold according to which data-generating error above that threshold will be considered abnormal. The safest way to measure error is the Mean Square Error (MSE) which is the most basic measure of comparison that can calculate how well a categorization model approaches the number of correct control examples and is calculated by the following formula \[30, 44\]:

\[
\text{MSE} = \frac{\sum_{i=1}^{n} (\hat{Y}_i - Y_i)^2}{n},
\]

where \(Y\) is an observed value and \(\hat{Y}\) is an estimated value for the predictions \(n\). In this case study, the MSE of all six signals is calculated and the average MSE is used for convenience. Respectively, for the detection of anomalies in LSp, the KL deviation is used, which in essence reflects the relative

\[
\text{Figure 4: An example of six signals that are collected during each cut and a normal and an abnormal cut.}
\]

\[
\text{Figure 5: Experimental setup of the mill dataset (NASA Ames and UC Berkeley).}
\]
difference in entropy between the data samples. Here, also, a threshold can capture the relative difference that indicates when a sample of data is abnormal. Both thresholds were calculated experimentally and approximate the best threshold for ISP 166.4290 and the best threshold for LSp 44.2963.

Then, to check the decision limit where all values above the limit will be abnormal (possibly worn tool) and any values below them will be normal (a healthy tool), the Receiver Operating Characteristic (ROC) metrics were used as well as the corresponding Precision-Recall curves. The Area under the ROC Curve (AUC) reflects the true positive versus the false-positive, while the Precision-Recall curve is a measure of the accuracy of the model and its convergence ability. The exact evaluation of the results of the proposed model is presented in detail in the diagrams of Figure 6, where in addition to AUC and Precision-Recall, there are also the diagrams Threshold-Recall and r-error-Recall [30, 44].

The exact results achieved by the model concerning corresponding competing autoencoders models are presented in Table 1.

The illustration of Figure 7 is an effective method of visualizing the decision threshold, where the point at which the samples are incorrectly sorted becomes clear. What is essentially captured is the point of separation of anomalies and noise.

Also in the illustrations of Figure 8, we see case 12 which concerns a shallow cut with a cutting depth of 0.75 mm in cast iron and with a slow speed at a feed rate of 0.25 mm/rev. KL deviation scores allow an accurate display of how the anomaly detection model works over time. The remarkable thing, in this case, is that there is no significant damage to the cutting mechanism, which does not create irregularities and the model produces a smooth clearly defined voltage. This case is relatively easy to investigate which has very high success rates than the proposed TDVA.

The model demonstrates the robustness and inherent convergence capabilities even in difficult cases where other anomaly detection models find it difficult to distinguish when a tool has anomalies under certain cutting conditions. A typical example is case 9, the results of which are shown in Figure 9. This is a deep cut with a cutting depth of 1.5 mm in steel, with a fast velocity at a feed rate of 0.5 mm/rev. In this case, the voltage increases through the degraded area but decreases immediately when it reaches the red failed area, which creates very serious problems for the other models as the samples at the end of the voltage look more like healthy samples.

In general, it should be said that the detection of abnormalities in LSp is superior to the detection of abnormalities in ISP, as the information contained in LSp is more complete and generally more expressive, so the model has more capabilities to detect differences between cuts.

In summary, it should be said that the proposed TDVA model, which as it turned out achieved significantly better results than the comparable ones manages through the mode of operation proposed and especially through the temporal mode, to perceive some cutting parameters, which prove to be more useful in detecting abnormalities. This feature confirms the generalizability of the model, even in cases where certain cutting parameters have been shown to produce signals with a higher signal-to-noise ratio. The proposed model can and does develop capabilities for identifying the appropriate parameters that contain the appropriate information for the coherence of useful information.

The above fact is successfully confirmed even in the additional standards that were included in the data set. The introduction of cases that are nonlinear combinations of the original set patterns, which produce the corresponding nonlinear combination of new, unknown patterns, confirms that TDVA can recognize even unknown attacks that occur for the first time.

6. Conversation

Anomaly detection is an approach to industrial infrastructure security focused on data analysis to produce safety precautions. Given that no tool can accurately predict the future, especially when it comes to digital security-related events, intelligent anomaly detection systems prove to be particularly useful and reliable, as they can give a clear picture of the functionality of a system [4]. Thus, it is possible to detect a threat before it affects the general infrastructure, for example, by studying its normal operating limits. This necessity becomes more pronounced when the quantitative and qualitative difference in the possibilities of collecting and processing industrial information from CPS is realized, based on the business standard of Industry 4.0 and the IoT ecosystem. In this environment, the multifunctional use and decentralization of information by the CPS raise serious issues related to the maximization of the production process, extroversion, and industrial competition.

The idea of standardizing the autonomous anomaly detection system based on unsupervised disentangled representation learning was developed based on the application of a single, universal method that will cover all industrial requirements while considering the high importance for heavy industry of continuous monitoring of the operational status of CPS [8]. This technique, which was presented and carefully examined, combines the most up-to-date artificial intelligence technologies to perform specific procedures of completely automated anomaly detection using an adaptive, flexible, and easy-to-use framework.

A very important innovation of the proposed algorithm is that it can learn without supervision invariant disentangling features, that is, features which for small changes affect the output of the classifier, thus discovering useful information regardless of the given problem. Also, the proposed system without supervision splits or separates each feature into narrowly defined variables and encodes them as disentangling features. This way a single node or even a neuron can learn a complete feature independent of other nodes.

This process is far superior to learning directly from the data as real data from realistic real-world scenarios suffers from significant functionality problems with the more serious being the presence of noise which significantly alters the original measurement space. Also, the methodology in question eliminates corresponding problems related to their
high dimension, which makes them prohibitive for use by intelligent systems as they are characterized by exponential complexity. Accordingly, learning good representations allows a full understanding of the nature of the data, as well as the process of creating them. This feature substantially simplifies intelligent analytic procedures by allowing users to understand how the model generates decisions, what its most essential characteristics are, and how these features interact.

The main advantages of the proposed TDVA focus on the management of intractability as it does not require the calculation of terms of exponential complexity and therefore is a computable feasible solution. Also, in the optimization process, the parameters are updated using minibatches, which makes this algorithm very efficient to corresponding solutions based on sampling loops for each data separately, such as the Monte Carlo techniques. In general, the proposed method is simple to implement, brings almost perfect results, and is within the technologies of generative modeling approaches.

Respectively, a disadvantage recorded in the proposed methodology concerns the opacity in some areas of class separation which is an inherent result of the maximum probability, which minimizes the deviation $D_{KL}[P(Z|X)||Q(Z|X)]$, a fact which means that the model assigns high probabilities to data belonging to sets of a known distribution, but it can also assign large probabilities to data subsets belonging to latent problem identifiers. In this sense, the procedures for determining the similarity between data may not be fully compatible with each other. In each case, however, as this has been demonstrated experimentally, it is possible to record what the basic components (i.e., latent variables) of the data of a problem should be, assessing how similar or dissimilar the inputs are to each other.

**Table 1: Performance metrics.**

| Algorithm                  | MSE   | Accuracy (%) | Precision | Recall | $r$-error |
|----------------------------|-------|--------------|-----------|--------|-----------|
| TDVA                      | 0.0123| 96.53        | 0.973     | 0.976  | 0.169     |
| Variational autoencoder   | 0.0199| 93.86        | 0.941     | 0.941  | 0.242     |
| Denoising autoencoder     | 0.0259| 90.64        | 0.902     | 0.905  | 0.902     |
| Sparse autoencoder        | 0.0294| 88.71        | 0.881     | 0.882  | 0.301     |
| Convolutional autoencoder | 0.0287| 89.17        | 0.906     | 0.893  | 0.296     |
| Contractive autoencoder   | 0.0182| 93.98        | 0.945     | 0.944  | 0.238     |

**Figure 6: Performance curves of the proposed method.**

![Figure 6: Performance curves of the proposed method.](image-url)
other. This means that, by receiving information about the similarity or dissimilarity between the input objects, any existing anomalies can be accurately identified, as well as the basic characteristics that identify them, without the need for prior training of the system and without the need to find an analytical solution.
7. Conclusions and Further Work

Summarizing this work, an innovative autonomous anomaly detection system based on TDVA is proposed, analyzed, and tested. The proposed algorithm, which was tested and proved to be superior to its competitors, creates flexible disentangling representations, properly separating the distributions of data sets, thus recognizing with great accuracy and in a fully automated way the anomalies that exist in data sets. The use of VAE somehow imposes a kind of experience on the structure of the Latent Space, ensuring the smooth transition between different pockets of the data space, discovering inherent differences related to anomalies, while allowing the coding of multiple concepts of similarity or difference with simple and categorical way. This structure is absent in conventional autoencoders, as in general unsupervised learning systems.

Given that modern industry and in particular CPS are characterized by high heterogeneity, it is important to automate the methods of functional control of these systems. The most effective modeling and development of high-reliability CPS are directly related to the continuous detection of anomalies and the identification of solutions that should be followed in order not to interrupt the industrial process. The implementation and use of the proposed autonomous anomaly detection system based on TDVA is an important effort to ensure the security of the industrial infrastructure [45, 46].
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