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Abstract

In this article, the modified exponential function method is applied to find the exact solutions of the Radhakrishnan-Kundu-Lakshmanan equation with Atangana’s conformable beta-derivative. The definition of the conformable beta derivative and its properties proposed by Atangana are given. With the proposed method, exact solutions of the nonlinear Radhakrishnan-Kundu-Lakshmanan equation which can be stated with the conformable beta-derivative of Atangana are obtained. The exact solutions found as a result of the application of the method seem to be 1-soliton solutions, dark soliton solutions, periodic soliton solutions and rational function solutions. According to the obtained results, we can say that the Radhakrishnan-Kundu-Lakshmanan equation with Atangana’s conformable beta-derivative have different soliton solutions. Also, three-dimensional contour and density graphs and two-dimensional graphs drawn with different parameters are given of these new exact solutions.
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1. Introduction

In recent years, many research articles have been made to find exact solutions of the problems that can be modeled mathematically by using fractional derivatives to understand some physical phenomena [1-7]. Such physical phenomena are often explained by nonlinear FPDEs. Fractional differential equations have applications in many fields such as physics, dynamics, signal processing, control theory, continuum mechanics, solid-state physics, engineering, chemistry, biology. There are different definitions of fractional derivative
operators in the literature. The most well-known of these are Jumarie, Caputo, Riemann-Liouville, Liouville-Caputo, Caputo-Fabrizio, Atangana-Baleanu [8-12].

Using these derivative operators, distinct methods have been improved to obtain exact, semi-analytical and approximate solutions of the nonlinear fractional equations such as first integral method [13], extended trial equation method [14], modified trial equation method [15], generalized Kudryashov method [16], finite difference method [17], Laplace transforms [18], local fractional Fourier series method [19], variational iteration method [20], homotopy perturbation method [21], Adomian decomposition method [22].

In 2014, a new fractional derivative was defined and called the conformable derivative [23]. All properties of this derivative have the fractional compound. Exact solutions of the many differential equations have been investigated using this new fractional derivative operator [24,25]. Recently, many scientists have contributed to the development of this fractional derivative by doing research on the conformable derivative. Atangana et al. gave a new definition to this fractional derivative and named it beta-derivative [26-28]. The function in this new derivative depends on the range from which it is derivatived. Many equations involving this derivative are reported in some interesting studies [29-34].

In this article, the validity of the modified exponential function method was researched to determine exact solutions of equations containing Atangana's conformable beta-derivative. This method has been applied to various nonlinear physical problems and has been found to be effective.

The rest of the article is designed as follows: In sec. 2, some basic properties of the conformable beta-derivative of Atangana are given. Then, the modified exponential function method is explained in detail for fractional partial differential equations with beta-derivative. In sec. 4, the application of the method is given. This article is completed with a conclusion.

2. Beta-derivatives

The fractional conformable beta-derivative in the mathematical model in this study is widely used in physical problems. The definition of this derivative is as follows.

**Definition:** Beta-derivative was introduced to the literature by Atangana et al. The definition of this effective derivative is given below [26-28]:

$$\begin{equation}
\hat{D}_x^\beta \left\{ \right. f \left( x \right) \left. \right\} = \lim_{\varepsilon \to 0} \frac{f \left( x + \varepsilon \left( x + \frac{1}{\Gamma(\beta)} \right)^{1-\beta} \right) - f \left( x \right) }{\varepsilon}.
\end{equation}$$
The most important reason for choosing the fractional derivative of Atangana for the mathematical model used in this study is that it can provide various properties of the fundamental derivatives. These properties are stated below:

i) Let $a$ and $b$ the real numbers. $f$ and $g \neq 0$ are differentiable functions with respect to beta in the interval $(0,1]$. According to these conditions, the following feature is provided,

$$\frac{\Lambda}{0}D^\beta \left\{ a f(x) + b g(x) \right\} = a \frac{\Lambda}{0}D^\beta \left\{ f(x) \right\} + b \frac{\Lambda}{0}D^\beta \left\{ g(x) \right\}.$$  (2)

ii) Where $c$ is any constant that satisfies the following equation,

$$\frac{\Lambda}{0}D^\beta \left\{ c \right\} = 0.$$  (3)

iii) \[ \frac{\Lambda}{0}D^\beta \left\{ f(x) g(x) \right\} = g(x) \frac{\Lambda}{0}D^\beta \left\{ f(x) \right\} + f(x) \frac{\Lambda}{0}D^\beta \left\{ g(x) \right\} \]  (4)

iv) \[ \frac{\Lambda}{0}D^\beta \left\{ \frac{f(x)}{g(x)} \right\} = \frac{g(x) \frac{\Lambda}{0}D^\beta \left\{ f(x) \right\} - f(x) \frac{\Lambda}{0}D^\beta \left\{ g(x) \right\}}{g^2(x)} \]  (5)

If $h = \left( x + \frac{1}{\Gamma(\beta)} \right)^{\beta-1}$ is substituted in equation (1) and $h \to 0$, when $\varepsilon \to 0$, we obtain,

$$\frac{\Lambda}{0}D^\beta \left\{ f(x) \right\} = \left( x + \frac{1}{\Gamma(\beta)} \right)^{1-\beta} \frac{df(x)}{dx},$$  (6)

together with

$$\nu = \frac{\delta}{\beta} \left( x + \frac{1}{\Gamma(\beta)} \right)^{\beta},$$  (7)

$\delta$ is any constant and, accordingly, the following equation can be written

$$\frac{\Lambda}{0}D^\beta \left\{ f(\nu) \right\} = \delta \frac{df(\nu)}{d\nu}.$$  (8)

3. The Modified Exponential Function Method

In this section, obtaining exact solutions of mathematical models represented as Atangana derivatives using the modified exponential function method will be explained in detail [35].

According to this method, first of all, the general form of the studied nonlinear fractional differential equations should be determined. The $u$ function and its derivative terms used in the mathematical model analyzed in the study are written as follows:

$$P\left(u, \frac{\Lambda}{0}D^\beta_x u, \frac{\Lambda}{0}D^\beta_t u, \frac{\Lambda}{0}D^{2\beta}_x u, L \right) = 0,$$  (9)

where $x$ space and $t$ represents time. According to the method, after the general form of the investigated equation is obtained, the operations are performed according to the following steps:
Step 1: In this part, the complex wave transform is arranged according to the independent variable that the solution function \( u \) in the nonlinear fractional differential equation depends on:

\[
u \left( \frac{x + \frac{1}{\Gamma(\beta)}}{t + \frac{1}{\Gamma(\beta)}} \right)^{\beta} - \frac{u}{\beta} e^{\frac{\kappa}{\beta} \left( \frac{1}{\Gamma(\beta)} \right)^{\gamma}} - \frac{\omega}{\beta} e^{\frac{\mu}{\beta} \left( \frac{1}{\Gamma(\beta)} \right)^{\nu}},
\]

where \( \nu, \kappa \) and \( \omega \) are constants. According to the method, if the derivative terms in equation (9), which is considered as the general form of the mathematical model, are obtained by using wave transform (10) and written instead,

\[N(u, u', u^*.L) = 0.\] (11)

Step 2: In this part, the assumed function as the wave solution of the mathematical model according to the method;

\[
u e^{-\theta(\xi)} + \mu e^{\theta(\xi)} + \lambda.
\]

In equation (13), if it is arranged and integrated according to the states of the roots on the right side of the equation, the following situations are obtained [35]:

Family 1: If, \( \mu \neq 0 \) and \( \lambda^2 - 4\mu > 0 \),

\[
\theta(\xi) = \ln(-\sqrt{\frac{\lambda^2 - 4\mu}{2\mu}} \tanh(\frac{\sqrt{\lambda^2 - 4\mu}}{2} (\eta + E)) - \frac{\lambda}{2\mu}.
\]

Family 2: If, \( \mu \neq 0 \) and \( \lambda^2 - 4\mu < 0 \),

\[
\theta(\xi) = \ln(-\sqrt{\frac{4\mu - \lambda^2}{2\mu}} \tan(\frac{\sqrt{4\mu - \lambda^2}}{2} (\eta + E)) - \frac{\lambda}{2\mu}.
\]

Family 3: If, \( \mu = 0 \), \( \lambda \neq 0 \) and \( \lambda^2 - 4\mu > 0 \),

\[
\theta(\xi) = -\ln(\frac{\lambda}{e^{\lambda(\eta + E)}} - 1).
\]

Family 4: If, \( \mu \neq 0 \), \( \lambda \neq 0 \) and \( \lambda^2 - 4\mu = 0 \),

\[
\theta(\xi) = \ln(-\frac{2\lambda(\eta + E) + 4}{\lambda^2 (\eta + E)}).
\]
**Family 5:** If $\mu = 0$, $\lambda = 0$ and $\lambda^2 - 4\mu = 0$, 
\[ \mathcal{H}(\xi) = \ln(\eta + E), \]
(18)

where $E$ is the integration constant obtained by integrating equation (13). The $\lambda$ and $\mu$ terms are also constants that the method must provide to their family state.

**Step 3:** In this section, which is the last part, the limits of the symbols for the last part are determined in equation (13), which is accepted as the solution of the mathematical model. In order to determine this part, the balancing principle must be used. The operation of this technique is as follows: a relationship between $n$ and $m$ is obtained by balancing the term containing the highest order derivative in the nonlinear ordinary differential equation of the studied mathematical model with the term of the highest order. Then, the $n$ value is obtained by giving an arbitrary value to the $m$ term in the found relation. In this way, the limits of the solution function are determined. After all these operations, the $u$ function required in equation (11) and the derivative terms of $u$ with respect to $\xi$ are formed from equation (13) and written in their place. Then, by arranging the $e^{\mathcal{H}(\xi)}$ term and its powers, a system of algebraic equations consisting of $A_0, A_1, A_2, L, A_n, B_0, B_1, B_2, L, B_m$ is obtained. The obtained coefficients are replaced in the solution function and it is checked with the help of the package program that it provides the equation. Finally, by giving appropriate values to the parameters in the solution function determined to provide the equation, taking into account the family conditions specified in the method, the three-dimensional, density, contour graphics representing the behavior of the mathematical model and the two-dimensional graphics within the appropriate $t$ time value are obtained using the package program.

4. **Applications of the nonlinear Radhakrishnan-Kundu-Lakshmanan (RKL) equation with beta-derivatives**

In this section, the derivation of the wave solutions of the nonlinear Radhakrishnan-Kundu-Lakshmanan (RKL) equation using the modified exponential function method with the help of the $\beta$ derivative is analyzed. First, let's physically comment on the RLK equation whose wave solution is being investigated because such equations are mathematical models and represent a physical event. For this reason, before analyzing the wave solutions of such equations, information about the physical phenomenon represented by the model should be given. The nonlinear RKL equation is a mathematical model describing the propagation and dynamics of light pulses.

The nonlinear Radhakrishnan-Kundu-Lakshmanan (RKL) equation with the preferred beta derivatives for the application of the method is as follows [31],
\[ i^{2}D^{\beta}_{t}\{u\} + a^{\beta}D_{x}^{\beta}\{u\} + b|u|^{2}u = i\left[ \rho^{\beta}D_{x}^{\beta}\{u\} + \kappa^{\beta}D_{x}^{\beta}\left\{ u^{2}\right\} u + \theta^{\beta}D_{x}^{\beta}\left\{ |u|^{2}\right\} u - \nu^{\beta}D_{x}^{\beta}\{u\} \right]. \]  \hspace{1cm} (19)

The function \( u(x,t) \) is a function of complex variables with arguments \( x \) and \( t \). In addition, \( a, b, \rho, \kappa, \theta, \nu \) given in the equation are constants.

According to the method used in the article, firstly, the following wave transform is applied by considering the independent variables in the RKL equation, which is investigated with beta derivatives. In this way, the nonlinear fractional differential equation is reduced to an ordinary differential equation.

\[ u(x,t) = u(\xi), \quad \xi = \left( \frac{1}{\beta} \left( x + \frac{1}{\Gamma(\beta)} \right)^{\beta} - \frac{\nu}{\beta} \left( t + \frac{1}{\Gamma(\beta)} \right)^{\beta} \right) e^{\left( \frac{-\kappa}{\beta} \left( x^{\beta} \frac{1}{\Gamma(\beta)} \right)^{\beta} + \frac{\alpha}{\beta} \left( x^{\beta} \frac{1}{\Gamma(\beta)} \right)^{\beta} \right)}. \]  \hspace{1cm} (20)

When the derivative concepts in equation (19) are obtained from the complex wave transformation equation (20) and substituted, the real and imaginary parts of equation (19) are get, respectively.

\[ (a + 3\kappa \gamma)u^{\nu} - \left( \omega + \rho \kappa + a \kappa^{2} + \gamma \kappa^{3} \right)u + (b - \nu \kappa)u^{3} = 0, \] \hspace{1cm} (21)

\[ 3\gamma u^{\nu} - 3 \left( \nu + \rho + 2a \kappa + 3 \gamma \kappa^{2} \right)u - (3\zeta + 2\theta)u^{3} = 0. \] \hspace{1cm} (22)

The balance procedure is applied considering the equations (21) and (22) obtained. In other words, by equalizing the term \( u^{3} \) with the highest order derivative and the nonlinear term \( u^{\nu} \) in these equations, the relation \( n = m + 1 \) is found regarding the \( m \) and \( n \) limits in the equation (12). Then \( n = 2 \) is obtained by choosing \( m = 1 \).

Considering the \( m \) and \( n \) values obtained above, equation (12) is written as follows.

\[ u(\xi) = \frac{Y}{\phi} = \frac{A_{0} + A_{1}e^{-\beta} + A_{2}e^{-2\beta}}{B_{0} + B_{1}e^{-\beta}}. \] \hspace{1cm} (23)

Derivative terms required in equation (21) and (22) are obtained from equation (23) as follows;

\[ u'(\xi) = \frac{Y'\phi - Y\phi'}{\phi^2}, \] \hspace{1cm} (24)

\[ u''(\xi) = \frac{\left( Y''\phi^3 + Y'\phi'^2 - \left( \phi^2 Y'\phi' + \phi^2 Y\phi'' \right) \right) - 2\phi\phi' \left( Y'\phi - Y\phi' \right)}{\phi^4}. \] \hspace{1cm} (25)

Then the following steps are followed so that equations (19) and (20) can be combined into a single equation:

- The coefficients in equation (21) are determined first. Then, these coefficients obtained are substituted in equation (22).
In the Mathematica package program, the recently formed equation (22) is written into the factor command, and its solutions are obtained. Considering all these steps, the simplest form of equations (19) and (20) are as follows:

$$-\frac{a}{\kappa} u^r - 3(v + \rho + 2a \kappa - a \kappa) u - \left(3 \frac{b}{k} + 2 \theta \right) u^3 = 0.$$  \hspace{1cm} (26)

If equation (23-25) is replaced in equation (26) and the equation obtained is arranged according to the powers of $e^{\alpha t\xi}$, the algebraic equation system is found. With the solution of this system, the following cases are obtained.

**Case 1.**

$$A_1 = \frac{\sqrt{a_B + \lambda B_0}}{\sqrt{-6b - 40k}}, \quad A_0 = \frac{\sqrt{a_B}}{\sqrt{-6b - 40k}}, \quad A_2 = \frac{\sqrt{2a_B}}{\sqrt{-3b - 20k}}, \quad v = \frac{a(\lambda^2 - 6k^2 - 4\mu) - 6k\rho}{6k}. \hspace{1cm} (27)$$

These coefficients, which are obtained by solving the algebraic system of equations, are first substituted in equation (23) then, according to the method, the solution function of equation (19) is obtained by substituting the phi function in equation (23) under family conditions.

**Family 1:** When $\mu \neq 0$ and $\lambda^2 - 4\mu > 0$,

$$u_{1,1}(x,t) = \sqrt{-6b - 40k} \frac{(\lambda^2 - 4\mu + \lambda \psi)}{(\lambda + \psi)}, \hspace{1cm} (28)$$

where $\psi = \sqrt{\lambda^2 - 4\mu} \tanh \left[ \frac{\sqrt{\lambda^2 - 4\mu}}{2}(E + \xi) \right]$.

Let's construct the graphs of this solution function by determining the appropriate parameters according to the family condition.
Fig. 1. Three-dimensional contour and density plots representing the real and imaginary parts of equation (28) for $b = -2, \mu = 1, \kappa = -0.2, \alpha = 0.75, B_0 = 0.66, B_1 = 0.65, \rho = 2.5, \theta = 0.5, \beta = 0.5, \Gamma \beta = 1.73, \lambda = 10, A_0 = 1.62317, A_1 = 1.92321, A_2 = 0.319715, \nu = -62.35, \gamma = 1.25, \omega = 0.48, E = 0.75, \nu = 0.85$ values and two-dimensional $t = 1$.

Family 2: When $\mu \neq 0$ and $\lambda^2 - 4\mu < 0$,

$$u_{1,2}(x,t) = \frac{a}{\sqrt{-6b - 4\theta \kappa}} \frac{(\lambda^2 - 4\mu - \lambda \phi)}{(\lambda - \phi)},$$  

(29)

where $\phi = \sqrt{4\mu - \lambda^2} \tan \left[ \frac{\sqrt{4\mu - \lambda^2}}{2} (E + \xi) \right]$. 
Fig. 2. Three-dimensional contour and density plots representing the real and imaginary parts of equation (29) for $b = -2, \mu = 4, \kappa = -4, a = 0.75, B_0 = 0.66, B_1 = 0.65, \rho = 2.5, \theta = 0.5, \beta = 0.5, \Gamma[\beta] = 1.73, \lambda = 0.5, A_0 = 0.0639042,$ $A_1 = 0.318553, A_2 = 0.251744, \nu = 0.992188, \gamma = 0.0625, \omega = 2, E = 0.75, \nu = 0.85$ values and two-dimensional $t = 1$.

**Family 3:** When $\mu = 0, \lambda \neq 0$ and $\lambda^2 - 4\mu > 0$,

$$u_{1,3}(x,t) = \lambda \sqrt{\frac{a}{-6b - 4\kappa}} \left(1 + \frac{2}{e^{\lambda(E-\xi)}} - 1\right), \quad (30)$$
Fig. 3. Three-dimensional contour and density plots representing the real and imaginary parts of equation (30) for $b = -2, \mu = 0, \kappa = -4, \alpha = 0.75, B_0 = 0.66, B_1 = 0.65, \rho = 2.5, \theta = 0.5, \beta = 0.5, \Gamma[\beta] = 1.73, \lambda = 0.5, A_0 = 0.0639042, A_1 = 0.318553, A_2 = 0.251744, \nu = 0.492188, \gamma = 0.0625, \omega = 2, E = 0.75, \nu = 0.85$ values and two-dimensional $t = 1$.

**Family 4:** When $\mu \neq 0, \lambda \neq 0$ and $\lambda^2 - 4\mu = 0$,

$$u_{1,4}(x, t) = \beta \lambda \sqrt{2a \over -3b - 2\theta \kappa} e^{i\kappa \left( x + {1 \over \Gamma[\beta]} \right)^\beta}$$

$$\beta \left( 2 + E \lambda \right) e^{i\omega e \over \beta} + \lambda \Im e^{i\alpha \left( t + {1 \over \Gamma[\beta]} \right)^\beta}.$$  \hspace{1cm} (31)

where $\sigma = -\nu \left( t + {1 \over \Gamma[\beta]} \right)^\beta + \left( x + {1 \over \Gamma[\beta]} \right)^\beta$. 

Fig. 4. Three-dimensional contour and density plots representing the real and imaginary parts of equation (31) for 
\[ b = -2, \mu = 1, \kappa = -1, a = 0.75, B_0 = 0.66, B_1 = 0.65, \rho = 2.5, \theta = 0.5, \beta = 0.5, \Gamma \left[ \beta \right] = 1.73, \lambda = 2, A_0 = 0.305521, \]
\[ A_1 = 0.606412, A_2 = 0.300892, \nu = -1.75, \gamma = 0.25, \omega = 2, E = 0.75, \nu = 0.85 \text{ values and two-dimensional } t = 1. \]

**Family 5:** When \( \mu = 0, \lambda = 0 \) and \( \lambda^2 - 4\mu = 0, \)

\[ u_{1,5} (x,t) = \beta \sqrt{2a} \frac{e^{i\kappa \left( x + \frac{1}{\Gamma [\beta]} \right)^\beta}}{-3b - 2\theta \kappa} \right) \frac{e^{i\omega t + \frac{1}{\Gamma [\beta]} \beta}}{\beta} \]

\[ + \beta E e^{\frac{t}{\beta}} \]

\[ (32) \]
Fig. 5. Three-dimensional contour and density plots representing the real and imaginary parts of equation (32) for $b = 0$, $\mu = 0$, $\kappa = -1$, $a = 0.75$, $B_0 = 0.66$, $B_i = 0.65$, $\rho = 2.5$, $\theta = 0.5$, $\beta = 0.5$, $\Gamma = 1.73$, $\lambda = 0$, $A_0 = 0$, $A_1 = 0.808332$, $A_2 = 0.796084$, $\nu = -1.75$, $\gamma = 0.25$, $a = 2$, $E = 0.75$, $\nu = 0.85$ values and two-dimensional $t = 1$.

Case 2.

$$A_i = \frac{i\sqrt{\mu B_i (2\mu B_i - 2\lambda B_i)}}{\sqrt{6b + 4\theta \kappa B_0}}, \quad A_0 = -\frac{i\sqrt{\mu (\lambda B_0 - 2\mu B_0)}}{\sqrt{6b + 4\theta \kappa B_0}}, \quad A_2 = 0, \quad \nu = \frac{\left(a \left(\lambda^2 - 6\kappa^2\right) - 6\kappa \rho\right) B_0^2 - 4a\lambda B_i B_i + 4a\mu B_i^2}{6\kappa B_0^2}$$

(33)

These coefficients obtained with the help of the package program are written in equation (23). Then, the derivative terms required for equation (26) are substituted in equation (23). According to all these cases, solution functions satisfying equation (19) are obtained under the following conditions.
Family 1: If $\mu \neq 0$ and $\lambda^2 - 4 \mu > 0$,

$$u_{2,1}(x,t) = \frac{A_2}{6B_0} \left( \lambda^2 - \frac{12 \lambda \mu}{\lambda + \psi} + 2\mu \left(1 + \frac{12 \mu}{(\lambda + \psi)^2}\right) \right),$$

where $\psi = \sqrt{\lambda^2 - 4 \mu} \tanh \left( \frac{\sqrt{\lambda^2 - 4 \mu}}{2} (E + \xi) \right)$.

---

**Fig.6.** Three-dimensional contour and density plots representing the real and imaginary parts of equation (34) for $b = 0.9$, $\mu = 1$, $\kappa = -0.205379$, $a = 0.75$, $B_0 = 0.66$, $B_1 = 0$, $\rho = 6.34775$, $\theta = 0.5$, $\beta = 0.5$, $\Gamma(\beta) = 1.73$, $\lambda = 3$,

$A_0 = 0.458333$, $A_1 = 0.75$, $A_2 = 0.25$, $\nu = -1.75$, $\gamma = 1.32$, $\omega = 1.6$, $E = 0.5$, $\nu = 0.85$ values and two-dimensional $t = 1$. 
**Family 2:** When, \( \mu \neq 0 \) and \( \lambda^2 - 4\mu < 0 \),

\[
 u_{2,2}(x,t) = \frac{A_2}{6B_0} \left( \lambda^2 \frac{-12\lambda\mu}{\lambda - \phi} + 2\mu \left( 1 + \frac{12\mu}{(\lambda - \phi)^2} \right) \right),
\]

where \( \phi = \sqrt{4\mu - \lambda^2 \tan \left[ \frac{\sqrt{4\mu - \lambda^2}}{2} (E + \xi) \right]} \).

---

**Fig.7.** Three-dimensional contour and density plots representing the real and imaginary parts of equation (35) for

\( b = 0.9, \mu = 3, \kappa = -0.205379, a = 0.75, B_0 = 0.66, B_1 = 0, \rho = 11.2792, \theta = 0.5, \beta = 0.5, \Gamma \left[ \beta \right] = 1.73, \lambda = 1, \)

\( A_0 = 0.291667, A_1 = 0.75, A_2 = 0.25, \nu = -1.75, \gamma = 1.32, \omega = 1.6, E = 0.5, \nu = 0.6 \) values and two-dimensional \( t = 1 \).
**Family 3:** When $\mu = 0$, $\lambda \neq 0$ and $\lambda^2 - 4\mu > 0$,

$$u_{2,3}(x,t) = \frac{\lambda^2 A_2}{6B_0} \left( 1 + \frac{6}{(e^{\lambda \Lambda} - 1)^2} + \frac{6}{e^{\lambda \Lambda} - 1} \right),$$  \hspace{1cm} (36)

where $\Lambda = (E + \xi)$.

---

Fig. 8. Three-dimensional contour and density plots representing the real and imaginary parts of equation (36) for $b = 0.9, \mu = 0, \kappa = -0.205379, \alpha = 0.75, B_0 = 0.66, B_1 = 0, \rho = 7.58061, \theta = 0.5, \beta = 0.5, \Gamma(\beta) = 1.73, \lambda = 1, A_0 = 0.041667, A_1 = 0.25, A_2 = 0.25, \nu = -1.75, r = 1.32, \omega = 1.6, E = 0.5, \theta = 0.6$ values and two-dimensional $t = 1$. 
Family 4: When $\mu \neq 0$, $\lambda \neq 0$ and $\lambda^2 - 4\mu = 0$, 

$$
A_2 = \frac{4\mu + \lambda^2}{12B_0} \left\{ \frac{2i\kappa \left(1 + \frac{1}{\Gamma[\beta]}\right)^\rho}{\beta} \right\} \left( \frac{\beta(2 + E\lambda)e^{\rho}}{\beta} + \lambda \tau e^{\rho} \right)^2 - 1
$$

where, $\tau = \left\{ -\nu \left(1 + \frac{1}{\Gamma[\beta]}\right)^\beta + \left( x + \frac{1}{\Gamma[\beta]} \right)^\beta \right\}$.

Fig.9. Three-dimensional contour and density plots representing the real and imaginary parts of equation (37) for $b = 0.9$, $\mu = 1$, $\kappa = -0.205379$, $a = 0.75$, $B_0 = 0.66$, $B_i = 0$, $\rho = 7.88883$, $\theta = 0.5$, $\beta = 0.5$, $\Gamma[\beta] = 1.73$, $\lambda = 2$, $A_0 = 0.25$, $A_1 = 0.5$, $A_2 = 0.25$, $\nu = -1.75$, $\gamma = 1.32$, $\omega = 1.6$, $E = 0.5$, $\nu = 0.6$ values and two-dimensional $t = 1$. 
Family 5: When \( \mu = 0 \), \( \lambda = 0 \) and \( \lambda^2 - 4\mu = 0 \),

\[
u_{2.5}(x,t) = \frac{A_2}{B_0(\Lambda)^2},
\]

(38)

Fig.10. Three-dimensional contour and density plots representing the real and imaginary parts of equation (38) for \( b = 0.9 \), \( \mu = 0 \), \( \kappa = -0.205379 \), \( a = 0.75 \), \( B_0 = 0.66 \), \( B_1 = 0 \), \( \rho = 7.88883 \), \( \theta = 0.5 \), \( \beta = 0.5 \), \( \Gamma[\beta] = 1.73 \), \( \lambda = 0 \), \( A_0 = 0 \), \( A_1 = 0 \), \( A_2 = 0.25 \), \( \nu = -1.75 \), \( \gamma = 1.32 \), \( \omega = 1.6 \), \( E = 0.5 \), \( \nu = 0.6 \) values and two-dimensional \( t = 1 \).

When the exact solutions of the nonlinear Radhakrishnan-Kundu-Lakshmanan (RKL) equation with Atangana’s conformable beta-derivative are compared with the solutions
obtained by Aguilar [31], we can say that there are different solutions. For this reason, obtained soliton solutions by the modified exponential function method are new exact solutions that are not included in the literature. The obtained exact solutions $u_{1,1}(x,t)$ and $u_{2,1}(x,t)$ are called the dark soliton solution. Solutions of $u_{1,2}(x,t)$ and $u_{2,2}(x,t)$ are described the periodic soliton solutions. Solutions of $u_{1,3}(x,t)$ and $u_{1,5}(x,t)$ are entitled 1-soliton solution and rational function solution respectively. At the same time, three-dimensional contour and density graphs and two-dimensional graphs are plotted in Fig. 1-10 which represent with different parameters. These graphs are shown to help us understand the complex phenomena such as the propagation and dynamics of light pulses.

5. Conclusions

In this study modified exponential function method has been successfully applied to attain the new exact solutions of the nonlinear Radhakrishnan-Kundu-Lakshmanan (RKL) equation with Atangana’s conformable beta-derivative. With this method, different and new exact solutions of RKL equation were obtained. These solutions contain dark soliton solutions, rational function solutions, 1-soliton solutions, periodic soliton solutions. During the finding of the solutions belonging to the mathematical model, all the calculations performed in accordance with the method and the graphics representing the physical behavior of the solution functions were plotted using Mathematica 12 according to the appropriate parameters. In the literature research, it was determined that the exact solutions obtained in the study were not found in the literature.
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