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Capacities of quantum channels are fundamental quantities in the theory of quantum information. A desirable property is the additivity for a capacity. However, this cannot be achieved for a few quantities that have been established as capacity measures. Asymptotic regularization is generically necessary making the study of capacities notoriously hard. In this work, by a proper refinement of the physical settings of quantum communication, we prove additive quantities for quantum channel capacities that can be employed for quantum Shannon theorems. This refinement, only a tiny step away from the standard settings, is consistent with the principle of quantum theory, and it further demonstrates von Neumann entropy as the cornerstone of quantum information.

I. INTRODUCTION

Entropy is an important concept in physics, which is also the foundation of classical communication theory established by C. Shannon [1]. Information sources are modeled as random variables, and the Shannon entropy of a source sets the bound below which message can be reliably transmitted with a source encoding and decoding. Furthermore, for noisy transmission over a channel, the maximum mutual information between the sender and receiver defines the channel capacity below which message can be reliably transmitted with a channel encoding and decoding. Shannon’s theorems guarantee the viability of error correction, setting the foundation of information science.

The field of quantum information science has been developed for decades [2–5]. The measure of quantum information is the von Neumann entropy, and the quantum analog of Shannon’s theorems and extensions have been established. In order to harvest quantum advantages, however, there are great challenges. Besides the technical challenge to realize quantum error correction, it is hard on the first hand to study the capacities of quantum channels. Regularization is needed for both the classical and quantum capacities of a quantum channel, i.e., a capacity may increase indefinitely when more runs of a channel are used, while at the same time finding the optimal input achieving the capacity is not easy. With entanglement assistance [6], it turns out the capacities become additive, hence reducing from the regularized one to the single-letter formula, while finding the optimal assisted entangled state is also challenging.

Compared with classical ones, quantum states and channels obey many appealing laws, such as the uncertainty principle and the channel-state duality [7, 8]. The former one has inspired great promise for quantum cryptography [9], while the latter one will play a central role in our study. Due to quantum entanglement, quantum processes are required not only being positive, but also completely positive, which brings novel structures to quantum objects such as dilation and purification. Meanwhile, as extension of classical ones, quantum coding has proven to be promising [10], which usually does not involve heavy asymptotic analysis of channel capacities. All these hint that quantum information is of distinct nature from classical ones, and there could be a proper way to drop the regularization requirement on capacities of quantum channels. In this work, we find that this can indeed be achieved by a slight refinement of the settings of quantum communication, see Fig. 1. What we modify is the notion of ensemble and the task for entanglement sharing involved to define capacities.

We find that, reducing the protocol of entanglement generation [11] to entanglement distribution, the quantum capacity is given by the coherent information [12] of a channel when the input is the identity, hence additive. Using the orthogonal ensemble, the classical capacity becomes additive without sacrificing the quantum features, although allowing more general ensemble and entangled input states can lead to peculiar phenomenon such as the super-activation [13] but losing the additivity. Our finding provides an information-theoretic interpretation of the channel-state duality, and it confirms our intuition that, due to the complete positivity requirement, it is sometimes easier to compute the quantum capacities than classical ones. Therefore, it can simplify the proofs of quantum Shannon theorems, e.g., the strong converse channel coding theorems [14–17]. We also learn that quantum resources, such as entanglement and coherence, need to be harvested in meticulous ways. It also

![Figure 1. The capacities of quantum channels that are studied in this work which are all additive.](image-url)
demonstrates the central roles of von Neumann entropy as the measure of quantum information.

II. QUANTUM CHANNELS

We study finite-dimensional Hilbert spaces. Quantum states, or density operators $\rho \in D(\mathcal{X})$ are trace-class non-negative semidefinite operators acting on a given Hilbert space $\mathcal{X}$. Quantum operations, also known as quantum channels, are described as completely positive, trace-preserving (CPTP) maps of the form

$$\Phi(\rho) = \sum_i K_i \rho K_i^\dagger,$$

for $\Phi$ forming a convex body $C(\mathcal{X}, \mathcal{Y})$, $\forall \rho \in D(\mathcal{X})$, and $K_i$ known as Kraus operators satisfying $\sum_i K_i^\dagger K_i = \mathbb{I}_d$, for $\mathbb{I}_d$ denoting the identity operator of dimension $d = \text{dim}\mathcal{X}$.

A quantum channel $\Phi$ can be dilated to an isometry $V$ with $\Phi(\rho) = \text{tr}_E V \rho V^\dagger$ for $E$ denoting an ‘environment’ (or Eve). The isometry $V$ is formed by Kraus operators $V = \sum_i |i\rangle \otimes K_i$ for $|i\rangle$ as orthogonal states of $E$. A complementary channel $\Phi^c$ can be defined as the map from the input to $E$, and the state of $E$ is

$$\rho_E = \sum_{ij} \text{tr}(\rho K_i^\dagger K_j)|j\rangle\langle i|.$$

Any quantum channel $\Phi \in C(\mathcal{X}, \mathcal{Y})$ can also be represented as its dual state

$$\omega_\Phi := \Phi \otimes \mathbb{I}_d(\omega),$$

usually known as a Choi state [17], for $\omega := |\omega\rangle\langle \omega|$, and $|\omega\rangle := \sum_i |i\rangle/\sqrt{d}$. This is also called the channel-state duality. The rank of the channel $r(\Phi)$ is the rank of $\omega_\Phi$. The state $|\omega\rangle$ is a Bell state, also known as an ebit.

Choi states are bipartite and for clarity, we label the sites as $A$ and $B$. Let $\pi_d := \mathbb{I}_d/d$. The partial trace of a Choi state is constrained as $\text{tr}_B \omega_\Phi = \pi_d$, and $\text{tr}_A \omega_\Phi = \Phi(\pi_d)$. Given $\omega_\Phi$, the action of the channel can be obtained as

$$\Phi(\rho) = d \text{ tr}_A[\omega_\Phi(\mathbb{I} \otimes \rho^t)],$$

for $\rho^t$ as the transpose of a state $\rho \in D(\mathcal{X})$. As has been shown [18] [19], this is sufficient to simulate the channel $\Phi$. With a binary positive operator-valued measure (POVM) $\{\sqrt{\rho^t}, \sqrt{\mathbb{I} - \rho^t}\}$ acting on $A$, any observation $\mathcal{O}$ on $\Phi(\rho)$ can be measured on site $B$. This is heralded but deterministic, i.e., it belongs to the class of local operations with classical communication (LOCC). This provides an operational interpretation of the channel-state duality. We will use this fact to refine the notion of capacities of quantum channels.

There are a few important classes of channels we will need. A channel is unital if $\Phi(\pi_d) = \pi_d$. A channel is extreme if the set $\{K_i\}$ is linearly independent [7]. A rank-two qubit channel is either extreme or unital [20]. A channel is entanglement-breaking (EB) iff its Kraus operators are all of rank one [21]. Namely, they can be written as $K_i = |x_i\rangle\langle y_i|$ for un-normalized vectors $|x_i\rangle$ and $|y_i\rangle$. Another equivalent condition is that the Choi state is separable. It becomes quantum-to-classical (QC) if $\{x_i\}$ is orthonormal, and classical-to-quantum (CQ) if $\{y_i\}$ is orthonormal.

Two central measures for distances are fidelity and trace distance. They satisfy the Fuchs-van de Graaf inequality

$$1 - \sqrt{F(\rho, \sigma)} \leq D_t(\rho, \sigma) \leq \sqrt{1 - F(\rho, \sigma)},$$

$\forall \rho, \sigma \in D(\mathcal{X})$, the trace distance $D_t(\rho, \sigma) := \frac{1}{2} \|\rho - \sigma\|_1$, and the fidelity $F(\rho, \sigma) := \|\sqrt{\rho \sigma}\|_2^2$, with $\|\cdot\|_1$ denoting the trace norm. When one state is pure, say $\sigma$, the lower bound becomes $1 - F(\rho, \sigma)$. For channels, we use the diamond-norm distance [5] [22] $D_\diamond(\Phi, \Psi) := \|\Phi \otimes \mathbb{I} - \Psi \otimes \mathbb{I}\|_{1 \rightarrow 1}$, which relates to the trace distance between Choi states $D_t(\omega_\Phi, \omega_\Psi)$ by [5]

$$\frac{1}{2d} D_\diamond(\Phi, \Psi) \leq D_t(\omega_\Phi, \omega_\Psi) \leq \frac{1}{2} D_\diamond(\Phi, \Psi).$$

The fidelity between Choi states is known as the average entanglement fidelity [23]

$$F_E(\Phi, \Psi) := F(\Phi \otimes \mathbb{I}(\omega), \Psi \otimes \mathbb{I}(\omega)),$$

and it holds

$$1 - \sqrt{F_E(\Phi, \Psi)} \leq D_t(\omega_\Phi, \omega_\Psi) \leq \sqrt{1 - F_E(\Phi, \Psi)}.$$

If one channel is unitary, $\mathcal{U}$, then

$$1 - \sqrt{F_E(\Phi, \mathcal{U})} \leq D_t(\omega_\Phi, \omega_\mathcal{U}) \leq \sqrt{1 - F_E(\Phi, \mathcal{U})}.$$

III. ENTROPY

The von Neumann entropy is defined as

$$H(\rho) = \log d - R(\rho\|\pi_d),$$

for the quantum relative entropy $R(\rho\|\sigma) := \text{tr}\log \rho - \text{tr}\log \sigma, \forall \rho, \sigma \in D(\mathcal{X})$ [2]. It is monotonic $H(\Phi(\rho)) \geq H(\rho)$ under unital channels $\Phi$ but not for non-unital ones. Recall that the von Neumann entropy is uniquely defined by a set of axioms [3]: 1) (normalization) $H(\pi_d) = \log d$; 2) (continuity) $H(\rho)$ is continuous for $\rho \in D(\mathcal{X})$; 3) (nonnegativity) $H(\rho)$ is nonnegative; 4) (invariance) $H(\rho) = H(V \rho V^\dagger)$ for any isometry $V$; 5) (additivity) $H(\rho \otimes \sigma) = H(\rho) + H(\sigma)$; 6) (subadditivity) $H(\rho_{AB}) \leq H(\rho_A) + H(\rho_B)$.

With the eigenvalue decomposition $\rho = \sum_i \rho_i |i\rangle\langle i|$, a purification of it is defined as $|\varphi_\rho\rangle = \sum_i \sqrt{\rho_i} |i\rangle \otimes |i\rangle$. The
purification of $\pi_d$ is an ebit. The coherent information $I_c(\rho, \Phi)$ is defined as \[^{[12]}^{[24]}\]

$$I_c(\rho, \Phi) := H(\Phi(\rho)) - H(\Phi \otimes 1_d(\rho)), \quad (11)$$

and we also let $J(\rho, \Phi) := H(\rho) + I_c(\rho, \Phi)$ be called the coherent mutual information, which is always nonnegative. An important property is that $J(\Phi) := \max_{\rho} J(\rho, \Phi)$ is additive \[^{[25]}\].

The coherent information is the negation of a conditional von Neumann entropy, and it can be negative yet with an operational interpretation called state merging \[^{[20]}\]. It satisfies the data-processing inequality for all channels \[^{[12]}\]. Now define

$$I(\Phi) := I_c(\pi_d, \Phi), \quad (12)$$

which, plus log $d$, is the coherent mutual information contained in the Choi state $\omega_\Phi$. There exists an intriguing relation between the rank and coherent information of a channel. Recently it is shown that \[^{[27]}\] the maximum coherent information $I_c(\Phi) := \max_{\rho} I_c(\rho, \Phi)$ is almost surely positive if $\operatorname{tr}(\Phi) \leq d$; otherwise, it is almost surely negative. It is known that EB channels, whose Choi states are separable, have negative or zero coherent information, and necessarily are of rank no smaller than $d$, the input system dimension.

**IV. QUANTUM CAPACITY**

We consider bipartite quantum communication. Alice aims to send qubits over a noisy quantum channel to Bob with high-enough fidelity by encoding and decoding. Given the operational meaning of Choi states, it only needs to distribute ebits over the two parties. With multiple copies of ebits and LOCC, Alice can send any state $\rho$ over to Bob. Note a similar entanglement distribution task has been discussed \[^{[28]}\], although did not connect with quantum capacity \[^{[29]}\]. We closely follow the logic of the book \[^{[15]}\].

**Definition 1.** (Entanglement distribution capacity of a channel) Let $\Phi \in C(X, Y)$ be a channel, and an integer $m = \lfloor \alpha n \rfloor$ for all but finitely many positive integers $n$ and an achievable rate $\alpha \geq 0$, there exists channels $E \in C(\mathbb{Z}^\otimes m, X^\otimes n)$ and $D \in C(Y^\otimes n, \mathbb{Z}^\otimes m)$ such that

$$F_E(1^\otimes m, D \Phi^\otimes n E) \geq 1 - \epsilon$$

for every choice of a positive real number $\epsilon$, and the entanglement distribution capacity of $\Phi$, denoted $Q_{ED}(\Phi)$, is defined as the supremum of all $\alpha$.

We will prove that $Q_{ED}$ is equal to the quantum capacity $Q$ defined below.

**Definition 2.** (Quantum capacity of a channel) Let $\Phi \in C(X, Y)$ be a channel, and an integer $m = \lfloor \alpha n \rfloor$ for all but finitely many positive integers $n$ and an achievable rate $\alpha \geq 0$, there exists channels $E \in C(\mathbb{Z}^\otimes m, X^\otimes n)$ and $D \in C(Y^\otimes n, \mathbb{Z}^\otimes m)$ such that

$$D_\phi(1^\otimes m, D \Phi^\otimes n E) \leq \epsilon$$

for every choice of a positive real number $\epsilon$ and the quantum capacity of $\Phi$, denoted $Q(\Phi)$, is defined as the supremum of all $\alpha$.

**Theorem 1.** Let $\Phi \in C(X, Y)$ be a channel, then $Q(\Phi) = Q_{ED}(\Phi)$.

**Proof.** The Fuchs-van de Graaf inequality \[^{[5]}\] directly yields $Q(\Phi) \leq Q_{ED}(\Phi)$. Theorem 8.45 of \[^{[5]}\] yields $Q(\Phi) \geq Q_{ED}(\Phi)$.

From the channel-state duality, it is simple to expect $Q = Q_{ED}$. However, the inequality between Choi states and diamond distance on channels \[^{[3]}\] is not enough to prove this due to a dimension-dependence issue. Theorem 8.45 of \[^{[5]}\] (based on \[^{[30]}\]) is stronger, which guarantees a small diamond distance via encoding and decoding when $F_E$ is large enough. This further implies the worst-case entanglement fidelity $F'_E(\Phi, \Psi) = \min_{\rho} F(\Phi \otimes 1(\rho), \Psi \otimes 1(\rho))$ for $|\rho\rangle$ a purification of $\rho \in D(X)$, is also large enough. This means that using the purification $|\rho\rangle$ to achieve its quantum capacity becomes redundant. The property of a channel $\Phi$ is fully characterized by its Choi state $\omega_\Phi$.

The task of entanglement distribution is weaker than the entanglement generation \[^{[11]}\], hence $Q_{ED} \leq Q_{EG}$. However, it has been well established that the quantum capacity $Q$ is equal to entanglement generation capacity $Q_{EG}$. A careful look reveals that such an equivalence is relative to the set of entangled states as assistance (or resource). So it is a relativized equivalence. On the contrary, there is no such resource requirement for ED, hence $Q = Q_{ED}$ is an exact or absolute equivalence.

The established proof of quantum coding theorem uses $I_c(\pi_d, \Phi) \leq Q_{EG}$ \[^{[6]}\]. Fortunately, its proof actually proves $I_c(\pi_d, \Phi) \leq Q_{ED}$, so we can directly apply its method to prove $Q(\Phi) = I(\Phi)$.

**Theorem 2.** (Quantum capacity theorem) Let $\Phi \in C(X, Y)$ be a channel, then $Q(\Phi) = I(\Phi)$.

**Proof.** By a close examination of Theorem 8.53 \[^{[5]}\], it proves $I(\Phi) \leq Q_{ED}(\Phi)$. So to prove $I(\Phi) \geq Q_{ED}(\Phi)$, let $\alpha$ and $\delta$ satisfy $Q_{ED}(\Phi)$, then

$$H(D \Phi^\otimes n E \otimes 1^\otimes m(\omega^\otimes m)) \leq 2\delta m + 1,$$

and

$$H(D \Phi^\otimes n E(1^\otimes m)) \leq m - \delta m - 1,$$

so

$$I(\Phi) \geq (1 - 3\delta)\alpha - \frac{3}{n}, \quad (17)$$
which implies \( I(\Phi) \geq Q(\Phi) = Q_{ED}(\Phi) \).

Compared with the original quantum capacity formula \( \lim_{n \to \infty} \frac{I_n(\Phi^\otimes n)}{n} \), this is a huge reduction. It is due to two facts: the additivity of \( I(\Phi) \) and the ED protocol. We may name it the “refined quantum capacity”; however, for simplicity, we call it the quantum capacity in this work. Also note the ED protocol is not the same as the EA setting studied later on.

The \( I(\Phi) \) is additive and bounded as \( |I(\Phi)| \leq \log d \). It is invariant \( I(\Phi) = I(\mathcal{U} \circ \Phi \circ \mathcal{V}) \) for any isometry \( \mathcal{U} \) and \( \mathcal{V} \). The values of it for some familiar channels are shown in Table I.

By quantum teleportation (QT) \([31]\) and superdense coding (DC) \([32]\), we can treat a qubit as two bits: one bit for phase information (for Pauli \( Z \) for phase information (for Pauli \( X \)). Given an ebit, we can send two bits by just sending one qubit via DC, or send one qubit by just sending two bits via QT. So for \( Q \geq 0 \), we can define a coherent classical capacity \( C_{\text{coh}} \) as

\[
C_{\text{coh}} := 2Q.
\]

**Corollary 3.** (Coherent classical capacity) Let \( \Phi \in C(\mathcal{X}, \mathcal{Y}) \) be a channel. If \( Q(\Phi) \geq 0 \), the coherent classical capacity is

\[
C_{\text{coh}}(\Phi) = 2Q(\Phi).
\]

The quantum converse coding theorem proves that if the information rate \( R > Q(\Phi) \), then it is not possible to reliably transmit qubits. With the refined capacity, it is clear to see the strong converse coding theorem holds via the quantum Gallager’s exponent formula \([33]\).

If \( Q < 0 \), we can define a classical capacity \( C \), which can only send commuting states, and many others. We cannot define an incoherent quantum capacity as \( C/2 \) since a quantum state is not a mixture of an \( X \) part and an \( Z \) part. This signifies the uniqueness of quantum entanglement, which coherently combines the bit and phase information.

### V. CLASSICAL CAPACITY

To transmit classical bits over quantum channels, Alice will use a quantum ensemble \( \{\rho_i, \rho_i\} \) obtained by a classical-to-quantum encoding \( x_i \mapsto \rho_i \) to represent a random variable \( X = \{p_i, x_i\} \), and Bob will do measurement and obtain a random variable \( Z \) \([34]\). For this setting, we find that the quantum ensemble is required as resources, which, however, may be unnecessary. Therefore, in a similar spirit with the quantum case, we will require the encoding to be isometric so that \( \{\rho_i\} \) is an orthogonal set.

**Definition 3.** (An “orthogonal” (ORT) ensemble) Let \( \{\rho_i\} \) be a set of states with orthogonal supports, then \( \{\rho_i, \rho_i\} \) is an ORT ensemble.

We will restrict to ORT ensemble of pure states. For a random variable \( X = \{p_i, x_i\} \), a quantum encoding \( |x_i\rangle \) of \( x_i \), and a channel \( \Phi \in C(\mathcal{X}, \mathcal{Y}) \) we define

\[
\chi_{\text{ORT}}(p_i, \Phi) := H(\sum_i p_i \Phi(|x_i\rangle\langle x_i|)) - \sum_i p_i H(\Phi(|x_i\rangle\langle x_i|)),
\]

which is the mutual information in the classical-quantum state

\[
\rho_{XY} = \sum_i p_i |x_i\rangle\langle x_i| \otimes \Phi(|x_i\rangle\langle x_i|),
\]

and \( \chi_{\text{ORT}} := \max_{\rho_{XY}} \chi_{\text{ORT}}(p_i, \Phi) \). It is clear to see \( \chi_{\text{ORT}}(\Phi) \) is additive while the standard Holevo quantity \( \chi(\Phi) \) is known not to be, in general.

Now we can refine the notable Holevo-Schumacher-Westmoreland theorem which established the classical capacity of a quantum channel to be \( \lim_{n \to \infty} \frac{\chi_{\text{h}}(\Phi^\otimes n)}{n} \).

**Theorem 4.** (Classical capacity theorem) Let \( \Phi \in C(\mathcal{X}, \mathcal{Y}) \) be a channel, then \( C(\Phi) = \chi_{\text{ORT}}(\Phi) \).

**Proof.** As it is known \( \chi(\Phi) \leq C(\Phi) \) \([5]\) and \( \chi_{\text{ORT}}(\Phi) \leq \chi(\Phi) \), so \( \chi_{\text{ORT}}(\Phi) \leq C(\Phi) \). To prove \( \chi_{\text{ORT}}(\Phi) \geq C(\Phi) \), we use the same method as that of Theorem 8.27 \([5]\) but only with incoherent ensemble \( \{1/m_n, b_n\} \), for bit-string \( b_m := b_1 \cdots b_m \), and find the classical mutual information \( I(X: Z) \leq n \chi_{\text{ORT}}(\Phi) \), which leads to \( \chi_{\text{ORT}}(\Phi) \geq C(\Phi) \).

This reduction is due to the additivity of \( \chi_{\text{ORT}}(\Phi) \) and the usage of orthogonal ensemble. This is physically reasonable since it is natural to treat a bit-string \( x_i \) as a bit-string state \( |x_i\rangle \), and non-isometric encoding itself will blur the message on the first hand. Same as the classical case, the optimization over \( p_i \) is necessary since now the channels do not need to preserve entanglement and the channel-state duality shall not apply.

For the set of channels that cannot distribute ebits, they are yet at least as powerful as classical channels. For any classical channel modeled as a stochastic map which is positive instead of completely positive, it can be simulated by a POVM \( \{F_j\} \) with the stochastic matrix as \( \langle (F_j | i) \rangle \). An input random variable is a diagonal state \( \rho = \sum_i p_i |i\rangle\langle i| \), and the channel is simulated by a quantum-classical channel

\[
\Phi(\rho) = \sum_j \text{tr}(F_j \rho) |j\rangle\langle j|.
\]

If the POVM is projective, then it simulates a doubly-stochastic map. This also shows that EB channels can

| channel | quantum capacity |
|---------|------------------|
| replacement | 0-log \( d \) |
| isometry | log \( d \) |
| AD (\( d = 2 \)) | \( h(\frac{1}{d}) - h(\frac{1}{d}) \) |
| unital | log \( d - H(p_i) \) |
| erasure | (1 - 2\( p \)) \log \( d \) |
| dephasing | \( \geq 0 \) |
| depolarizing | \( \leq 0 \) |

Table I. Quantum capacities of a few channels. Details are found in the appendix.
perform certain tasks that may have an advantage over classical channels, which we do not pursue here (see Ref. [3]).

VI. PRIVATE CAPACITY

Based on $\chi_{\text{ort}}(\Phi)$, it is straightforward to obtain an additive private capacity. Let $\Delta \chi_{\text{ort}}(p, \Phi) := \chi_{\text{ort}}(p, \Phi) - \chi_{\text{ort}}(p, \Phi^c)$, then we define an additive private capacity

$$P(\Phi) := \max_{p, i} \Delta \chi_{\text{ort}}(p, \Phi),$$

(21)

for $\Phi^c$ as the complementary channel of $\Phi$. It holds

$$0 \leq P(\Phi) \leq C(\Phi).$$

(22)

Indeed, privacy is different from entanglement, although entanglement is already a kind of privacy due to the uncertainty principle. There are channels with zero quantum capacity but an arbitrarily large private capacity [3]. Under the completely dephasing channel $\Delta$, the ebit becomes the maximally classically-correlated state, a “debit.” The key difference between them is that ebits allow the transmission of qubits.

VII. ENTANGLEMENT-ASSISTED SETTING

We first refine the entanglement-assisted (EA) setting to only use ebits as the assistance for encoding and decoding, and then compare with the standard EA setting.

Definition 4. (“EA orthogonal” (EAO) ensemble) Let $\{U_i\}$ be a set of orthogonal unitary operators. Let $|\omega_{U_i}\rangle = U_i \otimes I |\omega\rangle$, then $\eta := \{p_i, |\omega_{U_i}\rangle\}$ is an EAO ensemble.

We now introduce

$$\chi_{\text{EAO}}(\eta, \Phi) := H(\sum_i p_i |\omega_{U_i}\rangle \langle \omega_{U_i}|) - \sum_i p_i H(\Phi |\omega_{U_i}\rangle \langle \omega_{U_i}|),$$

and $\chi_{\text{EAO}}(\Phi) := \max_{p_i} \chi_{\text{EAO}}(\eta, \Phi)$. This can be viewed as encoding $x_i$ by a set of orthogonal unitary operators $U_i$. It is clear that $\chi_{\text{EAO}}(\Phi)$ is additive. Recall that an EA ensemble can be more general: the ebit $|\omega\rangle$ can be replaced by any bipartite pure state, and the set of $U_i$ replaced by a set of channels [5].

With the same method for proving $\chi_{\text{ort}}(\Phi)$ while using EAO ensemble, it is clear to prove:

Theorem 5. (EAO-classical capacity theorem) Let $\Phi \in C(\mathcal{X}, \mathcal{Y})$ be a channel, then $C_{\text{EAO}}(\Phi) = \chi_{\text{EAO}}(\Phi)$.

Although $\chi_{\text{EAO}}(\Phi)$ also involves an optimization over $p_i$, it turns out this is unnecessary due to an intriguing relation between $\chi_{\text{EAO}}(\Phi)$ and coherent mutual information. Note we use $\chi_{\text{EA}}$ to denote the usual EA Holevo quantity $\chi_E$ in this paper [3].

Corollary 6. Let $\Phi \in C(\mathcal{X}, \mathcal{Y})$ be a channel, then $C_{\text{EAO}}(\Phi) = \chi_{\text{EAO}}(\Phi) = \log d + I(\Phi)$.

Proof. In Lemma 8.39 of Ref. [5], it proves

$$\chi_{\text{EA}}(\Phi) \geq H(\pi_d) + I_c(\pi_d, \Phi)$$

(24)

for $\pi_d = \Pi/d$ and $d = \text{tr}(\Pi)$ and $\Pi$ is a projector. The proof actually proves the stronger result

$$\chi_{\text{EAO}}(\Phi) \geq H(\pi_d) + I_c(\pi_d, \Phi)$$

(25)

as it uses a completely uniform ensemble of Bell states, $\eta_*$, which is an EAO ensemble. Also it proves

$$\chi_{\text{EAO}}(\eta_*, \Phi) = \log d + I(\Phi),$$

(26)

which is the equality between two mutual information quantities.

The Lemma 8.40 [5] also applies to any EAO ensemble $\eta_{\text{EAO}}$ which becomes

$$\chi_{\text{EAO}}(\eta_{\text{EAO}}) \leq \log d + I(\Phi).$$

(27)

This completes the proof. □

By QT and DC, we define

$$Q_{\text{EAO}}(\Phi) := (\log d + I(\Phi))/2.$$  

(28)

This means that when $I(\Phi) < 0$, yet with ebits we can recover its ability to transmit qubits so that the whole channel ($\Phi$ assisted by ebits) is still quantum. The information is still directly transmitted from $\Phi$ so can only be classical, therefore, $\log d + I(\Phi)$ is an EAO classical capacity instead of quantum capacity. It is clear to show $Q(\Phi) = I(\Phi) \leq Q_{\text{EAO}}(\Phi)$ since $\log d \geq I(\Phi)$.

Actually, given $\Phi$, the optimal scheme to achieve $C_{\text{EAO}}(\Phi)$ is the superdense coding, which encodes bits into Pauli operators hence the set of ebits. The decoding is formed by the decoder of $\Phi$ followed by Bell measurements. Also, modular the ebit, a qubit is equivalent to two bits. As QT converts a qubit into two bits, so it can be viewed as an EAO scheme with $\Phi$ acting on the bit communication channel. That is, QT is optimal to achieve $Q_{\text{EAO}}(\Phi)$.

The standard EA setting uses more general entangled states as the assistance. Importantly, the maximum coherent mutual information $J(\Phi)$ is additive. There exists a gap between $\log d + I(\Phi)$ and $J(\Phi)$ for some channel $\Phi$. Achieving the maximum of $J(\rho, \Phi)$ by a state $\rho$ is to achieve the regularized EA Holevo capacity, which shall require a highly-entangled state $\xi$ as a free assistance which is not a collection of ebits. It is not easy to prepare and distribute such states, however. This is similar with the situation for entanglement generation which also assumes the free assistance of entangled states. For our reduced case, we do not take them to be free assistance which is physically more reasonable.

Given a channel, to see if there is a gap between the EA
and EAO settings is not easy. Here we consider the class of CQ channels, which have negative quantum capacity. For a CQ channel acting on the purification of a state $\rho = \sum_k p_k |k\rangle\langle k|$, the mutual information is

$$J(\rho, \Phi) = H(\sum_k p_k R_k) - \sum_k p_k H(R_k), \quad (29)$$

for a set of states $\{R_k\}$. The EA classical capacity is $C_{EA}(\Phi) = \max_p J(\rho, \Phi)$ which is to optimize over $p_k$. If $R_k := \Psi(|k\rangle\langle k|)$, then it is easy to see $C_{EA}(\Phi)$ is the same as the classical capacity of $\Psi$ which is $\chi_{orr}(\Psi)$. Indeed, to achieve optimal classical capacity, the optimal input distribution is not always the uniform one. Hence using $\varphi_\rho$ as a resource for EA setting is reasonable in this case. For QC channels, the $\chi_{EA}$ is log $d$, so it is the optimal $\chi_{EA}$. For channels with positive quantum capacity, it is not clear how to find the optimal resource entangled states.

To conclude, we refined the settings of quantum communication in order to obtain additive capacities of quantum channels. Surprisingly, it is straightforward to achieve additivity and the proof follows almost exactly the same as the original ones \[25\]. Besides, Renyi entropies are also well defined and widely used \[25\], as extensions of Shannon and von Neumann entropy. It is clear that the classical and private capacities can be extended to Renyi entropies. However, the proofs for quantum and EA capacities rely on the strong subadditivity of the von Neumann entropy, which is not satisfied by Renyi entropies in general, so cannot be extended. However, it remains to see if quantum Renyi entropies of special forms can be used to define quantum and EA capacities.
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### Appendix A: Examples

Here we compute the quantum capacity of a few types of quantum channels.

For a $d$-dimensional input system, the replacement channels on it have minimal quantum capacity $-\log d$, whose Choi states are product states. The unitary and isometry have maximal quantum capacity $\log d$, whose Choi states are maximally entangled states. An erasure channel is often defined as

$$\Phi(\rho) = (1-p)\rho + p|e\rangle\langle e|$$

for $\langle e|e\rangle = 0$, $\forall \rho \in D(\mathcal{X})$. It is easy to find $I(\Phi) = (1 - 2p)\log d$. This agrees with the known result \[60\].

### 1. Unital channels

A large class is unital channels that preserves identity. Let $\{K_i\}$ be the canonical form of a unital channel $\Phi \in C(\mathcal{X}, \mathcal{Y})$, then

$$I(\Phi) = \log d_a - H(p_i) \quad (A2)$$

for $p_i = \text{tr}(K_i^\dagger K_i)/d$, and $d = \dim \mathcal{X}$, $d_a = \dim \mathcal{Y}$. It achieves the maximal value of $-\log d$ for unitary and isometry, and minimal value of $-\log d$ for rank-$(dd_a)$ channels with $p_i = 1/(dd_a)$.

It includes Pauli, depolarizing, dephasing channels as special cases. For a Pauli channel, the Kraus operators are orthogonal Pauli operators $\sigma_i$ with different probabilities. The depolarizing channels are special types of Pauli channels with equal probability for nontrivial Pauli operators. Let a depolarizing channel be

$$\Phi(\rho) = (1-p)\rho + \frac{p}{d^2-1} \sum_{i=1}^{d^2-1} \sigma_i(\rho), \quad (A3)$$

and its quantum capacity $I(\Phi)$ can be negative. We find the value of $p$ at which $I(\Phi) = 0$ is a monotonically increasing function of $d$, from $\approx 0.19$ at $d = 2$ to 0.5 for $d \to \infty$.

A dephasing channel can be viewed as a Pauli channel with only $Z$-type Pauli operators. A dephasing channel can also be treated as a Schur-product channel $\rho \mapsto \rho \circ S$ for a correlation matrix $S$. Let $S := \sum_{ij} |\psi_i\rangle\langle\psi_j| i\langle j|$ for $|\psi_i\rangle = U_i|0\rangle$ with a set of unitary operators $\{U_i\}$, then the Kraus operators are $K_j = \sum_i |\psi_i\rangle\langle i|/d$. The quantum capacity is $I(\Phi) = \log d - H(\rho_E)$ for $\rho_E = \sum_i |\psi_i\rangle\langle \psi_i|/d$. It reduces to the Pauli description if $\{U_i\}$ are from Pauli $Z$-type operators. It is always non-negative since the rank is upper bounded by $d$, and it is zero if $\rho_E = \pi_d$.

### 2. Entanglement-breaking channels

The Holevo form of an EB channel is defined by a POVM $\{E_b\}$ and a collection of states $\{R_a\}$ so that

$$\Phi(\rho) = \sum_{ab} R_a \text{tr}(E_b \rho), \quad (A4)$$

and its Choi state $\omega_{\Phi} = \frac{1}{2} \sum_a R_a \otimes E_a^\dagger$ is separable. For separable states, it is established that the local entropy is smaller than global entropy $S_A, S_B \leq S_{AB}$ \[37\]. Therefore, it is clear that $I(\Phi) \leq 0$. For a different representation, which uses rank-one Kraus operators $K_i = |x_i\rangle\langle y_i|$, it turns out

$$\Phi^*(\rho) = X \circ Y_\rho, \quad (A5)$$

0.5 for $d \to \infty$.

A dephasing channel can be viewed as a Pauli channel with only $Z$-type Pauli operators. A dephasing channel can also be treated as a Schur-product channel $\rho \mapsto \rho \circ S$ for a correlation matrix $S$. Let $S := \sum_{ij} |\psi_i\rangle\langle\psi_j| i\langle j|$ for $|\psi_i\rangle = U_i|0\rangle$ with a set of unitary operators $\{U_i\}$, then the Kraus operators are $K_j = \sum_i |\psi_i\rangle\langle i|/d$. The quantum capacity is $I(\Phi) = \log d - H(\rho_E)$ for $\rho_E = \sum_i |\psi_i\rangle\langle \psi_i|/d$. It reduces to the Pauli description if $\{U_i\}$ are from Pauli $Z$-type operators. It is always non-negative since the rank is upper bounded by $d$, and it is zero if $\rho_E = \pi_d$.

### 2. Entanglement-breaking channels

The Holevo form of an EB channel is defined by a POVM $\{E_b\}$ and a collection of states $\{R_a\}$ so that

$$\Phi(\rho) = \sum_{ab} R_a \text{tr}(E_b \rho), \quad (A4)$$

and its Choi state $\omega_{\Phi} = \frac{1}{2} \sum_a R_a \otimes E_a^\dagger$ is separable. For separable states, it is established that the local entropy is smaller than global entropy $S_A, S_B \leq S_{AB}$ \[37\]. Therefore, it is clear that $I(\Phi) \leq 0$. For a different representation, which uses rank-one Kraus operators $K_i = |x_i\rangle\langle y_i|$, it turns out

$$\Phi^*(\rho) = X \circ Y_\rho, \quad (A5)$$
for $X = (\langle x_i| x_j \rangle)_{ij}$, $Y_\rho = (\langle y_i| \rho| y_j \rangle)_{ij}$, which can be viewed as an extended dephasing channel [38]. So the quantum capacity of the extended dephasing channel is always nonnegative.

An EB channel is quantum-to-classical (QC) if $\{ |x_i\rangle \}$ is orthonormal, or classical-to-quantum (CQ) if $\{ |y_i\rangle \}$ is orthonormal. The quantum capacity of QC channels is zero since they convert qubits to bits. While CQ channels convert bits to qubits, which have local coherence, they break entanglement. This shows the difference between entanglement and coherence. For CQ channels, it is the local coherence (non-orthogonal states) that makes the capacity negative. Indeed, the local non-orthogonality is a kind of obstacle to create entanglement, which intends to suppress local coherence while enhance nonlocal coherence.

3. Amplitude-damping channels

The qubit amplitude-damping (AD) channel is an extreme channel. It can be extended to the qudit case [39] but not unique. Here we define a type of qudit AD channel with Kraus operators

$$K_n = \sqrt{\gamma_n} |n\rangle \langle n+1|, \quad n = 0, 1, \ldots, d-2,$$

(A6)

and $K_{d-1} = |0\rangle \langle 0| + \sum_{n=0}^{d-2} \sqrt{1-\gamma_n} |n+1\rangle \langle n+1|$, which is extreme in the set of qudit channels. It can be realized by a quantum circuit of a sequence of system controlled-$R_y(\theta)$, followed by ancilla-controlled-nots [2].

We find its quantum capacity is

$$I(\Phi) = H(\hat{p}) - H(\hat{q})$$

(A7)

for $\hat{p} = (1+\gamma_0, 1+\gamma_1 - \gamma_0, \ldots, 1+\gamma_{d-2} - \gamma_{d-3} - \gamma_{d-2})/d$, and $\hat{q} = (\gamma_0, \gamma_1, \ldots, \gamma_{d-2} - \sum_{n=0}^{d-2} \gamma_n)/d$. It can be either positive or negative.

For the qubit case, we find

$$I(\Phi) = h\left(\frac{1+\gamma}{2}\right) - h\left(\frac{\gamma}{2}\right),$$

(A8)

which ranges from 1 to -1, and equals 0 for $\gamma = 0.5$. Note $h$ is the binary entropy. The region of $\gamma \in [0, 0.5]$ is under-damped, and $\gamma \in [0.5, 1]$ is over-damped.

For the qutrit case, we find

$$I(\Phi) = H\left(\frac{1+\gamma_0}{3}, \frac{1+\gamma_1 - \gamma_0}{3}, \frac{1-\gamma_1}{3}\right)$$

$$- H\left(\frac{\gamma_0}{3}, \frac{\gamma_1}{3}, \frac{3-\gamma_0 - \gamma_1}{3}\right).$$

(A9)

There is also an under-damped and over-damped region, see Fig. 2, while a critical line for the zero capacity. The AD channel is a type of non-unital extreme channel. For the qubit case, for Kraus operators $K_0 = c_a |0\rangle \langle 0| + c_b |1\rangle \langle 1|$, $K_1 = s_a |1\rangle \langle 0| + s_b |0\rangle \langle 1|$, with $c$ and $s$ denoting cos (sin) and $a, b$ are angles, we find

$$I(\Phi) = h\left(\frac{c_a^2 + s_b^2}{2}\right) - h\left(\frac{s_a^2 + s_b^2}{2}\right),$$

(A10)

shown in Fig. 3, which is the same as, but easier to compute than the previous result found by optimization [40].

Figure 2. The capacity of the qudit amplitude-damping channel.

Figure 3. The capacity of the qubit extreme channel.
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