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Abstract In this paper, we introduce the notion of conditional $h$-convex functions and we prove an operator version of the Jensen inequality for conditional $h$-convex functions. Using this type of functions, we give some refinements for Ky-Fan’s inequality, arithmetic-geometric mean inequality, Chrystal inequality, and Hölder-McCarthy inequality. Many of the other inequalities can be refined by applying this new notion.
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1 Introduction

Throughout this paper, we denote by $H$ a Hilbert space and by $B(H)$ the algebra of all bounded linear operators on $H$. The subalgebra of all self-adjoint operators in $B(H)$ is denoted by $B_{sa}(H)$. An operator $A$ in $B_{sa}(H)$ is positive whenever $\langle Ax, x \rangle \geq 0$ for all $x \in H$ and we write $A \geq 0$. We denote by $Sp(A)$ the spectrum of an operator $A \in B(H)$.

One of the most important and most frequently applied in a diversity of mathematical fields, especially in mathematical analysis and statistics is Jensen’s inequality. In this process, it has been improved, generalized and adjusted to various environments. It has been linked to the other important inequalities and often referred to as “king of inequalities”.
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The convexity of functions is an important issue in many fields of science, for instance in economy and optimization. A function \( f : I \to \mathbb{R} \), \( I \subseteq \mathbb{R} \) is convex whenever the following inequality
\[
 f(\lambda u + (1 - \lambda)v) \leq \lambda f(u) + (1 - \lambda)f(v)
\]
holds for all \( u, v \in I \) and for all \( \lambda \in [0, 1] \) and the function \( f : I \to \mathbb{R} \) is concave whenever \(-f\) is convex.

In 2007, Varošanec \[19\] introduced a wide class of functions the so called \( h \)-convex functions which generalizes convex, \( s \)-convex, Godunova-Levin, and \( P \)-class functions \[10\], \[5, 13, 18, 14\], \[7\], \[3\], \[17\], \[4, 12\].

A non-negative function \( f : I \to \mathbb{R} \) is an \( h \)-convex function on \( I \) if
\[
 f(\lambda u + (1 - \lambda)v) \leq h(\lambda)f(u) + h(1 - \lambda)f(v),
\]
where \( h \) is a non-negative function defined on the real interval \( J \), \( u, v \in I \) and \( \lambda \in [0, 1] \subseteq J \). For more results and generalizations regarding \( h \)-convexity, we refer the readers to see \[1, 6, 8, 16, 15\].

Jensen’s inequality for convex functions is one of the most important result in the theory of inequalities and for appropriate choices of the function many other famous inequalities are particular cases of this inequality. An operator version of the Jensen inequality for a convex function has been proved by Mond and Pečarić as follows \([11, 9]\):

**Theorem 1** Let \( f : [m, M] \to \mathbb{R} \) be a continuous convex function. Then,
\[
 f(\langle Ax, x \rangle) \leq \langle f(A)x, x \rangle
\]
for every self-adjoint operator \( A \) with \( \text{Sp}(A) \subseteq [m, M] \) and every unit vector \( x \in \mathcal{H} \).

In Section 2, we introduce the notion of conditional \( h \)-convex functions and we prove an operator version of the Jensen inequality for conditional \( h \)-convex functions. In Section 3, Using this type of functions, we give some refinements for Ky-Fan’s inequality, arithmetic-geometric mean inequality, Chrystal inequality, and Hölder-McCarthy inequality. We claim that many of the other inequalities can be refined by applying the notion of conditional \( h \)-convex functions.

### 2 Mond and Pečarić inequality for conditional \( h \)-convex functions

In this section, we provide our main results and we indicate that an operator version of the Jensen inequality for conditional \( h \)-convex functions still holds similar to that Mond and Pečarić considered for convex functions.

**Definition 1** A function \( f : [m, M] \to \mathbb{R} \) is conditional convex at \( v \in [m, M] \) if there exists a function \( g : [m, M] \to \mathbb{R} \) such that \( g(v) \leq v \) and
\[
 f(\lambda u + (1 - \lambda)v) \leq \lambda f(u) + (1 - \lambda)f(v)
\]
for every \( u \in [m, M] \) with \( g(v) \leq u \leq v \) and \( \lambda \in [0, 1] \).
It is clear that every convex function is conditional convex at every \( v \in [m, M] \) by considering \( g(t) = m \) or \( g(t) = \frac{m}{2} \), but not vice versa.

**Example 1** Define \( f : [0, 2] \to \mathbb{R} \) by \( f(t) = (t - 1)^3 \) and \( g(t) = \begin{cases} 1, & t = 2 \\ 2, & t \neq 2 \end{cases} \). The function \( f \) is not convex on \([0, 2]\), where \( f \) is conditional convex at \( 2 \in [0, 2] \). Consider \( g(t) = \cos(\frac{4\pi}{3}t) \). Then \( f \) is conditional convex at \( \frac{1}{2} \in [0, 2] \).

**Definition 2** A non-negative function \( f : [m, M] \to \mathbb{R} \) is conditional \( h \)-convex at \( v \in [m, M] \) if there exists a function \( g : [m, M] \to \mathbb{R} \) such that \( g(v) \leq v \) and

\[
(4) \quad f(\lambda u + (1 - \lambda)v) \leq h(\lambda)f(u) + h(1 - \lambda)f(v),
\]

for every \( u \in [m, M] \) with \( g(v) \leq u \leq v \) and \( \lambda \in [0, 1] \), where \( h \) is a non-negative function defined on the real interval \( \mathbb{J} \), \([0, 1] \subseteq \mathbb{J} \). In this situation, we say the function \( f \) is \( g \)-conditional \( h \)-convex at \( v \in [m, M] \).

It is clear that every \( h \)-convex function is \( g \)-conditional \( h \)-convex at every \( v \in [m, M] \) by considering \( g(t) = m \), but not vice versa.

For a non-negative and non-zero function \( h : K \subset \mathbb{R} \to \mathbb{R} \), we define

\[
M_K(h) = \inf_{x \in K} \frac{h(x)}{x}
\]

and call it the Jensen’s coefficient for \( h \)-convex functions on \( K \). We consider all functions \( h \) such that the Jensen’s coefficient \( M_K(h) \) exists.

**Theorem 2** Let \( h : [0, 1] \to \mathbb{R} \) be a non-negative and non-zero function. If \( f \) is a continuous \( g \)-conditional \( h \)-convex function at \( v \in [m, M] \), then

\[
(5) \quad f(\langle Ax, x \rangle) \leq M_{(0,1)}(h)\langle f(A)x, x \rangle
\]

for each \( x \in \mathcal{H} \) with \( ||x|| = 1 \) and every self-adjoint operator \( A \) such that \( Sp(A) \subseteq [g(v), v] \).

**Proof** It is clear that if \( M_{(0,1)}(h) = +\infty \), then the inequality \( ^{[4]} \) holds. Assume that \( M_{(0,1)}(h) < +\infty \). Since \( f \) is \( g \)-conditional \( h \)-convex at \( v \in [m, M] \),

\[
(6) \quad f(\lambda u + (1 - \lambda)v) - h(1 - \lambda)f(v) \leq h(\lambda)f(u)
\]

for all \( u \in [g(v), v] \) and for all \( \lambda \in (0, 1) \). By dividing both sides of \( ^{[6]} \) with \( \lambda \), one can reach

\[
(7) \quad \frac{f(\lambda u + (1 - \lambda)v) - h(1 - \lambda)f(v)}{\lambda} \leq \frac{h(\lambda)}{\lambda} f(u)
\]

for all \( u \in [g(v), v] \). Define

\[
\alpha := \min_{u \in [g(v), v]} \frac{f(\lambda u + (1 - \lambda)v) - h(1 - \lambda)f(v)}{\lambda(u - v)}.
\]

(8)
The inequalities (7) and (8) entail that
\[ \alpha(u - v) \leq \frac{h(\lambda)}{\lambda} f(u) \]
for all \( u \in [g(v), v] \) and \( \lambda \in (0, 1) \). Consider the linear function \( l(t) := \alpha(t - v) \) and \( \bar{g} = \langle Ax, x \rangle \) for every self-adjoint operator \( A \) with \( Sp(A) \subseteq [g(v), v] \).

This implies that \( l(u) \leq \frac{h(\lambda)}{\lambda} f(u) \) for all \( u \in [g(v), v] \) and \( g(v) \leq \bar{g} \leq v \), respectively. Let \( l'(t) := \alpha(t - \bar{g}) + f(\bar{g}) \) be the straight line passing through the point \((\bar{g}, f(\bar{g}))\) and parallel to the line \( l \). It follows from the continuity of the function \( f \) that
\[ l'(\bar{g}) \geq f(\bar{g}) - \epsilon \quad (9) \]
for all \( \epsilon > 0 \). We now consider two cases:

(i) Assume that \( l'(t) \leq \frac{h(\lambda)}{\lambda} f(t) \) for every \( t \in [g(v), v] \). By using the functional calculus, one has \( l'(A) \leq \frac{h(\lambda)}{\lambda} f(A) \) for every self-adjoint operator \( A \) with \( Sp(A) \subseteq [g(v), v] \) and so
\[ (l'(A)x, x) \leq \frac{h(\lambda)}{\lambda} (f(A)x, x) \quad (10) \]
for each \( x \in H \) with \( ||x|| = 1 \). Since \( l' \) is linear and \( \epsilon \) is arbitrary the inequalities (9) and (10) imply
\[ f(\langle Ax, x \rangle) \leq \frac{h(\lambda)}{\lambda} (f(A)x, x). \quad (11) \]

(ii) Assume that there exist some points \( t \in [g(v), v] \) such that
\[ l'(t) > \frac{h(\lambda)}{\lambda} f(t). \]
Define the sets \( T \) and \( S \) as follows:
\[ T := \left\{ t \in [g(v), \bar{g}] : l'(t) > \frac{h(\lambda)}{\lambda} f(t) \right\}, \]
\[ S := \left\{ t \in [\bar{g}, v] : l'(t) > \frac{h(\lambda)}{\lambda} f(t) \right\}. \]

Consider \( t_T := \max \{ t : t \in T \} \) and \( t_S := \min \{ t : t \in S \} \). Let \( l_T \) be the line passing through the points \((t_T, 0)\) and \((\bar{g}, f(\bar{g}))\) and \( l_S \) the line passing through the points \((t_S, 0)\) and \((\bar{g}, f(\bar{g}))\). Define the function \( L \) on \([g(v), v]\) as follows:
\[ L(t) := \begin{cases} l_T(t), t \in [g(v), \bar{g}], \\ l_S(t), t \in [\bar{g}, v]. \end{cases} \]

To show that \( L(t) \leq \frac{h(\lambda)}{\lambda} f(t) \) holds for all \( t \in [g(v), v] \), consider the partition \( \{g(v), t_T, \bar{g}, t_S, v\} \) for the closed interval \([g(v), v]\). Note that \( L(t) \leq 0 \) for every \( t \in [g(v), t_T] \) and since \( f(t) \geq 0 \), we clearly observe that \( l_T(t) \leq \frac{h(\lambda)}{\lambda} f(t) \) for every \( t \in [g(v), t_T] \). On the other hand, we see that
\[ l'(t) \leq \frac{h(\lambda)}{\lambda} f(t) \quad (12) \]
for every $t \in (t_T, g]$, since if there exists $t_0 \in (t_T, g]$ such that $l'(t_0) > \frac{h(\lambda)}{\lambda} f(t_0)$, then $t_0 \in T$ and $t_0 < t_T$, which is a contradiction. So, by letting $t$ tends to $t_T$ from right in (12), the inequality (12) indicates that

$$l'(t_T) \leq \frac{h(\lambda)}{\lambda} f(t_T).$$

Moreover, since $t_T \in \bar{T}$, the reverse inequality holds in (13) and hence $l'$ is the line passing through the points $(t_T, \frac{h(\lambda)}{\lambda} f(t_T))$ and $(g, f(g))$ and its slope is

$$\alpha' = \frac{f(g) - \frac{h(\lambda)}{\lambda} f(t_T)}{g - t_T},$$

where the slope of $l_T$ is $\alpha_T = \frac{f(g)}{g - t_T}$ and so $l_T(t) \leq l'(t)$ for every $t \in (t_T, g]$. By the inequality (12), we observe that $l_T(t) \leq \frac{h(\lambda)}{\lambda} f(t)$ for every $t \in (t_T, g]$. So, $L(t) = l_T(t) \leq \frac{h(\lambda)}{\lambda} f(t)$ for every $t \in [g(v), g]$.

By the similar methods one can show that $L(t) = l_S(t) \leq \frac{h(\lambda)}{\lambda} f(t)$ for every $t \in [\bar{g}, v]$. Note that the lines $l_T$ and $l_S$ are joining at the point along the length of $g$ and so $l_T(g) = l_S(g)$ and since $f$ is continuous,

$$l_T(g) = f(g) \geq f(\bar{g}) - \epsilon$$

for arbitrary $\epsilon > 0$. For the case $Sp(A) \subseteq [g(v), g]$, we have

$$f((Ax, x)) - \epsilon \leq l_T((Ax, x)) = \langle l_T(A)x, x \rangle \leq \frac{h(\lambda)}{\lambda} \langle f(A)x, x \rangle.$$

Moreover, for the case $Sp(A) \subseteq [\bar{g}, v]$, we have

$$f((Ax, x)) - \epsilon \leq l_T((Ax, x)) = l_S((Ax, x)) = \langle l_S(A)x, x \rangle$$

$$\leq \frac{h(\lambda)}{\lambda} \langle f(A)x, x \rangle$$

and consequently we can deduce (11). Now, by taking the infimum over all $\lambda \in (0, 1)$ on both sides of the inequality (11), one can deduce (13).

**Corollary 1** Under the hypotheses of Theorem 2, if the function $\frac{h(\lambda)}{\lambda}$ is decreasing on $(0, 1)$, then $\lambda = \frac{1}{2}$ is the best possible in the inequality (11). Indeed, one has

$$f((Ax, x)) \leq 2h\left(\frac{1}{2}\right) \langle f(A)x, x \rangle$$

for each $x \in \mathcal{H}$ with $\|x\| = 1$ and every self-adjoint operator $A$ such that $Sp(A) \subseteq [g(v), v]$.

**Proof** We divide the interval $(0, 1)$ to two parts $(0, \frac{1}{2})$ and $(\frac{1}{2}, 1)$, respectively. If $\lambda \in (0, \frac{1}{2})$, then the infimum value of the function $\frac{h(\lambda)}{\lambda}$ occurs at the endpoint $\lambda = \frac{1}{2}$, since the function $\frac{h(\lambda)}{\lambda}$ is decreasing and so

$$M_{(0, \frac{1}{2})}(h) = \frac{h\left(\frac{1}{2}\right)}{\frac{1}{2}} = 2h\left(\frac{1}{2}\right).$$
When $\lambda \in (\frac{1}{2}, 1)$, we show that there is an $h$-convex function such that does not satisfy the inequality \[ (11). \] Let $h(\lambda) = \lambda^2$, $0 < \beta < 1$, and $0 < \lambda < 1$. Then, $\frac{h(\lambda)}{\lambda}$ is decreasing on $(0, 1)$. Define $f : [0, \infty) \to \mathbb{R}$ by $f(t) = e^{-t}$. The function $f$ is $h$-convex, since by using the convexity of $f$, we have

$$f(\lambda x + (1 - \lambda)y) = e^{-\lambda x + (1 - \lambda)y}$$

$$\leq \lambda e^{-x} + (1 - \lambda)e^{-y}$$

$$\leq \lambda^2 e^{-x} + (1 - \lambda)^2 e^{-y}$$

$$= h(\lambda)f(x) + h(1 - \lambda)f(y)$$

for every $x, y \geq 0$ and $\lambda \in [0, 1]$. Consider $A = \begin{pmatrix} 0 & 0 \\ 0 & a \end{pmatrix}$, $a > 0$, and $x = (\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})$. A simple calculation shows that $f(Ax, x) = f(\frac{x}{2}) = e^{-\frac{x}{2}}$ and $(f(A)x, x) = \frac{a}{\sqrt{2}}$. By applying the inequality \[ (11), \] one can see that $e^{-\frac{x}{2}} \leq \lambda^2 \frac{e^{-x}}{2}$ which implies $2 < 2e^{\frac{x}{2}} \leq \lambda^2 - 1$. On the other hand, for $\lambda \in (\frac{1}{2}, 1)$, we have $\lambda^2 - 1 < \lambda^{-1} < 2$ which is a contradiction.

3 Some Applications

In this section, we provide some examples of conditional $h$-convex functions. Using this type of functions, we give some refinements for Ky-Fan’s inequality, arithmetic-geometric mean inequality, Chrystal inequality, and Hölder-McCarthy inequality.

**Lemma 1** Let $h : [0, 1] \to (0, \infty)$ defined by $h(t) = \frac{t}{\alpha} e^{\alpha(1-t)}$ and let $g : (0, \frac{1}{2}] \to [0, \infty)$ defined by $g(t) = \frac{e^{\alpha(1-t)} - 1}{\alpha e^{\alpha(1-t)}}$ with $1 < \alpha \leq \beta \leq \alpha + 1$. Then, the function $f : (0, \frac{1}{2}] \to [0, \infty)$ defined by $f(t) = \ln(\frac{1}{\beta t})$ is $g$-conditional $h$-convex at every $v \in (0, \frac{1}{2}]$.

**Proof** Let $v \in (0, \frac{1}{2}]$ and define the function $F$ by

$$F(u, \lambda) = \frac{\alpha}{\beta} e^{\alpha(1-v)} \ln \left( \frac{1 - u}{u} \right) + \frac{\alpha}{\beta} e^{\alpha(1-t)} \ln \left( \frac{1 - v}{v} \right) - \ln \left( \frac{1 - (\lambda u + (1 - \lambda)v)}{\lambda u + (1 - \lambda)v} \right)$$

for every $u \in [g(v), v]$ and $\lambda \in [0, 1]$. It is enough to show that $F(u, \lambda) \geq 0$. We have

$$F(u, \lambda) \geq \frac{\alpha}{\beta} \ln \left( \frac{1 - u}{u} \right) + \frac{\alpha}{\beta} \ln \left( \frac{1 - v}{v} \right) - \ln \left( \frac{1 - (\lambda u + (1 - \lambda)v)}{\lambda u + (1 - \lambda)v} \right)$$

$$= \ln \left( \frac{1 - u}{u} \right) - \ln \left( \frac{1 - (\lambda u + (1 - \lambda)v)}{\lambda u + (1 - \lambda)v} \right)$$

$$+ \frac{\alpha}{\beta} \ln \left( \frac{1 - v}{v} \right) - (1 - \frac{\alpha}{\beta}) \ln \left( \frac{1 - u}{u} \right). \quad (16)$$
It is obvious that $u < \lambda u + (1-\lambda)v$ for every $\lambda \in [0,1]$. So, 
\[
\frac{1-(\lambda u + (1-\lambda)v)}{\lambda u + (1-\lambda)v} < \frac{1-u}{u}.
\]

It follows that
\[
\ln \left( \frac{1-u}{u} \right) - \ln \left( \frac{1-(\lambda u + (1-\lambda)v)}{\lambda u + (1-\lambda)v} \right) \geq 0. \tag{17}
\]

On the other hand, we have \(\frac{v^\alpha}{v^\alpha + (1-v)^\alpha} \leq u\) so that \(\frac{1-u}{u} \leq (\frac{1-u}{v})^\alpha\). This ensures \(\ln(\frac{1-u}{u}) \leq \alpha \ln(\frac{1-u}{v})\). Since \(\beta \leq \alpha + 1\), this indicates that
\[
\left(1 - \frac{\alpha}{\beta}\right) \ln \left( \frac{1-u}{u} \right) \leq \frac{\alpha}{\beta} \ln \left( \frac{1-u}{v} \right) \leq \frac{\alpha}{\beta} \ln \left( \frac{1-v}{v} \right). \tag{18}
\]

The inequalities (17) and (18) entail that \(F(u,\lambda) \geq 0\).

**Corollary 2 (Refined Ky-Fan’s inequality)** If \(\alpha > 1\), \(v \in (0,\frac{1}{2}]\), and \(a_i \in \left[\frac{v^\alpha}{v^\alpha + (1-v)^\alpha},v\right]\), then
\[
\sum_{i=1}^{n} q_i (1-a_i) \leq \prod_{i=1}^{n} \left( \frac{1-a_i}{a_i} \right)^{\frac{\alpha}{\beta} q_i} \leq \prod_{i=1}^{n} \left( \frac{1-a_i}{a_i} \right)^{q_i}, \tag{19}
\]

where \(q_i \in (0,1)\), \(\sum_{i=1}^{n} q_i = 1\), and \(\gamma = \max |a_i - a_j|\). The equality occurs when \(\gamma = 0\).

**Proof** Consider \(f(t) = \ln(\frac{1-t}{t})\) on \((0,\frac{1}{2}]\). Since \(0 < a_i \leq v \leq \frac{1}{2}\), we have \(1 < \alpha \leq \alpha + \gamma \leq \alpha + 1\). By Lemma 11 and setting \(\beta = \alpha + \gamma\), the function \(f\) is \(g\)-conditional \(h\)-convex at every \(v \in (0,\frac{1}{2}]\). Define
\[
A = \begin{pmatrix} a_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & a_n \end{pmatrix}, \quad x = \begin{pmatrix} \sqrt{a_1} \\ \vdots \\ \sqrt{a_n} \end{pmatrix}.
\]

Then, \(Sp(A) \subseteq \left[\frac{v^\alpha}{v^\alpha + (1-v)^\alpha},v\right]\) and \(||x|| = 1\). According to Theorem 2 one knows
\[
f(\langle Ax, x \rangle) \leq M_{(0,1)}(h)\langle f(A)x, x \rangle. \tag{20}
\]

On the other hand, we have
\[
\langle Ax, x \rangle = \sum_{i=1}^{n} q_i a_i,
\]
\[
M_{(0,1)}(h) = \inf_{\lambda \in [0,1]} \frac{h(\lambda)}{\lambda} = \frac{\alpha}{\beta},
\]
\[
\langle f(A)x, x \rangle = \sum_{i=1}^{n} q_i \ln \left( \frac{1-a_i}{a_i} \right).
\]

By replacing these quantities in (20), we get the first inequality in (19). The second inequality follows from the fact that \(\frac{1-a_i}{a_i} > 1\) and \(\frac{\alpha}{\beta} \leq 1\). Note that when \(\gamma = 0\), we have \(a_i = a_j = a\) for every \(i \neq j\) and the equality occurs.
Lemma 2 Let $h: [0, 1] \to (0, \infty)$ defined by $h(t) = \frac{\alpha}{\beta}t^{\alpha(1-t)}$ and let $g: (0, 1] \to [0, \infty)$ defined by $g(t) = t^\alpha$ with $1 < \alpha \leq \beta \leq \alpha + 1$. Then, the function $f: (0, 1] \to [0, \infty)$ defined by $f(t) = -\ln(t)$ is $g$-conditional $h$-convex at every $v \in (0, 1]$.

Proof Let $v \in (0, 1]$ and define the function $F$ by

$$F(u, \lambda) = -\frac{\alpha}{\beta}e^{\alpha(1-t)}\ln(u) - \frac{\alpha}{\beta}e^{\alpha(1-t)}\ln(v) + \ln(\lambda u + (1 - \lambda)v)$$

for every $u \in [v^\alpha, v]$ and $\lambda \in [0, 1]$. We demonstrate that $F(u, \lambda) \geq 0$. We have

$$F(u, \lambda) = -\frac{\alpha}{\beta}\ln(u) - \frac{\alpha}{\beta}\ln(v) + \ln(\lambda u + (1 - \lambda)v)$$

$$= \left(1 - \frac{\alpha}{\beta}\right)\ln(u) - \frac{\alpha}{\beta}\ln(v) - \ln(u) + \ln(\lambda u + (1 - \lambda)v).$$

Since $u < \lambda u + (1 - \lambda)v$ for every $\lambda \in [0, 1]$, $\ln(u) < \ln(\lambda u + (1 - \lambda)v)$ and hence

$$-\ln(u) + \ln(\lambda u + (1 - \lambda)v) > 0.$$

On the other hand, we have $v^\alpha \leq u$. Since $\beta - \alpha \leq 1$ and $0 < u < 1$, $u \leq u^{\beta - \alpha}$. These two inequalities ensure that $v^\alpha \leq u^{\beta - \alpha}$. So,

$$\frac{\alpha}{\beta}\ln(v) \leq \frac{\beta - \alpha}{\beta}\ln(u).$$

(22)

We realize from the inequalities (21) and (22) that $F(u, \lambda) \geq 0$.

Corollary 3 (Refined Arithmetic-Geometric Mean inequality) If $\alpha > 1$, $v \in (0, 1]$, and $a_i \in [v^\alpha, v]$, then

$$\prod_{i=1}^{n} a_i^{q_i} \leq \prod_{i=1}^{n} a_i^{-\gamma q_i} \leq \sum_{i=1}^{n} q_i a_i,$$

(23)

where $q_i \in (0, 1)$, $\sum_{i=1}^{n} q_i = 1$, and $\gamma = \max|a_i - a_j|$. The equality occurs when $\gamma = 0$.

Proof Consider $f(t) = -\ln(t)$ on $(0, 1]$. Since $0 < a_i \leq v \leq 1$, we have $1 < \alpha \leq \alpha + \gamma \leq \alpha + 1$. Due to Lemma 1 and setting $\beta = \alpha + \gamma$, the function $f$ is $g$-conditional $h$-convex at every $v \in (0, 1]$. Define the matrix $A$ and the vector $x$ as in the proof of Corollary 2. Then, $Sp(A) \subseteq [v^\alpha, v]$ and $||x|| = 1$. Theorem 2 signifies the inequality (20) holds and by the assumptions we have

$$\langle Ax, x \rangle = \sum_{i=1}^{n} q_i a_i,$$

$$M_{(0,1)}(h) = \inf_{\lambda \in [0,1]} \frac{h(\lambda)}{\lambda} = \frac{\alpha}{\beta},$$

$$(f(A)x, x) = -\sum_{i=1}^{n} q_i \ln(a_i).$$
By replacing these quantities in (20), one can deduce
\[-\ln \left( \sum_{i=1}^{n} q_i a_i \right) \leq -\frac{\alpha}{\beta} \sum_{i=1}^{n} q_i \ln(a_i).\]

From this inequality, it follows that
\[\ln \left( \sum_{i=1}^{n} q_i a_i \right) \geq \sum_{i=1}^{n} \ln \left( a_i^{\frac{\alpha}{\beta}} \right) = \ln \left( \prod_{i=1}^{n} a_i^{\frac{\alpha}{\beta}} \right),\]
which is equivalent to the second inequality in (23). The first inequality comes from the fact that \(0 < a_i \leq 1\) and \(\frac{\alpha}{\beta} \leq 1\). Note that when \(\gamma = 0\), we have \(a_i = a_j = a\) for every \(i \neq j\) and the equality occurs.

**Lemma 3** Let \(h : [0, 1] \to (0, \infty)\) defined by \(h(t) = \frac{\alpha}{\beta} e^{t(1-t)}\) and let \(g : (0, \infty) \to [0, \infty)\) defined by \(g(t) = \ln((1 + e^t)^{\frac{\beta}{\beta - 1} - 1})\) with \(0 < \alpha \leq \beta \leq 2\alpha\). Then, the function \(f : (0, \infty) \to [0, \infty)\) defined by \(f(t) = \ln(1 + e^t)\) is \(g\)-conditional \(h\)-convex at every \(v \in (0, \infty)\).

**Proof** Let \(v \in (0, \infty)\) and define the function \(F\) by
\[F(u, \lambda) = \frac{\alpha}{\beta} e^{t(1-t)} \ln(1 + e^u) + \frac{\alpha}{\beta} e^{t(1-t)} \ln(1 + e^v) - \ln(1 + e^\lambda u + (1 - \lambda) v)\]
for every \(u \in \left[ \ln((1 + e^v)^{\frac{\beta}{\beta - 1} - 1}), v \right]\) and \(\lambda \in [0, 1]\). We prove that \(F(u, \lambda) \geq 0\).

Note that
\[F(u, \lambda) \geq \frac{\alpha}{\beta} \ln(1 + e^u) + \frac{\alpha}{\beta} \ln(1 + e^v) - \ln(1 + e^{\lambda u + (1 - \lambda) v}).\]

Since \(\lambda u + (1 - \lambda)v < v\) for every \(\lambda \in [0, 1]\),
\[\ln(1 + e^{\lambda u + (1 - \lambda) v}) < \ln(1 + e^v).\]  \hfill (24)

Since \(0 < \frac{\beta}{\beta - 1} - 1 \leq 1\), \(\ln((1 + e^v)^{\frac{\beta}{\beta - 1} - 1}) > 0\). On the other hand, we have \(\ln((1 + e^v)^{\frac{\beta}{\beta - 1} - 1}) \leq u\). So,
\[1 + e^v \leq (1 + e^u)^{\frac{\beta}{\beta - 1}} (1 + e^v)^{\frac{\alpha}{\beta}}.\]  \hfill (25)

In view of the inequalities (24) and (25), we find that
\[\ln(1 + e^{\lambda u + (1 - \lambda) v}) < \ln((1 + e^u)^{\frac{\beta}{\beta - 1}} (1 + e^v)^{\frac{\alpha}{\beta}}),\]
which implies \(F(u, \lambda) \geq 0\).
Corollary 4 (Refined Chrystal’s inequality) If $\alpha > 0$, $0 < v \leq \alpha$, and $a_i, b_i \in [\ln((1 + e^v)^{2\alpha} - 1) - 1, v]$, then

$$\prod_{i=1}^{n} a_i^{b_i} + \prod_{i=1}^{n} b_i^{a_i} \leq \prod_{i=1}^{n} \left( \frac{(a_i + b_i)^{\gamma}}{b_i^{\alpha + \gamma} - 1} \right)^{q_i} \leq \prod_{i=1}^{n} (a_i + b_i)^{\alpha},$$

where $q_i \in (0, 1)$, $\sum_{i=1}^{n} q_i = 1$, and

$$\gamma = \max \left\{ \max |a_i - a_j|, \max |b_i - b_j|, \max |a_i - b_j| \right\}.$$ 

The equality occurs when $\gamma = 0$.

Proof Consider $f(t) = \ln(1 + e^v)$ on $(0, \infty)$. Since $0 < a_i \leq v \leq \alpha$, we have $0 < \alpha \leq \alpha + \gamma \leq 2\alpha$. So, the function $f$ is $g$-conditional $h$-convex at every $v \in (0, \alpha]$, by Lemma 3 and putting $\beta = \alpha + \gamma$. Defining the matrix $A$ and the vector $x$ as in the proof of Corollary 2 ensures $Sp(A) \subseteq [\ln((1 + e^v)^{2\alpha} - 1) - 1, v]$ and $||x|| = 1$. In view of Theorem 2 we know that the inequality (20) holds and by the assumptions we have

$$\langle Ax, x \rangle = \sum_{i=1}^{n} q_i a_i,$$

$$M_{(0,1)}(h) = \inf_{\lambda \in [0,1]} \frac{h(\lambda)}{\lambda} = \frac{\alpha}{\beta},$$

$$\langle f(A)x, x \rangle = \sum_{i=1}^{n} q_i \ln(1 + e^{a_i}).$$

By replacing these quantities in (20), we see that

$$\ln \left( 1 + e^{\sum_{i=1}^{n} q_i a_i} \right) \leq \frac{\alpha}{\beta} \sum_{i=1}^{n} q_i \ln(1 + e^{a_i}).$$

(27)

On the other hand, since $\frac{\alpha}{\beta} \leq 1$,

$$\frac{\alpha}{\beta} \sum_{i=1}^{n} q_i \ln(1 + e^{a_i}) \leq \sum_{i=1}^{n} q_i \ln(1 + e^{a_i}).$$

(28)

Combining the inequalities (27) and (28), we get

$$\ln \left( 1 + e^{\sum_{i=1}^{n} q_i a_i} \right) \leq \frac{\alpha}{\beta} \sum_{i=1}^{n} q_i \ln(1 + e^{a_i}) \leq \sum_{i=1}^{n} q_i \ln(1 + e^{a_i}).$$

(29)

By replacing $\ln \left( \frac{a_i}{b_i} \right)$ with $a_i$ in (29), we observe that

$$\ln \left( 1 + \prod_{i=1}^{n} \frac{a_i}{b_i} \right) \leq \ln \left( \prod_{i=1}^{n} \left( 1 + \frac{a_i}{b_i} \right)^{q_i} \right) \leq \ln \left( \prod_{i=1}^{n} \left( 1 + \frac{a_i}{b_i} \right)^{\alpha} \right),$$

where $q_i \in (0, 1)$, $\sum_{i=1}^{n} q_i = 1$, and

$$\gamma = \max \left\{ \max |a_i - a_j|, \max |b_i - b_j|, \max |a_i - b_j| \right\}.$$ 

The equality occurs when $\gamma = 0$.
which implies
\[ 1 + \prod_{i=1}^{n} \left( \frac{a_i}{b_i} \right)^{q_i} \leq \prod_{i=1}^{n} \left( 1 + \frac{a_i}{b_i} \right)^{q_i} \leq \prod_{i=1}^{n} \left( 1 + \frac{a_i}{b_i} \right)^{q_i}. \]

Multiplying both sides by \( \prod_{i=1}^{n} b_i^{q_i} \) gives (26). Note that when \( \gamma = 0 \), we have

\[ a_i = b_j = a \text{ for every } i \neq j \text{ and the equality occurs.} \]

**Lemma 4** Let \( h : [0, 1] \to (0, \infty) \) defined by \( h(t) = \alpha \beta e^{t(1-t)} \) and let \( g : [0, \infty) \to [0, \infty) \) defined by \( g(t) = t^{p/\alpha} \sqrt{\frac{\beta}{\alpha} - 1} \) with \( p > 1 \) and \( 0 < \alpha \leq \beta \leq 2 \alpha \). Then, the function \( f : [0, \infty) \to [0, \infty) \) defined by \( f(t) = t^p \) is \( g \)-conditional \( h \)-convex at every \( v \in [0, \infty) \).

**Proof** Suppose \( v \in [0, \infty) \). Since \( \beta \leq 2\alpha \), \( v^{p/\alpha} \sqrt{\beta/\alpha - 1} \leq v \). Consider the function \( F \) by

\[ F(u, \lambda) = \frac{\alpha}{\beta} t^{(1-t)u^p} + \frac{\alpha}{\beta} t^{(1-t)v^p} - (\lambda u + (1 - \lambda)v)^p \]

for every \( u \in \left[ v^{\sqrt{\beta/\alpha - 1}}, v \right] \) and \( \lambda \in [0, 1] \). To show that \( F(u, \lambda) \geq 0 \), we observe that

\[ F(u, \lambda) \geq \frac{\alpha}{\beta} u^p + \frac{\alpha}{\beta} v^p - (\lambda u + (1 - \lambda)v)^p \]

\[ = \frac{\alpha}{\beta} u^p - \left( 1 - \frac{\alpha}{\beta} \right) v^p \geq 0. \]

Since \( \lambda u + (1 - \lambda)v < v \) for every \( \lambda \in [0, 1] \),

\[ (\lambda u + (1 - \lambda)v)^p < v^p. \] (30)

Since \( v^{\sqrt{\beta/\alpha - 1}} \leq u \), \( v^p(\beta - \alpha) \leq \alpha u^p \) and so dividing both sides by \( \beta \) one has

\[ v^p \left( 1 - \frac{\alpha}{\beta} \right) \leq \frac{\alpha}{\beta} u^p. \] (31)

The inequalities (30) and (31) signify \( F(u, \lambda) \geq 0 \).

**Corollary 5** (Refined Hölder-McCarthy inequality) If \( \alpha > 0 \), \( 0 < v \leq \alpha \), and \( p > 1 \), then

\[ \langle Ax, x \rangle^p \leq \frac{\alpha}{\alpha + \gamma} \langle A^p x, x \rangle \leq \langle A^p x, x \rangle \]

for every self-adjoint operator \( A \) with \( \text{Sp}(A) \subseteq \left[ v^{\sqrt{\alpha/\alpha - 1}}, v \right] \) and every unit vector \( x \), where \( \gamma = \max \{ |\eta - \zeta| : \eta, \zeta \in \text{Sp}(A) \} \). The equality occurs when \( \gamma = 0 \).
Proof Define $f(t) = t^p$ on $(0, \infty)$. Since $0 < \eta \leq v \leq \alpha$ for every $\eta \in Sp(A)$, we have $0 < \alpha \leq \alpha + \gamma \leq 2\alpha$. Due to Lemma 4 and putting $\beta = \alpha + \gamma$, the function $f$ is $g$-conditional $h$-convex at every $v \in (0, \alpha]$. In account of Theorem 2, the inequality (20) holds and we have

$$\langle Ax, x \rangle^p \leq M_{(0,1)}(h) \langle A^p x, x \rangle,$$

where $M_{(0,1)}(h) = \inf_{x \in [0,1]} \frac{h(x)}{x}$. Since $\frac{\alpha}{\beta} < 1$, we get the desired result. If $\gamma = 0$, then $A$ is a multiple of the identity and one has the equality.
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