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Abstract
This paper presents an approach for constrained Gaussian Process (GP) regression where we assume that a set of linear transformations of the process are bounded. It is motivated by machine learning applications for high-consequence engineering systems, where this kind of information is often made available from phenomenological knowledge, and the resulting constraints may be essential to achieve the level of confidence needed. We consider a GP $f$ over functions on $X \subset \mathbb{R}^n$ taking values in $\mathbb{R}$, where the process $L f$ is still Gaussian when $L$ is a linear operator. Our goal is to model $f$ under the constraint that realizations of $L f$ are confined to a convex set of functions. In particular we require that $a \leq L f \leq b$ given two functions $a$ and $b$ where $a < b$ pointwise. This formulation provides a consistent way of encoding multiple linear constraints, such as shape-constraints based on e.g. boundedness, monotonicity or convexity as a relevant example. We adopt the approach of using a sufficiently dense set of virtual observation locations where the constraint is required to hold, and derive the exact posterior for a conjugate likelihood. The results needed for stable numerical implementation are derived, together with an efficient sampling scheme for estimating the posterior process which is exact in the limit. A few numerical examples focusing on noiseless observations are given. This is relevant for computer code emulation and is also more computationally demanding than the alternative scenario with i.i.d. Gaussian noise.
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1. Introduction
Gaussian Processes (GPs) are a flexible tool for Bayesian nonparametric function estimation, and widely used for applications that require inference on functions such as regression and classification. A useful property of GPs is that they automatically produce estimates on prediction uncertainty, and it is often possible to encode prior knowledge in a principled manner in the modelling of prior covariance. Some early well-known applications of GPs are within spatial statistics, e.g. meteorology (Thompson, 1956), and in geostatistics (Matheron, 1973) where it is known as kriging. More recently GPs have become a popular
choice within probabilistic machine learning (Rasmussen and Williams, 2005; Ghahramani, 2015). Since the GPs can act as interpolators when observations are noiseless, GPs have also become the main approach for uncertainty quantification and analysis involving computer experiments (Sacks et al., 1989; Kennedy and O’Hagan, 2001).

Often, the modeler performing function estimation has prior knowledge, or at least hypotheses, on some properties of the function to be estimated. This is typically related to the function shape with respect to some of the input parameters, such as boundedness, monotonicity or convexity. Various methods have been proposed for imposing these types of constraints on GPs (see Section 4 for a short review). For engineering and physics based applications constraints based on integral operators and partial differential equations are also relevant (Jidling et al., 2017; Särkkä, 2011). What the above constraints have in common is that they are linear operators, and so any combination of such constraints can be written as a single linear operator. For instance, the constraints \( a_1(x) \leq f(x) \leq b_1(x) \), \( \partial f / \partial x_i \leq 0 \) and \( \partial^2 f / \partial x_i^2 \geq 0 \) for some function (or distribution over functions) \( f : X \rightarrow Y \), can be written as \( a(x) \leq \mathcal{L}f(x) \leq b(x) \) for \( a(x) = [a_1(x), -\infty, 0]^T \) and \( b(x) = [b_1(x), 0, \infty]^T \) and \( \mathcal{L} : Y^X \rightarrow (Y^X)^3 \) being the linear operator \( \mathcal{L}f = [f, \partial f / \partial x_i, \partial^2 f / \partial x_i^2]^T \).

The motivation for including these constraints on GPs is usually to improve predictions and to obtain a reduced and more realistic estimate on the uncertainty, the latter having significant impact for risk-based applications. For many real-world systems information related to constraints in this form is often available from phenomenological knowledge. For engineering systems this is typically knowledge related to some underlying physical phenomenon. Being able to make use of this constraint in probabilistic modelling is particularly relevant for high-consequence applications, where obtaining realistic uncertainty estimates in subsets of the domain where data is scarce is a challenge. Furthermore, information on whether these types of constraints are likely to hold given a set of observations is also useful for explainability and model falsification. For a broader discussion see (Agrell et al., 2018) and (Eldevik et al., 2018).

In this paper we present a model for estimating a function \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) by a constrained GP (CGP) \( f | D, a(x) \leq \mathcal{L}f(x) \leq b(x) \), where \( D \) is a set of observations of \((x_j, y_j)\), possibly including additive white noise, and \( f \sim \mathcal{GP}(\mu(x), K(x, x')) \) is a GP with mean \( \mu(x) \) and covariance function \( K(x, x') \) that are chosen such that existence of \( \mathcal{L}f \) is ensured. Due to the linearity of \( \mathcal{L} \), both \( \mathcal{L}f | D \) and \( f | D, \mathcal{L}f \) remain Gaussian, and our approach is based on modelling \( f | D, \mathcal{L}f \) under the constraint \( a(x) \leq \mathcal{L}f(x) \leq b(x) \). To model the constraint that \( a(x) \leq \mathcal{L}f(x) \leq b(x) \) for all inputs \( x \), we take the approach of using a finite set of input locations where the constraint is required to hold. That is, we require that \( a(x_v) \leq \mathcal{L}f(x_v) \leq b(x_v) \) for a finite set of inputs \( \{x_v\} \) called the set of virtual observation locations. With this approach the CGP is not guaranteed to satisfy the constraint on the entire domain, but a finite set of points \( \{x_v\} \) can be found so that the constraint holds globally with sufficiently high probability.

The model presented in this paper is inspired by the research on shape constrained GPs (Wang and Berger, 2016; Golchi et al., 2015; Riihimki and Vehtari, 2010; Lenk and Choi, 2017. Da Veiga and Marrel, 2012, 2015; Maatouk and Bay, 2017; López-Loperena et al., 2018; Abrahamsen and Benth, 2001. Lin and Dunson, 2014), and the need for a simple framework for imposing multiple such constraints. In the case where \( \mathcal{L} = \partial / \partial x_i \) our approach is most similar to that in (Wang and Berger, 2016), where the authors make use of a similar
sampling scheme for noiseless GP regression applied to computer code emulation. With the exception of (Maatouk and Bay, 2017; López-Lópere et al., 2018), most of the approaches to constrained GPs (including ours) rely on the constraint to be satisfied at a specified set of virtual locations. The use of virtual constraint observations may seem ad hoc at first, as the set of virtual observation locations has to be dense enough to ensure that the constraint holds globally with sufficiently high probability. Inversion of the covariance matrix of the joint GP may therefore be of concern, both because this scales with the number of observations cubed and because there is typically high serial correlation if there are many virtual observation close together. The general solution is then to restrict the virtual observation set to regions where the probability of occurrence of the constraint is low (Riihimki and Vehtari, 2010; Wang and Berger, 2016). According to Wang and Berger (2016), when they followed this approach in their experiments they found that only a modest number of virtual observations were typically needed and that these points were usually rather disperse and the resulting serial correlation was not severe. There is also one benefit with the virtual observation approach, which is that implementation of constraints that only hold on subsets of the domain is straightforward.

For practical use of the model presented in this paper we also pay special attention to numerical implementation. The computations involving only real observations or only virtual observations are separated, which is convenient when only changes to the constraints are made such as in algorithms for finding a sparse set of virtual observation locations or for testing/validation of constraints. We also provide the algorithms based on Cholesky factorization for stable numerical implementation, and an efficient sampling scheme for estimating the posterior process and for finding an optimal set of virtual observation locations. These algorithms are based on derivation of the exact posterior of the constrained Gaussian process using a general linear operator, and constitutes the main contribution of this paper.

The paper is structured as follows: In Section 2 we state the results needed on GP regression and GPs under linear transformations. Our main results are given in Section 3 where we introduce the constrained GP (CGP) and present the model for GP regression under linear inequality constraints. In particular, given some training data we derive the posterior distribution of the CGP evaluated at a finite set of inputs, which is a compound Gaussian with a truncated Gaussian mean (Section 3.1). Section 3.2 presents an algorithm for sampling from the posterior, and parameter estimation is addressed in Section 3.3. Section 3.4 and Section 3.5 are dedicated to optimization of the set of virtual observation locations needed to ensure that the constraint holds with sufficiently high probability. Finally, numerical examples considering monotonicity and boundedness constraints are presented in Section 4, and some concluding remarks are given in Section 5.
2. Gaussian processes and linear operators

We are interested in GP regression on functions \( f : \mathbb{R}^{n_x} \rightarrow \mathbb{R} \) under the additional inequality constraint \( a(x) \leq Lf(x) \leq b(x) \) for some specified functions \( a(x) \) and \( b(x) \), and the class of linear operators \( \{ \mathcal{L} | \mathcal{L} : \mathbb{R}^{n_x} \rightarrow \mathbb{R}^{n_c} \} \). Here \( n_x \) and \( n_c \) are positive integers, and the subscripts are just used to indicate the relevant underlying space over \( \mathbb{R} \). We will make use of the properties of GPs under linear transformations given below.

2.1 Gaussian process regression

We consider a Gaussian process \( f \sim \mathcal{GP}(\mu(x), K(x,x')) \) given as a prior over functions \( f : \mathbb{R}^{n_x} \rightarrow \mathbb{R} \), which is specified by its mean and covariance function

\[
\begin{align*}
\mu(x) &= \mathbb{E}[f(x)] : \mathbb{R}^{n_x} \rightarrow \mathbb{R}, \\
K(x,x') &= \mathbb{E}[(f(x) - \mu(x))(f(x') - \mu(x'))] : \mathbb{R}^{n_x \times n_x} \rightarrow \mathbb{R}. 
\end{align*}
\]

Let \( x \) denote a vector in \( \mathbb{R}^{n_x} \) and \( X \) the \( n_x \times N \) matrix of \( N \) such input vectors. The distribution over the vector \( f \) of \( N \) latent values corresponding to \( X \) is then multivariate Gaussian with

\[
f|X \sim \mathcal{N}(\mu(X), K(X,X)),
\]

where \( K(X,X') \) denotes the Gram matrix \( K(X,X') = K(x_i,x_j) \) for two matrices of input vectors \( X \) and \( X' \). Given a set of observations \( Y = [y_1, \ldots, y_N]^T \), and under the assumption that the relationship between the latent function values and observed output is Gaussian, \( Y|f \sim \mathcal{N}(0, \sigma^2 I_N) \), the predictive distribution for new observations \( X^* \) is still Gaussian with mean and covariance

\[
\begin{align*}
\mathbb{E}[f^*|X^*, X, Y] &= \mu(X^*) + K(X^*, X)[K(X,X) + \sigma^2 I_N]^{-1}(Y - \mu(X)), \\
\text{cov}(f^*|X^*, X, Y) &= K(X^*, X^*) - K(X^*, X)[K(X,X) + \sigma^2 I_N]^{-1}K(X,X^*).
\end{align*}
\]

Here \( f^*|X^* \) is the predictive distribution of \( f(X^*) \) and \( f^*|X^*, X, Y \) is the predictive posterior given the data \( X, Y \). For further details see e.g. Rasmussen and Williams (2005).

2.2 Linear operations on Gaussian processes

Let \( \mathcal{L} \) be a linear operator on realizations of \( f \sim \mathcal{GP}(\mu(x), K(x,x')) \). As GPs are closed under linear operators (Rasmussen and Williams, 2005; Papoulis and Pillai, 2002), \( \mathcal{L}f \) is still a GP. We will assume that the operator produces functions with range in \( \mathbb{R}^{n_c} \), but where the input domain \( \mathbb{R}^{n_x} \) is unchanged. That is, the operator produces functions from \( \mathbb{R}^{n_x} \) to \( \mathbb{R}^{n_c} \). This type of operators on GPs has also been considered by Särkkä (2011) with applications to stochastic partial differential equations. The mean and covariance of \( \mathcal{L}f \) are given by applying \( \mathcal{L} \) to the mean and covariance of the argument

\[
\begin{align*}
\mathbb{E}[\mathcal{L}f(x)] &= \mathcal{L}\mu(x) : \mathbb{R}^{n_x} \rightarrow \mathbb{R}^{n_c}, \\
\text{cov}(\mathcal{L}f(x), \mathcal{L}f(x')) &= \mathcal{L}_1 \mathcal{L}_2^T K(x,x') : \mathbb{R}^{n_x \times n_x} \rightarrow \mathbb{R}^{n_c \times n_c},
\end{align*}
\]

1. We assume here that \( \mathcal{L}f \) exists. For instance, if \( \mathcal{L} \) involves differentiation then the process \( f \) must be differentiable. See e.g. (Adler 1981) for details on proving existence.
and the cross-covariance is given as

\[
\text{cov}(\mathcal{L}f(x), f(x')) = \mathcal{L}_1 K(x, x'): \mathbb{R}^{n_x \times n_x} \rightarrow \mathbb{R}^{n_c},
\]

\[
\text{cov}(f(x), \mathcal{L}f(x')) = \mathcal{L}^T K(x, x'): \mathbb{R}^{n_x \times n_x} \rightarrow \mathbb{R}^{n_c}.
\]

The notation $\mathcal{L}_i$ for $i = 1, 2$ here means that the operator acts on $K(x, x')$ as a function of the $i$-th parameter keeping the other one fixed, i.e. $\mathcal{L}_K(x, \cdot)$ for $i = 1$ and $\mathcal{L}_K(\cdot, x')$ for $i = 2$. The transpose operator is defined as $\mathcal{L}^T K(x, x') = (\mathcal{L} K(x, x'))^T$. In the following sections we make use of the predictive distribution (2) where observations correspond to the transformed GP under $\mathcal{L}$.

3. Gaussian processes with linear inequality constraints

Following Section 2.1 and Section 2.2, we let $f \sim \mathcal{G}(\mu(x), K(x, x'))$ be a GP over real valued functions on $\mathbb{R}^{n_x}$, and $\mathcal{L}$ a linear operator producing functions from $\mathbb{R}^{n_x}$ to $\mathbb{R}^{n_c}$. The matrix $X$ and the vector $Y$ will represent $N$ noise perturbed observations: $y_i = f(x_i) + \varepsilon_i$ with $\varepsilon_i$ i.i.d. $\mathcal{N}(0, \sigma^2)$ for $i = 1, \ldots, N$.

We would like to model the posterior GP conditioned on the observations $X, Y$, and on the event that $a(x) \leq \mathcal{L}f(x) \leq b(x)$ for two functions $a(x), b(x) : \mathbb{R}^{n_x} \rightarrow (\mathbb{R} \cup \{\infty, \infty\})^{n_c}$ where $a_i(x) < b_i(x)$ for all $x \in \mathbb{R}^{n_x}$ and $i = 1, \ldots, n_c$. To achieve this approximately we start by assuming that the constraint $a(x) \leq \mathcal{L}f(x) \leq b(x)$ only holds at a finite set of inputs $x_1, \ldots, x_{n_v}$, which we refer to as virtual observation locations. Later we will consider how to specify the set of virtual observation locations such that the initial constraint defined for all $x$ holds with sufficiently high probability. Furthermore, we will also assume that virtual observations of the transformed process, $\mathcal{L}f(x_i^v)$, comes with additive white noise with variance $\sigma_v^2$. We can write this as $a(X^v) \leq \mathcal{L}f(X^v) + \varepsilon^v \leq b(X^v)$ where $X^v = [x_1^v, \ldots, x_{n_v}^v]^T$ is the matrix containing the virtual observation locations and $\varepsilon^v$ is a multivariate Gaussian with diagonal covariance of elements $\sigma_v^2$.

We will make use of the following notation: Let $\tilde{C}(X^v) \in \mathbb{R}^{n_v \times n_c}$ be the matrix with rows $(\tilde{C}(X^v))_i = \mathcal{L}f(x_i^v) + \varepsilon_i^v$ for i.i.d. $\varepsilon_i^v \sim \mathcal{N}(0, \sigma_v^2 I_{n_c})$, and let $C(X^v)$ denote the event $C(X^v) := \bigcap_{i=1}^{n_v} \{a(x_i^v) \leq (\tilde{C}(X^v))_i \leq b(x_i^v)\}$. $C(X^v)$ thus represents the event that the constraint $a(x) \leq \mathcal{L}f(x) + \varepsilon^v \leq b(x)$ is satisfied for all points in $X^v$, and it is defined through the latent variable $\tilde{C}(X^v)$.

In summary, the process we will consider is stated as

\[
f|X, Y, X^v, C(X^v) := f|f(X) + \varepsilon = Y, a(X^v) \leq \mathcal{L}f(X^v) + \varepsilon^v \leq b(X^v),
\]

where $f$ is a Gaussian process, $X, Y$ is the training data and $X^v$ are the locations where the transformed process $\mathcal{L}f$ is bounded. The additive noise $\varepsilon$ and $\varepsilon^v$ are multivariate Gaussian with diagonal covariance matrices of elements $\sigma^2$ and $\sigma_v^2$ respectively.

Here we assume that observations of all parts of $\mathcal{L}f$ comes with i.i.d. white noise with variance $\sigma_v^2$. The reason for this is mainly for numerical stability where we in computations will choose a tiny variance to approximate noiseless observations. Similarly, $\sigma^2$ may be chosen as a fixed small number for interpolation in the standard GP regression setting. In the following derivations, the results for exact noiseless observations can be obtained by setting
the relevant variance to zero. We also assume that any sub-operator of $\mathcal{L}$ is constrained at the same set of virtual locations $X^v$. This is mainly for notational convenience, and this assumption is easily relaxed (see Section 3.5).

3.1 Posterior predictive distribution

Our goal is to obtain the posterior predictive distribution $f^*|X^*, X, Y, X^v, C(X^v)$. That is: the distribution of $f^* = f(X^*)$ for some new inputs $X^*$, conditioned on the observed data $Y = f(X) + \varepsilon$ and the constraint $a(X^v) \leq \mathcal{L}f(X^v) + \varepsilon^v \leq b(X^v)$.

To simplify the notation we write $f^*|Y,C$, excluding the dependency on inputs $X, X^*$ and $X^v$ (as well as any hyperparameter of the mean and covariance function). The posterior predictive distribution is given by marginalizing over the latent variable $\tilde{C}$:

$$ p(f^*, C|Y) = p(f^*|C, Y)p(C|Y), $$

$$ p(f^*|C, Y) = \int_{a(X^v)}^{b(X^v)} p(f^*|\tilde{C}, Y)p(\tilde{C}|Y)d\tilde{C}, $$

$$ p(C|Y) = \int_{a(X^v)}^{b(X^v)} p(\tilde{C}|Y)d\tilde{C}, $$

where the limits correspond to the hyper-rectangle in $\mathbb{R}^{N_v \times n_c}$ given by the functions $a(\cdot)$ and $b(\cdot)$ evaluated at each $x^v \in X^v$. The predictive distribution and the probability $p(C|Y)$ are given in Lemma 1. $p(C|Y)$ is of interest, as it is the probability that the constraint holds at $X^v$ given the data $Y$.

In the remainder of the paper we will use the shortened notation $\mu^* = \mu(X^*)$, $\mu = \mu(X)$, $\mu^v = \mu(X^v)$ and $K_{X, X'} = K(X, X')$. For vectors with elements in $\mathbb{R}^{n_c}$, such as $\mathcal{L}\mu^v$, we interpret this elementwise; $\mathcal{L}\mu^v(X^v) = [\mathcal{L}\mu(x^v_1), \ldots, \mathcal{L}\mu(x^v_i), \ldots, \mathcal{L}\mu(x^v_{N_v})1, \ldots, \mathcal{L}\mu(x^v_{N_v})n_c]^T$

**Lemma 1** The posterior distribution $f^*|Y, C$ is a compound Gaussian with truncated Gaussian mean:

$$ f^*|Y, C \sim \mathcal{N}(\mu^* + A(C - \mathcal{L}\mu^v) + B(Y - \mu), \Sigma), $$

$$ C = \tilde{C}|Y, C \sim \mathcal{T}\mathcal{N}(\mathcal{L}\mu^v + A_1(Y - \mu), B_1, a(X^v), b(X^v)), $$

where $\mathcal{T}\mathcal{N}(\cdot, \cdot, a, b)$ is the Gaussian $\mathcal{N}(\cdot, \cdot)$ conditioned on the hyper-rectangle $[a_1, b_1] \times \cdots \times [a_k, b_k]$, and
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\[ A_1 = (L_1 K_{X^*,X})(K_{X,X} + \sigma^2 I_N)^{-1}, \]
\[ A_2 = K_{X^*,X}(K_{X,X} + \sigma^2 I_N)^{-1}, \]
\[ B_1 = L_1 L_2^T K_{X^*,X^*} + \sigma^2 I_{N_{c,n_c}} - A_1 L_2^T K_{X,X^*}, \]
\[ B_2 = K_{X^*,X^*} - A_2 K_{X,X^*}, \]
\[ B_3 = L_2^T K_{X^*,X^*} - A_2 L_2^T K_{X,X^*}, \]
\[ A = B_3 B_1^{-1}, \]
\[ B = A_2 - A A_1, \]
\[ \Sigma = B_2 - A B_3^T. \]

Moreover, the constraint probability \( p(C|Y) \) is the probability that the unconstrained version of \( C \) falls within the constraint region, i.e.

\[ p(C|Y) = p(a(X^*) \leq N(\mu^v + A_1(Y - \mu), B_1) \leq b(X^*)), \]

and the unconstrained predictive distribution is

\[ f^*|Y \sim N(\mu + A_2(Y - \mu), B_2). \]

The derivation in Lemma 1 is based on conditioning the multivariate Gaussian \((f^*, Y, \tilde{C})\), and the proof is given in Appendix A. For practical implementation the matrix inversions involved in Lemma 1 may be prone to numerical instability. A numerically stable alternative is given in Lemma 2.

In the following lemma \( \text{Chol}(K) \) is the lower triangular Cholesky factor of a matrix \( K \). We also let \( R = (P \setminus Q) \) denote the solution to the linear system \( PR = Q \) for matrices \( P \) and \( Q \), which may be efficiently computed when \( P \) is triangular using forward or backward substitution.

**Lemma 2** Let \( L = \text{Chol}(K_{X,X} + \sigma^2 I_N), v_1 = L \setminus L_2^T K_{X,X^*} \) and \( v_2 = L \setminus K_{X,X^*} \).

Then the matrices in Lemma 1 can be computed as

\[ A_1 = (L^T \setminus v_1)^T, \]
\[ A_2 = (L^T \setminus v_2)^T, \]
\[ B_1 = L_1 L_2^T K_{X^*,X^*} + \sigma^2 I_{N_{c,n_c}} - v_1^T v_1, \]
\[ B_2 = K_{X^*,X^*} - v_2^T v_2, \]
\[ B_3 = L_2^T K_{X^*,X^*} - v_2^T v_1. \]

Moreover, \( B_1 \) is symmetric and positive definite. By letting \( L_1 = \text{Chol}(B_1) \) and \( v_3 = L_1 \setminus B_3^T \) we also have
\[ A = (L_1^T \setminus v_3)^T, \]
\[ B = A_2 - AA_1, \]
\[ \Sigma = B_2 - v_3^T v_3. \]

The numerical complexity of the procedures in Lemma 2 is \( n^3/6 \) for Cholesky factorization of \( n \times n \) matrices and \( mn^2/2 \) for solving triangular systems where the unknown matrix is \( n \times m \). In the derivation of Lemma 1 and Lemma 2 the order of operations was chosen such that the first cholesky factor \( L = Chol(K_{XX} + \sigma^2 I_N) \) only depends on \( X \). This is convenient in the case where the posterior \( \mathbf{f}^*|Y,C \) is calculated multiple times for different constraints \( C \) or virtual observations \( X^v \), but where the data \( X,Y \) remain unchanged. For such computations using \( X^{v,1}, \ldots, X^{v,m} \) where \( X^{v,j} \) contains \( N_{v,j} \) observations the numerical complexity is \( O(N^3) + O(n^3 \sum_j N_{v,j}^3) \).

### 3.2 Sampling from the posterior distribution

In order to sample from the posterior we can first sample from the constraint distribution (4), and then use these samples in the mean of (3) to create the final samples of \( \mathbf{f}^*|Y,C \).

To generate \( m \) samples of the posterior at \( k \) new input locations, \([x^*_1, \ldots, x^*_k]^T = X^*\), we use the following procedure

**Algorithm 3 Sampling from the posterior distribution**

1. Find a matrix \( Q \) s.t. \( Q^T \Sigma Q = \Sigma \in \mathbb{R}^{k \times k} \), e.g. by Cholesky or a spectral decomposition.
2. Generate \( \tilde{C}_m \), a \( N_v n_c \times m \) matrix where each column is a sample of \( \tilde{C}|Y,C \) from the distribution in (4).
3. Generate \( U_m \), a \( k \times m \) matrix with \( m \) samples from the standard normal \( N(0, I_k) \).
4. The \( k \times m \) matrix where each column in a sample from \( \mathbf{f}^*|Y,C \) is then obtained by
   \[
   [\mu^* + B(Y - \mu)] \oplus_{\text{col}} [A(-\mathcal{L}\mu^* \oplus_{\text{col}} \tilde{C}_m) + QU_m],
   \]
   where \( \oplus_{\text{col}} \) means that the \( k \times 1 \) vector on the left hand side is added to each column of the \( k \times m \) matrix on the right hand side.

This procedure is based on the well-known method for sampling from multivariate Gaussian distributions, where we have used the property that in the distribution of \( \mathbf{f}^*|Y,C \), only the mean depends on samples from the constraint distribution.

The challenging part of this procedure is the second step where samples have to be drawn from a truncated multivariate Gaussian. The simplest approach is by rejection sampling, i.e. generating samples from the normal distribution and rejection those that fall outside the bounds. In order to generate \( m \) samples with rejection sampling, the expected number of samples needed is \( m/p(C|Y) \), where the acceptance rate is the constraint probability \( p(C|Y) \) given in (5). If the acceptance rate is low then rejection sampling becomes inefficient, and alternative approaches such as Gibbs sampling (Kotecha and Djuric, 1999) is typically
used. In our numerical experiments (presented in Section 4) we made use of a new method based on simulation via minimax tilting developed by Botev (2017). Note also that when sampling from the posterior for a new set of input locations \( X^* \), when the data \( X, Y \) and virtual observation locations \( X^v \) are unchanged, the samples generated in step 2 may be reused.

### 3.3 Parameter estimation

To estimate the parameters of the CGP we make use of the marginal maximum likelihood approach (MLE). We define the marginal likelihood function of the CGP as

\[
L(\theta) = p(Y, C | \theta) = p(Y | \theta) p(C | Y, \theta),
\]

i.e. as the probability of the data \( Y \) and constraint \( C \) combined, given the set of parameters represented by \( \theta \). We assume that both the mean and covariance function of the GP prior (1) \( \mu(x | \theta) \) and \( K(x, x' | \theta) \) may depend on \( \theta \).

The log-likelihood, \( l(\theta) = \ln p(Y | \theta) + \ln p(C | Y, \theta) \), is thus given as the sum of the unconstrained log-likelihood, \( \ln p(Y | \theta) \), which is optimized in unconstrained MLE, and \( \ln p(C | Y, \theta) \) which is the probability that the constraint holds at \( X^v \) given in (5). When the constraint probability \( p(C | Y, \theta) \) is computed using Lemma 2, the unconstrained part of the likelihood is also given by

\[
\ln p(Y | \theta) = -v^T v - \text{tr}(L) - \frac{n}{2} \ln 2\pi
\]

for \( v = L \setminus (Y - \mu) \) (see e.g. Rasmussen and Williams, 2005). It is often reasonable to assume the maximum marginal likelihood estimate of \( \theta \), \( \theta_{\text{MLE}} = \arg \max L(\theta) \), should be close to the unconstrained estimate given by maximizing (7), in which case using the unconstrained estimate as an initial guess in numerical optimization should be an efficient strategy. For numerical optimization of (6) it might also be beneficial to make use of the gradient of the marginal log-likelihood. This involves differentiation of \( \ln p(C | Y, \theta) \) which could be done by making use of the first two moments of a truncated multivariate Gaussian (Lee and Scott, 2012), and the derivatives of the covariance function w.r.t. \( \theta \).

In (Bachoc et al., 2018) the authors study the asymptotic distribution of the MLE for shape-constrained GPs, and show that for large sample sizes the effect of including the constraint in the MLE is negligible. But for small or moderate sample sizes the constrained MLE is generally more accurate so taking the constraint into account is beneficial. In the numerical experiments presented in this paper we make use of the unconstrained MLE as an initial guess, and to find the set of virtual observation locations needed to impose the constraint with high probability (see Section 3.4). When the set of virtual locations has been determined the MLE can be updated where the constraint probability is included.

### 3.4 Finding the virtual observations

For the constraint to be satisfied locally at any input location in some bounded set \( \Omega \subset \mathbb{R}^n_x \) with sufficiently high probability, the set of virtual observation locations \( X^v \) has to be sufficiently dense. We will specify a target probability \( p_{\text{target}} \in [0, 1) \) and find a set \( X^v \) such that when the constraint is satisfied at all virtual locations in \( X^v \), the probability that the
constraint is satisfied for any \( x \in \Omega \) is at least \( p_{\text{target}} \). The number of virtual observations needed depends on the smoothness properties of the kernel, and for a given kernel it is of interest to find a set \( X_v \) that is effective in terms of numerical computation. As we need to sample from a truncated Gaussian involving cross-covariances between all elements in \( X_v \), this means that we would like the set \( X_v \) to be small as well as avoiding points in \( X_v \) close together that could lead to high serial correlation.

Seeking an optimal set of virtual observations has also been discussed in (Wang and Berger, 2016; Golchi et al., 2015; Riihimki and Vehtari, 2010; Da Veiga and Marrel, 2012, 2015) and the intuitive idea is to iteratively place virtual observations where the probability that the constraint holds is low. The general approach presented in this section is most similar to that in (Wang and Berger, 2016). In Section 3.5 we extend this to derive a more efficient algorithm for multiple constraints.

In order to estimate the probability that the constraint holds at some new location \( x^* \in \Omega \) we first derive the posterior distribution of the constraint process.

**Lemma 4** The predictive distribution of the constraint \( \mathcal{L} f(x^*) \) for some new input \( x^* \in \mathbb{R}^{n_x} \), condition on the data \( Y \) is given by

\[
\mathcal{L} f(x^*)|Y \sim N(\mathcal{L} \mu^* + \bar{A}_2(Y - \mu), \bar{B}_2),
\]

and when \( \mathcal{L} f(x^*) \) is conditioned on both the data and virtual constraint observations, \( X, Y \) and \( X_v, C(X_v) \), the posterior becomes

\[
\mathcal{L} f(x^*)|Y, C \sim N(\mathcal{L} \mu^* + \bar{A}(C - \mathcal{L} \mu^*) + \bar{B}(Y - \mu), \bar{\Sigma}).
\]

Here \( L, v_1, A_1, B_1 \) and \( L_1 \) are defined as in Lemma 2, \( C \) is the distribution in (4) and

\[
\begin{align*}
\tilde{v}_2 &= L \setminus \mathcal{L}^T_k K_{X, x^*}, \\
\bar{A}_2 &= (L^T \setminus \tilde{v}_2)^T, \\
\bar{B}_2 &= \mathcal{L}_1 \mathcal{L}_2^T K_{x^*, x^*} - \tilde{v}_2^T \tilde{v}_2, \\
\bar{B}_3 &= \mathcal{L}_1 \mathcal{L}_2^T K_{x^*, x^*} - \tilde{v}_2^T v_1, \\
\tilde{v}_3 &= L_1 \setminus \bar{B}_3, \\
\bar{A} &= (L_1^T \setminus \tilde{v}_3)^T, \\
\bar{B} &= \bar{A}_2 - \bar{A} A_1, \\
\bar{\Sigma} &= \bar{B}_2 - \tilde{v}_3^T \tilde{v}_3.
\end{align*}
\]

The proof is given in Appendix C. Using the posterior distribution of \( \mathcal{L} f \) in Lemma 4 we define the constraint probability \( p_c : \mathbb{R}^{n_x} \rightarrow [0, 1] \) as

\[
p_c(x) = P(a(x) - \nu < \xi(x, X_v) < b(x) + \nu)
\]

where \( \xi(x, X_v) = \mathcal{L} f(x^*)|Y \) for \( X_v = \emptyset \) and \( \xi(x, X_v) = \mathcal{L} f(x^*)|Y, C \) otherwise. The quantity \( \nu \) is a non-negative fixed number that is included to ensure that it will be possible to increase \( p_c \) using observations with additive noise. When we use virtual observations \( \hat{C}(x) = \)
\( \mathcal{L}f(x^v) + \varepsilon^v \) that come with noise \( \varepsilon^v \sim \mathcal{N}(0, \sigma_v^2) \), we can use \( \nu = \max\{\sigma_v\Phi^{-1}(p_{\text{target}}), 0\} \) where \( \Phi(\cdot) \) is the normal cumulative distribution function. Note that \( \sigma_v \), and in this case \( \nu \), will be small numbers included mainly for numerical stability. In the numerical examples presented in this paper this noise variance was set to \( 10^{-6} \).

In the case where \( X^v = \emptyset \), computation of (10) is straightforward as \( \xi(x, X^v) \) is Gaussian. Otherwise we will rely on the following estimate of \( p_c(x) \)

\[
\hat{p}_c(x) = \frac{1}{m} \sum_{j=1}^m P(a(x) - \nu < (\mathcal{L}f(x)|Y,C_j) < b(x) + \nu)
\]

where \( C_1, \ldots, C_m \) are \( m \) samples of \( C \) given in (4).

We outline an algorithm for finding a set of virtual observations \( X^v \), such that the probability that the constraint holds locally at any \( x \in \Omega \) is at least \( p_{\text{target}} \) for some specified set \( \Omega \subset \mathbb{R}^{n_x} \) and \( p_{\text{target}} \in [0, 1) \). That is, \( \min_{x \in \Omega} p_c(x) \geq p_{\text{target}} \). The algorithm can be used starting with no initial virtual observation locations, \( X^v = \emptyset \), or using some pre-defined set \( X^v \neq \emptyset \). The latter may be useful e.g. if the data \( Y \) is updated, in which case only a few additions to the previous set \( X^v \) may be needed.

**Algorithm 5** Finding locations of virtual observations \( X^v \) s.t. \( \hat{p}_c(x) \geq p_{\text{target}} \) for all \( x \in \Omega \).

1. Compute \( L = \text{Chol}(K_{X,X} + \sigma^2 I_N) \).
2. Until convergence do:
   (a) If \( X^v \neq \emptyset \) compute \( A_1 \) and \( B_1 \) as defined in Lemma 2, and generate \( m \) samples \( C_1, \ldots, C_m \) of \( C \) given in (4).
   (b) If \( X^v = \emptyset \) compute \( (x^*, p^*) = (\text{arg min } p_c(x), p_c(x^*)) \). Otherwise compute \( (x^*, p^*) = (\text{arg min } \hat{p}_c(x), \hat{p}_c(x^*)) \) with \( \hat{p}_c \) defined as in (11) using the samples generated in step (a).
   (c) Terminate if \( p^* \geq p_{\text{target}} \), otherwise update \( X^v \to X^v \cup \{x^*\} \).

The rate of convergence of Algorithm 5 relies on the probability that the constraint holds initially, \( \min_{x} P(a(x) < (\mathcal{L}f(x)|Y) < b(x)) \), and for practical application one may monitor \( p^* \) as a function of the number of virtual observation locations, \( |X^v| \), to find an appropriate stopping criterion.

### 3.5 Separating virtual observation locations for sub-operators

Let \( \mathcal{L} \) be the linear operator \( \mathcal{L} = [\mathcal{F}_1, \ldots, \mathcal{F}_k]^T \) where each \( \mathcal{F}_i \) is a linear operator leaving both the domain and range of its argument unchanged, i.e. \( \mathcal{F}_i \) produces functions from \( \mathbb{R}^{n_x} \) to \( \mathbb{R} \), subjected to an interval constraint \([a_i(x), b_i(x)]\). Until now we have assumed that the constrain holds at a set of virtual observation locations \( X^v \), which means that \( a_i(X^v) \leq \mathcal{F}_i f(X^v) \leq b_i(X^v) \) for all \( i = 1, \ldots, k \).

However, it might not be necessary to constrain each of the sub-operators \( \mathcal{F}_i \) at the same points \( x^v \in X^v \). Intuitively constraints with respect to \( \mathcal{F}_i \) need only be imposed at locations where \( p(\mathcal{F}_i f(x) \notin [a_i(x), b_i(x)]) \) is not negligeable small. To accommodate this we might let \( X^v \) be the concatenation of the matrices \( X^{v,1}, \ldots, X^{v,k} \) and define \( \mathcal{L} f(X^v) = \mathcal{L} f(X_1^v) = \mathcal{L} f(X_2^v) = \cdots = \mathcal{L} f(X_k^v) \).
\[ \mathcal{F}_1 f(X_i^{v,1}), \ldots, \mathcal{F}_k f(X_i^{v,k})^T. \] This is equivalent to removing of rows in \( \mathcal{L}(\cdot)(X^v) \) and all of the results in this paper still apply.

In particular, the matrices needed to make use of Lemma 1 and Lemma 2 are \( \mathcal{L} \mu^v \), \( \mathcal{L}_2^T K_{X^v,X^v}, \mathcal{L}_2^T K_{X^v,X^v}, \) and \( \mathcal{L}_2^T K_{X^v,X^v} \). Using that \( \mathcal{F}^i f(X^v) = \mathcal{F}^i f(X^{v,i}) \), these are given by

\[
\mathcal{L} \mu^v = [\mathcal{F}^1 \mu(X^{v,1}), \ldots, \mathcal{F}^k \mu(X^{v,k})]^T,
\]

\[
\mathcal{L}_2^T K_{X^v,X^v} = [\mathcal{F}_2^1 K_{X^v,X^v,1}, \ldots, \mathcal{F}_2^k K_{X^v,X^v,k}]^T,
\]

where \( \mathcal{L}_2^T K_{X^v,X^v} \) also is given by the above equation for \( X = X^v \). Finally, \( \mathcal{L}_2^T K_{X^v,X^v} \) is the block matrix with blocks

\[
(\mathcal{L}_1^T K_{X^v,X^v})_{i,j} = \mathcal{F}_i \mathcal{F}_j (X^v, X^v, i) \]

In this setting we can also improve the algorithm in Section 3.4 for finding the set of virtual observation locations by considering each sub-operator individually. To do this we will make use of the partial constraint probabilities defined as

\[
\hat{p}_{c,i}(x) = \frac{1}{m} \sum_{j=1}^{m} P \left( a_i(x) - \nu < (\mathcal{L} f(x)|Y,C_j)_i < b_i(x) + \nu \right)
\]

where \( (\mathcal{L} f(x)|Y,C_j)_i \) is the univariate Normal distribution given by the \( i \)-th row of \( (\mathcal{L} f(x)|Y,C_j) \) and \( C_1, \ldots, C_m \) are \( m \) samples of \( C \) given in (4) as before. Similarly, \( p_{c,i}(x) \) can be defined as in (10) by considering only the \( i \)-th sub-operator. In the case where \( X^v = \emptyset \) this means that \( \xi(x, X^v) = \mathcal{F}_i f(x^v)|Y \).

For the individual sub-operators \( \mathcal{F}_i \), the set of virtual observations \( X_i^v \) needed to ensure that \( \hat{p}_{c,i}(x) \geq p_{\text{target}} \) can then be found using the following algorithm.

**Algorithm 6** Finding locations of virtual observations \( X_i^v \) s.t. \( \hat{p}_{c,i}(x) \geq p_{\text{target}} \) for all \( x \in \Omega \) and all sub-operators \( \mathcal{F}_1, \ldots, \mathcal{F}_k \).

1. Compute \( L = \text{Chol}(K_{X,X} + \sigma^2 I_N) \).

2. Until convergence do:
   
   (a) If \( X^v \neq \emptyset \) compute \( A_1 \) and \( B_1 \) as defined in Lemma 2, and generate \( m \) samples \( C_1, \ldots, C_m \) of \( C \) given in (4).
   
   (b) If \( X^v = \emptyset \) compute \( (\mathbf{x}_i^*, \hat{p}_i^*) = (\text{arg min} p_{c,i}(x), p_{c,i}(x^*)) \). Otherwise compute \( (\mathbf{x}_i^*, \hat{p}_i^*) = (\text{arg min} \hat{p}_{c,i}(x), \hat{p}_{c,i}(x^*)) \), for all \( i = 1, \ldots, k \) with \( \hat{p}_{c,i} \) defined as in (10) using the samples generated in step (a).
   
   (c) Let \( (\mathbf{x}_i^*, \hat{p}_i^*, j) \) correspond to the smallest probability: \( p^* = \hat{p}_i^* = \min_i \hat{p}_i^* \).
   
   (d) Terminate if \( p^* \geq p_{\text{target}} \), otherwise update \( X_j^v \rightarrow X_j^v \cup \{\mathbf{x}_i^*\} \).

Using Algorithm 6 instead of Algorithm 5 will provide a more optimal set of virtual observation locations. However, if one were to impose conflicting constraints there is no guarantee of convergence in the sense that adding virtual locations for one constraint may
reduce the probability \( \hat{p}_{c,i}(x) \) for another. For practical applications it might be wise to monitor \( p^{*}_{c}(x) \) as a function of the points added, as this will reveal conflicting constraints or constraints that does not agree with the training data. Moreover, if convergence is slow (i.e. many virtual locations are needed) this might suggest that the prior GP is not suitable.

3.6 Prediction using the posterior distribution

For the unconstrained GP in this paper where the likelihood is given by Gaussian white noise, the posterior mean and covariance is sufficient to describe predictions as the posterior remains Gaussian. It is also known that in this case there is a correspondence between the posterior mean of the GP and the optimal estimator in the Reproducing Kernel Hilbert Space (RKHS) associated with the GP (Kimeldorf and Wahba, 1970). Interestingly, a similar correspondence holds for the constrained case. Maatouk et al. (2016) show that for constrained interpolation, the Maximum \textit{A Posteriori} (MAP) or mode of the posterior is the optimal constrained interpolation function in the RKHS. This holds when the GP is constrained to a convex set of functions, which is the case in this paper where we condition on linear transformations of a function restricted to a convex set.

4. Gaussian process modelling with boundedness and monotonicity constraints

In this section we present some examples related to function estimation where we assume that the function and some of its partial derivatives are bounded. This is also the scenario considered in the literature on shape constrained GPs: One approach by Golchi et al. (2015), based on a similar idea as Riihimki and Vehtari (2010), make use of a \textit{probit} link to represent interval observations of function derivatives. Here Golchi et al. (2015) estimate the exact posterior from sampling, whereas Riihimki and Vehtari (2010) make use of expectation propagation for approximate inference. A different approach is taken by Da Veiga and Marrel (2012, 2015), where only truncated moments of the constrained process are approximated. Maatouk and Bay (2017) and López-Lopera et al. (2018) on the other hand set out to model a conditional process where the constraints hold in the entire domain, as opposed to at a finite set of virtual locations. They achieve this by make use of finite-dimensional approximations of the GP that converge uniformly pathwise. Some other alternatives can also be found in (Lenk and Choi, 2017; Abrahamsen and Benth, 2001; Lin and Dunson, 2014). In the setting where we condition on the derivative process our approach is most similar to that in (Wang and Berger, 2016), where the authors make use of a similar sampling scheme for noiseless GP regression applied to computer code emulation.

In this section we will make us of the following constraints:

- \( a_{0}(x) \leq f(x) \leq b_{0}(x) \)
- \( a_{i}(x) \leq \partial f / \partial x_{i}(x) \leq b_{i}(x) \)

for all \( x \) in some bounded subset of \( \mathbb{R}^{n_{x}} \), and \( i \in I \subset \{1, \ldots, n_{x}\} \). Without loss of generality we assume that the constrains on partial derivatives are with respect to the first \( k \) components of \( x \), i.e. \( I = \{1, \ldots, k\} \) for some \( k \leq n_{x} \).
As the prior GP we will assume a constant mean $\mu = 0$ and the squared exponential covariance function, also called radial basis function (RBF) kernel, given by

$$K(x, x') = \sigma^2 K e^{-\frac{1}{2} \sum_{i=1}^{n} \frac{(x_i-x'_i)^2}{l_i^2}},$$

with variance parameter $\sigma^2 K$ and length scale parameters $l_i$ for $i = 1, \ldots, n$. With this choice of covariance function existence of the transformed GP is ensured. In fact, the resulting process is infinitely differentiable (see Adler, 1981, Theorem 2.2.2). This prior GP was chosen as it is the one most commonly used in the literature, and thus a good starting point for illustrating the effect of including linear constraints. We note that although it is not in general possible to design mean and covariance functions that produce GPs that satisfy the constraints considered in this paper, one could certainly ease numerical computations by selecting a GP prior based on the constraint probability $p(C|Y, \theta)$ in (5), and for instance make us of a mean function that is known to satisfy the constraint.

If we let $F^0 f = f$, $F^i f = \partial f / \partial x_i$ and $X_{v,i}$ be the set of $m_i$ virtual observations corresponding to the $i$-th operator $F^i$, then we can make use of the equations in Section 3.5 to obtain

$$\mathcal{L} \mu^v = [\mu 1_{m_0}, 0_{m_{[1,k]}]}]^T$$

where $1_{m_1}$ is the vector $[1, \ldots, 1]^T$ of length $m_1$ and $0_{m_{[1,k]}}$ is the vector $[0, \ldots, 0]^T$ of length $m_{[1,k]} = -m_0 + \sum m_i$. Furthermore,

$$\mathcal{L}_2^T K_{X^v, X^v} = \begin{bmatrix} K_{X^v, X^v, 0}, (K_{X^v, X^v, 0})^T, \ldots, (K_{X^v, X^v, 0})^T \\ K_{X^v, X^v, 0}, (K_{X^v, X^v, 0})^T, \ldots, (K_{X^v, X^v, 0})^T \\ \vdots & \vdots & \ddots & \vdots \\ K_{X^v, X^v, 0}, (K_{X^v, X^v, 0})^T, \ldots, (K_{X^v, X^v, 0})^T \\ \end{bmatrix},$$

and

$$\mathcal{L}_1 \mathcal{L}_2^T K_{X^v, X^v} = \begin{bmatrix} K_{X^v, X^v, 0}, (K_{X^v, X^v, 0})^T, \ldots, (K_{X^v, X^v, 0})^T \\ K_{X^v, X^v, 0}, (K_{X^v, X^v, 0})^T, \ldots, (K_{X^v, X^v, 0})^T \\ \vdots & \vdots & \ddots & \vdots \\ K_{X^v, X^v, 0}, (K_{X^v, X^v, 0})^T, \ldots, (K_{X^v, X^v, 0})^T \\ \end{bmatrix},$$

where we have used the notation

$$K^{i,0}(x, x') = \frac{\partial}{\partial x_i} K(x, x') \quad \text{and} \quad K^{i,j}(x, x') = \frac{\partial^2}{\partial x_i \partial x_j} K(x, x').$$

The use of constraints related to boundedness and monotonicity is illustrated using two examples of GP regression. Example 1 considers a function $f : \mathbb{R} \to \mathbb{R}$ subjected to boundedness and monotonicity constraints. In Example 2 a function $f : \mathbb{R}^4 \to \mathbb{R}$ is estimated under the assumption information on whether the function is monotone increasing or decreasing as a function of the first two inputs is known, i.e. $\text{sgn}(\partial f / \partial x_1)$ and $\text{sgn}(\partial f / \partial x_2)$ is known.

**Example 1**
As a simple illustration of imposing constraints in GP regression we first consider a function
f : \mathbb{R} \to \mathbb{R} given by f(x) = \frac{1}{3}[\tan^{-1}(20x - 10) - \tan^{-1}(-10)]. We assume that the function value is known at 7 input locations given by \( x_i = 0.1 + 1/(i + 1) \) for \( i = 1, \ldots, 7 \). First we assume that the observations are noiseless, i.e. \( f(x_i) \) is observed for each \( x_i \). Estimating the function that interpolates at these observations is commonly referred to as emulation, which is relevant when dealing with data from computer experiments. Our function \( f(x) \) is both bounded and increasing on all of \( \mathbb{R} \). In this example we will constrain the GP to satisfy the conditions that for \( x \in [0, 1] \) we have that \( \frac{df}{dx} \geq 0 \) and \( a(x) \leq f(x) \leq b(x) \) for \( a(x) = 0 \) and \( b(x) = \frac{1}{3}\ln(30x + 1) + 0.1 \). The function is shown in Figure 1 together with the bounds and the 7 observations.

![Figure 1: Function to emulate in Example 1](image)

We select an RBF kernel (13) with parameters \( \sigma_K = 0.5 \) (variance) and \( l = 0.1 \) (length scale). To represent noiseless observations we set \( \sigma^2 = 10^{-6} \), where \( \sigma^2 \) is the noise variance in the Gaussian likelihood. The assumed noise on virtual observations will also be set to \( 10^{-6} \). Figure 2 shows the resulting GP in sub-figures \( a_1 \) and \( a_2 \). To illustrate the effect of adding constraints we show the constrained GP using only boundedness constraint, only monotonicity constraint and finally when both constraints are imposed simultaneously. Algorithm 6 was used with a target probability \( p_{\text{target}} = 0.99 \) to determine the virtual observation locations that are indicated in the figures, and the posterior mode was computed by maximizing a Gaussian kernel density estimator over the samples generated in Algorithm 3. For both constraints (sub-figure \( d_1 \) and \( d_2 \)) 17 locations was needed for monotonicity and only 3 locations was needed to impose boundedness when the virtual locations for both constraints were optimized simultaneously. This is reasonable as requiring \( f(0) > 0 \) is sufficient to ensure \( f(x) > 0 \) for \( x \geq 0 \) when \( f \) is increasing, and similarly requiring \( f(x^v) < b(x^v) \) for some few points \( x^v \in [0.6, 1] \) should suffice.

For illustration purposes none of the hyperparameters of the GP were optimized. Moreover, for datasets such as the one in this example using plug-in estimates obtained from MLE generally not appropriate due to overfitting. Maximizing the marginal likelihood for the unconstrained GP (Eq. (7)) gave a very poor model upon visual inspection (\( \sigma_K = 0.86, l = 0.26 \)). However, it was observed that the estimated parameters for the constrained model (using Eq. (6)) gives estimates closer to the selected prior which seems more reason-
able ($\sigma_K = 0.42, l = 0.17$), and hence the inclusion of the constraint probability, $p(C|Y, \theta)$, in the likelihood seems to improve the estimates also for the unconstrained GP.

We may also assume that the observations come with Gaussian white noise, which in terms of numerical stability is much less challenging than interpolation. Figure 3 shows the resulting GPs fitted to 50 observations. The observations were generated by sampling $x_i \in [0.4, 0.7]$ uniformly, and $y_i$ from $f(x_i) + \varepsilon_i$ where $\varepsilon_i$ are i.i.d. zero mean Gaussian with variance $\sigma^2 = 0.04$. Both GPs were optimized using plug-in estimates of hyperparameters ($\sigma_K, l, \sigma^2$) given by maximizing the marginal likelihood. These are ($\sigma_K = 0.34, l = 0.32, \sigma^2 = 0.053$) for the constrained case and ($\sigma_K = 0.34, l = 0.23, \sigma^2 = 0.040$) for the unconstrained case. We observe that the estimated noise variance is larger in the constrained model than the unconstrained where this estimate is exact.
Figure 2: The GP with parameters $\sigma_K = 0.5$ (variance) and $l = 0.1$ (length scale) used in Example 1. Figures $a_i$ show the unconstrained GP, whereas $b_i$, $c_i$ and $d_i$ show the constrained GPs for boundedness, monotonicity and both boundedness and monotonicity respectively. The virtual observation locations are indicated by markers on the x-axis.
Figure 3: Unconstrained (a) and constrained (b) GPs fitted to 50 observations with Gaussian noise. The predictive distributions are shown, i.e. the distribution of $f(x)$ where $y = f(x) + \varepsilon$.

Example 2

In this example we consider emulation of a function $f : \mathbb{R}^4 \to \mathbb{R}$, where we assume that the sign of the first two partial derivatives, $\text{sgn}(\partial f/\partial x_1)$ and $\text{sgn}(\partial f/\partial x_2)$, are known. The function to emulate is

$$f(x) = \sum_{i=1}^{m} L_i \cos \left( \sum_{j=1}^{i} \tau_j \right),$$

for $m = 2$, and $x = [L_1, L_2, \tau_1, \tau_2]$. The function is inspired by the robot arm function often used to test function estimation (An and Owen, 2001). Here $f(x)$ is the $y$-coordinate of a two dimensional robot arm with $m$ line segments of length $L_i \in [0, 1]$ positioned at angle $\tau_i \in [0, 2\pi]$ with respect to the horizontal axis. The constraints on the first two partial derivatives thus implies that it is known whether or not the arm will move further away from the x-axis, as a function of the arm lengths, $L_1$ and $L_2$, for any combination of $\tau_1$ and $\tau_2$.

First, an unconstrained GP was fitted using 40 observations taken from a latin hypercube sample over the input space $[0, 1]^2 \times [0, 2\pi]^2$, and plug-in hyperparameters ($\sigma_K = 0.41, l_1 = 0.98, l_2 = 1.10, l_3 = 0.16, l_4 = 0.23$) were found by MLE. The constrained GP was determined by first generating a new latin hypercube sample of 40 observations to use as a seed set for virtual observation locations for constraining both derivatives $\partial f/\partial x_1$ and $\partial f/\partial x_2$. Hyperparameters were then optimized before searching for additional virtual observation locations ($\sigma_K = 0.80, l_1 = 1.59, l_2 = 1.14, l_3 = 0.21, l_4 = 0.28$). The performance of each model can be assessed visually by comparing predictions for randomly selected inputs. The result for 100 randomly selected predictions are shown in Figure 4. As expected the estimated prediction uncertainty is reduced significantly using the constrained model, and single predictions given by the posterior mean are also improved.
Figure 4: Figure a shows a qq-plot with 95% confidence band of 100 normalized residuals $(y_i - \mu_i)/(\sigma_i)$, where $\mu_i$ and $\sigma_i^2$ are the mean and variance of the predictive distribution of the unconstrained GP. In Figure b predictions vs the true function value is shown together with a [0.025, 0.975] (95%) percentile interval for the unconstrained GP. The same type of figure is shown in c for the constrained GP.

5. Discussion

The model presented in this paper provides a consistent approach to GP regression under multiple linear constraints. The computational framework used is based on sampling, which has the convenient property of being exact in the limit. However, sampling strategies like the one in this paper can be too numerically demanding as opposed to approximation methods such as Laplace approximations, variational Bayesian inference, expectation propagation etcetera. The choice of using a sampling-based approach came from the author’s intended use, which relates to machine learning for high-risk and safety-critical engineering applications. In this scenario it is essential that the accuracy of numerical estimation- or approximation methods can be assessed. And in the case where simulation-based methods cannot be used due to computational limitations, they still serve as a useful benchmark that can help in the development of suitable approximation-based algorithms. As for the simulation scheme in this paper, the only computational burden lies in sampling from a truncated multivariate Gaussian. As this is a fairly general problem multiple good samplers exist for this purpose.

Since our model is based on the use of virtual observation locations, we are aware that the task of estimating or optimizing model hyperparameters in general is not well defined. This is because the likelihood depends both on the hyperparameters and the set of virtual observation locations (Eq. (6)). Although we only consider hyperparameter optimization by MLE in this paper, this problem arises also in the fully Bayesian setting, in the sense that the posterior over hyperparameters will depend on the set of virtual observation locations. This problem is neglected in the literature on shape constrained GPs, where it is either assumed that the virtual observation locations are known a priori (for low input dimension selecting a space filling sufficiently dense design is unproblematic), or the hyperparameters are addressed independently of these (which in our case would be using the unconstrained
MLE). To our knowledge the problem of simultaneously estimating hyperparameters and virtual observation locations has not yet been addressed. A rather simplistic approach is to iterate between estimating hyperparameter and the set of virtual observation locations. However, for higher input dimensions this might be problematic altogether, in which case sparse approximations may be needed to deal with a large set of virtual observation locations. In this setting it might be more fruitful to view the virtual observations as additional hyperparameters, in a model approximating the posterior corresponding to an infinite and properly dense set of virtual observation locations, e.g. as in the inducing points framework for scaling GPs to large datasets (G. de G. Matthews et al. 2015). This is a topic of further research.

Finally, we note that the model presented in this paper relies on conditioning on a transformed GP with values in $\mathbb{R}^{nc}$, and could be extended to multi-output GPs over functions $f: \mathbb{R}^n \rightarrow \mathbb{R}^m$ in a natural way. We also derive the exact formula for the constraint probability, $p(C|Y)$, which is interesting in its own for investigating whether constraints such as e.g. monotonicity are likely to hold given a set of observations. Alternatively, inference on the constraint noise parameter $\sigma_v$ can provide similar type of information.
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Appendices

A. Proof of Lemma 1

We start by observing that $(f^*, \tilde{C}, Y)$ is jointly Gaussian with mean and covariance

$$
\mathbb{E}([f^*, \tilde{C}, Y]^T) = [\mu^*, \mathcal{L}\mu^v, \mu]^T,
$$

$$
cov([f^*, \tilde{C}, Y]^T) = \begin{bmatrix}
K_{X^*,X^*} & \mathcal{L}^T K_{X^*,X^v} & K_{X^*,X} \\
\mathcal{L} K_{X^v,X^*} & \mathcal{L}^T K_{X^v,X^v} + \sigma_v^2 I_{nc} & \mathcal{L} K_{X^v,X} \\
K_{X,X^*} & \mathcal{L}^T K_{X,X^v} & K_{X,X} + \sigma^2 I_N
\end{bmatrix}.
$$

By first conditioning on $Y$ we obtain

$$
[f^*, \tilde{C}|Y]^T \sim \mathcal{N} \left( \begin{bmatrix} \mu^* + A_2(Y - \mu) \\ \mathcal{L}\mu^v + A_1(Y - \mu) \end{bmatrix}, \begin{bmatrix} B_2 & B_3 \\ B_3^T & B_1 \end{bmatrix} \right),
$$
for \( A_1 = (L_1 K_{v,v}) (K_{X,X} + \sigma^2 I_N)^{-1} \), \( A_2 = K_{X,v} (K_{X,X} + \sigma^2 I_N)^{-1} \), \( B_1 = L_1 L_2^T K_{X,v,v} + \sigma^2 I_{N,v} \), \( B_2 = K_{X,v} - A_2 K_{X,v,v} \), and \( B_3 = L_2^T K_{X,v,v} - A_2 L_2^T K_{X,v,v} \).

Conditioning on \( \tilde{C} \) then gives

\[
\mathbf{f} | Y, \tilde{C} \sim \mathcal{N} \left( \mu^* + A(\tilde{C} - L\mu^v) + B(Y - \mu), \Sigma \right),
\]

for \( A = B_3 B_1^{-1} \), \( B = A_2 - AA_1 \) and \( \Sigma = B_2 - AB_3^T \).

Similarly, we may derive \( \tilde{C} | Y \) by observing that the joint distribution of \( \tilde{C}, Y \) is given by removing the first row in (14) and the first row and column in (15). Hence,

\[
\tilde{C} | Y \sim \mathcal{N} (L\mu^v + A_1 (Y - \mu), B_1).
\]

The constrained posterior of \( \tilde{C} \) is obtained by applying the constraint \( C \) to the posterior, and hence \( \tilde{C} | Y, C \) becomes a truncated Gaussian with the same mean and variance as in (18), and the bounds \( a(X^v) \) and \( b(X^v) \) given by \( C \). Similarly, \( \mathbf{f} | Y, C \) is obtained by replacing \( C \) in (17) with \( \tilde{C} | Y, C \). Finally, the probability \( p(C | Y) \) is just the probability that \( \tilde{C} | Y \) given in (18) falls within the bounds given by \( C \), and the unconstrained distribution remains the same as (2).

\[\blacksquare\]

**B. Proof of Lemma 2**

The equations in Lemma 2 can be verified by simply inserting \( L, v_1 \) and \( v_2 \) and check against the expressions in Lemma 1. We show this for \( A_1 \) and \( B_1 \), and the results for the remaining matrices are proved by applying the same procedures. In order to factorize \( B_1 \) we use that \( B_1 \) is the covariance matrix of a Gaussian random variable (see (18) in Appendix A), and must therefore be symmetric and positive definite.

To show that \( A_1 = (L^T \setminus v_1)^T \) we use that \( v_1 = L \setminus L_2^T K_{X,v,v} \Rightarrow L v_1 = L_2^T K_{X,v,v} \). Hence,

\[
A_1 = (L^T \setminus v_1)^T \\
\Rightarrow L^T A_1^T = v_1 = L \setminus L_2^T K_{X,v,v} \\
\Rightarrow LL^T A_1^T = L_2^T K_{X,v,v} \\
\Rightarrow A_1 = ((LL^T)^{-1} L_2^T K_{X,v,v})^T = (L_1 K_{X,v,v})(K_{X,X} + \sigma^2 I_N)^{-1}
\]

where we have used that \( (L_2^T K_{X,v,v})^T = L_1 K_{X,v,v} \) and \( LL^T = K_{X,X} + \sigma^2 I_N \).

To show that \( B_1 = L_1 L_2^T K_{X,v,v} + \sigma^2 I_{N,v} \) \(- v_1^T v_1 \) we need to show that \( v_1^T v_1 = A_1 L_2^T K_{X,v,v} \), which is trivial

\[
v_1^T v_1 = (L^{-1} L_2^T K_{X,v,v})^T (L^{-1} L_2^T K_{X,v,v}) \\
= L_1 K_{X,v,v} (LL^T)^{-1} L_2^T K_{X,v,v} \\
= A_1 L_2^T K_{X,v,v}
\]
C. Proof of Lemma 4

This follows exactly from the proofs of Lemma 1 and Lemma 2 by replacing $f^* \to \mathcal{L}f(x^*)$, which implies $\mu^* \to \mathcal{L}\mu^*$, $K_{X^*,X} \to \mathcal{L}_1 K_{X^*,X}$, $K_{X^*,X^*} \to \mathcal{L}_1 \mathcal{L}_2^2 K_{X^*,X^*}$ and $\mathcal{L}_2^T K_{X^*,X^*} \to \mathcal{L}_1 \mathcal{L}_2^T K_{X^*,X^*}$.
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