In this paper, a UUV (Unmanned Underwater Vehicle) recovery path planning method of a known starting vector and end vector is studied. The local structure diagram is designed depending on the distance and orientation information about the obstacles. According to the local structure diagram, a Rapidly exploring Random Tree (RRT) method with feedback is used to generate a 3D Dubins path that approaches the target area gradually, and the environmental characteristic of UUV reaching a specific target area is discussed. The simulation results demonstrate that this method can effectively reduce the calculation time and the amount of data storage required for planning. Meanwhile, the smooth spatial path generated can be used further to improve the feasibility of the practical application of UUV.

1. Introduction

With the development and advancement of science and technology, more and more underwater special tasks require UUV to complete. After more than ten or twenty hours of work, the recovery of UUV can be carried out on an underwater platform or a surface ship. At this time, both underwater and surface recovery will face the problem of three-dimensional autonomous motion planning for UUV [1–2]. The content of this paper is to assume that UUV and the recovery platform are not in the same plane. UUV can independently plan the path from the initial point to the target point, and it needs to make sure that the attitude angle at the target point is consistent with the recovery platform.

If the environment where UUV recovery is carried out is complicated with dense obstacles, many various obstacle avoidance methods can be used. However, most obstacle avoidance methods require local replanning, which will generate several subpaths. Repeated iterations of subpaths will increase the time spent in planning recovery paths, and the movement time of UUV and the data storage capacity will also be increased.

In [3], path planning is divided into two types: global path planning and local path planning. A graph search method is one of the global path planning methods. One of the graph search methods is Rapidly exploring Dense Tree (RDT) [4]. By supposing that there is a dense sequence of sample points in the C space, the new configuration points of the shortest distance from the current configuration source point are selected iteratively and connected to form a tree structure. An RDT algorithm is called Rapidly exploring Random Trees (RRT) when using a random method to select new configuration points [5]. Frazzoli et al. proposed an algorithm for constructing a two-dimensional random incremental road map [6]. It is assumed that there is a non-collision guidance loop to guide the vehicle from any state (including configuration point and speed) to any desired configuration point. In [7], Griffiths et al. proposed a RRT algorithm for constructing traversable paths by modeling
This paper will imitate the idea of a feedback control loop in control theory, plan the path and feedback the current location information, at the same time compensate the feedback location information, and carry out the next planning according to the feedback position information, which can improve the success rate and accuracy of path planning to a certain extent. The total length of the whole Dubins path can be obtained by the planning algorithm. Since the speed of UUV is seen as a constant, the time at which the UUV reaches the original target point can be calculated.

2. Spatial Obstacle Model. Based on the sensors carried by UUV, the range and shape size of the obstacles can be recognized. In this paper, the obstacle that may occur in a recovery environment is described as a spatial ellipsoid model. Let the \(i\)th space obstacle model be \(R_{\text{obj}}\) and the coordinate of the center point of the obstacle model be \(R_{\text{obj}}(\theta_{\text{obj}}, \phi_{\text{obj}}, \psi_{\text{obj}})\). The radius and height of the obstacle model are \(a_{\text{obj}}, b_{\text{obj}},\) and \(c_{\text{obj}}\), respectively. In most cases, the data of the obstacle shape is detected by carrying sensors. However, after long-term underwater navigation, its navigation error has accumulated to a value that cannot be ignored. In order to avoid obstacles accurately, the obstacle model size is expanded according to navigation errors. By assuming that the error coefficient of navigation is \(\xi\), the obstacle ellipsoid model is defined as

\[
R_{\text{obj}}(\mathbf{z}) \triangleq \left\{ \mathbf{z} \in \mathbb{Z} : \frac{(z_x - z_{\text{obj}})^2}{(\xi a_{\text{obj}})^2} + \frac{(z_y - z_{\text{obj}})^2}{(\xi b_{\text{obj}})^2} \leq 1, \right\}
\]

\[
|z_d - z_{\text{obj}}| \leq \frac{1}{\xi} \sqrt{\frac{z_{\text{obj}}^2}{(\xi a_{\text{obj}})^2} + \frac{z_{\text{obj}}^2}{(\xi b_{\text{obj}})^2}}.
\]

Let \(\phi_{\text{max}}\) represent the maximum rotation angle of UUV, \(V_{\text{max}}\) represent the maximum navigation angle of UUV, and \(V\) represent the speed of UUV. The minimum turning radius of UUV can be calculated as

\[
r_{\text{min}} = \frac{V^2 \cos \phi_{\text{max}}}{g \tan \phi_{\text{max}}}.
\]
R(z_{f})(t) \triangleq \left\{ \begin{array}{l}
z \in Z : \left(\frac{(z_{n} - z_{cn})^2}{a^2} + \frac{(z_{c} - z_{ce})^2}{b^2}\right) \\
\leq 1, |z_{d} - z_{ld}| \leq \frac{1}{c} \sqrt{\frac{z_{cn}^2}{a^2} + \frac{z_{ce}^2}{b^2}}.
\end{array} \right.
(3)

R(z_{f}) \triangleq \left\{ z \in Z_{\text{free}} : \left(\frac{(z_{n} - z_{fn})^2}{a^2} + \frac{(z_{c} - z_{fc})^2}{b^2}\right) \\
\leq 1, |z_{d} - z_{fd}| \leq \frac{1}{c} \sqrt{\frac{z_{fn}^2}{a^2} + \frac{z_{fc}^2}{b^2}}. \right\}

Here, Z represents the set of all space vectors, Z_{\text{obs}} represents the set of position vectors where UUV is located which inevitably intersect with obstacles. Let Z_{\text{free}} = Z \setminus Z_{\text{obs}}.

Then, the goal of the planning is tried to find a path so that all vectors on the path are in the set and satisfy the kinematic constraints of UUV. a, b, and c are the parameters of the ellipsoid model, and its value can be designed according to the navigation environment.

Construct another spatial ellipsoid based on the current vector and the target vector G(z_{f}(t)), the geometric positional relationship is shown in Figure 1, and the expressed area is calculated as the following equation.

G(z_{f}(t)) \triangleq \left\{ z \in Z : \left(\frac{(z_{n} - z_{fn})^2}{A^2} + \frac{(z_{c} - z_{fc})^2}{B^2}\right) \\
= 1, |z_{d} - z_{fd}| \leq \frac{1}{C} \sqrt{\frac{z_{fn}^2}{A^2} + \frac{z_{fc}^2}{B^2}}. \right\}
(4)

where A, B, and C are the parameters of the ellipsoid, max (A, B) = ||z_{f}(t) - z_{f}||_{2}.

\partial R(z_{f}(t)) represents the boundary of the current vector region model R(z_{f}(t)).

\partial R(z_{f}(t)) \triangleq \left\{ z \in Z : \left(\frac{(z_{n} - z_{cn})^2}{a^2} + \frac{(z_{c} - z_{ce})^2}{b^2}\right) \\
= 1, |z_{d} - z_{ld}| \leq \frac{1}{c} \sqrt{\frac{z_{cn}^2}{a^2} + \frac{z_{ce}^2}{b^2}}. \right\}
(5)

\partial z_{ld} and \partial z_{ld} are at the intersection of ellipsoid G(z_{f}) and R(z_{f}(t)).

C(z) represents the vector on the boundary \partial R(z_{f}(t)), which is also located in G(z_{f}). Next, the problem of recovery path planning can be converted to find a collision-free path on \partial R(z_{f}(t)), so that the distance between UUV and ellipsoid G(z_{f}) gradually reduces until UUV can reach the target vector z_{f}.

Definition 1. If \sqrt{((z_{cn} - z_{fn})^2/a^2) + ((z_{ce} - z_{fc})^2/b^2)} > 1 and |z_{cn} - z_{fn}| > 1/c \sqrt{(z_{fn}^2/a^2) + (z_{fc}^2/b^2)}, then z \notin R(z_{f}).

Definition 2. If \sqrt{((z_{cn} - z_{fn})^2/a^2) + ((z_{ce} - z_{fc})^2/b^2)} \leq \sqrt{((z_{cn} - z_{fn})^2/a^2) + ((z_{ce} - z_{fc})^2/b^2)} and |z_{d} - z_{fd}| \leq |z_{d} - z_{fd}|, then z' \in C(z).

Definition 3. Two integers \rho_{r} and \rho_{d} satisfy

\rho_{r} < \min (a, b),
\rho_{d} < \frac{1}{c} \sqrt{\frac{z_{fn}^2}{a^2} + \frac{z_{fc}^2}{b^2}}.

O(z) is a subset of C(z).

O(z) \triangleq \left\{ \sqrt{(z_{cn} - z_{fn})^2} + (z_{ce} - z_{fc})^2 \\
- \sqrt{(z_{n} - z_{fn})^2) + (z_{c} - z_{fc})^2} \right\}
(6)

\geq \rho_{r}, z' \in C(z): \left| z_{ld} - z_{fd} - |z_{d} - z_{fd}| \geq \rho_{d} \right\}.

The distance of the vector to the target vector is less than the distance from the current point z_{f}(t) to the target vector.

2.2.2. The Basic Idea to Generate a Recovery Path. This section describes the Feedback-Dubins-RRT algorithm which produces a collision-free path from the current vector z_{f}(t) to the target model region in O(z), such that the distance between the current vector z_{f}(t) and the target vector z_{f} is progressively shortened.

Step 1. Initialize the set of vectors \{z\}. Let the current vector z_{f}(t) be the only vector in the tree structure \{z\}.

Step 2. Progressive growth of random trees:

Step 2.1. Random node vectors z_{rand} are generated in set R(z)O(z) and set O(z) with a fixed probability P and 1 - P, respectively.

Step 2.2. Find the node vector z_{near} closest to the randomly generated vector z_{rand} in the structure of the existing tree.

Step 2.3. Connect the node vector z_{near} and the random vector z_{rand} with the Dubins curve.

Step 2.4. Check whether the generated Dubins curve is collision-free and meets the kinematic constraints of UUV.

Step 2.5. If the result of Step 2.4 is collision-free, the random vector z_{rand} is added to the tree structure to become the node vector of the tree and the Dubins curve path is used as the branch of the tree.

Step 3. Iteration of complete growth of random trees:
existence conditions of collision paths. Let

\[ \text{Step 4.} \text{ Determine whether the growth of random trees ends: the algorithm ends when the vector in Step 4.} \]

Step 3. Determine whether the growth of random trees ends: the algorithm ends when the vector in \( \mathbf{O}(z) \) becomes the structure of the tree or the preset number of cycles is reached.

The algorithm of path planning for a point to point is as follows:

Step 3.2. If the condition in Step 3.1 is met, the path from the current node vector to this vector is extracted. If the condition in Step 3.1 is not satisfied, a node vector is randomly generated and connected to the current node vector and the Dubins path between them is extracted.

Step 4. Determine whether the growth of random trees ends: the algorithm ends when the vector in \( \mathbf{O}(z) \) becomes the structure of the tree or the preset number of cycles is reached.

2.2.3. Existence Condition of a Collision-Free Path. For the structure of the tree, the preset number of cycles is reached. The algorithm ends when the vector in Step 4.

The distance from the \( i \)th obstacle to the \( j \)th obstacle model is defined as

\[ d_{ij} = \min_{p_i \in \partial R_{ob_i}, p_j \in \partial R_{ob_j}} \sqrt{(p_{ix} - p_{jx})^2 + (p_{iy} - p_{jy})^2}. \]  

Here, \( p_i = (p_{ix}, p_{iy}, p_{iz}) \) and \( p_j = (p_{jx}, p_{jy}, p_{jz}) \) represent any point on the boundary of the \( i \)th obstacle and the \( j \)th obstacle.

According to the aforementioned method, a threatening circle is set on the outside of each obstacle. If there is a collision-free path through a dense obstacle, the distance between two obstacles should be greater than the difference between the radius of the threatening circle and the minimum turning radius. In other words, if there is a collision-free path through obstacles in a dense-obstacle environment, no point on the threaten circle can be covered by other obstacle areas.

Definition 4. A dense-obstacle environment is traversable if and only if the distance between the \( i \)th obstacle and the \( j \)th obstacle satisfies

\[ d_{ij} > \max \left\{ \left[ \min (a_{ob_i}, b_{ob_i}) - \min (a_{ob_j}, b_{ob_j}) \right], \left[ \min (a_{ob_i}, b_{ob_i}) - \min (a_{ob_j}, b_{ob_j}) \right] \right\}. \]

The safe paraboloid \( R_{ob_i} \) and \( R_{ob_j} \) represent the set of all obstacles.

Table 1: Center point coordinates and parameters of obstacles.

| Obstacle number | Coordinate (m) | \( a_{ob_i} \) (m) | \( b_{ob_i} \) (m) | \( c_{ob_i} \) (m) |
|-----------------|----------------|-------------------|-------------------|-------------------|
| 1               | (100, 200, 435) | 30                | 40                | 13                |
| 2               | (440, 300, 425) | 50                | 30                | 15                |
| 3               | (440, 740, 300) | 40                | 30                | 40                |
| 4               | (900, 600, 430) | 40                | 30                | 14                |
| 5               | (550, 550, 325) | 32                | 40                | 25                |
| 6               | (750, 150, 450) | 20                | 20                | 10                |
| 7               | (900, 900, 325) | 60                | 50                | 35                |

The safe paraboloid \( R_{ob_i} \) and \( R_{ob_j} \) are the parameters of the \( i \)th and \( j \)th obstacles, respectively. The minimum turning radius of UUV is \( r_{\text{min}} \). \( R_{ob_i} \) is the radius of the \( i \)th obstacle model, and its radius and height are \( a_{ob_i}, b_{ob_i}, c_{ob_i} \) respectively. Ellipsoid \( R_{ob_i} \) is a model expanded according to the obstacle model \( R_{ob_i} \) and its parameters are \( a_{ob_i}, b_{ob_i}, c_{ob_i} \) and

\[ \text{Figure 2: The distance between obstacles meets the traversable condition.} \]
expressed as follows:

As shown in Figure 2, the obstacle circle is generated by the Feedback-Dubins-RRT algorithm. The radius of the circle is set to the radius of $R_c$ in ellipsoid $c$. This radius is the minimum distance between UUV and obstacles when UUV navigates with the maximum rotating radius and the obstacle circle. By projecting their geometric positions in the x-y plane, the geometric relationship is expressed as follows:

\[
\begin{align*}
\Delta &= \sqrt{\max (a_{\text{obj}}, b_{\text{obj}}) + r_{\text{min}}^2 - r_{\text{min}}^2}, \\
\Delta &= \sqrt{D + r_{\text{min}}^2 + 2D r_{\text{min}} \sin \alpha_i}, \\
&= (D + r_{\text{min}}^2)^2 = D^2 + 2D r_{\text{min}}.
\end{align*}
\]

Merge and get the following form:

\[
D^2 + 2D(D + r_{\text{min}}^2 + 2D r_{\text{min}} \sin \alpha_i - 2D r_{\text{min}} - 0) = 0,
\]

\[
\Delta = 4(D + r_{\text{min}}^2 + 2D r_{\text{min}} \sin \alpha_i - 2D r_{\text{min}} + (\sin \alpha_i - 1))
\]

\[
\Delta = 4(D^2 + (r_{\text{min}}^2 + 2D r_{\text{min}} \sin \alpha_i - 2D r_{\text{min}} + (\sin \alpha_i - 1))
\]

\[
\Delta = -2(D + r_{\text{min}}^2 \sin \alpha_i) \pm \sqrt{4[D^2 + (r_{\text{min}}^2 + 2D r_{\text{min}} \sin \alpha_i)]},
\]

When $\alpha_i = 0$,

\[
\Delta D = -D + \sqrt{(D + r_{\text{min}}^2) - r_{\text{min}}^2}.
\]

Therefore, if the current vector is not contained by the ellipsoid $R_c$, UUV is navigating with the direction angle $\pi/2$ or $-\pi/2$ and the collision-free path can be obtained by the planning algorithm.

If the current vector $z_i(t)$ is not included in the ellipsoid $R_c$, then there is an arbitrary node vector $Z_A$ that approaches the boundary of the obstacle $R_{obj}$ with the direction angle $\pi/2$ or $-\pi/2$ and makes the path of the current vector $z_i(t)$ to the vector $Z_A$ collision-free.

2.3. Feedback-Dubins-RRT Path Pruning. Although it is efficient and feasible to use the proposed algorithm for path planning, the results of the algorithm are still not optimal due to the random growth of spatial trees. In order to reduce unnecessary navigation and rotation of UUV, some unnecessary path node vectors need to be deleted. In this paper, a simple and effective method is used to remove the unnecessary path node vectors so that the recovery path can be quickly generated. The generated Feedback-Dubins-RRT vector set is trimmed as follows:

Step 1. All vectors from the start vector to the target vector generated by the foregoing method are placed into the set $(z_i; \cdots; z_N)$, where $z_i$ represents the starting vector and $z_N$ represents the target vector.

Step 2. Let the set of node vectors of the recovery path be an empty set. Then, let $j = N$ and add vector $z_j$ to the trimmed set of recovery path vectors.

| Spacing (m) | Obstacle 1 | Obstacle 2 | Obstacle 3 | Obstacle 4 | Obstacle 5 | Obstacle 6 | Obstacle 7 |
|------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
|            | Obstacle 1 | Obstacle 2 | Obstacle 3 | Obstacle 4 | Obstacle 5 | Obstacle 6 | Obstacle 7 |
| Obstacle 1 | *         | 308.06    | 559.25    | Not adjacent | 521.21    | Not adjacent | Not adjacent |
| Obstacle 2 | 308.06    | *         | Not adjacent | 450.08    | 241.05    | Not passable | 315.49    |
| Obstacle 3 | 559.25    | Not adjacent | *        | Not adjacent | 171.26    | Not adjacent | 427.20    |
| Obstacle 4 | Not adjacent | 450.08    | Not adjacent | *        | 314.36    | 441.61    | 264.71    |
| Obstacle 5 | 521.21    | 241.05    | Not passable | 171.26    | *        | 402.52    | 430.63    |
| Obstacle 6 | Not adjacent | 315.49    | Not adjacent | 441.61    | 402.52    | *        | Not adjacent |
| Obstacle 7 | Not adjacent | Not adjacent | 427.20    | 264.71    | 430.63    | Not adjacent | *        |

Table 2: Distance between different obstacles.
Figure 3: Continued.
Step 3. Check whether there is a collision-free Dubins path between the node vector \( z_i \) and other node vectors in the order of the foot labels, \( i \in [1, \cdots, j-1] \).

Step 4. When a node vector is found and the Dubins path between it and other node vectors is collision-free, let \( j = i \) and add vector \( z_i \) to the set of trimmed path points. Repeat this process until a complete collision-free path is generated from the starting vector to the target vector.

By trimming the path node vector generated by the Feedback-Dubins-RRT algorithm, some unnecessary path node vectors are deleted, so that the original path can be optimized.

3. Simulation

In this section, a set of cases will be given to verify the effectiveness of the proposed recovery path planning algorithm.

In the three-dimensional geodetic coordinate system, the range of length, width, and height of a space is 1000 m, 1000 m, and 100 m. The initial point position is set at (0, 0, 98), and the target point position is set at (1000, 1000, 40). In order to prove the generality of the algorithm, the heading angle and pitch angle of UUV at the initial position and the target position are randomly generated. Suppose that there are seven intensive obstacles in the environment. The coordinates of the center point and its parameters of the obstacles are shown in Table 1. The distance between adjacent obstacles is shown in Table 2, in which the second and fifth obstacles, as well as the third and fifth obstacles, do not satisfy the conditions adopted in Theorem 5. The program has been running many times, and the results of the two versions are given in Figures 3 and 4. The radius of the Dubins path depends on the scope of the area. \( r_{\text{min}} = 0.05 \cdot dx \), where \( dx \) is the maximum value of the length, width, and height of the area.

In Figure 3, the growth of the random tree and the process of obtaining the final path can be seen in detail at dynamically intercepting the output of the second, fourth, sixth, and eighth path nodes generated.

Figure 4 shows the result of the rerun of the same initial conditions as Figure 3. It can be seen from Figure 4 that the
path passes through two obstacles ob1 and ob2 which are determined to be inaccessible in Theorem 5, and the path does not intersect the obstacle. The path satisfies the constraints and reaches the target point. The length of the path is 1933 m. Thus, it can be seen that Theorem 5 gives a sufficient condition to ensure traversability rather than a necessary condition.

4. Conclusion

In this paper, the planning method of a spatial path is given for the known recovery starting point vector and target point vector in a 3D environment. For the obstacle-intensive environment, a method which constructs a local structure map between the obstacle and the target vector based on the distance and orientation information is proposed. The three-dimensional Dubins planning path is generated by Feedback-Dubins-RRT according to the local structure map, and the obstacle can be avoided infinitely and reach the target area. The simulation results show that the proposed algorithm can solve the problem of path planning and obstacle avoidance in a three-dimensional environment.

The Feedback-Dubins-RRT recovery path planning algorithm still needs to be improved in the following two aspects. (1) In a three-dimensional environment, when the environment is unknown or there are dynamic obstacles, the path planning algorithm in this paper needs to be improved to add a dynamic obstacle avoidance strategy to generate a real-time planned path. (2) The path generated by Feedback-Dubins-RRT can only be asymptotically optimal, and the algorithm idea needs to be improved to generate the optimal path under the current initial conditions.
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