COHOMOLOGY OF CLUSTER VARIETIES. II.
ACYCLIC CASE

THOMAS LAM AND DAVID E SPEYER

Abstract. In previous work, we initiated the study of the cohomology of locally acyclic cluster varieties. In the present work, we show that the mixed Hodge structure and point counts of acyclic cluster varieties are essentially determined by the combinatorics of the independent sets of the quiver. We use this to show that the mixed Hodge numbers of acyclic cluster varieties of really full rank satisfy a strong vanishing condition.
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1. Introduction

Cluster algebras (skew-symmetric of geometric type) are determined by an integer $(n+m)\times n$ extended exchange matrix $\tilde{B}$ whose top $n \times n$ part $B$ is a skew-symmetric integer matrix. The matrix $B$ determines a directed graph $\tilde{\Gamma}$ on $[n] := \{1,2,\ldots,n\}$ with edges $i \to j$ whenever $B_{ij} > 0$. A cluster variety $\mathcal{A}(\tilde{B})$ is acyclic if for some cluster, the quiver has no directed cycles. Locally acyclic cluster varieties, introduced by Muller [Mul], have an open covering by acyclic cluster varieties.

In a previous paper [LS], we studied the cohomology, the mixed Hodge structure, and point counts of locally acyclic cluster varieties. In particular, we proved a curious Lefschetz theorem for Louise cluster varieties of full rank. In this paper, we specialize to the case of acyclic cluster varieties and obtain stronger and more explicit results.

T.L. was supported by NSF grants DMS-1160726, DMS-1464693, and DMS-1953852. D.E.S. was supported by DMS-1600223, DMS-1855135 and DMS-1854225.
1.1. Main results. Let $\mathcal{A}$ be an acyclic cluster variety of full rank with $n$ mutable variables and $m$ frozen variables. We put $d = n + m$, the dimension of $\mathcal{A}$. The cohomology $H^\ast(\mathcal{A}) := H^\ast(\mathcal{A}, \mathbb{C})$ is of mixed-Tate type, meaning that the mixed Hodge numbers $\dim H^{k,(s,t)}(\mathcal{A})$ are zero for $s \neq t$ (see Section 5.1 and [LS]). So $H^k(\mathcal{A}, \mathbb{C})$ has a Deligne splitting $H^k(\mathcal{A}, \mathbb{C}) = \bigoplus \theta \in \mathcal{A} \mathcal{H}^{k,(\ast,\ast)}(\mathcal{A})$. The overarching goal of this paper and our research is to obtain explicit descriptions of the spaces $H^{k,(\ast,\ast)}(\mathcal{A})$.

Our main structural results are (Theorem 5.8) an explicit complex of finite dimensional vector spaces whose cohomology computes $H^\ast(\mathcal{A})$, complete with its mixed Hodge structure, and (Theorem 7.2) a filtration on that complex such that the first page of the resulting spectral sequence has an explicit description in terms of the independence complex of the initial quiver. Our main applications are a cohomology vanishing result (Theorem 1.3) and concrete computations of low degree cohomology groups (Section 9).

In the remainder of the introduction, we assume for simplicity of exposition that $\mathcal{A}$ is of really full rank. This condition means that the rows of the extended exchange matrix $\tilde{B}$ span $\mathbb{Z}^n$ over $\mathbb{Z}$. In the body of the paper, we will discuss the more general full rank case, where we only impose that the rows span $\mathbb{Q}^n$ over $\mathbb{Q}$. The reduction of the full rank case to the really full rank case is discussed in Section 5.7.

1.2. The anticlique stratification. We write $\vec{\Gamma}$ for the directed quiver of the initial $B$-matrix: $\vec{\Gamma}$ has $n$ vertices and has an edge from vertex $i$ to vertex $j$ if $B_{ij} > 0$. We write $\Gamma$ for the undirected graph underlying $\vec{\Gamma}$. Let $x_1, \ldots, x_n, x_{n+1}, \ldots, x_{n+m}$ be the cluster variables in the initial seed, with $x_1, \ldots, x_n$ mutable and $x_{n+1}, \ldots, x_{n+m}$ mutable.

An anticlique or independent set of a graph $G$ is a subset $I$ of the vertices of $G$ such that there are no edges between vertices of $I$. Let $\mathcal{I}$ denote the set of anticliques of $\Gamma$ and let $\mathcal{I}_k \subset \mathcal{I}$ denote those anticliques of size $k$. For an anticlique $I$ of $\Gamma$, let $\mathcal{O}_I$ be the locally closed subvariety of $\mathcal{A}$ where the initial cluster variable $x_i$ is zero for $i \in I$ and nonzero for $i \notin I$. In Section 3, we show that $\mathcal{A} = \bigcup_I \mathcal{O}_I$. With our really full rank assumption, for $I$ an anticlique of size $k$, each $\mathcal{O}_I$ is the product of an affine space of dimension $k$ and a torus of dimension $n + m - 2k$ (Proposition 3.5). We obtain the elegant formula (Proposition 3.9)

$$\# \mathcal{A}(\mathbb{F}_q) = \sum_k |\mathcal{I}_k| q^k(q - 1)^{n + m - 2k}.$$  

The cohomology $H^\ast(\mathcal{O}_I)$ is an exterior algebra on a vector space of dimension $n + m - 2k$; this vector space is spanned by the classes in $H^1$ whose de Rham representatives are $d\log x_i := \frac{dx_i}{x_i}$ for $i \notin I$. We define $\alpha_j := \sum_{i=1}^{n+m} B_{ij} d\log x_i$. Let $G^0$ be the exterior algebra on the basis $d\log x_i$ and, for an anticlique $I$, let $G^I$ be the $\mathbb{C}\langle d\log x_i : i \notin I \rangle$-submodule of $G^0$ generated by $\bigwedge_{i \in J} \alpha_i$. We have (Proposition 3.11) a natural isomorphism $H^\ast(\mathcal{O}_I) \cong (G^I)^{\ast+k}$, where $k = |I|$.

Let $J$ be an anticlique, $j$ an element of $J$ and $I = J \setminus \{j\}$. We define a map $\rho^I_j : G^I \to G^J$ as follows. For $\theta \in G^I$, write $\theta = \theta_1 + \theta_2 \wedge d\log x_j$ where $\theta_1$ and $\theta_2$ do not involve $d\log x_j$. We set $\rho^I_j(\theta) = \theta_2 \wedge \alpha_j$. We will give an explicit basis for $G^I$ in Section 4 and explain how to write the maps $\rho^I_j$ in that basis.

Set $G^k = \bigoplus_{I \in \mathcal{I}_k} G^I$. The direct sums of the maps $\rho^I_j$ define a complex $G^0 \to G^1 \to G^2 \to \cdots$, which we denote $G^\ast$. The $\rho^I_j$ maps are graded of degree 0, so $G^\ast$ splits as a direct sum

\footnote{We work with cohomology with complex coefficients throughout, but we mention [LS] Theorem 8.3: the Deligne splitting is defined over $\mathbb{Q}$, in the sense that each $H^{k,(\ast,\ast)}(\mathcal{A})$ has a basis in $H^k(\mathcal{A}, \mathbb{Q})$.}
\( \bigoplus \) of subcomplexes \( G^{s,*} \). We call \( G^* \) the Gysin complex. The following result gives an explicit description of the cohomology and mixed Hodge structure of \( \mathcal{A} \).

**Theorem 1.1** (=Theorem 5.8). Let \( \mathcal{A} \) be an acyclic cluster algebra of really full rank. With the notation above, we have \( H^{k,(s,s)}(\mathcal{A}) \cong H^{k-s}(G^{s,*}) \). (We also recall that \( H^{k,(s,t)}(\mathcal{A}) = 0 \) for \( s \neq t \)).

1.3. **The anticlique spectral sequence for principal coefficients.** The principal coefficients extended exchange matrix \( B = B_{\text{prin}} \) is the extended exchange matrix with \( m = n \) such the bottom half of \( B_{\text{prin}} \) is the \( n \times n \) identity matrix. As we discuss in Section 7.1, the really full rank case can be reduced to the principal coefficients case.

For a graph \( G \), the anticlique (or independence) complex of \( G \) is the simplicial complex \( \mathcal{I}(G) \) whose vertices are the vertices of \( G \) and whose faces are the anticliques. For a subset \( S \) of the vertices of \( \Gamma \), we write \( \Gamma_S \) for the induced subgraph of \( \Gamma \) on the vertices of \( S \).

**Theorem 1.2** (=Theorem 7.2). Let \( \mathcal{A} = \mathcal{A}(B_{\text{prin}}) \) be an acyclic cluster variety with principal coefficients. There is a descending filtration \( \text{gr} \ G^* \) of the complex \( G^* \) such that the associated graded complex decomposes as a direct sum over subcomplexes indexed by arbitrary subsets \( D, E \subseteq [n] \):

\[
\text{gr} \ G^* = \bigoplus_{(D,E)} \text{gr} \ G^*(D, E).
\]

We have \( H^*(\text{gr} \ G^*(D,E)) \cong \tilde{H}^{*-1}(\mathcal{I}(\Gamma_{E \setminus D})) \), the reduced cohomology of an independence complex.

We then use properties of the cohomologies \( \tilde{H}^{*-1}(\mathcal{I}(\Gamma_{E \setminus D})) \) to study the cohomology of \( \mathcal{A} \). The filtration \( F^r \text{gr} \ G^* \) gives rise to a spectral sequence \( E^r_{pq} \), and the \( E_1 \)-page has groups given by the cohomologies of the graded pieces of \( \text{gr} \ G^* \). In Theorem 8.1 we describe the differentials \( \partial_1 \) on the \( E_1 \)-page in terms of natural maps constructed from the independence complexes.

1.4. **Cohomology vanishing.** The variety \( \mathcal{A} \) is smooth and affine and of dimension \( d = n + m \). By general results about mixed Hodge structure, this implies that \( H^{k,(s,s)}(\mathcal{A}) \) vanishes unless \( 0 \leq k \leq d \) and \( \frac{1}{2}k \leq s \leq k \). However, the lower bound for \( s \) can be dramatically improved.

**Theorem 1.3** (=Theorem 7.10). Let \( \mathcal{A} \) be an acyclic cluster variety of really full rank. Then we have \( H^{k,(s,s)}(\mathcal{A}) = 0 \) unless \( 0 \leq k \leq d \) and \( \max(\frac{1}{2}k, 2k - d) \leq s \leq k \).

In [LS], we proved the curious Lefschetz theorem for (even-dimensional) Louise cluster varieties of full rank; this implies that we have the curious Lefschetz symmetry \( H^{k,(s,s)}(\mathcal{A}) \cong H^{k+d-2s,(d-s,d-s)}(\mathcal{A}) \) for any acyclic cluster variety of full rank. This isomorphism swaps the two lower bounds of Theorem 1.3

The bound of Theorem 1.3 does not hold for locally acyclic cluster varieties of really full rank. Consider the 20-dimensional cluster variety with the same cluster type as the Grassmannian \( \text{Gr}(5, 11) \) and no frozen variables. By [CL], the mixed Hodge structure of this cluster variety is encoded by the \((q,t)\)-Catalan number \( C_5(q,t) = (q^{10} + q^9 t + \cdots + q^6 + t^9) + (q^8 t + q^7 t^2 + \cdots + q^2 t^7 + q^6 t^9) + (q^7 t + 2q^6 t^2 + 2q^5 t^3 + 2q^4 t^5 + 2q^3 t^6 + 2q^2 t^7 + q^7 t^9) + (q^6 t + q^5 t^2 + 2q^4 t^3 + 2q^3 t^4 + q^2 t^5 + q^6 t^9) + (q^5 t^2 + q^3 t^3 + q^2 t^4) \). The \( q^0 t \) term reflects a nonzero contribution in \( H^8,(5,5) \), which violates the bound of Theorem 1.3.
More generally, the monomial $q^{\binom{n-1}{2}} t$ occurs in $C_n(g, t)$. We can see this using Haglund’s formula for $C_n(q, t)$ in terms of “bounce” and “area”, the partition $(n - 1)$ has bounce equal to $1$ and area equal to $\binom{n-1}{2}$. This corresponds to having $H^{2n-2,(n,n)} \neq 0$ in a cluster variety of dimension $n(n - 1)$.

The following corollary follows from Theorem 1.3 and curious Lefschetz symmetry.

**Corollary 1.4.** We have $\dim H^d(\mathcal{A}) = 1$ and $H^d(\mathcal{A}) \simeq H^d(d,d)(\mathcal{A})$.

Indeed, it follows from the results of [LS] that for any cluster torus $T \subseteq \mathcal{A}$, the map $H^d(d,d)(\mathcal{A}) \to H^d(T)$ is an isomorphism. In fact, if $\{x_1, x_2, \ldots, x_d\}$ is the cluster corresponding to a cluster torus $T$, then the results of [LS] show that $\bigwedge_{i=1}^d d \log x_i$ extends to a closed differential form on $\mathcal{A}$, which represents a generator of the one-dimensional space $H^d(d,d)(\mathcal{A})$.

So Theorem 1.3 shows that this differential form represents a generator of $H^d(\mathcal{A})$.

Corollary 1.4 has a number of applications. Recent work in the theory of scattering amplitudes has involved the study of certain integrals on Grassmannians and on other cluster varieties [ABCGPT, ABL, AHL]. On the one hand, Corollary 1.4 says that $\mathcal{A}$ has a unique (in cohomology) volume form, and this is the one used in integrals computing scattering amplitudes. On the other hand, it follows from Corollary 1.4 that any top-dimensional contour is homologous (up to torsion) to the natural compact contour $S^d \subseteq (\mathbb{C}^*)^d \cong T \subseteq \mathcal{A}$. Note however that Grassmannians are not acyclic, but are locally acyclic [MS].

In another direction, Corollary 1.4 is relevant in mirror symmetry, for example to conjectures the cluster varieties are large complex structure limit points. For the case of open positroid varieties and open Richardson varieties, see [HLZ, Section 8], [LT].

For more applications of the cohomology of cluster varieties, we refer the reader to [LS, GL].

### 1.5. Formulae for some mixed Hodge numbers

In Section 9 we compute from $F^*G^*$ the mixed Hodge groups $H^{k,(s,s)}(\mathcal{A})$ for $s \leq 3$. In particular, we obtain the following results. Note that in [LS] (see Theorem 5.1) we have already completely described the top-weight subspace $H^{k,(k,k)}(\mathcal{A}) \subset H^k(\mathcal{A})$.

**Theorem 1.5.**

1. The $(2,2)$-part of $H^*(\mathcal{A})$ is equal to $H^{2,(2,2)}(\mathcal{A}) \oplus H^{3,(2,2)}(\mathcal{A})$. We have an isomorphism $\dim H^{3,(2,2)}(\mathcal{A}) \simeq H^1(\Gamma)$.

2. The $(3,3)$-part of $H^*(\mathcal{A})$ is equal to $H^{3,(3,3)}(\mathcal{A}) \oplus H^{4,(3,3)}(\mathcal{A})$. The group $H^{4,(3,3)}(\mathcal{A})$ is the direct sum of $H^{1,(1,1)}(\mathcal{A}) \wedge H^{3,(2,2)}(\mathcal{A})$, and another subspace described in Proposition 9.7.

In Section 10 we compute the mixed Hodge numbers in the case that $\Gamma$ is a star, and discuss some other examples.

### 2. Acyclic cluster varieties

We use the notation $[n] := \{1, 2, \ldots, n\}$ and $[m,n] := \{m, m+1, m+2, \ldots, n\}$.

#### 2.1. Cluster algebras

An extended exchange matrix is a $(n+1) \times n$ matrix $\tilde{B} = (\tilde{B}_{ij})$ such that the top $n \times n$ square submatrix $B_i$ is skew-symmetric. (We anticipate no difficulty in extending our results to the skew-symmetric case, but restrict to the skew-symmetric...
case for convenience.) For \( k \in \{1, 2, \ldots, n\} \), we define the mutation of \( \tilde{B} \) in the direction \( k \) to be the extended exchange matrix \( \tilde{B}' \), given by

\[
\tilde{B}'_{ij} = \begin{cases} 
-\tilde{B}_{ij} & \text{if } i = k \text{ or } j = k, \\
\tilde{B}_{ij} + [\tilde{B}_{ik}]_+[\tilde{B}_{kj}]_+ - [\tilde{B}_{ik}]_-[\tilde{B}_{kj}]_- & \text{otherwise},
\end{cases}
\]

where \( [x]_+ = \max(x, 0) \) and \( [x]_- = \min(x, 0) \). The top part of \( \tilde{B} \) is the \( n \times n \) square matrix \( B \) given by \( B_{ij} = \tilde{B}_{ij} \).

Let \( F \) be a field isomorphic to \( \mathbb{C}(t_1, \ldots, t_{n+m}) \). A seed \( t = (x, \tilde{B}) \) in \( F \) consists of \( n+m \) elements \( x_1, x_2, \ldots, x_{n+m} \) generating \( F \) as a field over \( \mathbb{C} \) and an extended exchange matrix \( \tilde{B} \). Given a seed \( (x, \tilde{B}) \) and an index \( k \) between 1 and \( n \), the mutation of \( (x, \tilde{B}) \) at \( k \) is the new seed \( (x', \tilde{B}') \), where

\[
\begin{align*}
x'_{k} &= \prod_{i \neq k} \frac{x_i^{[\tilde{B}_{ik}]_+}}{x_k} + \prod_{i \neq k} x_i^{[-\tilde{B}_{ik}]_+} \\
\quad & \quad \text{if } i \neq k.
\end{align*}
\]

We continue mutating on all possible indices, producing new seeds. The \( (n + m) \)-tuples \((x_1, \ldots, x_{n+m})\) produced in this manner are called clusters, and the individual \( x_i \) are called cluster variables. The cluster variables \( x_1, x_2, \ldots, x_n \) are called mutable. The cluster variables \( x_{n+1}, x_{n+2}, \ldots, x_{n+m} \) are the same in every cluster and are called frozen; we shall often denote them by \( y_1 = x_{n+1}, y_2 = x_{n+2}, \ldots, y_m = x_{n+m} \) as well.

The \( \mathbb{C} \)-subalgebra of \( F \) generated by all the cluster variables, and the reciprocals of the frozen variables, is the cluster algebra \( A(x, \tilde{B}) \), or simply \( A(\tilde{B}) \) or \( A \). We define the cluster variety to be the affine variety \( \text{Spec} \, A \) and denote it by \( A \) or \( A(\tilde{B}) \) or \( A(x, \tilde{B}) \). In general, the cluster algebra need not be finitely generated, but we will describe conditions in Section 2.3 under which it is. We say that cluster algebra \( A(x, \tilde{B}) \), or the cluster variety \( A(x, \tilde{B}) \), has rank \( n \).

2.2. Laurent phenomenon. The Laurent phenomenon [FZ, Theorem 3.1] states that, for any seed \( (\tilde{B}, (x_1, \ldots, x_{n+m})) \), the cluster algebra \( A \) is contained in the Laurent polynomial ring \( \mathbb{C}[x_1^\pm, \ldots, x_{n+m}^\pm] \). This containment turns into an equality if we invert \( x_1 \cdots x_n \), that is, \( (x_1x_2 \cdots x_n)^{-1}A = \mathbb{C}[x_1^\pm, \ldots, x_{n+m}^\pm] \). Geometrically, this means that the open subset of \( A \) where \( x_1 \cdots x_n \neq 0 \) is isomorphic to a \((n + m)\)-dimensional torus \((\mathbb{C}^*)^{n+m} \). We call such a torus (for any cluster in \( A \)) a cluster torus in \( A \). We caution that it is almost never true that the cluster variety is the union of the cluster tori. Here is the simplest example:

**Example 2.1.** Let \( \tilde{B} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \). Then \( A = \mathbb{C}[x_1, x_2, y^\pm]/(x_1x_2 = y + 1) \), with the two clusters \((x_1, y)\) and \((x_2, y)\). So the cluster variety \( A \) is the hypersurface \( \{x_1x_2 = y + 1\} \) in \( \mathbb{C}^2 \times \mathbb{C}^* \), which is isomorphic to the open locus \( x_1x_2 \neq 1 \) in \( \mathbb{C}^2 \). The two cluster tori are \( A \cap \{x_1 \neq 0\} \) and \( A \cap \{x_2 \neq 0\} \). We note that the point \((x_1, x_2, y) = (0, 0, -1)\) is in neither cluster torus.

By the Laurent phenomenon, the cluster algebra \( A \) is contained in \( \bigcap \mathbb{C}[x_1^\pm, \ldots, x_{n+m}^\pm] \), where the intersection is over all clusters \((x_1, \ldots, x_{n+m})\). This intersection is known as the upper cluster algebra and denoted \( U(x, \tilde{B}) \), \( U(\tilde{B}) \) or \( U \). We have \( A \subseteq U \), but we need not have equality, nor need \( U \) be finitely generated [Spe].

Let \( I \) be a subset of \( \{1, 2, \ldots, n\} \). Let \( \tilde{B}_{[n]\setminus I} \) be the extended exchange matrix formed by deleting the columns indexed by \( I \), and reindexing the rows labeled by \( I \) to be frozen.
Finally, let $x_I$ be the same set of variables $(x_1, \ldots, x_{n+m})$ as in $x$, but with the mutable variables $\{x_i\}_{i \in I}$ relabeled as frozen. Then we have

$$A(x_I, \tilde{B}[x_I]) \subseteq A(x, \tilde{B})[x_I^{-1}] \subseteq U(x, \tilde{B}[x_I]) \subseteq U(x_I, \tilde{B}[x_I])$$

Geometrically, Spec $A(x, \tilde{B})[x_I^{-1}]$ is the open subset $\{x \in A \mid x_i \neq 0 \text{ for all } i\}$ in $A$; we denote this open subset as $A_I$.

2.3. Acyclicity. Let $t = (x, \tilde{B})$ be a seed. Let $\Gamma(t) = \tilde{\Gamma}(\tilde{B})$ be the directed graph with vertices $\{1, 2, \ldots, n\}$ and a directed edge $i \to j$ whenever $\tilde{B}_{ij} > 0$. We write $\Gamma(t)$ for the underlying undirected graph of $\tilde{\Gamma}(t)$. We say that a seed $(x, \tilde{B})$ is acyclic if $\Gamma(t)$ has no oriented cycles; see [BFZ]. We say that $A$ is acyclic if some seed of $A$ is acyclic. We record a number of results of Berenstein, Fomin and Zelevinsky [BFZ] and Muller [Mul] concerning acyclic cluster algebras.

**Theorem 2.2 ([BFZ] Theorem 1.18).** Let $A(\tilde{B})$ be an acyclic cluster algebra. Then the cluster algebra coincides with the upper cluster algebra: $A(\tilde{B}) = U(\tilde{B})$.

The following result states that the open subsets $A_I \subset A$ of an acyclic cluster variety are themselves cluster varieties.

**Theorem 2.3 ([Mul] Lemma 3.4).** Let $(x, \tilde{B})$ be an acyclic seed of a cluster algebra $A(\tilde{B})$, and suppose $I \subseteq \{1, 2, \ldots, n\}$. Then all the containments of $A_I$ are equalities.

**Theorem 2.4 ([BFZ] Corollary 1.21).** Let $(x, \tilde{B})$ be an acyclic seed of a cluster algebra $A(\tilde{B})$. Index the elements of $x$ as $(x_1, \ldots, x_{n+m})$, with $x_{n+1}, x_{n+2}, \ldots, x_{n+m}$ frozen. For $1 \leq j \leq n$, let $x'_j$ be the variable obtained by mutating at $x_j$. Then $A$ is isomorphic to the subvariety of $\mathbb{C}^{2n+1} \times (\mathbb{C}^*)^m$ cut out by the equations

$$x_j x'_j = \prod_{i=1}^{m+n} x_i^{\tilde{B}_{ij}} + \prod_{i=1}^{m+n} x_i^{-\tilde{B}_{ij}}$$

Here $x_j$ and $x'_j$, for $1 \leq j \leq n$ are coordinates on $\mathbb{C}^{2n+1}$ and $x_j$ for $n+1 \leq j \leq n+m$ are coordinates on $(\mathbb{C}^*)^m$.

We will say that an edge $a \to b$ of $\tilde{\Gamma}(t)$ is a separating edge if there does not exist any bi-infinite directed path $\ldots, i_{-2}, i_{-1}, i_0, i_1, i_2, \ldots$ in $\tilde{\Gamma}(t)$ with $i_0 = a$, $i_1 = b$. In an acyclic graph, every edge is separating. Muller noticed the following crucial lemma.

**Lemma 2.5 ([Mul] Corollary 5.4).** If $a \to b$ is a separating edge, then there is no point of $A$ where $x_a = x_b = 0$. Thus $A = A_{\{a\}} \cup A_{\{b\}}$.

Associated to each separating edge $a \to b$, there is a class $e_{ab}$ in $H^{3,(2,2)}$ which we will call the edge class, defined as follows. Recall that $A_{\{a\}}$ and $A_{\{b\}}$ are the open sets where the cluster variables $x_a$ and $x_b$, respectively, are nonzero, and $A_{\{a,b\}} = A_{\{a\}} \cap A_{\{b\}}$. Lemma 2.5 shows that $X = A_{\{a\}} \cup A_{\{b\}}$, so we have a Mayer-Vietores sequence $\cdots \to H^k(X) \to H^k(A_{\{a\}}) \oplus H^k(A_{\{b\}}) \to H^k(A_{\{a,b\}}) \xrightarrow{\delta} H^{k+1}(A) \to \cdots$. Let $e_{ab} = \delta(d\log x_a \wedge d\log x_b)$. The boundary map $\delta$ preserves mixed Hodge degree, and $d\log x_a \wedge d\log x_b$ is in mixed Hodge degree $(2,2)$ by [LS] Lemma 2.6, so $e_{ab} \in H^{3,(2,2)}(A)$.

The edge classes provide our first examples of classes lying in $H^{k,(s,s)}$ for $s < k$, and we will eventually see that they are, in a sense, the extremal such classes. Of course, it is not
clear whether $\epsilon_{ab}$ is 0 but we will eventually see that, if $\tilde{\Gamma}$ is acyclic, then the edge classes span a subspace of $H^{3,(2,2)}(\mathcal{A})$ isomorphic to $H^1(\Gamma)$.

2.4. Cluster varieties of full and really full rank. We say that the cluster variety $\mathcal{A}(\tilde{B})$ or the cluster algebra $A(\tilde{B})$ has full rank if the matrix $\tilde{B}$ has full rank (that is, rank $n$). The rank of the matrix $\tilde{B}$ is mutation-invariant. An important special case of full rank exchange matrices is the following. We say that $\tilde{B}$ has principal coefficients if $\tilde{B} = B_{\text{prin}} := (B_{ij})_{nm}$. It has long been recognized in the subject of cluster algebras that the rank of the exchange matrix $\tilde{B}$ is an important invariant, and the situation where $\tilde{B}$ has full rank is particularly important.

Proposition 2.6 ([Mul]). Suppose that $\tilde{B}$ is acyclic and of full rank. Then the cluster variety $\mathcal{A}$ is smooth.

In [LS], we argued that it was particularly natural to consider the stronger condition that the rows of $\tilde{B}$ span $\mathbb{Z}^n$ as a $\mathbb{Z}$-module.

Proposition 2.7. The cokernel $\mathbb{Z}^n/\tilde{B}^T\mathbb{Z}^{n+m}$, as an abstract finite group, is a mutation invariant of $\tilde{B}$. In particular, the property that this cokernel is 0 is mutation invariant.

We define a cluster algebra $\mathcal{A}$ to be really full rank if the rows of each $\tilde{B}$ matrix span $\mathbb{Z}^n$ over $\mathbb{Z}$. We note that this is equivalent to say that $\mathbb{Z}^{n+m}/\tilde{B}\mathbb{Z}^n$ is torsion free. This property is clearly preserved by deleting columns of $\tilde{B}$, that is to say, by declaring additional variables to be frozen.

3. Stratification of an acyclic cluster variety

3.1. Stratification. Fix an $(n + m) \times n$ acyclic extended exchange matrix $\tilde{B}$ of full rank with undirected quiver $\Gamma = \Gamma(\tilde{B})$. Let $\mathcal{A} = \mathcal{A}(\tilde{B})$ denote the cluster algebra, and $\mathcal{A} = \mathcal{A}(\tilde{B})$ the cluster variety. The cluster variables are denoted $x_1, x_2, \ldots, x_n$, and the frozen variables $y_1 = x_{n+1}, \ldots, y_m = x_{n+m}$. The mutation of $x_i$ is denoted $x'_i$.

Recall that a subset $S \subset V(G)$ of vertices of a graph $G$ is an independent set or an anticlique if the induced subgraph on $S$ has no edges. Let $I_k$ denote the set of anticliques of size $k$ in $\Gamma$ and $\mathcal{I}$ denote the set (indeed, simplicial complex) of all anticliques. Recall that if $\tilde{\Gamma}(t)$ is acyclic then every edge is a separating edge. The following result follows immediately from Lemma 2.5.

Lemma 3.1. Let $t = (x, \tilde{B})$ be an acyclic seed. For any point $x = (x_1, \ldots, x_{n+m})$ of $\mathcal{A}$, the set of indices $I \subseteq \{1, \ldots, n\}$ for which $x_i = 0$ forms an anticlique in $\tilde{\Gamma}(t)$.

For $I \in \mathcal{I}$, we define $\mathcal{O}_I \subset \mathcal{A}$ to be the relatively open set where $x_i = 0$ for $i \in I$ and $x_i \neq 0$ for $i \notin I$.

Corollary 3.2. For an acyclic seed $(x, \tilde{B})$, we have $\mathcal{A} = \bigcup_{I \in \mathcal{I}} \mathcal{O}_I$.

Define $\mathcal{D}_I := \bigcup_{I \supseteq J \in \mathcal{I}} \mathcal{O}_J$ to be the closure of $\mathcal{O}_I$ in $\mathcal{A}$. The correspondence $I \rightarrow \mathcal{D}_I$ is inclusion-reversing. The open set $\mathcal{A}_I$ introduced earlier is given by $\mathcal{A}_I = \bigcup_{I \subset J \in \mathcal{I}} \mathcal{O}_J$, where $I = [n] \setminus I$. 
3.2. Automorphisms of the cluster variety. Let $\tilde{B}$ be an exchange matrix which is full rank but not necessarily really full rank. So $(\tilde{B}Q^n \cap \mathbb{Z}^{n+m})/\tilde{B}\mathbb{Z}^n$ is a finite abelian group, which we denote $X^*$. As we will explain in this section, the cohomology $H^*(A)$ has a natural splitting indexed by the elements of $X^*$. If $\tilde{B}$ has really full rank, then the group $X^*$ is trivial and all the results in this section are trivial as well.

We define a cluster automorphism of $A$ to be a $\mathbb{C}$-algebra automorphism $\phi$ such that, for each cluster variable $x$, there is a scalar $\zeta(x) \in \mathbb{C}^*$ such that $\phi(x) = \zeta(x)x$; we denote the group of cluster automorphisms by $\text{Aut}(A)$. It follows from the Laurent phenomenon that a cluster automorphism is determined by its values on any cluster $(x_1, \ldots, x_{n+m})$.

**Proposition 3.3** ([LS Proposition 5.1]). We have an isomorphism

$$\text{Aut}(A) \cong \text{Hom}(\mathbb{Z}^{n+m}/\tilde{B}\mathbb{Z}^n, \mathbb{C}^*).$$

More concretely, for $(\zeta_1, \zeta_2, \ldots, \zeta_{n+m}) \in (\mathbb{C}^*)^{n+m}$, there is a cluster automorphism with $\phi(x_i) = \zeta_i x_i$ if and only if the homomorphism $\mathbb{Z}^{n+m} \rightarrow \mathbb{C}^*$ sending the $i$-th basis vector to $\zeta_i$ factors through $\mathbb{Z}^{n+m}/B\mathbb{Z}^n$.

The cohomology $H^*(A, \mathbb{C})$ therefore decomposes into eigenspaces for the characters of $\text{Aut}(A)$. Moreover, the connected component of the identity in $\text{Aut}(A)$ must act trivially on $H^*(A)$, so only locally connected characters occur. From Proposition 3.3 we deduce:

**Corollary 3.4.** The group of locally constant characters of $\text{Aut}(A)$ is isomorphic to

$$X^* := (\tilde{B}Q^n \cap \mathbb{Z}^{n+m})/\tilde{B}\mathbb{Z}^n.$$

Specifically the pairing between $\text{Aut}(A)$ and $X^*$ is

$$\langle (\zeta_1, \zeta_2, \ldots, \zeta_{n+m}), (k_1, k_2, \ldots, k_{n+m}) \rangle = \prod \zeta_j^{k_j}.$$

For $\chi \in X^*$, we will write $H^*(A)[\chi]$ for the subspace of $H^*(A)$ which transforms by the character $\chi$ of $\text{Aut}(A)$.

Now, let $I$ be an anticlique of $\Gamma$. Let $\tilde{B}_I$ be the submatrix of $\tilde{B}$ where we have kept only the columns indexed by $I$, and relabeled the rows indexed by $[n] \setminus I$ as frozen. We remark that, since $I$ is an anticlique, the rows of $\tilde{B}_I$ indexed by $I$ are 0.

We set

$$X^*(I) := (\tilde{B}_I Q^I \cap \mathbb{Z}^{n+m})/\tilde{B}_I \mathbb{Z}^I.$$

The motivation for considering $X^*(I)$ is the following:

**Proposition 3.5.** For an anticlique $I \in \mathcal{I}_k$, the subvariety $\mathcal{O}_I$ is isomorphic to a product of an affine space, a torus, and a finite set $C$ which is a Hom($X^*(I), \mathbb{C}^*$)-torsor:

$$\mathcal{O}_I \cong \mathbb{A}^k \times \text{Aut}(A(\tilde{B}_I)) \cong \mathbb{A}^k \times \mathbb{G}_m^{n+m-2k} \times C.$$

**Proof.** We use the description of $A$ from Theorem 2.4 and consider $\mathcal{O}_I$ as a locally closed subset of $\mathcal{A}$.

In $\mathcal{O}_I$, we have $x_j \neq 0$ for $j \in [n] \setminus I$. Thus (4) for such $j$ allows us to eliminate the variable $x'_j$. On the other hand, for $i \in I$, setting $x_i = 0$ the exchange relation (3) becomes

$$\prod_{r=1}^{n+m} x_r^{B_{ri}} = -1,$$

(5)
and $x_i'$ can take any value. It follows that $\mathcal{O}_I$ is isomorphic to the product of $\mathbb{A}^k$ (with coordinates $\{x_i' \mid i \in I\}$) and the subvariety $V$ of the torus $\mathbb{G}^{n+m-k}_m$ (with coordinates $\{x_j \mid j \in [n]\setminus I\} \cup \{y_1, \ldots, y_m\}$) cut out by the $k$ equations (3) for $i \in I$. Since $\tilde{B}$ is full rank, so is the restriction $\tilde{B}_I$ of $\tilde{B}$ to the columns indexed by $I$. But $I$ is an anticlique so the rows indexed by $I$ in the matrix $\tilde{B}_I$ are all 0. It follows that $\tilde{B}_{[n+m]\setminus I,I}$ has full rank.

We obtain a map of tori $\phi = \phi_{\tilde{B}_{[n+m]\setminus I,I}} : \mathbb{G}^{n+m-k}_m \rightarrow \mathbb{G}^k_m$. The inverse image of the point $(-1,-1,\ldots,-1) \in \mathbb{G}^k_m$ is equal to the subvariety $V$. Since $\tilde{B}_{[n+m]\setminus I,I}$ has full rank, the map $\phi$ is surjective, so $V \simeq \ker(\phi)$, the inverse image of the identity $(1,1,\ldots,1)$. By Proposition 3.3 we have $\ker(\phi) \simeq \text{Aut}(A(\tilde{B}_I))$. The group $\text{Aut}(A(\tilde{B}_I))$ is the product of a torus $\mathbb{G}^{n+m-2k}_m$ (its identity component) with its abelian group $C$ of connected components, $\text{Hom}(X^* (I), \mathbb{C}^*)$. □

We conclude by proving lemmas about $X^*(I)$ for future use.

**Lemma 3.6.** The containment $\tilde{B}_I \mathbb{Q}^I \cap \mathbb{Z}^{n+m} \subseteq \tilde{B} \mathbb{Q}^n \cap \mathbb{Z}^{n+m}$ descends to an injection $X^*(I) \hookrightarrow X^*$.

**Proof.** Suppose that $(a_1, \ldots, a_{n+m})$ is an element of $\tilde{B}_I \mathbb{Q}^k \cap \mathbb{Z}^{n+m}$ which maps to 0 in the quotient $X^*$. Then $(a_1, \ldots, a_{n+m})$ is a $\mathbb{Q}$-linear combination of the columns of $\tilde{B}_I$, and is also a $\mathbb{Z}$-linear combination of the columns of $\tilde{B}$. But $\tilde{B}$ has full rank, so the column of $\tilde{B}$ is a $\mathbb{Z}$-linear combination of the columns of $\tilde{B}_I$, which means that $(a_1, \ldots, a_{n+m})$ is already 0 in $X^*(I)$. □

Thus, from now on, we will consider $X^*(I)$ as a subgroup of $X^*$.

**Corollary 3.7.** Let $I$ and $J$ be two anticliques. We have $X^*(I) \subseteq X^*(J)$.

**Proof.** We clearly have $\tilde{B}_I \mathbb{Q}^I \cap \mathbb{Z}^{n+m} \subseteq \tilde{B} \mathbb{Q}^n \cap \mathbb{Z}^{n+m}$, inducing maps $X^*(I) \rightarrow X^*(J) \rightarrow X^*$. Since the maps $X^*(I) \rightarrow X^*$ and $X^*(J) \rightarrow X^*$ are inclusions, the map $X^*(I) \rightarrow X^*(J)$ is also an inclusion and, identifying $X^*(I)$ and $X^*(J)$ with subgroups of $X^*$, we have $X^*(I) \subseteq X^*(J)$. □

When necessary, we will denote the inclusion $X^*(I) \subseteq X^*(J)$ as $p^I_J$.

**Lemma 3.8.** Let $\chi \in X^*$ and let $z = (z_1, \ldots, z_{n+m}) \in \tilde{B} \mathbb{Q}^n \cap \mathbb{Z}^{n+m}$ be a lift of $\chi$. Write $z = \tilde{B} u$ for $u \in \mathbb{Q}^n$ and set $J(\chi) := \{i \mid u_i \notin \mathbb{Z}\} \subseteq [n]$. Then $J(\chi)$ depends only on $\chi$, and not on the choice of representative $z$. For an anticlique $I$, we have $\chi \in X^*(I)$ if and only if $J(\chi) \subseteq I$.

**Proof.** Since $\tilde{B}$ has full rank, the representation of $z$ as $\tilde{B} u$ is unique. If $z'$ is another vector in $\tilde{B} \mathbb{Q}^n \cap \mathbb{Z}^{n+m}$ representing $\chi$, then $z' = \tilde{B} u'$ and $u \equiv u' \mod \mathbb{Z}^n$. Thus $\{i \mid u_i \notin \mathbb{Z}\} = \{i \mid u'_i \notin \mathbb{Z}\}$ and we see that $J(\chi)$ depends only on $\chi$, as claimed.

Next, suppose that $\chi \in X^*(I)$. So $\chi$ has a representative $z$ lying in $\tilde{B}_I \mathbb{Q}^I$. Using this representative, it is obvious that $J(\chi) \subseteq I$.

Finally, suppose that $I$ is an anticlique containing $J(\chi)$. Choose an arbitrary representative $z$ of $\chi$ and write $z = \tilde{B} u$. Define $u'$ to be the vector in $\mathbb{Q}^n$ with $u'_i = u_i$ for $i \in I$ and $u'_i = 0$ for $i \notin I$. If $i \notin I$ then $i \notin J(\chi)$ so $u_i \in \mathbb{Z}$; we thus see that $u \equiv u' \mod \mathbb{Z}^n$. So $\tilde{B} u'$ is another representative of $\chi$ and we see that $\chi \in X^*(I)$, as required. □
3.3. Point counts. The cluster algebra \( \mathcal{A} \) can be defined over any field. The stratification of \( \mathcal{A} \) by \( \mathcal{O}_I \) is also defined over any field, and in particular over a finite field \( \mathbb{F}_q \). From Corollary 3.2 and Proposition 3.5 we obtain formulae for the point counts of \( \mathcal{A} \). We first do the case of a variety of really full rank:

**Proposition 3.9.** Let \( \mathcal{A} \) be an acyclic cluster variety of really full rank \( n \) with \( m \) frozen variables. Then

\[
\# \mathcal{A}(\mathbb{F}_q) = \sum_k |I_k| q^k(q - 1)^{n+m-2k}.
\]

The full rank situation is messier, since we need to determine which of the components of \( \mathcal{O}_I \) are defined over \( \mathbb{F}_q \). For simplicity, we will limit ourselves to the case where they are all defined over \( \mathbb{F}_q \).

**Proposition 3.10.** Let \( \mathcal{A} \) be an acyclic cluster variety of full rank \( n \) with \( m \) frozen variables. Let \( N \) be the exponent of the groups \( X^*(I) \), in other words, the minimal positive integer such that \( g^N = 1 \) for all \( g \in X^*(I) \) and all \( I \in \mathcal{I} \). Suppose that \( q \equiv 1 \mod 2N \). Then

\[
\# \mathcal{A}(\mathbb{F}_q) = \sum_k q^k(q - 1)^{n+m-2k} \sum_{I \in \mathcal{I}_n} |X^*(I)|.
\]

**Proof of Propositions 3.9 and 3.10.** Let \( I \) be an antichile with \( k \) elements. We will show that, under the hypothesis of the Propositions, the stratum \( \mathcal{O}_I \) has \( |X^*(I)| q^k(q - 1)^{n+m-2k} \) points defined over \( \mathbb{F}_q \); summing on \( I \) then proves the result. Proposition 3.5 says that \( \mathcal{O}_I \) is \( C \times \mathbb{A}_k \times \mathbb{G}_m^{n+m-2k} \), where \( C \) is a principal homogeneous space for \( X^*(I) \). The second and third factors have \( q^k \) and \( (q - 1)^{n+m-2k} \) points respectively, so what remains to show that all the points of \( C \) are defined over \( \mathbb{F}_q \). Looking at the proof of Proposition 3.5, these points are computed by finding \( N \)-th roots of \(-1\), so the hypothesis that \( q \equiv 1 \mod N \) means that they are all defined over \( \mathbb{F}_q \). In the case that \( X^*(I) \) is trivial, \( C \) is just a single point and is defined over \( \mathbb{F}_q \). \( \square \)

3.4. Cohomology of \( \mathcal{O}_I \). Let \( \mathbb{C}[X^*(I)] \) denote the group ring of \( X^*(I) \). We consider \( \mathbb{C}[X^*(I)] \) a graded ring by placing it completely in degree 0.

Let

\[
G^\theta := H^*(\mathcal{O}_\emptyset) = \mathbb{C}(\text{dlog } x_i, \text{dlog } y_i)
\]

be the cohomology of the cluster torus. It is an exterior algebra over \( \mathbb{C} \) on the \( n + m \) generators \( \text{dlog } x_i, \text{dlog } y_i \) which have degree 1.

For \( i = 1, 2, \ldots, n \), define the one-form \( \alpha_i = \sum_r \tilde{B}_{ri} \text{dlog } x_r \). Let \( G^I \) be the \( \mathbb{C}(\text{dlog } x_i, i \notin I, \text{dlog } y_i, i \in [m]) \)-submodule of \( G^\theta \) generated by \( \bigwedge_{i \in I} \alpha_i \). Equip \( G^I \) with the grading inherited from \( G^\theta \). Also, let \( L^I \) denote the quotient of \( L^\theta := G^\theta \) by the ideal generated by the relations \( \alpha_i = 0 \) for \( i \in I \), and \( \text{dlog } x_i = 0 \) for \( i \in I \). Since these relations are homogeneous, \( L^I \) also inherits a grading from \( G^\theta \). Then as modules over \( \mathbb{C}(\text{dlog } x_i, i \notin I, \text{dlog } y_i, i \in [m]) \), we have an isomorphism \( (L^I)^* = (G^I)^{*-k} \) given by \( \theta \mapsto \theta \wedge \bigwedge_{i \in I} \alpha_i \).

If \( J = I \cup \{j\} \), there is a graded map \( \rho^I_J : L^I \to L^J \) of degree \(-1\), defined as follows. For \( \theta \in L^I \), write \( \theta = \theta_1 + \theta_2 \wedge \text{dlog } x_j \) where \( \theta_1 \) and \( \theta_2 \) do not involve \( \text{dlog } x_j \). Then \( \rho^I_J(\theta) := \theta_2 \). Recall from Corollary 3.7 that we have defined an inclusion \( \rho^I_J : X^*(I) \hookrightarrow X^*(J) \). Let \( \rho^I_J : \mathbb{C}[X^*(I)] \to \mathbb{C}[X^*(J)] \) also denote the induced map on group algebras.

**Proposition 3.11.** For \( I \in \mathcal{I}_k \), we have an isomorphism of graded rings

\[
H^*(\mathcal{O}_I) \cong L^I \otimes_{\mathbb{C}} \mathbb{C}[X^*(I)]
\]
where in the first factor the multiplication is wedge product, and in the second factor it is induced by the (commutative) group structure of $X^*(I)$.

Let $J$ be an anticlique with $k+1$ element, let $j$ be an element of $J$ and write $I = J \setminus \{j\}$. Then $O_j$ is a hypersurface in $O_I \cup O_J$ and the residue map $\rho^I_J : H^*(O_I) \to H^*(O_J)$ is given by the map

\[(7) \quad \rho^I_J \otimes \rho^J_I : L^I \otimes_{\mathbb{C}} \mathbb{C}[X^*(I)] \to L^J \otimes_{\mathbb{C}} \mathbb{C}[X^*(J)].\]

**Proof.** According to Proposition 3.5 we have that $O_I$ is isomorphic to $\mathbb{A}^k \times V$, where $V$ is cut out of the torus $T = \mathbb{G}^{n+m-k}$ by the equations (5). Thus $H^*(O_I) \simeq H^*(V)$. The cohomology $H^*(T)$ is the exterior algebra on generators $d\log x_i$ for $i \in [n] \setminus I$ and $d\log y_i$ for $i = 1, 2, \ldots, m$. The natural map $H^*(T) \to H^*(V)$ has kernel generated by $\alpha_i$, $i \in I$ (obtained from (5)), and the image can be identified with the cohomology of the identity component $V^0 \subset V$. It follows that the cohomology $H^*(V^0)$ is isomorphic to $L^I$ as graded rings.

By Proposition 3.5 the ring $\mathbb{C}[X^*(I)]$ can be identified with the ring of locally constant functions on $O_I$. The isomorphism (4) follows.

For (7), we note that the subset $O_J$ is cut out of $D_I$ by the equation $x_j = 0$. The description of the residue map $\rho^I_J : L^I \to L^J$ follows immediately. Finally, note that the identification of connected components of $O_I$ with $\text{Hom}(X^*(I), \mathbb{C}^*)$ is compatible with the inclusions $\rho^I_J : X^*(I) \to X^*(J)$. \hfill \Box

**Remark 3.12.** We could define the residue map $\rho^I_J^a : H^*(O_I) \to H^*(O_J^a)$ for each connected component $O_J^a \subset O_J$. For our current purposes, it is convenient to keep track of all the connected components together.

### 4. A basis for $G^I$

Let $\bar{B}$ be an $(n + m) \times n$ extended exchange matrix of full rank. For $R \subseteq [n + m]$ and $C \subseteq [n]$, write $\bar{B}_{R,C}$ for the submatrix of $\bar{B}$ with rows $R$ and columns $C$, and write $\bar{B}_C$ for $\bar{B}_{[n + m], C}$.

Let $I$ be a $k$-element anticlique. For $A \subseteq [n + m] \setminus I$, let

$$\theta(A, I) = \bigwedge_{a \in A} d\log x_a \wedge \bigwedge_{i \in I} \alpha_i$$

where the wedges are ordered by the induced linear order on $A$ and $I$ as subsets of $[n + m]$. So $G^I$ is spanned by the $2^{n+m-k}$ wedges $\theta(A, I)$, as $A$ varies over subsets of $[n + m] \setminus I$.

We know, however, that the dimension of $G^I$ is only $2^{n+m-2k}$, so we would like to give a subset of the $\theta(A, I)$ which are a basis for $G^I$. This can be done as follows. Since $\bar{B}$ has full rank, the columns of $\bar{B}$ indexed by $I$ are linearly independent. Therefore, there must be a set $N(I)$ of $k$ rows of $\bar{B}$ such that $\bar{B}_{N(I), I}$ is invertible. Moreover, since $I$ is an anticlique, $\bar{B}_I$ is the 0-matrix, so $N(I)$ must be disjoint from $I$.

**Lemma 4.1.** Let $I$ and $N(I)$ be as above. Then the $\theta(A, I)$, for $A \subseteq [n + m] \setminus (I \cup N(I))$, is a basis of $G^I$.

**Proof.** The condition that $\bar{B}_{I, N(I)}$ is invertible means that the set

$$S := \{\alpha_i\}_{i \in I} \cup \{d\log x_j\}_{j \in [n + m] \setminus (I \cup N(I))}$$

is a basis of $G^I$. \hfill \Box
is a basis for $\bigoplus_{i \in [n+m] \setminus I} \mathbb{Q} \log x_i$. So wedges of subsets of this set are a basis for the exterior algebra $\bigwedge^* \left( \bigoplus_{i \in [n+m] \setminus I} \mathbb{Q} \log x_i \right)$. We defined $G'$ as the submodule of this algebra generated by $\bigwedge_{i \in I} \alpha_i$, so a basis for $G'$ is spanned by wedges of subsets of $S$ containing $\{\alpha_i\}_{i \in I}$. This is the required result.

We now compute the maps $\rho_I^j$ in terms of the $\theta(A, I)$.

**Lemma 4.2.** Let $J$ be an anticlique and write $J = I \cup \{j\}$. Then

$$\rho_I^j(\theta(A, I)) = \begin{cases} \pm \theta(A \setminus \{j\}, J) & j \in A \\ 0 & j \not\in A \end{cases}. $$

**Proof.** Since $J$ is an anticlique, we have $\tilde{B}_{ji} = 0$ for all $i \in I$. Therefore, the term $\log x_j$ does not occur in $\bigwedge_{i \in I} \alpha_i$. So, if $j \not\in A$, then there is not $\log x_j$ in $\theta(A, I)$ and $\rho_I^j(\theta(A, I)) = 0$. If $j \in A$, then $\theta(A, J) = \pm \log x_j \otimes \theta(A \setminus \{j\}, J)$ and $\rho_I^j(\theta(A, I)) = \pm \alpha_j \otimes \theta(A \setminus \{j\}, J) = \pm \theta(A \setminus \{j\}, J)$, where the $\pm$ signs are independent.

Unfortunately, even if $\theta(A, I)$ is in our chosen basis for $G'$, this does not imply that $\theta(A \setminus \{j\}, J)$ is. In other words, we can have $A \cap (I \cup N(I)) = \emptyset$ but $(A \setminus \{j\}) \cap N(J) \neq \emptyset$. In this case, we need to invert the matrix $\tilde{B}_N(I, J)$ to write $\theta(A \setminus \{j\}, J)$ as a linear combination of $\theta(A', J)$ for $A'$ disjoint from $J \cup N(J)$.

**Remark 4.3.** The situation is a bit more tractable if there is an injection $\nu : [n] \to [n+m]$ such that we can take $N(I) = \{\nu(i) : i \in I\}$. In this case, $N(J) = N(I) \cup \{\nu(j)\}$ so the only possible obstacle to having $(A \setminus \{j\}) \cap N(J)$ empty is if $\nu(j) \in A$. However, in general, such an injection $\nu$ does not exist. Consider the matrix

$$\tilde{B} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 1 & 1 \\ 0 & 1 & 1 \end{bmatrix}. $$

We claim that there is no injection $\nu : [3] \to [6]$ such that $\tilde{B}_N(I, J)$ is invertible for every subset $I$ of $[3]$. Using the condition that $\tilde{B}_N(I, J)$ is not invertible, we can rule out the cases $\nu(1), \nu(2), \nu(3) = (4, 5, 6), (\nu(1), \nu(2), \nu(3) = (4, 6, 5)$ or $\nu(1), \nu(2), \nu(3) = (5, 4, 6)$. But, in the second case, $\tilde{B}_{N(I, J)}$ is not invertible; in the third case, $\tilde{B}_{N(2,3),j}$ is not invertible and, in the first case, neither $\tilde{B}_{N(1,2),j}$ nor $\tilde{B}_{N(2,3),j}$ is invertible. In this case, the troublesome part of $\tilde{B}$ occurs in the frozen rows, so we could modify them using Lemma 5.11. A more difficult example would be the $6 \times 6$ exchange matrix with this as the first 3 columns.

There are two natural cases where such an injection $\nu$ exists: The first is the class of a cluster algebra with principal coefficients, defining $\nu(i) = i + n$. We will study this case in detail in Section 4. The second case is if we have no frozen variables and $\Gamma$ has exactly one perfect matching, such as the $A_{2k}$, $E_6$ and $E_8$ Coxeter diagrams. In this case we can take $\nu : [n] \to [n]$ to be the involution which interchanges the ends of each vertex of the unique matching. We do not study this second case in detail, as there appears to be no way to reduce a general cluster variety to this case, but we remark that such cluster varieties often seem to have unusually small Betti numbers.
5. THE GYSIN COMPLEX

In this section $\mathcal{A}$ is an acyclic cluster variety of full rank.

5.1. Summary of results from [LS]. The cohomology ring $H^*(\mathcal{A})$ is equipped with a mixed Hodge structure. In [LS] we showed that $H^*(\mathcal{A})$ is of mixed-Tate (or Hodge-Tate) type, and is thus endowed with a decomposition, called the Deligne splitting,

$$H^*(\mathcal{A}) = \bigoplus_k \bigoplus_{k/2 \leq s \leq k} H^{k,(s,s)}(\mathcal{A}).$$

We refer the reader to [LS] for details. We call $(s,s)$ the mixed Hodge degree of the summand $H^{k,(s,s)}(\mathcal{A})$, and we say that it has weight $2s$.

A GSV 2-form $\mathbf{GSV}$ [LS] for an extended exchange matrix $\tilde{B}$ is a 2-form

$$\gamma = \sum_{i,j} \tilde{B}_{ij} \ d\log x_i \wedge d\log x_j$$

where $\tilde{B}$ a skew-symmetric $(n+m) \times (n+m)$ matrix whose first $n$ columns equals $\tilde{B}$. (The initials GSV stand for “Gekhtman, Shapiro, Vainshtein”; see [GSV].)

Let $H^*(\mathcal{A})_{st} := \bigoplus_k H^{k,(k,k)}(\mathcal{A})$ be the top-weight subring of the cohomology $H^*(\mathcal{A})$. Identify the cohomology $H^*(T)$ of a cluster torus $T \subset \mathcal{A}$ with the exterior algebra $\mathbb{C}\langle d\log x_1, \ldots, d\log_{x+m} \rangle$.

**Theorem 5.1 (LS).** Let $\mathcal{A}$ be a (locally) acyclic cluster variety of full rank.

1. The subring $H^*(\mathcal{A})_{st}$ can be identified with the subring of $\mathbb{C}\langle d\log x_1, \ldots, d\log_{x+m} \rangle$ consisting of forms that are regular on $\mathcal{A}$.

2. The subring $H^*(\mathcal{A})_{st}$ is generated by the forms $d\log x_{n+1}, \ldots, d\log x_{n+m}$ and the GSV 2-forms $\gamma_{\Gamma_i} = \gamma_{\tilde{B}_{i1}, \ldots, \tilde{B}_{in+m}, \Gamma_i}$ as $\Gamma_i$ varies over the connected components of $\Gamma$.

3. If $\mathcal{A}$ is connected and has principal coefficients, then the following forms give a basis of $H^*(\mathcal{A})_{st}$:

$$\gamma_j \wedge \bigwedge_{k \in K} d\log y_k, \quad j + |K| \leq n$$

where $\gamma$ is a fixed GSV-form and $K$ varies over the subsets of $[n]$.

4. If $\Gamma$ is a path and $\mathcal{A}$ has really full rank, then $H^*(\mathcal{A}) = H^*(\mathcal{A})_{st}$.

5.2. The Gysin spectral sequence. Let $Y$ be a smooth algebraic variety and $D \subset Y$ a divisor. We call $D$ a normal crossings divisor if each component $D_i$ of $D$ is smooth, and étale locally, the intersection $D_{i_1} \cap D_{i_2} \cap \cdots \cap D_{i_k}$ is isomorphic to the intersection of coordinate hyperplanes. In particular, the intersection $D_{i_1} \cap D_{i_2} \cap \cdots \cap D_{i_k}$ is smooth and of pure codimension $k$. For the following result see for example [Aral Section 3] or [Pet].

**Theorem 5.2.** Let $Y$ be a smooth algebraic variety and $D = \bigcup_{i=1}^n D_i \subset Y$ a normal crossings divisor. We have a spectral sequence $E_1^{pq}(Y,D)$ converging to $H^*(Y)$, and inducing the weight filtration on $H^*(Y)$. The $E_1$-page is given by

$$E_1^{pq}(Y,D) = \bigoplus H^{q-p} \left( (D_{i_1} \cap D_{i_2} \cap \cdots \cap D_{i_p}) \setminus \bigcup_{i \notin \{i_1, \ldots, i_p\}} D_i \right)$$

where the sum is over all $p$-tuples $1 \leq i_1 < i_2 < \cdots < i_p \leq n$ of boundary components. The differentials $E_1^{pq}(Y,D) \to E_1^{p+1,q}(Y,D)$ are the residue maps.
We note that, if $D_{i_1} \cap D_{i_2} \cap \cdots \cap D_{i_p}$ is empty, then the corresponding summand is 0.

If $D = Z$ is a single smooth hypersurface in $Y$, then the spectral sequence of Theorem 5.2 reduces to the Gysin long exact sequence of the triple $(Y, U, Z)$:

$$\cdots \rightarrow H^k(Y) \rightarrow H^k(U) \rightarrow H^{k-1}(Z) \rightarrow H^{k+1}(Y) \rightarrow \cdots$$

where $U = Y \setminus Z$.

5.3. The Gysin complex for an acyclic cluster variety.

**Proposition 5.3.** Let $A$ be a full rank acyclic cluster variety and recall the notation $D_{\{i\}}$ for $\{x_i = 0\}$. Then $D_{\{1\}}, D_{\{2\}}, \ldots, D_{\{n\}}$ is a normal crossings divisor.

**Proof.** Being a normal crossings divisor is an étale local condition, so let us check it near a particular point $z$ of $A$. Let $z$ lie in the stratum $O_I$, indexed by an anticycle $I$ and let $k$ be the cardinality of $I$. Let $\bar{I} = [n] \setminus I$. An open neighborhood of $z$ is given by $A_{\bar{I}}$, which is the cluster variety associated to the exchange matrix $B_{\bar{I}}$. Since $I$ is an anticycle, the top part of $B_I$ is simply the 0 matrix. The divisors $D_i$ for $i \notin I$ are disjoint from $A_I$, so we only need to consider the divisors $D_i$ for $i \in I$.

By [LS] Proposition 5.10], we have an étale covering map $\eta : A' \rightarrow A_I$, where $A'$ is a cluster variety with extended exchange matrix $B' = \begin{bmatrix} 0_{k \times k} & dI_{d \times k} \\ dI_{d \times k} & 0 \end{bmatrix}$ for some $d \in \mathbb{Z}_{>0}$. The preimage of the divisor $D_i$, for $i \in I$, is the hypersurface $x_i = 0$ in $A'$.

But $A'$ is simply the product $\mathcal{Y}_d^k \times (\mathbb{C}^*)^{n+m-2k}$ where $\mathcal{Y}_d = \{(x, x', y) \mid xx' = y^d + 1\} \subset \mathbb{C} \times \mathbb{C} \times \mathbb{C}^*$. The functions $x_i$, for $i \in I$, pull back to the $x$-coordinates on the different $\mathcal{Y}_d$ factors. So the equations $x_i = 0$ are transverse to each other, and we just need to see that $\{x = 0\}$ is a smooth hypersurface in $\mathcal{Y}_d$. Indeed, in $\mathcal{Y}_d$, the hypersurface $x = 0$ is just $d$ copies of the affine line, given by $\{(0, x', \zeta) : \zeta^d = -1\}$. \hfill \Box

Thus, we may apply Theorem 5.2 to the case of an acyclic cluster variety. The result is a spectral sequence whose pages we will label $E_{r, \text{Gysin}}^{pq}$. So

$$E_{1, \text{Gysin}}^{pq} = \bigoplus_{1 \leq i_1 < i_2 < \cdots < i_p \leq n} H^{q-p}(D_{i_1} \cap D_{i_2} \cap \cdots \cap D_{i_p}) \setminus \bigcup_{i \notin \{i_1, \ldots, i_p\}} D_i).$$

We now give a more explicit description of the spaces on the $E_1$ page.

**Proposition 5.4.** Let $A$ be an acyclic cluster variety of full rank. In the above notation, we have

$$E_{1, \text{Gysin}}^{pq} = \bigoplus_{I \in \mathcal{P}_p} (G^I)^q \otimes \mathbb{C}[X^*(I)].$$

Here $(G^I)^q$ denotes the $q$-degree part of the graded module $G^I$.

**Proof.** We begin with (9). If $\{i_1, i_2, \ldots, i_p\}$ is not an anticycle, then $D_{i_1} \cap D_{i_2} \cap \cdots \cap D_{i_p}$ is empty by Lemma 2.3, so we may restrict to the summands where $\{i_1, i_2, \ldots, i_p\}$ is an anticycle. In that case, $(D_{i_1} \cap D_{i_2} \cap \cdots \cap D_{i_p}) \setminus \bigcup_{i \notin \{i_1, \ldots, i_p\}} D_i = O_I$. By Proposition 3.11, $H^{q-p}(O_I)$ is the degree $q - p$ piece of $L^I \otimes \mathbb{C}[X^*(I)]$. But this is isomorphic to the degree $q$ part of $G^I \otimes \mathbb{C}[X^*(I)]$. \hfill \Box

**Remark 5.5.** Let $I$ be an anti-clique of size $p$. We note that $G^I$ is supported in degrees $p \leq q \leq m + n - p$. We will have $E_{\infty, \text{Gysin}}^{pq} = H^{q-p}(\mathcal{O}_I)$. So, if $H^{k,s}(\mathcal{A})$ is nonzero, then $k = p + q \leq \min(m + n, 2q) = \min(m + n, 2s)$ and also $s = q \leq p + q = k$. We thus
Figure 1. The page $E_{1,\text{Gysin}}$. The arrows depict the maps on this page.

recover the inequalities $k/2 \leq s \leq k \leq m + n$ which follow directly from the fact that $\mathcal{A}$ is smooth and affine.

In Figure 1, the grey shaded triangle indicates where $E_{1,\text{Gysin}}$ is supported. The horizontal arrows show the direction of the maps on this page.

We next note that we have already computed the maps on the $E_1$ page:

**Proposition 5.6.** With notation as above, the map $E_{1,\text{Gysin}}^{p,q} \rightarrow E_{1,\text{Gysin}}^{(p+1)q}$ is the direct sum of all maps $\rho^I_J \otimes \rho^J_I : G^I \otimes \mathbb{C}[X^*(I)] \rightarrow G^J \otimes \mathbb{C}[X^*(J)]$, where $J$ is a $p+1$ element anticlique and $I$ is a $p$-element subset of $J$.

**Proof.** The maps on the $E_1$ page of the Gysin spectral sequence are the residue maps $H^*(\mathcal{O}_I) \rightarrow H^*(\mathcal{O}_J)$, and we computed in Proposition 3.11 that this residue map is given by $\rho^I_J \otimes \rho^J_I$. \qed

So, for each fixed $q$, we have a complex $E_{0,q}^{1,\text{Gysin}} \rightarrow E_{1,q}^{1,\text{Gysin}} \rightarrow \cdots$ and the $E_2$ page of the spectral sequence is the cohomology of this complex. Our choice of stratification gives an additional simplification.

**Proposition 5.7.** With notation as above, the Gysin spectral sequence collapses at $E_2$, meaning that all maps on page $E_r$ are 0 for $r \geq 2$.

**Proof.** The maps in the Gysin spectral sequence are maps of mixed Hodge structures [Ara, Section 3], with appropriate shifts: the weight in position $(p, q)$ is shifted by $2p$ (or equivalently, the mixed Hodge degree is shifted by $(p, p)$). However, $\mathcal{O}_J$ is the product of a torus, an affine space and a finite set, and $H^k$ of a torus is pure of weight $2k$ (with mixed Hodge degree $(k, k)$). So the $(p, q)$ term of the Gysin spectral sequence for the stratification by the $\mathcal{O}_I$ is of weight $2q$ (and mixed Hodge degree $(q, q)$) in position $(p, q)$. So all maps after the first page of the spectral sequence must be 0. \qed

We deduce the following description of the cohomology of $\mathcal{A}$, including its mixed Hodge structure. In the really full rank case, this is Theorem 1.1.
Theorem 5.8. Let

\[ \tilde{G}^{ps} = \bigoplus_{I \in I_p} (G^I)^s \otimes \mathbb{C}[X^*(I)]. \]

where \((G^I)^s\) is the degree \(s\) part of \(G^I\). Define a map \(\tilde{G}^{ps} \to \tilde{G}^{(p+1)s}\) as the direct sum of the maps \(\rho_f^I \otimes \rho_f^I\), where \(J\) runs over \(p + 1\) element antipodes and \(I\) runs over \(p\)-element subsets of \(J\). Then the \(\tilde{G}^{ps}\) form a complex, which we denote \(\tilde{G}^{\bullet,s}\). We have

\[ H^{k,(s,s)}(A) \cong H^{k-s}(\tilde{G}^{\bullet,s}). \]

The complex \(\tilde{G}^{\bullet}\) has an additional grading by \(X^*\) coming from the grading on the factors \(\mathbb{C}[X^*(I)]\). For \(\chi \in X^*\), write \(\tilde{G}^{\bullet}[\chi]\) for the summand with degree \(\chi\); the subcomplex \(\tilde{G}^{\bullet}[\chi]\) is spanned by elements of the form \(\theta \otimes \chi\) where \(\theta \in G^I\) and \(\chi \in X^*(I)\) for some \(I\). For the trivial character \(\chi_e\), the component \(\tilde{G}^{\bullet}[X_e]\) is the complex we denoted \(\tilde{G}^{\bullet}\) in the introduction; we will continue to use the notation \(G^{\bullet}\) for \(\tilde{G}^{\bullet}[X_e]\).

When we need to, we will write \(G^{\bullet}(\tilde{B})\) or \(G^{\bullet}(\tilde{B})\) to show that dependence on the extended exchange matrix.

### 5.4. Standard classes in terms of the Gysin spectral sequence. As summarized in Theorem 5.1, the part of \(H^k(A)\) in mixed Hodge degree \((k,k)\) is called the standard part of \(H^*(A)\), and denoted \(H^*(A)_{st}\). We now describe how to see the standard classes in \(E_{Gysin}\).

As stated in Theorem 5.1, \(H^*(A)_{st}\) can be identified with the subring of differential forms in \(\mathbb{C}\langle \text{dlog } x_1, \ldots, \text{dlog } x_{n+m} \rangle\) which extend regularly to \(A\). The ring \(\mathbb{C}\langle \text{dlog } x_1, \ldots, \text{dlog } x_{n+m} \rangle\) is \(\mathbb{C}^{qg} = \bigoplus_q E_{1,Gysin}^q\), and the condition that a form extends regularly to \(A\) is the condition that it is in the kernel of the map \(E_{1,Gysin}^q \to E_{1,Gysin}^{q+1}\). In other words, the standard forms are exactly those which end up in the first column of \(E_{2,Gysin}\).

In particular, we consider the generators for the ring \(H^*(A)_{st}\) from the second part of Theorem 5.1. For \(x_j\) a frozen variable, we have \(\text{dlog } x_j = \theta(\{j\}, \emptyset)\). For a connected component \(\Delta\) of \(\Gamma\), the corresponding GSV form is a linear combination of forms \(\theta(\{i,j\}, \emptyset)\), where either \(i\) and \(j\) are vertices of \(\Delta\), or else \(i\) is a vertex of \(\Delta\) and \(j\) is frozen.

### 5.5. Edge classes in terms of the Gysin spectral sequence. Let \((a,b)\) be an edge of \(\Gamma\). In Section 2.3, we associated to \((a,b)\) a class \(\epsilon_{ab}\) in \(H^3(\mathbb{C})(A)\). We originally defined \(\epsilon_{ab}\) using a Mayer-Vietores sequence; let us now reconsider it in terms of a Gysin sequence.

We have \(A = D_{\{a\}} \uplus D_{\{b\}} \uplus A_{\{a,b\}}\), where \(D_{\{a\}}\) and \(D_{\{b\}}\) are the divisors where \(x_a\) and \(x_b\) vanish and \(A_{\{a,b\}}\) is their complement. We also recall \(A_{\{a\}} = D_{\{a\}} \uplus A_{\{a,b\}}\) and \(A_{\{b\}} = D_{\{b\}} \uplus A_{\{a,b\}}\). We have a Mayer-Vietores sequence coming from cover \(A = A_{\{a\}} \uplus A_{\{b\}}\) and a Gysin sequence coming from the decomposition \(A = A_{\{a,b\}} \cup (D_{\{a\}} \cup D_{\{b\}})\), and they fit together in a commutative diagram:

\[
\begin{array}{ccccccccc}
\cdots & H^k(A) & H^k(A_{\{a\}}) & H^k(A_{\{b\}}) & H^k(A_{\{a,b\}}) & H^{k+1}(X) & \cdots
\end{array}
\]

where the arrow labeled \(\rho\) sends \((\alpha, \beta)\) to the restriction of \(\alpha\) to \(A_{\{a,b\}}\) and the arrow labeled \(\sigma\) sends \(\gamma\) to \((0, \text{Residue}_{D_{\{a\}}}(\gamma))\). Therefore,

\[ \epsilon_{ab} = \delta_{MV}(\text{dlog } x_a \land \text{dlog } x_b) = \delta_{Gysin}(0, \text{Residue}_{D_{\{b\}}}(\text{dlog } x_a \land \text{dlog } x_b)) = \delta_{Gysin}(0, \text{dlog } x_a). \]
It is now straightforward to pass to the Gysin spectral sequence using more strata: $\epsilon_{ab}$ is represented by the cochain in $E_1^{12,1}_{i,Gysin}$ corresponding to $d\log x_a$ on the stratum $O_{\{b\}}$ or, in other words, the class $\theta(\{a\}, \{b\})$ in $G^{(b)}$.

5.6. Rational acyclic exchange matrices. A (extended) rational exchange matrix $M$ is a $(n+m) \times m$ matrix with rational entries such that the top $n \times n$ part of $M$ is skew-symmetric. We observe that the complex $G^\bullet$ can be defined for a rational extended matrix $M$, replacing an extended exchange matrix $B$. Write $G^\bullet(M)$ for the associated complex. It will be useful to allow such matrices as intermediate steps, although they will not arise in our final results. This section collects lemmas about rational exchange matrices.

**Lemma 5.9.** Let $M$ be an $(n+m) \times n$ rational exchange matrix and let $M' = UM$ where $U = \begin{bmatrix} I_n & 0 \\ P & Q \end{bmatrix}$ with $P$ and $Q$ rational matrices of sizes $m \times n$ and $m \times m$, and $Q$ invertible. Then the complexes $G^\bullet(M)$ and $G^\bullet(M')$ are naturally isomorphic.

**Proof.** Left multiplication by $U$ corresponds to a linear transformation

$$(d\log x_1, \ldots, d\log x_n, d\log y_1, \ldots, d\log y_m) \mapsto (d\log x_1', \ldots, d\log x_n', d\log y_1', \ldots, d\log y_m')$$

where $d\log y$ and $d\log y'$ are related by an invertible linear transformation, and we have $d\log x_i' - d\log x_i \in \text{span}(d\log y_i)$. It is straightforward to check that such a linear transformation commutes with the maps $\rho_i^j$ in the definition of the complex $G^\bullet(M)$. □

The following lemma is a variant of [LS] Proposition 5.11]. Let $S^\bullet$ be the complex of graded vector spaces where the space $S^0$ is $\mathbb{C}$ in degree 0, the space $S^1$ is $\mathbb{C}$ in degree 1, all other spaces are 0 and all maps are 0.

**Lemma 5.10.** Let $M$ be an $(n+m) \times n$ rational exchange matrix of full rank and let $M'$ be a rational exchange matrix obtained by adding one more row to $M$. Then $G^\bullet(M')$ is the tensor of $G^\bullet(M)$ with $S^\bullet$.

**Proof.** Since $M$ is of full rank, the additional row added to $M$ is in the span of the rows of $M$. So we can multiply $M'$ on the left by a matrix as in Lemma 5.9 to obtain the matrix $\begin{bmatrix} M \\ 0 \end{bmatrix}$. So $G^\bullet(M') \cong G^\bullet(\begin{bmatrix} M \\ 0 \end{bmatrix})$. Letting $x_{n+m+1}$ denote the cluster variable for the bottom row of $\begin{bmatrix} M \\ 0 \end{bmatrix}$, we see that $G^\bullet(\begin{bmatrix} M \\ 0 \end{bmatrix})$ is the tensor product of $G^\bullet(M)$ with the complex which has 1 in degree $(0,0)$, and $d\log x_{n+m+1}$ in degree $(1,1)$; this complex is isomorphic to $S^\bullet$. □

The cohomology of $G^\bullet(M)$ is essentially determined by the mutable part of $M$.

**Lemma 5.11.** Let $M_1$ and $M_2$ be $(n+m_1) \times n$ and $(n+m_2) \times n$ rational exchange matrices of full rank with the same mutable part. Let $m_1 \leq m_2$. Then $G^\bullet(M_2)$ is the tensor product of $G^\bullet(M_1)$ with $m_2 - m_1$ copies of $S^\bullet$.

**Proof.** Let $M$ be the $(n+m_1+m_2) \times n$ matrix which has the same mutable part as $M_1$ and $M_2$, and has the frozen rows of $M_1$ stacked on top of the frozen rows of $M_2$. Then we have $G^\bullet(M_1) \otimes (S^\bullet)^{\otimes m_2} \cong G^\bullet(M) \cong G^\bullet(M_2) \otimes (S^\bullet)^{\otimes m_1}$. However, tensoring with $S^\bullet$ is invertible on complexes supported in finitely many degrees, so we deduce that $G^\bullet(M_1) \otimes (S^\bullet)^{\otimes (m_2-m_1)}$. □

Thus, given a skew-symmetric matrix $B$, we can append whatever rows to it we find most convenient and compute $G^\bullet$ for that choice of rows. The following particular case will prove important in the next section.
Lemma 5.12. Let $B$ be an $n \times n$ skew symmetric matrix whose $i$-th row and column are 0. Let $B'$ be the $(n-1) \times (n-1)$ skew symmetric matrix obtained by deleting that zero and column from $B$. Let $M$ and $M'$ be rational exchange matrices of full rank obtained by adding $m$ and $m+1$ frozen rows, respectively, to $B$ and $B'$. Let $(G^i)^*_{\tau}$ be the subcomplex of $G^i(M)$ on those anticliques containing $i$. Then $(G^i)^{k+1,s+1} \cong G^{k,s}(M')$.

Proof. Using Lemma 5.11 we may assume that $M$ is of the form $[\begin{smallmatrix} A & 0 \\ 0 & B \end{smallmatrix}]$ where we have put the 0-th column of $M$ in the last position. We write $x_{n+m}$ for the cluster variable corresponding to the last row of $M$.

The hypothesis on $B$ means that $i$ is an isolated vertex in the quiver $\Gamma$ of $M$, so, for every anticlique $I'$ for $M'$ extends to an anticlique $\{i\} \cup I'$ for $M$, so the anticliques giving rise to the complex $G'$ are in bijection with the anticliques in the complex $G^*_{\tau}(M')$. Thus, we must check that, for each anticlique $I'$ of $M'$, we have $G^{i,\cup(I'),s+1}(M) \cong G^{i,s}(M')$, with the isomorphism commuting with the restriction maps $\rho_{I'}^I$. Indeed, the isomorphism is given by $\wedge \rlog x_{n+m}$. 

5.7. Reduction to the really full rank case. As we have described, the complex $\tilde{G}^*$ breaks into subcomplexes $\tilde{G}^*[\chi]$ according to the elements $\chi \in X^*(I)$. The goal of this section will be to reduce the computation of $\tilde{G}^*(\tilde{B})[\chi]$ to the computation of $G^*(\tilde{B}')$ for another exchange matrix $\tilde{B}'$. We note that our proof will use rational exchange matrices as intermediate steps, but our main result (Theorem 5.12) gives a matrix with integer entries. Throughout this section, fix an exchange matrix $\tilde{B}$ and an element $\chi \in X^*$, and we write $B$ for the top part of $\tilde{B}$.

We first note a case in which $\tilde{G}^*[\chi]$ is quite trivial.

Lemma 5.13. Let $\chi$ be an element of $X^*$ which is not contained in $X^*(I)$ for any anticlique $I$. Then $\tilde{G}^*[\chi]$ is the zero complex, and the $\chi$-eigenspace of $H^*(A)$, for the action of $Aut(A)$, is trivial.

An example of a cluster variety for which the hypothesis of this lemma occurs is the cluster variety with exchange matrix $[\begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix}]$: The group $X^*$ is $(\mathbb{Z}/2\mathbb{Z}) \times (\mathbb{Z}/2\mathbb{Z})$; the anticliques are $\emptyset$, $\{1\}$ and $\{2\}$, and the corresponding subgroups are $\{0\} \times \{0\}$, $\{0\} \times (\mathbb{Z}/2\mathbb{Z})$ and $(\mathbb{Z}/2\mathbb{Z}) \times \{0\}$, so the element $(1,1)$ is not in any of these groups.

Proof. In the formula $\tilde{G}^ps = \bigoplus_{I \in \mathcal{I}_p} (G^I)^* \otimes \mathbb{C}[X^*(I)]$, we only get a contribution to the degree $\chi$ if $\chi \in X^*(I)$. So, if $\chi$ is not contained in any $X^*(I)$, then $\tilde{G}^*[\chi] = 0$. The $\chi$-eigenspace of $H^*(A)$ on $Aut(A)$ is computed by the cohomology of $\tilde{G}^*[\chi]$. 

Now, suppose that $\chi$ is an element of $X^*$ which does lie in some $X^*(I)$. By Lemma 3.8 there is a minimal anticlique $J(\chi)$ such that $\chi \in X^*(I)$ if and only if $I \supseteq J(\chi)$. Define 

$$K(\chi) = \{i \in [n] \mid J(\chi) \cup I \ni j \Rightarrow \tilde{B}_{ij} = 0 \text{ for all } j \in J(\chi)\}.$$ 

So $\tilde{B}$ has zeroes in the positions shown below, where we have ordered the rows and columns as $J(\chi)$, then $K(\chi)$, then other mutable elements, then (in the case of rows) other mutable rows:

$$\tilde{B} = \begin{bmatrix} 0 & 0 & * \\ 0 & B' & * \\ * & * & * \end{bmatrix}$$
Here is our main result:

**Theorem 5.14.** With notation as above, let \( k = |J(\chi)| \) and let \( B' \) be the skew symmetric matrix obtained by restricting \( B \) to the rows and columns indexed by \( K(\chi) \). Let \( \tilde{B}' \) be any full rank exchange matrix whose top part is \( B' \) and has the same number of rows as \( \tilde{B} \). Then the complex \( G^\bullet \oplus k, s \oplus k [\chi] \) is isomorphic to \( G^\bullet, s (\tilde{B}') \).

**Proof.** As an intermediate step, let \( \tilde{B}'' \) be the the matrix obtained from \( \tilde{B} \) by taking the columns indexed by \( J(\chi) \cup K(\chi) \), so the rows indexed by \( [n] \setminus (J(\chi) \cup K(\chi)) \) are relabeled as frozen. We get summands of \( G^\bullet [\chi] \) from those anticliques \( I \) with \( I \supseteq J(\chi) \). All of these anticliques are contained in \( J(\chi) \cup K(\chi) \). Choosing to delete a column indexed by some \( i \notin I \) does not change \( G^I \). So we can delete the columns indexed by \( [n] \setminus (J(\chi) \cup K(\chi)) \) without changing the complex at all. Write \( B'' \) for the mutable part of \( \tilde{B}'' \).

We have thus reduced our attention to matrices of the form below, where the rows and columns are ordered with \( J(\chi) \) first, then \( K(\chi) \), and then (in the case of rows) the frozen rows:

\[
\tilde{B}'' = \begin{bmatrix}
0 & 0 \\
0 & B' \\
* & *
\end{bmatrix}
\]

The degree \( \chi \) part is the subcomplex of \( G^\bullet (\tilde{B}'') \) on those anticliques containing \( J(\chi) \).

We now apply Lemma 6.12 to each of the columns indexed by \( J(\chi) \). This shows that the subcomplex of \( G^\bullet (\tilde{B}'') \) on those anticliques containing \( J(\chi) \) is the complex \( G^\bullet (\tilde{B}') \), with appropriate shifts of cohomological degree and grading, as required. \( \square \)

Therefore, we will focus on computing \( G^\bullet (\tilde{B}) \) in the rest of the paper, and we will use Lemma 5.11 to focus on the mutable part of \( \tilde{B} \).

6. **Filtration of the Gysin Complex**

We remind the reader of the notation \( \theta(A, I) \) from Section 4. So \( G^I \) is spanned by \( \{ \theta(A, I) \}_{A \subseteq [n+m] \setminus I} \). We now introduce a filtration of the complex \( G^\bullet \) by the number of mutable elements in \( A \): let \( F^0 G^I \) be the subspace of \( G^I \) spanned by \( \theta(A, I) \) for \( |A \cap [n]| + |I| \geq e \). We set \( F^0 G^\bullet \) to be the subspace of \( G^\bullet \) spanned by the \( F^e G^I \), as \( I \) ranges over all anticliques. Clearly, \( F^0 G^\bullet \supseteq F^1 G^\bullet \supseteq \cdots \).

**Lemma 6.1.** The subspace \( F^0 G^\bullet \) is a subcomplex.

**Proof.** This is clear from the formula in Lemma 4.2: we have \( |(A \setminus \{ j \}) \cap [n]| = |A \cap [n]| - 1 \) and \( |J| = |I| + 1 \), so \( |(A \setminus \{ j \}) \cap [n]| + |J| = |A| + |I| \). \( \square \)

As in Section 4, let \( N \) be a map from anticliques to subsets of \( [n+m] \) such that \( \tilde{B}_{N(I), I} \) is invertible for all anticliques \( I \). We showed in Lemma 4.4 that \( \{ \theta(A, I) : A \subseteq I \cup N(I) \} \) is a basis of \( G^I \). We now show that, if \( N(I) \) is well chosen, this basis respects the filtration \( F^e G^I \) of \( G^I \).

**Lemma 6.2.** Let \( I \in \mathcal{I} \) be an anticlique. Suppose that we have chosen \( N(I) \) such that \( |N(I) \cap [n]| \) is as small as possible, meaning that, for any subset \( R \) of \( [n+m] \) such that \( \tilde{B}_{RI} \) is invertible, we have \( |R \cap [n]| \geq |N(I) \cap [n]| \). Then \( \{ \theta(A, I) : |A \cap [n]| + |I| \geq e, A \subseteq [n+m] \setminus (I \cup N(I)) \} \) is a basis of \( F^e G^I \).
Proof. By Lemma 4.1, \( \{ \theta(A, I) : A \subseteq [n+m] \setminus (I \cup N(I)) \} \) is linearly independent, so the subset listed above is as well. Clearly, all the listed basis elements are in \( F^e G^I \). What remains is to show that these span \( F^e G^I \). In other words, we need to show that, for any \( A \subseteq [n+m] \setminus I \), we can write \( \theta(A, I) \) as a linear combination of \( \theta(A', I) \) with \( A' \subseteq [n+m] \setminus (I \cup N(I)) \) and \( |A' \cap [n]| \geq |A \cap [n]| \).

Let \( \tilde{B}_{II} \) denote the \( i \)-th row of the matrix \( \tilde{B}_I \). The vectors \( \{ \tilde{B}_{II} : i \in N(I) \} \) must be a basis of \( \mathbb{Q}^I \). Since we chose \([n] \cap N(I)\) as small as possible, we have that \([n+1, n+m] \cap N(I)\) is as large as possible, so \( \tilde{B}_{N(I) \cap [n+1, n+m]} \) must have the same rank as \( \tilde{B}_{[n+1, n+m]} \). In other words, for any \( j \in [n+1, n+m] \), the row \( \tilde{B}_{jj} \) must be in the span of \( \{ \tilde{B}_{II} : i \in N(I) \cap [n+1, n+m] \} \).

Let \( C = \tilde{B}_I (\tilde{B}_{N(I)I})^{-1} \), and let \( C_j \) be the \( j \)-th row of \( C \). The matrix \( C \) has an identity matrix in positions \( N(I) \times I \). Partition \( I = I_1 \cup I_2 \), where the 1’s of this identity matrix in the columns indexed by \( I_1 \) lie in mutable rows and the 1’s in the columns indexed by \( I_2 \) lie in frozen rows. Since \( C \) is obtained from \( \tilde{B}_I \) by right multiplying by an invertible matrix, the relations between the rows of \( C \) are the same as those between the rows of \( \tilde{B} \). Thus, for any \( j \in [n+1, n+m] \), the row \( C_j \) must be in the span of \( \{ C_i : i \in N(I) \cap [n+1, n+m] \} \). Since \( C \) has an identity matrix in positions \( N(I) \times I \), this means that \( C_{[n+1, n+m], I_1} \) must be 0. Each column of \( C \) gives a linear relation between the \( \text{dlog} x_i \), so we deduce that, if \( i \in N(I) \cap [n] \), then \( \text{dlog} x_i \) is a linear combination of \( \{ \text{dlog} x_j : j \in [n] \setminus N(I) \} \). Meanwhile, if \( i \in N(I) \cap [n+1, n+m] \), then \( \text{dlog} x_i \) is a linear combination of \( \{ \text{dlog} x_j : j \in [n+m] \setminus N(I) \} \).

We now return to the goal from the first paragraph: writing \( \theta(A, I) \) as a linear combination of \( \theta(A', I) \) with \( A' \subseteq [n+m] \setminus (I \cup N(I)) \) and \( |A' \cap [n]| \geq |A \cap [n]| \). Indeed, we can use the relations from the previous paragraph to replace each \( \text{dlog} x_a \) for \( a \in A \cap N(I) \cap [n] \) by a linear combination of \( \{ \text{dlog} x_j : j \in [n] \setminus N(I) \} \), and to replace \( \text{dlog} x_a \) for \( a \in A \cap N(I) \cap [n+1, n+m] \) by a linear combination of \( \{ \text{dlog} x_j : j \in [n+m] \setminus N(I) \} \). Expanding the wedge of these replaced 1-forms gives the required expression for \( \theta(A, I) \).

The filtered complex \( F^e G^* \) simplifies significantly if \( \tilde{B} \) has principal coefficients, as we now discuss.

7. Principal coefficient case

7.1. Reduction to principal coefficients. Up to torus factors, any acyclic cluster variety of really full rank is isomorphic to the cluster variety with principal coefficients of the same exchange type.

Proposition 7.1 ([LS Proposition 5.11]). Let \( \mathcal{A}(\tilde{B}) \) be an acyclic cluster variety of really full rank and let \( B \) be the top part of extended exchange matrix \( \tilde{B} \). Then for some \( a, b \) we have \( \mathcal{A}(\tilde{B}) \times (\mathbb{G}_m)^a \cong \mathcal{A}(B_{\text{prin}}) \times (\mathbb{G}_m)^b \).

Using Proposition 7.1, we reduce the study of cluster algebras with really full rank to the study of cluster varieties with principal coefficients. We remind the reader that, in Theorem 5.14, we have already reduced the study of full rank cluster algebras to the study of really full rank cluster algebras.

7.2. Relation to cohomology of the independence complex. We now assume that \( \mathcal{A} = \mathcal{A}(B_{\text{prin}}) \) is an acyclic cluster variety with principal coefficients. Thus \( m = n \), and we have cluster variables \( x_1, \ldots, x_n \) and frozen variables \( x_{n+1} = y_1, \ldots, x_{2m} = y_n \). For any subset \( I \) of \( [n] \), we take \( N(I) = \{ i + n : i \in I \} \), so \( \tilde{B}_{N(I)}, I \) is an identity matrix. Thus, our basis of
The filtration $F^•G^•$ is by the cardinality of $C \cup I$.

Let $\text{gr}G^• = \text{gr}_F G^•$ be the associated graded complex of the filtered complex $F^•G^•$. The differential $\partial$ of $\text{gr}G^•$ is given by

$$\partial(\theta(C,D,I)) = \sum_{c \in C \setminus D, \ I \subseteq I} \pm \theta(C \setminus c, D, I \cup c).$$

We see from this equation that these maps preserve the values of $D$ and of $C \cup I$. Let $\text{gr}G^•(D,E)$ be the subcomplex where we fix $D$ and fix the value of $C \cup I$ to be $E$. Recall that $C \cap I = \emptyset$, so $E = C \cup I$.

Since the maps in $G^•$ preserve the mixed Hodge structure, the maps in the associated graded complex also preserve the associated graded mixed Hodge structure. Recall that $\theta(C,D,I)$ is in mixed Hodge degree $(s,s)$ for $s = |C| + |D| + |I| = |D| + |E|$. So the complex $\text{gr}G^•(D,E)$ is in mixed Hodge degree $(s,s)$ for $s = |D| + |E|$. The complex $\text{gr}G^•(D,E)$ has one term for each anticlique $I$ obeying $I \subseteq E \setminus D$. In other words, writing $\Gamma|_{E \setminus D}$ for the subgraph of $\Gamma$ induced on the vertices $E \setminus D$, the complex $\text{gr}G^•(D,E)$ computes the reduced cohomology of the simplicial complex $\mathcal{I}(E \setminus D)$. We record the details below.

**Theorem 7.2.** We have

$$H^k(\text{gr}G^•(D,E)) \cong \tilde{H}^{k-1}(\mathcal{I}(E \setminus D))$$

where $\tilde{H}$ denotes reduced cohomology, and we use the convention that $\tilde{H}^{-1}(\emptyset) = \mathbb{C}$ and $\tilde{H}^{-1}(\Delta) = 0$ for every other simplicial complex.

We therefore pause to discuss results on the topology of independence complexes.

### 7.3. Cohomology of independence complexes.

Let $G$ be a finite undirected graph. The independence complex $\mathcal{I}(G)$ is the simplicial complex on the vertex set $V(G)$ whose faces are the independent sets in $G$.

For a general graph $G$, the independence complex $\mathcal{I}(G)$ can have the homotopy type of any finite simplicial complex. Indeed, let $\Delta$ be a finite simplicial complex and let $\text{Bary}(\Delta)$ be the first barycentric subdivision of $\Delta$. Let $G$ be the graph whose vertex set is the vertices of $\text{Bary}(\Delta)$ and whose edges are the non-edges in the 1-skeleton of $\text{Bary}(\Delta)$. Then $\mathcal{I}(G) \cong \text{Bary}(\Delta)$, which is homotopy equivalent to $\Delta$. Nonetheless, there are interesting results about the topology of $\mathcal{I}(G)$, which we now describe.

Let $\Delta_1$ and $\Delta_2$ be two simplicial complexes on disjoint vertex sets. The *join* $\Delta_1 \ast \Delta_2$ has faces $F = F_1 \cup F_2$, where $F_i \in \Delta_i$. G^I$ is indexed by subsets $A$ of $[2n] \setminus (I \cup N(I))$. It will be convenient to decompose such an $A$ as $C \cup (D + n)$ where $C = A \cap [n]$ and where $D = \{d \in [n] : d + n \in A\}$. So $C$ and $D$ are subsets of $[n] \setminus I$. Our basis of $G^I$ thus consists of the forms

$$\theta(C,D,I) := \bigwedge_{c \in C} \log(x_c) \wedge \bigwedge_{d \in D} \log(y_d) \wedge \bigwedge_{i \in I} \alpha_i$$

where $C \cap I = D \cap I = \emptyset$.

Here, the factors are wedged together in the natural increasing order on $C$, $D$, and $I$.

The differential $\partial$ of $G^•$ sends

$$\theta(C,D,I) \mapsto \sum_{c \in C, I \subseteq I} \begin{cases} \pm \theta(C \setminus c, D, I \cup c) & \text{if } c \not\in D \\ \sum_{d \in [n] \setminus C} \pm \theta(C \cup d \setminus c, D \setminus c, I \cup c) & \text{if } c \in D \end{cases}.$$
Proposition 7.3. Suppose $G$ is the disjoint union of $G_1$ and $G_2$. Then

(12) $\mathcal{I}(G) = \mathcal{I}(G_1) \ast \mathcal{I}(G_2)$.

Note that the join $S^a \ast S^b$ of two spheres is itself a sphere $S^{a+b+1}$.

Corollary 7.4. Suppose that $G$ contains an isolated vertex $v$. Then $\mathcal{I}(G)$ is contractible and $\tilde{H}^*(\mathcal{I}(G)) = 0$.

Proof. In this case, $\mathcal{I}(G)$ is the join of $\mathcal{I}(G \setminus v)$ with a point, and is thus the cone over $\mathcal{I}(G \setminus v)$. \qed

The following result is Theorem 7.1 in the preprint \cite{MT1}; it does not appear in the published version \cite{MT2}.

Proposition 7.5. Let $G$ be a graph with $m$ vertices. Then $\tilde{H}^r(\mathcal{I}(G))$ vanishes for $r > m/2 - 1$.

Proof. The proof is by induction on $m$. The base cases $m = 0$ and $m = 1$ are clear. Suppose $m \geq 2$. If $G$ has isolated vertices then by Corollary 7.4 we have $\tilde{H}^*(\mathcal{I}(G)) = 0$, so the result holds. If not, let $(u, v)$ be an edge of $G$. Let $G_u$, $G_v$ and $G_{uv}$ be the graphs where we restrict $G$ to the vertex sets $[m] \setminus u$, $[m] \setminus v$ and $[m] \setminus \{u, v\}$. Then $\mathcal{I}(G) = \mathcal{I}(G_u) \cup \mathcal{I}(G_v)$, and $\mathcal{I}(G_{uv}) = \mathcal{I}(G_u) \cap \mathcal{I}(G_v)$. Writing out the Mayer-Vietores sequence, $\tilde{H}^r(\mathcal{I}(G))$ sits between $\tilde{H}^{r-1}(G_{uv})$ and $\tilde{H}^r(G_u) \oplus \tilde{H}^r(G_v)$. When $r > m/2 - 1$, all three of these cohomology groups vanish by induction, and therefore so does $\tilde{H}^r(\mathcal{I}(G))$. \qed

We note that $\tilde{H}^{m/2}(\mathcal{I}(G)) = \mathbb{C}$ if $G$ is a union of $m/2$ disjoint edges, in which case $\mathcal{I}(G)$ is the boundary of an $m$-dimensional cross polytope, so this bound is optimal. Tracing through the proof, this is the only case where $\tilde{H}^{m/2}(\mathcal{I}(G))$ is nonzero. We now record some interesting results due to Ehrenborg and Hetyei and to Kozlov.

Proposition 7.6 (\cite{EH} Corollary 6.1). Let $F$ be a forest. Then $\mathcal{I}(F)$ is either contractible or homotopy-equivalent to a sphere.

Let $F$ be a forest and $x \in V(F)$. Then denote by $F_{x,h}$ the forest obtained by adding a path of length $h$ to the vertex $x$. Thus $F_{x,0} = F$. Also, let $F_{x,h,h'} := (F_{x,h})_{x,h'}$. Then Ehrenborg and Hetyei show the following homotopy equivalences that recursively compute the homotopy type of independence complexes of forests.

Proposition 7.7 (\cite{EH}). (EH1) $\mathcal{I}(F_{x,1,1}) \simeq \mathcal{I}(F_{x,1})$

(EH2) $\mathcal{I}(F_{x,3}) \simeq \Sigma(F)$

(EH3) $\mathcal{I}(F_{x,2,2}) \simeq \Sigma(F_{x,2})$

(EH4) $\mathcal{I}(F_{x,2,1})$ is contractible.

Here $\Sigma\Delta$ denotes the suspension of $\Delta$.

Thus, if $\Gamma$ is a forest, then every independence complex which arises in Theorem 7.2 will be contractible or a sphere. We mention what this result gives us for paths:

Corollary 7.8. Suppose that $G = P_n$ is a path of length $n$. Then $\mathcal{I}(P_n)$ is contractible if $n = 3k$ and it is homotopy equivalent to $S^k$ if $n = 3k + 1$ or $n = 3k + 2$.

In contrast to forests, we have the following result for cycles.
Proposition 7.9 ([Koz Proposition 5.2]). Let $C_m$ be an $m$-cycle. Then the homotopy type of $\mathcal{I}(C_m)$ is given by

$$\mathcal{I}(C_m) \simeq \begin{cases} S^{k-1} \vee S^{k-1} & \text{if } m = 3k, \\ S^{k-1} & \text{if } m = 3k \pm 1. \end{cases}$$

7.4. Vanishing of mixed Hodge numbers. We now prove Theorem 1.3 stated in the introduction.

Theorem 7.10. Suppose $\mathcal{A}$ is an acyclic cluster variety of really full rank. Then $H^{k,(s,s)}(\mathcal{A}) = 0$ for $s < (2/3)k$.

Proof. By Proposition 7.1, we reduce to the principal coefficient case.

Fix $s$. According to Theorem 5.8, the $(s,s)$ part of $H^k(\mathcal{A})$ comes from $G^{s,s}$. The term $\theta(C,D,I)$ lives in degree $|C| + |D| + |I| = |D| + |E|$, so all contributions from $\text{gr} G^e(D,E)$ will live in mixed Hodge degree $(s,s)$ for $s = |D| + |E|$. Now, $|E \setminus D| \leq |E| \leq |D| + |E|$. So $(s,s)$ terms only come from $\text{gr} G^e(D,E)$ in cases where $|E \setminus D| < s$.

By Proposition 7.5, $H^r(\text{gr} G^e(D,E))$ vanishes for $r > |E \setminus D|/2$. It follows that the group $H^r(\text{gr} G^e(D,E))$ vanishes if $r > s/2$. Undoing the filtration, we see that $H^r(G^{s,s})$ vanishes for $r > s/2$. Putting $r = k - s$, we deduce from Theorem 5.8 that $H^{k,(s,s)}(\mathcal{A}) = 0$ for $k - s > s/2$ or, in other words, for $s < (2/3)k$. \qed

Remark 7.11. In the boundary case $s = (2/3)k$, we have that $H^{k,(s,s)}(\mathcal{A})$ is spanned by the terms where $D = \emptyset$ and $\Gamma|_E$ is a disjoint union of $s/2$ edges. We expect that $H^3(2,2\chi)^{(t)}$ vanishes by image of the $t$-fold cup product map $H^3(2,2\chi)^{(t)} \to H^3(2,2\chi)^{(t)}(\mathcal{A})$. We will show that $H^3(2,2\chi)^{(t)}(\mathcal{A}) \cong H^1(\Gamma)$ in Proposition 9.4.

Remark 7.12. A similar vanishing holds for $H^*(\mathcal{A})[\chi]$, for $\chi \in X^*$ and $\mathcal{A}$ any full rank acyclic cluster variety. In this case, the degrees are shifted by $|J(\chi)|$.

8. The spectral sequence of the filtered complex $F^e G^e$

8.1. A spectral sequence. We continue to assume that $\mathcal{A}$ has principal coefficients. The filtration $F^e G^e$ of the complex $G^e$ gives a spectral sequence $E^e_{r,Filtration}$ (not to be confused with the spectral sequence $E^e_{r,Gysin}$ in Section 5) that converges to the cohomology $H^{p+q}(G^e)$. We remark that the spectral sequence $E^e_{r,Filtration}$ is supported in the fourth quadrant, with $e \geq 0$ and $f \leq 0$. This matches standard conventions for the spectral sequence of a filtration; see for example [Stacks Tag 012K]. We will often abbreviate $E^e_{r,Filtration}$ to $E^e_r$ for the rest of this paper, as $E_{r,Filtration}$ will not reoccur.

All of the constructions we are about to make respect the splitting of $G^e = \bigoplus_k G^e,s$, and its associated objects, into mixed Hodge degrees. We will write $E^e_r = \bigoplus_s E^e_{r,s}$. We recall the standard notations for the spectral sequence associated to a filtration $F^e G^e$ on a complex $G^e$. In the $r$-th page $E_r$, the differentials have degree $(r, 1 - r)$. The 0-th page is

$$E^e_0 = \text{gr}^e G^{e,+} := F^e G^{e,+}/F^{e+1} G^{e,+}$$

with vertical differentials those of the associated graded complex

$$\text{gr}^e G^e := \text{gr}^e G^0 \to \text{gr}^e G^1 \to \cdots .$$

So the $E_1$-page is given by

$$E^e_1 = H^{e+1}(\text{gr}^e G^e)$$
with horizontal differentials \( \partial_1 : H^{e+f}(gr^e G^*) \to H^{e+f+1}(gr^{e+1} G^*) \). In general, the \( E_r \)-page is given by

\[
E_r^{ef} = \left\{ x \in F^e G^{e+f} \mid \partial x \in F^{e+f+1} G^{e+f+1} \right\} / F^{e+1} G^{e+f} + \partial (F^{e+r+1} G^{e+f-1}) \cdot
\]

The differential \( \partial_r : E_r^{ef} \to E_r^{e+r,f+1-r} \) is simply that induced by \( \partial : G^* \to G^* \).

8.2. The \( E_0 \)-page and the spaces on the \( E_1 \)-page. Spelling out our definitions, \( E_0 \) sits in the cone \( \{(e, f) : 0 \leq e + f \leq e\} \). A basis for \( E_0^{ef} \) is indexed by triples \((C, D, I)\) where \( |I| = e + f, |C| = -f \) and \( C \cap I = D \cap I = \emptyset \) (so \( |E| = |C| + |I| = e \)). The differential maps are in the vertical direction \((0, 1)\) and, if we restrict ourselves to a vertical line where \( e \) is fixed, we see the cochain complexes for the reduced cohomology of the simplicial complexes \( \mathcal{I}(E \setminus D) \), where \( |E| = e \). The degree \(-1\) part of the cochain complex (which is always \( \mathbb{C} \), since we are using reduced cohomology) is on the line \( e + f = 0 \).

The mixed Hodge degree, \( s \), is \( |D| + |E| = e + |D| \). The cohomology group \( H^k(\mathcal{A}) \) will involve terms with \( k = |C| + |D| + 2|I| = 2e + f + |D| \). We depict \( E_{0,\text{Filtration}} \) in Figure 2.

The spaces on the \( E_1 \) page are the cohomology of the complexes on the \( E_0 \) page, so

\[
E_1^{ef} = \bigoplus_{(D, E)} \tilde{H}^{e+f-1}(\mathcal{I}(E \setminus D)),
\]

and the Deligne splitting is

\[
E_1^{ef,s} = \bigoplus_{(D, E)} \tilde{H}^{e+f-1}(\mathcal{I}(E \setminus D)).
\]

From Proposition 7.5, the page \( E_{1,\text{Filtration}} \) is supported on \( e/2 \leq -f \leq e \). We depict \( E_{1,\text{Filtration}} \) in Figure 3.

8.3. Differentials on the \( E_1 \)-page. We now want to describe the maps \( \partial_1 : E_1^{ef,s} \to E_1^{e+1,f,s} \) on the \( E_1 \) page. This differential \( \partial_1 \) is the sum of maps

\[
\partial_{(D, E) \to (D', E')} : \tilde{H}^{e+f-1}(\mathcal{I}(E \setminus D)) \to \tilde{H}^{e+f}(\mathcal{I}(E' \setminus D')), \tag{13}
\]
\[ e + f = 0 \]

\[ e + 2f = 0 \]

\[ H^e + f - 1 (I(E \setminus D)) \]

\[ e = |E| \]

Figure 3. The page \( E_1 \text{Filtration} \). We have \( s = e + |D| \) and \( k = 2e + f + |D| \).

\[ H^k(I(E \setminus D)) \to H^{k+1}(I(E' \setminus D')) \]

\[ \tilde{H}^k(I(E \setminus D)) \to \tilde{H}^{k+1}(I(E' \setminus D')) \]

\[ k = 2e + f + |D| \]

Figure 4. A Venn diagram depicting \( D, E, a \) and \( b \).

where \( |D'| = |D| - 1 \) and \( |E'| = |E| + 1 \). Here is our main result:

**Theorem 8.1.** If the map \( \partial_{(D,E)\to(D',E')} \) is nonzero, then there are elements \( a \) and \( b \) of \([n] \), with \( a \in D \cap E \), \( b \in [n] \setminus (D \cup E) \) and \( B_{ab} \neq 0 \), such that \( D' = D \setminus \{a\} \) and \( E' = E \cup \{b\} \). In that case, we will have \( I(E' \setminus D') = I(E \setminus D') \cup I(E' \setminus D) \) and \( I(E \setminus D) = I(E \setminus D') \cap I(E' \setminus D) \).

The map \( \partial_{(D,E)\to(D',E')} : \tilde{H}^k(I(E \setminus D)) \to \tilde{H}^{k+1}(I(E' \setminus D')) \) is \( \pm B_{ab} \) times the boundary map in the Mayer-Vietores sequence coming from the cover \( I(E' \setminus D') = I(E \setminus D') \cup I(E' \setminus D) \).

We depict \( D, E, a \) and \( b \) in a Venn diagram in Figure 4. The boundaries of \( D \) and \( E \) are the rounded rectangles. To form \( D' \) and \( E' \), modify the boundaries of \( D \) and \( E \) to follow the dashed semicircles.

The proof of Theorem 8.1 will occupy the rest of this section.

Let \( \theta(C, D, I) \in F^cG^* \). Define

\[
\partial^{(a)} \theta(C, D, I) = \begin{cases} 
\sum_{b \in [n] \setminus (C \cup I)} \pm B_{ba} \theta(C \cup b \setminus a, D \setminus a, I \cup a) & \text{if } a \in C \cap D \text{ and } I \cup a \in \mathcal{I} \\
0 & \text{otherwise.}
\end{cases}
\]

\[
(14) \quad \partial^{(a)} \theta(C, D, I) = \begin{cases} 
\sum_{b \in [n] \setminus (C \cup I)} \pm B_{ba} \theta(C \cup b \setminus a, D \setminus a, I \cup a) & \text{if } a \in C \cap D \text{ and } I \cup a \in \mathcal{I} \\
0 & \text{otherwise.}
\end{cases}
\]
Lemma 8.2. If the map \( \partial_{(D,E) \to (D',E')} \) is nonzero, then there is some \( a \in D \cap E \) and \( b \in [n] \setminus E \), such that such that \( D' = D \setminus \{a\} \), \( E' = E \cup \{b\} \) and \( B_{ab} \neq 0 \).

Proof. Suppose that \( \partial_{(D,E) \to (D',E')} \) is nonzero. Then there is some \( \theta(C, D, I) \) with \( E = C \cup I \) such that there is a nonzero summand \( B_{ba} \theta(C \cup b \setminus a, D \setminus a, I \cup a) \) in \( \partial \theta(C, D, I) \) with \( D' = D \setminus a \) and \( E' = C \cup I \cup \{b\} = E \cup \{b\} \). Thus, we have deduced that \( D' = D \setminus \{a\} \), that \( a \in D \cap E \) and that \( E' = E \cup \{b\} \). In addition, we have \( B_{ba} \neq 0 \) as required.

What remains is (1) to show that \( \partial_{(D,E) \to (D',E')} \) vanishes if \( b \in D \) and, (2) in the case that \( b \not\in D \), to show that \( \partial_{(D,E) \to (D',E')} \) is related to the Mayer-Vietores sequence as claimed. We tackle the first task now:

Proposition 8.3. Suppose that \( a \in D \cap E \) and \( b \in D \setminus E \). Put \( D' = D \setminus \{a\} \) and \( E' = E \cup \{b\} \). Then \( \partial_{(D,E) \to (D',E')} = 0 \).

Proof. It is convenient to set \( X = E \setminus D \) and \( X' = E' \setminus D' \), so \( X' = X \cup \{a\} \). Thus we are discussing a map from \( \tilde{H}^k(\mathcal{I}(X)) \) to \( \tilde{H}^{k+1}(\mathcal{I}(X')) \).

Let \( \psi \in C^k(\mathcal{I}(X)) \) represent a class in \( H^k(\mathcal{I}(X)) \). We may view \( \psi \) also as a cocahn on \( \mathcal{I}(X') \), which we denote \( \psi' \in C^k(\mathcal{I}(X')) \). Let \( \psi_I \) denote the cochain taking the value one \( J \) and the value 0 on all other \( J' \neq J \). By assumption, \( \partial \psi = 0 \in C^{k+1}(\mathcal{I}(X)) \), so if \( \psi = \sum_I z_I \psi_I \) then we must have

\[
\partial \psi' = \sum_{I \cap N \{a\} = \emptyset} \pm z_I \psi_{I \cup \{a\}}.
\]

The cochain \( \partial \psi' \) is tautologically 0 in \( H^{k+1}(\mathcal{I}(X')) \). Up to an overall factor of \( \pm \tilde{B}_{ba} \), this is the image of \( \psi \in H^k(\mathcal{I}(X)) \) under the map \( \partial_{(D,E) \to (D',E')} \). Thus \( \partial_{(D,E) \to (D',E')} = 0 \).

Thus, the only nonzero maps are in the case \( D' = D \setminus \{a\} \) and \( E' = E \cup \{b\} \) for \( a \in D \cap E \) and \( b \in [n] \setminus (D \cup E) \), and \( B_{ba} \neq 0 \). We have thus established all the vanishing claims from Theorem 8.1. It remains to relate \( \partial_{(D,E) \to (D',E')} \) to the Mayer-Vietores map.

We abbreviate \( X := E \setminus D \). So \( E \setminus D' = X \cup \{a\} \), \( E' \setminus D = X \cup \{b\} \) and \( E' \setminus D' = X \cup \{a, b\} \). We note that the condition \( \tilde{B}_{ba} \neq 0 \) is equivalent to saying that \( (a, b) \) is an edge of \( \Gamma \), so no independence set in \( E' \setminus D' \) contains both \( a \) and \( b \). So we have

\[
\mathcal{I}(X \cup \{a, b\}) = \mathcal{I}(X \cup \{a\}) \cup \mathcal{I}(X \cup \{b\}) \quad \text{and} \quad \mathcal{I}(X) = \mathcal{I}(X \cup \{a\}) \cap \mathcal{I}(X \cup \{b\}).
\]

Thus, the Mayer-Vietores sequence in Theorem 8.1 makes sense, and it remains to compare the map \( \partial_{(D,E) \to (D',E')} \) to the boundary map \( \delta \) from the Mayer-Vietores sequence.

The Mayer-Vietores map \( \tilde{H}^k(\mathcal{I}(X)) \to \tilde{H}^{k+1}(\mathcal{I}(X \cup \{a, b\})) \) is defined as follows. Take an element of \( \tilde{H}^k(\mathcal{I}(X)) \) and represent it by a cocycle \( \psi \in C^k(\mathcal{I}(X)) \); in other words, \( \psi \) is a function on \((k+1)\)-element anticliques of \( D \). We define \( \eta \in C^{k+1}(\mathcal{I}(X \cup \{a, b\})) \) roughly as follows:

\[
\eta(I) = \begin{cases} 
\psi(I \cup \{a\}) & \text{if } a \in I \\
0 & \text{if } a \not\in I.
\end{cases}
\]

We say “roughly” because a cocycle is a function on ordered anticliques, which is anti-symmetric with respect to reordering. So, more precisely, we mean that these formulas are
correct if $a$ is the last element of $I$ and $I \setminus \{a\}$ is ordered by the induced order from $I$. Then $\eta$ is a cocycle in $C^{k+1}(\mathcal{I}(X \cup \{a, b\}))$ and represents the image of the Mayer-Vietores map.

We now check that this differs from $\partial_{(D,E)\to(D',E')}[\psi, D, E]$ by a factor of $B_{ba}$. For a cocycle $\psi$, we write $[\psi, D, E]$ for the form $\sum_{I \in \mathcal{I}(D)} \psi(I) \theta(E \setminus I, D, I) \in G^\bullet$. So

$$\partial_{(D,E)\to(D',E')}[\psi, D, E] = \sum_{I \in \mathcal{I}(X) : I \cup e \in \mathcal{I}(X \cup a)} B_{ba} \psi(I) \theta(E \cup b \setminus (I \cup a), D \setminus a, I \cup a).$$

We see that the right hand side is $B_{ba}[\eta, D \setminus a, E \cup b]$ for the $\eta$ described above. This concludes the proof of Theorem 8.1.

8.4. **Frozen classes in the filtration spectral sequence.** In Section 5.4, we saw that the standard classes in $H^*(\mathcal{A})$ came from the $I = \emptyset$ portion of $E_1, \text{Gysin}$. The class $\theta(C, D, \emptyset)$ always lies on the antidiagonal $e + f = 0$ of $E_{r, \text{Filtration}}$, so all the standard classes will lie on this antidiagonal.

**Proposition 8.4.** For all $r \geq 0$, the space $E_{r, \text{Filtration}}^{00}$ is $2^n$ dimensional, with basis the forms $\theta(\emptyset, D, \emptyset)$. The corresponding subspace of $H^*(\mathcal{A})$ is the free exterior algebra on the $d\log y_i$.

**Proof.** The space $E_{r, \text{Filtration}}^{00}$ has basis $\theta(\emptyset, D, \emptyset)$, for $D$ ranging over subsets of $[n]$. Each of these corresponds to the form $\wedge_{i,j \in D} d\log y_j$ on the big cluster torus. Every such form maps to 0 in $G^{(i)}$ for each singleton $\{i\}$, so in particular it maps to 0 in $F^r G^{(i)}$, and thus all maps out of the $(0, 0)$ position are 0 on the entire spectral sequence. □

8.5. **GSV classes in the filtration spectral sequence.** Let $\Delta$ be a connected component of $\Gamma$. The GSV form $\gamma_\Delta$ is $\sum_{i \in \Delta} d\log x_i \wedge d\log y_i + \sum_{i,j \in \Delta} \tilde{B}_{i,j} d\log x_i \wedge d\log x_j$, where we abuse notation by also writing $\tilde{\Delta}$ for the set of vertices of $\Delta$. The terms in the first sum are in $F^1 G^0$ and the terms in the second sum are in the smaller subspace $F^2 G^0$. So this corresponds to the term $\sum_{i \in \Delta} \theta(\{i\}, \{i\}, \emptyset)$ in $E_{0, \text{Filtration}}^{1(-1)}$. This form survives to all later pages $E_{r, \text{Filtration}}^{1(-1)}$, and so the GSV forms span a subspace of $E_{r, \text{Filtration}}^{1(-1)}$ naturally isomorphic to $H^0(\Gamma)$.

8.6. **Edge classes in the filtration spectral sequence.** Let $(a, b)$ be an edge of $\Gamma$. In Section 5.5, we saw that the edge class $\epsilon_{ab} \in H^{3,2,2}(\mathcal{A})$ was represented by $\theta(A, I)$ with $A = \{a\}$ and $I = \{b\}$. In our current notation for the principal coefficients case, this is called $\theta(\{a\}, \emptyset, \{b\})$. Thus, it arises from $\tilde{H}^0(\mathcal{I}(\{a, b\}))$ in $E_{1, \text{Filtration}}^{2(-1)}$. Since $(a, b)$ is an edge of $\Gamma$, the independence complex $\mathcal{I}(\{a, b\})$ is two points, and $\tilde{H}^0(\mathcal{I}(\{a, b\}))$ is one dimensional, spanned by the edge class $\epsilon_{ab}$.

9. **Small mixed Hodge degrees**

In this section, let $\mathcal{A}$ be an acyclic cluster variety of really full rank. We calculate $H^{s,0,s}(\mathcal{A})$ for small values of $s$. We use Theorem 5.8 and carry out our calculations in the case of principal coefficients, and use Proposition 7.1 to extend to the acyclic really full rank case.

Choose, once and for all, a GSV-form $\gamma_\Gamma$, for each connected component $\Gamma_i$ of $\Gamma$, and let $H^G \subseteq H^{3,2,2}(\mathcal{A})$ be the vector space they span. By the analysis in [LS] Section 9], the $\gamma_{\Gamma_i}$ are linearly independent, and we have an isomorphism $H_{G} \cong H^0(\Gamma)$. Also, let $H_{\text{frozen}} := \bigoplus_{i=1}^m \mathbb{C} \log y_i \subset H^{1,(1,1)}(\mathcal{A})$. 
Remark 9.1. Recall from Theorem 7.1(2) that the top weight cohomology \( H^*(\mathcal{A}) \) is generated by \( H_{GSV} \) and \( H_{frozen} \). It would be interesting to study \( \bigoplus_k H^{k, (k-r,k-r)}(\mathcal{A}) \) as a \( H^*(\mathcal{A})_{st} \)-module; unfortunately, the methods of this paper do not immediately yield this.

9.1. The case \( s = 0 \).

Proposition 9.2. Let \( \mathcal{A} \) be an acyclic cluster variety of really full rank. Then \( H^{*,(0,0)}(\mathcal{A}) = H^{0,(0,0)}(\mathcal{A}) = \mathbb{C} \).

The complex \( G^{*,0} \) is given by
\[
\mathbb{C} \cdot \theta(\emptyset, \emptyset, \emptyset) \to 0 \to 0 \to \cdots
\]
Thus \( H^{*,(0,0)}(\mathcal{A}) = H^{0,(0,0)}(\mathcal{A}) \cong \mathbb{C} \).

9.2. The case \( s = 1 \).

Proposition 9.3. Let \( \mathcal{A} \) be an acyclic cluster variety of really full rank. Then we have \( H^{*,(1,1)}(\mathcal{A}) = H^{1,(1,1)}(\mathcal{A}) = H_{frozen} = \bigoplus_{i=1}^m \mathbb{C} \cdot \text{dlog} y_i \).

Proof. We assume that we are in the principal coefficient case. Our complex is built out of the terms \( \theta(C, D, I) \) with \( |C| + |D| + |I| = |D| + |E| = 1 \). Now if \( (|D|, |E|) = (0, 1) \), then \( \Gamma_{E, D} \) is an isolated vertex, so the complex \( C^{*,1}_{gs}(D, E) \) is exact and does not contribute past page \( E_0 \). So the only contribution is from terms where \( C = I = \emptyset \). These terms are in \( E^{00} \), and we have already computed in Proposition 8.4 that the part of \( E^{00} \) in mixed Hodge degree \( (1, 1) \) is \( \bigoplus_{i=1}^m \mathbb{C} \cdot \text{dlog} y_i \). Proposition 7.1 then lets us transfer this result to any other acyclic really full rank case.

9.3. The case \( s = 2 \).

Proposition 9.4. Let \( \mathcal{A} \) be an acyclic cluster variety of really full rank. Then \( H^{*,(1,1)}(\mathcal{A}) = H^{2,(2,2)}(\mathcal{A}) \oplus H^{3,(2,2)}(\mathcal{A}) \). We have \( H^{2,(2,2)}(\mathcal{A}) \cong \bigwedge^2 H_{frozen} \oplus H_{GSV} \), and \( H^{3,(2,2)}(\mathcal{A}) \cong H^1(\Gamma) \) is spanned by the edge classes.

Using Proposition 7.1, this is deduced from the principal coefficients case.

Proposition 9.5. Let \( \mathcal{A} \) be an acyclic cluster variety with principal coefficients. The spectral sequence \( E_{\text{Filtration}} \) in mixed Hodge degree \( (2, 2) \) stabilizes on page 2. The nonzero terms on this page are \( E^{00,2}_2 \cong \bigwedge^2 H_{frozen} \), \( E^{1(-1),2}_2 = H_{GSV} \cong H^0(\Gamma) \) and \( E^{2(-1),2}_2 \cong H^1(\Gamma) \). These terms are in cohomological degrees 2, 2, and 3 respectively. The space \( H^{3,(2,2)}(\mathcal{A}) \) is spanned by the edge classes.

Proof. We start by looking at the part of \( E_1 = E_{1, \text{Filtration}} \) in mixed Hodge degree \( (2, 2) \). The degree \( (2, 2) \) terms come from pairs \( (D, E) \) with \( |D| + |E| = 2 \), so there are three cases to consider.

If \( |D| = 2 \) and \( |E| = 0 \), then we are in position \( E^{00} \). As we learned from Proposition 8.4, the part of \( E^{00}_r \) in degree \( (2, 2) \) is \( \bigwedge^2 H_{frozen} \) for every \( r \), and the maps from this to every other position in the spectral sequence are 0.

If \( |D| = |E| = 1 \), then \( E \setminus D \) is either a singleton or empty. If \( E \setminus D \) is singleton, then \( I(E \setminus D) \) is contractible, so we get no contribution to \( E_1 \). If \( D = E = \{i\} \), then \( I(E \setminus D) \) is empty, so \( H^{-1} \) is one dimensional. Thus, for each vertex \( i \) of \( \Gamma \), we get a one dimensional summand of \( E^{11} \).
Now, suppose that $|D| = 0$ and $|E| = 2$, say $E = \{a, b\}$. If $(a, b)$ is not an edge of $\Gamma$, then $\mathcal{I}(\{a, b\})$ is contractible and does not contribute to $E_1$. If $(a, b)$ is an edge of $\Gamma$, then $\mathcal{I}(\{a, b\})$ is two points, so $\tilde{H}^0(\mathcal{I}(\{a, b\}))$ is one dimensional. Thus, for each edge vertex $\{a, b\}$ of $\Gamma$, we get a one dimensional summand of $E^{2(-1)}_1$.

In short, we have $E^{00,2}_1 = \wedge^2 H_{\text{frozen}}$, we have $E^{1(-1),2}_1 = \mathbb{C}^{\text{Vertices}(\Gamma)}$ and we have $E^{2(-1),2}_1 = \mathbb{C}^{\text{Edges}(\Gamma)}$. The map out of position $(0,0)$ will be 0 on every page, by Proposition 8.4, so we only need to consider the map between positions $(1, -1)$ and $(2, -1)$; the spectral sequence will then stabilize after that point. From Theorem 8.1, the map $\mathbb{C}^{\text{Vertices}(\Gamma)} \to \mathbb{C}^{\text{Edges}(\Gamma)}$ is the map in the chain complex for the simplicial cohomology of $\Gamma$, followed by multiplying the coordinate of edge $(a, b)$ by $b_{ab}$. So the cohomology of this map is the simplicial cohomology of $\Gamma$, and we obtain that $E^{1(-1),2}_2 \cong H^0(\Gamma)$ and $E^{2(-1),2}_2 \cong H^1(\Gamma)$. It is straightforward to identify $H^0(\Gamma)$ with the span of the GSV classes and $H^1(\Gamma)$ with the span of the edge classes. 

9.4. **The case** $s = 3$. Let $\ell$ denote the number of connected components of $\Gamma$, let $\ell_1$ denote the number of those components that are isolated vertices and let $\Delta(\Gamma)$ denote the number of 3-cycles in $\Gamma$. For $i \in [n]$, let $d_i$ denote the degree of vertex $i$ and let $e_i := \#\{\text{components of } \Gamma \setminus i\} - \#\{\text{components of } \Gamma\}$.

**Proposition 9.6.** Let $A$ be an acyclic cluster variety of really full rank. Then $H^*_{\text{filtration}}(A) = H^{3,(3,3)}(A) \oplus H^{4,(3,3)}(A)$. We have $H^{3,(3,3)}(A) \cong \wedge^3 H_{\text{frozen}} \oplus H_{\text{frozen}} \wedge H_{\text{GSV}}$, and

$$\dim H^{3,(3,3)}(A) = \binom{m}{3} + m\ell - \ell_1$$

$$\dim H^{4,(3,3)}(A) = m \dim H^1(\Gamma) - \sum_i (d_i - e_i + 1) + \binom{d_i}{2} - \Delta(\Gamma) - \sum_i e_i - \ell_1.$$

Using Proposition 7.1, this is deduced from the principal coefficients case.

**Proposition 9.7.** Let $A$ be an acyclic cluster variety with principal coefficients. The spectral sequence $E^i_{\text{Filtration}}$, in mixed Hodge degree $(3,3)$, stabilizes on page $E_3$. The nonzero terms on this page, and their dimensions, are listed below:

- $E^{00,3}_{3,\text{Filtration}} = \wedge^3 H_{\text{frozen}}$
- $E^{1(-1),3}_{3,\text{Filtration}} = H_{\text{frozen}} \wedge H_{\text{GSV}}$
- $E^{2(-1),3}_{3,\text{Filtration}} = H_{\text{frozen}} \wedge H^{3,(2,2)}(A)$

and $E^{3(-2)}_{3,\text{Filtration}} = \bigoplus_i H^1(\Gamma \setminus \{i\})$

$$\dim E^{00,3}_{3,\text{Filtration}} = \binom{n}{3}$$
$$\dim E^{1(-1),3}_{3,\text{Filtration}} = m \ell - \ell_1$$
$$\dim E^{2(-1),3}_{3,\text{Filtration}} = n \dim H^1(\Gamma) - \sum_i (d_i - e_i + 1)$$

$$\dim E^{3(-2)}_{3,\text{Filtration}} = \sum_i \binom{d_i}{2} - \Delta(\Gamma) - \sum_i e_i - \ell_1.$$

These lie in cohomological degrees $3, 3, 4$ and $4$ respectively.

These formulas simplify when $\Gamma$ is a tree with at least 2 vertices; in this case, $\dim E^{00,3}_{3,\text{Filtration}} = \binom{n}{3}$, $\dim E^{1(-1),3}_{3,\text{Filtration}} = n$, $\dim E^{2(-1),3}_{3,\text{Filtration}} = 0$ and $\dim E^{3(-2)}_{3,\text{Filtration}} = \sum_i \binom{d_i}{2}$. In particular, if $\Gamma$ is a tree which is not a path, then $H^{4,(3,3)}(A)$ is nonzero, so we obtain non-standard cohomology in all of these cases.

**Proof.** We begin by computing $E_1 = E_{1,\text{Filtration}}$ in mixed Hodge degree $(3,3)$. We must have $|D| + |E| = 3$.

If $|D| = 3$ and $|E| = 0$, then we obtain $\wedge^3 H_{\text{frozen}}$ in $E^{00,3}_1$. 


If $|D| = 2$ and $E = |1|$, then $\mathcal{I}(E \setminus D)$ is either a single point or empty, according to whether $E \cap D = \emptyset$ or $E \subset D$ respectively. Only the latter case will contribute to $E_1$, and that case contributes in degree $(1, -1)$. So $\dim E_1^{1(-1), 3} = n(n - 1)$, coming from $(D, E)$ of the form $\{(i, j), \{i\}\}$.

If $|D| = 1$ and $E = |2|$, then the only case where $\mathcal{I}(E \setminus D)$ is not contractible is when $E = \{j, k\}$ is an edge of $\Gamma$ and $D = \{i\}$ for $i \not\in \{j, k\}$. These cases contribute in position $E_1^{2(-1), 3}$, coming from $(D, E)$ of the form $\{(j, k), \{i\}\}$.

Finally, we come to the case where $|D| = 0$ and $|E| = 3$. If $\Gamma_E$ has an isolated vertex, then $\mathcal{I}(E)$ is contractible, so we only need to consider the cases where $\Gamma_E$ is a 3-path or a 3-cycle. These cases give rise to the ring of differential forms on $A$ from [LS], the standard cohomology of $A$. Thus, the dimensions of these spaces are $\dim H_{\text{frozen}} \oplus H_{\text{GSV}} \cong \bigwedge^3 H_{\text{frozen}} \oplus H_{\text{GSV}}$. But we also know that $H_{3, (3, 3)}(\mathcal{A})$ is filtered with subquotients $E_3^{00, 3} \cong \bigwedge^3 H_{\text{frozen}}$ and $E_3^{1(1), 3}$. So $E_3^{1(-1), 3}$ must be $H_{\text{frozen}} \oplus H_{\text{GSV}}$.

If $\Gamma'$ is a component of $\Gamma$ which is an isolated vertex $\{i\}$, then $\log y_i \wedge \gamma_{\Gamma'} = 0$. We claim that $H_{\text{frozen}} \wedge H_{\text{GSV}}$ is the quotient of $H_{\text{frozen}} \otimes H_{\text{GSV}}$ by these relations. Indeed, from [LS], the standard cohomology of $\mathcal{A}$ is isomorphic to the ring of differential forms on the big cluster torus generated by the frozen forms and the GSV forms, and it is easy to check that the differential forms $\log y_i \wedge \gamma_{\Gamma_j}$, for $\Gamma_j \neq \{i\}$, are all linearly independent in $\bigwedge^3 \langle \log x_i, \log y_i \rangle$. Thus, $E_3^{1(-1), 3} \cong H_{\text{frozen}} \wedge H_{\text{GSV}}$ must have dimension $\dim H_{\text{frozen}} \otimes H_{\text{GSV}} - \ell_1 = n\ell - \ell_1$, as claimed, and this space will stabilize on all future pages.

Since $\dim E_3^{1(-1), 2} = \ell n + \sum e_i$, we deduce that the rank of the map $E_2^{1(-1), 3} \rightarrow E_2^{3(-2), 3}$ is $\sum e_i + \ell_1$. This means that the cokernel of this map must have dimension $\sum \binom{d_i}{2} - \Delta(\Gamma) - \sum e_i - \ell_1$. We have computed the dimension of $E_3^{3(-2), 3}$, and thus of $E_3^{3(-2), 3}$ on all future pages. 

10. Examples

We suppose that $\mathcal{A}$ has principal coefficients throughout this section.

10.1. Stars. Let $\Gamma = Z_n$ denote the star graph with one central vertex $v_0$ joined to $n - 1$ vertices of degree 1 (so $Z_2$ is a single edge). Every induced subgraph of $Z_n$ is either the empty graph, a positive number of isolated vertices, or the star $Z_m$ for $m \leq n$. The only
nonzero reduced cohomology of \( \mathcal{I} \) in these cases is \( \tilde{H}^{-1}(\mathcal{I}(\emptyset)) \cong \mathbb{C} \) and \( \tilde{H}^0(\mathcal{I}(Z_m)) \cong \mathbb{C} \) whenever \( m \geq 2 \). The latter result is because \( \mathcal{I}(Z_m) \) has the homotopy type of two points (and, in fact, is the disjoint union of an \((m - 1)\)-simplex and an isolated point).

Since the nonzero reduced cohomology of \( \mathcal{I} \) lies in \( \tilde{H}^{-1} \) and \( \tilde{H}^0 \), we see that \( E^{\ast,\ast}_{1,\text{Filtration}} \) is only nonzero for \( 0 \leq e + f \leq 1 \). Specifically, \( E^{e(-e),s}_{1} \) has a basis indexed by pairs \( E \subseteq D \) with \( |E| = e \) and \( s = |D| + |E| \). Meanwhile, \( E^{e(1-e),s}_{1} \) has a basis indexed by pairs \((D, E)\) such that \( |E \setminus D| \geq 2 \), and \( v_0 \in E \setminus D \), with \( |E| = e \) and \( s = |D| + |E| \).

It is convenient to encode the dimensions of the spaces in \( E_1 \) by generating functions.

\[
\sum_{e,s} \dim E^{e(-e),s}_{1} x^e y^e = (1 + x + x^2 y)^n
\]

\[
\sum_{e,s} \dim E^{e(1-e),s}_{1} x^e y^e = xy(1+x)^{n-1}(1+xy)^{n-1} - xy(1+x+x^2 y)^{n-1}.
\]

Plugging in \( y = 1 \), we obtain:

\[
\sum_{e,s} \dim E^{e(-e),s}_{1} x^e = (1 + x + x^2)^n
\]

\[
\sum_{e,s} \dim E^{e(1-e),s}_{1} x^e = x(1+x)^{2n-2} - x(1+x+x^2)^{n-1}.
\]

When the spectral sequence eventually stabilizes, the only nonzero cohomology will be in \( H^{s,(s,s)}(\mathcal{A}) \) and \( H^{s+1,(s,s)}(\mathcal{A}) \), with \( \dim H^{s,(s,s)}(\mathcal{A}) = \sum_e \dim E^{e(-e),s}_{\infty} \) and \( \dim H^{s+1,(s,s)}(\mathcal{A}) = \sum_e \dim E^{e(1-e),s}_{\infty} \). We therefore obtain

\[
\sum_s \dim H^{s,(s,s)}(\mathcal{A}) x^s - \sum_s \dim H^{s+1,(s,s)}(\mathcal{A}) x^s = (1+x+x^2)^n - x(1+x)^{2n-2} + x(1+x+x^2)^{n-1}.
\]

By Theorem 5.1, we have

\[
\sum_{s \geq 0} \dim(H^{s,(s,s)}(\mathcal{A})) x^s = (1+x)^{n-1}(1+x + x^2 + \cdots + x^{n+1}).
\]

so

\[
\sum_{s \geq 0} \dim H^{s+1,(s,s)}(\mathcal{A}) x^s = x(1+x)^{2n-2} - (1+x)^2(1+x+x^2)^{n-1} + (1+x)^{n-1}(1+x+x^2+\cdots + x^{n+1}).
\]

For \( n = 3 \), this generating function \( \sum_{s \geq 0} \dim H^{s+1,(s,s)}(\mathcal{A}) x^s \) is 0. For \( n = 4 \), we get \( x^3 + 2x^4 + x^5 \), and for \( n = 5 \) we get \( 3x^3 + 11x^4 + 16x^5 + 11x^6 + 3x^7 \). The palindromicity of these polynomials agrees with the curious Lefschetz theorem [LS]. The coefficient of \( x^3 \) is equal to \( \binom{n-2}{2} \), agreeing with Proposition 9.7.

### 10.2. Paths

Let \( \Gamma = A_n \) be a path on \( n \) vertices. By Theorem 5.1(4), we have \( H^\ast(\mathcal{A}) = \bigoplus H^{s,(s,s)}(\mathcal{A}) \). The spectral sequence \( E^{pq}_{\ast,\ast} \) of the filtered complex \( F^\ast G^\ast \) is however quite complicated. The \( E_1 \)-page is the direct sum \( E^{\ast-\ast}_{1} \oplus E^{1-\ast}_{1} \oplus E^{2-\ast}_{1} \oplus \cdots \). The group \( E^{\ast-\ast}_{1} \) is the sum of \( \tilde{H}^{-1}(\emptyset) \cong \mathbb{C} \) over all \((B, C)\) such that \( C \subseteq B \). The group \( E^{1-\ast}_{1} \) is the sum of \( \tilde{H}^{-1}(S^t) \cong \mathbb{C} \) over all \((B, C)\) such that \( \mathcal{I}(C \setminus B) \) is a sphere of dimension \( t - 1 \). By Proposition 7.3 and Corollary 7.8, this happens exactly when \( \Gamma \setminus B \) is a disjoint union of paths \( P_{a_1}, P_{a_2}, \ldots, P_{a_r} \), where \( a_i \in \{3k_i + 1, 3k_i + 2\} \) and \( k_1 + k_2 + \cdots + k_r + r = t \). It is not clear to us on what page \( E_{\text{Filtration}} \) collapses for the path.
10.3. **Forests.** Let $\Gamma$ be a forest, so every induced subgraph $F$ of $\Gamma$ is also a forest. By Proposition 7.7, $\mathcal{I}(F)$ is either contractible, or a sphere. So, for all subsets $D$ and $E$ of $[n]$, $\mathcal{I}(E \setminus D)$ only has reduced cohomology in at most one degree, and this reduced cohomology has dimension 1. So the $E_1$ page has one basis element indexed by each pair $(D, E)$ for which $\mathcal{I}(E \setminus D)$ is a sphere.

We can also understand the maps on the $E_1$-page, using Theorem 8.1. Let $(x, y)$ be an edge of $\Gamma$, let $F$ be a subforest of $\Gamma \setminus \{x, y\}$ and let $F'$ be the forest induced on the vertices of $F \cup \{x, y\}$. Let $T'$ be the component of $F'$ containing the edge $(x, y)$ and let $T$ be the forest $T' \setminus \{x, y\}$. We’d like to understand the Mayer-Vietores map $\tilde{H}^r(\mathcal{I}(F)) \to \tilde{H}^{r+1}(\mathcal{I}(F'))$; by Proposition 7.3, this is the join of the map $\tilde{H}^r(\mathcal{I}(T)) \to \tilde{H}^{r+1}(\mathcal{I}(T'))$ with a fixed other factor coming from the other components of $F'$.

One can check that all of the homotopy equivalences in Proposition 7.7 commute with Mayer-Vietores maps. Repeatedly using these equivalences to eliminate vertices of $F'$ other than $x$ and $y$, we may assume that $F'$ is a path of length $a + b + 1$, with $(x, y)$ the $(a + 1)$st edge, and $0 \leq a, b \leq 2$. Checking these cases, we obtain:

**Proposition 10.1.** Let $T'$ be a path of length $a + b + 1$ and let $(x, y)$ be the $(a + 1)$st edge of $T'$, for $0 \leq a, b \leq 2$. Let $T$ be the forest $T' \setminus \{x, y\}$. Then the Mayer-Vietores map $\tilde{H}^r(\mathcal{I}(T)) \to \tilde{H}^{r+1}(\mathcal{I}(T'))$ is an isomorphism $\tilde{H}^1 \to \tilde{H}^0$ if $a = b = 0$, and is the 0 map otherwise.

**Proof.** If $a = b = 1$, then $T$ has an isolated vertex, so $\mathcal{I}(T)$ is contractible by Corollary 7.4. If $(a, b) = (0, 2)$ or $(2, 0)$, then $\mathcal{I}(T')$ is contractible. The remaining cases are $(a, b) = (0, 0)$ or $(2, 2)$.

When $(a, b) = (0, 0)$, the forest $T$ is the empty set so $\mathcal{I}(T) = \emptyset$ and $\tilde{H}^{-1}(\mathcal{I}(T)) = \mathbb{C}$; meanwhile, the forest $T'$ is a single edge, so $\mathcal{I}(T')$ is two points and $\tilde{H}^0(\mathcal{I}(T')) = \mathbb{C}$. The Mayer-Vietores cover in question is covering the two points $\{x, y\}$ of $\mathcal{I}(T')$ by $\{x\}$ and by $\{y\}$, and the map is an isomorphism.

When $(a, b) = (2, 2)$, the only non-vanishing cohomology groups are $\tilde{H}^1(\mathcal{I}(T)) \cong \tilde{H}^1(\mathcal{I}(T'))$, so these cannot be connected by a Mayer-Vietores map. \qed

This makes it tractable to write down $E_{1\text{ filtration}}$ in practice. We have little understanding of the maps on the later pages.
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