Learning Global and Local Features of Normal Brain Anatomy for Unsupervised Abnormality Detection
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Abstract—In real-world clinical practice, overlooking unanticipated findings can result in serious consequences. However, supervised learning, which is the foundation for the current success of deep learning, only encourages models to identify abnormalities that are defined in datasets in advance. Therefore, abnormality detection must be implemented in medical images that are not limited to a specific disease category. In this study, we demonstrate an unsupervised learning framework for pixel-wise abnormality detection in brain magnetic resonance imaging captured from a patient population with metastatic brain tumor. Our concept is as follows: If an image reconstruction network can faithfully reproduce the global features of “normal” anatomy, then the “abnormal” lesions in unseen images can be identified based on the local difference from those reconstructed as “normal” by a discriminative network. Both networks are trained on a dataset comprising only normal images without labels. In addition, we devise a metric to evaluate the anatomical fidelity of the reconstructed images and confirm that the overall detection performance is improved when the image reconstruction network achieves a higher score. For evaluation, clinically significant abnormalities are comprehensively segmented. The results show that the area under the receiver operating characteristics curve values for metastatic brain tumors, extracranial metastatic tumors, postoperative cavities, and structural changes are 0.78, 0.61, 0.91, and 0.60, respectively.
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I. INTRODUCTION

In real-world clinical practice, overlooking unanticipated findings can have serious consequences. The recent advances in deep learning have significantly enhanced the practice and research of radiology, and one of the dominant learning frameworks is supervised learning. Supervised learning typically requires a considerable volume of data to which paired labels have been assigned [1]; in other words, these labels must be specifically defined in advance. Furthermore, because the costs associated with expert annotation are high, a dataset that encompasses various diseases is difficult to build. In fact, disease phenotypes are limitless because individually different genetic, environmental, and therapeutic factors affect their complex etiology and clinical courses. Moreover, comorbidities and incidental diseases can cause unexpected changes. Hence, not only to reduce the cost of annotation but also to encompass various diseases with unpredictable abnormalities, abnormality detection must be realized in medical images that are not limited to certain disease categories.

To detect undefined changes in samples, an alternative learning framework, i.e., unsupervised learning, is required. Generally, unsupervised learning techniques aim to help models identify underlying patterns in data without annotation. In medical imaging, the pattern of normal anatomy is typically reflected in a population with a small variation range. In addition, a significant class imbalance exists between normal and abnormal features, i.e., the majority of data pertain to healthy samples, and a limited number of disease samples have a wide range of phenotypic differences. Therefore, by learning normal anatomical features that recursively appear in human anatomy, abnormalities in unseen images can be identified as features deviating from them. This type of outlier detection task, which is based on certain assumptions regarding “normality,” should be formulated as an unsupervised abnormality (anomaly) detection. Such tasks may appear simple; however, they are still technically challenging as machine learning problems [2]. It is difficult to model the distribution of normal features and distinguish abnormal features from the distribution.

When modeling the distribution of normal anatomy, the hierarchical characteristic of abnormalities caused by diseases should be considered. Here, we divide the abnormality in medical images into global and local changes from the normal baseline. Global abnormality occurs when a structure appears in unexpected locations, including structural deviations due
to surgery, trauma, degenerative changes, or compression from space-occupying lesions. Meanwhile, local abnormality appears as a localized lesion that has been replaced by a disease, such as tumor, vascular disease, and inflammation. Occasionally, a single disease is accompanied by both global structural changes and local abnormalities. For example, brain tumors appear as focal changes, and with their enlargement, cause peritumoral edema and compressional deformation of adjacent structures. Therefore, physicians combine global and local features when diagnosing whether an image of interest is abnormal.

In this study, we devise an algorithm for detecting a wide variety of abnormalities without labels, which appear globally or locally in medical images, and report its diagnostic performance based on a real-world dataset.

A. Proposed Methods

The proposed algorithm utilizes a two-step approach to account for both global and local features of medical images. It comprises an image reconstruction network that reproduces the global features of normal anatomy from input images and a discriminative network to identify local deviations of imaging features from reconstructed references. Both networks are trained using only normal images without labels, i.e., the former self-learns a latent distribution of image-level normal anatomy, whereas the latter self-learns a latent distribution of patch-level normal anatomy.

A faithful reconstruction of normal anatomy on an image-by-image basis is required in the image reconstruction network. Hence, we first introduce a variational autoencoder (VAE)\([3,4]\), which is an extended framework of the VAE. By introspectively self-evaluating the differences between the input and reconstructed images, IntroVAE can synthesize more realistic, high-resolution images. In addition, we applied a latent representation search to obtain a better latent representation for the input images in order to achieve more accurate reconstructions.

Using normal-appearing images in the reconstruction network as a reference, we aim to establish a method to localize abnormal findings in unseen images. Although per-pixel differences between the query and reconstructed images are widely used\([6]\), it might be difficult to suppress noisy information due to unimportant differences in image details. Therefore, the discriminative network, which was trained using metric learning based on abnormality-free samples, was employed to calculate the abnormality score based on the patch-wise similarity of embedded features. The proposed method, utilizing the abnormality score, yielded a well-corresponding accumulation in the presence of unseen semantic objects (i.e., abnormal findings).

In addition, we propose anatomical fidelity for the quantitative evaluation of faithfulness. The basic concept is that the generated image should exhibit not only high-resolution details at local points, but also anatomical consistency between distant portions of the images. We decomposed this index into two measures by using a multiclass segmentation network trained on the same image domain, which we refer to as the quality score and overlap score. The quality score tends to be high if the generated images contain clear objects that are sharp rather than blurry. In this case, the segmentation network can perform pixel-wise classification with high confidence, accompanied by low entropy. The overlap score is calculated based on the overlap between the segmentation results for several anatomical classes.

To evaluate the performance of diverse abnormalities appearing in real clinical practice, such as the various imaging phenotypes of a disease and post-treatment changes, we prepared a large brain magnetic resonance imaging (MRI) dataset obtained from a population with metastatic brain tumor. Owing to the diversity of primary tumors with different biological backgrounds, the imaging appearance of brain metastasis shows a wide range of phenotypes in a population. Moreover, brain MRIs with at least one brain metastasis can contain various structural abnormalities, some of which are related to disease progression, while the others are treatment-induced. In this study, to create a dataset that comprehensively spans the possible structural abnormalities, each MRI volume was segmented into four classes: metastatic brain tumor, extracranial metastatic tumor, postoperative cavity, and structural change, not otherwise specified (NOS). These fine-grained definitions of abnormality provide an opportunity to interpret the model performance for real-world clinical practice.

In summary, the main contributions of the present study are as follows:

- We demonstrate a simple, but effective, two-step approach to detect abnormalities appearing globally or locally in medical images by leveraging an image reconstruction network followed by a discriminative network, both of which are trained without labels to learn normal anatomical representation;
- We quantitatively evaluate the anatomical fidelity (an index incorporating both the image quality and anatomical consistency) of the images generated via image reconstruction networks and demonstrate a positive relationship with the overall detection performance of abnormality;
- We evaluate the detection performance of the model based on the dataset, comprehensively including the structural abnormality of the brain parenchyma; hence, the utility for identifying unexpected abnormalities that appear in actual clinical practice can be discussed.

B. Related Studies

Many approaches for unsupervised abnormality detection in medical image analysis have been proposed over the last two decades. These approaches employed stochastic intensity models\([7]\), atlas-based registration\([8]\), clustering\([9]\).
content-based retrieval [10], and statistical models based on image registration [11], [12]. More recently, advancements in computer vision have enabled the development of deep-learning-based models for unsupervised abnormality detection [13], [14]. Herein, we describe relevant deep-learning-based models for pixel/voxel-wise abnormality detection in medical images, focusing on reconstruction-based and discriminative-boundary-based approaches. It is noteworthy that our method combines both approaches; the former pertains to the image reconstruction network, whereas the latter conceptually corresponds to the discriminative network.

1) Reconstruction-based Approaches: Deep generative models, such as generative adversarial networks (GAN) [13] and VAEs [3], [4], assume a low-dimensional latent distribution \( p(z) \) for a specified data distribution \( p_{\text{data}} \). When trained only on healthy samples, the latent distribution can represent the variation in normal anatomy. Hence, the residual errors between an input and a reconstructed image, which is generated by mapping a latent point back to the original space, can be informative for abnormality detection. Schlegl et al. [16] first proposed AnoGAN, which utilizes a deep convolutional GAN [17] trained on healthy optical coherence tomography (OCT) images of the retina. Subsequently, Schlegl et al. [18] presented fast AnoGAN, which is a modified version of AnoGAN, enabling the fast mapping of query images to the latent space. Meanwhile, other generative models, such as Bayesian autoencoders [19], VAEs [20], adversarial autoencoders [20], and Gaussian mixture VAE [21] have been applied for the segmentation of glioma. Recently, Baur et al. [6] performed a comparative study by utilizing a single approach, a single resolution and the same dataset for unsupervised anomaly segmentation in brain MRI, showing that different approaches exhibit different discrepancies between reconstruction-error statistics, which can be the best indicator for good detection performance.

2) Discriminative-boundary-based Approaches: Another approach has been proposed to seek discriminative boundaries around normal training samples in a feature space [22]. Deep neural networks can be utilized as feature extractors, which are necessary to reduce the dimensionality of high-dimensional data including images, to construct an underlying distribution of normal data. Thereafter, a discriminative model was applied to create the decision boundaries. For example, Seeböck et al. [23] combined a multiscale deep denoising autoencoder and a one-class support vector machine (oc-SVM) for the unsupervised detection of age-related macular degeneration in OCT images. Recently, Alaverdyan et al. [24] proposed a regularized twin neural network with oc-SVM to perform the challenging task of detecting subtle epileptic lesions in multiparametric brain MRI.

II. METHODOLOGY

The proposed method is composed of two stages. The first stage involves training a reconstruction network based on VAE to represent image-level normal anatomical variability, and includes additional methods to enhance the anatomical fidelity of reconstructed images. The second stage involves calculating the pixel-wise abnormality score for abnormality detection, which is obtained from the discriminative network to recognize patch-level discrepancy between input images and reconstructed images.

A. Notation

We consider a single-modality three-dimensional (3D) MRI volume \( X \in \mathbb{R}^{C \times I \times J \times K} \), where \( C \) is the number of channels; \( I \) and \( J \) represent the height and width of the axial slices, respectively; and \( K \) is the number of axial slices. We define \( x \in \mathbb{R}^{C \times I \times J} \) as a slice in the axial view. The image reconstruction network maps the slice-wise input \( x \) into the low-dimensional latent representation \( z \in \mathbb{R}^{C \times I' \times J'} \) and reconstructs it to the image space denoted by \( \hat{x} \in \mathbb{R}^{C \times I \times J} \). The latter can be concatenated in an orderly manner to yield the corresponding volume \( \mathbf{X} \in \mathbb{R}^{C \times I \times J \times K} \).

B. Image Reconstruction Network

To construct a low-dimensional manifold representing image-level normal brain anatomy, we exploited a VAE as the basic architecture for the image reconstruction network. Subsequently, we utilized IntroVAE as an extension of the VAE as well as for latent representation searching to enhance the anatomical fidelity of the reconstructed images (Fig. [1]).

1) Introduction of VAE: VAEs use variational inference to approximate a specified data distribution \( p_{\text{data}} \) by a latent distribution \( p(z) \). They comprise a pair of encoder and decoder networks. The encoder functions as an inference network
for posterior distribution \( q_\phi(z|x) \), enabling the projection of an input variable \( x \) into a corresponding latent variable \( z \). Subsequently, the decoder models the likelihood \( p_\theta(\hat{x}|z) \) by producing a visible variable \( \hat{x} \) based on the latent variable \( z \). An isotropic multivariate Gaussian \( \mathcal{N}(z; 0, I) \) is often selected as the distribution \( p(z) \) over the latent variables. Hence, based on two encoder output variables, \( \mu \) and \( \sigma \), the posterior distribution is estimated to be \( q_\phi(z|x) = \mathcal{N}(z; \mu, \sigma^2) \). Notably, the input variable for the decoder \( z \) can be sampled from \( \mathcal{N}(z; \mu, \sigma^2) \) using a reparameterization trick: \( z = \mu + \sigma \odot \epsilon \), where \( \epsilon \sim \mathcal{N}(0, I) \), and \( \odot \) denotes the Hadamard product.

The learning objective of VAEs is to maximize the evidence lower bound of \( p_\theta(x) \), and it can be defined as follows:

\[
\log p_\theta(x) \geq \mathbb{E}_{q_\phi(z|x)} \log p_\theta(\hat{x}|z) - \text{KL}(q_\phi(z|x) \| p(z)),
\]

where \( \text{KL}(\cdot || \cdot) \) is the Kullback–Leibler (KL) divergence between two probability distributions. The first term is a negative log likelihood, which can be proportional to the squared Euclidean distance between the input \( x \) and reconstructed \( \hat{x} \) images [25]. The second term causes the approximated posterior \( q_\phi(z|x) \) to be close to the prior \( p(z) \). These terms are assigned separate labels below for further consideration.

\[
L_{AE} = -\mathbb{E}_{q_\phi(z|x)} \log p_\theta(\hat{x}|z),
\]

\[
L_{REG} = \text{KL}(q_\phi(z|x) \| p(z)).
\]

One of the limitations of VAE is that the generated samples tend to be blurry [26], [27]. Because this shortcoming may hinder faithful reconstruction of input images, we explored the extension of VAE to achieve better anatomical fidelity.

2) Introduction of IntroVAE: We utilized IntroVAE [5], which is an extended architecture of the VAE. By introspectively self-evaluating the differences between the input and reconstructed images, IntroVAE can self-update to synthesize more realistic, high-resolution images. It is noteworthy that a min–max game exists between the encoder and decoder, similar to that employed in GANs. The encoder is trained to determine whether the input images are from a data distribution \( p_{data} \) or the decoder \( p_\theta(\hat{x}|z) \), whereas the decoder is encouraged to “fool” the encoder by generating realistic images.

In the learning framework of IntroVAE, \( L_{REG} \) is extended as an adversarial cost function. The encoder is trained to minimize \( L_{REG} \) for real images \( x \) to match the posterior \( q_\phi(z|x) \) to the prior \( p(z) \), and conversely, to increase \( L_{REG} \) for the generated images \( \hat{x} \) such that the posterior \( q_\phi(z'|\hat{x}) \) deviates from the prior \( p(z) \). Hereinafter, \( z' \) specifically indicates that the latent variables originate from the generated images \( \hat{x} \). Furthermore, the decoder attempts to generate realistic reconstructions \( \hat{x} \) based on latent variables \( z \) such that the encoder mistakenly assigns a small \( L_{REG} \) value to the generated images. The regularization term [3] is changed as follows:

\[
L_{REG(Encoder)} = L_{REG}(E(x)) + [m - L_{REG}(E(D(z)))]^+ = L_{REG}(E(x)) + [m - L_{REG}(E(\hat{x}))]^+ = L_{REG}(z) + [m - L_{REG}(z')]^+ = L_{REG}(z) + L_{Margin}(z'),
\]

and

\[
L_{REG(Decoder)} = L_{REG}(z'),
\]

where \([\cdot]^+ = \max(0, \cdot)\), \( m \) is a scalar of the positive margin, and \( L_{Margin}(z') = \lceil m - L_{REG}(z') \rceil^+ \). When \( L_{Margin}(z') \) is positive, the equations above prompt a min–max game between the encoder and decoder. Finally, the overall objectives are described as follows:

\[
L_{Encoder} = L_{REG}(z) + \alpha L_{Margin}(z') + \beta L_{AE},
\]

\[
L_{Decoder} = \alpha L_{REG}(z') + \beta L_{AE},
\]

where \( \alpha \) and \( \beta \) are weighting parameters that balance the importance of each loss term.

3) Latent Representation Searching: We further applied latent representation searching to improve the latent representation for achieving a better reconstruction (Fig. [1]), as inspired by the method used in AnoGAN [16]. To obtain the optimal latent representation \( z_1 \), the method begins with the first latent position \( z_1 \), which is initially mapped by the encoder capturing the input images \( x \). Subsequently, \( z_1 \) is input into the decoder to yield the first reconstructed images \( \hat{x}_1 \). Using the reconstruction error \( L_{AE} \) for the residual between \( x \) and \( \hat{x}_1 \), the latent representation can be updated based on the gradients for objective minimization, shifting \( z_1 \) to a better position \( z_2 \) in the latent space. Subsequently, the deviation of the secondary reconstructed images \( \hat{x}_2 \) with respect to \( x \) is evaluated for the next objective. This update rule is described as an iterative process from \( z_i \) to \( z_{i+1} \) to minimize \( L_{AE}(x, \hat{x}) \). After sufficient training steps of this optimization process, we can expect \( z \) to yield a better image reconstruction \( \hat{x}_* \).

C. Discriminative Network

Whereas the reconstruction network learns the normal anatomy of the entire image, the discriminative network learns the pattern of the patch-level normal appearance based on metric learning. The discriminative network is essential for detecting abnormalities by comparing query images with reconstructed normal-appearing images.

At the training stage, for every randomly cropped patch \( p \) from the normal images, a triplet of patches \( (p, p^+, p^-) \) is prepared (Fig. [2]). Positive patches \( p^+ \) are obtained from small random affine translations around the original patch \( p \) and small changes in the image intensity and range. Negative patches \( p^- \) are created by random cropping from the same images. The discriminative network \( f \) learns discriminative embeddings using the triplet margin loss [28] as follows:

\[
L_{Margin} = \max\{d(f(p), f(p^+)) - d(f(p), f(p^-)) + 1, 0\},
\]

where \( d(\cdot, \cdot) \) is the L2 distance between two embedded features.

When detecting abnormalities in unseen images, the patchwise similarity of embedded features between input images \( x \) and reconstructed images \( \hat{x} \) is calculated by the reconstruction network using the L2 distance (Fig. [2]). We considered the similarity measure \( d(f(p), f(\hat{p})) \) as the "abnormality score"
of the center pixel in each patch. The distribution of abnormality scores per image was standardized using Z-score normalization. As the reconstruction network reproduces the normal-appearing image more faithfully, the contrast with the abnormal part in the unseen image becomes clearer, and the detection performance using abnormality score can be expected to improve.

D. Anatomical Fidelity

We propose the concept of anatomical fidelity to quantitatively evaluate the reconstruction. The generated images should exhibit both high-resolution details at local points and anatomical consistency between distant portions of the image. To assess the anatomical fidelity, we decompose this index into two measures, i.e., the quality score and overlap score, by exploiting a multiclass segmentation network for normal anatomical classes trained on the same image domain.

1) Quality Score: The quality score reflects the high resolution of the generated images. Generally, an imperfect image generation yields blurry results with no sharp details, and such images can be regarded as out-of-distribution samples by a segmentation network trained on a dataset from the same domain [29]. Therefore, we used the entropy of the softmax distribution of the segmentation network as a quality measure of the generated images. The quality score is defined as follows:

\[
S_{\text{quality}} = \text{Entropy}(x) - \text{Entropy}(\hat{x}),
\]

where \( \text{Entropy}(x) = -\sum_{y_k} \sum_{i,j} p(y_k|x_{i,j}) \log p(y_k|x_{i,j}) \) and \( p(y_k|x_{i,j}) \) is the conditional probability that an \( i,j \)-th pixel \( x_{i,j} \) belongs to class \( y_k \).

2) Overlap Score: If the generated images \( \hat{x} \) are geometrically well-aligned with the input images \( x \), the anatomical classes of these images, as predicted by the segmentation network, should overlap broadly. Based on this assumption, we used the Dice score, which is a popular overlap measure for segmentation [30], to quantify the similarity with respect to each anatomical class as follows:

\[
S_{\text{overlap}}(x, \hat{x}) = \frac{1}{K} \sum_{k \in K} \frac{2|y(x) \cap y(\hat{x})|}{|y(x)| + |y(\hat{x})|},
\]

where \( y \) denotes the segmentation output of the segmentation network, subscript \( k \) indicates the segmentation map of each label, and \( K \) denotes a set of class indices that appear in the input image.

III. EXPERIMENTS

A. Dataset

This retrospective, single-center study was approved by our institutional review board. We randomly collected data for 275 patients who underwent MRI analysis for the treatment planning of stereotactic radiotherapy or radiosurgery for brain metastasis using CyberKnife (Accuray Inc., Sunnyvale, CA) during a particular period in our institution. In some cases, several MRI analyses were performed during the study period; therefore, the dataset contained a total of 313 MRI volumes. All the acquired MRI volumes contained at least one metastatic brain lesion. The imaging protocol acquired contrast-enhanced three-dimensional gradient-echo (CE3D-GRE) sequences with spatial resolutions of \( 1 \times 1 \times 1 \) mm\(^3\) or higher.

For all 313 MRI volumes, slice-by-slice ground truth segmentation was performed by an experienced radiation oncologist, who manually delineated the regions of interest for four classes: metastatic brain tumor, extracranial metastatic tumor,
postoperative cavity, and structural change, NOS. In particular, the structural change, NOS class encompassed any other gross structural changes that occurred in the brain parenchyma; it was included to enhance the comprehensiveness of the dataset. For example, ischemic changes due to a previous stroke were included in this category. It is noteworthy that minor postoperative changes or deformations that occurred in other anatomies outside the brain parenchyma, such as the skull or subcutaneous tissue, were not delineated because a clear boundary definition was difficult to obtain. In addition, edematous changes in the brain parenchyma were recognized in some cases but were not categorized because of their unclear boundaries in the CE3D-GRE sequence.

B. Pre-processing

First, all 3D MRI volumes $X$ were resampled to a voxel size of $1 \times 1 \times 1 \text{ mm}^3$ using cubic interpolation. Subsequently, intensity normalization based on histogram matching was applied to normalize the intensity variations, where the white matter peak was mapped to the middle value of the subdivided points. Next, each 3D MRI volume $X$ was decomposed into a collection of two-dimensional (2D) slices $\{x_1, x_2, \ldots, x_k\}$ and randomly shuffled. Every 2D slice was center cropped to a size of $256 \times 256$. During training, data augmentation (including horizontal flipping, random scaling, and rotation) was performed. Finally, every image was renormalized to the range $[-1, 1]$.

C. Implementation

All the experiments were implemented in Python 3.7 with PyTorch library 1.2.0 [31], using an NVIDIA Tesla V100 graphics processing unit and CUDA 10.0. For all the networks, Adam optimization [32] was used for the training. Network initialization was performed using the method described in [33].

1) Image Reconstruction Network Using VAE: The encoder comprised residual blocks [34], in which two [convolution + batch normalization + LeakyReLU] sequences were processed with residual connections. From the first to the last residual block, the encoder utilized $32 - 64 - 128 - 256 - 512 - 512$ filter kernels. Each residual block was followed by an average pooling function to halve the feature map size. The input was required to be a grayscale 2D image of size $1 \times 256 \times 256$ (channel x height x width) with a normalized range of $[-1, 1]$, and the output was designed to be two individual variables, $\mu$ and $\sigma$, having the same size as $z$, i.e., $128 \times 4 \times 4$.

The decoder architecture was almost symmetrical to that of the encoder. From the first to the last residual block, the decoder utilized $512 - 512 - 256 - 128 - 64 - 32 - 16$ filter kernels. The residual blocks comprised two [convolution + batch normalization + LeakyReLU] sequences, followed by an upsampling layer that utilized the interpolation function coupled with a convolutional function to enlarge the feature map size. The latent variables with a size of $128 \times 4 \times 4$ were passed through the decoder to yield reconstructed 2D images measuring $1 \times 256 \times 256$. Tanh activation was applied to the output to restrict the generated images to the range $[-1, 1]$. Learning rates of $1 \times 10^{-4}$ and $5 \times 10^{-3}$ were used for the encoder and decoder, respectively. The other hyperparameters were determined as follows: batch size = 120, maximum number of epochs = 200.

2) Image Reconstruction Network Using IntroVAE: The network architecture was the same as that of the VAE. The hyperparameters were determined as follows: batch size = 120, maximum number of epochs = 200, $\alpha = 0.5$, $\beta = 0.04$, and $m = 120$. We added structural similarity [35] as a constraint to the L2 loss for image reconstruction to capture the perceptual similarity and interdependencies between local pixel regions [36].

3) Latent Representation Searching: We updated the latent variables with 100 steps using a learning rate of $1 \times 10^{-3}$. During optimization, all the parameters of the encoder and decoder were fixed.

4) Discriminative Network: The discriminative network comprised two sequential residual blocks [34], in which two [convolution + batch normalization + ReLU] sequences were processed with residual connections. From the first to the last block, the network utilized $64 - 128 - 256 - 512$ filter kernels. A max pooling function was inserted after each block to halve the size of the feature maps. After the last block, a multilayer perceptron comprising one hidden layer with a size of 1024 generated a discriminative embedding vector, whose dimensional size was set to 256. The size of the input patch was set to $1 \times 32 \times 32$ (channel x height x width).

5) Segmentation Network for Anatomical Fidelity: We prepared a pre-trained segmentation network that can perform pixel-wise classification for 13 anatomical classes: the whole brain, cerebellum, white matter, cerebrospinal fluid, brain stem, pituitary gland, right eye, right lens, left eye, left lens, right optic nerve, left optic nerve, and optic chiasm. These labels were semi-automatically generated using the MultiPlan treatment planning system (Accuray Inc., Sunnyvale, CA) and visually reviewed by an expert radiation oncologist. The dataset comprised 100 MRI volumes that were scanned based on the same protocol but collected independently from the dataset for the main experiment. Each MRI volume was subjected to pre-processing—vessel size normalization, intensity normalization, separation into 2D slices, and center cropping (see Section III-B). The dataset was divided as follows: 70% for training (70 volumes), 15% for validation (15 volumes), and 15% for testing (15 volumes). The configuration that yielded the best performance on the 15 volumes for validation was obtained as follows. The segmentation network utilized the ResUNet architecture [37], and the loss function comprised soft Dice [30] and focal losses [38]. The learning rate, weight decay, and batch size were set to $1 \times 10^{-5}$, $1 \times 10^{-5}$, and 100, respectively. The model was trained for 1,000 epochs with random rotation for data augmentation. Subsequently, the segmentation performance was evaluated using the 15 volumes reserved for testing.

6) Detection Performance Evaluation: We discovered a significant foreground–background imbalance caused by the limited space of the body within the overall MRI volume; this resulted in a tendency to overestimate the detection performance when the ROC curve was used naively based
on all pixels in the images. In fact, as the black background surrounding the body did not provide any information for radiologists, it was less emphasized. To evaluate the detection performance fairly, we excluded the background from the calculation.

Based on these considerations, we evaluated the class-wise detection performance for the four abnormality classes in the test dataset. The standardized abnormality scores were divided into 1,000 operating thresholds. True and false positives were determined at the voxel level, i.e., we considered a voxel to be truly positive when its abnormality score exceeded the threshold and overlapped the ground truth annotation, and vice versa. The datasets had multiple class labels for a single abnormality score; therefore, a positive voxel was considered valid if it corresponded with the any class label. Subsequently, to plot the class-wise ROC curve, the true positive and false positive rates across the area inside the body were calculated at all operating points for each abnormal class.

IV. RESULTS

Hereinafter, VAE and IntroVAE indicate the proposed reconstruction networks developed using the VAE and IntroVAE as the backbone, respectively. IntroVAE+LatSearch represents the reconstruction networks based on IntroVAE, followed by latent representation searching.

A. Radiological Characteristics of Abnormality Labels

The most essential but hidden factor in the comparison of model performance may be the intraclass variability of the target disease [39]. Therefore, to quantitatively describe the radiological characteristics of the abnormality labels, we calculated the number of lesions and volumes (mean ± standard deviation). In the test dataset, we discovered 270 metastatic brain tumors (volume: 2.2 ± 6.2 mL), 17 extracranial metastatic tumors (volume range: 4.3 ± 4.0 mL), 33 postoperative cavities (volume range: 20.8 ± 34.1 mL), and 5 structural changes (NOS) (volume range: 4.1 ± 7.0 mL).

B. Training Results of Image Reconstruction Networks

Fig. 4 shows the sample training results for image reconstruction based on the training dataset. The first row shows the input images, and the second, third, and forth rows show the reconstructed images obtained using VAE, IntroVAE, and IntroVAE+LatSearch, respectively. Even after sufficient training steps, the images generated using VAE tended to be blurry, and the details of the input images were not reproduced. Meanwhile, IntroVAE and IntroVAE+LatSearch generated more realistic-appearing images with detailed structural information.

To assess the anatomical fidelity of the reconstructed images, we trained a segmentation network for 13 anatomical classes. The segmentation performance of the segmentation network based on the Dice score was as follows: 0.85 for the entire brain, 0.93 for the cerebellum, 0.85 for the white matter, 0.88 for the cerebrospinal fluid, 0.92 for the brain stem, 0.70 for the pituitary gland, 0.85 for the right eye, 0.71 for the right lens, 0.89 for the left eye, 0.59 for the left lens, 0.60 for the right optic nerve, 0.60 for the left optic nerve, and 0.65 for the optic chiasm.

The pixel-wise softmax entropy was acquired from the segmentation network to evaluate the quality score. As demonstrated in Fig. 4b, the images generated by the VAE were blurrier than those yielded by IntroVAE, thereby generating disturbed segmentation outputs in accordance with the localization of higher entropy values. The mean ± standard deviations of the quality score were −1645.1 ± 420.0, −655.8 ± 253.9, and −617.0 ± 239.3 for the VAE, IntroVAE, and IntroVAE+LatSearch, respectively, showing the highest value for IntroVAE+LatSearch.

To calculate the overlap score, the segmentation results for the input and reconstructed images were compared for each anatomical label. The mean ± standard deviations of the overlap scores were 0.56 ± 0.09, 0.558 ± 0.08, and 0.59 ± 0.09 for the VAE, IntroVAE, and IntroVAE+LatSearch, respectively. The highest value of the overlap score was also observed for IntroVAE+LatSearch.

Fig. 4. Qualitative and quantitative comparison of image reconstruction results of VAE, IntroVAE, and IntroVAE+LatSearch. (a) Input images, images generated by VAE, IntroVAE, and IntroVAE+LatSearch are shown on the first to the fourth row, respectively. These images confirm that fine details were well reproduced using IntroVAE instead of VAE as the backbone. (b) Pixel-wise softmax entropy provided by the segmentation network is shown in the second row. Higher values appear in obscure regions of the generated images, especially those generated by VAE. As shown in the third row, anatomical consistency can be assessed by calculating the concordance in segmentation labels between the input and reconstructed images.

Fig. 4a shows the sample training results for image reconstruction based on the training dataset. The first row shows the input images, and the second, third, and forth rows show the reconstructed images obtained using VAE, IntroVAE, and IntroVAE+LatSearch, respectively. Even after sufficient training steps, the images generated using VAE tended to be blurry, and the details of the input images were not reproduced. Meanwhile, IntroVAE and IntroVAE+LatSearch generated more realistic-appearing images with detailed structural information.

To assess the anatomical fidelity of the reconstructed images, we trained a segmentation network for 13 anatomical classes. The segmentation performance of the segmentation network based on the Dice score was as follows: 0.85 for the entire brain, 0.93 for the cerebellum, 0.85 for the white matter, 0.88 for the cerebrospinal fluid, 0.92 for the brain stem, 0.70 for the pituitary gland, 0.85 for the right eye, 0.71 for the right lens, 0.89 for the left eye, 0.59 for the left lens, 0.60 for the right optic nerve, 0.60 for the left optic nerve, and 0.65 for the optic chiasm.

The pixel-wise softmax entropy was acquired from the segmentation network to evaluate the quality score. As demonstrated in Fig. 4b, the images generated by the VAE were blurrier than those yielded by IntroVAE, thereby generating disturbed segmentation outputs in accordance with the localization of higher entropy values. The mean ± standard deviations of the quality score were −1645.1 ± 420.0, −655.8 ± 253.9, and −617.0 ± 239.3 for the VAE, IntroVAE, and IntroVAE+LatSearch, respectively, showing the highest value for IntroVAE+LatSearch.

To calculate the overlap score, the segmentation results for the input and reconstructed images were compared for each anatomical label. The mean ± standard deviations of the overlap scores were 0.56 ± 0.09, 0.558 ± 0.08, and 0.59 ± 0.09 for the VAE, IntroVAE, and IntroVAE+LatSearch, respectively. The highest value of the overlap score was also observed for IntroVAE+LatSearch.

IV. RESULTS

Hereinafter, VAE and IntroVAE indicate the proposed reconstruction networks developed using the VAE and IntroVAE as the backbone, respectively. IntroVAE+LatSearch represents the reconstruction networks based on IntroVAE, followed by latent representation searching.
Fig. 5. Difference between abnormality scores and per-pixel distance of intensities. Note that the per-pixel L1 distance was extremely sensitive for indistinct image differences, whereas the abnormality score generally reflects the presence of a semantic object (see the region of metastatic brain tumor indicated by the red label). In particular, the accumulation of abnormal scores correlated well with the lesion when using IntroVAE+LatSearch.

C. Distribution of Abnormality Scores

The previously proposed approaches that utilize image reconstruction networks trained solely on healthy images primarily evaluate pixel-wise residuals by calculating the L1 distances [6]. Therefore, we compared the per-pixel difference between the input and reconstructed images based on the abnormality score calculated using discriminative embeddings. As shown in Fig. 5, the L1 distance of the pixel intensities yielded a low signal-to-noise ratio. In contrast, a more meaningful distribution of abnormality scores corresponding to the presence of semantic objects (i.e., metastatic brain tumor shown by the red ground-truth label) was observed, where the tendency became the clearest when using IntroVAE+LatSearch.

D. Detection Performance

Fig. 6 shows the rectified ROC curves, which were calculated by considering the voxels inside the body only. The detection performance (mean ± standard deviation) based on the rectified ROC–AUCs is summarized in Table 1. It can be seen that metastatic brain tumor and postoperative cavity were detected with a sufficient ROC–AUC exceeding 0.7. Between these two classes, IntroVAE+LatSearch outperformed the other two image reconstruction networks, namely VAE and IntroVAE, where the order of the higher detectability was compatible with the higher anatomical fidelity. Meanwhile, we discovered a low precision due to the much higher prevalence of “normal” voxels over “abnormal” voxels; this can yield a larger number of false-positive voxels.

Finally, the visual examples are shown in Fig. 7. When using IntroVAE+LatSearch, metastatic brain tumors, extracranial metastatic tumors, and postoperative cavities were associated with distinct abnormality scores co-localized in the labeled regions. In contrast, other structural changes yielded accumulations of abnormality scores in the labeled region; however, the distribution was not consistent. It is noteworthy that some undefinable structural deformations outside the brain parenchyma were detected based on the intensity of the score, as indicated by the arrow and arrowhead.

V. DISCUSSION AND CONCLUSION

We introduced a novel unsupervised abnormality detection algorithm in brain MRI and evaluated its performance using a comprehensively annotated dataset for structural abnormalities in brain parenchyma. The concept was as follows: If an image reconstruction network can be trained to learn the global “normal” brain anatomy, then the “abnormal” lesions in unseen images can be identified based on the local differences from those generated as “normal” by a discriminative network. To the best of our knowledge, this is the first study pertaining to the unsupervised abnormality detection of medical imaging using metric learning with a synthetic normal image as a reference. As shown in Fig. 5, the per-pixel difference using the L1 distance yielded a low signal-to-noise ratio owing to the small intensity differences in insignificant details. In contrast, the distance measurement based on the discriminative embeddings yielded abnormality scores that corresponded semantically with the presence of abnormal classes. Thus, by combining reconstruction-based approaches and discriminative-boundary-based approaches from two perspectives (i.e., global and local features of normal anatomy of medical images), we demonstrated a notable performance of the abnormality detection framework trained without labels.

Furthermore, we devised a concept of anatomical fidelity to quantitatively evaluate the generated medical images. To assess the visual quality and validity of the generated images, an intuitive method using human annotators for the evaluation was utilized; however, it is not a feasible method because of the associated costs. Hence, the inception score [40] and Fréchet inception distance [41] were introduced. However, these indices were derived from a model trained based on...
scores. Metastatic brain tumors, extracranial metastatic tumors, and postoperative cavities corresponded to significant accumulation of abnormality scores. Other undefined structural deformations outside the brain parenchyma were detected based on the intensity of the score (arrow and arrowhead).

ImageNet containing a large set of natural images. Therefore, they cannot be applied straightforwardly to generative models based on datasets of other domains [42]. We confirmed that the best anatomical fidelity can be achieved using IntroVAE+LatSearch. This trend was generally consistent with the overall detection performance, especially when focusing on the two abnormality classes (i.e., metastatic brain tumor and postoperative cavity).

In contrast to previous studies [6], we did not use any regional extraction techniques such as skull-stripping as a pre-process in our experiment. Moreover, the abnormality classes such as metastatic brain tumors were small in volume, rendering them difficult targets to detect. Considering these difficulties, the detection performance of ROC–AUC exceeding 0.7 in metastatic brain tumor and postoperative cavity can be promising. In addition, even though the performance was moderate in comparison with those of supervised frameworks for brain metastasis [43], information regarding whether the reported values were rectified to exclude the region outside the body, which can cause overestimation, was not available. For extracranial metastatic tumors, we assumed that the low ROC–AUC may be caused by the much lower frequency of the extracranial region compared with that of brain parenchyma, rendering it difficult for the discriminative network to learn discriminative embeddings. In addition, the number of regions labeled as structural change, NOS was extremely small for interpreting their detectability.

The proposed method is generalizable and can be easily extended to other detection applications. We adopted VAE-based reconstruction networks because the network architecture can be simple, featuring an encoder–decoder network pair; however, it is noteworthy that our framework, which utilizes a discriminative network, can be used with other generative models such as GANs [6]. In the future, we will develop unsupervised abnormality detection models that will benefit real clinical scenarios.

---

**Comparison of detection performance based on image reconstruction networks.**

| Abnormal class                  | Reconstruction networks | ROC–AUC ± SE | Sensitivity ± SE | Specificity ± SE | Precision ± SE | F1 score ± SE |
|---------------------------------|-------------------------|--------------|-----------------|-----------------|----------------|---------------|
| Metastatic brain tumor          | IntroVAE+LatSearch      | 0.63 ± 0.12  | 0.93 ± 0.08     | 0.82 ± 0.09     | 0.03 ± 0.03    | 0.07 ± 0.00   |
| Extracranial metastatic tumor   | IntroVAE+LatSearch      | 0.61 ± 0.21  | 0.92 ± 0.06     | 0.81 ± 0.10     | 0.06 ± 0.09    | 0.11 ± 0.01   |
| Postoperative cavity            | IntroVAE+LatSearch      | 0.79 ± 0.14  | 0.86 ± 0.18     | 0.89 ± 0.07     | 0.02 ± 0.02    | 0.04 ± 0.05   |
| Structural change, NOS          | IntroVAE+LatSearch      | 0.59 ± 0.15  | 0.93 ± 0.07     | 0.82 ± 0.09     | 0.05 ± 0.07    | 0.09 ± 0.01   |

---

**Fig. 7.** Visual examples of reconstructed images, labels, and abnormality scores. Metastatic brain tumors, extracranial metastatic tumors, and postoperative cavities corresponded to significant accumulation of abnormality scores. Other undefined structural deformations outside the brain parenchyma were detected based on the intensity of the score (arrow and arrowhead).

---
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