THE SMALLEST SINGULAR VALUE OF HEAVY-TAILED NOT NECESSARILY I.I.D. RANDOM MATRICES VIA RANDOM Rounding
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ABSTRACT. We show the existence of a net near the sphere, such that the values of any matrix on the sphere and on the net are compared via regularized Hilbert-Schmidt norm, which we introduce. This allows to construct an efficient net which controls the length of $Ax$ for any random matrix $A$ with independent columns (no other assumptions are required).

As a consequence we show that the smallest singular value $\sigma_n(A)$ of an $N \times n$ random matrix $A$ with i.i.d. mean zero variance one entries enjoys the following small ball estimate, for any $\epsilon > 0$:

$$P \left( \sigma_n(A) < \epsilon \sqrt{N + 1 - \sqrt{n}} \right) \leq (C \epsilon \log 1/\epsilon)^{N-n+1} + e^{-cN}.$$  

The proof of this result requires working with matrices whose rows are not independent, and, therefore, the fact that the theorem about discretization works for matrices with dependent rows, is crucial.

Furthermore, in the case of the square $n \times n$ matrix $A$ with independent entries having concentration function separated from 1, i.i.d. rows, and such that $E\|A\|_{HS}^2 \leq cn^2$, one has

$$P \left( \sigma_n(A) < \frac{\epsilon}{\sqrt{n}} \right) \leq C \epsilon + e^{-cn},$$

for any $\epsilon > 0$. In addition, for $\epsilon > \frac{\epsilon}{\sqrt{n}}$ the assumption of i.i.d. rows is not required. Our estimates generalize the previous results of Rudelson and Vershynin [29], [30], which required the sub-gaussian mean zero variance one assumptions, as well as the work of Rebrova and Tikhomirov [25], where mean zero variance 1 and i.i.d. entries were required.

1. INTRODUCTION

Given a random matrix $A$ (i.e., a matrix with random entries), the question of fundamental interest is: how likely is $A$ to be invertible? In other words, how likely is $A$ to not compress the space to a subspace? By linearity, the whole information about $A$ can be obtained from its action on the unit sphere. A matrix which is “well invertible” sends the unit sphere to a “fat” ellipsoid.

Suppose $A$ is an $N \times n$ matrix acting from $\mathbb{R}^n$ to $\mathbb{R}^N$. We recall that the axes of the ellipsoid $AB_2^n$ are called singular values of $A$. In other words, singular values

$$\sigma_1(A) \geq ... \geq \sigma_n(A)$$

are square roots of the eigenvalues of $AA^T$. In particular, the largest singular value of $A$ (or the operator norm of $A$) is

$$\sigma_1(A) = \max_{x \in \mathbb{S}^{n-1}} |Ax|,$$

and the smallest singular value

$$\sigma_n(A) = \min_{x \in \mathbb{S}^{n-1}} |Ax|,$$

here $| \cdot |$ stands for the euclidean norm. In the case of random matrices with i.i.d. standard Gaussian entries, the largest singular value was known, from the work of Gordon [10], to be of order $\sqrt{N} + \sqrt{n}$, and the smallest singular value to be at least of order $\sqrt{N} - \sqrt{n}$. In
addition, the limiting case of \( N = n \) has the asymptotic \( \frac{1}{\sqrt{n}} \), as was shown by Edelman \[7\] and Szarek \[34\]. As for the operator norm (or the largest singular value), it was shown by Bai and Yin \[2\] to be of order \( \sqrt{N} \) for random matrices with i.i.d. entries having bounded fourth moment. Furthermore, the assumption of the bounded fourth moment was proved to be necessary by Silverstein \[35\]. See also Litvak, Spector \[14\] for more details and examples.

An expression for the largest singular value was obtained by Latała \[19\] in the case of independent entries with different variances, under the assumption of bounded fourth moments. Recently, a very sharp upper estimate in the case of independent entries with different variances was obtained by Van Handel, Latała and Yousef \[12\], under the assumption that the entries are independent Gaussian, or, more generally, light-tailed.

Historically, studying the small ball behavior of the smallest singular value has been a more difficult question. Litvak, Rudelson, Pajor, Tomczak-Jaegermann \[21\] have shown that the smallest singular value is bounded from below by \( C \sqrt{N} \) with exponentially high probability, in the case of “tall” matrices with sub-gaussian entries, i.e., for those matrices whose aspect ratio \( \frac{N}{n} \) is sufficiently large. In a breakthrough paper, Rudelson \[27\] has obtained an estimate \( C \epsilon n^{-\frac{3}{2}} \) for square (i.e., \( n \times n \)) matrices whose entries are sub-gaussian i.i.d. with probability \( \epsilon \), provided that \( \epsilon > \frac{C}{\sqrt{n}} \). It may seem impossible to obtain a small ball probability estimate for \( \inf_{x \in S^{n-1}} |Ax| \) for small \( \epsilon > 0 \), without assuming the uniform small ball property for \( |Ax| \) with each fixed \( x \in S^{n-1} \). However, incredibly, Rudelson and Vershynin \[29\] have shown that the smallest singular value of a square random matrix with i.i.d. sub-gaussian entries exceeds \( \frac{C}{\sqrt{n}} \), with probability \( \epsilon + e^{-cn} \), for arbitrary \( \epsilon > 0 \), thereby confirming the conjecture of von Neumann and Goldstine \[23\]. Their idea was based on exploring the direction and the arithmetic structure of normals to random subspaces, and a precise analysis yielding the required small ball estimates. This followed up an earlier work of Tao and Vu \[38\], \[40\], where certain related ideas were explored. Further, Rudelson and Vershynin \[30\] have shown, for matrices with arbitrary aspect ratio, under the assumption of i.i.d. entries with mean zero, unit variances and sub-gaussian tails, that

\[
P \left( \sigma_n(A) < \epsilon (\sqrt{N + 1} - \sqrt{n}) \right) \leq (Ce)^{N+1-n} + e^{-cN}.
\]

This behavior was new even in the case of Gaussian matrices, in the case when \( N \leq n + O(\sqrt{n}) \) (in the complementary case, the small ball bound followed from the work of Gordon \[10\].)

Further, estimates on the smallest singular value for matrices with arbitrary aspect ratio were done by Tao and Vu \[41\], Feldheim, Sodin \[8\], and Vershynin \[47\].

Note that the exponential additions to the small ball estimates cited above are necessary: for matrices with i.i.d. Bernoulli entries, the smallest singular value is zero if at least two columns or rows coincide, that is at least with probability \( 2^{-n} \). It was shown by Kahn, Kolmos, Szemeredi \[17\], and improved by Tao, Vu \[39\], \[40\], and Bourgain, Vu, Wood \[5\], that the Bernoulli matrix is invertible with probability \( 1 - e^{-cn} \). The exact value of the constant is \( \log 2 + o(1) \), as was shown in a breakthrough work by Tikhomirov \[45\] very recently.

For square matrices, in addition to the sub-gaussian estimate, Rudelson and Vershynin showed in \[29\] a weak small-ball estimate under only the assumption of the bounded fourth moment. The reason for the fourth moment assumption playing a role for the estimates on the smallest singular value is simply that the “folklore” methods use the estimates on the operator norm (since it is the “Lipschitz constant” for \( |Ax| \) and hence is required in the net argument), which, as we already pointed out, requires the bounded fourth moment.
For that reason, it remained unclear for a while, if the fourth moment assumption is essential for estimating the smallest singular value. In a breakthrough work, Tikhomirov \[42\] obtained the limiting behavior for the smallest singular value for the matrices with independent unit variance entries, without assuming bounded fourth moments, in the case of tall matrices. Furthermore, in \[43\] Tikhomirov found an estimate for the smallest singular value of a “tall” random matrix, that is, when \( N \geq (1 + \mu)n \), without assuming any moment constrains. In addition, in the case of square matrices, Rebrova and Tikhomirov \[25\] recovered the full strength of the sub-gaussian result of Rudelson and Vershynin from \[29\], assuming only i.i.d mean zero variance one entries. Very recently, Guedon, Litvak, Tatarko \[11\] extended the method of Rebrova and Tikhomirov to get the bound on the smallest singular values of “tall” matrices, as well as to study the geometry of random polytopes. In all the cases, the crucial point is to bypass the estimate on the operator norm, by discretizing the sphere in a non-standard way.

Recently, Tikhomirov \[44\] found a sharp small ball estimate for square random matrices whose entries have bounded density, which does not depend on moments. Further, in regards to matrices whose entries are not i.i.d., Cook \[6\] obtained a general estimate for “structured” random matrices. Convergence results for the smallest singular values were obtained under weak assumptions by Bai, Yin \[3\], Mendelson, Paouris \[24\], and later by Koltchinskii, Mendelson \[18\], and others. We omit a detailed discussion about the long and rich history of the smallest singular values estimates, and refer the reader to a survey by Rudelson, Vershynin \[31\].

We shall need to assume the following property

Definition 1.1. A random variable \( X \) is said to have concentration function separated from \( 1 \) (or, for brevity, bounded concentration function), if there exist absolute constants \( a \in \mathbb{R}^+ \) and \( b \in (0, 1) \) such that

\[
\sup_{z \in \mathbb{R}} P(|X - z| < a) < b.
\]

Remark 1.2. Note that a priori, without assuming that the entries have bounded concentration function, we cannot have a big smallest singular value: for instance, what if all the entries take one value with very large probability? Then we are very likely to have a pair of equal rows or columns, in which case the smallest singular value would be 0.

We begin to formulate our results.

Theorem 1. Fix any \( p > 0 \). Let \( A \) be an \( n \times n \) random matrix with independent entries, and suppose that the entries of \( A \) have uniformly bounded concentration function. Assume that there exists an absolute constant \( K > 0 \) such that

\[
(1) \quad \sum_{i=1}^{n} (\mathbb{E}|Ae_i|^{2p})^{\frac{1}{p}} \leq Kn^2,
\]

and

\[
(2) \quad \sum_{i=1}^{n} (\mathbb{E}|A^T e_i|^{2p})^{\frac{1}{p}} \leq Kn^2.
\]

Then:

- for every \( \epsilon > \frac{c}{\sqrt{n}} \),

\[
(3) \quad P\left( \sigma_n(A) < \frac{\epsilon}{\sqrt{n}} \right) \leq C\epsilon + e^{-c\min(p,1)n},
\]
where $C$ and $c$ are absolute constants which depend (polynomially) only on $K$ from (2) and $a$ and $b$ from Definition 1.1, and $C$ may additionally depend on $p$.

- If, in addition, the rows of $A$ are identically distributed, we have (3) for every $\epsilon > 0$.

Theorem 1 generalizes the results of Rudelson, Vershynin [29] and Rebrova and Tikhomirov [25]. We emphasize that in part 1 of the theorem, very mild assumptions are placed on the matrix, and various structural assumptions such as mean zero, equal variance, i.i.d. entries are not required. The assumption of i.i.d. rows in part 2 is required, since it is needed for deep analytic small ball estimates of Rudelson and Vershynin [29], [30], and removing this assumption appears rather difficult. We emphasize that part 2 of Theorem 1 is, in fact, a much deeper fact than part 1, although it does require an extra assumption, and the complexity of the proof for part 2 is a lot greater.

For completeness, we outline a corollary in the case $p = 1$.

**Corollary 1.** Let $A$ be an $n \times n$ random matrix with independent entries. Suppose further that the entries of $A$ have bounded concentration function, and that there exists an absolute constant $K > 0$ such that

\begin{equation}
\mathbb{E}\|A\|_{HS}^2 \leq Kn^2.
\end{equation}

Then for every $\epsilon > \frac{c}{\sqrt{n}}$,

\[ P\left( \sigma_n(A) < \frac{\epsilon}{\sqrt{n}} \right) \leq C\epsilon + e^{-cn}, \]

where $C$ and $c$ are absolute constants which depend (polynomially) only on $K$ from (4) and $a$ and $b$ from Definition 1.1. Further, if the rows of $A$ are identically distributed, the conclusion follows for every $\epsilon > 0$.

**Example 1.3.** Consider a random matrix $B$ with i.i.d. variance one entries (for example, Bernoulli $\pm 1$), and let $A = [\sqrt{n}B e_1, B e_2, ..., B e_n]$. I.e., consider a matrix whose first column is $\sqrt{n}$ times heavier than the rest. By Corollary 1 the smallest singular value of $A$ has the same small ball behavior as the smallest singular value of $B$, for $\epsilon > 0$.

Alternatively, we may let $A_1 = (a_{ij})$ with $a_{11} = \pm n$ and $a_{ij} = \pm 1$ for $i, j \neq 1$. Then for every $\epsilon > \frac{100}{\sqrt{n}}$, we have

\[ P\left( \sigma_n(A_1) < \frac{\epsilon}{\sqrt{n}} \right) \leq C\epsilon. \]

It is worth noting that the operator norm of $A_1$ is in fact of order $n$ with high probability.

Next, we outline another corollary of Theorem 1 with slight change of notation.

**Corollary 2.** Fix any $p > 0$. Let $A$ be an $n \times n$ random matrix with i.i.d. entries. Suppose further that the entries of $A$ have bounded concentration function, and that there exists an absolute constant $K > 0$ such that

\begin{equation}
(\mathbb{E}\|A e_1\|_p^p)^\frac{1}{p} \leq K \sqrt{n}.
\end{equation}

Then for every $\epsilon > 0$,

\[ P\left( \sigma_n(A) < \frac{\epsilon}{\sqrt{n}} \right) \leq C\epsilon + e^{-c\min(1,p)n}, \]

where $C$ and $c$ are absolute constants which depend (polynomially) only on $K$ from (5) and $a$ and $b$ from Definition 1.1 and $C$ additionally depends on $p$. 

Example 1.4. Consider an $n \times n$ matrix $A$ with i.i.d. entries $a_{ij}$, each distributed according to the density

$$f(s) = \begin{cases} \frac{1}{2\sqrt{s}}; & s \in [-\frac{1}{n^2}, \frac{1}{n^2}], \\ \frac{1}{2}; & s \in [-1, 1] \setminus [-\frac{1}{n}, \frac{1}{n}], \\ \frac{1}{2n^2}; & |s| \in [1, \infty). \end{cases}$$

Note that $Ea_{ij} = 0$, but $Ea_{ij}^2 = \infty$, and therefore the result of Rebrova and Tikhomirov [25] is not applicable to estimate the smallest singular value of $A$. Further, the density of $a_{ij}$ is unbounded, and hence the result of Tikhomirov [44] (about random matrices whose entries have bounded density) is not applicable either. However, Corollary 1 asserts that

$$P \left( \sigma_n(A) < \frac{e}{\sqrt{n}} \right) \leq C \epsilon + e^{-cn}.$$ 

Indeed, note that for $t \geq \sqrt{n}$,

$$P \left( \sum_{j=1}^{n} a_{ij}^2 \geq t^2 \right) \leq nP \left( |a_{11}| \geq \frac{t}{\sqrt{n}} \right) = 2n \int_{\frac{t}{\sqrt{n}}}^{\infty} \frac{1}{2ns^2} \, ds = \frac{2n}{t^2}.$$ 

Consequently,

$$\mathbb{E} \sqrt{\sum_{i=1}^{n} a_{ii}^2} = \int_{0}^{\infty} P \left( \sum_{j=1}^{n} a_{ij}^2 \geq t^2 \right) \, dt \leq \sqrt{n} + \int_{\sqrt{n}}^{\infty} \frac{2n}{t^2} \, dt = 3\sqrt{n},$$

and Corollary 2 is hence applicable with $p = 1$ and $K = 3$.

Remark 1.5. In fact, in Example [1.4] it is crucial that the distribution of $a_{ij}$ has “minor pathology”, i.e. depends on $n$; the author is grateful to Sergey Bobkov for relating to her this fact. If the distribution of $a_{ij}$ is fixed, and does not depend on $n$, and $Ea_{ij}^2 = \infty$, while $E|a_{ij}| = 1$, then necessarily $E|Ae_1| \gg \sqrt{n}$; this follows from Feller’s law of large numbers [9], which sharpened Kolmogorov’s SLLN. A way to get an intuition about this fact would be to estimate $|Ae_1| \geq ||Ae_1||_\infty$ to use Markov’s inequality and reduce the conclusion to an inequality about the distribution of $\max(|a_{11}|, \ldots, |a_{n1}|)$, which boils down to an assertion about the heavy tails of $|a_{11}|$.

Therefore, Corollary 2 is not applicable for a random matrix with $E|a_{ij}| = 1$, unless either $Ea_{ij}^2 = C$ (and then the result of Rebrova and Tikhomirov [25], or Corollary 1 are applicable), or the distribution of $a_{ij}$ is pathological, and depends on $n$. Theorem 1 however, does show that minor pathologies, such as the one described in Example [1.4] do not affect the small ball behavior of $\sigma_n(A)$.

Besides the Example [1.4] there is another, more probabilistic way of constructing such pathological distribution, which was related to the author by Sergey Bobkov. Namely, consider a nice distribution $Y$ (for example, Bernoulli $\pm 1$), such that $E|Y|^2 = 1$, and a bad distribution $Z$, such that $E|Z| = 1$ but $EZ^2 = \infty$. Suppose also that $Y$ and $Z$ are independent, and $EY = EZ = 0$. Consider

$$X = \sqrt{(1 - \frac{1}{n})Y^2 + \frac{1}{n}Z^2},$$

and let $A$ be a random matrix with i.i.d. entries $a_{ij}$ distributed as $X$. Denote

$$\tilde{Y} = \sqrt{Y_1^2 + \ldots + Y_n^2}$$
\[ Z = \sqrt{Z_1^2 + \ldots + Z_n^2}, \]

where \( Y_i \) and \( Z_i \) are i.i.d. copies of \( Y \) and \( Z \) correspondingly. Then

\[ \mathbb{E} |Ae_1| \leq \sqrt{1 - \frac{1}{n}} \mathbb{E} Y + \frac{1}{\sqrt{n}} \mathbb{E} \hat{Z} \leq C \sqrt{n}. \]

Let us also note, that in fact it is not very clear if one should in general expect the nice small ball behavior when the square matrix has, say, i.i.d. entries with \( \mathbb{E} |a_{ij}| = 1 \) but \( \mathbb{E} a_{ij}^2 = \infty \).

Next, we formulate a result concerning matrices with arbitrary aspect ratio.

**Theorem 2.** Let \( N \geq n \geq 1 \) be integers. Let \( A \) be an \( N \times n \) random matrix with mean zero independent entries, and suppose additionally that the rows of \( A \) are identically distributed. Suppose further that the entries of \( A \) have bounded concentration function, and that there exists an absolute constant \( K > 0 \) such that for every \( \sigma \subset \{1, \ldots, n\} \) with

\[ \#\sigma = \min(N - n + 1, n), \]

we have

\[ \mathbb{E} \frac{1}{\#\sigma} \sum_{i \in \sigma} |Ae_i| \leq KN. \]

Then for every \( \epsilon > 0 \),

\[ P \left( \sigma_n(A) < \epsilon \left( \sqrt{N + 1} - \sqrt{n} \right) \right) \leq (C \epsilon \log 1/\epsilon)^{N-n+1} + e^{-cN}, \]

where \( C \) and \( c \) are absolute constants which depend (polynomially) only on \( K \) from (6) and \( a \) and \( b \) from Definition 1.1.

We would like to point out, that in the “tall” case, when \( N \geq C_0 n \) for a sufficiently large absolute constant \( C_0 > 0 \), the implications of Theorem 2 follow under significantly weaker assumptions, as shall be seen in Section 5 in Proposition 5.1.

**Remark 1.6.** Note that the bounded concentration function condition imposes that there exists an absolute constant \( c_1 > 0 \) such that for all entries we have \( \mathbb{E} a_{ij}^2 \geq c_1 \). Therefore, \( \mathbb{E} \sum_{i \in \sigma} |Ae_i|^2 \geq c_1 \#\sigma \cdot N. \) Together with (6) it determines, up to a multiplicative constant, the value of \( \mathbb{E} \sum_{i \in \sigma} |Ae_i|^2 \). However, it does not forbid the situation when one of the columns is significantly heavier than the rest, as was outlined in Example 1.

For the sake of completeness, we state the following corollary of Theorem 2.

**Corollary 3.** Let \( N \geq n \geq 1 \) be integers. Let \( A \) be an \( N \times n \) random matrix with mean zero i.i.d. entries \( a_{ij} \) which satisfy \( \mathbb{E} a_{ij}^2 = 1 \). Suppose further that \( a_{ij} \) have bounded concentration function. Then for every \( \epsilon > 0 \),

\[ P \left( \sigma_n(A) < \epsilon \left( \sqrt{N + 1} - \sqrt{n} \right) \right) \leq (C \epsilon \log 1/\epsilon)^{N-n+1} + e^{-cN}, \]

where \( C \) and \( c \) are absolute constants which depend (polynomially) only on \( a \) and \( b \) from Definition 1.1.

Lastly, for completeness, we outline further applications of our method in the context of works by Mendelson, Paouris [24] and Koltchinskii, Mendelson [18]: we formulate an estimate in the regime of dependent columns of the matrix.
Proposition 1. Suppose $A$ is an $N \times n$ random matrix with independent rows, and assume that the rows of $A$ satisfy point-wise small ball assumption: for every $x \in \mathbb{S}^{n-1}$,
\begin{equation}
\sup_{y \in \mathbb{R}} P(|\langle A^T e_i, x \rangle - y| \leq a) \leq b,
\end{equation}
for some fixed constants $a \in \mathbb{R}$ and $b \in (0, 1)$. Suppose further that
\[
\mathbb{E}||A||_{HS}^2 \leq KNn,
\]
for some $K > 0$. Then there exists $C_0 > 0$ depending only on $K, a, b$ such that, provided that $N \geq C_0 n$, we have
\[
\mathbb{E}\sigma_n(A) \geq c\sqrt{N},
\]
for some $c > 0$ depending only on $K, a, b$.

We note that Proposition 1 is outlined here since it follows from our method in a straightforward manner; to obtain a more precise and general statement, a lot more work is required, and all such considerations shall be done separately.

The key notion which we employ, for a matrix $A$, and a parameter $\kappa > 1$ is the regularized Hilbert-Schmidt norm
\[
\mathcal{B}_\kappa(A) := \min_{\alpha_i \in [0,1], \prod_{i=1}^{n} \alpha_i \geq \kappa^{-n}} \sum_{i=1}^{n} \alpha_i^2 |Ae_i|^2.
\]

Let us turn to describing how the notion of the regularized Hilbert-Schmidt norm arises, and discussing the strategy of the proofs. Net arguments are often an important part of obtaining various results in asymptotic analysis, including estimates for singular values of random matrices. It is a classical fact that there exists a set $\mathcal{N} \subset \mathbb{S}^{n-1}$ of cardinality $(\frac{2}{\epsilon})^n$ such that for every $x \in \mathbb{S}^{n-1}$ there exists $y \in \mathcal{N}$ such that $|x - y| \leq \epsilon$, and consequently, for any (deterministic) $n \times n$ matrix $A$, we have
\begin{equation}
|A(x - y)| \leq \epsilon \cdot \|A\|.
\end{equation}

In fact, one may improve (8), as was outlined in the work of Klartag and the author in Lemma 5.1 (see also Lemma 3.5 below). Indeed, consider a lattice partitioning of $\mathbb{R}^n$ into cubes of side length $\frac{\sqrt{n}}{\epsilon}$. For every vector $x \in \mathbb{R}^n$, consider a random vector $\eta^x$ which takes values in the vertices of the cube of this partition in which $x$ belongs, in such a way that the coordinates of $\eta^x$ are independent, and $\mathbb{E}(x - \eta^x) = 0$. This procedure is called random rounding, see Section 3 for more details and history. The aforementioned two properties yield that for any (deterministic) vector $\theta$ in $\mathbb{R}^n$,
\[
\mathbb{E} \langle x - \eta^x, \theta \rangle^2 = \sum_{i=1}^{n} \theta_i^2 |x_i - \eta_i|^2 \leq \frac{\epsilon^2 |\theta|^2}{n}.
\]

This implies, in fact, that any closed strip of width 2, centered at any point inside the unit cube, catches at least one of the vertices of the cube. Next, using the above, for any (deterministic) $n \times n$ matrix $A$, we observe, by summing up:
\[
\mathbb{E} |A(x - \eta^x)|^2 = \mathbb{E} \sum_{j=1}^{n} \langle A^T e_j, x - \eta^x \rangle^2 \leq \frac{\epsilon^2}{n} ||A||_{HS}^2.
\]

For a vector $x$, denote by $S_x$ the collection of values which $\eta^x$ takes with non-zero probability; in the generic situation, $\#S_x = 2^n$. A crucial observation here is that
\[
\cup_{x \in \mathbb{S}^{n-1}} S_x \subset F,
\]
For this matrix, both (8) and (9) yield the comparison

However, instead of \( F \), one may consider a net \( F \) not far from the sphere, of cardinality \((10/\epsilon)^n\), such that for every \( x \in S^{n-1} \) there exists \( y \in F \) such that for any deterministic \( n \times n \) matrix \( A \),

\[
|A(x - y)| \leq \frac{\epsilon}{\sqrt{n}} \|A\|_{HS}.
\]

Note that the assertion (9) is strictly stronger than the assertion (8). Let us now recall the example 1.3: consider an \( n \times n \) Bernoulli \( \pm 1 \) matrix \( M \), and let \( A = [\sqrt{n} M e_1, M e_2, ..., M e_n] \).

Then \( \|A\|_{HS} = \sqrt{2n^2 - 1} \) for every realization of \( A \), while \( \|A\| \geq |Ae_1| = n \), for every realization (and, in fact, with exponentially high probability, \( \|A\| \leq n + C\sqrt{n} \) by the triangle inequality combined with the standard result about the norm of the Bernoulli matrix).

Consequently, for all the realizations of the matrix \( A \), the net \( F \) which gives (9) is always \( \sqrt{n} \) times more precise than the net \( N \) with the property (8).

Next, let us consider an even more radical example: let \( B = [e^n M e_1, M e_2, ..., M e_n] \). For this matrix, both (8) and (9) yield the comparison

\[
|B(x - y)| \leq e^n(1 + o(1)).
\]

However, instead of \( F \), one may consider a net

\[
S = \left( \frac{e^{-n\epsilon}}{\sqrt{n}} \mathbb{Z} \times \frac{e^{-n\epsilon}}{\sqrt{n}} \mathbb{Z} \times ... \times \frac{e^{-n\epsilon}}{\sqrt{n}} \mathbb{Z} \right) \cap \frac{3}{2} B_2^n \setminus \frac{1}{2} B_2^n.
\]

The cardinality of \( S \) is bounded by \( \left( \frac{2e}{\epsilon} \right)^n \) (which works essentially just as well as \( \left( \frac{2}{\epsilon} \right)^n \) for our purposes), but one may notice, using an argument similar to the one outlined above, that for every \( x \in S^{n-1} \) there exists \( y \in S \) such that for every realization of \( B \),

\[
|B(x - y)| \leq e\sqrt{n},
\]

which improves significantly upon the previous comparison. This leads to the notion of the regularized Hilbert-Schmidt norm \( B_\kappa \). Indeed, note that for the matrix \( B \),

\[
B_\kappa(B) = n^2 << (1 + o(1))e^{2n} = \|B\|_{HS}^2.
\]

We shall consider nets formed by vertices of parallelepipeds of exponentially small volume, which will lead us to a construction of a net, such that for every \( x \in S^{n-1} \) one may find \( y \) in the net with

\[
|A(x - y)| \leq \frac{\epsilon}{\sqrt{n}} \sqrt{B_\kappa(A)},
\]

for any deterministic matrix \( A \). Moreover, our net will not depend on the matrix. While each matrix might have its own preferred parallelepiped generating the net, we will show that only an exponential number of the parallelepiped shapes are required, by discretizing the set of admissible parallelepipeds.

In addition to the above examples, one may consider a random matrix \( C \) with \( c_{ij} = \pm 1 \) for \( i + j > 2 \) and \( c_{11} = \pm 1.01^n \). While both operator and Hilbert-Schmidt norms of \( C \) are exponentially large with probability 1, we note that \( B_{1,01}(C) \leq n^2 \), and, moreover, \( B_{1,01}(C^T) \leq n^2 \), with probability 1. This two inequalities ensure that, in fact, the conclusion of Theorem 1 holds for the matrix model \( C \), even though formally it is not included in the assumptions. In fact, a more general result of this type holds, as will be discussed in Remark 7.2.

The regularized Hilbert-Schmidt norm \( B_\kappa \) is very useful not only for these inhomogeneous highly spiky matrix profiles, but also in the situation of a heavy-tailed matrix with a homogeneous profile. The reason for this is that a sizable portion of the realizations of
Remark 1.7. A heavy-tailed matrix happen to be very spiky. Indeed, consider a random matrix $D$ with independent columns such that $\mathbb{E}d_{ij}^2 = 1$, but such that $\mathbb{E}|d_{ij}|^p = \infty$, say. Then with considerable probability, $\|D\| \approx n$, $\|D\|_{HS} \gg n$, however we shall show that $B_\kappa(D) \approx n^2$ with exponentially good probability.

Another example is Example 1.4: Let $E$ be a random matrix with independent columns such that $\mathbb{E}e_i^2 = \infty$, but such that $\mathbb{E}|e_i|^p = n^p$, for a small $p > 0$. Then with high probability, $\|E\| = \|E\|_{HS} = \infty$, however $B_\kappa(E) \approx n^2$, as will be shown in Section 3.

Let us now turn to formulating our key result about net approximation, which will be entailed by the strong large deviation properties of the regularized Hilbert-Schmidt norm.

**Theorem 3** (the net bound). Fix $n \in \mathbb{N}$. Consider any $S \subset \mathbb{R}^n$. Pick any $\gamma \in (1, \sqrt{n})$, $\epsilon \in (0, \frac{1}{20\sqrt{n}})$, $\kappa > 1$, $p > 0$ and $s > 0$. Recall that $N(S, \epsilon B^n_2)$ stands for the covering number of $S$ by $\epsilon B^n_2$ (see more details in section 2).

There exists a (deterministic) net $N \subset S + 4\epsilon \gamma B^n_2$, with

$$
\#N \leq \begin{cases} 
N(S, \epsilon B^n_2) \cdot (C_1 \gamma)^{\frac{C_3 n}{\log \kappa}}, & \text{if } \log \kappa \leq \frac{\log 2}{20 \sqrt{n}}, \\
N(S, \epsilon B^n_2) \cdot (C \kappa)^{n(\log \kappa)^{n-1}}, & \text{if } \log \kappa \geq \frac{\log 2}{20 \sqrt{n}},
\end{cases}
$$

such that for every $N \in \mathbb{N}$ and every random $N \times n$ matrix $A$ with independent columns, with probability at least

$$
1 - \kappa^{-2pn} \left(1 + \frac{1}{8p}\right)^n,
$$

for every $x \in S$ there exists $y \in N$ such that

$$
|A(x - y)| \leq C_3 \epsilon \gamma \sqrt{n} \sqrt{\sum_{i=1}^{n} \mathbb{E}|Ae_i|^2}.
$$

Here $C, C_1, C_2, C_3$ are absolute constants.

In order to derive Theorem 3, we use some ideas from Rebrova and Tikhomirov [25]. Theorem 3 generalizes Theorem A from their paper, in which it was obtained in the particular case of square random matrix $A$ having all entries i.i.d., mean zero and second moment 1. The net from the paper of Rebrova and Tikhomirov, however, has an advantage of being a subset of the set $S$, rather than its euclidean neighborhood; this does not play any role in the set up of this paper, and we believe that the net in the neighborhood shall be sufficient also for other potential applications.

**Remark 1.7.** We emphasize that the only assumption in Theorem 3 is the independence of columns of $A$; of course, the statement is only applicable in the case the right hand side of (32) is bounded. The possibility to consider matrices with dependent rows will be crucial in Section 8, when the Theorem 3 will be applied to projections of our matrix $A$.

**Remark 1.8.** It often occurs in asymptotic analysis, that a logarithmic factor in an estimate appears as a byproduct of the proof, and is, in fact, unnecessary. Clearly, this is the case, for example, with Theorem 2. In contrast to that, we believe that in Theorem 3 the term $\log \kappa$ might in fact be necessary.

**Remark 1.9.** We note that for any set $S \subset \mathbb{S}^{n-1}$, the theorem entails that $N \subset \frac{3}{2} B^n_2 \setminus \frac{1}{2} B^n_2$, in view of our assumption on $\epsilon$. This is crucial throughout the paper, and also is sufficient for all the applications of the net, with the exception of its application in Section 6, where the neighborhood plays a role.
Theorem 3 might appear overloaded with parameters, however we really need them all. Throughout the paper, we apply Theorem 3 in several situations with different choices of parameters and in completely different regimes, and the precise estimates for the cardinality of the net, the probability of the good event, and the net approximation are crucial, although they might appear incomprehensible at the first glance. For the reader’s benefit, we formulate below a corollary of Theorem 3:

**Corollary 1.10.** There exists an absolute constant $C > 0$ and a deterministic net $N \subset \frac{1}{2}B_n^2 \setminus \frac{1}{2}B_n^2$ of cardinality $1000^n$ such that for any random matrix $A$ with independent columns, with probability at least $1 - e^{-5n}$, for every $x \in S^{n-1}$ there exists $y \in N$ such that

$$|A(x - y)| \leq C \frac{\sqrt{n}}{\sqrt{n}} \sqrt{\text{E}||A||_{HS}^2}.$$

In fact, the net from Corollary 1.10 can be written out explicitly.

In Section 2 we discuss rather standard covering estimates, which involve some sparsity arguments. In Section 3 we prove Theorem 3, furthermore, we prove Theorem 4 — a deterministic version of Theorem 3 — which could be of independent interest. From that moment on, the proof follows the scheme developed by Rudelson and Vershynin [29], [30]. In Section 4 we survey some of the powerful small ball estimates of Rudelson and Vershynin [29], [30], on which our proof heavily relies. In Section 5 we prove Proposition 1 as well as the “tall” case, and discuss the decomposition of the sphere introduced by Rudelson and Vershynin; in this section we apply our net for the first time. In Section 6 we generalize results of Rudelson and Vershynin about structure of random subspaces to heavy-tailed matrices; in this section we apply our net for the second time. In Section 7 we prove Theorem 1. In Section 8 we prove Theorem 2, and apply our net for the third time (in fact, many times): the argument involves an iteration in the parameter $\kappa$.
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2. Covering estimates

We begin by outlining some notation which we have to use throughout the paper; whenever the reader stumbles upon an unknown notation, she may consult with the list below; some more notation is added also in the beginning of the other sections.
Notation.

- We work in an $n$-dimensional euclidean space $\mathbb{R}^n$. Scalar product is denoted $\langle \cdot, \cdot \rangle$. Euclidean norm is denoted by $| \cdot |$, and the infinity norm by $\| x \|_\infty = \max_i |x_i|$. The unit ball is denoted $B_2^n$ and the unit sphere $S^{n-1}$. The unit cube is

$$B_\infty^n = \{ x \in \mathbb{R}^n : \| x \|_\infty \leq 1 \},$$

and the cross-polytope $B_1^n = \{ x \in \mathbb{R}^n : \sum_{i=1}^n |x_i| \leq 1 \}$.
- Minkowski sum of sets $A, B \subset \mathbb{R}^n$ is $A + B = \{ x + y : x \in A, y \in B \}$.
- The integer part of a real number $a$ (i.e., the largest integer which is smaller than $a$) is denoted by $\lfloor a \rfloor$.
- We say that a set $S \subset \mathbb{R}^n$ can be covered by $m$ translates of a set $K \subset \mathbb{R}^n$ if there exists a collection $x_1, \ldots, x_m \in \mathbb{R}^n$ such that

$$S \subset \bigcup_{i=1}^m (K + x_i).$$

We use the standard notation $N(S, K)$ for the minimal number of translates of $K$ needed to cover $S$.
- Given a parallelepiped $P$, we also use the notation $N_l(S, P)$ for the minimal number $m$ of points $x_i$ from the lattice generated by $P$, such that

$$S \subset \bigcup_{i=1}^m x_i + P.$$

- For $\delta \in (0, 1)$, recall the notion of $\delta n$--sparse vectors

$$\text{Sparse}(\delta n) = \{ x \in \mathbb{R}^n : \# \text{supp}(x) \leq \delta n \},$$

where $\text{supp}(x)$ is the set of indices of non-zero coordinates of $x$.
- For $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n$ with $\alpha_i > 0$, we fix the notation $P_\alpha$ for the parallelepiped with sides $2 \alpha_i$ and barycenter at the origin. That is,

$$P_\alpha = \{ x \in \mathbb{R}^n : |x_i| \leq \alpha_i \}.$$

For $\kappa > 1$, we consider the set of admissible parallelepipeds

$$\Omega_\kappa = \left\{ \alpha \in \mathbb{R}^n : \alpha_i \in [0, 1], \prod_{i=1}^n \alpha_i > \kappa^{-n} \right\}.$$

Below we shall outline a few covering results.

**Lemma 2.1.** For every $x \in \mathbb{R}^n$ there exists a finite set

$$\mathcal{N} \subset \mathbb{Z}^n \cap (3\sqrt{n}B_2^n + x)$$

such that

$$x + \sqrt{n}B_2^n \subset \mathcal{N} + B_\infty^n$$

and

$$\# \mathcal{N} \leq C^n,$$

where $C$ is an absolute constant.

**Proof.** For $x \in \mathbb{R}^n$, write $[x] := ([x_1], \ldots, [x_n])$. Let

$$\mathcal{N} = [x] + \mathbb{Z}^n \cap 2\sqrt{n}B_2^n.$$

Since $x - [x] \in B_2^n \subset \sqrt{n}B_2^n$, we have $\mathcal{N} \subset \mathbb{Z}^n \cap (3\sqrt{n}B_2^n + x)$. For the same reason, we have $x + \sqrt{n}B_2^n \subset \mathcal{N} + B_\infty^n$.

Recall that the number of integer lattice points $z$ such that $\sum_{i=1}^n |z_i| \leq 2n$ is at most $\binom{3n}{n} \leq C^n$. In view of the fact that $2\sqrt{n}B_2^n \subset 2nB_1^n$, this implies that

$$\# \left( \mathbb{Z}^n \cap 2\sqrt{n}B_2^n \right) \leq C^n.$$
Applying a lattice translation does not change anything, and we conclude that \( \#N \leq C^n \), for some absolute constant \( C > 0 \).

□

As a corollary, we have

**Lemma 2.2.** For any \( \gamma \in (0, \sqrt{n}) \), for any \( \epsilon > 0 \), for any \( x \in \mathbb{R}^n \),

\[
N_l \left( x + \epsilon B_2^n, \frac{2\epsilon \gamma}{\sqrt{n}} B_\infty^n \right) \leq \max \left( \left( \frac{C_0}{\gamma} \right)^n, (C_1 \gamma)^{\frac{C_2 n}{\gamma^2}} \right).
\]

Here \( C_0, C_1 \) and \( C_2 \) are absolute constants.

**Proof.** By scaling, we may assume without loss of generality that \( \epsilon = 1 \). For \( \gamma \in (0, 2] \), Lemma 2.1 implies that

\[
N_l \left( x + B_2^n, \frac{2\gamma}{\sqrt{n}} B_\infty^n \right) \leq C^n N(B_2^n, 2\gamma B_2^n) \leq \left( \frac{C_0}{\gamma} \right)^n,
\]

where the last inequality is obtained by a standard volumetric argument, see, e.g., Vershynin [46].

Suppose now \( \gamma \geq 2 \). Recall that \( B_2^n \cap \text{Sparse} \left( \frac{n}{\gamma^2} \right) = \bigcup_{i=1}^m H_i \cap B_2^n \), where \( H_i \) are subspaces of dimension \( \frac{n}{\gamma^2} \), and \( m = \left( \frac{C_2 n}{\gamma^2} \right)^{\frac{C_2 n}{\gamma^2}} \). Therefore, in view of Lemma 2.1 the set \( B_2^n \cap \text{Sparse} \left( \frac{n}{\gamma^2} \right) \) admits a lattice covering by the translates of \( \frac{2}{\sqrt{n}} B_\infty^n \) of cardinality \( (C\gamma)^{\frac{C_2 n}{\gamma^2}} \). Hence, for any \( \gamma \geq 2 \), one has

\[
N_l \left( B_2^n \cap \text{Sparse} \left( \frac{n}{\gamma^2} \right), \frac{\gamma}{\sqrt{n}} B_\infty^n \right) \leq (C_1 \gamma)^{\frac{C_2 n}{\gamma^2}}.
\]

(14)

It remains to note, by the pigeonhole principle, that for any vector \( x \in B_2^n \),

\[
\# \left\{ i = 1, \ldots, n : |x_i| \geq \frac{\gamma}{\sqrt{n}} \right\} \leq \frac{n}{\gamma^2}.
\]

Therefore,

\[
N_l \left( x + B_2^n, \frac{2\gamma}{\sqrt{n}} B_\infty^n \right) \leq N_l \left( B_2^n, \frac{\gamma}{\sqrt{n}} B_\infty^n \right) = N_l \left( B_2^n \cap \text{Sparse} \left( \frac{n}{\gamma^2} \right), \frac{\gamma}{\sqrt{n}} B_\infty^n \right),
\]

which, together with (14), yields the lemma. □

The Lemma 2.2 (in the non-lattice form) appears, e.g., in the work of Rebrova and Tikhomirov [25], where the “pigeonhole principle” reduction is used. It is crucial that the ball can be covered by a rather small (smaller than pure exponential) number of cubes with large diagonal.

Next, we will need the Lemma below, which bounds the covering number of the cube by parallelepipeds of large enough volume.

**Lemma 2.3.** For any \( \kappa > 1 \) and for any \( \alpha \in \Omega_\kappa \) there exists a lattice covering of \( \frac{1}{2} B_\infty^n \) by \( \kappa^n \) translates of \( P_\alpha \).
Proof. Since $\alpha \in [0, 1]^n$, there exists a (lattice) covering of $\frac{1}{2}B_\infty^n$ with $\prod_{i=1}^n \left[ \frac{1}{\alpha_i} \right]$ translated copies of $P_\alpha$. It remains to note that

$$\prod_{i=1}^n \left[ \frac{1}{\alpha_i} \right] \leq \prod_{i=1}^n \frac{1}{\alpha_i} \leq \kappa^n.$$  

\qed

We summarize the subsection with the following corollary of Lemma 2.2 and Lemma 2.3:

**Proposition 2.4.** Pick any $\gamma \in (1, \sqrt{n})$, any $\epsilon \in (0, \frac{1}{20\gamma})$, any $\kappa > 1$, and any $\alpha \in \Omega_\kappa$. For any set $S \subset S^{n-1}$, there exists a finite set $N \subset 4B_2^n \setminus 3B_2^n$, such that $S \subset N + 4\epsilon \sqrt{n}B_2^n$, and

$$\#N \leq N(S, \epsilon B_2^n) \cdot \kappa^n \cdot \left( C_1 \gamma \right)^\frac{C_2 \gamma}{n}.$$  

Proof. Suppose $S \subset \bigcup_{i=1}^m x_i + \epsilon B_2^n$. We apply Lemma 2.2 to every $x_i + \epsilon B_2^n$, and get that

$$N_1(S, \frac{2\epsilon \gamma}{\sqrt{n}} B_\infty^n) \leq N(S, \epsilon B_2^n) \cdot \left( C_1 \gamma \right)^\frac{C_2 \gamma}{n}.$$  

Next, apply Lemma 2.3 for each of the cubes $y_i + 2\epsilon \sqrt{n}B_\infty^n$ involved in the covering of $S$, yielding the net bound.

To assert that $N \subset \frac{5}{4}B_2^n \setminus \frac{3}{4}B_2^n$, it remains to observe that $\epsilon \gamma \leq \frac{1}{20}$.

\qed

3. RANDOM Rounding AND THE NET CONSTRUCTION

3.1. The random rounding. Below we describe the idea of discretizing the unit sphere using a partially random net, to which we refer as “random rounding”. It has been used a lot in computer science (see, e.g. Srinivasan [36], Kannan, Vempala [16], Alon, Klartag [1]), and in the joint work with Klartag [13].

**Definition 3.1** (random rounding). Fix $\nu > 0$, $\kappa \geq 1$ and $\alpha \in \Omega_\kappa$. For $\xi \in \mathbb{R}^n$ consider a random vector $\tilde{\eta}^\xi \in \frac{\alpha\nu}{\sqrt{n}}\mathbb{Z} \times \frac{\alpha\nu}{\sqrt{n}}\mathbb{Z} \times \ldots \times \frac{\alpha\nu}{\sqrt{n}}\mathbb{Z}$ with independent coordinates such that $|\xi_i - \tilde{\eta}^\xi_i| \leq \frac{\alpha\nu}{\sqrt{n}}$ with probability one, and $\mathbb{E}\tilde{\eta}^\xi = \xi$. Namely, for $i = 1, \ldots, n$, writing $\xi_i = \frac{\alpha\nu}{\sqrt{n}}(k_i + p_i)$ for an integer $k_i$ and $p_i \in [0, 1)$,

$$\tilde{\eta}^\xi_i = \begin{cases} \frac{\alpha\nu}{\sqrt{n}}k_i, & \text{with probability } 1 - p_i \\ \frac{\alpha\nu}{\sqrt{n}}(k_i + 1), & \text{with probability } p_i. \end{cases}$$  

We shall need the following
Lemma 3.2 (short vectors gravitate towards sparse). For an appropriately large $C_0 > 0$, pick $n \geq C_0$. Fix $\gamma \in [C_0, \sqrt{n})$, and let $\kappa \geq 1$ be such that $\log \kappa \leq \frac{\log 2}{\gamma}$. Fix any $\alpha \in \Omega_\kappa$. Fix any $\xi \in B_2^n$. With the random rounding $\tilde{\eta}^\xi$, taken with parameters $\nu = \gamma$ and $\alpha$, we have

$$P(\tilde{\eta}^\xi \in \text{Sparse}(\frac{n}{\gamma^{0.08}})) \geq \frac{9}{10}.$$  

Here $P$ stands for the probability taken with respect to the distribution of $\tilde{\eta}^\xi$.

Proof. Consider a set of indices

$$\sigma_1 = \left\{ i : \alpha_i \geq \frac{1}{2} \right\}.$$  

Recall that $\prod_{i=1}^n \alpha_i \geq \kappa^{-n}$ and that $\alpha_i \in [0, 1]$. Observe, for any $M \geq 1$, that

$$\kappa^{-n} \leq \prod_{i=1}^n \alpha_i \leq \prod_{i : \alpha_i \leq \kappa^{-M}} \kappa^{-M},$$  

and hence

$$\#\left\{ i : \alpha_i \leq \kappa^{-M} \right\} \leq \frac{n}{M}.$$  

By our assumption, $\log \kappa \leq \frac{\log 2}{\gamma}$, and therefore, plugging $M = \gamma^{0.09}$, we have

$$\#\sigma_1 \geq n - \frac{n}{\gamma^{0.09}}.$$  

Next, consider the decomposition $\xi = k + p$, where $k \in \frac{\alpha_1 \gamma}{\sqrt{n}} \mathbb{Z} \times \frac{\alpha_2 \gamma}{\sqrt{n}} \mathbb{Z} \times \ldots \times \frac{\alpha_n \gamma}{\sqrt{n}} \mathbb{Z}$ and $p \in \frac{\gamma}{\sqrt{n}} P_\alpha$. Let

$$\sigma_2 = \left\{ i : k_i = 0 \right\}.$$  

Note, as before, that

$$\# \sigma_2 \geq 4n \frac{\gamma}{\gamma^2} - \frac{n}{\gamma^{0.09}},$$  

Therefore, in view of the fact that $\sigma_2 \subset (\sigma_2 \cap \sigma_1) \cup \sigma_1$, we have

$$\#\sigma_2 \geq n - \frac{4n}{\gamma^2} - \frac{n}{\gamma^{0.09}}.$$  

Next, for a large $A \in [4, \gamma]$, consider

$$\sigma_3 = \left\{ i : |\xi| \leq \frac{\gamma}{2A\sqrt{n}} \right\}.$$  

Note, as before, that

$$\#\sigma_3 \geq n - \frac{4nA^2}{\gamma^2}.$$  

Finally, let

$$\sigma = \sigma_1 \cap \sigma_2 \cap \sigma_3.$$  

Observe that

$$\#\sigma \geq n - \frac{8nA^2}{\gamma^2} - \frac{2n}{\gamma^{0.09}}.$$  

Note, by construction, and by the definition of $\tilde{\eta}^\xi$, that for every $i \in \sigma$, we have

$$P(\tilde{\eta}_i^\xi = 0) \geq 1 - \frac{1}{A}.$$
Let $\omega > 0$ be chosen later; suppose that

$$\frac{n}{\gamma \omega} \geq 2 \left( \frac{8nA^2}{\gamma^2} + \frac{2n}{\gamma^{0.09}} \right).$$

Recall, by definition of sparsity:

$$P \left( \tilde{\eta}^\xi \not\in \text{Sparse} \left( \frac{n}{\gamma \omega} \right) \right) =$$

$$P \left( \exists \sigma_4 \subset \{1, \ldots, n\}, \#\sigma_4 > \frac{n}{\gamma \omega} : \forall i \in \sigma_4 : \tilde{\eta}_i^\xi \neq 0 \right).$$

We use (20) and estimate it from above by

$$P \left( \exists \sigma_5 \subset \sigma, \#\sigma_5 = \frac{n}{2\gamma \omega} : \forall i \in \sigma_5 : \tilde{\eta}_i^\xi \neq 0 \right) \leq$$

$$(C\gamma^\omega) \frac{2^n}{\pi n} \cdot \left( P(\tilde{\eta}_i^\xi \neq 0) | i \in \sigma \right) \frac{n}{\pi \omega}.$$

In view of (19), we estimate (21) from above with

$$(C\gamma^\omega) \frac{2^n}{\pi n} A^{-\frac{n}{\pi \omega}} \leq \frac{1}{10},$$

provided that $C_0$ is chosen large enough and that

$$A = C' \gamma^{4\omega},$$

with an appropriate constant $C'$. In order to satisfy (20) and (23), we see that it is enough to select

$$\omega \leq \min \left( \frac{2}{1 + 8e}, 0.09 \right),$$

again, provided $C_0 > 0$ is large enough. We select $\omega = 0.08$. $\square$

We shall need also a notion of adapted random rounding: the idea is to consider a fixed covering of a set $S$ by euclidean balls, and round each point in $S$ with respect to the lattice associated with the center of the (a-priori fixed) euclidean ball in which it lies.

**Definition 3.3** (adapted random rounding). Consider a set $S \subset \mathbb{R}^n$ and fix a covering $\mathcal{F}$ by $\epsilon B^2_n$, with centers at $S$:

$$S \subset \bigcup_{j=1}^m x_j + \epsilon B^2_n, \quad x_j \in S.$$  

For every $\xi \in S$, select and fix any $j = j(\xi)$ such that $\xi \in x_j + \epsilon B^2_n$ (there a-priori could be several such $j$ but we fix one for each $\xi$). Given $\kappa$, $\alpha$, $\nu$ from the definition of random rounding, consider an “adapted rounding” on $S$ with respect to $\mathcal{F}$, given by

$$\eta^\xi = \tilde{\eta}^{\xi-x_j} + x_j.$$  

Next, we formulate the following corollary of Proposition 2.4 and Lemma 3.2:

**Corollary 3.4.** For an appropriately large $C_0 > 0$, pick $n \geq C_0$. Fix $\gamma \in [C_0, \sqrt{n})$, and let $\kappa \geq 1$. Fix any $\alpha \in \Omega_\kappa$. Fix $\epsilon \in (0, \frac{1}{20\gamma})$. Consider any $S \subset S^{n-1}$, and fix $\mathcal{F} \subset S$ such that

$$S \subset \bigcup_{x_j \in \mathcal{F}} x_j + \epsilon B^2_n,$$

and $\mathcal{F}$ is optimal, that is, $\# \mathcal{F} = N(S, \epsilon B^2_n)$. Consider the adapted random rounding $\tilde{\eta}^\xi$ on $S$, taken with parameters $\nu = \epsilon \gamma$, and $\alpha$. 

...
Then there exists a net \( \mathcal{N} \subset S + 4\gamma B_2^n \), with
\[
\#\mathcal{N} \leq \begin{cases} 
N(S, \varepsilon B_2^n) \cdot (C_1 \gamma)^{\frac{c_{an}}{2\gamma^{\eta}}} & \text{if } \log \kappa \leq \frac{\log 2}{\gamma^{\eta}}, \\
N(S, \varepsilon B_2^n) \cdot (C \kappa)^n & \text{if } \log \kappa \geq \frac{\log 2}{\gamma^{\eta}},
\end{cases}
\]
such that whenever for \( M > 0 \) and a measurable function \( F : \mathbb{R}^n \to \mathbb{R}^+ \) we have, for every \( \xi \in S \), that
\[ \mathbb{E}_\eta F(\xi - \eta^\xi) \leq M, \]
then for every \( x \in S \) there exists \( y \in \mathcal{N} \) with
\[ F(x - y) \leq 2M. \]

**Proof.** **Case 1.** Suppose \( \log \kappa \geq \frac{\log 2}{\gamma^{\eta}} \). By Proposition 2.4 there exists a net
\[ \mathcal{K} \subset \frac{5}{4} B_2^n \setminus \frac{3}{4} B_2^n \]
such that
\[ S \subset \mathcal{K} + \frac{\varepsilon \gamma}{\sqrt{n}} P_\alpha, \]
and
\[ \#\mathcal{K} \leq N(S, \varepsilon B_2^n) \cdot \kappa^n \cdot (C_1 \gamma)^{\frac{c_{an}}{2\gamma^{\eta}}}, \]
and such that \( \eta^\xi \) takes values in
\[ \mathcal{N} = \mathcal{K} \pm \frac{\alpha_1 \varepsilon \gamma}{\sqrt{n}} e_1 \pm ... \pm \frac{\alpha_n \varepsilon \gamma}{\sqrt{n}} e_n \subset \frac{3}{2} B_2^n \setminus \frac{1}{2} B_2^n, \]
where the inclusion holds since \( \varepsilon \leq \frac{1}{20\gamma} \). Namely, \( \mathcal{N} \) is the collection of vertices of the parallelepipeds covering \( S \).

Since \( \mathbb{E}_\eta F(\xi - \eta^\xi) \leq M \), there exists an \( \eta \in \mathcal{N} \), such that \( F(\xi - \eta) \leq M \). Note that each parallelepiped has \( 2^n \) vertices. The estimate on the cardinality of the net thus follows from the inequality \( \#\mathcal{N} \leq 2^n \cdot \#\mathcal{K}, \) and in view of the fact that \( (C_1 \gamma)^{\frac{c_{an}}{2\gamma^{\eta}}} \leq C^n \).

**Case 2.** Next, suppose \( \log \kappa \leq \frac{\log 2}{\gamma^{\eta}} \). Then we may apply Lemma 3.2. Fix the lattice net \( \mathcal{L} \) in \( \mathbb{R}^n \) generated by \( \frac{\varepsilon \gamma}{\sqrt{n}} P_\alpha \). Pick any \( x_j \in \mathcal{F} \) – the center of a euclidean ball from our fixed euclidean net \( \mathcal{F} \). Consider the set
\[ \mathcal{N}_j = x_j + \text{Sparse} \left( \frac{n}{\gamma^{0.05}} \right) \cap 3\gamma B_2^n \cap \mathcal{L}. \]
Note that
\[ \#\mathcal{N}_j \leq \kappa^n \cdot e^{\frac{\gamma^{\eta}}{\gamma^{0.05}}} \cdot (C_1 \gamma)^{\frac{c_{an}}{2\gamma^{\eta}}} \leq (C_1')^{\frac{c_{an}}{2\gamma^{\eta}}}, \]
since \( \kappa^n \leq 2^{\frac{\gamma^{\eta}}{\gamma^{0.05}}} \) in the current case. Consider
\[ \mathcal{N} = \cup_{x_j \in \mathcal{F}} \mathcal{N}_j. \]
We deduce that
\[ \#\mathcal{N} \leq (C_1')^{\frac{c_{an}}{2\gamma^{\eta}}} \cdot \#\mathcal{F} \leq N(S, \varepsilon B_2^n) \cdot (C_1 \gamma)^{\frac{c_{an}}{2\gamma^{\eta}}}. \]

Fix \( \xi \in S \). By definition of the adapted random rounding, and in view of Lemma 3.2 the random vector \( \eta^\xi \) (taken with parameters \( \nu = \varepsilon \gamma, \alpha, \kappa \), with respect to \( \mathcal{F} \)) takes values in \( \mathcal{N} \) with probability at least \( \frac{1}{20} \). Further, by our assumption, with probability at least \( \frac{1}{2} \), we have \( F(\xi - \eta^\xi) \leq 2M \). Therefore, there exists an \( \eta \in \mathcal{N} \) satisfying \( F(\xi - \eta) \leq 2M \), and the proof is done. \( \Box \)
3.2. Comparison via Hilbert-Schmidt. We begin by formulating an analogue of Lemma 5.1 from [13]:

**Lemma 3.5 (comparison via Hilbert-Schmidt).** Let \( \epsilon \in (0, \frac{1}{20}) \). There exists a collection of points \( F \subset \frac{1}{2}B_2^d \setminus \frac{1}{2}B_2^d \) with \( \# F \leq (\frac{C}{\epsilon})^{n-1} \) such that for any (deterministic) matrix \( A : \mathbb{R}^n \to \mathbb{R}^N \), for every \( \xi \in \mathbb{S}^{n-1} \) there exists an \( \eta \in F \) satisfying

\[
|A(\eta - \xi)| \leq \frac{\epsilon}{\sqrt{n}}\|A\|_{HS}.
\]

Here \( C \) is an absolute constant.

**Proof.** Recall that \( |Ax|^2 = \sum_{i=1}^N \langle A^T e_i, x \rangle^2 \). Consider the random rounding with \( \kappa = \alpha_1 = \ldots = \alpha_n = 1 \) and \( \nu = 2\epsilon \). For every vector \( g \in \mathbb{R}^n \), using the fact that \( \mathbb{E}_\eta \langle \xi - \eta^\xi, g \rangle = 0 \), as well as the fact that \( \|\xi - \eta^\xi\|_\infty \leq \frac{\epsilon}{\sqrt{n}} \), we deduce

\[
\mathbb{E}_\eta |\langle \eta^\xi, g \rangle - \langle \xi, g \rangle|^2 \leq \frac{\epsilon^2 |g|^2}{n}.
\]

By applying (25) to the rows of \( A \) and summing up, we get

\[
\mathbb{E}_\eta |A(\eta^\xi - \xi)|^2 = \mathbb{E}_\eta \sum_{i=1}^N \langle A^T e_i, \eta^\xi - \xi \rangle^2 \leq \left( \frac{\epsilon}{\sqrt{n}}\|A\|_{HS} \right)^2.
\]

Recall (see, e.g. Rudelson, Vershynin [30]) that \( N(S^{n-1}, \epsilon B_2^d) \leq (\frac{C}{\epsilon})^{n-1} \); applying Corollary 3.4 with \( \gamma = 2 \), \( \kappa = \alpha_1 = \ldots = \alpha_n = 1 \) and \( F(x) = |Ax|^2 \) finishes the proof, with the appropriate choice of constants.

A statement similar to Lemma 3.5 was recently independently proved and used by Lytova and Tikhomirov [22].

**Remark 3.6.** One may note that the inequality \( \mathbb{E}|\xi - \eta^\xi|^2 \leq \frac{\epsilon^2}{n} \), which was used in the proof above, is not sharp, in fact: indeed, the variance of a \( p \)-Bernoulli random variable is \( p(1-p) \), thus the conclusion in Lemma 3.5 could be strengthened on a subset of the sphere of vectors which are close to a scaled lattice.

3.3. Refinement of the Hilbert-Schmidt norm. Lemma 3.5 shows that there exists a net of cardinality \( C^n \), such that for any random matrix \( A : \mathbb{R}^n \to \mathbb{R}^N \), with probability at least \( 1 - P(\|A\|_{HS}^2 \geq 10\mathbb{E}\|A\|_{HS}^2) \), one has (24) with \( \sqrt{\mathbb{E}\|A\|_{HS}^2} \) in place of \( \|A\|_{HS} \). However, such probability estimate shall be unsatisfactory for our purposes: indeed, assuming only the bounded second moments, the best estimate for the said probability we could have, is that entailed by Markov’s inequality, i.e. \( \frac{9}{10} \). In order to overcome this issue, we employ the idea of Rebrova and Tikhomirov [25]: in place of the covering by cubes, we consider a covering by paralelepids of sufficiently large volume. To this end, we formulate our key definition.

**Definition 3.7.** Fix \( \kappa > 1 \). For an \( N \times n \) matrix \( A \), define

\[
B_\kappa(A) := \min_{\alpha \in \mathbb{N}_n} \sum_{i=1}^n \alpha_i^2 |Ae_i|^2.
\]

Recall that \( \Omega_n \) was defined in (17).

\( B_\kappa(A) \) should be thought of as a certain averaging process on the lengths of the columns of \( A \). As we shall show, the large deviation properties of \( B_\kappa(A) \) are significantly better than those of the usual Hilbert-Schmidt norm. At the same time, it turns out that we can
use $B_n(A)$ as a measure of comparison for the values of $|Ax|$ to the corresponding values on a net of relatively small size.

First, we refine the result of Lemma 3.5.

**Lemma 3.8.** Let $\gamma \in (1, \sqrt{n})$, $\epsilon \in (0, \frac{1}{20})$, $\kappa > 1$. Pick any $\alpha \in \Omega_\kappa$. Let $A$ be any $N \times n$ matrix. Consider any $S \subset \mathbb{S}^{n-1}$.

There exists a collection of points $\mathcal{F}_\alpha \subset S + 4\epsilon \gamma B^n_2$ with

$$\# \mathcal{F}_\alpha \leq \begin{cases} N(S, \epsilon B^n_2) \cdot (C_1 \gamma)^{C_2 \eta}, & \text{if } \log \kappa \leq \frac{\log 2}{\gamma 0.09}, \\ N(S, \epsilon B^n_2) \cdot (C_\kappa)^n, & \text{if } \log \kappa \geq \frac{\log 2}{\gamma 0.09}, \end{cases}$$

such that for every $\xi \in S$ there exists an $\eta \in \mathcal{F}_\alpha$ satisfying

$$|A(\eta - \xi)| \leq \frac{2\gamma \epsilon}{\sqrt{n}} \sqrt{\sum_{i=1}^n \alpha_i^2 |Ae_i|^2}. \quad (27)$$

Here $C, C_1, C_2$ are absolute constants.

**Proof.** Consider the random rounding $\eta^\xi$ with $\nu = \epsilon \gamma$ and $\alpha$. As before, we have, for any vector $g = (g_1, \ldots, g_n) \in \mathbb{R}^n$,

$$\mathbb{E}_{\eta} |\langle \eta^\xi - \xi, g \rangle|^2 \leq \frac{\epsilon^2 \gamma^2 \sum_{i=1}^n \alpha_i^2 g_i^2}{n}. \quad (28)$$

Therefore, summing up, we get

$$\mathbb{E}_{\eta} |A(\eta^\xi - \xi)|^2 \leq \frac{\epsilon^2 \gamma^2}{n} \sum_{i=1}^n \alpha_i^2 |Ae_i|^2. \quad (29)$$

The Lemma hence follows from Corollary 3.4 with the function $F(y) = |Ay|^2$. \hfill \Box

Observe that Lemma 3.8 implies the following (so far, unsatisfactory) corollary:

**Corollary 3.9** (comparison via $B(A)$). Let $\gamma \in (1, \sqrt{n})$, $\epsilon \in (0, \frac{1}{10}), \kappa > 1$. Let $A$ be any $N \times n$ matrix. Consider any $S \subset \mathbb{S}^{n-1}$.

There exists a collection of points $\mathcal{F} \subset \frac{3}{4} B^n_2 \setminus \frac{1}{2} B^n_2$ with cardinality bound as in Lemma 3.8 such that for every $\xi \in \mathbb{S}^{n-1}$ there exists an $\eta \in \mathcal{F}$ satisfying

$$|A(\eta - \xi)| \leq \frac{2\gamma \epsilon}{\sqrt{n}} \sqrt{B_n(A)}. \quad (30)$$

Next, we would like to switch the quantifiers in the previous statement: in place of the net that depends on the matrix, we need to have a fixed net, which serves all matrices. For that purpose we shall consider a net on the set of admissible nets.

**Lemma 3.10** (nets on nets). There exist absolute constants $C, C', C'' > 0$ such that for any $\kappa > 1$ and $\mu \in (0, \sqrt{n})$ there exists a collection $\mathcal{F} \subset \Omega_{\kappa^{1+\mu}}$ of cardinality

$$\max \left( \left( \frac{C'}{\mu} \right)^{n-1}, \left( \frac{C'}{\mu} \right)^{C'' n^2} \right), \quad (31)$$

such that for any $\alpha \in \Omega_\kappa$ there exists a $\beta \in \mathcal{F}$ such that for all $i = 1, \ldots, n$ we have $\alpha_i^2 \geq \beta_i^2$.

In particular, for any $N \times n$ matrix $A$, we have

$$B_n(A) \geq \min_{\beta \in \mathcal{F}} \sum_{i=1}^n \beta_i^2 |Ae_i|^2.$$
\textbf{Proof.} Consider a transformation $T : \mathbb{R}^n \to \mathbb{R}^n$ given by

$$T_\alpha = \left( \ldots, \sqrt{\frac{\log \left| \frac{1}{\alpha_n} \right|}{n \log \kappa}}, \ldots \right).$$

Denote $B = B_2^n \cap \{ x_i \geq 0 \, \forall i = 1, \ldots, n \}$. Then, by definition of $\Omega_\kappa$ we have

$$T \Omega_\kappa = B,$$

and

$$T^{-1} ((1 + \mu)B) = \Omega_{\kappa + \mu}.$$

Note that this mapping is a bijection on $\Omega_\kappa$ as well as on $\Omega_{\kappa + \mu}$.

Consider a lattice covering $\mathcal{N}$ of the boundary of $B$ with translates of $\frac{\mu}{\sqrt{n}} B_\infty^n$. In each cube $x + \frac{\mu}{\sqrt{n}} B_\infty^n$ from this covering, pick such a vertex $v(x)$ that for all $y \in x + \frac{\mu}{\sqrt{n}} B_\infty^n$, and for all $i = 1, \ldots, n$, one has $y_i \leq v(x)_i$. Define $\mathcal{S} = \{ v(x) : x \in \mathcal{N} \}$. Note that $\mathcal{S} \subset (1 + \mu)B$, and that

$$\# \mathcal{S} = \# \mathcal{N} \leq \min \left( \left( \frac{C}{\mu} \right)^{n-1}, (C' \mu)^{\frac{n}{\gamma \mu^2}} \right),$$

where the last inequality follows from Lemma 2.2 (note that the power $n - 1$ comes from the fact that we are covering the sphere rather than the ball).

Let $\mathcal{F} = T^{-1} \mathcal{S} \subset \Omega_{\kappa + \mu}$. For every $\alpha \in \Omega_\kappa$, let $a = T \alpha \in B$. Then take the $b \in \mathcal{S} \subset (1 + \mu)B$ such that $a_i^2 \leq b_i^2$; consider $\beta \in \mathcal{F}$ defined as $\beta = T^{-1} b$. Since $T$ is coordinate-wise decreasing, we have, for all $i \in \{1, \ldots, n\}$, the inequality $a_i^2 \leq \beta_i^2$, as desired. \hfill \Box

Finally, we deduce the result about a net which serves all deterministic matrices.

\textbf{Theorem 4} (sharp net for deterministic matrices). \textit{Fix the dimension $n \in \mathbb{N}$. Consider any $S \subset S^{n-1}$. Pick any $\gamma \in (2, \sqrt{n})$, $\epsilon \in (0, \frac{1}{100})$, $\kappa > 1$. There exists a (deterministic) net $\mathcal{N} \subset S + 4 \epsilon \gamma B_2^n$, with

$$\# \mathcal{N} \leq \begin{cases} N(S, \epsilon B_2^n) \cdot (C_1 \gamma)^{\frac{C_2 n}{\log \kappa}}, & \text{if } \log \kappa \leq \frac{\log 2}{\log 0.9}, \\ N(S, \epsilon B_2^n) \cdot (C \kappa)^n (\log \kappa)^{n-1}, & \text{if } \log \kappa \geq \frac{\log 2}{\log 0.9}, \end{cases}$$

such that for every $N \in \mathbb{N}$ and for every (deterministic) $N \times n$ matrix $A$, the following holds: for every $x \in S$ there exists $y \in \mathcal{N}$ such that

$$|A(x - y)| \leq \frac{2 \gamma \epsilon}{\sqrt{n}} B_\kappa(A).$$

Here $C, C_0, C_1, C_2$ are absolute constants.

\textbf{Proof.} Let $\mu = \min \left( \frac{1}{\log \kappa}, C\gamma^{0.09} \right)$. Consider $\mathcal{F} \subset \Omega_{\kappa + \mu}$, given to us by Lemma 3.10 with

$$\# \mathcal{F} \leq \min \left( (C \log \kappa)^{n-1}, (C\gamma)^{\frac{n}{\log \kappa}} \right),$$

and

$$\min_{\beta \in \mathcal{F}} \sum_{i=1}^n \beta_i^2 |Ae_i|^2 \leq B_\kappa(A).$$
For each $\beta \in \mathcal{F}$, consider the net $\mathcal{N}_\beta$ constructed in Lemma 3.8. By Lemma 3.8 we conclude, that for any $N \in \mathbb{N}$, for any $N \times n$ matrix $A$, for any $x \in S^{n-1}$ there exists $y \in \mathcal{N}_\beta$ with

$$|A(x - y)| \leq 2 \left( \frac{\epsilon^2 \gamma^2}{n} \sum_{i=1}^{n} \beta_i^2 |Ae_i|^2 \right)^{\frac{1}{2}}. \quad (35)$$

Next, let $\mathcal{N} = \bigcup_{\beta \in \mathcal{F}} \mathcal{N}_\beta$. Then, for any $N \times n$ matrix $A$, for any $x \in S^{n-1}$ there exists $y \in \mathcal{N}$ such that

$$|A(x - y)| \leq 2 \left( \frac{\epsilon^2 \gamma^2}{n} \min_{\beta \in \mathcal{F}} \sum_{i=1}^{n} \beta_i^2 |Ae_i|^2 \right)^{\frac{1}{2}}. \quad (36)$$

Combining (34) and (36), we conclude (32). It remains to observe, in view of the fact that $k^{\frac{1}{\log_2 \kappa}} = e$:

$$\# \mathcal{N} \leq \begin{cases} N(S, \epsilon B_2^n) \cdot (C_1 \gamma)^{C_{\text{fix}}} & \text{if } \log \kappa \leq \frac{\log 2}{\gamma}, \\ N(S, \epsilon B_2^n) \cdot (C \kappa)^n (\log \kappa)^{n-1} & \text{if } \log \kappa \geq \frac{\log 2}{\gamma}. \end{cases}$$

□

### 3.4. Large deviation of $B_\kappa(A)$

Theorem 4 is a statement about deterministic matrices only; it reduces the estimate of probability with which for a random matrix $A$ one may find a sharp net, to the large deviation properties of the random variable $B_\kappa(A)$. Philosophically, $B_\kappa(A)$ is a “minimum”, and minima have good large deviation properties; see, e.g. Lugosi, Mendelson [15], where a similar idea in order to improve deviation behavior is used in the context of statistical mean approximation.

**Lemma 3.11.** Let $A$ be a random matrix with independent columns. Pick any $\kappa > 1$, $p > 0$ and $s > 0$. Then

$$P \left( B_\kappa(A) \geq 2s \sum_{i=1}^{n} (\mathbb{E}|Ae_i|^{2p})^{\frac{1}{p}} \right) \leq \kappa^{-2pn} \left( 1 + \frac{1}{sp^p} \right)^n. \quad (32)$$

**Proof.** Assume that $\sum_{i=1}^{n} (\mathbb{E}|Ae_i|^{2p})^{\frac{1}{p}} < \infty$; otherwise, the statement is self-redundant.

Denote $Y_i = |Ae_i|$. If $B_\kappa(A) \geq 2s \sum_{i=1}^{n} (\mathbb{E}|Ae_i|^{2p})^{\frac{1}{p}}$, then for any collection $\alpha_1, \ldots, \alpha_n \in [0, 1]$, either

$$\sum_{i=1}^{n} \alpha_i^2 Y_i^2 \geq 2s \sum_{i=1}^{n} (\mathbb{E}Y_i^{2p})^{\frac{1}{p}}, \quad \text{or} \quad \prod_{i=1}^{n} \alpha_i < \kappa^{-n}.$$  

If there was no assumption $\alpha_i \in [0, 1]$, then the sequence, minimizing $\sum \alpha_i^2 Y_i^2$, for a fixed collection of $Y_i$, under the constraint $\prod_i \alpha_i = \kappa^{-n}$, would be $\alpha_i = \frac{c_0}{Y_i}$, with $c_0 = \kappa^{-1} (\prod_{i=1}^{n} Y_i)^{1/n}$. This hints us to consider a collection of random variables

$$\alpha_i^2 = \min \left( 1, \frac{s (\mathbb{E}Y_i^{2p})^{\frac{1}{p}}}{Y_i^{2p}} \right).$$
We estimate

\[
P \left( B_\kappa (A) \geq 2 s \sum_{i=1}^{n} \left( \mathbb{E} Y_i^{2p} \right)^{\frac{1}{p}} \right) \leq
\]

\[
P \left( \sum_{i=1}^{n} \min \left( 1, \frac{s \left( \mathbb{E} Y_i^{2p} \right)^{\frac{1}{p}}}{Y_i^{2p}} \right) Y_i^{2p} \geq 2 s \sum_{i=1}^{n} \left( \mathbb{E} Y_i^{2p} \right)^{\frac{1}{p}} \right) +
\]

\[
P \left( \prod_{i=1}^{n} \min \left( 1, \frac{s \left( \mathbb{E} Y_i^{2p} \right)^{\frac{1}{p}}}{Y_i^{2p}} \right) < \kappa^{-2n} \right) =: P_1 + P_2.
\]

Note that

\[
P_1 \leq P \left( s \sum_{i=1}^{n} \left( \mathbb{E} Y_i^{2p} \right)^{\frac{1}{p}} \geq 2 s \sum_{i=1}^{n} \left( \mathbb{E} Y_i^{2p} \right)^{\frac{1}{p}} \right) = 0.
\]

Next, by Markov’s inequality, for any \( p > 0 \) we have

\[
P_2 \leq \kappa^{-2pn} \prod_{i=1}^{n} \mathbb{E} \frac{1}{\min \left( 1, \frac{s \left( \mathbb{E} Y_i^{2p} \right)^{\frac{1}{p}}}{Y_i^{2p}} \right)}^{p} \leq \kappa^{-2pn} \left( 1 + \frac{1}{s^p} \right)^{n},
\]

where in the last inequality we used independence of columns, and the fact that

\[
\mathbb{E} \frac{1}{\min \left( 1, \frac{s \left( \mathbb{E} Y_i^{2p} \right)^{\frac{1}{p}}}{Y_i^{2p}} \right)} \leq \mathbb{E} \left( 1 + \frac{Y_i^{2p}}{s^p \mathbb{E} Y_i^{2p}} \right) = 1 + \frac{1}{s^p}.
\]

Here we also used that for a positive \( p \) and a positive \( a \), one has \( a^p > 1 \) if and only if \( a > 1 \). This finishes the proof.

**Remark 3.12.** Under different assumptions on the random matrix one might hope to deduce different estimates on the large deviation of \( B_\kappa (A) \). For example, already the bounded concentration function assumption yields certain improvements to the bound of the Lemma 3.11 in the case \( \kappa = 10 \): one may compare \( B_\kappa (A) \) to, say, \( B_{s\kappa} (A) \) for large \( s \), and deduce that either the large deviation of \( B_{s\kappa} \) entails some large deviation of \( B_\kappa \), or \( B_\kappa \) is much smaller than \( B_{s\kappa} \), and hence the lengths of columns of \( A \) are highly irregular. It is, however, not clear if the stronger assumption of small ball probability for columns could lead to a more substantial improvement. An affirmative answer could, in particular, slightly improve Theorem 2 since in Section 8 the net Theorem 3 is applied to a matrix which w.h.p. possesses a strong small ball probability for columns.

In view of Theorem 2 (which itself involves no randomness), any estimate on the large deviation of \( B_\kappa (A) \) would have rather straightforward implications for the smallest singular value estimates.

3.5. **Proof of Theorem 3**. The statement follows immediately from Theorem 4 and Lemma 3.11.

We conclude this section by formulating two corollaries of Theorem 3 in two different regimes, which we shall need. Firstly, we consider the regime in which the “short vectors gravitate towards sparse” lemma plays a crucial role, as we construct a net of size \( e^{\mu n} \), with arbitrarily small constant \( \mu \), while only spoiling the comparison constant polynomially.
Corollary 4 (regime of small $\kappa$ and sparsity). Fix $n, N \in \mathbb{N}$, and fix any $p > 0$. Consider any $S \subset \mathbb{S}^{n-1}$. For any $\mu \in (0, 1)$, and for every $\epsilon \in (0, \mu c_0)$ (with some absolute constant $c_0 > 0$), there exists a (deterministic) net $\mathcal{N} \subset S + 4\epsilon B_2^n$, with

$$\# \mathcal{N} \leq N(S, \epsilon B_2^n) \cdot e^{\mu n},$$

and there exist positive constants $C_1(\mu)$ which depends (polynomially) only on $\mu$, and $C_2(\mu, p)$, which depends only on $p$ and $\mu$, such that for every random $N \times n$ matrix $A$ with independent columns, with probability at least

$$1 - e^{-C_1(\mu)pn},$$

for every $x \in S$ there exists $y \in \mathcal{N}$ so that

$$|A(x - y)| \leq C_2(\mu, p) \sqrt{\frac{\sum_{i=1}^{n} (E|Ae_i|^2p)^{\frac{1}{p}}}{n}}.$$

Proof. In Theorem 3 let $\gamma$ be sufficiently large so that $(C_1 \gamma)^{\frac{C_2}{4\gamma}} \leq e^{\mu n}$. Then for every positive $\epsilon \leq \mu c_0$, there exists a net $\mathcal{N}$ satisfying the required cardinality bound. Further, let $\kappa = 2^{\frac{1}{\log \kappa}}$, and let $s = \left(\frac{1}{p \log \kappa}\right)^{\frac{1}{2}}$. Then with probability

$$1 - \kappa^{-2pn} (1 + s^{-p})^n = 1 - e^{-C_1(\mu)pn},$$

the desired net comparison holds with $C_2(\mu, p) = 2\gamma \sqrt{s}$. \hfill \Box

Next, we outline a result in which the net cardinality is estimated, roughly, up to $10^n$, but the probability that the efficient net exists can be arbitrarily close to 1.

Corollary 5 (regime of large $\kappa$). Fix $n, N \in \mathbb{N}$. Consider any $S \subset \mathbb{S}^{n-1}$. Pick any $\epsilon \in (0, \frac{1}{20})$, $\kappa > 1$, and $p > 0$.

There exists a (deterministic) net $\mathcal{N} \subset S + 4\epsilon B_2^n$, with

$$\# \mathcal{N} \leq N(S, \epsilon B_2^n) \cdot (C\kappa)^n (\log \kappa)^{n-1},$$

such that for every random $N \times n$ matrix $A$ with independent columns, with probability at least

$$1 - (C'\kappa)^{-2pn},$$

for every $x \in S$ there exists $y \in \mathcal{N}$ such that

$$|A(x - y)| \leq \frac{C_1\epsilon}{\sqrt{n}} \sqrt{\frac{\sum_{i=1}^{n} (E|Ae_i|^2p)^{\frac{1}{p}}}{n}}.$$

Proof. In Theorem 3 let $\gamma = 2$ and $s = 2$, and select the constants appropriately. \hfill \Box

4. Small-ball estimates: survey of the known results which we shall use.

In this section, we recall several known results about small ball probability, in particular powerful estimates via LCD, derived by Rudelson and Vershynin [29], [30], [33]. We emphasize that this section is a survey, and contains no novelty.

We shall need “the tensorization Lemma” observed by Rudelson and Vershynin [29].
Lemma 4.1 (tensorization lemma, Rudelson-Vershynin, [29]). Fix $\epsilon > 0$. Suppose $Y_1, \ldots, Y_M$ are non-negative independent random variables, and assume that for each of them we have

$$P(Y_i \leq \epsilon) \leq K\epsilon.$$ 

Then

$$P \left( \sum_{i=1}^{M} Y_i^2 \leq M\epsilon^2 \right) \leq (CK\epsilon)^M.$$ 

The elementary proof of Lemma 4.1 can be found in [29], where it is done via the moment generating function method.

Next, we shall quote a theorem of Rogozin [26].

Theorem 4.2 (Rogozin, [26]). For any random vector $v = (v_1, \ldots, v_n)$ with independent coordinates having bounded concentration functions with parameters $a$ and $b$, and for any vector $u \in \mathbb{R}^n$, one has, for any $\epsilon > \max_{i=1,\ldots,n} c a|u_i|$, that

$$\sup_{z \in \mathbb{R}} P(\langle v, u \rangle - z \leq \epsilon) \leq \frac{C\epsilon}{|u|}. $$

Here $c$ is an absolute constant and $C$ depends only on $a$ and $b$.

The next Lemma was shown by Rebrova and Tikhomirov [25] as a consequence of Rogozin’s Theorem [26].

Lemma 4.3 (consequence of Rogozin’s theorem). Let $X$ be a random vector in $\mathbb{R}^n$ with independent coordinates whose distributions have concentration function separated from 1 (with constants $a$ and $b$). Then there exist constants $u \in \mathbb{R}$ and $v \in (0, 1)$ (dependent only on $a$ and $b$) so that for an arbitrary $y \in S^{n-1}$, one has

$$\sup_{z \in \mathbb{R}} P(\langle X, y \rangle - z \leq u) \leq v.$$ 

Further, we shall make use of the following simple corollary of Rogozin’s theorem.

Lemma 4.4 (Another corollary of Rogozin’s theorem). Fix $C_1, C_2 > 0$. Consider and vector $u \in S^{n-1}$ such that $\# \{i : |u_i| \geq \frac{c_1}{\sqrt{n}} \} \geq c_2n$. For any random vector $v = (v_1, \ldots, v_n)$ with independent coordinates having bounded concentration functions with parameters $a$ and $b$, one has, for any $\epsilon > \frac{C_1}{\sqrt{n}}$, that

$$\sup_{z \in \mathbb{R}} P(\langle v, u \rangle - z \leq \epsilon) \leq C_2\epsilon.$$ 

Here constants $C_1$ and $C_2$ depend only on $a$ and $b$, and $c_1, c_2$.

Proof. Let $\sigma = \{i : |u_i| \geq \frac{c_1}{\sqrt{n}} \}$. By our assumption, $\#\sigma \geq c_2n$. Consider the random variable

$$R := \sum_{j \notin \sigma} u_j v_j,$$ 

and note that

$$\langle u, v \rangle = R + \sum_{j \in \sigma} u_j v_j.$$ 

Observe that $R$ is independent of $\sum_{j \in \sigma} u_j v_j$, and therefore

$$\sup_{z \in \mathbb{R}} P(\langle v, u \rangle - z \leq \epsilon) = P \left( \left| R + \sum_{j \notin \sigma} u_j v_j - z \right| < \epsilon \right) \leq \sup_{z \in \mathbb{R}} P(\sum_{j \in \sigma} u_j v_j - z < \epsilon).$$ 

Note that $\sum_{j \in \sigma} u_j^2 \geq C''$. By Rogozin’s theorem, for any $\epsilon > ca \cdot \frac{\sqrt{n}}{\sqrt{a}}$, the right hand side of the above is bounded from above by $C(a, b)\epsilon$, finishing the proof. □
Lemma 4.5. For any matrix $A$ with independent entries which have bounded concentration function, there exist absolute constants $c$ and $C$ (which depend only on $a$ and $b$) such that for any $x \in S^{n-1}$, 
\[ P \left( \|Ax\| \leq c\sqrt{N} \right) \leq e^{-CN}. \]

Next, we shall need more elaborate estimates on the small ball probability; Rudelson and Vershynin [29], [30], [33] have introduced for such purposes a notion of “essential least common denominator”.

**Definition 4.6** (Rudelson-Vershynin). Fix $\alpha, c > 0$. For a vector $a \in \mathbb{R}^m$, the least common denominator (LCD), is defined as
\[ \text{LCD}_{\alpha,c}(a) := \inf \{ \theta > 0 : \text{dist}(\theta a, Z^m) < \min(c|\theta a|, \alpha) \}. \]

Further, the LCD of a subspace $H$ in $\mathbb{R}^m$ is defined as
\[ \text{LCD}_{\alpha,c}(H) := \inf_{v \in S^{m-1} \cap H} \text{LCD}_{\alpha,c}(v). \]
Lastly, LCD of a matrix $A$ with rows $\{a_1, ..., a_N\} \subset \mathbb{R}^m$ is defined as
\[ \text{LCD}_{\alpha,c}(A) := \inf \{ |\theta| : \theta \in \mathbb{R}^m, \text{dist}(A\theta, Z^N) < \min(c|A\theta|, \alpha) \}. \]

Note that when $m = 1$, the matrix version of the LCD specializes to the LCD of a vector in $\mathbb{R}^N$.

The next theorem is a deep result of Rudelson and Vershynin appearing as Theorem 3.3 in [30].

**Theorem 4.7** (Rudelson-Vershynin). Let $M : \mathbb{R}^N \to \mathbb{R}^m$ be a matrix such that for all $x \in \mathbb{R}^m$, one has $|MTx| \geq |x|$. Let $X \in \mathbb{R}^N$ be a random vector with i.i.d. coordinates whose concentration functions are separated from 1. Then for every $\alpha > 0$, $c \in (0, 1)$ and
\[ \epsilon > \frac{\sqrt{m}}{\text{LCD}_{\alpha,c}(M)}, \]
one has
\[ P \left( |MX| \leq \epsilon\sqrt{m} \right) \leq \left( \frac{C_1\epsilon}{c} \right)^m + C_2^m e^{-C_3\alpha^2}. \]

Here $C_1, C_2$, and $c$ are absolute constants which only depend on the concentration function bound.

We shall need two corollaries of Theorem 4.7, which are derived in [30] under the names Theorem 4.2 and Lemma 4.6 correspondingly.

**Corollary 4.8** (distance to a general subspace, Rudelson-Vershynin [30]). Let $m$ be an integer smaller than $N$. Let $X$ be a random vector in $\mathbb{R}^N$ with i.i.d. coordinates having concentration function separated from 1 with constants $\tilde{a}$ and $\tilde{b}$, and let $H$ be a fixed $(N - m)$-dimensional subspace of $\mathbb{R}^N$. Pick any $v \in \mathbb{R}^N$. Then for every $\epsilon > \frac{\sqrt{N}}{\text{LCD}_{\alpha,c}(H^\perp)}$, one has
\[ P \left( \text{dist}(X, H + v) \leq \epsilon\sqrt{m} \right) \leq \left( \frac{C_1\epsilon}{c} \right)^m + C_2^m e^{-C_3\alpha^2}, \]
where $C_1, C_2$, and $C_3$ depend only on $\tilde{a}$ and $\tilde{b}$. 
Corollary 4.9 (Rudelson-Vershynin [30]). Fix $D > 0$. Let $x \in \mathbb{R}^N$ have $\text{LCD}_{\alpha,c}(x) \geq D$. Fix a positive integer $m \leq \tilde{c}N$, for an appropriate $\tilde{c} > 0$. Let $A$ be a random matrix with independent entries, i.i.d. rows and bounded concentration function of the entries, and let $B$ be an $(N - m) \times N$ submatrix of $A^T$. Then for every $t > 0$ we have

$$P(|Bx| < t\sqrt{N}) \leq \left(Ct + \frac{C}{D} + C e^{-c\alpha^2}\right)^{N-m},$$

where $c$ and $C$ depend only on the concentration function bounds.

We remark that the corresponding results in [30] are formulated with the sub-gaussian assumption, however it was only used to derive the bound on the concentration function, which we assume explicitly instead. We also emphasize that only rows (and not columns) of $A$ need to be i.i.d. for Corollary 4.9 to hold. Finally, we emphasize that the mean zero assumption is not required for the small ball estimates either, since the statement is translation invariant, as was later explained by Rudelson, Vershynin in [33]. Also, Rudelson and Vershynin state an additional hypothesis that the LCD is bounded by $2D$, however it is not required either, as can be easily verified.

5. Tall and compressible cases.

We shall follow the scheme developed by Rudelson and Vershynin in [29]: that is, we shall consider a decomposition of the sphere to the set of “compressible” and “incompressible” vectors. Such decomposition, in fact, goes back to Litvak, Pajor, Rudelson, Tomczak-Jaegermann [21], and was used in many papers by Rudelson, Vershynin, Tatarko, Tikhomirov, Rebrova et al [30], [37], [42], [25].

Let $\rho, \delta > 0$. As was discussed in the beginning of Section 2, a vector is $\delta$-sparse if at most $\delta n$ of its coordinates are non-zero. Compressible vectors $\text{Comp}(\delta, \rho)$ are such vectors on the sphere that are euclidean distance at most $\rho$ from the collection of $\delta$-sparse vectors. Incompressible vectors $\text{Incomp}(\delta, \rho)$ are the vectors which are not compressible.

**Notation.**

- $\text{Comp}(\delta, \rho) := \{x \in S^{n-1} : \exists y \in \text{Sparse}(\delta n) \text{ s.t. } |x - y| \leq \rho\}$,
- $\text{Incomp}(\delta, \rho) := S^{n-1} \setminus \text{Comp}(\delta, \rho)$.

We shall begin with proving Proposition 1 and later switch to the beginning of the proof of Theorems 1 and 2.

5.1. Proof of Proposition 1. By the assumption of the proposition, $E||A||_2^2 \leq KnN$, and therefore,

$$P(||A||_2^2 \geq 10KnN) \leq 0.1.$$

Consequently,

$$P\left(\sigma_n(A) \leq C\sqrt{N}\right) \leq P\left(\sigma_n(A) \leq C\sqrt{N} \mid ||A||_2^2 \leq 10KnN\right) + 0.1. \tag{39}$$

Let $\mathcal{N}$ be the net from Lemma 3.5, with $\epsilon = 1$. Provided that the constant $C$ is chosen appropriately, the union bound together with Lemma 3.5 yields that

$$P\left(\sigma_n(A) \leq C\sqrt{N} \mid ||A||_2^2 \leq 10KnN\right) \leq e^{C_n} \sup_{x \in \frac{1}{4} B^T_2 \setminus \frac{1}{4} B^T_2} P\left(|Ax| < C_1\sqrt{N}\right). \tag{40}$$

It remains to note that Lemma 4.1 together with the assumptions of the Proposition imply that

$$P(|Ax| < C_1\sqrt{N}) \leq e^{-C_2N}, \tag{41}$$

$$P(||A||_2^2 \geq 10KnN) \leq 0.1.$$
for appropriate $C_1$ and $C_2$. Suppose $C_0 > 0$ is such that for all $n \geq 1$,
\[ e^{C'_n} e^{-C_2 C_0 n} < 0.1. \]
Letting $N \geq C'_0 n$, we have, by (39), (40), (41) that, for an appropriate constants $C_0 > 0$ and $C > 0$, depending only on $a, b, K$,
\[ P(\sigma_n(A) < C \sqrt{N}) < 0.2. \]
An application of Markov’s inequality finishes the proof of Proposition 1. □

5.2. Tall case: all entries independent. We now proceed with the first step of the proof of Theorem 2.

Proposition 5.1. Fix $p > 0$. Suppose $N$ and $n$ are integers. Suppose $A$ is an $N \times n$ random matrix with independent entries which have concentration function separated from 1. Suppose also that $A$ satisfies
\[
\sum_{i=1}^{n} (E|Ae_i|^2)^{\frac{1}{p}} \leq KnNe^{c_0 N},
\]
with some absolute constant $K$, and a sufficiently small constant $c_0$ (which depends on $K, a, b, p$.) Suppose that $N \geq C'_0 n$, for an appropriate $C'_0 > 0$ which depends only on $a, b, K,$ and $p$. Then, for appropriate absolute constants $C_1, C_2 > 0$, which depend only on $p, a, b, K$, and $C_1$ depends additionally on $p$, one has
\[
P(\sigma_n \leq C_1 \sqrt{N}) \leq e^{-C_2 \min(p, 1) N}.
\]

Proof. By Lemma 4.3, there exist absolute constants $C_0, C'_1 > 0$ such that
\[
\sup_{x \in S^{n-1}} P \left( |Ax| \leq C'_1 \sqrt{N} \right) \leq e^{-C_0 N}.
\]
Consider a net $\mathcal{N}$ from Theorem 3 with parameters $\kappa = e^{C_0 N}$, $s = p^{-\frac{1}{p}}$, $\gamma = 2$, $\epsilon = e^{-c_0 N}$, of size $\#\mathcal{N} \leq e^{C_3 n + (C_0 + \gamma) N}$, for some absolute constant $C_3 > 1$. By (42), and the union bound, we have
\[
P \left( \inf_{y \in \mathcal{N}} \|Ay\|^2 \leq C'_1 N \right) \leq e^{C_3 n + (C_0 + \gamma) N} e^{-c_0 N} \leq e^{-c_1 N},
\]
provided that $N \geq C'_0 n$, for an appropriate constant $C'_0 > 0$, and that $c_0$ is sufficiently small depending on $p, a, b, K$.

Next, by Theorem 3 with probability at least $1 - e^{-c_0 N}$, we have
\[
\sigma_n(A) \geq \inf_{y \in \mathcal{N}} \|Ay\| - C'' \sqrt{KN}.
\]
Combining (43) and (44), we have, for an appropriate choice of constants:
\[
P(\sigma_n \leq C_1 \sqrt{N}) \leq e^{-c_1 N} + e^{-c_0 N},
\]
finishing the proof. □

Remark 5.2. In view of Proposition 5.1, it is enough to assume everywhere below that $N$ is not too large; in fact, we shall assume throughout the proof that $N \in [n, (c' + 1)n]$. The case $N \in ((c' + 1)n, C_0 n]$ follows by considering sub-matrices; see the reasoning in the end of Section 8.

In complete analogy with the Proposition 5.1, we get
Lemma 5.3. Fix $p > 0$. Suppose $A$ is an $N \times n$ random matrix with $N \geq n$, all entries independent and having bounded concentration function with parameters $a$ and $b$, and such that $\sum_{i=1}^{n} (E|Ae_i|^2)^{\frac{p}{2}} \leq KN$. There exist absolute constants $\rho, \delta > 0$ which depend (polynomially) only on $p$, $K$, $a$, and $b$, such that

$$P \left( \inf_{C_{\delta, \rho}} |Ax| \leq C_1 \sqrt{N} \right) \leq e^{-C_2 \min(p,1)N},$$

with some constants $C_1$ and $C_2$, which depend only on $K$, $a$, $b$, and $C_1$ depends additionally on $p > 0$.

**Proof.** Let $\delta > 0$ be sufficiently small, to be chosen later, and let $\rho = \delta^c$, for an appropriate $c_0$. Note that

$$\text{Comp}(\delta, \gamma) = \bigcup_H (H + \rho B_2^n),$$

where the union runs over all the $\delta n$—dimensional coordinate subspaces, of which there is $\left( \frac{c}{\delta} \right)^{\delta n}$. Therefore,

$$N(\text{Comp}(\delta, \rho), \rho B_2^n) \leq \left( \frac{c}{\delta} \right)^{\epsilon n \delta} =: e^{n \delta^c}.$$

Consider a net $\mathcal{N} \subset \frac{1}{2} B_2^n \setminus \frac{1}{2} B_2^n$ from Corollary 4 with parameters $\mu = c \delta'$ and $\epsilon = \rho$, of cardinality $\# N \leq e^{C_5 \delta' N}$, for some absolute constant $C_5 > 1$.

In case $N \geq C_0 n$ the lemma follows from Proposition 5.1. If $N \leq C_0 n$, with probability at least $1 - e^{-c(\delta)p n} = 1 - e^{-c'(\delta)p N}$, for every $x \in \text{Comp}(\delta, \rho)$ there exists $y \in \mathcal{N}$ such that

$$|Ay| \leq c |Ax| + C(\delta, \rho) \sqrt{N}.$$  

Therefore, by Lemma 4.1 and the union bound, we have:

$$P \left( \inf_{\text{Comp}(\delta, \rho)} |Ax| \leq C_1 \sqrt{N} \right) \leq e^{C_5 \delta' N} e^{-C_2 N} + e^{-C_5 \delta' p N} \leq e^{-c' \min(p,1)N},$$

provided that $\delta$ is selected small enough. \hfill $\square$

6. Structure of Random Subspaces: An Application of our Net on the Level Sets of the LCD.

Below we fix some notation and assumptions that shall be used in the present section.

**Notation.**

- Let $N \in [n, (c' + 1)n]$, for an appropriate constant $c' > 0$. Suppose $A$ is an $N \times n$ random matrix which has independent entries, i.i.d. rows, bounded concentration function.

- For an appropriate constant $\tilde{c} > 0$, depending only on $K$, $p$, $a$, and $b$, consider an integer $1 \leq m \leq \tilde{c} N$. Suppose, for each set $\sigma \subset \{1, \ldots, N\}$ with $\# \sigma = N - m$, we have

$$\sum_{i \in \sigma} (E|A^T e_i|^{2p})^{\frac{p}{2}} \leq Kn(N - m).$$

- Consider an $(N - m)$—dimensional random subspace

$$H = \text{span}\{Ae_i, \ i \in \sigma\}.$$

- Fix the notation $B = (a_{ij})_{j \in \sigma}$ for an $(N - m) \times N$ submatrix of $A^T$. In other words, $H^\perp = \ker(B)$.

- Fix also the parameters $\delta, \rho > 0$ from the previous section (which depend only on $p, a, b, K$), and consider the sets $\text{Comp}(\delta, \rho)$ and $\text{Incomp}(\delta, \rho)$.
The main result of this subsection is the following Theorem, analogous in its statement and its proof to Theorem 4.1 from Rudelson-Vershynin [30]; the difference in the proof comes from an application of Theorem 3. This shall allow us to obtain the result in greater generality.

**Theorem 6.1** (distance to a random subspace). Let $X$ be a random vector in $\mathbb{R}^N$ with i.i.d. coordinates $X_i$, and suppose that the concentration function of each $X_i$ is separated from 1 with constants $\tilde{a}$ and $\tilde{b}$. Suppose further that $X$ is independent of $Ae_i$ with $i \in \sigma$. Then for every $v \in \mathbb{R}^N$ and for every $\epsilon > 0$ we have, with $H$ defined earlier,

$$P(\text{dist}(X, H + v) < \epsilon \sqrt{m}) \leq (C\epsilon)^m + e^{-cN},$$

where the constants $C$ and $c$ depend only on $\tilde{a}, \tilde{b}, a, b, K, p$.

In order to prove Theorem 6.1, we shall need the following

**Theorem 6.2** (structure).

$$P(LCD_{c_1 \sqrt{N}, c_2} (H^\perp) \leq c_3 \sqrt{N} \epsilon^{\frac{C_1 N}{m}}) \leq e^{-C_2 N},$$

where $C_1, C_2, c_1, c_2, c_3$ are absolute constants, depending only on $a$ and $b$.

First, we quote the following Lemma by Rudelson and Vershynin [29].

**Lemma 6.3** (Rudelson-Vershynin). Let $x \in \text{Incomp}(\delta, \rho)$ in $\mathbb{R}^N$. Then there exist $\tilde{C}, c_1, c_2$ which depend only on $\delta$ and $\rho$, such that

$$LCD_{c_1 \sqrt{N}, c_2} (x) \geq \tilde{C} \sqrt{N}.$$

The proof of this Lemma involves a “restriction” to the $\frac{4N}{\rho}$ coordinates and an application of the definition of the LCD.

Following the method of Rudelson and Vershynin, we shall improve this bound for random subspaces. Firstly, we note

**Lemma 6.4** (random normal is incompressible).

$$P(H^\perp \cap \text{Comp}(\delta, \rho) \neq \emptyset) \leq e^{-c \min(p, 1)N},$$

if $c > 0$ is sufficiently small, depending only on $a, b, K, p$.

**Proof.** The event that there exists a vector $n \in H^\perp$ which is compressible implies that we have $Bn = 0$. According to Lemma 5.3 applied to $B$, this may only occur with probability not exceeding $e^{-c \min(p, 1)N}$. Note that the application of Lemma 5.3 is justified by the assumption [48].

We follow the iteration argument of Rudelson-Vershynin [30]. Fix $\alpha = c_1 \sqrt{n}$ and $c$. Here $c_1$ and $c$ are small absolute constants which will be chosen, depending on our parameters $p, K, a, b$, later.

**Definition 6.5.** Fix $D \geq \tilde{C} \sqrt{N}$. Consider the level set of LCD

$$S_D := \{x \in \text{Incomp}(\delta, \rho) : D \leq LCD_{\alpha, c}(x) \leq 2D\}.$$

**Lemma 6.6.** Fix $c \in (0, 1)$ and suppose $\alpha \leq \frac{\tilde{C}}{10} \sqrt{N}$, with $\tilde{C}$ from Lemma 6.3. For every $y \in S_D + \frac{\alpha}{2D \sqrt{N}} B^N_\infty$ we have $LCD_{\alpha, c}(y) \geq D$. 

Proof. By definition of the LCD, we have, for any $\tilde{D} < D$, and for any $x \in S_D$, that

$$\text{dist}(\tilde{D}x, \mathbb{Z}^n) \geq \min(\alpha, c\tilde{D}).$$

Note that for any $y \in S_D + \frac{\alpha}{2D\sqrt{N}}B_\infty^N$ there exists an $x \in S_D$ such that

$$|\tilde{D}x - \tilde{D}y| \leq \frac{\alpha \tilde{D}}{2D} < \frac{\alpha}{2}.$$  

Combining (49) and (50), the fact that $|y| \leq 2$, and the fact that $\tilde{D} < D$ we conclude that

$$\text{dist}(\tilde{D}y, \mathbb{Z}^n) \geq c\tilde{D} - \frac{\alpha \tilde{D}}{2D} \geq \frac{\tilde{D}|y|}{4},$$

where in the last inequality we used Lemma 6.3, together with our assumption on $\alpha$, to conclude the proof of the Lemma.

Next, we quote another result of Rudelson and Vershynin.

**Lemma 6.7** (Rudelson-Vershynin). For an arbitrary $\alpha \in [0, \sqrt{N}]$, there exists a Euclidean $\frac{\alpha}{4D}$-net on $S_D$ of cardinality $\left(\frac{C_0D}{\sqrt{N}}\right)^N$. The constant $C_0$ is absolute (and does not depend on $\alpha$).

**Remark 6.8.** Formally, in [30] the authors consider a net of scale $\frac{\alpha}{4D}$ of cardinality $\left(\frac{C_0D}{\sqrt{N}}\right)^N$, and this implies the existence of a $\frac{\alpha}{4D}$-net of cardinality $\left(\frac{C_0D}{\sqrt{N}}\right)^N$, with $C_0 = 48C'_0$.

Lemmas 6.6 and 6.7, together with Theorem 3, imply:

**Lemma 6.9.** There exist constants $c, c_0, C > 0$ (which might depend on $p, a, b, K$), and an absolute constant $c_1 > 0$ (which does not depend on anything), such that for any $\alpha < c_0\sqrt{N}$, there exists a net $N \subset \frac{3}{2}B_2^n \setminus \frac{1}{2}B_2^n$, with $|N| \leq \left(\frac{C_0D}{\sqrt{N}}\right)^N$ (where $C_1$ is an absolute constant not depending on anything) such that:

1. with probability at least $1 - e^{-C\min(p,1)N}$, for every $x \in S_D$ there is a $y \in N$ such that

$$|B(x - y)| \leq \frac{c_1\alpha\sqrt{N}}{D};$$

2. For every $y \in N$, we have $\text{LCD}_{\frac{2}{\sqrt{3}}}^n(y) \geq D$.

**Proof.** By [48], Theorem 3 is applicable, with $s = \kappa = 2$, $\gamma = 1$ and $\epsilon = \frac{\alpha}{D}$, and we get the first part, in view of Lemma 6.7. The second part follows from Lemma 6.6.

**Remark 6.10.** The level set of the LCD is the collection of points on the sphere which are close to certain scaled lattice. This fact is used by Rudelson and Vershynin in [29], [30] to prove Lemma 6.7; therefore, the euclidean net comes from the existence of the $\infty$-net, and we here, somewhat unnaturally, use the existence of the euclidean net to derive back the existence of the $\infty$-net. The paper is organized in this way merely for the sake of brevity.

We arrive to the following

**Lemma 6.11.** There exist $c_1, c_2, c_3, \mu \in (0, 1)$, which may depend only on $p, a, b, K$, such that the following holds. Let $\alpha = \mu\sqrt{N}$ and $D \leq c_1\sqrt{N}e^{\frac{c_1}{\infty}}$. Then

$$P \left( \inf_{x \in S_D} |Bx| \leq c_2\frac{N}{D} \right) \leq e^{-c_3\min(p,1)}.$$
Proof. For the sake of brevity we merely sketch the proof of Lemma 6.1: it follows in exact the same manner as Lemma 4.8 from Lemmas 4.7 and Theorem 4.2 in Rudelson-Vershynin [30]. Namely, we note, by Lemma 6.9 and Corollary 4.9, applied with \( t = \zeta \sqrt{N} \) for a sufficiently small \( \zeta \in (0, 1) \), depending on \( a \) and \( b \):

\[
P \left( \inf_{x \in \mathcal{S}_D} |Bx| \leq c_2 \frac{N}{D} \right) \leq e^{-c \min(p,1)N} + \left( \frac{C' \sqrt{N}}{\sqrt{N}} \right)^m \zeta^{N-m} \leq e^{-c \min(p,1)N} + e^{-cN},
\]

where the last inequality holds for an appropriate choice of \( \zeta \), provided that \( D \leq c_1 \sqrt{N} e^{C \zeta N} \), with appropriately chosen constants.

□

Proof of Theorem 6.2. Following Rudelson-Vershynin [30], we observe that

\[
P \left( \mathcal{L} C D_{c_1 \sqrt{N}, c_2} (H^\perp) \leq c_3 \sqrt{N} e^{\frac{c_1}{2N}} \right) \leq P(H^\perp \cap \text{Comp}(\delta, \rho) \neq \emptyset) + \sum_{D \in [\sqrt{N}, \sqrt{N} e^{\frac{c_1}{2N}}]} P(H^\perp \cap S_D \neq \emptyset).
\]

It remains to note that the sum contains polynomially many summands and that \( H^\perp \cap S_D \neq \emptyset \) implies that \( Bx = 0 \); an application of Lemmas 6.4 and 6.11 finishes the proof. □

Proof of Theorem 6.1. The Theorem 6.1 follows immediately from Theorem 6.2 and Corollary 4.8.

7. SQUARE MATRIX CASE.

In this section we suppose that \( N = n \). We shall use the notation

\[
H_i := \text{span}\{Ae_j, j \neq i\}.
\]

We begin by citing the invertibility-via-distance Lemma from [29].

Lemma 7.1 (Rudelson-Vershynin, Invertibility via distance). Fix a pair of parameters \( \delta, \rho \in (0, \frac{1}{2}) \). Then, for any \( \epsilon > 0 \),

\[
P \left( \inf_{x \in \text{Incomp} (\delta, \rho)} |Ax| \leq \epsilon \frac{\rho}{2 \sqrt{n}} \right) \leq \frac{1}{\delta n} \sum_{j=1}^n P(\text{dist}(Ae_j, H_j) \leq \epsilon).
\]

The proof of the Lemma involves the pigeonhole principle and counting.

7.1. Proof of Theorem 1. We begin with proving part 2. Note that the assumptions of Theorem 1 imply (48), and, together with the assumption of i.i.d. rows of \( A \), this allows us to apply Theorem 6.1 with \( m = 1 \), and \( X = Ae_j \), with \( j = 1, \ldots, n \).

Let \( n_j \) be a random normal, i.e. a vector normal to all columns of \( A \) except for \( Ae_j \). By Theorem 6.1, for any \( \epsilon > e^{-c \min(p,1)n} \), with probability at least \( 1 - e^{-c \min(p,1)n} \), we get, for any \( j \),

\[
P(|\langle n_j, Ae_j \rangle| \leq \epsilon) \leq C \epsilon + e^{-C' \min(p,1)n}.
\]

We therefore have, by Lemma 7.1 and (52), that

\[
P \left( \inf_{x \in \text{Incomp} (\delta, \rho)} |Ax| \leq \frac{\epsilon}{\sqrt{n}} \right) \leq C_1 \epsilon + e^{-C_1' \min(p,1)n},
\]
with $C_1$ and $C_1'$ depending only on $\delta$ and $\rho$, which in turn depend only on $K, a, b$. Note that the estimate from (53) is valid not only for $\epsilon > e^{-c \min(p,1)n}$, but for any $\epsilon > 0$, since for $\epsilon \in [0, e^{-c \min(p,1)n}]$ we can estimate the said probability with

$$P \left( \inf_{x \in \text{Incomp}(\delta, \rho)} |Ax| \leq \frac{e^{-c \min(p,1)n}}{\sqrt{n}} \right),$$

and apply the bound from (53).

We conclude by (53) and Lemma 5.3 for $\epsilon \in [0, C_5]$, for an appropriate $C_5 > 0$:

$$P \left( \sigma_n(A) \leq \frac{\epsilon}{\sqrt{n}} \right) \leq P \left( \inf_{x \in \text{Incomp}(\delta, \rho)} |Ax| \leq \frac{\epsilon}{\sqrt{n}} \right) + P \left( \inf_{x \in \text{Comp}(\delta, \rho)} |Ax| \leq \frac{\epsilon}{\sqrt{n}} \right) \leq e^{-c \min(1,p)n} + P \left( \inf_{x \in \text{Comp}(\delta, \rho)} |Ax| \leq C \sqrt{n} \right) \leq e^{-c \min(1,p)n} + e^{-c' \min(1,p)n} \leq e^{-c'' \min(1,p)n}.$$

Lastly, we outline part 1. Suppose now that we do not assume that the rows of $A$ are i.i.d., and hence we may not invoke Theorem 6.1. Instead, we use Lemma 5.4. Note that for each $j = 1, \ldots, n$, we have, in view of Lemma 6.4 (which states that a random normal is incompressible):

$$(54) \quad P(\|x_j, Ae_j\| \leq \epsilon) \leq \sup_{u \in \text{incomp}_p} P(\|u, Ae_j\| \leq \epsilon).$$

By Lemma 5.4 there exists a constant $c = c(\rho, \delta)$, such that for every $\epsilon > \frac{\epsilon}{\sqrt{n}}$, the right hand side of (54) is bounded from above by $Ce$, with some constant $C$ depending only on $a$ and $b$ from the concentration function bound. The proof is therefore done. □

Remark 7.2. Actually, the proof implies that a more general result than Theorem 7 (part 1) holds: let $A$ be an $n \times n$ random matrix with independent uniformly anti-concentrated entries. Then there exist $\kappa \in (1, 2], s > 0$, and $C_1, C_2 > 0$, which depend only on the concentration function bound, such that for any $\epsilon > 0$,

$$(55) \quad P \left( \sigma_n(A) \leq \frac{\epsilon}{\sqrt{n}} \right) \leq C_1 \epsilon + \frac{C_2}{\sqrt{n}} + P(B_\kappa(A) \geq (1+s)n) + P(B_\kappa(A^T) \geq (1+s)n).$$

For example, consider a random matrix $B$ whose entries are all independent uniformly anti-concentrated bounded random variables (a weaker assumption which infers that all the entries are bounded simultaneously suffices), and let $A$ be a matrix with $a_{ij} = \beta_{ij}b_{ij}$, where $\beta_{ij} \geq 1$ are such constants that

$$\prod_{j=1}^{n} \left( \sum_{i=1}^{\beta_{ij}} \right) \leq e^{cn},$$

and also

$$\prod_{i=1}^{n} \left( \sum_{j=1}^{\beta_{ij}} \right) \leq e^{cn},$$

for a sufficiently small constant $c > 0$. Then part (1) of Theorem 7 is still valid for this matrix. Furthermore, the term $\frac{C_2}{\sqrt{n}}$ in (55) can be replaced by $e^{-c \min(p,1)n}$, via refining an LCD-based argument (as shall be seen from a follow up paper joint with Tikhomirov and Vershynin).

This is not surprising that $B_\kappa$ has better properties when the entries are bounded (or, say, sub-Gaussian): we have already seen that the deviation of $B_\kappa$ improves when more moments are assumed, so when infinitely many moments are present, one may expect a
stronger statement. Perhaps, a more general result, combining Theorem \[7\] with this observation, and interpolating over the cases of various moment assumptions, can be stated.

8. \textbf{ARBITRARY ASPECT RATIO: PROOF OF THEOREM \[2\] AND MORE APPLICATIONS.}

\textbf{Notation.}

- In this section, we suppose that \( N \in [n, (c' + 1)n] \). Let \( d = N + 1 - n \in [1, c'n] \) and note that \( \sqrt{N + 1} - \sqrt{n} = \frac{c' - 1}{\sqrt{n}} \).
- For \( J \subset \{1, \ldots, n\} \) with \( \#J = d \), fix the notation 
  \( H_{J^c} = \text{span}\{Ae_j : j \in J^c\} \), 
  and \( \mathbb{R}^J = \text{span}\{e_i, i \in J\} \). Note that \( \dim H_{J^c} = n - d \), and 
  \( \dim H_{J^c}^\perp = N - (n - d) = 2d - 1 \).
- Denote 
  \( W := P_{H_{J^c}}A|_{\mathbb{R}^J} \), 
  which is an \( N \times d \) matrix with columns, independent conditionally on the realization of \( H_{J^c} \).
- We also denote 
  \( \text{Spread}_J = \left\{ z \in \mathbb{R}^J : |z_k| \in \left[ K_1 \frac{\sqrt{d}}{\sqrt{n}}, K_2 \frac{\sqrt{d}}{\sqrt{n}} \right] \right\} \), 
  for some appropriate absolute positive constants \( K_1 < K_2 \), which may depend on our parameters \( K, a, b \).
- We shall assume that \( A \) satisfies the assumptions of Theorem \[2\]: all entries of \( A \) are independent, mean zero, have bounded concentration function, the rows of \( A \) are i.i.d., and for every \( \sigma \subset \{1, \ldots, n\} \) with 
  \( \#\sigma = d \), we have 
  \( \mathbb{E} \sum_{i \in \sigma} |Ae_i|^2 \leq KNd \).

We begin by quoting the \textit{invertibility via distance} Lemma from \[30\].

\textbf{Lemma 8.1} (Rudelson, Vershynin, Lemma 6.2 in \[30\]). For any \( \delta, \rho > 0 \) there exist constants \( C_1, C_2 > 0 \), and there exists a subset \( J \subset [1..n] \) with \( \#J = d \), such that for any \( \epsilon > 0 \),

\[
P\left( \inf_{x \in \text{Incomp}(\delta, \rho)} |Ax| \leq \frac{\epsilon d}{\sqrt{n}} \right) \leq C_1^d P\left( \inf_{z \in \text{Spread}_J} \text{dist}(Az, H_{J^c}) \leq \epsilon \sqrt{d} \right).
\]

\textbf{Remark 8.2.} We note that in \[30\], Rudelson and Vershynin state Lemma 6.2 for every \( J \), which follows from the i.i.d. assumption; without the i.i.d. assumption one only gets the existence, as stated here, however the existence is the only thing which is required.

We shall need the following

\textbf{Lemma 8.3} (projections of isotropic vectors). Let \( X \) be a random vector in \( \mathbb{R}^N \) such that \( \mathbb{E}X = 0 \) and whose covariance matrix is a multiple of identity. Let \( H \) be any \( k \)-dimensional subspace. Then

\[
\frac{\mathbb{E}|P_HX|^2}{\mathbb{E}|X|^2} = \frac{k}{N}
\]
Proof. By scaling, without loss of generality one may assume that $X$ is isotropic, that is $\text{Cov}(X) = \text{Id}$. Then $\mathbb{E}|X|^2 = N$. It remains to verify that $\mathbb{E}|P_H X|^2 = k$. Indeed, there exists a collection of unit vectors $u_1, \ldots, u_N \in H$, and a collection of constants $c_1, \ldots, c_N$, such that
\[ \sum_{i=1}^{N} c_i^2 = k, \]
and moreover, for every $x \in \mathbb{R}^N$,
\[ P_H x = \sum_{i=1}^{N} c_i \langle u_i, x \rangle u_i, \]
and therefore,
\[ |P_H x|^2 = \sum_{i=1}^{N} c_i^2 \langle u_i, x \rangle^2. \]
Since $\text{Cov}(X) = \text{Id}$ and $\mathbb{E}X = 0$,
\[ \mathbb{E}|P_H X|^2 = \mathbb{E} \sum_{i=1}^{N} c_i^2 \langle u_i, X \rangle^2 = \sum_{i=1}^{N} c_i^2 = k. \]
The Lemma follows. □

As a corollary, we get

**Lemma 8.4.** For any $i \in J$,
\[ \mathbb{E}|W e_i|^2 = \frac{2d - 1}{N} \mathbb{E}|A e_i|^2. \]

**Proof.** Recall that $W := P_{H^\perp} A|_{\mathbb{R}^J}$, and $\text{dim} H^\perp = 2d - 1$, while $A e_i \in \mathbb{R}^N$. The Lemma follows from Lemma 8.3 with $k = 2d - 1$ by integration, in view of the independence of $H^\perp$ and $A e_i$ for $i \in J$. □

Our assumption (56), together with Lemma 8.4, imply

**Corollary 8.5.** For an appropriate $C > 0$ which depends only on $K$, for any $\kappa > 1$,
\[ P(B_\kappa(W)) \geq C d^2 \leq (c \kappa)^{-2d}, \]
where $c$ is an absolute constant depending only on $K$.

**Proof.** By Lemma 3.11, and in view of conditional independence of columns of $W$ when $H^\perp$ is fixed, we get
\[ P(B_\kappa(W)) \geq 2 \mathbb{E}|W|^2_{HS} | H^\perp \leq (c \kappa)^{-2d}. \]
By our assumption (56), together with Lemma 8.4, we note that
\[ \mathbb{E}|W|^2_{HS} = \mathbb{E}(||W||^2_{HS} | H^\perp) \leq K d (2d - 1). \]
The Lemma follows by integration, in view of independence of $H^\perp$ and $A e_i$ for $i \in J$. □

Further, we observe that an application of Theorem 6.1 with $X = A z$ (in view of the fact that the rows of $A$ are i.i.d.), and $m = N - (n - d) = 2d - 1$, yields, for any fixed vector $z$, any $t \geq e^{-cN}$, and any $w \in \mathbb{R}^n$:
\[ P(||W z - w|| \leq t \sqrt{d}) \leq (C t)^{2d - 1}. \]

As the first step, we derive
Lemma 8.6. For every $t \geq e^{-CN}$ and for any $w \in \mathbb{R}^n$, we have
\[ P\left(\inf_{z \in \text{Spread}_J} |Wz - w| \leq t\sqrt{d}, \mathcal{B}_{10}(W) \leq Cd^2\right) \leq (ct)^d. \]

Proof. Recall that
\[ N(\text{Spread}_J, tB_2^n) \leq N(S^{d-1}, tB_2^d) \leq \left(\frac{C}{t}\right)^{d-1}. \]
(For the last inequality see, e.g., Rudelson-Vershynin [30].) By Theorem 4, applied with $\epsilon = t$, $p = 2$, $n = d$, $\gamma = 2$, $s = 1$ and $\kappa = 10$, we conclude that there exists a net $\mathcal{N} \subset \frac{3}{2}B_2^d \setminus \frac{1}{2}B_2^d$, such that
\[ \#\mathcal{N} \leq \left(\frac{C'}{t}\right)^{d-1}, \]
and
\[ P\left(\inf_{z \in \text{Spread}_J} |Wz - w| \leq t\sqrt{d}, \mathcal{B}_{10}(W) \leq Cd^2\right) \leq P(\inf_{z \in \mathcal{N}} |Wz - w| \leq c't\sqrt{d}). \]
Combining (57), (58) and (59), we estimate the probability in question with $(Ct)^d$, finishing the proof. \qed

Remark 8.7. Selecting an optimal $\kappa = e^{-\frac{1}{4}}$ in the argument above, in place of $\kappa = 10$, we could get the answer $(Ce)^{\frac{2d-1}{4} + e^{-CN}}$ in Theorem 2. In what follows, we argue to improve it to the estimate involving only a logarithmic error.

We mimic the decoupling argument from Rudelson-Vershynin [30]: we follow their idea of decoupling and iteration, replacing the norm of a sub-Gaussian matrix with the regularized HS-norm $\mathcal{B}_\kappa(W)$. Unlike in [30], the iteration will be in the parameter $\kappa$.

Lemma 8.8 (decoupling). Let $d \geq 2$. Let $W$ be an $N \times d$ random matrix with independent columns. Let $z \in \frac{3}{2}B_2^d \setminus \frac{1}{2}B_2^d$ be such that $|z_k| \geq \frac{c_1}{\sqrt{d}}$, for some absolute constant $c_1$. Then for every $0 < a < b$ we have
\[ P(|Wz| < a, \mathcal{B}_\kappa(W) > b) \leq 2P\left(\mathcal{B}_\kappa(W) \geq \frac{b}{2}\right) \sup_{x \in \frac{1}{2}B_2^d \setminus \frac{1}{2}B_2^d, w \in \mathbb{R}^N} P(|Wx - w| < c_2a). \]

Proof. Decompose $[1, \ldots, d] = I \cup H$ where $I$ and $H$ are disjoint and either equal in cardinality, or differ by 1. Consider the decompositions $W = W_I + W_H$ where $W_I$ has columns from $I$ and $W_H$ has columns from $H$. Note that
\[ \mathcal{B}_\kappa(W) \leq \mathcal{B}_\kappa(W_I) + \mathcal{B}_\kappa(W_H). \]
For $z$ satisfying the assumption of the Lemma, consider $z_I = z|_I$ and $z_H = z|_H$, and note that both $z_I$ and $z_H$ satisfy $|z_I| \geq c_1'$, and $|z_H| \geq c_1'$. Observe that
\[ P(|Wz| < a, \mathcal{B}_\kappa(W) > b) = p_I + p_H, \]
where
\[ p_I = P\left(|Wz_I| < a, \mathcal{B}_\kappa(W_H) > \frac{b}{2}\right), \]
and
\[ p_H = P\left(|Wz_H| < a, \mathcal{B}_\kappa(W_I) > \frac{b}{2}\right). \]
We have \( Wz = W_1z_I + WZH_ZH \), and using the independence, we have
\[
p_I \leq \sup_{w \in \mathbb{R}^N} P \left( |W_1z_I - w| < a \right) P \left( B_{\kappa}(W_H) > \frac{b}{2} \right) \leq \nonumber
\]
\[
\sup_{w \in \mathbb{R}^N} P \left( |Wz - w| < a \right) P \left( B_{\kappa}(W_H) > \frac{b}{2} \right),
\]
since \( Wz_I = W_1z_I \). Same estimate we do for \( WZH_ZH \). To conclude the proof it remains to recall that \( |z_I| \geq c \), for some absolute constant \( c > 0 \).

Next, we observe

**Lemma 8.9.** Let \( W \) be as before, and let \( t \in \left[ e^{-\frac{cN}{\sqrt{\kappa}}, \frac{cN}{10}} \right] \). Then, for any \( \kappa \geq 10 \),
\[
P \left( \inf_{z \in \text{Spread}_J} |Wz| \leq t\sqrt{d}, \ B_{\kappa}(W) \geq Cd^2, B_{2\kappa}(W) \leq Cd^2 \right) \leq e^{-cN} + (Ct)^d (\log \kappa)^{d-1}.
\]

**Proof.** For the set \( S = \text{Spread}_J \), consider the net \( N \subset \frac{2}{\sqrt{d}} B_2^d \setminus \frac{1}{2} B_2^d \) of size \( (\frac{c'}{\sqrt{\kappa}})^{d-1} \), given by Theorem 8, applied with \( \gamma = 2, \epsilon = t \), and \( 2\kappa \). By the union bound,
\[
P \left( \inf_{z \in \text{Spread}_J} |Wz| \leq t\sqrt{d}, \ B_{\kappa}(W) \geq d^2, B_{2\kappa}(W) \leq d^2 \ | H_{J'} \right) \leq
\]
\[
(\sqrt{d})^{-d-1} \kappa^{d} (\log \kappa)^{d-1} \sup_{w \in \mathbb{R}^d} P \left( |Wz - w| \leq Ct\sqrt{d}, B_{\kappa}(W) \geq d^2 \ | H_{J'} \right).
\]

Note that \( z \in \text{Spread}_J + \frac{2\kappa}{\sqrt{d}} B_\infty \) satisfies the assumption of the Lemma 8.8, further, observe that conditioning on \( H_{J'} \) “makes” the columns of \( W \) independent, hence allowing to apply Lemma 8.8. By Lemma 8.8, (60) is estimated by
\[
(\sqrt{d})^{-(d-1)} \kappa^{d} (\log \kappa)^{d-1} \sup_{w \in \mathbb{R}^d} P \left( |Wz - w| \leq Ct\sqrt{d} \ | H_{J'} \right) P \left( B_{\kappa}(W) \geq c' d^2 \ | H_{J'} \right),
\]
and by (57), together with Lemma 3.11, we estimate (61) by
\[
(\sqrt{d})^{-(d-1)} \kappa^{d} (\log \kappa)^{d-1} t^{2d-1} (c' \sqrt{\kappa})^{-2d} \leq (Ct)^d (\log \kappa)^{d-1}.
\]

The Lemma follows by integration, in view of independence of \( H_{J'} \) and \( A_{\epsilon i} \) for \( i \in J \).

Finally, we arrive to

**Proposition 8.10.** For every \( \epsilon \geq e^{-\frac{cN}{\sqrt{\kappa}}} \), we have
\[
P \left( \inf_{z \in \text{Spread}_J} |Wz| \leq \epsilon \sqrt{d} \right) \leq \left( c\epsilon \log \frac{1}{\epsilon} \right)^d.
\]

**Proof.** Fix \( s \geq 10 \). Note that \( B_{10}(W) \geq B_{20}(W) \geq ... \geq B_{2^{s-10}} \). Therefore, either \( Cd^2 \geq B_{10}(W) \), or \( Cd^2 \in [B_{2^{k+1}}, B_{2^{k+10}}] \), for some \( k = 1, ..., s \), or \( Cd^2 \leq B_{2^{s-10}} \).

Hence, we have
\[
P \left( \inf_{z \in \text{Spread}_J} \text{dist}(Az, H_{J'}) \leq \epsilon \sqrt{d} \right) \leq
\]
\[
P \left( \inf_{z \in \text{Spread}_J} \text{dist}(Az, H_{J'}) \leq \epsilon \sqrt{d}, B_{10}(W) \leq Cd^2 \right) +
\]
\[
\sum_{\kappa=10, 20, ...} P \left( \inf_{z \in \text{Spread}_J} \text{dist}(Az, H_{J'}) \leq \epsilon \sqrt{d}, B_{\kappa}(W) \geq Cd^2, B_{2\kappa}(W) \leq Cd^2 \right) +
\]

The first term is estimated with \((c\epsilon)^d\) by Lemma 8.6. The last term is estimated with \((C\epsilon)^{2d}\) by Lemma 3.11. The middle sum is estimated by Lemma 8.9 with
\[
\sum_{\kappa=10,20,\ldots,1000} (C\epsilon)^d (\log \kappa)^{d-1} \leq \left(C\epsilon \log \frac{1}{\epsilon}\right)^d,
\]
and the proof is done. \(\square\)

**Proof of Theorem 2.** The case \(N = n\) was treated in the previous section. In the case \(N \in [n+1, (c'+1)n]\), we combine Lemma 5.3, Lemma 8.1 and Proposition 8.10 to get the estimate
\[
P\left(\sigma_n(A) \leq \frac{cd}{\sqrt{n}}\right) \leq \left(C\epsilon \log \frac{1}{\epsilon}\right)^d + e^{-cN},
\]
for \(\epsilon \geq e^{-cN/2}\); for \(\epsilon \in (0, e^{-cN/2})\) the bound follows then automatically. Note that the assumptions of Theorem 2 allow to apply Lemma 5.3, Lemma 8.1 and Proposition 8.10.

In the case \(N \in [(c'+1)n, C_0n]\), we apply (62) with \(\tilde{A}\), an \((c'+1)n \times n\) submatrix of \(A\). Note that \(\tilde{A}\) still satisfies the assumptions of Theorem 2 since the rows of \(A\) are i.i.d. The proper constant adjustment settles this case. Finally, for \(N \geq C_0N\) the bound follows from Proposition 8.11. \(\square\)

**Remark 8.11.** We remark that the condition of the rows being i.i.d comes from the fact that Theorem 4.7 requires an i.i.d. assumption. Corollary 4.9 hence requires i.i.d. rows for \(A\), and an application of Corollary 4.8 with \(X = Az\) further requires i.i.d. rows.

In addition to that, in the tall case (Theorem 2), the assumption of the rows having the same second moments is needed in Lemma 8.4, and in a few other places.

The mean zero assumptions on the entries, made in Theorem 2 comes up in the tall case in Lemma 8.4.

The assumption of independence of columns of \(A\) (and sometimes, also of \(A^T\)) is required throughout, when applying Lemmas 4.7 and 4.3 as well as Theorem 4.

Bounded concentration function is key for all the small-ball results: Lemmas 4.1 and 4.3 as well as Theorem 4.

Finally, the assumptions (7) and (2) arise from applications of Theorem 2 to \(A\) (when estimating the compressible case), and \((n-1) \times n\) submatrices of \(A^T\) (when constructing nets on the level sets of LCD).

Similarly, the assumption (6) is needed due to applications of Theorem 3 to \(N \times d\) restrictions of \(A\), and it further permits an application of Theorem 3 to \(A\) when studying the compressible case. Together with the i.i.d. rows assumption, (6) is also needed to allow an application of Theorem 3 to \((N - 2d + 1) \times N\) submatrices of \(A^T\) when constructing nets on the level sets of LCD.
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