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Abstract

We propose to learn an invariant causal predictor that is robust to distributional shifts, in the supervised regression scenario. Based on a disentangled causal factorization that describes the underlying data generating process, we attribute the distributional shifts to mutation of generating factors, which covers a wide range of cases of distributional shifts as we do not make prior specifications on the causal structure or the source of mutation. Under this causal framework, we identify a set of invariant predictors based on the do-operator. We provide a sufficient and necessary condition for a predictor to be min-max optimal, i.e., minimizes the worst-case quadratic loss among all domains. This condition is justifiable under the Markovian and faithfulness assumptions, thus inspiring a practical algorithm to identify the optimal predictor. For empirical estimation, we propose a permutation-regeneration scheme guided by a local causal discovery procedure. The utility and effectiveness of our method are demonstrated in simulation data and two real-world applications: Alzheimer’s disease diagnosis and gene function prediction.
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1 Introduction

Standard supervised learning methods heavily rely on the i.i.d assumption. Performance of these models can degrade a lot when this assumption does not hold, which usually happens in real-world scenarios. This can cause serious issues, especially in safe-critic tasks such as healthcare [1][2]. To resolve this problem, it is desired for a predictor to be stably transferable and robust to samples from unseen distributions. As such robustness is often measured by the worst-case performance [3][4][5][6], our goal is to find a stable predictor with minimal worst-case error (a.k.a. min-max optimum).

Recently, there is increasing attention on leveraging causality into learning for robustness, since the causation is believed to be more stable than correlation. Inspired by this, existing works assumed the existence of causal features (or invariant representations) that induced invariant predictors for transfer. For example, the ICP [7][8] assumed the response \( Y \) is invariantly distributed conditioning on its causal features. The IRM and its variants [9][10][11] assumed such causal features as a data representation that induces the invariant predictor. Similarly, the [12] attributed the distributional shifts to exogenous variables and modified the least square loss towards robustness. Further, the [6][13] could utilize the invariance beyond causal features by specifying the variable set with mutable causal mechanisms. They then proposed the “graph surgery estimator” to remove the dependency on these mutable variables, which was provably to be min-max optimal under some conditions. Although the proposed invariant form was not restricted to conditional distribution, they still relied on the pre-specification of the mutable variables set; besides, their analysis is not complete, i.e., the estimator is not min-max optimal under some cases.

To resolve these problems, we first identify the invariant predictors by decomposing the joint distribution following Causal Markov Condition [14]. Accordingly, the joint distribution is decomposed into several autonomous generating factors (i.e., distribution of each variable given its cause), as changing one of them will not affect others [14]. Due to this autonomy, it is necessary to have varied factors to account for the distributional shifts. We call the set of these variables the mutable set that is not assumed to be known, and that of others the stable set. Then we could obtain a set of invariant predictors, which are conditioned on the intervened mutable variables and any stable subset. Among these predictors, the [6][13] proved that the one with the whole stable set is min-max optimal if the intervened distribution can degenerate to the conditional one. Although this conclusion seems natural since this predictor can utilize all information in the stable set, it is not always true when the above degeneration condition does not hold. Such a counter-intuitive finding, together with the identification of invariant predictors, is shown in the following example for illustration.

**Example 1** (Alzheimer’s Disease (AD)). In AD, the patients suffer from memory loss, since the disease \( Y \) can cause atrophy in memory-related brain regions [15] such as the hippocampus \( X_8 \) and the medial temporal lobe \( X_2 \) by releasing toxic proteins [16]. Along anatomical pathways, these proteins further spread from one brain region to another (e.g. from the hippocampus to the medial temporal lobe) [17][18]. The degree of atrophy varies across ages, resulting in AD’s heterogeneity, as supported by existing findings [19][20] and reflected by our learned causal graph in Fig. 1(a) over all brain regions \( \{X_i\}_{i=1}^9 \) where the hippocampus \( X_8 \) is detected to be mutable across ages. We then intervene on these mutable brain region volumes (as marked in blue) to obtain the set of invariant predictors. We empirically find in Fig. 1(b) that instead of the whole stable set (marked by \( \triangle \)), only keeping \( \{X_3, X_5\} \) in the stable set achieves the minimum worst-case mean square error (MSE). Besides, it is interesting to note that the inclusion of \( X_2 \) can cause a sudden jump in terms of MSE, since the \( v \)-structure of \( X_8 \rightarrow X_2 \leftarrow Y \) can prevent the intervention distribution from degenerating to the conditional distribution.

To resolve this problem and learn the min-max predictor in any case, we first translate the “degeneration condition” in [13][6] into a graphical criterion, which is justifiable with the assistance of domain index variable [21]. When this condition is determined to not hold, we transform the worst-case quadratic loss into an optimization problem over all subsets of the stable set, the minimizer of which is sufficient and necessary for the predictor to be min-max optimal. For estimation, we mimic the \( do \)-operator to propose a permutation-regeneration scheme, to generate data from the intervened distribution. Theoretical correctness and the utility of our method are demonstrated in simulation data and two real-world applications, Alzheimer’s disease diagnosis and gene function prediction.
According to the Causal Markov Condition [14], we have the causal factorization of the joint distribution without any adjustment. We denote the invariant predictor set as \((\text{Causal Model})\) Assumption 2.1 \(\text{Markovian and Faithfulness}\)

Our goal is to find an optimal invariant predictor \(f^* \in \mathcal{F}^i\) using data from \(\mathcal{E}_{T^i}\) such that \(f^*\) is robust to distributional shifts across all domains. A natural way to measure this robustness is to investigate the predictor’s worst-case performance, which provides a safeguard for prediction in unseen domains. That is, we want \(f^*\) to have the following min-max optimal property:

\[
f^*(x) = \arg\min_{f \in \mathcal{F}^i} \max_{P \in \mathcal{P}} \mathbb{E}_{P_\mathcal{E}}[(Y, f(x))^2].
\]

**Notations.** In a causal directed acyclic graph (DAG) \(G\), we denote the parents, children, descendants, and Markovian blanket of the node set \(V\) as \(\text{PA}(V), \text{Ch}(V), \text{Do}(V), \text{Blanket}(V)\), respectively. We denote d-separation and independence by \(\perp_G\) and \(\perp\), respectively.

Next, we introduce some basic assumptions: causal model, Markovian and faithfulness.

**Assumption 2.1 (Causal Model).** We assume the joint distribution \(P^\rho(X, Y)\) is entailed by a DAG \(G := (V, E)\) for all \(\rho \in \mathcal{E}\), where \(V := X \cup Y\) denotes the node set and \(E\) denotes the edge set. Each variable \(V_i \in V\) is generated from a structural equation \(g_i: V_i = g_i(\text{PA}(V_i), U_i)\), where \(U_i\) denotes the exogenous variable. Each edge in \(E\) represents a direct causal relationship [22].

The causal DAG model is commonly assumed in the literature of causal inference [14][23]. Equipped with the causal model especially structural equations, we give definitions of the intervention and do-operator. The intervention \(\text{do}(V_i = v_i)\) means lifting \(V_i\) from its original generating mechanism \(V_i = g_i(\text{PA}(V_i), U_i)\) and set it to a constant value \(v_i\) [14]. Under the following Markovian assumption, the intervention distribution \(p(v|\text{do}(v_i)) := p(v)/\prod_{i \in v_i} p(v_i|\text{pa}(v_i))\).

**Assumption 2.2 (Markovian and Faithfulness).** The Markovian means \(\{U_i\}\) are mutually independent. The faithfulness means \(\forall\) disjoint sets \(V_i, V_j, V_k: V_i \perp_{V_j|V_k} \Rightarrow V_i \perp_{\perp_{G}} V_j|V_k\).

According to the Causal Markov Condition [14], we have the causal factorization of the joint probability \(p(v) = \prod_i p(v_i|\text{pa}(v_i))\), where each term \(p(v_i|\text{pa}(v_i))\) represents the generating of \(V_i\).
given its parents $PA(V_i)$. This factorization allows us to find the reason behind distributional shifts as the variation of some generating factors. Besides, the Markovian and faithfulness together imply $V_i \perp V_j | V_k \iff V_i \perp_G V_j | V_k$.

3 Methodology

In this section, we introduce our method to learn the min-max optimal predictor $f^*$ in Eq. (1). Firstly, in Sec. 3.1 we introduce a causal framework to formulate the distributional shifts across domains and identify a set of invariant predictors. Then, in Sec. 3.2 we provide an algorithm to identify the $f^*$ among the set of invariant predictors, which is inspired by a comprehensive analysis of the min-max property. Finally, in Sec. 3.3 we propose an efficient method to implement the algorithm and estimate the identified $f^*$.

3.1 Causal Framework and Invariant Predictors

As is known, extrapolation to unseen domains is generally unachievable when the distribution can change arbitrarily. Certain restrictions must be used to build connections between the seen and unseen domains. To make this connection, we view the joint distribution $P^e(X, Y)$ from a causal perspective and factorize it into products of autonomous causal factors. Specifically, according to assumptions 2.1 and 2.2 the $P^e(X, Y)$ is entailed by a DAG and admits the following causal factorization:

$$p^e(x, y) = p^e(y|pa(y)) \prod_{i=1}^{P} p^e(x_i|pa(x_i)), \text{ for } e \in \mathcal{E},$$

(2)

where each factor describes the causal mechanism that generates the variable given its cause. A nice property of causal factorization over other types of factorization is its autonomous configuration, that is, each cause-effect relationship represents an autonomous physical mechanism that is independent of the others. As a result, a change in $P^e(X, Y)$ across domains can be essentially attributed to the variation of at least one generating factor in (2). This naturally leads to the following framework that describes the distributional shifts.

Causal Framework for Distributional Shifts. We consider $\mathcal{E}$ contains any $e$ such that $P^e$ admits the following factorization:

$$p^e(x, y) = p(y|pa(y)) \prod_{i \in S} p(x_i|pa(x_i)) \prod_{i \in M} p^e(x_i|pa(x_i)),$$

(3)

where $S$ and $M$ respectively denote the stable and mutable sets such that $X_S := \{X_i | \forall e \in \mathcal{E}, p^e(x_i|pa(x_i)) = p(x_i|pa(x_i))\}$, $X_M := \{X_i | \exists e_1, e_2 \in \mathcal{E}, p^e_1(x_i|pa(x_i)) \neq p^e_2(x_i|pa(x_i))\}$.

Different from [6], we do not pre-specify the mutable variables set $X_M$.

This framework is closely related to the concept of “soft intervention” [24] and “mechanism change” [25] in the literature of causal discovery, which refer to the change of generating factors under certain known experimental interventions. In this regard, it is equivalent to define $P = \{P|P$ admits factorization in Eq. (3)$\}$, when $p^e$ is allowed to vary arbitrarily across $\mathcal{E}$.

Equipped with such a framework, we can identify a set of invariant predictors via the $do$-operator. To ensure the existence of such predictors, we assume the $p(y|pa(y))$ is invariant across domains, which has been widely adopted in the existing literature [9, 7, 4, 26]. Specifically, we consider a set of predictors by implementing the $do$-operator on $X_M$, i.e., $\{f_{S} := \mathbb{E}_{P^e}[Y|x_{S\perp}, do(x_M)]|S \subset S\}$. This $do$-operation removes the effect of mutable generation of $X_M$ given their parents. Therefore, according to the definition of intervention distribution, we have the following invariance property:

Proposition 3.1 (Invariance Property). For each $S\subset S$, we have

$$p^e(y, x_{S\perp}|do(x_M)) = p(y|pa(y)) \prod_{i \in S\perp} p(x_i|pa(x_i)),$$

which is invariant across $e \in \mathcal{E}$. Therefore, $f_{S\perp} := \mathbb{E}_{P^e}[Y|x_{S\perp}, do(x_M)]$ is invariant across $\mathcal{P}$.

Remark 3.2. Due to its invariance, we omit the superscript $e$ in $p^e(y, x_{S\perp}|do(x_M))$ and denote $f_{S\perp} := \mathbb{E}_{P^e}[Y|x_{S\perp}, do(x_M)]$ hereafter.

This invariance property is of great importance, as it suggests that the predictor $f_{S\perp}$ learned from the training domains can be stably transferred to unseen test domains. Then, among such a set of
invariant predictors, one is tempted to ask: which predictor is the most robust one? Formally speaking, consider $\mathcal{F}^I = \{f_{S_-}|S_- \subset S\}$ in the regression scenario, our goal is to learn the predictor $f_{S_-}$ such that $f_{S_-} = f^* := \arg\min_{f_{S_-} \in \mathcal{F}^I} \max_{P \in \mathcal{P}} \mathbb{E}_{P}[(Y - f_{S_-}(x))^2]$. At a first glance, it seems that $f_{S}$ with the whole set $S$ is the optimal $f^*$ since it uses information of the full stable set $X_S$, as also claimed in \cite{13} under some conditions. However, as we show later, this conclusion is not always true.

### 3.2 Identification with Min-max Property

In this section, we analyze the theoretical properties for identifying the min-max predictor $f^*$, which is equivalent to finding the optimal subset in $S$. Our analysis is roughly composed of two main results: Thm. 3.3 and Thm. 3.5. Specifically, we in Thm. 3.3 provide a justifiable graphical criterion that is sufficient for the whole set $S$ to be optimal, which degenerates to the result in \cite{13}. When this condition fails, we in Thm. 3.5 provide a sufficient and necessary condition for a subset to induce the min-max optimal predictor. Particularly, we will introduce a counter-example to show that such an optimal subset does not have to be the whole set.

We first introduce Thm. 3.3 that provides a sufficient condition for $f_{S}$ to be optimal. Indeed, this result has been established in \cite{13} when $p(y|x_S, do(x_M))$ can degenerate to conditional distribution. However, this condition is too general and can not be justified. Equipped with the structural causal model, we provide a graphical criterion that is equivalent to the above condition. With such a graphical language, this condition is justifiable via causal discovery.

**Theorem 3.3 (Graphical Criterion for $f^* = f_{S}$).** Suppose assumptions 2.1, 2.2 hold. Denote $X_M^d := X_M \cap \text{Ch}(Y)$ as mutable variables in $Y$’s children, and $K := \text{Do}(X_M^d \setminus X_M^d)$ as descendants of $X_M^d$. Then, $p(y|x_S, do(x_M))$ can degenerate to conditional distribution if and only if $Y$ does not point to any member of $K$. Further, under either of the two conditions, we have $f^* = f_{S}$.

**Proof Sketch:** If $Y$ does not point to any member of $K$, we can use the rules \cite{14} of do-calcus to remove the “do” in $p(y|x_S, do(x_M))$ and degenerate it into $p(y|x_M \cup \text{do}(x_M))$. For example, in Fig. 2(a), we have $p(y|x_{s_1}, x_{s_2}, do(x_m)) = p(y|x_{s_2}, do(x_m)) = p(y|x_{s_2})$. Such a degeneration (to conditional distribution) permits us to construct a probability distribution in $\mathcal{P}$ for any predictor $f$, that has larger or equal quadratic loss than $f_{S}$, thus proving the optimality of $f_{S}$. On the contrary, if $Y$ points to $K$, then there exists a collider in $X \setminus X_M^d$ in some paths between $Y$ and $X_M^d$, making it incapable to remove the “do”.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Illustration of the graphical criterion in Thm. 3.3 which respectively holds and not holds in the graph (a) and (b).}
\end{figure}

Compared with \cite{13,0}, the Thm. 3.3 translates the unjustifiable intervention degeneration condition into a graphical notion, which can be justified by the data.

**Proposition 3.4.** Under assumptions 2.1, 2.2 the $K$ is identifiable; besides, we can determine whether $Y \rightarrow K$ from the joint distribution over training domains.

Thm. 3.3 reminds us the sufficient condition for $f^* = f_{S}$ may not always hold. When the condition fails, the invariant predictor with the whole stable set is not necessarily min-max optimal. Indeed, we provide a counter-example in Fig. 2(b) (taken from the causal graph of Alzheimer’s disease) that, the $f_{I}(X_S)$ has a larger error than $f_{S}$ under some conditions on $P(Y)$ and $P(X_S|Y)$ \cite{13}. In the following, we show that when the condition in Thm. 3.3 fails, we can still identify the min-max predictor by considering a distribution family $\{P_J\}_{J}$, where $J$ is a definite function from $PA(X_M)$ to $X_M$ and

---

\footnote{Please refer to the supplementary for details.}
We introduce methods to implement Alg. 1. Specifically, it involves whether Alg. 1 is composed of two steps, respectively inspired by Thm. 3.3 and Thm. 3.5. Specifically, if the condition in Thm. 3.3 holds, then we directly have \( f^* = f_S \) with the whole stable set \( S \). Otherwise, we have to search over \( \{ f_S \mid S \in \text{POWER}(S) \} \) to find \( f^* \). It’s worthful to mention that such a searching cost, as also required in existing works [13, 6], can be reduced since some subsets have the same \( h^* \) (please see the supplementary for details). Practically, we can parameterize \( J_0 \) as the neural network, due to its ability to approximate any definite function [27].

Algorithm 1 Identification of the min-max optimal predictor \( f^* \)

**INPUT:** The training data \( \{D_n\mid e \in E_T\} \)

**OUTPUT:** Min-max predictor \( f^* \)

1: Identify \( K \) and the skeleton of DAG.
2: if \( Y \) does not point to any member of \( K \) then
3: \( S^* = S \) according to Thm. 3.3
else
4: set \( h_{\text{min}} = \infty, S^* = \emptyset \).
5: for \( S_- \in \text{POWER}(S) \)
6: estimate \( f_{S_-} \) and \( h^*(S_-) := \max_{J_0} h(S_-, J_0) \).
7: \( h_{\text{min}} = h^*(S_-), S^* = S_- \) according to Thm. 3.5
8: if \( h^*(S_-) < h_{\text{min}} \) then
9: \( h_{\text{min}} = h^*(S_-), S^* = S_- \) according to Thm. 3.5
10: end if
11: Estimate \( f_{S^*}(X) \) and return.

Alg. 1 is composed of two steps, respectively inspired by Thm. 3.3 and Thm. 3.5. Specifically, if the condition in Thm. 3.3 holds, then we directly have \( f^* = f_S \) with the whole stable set \( S \). Otherwise, we have to search over \( \{ f_S \mid S \in \text{POWER}(S) \} \) to find \( f^* \). It’s worthful to mention that such a searching cost, as also required in existing works [13, 6], can be reduced since some subsets have the same \( h^* \) (please see the supplementary for details). Practically, we can parameterize \( J_0 \) as the neural network, due to its ability to approximate any definite function [27].

### 3.3 Local Causal Discovery and Empirical Estimation

We introduce methods to implement Alg. 1. Specifically, it involves i) detecting \( K \) and determining whether \( Y \to K \); ii) estimating \( f_{S_-} \); and iii) estimating \( h(S_-, J_0) \) for optimization over \( \theta \). Due to space limit, we only introduce the main ideas of our method, with details left in the supplementary.

**Detect \( K \) and whether \( Y \to K \).** According to the definition of \( X^0_M \) and \( K \), we first detect the undirected skeleton of DAG via the PC algorithm [23], followed by detecting \( X_M \) with the assistance of domain index variable \( E \). Specifically, we have \( X_i \in X_M \) iff \( E \perp X_i \) conditioned on any subset, according to [21]. In a similar way, we can identify \( \text{PA}(X_i), \text{Ch}(X_i) \) for \( i \in M \), which is sufficient to detect \( X^0_M := \{X_i \mid i \in M, Y \in \text{PA}(X_i)\} \). Applying this method iteratively, we can detect \( \text{De}(X_M) \) and \( \text{PA}(X_i) \) for \( X_i \in \text{De}(X_M) \), which is sufficient to identify \( K := \text{De}(X'_M) \setminus X^0_M \) and have \( Y \to K \) iff \( \exists X_i \in K \) such that \( Y \in \text{PA}(X_i) \).
We consider three settings of \( P \). We then regenerate data for \( X_M \) in a sample-wise manner to generate data from \( P(X_M) \). We then regenerate data for \( X_M \)'s descendents in the intervened graph via estimating structural equations. This can be achieved because \( \text{De}(X_M) \) and their parents are identifiable, as mentioned earlier.

Estimate \( h(S, J_\theta) \). As \( \text{PA}(X_M) \) is identifiable, we regenerate data for \( X_M \) from \( J(\text{PA}(X_M)) \). Then similar to the estimation of \( S \), we regenerate data for \( \text{De}(X_M) \) in the intervened graph.

Indeed, we find it is sufficient to regenerate data for a subset of \( \text{De}(X_M) \), which can reduce the incurred approximation errors. Besides, we find searching over some subsets is redundant because they have the same/larger worst-case quadratic loss.

4 Experiment

In this section, we evaluate our method in simulation data and two real-world applications, i.e., Alzheimer’s disease diagnosis and gene function prediction.

Compared Baselines. We compare the proposed algorithm with the following methods: (i) ICP \(^7\) that only used \( Y \)’s parent nodes for prediction by assuming \( P(Y|PA(Y)) \) is invariant; (ii) IC \(^8\) assumed the invariance of \( P(Y|X_H) \) for some \( X_H \) that is not restricted to \( PA(Y) \); (iii) Anchor regression \(^9\) that interpolated between ordinary least square (LS) and causal minimax LS, which constrained the residue in the anchor (sources of distributional change) subspace to be small; (iv) IRM \(^10\) that learned a representation on which the prediction mechanism is invariant; (v) HRM \(^11\) that extended the IRM to the case when the domain labels are unknown by exploring the heterogeneity in data via clustering; and (vi) IB-IRM \(^11\) that proposed an information bottleneck constraints to supplement the invariance principle in IRM.

Implementation Details. We left implementation details in the supplementary due to space limit.

4.1 Simulation

Data Generation. We follow the causal graph in Fig. 3 to generate \( X_S := \{X_1, X_2, X_3\} \) and \( X_M := \{X_4\} \) via the following structural equations: \( x_3 \leftarrow u_3 \) with \( u_3 \sim N(-2, 1) \); \( x_2 \leftarrow \alpha_2 x_3 + u_2 \) with \( \alpha_2 = 0.5 \) and \( u_2 \sim N(0, 1) \); \( y \leftarrow g_y(x_2) + u_y \) with \( u_y \sim N(0, 1) \); \( x_4 \leftarrow \beta_4 y + u_4 \) with \( \beta_4 = e - 5 \) varied in different domains, \( u_4 \sim N(0, 1) \); \( x_1 \leftarrow g_1(x_4, y) + u_1 \) with \( u_1 \sim N(0, 0.2) \).

We consider three settings of \( g_y(\cdot) \) and \( g_1(\cdot) \): Setting-1, \( g_y(x_2) = -1.5x_2 \) and \( g_1(x_4, y) = x_4 \); Setting-2, \( g_y(x_2) = -1.5x_2, g_1(x_4, y) = x_4 + 2.5y \); Setting-3, \( g_y(x_2) = \text{Sigmoid}(x_2 + 1), g_1(x_4, y) = x_4 + 2.5y \). For each setting, we generate 10 domains with \( e \) ranging from 1 to 10, where \( n_e = 200 \) samples are generated for each domain. To remove the effect of randomness, we repeat for 10 times, in each we randomly pick five domains for training and the rest for test. In setting-1, the condition in Thm. \(^3\) holds \( (Y \) does not point to \( X_1) \) and we expect \( S \) to be the optimal set. In setting-2/3, the condition is violated. Thus, we need to compare \( h^*(S) \) for each \( S \) to find the optimal subset, as indicated by Thm. \(^3\).

Results Analysis. We report the maximal mean squared error (max MSE) over the test sets and the estimated \( h^*(S) \) from training sets for each \( S \) in Tab. 1. As shown, in setting-1, \( f_S \) has the lowest max MSE over test sets, which agrees with Thm. \(^3\) in setting-2/3, the \( S = \{X_1\} \) in setting-2, \( \{X_1, X_2\} \) in setting-3 with minimal \( h^* \) also have the minimal max MSE over test sets for \( f_S \). Besides, notice that the estimated \( h^*(S) \) are close to the maximal test MSE for most subsets, e.g., \( h^*(\{X_1, X_3\}) = 0.0079, 0.0082 \) for max MSE in setting-3, \( h^*(\{X_2, X_3\}) = 1.232, 1.136 \) for max MSE in setting-2. These results verify the correctness and more importantly, the effectiveness of Thm. \(^3\) and Thm. \(^3\) in selecting the most robust predictor. Besides, it is interesting to note that the whole set \( S \) is not the optimal set in setting-2/3 when the condition in Thm. \(^3\) is violated.
4.2 Alzheimer’s Disease Diagnosis

In this section, we evaluate our method in the diagnosis of Alzheimer’s disease, which is the most common type of dementia among elder people.

ADNI Dataset and Preprocessing. We consider the Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset [http://adni.loni.ucla.edu], in which the imaging data are acquired from structural Magnetic Resonance Imaging (sMRI) scan. After data-preprocessing via Dartel VBM [29] and Statistical Parametric Mapping (SPM) for segmentation, we implement the Automatic Anatomical Labeling (AAL) atlas [30] and region index provided in [31] to partition the whole brain into 9 brain regions: frontal lobe $X_1$, medial temporal lobe $X_2$, parietal lobe $X_3$, occipital lobe $X_4$, cingulum $X_5$, insula $X_6$, amygdala $X_7$, hippocampus $X_8$, and pallidum $X_9$. In addition to brain region volumes, we also include demographics (age, gender $X_{10}$) and genetic information (number of APOE-4 alleles $X_{11}$). With these covariates, we predict the Functional Activities Questionnaire (FAQ) score $Y$ for each patient, which was commonly used to measure the AD severity [32]. In total, we use $n = 757$ samples enrolled in ADNI-GO/1/2 periods. We use the age variable to split the dataset into seven domains (age $<$ 60, 60-65, 65-70, 70-75, 75-80, 80-85, $>$ 85), which each contains $n_e = 27, 59, 90, 240, 182, 117, 42$ samples, respectively. We repeat 15 times, with each time randomly taking four domains for training and the rest for test.

Causal Discovery for Detecting $X_M$. We first implement the PC algorithm [29] to learn the undirected skeleton, followed by our algorithm to learn directions to determine $X_M$, $PA(X_M)$, $De(X_M)$, etc. As shown in Fig. 1, we have $Y \rightarrow X_2, X_8$, in which the $X_2$ (media temporal lobe) and $X_8$ (hippocampus) are early degenerated regions [33, 34]. Besides, we also observe that $X_8 \in X_M$, which echoes existing studies [19, 20] that detected distributional changes over brain region volumes across ages. Our findings provide a possible explanation that can be supported by existing studies [20]: this distributional change of atrophy is partially sourced from the hippocampus and propagates to other brain regions. To detect the optimal predictor, we compare $h^*(S_-)$ for each subset $S_-$ since the condition in Thm. 3.3 is violated, as $Y$ points to $X_2 \in K$.

![Figure 4: Results on ADNI dataset. (a) the $f_{S_-}$ in the ascending order of $h^*(x)$ (x-axis) and their worst-case errors. (b) Comparison with baselines.](image-url)
Results Analysis. Fig. 4(a) and (b) respectively show the relations between $h^*$ and maximal test MSE, and comparisons between our methods and baselines. Specifically, we sort $f_{S_\cdot}$ according to the ascending order of $h^*$ on the x-axis and show their maximal test MSEs on the y-axis in Fig. 4(a). We observe that (i) the $S^* := \{X_3, X_5\}$ that with the minimal $h^*$ also has the minimal test MSEs among all subsets; (ii) the maximal test MSE shows an approximately increasing trend with respect to $h^*(S_\cdot)$ however with oscillations. These observations suggest the utility of Thm. 3.5 in finding the optimal predictor especially when the whole set is not necessarily the optimal subset. It is also interesting to note that parietal lobe $X_8$, cingulum $X_5$, and hippocampus $X_8 \in X_{M}$ used by $f^*$, are common AD biomarkers [33, 35, 36]. While for oscillations, it may be due to the limited number of test domains, and the worst case among which may not fully reflect the worst case in the whole distribution family $P$. Another interesting phenomenon in Fig. 4(a) is the nearly piece-wise constant curves especially in the first half. Besides, it is interesting to observe the sudden jump in MSE from 1.2 to 2.8 once the $X_2$ is used, which may be due to $Y \rightarrow X_2 \in K$. In addition, we find that the whole set $S$ (marked by $\triangle$) is not the optimal set.

After obtaining $S^*$, it is shown in Fig. 4(b) that our method can outperform others. Specifically, the advantages over ICP, IC, IRM, and their extensions, i.e., HRM, IB-IRM can be attributed to the proper use of invariance beyond causal features; while the advantage over Anchor regression may be due to the non-parametric form of causal min-max objective that is more aligned with the goal of robustness, especially when the extent of distributional shifts is allowed to vary wildly.

4.3 Gene Function Prediction

In this section, we evaluate our method in gene function prediction, which can potentially help better understand the human-disease progress [37].

Dataset. We consider the International Mouse Phenotyping Consortium (IMPC) dataset (http://www.crm.umontreal.ca/2016/Genetics16/competition_e.php) that was originally published in a causal inference challenge [38] and later used as a benchmark for domain generalization [39]. The IMPC contains the hematology phenotype of both wild-type mice and mutant mice with 13 kinds of single-gene knockout. To predict the gene function, we knock out this gene and assess the cell counts of monocyte $Y$, with cell counts of neutrophil $X_1$, lymphocyte $X_2$, eosinophil $X_3$, basophil $X_4$, and large unstained cell (LUC) $X_5$ as covariates. We use the kind of knocked-out gene to divide domains. The training domains contain the wild-type mice and five randomly picked gene knockouts. The test domains contain the rest nine kinds of gene knockouts. This random train-test split is repeated 45 times.

Causal Discovery For Detecting $X_{M}$. We implement our algorithm to detect $X_{M}$, PA($X_{M}$), De($X_{M}$), etc. We show the detected causal graph in Fig. 5 where we have $Y \rightarrow X_2, X_3$, and $X_2 \rightarrow X_4$, which respectively echoes the existing studies that monocyte can activate the lymphocyte [40] and increase the number of LUC [41], and that the lymphocyte participates in activating basophil [42]. Since $X_5$ is mutable and $X_2 \in De(X_5)$ is pointed by $Y$, the condition in Thm. 3.3 is violated. We then compare $h^*(S_\cdot)$ to find the optimal predictor.

Results Analysis. Fig. 6(a) presents the maximal MSE over the test sets for each predictor $f_{S_\cdot}$. Similarly, we observe that the maximal test MSE increases with $h^*$ and the subset (i.e., \{X_3\}) with minimal $h^*$ also performs the best. The ability of $X_3$ in predicting $Y$ can be explained by the directed activated path from monocyte $Y$ to basophil $X_4$. After obtaining $f^*$, we compared it with other methods. As shown in Fig. 6(b), ours can outperform others by a significant margin, which together with the Alzheimer’s disease experiment, demonstrates the utility of our method in learning robust predictors.
5 Conclusion and Discussion

In this paper, we propose to learn the min-max predictor for robustness to distributional shifts, in the supervised regression scenario. We first attribute the distributional shifts to the mutable variables, in the framework of causal factorization. We then identify a set of invariant predictors. Among these predictors, we provide a sufficient and necessary condition for a predictor to be min-max optimal. Benefit from the justifiability of this condition, we propose an algorithm that incorporates a permutation-regeneration scheme for practical estimation. Our method can outperform others in Alzheimer’s disease diagnosis and gene function prediction. This can be explained by the effectiveness of our method in detecting the min-max predictor. In both experiments, it is also interesting to find that the whole set is not min-max optimal.

Limitations and Future Directions. Our algorithm has to search over most subsets in the stable set, which limits its application in high-dimensional scenarios. To resolve this problem, we will investigate the causal structure in the parametric model, to pursue a delicate theoretical solution. In addition, we are interested to extend our study to scenarios where the DAG is also allowed to vary across domains, which may happen when the number of domains is large.
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A Appendix for Sec. 3.1: Causal Framework and Invariant Predictors

A.1 Proof for Prop. 3.1: Invariance Property

Proposition 3.1 (Invariance Property). Suppose \( \mathcal{E} \) contains any \( e \) such that \( P^e \) admits the following factorization: \( p^e(x, y) = p(y|pa(y)) \prod_{i \in S} p(x_i|pa(x_i)) \prod_{i \in M} p^e(x_i|pa(x_i)) \). Let \( \mathcal{P} \) denote the distribution set \( \{ P^e | e \in \mathcal{E} \} \). Then, for each \( S_- \subset S \), we have \( f_{S_-} := E_{P^e}[Y|X_{S_-}, do(x_M)] \) is invariant across \( \mathcal{P} \).

Proof. By definition,
\[
p^e(y, x_{S_-}|do(x_M)) = p(y|pa(y)) \prod_{i \in S_-} p(x_i|pa(x_i))
\]
is invariant for \( P^e \in \mathcal{P} \). As
\[
p^e(y|x_{S_-}, do(x_M)) = \int_{x_S \setminus x_{S_-}} p^e(y, x_S|do(x_M)) dy dx_S \setminus x_{S_-},
\]
we have \( p^e(y|x_{S_-}, do(x_M)) \) is also invariant for \( P^e \in \mathcal{P} \). According to
\[
E_{P^e}[Y|X_{S_-}, do(x_M)] = \int_{x_S \setminus x_{S_-}} yp^e(y|x_{S_-}, do(x_M)) dy,
\]
we have the invariance of \( E_{P^e}[Y|X_{S_-}, do(x_M)] \), thus the invariance of the predictor \( f_{S_-} \). \( \Box \)

B Appendix for Sec. 3.2: Identification with Min-max Property

B.1 Proof for Thm. 3.3: Graphical Criterion for \( f^* = f_S \)

Theorem 3.3 (Graphical Criterion for \( f^* = f_S \)). Suppose assumptions 2.1.2.2 hold. Denote \( X_{2, y} := X_M \cap \text{Ch}(Y) \) as mutable variables in \( Y \)'s children, and \( K := \text{De}(X_{2, y}^0) \setminus X_{2, y}^0 \) as descendants of \( X_{2, y}^0 \). Then, \( p(y|x_S, do(x_M)) \) can degenerate to conditional distribution if and only if \( Y \) does not point to any member of \( K \). Further, under either of the two conditions, we have \( f^* = f_S \).

Proof. Denote the causal DAG as \( G \), the intervened graph that removes all arrowheads into \( V \) as \( G\overline{\overline{V}} \). Define \( X_{1, M} := X_M \setminus X_{2, y}^0, K_2 := (X \setminus X_{2, y}^0) \setminus \text{De}(X_{2, y}^0) \).

We firstly prove the equivalence of the following conditions (1), (2), and (3):

1. \( Y \perp_{G\overline{\overline{V}}} K[K_2]; \)
2. \( Y \) and \( K \) are not adjacent in \( G\overline{\overline{V}} \)
3. \( p(y|x_S, do(x_M)) \) can degenerate to conditional distribution.

(1)\(\Rightarrow\)(2) If \( Y \) and \( K \) are adjacent, they are also adjacent in \( G\overline{\overline{V}} \), because \( K \cap X_{2, y}^0 = \emptyset \), so \( Y \) and \( K \) cannot be d-separated by any variable in \( G\overline{\overline{V}} \), which contradicts with (1).

(2)\(\Rightarrow\)(3) Define
\[
I := p(y|k, k_2, do(x^0_M)) = \frac{p(y|pa(y)) \prod_{X \in K} p(x_j|pa(x_j)) \prod_{X \in K_2} p(x_i|pa(x_i))}{\int_{Y} p(y|pa(y)) \prod_{X \in K} p(x_j|pa(x_j)) \prod_{X \in K_2} p(x_i|pa(x_i)) dy}.
\]
Since \( \text{PA}(Y) \cap \{X_M^0, K\} = \emptyset \) and \( \forall X_i \in K_2, \text{PA}(X_i) \cap \{X_M^0, K\} = \emptyset \), we have:
\[
I = \frac{p(y, k_2) \prod_{X \in K} p(x_j|pa(x_j))}{\int_{Y} p(y, k_2) \prod_{X \in K} p(x_j|pa(x_j)) dy}.
\]
If \( Y \) and \( K \) are not adjacent, then \( \forall X_j \in K, Y \notin \text{PA}(X_j) \). Therefore, \( I = \frac{p(y, k_2)}{\int_{Y} p(y, k_2) dy} = p(y|k_2). \)

Note the edge between \( Y \) and \( X \in K \) can only be \( Y \rightarrow X \).
We firstly show that $p^c(y|x_S, do(x_M))$ can not degenerate to any conditional distribution, i.e., (3) does not hold, then $p^c(y|x_S, do(x_M))$ can not degenerate to any conditional distribution.

We firstly show $Y \not\in G_{X_M^0}$, i.e., $p^c(y|x_S, do(x_M)) \neq p^c(y|k_2, do(x_M^0))$, then show $p^c(y|x_S, do(x_M)) \neq p^c(y|k_2, do(x_M^0)) \Rightarrow p^c(y|x_S, do(x_M))$ can not degenerate to any conditional distribution.

Since $Y \not\in PA(X_M^1)$, we have:

$$p^c(y|x_S, x_M^0, do(x_M^0)) = \frac{\int p^c(y|x_S, x_M^0|do(x_M^0)) dy}{\int p^c(y|x_S, x_M^0|do(x_M^0)) dy}$$

Since $K \cup K_2 = X_S \cup X_M^1$, we have $p^c(y|x_S, do(x_M)) = p^c(y|k, k_2, do(x_M^0))$. Thus, we can prove: $Y \not\in G_{X_M^0}$, $K|K_2 \Rightarrow p^c(y|x_S, do(x_M)) = p^c(y|k, k_2, do(x_M^0)) \neq p^c(y|k_2, do(x_M^0))$.

Next, we prove $p^c(y|x_S, do(x_M)) \neq p^c(y|k_2, do(x_M^0)) \Rightarrow p^c(y|x_S, do(x_M))$ can not degenerate to any conditional distribution.

Suppose $p^c(y|x_S, do(x_M)) = p^c(y|k', k_2, do(x_M^0))$. We will show if $k' \neq \emptyset$, then the do-operator can not be removed with either Rule 2 (action to observation) or Rule 3 (deletion of action). To express $do(x_M^0)$ explicitly, denote $X_M^1 = \{X_M^0, i=1\}$ and $p^c(y|k', k_2, do(x_M^0)) = p^c(y|k', k_2, do(x_M^0))$.

- Rule 2 can not remove the do-operator of any $X_{M,i}^0 \in X_M^0$.

Recall Rule 2 states that “$p(y|do(x), do(z), w) = p(y|do(x), z, w)$ if $Y \not\in G_{X_M^0}$, $Z|X$, $W$ for any disjoint subsets of variables $X$, $Y$, $Z$, and $W$ ”.

If Rule 2 can remove the do-operator of $X_{M,i}^0 \in X_M^0$, then

$$Y \perp G_{X_M^0 \{X_{M,i}^0\} X_{M,i}^0} X_{M,i}^0|K'|, K_2, X_M^0 \setminus \{X_{M,i}^0\}.$$  \hspace{1cm} (4)

As we have $Z = \{X_{M,i}^0\}, X = X_M^0 \setminus X_{M,i}^0, W = K' \cup K_2$ in the notations of Rule 2.

In the following, we explain why Eq. 4 can not be true. Note $X_{M,i}^0 \in Ch(Y)$ and the direct edge $Y \rightarrow X_{M,i}^0$ is reserved in the intervened graph $G_{X_M^0 \{X_{M,i}^0\} X_{M,i}^0}$, which means that $Y$ and $X_{M,i}^0$ can not be d-separated by any set of variables in the intervened graph. Thus, Eq. 4 can not be true.

- Rule 3 can not remove the do-operator of all $X_{M,i}^0 \in X_M^0$.

Recall Rule 3 states that “$p(y|do(x), do(z), w) = p(y|do(x), w)$ if $Y \not\in G_{X_M^0}$, $Z|X$, $W$ for any disjoint subsets of variables $X$, $Y$, $Z$, and $W$ ”. If Rule 3 can remove the do-operator of $X_M^0$, then:

$$Y \perp G_{X_M^0(K' \cup K_2)} X_M^0|K' \cup K_2.$$  \hspace{1cm} (5)

---

\footnote{\text{\(Z(W)\) is the set of \(Z\)-nodes that are not ancestors of any \(W\)-node in \(G_X\).}}
because the notations in Rule 3 mean \( X = \emptyset, Z = X_M^0, W = K' \cup K_2 \). In the following, we will show that when \( K' \neq \emptyset \), Eq. [3] cannot hold. When \( K' \neq \emptyset \), note by definition \( K' \subset \text{De}(X_M^0) \), so \( \text{An}(K') \cap X_M^0 \neq \emptyset \). Therefore, \( X_M^0 (K' \cup K_2) = X_M^0 \setminus \{ \text{An}(K') \cup K_2 \} \neq X_M^0 \). That is \( X_M^0 \setminus X_M^0 (K' \cup K_2) \neq \emptyset \). Suppose \( X_M^0 \setminus X_M^0 (K' \cup K_2) \), then the edge \( Y \rightarrow X_M^0 \) is in the intervened graph \( G_{X_M^0 (K' \cup K_2)} \), so \( Y \) and \( X_M^0 \) can not be d-separated by any variable set. So Eq. [3] does not hold.

In summary, we have proved that when \( K' \neq \emptyset \), the \( do \)-operator on \( X_M^0 \) can not be removed entirely by Rule 2 and 3.

Besides, according to Corollary 3.4.2 in [14], the inference rules are complete in the sense that if the intervention probability (with \( do \)) can be reduced to a probability expression (without \( do \)), the "reduction" can be realized by a sequence of transformations, each conforming to one of the Inference Rules 1-3. Note that only Rule 2 and 3 are related to the disappearance of \( do \)-operator, so it is sufficient to prove that Rule 2 and 3 can not remove the \( do \)-operator on \( X_M^0 \).

We then prove under either of conditions (1), (2), or (3), \( f^* = f_S \).

Given any one of the three conditions (1), (2), or (3), \( f^*(x) = E_{P^e}[Y|x_S, do(x_M)] \) satisfies the following min-max property:

\[
f^*(x) = \arg\min_{f:X \rightarrow Y} \max_{P \in P} E_P[Y - f(x)]^2.
\]

Under any one of the conditions (1)-(3), we have \( p^e(y|x_S, do(x_M)) = p^e(y|k_2) \) for \( P^e \in P \).

For \( P^e \in P \), let \( p^e(x_M^0) = \sum_{X_i \in V \setminus X_M^0} p^e(v) \) be the marginal distribution of \( X_M^0 \). Define \( \tilde{p}^e \) as:

\[
\tilde{p}^e(v) = p(y|pa(y)) \prod_{X_i \in K} p^e(x_i|pa(x_i)) \prod_{X_i \in K_2} p^e(x_i|pa(x_i)) p^e(x_M^0),
\]

by replacing the term \( \prod_{X_i \in X_M^0} p(x_i|pa(x_i)) \) in \( p^e(v) \) with \( p^e(x_M^0) \).

(i) By the definition of \( P \), \( \tilde{p}^e \in P \) and \( \tilde{p}^e(y|x) = \tilde{p}^e(y|x_S, x_M^0) \).

(ii) In the following, we will show \( \tilde{p}^e(y, k_2) = p^e(y, k_2) \).

First, note that \( K \subset \text{De}(X_M^0) \) and \( X_M^0 \subset \text{Ch}(Y) \), we have \( K \cup X_M^0 \subset \text{De}(Y) \). Thus, \( PA(Y) \cap \{ K \cup X_M^0 \} = \emptyset \) because otherwise there would be a cycle.

Second, \( PA(K_2) \cap \{ K \cup X_M^0 \} = \emptyset \) because if there exist \( X_i \in K \cup X_M^0 \) and also \( X_i \in PA(K_2) \), then \( K_2 \cap \text{De}(X_M^0) \subset \emptyset \), which contradicts with the definition that \( K_2 := (X \setminus X_M^0) \setminus \text{De}(X_M^0) \).

In summary, we have \( PA(K_2 \cup Y) \cap \{ K \cup X_M^0 \} = \emptyset \), which leads to

\[
p^e(k_2, y) = \int p(y|pa(y)) \prod_{X_i \in K_2} p^e(x_i|pa(x_i)) \prod_{X_i \in K} p^e(x_i|pa(x_i)) \prod_{X_i \in X_M^0} p^e(x_i|pa(x_i)) d\theta_M dK
\]

\[
= p(y|pa(y)) \prod_{X_i \in K_2} p^e(x_i|pa(x_i)) \int \prod_{X_i \in K} p^e(x_i|pa(x_i)) \prod_{X_i \in X_M^0} p^e(x_i|pa(x_i)) d\theta_M dK
\]

\[
= p(y|pa(y)) \prod_{X_i \in K_2} p^e(x_i|pa(x_i))
\]

and

\[
\tilde{p}^e(k_2, y) = \int p(y|pa(y)) \prod_{X_i \in K_2} p^e(x_i|pa(x_i)) \prod_{X_i \in K} p^e(x_i|pa(x_i)) p^e(x_M^0) d\theta_M dK
\]

\[
= p(y|pa(y)) \prod_{X_i \in K_2} p^e(x_i|pa(x_i)) \int \prod_{X_i \in K} p^e(x_i|pa(x_i)) p^e(x_M^0) d\theta_M dK
\]

\[
= p(y|pa(y)) \prod_{X_i \in K_2} p^e(x_i|pa(x_i))
\]

Therefore, we have \( \tilde{p}^e(k_2, y) = p^e(k_2, y) \).
Note that \( K_2 \subset X \), we have

\[
\text{Var}_{P^e}(Y|K_2) = E_{P^e} [ \text{Var}_{P^e}(Y|X)|K_2] + \text{Var}_{P^e} [E_{P^e}(Y|X)|K_2],
\]

therefore

\[
E_{P^e} [\text{Var}_{P^e}(Y|K_2)] = E_{P^e} [\text{Var}_{P^e}(Y|X)] + E_{P^e} [\text{Var}_{P^e} E(Y|X)|K_2],
\]

and hence \( E_{P^e} [\text{Var}_{P^e}(Y|K_2)] \geq E_{P^e} [\text{Var}_{P^e}(Y|X)] \).

(iii) Because \( \bar{p}^e(k_2, y) = p^e(k_2, y) E_{\bar{P}^e} [\text{Var}_{P^e}(Y|K_2)] = E_{P^e} [E_{P^e}(Y|X)] \), we have \( E_{P^e} [\text{Var}_{P^e}(Y|K_2)] \geq E_{P^e} [\text{Var}_{P^e}(Y|X)] \). Besides, since \( \bar{p}^e(y|x) = \bar{p}^e(y|k_2) \),

\[
E_{\bar{P}^e} [\text{Var}_{\bar{P}^e}(Y|K_2)] = E_{P^e} [\text{Var}_{P^e}(Y|X)].
\]

(iv) In summary, for each \( P^e \in \mathcal{P} \), we may construct \( \bar{P}^e \) such that

\[
E_{P^e} [\text{Var}\bar{P}^e(Y|X)] \geq E_{P^e} [\text{Var}_{P^e}(Y|X)].
\]

Denote \( \bar{P} := \{ \bar{P}^e \in P \} \) and \( P^* := \text{argmax}_{P^e \in \mathcal{P}} E_{P^e} [\text{Var}_{P^e}(Y|X)] \), then \( P^* \in \bar{P} \). Besides, note that for any \( \bar{P}^e \in \bar{P} \), \( \bar{P}^e \) is identifiable; besides, we can determine whether \( Y \rightarrow K \) from the joint distribution over training domains.

\[ \square \]

B.2 Proof for Prop. 3.4: Justifiability of Thm. 3.3

**Proposition 3.4.** Denote \( X_0^M := X_M \cap \text{Ch}(Y) \) as mutable variables in \( Y \)'s children, and \( K := \text{De}(X_0^M) \setminus X_0^M \) as descendants of \( X_0^M \). Under assumptions 2.1, 2.2, the \( K \) is identifiable; besides, we can determine whether \( Y \rightarrow K \) from the joint distribution over training domains.

**Proof.** We firstly show \( K \) is identifiable. Since all variables in \( K \) are descendants of \( Y \), we have \( Y \rightarrow X_i, X_i \in K \) iff \( X_i \) is adjacent to \( Y \) in the skeleton of DAG (which is identifiable under assumption 2.2). Thus, we can determine whether \( Y \rightarrow K \).

Note that \( K = (X_0^M \setminus \text{De}(X_0^M)) \cap \text{De}(X_M) = (X_0^M \setminus \text{De}(X_0^M)) \cap \{ \text{De}(X_M^0) \cup X_M^0 \} \). So it suffices to prove the identifiability of \( X_0^M \setminus \text{De}(X_0^M) \), where \( X_M^0 := X_M \cap \text{Ch}(Y) \). This can be accomplished by three steps: (i) identification of \( X_M^0 \), (ii) identification of \( X_M^0 \), and (iii) identification of \( X_M^0 \).

The following algorithm shows step (i), which is the same as [21].

**Algorithm 2 Detection of \( X_M^0 \) and construct the causal skeleton of \( G \)

1. Start with \( X_M = \emptyset \). For \( V_i \in V \), test if \( V_i \perp E \) or if there exist a subset \( C_{v_i, e} \subseteq V \) such that \( V_i \perp E|C_{v_i, e} \). If \( V_i \perp E \) and there exists no such \( C_{v_i, e} \), then include \( V_i \) in \( X_M = X_M \cup V_i \).

2. Start with an undirected graph \( G \) including edges for any two variables in \( V \) and the arrows \( E \rightarrow V_i \) for \( V_i \in X_M \). For each pair of \( (V_i, V_j) \). If \( V_i \perp V_j \) or there exists a subset \( C_{v_i, v_j} \subseteq V \) such that \( V_i \perp V_j|C_{v_i, v_j} \), we delete the edge \( V_i - V_j \) from \( G \).

The following Alg. [3] shows the steps (ii) and (iii), which basically relies on the faithful assumption (conditional independence in probability \( \Rightarrow \) d-separation in graph).

Explanations for 2.2:

- Line [7] in 2.2: The set \( A \) is the final output. The set \( B \) only plays a part as an instrumental set that starts with \( X_M \cap \text{Ch}(Y) \) and ends with \( \emptyset \). During the process, \( B \) stores the nodes in \( X_M \cap \text{Ch}(Y) \) that has not been searched for the children. Once \( X_j \in B \) is searched, it is excluded from the set \( B \) (Line [18]) and the children of \( X_j \) are added to \( B \) if it has not been visited (Line [8] and [14]), which is essentially a breadth-first-search algorithm.
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Algorithm 3 Detection of $X_{M}^{M}$ and $X_{M}^{D} \cup \text{De}(X_{M}^{M})$

2.1 Detect $X_{M}^{M} := X_{M} \cap \text{Ch}(Y)$:
1: for $X_i \in X_M$ and adjacent to $Y$ do
2: if $Y \not\perp E[C_{y,e} \cup \{X_i\}]$
3: then $X_i \in X_M \cap \text{Ch}(Y)$
4: end for

2.2 Detect $(\text{Ch}(Y) \cap X_M) \cup \text{De}(\text{Ch}(Y) \cap X_M)$
1: Start with $A = B = \text{Ch}(Y) \cap X_M$ and visited($X_i$) = FALSE
2: while $B \neq \emptyset$ do
3: for $X_j \in B$ do
4: if $X_j \in \text{Adj}(X_j)$ do
5: if $X_j \not\in X_M$ and $X_j \perp E[C_{x,i} \cup \{X_j\} \setminus D_{x} \cdot \{X_j\}]$
6: $A = A \cup \{X_i\}$
7: if visited($X_i$) = FALSE then
8: $B = B \cup \{X_i\}$
9: end if
10: end if
11: if $X_j \in X_M$ and $X_j \not\in \text{Adj}(Y)$ and $X_j \perp Y[C_{x,i} \cup \{X_j\} \setminus D_{y} \cdot \{X_j\}]$ then
12: $A = A \cup \{X_i\}$
13: if visited($X_i$) = FALSE then
14: $B = B \cup \{X_i\}$
15: end if
16: end if
17: end for
18: Let $B = B \setminus \{X_j\}$
19: end for
20: end while

* Line 5 to 10 (the case when $X_i \not\in X_M$): The fact $X_i \not\in X_M$ means $E$ and $X_i$ are not adjacent. Besides, note that $X_i \in X_M \cap \text{Ch}(Y)$, there is a structure in the form $E \rightarrow \cdots \rightarrow X_j \rightarrow X_i$ where $X_i$ and $E$ are not adjacent. In the notation $X_i \perp E[C_{i,j} \cup \{X_i\} \setminus D_{i,j}]$, $C_{i,j}$ denotes a separating set such that $X_i \perp E[C_{i,j}]$ and $D_{i,j}$ denotes the set of variables along the directed path between $E \rightarrow \cdots \rightarrow X_j$. The existence of $C_{i,j}$ is guaranteed since $X_i$ and $E$ are not adjacent, so a separating set has been found when constructing the skeleton. The set $D_{i,j}$ is also clear as it is determined in the breadth-first-search process.

* Line 11 to 19 (the case when $X_i \in X_M$): Firstly, we explain why it is unnecessary to consider the case when $X_i \in X_M$ and $X_i \in \text{Adj}(Y)$. If $X_i \in \text{PA}(Y)$, $X_i$ cannot be in $\text{De}(\text{Ch}(Y) \cap X_M) \cup \{\text{Ch}(Y) \cap X_M\}$ as it would induce a cycle in this way. If $X_i \in \text{Ch}(Y)$, it means $X_i \in \text{Ch}(Y) \cap X_M$ and has been identified in 2.1 and included in set $A$ in the beginning.
So the remaining case is when $X_i \in X_M$ and $X_i \not\in \text{Adj}(Y)$. Note in this case $X_j \in \text{Ch}(Y)$ or $X_j \in \text{De}(Y)$, there exists a structure $Y \rightarrow \cdots \rightarrow X_j \rightarrow X_i$, which is the same as $E \rightarrow \cdots \rightarrow X_j \rightarrow X_i$ in Line 5 to 10.

B.3 Counter Example of $f^* \neq f_S$

Consider the DAG in Fig. 7, in which we denote $Y, X_s, X_m$ are binary variables. We will show that in this scenario, there exists $P(Y), P(X_s | X_m, Y)$ such that $f^*_S := \mathbb{E}[Y | x_s, do(x_m)]$ is not min-max optimal. We show this by proving that:

$$\mathbb{E} [Y - \mathbb{E}[Y | x_s, do(x_m)]]^2 > \mathbb{E} [Y - \mathbb{E}[Y | do(x_m)]]^2.$$  \hspace{1cm} (6)

Since we have that

$$\mathbb{E} [Y - \mathbb{E}[Y | x_s, do(x_m)]]^2 = \mathbb{E}[Y^2] + \mathbb{E}[\mathbb{E}^2 | Y | x_s, do(x_m))] - 2\mathbb{E}[Y \cdot \mathbb{E}[Y | x_s, do(x_m)]],$$
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Besides, we have
\[ E \] 
\[ a \] 
\[ \text{Substituting Eq. (10) into Eq. (8), (9), we have} \]
\[ \text{E} \left[ E^2[Y_\cdot | x_s, do(x_m)] \right] > 2 \text{E} \left[ Y \cdot \text{E}[Y | x_s, do(x_m)] \right] - E^2[Y]. \]  
(7)

Since we have \( p(y|x_s, do(x_m)) = \frac{p(y)p(x_m|y)}{\sum_y p(y)p(x_m|y)} \), we have
\[ \text{E}[Y | x_s, do(x_m)] = \frac{p(y = 1)p(x_m|y = 1)}{\sum_y p(y)p(x_m|y)}. \]  
(10)

Substituting Eq. (10) into Eq. (8), (9), we have
\[ \text{E} \left[ E^2[Y | X_s, do(X_m)] \right] = \sum_{x_s \cdot x_m} \left[ \sum_y p(x_s|x_m, y)p(x_m|y)p(y) \right] \cdot \left[ \frac{p(y = 1)p(x_s|x_m, y = 1)}{\sum_y p(y)p(x_m|y)} \right]^2, \]
\[ \text{E} \left[ Y \cdot \text{E}[Y | X_s, do(X_m)] \right] = \sum_{x_s \cdot x_m} \left[ \sum_y p(x_s|x_m, y)p(x_m|y)p(y) \right] \cdot \left[ \frac{p(y = 1)p(x_s|x_m, y = 1)}{\sum_y p(y)p(x_m|y)} \right] \]
\[ = \sum_{x_s \cdot x_m} \left[ \sum_y p(x_s|x_m, y = 1)p(x_m|y = 1)p(y = 1) \right] \cdot \left[ \frac{p(y = 1)p(x_s|x_m, y = 1)}{\sum_y p(y)p(x_m|y)} \right]. \]

Denote \( a_y := p(y = 1), p(x_m = 1|y) := a_{my}, p(x_s = 1|x_m, y) = a_{smy}, \) then the left hand side in Eq. (7) has
\[ \text{E} \left[ E^2[Y | X_s, do(X_m)] \right] = \sum_{x_s = x_m} \left[ \sum_y p(x_s|x_m, y)p(x_m|y)p(y) \right] \cdot \left[ \frac{p(y = 1)p(x_s|x_m, y = 1)}{\sum_y p(y)p(x_m|y)} \right]^2 + \]
\[ = \sum_{x_s \cdot x_m} \left[ \sum_y p(x_s|x_m, y)p(x_m|y)p(y) \right] \cdot \left[ \frac{p(y = 1)p(x_s|x_m, y = 1)}{\sum_y p(y)p(x_m|y)} \right]^2 + \]
\[ \sum_{x_s \cdot x_m} \left[ \sum_y p(x_s|x_m, y)p(x_m|y)p(y) \right] \cdot \left[ \frac{p(y = 1)p(x_s|x_m, y = 1)}{\sum_y p(y)p(x_m|y)} \right]^2 + \]
\[ \sum_{x_s \cdot x_m} \left[ \sum_y p(x_s|x_m, y)p(x_m|y)p(y) \right] \cdot \left[ \frac{p(y = 1)p(x_s|x_m, y = 1)}{\sum_y p(y)p(x_m|y)} \right]^2. \]
The right-hand side has
\[ 2\mathbb{E} [Y | \mathbb{E} [Y | x, \text{do}(x_m)]] - \mathbb{E} [Y^2] = 2 \left( (x_s = 1, x_m = 1) \frac{a_y a_{s11} a_{m1}}{a_y a_{s11} + (1 - a_y) a_{s10}} + \right. \\
\left. (s = 1, m = 0) \frac{a_y a_{s01} (1 - a_{m1})}{a_y a_{s01} + (1 - a_y) a_{s00}} + \right. \\
\left. (x_s = 0, x_m = 1) \frac{a_y (1 - a_{s1})}{a_y (1 - a_{s1}) + (1 - a_y) a_{s01}} + \right. \\
\left. (x_s = 0, x_m = 0) \frac{a_y (1 - a_{s01})(1 - a_{m1})}{a_y (1 - a_{s01}) + (1 - a_y)(1 - a_{s00})} \right) - a_y^2. \]

When \( a_y \neq 0 \), the term \( a_y^2 \) can be removed. Then let \( a_y \to 0 \), the left-hand side approximates to:
\[ \frac{a_{s11} a_{m0}}{a_{s10}} + \frac{a_{s01}^2 (1 - a_{m0})}{a_{s00}} + \frac{(1 - a_{s11})^2 a_{m0}}{(1 - a_{s10})} + \frac{(1 - a_{s01})^2 (1 - a_{m0})}{(1 - a_{s00})}; \]

and the right hand side approximates to:
\[ 2 \left( \frac{a_{s11} a_{m1}}{a_{s10}} + \frac{a_{s01}^2 (1 - a_{m1})}{a_{s00}} + \frac{(1 - a_{s11})^2 a_{m1}}{(1 - a_{s10})} + \frac{(1 - a_{s01})^2 (1 - a_{m1})}{(1 - a_{s00})} \right) - 1 \]

Then the Eq. (2) is equivalent to:
\[ \frac{a_{s11} (a_{m0} - 2a_{m1})}{a_{s10}} + \frac{a_{s01}^2 (2a_{m0} - a_{m1})}{a_{s00}} + \frac{(1 - a_{s11})^2 (a_{m0} - 2a_{m1})}{(1 - a_{s10})} + \frac{(1 - a_{s01})^2 (2a_{m1} - a_{m0} - 1)}{(1 - a_{s00})} > -1. \]

Let \( a_{s10} \to 0, a_{s11} \to 1, a_{s01} = a_{s10} = 0.5 \) and \( a_{m0} - 2a_{m1} > 0 \), the above inequality holds.

B.4 Proof for Thm. 3.5: Min-max Property

**Theorem 3.5** (Min-max Property). Denote \( h^*(S_-) := \max_{f \in \mathcal{F}} \mathbb{E}_{P_x} [(Y - f_{S_-}(x))^2] \) as the maximal expected loss over \( J \) for \( S_- \). Then, we have \( h^*(S_-) = \max_{S_- \subseteq S} \mathbb{E}_{P_x} [(Y - f_{S_-}(x))^2] \). In this regard, the optimal subset \( S^* \) for \( f^* = f_{S^*} \) can be attained via \( S^* := \arg \min_{S_- \subseteq S} h^*(S_-) \).

**Proof.** We show the maximum loss is attained when \( X_M \) is a definite function of \( \text{PA}(X_M) \).

Let \( f_{S_-}(x_{S_-}, x_M) := E[Y | x_{S_-}, \text{do}(x_M)] \) be an invariant predictor. Then
\[ L^*_{P_x}(f_{S_-}) = \int \int (y - f_{S_-}(x_{S_-}, x_M))^2 p(y/pa(y)) \prod_{i \in S} p(x_i|pa(x_i)) \prod_{i \in M} p^*(x_i|pa(x_i)) dy dx. \]

And the maximum loss
\[ L^*_{S_-} = \arg \max_{f_{S_-}} L^*_{P_x}(f_{S_-}) = \arg \max_{\{p^*(x_i|pa(x_i)) \}_{i \in M}} L^*_{P_x}(f_{S_-}). \]

Let \( X' := X \setminus \{X_M \setminus \text{PA}(X_M)\} \) and \( h(x_M, pa(x_M)) := \int_{X'} (y - f_{S_-}(x))^2 \prod_{i \in X'} p(x_i|pa(x_i)) dx' \), which does not rely on the mutable distribution \( \{p^*(x_i|pa(x_i)) \}_{i \in M} \). Let \( m^*(pa(x_M)) := \arg \min_{x_M} h(x_M, pa(x_M)) \).

Firstly, consider the case of \( X_M = \{X_M\} \). Then
\[ \max_{P_x} L^*_{P_x}(f_{S_-}) = \max_{P} \left( \int h(x_M, pa(x_M)) p^*(x_M|pa(x_M)) dx_M \right) \prod_{X_i \in \text{PA}(X_M)} p(x_i|pa(x_i)) dpa(x_M) \]
\[ = \int \left( \max_{P_x} \left( \int h(x_M, pa(x_M)) p^*(x_M|pa(x_M)) dx_M \right) \right) \prod_{X_i \in \text{PA}(X_M)} p(x_i|pa(x_i)) dpa(x_M) \]
\[ = \int h(m^*(pa(x_M)), pa(x_M)) \prod_{X_i \in \text{PA}(X_M)} p(x_i|pa(x_i)) dpa(x_M). \]
When $X_M$ is multivariate, we consider the maximization sequentially by the topological order $\{X_{M,1}, X_{M,2}, \cdots, X_{M,j}\}$, where $X_{M,j}$ is a node that is not a parent of any other nodes in $\{X_{M,i}; i \geq j\}$ in the sub-graph over $X_M$. That is, we firstly consider 
\[
\max_{p_e} \left( \prod_{i=1}^{j-1} \max_{p_e} (x_{M,i}|pa(x_{M,i})) \right)
\]
and factorize $\max_{p_e} \left\{ \cdots \right\}$ as 
\[
\max_{p_e} (x_{M,1}|pa(x_{M,1})) \cdots \max_{p_e} (x_{M,2}|pa(x_{M,2})) \max_{p_e} (x_{M,1}|pa(x_{M,1})) \left\{ \cdots \right\}.
\]

Note that the sub-graph on $X_M$ is always a DAG, so such a topological order always exists.

\section*{B.5 Proof for Prop. 3.6: Identifiability in Thm. 3.5}

**Proposition 3.6.** Denote $P_J := \Pr(y, x_S | do(X_M = J(pa(x_M))))$, and $f_{S,-} := \mathcal{E}[Y | x_{S,-}, do(x_M)]$. Under assumptions 2.1 and 2.2, we have $PA(X_M), P_J,$ and $f_{S,-}$ are identifiable.

**Proof.** To generate data distributed as $P_J$, we need to use $J(pa(x_M))$ to regenerate $X_M$, then regenerate $De(X_M)$ with structural equations. To estimate $f_{S,-}$, we need to intervene on $X_M$, then regenerate $De(X_M)$ with structural equations. So, it’s suffice to show $X_M, De(X_M), PA(X_M), PA(De(X_M))$ are identifiable. Identification of $X_M$ has been shown in Alg. \[3\] We first show the identification of $De(X_M)$.

**Algorithm 4** Detection of $De(X_M) \cup X_M$

1: Start with $A = B = X_M$ and visited($X_i$) = FALSE
2: while $B \neq \emptyset$ do
3: for $X_i \in B$ do
4: for $X_j \in Adj(X_i)$ do
5: if $X_i \notin X_M$ and $X_i \perp E|C_{e,x_i} \cup \{X_j\} \setminus D_{X_i,e}$ then
6: $A = A \cup \{X_i\}$
7: if visited($X_i$) = FALSE then
8: $B = B \cup \{X_i\}$
9: end if
10: end if
11: if $X_i \in X_M$ and $\hat{\Delta}_{X_j \rightarrow X_i} < \hat{\Delta}_{X_i \rightarrow X_j}$ then
12: $A = A \cup \{X_i\}$
13: if visited($X_i$) = FALSE then
14: $B = B \cup \{X_i\}$
15: end if
16: end if
17: end for
18: Let $B = B \setminus \{X_j\}$
19: end for
20: end while

• Line 5 to 10: this case is the same as Algorithm \[3\] which is based on (i) the structure $E \rightarrow \cdots \rightarrow X_j \rightarrow X_i$ and (ii) $X_i$ and $E$ are not adjacent.

• Line 11 to 19: In this case, we identify the direction between $X_i$ and $X_j$ by the “Independent Causal Mechanism (ICM) Principle” following [21], where $\hat{\Delta}_{X_j \rightarrow X_i}$ and $\hat{\Delta}_{X_i \rightarrow X_j}$ are the estimated HSIC (see Eq. 17 in [21] for the detailed formulation of $\hat{\Delta}$).

The ICM principle means that “the conditional distribution of each variable given its causes (i.e., its mechanism) does not inform or influence the other mechanisms.”. That is, the changes of $P(X_i|PA(X_i))$ does not influence the other mechanisms $P(X_j|PA(X_j))$ for $j \neq i$. The ICM principle is implied in the definition of “structural causal model” in [14], where each structural equation represents an autonomous physical mechanism.
We then show the identification of \( \text{PA}(X_i) \), \( \text{PA}(\text{De}(X_M)) \).

Algorithm 5 \( \text{PA}(X_i) \) for \( X_i \in X_M \cup \text{De}(X_M) \).

1: for \( X_j \in X_M \cup \text{De}(X_M) \) do
2: for \( X_i \in \text{Adj}(X_j) \) do
3: if \( X_i \notin X_M \) then
4: \( X_i \in \text{PA}(X_i) \) if \( X_i \notin E[\{C_{e,x_i} \setminus D_{e,x_i} \cup \{X_i\}\}] \)
5: else if \( X_j \in X_M \) and \( X_i \notin X_m \) then
6: \( X_i \in \text{PA}(X_i) \) when \( \Delta_{X_i \rightarrow X_j} < \Delta_{X_i \rightarrow X_j} \).
7: else if \( X_j \in X_M \) and \( X_i \notin X_m \) then
8: \( X_i \in \text{PA}(X_i) \) when \( E \notin X_i | C_{e,x_i} \cup \{X_j\} \)
9: end if
10: end for
11: end for

- Line 4: this rule is based on the structure \( E \rightarrow \cdots \rightarrow X_j - X_i \) and \( \{X_i, E\} \) are not adjacent.
- Line 6: this rule is based on the HSIC criterion in [21].
- Line 5: this rule is based on the structure \( E \rightarrow X_i - X_j \) and \( \{E, X_j\} \) are not adjacent.

\( \square \)

C Appendix for Sec. 3.3: Local Causal Discovery and Empirical Estimation

C.1 Details of Local Causal Discovery

In this section, we summarize the identification of \( X_M^0 \), \( \text{De}(X_M^0) \), \( X_M \), \( \text{De}(X_M) \), \( \{\text{PA}(X_i) \}_i \in X_M \cup \text{De}(X_M) \) \( \text{Blanket}(Y) \), \( \text{PC}(Y) := \text{PA}(Y) \cup \text{Ch}(Y) \).

The identification of \( X_M^0 \cup \text{De}(X_M^0) \) is in Alg. 3. To distinguish \( X_M^0 \) and \( \text{De}(X_M^0) \), it suffices to identify the direction of \( X_i - X_j \) in the case when both \( X_i \) and \( X_j \) are in \( X_M^0 \), which can be accomplished by comparing \( \Delta_{X_i \rightarrow X_j} \) and \( \Delta_{X_j \rightarrow X_i} \) (see [21] for details). However, it should be noted that distinguishing \( X_M^0 \) and \( \text{De}(X_M^0) \) for the estimation of \( h(S_-, J) \) and \( f_{S_-} \) is unnecessary. The identification of \( X_M \) and \( \text{PC}(Y) \) is in Alg. 2, where \( \text{PC}(Y) \) can be obtained from the undirected skeleton. \( \text{Blanket}(Y) \) can be identified by [43]. The identification of \( X_M \cup \text{De}(X_M) \) is in Alg. 5, and we can distinguish \( X_M \) from \( \text{De}(X_M) \) using the way as in \( \{X_M^0, \text{De}(X_M^0)\} \). The parents \( \{\text{PA}(X_i) | X_i \in X_M \cup \text{De}(X_M)\} \) can be identified by Alg. 5.

C.2 Details of Estimation of \( f_{S_-} \)

To estimate \( f_{S_-} \), we adopt soft-intervention to replace \( P^r(\mathbf{X}_M | \text{PA}(\mathbf{X}_M)) \) with \( P(\mathbf{X}_M) \) and hence define \( p^r(x, y) = p(y | pa(y)) \Pi_{i \in S} p(x_i | pa(x_i)) p(\mathbf{X}_M) \). Then we have \( f_{S_-} = \mathbb{E} p^r[Y | x_{S_-}, \mathbf{X}_M] \).

To generate data from \( P^r \), we first permute \( \mathbf{X}_M \) in a sample-wise manner to generate data from \( P(\mathbf{X}_M) \). We then regenerate data for \( \mathbf{X}_M \)’s descendants in the intervened graph via estimating structural equations \(^7\) as summarized in Alg. 6.

Indeed, we only need to regenerate \( \text{De}_{\bar{G}_{X_M^0}}(\mathbf{X}_M) \cap \text{Blanket}(Y) \) since \( p'(y | \text{blanket}(y)) = p'(y | x) \). To maximally reduce the approximation error in regeneration, we consider intervene on another variable set \( \mathbf{X}_{do}^* := \mathbf{X}_M^0 \cup (\text{De}(\mathbf{X}_M^0) \setminus \text{Ch}(Y)) \) and regenerate variables in \( \text{De}_{\bar{G}_{X_{do}^*}}(\mathbf{X}_{do}^*) \). We prove \( \text{De}_{\bar{G}_{X_{do}^*}}(\mathbf{X}_{do}^*) \) is the minimum regeneration set in the following proposition.

Proposition C.1. Denote \( \mathbf{X}_{do}^* := \mathbf{X}_M^0 \cup (\text{De}(\mathbf{X}_M^0) \setminus \text{Ch}(Y)) \). Then:

1. For any admissible set \( \mathbf{X}_{do} \), we have \( \text{De}_{\bar{G}_{X_{do}^*}}(\mathbf{X}_{do}) \cap \text{Blanket}(Y) \supset \text{De}_{\bar{G}_{X_{do}^*}}(\mathbf{X}_{do}^*) \);
2. \( \mathbf{X}_{do}^* \), \( \text{De}_{\bar{G}_{X_{do}^*}}(\mathbf{X}_{do}^*) \), and \( \{\text{PA}(X_i) | X_i \in \text{De}_{\bar{G}_{X_{do}^*}}(\mathbf{X}_{do}^*)\} \) are identifiable.

\(^7\)This can be achieved because \( \mathbf{X}_M^0, \text{De}(\mathbf{X}_M) \), and their parents are identifiable, as shown in Alg. 5.
Algorithm 6 Estimation of $f_{S-}$

**INPUT**: training data $\{(x_{(k)}, y_{(k)})\}_{k=1}^{n}, S- \subset S, X_M, \text{De}(X_M), \text{and \{PA}(X_i)\}_{X_i \in \text{De}_G\overline{X_M}(X_M)}$.

**OUTPUT**: Trained $f_{S-}$.

1. Shuffling $\{(X_M)_i\}_{i=1}^{n}$ by randomizing the indices.
2. For $X_i \in \text{De}_G\overline{X_M}(X_M)$ do
3. Regenerate $\{(x_i)_i\}_{i=1}^{n}$ as $\{g_i(pa(x_i))\}_{i=1}^{n}$.
4. Train $f_{S-}$ over the regenerated samples.

**Proof.** (1) Firstly, we prove that a set of variables $X_{do}$ is admissible means $p_{do}(y|x) = p(y|x_S, do(X_M)) \iff \{X_M \cap \text{Ch}(Y)\} \subset X_{do}$ and $\{X_S \cap \text{Ch}(Y)\} \cap X_{do} = \emptyset$.

Note that

$$p(y|x_S, do(X_M)) = \frac{p(y|pa(y)) \prod_{X_i \in X_S \cap \text{Ch}(Y)} p(x_i|pa(x_i))}{\int p(y|pa(y)) \prod_{X_i \in X_S \cap \text{Ch}(Y)} p(x_i|pa(x_i)) dy},$$

$$p_{do}(y|x) = \frac{p(y|pa(y)) \prod_{X_i \in (X \setminus X_{do}) \cap \text{Ch}(Y)} p(x_i|pa(x_i))}{\int p(y|pa(y)) \prod_{X_i \in (X \setminus X_{do}) \cap \text{Ch}(Y)} p(x_i|pa(x_i)) dy}.$$

It can be seen $p_{do}(y|x) = p(y|x_S, do(X_M)) \iff X \setminus X_{do} \cap \text{Ch}(Y) = X_S \cap \text{Ch}(Y)$, which can be rewritten as

$$\{X_M \cap \text{Ch}(Y) \cap X_{do}^C\} \cup \{X_S \cap \text{Ch}(Y) \cap X_{do}^C\} = X_S \cap \text{Ch}(Y).$$

The above equation holds if and only if $\{X_M \cap \text{Ch}(Y)\} \subset X_{do}$ and $\{X_S \cap \text{Ch}(Y)\} \cap X_{do} = \emptyset$. (2) Secondly, we prove that $X_{do}^*$ is an admissible set and $\text{De}_G\overline{X_{do}}(X_{do}^*) = \text{De}(X_M \cap \text{Ch}(Y)) \cap X_S \cap \text{Ch}(Y)$. To simplify the notations, let $X_0 := X_{do}$ and $X_1 := \text{De}_G\overline{X_{do}}(X_{do})$.

The conditions $\{X_M \cap \text{Ch}(Y)\} \subset X_0$ and $\{X_S \cap \text{Ch}(Y)\} \cap X_0 = \emptyset$ hold by definition.

(2.1) show $\text{De}_G\overline{X_0}(X_0) \subset X_1$

Note $X_0 \subset \{X_M \cap \text{Ch}(Y)\} \cup \{\text{De}(X_M \cap \text{Ch}(Y))\}$, we have $\text{De}(X_0) \subset \text{De}(X_M \cap \text{Ch}(Y))$. Besides, since $\text{De}_G\overline{X_0}(X_0) = \text{De}(X_0) \setminus X_0$, Then

$$\text{De}_G\overline{X_0}(X_0) = \text{De}(X_0) \setminus X_0^C = \text{De}(X_0) \cap \{X_M \cap \text{Ch}(Y)\}^C \cap \{\text{De}(X_M \cap \text{Ch}(Y))\}^C \cap \{X_S \cap \text{Ch}(Y)\}^C.$$

(2.2) show $X_1 \subset \text{De}_G\overline{X_0}(X_0)$

Since $X_M \cap \text{Ch}(Y) \subset X_0$, $\text{De}(X_M \cap \text{Ch}(Y)) \subset \text{De}(X_0)$, so $X_1 \subset \text{De}(X_M \cap \text{Ch}(Y)) \subset \text{De}(X_0)$ and hence $X_1 \setminus X_0 \subset \text{De}(X_0) \setminus X_0$. Besides, note that $X_0 \cap X_1 = \emptyset$ such that $X_1 \setminus X_0 = X_0$ and $\text{De}_G\overline{X_0}(X_0) = \text{De}(X_0) \setminus X_1$, we have $X_1 \subset \text{De}_G\overline{X_0}(X_0)$.

(3) given $X_{do}$ satisfying the two conditions, we have

$$X_M \cap \text{Ch}(Y) \subset X_{do} \Rightarrow \text{De}(X_M \cap \text{Ch}(Y)) \subset \text{De}(X_{do});$$

$$X_{do} \subset \{X_S \cap \text{Ch}(Y)\}^C \Rightarrow \{X_S \cap \text{Ch}(Y)\} \subset X_{do}^C.$$

Therefore,
De(\(X_M \cap \text{Ch}(Y)\)) \cap \{X_S \cap \text{Ch}(Y)\} \subset \text{De}(X_{do}) \cap X_{do}^C.

Thus, \(X_1 \subset \text{De}(X_{do})\) for any \(X_{do}\) satisfying \(X_M \cap \text{Ch}(Y) \subset X_{do}\) and \(X_{do} \cap \{X_S \cap \text{Ch}(Y)\} = \emptyset\).

(4) The identification of \(\{\text{PA}(X_i)\}_{i \in \text{De}(X_{do})}^\prime, X_{do}^\prime\) and \(\text{De}(X_{do})\) can be readily obtained in Sec. C.1.

\[\square\]

C.3 Equivalence of Subsets for Computational Efficiency

We find searching over some subsets of \(S\) is redundant because they are expected to have the same/larger worst-case quadratic loss, as shown by the following proposition:

**Proposition C.2.** Denote \(\overline{X} := \text{Blanket}(Y) \cap X_S, \overline{X} := \text{PA}(Y) \cup (\text{Ch}(Y) \setminus \text{De}(X^0_M)) \cap X_S\). Then:

1. for each \(X_{S_-} \supset \overline{X}\), we have \(f_{X_{S_-}} = f_{\overline{X}}\);
2. for each \(X_{S_-} \subset \overline{X}\), we have \(E_{P_{\overline{X}}}[(Y - f_{X_{S_-}}((x)))^2] \geq E_{P_{\overline{X}}}[(Y - f_{\overline{X}}((x)))^2];\)
3. the \(\overline{X}\) and \(\overline{X}\) are identifiable.

In Prop. C.2, 1. 2. respectively mean that \(f_{X_{S_-}}\) is the same as \(f_{\overline{X}}\) when \(X_{S_-} \supset \overline{X}\) and is no better than \(f_{\overline{X}}\) when \(X_{S_-} \subset \overline{X}\). Together with 3., we can identify \(\overline{X}\) and \(\overline{X}\) and skip those \(f_{X_{S_-}}\) during searching.

**Proof.** 1. Firstly, note the Markov Blanket of \(Y\) is \(\text{PA}(Y) \cup \text{Ch}(Y) \cup \text{PA}(\text{Ch}(Y))\), so \(Y \perp X \setminus \overline{X}\). We have

\[p\left(y | x^M, \text{do} \left( x^M \right) \right) = p_{G_{X^0_M}} \left(y | x^M \right) = p_{G_{X^0_M}} \left(y | \text{pa}(y), \text{ch}(y) \setminus x^0_M, \text{pa} \left( \text{ch}(y) \setminus x^0_M \right) \right)\]

\[= p\left(y | \text{pa}(y), \text{ch}(y) \setminus x^0_M, \text{pa} \left( \text{ch}(y) \setminus x^0_M \right) \right) \text{do} \left( x^M \right) .\]

The 1st equation is by definition. The 2nd equation is because \(p_{G_{X^0_M}} \left(y | x^M \right) = p_{G_{X^0_M}} \left(y | x^0_M \right)\), where \(x^0_M\) denotes the Markov Blanket of \(X\) in \(G_{X^0_M}\), and \(\text{PA}_{G_{X^0_M}}(Y) = \text{PA}(Y) \cup (\text{Ch}(Y) \setminus \text{De}(X^0_M)) \cup \text{PA}(\text{Ch}(Y) \setminus X^0_M)\), and \(\text{PA}_{G_{X^0_M}} \left( \text{Ch}(Y) \setminus X^0_M \right) = \text{PA} \left( \text{Ch}(Y) \setminus X^0_M \right)\). The 3rd equation is by definition.

Let \(\overline{X} = \text{PA}(Y) \cup (\text{Ch}(Y) \setminus X^0_M) \cup (\text{PA}(\text{Ch}(Y) \setminus X^0_M) \setminus X^0_M)\). Then, the 2nd equation states that for any \(X' \subset X, X^0_M\) and \(\overline{X} \subset X', p\left(y | x', \text{do} \left( x^M \right) \right) = p\left(y | x, \text{do} \left( x^M \right) \right)\).

**Proof of 2.** Secondly, we will find a subset \(\overline{X}\) such that for any \(X' \subset X, p\left(y | x', \text{do} \left( x^M \right) \right) = p\left(y | x' \right)\). Let \(\overline{X} = \text{PA}(Y) \cup (\text{Ch}(Y) \setminus \text{De}(X^0_M))\) where \(\text{De}(X^0_M) := \text{De}(X^0_M) \cup X^0_M\), we have \(\overline{X} \perp_{G_{X^0_M}} X^0_M\). Because for any \(X_i \in \overline{X}\), if there is a path between \(X_i\) and \(X_{M, j} \in X^0_M\) in \(G_{X^0_M}\), it is in the form \(X_i \leftarrow \cdots \leftarrow X_{M, j}\). If \(X_i \in \text{PA}(Y)\), the path can not be directed because \(X_{M, j} \in \text{Ch}(Y)\). If \(X_i \in \text{Ch}(Y) \setminus \text{De}(X^0_M)\), the path can not be directed either because \(X_i \notin \text{De}(X^0_M)\) by definition. So \(X_i \perp_{G_{X^0_M}} X^0_M\), and therefore \(\overline{X} \perp_{G_{X^0_M}} X^0_M\). Similarly, we have \(Y \perp_{G_{X^0_M}} X^0_M\), because \(Y \leftarrow \cdots \leftarrow X_{M, j}\) for any \(X_{M, j} \in X^0_M\) would induce a cycle in \(G\).

In summary, we have \(p\left(y, x | \text{do} \left( x^M \right) \right) = p\left(y, x \right)\), and hence for any \(X' \subset X, p\left(y, x' | \text{do} \left( x^M \right) \right) = p\left(y, x' \right)\). Thus, for any \(X' \subset X, we have p\left(y, x' | \text{do} \left( x^M \right) \right) = p\left(y, x' \right)\) and 2. holds.

**Proof of 3.** The set \(\overline{X}\) can be identified by \([43]\). As for \(\overline{X}\), note that \(\text{PA}(Y) \cap X^0_M = \emptyset\). We have \(\overline{X} = \text{Adj}(Y) \setminus \{\text{De}(X^0_M) \cup X^0_M\}\), where \(\text{Adj}(Y)\) can be obtained from the skeleton, \(\text{De}(X^0_M)\) and \(X^0_M\) can be obtained from Alg. 3 and Alg. 5 respectively.

\[\text{For MSE of conditional expectation, we have } X_1 \subset X_2 \Rightarrow E[Y - E[Y | x_1]]^2 \geq E[Y - E[Y | x_2]]^2\]
D Appendix for Sec. 4: Experiment

Implementation of Baselines. Vanilla uses \( P[Y|X] \) to predict \( Y \) and is implemented by the same neural network as \( f_{S_x} \) (which will be introduced later). Other baselines are implemented by the authors' official codes. Specifically, ICP (https://github.com/juangamella/icp), IC (https://github.com/mrojascarulla/causal_transfer_learning); Anchor regression (https://github.com/rothenhauers/anchor-regression); IRM (https://github.com/facebookresearch/InvariantRiskMinimization); HRM (https://github.com/LJSthu/HRM); IB-IRM (https://github.com/ahujak/IB-IRM).

D.1 Simulation

Implementation Details. In all three settings, the structural equation \( x_1 \leftarrow g_1(x_4, y) + u_1 \) is estimated by a one-layer fully-connected neural network (FC), with training iterations set to 1000, the learning rate set to 0.01. SGD is used for optimization. In Setting-1: \( f_{S_x} \) is parameterized by a one-layer FC, with training iterations set to 2000, the learning rate set to 0.001. \( J_\theta \) is parameterized by the same structure, with training iterations set to 2000, the learning rate set to 0.05. In Setting-2: \( f_{S_x} \) is parameterized by a one-layer FC, with training iterations set to 1000, the learning rate set to 0.001. \( J_\theta \) is parameterized by the same structure, with training iterations set to 5000, the learning rate set to 0.05. In Setting-3: \( f_{S_x} \) is parameterized by a two-layers FC with a sigmoid activation function in the hidden layer, with training iterations set to 5000, the learning rate set to 0.01. \( J_\theta \) is parameterized by the same structure, with training iterations set to 2000, the learning rate set to 0.02. The codes are implemented with PyTorch 1.10 and run on a server with an Intel Xeon E5-2699A v4@2.40GHz CPU.

Additional Results. We report the maximal mean square error (max MSE) over the test sets for our method and baselines in Fig. 8, Fig. 9, and Fig. 10. Besides, we in Tab. 2, Tab. 3, and Tab. 4 report the standard deviation of mean square error (std. of MSE) over the test sets as a measure of transferring stability. As we can see, the maximum and standard deviation of MSE of our method are both low. For example, max MSE is 0.0075, and std. of MSE is 0.0006 in setting-2; max MSE is 0.0082, and std. of MSE is 0.0006 in setting-3. This verifies that our method is both robust and stably transferable to distributional shifts. As for the slight improvements over the baseline, it may be due to the simulation settings being simple enough for the vanilla method to only exploit \( X_2 \) for prediction.

D.2 Alzheimer’s Disease Diagnosis

Implementation Details. The whole brain is partitioned into 9 brain regions according to Tab. 5 and Tab. 6. Data normalization (w.r.t. mean and standard deviation) is used. All structural equations are estimated by a two-layers FC with a sigmoid activation function in the hidden layer. For structural equations generating \( X_2, X_3, \) the training takes 5000 iterations, with the learning rate set to 0.1. For those generating \( X_4, X_5, X_6, X_7, \) the training takes 2000 iterations, with the learning rate set to 0.1. \( f_{S_x} \) is parameterized by a two-layers FC with a sigmoid activation function in the hidden layer, with training iterations set to 20000, the learning rate set to 0.1. \( J_\theta \) is parameterized by the same structure, with training iterations set to 10000, the learning rate set to 0.05. SGD is used for optimization.

We pick four domains with more than 40 patients as the training domains and test on the rest three domains. To remove the effect of randomness, we replicate over all the 15 possible train-test splits.

Additional Results. We firstly report std. of MSE over the test sets for our method and baselines in Tab. 7. As we can see, our method outperforms other baselines by a significant margin. This result demonstrates the utility of our method in learning stably transferable predictors. Then, we compare the performance of \( \bar{X} = \{X_2, X_6, X_7, X_{11}\} \) and \( \{X_{S_x} | X_{S_x} \supset \bar{X}\} \) in Fig. 11. As shown, predictors with \( X_{S_x} \supset \bar{X} \) have approximately the maximal MSE as the one with \( \bar{X} \). This observation verifies the correctness of Prop. 2 and shows searching over some subsets can be skipped. Finally, we show the optimization curve of \( h(S_-, J_\theta) \) and max MSE for 100 randomly picked subsets \( \bar{X} \subset S \), in Fig. 12, Fig. 13, and Fig. 14. As we can see, the optimization over \( J_\theta \) is well converged, and the performance of different subsets is consistent with our expectations. This observation again suggests the utility of Thm. 3.5 in finding the optimal predictor.
D.3 Gene Function Prediction

Implementation Details. Data normalization (w.r.t. mean and standard deviation) is used. Structural equations generating $X_2, X_4$ are estimated by a two-layers FC with a sigmoid activation function in the hidden layer, with training iterations set to 5000, the learning rate set to 0.01. $f_{S_-}$ is parameterized by a two-layers FC with a sigmoid activation function in the hidden layer, with training iterations set to 20000, the learning rate set to 0.01. $J_0$ is parameterized by the same structure, with training iterations set to 120000, the learning rate set to 0.05. SGD is used for optimization.

We use the wide-type mice and three kinds of gene knockouts in the training domains. To remove the effect of randomness, we generate 45 replications, with each trial appending 2 out of the remaining 10 gene knockouts to the training domains and testing on the rest 8 gene knockouts.

Additional Results. Firstly, we report std. of MSE over the test sets for our method and baselines in Tab. 8. Similarly, our method outperforms other baselines by a significant margin, which together with the Alzheimer’s disease experiment, shows the utility of our method in learning stably transferable predictors. Then, we compare the performance of $\mathbf{X} = \{X_1, X_3\}$ and $\{X_{S_-}|X_{S_-} \subset \mathbf{X}\}$, $\mathbf{X} = \{X_1, X_2, X_3\}$ and $\{X_{S_-}|X_{S_-} \supset \mathbf{X}\}$ in Fig. 15. As we can see, subsets $\{X_1\}, \{X_3\} \subset \mathbf{X}$ have worse max MSE than $\mathbf{X}$, the subset $\{X_1, X_2, X_3, X_4\} \supset \mathbf{X}$ has similar max MSE as $\mathbf{X}$. This observation verifies the correctness of Prop. 2. Finally, we show the optimization curve of $h(S_-, J_0)$ in Fig. 16. As we can see, the optimization over $J_0$ well converges. Since the order of $h^*$ in different subsets is basically stable after 50000 iterations, we in the main body report the results obtained at 50000 iterations.

Table 2: Mean (over randomization) of std. (over test domains) of MSE on Simulation Setting-1.

| Method   | Vanilla | ICP | IC | IRM | AncReg | HRM | IB-IRM | Ours |
|----------|---------|-----|----|-----|--------|-----|--------|------|
| MSE      | 0.358   | 0.216 | 0.274 | 0.095 | 0.161 | 0.561 | 0.142 | 0.103 |

Table 3: Mean (over randomization) of std. (over test domains) of MSE on Simulation Setting-2.

| Method   | Vanilla | ICP | IC | IRM | AncReg | HRM | IB-IRM | Ours |
|----------|---------|-----|----|-----|--------|-----|--------|------|
| MSE      | .0057   | .0111 | .0051 | .0034 | .0005 | .0820 | .0142 | .0006 |

Figure 8: Comparison with baselines on Simulation Setting-1.
Figure 9: Comparison with baselines on Simulation Setting-2.

Figure 10: Comparison with baselines on Simulation Setting-3.

Table 4: Mean (over randomization) of std. (over test domains) of MSE on Simulation Setting-3.

|     | Vanilla | ICP | IC | IRM | AncReg | HRM | IB-IRM | Ours |
|-----|---------|-----|----|-----|--------|-----|--------|------|
| MSE | .0007   | .0141 | .0007 | **.0004** | .0005 | .1444 | .0005 | .0005 |
Table 5: Automatic Anatomical Labeling (AAL) indices for brain regions.

| Brain Region          | AAL Index | Brain Region          | AAL Index |
|-----------------------|-----------|-----------------------|-----------|
| Precentral_L          | 1         | Precentral_R          | 2         |
| Frontal_Sup_L         | 3         | Frontal_Sup_R         | 4         |
| Frontal_Sup_Orb_L     | 5         | Frontal_Sup_Orb_R     | 6         |
| Frontal_Mid_L         | 7         | Frontal_Mid_R         | 8         |
| Frontal_Mid_Orb_L     | 9         | Frontal_Mid_Orb_R     | 10        |
| Frontal_Inf_Oper_L    | 11        | Frontal_Inf_Oper_R    | 12        |
| Frontal_Inf_Tri_L     | 13        | Frontal_Inf_Tri_R     | 14        |
| Frontal_Inf_Orb_L     | 15        | Frontal_Inf_Orb_R     | 16        |
| Rolandic_Oper_L       | 17        | Rolandic_Oper_R       | 18        |
| Supp_Motor_Area_L     | 19        | Supp_Motor_Area_R     | 20        |
| Olfactory_L           | 21        | Olfactory_R           | 22        |
| Frontal_Sup_Medial_L  | 23        | Frontal_Sup_Medial_R  | 24        |
| Frontal_Mid_Orb_L     | 25        | Frontal_Mid_Orb_R     | 26        |
| Rectus_L              | 27        | Rectus_R              | 28        |
| Insula_L              | 29        | Insula_R              | 30        |
| Cingulum_Ant_L        | 31        | Cingulum_Ant_R        | 32        |
| Cingulum_Mid_L        | 33        | Cingulum_Mid_R        | 34        |
| Cingulum_Post_L       | 35        | Cingulum_Post_R       | 36        |
| Hippocampus_L         | 37        | Hippocampus_R         | 38        |
| ParaHippocampal_L     | 39        | ParaHippocampal_R     | 40        |
| Amygdala_L            | 41        | Amygdala_R            | 42        |
| Calcarine_L           | 43        | Calcarine_R           | 44        |
| Cuneus_L              | 45        | Cuneus_R              | 46        |
| Lingual_L             | 47        | Lingual_R             | 48        |
| Occipital_Sup_L       | 49        | Occipital_Sup_R       | 50        |
| Occipital_Mid_L       | 51        | Occipital_Mid_R       | 52        |
| Occipital_Inf_L       | 53        | Occipital_Inf_R       | 54        |
| Fusiform_L            | 55        | Fusiform_R            | 56        |
| Postcentral_L         | 57        | Postcentral_R         | 58        |
| Parietal_Sup_L        | 59        | Parietal_Sup_R        | 60        |
| Parietal_Inf_L        | 61        | Parietal_Inf_R        | 62        |
| SupraMarginal_L       | 63        | SupraMarginal_R       | 64        |
| Angular_L             | 65        | Angular_R             | 66        |
| Precuneus_L           | 67        | Precuneus_R           | 68        |
| Paracentral_Lobule_L  | 69        | Paracentral_Lobule_R  | 70        |
| Caudate_L             | 71        | Caudate_R             | 72        |
| Putamen_L             | 73        | Putamen_R             | 74        |
| Pallidum_L            | 75        | Pallidum_R            | 76        |
| Thalamus_L            | 77        | Thalamus_R            | 78        |
| Heschl_L              | 79        | Heschl_R              | 80        |
| Temporal_Sup_L        | 81        | Temporal_Sup_R        | 82        |
| Temporal_Pole_Sup_L   | 83        | Temporal_Pole_Sup_R   | 84        |
| Temporal_Mid_L        | 85        | Temporal_Mid_R        | 86        |
| Temporal_Pole_Mid_L   | 87        | Temporal_Pole_Mid_R   | 88        |
| Temporal_Inf_L        | 89        | Temporal_Inf_R        | 90        |
| Cerebelum_Crus1_L     | 91        | Cerebelum_Crus1_R     | 92        |
| Cerebelum_Crus2_L     | 93        | Cerebelum_Crus2_R     | 94        |
| Cerebelum_3_L         | 95        | Cerebelum_3_R         | 96        |
| Cerebelum_4_5_L       | 97        | Cerebelum_4_5_R       | 98        |
| Cerebelum_6_L         | 99        | Cerebelum_6_R         | 100       |
| Cerebelum_7b_L        | 101       | Cerebelum_7b_R        | 102       |
| Cerebelum_8_L         | 103       | Cerebelum_8_R         | 104       |
| Cerebelum_9_L         | 105       | Cerebelum_9_R         | 106       |
| Cerebelum_10_L        | 107       | Cerebelum_10_R        | 108       |
| Vermis_L_2            | 109       | Vermis_3              | 110       |
| Vermis_4_5            | 111       | Vermis_6              | 112       |
| Vermis_7              | 113       | Vermis_8              | 114       |
| Vermis_9              | 115       | Vermis_10             | 116       |
Table 6: Brain regions partition.

| Brain Region          | AAL Index                  |
|-----------------------|----------------------------|
| Frontal lobe ($X_1$)  | 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 |
| Medial temporal lobe  | $X_2$: 85, 86, 87, 88      |
| Parietal lobe ($X_3$) | 59, 60, 61, 62             |
| Occipital lobe ($X_4$)| 49, 50, 51, 52, 53, 54    |
| Cingulum ($X_5$)      | 31, 32, 33, 34, 35, 36    |
| Insula ($X_6$)        | 29, 30                     |
| Amygdala ($X_7$)      | 41, 42                     |
| Hippocampus ($X_8$)   | 37, 38                     |
| Pallidum ($X_9$)      | 75, 76                     |

Table 7: Mean (over randomization) of std. (over test domains) of MSE on ADNI dataset.

|               | Vanilla | ICP | IC | IRM | AncReg | HRM | IB-IRM | Ours |
|---------------|---------|-----|----|-----|--------|-----|--------|------|
| Mean Test MSE | 0.267   | 0.270 | 0.252 | 0.166 | 0.161 | 0.294 | 0.244 | **0.030** |

Figure 11: Comparison among $\bar{X} = \{X_2, X_6, X_7, X_{11}\}$ and $X_{S_\subset} \supseteq \bar{X}$ on ADNI dataset.

Table 8: Mean (over randomization) of std (over test domains) of MSE on IMPC gene dataset.

|               | Vanilla | ICP | IC | IRM | AncReg | HRM | IB-IRM | Ours |
|---------------|---------|-----|----|-----|--------|-----|--------|------|
| Mean Test MSE | 0.257   | 0.274 | 0.302 | 0.319 | 0.275 | 0.278 | 0.259 | **0.018** |
Figure 12: (a,c,e,g) Optimization curves of $h(S_-, J_\theta)$, (b,d,f,h) worst-case errors of $f_{S_-}$ on ADNI dataset.
Figure 13: (a,c,e) Optimization curves of $h(S_-, J_\theta)$, (b,d,f) worst-case errors of $f_{S_-}$ on ADNI dataset.
Figure 14: (a,c,e) Optimization curves of $h(S_-, J_0)$, (b,d,f) worst-case errors of $f_{S_-}$ on ADNI dataset.
Figure 15: Comparison among $X_{S_-} \subset \overline{X} = \{X_1, X_3\}$ and $X_{S_-} \supset \overline{X} = \{X_1, X_2, X_3\}$ on IMPC gene dataset.

Figure 16: (a) Optimization curves of $h(S_-, J_\theta)$, (b) worst-case errors of $f_{S_-}$ on IMPC gene dataset.
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