Introduction

Motivated by concerns about the running out of fossil fuels and the role of CO$_2$ in climate change, the last twenty years have seen a worldwide research effort into solar fuel synthesis; the splitting of water to hydrogen [1–7] or reduction of CO$_2$ to hydrocarbons [8, 9] driven by the energy of solar light. Such solar fuels combine green credentials with a relatively easy incorporation into the existing infrastructure for fossil transport fuels and ease of storage relative to electricity.

Solar fuels can be synthesized in three different ways. Directly through artificial photosynthesis, the subject of this review, where absorption of light forms free charge carriers that drive red-ox reactions such as proton reduction or water oxidation. Directly, but via a thermochemical route, where concentrated light in the form of heat results in the direct disproportionation of water. Finally, solar fuels can also be synthesized indirectly via a combination of separate photovoltaics and electrolysis. All these approaches have in common that part of the energy of the light becomes absorbed in the solar fuel synthesis reaction products, allowing this otherwise endergonic reaction to take place.

Commonly, artificial photosynthesis is referred to as photocatalysis and the solid or molecule that mediates the processes...
as a photocatalyst. While this choice of wording is in line with the IUPAC definition [10, 11] which states that photocatalysis is the ‘change in the rate of a chemical reaction or its initiation under the action of ultraviolet, visible or infrared radiation in the presence of a substance—the photocatalyst—that absorbs light and is involved in the chemical transformation of the reaction partners’, this terminology can be confusing. No chemical catalysis, i.e. lowering of activation energies of reactions, necessarily takes place and a photocatalyst is very often not a catalyst in the chemical sense [12]. However, in the remainder of this review, we will follow the IUPAC definition and the de facto standard of the field and use photocatalysis and artificial photosynthesis interchangeably, as well as refer to the solid or molecule that acts as mediator as a photocatalyst. The latter, finally, can be dispersed in water [1, 2, 6] or take the form of one or both electrodes in a photoelectrochemical cell [4, 5, 7].

Different classes of materials have been reported in the literature to act as water oxidation, proton reduction and/or CO2 reduction photocatalysts. The most well-known of these photocatalysts are the inorganic solids [1–3, 6], mostly oxides but also sulfides and selenides, the former including titanium dioxide [13–15], the quintessential photocatalyst. Perhaps less well-known, a range of supramolecular systems [16, 17] and even organic polymers [18–34] have also been reported to act as photocatalysts. In this mini-review we will discuss computational work on modelling such photocatalysts in terms of the relevant material properties and processes, as well as what we believe to be key aspects to consider when performing such calculations. We will focus predominantly on dispersed photocatalysts based on inorganic nanoparticles and polymers but will briefly touch on other systems where this makes sense.

Primer into the physical chemistry of artificial photosynthesis

When a material absorbs light of energy larger than the material’s optical gap (see figure 1), electrons get excited from the top of the valence band (highest occupied molecular orbital in a molecular perspective) to the bottom of the conduction band (lowest unoccupied molecular orbital) and excitons, excited electron—hole pairs, are formed. These excitons can subsequently dissociate into free electrons and free holes, where ‘free’ refers to the fact that they are not bound together as excitons, through the supply of additional energy, the exciton binding energy. The latter can come in the form of thermal energy (thermal dissociation) or an electric field (field dissociation). These free electrons and holes can take part in interesting chemistry, e.g. reduce protons or oxidise water (see below), but also re-form excitons in a process commonly referred to as electron-hole recombination. Excitons, finally, can decay at any stage back to the ground state via either (photo)luminescence, emission of light, or via internal conversion, a dark non-radiative route, where the excess energy is dissipated in the form of phonons (atomic vibrations).

Solar fuel synthesis involves a combination of red-ox half reactions:

\[ 2\text{H}^+(aq) + 2e^- \rightarrow \text{H}_2(g) \]  
\[ \text{O}_2(g) + 4\text{H}^+(aq) + 4e^- \rightarrow 2\text{H}_2\text{O}(l) \]  
\[ \text{CO}_2(g) + 2\text{H}^+(aq) + 2e^- \rightarrow \text{HCOOH}(aq) \]

Where A–C are all written in line with convention as reductions. Overall water splitting is a combination of half reactions A and B, with the latter running in the opposite direction to that written above, i.e. as an oxidation rather than a reduction. Similarly, the combination of half reactions C and B (again with half reaction B running in the opposite direction than written) describes the reduction of carbon dioxide to formic acid coupled with the oxidation of water, or alternatively put, the splitting of carbonic acid (H2CO3). Other possible CO2 reduction products besides formic acid include carbon monoxide (2 electron reduction), formaldehyde (4 electron reduction), methanol (6 electron reduction) and methane (8 electron reduction).

Many experimental studies only investigate the ability of a material to drive one of the half reactions above, e.g. only hydrogen evolution. They use a sacrificial electron donor (SED) or sacrificial electron acceptor (SEA) to provide or accept electrons and to uncouple the studied half reaction from its natural counterpart. Examples of typical SEDs are methanol and triethylamine, while commonly used SEAs include Ag+ and Ce4+ salts.

For a material to act as a photocatalyst for solar fuel synthesis, it should at least be thermodynamically able to provide electrons and holes to drive the combinations of red-ox half reactions discussed above. This can be analysed in terms of the potentials associated with the solar fuel synthesis half reactions and those associated with free electrons, holes and excitons in the photocatalyst [35, 36]. The half reactions for the free electrons, holes and excitons are:
where $P$ is the neutral photocatalyst, $P^*$ the photocatalyst with an exciton localised on it, and $P^+$ and $P^-$ the photocatalyst with a hole in its valence band and an excess electron in the conduction band respectively. The potential of half reaction $D$ is often referred to as the ionisation potential (IP) or the valence band maximum (VBM), while the potential of half reaction $E$ is commonly referred to as the electron affinity (EA) or the conduction band minimum (CBM). The exciton potentials $F$ and $G$ can in analogy be labelled as $EA^*$ and $IP^*$. For the solar fuel synthesis to be exergonic in the presence of a photocatalyst, the $IP/EA^*$ and $EA/IP^*$ potentials should straddle the solar fuel synthesis half-reaction potentials (see figure 2). This constraint ensures that for both the oxidative and reductive parts of the overall solar fuel synthesis reaction, the net potential ($IP/EA^* - EOx$ and $ERed - EA/IP^*$ respectively) is positive and that the associated Gibbs free energy change in both cases is negative. Moreover, energetic losses and kinetic barriers mean that the net potentials should not only be positive but also larger than approximately a couple of tenths of volts to achieve observable reaction rates.

Beyond the thermodynamic constraint on the photocatalyst potentials relative to those of solar fuel synthesis half reactions discussed above, there is also a thermodynamic constraint on the absolute magnitude of the photocatalyst’s optical gap. The photocatalyst should naturally absorb a significant fraction of the solar spectrum but also have an optical gap big enough for the potentials to straddle the solar fuel synthesis half-reaction potentials: 1.23 V in the case of water splitting. For a single-phase photocatalyst for water splitting that means an optical gap of at least ~$1.8 eV$ (~$690 \text{ nm}$) and probably more, wasting the red and infrared part of the solar spectrum. Although for multi-phase photocatalysts coupled via a red-ox shuttle in a Z-scheme [2, 6], this constraint is lifted and more of the sun’s spectrum can be usefully absorbed.

**Desired photocatalyst properties**

Based on the discussion above, an ideal solar fuel synthesis photocatalyst should thus:

1. Absorb (visible) light.
2. Provide the thermodynamic driving force required for solar fuel synthesis.
3. Allow for facile exciton dissociation and electron-hole separation.
4. Have a low overpotential for the desired red-ox reactions.
5. Be stable under illumination and red-ox conditions.

The activity of a photocatalyst in solar fuel synthesis will be the product of and a compromise between all these materials’ properties. For example, doping a material to reduce the optical gap and to allow more photons to be absorbed, probably also means a reduction in the thermodynamic driving force for solar fuel synthesis. The composite origin of activity also means that it is very hard to predict or explain the relative activity of different materials but modelling should be able to shed light on the more binary question of driving force, as well as provide insight on how the other parameters can be optimised.

**Modelling**

In the remainder we will discuss the current state of the art in modelling photocatalytic materials with reference, where possible, to recent literature. We will focus on modelling the optical gap, driving force, exciton dissociation, and required overpotential. The computational exploration of photocatalyst stability under operation conditions is, as far as we are aware, a relatively unexplored area of research, though the stability of inorganic photocatalysts in neutral water in the dark has been explored computationally [37, 38].
The optical gap, the energy above which light gets absorbed by a material, is perhaps the most often calculated property of a (potential) photocatalyst. Many such studies focus on how the optical gap of a material can be reduced so that the material absorbs more of the solar spectrum. For example, there is a multitude of papers considering the effect of doping on the optical gap of TiO$_2$ [39–50]. However, such papers generally suggest ways of improving the optical gap without considering the effect on the thermodynamic driving force for solar fuel production. Calculation of the optical gap and the overall optical absorption spectrum can also provide insight in the dominant structural elements of an (amorphous) photocatalyst, for example, to understand [36] the difference between differently prepared carbon nitride photocatalysts [21, 26].

In many cases, especially when studying periodic materials, authors approximate the optical gap with the density functional theory (DFT) Kohn-Sham (KS) gap: the energy difference between the highest energy occupied KS orbital and lowest energy virtual KS orbital. This approximation, hereafter referred to as KS-DFT, is computationally cheap; the KS orbital energies are anyway calculated as part of a ground state DFT calculation, and there is a good theoretical argument underlying it. In the case of calculations using pure density-dependent exchange-correlation (XC) functionals (i.e. LDA and GGA calculations), virtual orbitals feel the same N-1 electron KS potential as the occupied orbitals, in stark contrast to the case of Hartree–Fock theory (HFT), where the virtual and occupied orbitals experience $N$ and N-1 electron potentials respectively. The presence of this stabilising hole (N-1 electron) potential in DFT, reminiscent of the potential that the excited electron component of an exciton would see, shifts the virtual orbitals downwards in energy relative to where they would lie in the case of HFT. As a result, the KS orbital gap behaves like the lowest excitation energy, the optical gap, rather than the energy to make a non-interacting free electron—free hole pair (the band or fundamental gap, see below), as it would be in HFT. There are reasons to be careful with applying the KS-DFT approximation in practice, however. Firstly, the approximation of the optical gap by the KS gap turns out to be problematic for solids, the case for which it is ironically most commonly used, with the KS gap typically being only 50–60% of the true optical gap. Secondly, even in the case of finite size systems, the situation is less clear when using hybrid XC functionals that mix pure density Kohn-Sham DFT with HFT (e.g. B3LYP [51–54], PBE0[55–57]). We would like to refer to a recent perspective by Baerends et al [58] for more details on these methodological issues. Finally, there is a question of terminology. In practice, even when using it as a proxy for the optical gap, the KS gap is often referred to as the band gap. The band gap (IP-EA, see figure 1, also referred to as the fundamental, transport or quasiparticle gap), however, is the energy required to make an unbound free electron and free hole pair, and hence equals the optical gap plus the exciton binding energy [59]. Use of band or fundamental gap as a synonym for optical gap suggests, probably erroneously, a negligible exciton binding energy.

**Time-dependent DFT [60–62] (TD-DFT) and Bethe-Salpeter equation [63–65] (BSE) calculations do not suffer from this ambiguity as they explicitly describe excitations in terms of excitons.** They also allow one to distinguish between excitations corresponding to different spin-states, e.g. singlet and triplet excitons, and the splitting between them. **TD-DFT and BSE calculations are however no panacea.** TD-DFT, just like ground state DFT, requires the choice of a XC functional and there are plenty of cases where commonly used XC functionals fail dramatically. A good example of the latter is the description of charge-transfer (CT) states involving under-coordinated surface atoms on the surface of inorganic nanoparticles [66–68], which requires use of range-separated XC functionals (e.g. CAM-B3LYP [69]) for accurate predictions. Vigilance, as well as benchmarking of TD-DFT results for small model systems against more accurate quantum chemistry calculations is therefore always advisable. BSE calculations are performed on top of Green’s-function-based GW ionisation potential and electron affinity calculations [63, 70, 71], which are started from the eigenvalues and wavefunctions from a ground state DFT calculation. While self-consistent GW calculations are possible [72–76], most BSE calculations are performed on top of non self-consistent $G_0W_0$ or partially self-consistent GW$_0$ calculations and hence will show some dependence on the XC functional used in the underlying DFT calculation. GW calculation also requires testing for convergence in terms of the number of empty states to include, and the method and quality of frequency integration. Also, both TD-DFT and GW/BSE calculations are considerably more computationally expensive than ground state DFT calculations on the same system, although work on faster approximations and implementations of both methods is a subject of intense study. For organic systems and selected inorganic systems (e.g. ZnS [77, 78] but not TiO$_2$ for which they fail dramatically [79, 80]) approximate coupled-cluster methods, such as (RI-)CC2 [81, 82], can provide an attractive balance between accuracy and computational cost.

Finally, while the lowest energy singlet excitation, corresponding to the optical gap, is the most relevant excited state in the context of photocatalysis (P$^*$) according to Kasha’s principle [83], calculating the rest of the optical absorption spectrum of a photocatalyst by TD-DFT or GW/BSE is still a useful exercise. Such a calculation will give an idea of how strong a photocatalyst absorbs (visible) light, which is directly related to how many excitons are generated. It also allows one to weed out materials that have a small optical gap but do not strongly absorb light in the region above the optical gap, which, for example, can be a problem when using doping to optimise a material’s optical properties.

**Thermodynamic driving force**

As discussed above, for a material to act as a photocatalyst for solar fuel synthesis, its IP/EA$^*$ and EA/IP$^*$ potentials should straddle the solar fuel synthesis half-reaction potentials. In the literature, three different conceptual approaches are used to calculate the photocatalyst potentials:
I. Use of the KS orbital energies from ground state DFT; i.e. IP equals $-\varepsilon_{\text{HOMO/VBM}}$ and EA equals $-\varepsilon_{\text{LUMO/CBM}}$.

II. Explicit calculation of the vertical IP/EA* and EA/IP* potentials using $\Delta$-SCF (TD-)DFT or GW/BSE.

III. Explicit calculation of the adiabatic IP/EA and EA/IP potentials using $\Delta$-SCF (TD-)DFT or GW/BSE that include effect of self-trapping of free charge carriers and/or excitons.

Where approach II in the case of DFT reduces to approach I for infinitively extended materials modelled using periodic boundary conditions because the electron added or removed in the $\Delta$-SCF calculation is shared out over an infinite number of atoms [84].

Approach I, KS-DFT, is probably the most commonly used in the literature but, just as the related approximation of the optical gap by the KS gap, is not without its problems. As discussed above, the difference between IP and EA equals the band or fundamental gap, which by definition is always larger than the optical gap. Now as the KS gap with LDA or GGA XC functionals is a good approximation to this optical gap for finite-size systems and even underestimates the true optical gap of infinitely extended solids (see discussion in the section above on predicting the optical gap), this must mean that the KS gap by definition always underestimates the true fundamental gap. As a result the IP and EA values determined from $-\varepsilon_{\text{HOMO/VBM}}$ and $-\varepsilon_{\text{LUMO/CBM}}$ must similarly lie away from their true values. Moreover, as most of the conceptual problems with mapping the KS gap onto either the optical or fundamental gap are related to the description of the virtual states, there are good reasons to believe that the majority of the discrepancy will lie with the EA value, i.e. that $-\varepsilon_{\text{LUMO/CBM}}$ will be considerably more negative than the true EA. Use of hybrid XC functionals will probably improve the results of approach I to a degree as it opens up the KS gap, bringing it closer to the true fundamental gap value. There is no guarantee that the amount of HF-like exchange (HFLE) required to achieve a good match to the true band gap is the same for all systems, but at least for simple binary semiconductors this seems to be the case [85, 86].

In this context, we feel it is also opportune to mention the optimally tuned range-separated hybrid functional method of Kronik and co-workers [87, 88]. In their approach, the range-separation parameter of a range-separated XC functional is tuned, such that for a given system, the KS gap found with this XC functional is equal to the difference between the IP and EA potentials obtained in $\Delta$-SCF calculations using the same XC functional. Finally, approach I cannot be used to calculate the IP* and EA* potentials.

While the use of $-\varepsilon_{\text{HOMO/VBM}}$ and $-\varepsilon_{\text{LUMO/CBM}}$ in approach I is problematic, due to the underestimation of the band gap by the KS gap, the $\Delta$-SCF and GW methods, underlying approaches II and III, allow for unambiguous calculations of the IP and EA potentials of a system. Moreover, the combination of these methods with TD-DFT and BSE calculations respectively allow also for the calculation of the excited state IP* and EA* potentials. Finally, the fact that the $\Delta$-SCF and GW methods allow for the explicit calculation of gradients for the states corresponding to IP and EA means that it is possible to study the effect of free charge carrier (self-)trapping on the potentials. This inclusion of nuclear relaxation in the calculation of the potentials is the only difference between approaches II and III. The $\Delta$-SCF/DFT/TD-DFT calculations will, just as TD-DFT calculations for the optical gap, show a dependence on the XC functional used, and benchmarking the results relative to available experimental data for (model) systems is always a good idea (cyclic voltammetry or photon electron spectroscopy data for potentials, as well as UV-VIS absorption and fluorescence data). Similarly, as discussed in the section on the optical gap, GW calculations can show a dependence on the XC functional used in the underlying DFT calculation.

Vertical potentials, based on approach I or II, are routinely reported in the literature [33, 89–99]. See the work of Stevanovic et al [89] for a nice illustration for the case of GW vertical potentials for the surfaces of typical crystalline
photocatalysts, which also clearly illustrates that potentials are surface rather than bulk properties (see figure 3). Adiabatic potentials, which include the effect of self-trapping, however, are much less often calculated. We have reported adiabatic potentials for both polymer and inorganic nanoparticle photocatalysts [35, 36, 100], while others have studied the same potentials for nanoparticles in the context of dye-sensitized solar cells [101–103]. We are not aware of adiabatic calculations for slab models but there are a multitude of reports of computational studies of the trapping of free charge carriers and excitons in slabs of different materials [104–110]. The difference between vertical and adiabatic potentials appears small for conjugated polymeric systems and large(r) for inorganic nanoparticles (see figure 4), where the calculated trapping energies for nanoparticles also appear to be significantly larger than that of surfaces or the bulk of similar materials. The origin of the difference in trapping energies between inorganic nanoparticles and bulk surfaces is probably the enhanced flexibility of atoms on the surface of nanoparticles, while the difference between inorganic nanoparticles and conjugated polymers is probably related to the more delocalised electronic structure of the latter. Finally, calculations suggest, at least in the case of the trapping of excitons in nanoparticles, that there might be a landscape of different trapping minima [100, 111, 112], all associated with slightly different potentials [100].

The calculation of potentials requires the choice of a common reference for the energy of a free electron. For non-periodic calculations on finite-size systems, this is trivial as one can use the vacuum as a reference, i.e. an electron infinitely far away from the system that will have an energy of zero. In the case of periodic calculations, this reference choice is for obvious reasons not suitable. So instead, calculations on crystalline materials focus on slab models, infinitely extended in two dimensions and finite in size in the other direction, with vacuum gaps in between the slabs. Here, an electron at the centre of the vacuum gap is the reference state and the difference in average macroscopic electrostatic potential between the centre of the slab and the centre of the vacuum gap is used to reference the potentials.

This brings us to modelling the effect of the environment in which the photocatalyst resides. Solar fuel synthesis generally takes place with the photocatalyst dispersed in water, while experiments involving SED typically take place in polar organic solvents with a relatively high dielectric permittivity, e.g. methanol. The presence of solvent will have some effect on the optical gap, mostly through the direct coordination of water or other solvent molecules to the surface, but the magnitude of the effect of solvent is generally much more pronounced in the case of potentials (see figure 5). There will be a shift in the vertical potentials due to both the presence of interface dipoles on the solvent—solid interface and the dielectric screening of free charges, where the latter effect will be most significant in the case of molecular systems, small nanoparticles or materials with a low relative dielectric permittivity. The adiabatic potentials will be further shifted by the influence of solvent on the (self-)trapping strength and localisation of both free charge carriers and excitons. In the case of calculations on slabs of crystalline materials with reasonably high relative dielectric permittivities (e.g. oxides), the effect on the vertical potentials can be treated using a semi-empirical rigid shift [89]. In contrast, calculations on small nanoparticles and cluster models of polymeric photocatalysts require the use of an implicit solvation model [113] that embeds the system in a dielectric continuum (see figure 5). The latter has to be combined with explicit hydration and/or hydroxylation of surface atoms for materials, such as oxides, on which water strongly physisorsbs and/or chemisorbs [100–103]. Explicit hydration/hydroxylation, while making the calculations more realistic, also significantly adds to the complexity of the calculations. Not only will the number of atoms for the explicitly hydrated system be much larger than the unhydrated system, but many different minima are also likely to
exist, only differing in the arrangement of the water molecules and hydroxyl groups. Adiabatic calculations probably require at least hydration and/or hydroxylation of surface atoms as the presence of water molecules on the surface is likely to change the (self-)trapping location and strength of both free charge carriers and excitons. Finally, when comparing to experimental (electrochemical) data, it is important to be aware that away from a material’s point of zero charge (PZC), its surface will be (de)protonated. As a result, the reported experimental flatband potentials for such materials contain a contribution due to the potential drop over the Helmholtz layer due to the specific adsorption of OH\(^{-}\) or H\(^{+}\) on the surface. This is especially relevant when comparing to experimental potentials tabulated at standard conditions, e.g. pH 0 or pH 1, values that are much lower and higher respectively than the PZC of many (potential) photocatalyst materials. Similarly, adsorption of other ions from solution or the intentional modification of the surface with adsorbants with a large dipole moment [114] will shift the photocatalyst potentials relative to those of the solution red-ox reactions and can be used to engineer the potentials of a photocatalyst beyond what is possible by changing the bulk chemical composition alone. Please see work by Butler et al [115] and Stevanovic et al [89] on how this influences the comparison between computational prediction and experimental measurement.

The relative potentials of all the solution red-ox reactions, except the proton reduction half reaction A, can either be taken from experiment or recalculated using a computational setup similar to that used to calculate the photocatalyst potentials. The absolute potential half reaction A, however, is normally always taken from experiment (4.44 eV) [116] as calculating it \textit{a priori} is fraught with difficulties [117–119], even if Wu et al [120] are able to make good predictions of the relative difference between potential A and the CBM of different materials without the need of recourse to experimental data. The relative potentials of the solution red-ox reactions, as well as those of the photocatalyst, can be calculated using the standard relationship \(\Delta G^0 = -nFE^0\) between the Gibbs free energy \(\Delta G^0\) and potential \(E^0\). The effect of pH on the solution potentials, finally, can be modelled using the Nernst equation.

\textbf{Exciton dissociation and electron-hole separation}

While the kinetics of elementary steps of the red-ox half reactions are presumably similar when using a material as photocatalyst or as an electrode in electrolysis, the contributions to kinetics arising from the finite lifetime of excitons and free charge carriers is probably unique to photocatalysis. Moreover, there are good reasons to believe that this contribution is critical for a catalyst to be able, or not, to drive particular solar fuel synthesis half reactions, see below.

To optimally make use of all light absorbed, especially for materials with long penetration depths for light (i.e. weak light absorbers), exciton dissociation is crucial. The exciton binding energy, which governs how easy it is to break up an exciton, is hence a key parameter to minimise. When using method combinations that allow for the explicit calculation of both the optical and fundamental gaps ((TD-)DFT, GW/BSE) the exciton binding energy can be obtained trivially. For methods that do not and only allow for the calculation of the fundamental gap (KS-DFT), the exciton binding energy can be obtained via semi-empirical models. For example, Sautet and co-workers [86] use a semi-empirical Wannier exciton model in combination with DFT calculated dielectric permittivity and electron and hole effective mass values to estimate exciton binding energies. They find that the screened hybrid XC functional HSE06 [121,122] gives both good exciton binding energy and fundamental gap values for group 14 elements and simple binary inorganic semiconductors.

In small nanoparticles and/or materials in which the exciton binding energy is too large for thermal dissociation, excitons have to diffuse to the water-photocatalyst interface and dissociate there, see figure 6. In this scenario, one free charge carrier remains in the photocatalyst while the other goes into solution; i.e. is consumed by a solution red-ox reactions.
reaction. For example, an exciton can dissociate on a photocatalyst-solution interface with the free hole remaining on the photocatalyst and the electron reducing a proton (half reaction $A$) or taking part in a side-reaction like the formation of the superoxide radical (O$_2^-$) from dissolved molecular oxygen. From a computational point of view, this interface exciton dissociation is described by a combination of the photocatalyst potentials that involve the exciton (IP$^*$ and EA$^*$, half reactions $F$ and $G$) and the relevant solution red-ox potentials. If IP$^*$ is more negative than the potential of a solution red-ox reaction that accepts electrons or EA$^*$ more positive than the potential of a solution red-ox reaction that donates electrons, exciton dissociation on the photocatalyst-solution interface can take place. Calculations suggest that this mechanism of exciton dissociation is the main origin of free charge carriers and photocatalytic activity in polymers (polyphenylene, conjugated microporous polymers, carbon nitride) [33, 35, 36], which are predicted to have exciton binding energies of tenths of electronvolt.

Excitons can also dissociate on interfaces other than that between the photocatalyst and solution. Many photocatalysts are comprised of more than one material or phase and the exciton can dissociate on the interface between two of these phases/materials. The formation of heterostructures can be intentional, as for example in the carbon nitride—carbon nanodots [34] and carbon nitride—polypyrrole [29] systems, or an unintentional side-effect of the material’s preparation, as in for example the often used Degussa P25 titanium dioxide, which is a mixture of the anatase and rutile phases. Presence of these heterostructures can have a very significant effect on the photocatalytic activity. For example, the carbon nitride heterostructures highlighted above are reported to be active for overall water splitting while carbon nitride on its own is not. From a computational point of view, the exciton dissociation at the interface between the different components of a heterostructure can be understood in terms of the alignment between the KS/GW levels (in the case of KS levels with the shortcomings discussed above) or potentials on either side of the interface. Scanlon and co-workers [123] performed such calculation to shed light on the controversial alignment between the levels in anatase and rutile titanium dioxide [124–127], while we considered [36] what happens at the interface between carbon nitride and polypyrrole to understand the overall water splitting activity of the heterostructure discussed above. One complicating factor is that in the case of doped materials, the Fermi level on both sides of the interface has to align, changing in the process the relative alignment of the levels/potentials, as well as leading to the formation of an electrostatic potential over the interface.

The lifetime of excitons before dissociation and how this is influenced by the photocatalyst structure (e.g. presence of defects), finally, can be approximated when using TD-DFT, and when neglecting radiationless de-excitation via internal conversion, from the oscillator strength of the corresponding excitation via Einstein’s equation for spontaneous emission. Calculation of the dark contribution to the exciton lifetime and of (exciton) dynamics in general requires non-adiabatic dynamics calculations, which explicitly take into account the coupling between the different energy surfaces [128–136]. Such calculations, however, are for the moment rather far from routine. The same holds for calculations that aim to model the mobility of free charge carriers [137–143], which is a crucial property for good photoelectrodes but less relevant for polymeric and nanoparticulate systems where exciton dissociation occurs on the surface, and for calculations that explicitly study the electron/hole transfer between different sub-components of the photocatalyst and the photocatalyst and solution/surface species [99, 144].

**Required overpotential**

Computational work on predicting the required overpotential for desired red-ox reactions mostly takes place in the context of computational electrochemistry [145–149]. Here the overpotential required for a half reaction (e.g. $A$ or $B$) to take place is analysed in terms of the thermodynamic potentials of the series of elementary reactions that underlie it. An ideal material would bind all the intermediates (e.g. HO*, O* and HOO* in the case of water oxidation, where the asterisk signifies chemisorption on the surface) equally strong and if that is not the case an additional potential has to be overcome for the overall half reaction to occur. The difference between the potential of the least favourable elementary reaction and the potential of the overall half reaction equals the thermodynamic overpotential [146]. While this approach does not explicitly take the activation energies of the different elementary reactions into account, it is likely that the best materials in terms of thermodynamic overpotential are also the materials with the lowest and thus most favourable activation energies. This arises from the fact that the activation energy of an elementary step is often directly related to the thermodynamic driving force for the same step through a Brønsted-Evans-Polanyi relationship. An example of the application of this approach to a photocatalyst is the recent work of Wirth and co-workers on the required overpotential for water oxidation on graphitic carbon nitride [150].
Perspective

Computational chemistry calculations can make valuable predictions of photocatalyst properties that underlie their activity in solar fuel synthesis. However, predictions of the (relative) photocatalytic activity of a material largely remain out of reach, at least for the moment, due to the fact that it depends on a mixture of materials’ properties, where the relative importance of each property to the activity probably varies from material to material. As a result, it makes sense to focus on answering questions for which one of the properties is likely to be the dominant factor, for example, whether the lack of experimental evidence for water oxidation activity of a photocatalyst is likely to be due to thermodynamic or kinetic factors [35, 36].

Another clear application of computational modelling in this context is to rapidly screen for potential photocatalysts [92–95]. Both in the case of inorganic and polymeric photocatalysts, the possible chemical space is enormous. For example, for inorganic photocatalysts, most work until now has only focussed on binary and ternary materials. Experimental screening of this chemical space is a daunting task, mostly because of the large synthetic effort required. Computational screening to generate promising leads and narrow the search space for a more focussed subsequent experimental exploration is therefore an attractive proposition, even if one cannot necessarily predict the exact relative ordering of photocatalytic activities.

The biggest challenge, as often in computational chemistry, is striking the correct balance between computational cost, the ability to consistently calculate all the desired properties, and accuracy. KS-DFT, for example, is relatively computationally inexpensive and with a well-chosen hybrid XC functional is likely to predict band gap values of reasonable accuracy, ignoring the conceptual issues raised above, but requires use of an additional semi-empirical model to predict the exciton binding energy and optical gap. Moreover, KS-DFT does not allow one to consider the effect of (self-)trapping and calculate adiabatic potentials. (TD-)DFT and GW/BSE calculations, in principle, allow access to any desired property but at the expense of increased cost of calculations. The latter especially becomes an issue when studying the effect of particle-size on the photocatalyst properties, requiring calculations involving hundreds of atoms. In practice, the optimal computational approach, in terms of the balance between accuracy, speed and the ability to calculate desired quantities, will depend on the focus of the study. For example, when screening thousands of potential photocatalysts, KS-DFT is probably the only tractable option. In the end the most important thing, as often, is to be aware of what a method is meant to calculate, its (conceptual) shortfalls, and to benchmark, where possible, to experimental data.
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