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Abstract. In this article we prove local well-posedness of quasilinear dispersive systems of PDE generalizing KdV. These results adapt the ideas of Kenig-Ponce-Vega from the Quasi-Linear Schrödinger equations to the third order dispersive problems. The main ingredient of the proof is a local smoothing estimate for a general linear problem that allows us to proceed via the artificial viscosity method.

1. Introduction. In this paper we consider the following system of PDE:

\[
\begin{align*}
\partial_t \vec{u} + a(x, t, \vec{u}, \partial_x \vec{u}, \partial^2_x \vec{u}) \cdot \partial^3_x \vec{u} &+ b(x, t, \vec{u}, \partial_x \vec{u}, \partial^2_x \vec{u}) \cdot \partial^2_x \vec{u} \\
&+ c(x, t, \vec{u}, \partial_x \vec{u}) \cdot \partial_x \vec{u} + d(x, t, \vec{u}) \cdot \vec{u} = \vec{f}(x, t) \quad \text{on } \mathbb{R} \times I \\
\vec{u}(x, 0) &= \vec{u}_0(x) \quad \text{on } \mathbb{R} \times \{0\}
\end{align*}
\]

(1.1)

where \(I \subset [-1, 1] \) is a time interval containing 0; all functions are real valued; \(\vec{u} = (u_1, \ldots, u_n)\) is an unknown; \(\vec{u}_0 = (u_{0,1}, \ldots, u_{0,n})\) and \(\vec{f} = (f_1, \ldots, f_n)\) are given data; and coefficients \(a, b, c, d\) are \(n \times n\) matrix valued functions.

This way (1.1) is a generalized KdV with the dispersive relation \(a\) that depends on the unknown and its derivatives \((\vec{u}, \partial_x \vec{u}, \partial^2_x \vec{u})\).

Moreover, well-posedness of (1.1) allows one to study fully non-linear dispersive systems of the form:

\[
\begin{align*}
\partial_t \vec{v} + f(x, t, \vec{v}, \partial^2_x \vec{v}) &= 0 \quad \text{for } (x, t) \in \mathbb{R} \times [-T, T] \\
\vec{v}(x, 0) &= \vec{v}_0(x)
\end{align*}
\]

if the non-linear function \(f\) satisfies appropriate assumptions similar to the one for (1.1). Indeed, differentiating this equation and letting \(\vec{u} = (\vec{v}, \partial_x \vec{v})\) allows one to reduce the problem to a quasi-linear one.
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Well posedness of the semi-linear analogues of \((1.1)\), where the top order \(a \equiv 1\), particularly when \(b \equiv 0\) and \(c\) is a polynomial, is quite well-understood with Local Smoothing and Strichartz estimates playing a significant role, cf. \([13]\) and \([15]\) and references within. While quasi-linear dispersive equations are of interest in physical applications, in particular to water waves with variable dispersion, they are far less understood.

Well posedness has been established for quasilinear dispersive equations with special algebraic structure for which conservation laws have been found, for example the following shallow water wave equation

\[
u_t - u_{txx} + 3uu_x = 2u_xu_{xx} + uu_{xxx}\
\]

see \([3]\) and references therein. However, finding such conservation laws is not possible in general for \((1.1)\).

A major advance for the well-posedness of a scalar \((1.1)\) was a work of Craig-Kappeler-Strauss in \([5]\). However, in addition to being restricted to scalar equation, they had to make a technical assumption for the favorable sign of the coefficient \(b\), which was not natural in light of the semi-linear results in \([15]\). However, the pioneering work of Kenig-Ponce-Vega \([14]\) for the Quasilinear Schrödinger equation suggested a method to prove the well-posedness of \((1.1)\) under more general assumptions on the coefficients.

The method of Kenig et al. was a modification of the energy method, which was a successful approach to treat well-posedness of quasi-linear wave equation in high regularity Sobolev spaces in the 70’s cf... \([10]\). Namely, the energy method relies on estimates of the form \(\|\vec{u}\|_{H^s} = O(\|\vec{u}_0\|_{H^s})\), which are proved via integration by parts, symmetry of the top order terms, Sobolev embedding and Grownwall inequality. However, the energy method cannot in general work for the \((1.1)\) without modification due to the infinite speed of propagation. Overcoming this difficulty of controlling the size of a solution by the data occupies most of this paper. The heart of the matter can already be seen, when trying to prove \(L^2\) well-posedness for a linear case of \((1.1)\), regularized by a parabolic term for \(0 \leq \varepsilon \leq 1\).

\[
\begin{align*}
\partial_t \vec{u} + a(x, t)\partial^3_x \vec{u} + b(x, t)\partial^2_x \vec{u} + c(x, t)\partial_x \vec{u} + d(x, t)\vec{u} &= -\varepsilon \partial^4_x \vec{u} + \vec{f}(x, t) \\
\vec{u}(x, 0) &= \vec{u}_0(x)
\end{align*}
\]

\[(1.2)\]

The standard energy method is available to prove an \(L^2\) estimate for \(t \geq 0\), only when \(b \geq 0\). However, modifications of the energy method are needed, in general. Below we review the several works that motivated the approach used in this paper.

In the case of \(a = Id\), \(c\) symmetric and an integrable \(b\), Kenig-Staffilani in \([15]\), motivated by \([9]\), were able to cancel \(b \partial^2_x\) term with a change of variables \(v(x, t) = \Phi(x, t)u(x, t)\) for an appropriate \(\Phi\). After this change of variables a standard energy argument (as explained above) works for \(v\) and hence gives the \(L^2\) estimate for \(I = [0, T]\) small enough

\[
\|\vec{u}\|_{L^\infty L^2} \leq A(\|\vec{u}_0(x)\|_{L^2} + \|\vec{f}(x, t)\|_{L^1_x L^2_t})
\]

\[(1.3)\]

where \(\|\vec{f}(x, t)\|_{L^1_x L^2_t} = \int_I \|\vec{f}(t)\|_{L^2_x} dt\) and likewise for all other space-time norms from now on. Similar argument was at the heart of the energy estimate that Lim-Ponce
used to prove well-posedness of a quasilinear Schrödinger equation in 1 dimension in [17]. However, this argument does not seem to work for a general system (1.2) with merely a symmetric top order $a \partial_x^3$, or for the Schrödinger equation in more than one space dimension. As we show in section 2 the symmetry of the coefficient $a$ is sharp for the estimate (1.3), in the sense that without this assumption, this estimate can be false. This suggested to proceed via a Local Smoothing estimate argument, with the side benefit of capturing the regularization effect for equations (1.2) and (1.1).

Kenig-Ponce-Vega in [14] proved well-posedness of quasi-linear Schrödinger equation in higher space dimensions by proving a Local Smoothing estimate generalizing from the case of a time independent variable coefficient linear Schrödinger in [7] and [6]. Local Smoothing for (1.2) means that for $\delta > \frac{1}{2}$

$$\| \frac{1}{\langle x \rangle^\delta} \langle \partial_x \rangle \vec{u} \|_{L^2_t L^2_x} \leq A(\| \vec{u}_0(x) \|_{L^2} + \| \langle x \rangle^{\delta} \langle \partial_x \rangle^{-1} \vec{f}(x,t) \|_{L^2_t L^2_x}) \quad (1.4)$$

where we use the notation $\langle x \rangle = (1 + |x|^2)^{\frac{1}{2}}$ and interpret $\langle \partial_x \rangle u(\xi) = \langle \xi \rangle \hat{u}(\xi)$ as a Fourier multiplier and hence (1.4) means that the solution of (1.2) is 1 derivative more regular than $u_0$ and 2 than $f$ at a cost of weights. Note, that this effect is local, as the (1.2) is time reversible and by (1.3) cannot gain smoothness globally.

Local Smoothing was first proven for KdV in [11], [16] and for the linear Schrödinger $\partial_t u + iLu = f$ with $L = \Delta$ in [4], [20], [21], [12] where the gain is $\frac{1}{2}$ derivative relative to $u_0$ and 1 derivative relative to $f$ respectively. This was generalized to $L = a_{ij}(x)\partial_i \partial_j + b(x)\nabla$ in [6] and [7]. In [8] Doi showed that, roughly speaking, under appropriate asymptotic flatness of the coefficients for $L$ above local smoothing is equivalent to the non-trapping of the bicharacteristic flow generated by the principal symbol of the operator $L$. Note that in the one spatial dimension, which is the relevant setting for this paper, the non-trapping condition is automatic by the coefficient assumption (NL1) and we will omit it.

Our proof of the wellposedness also involves using Local Smoothing to prove the energy estimate, however as (1.1) is of higher order than the Schrödinger equation the argument of [7] has to be modified. Using this method to prove wellposedness of higher dispersive systems will be done in the subsequent work.

To motivate the function space we use to prove well-posedness, we note that in order to prove the main linear estimate (1.3) a decay of the coefficient $b$ is necessary. This phenomenon is similar to the Mizohata condition, which shows the necessity of \( \sup_{x,t,|\omega|=1} \int_0^T \Re b(x + s\omega) \cdot \omega ds < \infty \) for the $L^2$ well-posedness of Schrödinger equation $\partial_t u + i\Delta u + b(x)\nabla u = 0$, cf.. [19], and we prove a corresponding result for (1.2) explicitly in the section 2. On the non-linear level of (1.1) this suggests an $L^1$ condition on $\vec{u}$ and weighted Sobolev spaces provide a natural way to ensure an $L^1$ condition in an $L^2$-based Sobolev space. This motivates working with the weighted Sobolev spaces $H^{s,2}$ for $s \in \mathbb{Z}^+$, which we define as follows:

$$\| f(x) \|_{H^{s,2}} \equiv \sum_{j=0}^k \| \langle x \rangle^{k-j} f(x) \|_{H^{s+3j}} \approx \sum_{j=0}^2 \sum_{r=0}^{s+3j} \| \langle x \rangle^{2-r} \partial_x^r f \|_{L^2} \quad (1.5)$$
Where \( \|f(x)\|_{H^s} \equiv \|(1 + |\xi|^2)\hat{f}(\xi)\|_{L^2} \approx \|\partial_x^s f(x)\|_{L^2} + \|f(x)\|_{L^2} \). The space \( H^{s+2} \) can be shown equivalent to \( H^{s+10} \cap H^s(\langle x \rangle^4 \, dx) \), which is a typical choice to ensure extra decay of the lower order term \( b\partial_x^2 \) as explained above.

**Coefficient assumptions.** We state the precise assumptions on the coefficients \( a - d \) of the equation (1.1):

**(NL1) Dispersion property.** The top coefficient \( a \) is symmetric, that is

\[
a_{ij}(x, t, \tilde{z}) = a_{ji}(x, t, \tilde{z}) \quad \text{for all} \quad (x, t, z) \in D_M \equiv \mathbb{R} \times [-1, 1] \times [-M, M]^{3n}.
\]

Moreover, it is uniformly positive definite in \( D_M \) at time 0, that is for every \( M > 0 \) there exists a constant \( \lambda_M > 0 \)

\[
a_{ij}(x, 0, \tilde{z})\xi_i \xi_j \geq \lambda_M |\xi|^2
\]

whenever \( (x, z) \in \mathbb{R} \times [-M, M]^{3n} \).

**(NL2) Regularity.** Let \( J \in \mathbb{Z}^+ \) be a given positive integer. We assume that all the coefficients \( a(x, t, \tilde{z}) - d(x, t, \tilde{z}) \in C^1 \mathcal{B}_x \mathcal{B}_t^J \), with the space \( \mathcal{B}_x \mathcal{B}_t^J \) of \( C^J \) functions with all \( J \) derivatives bounded. Specifically, there exists a function \( (J, M) \to C_{J, M} \) increasing in \( J \) and \( M > 0 \) separately, such that for each \( J \) and \( M \) the coefficients

\[
a_{ij}, b_{ij} \in C^1(I_x, \mathcal{B}_x \mathcal{B}_t^J(D_M)), \quad c_{ij} \in C^1(I_x, \mathcal{B}_x \mathcal{B}_t^J(D_M)),
\]

with norms bounded by \( C_{J, M} \), e.g. for \( a \) that means

\[
\sup_{0 \leq \alpha \leq 1; 0 \leq \beta + |\gamma| \leq J} \|\partial_x^\alpha \partial_t^\beta \partial_x^\gamma a(x, t, \tilde{z})\|_{L^\infty_{x,M}} \leq C_{J, M}
\]

**(NL3) Asymptotic flatness and decay of linear parts.** There exists \( \delta' > \frac{1}{2} \) and a constant \( C_0 \), such that

\[
\|\langle x \rangle^{2\delta'} \partial_x a(x, 0, \tilde{0})\|_{L^\infty} + \|\langle x \rangle^{2\delta'} b(x, 0, \tilde{0})\|_{L^\infty} \leq C_0
\]

\[
\|\langle x \rangle^{2\delta'} \partial_x a(x, t, \tilde{0})\|_{L^\infty_{x,t}} + \|\langle x \rangle^{2\delta'} \partial_t b(x, t, \tilde{0})\|_{L^\infty_{x,t}} \leq C_0
\]

\[
\|\langle x \rangle^{\delta'} \partial_x b^l(x, 0, \tilde{0})\|_{L^\infty_{x,t}} + \|\langle x \rangle^{\delta'} \partial_t c^l(x, 0, \tilde{0})\|_{L^\infty_{x,t}} \leq C_0
\]

\[
\|\langle x \rangle^{\delta'} \partial_x b^l(x, t, \tilde{0})\|_{L^\infty_{x,t}} + \|\langle x \rangle^{\delta'} \partial_t c^l(x, t, \tilde{0})\|_{L^\infty_{x,t}} \leq C_0
\]

where \( b^l \) and \( c^l \) are the antisymmetric parts of \( b \) and \( c \) respectively, defined as \( c^l_{ij} = \frac{1}{2} (c_{ij} - c_{ji}) \).

While any \( \delta' > \frac{1}{2} \) works in the (NL) assumptions, provided the definition of \( H^{s+2} \) is modified with a weight \( \langle x \rangle \) replaced by \( \langle x \rangle^{\delta'} \), for simplicity we set \( \delta' = 1 \).

Note, that unlike the constants \( \lambda_M \) in (NL1), which depend only on data \( \tilde{u}_0 \), \( C_{J, M} \) in (NL2) is a family of constants that depend on the smoothness of the coefficients \( J \) and the size of the solution \( M \). This is a natural assumption as we consider nonlinear equations and the coefficients may grow with the size of the solution. The size of the solutions is a priori unknown and is one of the quantities to be estimated. Thus when using (NL2) we will be explicit in the choice of \( J \) and \( M \) to avoid a possible circularity.
The proof is based on the artificial viscosity regularization of the initial value problem (1.1) for a parameter \(0 < \varepsilon \leq 1\):

\[
\begin{align*}
\partial_t \vec{u}^\varepsilon &= -\varepsilon \partial_x^4 \vec{u}^\varepsilon - N_{\vec{u}} \vec{u}^\varepsilon + \vec{f} \\
\vec{u}^\varepsilon(x, 0) &= \vec{u}_0(x)
\end{align*}
\]  

(1.6)

Where \(N_{\vec{u}}\) is the operator from (1.1)

\[
N_{\vec{u}} = a(x, t, \vec{u}, \partial_x \vec{u}, \partial_x^2 \vec{u}) \cdot \partial_x^2 + b(x, t, \vec{u}, \partial_x \vec{u}, \partial_x^2 \vec{u}) \cdot \partial_x^2 + c(x, t, \vec{u}, \partial_x \vec{u}) \cdot \partial_x + d(x, t, \vec{u}) \cdot I
\]  

(1.7)

We then construct solutions \(\vec{u}^\varepsilon\) for the regularized problem and show that the solution \(\vec{u} = \lim_{\varepsilon \to 0} \vec{u}^\varepsilon\) in the desired topology.

**Main Theorem.**

**Theorem 1.1.** Suppose the coefficients of (1.1) satisfy assumptions (NL1)-(NL3) with bounds \(\lambda_M, C_0\) and a function \(C_{J,M}\) for \(J \geq 19\). Then (1.1) is locally well-posed in \(H^{8,2}\).

Specifically, by well-posedness we mean the following:

1. **Existence.** Let \(R > 0\) be given. Then there exists a \(T > 0\), such that if the data \((\vec{u}_0, \vec{f}) \in Y \equiv H^{8,2} \times \left( L^1_{[-1,1]} H^{8,2} \cap C^0_{[-1,1]} H^{4,2} \right)\), such that

\[
\|((\vec{u}_0, \vec{f}))\|_Y \equiv \|\vec{u}_0\|_{H^{8,2}} + \|\vec{f}\|_{L^1_{[-1,1]} H^{8,2}} + \|\vec{f}\|_{C^0_{[-1,1]} H^{4,2}} < R
\]  

(1.8)

then (1.1) has a solution \(\vec{u} \in X_I\), where \(I = [0, T]\) and \(X_I \equiv C^0_I H^{8,2} \cap C^1_I H^{4,2}\).

2. **Uniqueness.** \(\vec{u}\) is the unique solution of (1.1) in \(X_I\).

3. **Continuous dependence.** The flow map \((\vec{u}_0, \vec{f}) \to \vec{u}\) is continuous between \(Y\) and \(X_I\).

4. **Persistence of regularity.** If \((\vec{u}_0, \vec{f}) \in Y \cap H^{s,2} \times L^1_{[-1,1]} H^{s,2}\) for \(s > 8\), then \(\vec{u}\) is in addition in \(C^0_I H^{s,2}\).

We make a few remarks about the Theorem 1.1.

We first note, that the time reversal \(\vec{u}(x, t) \to \vec{u}(-x, -t)\) applied to (1.1) preserves assumptions (NL1)-(NL3), thus Theorem 1.1 extends to \([-T, 0]\). The solution we construct has enough regularity to be classical and the uniqueness proved above is valid for \(I = [-T, T]\). Thus Theorem 1.1 produces a solution on \([-T, T]\). However, the parabolic regularization that we use to construct the solution requires a fixed sign of time and we stick to positive time intervals except for the uniqueness.

The choice of well-posedness in \(H^{8,2}\) and the choice of \(T\) is determined by the main estimate Theorem 2.1 that proves (1.3) and its corollaries in the non-linear setting: Theorems 3.5 and Proposition 3.

\(H^{8,2}\) regularity for the well-posedness in (1.1) is not sharp, but holds under very general assumptions on the coefficients and no smallness on data. While preparing this work for the publication, I have learned of a parametrix-based approach to the well-posedness of Quasi-linear Schrödinger for the small data in [18] in the lower regularity Sobolev spaces than in the [14]. Adapting this approach to (1.1) may allow to lower regularity for small data.
The argument of the proof of the Theorem 1.1 also shows that (1.1) has a Local Smoothing effect, that is in addition to $X_I$, the solution is in $\tilde{u} \in L^2_t H^{0,2}(\langle x \rangle^{-4} \, dx)$.

A simple transformation $x \to -x$ in the equation (1.1) shows that the dispersive property (NL1) can taken with an opposite sign. That is, if in addition to (NL2)-(NL3), for every $M > 0$ there exists a constant $\lambda_M > 0$

$$a_{ij}(x,0,\vec{z})\xi_i\xi_j \leq -\lambda_M|\xi|^2$$

whenever $(x,\vec{z}) \in \mathbb{R} \times [-M,M]^{3n}$, then Theorem 1.1 holds.

We note that the continuous dependence in the Theorem 1.1 is the best we can hope for as (1.1) is quasilinear.

Finally, the arguments in the proof of Theorem 1.1 can be used to extend the persistence of regularity to $H^{s,k}$ rather than $H^{s,2}$.

The rest of the paper is organized as follows. In the section 2 we prove the main linear estimate (1.3). In the section 3 we prove the well-posedness of (1.6) for a time independent of the regularization $\varepsilon$. Finally, in the section 4 we construct the solution of (1.1) and prove continuous dependence.

**Notation.** When estimating with multiplicative constants, we often write $A \lesssim_{x,y} B$, to mean $A \leq C(x,y)B$, where the constant $C(x,y)$ may change from line to line. As dependence on the integers $(8,2)$ and the constant in the Sobolev embedding $H^1(\mathbb{R}) \hookrightarrow L^\infty(\mathbb{R})$ occurs frequently we do not explicitly state dependence on them.

### 2. Linear estimate.

In this section we prove the estimate (1.3) for the linear equation (1.2) and show the necessity of several coefficient assumption. Main estimates for the well-posedness in sections 3.3 and 4 are later reduced to it.

Let $T' > 0$ and suppose (1.2) is valid on $[0,T']$. We assume that there exist constants $\lambda > 0$, $C_1 \geq \tilde{C}_0 > 0$ and $\delta > \frac{1}{2}$, such that the coefficients $a, b, c, d$ of the equation (1.2) satisfy the following conditions on $\mathbb{R} \times I \equiv \mathbb{R} \times [0,T']$:

(L1) **Dispersive property.** Assume that the top coefficient is symmetric, that is $a_{ij}(x,t) = a_{ji}(x,t)$. Moreover, it is uniformly positive definite with

$$a_{ij}(x,0)\xi_i\xi_j \geq \lambda|\xi|^2$$

uniformly in $x$ in $\mathbb{R}$ and $\xi \in \mathbb{R}^n$.

(L2) **Regularity.** $a \in C^1_{\mathcal{B}^3}$, $b \in C^1_{\mathcal{B}^2}$, $c \in C^1_{\mathcal{B}^1}$ and $d \in C^1_{\mathcal{L}^\infty}$ with the space $\mathcal{B}^k$ of bounded $C^k$ functions have the following bounds:

$$\|a(x,0)\|_{\mathcal{B}^3} + \|b(x,0)\|_{\mathcal{B}^2} + \|c(x,0)\|_{\mathcal{B}^1} + \|d(x,0)\|_{\mathcal{L}^\infty} \leq \tilde{C}_0$$

$$\|a(x,t)\|_{C^1_{\mathcal{B}^3}} + \|b(x,t)\|_{C^1_{\mathcal{B}^2}} + \|c(x,t)\|_{C^1_{\mathcal{B}^1}} + \|d(x,t)\|_{C^1_{\mathcal{L}^\infty}} \leq C_1$$
(L3) Asymptotic flatness and decay.

\[
\|(x)^{2\delta} \partial_x a(x,0)\|_{L^\infty} + \|(x)^{2\delta} b(x,0)\|_{L^\infty} \leq \mathcal{C}_0
\]
\[
\|(x)^{2\delta} \partial_t \partial_x a(x,T)\|_{L^\infty_{x,t}} + \|(x)^{2\delta} \partial_t b(x,t)\|_{L^\infty_{x,t}} \leq C_1
\]
\[
\|(x)^{-\delta} \partial_x b^\dagger(x,0)\|_{L^\infty} + \|(x)^{-\delta} c^\dagger(x,0)\|_{L^\infty} \leq \mathcal{C}_0
\]
\[
\|(x)^{-\delta} \partial_t \partial_x b^\dagger(x,t)\|_{L^\infty_{x,t}} + \|(x)^{-\delta} \partial_t c^\dagger(x,t)\|_{L^\infty_{x,t}} \leq C_1
\]

where \(b^\dagger\) and \(c^\dagger\) are the antisymmetric parts of \(b\) and \(c\) respectively, defined as \(c^\dagger_{ij} = \frac{1}{2}(c_{ij} - c_{ji})\).

**Theorem 2.1.** There exist constants \(A = A(\mathcal{C}_0, \lambda, \delta)\) and \(T = T(\mathcal{C}_0, C_1, \lambda, \delta) \leq 1\), such that if \(\tilde{u}(x,t)\) is a solution of (1.2) on \(I = [0, T'] \subset [0, T]\) , then \(\tilde{u}\) satisfies (1.3), i.e.

\[
\|\tilde{u}\|_{L^\infty_t L^2_x} \leq A(\|\tilde{u}_0(x)\|_{L^2} + \|\tilde{f}(x,t)\|_{L^1_x L^2_t})
\]

and (1.4).

By a solution of (1.2) we mean a classical solution and hence by the Sobolev embedding \(C^1_t H^5 \cap C^0_x H^1\) would suffice.

Regularity of \(a\)-d, particularly with weights in (L3) determines the Sobolev exponent of \(H^{8.2}\) in Theorem 1.1, where for simplicity, we set \(\delta = \delta' = 1\). Proof of analogues of Theorem 2.1 with coefficients rougher than above leads to lowering regularity in Theorem 1.1.

Note, that for the applications of Theorem 2.1, the constant \(C_1\) will depend on the solution of the non-linear problem, while \(\mathcal{C}_0\) will only depend on data. As we will use the constant \(A = A(\lambda, \mathcal{C}_0)\) from Theorem 2.1 to control the size of the solution and in turn \(C_1\), it is crucial for \(A\) not to depend on \(C_1\).

It is not difficult to prove an \(H^s\) version of (1.3) and (1.4), provided coefficients are more regular than (L2), by differentiating (1.2), using the Theorem 2.1 and choosing \(T\) small to control lower order terms. However, for some estimates in the proof of Theorem 1.1 we will not have such control of the coefficients, and we omit the \(H^s\) estimate.

**Remark 1.** For \(\varepsilon = 0\), Theorem 2.1 is valid with \(I = [-T', 0]\) or \([-T', T']\) and \(C^1_t H^1 \cap C^0_x H^4\) regularity.

Remark follows from Theorem 2.1 by a simple scaling of the equation. Indeed, sending \((x, t) \to (-x, -t)\) preserves assumptions (L1)-(L3), while changing the sign of the time.

Finally before proceeding with the proof of the Theorem 2.1 in the subsection 2.3, we motivate the coefficient assumptions (L1)-(L3) by showing the necessity of symmetry of \(a\) and decay of \(b\) for the Theorem 2.1.

2.1. **Symmetry of the top order.** Similar to the hyperbolic systems, symmetry of (1.1) is necessary for the well-posedness. Namely, we consider the following constant coefficient linear system that violates the symmetry in (NL1), but satisfies...
all other assumptions:

\[
\begin{align*}
\partial_t \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} + \begin{pmatrix} 1 & \delta \\ 0 & 1 \end{pmatrix} \partial_x^3 \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} &= \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad \text{where } \delta \neq 0 \\
\tilde{u}(x,0)^T &= \begin{pmatrix} u_{01}(x) \\ u_{02}(x) \end{pmatrix}
\end{align*}
\]  

(2.1)

Taking a Fourier transform in space this equation reduces to an ODE, for which the explicit solution is

\[
\hat{\tilde{u}}(\xi, t)^T = \left( e^{i\xi^4 t} (\tilde{u}_{01}(\xi) + \varepsilon i \xi^3 t \tilde{u}_{02}(\xi)) \quad e^{i\xi^4 t} \tilde{u}_{02}(\xi) \right)
\]

We then take the data \(\tilde{u}_0(\xi)^T = \left( 0 \quad (\xi)^{-s-1} \right)\) and a computation shows\(|\tilde{u}_0||_{H^s} = \sqrt{\pi}\), while for any \(t \neq 0\), \(\|\hat{\tilde{u}}(t)||_{H^s} = \infty\). Therefore, (2.1) is ill-posed in \(H^s\) for any \(s\) and hence in any \(H^{s,2}\).

2.2. Necessity of decay of the coefficient \(b\). Here we show that a slightly weaker form of asymptotic flatness (L3) is necessary for (1.3) in the following special case. More precisely, we show that for a solution \(u\) of

\[
\begin{align*}
\partial_t u + \partial_x^2 u + b(x)\partial_x^3 u &= f \\
u(x,0) &= u_0(x)
\end{align*}
\]  

(2.2)

the condition on the coefficient \(b\)

\[
\sup_{(x,t,r)} \int_0^t b(x + r \cdot s) r ds < \infty
\]  

(2.3)

is necessary for (1.3).

We show necessity by a WKB method, similar to an argument of [19] for a Schrödinger equation. Let \(u = e^{i\phi(x,t,\xi)} v(x,t,\xi)\), where \(\phi = x^2 + t\xi^6\). Then for an operator \(L = \partial_t + \partial_x^2 + b(x)\partial_x^4\) we compute

\[
e^{-i\phi} L(e^{i\phi} v) = (\partial_t v - 3\xi^4 \partial_x v - b(x)\xi^4 v) + [3i\xi^2 \partial_x^2 v + \partial_x^4 v + 2b(x)i\xi^2 \partial_x v + b(x)\partial_x^2 v]
\]

We set \(v\) to be a solution of the transport equation

\[
\begin{align*}
\partial_t v - 3\xi^4 \partial_x v - b(x)\xi^4 v &= 0 \\
v(x,0) &= v_0(x)
\end{align*}
\]

For which we get the explicit solution by the method of characteristics

\[
v(x,t,\xi) = e^{\int_0^t b(x + 3\xi^4 s)\xi^4 ds} v_0(x + 3\xi^4 t)
\]

We further define

\[
f = e^{-i\phi} [3i\xi^2 \partial_x^2 v + \partial_x^4 v + 2b(x)i\xi^2 \partial_x v + b(x)\partial_x^2 v]
\]

Thus \(u\) solves (2.2), \(|u||_{L^2} = ||v||_{L^2}\) and \(|u_0||_{L^2} = ||v_0||_{L^2}\).

Now assume that (2.3) does not hold. Then there exists an \(x_0, t_0\) and \(r_0\) such that

\[
\int_0^{t_0} b(x_0 + r_0 \cdot s) r_0 ds \geq 6 \log(3A)
\]
Moreover we can assume by rescaling $t_0$ with $\frac{4b}{r_0}$ that $r_0 = 1$. Hence for $x$ near $x_0$
\[ \int_0^{t_0} b(x+s)ds \geq 6\log(2A) \quad (2.4) \]
Now define $t_0^\xi = \frac{t_0}{3|x|^4}$ and likewise $t_0^\xi$ for any $t$.
\[ v(x, t^\xi, \xi) = e^{\int_0^{t^\xi} b(x+3\xi^4s)\xi^4ds} v_0(x + 3\xi^4t^\xi) = e^{\frac{1}{2} \int_0^{t^\xi} b(x+s)ds} v_0(x + t) \quad (2.5) \]
Now let $v_0 \in C_0^\infty(\mathbb{R})$ be a function compactly supported near $x_0 - t_0$ with $\|v_0\|_{L^2} = 1$. Then
\[ \|\vec{u}(x, t_0^\xi, \xi)\|_{L^2_x}^2 \geq \int_{x \approx x_0} (2A)^2 |\vec{v}_0(x)|^2 dx = (2A)^2 \]
Moreover, by (2.5) and if $b$ in $\mathcal{B}^3$ (i.e. $C^3$, bounded and with bounded derivatives) we show that $v(x, t^\xi, \xi)$ are uniformly bounded in $L^2_x$ for $t^\xi \in I_\xi = [-|t_0^\xi|, |t_0^\xi|]$. Therefore, $\|f\|_{L^1_{t\xi} L^2_x} \lesssim \int_{|t_0^\xi|}^{t_0^\xi} |\xi|^2 dt = o(1)$, as $\xi \to \infty$. However, (1.3) and calculations above imply that $2A \leq \|\vec{u}\|_{L^\infty_{t\xi} L^2_x} \leq A(1 + o(1))$, which is a contradiction for $\xi$ large enough.

2.3. **Proof of Theorem 2.1.** To proceed we first change the dependent variable (or gauge it) and then proceed with the energy method for the gauged problem.

We use $(x)^{-\alpha}$ to define a multiplicative change of variables as follows:
\[ \phi(x) = -N \int_{-\infty}^{x} (x')^{-\alpha} dx' \quad \text{with} \quad N = \frac{2 + 10nC_0}{3\lambda} \quad (2.6) \]
Because the integral above is convergent and $|\partial_x^\alpha (x)^{-\alpha}| \leq C(\alpha, \beta)(x)^{\beta-\alpha}$ we get $\phi \in \mathcal{B}^\infty$, i.e. it is bounded and all of its derivatives are bounded. Moreover,
\[ \partial_x \phi(x) = -N (x)^{-2\alpha} \leq 0 \]
We now define the gauged variable
\[ \vec{\tilde{u}}(x, t) = e^{-\phi(x)} \vec{u}(x, t), \quad (2.7) \]
Definition of $\phi$ implies that $e^\phi$ and $e^{-\phi}$ are also in $\mathcal{B}^\infty$, and hence
\[ \|\vec{u}\|_{L^2} = \|e^{-\phi(x)} \vec{u}\|_{L^2} \approx_{N, \delta, k} \|\vec{u}\|_{L^2} \]
Likewise, by the product rule and duality,
\[ \|x|^k \vec{u}\|_{H^s} \approx_{N, \delta, k} \|(x)^k \vec{u}\|_{H^s} \approx_{N, \delta, k} \|\partial_x^s (x)^{\delta} \vec{u}\|_{L^2} \quad (2.8) \]
for $s = \pm 1$.

Inverting (2.7) we write (1.2) as:
\[ \partial_t(e^{\phi(x)} \vec{u}) + a(x, t)\partial_x^2(e^{\phi(x)} \vec{u}) + b(x, t)\partial_x^2(e^{\phi(x)} \vec{u}) + c(x, t)\partial_x(e^{\phi(x)} \vec{u}) + \vec{d}(x, t)e^{\phi(x)} \vec{u} = -\varepsilon \partial_x^2(e^{\phi(x)} \vec{u}) + \vec{f}(x, t) \]
Then $\vec{u}$ satisfies the following "gauged" system
\[ \begin{cases} 
\partial_t \vec{u} + L\vec{u} = -\varepsilon \partial_x^2 \vec{u} + \varepsilon R_3 \vec{u} + \vec{g}(x, t) \\
\vec{u}(x, 0) = \vec{v}_0(x) \end{cases} \quad (2.9) \]
where
$$\bar{g}(x,t) = e^{-\phi(x)}\bar{f}(x,t) \text{ and } \bar{v}_0(x) = e^{-\phi(x)}\bar{u}_0(x)$$
and the operator $L = a(x,t)\partial_x^3 + \bar{b}(x,t)\partial_x^2 + \bar{c}(x,t)\partial_x + \bar{d}I$ has the coefficients

$$\bar{b}_{ij}(x,t) = b_{ij}(x,t) + 3a_{ij}(x,t)\partial_x\phi(x)$$
$$\bar{c}_{ij}(x,t) = c_{ij}(x,t) + 2b_{ij}(x,t)\partial_x\phi(x) + 3a_{ij}(x,t)([\partial_x\phi]^2 + \partial_x^2\phi)$$
$$\bar{d}_{ij}(x,t) = d_{ij}(x,t) + c_{ij}(x,t)\partial_x\phi(x) + b_{ij}(x,t)([\partial_x\phi]^2 + \partial_x^2\phi)$$
$$+ a_{ij}(x,t)([\partial_x\phi]^3 + 3\partial_x^2\phi\partial_x\phi + \partial_x^3\phi)$$
and $R_3 = [-\partial_x^3, e^\phi]$ is a third order differential with $B^\infty$ coefficients with norms controlled by $N$ and $\delta$.

We now proceed with the energy estimates. Taking a dot product of (2.9) by $\bar{v}$ and integrating in $x$ we get

$$\int \partial_t\bar{v} \cdot \bar{v} \, dx + \int L\bar{v} \cdot \bar{v} \, dx = -\varepsilon \int \partial_x^2\bar{v} \cdot \bar{v} \, dx + \varepsilon \int R_3\bar{v} \cdot \bar{v} \, dx + \int \bar{g} \cdot \bar{v} \, dx \quad (2.10)$$

Note that $L^*$, the adjoint of the operator $L$, is $L^*\bar{v} = -a^T\bar{v} + l.o.t.,$ where $a^T_{ij} = a_{ji}$ and $l.o.t.$ are terms having less than 3 derivatives of $\bar{v}$. Hence integration by parts of (2.10) gives

$$\frac{1}{2}\partial_t \|\bar{v}\|_{L^2}^2 = \int B\partial_x\bar{v} \cdot \partial_x\bar{v} + \int C\partial_x\bar{v} \cdot \bar{v} + \int D\bar{v} \cdot \bar{v}$$
$$- \varepsilon \int \partial_x^2\bar{v} \cdot \bar{v} + \varepsilon \int R_3\bar{v} \cdot \bar{v} + \int \bar{g} \cdot \bar{v} \equiv \sum_{j=1}^6 I_j \quad (2.11)$$

where

$$B_{ij} = B_{ij} = -3\partial_xa_{ji} + b_{ij} + 6\partial_x\phi a_{ij}$$
$$- C_{ji} = C_{ij} = \partial_x(b_{ij} - b_{ji}) + (c_{ij} - c_{ji}) + 2(b_{ij} - b_{ji})\partial_x\phi$$
$$D_{ij} = -\partial_x^2a_{ij} + \partial_x^2\partial_x\phi - \partial_x\bar{c}_{ji} + \bar{d}_{ij} + \bar{d}_{ji}$$

We now claim that the Theorem 2.1 reduces to the following proposition.

**Proposition 1.** There exist $A = A(C_0, \lambda, \delta)$ and $T = T(C_1, \bar{C}_0, \lambda, \delta)$, such that for $0 \leq t \leq T'$, $T' \leq T \leq 1$, the solution of (2.9) satisfies:

$$\partial_t \|\bar{v}(x,t)\|_{L^2}^2 + \int |x|^{-2\delta} |\partial_x\bar{v}|^2 \, dx \leq A\|\bar{v}(x,t)\|_{L^2}^2 + 2\int \bar{g} \cdot \bar{v} \, dx \quad (2.12)$$

Indeed, discarding the second term on the right hand side of (2.12) and the Gronwall inequality imply

$$\|\bar{v}(x,t)\|_{L^2}^2 \leq e^{At}(\|\bar{v}_0\|_{L^2}^2 + \int_0^t \|\bar{g} \cdot \bar{v} \, dx| \, dt) \quad (2.13)$$

Thus by the Cauchy-Schwartz inequality we get for $I = [0, T']$

$$\|\bar{v}\|_{L^2} \leq e^{At}(\|\bar{v}_0\|_{L^2} + ||\bar{g}||_{L^1L^2})$$

which is (1.2) after we use the comparability of the norms of $\bar{u}$ and $\bar{v}$.

Integrating (2.12) and using

$$\int \bar{g} \cdot \bar{v} \, dx = \int |x|^{\delta} (\delta - 1) \bar{g} \cdot (|x|^{-\delta} \bar{v}) \, dx$$
in (2.13) gives the (1.4) after the comparability of the norms.

2.4. Coefficient estimates. Before proving the Proposition 1, we first rephrase (L1)-(L3) in the following form

Lemma 2.2. There exists \( T = T(\hat{C}_0, \lambda, C_1) \) small enough, such that for \( 0 \leq t \leq T' \leq T \)

L’1:

\[
a_{ij}(x, t)\xi_i\xi_j \geq \frac{\lambda}{2}|\xi|^2
\]

uniformly in \( x \).

L’2:

\[
\|a(x, t)\|_{C^0_tB^3} + \|b(x, t)\|_{C^0_tB^2} + \|c(x, t)\|_{C^0_tB^1} + \|d(x, t)\|_{C^0_tL^\infty} \leq 2\hat{C}_0
\]

L’3:

\[
\|(x)^{2\delta} \partial_x a(x, t)\|_{L^\infty} + \|(x)^{2\delta} b(x, t)\|_{L^\infty} \leq 2\hat{C}_0
\]

\[
\|(x)^{\delta} \partial_x b^1(x, t)\|_{L^\infty} + \|(x)^{\delta} c^1(x, t)\|_{L^\infty} \leq 2\hat{C}_0
\]

Proof of Lemma 2.2. By the Fundamental theorem of Calculus, (L1) and (L2)

\[
a_{ij}(x, t)\xi_i\xi_j = \left[ a_{ij}(x, 0) + \int_0^t \partial_t a_{ij}(x, t')dt' \right] \xi_i\xi_j \geq \frac{\lambda}{2}|\xi|^2 - nTC_1|\xi|^2
\]

Which implies (L’1) for \( T \) small enough.

(L’2) and (L’3) are established similarly.

Lemma 2.3. With \( 0 \leq t \leq T \) as in Lemma 2.2

\[
(x)^{2\delta} B_{ij}(x, t)\xi_i\xi_j \leq -2|\xi|^2
\]

(2.14)

Moreover, there exists a constant \( A = A(\hat{C}_0, \lambda, \delta) \geq 0 \), such that

\[
\|(x)^{\delta} C(x, t)\|_{L^\infty_x} \leq \sqrt{A}
\]

(2.15)

\[
\|D(x, t)\|_{L^\infty_x} \leq A
\]

(2.16)

Proof of Lemma 2.3. By the definition of \( B \) in (2.11), (L’1) and (L’3):

\[
(x)^{2\delta} B_{ij}(x, t)\xi_i\xi_j \leq 6(x)^{2\delta} \partial_x \phi(x)a_{ij}(x, t)\xi_i\xi_j
\]

\[
+ n(x)^{2\delta} \sup_{ij} (3|\partial_x a_{ij}(x, t)| + |b_{ij}(x, t) + b_{ji}(x, t)|)|\xi|^2
\]

\[
\leq (-3N\lambda + 10n\hat{C}_0)|\xi|^2
\]

Which proves (2.14) by the choice of \( N \) in (2.6).

Definition of \( C \) in (2.11), (L’3) and (2.6) imply (2.15), (2.16) is done similarly.

Proof of Proposition 1. We estimate (2.11) term by term in reverse order:

Trivially,

\[
I_6 \leq \left| \int \vec{v} \cdot \vec{g} dx \right|
\]
For $I_5$, by the Calculus of Pseudo-Differential Operators $\langle \partial_x \rangle^{-\frac{3}{2}} R_3$ is a \( \Psi DO \) of order $\frac{3}{2}$ and hence maps $H^{\frac{3}{2}}$ to $L^2$ by the boundedness of Pseudodifferential operators. Thus

$$I_5 = \varepsilon \int \langle \partial_x \rangle^{-\frac{3}{2}} R_3 \vec{v} \cdot \langle \partial_x \rangle^{\frac{3}{2}} \vec{v} \, dx \lesssim_{N, A} \varepsilon \| \vec{v} \|_{H^{\frac{3}{2}}}^2$$

Hence interpolation of $H^{\frac{3}{2}}$ between $L^2$ and $H^2$, Cauchy inequality and (1.5) give

$$I_5 \leq \varepsilon \| \vec{v} \|_{H^2}^2 + A \| \vec{v} \|_{L^2}^2 \leq \varepsilon \int |\partial_x^2 \vec{v}|^2 \, dx + A \| \vec{v} \|_{L^2}^2$$

While for $I_4$, integrating by parts gives

$$I_4 = -\varepsilon \int \partial_4^4 \vec{v} \cdot \vec{v} \, dx = -\varepsilon \int |\partial_2^4 \vec{v}|^2 \, dx$$

We use (2.16) for $I_3$

$$I_3 = \int D \vec{v} \cdot \vec{v} \leq \| D \|_{L^\infty} \| \vec{v} \|_{L^2}^2 \leq A \| \vec{v} \|_{L^2}^2$$

By Cauchy-Schwartz and (2.15) we estimate

$$I_2 = \int \frac{\partial_x \vec{v}}{\langle x \rangle^5} \frac{\langle x \rangle^6}{\langle x \rangle^5} C T \vec{v} \leq \frac{\| \partial_x \vec{v} \|_{L^2} \| \langle x \rangle^5 \vec{C} T (t) \|_{L^\infty} \| \vec{v} \|_{L^2}}{\langle x \rangle^5}$$

$$\leq \frac{\| \partial_x \vec{v} \|_{L^2}^2 + A \| \vec{v} \|_{L^2}^2}{\langle x \rangle^5}$$

where $C_{ij}^T = C_{ji}$. Finally, by (2.14)

$$I_1 = \int \langle x \rangle^{28} B \frac{\partial_x \vec{v}}{\langle x \rangle^8} \frac{\partial_x \vec{v}}{\langle x \rangle^8} \, dx \leq -2 \int \frac{|\partial_x \vec{v}|^2}{\langle x \rangle^{28}} \, dx$$

Summing together the estimates of $I_1 - I_6$ we complete the proof of Proposition 1 and hence the Theorem 2.1.

3. Wellposedness of the regularized problem. By Duhamel principle, solving (1.6) in a sufficiently regular Sobolev space is equivalent to a fixed point of the operator

$$\Gamma \vec{u}^\varepsilon = e^{-t \partial_x^4} \vec{u}_0 + \int_0^t e^{-\varepsilon (t-t') \partial_x^4} (-N \vec{u}^\varepsilon + \vec{f})(t') \, dt'$$

(3.1)

where the parabolic operator $e^{-t \partial_x^4}$ is defined as a Fourier multiplier:

$$e^{-t \partial_x^4} \vec{u}_0(\xi) = e^{-t \xi^2} \vec{u}_0(\xi)$$

Well-posedness of (1.6) for a short time dependent on the parameter $\varepsilon$ is very similar to [14], where the same regularization is used for a quasi-linear Schrödinger equation. However, as (1.1) is of higher order than Schrödinger, we provide the proof in the Proposition 2.
3.1. Preliminary estimates.

Lemma 3.1. For any positive integer \( s \), \( 0 < T \leq 1 \) and \( t \in I = [0, T] \) the following estimates hold

\[
\| e^{-i t \partial^4_x} \tilde{u}_0 \|_{C^s_t H^{s,2}} \leq C(s) \| \tilde{u}_0 \|_{H^{s,2}} \tag{3.2a}
\]

\[
\int_0^t e^{-i(t-t') \partial^4_x} \tilde{f}(t') dt' \|_{C^s_t H^{s,2}} \leq C(s) \left( T + \frac{T}{\varepsilon^3} \right) \| f \|_{C^s_t H^{s-3,2}} \tag{3.2b}
\]

By changing the \( Y \) norm in (1.8) by a multiplicative constant, for the rest of the paper we treat the constant \( C(8) \) as 1 from the Lemma 3.1 for simplicity.

Proof. By Plancherel and boundedness of \( e^{-\alpha} \) for \( \alpha \geq 0 \):

\[
\| e^{-i t \partial^4_x} \tilde{u}_0 \|_{H^s} = \int \langle \xi \rangle^{2s} e^{-2\varepsilon t \xi^4} |\hat{\tilde{u}}_0(\xi)|^2 d\xi \leq \| \tilde{u}_0 \|_{H^s}^2 \tag{3.3}
\]

To proceed with weights, note that multiplying the PDE for \( \tilde{v} = e^{-i t \partial^4_x} \tilde{u}_0 \) by \( \langle x \rangle^2 \) and commuting derivatives with weights, we get

\[
\begin{aligned}
\partial_t \langle x \rangle^2 \tilde{v} &= -\varepsilon \partial^4_x \langle x \rangle^2 \tilde{v} + E_3(\langle x \rangle \tilde{v}) \\
\langle x \rangle^2 \tilde{v}(x,0) &= \langle x \rangle^2 \tilde{u}_0(x)
\end{aligned}
\]

Where \( E_3 = [\varepsilon \partial^4_x \langle x \rangle^2]^{-1} \) is a differential operator of order 3 with \( B^\infty \) coefficients. Hence by the Duhamel formula

\[
\langle x \rangle^2 e^{-i t \partial^4_x} \tilde{u}_0 = e^{-i t \partial^4_x} \langle x \rangle^2 \tilde{u}_0 + \int_0^t e^{-i(t-t') \partial^4_x} E_3(\langle x \rangle \tilde{v}) dt'
\]

Therefore, by (3.3) and Minkowski inequality

\[
\| \langle x \rangle^2 e^{-i t \partial^4_x} \tilde{u}_0 \|_{H^s} \leq \| \langle x \rangle^2 \tilde{u}_0 \|_{H^s} + \int_0^t \| e^{-i(t-t') \partial^4_x} E_3(\langle x \rangle \tilde{v}) \|_{H^s} dt' \\
\leq \| \langle x \rangle^2 \tilde{u}_0 \|_{H^s} + t \| E_3(\langle x \rangle \tilde{v}) \|_{H^s}
\]

By the boundedness of (Pseudo)Differential operators, \( \| E_3(\langle x \rangle \tilde{v}) \|_{H^s} \lesssim \| \langle x \rangle \tilde{v} \|_{H^{s+3}} \).

By Pseudo-Differential calculus (or commuting \( \langle x \rangle \) with derivatives by hand) and Cauchy-Schwarz

\[
\| \langle x \rangle \tilde{v} \|_{H^{s+3}} = \int \langle x \rangle (\partial_x)^s \langle x \rangle \tilde{v} \cdot \langle x \rangle^{-1} (\partial_x)^s \langle x \rangle \tilde{v} dx \lesssim \| \langle x \rangle^2 f \|_{H^s} \| \tilde{f} \|_{H^{s+6}}
\]

Thus by (1.5)

\[
\| e^{-i t \partial^4_x} \tilde{u}_0 \|_{H^{s+2}} = \| \tilde{v} \|_{H^{s+2}} \lesssim \| \tilde{u}_0 \|_{H^{s,2}}
\]

which is (3.2a).

Using elementary Calculus estimate \( \alpha^\frac{4}{3} e^{-\alpha} \leq \frac{1}{\varepsilon} \) for \( \alpha \geq 0 \) and the explicit formula for the semigroup \( e^{-i t \partial^4_x} \), \( t \geq 0 \) we get

\[
\| \int_0^t e^{-i(t-t') \partial^4_x} \tilde{f}(t') dt' \|_{C^s_t H^{s,2}} \lesssim \left( T + \sqrt{T \varepsilon^3} \right) \| f \|_{C^s_t H^{s-3}}
\]

Using this estimate instead of (3.3) with weights finishes the proof.

We also need the following estimate for \( N(\tilde{u}) \equiv N_0(\tilde{u}) \) from (1.7):

\[
...\]
Lemma 3.2 (Moser estimate). Let \( u, v \in C^0_t H^{s,2} \) for \( s = 8 \) or \( 9 \) be given with 
\[
\max \{ \| \tilde{u} \|_{C^0_t H^{s,2}}, \| \tilde{v} \|_{C^0_t H^{s,2}} \} \leq M
\]
Then 
\[
\| N(\tilde{u}) \|_{C^0_t H^{-3,2}} \leq C_{s+3,M} (1 + M^{s+3}) \| \tilde{u} \|_{C^0_t H^{s,2}} \tag{3.6a}
\]
\[
\| N(\tilde{u}) - N(\tilde{v}) \|_{C^0_t H^{-3,2}} \leq C_{s+3,M} (1 + M^{s+3}) \| \tilde{u} - \tilde{v} \|_{C^0_t H^{s,2}} \tag{3.6b}
\]

Proof. The proposition follows by the elementary calculus and the Sobolev embedding. The constants in the \( s = 9 \) case depend on \( M \), because it is impossible to get terms like \( \partial_x^{s+5} \tilde{u} \cdot \partial_x^{s+6} \tilde{u} \) by differentiating \( N(\tilde{u}) \) \( s + 3 \) times.

3.2. Short time well-posedness. We now set up the following notation: 
\[
M = (16A + 2)R \text{ and } T_\varepsilon = \min \left\{ \frac{\varepsilon^3}{4C_{11,M}(1 + M^{11})^{\frac{1}{2}}}, \frac{1}{2} \right\} \tag{3.7}
\]
with \( R \) from (1.8) and \( A \) from the Theorem 3.5.

We do the contraction argument in the following closed subset of \( C^0_t H^{8,2} \) for \( I = [0, T] \).
\[
X^M_I = \{ \tilde{u} \in C^0_t H^{8,2} : \tilde{u}(x,0) = \tilde{u}_0(x), \| \tilde{u} \|_{C^0_t H^{8,2}} \leq M, \| \partial_t \tilde{u} \|_{C^0_t H^{4,2}} \leq C(M) \}
\]
with \( \| \tilde{u} - \tilde{v} \|_{X^M_I} = \| \tilde{u} - \tilde{v} \|_{C^0_t H^{8,2}} \) and 
\[
C(M) = \sup_{\| \tilde{u} \|_{C^0_t H^{8,2}} \leq M} \| \tilde{u} - N(\tilde{u}) \|_{C^0_t H^{4,2}} + M
\]
where by (1.8), (3.6a) and (3.7) \( C(M) \) is locally bounded and increasing in \( M \).

Proposition 2. \( \Gamma \) from (3.1) is a contraction map on \( X^M_{I_\varepsilon} \) with \( I_\varepsilon = [0, T_\varepsilon] \) and hence (1.6) has a unique solution \( \tilde{u}^\varepsilon \) in \( X^M_{I_\varepsilon} \).

We note, that (3.1) is locally well-posed in \( C^0_t H^4 \) using the same proof. However, for the arguments in section 3.3 and beyond we need \( \tilde{u}^\varepsilon \) to be in \( X^M_{I_\varepsilon} \).

Proof. Let \( \tilde{u} \in X^M_{I_\varepsilon} \). Then by Minkowski inequality and (3.2), followed by (1.8), (3.6) and (3.7) we get:
\[
\| \Gamma \tilde{u}(t) \|_{C^0_{[0,T_\varepsilon]} H^{8,2}} \leq \| \tilde{u}_0 \|_{H^{8,2}} + \| \tilde{f} \|_{L^1_{[0,T_\varepsilon]} H^{8,2}} + (T_\varepsilon + \frac{\sqrt{T_\varepsilon}}{\varepsilon^3}) \| N \tilde{u} \|_{C^0_{[0,1]} H^{8,2}} \leq \frac{M}{2} + (T_\varepsilon + \frac{\sqrt{T_\varepsilon}}{\varepsilon^3}) C_{11,M}(1 + M^{11}) M \leq M
\]
Differentiating (3.1) in \( t \) and using \( \| \Gamma \tilde{u}(t) \|_{C^0_{[0,T_\varepsilon]} H^{8,2}} \leq M \) shows that \( \| \partial_t \Gamma \tilde{u} \|_{C^0_{[0,T_\varepsilon]} H^{4,2}} \leq C(M) \) and hence \( \Gamma(X^M_{I_\varepsilon}) \subset X^M_{I_\varepsilon} \).

Likewise using Lemmas 3.1 and 3.2 for the difference gives the contraction property.

Corollary 1. As we proved Proposition 2 by the contraction mapping argument, we automatically get continuous (and Lipschitz) dependence on data. That is, the flow map \( (\tilde{u}_0, \tilde{f}) \rightarrow \tilde{u} \) is continuous in \( Y \rightarrow X^M_{I_\varepsilon} \).
Moreover, (3.1) has a persistence of regularity property.
For the persistence of regularity, let the data \((\tilde{u}_0, \tilde{f})\) in addition to satisfying (1.8) satisfy for some \(s > 8\)
\[
\|\tilde{u}_0\|_{H^{s,2}} + \|\tilde{f}\|_{L^1_t H^{s-2}} + \|\tilde{f}\|_{C^{0}_{[-1,1]} H^{s-4,2}} < \infty
\]
then the solution of (3.1) \(\tilde{u}^\varepsilon \in X^M_{\tilde{T}}\) satisfies \(\|\tilde{u}^\varepsilon\|_{C^{0}_{[0,T\varepsilon]} H^{s,2}} \cap C^1_{[0,T\varepsilon]} H^{s-4,2} < \infty\). To see this, redo the boundedness argument in the proof of the Proposition 2 for \(H^{9,2}\) partitioning \([0,T]\) into identical intervals of length \(\tilde{T}_3 = \tilde{T}(\varepsilon, M, C_{12, M})\) for using (3.6a).

3.3. Adapting a linear estimate. We now aim to adapt the Theorem 2.1, in order to estimate \(\tilde{u}^\varepsilon\) uniformly in \(\varepsilon\). As the Theorem 2.1 applies to linear equations, we fix the coefficients (1.1) at an arbitrary \(\tilde{v} \in X^M_{\tilde{T}}\) to get
\[
\begin{align*}
&\partial_t \tilde{u} + N_{\tilde{v}} \tilde{u} = -\varepsilon \partial^4 \tilde{u} + \tilde{f} \\
&\tilde{u}(x, 0) = \tilde{u}_0(x)
\end{align*}
\]
with \(N_{\tilde{v}}\) from (1.7). We will show in Lemma 3.3 that the coefficient bounds (L1)-(L3) for this linear equation do not depend on the particular \(\tilde{v}\), but only on the (NL1)-(NL3) bounds, data for \(t = 0\) and the bounds \(M, C(M)\) for \(t \neq 0\).

In particular an application of Theorem 2.1 for \(\tilde{u} = \tilde{v} = \tilde{u}^\varepsilon\) would imply for \(T' \leq T\)
\[
\|\tilde{u}^\varepsilon\|_{L^T_{\tilde{T}} L^2_{\tilde{T}}} \leq A(\|\tilde{u}_0\|_{L^2} + \|\tilde{f}\|_{L^1_t L^2_\tilde{T}}) \tag{3.9}
\]

We then pursue the same strategy for \(\partial^s_x \tilde{u}^\varepsilon\) and \((x)^2 \partial^s_x \tilde{u}^\varepsilon\) for \(s = 6, \ldots, 14\). Namely, we differentiate (1.1) \(s\) times and account for quasi-linear interactions.
\[
\begin{align*}
\partial_t \partial^s_x \tilde{u}^\varepsilon + a(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 2}) \cdot \partial^{s+2} \tilde{u}^\varepsilon + b^s(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 3}) \cdot \partial^{s+2} \tilde{u}^\varepsilon + c^s(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 4}) \cdot \partial^{s+1} \tilde{u}^\varepsilon + d^s(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 5}) \partial^s \tilde{u}^\varepsilon &= -\varepsilon \partial^{s+2} \tilde{u}^\varepsilon \\
+\partial^s_x \tilde{f}(x, t) + \tilde{F}^s(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq s-1}) \text{ on } \mathbb{R} \times I \\
\tilde{u}^\varepsilon(x, 0) &= \tilde{u}_0(x) \text{ on } \mathbb{R} \times \{0\}
\end{align*}
\tag{3.10}
\]
with \(a\) the same as in (1.1),
\[
b^s(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 3}) = s \partial_x[a(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 2}) + \partial_x^2 a(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 2})] \cdot \partial^s \tilde{u}^\varepsilon \\
+ b(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 2}) + \partial_x m(x, t, (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 2}) \cdot \partial^s \tilde{u}^\varepsilon
\]
where \(\tilde{z} = (\tilde{z}^m)_{\alpha \leq 2} = (\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 2}\). Similarly, \(c^s\) explicitly depend on a number \(s\), \((\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 4}\) and up to 2 derivatives of \(a, b\); and \(d^s\) depend on \(s\), \((\partial^s_x \tilde{u}^\varepsilon)_{\alpha \leq 5}\) and up to 3 derivatives of \(a-c\) respectively. The reason for these formulas, is that differentiation is "linearizing", so we only can get \(a \partial^{s+3} \tilde{u}^\varepsilon\) by applying all derivatives on \(\tilde{u}^\varepsilon\) and there are only few nonlinear ways to get terms higher than order \(s\).

Once we establish (L1)-(L3) coefficient estimates for (3.10) that are uniform when evaluated at \(\tilde{v} \in X^M_{\tilde{T}}\) in Lemma 3.3, then for the solution \(\tilde{u}^\varepsilon\) satisfying
\[
\tilde{u}^\varepsilon \in C^1_t H^{6,2} \cap C^1_t H^{4,2}
\tag{3.11}
\]
We would then apply Theorem 2.1 to (3.10) to get
\[
\|\partial^s_x \tilde{u}^\varepsilon\|_{C^1_t L^2} \leq A \left(\|\tilde{u}_0\|_{L^2} + \|\tilde{f}\|_{L^1_t L^2_\tilde{T}}\right) + AT'\|\tilde{F}^s\|_{L^1_t L^2_\tilde{T}} \tag{3.12}
\]
Provided $T' \leq T$. Note that, (3.11) is needed for to ensure that (3.10) is valid classically for $6 \leq s \leq 14$.

Finally, we multiply (3.10) by $\langle x \rangle^2$ to rewrite it as

\[
\begin{cases}
\partial_t \langle x \rangle^2 \partial_x^s \vec{u}^s + a \partial_x^3 \langle x \rangle^2 \partial_x^s \vec{u}^s + b^s \partial_x^2 \langle x \rangle^2 \partial_x^s \vec{u}^s + c^s \partial_x \langle x \rangle^2 \partial_x^s \vec{u}^s \\
+ \partial^s \langle x \rangle^2 \partial_x^s \vec{u}^s = -\varepsilon \partial_x^3 \langle x \rangle^2 \partial_x^s \vec{u}^s + \langle x \rangle^2 \vec{F}^s(x, t, \vec{w}^s, \ldots, \partial_x^{-1} \vec{w}^s) \\
\langle x \rangle^2 \partial_x^s \vec{f}(x, t) + E_3^s(x) \partial_x^s \vec{w}^s \\
\langle x \rangle^2 \partial_x^s \vec{u}^s(x, 0) = \langle x \rangle^2 \partial_x^s \vec{u}_0(x)
\end{cases}
\]  

(3.13)

where $a, b^s, c^s, d^s, \vec{F}^s$ are identical to (3.10) by construction and $E_3 = [\varepsilon \partial_x^3 + a \partial_x^3 + b^s \partial_x^3 + c^s \partial_x^3(x^2) \langle x \rangle^{-1}$ is an order 3 differential operator with $L^\infty$ coefficients. Hence as long as the coefficient estimates are established and (3.11) is valid, Theorem 2.1 implies

\[
\| \langle x \rangle^2 \partial_x^s \vec{u}^s \|_{L^2_t X_{-s}^3} \leq A \left( \| \langle x \rangle^2 \partial_x^s \vec{u}_0 \|_{L^2_t} + \| \langle x \rangle^2 \partial_x^s \vec{f} \|_{L^2_t X_{-s}^3} \right)
\]

(3.14)

provided $T' \leq T$.

Therefore, establishing a uniform estimate for $\| \vec{u}^s \|_{X_{-s}^3}$ reduces to the following:

- Find uniform bounds on the coefficients to (1.1) and (3.10) to use the Theorem 2.1 (note the remark after Theorem 2.1).
- Control the terms not involving data ($\vec{F}^s$ and $E_3^s$) by choosing $T$ small enough.
- Remove the extra assumption (3.11).

3.4. Uniform estimate.

Lemma 3.3. Let $\vec{u} \in X_{-s}^3$ and consider the equation (3.10) for $0 \leq s \leq 14$ with coefficients evaluated at $\vec{u}$, i.e.

\[
\partial_t \partial_x^s \vec{u}^s + a(x, t, (\partial_x^s \vec{u})_{\alpha \leq 2}) \cdot \partial_x^s \vec{u}^s + b^s(x, t, (\partial_x^s \vec{u})_{\alpha \leq 3}) \cdot \partial_x^{s+2} \vec{u}^s \\
+ c^s(x, t, (\partial_x^s \vec{u})_{\alpha \leq 4}) \cdot \partial_x^{s+1} \vec{u}^s + d^s(x, t, (\partial_x^s \vec{u})_{\alpha \leq 5}) \partial_x^s \vec{u}^s = -\varepsilon \partial_x^{s+4} \vec{w}^s + \vec{f}
\]

where $b^0 = b$, etc. Then the coefficients of this equation satisfy assumptions (L1)–(L3) from the Theorem 2.1 with parameters $\lambda = \lambda(R)$, $C_0 = C_0(s, R, C_{3, R}, C_0)$ and $C_1 = C_1(s, M, C_{3, M}, C_0, C(M))$ with $\lambda(M)$, $C_{3, M}$, and $C_0$ from (NL1)-(NL3), and $C(M)$ from (3.8).

Proof. To simplify notation, let $\vec{v} = (\vec{u}, \partial_x \vec{u}, \partial_x^2 \vec{u})$. Then $\| \vec{u} \|_{C_0^0 H_{s+2}^{\infty, 2}} \approx \| \vec{u} \|_{C_0^0 H_{s+2}^{\infty, 2}}$ and likewise for $\vec{v} = (\vec{v}(x, 0)$ and $\partial_t \vec{v}$. Note that (1.8) becomes $\| \vec{v}_0 \|_{H_{s+2}^{\infty, 2}} \lesssim R$.

By (NL1) $a_{ij}(x, t, \vec{v}) = a_{ij}(x, t, \vec{v})$ and $a(x, 0, \vec{v}_0) \geq \lambda(R)$ as by the Sobolev embedding $\| \vec{v}_0 \|_{L_2^\infty} \lesssim \| \vec{u}_0(x) \|_{H^s} \leq R$. Hence $a(x, t, \vec{v})$ satisfies (L1).

To verify (2.2) we use (NL2), Sobolev embedding and $\| \vec{v}_0 \|_{H_{s+2}^{\infty, 2}} \lesssim R$:

\[
\sum_{j=0}^3 \sum_{\gamma_0 + \cdots + \gamma_{|\alpha|=0} = 0} \| \partial_x^\gamma a(x, 0, \vec{v}_0(x)) \|_{L^\infty} \lesssim \sum_{j=0}^3 \| \partial_x^\gamma a(\vec{v}_0) \partial_x^\gamma \vec{v}_0 \cdots \partial_x^{3\gamma_0} \vec{v}_0 \|_{L^\infty}
\]

\[
\leq C_{3, R}(1 + R^3)
\]
Proceeding analogously and using (3.8), we get
\[ \sum_{j=0}^{3} \| \partial_t \partial_x^j a(x, t, \tilde{v}) \|_{L^\infty} \leq C_{3,M} (1 + M^3) (1 + C(M)) \]
and likewise for \( \tilde{b}^s - \tilde{d}^s \).

For (L3), we compute
\[ \| (x)^2 \partial_x [a(x, 0, \tilde{v}_0)] \|_{L^\infty} \leq \| (x)^2 (\partial_x a(x, 0, \tilde{v}_0) + \partial_t a(x, 0, \tilde{v}_0) \cdot \partial_x \tilde{v}_0) \|_{L^\infty} \]

Using the Fundamental Theorem of Calculus
we get using (NL2), (NL3) and Sobolev embedding
\[ \partial_x a(x, 0, \tilde{v}_0) = a(x, 0, \tilde{0}) + \int_0^1 \partial_x \partial_t a(x, t, \theta \tilde{v}_0) d\theta \cdot \tilde{v}_0 \]
we get using (NL2), (NL3) and Sobolev embedding
\[ \| (x)^2 \partial_x [a(x, 0, \tilde{v}_0)] \|_{L^\infty} \leq \| (x)^2 \partial_x a(x, 0, \tilde{0}) \|_{L^\infty} + \sup_{|\tilde{v}_0| \leq 1, |a| \leq 1} \| \partial_x^2 \partial_x^2 a(x, 0, \tilde{v}) \|_{L^\infty} \| (x)^2 \partial_x^3 \tilde{v}_0 \|_{L^\infty} \leq C_0 + C_{2,R} R \]
Similarly,
\[ \| (x)^2 \partial_x [a(x, t, \tilde{v}(x, t))] \|_{L^\infty}_{t,x} \leq C_0 + 2C_{2,M} (1 + M) (1 + C(M)) \]
Verifying (L3) for \( \tilde{b}^s - d^s \) is similar and involves Taylor expansion of coefficients at \( \tilde{0} = 0 \), chain rule and Sobolev embedding.

**Lemma 3.4.** Let \( \tilde{F}^s \) be from (3.10) and \( E_3^s \) from (3.13) for \( \tilde{u}^s \in X^M_f \). Then for 0 \( \leq s \leq 8 \)
\[ \| \tilde{F}^{s+6}(x, t, (\partial_x^2 \tilde{u})_{0<s<6}) \|_{L^\infty} \leq C(s + 6)C_{s+6,M} (1 + M^{s+6}) \| \tilde{u}^s \|_{L^\infty} \]
\[ \| (x)^2 \tilde{F}^s(x, t, (\partial_x^2 \tilde{u})_{0<s}) \|_{L^\infty} \leq C(s)C_{s,M} (1 + M^s) \| (x)^2 \tilde{u}^s \|_{L^\infty} \]
\[ \| E_3^s(x) \partial_x^2 \tilde{u}^s \|_{L^2} \leq C(s)C_{s,M} (1 + M^4) \| (x)^2 \partial_x^2 \tilde{u}^s \|_{L^2} + \| \partial_x^2 \tilde{u}^s \|_{L^H} \]

Proof. The first two estimates follow immediately from the construction of \( \tilde{F}^s \) and Sobolev embedding.

For the second, by construction \( E_3 \) is a differential operator with coefficients bounded by \( C(s)C_{s,M} (1 + M^4) \) and hence
\[ \| E_3^s(x) \partial_x^2 \tilde{u}^s \|_{L^2} \leq C(s)C_{s,M} (1 + M^4) \| (x)^2 \partial_x^2 \tilde{u}^s \|_{L^H} \]
\[ \leq C(s)C_{s,M} (1 + M^4) \left( \| (x)^2 \partial_x^2 \tilde{u}^s \|_{L^2} + \| \partial_x^2 \tilde{u}^s \|_{L^H} \right) \]
Where the last line follows by interpolation in (3.5).

**Theorem 3.5.** There exists a constant \( A \) obtained using the Theorem 2.1 and depending on data, more precisely \( A = A(R, \lambda_R, C_0, C_{14,R}) \), and \( T = T(M, \lambda_R, C_0, C_{14,M}, C(M)) \) such that for any \( I \subset [0, T] \) a solution \( \tilde{u}^s \in X^M_f \) of (1.6) on \( I \) satisfies
\[ \| \tilde{u}^s \|_{C^{H,s,2}_I} \leq 8AR \]  
(3.15)
Moreover, we can extend \( \tilde{u}^s \) to be in \( X^M_{[0,T]} \) and solve (1.6) on \([0,T] \).
Proof. Note, that the Proposition 2 holds on \([T', T' + T]\) with data \((\vec{u}'(T'), \vec{f}')\) at \(t = T'\), as long as \(\|\vec{u}'(T')\|_{Y} < \frac{M}{8}\), which will hold for any \(T' \in I\) as long as (3.15) is valid. When this is the case, \(\vec{u}'\) can be extended to solve (1.6) on \([0, T' + T]\) in \(X^M_t[0,T'+T]\) and arguing inductively to extend \(\vec{u}'\) to \(I = [0, T]\). Thus it suffices to prove (3.15).

We first complete the proof under the assumption that (3.11) is valid.

By the Lemma 3.3 estimates (3.9), (3.12) and (3.14) are valid. Adding these inequalities and using equivalence of norms (1.5) we get
\[
\|\vec{u}'\|_{C^{0,1}_t H^{8.2}} \leq A(\|\vec{u}_0\|_{H^{8.2}} + \|\vec{f}\|_{L^1_t H^{8.2}}) + AT\|\vec{F}\|_{L^\infty_t L^2} \\
+ AT \left( \sum_{s=1}^{8} \|\|x\|^2 \vec{F}\|_{L^\infty_t L^2} + \sum_{s=0}^{8} \|E_3(x) \partial_x^s \vec{u}'\|_{L^\infty_t L^2} \right)
\]
Using Lemma 3.4 we get
\[
\|\vec{u}'\|_{C^{0,1}_t H^{8.2}} \leq A(\|\vec{u}_0\|_{H^{8.2}} + \|\vec{f}\|_{L^1_t H^{8.2}}) + ATC_{14, M}(1 + M^{18}) \|\vec{u}'\|_{C^{0,1}_t H^{8.2}}
\]
Which after choosing \(T\) small enough proves (3.15).

To remove assumption (3.11) we regularize the data and note that (3.15) is uniform for every \(\|(\vec{u}_0, \vec{f})\|_Y < R\). More precisely, we convolve \((\vec{u}_0, \vec{f})\) with a mollifier \(\chi_m(x) = m\chi(mx)\), where \(\chi \in C^\infty_0(\mathbb{R})\) and \(\int \chi(x)dx = 1\) to get \((\vec{u}_{0,m}, \vec{f}_m)\) in \(\mathcal{S} \times C^0[0,1]\) and \(\lim_{m \to \infty}(\vec{u}_{0,m}, \vec{f}_m) = (\vec{u}_0, \vec{f})\) in \(Y\). Therefore, for \(m\) large enough \(\|(\vec{u}_{0,m}, \vec{f}_m)\|_Y < R\) and by the Corollary 1 the corresponding solution \(\vec{u}^m\) in \(X^M_t \cap C^{0,1}_t H^{8+5.2} \cap C^0_t H^{4+5.2}\) and converges to \(\vec{u}'\) in \(X^M_t\) whenever both are defined.

Applying Theorem 3.5 to \(\vec{u}^m\), for which (3.11) applies, allows us to recover (3.15) for \(\vec{u}\) in the limit as \(m \to \infty\), as the constants \(A\) and \(T\) don’t depend on \(m\). □

4. Removing regularization. We first construct solution \(\vec{u}\) of (1.1) in a topology weaker than \(C^{0,1}_t H^{8.2} \cap C^1_t H^{4.2}\).

Proposition 3. There exists a \(T > 0\) and \(I = [0, T]\) and a sequence of solutions of (1.6) \(\vec{u}_{\varepsilon_n}\) in \(X^M_t\) for \(\varepsilon_n \to 0\), such that \(\vec{u}_{\varepsilon_n} \to \vec{u}\) in \(C^{0,1}_t H^{8.2} \cap C^1_t H^{4.2}\).

Proof. Take a difference of solutions \(\vec{u}'\) and \(\vec{u}''\) in \(X^M_t\) of (1.6) for \(0 < \varepsilon' < \varepsilon \leq 1\):
\[
\begin{align*}
\partial_t(\vec{u}' - \vec{u}'') + N_{\vec{u}', \vec{e}'} - N_{\vec{u}'', \vec{e}''} = -\varepsilon \partial_x^3(\vec{u}' - \vec{u}'') + (\varepsilon - \varepsilon')\partial_x^3 \vec{u}''' \\
\vec{u}' - \vec{u}'''(x, 0) = 0
\end{align*}
\]
(4.1)
Then we can write \(N_{\vec{u}', \vec{e}'} - N_{\vec{u}'', \vec{e}''} = L_{\vec{u}', \vec{e}'}(\vec{u}' - \vec{u}'')\) where by the Fundamental Theorem of Calculus \(L_{\vec{u}', \vec{e}'}\) has the form
\[
\begin{align*}
L_{\vec{u}', \vec{e}'} = a(x, t, (\partial_x^3 \vec{u}')(j \leq 3) &\partial_x^3 + \tilde{b}(x, t, (\partial_x^3 \vec{u}')(j \leq 3), (\partial_x^3 \vec{u}')(j \leq 3))\partial_x^2 \\
&+ \tilde{c}(x, t, (\partial_x^3 \vec{u}')(j \leq 3), (\partial_x^3 \vec{u}')(j \leq 3))\partial_x + \tilde{d}(x, t, (\partial_x^3 \vec{u}')(j \leq 3), (\partial_x^3 \vec{u}')(j \leq 3))I
\end{align*}
\]
with coefficients
\[
\tilde{b}_{ij} = b_{ij}(x, t, \vec{u}_e, \partial^j \vec{u}_e, \partial_x^2 \vec{u}_e) + \partial_x^2 \vec{u}_e, k \int_0^1 \partial_x^2 a_{ik}(x, t, (\partial_x^3 \vec{u}_e)((1 - \theta)\vec{u}_e + \theta \vec{u}_e'), (\alpha \leq 2))d\theta
\]
and similarly for \( \tilde{c}, \tilde{d} \).

By an argument identical to the Lemma \ref{lem:3.3}, for \( \tilde{u}, \tilde{v} \in X^M_I, L_{\tilde{u}, \tilde{v}} \) satisfies (L1)–(L3) with bounds \( \tilde{C}_0, C_1 \) dependent on the same parameters as in Lemma \ref{lem:3.3}. Hence for an appropriate \( T \) Theorem \ref{thm:2.1} applied to (4.1) gives

\[
\| \tilde{u}^\varepsilon - \tilde{u}^\varepsilon' \|_{C^0_{\varepsilon} H^{s,2}} \leq A(\varepsilon - \varepsilon') \| \partial_x^4 \tilde{u}^\varepsilon' \|_{L^1_T L^2_x} \leq AT M (\varepsilon - \varepsilon')
\]

(4.2)

We then use that \( \| \tilde{u}^\varepsilon - \tilde{u}^\varepsilon' \|_{C^0_{\varepsilon} H^{s,2}} \leq 2M \) and for \( 0 < 1 \leq 1 \) interpolate \( H^{13} \) between \( L^2 \) and \( H^{8+6} \subset H^{8,2} \) to get

\[
\| \tilde{u}^\varepsilon - \tilde{u}^\varepsilon' \|_{L^\infty_T H^{13}} \leq \| \tilde{u}^\varepsilon - \tilde{u}^\varepsilon' \|_{L^\infty_T L^2_x} \| \tilde{u}^\varepsilon - \tilde{u}^\varepsilon' \|_{L^\infty_T H^{20}} \leq [(\varepsilon - \varepsilon') AT] M (2M)^{12}
\]

(4.3)

Hence by completeness of \( C^0_{\varepsilon} H^{13}_x \) we can take a sequence \( \varepsilon_n \to 0 \) to construct \( \tilde{u} = \lim_{\varepsilon_n \to 0} \tilde{u}^\varepsilon \).

Note, that \( L^\infty_T H^{14} = (L^1_T H^{-14})^* \), and hence the closed unit ball in it is weak-* compact by the Banach-Alaoglu theorem. As a consequence, the sequence \( \tilde{u}^\varepsilon_n \in X^M_I \subset L^\infty_T H^{8,2}_x \) has a weak limit \( \tilde{u} \in L^\infty_T H^{14}_x \) up to a subsequence. Hence, for a.e. \( x \), there is a further subsequence, such that \( \tilde{u}^\varepsilon_n (x) \to \tilde{u} (x) \). But by uniqueness of limits \( \tilde{v} = \tilde{u} \). A similar argument for \( L^\infty_T H^8((x)^4 \, dx) \) gives

\[
\tilde{u}^\varepsilon_n \to \tilde{u} \in L^\infty_T H^{8,2}
\]

(4.4)

Using Fatou lemma gives \( \| \tilde{u} \|_{L^\infty_T H^{8,2}} \leq M \).

For strong convergence in \( C^0_T H^{8-1,2} \) we multiply (4.1) by \( \langle x \rangle^2 \) and rewrite it as

\[
\begin{cases}
\partial_t \langle x \rangle^2 (\tilde{u}^\varepsilon - \tilde{u}^\varepsilon') + L_{\tilde{u}^\varepsilon, \tilde{u}^\varepsilon'} \langle x \rangle^2 (\tilde{u}^\varepsilon - \tilde{u}^\varepsilon') = -\varepsilon \partial_x^4 \langle x \rangle^2 (\tilde{u}^\varepsilon - \tilde{u}^\varepsilon') \\
+ (\varepsilon - \varepsilon') \langle x \rangle^2 \partial_x^2 \tilde{u}^\varepsilon' + E_3 \langle x \rangle (\tilde{u}^\varepsilon - \tilde{u}^\varepsilon')
\end{cases}
\]

with \( E_3 = [-\varepsilon \partial_x^4 - L_{\tilde{u}^\varepsilon, \tilde{u}^\varepsilon'} \langle x \rangle^2] \) is an order 3 differential operator with coefficients bounded by \( 4 + C_{1,M}(1 + M) \). Applying Theorem \ref{thm:2.1} all terms are treated as in the proof of (4.3), except we use (3.5) to interpolate

\[
\| E_3 \langle x \rangle (\tilde{u}^\varepsilon - \tilde{u}^\varepsilon') \|_{L^\infty_T L^2_x} \lesssim M, C_{1,M} \| \tilde{u}^\varepsilon - \tilde{u}^\varepsilon' \|_{L^\infty_T L^8_x} \| \langle x \rangle^2 (\tilde{u}^\varepsilon - \tilde{u}^\varepsilon') \|_{L^\infty_T L^2_x} \to 0
\]

as \( \varepsilon, \varepsilon' \to 0 \). Interpolating \( H^{8-1} \) between \( L^2 \) and \( H^8 \) implies \( \langle x \rangle^2 \tilde{u}_{\varepsilon_n} \to \langle x \rangle^2 \tilde{u} \) in \( C^0_T H^{8-1} \).

Finally, using (4.1) and Lemma \ref{lem:3.2} implies \( \partial_t \tilde{u}_{\varepsilon_n} \to \partial_t \tilde{u} \in C^0_T H^{4,2} \).

Moreover, for uniqueness of the limit we use (4.3) for \( \tilde{u}^\varepsilon = \tilde{u} \) and \( \tilde{u}^\varepsilon' = \tilde{u}' \) for \( \varepsilon = \varepsilon' = 0 \). The regularity in the Proposition \ref{prop:3} is enough for the Lemma \ref{lem:3.3} to be valid. Moreover, as Theorem \ref{thm:2.1} is valid for \([-T, T]\), when \( \varepsilon = 0 \) we get uniqueness for \([-T, T]\).

We now aim to recover the loss of the derivative in Proposition \ref{prop:3} following the regularization method of Bona-Smith [2]. That is we regularize the data with a parameter \( \kappa \) and then apply the Theorem \ref{thm:2.1} for the difference at the top level of regularity keeping a careful track of \( \kappa \).
4.1. Data regularization. Let $0 \leq \phi(\xi) \leq 1$ be a radial smooth bump

$$\phi(|\xi|) = \begin{cases} 1, & \text{if } |\xi| \leq 1 \\ 0, & \text{if } |\xi| \geq 2 \end{cases}$$

Define for all $0 < \kappa \leq 1$, $\hat{u}_{0,\kappa} = \hat{u}_0 \cdot \phi(\kappa|\xi|)$.

**Lemma 4.1.** Let $\mathcal{K} \in H^{14}$ be a compact set. Then $\forall \kappa > 0$, and any $\hat{u}_0 \in \mathcal{K}$, $\hat{u}_{0,\kappa} \in \mathcal{S}$ satisfies

$$\|\hat{u}_{0,\kappa}\|_{H^{14},j} = O(\kappa^{-j}) \text{ for all } j \geq 0$$

$$\|\hat{u}_{0,\kappa} - \hat{u}_0\|_{L^2} = o(\kappa^{14}) \text{ and } \|\hat{u}_{0,\kappa} - \hat{u}_0\|_{H^{14}} = o(1)$$

with the convergence rate dependent on $\kappa$.

**Proof.** Let $j \geq 0$ and $0 < \kappa < 1$

$$\|u_{0,\kappa} - u_0\|_{L^2}^2 = \int_{|\xi| \leq \frac{1}{2}} (1 + |\xi|^2)14|\hat{u}_0(\xi)|^2(1 + |\xi|^2)^j \phi(\kappa |\xi|)^2d\xi \leq \left(\frac{3}{\kappa}ight)^2\|u_0\|_{H^{14}}^2$$

(4.6)

Which proves (4.5a).

For (4.5b) is suffices to show the first estimate, with the second done identically. By the Fundamental Theorem of Calculus:

$$\|u_{0,\kappa} - u_0\|_{L^2}^2 = \int (\phi(\kappa |\xi|) - 1)^2|\hat{u}_0(\xi)|^2d\xi \leq \int \left(\sup_{\eta \in B^\kappa(\xi)} |\phi'(\eta)|\right)^2 \kappa^2|\hat{u}_0|^2d\xi$$

where we used $\phi(0) = 1$ and defined $B_{\kappa}(\xi) = [-\kappa |\xi|, \kappa |\xi|]$. As $\partial^j_\xi \phi(0) = 0$ for all $j > 0$, we can continue with the Taylor expansion of $|\phi(j)(\eta)|$ 14 times and then use $\partial^j_\xi \phi \equiv 0$ on $B_1(0)$ for $j > 0$ to conclude

$$\|u_{0,\kappa} - u_0\|_{L^2}^2 \leq \kappa^{28}||\partial^1_{\xi} \phi||_{L^\infty}^2 \int_{|\xi| \geq \frac{1}{2}} |\xi|^{14}\hat{u}_0|^2d\xi$$

The $o(1)$ rate comes by the Lebesgue Dominated Convergence that is uniform for $\hat{u}_0$ in a compact $K$.

**Lemma 4.2.** Lemma 4.1 is valid with weights. That is for $K \in H^{8,2}$

$$\|\langle x \rangle^2 \hat{u}_{0,\kappa}\|_{H^{8,j}} = O(\kappa^{-j}) \text{ for all } j \geq 0$$

$$\|\langle x \rangle^2 (\hat{u}_{0,\kappa} - \hat{u}_0)\|_{L^2} = o(\kappa^8) \text{ and } \|\langle x \rangle^2 (\hat{u}_{0,\kappa} - \hat{u}_0)\|_{H^s} = o(1)$$

**Proof.** The Lemma 4.1 is valid for $\langle x \rangle^2 \hat{u}_{0,\kappa}$ (with obvious modification of 14 to 8), so it suffices to show that $\hat{v}_\kappa = \langle x \rangle^2 \hat{u}_{0,\kappa} - \langle x \rangle^2 \hat{u}_0$ has norms $\hat{v}_\kappa\|_{H^s} = O(\kappa^{-N})$ for all $s$ and $N$.

Using $\langle x \rangle^2 - \langle x - y \rangle^2 = 2(x - y) \cdot y + |y|^2$ we get

$$\hat{v}_\kappa(x) = \int \left(2(x - y) \cdot y + |y|^2\right) \hat{u}_0(x - y) \frac{1}{\kappa}\phi(\frac{y}{\kappa})dy$$

Hence

$$\hat{v}_\kappa(\xi) = (2\hat{u}_0(\xi)\kappa^j\partial_\xi \phi(\kappa \xi) - \hat{u}_0(\xi)\kappa^2\partial^2_\xi \phi(\kappa \xi))$$

and as $\partial^j_\xi \phi(0) = 0$ for $j \geq 1$ we can get arbitrarily high power of $\kappa$ by Taylor expanding $\partial_\xi \phi$. Thus remark follows, as $x\hat{u}_0$ and $\hat{u}_0 \in L^2$. 

\Box
Remark 2. Lemmata 4.1 and 4.2 hold for $K \in L^1_t H^{8,2}$ or $K \in C^0_t H^{8,2}$. That is for each $f \in K$, there is $f_k \in L^1_t \mathcal{K}$, such that
\[
\|f_k - f\|_{L^1_t L^2} = o(k^{14}) \quad \|x\|^2 (f_k - f)\|_{L^1_t L^2} = o(k^8)
\]
and similarly for $K \in C^0_t H^{4,2}$.

For $L^1_t H^{8,2}$ redo the Lemmas using
\[
\lim_{\kappa \to 0} \int_1 \int_{|\xi| \geq \frac{1}{\kappa}} (1 + |\xi|^2)^{14} |\hat{f}|^2 d\xi = 0,
\]
for $o(1)$ convergence rate, which follows from Lebesgue Dominated convergence in $t$ and $\xi$.

Finally, for $f \in C^0_t H^{4,2}$ we use the continuity of $f$ to see that $f(I)$ is a compact set in $H^{4,2}$.

Putting together Lemmata 4.1 and 4.2 and Remark 2 we get

**Proposition 4.**
\[
\|\langle \hat{u}_0, \hat{f} \rangle - \langle \hat{u}_{0,\kappa}, \hat{f}_k \rangle\| \equiv o(1)
\]
and $(\hat{u}_{0,\kappa}, \hat{f}_k) \in L^1 H^{8+2} \times (L^1_{[-1,1]} H^{8+2} \cap C^0_{H^4})$ with $O(k^{-s})$ norms for $s \geq 0$.

We now want to improve the result of the Proposition 3 for the solution $\vec{u}_\kappa$ of (1.6) for data $(\hat{u}_{0,\kappa}, \hat{f}_k)$. By the Proposition 4, for $\kappa > 0$ small enough $\|\langle \hat{u}_{0,\kappa}, \hat{f}_k \rangle\| < R$, hence the Theorem 3.5 applies to the $\vec{u}_\kappa$. Moreover, by Proposition 2, $\vec{u}_\kappa \in C^0 H^{8+2} \cap C^1 H^{4+2}$ for any $s \geq 0$. In fact, $\vec{u}_\kappa$ satisfies the following uniform bound

**Proposition 5.** For interval $I$ from Theorem 3.5 there exist a constant $C$ independent of $\varepsilon$ and $\kappa$, such that for $j = 1, 2, 3$:
\[
\|\vec{u}_\kappa\|_{C^0_H H^{8+j,2}} \leq C(\|\hat{u}_{0,\kappa}\|_{H^{8+j,2}} + \|\hat{f}_k\|_{L^1_t H^{8+j,2}}) = O(k^{-j})
\]

**Proof.** Let $I_k = [k\bar{T}, (k+1)\bar{T}]$ for $\bar{T}$ to be fixed below and $0 \leq k\bar{T} \leq T - \bar{T}$. Then considering (1.6) with data $(\vec{u}_\kappa, \hat{f}(t + k\bar{T}))$ Lemma 3.3 is valid on $I_k$ and Lemma 3.4 can be refined to hold for $0 \leq s \leq 8 + j$. Namely, there’s no way to get terms involving $\partial_t^{14} \vec{u} - \partial_x^{14+j} \vec{u}$ by differentiating $N_{\vec{u}}(\vec{u})$ 17 times. This gives
\[
\|\vec{u}_\kappa\|_{C^0_{H^{8+j,2}} \leq C(\|\vec{u}_\kappa\|_{H^{8+j,2}} + \|\hat{f}_k\|_{L^1_t H^{8+j,2}})
\]
with $C = A(\|\langle \hat{u}_{0,\kappa}, \hat{f}_k \rangle\| \equiv o(1)$ from Theorem 2.1. Choosing $\bar{T}$ small enough and inducting on $k$ finishes the proof.

Hence interpolating $\|\vec{u}_\kappa - \vec{u}_\kappa\|_{C^0_H H^{14}}$ between $L^2$ estimate in (4.2) and $H^{15}$ in (4.7) gives that $\vec{u}_\kappa \in C^0_t H^{14}$. Doing the same with weights, implies
\[
\vec{u}_\kappa \in C^0_t H^{8,2}
\]
4.2. Uniform convergence.

**Theorem 4.3.** $\vec{u}_κ → \vec{v}$ as $κ → 0$ in $L^∞ T^∞ H^1$ uniformly in $0 < ε ≤ 1$. Moreover, this convergence is uniform for $\vec{v}$ coming from data in a compact set $K ∈ B_R(0)$, where $B_R(0)$ is a ball of radius $R$ centered at 0 in $Y$.

**Proof.** Redoing (4.2) for $\vec{u}$ and $\vec{u}_κ$ we get

$$∥\vec{u} - \vec{u}_κ∥_{L^∞ T^∞ L^2} ≤ A(||\vec{u}_0 - \vec{u}_0,κ||_{L^2} + ||\vec{f} - \vec{f}_κ||_{L^1 L^2}) = o(κ^{14}) \tag{4.9}$$

where the last identity is by (4.5b) and Remark 2.

We then subtract (3.10) for $\vec{u}_κ$ from (3.10) for $\vec{u}$ with $s = 14$ and rewrite it as

$$\begin{cases}
\partial_0 \partial_x^{14} (\vec{u} - \vec{u}_κ) + N_{14}(\vec{u} - \vec{u}_κ) = -κ\partial_x^{18}(\vec{u} - \vec{u}_κ) + \partial_x^{14}(\vec{f} - \vec{f}_κ) + F^{14}_κ + (N_{14} - N_{14})\vec{u}_κ \\
\partial_x^{14}(\vec{u} - \vec{u}_κ)(x,0) = \partial_x^{14}(\vec{u}_0(x) - \vec{u}_0,κ(x))
\end{cases}$$

where $N_{14}$ is the operator from the Lemma 3.3 for $s = 14$ with coefficients evaluated at $\vec{u}$ and $F^{14}_κ = F^{14}(x,t,\vec{u},\ldots,\partial_x^{13} \vec{u}^s)$, and likewise $N_{14}κ$ and $F^{14}_κ$ are evaluated at $\vec{u}_κ$ respectively. Therefore, assuming (3.11), we apply the Theorem 2.1:

$$∥\partial_x^{14} (\vec{u} - \vec{u}_κ)∥_{L^∞ T^∞ L^2} ≤ A(||\partial_x^{14} (\vec{u}_0 - \vec{u}_0,κ)||_{L^2} + ||\partial_x^{14} (\vec{f} - \vec{f}_κ)||_{L^1 L^2}) + A||F^{14}_κ - F^{14}_κ||_{L^1 L^2} + A||(N_{14,κ} - N_{14})\vec{u}_κ||_{L^1 L^2} ≡ I_1 + I_2 + I_3$$

We estimate the right hand side term by term. By the Proposition 4, $I_1 = o(1)$ as $κ → 0$.

For $I_2$ we write by the Fundamental Theorem of Calculus,

$$F^{14}_κ - F^{14}_κ = \sum_{α ≤ 13}^1 \int_0^1 \frac{∂F^{14}_κ}{∂x^α}(x,t, (\partial_κ^{α}(θ\vec{u}_κ + (1 - θ)\vec{u}_κ)))_{β ≤ 13} dθ \cdot \partial_x^α (\vec{u} - \vec{u}_κ)$$

Hence by Sobolev

$$I_2 ≤ ATC_{15,M}(1 + M^{14})||\vec{u} - \vec{u}_κ||_{L^∞ T^∞ H^{13}}$$

We then interpolate $H^{13}$ between $L^2$ and $H^{14}$ as in (4.3) using (4.9):

$$∥\vec{u} - \vec{u}_κ∥_{L^∞ T^∞ H^{13}} ≤ ∥\vec{u} - \vec{u}_κ∥_{L^∞ T^∞ L^2} + ∥\vec{u} - \vec{u}_κ∥_{H^{14}} ≤ o(κ)$$

For $I_3$, we proceed as for $I_2$ using Fundamental Theorem of Calculus

$$(N_{14,κ} - N_{14})\vec{u}_κ = \int_0^1 \frac{∂u}{∂x^α}(x,t, (\partial_κ^{α}(θ\vec{u}_κ + (1 - θ)\vec{u}_κ)))_{β ≤ 2} dθ \cdot \partial_x^α (\vec{u}_κ - \vec{u}_κ)\partial_x^{17} \vec{u}_κ$$

Hence by the Cauchy-Schwarz and Sobolev:

$$∥(N_{14,κ} - N_{14})\vec{u}_κ∥_{L^1 L^2} ≤ C_{5,M}(1 + M^3)∥\vec{u} - \vec{u}_κ∥_{L^∞ T^∞ H^2}∥\vec{u} - \vec{u}_κ∥_{L^∞ T^∞ L^2}$$

Thus by (4.9) and (4.7)

$$I_3 = o(κ^{17})O(κ^{-3}) = o(κ^{14})$$

Combining the estimates for terms $I_1$-$I_3$, (4.9) and using equivalence of norms (1.5) gives $\vec{u}_κ → \vec{u}$ in $C^0 H^{14}$ provided (3.11) is valid.

To finish the proof without (3.11), we proceed as in the proof (3.5), except when we regularize the data $(\vec{u}_0,m,\vec{f}_m) → (\vec{u}_0,\vec{f})$ in $Y$, we use compactness of $K = \{(\vec{u}_0,m,\vec{f}_m)\} ∪ \{(\vec{u}_0,\vec{f})\}$ in $Y$ to ensure that the convergence rate $\vec{u}_m,κ → \vec{u}_m$
as \( \kappa \to 0 \) is uniform in \( m \).

Finally, as the rate of convergence in \( \kappa \) comes from Lemma 4.1 as longs as \( \| (\vec{u}_0, \vec{f}) \|_Y < R \), it remains valid for data in a compact set \( K \subset B_R(0) \).

Redoing the Proposition 4.3 with weights, we get \( \vec{u}_\kappa^\varepsilon \to \vec{u}^\varepsilon \) in \( C^0_I H^{8,2} \).

### 4.3. Time continuity and continuous dependence.

By the Proposition 3 \( \vec{u}^\varepsilon - \vec{u}_\kappa^\varepsilon \to \vec{u} - \vec{u}_\kappa \) in \( L^\infty_I H^{14} \). Thus for fixed \( \kappa \), we apply Fatou’s lemma to \( \int \partial_x^{14} (\vec{u}^\varepsilon - \vec{u}_\kappa^\varepsilon) \cdot \vec{\phi} \, dx \) for a vector valued test function \( \vec{\phi} \in C_0^\infty(R) \) to get

\[
\| \vec{u} - \vec{u}_\kappa^\varepsilon \|_{L^\infty_I H^{14}} \leq \liminf_{\varepsilon \to 0} \| \vec{u}^\varepsilon - \vec{u}_\kappa^\varepsilon \|_{L^\infty_I H^{14}} = o(1) \quad (4.10)
\]

as \( \kappa \to 0 \). Thus the Theorem 4.3 is also valid with \( \varepsilon = 0 \).

Combining (4.10) with (4.8), gives \( \vec{u} \in C^0_I H^{14} \). Moreover,

\[
\vec{u}^\varepsilon - \vec{u} = (\vec{u}^\varepsilon - \vec{u}_\kappa^\varepsilon) + (\vec{u}_\kappa^\varepsilon - \vec{u}) + (\vec{u}_\kappa^\varepsilon - \vec{u}_\kappa)
\]

with the first two terms that go to 0 as \( \kappa \to 0 \) in \( C^0_I H^{14} \) uniformly in \( \varepsilon \) and the last term goes 0 for each fixed \( \kappa \). Hence \( \vec{u}^\varepsilon \to \vec{u} \) in \( C^0_I H^{14} \).

Redoing the same argument with weights proves \( \vec{u} \in C^0_I H^{8,2} \)

\[
\lim_{\varepsilon \to 0} \| \vec{u}^\varepsilon - \vec{u} \|_{C^0_I H^{8,2}} = 0 \quad (4.11)
\]

with the convergence rate dependent on the data profile, namely the compact set \( K \subset Y \).

**Proposition 6.** Suppose \( (\vec{u}_{0,m}, \vec{f}_m) \to (\vec{u}_0, \vec{f}) \) in \( Y \). Then the respective solutions of (1.1) \( \vec{u}_m \to \vec{u} \) in \( X_I = C^0_I H^{8,2} \cap C^1_I H^{1,2} \).

**Proof.** For \( m \) large enough the data have size less that \( R \). For such \( m \) we write

\[
\vec{u}_m - \vec{u} = (\vec{u}_m - \vec{u}_m^\varepsilon) + (\vec{u}_m^\varepsilon - \vec{u}) + (\vec{u}_m^\varepsilon - \vec{u}_m)
\]

The first two terms converge to 0 in \( C^0_I H^{8,2} \) as \( \varepsilon \to 0 \) uniformly in \( m \) by compactness of data, while the third goes to 0 as \( m \to \infty \) for each fixed \( \varepsilon \) by the Corollary 1.

For the \( C^1_I H^{1,2} \) use (1.1) and Lemma 3.2.

Finally, for Persistence of Regularity for (1.1), proceed inductively \( s = 15, 16, \ldots \) as in the Proposition 5, applying Theorem 2.1 for (3.10), so that for each step terms from the Lemma 3.4 are controlled by the previous step. Then remove 3.11 by the Proposition 6. This completes the proof of the Main Theorem 1.1.

**Acknowledgement.** Results of this paper were obtained during my Ph.D. studies at the University of Chicago and are also contained in my thesis [1]. I would like to express immense gratitude to my supervisor Carlos Kenig, whose guidance and support were essential for the successful completion of this project.

I would also like to thank A. Allan, F. Chung, N. Longo and W. Schlag for useful conversations regarding this work and the referee for offering helpful suggestions that improved the presentation of this work.
REFERENCES

[1] T. Akhunov, Local well posedness of dispersive systems in one dimension, Ph.D. thesis, University of Chicago, 2011.

[2] J. L. Bona and R. Smith, The initial-value problem for the Korteweg-de Vries equation, Philos. Trans. Roy. Soc. London Ser. A 278 (1975), no. 1287, 555–601.

[3] A. Constantin and L. Molinet, Global weak solutions for a shallow water equation, Comm. Math. Phys. 211 (2000), no. 1, 45–61.

[4] P. Constantin and J.-C. Saut, Local smoothing properties of dispersive equations, J. Amer. Math. Soc. 1 (1988), no. 2, 413–439.

[5] W. Craig, T. Kappeler, and W. Strauss, Gain of regularity for equations of KdV type, Ann. Inst. H. Poincaré Anal. Non Linéaire 9 (1992), no. 2, 147–180.

[6] W. Craig, T. Kappeler, and W. Strauss, Microlocal dispersive smoothing for the Schrödinger equation, Comm. Pure Appl. Math. 48 (1995), no. 8, 769–860.

[7] S. Doi, On the Cauchy problem for Schrödinger type equations and the regularity of solutions, J. Math. Kyoto Univ. 34 (1994), no. 2, 319–328.

[8] S. Doi, Smoothing effects for Schrödinger evolution equation and global behavior of geodesic flow, Math. Ann. 318 (2000), no. 2, 355–389.

[9] N. Hayashi and T. Ozawa, Remarks on nonlinear Schrödinger equations in one space dimension, Differential Integral Equations 7 (1994), no. 2, 453–461.

[10] L. Hörmander, Lectures on nonlinear hyperbolic differential equations, Mathématiques & Applications (Berlin) [Mathematics & Applications], vol. 26, Springer-Verlag, Berlin, 1997.

[11] T. Kato, On the Cauchy problem for the (generalized) Korteweg-de Vries equation, Studies in applied mathematics, Adv. Math. Suppl. Stud., vol. 8, Academic Press, New York, 1983, pp. 93–128.

[12] C. E. Kenig, G. Ponce, and L. Vega, Small solutions to nonlinear Schrödinger equations, Ann. Inst. H. Poincaré Anal. Non Linéaire 10 (1993), no. 3, 255–288.

[13] C. E. Kenig, G. Ponce, and L. Vega, A bilinear estimate with applications to the KdV equation, J. Amer. Math. Soc. 9 (1996), no. 2, 573–603.

[14] C. E. Kenig, G. Ponce, and L. Vega, The Cauchy problem for quasi-linear Schrödinger equations, Invent. Math. 158 (2004), no. 2, 343–388.

[15] C. E. Kenig and G. Staffilani, Local well-posedness for higher order nonlinear dispersive systems, J. Fourier Anal. Appl. 3 (1997), no. 4, 417–433.

[16] S. N. Kruzhkov and A. V. Faminski, Generalized solutions of the Cauchy problem for the Korteweg-de Vries equation, Mat. Sb. (N.S.) 120(162) (1983), no. 3, 396–425.

[17] W. K. Lim and G. Ponce, On the initial value problem for the one dimensional quasi-linear Schrödinger equations, SIAM J. Math. Anal. 34 (2002), no. 2, 435–459 (electronic).

[18] J. L. Marzuola, J. Metcalfe, and D. Tataru, Quasilinear Schrödinger equations I: Small data and quadratic interactions, preprint (2011), arXiv:1106.0490.

[19] S. Mizohata, On the Cauchy problem, Notes and Reports in Mathematics in Science and Engineering, vol. 3, Academic Press Inc., Orlando, FL, 1985.

[20] P. Sjölin, Regularity of solutions to the Schrödinger equation, Duke Math. J. 55 (1987), no. 3, 699–715.

[21] L. Vega, Schrödinger equations: pointwise convergence to the initial data, Proc. Amer. Math. Soc. 102 (1988), no. 4, 874–878.

Received xxxx 20xx; revised xxxx 20xx.

E-mail address: takhunov@ucalgary.ca