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Abstract

Deep learning is a wildly popular topic in machine learning and is structured as a series of nonlinear layers that learn various levels of data representations. To implement various computer models, deep learning employs numerous layers to represent data abstractions. Deep learning approaches like generative, discriminative models and model transfers approaches have transformed information processing. This article proposes a comprehensive review of various deep learning algorithms Multi layer perception (MLP), Self-organizing map (SOM) and deep belief networks (DBN) algorithms. It first briefly introduces historical and recent state-of-the-art reviews with suitable architectures and implementation steps. Then the various applications of those algorithms in various fields such as speech recognition engineering, medical applications, natural language processing, material science and remote sensing applications, etc are classified.

1. Introduction:

Nowadays, deep learning models significantly impact extracting information or hidden patterns from enormous amounts of data with greater accuracy. Compared to conventional machine learning approaches, deep learning can solve complex problems and correlate the interdependent variables. However, traditional neural networks SOM, MLP and DBN have limited high-level data abstraction, which can be alleviated, when combined with deep neural nets. This paper analyzes different hybrid neural networks MLP, SOM and DBN with deep learning models and the techniques used to improve the performance of the model. The hybrid architecture of the algorithms with CNN produces better results compared to standalone CNN models.

2. Multi-layer Perceptron (MLP):

It is the commonly used neural network based on supervised learning in which information flows in one direction, and it has no loops. The main objective is to find the optimized function $f()$ that maps input to the desired output and learning the optimized value of bias($\theta$) for it. Learning occurs in the MLP Using a back propagation algorithm by adjusting the connection weights when there is a deviation from the expected output and the actual output. Their main applications are to solve optimization problems in the area of finance, transportation, fitness and energy.

2.1 Architecture, Algorithm and Characteristics of MLP:

It has three layers, namely the input, output and one or more hidden layers. The input layer collects the input features to be processed. An arbitrary number of hidden layers lies between both the input and output layers. They work as the computational unit of the MLP. The output unit performs tasks such as prediction and classification.

Property 1
Universality

MLP is capable of learning both linear as well as non-linear functions. MLPs are designed to approximate any continuous function and can solve problems that are not linearly separable.

Property 2

Adaptive learning and Optimal

MLP can learn how to do tasks from the data given for training and initial experience. MLP minimizes the loss function. Hence it is optimal. Learning the function that maps the inputs to the outputs reduces the loss to an acceptable level.

Property 3

Stochastic

MLP is a stochastic program. In a stochastic program, some or all problem parameters are uncertain and use probability distributions to solve highly complex optimization problems.

Property 4

The power of depth

Compared to shallow ones, deep nets can represent some functions more compactly, such as parity function and a deep network, whose size is linear in the number of inputs computes it.

2.2 Application of MLP:

There are various convolution neural network-based models for remote sensing image classification and better performance. VHR remote sensing image scene classification plays a vital role in remote sensing research; hence they help manage land resources, urban planning, tracking of disasters, and traffic monitoring. Osama A. Shawky et al. (2020) proposed a VHR(Very High Resolution) image scene classification model comprising three phases: Data augmentation to learn robust features, a pre-trained CNN model to extract features from the original image, and an adaptive gradient algorithm multi-layer perceptron to improve the accuracy of the classifier.

With the advent of modern remote sensing technologies, various very fine spatial resolutions (VFSR) dataset is now commercially available. These VFSR images have opened up many opportunities such as urban land use rescue, agriculture, and tree crown description. Zhang, C. et al.(2018) proposed a hybrid classification system that combines the contextually based classifier CNN and pixel-based classifier MLP with a rule-based decision fusion strategy. The decision fusion rules formed based on the confidence distribution of the contextual-based CNN classifier. If the input image patch is at the homogeneous region, the confidence is high.
On the other hand, if the image pixels contains other land cover classes as related information, the confidence is low. As a result, the MLP can rectify the classified pixels with low confidence at the pixel level. This paper also compares the proposed method's performance with benchmark standards such as pixel-based MLP, spectral texture-based MLP, and contextual-based CNN classifiers.

Md Manjurul Ahsan et al. (2020) proposed a hybrid model with a combination of a Convolutional Neural Network (CNN) and Multilayer Perceptron (MLP) in which MLP handles the numerical/categorical data, and CNN extracts features from the X-ray images. Parameter tuning using the grid search method to decide the number of hidden layers, number of neurons, epochs, and batch size. Meha Desai et al.(2020), in their study, compare and analyze the function and designing of MLP and CNN for the application of breast cancer detection and conclude CNN give slightly higher accuracy than MLP.

Vinod Kumar et al.(2020) suggested a hybrid CNN-MLP model that analyzes novel and diversified attacks. The problem of intrusion detection is a classification task using machine learning and deep learning techniques. The model used feature selection and reduction techniques, random forest regressor, along the correlation parameter. The CICIDS2017 dataset used the performance of the proposed model outperforms that of the performance of the individual CNN and MLP models. Hanwen Feng et al.(2020) suggested a CNN model for Classification of Points of Interest in Side-channel attacks and compared it with MLP and concludes MLP is more suitable for PCA traces and CNN is for POI traces; shorter traces improves the classification results. Bikku(2020) proposed a model using MLP to predict future health risk with a certain probability, compare it with LSTM and RNN, and suggest MLP outperforms the other two. Salah, L. B(2019) presented a model to control a bioreactor using deep learning feed-forward neural networks with different MLP structures. The trained model emulates the inverse dynamics of the bioreactor and then uses neural controllers for neural control strategies of the chosen bioreactor. [8]

S..Bairavel et al. (2020) suggested a model for multimodal sentiment analysis using feature-level fusion technique and novel oppositional grass bee optimization (OGBEE) algorithm for fusing the extracted features from different modalities and MLP for classification.[9] Foody. G et al. compared three different neural network approaches, MLP, RBF and PNN, for Thematic mapping from remotely sensed data. For the proposed model, PNN outperforms. [10] Singh, N.H. et al.(2018) designed a model to find the optimal collision-free path and control the robot's speed in a dynamic environment for the mobile robots to reach the destination using MLP. The ultrasonic sensors in the robot sense the obstacle in its path and calculate the distance between them. [11] Meng Wang et al. (2020) devised a model to detect the Distributed Denial of Service (DDoS) attack using MLP with feature selection for optimal feature selection and the Back Propagation algorithm to reconstruct the detector when errors are perceived. The model comprises three modules knowledge base, detection model, and feedback mechanism and MLP act as binary classifier during attack detection.[12]

The model proposed by Morteza Taki et al.(2018) predicts the irrigated and rainfed wheat output energy using artificial network models MLP, RBF and Gaussian Process Regression (GPR). The RBF model
performs better than the other two models in predicting wheat output energy under various irrigated and rainfed farms. [13]
| Author & Year | The objective of the articles | Experimental design Techniques | Datasets used | Response and Performance measure |
|--------------|--------------------------------|--------------------------------|---------------|----------------------------------|
| A. Shawky et al. (2020) | Remote sensing image scene classification using CNN-MLP with data augmentation | Augmentation to expand the image dataset, pre-trained CNN (pre-trained on the ImageNet dataset) model for feature extraction, Adaptive gradient with MLP for classification | VHR image datasets used | Accuracy UC-Merced dataset: 99.86 AID Dataset: 98.10 NWPU-RESISC45 dataset: 97.40 |
| Zhang, C. et al. (2018) | A hybrid MLP-CNN classifier for very fine resolution remotely sensed image classification | Contextual-based classifier CNN, pixel-based classifier MLP with shallow structures | Custom dataset with aerial imagery of Southampton with 50 cm spatial resolution and four multispectral bands (Red, Green, Blue and Near Infrared). Two study sites S1 (3087 X 2750 pixels) and S2 (2022 X 1672 pixels) | Accuracy: 89.64 |
| Md Manjurul Ahsan et al.,(2020) | Deep MLP-CNN Model Using Mixed-Data to Distinguish between COVID-19 and Non-COVID-19 Patients | MLP to analyze and classify numerical or categorical data and CNN to analyze and classify the X-ray image | COVID-19 data set collected from the open-source GitHub repository | For balanced dataset, Adam algorithm achieved highest accuracy of 96.3 For imbalanced dataset, Rmsprop algorithm achieved highest accuracy of 95.38 |
| Author & Year                  | The objective of the articles                                                                 | Experimental design Techniques | Datasets used                                                                 | Response and Performance measure |
|-------------------------------|----------------------------------------------------------------------------------------------|--------------------------------|-------------------------------------------------------------------------------|----------------------------------|
| Meha Desai et al.,(2020)      | An anatomization on breast cancer detection and diagnosis employing multi-layer perceptron neural network (MLP) and Convolutional neural network (CNN) | CNN                            | BreakHis dataset                                                             | 98.86                            |
|                               |                                               | CNN                            | Mammographic Image Analysis Society database                                  | 82.71                            |
|                               |                                               | MLP                            | Digital database for Screening Mammograms (DDSM) are used                     | 65.21                            |
|                               |                                               | MLP                            | Wisconsin breast cancer dataset                                               | 95.74                            |
|                               |                                               | MLP                            | WDBC dataset                                                                  | 97.51                            |
| Vinod Kumar et al. (2020)     | Evaluating Hybrid Cnn-Mlp Architecture For Analyzing Novel Network Traffic Attacks              | feature selection and reduction technique - random forest regressor with the correlation parameter, hybrid CNN-MLP architecture for classification | CICIDS2017 dataset               | Analyzing the novel and diversified attacks. |
|                               |                                               |                                |                                                                               | Accuracy 0.972                   |
|                               |                                               |                                |                                                                               | Precision 0.9827                |
|                               |                                               |                                |                                                                               | Recall 0.9813                    |
| Hanwen Feng et al.(2020)      | MLP and CNN-based Classification of Points of Interest in Side-channel Attacks                  | CNN and MLP                    | ANSSI SCA Database (ASCAD),SM4 traces                                          | MLP is more suitable for PCA traces and CNN is more suitable for POI traces |
| Tulasi Bikku, (2020)          | Multi-layered deep learning perceptron approach for health risk prediction                      | MLP                            | real historical medical data from the University of California at Irvine (UCI) ML Repository | Better performance than LSTM and RNN |
| Salah, L. B(2019)             | An anatomization on breast cancer detection and diagnosis employing multi-layer perceptron neural network (MLP) and Convolutional neural network (CNN) | MLP                            | neural network structure with two hidden layers gives better performances     |                                   |
| Author & Year          | The objective of the articles                                                                 | Experimental design Techniques                                                                 | Datasets used                                                                 | Response and Performance measure                                                                 |
|-----------------------|-----------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------|
| S.Bairavel et al. (2020) | Novel OGBEE-based feature selection and feature-level fusion with MLP neural network for social media multimodal sentiment analysis | Feature-level fusion technique to fuse the extracted features from different modalities. Novel oppositional grass bee optimization (OGBEE) algorithm - feature selection | web recordings that utilize audio, video, and textual modalities | Accuracy in sentimental analysis classification 95.2%                                                                                           |
| M.Foody et al., (2001) | Thematic mapping from remotely sensed data with neural networks: MLP, RBF and PNN based approaches | MLP, RBF and PNN for classification                                                               | Remotely sensed data from ATM dataset                                           | The accuracy of the MLP, RBF and PNN models are 86.56, 82.5 and 87.18, respectively.            |
| Singh, N.H. et al. (2018) | Mobile Robot Navigation Using MLP-BP Approaches in Dynamic Environments                         | MLP                                                                                               | Real-time system                                                               | Identifies the Optimal collision-free path for mobile robots to reach the destination          |
| Meng Wang et al. (2020) | A dynamic MLP-based DDoS attack detection method using feature selection and feedback, Computers & Security | MLP                                                                                               | ISOT dataset comprises of attack and regular packets and ISCX dataset comprises of normal packets | Classifies the samples as normal or attack                                                      |
| Morteza Taki et al. (2018) | Assessment of energy consumption and modelling of output energy for wheat production by neural network (MLP and RBF) and Gaussian process regression (GPR) models | MLP, RBF and GPR                                                                                   |                                                                                | Predicts output energy consumptions in wheat farms, and the RBF model outperforms the other two. |

3. Self-organizing Map (Som):
A Self-organizing map (SOM) is an unsupervised-based neural network algorithm. It is also referred to as the dimensionality reduction algorithm or Kohonen Network with input and output layers without a hidden layer. Since this algorithm reduces the input dimension of the data, the final output is represented as a feature map. Similar samples of maps are merged as a map. Generally, this algorithm is used to convert the high-dimensional dataset into 2D discretized pattern.

### 3.1 Architecture, Algorithm and Characteristics of SOM:

The SOM architecture has two layers: the input and output layers with the feature map. It does not contain any hidden layer like a neural network. So, it just passes weight values to the output layer without performing any activation function in neurons. At the same time, each neuron is assigned with some weight value based on the input space. The SOM architecture has a feed-forward structure with a 2D computational layer of nodes arranged in rows and columns and connected fully with all other sources of the input layer. Figure 3 depicts an architectural overview of Kohonen's SOM.

The SOM uses competitive learning to update its weights. It consists of three methods as Competition, Cooperation and Adaptation. In the competition process, compute the distance between each neuron of the Kohonen layer and the input layer and identify the minimum or maximum distance of neuron based upon the applications. That will be considered as the winner of the process. Following the cooperation process, select the neighborhood neurons depends on the time and distance of the winner neurons.

At last, the adaptation process updates the weight values of the winner and cooperative neurons. Finally, it produces a feature map from input variables. The main properties of the SOM are described as,

**Property 1**: Approximation of the Input Space: The feature map in the output space, which is expressed by a collection of weight vectors, is a fair estimation of the input space.  

**Property 2**: Topological Ordering: The SOM algorithm produces a topologically ordered feature map, meaning that the spatial position of a neuron in the output lattice or grid correlates to a specific domain or feature of the input data.  

**Property 3**: Density Matching: The feature map represents differences in the input distribution's statistics regions in the input space. For example, the high probability sample training data are mapped into more significant domains of the output space, and thus with higher resolution, than regions of input space where training vectors are produced with low probability values.  

**Property 4**: Feature Selection: The self-organizing map will pick a set of optimal features for quantifying the underlying distribution of given data from input data with a non-linear distribution. Figure 4 represents the algorithmic steps of SOM.

### 3.2 Application of SOM:

Kohonen et al., 1996 initially used them for speech recognition. But nowadays it is used in various applications such as, Pattern recognition, speech processing, industrial and medical diagnostics, and data mining etc using some hybrid architecture merged with RNN, CNN and back tracking approaches. The phonetic typewriter of Kohonen is one of the earliest and most well-known applications of the SOM. The challenge is to identify phonemes in real time so that they can be used to drive a typewriter from
dictation in the field of speech recognition. The speech signals (Cesar et al., 2010) are pre-processed before applied to the SOM. The Fourier transforming and filtering process are used to sample the data using 24 dimensional spectral vectors. The proposed network was effectively trained using speech waveforms, and the output nodes are naturally clustered with the ideal phonemes. Finally, the model output generated logical phoneme strings from real-world speech applications.

Frias-Martinex et al. (2012) used a SOM to create a map that partitions the urban segments into geographic segments with various proportions of parts in the timeframe. Behnisch and Ultsch (2009) used an extension of SOM as an emergent self-organizing map (ESOM) for clustering and classification of the data. It keeps the high-dimensional data's neighborhood relationships. On the other hand, the finite grid has a drawback because neurons on the map's edges have somewhat different mapping qualities than neurons in the middle versus those on the boundary. Growing hierarchical self-organizing maps (GHSOM) used by Chifu and Letia (2008) consist of a set of SOMs (particularly bidimensional grids) organized as nodes in a hierarchy. GHSOM is initialized with a hierarchy mirroring the one in the taxonomy, and concepts are mapped to some nodes in the corresponding SOM by initializing the node's weights with the vector description of the concept; all other unmapped nodes are initialized randomly.

D.Chen et al 2000 designed the architecture for Breast cancer diagnosis using neural network based self-organizing maps (SOM). It classified tumour breast or benign and non-tumour or malignant lesions with the samples of 243 breast tumours. The SOM based autocorrelation texture features used to classify the tumours. Osman et al. 2021 suggested a corona virus detection technique based on the Locality weighted learning and self-organization map (LWL-SOM) technique for capturing the images and identify the diseases of COVID-19 cases. They grouped the chest X-ray data patterns based on SOM strategy to categorize between the positive and negative cases of COVID-19. Then, they built locality weighted learning model for diagnosing the cases. Materials Informatics application
| Author & Year          | Application & Objective                                      | Experimental design Techniques                              | Datasets used                    | Response and Performance measure                                      |
|-----------------------|--------------------------------------------------------------|--------------------------------------------------------------|----------------------------------|------------------------------------------------------------------------|
| Kohonen; et al., 1996 | Speech Recognition: Engineering applications of the self-organizing map | Pre processing and st processing, Filtering, Clustering and fourier transform | real speech signals              | logical phoneme strings                                                 |
| D. Chen et al, 2000   | Medical application: Breast cancer diagnosis using self-organizing map for sonography | RNN-SOM based autocorrelation texture classification | Cancer tumour diagnosis         | Classified cancer and non cancer tumours with the accuracy 85.6%      |
| Osman et al, 2021     | Medical application: OM-LWL method for identification of COVID-19 on chest X-rays | locality weighted learning and self-organization map (LWL-SOM) based classification | COVID-19 diagnosis              | Classified COVID 19 with the accuracy 0.885 probability                |
| Mehrbakhsh et al., 2020 | Medical application: Remote tracking of Parkinson’s Disease progression using ensembles of Deep Belief Network and Self-Organizing Map | Deep Belief Network based Self-Organizing Map technique is used | Remote tracking of Parkinson’s Disease progression. | The accuracy improvement in UPDRS prediction was significant. |
| Khanzadeh et al., 2019 | Medical application: identify abnormal pool and predict porosity | self-organizing map (SOM)                                   | identify abnormal melt pool and predict porosity with the help of ex-situ CT scan data |                                                                         |
| Jafari et al., 2019   | Material Science: cost-driven decision-making framework for laser-based additive manufacturing | Neural network based self-organizing map (SOMNN)              | Thermal profile and location of the melt pool | Detect the location and size of pores                                   |

(Jimin et al., 2019) used the machine learning technique of SOM to visualize and validate relationships between high-dimensional materials dataset. Compared to conventional methods, the SOM categorized and validated the materials using various mapping techniques like U-matrix map, heat maps, cluster-based map, and Gruneisen parameter. Nicolas et al., 2019, proposed the classification of vertebral problems using K-means and SOM algorithm. In his approach, SOM outperformed than the K-Means clustering analysis. Felix et al 2019 and Srivatsa et al., 2021 used the hybrid version of self-organising map algorithm with SuSi framework and Cellular Self-Organizing Map for classifying the hyper spectral datasets.
| Author & Year  | Application & Objective                                                                 | Experimental design Techniques                                                                 | Datasets used                                                                                                    | Response and Performance measure |
|---------------|------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------|----------------------------------|
| Weihua et al., 2013 | Material Science: Semisupervised Distance-Preserving Self-Organizing Map for Machine-Defect Detection and Classification | semisupervised diagnosis method based on a distance-preserving SOM technique                        | machine-fault detection and classification                                                                   | effective in detecting incipient gear-pitting failure and classifying different bearing defects and levels of ball-bearing defects. |
| Jimin et al., 2019 | Materials Informatics application: Visualize and validate relationships between high-dimensional materials dataset | Gruneisen and U matrix map based SOM technique.                                                   | Visualize and validate the materials form large data set.                                                     | .                               |
| Nicolas et al., 2019 | Medical applications: Diagnosis spinal column problem                                     | Diagnosis and compare spinal column problem using SOM and K-Clustering                             | Classified the images from UCI machine learning repository using the parameters such as specificity, negative predictive value, precision, and Cohen's Kappa index. | SOM performed better than the K-Means approach, for detection of vertebral problems. |
| Felix et al 2019 | Remote sensing: classification of land cover or for the regression of physical parameters using SuSi Framework | Evaluation of hyper spectral datasets using regression and classification techniques.               | Applied the semi-supervised regression and SOM classification using two different hyper spectral datasets.     | Unsupervised and supervised of the SuSi framework solved the problem semi-supervised concepts. |

(Jimin et al., 2019) used the machine learning technique of SOM to visualize and validate relationships between high-dimensional materials dataset. Compared to conventional methods, the SOM categorized and validated the materials using various mapping techniques like U-matrix map, heat maps, cluster-based map, and Gruneisen parameter. Nicolas et al., 2019, proposed the classification of vertebral problems using K-means and SOM algorithm. In his approach, SOM outperformed than the K-Means clustering analysis. Felix et al 2019 and Srivatsa et al., 2021 used the hybrid version of self-organising map algorithm with SuSi framework and Cellular Self-Organizing Map for classifying the hyper spectral datasets.
| Author & Year          | Application & Objective                                                                 | Experimental design Techniques                                                                 | Datasets used                                                                 | Response and Performance measure |
|----------------------|------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------|----------------------------------|
| Srivatsa et al., 2021 | Remote sensing: Classification of high dimensional hyper spectral data.                  | SOM and Cellular Self-Organizing Map used to analysis the data sets.                            | t-Distributed Stochastic Neighbor Embedding technique used for exploration and visualizing of data. | CSOM performs better than SOM for the overlapping classes while SOM is efficient for classes which are well-separated or separable. |

(Jimin et al., 2019) used the machine learning technique of SOM to visualize and validate relationships between high-dimensional materials dataset. Compared to conventional methods, the SOM categorized and validated the materials using various mapping techniques like U-matrix map, heat maps, cluster-based map, and Gruneisen parameter. Nicolas et al., 2019, proposed the classification of vertebral problems using K-means and SOM algorithm. In his approach, SOM outperformed than the K-Means clustering analysis. Felix et al 2019 and Srivatsa et al., 2021 used the hybrid version of self-organising map algorithm with SuSi framework and Cellular Self-Organizing Map for classifying the hyper spectral datasets.

4. Deep Belief Network:

Nowadays, Machine Learning dominates research interests due to its vast application in various fields. “Deep Learning,” a type of machine learning algorithm also knowns as Representation Learning (Li Deng, 2014) has its application in multimedia concept retrieval, text mining, social network analysis, video recommendation. Deep Learning represents ANN with layered network topologies of neuron models.

4.1 Architecture, Algorithm and Characteristics of DBN:

Hinton et al.’s Deep Belief Network (DBN) (Hinton et al., 2006)is a popular deep learning algorithm representing advanced learning methodology, more profound architecture, and high-level abstraction of biological modelling, giving rise to simplified mathematical models. Its network architecture inspired by artificial intelligence (AI) research study replicate human-level intelligence.

DBN, an alternate class of Deep Neural Network, is a graphical model with multiple layers of ‘hidden units’ with a connection within layers and not within each layer (Hinton G, 2009). Trained Unsupervision DBN reconstructs its inputs probabilistically acting as feature detectors, whereas trained Supervision DBN is utilized for classification. Restricted Boltzmann Machine (RBM) / autoencoders is an unsupervised DBN representing undirected, generative energy-based model where hidden layer acts as a visible layer for the successor. DBN, when trained greedily layer-wise, leads to an effective deep learning algorithm (Bengio 2009). Overall deep belief network real-time application scenarios include computer vision, electroencephalography (Movahedi et al 2018 ), drug discovery (Movahedi et al., 2018), natural language processing, speech recognition, material inspection, board game programs, and so forth, with fantastic
outcomes surpassing human expert achievement. Figure 6 represents the algorithmic steps of Deep Belief Network.

### 4.2 Application of DBN:

G.Liu et al., (2017) suggested a model for image classification using Deep belief network. In this, the stacked restricted Boltzmann machine make use of contrastive divergence algorithm for feature extraction and softmax layer make use of Evolutionary Gradient Descent (EGD) strategy to classify the extracted features. The acceleration rate of EGD is remarkable compared to Gradient Descent algorithm. Jianjian Yang et al.,(2020) proposed a model for deep fault recognition using Deep Belief Network. To refine the result of the DBN, the proposed method makes use of stochastic adaptive particle swarm optimization (RSAPSO) algorithm. To address the limitations such as local optimization and low search accuracy of conventional PSO algorithms, the proposed system used RSAPSO algorithm that allows particles to reset the position from the original with an assured probability, and continue its searching again. Hence, the proposed method minimizes the probability of the trapping in a local minimum of particle swarm. Dan Wang et al., (2014) presented a system that applied raw physiological data to Deep Belief Networks (DBNs) with three classifiers to envisage the levels of emotions such as arousal, valence, and liking based on the known features.

The classification accuracies obtained are better than the results acquired by Gaussian Naïve Bayes classifier. Xiaoai Dai et al., (2020) devised a DBF model to extract artificial target features in cities, as a hyper-spectral image. DBF performs dimensionality reduction and extracts the depth features of pixels. DBF provides better robustness and separability compared with Principal component analysis. O'Connor., P. et al., (2013) This paper proposes a method based on the Siegert approximation for Integrate-and-Fire neurons to map an offline-trained DBN onto an efficient event-driven spiking neural network suitable for hardware implementation. The method is demonstrated in simulation and by a real-time implementation of a 3-layer network with 2694 neurons used for visual classification of MNIST handwritten digits with input from a 128 x 128 Dynamic Vision Sensor (DVS) silicon retina, and sensoryfusion using additional input from a 64-channel AER-EAR silicon cochlea. The system is implemented through the open-source software in the jAER project and runs in realtime on a laptop computer. It is demonstrated that the system can recognize digits in the presence of distractions, noise, scaling, translation and rotation, and that the degradation of recognition performance by using an event-based approach is less than 1%. Movahedi, faezeh et al.,(2017) discussed the state of- the-art algorithms for deep belief networks and their performances in electroencephalographic applications in medical fields such as emotion recognition, sleep stage classification, and seizure detection. It also includes the challenges and future research direction of DBF in electroencephalographic applications. Abdellaoui, M., Douik, A. (2020) suggested an optimal HAR system with a two-phase DBN model that offers a better quality of classification prediction.
| Author & Year               | Objective of the articles                                                                 | Experimental design Techniques                                                                 | Datasets used                           | Response and Performance measure                        |
|----------------------------|------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|-----------------------------------------|---------------------------------------------------------|
| G.Liu et al., (2017)       | Image Classification with Deep Belief Networks and Improved Gradient Descent               | Deep belief networks for image feature extraction and improved gradient descent method to classify the feature vectors | MNIST dataset, UCI dataset              | MNIST dataset  
|                            |                                                                                          |                                                                                                 |                                         | Training set error: 4.05%  
|                            |                                                                                          |                                                                                                 |                                         | Test set error: 6.11%  
|                            |                                                                                          |                                                                                                 |                                         | UCI dataset  
|                            |                                                                                          |                                                                                                 |                                         | Training set error: 0.42%  
|                            |                                                                                          |                                                                                                 |                                         | Test set error: 0.73%  |
| Jianjian Yang et al., (2020)| Design and Application of Deep Belief Network Based on Stochastic Adaptive Particle swarm Optimization | DBF for fault detection and RSAPSO algorithm for improve the recognition rate                    | data from Case Western Reserve University in the United States | recognition rates 87.75% and 93.75%  |
| Dan Wang et al., (2014)    | Modelling Physiological Data with Deep Belief Networks                                      | DBF with back propagation algorithm                                                              | DEAP dataset                           | The accuracies were 0.570 for arousal, 0.627 for valence, and 0.591 for liking, respectively.  |
| Xiaoai Dai et al., (2020)  | Deep Belief Network for Feature Extraction of Urban Artificial Targets                      | DBF for feature extraction and dimensionality reduction                                           | Hyper spectral datasets                | DBF outperforms compared with other feature dimensionality reduction techniques  |
| O’Connor., P. et al., (2013)| Real-time classification and sensor fusion with a spiking deep belief network              | offline-trained DBN based on the Siegert approximation for Integrate-and-Fire neurons          | MNIST dataset                          | Above 94%  |
| Movahedi, Faezeh et al., (2017)| Deep Belief Networks for Electroencephalography                                             | DBN: A Review of Recent Contributions and Future Outlooks.                                      | DEAP dataset                          | -  |
| Abdellaoui, M., Douik, A. (2020) | Human Action Recognition in Video Sequences                                                | Human Action Recognition in Video Sequences using Deep Belief Network                           | KTH and UIUC human action datasets     | 94.83% for KTH and 96% for UIU  |
Limitations of MLP, SOM and DBN algorithms:

MLP with back propagation has feeble generalization ability for statistically neutral problems. Hence the model does not know the expected output, and the relation between different input variables determines the output. MLP has too many parameters as it is fully connected and results in redundancy and inefficiency. MLP disregards Spatial information on solving problems. SOM minimizes the volume of the dataset, making it easier to visualize and form clusters. However, it has several flaws, including poor handling of categorical variables. Solutions for enormous data sets those are computationally demanding and potentially inaccurate. As per DBN, it needs High energy and large space requirement for its execution. Huge requirement of Random Number Generators (RNGs) drops deep belief networks energy efficiency (Yidong et al., 2018). Moreover, in DBN Learning time is prolonged in a back-propagation neural network with multiple hidden layers. Greedy learning is inefficient in the directed module as posterior is not factorizable in each training case. Integrating the overall organization of higher variables prior to the first hidden layer makes learning layer-wise difficult in a sigmoid belief network.

Conclusion:

The field of machine learning simulating the deep learning methods slowly becomes the dominated domain in this era. This chapter discusses the issues and challenges and aggregates numerous existing solutions in medical, material and NLP applications. Though, there are still several issues and challenges that need to be tackled in future. MLP is one of the deep learning approaches with universality and stochastic properties. Hence its application is versatile, such as medical image processing for disease prediction, remote sensing for image scene classification and networks to identify the attacks, energy engineering to predict the output energy in various applications, and robot navigation to determine the optimal collision-free path the destination and so on. The self-organizing maps and modified versions of SOM are discussed based on various application platforms. The unsupervised-based learning algorithm has some standard steps and properties to create a map from the large or complicated input data set. Due to its high adaptiveness, many applications like medical diagnosis, data compression techniques, Bibliographic classification, Image browsing has used this algorithm for classification. Deep learning is the fast-growing approach that provides solutions for hectic challenges in a variety of applications. Moreover, machine learning is transforming into its new phase of intelligent Artificial Intelligence applications.
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Figures
Figure 1

Architecture of Multi-Layer Perceptron

Figure 2

Steps in MLP algorithm
Figure 3

Kohonen Self Organising Map: An overview
Figure 4

Essential steps of SOM algorithm
Figure 5

Layer architecture of Deep Belief Network

1. Greedy Algorithm improves generative model as new layers added in multi-layer directed networks.
2. Greedy algorithm let each model in succession go through data with various representation.
3. In generative model input vector undergoes non-linear transformation whose output vector fed as input for next level in sequence.

5. Fast greedy learning algorithm steps include
   - **Step 1**: Presume all weight matrices are tied after studying $W_0$.  
   - **Step 2**: Hold $W_0$ and carry out individually utilizing $W_0^T$ over states of variables first hidden layer to deduce factorial approximate posterior distributions.
   - **Step 3**: To transfigure original data study RBM model’s higher-level ‘data’ generated using $W_0^T$. In this step higher weight are tied up while untied from $W_0$.

4. After studying $W_0$, the data drawn towards $W_0^T$ to initiate higher-level ‘data’ at the first hidden layer.

6. In reality, due to the efficiency and fastness of contrastive divergence learning, Boltzmann machine learning is replaced with constructive divergence learning.

Figure 6

fundamental steps of DBM algorithm