An optimized workflow scheduling algorithm on CPU-GPU heterogeneous systems
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Abstract. Aiming at the workflow scheduling problem on CPU-GPU heterogeneous systems, this article proposes a workflow scheduling algorithm that optimizes task priority and processor selection phase. This article focuses on the relationship between processor processing time and task acceleration ratio, and uses optimistic finish time table. This article estimates each task’s communication cost and computation cost on the basis of each task’s acceleration ratio ri. Then the algorithm calculates the task’s priority ranku based on communication cost and computation cost. In processor selection phase, this article takes the Earliest Finish Time (EFT) difference between the processor with the fastest task and the processor selected based on Heterogeneous Earliest Finish Time (HEFT) algorithm as the judgment condition k. If the difference between the earliest completion time of all child tasks is greater than k, the algorithm selects the processor selected by the HEFT algorithm; otherwise, the algorithm selects another one. This article uses the computational shared facility's kernel timer for simulation experiment, which bases on the University of Manchester's high performance computing cluster. Based on the simulation results, the proposed algorithm can reduce the maximum completion time and energy consumption, and improve the acceleration ratio. Compared with the HEFT algorithm, the task maximum completion time and energy consumption are reduced by 10% and 5% respectively, and the acceleration ratio is improved by 3%.

1. Introduction

1.1 Overview of heterogeneous system
Nowadays, the heterogeneous system based on CPU-GPU has increasingly become the main implementation architecture of heterogeneous computing [1]. In recent years, with the gradual upgrading of manufacturing technology, the computer architecture is also undergoing earth-shaking changes. Moore's Law, influenced by the laws of physics, manufacturing processes and other factors, has shifted the emphasis from increasing the number of transistors in a single core processor to increase the amount of processors that can be consolidated into a core plate. Influenced by this, a mainstream processor architecture also progresses from single-core architecture to multi-core architecture. In 2005, Intel and AMD respectively released their own dual-core architecture processors, which also marked the formal beginning of the evolution of processor architecture. A high performance computer in the field of high performance computing is basically composed of thousands of computing nodes. Increasingly, they are heterogeneous, including uncertain number GPUs as accelerators apart from multicore CPUs. The Summit that topped the list in 2018, consists of 4,608 computing nodes, each of which uses a CPU-GPU heterogeneous computing system similar to Titan's. The Summit consists of
two POWER9 CPUs and six Nvidia Tesla V100 acceleration cards. Therefore, this article mainly studies the heterogeneous system based on CPU-GPU.

Heterogeneous processors have different internal core structures, so different types of computing tasks can be assigned to different processor cores for parallel processing [2]. In 2005, the first example of a new series of processors for the broadband era, the Cell processor was born. It was jointly launched by IBM, Sony and Toshiba, and was used in the early days for gaming systems (PlayStation3TM) and computing accelerators, as well as various embedded applications. The Cell processor has a general-purpose processor running POWER instructions and eight auxiliary processors connected by a high-speed bus. The architectural diagram for the Cell processor is shown in Figure 1:

Figure 1. Cell Processor Architecture.

1.2 Related Work
According to the correlation between the scheduled tasks, task scheduling can be divided into two types: independent task scheduling and related task scheduling [3]. Task scheduling under heterogeneous multi-core processor platform can be divided into static task scheduling and dynamic task scheduling [4]. Static task scheduling [5] means that tasks are assigned to fixed processor cores on the premise of satisfying the load balancing of hardware resources and communication expenses. Dynamic task scheduling [6] means that tasks can be assigned to any processor kernel according to resource utilization. The scheduling problem of related tasks under heterogeneous multi-core processor platform. The main task is to map subtasks to multiple processor cores to achieve scheduling goals such as minimizing task completion time. Therefore, in the process of task scheduling, the difference of computing power of heterogeneous processor cores should be considered. At the same time, this article also need to consider the data communication between the processor cores. Therefore, the scheduling problems of related tasks all belong to NP-complete problems [7].

DAG task scheduling algorithms mainly include HEFT [8], CPP [9] and PEFT [10]. DAG task scheduling algorithm on heterogeneous multi-core processor platform mainly includes three types, which are table scheduling algorithm, cluster scheduling algorithm and replication-based scheduling algorithm.

Table scheduling algorithm is the most classic DAG scheduling algorithm. Table scheduling algorithms include static scheduling algorithms and dynamic scheduling algorithms. The basic idea of static scheduling algorithm is: according to the relationship between all tasks in DAG, the priority among tasks is determined with some strategy and a scheduling list is constructed. The task with the highest priority is then assigned the resource that will enable it to complete the fastest and scheduled execution begins, repeating the above steps until all tasks in the DAG are scheduled. After executing each task, the dynamic table scheduling algorithm recalculates the priority of the task according to the current situation of the processor kernel and the dependency relationship between the tasks. The static scheduling algorithm does not recalculate the priority, while the dynamic scheduling algorithm needs to
recalculate the priority. Common table scheduling algorithms include HEFT (Heterogeneous Finish Time) algorithm and CPP algorithm.

This article will design a more practical and efficient workflow scheduling algorithm. First, heterogeneous systems and existing algorithms are introduced. Because the task scheduling process mainly considers the priority setting and processor selection. Based on HEFT algorithm, the task priority setting and processor selection in the scheduling process are improved, and optimized for CPU-GPU heterogeneous system.

2. System model

2.1 Heterogeneous system model

This article uses the heterogeneous system model, which bases on the computational shared facility. When a DAG \( E \) is scheduled on a target platform \( P \), and platform has two types of processing resources, \( P_C \) CPU resources and \( P_G \) GPU resources. The relationship between them is shown as follows

\[
P = P_C + P_G
\]  

(1)

The article considers CPU cores separately, but considers the entire GPU as discrete [11], a node consisting of two GPUs and two quad-core CPUs will be considered as two GPU resources and eight CPU resources.

This article assumes that all tasks are atomic and cannot be aggregated into larger tasks and partitions across resources. All processors can only perform one task at any one time. All tasks can be performed.

2.2 Priority calculation model

To make better use of the CPU and GPU, this article need to use the acceleration ratio \( r_t \) of tasks to calculate the weighted average. For each task, the execution cost is expressed as

\[
\bar{w}_t = \frac{w_C(t_i)P_C + w_G(t_i)P_G}{P_C + r_t P_G}
\]  

(2)

for the communication cost between task edges, it can be expressed as:

\[
\bar{c}_{ij} = \frac{A_{cc} + c_{ij}(C,C) + A_{CG}(r_i c_{ij}(G,C) + r_j c_{ij}(G,G)) + r_t A_{CG} c_{ij}(G,G)}{(P_C + r_t P_G)(P_C + r_t P_G)}
\]  

(3)

For all the tasks in the DAG, this article recursively compute their \( rank_u \), starting with the end task.

\[
rank_u(t_i) = \bar{w}_i + \max_{t_k\in ch(t_i)} \left( \bar{c}_{ij} + rank_u(t_j) \right)
\]  

(4)

2.3 Processor selection model

This article needs to assign each task to the processor with the shortest processing time during the processor selection phase. \( \text{avoid}(p_m) \) is the earliest time when the processing resource \( p_m \) actually freely executes the task \( t_i \); \( \text{AFT}(t_k) \) is the time when the task \( t_k \) actually completes the execution. The earliest start time of a task on the processor \( p_m \) is

\[
\text{EST}(t_i, p_m) = \max \{ \text{avoid}(p_m), \max_{t_k\in Pa(t_i)} (\text{AFT}(t_k) + c_{ki}) \}
\]  

(5)

The earliest completion time of task \( t_i \) on processor \( p_m \) is

\[
\text{EFT}(t_i, p_m) = w_{to} + \text{EST}(t_i, p_m)
\]  

(6)

This article needs to use optimistic finish time (OFT), which is the earliest time that all tasks can be completed, regardless of all resource contention. For \( p, p' \in \{ C, G \} \), this article builds the OFT value table by DAG and set \( \text{OFT}(t_i, p) = w_{to}(t_i) \). If \( t_i \) is an entry task, the recursive calculation is performed. OFT can be expressed as
\[ OFT(t_i, p) = w_p(t_i) + \max_{t' \in Pa(t_i)} \{ \min \{ OFT(t_i, p') + \delta_{pp'}c_{ij}(p, p') \} \} \] (7)

This article uses the earliest finish time to schedule task \( t_i \) to the processing resource \( p_m \). In the priority list, only if \( p_m \) is not the fastest resource type. Calculates the difference between the earliest completion time on the processor \( p_m \) and \( p_f \)

\[ k := EFT(t_i, p_f) - EFT(t_i, p_m) \] (8)

\( p_m \) is assumed to be \( T_m \in \{ C, G \}. \) By assuming that each task \( t_i \) subtasks \( t_j \) are arranged on the type of resource \( t_j \), minimize the OFT, waiting for the other parent task completion and ignore the potential need. This article estimates \( E(Ch(t_i)|p_m) \), which is the earliest completion time of all subtasks, can be expressed as

\[ E(Ch(t_i)|p_m) = \max_{t_j \in Ch(t_i)} (EFT(t_i, p_m) + c_{ij}(T_m, T_j) + w_{T_j}(t_j)) \] (9)

If (10) is true, scheduling task \( t_i \) on \( p_m \); otherwise it's scheduled on \( p_f \).

\[ k > E(Ch(t_i)|p_m) - E(Ch(t_i)|p_f) \] (10)

2.4 Energy Consumption Model

During the execution of a DAG task, the processor may be in the state of executing a task or waiting to complete. Therefore, the total energy consumption of DAG task can be divided into two types: active energy consumption \( E_{active} \) and idle energy consumption \( E_{idle} \) [12,13,14]

\[ E_{total} = E_{active} + E_{idle} \] (11)

The actual execution time and energy consumption of each task are related to the assigned processor and execution frequency. The activity energy consumption is the accumulation of the execution energy consumption of all tasks.

\[ E_{active} = \sum_{i=1}^{n} (P_i \times t_i) \] (12)

Idle energy consumption is the energy consumption of all processors in idle time before the completion of the application of the computing system, which can be express as

\[ E_{idle} = \sum_{j=1}^{n} (P_{j, idle} \times t_{j, idle}) \] (13)

There is no dependency relationship among the constraint \( n \) tasks, and each processor is isomorphic and has only one idle frequency and one active frequency. The corresponding power consumption is \( P_{active} \) and \( P_{idle} \), respectively, then the total energy consumption \( E_{total} \) is

\[ E_{total} = P_{active} \times \sum_{i=1}^{n} t_i + P_{idle} \times (makespan_{opt} \times m - \sum_{i=1}^{n} t_i) \] (14)
3. Optimization algorithm
Based on the above models, this article can conclude the algorithm:

**Algorithm 1:** Optimization Workflow Scheduling Algorithm

1: Using (2) to set the computation cost of all tasks
2: Using (3) to set the communication cost of all edges
3: Using (7) to compute the OFT table for all tasks
4: Using (4) to compute \(\text{rank}_u\) for all tasks
5: Rank the tasks in descending order according to \(\text{rank}_u\)
6: for each task do
7:   for each resource \(p_k\) do
8:     Compute \(EFT(t_i,p_k)\) using (5) and (6)
9:   end
10: Set the minimum EFT in computing resources to \(p_m\)
12: if \(w_{im} \neq \min(w_C(t_i), w_G(t_i))\)
13:   Set the minimum value of EFT or \(w_{ik}\) in the computing resource to \(p_k\)
14:   Compute \(s_m\) using (8)
15:   Compute \(E(Ch(t_i)|p_m)\) and \(E(Ch(t_i)|p_f)\) using (9)
16: if (10)
17:   Schedule \(t_i\) on \(p_m\)
18: else
19:   Schedule \(t_i\) on \(p_f\)
20: end
21: end
22: end

4. Experiments and results

4.1 Experimental Configuration
In the experiment, this article considers two simulation target platforms: a single GPU consisting of one GPU and one octa-core CPU, and multiple GPUs consisting of eight GPUs and four octa-core CPUs. At
the same time, this article designed two different groups of DAGs in the experiment. The first consists of eight DAGs, ranging from 35 to 1280 tasks. In particular, DAGS is based on the generic Cholesky decomposition implementation of the Tile Matrix, which uses the GEMM, SYRK, and TRSM BLAS cores, as well as the POTRF LAPACK routines [15]. The processing time of all tasks is the average of the actual time of the task kernel. The second is to set up a topology based on the standard task set [16], which contains 90 DAG, and at the same time can randomly generate CCR. This article calculates the corresponding CPU execution time through the method in [17]. And three copies of each DAG will be made to randomly generate the communication cost to keep the CCR within three different intervals.

4.2 Analysis of Results

As can be seen from Figure 2, in a single GPU platform, with the number of tasks increases, the maximum completion time of the HOFT-CO algorithm gradually decreases compared with the maximum completion time of the HEFT algorithm with the number of general tasks, and finally stays within the range of 5% reduction. In multi-GPU platforms, the HOFT-CN algorithm has always performed better than the HEFT algorithm, with a maximum reduction of 30% and an average reduction of 10% in the maximum completion time, compared with PEFT algorithm, which can only achieve an average reduction of 3%. In Figure 3, all 90 randomly generated DAG graphs are shown. Compared with multi-GPU platforms, the single GPU platform has less improvement. It can also be intuitively seen from the figure that the number of DAG reduced by time is much greater than that increased by time. In conclusion, by comparing with HEFT and PEFT, HOFT-CN has a better optimization in the maximum completion time.

Figure 2. Comparison of makespan for Cholesky DAGs

Figure 3. Comparison of makespan for Random DAGs.

Figure 4 shows all 90 randomly generated DAG sorted by CCR. The acceleration ratio on a single GPU platform is much smaller and has a narrower range than on multiple GPUs, such as Cholesky Dag. On multi-GPU platforms, the acceleration ratio is proportional to the number of GPUs. Figure 5 shows the acceleration ratio of workflow with 35~11480 tasks under different GPU number platforms. It can be seen that the acceleration ratio remains within a stable range on a single GPU platform. In the multi-GPU platform, the acceleration ratio gradually increases with the number of tasks increases, and finally stabilizes at a position proportional to the number of GPUs. After comparing the acceleration ratio of HEFT algorithm, it is found that the acceleration ratio of each stage has a good improvement. It also improves the application of scientific workflow with low CCR. To sum up, it can be seen that compared with HEFT, HOFT-CN has a better acceleration ratio.
5. Conclusion

In CPU-GPU heterogeneous systems, traditional heuristic workflow scheduling algorithms cannot make good use of CPU-GPU resources. This article presents an improved workflow scheduling algorithm. Based on HEFT algorithm, the algorithm optimizes the task priority and processor selection stage, and introduces an optimistic completion schedule. Different from the traditional algorithm, this algorithm introduces the acceleration ratio in the setting of task priority, and avoids the problem of continuous occupation of GPU. Optimistic completion schedule is introduced in the processor selection stage and judged by the earliest completion time of the sub-task. Experimental results show that the algorithm is suitable for CPU-GPU heterogeneous environment. The task’s makespan and energy consumption are reduced by 10% and 5% respectively. The acceleration ratio is increased 3% compared to the HEFT algorithm.
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