Integration of modern statistical tools for the analysis of climate extremes into the web-GIS “CLIMATE”
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Abstract. The frequency of occurrence and magnitude of precipitation and temperature extreme events show positive trends in several geographical regions. These events must be analyzed and studied in order to better understand their impact on the environment, predict their occurrences, and mitigate their effects. For this purpose, we augmented web-GIS called “CLIMATE” to include a dedicated statistical package developed in the R language. The web-GIS “CLIMATE” is a software platform for cloud storage processing and visualization of distributed archives of spatial datasets. It is based on a combined use of web and GIS technologies with reliable procedures for searching, extracting, processing, and visualizing the spatial data archives. The system provides a set of thematic online tools for the complex analysis of current and future climate changes and their effects on the environment. The package includes new powerful methods of time-dependent statistics of extremes, quantile regression and copula approach for the detailed analysis of various climate extreme events. Specifically, the very promising copula approach allows obtaining the structural connections between the extremes and the various environmental characteristics. The new statistical methods integrated into the web-GIS "CLIMATE" can significantly facilitate and accelerate the complex analysis of climate extremes using only a desktop PC connected to the Internet.

1. Introduction
Climate extremes may have significant effects on natural and artificial terrestrial ecosystems. However, their impact is complex, depends on numerous factors, and has not yet been fully understood so far. A detailed knowledge of the statistics of climate extremes and spatio-temporal patterns of the essential climate variables causing such events is important for estimating the potential damages and, hence, sustainable planning and managing the ecosystem-related resources. It is well-known that since 1970 both the average global temperature and total precipitation amount are increasing [1]. Also, the frequency of occurrence and magnitude of the events directly related to the extreme values of these characteristics (showers, hurricanes, droughts, and heat waves) have clear growth trends [1]. Detailed analyses and understanding of their impact on the environment are needed for the forecasting of such extremes and mitigation of their effects. Such studies must employ modern statistical methods for the analysis of extreme values [2-6]. To characterize climate extremes, data from various sources (meteorological stations, reanalysis products, remote sensing data) covering various spatial and temporal ranges and scales are used. To simplify the use of extreme value statistics
tools and handle large volumes of such data, we augmented thematic web-GIS called "CLIMATE" developed for cloud storage processing of geophysical datasets [7, 8]. The integration of these tools into the web-GIS "CLIMATE" and some results are presented in this paper.

2. Methods and approaches

The system "CLIMATE", based on web- and GIS-techniques, is part of a hardware and software complex for cloud storage analysis of climate data. This complex includes various climatological and meteorological datasets, as well as dedicated interactive tools for their search, sampling, processing, and visualization. Utilization of this system significantly simplifies and accelerates the handling of huge volumes of spatial climate datasets, allowing users without specific IT knowledge to perform remotely processing and analysis of data using only a modern desktop PC connected to the Internet.

The web-GIS allows calculating the basic and complex statistical properties of time series of meteorological and climatological characteristics [7-9], including average, minimum, maximum, dispersion, and a set of basic WMO climate change and extreme indices (http://etccdi.pacificclimate.org/) and hydrothermal coefficients. Powerful, more sophisticated alternatives accounting for trends in extremes (like time-dependent extreme value statistics [10, 11] or quantile regression [12, 13]) are available but have not yet been systematically exploited. Since complex climate extremes (e.g., of temperature and precipitation) are of particular relevance for ecosystems, the well-known copula approach for describing multivariate probability distributions [14, 15] provides a promising technique, which has also not yet been used in this context. These advanced methods for climate data analysis significantly extend the current functionality of the system "CLIMATE" and seem very promising for climate research applications.

2.1. Time-dependent statistics of extremes

A statistical description of extreme events, such as extreme precipitation or temperature, can be done using the concepts of extreme value statistics (EVS). Unlike in the early stages of EVS [16], we can now take advantage of well-developed approaches to describe univariate extremes with non-stationary, i.e. time-dependent, probability distribution functions (PDFs). EVS provides two major routes to a probabilistic description of extremes: the block maxima approach to describe the probability distribution of the intensity of maxima of blocks (e.g., monthly or annual maximum of a meteorological variable) with a generalized extreme value distribution (GEV), and the peak-over-threshold approach, modelling excesses over a threshold with a generalized Pareto distribution. For example, you can use the block maxima approach and a time-dependent model to describe the seasonal variability of precipitation maxima [10]. A well-written introduction to EVS covering both the routes and non-stationary concepts is given by Coles [17].

A software implementation of EVS in the R language is represented by the class "fevd" from the software package "extRemes" [18, 19]. The input arguments for an instance of this class depend on the selected approach. If the block maxima approach is chosen, the maximum values of the analyzed meteorological characteristics for a selected time range (e.g., month or year) are given. If the peak-over-threshold approach is chosen, daily or maximum values for selected time range values are given, but an additional input argument "threshold" must be given also. Input argument "type" allows us to select PDF (by default GEV is used). The input argument "method" allows us to select estimation parameters (by default "Maximum Likelihood Estimation" – MLE is used). The arguments "location.fun", "scale.fun", "shape.fun", and "threshold.fun" allow us to set time dependencies of PDF parameters. The result of a calculation is a set of estimated parameters of a given PDF (in the case of GEV it is a vector with location, scale, and shape parameters). A more detailed description can be found in [18].

The PDF location, scale, and shape parameters by themselves provide little information on the probability of occurrence of extreme events. A physically more meaningful and also more relevant quantity for risk assessment is the probability of an observed variable exceeding a certain level. These levels can be calculated from a parameterized GEV and are frequently expressed as return levels \( r_T \) for
a certain return period $T$, $r_T$ is defined as the level which is exceeded on average every $T$ blocks, i.e., with probability $1/T$ [10]. $r_T$ is calculated using the «return.levels» class with a list of class «fevd» instances as the major argument. There are ad-on arguments: «return.period», a numeric vector of desired return periods and «qcov», a numeric matrix with rows the same length as q and columns equal to the number of parameters (+1 for the threshold, if a POT model). This gives any covariate values for a nonstationary model and is not used in the stationary case. «qcov» is used to obtain effective return levels.

As a result, an object of class “return.level” is returned, which is either a numeric vector (stationary models) of length equal to the «return.period» argument giving the return levels or a matrix of a dimension equal to either n by np or q by np, where n is the length of the data used to fit the model and np is the number of return periods, and q is the number of rows of «qcov», if supplied. The returned value also includes useful attributes describing how the return levels are to be estimated. A detailed description of the «return.levels» class can be found in [18].

2.2. Quantile regression
The analysis of trends in meteorological observations is one of the most common activities in climate change studies. Quantile regression provides a well-defined statistical framework for estimating the rate of change not only in the mean as in ordinary regression, but in all parts of the data distribution. It was first introduced in econometrics by [5]. Now quantile regression is used in various geoscience contexts [12, 20-24].

Given a random variable $Y$ with a cumulative continuous distribution function $F_Y(y)$, the quantile is defined as the value $Q_Y(\tau)$ such that $P[Y \leq Q_Y(\tau)] = \tau$, $0 \leq \tau \leq 1$. The quantile function $Q_Y(\tau)$ is defined from the cumulative distribution function $F_Y(y)$ as $Q_Y(\tau) = F_Y^{-1}(\tau)$. Then, considering the conditional distribution of $Y$ given $X = x$, the conditional quantile function $Q_{Y|X}(\tau; x)$ verifies $P[Y \leq Q_{Y|X}(\tau; x)|X = x] = \tau$. Whereas ordinary regression is based on the conditional mean function $E[Y|X = x]$ and minimization of the respective residuals, quantile regression is based on the conditional quantile function and minimization of the sum of asymmetrically weighted absolute residuals $\sum_{i=1}^n \rho(\tau)|y_i - Q_{Y|X}(\tau; x = x_i)|$, where $\rho$ is the tilted absolute value function.

Another advantage of quantile regression is that it is non-parametric, i.e. the distribution of the investigated variable is not assumed to belong to any parametric population. Moreover, quantile regression is a robust method and weakly affected by the outliers and peak (extreme) values. Further details can be found in [25, 26].

A software implementation of quantile regression in the R language is represented by the class "qr" from the software package "quantreg" [27]. To calculate the quantile trends, the input argument "formula" allows us to set a formula describing a quantile model (e.g., in the simplest case we can set a linear time dependence of the meteorological values; in a more complicated case the model can be extended with seasonal components). The quantile values of interest are set between 0 and 1 in the input vector "tau". The results are returned as a vector of quantile regression model estimated parameters. A detailed description of "qr" class can be found in [27].

2.3. Copula approach
Due to a possible nonlinear dependence between the variables, the probability distributions of multivariate random variables are generally more complex than their univariate counterparts. One of the promising approaches to this problem is the use of copulas. It has become popular in recent years, especially in econometrics, finance, risk management, or insurance. The copula approach is a simple and straightforward method to find parametric descriptions of multivariate non-normally distributed random variables. Although it is a fast growing field of statistics, it is still little known in climate research, where often non-normally distributed random variables like precipitation, wind speed, cloud cover, humidity, etc. are involved. An advantage of this approach is the ability to catch various covariance structures while keeping proper parametric descriptions of the margins.
Unlike the univariate extreme value theory, here the possible limiting distribution functions of extreme values cannot be captured by a finite-dimensional parametric family of functions. The study of multivariate extremes splits into descriptions of the marginal distribution and the dependence structure. In order to characterize the limit behavior of multivariate extremes, it has been shown that weak convergence of the multivariate distribution is equivalent to weak convergence of the marginals as well as the copula function, provided that the marginals are continuous [3]. This is the reason why the copula approach is very popular in modeling multivariate extremes [28].

Possible applications of the copula approach include different typical selections of pairs of variables, like one meteorological characteristic at different locations or different meteorological characteristics at the same location, as far as they can be expressed in the copula framework [14]. There is no general procedure for selecting the copula class.

A software realization of the copula approach technique is represented in the R language as the dedicated stand-alone software package "copula" [29, 30].

3. Results
The above-described software tools for statistical analysis of time series of spatial climatological datasets have been integrated into the web-GIS "CLIMATE", thus allowing analysis of current and future extreme climate events. The algorithms from the packages "extRemes" [18, 19], "quantreg" [27], and "copula" [29, 30] implementing time-dependent statistics of extremes, quantile regression and the copula approach were used as the basis for these tools. These packages are written in the R language (https://www.r-project.org/, [31]) and provide a flexible API for the integration into a third-party software. The computing core of the web-GIS "CLIMATE" is written in the GNU Data Language (GDL, http://gnudatalanguage.sourceforge.net/), and currently there is lack of universal wrappers providing the execution of R procedures inside a GDL program. To overcome this obstacle, the fact that GDL has built-in Python (https://www.python.org/) interface was used and special software adapters connecting GDL and R were developed in Python. These adapters utilize the dedicated Python-package RPy2 [32] and provide a two-way data and instruction transfer between the web-GIS computing core and procedures in R packages (Figure 1). As a result, the computing core acquired the ability to call new procedures implemented in the R language to perform complex statistical analysis of climate data.

![Diagram of interactions between computing core and R-modules.](image-url)
To provide an intuitively clear and user friendly graphical interface of the online tools as well as to provide effective processing and data handling, the corresponding metadata describing new processing routines were inserted during the integration process into a web-GIS dedicated metadata database. This database [33] contains spatial and temporal characteristics of the available spatial datasets, their physical locations, and the parameters of software procedures for data analysis and visualization. Thanks to this database it has become possible to extend the processing abilities of the web-GIS and to edit the GUI content without any modification of the source codes of the web-GIS components. All new abilities have become available to the users immediately after the metadata insertion, thus providing a rapid and sustainable development of the web-GIS "CLIMATE".

To illustrate the extended web-GIS "CLIMATE"’s functionality, the software module utilizing the package "extRemes" was used to calculate 100-year return levels of maximum precipitation conditioned on the July month of their occurrence for Southern Siberia (52.5-60° N, 75-95° E). The results obtained are in good agreement with the information available in the literature [10].

4. Conclusions

The integration of modern statistical packages for extreme analysis developed in the R language into the web-GIS "CLIMATE" significantly extended its functional abilities. Thanks to it, new powerful climate data analysis techniques, such as time-dependent statistics of extremes, quantile regression and copula approach, have become available to the users of the web-GIS "CLIMATE". These techniques allow performing detailed analysis of various extreme climate events, to estimate the magnitude of their impact, and to discover the structural interconnections between the extremes and the environment characteristics.

A practical application of the earlier developed metadata database showed that its usage improves the scalability and flexibility of computations and facilitates new processing procedures to the web-GIS "CLIMATE".

The results obtained show that the new interactive tools for the extreme climate events analysis can be useful for decision makers and specialists working in affiliated sciences, to make socio-economic
impact assessment, ecological impact assessment, adaptation strategies, science policy administration, and other climate related activities. These tools can provide reliable climate related characteristics required for studies of economic, political, and social consequences of global climate change at the regional level.
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