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According to the Heisenberg uncertainty principle between time and energy fluctuation, a concept of the quantum speed limit (QSL) has been established to determine the minimum evolutionary time between quantum states. Considerable theoretical and experimental efforts are invested in obtaining the QSL time bounds in various scenarios. However, it remains a long-standing goal to derive a meaningful QSL bound for a general quantum problem. Here, we propose a geometrical approach to derive a QSL bound for closed and open quantum systems. By solving a quantum brachistochrone problem in the framework of the Riemannian metric, we show that the QSL between a given initial state to a final state is determined not only by the entire dynamics of the system but also by the individual dynamics of a critical parameter. We exemplify the utility of the new bound in three representative scenarios, demonstrating a pronounced advantage in finding a tight and meaningful QSL bound of a general quantum evolution problem.

I. INTRODUCTION

Besides its fundamental importance in quantum mechanics, quantum speed limit (QSL) that sets the maximal speed of evolution of a quantum system ultimately into a given target state is crucial in quantum computation [1], quantum battery [2], quantum control [3, 4], quantum metrology [5, 6], and other quantum technologies [7, 8]. For closed quantum systems governed by unitary time evolution with a time-independent Hamiltonian $\hat{H}$, a seminal work by Mandelstam and Tamm (MT) first derived the QSL time in 1945 [9], showing that the variance of the energy $\Delta E$ with respect to the initial state bounds the minimal evolution time by an inequality $\tau \geq \tau_{\text{MT}} = \pi \hbar/(2\Delta E)$. Margolus and Levitin (ML) provided the maximum speed of any unitary evolution with a different inequality $\tau \geq \tau_{\text{ML}} = \pi \hbar/(2E)$ in terms of the mean energy relative to the ground state energy [10].

By combining the MT- and ML-type bounds, the QSL time between two orthogonal states of closed systems can be made tighter as $\tau \geq \max[\tau_{\text{MT}}, \tau_{\text{ML}}]$ [7, 8]. Benefitting from various metrics, such as Fubini-Study metric [11], trace distance [12], Bures distance [13–15], and relative purity [16, 17], considerable theoretical works have generalized the MT- and ML-type bounds originally derived for the unitary evolution of pure states to different scenarios. For examples, this includes the case of the mixed states [18, 19], time-dependent Hamiltonian [20–22], complex many-body system [23–25], open quantum systems [26–29], even for classical dynamics [30–32] and topological information about the system dynamics [33]. Due to the diversity and complexity of quantum problems of interest, establishing a unified QSL bound that is tight and attainable for both unitary and nonunitary evolutions remains a long-standing goal.

In this work, we solve a general quantum brachistochrone (QB) problem in the Riemannian metric to derive a lower bound of the QSL time determined by the entire speed of the system and the individual speed of a critical parameter. The QB problem is a quantum analogy to Bernoulli’s classical brachistochrone problem essentially concerns the determination of the fastest evolution path required to join a given initial state to a final state [34–36]. Recently, investigating the QB problem with geometrical tools has generated considerable interest in searching for minimal evolution time in different quantum systems [37–44]. Here, we present a theoretical framework to describe the QB evolution between two given states under general geometric representation through the Fubini-Study metric. To this end, we parameterize the metric and a family of quantum states with their corresponding amplitudes and phases for a quantum system. We ultimately obtain a lower bound of the QSL time in terms of the maximal entire speed of the system and the maximal individual speed of a critical parameter.

For illustrations, we first explore this new QSL bound in a closed quantum system with a nonlinear Landau-Zener (LZ) type Hamiltonian, commonly used for describing a Bose-Einstein condensate (BEC) in a time-dependent two-level system under the mean-field approximation. We show how a QB evolution in geometrical parameter space (i.e., on the Bloch sphere) leads to the QSL time, explicitly providing a time-optimal control protocol consistent with that previously given by quantum optimal control theory (QOCT) simulations [45], and experiments [46]. As the second unitary evolution example, we examine a fast coherent transport of a trapped atom between two states with a significant spatial separation $d$. We find that the QSL time determined by the entire speed of the system is proportional to $\sqrt{d}$, in good agreement with a recent experiment and theoretical analysis considering the classical analog of the atom transport problem [37]. We then generalize our approach to open quantum systems described by reduced density operators and apply it to the damped Jaynes-Cummings (JC) model, showing how the individual evolution speed of a critical parameter determines the QSL time.

* doufq@nwnu.edu.cn
† cc.hu@csu.edu.cn
II. QUANTUM SPEED LIMIT FOR CLOSED SYSTEMS

To explain our method, we start to consider a closed quantum system that consists of $N$ eigenstates under unitary evolution in the Hilbert space. The corresponding time-dependent wave-function of the system reads $|\psi(t)\rangle = \sum_{j=1}^{N} p_j(t)e^{i\phi_j(t)}|j\rangle$ with the time-dependent amplitude $p_j(t)$ and phase $\phi_j(t)$. Our QB problem refers to finding the time-optimal path connecting the initial state $|\psi(t = 0)\rangle = |\psi_0\rangle$ and the target state $|\psi(t = \tau)\rangle = |\psi_\tau\rangle$ in the least possible time $\tau$, which corresponds to minimizing the functional $\tau[\bullet] = \int dL/\mathcal{V}$ with the infinitesimal distance $dL$ and the quantum speed $\mathcal{V}$. To measure how fast the quantum system has evolved by the infinitesimal distance can be further rewritten as $\tau[\bullet] = \int \sum_{j=1}^{N} g_{\mu j}d\phi_j + \sum_{j=1}^{N} p_j^2d\phi_j^2$ to record the distance over the initial state $|\psi_0\rangle$ to $|\psi(t)\rangle$. The square of the infinitesimal distance $[dL = \text{arccos(|\psi_0\rangle\langle\psi(t)| + d\psi(t))}]$ can be written as the Riemannian metric of Fubini and Study [11, 47–49]

$$dL^2 = \sum_{j=1}^{N} dp_j^2 + \sum_{j=1}^{N} \sum_{j=1}^{N} p_j^2d\phi_j^2 - \sum_{j=1}^{N} p_j^2d\phi_j^2.$$ (1)

Accordingly, the geometric quantum speed $\mathcal{V} = dL/d\tau$ [7] and the QB is determined by the parameters $p_j$ and $\phi_j$. To obtain $\tau[\bullet]$ under arbitrary parameter description, we introduce a set of parameters $|\lambda_i(t)| = 1, \ldots, r \leq 2N$, the infinitesimal distance can be further rewritten as $dL^2 = \sum_{\mu,\nu=1}^{2N} g_{\mu j}d\phi_{\mu j}d\phi_{\nu j}$, where the components of the metric tensor $g_{\mu j} = \sum_{j=1}^{N} \delta_{i j}(d\phi_{\mu j}d\phi_{\nu j} + (d\phi_{\mu j}^2 - p_j^2d\phi_j^2)(d\phi_{\nu j}d\phi_j))$ with $d_{\mu j} = \partial/d\lambda_{\mu j}$.

The functional $\tau[\bullet]$ then can be explicitly parameterized as

$$\tau[\bullet] = \int_{\zeta_0}^{\zeta} \sum_{\mu,\nu=1}^{2N} g_{\mu j}d\phi_{\mu j}d\phi_{\nu j}d\zeta = \int_{\zeta_0}^{\zeta} Td\zeta,$$ (2)

which satisfies the Euler-Lagrange (EL) equation $\partial_\zeta T/d\zeta = \partial_{\lambda_i} T,i = 1, \ldots, r$ with the natural parameter $\zeta$, often referred to as the QB equation [34, 35]. Thus, the QB problem turns to speed up the system evolution from the initial state $|\psi_0\rangle = |\psi(\lambda_1(0), \ldots, \lambda_0(0))\rangle$ to the target state $|\psi_\tau\rangle = |\psi(\lambda_1(\tau), \ldots, \lambda_0(\tau))\rangle$ along the path $\mathcal{L}(\psi_0, |\psi_\tau\rangle) = \int \partial_\zeta Ld\zeta$ on the Riemannian manifold $\mathcal{M}$. The quantum speed can be parameterized as $\mathcal{V}(\lambda_1, \ldots, \lambda_r) = \partial_\zeta L(\lambda_1, \ldots, \lambda_r) = \sum_{\mu,\nu=1}^{2N} g_{\mu j}V_{\mu\nu}V_\nu$, where $V_{\mu\nu} = d_{\mu j}/d\tau$ denotes the evolution speed of a particular parameter $\lambda_{\mu j}$. For convenience, we call the two speeds $\mathcal{V}$ and $V_{\mu}$ as the global speed and the local speed, i.e., the entire speed of the system and the individual speed of a parameter, and define their maximum as $\mathcal{V}_{\text{max}}$ and $V_{\mu\text{max}}$, respectively. As a result, the functional $\tau[\bullet]$ in terms of the maximal global speed $\mathcal{V}_{\text{max}}$ can be given by

$$\tau[\bullet] \geq \frac{\mathcal{L}(\psi_0, |\psi_\tau\rangle)}{\mathcal{V}_{\text{max}}}.$$ (3)

To see how the functional $\tau[\bullet]$ depends on the local speed, we track the evolution of the parameter $\{\lambda_i(t)\}$ from $\{\lambda_i(0)\}$ to $\{\lambda_i(\tau)\}$ by selecting a natural parameter $\zeta = \lambda_i$, which is determined by the amplitudes $p_j$ and phases $\phi_j$ of the quantum system, and therefore Eq. (2) becomes $\tau[\bullet] = \int dL/\mathcal{V}$. We then define the local geodesic $\mathcal{L}(\lambda_1(0), \lambda_1(\tau)) = |\lambda_1(\tau) - \lambda_1(0)|$ to describe the shortest distance between $\lambda_1(0)$ and $\lambda_1(\tau)$. The maximum local speed $|V_{\mu\text{max}}|$ generates the minimal evolution time $\mathcal{L}(\lambda_1(0), \lambda_1(\tau))/|V_{\mu\text{max}}|$ for a given parameter $\lambda_i$. For all parameters $\{\lambda_i(t)\}$, the functional $\tau[\bullet]$ in terms of the maximal local speed can be obtained

$$\tau[\bullet] \geq \max_{i = 1, \ldots, r} \left\{ \frac{\mathcal{L}(\lambda_i(0), \lambda_i(\tau))}{|V_{\mu\text{max}}|} = \frac{\mathcal{L}(\lambda_i(0), \lambda_i(\tau))}{V_{\text{max}}} \right\}.$$ (4)

which implies that we need to calculate the bounds of all parameters and find the maximum for a critical parameter to determine the local geodesic $\mathcal{L}(\lambda_i(0), \lambda_i(\tau))$ and the maximal local speed $V_{\text{max}}$ in Eq. (4). Based these considerations, the QSL time takes the upper bound of Eqs. (3) and (4)

$$\tau_{\text{QSL}} = \max \left\{ \frac{\mathcal{L}(\psi_0, |\psi_\tau\rangle)}{\mathcal{V}_{\text{max}}}, \frac{\mathcal{L}(\lambda_i(0), \lambda_i(\tau))}{V_{\text{max}}} \right\}.$$ (5)

Note that the two QSL time bounds defined by global and local speeds are independent and have different physical meanings for determining the minimal evolution time between the initial and final states. It implies that the QSL under QB evolution path depends on the entire dynamics of the system (i.e., the global speed) and the individual speed of a critical parameter (i.e., the local speed). For practical applications, we must calculate the minimal times for each parameter and find the maximal one, which is further compared with the global one to determine a tight bound in Eq. (5) as the QSL time. We should also note that the previous geometric approaches usually considered the geometric quantum speed limit determined by the global speed [7]. Using QOCT and considering a QB problem in unitary evolution, the optimal Hamiltonian, as demonstrated in Ref. [35], can be obtained by optimizing individual parameters, showing that the time-optimal control problem can be transformed into finding geodesic paths. However, the QOCT simulations usually cannot give a unified QSL bound as it depends on optimization algorithms and initial guesses. Our method considers both the maximal evolution speeds of the system and a critical parameter, showing that QSL could be determined when the system evolves along the geodesic at the maximal global speed, consistent with the finding in Ref. [35].

Example 1: Nonlinear Landau-Zener-type model.—We now apply our method to a nonlinear LZ-type model, usually used to describe a Bose-Einstein condensate (BEC) in a time-dependent two-level system within the mean-field approximation [50–56]. The time evolution of the system is governed by the Schrödinger equation with the Hamiltonian

$$\hat{H}(t) = \frac{[\Gamma(t) + c(|\psi_1|^2 - |\psi_1|^2)]}{2} \sigma_z + \frac{\nu}{2} \sigma_z,$$ (6)

where $\psi_1$ and $\psi_2$ are the probability amplitudes, the total probability is conserved, i.e., $|\psi_1|^2 + |\psi_2|^2 = 1$, $c$ describes the interaction between atoms, $\nu$ and $\Gamma(t)$ denotes the coupling.
strength and the energy bias between two levels controlled by the external fields. Our main task is to find the optimal protocol $\Gamma(t)$ and the QB to achieve the QSL. For the purpose of geometrical representation, we use the Bloch sphere to parameterize the wave function of the two-level system as $|\psi(t)\rangle = \cos(\chi(t)/2)e^{i\varphi(t)/2}|1\rangle + \sin(\chi(t)/2)e^{i\varphi(t)/2}|2\rangle$, with a polar angle $\chi(t) \in [0,\pi]$ and an azimuth angle $\varphi(t) \in [0,2\pi]$ [57]. The evolution time can be expressed by the following form (details see Appendix A)

$$d\tau = \frac{d\eta}{\sqrt{1 - \eta^2 - \frac{[\eta(1-\eta^2)-2] t \sin^2(\chi)}{4\cos^2(\chi)}}}, \quad (7)$$

where $\eta = \cos\chi = |\psi_i|^2 - |\psi_f|^2$ and $C_0$ is the integration constant determined by the initial values of $\varphi_0 = \varphi(0)$ and $\chi(0) = \chi(0)$.

We now select $\chi$ as the natural parameter that evolves from the initial angle $\chi(0) = \chi_f$ to the final angle $\chi(\tau) = \chi_f$ and then the functional $\tau[\bullet]$ can be written as

$$\tau[\bullet] = \int_{\chi_0}^{\chi_f} \sqrt{1 + \varphi^2 \sin^2(\chi)} d\chi = \int_{\chi_0}^{\chi_f} T d\chi, \quad (8)$$

which satisfies the QB equation $d\partial_\varphi T/d\chi = \partial_\chi T$. Solving the QB equation by the variational method, we can obtain the QB with $\varphi \equiv \pm \pi/2$. Furthermore, the optimal protocol $\Gamma$ can be derived (see Appendix A),

$$\Gamma = c \cos \chi - \delta(\chi - \chi_0) + \delta(\chi - \chi_f), \quad (9)$$

where $\delta(\chi)$ is the Dirac delta function. This result in Eq. (9) is consistent with a recent experimental result [46] and optimal control theory simulations [45]. The QSL occurs only if $\Gamma = c \cos \chi$ and $C_0 = 0$ with

$$\tau_{QSL} = \frac{|\chi_f - \chi_0|}{v}, \quad (10)$$

for both repulsive and attractive interactions. Of course, the QSL bound can be also obtained directly by Eq. (5) (also see Appendix A). Without loss of generality, Fig. 1 shows the QB for arbitrary initial and target states by considering the case $\chi_0 < \chi_f$. We can see that the maximal local speed, related to the coupling strength $v$, determines the QSL. It implies that our new method solves a challenging task of finding QSL bounds of the nonlinear time-dependent systems.

**Example 2: Fast atomic transport problem.** We now examine a problem by transporting an atomic wave packet over a distance of 15 times its size, as demonstrated in a recent experiment [37]. A double-well potential is used to describe the transport of an atomic wave packet from the ground state of the left well to the ground state of the right well, as shown in Figs. 2 (a)-(c). The time evolution of the system is governed by the Hamiltonian $\hat{H}(t) = \hat{\rho}^2/2m + \hat{\Upsilon}(x,t)$ with the kinetic energy operator $\hat{\rho}^2/2m$ and the potential energy operator $\hat{\Upsilon}(x,t)$ including the time-dependent interaction with control fields. Under the coordinate representation, the wave function of the state can be written as $\psi_j(x,t) = p_j(x, t) e^{i\varphi_j(x,t)}$. Using the harmonic approximation, we have $\partial_\varphi p_j \approx -(\partial^2 \varphi/\partial x^2) p_j/2m$, and $\partial_\varphi \varphi_j \approx U(j \delta x,t)$ (the details is shown in the Appendix B).

According to the the position-momentum uncertainty relation $\Delta p \geq 1/2\Delta x$ and Eq. (5), the QSL can be specified by the global bound

$$\tau_{QSL} = \frac{d}{2\Delta x} \sqrt{\langle K^2 \rangle + \langle DU \rangle^2_{max}}, \quad (11)$$

where $d$ is the transport distance, $\langle K^2 \rangle$ is the mean square kinetic energy, $\Delta U = \sqrt{\langle U^2 \rangle - \langle U \rangle^2}$ and $d/2\Delta x$ denotes the Fubini-Study geodesic.

Figures 2 (d)-(f) show the dependence of the QSL on the distance $d$ and the mean square kinetic energy $\langle K^2 \rangle$. Different from the conclusion given by MT bound that QSL time has nothing to do with transport distance, Figs. 2 shows that the longer the transport distance corresponds to the longer the QSL time. The QSL time $\tau_{QSL}$ is proportional to the Fubini-Study geodesic and is inversely proportional to the mean square kinetic energy, for which the bound in terms of the global speed can be understood as the constraint on the system. By analysing the remote transmission and fixing trapped depth, we can further find that the global estimation provides a tighter bound than the local estimation. Interestingly, by considering an experimentally used conveyor belt potential $\hat{\Upsilon}(x,t) = U_0 \cos^2(2\pi [\delta - x_{control}(t)]/\lambda)$ with the optical lattice wavelength $\lambda$ and the location of the potential center $x_{control}(t)$, the QSL time can be derived analytically with (details in Appendix B)

$$\tau_{QSL} = \sqrt{12m \lambda^2 d/16\pi^2 U_0 \Delta x} \propto \sqrt{d}, \quad (12)$$

which is consistent with a theoretical analysis in Ref. [37] by using the classical analog of the atom transport model.
III. QUANTUM SPEED LIMIT FOR OPEN SYSTEMS

We now extend our method to open quantum systems. The Bures angle in terms of the density matrix operator can be written as $\mathcal{L}(\rho_0, \rho_T) = \arccos \left( \Tr \sqrt{\sqrt{\rho_0} \rho_T \sqrt{\rho_0}} \right)$, where the initial density matrix $\rho(0) = \rho_0$ and the target density matrix $\rho(\tau) = \rho_T$ with $\rho(t) = \sum_j \rho_j(t) |j(t)\rangle \langle j(t)|$ [58]. To derive the QSL under arbitrary parameter description, we parameterize the square of the infinitesimal distance $d\mathcal{L}^2 = \sum_{\mu,\nu} g_{\mu\nu} d\rho_\mu d\rho_\nu$ as the tensor form, where the components of the metric tensor becomes [28]

$$g_{\mu\nu} = \frac{1}{4} \sum_j \frac{\partial \rho_j}{\tilde{\rho}_j} \frac{\partial \rho_j}{\tilde{\rho}_j} - \sum_{j,k} \frac{(\tilde{\rho}_j - \tilde{\rho}_k)^2 (\tilde{\rho}_j | \tilde{\rho}_k) (\tilde{\rho}_k | \tilde{\rho}_j)}{\tilde{\rho}_j + \tilde{\rho}_k}. \quad (13)$$

Following a similar analysis to the closed systems, our geometric framework can be applied to open systems with $\rho_0$ and $\rho_T$ and the corresponding QSL bound can be given by (see Appendix C)

$$\tau_{QSL} = \max \left\{ \frac{\mathcal{L}(\rho_0, \rho_T)}{V_{\text{max}}}, \frac{\mathcal{L}(X(0), X(\tau))}{V_{\text{max}}} \right\}, \quad (14)$$

where $X$ is determined by the parameters $\tilde{\rho}_j$ and the eigenstate $|\tilde{\rho}\rangle$.

Example 3: Damped Jaynes-Cummings model.—To examine Eq. (14) in open quantum systems, we take the damped JC model as an example, which is usually used to describe a single two-level atom interacting with a single quantized field mode [59, 60]. The nonunitary generator of the reduced dynamics of the system reads

$$L[\rho(t)] = \gamma(t) \left[ \sigma_- \rho(t) \sigma_+ - \frac{1}{2} \sigma_+ \sigma_- \rho(t) - \frac{1}{2} \rho(t) \sigma_+ \sigma_- \right],$$

where $\sigma_\pm = \sigma_+ \mp i \sigma_-$ with Pauli operators $\sigma_{xy}$ and $\gamma(t)$ denotes the time-dependent decay rate from $\rho_0 = |1\rangle \langle 1|$. For the open-cavity system, we can use an effective Lorentzian spectral to describe the environment effect by $J(\omega) = \gamma_0 \lambda_0 / 2\pi (\omega - \omega_0)^2 + \lambda_0^2$ with the spectral width $\lambda_0$, the coupling strength $\gamma_0$ and the transition frequency $\omega_0$ of the two-level system, and then the corresponding decay rate $\gamma(t)$ can be explicitly defined these parameters $\lambda_0$, $\gamma_0$ and $\omega_0$ [59, 60]. By selecting $\rho_{11}$ or $z = 2\rho_{11} - 1 \in [-1, 1]$ as the natural parameter, we can further derive the QSL time bound as (details in Appendix C)

$$\tau_{QSL} = \max \left\{ \frac{\sqrt{\rho_{11}} \sqrt{1 - \rho_{11}}}{\partial \rho_{11}} \right\}_{\text{min}}, \quad (16)$$

where $\rho_{11} = \exp (-\int_0^\tau \gamma(t) \rho(t) dt')$. For the case of the weak-coupling regime with $\gamma_0 \ll \lambda_0$, we have $\tau_{QSL} = 1/\gamma_0$ for Markovian dynamics. As for the limit $\gamma_0 \gg \lambda_0$, the dynamics
is non-Markovian and the QSL becomes

$$
\tau_{\text{QSL}} = \frac{1}{|\dot{\omega}_{11}|_{\text{max}}} = \frac{1}{|\dot{\sigma}|_{\text{max}}} = \frac{2}{\sqrt{2\gamma_0 \lambda_0 - \lambda_0^2}}, \quad (17)
$$

where $\sigma_t = \partial_t \rho_{11}$ describes the rate of the information backflow from the environment to the system [61] and the maximal local speed corresponds to its maximal value. We can see an interesting phenomenon that the non-Markovian effects can speed up quantum evolution as discussed in previous works [14]. Figure 3 shows the evolution of the system on the Bloch sphere. We find that the QSL time is determined by the local speed and the non-Markovian effects increase the local speed and further speed up the information back-flow from the environment to the system, see details in Appendix C.

IV. CONCLUSIONS

We presented a geometrical approach to obtain the minimum evolution time of a quantum system under quantum brachistochrone (QB) evolution between states. By solving a general QB problem in the framework of the Riemannian metric, we showed that a critical parameter in the geometric representation also determines the QSL bounds. As a result, the lower QSL time bound along QB evolution depends on the entire speed of the system and the individual speed of a critical parameter. We examined this new method for unitary and nonunitary quantum processes in three scenarios, demonstrating that our new QSL bounds can give meaningful predictions in the context of realistic quantum control problems.

The unified QSL time for a given quantum system could be utilized as the cost functional for estimating the fastest evolution time between states in quantum computation and simulations. By setting the QSL time as the total evolution time of the system, constrained QOCT algorithms or optimal control conditions can be applied to searching for optimized control fields in time-optimal quantum control problems [62–67]. The present method may open up new applications in quantum technology, including quantum control, quantum metrology and quantum information.
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Appendix A: Nonlinear Landau-Zener-type model

1. Dynamics equations under the Bloch parametrization

The Hamiltonian of the nonlinear LZ-type two-level system reads $H = p_{12} + q_{12}$ with $p = [\Gamma(t)] + c(\psi_2^2 - |\psi_1|^2)/2$ and $q = v/2$. For $|\psi_1|^2$ we have $d|\psi_1|^2/dt = (d\psi_1^*/dt)|\psi_1| + \psi_1^*(d\psi_1/dt)$. Submitting it into the Schrödinger equation, we can obtain

$$
\frac{d|\psi_1|^2}{dt} = i\psi_1(p\psi_1^* + q\psi_2^*) = i\psi_1(p\psi_1^* + q\psi_2) = i\psi_1^*(p\psi_1 + q\psi_2) = i\psi_1(p\psi_1^* - \psi_1^*(p\psi_2^*).
$$

(A1)

Under the Bloch parametrization with $\psi_1 = \cos(\chi/2)e^{i\phi_1}$ and $\psi_2 = \sin(\chi/2)e^{i\phi_2}$, we have

$$
\frac{d|\psi_1|^2}{dt} = q \sin \chi \sin \phi,
$$

(A2)

with the population difference $\cos \chi = |\psi_1|^2 - |\psi_2|^2$ and the relative phase $\phi = \phi_2 - \phi_1$. Equation (A2) can be further written as

$$
\frac{d|\psi_1|^2}{dt} = d \left[ \cos^2 \left( \frac{\chi}{2} \right) \right] = -\sin \chi \frac{d\chi}{dt}.
$$

(A3)

Combining with Eqs. (A2) and (A3), we obtain $d\chi/dt = -2q \sin \phi$. For $\psi_1$, we have

$$
\frac{d\psi_1}{dt} = \frac{1}{2} \sin \left( \frac{\chi}{2} \right) e^{i\phi_1} \frac{d\chi}{dt} + i \cos \left( \frac{\chi}{2} \right) e^{i\phi_1} \frac{d\phi_1}{dt}.
$$

(A4)

which can be used to obtain

$$
\frac{d\phi_1}{dt} = -p - q \tan \left( \frac{\chi}{2} \right) e^{-i\phi_1} - \frac{i}{2} \tan \left( \frac{\chi}{2} \right) \frac{d\chi}{dt}.
$$

(A5)

Similarly, for $\psi_2$ we have

$$
\frac{d\psi_2}{dt} = \frac{1}{2} \cos \left( \frac{\chi}{2} \right) e^{i\phi_2} \frac{d\chi}{dt} + i \sin \left( \frac{\chi}{2} \right) e^{i\phi_2} \frac{d\phi_2}{dt},
$$

(A6)

where $\phi_2$ satisfies

$$
\frac{d\phi_2}{dt} = p - q \cot \left( \frac{\chi}{2} \right) e^{-i\phi_2} + \frac{i}{2} \cot \left( \frac{\chi}{2} \right) \frac{d\chi}{dt}.
$$

(A7)

As a result, we obtain

$$
\frac{d\phi}{dt} = \frac{d\phi_2}{dt} - \frac{d\phi_1}{dt} = 2p - 2q \cos \phi \cot \chi.
$$

(A8)

The dynamics equations become

$$
\frac{d\chi}{dt} = -v \sin \phi, \quad \frac{d\phi}{dt} = \Gamma - \cos \chi \left( c + \frac{v \cos \phi}{\sin \chi} \right).
$$

(A9)

In order to derive the QB of the nonlinear LZ type two-level system, we calculate the analytical expressions of the time-dependent evolution of $\chi(t)$ and $\phi(t)$. Under the case $\Gamma = 0$, we find that Eq. (A9) satisfies $\sin \chi = -v \cos \phi/c$. For $\Gamma \neq 0$, we assume that

$$
\sin \chi = -\frac{2v \cos \phi}{c + f}.
$$

(A10)
with the undetermined function \( f \). To determine \( f \), we combine with Eqs. (A10) and (A9) then we obtain \( f = -2f \tan \chi - 2\Gamma / \sin \chi \), where the dot denotes the derivative with respect to \( \chi \). We further gives
\[
f = -2 \int \frac{\Gamma \sin \chi d\chi}{\sin^2 \chi}, \tag{A11}
\]
where \( C_0 \) is the integration constant determined by the initial phase \( \varphi(0) \) and initial angle \( \chi(0) \). For arbitrary \( \Gamma, \chi(t) \) and \( \varphi(t) \) satisfies
\[
\sin \chi = -\frac{2\nu}{c + 2 \int \frac{\Gamma \sin \chi d\chi + C_0}{\sin^2 \chi}} \cos \varphi. \tag{A12}
\]
By employing Eq. (A9), the evolution time can be further calculated by the following form
\[
d\tau = \frac{d\eta}{\sqrt{1 - \eta^2 - \frac{\nu}{c} (\cos \chi + \frac{\nu \cos \varphi}{\sin \chi})^2}} \sin^2 \chi. \tag{A13}
\]
where \( \eta = \cos \chi \).

2. Derivation of the QB and optimal protocol

To derive QB, it is necessary to simplify the geometric quantum speed, which corresponds to the evolution speed of the point on the Bloch sphere. To this end, we have
\[
\dot{\chi}^2 = \left| d\mathcal{L}/d\eta \right|^2 = (d\varphi/d\tau)^2 + (d\chi/d\tau)^2 \sin^2 \chi. \tag{A14}
\]
Using Eq. (A10), we obtain
\[
\dot{\chi}^2 = \dot{\varphi}^2 + \frac{c^2 + \nu^2}{4} \sin^2 \chi + \left( \Gamma - \frac{c \cos \chi}{2} + \frac{f \cos \chi}{2} \right)^2 \sin^2 \chi. \tag{A15}
\]
The EL equations become \( \partial \hat{E}/\partial \varphi = \partial \hat{E}/\partial \psi = 0 \), where
\[
\frac{\partial \hat{E}}{\partial \varphi} = -\frac{\dot{\chi}^2}{\sin \chi}, \quad \frac{\partial \hat{E}}{\partial \psi} = 0. \tag{A16}
\]
The solution of Eq. (A16), i.e., QB of the nonlinear LZ system can be given by
\[
\varphi = \pm \frac{\pi}{2}, \quad \dot{\varphi} = 0. \tag{A17}
\]
Combining with Eq. (A12), the optimal protocol \( \Gamma \) is obtained:
\[
\Gamma = c \cos \chi - \Delta(\chi - \chi_0) + \Delta(\chi_T - \chi). \tag{A18}
\]
For the Delta pulse, the speed of \( \varphi(t) \) is infinity, indicating that the maximal global speed becomes infinity and the global bound gives
\[
\tau \geq \frac{\mathcal{L}(|\psi_0|, |\psi_T|)}{\sqrt{(\frac{d\varphi}{dt})^2 + (\frac{d\chi}{dt})^2 \sin^2 \chi_{\max}}} = 0. \tag{A19}
\]
If we select \( \varphi \) as the natural parameter, the corresponding local bound can be derived:
\[
\tau \geq \frac{|\varphi_T - \varphi_0|}{|\partial \varphi_{\max}|} = 0. \tag{A20}
\]
If we select \( \chi \) as the natural parameter, according to the local bound and Eq. (A9), we obtain
\[
\tau \geq \frac{|\chi_T - \chi_0|}{\nu}. \tag{A21}
\]
It implies that the evolution speed of the parameter \( \chi \) determines the QSL time for the nonlinear Landau-Zener-type model.

Appendix B: Fast atomic transport

Under the coordinate representation, \( \psi_j = \rho_j e^{i\varphi_j} \) is introduced to denote the eigenstate of the \( j \)th location. These locations we considered are separated by the infinitely small distance \( \delta x \). To derive the global speed, we calculate \( \partial_j \rho_j \) and \( \partial_j \varphi_j \). Using the harmonic approximation, the kinetic energy term can be written as
\[
\frac{\delta^2}{2m} \psi_j = -\frac{1}{2m} \frac{\partial^2}{\partial x^2} \psi_j - \frac{1}{2m} \psi_{j+1} + \psi_{j-1} - 2\psi_j \\
\approx -\frac{1}{2m} \frac{\partial^2}{\partial x^2} \psi_j - \frac{1}{2m} \rho_{j+1} \psi_{j+1} + \rho_{j-1} \psi_{j-1} - 2\rho_j, \tag{B1}
\]
Based on Schrödinger equation \( i\partial_t \psi_j = (\delta^2 / 2m + U) \psi_j \) and the relationship \( i\partial_t \psi_j = i[\partial_j \rho_j e^{i\varphi_j} + i\rho_j (\partial_j \varphi_j)e^{i\varphi_j}] \), we can further obtain
\[
\partial_j \rho_j \approx -\frac{1}{2m} \left( \frac{\partial^2 \varphi_j}{\partial x^2} \right) \rho_j, \partial_j \varphi_j \approx U(j\delta x, t), \tag{B2}
\]
where \( \partial_j \rho_j \) corresponds to the kinetic energy and \( \partial_j \varphi_j \) is related to the potential energy. By inserting Eq. (B2) into the Fubini-Study metric, the global speed can be given by,
\[
\partial_t \mathcal{L} = \sqrt{\sum_{i=1}^N \left( \frac{d\rho_i}{dt} \right)^2 + \sum_{i=1}^N \left( \frac{d\varphi_i}{dt} \right)^2} - \left( \sum_{i=1}^N \frac{d\rho_i}{dt} \right)^2. \tag{B3}
\]
Under the limit \( \delta x \to 0 \), we can obtain
\[
\partial_t \mathcal{L} = \sqrt{(K^2) + (\Delta U)^2}, \tag{B4}
\]
where \( \langle K^2 \rangle \) is the mean value of the square of kinetic energy, \( \Delta U = \sqrt{(U^2) - \langle U \rangle^2} \) is the variance of the potential \( U \). To
obtain the Fubini-Study geodesic, we select $x$ as the natural parameter. We can derive
\begin{equation}
\partial_x \mathcal{L} = \sqrt{\sum_{i=1}^{N} \left( \frac{dp_i}{dx} \right)^2 + \sum_{i=1}^{N} \left( \frac{d\varphi_i}{dx} \right)^2 - \left( \sum_{i=1}^{N} \frac{d\varphi_i}{dx} \right)^2}, \tag{B5}
\end{equation}
which corresponds to the variation of the Fubini-Study geodesic by moving the state in the parameter space from $x$ to $x + dx$. The harmonic approximation yields $\partial_x p_i \propto \partial^3 U / \partial x^3 \approx 0$, which gives $-i\partial_t \varphi_j = -i(\partial_x p_i)e^{i\varphi_j} + (\partial_x \varphi_j) p_i e^{j\varphi_j} \approx (\partial_x \varphi_j) \varphi_j$. Under the limit $dx \to 0$, we have
\begin{equation}
\lim_{N \to \infty} \left[ \sum_{i=1}^{N} \left( \frac{dp_i}{dx} \right)^2 + \sum_{i=1}^{N} \left( \frac{d\varphi_i}{dx} \right)^2 - \left( \sum_{i=1}^{N} \frac{d\varphi_i}{dx} \right)^2 \right] = \Delta p, \tag{B6}
\end{equation}
where $\Delta p$ is the variance of momentum $p$. With the position-momentum uncertainty relation $\Delta p \geq 1/2\Delta x$, Eqs. (B4) and (B6) give the QSL
\begin{equation}
\tau_{QL} = \frac{d}{2\Delta x} \frac{1}{\sqrt{(K^2) + (\Delta U)^2}}, \tag{B7}
\end{equation}
where $\mathcal{L} = d/2\Delta x$ is the Fubini-Study geodesic. Note that the evolution path becomes the geodesic when the state of the system is the coherent state. For the potential $U(x,i) = U_0 \cos(2\pi(x - x_{control}(t))/\lambda)$, the term of the kinetic energy can be explicitly calculated by using Eq. (B2)
\begin{equation}
\langle k^2 \rangle = \sum_{i=1}^{N} \left[ \frac{1}{2m} \left( \frac{\partial \varphi_i}{\partial x} \right)^2 \right]^2 \left( \frac{k^2}{2mU_0^2} \right)^2, \tag{B8}
\end{equation}
where $k = 2\pi/\lambda$. As a result, we have
\begin{equation}
\tau_{QL}^2 \geq \frac{d}{2\Delta x} \frac{1}{\sqrt{(k^2U_0/2m)^2 + [(\Delta U)_{\text{max}}/\tau_{QL}]^2}}. \tag{B9}
\end{equation}
For the remote transmission and fixed trapped depth, $[(\Delta U)_{\text{max}}/\tau_{QL}]^2 \approx 0$. Thus the QSL becomes
\begin{equation}
\tau_{QL} = \frac{\sqrt{m^2\lambda}}{\sqrt{4\pi^2\Delta xU_0}} \sqrt{d} \propto \sqrt{d}. \tag{B10}
\end{equation}
For the experiment in Ref. [37], the harmonic oscillation frequency takes
\begin{equation}
\omega_{HO} = \frac{2\pi}{\tau_{HO}} = 2\pi \sqrt{\frac{2U_0}{m\lambda^2}}, \tag{B11}
\end{equation}
which gives the QSL
\begin{equation}
\tau_{QL} = \sqrt{\frac{\lambda}{8\pi\Delta x \pi} \frac{2n}{\pi} \tau_{HO} \approx 1.17 \sqrt{\frac{2n}{\pi} \tau_{HO}}}, \tag{B12}
\end{equation}
where $n = 2d/\lambda$ with $\lambda = 866$ nm and $\Delta x \approx 25$ nm in the experiment [37].

We then select $p_j$ as the natural parameter and the local QSL bound can be derived as
\begin{equation}
\tau \geq \frac{\varphi(p_j(0), p_j(\tau))}{V_{\text{max}}} = \frac{m\lambda^2}{2\pi^2 U_0 \tau}. \tag{B13}
\end{equation}
We further obtain
\begin{equation}
\tau_{QL} \geq \frac{m\lambda^2}{2\pi^2 U_0}, \tag{B14}
\end{equation}
which describes the minimal necessary time of the complete transfer of the $j^{th}$ eigenstate. For remote transmission, the global bound is coincident with the result given by the experiment and the QSL certainly increases with $d$. As a result, the $\tau_{QL}$ is given by
\begin{equation}
\tau_{QL} = \max \left\{ \sqrt{\frac{m\lambda^2d}{4\pi^2 U_0 \Delta x}}, \sqrt{\frac{m\lambda^2}{2\pi^2 U_0}} \right\}, \tag{B15}
\end{equation}
which illustrates that the global bound is equal to the local bound multiplied by the Fubini-Study geodesic factor $\sqrt{d/2\Delta x}$.

\section*{Appendix C: Extension to open quantum systems}
\subsection*{1. Quantum speed limit time bounds}

For the open quantum system, the Bures angle in terms of the density matrix operator can be written as $\mathcal{L}(\rho_0, \rho_t) = \text{arccos}(\text{Tr} \sqrt{\rho_0 \rho_t \rho_0 \rho_t})$, where the initial density matrix $\rho(0) = \rho_0$ and the target density matrix $\rho(\tau) = \rho_\tau$, with $\rho(t) = \sum_j \hat{\rho}_j(t)/\sum_j \langle \hat{f}(t) / \langle \hat{f}(t) \rangle$. To derive the QSL under arbitrary parameter description, we parameterize the square of the infinitesimal distance as the tensor form [28]
\begin{equation}
d\mathcal{L}^2 = \sum_{\mu, \nu} g_{\mu, \nu} d\lambda_\mu d\lambda_\nu, \tag{C1}
\end{equation}
where
\begin{equation}
g_{\mu, \nu} = \frac{1}{4} \sum_j \left( \frac{\partial_{\mu} \hat{\rho}_j \partial_{\nu} \hat{\rho}_j}{\hat{\rho}_j} - \sum_{k \neq j} \langle \hat{\rho}_j - \hat{\rho}_k \rangle^2 \langle \hat{\rho}_j \hat{\rho}_k \rangle \langle \hat{\rho}_k \rangle \right) \tag{C2}
\end{equation}
with $\partial_{\mu, \nu} = \partial / \partial \lambda_{\mu, \nu}$. Thus the functional $\tau[\bullet]$ then can be explicitly parameterized as
\begin{equation}
\tau[\bullet] = \int_{\lambda_0}^{\lambda_\tau} \sum_{\mu, \nu} g_{\mu, \nu} \frac{d\lambda_\mu}{\partial_{\mu}\mathcal{L}(\lambda_0, \ldots, \lambda_r)} d\zeta. \tag{C3}
\end{equation}
The QBE of the open quantum systems refers to the EL equations $d\theta_{i,l} / d\zeta = \partial_{\lambda_{i,l}} \mathcal{T}_i, i = 1, \ldots, r$ with the natural parameter $\zeta$. For the maximal global speed $V_{\text{max}}$ we have
\begin{equation}
\tau[\bullet] \geq \frac{\mathcal{L}(\rho_0, \rho_\tau)}{V_{\text{max}}} \tag{C4}
\end{equation}
Similar to the closed systems, we track the evolution of the parameter \( \{ \lambda(t) \} \) from \( \{ \lambda(0) \} \) to \( \{ \lambda(\tau) \} \) by selecting the natural parameter \( \zeta = \lambda \). \( \lambda \) is determined by \( \tilde{p}(t) \) and \( \{ f(t) \} \), and therefore Eq. (C3) becomes \( \tau = \int \lambda \, dt / v_i \). For all parameters \( \{ \lambda(t) \} \), the functional \( \tau \) in terms of the maximal local speed can be obtained

\[
\tau \geq \max_{i=1,...,n} \left\{ \frac{\langle X(0), X(\tau) \rangle}{|V|_{\text{max}}} \right\} = \frac{\langle X(0), X(\tau) \rangle}{|V|_{\text{max}}}. \tag{C5}
\]

Thus the QSL time takes the upper bound of Eqs. (C4) and (C5)

\[
\tau_{\text{QSL}} = \max \left\{ \frac{L(\rho_0, \rho) \cdot \langle X(0), X(\tau) \rangle}{|V|_{\text{max}}}, \frac{\langle X(0), X(\tau) \rangle}{|V|_{\text{max}}} \right\}. \tag{C6}
\]

2. Application to the damped Jaynes-Cummings model

For the damped Jaynes-Cummings model, the decay rate can be explicitly written as

\[
\gamma(t) = \frac{2 \gamma_0 \lambda_0 \sinh(Dt/2)}{D \cosh(Dt/2) + \lambda_0 \sinh(Dt/2)}, \tag{C7}
\]

where \( D = \sqrt{\lambda_0^2 - 2 \gamma_0 \lambda_0} \). We select the initial state is the excited state, i.e., \( \rho_0 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \), and the corresponding target state is \( \rho = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \). In this case, the evolution of the density operator can be given by

\[
\rho(t) = \begin{pmatrix} \rho_{11} & 0 \\ 0 & 1 - \rho_{11} \end{pmatrix}, \tag{C8}
\]

where \( \rho_{11} = |e^{-\int \gamma \, dt} \rangle \langle \rho | \). For this two-level system, we select time \( t \) as the parameter and Eq. (C1) gives the global speed

\[
|V| = |\partial_t L| = \frac{|\partial_t \rho_{11}|}{2 \sqrt{\rho_{11}^2 - 1}}, \tag{C9}
\]

Since the length of the geodesic between the initial state and the target state is \( L = \pi/2 \), the global speed bound gives

\[
\frac{L(\rho_0, \rho) \cdot |V|_{\text{max}}}{|V|_{\text{max}}} = \pi \left( \frac{\sqrt{\rho_{11}^2 - 1}}{|\partial_t \rho_{11}|} \right)_{\text{min}}. \tag{C10}
\]

To calculate the local speed, we select \( \rho_{11} \) as the natural parameter. The local speed bound can be written as

\[
\frac{\langle \rho_{11}(0), \rho_{11}(\tau) \rangle}{|V|_{\text{max}}} = \frac{1}{|\partial_t \rho_{11}|_{\text{max}}}. \tag{C11}
\]

From the perspective of the Bloch vector, the density operator becomes \( \rho(t) = (1 + \tilde{r} \cdot \partial_t) / 2 \), where \( I \) is the identity matrix, \( \tilde{r} = (x, y, z) \), \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \). Eq. (C8) can be further expressed as

\[
\rho(t) = \begin{pmatrix} 1 + z & x - iy \\ x + iy & 1 - z \end{pmatrix} = \begin{pmatrix} 1 + z & 0 \\ 0 & 1 - z \end{pmatrix}. \tag{C12}
\]

We select \( z \) as the natural parameter. The maximal local speed \( V = |\partial_t z|_{\text{max}} \) and the geodesic \( |z_t - z_\tau| = 2 \). The local speed bound gives:

\[
\frac{\langle \rho_{11}(0), \rho_{11}(\tau) \rangle}{|V|_{\text{max}}} = \frac{2}{|\partial_t z|_{\text{max}}}. \tag{C13}
\]

Since \( z = 2 \rho_{11} - 1 \), Eq. (C13) is the same as Eq. (C11).

As a result, the minimal evolution time bound can be given by

\[
\tau_{\text{QSL}} = \max \left\{ \pi \left( \frac{\sqrt{\rho_{11}^2 - 1}}{|\partial_t \rho_{11}|} \right)_{\text{min}}, \frac{1}{|\partial_t \rho_{11}|_{\text{max}}} \right\}. \tag{C14}
\]

Obviously, \( \rho_{11}(0) = 1 \) at \( t = 0 \) and the global speed becomes infinity. The global bound gives

\[
\pi \left( \frac{\sqrt{\rho_{11}^2 - 1}}{|\partial_t \rho_{11}|} \right)_{\text{min}} = 0. \tag{C15}
\]

Thus the local bound is sharper. The dynamics is Markovian for the weak coupling \( \gamma_0 < \lambda_0 / 2 \). Specially for the limit \( \gamma_0 \ll \lambda_0 \), we have \( \gamma(t) \approx \gamma_0 \) [14]. The couple strength \( \gamma_0 \) determines the local speed and the QSL can be given

\[
\tau_{\text{QSL}} = \frac{1}{|\partial_t \rho_{11}|_{\text{max}}} = \frac{1}{\gamma_0}. \tag{C16}
\]

For non-Markovian dynamics with the strong coupling \( \gamma_0 > \lambda_0 / 2 \), the corresponding decay rate reads

\[
\gamma(t) = \frac{2 \gamma_0 \lambda_0 \tan(Dt/2)}{D + \lambda_0 \tan(Dt/2)}. \tag{C17}
\]

For \( \gamma_0 \gg \lambda_0 \), we have \( |\partial_t \rho_{11}| \ll D \sin(Dt/2) \) [17]. The cor-

![FIG. 4. QSL time as a function of \( \gamma_0 \) for different \( \lambda_0 \), which describes the acceleration effect from the non-Markovianity.](image)
Figure 4 displays the QSL time as a function of $\gamma_0$ for different $\lambda_0$. To describe acceleration effect, we introduce the non-Markovianity [61]

$$\mathcal{N} = \max_{\rho_{1,2}(0)} \int_0^\infty dt \sigma_t(t, \rho_{1,2}(0)),$$

where $\sigma_t = \partial_t \|\rho_1(t) - \rho_2(t)\|/2$ and $\rho_{1,2}(0)$ is a pair of initial states. For the damped Jaynes-Cummings model, we have $\sigma_t = \partial_t \rho_{11}$. We find that the non-Markovian effects increase the local velocity and further speed up the information back-flow from the environment to the system. When $\gamma_0 \gg \lambda_0$, the maximal local velocity means the maximal rate of the information back-flow, i.e., $V_{\text{max}} = |\sigma_t|_{\text{max}}$.
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