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Abstract—Graphs can model complicated interactions between entities, which naturally emerge in many important applications. These applications can often be cast into standard graph learning tasks, in which a crucial step is to learn low-dimensional graph representations. Graph neural networks (GNNs) are currently the most popular model in graph embedding approaches. However, standard GNNs in the neighborhood aggregation paradigm suffer from limited discriminative power in distinguishing high-order graph structures as opposed to low-order structures. To capture high-order structures, researchers have resorted to motifs and developed motif-based GNNs. However, the existing motif-based GNNs still often suffer from less discriminative power on high-order structures. To overcome the above limitations, we propose motif GNN (MGNN), a novel framework to better capture high-order structures, hinges on our proposed motif redundancy minimization operator and injective motif combination. First, MGNN produces a set of node representations with respect to each motif. The next phase is our proposed redundancy minimization among motifs which compares the motifs with each other and distills the features unique to each motif. Finally, MGNN performs the updating of node representations by combining multiple representations from different motifs. In particular, to enhance the discriminative power, MGNN uses an injective function to combine the representations with respect to different motifs. We further show that our proposed architecture increases the expressive power of GNNs with a theoretical analysis. We demonstrate that MGNN outperforms state-of-the-art methods on seven public benchmarks on both the node classification and graph classification tasks.
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I. INTRODUCTION

GRAPHS are capable of modeling complex interactions between entities, which naturally emerge in many real-world scenarios. Social networks, protein–protein interaction networks, and knowledge graphs are just a few examples, with many important applications in areas such as social recommendation [1], drug discovery [2], fraud detection [3], and particle physics [4]. These applications can often be cast into standard graph learning tasks such as node classification, link prediction, and graph classification, in which a crucial step is to learn low-dimensional graph representations.

Graph embedding approaches can be broadly categorized into graph neural networks (GNNs) [5], [6], [7], matrix factorization [8], [9], and skip-gram models [10], [11]. Among these, GNNs are currently the most popular model, largely owing to their ability to integrate both the structure and content information through a message passing mechanism. To be more specific, in the standard GNN architecture, the representation vector of a node is computed by aggregating and updating messages (i.e., features or representation vectors) from the node’s neighbors. The aggregation can be performed recursively by stacking multiple layers, to capture long-range node dependencies.

However, standard GNNs in the neighborhood aggregation paradigm suffer from limited discriminative power in distinguishing high-order graph structures consisting of the connections between neighbors of a node, as opposed to low-order structures consisting of the connections between the node and its neighbors. For example, standard GNNs cannot distinguish between nodes A and B with nonisomorphic neighborhoods in Fig. 1(a), as their neighborhoods differ only in the higher order. To capture high-order structures, researchers have resorted to motifs [12], [13] and developed motif-based GNNs [14], [15], [16], [17]. These approaches usually use a motif-based adjacency matrix for each motif, which is constructed from the number of times two nodes are connected via an instance of the motif. Such motif-based adjacency matrices can better grasp the high-order structures. For example, given the open and closed motifs illustrated in Fig. 1(b), nodes A and B in Fig. 1(a) can be naturally distinguished by motif-based GNNs since node A is only associated with an open motif, whereas node B is associated with both the open and close motifs.

However, the existing motif-based GNNs often suffer from two problems. First, they overlook the redundancy among
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motifs, which is defined as common edges shared by different motif instances. For example, in Fig. 1(c), the two motif instances of node B share two edges. When the redundancy is high enough, different motifs may become similar and lack specificity. Second, they often combine multiple motifs in a noninjective manner, potentially resulting in less discriminative power on high-order structures. That is, a noninjective function, such as sum or mean, is used to combine different motifs, as shown in Fig. 1(d). In our example, node A has only an open motif with a feature valued 6, and node B has both the open and close motifs each with a feature valued 3. However, when the motifs are combined by summing up their features, both nodes A and B would obtain the same feature representation of 6 and thus cannot be distinguished. Thus, the resulting node representations may also converge and further decrease the discriminative power.

To overcome the above limitations, we propose motif GNN (MGNN), a new class of GNN capable of distinguishing high-order structures with provably better discriminative power. From a model perspective, our MGNN follows the message passing mechanism, and its procedure is broken down into the following four phases. The first phase is motif instance counting. To form a motif-based adjacency matrix, we count the number of times two nodes co-occur in an instance of each motif. To capture comprehensive high-order graph structures, MGNN uses the motif-based adjacency matrices for all the possible motifs of size three, as opposed to some previous work with only one [18] or some motifs [17]. The second phase is message aggregation. MGNN, like other motif-based GNNs, aggregates node features (i.e., messages) on each motif-based adjacency matrix to produce different representations of the motifs. The first two phases are largely based on previous studies, except that we have used all the motifs of size three to thoroughly capture high-order structures in an efficient manner. The third phase is the redundancy minimization among motifs. We address the challenge of redundancy among motifs by a proposed redundancy minimization operator, which compares the motifs with each other in terms of their representations, to distill the features specific to each motif. The fourth phase is the updating of node representations by combining multiple motifs. To improve the limited discriminative power of noninjective combinations, MGNN uses an injective function to combine motifs and update node representations. For example, to distinguish nodes A and B in Fig. 1(d), MGNN uses the injective concatenation to combine motif-based representations, so that the representation of node A is (6, 0) and that of B is (3, 3), which can be differentiated apart. From a theoretical perspective, we show that MGNN is provably more expressive than standard GNN, and standard GNN is in fact a special case of MGNN.

We summarize our key contributions in the following.

1) We propose MGNN, a novel framework to better capture high-order structures, hinging on the motif redundancy minimization operator and injective motif combination.

2) We further show that our proposed architecture increases the expressive power of GNNs with a theoretical analysis.

3) We demonstrate that MGNN outperforms the existing standard or motif-based GNNs on seven public benchmarks on both the node classification and graph classification tasks.

II. RELATED WORK

Standard GNNs follow the message passing paradigm to leverage node dependence and learn node representations. Different GNN models resort to different aggregation functions to aggregate the messages (i.e., features) for each node from its neighbors and update its representation [5], [6], [7], [19], [20], [21], [22], [23], [24]. For example, graph convolutional networks [5] use mean aggregation to pool neighborhood information. Graph attention networks [6] aggregate neighborhood information with trainable attention weights. GraphSAGE [7] uses mean, max, or other learnable pooling function. Moreover, during aggregation, message passing neural networks [19] also incorporate edge information, while graph networks [20] and multi graph fusion-based dynamic GCN [21] further consider global graph information. In [22] and [23], GNNs are developed to use an aggregation strategy based on the Hilbert–Schmidt independence criterion and self-paced label augmentation strategy, respectively. Some graph-level downstream tasks, such as graph classification, further use a readout function to aggregate individual node representations into a whole-graph representation. The readout can be a simple permutation-invariant function such as average and summation, while more sophisticated graph pooling methods have also been proposed, including global pooling [25], [26], [27] and hierarchical pooling [28], [29], [30], [31], [32]. Besides graph-level downstream tasks, GNNs can also be used for the visual question answering task, etc. [24]. However, all these models are limited to only capturing low-order graph structures around every node.

However, standard GNNs are at most as powerful as the 1-D Weisfeiler–Leman (1-WL) graph isomorphism test [33], which implies that they cannot distinguish nodes with isomorphic low-order graph structures but different high-order structures. In other words, standard GNNs will always associate such nodes with the same representation. To improve the discriminative power of GNNs, it is a common practice.
to leverage high-order graph structures such as motifs [12], [13]. In particular, the motif-based GNN models use one [15], [18], [34] or more [14], [16], [17], [35], [36], [37], [38] motif-based adjacency matrices to perform message passing. When multiple motif-based adjacency matrices are used, the combination function with respect to multiple motifs includes summation [16], [37], averaging [17], neighborhood aggregation [35], fusion by a fully connected layer (FCL) [36], selection by reinforcement learning [14], combination by a variant of recurrent neural network [38], and so on. However, all these previous combination functions are not injective to sufficiently differentiate higher order structures. Note that although the model in [38] does not use an injective function, it still effectively captures the high-order structure of the nodes, through a strategy of encoding neighbor’s features sequentially and a variant of the recurrent neural network to learn the node representations. Besides, all these models do not take into account the redundancy among motif instances.

In another line, several studies [39], [40], and [41] attempt to extend the discriminative power of GNNs from 1-WL to k-WL, given that the higher the dimension of WL, the stronger the discriminative power. Like the standard GNNs, there is also a message propagation mechanism in these k-WL approaches where the difference is that the message is not propagated between nodes but between k-tuples (or a subgraph with k nodes). Since their message propagation is not between nodes, they [39], [40], [41] have the following shortcomings compared with our MGNN. First, they cannot generate node embeddings, but MGNN can, which limits their application to node-level tasks such as node classification. Second, their time complexity is higher than that of MGNN. The time complexity of MGNN is $\mathcal{O}(|V|^3)$ (see Section IV-F), while their time complexity is $\mathcal{O}(|V|^k)$ [39] or even $\mathcal{O}(|V|^3)$ in the worst case [40], [41]. Third, [40], [41] have a space complexity $\mathcal{O}(|V|^3)$, which is also higher than $\mathcal{O}(|V|^3)$ needed by MGNN.

There are also several approaches using high-order structures, in which each node receives messages from its multihop neighbors, such as MixHop [42], GDC [43], CADNet [44], PathGCN [45], SE-aggregation [46], and MBRec [47]. However, like standard GNNs, they are typically at most as powerful as the 1-WL test in distinguishing graph structures [46].

III. PRELIMINARIES

In this section, we introduce major notations and definitions of related concepts.

A. Notations and Problem Formulation

A graph is denoted by $G = (\mathcal{V}, \mathcal{E})$, with the set of nodes $\mathcal{V}$ and the set of edges $\mathcal{E}$. Let $A \in \mathbb{R}^{(|\mathcal{V}| \times |\mathcal{V}|)}$ be the adjacency matrix of $G$, and $X \in \mathbb{R}^{(|\mathcal{V}| \times d_x)}$ be the node feature matrix of $G$, where $i$th row means the features of node $i$ denoted by $x_i$. We use $(T)_i,j$ to represent the element in the $i$th row and the $j$th column of a matrix $T$, and $(T)_i,\ast$ to represent all the $i$th row’s elements.

In this article, we investigate the problem of graph representation learning, which aims to embed nodes into a low-dimensional space. The node embeddings can be used for downstream tasks such as node classification, potentially in an end-to-end fashion. Formally, a node embedding model is denoted by a function $\psi : \mathcal{V} \rightarrow \mathcal{H}$ that maps the nodes in $\mathcal{V}$ to $d$-dimensional vectors in $\mathcal{H} = \{h_i \in \mathbb{R}^d|1 \leq i \leq |\mathcal{V}|\}$, where $i$ denotes the index of the nodes.

B. Motif and Motif-Based Adjacency Matrix

We work with directed motifs because they allow us to describe more complex structures. Specifically, we first introduce the definition of motif [12], [13], [18] as follows.

Definition 1 (Network Motif): A motif $M$ is a connected graph of $n$ nodes ($n > 1$), with a $n \times n$ adjacency matrix $B_M$ containing binary elements (0, 1).

An example of three-node motif is given in Fig. 2. In particular, a motif with three or more nodes (i.e., $n \geq 3$) can capture high-order graph structures. Among them, with respect to a given node, the high-order structure captured by its motifs with $n \geq 3$ nodes (i.e., not only its edges incident to its neighboring nodes but also the edges between its neighboring nodes) can be similarly captured by multiple three-node motifs. Thus, the given node’s three-node motifs have sufficient capacity for structures. As shown in Fig. 3, we enumerate a total of 13 three-node motifs. Therefore, we only use motifs with $n = 3$ nodes in this work.

Given the above motif definition, we can further define the set of motif instances as follows.

Definition 2 (Motif Instance): Consider an edge set $\mathcal{E}'$ and the subgraph $G[\mathcal{E}']$ induced from $\mathcal{E}'$ in $G$. If $G[\mathcal{E}']$ and a motif $M_k$ are isomorphic [48], written as $M_k \simeq G[\mathcal{E}']$, then $m(\mathcal{E}') = \{(x_u, x_v) | (u, v) \in \mathcal{E}'\}$ is an instance of the motif $M_k$, where $x_u$ and $x_v$ are two adjacent nodes that form an edge in $\mathcal{E}'$, and $x_u$ means the $u$th row of X (i.e., the feature vector of node u).

For example, a motif instance of $M_1$ in Fig. 2 is $\{(x_1, x_2), (x_2, x_3), (x_3, x_2)\}$.

Definition 3 (Motif Instance Set): On a graph $G = (\mathcal{V}, \mathcal{E})$, the set of instances of motif $M_k$, denoted as $\mathcal{M}_k$, is defined...
by
\[ \mathcal{M}_k = \{ m(\mathcal{E}^r) | \mathcal{E}^r \subseteq \mathcal{E}, |\mathcal{E}^r| = r, M_k \simeq G(\mathcal{E}^r) \} \]
where \( \mathcal{E}^r \subseteq \mathcal{E}, |\mathcal{E}^r| = r \) denotes the set of all \( r \)-combinations of the edge set \( \mathcal{E} \), and \( |\mathcal{E}^r| = r \) is the number of edges in the motif \( M_k \).

Based on the motif instances, the definition of the motif-based adjacency matrix is given as follows.

**Definition 4 (Motif-Based Adjacency Matrix):** Given a motif \( M_k \) and its set of instances \( \mathcal{M}_k \), the corresponding motif-based adjacency matrix \( A_k \) is defined by
\[
(A_k)_{ij} = \sum_{m \in \mathcal{M}_k} \| (x_i, x_j) \in m \| \tag{1}
\]
where \( \| (\cdot) \| \) is an indicator function, i.e., \( \| (x) \| = 1 \) if the statement \( x \) is true and 0 otherwise.

Intuitively, \( (A_k)_{ij} \) is the number of times two nodes \( i \) and \( j \) are connected via an instance of the motif \( M_k \).

### IV. Proposed Approach

In this section, we introduce the proposed approach. We first present an overall framework of our approach, followed by its four phases in detail. Finally, we discuss the overall objective function for model training.

#### A. Overall Framework

We propose MGNN that can model high-order structures with provably better discriminative power. Specifically, our MGNN follows a message passing mechanism, and its procedure is broken down into the following four phases.

The first phase involves the construction of a motif-based adjacency matrix, as shown in Fig. 4(a). Given a motif, its motif-based adjacency matrix captures the number of times each pair of nodes is connected via an instance of the motif. Thus, we need an efficient counting algorithm for motif instances. In MGNN, we consider all 13 motifs of size three, namely \( M_1, M_2, \ldots, M_{13} \) given by Fig. 3, and correspondingly construct 13 motif-based adjacency matrices \( A_1, A_2, \ldots, A_{13} \). The second phase is message aggregation, as shown in Fig. 4(b). MGNN aggregates node features (i.e., messages) on each motif-based adjacency matrix to produce a set of node representations with respect to each motif. The first two phases of motif instance counting [18] and message aggregation [16], [36] are largely similar to previous works, except that we have used all the motifs of size three to comprehensively capture high-order structures in an efficient manner. In the second phase, we follow previous work completely. The third phase is the redundancy minimization among motifs, as shown in Fig. 4(c). We propose a redundancy minimization operator, which compares the motifs with each other and distills the features unique to each motif. The fourth phase performs the updating of node representations by combining multiple representations from different motifs, as shown in Fig. 4(d). In particular, to enhance the discriminative power, MGNN uses an injective function to combine the representations with respect to different motifs.

#### B. Motif-Based Adjacency Matrix Construction

The key step to constructing a motif-based adjacency matrix is to efficiently count the number of motif instances. Depending on whether the motif is open (\( M_9-M_{13} \)) or closed (\( M_1-M_7 \)), different counting algorithms will apply.

For open motifs (\( M_9-M_{13} \)), the existing methods [49], [50] are often implemented by enumerating motif instances. For example, given the graph in Fig. 5(a), to construct the \( M_9 \)-based adjacency matrix, a traditional technique is to enumerate the instances of \( M_9 \) as shown in Fig. 5(b). However, such enumeration suffers from high computational complexity, with a worst case complexity of \( O(|V|^3) \) in both space and time.

To reduce the complexity, we propose an adjacency matrix construction method for open motifs without enumerating any motif instance, which has a time and space complexity of \( O(|V|^2) \) and \( O(|V|) \), respectively. Consider a node \( v \). Let \( u_{in}, u_{out}, \) and \( u_{bi} \) denote an incoming, outgoing, and bidirectional neighbor of node \( v \), respectively. Correspondingly, let \( d_{in}, d_{out}, \) and \( d_{bi} \) denote the number of each type of neighbor of \( v \), respectively, as illustrated by the examples in Fig. 5(a).

As shown in Fig. 3, the center node of each open motif has at most two types of neighbors; for example, \( M_9 \) has \( u_{out} \) and \( u_{in} \), and \( M_{13} \) has only \( u_{bi} \). Our key observation is that \( (A_k)_{uv} \), the number of times two nodes (\( v \) and \( u \)) are connected via an instance of an open motif \( M_k \), can be computed as follows. On one hand, when the motif has only two types of neighbors, \( (A_k)_{uv} \) will be equal to the number of the other type of neighbors, e.g., \( (A_k)_{uv} = d_{in}, (A_k)_{uv} = d_{out} \). On the other hand, when the motif has only one type of neighbor, \( (A_k)_{uv} \) will be equal to the number of neighbors in the motif, e.g., \( (A_k)_{uv} = d_{in} - 1, (A_k)_{uv} = d_{out} - 1 \).

The motif-based adjacency matrix for a closed motif (\( M_1-M_7 \)) can be constructed by an existing method [18] with a time and space complexity of \( O(|V|^3) \) and \( O(|V|) \), respectively, which counts \( (A_k)_{uv} \) through two matrix multiplication operations and the matrices used by this method can be stored in the HDF5 format [51].

#### C. Motifwise Message Aggregation

To produce the motifwise node representations, on each motif-based adjacency matrix, node features (i.e., messages) can be incorporated into a multilayer message aggregation mechanism, as shown in Fig. 4(b).

Specifically, the motif \( M_k \)-based representation of node \( v \) in the \( l \)-th layer is given by
\[
\mathbf{h}^{(l)}_{vk} = \text{AGG} \left( \{ (A_k)_{vi} \cdot (\hat{A}_k)_{vl}(Z^{(l)}_{v})_{i} | i \in \mathcal{N}(v) \} \right) \tag{2}
\]
\[
\mathbf{Z}^{(l)} = \mathbf{AH}^{(l-1)} \mathbf{W}^{(l)} \tag{3}
\]
where \( \mathbf{H}^{(l-1)} \in \mathbb{R}^{|V| \times d_{l-1}} \) denotes the node messages from the previous \( (l - 1) \)-th layer, \( \mathbf{H}^{(0)} = \mathbf{X} \), and \( \mathbf{W}^{(l)} \in \mathbb{R}^{d_{l-1} \times d_{l}} \) is the...
representations are combined by an injective concatenation operation.

Fig. 5. Overview for constructing $M_k$-based adjacency matrix $\hat{A}_k$. The key idea of phase (c) is to compare the motifs with each other and distill the features specific to each motif. In phase (d), updated $M_k$-based representations are combined by an injective concatenation operation.

and lack specificity. Inspired by the idea of redundancy minimization between features [53], we propose a redundancy minimization operator at the motif level, denoted $\Delta$. The key idea of $\Delta$ is to compare the motifs with each other and adaptively distill the features specific to each motif. We formally define $\Delta$ as follows. Given a node $v$, its intermediate representations $\hat{h}_k, \ldots, \hat{h}_{13}, \hat{z}_v$, let $\tilde{H}_k = ([\hat{h}_k, \ldots, \hat{h}_{13}, \hat{z}_v])_v$, where $\parallel$ is the concatenation operator. In other words, $\tilde{H}_k$ concatenates all the intermediate representations except that based on motif $M_k$. Then, for motif $M_k$, its redundancy minimized representation of the node $v$ is given by

$$
\hat{h}_k = \Delta(k, \hat{h}_1, \ldots, \hat{h}_{13}, \hat{z}_v)
$$

where

$$
\Delta(k, \hat{h}_1, \ldots, \hat{h}_{13}, \hat{z}_v) = \sigma(\beta_k \cdot (f(\hat{h}_1) - f_k(\tilde{H}_k))
$$

where $\hat{h}_k$ is the updated representation of $h_k$ after redundancy minimization. $f : \mathbb{R}^d \rightarrow \mathbb{R}^d$ is a learnable projection function to map the intermediate motif-based representations to the same space as its redundant features. And $f_k : \mathbb{R}^d \rightarrow \mathbb{R}^d$ is a learnable feature selection function, which selects the redundant features with respect to motif $M_k$. $\beta_k$ is the similarity between $f(h_k)$ and $f_k(H_k)$, which acts as a regularizer to prevent extremely small or large differences between the two terms. $\sigma$ is an activation function (e.g., ReLU).

Intuitively, in (4), the motif redundancy minimization operator subtracts or removes redundant features with respect to each motif from the intermediate representations of a given node. Apart from minimizing the redundancy, the operator also performs an adaptive selection of motifs in general. That is, for an unimportant motif $M_k$, this operator will make $\hat{h}_k$ in (4) close to a zero vector through functions $f$ and $f_k$. In particular, when $\hat{h}_k$ is a zero vector, it is equivalent to removing the instance of $M_k$ containing node $v$ in (1). In Section VI-C, we will use a heatmap to demonstrate this adaptive selection mechanism, which improves the robustness of MGNN.

To realize the motif redundancy minimization operator, we need to instantiate $f$, $f_k$, and $\beta_k$ in (4). In particular, we use

- $f$:

- $f_k$:

- $\beta_k$:
an FCL to fit $f$ and $f_k$

$$f(h_k) = W_f^{(l)} h_k + b_f^{(l)}$$

$$f_k(\tilde{h}_k) = W_f^{(l)} \tilde{h}_k + b_f^{(l)}$$

(5) (6)

where $W_f^{(l)} \in \mathbb{R}^{d_f \times d_l}$ is a trainable matrix in the $l$th layer shared by all the motifs, $W_f^{(l)} \in \mathbb{R}^{d_f \times (13d)}$ is a trainable matrix specific to motif $M_k$ in the $l$th layer, and $b_f^{(l)} \in \mathbb{R}^{d_f}$ and $b_f^{(l)} \in \mathbb{R}^{d_l}$ are the corresponding bias vectors. Furthermore, to measure the similarity $\beta_k$, we use the inner product with a nonlinear activation (e.g., sigmoid or tanh), that is,

$$\beta_k = \sigma(f(h_k)^T f_k(\tilde{h}_k)).$$

(7)

$\sigma$ in (4) and (7) might be the same or distinct.

Through the above instantiations, we can minimize the redundancy among motifs as shown in Fig. 4(c), for every node in every layer. That is,

$$\tilde{h}_k^{(l)} = \Delta(k, h_{v,1}^{(l)}, \ldots, h_{v,13}^{(l)}, (Z^{(l)})_{v*})$$

(8)

where $\tilde{h}_k^{(l)} \in \mathbb{R}^{d_f}$ is the updated representation of node $v$ based on motif $M_k$ in the $l$th layer.

E. Node Representation Update via Injective Function

As shown in Fig. 4(d), MGNN updates the node representation by combining their intermediate, motif-based representations. To improve the discriminative power on high-order structures, MGNN uses an injective function to combine different motif-based representations of each node, to update the output node representations in each layer. Specifically, we use the injective vector concatenation function and generate the output node representation in the $l$th layer below

$$\mathbf{h}_k^{(l)} = \|_{i=1}^{13} \tilde{h}_k^{(l)}$$

(9)

where $\mathbf{h}_k^{(l)} \in \mathbb{R}^{13d}$ is the output representation of node $v$ in the $l$th layer.

The following two properties of the concatenation function are essential to increase the expressive power of MGNN. First, the output node representation $\mathbf{h}_k^{(l)}$ will not change if the order of concatenation and aggregation is interchanged. Second, $\mathbf{h}_k^{(l)}$ can always explicitly preserve each motif-based feature embedding via the injective combination. Using these two properties, we can theoretically show that MGNN has a larger representation capacity than the standard GNN, as we will further discuss in Section V.

F. Model Training

The node representations generated by MGNN can be used for various downstream learning tasks, including supervised and unsupervised learning.

For supervised learning, the node representations can be directly used as features for a specific downstream task, optimized with a supervised loss that can be abstracted as

$$\mathcal{L}(Y, \hat{Y})$$

(10)

$$\hat{Y} = \Phi(H^{(L)})$$

(11)

where $\hat{Y}$ is the predicted matrix. $H^{(L)}$ is the node representation matrix generated by the last or $L$th MGNN layer, such that its $i$th row is the embedding vector $\mathbf{h}_i^{(L)}$ of node $i$ in (9). The loss function $\mathcal{L}$, prediction function $\Phi$, and the ground truth $Y$ depend on the specific downstream task. Taking node classification as an example, the loss can be the cross-entropy loss over the training samples, as follows:

$$\sum_{i \in Y} \sum_{j=1}^{n_i} -(Y)_{ij} \log(\hat{H}^{(l)})_{ij}$$

(12)

where $Y$ is the set of training node indices, $n_i$ denotes the number of classes, $Y$ is the ground-truth matrix such that its $i$th row is the one-hot label vector of node $i$, and $\hat{H}^{(l)}$ is the predicted matrix such that its $i$th row is the predicted class distribution of node $i$, which can be obtained by taking a softmax activation or additional neural network layers as the prediction function $\Phi$ and passing $H^{(l)}$ through $\Phi$. Another common supervised task is graph classification, which can use a similar cross-entropy loss and prediction function, but the node representations must first undergo a readout operation [33] to generate the graph-level representations.

For unsupervised learning, the node representations can be trained through the graph autoencoder [54] or other self-supervised frameworks [55] without any task-specific supervision.

Algorithm 1 summarizes the framework of MGNN. To be more specific, MGNN takes the node features, normalized adjacency matrix, and motif-based adjacency matrices for all possible motifs as inputs. The construction of motif-based adjacency matrices is based on our proposed method and another method in the literature mentioned in Section IV-B. MGNN further propagates the node representations (or node input features) layer by layer. In each layer, first, from lines 4 to 7, MGNN produces the $M_k$-based representation $\mathbf{h}_k^{(l)}$ of node $v$ by performing message aggregation. Second, from lines 8 to 14, MGNN compares the $M_k$-based representation with each other using the motif redundancy minimization operator, to distill the features specific to each motif. Third, in line 15, MGNN uses the injective concatenation to combine $M_k$-based representations and update the representation of the node. Finally, in line 18, the set of output representations of each node is returned.

The computational complexity of one MGNN layer is $\mathcal{O}(|V|^2)$, as follows. First, the complexity is dominated by the computations in (2) and (3), where the time complexities are given by $\mathcal{O}(|V|d)$ and $\mathcal{O}(|V|^2d)$, respectively ($d$ denotes the dimension of an MGNN layer). Hence, when computing (2) over all the nodes, the complexity is $\mathcal{O}(|V|^2d)$. Second, in our implementation, (3) can be precomputed before (2). Therefore, the overall time complexity of MGNN is $\mathcal{O}(|V|^2d)$, which can be further simplified to $\mathcal{O}(|V|^2)$ as $d$ is typically a small constant.

V. THEORETICAL ANALYSIS

In this section, we aim to analyze the representation capacity of MGNN in comparison to standard GNN. To facilitate the analysis, we first introduce a simplified version of MGNN,
and further show that even the simplified MGNN still has stronger discriminative power than standard GNN.

A. Simplified Version of MGNN

A simplified version of the $l$th MGNN layer is as follows:

$$h_{v,k}^{(l)} = \sigma \left( \alpha_{k,v}^{(l)} \cdot \boldsymbol{a}_k \cdot \boldsymbol{W}_m^{(l)} \boldsymbol{h}_v^{(l-1)} \right)$$

$$\boldsymbol{h}_v^{(l)} = \left\| \left\| \sum_{k=1}^{13} \sigma \left( h_{v,k}^{(l)} \right) \right\| \right\|$$

where $\sigma$ represents the aggregate function.

Then we demonstrate that (13) and (14) are a simplified version of an MGNN layer. Specifically, in (2), normalized $\tilde{A}_k$ and $(Z^v)_k$ are substituted for $A_k$ as well as $\boldsymbol{W}_m^{(l)} \boldsymbol{h}_v^{(l-1)}$, respectively, where $\boldsymbol{W}_m^{(l)}$ is the trainable weight matrix in the $l$th simplified MGNN layer and $\boldsymbol{h}_v^{(l-1)}$ is the node messages from the previous $(l-1)$th simplified MGNN layer ($\boldsymbol{h}_v^{(0)} = \boldsymbol{x}_v$).

B. Representational Capacity Study

To compare the representational capacity of the simplified version of MGNN with that of the standard GNN, we begin with the layers of the abstract model of the standard GNN and the simplified version of MGNN in Table I, where $\boldsymbol{W}_m^{(l)}$ is the trainable weight matrix in the $l$th standard GNN layer, and $\boldsymbol{h}_v^{(l-1)}$ is the node messages from the previous $(l-1)$th standard GNN layer ($\boldsymbol{h}_v^{(0)} = \boldsymbol{x}_v$).

Global models, including GCN, GAT, GraphSAGE, and GIN, can be viewed as an instance of the standard GNN. Then we show that MGNN has larger representational capacity than standard GNN in Lemmas 1 and 2 and Theorem 1.

Based on the above abstractions, we first show that even a special case of MGNN at least has the same representational capacity as the standard GNN in Lemma 1.

**Lemma 1:** Given any an instance of the standard GNN, if the aggregate functions of standard GNN and MGNN are the same and the input to $\omega$ only consists of values in the same dimension from different feature vectors, its representations of the graphs can also be generated by a special case of MGNN.

The proof for Lemma 1 is hinged on two important properties of the injective concatenation function, i.e., the interchangeability of concatenation and aggregation, and the explicit preservation of motif-based representations, as first mentioned in Section IV-E. The detailed proof can be found in Section I of our supplementary materials. In short, Lemma 1 shows that a standard GNN can be subsumed by MGNN. Taking one step further, we show that there exist two graphs that can be distinguished by MGNN but are indistinguishable by the standard GNN.

**Lemma 2:** There exist two nonisomorphic graphs $G$ and $G'$ with self-loops, which can be distinguished by MGNN, but not by the standard GNN.

**Proof:** As Fig. 6 illustrates, consider the two nonisomorphic graphs $G$ and $G'$ with self-loops, in which all the nodes have the same features. First, $G$ and $G'$ cannot be distinguished by standard GNN, because the multiset of neighboring features of each node is the same. Second, $G$ and $G'$ can be naturally distinguished by MGNN since each node

### Table I

| Layer of the Abstract Model of the Standard GNN or the Simplified Version of MGNN |
|---------------------------------|
| **Step1** | **message aggregation** |
| Standard GNN | $f_v^{(l)} = \omega \{ (A_v)_{ii}, w_{il}^{(l)} h_i^{(l-1)} \mid i \in \mathcal{N}(v) \}$ |
| MGNN | $h_v^{(l)} = \omega \{ (A_{l,v})_{ii}, w_{il}^{(l)} h_i^{(l-1)} \mid i \in \mathcal{N}(v) \}$ |
| **Step2** | **node representation update** |
| Standard GNN | $h_v^{(l)} = \sigma(h_v^{(l)})$ |
| MGNN | $h_v^{(l)} = \left\| \left\| \sum_{k=1}^{13} \sigma(h_{v,k}^{(l)}) \right\| \right\|$ |
in $G$ is only associated with an open motif, whereas each node in $G'$ is associated with both the open and close motifs. 

Based on the results on Lemmas 1 and 2, we immediately come to the conclusion about the representation capacity in Theorem 1.

**Theorem 1:** MGNN has a larger representation capacity than the standard GNN.

VI. EXPERIMENTS

In this section, we introduce the details of the experimental setup and the comparison results.

A. Experimental Setup

1) **Datasets:** To evaluate the effectiveness of our proposed MGNN, we use seven public datasets on two benchmark tasks: 1) classifying nodes on three citation network datasets (Cora, Citeseer, and Pubmed) and a knowledge graph (Chem2Bio2RDF) and 2) classifying graphs on three biochemical graph datasets (MUTAG, ENZYMES, and AIDS). Table II summarizes the statistics of seven datasets.

1) **Cora, Citeseer, and Pubmed** [56] contain documents represented by nodes and citation links represented by edges.

2) **Chem2Bio2RDF** [57] integrates data from multiple public sources. Because the node feature is not provided in Chem2Bio2RDF and the discriminative power of the GNN-based methods often depends on the properties of nodes, we use the degree statistical information of each node and its one-hop neighborhood (five dimensions in total) [58] as its node features.

3) **MUTAG** [59] contains 188 chemical compounds divided into two classes according to their mutagenic effect on a bacterium.

4) **ENZYMES** [60] contains 100 proteins from each of the six Enzyme Commission top-level enzyme classes.

5) **AIDS** [61] contains two classes (active and inactive), which represent molecules with activity against HIV or not.

2) **Baselines:** We consider three categories of methods, namely, low- and high-order GNN-based methods, network-embedding-based methods, and graph-pooling-based methods. Low-order GNN-based methods include the following.

1) **GCN** [5] aggregates the feature information from a node’s neighborhood.

2) **GraphSAGE** [7] generates embeddings by sampling and aggregating features from a node’s local neighborhood.

3) **GAT** [6] incorporates the attention mechanism into the propagation step, following a self-attention strategy.

4) **GIN** [33] performs the feature aggregation in an injective manner based on the theory of the 1-WL graph isomorphism test.

5) **BGNN** [62] combines gradient boosted decision trees (GBDT) with GNN.

High-order GNN-based methods include the following.

1) **MotifNet** [16] uses a Laplacian matrix based on multiple motif-based adjacency matrices as the convolution kernel of the graph and uses an attention mechanism to select node features.

2) **MixHop** [42] concatenates the aggregated node features from neighbors at different hops in each layer.

3) **GDC** [43] uses generalized graph features from neighbors at different hops in each layer.

4) **CADNet** [44] obtains neighborhood representations by random walks with attention and incorporates the neighborhood representations via trainable coefficients.

The network-embedding-based methods include the following.

1) **DeepWalk** [11] combines truncated random walk with the skip-gram model to learn node embedding.

2) **GraRep** [9] leverages various powers of the adjacency matrix to capture higher order node similarity.

3) **HOPE** [8] preserves higher order proximity in node representations.

4) **Node2Vec** [10] uses biased random walks, which provide a tradeoff between breadth-first (BFS) and depth-first (DFS) graph searches, to learn node embedding.

5) **Graph2Vec** [63] creates WL tree for nodes as features in graphs to decompose the graph feature co-occurrence matrix.

6) **NetLSD** [64] calculates the heat kernel trace of the normalized Laplacian matrix over a vector of time scales.

7) **GL2Vec** [65] extends Graph2Vec with edge features using the line graph.

8) **Feather** [66] describes node neighborhoods with random walk weights.

The graph-pooling-based methods include the following.

1) **Graclus** [28] is an alternative of eigen-decomposition to calculate a clustering version of the original graph.

2) **GlobalATT** [26] uses gate recurrent unit architectures with global attention to update node latent representations.

3) **EdgePool** [30] extracts graph features by contracting edges and merging the connected nodes uniformly.

4) **TopKPool** [31] learns a scalar projection score for each node and selects the top $k$ nodes.

5) **ASAP** [29] uses a self-attention network along with a modified GNN formulation to capture the importance of each node in a given graph.

We use the low- and high-order GNN-based approaches for both the node classification and graph classification tasks, except that BGNN is used for the node classification task only since its GNN module is designed to provide the gradients generated by the node classification loss during training [62]. We use the following node-level network embedding approaches for the node classification task only: DeepWalk [11], GraRep [9], HOPE [8], and Node2Vec [10]. We use all the graph pooling approaches and the following graph-level methods.
network embedding approaches for the graph classification task only: Graph2Vec [63], NetLSD [64], GL2Vec [65], and Feather [66].

3) Implementation Details: The configurations of our MGNN and GNN-based baselines on the node classification task are as follows. We use one GNN layer for the Cora and Citeseer datasets, while two GNN layers for the other two larger datasets, namely, Pubmed and Chem2Bio2RDF. In addition, an FCL is added after the last GNN layer to further process the node representation matrix. For the graph classification task, we use three GNN layers on three biochemical graph datasets for MGNN, GNN-based baselines, and graph-pooling-based baselines. Similarly, the node representation matrix after the last GNN layer would be passed through three FCLs. We use sum aggregation as the readout operation to derive the embedding for the graph.

For our MGNN, the aggregate function AGG in (2) was sum. The activation function $\sigma$ in (7) was set as sigmoid for Cora and Citeseer, while it was set as tanh for other datasets [6]. We further set $d_1$, $d_2$, $d_3$ in (2), the output dimensionality of the GCN layer which is stacked in the first, second, and third MGNN layers, to 16, $n_c$, $n_c$, respectively, where $n_c$ is the number of classes in the corresponding dataset. Next, the dimensionality $d_c'$ in (5) was set to 6 on each dataset. We used the Adam optimizer, and the learning rate $\eta$ in the optimization algorithm was set as 0.011. The maximum number of training epochs $t$ was set as 3000. In practice, we made use of PyTorch for an efficient GPU-based implementation of Algorithm 1 using sparse-dense matrix multiplications.\footnote{Our source codes and preprocessed datasets are publicly available via https://github.com/CXX1113/MGNN.}

For the baselines, we tuned their settings empirically. First, for the GNN-based methods and graph pooling-based methods, the embedding dimension and dropout [67] rate of these models were set to 16 and 0.5, respectively. GCN, GAT, and MotifNet used their default aggregate function, and GraphSAGE used max aggregate empirically. The degree of multivariate polynomial filters in MotifNet was set to 1 and uses 13 motif-based adjacency matrices. Considering that GAT concatenates different head outputs, which is similar to MGNN. Therefore, GAT was set to use 13 heads, and the embedding dimension is 8. Second, for the network-embedding-based methods, the embedding dimension of these models was set to 128, and we used the logistic regression model [68] as a classifier to evaluate the quality of the embeddings generated by these unsupervised models. The other settings for these models largely align with the literature.

Note that in our experiments, all the methods make use of the same directed/undirected edge information on each dataset. Specifically, Chem2Bio2RDF is a directed graph. The baseline implementations used here are able to deal with directed graphs, in which message propagation follows the given edge directions. Meanwhile, ENZYMES, MUTAG, and AIDS are all undirected graphs, and the original Cora, Citeseer, and Pubmed are directed citation graphs. Following standard benchmarking practice, the three citation graphs are treated as undirected [69], [70], where a preprocessing step is applied to ignore edge directions for all the methods. Note that when an undirected graph is fed into MGNN, MGNN treats each undirected edge as two directed edges in opposite directions.

We adopt a widely used accuracy metric for performance evaluation. For the node classification task, similar to the experimental setup in [71], we split the dataset into 500 nodes for validation, 500 nodes for testing, and the remaining nodes were used for training, to simulate labeled and unlabeled information. Note that Chem2Bio2RDF is an exception, and we split it into 5000 nodes for validation and 5000 nodes for testing due to its large size. Then we report the average and standard deviation of accuracy scores across the five runs with different random seeds. For the graph classification task, similar to the experimental setup in [33], we perform fivefold cross validation. For other experiments, we present the average accuracy scores over the five runs with various random seeds.

### B. Performance Evaluation

We evaluate the empirical performance of MGNN against the state-of-the-art baselines in Tables III and IV.

1) Comparison to Baselines: As shown in Table III, MGNN significantly and consistently outperforms all the baselines on different datasets. In particular, GraphSAGE achieves the second best performance on Pubmed and Chem2Bio2RDF, while MixHop achieves the second best performance on Cora and Chem2Bio2RDF, and GDC achieves the second best performance on Citeseer. Our MGNN is capable of achieving further improvements against GraphSAGE by 2.81% on Pubmed, against MixHop by 2.92% on Cora, and against GraphSAGE and MixHop by 2.49% on Chem2Bio2RDF. On Citeseer, MGNN outperforms GDC by 1.20% in terms of accuracy. Note that the number of edges in Citeseer is
small and the occurrences of motifs are limited. Therefore, our MGNN cannot collect as much high-order information as it can on other datasets, and MGNN achieves less improvement on Citeseer than on other datasets.

Similarly, in Table IV, MGNN regularly surpasses all the baselines. In particular, GCN achieves the second best performance on AIDS, while GDC achieves the second best performance on MUTAG, and MixHop achieves the second best performance on ENZYMES. MGNN is able to achieve further improvements against GCN by 0.76% on AIDS, against GDC by 3.18% on MUTAG, and against MixHop by 10.95% on ENZYMES as shown in Table IV. In particular, a graph represents a compound's molecular structure in these three biochemical graph datasets. Any chemical structure can be represented by 13 motifs, which allows our MGNN to identify similar structures among various compounds and boost classification accuracy. For example, both carbon dioxide CO$_2$ and methane CH$_4$ have the motif $M_8$. Moreover, CH$_4$ has six $M_8$ while CO$_2$ has one $M_8$ only, and such difference is useful for graph classification.

Next, we further compare the robustness of MGNN and the baseline approaches by introducing noise. Specifically, by replacing the original input node features with a 16-D random vector, we first modified Cora and Pubmed which are denoted as Cora-RandomX and Pubmed-RandomX. Then we compared the performance of MGNN and the baselines on the above two modified datasets. As shown in Fig. 7(a) and (b), the performance of MGNN and other GNN baselines on Cora-RandomX and Pubmed-RandomX showed signs of deterioration to varying degrees compared with that on Cora and Pubmed, which is intuitive since additional noise is introduced through random features. Importantly, not only does MGNN considerably and continuously exceed all the GNN baselines on the accuracy metric but also its rate of decrease is the lowest. This is because MGNN can grasp more high-order structure information with higher discriminative power, which makes MGNN more robust than other standard or motif-based GNNs.

2) Model Ablation Study: As Fig. 4 illustrates, the network motif, motif redundancy minimization, and injective $M_k$-based representation concatenation are key components in our proposed MGNN. We can thus derive the following variants of...
MGNN: 1) MGNN without any motif information denoted as MGNNw/oM (this variant is actually a GCN); 2) MGNN without motif redundancy minimization operator $\Delta$ denoted as MGNNw/o$\Delta$; and 3) MGNN with other functions for feature vector combination, including summation, max, and mean. To show the impact of motifs, $\Delta$, and injective concatenation in MGNN, we compare MGNN with the above variants.

In Fig. 8, we observe that MGNN achieves better performance than the variants in terms of accuracy, demonstrating the effectiveness of motifs, $\Delta$, and injective concatenation. First, to demonstrate the impact of the motif on MGNN’s performance, we compare MGNN with the variant MGNNw/oM. As Fig. 8(a) shows, we observe that the performance of MGNNw/oM is lower than that of MGNN on all the seven datasets, demonstrating the importance of incorporating motif into GNNs, that is, the high-order structures grasped by motif are important for GNNs’ performance. Second, to investigate the impact of $\Delta$, we removed the minimal-redundancy operator $\Delta$ on MGNN, and the comparison between MGNN and MGNNw/o$\Delta$ is as Fig. 8(b) illustrates. As can be seen, MGNN significantly outperforms MGNNw/o$\Delta$ in terms of accuracy in three datasets. Note that the number of edges in Pubmed is large and the redundancy of motifs is probably higher than other datasets (i.e., different motifs in Pubmed share more certain substructures). Therefore, on Pubmed, MGNNw/o$\Delta$ is more difficult to distinguish between different motifwise representations than on other datasets, and the performance gap between MGNN and MGNNw/o$\Delta$ is more pronounced on Pubmed than on other datasets. Third, to demonstrate the impact of injective concatenation, we used other noninjective vector combination functions, including summation, max, and mean, to replace injective concatenation. Fig. 8(c) illustrates that MGNN with concatenation performs significantly better than MGNN with other functions on these three datasets. Moreover, we show the results of different combination functions (namely, concatenation, max, sum, and mean) on three datasets in Table V. We can observe that the performance decline is larger on Citeseer and Cora than on Pubmed. A potential reason is Cora and Citeseer are very sparse and the occurrences of motifs are limited. Thus, the limited number of motifs on Cora and Citeseer would make it more difficult to distinguish among different node representations using noninjective functions.

C. Case Study

In this section, we investigate the importance of different motifs for prediction and demonstrate the necessity of using the high-order structure for prediction. We completed the following two studies on the Chem2Bio2RDF dataset. First, MGNN makes a prediction across the five runs using only one out of the 13 motifs and then compares the results to determine the significance of various motifs. Second, we take protein–disease association prediction as our case study. In particular, we rank the protein–disease pairs based on their predicted scores, and then identify those top pairs supported by the existing publications. Meanwhile, we also evaluate the performance of MGNN versus the baseline approaches for protein–disease association prediction. Next, we show the details of these two studies.

1) Importance of Different Motifs for Prediction: To demonstrate the importance of different motifs, MGNN uses just one motif to conduct node classification across the five runs on the Chem2Bio2RDF network, and the performance of MGNN is used to assess the importance of each motif in Table VI.

As shown in Table VI, we can draw two conclusions. First, for a Chem2Bio2RDF network, the importance of different motifs varies. This is because important motifs often serve as building blocks within a network and can even be used to define universal classes of the network they are in [12]. For example, $M_{13}$ is a building block of the protein–protein interaction (PPI) network on the Chem2Bio2RDF graph

| Rank | Motif | ACC | Rank | Motif | ACC |
|------|-------|-----|------|-------|-----|
| 1    | M3    | 0.9809 | 8    | M1    | 0.9686 |
| 2    | M13   | 0.9802 | 9    | M8    | 0.9477 |
| 3    | M7    | 0.9791 | 10   | M10   | 0.9408 |
| 4    | M2    | 0.9789 | 11   | M12   | 0.9377 |
| 5    | M11   | 0.9781 | 12   | M9    | 0.9317 |
| 6    | M5    | 0.9762 | 13   | M6    | 0.9271 |
| 7    | M4    | 0.9717 | ALL  | “ALL” | 0.9870 |

TABLE V

| Concat | Max | Sum | Mean |
|--------|-----|-----|------|
| Cora   | 0.906 | 0.878 (3.09% ↓) | 0.884 (2.43% ↓) | 0.894 (1.32% ↓) |
| Citeseer | 0.795 | 0.776 (2.37% ↓) | 0.766 (3.62% ↓) | 0.788 (0.86% ↓) |
| Pubmed | 0.923 | 0.914 (1.00% ↓) | 0.918 (0.56% ↓) | 0.918 (0.56% ↓) |

TABLE VI

IMPORTANCE RANKING OF 13 MOTIFS ON CHEM2BIO2RDF. THE IMPORTANCE SCORE OF EACH MOTIF IS THE PERFORMANCE OF MGNN WHEN USING ONLY THAT MOTIF FOR PREDICTION. THE SYMBOL “ALL” INDICATES THAT ALL MOTIFS ARE USED BY MGNN
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(protein→protein→protein), and the PPI network is key for protein–disease association prediction; $M_{13}$ is thus ranked as one of the top 3 most significant motifs on this dataset as shown in Table VI. Another example is the triangular motifs ($M_1–M_7$), which are essential in social networks due to their triadic closure nature [13], [72]. Second, the performance of the top three motifs is similar to the performance of all the motifs combined (last row on the right). This is because a single motif may effectively encapsulate all the network’s essential information. With these two conclusions, we can see that one of the advantages of MGNN is its generality. That is, even if the importance of motifs is unknown, we can still use MGNN with all the motifs to achieve a final performance similar to that of using important motifs only.

To further demonstrate the adaptive selection results of our motif redundancy minimization operator, we conduct the following experiments on Chem2Bio2RDF. We randomly sample 15 nodes and presented the representations of the top 3 and bottom 3 most significant motifs in Table VI by heatmap. As shown in Fig. 9, representations with respect to unimportant motifs ($M_6$, $M_9$) are more sparse than other motifs. In addition, we observed that there are often only no more than three nonzero dimensions for a motif, which shows that MGNN actually needs a very low dimension to capture high-order structures.

2) Necessity of Incorporating High-Order Structure Information for Prediction: We take protein–disease association prediction on the Chem2Bio2RDF dataset as an example to demonstrate the necessity of incorporating higher order information from two aspects, i.e., illustration of validity and illustration of practicality. For an illustration of validity, we train MGNN and compare it with the baseline methods for protein–disease association prediction in terms of the area under the ROC curve (AUROC). For an illustration of practicality, we rank all the protein–disease pairs based on their predicted scores and then identify top pairs supported by the existing publications.

MGNN is first trained to predict each protein–disease pair’s associated score and compare it with the baseline approaches. Specifically, we will describe this step in detail by stating the background of the task and the specific experimental setup. As for the background of the task, protein–disease association prediction is a significant issue with the potential to give clinically actionable insights for disease diagnosis, prognosis, and treatment [73]. The issue can be defined as predicting which proteins are associated with a given disease. Experimental methods and computational methods are the two primary kinds of current attempts to solve this challenge. Experimental methods for gene–disease association, such as genome-wide association studies (GWAS) and RNA interference (RNAi) screens, are costly and time-consuming to conduct. Therefore, a variety of computational methods have been developed to discover or predict gene–disease associations, including text mining, network-based methods [74], and so on. Among them, network-based methods often need to use the structure information of the PPI network (constructed by $M_{13}$ motif). However, high-order PPI network structure is largely ignored in protein–disease discovery nowadays [73]. Our MGNN thus can overcome this limitation.

We next describe the experimental setup. We mapped a protein to the gene that it is produced by and viewed protein–disease association prediction as a link prediction task on the graph [73]. We split the edges of the Chem2Bio2RDF dataset with the ratio of 85%/5%/10% for training, validation, and testing, respectively. We adopted an inner product decoder for link prediction. The parameters of the model were optimized using negative sampling and cross-entropy loss function.

TABLE VII: Top Predicted Protein–Disease Associations With Literature Support

| Rank | Gene       | Disease                      | PubMed ID |
|------|------------|------------------------------|-----------|
| 1    | COX2       | Colorectal Carcinoma         | 26 159 723|
| 6    | CTNNB1     | Colorectal Carcinoma         | 24 947 187|
| 7    | P2RX7      | Colorectal Carcinoma         | 28 412 208|
| 12   | SMAD5      | Colorectal Carcinoma         | 30 510 241|
| 16   | HRH1       | Colorectal Carcinoma         | 30 462 522|
| 37   | ABCB1      | Colorectal Carcinoma         | 28 302 530|
| 44   | AKT1       | Malignant neoplasm of breast | 29 482 351|
| 64   | TP53       | Malignant neoplasm of breast | 31 391 192|
| 82   | EP300      | Colorectal Carcinoma         | 23 759 652|
| 92   | ADORA1     | Colorectal Carcinoma         | 27 814 614|
| 107  | REN        | Renal Tubular Dysgenesis     | 21 903 317|
| 141  | FGFR2      | Autosomal Dominant           | 16 141 466|
| 157  | BCL2       | Non-Hodgkin Lymphoma         | 29 666 304|
| 169  | NOS2       | Malignant neoplasm of breast | 20 978 357|
| 263  | CTNNB1     | Mental retardation           | 24 614 104|

3https://www.disgenet.org/
realize the inference of the actual semantics of the disease IDs. Fig. 10 shows comparison of the performance of MGNN and other GNN-based methods under five random seeds. As can be seen, MGNN exceeds all the GNN baselines on the AUROC metric. Importantly, the AUROC of MGNN is close to 100%, and the standard deviation is very small, which means that MGNN has strong practicability in protein–disease association prediction.

For an illustration of practicality, we further ranked the whole unknown protein–disease pairs (over 28 million unknown pairs) based on their predicted scores and identified 103 out of the top 1000 pairs that are supported by the existing publications. Table VII displays the first 15 of these 103 pairs, and the last column provides the PubMed ID of the publications that support our prediction.

As shown in Table VII, all the pairs have been validated by wet-labs and can be found in the DisGeNET database, e.g., row 2 (CTNNB1, Colorectal Carcinoma) is validated by RNAi screening [75], and row 4 (SMAD3, Colorectal Carcinoma) is validated by GWAS [76]. These methods predict protein–disease association from the angles which are orthogonal from MGNN. Therefore, we consider that they provide reasonable supports for our prediction. Taking the first protein–disease pair as an example, COX2 and Colorectal Carcinoma are reported in [77] (i.e., PubMed ID: 26159723). In fact, COX2 is preferentially expressed in cancer cells and its expression is enhanced by proinflammatory cytokines and carcinogens [77]. It is thus reasonable to predict a protein–disease association between them because there is evidence that the overexpression of COX2 is related to the infiltrating growth of colorectal carcinoma and other pathological characteristics [78].

D. Parameter Sensitivity

We present the sensitivity analysis for the dimensionality parameters in (5) and (6). Particularly, values of in the range typically give a robust and reasonably good performance, e.g., is a desirable choice in most cases. For the output dimensionality in (3), as shown in Fig. 11(b), the performance gradually improves and becomes stable around , which is the preferred choice in most cases.

E. Model Size and Efficiency

We evaluate the model size and efficiency of MGNN, in terms of the number of trainable parameters, training time (per epoch and overall), and inference time. We select a representative baseline from standard GNNs (i.e., GAT) and high-order GNNs (i.e., MixHop), respectively, for comparison to MGNN. Moreover, since MGNN can be viewed as a model that integrates several motif-based modules, we also compare an ensemble GNN here (i.e., BGN). For a more comprehensive comparison, we also develop a simple ensemble framework over 13 GNN modules (corresponding to our 13 motifs). First, we separately apply 13 GNN modules that use different initializations but otherwise the same input and fuse their output by an FCL. All the hidden dimensions are set to 16. For the above framework, we develop three variants, respectively: the modules use only 13 GATs, only 13 GraphSAGEs, as well as seven GraphSAGEs and six GATs, denoted as EGAT and ESAGE, and EGAT + SAGE, respectively.

As shown in Table VIII, MGNN is competitive in terms of model size and efficiency, while achieving the best accuracy. In particular, although several ensemble methods including EGAT, ESAGE, and EGAT + SAGE achieve better accuracies among the baselines, their model sizes or efficiency are all worse than MGNN. Note that the per epoch and overall training times are often inconsistent across methods, as a method may train faster per epoch but it converges slower, or vice versa. Further experiments involving ensemble GNNs on all the datasets are presented in Section II of our supplementary materials.

VII. Conclusion

We propose MGNNs, a novel framework to better capture high-order structures. Different from previous work, we propose the motif redundancy minimization operator and injective motif combination to improve the discriminative power of GNNs on the high-order structure. We also propose an efficient manner to construct a motif-based adjacency matrix. Furthermore, we theoretically show that MGNN is provably more expressive than standard GNN, and standard GNN is in fact a special case of MGNN. Finally, we demonstrate that MGNN outperforms all the baselines on seven public benchmarks.
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