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Abstract

The Mahler measure was introduced by Mahler in the study of number theory. It is known that the Mahler measure appears in different areas of mathematics and physics. On the other hand, we have been investigated a new class of zeta functions for various kinds of walks including quantum walks by a series of our previous work on “Zeta Correspondence”. The quantum walk is a quantum counterpart of the random walk. In this paper, we present a new relation between the Mahler measure and our zeta function for quantum walks. Firstly we consider this relation in the case of one-dimensional quantum walks. Afterwards we deal with higher-dimensional quantum walks. For comparison with the case of the quantum walk, we also treat the case of higher-dimensional random walks. Our results bridge between the Mahler measure and the zeta function via quantum walks for the first time.
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1 Introduction

We have been investigated a new class of zeta functions for many kinds of walks including the quantum walk (QW) and the random walk (RW) by a series of our previous work on “Zeta Correspondence” in [8–12, 14, 20]. The QW can be interpreted as a quantum counterpart of RW. As for QW, see [15, 16, 23, 25, 29] and as for RW, see [17, 24, 28], for examples. Guttmann and Rogers [6] studied the connection between spanning tree generating functions and lattice Green functions on various lattices such as square, cubic, triangle, honeycomb lattices, by using known results for the logarithmic Mahler measure \( m(f) \) of a Laurent polynomial \( f \). Sometimes we simply refer to \( m(f) \) as the Mahler measure. This measure was introduced by Mahler [22] in the study of transcendental numbers. It is known that the Mahler measure appears in different areas of mathematics and physics, such as number theory, dynamical systems, Calabi-Yau differential equations, dimer models (see [5, 6], for example). Following their argument in [6], we present a relation between the Mahler measure and our zeta function via QWs, so we call this relationship “Mahler/Zeta Correspondence” for short. Specifically, we first deal with this relation in the case of one-dimensional QWs including the Hadamard walk. After that, we treat the higher-dimensional Grover walk. Both the Hadamard and Grover walks are well-investigated models in the study of the QW. For comparison with the case of the QW, we also give some results on the relation between Mahler measures and zeta functions for \( d \)-dimensional RWs. Our results bridge between the Mahler measure and the zeta function research fields via QWs for the first time. To clarify the mathematical structure of the QW by the Mahler measure will be useful for application to quantum information theory. One of the possibilities is described in Sect. 7.

The rest of this paper is organized as follows. In Sect. 2, we briefly review “Walk/Zeta Correspondence” investigated in [9]. Section 3 presents the definition of the Mahler measure. In Sect. 4, we deal with a relation between the zeta function (introduced in Sect. 2) and the Mahler measure (introduced in Sect. 3) for the two-state QW in one dimension. Section 5 is devoted to the case of the higher-dimensional QW, more precisely, the Grover walk. In Sect. 6, we consider higher-dimensional RWs in order to compare QW with RW. Section 7 concludes our results.

2 Walk/Zeta Correspondence

For the convenience of readers, we give a brief overview of “Walk/Zeta Correspondence” in our previous work [9]. This correspondence is one of the fundamental tools in this paper.

First we introduce the following notation: \( \mathbb{Z} \) is the set of integers, \( \mathbb{Z}_{\geq} \) is the set of non-negative integers, \( \mathbb{Z}_> \) is the set of positive integers, \( \mathbb{R} \) is the set of real numbers, and \( \mathbb{C} \) is the set of complex numbers. Moreover, \( T_N^d \) denotes the \( d \)-dimensional torus with \( N^d \) vertices, where \( d, N \in \mathbb{Z}_{\geq} \). Remark that \( T_N^d = (\mathbb{Z} \bmod N)^d \).

Following [9] in which Walk/Zeta Correspondence on \( T_N^d \) was investigated, we treat our setting for \( 2d \)-state discrete time walk with a nearest-neighbor jump on \( T_N^d \).
The discrete time walk is defined by using a shift operator and a coin matrix which will be mentioned below. Let \( f : T^d_N \rightarrow \mathbb{C}^{2d} \). For \( j = 1, 2, \ldots, d \) and \( x \in T^d_N \), the shift operator \( \tau_j \) is defined by \((\tau_j f)(x) = f(x - e_j)\), where \( \{e_1, e_2, \ldots, e_d\} \) denotes the standard basis of \( T^d_N \). The coin matrix \( A = [a_{ij}]_{i,j=1,2,\ldots,2d} \) is a \( 2d \times 2d \) matrix with \( a_{ij} \in \mathbb{C} \) for \( i, j = 1, 2, \ldots, 2d \). If \( a_{ij} \in [0, 1] \) and \( \sum_{i=1}^{2d} a_{ij} = 1 \) for any \( j = 1, 2, \ldots, 2d \), then the walk is a correlated random walk (CRW). We should remark that, in particular, when \( a_{11} = a_{i2} = \cdots = a_{2d} \) for any \( i = 1, 2, \ldots, 2d \), this CRW becomes a RW. If \( A \) is unitary, then the walk is a QW. So our class of walks contains RW, CRW, and QW as special models.

To describe the evolution of the walk, we decompose the \( 2d \times 2d \) coin matrix \( A \) as

\[
A = \sum_{j=1}^{2d} P_j A,
\]

where \( P_j \) denotes the orthogonal projection onto the one-dimensional subspace \( \mathbb{C} \eta_j \) in \( \mathbb{C}^{2d} \). Here \( \{\eta_1, \eta_2, \ldots, \eta_{2d}\} \) denotes a standard basis on \( \mathbb{C}^{2d} \).

The discrete time walk associated with the coin matrix \( A \) on \( T^d_N \) is determined by the \( 2dN^d \times 2dN^d \) matrix

\[
M_A = \sum_{j=1}^{d} \left( P_{2j-1} A \tau_j^{-1} + P_{2j} A \tau_j \right).
\] (1)

The state at time \( n \in \mathbb{Z}_+ \) and location \( x \in T^d_N \) can be expressed by a \( 2d \)-dimensional vector:

\[
\Psi_n(x) = T \left[ \Psi_n^1(x), \Psi_n^2(x), \ldots, \Psi_n^{2d}(x) \right] \in \mathbb{C}^{2d},
\]

where \( T \) is the transposed operator. For \( \Psi_n : T^d_N \rightarrow \mathbb{C}^{2d} (n \in \mathbb{Z}_+) \), Eq. (1) gives the evolution of the walk as follows.

\[
\Psi_{n+1}(x) \equiv (M_A \Psi_n)(x) = \sum_{j=1}^{d} \left( P_{2j-1} A \Psi_n(x + e_j) + P_{2j} A \Psi_n(x - e_j) \right).
\] (2)

This equation means that the walker moves at each step one unit to the \(-x_j\)-axis direction with matrix \( P_{2j-1} A \) or one unit to the \( x_j \)-axis direction with matrix \( P_{2j} A \) for \( j = 1, 2, \ldots, d \). Moreover, for \( n \in \mathbb{Z}_+ \) and \( x = (x_1, x_2, \ldots, x_d) \in T^d_N \), the \( 2d \times 2d \) matrix \( \Phi_n(x_1, x_2, \ldots, x_d) \) is given by

\[
\Phi_n(x_1, x_2, \ldots, x_d) = \sum_{n} \Xi_n (l_1, l_2, \ldots, l_{2d-1}, l_{2d}),
\]

where the \( 2d \times 2d \) matrix \( \Xi_n (l_1, l_2, \ldots, l_{2d-1}, l_{2d}) \) is the sum of all possible paths in the trajectory of \( l_{2j-1} \) steps \(-x_j\)-axis direction and \( l_{2j} \) steps \( x_j \)-axis direction and
\[ \sum_{*} \] is the summation over \((l_1, l_2, \ldots, l_{2d-1}, l_{2d}) \in (\mathbb{Z}_\geq)^{2d} \) satisfying
\[ l_1 + l_2 + \cdots + l_{2d-1} + l_{2d} = n, \quad x_j = -l_{2j-1} + l_{2j} \quad (j = 1, 2, \ldots, d). \]

Here we put
\[ \Phi_0(x_1, x_2, \ldots, x_d) = \begin{cases} I_{2d} & \text{if } (x_1, x_2, \ldots, x_d) = (0, 0, \ldots, 0), \\ O_{2d} & \text{if } (x_1, x_2, \ldots, x_d) \neq (0, 0, \ldots, 0), \end{cases} \]
where \( I_n \) is the \( n \times n \) identity matrix and \( O_n \) is the \( n \times n \) zero matrix. Then, for the walk starting from \((0, 0, \ldots, 0)\), we obtain
\[ \Psi_n(x_1, x_2, \ldots, x_d) = \Phi_n(x_1, x_2, \ldots, x_d) \Phi_0(0, 0, \ldots, 0) \quad (n \in \mathbb{Z}_\geq). \]

We call \( \Phi_n(x) = \Phi_n(x_1, x_2, \ldots, x_d) \) matrix weight at time \( n \in \mathbb{Z}_\geq \) and location \( x \in T^d \) starting from \( \mathbf{0} = (0, 0, \ldots, 0) \). When we consider the walk on not \( T^d_N \) but \( \mathbb{Z}^d \), we add the superscript “\((\infty)\)” to the notation like \( \Psi(\infty) \) and \( \Xi(\infty) \).

This type is moving shift model called \( M \)-type here. Another type is flip-flop shift model called \( F \)-type whose coin matrix is given by
\[ A(f) = (I_d \otimes \sigma) A, \]
where \( \otimes \) is the tensor product and
\[ \sigma = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}. \]

The \( F \)-type model is also important, since it has a central role in the Konno–Sato theorem [18], for example. When we distinguish \( A \) (\( M \)-type) from \( A(f) \) (\( F \)-type), we write \( A \) by \( A^{(m)} \).

The measure \( \mu_n(x) \) at time \( n \in \mathbb{Z}_\geq \) and location \( x \in T^d_N \) is defined by
\[ \mu_n(x) = \| \Psi_n(x) \|_{C^{2d}}^p = \sum_{j=1}^{2d} |\Psi_n^j(x)|^p, \]
where \( \| \cdot \|_{C^{2d}}^p \) denotes the standard \( p \)-norm on \( C^{2d} \). As for RW and QW, we take \( p = 1 \) and \( p = 2 \), respectively. Then RW and QW satisfy
\[ \sum_{x \in T^d_N} \mu_n(x) = \sum_{x \in T^d_N} \mu_0(x), \]
for any time \( n \in \mathbb{Z}_\geq \).

To consider the zeta function, we use the Fourier analysis. To do so, we introduce the following notation: \( \mathbb{K}_N = \{0, 1, \ldots, N - 1\} \) and \( \mathbb{K}_N = \{0, 2\pi/N, \ldots, 2\pi(N - 1)/N\} \).
For \( f : \mathbb{K}_N^d \rightarrow \mathbb{C}^{2d} \), the Fourier transform of the function \( f \), denoted by \( \widehat{f} \), is defined by the sum

\[
\widehat{f}(\mathbf{k}) = \frac{1}{N^{d/2}} \sum_{x \in \mathbb{K}_N^d} e^{-2\pi i \langle x, \mathbf{k} \rangle / N} f(x),
\]

(3)

where \( \mathbf{k} = (k_1, k_2, \ldots, k_d) \in \mathbb{K}_N^d \). Here \( \langle x, \mathbf{k} \rangle \) is the canonical inner product of \( \mathbb{R}^d \), i.e., \( \langle x, \mathbf{k} \rangle = \sum_{j=1}^{d} x_j k_j \). Then we see that \( \widehat{f} : \mathbb{K}_N^d \rightarrow \mathbb{C}^{2d} \). Moreover, we should remark that

\[
f(x) = \frac{1}{N^{d/2}} \sum_{\mathbf{k} \in \mathbb{K}_N^d} e^{2\pi i \langle x, \mathbf{k} \rangle / N} \widehat{f}(\mathbf{k}),
\]

(4)

where \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{K}_N^d \). By using

\[
\widetilde{k}_j = \frac{2\pi k_j}{N} \in \mathbb{K}_N, \quad \widetilde{\mathbf{k}} = (\widetilde{k}_1, \widetilde{k}_2, \ldots, \widetilde{k}_d) \in \mathbb{K}_N^d,
\]

(5)

we can rewrite Eqs. (3) and (4) in the following way:

\[
\widehat{g}(\widetilde{\mathbf{k}}) = \frac{1}{N^{d/2}} \sum_{x \in \mathbb{K}_N^d} e^{-i \langle x, \widetilde{\mathbf{k}} \rangle} g(x), \quad g(x) = \frac{1}{N^{d/2}} \sum_{\widetilde{\mathbf{k}} \in \mathbb{K}_N^d} e^{i \langle x, \widetilde{\mathbf{k}} \rangle} \widehat{g}(\widetilde{\mathbf{k}}),
\]

for \( g : \mathbb{K}_N^d \rightarrow \mathbb{C}^{2d} \) and \( \widehat{g} : \mathbb{K}_N^d \rightarrow \mathbb{C}^{2d} \). In order to take a limit \( N \rightarrow \infty \), we introduced the notation given in Eq. (5). We should note that as for the summation, we sometimes write “\( \mathbf{k} \in \mathbb{K}_N^d \)” instead of “\( \widetilde{\mathbf{k}} \in \mathbb{K}_N^d \)”. From the Fourier transform and Eq. (2), we have

\[
\widehat{\Psi}_{n+1}(\mathbf{k}) = \widehat{M}_A(\mathbf{k}) \widehat{\Psi}_n(\mathbf{k}),
\]

where \( \Psi_n : T_N^d \rightarrow \mathbb{C}^{2d} \) and \( 2d \times 2d \) matrix \( \widehat{M}_A(\mathbf{k}) \) is determined by

\[
\widehat{M}_A(\mathbf{k}) = \sum_{j=1}^{d} \left( e^{2\pi i k_j / N} P_{2j-1} A + e^{-2\pi i k_j / N} P_{2j} A \right).
\]

By using notations in Eq. (5), we get

\[
\widehat{M}_A(\widetilde{\mathbf{k}}) = \sum_{j=1}^{d} \left( e^{i \widetilde{k}_j} P_{2j-1} A + e^{-i \widetilde{k}_j} P_{2j} A \right).
\]

(6)
Next we will consider the following eigenvalue problem for $2dN^d \times 2dN^d$ matrix $M_A$:

$$\lambda \Psi = M_A \Psi,$$

where $\lambda \in \mathbb{C}$ is an eigenvalue and $\Psi(\in \mathbb{C}^{2dN^d})$ is the corresponding eigenvector. Noting that Eq. (7) is closely related to Eq. (2), we see that Eq. (7) is rewritten as

$$\lambda \Psi(x) = (M_A \Psi)(x) = \sum_{j=1}^{d} \left( P_{2j-1} A \Psi(x + e_j) + P_{2j} A \Psi(x - e_j) \right),$$

for any $x \in \mathbb{K}^d_N$. From the Fourier transform and Eq. (8), we obtain

$$\hat{\lambda} \hat{\Psi}(k) = \hat{M}_A(k) \hat{\Psi}(k),$$

for any $k \in \mathbb{K}^d_N$. Then the characteristic polynomials of $2d \times 2d$ matrix $\hat{M}_A(k)$ for fixed $k(\in \mathbb{K}^d_N)$ is

$$\det \left( \lambda I_{2d} - \hat{M}_A(k) \right) = \prod_{j=1}^{2d} \left( \lambda - \lambda_j(k) \right),$$

where $\lambda_j(k)$ are eigenvalues of $\hat{M}_A(k)$. Similarly, the characteristic polynomials of $2dN^d \times 2dN^d$ matrix $\hat{M}_A$ is

$$\det \left( \lambda I_{2dN^d} - \hat{M}_A \right) = \prod_{j=1}^{2d} \prod_{k \in \mathbb{K}^d_N} \left( \lambda - \lambda_j(k) \right).$$

Therefore, by taking $\lambda = 1/u$, we get the following key result.

$$\det \left( I_{2dN^d} - uM_A \right) = \det \left( I_{2dN^d} - u\hat{M}_A \right) = \prod_{j=1}^{2d} \prod_{k \in \mathbb{K}^d_N} \left( 1 - u\lambda_j(k) \right).$$

We should note that for fixed $k(\in \mathbb{K}^d_N)$, eigenvalues of $2d \times 2d$ matrix $\hat{M}_A(k)$ are expressed as

$$\text{Spec}(\hat{M}_A(k)) = \{ \lambda_j(k) \mid j = 1, 2, \ldots, 2d \}.$$

Moreover, eigenvalues of $2dN^d \times 2dN^d$ matrix not only $\hat{M}_A$ but also $M_A$ are expressed as

$$\text{Spec}(\hat{M}_A) = \text{Spec}(M_A) = \{ \lambda_j(k) \mid j = 1, 2, \ldots, 2d, \ k \in \mathbb{K}^d_N \}.$$
By using notations in Eqs. (5) and (9), we see that for fixed \( k \in \mathbb{K}_N^d \),

\[
\det \left( I_{2d} - u \tilde{M}_A(\tilde{k}) \right) = \prod_{j=1}^{2d} \left( 1 - u \lambda_j(\tilde{k}) \right). \tag{11}
\]

Furthermore, Eq. (6) gives the following important formula.

\[
\det \left( I_{2d} - u \tilde{M}_A(\tilde{k}) \right) = \det \left( I_{2d} - u \sum_{j=1}^{d} \left( e^{i\tilde{k}_j} P_{2j-1}A + e^{-i\tilde{k}_j} P_{2j}A \right) \right).
\]

In this setting, we define the walk-type zeta function by

\[
\overline{\zeta} \left( A, T_N^d, u \right) = \det \left( I_{2dN^d} - u M_A \right)^{-1/N^d}. \tag{12}
\]

We should remark that our walk is defined on the “site” \( x \in T_N^d \). On the other hand, the walk in [8] is defined on the “arc” (i.e., oriented edge). However, both of the walks are the same for the torus case. As for a more detailed information, see Remark 1 in [7], for instance.

By Eqs. (10), (11) and (12), we get

\[
\overline{\zeta} \left( A, T_N^d, u \right)^{-1} = \exp \left[ \frac{1}{N^d} \sum_{\tilde{k} \in \mathbb{K}_N^d} \log \left\{ \det \left( I_{2d} - u \tilde{M}_A(\tilde{k}) \right) \right\} \right].
\]

Sometimes we write \( \sum_{k \in \mathbb{K}_N^d} \) instead of \( \sum_{\tilde{k} \in \mathbb{K}_N^d} \). Noting \( \tilde{k}_j = 2\pi k_j/N \) \((j = 1, 2, \ldots, d)\) and taking a limit as \( N \to \infty \), we show

\[
\lim_{N \to \infty} \overline{\zeta} \left( A, T_N^d, u \right)^{-1} = \exp \left[ \int_{[0,2\pi]^d} \log \left\{ \det \left( I_{2d} - u \tilde{M}_A(\Theta(d)) \right) \right\} d\Theta^{(d)} \right],
\]

if the limit exists for a suitable range of \( u \in \mathbb{R} \). We should note that when we take a limit as \( N \to \infty \), we assume that the limit exists throughout this paper. Here \( \Theta(d) = (\theta_1, \theta_2, \ldots, \theta_d) \in [0, 2\pi)^d \) and \( d\Theta^{(d)} \) denotes the uniform measure on \([0, 2\pi)^d\), that is,

\[
d\Theta^{(d)} = \frac{d\theta_1}{2\pi} \cdots \frac{d\theta_d}{2\pi}.
\]

Then the following result was obtained.
Theorem 1 (Komatsu et al. [9])

\[
\tilde{\zeta} \left( A, T^d_N, u \right)^{-1} = \exp \left[ \frac{1}{N^d} \sum_{k \in \tilde{K}_N^d} \log \{ \det \left( F(\tilde{k}, u) \right) \} \right],
\]

\[
\lim_{N \to \infty} \tilde{\zeta} \left( A, T^d_N, u \right)^{-1} = \exp \left[ \int_{[0,2\pi]^d} \log \{ \det \left( F(\Theta^{(d)}(u)) \right) \} d\Theta_{unif}^{(d)} \right].
\]

where

\[ F(\mathbf{w}, u) = I_{2d} - u\hat{M}_{A}(\mathbf{w}), \]

with \( \mathbf{w} = (w_1, w_2, \ldots, w_d) \in \mathbb{R}^d. \)

Furthermore, we introduce the logarithmic zeta function as follows.

\[
\mathcal{L} \left( A, T^d_\infty, u \right) = \log \left[ \lim_{N \to \infty} \left\{ \tilde{\zeta} \left( A, T^d_N, u \right)^{-1} \right\} \right].
\]

(13)

This is closely related to the Mahler measure introduced in Sect. 3. Then, the second equation in Theorem 1 immediately gives

Theorem 2

\[
\mathcal{L} \left( A, T^d_\infty, u \right) = \int_{[0,2\pi]^d} \log \{ \det \left( I_{2d} - u\hat{M}_{A} \left( \Theta^{(d)} \right) \right) \} d\Theta_{unif}^{(d)}.
\]

Note that throughout this paper, we assume “\( u \in \mathbb{R} \)” for our logarithmic zeta function \( \mathcal{L} \left( A, T^d_\infty, u \right) \). The range of \( u \in \mathbb{R} \) depends on the model determined by a coin matrix \( A \).

Moreover, we define \( C_r( A, T^d_N ) \) by

\[
\tilde{\zeta} \left( A, T^d_N, u \right) = \exp \left( \sum_{r=1}^{\infty} \frac{C_r(A, T^d_N)}{r} u^r \right).
\]

(14)

Sometimes we write \( C_r(A, T^d_N) \) by \( C_r \) for short. Combining Eq. (12) with Eq. (14) implies

\[
\det \left( I_{2dN^d} - uM_A \right)^{-1/N^d} = \exp \left( \sum_{r=1}^{\infty} \frac{C_r}{r} u^r \right).
\]

Thus we get

\[
- \frac{1}{N^d} \log \left\{ \det \left( I_{2dN^d} - uM_A \right) \right\} = \sum_{r=1}^{\infty} \frac{C_r}{r} u^r.
\]

(15)
It follows from Eq. (10) that the left-hand of Eq. (15) becomes

\[-\frac{1}{N^d} \log \left\{ \det \left( I_{2dN^d} - u \hat{M}_A \right) \right\} = -\frac{1}{N^d} \sum_{j=1}^{2d} \sum_{k \in \mathbb{Z}_N^d} \log \left\{ 1 - u \lambda_j(k) \right\} \]

\[= \frac{1}{N^d} \sum_{j=1}^{2d} \sum_{k \in \mathbb{Z}_N^d} \sum_{r=1}^{\infty} \frac{(\lambda_j(k))^r}{r} u^r.\]

By this and the right-hand of Eq. (15), we have

\[C_r(A, T_N^d) = \frac{1}{N^d} \sum_{j=1}^{2d} \sum_{k \in \mathbb{Z}_N^d} (\lambda_j(k))^r = \frac{1}{N^d} \sum_{j=1}^{2d} \sum_{k \in \mathbb{Z}_N^d} (\lambda_j(\tilde{k}))^r. \quad (16)\]

Noting \(\tilde{k}_j = 2\pi k_j / N \) \((j = 1, 2, \ldots, d)\) and taking a limit as \(N \to \infty\), we get

\[\lim_{N \to \infty} C_r(A, T_N^d) = \sum_{j=1}^{2d} \int_{[0,2\pi]^d} \lambda_j \left( \Theta^{(d)} \right)^r d\Theta^{(d)}_{\text{unif}}. \quad (17)\]

Let \(\text{Tr}(A)\) denote the trace of a square matrix \(A\). Then by definition of \(\text{Tr}\) and Eqs. (16) and (17), the following result is shown in [9].

**Theorem 3** (Komatsu et al. [9])

\[C_r(A, T_N^d) = \frac{1}{N^d} \sum_{\tilde{k} \in \mathbb{Z}_N^d} \text{Tr} \left( \left( \hat{M}_A(\tilde{k}) \right)^r \right),\]

\[\lim_{N \to \infty} C_r(A, T_N^d) = \int_{[0,2\pi]^d} \text{Tr} \left( \left( \hat{M}_A(\Theta^{(d)}) \right)^r \right) d\Theta^{(d)}_{\text{unif}} = \text{Tr} \left( \Phi_r^{(\infty)}(0) \right).\]

An interesting point is that \(\Phi_r^{(\infty)}(0)\) is the return “matrix weight” at time \(r\) for the walk on not \(T_N^d\) but \(\mathbb{Z}_N^d\). We should remark that in general \(\text{Tr}(\Phi_r^{(\infty)}(0))\) is not the same as the return probability at time \(r\) for QW and CRW, but for RW.

Furthermore, we introduce

\[C_r(A, T_\infty^d) = \lim_{N \to \infty} C_r(A, T_N^d).\]

Therefore, by using the above equation, Theorem 2, and Eq. (14), we have

**Theorem 4**

\[L \left( A, T_\infty^d, u \right) = -\sum_{r=1}^{\infty} \frac{C_r(A, T_\infty^d)}{r} u^r.\]
From now on, we will present the result on only $\mathcal{L} (A, T^d_\infty, u)$ and $C_r (A, T^d_\infty)$, since the corresponding expression for “without $\lim_{N \to \infty}$” is the essentially same (see Theorems 1 and 3, for example).

3 Mahler Measure

The logarithmic Mahler measure $m(f)$ of a nonzero $n$-variable Laurent polynomial $f(X_1, \ldots, X_n)$ is defined by

$$m(f) = \int_{[0,1]^n} \log |f(e^{2\pi i t_1}, \ldots, e^{2\pi i t_n})| \, dt_1 \cdots dt_n. \quad (18)$$

Note that

$$m(f) = \Re \left[ \int_{[0,1]^n} \log \left( f(e^{2\pi i t_1}, \ldots, e^{2\pi i t_n}) \right) \, dt_1 \cdots dt_n \right], \quad (19)$$

where $\Re[z]$ is the real part of $z \in \mathbb{C}$. Sometimes we simply refer to $m(f)$ as the Mahler measure of $f$. Then Eqs. (18) and (19) can be rewritten as

$$m(f) = \int_{[0,2\pi]^n} \log |f(e^{i\theta_1}, \ldots, e^{i\theta_n})| \, d\Theta_{unif}^{(n)}$$

$$= \Re \left[ \int_{[0,2\pi]^n} \log \left( f(e^{i\theta_1}, \ldots, e^{i\theta_n}) \right) \, d\Theta_{unif}^{(n)} \right]. \quad (20)$$

This measure was introduced by Mahler [22] in the study of number theory. As for Mahler measures, see [3, 6], for example. We should remark that Akatsuka’s zeta Mahler measure [1] is given by

$$Z(s, f) = \int_{[0,2\pi]^n} |f(e^{i\theta_1}, \ldots, e^{i\theta_n})|^s \, d\Theta_{unif}^{(n)},$$

for a suitable $s \in \mathbb{C}$. Thus it is different from our zeta function $\mathcal{L} (A, T^d_\infty, u)$ in Theorem 2:

$$\mathcal{L} (A, T^d_\infty, u) = \int_{[0,2\pi]^d} \log \left\{ \det \left( I_{2d} - u \tilde{M} A \left( \Theta^{(d)} \right) \right) \right\} \, d\Theta_{unif}^{(d)}.$$
for $a_0 \in \mathbb{C}\setminus\{0\}$ and $\alpha_k \in \mathbb{C}$, then we have

$$m(f) = \log |a_0| + \sum_{k=1}^{n} \log (\max \{ |\alpha_k|, 1 \}) .$$

In particular, Proposition 1 gives

$$m(X + c) = \log (\max \{ |c|, 1 \}) ,$$

for $c \in \mathbb{C}$. Concerning multivariable polynomials, specific values of the Mahler measure involve the Dirichlet $L$-series and Riemann zeta functions. For example, the following formulas (Eqs. (21) and (22)) are due to Smyth [27].

$$m(X_1 + X_2 + 1) = \frac{3\sqrt{3}}{4\pi} L(\chi_{-3}, 2) ,$$

(21)

where

$$L(\chi_{-3}, s) = \sum_{n=1}^{\infty} \frac{\chi_{-3}(n)}{n^s}$$

is the Dirichlet $L$-series of the character

$$\chi_{-3}(n) = \begin{cases} 
1 & \text{if } n \equiv 1 \mod 3, \\
-1 & \text{if } n \equiv -1 \mod 3, \\
0 & \text{if } n \equiv 0 \mod 3,
\end{cases}$$

that is,

$$L(\chi_{-3}, 2) = 1 - \frac{1}{2^2} + \frac{1}{4^2} - \frac{1}{5^2} + \cdots .$$

Moreover,

$$m(X_1 + X_2 + X_3 + 1) = \frac{7}{2\pi^2} \xi(3) ,$$

(22)

where $\xi(s)$ is the Riemann zeta function given by

$$\xi(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} = \frac{1}{1^s} + \frac{1}{2^s} + \frac{1}{3^s} + \frac{1}{4^s} + \cdots .$$

Now we present the following key result in order to compute the Mahler measure for one-dimensional QWs in Sect. 4.
Lemma 1

\[ m(X - X^{-1} + c) = \log \left( \frac{|c| + \sqrt{c^2 + 4}}{2} \right) \quad (c \in \mathbb{R}), \tag{23} \]

\[ m(X + X^{-1} + c) = \log \left( \frac{|c| + \sqrt{c^2 - 4}}{2} \right) \quad (c \in \mathbb{R} \text{ with } |c| \geq 2). \tag{24} \]

We should remark that Eq. (23) is equivalent to

\[ m(X - X^{-1} + c) = \frac{1}{2} \log \left( \frac{c^2 + 2 + \sqrt{c^2(c^2 + 4)}}{2} \right) \quad (c \in \mathbb{R}). \]

There are some proofs of Lemma 1. From now on, we will give two proofs, “Proof A” and “Proof B”. The former is based on Proposition 1 and the latter comes from the following relation: for \( r \in \mathbb{R} \) with \( |r| \leq 1 \),

\[ \int_0^{2\pi} \log (1 - r \cdot \sin \theta) \frac{d\theta}{2\pi} = \int_0^{2\pi} \log (1 - r \cdot \cos \theta) \frac{d\theta}{2\pi} = \log \left( \frac{1 + \sqrt{1 - r^2}}{2} \right). \tag{25} \]

The first equality of Eq. (25) is obvious. Concerning the second equality of Eq. (25), for example, it can be obtained by applying the Cauchy theorem and the fact that for \( r \in (0, 1) \),

\[ \log (1 - r \cdot \cos \theta) = \log \left( \frac{r}{\sqrt{2 \sqrt{1 - 1 - r^2}}} - \frac{\sqrt{1 - 1 - r^2}}{\sqrt{2}} e^{i\theta} \right) \]

\[ + \log \left( \frac{r}{\sqrt{2 \sqrt{1 - 1 - r^2}}} - \frac{\sqrt{1 - 1 - r^2}}{\sqrt{2}} e^{-i\theta} \right). \]

Note that it is enough to consider \( r \in (0, 1) \) for Eq. (25). In addition, other proofs of Eq. (24) are found in, for example, Kurokawa and Ochiai [21].

Proof A. As for Eq. (23), we begin with

\[ m(X - X^{-1} + c) = \int_0^{2\pi} \log |e^{i\theta} - e^{-i\theta} + c| \frac{d\theta}{2\pi} \]

\[ = \int_0^{2\pi} \log |e^{-i\theta} (e^{2i\theta} - 1 + ce^{i\theta})| \frac{d\theta}{2\pi} \]

\[ = \int_0^{2\pi} \log |e^{2i\theta} - 1 + ce^{i\theta}| \frac{d\theta}{2\pi} \]

\[ = m \left( X^2 + cX - 1 \right). \]
Let

\[ f(X) = X^2 + cX - 1 = (X - \alpha_1)(X - \alpha_2). \]

Then the solutions of \( f(X) = 0 \) are given by

\[ \alpha_1 = \frac{-c + \sqrt{c^2 + 4}}{2}, \quad \alpha_2 = \frac{-c - \sqrt{c^2 + 4}}{2}. \]

If \( c \geq 0 \), then we see that \( \alpha_2 \leq -1 < 0 < \alpha_1 \leq 1 \). So Proposition 1 implies

\[ m(f) = \log(\max\{|\alpha_1|, 1\}) + \log(\max\{|\alpha_2|, 1\}) \]
\[ = 0 + \log\left(\frac{c + \sqrt{c^2 + 4}}{2}\right). \]

Thus we have

\[ m\left(X^2 + cX - 1\right) = \log\left(\frac{c + \sqrt{c^2 + 4}}{2}\right) \quad (c \geq 0). \quad (26) \]

Similarly, if \( c \leq 0 \), then we have \( -1 \leq \alpha_2 < 0 < 1 \leq \alpha_1 \). Therefore Proposition 1 gives

\[ m(f) = \log(\max\{|\alpha_1|, 1\}) + \log(\max\{|\alpha_2|, 1\}) \]
\[ = \log\left(\frac{-c + \sqrt{c^2 + 4}}{2}\right) + 0. \]

Thus we get

\[ m\left(X^2 + cX - 1\right) = \log\left(\frac{-c + \sqrt{c^2 + 4}}{2}\right) \quad (c \leq 0). \quad (27) \]

Combining Eqs. (26) with (27), we obtain

\[ m\left(X^2 + cX - 1\right) = \log\left(\frac{|c| + \sqrt{c^2 + 4}}{2}\right) \quad (c \in \mathbb{R}). \]
Therefore the proof of Eq. (23) is complete. In a similar way, as for Eq. (24), we start with

\[ m\left( X + X^{-1} + c \right) = \int_0^{2\pi} \log |e^{i\theta} + e^{-i\theta} + c| \frac{d\theta}{2\pi} \]

\[ = \int_0^{2\pi} \log \left| e^{-i\theta} \left( e^{2i\theta} + 1 + ce^{i\theta} \right) \right| \frac{d\theta}{2\pi} \]

\[ = \int_0^{2\pi} \log |e^{2i\theta} + 1 + ce^{i\theta}| \frac{d\theta}{2\pi} \]

\[ = m\left( X^2 + cX + 1 \right). \]

Put

\[ f(X) = X^2 + cX + 1 = (X - \alpha_1)(X - \alpha_2). \]

Then the solutions of \( f(X) = 0 \) are given by

\[ \alpha_1 = \frac{-c + \sqrt{c^2 - 4}}{2}, \quad \alpha_2 = \frac{-c - \sqrt{c^2 - 4}}{2}. \]

If \( c \geq 2 \), then we have \( \alpha_2 \leq -1 \leq \alpha_1 < 0 \). So from Proposition 1, we see

\[ m(f) = \log \left( \max \{|\alpha_1|, 1\} \right) + \log \left( \max \{|\alpha_2|, 1\} \right) \]

\[ = 0 + \log \left( \frac{c + \sqrt{c^2 - 4}}{2} \right). \]

Thus we get

\[ m\left( X^2 + cX + 1 \right) = \log \left( \frac{c + \sqrt{c^2 - 4}}{2} \right) \quad (c \geq 2). \] (28)

Similarly, if \( c \leq -2 \), then we have \( 0 < \alpha_2 \leq 1 \leq \alpha_1 \). Therefore Proposition 1 implies

\[ m(f) = \log \left( \max \{|\alpha_1|, 1\} \right) + \log \left( \max \{|\alpha_2|, 1\} \right) \]

\[ = \log \left( \frac{-c + \sqrt{c^2 - 4}}{2} \right) + 0. \]

So we get

\[ m\left( X^2 + cX + 1 \right) = \log \left( \frac{-c + \sqrt{c^2 - 4}}{2} \right) \quad (c \leq -2). \] (29)
By Eqs. (28) and (29), we have

\[
m(X^2 + cX + 1) = \log \left( \frac{|c| + \sqrt{c^2 - 4}}{2} \right) \quad (c \in \mathbb{R} \text{ with } |c| \geq 2).
\]

Thus the proof of Eq. (24) is complete. \[\square\]

From now on, we will give “Proof B”.

**Proof B.** Concerning Eq. (23), we see

\[
m(X - X^{-1} + c) = \int_{0}^{2\pi} \log |e^{i\theta} - e^{-i\theta} + c| \frac{d\theta}{2\pi}
\]

\[
= \int_{0}^{2\pi} \log |2i \sin \theta + c| \frac{d\theta}{2\pi}
\]

\[
= \frac{1}{2} \int_{0}^{2\pi} \log \left( 4 \sin^2 \theta + c^2 \right) \frac{d\theta}{2\pi}
\]

\[
= \frac{1}{2} \int_{0}^{2\pi} \log \left( c^2 + 2 - 2 \cos(2\theta) \right) \frac{d\theta}{2\pi}
\]

\[
= \frac{1}{2} \log \left( c^2 + 2 \right) + \frac{1}{2} \int_{0}^{2\pi} \log \left( 1 - \frac{2}{c^2 + 2} \cos \theta \right) \frac{d\theta}{2\pi}
\]

\[
= \frac{1}{2} \log \left( \frac{c^2 + 2 + \sqrt{c^2 + 4}}{2} \right).
\]

The sixth equality can be derived from Eq. (25). Therefore, we obtain

\[
m(X - X^{-1} + c) = \frac{1}{2} \log \left( \frac{c^2 + 2 + \sqrt{c^2 + 4}}{2} \right)
\]

\[
= \log \left[ \left( \frac{c^2 + 2 + |c|\sqrt{c^2 + 4}}{2} \right)^{1/2} \right]
\]

\[
= \log \left( \frac{|c| + \sqrt{c^2 + 4}}{2} \right).
\]

Thus the proof of Eq. (23) is complete. Next, as for Eq. (24), we begin with

\[
m(X + X^{-1} + c) = \int_{0}^{2\pi} \log |e^{i\theta} + e^{-i\theta} + c| \frac{d\theta}{2\pi}
\]

\[
= \int_{0}^{2\pi} \log |2 \cos \theta + c| \frac{d\theta}{2\pi}.
\]
Noting that if \( c \geq 2 \), then “\( 2 \cos \theta + c \geq 0 \) for any \( \theta \in [0, 2\pi) \)”, we see
\[
m(X + X^{-1} + c) = \int_0^{2\pi} \log (2 \cos \theta + c) \frac{d\theta}{2\pi}
\]
\[
= \log c + \int_0^{2\pi} \log \left( 1 + \frac{2}{c} \cos \theta \right) \frac{d\theta}{2\pi}
\]
\[
= \log c + \log \left( \frac{1 + \sqrt{1 - \left(\frac{2}{c}\right)^2}}{2} \right)
\]
\[
= \log \left( \frac{c + \sqrt{c^2 - 4}}{2} \right).
\]
In order to obtain the third equality, we used Eq. (25) with \( 0 < 2/c \leq 1 \). In a similar fashion, noting that if \( c \leq -2 \), then “\( 2 \cos \theta + c \leq 0 \) for any \( \theta \in [0, 2\pi) \)”, we have
\[
m(X + X^{-1} + c) = \int_0^{2\pi} \log (-2 \cos \theta - c) \frac{d\theta}{2\pi}
\]
\[
= \log(-c) + \int_0^{2\pi} \log \left( 1 + \frac{2}{c} \cos \theta \right) \frac{d\theta}{2\pi}
\]
\[
= \log(-c) + \log \left( \frac{1 + \sqrt{1 - \left(\frac{2}{c}\right)^2}}{2} \right)
\]
\[
= \log \left( \frac{-c + \sqrt{c^2 - 4}}{2} \right).
\]
The third equality comes from Eq. (25) with \(-1 \leq 2/c < 0\). Therefore the proof of Eq. (24) is complete. □

By Lemma 1, we have the following result which will be used for the one-dimensional QW with M-type and F-type in Sect. 4.

**Lemma 2** We assume that \( \xi \in (0, \pi/2) \).
\[
m(X - X^{-1} + c^{(m)}) = \log \left( \frac{u - u^{-1} + \sqrt{u^2 + 2 \cos(2\xi) + u^{-2}}}{2 \cos \xi} \right), \quad (30)
\]
where \( c^{(m)} = \sec \xi \cdot (u - u^{-1}) \) and \(-1 < u < 0\).
\[
m(X + X^{-1} + c^{(f)}) = \log \left( \frac{- (u + u^{-1}) + \sqrt{u^2 + 2 \cos(2\xi) + u^{-2}}}{2 \sin \xi} \right), \quad (31)
\]
where \( c^{(f)} = - \cosec \xi \cdot (u + u^{-1}) \) and \( u < 0 \).
Proof As for Eq. (30), if we take \( c = c^{(m)} = \sec \xi \cdot (u - u^{-1}) \) in Eq. (23) of Lemma 1, then we have

\[
m\left(X - X^{-1} + c^{(m)}\right) = \log \left( \frac{\sec \xi \cdot (u - u^{-1}) + \sqrt{\sec^2 \xi \cdot (u - u^{-1})^2 + 4}}{2} \right)
\]

\[
= \log \left( \frac{u - u^{-1} + \sqrt{(u - u^{-1})^2 + 4 \cos^2 \xi}}{2 \cos \xi} \right)
\]

\[
= \log \left( \frac{u - u^{-1} + \sqrt{u^2 + 2 \cos(2\xi) + u^{-2}}}{2 \cos \xi} \right).
\]

The second equality comes from \( \cos \xi > 0 \). In a similar fashion, as for Eq. (31), if we take \( c = c^{(f)} = -\csc \xi \cdot (u + u^{-1}) \) in Eq. (24) of Lemma 1, then we have

\[
m\left(X + X^{-1} + c^{(f)}\right) = \log \left( \frac{-\csc \xi \cdot (u + u^{-1}) + \sqrt{\csc^2 \xi \cdot (u + u^{-1})^2 - 4}}{2} \right)
\]

\[
= \log \left( \frac{-(u + u^{-1}) + \sqrt{(u + u^{-1})^2 - 4 \sin^2 \xi}}{2 \sin \xi} \right)
\]

\[
= \log \left( \frac{-(u + u^{-1}) + \sqrt{u^2 + 2 \cos(2\xi) + u^{-2}}}{2 \sin \xi} \right).
\]

\( \square \)

Here we present the result on the Mahler measure for two-variable case which will be used for the two-dimensional QW (in Sect. 5) and RW (in Sect. 6). To do so, we introduce the generalized hypergeometric function which is defined by

\[
pFq{a_1, \ldots, a_p; b_1, \ldots, b_q; x} = \sum_{n=0}^{\infty} \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n} \frac{x^n}{n!},
\]

where \((a)_n = \Gamma(a + n) / \Gamma(a)\) and \(\Gamma(x)\) is the gamma function (see [2], for example). Then the following result is given in Rodriguez-Villegas [26].

Lemma 3

\[
m\left(X_1 + X_1^{-1} + X_2 + X_2^{-1} + c\right) = \log c - \frac{2}{c^2} \, _4F_3 \left( \frac{3}{2}, \frac{3}{2}, 1, 1; 2, 2, 2; \frac{16}{c^2} \right).
\]

where \( c > 4 \).
4 One-Dimensional QW

In this section, we consider a relation between the logarithmic zeta function \( \mathcal{L}(A, T^d_\infty, u) \) (introduced in Sect. 2) and the Mahler measure \( m(f) \) (introduced in Sect. 3) for two-state QWs on the one-dimensional torus \( T^1_N \). As for a detailed study on the two-state QW, see \([9, 20]\).

Recall our setting introduced in Sect. 2. First we deal with general walks including QWs on the one-dimensional torus \( T^1_N \) whose \( 2 \times 2 \) coin matrix \( A(m) \) (M-type) or \( A(f) \) (F-type) as follows:

\[
A(m) = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}, \quad A(f) = \begin{bmatrix} a_{21} & a_{22} \\ a_{11} & a_{12} \end{bmatrix},
\]

since

\[
A(f) = (I_1 \otimes \sigma) A(m) = \sigma A(m) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}.
\]

Set \( k = k_1 \) and \( \tilde{k} = \tilde{k}_1 \). In this case, we take

\[
P_1 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad P_2 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}.
\]

Thus we immediately get

\[
\hat{M}_{A(m)}(\tilde{k}) = e^{i\tilde{k}} P_1 A(m) + e^{-i\tilde{k}} P_2 A(m) = \begin{bmatrix} e^{i\tilde{k}} a_{11} & e^{i\tilde{k}} a_{12} \\ e^{-i\tilde{k}} a_{21} & e^{-i\tilde{k}} a_{22} \end{bmatrix},
\]

\[
\hat{M}_{A(f)}(\tilde{k}) = e^{i\tilde{k}} P_1 A(f) + e^{-i\tilde{k}} P_2 A(f) = \begin{bmatrix} e^{i\tilde{k}} a_{21} & e^{i\tilde{k}} a_{22} \\ e^{-i\tilde{k}} a_{11} & e^{-i\tilde{k}} a_{12} \end{bmatrix}.
\]

By these equations, we have

\[
\det \left( I_2 - u \hat{M}_{A(s)}(\tilde{k}) \right) = 1 - \Tr \left( \hat{M}_{A(s)}(\tilde{k}) \right) u + \det \left( \hat{M}_{A(s)}(\tilde{k}) \right) u^2 \quad (s \in \{m, f\}).
\]

Then the result given in \([9]\) can be rewritten in terms of the logarithmic zeta function \( \mathcal{L}(A, T^d_\infty, u) \) as follows:

**Proposition 2**

\[
\mathcal{L}(A(s), T^1_\infty, u) = \int_0^{2\pi} \log \left\{ 1 - \Tr \left( \hat{M}_{A(s)}(\theta) \right) u + \det \left( \hat{M}_{A(s)}(\theta) \right) u^2 \right\} \frac{d\theta}{2\pi},
\]

for \( s \in \{m, f\} \).

\( \smiley \) Springer
Remark that Proposition 2 is also obtained by Theorem 2.
From now on, we focus on QWs in one dimension. One of the typical classes of QWs for $2 \times 2$ coin matrix $A^{(m)}$ (M-type) or $A^{(f)}$ (F-type) is as follows:

$$A^{(m)} = \begin{bmatrix} \cos \xi & \sin \xi \\ \sin \xi & -\cos \xi \end{bmatrix}, \quad A^{(f)} = \begin{bmatrix} \sin \xi & -\cos \xi \\ \cos \xi & \sin \xi \end{bmatrix} \quad (\xi \in [0, 2\pi]).$$

When $\xi = \pi/4$, the QW becomes the so-called Hadamard walk which is one of the most well-investigated model in the study of QWs. Then the result given in [9] can also be rewritten in terms of the logarithmic zeta function like Proposition 2 as follows:

**Proposition 3**

$$L\left(A^{(s)}, T_1^{-\infty}, u\right) = \int_0^{2\pi} \log\left(F^{(s)}(\theta, u)\right) \frac{d\theta}{2\pi},$$

for $s \in \{m, f\}$, where

$$F^{(m)}(w, u) = 1 - 2i \cos \xi \sin w \cdot u - u^2,$$

$$F^{(f)}(w, u) = 1 - 2 \sin \xi \cos w \cdot u + u^2.$$

Moreover,

$$C_{2l}(A^{(m)}, T_1^{-\infty}) = 2l \left(-\cos^2 \xi\right)^l \sum_{m=1}^{l} \frac{1}{m} \left(\frac{l-1}{m-1}\right)^2 \left(-\tan^2 \xi\right)^m$$

$$= 2l \left(-\cos^2 \xi\right)^l \sum_{m=1}^{l} \frac{1}{m} \left(\frac{l-1}{m-1}\right)^2 \left(-\cot^2 \xi\right)^m,$$

$$C_{2l}(A^{(f)}, T_1^{-\infty}) = 2l (\sin \xi)^{2l} \sum_{m=1}^{l} \frac{1}{m} \left(\frac{l-1}{m-1}\right)^2 \left(-\cot^2 \xi\right)^m$$

$$= 2l (\sin \xi)^{2l} \sum_{m=1}^{l} \frac{1}{m} \left(\frac{l-1}{m-1}\right)^2 \left(-\cot^2 \xi\right)^m,$$

$$C_{2l-1}(A^{(s)}, T_1^{-\infty}) = 0 \quad (s \in \{m, f\}),$$

for $l = 1, 2, \ldots$ and $\xi \in (0, \pi/2)$.

Note that the result on $L\left(A^{(s)}, T_1^{-\infty}, u\right)$ in Proposition 3 is also derived from Proposition 2. Here we present one of our main results:

**Theorem 5** Let $c^{(m)} = \sec \xi \cdot (u - u^{-1})$ and $c^{(f)} = -\csc \xi \cdot (u + u^{-1})$. Then we have

$$L\left(A^{(m)}, T_1^{-\infty}, u\right) = \log\left(\frac{1 - u^2 + \sqrt{1 + 2 \cos(2\xi)u^2 + u^4}}{2}\right) \quad (32)$$

$$= \log(-\cos \xi \cdot u) + m \left(X - X^{-1} + c^{(m)}\right), \quad (33)$$
for \( \xi \in (0, \pi/2) \) and \( u \in (\cos \xi - \sqrt{\cos^2 \xi + 1}, 0) \).

\[
\mathcal{L} \left( A^{(f)}, T^1_{\infty}, u \right) = \log \left( \frac{1 + u^2 + \sqrt{1 + 2 \cos(2\xi) u^2 + u^4}}{2} \right)
\]

(34)

\[
= \log \left( - \sin \xi \cdot u \right) + m \left( X + X^{-1} + c^{(f)} \right),
\]

(35)

for \( \xi \in (0, \pi/2) \) and \( u \in (\cos \xi - \sqrt{\cos^2 \xi + 1}, 0) \). Here

\[
m \left( X - X^{-1} + c^{(m)} \right) = \log \left( \frac{u - u^{-1} + \sqrt{u^2 + 2 \cos(2\xi) + u^{-2}}}{2 \cos \xi} \right),
\]

(36)

\[
m \left( X + X^{-1} + c^{(f)} \right) = \log \left( \frac{- (u + u^{-1}) + \sqrt{u^2 + 2 \cos(2\xi) + u^{-2}}}{2 \sin \xi} \right).
\]

(37)

**Proof** As for Eq. (32), we start with

\[
\mathcal{L} \left( A^{(m)}, T^1_{\infty}, u \right) = \int_0^{2\pi} \log \left( 1 - 2i \cos \xi \sin \theta \cdot u - u^2 \right) \frac{d\theta}{2\pi}
\]

\[
= \log \left( 1 - u^2 \right) + \int_0^{2\pi} \log \left( 1 - \frac{2i \cos \xi \cdot u}{1 - u^2} \sin \theta \right) \frac{d\theta}{2\pi}.
\]

(38)

The first equality is given by Proposition 3. In order to get the second equality, we used \( 1 - u^2 > 0 \), since \( -1 < (\cos \xi - \sqrt{\cos^2 \xi + 1})u < 0 \) for \( \xi \in (0, \pi/2) \). Note that if \( -1 < \cos \xi - \sqrt{\cos^2 \xi + 1} \leq u < 0 \), then

\[
\left| \frac{2i \cos \xi \cdot u}{1 - u^2} \right| \leq 1.
\]

Therefore combining Eqs. (38) with (25) implies

\[
\mathcal{L} \left( A^{(m)}, T^1_{\infty}, u \right) = \log \left( 1 - u^2 \right) + \log \left( \frac{1 + \sqrt{1 - \left( \frac{2i \cos \xi \cdot u}{1 - u^2} \right)^2}}{2} \right)
\]

\[
= \log \left( 1 - u^2 + \sqrt{(1 - u^2)^2 + 4 \cos^2 \xi \cdot u^2} \right)
\]

\[
= \log \left( 1 - u^2 + \sqrt{1 + 2 \cos(2\xi) u^2 + u^4} \right),
\]

for \( \xi \in (0, \pi/2) \) and \( u \in (\cos \xi - \sqrt{\cos^2 \xi + 1}, 0) \). Remark that as for Eq. (25), we can also use “\( ir \)” instead of “\( r \)” by a standard argument of complex analysis. So the proof of Eq. (32) is complete.
On the other hand, Eq. (36) is equivalent to Eq. (30) in Lemma 2. Moreover, we see that $-\cos \xi \cdot u > 0$, since $\xi \in (0, \pi/2)$ and $u \in (-1, 0)$. Thus we have

$$\log (-\cos \xi \cdot u) + m \left( X - X^{-1} + e^{(m)} \right),$$

$$= \log (-\cos \xi \cdot u) + \log \left( \frac{u - u^{-1} + \sqrt{u^2 + 2\cos(2\xi) + u^{-2}}}{2\cos \xi} \right),$$

$$= \log \left( \frac{1 - u^2 + \sqrt{1 + 2\cos(2\xi)u^2 + u^4}}{2} \right).$$

The first equality is given by Eq. (36). So the proof of Eq. (33) is complete.

Next we move to the proof of Eq. (34). We begin with

$$\mathcal{L} \left( A^{(f)}, T_{\infty}^1, u \right) = \int_0^{2\pi} \log \left( 1 - 2 \sin \xi \cos \theta \cdot u + u^2 \right) \frac{d\theta}{2\pi},$$

$$= \log \left( 1 + u^2 \right) + \int_0^{2\pi} \log \left( 1 - \frac{2 \sin \xi \cdot u}{1 + u^2} \cos \theta \right) \frac{d\theta}{2\pi}, \quad (39)$$

The first equality is given by Proposition 3. The second equality comes from $1 + u^2 > 0$ for any $u \in \mathbb{R}$. Note that

$$\left| \frac{2 \sin \xi \cdot u}{1 + u^2} \right| \leq 1,$$

for any $u \in \mathbb{R}$. Therefore combining Eqs. (39) with (25) implies

$$\mathcal{L} \left( A^{(f)}, T_{\infty}^1, u \right) = \log \left( 1 + u^2 \right) + \log \left( \frac{1 + \sqrt{1 - \left( \frac{2 \sin \xi \cdot u}{1 + u^2} \right)^2}}{2} \right),$$

$$= \log \left( \frac{1 + u^2 + \sqrt{(1 + u^2)^2 - 4 \sin^2 \xi \cdot u^2}}{2} \right),$$

$$= \log \left( \frac{1 + u^2 + \sqrt{1 + 2\cos(2\xi)u^2 + u^4}}{2} \right),$$

for $\xi \in (0, \pi/2)$ and $u \in \mathbb{R}$. So the proof of Eq. (34) is complete.
On the other hand, Eq. (37) is equivalent to Eq. (31) in Lemma 2. Furthermore, we see that $-\sin \xi \cdot u > 0$, since $\xi \in (0, \pi/2)$ and $u \in (-\infty, 0)$. Thus we get

$$\log (-\sin \xi \cdot u) + m\left(X + X^{-1} + c^{(f)}\right),$$

$$= \log (-\sin \xi \cdot u) + \log \left(-\frac{u + u^{-1}}{\sqrt{2}} + \sqrt{u^2 + 2 \cos(2\xi) + u^{-2}}\right)$$

$$= \log \left(\frac{1 + u^2 + \sqrt{1 + 2 \cos(2\xi)u^2 + u^4}}{2}\right).$$

The first equality is given by Eq. (37). So the proof of Eq. (35) is complete. $\Box$

In particular, when $\xi = \pi/4$ (Hadamard walk), Theorem 5 gives

**Corollary 1**

$$L\left(A^{(m)}, T_{\infty}^1, u\right) = \log \left(\frac{1 - u^2 + \sqrt{1 + u^4}}{2}\right),$$

$$= \log \left(-\frac{u}{\sqrt{2}}\right) + m\left(X - X^{-1} + \sqrt{2}(u - u^{-1})\right),$$

for $u \in ((\sqrt{2} - \sqrt{6})/2, 0)$, where

$$m\left(X - X^{-1} + \sqrt{2}(u - u^{-1})\right) = \log \left(\frac{u - u^{-1} + \sqrt{u^2 + u^{-2}}}{\sqrt{2}}\right).$$

$$L\left(A^{(f)}, T_{\infty}^1, u\right) = \log \left(\frac{1 + u^2 + \sqrt{1 + u^4}}{2}\right),$$

$$= \log \left(-\frac{u}{\sqrt{2}}\right) + m\left(X + X^{-1} - \sqrt{2}(u + u^{-1})\right),$$

for $u \in (-\infty, 0)$, where

$$m\left(X + X^{-1} - \sqrt{2}(u + u^{-1})\right) = \log \left(-\frac{(u + u^{-1}) + \sqrt{u^2 + u^{-2}}}{\sqrt{2}}\right).$$

We should remark that in the case of the symmetric RW, $2 \times 2$ coin matrices $A^{(m)}$ (M-type) and $A^{(f)}$ (F-type) become

$$A^{(m)} = A^{(f)} = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}.$$
Corollary 2

\[ \mathcal{L}(A(s), T_\infty^1, u) = \int_0^{2\pi} \log(1 - u \cdot \cos \theta) \frac{d\theta}{2\pi} = \log \left( \frac{1 + \sqrt{1 - u^2}}{2} \right) \]

\[ = \log(-u/2) + m \left( X + X^{-1} - 2u^{-1} \right) \quad (-1 < u < 0), \]

for \( s \in \{m, f\} \) and \( l = 1, 2, \ldots \).

The first equality is given by Proposition 2. Remark that \( \det(\hat{M}_{A(s)}(\theta)) = 0 \) implies that the coefficient of \( u^2 \) is 0. The second equality comes from Eq. (25). The proof of the third equality can be found in the proof of Proposition 6. In Sect. 6, we will deal with the case of \( d \)-dimensional RWs.

5 Higher-Dimensional QW

In this section, we consider the \( d \)-dimensional QW, in particular, the Grover walk which is one of the well-investigated model in the study of the QW. The \( 2d \times 2d \) coin matrix of the \( d \)-dimensional Grover walk is defined by the following Grover matrix \( A = [A_{ij}] \):

\[ A_{ij} = \frac{1}{d} - \delta_{ij} = \begin{cases} \frac{1}{d} - 1 & (i = j), \\ \frac{1}{d} & (i \neq j), \end{cases} \]

where \( \delta_{ij} = 1 \quad (i = j), = 0 \quad (i \neq j) \). Then \( A \) is unitary. For example, when \( d = 2 \), we treat the four-state model on the two-dimensional torus \( T_2^N \) defined by the following \( 4 \times 4 \) coin matrix \( A^{(m)} \) (M-type) and \( A^{(f)} \) (F-type):

\[ A^{(m)} = \begin{bmatrix} -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & -\frac{1}{2} \end{bmatrix}, \]

\[ A^{(f)} = \begin{bmatrix} -\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & -\frac{1}{2} \end{bmatrix} = (I_2 \otimes \sigma) A^{(m)}. \]

In order to consider the \( d \)-dimensional case, we focus on F-type, since the corresponding result for M-type is limited (see [9]). The result of Corollary 1 in [8] (Grover/Zeta Correspondence), or equivalently, Corollary 14 in [9] (Walk/Zeta Correspondence) can be rewritten in terms of the logarithmic zeta function as follows:
Proposition 4

\[ L \left( A^{(f)}, T^d_{\infty}, u \right) = (d - 1) \log(1 - u^2) + \int_{[0,2\pi]^d} \log \left\{ F^{(f)}(\Theta^{(d)}, u) \right\} d\Theta^{(d)}_{\text{unif}}, \]

for \( u \in (-1, 1) \), where

\[ F^{(f)}(w, u) = 1 - \frac{2e^{(d,\cos)}(w)}{d} \cdot u + u^2. \]

Here \( \Theta^{(d)} = (\theta_1, \theta_2, \ldots, \theta_d) \in [0, 2\pi)^d \), \( w = (w_1, w_2, \ldots, w_d) \in \mathbb{R}^d \),

\[ e^{(d,\cos)}(w) = \sum_{j=1}^d \cos w_j, \]

and \( d\Theta^{(d)}_{\text{unif}} \) denotes the uniform measure on \([0, 2\pi)^d\), that is,

\[ d\Theta^{(d)}_{\text{unif}} = \frac{d\theta_1}{2\pi} \cdots \frac{d\theta_d}{2\pi}. \]

Furthermore, we have the following one of the main results which gives a relationship between our logarithmic zeta function and the Mahler measure for the \( d \)-dimensional Grover walk with F-type.

Theorem 6

\[ L \left( A^{(f)}, T^d_{\infty}, u \right) = (d - 1) \log(1 - u^2) + \left( -\frac{d}{u} \right) \log \left( \sum_{j=1}^d \left( \frac{(X_j + X_j^{-1})}{d} \right) + c \right), \]

for \( u \in (-1, 0) \), where \( c = -d \left( u + u^{-1} \right) \).

**Proof** By Proposition 4, we start with

\[ L \left( A^{(f)}, T^d_{\infty}, u \right) \]

\[ = (d - 1) \log(1 - u^2) + \int_{[0,2\pi]^d} \log \left\{ 1 - \frac{2}{d} \left( \sum_{j=1}^d \cos \theta_j \right) \cdot u + u^2 \right\} d\Theta^{(d)}_{\text{unif}} \]

\[ = (d - 1) \log(1 - u^2) + \int_{[0,2\pi]^d} \log \left\{ 1 - \frac{u}{d} \sum_{j=1}^d \left( e^{i\theta_j} + e^{-i\theta_j} \right) + u^2 \right\} d\Theta^{(d)}_{\text{unif}} \]

\[ = (d - 1) \log(1 - u^2) + \log \left( -\frac{u}{d} \right) \]

\[ \quad + \int_{[0,2\pi]^d} \log \left\{ \sum_{j=1}^d \left( e^{i\theta_j} + e^{-i\theta_j} \right) - d \left( u + u^{-1} \right) \right\} d\Theta^{(d)}_{\text{unif}}. \]
We see that if \( u \in (-1, 0) \), then
\[
\sum_{j=1}^{d} \left( e^{i\theta_j} + e^{-i\theta_j} \right) - d \left( u + u^{-1} \right) > 0.
\]

Noting this and Eq. (20), we get
\[
\int_{[0,2\pi)^d} \log \left\{ \sum_{j=1}^{d} \left( e^{i\theta_j} + e^{-i\theta_j} \right) - d \left( u + u^{-1} \right) \right\} d\Theta_{\text{unif}}^{(d)}
\]
\[
= \Re \int_{[0,2\pi)^d} \log \left\{ \sum_{j=1}^{d} \left( e^{i\theta_j} + e^{-i\theta_j} \right) - d \left( u + u^{-1} \right) \right\} d\Theta_{\text{unif}}^{(d)}
\]
\[
= m \left( \sum_{j=1}^{d} \left( X_j + X_j^{-1} \right) - d \left( u + u^{-1} \right) \right).
\]

Therefore we have the desired conclusion.
\[\square\]

When \( d = 2 \), it follows from Theorem 6 that
\[
\mathcal{L} \left( A^{(f)}, T^{2}_\infty, u \right) = \log(1 - u^2) + \log \left( -\frac{u}{2} \right)
\]
\[
+ m \left( \sum_{j=1}^{2} \left( X_j + X_j^{-1} \right) - 2 \left( u + u^{-1} \right) \right).
\] (40)

As for the third term in the right-hand side of Eq. (40), if we take \( c = -2 \left( u + u^{-1} \right) \) with \( u \in (-1, 0) \) in Lemma 3, then we have
\[
m \left( \sum_{j=1}^{2} \left( X_j + X_j^{-1} \right) - 2 \left( u + u^{-1} \right) \right)
\]
\[
= \log \left( -2 \left( u + u^{-1} \right) \right) - \frac{2}{c^2} 4F3 \left( \frac{3}{2}, \frac{3}{2}, 1, 1; 2, 2, 2; \frac{16}{c^2} \right). \] (41)

Combining Eqs. (40) with (41) implies
\[
\mathcal{L} \left( A^{(f)}, T^{2}_\infty, u \right) = \log \left( 1 - u^2 \right) + \log \left( -\frac{u}{2} \right) + \log \left( -2 \left( u + u^{-1} \right) \right)
\]
\[
- \frac{2}{c^2} 4F3 \left( \frac{3}{2}, \frac{3}{2}, 1, 1; 2, 2, 2; \frac{16}{c^2} \right)
\]
\[
= \log \left\{ (1 - u^2)(1 + u^2) \right\} - \frac{2}{c^2} 4F3 \left( \frac{3}{2}, \frac{3}{2}, 1, 1; 2, 2, 2; \frac{16}{c^2} \right).
\]
Therefore we obtain

**Corollary 3**

\[
\mathcal{L} \left( A^{(f)}, T^{2}_\infty, u \right) = \log \left( 1 - u^4 \right) - \frac{2}{c^2} \, 4F3 \left( \frac{3}{2}, \frac{3}{2}, 1; 1; 2, 2, \frac{16}{c^2} \right),
\]

for \( u \in (-1, 0) \), where \( c = -2(u + u^{-1}) \).

### 6 Higher-Dimensional RW

For comparison with QW, we deal with \( d \)-dimensional RWs. As for detailed information on RWs in higher dimensions related to this section, see [12].

Let

\[
e^{(n)}(x) = e^{(n)}(x_1, x_2, \ldots, x_n) = x_1 + x_2 + \cdots + x_n,
\]

for \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{C}^n \) and \( n \in \mathbb{Z}_> \). Recall that \( \mathbb{K}_N = \{0, 1, \ldots, N-1\} \) and \( \mathbb{K}_N = \{0, 2\pi/N, \ldots, 2\pi(N-1)/N\} \). For \( \mathbf{k} = (k_1, k_2, \ldots, k_d) \in \mathbb{R}_N^d \), we define

\[
\mathbf{\tilde{k}}_j = \frac{2\pi k_j}{N} \in \mathbb{K}_N, \quad \mathbf{\tilde{k}} = (\mathbf{\tilde{k}}_1, \mathbf{\tilde{k}}_2, \ldots, \mathbf{\tilde{k}}_d) \in \mathbb{K}_N^d.
\]

In this setting, we introduce

\[
e^{(n,\cos)}(\mathbf{\tilde{k}}) = e^{(n)}(\cos \mathbf{\tilde{k}}_1, \cos \mathbf{\tilde{k}}_2, \ldots, \cos \mathbf{\tilde{k}}_n) \quad (n \in \mathbb{Z}_>).
\]

Moreover, for \( \Theta^{(n)} = (\theta_1, \theta_2, \ldots, \theta_n) \in [0, 2\pi)^n \),

\[
e^{(n,\cos)}(\Theta^{(n)}) = e^{(n)}(\cos \theta_1, \cos \theta_2, \ldots, \cos \theta_n) \quad (n \in \mathbb{Z}_>).
\]

Note that, for \( \mathbf{w} = (w_1, w_2, \ldots, w_n) \in \mathbb{R}^n \),

\[
e^{(n,\cos)}(\mathbf{w}) = e^{(n)}(\cos w_1, \cos w_2, \ldots, \cos w_n) \quad (n \in \mathbb{Z}_>).
\]

From definition of the (simple symmetric) RW on \( T^d_N \) (see [24, 28]), we easily see that

\[
\text{Spec} \left( P^{(D,c)} \right) = \left\{ \frac{1}{d} \sum_{j=1}^{d} \cos \left( \frac{2\pi k_j}{N} \right) \bigg| k_1, \ldots, k_d \in \mathbb{K}_N \right\}
\]

\[
= \left\{ \frac{1}{d} e^{(d,\cos)}(\mathbf{\tilde{k}}) \bigg| k_1, \ldots, k_d \in \mathbb{K}_N \right\}, \quad (42)
\]

where \( P^{(D,c)} \) is the transition probability matrix of the (simple symmetric) RW on \( T^d_N \). Here the RW on \( T^d_N \) jumps to each of its nearest neighbors with equal probability.
1/(2d). Noting Eq. (42), the result given in [12] can be rewritten in terms of the logarithmic zeta function as follows:

**Proposition 5**

\[
\mathcal{L}(A_{RW}, T^d_\infty, u) = \int_{[0,2\pi]^d} \log \left\{ F_{RW}(\Theta^{(d)}, u) \right\} d\Theta^{(d)}_{unif},
\]

where

\[
F_{RW}(w, u) = 1 - \frac{e^{(d,\cos)(w)}}{d} \cdot u.
\]

Moreover, we have

\[
C_r(A_{RW}, T^d_\infty) = \int_{[0,2\pi]^d} G_{RW}(\Theta^{(d)}) d\Theta^{(d)}_{unif},
\]

where

\[
G_{RW}(w) = \left( \frac{e^{(d,\cos)(w)}}{d} \right)^r.
\]

From Proposition 5, we obtain the following theorem for RW which corresponds to Theorem 6 for QW.

**Theorem 7**

\[
\mathcal{L}(A_{RW}, T^d_\infty, u) = \log \left( -\frac{u}{2d} \right) + m \left( \sum_{j=1}^{d} (X_j + X^{-1}_j) - \frac{2d}{u} \right) \quad (-1 < u < 0).
\]

**(43)**

**Proof** As in the proof of Theorem 6, we begin with

\[
\mathcal{L}(A_{RW}, T^d_\infty, u)
\]
\[
= \int_{[0,2\pi]^d} \log \left( 1 - \frac{u}{d} \sum_{j=1}^{d} \cos \theta_j \right) d\Theta^{(d)}_{unif}
\]
\[
= \int_{[0,2\pi]^d} \log \left\{ 1 - \frac{u}{2d} \sum_{j=1}^{d} \left( e^{i\theta_j} + e^{-i\theta_j} \right) \right\} d\Theta^{(d)}_{unif}
\]
\[
= \log \left( -\frac{u}{2d} \right) + \int_{[0,2\pi]^d} \log \left\{ \sum_{j=1}^{d} \left( e^{i\theta_j} + e^{-i\theta_j} \right) - \frac{2d}{u} \right\} d\Theta^{(d)}_{unif}.
\]
On the other hand, we see that if \( u \in (-1, 0) \), then
\[
\sum_{j=1}^{d} \left( e^{i\theta_j} + e^{-i\theta_j} \right) - \frac{2d}{u} > 0. \quad (44)
\]

Noting Eqs. (20) and (44), we obtain
\[
\int_{[0,2\pi]^d} \log \left\{ \sum_{j=1}^{d} \left( e^{i\theta_j} + e^{-i\theta_j} \right) - \frac{2d}{u} \right\} \, d\Theta_{\text{unif}}^{(d)}
= \Re \left[ \int_{[0,2\pi]^d} \log \left\{ \sum_{j=1}^{d} \left( e^{i\theta_j} + e^{-i\theta_j} \right) - \frac{2d}{u} \right\} \, d\Theta_{\text{unif}}^{(d)} \right]
= m \left( \sum_{j=1}^{d} (X_j + X_j^{-1}) - \frac{2d}{u} \right).
\]

Thus the proof is complete. \( \square \)

In particular, when \( d = 1 \) and \( d = 2 \), we have

**Proposition 6**

\[
\mathcal{L} \left( A_{RW}, T^1_{\infty}, u \right) = \log \left( \frac{1 + \sqrt{1 - u^2}}{2} \right) = - \sum_{n=1}^{\infty} B_{2n} \frac{u^{2n}}{2n},
\]
\[
\mathcal{L} \left( A_{RW}, T^2_{\infty}, u \right) = - \frac{u^2}{8} \, _4F_3 \left( \frac{3}{2}, \frac{3}{2}, 1, 1; 2, 2, 2; u^2 \right) = - \sum_{n=1}^{\infty} (B_{2n})^2 \frac{u^{2n}}{2n},
\]

for \( u \in (-1, 0) \), where
\[
B_{2n} = \binom{2n}{n} \left( \frac{1}{2} \right)^{2n}.
\]

**Proof** If \( d = 1 \), then Eq. (43) gives
\[
\mathcal{L} \left( A_{RW}, T^1_{\infty}, u \right) = \log \left( -\frac{u}{2} \right) + m \left( X + X^{-1} - \frac{2}{u} \right) \quad (-1 < u < 0). \quad (45)
\]

From Eq. (24) in Lemma 1, we have
\[
m \left( X + X^{-1} - \frac{2}{u} \right) = \log \left( \frac{1 + \sqrt{1 - u^2}}{-u} \right) \quad (-1 < u < 0). \quad (46)
\]
Combining Eqs. (45) with (46) implies

\[ \mathcal{L}(A_{RW}, T_1^\infty, u) = \log \left( \frac{1 + \sqrt{1-u^2}}{2} \right) \ ( -1 < u < 0) . \]

Moreover,

\[ \log \left( \frac{1 + \sqrt{1-u^2}}{2} \right) = - \sum_{n=1}^{\infty} B_{2n} \frac{u^{2n}}{2n} \ ( -1 < u < 0) . \]

When \( d = 2 \), it follows from Eq. (43) that

\[ \mathcal{L}(A_{RW}, T_2^\infty, u) = \log \left( -\frac{u}{4} \right) + m \left( X_1 + X_1^{-1} + X_2 + X_2^{-1} - \frac{4}{u} \right) \]

\[ \ ( -1 < u < 0) . \quad (47) \]

As for the second term in the right-hand side of Eq. (47), if we take \( c = -4/u \) with \( u \in (-1, 0) \) in Lemma 3, then we have

\[ m \left( X_1 + X_1^{-1} + X_2 + X_2^{-1} - \frac{4}{u} \right) = \log \left( -\frac{4}{u} \right) - \frac{u^2}{8} {}_4F_3 \left( \frac{3}{2}, \frac{3}{2}, 1, 1; 2, 2, 2; u^2 \right) . \quad (48) \]

Combining Eqs. (47) with (48) gives

\[ \mathcal{L}(A_{RW}, T_2^\infty, u) = -\frac{u^2}{8} {}_4F_3 \left( \frac{3}{2}, \frac{3}{2}, 1, 1; 2, 2, 2; u^2 \right) \ ( -1 < u < 0) . \]

Furthermore we see that the definition of the generalized hypergeometric function implies

\[ \frac{u^2}{8} {}_4F_3 \left( \frac{3}{2}, \frac{3}{2}, 1, 1; 2, 2, 2; u^2 \right) = \sum_{n=1}^{\infty} (B_{2n})^2 \frac{u^{2n}}{2n} . \]

Therefore the proof is complete. \( \square \)

Remark that \( C_r(A_{RW}, T_d^\infty) \) is nothing but the return probability for RW at time \( r \). In fact, if \( d = 1 \) and \( d = 2 \), then

\[ C_r(A_{RW}, T_1^\infty) = \int_0^{2\pi} (\cos \theta)^r \frac{d\theta}{2\pi} = \left\{ \begin{array}{ll} \left( \frac{r}{2} \right)^r & \text{if } r \text{ is even}, \\
0 & \text{if } r \text{ is odd}, \end{array} \right. \]

\[ C_r(A_{RW}, T_2^\infty) = \left( C_r(A_{RW}, T_1^\infty) \right)^2 . \]
However, if \( d = 3, 4, \ldots \), then such a simple form is not known (see [24, 28]). Combining the above-mentioned observation with Proposition 6 implies

**Corollary 4**

\[
C_{2n} (A_{RW}, T_\infty^1) = B_{2n}, \quad C_{2n} (A_{RW}, T_\infty^2) = (B_{2n})^2,
\]

where

\[
B_{2n} = \left( \frac{2n}{n} \right) \left( \frac{1}{2} \right)^{2n}.
\]

From Proposition 5, we see that

\[
\mathcal{L} \left( A_{RW}, T_\infty^d, u \right) = \log u + \int_{[0,2\pi]^d} \log \left( \frac{1}{u} - \frac{1}{d} e^{(d,\cos)} (\Theta(d)) \right) d\Theta_d^{\text{unif}}.
\]

(49)

The second term of the right-hand side of Eq. (49) is equal to the second term of the right-hand side of Eq. (13) in [6]. If we use their notation \( T_L(z) \) which is *spanning tree generating function* (STGF) with a regular lattice \( L \), then we have

\[
T_L(u) = \log(2d) + \int_{[0,2\pi]^d} \log \left( \frac{1}{u} - \frac{1}{d} e^{(d,\cos)} (\Theta(d)) \right) d\Theta_d^{\text{unif}}.
\]

(50)

In our setting, if we write \( L \) as \( \mathbb{Z}^d \), then combining Eqs. (49) with (50) implies a relation between STFG on \( \mathbb{Z}^d \), i.e., \( T_{\mathbb{Z}^d}(u) \), and our logarithmic zeta function \( \mathcal{L} \left( A_{RW}, T_\infty^d, u \right) \) as follows:

**Theorem 8**

\[
T_{\mathbb{Z}^d}(u) = \mathcal{L} \left( A_{RW}, T_\infty^d, u \right) - \log u + \log(2d).
\]

Moreover, following Guttmann and Rogers [6], we define the *spanning tree constant* \( \lambda_{\mathbb{Z}^d} \) by

\[
\lambda_{\mathbb{Z}^d} = \lim_{N \to \infty} \frac{1}{Nd} \log T_{\mathbb{Z}^d} (N),
\]

if the right-hand side exists. Here \( T_{\mathbb{Z}^d} (N) \) is the number of spanning trees on \( T_N^d \). Then the following result is known (see [6], for example) in our setting.

\[
\lambda_{\mathbb{Z}^d} = \log(2d) + \int_{[0,2\pi]^d} \log \left( 1 - \frac{1}{d} e^{(d,\cos)} (\Theta(d)) \right) d\Theta_d^{\text{unif}}.
\]

(51)

Therefore combining Theorem 8 with Eq. (51) immediately gives
Corollary 5

\[ \lambda_{\mathbb{Z}^d} = T_{\mathbb{Z}^d}(1) = \mathcal{L}(A_{RW}, T_{\infty}^d, 1) + \log(2d). \]

In particular, when \( d = 2 \), we have

Corollary 6

\[ \lambda_{\mathbb{Z}^2} = \mathcal{L}(A_{RW}, T_{\infty}^2, 1) + \log(4) = \frac{4G}{\pi}, \]

where \( G \) is the Catalan number, i.e.,

\[ G = \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n+1)^2} = 0.91596 \ldots \]

Furthermore, we obtain the following result.

Theorem 9

A RW on \( \mathbb{Z}^d \) is transient if and only if

\[ \lim_{u \searrow 1} u \frac{\partial}{\partial u} \mathcal{L}(A_{RW}, T_{\infty}^d, u) < \infty. \]

Proof

For simplicity, we write the left-hand side of the following equation as the right-hand side of this:

\[
\int_{[0,2\pi)^d} \log \left( 1 - \frac{u}{d} e^{(d,\cos) \left( \Theta^{(d)} \right)} \right) d\Theta_{\text{unif}} = \int \log (1 - u\phi(\theta)) d\theta.
\]

So a standard argument of the Markov process (see Spitzer [28], for example), we see

\[
\mathcal{L}(A_{RW}, T_{\infty}^d, u) = \int \log (1 - u\phi(\theta)) d\theta = -\sum_{n=1}^{\infty} \frac{(u\phi(\theta))^n}{n} d\theta
\]

\[
= -\sum_{n=1}^{\infty} \left( \int \phi^n(\theta) d\theta \right) \frac{u^n}{n} = -\sum_{n=1}^{\infty} P_n(0,0) \frac{u^n}{n}.
\]

Here \( P_n(0,0) \) is the return probability of our RW at the origin and at \( n \) step on \( \mathbb{Z}^d \). Thus we get

\[
\frac{\partial}{\partial u} \mathcal{L}(A_{RW}, T_{\infty}^d, u) = -\frac{1}{u} \sum_{n=1}^{\infty} P_n(0,0) u^n = -\frac{1}{u} \sum_{n=0}^{\infty} P_n(0,0) u^n + \frac{1}{u},
\]
since $P_0(0, 0) = 1$. So we have

$$\sum_{n=0}^{\infty} P_n(0, 0) u^n = -u \frac{\partial}{\partial u} \mathcal{L}(A_{RW}, T^d_{\infty}, u) + 1.$$ 

Noting that “RW on $\mathbb{Z}^d$ is transient” if and only if “$\lim_{u \searrow 1} \sum_{n=0}^{\infty} P_n(0, 0) u^n < \infty$” (see [28]), we obtain the desired conclusion. □

7 Conclusion

In this paper, we presented a new relation between the Mahler measure and our zeta function for one-dimensional QWs including the Hadamard walk. Moreover we dealt with higher-dimensional QWs, that is, Grover walks. In order to clarify the comparison with QWs, we also treated the case of higher-dimensional RWs. Our results bridged between the Mahler measure and the zeta function research fields via QWs. To extend our class investigated here to a more general class would be one of the interesting problems.

Finally, we describe one of the possibilities for a potential application of our approach to a quantum search in quantum information processing based on the result given by [19] (concerning the related topic, see also Chapter 11 in Portugal [25], for example). Here we give a simple example, that is, Szegedy’s QW with a marked location (also called marked vertex) on the one-dimensional torus $T^1_N$. Indeed, we omit the details on the following scenario and have a plan to study the general case in [13]. Following notations in [19], we start with

$$\det \left( I_{2N+1} - u W' \right) = (1 - u) \det \left( (1 + u)^2 I_N - 4u \hat{A}'_p \right). \quad (52)$$

This result is Theorem 7.1 in [19] for $\epsilon = n = N$ and $m = 1$. For $T^1_N$ case, we have

$$\text{Spec} \left( \hat{A}'_p \right) = \left\{ \cos^2 \left( \frac{k\pi}{N} \right) \mid k = 0, 1, \ldots, N - 1 \right\}. \quad (53)$$

As in a similar fashion discussed in Sect. 4, noting Eqs. (52) and (53), we compute

$$\log \left[ \lim_{N \to \infty} \left\{ \det \left( I_{2N+1} - u W' \right) \right\}^{1/N} \right] = \int_0^{2\pi} \log \left( 1 - 2 \cos \theta \cdot u + u^2 \right) \frac{d\theta}{2\pi}. \quad (54)$$

We let $\mathcal{L} \left( \hat{A}, T^1_{\infty}, u \right)$ be the left-hand side of Eq. (54) such as logarithmic zeta function defined by Eq. (13). So we have the following connection between our quantum search via the QW and the Mahler measure:
\[ L\left( \tilde{A}, T_\infty^1, u \right) = \log(-u) + m \left( X + X^{-1} - (u + u^{-1}) \right), \]

where \( u \in (-\infty, 0) \).
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