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Abstract—In this paper, we analyze the stability of feedback interconnections of a linear time-invariant system with a neural network nonlinearity in discrete time. Our analysis is based on abstracting neural networks using integral quadratic constraints (IQCs), exploiting the sector-bounded and slope-restricted structure of the underlying activation functions. In contrast to existing approaches, we leverage the full potential of dynamic IQCs to describe the nonlinear activation functions in a less conservative fashion. To be precise, we consider multipliers based on the full-block Yakubovich / circle criterion in combination with acausal Zames-Falb multipliers, leading to linear matrix inequality based stability certificates. Our approach provides a flexible and versatile framework for stability analysis of feedback interconnections with neural network nonlinearities, allowing to trade off computational efficiency and conservatism. Finally, we provide numerical examples that demonstrate the applicability of the proposed framework and the achievable improvements over previous approaches.

I. INTRODUCTION

Deep neural networks (NNs) are a powerful, efficiently trainable, and broadly applicable tool to describe nonlinear input-output behavior. However, safety certificates are urgently required in order to enable the use of deep NNs in safety-critical applications such as autonomous driving. Lately, along with new advances in deep learning, there has been an increasing interest in the analysis of deep NNs using quadratic constraints [1], [2], originally suggested in [3], [4]. Aiming at robustness and stability guarantees for NNs, this branch of research has for example been concerned with estimating the Lipschitz constant of NNs [5], [6] and giving closed-loop stability certificates for NN controllers [7], [8].

In this paper, we study the stability of the feedback interconnection of a linear time-invariant (LTI) system and an NN nonlinearity in discrete time. Within this setup, the NN can represent a controller that, e.g., results from a reinforcement learning algorithm or is trained to approximate a computationally more expensive model predictive controller (MPC). Our approach may then be used to verify stability of the resulting feedback interconnection. Alternatively, the NN may result from a nonlinear system identification step, in which case stability properties of the identified model may be sought. The setup hence contains recurrent NNs as a special case whose analysis has been addressed using incremental quadratic constraints in [9].

For our analysis, we leverage integral quadratic constraints (IQCs) [10], [11] to abstract NNs by exploiting that the most common activation functions are memoryless, sector-bounded, slope-restricted nonlinearities. The feedback interconnection of an LTI system with a fully-connected feedforward NN is a Lur’e system, where the nonlinearities within the NN structure are isolated via a loop transformation. Stability of the system can then be analyzed using Lyapunov function arguments, yielding a linear matrix inequality (LMI) certificate for stability [12], [13].

In this paper, we extend the local stability analysis established in [7] to the use of more general IQCs. Previous works that abstract NNs using quadratic constraints [5], [6] employ static IQCs to capture the slope-restricted nature of the activation functions. To the best of our knowledge, [7] were the first ones to use more sophisticated off-by-one IQCs instead of static multipliers for NN analysis. In this work, in order to further reduce conservatism, we leverage the full potential of dynamic multipliers. More specifically, we combine the general multiplier class of Zames-Falb multipliers [14], [15], the full-block circle criterion and the Yakubovich criterion based on [16]. As it is common practice for discrete-time Zames-Falb multipliers [17], we render the IQCs computational via finite impulse response (FIR) filters [18], [19], [20].

The main contribution of this paper is the formalization of the use of IQCs for feedback interconnections of LTI systems and NNs, yielding a practical framework for its local stability analysis. We use Lyapunov function arguments to give local stability guarantees and in addition, we provide a method to identify a possibly large inner approximation of the region of attraction (ROA). For our analysis, we establish suitable hard IQC factorizations of a general class of IQCs for slope-restricted nonlinearities, that allow to trade off computational efficiency and conservatism. Finally, we show the improvement over existing methods in numerical examples.

The paper is organized as follows. In Section III we present the problem formulation and introduce IQCs for slope-restricted nonlinearities. In Section IV we carry out a local stability analysis using Lyapunov functions and address the computation of ROAs, and in Section V we give examples. Finally, in Section VI we summarize and conclude the paper.

Notation: By $x \in [a, b]$ for $a, b, x \in \mathbb{R}^n$, we mean that the entries of $x$ are element-wise contained in $[a, b]$ where
a < b holds element-wise. We use the notation $\Delta \in [a, b]$, $a, b \in \mathbb{R}^n$ also for diagonal matrices $\Delta = \text{diag}(\delta)$, by which we mean that $\delta \in \mathbb{R}^n$ is contained in $[a, b]$. By an upper index $i$, we mean that the variable $x^i$ belongs to the $i$-th layer of an NN. By $x_j$, we denote the $j$-th component of a vector $x$, except if the index of the vector is $k$, in which case we mean the time index of a sequence of vectors. $\ell^2_2$ denotes the space of square summable functions.

By $S^n$, we denote the set of all symmetric matrices of dimension $n \times n$. By $\mathcal{RH}_\infty$, we mean the space of all causal real-rational transfer functions with poles of absolute value strictly less than 1, and we denote an ellipsoid around $x_\ast \in \mathbb{R}^n$ with $X = X^T > 0$ by

$$\mathcal{E}(X, x_\ast) = \{x \in \mathbb{R}^n \mid (x - x_\ast)^T X (x - x_\ast) \leq 1\}.$$

II. NN DESCRIPTION USING IQCs

A. Problem formulation

We study the discrete-time LTI system

$$G : \begin{cases} x_{k+1} = Ax_k + Bu_k \\ y_k = Cx_k \end{cases}$$

with state $x_k \in \mathbb{R}^n$, input $u_k \in \mathbb{R}^m$, and output $y_k \in \mathbb{R}^r$. The LTI system is interconnected with an $l$-layer feed-forward NN $u = NN(y)$ whose input-output behavior NN : $\mathbb{R}^m \to \mathbb{R}^r$ reads

$$\begin{align*}
  w^0_k &= y_k \\
  v^i_k &= W^{i-1}v^{i-1}_k + b^{i-1}, \quad i = 1, \ldots, l \\
  u^i_k &= \phi^i(v^i_k), \quad i = 1, \ldots, l \\
  u_k &= W^l u^l_k + b^l.
\end{align*}$$

Here, $v^i_k \in \mathbb{R}^n$ and $w^i_k \in \mathbb{R}^n$ are the inputs and outputs of the neurons, respectively, $W^i \in \mathbb{R}^{n_{i+1} \times n_i}$ are the weights, $b^i \in \mathbb{R}^{n_{i+1}}$ are the biases, and $\phi^i : \mathbb{R}^n \to \mathbb{R}^n$ is the vector of activation functions of the $i$-th layer.

Our objective is to find an as large as possible inner approximation of the ROA of the interconnection of G and NN which we define as follows.

Definition 1 (Region of attraction). Consider a steady state $(x_\ast, y_\ast, u_\ast)$ of the interconnection of G and NN, i.e., $u_\ast = NN(y_\ast)$, $x_\ast = Ax_\ast + Bu_\ast$, $y_\ast = Cx_\ast$. The ROA of this steady state is defined by

$$\text{ROA}(x_\ast) = \{x_0 \in \mathbb{R}^n \mid \lim_{k \to \infty} x_k = x_\ast\},$$

where $x_k$ follows the dynamics $x_{k+1} = Ax_k + BNN(Cx_k)$.

In this paper, we address the following problem, considering ellipsoidal sets $\mathcal{E}(X, x_\ast)$ as candidates for inner approximations of $\text{ROA}(x_\ast)$.

Problem 1. Find $\mathcal{E}(X, x_\ast)$ as large as possible such that $\mathcal{E}(X, x_\ast) \subseteq \text{ROA}(x_\ast)$ for the interconnection of G and NN.

As shown in [7], an ROA can be computed using local sector bounds and static multipliers in combination with the specific class of off-by-one IQCs. In this paper, we use similar ideas for a local stability analysis, formalizing the use of general IQCs for the description of the NN. In addition, we propose a systematic approach to find a possibly large $\mathcal{E}(X, x_\ast)$. Throughout the paper, we employ the following notions of local sector and slope restrictions.

Definition 2. A function $\varphi : \mathbb{R} \to \mathbb{R}$ is locally (globally) sector-bounded, $\varphi \in \text{sec}[\alpha, \beta]$, if for all $x \in \mathbb{R} \subseteq \mathbb{R}$ with $x \neq 0$

$$\alpha \leq \frac{\varphi(x)}{x} \leq \beta.$$  \hfill (1)

Definition 3. A function $\varphi : \mathbb{R} \to \mathbb{R}$ is locally (globally) slope-restricted, $\varphi \in \text{slope}[\mu, \nu]$, if for all $x, y \in \mathbb{R} \subseteq \mathbb{R}$ with $x \neq y$

$$\mu \leq \frac{\varphi(x) - \varphi(y)}{x - y} \leq \nu.$$  \hfill (2)

Note that the most common activation functions are slope-restricted and sector-bounded, e.g., global slope and sector bounds of ReLU and tanh are $\alpha_j = \mu_j = 0$ and $\beta_j = \nu_j = 1$. Yet, the use of local slope and sector bounds reduces conservatism, cf. [7].

We define $\tilde{x} := x - x_\ast$, $\tilde{u} := u - u_\ast$, and $\tilde{y} := y - y_\ast$ for the steady state $(x_\ast, u_\ast, y_\ast)$ and state the incremental dynamics

$$\tilde{G} : \begin{cases} \tilde{x}_{k+1} = \tilde{A} \tilde{x}_k + \tilde{B} \tilde{u}_k \\ \tilde{y}_k = \tilde{C} \tilde{x}_k \end{cases}$$

With the steady state $(v^i_k, w^i_k)$ for all $i = 1, \ldots, l$ that corresponds to $(x_\ast, u_\ast, y_\ast)$, i.e., $w^0_k = y_\ast$, $v^i_k = W^{i-1}w^{i-1}_k + b^{i-1}$, $w^i_k = \phi^i(v^i_k)$, $u_\ast = W^l w^l_k + b^l$, we define $\tilde{v}^i = v^i - v^i_\ast$, $\tilde{w}^i = w^i - w^i_\ast$. By component-wise shifting the activation functions $\phi^i$, we then obtain

$$\tilde{\phi}^i(\tilde{v}^i) := \phi^i(\tilde{v}^i + v^i_\ast) - \phi^i(v^i_\ast).$$

Using $\tilde{\phi}^i$, we write the NN in the incremental fashion

$$\begin{align*}
  \tilde{w}^0_k &= \tilde{y}_k \\
  \tilde{v}^i_k &= W^{i-1} \tilde{w}^{i-1}_k, \quad i = 1, \ldots, l \\
  \tilde{\tilde{w}}^i_k &= \tilde{\phi}^i(\tilde{\tilde{v}}^i_k), \quad i = 1, \ldots, l \\
  \tilde{\tilde{w}}_k &= W^l \tilde{\tilde{w}}^l_k,
\end{align*}$$

which conveniently eliminates the bias terms, while slope-restriction, sector-boundedness and the property $\tilde{\phi}^i(0) = 0$ for all $i = 1, \ldots, l$ are preserved. For activation functions with non-zero offset such as sigmoid the property $\tilde{\phi}^i(0) = 0$ is even obtained through the transformation. Furthermore, we stack up the nonlinearities of all neurons yielding

$$v = \begin{bmatrix} v^T \ldots v^T \end{bmatrix}^T, \quad w = \begin{bmatrix} w^T \ldots w^T \end{bmatrix}^T \in \mathbb{R}^n$$

with the total number of neurons $n = \sum_{i=1}^l n_i$. The variables $\tilde{v}, \tilde{w}, \tilde{\phi}$ and $\tilde{\phi}$ are defined in the same spirit. Note that the corresponding steady state $(\tilde{x}_\ast, \tilde{u}_\ast, \tilde{y}_\ast, \tilde{\tilde{w}}_\ast)$ of G and NN is at $(0, 0, 0, 0, 0)$. The above transformation simplifies the theoretical analysis but it should be noted that, in general, the components $\tilde{\phi}_j$ of the nonlinearity are not identical and thus, we cannot make use of IQCs for repeated nonlinearities (see Section II-F for details).
Remark 1. Note that for $x_*$ = 0 and bias-free NNs, i.e., $b^i = 0 \forall i = 1, \ldots, l$, G corresponds with $\hat{G}$, NN corresponds with $\hat{G}$, and $\phi$ corresponds with $\hat{\phi}$, and the repeated nonlinearities can be exploited in the analysis, yielding less conservative stability certificates.

To this end, we isolate the diagonal nonlinearities of the activation functions, yielding the feedback interconnection of $\hat{M}$ and $\hat{\phi}$ with signals $\hat{v}$ and $\hat{w}$ as shown in Fig. 1. For convenience, we use a compact notation similar to [7] by defining

$$N_{1:l-1} := \begin{bmatrix} 0 & \cdots & 0 & 0 \\ W^1 & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & W^{l-1} & 0 \end{bmatrix}, \quad N_0 := \begin{bmatrix} W^0C \\ \vdots \\ 0 \end{bmatrix}. $$

To characterize the mapping of the NN by

$$ \begin{bmatrix} \hat{v} \\ \hat{w} \end{bmatrix} = \begin{bmatrix} N_0 \\ 0 \end{bmatrix} \begin{bmatrix} N_{1:l-1} \\ I_n \end{bmatrix} \begin{bmatrix} \hat{x} \\ \hat{w} \end{bmatrix}, \quad \hat{u} = \begin{bmatrix} W^l \hat{w} \end{bmatrix}. $$

The state space realization of $\hat{M}$ then is

$$ \hat{M} = \begin{bmatrix} A + BR_n & BR_n \\ B R_n & N_{1:l-1} \end{bmatrix}. $$

To apply local IQCs, it is necessary to guarantee that the inputs to the neurons $\hat{v}_k$ stay in some bounded set at all times $k \geq 0$. To identify this set, we bound the inputs to the first layer $\hat{v}_k$ in a box set for a given ROA using energy-to-peak gain techniques from robust control [21], [22]. More specifically, similar to [7], we choose an initial symmetric box constraint $[-d^i, d^i], d^i \in \mathbb{R}^{n_i}$ for $\hat{v}_k$. From $d^i$, we subsequently determine box constraints for all following layers such that $\hat{v}_k \in [d^i, \bar{d}^i] \subseteq \mathbb{R}^n$ using interval bound propagation techniques [23]. Finally, we compute local slope and sector bounds for the activation functions $\hat{\phi}$ given that $\hat{v}_k \in [d^i, \bar{d}^i]$. The following lemma shows how this is accomplished for ReLU activation functions while the same can be achieved for almost any common activation function, see [7] for tanh.

Lemma 1. Assume that $\phi : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is a diagonally repeated ReLU nonlinearity, i.e., $\phi_i^i(v) = \max\{0, v\}$. Then, for the shifted nonlinearity $\hat{\phi}$ with inputs $\hat{v} \in [d^i, \bar{d}^i]$, local slope and sector bounds can be computed as follows: Set for all $i = 1, \ldots, l$

$$ \alpha^i = \frac{\hat{\phi}_i^i(d^i)}{d^i}, \quad \beta^i = \frac{\hat{\phi}_i^i(d^i)}{\bar{d}^i}, $$

$$ \mu^i = \begin{cases} 1 & \frac{\hat{\phi}_i^i(d^i)}{d^i}, \nu^i = \begin{cases} 0 & \frac{\hat{\phi}_i^i(d^i)}{\bar{d}^i} = 0. \end{cases} \end{cases} $$

Then $\hat{\phi} \in \text{slope}[\mu^i, \nu^i] \cap \text{sector}[\alpha^i, \beta^i]$.

Let us summarize what we have established. We transformed the neural net NN and system G with steady state $(x_*, u_*, y_*)$ to an alternative description NN and $\hat{G}$ with steady state $(0, 0, 0)$ at the cost of introducing the shifted and no longer repeated nonlinearities $\hat{\phi}$. Then, we isolated the nonlinearity and finally, we showed how given a box constraint on $\hat{v}_k$, it is possible to compute local slope and sector bounds for $\hat{\phi}$. The last ingredient which is missing to derive our main result are IQCs for the shifted nonlinearity $\hat{\phi}$.

B. Integral quadratic constraints

Within our analysis, we use IQCs [10] to describe the nonlinear activation functions that are the elementary components of NNs. In robust control, IQCs are typically used to certify absolute stability under nonlinear model uncertainties. To be consistent with the literature, we first briefly introduce IQCs in the frequency domain and then establish the connection to so-called time domain IQCs, which we use in our stability proof with Lyapunov functions / dissipativity arguments.

Definition 4 (Frequency domain IQCs). Two signals $v \in \ell_2^r$ and $w \in \ell_2^c$ satisfy the frequency domain IQC defined by $\Pi : \mathbb{C}_{\Pi} = 1 \rightarrow \mathbb{C}^{2n \times 2n}$ if

$$ \int_0^{2\pi} \begin{bmatrix} \hat{v}(e^{j\omega}) \\ \hat{w}(e^{j\omega}) \end{bmatrix} ^* \Pi(e^{j\omega}) \begin{bmatrix} \hat{v}(e^{j\omega}) \\ \hat{w}(e^{j\omega}) \end{bmatrix} d\omega \geq 0, $$

where $\hat{v}(\cdot)$ and $\hat{w}(\cdot)$ are the Fourier transforms of $v$ and $w$.

In the IQC literature, it is common practice to factorize the multiplier $\Pi(z)$ according to $\Pi(z) = \Psi^*(z)P\Psi(z)$, where $P$ is a symmetric matrix and $\Psi \in \mathcal{RH}_{\infty}$ is a stable filter. Such a factorization can be used to create a link to the so-called time-domain formulation of IQCs.

Definition 5 (Time domain IQCs). With $\Psi \in \mathcal{RH}_{\infty}$, $P \in \mathbb{R}^{n_r \times n_r}$, let $(\Psi, P)$ be a factorization of $\Pi(z)$. Consider two signals $v \in \ell_2^r$ and $w \in \ell_2^c$ and define the signal $v$ by $r := \Psi \begin{bmatrix} v \\ w \end{bmatrix}$. We then say that

(i) $v, w$ satisfy the time domain soft IQC defined by the factorization $(\Psi, P)$ if

$$ \sum_{k=0}^{\infty} r_k^T P r_k \geq 0. $$

(ii) $v, w$ satisfy the time domain hard IQC defined by $(\Psi, P)$ if, for all $N \in \mathbb{N}_0$,

$$ \sum_{k=0}^{N} r_k^T P r_k \geq 0. $$
Moreover, we say that an operator $\Delta : \ell^0_2 \to \ell^0_2$ satisfies the soft/hard IQC defined by $(\Psi, P)$ if (3)-(4) holds for all $v \in \ell^0_2$ and $w = \Delta(v)$.

Throughout this paper, we focus on the use of hard IQCs. For the abstraction of NNs, we are primarily interested in IQCs for the sector-bounded, slope-restricted nonlinearity $\phi$. Hence, we provide a collection of IQCs that can be used for describing $\phi$ in the following subsections.

C. Full-block circle / Yakubovich criterion

While in the current literature mostly static diagonal multipliers are used to describe the sector condition fulfilled by NNs, we suggest the use of dynamic multipliers to significantly reduce conservatism. More specifically, we use the IQCs suggested in [16]. From the sector condition (1) one can directly infer

$$\tilde{\phi}(\tilde{v}_k) = \Delta_k \tilde{v}_k,$$  \hspace{1cm} (5)

where $\Delta_k = \text{diag}(\delta^1_k, \ldots, \delta^n_k)$ with $\delta^i_k \in [\alpha_j, \beta_j]$, $\delta^i_k = \tilde{\varphi}_j(\tilde{v}_k)/\tilde{v}_k$. If we now choose any $\Pi$ from the set

$$\Pi_{[\alpha, \beta]} = \left\{ \Pi \in S^{2n} \mid [\gamma] \Pi [I] \geq 0 \ \forall \Delta \in [\alpha, \beta] \right\}$$

of full-block multipliers for the sector $[\alpha, \beta]$, we can infer

$$\begin{bmatrix} \tilde{v}_k \\ \tilde{\phi}(\tilde{v}_k) \end{bmatrix}^T \Pi \begin{bmatrix} \tilde{v}_k \\ \tilde{\phi}(\tilde{v}_k) \end{bmatrix} = \begin{bmatrix} I \\ \Delta_k \end{bmatrix} \Pi \begin{bmatrix} I \\ \Delta_k \end{bmatrix} \tilde{v}_k \geq 0. \hspace{1cm} (6)$$

By choosing the factorization $P = \Pi, \Psi = I$, we can verify that $\tilde{\phi}$ satisfies the hard IQC defined by $(P, \Psi)$ by simply taking the sum of (6) over $k$. Note that the full-block circle criterion $\Pi_{[\alpha, \beta]}$ contains the diagonal circle criterion defined by

$$\Pi^d_{[\alpha, \beta]} = \left\{ \Pi \in S^{2n} \mid \Pi = \begin{bmatrix} -2\alpha\beta\Lambda & (\alpha + \beta)\Lambda \\ (\alpha + \beta)\Lambda & -2\Lambda \end{bmatrix}, \Lambda \succeq 0 \right\}$$

with $\Lambda = \text{diag}(\lambda)$, $\alpha = \text{diag}(\alpha)$ as a special case, $\beta = \text{diag}(\beta)$, that coincides with the static multipliers that were used in prior works [11], [7]. To also include information about the slope restriction of $\tilde{\phi}$, we notice that (2) implies

$$w_k - w_{k-1} = \tilde{\phi}(\tilde{v}_k) - \tilde{\phi}(\tilde{v}_{k-1}) = \Delta_k (v_k - v_{k-1}).$$

for some diagonal matrices $\Delta_k \in [\mu, \nu]$ for any $k \in \mathbb{N}$. This information can now be combined with (5) to infer that any matrix $\Pi$ from the set

$$\Pi^\text{cy} = \left\{ \Pi \in S^{4n} \mid [\gamma] \Pi [I] \geq 0 \ \forall \Delta \in [\alpha_j, \beta_j] \right\}$$

satisfies

$$\begin{bmatrix} \tilde{v}_k - \tilde{v}_{k-1} \\ \tilde{\phi}(\tilde{v}_k) \\ \tilde{\phi}(\tilde{v}_k) - \tilde{\phi}(\tilde{v}_{k-1}) \end{bmatrix}^T \Pi \begin{bmatrix} \tilde{v}_k - \tilde{v}_{k-1} \\ \tilde{\phi}(\tilde{v}_k) \\ \tilde{\phi}(\tilde{v}_k) - \tilde{\phi}(\tilde{v}_{k-1}) \end{bmatrix} \geq 0 \ \forall v \in \ell^2_2. \hspace{1cm} (7)$$

Consequently, by making use of the time shift operator, we can deduce that $\tilde{\phi}$ satisfies the hard IQC defined by

$$P \in \Pi^\text{cy} \text{ and } \Psi^\text{cy}(z) = \begin{bmatrix} I & (1 - z^{-1})I \\ 0 & 0 \end{bmatrix}^T,$$

Note that this is a dynamic multiplier as the filter $\Psi(z)$ in the factorization depends on the time shift operator $z$ in the time domain or $z \in C_{\mathbb{N}}$ in the frequency domain. The class $\Pi^\text{cy}$ is also introduced in [16] and related to a time domain version of the so-called Yakubovich criterion. Unlike [16], we do not use an additional time shift operator to characterize the circle criterion within the factorization of the combined circle / Yakubovich multipliers above.

D. Acausal Zames-Falb multipliers

In addition to the full-block criteria, we exploit the general class of acausal Zames-Falb multipliers in its discrete time version [24]. A factorization of causal Zames-Falb IQCs can be found in [25]. However, in the following, we provide a factorization of acausal Zames-Falb multipliers, considering FIR multipliers of orders $l_-, l_+$, of the form $H(z) = \sum_{j=l_-}^{l_+} M_j z^{-j}$ with $M_j \in \mathbb{R}^{n \times n}$ [20]. For ease of exposition, we assume in the following $l_-=l_+=\ell$ and the general case of $l_\neq l_+$ only requires minor modifications. We start by defining Zames-Falb multipliers like in [16] for the sector $[0, \infty]$, which corresponds to monotonicity, by

$$\Pi^\text{zf}_{[0, \infty]} = \left\{ \Pi \in S^{2(n^2\ell+1)} \mid \Pi = \begin{bmatrix} 0 & \tilde{P}^\top \\ \tilde{P} & 0 \end{bmatrix}, \tilde{P} \text{ as in } (7) \right\},$$

where the block matrices $\tilde{P}$ are given by

$$\tilde{P} = \begin{bmatrix} M_0 & M_{-1} & \cdots & M_{-\ell} \\ M_1 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ M_{\ell} & 0 & \cdots & 0 \end{bmatrix}. \hspace{1cm} (7)$$

Herein, the matrices $M_j, j = -\ell, \ldots, \ell$ satisfy

$$\sum_{j=-\ell}^{\ell} M_j e \geq 0, \quad e^\top \sum_{j=-\ell}^{\ell} M_j e \geq 0 \hspace{1cm} (8)$$

with all ones vector $e$, where either all matrix entries except the diagonal of $M_0$ are non-positive or assuming the nonlinearity is odd, the conditions $M_{0,si} \geq \sum_{j=1, k \neq i}^n |M_{0,ik}| + \sum_{j=-\ell}^{\ell} \sum_{k=1}^{n} |M_{j,ik}|$, $\sum_{j=1, k \neq i}^n M_{0,ki}$, $\sum_{j=-\ell}^{\ell} \sum_{k=1}^{n} M_{j,ki}$ hold. From this class of Zames-Falb multipliers, we obtain the general class $\Pi^\text{zf}_{[\mu, \nu]} = T^\top \Pi^\text{zf}_{[0, \infty]} T$ for the slope bounds $\mu, \nu \in \mathbb{R}^n$ by transforming the sector with the matrix

$$T = \begin{bmatrix} I_{2\ell+1} \oplus \text{diag}(\mu) \\ -I_{2\ell+1} \oplus \text{diag}(\nu) \end{bmatrix}.$$}

In the following theorem, we present a factorization of the acausal Zames-Falb IQCs that yields a hard IQC, a fact that we exploit in the stability analysis in Section III.

Theorem 1 (Hard IQC for acausal Zames Falb). Let $\tilde{\phi} : \mathbb{R}^n \to \mathbb{R}^n$ be a diagonally repeated nonlinear function that is slope-restricted with $\tilde{\phi} \in [\mu, \nu]$, and choose $P \in \Pi^\text{zf}_{[\mu, \nu]}$. Then any sequences $\tilde{v}, \tilde{w} \in \ell^2_2$ with $\tilde{w}_k = \tilde{\phi}(\tilde{v}_k)$ satisfy

$$\sum_{k=0}^{N} \begin{bmatrix} \tilde{w}_k^\top \\ \cdots \\ \tilde{w}_{k-\ell}^\top \end{bmatrix} \begin{bmatrix} \tilde{v}_k \\ \cdots \\ \tilde{v}_{k-\ell} \end{bmatrix} P [\gamma] \geq 0,$$
for all \( N \in \mathbb{N}_0 \), where \( \hat{w}_k, \hat{v}_k \) are set to zero for \( k < 0 \), and equivalently, \( \hat{\phi} \) satisfies the hard IQC defined by \( P \in \Pi_{[\mu, \nu]}^{ZF} \) and
\[
\psi^{ZF}(z) = \begin{bmatrix} z^{-0}I & \ldots & z^{-\ell}I & 0 & \ldots & 0 \\
0 & \ldots & 0 & z^{-0}I & \ldots & z^{-\ell}I \end{bmatrix}^\top.
\]
If \( \hat{\phi} \) is not diagonally repeated, then the statement holds with \( M_j = \text{diag}(m_j) \), \( m_j \in \mathbb{R}^n \).

The derivation and proof of this theorem can be found in Appendices A and B.

E. Trading off conservatism and computational efficiency

A major difference to previous works is that we use a more general class of dynamic multipliers to describe NNs more accurately. Despite the advantages this provides, it should be noted that such larger classes also increase the computational complexity of the stability test presented in Section III. However, a key benefit of the presented approach is its flexibility: By choosing a smaller class of multipliers, i.e., reducing the number of decision variables, e.g., via the filter order of the Zames-Falb multipliers, we can systematically trade off the computational complexity and the conservatism of our approach. In particular, the presented class of multipliers contains the static multipliers considered, e.g., in [1], [6], [7] as special cases, but allows to gradually trade off conservatism by exploiting the repeated nonlinearities, yielding three versions of Zames-Falb multipliers, respectively for all \( j = -\ell, \ldots, \ell \):

1. **ZF IQCs**: Diagonal matrices \( M_j = \text{diag}(m_j) \).
2. **ZF-RL IQCs**: Block-diagonal matrices \( M_j = \text{blkdiag}(M_{j1}^i), M_{j1}^i \in \mathbb{R}^{n_i \times n_i}, i = 1, \ldots, \ell \).
3. **ZF-R IQCs**: Full matrices \( M_j \).

Table I shows the number of decision variables as well as the required assumptions on the nonlinearity of all previously introduced multipliers.

### Table I: Decision Variables of Multipliers

| \( \Pi_{[\alpha, \beta]}^{\ell} \) | type | nonlinearity | \# dec vars |
|-----------------|------|--------------|------------|
| \( \Pi_{[\alpha, \beta]}^{\ell} \) | sector | general | \( n \) |
| \( \Pi_{[\alpha, \beta]}^{\ell} \) | sector | general | \( 2n(2n + 1)/2 \) |
| \( \Pi_{[\alpha, \beta]}^{\ell} \) | sector/slope | general | \( 4n(4n + 1)/2 \) |
| \( \Pi_{[\alpha, \beta]}^{ZF} \) | slope | general | \( (\ell + 1)(\ell + 2)/2 \) |
| \( \Pi_{[\alpha, \beta]}^{ZF} \) | slope | repeated | \( (\ell + 1)^2 \) |
| \( \Pi_{[\alpha, \beta]}^{ZF} \) | slope | repeated | \( (\ell + 1)^2 n_2 \) |

A significant benefit of IQCs is that multiple uncertainty descriptions can be combined in a simple way. We can for example combine the full-block multipliers from Section II-C with the Zames-Falb multipliers from Section II-D as it is suggested in [16] to obtain the IQC factorization
\[
P \in \Pi_{\text{comb}}^{ZF}, \quad \psi_{\text{comb}} = \begin{bmatrix} \psi^{ZF} \\ \psi^{cy} \end{bmatrix},
\]
where
\[
\Pi_{\text{comb}}^{ZF} = \left\{ \begin{bmatrix} \Pi_{[\mu, \nu]}^{ZF} & 0 \\ 0 & \Pi^{cy} \end{bmatrix} \in \mathbb{S} \mid \Pi_{[\mu, \nu]}^{ZF} \in \Pi_{[\mu, \nu]}^{ZF}, \Pi^{cy} \in \Pi^{cy} \right\}.
\]

Alternatively, we can use subclasses of \( \Pi_{\text{comb}}^{ZF} \), e.g., combinations of causal or acausal Zames-Falb multipliers with the diagonal or full-block circle criterion that we obtain by replacing \( \Pi^{cy} \) by \( \Pi^{cy} \in \Pi_{[\alpha, \beta]}^{\ell} \) or \( \Pi^{cy} \in \Pi_{[\alpha, \beta]}^{\ell} \) respectively. Any diagonal nonlinear function \( \hat{\phi} \in \text{slope}[\mu, \nu] \cap \text{sec}[\alpha, \beta] \), e.g., an activation function of an NN, satisfies the hard IQCs defined by the family of factorizations \( \Pi_{\text{comb}}^{ZF}, \psi_{\text{comb}} \).

### III. Stability Analysis

In this section, we analyze the proposed feedback interconnection of an LTI system and an NN nonlinearity using the IQC description of NNs introduced in Section III.

#### A. Local stability analysis

To give local stability guarantees and an inner approximation of the ROA, we use Lyapunov theory, yielding an LMI certificate for stability similar to [7].

We choose \( \psi_{\text{comb}}^{ZF} \) as presented in Section II-E and find a state space realization
\[
\psi_{\text{comb}}^{ZF} \begin{bmatrix} \tilde{M} \\ I \end{bmatrix} = \begin{bmatrix} A_{tot} & B_{tot} \\ C_{tot} & D_{tot} \end{bmatrix} = \begin{bmatrix} A_{\psi} & 0 & B_{R}\psi & A_{\psi} \\ B_{\psi}R_{\psi} & A_{\psi} & B_{\psi}R_{\psi} \\ D_{\psi}R_{\psi} & C_{\psi} & D_{\psi}R_{\psi} \end{bmatrix},
\]
where \( A_{\psi}, B_{\psi}, C_{\psi}, D_{\psi} \) characterize the state space realization of \( \psi_{\text{comb}}^{ZF} \) and \( \tilde{M} \) in turn describes the dynamical behavior of \( \tilde{w} \to r \), where \( r \) is the output of \( \psi_{\text{comb}}^{ZF} \) driven by \( \tilde{w} \) and \( \hat{w} \). With the extended state \( \eta^T = [\tilde{x}^T, \xi^T]^T \), where \( \xi \in \mathbb{R}^{n_\ell}, n_\ell = 2\ell n \), is the state of \( \psi_{\text{comb}}^{ZF} \), we define the Lyapunov function \( V(\eta) \) and the ellipsoidal set \( \mathcal{E}(X_\eta, 0) = \{ \tilde{x} \in \mathbb{R}^{n_\ell} \mid \tilde{x}^T X_\eta \tilde{x} \leq 1 \} \), which is the intersection of the hyperplane \( \xi = 0 \) with the ellipse \( \mathcal{E}(X, 0) = \{ \xi \in \mathbb{R}^{n_\ell} \mid \eta^T X_\eta \leq 1 \} \). While we show stability of the extended state \( \eta \), the ROA is characterized by the sector and slope bounds that depend on \( \tilde{x} \) only. We define \( Q := \mathcal{W}^{OC} \) and denote the \( j \)-th row of \( Q \) by \( Q_j \) and we have \( \tilde{v}_1 \in [-d_1, d_1] \) with the priorly chosen vector \( d_1 \in \mathbb{R}^{n_1} \). We partition
\[
X = \begin{bmatrix} X_x & X_{\tilde{x}} \\ X_{\xi_x} & X_\xi \end{bmatrix}.
\]

**Theorem 2.** Consider the interconnection of the system \( \tilde{M} \) and the shifted diagonally repeated nonlinearity \( \hat{\phi} \). Assume that \( \hat{\phi} \in \text{slope}[\mu, \nu] \cap \text{sec}[\alpha, \beta] \) for all inputs \( \tilde{v} \in [-d, d] \), where \( \tilde{v} \in [-d, d] \) is guaranteed by \( \tilde{v}_1 \in [-d_1, d_1] \) for the inputs of the first layer. Suppose there exist \( X = X^T > 0 \) and \( P \in \Pi_{\text{comb}}^{ZF} \) such that
\[
\begin{bmatrix} I & 0 \\ A_{tot} & B_{tot} \end{bmatrix} \begin{bmatrix} -X & 0 \\ 0 & X \end{bmatrix} \begin{bmatrix} I & 0 \\ C_{tot} & D_{tot} \end{bmatrix} < 0 \quad (10)
\]
\[
\begin{bmatrix} (d_1^j)^2 Q_j & 0 & 0 \\ Q_j^T X_x & X_{\tilde{x}} \\ 0 & X_{\xi_x} & X_\xi \end{bmatrix} \geq 0, \quad j = 1, \ldots, n_1 \quad (11)
\]
hold. Then, for any initial condition \( \bar{x}_0 \in \mathcal{E}(X_x, 0) \) the feedback interconnection of the LTI system \( \overline{M} \) and the uncertainty \( \phi \) is locally asymptotically stable and \( \mathcal{E}(X_x, 0) \) is an inner approximation of the ROA.

Proof. First assume that the slope/sector bounds \( \tilde{\phi} \in \text{slope}[\mu, \nu] \cap \text{sec}[\alpha, \beta] \) hold globally (this will later be relaxed). Then the sequences \((\tilde{w}_k)\) and \((\tilde{v}_k)\) satisfy the hard IQC defined by \( P \in \Pi_{\text{comb}} \). As an assumption of the theorem, the LMI (10) is satisfied. Multiplying (10) on both sides with \( \begin{bmatrix} \eta_k^T & \tilde{w}_k^T \end{bmatrix} \), where \( \eta_k \) and \( \tilde{w}_k \) are the state and input of the extended system (9), we obtain

\[
\begin{bmatrix} \eta_k \\ \tilde{w}_k \end{bmatrix}^T \begin{bmatrix} I & 0 \\ A_{\text{tot}} & B_{\text{tot}} \end{bmatrix}^T \begin{bmatrix} -X & 0 \\ 0 & X \end{bmatrix} \begin{bmatrix} I & 0 \\ A_{\text{tot}} & B_{\text{tot}} \end{bmatrix} \begin{bmatrix} \eta_k \\ \tilde{w}_k \end{bmatrix} \leq -\varepsilon \eta_k^T \eta_k \tag{12}
\]

for some small value \( \varepsilon > 0 \). The term \(-\varepsilon \eta_k^T \eta_k\) can be included due to the strictness of the LMI (10). Since \( \eta_k \) is the state of (9), we obtain

\[
\begin{bmatrix} \eta_k \\ \eta_{k+1} \end{bmatrix} = \begin{bmatrix} I & 0 \\ A_{\text{tot}} & B_{\text{tot}} \end{bmatrix} \begin{bmatrix} \eta_k \\ \tilde{w}_k \end{bmatrix}, \quad r_k = \begin{bmatrix} C_{\text{tot}} & D_{\text{tot}} \end{bmatrix} \begin{bmatrix} \eta_k \\ \tilde{w}_k \end{bmatrix},
\]

where \( r = \Psi_{\text{comb}} \begin{bmatrix} \tilde{v}_k^T \\ \tilde{w}_k^T \end{bmatrix} \) is the output of the filter \( \Psi_{\text{comb}} \) for two signals with \( \tilde{v} \) and \( \tilde{w} \). Plugging this into (12), yields

\[
\eta_{k+1}^T X \eta_{k+1} - \eta_0^T X \eta_0 + \sum_{k=0}^{N} r_k^T P r_k + \sum_{k=0}^{N} \varepsilon \eta_k^T \eta_k \leq 0,
\]

where the sum \( \sum_{k=0}^{N} r_k^T P r_k \) is larger than or equal to zero, since the signals \( \tilde{v} \) and \( \tilde{w} \) satisfy the IQC defined by \( \Psi_{\text{comb}} \) and \( P \in \Pi_{\text{comb}} \). Therefore, we obtain

\[
\eta_{N+1}^T X \eta_{N+1} + \sum_{k=0}^{N} \varepsilon \eta_k^T \eta_k \leq \eta_0^T X \eta_0
\]

for all \( N \in \mathbb{N}_0 \), which implies invariance of \( \mathcal{E}(X, 0) \) and stability for the extended state \( \eta_k \), and that the sum over \( \eta_k^T \eta_k \) is bounded for any \( N \in \mathbb{N} \). In combination, these facts also imply asymptotic stability of \( \eta = 0 \) and thus of \( \bar{x} = 0 \). As a last step, we estimate the peak of the activations in \( \tilde{v}_k \) as follows

\[
(Q_2 \bar{x}_k)^2 = \bar{x}_k^T Q_2 \bar{x}_k = \eta_k^T \begin{bmatrix} Q_2^T \\ 0 \end{bmatrix} \eta_k.
\]

Combining this with

\[
\begin{bmatrix} Q_2^T \\ 0 \end{bmatrix} (d_j^2)^{-2} \begin{bmatrix} Q_2^T \\ 0 \end{bmatrix}^T \preceq X,
\]

which is obtained by a Schur complement of (11), yields

\[
(Q_2 \bar{x}_k)^2 \leq (d_j^2) \eta_k^T X \eta_k \leq (d_j^2) \eta_0^T X \eta_0.
\]

Hence, if \( \eta_0 \) is initialized in \( \mathcal{E}(X, 0) \) (or \( \bar{x}_0 \) is initialized in \( \mathcal{E}(X_x, 0) \) and \( \varepsilon_0 \) is set to zero), then \( \eta_0^T X \eta_0 \leq 1 \) and therefore \( Q_2 \bar{x}_k \) is bounded by \( d_j \), i.e., \( |Q_2 \bar{x}_k| \leq d_j \) at all times \( k \geq 0 \). Hence, the behavior of \( \phi \) outside of \([-d, d]\) is irrelevant if \( \bar{x}_0 \in \mathcal{E}(X_x, 0) \) and therefore, the results of this theorem persist to hold when \( \phi \) satisfies the sector and slope bounds only locally in \([-d, d]\).

Corollary 1. If the conditions of Theorem 2 are satisfied, then \( \mathcal{E}(X_x, x) \) is an inner approximation of the ROA for \( x \) of the original interconnection of \( G \) and \( N \).

Corollary 1 allows to verify stability and compute an ROA for the linear system \( G \) with NN component \( N \) by computing a positive semidefinite \( X \) that renders (10) and (11) feasible. Note that Theorem 1 in [7] is a special case of Corollary 1 that we adapted to the use of general IQCs.

B. Computing regions of attraction

To obtain a possibly large inner approximation \( \mathcal{E}(X_x, x) \) of the ROA, we suggest the minimization of the trace of \( X \) to obtain a matrix \( X \) with small eigenvalues (which corresponds to a large ellipsoid), subject to (10) and (11). We must simultaneously optimize over \( d_j \in \mathbb{R}^{n} \), \( X_x \) and \( P \in \Pi_{\text{comb}} \). For a given value of \( d_j \), we can solve the semidefinite program (SDP)

\[
\min_{X > 0, P \in \Pi_{\text{comb}}} \text{trace } X \quad \text{s.t. (10) and (11)}, \tag{13}
\]

to identify the largest inner approximation of the ROA. We note that (10) is not linear in \( d_j \) as the slope and sector bounds depend on \( d_j \) that are determined from \( d_j \), cf. Section III-A. To additionally optimize over \( d_j \), we use bisection and convex linesearch methods as follows.

First, we use a bisection method to determine the maximum value of \( d_j \) for which the SDP (13) is feasible and consequently, we run a golden section search to find the minimum value of trace(\( X \)) over \( \delta \) with \( d_j = \delta \cdot e_n \), \( \delta > 0 \), where \( e_n \) is the all ones vector of dimension \( n \). There is an underlying trade-off that establishes this minimum. While small values of \( d_j \) constrain the inner approximation of the ROA to be within those given bounds, for large values of \( d_j \) the more conservative slope and sector bounds are the limiting factor.

IV. NUMERICAL EXAMPLES

In this section, we illustrate the applicability of our approach. We use YALMIP [26] in combination with Mosek [27] to solve the SDP (13).

A. Exploiting repeated nonlinearities

In the following, we analyze the dynamics of an inverted pendulum linearized in the upright position, i.e.,

\[
\dot{x} = \begin{bmatrix} 0 & 1 \\ -\frac{n}{m} & -\frac{1}{ml^2} \end{bmatrix} x + \begin{bmatrix} 0 \\ \frac{1}{ml^2} \end{bmatrix} u \tag{14}
\]

with mass \( m = 0.15 \text{kg} \), length \( L = 0.5 \text{m} \), friction coefficient \( \mu = 0.5 \text{Nms/rad} \) and gravitational acceleration

\footnote{The code is available at https://github.com/ppauli/IQCs-for-NNs}
The plant state \( x = [\theta, \dot{\theta}] \) consists of the angle and the angular velocity of the pendulum. We discretize the dynamics with \( dt = 0.02 \) s and the resulting discrete-time LTI system is interconnected with a bias-free NN controller \( u = \text{NN}(x) \) with \( n_1 = n_2 = 5 \) and activation function \( \tanh \). We train this NN from input-state data obtained from an MPC with input constraint \( |u| \leq 1 \), that stabilizes the linearized inverted pendulum with dynamics (14).

In the following, we compare the solution of (13), which characterizes the size of the inner approximation of the ROA, for different values of \( \delta \). We describe the NN using different classes of multipliers with varying complexity. In particular, we employ the diagonal circle criterion (diag-C) as well as the diagonal circle criterion in combination with acausal Zames-Falb multipliers of filter order \( \ell = 1 \) for all three kinds of multipliers presented in Section III-B. Fig. 2 shows the resulting values of \( \text{trace}(X_\delta) \) over \( \delta \) and the ellipses at the corresponding minima of \( \text{trace}(X_\delta) \) for the different choices of \( M_j \). We notice that in this example, the use of Zames-Falb multipliers with diagonal \( M_j \) (acZF-1) has hardly noticeable benefits to the circle criterion (diag-C). However, block-diagonal (acZF-1-RL) and full-block (acZF-1-R) multipliers \( M_j \), exploiting the repeated nonlinearity in the slope restriction condition of the bias-free NN, yield significantly smaller values for \( \text{trace}(X_\delta) \) which corresponds to larger guaranteed ROAs.

### B. Benefits of Zames-Falb multipliers

In the following, we adopt an example from [7] on lateral vehicle control (see [7] for the parameters). The LTI system has the form

\[
x_{k+1} = Ax_k + B_1u_{\text{sat},k} + B_2g_k.
\]

The feedback interconnection contains a saturation block \( u_{\text{sat}} = \text{sat}(u) \) acting on the output \( u \) of the NN, with saturation limit \( u_{\text{max}} = \pi/6 \), and a norm-bounded LTI uncertainty \( \Delta_{LTI} \in \mathcal{RH}_{\infty} \) with \( \|\Delta_{LTI}\| \leq 0.1 \), such that \( q = \Delta_{LTI}(u_{\text{sat}}) \). Both additional nonlinearities can be captured by quadratic constraints which can be included in the condition (10) using standard methods, cf. [11]. We use the state feedback NN controller obtained by [7] using policy gradient methods, that is an 2-layer NN with \( n_1 = n_2 = 32 \) and activation function \( \tanh \).

To describe the NN, we use the circle criterion (diag-C), causal Zames-Falb multipliers (diag-cZF) and acausal Zames multipliers (diag-acZF), both with filter order \( \ell = 1 \). For all multipliers, we proceed according to Section III-B to identify a large inner approximation of the ROA. We perform bisection over \( \delta \) to retrieve the maximum \( \delta_{\text{max}} \) such that (13) is feasible and subsequently, golden sectioning to find the minimum of (13) over \( \delta \). Table II compares the resulting minimum \( \text{trace}(X_\delta) \), the maximum feasible value \( \delta_{\text{max}} \), the number of decision variables, and the required computation time to solve (13) on a standard i7 note book. Using dynamic Zames-Falb multipliers (diag-cZF, diag-acZF) results in much lower values of \( \text{trace}(X_\delta) \) in comparison to static multipliers (diag-C). Note that the causal Zames-Falb multipliers (diag-cZF) coincide with the off-by-one IQCs used in [7]. While [7] report \( \text{trace}(X_\delta) = 2.9 \) at \( \delta = 0.6 \), the systematic procedure presented in Section III-B returns even smaller values of \( \text{trace}(X_\delta) \). Using acausal Zames-Falb multipliers (diag-acZF) instead of causal ones (diag-aZF), this value can be improved further, i.e., yields an even larger inner approximation of the ROA.

### V. Conclusion

In this paper, we studied feedback interconnections of an LTI system with an NN nonlinearity in discrete time and analyzed local stability thereof. We used IQCs to describe NNs, exploiting the sector-bounded and slope-restricted structure of the underlying activation functions. In contrast to existing approaches, we leveraged the full potential of dynamic IQCs to describe the nonlinear activation functions in a less conservative fashion. We considered a number of IQCs for slope-restricted nonlinearities, including acausal Zames-Falb multipliers, and derived LMI based stability certificates. Through the choice of IQCs and multipliers we traded of computational complexity and conservatism. In addition, we discussed how an inner-approximation of the corresponding ROA can be computed.

In future research, we plan to explore more scalable relaxations of full-block multipliers and their applicability to the proposed analysis.

---
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APPENDIX

A. Derivation of Theorem 1

The derivation of Theorem 1 is inspired by [16] making use of doubly hyperdominant matrices.

**Definition 6** (Doubly hyperdominant matrix). A matrix $M \in \mathbb{R}^{n \times n}$ is called doubly hyperdominant if the matrix is diagonally dominant with non-positive off-diagonal terms and non-negative diagonal ones, i.e.,

$$(M)_{ij} \leq 0 \forall i \neq j \text{ and } e^\top M \geq 0, M e \geq 0.$$ 

We also use the following lemma from [16], [24].

**Lemma 2.** Let $\varphi$ be slope-restricted in $[0, \infty]$ and $M \in \mathbb{R}^{n \times n}$ be doubly hyperdominant. Then the diagonally repeated function $\phi : \mathbb{R}^n \to \mathbb{R}^n, (v_1, \ldots, v_n) \mapsto (\varphi(v_1), \ldots, \varphi(v_n))$ satisfies for all $v \in \mathbb{R}^n$

$$v^\top M \phi(v) \geq 0.$$ 

B. Proof of Theorem 2

First, consider the case $[\mu, \nu] = [0, \infty]$ and assume that $\phi$ is diagonally repeated. The following matrix

$$M = \begin{bmatrix} M_0 & \cdots & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & & \vdots \\ 0 & \cdots & M_\ell & \cdots & 0 \\ \cdots & & \cdots & & \cdots \\ 0 & \cdots & 0 & \cdots & M_0 \end{bmatrix}$$ 

does not have the property that $v^\top M \phi(v) \geq 0$, as shown in Lemma 2. However, we obtain from Lemma 2 that

$$\begin{bmatrix} v_0 \\ \vdots \\ v_N \end{bmatrix}^\top M \begin{bmatrix} w_0 \\ \vdots \\ w_N \end{bmatrix} = \sum_{k=0}^{N} \begin{bmatrix} v_k \\ \vdots \\ v_{k-\ell} \end{bmatrix}^\top \begin{bmatrix} M_0 & \cdots & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & & \vdots \\ 0 & \cdots & M_\ell & \cdots & 0 \\ \cdots & & \cdots & & \cdots \\ 0 & \cdots & 0 & \cdots & M_0 \end{bmatrix} \begin{bmatrix} w_k \\ \vdots \\ w_{k-\ell} \end{bmatrix} \geq 0,$$

where $v_1, \ldots, v_N \in \mathbb{R}^n, w_1, \ldots, w_N \in \mathbb{R}^n$ are sequences with $w_k = \phi(v_k)$ for $k = 1, \ldots, N$ and $v_{-1}, \ldots, v_{-\ell}$ and $w_{-1}, \ldots, w_{-\ell}$ are set to zero. This proves the time domain version of Theorem 1 for the case $[\mu, \nu] = [0, \infty]$ and repeated nonlinearities. The frequency domain version follows directly. The generalization to non-repeated nonlinearities and slopes restricted to different sectors are discussed below.

- **Non-repeated nonlinearities**: The result for non-repeated nonlinearities can easily be obtained by constraining $M_j = \text{diag}(v_{j+\ell})$ for $j = -\ell, \ldots, \ell$ as in [16].
- **Generalization to slope-restricted nonlinearities**: In Theorem 1 the matrix $T$ is used to generalize the result to other sectors. This matrix transforms a function $\varphi$ with slope in $[\mu, \nu]$ to a multi-valued mapping $\tilde{\varphi}$ with slope in $[0, \infty]$. This is the principle that allows the generalization to other sectors, cf. [28].