CONCENTRATED STEADY VORTICITIES OF THE EULER EQUATION ON 2-D DOMAINS AND THEIR LINEAR STABILITY
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Abstract. We consider concentrated vorticities for the Euler equation on a smooth domain $\Omega \subset \mathbb{R}^2$ in the form of

$$\omega = \sum_{j=1}^{N} \omega_j \chi_{\Omega_j}, \quad |\Omega_j| = \pi r_j^2, \quad \int_{\Omega_j} \omega_j d\mu = \mu_j \neq 0,$$

supported on well-separated vortical domains $\Omega_j, j = 1, \ldots, N$, of small diameters $O(r_j)$. A conformal mapping framework is set up to study this free boundary problem with $\Omega_j$ being part of unknowns. For any given vorticities $\mu_1, \ldots, \mu_N$ and small $r_1, \ldots, r_N \in \mathbb{R}^+$, through a perturbation approach, we obtain such piecewise constant steady vortex patches as well as piecewise smooth Lipschitz steady vorticities, both concentrated near non-degenerate critical configurations of the Kirchhoff-Routh Hamiltonian function. When vortex patch evolution is considered as the boundary dynamics of $\partial \Omega_j$, through an invariant subspace decomposition, it is also proved that the spectral/linear stability of such steady vortex patches is largely determined by that of the $2N$-dimensional linearized point vortex dynamics, while the motion is highly oscillatory in the $2N$-codim directions corresponding to the vortical domain shapes.

1. Introduction

Consider the incompressible Euler equation with the slip boundary condition in a bounded domain $\Omega \subset \mathbb{R}^2$

$$\begin{align}
\partial_t u + (u \cdot \nabla) u &= -\nabla p \\
\nabla \cdot u &= 0, \quad x \in \Omega \quad \text{and} \quad u \cdot N &= 0, \quad x \in \partial \Omega,
\end{align}$$

(1.1)

where $u = (u^1, u^2)^T$ is the velocity field, $p$ is the pressure, $N$ is the outward unit normal to $\partial \Omega$. Throughout this paper, we suppose that the boundary

$$\partial \Omega = \bigcup_{j=0}^n C_j, \quad n \geq 0,$$

where each connected component $C_j$ is a sufficiently smooth simply closed curve. In particular, $C_0$ denotes the exterior boundary.
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We shall mainly work with the vorticity formulation
\begin{equation}
\partial_t \omega + (u \cdot \nabla) \omega = 0
\end{equation}
of the Euler equation with the vorticity given by
\[ \omega = \nabla \times u = \partial_{x_1} u^2 - \partial_{x_2} u^1. \]
To completely determine \( u \) from \( \omega \), one needs to specify the circulations
\begin{equation}
C_j = \oint_{C_j} u \cdot d\vec{S}, \quad j = 0, \ldots, n,
\end{equation}
on each \( C_j \), which must satisfy the condition
\begin{equation}
\sum_{j=0}^{n} C_j = \int_{\Omega} \omega d\mu
\end{equation}
due to the Stokes Theorem. It is standard that all the circulations \( C_j \) are conserved physical quantities of solutions to the Euler equation. Therefore we fix the circulations
\begin{equation}
\vec{C} = (C_1, \ldots, C_n)^T
\end{equation}
as free parameters of (1.2). It is well-known that \( u \) is uniquely determined by \( \vec{C} \) and \( \omega \), so (1.2) is a closed PDE system which is globally well-posed for \( \omega \in H^s(\Omega), \ s > \frac{1}{2} \).
Moreover, the vortex patch dynamics of (1.2) is also well-posed, namely, solutions with piecewise constant initial \( \omega \) remain piecewise constant \([12, 2, 31]\). See Section 2 for more information.

In this paper, we shall focus on steady solutions of (1.2) in the form of
\begin{equation}
\omega = \sum_{j=1}^{N} \omega_j, \quad \text{supp}(\omega_j) = \Omega_j \subset \subset \Omega \text{ diffeomorphic to disk, } \Omega_j \cap \Omega_k = \emptyset, \forall j \neq k.
\end{equation}
In particular, each vortical component \( \omega_j \) has a prescribed total vorticity on the small vortical domain \( \Omega_j \), namely,
\begin{equation}
\int_{\Omega_j} \omega_j d\mu = \mu_j \neq 0, \quad \text{diam}(\Omega_j) \leq 3r_j, \quad \int_{\Omega_j} d\mu = \pi r_j^2, \quad 0 < r_j << 1.
\end{equation}
Here \( \mu_j \neq 0 \) and small \( r_j > 0 \) are prescribed parameters as they are physical quantities conserved by the volume preserving fluid flow of the Euler equation. We shall consider the existence of both continuous steady \( \omega \) and steady vortex patches, the properties of their \( \Omega_j \), and the spectral analysis of the linearized vortex patch dynamics at those steady ones.

For such concentrated vorticities, among their main characterizations are the locations and the shapes of the vortical domains \( \Omega_j \). Microscopically, the vorticities \( \omega_j \) are highly concentrated – with large average due to \( \mu_j \neq 0 \) and away from each others and boundary. Therefore, after some appropriate rescaling, each \( \omega_j \) for a steady \( \omega \) should approximately be a steady vorticity on \( \mathbb{R}^2 \). An obvious choice of such steady vorticity in \( \mathbb{R}^2 \) is a radially symmetric one on disks, some of which are stable as proved in [38]. In our construction
of steady concentrated vorticities in both continuous and piecewise constant cases, each vortical domain $\Omega_j$ would be a disk of radius $r_j$ with $O(|\vec{r}|r_j^2)$ perturbations where
\[
\vec{r} = (r_1, \ldots, r_N)^T \in (\mathbb{R}^+)^N.
\]
Macroskopically, as $|\vec{r}| \to 0+$, each vortex component $\omega_j$ converges to a delta mass $\mu_j \delta_{x_j^*}(x)$ at a location $x_j^*$. Therefore \{\; x_1^*, \ldots, x_n^* \;\} is expected to be a steady configuration of the point vortex system, which is a $2N$-dim Hamiltonian ODE system
\[
\partial_t X = \Lambda^{-1}_{NN} J_N \nabla H_{\vec{C}}(X), \quad X \in \Omega^N,
\]
on $\Omega^N$ with the Kirchhoff-Routh Hamiltonian $H_{\vec{C}}$ given in (2.11) and symplectic operator $\Lambda^{-1}_{NN}$ given in (2.12). When $\vec{C} = 0$, such system was first introduced by Helmholtz [18] [22] and proved rigorously in [26] [37] [28]. See also [32] [29] [13] and, for a related problem of the limit motion of concentrated vorticities in background vorticity distributions, see [27] [20] [3] [10]. As the first step to understand the dynamics of the concentrated vorticities, through a perturbation approach, we shall study steady concentrated vorticities, both Lipschitz and piecewise constant on $\Omega$, located near a non-degenerate critical configuration of $H_{\vec{C}}$ with each vortical domain being an $O(|\vec{r}|r_j^2)$ perturbation to the disk $B_{r_j}(x_j^*)$ of radius $r_j$. As discussed in Subsection 2.5, the vortex patches evolve as vortex patches [25].

Treating it as an evolution problem of the vortical boundary curves $\partial \Omega_j$, we also study the spectral stability of these steady vortex patches. The framework based on conformal mappings set up in this paper will also be the one in our forthcoming work on the nonlinear local dynamics near steady vortex patches.

The first theorem is on the existence and local uniqueness of steady concentrated vortex patches which is proved via an Implicit Function Theorem argument.

**Theorem 1.1.** Given circulations $\vec{C} \in \mathbb{R}^n$, $s > \frac{3}{2}$, integer $N > 0$, vorticities $(\mu_1, \ldots, \mu_N) \in (\mathbb{R}\setminus\{0\})^N$, and a non-degenerate critical point $X_* = (x_1^*, \ldots, x_N^*) \in \Omega^N$ of $H_{\vec{C}}$ (defined in (2.11)), there exists $\epsilon_0 > 0$ such that for any $\vec{r} = (r_1, \ldots, r_N) \in (\mathbb{R}^+)^N$ with $|\vec{r}| < \epsilon_0$, there exists a steady piecewise constant vortex patch $\omega$ satisfying (1.6) and (1.7). Moreover for each vortical domain $\Omega_j$, $\partial(r_j^{-1}\Omega_j)$ is an $O(|\vec{r}|r_j)$ perturbation to the circle $S^1$ in the $H^s(S^1)$ topology and the steady $\omega$ is locally unique in this class and independent of $s$.

**Remark 1.2.** In particular, it is not assumed that the sizes of the small $r_j$ of each vortical domain are of the same order. See Remark 3.7 for details on the shape of $\Omega_j$, which is like an ellipse in the leading order.

The next theorem proved in Section 4 states that spectral properties of the linearized vortex patch dynamics at such steady concentrated vortex patches found in Theorem 1.1 are largely determined by those of the point vortex dynamics (1.8) linearized at $X_*$. The proof is based on a perturbation argument where the Hamiltonian structure of the problem is used. More concretely, we represent the vortical domains by conformal mappings defined on the unit disk $B_1$. Let $X^s$, $s \geq 0$, denote the space of $H^s(S^1)$ variations of the boundaries of vortical domains modulo certain symmetry (essentially due to the Mobius group on $B_1$). We denote by $A(\vec{r}) : X^s \supset X^{s+1} \to X^s$ the linearized boundary dynamics of vortex patches.
Therefore the stability of the linearized vortex patch dynamics of scales in the \( Z \) there exists a \( 2N \)-dim subspace \( Z_0 \subset \cap_{s \geq 0} \mathcal{X}^s \) such that the following hold.

1. For each \( s \geq 0 \), there exists a closed subspaces \( Z_{Y^s} \subset \mathcal{X}^s \) such that
   \[
   Z_{Y^s'} \subset Z_{Y^s}, \quad \forall s' > s, \quad \mathcal{X}^s = Z_0 \oplus Z_{Y^s}, \quad A(\vec{r})Z_0 = Z_0, \quad A(\vec{r})Z_{Y^s+1} = Z_{Y^s}
   \]
   and \( Z_0 \) and \( Z_{Y^s} \) are approximately orthogonal in \( L^2 \) and \( H^s(S^1) \) metric.

2. There exists \( C > 0 \) such that
   \[
   |\lambda| \leq C, \quad \forall \lambda \in \sigma(A(\vec{r})|Z_0), \quad \sigma(A|Z_{Y^s}) \subset \{ \lambda \in i\mathbb{R} \mid |\lambda| \geq C^{-1}|\vec{r}|^{-2} \}.
   \]

3. In an appropriate coordinate system and for some \( C > 0 \)
   \[
   |(A(\vec{r})|Z_0) - \Lambda_N^{-1}J_ND^2H_c(X_0)| \leq C|\vec{r}|.
   \]

4. The linear equation \( \partial_t v = A(\vec{r})v \) has a Hamiltonian structure on \( \mathcal{X}^0 \) whose Hamiltonian is given by a bounded symmetric linear operator \( L(\vec{r}) \) on \( \mathcal{X}^0 \) such that
   \[
   \{ L(\vec{r})e^{tA(\vec{r})}v_1, e^{tA(\vec{r})}v_2 \}_{L^2} = \{ L(\vec{r})v_1, v_2 \}_{L^2}, \quad \{ L(\vec{r})v, v \}_{L^2} \geq C^{-1}|\vec{r}|^{-2}|v|_{\mathcal{X}^0}^2, \quad \forall v \in Z_{Y^0}.
   \]

The above last statement implies the linear stability of \( e^{tA(\vec{r})} \) on \( Z_{Y^0} \), namely,
\[
\exists C > 0, \text{ such that } |e^{tA}|_{Z_{Y^0}} \leq C, \quad \forall t \in \mathbb{R}.
\]

Therefore the stability of the linearized vortex patch dynamics \( e^{tA(\vec{r})} \) is determined by the \( A(\vec{r})|Z_0 \) which is a Hamiltonian perturbation to the linearized point vortex dynamics. Due to its Hamiltonian structure, the following stability statements hold. More can be found in Remark 4.8 in Section 4. Readers are also referred to, for example, \[1, 23\] for more perturbation results on general Hamiltonian operators.

**Corollary 1.4.** The following statements hold.

1. If \( \pm D^2H_c(X_0) > 0 \), then \( e^{tA(\vec{r})} \) is stable.
2. If \( \Lambda^{-1}_NJ_ND^2H_c(X_0) \) has an eigenvalue \( \lambda \notin i\mathbb{R} \), then \( e^{tA(\vec{r})} \) is unstable and has exponential trichotomy.

One is reminded that the above stability analysis is for the boundary evolution of the vortical domains. The subspaces \( Z_0 \) and \( Z_{Y^s} \) roughly represent the variations of the vorticity locations and shapes of the vortical domains, respectively. We also see the separation of scales in the \( Z_0 \) and \( Z_{Y^0} \) directions, where the motion is much faster and very oscillatory along \( Z_{Y^0} \). Therefore the vortex patch dynamics near such steady concentrated patch is roughly a normally elliptic type singular perturbation problem. The vortex locations approximately follow the point vortex dynamics and the shapes of the near circular vortical domains evolve in a fast rotating way with large angular velocity. Theorem 1.3 lays the cornerstone for future studies of local dynamics, such as invariant manifolds and special solutions, near steady concentrated vortex patches.
We also prove the existence of Lipschitz steady concentrated vorticities in Section 5. Again it is not assumed that the sizes of the small $r_j$ of each vortical domain are of the same order. Remark 3.7 still applies in the case. Though also obtained via an Implicit Function Theorem argument, the lack of local uniqueness of such steady concentrated vorticities in the following theorem is due to the infinitely many choices of the dependence of steady vorticities on the corresponding stream functions.

**Theorem 1.5.** Given circulations $\vec{C} \in \mathbb{R}^n$, integer $N > 0$, vorticities $(\mu_1, \ldots, \mu_N) \in (\mathbb{R} \setminus \{0\})^N$, and a non-degenerate critical point $X_* = (x_1^*, \ldots, x_N^*) \in \Omega_1^N$ of $H_\vec{C}$ (defined in (2.11)), there exists $\epsilon_0 > 0$ such that for each $\vec{r} = (r_1, \ldots, r_N) \in (\mathbb{R}^+)^N$ with $|\vec{r}| < \epsilon_0$, there exists a steady concentrated vorticity $\omega \in C^{0,1}(\Omega)$ satisfying (1.6) and (1.7). Moreover, for any $s > \frac{3}{2}$ such that $\partial \Omega$ consists of $H^s$ curves, there exists $\epsilon_s > 0$ such that for $|\vec{r}| < \epsilon_s$, $\omega$ is in $H^{s+\frac{3}{2}}$ on each of $\Omega_1, \ldots, \Omega_N, \Omega \setminus \bigcup_{j=1}^N \Omega_j$ and for each vortical domain $\Omega_j$, $\partial(r_j^{-1}\Omega_j)$ is an $O(|\vec{r}|r_j)$ perturbation to the circle $S^1$ in the $H^s(S^1)$ topology.

The stability of such $C^{0,1}$ concentrated steady vorticity is a much more subtle issue as it involves the stability of the vorticity profiles themselves and their interactions with the shapes of the vortical domains. We leave it for future considerations.

There are rich literatures on the existence of steady (or relatively steady) concentrated vorticities as well as their stability and even some parts of our above results had been derived previously. In [40], Wan obtained steady concentrated vortex patches near non-degenerate steady point vortex configurations on general 2-dim smooth bounded domains as well as near rotating ones on $\mathbb{R}^2$. More recently, on a simply connected domain $\Omega$, by carefully studying a delicate semilinear elliptic equation on $\Omega$ with a singular parameter, based on either a variational or Lyapunov-Schmidt reduction approach, steady concentrated $C^{0,1}$ vorticities [35, 7] and vortex patches [8] are also derived near non-degenerate steady point vorticities. While employing subtle and deep analysis from semilinear elliptic problems and calculus of variations, only the upper (and sometimes lower) bounds of the vortical domains $\Omega_j$ were given in [35, 7, 8], however, their smoothness and asymptotic properties were not present which would be crucial for the linearized analysis. More references include [36, 17, 6] etc. The sizes $r_j$ of each $\Omega_j$ are all assumed to be of the same order in these references. The argument in [40] based on [38] is more perturbational and directly on the unknown $\partial \Omega_j$ written as graphs over $S^1$ in polar coordinates. While our proof of Theorem 1.1 is somewhat parallel to that in [40], we adopted a quite different conformal mapping parameterizations of the vortical domains, very carefully tracked the smoothness of the mappings in function spaces of $\partial \Omega_j$ and their asymptotic properties with respect to $\vec{r} = (r_1, \ldots, r_N)$ which may not be of the same order of smallness, and avoided the reduction argument by a simple rescaling. Our approach is easily adapted to also yield the above $C^{0,1}$ steady concentrated vorticities (Theorem 1.5). Many of the previous stability results of steady vortex patches are nonlinear with respect to the $L^p$ metric for the vorticity, following a Lyapunov function approach by Arnold, see [36, 38, 39, 29, 11], etc. While being nonlinear, the $L^p$ control on the vorticity does not yield as much information on the geometric evolution of the vortical domain as those results in smooth function spaces of
the vortical domain boundaries. The studies on the linearization in the latter framework include [38, 39, 40] etc. on circular, elliptic, some rotating vorticities etc. in $\mathbb{R}^2$. While invariant subspace splitting was also obtained in [39, 40], the construction in Section 4 is more explicit with detailed estimates with respect to $\vec{r} = (r_1, \ldots, r_N)$. See also [15] for a linearization framework based on contour integrals.

This paper is the first step of our longer term project of studying the temporal Euler dynamics of the vortical domain boundaries of concentrated and compactly supported vorticities. The analysis on compactly supported vorticities is actually a free boundary problem as the vortical domains are largely the main unknowns. In fact the main goal of this paper is to establish a mathematically operable rigorous analytic framework to study the dynamics of the rather geometric objects of vortical domain boundaries. Due to the Poisson equations involved in the relationship between the vorticity and the stream function, we parametrize a class of vortical domains by unique conformal mappings which interact well with $\Delta$. See some basic properties of conformal mappings in Subsections 2.4 and 2.5 which are improved from those in [33]. We also would like to point out [5, 19] for conformal mappings used to study rotating vortex patches in $\mathbb{R}^2$. The construction of steady states and the analysis of their linear stability are merely our initial attempts to study in this framework the local dynamics, such as invariant manifolds, of concentrated vorticity as a singular perturbation problem involving multiple spatial and temporal scales.

The paper is organized as follows. In Section 2, we outline some background materials including the stream functions, the Hamiltonian structures for the 2-dim Euler equation in the general vorticity formulation and for vortex patches dynamics, the conditions on steady concentrated vorticities, and the conformal mapping parametrization of domain. Section 3 is devoted to the construction of steady concentrated vortex patches, whose spectral stability is analyzed in Section 4. Finally, $C^{0,1}$ steady concentrated vorticities are obtained in Section 5.

Notations.

- Throughout the paper, $C > 0$ denotes a generic upper bound which may change from line to line, but independent of $\vec{r}$.
- We usually use $\omega, \tilde{\omega}, j$, etc. to denote quantities related to vorticities, $\Omega_j$ vortical domains, $\Gamma, \Gamma_j$, etc. conformal mappings defined on unit disk $B_1$ where $B_R = \{z \in \mathbb{C}^1 \mid |z| < R\}$, $J, J_j$, etc. various operator satisfying $J^* = -J$, and $\Psi$ the stream function such that velocity $= J \nabla \Psi$, where specifically $J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$.
- We use $d\mu$ to denote the Lebesgue measure or $d\mu_x$ the measure in $x$ variable.
- Along $\partial \Omega_j$ of each vortical domain $\Omega_j$, $j = 1, \ldots, N$, and each component of $\partial \Omega_j$, $N_j$, $T_j = JN_j$, $N$, and $T = JN$ denote the outward unit normal vector and the unit tangent vector.
- The operator $\Delta_0^{-1}$, defined in Lemma 2.2, denotes the inverse Laplacian with circulation 0 along each $C_j$, $1 \leq j \leq n$.
- Usually $D, \partial, \partial'$, and $\nabla$ are used for differentiations in finite dimensional spaces, while $D$ is reserved for differentiations in infinite dimensional function spaces.
• We always use $\langle \cdot , \cdot \rangle$ to denote the $L^2$ (or some times $R^k$) duality pair. Sometimes complex numbers are treated as 2-dim vectors and notation $z_1 \cdot z_2 = \text{Re}(\bar{z}_2 z_1)$ is used.

2. Preliminaries: Stream functions, Hamiltonian structures, point vortex dynamics, and parametrization of domains

In this section we discuss some basic issues related to the study of concentrated steady vorticities of the Euler equation in $\Omega$.

2.1. Stream functions. Stream functions and vorticity are fundamental quantities for the Euler equation in 2-dim. For any vector field $u$ on $\Omega$ satisfying (1.1b), $\nabla \cdot u = 0$ implies that locally there exists a unique (up to a constant) scalar valued function $\Psi$ such that

$$u = J \nabla \Psi, \quad J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \Delta \Psi = \omega.$$

To see that this stream function $\Psi$ can actually be extended globally in $\Omega$, for any piecewise $C^1$ simply closed curve $\gamma \subset \Omega$, let $C_{jl}, 1 \leq j_l \leq n$ for $l = 1, \ldots, m$, be the interior components of $\partial \Omega$ enclosed by $\gamma$ and then we can compute using (1.1b)

$$- \oint_{\gamma} J u \cdot d\vec{S} = \sum_{l=1}^{m} \int_{C_{jl}} u \cdot N_{jl} dS = 0.$$

Therefore, even though $\Omega$ may not be simply connected, such velocity field always has a stream function $\Psi$ in $\Omega$ due to (1.1b) which also implies

$$\Psi|_{C_j} = \text{const}, \quad \int_{C_j} N_{j} \cdot \nabla \Psi dS = \oint_{C_j} u \cdot d\vec{S} = C_j, \quad 1 \leq j \leq n.$$

We normalize it so that

$$u = J \nabla \Psi, \quad \Psi|_{C_0} = 0.$$

The existence of such stream function is standard [22]. In the rest of the subsection, we will provide the explicit representation of $\Psi$ in terms of $\omega$ and $\vec{C}$, which is a slightly different treatment from [16].

As a preparation, for any $0 \leq j \leq n$, let $\mathcal{H}_j(x)$ be the solution to

$$\Delta \mathcal{H}_j = 0, \quad \text{in } \Omega, \quad \mathcal{H}_j|_{C_k} = \delta_{jk},$$

where $\delta_{jk}$ is the Kronecker symbol. Clearly $\sum_{j=0}^{n} \mathcal{H}_j(x)$ is harmonic and equal to 1 on $\partial \Omega$ and thus identically 1 on $\Omega$. Therefore we skip $j = 0$ and define the $n \times n$ matrix $\mathcal{N} = (N_{jk})$, which depends only on $\Omega$, as

$$N_{jk} = \int_{C_j} N_{j} \cdot \nabla \mathcal{H}_k dS.$$

**Lemma 2.1.** It holds $\mathcal{N}^T = \mathcal{N}$ and $\mathcal{N} > 0.$
Proof. The symmetry of \( \mathcal{N} \) is due to
\[
N_{jk} = \int_{C_j} \mathbf{N}_j \cdot \nabla \mathcal{H}_k dS = \int_{\partial \Omega} \mathcal{H}_j \mathbf{N}_k \cdot \nabla dS = \int_{\Omega} \nabla \mathcal{H}_j \cdot \nabla \mathcal{H}_k d\mu.
\]
Moreover, for all \( b = (b^1, \ldots, b^n)^T \in \mathbb{R}^n \backslash \{0\} \), the above equality implies
\[
b^T \mathcal{N}b = \int_{\Omega} |\nabla \phi|^2 d\mu > 0,
\]
where \( \phi = \sum_i b_i \mathcal{H}_i \). Here we used the fact that \( \nabla \phi \) does not vanish entirely as \( \phi|_{C_0} \equiv 0 \) and \( \phi|_{C_{j_0}} \neq 0 \) for some \( j_0 \). Therefore the positivity of \( \mathcal{N} \) follows immediately. \( \Box \)

Let \( G(x,y), \, x,y \in \Omega, \, x \neq y \), be the Green function on \( \Omega \) satisfying
\[
-\Delta_y G(x,y) = \delta_x(y), \, x, y \in \Omega, \quad \text{and} \quad G(x,y) = 0, \, x \in \Omega, \, y \in \partial \Omega
\]
where \( \delta_x(\cdot) \) is the delta mass at \( x \). It is standard that
\[
G(x,y) = -\frac{1}{2\pi} \log |x-y| +  \tilde{g}(x,y), \quad \mathcal{H}_j(x) = -\int_{C_j} \mathbf{N}_j(y) \cdot \nabla_2 G(x,y) dS_y
\]
and \( \tilde{g}(x,y) \in C^\infty(\Omega \times \Omega) \) satisfy \( \tilde{g}(x,y) = \tilde{g}(y,x) \). Let
\[
\mathcal{N}^{-1} = (\mathcal{N}^{jk}), \quad \bar{c} = (c_1, \ldots, c_n)^T = \mathcal{N}^{-1} \bar{c}, \quad c_j = \sum_{k=1}^n \mathcal{N}^{jk} C_k
\]
and
\[
G_0(x,y) = G(x,y) + \sum_{j,k=1}^n \mathcal{N}^{jk} \mathcal{H}_j(x) \mathcal{H}_k(y).
\]

**Lemma 2.2.** Given any \( \bar{c} \in \mathbb{R}^n \) and \( \omega \in H^s(\Omega), \, s > -\frac{1}{2} \), let
\[
\Psi(x) = (\Delta_0^{-1} \omega)(x) + \sum_{j=1}^n c_j \mathcal{H}_j(x), \quad \text{where} \quad (\Delta_0^{-1} \omega)(x) \triangleq \int_{\Omega} G_0(x,y) \omega(y) d\mu_y.
\]
Then \( u = J\nabla \Psi \) satisfies (1.1b), (1.3), (1.4), and \( \nabla \times u = \omega \). Moreover,
\[
\Psi|_{C_0} = 0, \quad \Psi|_{C_j} = c_j - \sum_{k=1}^n \mathcal{N}^{jk} \int_{\Omega} \mathcal{H}_k \omega d\mu = \sum_{k=1}^n \mathcal{N}^{jk} (C_k - \int_{\Omega} \mathcal{H}_k \omega d\mu)
\]
for \( 1 \leq j \leq n \), and
\[
|\Psi|_{H^{s+2}} + |\omega|_{H^{s+1}} \leq C(|\omega|_{H^s} + |\bar{c}|)
\]
for some \( C > 0 \) depending only on \( \Omega \). The lemma holds for \( s \geq -1 \) if \( n = 0 \).
Proof. The definition of $\Psi$, $G$, and $H_j$ immediately imply $\Delta \Psi = \omega$ and the desired constant values of $\Psi_{|C_j}$, $0 \leq j \leq n$. Clearly $\nabla \cdot u = \nabla \cdot (J \nabla \Psi) = 0$. We only need to verify the circulation condition using (2.5), (2.6) and the symmetry of $G$

$$
\int_{C_j} N_j \cdot \nabla \Psi dS = \sum_{k=1}^{n} c_k N_{jk} - \int_{C_j} \int_{\Omega} N_j(x) \cdot \nabla_1 G(x,y) \omega(y) d\mu_y dS_x
$$

$$
- \sum_{k,l=1}^{n} N^{kl} \int_{\Omega} H_l \omega d\mu \int_{C_j} N_j \cdot \nabla H_k dS
$$

$$
= C_j + \int_{\Omega} H_j \omega d\mu - \sum_{k,l=1}^{n} N^{kl} N_{jk} \int_{\Omega} H_l \omega d\mu = C_j.
$$

Finally the estimates on $\Psi$ and $u$ follow from the standard elliptic estimates and the proof is complete. □

Remark 2.3. It is clear that $\Psi_0 = \Delta^{-1}_0 \omega$ corresponds to the unique stream function satisfying $\Psi_0_{|C_0} = 0$, $\Psi_0_{|C_j} = \text{const}$ for $1 \leq j \leq n$, and that its velocity field $J \nabla \Psi_0$ has vorticity $\omega$ and circulation 0 along $C_j$, $1 \leq j \leq n$. $G_0$ is the corresponding Green function. Apparently, $\Delta^{-1}_0$ is symmetric with respect to the $L^2$ inner product. If $\Omega$ is simply connected, namely $n = 0$, then $\Delta^{-1}_0 = \Delta^{-1}$, the inverse Laplacian with zero Dirichlet boundary condition. In this case, we may take $s \geq -1$.

2.2. Hamiltonian structures of the Euler equation. The Euler equation has the conserved energy functional

$$(2.8) \quad E = \frac{1}{2} \int_{\Omega} |u|^2 d\mu = \frac{1}{2} \int_{\Omega} |\nabla \Psi|^2 d\mu.$$ 

Writing the energy in terms of the vorticity along with an appropriate symplectic structure, the Euler equation (1.2) can be put in a Hamiltonian formulation.

**Lemma 2.4.** For smooth solutions, (1.2) is equivalent to

$$\partial_t \omega = J_0(\omega) \mathcal{D} E_0(\omega)$$

where the explicit form of $E_0(\omega) = E$ is given in (2.9) and

$$J_0(\omega) f = \nabla \cdot ((u \cdot \nabla) \nabla f),$$

with $u = J \nabla \Psi$ determined by $\omega$ through Lemma 2.2.

From (2.9) and Lemma 2.2, $E_0(\omega)$ is a quadratic polynomial of $\omega \in H^s$, $s > -\frac{1}{2}$, or $s \geq -1$ if $n = 0$. Moreover, $J_0(\omega)$ is skew-symmetric, namely, for smooth $\omega$, $f_1$, and $f_2$,

$$\langle f_1, J_0(\omega) f_2 \rangle + \langle f_2, J_0(\omega) f_1 \rangle = 0.$$

**Proof.** Let $\Psi_0 = \Delta^{-1}_0 \omega$ and $\Psi_1 = \Psi - \Psi_0$. One the one hand, for any $\phi$ satisfying $\phi_{|C_j} = \text{const}$ for $0 \leq j \leq n$, from Remark 2.3 one can compute

$$\int_{\Omega} \nabla \Psi_0 \cdot \nabla \phi d\mu = \int_{\Omega} \phi N \cdot \nabla \Psi_0 dS - \int_{\Omega} \phi \Delta \Psi_0 d\mu = - \int_{\Omega} \phi \omega d\mu,$$
which implies
\[ \int_{\Omega} |\nabla \Psi_0|^2 d\mu = - \int_{\Omega} \Psi_0 \omega d\mu = - \int_{\Omega} \omega \Delta_0^{-1} \omega d\mu \]
and
\[ \int_{\Omega} \nabla \Psi_0 \cdot \nabla \Psi_1 d\mu = - \int_{\Omega} \omega \Psi_1 d\mu = - \sum_{j=1}^{n} c_j \int_{\Omega} \mathcal{H}_j \omega d\mu. \]

On the other hand, from (2.4) and (2.6),
\[ \int_{\Omega} |\nabla \Psi_1|^2 d\mu = \sum_{j,k=1}^{n} c_j c_k \mathcal{N}_{jk} = \tilde{C}^T \mathcal{N}^{-1} \tilde{\sigma}. \]

Therefore we obtain
\[ (2.9) \quad E_0(\omega) = - \frac{1}{2} \int_{\Omega} \omega \Delta_0^{-1} \omega d\mu + \sum_{j=1}^{n} c_j \int_{\Omega} \mathcal{H}_j \omega d\mu + \frac{1}{2} \tilde{c}^T \mathcal{N}^{-1} \tilde{\sigma} \]
and
\[ \mathcal{D} E_0(\omega) = - \Delta_0^{-1} \omega - \sum_{j=1}^{n} c_j \mathcal{H}_j = - \Psi. \]

Finally
\[ J_0(\omega) \mathcal{D} E_0(\omega) = - \nabla \cdot ((u \cdot \nabla) \nabla \Psi) = \nabla \cdot (J(u \cdot \nabla)u) = - \nabla \times ((u \cdot \nabla) u) = -(u \cdot \nabla) \omega. \]

The proof of the lemma is complete. \[ \square \]

The operator \( J_0(\omega) \) may not be invertible. For example, if \( \omega \) is radial on \( \Omega = B_1 \), then \( u \) is angular and \( J_0(\omega) f = 0 \) for any radial \( f \). Therefore this \( J_0(\omega) \) does not immediately induces a symplectic inner product, which usually is associated with \( J_0(\omega)^{-1} \). For more results on the Hamiltonian structures of the Euler equation in Eulerian coordinates, see, for example, \[30].

### 2.3. Concentrated vorticies and point vortex dynamics

Fix \((\mu_1, \ldots, \mu_N) \in (\mathbb{R} \setminus \{0\})^N\) and consider a family of concentrated vorticities \( \omega = \sum_{j=1}^{N} \omega_j \), parametrized by \( \tilde{r} = (r_1, \ldots, r_N)^T \in (\mathbb{R}^+)^N \), satisfying (1.6), (1.7), and
\[ (2.10) \quad \int_{\mathbb{R}^2} \tilde{\omega} d\mu = 1, \quad \omega_j(x) \sim r_j^{-2} \mu_j \omega_j(r_j^{-1}(x - x_j)) \to 0, \quad \text{as } |\tilde{r}| \to 0, \]
for some $\tilde{\omega}_j(x)$ in some appropriate sense. From (2.4), (2.5), (2.7), and Lemma 2.2, the energy takes the form
\[
E_0(\omega) - \frac{1}{2} \mathcal{C}^T \mathcal{N}^{-1} \mathcal{C} + \sum_{j=1}^{N} c_j \int_{\Omega} \mathcal{H}_j \omega d\mu = \frac{1}{2} \int_{\Omega \times \Omega} G_0(x,y)\omega(x)\omega(y)d\mu_{x,y} \\
= -\frac{1}{4\pi} \sum_{j=1}^{N} \int_{\Omega_j \times \Omega_j} \log|x-y|\omega_j(x)\omega_j(y)d\mu_{x,y} + \frac{1}{2} \sum_{1 \leq j \neq k \leq N} \int_{\Omega_j \times \Omega_k} G_0(x,y)\omega_j(x)\omega_k(y)d\mu_{x,y} \\
+ \frac{1}{2} \sum_{j=1}^{N} \int_{\Omega_j \times \Omega_j} \omega_j(x)\omega_j(y)(\tilde{g}(x,y) + \sum_{l,m=1}^{n} \mathcal{N}^{l,m} \mathcal{H}_l(x)\mathcal{H}_m(y))d\mu_{x,y}.
\]
As $|\vec{r}| \rightarrow 0$, each $\omega_j$ converges to the delta mass $\mu_j \delta_{x_j}(x)$ at $x_j$ and thus
\[
(2.11) \quad E_0(\omega) - \frac{1}{2} \mathcal{C}^T \mathcal{N}^{-1} \mathcal{C} - \sum_{j=1}^{N} E_{\mathbb{R}^2}(\omega_j) \rightarrow H_{\mathcal{C}}(X), \quad X = (x_1, \ldots, x_N)^T,
\]
where
\[
E_{\mathbb{R}^2}(\omega) = -\frac{1}{4\pi} \int_{\mathbb{R}^2 \times \mathbb{R}^2} \log|x-y|\omega(x)\omega(y)d\mu_{x,y} = E_{\mathbb{R}^2}(\tilde{\omega}_j) - \frac{1}{4\pi} \mu_j^2 \log r_j + o(1),
\]
\[
H_{\mathcal{C}}(X) = -\sum_{l=1}^{n} \sum_{j=1}^{N} c_l \mu_j \mathcal{H}_l(x_j) + \sum_{j=1}^{N} \mu_j^2 g(x_j) + \frac{1}{2} \sum_{1 \leq j \neq k \leq N} \mu_j \mu_k G_0(x_j, x_k)
\]
\[
g(x) = \frac{1}{2}(\tilde{g}(x,x) + \sum_{l,m=1}^{n} \mathcal{N}^{l,m} \mathcal{H}_l(x)\mathcal{H}_m(x)).
\]
Clearly $E_{\mathbb{R}^2}$ is the energy functional of the 2-dim Euler equation on $\mathbb{R}^2$ which is invariant under spatial translation and rescaling.

*Heuristic implication on the steady problem.* Intuitively, in the limit as $|\vec{r}| \rightarrow 0+$, the profiles $\tilde{\omega}_j$ of the vorticity and the locations $x_j$ are decoupled. In particular each $\tilde{\omega}_j$ is governed by the energy $E_{\mathbb{R}^2}$ of the Euler equation on $\mathbb{R}^2$, while $X = (x_1, \ldots, x_N) \in \mathbb{R}^{2N}$ is by $H_{\mathcal{C}}(X)$. As steady states of the Euler equation corresponding to critical points of $E_0$, those with $|\vec{r}| \ll 1$ must satisfy $\mathcal{D}E_{\mathbb{R}^2}(\tilde{\omega}_j) \approx 0$, $1 \leq j \leq N$, and $\nabla H_{\mathcal{C}}(X) \approx 0$. This leads to the perturbation type existence results in the main theorems. In particular $\tilde{\omega}_j$ are roughly taken as stable radial distributions on disks $\Omega_j$.

*Heuristic implication on the dynamic problem.* Even though we mainly focus on stationary solutions and some stability properties, it is worth pointing out a heuristic observation on the Euler dynamics for concentrated vorticities. On the one hand, for $|\vec{r}| \ll 1$, the vorticities $\omega_j$ barely see each other or the boundary $\partial \Omega$ in the leading order. Therefore the leading order dynamics of $\omega_j$ should be the Euler equation on $\mathbb{R}^2$ (also implied by the energy $E_{\mathbb{R}^2}(\omega_j)$ in the above (2.11)) at the speed of $O(r_j^{-2})$. This scale of evolution is
due to the spatial scale of $O(r_j)$ and the scaling invariance of the Euler equation on $\mathbb{R}^2$: if $\omega(t, x)$ is a solution, so is $\epsilon^{-2}\omega(\epsilon^{-2}t, \epsilon^{-1}x)$. On the other hand, it has been rigorously proved [26, 37] that the dynamics of the vortex locations $X = (x_1, \ldots, x_N)$ is governed by the Hamiltonian ODE system $\partial_t X = \Lambda^{-1}J_N \nabla H_\zeta(X)$ with the Hamiltonian $H_\zeta$ and the symplectic operator $\Lambda^{-1}J_N$

\begin{equation}
\Lambda_{2N \times 2N} = \text{diag}(\mu_1I_{2 \times 2}, \ldots, \mu_NI_{2 \times 2}) \quad \text{and} \quad (J_N)_{2N \times 2N} = \text{diag}(J, \ldots, J).
\end{equation}

Therefore the dynamics of concentrated vorticities is a PDE singular perturbation problem with two time scales of order $O(1)$ and $O(|\vec{r}|^{-2})$ and spatial scales $O(1)$ and $O(|\vec{r}|)$, which is in our long term plan.

To end this subsection, we give the following statement on steady states.

**Lemma 2.5.** Suppose $\omega = \Sigma_{j=1}^N\omega_j \in C^0(\overline{\Omega})$ satisfies that

1. $\Omega_j = \text{supp}(\omega_j)$, $j = 1, \ldots, N$, are mutually disjoint and have $H^s$ boundary, $s > \frac{3}{2}$,

2. for each $j$, $\Delta \Psi = f_j(\Psi)$ on $\Omega_j$ for some $f_j \in C^1$, where $\Psi$ is in Lemma 2.2,

then $\omega$ is a steady state of the Euler equation.

Since $\omega$ may not be in $C^1(\Omega)$, here it is a steady state of (1.2) in the weak sense, while the corresponding velocity $u = J\nabla \Psi$ being steady of (1.1) in the classical sense.

**Proof.** In $\Omega \setminus (\bigcup_{j=1}^N\partial \Omega_j)$, either $\omega \equiv 0$ or $\omega = \Delta \Psi = f_j(\Psi)$, so the steady equation $u \cdot \nabla \omega = J\nabla \Psi \cdot \nabla \omega = 0$ of (1.2) is apparently satisfied. In general, for any $\phi \in C^\infty_0(\Omega)$, we have

\[
\int_\Omega \omega u \cdot \nabla \phi d\mu = \sum_{j=1}^N \int_{\Omega_j} \omega u \cdot \nabla \phi d\mu = -\sum_{j=1}^N \int_{\Omega_j} (u \cdot \nabla \omega + \omega \nabla \cdot u)\phi d\mu = 0.
\]

It implies $\nabla \cdot (\omega u) = 0$ in the weak sense, which implies lemma due to $\nabla \cdot u = 0$. \hfill \Box

**2.4. Conformal mapping parametrizations.** As the relationship between the vorticity and stream function is given by a Poisson equation, conformal mappings provide an ideal way to parametrize the unknown vortical domains $\Omega_j$ of the steady concentrated vorticities. However, since the group of conformal mappings on $\bar{B}_1$ is 3-dim, given any simply connected domain, its conform mappings parametrization by $B_1$ involve 3 degree of freedom. We shall use the following lemma to fix these freedoms which also eliminates certain degeneracy in the analysis.

**Lemma 2.6.** Let $k \geq 2$ be an integer and $f \in C^k(B_1, \mathbb{C})$ be a conformal mapping. Then there exist $\alpha \in S^1$ and $c \in \mathbb{C} \cap B_1$ such that $\partial_z f_1(c, \alpha, 0) > 0$ and $\partial_z^k f_1(c, \alpha, 0) = 0$, where $f_1(c, \alpha, z) = f\left(\alpha \frac{z + c}{1 + cz}\right)$. Moreover, if a conformal mapping $f_0 \in C^1(\overline{B_1})$ satisfies

\begin{equation}
\partial_z^k f_0(0) = 0, \quad |\partial_z^{k+1} f_0(0)| \neq k(k - 1)|\partial_z^{k-1} f_0(0)|
\end{equation}

then such $(c, \alpha)$ are unique and $C^1$ with respect to $f$ near $f_0$ in $C^1(\overline{B_1})$. 

Proof. It is easy to make \( \partial_z f_1(c, \alpha, 0) > 0 \) by adjusting \( \alpha \) and we focus on the property 
\( \partial_z^k f_1(c, \alpha, 0) = 0 \) by adjusting \( \alpha \) for simplicity of notations. One may compute 
\[
\partial_z^k f_1(c, 0) = \frac{k!}{2\pi i} \int_{S^1} z^{-k-1} f\left( \frac{z + c}{1 + \bar{c}z} \right) dz.
\]
Let \( c = (1 - \delta)e^{i\theta_0}, \delta > 0 \), and parametrize \( z = e^{i\theta} \) on \( S^1 \). We have 
\[
\partial_z^k f_1((1 - \delta)e^{i\theta_0}, 0) = \frac{k!}{2\pi} \int_{-\pi}^{\pi} e^{-ik\theta} f\left( \frac{e^{i\theta} + (1 - \delta)e^{i\theta_0}}{1 + (1 - \delta)e^{i(\theta - \theta_0)}} \right) d\theta.
\]
Let 
\[
e^{i\beta} = \frac{e^{i\theta} + (1 - \delta)e^{i\theta_0}}{1 + (1 - \delta)e^{i(\theta - \theta_0)}},
\]
which is a 1-1 correspondence and 
\[
e^{i\theta} = \frac{e^{i\beta} - (1 - \delta)e^{i\theta_0}}{1 - (1 - \delta)e^{i(\theta - \theta_0)}}, \quad e^{i\theta} d\theta = \frac{\delta(2 - \delta)e^{i\beta}}{(1 - (1 - \delta)e^{i(\beta - \theta_0)})^2} d\beta.
\]
Therefore, 
\[
\partial_z^k f_1((1 - \delta)e^{i\theta_0}, 0) = \delta(2 - \delta) \frac{k!}{2\pi} \left( \begin{array}{c} 
1 - (1 - \delta)e^{i(\beta - \theta_0)} 
\end{array} \right) \int_{-\pi}^{\pi} (1 - (1 - \delta)e^{i(\beta - \theta_0)})^{k-1} f(e^{i\beta})e^{i\beta} d\beta
\]
\[
= \delta(2 - \delta) \partial_z^k \left( (1 - (1 - \delta)e^{-i\theta_0} z)^{k-1} f(z) \right)_{z = (1 - \delta)e^{i\theta_0}}
\]
\[
= \delta(2 - \delta) \sum_{l=1}^{k} \frac{k!(k - 1)!}{l!(l - 1)!(k - l)!} (1 - (1 - \delta)e^{-i\theta_0})^{k-l} (1 - (1 - \delta)e^{-i\theta_0} z)^{l-1} \partial_z^l f(z)_{z = (1 - \delta)e^{i\theta_0}}
\]
\[
= 2\delta(1 - k)^{-1} k!e^{-i(k - 1)\theta_0} \partial_z f(e^{i\theta_0}) + O(\delta^2), \quad \text{as } \delta \to 0 +.
\]
Since \( \partial_z f(z) \neq 0 \) on \( B_1 \) and thus \( \partial_z f(e^{i\theta_0}), \theta_0 \in [0, 2\pi] \), is deformable to 1, we obtain that, 
as a function of \( c \), the degree of \( \partial_z^k f_1(c, 0) \) is \( 1 - k \). So it achieves zero at some \( c \in B_1 \).

When \( f_0 \in C^1(B_1) \), clearly \( \partial_z^k f_1(c, 0) \) is a \( C^1 \) mapping from \( B_1 \times C^1(B_1) \) to \( \mathbb{R}^2 \). Recall 
\( \partial_z^k f_0(0) = 0 \). Differentiating \( \partial_z^k f_1(c, 0) \) at \( c = 0 \) and \( f = f_0 \) we have, for any \( v \in \mathbb{R}^2 \sim \mathbb{C} \), 
\[
D_c (\partial_z^k f_1(c, 0))_{|c=0} v = \frac{k!}{2\pi i} \int_{S^1} z^{-k-1} \partial_z f_0(z)(v - z\bar{v}) dz = \partial_z^{k+1} f_0(0)v - k(k - 1)\partial_z^{k-1} f_0(0)\bar{v}.
\]
The local uniqueness of \( c \) and its smooth dependence on \( f \in C^1(B_1) \) follow immediately from the assumption \([2,13]\) and the Implicit Function Theorem. \( \square \)

For this paper the most relevant part of the lemma is the second half with \( f_0(z) = z \) and \( k = 2 \), which means that any domain close to a disk can be uniquely represented by a conformal mapping \( f \) with \( \partial_z^2 f(0) = 0 \) and \( \partial_z f(0) > 0 \).

For \( j = 1, \ldots, N \), by Lemma \([2,6]\) each vortical domain \( \Omega_j \) whose shape is close to \( r_j B_1 \) is the image of a unique conformal mapping 
\[
(2.14) \quad \Gamma_j(z) = x_j + r_j a_j^i(z + \bar{\Gamma}_j(z)), \quad \bar{\Gamma}_j(z) = \sum_{m=3}^{\infty} (a_m^i + \bar{b}_m^j) z^m.
\]
Since these conformal mappings are harmonic in $B_1$ and thus can be determined by its boundary values, actually by only the real parts of its boundary values as the imaginary parts are Hilbert transforms of the real parts. Let

$$\beta_j(\theta) = \text{Re} \tilde{\Gamma}_j(e^{i\theta}) = \sum_{m=3}^{\infty} (a_j^m \cos m\theta - b_j^m \sin m\theta).$$

Apparentely, for $s > 0$, it holds that the above defined correspondence between $\tilde{\Gamma}_j$ and $\beta_j$ is an isomorphism between

$$\{ \text{holomorphic } f \in H^{s+\frac{1}{2}}(B_1, \mathbb{C}) \mid \partial_{\bar{z}}^m f(0) = 0, \ m = 0, 1, 2 \} \text{ and } X^s$$

where

$$X^s \triangleq \{ \beta = \sum_{m=3}^{\infty} (a_m \cos m\theta - b_m \sin m\theta) \in H^s(S^1, \mathbb{R}) \}.$$ 

For $s > \frac{3}{2}$, let

$$R_s = (3^{2-2s} + 4^{2-2s} + \ldots)^{-\frac{1}{2}},$$

then a simple argument based on Cauchy-Schwartz inequality implies

$$|\partial_{\bar{z}} \tilde{\Gamma}_j|_{C^0(B_1)} \leq \left( \frac{\sqrt{\pi}}{R_s} \right)^{-\frac{1}{2}} \left( \int_{B_1} 1 + |\partial_{\bar{z}} \tilde{\Gamma}_j|^2 d\mu \right)^{-\frac{1}{2}},$$

where we also used $\int_{B_1} \partial_{\bar{z}} \tilde{\Gamma}_j d\mu = 0$.

According to these observations and Lemma 2.6, each $\Omega_j$ whose shape is close to $r_j B_1$ and with $H^s$ boundary is uniquely parametrized by $x_j \in \Omega$ and $\beta_j \in X^s$. Therefore collections of vortical domains $\{ \Omega_j \mid j = 1, \ldots, N \}$ are identified with elements in

$$\Sigma_{\rho} \times (X^s)^N, \quad \Sigma_{\rho} \triangleq \{ X = (x_1, \ldots, x_N) \in \Omega^{2N} \mid \text{dist}(x_j, \partial \Omega), \ |x_j - x_{j'}| > \rho, \ \forall j \neq j' \}$$

where $\rho > 0$ is fixed, $s > \frac{3}{2}$, $|\beta_j|_{X^s} < R_s$, and $|\vec{r}| << \rho$. In particular, this set also becomes an open subset of the phase space of the vortex patch dynamics.

### 2.5. Vortex patches dynamics in conformal mapping parametrization and its Hamiltonian structure.

In this subsection we consider the vortex patch dynamics, where

$$\omega = \sum_{j=1}^{N} \omega_j, \quad \omega_j = \frac{\mu_j}{\pi r_j^2} \chi_{\Omega_j}, \quad |\Omega_j| = \pi r_j^2, \quad j = 1, \ldots, N,$$

and put it in a slightly different Hamiltonian framework. Due to the volume preserving transport of the vorticity, it is well-known that an initial collection of disjoint vortex parches $\omega = \sum_{j=1}^{N} \omega_j$ with reasonably smooth $\partial \Omega_j$ evolves as a collection of disjoint vortex patches
with \( \omega(t) \) in the same form (2.21) and the same areas \( |\Omega_j(t)| = \pi r_j^2 \), while \( \mu_j \) and \( r_j \) are independent of \( t \). Therefore in the vortex patch dynamics of such a \( \omega(t) \), which is equivalent to a collection \( (\partial \Omega_1(t), \ldots, \partial \Omega_N(t)) \) of boundary curves of vortical domains, the phase space is equivalent to the \( \infty \)-dim ‘manifold’

\[
\mathcal{M} = \{ (\partial \Omega_1, \ldots, \partial \Omega_N) \mid \Omega_j \subset \subset \Omega, \ j = 1, \ldots, N, \ \text{disjoint} & \ \text{‘smooth’,} \ |\Omega_j| = \pi r_j^2 \}
\]

consisting of the collections of the boundaries \( \partial \Omega_j \) of the vortex patches. In the dynamics of the Euler equation, given such a collection of vortex patches, the normal velocity along each \( \partial \Omega_j \) is given by

\[
(2.22) \quad u \cdot N_j = J \nabla \Psi \cdot N_j = -\nabla T_j \Psi
\]

where \( \Psi \) is determined by \( \omega \) and Lemma 2.2 and \( \nabla \) is the counterclockwise unit tangent vector of \( \partial \Omega_j \) and thus \( \nabla T_j \) the derivative with respect to the arc length along \( \partial \Omega_j \) counterclockwise. Therefore we have

**Lemma 2.7.** A vortex patch in the form of (2.21) satisfying (1.6) (1.7) with \( \partial \Omega_j \in C^1 \), \( j = 1, \ldots, N \), is steady if and only if \( \Psi|_{\partial \Omega_j} = \text{const} \) for all \( j \).

As in Subsection 2.4 we parametrize (an open subset of) \( \mathcal{M} \) by \( \Sigma_\rho \times (X^s)^N \), \( s > \frac{3}{2} \). In Section 3 we will construct steady concentrated vortex patches near non-degenerate critical points of \( H_2^s(X) \) based on the above lemma.

In order to study the spectral properties of the linearized vortex patch dynamics at steady states in Section 4, we first write down the dynamic equation of the vortex patches parametrized by conformal mappings. Let

\[
(X(t), \beta(t)) = (x_1, \ldots, x_N, \beta_1, \ldots, \beta_N)(t) \in \Sigma_\rho \times (X^s)^N,
\]

along with \( \tilde{\Gamma}_j(t) \), \( \Gamma_j(t) \), and \( \Omega_j(t) \) defined in (2.14) and (2.15), correspond to a vortex patch solution to the Euler equation. Since \( \Gamma_j \) defined on \( B_1 \) is conformal, it is clear

\[
N_j \circ \Gamma_j = |\partial \Gamma_j|^{-1} z \partial \Gamma_j|_{S^1}, \quad T_j \circ \Gamma_j = |\partial \Gamma_j|^{-1} i z \partial \Gamma_j|_{S^1}.
\]

Since \( \partial \Gamma_j \) yields the same normal velocity along \( \partial \Omega_j \) as in (2.22), we have, for each \( j \),

\[
(2.23) \quad \partial \Gamma_j \cdot (|\partial \Gamma_j|^{-1} z \partial \Gamma_j) = (u \cdot N_j) \circ \Gamma_j = -(\nabla T_j \Psi) \circ \Gamma_j = |\partial \Gamma_j|^{-1} \partial \beta(\Psi \circ \Gamma_j(e^{i\theta}))
\]

along \( S^1 \). Due to the \( \partial \beta \) in the above right side, the homogeneous space \( \hat{H}^s(S^1) \) would get involved naturally. Differentiating the definition of \( \Gamma_j \), we have

\[
(2.24) \quad \partial t \Gamma_j = \partial t x_j + r_j a_1^j \partial t \tilde{\Gamma}_j + r_j \partial t a_1^j (z + \tilde{\Gamma}_j),
\]

\[
\partial t a_1^j = -\sqrt{\pi} \left( \int_{B_1} 1 + |\partial \tilde{\Gamma}_j| \partial t \mu \right)^{-\frac{1}{2}} \int_{B_1} \partial \tilde{\Gamma}_j \cdot \partial t \tilde{\Gamma}_j \partial \mu
\]

where \( \partial_t \tilde{\Gamma}_j \) is defined by \( \partial_t \beta_j \) as in (2.15).

We shall see that \( \partial_t X \) and \( \partial_t \beta \) can be uniquely recovered from \( \partial \beta(\Psi \circ \Gamma_j(e^{i\theta})) \). Clearly in this process domains \( \Omega_j \) do not interact and we only consider single domains.
Lemma 2.8. For \( r > 0 \) and \( \beta \in B_{X^s,R_s}, s > \frac{3}{2} \), where \( B_{X^s,R_s} \) is the ball of radius \( R_s \) in \( X^s \) and \( R_s \) defined in \( (2.13) \), let holomorphic functions \( \tilde{\Gamma} \) and \( \Gamma \) (including \( a_1 \)) be defined by \( x = 0, \beta, \) and \( r, \) as in \( (2.14), (2.15), \) and \( (2.19) \). Then the linear mapping

\[
(2.25) \quad (y, \alpha) \in \mathbb{R}^2 \times X^{s'} \rightarrow f = \hat{\Gamma} \cdot (z \partial_z \Gamma)|_{S^1} \in \dot{H}^{s'}(S^1),
\]

is an isomorphism for any \( s' \in [1 - s, s - 1] \), where

\[
(2.26a) \quad \hat{\Gamma} = y + ra_1 \hat{\Gamma} + r\hat{a}_1(z + \tilde{\Gamma})
\]

\[
(2.26b) \quad \hat{a}_1 = -\sqrt{\pi} \left( \int_{B_1} 1 + |\partial_z \tilde{\Gamma}|^2 d\mu \right)^{-\frac{3}{2}} \int_{B_1} \partial_z \tilde{\Gamma} \cdot \partial_z \hat{\Gamma} d\mu
\]

and the holomorphic function \( \hat{\Gamma} \) is determined by \( \alpha \) as in \( (2.15) \). Moreover, the isomorphism \( Q(r, \beta) \in L(\dot{H}^s(S^1), \mathbb{R}^2 \times X^{s'}) \) defined by \( f \rightarrow Q(r, \beta)f = (y, \alpha) \) depends smoothly on \( \beta \in B_{X^s,R_s} \) and

\[
Q(r, \beta) = \text{diag}(r^{-1}, r^{-2})Q(1, \beta),
\]

\[
Q(1, 0) \sum_{l=1}^{\infty} (A_l \cos l\theta + B_l \sin l\theta) = ((A_1, B_1), \sum_{l=3}^{\infty} (A_{l-1} \cos l\theta + B_{l-1} \sin l\theta)).
\]

Proof. It is straight forward to obtain the scaling property in \( r \) and thus we shall only work with \( r = 1 \). We first show that \( f \) defined in \( (2.25) \) satisfies \( \int_{S^1} fd\theta = 0 \) if and only if \( \hat{a}_1 \) is given by \( (2.26b) \). In fact, one can compute

\[
\int_{S^1} fd\theta = \int_{S^1} \hat{\Gamma} \cdot (e^{i\theta} \partial_z \Gamma) d\theta = \int_{S^1} \left( y + a_1 \hat{\Gamma} + \hat{a}_1(e^{i\theta} + \tilde{\Gamma}) \right) \cdot a_1(e^{i\theta}(1 + \partial_z \tilde{\Gamma})) d\theta.
\]

Since along \( S^1 \), \( \hat{\Gamma} \) and \( \hat{\Gamma} \) do not contain \( e^{i\theta}, l = 0, 1, 2 \), in their Fourier series, we obtain

\[
a_1^{-1} \int_{S^1} fd\theta = 2\pi \hat{a}_1 + \int_{S^1} \left( \hat{a}_1 \hat{\Gamma} + a_1 \hat{\Gamma} \right) \cdot (e^{i\theta} \partial_z \hat{\Gamma}) d\theta.
\]

Given any holomorphic functions \( \gamma_1(z) \) and \( \gamma_2(z) \) on \( B_1 \), one may verify by using the Cauchy-Riemann equations and the divergence theorem

\[
\int_{S^1} \gamma_1 \cdot (e^{i\theta} \partial_z \gamma_2) d\theta = \int_{S^1} \left( \gamma_1 \partial_z \gamma_2 \right) \cdot e^{i\theta} d\theta = \int_{B_1} \nabla \cdot (\gamma_1 \partial_z \gamma_2) d\mu = 2 \int_{B_1} \partial_z \gamma_1 \cdot \partial_z \gamma_2 d\mu.
\]

which implies

\[
\frac{1}{2a_1} \int_{S^1} fd\theta = \pi \hat{a}_1 + \int_{B_1} \left( \hat{a}_1 \partial_z \tilde{\Gamma} + a_1 \partial_z \hat{\Gamma} \right) \cdot \partial_z \hat{\Gamma} d\mu.
\]

Solving for \( \hat{a}_1 \) and using \( (2.19) \) we obtain that \( \int_{S^1} fd\theta = 0 \) if and only if \( \hat{a}_1 \) satisfies \( (2.26b) \).

Clearly \( (y, \alpha) \rightarrow f \) is a bounded linear mapping from \( \mathbb{R}^{2N} \times X^{s'} \) to \( \dot{H}^{s'}(S^1) \). To complete the proof of the lemma, we show that the inverse \( Q(1, \beta)f \) is well-defined. As \( \partial_z \Gamma \neq 0 \), it is easy to see that \( (2.25) \) is equivalent to

\[
(2.27) \quad \text{Re} \frac{\hat{\Gamma}}{z \partial_z \Gamma} = \frac{f}{|\partial_z \Gamma|^2}, \quad \text{on } S^1.
\]
Expand the the above right side in a Fourier series
\[
\frac{f(\theta)}{|\partial_2 \Gamma(e^{i\theta})|^2} = \bar{A}_0 + \bar{A}_1 \cos \theta + \bar{B}_1 \sin \theta + \sum_{l=2}^{\infty} (\bar{A}_l \cos(l\theta) + \bar{B}_l \sin(l\theta)) = \bar{A}_0 + \bar{A}_1 \cos \theta + \bar{B}_1 \sin \theta + \bar{f}(\theta).
\]

Much as in (2.15), let
\[
F(z) = \sum_{l=2}^{\infty} (\bar{A}_l - i\bar{B}_l)z^l,
\]
then \(\text{Re} F(e^{i\theta}) = \bar{f}(\theta)\).

Let \(\bar{F} = \dot{\Gamma}(z\partial_2 \Gamma)^{-1} - F\) and (2.27) is satisfied if and only if
\[
\text{Re} \bar{F}(e^{i\theta}) = \bar{A}_0 + \bar{A}_1 \cos \theta + \bar{B}_1 \sin \theta.
\]

Since \(\bar{F}\) is holomorphic on \(B_1 \setminus \{0\}\) with a possible pole of order \(O(z^{-1})\) at 0, \(\bar{F}\) should take the form of \(q_{-1}z^{-1} + q_0 + q_1z\). As
\[
0 < \partial_2 \Gamma(0) = a_1 = 1 + O(|\beta|_{H^s}^2), \quad \partial_{zz} \Gamma(0) = 0, \quad \partial_2 \dot{\Gamma}(0) \in \mathbb{R}, \quad \partial_{zz} \dot{\Gamma}(0) = 0,
\]
a simple calculation of power series product implies
\[
q_{-1} = \frac{\dot{\Gamma}(0)}{\partial_2 \Gamma(0)}, \quad q_1 = -\frac{\partial_{zzz} \Gamma(0) \dot{\Gamma}(0)}{2(\partial_2 \Gamma(0))^2}, \quad \bar{A}_0 = q_0 = \frac{\partial_2 \dot{\Gamma}(0)}{\partial_2 \Gamma(0)} \in \mathbb{R}.
\]

Through straight forward linear algebra calculation, we obtain that \(\dot{\Gamma}(0)\) can be uniquely determined by \(\bar{A}_1\) and \(\bar{B}_1\) if \(|\partial_{zz} \Gamma(0)| < 2|\partial_2 \Gamma(0)|\), which is ensured by the assumption \(|\beta|_{H^s} < R_s\). Therefore one may solve \(\bar{F}, \dot{\Gamma}(0) \in \mathbb{C}, \text{ and } \partial_2 \dot{\Gamma}(0) \in \mathbb{R}\) from \(\bar{A}_{0,1}\) and \(\bar{B}_0\) (and thus from \(f\)) and thus we have found the unique solution \(\dot{\Gamma} = z\partial_2 \Gamma(\bar{F} + F)\) to equation (2.25), which in turn yields \(y\) and \(\alpha\). The smooth dependence of \(y\) and \(\alpha\) on \(x\) and \(\beta\) is clear from the above process. When \(\beta = 0\), we have \(\Gamma(z) = z\) and the exact form of \(Q(1,0)f\) can be computed explicitly using the form of \(F\) and \(q_{-1} = \bar{A}_1 + i\bar{B}_1\) and \(q_0 = q_1 = 0\). \(\square\)

Geometrically, \((y, \alpha) = Q(r, \beta)f\) corresponds to a variation \(\dot{\Gamma}\) of the domain \(\Gamma(B_1)\) recovered from the weighted normal velocity \(f\). Equality (2.26b) on \(\dot{a}\) means the perturbed domain \((\Gamma + \tau \dot{\Gamma})(B_1)\), which has normal velocity \(|\partial_2 \Gamma|^{-1}f\) at \(\tau = 0\) is volume preserving infinitesimally at \(\tau = 0\).

Consequently the vortex patches dynamics of the Euler equation in the conformal mapping parametrization takes the form
\[
(2.28) \quad \partial_t (r_j, \beta_j) = Q(r_j, \beta_j) \partial_\theta (\Psi \circ \Gamma_j(e^{i\theta}))
\]
where \(\Psi\) is the stream function of \(\omega\) determined by Lemma 2.2. In Section 4 we shall linearize this equation at a steady state to study its spectral stability. In this analysis, the following Hamiltonian structure of (2.28) essentially inherited from that of (1.2) plays an important role.
In fact, at any \((X, \beta) \in \Sigma \times (X^s)^N\) with \(\tilde{\Gamma}_j, \Gamma_j, \Omega_j\) defined accordingly, using \((2.9)\) the conserved energy \(E\) can be computed in terms of \(\Omega_j\):

\[
E_p(X, \beta) - \frac{1}{2} \mathcal{C}^TN^{-1}\mathcal{C} = -\frac{1}{2} \int_\Omega \omega \Delta_0^{-1}\omega d\mu - \sum_{j=1}^N \sum_{l=1}^n \frac{c_l \mu_j}{\pi r_j^2} \int_{\Omega_j} \mathcal{H}_l d\mu
\]

\[(2.29)\]

\[
= -\sum_{j,k=1}^N \frac{\mu_j \mu_k}{2 \pi r_j r_k} \int_{\Omega_j} \Delta_0^{-1}\chi_{\Omega_k} d\mu - \sum_{j=1}^N \sum_{l=1}^n \frac{c_l \mu_j}{\pi r_j^2} \int_{\Omega_j} \mathcal{H}_l d\mu.
\]

At each \(\omega\) in the form of \((2.21)\) associated to \((X, \beta)\) (thus equivalently \(\tilde{\Gamma}_j, \Gamma_j, \Omega_j\)), a variation \((\dot{X}, \dot{\beta})\) of \((X, \beta)\) corresponds to a variation (in the distribution sense) \(\dot{\omega}\) of vortex patches consists of a measure supported on each \(\partial\Omega_j\) with the density proportional to the normal variation \(\nu_j : \partial\Omega_j \rightarrow \mathbb{R}\) of each \(\partial\Omega_j\):

\[
\dot{\omega} = \sum_{j=1}^N \frac{\mu_j}{\pi r_j^2} \nu_j \delta_{\partial\Omega_j}, \quad \int_{\partial\Omega_j} \nu_j dS = 0,
\]

where the condition \(\int_{\partial\Omega_j} \nu_j dS = 0\) is due to the volume preservation of the fluid transport. As in the proof of Lemma \((2.4)\) the derivative of \(E_p\) can be calculated as

\[
\langle \mathcal{D}E_p(X, \beta), (\dot{X}, \dot{\beta}) \rangle = -\int_\Omega \dot{\omega} \Psi d\mu = -\sum_{j=1}^N \frac{\mu_j}{\pi r_j^2} \int_{\partial\Omega_j} \nu_j (\Psi - const) dS.
\]

Due to Lemma \((2.8)\) we have

\[
(\dot{x}_j, \dot{\beta}_j) = Q(r_j, \beta_j)(\partial_x \Gamma_j | \nu_j)
\]

and thus

\[
\langle \mathcal{D}E_p(X, \beta), (\dot{X}, \dot{\beta}) \rangle = -\sum_{j=1}^N \frac{\mu_j}{\pi r_j^2} \int_{S^1} Q(r_j, \beta_j)^{-1}(\dot{x}_j, \dot{\beta}_j) \times \\
(\Psi \circ \Gamma_j - \frac{1}{2\pi} \int_{S^1} \Psi \circ \Gamma_j d\theta') d\theta.
\]

\[(2.31)\]

Through the duality of \(L^2(S^1)^N\), one may identify \(\mathcal{D}E_p(X, \beta)\) with \((2.22)\)

\[
\mathcal{D}E_p(X, \beta) = (Y, \alpha), \quad (y_j, \alpha_j) = -\frac{\mu_j}{\pi r_j^2} (Q(r_j, \beta_j)^{-1})^\ast (\Psi \circ \Gamma_j - \frac{1}{2\pi} \int_{S^1} \Psi \circ \Gamma_j d\theta').
\]

Since the vortex dynamics of the Euler equation is equivalent to \((2.28)\), from Lemma \((2.8)\) we obtain its form in the conformal mapping parametrization

\[
\partial_t (X, \beta) = J_p(\beta) \mathcal{D}E_p(X, \beta),
\]

where \(J_p(\beta) = \text{diag}(J^1_p(\beta_1), \ldots, J^N_p(\beta_N))\), \(J^j_p(y_j, \alpha_j) = -\mu_j^{-1} \pi r_j^2 Q(r_j, \beta_j) \partial_\theta (Q(r_j, \beta_j)^\ast(y_j, \alpha_j))\).
Clearly $J_p$ is (unbounded, depending on $\vec{r}, \beta$) anti-self-adjoint operator, namely

\[(2.34)\quad J_p^* = -J_p.\]

This symplectic operator $J_p(\beta)$ for vortex patch dynamics is much nicer than $J_0(\omega)$ for the general 2-dim Euler equation as $J_p$ has a bounded inverse on $\hat{H}^1(S^1)$.

This nonlinear Hamiltonian structure induces a linear one for the vortex patch dynamics linearized at a steady states, which will be useful in the the spectral analysis in Section 4

3. Concentrated steady vortex patches

In this section, we shall prove Theorem 1.1 on the existence of steady piecewise constant concentrated vorticities $\omega = \Sigma_{j=1}^N \omega_j$ in the form of (2.21) satisfying (1.6) and (1.7). Fix vorticities $\mu_1, \ldots, \mu_N \in \mathbb{R}\{0\}$ as given in Theorem 1.1, $s > \frac{3}{2}$, and

\[(3.1)\quad \rho > 0, \quad \text{such that} \quad X_\ast \in \Sigma_\rho,\]

where we recall $X_\ast$ is the critical point of $H_\mu(X)$ provided in Theorem 1.1. For any

\[X = (x_1, \ldots, x_N) \in \Sigma_\rho, \quad \beta = (\beta_1, \ldots, \beta_N) \in B_{(X_\ast)^N, R_\ast},\]

and

\[(3.2)\quad \vec{r} \in D_R, \quad \text{where} \quad D_R = \{\vec{r} = (r_1, \ldots, r_N)^T \in (\mathbb{R}^+)^N \mid |\vec{r}| < R\}, \quad R << \rho,\]

where $X_\ast$ and $R_\ast$ are defined in (2.17) and (2.18) and $B_{(X_\ast)^N, R_\ast}$ is the ball of radius $R_\ast$ in $(X_\ast)^N$, define $\tilde{\Gamma}_j$, $\Gamma_j$, and $\Omega_j = \Gamma_j(B_1)$ as in (2.14), (2.15), and (2.19), as well as the stream function $\Psi$ by Lemma 2.2. According to Lemma 2.7, $(X, \beta)$ corresponds to a steady vortex patch if and only if $\Psi|_{\partial\Omega_j} = \text{const}$ for $j = 1, \ldots, N$. Define

\[(3.3)\quad \phi_j(X, \beta, \vec{r})(\theta) = \partial_{\theta}(\Gamma_j(\theta)).\]

For small $\vec{r}$, to make $\phi_j = 0$ for all $1 \leq j \leq N$, we shall seek proper $X \in \Sigma_\rho$ and $\beta \in (X_\ast)^N$ through a perturbation argument carried in the rest of the section.

As seen in the definition of $\Psi$ in Lemma 2.2, a key part is the convolution with $\log |x|$ with each individual vortex patch. For $r > 0$ and $\alpha \in X_\ast$ with $|\alpha| < R_\ast$, let

\[\tilde{h}(\alpha)(x) = \frac{1}{2\pi r^2} \int_D \log |x-y|d\mu_y, \quad x \in \mathbb{R}^2; \quad h(\alpha)(\theta) = \partial_{\theta}(\tilde{h}(\alpha)(\gamma(e^{i\theta})))\]

where $D = \gamma(B_1)$ and $\gamma(z) = a_1r(z + \tilde{\gamma}(z))$ is the conformal mapping centered at 0 defined by $\alpha$ and $r$ as in (2.14), (2.15), and (2.19). The coordinate change $x = \gamma(z)$ yields

\[(3.4)\quad h(\alpha)(\theta) = \frac{1}{2\pi} \int_{B_1} \frac{1}{1 + |\partial_z \tilde{\gamma}|^2} \int_{B_1} \left[1 + \partial_z \tilde{\gamma}(z) \frac{(\gamma(e^{i\theta}) - \gamma(z)) \cdot \partial_{\theta}(\gamma(e^{i\theta}))}{|\gamma(e^{i\theta}) - \gamma(z)|^2} \right] d\mu_z\]

which is independent of $r$ due to the scaling property. We first have
Lemma 3.1. It holds $h \in \mathcal{C}^\infty(B_{X^s,R_s},\dot{H}^{s-1}(S^1))$ for any $s > \frac{3}{2}$, $h(0) = 0$, and

$$\mathcal{D}h(0) \sum_{l=3}^{\infty} (A_l \cos l\theta + B_l \sin l\theta) = \sum_{l=2}^{\infty} \frac{l-1}{2\pi} (B_{l+1} \cos l\theta - A_{l+1} \sin l\theta).$$

Moreover, for any $s' \in [1-s,s]$, $\mathcal{D}h \in \mathcal{C}^\infty(B_{X^s,R_s}, L(X^{s'}, \dot{H}^{s'-1}(S^1)))$.

Clearly $\tilde{h}(\alpha)$ is the stream function of $\omega = \frac{1}{|D|} \chi_D$ on $\mathbb{R}^2$. The formal calculation on $\mathcal{D}h(0)$ had first carried out by Kelvin (1880) (see, for example, [21]) who also obtained the linear stability of circular patches in $\mathbb{R}^2$.

Remark 3.2. It is worth pointing out that $\frac{1}{|D|} \chi_D$ is not in $C^1(\Omega)$ due to its jump along $\partial D$, so $\tilde{h}(\alpha)$ is not smoother than $C^3(\mathbb{R}^2)$. This lemma states that $\tilde{h}(\alpha)|_{\partial D}$ can be as smooth as $\partial D$, essentially due to the observation that the obstacle to the smoothness of $\tilde{h}(\alpha)$ is mainly just the differentiation in the transversal direction of $\partial D$.

Proof. The regularity of $h(\alpha)$ and its smooth dependence on $\alpha$ may be proved by analyzing the above singular integral operator. Alternatively, the following is a slight modification of the proof of Lemma B.3 in [33].

For any domain $U \subset \mathbb{R}^2$, let $(\Delta_U)^{-1}$, $\mathbb{H}_U$, $N_U$, and $\mathbb{N}_U$ denote the inverse Laplacian on $U$ with zero Dirichlet boundary condition, the harmonic extension from $\partial U$ to $U$, the unit outward normal vector of $U$, and the Dirichlet-to-Neumann operator associated to harmonic functions on $U$. Namely, $\mathbb{N}_U f = \nabla_{N_U}(\mathbb{H}_U f) : \partial U \to \mathbb{R}$. If $U$ is unbounded, $\mathbb{H}_U f \in \dot{H}^1(U)$ is required. It is clear

$$\tilde{h}(\alpha) \in W^{2,p}_{loc}(\mathbb{R}^2), \quad \forall p \in (1, \infty), \quad \Delta \tilde{h}(\alpha)|_{\partial D} = 1, \quad \Delta \tilde{h}(\alpha)|_{D^c} = 0.$$

Let $f(\alpha) = \tilde{h}(\alpha)|_{\partial D} \in H^{\frac{3}{2}}(\partial D)$, then we have

$$\tilde{h}(\alpha)|_{D^c} = \mathbb{H}_{D^c} f(\alpha), \quad \tilde{h}(\alpha)|_{D} = \mathbb{H}_D f(\alpha) + \Delta_D^{-1}.$$

Since $\tilde{h}(\alpha) \in W^{2,p}_{loc}(\mathbb{R}^2)$ implies

$$0 = \nabla_{N_D} \tilde{h}(\alpha)|_{\partial D} + \nabla_{N_{D^c}} \tilde{h}(\alpha)|_{\partial D} = \mathbb{N}_D f(\alpha) + \nabla_{N_D} \Delta_D^{-1} 1 + \mathbb{N}_{D^c} f(\alpha),$$

and $\mathbb{N}_D + \mathbb{N}_{D^c}$ is uniformly positive, we have

$$f(\alpha) = - (\mathbb{N}_D + \mathbb{N}_{D^c})^{-1} \nabla_{N_D} \Delta_D^{-1} 1 \in H^{\frac{3}{2}}(\partial D).$$

Moreover, the $C^\infty$ dependence of $f(\alpha)\gamma|_{\gamma_1}$ on $\alpha$, as well as that of $h(\alpha)(\theta) = \partial_{\theta} (f(\alpha)(\gamma(e^{i\theta})))$, follow from the properties of $\mathbb{N}$ and $\Delta_D^{-1}$, in particular their smooth dependence on domains. (See, for example, [34] where are the variations of these operators with respect to domains are given.)
When $\alpha = 0$, $D$ is a disk and $\vec{h}(0)$ is radially symmetric and thus $h(0) \equiv 0$. Having proved the smoothness of $h(\alpha)$ with respect to $\alpha$, one may compute $\mathcal{D}h(0)\alpha$ based on (3.3):

$$
(\mathcal{D}h(0)\alpha)(\theta) = \frac{1}{2\pi^2} \text{Re} \int_{B_1} i e^{i\theta} \left( \frac{2\text{Re}(\partial_z \vec{\gamma}(e^{i\theta}z))}{e^{i\theta} - z} + \frac{\partial_z \vec{\gamma}(e^{i\theta})}{e^{i\theta} - z} - \frac{\vec{\gamma}(e^{i\theta}) - \vec{\gamma}(z)}{(e^{i\theta} - z)^2} \right) d\mu_z
$$

$$= \frac{1}{2\pi^2} \text{Re} \int_{B_1} i \left( \frac{2\text{Re}(\partial_z \vec{\gamma}(e^{i\theta}z))}{1 - z} + \frac{\partial_z \vec{\gamma}(e^{i\theta})}{1 - z} - e^{-i\theta} \frac{\vec{\gamma}(e^{i\theta}) - \vec{\gamma}(e^{i\theta}z)}{(1 - z)^2} \right) d\mu_z \triangleq I + II + III.$$

For $\alpha = A \cos l\theta + B \sin l\theta$, $l \geq 3$, according to (2.15) we have $\vec{\gamma}(z) = r_* e^{i\theta} z^l$, where $r_* e^{i\theta} = A - iB$. One may compute

$$I = \frac{l r_*}{\pi^2} \text{Re} \int_{B_1} i \sum_{m=0}^{\infty} z^m \text{Re}(e^{i(\theta_0 + (l-1)\theta) z^{l-1}}) d\mu_z$$

$$= \frac{l r_*}{\pi^2} \text{Re} \int_{S^1} i \tau^{l-1} e^{i(l-1)\theta} \cos(\theta_0 + (l-1)\theta + (l-1)\theta) d\theta' d\tau$$

$$= - \frac{l r_*}{\pi^2} \int_{S^1} \tau^{l-1} \sin(l-1)\theta' \cos(\theta_0 + (l-1)\theta + (l-1)\theta) d\theta' d\tau$$

$$= \frac{r_*}{2\pi} \sin(\theta_0 + (l-1)\theta) = \frac{1}{2\pi} (-B \cos(l-1)\theta + A \sin(l-1)\theta)$$

and

$$II + III = \frac{1}{2\pi^2} \text{Re} \int_{B_1} i \frac{(A - iB) e^{i(l-1)\theta}}{1 - z} (l - \sum_{m=0}^{l-1} z^m) d\mu_z = \frac{l-1}{2\pi} (B \cos(l-1)\theta - A \sin(l-1)\theta).$$

The desired formula of $\mathcal{D}h(0)\alpha \in \dot{H}^{s-1}(S^1)$ follows.

To study other terms in $\phi_j(X, \beta, \vec{r})(\theta)$ defined in (3.3), for any given smooth function $f(x, y)$ defined on $\Omega^2$ and $1 \leq j, j' \leq N$, let

$$F(X, \beta, \vec{r})(\theta) = r_{-1}^{-1} \partial_{\Omega_{j'}} f(\Gamma_j(e^{i\theta}), y) \omega_{j'}(y) d\mu_y, \quad \omega_{j'} = \frac{\mu_{j'}}{\pi r_{j'}^2} \chi_{\Omega_{j'}}.$$

One may compute

$$F(X, \beta, \vec{r})(\theta) = \frac{\mu_{j'}(a_{j'})^2 a_{j'}}{\pi} \int_{B_1} |1 + \partial_z \vec{\Gamma}_{j'}(e^{i\theta})|^2 ((\nabla_1 f)(\Gamma_j(e^{i\theta}), \vec{\Gamma}_{j'}(z)))$$

$$\cdot (\text{Re}(1 + \partial_z \vec{\Gamma}_{j'}(e^{i\theta}))) d\mu_z$$

which immediately implies the regularity of $F$ and its smooth dependence on $(X, \beta, \vec{r})$.

**Lemma 3.3.** For any $s' \in [1 - s, s]$ and smooth $f(x, y)$, there exists $R > 0$ such that $F$ can be extended to $\vec{r} \in \overline{D}_R$ satisfying

$$\mathcal{D}(X, \beta) F \in C^\infty(\Sigma_R \times B(X^s)^N, R_s \times \overline{D}_R; \ L(\mathbb{R}^{2N} \times (X^{s'})^N, \dot{H}^{s'-1}(S^1))).$$
Moreover we have

\[
F(X, \beta, 0) = \lim_{|\vec{r}| \rightarrow 0} F(X, \beta, \vec{r}) = \mu_j a_j^1 (ie^{\theta} (1 + \partial_x \tilde{\Gamma}_j (e^{i\theta}))) \cdot \nabla_1 f(x_j, x_{j'}). \]

In the above last formula of \(F(X, \beta, 0)\), where both \(a_j^1\) and \(\tilde{\Gamma}_j\) depend on \(\beta_j\), follows from the fact that \(\Gamma_m(z) = x_m\) if \(r_m = 0\). Like \(\mathcal{D}h\), the above property of \(\mathcal{D}F\) means that not only \(F\) is smooth from \(\beta \in (X^s)^N\) to \(\dot{H}^{s-1}(S^1)\), but also \(\mathcal{D}F\) may be applied to functions of lower regularity. This will be used in Section 4 in the spectral analysis of the linearized vortex patch dynamics at the steady patches. Based on this lemma, we can prove

**Lemma 3.4.** For any \(s' \in [1 - s, s]\), there exists \(R > 0\) such that

\[
\phi_j(X, \beta, \vec{r}) = r_j R_j(X, \beta, \vec{r}) + \mu_j h(\beta_j)
\]

and

\[
R_j \in C^\infty (\Sigma_\rho \times B_{(X^s)^N, R_x} \times \overline{\mathcal{D}R}, \dot{H}^{s-1}(S^1)),
\]

\[
\mathcal{D}(X, \beta) R_j \in C^\infty (\Sigma_\rho \times B_{(X^s)^N, R_x} \times \overline{\mathcal{D}R}, L(\mathbb{R}^{2N} \times (X^{s'})^N, \dot{H}^{s'-1}(S^1))).
\]

Moreover we have

\[
R_j(X, \beta, 0) = \lim_{|\vec{r}| \rightarrow 0} R_j(X, \beta, \vec{r}) = -\mu_j^{-1} a_j^1 (ie^{\theta} (1 + \partial_x \tilde{\Gamma}_j (e^{i\theta}))) \cdot \nabla_x H_{\mathcal{C}}(X)
\]

where \(H_{\mathcal{C}}\) was defined in (2.11).

**Proof.** Firstly, due to the harmonicity and thus the smoothness of \(\mathcal{H}_l(x)\) in \(\Omega\), clearly

\[
(3.8) \quad r_j^{-1} \partial_y \mathcal{H}_l (\Gamma_j (e^{i\theta})) = a_j^1 ((\nabla \mathcal{H}_l) (\Gamma_j (e^{i\theta}))) \cdot (ie^{\theta} (1 + \partial_x \tilde{\Gamma}_j (e^{i\theta}))) \in \dot{H}^{s-1}(S^1)
\]

and thus it depends on \(\vec{r} \in \overline{\mathcal{D}R}\), \(X\), and \(\beta\) smoothly. Moreover the variation of above formula with respect to \(\beta\) is clearly a bounded linear operator from \((X^{s'})^N\) to \(\dot{H}^{s'-1}(S^1)\) with coefficients depending on \((X, \beta, \vec{r}) \in (\Sigma_\rho \times B_{(X^s)^N, R_x} \times \overline{\mathcal{D}R})\) smoothly.

According to Lemma 2.2, the other terms in the definition of \(\phi_j\) are all in the form of (3.5) with \(f(x, y)\) given by \(G_0(x, y)\) for \(x \in \overline{\mathcal{D}j} \neq \overline{\mathcal{D}j} \ni y, \mathcal{H}_l_1(x) \mathcal{H}_l_2(y)\), and \(\tilde{g}(x, y)\). Therefore Lemmas 3.1 and 3.3 imply the regularity of \(R_j\) and its smooth dependence on \((X, \beta, \vec{r}) \in (\Sigma_\rho \times B_{(X^s)^N, R_x} \times \overline{\mathcal{D}R})\).

Finally \(\Gamma_m(z) = x_m\) for all \(1 \leq m \leq N\) if \(\vec{r} = 0\). Lemma 3.3 and (3.8) imply

\[
R_j(X, \beta, 0) = a_j^1 (ie^{\theta} (1 + \partial_x \tilde{\Gamma}_j (e^{i\theta}))) \cdot \left( \sum_{l=1}^{n} c_l \nabla \mathcal{H}_l (x_j) - \sum_{j' \neq j, 1 \leq j' \leq N} \mu_{j'} \nabla_1 G_0 (x_j, x_{j'}) \right)
\]

\[
- \mu_j \nabla_1 \tilde{g}(x_j, x_j) - \sum_{l_1, l_2} N^{l_1 l_2} \mu_j \nabla \mathcal{H}_l_1 (x_j) \mathcal{H}_l_2 (x_j).
\]

The symmetry of \(\tilde{g}\), \(G_0\), and \(N^{l_1 l_2}\) implies that the big parentheses on the above right side is equal to \(-\nabla_x H_{\mathcal{C}}(X)\) and this completes the proof of the lemma. \(\square\)
With the above preparations, we are ready to prove Theorem 1.1 on steady concentrated vortex patches. Let
\[ (3.9) \quad \mathcal{F}(X, \beta, \bar{r}) = (\mathcal{F}_1, \ldots, \mathcal{F}_N), \]
where
\[ \mathcal{F}_j(X, \beta, \bar{r}) = r_j^{-1} \phi_j(X, M \beta, \bar{r}), \quad (M \beta)_{N \times N} = \text{diag}(r_1, \ldots, r_N). \]
The different scalings in \( X \) and \( \beta \) are due to the degeneracy of \( \mathcal{D}_X \phi_j \mid_{\bar{r}=0} \). In the rest of the section (and also in the next section), \( \Gamma_j \) in the definition of \( \phi_j(X, M \beta, \bar{r}) \) is defined as in (2.15), but by \( r_j \beta_j \). Namely \( \text{Re} \Gamma_j \big|_{\bar{r}=1} = r_j \beta_j \). The conformal mapping \( \Gamma_j \) and \( \Omega_j = \Gamma_j(B_1) \) are defined accordingly. Due to the different scaling in \( \mathcal{F} \), we split the target space \( (\dot{H}^s(S^1))^N \) into the direct sum \( Y_1 \oplus (Y^s)^N \) of two subspaces orthogonal with respect to \( L^2(S^1) \) where
\[ (3.10) \quad Y_1 = (\mathbb{R}^N\{\cos \theta\}) \oplus (\mathbb{R}^N\{\sin \theta\}) \sim \mathbb{R}^{2N}, \quad Y^s = \{\cos \theta, \sin \theta\}^{1+L^2(S^1)} \subset \dot{H}^s(S^1) \]
and accordingly split vector-valued functions in \((\dot{H}^s(S^1))^N\)
\[ (f_1, \ldots, f_N) = ((\cos \theta, \sin \theta) y_1, \ldots, (\cos \theta, \sin \theta) y_N) + (\tilde{f}_1, \ldots, \tilde{f}_N), \quad y = (y_1^T, \ldots, y_N^T)^T \in \mathbb{R}^{2N}. \]
Lemma 3.4 implies
Lemma 3.5. \( \mathcal{F} \in C^\infty(\Sigma_\rho \times B(X)^N, R_s \times \overline{\mathcal{D}_{X1}}, \dot{H}^{s-1}(S^1)) \). Moreover, \( \mathcal{D}_\beta \mathcal{F}(X, \beta, 0) \) is isomorphic from \((X^s)^N\) to \((Y^s)^N\) and \( \mathcal{D}_X \mathcal{F}(X, \beta, 0)(\mathbb{R}^{2N}) \subset Y_1 \) and
\[ (3.11) \quad \mathcal{D}_X \mathcal{F}(X, \beta, 0) \tilde{X} = ((\cos \theta, \sin \theta) y_1, \ldots, (\cos \theta, \sin \theta) y_N), \]
where
\[ y = (y_1^T, \ldots, y_N^T)^T = \Lambda^{-1} J_N D^2 \mathcal{H}\tilde{C}(X) \tilde{X} \]
and \( \Lambda \) and \( J_N \) are defined in (2.12).

Therefore we have
Corollary 3.6. It holds that \( \mathcal{F}(X_s, 0, 0) = 0 \) and \( (\mathcal{D}_{X, \beta} \mathcal{F}(X_s, 0, 0))^{-1} \in L(\dot{H}^{s-1}(S^1))^N, \mathbb{R}^{2N} \times (X^s)^N) \) if and only if \( X_s = (x_1^s, \ldots, x_N^s) \) is a non-degenerate critical point of \( \mathcal{H}\tilde{C}(X) \).

Proof of Theorem 1.1. Following from the Implicit Function Theorem, for \( |\bar{r}| << 1 \), there exist \( (X(\bar{r}), \beta(\bar{r})) \in \Sigma_\rho \times B(X)^N, R_s \), which are \( C^\infty \) in \( \bar{r} \), such that
\[ \mathcal{F}(X(\bar{r}), \beta(\bar{r}), \bar{r}) = 0, \quad X(0) = X_s, \quad \beta(0) = 0. \]
The smoothness of \( \beta(\bar{r}) \) yields \( \beta(\bar{r}) = O(|\bar{r}|) \). The corresponding vortical domains \( \Omega_j, 1 \leq j \leq N \), are determined by (2.14) where \( \Gamma_j \) satisfies \( \text{Re} \Gamma_j \big|_{\bar{r}=1} = r_j \beta_j(\bar{r}) = O(|\bar{r}|r_j) \). Therefore \( r_j^{-1} \partial \Omega_j \) is an \( O(|r_j|) \) perturbation to \( S^1 \) in \( H^s \) topology. This argument can be carried out for any \( s > \frac{3}{2} \). Due to the local uniqueness of the solutions, sufficiently small solutions belong to \( \Sigma_\rho \times (X^s)^N \) for any \( s > \frac{3}{2} \) and thus are independent of \( s > \frac{3}{2} \) for small \( \bar{r} \). This completes the proof of Theorem 1.1. \( \square \)
The properties that $r_j^{-1} \partial \Omega_j$ is an $O(r_j |\vec{r}|)$ perturbation to $S^1$ will be important in the spectral analysis in Section 4. For $\vec{r} = r \tilde{r}_0$ for some fixed $\tilde{r}_0$, the same property is also claimed in Corollary 1 in [40], however, it is not very clear to us how this is obtained in the argument there. The direct application of the Implicit Function Theorem usually yields one order less in $\epsilon$.

Remark 3.7. Using (3.6), one may compute

$$(D_{r}F_j(X_{s}, 0, 0)\vec{r})(\theta) = (D_{r}R_j (X_{s}, 0, 0)\vec{r})(\theta) = \langle \vec{A}, \vec{r} \rangle \cos 2\theta + \langle \vec{B}, \vec{r} \rangle \sin 2\theta$$

for some $\vec{A}, \vec{B} \in \mathbb{R}^N$. From the Implicit Function Theorem and Lemmas 3.5 and 3.1,

$$(D_{r}^{\beta_j}(0)\vec{r})(\theta) = - \left( (D_{\beta}F_j(X_{s}, 0, 0))^{-1}D_{r}F_j(X_{s}, 0, 0)\vec{r} \right)(\theta)$$

$$= 2\pi \mu_j^{-1}(\langle \vec{B}, \vec{r} \rangle \cos 3\theta - \langle \vec{A}, \vec{r} \rangle \sin 3\theta).$$

Therefore we have from (2.15)

$$\Gamma_j(\vec{r})(z) = x_j(\vec{r}) + a_1^j r_j(z + r_j(\vec{Q}, \vec{r})z^3) + O(r_j^3|\vec{r}|^2), \quad a_1^j = 1 + O(|r_j|),$$

for some $\vec{Q} \in \mathbb{C}^N$. This means that $(a_1^j r_j)^{-1} \Omega_j$ is roughly the image of $B_1$ under a mapping $z + O(|r_j|z^3)$, which is basically like an ellipses. To see this, consider the image of $S^1$ under $z + \epsilon^2 z^3$ for small $\epsilon$. One only needs to notice that the boundary is parametrized by $R = 1 + 2\epsilon^2 \cos 2\theta + O(\epsilon^4)$, which satisfies $(\frac{x}{1+2\epsilon^2})^2 + (\frac{y}{1-2\epsilon^2})^2 = 1 + O(\epsilon^4)$.

4. Spectral stability of concentrated steady vortex patches

In this section, we shall study the linearized vortex patch dynamics at the steady states $(X_{s}(\vec{r}), M_{r}\beta_{s}(\vec{r})), \vec{r} \in \mathcal{D}_{\vec{r}}$, found in Theorem 1.1, where

$$X_{s} = (x_{s1}, \ldots, x_{sN})(\vec{r}), \quad \beta_{s}(\vec{r}) = (\beta_{s1}, \ldots, \beta_{sN})(\vec{r}) \in (X^s)^N, \quad \forall s, \quad F(X_{s}(\vec{r}), \beta_{s}(\vec{r}), \vec{r}) = 0,$$

and we shall follow the same notations as in Section 3 and Subsection 2.5. In this section, let $\Gamma_{s\beta}(\vec{r})$ be defined as in (2.15), but by $r_j \beta_{s\beta}(\vec{r})$. Namely $Re\Gamma_{s\beta}(\vec{r})|_{S^1} = r_j \beta_{s\beta}(\vec{r})$. The vorticity $\omega_{s}$, stream function $\Psi_{s}(\vec{r})$, the conformal mappings $\Gamma_{s\beta}(\vec{r})$, and $\Omega_{s\beta}(\vec{r}) = \Gamma_{s\beta}(\vec{r})(B_1)$ are defined accordingly. For notational simplicity, we sometimes skip their $\vec{r}$ dependence in this section.

Let $A(\vec{r})$ denote the linearized operator of the vortex patch dynamics at $(X_{s}(\vec{r}), \beta_{s}(\vec{r}))$. Namely the linearized equation of (2.28) takes the form

$$(4.1) \quad \partial_t (X, \beta) = A(\vec{r})(X, \beta).$$

According to (2.28), $A(\vec{r})$ takes the form

$$(4.2) \quad A(\vec{r}) = A_{1}(\vec{r}), \quad A_{1} \in L((\mathbb{R}^2 \times X^s)^N, \mathbb{R}^2 \times X^s)$$

$$A_j(\vec{r})(X, \beta) = Q(r_j, r_j \beta_{s\beta}(\vec{r}))(P(X, \beta)\phi_j(X_{s}(\vec{r}), M_r \beta_{s}(\vec{r}), \vec{r})(X, \beta)$$

where the boundedness of $A_j(\vec{r})$ is due to Lemmas 2.3 and 3.1. In particular here we also used $\phi_j(X_{s}(\vec{r}), r_j \beta_{s}(\vec{r}), \vec{r}) = 0$ so the term involving the differentiation of $Q$ vanishes. The
spectral stability of the steady \( \omega_s \) corresponding to \( (X_*(\vec{r}), r\beta_*(\vec{r})) \) is determined by the spectrum \( \sigma(A(\vec{r})) \) and the linear stability by \( e^{tA(\vec{r})} \).

The linear operator \( A(\vec{r}) \) inherit an Hamiltonian structure from the nonlinear Hamiltonian one \( 2.33 \). Due to the complicated form of the symplectic operator \( J_p \) in \( 2.33 \), instead of the variations

\[
X = (x_1, \ldots, x_N), \quad \beta = (\beta_1, \ldots, \beta_N),
\]

we consider

\[
\begin{align*}
(4.3a) \quad (X, \beta) &= Q(\vec{r})(y, \alpha), \quad (y, \alpha) = ((y_1^T, \ldots, y_N^T)^T, (\alpha_1, \ldots, \alpha_N)) \in \mathbb{R}^{2N} \times (Y^s)^N, \\
(4.3b) \quad (x_j, \beta_j) &= r_jQ(r_j, r_j\beta_j(\vec{r}))f_j, \quad f_j = (\cos \theta, \sin \theta) y_j + \alpha_j, \quad \alpha_j \in Y^s, \quad j = 1, \ldots, N.
\end{align*}
\]

Here the splitting \( 3.10 \) of \( \dot{H}^s \) is used. In this splitting we denote the corresponding projections by

\[
\pi_0 : (\dot{H}^s(S^1))^N \to \mathbb{R}^{2N}, \quad \pi_j : (\dot{H}^s(S^1))^N \to Y^s, \quad j = 1, \ldots, N
\]

which result in the \( y \) and \( \alpha_j \) components. They also have bounded left inverses \( \pi_j^{-1} \), \( 0 \leq j \leq N \). The following notation \( Q_0 \in L(Y^s, X^s) \) defined based on Lemma \( 2.8 \) will be used for convenience

\[
Q(1,0)(\vec{y}_1 \cos \theta + \vec{y}_2 \sin \theta + \alpha) = (\vec{y}, Q_0 \alpha), \quad \forall \vec{y} = (\vec{y}_1, \vec{y}_2)^T \in \mathbb{R}^{2}, \quad \alpha \in Y^s.
\]

According to Lemma \( 2.8 \) for any small \( \vec{r}, (X, \beta) \in \mathbb{R}^{2N} \times (X^s)^N \) and \( (y, \alpha) \in \mathbb{R}^{2N} \times (Y^s)^N \) are isomorphic, so we shall consider the following conjugate operator of \( A(\vec{r}) \)

\[
\begin{align*}
(4.5) \quad \tilde{A}_0(\vec{r}) &= Q(\vec{r})^{-1}A(\vec{r})Q(\vec{r}) = (\tilde{A}_0, \ldots, \tilde{A}_N)(\vec{r}) \\
\tilde{A}_j(\vec{r})(y, \alpha) &= \Pi_j D_{(X,\beta)}(r_j^{-1}\phi_1, \ldots, r_j^{-1}\phi_N)(X_*, M_\beta, \vec{r})Q(y, \alpha).
\end{align*}
\]

Based on the analysis in Section \( 3 \) we shall first obtain the decomposition in Theorem \( 1.3 \) of \( \mathbb{R}^{2N} \times (Y^s(S^1))^N \) invariant under \( \tilde{A}(\vec{r}) \). In the following lemma we prove that the principle part of \( \tilde{A}(\vec{r}) \) is given by

\[
(4.6) \quad (B_0(\vec{r}))_{2N \times 2N} = \Lambda^{-1} J_N D^2H_0(X_*(\vec{r})), \\
B_Y(\vec{r}) = \text{diag}(\mu_1 r_1^{-2}Dh(0)Q_0, \ldots, \mu_N r_N^{-2}Dh(0)Q_0) \\
= \Lambda M_f^{-2}Dh(0)Q_0 \in L((Y^s)^N, (Y^{s-1})^N),
\]

where \( \Lambda \) and \( J_N \) are defined in \( 2.12 \) and \( h \) in \( 3.4 \). With a slight abuse of notations, when applied to \( \mathbb{R}^{2N} \), \( M_f \) in the following also denotes

\[
(4.7) \quad (M_f)_{2N \times 2N} = \text{diag}(r_1 I_{2 \times 2}, \ldots, r_N I_{2 \times 2}).
\]

\textbf{Lemma 4.1.} For any \( s \), there exists \( C > 0 \) such that, in the decomposition \( \mathbb{R}^{2N} \oplus (Y^s)^N \), \( \tilde{A}(\vec{r}) \) takes the form of

\[
\tilde{A}_0(\vec{r}) = \begin{pmatrix} B_0(\vec{r}) + \tilde{B}_0(\vec{r}) & \tilde{B}_0Y(\vec{r}) \\
\tilde{B}_0Y(\vec{r}) & \tilde{B}_0Y(\vec{r}) + B_Y(\vec{r}) \end{pmatrix} \in L(\mathbb{R}^{2N} \oplus (Y^s)^N, \mathbb{R}^{2N} \oplus (Y^{s-1})^N)
\]
and the corresponding norms satisfy
\[ |\tilde{B}_0| + |\tilde{B}_{0Y}M_\tau| + |\tilde{B}_Y M_\tau| + |M_\tau \tilde{B}_Y| \leq C|\tilde{r}|. \]

**Proof.** For any \((y, \alpha) \in \mathbb{R}^{2N} \times (Y^s)^N\), let \((X, \beta) = Q(\tilde{r})(y, \alpha)\) as defined in (4.3). From Lemma 2.8 we have the more explicit form
\[ (x_j, r_j \beta_j) = Q(1, r_j \beta_j(\tilde{r}))f_j, \]
where \(f_j\) is defined in (4.3) as well. Since \(|\beta_s|_{H^s} = O(|\tilde{r}|)\) proved in Theorem 1.1, we have from (4.4) and Lemma 2.8
\[ (4.8) \quad |x_j - y_j| + |r_j \beta_j - Q_0 \alpha_j|_{H^s} \leq C|\tilde{r}|(|y_j| + |\alpha_j|_{H^s}) \]
for some \(C > 0\) independent of \(\tilde{r}\). From Lemma 3.4
\[ D_{X,\beta}Q(y, \alpha) = \mu_j Dh(r_j \beta_j)(\tilde{r}) + r_j D_{X,\beta}R_j(X_s, M_{\tau} \beta_s, \tilde{r})(X, \beta). \]
Since \(|\beta_s|_{H^s} = O(|\tilde{r}|)\), from (4.8) and Lemmas 3.1 and 3.4 we have
\[ |Dh(r_j \beta_j) - Dh(0)\beta_j|_{H^{s-1}} \leq C|\tilde{r}|(|\alpha_j|_{H^s} + |r_j||\tilde{r}||y_j|), \]
\[ |D_{X,\beta}R_j(X_s, M_{\tau} \beta_s, \tilde{r})(X, \beta) - D_{X,\beta}R_j(X_s, M_{\tau} \beta_s, 0)(y, 0)|_{H^{s-1}} \]
\[ \leq C(|\tilde{r}|(|X| + |\beta|_{H^s}) + |X - y| + |\nabla H_C(X_s(\tilde{r})))|_{\beta|_{H^s}) \leq C|\tilde{r}|(|y| + |M_{\tau}^{-1} \alpha|_{H^s}), \]
where the assumption \(\nabla H_C(X_s(0)) = 0\) is used. They imply
\[ |r_j^{-1} D_{X,\beta}Q(y, \alpha) - \mu_j r_j^{-1} Dh(0)\beta_j - D_{X,\beta}R_j(X_s, 0, 0)(y, 0)|_{H^{s-1}} \]
\[ \leq C|\tilde{r}|(|y| + |M_{\tau}^{-1} \alpha|_{H^s}). \]
While Lemma 3.4 implies
\[ D_{X,\beta}R_j(X_s, 0, 0)(y, 0) = \Lambda^{-1} J_N D^2 H_C(X_s(\tilde{r}))(y) \perp Y^{s-1}, \]
according to Lemma 3.1, we have, for \(\beta_j \in X^s\)
\[ Dh(0)\beta_j \in Y^{s-1}, \quad |Dh(0)\beta_j - r_j^{-1} Dh(0)Q_0 \alpha_j|_{H^s} \leq C|\tilde{r}|(|y_j| + |\alpha_j|_{H^s}). \]
With the above inequalities, we obtain the desired estimates. \(\square\)

The following decomposition lemma is essentially a spectral decomposition.

**Lemma 4.2.** For any \(s\), there exist \(C > 0\), \(S_0(\tilde{r}) \in L(\mathbb{R}^{2N}, (Y^s)^N)\), and \(S_{Y^s}(\tilde{r}) \in L((Y^s)^N, \mathbb{R}^{2N})\), such that \(S_0\) is independent of \(s\) and for any \(s' > s\),
\[ S_{Y^s} = S_Y|_{(Y^{s'})^N}, \quad |M_{\tau}^{-1} S_0| + |S_{Y^s} M_{\tau}^{-1}| \leq C|\tilde{r}|, \quad \tilde{A}(\tilde{r}) Z_0 \subset Z_0, \quad \tilde{A}(\tilde{r})(Z_{Y^s} \cap (H^{s+1})^N) \subset Z_{Y^s}, \]
where
\[ Z_0, Y^s = graph(S_{0, Y^s}) \subset \mathbb{R}^{2N} \perp (Y^s)^N. \]
Moreover, \(S_0\) and \(S_{Y^s}\) are the unique operators satisfying this invariance and
\[ C|\tilde{r}|^3 |M_{\tau}^{-1} S_0| \leq 1, \quad C|\tilde{r}|^3 |S_{Y^s} M_{\tau}^{-1}| \leq 1. \]
Proof. The invariance of the desired $S_0$ is equivalent to
\[
\tilde{B}_Y + (\tilde{B}_Y + B_Y)S_0 = S_0(B_0 + \tilde{B}_0 + \tilde{B}_0Y S_0) \iff \\
M_Y^{-1}S_0 = B_Y^{-1}(M_Y^{-1}S_0)(B_0 + \tilde{B}_0 + \tilde{B}_0Y M_Y(M_Y^{-1}S_0)) \\
- M_Y^{-1}B_Y^{-1}(M_Y^{-1}M_Y\tilde{B}_Y0 + \tilde{B}_Y M_Y M_Y(M_Y^{-1}S_0))
\]
where $B_Y M_Y = M_Y B_Y$ was used. Since $B_Y \in L((Y^s)^N, (Y^{s-1})^N)$ is an isomorphism, the estimates in Lemma 4.1, which hold for all $s$, imply that the above right side is a contraction of $S = M_Y^{-1}S_0$ on the set $C|\tilde{r}|^3|S| \leq 1$ for some $C > 0$. Therefore there exists a unique solution $S_0$ to the above equation such that $|S| \leq C|M_Y^{-1}B_Y^{-1}\tilde{B}_Y0| \leq C|\tilde{r}|$. In addition, for any $s > s'$, this $S_0 \in L(R^{2N}, (Y^s)^N) \subset L(R^{2N}, (Y^{s'})^N)$ is also the unique fixed point of the above operator equation on $L(R^{2N}, (Y^{s'})^N)$. Therefore $S_0$ is independent of $s$.

Similarly, the invariance property of $S_{Y^s}$ is equivalent to
\[
(B_0 + \tilde{B}_0)S_{Y^s} + \tilde{B}_0Y = S_{Y^s}(\tilde{B}_0Y S_{Y^s} + \tilde{B}_Y + B_Y) \in L((Y^{s+1})^N, R^{2N}) \iff \\
S_{Y^s}M_Y^{-1} = (B_0 + \tilde{B}_0 - S_{Y^s} M_Y^{-1} M_Y \tilde{B}_Y0) S_{Y^s} M_Y^{-1} B_Y^{-1} + (\tilde{B}_0 Y M_Y - S_{Y^s} M_Y^{-1} M_Y \tilde{B}_Y M_Y) M_Y^{-2} B_Y^{-1}.
\]
Much as in the previous case, there exists a solution $S_Y$ to the above equation, unique in the class $C|\tilde{r}|^3|S_{Y^s}M_Y^{-1}| \leq 1$, such that $|S_{Y^s}M_Y^{-1}| \leq C|\tilde{B}_0Y M_Y^{-1} B_Y^{-1}| \leq C|\tilde{r}|$. □

Due to the smallness of $S_0$ and $S_{Y^s}$, clearly we have the decomposition $R^{2N} \oplus (Y^s)^N = Z_0 \oplus Z_{Y^s}$ invariant under $\tilde{A}(\tilde{r})$. Let
\[
\tilde{A}_0(\tilde{r}) = \Pi_0 \tilde{A}(I + S_0) \in L(R^{2N}), \quad \tilde{A}^Y(\tilde{r}) = (I - \Pi_0) \tilde{A}(I + S_{Y^s}) \in L((Y^s)^N, (Y^{s-1})^N)
\]
where the notation $\Pi_0$ originally defined in $L((\tilde{H}^a(S^1))^N, R^{2N})$ is slightly abused to denote the equivalent projection from $R^{2N} \oplus (Y^s)^N$ to $R^{2N}$. Clearly $\tilde{A}_0^Y(\tilde{r})$ are actually $\tilde{A}(\tilde{r})$ restricted on $Z_0$ and $Z_{Y^s}$ which are parametrized by $R^{2N}$ and $(Y^s)^N$, respectively. Using the blockwise decomposition of $\tilde{A}$ as in Lemma 4.1, it is straightforward to compute
\[
\tilde{A}_0 = B_0 + \tilde{B}_0 + \tilde{B}_0 Y S_0, \quad \tilde{A}^Y = \tilde{B}_0 Y S_{Y^s} + \tilde{B}_Y + B_Y.
\]
From Lemma 4.1, we obtain
\[
|\tilde{A}_0 - B_0| \leq C|\tilde{r}|.
\]

In this invariant decomposition, $Z_0$ corresponds to small spectrum of $\tilde{A}(\tilde{r})$, where it behaves as a small perturbation of the $2N$-dim linearized point vortex dynamics $B_0$. Therefore if $B_0$ has unstable eigenvalues with positive real parts, then the linearized vortex patch dynamics $A(\tilde{r})$ at $(X_*(\tilde{r}), \beta(\tilde{r}))$ also has unstable eigenvalues. However, the spectral estimate based only on the above lemmas are far from optimal, particular along the $Z_{Y^s}$ subspace, until the Hamiltonian structure is incorporated. In fact, we can write
\[
\tilde{A}(\tilde{r}) = Q(\tilde{r})^{-1} A(\tilde{r}) Q(\tilde{r}) = J L(\tilde{r})
\]
where for \( j = 0, \ldots, N \),
\[
J = \text{diag}(J_0, \frac{1}{\mu_1} \partial_0, \ldots, \frac{1}{\mu_N} \partial_0), \quad (J_0)_{2N \times 2N} = -\Lambda^{-1} J_N, \quad L(\vec{r}) = (L_0, \ldots, L_N)(\vec{r}), \tag{4.12}
\]
\[
L_j(\vec{r})(y, \alpha) = \Pi_j \partial_\theta^{-1} D_{(X, \beta)}(\frac{H_1}{\tau_1} \phi_1, \ldots, \frac{H_N}{\tau_N} \phi_N)|_j(x, \vec{r}, \vec{r}) Q(y, \alpha).
\]
Here \( \partial_\theta^{-1} : \dot{H}^{-1}(S^1) \to \dot{H}^1(S^1) \) is an isomorphism. Clearly from Lemmas 2.8, 3.1, and 3.4 we have
\[
L \in C^\infty(D_R, L(R^{2N} \times (Y^s)^N, R^{2N} \times (Y^s)^N), \quad \forall s,
\]
while \( Q \) in \( L \) induces singularity as \( \vec{r} \to 0 \) as indicated in Lemma 2.8 however. We have.

**Lemma 4.3.** For any \((y, \alpha) \in R^{2N} \times (Y^s)^N, L(\vec{r}) \) satisfies
\[
L_k(\vec{r})(y, \alpha) = \Pi_k(F_1, \ldots, F_N), \quad k = 0, \ldots, N,
\]
where for \( j = 1, \ldots, N \),
\[
F_j(\theta) = \mu_j (|\partial_2 \Gamma_{x_j}|^{-1}(\nabla_{N_j} \Psi_s) \circ \Gamma_{x_j})(e^{i\theta}) f_j(\theta)
\]
\[
- \sum_{j=1}^N \frac{H_j H_{j'}}{\pi \tau_j \tau_{j'}} \int_{S^1} G_0(\Gamma_{x_j}(e^{i\theta}), \Gamma_{x_j'}(e^{i\theta})) f_j(\theta') d\theta'.
\]
Here \( N_{x_j} \) is the unit outward normal vector of \( \partial \Omega_{x_j} \) and \( f = (f_1, \ldots, f_N) \in (\dot{H}^1(S^1))_N \) is defined as in (4.3). Moreover, we have
\[
\partial_\theta L_j(\vec{r})(0, \cdot) - L_j(\vec{r})(0, \partial_\theta : ) \in L((Y^s)^N, Y^s), \quad j = 1, \ldots, N,
\]
and, for any \((y, \alpha), (\vec{y}, \vec{\alpha}) \in R^{2N} \times (Y^s)^N, \)
\[
\langle L(\vec{r})(y, \alpha), (\vec{y}, \vec{\alpha}) \rangle = \langle L(\vec{r})(\vec{y}, \vec{\alpha}), (y, \alpha) \rangle,
\]
where \( \langle \cdot, \cdot \rangle \) the \( L^2 \) duality pair.

**Proof.** To calculate more explicitly the differentiation of \( \phi_j \) defined in (3.3), for any \((y, \alpha) \in R^{2N} \times (Y^s)^N, \) let \((X, \beta) = Q(\vec{r})(y, \alpha) \) as defined in (4.3) and \( \Gamma_j(e), \omega(e), \Gamma_j(e), \Psi(e), \phi_j(e) \) be defined by \((X_e(\vec{r}) + eX, \vec{r}, \beta_e(\vec{r}) + e\beta) \). For simplicity of notations, we skip the \( \epsilon \) in the next a few lines, as well as the \( \vec{r} \) dependence of \((X_e, \beta_e) \). We have
\[
\left( D_{(X, \beta)} \phi_j \right)(X, \vec{r}, \vec{r}) Q(y, \alpha)(\theta) = \partial_\theta \frac{d}{d\epsilon} \left( \Psi (\Gamma_j(e^{i\theta})) \right)|_{\epsilon=0}
\]
\[
= \partial_\theta \left( (\partial_\epsilon \Psi)|_{\epsilon=0} \circ \Gamma_{x_j} + (\partial_\epsilon \Gamma_j)|_{\epsilon=0} \cdot (\nabla \Psi_s) \circ \Gamma_{x_j} \right)(e^{i\theta})
\]
\[
= \partial_\theta \left( (\partial_\epsilon \Psi)|_{\epsilon=0} \circ \Gamma_{x_j} + r_j f_j |\partial_\epsilon \Gamma_{x_j}|^{-1} (\nabla_{N_j} \Psi_s) \circ \Gamma_{x_j} \right)(e^{i\theta}),
\]
where in the last step we used \( \Psi_s \vert_{\partial \Omega_{x_j}} = \text{const} \) and the fact that \( r_j f_j |\partial_\epsilon \Gamma_{x_j}|^{-1} \) is equal to the normal component \( \nu_j \) of \((\partial_\epsilon \Gamma_j)|_{\epsilon=0} \) according to the definition of \( Q \) in Lemma 2.8. Using Lemma 2.2, one may compute \((\partial_\epsilon \Psi)|_{\epsilon=0} \)
\[
(\partial_\epsilon \Psi)|_{\epsilon=0}(x) = -\int_\Omega G_0(x, y) |(\partial_\epsilon \omega)|_{\epsilon=0}(y) d\mu_y.
\]
Therefore,\[ (\partial_t \omega)_{|t=0} = \sum_{k=1}^{\infty} \frac{\mu_k}{\pi r_k} \nu_k \delta_{k\Omega_j}, \]
which along with \( \nu_k \circ \Gamma_{*k} = r_k f_k |\partial_x \Gamma_{*k}|^{-1} \) implies
\[ (\partial_t \Psi)_{|t=0}(x) = -\sum_{k=1}^{N} \frac{\mu_k}{\pi r_k} \int_{S^1} G_0(x, \Gamma_{*k}(\epsilon^{i\theta'})) f_k(\theta')d\theta'. \]

Therefore,
\[
\left( \mathcal{D}(X, \beta) \phi_j \right)(X, r\beta, \tilde{r}) Q(y, \alpha) \right)(\theta) = \partial_{\theta} \left( -\sum_{j=1}^{N} \frac{\mu_j}{\pi r_j} \int_{S^1} G_0(\Gamma_{*j}(\epsilon^{i\theta'}), \Gamma_{*j'}(\epsilon^{i\theta''})) f_j(\theta')d\theta' \right. \\
\left. + r_j \left( [\partial_x \Gamma_{*j}]^{-1}(\nabla_{N_j} \Psi) \circ \Gamma_{*j}(\epsilon^{i\theta}) f_j(\theta) \right) \right),
\]
which and \( \Pi_k \partial_{\theta} \partial_{\theta} = \Pi_k \) immediately yield the formula for \( L_k(\tilde{r}) \) for \( 0 \leq k \leq N \).

For any \((y, \alpha), (\tilde{y}, \tilde{\alpha}) \in \mathbb{R}^{2N} \times (Y^\ast)^N \), let \( f, \tilde{f} \in \left( \tilde{H}^s(S^1)^N \right) \) be defined as in (4.3). From the definition of \( \Pi_k, k = 0, \ldots, N \), we have
\[
\langle L(\tilde{r}) (y, \alpha), (\tilde{y}, \tilde{\alpha}) \rangle = \sum_{j=1}^{N} \int_{S^1} G_0(\Gamma_{*j}(\epsilon^{i\theta'}), \Gamma_{*j'}(\epsilon^{i\theta''})) f_j(\theta')d\theta' \\
- \sum_{j,j'=1}^{N} \frac{\mu_j \mu_j'}{\pi r_j r_j'} \int_{S^1 \times S^1} G_0(\Gamma_{*j}(\epsilon^{i\theta'}), \Gamma_{*j'}(\epsilon^{i\theta''})) f_j(\theta')d\theta' d\theta'
\]
and thus the symmetry of \( L(\tilde{r}) \) follows.

To complete the proof of the lemma, we show the estimate on the commutator \([\partial_{\theta}, L_j] \) for \( 1 \leq j \leq N \). For any \( \alpha \in (Y^\ast)^N \), let \( (f_1, \ldots, f_N) \) be defined as in (4.3) by \((0, \alpha)\) and
\[
\tilde{L}_j \alpha = \Pi_j(\tilde{F}_1, \ldots, \tilde{F}_N), \quad \tilde{F}_k(\theta) = \frac{\mu_k}{\pi r_k} \int_{S^1} \log |\Gamma_{*k}(\epsilon^{i\theta}) - \Gamma_{*k}(\epsilon^{i\theta'})| f_k(\theta')d\theta'.
\]

From the definition (2.7) of \( G_0 \), it is straight forward to prove that
\[
\alpha \longrightarrow \partial_{\theta}(L_j(0, \alpha) - \tilde{L}_j \alpha) - (L_j(0, \partial_{\theta} \alpha) - \tilde{L}_j \partial_{\theta} \alpha) \in L((Y^\ast)^N, Y^\ast).
\]

With slight abuse of the notation \( \Pi_j \), one may compute through integration by parts
\[
\tilde{L}_j \partial_{\theta} \alpha = \frac{\mu_j^2}{\pi r_j^2} \Pi_j \int_{S^1} \log |\Gamma_{*k}(\epsilon^{i\theta}) - \Gamma_{*k}(\epsilon^{i\theta'})| \partial_{\theta} f_j(\theta')d\theta' \\
= \frac{\mu_j^2}{\pi r_j^2} \Pi_j \text{Re} \int_{S^1} \frac{ie^{i\theta'} \partial_{\theta} \Gamma_{*j}(\epsilon^{i\theta'})}{\Gamma_{*j}(\epsilon^{i\theta'}) - \Gamma_{*j}(\epsilon^{i\theta'})} f_j(\theta')d\theta'.
\]
Therefore
\[
\partial_\theta \tilde{L}_j \alpha - \tilde{L}_j \partial_\theta \alpha = \frac{\mu^2}{\pi r_j^2} \Re \int_{S^1} \frac{ie^{i\theta} \partial_\theta \Gamma_{s_j}(e^{i\theta}) - ie^{i\theta'} \partial_\theta \Gamma_{s_j}(e^{i\theta'})}{\Gamma_{s_j}(e^{i\theta}) - \Gamma_{s_j}(e^{i\theta'})} f_j(\theta') d\theta'.
\]
Since the above kernel \( \frac{ie^{i\theta} \partial_\theta \Gamma_{s_j}(e^{i\theta}) - ie^{i\theta'} \partial_\theta \Gamma_{s_j}(e^{i\theta'})}{\Gamma_{s_j}(e^{i\theta}) - \Gamma_{s_j}(e^{i\theta'})} \) is a smooth function of \( \theta \) and \( \theta' \), we obtain the boundedness of above commutator. This completes the proof of the lemma. \( \square \)

The above lemma implies that the linearized vortex patch dynamics possesses a Hamiltonian structure. We shall further analyze the boundedness of above commutator. This completes the proof of the lemma.

**Lemma 4.4.** There exists \( C > 0 \) such that, for any \( (y, \alpha) \in \mathbb{R}^{2N} \times (Y^0)^N \),
\[
|\langle (L(y, \alpha), (y, \alpha)) \rangle + \langle D^2 H_c(X_s) y, y \rangle - \sum_{j=1}^N \sum_{k=2}^\infty \frac{\mu^2 k - 1}{2 k \pi} |\hat{\alpha}_j(k)|^2 | |
\leq C \overline{\nabla}(|y|^2 + |y||M_{f^{-1}}^{-1} \alpha|_{L^2} + |\alpha|_{L^2} |M_{f}^{-1} \alpha|_{L^2}),
\]
where \( \hat{\alpha}_j(k) \) is the \( k \)-th Fourier coefficient of \( \alpha_j \).

**Proof.** Since the symmetric \( L(\tilde{r}) = J^{-1} \tilde{A}(\tilde{r}) \), it can be written as
\[
L(\tilde{r}) = \begin{pmatrix} \Lambda J_N(B_0 + \tilde{B}_0) & \Lambda J_N \tilde{B}_0 Y_0 \\ \Lambda \partial_{\theta}^{-1} \tilde{B}_0 Y_0 & \Lambda \partial_{\theta}^{-1}(\tilde{B}_Y + B_Y) \end{pmatrix} \in L(\mathbb{R}^{2N} \oplus (Y^s)^N).
\]
From Lemma 4.4, we have
\[
|\langle (L(y, \alpha), (y, \alpha)) \rangle - \langle \Lambda J_N B_0 y, y \rangle - \langle \Lambda \partial_{\theta}^{-1} B_Y \alpha, \alpha \rangle |
= |\langle \Lambda J_N \tilde{B}_0 y, y \rangle + \langle \Lambda J_N \tilde{B}_0 Y_0 M_f^{-1} \alpha, y \rangle + \langle \Lambda \partial_{\theta}^{-1} M_f \tilde{B}_0 Y_0 y, M_f^{-1} \alpha \rangle + \langle \Lambda \partial_{\theta}^{-1} \tilde{B}_Y M_f^{-1} \alpha, \alpha \rangle |
\leq C \overline{\nabla}(|y|^2 + |y||M_{f^{-1}}^{-1} \alpha|_{L^2} + |\alpha|_{L^2} |M_{f}^{-1} \alpha|_{L^2}).
\]

From (4.6), we have
\[
\Lambda J_N B_0 = -D^2 H_c(X_s(\tilde{r})), \quad \Lambda \partial_{\theta}^{-1} B_Y = \Lambda^2 M_{f^{-2}} \partial_{\theta}^{-1} Dh(0) Q_0.
\]
Direct computations based on (4.4) and Lemma 2.8 and 3.1 yield
\[
\partial_{\theta}^{-1} Dh(0) Q_0 \sum_{k=2}^\infty \infty (A_k \cos k \theta + B_k \sin k \theta) = \sum_{k=2}^\infty \frac{k - 1}{2 k \pi} (A_k \cos k \theta + B_k \sin k \theta)
\]
and the desired estimate follows. \( \square \)

Along with Lemma 4.2, we immediately obtain the uniform positivity of \( L \) on \( Z_{Y^0} \).

**Corollary 4.5.** There exists \( \delta > 0 \) such that, for any \( (y, \alpha) \in Z_{Y^0} \),
\[
\langle (L(y, \alpha), (y, \alpha)) \rangle \geq \delta |M_{f^{-1}}^{-1} \alpha|_{L^2}^2.
\]
Consequently \( L \) has a finite Morse index for \( s = 0 \), namely, on \( \mathbb{R}^{2N} \times (Y^0)^{2N} \). In fact, the quadratic form \( \langle L, \cdot, \cdot \rangle \) has only finitely many non-positive directions. There have been extensive results on such linear Hamiltonian operators \( \tilde{A} = JL \), e.g. see in [23]. In particular we have that the \( L \)-orthogonal complement of \( Z_{Y^0} \) in \( \mathbb{R}^{2N} \times Y^0 \) is also invariant under \( \tilde{A} \). Due to \( Z_{Y^0} \) being close to \( \{ y = 0 \} \) and the uniqueness of invariant subspaces near \( \{ \alpha = 0 \} \) given in Lemma 4.2, \( Z_0 \) must be the \( L \)-orthogonal complement of \( Z_{Y^0} \).

**Corollary 4.6.** It holds that \( \langle L(y, \alpha), (\tilde{y}, \tilde{\alpha}) \rangle = 0 \) for any \((y, \alpha) \in Z_0 \) and \((\tilde{y}, \tilde{\alpha}) \in Z_{Y^0} \).

According to Proposition 12.1 and Lemma 3.1 in [23], \( \tilde{A} \) generates a \( C^0 \) group \( e^{t\tilde{A}} \) on \( \mathbb{R}^{2N} \times (Y^0)^{N} \) such that

1. \( e^{t\tilde{A}} \) preserves \( \langle L, \cdot, \cdot \rangle \) and \( \langle J^{-1} \cdot, \cdot \rangle \), namely \( (e^{t\tilde{A}})^*L e^{t\tilde{A}} = L \) and \( (e^{t\tilde{A}})^*J^{-1}e^{t\tilde{A}} = J^{-1} \),

where \( (\cdot)^* \) denote the adjoint operator on \( L^2 \);

2. \( e^{t\tilde{A}}(Z_0) = Z_0 \) and \( e^{t\tilde{A}}(Z_{Y^0}) = Z_{Y^0} \).

Furthermore we have

**Lemma 4.7.** There exists \( C > 0 \) such that

1. \( |e^{t\tilde{A}}|_{Z_{Y^0}} \leq C, \quad \forall \ t \in \mathbb{R} \).

2. Consequently, \( \sigma(\tilde{A}|_{Z_{Y^0}}) \subset \{ \lambda \in i\mathbb{R} \mid |\lambda| \geq C^{-1}|\vec{\rho}|^{-2} \} \).

3. \( \sigma(A) = \sigma(\tilde{A}|_{Z_0} \cup \sigma(\tilde{A}|_{Z_{Y^0}}) \) and \( |\lambda| \leq C \) for any \( \lambda \in \sigma(\tilde{A}|_{Z_0}) \).

When the spectra are concerned in the above, \( A, \tilde{A}, \) and \( \tilde{A}|_{Z_{Y^0}} \) are considered as (unbounded) closed operators on \( \mathbb{R}^{2N} \times (X^0)^{N}, \mathbb{R}^{2N} \times (Y^0)^{N}, \) and \( Z_{Y^0} \) respectively.

**Proof.** Conclusion (3) is a direct consequence of the invariance of \( Z_0 \) and \( Z_{Y^0} \) under \( \tilde{A} \) and \( (4.11), (4.16) \). Conclusion (1) also follows from the invariance of \( Z_{Y^0} \), the conservation of \( \langle L, \cdot, \cdot \rangle \), and its positivity on \( Z_{Y^0} \) (Corollary 4.5), which also implies that \( \sigma(\tilde{A}|_{Z_{Y^0}}) \) is purely imaginary. To complete the proof of the lemma, we only need to show the lower bound on spectral points of \( \tilde{A}|_{Z_{Y^0}} \). In fact, \((4.15) \) and \((4.16) \) imply that \( B_Y \) is anti-self-adjoint on \( (Y^0)^N \) and there exists \( \delta > 0 \) such that

\[
|M^{-2}_\vec{\rho}(i\lambda - B_Y)^{-1}|_L((Y^0)^N) \leq C, \quad \forall \lambda \in \mathbb{R}[-|\vec{\rho}|^2, |\vec{\rho}|^2].
\]

From \((4.10) \) and \( B_Y M^{-1}_\vec{\rho} = M^{-1}_\vec{\rho} B_Y \), we have

\[
i\lambda - M^{-1}_\vec{\rho} \tilde{A}^\dagger M^{-1}_\vec{\rho} = (I - (M^{-1}_\vec{\rho} B_Y S_Y M^{-2}_\vec{\rho} + M^{-1}_\vec{\rho} \tilde{B}_Y M^{-2}_\vec{\rho}))(i\lambda - B_Y)^{-1}(i\lambda - B_Y).
\]

Lemmas \((4.11) \) and \((4.12) \) and the above resolvent inequality imply

\[
|(M^{-1}_\vec{\rho} \tilde{B}_Y S_Y M^{-2}_\vec{\rho} + M^{-1}_\vec{\rho} \tilde{B}_Y M^{-2}_\vec{\rho})(i\lambda - B_Y)^{-1}| \leq C|\vec{\rho}| M^{-1}_\vec{\rho}
\]

and thus we obtain \( i\lambda \in \sigma(M^{-1}_\vec{\rho} \tilde{A}^\dagger M^{-1}_\vec{\rho}) = \sigma(\tilde{A}|_{Z_{Y^0}}) \). \( \square \)

**Remark 4.8.** The above results imply that, in the \( L^2 \) metric on \((X, \beta)\), the linearized vortex patch dynamics \( e^{t\tilde{A}(\vec{\rho})} \) at \((X_s(\vec{\rho}), \beta(\vec{\rho})) \) is spectrally and linearly stable in the \( 2N \)-codim invariant subspace \( QZ_{Y^0} \) and thus its stability is completely determined by the
flow restricted on the $2N$-dim invariant subspace $QZ_0$. This $2N$-dim linear dynamics $e^{tA(\vec{r})}QZ_0$ is conjugate to $e^{t\tilde{A}0}$ on $Z_0$ which is a perturbation to $e^{tB_0}$, the linearized point vortex dynamics. In fact, parametrizing $Z_0$ by $\{\alpha = 0\}$, $e^{t\tilde{A}0}|_{Z_0}$ also has a Hamiltonian

$$\tilde{H}(\vec{r}, y) = \frac{1}{2}(I + S_0)\lambda(I + S_0)y, y \in R^{2N},$$

and an appropriate symplectic structure. Therefore all the perturbation results on finite dimensional linear Hamiltonian systems apply, including, but not limited to

1. If $\pm D^2H_C(X_s(0)) > 0$, then $e^{tA(\vec{r})}$ is stable.
2. If $\sigma(B_0(0)) \subset iR\{0\}$ and, when restricted to the eigenspace of any eigenvalue of $B_0(0)$, $D^2H_C(X_s(0))$ is either positive or negative, then $e^{tA(\vec{r})}$ is stable. This case is sometimes referred to as strongly linearly stable.
3. If $\exists \lambda \in \sigma(B_0(0)) \setminus iR$, then $e^{tA(\vec{r})}$ is unstable and has exponential trichotomy.
4. If the nonsingular symmetric matrix $B_0(0)$ has an odd Morse index, namely, number of negative directions, then it has a positive eigenvalue and thus the above unstable case occurs.

See, for example, [1, 23] for more details for spectral and linear analysis.

To end this section, we consider the spectral of the linearized vortex patch dynamics at $(X_s(\vec{r}), \beta_s(\vec{r}))$ in $R^{2N} \times (X^s)$ for $s > 0$. In fact we have

**Lemma 4.9.** When considered as unbounded closed operators on $R^{2N} \times (X^s)^N$, $s \geq 0$, the spectrum $\sigma(A(\vec{r}))$ consists of isolated eigenvalues only and is independent of $s$.

**Proof.** The proof is rather standard and we shall only sketch it. Let $\sigma_s$ denote the spectrum of $A(\vec{r})$ on $R^{2N} \times (X^s)^N$. We shall work on the conjugate operator $\tilde{A}(\vec{r})$. On the one hand, since $B^{-1}_Y \in L((Y^s)^N, (Y^{s+1})^N)$ is compact when considered in $L((Y^s)^N)$, $\sigma_s$ has only isolated eigenvalues for any $s$ and any eigenfunctions in $R^{2N} \times (Y^0)^N$ automatically belong to $R^{2N} \times (Y^s)^N$, which implies $\sigma_0 \subset \sigma_s$. On the other hand, let $\lambda \notin \sigma_0$. Apparently $\lambda - A$ is one-to-one on $\in R^{2N} \times (Y^s)^N$. First consider the case when $s > 0$ is an integer. For any $u \in R^{2N} \times (Y^s)^N$, since $\lambda \notin \sigma_0$, we first have $u = (\lambda - A)^{-1}v \in R^{2N} \times (Y^1)^N$. Inductively the commutator estimate $[1, 14]$ implies $u \in R^{2N} \times (Y^{s+1})^N$. Therefore $\lambda - \tilde{A} : R^{2N} \times (Y^{s+1})^N \rightarrow R^{2N} \times (Y^s)^N$ is an isomorphism and thus $\lambda \notin \sigma_s$, which also holds for general $s > 0$ through interpolation. This completes the proof.

**Corollary 4.10.** $\tilde{A}(Z_{Y^{s+1}}) = Z_{Y^s}$ for any $s \geq 0$.

Even though $A(\vec{r})$ has the same spectra on $R^{2N} \times (X^s)^N$, $s \geq 0$, and $e^{t\tilde{A}(\vec{r})}|_{Z_{Y^0}}$ is linearly stable, it might happen that it has some algebraic growth on $Z_{Y^s}$, $s > 0$, in $H^s$ norm.

5. Continuous concentrated steady vorticities

In this section, fixing the vorticities $\mu_1, \ldots, \mu_N \in R\{0\}$ as given in Theorem [1, 5] and $s > \frac{1}{2}$, we shall prove Theorem [1, 5] on the existence of $C^{0,1}$ concentrated steady vorticities $\omega = \Sigma_{j=1}^N \omega_j$ satisfying (1.6) and (1.7). According to Lemma [2, 5] $\omega$ is steady if, for each
$j, \omega_j = \Delta \Psi = \bar{f}(\Psi)$ on $\Omega_j = \text{supp}(\omega_j)$ for some $\bar{f}$, where $\Psi$ is the stream function of $\omega$ given in Lemma 2.2. Since $\Omega_j$ is close to a disk, we start with the above semilinear elliptic equation on $B_1$. For each $j = 1, \ldots, N$, we take $f_j$ such that

\begin{equation}
(5.1a) \quad f_j \in C^\infty(\mathbb{R}, \mathbb{R}), \text{ odd, } f_j(0) < 0, \quad f_j(\tau) > 0 \text{ on } \mathbb{R},
\end{equation}

\begin{equation}
(5.1b) \quad \exists \text{ a negative radial solution } \psi_j^* \text{ to } \Delta \psi_j = f_j(\psi_j) \text{ in } B_1, \quad \psi_j|_{S^1} = 0,
\end{equation}

\begin{equation}
(5.1c) \quad \Delta - f'_j(\psi_j^*) \text{ is non-degenerate.}
\end{equation}

More specifically, (5.1c) requires that $\Delta - f'_j(\psi_j^*)$, viewed as a self-adjoint operator on $L^2(B_1)$, does not contain 0 in its spectrum; this is of course a generic condition. Indeed, the class of $f_j$ satisfying (5.1) is quite large (cf., e.g., [4, 14, 24]). As in Section 3, fix $\rho > 0$ satisfying (3.1). Our procedure to obtain Lipschitz concentrated steady vorticity is roughly the following:

**Step 1.** For any 

$$X = (x_1, \ldots, x_N) \in \Sigma_\rho, \quad \beta = (\beta_1, \ldots, \beta_N) \in B_{(X^*)^N} R_s, \quad \vec{r} \in D_R,$$

where $X^*$, $R_s$, $D_R$ are defined in (2.17), (2.18), and (3.2) and $B_{(X^*)^N} R_s$ is the ball of radius $R_s$ in $(X^*)^N$, define $\tilde{\Gamma}_j, \Gamma_j$, and $\Omega_j = \Gamma_j(B_1)$ as in (2.14), (2.15), and (2.19).

**Step 2.** Through the conformal mapping coordinates $\Gamma_j$, consider the elliptic problem

\begin{equation}
\Delta \tilde{\psi} = |1 + \partial_2 \tilde{\Gamma}_j|^2 f_j(\tilde{\psi}), \quad \tilde{\psi} : B_1 \to \mathbb{R}, \quad \tilde{\psi}|_{S^1} = 0.
\end{equation}

By Implicit Function Theorem, there exists a unique solution $\tilde{\psi}_j$ close to $\psi_j^*$ in $H^{3/2}(B_1)$ topology. Let

\begin{equation}
\psi_j = \frac{\mu_j \tilde{\psi}_j \circ \Gamma_j^{-1}(B_1)}{\int_{B_1} |1 + \partial_2 \Gamma_j|^2 f_j(\psi_j) d\mu}, \quad \omega_j = \frac{\mu_j \chi_{\Gamma_j(B_1)} f_j(\tilde{\psi}_j \circ \Gamma_j^{-1})}{(a^2 \tau)^2 \int_{B_1} |1 + \partial_2 \Gamma_j|^2 f_j(\tilde{\psi}_j) d\mu}.
\end{equation}

Clearly

\begin{equation}
\omega_j = \Delta \psi_j \text{ on } \Omega_j = \Gamma_j(B_1) = \text{supp}(\omega_j), \quad \int_{\Omega_j} \omega_j d\mu = \mu_j.
\end{equation}

**Step 3.** Define

\begin{equation}
\omega = \sum_{j=1}^N \omega_j, \quad \text{and } \Psi = (\Delta \omega)^{-1} \omega + \sum_{j=1}^n c_j \mathcal{H}_j \text{ as defined by Lemma 2.2.}
\end{equation}

By Lemma 2.2 it holds that $\Delta \Psi = \Delta \psi_j$ on $\Omega_j, j = 1, \ldots, N$. For $|\vec{r}| < \rho$, the domains $\Omega_j$ are mutually disjoint. So if $\Psi = \text{const}$ on each $\partial \Omega_j$, then $\Psi - \psi_j = \text{const}$ on each $\Omega_j$ and thus by Lemma 2.5 $\omega$ is a steady solution to the Euler equation. Therefore consider

\begin{equation}
\phi_j(X, \beta, \vec{r})(\theta) = \partial_{\theta} \Psi(\Gamma_j(e^{i\theta}))
\end{equation}
Lemma 3.4. We shall just point out the major modifications.

Proof. ψ in [33] on which the proof of Lemma 3.1 was actually based. When defined on Ω, it is readily clear that the smoothness of ˜g, Rj(X, β, r) = −μj −1 a1 j (ieiθ(1 + ∂e ˜Γj(eiθ))) · ∇j Hg(X)

where Hg was defined in (2.11).

Equivalently, we have

Lemma 5.1. If φj(X, β, r) ≡ 0 for j = 1, ..., N, then the corresponding ω is a steady state of the Euler equation.

The above condition will be achieved by choosing proper X ∈ Σρ and β ∈ (Xs)N through a perturbation argument carried in the rest of the section.

As in Section 3 we start with the regularity of φj and its smoothness in X, β, and r.

Lemma 5.2. There exists R > 0 such that

φj(X, β, r) = rj Rj(X, β, r) + μj hj(βj)

with

(hj(βj))(θ) = 1/2π ∫ Ωj ωj(y) log |Γj(eiθ) − y|dμy

satisfying

hj ∈ C∞(Bx°,R, ̃Hs−1(S1)), Rj ∈ C∞(Σρ ∩ Bx°,R, ̃Hs−1(S1)), hj(0) = 0, Rj(X, β, 0) = lim |θ|→0 Rj(X, β, r) = −μj −1 a1 j (ieiθ(1 + ∂e ˜Γj(eiθ))) · ∇j Hg(X)

where Hg was defined in (2.11).

Proof. Much as the calculations in (3.4), we have

hj(βj)(θ) = μj 2π B1 |1 + ∂2 2Γj(ψj) − Re ∫ B1 |1 + ∂2 2Γj(ψj)|2 fj(ψj)dμ |1 + ∂2 2Γj−1(eiθ)| e+iθ z + ∂2 2Γj−1(eiθ) − Γj−1(1 + ∂e 2Γj−1(eiθ)) × dfj(ψj)dμ.

It is readily clear that hj indeed depends only on βj and in particular independent of r. The property hj(βj) ∈ ̃Hs−1(S1) and its smooth dependence on βj follow from Lemma B.3 in [33] on which the proof of Lemma 3.1 was actually based. When βj = 0, Γj(z) = xj + rjz, ˜ψj = ψj, and Ωj is a disk of radius rj. Therefore hj(0) = 0 since ωj is radially symmetric.

The regularity of Rj and its smooth dependence on (X, β, r) can be proved much as in Lemma 3.4. We shall just point out the major modifications.

By using (5.2), it is straight forward to prove that the mapping βj → ˜ψj belongs to C∞(X°, Hs+ ̃H(1)(B1)) (see Lemma B.1 in [33] for details). For any smooth function γ(x, y) defined on Ω2 and 1 ≤ j, j′ ≤ N, one may compute

∂θ ∫ |Ωj| γ(Γj(eiθ), y)ωj(y)dμy = ∫ B1 |1 + ∂2 2Γj(ψj)|2 fj(ψj)dμ ∫ B1 |1 + ∂2 2Γj−1(eiθ)| e+iθ z + ∂2 2Γj−1(eiθ) − Γj−1(1 + ∂e 2Γj−1(eiθ)) × ((∇, γ)(Γj(eiθ), Γj(1 + ∂e 2Γj−1(eiθ)))) · (ieiθ(1 + ∂e 2Γj−1(eiθ))) dμ.

and thus such quantities are valued in ̃Hs−1(S1) and smooth in (X, β, r). Therefore, the smoothness of ˜g(x, y) and Hj(x) in the definition of Ψ, as well as the smoothness of
log |x − y| for x ∈ Ωj ̸= Ωj ⊃ y, implies the smooth dependence of Rj on X, β, and ̇r. Finally, Γj(z) = xj if rj = 0, the above expressions yields the formula of Rj(X, β, 0) just as in Lemma 3.4. □

Define ℱ(X, β, ̇r) = (ℱ1, . . . , ℱN)(X, β, ̇r) by exactly the same formula as in (3.9) and split \( (\dot{H}^s(S^1))^N = Y_1 \oplus (Y^s)^N \) orthogonally with respect to \( L^2(S^1) \) as in (3.10). The above Lemma implies the following lemma parallel to Lemma 3.5.

**Corollary 5.3.** \( \mathcal{F} \in C^\infty(\Sigma_\rho \times B_{(X^s)^N, R_s} \times \overline{D_{R_s}} \cdot \dot{H}^{s-1}(S^1)) \). Moreover, for any \( X \in \Sigma_\rho \), \( \mathcal{D}_\beta \mathcal{F}(X, \beta, 0) \) is isomorphic from \( (X^s)^N \) to \( (Y^{s-1})^N \) and \( \mathcal{D}_X \mathcal{F}(X, \beta, 0)(\mathbb{R}^{2N}) \subset Y_1 \) and

\[
\mathcal{D}_\beta \mathcal{F}(X, \beta, 0)\alpha = (\mu_1 \mathcal{D}h_1(0)\alpha_1, \ldots, \mu_N \mathcal{D}h_N(0)\alpha_N),
\]

\[
\mathcal{D}_X \mathcal{F}(X, \beta, 0)\tilde{X} = ((\cos \theta, \sin \theta)y_1, \ldots, (\cos \theta, \sin \theta)y_N),
\]

where

\[
y = (y_1^T, \ldots, y_N^T)^T = \Lambda^{-1} J_N D^2 H_C(X) \tilde{X}
\]

and \( \Lambda \) and \( J_N \) are defined in (2.12).

Unlike in Section 3, the eigenvalues of \( \mathcal{D}h_j(0) \) are much harder to be computed explicitly due to the nonlinear \( f_j \). The following lemma follows from a very slight modification of Proposition 4.1 and Lemma 4.2 in [33] and we skip its proof. (Even though the proof there was for the case \( \mu_j > 0 \), the case of \( \mu_j < 0 \) follows from the oddness of \( f_j \).)

**Lemma 5.4.** There exists \( \delta > 0 \) such that

\[
(\mathcal{D}h_j(0)) \sum_{m=3}^\infty (a_m \cos m\theta + b_m \sin m\theta) = \sum_{m=2}^\infty m\lambda_{j,m}(b_{m+1} \cos m\theta - a_{m+1} \sin m\theta)
\]

where \( \lambda_{j,m} \in \mathbb{R} \) and \( |\lambda_{j,m}| \geq \delta \).

Therefore we have

**Corollary 5.5.** It holds that \( \mathcal{F}(X_*, 0, 0) = 0 \) and \( (\mathcal{D}_{(X, \beta)} \mathcal{F}(X_*, 0, 0))^{-1} \in L((\dot{H}^{s-1})^N, \mathbb{R}^{2N} \times (X^s)^N) \) if and only if \( X_* = (x_1^*, \ldots, x_N^*) \) is a non-degenerate critical point of \( H_C(X) \).

As in the last step of Section 3, following from the Implicit Function Theorem, for \( |\tilde{r}| << 1 \), there exists \( (X(\tilde{r}), \beta(\tilde{r})) \in \Sigma_\rho \times B_{(X^s)^N, R_s} \) smooth in \( \tilde{r} \), such that

\[
\mathcal{F}(X(\tilde{r}), \beta(\tilde{r}), \tilde{r}) = 0, \quad X(0) = X_*, \quad \beta(0) = 0.
\]

It yields the desired steady concentrated vorticity \( \omega \) whose vortical domain boundaries \( \partial \Omega_j \) are \( O(|\tilde{r}|^2) \) perturbations to a small circle of radius \( r_j \). Such \( \omega \) is continuous on \( \Omega \) and piecewise smooth on \( \Omega_1, \ldots, \Omega_N, \Omega \setminus \bigcup_{j=1}^N \Omega_j \) due to the construction. Remark 3.7 also applies here.
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