Purpose: The goal of this study was to determine how various aspects of cognition predict speech recognition ability across different levels of speech vocoding within a single group of listeners.

Method: We tested the ability of young adults ($N = 32$) with normal hearing to recognize Perceptually Robust English Sentence Test Open-set (PRESTO) sentences that were degraded with a vocoder to produce different levels of spectral resolution (16, eight, and four carrier channels). Participants also completed tests of cognition (fluid intelligence, short-term memory, and attention), which were used as predictors of sentence recognition. Sentence recognition was compared across vocoder conditions, predictors were correlated with individual differences in sentence recognition, and the relationships between predictors were characterized.

Results: PRESTO sentence recognition performance declined with a decreasing number of vocoder channels, with no evident floor or ceiling performance in any condition. Individual ability to recognize PRESTO sentences was consistent relative to the group across vocoder conditions. Short-term memory, as measured with serial recall, was a moderate predictor of sentence recognition ($\rho = 0.65$). Serial recall performance was constant across vocoder conditions when measured with a digit span task. Fluid intelligence was marginally correlated with serial recall, but not sentence recognition. Attentional measures had no discernible relationship to sentence recognition and a marginal relationship with serial recall.

Conclusions: Verbal serial recall is a substantial predictor of vocoded sentence recognition, and this predictive relationship is independent of spectral resolution. In populations that show variable speech recognition outcomes, such as listeners with cochlear implants, it should be possible to account for the independent effects of spectral resolution and verbal serial recall in their speech recognition ability.
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serial recall is the primary ability that predicts vocoded sentence recognition in these listeners.

**Differences in Cognition Across Speech Recognition Tasks**

For speech recognition, a common, clinically relevant task is to identify words or sentences in some form of competing noise. Recognizing speech in noise requires segregating auditory streams from one another, attending the relevant stream, and identifying speech cues in the partially masked relevant stream (for a review, see Shinn-Cunningham & Best, 2008). Speech recognition performance is not correlated across speech-in-noise maskers and speech-in-speech maskers or between native and nonnative speech recognition (McLaughlin et al., 2018), which indicates that the skills required for listening in different adverse conditions depend on the adverse condition (see also Mattys et al., 2012, for a review). The extent to which these cognitive factors are relied upon also depends on the complexity of the speech task. Tasks with little linguistic processing, such as discriminating two phonemes from one another, show little relationship with aspects of cognition, whereas tasks that include more linguistic elements, such as word or sentence recognition, are correlated with measures of memory and attention (Heinrich et al., 2015, 2016). To simplify the approach used a single auditory stream and therefore did not necessitate stream segregation and the associated attentional mechanisms, while still allowing for semantic and lexical processing of meaningful speech. The removal of this stream segregation requirement likely changes the cognitive factors at play in speech recognition, so it is possible that the cognitive factors that support speech recognition will differ between this study and previous studies of speech in noise. To assess this possibility, we used a battery of tasks designed to test fluid intelligence, short-term memory, and attention.

**Fluid Intelligence**

The rise of cognitive hearing science (Arlinger et al., 2009) has emphasized the role of cognition in speech recognition, but previous studies have not always clearly distinguished between distinct elements of cognition and the processes required to successfully perform a speech recognition task. Some studies have found that a single overall “cognition” factor predicts some of the variance in speech recognition in noise (Humes et al., 2013; Rönnberg et al., 2016; van Rooij & Plomp, 1990). A recent meta-analysis by Dryden et al. (2017) showed that most groupings of cognitive tasks by subdomains, such as inhibitory control and working memory, produced similar correlations between different subdomains and sentence in noise recognition. A parsimonious explanation for these similar correlations is a first-order construct, fluid intelligence, which captures general variability in cognitive ability across subdomains. Here, we used the Matrix Reasoning and Block Design subscales of the Wechsler Abbreviated Scale of Intelligence—Second Edition (WASI-II; Wechsler, 2011). These subscales both load similarly on the same latent construct, which has been conceptualized as fluid intelligence or, more specifically, perceptual organization/reasoning (Gignac, 2014; Humes et al., 2007; Tulsky & Price, 2003). As an alternative, cognition can be conceptualized as having multiple core facets (e.g., Friedman et al., 2008; Miyake & Friedman, 2012; Miyake et al., 2000). Speech recognition may associate to different degrees with each of these facets, so we additionally consider tests of memory and attention.

**Short-Term Memory**

Reading span (Daneman & Carpenter, 1980) is a common test of verbal working memory, which has successfully predicted various speech recognition in noise outcomes (for reviews, see Akeroyd 2008; Dryden et al. 2017). Reading span is a form of complex span task, in which participants must alternate between storing successive items in memory and processing unrelated information (Conway et al., 2005). Reading span is a complex task that engages several distinct aspects of cognition (Diamond, 2013; Engle & Kane, 2004). When considering the structure of memory, a common model is the combination of a primary focus of attention that can only hold a few items at once, a secondary set of activated long-term memory (Cowan, 2001; Oberauer, 2002; Unsworth & Engle, 2007b), and an attentional control component that coordinates action between the two stores (Shipstead et al., 2014). In complex span tasks, items to be stored are briefly moved into the focus of attention, displaced to secondary memory when processing subsequent information, and retrieved for rehearsal during the trial and for recall at the end of the trial. This process heavily taps into an individual’s ability to use secondary memory (Unsworth & Engle, 2007a), as well as their ability to build, maintain, and update a sequence of information (Wilhelm et al., 2013). Working memory capacity is closely associated with fluid intelligence (Colom et al., 2015; Engle & Kane, 2004; Kane et al., 2005; Shipstead et al., 2016) because working memory relies heavily on cognitive control/executive attention to manipulate information held in memory (Conway & Kovacs, 2013; Engle & Kane, 2004; McCabe et al., 2010). Fluid intelligence has been demonstrated to be correlated with and distinct from working memory (Engle & Kane, 2004; Gignac, 2014; Shelton et al., 2010; Wilhelm et al., 2013). Therefore, it is possible that previously observed correlations between working memory and speech recognition may reflect their mutual association with fluid intelligence.

To test memory, we opted to use auditory serial recall tasks because they are conceptually similar to sentence recognition tasks. In typical speech recognition and serial recall tasks, speech is presented and held in memory until response, without distracting tasks competing for attention. Additionally, in both tasks, the instructions to the participant are to simply listen to and repeat what they heard.
Serial recall and complex span tasks largely measure the same underlying constructs but differ in the extent to which they engage primary memory and secondary memory (Unsworth & Engle, 2007a). However, the reliability of serial recall is strongly determined by task design (Unsworth & Engle, 2006, 2007a) and analysis (Woods et al., 2011). When recalling long lists of items, chunking supports serial recall, and the ability to chunk ongoing or long sequences of information reflects the activation of learned associations between items held in long-term memory, rather than simple passive storage (Cowan, 2001). As a result, only the variance in performance across long lists (e.g., lists of six digits or more in forward digit span) in serial recall tasks show the same associations with fluid intelligence as complex span tasks (Unsworth & Engle, 2006, 2007a). This finding indicates that adaptive serial recall tasks, which start at shorter list lengths and get longer until a criterion number of errors is made, can miss essential variance in performance at long list lengths. In addition, using the longest list length correctly recalled in adaptive serial recall as a metric of performance has low test–retest reliability (Woods et al., 2011). To address these limitations, our serial recall tasks used a fixed number of trials across a range of list lengths and scored performance based on the proportion of items correctly recalled across all list lengths.

One practical consideration in using auditory serial recall to test individuals in adverse listening conditions is to distinguish between errors that arise from speech recognition difficulties and errors that arise from the limitations of memory. In our previous work (Bosen & Luckasen, 2019), we demonstrated that listener ability to remember and repeat lists of digits was unimpaired by limiting spectral resolution with an eight-channel vocoder, whereas performance for lists of words was impaired by vocoding. We found that two principal components accounted for most of the variance in serial recall performance across stimuli and listening conditions. The largest component, which explained about 67% of the variance, loaded equally across digits, words, and nonwords in both clear and vocoded listening conditions. This equal loading indicates that this component reflects individual ability to perform serial recall in general. The second component, which explained about 17% of the variance, loaded specifically on serial recall of vocoded words and nonwords. Therefore, this component appears to reflect the distinct impairment imposed by alternating between identifying vocoded items as they were presented and storing the preceding list of items. For digits and words presented clearly, this alternation is trivial, because items can be readily identified. However, for vocoded words, the input becomes ambiguous, and explicit processing (Rönnberg et al., 2013) is necessary to identify items. Using both digits and unrelated words for serial recall across listening conditions will enable us to dissociate these two previously identified components. Our hypothesis was that the impairment imposed by identifying degraded items (the second component) would be the best predictor of vocoded sentence recognition, although our results indicate this was not the case.

**Attention**

To test attention, we included tasks to measure attentional switching, inhibition, and sustained attention. Overall, maintaining sequences in memory is an attentional demanding process (Chen & Cowan, 2009), and attentional control also has distinct relationships with working memory and fluid intelligence (Unsworth et al., 2009), so it is possible that attention will associate with speech recognition and the other cognitive tests used here. With respect to speech recognition, short-term memory and speech recognition mutually influence each other in a manner that may be influenced by attentional switching. When items are difficult to identify, listeners must allocate cognitive resources to identification, which reduces their ability to use those resources to store and retrieve items they have already heard (Luce et al., 1983; Pichora-Fuller et al., 1995). Conversely, maintaining a list of items in memory impairs recognition of words in vocoded listening conditions (Hunter & Pisoni, 2018). Based on mutual interference between memory maintenance and word identification, attentional switching may be required to facilitate successfully sharing cognitive resources across both tasks (Barrouillet et al., 2004, 2007). Here, attentional switching was assessed with a color–shape categorization task (Miyake et al., 2004).

In listeners with cochlear implants, reaction times in an incongruent color Stroop task has been shown to correlate with speech recognition (Moberly, Houston, et al., 2017), which could reflect the role of inhibition in understanding speech with a cochlear implant. To test the possibility that this result will replicate in our listeners, we used the same Stroop task. Previous research has indicated that the size of the long tail of the distribution of an individual’s reaction times is strongly associated with working memory (Schmiedek et al., 2007). This long tail characterizes trials in which the response was slower than typical, and as such, the size of long tail can be interpreted as the rate at which individuals have brief attentional lapses during a task. For the color–shape categorization and Stroop tasks, we included enough trials to provide an unbiased estimate of the size of the long tail.

Sustained attention was assessed with the Test of Variables of Attention (TOVA; Greenberg, 2011). Although performance on the TOVA is not strongly correlated with serial recall performance (Bosen & Luckasen, 2019; Kronenberger et al., 2014), performance on the TOVA differs between listeners with cochlear implants and listeners with typical hearing (Kronenberger et al., 2013). Therefore, the TOVA is included not because we expect it to strongly correlate with vocoded speech recognition or other tests of cognition but rather to rule out sustained attention as an explanation for individual differences in speech recognition.

**Challenges in Comparing Across Groups**

Differences in age between observed groups could produce apparent differences in the relationship between hearing loss and cognition, regardless of hearing status.
Listeners with hearing loss tend to be older, and older adults with low memory ability show greater impairment in sentence recognition than younger adults with matched memory ability (Gordon-Salant & Cole, 2016). As a result, the effect of memory on sentence recognition would be larger in older adults than in young adults. Other difficulties, such as an increased impairment from proactive interference in memory tasks (Emery et al., 2008), may also occur with age and moderate the relationship between tests of speech and cognition. The possibility of additional moderators arising with age makes it difficult to compare explanatory factors across groups of different ages.

Aging also produces a complex, interlinked decline in perception and cognition (Loughrey et al., 2018; Roberts & Allen, 2016), with a variable trajectory for every individual. Sensory impairments can reduce performance on tasks that are primarily designed to be tests of cognition (Baldwin & Ash, 2011; Dupuis et al., 2015; Guerreiro & Van Gerven, 2017; McCoy et al., 2005). In listeners with hearing loss, this effect of sensory impairment can make it difficult to distinguish cognitive and sensory impairments from one another. The difficulty in distinguishing these impairments from one another is problematic because both contribute to speech perception (Humes et al., 2013; Lunnner, 2003; van Rooij & Plomp, 1990), so it can be difficult to correctly attribute speech perception difficulties to cognitive or sensory origins. Additionally, the range of individual variability in sensory impairment differs across listeners with hearing loss and listeners with normal hearing. As a result, listeners with hearing loss often show greater variability in their speech recognition outcomes than listeners with normal hearing (see G. N. Smith et al., 2019, as a recent example). A group with a wider range of performance will have apparently stronger correlations than a group with a narrower range. These effects indicate that hearing loss influences many facets of experimental outcomes, which could produce apparent differences in correlation strengths across groups with and without hearing loss. To address this possibility, here we focus on speech recognition across conditions of varying difficulty within the same group of listeners.

Current Objective

The goal of this work was to determine if the relationship between components of cognition and speech recognition changes with spectral resolution within the same group of individuals. We hypothesized that relationships between components of cognition and speech recognition should only appear when spectral resolution is sufficiently degraded to necessitate reliance on cognition in the first place. This hypothesis was based on the fact that, in good quality listening conditions, identifying speech is easy, and so little explicit processing of speech cues is necessary (Rönnberg et al., 2013). To test this hypothesis, we measured speech recognition across three difficulty levels, produced by vocoding, as well as individual differences in fluid intelligence, short-term memory, and attention. Because we tested the same group of younger adults across multiple listening conditions, the pattern of correlations we observed is likely to reflect relationships to mechanisms specifically associated with speech recognition, rather than proxy measures of cross-group differences or general age-related decline.

Method

Young adults with typical sensory and neurological function repeated sentences processed through three different vocoders of varying spectral resolution (4-, 8-, and 16-channel noise band vocoders). Each participant also completed tests of fluid intelligence (WASI-II), short-term memory (digit and word serial recall), attentional switching (color–shape task), inhibition (color Stroop task), and sustained attention (TOVA). Performance in each task was compared across individuals and spectral resolutions to determine how these aspects of cognition influence speech recognition at different spectral resolutions.

Participants

Thirty-eight young adults (12 men, 19–29 years of age) were recruited by the Human Subjects Core at Boys Town National Research Hospital to participate in this study. Of these 38 young adults, six did not complete both experimental sessions, leaving 32 participants for the comparison between speech recognition and cognitive abilities. One participant did not complete the TOVA task due to self-reported photosensitivity. All participants were screened for typical hearing (pure-tone thresholds < 20 dB HL at octave frequencies between 0.5 and 8 kHz) and normal or corrected-to-normal vision (visual acuity of 20/20 or 20/25) and did not report any developmental, intellectual, or neurological disorders that would interfere with any of the tests used here. Participants provided written informed consent and were compensated hourly for participation. This study was approved by the Boys Town National Research Hospital Institutional Review Board and was conducted in the Lied Learning and Technology Center.

Sentence Recognition

Participants repeated Perceptually Robust English Sentence Test Open-set (PRESTO) sentences (Gilbert et al., 2013; Tamati et al., 2013). These sentences were used because talker gender, talker dialect, syntactic structure, and semantic contents vary between sentences, which prevents strategic use of these cues to process speech. Two sentence lists were used for each spectral resolution. Pairs of lists were selected to be approximately equal in difficulty with an eight-channel vocoder (Faulkner et al., 2015). Lists 7 and 15 were used in the 16-channel vocoder condition. Lists 13 and 17 were used in the eight-channel vocoder condition, and Lists 8 and 23 were used in the four-channel vocoder condition. Each list contains a set of 18 sentences with 76 key words that are unevenly distributed across sentences, for a total of 152 key words per spectral resolution.
Sentences were presented in an echo-attenuated sound booth from a loudspeaker approximately 1 m straight ahead of participants. Presentation level was adjusted such that the long-term average spectrum of all auditory material was at 65 dB SPL. For each sentence, participants clicked a button on a personal computer to play the sentence once and then repeated back what they heard. No feedback was provided, and no time limit was placed on responses. Verbal responses were scored by an experimenter during the experiment and were recorded for later reference. Both authors scored results from 12 participants (four from each spectral resolution) for validation. Scores given by each author differed by an absolute mean of 2.3% (maximum 4.6%), indicating good consistency across authors.

Spectral resolution was manipulated by processing sentences with 4-, 8-, or 16-channel noise-band carriers. These numbers of channels were selected to span a range of sentence recognition accuracy (Friesen et al., 2001). We used vocoding to manipulate spectral resolution because it allows us to precisely control the amount of information available without introducing additional sounds (e.g., background noise). We wanted to avoid introducing additional sounds to avoid engaging stream segregation. Vocodering was performed as in the study of Bosan and Chatterjee (2016). Stimuli were passed through rectangular filters with different edge frequencies that were approximately equally spaced on the Greenwood (1990) function (filter edges of 100, 164, 245, 346, 475, 637, 842, 1099, 1425, 1835, 2352, 3005, 3828, 4866, 6175, 7826, and 10000 Hz for the 16-channel vocoder, with adjacent bands combined for lower numbers of channels). The envelope of each filter’s output was extracted via the Hilbert transform and then low-pass filtered with a 300-Hz fourth-order Butterworth filter. The low-pass envelopes were multiplied with band-limited noise carriers of corresponding frequency range, and the products were summed across band to produce the vocoded signal. The PRESTO sentence recordings are all low-pass filtered, with adjacent bands combined for lower numbers of channels. The PRESTO sentence recordings were all low-pass filtered, with a cutoff frequency of approximately 7.25 kHz, so the highest channel of the 16-channel vocoder effectively had no energy in it. However, this frequency range contributes minimally to speech recognition (Yoho et al., 2018), so the effective loss of this channel in the 16-channel vocoder is unlikely to affect performance.

**Fluid Intelligence**

The WASI-II Block Design and Matrix Reasoning subtests were used to assess fluid intelligence (Wechsler, 2011). Both are visuospatial, in contrast to the verbal tasks used for speech and memory. In the Block Design task, individuals manipulate cubes with colored sides to produce a target pattern within a given time limit. Target patterns start simple and progressively get more complex until the participant is unable to complete three target patterns within the time limit or until they complete all trials. Accuracy and speed are converted to a single normed score. In the Matrix Reasoning task, participants are shown an incomplete pattern and must choose one of five possible segments that complete the pattern. Responses were scored as correct or incorrect and converted to a single normed score. Scores from both tasks were combined to provide a Perceptual Reasoning Index for each individual.

**Serial Recall**

Participants repeated lists of digits and words in the same order that they were presented (forward span). Lists of digits ranged between two and nine items in length, and lists of single-syllable consonant–vowel–consonant words ranged between one and six items in length. Lists were presented using the same equipment and spectral resolutions as in the sentence recognition task. List presentation order was edited to avoid repeating the same length list twice in a row. Lists were presented in the same order for all participants. The first trial of each block was a list of at most six digits or four words to avoid discouraging participants with harder trials at the beginning of the block.

Each digit presentation was randomly sampled from one of six different recorded utterances by a single female talker to provide some variability in production. Initially, we recorded 20 utterances of each digit. From those 20, the authors selected six that were clearly produced and had similar inflections. All recordings were bandpass filtered between 80 Hz and 20 kHz (through a fourth-order Butterworth filter both forward and in reverse, to avoid any phase distortion) and then normalized to have equal peak amplitude. Digit lists were edited to avoid transitions by ± 1, to avoid storage of digits as sequential chunks (Cowan, 2001).

Sixty consonant–vowel–consonant words were selected for inclusion in word span lists based on two criteria. First, words were selected that only contain phonemes from a restricted set that minimized the occurrence of phonemes from the same phonetic confusion clusters (DiNino et al., 2016). Allowed phonemes were the consonants /w/, /d/, /p/, /s/, /ʃ/, /l/, /r/, /l/, /t/, /n/, /ŋ/ (initial phoneme only), and /z/ (final phoneme only) and the vowels /æ/, /a/, /i/, /o/, /u/, and /ʌ/. To obtain the desired number of words, we could not completely eliminate confusions (notably /s/ and /ʃ/, and /æ/ and /ʌ/), but we did avoid a number of likely confusions in vocoded speech (e.g., we only included /pf/ but not /t/ or /k/). This restriction would make it easier to distinguish between phonetic confusions and failures of memory for planned future analyses that were beyond the scope of the current work. Second, words had lexical neighborhood density estimates provided by Storkel (2013) and frequency estimates provided by Brysbaert and New (2009), which allowed us to balance the distribution of these properties within and across word lists. Words with homophones used the highest frequency homophone when balancing word lists. These criteria yielded a total of 79 words, from which the final 60 were selected.

Word lists were created by combining these words such that no phoneme was repeated in the same word-level position within a list. Lists were designed to have similar lexical neighborhood densities and word frequencies across
all lists and list lengths, because both properties affect serial recall accuracy (Quinlan et al., 2017; Roodenrys et al., 2002). Different lists were used in each spectral resolution. Across the experiment, each word was presented a total of 10 or 11 times, with either three or four presentations per spectral resolution. A complete set of words and word lists is available in Supplemental Material S1.

Attention

Attentional switching was assessed with a color–shape categorization task, in which participants are prompted to sort items by either color or shape as fast as possible (Miyake et al., 2004). This task was conducted in the Inquisit 5 Lab software (Inquisit 5, 2016). Each trial started with a cue word of “COLOR” or “SHAPE” presented on a computer monitor. At 200 ms later, a red or green circle or triangle was presented, and subjects had to press either the “a” (for circle or green) or “l” (for triangle or red) key on a keyboard to categorize the item. The rate at which the cue either switched or stayed the same was balanced across the task. Response times are typically slower when the cue word switches between trials than when it repeats, which is interpreted as the cost of switching attentional focus between categorization rules. Our test corresponds to the “Control-Short Word Cue” condition in the study of Miyake et al. (2004, Figure 3). Prior to the main task, participants completed a series of training blocks that explained the task and allowed them to practice the task with both constant and switching cue words.

We wanted enough trials to accurately estimate the exponential Gaussian shape of individual reaction time distributions. Simulated sampling indicated that a minimum of 50 trials per condition was needed to provide an unbiased estimate of the size of the long tail of the distribution, so we conservatively used 80 trials per condition to ensure that we could accurately estimate the shape of the reaction time distribution. We tested 80 trials per training block between trials, 80 switch and 80 repeat trials each in the main task, for a total of 320 trials. A 1-min break was provided halfway through the main task. This task took between 14 and 29 min to complete (Mdn = 19 min).

Inhibition was assessed with a color categorization Stroop task (Stroop, 1935). On each trial, participants had to categorize an item on the screen as being one of four colors as fast as possible. Colors were red, green, blue, and black, corresponding to “d,” “f,” “j,” and “k” on the keyboard, and these color-to-key mappings were kept on screen throughout the task. Items were either the name of the color in text (congruent), the name of a different color (incongruent), or a solid rectangle (control). Responses in the incongruent condition are generally slower than in the congruent and control conditions, which is believed to reflect the cost of inhibiting task-irrelevant information. As in the attentional switching task, 80 trials were tested per condition, for a total of 240 trials. A break was provided halfway through the task. Equal proportions of each condition were tested, because the distribution of conditions can affect performance (Kane & Engle, 2003). Prior to the main task, participants completed a practice set to familiarize themselves with the task. Participants were required to reach 90% accuracy on 24 practice trials before they started the main task and repeated the practice until they reached 90%. This task typically took about 6 min to complete.

The TOVA is a go/no-go paradigm used to assess sustained attention (Leark et al., 2008). Administration of the TOVA started with a short training video that provided instructions for the task. The task consisted of flashes of white squares on a computer monitor. Within the white square, a smaller black square was presented either at the top or bottom of the white square. Participants pressed a button for trials in which the black square appeared at the top but had to avoid responding when the black square appeared at the bottom. The test lasted 21 min and measured response accuracy and reaction times. These measures were compared to normative samples to obtain percentile rankings for omission rate, commission rate, reaction time, and reaction time variability.

Experiment Sequence

All participants completed the set of tasks in the same order across two experimental sessions. Session 1 started with informed consent, followed by a hearing and vision screening. Participants then completed the fluid intelligence tests, which were the Block Design and Matrix Reasoning subscales of the WASI in that order, followed by the attention tests, which were the TOVA, color–shape categorization, and Stroop, again in that order. Session 2 comprised digit recall, PRESTO sentence recognition, and word recall. In our previous study, there was a trend toward increasing item identification accuracy when participants started with the vocoded listening condition, but not when they started with the unprocessed listening condition (Bosen & Luckasen, 2019). To avoid confounding effects of item learning affecting the results, spectral resolutions were presented in blocks from easiest to hardest conditions (16-, eight-, and four-channel vocoders, in that order). Within each spectral resolution block, digit recall, sentence recognition, and word recall were performed in that order. Prior to every task, participants were shown an example of the task and were allowed to ask any clarifying questions prior to starting the task. To address possible time of day effects (Veneman et al., 2013) across experimental sessions, both sessions were scheduled as close to the same time of day as feasible for the participant’s schedule. The median time between test sessions was 21 days, although due to scheduling difficulties, three participants had greater than 90 days between test sessions. Each session took between 2.5 and 3 hr to complete.

Planned Analyses

Planned analysis of the data started with examining simple linear correlations of PRESTO sentence recognition accuracy across different levels of spectral resolution and
between sentence recognition and predictor variables. Sentence recognition accuracy was quantified as the proportion of key words correct across both lists in each listening condition. For fluid intelligence, the WASI Perceptual Reasoning Index was used as the only predictor. For serial recall, the proportion of correctly recalled digits and phonemes in each listening condition was used as predictors in the first stage of analysis. In addition, we replicated an analysis previously reported by Bosen and Luckasen (2019), in which principal components analysis was used to reduce dimensionality of serial recall task performance across stimuli and listening conditions. In that study, serial recall performance across sets of digits, words, and nonwords under clear and vocoded listening conditions could be explained by two principal components. The first component reflected overall serial recall ability and loaded equally across experimental conditions. The second component reflected how much serial recall was impaired by vocoding for words and nonwords. We used these two components as predictors as well. For attention, we used the mean difference in reaction time across conditions in the color–shape categorization task and the Stroop task, as well as the four comparison to normative sample scores from the TOVA as predictors. Additional analyses were planned to examine differences in correlation strength across spectral resolutions, but the data described below did not indicate that these analyses were justified. Instead, post hoc analyses were conducted as described below. This study was not preregistered. All data and analysis scripts are available as Supplemental Material S1.

Results

Sentence Recognition

Figure 1 shows each participant’s PRESTO sentence recognition accuracy across levels of vocoder spectral resolution. As expected, performance was driven by spectral resolution, with mean proportion key words correct of 88.1%, 77.1%, and 39.1% for 16-, 8-, and 4-channel spectral resolutions, respectively. Individual performance relative to the group was consistent across spectral resolutions, which is reflected in the strong cross-resolution correlation coefficients shown in the inset of Figure 1. The strength of these correlations was not diminished by floor or ceiling performance for any resolution. The distribution of data was also similar across resolutions, as shown by similar standard deviation of key words correct (5.6%, 6.4%, and 7.2% for 16-, eight-, and four-channel resolutions, respectively).

We analyzed these data in two ways. First, as planned, we used speech recognition accuracy at each vocoder level as the dependent variable in subsequent analyses. Second, because accuracy was highly correlated across spectral resolutions, we made the post hoc decision to combine performance across spectral resolutions into a single composite sentence recognition score via principal components analysis. Table 1 shows the results of this analysis. The first component had an eigenvalue greater than 1 and explained most of the variance. The second and third components had small eigenvalues and were judged to be too small to consider further. The first component loaded equally across resolutions, demonstrating that individual performance relative to the population was highly consistent across spectral resolutions. Therefore, individual scores on the first component produced by this principal components analysis were used as a composite estimate of PRESTO sentence recognition ability.

Predictor 1: Fluid Intelligence

The Perceptual Reasoning Index of the WASI was calculated by summing scores on the Block Design and Matrix Reasoning subtests and converting the sum to normative values (Wechsler, 2011). The Perceptual Reasoning Index had a mean of 103.0, an SD of 10.8, and maximum and minimum values of 82 and 128, respectively. These statistics indicate that the distribution of the index across our participants was positively skewed relative to the normative sample, which has a mean of 100 and an SD of 15. Figure 2 shows that the relationship between the Perceptual

### Table 1. Component loading and variance explained in Perceptually Robust English Sentence Test Open-set (PRESTO) sentence recognition accuracy across spectral resolutions.

| No. channels | Component 1 | Component 2 | Component 3 |
|--------------|-------------|-------------|-------------|
| 16           | 0.57        | -0.68       | -0.47       |
| 8            | 0.59        | -0.05       | 0.81        |
| 4            | 0.57        | 0.74        | -0.37       |
| Eigenvalue   | 2.43        | 0.34        | 0.23        |
| Variance explained | 81% | 11% | 8% |

Note. The component with an eigenvalue of greater than 1 is in bold.
Reasoning Index and PRESTO sentence recognition accuracy was not statistically significant.

**Predictor 2: Serial Recall**

Figure 3A shows individual performance and group means for digit and word serial recall for each spectral resolution across the tested list lengths. Performance on digit and word serial recall was evaluated by counting the proportion of repeated digits and phonemes, which matched the item in the corresponding position in the target list. Proportional list scoring was used because it has good internal consistency (Conway et al., 2005) and provides more information about performance on a trial-by-trial basis than whole list scoring. Word lists were scored by the number of correct phonemes rather than the number of correct words to provide credit for partially correct words.

Figure 3B shows individual trends in mean proportional items correct across all list lengths for each spectral resolution. As shown, performance in digit serial recall was insensitive to spectral resolution, whereas word serial recall performance decreased as the spectral resolution decreased. This trend was confirmed with linear mixed-effects models, in which mean proportion correct was predicted by the number of channels as a categorical fixed effect and participant as a random effect (see Table 2). Performance was effectively identical for digit serial recall (group mean of 81% correct regardless of number of channels). Word serial recall significantly decreased with a decreasing number of channels (group mean of 86% correct in the 16-channel resolution; 82% in the 8-channel resolution, $t(93) = -3.2, p = 1.7 \times 10^{-3}$; and 65% in the 4-channel resolution, $t(93) = -17.7, p = 1.3 \times 10^{-31}$). Alternate scoring methods (Woods et al., 2011) produced similar trends (see Supplemental Material S1).

Figure 4 shows the relationship between serial recall accuracy and PRESTO sentence recognition accuracy in matched spectral resolutions. As shown, significant correlations were observed in each spectral resolution between PRESTO accuracy and both digit serial recall and word serial recall, although the correlations for serial recall accuracy for digits at the 16- and 8-channel resolutions were not significant after correcting for multiple comparisons.

Table 2 shows the results of principal components analysis for serial recall performance across stimuli and spectral resolutions. This analysis produced similar results as in the study of Bosen and Luckasen (2019). Component 1 is loaded roughly equally across all combinations of stimulus and spectral resolution and therefore reflects overall serial recall ability. Component 2 loaded in different directions for digit and word stimuli, and reflects sensitivity to vocoding for word stimuli. However, Component 2 was smaller than expected based on previous findings. Specifically, it had an eigenvalue of less than 1, which would normally make it too small to consider if we did not have these previous findings to support its inclusion in subsequent analysis. The remaining components were judged too small to consider further. These components were used as predictors of PRESTO sentence recognition accuracy, as shown in Figure 5. Serial recall ability (Component 1) was a significant predictor of PRESTO sentence recognition at all spectral resolutions and for the composite score, whereas vocoder sensitivity (Component 2) was not significantly correlated with PRESTO sentence recognition in any condition. In addition to these planned analyses, a post hoc simple linear correlation found a marginal correlation between serial recall ability and the WASI Perceptual Reasoning Index ($\rho = 0.35, p = .052$).
**Predictor 3: Attention**

Accuracy on the color–shape categorization and Stroop tasks was at or near ceiling for all participants, with median values and ranges of 98.75% (ranging from 86.25% to 100%) and 97.5% (ranging from 88.75% to 100%), respectively. Incorrect trials were discarded from reaction time analysis. Outlier reaction times were identified as in the study of Schmiedek et al. (2007). Reaction times greater than 4 $SD$s above the mean was labeled as an outlier and removed, and this process was repeated until no remaining reaction times were labeled as outliers. This definition of outliers removed at most seven trials from one condition in the color–shape categorization task, so sufficient data were retained for reaction time distribution analyses.

Figure 6 shows mean reaction times for the color–shape categorization and Stroop tasks. In the color–shape categorization task, average reaction times were faster when the categorization cue was repeated from the previous trial than when it switched. This trend was evident in all participants, with a significant median difference of 145 ms between the geometric mean reaction time in each condition (Wilcoxon signed-ranks test, $Z = 5.37, p < .001$). Similar slowing was evident in the incongruent condition of the Stroop task, which had median differences of 153 and 137 ms relative to the neutral and congruent conditions, respectively ($Z = 5.37, p < .001$ in both comparisons). Neutral and congruent conditions were not significantly different from one another ($Z = 0.41, p = .68$). Confirmation of these expected effects enabled the planned comparison of reaction time differences with speech recognition.

Table 3 provides correlation coefficients for color–shape categorization, Stroop, and TOVA task outcomes with sentence recognition. For color–shape categorization and Stroop tasks, metrics were the reaction time differences across conditions as described above. For the TOVA, four comparisons to normative samples are calculated by the TOVA software and reflect overall speed (Response Time CNS), variability in response time (Variability CNS), the number of commission errors made (Commission CNS), and the number of omission errors made (Omission CNS). As shown, no correlations were significant, even before correcting for multiple comparisons.

In addition to the planned analyses, we also tested whether these attention measures were correlated with the WASI Perceptual Reasoning Index and the two serial recall principal components post hoc, which is shown in Table 4. No significant correlations were observed.
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In addition to the planned analyses, we also tested whether these attention measures were correlated with the WASI Perceptual Reasoning Index and the two serial recall principal components post hoc, which is shown in Table 4. No significant correlations were observed.

Given the apparent lack of relationship between attention measures and any other variable of interest in this study, we conducted a post hoc analysis on the reaction time data to determine if an aspect of reaction time other than cross-condition differences in the color–shape categorization task, average reaction times were faster when the categorization cue was repeated from the previous trial than when it switched. This trend was evident in all participants, with a significant median difference of 145 ms between the geometric mean reaction time in each condition (Wilcoxon signed-ranks test, $Z = 5.37, p < .001$). Similar slowing was evident in the incongruent condition of the Stroop task, which had median differences of 153 and 137 ms relative to the neutral and congruent conditions, respectively ($Z = 5.37, p < .001$ in both comparisons). Neutral and congruent conditions were not significantly different from one another ($Z = 0.41, p = .68$). Confirmation of these expected effects enabled the planned comparison of reaction time differences with speech recognition.
categorization and Stroop tasks was associated with the other variables of interest. Exponential Gaussian functions were fit to reaction time distributions in each condition for each individual (see Supplemental Material S1 for examples). This function has three free parameters, which describe the mean and variance of the Gaussian component ($\mu$ and $\sigma$, respectively) and the size of the long tail ($\tau$). Previous research has indicated that individual variability in $\tau$ is associated with working memory and reasoning (Schmiedek et al., 2007), which is why

**Figure 4.** Relationship between serial recall and sentence recognition accuracy at each spectral resolution. Perceptually Robust English Sentence Test Open-set (PRESTO) accuracy at each spectral resolution is shown as a function of the proportion of digits correct (left column) and phonemes correct (right column) in the serial recall task in the corresponding spectral resolution. In all panels, each point represents one individual, and lines show the standard major axis regression fit (Legendre, 2013) across individuals. Correlation coefficients were all significant at $p < .05$, and values in bold were significant after Bonferroni correction for multiple comparisons ($p < .0083$).

**Figure 5.** Relationship between serial recall principal components and Perceptually Robust English Sentence Test Open-set (PRESTO) sentence recognition accuracy at each spectral resolution (16, eight, and four channels, proportion correct) and aggregated across spectral resolutions (PRESTO composite score, normed score). Serial recall ability (left column) reflects individual scores along the first principal component in Table 2, and vocoder sensitivity (right column) reflects individual scores along the second principal component. Correlation coefficients in bold were significant after Bonferroni correction for multiple comparisons ($p < .0063$). Each point represents one individual, and lines show standard major axis regression fits for significant correlations.
we looked for similar relationships here. Table 5 shows the correlation of mean reaction time and the exponential Gaussian fit parameters, averaged across all conditions of both the color–shape categorization and Stroop tasks. Here, a stronger correlation emerged between overall reaction time and the WASI Perceptual Reasoning Index, although these correlations did not appear to be specific to a particular component of the reaction time distributions. There was also a marginal correlation between mean reaction time and serial recall ability ($p = .04$), which arises from correlations between $\tau$ and serial recall ability ($p = .03$).

**Discussion**

Individual ability to repeat vocoded PRESTO sentences was consistent relative to the group across spectral resolutions, even for the easiest (16-channel) condition. This consistency led us to conduct a post hoc dimensionality reduction to describe performance across spectral resolutions as a single composite score, as summarized in Table 1.

This consistent performance across spectral resolutions contradicts our original hypothesis that cognitive factors should play a larger role in harder listening conditions.

This individual consistency across spectral resolutions indicates that PRESTO sentences are good for testing speech recognition for two reasons. First, individual consistency across listening conditions is desirable if this finding extends to listeners with hearing loss, because we cannot control the quality of auditory input these listeners receive. Instead, it should be possible to estimate each individual’s auditory quality through psychophysical testing and then factor out the effect of auditory quality on sentence recognition to obtain an estimate of individual differences in sentence recognition associated with nonauditory factors. Second, the presence of individual variability in the 16-channel condition indicates that even individuals with hearing loss who have relatively good quality auditory input will still exhibit variability in sentence recognition.

This is desirable, because it is unlikely that there is a threshold of quality auditory input over which sentence recognition accuracy will reach 100%. If there were, this threshold would minimize individual differences in speech recognition for individuals with auditory quality above that threshold, which would mask the role of nonauditory factors in speech recognition for those listeners. Overall, our speech recognition results are in agreement with previous findings that, while auditory quality has the largest impact on sentence recognition, cognitive ability also plays a substantial role in individual variability in sentence recognition (Akeroyd, 2008).

The nonauditory variability in vocoded sentence recognition was primarily explained by individual variability in serial recall ability (see Figure 5). The strength of this relationship was stronger than typically observed between working memory tasks and speech recognition in noise (Dryden et al., 2017), even for working memory tasks that use auditory stimuli (S. L. Smith et al., 2016). There are several theoretical explanations that could account for this relationship. First, stimuli in both the serial recall and sentence recognition tasks were aurally presented. This common sensory pathway facilitates the use of auditory-

---

Table 3. Correlation coefficients between attention task outcome measures (color–shape categorization and Stroop mean differences and Test of Variables of Attention [TOVA] comparisons to normative samples [CNS]) and Perceptually Robust English Sentence Test Open-set (PRESTO) sentence recognition accuracy across spectral resolutions.

| Attention metric                        | PRESTO, no. channels |
|----------------------------------------|----------------------|
|                                        | 16 | 8 | 4 | Composite |
| Color–shape categorization RT difference | -.08 | -.11 | -.17 | -.14 |
| Stroop incongruent–congruent RT difference | -.16 | .02 | .05 | -.03 |
| Stroop incongruent–neutral RT difference | -.19 | -.07 | -.11 | -.13 |
| TOVA Response Time CNS                  | .03 | .07 | -.20 | -.04 |
| TOVA Variability CNS                    | .09 | .12 | -.14 | .03 |
| TOVA Commission CNS                     | .19 | .25 | .22 | .24 |
| TOVA Omission CNS                       | -.07 | .12 | -.05 | .00 |

Note. No correlations were significant at the $p < .05$ level. RT = reaction time.
specific storage and rehearsal processes (Kane et al., 2004), which is often conceptualized as the phonological loop (Baddeley, 2012). Additionally, avoiding the need to map stimuli from a visual orthographic representation, as is typical in commonly used complex span tasks (Conway et al., 2005), eliminates this potential source of individual variability. Second, both tasks required a verbal response. This common response method relies on redintegration and production. Redintegration refers to the ability to restore decayed short-term memory traces (Hulme et al., 1997; T. Jones & Farrell, 2018), which could be alternatively characterized as retrieval from secondary memory (Unsworth & Engle, 2007b) or top-down restoration of speech (Benard et al., 2014). Language production mechanisms have also been posited to underlie verbal serial recall (Acheson & Macdonald, 2009a, 2009b; Maidment & Macken, 2012) and would be supported by the auditory–motor connection in Hickok and Poeppel’s (2004) dual stream framework. Third, both tasks may invoke common linguistic experience. In addition to short-term memory, serial span tasks are influenced by linguistic experience. This is evident in lexical frequency and neighborhood density effects in serial recall (Rooodenrys et al., 2002) and has been demonstrated even in digit span (G. Jones & Macken, 2015). Given that vocabulary measures are also correlated with individual differences in recognition of accented speech and in noise (Bent et al., 2016; McLaughlin et al., 2018), part of the link between serial recall and sentence recognition we observed here is likely explained by individual variability in linguistic experience. Fourth, both tasks presented stimuli at a fairly rapid rate. In complex span tasks, the time between items to be remembered is often much longer than in serial recall or sentence recognition tasks, which facilitates covert retrieval between memoranda (McCabe, 2008) in a manner that would be less pronounced in a serial recall task.

The common loading of digit span and word span onto a single overall measure of serial recall ability (see Table 2, Component 1) agrees with our previous findings (Bosen & Luckasen, 2019). This common loading indicates that digit span can be used to estimate serial recall ability across a range of spectral resolutions. This finding is important for subsequent research in listeners with hearing loss, because it indicates that degraded spectral resolution from hearing loss should not limit our ability to estimate verbal serial recall ability. Individual sensitivity to vocoding (see Table 2, Component 2) was not significantly correlated with sentence recognition. This is surprising, given that both word span and key words in PRESTO sentences were drawn from a larger set of words. This finding should be interpreted with caution, because the vocoder sensitivity component was relatively small, which means estimates of its value across individuals are imprecise. Word span performance was a stronger predictor of sentence recognition accuracy than digit span performance, which indicates that the ability to recognize and store words drawn from a larger set is an important component of sentence recognition, just not one that was well represented in this principal components model. The fact that serial recall ability was the better predictor of sentence recognition underscores the idea that meaningful sentences are more than just a sequence of words.

The WASI Perceptual Reasoning Index was marginally correlated with serial recall but was not correlated with sentence recognition (see Figure 2). The sampled distribution of the index was positively skewed relative to the normative sample, which is likely because our participants were predominantly recruited from a nearby college.
Positive skew diminishes the range of performance relative to a normative sample, which would make it more difficult to detect a relationship with other measures. Previous research indicates that this relationship should exist, and our sample size was insufficient to provide definitive evidence for it. The observed correlation between the WASI Perceptual Reasoning Index and overall serial span ability is similar to the previously observed correlations between short-term memory and general fluid intelligence latent constructs (Gignac & Weiss, 2015; Unsworth & Engle, 2007a). There was a nonsignificant trend relating the WASI Perceptual Reasoning Index to sentence recognition, which had approximately the same effect size as previously reported relationships between other tests of fluid intelligence and vocoded speech (O’Neill et al., 2019). Previous research has found weak correlations between speech recognition and various cognitive subscales (Dryden et al., 2017), which may reflect the general association between fluid intelligence and speech recognition. Our results suggest that serial recall is a more proximal test of the skills necessary to perform vocoded sentence recognition.

The planned attentional measures were not predictive of sentence recognition (see Table 3) or serial recall (see Table 4). Therefore, our results suggest that individual differences in vocoded sentence recognition accuracy are primarily associated with short-term memory. Stroop task performance has sometimes been shown to predict speech in noise in older adults (Janse, 2012, although see Knight & Heinrich, 2017), so it is possible that our lack of correlation may have been a result of testing young adults and using vocoding, rather than speech in noise, to degrade speech. Additionally, the lack of attentional association may be because attention task performance is driven by multiple factors. Specifically, performance on the Stroop task has been previously demonstrated to be determined by goal maintenance and competition resolution (Kane & Engle, 2003). Dissociating these factors is necessary to evaluate whether they differentially contribute to speech recognition and whether their contributions change with age. Finally, individual differences in attentional control, particularly in tasks that involve conflicting information, may not be characterizable from mean cross-condition reaction time differences and instead require model fitting to reaction time distributions (White et al., 2016, 2018). Even with more nuanced approaches, the idea that inhibition is a valid psychometric construct has recently been called into question (Rey-Mermet et al., 2018), so caution is required when using attentional mechanisms to explain variability in speech recognition. Post hoc analysis of reaction time distributions across color–shape categorization and Stroop tasks found correlations between the WASI Perceptual Reasoning Index and reaction time and a marginal correlation between the reaction time distribution tail parameter $\tau$ and serial recall ability (see Table 5). These correlations are weak, and this analysis was unplanned, so these results should be interpreted with caution but are consistent with the idea that overall processing speed may be a more meaningful metric of cognitive ability than cross-condition reaction time differences.

Additional work is necessary to confirm and elaborate on our findings. While we observed a moderate correlation between serial recall and vocoded sentence recognition, the relatively small sample size provides a wide confidence interval for this estimate, so the true effect size likely differs from the estimate reported here. The sample size may also hide weak correlations that are present across tasks. The observed effect may also not generalize across different populations and speech tasks. As described in the introduction, differences in hearing status and aging would likely alter the apparent strength of these correlations, as well as introduce new sources of variability that are not significant factors in young adults with normal hearing. Our use of solely young adults with normal hearing allowed us to meaningfully compare sentence recognition across listening conditions but does not permit extrapolation of the observed relationships to individuals with hearing loss or who differ in age from the current sample. Because our speech task had a single vocoded stream with no competing streams, the role of attention was likely minimized. The cognitive abilities that facilitate speech recognition depend on the speech task being performed (Heinrich et al., 2015; McLaughlin et al., 2018). For example, our lack of a correlation between attention and sentence recognition differs from speech in noise results from the study of Heinrich et al. (2015). Given that our stimuli were vocoded, not presented in noise as in their study, it is possible that segregating target speech from a background masker in their study placed additional attentional demands on their participants, which were not present in our study. Comparing predictors of recognition across speech in noise and vocoded speech would likely distinguish stimulus-specific and general relationships between cognition and speech recognition. Along those lines, speech comprehension tasks, such as those described by Best et al. (2016), Daneman and Merikle (1996), and Xia et al. (2017), likely rely on a different set of cognitive factors than speech recognition tasks and might be more useful for assessing skills related to quality of life. Finally, although serial recall was a strong predictor of sentence recognition, it is not a pure measure of one latent construct of memory, but rather reflects a mixture of abilities (Unsworth & Engle, 2006). Thus, although the correlation we observed is stronger than previously observed relationships, the problem remains of identifying the latent constructs that underlie this correlation.
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