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Abstract—Ultra high-throughput satellite systems are expected to play an essential role in future beyond 5G and 6G networks. These systems must remain as flexible as possible to adapt to heterogeneous traffic demands, while also delivering the highest possible rate for dedicated services. Satellites flexible payloads are increasingly employing wideband output multiplexers. In this context, it is now more important than ever to evaluate frequency-dependent degradations on multicarrier signals. In particular, it is critical to characterize the distortions entailed by the output multiplexers filters. In this paper, models are presented and novel formulas are derived to determine the carrier-to-interference ratio resulting from these distortions. Derivations are oriented towards the applicability of either high-accuracy (e.g., for link budget) or low-complexity calculations (e.g., for real-time carrier allocation). The influence of key parameters such as the optimal decision instant, symbol rate and roll-off factor is thoroughly analyzed. Furthermore, formulas are evaluated in a practical scenario: the dynamic carrier allocation optimization. They are combined with efficient optimization algorithms to obtain the best performance based on user fairness. Relevant metrics such as accuracy, complexity and allocation gain are also investigated. In the end, the application of the proposed formulas and algorithms leads to a significant allocation gain that is increasing with the number of carriers. The feasibility of real-time dynamic carrier allocation to further increase the capacity of the next generation of satellite systems is emphasized.
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I. INTRODUCTION

EARLY half of the world population is estimated not to have Internet access as reported by the latest statistics of the International Telecommunication Union (ITU) estimates about 3.55 billion people, i.e. 46.4% of the world’s population, at the end of 2019. Thus, the main requirement of the beyond 5G and 6G applications is to guarantee an ubiquitous geographical coverage to connect the remaining unconnected population. For this purpose, an increased integration of satellites into terrestrial networks is envisioned [3]. The most relevant satellite applications include broadband internet services to fixed remote locations and to mobility applications (e.g., aircrafts, ships, trains, and cars) as well as complementary services via backhauling (e.g., delivery to the edge or cloud) [4]. Other use cases also include emergency and disaster relief [5].

Since the early 2000s, the development of high-throughput satellite (HTS) systems in a geostationary orbit have been driven by the ever-increasing demand of high data rates satellite services. The capacity of these multibeam satellite systems has been progressing to the point of passing the 1 Tbit/s mark by 2022 (e.g., ViaSat-3). Thus, they are now referred to as ultra high-throughput satellite (UHTS) systems. Two important evolutionary steps are foreseen for the next-generation UHTS systems. On the one hand, the system bandwidth will increase to meet the future target data rate of beyond 5G and 6G applications. It will be possible to obtain from 500 MHz up to 2.9 GHz of downlink bandwidth per polarization by shifting feeder links to the Q/V-band (42.5-51.4 GHz) and exploiting the available Ka-band resources (17.3-21.2 GHz) in the user links [6]. On the other hand, the allocation of the payload resources (e.g., bandwidth, time, power, and coverage) will become increasingly flexible. This will enable to adapt to different communication services and their evolution [7]. One key technology of the future satellite communication payloads is the wideband output multiplexer (OMUX). The critical role of the wideband OMUX is mainly to prevent from emitting harmful out-of-band radiation [8], [9]. Novel wideband technologies offer several advantages. Firstly, it enables to reduce the complexity of the RF hardware and save dry mass [10]. Secondly, the spectrum utilization is also enhanced by eliminating guard bands between the transponder channels. Thus, it offers a multicarrier environment, where the different communication services can coexist, while still allowing for high-rate single-carrier operation. However, these technologies impose certain trade-offs in the link budget computations and carrier rate optimization.

One critical trade-off and new challenge comes from the linear distortions. They are caused by nonideal channel frequency response of the satellite filters, but do not give rise to spectral regrowth as opposed to nonlinear distortions. From a filter theory standpoint, increasing the bandwidth of the satellite filters does not change their linear distortions characteristic. However, the ratio between the carriers bandwidth and the channel bandwidth tends to decrease. This makes the carriers more prone to higher variations of distortions, especially in the presence of passband ripples and close to the edge of the filters. Therefore, it becomes crucial to determine how to optimally place these carriers within the channel bandwidth. Although these filters are typically based on Chebyshev and elliptic transfer functions [8], [11], [12], the theoretical characteristic cannot be exactly met due to challenging design constraints. From a practical standpoint, the design of the OMUX filters is especially difficult. At a physical level, they are required...
to handle high power: typically more than 120 W per channel [13]. Thus, the current technology inherently involves heavy and bulky hardware components. The insertion loss must also be minimized since it leads directly to a reduction of radiated power. At a signal level, the OMUX must comply with a minimum out-of-band attenuation and stringent in-band specifications. In the end, this results in a complex and critical trade-off involving physical considerations and acceptable levels of linear distortions.

In the frame of this paper, two main applications requiring a novel characterization of the linear distortions have been identified. The first application lies in the initial phases of a satellite development following the widespread ECSS standard [14]. Indeed, these design phases are dedicated to identify the key drivers of the system design in terms of cost and performance. At this stage, it is of paramount importance to identify the critical carrier parameters especially in the context of the linear distortions. Satellite payload engineers, however, have to resort to empirical heritage rules to assess the linear distortions entailed by each satellite component [15]. It is then crucial to derive novel formulas enabling an accurate characterization of the linear distortions. It also leads to a clear identification of the impact of the carrier parameters. The second application consists in enabling dynamic carrier allocation (DCA) in future UHTS systems. Indeed, DCA brings key benefits. It allows a fully flexible connectivity between uplink and downlink beams, removes the need of a centralized gateway and can achieve higher capacity gains as demonstrated in terrestrial communications [16]. On top of that, it prevents from increasing the processing power onboard the satellite, which is a major drawback of alternative strategies such as beam-hopping (physical layer) or flexible routing protocols (higher layer). In fact, real-time DCA is of high interest for airborne services such as inflight entertainment, where new aircrafts appear and others disappear regularly. Thus, a low-complexity characterization of the critical frequency-dependent linear distortions is a decisive step towards enabling the DCA.

To date, a mathematical description of the linear distortions relevant to current and future satellite communications systems does not exist in the literature. Indeed, previous research in the field has mainly been restricted in terms of modulation technique, pulse shaping or filter distortion characteristic. For instance, one of the first groundbreaking works can be attributed to Jones [17], where the author develops an analytical expression for the bit error probability related to linear distortions, including the carrier placement with respect to the distorting filter. However, the analysis is limited to coherent binary and quadrature phase-shift keying modulations and rectangular pulse shaping. In the work of [18], the linear distortions are modeled as a third-order Butterworth filter and limited to binary frequency-shift keying modulation and rectangular pulse shaping. Moreover, the later work of [19] focuses on the error probability related to linear and nonlinear distortions using the square-root raised-cosine filter (SRRCF) as pulse shaping, but it is restricted to quadrature amplitude modulation. Consequently, scant attention has been paid to meet the characteristics of the satellite standards of today [20]–[22], i.e., based at the same time on a wide range of linear modulation techniques, SRRCF pulse shaping, and imperfect filter distortion characteristics.

In the light of the existing literature, this paper proposes a mathematical characterization of the linear distortions, which takes into account the practical needs of the satellite communications community. Thus, it extends the first investigations from [1]. The original contributions of the present paper are the following:

1) Three novel mathematical models of the typical linear distortions in UHTS systems are provided (based on poles and zeros, first-order and second-order of linear distortions). The novel and practical carrier-to-interference ratio (CIR) formulas corresponding to each model are derived.
2) The CIR expression related to the first-order of linear distortions, first formulated in [1], has been further improved. This not only leads to an even faster implementation, but also crucial new insights on the roll-off impact.
3) The impact of key parameters is thoroughly analyzed mathematically. This novel analysis brings valuable insight on realistic linear distortions behaviors and enables the use of important properties in practice such as the separation of the gain and group delay CIR.
4) The feasibility of real-time DCA optimization is demonstrated for practical applications. In this context, the novel expressions are coupled to optimization algorithms. The performance of the proposed methods is evaluated in terms of accuracy, complexity, and allocation gain.

The remainder of this paper is structured as follows. Section II covers the UHTS system description and model. In section III the typical linear distortions models are exposed. The key parameters and properties are analyzed in section IV. Section V contains numerical results in optimization scenarios related to the DCA. The conclusions are presented in section VI.

Notation: Vectors and matrices are denoted by lower case and upper case boldface letters, respectively. The transpose and Moore-Penrose pseudo-inverse of a matrix \( A \) are denoted by \( A^T \) and \( A^\dagger \), respectively. The modulus of a complex number \( z \) are denoted \( |z| \). The imaginary unit is denoted \( j \) and satisfies the relation \( j^2 = -1 \). \( \mathbb{Z}^* \) represents the set of integers without the element 0. \( f(n) \sim g(n) \) as \( n \to 0 \) means that the function \( f(n) \) is asymptotically equivalent to the function \( g(n) \) as \( n \) tends towards small values. \( \mathcal{F} \{ h(t) \} (f) \) denotes the Fourier transform of a function \( h(t) \). The convolution of functions \( h \) and \( g \) is denoted and defined as \( (h * g)(t) \Delta \int_0^t h(\tau)g(t-\tau)d\tau \).

II. System Description and Model

In this section, the UHTS communication system is thoroughly described. The typical linear distortions inherent to such a system are reported and located. A system model used to derive the carrier-to-interference-and-noise ratio (CINR) and, in particular, the CIR related to linear distortions is proposed.

A. UHTS Communication Payload

The forward link of a geostationary UHTS system is considered, since it is often the most demanding link. It is assumed that the satellite has a digital processor capable of processing wideband signals [23]. Although such digital processor increases the
power consumption, it offers significant enhancements in terms of flexibility [24], [25]. In particular, it is the key enabler of the carrier allocation optimization proposed in this paper. Thus, the UHTS communications payload depicted in Fig. 1 is considered.

Table I summarizes under which form the linear distortions typically appear in such communication payloads. Most of the components are characterized in terms of gain and group delay – equivalently amplitude and phase – by a polynomial approximation. Such approximation depends on the carrier bandwidth and placement to be considered. More generally, the gain and group delay variations are measured or estimated over the whole channel bandwidth. For instance, it is common to observe a gain slope (first-degree polynomial) in antennas, coaxes, waveguides components, whereas the group delay of these components can sometimes be described by a cubic characteristic (higher-degree polynomial) [15]. Gain and group delay ripples can arise from the mismatch between RF equipment, such as between a traveling-wave tube (TWT) and isolator within the microwave power module (MPM), as well as from multipath between components.

As opposed to the previous approximations, the complete gain and group delay characteristics of the major sources of linear distortions, most generally input multiplexer (IMUX) and OMUX, must be taken into account. A typical OMUX characteristic is depicted in Fig. 2. This characteristic is based on the DVB-S2x data points [22] and has been re-scaled to a nominal bandwidth \(B_N = 500\) MHz using the recommended scaling formulas [29]. Furthermore, this characteristic is by design related to the conventional Chebyshev type II filter [30]. As a point of comparison, a fifth-order Chebyshev type II filter characteristic is provided to highlight the asymmetry and imperfections of practical designs. Despite guiding principles in the design of IMUX and OMUX, each design is inherently unique in practice. Since analytical design techniques are more limited and computer power have been steadily increasing over the years, equipment suppliers have tended to use computer-aided optimization to achieve the final design [11], which leads to very specific locations of zeros and poles. Therefore, a precise and sufficiently flexible linear distortions characterization based on zeros and poles will be described in the next section followed by a polynomial description. In fact, linear distortions are not specific to the satellite, they also arise in the user equipment, which is often aimed to be low-cost [22]. However, these degradations are less critical than the ones of the satellite multiplexers filter. Therefore, the user equipment linear distortions will not be the focal point of the paper.

### B. End-to-end System Model

At this stage, the main question consists in modeling the degradations arising between the transmitter and the receiver. Since the focus of the paper is on the linear distortions, the effects of phase noise and non-Gaussian interference (adjacent channel, cross-polar, etc.) are neglected. Furthermore, practical systems (especially in multicarrier mode) rely on high power amplifier (HPA) linearization or predistortion techniques [31], [32], which leads to a low level of nonlinearities in the system. The interaction between linear and nonlinear distortions has been described in [33]. In this work, it is highlighted that given a sufficiently low amount of nonlinearities, the linear distortions can be considered dominant. From this perspective, only the linear distortions and thermal noise are considered as signal

![Fig. 2. Re-scaled DVB-S2x OMUX characteristic and corresponding Chebyshev type II filter model.](image-url)
degradation. The end-to-end system model diagram between
the pulse shaping and the matched filter is illustrated in Fig. 3.
This part of the system model includes the aforementioned
degradations and is assumed to be linear time-invariant.

Introducing the variables, a number \( N_s \) of modulation
symbols represented by \( \{s_p\}_{0 \leq p \leq N_s-1} \) is considered on
the transmitter side. The impulse responses between the pulse
shaping and detection filter can be factorized in a single linear
distortions impulse response \( h_{LD}(t) \overset{\Delta}{=} (h_{Tx} \ast h_{up} \ast h_{SL} \ast h_{Do} \ast h_{Rx})(t) \). The
downlink noise \( w(t) \) is modeled as a zero-mean white Gaussian noise of variance \( \sigma^2 \). On the receiver side, the
symbols can be retrieved by sampling the signal at every period
symbol \( T_s \), i.e., at \( qT_s \) with \( q \in \{0, 1, \ldots, N_s - 1\} \). However, the optimal decision instant maximizing the system CINR is
also driven by an epoch (or timing offset): \( k_0 \in \mathbb{R} \). Since
the fact of introducing linear distortions leads to a distortion
of the system impulse response and often to an offset of the
optimal decision instant\(^3\). Therefore, a timing recovery loop
is usually placed after the detection filter to track the epoch \( k_0 \)
and defined relative to \( T_s \) for the sake of generalization. This
leads to the received sampled signal that can be expressed as:

\[
y((k_0 + q)T_s) = s_q \cdot h(k_0 T_s) + \ldots
\]

\[\sum_{k=q-(N_s-1)}^{q} s_{q-k} \cdot h((k_0 + k)T_s) + w'((k_0 + q)T_s),\tag{1}\]

where \( h(t) \overset{\Delta}{=} (h_{PS} \ast h_{LD} \ast h_{DT})(t) \) is the system impulse
response and \( w'(t) \overset{\Delta}{=} (w \ast h_{Rx} \ast h_{Eq} \ast h_{DT})(t) \) is the filtered
noise. Three terms can then be observed: the useful part of
the signal, the intersymbol interference (ISI) caused by linear
distortions, and the filtered noise. This constitutes the basis
for the characterization of the end-to-end performance by the
determination of the CINR as well as for the characterization
of the linear distortions.

\(\) C. Carrier-to-Interference-and-Noise Ratio

Based on (1), the CINR formula can be expressed as:

\[
(C^*(T_s, \hat{\sigma})) = \frac{|h(k_0^* T_s)|^2}{\sum_{k \in \mathbb{Z}^*} |h((k_0^* + k) T_s)|^2 + \hat{\sigma}^2}, \tag{2}
\]

where filter border effects are neglected and \( \hat{\sigma}^2 \) represent
the filtered noise power normalized by the symbols power. It will
be implicitly assumed using the notation \( \{\cdot\}^* \) that the CINR
correspond to the optimal epoch \( k_0^* \), which has been determined
by the timing recovery loop. Indeed, the determination of \( k_0^* \)
depends essentially on the system impulse response \( h(t) \) and

\(^3\) In the practice, the epoch contains propagation delay and average group
delay. It is assumed that these constants have been determined as part of the
tracking and they have been subtracted from \( k_0 \), since they do not play any
role in the linear distortions.

From this point, it is possible to decompose the CINR into:

\[
(C^*(T_s, \hat{\sigma}))^{-1} = \|C^*_s(T_s)\|^{-1} + \|C^*_d(T_s, \hat{\sigma})\|^{-1}, \quad \sum_{k \in \mathbb{Z}} \frac{|h((k_0^* + k) T_s)|^2}{\hat{\sigma}^2}
\]

i.e., the CIR quantifying the degradation caused linear distortions
through intersymbol interference, and the carrier-to-noise ratio (CNR)
quantifying essentially the degradation caused by the noise. The SRRCF
is considered in the following as pulse shaping filter and detection filter, i.e. \( h_{PS}(t) = h_{DT}(t) = h_{SRRCF}(t) \). Its frequency response is defined as the square-root
of the raised-cosine filter (RCF) frequency response.

\(\) D. System Impulse Response

The key element to determine the CIR and therefore, characterize
the linear distortions, is the system impulse response \( h(t) \). This
impulse response can be defined as the inverse Fourier transform
of the frequency responses product between the RCF and the linear
distortions. The carrier center frequency is denoted \( f_\Delta \) and defined, by convention, with respect to the center of the linear distortions characteristic. For more convenient
integral calculations, the expression can be reformulated using the
successive variable changes: \( f' = f - f_\Delta \) and \( \hat{f} = f' \cdot T_s \). Thus,
the system impulse response can be expressed as:

\[
h(t) = F^{-1} \left[ H_{RCF}(\alpha, \hat{f}) \cdot H_{LD}(\hat{f} + \hat{f}_\Delta) \right] (t), \tag{4}\]

where the normalized carrier placement is \( \hat{f}_\Delta = f_\Delta \cdot T_s \) and
the normalized RCF transfer function [34] is given by:

\[
H_{RCF}(\alpha, \hat{f}) = \ldots
\]

\[
\begin{cases}
1, & \frac{1}{2} \left[ 1 + \cos \left( \frac{\pi}{\alpha} \left( |\hat{f}| - \frac{1-\alpha}{2} \right) \right) \right], \frac{(1-\alpha)}{2} < |\hat{f}| \leq \frac{(1+\alpha)}{2}, \\
0, & \text{otherwise}
\end{cases}
\]

where \( \alpha \) is the well-known roll-off taking values in the range
\( 0 \leq \alpha \leq 1 \). \( h(t) \) can generally be decomposed into elementary
integrals each one defined on a specific frequency interval.

As a second step, knowledge on the transfer function related
to linear distortions is required. By convention, payload
components are characterized in terms of gain in (dB)
and group delay in (ns). Therefore, it is of interest to consider
the following polar form of the transfer function:

\[
H_{LD}(f) = \rho(f) \cdot e^{j\Phi(f)}, \tag{6}\]

where \( \rho(f) \) represents the amplitude distortion and \( \Phi(f) \) the
phase distortion. From this expression, it is possible to define the
gain (or magnitude response) as:

\[
G_{dB}(f) = 20 \cdot \log_{10}(\rho(f)), \tag{7}\]
and the group delay as:

\[ D(f) = -\frac{1}{2\pi} \frac{d\Phi(f)}{df}. \]  

(8)

Thus, the linear distortions can be described by inverting (7) and (8) in the following manner:

\[ H_{LD}(f) = e^{\xi G_{an}(f)} e^{-\rho(f) f} \]  

(9)

where \( \rho(f) \) is expressed as natural base exponential function by defining \( \xi = \frac{\rho(0)}{2\pi} \), which facilitates integral computations. Hence, the CINR can be precisely determined numerically in the context of satellite end-to-end performance determination as long as gain and group delay data points of components are known. The general procedure consists in the following points:

1) Summing the gain and group delay characteristics of the components considered as sources of linear distortions to obtain \( G_{dB}(f) \) and \( D(f) \), respectively.
2) Determining the transfer function \( H_{LD}(f) \) from (9).
3) Performing the numerical integration of \( h(t) \) in (4).
4) Computing the CINR as a function of the epoch \( k_0 \) using a partial sum in the denominator \( k \in \{-L, \ldots, -1, +1, \ldots, +L\} \).
5) Optimizing the epoch \( k_0 \) so as to maximize the CINR to obtain (2).

This procedure is the most general method of determining the CINR. It relies on the aforementioned mathematical expressions as opposed to the simulation traditionally run by satellite manufacturers and equipment suppliers. However, it still gives little insight on the linear distortions behavior, e.g. with regards to the roll-off and symbol rate, and open questions: How many terms - characterized by the limit \( L \) - are required to obtain a sufficiently accurate CIR? How can the epoch \( k_0 \) be properly optimized? Therefore, the next section will shed light on the numerous characteristics of linear distortions. The analysis will focus on the typical linear distortions identified in the satellite communications systems, i.e. when \( H_{LD}(f) \) can be described with zeros and poles or by a polynomial.

III. TYPICAL LINEAR DISTORTIONS MODELS

This section aims at defining the transfer function of the linear distortions and its key parameters given the selected model: pole-zero model and approximated models. The general procedure on the selection of the appropriate model of linear distortions is illustrated in Fig. 4. The basic principle can be understood as follows: the less information on the linear distortion is available, the more approximations and assumptions are required, the less accurate the model is. In this context, a trade-off is highlighted between the obtained mathematical expressions (generality, accuracy) and polynomial expressions (low-complexity, insight).

A. Pole-Zero Model and Formulas

IMUX and OMUX filters are characterized in practice by their number of poles (constraining the passband ripple), transmission zeros (constraining the stopband attenuation) and possible additional zeros (flattening the group delay). Since there are the major source of linear distortions it is reasonable to express a model given the zeros and poles. In practice, the linear distortions transfer function related to the complete system will be closely related to the one of the IMUX and OMUX filters with additional perturbations.

1) General derivations

Based on (4), the system impulse response\(^4\) with regards to linear distortions can be expressed as:

\[ h(k_0 T_s) = \int_{(1+\alpha_1)/2}^{(1+\alpha_2)/2} H_{LD}(\gamma, \tilde{f} + \Delta f) R_C F(\alpha, \tilde{f}) e^{2\pi j k_0 \tilde{f} f_s} \]  

(10)

where

\[ H_{LD}(\gamma, \tilde{f} + \Delta f) = \prod_{i=0}^{n-1} ((\tilde{f} + \Delta f) - z_i) \prod_{i=0}^{n-1} ((\tilde{f} + \Delta f) - p_i). \]  

(11)

The parameters \( n \), \( z_i \), \( p_i \) are coefficients dependent on the filter order, the zeros and the poles, respectively. For the sake of compact notations, normalized poles are defined as \( z_i = z_i / \gamma \) and \( p_i = p_i / \gamma \). The parameter \( \gamma \) is the main driver in the linear distortions behavior. It can be defined with respect to a reference frequency such as the one-sided cutoff frequency \( f_c \). This leads to the definition \( \gamma = R_{0.1} / f_c \), which is in fact a dimensionless quantity. However, to make the connection with later defined linear distortions parameters, the unit can also be interpreted as (Mbaud/MHz).

2) Example of Chebyshev Type II Filter

For the sake of illustration, the ideal Chebyshev type II filter given in Fig. 2 is considered. The zeros and poles of Chebyshev type II filters are typically of the following form:

\[ z_i = \kappa_1 \frac{1}{\cos(\kappa_2)}, \]  

(12)

\[ p_i = \kappa_1 \frac{\cos(\kappa_2) \cosh(\kappa_3) + j \sin(\kappa_2) \sinh(\kappa_3)}{\cos(\kappa_2)^2 \cosh(\kappa_3)^2 + \sin(\kappa_2)^2 \sinh(\kappa_3)^2}, \]  

(13)

where \( \kappa_1, \kappa_2, \) and \( \kappa_3 \) are coefficients dependent on the filter order \( n \) and stopband ripple \( \varepsilon \). The stopband ripple can be reformulated as \( \varepsilon = 1/\sqrt{A_\varepsilon^2 - 1} \) such as to define the filter with regards to the stopband attenuation. In order to have a realistic model, \( A_{x, dB} = 35.0 \) dB is selected, which is above 30.0 dB as recommended by the DVB-S2x standard [22] and ensuring a characteristic close to the OMUX model.

B. Approximated Models and Formulas

1) Least-squares problem

From this point, it is assumed that the zeros and poles are unknown. It is also assumed that \( n \) observations of the frequency response \( H_{LD}(f) \) gain and group delay characteristics have been obtained through measurements over the bandwidth of interest: \( f_i, G_{dB,i} \leq i \leq n \) and \( f_i, D_i \leq i \leq n \). Gain and group

\(^4\)An exponential factor has been removed, since it is not source of linear distortions.
delay can then be modeled as the following polynomials:

\[ G_{DB}, i = g_0 + g_1 f_i + g_2 f_i^2 + \ldots + g_v f_i^v + \epsilon_{g,i}, \quad (14) \]
\[ D_i = d_0 + d_1 f_i + d_2 f_i^2 + \ldots + d_v f_i^v + \epsilon_{d,i}, \quad (15) \]

where \( \{g_p\}_{0 \leq p \leq v}, \{d_p\}_{0 \leq p \leq v}, \epsilon_{g,i} \) and \( \epsilon_{d,i} \) represent the unknown polynomial coefficients of the gain and group delay, and the regression errors at the \( i \)-th observation of the gain and group delay, respectively, \( \nu \) is the degree of the gain and group delay polynomials that is later referred to as the linear distortions order\(^5\). In matrix notations, it becomes:

\[ G_{DB} = F g + \epsilon_g, \quad (16) \]
\[ D = F d + \epsilon_d, \quad (17) \]

where \( G_{DB}, \) \( D, \) \( g, \) \( d \) are column vectors with elements \( \{G_{DB,i}\}_{1 \leq i \leq \nu}, \{D_i\}_{1 \leq i \leq \nu}, \{g_p\}_{0 \leq p \leq v} \) and \( \{d_p\}_{0 \leq p \leq v}, \) respectively, and \( F \) is a Vandermonde matrix:

\[ F = \begin{bmatrix} 1 & f_1 & f_1^2 & \ldots & f_1^v \\ 1 & f_2 & f_2^2 & \ldots & f_2^v \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & f_n & f_n^2 & \ldots & f_n^v \end{bmatrix}. \quad (18) \]

Finding the polynomials coefficients leads to solve quadratic minimization problems, which have the corresponding least squares (LS) solutions:

\[ \hat{g} = F^T F^{-1} F^T G_{DB}, \quad (19) \]
\[ \hat{d} = F^T F^{-1} F^T D. \quad (20) \]

In the end, the approximation quality of \( H_{LD}(f) \) is dependent on \( \nu, \epsilon_g, \) and \( \epsilon_d. \) In the next subsections, it is assumed that \( \hat{g} \) and \( \hat{d} \) have been determined (the notation \( \hat{\cdot} \) is then omitted). Core examples of LS approximation for each of the respective model are provided in Fig. 5 and 6 for the sake of illustration.

2) Slope-based model (\( \nu = 1 \))

In the first-order linear distortions model, so-called slope-based model, the gain and group delay can be expressed as:

\[ G_{DB}(g_0, g_1, f) = g_0 + g_1 f, \quad (21) \]
\[ D(d_0, d_1, f) = d_0 + d_1 f, \quad (22) \]

which can be reduced to its linear distortions components:

\[ G_{DB}(g_1, f) = g_1 f, \quad (23) \]
\[ D(d_1, f) = d_1 f, \quad (24) \]

since \( g_0 \) is a scaling factor independent of the frequency, therefore not a source of linear distortions, and \( d_0 \) leads to a constant group delay, corrected by the tracking of the epoch. \( g_1 \) and \( d_1 \) are the so-called gain slope and group delay slope. Using (9), this leads to the following transfer function:

\[ H_{LD}(g_1, d_1, f) = e^{j\pi f d_1} e^{-j\pi f g_1}, \quad (25) \]

Furthermore, the final form is derived after applying the variable changes \( \hat{f} = f - f_\Delta \) and \( f = f - T_s \) from (4), which leads to the reformulation of the transfer function expression\(^6\):

\[ H_{LD}(x_1, y_1, \hat{f} + \hat{f_\Delta}) = e^{jx_1 \hat{f}} e^{-jy_1 \hat{f}^2}, \quad (26) \]

where \( x_1 = g_1 / T_s \) and \( y_1 = d_1 / T_s^2 \) define the two main parameters fully characterizing the behavior of the first-order

\(^5\)The degree of polynomials is chosen to be the same, since it is a sufficient condition to ensure the property of independence between the gain and group delay later discussed.

\(^6\)As explained with \( g_0 \) and \( d_0, \) the terms in \( \hat{f}_\Delta \) are not source of linear distortions, i.e. \( f_\Delta \) does not play a role in the slope-based model equations.
linear distortions. Intuitively, it is expected that for a given symbol rate, increasing the gain slope worsens the CIR. Alternatively, for a given gain slope, increasing the symbol rate, i.e. the bandwidth, worsens the CIR as well. The same reasoning applies for the group delay slope. Furthermore, $x_1$ and $y_1$ are expressed in this paper in $(\text{dB/MHz}) \cdot (\text{Mbauds})$ and $(\mu\text{s/MHz}) \cdot (\text{Mbauds})^2$, respectively. These parameters are directly connected to the parameter $\gamma$ from the pole-zero model description.

3) Parabola-based model ($\nu = 2$)

The gain and group delay of the second-order linear distortions, so-called parabola-based model, can be expressed as:

$$
G_{\text{dB}}(g_0, g_1, g_2, f) = g_0 + g_1 f + g_2 f^2, \quad (27)
$$

$$
D(d_0, d_1, d_2, f) = d_0 + d_1 f + d_2 f^2, \quad (28)
$$

which can be reformulated more meaningfully as follows:

$$
G_{\text{dB}}(g_2, f_{\Delta}^2, f) = g_2(f + f_{\Delta}^2)^2, \quad (29)
$$

$$
D(d_2, f_{\Delta}^2, f) = d_2(f + f_{\Delta}^2)^2, \quad (30)
$$

where $f_{\Delta}^2$ represent the frequency offset of the parabola vertex with respect to the carrier center frequency, while $1/g_2$ and $1/d_2$ are the latus recta of the gain and group delay parabola, respectively. The latter parameters dictate the parabola opening, i.e. the severity of the linear distortions. Similarly to the slope-based model, the linear distortions transfer function can be expressed as:

$$
H_{\text{LD}}(x_2, y_2, f_{\Delta}, f, f_{\Delta}) = e^{i\pi x_2(x_f + f_{\Delta} + f_{\Delta}^2)^2} e^{-j2\pi y_2(x_f + f_{\Delta} + f_{\Delta}^2)^2}, \quad (31)
$$

where $x_2 = g_2/T_s^2$ and $y_2 = d_2/T_s^2$ define the two main parameters characterizing the behavior of the second-order linear distortions. Furthermore, $x_2$ is expressed in this paper in $(\text{dB/MHz}^2) \cdot (\text{Mbauds})$ and $y_2$ in $(\mu\text{s/MHz}^2) \cdot (\text{Mbauds})^3$. Lastly, the vertex frequency offset is also expressed with regards to the symbol period as $f_{\Delta}^2 = f_{\Delta}^2 \cdot T_s$.

IV. PARAMETERS AND PROPERTIES ANALYSIS

This section provides crucial new insights on typical linear distortions, with respect to the existing literature, by analyzing their behavior with regards to the key parameters: the optimal epoch $k_0^*$, the normalized noise power $\bar{\sigma}^2$, the roll-off $\alpha$, the carrier placement $f_{\Delta}$, and the linear distortions parameters $\gamma$, $x_1$, $y_1$, $x_2$, $y_2$. Important properties are also derived. Approximated models are the center of attention, since they are the simplest form of linear distortions. A synthesis describing the typical OMUX characteristic is provided in the end of the section.

A. Epoch Analysis

1) Slope-based model ($\nu = 1$)

Following the computation procedure described in section II, the CINR is determined and depicted in Fig. 7 as a function of the epoch $k_0$ given various sets of values ($x_1$, $y_1$, $\bar{\sigma}^2$). To comprehend the nature of the CINR and induce important properties, an analysis of its asymptotic behavior is performed.

Indeed, the CINR can be interpreted as the inverse of a polynomial in $k_0$ as follows:

$$
C(k_0, x_1, y_1, \alpha, \bar{\sigma}) \sim \frac{1}{P_{x_1,y_1,\alpha,\bar{\sigma}}(k_0)}, \quad (32)
$$

as $(k_0, x_1, y_1) \to (0, 0, 0), \forall \alpha \in [0; 1], \forall \bar{\sigma}^2 \geq 0$. For instance, in the case $\alpha = 0$, this polynomial can be expressed as:

$$
P_{x_1,y_1,0,\bar{\sigma}}(k_0) = \left(\frac{1}{3} + \frac{(\xi x_1)^2}{60} + \frac{13(\pi y_1)^2}{2160} + \frac{\bar{\sigma}^2}{3} \right) (\pi k_0)^2 - \left(\frac{(\xi x_1)(\pi y_1)}{36} \right) (\pi k_0) + \frac{(\xi x_1)^2}{12} + \frac{(\pi y_1)^2}{180} + \bar{\sigma}^2, \quad (33)
$$

The interested reader can refer to the appendix A for calculations details. From this expression, it is trivial to show that $P_{x_1,y_1,0,\bar{\sigma}}(k_0)$ is convex and its minimum is located at:

$$
k_0^* = \frac{24\pi}{(1 + (\xi x_1)^2 + 13(\pi y_1)^2 + \bar{\sigma}^2)} \sqrt{\frac{1}{20}}, \quad (34)
$$

which is the optimal epoch that maximizes the CINR given the above conditions. This especially implies that the optimal epoch is not exactly zero, but a function of gain slope and group delay slope parameters $x_1$ and $y_1$. However, it can be considered that $k_0^* \sim 0$ as $(x_1, y_1) \to (0, 0)$ as illustrated in Fig. 7. Moreover, it is only when the linear distortions are severe, typically for CINR $< 10$ dB, that approximating $k_0^*$ to zero is no longer valid. In this case, the CINR corresponding to $x_1 y_1 < 0$ is simply the reflection over the $\gamma$-axis of the CINR corresponding to $x_1 y_1 > 0$. Therefore, the maximum value is conserved and the study of the CINR can be reduced to $x_1 \geq 0$ and $y_1 \geq 0$. Paradoxically, the smaller $x_1$, $y_1$, and $\bar{\sigma}^2$, the more sensitive to the epoch the CINR. Thus, the tracking of the optimal epoch is a critical matter, since even a small additive interference along with an imperfect estimation of the epoch can already significantly impact the CINR. This phenomenon was numerically observed in [35] in the presence of a non-constant group delay in the satellite communication chain.
2) Parabola-based model ($\nu = 2$)

The same study can be conducted for the parabola-based model. In this context, the case $f_3^p = f_3^l = 0$ is of particular interest, since it corresponds to the case where the slope approximation performs poorly. Indeed, approximating a parabola by a slope at its vertex leads to the worst case of underfitting. The slope is approximated to zero, as in the case where no linear distortions are present. This leads to significantly high CINR values (tending towards infinity if $\hat{x}^2 = 0$) and important approximation errors.

Furthermore, the CINR can also be interpreted as the inverse of a convex polynomial in $k_0$. For instance, in the simpler case $\alpha = 0$, the polynomial minimum is located at $k_0 = y_2/20$ as $(x_2, y_2) \rightarrow (0, 0)$, $\forall \hat{g}^2 \geq 0$. It means that the optimal epoch of the centered group delay parabola is leading the optimal epoch of the parabola-based model. In other words, the main difference with the slope-based model lies in the fact that the CINR characteristic is shifted along the $k_0$-axis according to the value of $y_2$.

B. Asymptotic Decomposition

From this point, it is assumed that the normalized noise power has been taken into account and the focus is on the CIR derivations.

1) Slope-based model ($\nu = 1$)

In view of the epoch study, the CIR describing the asymptotic behavior at the optimal epoch can be defined more broadly with the novel analytical expression:

$$C^*_{x}(x_1, y_1, \alpha) \sim \frac{1}{\left(\frac{\xi x_1}{2} + (\pi y_1)^2 f_2(\alpha)\right)} \cdot C^*_{x}(x_1, y_1, \alpha),$$

as $(x_1, y_1) \rightarrow (0, 0)$, $\forall \alpha \in [0, 1]$, where

$$f_1(\alpha) = \sum\limits_{k \in \mathbb{Z}^*} \frac{1}{2(\pi k)^2(2\pi k)^2 - 1} \cdot \frac{\cos(\alpha k)}{1 + k^2},$$

$$f_2(\alpha) = \sum\limits_{k \in \mathbb{Z}^*} \frac{1}{2(\pi k)^2(2\pi k)^2 - 1} \cdot \frac{\sin(\alpha k)}{\cos(\alpha k)},$$

and

$$E_{\%}(x_1, y_1, \alpha) = \left| \frac{C^*_{x, dB}(x_1, y_1, \alpha) - C^*_{x, dB}(x_1, y_1, \alpha)}{C^*_{x, dB}(x_1, y_1, \alpha)} \right| \cdot 10^2.$$
is observed that for any CIR above 20 dB (red dotted line), the composite formula (38) leads in the worse case scenario to a percent error of about 0.5%, which corresponds to a maximum approximation error of only 0.1 dB. Moreover, this boundary is further extended for lower \( \alpha \): for \( \alpha = 0.2 \), a maximum approximation error of 0.1 dB holds for any CIR above 13 dB, whereas for \( \alpha = 0.1 \), it corresponds to any CIR above 4 dB. On top of that, the composite formula can also be applied when \(|x_1|\) or \(|y_1|\) is more dominant than the other.

To understand what can be expected in practice, the re-scaled DVB-S2x OMUX model in Fig. 2 is considered as \( H_{LD}(f) \). Ranges \((|x_1|, |y_1|)\) are illustrated in dashed blue lines for various ratios \( R_s/B_N \) corresponding to a carrier of bandwidth \( B = (1 + \alpha)R_s \) and center frequency \( f_\Delta \in [0; (B_N - B)/2] \). It can be observed that for small carriers with respect to the OMUX bandwidth, i.e., small \( R_s/B_N \), the composite formula can be applied with high accuracy. Typically, for \( R_s/B_N \leq 0.1 \), the CIR approximation error is less than 0.04 dB. However, a carrier located at the OMUX edge with a symbol rate \( R_s \geq 0.2B_N \) has a CIR approximation error of at least 0.15 dB. This means that the application of the composite formula must be done with care.

2) Parabola-based model \((\nu = 2)\)

Based on the epoch study, the asymptotic CIR at the optimal epoch can be defined, in the case \( f^d_\Delta = f^d_\Delta = 0 \), as:

\[
C_{\nu}(x_2, y_2, 0, 0, \alpha) \sim \frac{1}{(\xi x_2)^2f_2(\alpha) + (\frac{2}{3} \pi y_2)^2f_3(\alpha)},
\]

(40)
as \((x_2, y_2) \to (0, 0), \forall \alpha \in [0; 1]\). \(f_2(\alpha)\) is the same function that described the group delay slope (corresponding to a parabolic phase). In other words, this roll-off function arises from any parabolic behavior indifferently from its nature (gain or phase). On the other hand, \(f_3(\alpha)\) arises from the parabolic group delay (corresponding to a cubic phase). This function also takes into account the correction coefficient of the optimal epoch that is dependent on \(y_2\). Analog properties of the slope-based model can be induced (symmetry, symbol rate and roll-off independence, and composition rule) and analog conclusions can be reached regarding the CIR percent error with regards to the range \((|x_2|, |y_2|)\).

C. Carrier Placement Analysis

Assuming a parabola-based model, no analytical expression can be derived considering the case \((\hat{f}^p_\Delta, \hat{f}^d_\Delta) \in \mathbb{R}^2\) without using further approximation. It is of interest to observe the case where the carrier is near the group delay parabola vertex i.e. \(f_\Delta \to -\hat{f}^d_\Delta\). A further analytical expression can be obtained when considering \(\Delta = f^p_\Delta - f^d_\Delta \to +\infty\) (assuming \(\Delta > 0\)). Indeed, the transfer function (31) can be reformulated as:

\[
H_{LD}(x_2, y_2, \hat{f}^p_\Delta, f^d_\Delta, \hat{f} + f_\Delta) \sim e^{\xi(2x_2\Delta)}\hat{f}, e^{-\frac{3}{2} \pi y_2\hat{f}^3},
\]

(41)
as long as \((\hat{f}^p_\Delta, f^d_\Delta) \to (-\hat{f}^d_\Delta, +\infty)\). By defining \(x_1 = 2x_2\Delta\), it is then trivial to see that the gain parabola can be reduced to a gain slope. Using the same reasoning and assumptions, the problem can be reduced when the carrier is near the gain parabola vertex as long as \(-\Delta \to +\infty\). In practice, a distance between the vertexes of \(|\Delta| \geq 0.60\) is sufficient to guarantee a percent error below 0.3% \((\alpha \in [0; 0.3])\). This means that the parabola-based model is only necessary when the carrier is very close to a ripple (gain or group delay) to get a higher CIR accuracy. In other instances, the slope-based model is both accurate and of lowest complexity.

Another case of interest is \(\hat{f}^p_\Delta = \hat{f}^d_\Delta = \hat{f}^d_\Delta\), since it corresponds to the case where the both gain and group delay parabolas are aligned as in most conventional filters. By applying an analog reasoning with \(|\hat{f}^d_\Delta|\to +\infty\), the problem can be reduced to the first-order linear distortions. On the other hand, an analysis of \(|\hat{f}^d_\Delta|\) can show that the CIR is very sensitive around a vertex. For instance, a carrier shifted around the vertex by an order of \(10^{-2}\) can lead to a CIR variation of the order of dBs.

D. Roll-off Analysis

The roll-off functions \(f_1(\alpha), f_2(\alpha),\) and \(f_3(\alpha)\) are illustrated in Fig. 9 and expressed in (dB) unit. It is important to observe that there is no particular trend and that the optimal roll-off
The optimal roll-off of \( f_1(\alpha) \), \( f_2(\alpha) \), and \( f_3(\alpha) \) are \( \alpha = 1 \), \( \alpha = 0 \), and \( \alpha \approx 0.51 \), respectively. The worse roll-off value of \( f_1(\alpha) \), \( f_2(\alpha) \), and \( f_3(\alpha) \) are \( \alpha = 0 \), \( \alpha \approx 0.78 \), and \( \alpha = 0 \), respectively. Consequently, the optimal roll-off for a carrier (maximizing the CIR) can be widely different according to the placement of this carrier. Besides, various partial sum limits \( L \) are given to bring the attention to the memory effects that are especially important for predistortion algorithms. Indeed, \( f_1(\alpha) \) and \( f_3(\alpha) \) display more memory for low roll-off values, but not only. \( f_3(\alpha) \) also contains some memory around its peak. In contrast, \( f_2(\alpha) \) convergence is fast and almost no memory is observed.

### E. Gain and Group Delay CIR Analysis

#### 1) Slope-based model (\( \nu = 1 \))

To get the full picture on the slope-based model, it is important to study separately \( C^*_2(x_1, \alpha) \) and \( C^*_2(y_1, \alpha) \), especially their asymptotic behavior. A summary of their respective behavior is depicted in Fig. 10a. First of all, \( C^*_2(x_1, \alpha) \) is the simplest expression among all polynomial linear distortions and the CIR can be described as the following analytical expression:

\[
C^*_2(x_1, \alpha) = \frac{1}{(\xi x_1)^2 f_1(x_1, \alpha)},
\]

defined for \( x_1 \neq 0 \) (the case \( x_1 = 0 \) is trivial), where the function \( f_1(x_1, \alpha) \) is also composed of an infinite sum and has the property to be equivalent to \( f_1(\alpha) \) as \( x_1 \to 0 \). A closed-form expression can be derived given any fixed value \( \alpha \), for instance: \( f_1(x_1, 0) = \frac{1}{2(\xi x_1)} \coth\left(\frac{\xi x_1}{2}\right) - \frac{1}{(\xi x_1)^2} \).

By contrast, \( C^*_2(y_1, \alpha) \) is less obvious and can only be described as an integral-based expression due to the lack of primitive. In the case of the group delay CIR, the impact of the roll-off is less noticeable. There is only about 1.4 dB difference between the CIR \( \alpha = 0 \) and \( \alpha = 1 \) in comparison with 11.7 dB for the gain slope CIR.

#### 2) Parabola-based model (\( \nu = 2 \))

Next, a summary of the respective behavior of \( C^*_2(x_2, \alpha) \) and \( C^*_2(y_2, \alpha) \) is provided in Fig. 10b in the case of interest.

---

**Fig. 11.** CIR as a function of the carrier placement given various roll-off and symbol rates. Red circles indicates the domination of one of the following characteristic: gain slope (1), group delay slope (2), and group delay parabolic (3).

---

The asymmetry of the DVB-S2x OMUX model can be well observed in Fig. 11b and especially for small carriers. Indeed, the group delay parabolic is dominant around the OMUX center for small carriers, e.g. \( R_s = 0.1B_N \). Indeed, this is due to \( f_{\Delta}^g = f_{\Delta} = 0 \). \( C^*_2(x_2, \alpha) \) is analog to \( C^*_2(y_1, \alpha) \) with a rather small roll-off sensitivity and stable trend for low CIR (except around \( \alpha = 1 \)). In contrast, regarding \( C^*_2(y_2, \alpha) \), the higher the roll-off, the more unstable the CIR is. It is also highlighted (black dashed lines) that there is about 8 dB difference between the CIR evaluated at \( k_0 = 0 \) and \( k_0^s \sim \frac{1}{20} \cdot y_2 \) (at \( \alpha = 0 \)). This especially stresses the importance of the epoch analysis.

**F. Synthesis**

In Fig. 11 CIRs are depicted as a function of the carrier placement based on the two OMUX models presented in Fig. 2. By showing the characteristic for various roll-offs, it is possible to identify linear distortions behavior from the approximated models previously described. Fig. 11a highlights that the group delay parabolic is dominant around the OMUX center for small carriers, e.g. \( R_s = 0.1B_N \). Indeed, this is due to \( f_{\Delta}^g = f_{\Delta} = 0 \) and \( y_2 \) being more dominant than \( x_2 \). The optimal roll-off is \( \alpha \approx 0.51 \), i.e. the one corresponding to \( f_2(\alpha) \). From a normalized frequency offset corresponding to \( |\Delta| = 0.60 \), i.e. 30 MHz with respect to the OMUX center, the group delay slope can be considered dominant (with at least 99% accuracy). Therefore, the optimal roll-off in this range of frequencies is \( \alpha = 0 \), i.e. the one corresponding to \( f_2(\alpha) \). Finally, the gain slope becomes dominant further on the edge of the OMUX, where the optimal roll-off is then \( \alpha = 1 \), i.e. the one corresponding to \( f_1(\alpha) \). For wide carriers, e.g. \( R_s = 0.5B_N \), the effect of the roll-off in the center is spread due to larger \( R_s \). Outside the center, deviations of the roll-off effect is observed with respect to the slope-based model, since the slope approximation is less accurate with larger \( R_s / B_N \). For very wide carriers, e.g. \( R_s = 1.0B_N \), the optimal roll-off in the center decreases, since increasing the carrier bandwidth would result in severe degradation due to the channel bandwidth limitation.

The asymmetry of the DVB-S2x OMUX model can be well observed in Fig. 11b and especially for small carriers. Indeed, the group delay ripple and the gain ripple do not coincide, i.e. \( f_{\Delta}^g \neq f_{\Delta}^d \). For small carriers, e.g. \( R_s = 0.1B_N \), the normalized frequency difference between the ripples vertexes corresponds to \( |\Delta| \approx 0.64 \). As a result, since \( |\Delta| > 0.60 \), a gain slope roll-
off effect can be noticed at the group delay vertex (center-left) and a group delay slope roll-off effect can be noticed at the gain vertex (center-right). For wide carriers, e.g. $R_s = 0.5B_N$, the effect of the roll-off in the center becomes closer to the one of the Chebyshhev type II model. The wider the carrier, the less difference is observed between both model.

V. NUMERICAL RESULTS IN OPTIMIZATION SCENARIOS

This section sheds light on the feasibility of real-time DCA optimization in future UHTS systems. The DCA optimization consists in allocating multiple carriers to available parts of the spectrum given the knowledge of the frequency-dependent channel characteristics. Thus, four methods are proposed and analyzed with regards to the relevant performance metrics. The different system trade-offs are also exposed.

A. Optimization Problem

1) Problem formulation

Different optimization approaches can be considered: sum-rate maximization, CIR maximization based on pre-defined user priority, or CIR maximization based on user fairness. For the sake of illustration, this paper focuses on the latter approach. Also, different approaches regarding the variables involved in the optimization are possible. The power control is considered to be independent so as to focus exclusively on the CIR optimization and related DCA gain. Thus, the DCA optimization problem can be formulated as follows:

$$\mathcal{P} : \max_{1 \leq i \leq V_c} \left\{ \min_{1 \leq i_c \leq N_c} \{ C^*_c (f_\Delta (i_c, v_c)) \} \right\} \quad (43)$$

and consists in finding the allocation $v^*_c$ that maximizes the minimum CIR of all carriers. It can also be understood as attempting to minimize the worst-case of linear distortions interference. The placement of carrier $i_c$ given a carriers combination $v_c$ is denoted $f_\Delta (i_c, v_c)$. The benefits of such max-min problem formulation have been especially highlighted in the context of cellular radio systems [36], [37]. It is worth noting that most resource allocation problems such as this one are NP-hard [38].

2) Performance criteria

Two major criteria come into play to compare the performance of the proposed problem-solving methods. The first criterion is the DCA execution time or complexity, which can itself be decomposed into two elementary complexities:

$$\mathcal{O} (\text{DCA}) \approx \mathcal{O} (\text{Search}) \times \mathcal{O} (\text{CIR}) \quad (44)$$

where $\mathcal{O} (\text{Search})$ and $\mathcal{O} (\text{CIR})$ represent the complexities of the search algorithm and the CIR computation, respectively. This criterion is of paramount importance, since it determines to which extent real-time DCA optimization can be applied. A naive brute-force search among all possible carrier allocations is in the order of $\mathcal{O} (N_c \cdot N_c !)$, i.e. computationally expensive. In contrast, a smarter approach consists in computing only non-repetitive CIR values, since the placement of a given carrier is sometimes identical across different possible carrier combinations. This latter approach is used in the simulations and leads to a search complexity of $\mathcal{O} (N_c \cdot 2^{N_c-1})$. In other words, the overall complexity comes down to the CIR complexity, which depends on the selected linear distortions model. Secondly, the optimality has to be taken into account. This criterion is a direct consequence of the accuracy of the considered CIR calculations, which also depends on the selected linear distortions model. Thus, a trade-off between CIR accuracy and complexity is presented.

B. Simulations

1) Linear distortions models

Each proposed problem-solving method is relying on a linear distortions model presented in Fig. 4. The pole-zero, hybrid (slope-based and parabola-based) and slope-based models are combined with the aforementioned optimal search algorithm. The choice of the models expose the best trade-offs between accuracy and complexity. The pole-zero model is based on the mathematical expression for best accuracy. In this context, the partial sum limit was tuned to $L=10$ such as to reduce the complexity, thus losing slightly in accuracy, but still achieving the optimal allocation gain in every scenarios. The slope-based model is based on the CIR asymptotic polynomial expression to achieve the lowest complexity possible. The roll-off functions $f_1(\alpha)$ and $f_2(\alpha)$ are precomputed for the set of expected roll-off values. The hybrid model is proposed as an enhancement of the slope-based model in terms of accuracy such that the parabola-based model is used in the vicinity of linear distortions ripples. For the sake of illustration, the blind model is defined as a heuristic, which simply places the carriers with wider bandwidths towards the center of the channel and carriers with narrower bandwidths towards the edge. This latter problem-solving method does not require search time and was based on the analysis in section IV showing that the symbol rate is the main driving parameter in the linear distortions behavior.

2) Scenarios

Thirty different randomized scenarios9 are generated for a given number of carriers $N_c$ to evaluate and compare the performance of the problem-solving methods. For each carrier, the symbol rate $R_s$ is generated following a uniform distribution. In other words, each symbol rate is chosen from the interval of remaining available bandwidth until the sum of the bandwidths is equal to $B_N$. This allows a good representation of different carriers characteristics present in practical systems. In order to isolate the allocation gain related to the symbol rate, the roll-off of all carriers is fixed to the standard value of $\alpha = 0.1$.

C. Numerical Results Analysis

A reference allocation speed of the respective methods is given in Table II. The slope-based model provides the lowest complexity by a substantial margin. The pole-zero model relies on a numerical integration and epoch optimization to compute the CIR, which makes it computationally expensive. Furthermore, the hybrid model performance lies, as expected, in-between. Besides complexity, it can be noticed that the mean accuracy is strictly increasing with the number of carriers. Therefore, the statistics of $N_c = 4$ and $N_c = 8$ are presented in Table II. This is especially visible in the case of the hybrid

9This number of scenarios is a reasonable practical trade-off between the performance statistics and the sum of the scenarios execution time.
and slope-based models, which are based on approximated models. Indeed, the higher the number of carriers \( N_c \) is given a fixed OMUX bandwidth, the more often carriers have with narrower bandwidth with respect to the OMUX bandwidth. Thus, it leads to an approximation, which is more accurate statistically. Regarding the slope-based model, the smaller the carrier bandwidth is, the more the approximation \((x_1, y_1) \rightarrow (0, 0)\) becomes true. As a consequence, the hybrid and slope-based models are especially well suited to a high number of carriers. It is worth noting that the accuracy of the slope-based and hybrid models are highly dependent on the linear distortions characteristics. In this context, only one gain and group delay ripple is present in the channel. By contrast, an elliptical filter containing multiple ripples would lead to a rapid decrease of the slope-based model accuracy, whereas the hybrid model accuracy would remain stable.

A comparison of the achieved minimum CIR between problem-solving methods is depicted in Fig. 12b. The allocation gain is defined as the difference between the method minimum CIR and the random allocation minimum CIR. The allocation gain depicted in Fig. 12 is significant for all considered methods. The mean allocation gain is fluctuating due to the scenarios statistics, but it is globally increasing with the number of carriers on the considered interval. For instance, the pole-zero model reaches 4.2 dB mean allocation gain for 4 carriers and 6.6 dB for 8 carriers. Even the proposed heuristic reaches significant mean allocation gain of 6.2 dB for 8 carriers. However, it is highly dependent on the linear distortions characteristics. Its performance would rapidly decrease in the presence of filter based on ripples characteristics. The measured gain optimality of the heuristic is 14.81%, since the optimal DCA gain is only reached when \( N_c \) is very small, whereas proposed methods reach at least 94.07% of the time the highest possible DCA gain.

### VI. Conclusion

This paper has presented a novel characterization method for the frequency-dependent filter distortions in future UHTS systems. Indeed, novel mathematical expressions of CIR have been derived depending on the available knowledge and type of filter distortions. On this basis, the crucial parameters impacting the distortions behavior have been thoroughly analyzed so as to identify and optimize the key drivers during the satellite development process. In particular, the impact of the roll-off has been shown to be dependent on the order of the filter distortions and new light has been shed on the cross-dependencies between gain and group delay CIRs.

Furthermore, the derived expressions are essential to enable the real-time DCA in future UHTS systems. In this context, the main trade-offs between complexity, accuracy and allocation gains have been highlighted. Thus, the proposed methods demonstrate a significant gain that is increasing with the number of carriers. In the end, this paper contributes to pave the way towards a future high-rate and seamless communication experience.

### APPENDIX A

#### PROOF OF THE POLYNOMIAL LINEAR DISTORTIONS

The first-order Maclaurin series expansion covers most of the practical cases and is developed as follows:

\[
H_{LD}(x_1, y_1, \tilde{f}) \sim 1 + \xi x_1 \tilde{f} - j\pi y_1 \tilde{f}^2 ,
\]

as \((x_1, y_1) \rightarrow (0, 0)\). Without loss of generality, the roll-off can be set to zero. In this case, the impulse response power at epoch \( k_0 \) can be reduced to:

\[
|h(k_0 T_s)|^2 \sim C_0(k_0)^2 + (\xi x_1) S_1(k_0) - (\pi y_1) C_2(k_0))^2 ,
\]

as \((x_1, y_1) \rightarrow (0, 0)\), where

\[
C_n(k_0) = \int_{-\frac{1}{2}}^{\frac{1}{2}} \tilde{f}^n \cos(2\pi \tilde{f} k_0) d\tilde{f} ,
\]

\[
S_n(k_0) = \int_{-\frac{1}{2}}^{\frac{1}{2}} \tilde{f}^n \sin(2\pi \tilde{f} k_0) d\tilde{f} , \quad n \in \mathbb{N},
\]

whose respective primitive is trivial. Then, the CINR can be determined using (2). Furthermore, a closed-form expression can be obtained by decomposing the infinite sum in the denominator into five simpler sums of the form:

\[
L_p(k_0) = \frac{1}{\pi^p} \sum_{k \in \mathbb{Z}} \frac{1}{(k + k_0)^p} , \quad p \in \{2, 3, 4, 5, 6\},
\]
which can be expressed explicitly. For instance,
\[
L_{21}(k_0) = \frac{1}{\sin(\pi k_0)^2} - \frac{1}{(\pi k_0)^2} \tag{50}
\]

The final closed-form expression can be interpreted as the inverse of the polynomial (33) when considering \(k_0 \to 0\).

**References**

[1] T. Colin, T. Delamotte, R. T. Schwarz, and A. Knopp, “Linear distortions in the communication satellite payload: An analytical characterization,” in 2020 70th Advanced Satellite Multimedia Systems Conference and the 16th Signal Processing for Communications Workshop (ASMS/SPSC), 2020, pp. 1–8.

[2] International Telecommunication Union (ITU). (2020). [Online]. Available: https://www.itu.int/en/ITU-D/Statistics/

[3] E. Yaacoub and M. Alouini, “A key 6G challenge and opportunity—connecting the base of the pyramid: A survey on rural connectivity,” *Proceedings of the IEEE*, vol. 108, no. 4, pp. 533–582, 2020.

[4] R. De Gaudenzi, P. Angeletti, D. Petrolati, and E. Re, “Future technologies for very high throughput satellite systems,” *Int J Satell Comm Network*, vol. 38, no. 2, pp. 141–161, 2020. [Online]. Available: https://onlinelibrary.wiley.com/doi/abs/10.1002/sat.1327

[5] F. Volk, R. T. Schwarz, M. Loreau, and A. Knopp, “Emergency 5G communication on-the-move: Concept and field trial of a mobile satellite backhaul for public protection and disaster relief,” *International Journal of Satellites, Communications and Networking*, [Online]. Available: https://onlinelibrary.wiley.com/doi/abs/10.1002/sat.1377

[6] O. Vidal, G. Verelst, J. Lacan, E. Alberty, J. Radzik, and M. Bousquet, “Next generation high throughput satellite system,” in 2012 IEEE First AESS European Conference on Satellite Communications (ESTEL), 2012, pp. 1–7.

[7] H. Fenech, L. Roux, A. Hirsch, and V. Soumpholphakdy, “Satellite antennas and digital payloads for future communication satellites: The quest for efficiencies and greater flexibility,” *IEEE Antennas and Propagation Magazine*, vol. 61, no. 5, pp. 20–28, 2019.

[8] G. Mural and M. Bousquet, “The communication payload,” in *Satellite Communications Systems: Systems, Techniques and Technologies*, 5th ed., ser. Wiley Series in Communication and Distributed Systems. Wiley, 2009, ch. 10, pp. 435–525.

[9] *Unwanted emissions in the out-of-band domain*, Spectrum management, International Telecommunication Union (ITU), August 2015. [Online]. Available: https://www.itu.int/rec/R-REC-SM/en

[10] A. E. Atia, “Wideband communication satellite payload architecture,” in 2011 IEEE MTT-S International Microwave Symposium, 2011, pp. 1–4.

[11] R. I. Cameron and M. Yu, “Design of manifold-coupled multiplexers,” *IEEE Microwave Magazine*, vol. 8, no. 5, pp. 46–59, 2007.

[12] V. Singh, K. S. Parikh, S. Singh, and R. B. Bavaria, “DR OMUX for satellite communications: A complete step-by-step design procedure for the C-band dielectric resonator output multiplexer,” *IEEE Microwave and Wireless Components Letters*, vol. 14, no. 6, pp. 104–118, 2013.

[13] M. Kunes, “Microwave multiplexers for space applications,” *Electronics Communication Engineering Journal*, vol. 10, no. 1, pp. 29–35, 1998.

[14] *Space engineering, Communications, European Cooperation for Space Standardization (ECSS)*, March 2021. [Online]. Available: https://ecss.nl/standard/

[15] T. M. Braun, “Payload’s communications parameters,” in *Satellite Communications: Payload and System*. John Wiley & Sons, Inc., 2012, ch. 7, pp. 181–205.

[16] I. Katzela and M. Naghshineh, “Channel assignment schemes for cellular mobile telecommunication systems: a comprehensive survey,” *IEEE Personal Communications*, vol. 3, no. 3, pp. 10–31, 1996.

[17] J. Jones, “Filter distortion and intersymbol interference effects on PSK signals,” *IEEE Transactions on Communication Technology*, vol. 19, no. 2, pp. 120–132, 1971.

[18] R. Boblin and J. Lindenlaub, “Distortion analysis of binary FSK,” *IEEE Transactions on Communication Technology*, vol. 19, no. 4, pp. 478–486, 1971.

[19] K. Metzger and R. Valentin, “Intersymbol interference due to linear and nonlinear distortion,” *IEEE Transactions on Communications*, vol. 44, no. 7, pp. 809–816, 1996.

[20] *Flexible Advanced Coding and Modulation Scheme For High Rate Telemetry Applications*, Blue Book, Issue 1, Consultative Committee for Space Data Systems (CCSDS), March 2012. [Online]. Available: https://public.ccstds.org/