Clues to the origin of Fermi Bubbles from OVIII/OVII line ratio

Kartick C. Sarkar1,2 *, Biman B. Nath1 †, Prateek Sharma2
1 Raman Research Institute, Sadashiva Nagar, Bangalore 560080, India
2 Joint Astronomy Programme and Department of Physics, Indian Institute of Science, Bangalore 560012, India

12 March 2018

ABSTRACT
We constrain the origin of Fermi Bubbles using 2D hydrodynamical simulations of both star formation driven and black hole accretion driven wind models. We compare our results with recent observations of OVIII to OVII line ratio within and near Fermi Bubbles. Our results suggest that independent of the driving mechanisms, a low luminosity ($L \sim 0.7 - 1 \times 10^{43} \text{erg s}^{-1}$) energy injection best reproduces the observed line ratio for which the shock temperature is $\approx 3 \times 10^6 \text{K}$. Assuming the Galactic halo temperature to be $2 \times 10^6 \text{K}$, we estimate the shock velocity to be $\sim 300 \text{km s}^{-1}$ for a weak shock. The corresponding estimated age of the Fermi bubbles is $\sim 15 - 25 \text{Myr}$. Such an event can be produced either by a star formation rate of $\sim 0.5 \text{M}_\odot \text{yr}^{-1}$ at the Galactic centre or a very low luminosity jet/accretion wind arising from the central black hole. Our analysis rules out any activity that generates an average mechanical luminosity $\gtrsim 10^{41} \text{erg s}^{-1}$ as a possible origin of the Fermi Bubbles.
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1 INTRODUCTION
The discovery of Fermi Bubbles (FBs) (Su et al. 2010; Ackermann et al. 2014) has given a boost for studying the interaction of Galactic wind and the circum-galactic medium (CGM) of the Milky Way (MW). They are also excellent laboratories to study high energy astrophysics phenomena in such systems as they produce radiation ranging from radio to gamma-rays. However, the dynamical and spectral origin of these bubbles still remain debatable even after ~6 years of their discovery.

The dynamical models of the FBs can be divided mainly into two categories. First, AGN driven models in which the bubbles originate from a past accretion activity of the MW central black hole over a time scale of 3–12 Myr, with a luminosity of $\sim 2 \times 10^{41} - 10^{43} \text{erg s}^{-1}$, either via an accretion wind (AGNW) (Zubovas, King & Nayakshin 2011; Zubovas & Nayakshin 2012; Mou et al. 2014, 2015) or via a jet (Guo & Mathews 2012; Yang et al. 2012) from the Galactic centre black hole. Second, a star formation (SF) driven wind model (SFW) in which the bubbles originate from supernovae activity due to star formation at the centre of our Galaxy (Lacki 2014; Crocker et al. 2014b; Sarkar et al. 2015b). Based on the star formation rate (SFR) at the centre, the age of the bubbles has been estimated to range from $\sim 25 \text{Myr}$ (Sarkar et al. 2015b, hereafter, S15) to $\sim 200 \text{Myr}$ (Crocker et al. 2014b).

Although the observations suggest that the current accretion rate of the Galactic centre black hole (GCBH) is $\sim 10^{-9} - 10^{-7} \text{M}_\odot \text{yr}^{-1}$ (Quataert & Gruzinov 2000; Agol 2000; Yuan, Quataert & Narayan 2003; Marrone et al. 2006), corresponding to a mechanical luminosity of $\sim 5 \times 10^{35} - 38 \text{erg s}^{-1}$, it has been suggested that it could have been several orders of magnitude higher in the past (Totani 2006). On the other hand, infra-red observations suggest that the current SFR is $\sim 0.1 \text{M}_\odot \text{yr}^{-1}$ (Yusef-Zadeh et al. 2009), compared to the rate of $\approx 0.3 \text{M}_\odot \text{yr}^{-1}$ required to produce the bubbles (Sarkar et al. 2015b).

The spectral models of the FBs can also be divided into mainly two types. First, the hadronic models, in which the gamma-rays are emitted via interactions between cosmic ray (CR) protons and gas phase protons (Crocker & Aharonian...
While modelling the gamma rays requires knowledge of the local cosmic ray (CR) energy density, magnetic field and gas density, and involves some assumptions about the acceleration processes and diffusion of the CRs, the modelling of the bubbles is much simpler in X-rays as it involves only the local gas density and its temperature. From the lack of X-ray emission inside the bubbles it has been suggested that these bubbles are under-dense compared to the surroundings. However, measuring the density inside and outside the bubbles requires a careful fitting of the emission or absorption spectra.

An ideal place to measure the spectra would be the northern polar spur (NPS) where the shell is X-ray bright. However, there have been debates over the actual distance of the NPS. Early observations suggested that the NPS can be a nearby density bubble created by the stellar wind from the Scorpio-Centaurus OB association or could be a supernova remnant situated at a distance of a few hundred pc (Berkhuijsen, Haslam and Salter 1977). Using X-ray observations Sofue (1994); Snowden et al. (1995); Lallement et al. (2016), however, found that the NPS feature is heavily absorbed towards the Galactic plane requiring a hydrogen column density of $\sim 10^{21}$ cm$^{-2}$ which makes it unlikely to be a nearby feature. Recent observations using Suzaku and XMM-Newton also found that the spectra can be better explained if the NPS feature is of the ‘Galactic centre origin’ (see section 4.3 of Kataoka et al. (2013) for a detailed discussion). Another recent observation of OVIII Ly-$\alpha$ to Ly-$\beta$ ratio by Gu et al. (2016) also supported the ‘Galactic centre origin’ of the NPS (Sofue 1977, 2000; Bland-Hawthorn & Cohen 2003; Sarkar et al. 2015b; Sofue et al. 2016). Also it would be a dramatic coincidence that the inner edge of the NPS traces the outer edge of the FBs even at high latitudes if the NPS is not related to the FBs.

Individual pointings towards NPS, therefore, have been used several times to estimate the post shock temperature of the FBs. Observations by Snowden et al. (1995); Kataoka et al. (2013); Gu et al. (2016) suggested that the temperature of the NPS is $\sim 0.25 - 0.3$ keV corresponding to a Mach number ($M$) of $\sim 1.5$, considering the halo temperature $\approx 2 \times 10^6$K (estimated from the OVIII to OVII line ratio (Miller & Bregman 2015)). Not only at the NPS, absorption study of OVII lines towards 3C 273, $\approx (60^\circ, +60^\circ)$, also suggests a shock velocity of $\approx 200 – 300$ km s$^{-1}$ (Fang & Jiang 2014). These suggest a star formation driven or a low luminosity AGNW driven origin for the FBs (since the stronger AGNW would produce a stronger shock with $M \gg 1$). However, in a recent observation of the OVIII to OVII line intensity ratio Miller & Bregman 2016, (hereafter, MB16) found that the sight-lines passing through FBs and the surroundings (except the NPS) have a temperature $\approx 5 \times 10^6$ K. This led them to conclude that the shock is because of an AGN activity at the Galactic centre and the age of the FBs is $\sim 4$ Myr (see also Nicastro et al. (2016)). This differs from other estimates of a lower temperature and a weaker shock, and therefore a longer age of the FBs.

In this paper, we perform 2D hydrodynamical simulations of both star formation driven and accretion wind driven bubbles in a realistic MW gravity and a self consistent halo gas which is also close to the observed density distribution. We generate projected OVIII to OVII line intensity maps and ratio towards the FBs for a range of injected luminosities and compare them with the observations of MB16. Based on our simulated intensity maps, we constrain the age of the FBs and the strength of the star formation or the accretion wind/jet activity at the Galactic centre. We also discuss the effects of conduction and the electron-proton equilibration time-scale on our results.

The paper is organised as follows. Section 2 discusses the choice of dark matter and disc potential, and the hydrostatic hot halo gas. The simulation details and other code parameters are explained in section 3. In section 4 we discuss the tools for projecting our 2D simulation results into a surface brightness map of OVIII to OVII line ratio at the Solar location. We present our results in section 5 and finally discuss the implications of the results in section 6.

2 GALACTIC HALO DISTRIBUTION

One issue while modelling the FBs is the density and temperature distribution of the Galactic halo gas which carries crucial information about the soft X-ray background and also determines the shape and speed of any shock travelling through it. Because of our off-centred location, which is $\sim 8.5$ kpc away from the Galactic centre, it is in principle possible to determine the density distribution of the halo. However, there is a split in the opinion as to the correct density distribution. Based on ram pressure stripping of the dwarf satellites, the density has been estimated to be $\sim 1.3-3.8 \times 10^{-4}$ $m_p$ cm$^{-3}$ within 50–90 kpc (Gatto et al. 2013), whereas, based on the distribution of the OVII and OVIII lines, Miller & Bregman (2015) found

$$n(r) = n_0 (1 + (r/r_c)^2)^{-3\beta/2}$$

with $\beta = 0.5$, $n_0 r_c^{3\beta} = 1.35 \times 10^{-2}$ cm$^{-3}$ kpc$^{-3}$ and $r_c < 5$ kpc, which predicts a higher density at the same distance range. A probable solution is that the metallicity of the halo is gradually decreasing with radius. Therefore, a higher density is not apparent in OVII or OVIII line emission (Troitsky 2016). However, there is much to be worked out before making any firm conclusion.

In this paper we assume that the hot halo gas (isothermal at temperature, $T_{halo} = 2 \times 10^6$ K) is in hydrostatic equilibrium with the gravity of the dark matter, the disc stars and the bulge. For the dark matter, we use NFW gravity (Navarro et al. 1996), with an added core to ensure finite dark matter
density at \( r = 0 \),
\[
\Phi_{\text{DM}} = - \frac{G M_{\text{DM}}}{f(c)} \log \left( 1 + \frac{\sqrt{r^2 + d^2}}{r_a} \right),
\]  
(2)

where, \( M_{\text{DM}} \) is the dark matter mass, \( f(c) = \log(1+c) - c/(1+c) \) with \( c \) as the concentration parameter of the dark matter distribution, \( r_s \) is the scale radius, \( d \) is the core radius. For the disc gravity, \( \Phi = \Phi_{\text{DM}} + \Phi_{\text{disc}} + \Phi_{\text{bulge}} \) can, therefore, be written as
\[
\rho(R, z) = \rho(0, 0) \exp \left( -\frac{1}{c_s^2} (\Phi(R, z) - \Phi(0, 0)) \right),
\]  
(5)

where, \( \rho(0, 0) \) is the density at \( r = 0 \) and \( c_s = \sqrt{\kappa T/\mu m_p} \) is the isothermal sound speed at temperature \( T \) (for a detailed discussion, see Sarkar et al. (2015a)). However, note that unlike S15, we do not use a rotating cold disc component as our focus is to study the interaction of the wind and the halo gas, in particular the outer shock properties. The interaction of the wind with the disc gas affects the formation of cold clumps. These cold clumps, however, will not affect the observed OVII and OVIII properties.

Figure 1 shows the rotation velocity on \( z = 0 \) plane for the parameters given in table 1. For comparison with the observations, data from Bhattacharjee, Chaudhury & Kundu (2013) are shown in the same figure. It shows an excellent consistency with the observed rotation curve of the Galaxy.

The gas density distribution that is in hydrostatic equilibrium with the given gravity (Eq. 5) is shown in figure 2. The figure also shows the effects of adding all the gravity components together. In fact, for the given parameters, the equilibrium density distribution shows an excellent match with
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### Table 1. Parameters used for the mass model of our Galaxy. The assumed mass for different components are roughly consistent with the measurements by McMillan (2011, 2016).

| parameters | values |
|------------|--------|
| \( M_{\text{DM}}(M_\odot) \) | \( 1.2 \times 10^{12} \) |
| \( M_{\text{disc}}(M_\odot) \) | \( 6 \times 10^{10} \) |
| \( M_{\text{bulge}}(M_\odot) \) | \( 2 \times 10^{10} \) |
| \( T_{\text{halo}} \) (K) | \( 2 \times 10^6 \) |
| \( c \) | 12 |
| \( r_s \) (kpc) | 21.5 |
| \( a \) (kpc) | 3.0 |
| \( b \) (kpc) | 0.4 |
| \( d \) (kpc) | 6.0 |
| \( \rho_c(0, 0) \) (mp cm\(^{-3}\)) | \( 1.9 \times 10^{-2} \) |
the standard $\beta$-model obtained by Miller & Bregman (2015) (equation 1 and shown by the cyan line in figure 2) with $\beta = 0.5$ and $r_e = 0.8$ kpc. Therefore, the hydrostatic equilibrium of MW halo gas distribution can be naturally explained by the total gravitational fields of the MW.

3 SIMULATION DETAILS

The simulations have been performed in 2-dimensional spherical coordinates using Eulerian grid code PLUTO-v4.0 (Mignone et al. 2007). The computation box extends till 15 kpc in the radial direction and from 0 to $\pi/2$ in the $\theta$-direction. The box has been divided into $256 \times 256$ grid cells with uniform grid spacing in both the directions. The inner boundary of the radial direction has been set initially to the static distribution and the outer boundary condition is set to outflow. Both the $\theta$-boundaries have been set to reflective type.

While the injection of AGN and stellar mechanical energy into the ISM differ in detail, we use simplified models for them, roughly valid at the scales of the CGM. While stellar feedback has a lower velocity and is injected at a larger scale ($\sim 100$ pc), AGN wind velocity is much faster and the injection radius is smaller ($\sim 10$ pc). The essential difference between the two is that the latter have a smaller mass loading and higher velocity. The two broad classes of the models discussed here can therefore be termed as SF/low-velocity wind model and AGN/high-velocity wind model.

3.1 Star formation driven wind (SFW)

In case of the star formation driven winds, the energy at the base of the wind is mostly thermal and gets deposited into $\sim 100$ pc region. However, in the presence of the interstellar medium (ISM) disc, the outgoing wind gets collimated and forms a biconical shape. The amount of collimation depends on the rate at which the energy is being injected from the SNe and the density and pressure structure of the ISM. Understanding the detailed structure of this component in the central region, as it was at the time of launching the winds, is difficult to do. Since our aim is to study the outer shock strength for a range of mechanical luminosities, we avoid these issues and consider that the wind has been somehow collimated by the ISM. Therefore, we inject SNe energy at the inner boundary within some opening angle. We also tune the opening angle of the energy and mass injection for each case to roughly match the shape of the contact discontinuity with the FBs. The opening angles for individual runs and other information is provided in table 2.

The inner boundary in this case is chosen to be at $r_{ej} = 100$ pc, which is also the point where we inject the SNe ejected mass and energy. This radius is assumed to be the transonic point of the wind\footnote{The choice of this radius is not crucial for the results presented here. However, for the sake of completeness, we compare our results}. Therefore, the velocity at the base ($v_{ej}$) is kept half of the free wind velocity ($\approx 1000\sqrt{\alpha/\eta}$ km s$^{-1}$) (Chevalier & Clegg 1985). Here, $\alpha = 0.3$ is the assumed heating efficiency of the supernovae (SNe) and $\eta = 0.3$ is the mass loading factor from stellar feedback (Leitherer et al. 1999). The pressure is set to be $p = \rho v^2_{ej}/\gamma$, where $\gamma = 5/3$ is the adiabatic index and $\rho_{ej}$ is the density at the base. The mechanical luminosity and the mass injection rate in this case can be written in terms of $\alpha$ and $\eta$ as

$$L \approx 3 \times 10^{41} \alpha \text{SFR}_{\odot} \text{yr}^{-1} \text{erg s}^{-1}$$

(6)

and

$$M_{ej} = \eta \text{SFR},$$

(7)

respectively. Therefore, density at the base can be written as

$$\rho_{ej} = \frac{L}{2\Omega v^2_{ej}} ,$$

(8)

where, $\Omega$ is the solid angle within which the mass and energy are injected.

3.2 Accretion wind (AGNW)

For AGN feedback, the spherical accretion wind is likely to be collimated by the presence of the central molecular zone (CMZ) which is extended till $\sim 250$ pc in radial direction and $\sim 50$ pc in vertical direction. Following Zubovas, King & Nayakshin (2011); Mou et al. (2014), we model the CMZ to be a disc-like structure on the $z = 0$ plane having inner radius of 80 pc and outer radius of 240 pc. The height to radius ratio ($H/R$) for the CMZ is set to be $H/R = 0.25$. We have also checked for $H/R = 0.15$, but the results are not affected by this change. The CMZ is in local pressure balance with the hot halo and is rotationally supported by its azimuthal velocity $v_\phi = \sqrt{R^2 \Omega^2 - \Phi(R,0)}$. The density of the CMZ has been kept constant at 50 $m_p$ cm$^{-3}$ which means that the total CMZ mass considered is $\sim 10^8 \text{M}_\odot$, close to the observed value. The CMZ in our set up admittedly is not in exact equilibrium with the surroundings because of unbalanced forces in $z$-direction. The current set up, however, is able to hold up the CMZ in its original position for more than 40 Myr.

The wind for this case has been launched spherically at $r_{ej} = 20$ pc with a velocity $v_{ej} = 0.05c$, where $c$ is the speed of light in vacuum. The wind is considered to be dominated by kinetic energy and therefore, the density at the base is set to be $\rho_{ej} = 2L/(\Omega v^2_{ej})$ for a mechanical luminosity of $L$.

4 ANALYSIS TOOLS

4.1 Projection tool

Since we are at the Solar position, $\approx 8.5$ kpc away from the Galactic centre, which is roughly comparable to the height for different injection radii, i.e. different transonic radii in appendix A.
Figure 3. Top panel: Temperature dependence of emissivities of OVII and OVIII lines in units of photons s\(^{-1}\) cm\(^{-3}\) from CLOUDY-C13.04. Bottom panel: Temperature variation of the OVIII to OVII line ratio. The emissivities obtained here are for per unit hydrogen density.

Table 2. List of runs and the parameters used in these runs.

| Name  | Type     | Luminosity (erg s\(^{-1}\)) | Half opening angle |
|-------|----------|-------------------------------|--------------------|
| S5e40 | SFW      | \(5 \times 10^{40}\)          | 45°                |
| S7e40 | SFW      | \(7 \times 10^{40}\)          | 45°                |
| S1e41 | SFW      | \(10^{41}\)                   | 45°                |
| A5e40 | AGNW     | \(5 \times 10^{40}\)          | 180°               |
| A1e41 | AGNW     | \(10^{41}\)                   | 180°               |
| A1e42 | AGNW     | \(10^{42}\)                   | 180°               |

\((\sim 10 \text{ kpc}) \text{ and width } (\sim 4 \text{ kpc}) \text{ of FBs, the projection effects are important. A special purpose code, called Projection Analysis Software for Simulations (PASS)}^2, \text{ has been written to project the 2D simulation data to a viewer from the Solar location (assuming axisymmetry). It can also project an 1D profile into a 2D sky map, assuming spherical symmetry of the profile. The surface brightness along any line of sight } (l, b) \text{ is calculated as}

\[ I(l, b) = \frac{1}{4\pi} \int_{\text{los}} n^2 \varepsilon(T) dx \text{ erg s}^{-1} \text{ cm}^{-2} \text{ Sr}^{-1}, \quad (9) \]

\text{where, } n \text{ is the particle density and } \varepsilon(T) \text{ is the emissivity (erg s}^{-1} \text{ cm}^3\) \text{ at any local point along the line of sight (LOS). It can also produce mock X-ray spectra along different LOSs assuming plasma emission code MEKAL (Mewe-Kaastra-Liedahl). Since our simulation box only extends till 15 kpc, to produce realistic emission maps, we consider the density distribution extending till 250 kpc, and include a local bubble centred at Sun with a radius of 200 pc, density of } \text{4} \times 10^{-3} \text{ m}_p \text{ cm}^{-3} \text{ and a temperature of } = 1.2 \times 10^6 \text{ K following MB16.}

4.2 Oxygen emission lines

\text{We assume that the plasma is in collisional ionisation equilibrium at all temperatures } \geq 10^4 \text{ K. We can therefore obtain the density of different ionisation levels given the metallicity and temperature. The line intensity for any species } X \text{ can be obtained by assuming the total gaseous number density } n \text{ and emissivity } \varepsilon(X, T). \text{ In the present case we will consider only two of the ionisation levels of oxygen, viz. OVII and OVIII among many other ionisation species present in the medium at that temperature. Therefore, the emissivities considered here will be } \varepsilon_{\text{OVII}} \text{ and } \varepsilon_{\text{OVIII}}. \text{ These emissivities have been obtained from CLOUDY-C13.04 (Ferland et al. 2013) and are described in figure 3. It is clear from the figure that the OVIII to OVII line ratio is sensitive to the temperature, making it a very useful for temperature diagnostics in the range of } 10^6-10^7 \text{ K.}
Figure 4. Evolution of density and temperature contours for AGNW and SFW cases. Top two panels represent evolution of an accretion driven wind corresponding to luminosity $L = 10^{41}$ erg s$^{-1}$, whereas, bottom two panels represent the evolution of a SF driven wind of luminosity $L = 10^{41}$ erg s$^{-1}$ (SFR = 1 M$_\odot$ yr$^{-1}$). The X-axis represents the on-plane distance $R$ [kpc], and the Y-axis represents the vertical distance, $z$ [kpc], from the Galactic disc.

5 RESULTS

Figure 4 shows the evolution of density and temperature for the AGNW and SFW models. Within the opening angle, they show a typical structure of the wind blown bubble containing free wind, shocked wind and shocked halo gas (Weaver et al. 1977). Note that, the free wind region in case of AGNW is very small and not visible in the density plot because of the colour bar. In a typical wind scenario, the reverse shock appears when the wind ram pressure balances the shocked halo pressure. In a spherically symmetric case, the reverse shock position can be written as (see equation 12 of Weaver et al. 1977).
et al. (1977))

\[ r_{bs} \propto \frac{L^{3/10}}{\rho_0^{-3/10} v_w^{1/2}} t^{2/5}, \tag{10} \]

where \( L \) is the mechanical luminosity and \( v_w \) is the free wind velocity, \( \rho_0 \) is the constant background density and \( t \) is the time. Here, we have assumed the mass injection rate, \( M = 2L/v_w^2 \). It is, therefore, clear that the reverse shock in AGNW \((v_w = 0.05c)\) will be much closer to the centre compared to the SFW for the same luminosity.

One important difference between the AGNW and SFW scenarios is the temperature of the shocked wind. For AGNW, it is much higher \((T_w \gtrsim 10^8K)\) compared to the SFW \((T_w \sim 10^7K)\), and the density in AGNW case is much lower \((\rho_{sw} \sim 10^{-5} \text{ m}_p \text{ cm}^{-3})\) compared to the SFW case \((\rho_{sw} \sim 10^{-3} \text{ m}_p \text{ cm}^{-3})\). This is because of the following reasons. Assuming that the total energy is released in the form of kinetic energy, the density of the free wind at any radius, \( r \), can be given as

\[ \rho_w = 2L/(\Omega r^2 v_w^3), \tag{11} \]

where, \( \Omega \) is the wind opening solid angle. The pressure and temperature of the reverse shocked gas are, therefore, given as \( P_{sw} \propto \rho_w v_w^2 = 2L/(\Omega r^2 v_w) \) and \( T_{sw} \propto v_w^2 \), respectively. This means that a high velocity wind will always create a higher temperature and low density shocked wind.

It is clear from the above arguments that knowledge of the density structure inside the FBs will help to distinguish between the AGNW and SFW cases. In fact, the best fit model of MB16 (their figure 10a) prefers a high density \((\sim 10^{-3} \text{ m}_p \text{ cm}^{-3})\) interior of the FBs, which is possible if either SF luminosity is \(\sim 10^{45} \text{ erg s}^{-1} \) (\(\text{SFR} \sim 1 \text{ M}_\odot \text{ yr}^{-1}\)) or AGNW luminosity is \(\sim 5 \times 10^{44} \text{ erg s}^{-1} \approx 0.8L_{\text{edd}}\), for a black hole mass of \(4 \times 10^6 \text{ M}_\odot\), assuming \(r_{bs} \sim 2 \text{ kpc}\) and \(\Omega = 2\pi\) in equation 11. This is a consequence of the fact that the AGNWs are much less mass loaded compared to the SFWs.

In AGNW case, it is hard to produce the fitted OVIII volume emissivity (shown in figure 10d of MB16) inside the bubble since the emissivity of OVIII lines at \(\gtrsim 3 \times 10^8 K\) is \(n^2\epsilon(T) \sim 10^{-18} \text{ photons s}^{-1} \text{ cm}^{-3} \), assuming \(n \sim 10^{-5} \text{ cm}^{-3}\) and \(\epsilon(3 \times 10^8 K) \sim 2 \times 10^{-18} \text{ photons s}^{-1} \text{ cm}^{-3}\) (see figure 3). This value is clearly \(\sim 7\) orders of magnitude lower than the fitted one. Conduction can, in principle, increase the density inside the bubble and reduce the temperature. Tests with 1D simulations including conduction (see section 6.3) show that the temperature of the bubble (i.e. inside the contact discontinuity, which in this case is at \(\approx 5 \text{ kpc}\)) is \(\gtrsim 10^7 K\) and the density is \(\lesssim 5 \times 10^{-4} \text{ m}_p \text{ cm}^{-3}\). Therefore, the volume emissivity can increase to \(2 \times 10^{-24} \text{ photons s}^{-1} \text{ cm}^{-3}\), which is still \(\sim 3\) orders of magnitude lower than the fitted value \(\sim 10^{-21} \text{ photons s}^{-1} \text{ cm}^{-3}\). However, we should keep in mind that estimating the emissivity inside the low density bubble is a complex process as it may be contaminated by the shell emission and may not be distinguishable by a simple fitting of a bubble and a shell.

On the other hand, for SFW, the bubbles density \(n \sim 10^{-3} \text{ cm}^{-3}\) and the bubble temperature is \(\sim 10^6 - 10^7 K\), for
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**Figure 5.** Simulated OVIII to OVII line ratio map for all the runs mentioned in table 2. The upper panel shows the ratio for AGNW cases and the lower panel shows for SFW cases. The maps are obtained at \(t = t_{fb}\), when the contact discontinuity reaches \(b \approx 50^\circ\) for each case.
which the OVIII volume emissivity is $\sim 4 \times 10^{-22}$ photons s$^{-1}$ cm$^{-3}$ (assuming $\varepsilon = 10^{-15}$ photons s$^{-1}$ cm$^{-3}$) which is much closer to the fitted value.

In case of the intensity ratio between OVIII and OVII lines, the comparison becomes non-trivial as the LOS may consist of gas at different temperatures and therefore can have different line ratios compared to a single temperature medium. For direct comparison with the observations, it is necessary to consider the effects of any intervening or background medium. We, therefore, use our projection software PASS to produce the line intensity maps including the effects of the local bubble and the halo medium extending till $\sim 250$ kpc as explained in section 4.1.

While producing line emission maps, it is necessary to know the age of the FBs because the forward shock velocity and hence the shocked halo temperature depends on time as

$$v_{fs} \sim \left( \frac{L}{\rho_0} \right)^{1/5} t^{-2/5},$$

where, the symbols have same meanings as in equation 10. Therefore, it is necessary to know the region where the gamma-rays are produced. It could either be the forward shock or the reverse shock (Lacki 2014) or the contact discontinuity (Mou et al. 2015; Crocker et al. 2014b) or the region within the contact discontinuity (Mertsch & Sarkar 2011; Sarkar et al. 2015b). Here, we follow Sarkar et al. (2015b) and assume that the gamma-rays originate from the region within the contact discontinuity. Therefore, we, set the age of FBs when the contact discontinuity reaches latitude $b \approx 50^\circ$ (height of the FBs). Since the forward shock radius $r_{fs} \sim (Lt^2/\rho_0)^{1/5}$, this age of the FBs is different for different luminosities and is shown in the corresponding panels in figure 5.

Figure 5 shows the OVIII to OVII line ratio maps for AGNW (top panel) and SFW (bottom panel) models obtained at the age of the FBs (as explained above) for different luminosities. It shows that the line ratio is highest on the top of the bubble where the shock is the strongest and becomes lower on the either sides where the shock is weaker, a typical behaviour for a bow shock. Notice that in some cases the emission forms a shell-like feature, this is because the low density interior does not contribute much to the line ratio and most of the emission comes from the shell-like shocked halo gas.

For a better comparison with the observed data, in Figure 6, we also plot histograms of the OVIII to OVII line ratios for different mechanical luminosities and injection scenarios. In this figure we intentionally excluded all the LOSs that have line ratio less than 0.3 to avoid contamination from the halo gas.

It is clear from the above figures that only $L \approx 7 \times 10^{40}$ erg s$^{-1}$ in case of SFW and $L \approx 10^{41}$ erg s$^{-1}$ in case of AGNW match the observed line ratio. A higher (lower) luminosity in either case produces a line ratio that is more (less) than the observed ones. We, therefore, can constrain the mechanical luminosity of the source of the FBs to be $L \approx 7 \times 10^{40}$ erg s$^{-1}$ for the star formation scenario and $L \approx 10^{41}$ erg s$^{-1}$ for the Accretion wind scenario. Note that both the peak and the cut-off of the histograms are characteristic of the injected luminosity rather than just the peak.

The post shock temperature for the SF case corresponds to $\sim 3 \times 10^6$ K, whereas, for the AGNW case, the temperature is $\sim 5 \times 10^6$ K at $\theta = 7^\circ$ and falling rapidly to $\sim 3 \times 10^6$ K at an angle of 45$^\circ$ from the rotation axis. This estimate of temperature is consistent with the measurements by Kataoka et al. (2013); Gu et al. (2016) at the NPS. The similarity of the NPS temperature to the other parts of the FBs is another

Figure 6. Normalised histograms of the OVIII to OVII line ratio obtained at $t = t_{fb}$ as mentioned in Figure 5. The histogram for $L = 2 \times 10^{41}$ erg s$^{-1}$ in AGNW case was obtained at $t = 15$ Myrs. The observed values of MB16 are shown in the left panel. The middle and the right panels show the obtained line ratio histograms for the SFW and AGNW cases, respectively. Different mechanical luminosities (given in erg s$^{-1}$) are represented by different box styles. All the $N_{los}$ values are normalised with respect to the maximum number of LOSs obtained in corresponding mechanical luminosities. Note that the histograms of intensity ratios are similar for a similar mechanical luminosity, irrespective of whether energy is put via stellar or AGN feedback.
dramatic coincidence that has to be explained if the NPS is not related to the FBs.

6 DISCUSSION

6.1 Effects of cosmic ray and magnetic pressure

So far in our simulations we have not considered cosmic ray or magnetic pressure on the dynamics of the gas. However, it has been shown that the cosmic ray pressure and the magnetic pressure can contribute approximately half of the thermal energy of the Galactic wind (Sarkar et al. 2015b). Therefore, the required energy solely from star formation process to drive the FBs is \( \sim 5 \times 10^{41} \) erg s\(^{-1}\), which corresponds to \( \sim 0.5 \) M\(_{\odot}\) yr\(^{-1}\) consistent with the estimates by Sarkar et al. (2015b). The estimated mechanical luminosity required only from a SFW wind is, however, dependent on the fraction of the thermal energy in CRs and in the magnetic field.

6.2 Enhanced emission beyond FBs

One point to notice in Figure 5 is that the line ratio is enhanced beyond the edge of the FBs (extended till 50\(^\circ\) in latitude and \( \sim 20^\circ \) in longitude). Interestingly, such an extended emission (till \( \sim 60^\circ - 70^\circ \) in both longitude and latitude) in OVIII intensity and the OVIII to OVII line ratio is also noticed in the observations (see figure 4 and 6 of MB16). We speculate that this extended emission can be an indication of the forward shock travelling through the circumgalactic medium.

6.3 Effects of conduction

Conduction also can affect the dynamics and the density and temperature profiles of the bubble. We, therefore, use isotropic conduction module given in PLUTO. The heat flux is calculated as

\[
F = \frac{F_{\text{sat}}}{F_{\text{sat}} + F_{\text{class}}} F_{\text{class}},
\]

where \( F_{\text{class}} = 5.6 \times 10^{-7} T^{5/2} \phi \nabla T \) is the classical thermal conduction flux. In cases where the temperature gradient is very large, the above equation also takes care of the saturation effects by including \( F_{\text{sat}} = 5\partial \rho c_{\text{iso}} \), where, \( \phi = 0.3 \) and \( c_{\text{iso}} \) is the isothermal sound speed. The effects of conduction are, therefore, more in the case of AGNW because of the high temperature compared to the SFW case. However, incorporation of the thermal conduction in AGNW runs makes the structure of the outer shock highly elongated along the \( \theta = 0 \) axis and forms a very thin jet like feature. In reality, conduction can get suppressed due to the presence of magnetic field. A proper treatment will require incorporation of anisotropic conduction which is beyond the scope of this work. Instead, we present one-dimensional test runs with/without conduction to understand the effects of conduction. However, we alert the reader that these runs should be taken only as indicative of the actual situation. Moreover, electrons and protons may not have the same temperature behind the shock, as the Coulomb interaction time-scale between these two species can be long, as discussed in section 6.4. This may also suppress the thermal conduction.

Figure 7 shows the 1D runs with/without conduction. The upper panel shows the runs for AGNW and the lower panel shows the runs for SFW for a mechanical luminosity \( = 2 \times 10^{41} \) erg s\(^{-1}\) at 20 Myr. The density and temperature profiles for the SFW case show little variation if conduction is present. The effects are large in case of AGNW because of the large temperature inside the bubble. Although the outer shock structure remains almost same, the structure of the density and temperature inside the contact discontinuity (\( \approx 5 \) kpc) changes by almost two orders of magnitude. To compare the integrated line intensity ratio, we put these 1D bubbles at the Galactic centre and produce the line intensity maps as shown by the colour contours in middle (without conduction) and right panel (with conduction) of Figure 7. The contours show little variation in the line intensity ratio even if conduction is included. This is because the contribution to the line intensity mainly comes from the outer shock which remains almost unaffected by the conduction. Therefore, the line intensity maps presented in Figure 5 are likely to be unaffected by conduction.

One aspect, however, immediately improves in case of AGNW is the OVIII emissivity inside the contact discontinuity. As mentioned earlier, conduction can increase the OVIII emissivity in this case to \( \sim 2 \times 10^{-21} \) photons s\(^{-1}\) cm\(^{-3}\). The exact value however depends on the definition of the bubble i.e. the region where the gamma-ray emission is generated. This will involve careful modelling of the diffusion of CR particles in this scenario.

Also, notice that the effects of conduction have been over-estimated in these simulations. Presence of the magnetic field will decrease the effects of conduction. However, a simple estimate of the average OVIII emissivity in the region within the outer shock shows that the average emissivity is \( \sim 4 \times 10^{-21} \) photons s\(^{-1}\) cm\(^{-3}\) in all the cases i.e with/without conduction in AGNW/SFW cases. Since we are looking at projected emission, even the bubble region emits significantly in OVIII because of the outer shock along the sightline. Therefore, it is difficult to distinguish between AGNW and SFW using the OVIII emissivity fitted by MB16.

6.4 Electron-proton energy equilibrium

Eq. 13 assumes that electrons and protons have the same temperature. This assumption is valid only when the electron-proton energy exchange time due to Coulomb collisions is short enough compared to the dynamical time. This timescale is (using Eq. 5-31 in Spitzer 1956),

\[
t_{\text{eq}} \sim 0.25 \text{ Myr} \frac{T_{6}^{3/2}}{n_{-3}},
\]

where, \( T_{6} \) is the electron temperature in the units of \( 10^{6} \) K and \( n_{-3} \) is the proton/electron number density in units of \( 10^{-3} \) cm\(^{-3}\). The corresponding length scale required to attain equilibrium is \( l_{\text{eq}} = vt_{\text{eq}} \sim 75 T_{6}^{3/2} / n_{-3} \text{ pc} \) for \( v = 300 \) km s\(^{-1}\)}
Figure 7. Effects of conduction for one dimensional test runs of AGNW (top panel) and SFW (bottom panel) having mechanical luminosity of $L = 2 \times 10^{41}$ erg s$^{-1}$ at 20 Myr. This time-scale has been chosen such that the contact discontinuity reaches longitude $\approx 50^\circ$ when projected. The one dimensional density (left axis) and temperature (right axis) profiles for runs with/without conduction have been shown in the left panel of the figure. The corresponding effects on the OVIII to OVII line ratios have been shown in the middle and right panels. The colour represents the OVIII to OVII line intensity ratio. While calculating the line intensity ratio, we kept the box only till 15 kpc to avoid contribution from the background halo gas.

$v$ is the flow velocity. Thus, for the outer shock density and temperature (for both SFW and AGNW scenarios considered here) $t_{eq}$ is shorter than the age of FBs, and therefore the electron and proton temperature behind the outer shock can be treated as equal.

For the much stronger reverse shock in the AGNW scenario (top-left panel of Fig. 7), the post-shock temperature is $\sim 10^9$ K and density is $\sim 10^{-6}$ cm$^{-3}$. The electron-proton energy exchange time for these parameters is $\sim 10^7$ Myr! For the SFW scenario (top-left panel of Fig. 7) $t_{eq}$ is $\sim 15$ Myr, and even here the assumption of equal electron and proton temperature is only marginally valid. Thus the strong reverse shock is in the collisionless regime, and the electron temperature is expected to be much smaller than the proton temperature (e.g., see Fig. 2 in Ghavamian et al. 2007). Therefore, the effects of thermal conduction are exaggerated in the top panels of Figure 7, and in reality the density in the bubble (particularly for the AGNW scenario) may be closer to the case without conduction.

For a strong outer shock ($M \sim 10$, representative of a high luminosity wind) the forward shock temperature can become $T \sim 10^8$ K for which $t_{eq} \sim 100$ Myr (Eq. 14). In such a case, the electrons are expected to be much cooler than the protons and, therefore, the outer shock strength may be underestimated by the OVIII/OVII ratio. We can estimate the maximum luminosity for which our analysis, which hinges on equal electron and proton temperature, of the outer shock strength is valid. The outer shock temperature for a mechanical luminosity $L$ can be approximated in a spherically symmetric and constant background density case as

$$T_{\text{shock}} \approx 2.5 \times 10^7 L_{42}^{5/6} n_{-3}^{-2/3} t_{\text{dyn,Myr}}^{-4/5} K,$$

where, $L = 10^{42} L_{42}$ erg s$^{-1}$ and $t_{\text{dyn,Myr}}$ is the time in units of Myr which is given by

$$t_{\text{dyn,Myr}} = 11 R_{10kpc}^{5/3} n_{-3}^{-1/3} L_{42}^{-1/3} \text{ Myr}.$$

Here, $R = 10 R_{10kpc}$ kpc is the outer shock radius. Therefore, we can write Eq. 14 as

$$t_{eq,\text{Myr}} \sim 1.74 L_{42} n_{-3}^{-2} R_{10kpc}^{2} \text{ Myr}.$$

Now, for the electron and proton temperature to be equal, $t_{eq} \lesssim t_{\text{dyn}}$, which means

$$L \lesssim 4 \times 10^{42} n_{-3}^{-7/4} R_{10kpc}^{11/4} \text{ erg s}^{-1}.$$

Therefore, our analysis of the outer shock strength is valid for $L \lesssim 4 \times 10^{42}$ erg s$^{-1}$. Note that the above calculation
assumes that the shock is expanding in a constant density medium. In reality, the shock expands in a stratified CGM for which an analytical solution in general is difficult to obtain. We can obtain an upper limit on $L$ by plugging in the lowest plausible value for $n$ ($\sim 5 \times 10^{-4}$ cm$^{-3}$; the minimum CGM density within 10 kpc; see Fig. 2) in Eq. 18. This assures that the assumption of electron-proton equilibrium at the outer shock is definitely valid for $L \lesssim 10^{42}$ erg s$^{-1}$.

For higher mechanical luminosities, the electron temperature ($T_e$) can be lower than the equilibrium shock temperature ($T_{\text{shock}}$) obtained from shock jump conditions. However, $T_e$ at $t = t_{\text{dyn}}$ (time at which the outer shock reaches the observed size of the X-ray shell) is still higher than the electron temperatures corresponding to low luminosity cases (see appendix B for details). Therefore, any luminosity more than $10^{42}$ erg s$^{-1}$ would yield electron temperature higher than the electron temperature of $L = 10^{42}$ erg s$^{-1}$ case and would be observable in the OVIII/OVII ratio map. Therefore, a weak outer shock strength is the only possible solution for explaining the observed OVIII to OVII line ratio.

### 6.5 AGNW vs. SFW

In case of a SFW, the obtained mechanical luminosity ($5 \times 10^{40}$ erg s$^{-1}$) corresponds to a SFR$\sim 0.5 \, M_\odot$ yr$^{-1}$ (see equation 6 and section 6.1). Notice that this value is slightly larger compared to the observations by Yusef-Zadeh et al. (2009), who found SFR $\sim 0.1 \, M_\odot$ yr$^{-1}$. However, recent discovery of a $\sim 100$ pc molecular ring can, in principle, host a higher SFR. Also, note that the required rate of SFR depends on the exact amount of CR and magnetic energy density inside the bubbles.

On the other hand, linear polarisation of $\gtrsim 150$ GHz emission, and IR and X-ray variability of the Sgr A$^*$ suggests that the current accretion rate of the GCBH is $\sim 10^{-9} - 10^{-7}$ $M_\odot$ yr$^{-1}$ (Quataert & Gruzinov 2000; Agol 2000; Yuan, Quataert & Narayan 2003; Marrone et al. 2006), which corresponds to a mechanical luminosity of $\sim 5 \times 10^{46-48}$ erg s$^{-1}$, assuming an efficiency factor of 0.1 (see section 1). However, in order to explain the X-ray luminosity around the Sgr A$^*$, it has been suggested that the past accretion rate of the GCBH could have been $10^{54}$ higher than the present day accretion rate (Totani 2006). This means that the GCBH mechanical luminosity was $\lesssim 5 \times 10^{49-41}$ erg s$^{-1}$. Although there is a large uncertainty in the past mechanical luminosity, it is surprisingly close to the required rate of $10^{41}$ erg s$^{-1}$. Also, we must note that the black hole activity is highly variable in time and it is the average mechanical luminosity that should be considered.

In this paper, though we constrain the mechanical luminosity for the source driving the FBs, the degeneracy between the SFW and the AGNW models still remains. One way to distinguish between these two models is probably the kinematics of the hot gas inside the bubbles (i.e. inside the contact discontinuity). As noted by Sarkar et al. (2015b), the velocity range of the hot wind for SFW can be $\sim \pm 600$ km s$^{-1}$. However, in case of AGNW, this velocity range will be much higher. Another way is to measure the temperature along the outer edge of the FBs. In AGNW case, the outer shock is relatively more anisotropic than the SFW case. This is because the AGNW is completely kinetic energy driven and has a large velocity anisotropy perpendicular to the disc thus producing a strong bow shock and, therefore, producing a somewhat anisotropic shock temperature. The SFW, on the other hand, has a large fraction of energy in the form of internal energy and hence the outer shock structure is more isotropic (see Figure 4). However, one must note that measuring the temperature along the edge of the FBs using the OVIII to OVII line ratio is likely to be contaminated by the detailed structure of the MW halo gas as the contribution from the background halo gas is non-negligible.

### 7 SUMMARY

We have explored different driving mechanisms to inflate the FBs: one, a central black hole driven wind (AGNW), and second, a star formation driven wind (SFW). The winds have been launched at the Galactic centre and have been allowed to propagate through a realistic distribution of the MW halo gas. We compare our numerical simulations of SNe and AGN wind models with the best fit model of Miller & Bregman (2016). We find that irrespective of the driving mechanism - AGNW or SFW, the total luminosity required to produce the observed OVIII to OVII line ratio is $\approx 0.7 - 1 \times 10^{41}$ erg s$^{-1}$. The given luminosity also constrains the age of the FBs to be $\sim 20$ Myr.

The shocked halo temperature is estimated to be $\approx 3 \times 10^6$ K in most of the forward shock. For a weak shock travelling through a $2 \times 10^6$ K halo gas, this temperature would correspond to a shock velocity of $\sim 300$ km s$^{-1}$. The corresponding temperature is highly anisotropic in case of a AGNW for which the temperature ranges from $5 \times 10^6$ K to $3 \times 10^6$ K. These values are slightly lower compared to the estimates by Miller & Bregman (2016) who found the temperature to be $\approx 5 \times 10^6$K based on the same data. Our temperature estimate is, however, consistent with the temperature measurements by Kataoka et al. (2013) and Gu et al. (2016) at the NPS, which indicates that the NPS has likely originated from the same activity that gave rise to the FBs.
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APPENDIX A: INJECTION RADIUS FOR SNE DRIVEN WINDS

As mentioned in the main text, we have chosen the injection radius (which is the same as the radius of the inner boundary) for the SFW to be at \( r_{inj} = 100 \) pc which is also assumed to be the sonic radius of the wind. Though this particular choice of the radius is somewhat arbitrary, any deviation from it does not affect the results. Figure A1 shows the density contours and the corresponding histograms of OVIII to OVII line ratios for \( L = 7 \times 10^{40} \text{ erg s}^{-1} \) at \( t = 25 \) Myr but for injection radii of 50, 100 and 200 pc. Other than some tiny details, the results are consistent with each other.

APPENDIX B: ELECTRON TEMPERATURE FOR HIGH LUMINOSITY WINDS

To study the evolution of electron temperature \( T_e \) and ion temperature \( T_i \), we assume the simplest picture that these two species exchange energy only via Coulomb collisions, that there is no relative bulk velocity between them and that the electron and ion number densities are equal, i.e. \( n_i \approx n_e \equiv n \). The energy equations for these two species can then be...
Figure A1. Effects of different injection radius for SFW cases. The top panel shows the density contours for $L = 7 \times 10^{40}$ erg s$^{-1}$ at $t = 25$ Myr and the bottom panel shows the corresponding histograms of OVIII to OVII line ratios.

approximated as (Braginskii 1965)

$$n_e k_B \left( \frac{3}{2} \frac{dT_e}{dt} + T_e \nabla \cdot \mathbf{v} \right) = -3 \frac{m_e n k_B}{m_p} \frac{n}{\tau_e} (T_e - T_i),$$  \hspace{0.5cm} (B1)

$$n_i k_B \left( \frac{3}{2} \frac{dT_i}{dt} + T_i \nabla \cdot \mathbf{v} \right) = 3 \frac{m_e n k_B}{m_p} \frac{n}{\tau_i} (T_e - T_i),$$  \hspace{0.5cm} (B2)

where $\mathbf{v}$ is the bulk velocity, $\tau_e = 3.44 \times 10^5 \frac{(k_B T_e/eV)^{3/2}}{n \lambda}$ sec and $\lambda \approx 15$ is the Coulomb logarithm. Other constants have their usual meanings. Setting the compression term to zero ($\nabla \cdot \mathbf{v} = 0$ in Eqs. B1 & B2), we can solve for the electron and ion temperatures of the post-shock gas. We assume that $T_i(t = 0) = T_{i,1}$ and $T_e(t = 0) = T_{e,1}$, the ion and electron post shock temperature respectively. Assuming that both electron and ion bulk kinetic energies are thermalised independently at shocks (observations suggest that electrons are heated more than this estimate so we can treat our $T_e$ as a conservative lower limit on the electron temperature), the shock energy gets distributed among electrons and protons according to their mass and the Mach number of the shock.

Therefore, the post shock electron and ion temperatures can be written, respectively, as (see Eqs. 19, 21 in Vink et al. 2015)

$$T_{e,2} = T_{e,1} \chi^{\gamma-1} + \frac{\mu_e m_p v_s^2}{2 k_B} \left( \frac{\gamma - 1}{\gamma} \right) \left( 1 - \frac{1}{\chi^2} \right),$$  \hspace{0.5cm} (B3)

$$T_{i,2} = T_{i,1} (2 - \chi^{\gamma-1}) + \frac{\mu_i m_p v_s^2}{2 k_B} \left( \frac{\gamma - 1}{\gamma} \right) \left( 1 - \frac{1}{\chi^2} \right),$$  \hspace{0.5cm} (B4)

where, $T_{e,1} = T_{i,1} = 2 \times 10^6$ K is the pre-shocked halo temperature, $\chi = (\gamma + 1) M^2 / ((\gamma - 1) M^2 + 2)$ is the density jump behind the shock for a Mach number of $M$, $v_s$ is the shock velocity, $\mu_e = m_e/m_p$ and $\mu_i = 1.27$ for Solar metallicity.

Figure B1 shows the evolution of the electron and ion temperatures (Eqs. B1 & B2 with $\nabla \cdot \mathbf{v} = 0$ and initial conditions given by Eqs. B3 & B4) behind the outer shock. The left panel of the figure shows that although it takes few $\times t_{eq}$ (Eq. 14) to come to equilibrium ($T_e \approx T_i$), initially $T_e$ rises very sharply and attains a value $\approx 90\%$ of $T_{\text{shock}} \equiv (T_e + T_i)/2$ within an equilibrium time $t_{eq}$. For comparison with FB observations the electron temperature behind the shock should be evaluated at $t = t_{\text{dyn}}$ (see Eq. 16). We plot this $T_e(t = t_{\text{dyn}})$ in the right panel of figure B1. We notice that although current $T_e$ lags the equilibrium shock temperature, it still increases monotonically with the mechanical luminosity. There-
Figure B1. Left panel: Evolution of the electron and proton temperatures (Eqs. B1, B2) towards an equilibrium shock temperature of $10^7$ K corresponding to $L \approx 3 \times 10^{42}$ erg s$^{-1}$. Right panel: Electron temperature at $t = t_{\text{dyn}}$ (time appropriate for FB observations; see Eq. 16) compared to the equilibrium shock temperature ($T_{\text{shock}} \equiv [T_e + T_i]/2$) for different luminosities shows a monotonic increase (although slower than $T_{\text{shock}}$) in $T_e$ with an increasing luminosity even in the collisionless regime. Both the figures are obtained for $n = 10^{-3}$ cm$^{-3}$.

Therefore, even if $t_{\text{eq}} > t_{\text{dyn}}$ for high luminosity cases (i.e. the shock is collisionless for $L \gtrsim 10^{42}$ erg s$^{-1}$), the electron temperature is still too high to explain the observed OVIII/OVII line ratio.