The impact of urbanization and financial development on electricity intensity in China: Evidence from panel VAR approach

Ruijun Duan*
School of Economics and Commerce, Henan University of Technology, Zhengzhou, China

Abstract: This paper aims at exploring the impact of urbanization and financial development on electricity intensity in China during the period 2004–2018. By employing a panel vector autoregressive (VAR) approach, the study finds that the electricity intensity response to one standard deviation shock on urbanization shows a negative impact, and a positive shock to financial development initially increases electricity intensity and eventually decreases electricity intensity. Our analysis is important for policy makers for improving electricity efficiency planning and sustainable economic development policies.

1 Introduction

The world is facing the threat of global warming and climate change over the past three decades. Among many human activities that produce greenhouse gases, the use of energy is considered by far the largest source of emissions, and CO2 emissions from energy account for the largest share of global anthropogenic greenhouse gas emissions. Rising electricity demand was one of the key reasons why global CO2 emissions from the power sector are the largest increase. It is estimated that by 2040, the power sector will account for 40% of global CO2 emissions [1]. As the World’s largest CO2 emitter, China plays an important role in mitigating global climate change. Contribute to alleviating the global climate change, China has recently pledged to reach its peak of greenhouse gas emissions ahead of 2030[2]. Further improvement of electricity efficiency and low emissions generation technologies are important means to combat climate change. Therefore, it is of great importance to reduce electricity intensity for China’s long-term sustainable development.

The literature on the impact of urbanization and financial development on energy intensity is relatively abundant. For example, [3] examined the relationship between urbanization and energy intensity in China, and found urbanization significantly increases energy intensity. [4] explored the impact of urbanization on energy intensity in twenty-two increasingly urbanized emerging economies, and the empirical result showed urbanization significantly increases energy intensity. [5] noted that Saudi Arabia’s urbanization positively affects energy intensity in both the short term and the long term. [6] found that the direct impact of urbanization on China’s energy intensity is generally positive while the indirect impact tends to be negative. In addition,[7] provided original findings that financial development decreases energy intensity in Europe and Central Asia.[8] revealed that financial development lowers energy intensity using the case of Ghana.[9] confirmed financial development are positively correlated and have a significant impact on the energy intensity level in the top ASEAN countries. However, as a subset of the more general literatures on energy intensity, very few studies have focused on finding the impact of urbanization and financial development on electricity intensity.

The objective of this paper is to use panel VAR model to empirically analyze the impact of urbanization and financial development on electricity intensity in China for a sample of 31 provinces for the years 2004-2018. The advantages of using a panel VAR approach is that by treating all the variables as endogenous, the panel VAR method help to alleviate the endogeneity problem. Further, the impulse response functions based on panel VAR estimations can account for the response of the deviation to shocks from the other variable in the long-run term, and panel regression cannot capture this dynamic effect.

2 Empirical methodology

In this paper, we use a panel VAR model with 31 Chinese provincial data to investigate the dynamic and endogenous relations among urbanization, financial development and electricity intensity during 2004-2018. The data is derived partly from the Almanac of China’s Finance and Banking and partly from the China Statistic Yearbook of the related years. For simplicity, the definitions of related variables and the descriptive statistics of the data are illustrated in Table 1.
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2.1 Panel unit root tests

If a series is non-stationary, it may lead to erroneous results before using them for further analysis[10]. For this purpose, this study employs three statistical methods to test the stationary and non-stationary conditions. They are HT test [11], IPS test [12] and Fisher-type test.

The HT test statistic is based on the OLS estimator, r, in the regression model

\[ Y_{it} = \rho Y_{it-1} + Z_{it} \delta t + \epsilon_{it} \] (1)

Where \( Y_{it} \) is a vector of endogenous variables: urbanization, financial development and electricity intensity; \( Z_{it} \) represents panel-specific means and trends; \( \epsilon_{it} \) is white noise. Because the inclusion of panel means and time trends in the model may lead to biased estimates, the null hypothesis is not \( H_{0}: \rho = 0 \) but \( H_{0}: \rho = 1 \). The HT test assumes all panels share the same autoregressive parameters.

The IPS test uses the following panel ADF specification:

\[ \Delta Y_{it} = \rho Y_{it-1} + Z_{it} \delta t + \epsilon_{it} \] (2)

The IPS test differs from the HT test by relaxing the assumption of a common autoregressive parameter. The IPS tests the null hypothesis \( H_{0}: \rho = 0 \) for all i against the alternative hypothesis \( H_{1}: \rho = \rho_1 \cdot \rho_2 \cdots \rho_N < 0 \), \( \rho_{N+1} = \rho_{N+2} \cdots \rho_N = 0 \) for all i). Rejection of null hypothesis indicates no unit root.

The Fisher-type test combines the p-values from ADF or Phillips–Perron unit-root tests to obtain an overall test statistic whether the panel data contains a unit root. For a finite number of panels, The null hypothesis is that all panels contain a unit root, and the alternative hypothesis is that at least one panel is stationary. Under the alternative hypothesis, as \( N \rightarrow \infty \), the number of panels without unit root should grow at the same rate as N. [13] proposes the four methods to test the panel-specific unit-root. The first three methods differ in whether they use the inverse chi-squared, inverse-normal and inverse-logit transformation of p-values, and the fourth is a modification of the inverse chi-squared transformation.

If positive residual cross-section dependence is not taken into consideration, panel unit root tests may possibly exist significant size distortions. To alleviate possible cross-section dependence, [14] suggested subtracting the cross-sectional means from the panel data before testing.

2.2 Pedroni cointegration tests

If it is found that the variables are I(1), then we can conduct co-integration tests. Pedroni (2004) proposes a residual-based test for the null of cointegration allowing for individual heterogeneous fixed effects and trend terms[15]. Consider the following specification:

\[ Y_{it} = \alpha_i + \delta t \cdot x_{it} + \beta_i x_{iit} + \beta_2 x_{iit} + \cdots + \beta_k x_{kiit} + \epsilon_{it} \] (3)

Where \( i = 1 \cdots N, t = 1 \cdots T, k = 1 \cdots K \); The variables \( Y_{it} \) and \( X_{it} \) are assumed to be I(1), and residual \( \epsilon_{it} \) will also be I(1); \( \alpha_i \) and \( \delta t \) are fixed effects and time trend respectively; \( \beta_{1i} \), \( \beta_{2i} \) and \( \beta_{ki} \) are the co-integration slopes.

| Variables | Definition | Mean   | Std. dev. | Min   | Max   |
|-----------|------------|--------|-----------|-------|-------|
| ci        | The ratio of electricity consumption to GDP in 2004 constant prices. | 0.1231 | 0.0939 | 0.0013 | 0.7246 |
| urban     | The proportion of urban population to the total population | 0.5141 | 0.1536 | 0.159 | 0.896 |
| finance   | The ratio of total credit to nominal GDP | 1.2834 | 0.7784 | 0.0114 | 6.9362 |

To perform the cointegration test, we need to obtain the residuals from the equation (4) and then test whether the residual is I (1) by the following residual equation:

\[ e_{it} = \rho e_{it-1} + \epsilon_{it} \] (4)

Various residual-based statistics is considered for testing the null hypothesis of no cointegration, namely, \( H_{0}: \rho = \rho_1 \cdot \rho_2 \cdots \rho_N < 0 \). Rejection of null hypothesis indicates no cointegration.

2.3 Panel Granger causality test

Dumitrescu and Hurlin(2012) expand on Granger causality test, and propose a method for testing panel causality[16]. The panel Granger causality test is as follows:

\[ Y_{it} = \sum_{k=1}^{\infty} \beta_k X_{it-k} + \sum_{k=1}^{\infty} \gamma_k Y_{it-k} + \phi_k + \mu_i + \epsilon_{it} \] (5)

Where \( \beta_k \) and \( \gamma_k \) are the parameters, \( \phi_k \) is time trend, \( \mu_i \) is individual effect, \( \epsilon_{it} \) is white noise. Dumitrescu and Hurlin construct Z-statistic to test the null hypothesis \( H_{0}: \beta_1 = \beta_2 = \cdots = \beta_k = 0 \). Rejection of the null hypothesis indicates Granger causality.

2.4 panel VAR approach

The panel VAR model combines the traditional VAR approach with the panel-data approach, which not only treats all the variables in the equation as endogenous, but also allows for unobserved individual heterogeneity[17]. The panel VAR model can be specified as follows:

\[ Y_{it} = A_0 + \sum_{k=1}^{K} A_k Y_{i,t-k} + \mu_i + \epsilon_{it} \] (6)

Where \( Y_{it} \) is a 1 x 3 vector of endogenous variables including respectively the proxies of Urbanization, financial development and electricity intensity; \( A_0 \) represents a vector of Intercept term, and \( A_k \) is the coefficient matrix to be estimated; \( \mu_i \) is fixed-effects between different cross-sectional units, and \( \epsilon_{it} \) is error term.

The advantage of the panel VAR is to allow for the estimation of impact of one variable on orthogonal shocks on another, while holding all other variables constant. This is accomplished through the panel impulse-response function(IRF), which identify the response of one variable.
to the innovations in another variable in the system, while keeping all other shocks at zero.

### 3 Results and discussion

We check the stationary properties of the variables by using HT test, IPS test and Fisher-type test. The results shown in Table 2 indicate that except for urbanization, the null hypothesis of unit root is not rejected at the level form of variables, but can be rejected at the first difference form and all the variables become stationary at the 1% significance level. Thus, we can perform a cointegration test to examine whether urbanization, financial development and electricity intensity have a long-term relationship.

We have applied the Pedroni approach in order to test whether cointegration is present. The results reported in Table 3. It is noted that the statistics are significant rejecting the null hypothesis of no cointegration. This confirms the presence of a long-run relationship between urbanization, financial development and electricity intensity over the period 2004-2018.

---

**Table 2. Results of panel unit root tests.**

|                | HT Intercept | HT Intercept &trend | IPS Intercept | IPS Intercept &trend | Fisher-type(ADF) Intercept | Fisher-type(ADF) Intercept &trend |
|----------------|--------------|----------------------|---------------|-----------------------|----------------------------|-----------------------------------|
| ei             | 0.5956***    | 0.1471 (0.5585)      | -2.7453**     | -3.0078***            | 1.5124*                    | 0.1048 (0.4582)                   |
| urban          | 0.5871***    | 0.1256*** (0.5184)   | -2.1322**     | -7.6429***            | 39.4201***                 | 70.7675*** (0.0000)              |
| finance        | 0.5987***    | 0.5854 (0.7114)      | -1.9005**     | -2.6503**             | 1.0468                     | -2.492 (0.9937)                   |
| d(ei)          | -0.0588***   | 0.0000               | 1.5124*       | 28.3049***            | 97.6542***                 | 18.7211*** (0.0000)              |
| d(urban)       | 0.0116***    | 0.0792*** (0.0000)   | -12.0182***   | 105.9659***           | 97.6542***                 | 18.7211*** (0.0000)              |
| d(finance)     | -0.0126***   | 0.0000               | -12.0182***   | 105.9659***           | 97.6542***                 | 18.7211*** (0.0000)              |

Note: p-values are presented in parentheses. ***, ** and * denote the significance at 1%, 5% and 10% level, respectively. D( ) is the first difference.

**Table 3. Pedroni test for cointegration relationship**

| Statistic          | p-value |
|--------------------|---------|
| Modified Phillips-Perron t | 3.1099 0.0009 |
| Phillips-Perron t    | -1.7046 0.0441 |
| Augmented Dickey-Fuller t | -2.3653 0.0090 |

Note: H0: No cointegration. Ha: All panels are co-integrated.

**Table 4. Granger-causality tests.**

|                    | urban→ei | ei→urban | finance→ei | ei→finance | urban→finance | finance→urban |
|--------------------|----------|----------|------------|------------|---------------|---------------|
| Z-bar              | 17.0769*** (0.0000) | 5.9031*** (0.0000) | 6.4014*** (0.0000) | 12.3617*** (0.0000) | 8.4857*** (0.0000) | 6.9976*** (0.0000) |
| Z-bar tilde        | 8.0722*** (0.0000) | 2.1463*** (0.0318) | 2.4106*** (0.0159) | 5.5716*** (0.0000) | 3.5160*** (0.0004) | 2.7268*** (0.0000) |

Note: p-values are presented in parentheses. ***, ** and * indicate rejection of the null hypothesis at the 1%, 5% and 10% significance level, respectively.

For a better understanding, we further apply the Granger causality tests with the full sample. The results of the tests are summarized in Table 4. Table 4 shows the existence of bidirectional causality relations between any two of urbanization, financial development and electricity intensity.

Fig.1 depicts the plots of the orthogonalized IRFs with a confidence interval of 5% to 95% using Monte-Carlo simulation with 200 replications. We start with the relationship between urbanization and electricity intensity. We note that the graph is below the zero line, which means that the electricity intensity exhibits a negative response to a standard deviation shock to urbanization. Besides, a standard deviation shock to urbanization, the electricity intensity initially decreases in period zero to 2, and gradually rises and stabilizes in the long-run. The result implies that the improvement of urbanization increases the efficiency of electricity-use and reduced the electricity intensity by promoting technological progress. Next, we focus on the linkage between financial development and electricity intensity. We note that a shock of financial development creates a positive impact on electricity intensity initially, but this effect declines gradually from period 2 and have a negative impact after period 3. The result means that in the early developmental stage, banks excessively expand
the scale of loans, which stimulate electricity consumption by providing easy access of financial resources to households and thus increase electricity intensity. However, with the gradual improvement of financial efficiency, financial development will reduce the electricity intensity.

4 Conclusion

Using Chinese provincial panel data from 2004 to 2018 of 31 provinces, the present paper utilizes panel VAR model to examine the dynamic impact of urbanization and financial development on electricity intensity. The empirical results reveal that there is bidirectional causality between any two of three variables. Further, the study finds that the electricity intensity response to one standard deviation shock on urbanization shows a negative impact, and a positive shock to financial development initially increases electricity intensity and eventually decreases electricity intensity.

Although urbanization seems to be conducive to decreasing electricity intensity, the influence is less. Therefore, if urbanization is considered an effective and consistent solution to decreasing electricity intensity, the policy to encourage further urbanization must focus on effective, green, and sustainable development. In addition, financial development should be used as a policy tool to lower electricity consumption by sanctioning loans at a cheaper cost to environmentally friendly industries that adopt advanced and energy-efficient technology during production processes.
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