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Abstract—Large field-of-view fisheye lens cameras have attracted more and more researchers’ attention in the field of robotics. However, there does not exist a convenient off-the-shelf stereo rectification approach which can be applied directly to fisheye stereo rig. One obvious drawback of existing methods is that the resampling distortion (which is defined as the loss of pixels due to under-sampling and the creation of new pixels due to over-sampling during rectification process) is severe if we want to obtain a rectification with epipolar line (not epipolar circle) constraint. To overcome this weakness, we propose a novel pixel-wise local homography technique for stereo rectification. First, we prove that there indeed exist enough degrees of freedom to apply pixel-wise local homography for stereo rectification. Then we present a method to exploit these freedoms and the solution via an optimization framework. Finally, the robustness and effectiveness of the proposed method have been verified on real fisheye lens images. The rectification results show that the proposed approach can effectively reduce the resampling distortion in comparison with existing methods while satisfying the epipolar line constraint. By employing the proposed method, dense stereo matching and 3D reconstruction for fisheye lens camera become as easy as perspective lens cameras.

I. INTRODUCTION

Fisheye lens cameras have been widely used in the fields of computer vision [7], robotics [28] and augmented reality/virtual reality, (e.g., Project Tango [14]), due to its large field of view. It is natural to use a pair of fisheye lens images, or even motion sequence for Structure from Motion (SfM) or dense 3D reconstruction, where stereo rectification is often a prerequisite. Although stereo-rectification has been thought to be a well solved problem, surprisingly a convenient off-the-shelf solution is not available for fisheye lens cameras. An opportunistic and commonly used solution is first to correct the fisheye image to perspective image, and then do standard perspective rectification [27]. The drawback of this approach (as shown in subfig. (1b)) is large rectification resampling distortion which will hinder the post-processing e.g., sparse features tracking or dense stereo matching.

The large distortion is caused by two aspects: 1) undistorting fisheye image to perspective will generate resampling distortion; 2) rectifying two perspective images will also generate resampling distortion. In order to avoid resampling distortion during the undistortion step, many researchers proposed to rectify the fisheye image on a spherical surface rather than a plane [16, 9, 12]. By doing this, although the resampling distortion has been reduced, the dense stereo matching is difficult because epipolar lines become curves in spherical coordinates.

Recently, plane-sweeping technique [11] has been widely applied to estimate dense depth for perspective cameras. By using plane-sweeping, the stereo rectification step is not necessarily required. Furthermore, Hane et al. transferred this technique for fisheye images in [14]. However, before applying plane-sweeping, the tangential and radial distortions of fisheye images should be removed. Therefore, this kind of methods cannot work properly when camera’s field-of-view is relative large, because the resampling distortion will be serious in the undistortion step.

To overcome these disadvantages, we propose to find a direct transformation to map the original fisheye image to a
rectified one. By doing this, the resampling distortion caused in undistortion step can be avoided. Furthermore, we do not enforce the rectified images follow ideal perspective imaging model. Instead, they can remain their “fisheye property” as long as corresponding epipolar lines are parallel and properly arranged. To obtain these properties, we propose a pixel-wise local homography for rectifying fisheye images. Generally speaking, we use different rectifying transformations at different pixel location.

The first contribution of this paper is that: we have proved that there exist enough degrees of freedom to choose the rectifying transformation matrices for stereo rectification. In contrast to applying a single global homography matrix pair for the entire image [13, 15, 10, 21], we present a pixel-wise local homography for stereo rectification. Typically, different transformation homographies are applied at different image pixels. Consequently, the rectification resampling distortion has been dramatically reduced as multiple rectifying transformations are considered.

The second contribution of this paper is to provide a tailored stereo rectification algorithm for fisheye lens images by exploiting the extra degrees of freedom in choosing the transformation matrices. After rectification, the epipolar lines are aligned with the image scan rows, and more importantly the resampling distortion has been minimized. The rectified stereo image pair can be used directly to compute dense stereo matching and 3D reconstruction for further applications in the field of computer vision and robotics. Subfig. 1c displays an example of rectification result by using the proposed method. The local information of the original image has been mostly preserved in the rectified images while the epipolar line constraints are also satisfied.

A. Related works

Many approaches have been proposed to reduce resampling distortion for perspective images [18, 13, 10, 23, 22]. Most of them try to find an optimal global transformation matrix (e.g., homography matrix [13, 15, 20, 21]) to achieve minimum resampling distortion.

Besides perspective images, many approaches also have been proposed for fisheye lens cameras. Heller et al. proposed a general technique for rectifying omni-directional stereo image by mapping the epipolar curves (the epipolar line in perspective image becomes curve in fisheye image) onto circles to reduce the resampling distortion [16]. In addition, stereographic projection is simply applied for stereo rectification. However, their technique can only obtain epipolar curves rather than epipolar lines. Zafer et al. proposed to rectify the fisheye image on spherical coordinates to reduce rectification distortion [3]. Although the resampling distortion has been reduced in their methods, traditional dense matching methods cannot be applied directly on rectified images because the correspondences are on circles rather than scan-lines. For parabolic catadioptric cameras, Geyer et al. proposed a so called conformal rectification approach by using their conformal properties [12]. Unfortunately, it only works for parabolic catadioptric cameras. Abraham et al. [1] proposed to keep the “fisheye property” in the rectified image to reduce the resampling distortion. However, they just simply applied several existed camera models for the image rectification and didn’t try to find an optimal rectification model with minimum resampling distortion.

To remind the readers, the remaining parts of this paper are organized as follows: we first introduce the pixel-wise local homography in Section II and then formulate the stereo rectification as an energy minimization problem. The implementation of stereo rectification and parameters optimization are given in Section III. Main rectification steps and 3D reconstruction are described in Section IV and the experimental results for rectification and 3D reconstruction are shown in Section V. Finally, our paper ends with a short conclusion and some future works.

II. PIXEL-WISE LOCAL HOMOGRAPHY

Traditionally, stereo rectification is solved as finding a single global homography transformation which is applied globally and uniformly for the whole input image. In other words, the task of stereo rectification is represented as finding a pair of rectifying homography that best aligns the epipolar lines in each of the stereo image pairs (e.g., [18, 13, 10, 23, 22]). Let’s denote \((H_1, H_2)\) as the desired rectifying transformation pair, then the epipolar line constraint can be expressed as

\[
(H_2x_2)^T[e], H_1x_1 = 0,
\]

where \(x_1 = (u_1, v_1, 1)^T\) and \(x_2 = (u_2, v_2, 1)^T\) are the feature correspondence between image \(I_1\) and \(I_2\). The fundamental matrix corresponds to the rectified image pair has a special form (up to a scale factor) as \(F = [e]_x\), where \(e = (1, 0, 0)^T\). Based on epipolar geometry, rectifying transformation pair \((H_1, H_2)\) can be obtained from fundamental matrix (uncalibrated case) or essential matrix (calibrated case). Various approaches [13, 15, 20, 21, 18] have been proposed to find the optimal pair \((H_1, H_2)\) for minimizing the rectification resampling distortion.

A. General homography transformation

On contrast to the traditional approaches of using a single pixel-wise-uniform global homography, we propose to use pixel-variant local homographies here. In the derivation below we will first prove its possibility and then show its benefits of providing extra freedoms for choosing rectifying transformations, such as reducing the rectifying resampling distortion, etc.

For convenience, the image pixel \(x = (u, v, 1)^T\) is converted to its corresponding 3D bearing vector \(b\) (an unit 3D ray vector from the camera center to 3D point) using camera’s intrinsic parameters. We denote \(b = \Phi(x)\) as the mapping from 3D bearing vector to 2D image point and \(x = \Phi^{-1}(b)\) as its inverse mapping. Both \(\Phi(.)\) and \(\Phi^{-1}(.)\) can be obtained by camera calibration [24].
The epipolar constraint expressed with bearing vectors can be expressed as
\[(\Phi_2(x_2))^T \mathbf{E} \Phi_1(x_1) = 0, \quad (2)\]
where \(\Phi_1(x_1)\) and \(\Phi_2(x_2)\) are corresponding bearing vectors of correspondence \(x_1\) and \(x_2\).

In both camera setup, any rotation about \(X\)-axis (i.e. the axis joining the two camera centers) will leave \(E\) invariant. Due to this property, the essential matrix with our double rotation matrices parametric strategy also has 5 dofs. Substituting the essential matrix \(E\) in Eq.(2), we have
\[(R_2^T \Phi_2(x_2))^T [\mathbf{e}] \times (R_1^T \Phi_1(x_1)) = 0. \quad (3)\]

According to Eq.\(6\), we have
\[
\begin{pmatrix}
a_{22} & -a_{32} \\
a_{23} & -a_{33}
\end{pmatrix}
\begin{pmatrix}
a'_{31} \\
a'_{21}
\end{pmatrix} = 0,
\]
and therefore, we have \([a'_{21} a'_{31}]^T = 0\). Similarly, we get
\([a_{21} a_{31}]^T = 0\). Finally, we obtain the conclusion described in Theorem 1.

Based on the above theorem, Eq.\(3\) can be expressed more generally as
\[(A'(x_2) R_2^T \Phi_2(x_2))^T [\mathbf{e}] \times (A(x_1) R_1^T \Phi_1(x_1)) = 0. \quad (9)\]
For each correspondence \((x_1, x_2)\), a unique transformation pair \((A(x_1), A'(x_2))\) can be chosen independently as long as they satisfy the constraint described in Theorem 1.

If we define \(H_{1}^{x_1} = A(x_1) R_1^T \Phi_1(x_1)\) and \(H_{2}^{x_2} = A'(x_2) R_2^T \Phi_2(x_2)\) as the homographies at \(x_1\) and \(x_2\) respectively, then Eq.\(7\) can be rewritten simply as
\[(H_{2}^{x_2})^T [\mathbf{e}] \times H_{1}^{x_1} = 0. \quad (10)\]
Eq.\(10\) can be viewed as a generalized form of Eq.\(2\). The only difference is that the transformation homography used here varies with the image location.

B. Stereo rectification formulation

In this subsection, we proposed to apply the pixel-wise local homography to reduce the resampling distortion during the stereo rectification procedure. Without loss of generality, we denote \(H_1, H_2\) as a group of transformation matrices (e.g., \(H_1^{x_1} H_2^{x_2}\)) to map the original image \(I_1^{x_1}\) to rectified one \(I_1^{x_1}\) and the stereo rectification problem aims at finding these two groups of transformation matrices \(H_1\) and \(H_2\) which satisfy the following requirements:

1) \textbf{Epipolar line alignment:} After rectification, the epipolar lines should be aligned with the image scan lines in the rectified images. Mathematically, the epipolar line constraint can be satisfied if
\[(H_2(x_2))^T [\mathbf{e}] \times H_1(x_1) = 0, \quad (11)\]
where \(x_1\) and \(x_2\) are correspondences in \(I_1\) and \(I_2\). \(H_1(x_1) = H_1^{x_1}\) and \(H_2(x_2) = H_2^{x_2}\) represent pixel-wise homography matrices at \(x_1\) and \(x_2\) respectively.

2) \textbf{Scan line order preserving:} Unlike the global homography based rectification, which can both satisfy the epipolar constraint and preserve the scene structure. The pixel-wise local homography can only guarantee the epipolar constraint due to its extra freedom. Therefore, scan line order preserving constraint is proposed here to preserve the scene structure before and after rectification. To some extend, this requirement can be satisfied if the whole mapping process is unique and invertible.

3) \textbf{Resampling distortion minimization:} During the rectification, the image local information should also be preserved. Assuming the resampling distortion caused by \(H_1\) and \(H_2\) is \(L(H_1, H_2)\), then a good transformation should minimize \(L\) over the whole image.
By putting all the constraints together, we formulate the stereo rectification as the following minimization

\[
\begin{aligned}
\text{minimize} & \quad \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2) \\
\text{subject to} & \quad (\mathcal{H}_2(x_2))^T[e]_\times \mathcal{H}_1(x_1) = 0, \\
& \quad \mathcal{H}_1 \text{ and } \mathcal{H}_2 \text{ are invertible.}
\end{aligned}
\]

subject to \((\mathcal{H}_2(x_2))^T[e]_\times \mathcal{H}_1(x_1) = 0,\)
\(\mathcal{H}_1 \text{ and } \mathcal{H}_2 \text{ are invertible.}\)

III. IMPLEMENTATION

According to Eq.\((\ref{eq:25})\), we find that \(\mathcal{H}\) can be expressed as
\(\mathcal{H} = \Psi \circ \mathcal{R} \circ \Phi,\)
where \(\Psi\) represents the local transformation (e.g., \(\mathbf{A}, \mathbf{A}^\prime\)) and \(\mathcal{R}\) denotes the global rotation (e.g., \(\mathbf{R}_1, \mathbf{R}_2\)). The camera intrinsic parameters \(\Phi\) can be ignored here because it is constant for all image pixels.

A. Epipolar line alignment

Generally speaking, global transformation \(\mathcal{R}\) aims at rotating the left and right camera coordinates to force all the bearing vectors satisfying the epipolar constraint with a special form of \(\mathbf{F} = [e]_\times\) in the new camera coordinates. The rigid rotation \(\mathcal{R}\) can be realized as two rotations \(\mathbf{R}_1\) and \(\mathbf{R}_2\), which can be computed from the camera relative pose \(\mathbf{R}\). The relative camera pose between two cameras can be estimated via off-line stereo calibration or on-line estimation from the two images. After rotating with \(\mathbf{R}_1\) and \(\mathbf{R}_2\), all the bearing vectors satisfy the epipolar line constraint below
\[(\mathbf{R}_2^T \Phi_2(x_2))^T[e]_\times (\mathbf{R}_1^T \Phi_1(x_1)) = 0.\]

In addition, there exists an extra degree of freedom for rotation pair \((\mathbf{R}_1, \mathbf{R}_2)\), which is that any rotation around the baseline will not change the epipolar constraint.

B. Scan line order preserving

Local transformation \(\Psi\) (e.g., \(\mathbf{A}\) and \(\mathbf{A}^\prime\)), which can be considered as two projection matrices, aims at projecting bearing vectors into the new camera coordinates as \((\hat{\mathbf{u}}, \hat{\mathbf{v}}, 1)^T = \mathbf{A}(b_x, b_y, b_z)^T\). Furthermore, we find that \(\hat{\mathbf{u}}\) and \(\hat{\mathbf{v}}\) can be determined independently in Theorem \(\ref{thm:2}\).

Theorem 2. For any bearing vector \(\mathbf{b} = (b_x, b_y, b_z)\), its corresponding coordinates \((\hat{\mathbf{u}}, \hat{\mathbf{v}})\) in rectified image can be determined independently.

\begin{align}
\hat{\mathbf{u}} &= a_{11}b_x + a_{12}b_y + a_{13}b_z, \\
\hat{\mathbf{v}} &= a_{22}b_y + a_{23}b_z.
\end{align}

\(\mathbf{c} = (c_0, c_1, c_2, c_3)\) are coefficients required for estimation and \(f(.)\) is a certain function of \(\theta\), which can be of any form as long as it is monotonous within the whole field of view \([-0.5\theta_{max}, 0.5\theta_{max}]\). In this paper, we choose \(f(\theta) = \theta\) for all experiment, which is similar with the Equidistance projection model \([17]\).

In \([\ref{17}]\), general camera models with polynomial forms have been proposed to describe the different camera lenses. Inspired by their idea, we propose to realize both \(\Psi_u\) and \(\Psi_v\) with cubic functions as
\(\mathbf{c} = (c_0, c_1, c_2, c_3)\) are coefficients required for estimation and \(f(.)\) is a certain function of \(\theta\), which can be of any form as long as it is monotonous within the whole field of view \([-0.5\theta_{max}, 0.5\theta_{max}]\).

In \([\ref{17}]\), general camera models with polynomial forms have been proposed to describe the different camera lenses. Inspired by their idea, we propose to realize both \(\Psi_u\) and \(\Psi_v\) with cubic functions as
\(\mathbf{c} = (c_0, c_1, c_2, c_3)\) are coefficients required for estimation and \(f(.)\) is a certain function of \(\theta\), which can be of any form as long as it is monotonous within the whole field of view \([-0.5\theta_{max}, 0.5\theta_{max}]\).

Proof: Assuming any pair of matrices \(\mathbf{A}\) and \(\mathbf{A}^\prime\) as defined in Theorem \(\ref{thm:1}\) the coordinates \(\mathbf{x} = (\hat{\mathbf{u}}, \hat{\mathbf{v}}, 1)\) in rectified image can be computed from \(\mathbf{x} = \mathbf{A}\mathbf{b}\) as
\[(\hat{\mathbf{u}}, \hat{\mathbf{v}}) = \begin{pmatrix} \hat{a}_{11} & \hat{a}_{12} & \hat{a}_{13} \\ \hat{a}_{22} & \hat{a}_{23} & \hat{a}_{33} \end{pmatrix} \begin{pmatrix} a_{11} \hat{b}_x + a_{12} \hat{b}_y + a_{13} \hat{b}_z \\ a_{22} \hat{b}_y + a_{23} \hat{b}_z \end{pmatrix}.
\]

Although \(\hat{\mathbf{u}}\) and \(\hat{\mathbf{v}}\) share some variables in Eq.\((\ref{eq:29})\), they can also be considered as independent because \(a_{ij}, j = 1, 2, 3\) are arbitrary.

Without loss of generality, we use \(\Psi_u\) and \(\Psi_v\) to represent the projection of bearing vector into \(u\) and \(v\) coordinates respectively. Mathematically, we have
\(\hat{\mathbf{u}} = \Psi_u(b)\) and \(\hat{\mathbf{v}} = \Psi_v(b)\).

Then the local transformation \(\Psi\) is comprised of two parts, namely \(\Psi_u\) and \(\Psi_v\). Frankly speaking, the choice of \(\Psi\) is infinite many. Here, we just introduce a reasonable and easy implemented solution for \(\Psi\) and leave the task of seeking a more general expression of \(\Psi\) for future work.

After rotating with \(\mathbf{R}_1\) and \(\mathbf{R}_2\), two cameras reach a desired canonical configuration as in fig. \((\ref{fig:2})\): all the axis are coincident with each other except a translation (baseline) in \(X\)-axis. We propose to implement \(\Psi_u\) and \(\Psi_v\) with two angles \((\gamma, \beta)\) which are defined as \(\beta = \arctan\frac{b_y}{b_x}\) and \(\gamma = \arctan\frac{b_z}{\sqrt{(b_x)^2 + (b_y)^2}}\), where \((b_x, b_y, b_z)\) is any bearing vector in the new camera coordinates. We implement \(\Psi_v\) with \(\beta\) can keep the epipolar line constraint unchanged after projection because all points on the same epipolar line share same \(\beta\). In addition, implementing \(\Psi_u\) with \(\gamma\) can keep the order of the points on the same epipolar line.

Figure 2: Re-project bearing vectors into new camera coordinates.

In \([\ref{17}]\), general camera models with polynomial forms have been proposed to describe the different camera lenses. Inspired by their idea, we propose to realize both \(\Psi_u\) and \(\Psi_v\) with cubic functions as
\(\mathbf{c} = (c_0, c_1, c_2, c_3)\) are coefficients required for estimation and \(f(.)\) is a certain function of \(\theta\), which can be of any form as long as it is monotonous within the whole field of view \([-0.5\theta_{max}, 0.5\theta_{max}]\).

Figure 3: A desired canonical configuration.

C. Resampling distortion minimization

In \([\ref{13}]\), Jacbian matrix has been employed to measure resampling distortion caused by rectification which realized by
using a global homography matrix. To facilitate understanding, the deformation of a unit rectangle is considered here. After rectification, a unit rectangle \((u, v)\) transformed via \(\mathcal{H}\) to \(\hat{(u, v)}\) from original image to rectified image. As displayed in fig.(3), the small region in the rectified image can be approximated by a parallelogram [2] whose two sides are \(w_1 = [\frac{\partial u}{\partial x} \frac{\partial v}{\partial x}]^T\) and \(w_2 = [\frac{\partial u}{\partial y} \frac{\partial v}{\partial y}]^T\), which are tangent to the boundary of the transformed region. The resampling distortion of the entire image can be measured from three aspects:

1) The area \(S\) of this region is expected to be unchanged after rectification. \(S\) can be computed as \(S = |w_1 \times w_2| = |\frac{\partial u}{\partial x} \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \frac{\partial v}{\partial y}|\). The rectangle will shrink or expand if \(S\) is smaller or larger than 1. Therefore, the loss for the change of area is defined as \(L_{area} = (S - 1)^2\).

2) Meanwhile, the aspect ratio of the rectangle is also expected to be unchanged. Changing of this ratio will affect the distribution of pixels in two directions. The loss for this purpose, around 500 pixels evenly distributed all over the image are selected for computing the loss. We empirically choose \(\alpha_1 = \alpha_2 = 0.5\) for all our experiments.

3) Finally, the rectangle is also expected to be unskewed after rectification. The loss of skew deformation is defined as \(L_{skew} = (w_1^2 - w_2 - 0)^2\).

Finally, the resampling distortion of the entire image can be obtained as

\[
L = \int_0^w \int_0^h (L_{area} + \alpha_1 L_{ratio} + \alpha_2 L_{skew}) \, du \, dv, \tag{17}
\]

in which \(\alpha_1\) and \(\alpha_2\) are weight factors to balance different kind of losses and \(w, h\) are the width and height of image.

**D. Optimization**

Finally, Eq.(12) can be rewritten specifically as

\[
\text{minimize}_{\mathbf{R}_{1,2}, \mathbf{c}_{1,2}} \int_0^w \int_0^h (L_{area} + \alpha_1 L_{ratio} + \alpha_2 L_{skew}) \, du \, dv
\]

subject to \((\Psi_2(\mathbf{R}_2^T \Phi_2(x_{2i})))^T \epsilon \times \Psi_1(\mathbf{R}_1^T \Phi_1(x_{1i}) = 0, \tag{18}
\]

where \(c_{1,2}\) are the coefficients of \(\Psi_{1,2}\) and \(\Psi_{1,2}(\cdot)\) represents as the derived function of \(\Psi_{1,2}\).

Minimization of Eq.(18) is non-linear optimization problem with two constraints: monotonic and epipolar line constraint. In the real application, the monotonic constraint of \(\Psi\) is technically realized by some control points which are uniformly selected in \([-0.5 \theta_{max}, 0.5 \theta_{max}]\). In addition, the epipolar constraint can be achieved via relative pose (\(\mathbf{R}_t\)) estimation and following local transformation \(\Psi_1\) and \(\Psi_2\).

![Figure 3: Transforming a unit rectangle from original image into an approximate parallelogram in rectified image.](image)

Finally, Eq.(18) is solved by employing a classical constrained nonlinear optimization solver “Interior Point Algorithm” [6], which can converge after hundreds of iterations. Obviously, the loss defined in Eq.(18) is non-convex because it contains quadratic and second cross terms. However, in the real implementation, we find that the optimization is not sensitive to the initial values, even taking randomly values as inputs. Two examples of energy curve are shown in fig.(4). From these figures, we can find that the energy function is nearly convex over a large range.

**IV. RECTIFICATION AND 3D RECONSTRUCTION**

After obtaining the optimal \(\mathbf{R}_{1,2}\) and \(\mathbf{c}_{1,2}\), the rectification and 3D reconstruction can be implemented easily.

**A. Stereo Rectification**

The expression of \(\mathcal{H}\) can be easily obtained after obtain \(\mathbf{R}_{1,2}\) and \(\mathbf{c}_{1,2}\). At the same time, the backward \(\mathcal{H}^{-1}\) of \(\mathcal{H}\) is also required for rectification. \(\mathcal{H}^{-1}\) is responsible for mapping a pixel \(x\) from the rectified image to the original one. This transformation indeed exists because \(\mathcal{H}\) is monotonic within \([-0.5 \theta_{max}, 0.5 \theta_{max}]\). Furthermore, \(\mathcal{H}^{-1}\) can also be expressed with a polynomial which can be obtained similarly as \(\mathcal{H}\). Given \(\mathcal{H}^{-1}\), the rectified image can be constructed pixel by pixel from its corresponding location in the original image.
Finally, the main steps of our proposed rectification method can be summarized in Algorithm 1.

### Algorithm 1 Stereo Rectification

**Require:** A pair of image \((I_1, I_2)\);
- Intrinsic camera projection model \(\Phi\);

**Ensure:**
- Rectified image pair \((I'_1, I'_2)\) and model \(\mathcal{H}(\cdot)\);

1. Robust sparse features matching between \(I_1\) and \(I_2\);
2. Robust camera pose estimation \([19]\);
3. Compute \(R_1\) and \(R_2\) based on \([5]\) for rigid transformation;
4. Compute the non-linear transformation model \(\Psi\) by minimizing Eq. (18);
5. Compute the backward model \(\mathcal{H}^{-1}\);
6. Build the rectified image pair \((I'_1, I'_2)\) via \(\mathcal{H}^{-1}\).

### B. 3D Reconstruction

After rectification, all the correspondences are aligned on the same scan lines. Traditionally dense matching approaches \([26]\) can be employed directly for disparity computation. After obtaining the dense disparity map, 3D information can be reconstructed based on \(\mathcal{H}^{-1}\). Assuming a world point \(P\), \((X_1, Y_1, Z_1)\) and \((X_2, Y_2, Z_2)\) are its corresponding coordinates in left and right rectified camera coordinates, then we have \([X_2, Y_2, Z_2]^T = [X_1 - b, Y_1, Z_1]^T\). Here, \(b\) is the baseline between two cameras which can be obtained from calibration or relative pose estimation process. \((u_1, v_1)\) and \((u_2, v_2)\) are assumed to be the corresponding image locations in the left and right rectified images, then we have \(u_2 = u_1 - d\) and \(v_1 = v_2\), where \(d\) is the computed disparity value at location \((u_1, v_1)\).

Because \(f(\theta) = \theta\) is taken as the base function of \(\Psi(\cdot)\) here, we have
\[
\gamma_1 = \Psi^{-1}_u(u_1), \quad \gamma_2 = \Psi^{-1}_u(u_1 - d), \quad \beta = \Psi^{-1}_v(v_1).
\]

Furthermore, as displayed in fig. 2 \(\beta\) and \(\gamma_{1,2}\) can also be expressed as
\[
\beta = \arctan \frac{Y_1}{X_1}, \quad \gamma_{1,2} = \arctan \frac{X_{1,2}}{\sqrt{Y_{1,2}^2 + Z_{1,2}^2}}.
\]

Finally, 3D point \(P\) can be reconstructed as
\[
\begin{align*}
X_1 &= \frac{b \tan \gamma_1}{\tan \gamma_1 - \tan \gamma_2}, \quad X_2 = \frac{b \tan \gamma_2}{\tan \gamma_1 - \tan \gamma_2}, \\
Y &= \frac{b \tan \beta}{(\tan \gamma_1 - \tan \gamma_2)\sqrt{1 + \tan^2 \beta}}, \\
Z &= \frac{b}{(\tan \gamma_1 - \tan \gamma_2)\sqrt{1 + \tan^2 \beta}}.
\end{align*}
\]

### V. Experimental Results

The effectiveness and robustness of our proposed method have been verified on different types of cameras: fisheye lens and traditional perspective images.

#### A. Rectification for real fisheye images

Two types of real fisheye lens cameras are also used to evaluate our method. One is a Sony HDR-AS200V motion camera (resolution: 1920×1080, lens: 2.8 mm), offering an ultra-wide field of view with 135° in horizontal direction and 90° in the vertical direction. Another is a Canon camera (resolution 2736×1842, fisheye lens: 8 mm) whose field of view is close to 180°.

Different with a traditional stereo rig, two images from a motion (dominant motion is along X-direction) monocular camera are used here. The relative pose between two images is estimated by sparse matched features (e.g., SURF \([4]\)). RANSAC and bucketing techniques are employed to remove outliers for robust estimation. Local bundle adjustment is also used to refine the camera pose and remove outliers and finally only the reliable correspondences are used for the following process. Two approaches are used for comparison here: 1) “Conventional”: conventional method by using a perspective model (the focal length of the rectified image is chosen with minimal resampling distortion); 2) “Abraham”: approach proposed by Abraham et al. in \([1]\), where the resampling distortion didn’t take into consideration.

Four pair of images have been taken for evaluation. The performances are evaluated on two aspects: rectification error and resampling distortion. The rectification error is measured as the average y-disparity of correspondences on the rectified image pair. For each rectified image pair, SURF features are used to obtain feature correspondences between the left and right images. During the matching process, only the feature correspondences whose matching distance is below a certain threshold (e.g., 1.5) are decided as reliable correspondences. The resampling distortion is specifically computed by using Eq. (17). Similar with the optimization, around 500 pixels evenly distributed all over the image are selected for distortion computation. To be fair, same image pixels are used to compute resampling distortion for different methods.

Quantitative evaluation results are shown in fig. 5. Subfig. 5a illustrates the rectification error, where we can find that the rectification error is less than 1 pixel for all algorithms, which means that the epipolar line constraint is satisfied and all the correspondences are aligned on the same image row. Among the three, “Abraham” gives the smallest rectification error, while our proposed method is very close to their method. For the resampling distortion, our proposed method achieved the best performance all over the four examples. Furthermore, compared to the “Conventional” method, the distortion has been dramatically reduced. Compared with “Abraham” method, the resampling distortion has also been reduced about 30% on the four examples.

Fig. 6 and fig. 7 display two rectification results by using different methods. From these figures, we can obviously find...
that after rectification, the epipolar line has been well persevered. By using our proposed method, the local information has been largely persevered in the rectified image and the field of view of the rectified image is nearly the same with the original image.

![Graph](image)

Figure 5: Rectification evaluation on real fisheye images. Subfig. (5a) and (5b) give the rectification error and resampling distortion (Eq. (17)) for different approaches on real fisheye images.

B. 3D reconstruction result on real fisheye images

The 3D reconstruction has been verified on real fisheye images. First, dense disparity map has been computed by using [26], then Eq. (20) is used for 3D reconstruction. Fig 8 displays 3D reconstruction results with two different types of rectification methods. To save space, the original fisheye image pair and the rectified image pairs are corresponding to subfig. (8a), (8b) and (8c) respectively. Two different views of the reconstruction results are shown to demonstrate the performances of different methods.

Subfig. (8a) and (8b) display the 3D reconstruction results by using proposed and traditional rectification methods respectively. From subfig. (8a), we can see that the structure of the building, road, trees and vegetation have been reconstructed densely. The detailed structure of the trunk and the building’s wall can be seen clearly by using Meshlab [8]. Qualitatively, as shown in subfig. (8a), the 3D reconstruction performs better at the center of the image due to less fisheye distortion and the accuracy of the reconstruction decrease with the increasing of the distortion. On the right side of the image, the color of the sky has been misaligned on the tree due to error in the dense disparity computation and the uncertainty in the rectification process, e.g., relative camera pose estimation. The performance can be improved by using a real stereo camera and the relative camera pose can be obtained via pre-calibration process.

Comparing subfig (8a) with (8b), we can see that the former is qualitatively better than the latter, such as: 1) the building is reconstructed more dense in 3D because the texture information has been well kept during rectification in subfig (6c) while the texture details have been compressed in subfig (6b). 2) the trees on the right side of the image are reconstructed slightly better in subfig (8a) than subfig (8b). That’s because the resampling distortion is serious in subfig (6b) and this will hinder the following dense matching process.
error and resampling distortion for different methods. In subfig. 9a, we find that the rectification error is small for all the methods (less than 1 pixel) and the proposed method gives best performance on three examples. Furthermore, as shown in subfig. 9b, the proposed method has dramatically reduced the resampling distortion on the four examples compared with the other two approaches. The rectification results of different methods on “BalMouss” have been shown in Fig. 10. Compared with other two methods, the proposed method has largely preserved local information of the original image by reducing the resampling distortion during rectification.

Figure 9: Rectification evaluation on perspective images. Subfig. 9a and 9b give the rectification error and resampling distortion (Eq. 17) for different methods. In subfig. 9a, we find that the rectification error is small for all the methods (less than 1 pixel) and the proposed method gives best performance on three examples. Furthermore, as shown in subfig. 9b, the proposed method has dramatically reduced the resampling distortion on the four examples compared with the other two approaches. The rectification results of different methods on “BalMouss” have been shown in Fig. 10. Compared with other two methods, the proposed method has largely preserved local information of the original image by reducing the resampling distortion during rectification.

C. Rectification results on perspective images

Our proposed method can also be applied for perspective images. The public SYNTIM dataset has been used to evaluate our proposed method. Two typical global homography based rectification methods: “Hartley” [15] and “Fusiello” [10] have been taken for evaluation here.

Fig. (9) illustrates the evaluation results for four image pairs on SYNTIM dataset. Subfig. 9a and 9b give the rectification

D. Implementation time

The proposed fisheye stereo rectification approach is realized on a standard desktop (Intel 8 Cores i7) with Matlab
R2016b processing environment. For Sony camera with resolution of \(1920 \times 1280\), the whole rectification process takes about 15 seconds, in which about 6 seconds is spent on relative camera pose estimation process, 3 seconds for rectification model optimization and the final image rectification costs about 6 seconds. For the real application, the computation time can be significantly decreased by C/C++ implementation and GPU acceleration. Furthermore, for the real fisheye stereo configuration, the rectification can easily reach real-time implementation because both the relative camera pose and rectification model can be computed off-line and finally the rectification process can be easily realized by a look-up table strategy.

VI. CLOSING REMARKS AND FUTURE WORKS

Before reading this paper, the readers may have wondered the following question: is it not that stereo rectification is already a well-understood and solved old problem, and whether or not it deserves any further investigation? In this paper, we have given an affirmative answer, and we show that the conventional understanding of stereo rectification problem gives only one aspect of the problem. We reveal that, the admissible rectifying transformation can be a richer family than what we knew before. Based on this finding, we have develop an easy approach for fisheye and perspective image rectification and the experiment results show its effectiveness and robustness. Currently, the proposed method can only handle the case when both the epipoles are outside the images. In future, more general motions, e.g., forward motion, will be taken into consideration. Furthermore, we also propose to find a more general way of implementing the transformation matrix for fisheye stereo rectification.
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