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SUMMARY

We consider a recently introduced continuous data assimilation (CDA) approach for downscaling a coarse resolution configuration of the 2D Bénard convection equations into a finer grid. In this CDA, a nudging term, estimated as the misfit between some interpolants of the assimilated coarse grid measurements and the fine grid model solution, is added to the model equations to constrain the model. The main contribution of this study is a performance analysis of CDA for downscaling measurements of temperature and velocity. These measurements are assimilated either separately or simultaneously and the results are compared against those resulting from the standard point-to-point nudging approach (NA). Our numerical results suggest that the CDA solution outperforms that of NA, always converging to the true solution when the velocity is assimilated as has been theoretically proven. Assimilation of temperature measurements only may not always recover the true state as demonstrated in the case study. Various runs are conducted to evaluate the sensitivity of CDA to noise in the measurements, the size and the time frequency of the measured grid, suggesting a more robust behaviour of CDA compared to NA.
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1. INTRODUCTION

An important use of present day numerical models is to provide accurate predictions of physical phenomena from a known present state and some prior information. In some cases, the output from these numerical models is often too spatially coarse to be used directly to assess particular local phenomena (e.g. climate models). In order to improve the representation of local scale processes, downscaling techniques can be applied. Downscaling methods are needed to obtain local scale weather and climate, based on regional scale atmospheric variables that are provided by global circulation models (GCMs). Two basic approaches are followed in downscaling: i) statistical downscaling and ii) dynamical downscaling.
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In statistical downscaling (SD), an empirical relationship is established from observations between large scale variables, and a local variable at a particular station. The relationship is then used to estimate the local variables from the coarse global fields [1, 2, 3, 4]. A review of SD methods can be found in [5]. Dynamical downscaling (DD) on the other hand, fits regional climate models (RCMs) into outputs from GCMs [6]. The nudging algorithm is one of the standard methods in DD, which basically forces RCM simulations toward large-scale driving data point-to-point. A number of studies have examined the performance of nudging in reanalysis-driven RCM simulations (e.g. [7, 8]). These RCM simulations show better temporal variations of precipitation relative to those without nudging [9]. Various studies demonstrated that the overall performance of SD and DD were comparable in reproducing the present day climate for the respective regions [10, 11]. It is generally more straightforward and physically consistent to use the dynamical information, rather than a statistical model, when available to downscale global fields.

The study of different geophysical processes is based on both modelling and observations of the dynamical model state. None of the two disciplines has proved to be more useful. Instead both disciplines take advantage of each other: Observational data usually serve to validate numerical models, and observations are interpolated in space and time using the models. Data assimilation (DA) is the technique that merges these two sources into a single product. The basic idea of DA is to regularly update a numerical model with observational data [12]. Given a sufficiently realistic numerical model and reliable observations, the joint product provides an estimate of the state of the ocean or atmosphere that should be better than the respective single sources. Apart from the quality of the model or the observations, the success of DA depends on how well the two sources are combined.

Continuous data assimilation (CDA) methods incorporate observational data directly into the model equations as the model is being integrated in time [13, 14]. One way to achieve this is by introducing low-Fourier-mode observables into the model equations for the evolution of high Fourier modes [15, 16, 17, 18, 19]. Recently [20] introduced a new approach to CDA based on ideas from control theory. Instead of inserting the measurements directly into the model, in this CDA approach, a nudging term, estimated as the misfit between some interpolants of the assimilated coarse grid measurements and the fine grid model solution, is added to the model equations to constrain the model large scale variability by available measurements. This new CDA approach was designed for general dissipative dynamical systems and has been successfully analyzed in different scenarios [21, 22, 23], and tested numerically in [24].

In this paper, the new CDA method is examined for downscaling a coarse scale solution of the non-linear 2D Bénard convection problem (a Boussinesq system between two solid plates, heated from the bottom and cooled from the top). The Bénard convection equations solve the reduced form of Navier-Stokes equations and are one of the classical problems in the heat transfer literature [29]. The coarse mesh data is generated for temperature and velocity. The CDA algorithm is then applied to downscale these variables, assimilating temperature observations, velocity observations or both. The CDA algorithm in [20] has been theoretically investigated in [25] for the 2D Bénard convection through velocity measurements alone, with a finding that velocity measurements alone are enough to construct the approximate solutions for both velocity and temperature. Earlier study by Charney et. al. [13] claimed that the temperature measurements are enough to determine all other variables in the atmosphere. Ghil et. al in [26, 27] showed that this was only true for some simple
models, but gave other numerical tests showing that this is not always true. Here, we perform a number of numerical experiments with CDA assimilating velocity and temperature and compare the results with the standard nudging approach [28]. We also study the performance of CDA with respect to perturbations in the assimilated observations, time frequency of observations, the number of observation points, and different choices of interpolants. Our results suggest that the CDA method is a fast and accurate approach with favorable robustness properties for dynamical downscaling of the 2D Bénard convection equations.

In the next section a description of the 2D Bénard convection numerical model is given, after which we briefly describe the CDA technique in Sections 3. The numerical results obtained with the 2D Bénard convection model are presented in Section 4 while conclusions are provided in Section 5.

2. BÉNARD CONVECTION PROBLEM

Known as the Bénard convection problem, the thermally driven rectangular cavity with adiabatic top and bottom walls is one of the classical problems in the heat transfer literature [29]. It is also one of the most popular test-problems for comparing numerical algorithms. The model equations are casted in dimensionless form using an appropriate scaling of dynamical variables. Using tildes to denote dimensional quantities, we use the cavity height, $\tilde{H}$ as reference lengthscale, $V_r \equiv (\tilde{\kappa}/\tilde{H})Ra^{0.5}$ as reference velocity, and the background temperature difference $\tilde{T}_2 - \tilde{T}_1$ as characteristic temperature. $Ra$ denotes the Rayleigh number, whereas $\tilde{\kappa}$ is the thermal conductivity. With the current choice of scaling parameters, the normalized momentum, energy and mass conservation equations are:

$$\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{u} + \nabla p = \frac{Pr}{\sqrt{Ra}} \nabla^2 \mathbf{u} + Pr \Theta \mathbf{e}_2,$$

(1)

$$\frac{\partial \Theta}{\partial t} + (\mathbf{u} \cdot \nabla)\Theta = \frac{1}{\sqrt{Ra}} \nabla^2 \Theta + \mathbf{u} \cdot \mathbf{e}_2,$$

(2)

$$\nabla \cdot \mathbf{u} = 0.$$

(3)

where $\mathbf{u} = (u, v)$ denotes the velocity vector, $p$ is pressure, $t$ is time, $\Theta \equiv (T - 0.5(T_1 + T_2))/(T_2 - T_1)$ is the temperature anomaly, and $Pr$ is the Prandtl number. The system is completed by specifying the initial conditions:

$$\mathbf{u}(0; (x, y)) = \mathbf{u}_0(x, y),$$

(4)

and

$$\Theta(0; (x, y)) = \Theta_0(x, y),$$

(5)

the boundary conditions and the top and bottom boundaries,

$$\mathbf{u} = 0 \text{ at } y = 0 \text{ and } y = 1,$$

and

$$\Theta = 0 \text{ at } y = 0 \text{ and } y = 1,$$

and periodicity conditions in $x$ for velocity, temperature, and pressure.
2.1. Numerical Solution

The governing equations are simulated using a finite difference methodology. We use a staggered, marker-and-cell (MAC) grid to discretize field variables. Specifically, a Cartesian grid is used, with \( n_x \) and \( n_y \) cells in the \( x \) and \( y \) directions respectively. The corresponding cell sizes are \( \Delta x = 1/n_x \) and \( \Delta y = 1/n_y \). Temperature and pressure are discretized on cell centers, whereas the velocity components \( u \) and \( v \) are discretized on vertical and horizontal cell faces respectively. Gradients are approximated using conservative, second-order, centered differences.

The system of discretized equations is integrated in time using a pressure projection scheme. The pressure-free momentum and energy equations are first integrated in time using a mixed integration approach. The second-order Adams-Bashforth scheme is used for the convective terms, diffusion terms are treated using the Euler backward scheme, whereas the remaining (linear) terms are handled using a first-order explicit Euler scheme. A pressure projection step is then applied in order to satisfy the continuity equation.

3. DOWNSCALING APPROACHES

3.1. Grid Nudging Method

Suppose the time evolution of \((u, \Theta)\) is governed by a given system of the form (1) – (5), mentioned above, where the initial data is not known. We construct an increasingly accurate initial condition based on coarse grid data from which predictions of \((u(t), \Theta(t))\) can be made. In the standard NA, the interior solution of the model, denoted as \((u(t), \Theta(t))\), is brought closer to, or “nudged” towards the observations, \(\{u^o_j, \Theta^o_j\}, j = 1, \ldots, N\), where \(N\) is the number of observation points located at \(x_j\), namely by adding an adjustment or restoring term. The velocity nudging term is expressed as: \(\sum_{j=1}^{N} \alpha_u(u^o_j - u(x_j))\delta(x - x_j)\), where the “nudging coefficient” \(\alpha_u\) is tuned to minimize discrepancy; a similar nudging is used for temperature. The updated equations will then be of the form:

\[
\frac{\partial u}{\partial t} - \frac{Pr}{\sqrt{Ra}} \nabla^2 u + (u \cdot \nabla)u + \nabla p = \Theta e_2 + \sum_{j=1}^{N} \alpha_u(u^o_j - u(x_j))\delta(x - x_j),
\]

\[
\frac{\partial \Theta}{\partial t} - \frac{1}{\sqrt{Ra}} \nabla^2 \Theta + (u \cdot \nabla)\Theta - u \cdot e_2 = \sum_{j=1}^{N} \alpha_\Theta(\Theta^o_j - \Theta(x_j))\delta(x - x_j),
\]

\[
\nabla \cdot u = 0,
\]

with initial conditions:

\[
u(0; (x, y)) = 0,
\]

\[
\Theta(0; (x, y)) = 0.
\]

We call the solution (1) – (5) as reference solution, and the solution of (21) – (25) as estimated solution.
3.2. Continuous Data Assimilation

In the continuous data assimilation (CDA) approach, interpolants are applied on both model outputs and coarse data before nudging, allowing to only constrain the large scale flow of the model as shown by [20]. Let $I_h(\phi(x))$ be an interpolation operator of a function $\phi(x)$. For instance one can take

$$I_h(\phi(x)) = \sum_{k=1}^{N_h} \phi(x_k) \chi_{Q_k}(x),$$

(11)

where $Q_j$ are disjoint subsets such that $\text{diam}(Q_j) \leq h$, $\bigcup_{j=1}^{N_h} Q_j = \Omega$, $x_j \in Q_j$, $\chi_E$ is the characteristic function of the set $E$, and $\phi$ is a suitable interpolant.

Consider the new system of equations:

$$\frac{\partial u}{\partial t} - \frac{Pr}{\sqrt{Ra}} \nabla^2 u + (u \cdot \nabla)u + \nabla p = \Theta e_2 - \mu_u (I_h(u^o) - I_h(u)),$$

(12)

$$\frac{\partial \Theta}{\partial t} - \frac{1}{\sqrt{Ra}} \nabla^2 \Theta + (u \cdot \nabla) \Theta - u \cdot e_2 = -\mu_\Theta (I_h(\Theta^o) - I_h(\Theta)),$$

(13)

$$\nabla \cdot u = 0,$$

(14)

with initial conditions:

$$u(0; (x, y)) = 0,$$

(15)

$$\Theta(0; (x, y)) = 0.$$

(16)

Let’s denote the estimated solution of (27) – (31) as $V(t) = (u(t), \Theta(t))$. To accurately predict $U(t)$ on the interval $[t_1, t_1 + T]$, it is sufficient to have coarse observational data $I_h(U^o(t))$ accumulated over an interval of time $[0, t_1]$ linearly proportional to $T$ in the immediate past [20].

In particular, suppose it is desired to predict $U(t)$ with accuracy $\epsilon > 0$ on the interval $[t_1, t_1 + T]$, where $t_1$ is the present time and $T > 0$ determines how far into the future one wants to predict. Let $h$ be small enough and $\mu_u$ be large enough, then there exist constants $C$ and $\beta$ such that

$$\|U(t) - V(t)\|_{H_1(\Omega)} \leq Ce^{-\beta t}, \quad t \geq 0.$$

(17)

One then uses $V(t_1)$ as the initial condition to make future predictions. Let $W$ be a solution of (1) – (5) with initial condition $W(t_1) = V(t_1)$. Known results on continuous dependence on initial conditions imply the existence of $\gamma > 0$ such that

$$\|W(t) - U(t)\|_{L_2(\Omega)} \leq \|W(t_1) - U(t_1)\|_{L_2(\Omega)} e^{\gamma(t - t_1)}, \quad t \geq t_1.$$

(18)

Therefore,

$$\|W(t) - U(t)\|_{L_2(\Omega)} \leq Ce^{-\beta t_1 + \gamma T}, \quad t \in [t_1, t_1 + T],$$

(19)

provided $\beta t_1 \geq \gamma T + \ln(C/\epsilon)$. Thus $W(t)$ predicts $U(t)$ with accuracy $\epsilon$ on the interval $[t_1, t_1 + T]$. 


4. NUMERICAL EXPERIMENTS

We implemented the 2D Bénard Convection Model in Matlab, as described in section (2). We consider the box domain \([0, 2] \times [0, 1]\) uniformly discretized into \(200 \times 100\) computational cells. The time step in our simulations is equal to 0.01 and a total of 3000 integration steps is performed. Our goal is to reconstruct, as accurately as possible the solution \((u(t); \Theta(t))\) of the Bénard convection problem on a high resolution grid, from observations available at a much coarser grid using CDA. The results obtained using CDA are then compared with predictions of standard NA. We study the sensitivity of CDA to different choices of the interpolation operator \(I_h\), and investigate the CDA robustness to observational noise and spatial distribution of observations. We also provide an example in which temperature data alone is not enough to estimate the state of the Bénard equations (i.e., both temperature and velocities).

A reference model run was conducted with the initial conditions for temperature set as \(\sin(2\pi x + 2000\pi y)\), and the velocity initialized from rest (see Figure 1). The outputs of this reference run are used to obtain the observations. The comparison of the two schemes (CDA and NA) is evaluated in terms of relative root-means-square errors (RRMSE), computed as the ratio between the \(L_2\)-norm of the difference between the reference and model solutions and the \(L_2\)-norm of the reference solution after each assimilation step.

4.1. Sensitivity with respect to data grid resolution

Table I outlines the three values of relaxation parameters \((\mu_\theta \text{ and } \mu_u)\) and nudging operators \((\alpha_\theta \text{ and } \alpha_u)\) tested in the assimilation experiments with CDA and NA respectively referred to as large, medium and small. We conducted three experiments assimilating \((i)\) velocity, \((ii)\) temperature, and \((iii)\) both velocity and temperature. Three observational scenarios are studied: 1 out of 20 grid points of the high resolution grid is assumed observed, for a total of 10 \(\times\) 5 observed points, 1 out of 10 grid points, for a total of 20 \(\times\) 10 observed points, and 1 out of 20 grid points, for a total of 40 \(\times\) 20 observed points. Data were assimilated at every time step. We started the simulation from zero initial conditions for both temperature and velocity.

Figures 2 - 4 plot the time evolution of the RRMSE with respect to the norm of the reference solution as they result from CDA and NA assimilating temperature, velocities and both temperature and velocities. The results from three different scenarios and using different nudging coefficients suggest that CDA performs very well, showing significant improvements over NA estimates. The convergence of CDA is clearly faster than NA as depicted in Figure 2. When assimilating either temperature (i.e., \(\mu_u = 0\)) or both velocity and temperature, an exponential convergence is obtained for both velocity and temperature for all three choices of grid resolution. This is not true for NA, which achieves an exponential convergence only for the case when dense observation network is used (i.e., 5 point grid resolution).

When assimilating only velocity (i.e., \(\mu_\theta = 0\)), both temperature and velocity converge, but velocity converges faster. In the case of velocity, the choice of relaxation parameter \(\mu_u\) plays an important role as can be seen from Figures 2 - 4. Using larger values of \(\mu_u\), the velocity converges to the reference solution exponentially. This suggests that for the given set of initial conditions, velocity and temperature measurements alone are enough to determine all the fields in the 2D Bénard convection model using CDA as demonstrated in [25]. The results further demonstrate that CDA is
robust and not very sensitive to the choice of relaxation parameters ($\mu_\theta$ and $\mu_u$). The snapshots of the assimilated temperature and velocity data at the end of assimilation window are presented in Figures (5 - 7). These figures show that both CDA and NA converge to the reference solutions at the end of assimilation window.

4.2. Sensitivity with respect to time frequency of the data

We also investigated the sensitivity of CDA and NA to the frequency of available data in time. Here we assume that the data are available every 10 and 20 time steps and assimilated both temperature and velocity. We implemented four different strategies:

- NA-Time: NA with relaxation of the model solution only at the time when the observations are available every 10 and 20 time steps.
- CDA-Time: CDA with relaxation of the model solution only at the time when the observations are available every 10 and 20 time steps.
- NA: NA with relaxation of the model solution when the observations are available every time step.
- CDA: CDA with relaxation of the model solution when the observations are available every time step.

Figures 8 - 9 present the results of these experiments. The left and right panels of Figures 8 - 9 show the RRMSE with 20 and 10 point grid resolution respectively. Even when the data are assimilated every 10 and 20 time steps, CDA and CDA-time converge exponentially in time and there are no obvious differences in their RRMSEs. In contrast, the results of NA and NA-time significantly differ in terms of time and grid nudging. This indicates that CDA is much more robust than NA in the case when the observations are coarse in time, and that it achieves fast convergence for both velocity and temperature.

4.3. Sensitivity of CDA to the interpolation operator

We also study the sensitivity of CDA to the choice of the interpolation operator, examining the impact of smoother interpolants. To do that, we set up an experiment in which the data are available 10 time steps and 10 grid points. Four different interpolation operators are tested (see Table II for details). The RRMSE results presented in Figure 10 suggest that the CDA method is equally efficient for all the interpolation operators.

In terms of computational cost, we examined the CDA method with respect to each interpolation operator. For this we have assumed that the data is available every $10^{th}$ grid point for 1) each time step and 2) every $10^{th}$ time step and assimilated both temperature and velocity. The costs of these runs are then compared to that of NA. Figure 11 plots the CPU usage of CDA interpolation schemes vs NA. It is evident that CDA converges exponentially and there is no significant difference in terms of computational costs of CDA with the different interpolation schemes compared to NA, especially when data are assimilated every 10 time steps.
4.4. Sensitivity to observational errors

The above experiments assimilated perfect observations, meaning that they were exactly the values as extracted from the reference model run. In practical applications, however, observations are collected by measurements and those are prone to noise. Therefore, it is important to investigate the sensitivity of CDA to data noise.

To simulate the situation of noisy observations, perturbations were induced in the process of obtaining the reference solution. Each entry in the observations set was multiplied by a random number between \(1 + \varepsilon\) and \(1 - \varepsilon\), corresponding to measuring with a relative error of \(\varepsilon\). The experiments were performed with \(\varepsilon\) values of 5%. We have used two values of relaxation parameters (\(\mu_\theta\) and \(\mu_u\)) and nudging operators (\(\alpha_\theta\) and \(\alpha_u\)), referred to as large and small in Table 1. The data is assimilated every time step from 20, 10 and 5 grid point resolution. The results are presented in Figures 12 - 13. The RRMSE results are not impacted by the observational noise for small relaxation parameters (\(\mu_\theta = 0.10\) and \(\mu_u = 0.10\)), in contrast to the CDA runs with large values of relaxation parameters (\(\mu_\theta = 1.0\) and \(\mu_u = 1.0\)) which reveal a slight impact on the RRMSE values specially for the case of coarse data assimilating temperature and velocity every 20 point grid. This is expected since larger values of relaxation parameters nudge more strongly the model toward the perturbed observations. Also note that although NA exhibits slow convergence rate, its results are also sensitive to noise in the observations.

4.5. Assimilation using temperature only: A counter example

For the present setting, the possibility of assimilating all field variables based on observations of the velocity alone was established rigorously. The numerical experiments above exhibited results that are consistent with theory. The simulations also showed that in many cases, coarse temperature observations can be sufficient for predicting both the temperature and velocity fields. However, we do not expect coarse temperature observations to be sufficient in general. Intuitively, two scenarios immediately come to mind that signal potential deficiencies. One concerns the situation where the Prandtl number is small. In this case, temperature gradients tend to equilibrate at much higher rate than regions of high shear, leading to insufficient information about the structure of the velocity field. Another situation concerns the existence of purely horizontal shear, which can exist in the absence of a temperature gradient.

In this section, we conduct a numerical experiment, inspired by the latter observation, demonstrating that assimilation of temperature measurements only may not always recover the true state. In the present experiment, the initial condition for the \(x\)-direction velocity is:

\[
    u(x, y, 0) = \begin{cases} 
    0.5 \sin(2\pi/20y) & \text{for } 0.4 \leq y \leq 0.6 \\
    0 & \text{otherwise}
\end{cases}
\]

representing a strong velocity shear in the center of the domain. Temperature and velocity in \(y\) direction are set to zero (see Figure 1, right panel). The rest of the experimental setup is the same as in Section 4.1. We performed three experiments assimilating (i) velocity, (ii) temperature, and (iii) both velocity and temperature, with 20, 10 and 5 point grid resolution. Figures 14 - 15, compare the RRMSE with respect to the norm of the reference solution as they result from CDA and NA.
assimilating different types of data using two values of relaxation parameters (referred to as small and large in Table I). The following conclusions can be drawn from this experiment:

- When assimilating only temperature with CDA (i.e., $\mu_u = 0$), the temperature converges exponentially, but velocity does not converge.

- When assimilating velocity (i.e., $\mu_\theta = 0$) or both temperature and velocity with CDA, the temperature converges exponentially and velocity also converged.

- Larger values of relaxation parameters, lead to lower RRMSE values in case of velocity.

The snapshots of the assimilated temperature and velocity data at the end of the assimilation window are presented in Figures 16 - 18. These figures compare the assimilated results from CDA and NA to the reference solutions at the end of assimilation window. Consistent with the RRMSE results, one can clearly see that in this case the temperature measurements alone are not able to recover velocity fields at the end of the assimilation window.

5. CONCLUSIONS

Dynamical Downscaling (DD) methods are needed to compute local scale weather and climate from the outputs of global circulation models (GCMs). Nudging based methods are often used for DD to force regional circulation model (RCM) simulations towards large-scale driving data. In this paper the continuous data assimilation (CDA) algorithm is implemented and tested in the context of DD for the 2D Bénard convection model using coarse mesh measurements of the temperature and velocity.

Various numerical experiments are performed with CDA assimilating velocity, temperature, and both velocity and temperature. The results obtained from these experiments are compared with the standard point-to-point grid nudging method and demonstrate that CDA is more robust than NA, and is not sensitive to the choice of control parameters. It is also shown that assimilating only velocity, both temperature and velocity converge, though velocity converges faster. On the other hand assimilating only temperature does not necessarily recover the velocity field. This is demonstrated using an example where assimilation starts from an initial shear flow. In particular the results indicate that in this case the estimated velocity field at the end of assimilation window suffers from large errors.

In addition we have examined the sensitivity of CDA and grid nudging methods with respect to perturbations in the assimilated observations (i.e. the values that are available either as measurements or from numerical experiments) and the spatial and temporal frequencies of observation points. In both cases, CDA was found to be more performant and robust than the standard grid nudging. CDA was found slightly sensitive to the choice of the relaxation parameter when perturbations are applied to the observations. Even though CDA exhibits fast convergence, the computational costs of CDA and grid nudging are very similar. Our overall results suggest that CDA is easy to implement, and provides an efficient and robust approach for dynamical downscaling of the 2D Bénard convection model.
ACKNOWLEDGMENTS

The work of E.S.T. was supported in part by the ONR grant N00014-15-1-2333 and the NSF grants DMS-1109640 and DMS-1109645.

REFERENCES

1. A. Timbal, A. Dufour, and B. McAvaney. 2003. An estimate of future climate change for western France using a statistical downscaling technique. Climate Dyn., 20:807–823.
2. B.C. Hewitson, R. G. Crane. 2006. Consensus between GCM climate change projections with empirical downscaling: Precipitation downscaling over South Africa. Int. J. Climatol., 26:1315–1337.
3. D. S. Gutzler, and T. O. Robbins. 2011. Climate variability and projected change in the western United States: Regional downscaling and drought statistics. Climate Dyn., 37:835–849.
4. S. K. Jha, G. Mariethoz, J. Evans, M.F. McCabe, and A. Sharma. 2015. A space and time scale dependent nonlinear geostatistical approach for downscaling daily precipitation and temperature. Water Resources Research., 51(8): 6244–6261.
5. J. M. Guiterrez, D. San-Martin, S. Brands, R. Manzanas, and S. Herrera. 2013. Reassessing statistical downscaling techniques for their robust application under climate change conditions. Journal of Climate, 26:171–188.
6. J. McGregor. 1997. Regional climate modelling. Meteorology and Atmospheric Physics, 63:105–117.
7. P. Liu, A. P. Tsimplidi, Y. Hu, B. Stone, A. G. Russell, and A. Nenes. 2012. Differences between downscaling with spectral and grid nudging using WRF. Atmos. Chem. Phys., 12:3601–3610.
8. F. Feser, and M. Barcikowska. 2012. The influence of spectral nudging on typhoon formation in regional climate models. Environ. Res. Lett.,
9. C. J. Lo, Z. L. Yang, and R. A. Pielke. 2012. Assessment of three dynamical climate downscaling methods using the Weather Research and Forecasting (WRF) model. J. Geophys. Res., 113:D09112.
10. R. Wilby, and L.T. M. L. Wigley. 1997. Downscaling General Circulation Model output: a review of methods and limitations. Prog. Phys. Geog., 21:530-548.
11. J. Murphy. 1999. An Evaluation of Statistical and Dynamical Techniques for Downscaling Local Climate. Journal of Climate, 12:2256–2284.
12. A. Bennet. 1992. Inverse Methods in Physical Oceanography. Cambridge Univ. Press, Cambridge, UK., 346.
13. J. Charney, J. Halem, and M. Jastrow. 1969. Use of incomplete historical data to infer the present state of the atmosphere. Journal of Atmospheric Science 26:1160-1163.
14. R. Daley. 1991. Atmospheric Data Analysis. Cambridge Atmospheric and Space Science Series, Cambridge University Press
15. W. D. Henshaw, H.O. Kreiss, and J. Ystrom. 2003. Numerical experiments on the interaction between the large and small scale motion of the Navier Stokes Equations. SIAM J. Multiscale Modeling and Simulation 1:119–142.
16. E. Olson, and E. S. Titi. 2003 Determining modes for continuous data assimilation in 2D turbulence. Journal of Statistical Physics 113:799–840.
17. E. Olson, and E. S. Titi. 2009. Determining modes and Grashoff number in 2D turbulence. Theoretical and Computation Fluid Dynamics 22:327–339.
18. P. Korn. 2009. Data assimilation for the Navier-Stokes-α equations. Physica D 238:1957–1974.
19. K. Hayden, E. Olson, and E.S. Titi. 2011. Discrete data assimilation in the Lorenz and 2D NavierStokes equations. Physica D 240: (2011), 1416–1425.
20. A. Azouani, E. Olson, and E. S. Titi. 2014 Continuous data assimilation using general interpolant observables. J. Nonlinear Sci. 24:277–304.
21. H. Bessaih, E. Olson, and E. S. Titi. 2015 Continuous assimilation of data with stochastic noise. Nonlinearity 28:729–753.
22. A. Farhat, E. Lunasin, and E. S. Titi. 2015 Abridged continuous data assimilation for the 2D Navier-Stokes equations utilizing measurements of only one component of the velocity field. J. Math. Fluid Mech. DOI:10.1007/s00021-015-0225-6
23. A. Farhat, E. Lunasin, and E. S. Titi. 2015 Data assimilation algorithm for 3D Bénard convection in porous media employing only temperature measurements. Journal of Mathematical Analysis and Applications (to appear). arXiv:1506.08678[math.AP]
24. M. Gesho, E. Olson, and E.S. Titi. 2015. A computational study of a data assimilation algorithm for the two-dimensional Navier–Stokes equations. Communications in Computational Physics (to appear).
25. A. Farhat, M. S. Jolly, and E. S. Titi. 2015 Continuous data assimilation for the 2D Bénard convection through velocity measurements alone. Phys. D 303:59–66.
26. M. Ghil, B. Shkoller, and V. Yangarber. 1977 A balanced diagnostic system compatible with a barotropic prognostic model. Mon. Wea. Rev. 105:1223–1238.
27. M. Ghil, M. Halem, and R. Atlas. 1978 Time-continuous assimilation of remote-sounding data and its effect on weather forecasting. Mon. Wea. Rev. 106:140–171.
28. J. Hoke, and R. Anthes. 1976 The initialization of numerical models by a dynamic relaxation technique. Mon. Wea. Rev. 104:1551–1556.
29. C. J. Aswatha, G. Gowda, S.N. Sridhara, and K.N. Seetharamu. 2012 buoyancy driven heat transfer in cavities subjected to thermal boundary conditions at bottom wall. Journal of Applied Fluid Mechanics 5:43–53.
| Interpolant | Relaxation parameter (CDA) | Nudging parameter (NA) |
|-------------|-----------------------------|------------------------|
| Large       | $\mu_\theta = 1.0, \mu_u = 1.0$ | $\alpha_\theta = 3.5, \alpha_u = 3.5$ |
| Medium      | $\mu_\theta = 0.50, \mu_u = 0.50$ | $\alpha_\theta = 2.5, \alpha_u = 2.5$ |
| Small       | $\mu_\theta = 0.10, \mu_u = 0.10$ | $\alpha_\theta = 1.5, \alpha_u = 1.5$ |

Table I. Relaxation and nudging parameters for CDA and NA respectively.
| Interpolant | Details |
|------------|---------|
| Nearest    | Discontinuous |
| Linear     | $C([0, 1] \times [0, 1])$ |
| Cubic      | $C^2([0, 1] \times [0, 1])$ |
| Spline     | $C^2([0, 1] \times [0, 1])$ |

Table II. 2D Interpolation operators.
Figure 1. Initial conditions for the background solution (left panel), reference solution (middle panel), and initial shear flow (right panel). Top: Temperature, Middle: $u$-velocity and Bottom: $v$-velocity
Figure 2. CDA vs NA RRMSE results (CDA - $\mu_\theta = 0.10, \mu_V = 0.10$, NA - $\alpha_\theta = 1.50, \alpha_V = 1.50$). The left panel shows 20 point resolution, the middle panel shows 10 point resolution, and 5 point resolution on the right panel. The blue curve (CDA T) is overlapped by the red line (CDA T and V).
Figure 3. CDA vs NA RMSE results (CDA - $\mu_\theta = 0.50, \mu_V = 0.50$, NA - $\alpha_\theta = 2.50, \alpha_V = 2.50$). The left panel shows 20 point resolution, the middle panel shows 10 point resolution, and 5 point resolution on the right panel. The blue curve (CDA T) is overlapped by the red line (CDA T and V).
Figure 4. CDA vs NA RMSE results (CDA - $\mu_\theta = 1.0, \mu_V = 1.0$, NA - $\alpha_\theta = 3.50, \alpha_V = 3.50$). The left panel shows 20 point resolution, the middle panel shows 10 point resolution, and 5 point resolution on the right panel. The blue curve (CDA T) is overlapped by the red line (CDA T and V).
Figure 5. Temperature field at time ($t = 30$) and assimilation of data every 10 point grid resolution as it results from CDA and NA with assimilation of different variables (CDA - $\mu_\theta = 0.10$, $\mu_V = 0.10$, NA - $\alpha_\theta = 1.50$, $\alpha_V = 1.50$). The simulation starts with zero initial conditions (2 - left panel).
Figure 6. $x$-direction of velocity field at time ($t = 30$) and assimilation of data every 10 point grid resolution as it results from CDA and NA with assimilation of different variables (CDA - $\mu_\theta = 0.10, \mu_V = 0.10$, NA - $\alpha_\theta = 1.50, \alpha_V = 1.50$). The simulation starts from rest, i.e. $u = 0$ (2 - left panel).
Figure 7. $y$-direction of velocity field at the end of the assimilation window ($t = 30$) and assimilation of data every 10 point grid resolution as it results from CDA and NA with assimilation of different variables (CDA - $\mu_\theta = 0.10, \mu_V = 0.10$, NA - $\alpha_\theta = 1.50, \alpha_V = 1.50$). The simulation starts from rest, i.e. $v = 0$ (2 - left panel).
Figure 8. Sensitivity of CDA and NA to the availability of data every 10th time steps (CDA - $\mu_\theta = 0.50, \mu_V = 0.50$, NA - $\alpha_\theta = 2.50, \alpha_V = 2.50$). The simulation starts from zero initial conditions (2 - left panel). The blue curve (CDA) is overlapped by the green line (CDA Time).
Figure 9. Sensitivity of CDA and NA to the availability of data every 20th time steps (CDA - $\mu_\theta = 0.50, \mu_V = 0.50$, NA - $\alpha_\theta = 2.50, \alpha_V = 2.50$). The simulation starts from zero initial conditions (2 - left panel). The blue curve (CDA) is overlapped by the green line (CDA Time).
Figure 10. Sensitivity of CDA to the choice of the interpolation operator with 10 point grid resolution every 10th time step (CDA - $\mu_\theta = 0.50, \mu_V = 0.50$, NA - $\alpha_\theta = 2.50, \alpha_V = 2.50$). The simulation starts from zero initial conditions (2 - left panel). All curves overlap and show similar convergence for all the interpolation operators.
Figure 11. Efficiency of CDA vs NA for 10 point grid resolution (CDA - \(\mu_\theta = 0.50, \mu_V = 0.50\), NA - \(\alpha_\theta = 2.50, \alpha_V = 2.50\)). The simulation starts from zero initial conditions (2 - left panel)
Figure 12. CDA vs NA RMSE results with perturbed data (5%) (CDA - $\mu_{\theta} = 0.1$, $\mu_V = 0.1$, NA - $\alpha_{\theta} = 1.50$, $\alpha_V = 1.50$). The left panel shows 20 point resolution, the middle panel shows 10 point resolution, and 5 point resolution on the right panel. The simulation starts from zero initial conditions (2 - left panel). The blue curve (CDA T) is overlapped by the red line (CDA T and V).
Figure 13. CDA vs NA RMSE results with perturbed data (5%) (CDA - $\mu_{\theta} = 1.0$, $\mu_{V} = 1.0$, NA - $\alpha_{\theta} = 3.50$, $\alpha_{V} = 3.50$). The left panel shows 20 point resolution, the middle panel shows 10 point resolution, and 5 point resolution on the right panel. The simulation starts from zero initial conditions (2 - left panel). The blue curve (CDA T) is overlapped by the red line (CDA T and V).
Figure 14. CDA vs NA RMSE results (CDA - $\mu_\theta = 0.1, \mu_\nu = 0.1$, NA - $\alpha_\theta = 1.50, \alpha_\nu = 1.50$) with new set of initial condition. The left panel shows 20 point resolution, the middle panel shows 10 point resolution, and 5 point resolution on the right panel.
Figure 15. CDA vs NA RMSE results (CDA - $\mu_\theta = 1.0, \mu_V = 1.0$, NA - $\alpha_\theta = 3.50, \alpha_V = 3.50$) with new set of initial condition. The left panel shows 20 point resolution, the middle panel shows 10 point resolution, and 5 point resolution on the right panel.
Figure 16. Temperature field at time ($t = 30$) and assimilation of data every 5 point grid resolution as it results from CDA and NA with new set of initial conditions (CDA - $\mu_\theta = 1.0$, $\mu_V = 1.0$, NA - $\alpha_\theta = 3.50$, $\alpha_V = 3.50$). The simulation starts from zero initial conditions (2 - left panel).
Figure 17. $x$-direction of velocity field at time ($t = 30$) and assimilation of data every 5 point grid resolution as it results from CDA and NA with with new set of initial conditions (CDA - $\mu_\theta = 1.0$, $\mu_V = 1.0$, NA - $\alpha_\theta = 3.50$, $\alpha_V = 3.50$). The simulation starts from rest, i.e., $u = 0$ (2 - left panel).
Figure 18. Y-direction of velocity field at the end of the assimilation window ($t = 30$) and assimilation of data every 5 point grid resolution as it results from CDA and NA with assimilation of different variables (CDA - $\mu_\theta = 1.0$, $\mu_V = 1.0$, NA - $\alpha_\theta = 3.50$, $\alpha_V = 3.50$). The simulation starts from rest, i.e., $v = 0$ (2 - left panel).