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1 Introduction

With its vast potential to tackle some of the world’s most pressing problems, reinforcement learning (RL) [173] is applied to transportation [68], manufacturing [133], security [75], healthcare [211], and world hunger [44]. As RL has started to shift towards deployment on real-world problems, its rapid development is coupled with as much risk...
as reward \[3, 42, 161\]. Before consumers embrace RL-empowered services, researchers are tasked with proving the trustworthiness of their innovations.

Trustworthiness is conceived to maximize the benefits of AI systems while at the same time minimizing their risks \[3\]. It has rich meanings that go beyond its literal sense, and motivates a comprehensive framework that includes multiple principles, requirements, and criteria \[3\]. Recently, there has been exciting progress in the area of trustworthy RL \[2, 5, 48, 107, 108, 121, 129, 137, 140, 145, 148, 165, 171, 201\], which greatly help to advance our understanding of intrinsic vulnerabilities in RL and potential solutions in particular aspects of trustworthy RL. It is clear that the next leap toward trustworthy RL will require a holistic and fundamental understanding of the challenges of these problems, the weakness, and advantages of existing trustworthy RL approaches, and a paradigm shift of trustworthy RL based on existing work. Compared with the trustworthiness issues in traditional machine learning (ML), the problems in RL are orders of magnitude more complicated, given that RL is a multi-faceted system containing several Markov Decision Processes (MDP) components (observations, environmental dynamics, actions, and rewards) \[173\]. Notably, these components may be subject to diverse robustness, safety, generalization, and security concerns, which have or have not been considered in traditional ML. The concerns in the more static parts (e.g., observations) can find their root in ML studies, while those more relevant to the interaction property of the system (e.g., actions) are unique to RL and have been less explored. In addition, when viewing RL as two stages (model training followed by model deployment), we can study the vulnerabilities of the two stages alone and the connections between them.

To promote the advancement of the field, in this paper, we provide a holistic survey of trustworthy RL from three aspects regarding the four MDP elements and two stages including

- **robustness** against perturbations and uncertainties,
- **safety** of RL to constrain devastating costs, and
- **generalization** to in-domain and out-of-domain unseen environments.

These requirements are usually simultaneously required for an intelligent agent with strong interconnections. Taking autonomous vehicles (AVs) as an example, we concretely explain the three aspects of trustworthiness. First, the observations of the AVs are susceptible to the adversaries perturbing the camera or LiDAR input, the environmental dynamics and rewards may be poisoned when training the AVs, and the actuators can also be manipulated by the adversaries when executing a deployed benign policy. Regarding the two stages and their connections, during training, safe exploration is expected so that the car would not crash; during deployment, safety constraints are also expected to
be adhered to avoid dangerous outcomes. In addition, good generalization is required from the training environment of the AVs to the testing environment. An AV should generalize between cities and different weathers and seasons.

Despite these interconnecting aspects of trustworthiness, existing surveys mainly focus on limited parts. García et al. [52], Gu et al. [62], and Brunke et al. [25] work on safe RL, while Moos et al. [121] and Kirk et al. [88] focus on robustness and generalization, respectively. They advance the field by providing concrete descriptions for one aspect of trustworthy RL, yet lack a comprehensive characterization of the intrinsic vulnerabilities of RL as we envisioned above. In this survey, we would like to provide a unified framework for the three aspects of trustworthy RL. For each aspect, we will 1) clarify the terminologies, 2) analyze their intrinsic vulnerabilities, 3) introduce methods that address these vulnerabilities, and 4) summarize popular benchmarks. As shown in Fig. 1, robustness, safety, and generalizability have strong correlations to agent, environment, reward, and cost, which correspond to the components of the MDP. To be within a scope that is easy for readers, we constrain our survey in the MDP setting. We view our survey as the intrinsic trustworthy aspects of RL as we assume the human preference and setting of the agent and environment are pre-defined.

In the outlook section, we will discuss the links between intrinsic and extrinsic trustworthiness. Particularly, we will provide an outlook on four fundamental questions.

• How to certify and evaluate for trustworthy reinforcement learning?
• What is the relation between the different aspects of trustworthiness?
• How to co-design trustworthy RL with the physical agent and environment?
• How to achieve the human-centric design for trustworthy RL?

We hope this survey will bring together disparate threads of studies together in a unified framework and spur new research for a holistic view of the intrinsic aspects of trustworthy RL.

The remainder of the survey is organized as follows. From Section 2 to Section 4, each section addresses one aspect of trustworthiness. We will explain our outlook on the three aspects of the key challenges in future directions beyond the survey in Section 5. We will conclude the survey with 10 takeaways in Section 6.

2 Robust RL against perturbation

2.1 Overview

Robust RL aims to improve the worst-case performance of algorithms deterministically or statistically in the face of uncertainties and adversarial attacks. The discrepancies between training tasks and testing tasks widely exist. For instance, in continuous control tasks, the real physical parameters may be different from those in simulation, and in autonomous driving scenarios, the surrounding agents may have novel driving behaviors. Such discrepancies motivate the development of robust RL. Furthermore, the safety-critical nature of real-world applications makes robustness an even vital feature to help avoid catastrophic failures. There is a surge of interest in researching effective attacks and defenses in RL. Detailed reviews of both fields can be found in [28, 76, 121].

In this section, we first summarize robust RL formulations in Sec. 2.2, in terms of robustness against uncertainties in different MDP components, including observations/states, actions, transitions, and rewards. We then present robust training and testing methods in Sec. 2.3 to improve the robustness against uncertainties or artificially designed attacks on each component. We summarize the robust RL methodologies in Fig. 2. Finally, we present the applications and benchmarks for testing the robustness of proposed robust RL algorithms in Sec 2.4.
2.2 Problem formulation of robust RL

We will build robust RL on the MDP setting as shown in Fig. 1. A MDP is represented by a tuple \( M = (S, \mathcal{A}, R, P, \rho_0, \gamma) \). Here, \( S \) is the state space, \( \mathcal{A} \) is the action space, \( R : S \times \mathcal{A} \mapsto \mathbb{R} \) is the reward function, \( P : S \times \mathcal{A} \mapsto \Delta(S) \) is the transition function with \( \Delta(\cdot) \) defining the probability simplex, \( \rho_0 \in \Delta(S) \) is the distribution over the initial state, and \( \gamma \in (0, 1] \) is the discount factor. At time step \( t \), the agent observes its state \( s_t \in S \), takes action \( a_t \in \mathcal{A} \), transitions to the next state \( s_{t+1} \sim P(s_t, a_t) \), and receives reward \( r_t = R(s_t, a_t) \). The goal is to learn a policy \( \pi : S \mapsto \Delta(\mathcal{A}) \) that maximizes the expected cumulative reward \( \mathbb{E}[\sum_{t=0}^{T} \gamma^t r_t] \) with \( s_0 \sim \rho_0 \) and \( a_t \sim \pi(s_t) \).

Moreover, in robust RL settings, there exists an uncertain variable \( U \) that lies within an uncertainty set \( U \in \mathcal{T}_U \). The uncertain variable could be the state \( s \in S \), action \( a \in \mathcal{A} \), reward function \( R \) or transition \( P \). Formally, \( U \in \{s, a, R, P\} \). Robust RL algorithms aim to find a policy that maximizes the worst-possible performance against the uncertain variable \( U \). Formally, they solve the following maximin optimization problem:

\[
\max_{\pi} \min_{U \in \mathcal{T}_U} J_M(\pi, U),
\]

where \( J_M(\pi, U) \) is the expected accumulated return as a function of the policy \( \pi \), the MDP \( M \), and the uncertain variable \( U \). In this section, we discuss how naturalistic uncertainties that arise in realistic applications and artificially designed adversarial attacks to different choices of \( U \), including state observations (Sec. 2.2.1), actions (Sec. 2.2.2), transitions, and rewards (Sec. 2.2.3). A lot of robust RL methods motivated by naturalistic uncertainties adopt the adversarial training framework and thus assume an adversary agent conducting adversarial attacks to mimic the naturalistic uncertainties.

2.2.1 Robust RL against uncertain state observations

A majority of Robust RL methods aim to robustly handle the mismatches between observed states and actual states. The state uncertainty may come from partial state observation, due to sensor errors or limited sensor capacities. In general, the mismatch between the actual state and the state observation decreases the policy’s performance or may even cause catastrophic failures in safety-critical situations. Robust RL against state observation uncertainties aims to robustly handle such state observation mismatch. Let the observed states be \( \tilde{s} \in S \) which serves as the input for action generations \( a \sim \pi(\tilde{s}) \). Let the actual states be \( s \in S \) for environment rollouts \( s' \sim P(s, a) \). Robust RL aims to find the optimal policy \( \pi \) that achieves the best performance under the worst-possible state observations [221].

\[
\max_{\pi} \min_{\tilde{s}} \mathbb{E}_{a_t, \pi(\tilde{s}), P, r} \left[ \sum_{t=1}^{T} \gamma^{t-1} r(s_t, a_t) \right].
\]

The attacker adds perturbations to the state or observations to achieve certain adversarial goals. Let the state observation be \( \tilde{s} = s + \epsilon \) where \( \epsilon \) represents the perturbation, the target adversarial state be \( s^{adv} \), and the adversarial policy be \( \pi^{adv} \), the normal reward signal be \( r \) and the adversarial reward signal be \( r^{adv} \). For training time attacks, the attacker may minimize the cumulative reward (i.e., \( \min \mathbb{E} \left[ \sum \gamma^t r_t \right] \)) or maximize an adversarial cumulative reward (i.e., \( \max \mathbb{E} \left[ \sum \gamma^t r^{adv}_t \right] \)). For testing time attacks, the attacker corrupts the agent performance by (1) luring the agent to the target adversarial state \( s^{adv} \), (2) misleading the action selection, i.e., \( \pi(\tilde{s}) \neq \pi(s) \) or luring the agent to learn the target adversarial policy \( \pi^{adv} \). Most works on attacking the observation space of the agent assume the threat model of \( f_p \)-bounded attacks, extending the study on adversarial examples in the image domain [56, 174]. This threat model holds in all the following descriptions unless otherwise stated.

Attacks on state observations at training time are widely studied in multiple settings. ATLA [220] and PA-AD [172] consider an optimal adversary under the SA-MDP framework [221], which aims to lead to minimal value functions under
bounded state perturbations. To find this optimal adversary (i.e., the optimal adversarial state perturbation), ATLA [220] proposes to train an adversary whose action space is the perturbation set in the state space, while PA-AD [172] further decouples the problem of finding state perturbations into finding policy perturbations plus finding the state that achieves the lowest value policy, thus addressing the challenge of large state space. In the multi-agent environment specifically, Gleave et al. [54] consider a different threat model where the adversary can control the agent’s opponent. They propose to craft natural adversarial observations via training the opponent’s adversarial policy w.r.t. the agent’s fixed trained policy, thus achieving the adversarial goal empirically. Different from these works which minimize the cumulative reward in the original task, Tretschk et al. [185] try to maximize an adversarial cumulative reward guided by an adversarial reward signal $r_{adv}$. Assuming whitebox access to the trained agent, they train an Adversarial Transformer Network (ATN) [15] along with the trained agent on the adversarial task to generate the perturbations.

At testing time, to lure the agent to targeted corrupted action sequences, Lin et al. [101] first generate a preferred action sequence for luring the agent via a planning algorithm, and then craft the adversarial state perturbations that lead to the planned actions. The action sequence is dynamically adjusted after each step to increase the attack’s effectiveness. In addition, non-targeted methods are effective to different degrees by applying random noise to simply interfere with the action selection [91], or adopting adversarial attacks (e.g., FGSM [56] and CW attacks [26]) to deliberately alter the probability of action selection (either reduce the probability of selecting the optimal action [17, 72, 91] or increase the probability of selecting the worst action [101, 136]). Behzadan and Munir [16] propose the policy induction attack, where a surrogate Q-network is trained in tandem with the target agent Q-network, and the adversarial state observations are computed w.r.t. the surrogate model, and then leveraged to poison the target network, exploiting the transferability of adversarial examples.

### 2.2.2 Robust RL against uncertain actions

Robust RL against action uncertainties focuses on the discrepancy between the actions generated by the RL agent and the conducted actions. Such action uncertainty may come from the actuator noise, limited power range, or actuator failures in the real world. Let the uncertain actions be $\tilde{a} = v(\pi(s))$, where $v$ is the action perturbation function. Robust RL against uncertain actions aims to find the optimal policy $\pi$ that achieves the best performance under the worst-possible actions. More concretely, the optimal policy is a solution to the following optimization problem:

$$\max_{\pi} \min_{\tilde{a}} \mathbb{E}_{\tilde{a} \sim v(\pi(s))} \left[ \sum_{t=1}^{T} r(s_t, \tilde{a}_t) \right].$$

(3)

In the existing literature, the naturalistic uncertainties in action are represented by action attackers manipulating actions directly to minimize the accumulated return. For instance, PR-MDP and NR-MDP [178] assume that the perturbation function $v$ is related to an adversary’s policy, and characterize the action uncertainty in the presence of action perturbations.

### 2.2.3 Robust RL against uncertain transitions and rewards

The discrepancies between training and test environments widely exist due to sim-to-real gaps, the non-stationary nature of testing domains, training, and testing task distribution shifts, or partial observable environment transitions and rewards. The environment discrepancy is generally reflected in different transitions and rewards. Thus Robust RL against uncertain transitions and rewards aims to handle such environment mismatches robustly. In this case, the uncertain variable follows $\mathbb{U} = (P, r)$ or $\mathbb{U} = r$.
Environment discrepancies. We summarize two mainstream robust formulations related to environment discrepancies: (1) the robust MDP formulation that assumes the transition and reward functions are uncertain, and (2) the distributionally robust MDP formulation that assumes the latent distribution for generating the transitions and rewards is uncertain. In comparison, the distributionally robust formulation encodes prior distributional information on possible transitions and rewards, and thus may help balance the performance and robustness. It is known that the distributionally robust MDP formulation help generate less conservative policies [166, 201] by balancing the nominal performances and the worst-case performances. The trade-offs between optimizing over nominal and worst-case distribution can be found in [200].

Robust MDP. Robust RL methods and robust MDP formulations assume no distributional information on \((P, r)\). Robust MDP formulations directly put set constraints over environment transition probability \(\tilde{P} : S \times A \rightarrow S \subseteq \mathbb{R}^{dS}\) and reward distribution \(\tilde{r} : S \times A \rightarrow \mathbb{R} \subseteq \mathbb{R}\) by assuming \((\tilde{P}, \tilde{r})\) takes values in the uncertainty set \(\mathcal{F}\). It aims to derive a policy \(\pi\) by solving the following max-min problem

\[
\max_{\pi} \min_{(P, r) \in \mathcal{F}} \mathbb{E}_{\pi, (P, r)} \left[ \sum_{t=1}^{T} y^{t-1} \tilde{r}(s_t, a_t) \right].
\]

(4)

\(T\) is the planning horizon. \(\mathcal{F}\) here is a general ambiguity set without special structures.

Distributionally robust MDP. In contrast, distributionally Robust MDPs (DR-MDP) assume additional distributional information on \((P, r)\). DR-MDP puts set constraints on \(\mu\), where \((P, r) \sim \mu\). Formally, the transition probability \(\tilde{P}\) and the reward \(\tilde{r}\) are unknown parameters and obey a joint probability distribution \(\mu\) within an ambiguity set \(\mathcal{F}\). Similar to the robust MDP settings, let \(T\) be the planning horizon. More concretely, the DR-MDP objective is

\[
\max_{\pi} \min_{\mu \in \mathcal{F}_S} \mathbb{E}_\mu \left[ \mathbb{E}_{\pi, (P, r) \sim \mu} \left[ \sum_{t=1}^{T} y^{t-1} \tilde{r}(s_t, a_t) \right] \right].
\]

(5)

It is known that solving the maximin problem in Eq. (4) or Eq. (5) with general ambiguity set \(\mathcal{F}\) is NP-hard [194]. Hence, several choices of the ambiguity set that facilitate solving robust MDPs are proposed. \(\mathcal{F}_{S,a}\) is a state-action-wise independent ambiguity set following \(*\{s, a\}*-rectangularity [129], where \(\mathcal{F} = \otimes_{(s,a) \in S \times A} \mathcal{F}_{S,a}\). \(\mathcal{F}_S\) is a state-wise independent ambiguity set [194], where \(\mathcal{F} = \otimes_{s \in S} \mathcal{F}_S\). The k-rectangular ambiguity set proposed in [116] is a set such that its projection onto \(S' \subset S\) is one of at most k different possible sets. The r-rectangular ambiguity set proposed in [58] assumes the transition is a linear function of a factor matrix within a factor matrix uncertainty set. Both k-rectangular and r-rectangular ambiguity sets are coupled sets that model the correlation of transitions between different states. \(\mathcal{F}_{S,a}\) assumes that the transition probability corresponding to each \((s, a)\) pair are unrelated to any other state-action pairs. One can use robust value iteration to get a stationary and deterministic optimal policy with \(\mathcal{F}_{S,a}\). \(\mathcal{F}_S\) generalizes \(\mathcal{F}_{S,a}\) by assuming that the transitions corresponding to each state are independent of other states. The optimal robust policy under \(\mathcal{F}_S\) could be stationary but not necessarily deterministic. The k-rectangular ambiguity set [116] is proposed to address the conservative issue of \(\mathcal{F}_{S,a}\) and \(\mathcal{F}_{S,a}\) when modeling uncertainty by modeling the correlations between transitions corresponding to different states.

In addition to the rectangularity assumption, the discrepancy measure is another vital setting to define the ambiguity set \(\mathcal{F}\). Possible choices include Wasserstein distance [1, 37, 94, 165], KL divergence [115, 167] or moments [29, 201, 207, 214]. A comprehensive review of ambiguity sets is in [144]. Choosing a proper structure of the ambiguity set and dynamically updating the ambiguity set with streaming data are still open problems.
Beyond the MDP formulations, the robust and distributionally robust setting in [127] can be further extended to settings with partial observations, such as robust POMDP formulations in [132, 146, 156] and distributionally robust POMDP formulation in [127].

Adversarial attacks on rewards. Adversarial attacks on rewards distort the rewards at each time step to lure the agent into learning a bad policy. Let the corrupted rewards be \( \tilde{r} = \nu(r) \), where \( \nu \) manifests a reward Poisoning strategy [73, 112, 223] or equivalently a reward corruption function in the corrupted reward MDP formulation [47, 222]. Huang and Zhu [73] analyze the impact of falsified reward (cost) signal on the convergence of Q-learning algorithm. The authors propose a robust region regarding the falsified cost within which the adversary will consistently fail and provide conditions that the agent will learn the target adversarial policy. Similarly, Zhang et al. [223] categorize the reward-poisoning attacks into three categories depending on the attack budget. A threshold has to be reached such that the attacks become feasible. Further increasing the threshold afterward gives rise to another two categories: non-adaptive attacks and adaptive attacks [223].

2.3 Methodologies towards robust RL

In this section, we will summarize commonly-used training methods once the robust goals are defined in the previous section. Particularly, people would like to address the following issues in adversarial training: (1) How to set up the goal of the adversaries? (2) How to make the adversarial training computationally feasible with relaxation? (3) How to regulate the capabilities of adversaries such that the policy will not be over-conservative? We will introduce corresponding methods in the sections below.

2.3.1 Robust training with adversaries

Adversarial training [56, 113] has been recognized as one of the most effective approaches in traditional supervised learning tasks in training time defenses. In this subsection, we will discuss one type of adversarial training strategy which is training RL agents with a lower bound of the loss (upper bound of the accumulated reward) obtained with local adversarial attacks. The local attacks can be either unparameterized attacks or attacks from a parameterized adversary agent. Training with an adversary agent can naturally be formulated as a zero-sum game between the adversary agent and the RL agent [140].

State observations Robust RL against state observations uncertainties directly adds perturbations to state observations or gradient updates of the RL agent. Such methods are based on a Q function to quantify the optimality of a state-action pair and search for the worst-possible perturbations. In the Atari Pong environment with discrete actions and image-based observations, the adversarial training on noisy observations and FGSM attacks improves the resilience...
of the DQN [17] and A3C algorithm [91]. Instead of storing perturbed images based on FGSM attacks, Pattanaik et al. [136] propose to store states perturbed by stronger gradient-based attacks, which helps improve DQN and DDPG’s robustness over dynamics uncertainties. In contrast to the FGSM attacks in [91] that decrease the probability of selecting the optimal actions given the current state, the gradient-based attacks in [136] encourage the probability of selecting the worst possible action. In addition to adding un-parameterized perturbations, it is possible to have a parameterized adversary agent that perturbs the state observations and minimizes the RL agent’s cumulative reward. The adversary agent could be either trained in parallel [172, 220] with the RL agent or be a pre-trained adversary opponent [54].

**Actions** Existing adversarial training strategies against action perturbations mainly focus on local adversarial attacks [89, 178]. They adopt the game-theoretic formulation of robust RL, treating the RL agent as the protagonist agent trained against an adversary agent. For instance, Tessler et al. [178] propose two criteria of robustness to action uncertainty: the Probabilistic Action Robust MDP (PR-MDP) criterion and the Noisy Action Robust MDP (NR-MDP) criterion which consider the occasional adversarial action, and the constant adversarial perturbations, respectively. They formulate the robust learning problem by finding the optimal solution to the proposed MDP formulations and develop policy iteration methods for both criteria in the tabular setting. In a deep RL setting, Tessler et al. [178] proposes a robust deep deterministic policy gradient algorithm to train an adversary agent along with the protagonist agent. Similar to the PR-MDP setting, Klima et al. [89] introduce an adversary agent to shrink the action space of the protagonist agent in critical domains. They build on TD-learning with a modified TD error, which is a convex combination of Q values for the protagonist and the adversary agents.

**Transitions and rewards** Robust adversarial RL (RARL) [140] is one of the most popular frameworks to handle environment uncertainties. RARL models the environment discrepancy as extra forces/disturbances exerted by an adversary agent. It formulates the policy learning as a zero-sum, minimax objective, and proposes to alternatively optimize the adversary’s and the protagonist’s policy until convergence. This can be viewed as optimizing the conditional value at risk (CVaR) [176] for the worst possible cases. A contemporary work ARPL [114] leverages active computation of adversarial examples in terms of dynamics noise, process noise, or observation noise during training to enable training robust policies that transfer across domains. The method gains robustness by learning from the naturally occurring adversarial scenarios that are generated on the fly, which constantly expose the flaws in the agent’s decision. Recently, Huang et al. [71] proposes the RRL-stack formulation which treats robust RL as a general-sum Stackelberg game with the protagonist agent as the leader and the adversary agent as the follower. RRL-stack naturally encodes the sequential nature and provides a general formulation for robust training. With a proposed Stackelberg Policy Gradient algorithm, the RRL-stack formulation has better training stability compared with RARL in robotics and autonomous driving scenarios.

### 2.3.2 Robust training with relaxation

In contrast to methods in Sec. 2.3.1 that assume an adversary agent, another line of work trains RL agents with an upper bound of the loss (lower bound of the accumulated reward) which can be obtained with relaxation methods.

**State observations** It is possible to derive a lower bound of the accumulated reward under adversarial perturbations and directly maximize the lower bound instead of the standard RL objective. For instance, Oikarinen et al. [130] constructs the loss with adversarial examples that lead to the maximized training loss. Zhang et al. [221] propose State-Adversarial MDP where the perturbation is on state observations. Given a policy $\pi$, they derive the upper bound on performance drop between the value for a non-adversarial MDP and the value against the optimal adversary, leveraging convex relaxations of neural networks. The performance drop upper bound is in general equivalent to robustness guarantee and is closely related to the certifiable robust RL literature [196, 198].
Transitions and rewards It is possible to derive the policy performance gap under environment transition discrepancies by leveraging the nature of the ambiguity set. Lecarpentier and Rachelson [94] define a novel non-stationary MDPs (NS-MDPs) which assumes the transition dynamics and reward functions are changing slowly over time. Mathematically, they bound the evolution rate with Lipschitz Continuity and use the Wasserstein distance as the metric. Mankowitz et al. [115] aim to improve the robustness of state-of-the-art continuous control RL algorithms and propose a robust version of maximum a-posteriori Policy Optimization (R-MPO). They utilize domain knowledge to select parameters to perturb and define the parameter-wise range of uncertainty set in training and testing.

With a Wasserstein-based ambiguity set and finite state action spaces, Yang [207] constructs the lower bound of the inner value minimization problem using Kantorovich duality to solve the Bellman equations. The Wasserstein distributionally robust MDPs (DRWMDP) setting proposed in [37] bears some resemblances to [207]. Derman and Mannor [37] establish the connection between DRWMDP and regularizations and provides a regularized value function lower bound that guarantee robustness w.r.t. the Wasserstein ball in linear approximation case. In addition to Wasserstein-based ambiguity sets, the ambiguity set in [201] is represented by a sequence of nested sets, and each set is associated with a confidence level. [214] later extends [201] to a more general uncertainty set formulation that can model both nested and disjoint sets. [29] generalizes the results in [214] with a new class of uncertainty set with the Wasserstein-based ambiguity set and the general-moment-based ambiguity set as two special cases.

2.3.3 Robust training with regularization

In Robust RL, a regularizer can be applied to the policy to enhance robustness. The regularizer can help encourage the smoothness of the learned policy, e.g., $\min_\pi \max_s \max_\hat{s} D(\pi(\cdot|s), \pi(\cdot|\hat{s}))$. Thus it prevents the drastic change of the policy under perturbations on state observations [163, 221]. Regularization-based methods [61, 69, 206] have also been investigated in standard neural network training to improve the robustness of the trained models. Beyond policy smoothness, Smirnova et al. [167] propose to put a set constraint on the RL agent’s policy to ensure safe exploration during the learning process. They propose a distributionally robust policy iteration scheme and employ an adaptive KL-based uncertainty set with the uncertainty level related to the sample size. Huang et al. [71] propose to adaptively-regularize the adversary’s policy using the highest possible return of the protagonist given the current environment generated by the adversary. The regularized adversary generates challenging yet solvable environments to improve the robustness of the protagonist agents.

2.3.4 Robust training with constrained optimization

With an explicitly defined ambiguity set, it is possible to solve the inner minimization problem in Eq.(4) using techniques in constrained optimization [1, 165]. With a Wasserstein ambiguity set, Sinha et al. [165] present a case study considering distributional robustness of deep Q-learning with Q value modeled by an overparameterized feed-forward neural net. With a Lagrangian penalty formulation, it can solve the worst perturbation over the transition dynamics with gradient descent when the penalty is sufficiently large. Abdullah et al. [1] propose Wasserstein Robust RL (WR²L), which considers an RL setting that assumes an environment adversary adding perturbations within an average Wasserstein ball $\mathcal{P}_0$. WR²L conducts gradient ascents of the dynamics parameters until (almost) convergence. To guarantee that the updated dynamics parameters satisfy the ambiguity set constraint, WR²L calculates the Wasserstein distance based on Monte-Carlo estimation which scales to high-dimensional non-convex or non-concave settings.

2.3.5 Robust training with model estimation

Transitions. Ensemble learning methods aim to improve predictive performance by leveraging on a set of learning
Ensemble learning is combined with adversarial training in EPOpt [145]. EPOpt iterates between two procedures: (1) modeling the source domain with an ensemble of models and finding a robust policy for the source domain, and (2) refining the ensemble of models given the data collected from the target domain.

**Rewards.** Wang et al. [189] consider the setting of a finite reward set and model the reward corruption via a confusion matrix. Through dynamically refining the estimation of the confusion matrices with aggregated rewards, they manage to approximate the true reward signal. Romoff et al. [151] propose to use an estimator for reward estimation in the scenario of corrupted stochastic reward. Basically, they learn the value functions and the reward functions simultaneously. When updating the value estimation, they leverage the estimated reward rather than the sampled reward, reducing the variance propagated to the value function. AIRL [49] is an adversarial learning based inverse adversarial learning algorithm that aims to learn the disentangled reward function that is invariant to changing dynamics by using a state-action level discriminator restricted to a reward approximator plus a shaping term.

**Multi-agent Scenarios.** Gallego et al. [50] augment the MDPs with interfering adversaries and introduce the Threatened MDPs (TMDPs), explicitly modeling the beliefs that the agent has about the adversary’s strategy. The level-$k$ scheme [170] is adopted such that the agent and adversary alternatively model each other’s belief and thus become a player of a higher level. A level-2 learner has been demonstrated to be significantly better than an independent learner (that does not consider the adversary) when playing against the adversary.

### 2.3.6 Robust testing methods

With a pre-trained policy, robust testing methods aim to enhance the robustness of the agent during deployment. We identify two types of testing time robust methods, including (1) passively selecting defensive actions and (2) actively detecting potential attacks.

**Selecting defense actions.** At test-time, one natural way to improve robustness is selecting actions under the worst possible perturbations. Considering potential perturbations on state observations, CARRL [46] proposes to select the action under the worst observation perturbations, by passing the worst observation to a trained DNN model. It computes a lower bound for Q-value based on the neural net verification methods which are related to model architecture and weights. Other methods derive lower bounds of the Q values under the worst-case perturbations based on neural network verification [57, 193]. Beyond the uncertainty in states, Sinha et al. [166] consider the uncertainty in the beliefs about the opponents’ behaviors at test-time. They propose a distributionally robust bandit optimization method and dynamically adjust the risk aversion level. Therefore, the RL agent selects the optimal policy assuming the worst-possible beliefs within the ambiguity set.

**Detecting potential attacks.** In contrast to the above methods which are specifically designed to achieve action sub-optimality, directly detecting adversarial examples and predicting action based on the recovered state or reward information is rather generic. This type of method first detects the adversarial attacks and/or predicts the benign states/reward functions, and then provides suggestions on actions based on the already trained model. With state observation uncertainties, the prediction can be based on a frame prediction model (visual foresight module [102]) or a master policy in the meta-learning hierarchy MLAH [67].

### 2.4 Application benchmarks and resources

Deep robust RL algorithms are widely tested in MuJoCo control tasks [184] with physical parameter discrepancies between training and testing tasks. For instance, the 2D Hopper benchmark [45], and the HalfCheetah benchmark [191]...
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Vary the agent’s mass, ground friction, joint damping, and armature according to Gaussian distributions. Both benchmarks are later adopted in [145]. Pinto et al. [140] later propose to test in a wider range of tasks including Inverted-Pendulum, HalfCheetah, Swimmer, Hopper, Walker2d, and Ant with different mass and frictions. In addition to the MuJoCo-based benchmark, there are also robust benchmarks based on the OpenAI Gym environment [24]. For instance, Huang et al. [71] propose to test in a LunarLander benchmark with different action delays. Mankowitz et al. [115] present experiments on dexterous hand tasks which aim to rotate a cube into a target orientation using the Shadow hand domain. Robust RL methods are also tested in Atari games with noise added to the image inputs such as [17, 91].

Beyond robotics continuous control tasks and simulated games, robust RL is also tested in mobile robot tasks and autonomous driving scenarios. Liu et al. [108] propose a safe and robust benchmark containing mobile robot tasks based on Bullet safety gym [60] environments. Jaafra et al. [77] propose to test in CARLA simulator [41] with different conditions, including the traffic density, such as the number of dynamic objects, and visual effects such as weather and lightening conditions. Huang et al. [71] propose a highway merge benchmark based on the highway-env environment [97] with different surrounding vehicles’ initial positions.

3 Safe learning to avoid devastating costs

3.1 Overview

Safety is also another major concern when deploying them to real-world safety-critical applications, such as self-driving cars. Traditional reinforcement learning only aims to maximize the task reward received from the environment, which lacks the guarantees of satisfying safety constraints. A safe policy should explicitly consider the safety constraints during training and prevent an RL agent from causing devastating costs or being in dangerous states. For instance, if an RL algorithm is deployed on a real robot arm, the safety constraints would be avoiding hitting fragile objects and surrounding people that may break valuable property or cause injury. Similarly, an RL agent in self-driving applications should obey traffic rules as well as avoid collisions with surrounding obstacles. Therefore, it is important to develop safe reinforcement learning algorithms for real-world applications, which allow them to complete tasks while satisfying certain safety constraints.

Safe reinforcement learning, which is also named constrained reinforcement learning, aims to learn policies that maximize the expected task reward while satisfying safety constraints. Depending on the safety requirements and the training requirements, safe RL has different formulations. In terms of the safety requirement, there are trajectory-wise safety constraint and state-wise safety constraint. From the training requirement perspective, we can categorize safe RL into two groups: safe deployment and safe exploration, where the former aims to act safely after the model training but...
may violate constraints during training, and the latter one refers to providing safety guarantees during training so that the whole training procedure could be finished without causing catastrophic unsafe behaviors.

Note in the setting of RL, agents need to learn from failures, similarly in the safe RL setting. One may argue that we should always avoid any safety-critical failures with domain knowledge rather than active learning. In this survey, however, we find in many cases, a precise description of the environment risk is unavailable. This is also the reason why we should pay attention to both safe deployment and safe exploration to manage the risks. Mathematically, the consequence is described as safety constraints. In the following section, we extend the traditional MDP to model them.

### 3.2 Problem formulation of safe reinforcement learning

Safe RL is usually modeled under the constrained Markov decision processes (CMDPs) \[6\] framework, where the agents are enforced with restrictions on auxiliary safety constraint violation costs. A CMDP is defined by a tuple \((S, \mathcal{A}, R, P, \gamma, \rho_0, C)\), where \(S\) is the state space, \(\mathcal{A}\) is the action space, \(R : S \times \mathcal{A} \times S \mapsto \mathbb{R}\) is the reward function, \(P : S \times \mathcal{A} \mapsto \Delta(S)\) is the transition function, \(\gamma\) is the discount factor, and \(\rho_0 : S \mapsto \Delta(S)\) is the distribution over the initial state. The first 6 elements are the same as the original MDP. The last element \(C = \{c^i : S \times \mathcal{A} \times S \mapsto \mathbb{R} \geq 0, i = 1, ..., m\}\) is unique to CMDPs, which is a set of costs for violating \(m\) safety constraints. For simplicity, we consider only one constraint \(c\) in the following definitions, though they could be extended to multiple constraints as well.

We denote \(V^r_c (\rho_0) = \mathbb{E}_\pi [\sum_t r(s_t, a_t, s_{t+1})]\) as the reward value function, which is the expected cumulative rewards under the policy \(\pi \in \Pi : S \mapsto \Delta(\mathcal{A})\) and the initial state distribution \(\rho_0\). Similarly, we denote \(V^s_c (\rho_0) = \mathbb{E}_\pi [\sum_t c(s_t, a_t, s_{t+1})]\) as the cost value function. There are multiple formulations and definitions of the safe RL problem, depending on the level of safety requirements, though they share the same principle: maximizing the task performance while satisfying the constraint requirement. We begin by introducing the most commonly used trajectory-wise safety constraint.

**Trajectory-wise safety constraint.** The constraint aims to ensure that the episodic cost under the policy \(\tilde{\pi}\) from the initial states to the terminal states is under the threshold \(\kappa\).

\[
\pi^\ast = \arg \max_\pi V^r_c (\rho_0), \quad s.t. V^s_c (\rho_0) \leq \kappa
\]

where \(\tilde{\pi}\) depends on the safety requirement of different tasks. For instance, \(\tilde{\pi} = \pi^\ast\) for safe deployment applications, since we only require the optimized policy satisfying safety constraints. In contrast, for safe exploration applications, we require \(\tilde{\pi} = \{\pi_1, \pi_2, ..., \pi_K\}\), where \(\pi_k, k \in \{1, 2, ..., K\}\) is the policy for the \(k\)-th optimization iteration and \(K\) is the total number of policy updates. Another similar formulation of safe RL studies the state-wise safety constraint, which aims to ensure that the cost of each state along the policy trajectory is under the threshold \(\kappa\).

\[
\pi^\ast = \arg \max_\pi V^r_c (\rho_0), \quad s.t. \forall (s_t, a_t, s_{t+1}) \sim \pi, s_0 \sim \rho_0, c(s_t, a_t, s_{t+1}) \leq \kappa
\]

We could observe that the safe exploration formulation and the state-wise formulation have stricter safety requirements, since the constraint should be satisfied either all the time during the training or for every state. As a result, these formulations are more challenging and have less literature. Unless otherwise stated, we will by default assume the safe deployment formulation with trajectory-wise safety constraint in the following subsections.

To better describe the unique properties of a safe RL problem, we provide the feasibility, optimality, and temptation definitions following the previous work \[108\]. Their figure illustrations for one CMDP are presented in Fig. 4.
**Definition 1. Feasibility.** The feasible policy class is the set of policies that satisfies the constraint with threshold $\kappa$: $\Pi^\kappa := \{\pi(a|s) : V^\pi_r(\mu_0) \leq \kappa, \pi \in \Pi\}$. A feasible policy should satisfy $\pi \in \Pi^\kappa$.

**Definition 2. Optimality.** A policy $\pi^*$ is optimal in the safe RL context if 1) it is feasible: $\pi^* \in \Pi^\kappa$; 2) no other feasible policy has higher reward return than it: $\forall \pi \in \Pi^\kappa, V^\pi_r(\mu_0) \geq V^{\pi^*}_r(\mu_0)$.

We denote $\pi^*$ as the optimal policy. Note that the optimality is defined w.r.t. the reward return within the feasible policy class $\Pi^\kappa$ rather than the full policy class space $\Pi$, which means that policies that have a higher reward return than $\pi^*$ may exist in a safe RL problem due to the constraint, and we formally define them as tempting policies because they are rewarding but unsafe:

**Definition 3. Temptation.** We define the tempting policy class as the set of policies that have a higher reward return than the optimal policy: $\Pi^T := \{\pi(a|s) : V^\pi_r(\mu_0) > V^{\pi^*}_r(\mu_0), \pi \in \Pi\}$. A tempting safe RL problem has a non-empty tempting policy class: $\Pi^T \neq \emptyset$.

The existence of tempting policies is a unique feature and one of the major challenges of safe RL, since the agent needs to update the policy carefully to prevent being tempted when maximizing the reward. Suppose that a safe RL problem has no tempting policies, then one can simply maximize the reward to obtain the optimal policy, which is equivalent to solving a standard RL problem without considering the safety constraints.

### 3.3 Methodologies towards safe reinforcement learning

In this section, we describe how to solve the safe RL problem from different perspectives: optimization, planning, and control theory.

#### 3.3.1 Primal-dual-based method

The primal-dual framework is commonly used to solve constrained optimization problems, which introduces an additional Lagrange multiplier $\lambda$ to penalize constraint violations and gives rise to the weighted optimization objective:

$$L(\pi, \lambda) = V^\pi_r(\mu_0) + \lambda(\kappa - V^\pi_c(\mu_0)).$$  \hspace{1cm} (8)

Manually selecting $\lambda$ is a straightforward solution to the Lagrangian dual problem and is applied in early researches [20, 22]. However, hand-turning $\lambda$ is challenging and can lead to suboptimal solutions, as the constraint satisfaction performance is sensitive to $\lambda$. Recent works focus on adaptively tuning the multiplier such that the penalty weight for constraint violation could be dynamically adjusted based on the policy performance and the reward scale. We will first introduce the Lagrangian-based approaches, which is the most commonly used framework to learn the Lagrange multiplier, and then present other types of approaches that utilize additional constraints, approximations, or variational inference to overcome the limitations of the Lagrangian-based methods.

---
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**Lagrangian-based method.** As a simple and effective framework, Lagrangian-based methods update the primal variable (i.e., policy parameter) and dual variable (i.e., Lagrange multiplier) in turn by solving the following min-max optimization problem:

$$\min_{\lambda \geq 0} \max_{\theta} V^\pi_{\theta}(\mu_0) + \lambda (\kappa - V^\pi_{c}(\mu_0)),$$

where we denote $\theta$ as the policy parameters. Alternating between the maximizing over $\theta$ via any unconstrained reinforcement learning algorithms and minimizing over the Lagrange multiplier $\lambda$ yields a series of Lagrangian-based methods to solve the safe deployment problem [208]. Chow et al. [31] propose PDO to update both primal parameters and dual variables by performing gradient descent based on on-policy estimations of the reward and cost value functions $V^\pi_{\theta}(\mu_0)$ and $J_c(\pi_0)$. Liang et al. [100] accelerate the dual variable learning process by incorporating an off-policy evaluation of $V^\pi_{c}(\mu_0)$ to learn the Lagrange multiplier in the dual problem, while keeping on-policy training for the primal update of the policy parameters. Tessler et al. [179] reformulate the Lagrangian dual problem and merged the cost into reward directly in each transition step to guide the policy, which can also handle mean value constraints. Paternain et al. [135] prove strong duality holds in the Lagrangian dual problem of CMDP under mild assumptions and primal-dual algorithms can converge to a saddle point without a duality gap. Stooke et al. [171] observe that the large phase shift between the constraint function and the Lagrange multiplier could lead to unstable training and oscillation behaviors of the training curves, so they apply the idea of PID control to the dual variable learning phase such that the oscillation and overshoot behaviors could be mitigated. The augmented Lagrangian multiplier is also adopted in recent works, which can achieve superior safety performance [13]. The Lagrangian-based method is a type of generic algorithm to learn a constraint satisfaction policy and can be easily incorporated into the classic RL method. However, approximately solving the minimization (dual problem) can lead to suboptimal dual variables for each iteration, and the non-stationary cost penalty term involving $\lambda$ will make the policy gradient step in the primal problem hard to optimize.

**Convex optimization for the dual variable.** To deal with the performance instability during optimization, CPO [2] extends the idea in TRPO [160] that adds additional trust region constraint during policy updating, and proposes to solve the dual variable via convex optimization after approximating the policy parameter space via second-order Taylor expansion. Similar to TRPO, it also reconciles the updating policy to the safe set via line search when violating the constraint. Yu et al. [213] also propose to replace the non-convex constrained objective with an approximated convex quadratic function, and thus transform the original problem into a sequence of surrogate convex constrained optimization problems. Though the dual variables could be solved efficiently via convex optimization, the approximation errors can lead to poor constraint satisfaction performance in practice. Liu et al. [107] further propose a variational inference-based approach – CVPO – to decompose the policy learning to a convex optimization phase with a non-parametric variational distribution and a supervised learning phase to fit the parameterized policy. CVPO solves the safe RL problem via a novel Expectation-Maximization style to naturally incorporate constraints during policy optimization, which provides both optimality and robustness guarantees of the learned policy.

**Projection-based.** Another type of method adds a projection step based on primal-dual algorithms to facilitate policy learning. Zhang et al. [224] propose a first-order gradient descent method with trust region constraint which first calculate the optimal updated policy by closed-form solution and then projects it back into parametric policy space, which is more computationally efficient compared to other trust region method. PCPO [209] first ignores cost and solves unconstrained RL and then projects the immediate policy into the safe set, which is obtained by approximation on cost constraint. Yang et al. [210] add a new step which projection immediate policy into the neighbor set of a baseline policy to accelerate learning. Although these methods improve safety during training effectively, constraint violation
is still almost inevitable because of the extrapolation error of value function parameterized by neural network and approximation error in safe set estimation.

### 3.3.2 Uncertainty-aware method

We have introduced a series of Lagrangian-based methods that solve the safe RL problem from the optimization perspective, now we present approaches that consider from the data collection or action sampling perspective. Instead of directly interacting with the environment based on the policy output, some approaches explicitly take uncertainty estimation into account to minimize the constraint violations. We generally categorize them into two groups: upper confidence bound-based approaches and dynamics uncertainty-based methods, where the former ones are usually model-free while the latter ones are usually model-based approaches.

**Upper confidence bound (UCB).** UCB-based methods leverage the uncertainty estimation to balance the exploration and exploitation during training and are common to explore tabular environment efficiently with bounded constraint violation. Singh et al. [164] and Efroni et al. [43] apply UCB on reward, cost and transition function to accelerate sampling on tabular CMDP; their methods bound both reward regret and cost constraint violation via linear program or other primal-dual optimization approaches. Different from linear constraint, Brantley et al. [23] propose UCB-based planning to deal with concave-convex and hard constraints setting for episodic tabular CMDP. Ding et al. [38] extended tabular constrained RL to CMDP with linear transition kernel and provide a provably efficient method in function approximation setting.

**Dynamics uncertainty.** Safe MPC [90] utilizes Gaussian Processes to estimate the dynamics uncertainty and explore the environment safely to learn the dynamics. SAVED [181] and RCE [109] both use an ensemble of neural networks as the dynamics model to estimate the dynamics prediction uncertainty and solve the constrained optimization problem via a model-predictive-control fashion, where the former formulates chance constraints to ensure safety from a probabilistic perspective, while the latter one considers the worst case unsafe scenario. CASRL [27] further extends previous approaches from stationary environments to non-stationary environments by modeling the non-stationary disturbances as probabilistic latent variables.

### 3.3.3 Leveraging the prior knowledge for safe exploration

Different from previous approaches that focus on safety after the policy training, some researchers also care about safety during the training process, i.e., providing certain safety guarantees during the exploration. Apparently, it is hard to guarantee the policy always safety certain safety constraints during the training without any prior knowledge of the system, safety constraints, and the environment. Therefore, some studies leverage prior or domain knowledge of specific tasks to achieve safe exploration under certain assumptions. Most approaches among them borrow ideas from the control community, such as the Lyapunov theory and control barrier functions, to leverage the prior knowledge of the system dynamics. Another type of approach utilizes the structure of safety constraints to achieve safe exploration.

**Lyapunov-based method:** Lyapunov theory can provide useful insights into the stability and safety of control systems. In control theory, safety is usually defined through the region of attraction that could be computed via Lyapunov functions. The key idea of using Lyapunov functions is to show the stability of the system, which is similar to showing the stability of gradient descent on strictly quasiconvex functions. If one can show that applying the policy and dynamics to the state could result in strictly smaller values on the Lyapunov function, then the state eventually converges to the equilibrium point at the origin. Berkenkamp et al. [19] utilize this principle to achieve safe exploration during the learning time with Lipschitz continuity assumption of the dynamics and policy classes. Richards et al. [150] further extend the previous work by constructing a neural network Lyapunov function. The proposed safe training
algorithm could adapt the safety certificates to the shape of the largest safe region in the state space, while relying only on knowledge of inputs and outputs of the dynamics, rather than on any specific model structure. In contrast to restricting the exploration space, Chow et al. [32] propose a Lyapunov-based safe policy gradient algorithm to solve the constrained optimization problem with unknown dynamics and constraints.

**Control barrier functions-based method:** Control barrier functions are another useful tool in control theory, which provides a continuous function for penalizing unsafe states or actions to infinite cost. Li and Belta [99] propose a temporal logic-guided approach with Lyapunov functions and control barrier functions to safeguard the policy exploration and deployment, which allows users to specify task objectives and constraints in different forms and at various levels. Cheng et al. [30] propose a controller architecture that combines (1) a model-free RL-based controller with (2) model-based controllers utilizing control barrier functions (CBFs) and (3) online learning of the unknown system dynamics, to ensure safety during learning. The proposed framework leverages the success of RL algorithms to learn high-performance controllers, while the CBF-based controllers both guarantee safety and guide the learning process by constraining the set of explorable policies.

**Post-process safety layer:** Post-process safety layer is another type of method to guarantee safe exploration. It corrects all unsafe actions generated from policy and ensures state-wise safety, which exceeds other safe RL methods only with expected or cumulative constraints. Pham et al. [139] propose an optimization layer (OptLayer) to calculate the safe action closest to the original unsafe action. OptLayer consists of a full quadratic solver, and it will run the iterative interior point method by a forward propagation for every unsafe action. Safety layer [35] provides a closed-form solution to a similar optimization objective instead and simplifies computation effectively by assuming that at most one constraint is active at each time. Although these methods obtain zero constraint violations in certain environments, their safety guarantee relies on the precise prediction of single-step state transition and thus is only applicable to linear systems or others with relatively simple dynamics. Peng et al. [138] propose to use a safe expert policy to guide the learning policy when the action is away from the expert’s. Yu et al. [212] propose to perform action corrections by learning a safety editor policy simultaneously from the replay buffer, which can achieve efficient off-policy training.

**Formal methods:** Formal verification provides a rigorous way to provide safety for control systems. Temporal logic is a common formal method to evaluate a temporal behavior of the system, such as the multi-modal sensing information of a robot. Users could provide their domain knowledge to the temporal logic specifications that are described mathematically, precisely, and unambiguously, so that the behavior of a system could be formally defined. Li and Belta [99], Liu et al. [105] propose a temporal logic guided reinforcement learning algorithm to achieve safe exploration. The proposed framework allows users to specify task objectives and constraints in different mathematical forms and at various levels. Puranic et al. [142] also utilize signal temporal logic to learn control policies while satisfying pre-defined safety requirements.

**3.3.4 Other approaches**

There are also some research solving the safe RL problem from other perspectives. Mehta et al. [117] introduce a curriculum learning structure to learn a safe policy under the supervision of a safety teacher that could guide the agent back to safe zones when it violates constraints. Srinivasan et al. [169] pretrain a safety critic to estimate the future failure probability of a safety-constrained policy, and later fine-tunes the first-stage policy to the target tasks using the learned safety precautions. Turchetta et al. [186] propose an adaptive supervisor to prevent agents from taking dangerous policies by choosing and activating reset controllers with a learnable strategy. Thananjeyan et al. [180] propose to learn the constraint violating zones from offline data before the policy training, and recover the agent from
unsafe states to safe zones by using a separate recovery policy. Sootla et al. [168] wrap the environment by augmenting the state space such that the modified MDP could be solved by any RL algorithms and can achieve almost surely safety performance.

3.4 Benchmarks and resources

Safe RL tasks and environments. The AI Safety Gridworlds environment [96] provides a testing ground for tabular safe RL algorithms. Safety Gym [148] is a Mujoco-based safe RL environment, which provides several high-dimensional continuous control tasks with different difficulty levels. Safety Gym attracts much attention in the safe RL community and has become one of the most popular public benchmarks for safe RL. The Bullet Safety Gym [60] is a PyBullet simulation engine-based variant of safety gym, which provides more robots and safe RL tasks, while the Safe Control Gym [217] provides several classical control-based environments.

Safe RL algorithm resources. Safety Gym [148] provides several constrained deep RL algorithms to establish baselines that future work can build on, as well as the Bullet Safety Gym [60]. SafePO [81] is a public safe policy optimization algorithm benchmark that provides a good number of on-policy model-free safe RL method implementations.

4 Generalization in Reinforcement Learning

4.1 Overview

Generalization in RL focuses on designing algorithms to produce policies that can transfer or adapt to a variety of environments, without being overfitting to the training environments. This capability is crucial to the real-life deployment of RL agents since the environments at the testing time are often different from the training environments or inherently dynamic. There are several existing surveys that categorize RL generalization studies by their methodologies [88, 188, 225]. However, in this survey, we take a different approach to categorization by their evaluation variation.

The structure of this section is as follows: we first discuss the formalization of the contextual MDP on which the definition of generalizable RL is based in Section 4.2.1. Then we describe the two dimensions of evaluation variation in Section 4.2.2 and 4.2.3 respectively. Finally, we discuss the methodology categorization of generalizable RL in Section 4.3

4.2 Problem formulation for generalizable RL

4.2.1 Definition of generalizable RL

To discuss generalization in a unified framework, we need to first formalize the concepts of a collection of environments. The formalization we adopt here is the Contextual Markov Decision Process (Contextual MDP), first proposed in Hallak et al. [65], and used by a recent survey in the generalization of RL [88]. A Contextual Markov Decision Process (MDP) extends the standard single-task MDP to a multi-task setting. In this work, we consider discounted infinite-horizon CMDPs, represented as a tuple $M = (S, Z, A, R, P, p_0, \rho, \gamma)$. Here, $S$ is the state space, $Z$ is the context space, $A$ is the action space, $R : S \times A \times Z \mapsto \mathbb{R}$ is the context-dependent reward function, $P : S \times A \times Z \mapsto \Delta(S)$ is the context-dependent transition function, $p_0 : Z \mapsto \Delta(S)$ is the context-dependent initial state distribution, $\rho \in \Delta(Z)$ is the context distribution and $\gamma \in (0, 1)$ is the discount factor. Note that $\rho$ could be a time-dependent variable in the case of non-stationary environment distribution.

To sample a trajectory $\tau := \{(s_t, a_t, r_t)\}_{t=0}^{T}$ in Contextual MDPs, the context $z \sim \rho(\cdot)$ is randomly generated by the environment at the beginning of each episode. Here each $z$ defines an environment (i.e. task). With the initial state
\( s_0 \sim p_0(\cdot | z) \), at each time step \( t \), the agent follows a policy \( \pi \) to select an action \( a_t \sim \pi(s_t) \) and receives a reward \( R(s_t, a_t, z) \). Then the environment transits to the next state \( s_{t+1} \sim P(\cdot | s_t, a_t, z) \). In some special cases, \( z \) is sampled at every time step so it changes throughout the episode.

Note that for most of the works studied in this survey, we do not emphasize the difference between the state and observation. However, we attempt to introduce the context-dependent emission function \( o = O(s|z) \) whenever the evaluation is focused on the generalization against apparent variation on the observation but not the underlying state of the environment. Examples would be only changing the color of objects in robotic manipulation tasks [66] or the background distractors in control tasks with pixel observation [219]. With the formalization of contextual MDP, we are ready to define the generalization tasks.

**Definition of Generalizable RL:** assuming the agent is trained in the environment distribution \( \rho_{\text{train}}(z) \) for \( N_{\text{train}} \) environment steps, and the objective is to maximize the performance metric \( P \) measured over a target task distribution \( \rho_{\text{test}}(z) \) after \( N_{\text{test}} \) environment steps:

\[
\max_{\pi_{\text{test}}(z)} \mathbb{E}_{\pi_{\text{test}}(z)} P_{\text{test}}^{N_{\text{test}}} \pi_{\text{test}}(z)
\]

s.t. \( \pi_{\text{train}}(z) = \arg \max_{\pi} \mathbb{E}_{\pi_{\text{train}}(z)} P_{\text{train}}^{N_{\text{train}}} \pi_{\text{train}}(z) \),

where \( P^{N}(\pi, z) \) represents the performance metric (that can be different for training and testing) of the policy \( \pi \) on the task context \( z \) after \( N \) environment steps, \( \pi^{(N)} \) represents the agent’s policy after \( N \) environment steps. Note that the word “testing” here does not necessarily mean the agent cannot be updated, rather refers to the “target” evaluation environment. Only in the zero-shot setting, the agent cannot be updated during testing.

### 4.2.2 Relationship between the training and testing distribution

In this section, we will describe the categorization of the relationship between the training distribution \( \rho_{\text{train}}(z) \) and testing distribution \( \rho_{\text{test}}(z) \). Here we have three categories: IID, OOD, and non-stationary.

**Independent-and-Identical Distribution (IID):** The training and testing environments are drawn from the same distribution, i.e., \( \rho_{\text{train}}(z) = \rho_{\text{test}}(z) \). Note that although we are describing the relationship between the distributions, the RL agent is usually trained or tested on a set of sample MDPs drawn from the distribution. Therefore, even though the training and testing are drawn from the same distribution, it is still a non-trivial problem since the agent may never experience the exact same environment during training. Qualitatively, with a smaller number of distinct contexts seen during training, the IID generalization becomes more difficult since the training environments are sparsely sampled and cannot represent the true distribution well.

**Out-of-Distribution (OOD) (stationary):** The training and testing environments are drawn from the different distributions, i.e., \( \rho_{\text{train}}(z) \neq \rho_{\text{test}}(z) \). This mismatch could be due to many reasons. For example, the exact testing distribution is unknown or difficult to model. One of the motivations for studying OOD generalization is to enable Sim-to-Real transfer. Due to the low data efficiency of RL, it is a common practice to train agents in simulators and then transfer the agents to the physical world. However, even the state-of-the-art simulators cannot capture the real world perfectly, and mismatches between the simulated and real environments can cause catastrophic failures during deployment. Another motivation is combinatorial generalization, where the testing contexts take values seen during training independently, but in unseen combinations. For example, during training, the agent has seen context combinations \((a_0, b_0), (a_0, b_1), (a_1, b_0)\), while it is tested on \((a_1, b_1)\).
Table 1. Categorization of generalizable RL. Each row represents the MDP components variation during evaluation, and each column represents the distributional variation during evaluation. We use colors to represent different methodologies of generalizable RL: red: generalize by environment design; blue: generalize by online adaptation; green: generalize by system learning. If a method uses two or more approaches, it will be colored with corresponding colors.

| Evaluation Variation | IID ($p_{\text{train}}(z) = p_{\text{test}}(z)$) | OOD ($p_{\text{train}}(z) \neq p_{\text{test}}(z)$) | Non-Stationary ($\{p_{\text{test},1}(z), p_{\text{test},2}(z), \ldots\}$) |
|----------------------|---------------------------------|---------------------------------|---------------------------------|
| Observation emission function $o = O(s|z)$ | Homomorphic MLP [187], DBC [219] | SODA [66], PLR [82], DR-Sim2Real [183], ViewInvariantServo [154] | Benna-Fusi-RL [85] |
| Initial state distribution $\rho_0(s|z)$ | ALP-GMM [141] | SODA [66], DR-Sim2Real [183], DR-RDPG [137] | Benna-Fusi-RL [85] |
| Dynamics $P(s,a|z)$ | RARL [140], RRL-Stack [71], ActiveDR [118], ALP-GMM [141], ICIL [21], HB-MTRL [195], ML-GP [155], UP-OSI [215], OSC-RL [86], Agile-Quad [177], VAE-MAML [11], GrBAL [125], EPOpt [145] | ActiveDR [118], AutoDR [5], BayRn [124], PAIRED [36], DR-RDPG [137], UP-OSI [215], GrBAL [125], EPOpt [145], T-MCL [162] | DPGP-RL [203], UP-OSI [215], GrBAL [125], PG-ELLA [7], Benna-Fusi-RL [85] |
| Reward function $R(s,a|z)$ | MAML [48], meta-ADR [117], HB-MTRL [195], MISA [218] | GRADER [39] | Benna-Fusi-RL [85] |

Non-stationary: The testing environments are drawn from time-variant, non-stationary distributions. Although there is some overlap between the OOD and non-stationary, studies categorized into non-stationary focus on dealing with the non-stationarity explicitly, i.e., life-long or continuous RL [182]. In this setting, there exists a (often infinite and unknown) sequence of testing distributions, $\{p_{\text{test},1}(z), p_{\text{test},2}(z), \ldots\}$. The agents may have to learn how to leverage past experience, identify new distribution, and avoid catastrophic forgetting. To evaluate these properties, we can examine, for example, whether the agent experiences a significant performance drop when encountering the transitions of testing distribution.

4.2.3 MDP components variation of the generalizable RL

With the relationship between training and testing distribution described above, we now examine what component(s) of MDP the context controls, which constitutes another dimension of evaluation variation. There are four context-dependent components of MDP: initial state distribution, dynamics, reward function, and observation emission function.

Observation emission function $o = O(s|z)$: The context-dependent emission function outputs the observation based on the state and the context. Since most studies do not explicitly differentiate between state and observation, we only introduce this term when the context creates a variation on the observation but not the underlying state of the environment. Examples: changing the color of the object or the view angle of the camera when using the pixel images as inputs to the policy.

Initial state distribution $\rho_0(s|z)$: The context-dependent initial state distribution outputs the initial state distribution based on the context. When the context changes the underlying state of the system, for example, the initial
positions of objects for the robotic manipulation tasks, the shape, and the location of obstacles for robotic locomotion tasks.

**Dynamics** $P(s'|s, a, z)$: The context-dependent dynamics outputs the distribution over the next state based on the previous state, the action, and the context. Examples: physical parameters such as gravity constant, friction coefficient, or perturbation forces applied to the robot.

**Reward function** $R(s, a|z)$: The context-dependent reward function outputs a scalar reward based on the state, the action, and the context. The goal-conditioned MDP [8, 83, 158] can be considered as a MDP with a context-dependent reward function. Here, the goal is equivalent to the context.

With the two dimensions of the evaluation variation described in Section 4.2.2 and 4.2.3, we classify a list of papers into Table 1. Note that classifying one paper into one category does not necessarily imply the method itself can only be applied to that evaluation variation. Instead, we consider the evaluation actually appearing in the paper. From Table 1, we observe that most of the papers focus on the dynamics variation for IID, OOD, and non-stationary. This phenomenon might result from the popular applications in robotic Sim-to-Real transfer, which is one of the main motivations of generalizable RL.

### 4.3 Methodologies toward generalizable reinforcement learning

To improve the generalization, one can approach from three different perspectives: designing environments that guide training (**Environment Design**), learning the features of environments (**System Learning**), or designing a learning algorithm that can adapt fast to diverse tasks during testing (**Online Adaptation**). Next, we will introduce the three main approaches.

#### 4.3.1 Environment design

Since the challenges to generalizable RL often come from the discrepancy between the training and testing environments, it is natural to ask such a question: how to design/generate training environments in order to improve the testing performance?

**Domain Randomization.** Domain randomization is a technique to diversify the variability of simulation environments during the training time so that the policy is able to generalize to the real-world environment during testing time. Early works use randomized model parameters that are not critical to the robot’s performance [79], training
on perturbed dynamic models [9, 122, 145] and randomized vision features [153], before the terminology domain randomization was first coined in [183]. The simulator features that could be randomized include but are not limited to:

- Controller properties such as noise of torque, control frequency and delay, controller gain, and damping [137].
- Physics parameters such as mass, gravity, and friction [137].
- Visual inputs such as lighting, textures of objects, position, orientation, and field of view of the cameras [154, 183].

**Curriculum Learning.** The aforementioned works rely on handpicking randomized features and values, which inevitably requires some degrees of parameter tuning to find the proper values or distributions of the randomized features. In order to minimize human labor, there is an increasing interest recently in developing methods for automatic domain randomization and curriculum learning. Active/Automatic domain randomization uses the performance of models as a feedback signal to update the distribution of training contexts. Akkaya et al. [5] proposes Automatic Domain randomization which gradually increases the difficulty of training environments only when a minimum level of performance is achieved. Mehta et al. [118] propose Active Domain Randomization to learn a sampling strategy that produces the most informative environment by leveraging the performance difference between the randomized and reference environments. Portelas et al. [141] learns a difficulty level and an order of environments to set as training environments by iteratively sampling and fitting a Gaussian mixture model so that it maximizes the efficiency of learning. Muratore et al. [124] uses Bayesian optimization to search the space of source domain distribution parameters for learning a robust policy that maximizes real-world performance.

Adversarial training is another common formulation of curriculum learning. RARL [140] formulates the curriculum learning as a two-player zero-sum game between the agent and an adversary applying perturbation forces. Empirical studies find this kind of adversarial training can improve the generalization of the RL agent. Differently from the aforementioned zero-sum simultaneous game setting, PAIRED [36] assumes the adversary is maximizing the regret, which is defined as the performance gap between the optimal agent and the current agent. RRL-Stack [71] proposes to use a general-sum Stackelberg game formulation to address the potential problems of unsolvable environments and unstable training.

One important assumption of curriculum learning is the access and control of the environment context since the algorithms need to actively change the distributions of training environments. Compared with other methods discussed in later sections of our survey, curriculum RL does require more information and control over the environment. However, in most cases, this is not considered restrictive since RL agents are usually trained in simulators therefore access is not a major constraint. As an emerging area, the empirical evaluations of curriculum RL have attracted a lot of attention recently, but there is very little theoretical understanding of how or why it works in practice. We believe there will be more research in this area soon.

### 4.3.2 System learning

**Causality and Invariant Feature Discovery.** There usually exist underlying causality behind the dynamic system and tasks, which determines the mechanism of how things happen or how one object influence another object. Discovering such causality is a popular topic in RL, where the methods can be generally categorized into explicit learning and implicit learning. Explicit learning methods estimate the graph structure by either differentiable optimization [87], which learns a soft adjacent matrix with interventional data, or by statistic independent test [39], which iteratively updates the world causal model and planning policy. Active intervention methods are also explored in Scherrer et al. [159] to increase the efficiency of data collection and decrease the cost of conducting intervention [103]. Implicit learning
focus on extracting invariant feature from multiple environments that share the same underlying causality [218, 219]. This kind of feature is assumed to be the only important factor that influences the dynamics. Therefore, different systems can be represented by assigning different values to this variable.

**Structural Modeling.** In addition to learning the causality hidden in the environments, structural modeling aims to establish an explicit relationship between the environments. A common choice for such a relationship is to maintain a hierarchical probabilistic model. In Wilson et al. [195], the authors propose Hierarchical Bayesian Multi-Task RL (HB MTRL), which uses hierarchical Bayesian model classes of MDPs. Each class of MDPs shares some common structure and the shared knowledge can be transferred among MDPs of the same class. Sæmundsson et al. [155] uses a hierarchical latent variable model with Gaussian Process to model dynamics and infers the relationship between tasks automatically from the collected data. Similarly, Xu et al. [203] uses Dirichlet-Process-Gaussian-Process (DPGP) to model the MDPs distribution and maintains a mixture of experts to handle the non-stationarity.

### 4.3.3 Online adaptation

**Online Identification.** Online Identification takes a different approach from a reversed perspective of most generalizable RL. Instead of learning a policy that performs well over a wide range of environments, online identification identifies parameters of a dynamic model in the real world and then use them as information for the controller. Yu et al. [215] trains an Online System Identification (OIS) to predict the dynamics model parameters and feeds them to the controller along with state systems. Kaspar et al. [86] executes predefined actions on the real robot to collect trajectories and optimizes the simulator parameters to align the simulated trajectories with real trajectories. Tan et al. [177] also uses collected real trajectories to fine-tune the simulator and match trajectories. Online Identification can also be incorporated into the policy by using a recurrent model conditioned on a latent variable representing the history of states and actions [137].

**Meta-Learning.** Meta-Learning, or learning-to-learn, aims to learn from past experience so that it can adapt fast to the new unseen testing tasks. Model-Agnostic Meta-Learning (MAML) is first introduced in Finn et al. [48] to train a model on a variety of learning tasks using gradient-based methods, such that it can adapt to new learning tasks using only a few training samples. Arndt et al. [11] applies MAML with a task-specific trajectory generation model to facilitate exploration and deploy trained policy on a real robot. Mehta et al. [117] considers the importance of task distributions in gradient-based Meta-learning and proposes meta-ADR to find a curriculum of tasks to avoid various problems associated with meta-learning.

Nagabandi et al. [125, 126] uses meta-learning to train a dynamics model prior such that this prior can be rapidly adapted to the testing environments. Ammar et al. [7] proposes a multi-task policy gradient method to learn and transfer knowledge between tasks to accelerate learning with theoretical guarantees. Kaplanis et al. [85] provides another perspective to equip RL agents with a synaptic model that can mitigate catastrophic forgetting.

**Ensemble Learning.** Ensemble learning aims to learn a collection of models and combine them to improve performance during testing. Different from Structural Modelling, Ensemble learning does not focus on maintaining an explicit (mostly hierarchical) relationship between models. Instead, it often assumes a flat structure of models and focuses on policy adaptation during testing time. From a model-based perspective, Seo et al. [162] learns an ensemble of dynamic models by updating the most accurate model during training and incorporating an online adaptive mechanism by extracting contextual information using the sampled trajectory. From a model-free perspective, SMERL [93] aims to learn a diverse set of policies so that it can generalize to the unseen environment by adopting the best solutions.
Rajeswaran et al. [145] learns a robust policy based on an ensemble of the training environments and keeps adapting the distribution over the training environments using the data from the testing environments.

4.4 Application benchmarks and resources

There exist many benchmark environments for generalizable RL. In general, the benchmark environments for generalization can be differentiated by their application domains: control/robotics (e.g. RoboSuite [226] and DMC [59]), or game-like arcade (e.g. Arcade Learning Environment game modes [18] and Phy-Q [205]). Note that it is challenging to assess the difficulty of the environment just by its application domain. A grid-world-like environment may impose greater challenges in generalization than continuous control tasks, depending on the underlying experimental settings.

Most of the benchmark environments provide the users with great flexibility to control the training and testing contexts. Therefore, many of them are not tied to a specific evaluation variation, such as IID, OOD, or non-stationary. It also highlights the difficulty of creating a standard training/testing protocol for generalizable RL, in contrast to the supervised learning domain.

5 Outlook and future research

In this section, we will provide our outlook for promising research directions. The first upfront task is that we should be able to evaluate and certify RL regarding trustworthiness requirements. Second, we should understand whether there would be some fundamental trade-offs between the trustworthy aspects, as well as the trade-off between the requirements of trustworthiness and RL’s nominal performance. Third, besides the intrinsic “digital trustworthy RL”, how “physical trustworthy RL” would be influenced by the agent’s physical design and operational environment setting? Finally, we will discuss the “societal trustworthy RL” comprising human modeling, privacy, trust, ethics, and fairness.

5.1 How to certify and evaluate trustworthy reinforcement learning?

5.1.1 How to design trustworthy RL with certification?

It is challenging and important to provide certification for the robustness, safety, or even generalization of reinforcement learning models and systems. Although there are some existing works providing certified robustness for RL under different settings [92, 110, 190, 197, 198], the constraints for the attacks are limited (e.g., \( \ell_p \) norm bounded input state perturbation) and the certified goal such as action consistency is not practical enough for safe deployment. In particular, the dynamic nature of RL and complicated environment constraints and uncertainties that cannot be modeled accurately contribute to the high complexity in this direction. Thus, more realistic certification goals such as robust action dynamics which take the temporal property RL into account are promising and more practical.

From the safety perspective, which focuses on a set of specified safety constraints, the certification goal is more specific considering these constraints. However, additional challenges are also introduced given the fact that 1) these constraints are usually hard to characterize in an end-to-end fashion, 2) new certification techniques are required since most existing certification methods are only based on prediction consistency without explicitly taking specific (safety) goals into account, 3) these constraints are usually correlated with others or even the environments which makes the certification process of high complexity. As a result, how to certify the safety of RL by categorizing the safe constraints into different levels, and characterizing the sufficient conditions for certifying safety is of great importance.

Finally, certifying the generalization for RL has a lot of real-world implications. For instance, if an autonomous vehicle is trained in a rural environment, it is important to know its performance certification when driving in an urban area. In this case, how to measure the difference between different environments or observations, how to define the
certification goal (e.g., the lower bound of reward given shifted observations), and how to train a certifiably generalizable RL would lead to interesting work with both theoretical and practical impacts. In addition, the generalization and robustness certifications are naturally connected. For instance, the robustness certification is on the individual input level while generalization certification is on the input distribution level; certification for robustness can be viewed as the "worst-case" shift while that for generalization can be viewed as certifying under 'nature distribution shift'. In this way, some certification techniques for robustness can be potentially leveraged for certifying generalization under different conditions. How to analyze their fundamental connections or indications is also an interesting direction to be explored.

5.1.2 How to design evaluation platforms for trustworthy RL?

It is vital to design proper platforms and evaluation metrics to assess the trustworthiness of a proposed RL algorithm. For a continuous environment, the most common platform is the MuJoCo environment [184], where one can vary the agent's mass, ground friction, joint damping, and armature to test robustness. Atari Game is another popular platform for observation-based attacks. Safety evaluation environments, such as the AI Safety Gridworlds environment [96], Safety Gym [148], and Bullet Safety Gym [60], design control tasks with safety zones. The evaluation of generalization focus on changing irrelevant factors, e.g., the background of the environment [33]. In addition, compositional generalization is evaluated by combining different pre-defined sub-tasks [119].

These platforms greatly facilitate the development of trustworthy RL. However, there are three critical limitations of these existing benchmarks. The most important one is still a large sim-to-real gap between the benchmark and the real world. Evaluation of robustness, safety, and generalization only in simple tasks may not generalize well in complex real-world applications. The second limitation is that most of the benchmarks use pre-defined tasks and parameters set by the creators, which lacks diversity and may be subject to human biases. Last but not least, although tasks are usually randomly sampled, the distribution rarely triggers critical events with catastrophic consequences, resulting in an underestimation of risks and very slow convergence of the results [40]. Some recent benchmarks [199] use realistic 3D simulators to construct real-world scenarios and use accelerated evaluation methods [10, 204] to emphasize the rare safety-critical cases. However, there is a trade-off between the modeling error and evaluation error [74].

These attempts are pioneers toward the efficient and accurate evaluation of certain aspects. However, we are still far away from attaining satisfying benchmarks for evaluating robustness, safety, and generalization. Comprehensive and standard benchmarks are urgently required to make RL algorithms deploy in the real world.

5.2 What is the relation between the different aspects of trustworthiness?

We have discussed the trustworthiness of RL from three different aspects. As a result, we have at least four dimensions to evaluate a trustworthy RL system: the safety, robustness, and generalization aspects of the system as well as the nominal task performance of an RL system i.e. the original functional goal of the RL. However, how to design a trustworthy RL system that is safe, robust, generalizable, and has high task performance is still an open problem and is rarely studied in the literature. To better understand this problem, we need to answer one question first: what are the relations between the four aforementioned dimensions? While most existing papers only focus on one or two of them, we believe that they are not orthogonal to each other. We provide several hypotheses and thoughts regarding the relations between them, which might be helpful for future trustworthy RL studies.

The trade-off between trustworthiness and task performance. We could observe that improving any aspects of trustworthiness might potentially induce a drop in the best possible task performance. For instance, improving the safety of an RL agent may lead the agent to be conservative in exploring high-rewarding regions, and thus has relatively lower task performance than the unsafe one [108]; increasing the robustness against adversarial perturbations may...
over-smooth the policy, and thus decrease the task performance; training a generalizable policy on multiple tasks may decrease the performance on a single task due to the limitation of model capacity. As a result, we can see that improving the trustworthiness may be at the cost of sacrificing the optimal task performance, which is also a reflection of the no-free-lunch theorem. How to determine the sweet point to balance them is an interesting problem, and how to better understand the trade-offs could help us adjust the trustworthiness as needed on different applications.

**The interconnections between the trustworthiness aspects.** We believe that the conceptions of safety, robustness, and generalization have non-negligible overlaps and are not orthogonal to each other, though they are mostly discussed independently in the RL literature. For example, we could view a robust RL policy in terms of observation noises as a generalization capability to the states around the training samples. Similarly, a generalizable policy for unseen scenarios can be regarded as the robustness property to dynamics uncertainties. Therefore, they are inseparable in a certain context, and we can also see similar discussions and thoughts in the general machine learning domain [202]. On the other hand, safety is also closely related to generalization and robustness, because an agent cannot be regarded as safe if it is not generalizable to novel environments or robust against adversarial perturbations. A recent work unveils the connections between robustness and safety by showing that a safe policy in a noise-free environment may not be safe under adversarial attacks [108], and we hope to see more interdisciplinary discussions in this direction.

### 5.3 How to co-design trustworthy RL with the physical agent and environment?

While there are tremendous developments on the computational side of trustworthy RL, the progress of designing and optimizing the physical properties of the agents are generally lagged behind [120]. Similar to organisms, the RL agents in the real world have both the "brain" which provides cognition capability and "body" which serves the sensing and acting organs after decisions are made. Some prior works have explored this direction in simulated environments. To find a robot’s morphology that is nearly optimal for a specific task, Gupta et al. [63] uses genetic algorithms to mutate and evolve a population of learning agents. Similarly, Ha [64] uses sampling-based algorithms to update the physical parameters of the agent. More recently, Yuan et al. [216] proposes to use Graph Neural Networks to model both the control policy and morphing strategy in order to jointly optimize both of them. Most of these methods show advantages compared with non-co-optimized agents.

Some key challenges of the "physical trustworthy RL" still remain. For example, how to model the physical structures, sensing, and actuation systems so that we could use gradient methods to efficiently train the whole agent. How to build an easy-to-use simulation platform to optimize a structural and modular system? How to design step-wise rather than episodic training to accelerate the training? We believe co-design the software and hardware of RL agents would provide a path to the future RL agents could be more adaptive to the changing test environments and more resilient to damages or adversarial environments, resulting in a new generation of trustworthy intelligent agents.

### 5.4 How to achieve the human-centric design for trustworthy RL?

In addition to the intrinsic perspectives of trustworthy RL discussed in this paper (i.e., robustness, safety, generalization), the extrinsic perspectives which mainly involve human feedback have also raised great attention and need to be further explored for the "societal trustworthy RL". In particular, such extrinsic perspectives broadly include the explainability, privacy protection for sensitive individual information, ethics, and general human trust on trained RL agents or models. Different trustworthy RL algorithms have also been studied in the literature by considering such human-centric design [4, 51, 128, 175] to bridge the trust with human.
Human behavior modeling and human-machine interaction. First, it is important and challenging to model human behaviors and interactions between human and RL agents. For instance, behavior analysis of an RL agent would be important to understand if a trained RL model is egoistic or altruistic, which is beneficial to build human trust. In particular, human’s sub-optimal behaviors cast a great challenge on human behavior modeling, which raises a key open problem in trustworthy RL. Inferring an agent’s intent given history observations or opponent policies is widely studied in inverse reinforcement learning (IRL) (see [12] and references therein). However, IRL assumes the demonstrated behaviors are near-optimal, which is frequently violated by human. Human’s sub-optimal behavior depends on various factors. For instance, Ziebart et al. [227] assumes human’s sub-optimal behavior as an effect of random noise inspired by the Boltzmann noisily-rational decision model in cognitive science [14] and economic behavior [123]. Human’s risk sensitivity (risk-seeking or risk-averse) is also widely known to cause sub-optimal behaviors. [147] uses the Prospect theory [84] to account for decision makers’ different altitudes towards gains and losses. Reddy et al. [149] and Golub et al. [55] argue that human’s sub-optimal is due to model mis specification: human’s sub-optimal behavior w.r.t. true environment dynamics model may be near-optimal w.r.t. the user’s internal beliefs of the dynamics model.

Explainable RL for human trust. In addition to the formal modeling of human-machine interaction, making machine decision-making interpretable to human is a key step to building human trust. Existing efforts have been made to construct structured RL to explore the semantics of the decision-making process [80, 143], provide visualization for RL algorithms [152, 192], and explore low-dimensional interpretations [53]. However, the dynamic nature of RL and uncertainties in the environments make it challenging to fully provide a quantitative and verifiable explanation. Thus, it is important and interesting to explore different structures and architectures of RL, such as compositional structures and integration with domain knowledge to provide a semantic and logical explanation for RL.

Privacy-preserving RL to protect sensitive individual information. As the training of RL algorithms requires a large amount of data, such as collected traffic scenarios/driving behaviors for autonomous driving and human medical statistics for intelligent diagnosis, the privacy issues of trained RL models have raised great concerns [106, 157]. Clearly, such data usually contains lots of sensitive information about individuals such as personal behaviors and health status; differentially private RL algorithms [111], game theoretic approaches [34], and locally private RL [131] have been proposed to protect the private information in RL. However, from the human perspective, it is not intuitive to understand the privacy protection levels. For instance, a patient may not know what level of $\epsilon$ is suitable for his/her personal data under the $(\epsilon, \delta)$-differentially private RL training. As a result, new privacy measurement metrics, privacy protection criteria, and data valuation approaches need to be further studied to gain human trust.

Ethical and fair RL with human trust. Given the fact that RL agents are usually adopted in human daily life, such as treatment assistant robots and cleaning robots, it is of great importance to ensure the ethics of RL agents. For instance, a recent large-scale benchmark has been provided to study the ethical issues in RL video games and try to remove toxic or violent dialogues in games [70]. Similarly, different studies have been conducted to identify the fairness problems in RL as well as mitigate them [78, 104]. On the other hand, the large training observation space and non-linear decision space of RL make it more challenging to train ethical and fair RL agents with human feedback. Thus, not only from the technical perspectives such as different ethics and fairness issues identification and mitigation methods, but also from the policy-making perspectives such as ethics and fairness regulations for RL need to be better understood and studied.

Overall, the extrinsic human trust is widely studied in various contexts leading to different definitions, such as an attitude, an intention, or behavior [98]. Trustworthiness in automation [95] is defined as human’s attitude that an automated agent will help achieve the individual’s goal in uncertain situations. Researchers already show that trust affects human’s reliance on intelligent agents, which may lead to under- or over-reliance and thus influence the overall
system performance [134]. It is still an open problem about enhancing human trust in RL agents by endowing RL agents the capability to generate explainable behaviors, understand human preferences and even affect human’s behaviors, respect human privacy, and facilitate fairness in teamwork.

6 Conclusion

In this survey, we aim to clarify the terminology of robustness, safety, and generalization of RL, analyze their intrinsic vulnerabilities, introduce work tackling these problems, and summarize popular benchmarks, thus bringing together disparate threads of studies together in a unified framework. We hope that this survey will serve as a touch-point and reference for scientists, engineers, and policymakers in the trustworthy RL domain and spur further research.

We summarise the key takeaways of this survey below.

- Distributionally Robust RL algorithms provide a natural formulation to encode prior knowledge by choosing a proper ambiguity set. However, it is still unclear how to choose an appropriate ambiguity set. Hence principles of choosing ambiguity set should be focused on in the future.
- Robust training with adversaries could result in over-conservative policies and training instabilities. Better adversary attack formulation along with robust training should be proposed, such as attacks constrained by known rules or regulated by the RL agents’ performance.
- Safe RL has multiple definitions in ML, control, and robotic communities, each with its corresponding practical applications. More studies are needed to understand the pros and cons of each direction for different use cases.
- Ensuring safety for a complex system is still a challenging problem, especially when the risk of constraint violations is hard to predict or the domain knowledge is limited. Ensuring safety during the RL training phase or in a nonstationary environment are still wide open areas.
- Although there exist many environments designed for evaluating RL, few are designed to evaluate their trustworthiness. The research community will largely benefit from a standard evaluation environment and pipeline that can provide diverse options for different evaluation protocols and variations.
- Compared to robust RL and safe RL, generalizable RL is a relatively new field. A unified paradigm with rigorous and verifiable theoretical analysis and standard benchmarks is urgently needed to advance this area.
- Sim2Real transfer still poses great challenges to the ML community, which is critical to the real-world deployment of RL agents. On the one hand, we need more publicly available training simulators with high fidelity in simulating complex domains such as soft objects, contacting forces, and realistic terrains, as well as effective evaluation and certification paradigms for rare but catastrophic scenarios. On the other hand, we need to develop more practical algorithms that are able to adapt online to unseen real-world environments.
- More research is needed to understand the interconnection between the different aspects of trustworthiness as well as the nominal functional performance of an RL system. For example, in settings with environment discrepancies, robust RL and generalizable RL are found to be closely related. The connections between safety and robustness or generalization are also observed yet have not been thoroughly established and discussed.
- While we mainly focus on the intrinsic vulnerabilities of RL for “digital trustworthy intelligence”, more work is needed for “physical trustworthy intelligence” that considers both the RL algorithm design also the physical agent and environment design in the whole life cycle for trustworthy autonomy. This is still a wide-open area.
- Finally, intelligent autonomy requires the human-centric consideration for “societal trustworthy” RL, which includes human modeling and interaction, explainability, privacy, trust, ethics, and fairness.
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