An Adaptive Receiver for Underwater Acoustic Full-Duplex Communication with Joint Tracking of the Remote and Self-Interference Channels
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Abstract—Full-duplex (FD) communication is a promising candidate to address the data rate limitations in underwater acoustic (UWA) channels. Because of transmission at the same time and on the same frequency band, the signal from the local transmitter creates self-interference (SI) that contaminates the signal from the remote transmitter. At the local receiver, channel state information for both the SI and remote channels is required to remove the SI and equalize the SI-free signal, respectively. However, because of the rapid time-variations of the UWA environment, real-time tracking of the channels is necessary. In this paper, we propose a receiver for UWA-FD communication in which the variations of the SI and remote channels are jointly tracked by using a recursive least squares (RLS) algorithm fed by feedback from the previously detected data symbols. Because of the joint channel estimation, SI cancellation is more successful compared to UWA-FD receivers with separate channel estimators. In addition, due to providing a real-time channel tracking without the need for frequent training sequences, the bandwidth efficiency is preserved in the proposed receiver.

Index Terms—Bandwidth efficiency, in-band full-duplex, self-interference cancellation, time-varying channels, underwater acoustic communication.

I. INTRODUCTION

LIMITED available bandwidth and dynamic transmission media are two serious issues that challenge underwater acoustic (UWA) communication systems and lead to a data transmission rate which does not exceed a few tens of kilobits per second \cite{1}. Full-duplex (FD) communication is an interesting technique to increase the data rate in UWA channels. By performing transmission and reception at the same time and on the same frequency band, UWA-FD has the potential to double the data rate of half-duplex systems. However, it is challenging to eliminate the self-interference (SI) caused by the local transmitter. A combination of analog and digital methods can be used for SI cancellation \cite{2}; it has also been shown that fully-digital SI cancellation methods are capable of minimizing SI \cite{3}. In fully-digital approaches, assuming knowledge of the SI channel, the receiver is able to estimate and eliminate the SI; then, the SI-free signal can be equalized with the purpose of detecting the data symbols from a remote transmitter. Obviously, this equalizer is designed to correct for the impulse response of the remote channel that links the receiver and the remote transmitter. So, channel state information for both the SI and remote channels is required at the receiver; however, since the SI signal is much more powerful than the remote signal, an accurate tracking of the SI channel is critical.

Because of fluctuations in the UWA transmission media, the SI and remote channels are time-varying \cite{4, 5}, and estimates are valid for just a short time, roughly equivalent to the coherence time of the channel. So, real-time tracking of both time-varying channels is necessary. Addressing this concern, in this paper, we propose an adaptive UWA-FD receiver with three stages of processing at each cycle: channel estimation, SI cancellation, and equalization. At the channel estimation stage, the SI and remote channels are jointly estimated; at the next two stages, these estimates are used to cancel the SI and equalize the SI-free signal, respectively.

There are a few recent related works using the adaptive filtering approach to perform SI cancellation in UWA channels \cite{6, 7}. In these works, only the SI channel is estimated by the adaptive filters, and the remote channel is assumed to be known or estimated in a further separate step. Since the SI is much stronger than the remote signal, the SI channel is estimated by treating the remote signal as an additional additive noise. Then, the SI signal is removed from the received signal based on the estimated SI channel. Obviously, during this procedure, the SI channel estimation and, consequently, the SI removal is affected by the unknown remote signal, which leads to a performance degradation \cite{8}. By contrast, in our proposed receiver, the SI and remote channels are jointly estimated which implies that, during the channel estimation stage, both the SI and remote signals are taken into consideration. As a result, one of the
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advantages of this approach is that the SI channel estimation is more accurate which, consequently, results in a better SI cancellation. The other advantage of the proposed receiver is that the remote channel is tracked along with the SI channel without using any extra training sequences. This means that variations in the remote channel are tracked by the receiver without wasting the bandwidth needed for recurrent training sequences from the remote transmitter.

The rest of this paper is organized as follows. In Section II, the SI in UWA-FD system is described and formulated. The proposed UWA-FD receiver is presented in Section III. Simulation results are given in Section IV and we conclude the paper in Section V.

II. PROBLEM FORMULATION

In Fig. 1, a model of the baseband interference at the receiver is shown; the SI signal interferes with the desired remote signal. In this model, \(i[n]\) and \(x[n]\) are the reference sequences for the local and remote transmitters, respectively. The local transmitter’s reference, \(i[n]\), is the downconverted, matched filtered, and downsampled (to the symbol rate) output of the local power amplifier (PA). Because of the non-linearity and noise of the PA [9], \(i[n]\) is not necessarily equal to the local transmitted symbols. However, the remote transmitter’s reference, \(x[n]\), represents the transmitted symbols from the remote transmitter. The first reason for these considerations is that, since the SI signal is relatively powerful, the non-linearity and noise effects of the local PA are not negligible at the receiver; by contrast, because of the lower power of the remote signal at the receiver, the distortions of the remote PA are considered trivial [10]. Secondly, it must be noted that the pulse shapes that are used to shape the transmitted symbols at the local transmitter are not aligned with the matched filter at the receiver because the receiver’s matched filter is paired with the pulse shapes from the remote transmitter. The misalignment between the receiver and the local transmitter causes an additional distortion on the transmitted symbols from the local transmitter. In order to take this into account, the matched filter that is used to generate \(i[n]\) must be aligned with the receiver, not with the local transmitter. According to the above discussion, \(i[n]\) can take any soft value, whereas, \(x[n]\) is the actual data symbol generated by the remote modulator.

In the model presented in Fig. 1, in order to consider the multipath fading in the UWA transmission media, \(c[n] = [c_0[n], \ldots, c_{M-1}[n]]^H\) and \(h[n] = [h_0[n], \ldots, h_{L-1}[n]]^H\) are the time-varying SI and remote channel vectors with length \(M\) and \(L\), respectively. By defining the signal vectors \(i[n] = [i[n], \ldots, i[n - M + 1]]^T\) and \(x[n] = [x[n], \ldots, x[n - L + 1]]^T\), the received signal can be represented as

\[
y[n] = s[n] + r[n] + w[n],
\]

where \(w[n]\) denotes the additive ambient noise with power \(\sigma_w^2\); \(s[n]\) and \(r[n]\) are respectively the SI and remote signals, with power \(P_s\) and \(P_r\), and can be defined as

\[
s[n] = c^H[n] i[n],
\]

\[
r[n] = h^H[n] x[n].
\]

Obviously, in (1) and (2), it is assumed that the channel coherence time is long enough that both the SI and remote channels remain invariant over \(K = \max\{M, L\}\) time instances.

The ultimate goal at the receiver is to detect the data symbol \(x[n]\) from the received signal. Since \(i[n]\) is known, the simplest approach is to determine \(s[n]\) and remove it from the received signal, \(y[n]\), and then employ an equalizer to detect the data symbols \(x[n]\) from the SI-free signal. An estimate of the SI channel is required for SI cancellation, and an estimate of the remote channel is needed for equalization. On the other hand, because of fluctuations in the UWA transmission media, both the SI and remote channels are time-varying and, hence, the receiver should be able to keep track of these changes without wasting the bandwidth caused by using frequent training intervals. To respond to this concern, in this paper, we propose a receiver in which the variations of the SI and remote channels are jointly tracked without requiring recurrent training sequences from the remote transmitter. We remove the necessity of transmitting training by taking feedback from the previously detected data symbols and using it as a reference sequence for the remote transmitter.

III. THE PROPOSED UWA-FD RECEIVER

The block diagram in Fig. 2 depicts the proposed UWA-FD receiver. Specifically, at the \(n\)th cycle, the following tasks are performed: i) Estimations of both the SI and the remote channel vectors (i.e. \(\hat{c}[n]\) and \(\hat{h}[n]\)) are simultaneously updated. ii) Using the provided SI channel estimate from the first stage, the \(n\)th sample of the SI signal, \(\hat{s}[n]\), is estimated and eliminated from the received signal \(y[n]\) to obtain the SI-free signal \(\hat{r}[n]\). iii) The estimated remote channel from the first stage, passes through a damper, which is used to suppress the undesired fluctuations of the estimates. By using a damped version of the estimated remote channel, the SI-free signal, \(\hat{r}[n]\), is equalized to detect the data symbol \(\hat{x}[n-\Delta']\), where \(\Delta'\) is the delay of the equalizer. Finally, the detected data symbol is used as a reference in the channel estimation stage at the next cycle with \(\Delta = \Delta' + 1\) delays. In the following, we individually explain the stages of the proposed receiver.

A. Channel Estimation Stage

Channel estimation is one of the main concerns in UWA-FD systems; with a precise estimate of the channels, the receiver is able to accurately remove the SI and, then, detect the data symbols from the SI-free signal. However, it must be noted that, since the SI channel is significantly stronger than the remote channel, the accuracy of the SI channel estimation is more critical. In addition, because of the time-variations of the UWA
transmission media, the channel estimator must provide a real-time estimate of both the SI and remote channels in order to keep track of the variations [4].

As mentioned before, the SI and remote channels are jointly estimated at the channel estimation stage. At this stage, the known signal $i[n]$ is used as the reference sequence for estimating the SI channel; while, for estimating the remote channel, the remotely transmitted data symbol, $x[n]$, is the reference. However, since $x[n]$ is unknown, we use the previously detected data symbols as the reference.

Amongst the various adaptive methods, we use the recursive least squares (RLS) algorithm which has been shown to be a good estimator for time-varying channels [11]. At the $n$th cycle, the input of the RLS algorithm includes the received signal $y[n − Δ]$, the SI reference sequence $i[n − Δ]$, and the previously detected data symbols $\hat{x}[n − Δ] = [\hat{x}[n − Δ], \ldots, \hat{x}[n − Δ − L + 1]]^T$.

The reference sequences $\hat{x}[n − Δ]$ and $i[n − Δ]$ are nested in a single column vector as $v[n − Δ] = [\hat{x}[n − Δ]^T, i[n − Δ]^T]^T$ and the estimates of the channel vectors are also concatenated in a column vector as $u[n − Δ] = [\hat{h}[n − Δ]^H, \hat{c}[n − Δ]^H]^H$. The aim of the RLS estimator is to update the previous vector $u[n − Δ − 1]$ and obtain $u[n − Δ]$. To this end, the estimated received signal is (see (1) and (2))

$$\hat{y}[n − Δ] = u^H[n − Δ − 1]v[n − Δ].$$

Then, the error $e = y[n − Δ] − \hat{y}[n − Δ]$ is used to update $u[n − Δ − 1]$. The RLS algorithm for the joint channel estimation at the $n$th cycle is presented in Algorithm 1, in which $\lambda$ is the forgetting factor and $\delta$ is a small scalar for initiation.

\begin{algorithm}
\caption{RLS algorithm to jointly estimate the SI and remote channels at the $n$th cycle}
\begin{algorithmic}
\If {$n = 0$}
    \State Set $\lambda$ and $\delta$
    \State Initiate $P = \frac{1}{\delta}I_{M+L}$
\Else
    \State Input: $u[n − Δ − 1]$ and $v[n − Δ]$
    \State $\hat{y}[n − Δ] \leftarrow u^H[n − Δ − 1]v[n − Δ]$
    \State $e \leftarrow y[n − Δ] − \hat{y}[n − Δ]$
    \State $\gamma \leftarrow (\lambda + \nu^H[n − Δ]Pv[n − Δ])^{-1}Pv[n − Δ]$
    \State $P \leftarrow \lambda^{-1}(I − \gamma v^H[n − Δ])P$
    \State $u[n − Δ] \leftarrow u[n − Δ − 1] + e^*\gamma$
\EndIf
\end{algorithmic}
\end{algorithm}

According to (3), because of the equalizer delay in data symbol detection, the channel estimation is also delayed, such that, at the $n$th cycle, the channel vectors at time $n − Δ$ are estimated (i.e. $\hat{c}[n − Δ]$ and $\hat{h}[n − Δ]$). In other words, the channel estimation stage is $Δ$ time instances behind the SI cancellation and equalization stages, where $\hat{c}[n]$ and $\hat{h}[n]$ are required, respectively. However, recall from (1) and (2) that the time-variations are assumed to be slow enough so that the SI and remote channels remain constant over, at least, $K = \max\{M, L\}$ time instances (i.e. $c[n] \approx c[n − K]$ and $h[n] \approx h[n − K]$). Therefore, by adjusting $Δ$ to satisfy $0 ≤ Δ ≤ K$, we can use the approximations $\hat{c}[n] \approx \hat{c}[n − Δ]$ and $\hat{h}[n] \approx \hat{h}[n − Δ]$, so that the estimated channel at the channel estimation stage can be utilized at the next two stages.

As mentioned above, in the RLS algorithm, both the SI and remote signals are used to construct $\hat{y}[n − Δ]$, as shown in (3). This implies that for estimating the SI channel, we not only use the strong SI signal, but we also take the history of the weak remote signal into account. In the simulations, we will show that the proposed procedure results in a more accurate SI channel estimation compared to other adaptive receivers in which the remote signal is treated as an additive noise during the SI channel estimation.

The other point is that, in the proposed RLS algorithm, there is no need to transmit frequent training sequences from the remote transmitter; instead, we use the previously detected data symbols as the reference for estimating the remote channel. Hence, the bandwidth efficiency is preserved in the proposed receiver. However, to get a faster initial convergence, in practice, we use a short training sequence to initiate the RLS algorithm. Hence, the bandwidth efficiency is preserved in the proposed receiver.

B. Self-Interference Cancellation Stage

The next stage, as shown in Fig. 2, is SI cancellation. By using the SI reference sequence and the estimate of the SI channel, provided from the first stage, the SI signal is reconstructed and subtracted from the received signal as

$$\hat{s}[n] = \hat{c}^H[n]i[n]; \quad \hat{r}[n] = y[n] − \hat{s}[n],$$

where $\hat{s}[n]$ and $\hat{r}[n]$ are the estimates of the SI and the SI-free signals, respectively. Since the power of the SI signal is significantly higher than that of the remote signal, it is clear that an accurate estimate of the SI channel is required in (4). To provide some intuition, consider an example in which the power of $i[n]$ and $x[n]$ are $P_i = P_s = 0$ dB. The power of the SI and remote channel vectors are $E\|c[n]\|^2 = 10$ dB and $E\|h[n]\|^2 = \ldots$
symbol errors propagate to the next cycles and deteriorate the performance. Hence, by directly using \( \hat{h} \), said that, one can see from (5) that if \( \mu \) is changing slowly with \( \Delta' = \Delta - \Delta' \), which is the detected version of \( x[n - \Delta'] \), and is rapidly time-varying with a shorter coherence time, \( \mu \) is set to a larger scalar.

C. Equalization Stage

The last stage in the proposed receiver is equalization, in which the estimate of the SI-free signal, \( \hat{r}[n] \), is equalized with the purpose of eliminating the multipath effects of the remote channel from the data symbols. In the proposed receiver, we use a decision feedback equalizer (DFE), which is a non-linear equalizer; by employing a feedback filter (FF) and a feedforward filter (FFB), a DFE outperforms the linear zero forcing (ZF) and minimum mean squared error (MMSE) equalizers in frequency selective channels [12]. In a DFE, the FF with length \( L \) acts as linear equalizer for the first \( L \) paths of the channel and the FFB removes the inter-symbol-interference caused by the rest of the paths and the FFF. Also a DFE with these properties, leads to a \( \Delta' = \Delta - 1 \) symbol delay. So, at the \( n \)th cycle, the output of the equalization stage is \( \hat{x}[n - \Delta'] \), which is the estimated SI-free signal, \( \hat{h}[n] \) is rapidly time-varying with a shorter coherence time, \( \mu \) is set to a larger scalar.

IV. Simulation Results

In this section we numerically evaluate the performance of the proposed receiver for UWA-FD system. We consider a bandwidth \( B = 5 \text{kHz} \) and use normalized power BPSK modulation at both the local and remote ends.

The simulations are performed in baseband; however, in order to model the non-linearity of the local PA, we first generate the passband input of the PA and then, downconvert the output to baseband. To this end, we consider a carrier frequency \( f_c = 12 \text{kHz} \) and a root raised cosine filter, with the roll-off-factor \( \alpha = 0.5 \), to shape the signal; the length of the filter is truncated to 12 symbols duration. The odd harmonics of the Taylor series expansion are used to relate the input (i.e. \( p(t) \)) and output (i.e. \( q(t) \)) of the PA as \( q(t) = \sum_{m=1,3,5} a_m p(t)^m \) [10], where \( a_1 = 100, a_3 = 5 \text{ and } a_5 = 10 \). The local PA noise, \( w_{PA}(t) \) has a Gaussian distribution with power \( \sigma_{PA}^2 = 10 \text{dB} \). Then, the local transmitter reference sequence, \( \hat{c}[n] \), is the downconverted, matched filtered, and downsampled version of \( \hat{c}[i] = q(t) + w_{PA}(t) \), such that the power of \( \hat{c}[n] \) is normalized to \( P_t = 0 \text{dB} \).

The baseband power delay profile (PDP) of the SI channel is \( PDP_{SI}[k] = \beta_1 f[k] \), where \( f[k] \), shown in Fig. 3, is the estimated PDP for the SI channel in a lake experiment in [4]. The remote channel is assumed to have an exponential PDP as \( PDP_{remote}[k] = \beta_2 e^{-0.25k} \). The factors \( \beta_1 \) and \( \beta_2 \) are chosen such that the power of the SI and remote signals are \( P_s \) and \( P_r \), respectively. The lengths of the SI and remote channels are \( M = 30 \) and \( L = 70 \), respectively. All paths of both channels are time-varying with a coherence time 70 ms, except the direct path of the SI channel which is relatively time-invariant [4].

At the receiver side, the forgetting factor for the RLS algorithm is set to \( \lambda = 0.98 \), and \( \delta = 0.0001 \). At the DFE, we take the FF length as \( L = 70 \) and the FBF length as 50. With this consideration, the equalizer delay for delivering the data symbols becomes \( \Delta' = 69 \). Based on the coherence time of the remote channel, we choose the damping factor as \( \mu = 10^{-3} \). In addition, the initial training sequence from the remote transmitter contains 130 symbols, or \( 130/B = 26 \text{ms} \).
We assume the powers of the SI signal, remote signal and ambient noise are $P_s = 0\, \text{dB},\; P_r = -20\, \text{dB}$ and $\sigma_0^2 = -35\, \text{dB}$, respectively. We compute the normalized mean square error (MSE) for the SI channel estimation in the proposed receiver (in which the SI and remote channels are jointly estimated) and the conventional receiver (where the SI channel is estimated by ignoring the remote signal) as

$$
\rho_e = \frac{E[(\hat{c}[n]-c[n])^2]}{E[c[n]^2]} = 9.75 \times 10^{-5};
$$

$$
\rho_e = \frac{E[(\hat{c}[n]-c[n])^2]}{E[c[n]^2]} = 2.9 \times 10^{-3},
$$

where $\hat{c}[n]$ and $c[n]$ are the SI channel vector estimated by the proposed and the conventional receivers, respectively. Clearly, $\rho_e$ is much smaller than $\rho_E$, demonstrating the advantage of the proposed receiver in tracking the SI channel and, eventually, in canceling the SI.

In order to illustrate the damper’s role in suppressing the artificial fluctuations and reducing the remote channel estimation errors, as an example, we have plotted one realization of the damper’s input (which is the estimated remote channel by the RLS algorithm) and output (the channel that is used to tune the DFE) in Fig. 4. This figure shows the 10th estimated and damped delay path of the remote channel denoted by $\hat{h}_{10}[n]$ and $\tilde{h}_{10}[n]$, respectively, and compares them with that of the true remote channel denoted by $h_{10}[n]$. As seen, the RLS estimated channel has artificial fluctuations over the subsequent cycles. However, damping this estimate kills these artificial fluctuations and passes the smooth and natural time-variations. By looking at Fig. 4, one can intuitively see that the channel estimation error for the damper output is lower than that of the input. To evaluate that, we calculate the normalized MSE for the input and output of the damper,

$$
\rho_{h} = \frac{E[(\hat{h}[n]-\hat{h}[n])^2]}{E[h[n]^2]} = 1.6 \times 10^{-2},
$$

$$
\rho_{h} = \frac{E[(\tilde{h}[n]-\hat{h}[n])^2]}{E[h[n]^2]} = 1.6 \times 10^{-3}.
$$

Comparing $\rho_{h}$ with $\rho_{e}$ indicates that the remote channel estimation with RLS suffers from a significant error. As discussed in Section III-C, this large error is caused by the noise and errors in the previously detected data symbols. However, the relatively lower error in the output of the damper confirms that using a damper corrects the remote channel estimation to some extent, before it is used to tune the DFE.

In Fig. 5, we present the BER versus the remote SNR (i.e. $P_r/\sigma_0^2$), when $P_s = 0\, \text{dB},\; P_r = -20\, \text{dB}$ and $\sigma_0^2$ is in the range from $-50$ to $-10\, \text{dB}$. In this figure, the BER of the proposed and conventional receivers are compared with that of the ideal receiver, in which both the SI and remote channel state information is assumed to be perfectly known. Since in the ideal receiver the SI channel is perfectly known, the SI is completely removed and the SI-free signal is equalized based on the perfect knowledge of the remote channel. By looking at Fig. 5, one can see that the BER of the proposed receiver is almost identical to that of the ideal receiver, implying that the proposed receiver can track the variations of both SI and remote channels very well. However, the performance of the conventional receiver is significantly deteriorated. This is because of two reasons. First,

in this receiver, the SI channel estimation is not as accurate as in the proposed receiver (as shown in (6)) and a considerable residual SI contaminates the output of the SI cancellation stage. Second, the variation of the remote channel is not tracked so that the estimate for the remote channel remains fixed to that obtained by using the initial training sequence.

In Figs. 6 and 7, we show the BER when $P_s = 5$ and 10 dB, respectively. As seen, the BER of the proposed receiver degrades as the SI power increases. As a matter of fact, for an even stronger SI, the SI cancellation residual is larger and leads to performance degradation. In order to investigate the impact of the SI power on the residual, in Fig. 8, we plot $\rho_{r}$, the normalized MSE of $\hat{r}[n]$, versus the SI to remote signal power ratio ($P_s/P_r$). We assume $P_s = -20\, \text{dB}$ and $\sigma_0^2 = -35\, \text{dB}$, and the $P_s$ range is $-20$ to $20\, \text{dB}$. The normalized MSE for $\hat{r}[n]$ is calculated as

$$
\rho_r = \frac{E[|r[n] - \hat{r}[n]|^2]}{E[|r[n]|^2]}. \quad (8)
$$

This quantity measures the normalized residual power after SI cancellation. As seen from Fig. 8, for $P_s/P_r \leq 20\, \text{dB}$, $\rho_r$ is very low for the proposed receiver, indicating that the performance of this receiver is identical to that of the ideal receiver (as seen in Fig. 5, where $P_s/P_r = 20\, \text{dB}$); however, for $P_s/P_r > 20\, \text{dB}$, a stronger residual results, which leads to a higher BER (as seen in Figs. 6 and 7, where $P_s/P_r = 25\, \text{dB}$ and $30\, \text{dB}$, respectively). In addition, $\rho_r$ of the conventional receiver for $P_s/P_r \leq 20\, \text{dB}$ is a significant constant value and surges for $P_s/P_r > 20\, \text{dB}$. For $P_s/P_r = 40\, \text{dB}$, $\rho_r$ for the proposed receiver equals to that of the conventional receiver.
Fig. 5: BER comparison for the proposed, conventional and ideal receivers ($P_s = 0$ dB and $P_r = -20$ dB).

Fig. 6: BER comparison for the proposed, conventional and ideal receivers ($P_s = 5$ dB and $P_r = -20$ dB).

Fig. 7: BER comparison for the proposed, conventional and ideal receivers ($P_s = 10$ dB and $P_r = -20$ dB).

Fig. 8: Comparison on $\rho_\ell$ versus $P_s/P_r$ for the proposed and conventional receivers ($P_r = -20$ dB and $\sigma_0^2 = -35$ dB).

V. CONCLUSIONS

In this paper, we proposed a novel receiver for UWA-FD communication with joint tracking of the SI and remote channels. In order to remove the need to frequently send training sequences, the channel estimator is fed by feedback from the previously detected data symbols as a reference for the remote channel. With this strategy, an accurate SI channel estimation is obtained; also, the remote channel variations are tracked along with the SI channel without using extra training. The concern about error propagation due to using feedback is addressed by employing a damper to suppress the harmful effects of the incorrectly detected data symbols in the estimated remote channel. Then, the output of the channel damper is used to tune the equalizer. Simulation results show that the proposed receiver outperforms conventional methods which only track the SI channel. The performance of the proposed receiver decreases as the SI power increases beyond a specific value. This value is determined based on the channel PDPs, the coherence time and the noise level.
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