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Tensor Network States (TNS) offer an efficient representation for the ground state of quantum many body systems and play an important role in the simulations of them. Numerous TNS are proposed in the past few decades. However, due to the high cost of TNS for two-dimensional systems, a balance between the encoded entanglement and computational complexity of TNS is yet to be reached. In this work we introduce a new Tree Tensor Network (TTN) based TNS dubbed as Fully-Augmented Tree Tensor Network (FATTN) by releasing the constraint in Augmented Tree Tensor Network (ATTN). When disentanglers are augmented in the physical layer of TTN, FATTN can provide more entanglement than TTN and ATTN. At the same time, FATTN maintains the scaling of computational cost with bond dimension in TTN and ATTN. Benchmark results on the ground state energy for the transverse Ising model are provided to demonstrate the improvement of accuracy of FATTN over TTN and ATTN. Moreover, FATTN is quite flexible which can be constructed as an interpolation between Tree Tensor Network and Multiscale Entanglement Renormalization Ansatz (MERA) to reach a balance between the encoded entanglement and the computational cost.

I. INTRODUCTION

Understanding exotic phases and exotic phase transitions in strongly correlated quantum many body systems is one of the most challenging topics in condensed matter physics \cite{1,2,3}. Due to the lack of analytic solutions, most studies of these systems depend on many-body numerical approaches \cite{4}. For quantum many body systems, the exponential increase of the dimension of the Hilbert space prevents us from studying system with large sizes. Quantum Monte Carlo is an efficient method for quantum many body systems, but it usually suffers from the infamous minus sign problem for Fermionic systems \cite{5,6}. For a local Hamiltonian, the ground state and low energy excited states satisfy the well-known entanglement-entropic area law \cite{7,8,9}, asserting that if we divide the studied system into two parts, the entanglement entropy is proportional to the measure of the partition’s boundary rather than its volume. Hence, if we are only interested in the low-lying states, we only need to consider states which satisfy the entanglement-entropic area law in the Hilbert space. Tensor Network States (TNS) \cite{11,12} can efficiently encode the entanglement-entropic area law by design, which can faithfully represent the ground state of many body systems. In recent years, significant advances in TNS have been made and they are becoming one of the most popular approaches in studying strongly correlated quantum many body systems \cite{13,14}. During the last three decades, after realizing the underlying wave-functions in Density Matrix Renormalization Group (DMRG) \cite{16,17,18}, several types of TNS for higher dimensional systems are proposed, including Tree Tensor Network (TTN) \cite{20,21,22}, Projected Entanglement Pair States (PEPS) \cite{27,28,29} and their generalization \cite{32}, and Multiscale Entanglement Renormalization Ansatz (MERA) \cite{33,34,35}.

For (quasi) one dimensional systems, DMRG or MPS based approaches \cite{18,22} are now the workhorse as it can capture the one dimensional entanglement-entropic area law (with a logarithmic correction for critical systems) with a relatively low computational complexity. However, to study two-dimensional systems with DMRG, the bond-dimension needs to be increased exponentially with the width of the system to be able to capture the entanglement-entropic area law, which makes the study of wide system difficult with DMRG \cite{37}. PEPS is a straightforward generalization of MPS to two dimension. It can capture the area-law of entanglement entropy for two-dimensional systems by design. However, it suffers from a high computational complexity which is usually higher than $O(D^{10})$ \cite{38,39,40}, with $D$ the bond-dimension of PEPS. Moreover, the overlap of PEPSs can’t be calculated exactly \cite{40}, even though there exist many approaches to calculate it approximately \cite{12,25,11,22}. On the contrary, MERA which is constructed by unitary tensors \cite{43}, can be contracted exactly but suffers from a much higher computational complexity for two dimensional systems $O(D^{16})$ \cite{34}. TTN has a similar structure to MERA. It has a lower computational complexity for two dimensional systems ($O(D^4)$), but encounters the same problems as the DMRG in 2D because TTN doesn’t encode the two-dimensional entanglement-entropic area law by design. So it is desirable to develop new tensor networks with affordable computational complexity which can also encode high entanglement.

Recently, a new tensor network structure based on TTN: Augmented Tree Tensor Network (ATTN) was proposed in \cite{44}. By placing disentanglers at the physical layer of a TTN, it was claimed that ATTN can capture the entanglement-entropic area-law and at the same time keep a computational complexity of $O(D^4d^3)$, with $d$ the dimension of the physical degree of freedom.

We propose a new structure which can provide larger
entanglement but maintain the low computational complexity in this work. In ATTN, no two disentanglers share the same Hamiltonian term. However, at the worst case, it can only provide $\log(D)$ entanglement-entropic area law of $2$D. With this approach, the optimization of ATTN is easier than PEPS. In our benchmark calculation of a $8 \times 8$ transverse Ising model near the critical point, FATTN gives a relative error of ground state energy of the order of $10^{-5}$ even for $D = 50$ which largely improve the accuracy over TTN [23] and ATTN [46]. The rest of the paper is organized as follows: In Sec. II and Sec. III, we briefly review the TTN and ATTN. We then introduce FATTN and discuss the optimization of it in Sec. IV. Benchmark results are provided in Sec. V. In Sec. VI, we discuss different strategies to place disentanglers in FATTN. We summarize this work in Sec. VII.

II. TREE TENSOR NETWORK

TTN is constructed by placing tensors on a tree structure [11]. Because it is loop-free, TTN can be efficiently contracted with a computational complexity of $O(D^4)$. However, at the worst case, it can only provide $\log(D)$ entanglement entropy similar as DMRG which means TTN can’t efficiently capture the entanglement-entropic area law of high dimensional systems. To be self-contained, we will give a brief description on the optimization and contraction of TTN following [23], which are the basic steps in approximating the ground state of quantum many systems with TTN.

As shown in Fig. 1 in TTN, a quantum state $|\psi\rangle$ is represented as a contraction of a set of isometries $w_i$ which are rank-3 tensors with bond-dimension $D_i$ (For simplicity, we assume that all the bond-dimensions in TTN are the same). The definition of isometry is

$$\sum_{\beta_1,\beta_2} (w_{\alpha \beta_1 \beta_2}^\alpha)(w_{\beta_1 \beta_2}^\alpha)^* = \delta_{\alpha, \alpha^*}. \quad (1)$$

(The root tensor is actually a rank-2 tensor, but we can treat it as a rank-3 tensor with the dimension of the third index 1.) The relationship in Eq. (1) is very useful as they can significantly reduce the computational cost when we perform tensor-tensor contraction in the optimization of TTN and the calculation of physical observables.

In this work, we employ a standard optimization algorithm described in Ref. [23, 30] (For other optimization strategies, we refer the reader to Ref. [36, 47]). To approximate the ground state of a given Hamiltonian $H$ with a TTN state $|\psi(w)\rangle$, we need to find the local tensors of TTN with which the expectation value of the Hamiltonian $E(|w\rangle) = \langle \psi(w)|H|\psi(w)\rangle$ is minimized.

Unfortunately, there doesn’t exist an exact solution for this optimization. In practical simulation, we can replace the optimization equation with:

$$E(w_i) = \min_{w_i} \langle \psi(w) | H | \psi(w) \rangle \quad (2)$$

where we fix all the isometries except $w_i$. With this approximation, the optimization of $w_i$ in Eq. (2) is easier. We can optimize $w_i$ one by one. The whole procedure can be described as follows. Firstly, we generate a set of initially isometries ($w_1, w_2, \ldots, w_n$) randomly. Then we optimize one of them ($w_1$, for example) and fix the others according to Eq. (2). Once $w_1$ is optimized, we move to another isometry $w_2$ and optimize it in the same way. We iteratively perform this procedure until all the isometries are optimized. This procedure defines one sweep. Then we carry out the next sweeps until the energy is converged according to certain criteria.

So the optimization of the TTN is reduced to minimize the energy in Eq. (2). However, we can not solve this problem exactly either. We follow the approach in [22] where $w_i$ and $w_i^*$ are set to be independent and the optimization problem in Eq. (2) is reduced to

$$E(w_i) = \min_{w_i} \langle \psi(w) | H | \psi(w) \rangle = \min_{w_i} \text{Tr}(Yw_i) \quad (3)$$

where we denote the environment of $w_i$ in $E(w_i)$ as $Y$.

The optimization problem in Eq. (3) can be solved exactly. With a singular value decomposition of the environment $Y$:

$$Y = USV^\dagger \quad (4)$$

the solution of Eq. (3) can be obtained as $w_i = VU^\dagger$. We can easily see that this step has a cost of $O(D^4)$. Fig. 2 shows the procedures of optimizing isometries.

In the following we will show that we can compute the environment $Y$ of $w_i$ at a cost of $O(D^4)$. For a given
local Hamiltonian, we can decompose it into a sum of a series of two-body operators. So Eq. (3) can be written as:

\[ E(w_i) = \min_{w_i} \langle \psi | H | \psi \rangle = \min_{w_i} \sum_{j,k} \langle \psi | H_{j,k} | \psi \rangle \quad (5) \]

where \( j, k \) denote the position of the two-body operator.

Therefore, without loss of generality, we only need to deal with two-site operator (one site term is easy to handle as discussed below). We can further decompose the two-site operator into a sum of two-site operators whose number is \( d^2 \) in the worst case with \( d \) the dimension of the physical degree of freedom at the physical layer of TTN. Once we compute the contributions from all the terms in the Hamiltonian, we simply add those contributions to get the environment \( Y \). As shown in Fig. 3, the calculation of the environment \( Y \) of \( w_i \) for a two-site operator has a cost of \( O(D^4) \). We can take advantage of Eq. (1) to simplify the calculation as the contraction of two conjugated isometries results in an identity tensor if there is no operator acting on them. As the singular value decomposition of \( Y \) has a cost of \( O(D^4) \), the overall cost to optimize a TTN is \( O(D^4) \). It is easily to show that the calculation of physical observables also have a cost of \( O(D^4) \). So it is efficient to approximate the ground state of a local quantum Hamiltonian with a TTN. But as mentioned earlier, TTN can’t capture the entanglement-entropic area law for systems in spatial dimension larger than two which hamper its application in simulating two-dimensional many-body systems.

III. AUGMENTED TREE TENSOR NETWORK

ATTN [44] was proposed to provide more entanglement entropy than TTN. By placing disentanglers which are unitary tensors satisfying the following condition:

\[ \sum_{\beta_1, \beta_2} (u_{\beta_1, \beta_2}^{\alpha_1, \alpha_2}) (u_{\beta_1, \beta_2}^{\alpha_1, \alpha_2})^* = \delta_{\alpha_1, \alpha_2, (\alpha_1, \alpha_2)} \quad (6) \]

at the physical layer of TTN, the entanglement entropy encode in ATTN scales as \( L \log(d) \) [44]. In ATTN, no couple of disentanglers are directly connected by an interaction term in the Hamiltonian to keep a low computational cost. ATTN has a computational complexity of \( O(D^4 d^2) \) which has the same scaling of \( D \) as the TTN. However, a large improvement in numerical precision of ATTN over TTN was shown in [44].

In Fig. 4 we show the strategies of placing the disentanglers in ATTN for a 8 \( \times \) 8 lattice. We can see that a relatively small number of disentanglers are placed to encode the entanglement-entropic area law under the condition that no couple of disentanglers share the same Hamiltonian term.

IV. FULLY-AUGMENTED TREE TENSOR NETWORK

In this section, we propose another TTN based tensor network states which can provide more entanglement over ATTN and at the same time maintain the \( O(D^4) \) computational cost.
D. bond-dimension

In ATTN, to maintain a computational complexity compatible with TTN, there are restrictions on how to place disentanglers at the physical layer. We find that the restriction that no couple of disentanglers share the same Hamiltonian term is not necessary to maintain a low computational cost.

We propose a new TTN based tensor network dubbed as Fully Augmented Tree Tensor Network (FATTN). In FATTN, we place disentanglers in a way that no couple of disentanglers share the same physical index. As we will discuss later, the computational cost in FATTN is \(O(D^4d^2)\) with \(D(d)\) the dimension of bond (physical) indexes. So for an \(L \times L\) lattice, we can add \(L^2/2\) disentanglers at the physical layer. We notice that if more disentanglers are added to the physical layer the TTN becomes a PEPS like structure and exact contraction of them is infeasible in the calculation of physical observables. In Fig. 4 we show an example on how to place disentanglers on a \(8 \times 8\) lattice in FATTN. Given this constraint, we need to find a strategy to generate the maximum entanglement entropy using these \(8^2/2\) disentanglers for the \(8 \times 8\) lattice.

As shown in Fig. 4, we can number the physical indices at the physical layer of the 2D TTN in a one dimensional manner. Using this labeling scheme, we can easily find the cut where the TTN can not capture the entanglement-entropic area law. For a small bond-dimension \(D\), examples for cuts where the 2D TTN can not capture the entanglement-entropic area law are shown in the Fig. by colored dash lines. So when augmenting the TTN with disentanglers, we mainly consider these cuts. For concreteness, only periodic boundary conditions are considered in this work.

We firstly consider cuts where the system is divided into two parts with equal number of sites. Fig. 5 shows three ways to bipartite \(A\) and \(B\). For the cut with green (blue, red) line, suppose we put \(n_g(n_b, n_r)\) disentanglers cross them, the entanglement entropy along these cuts becomes a PEPS like structure and exact contraction of physical observables. In principle, the optimal choice of them changes with the increase of bond-dimension) and the position for disentanglers is shown in Fig. 5.

As will be discussed below, a constraint that no couple of disentanglers share the same physical index needs to be satisfied to maintain a low computational cost. We also need to keep \(I_g \approx I_b \approx I_r\) to make a balance among different cuts to maximize the lowest entanglement entropy with these cuts which means

\[
\begin{align*}
S_g &= \log(I_g) = \log(d^{2n_g}D) \\
S_b &= \log(I_b) = \log(d^{2n_b}D^2) \\
S_r &= \log(I_r) = \log(d^{2n_r}D^4) \\
\end{align*}
\]

As will be discussed below, a constraint that no couple of disentanglers share the same physical index needs to be satisfied to maintain a low computational cost. We also need to keep \(I_g \approx I_b \approx I_r\) to make a balance among different cuts to maximize the lowest entanglement entropy with these cuts which means

\[
\begin{align*}
n_g + n_b + n_r &\leq 32 \\
n_g \geq n_b \geq n_r
\end{align*}
\]

We can set \(n_g = 14, n_b = 10, n_r = 8\) (The choice of \(n_g,n_b,n_r\) is not unique. In principle, the optimal choice of them changes with the increase of bond-dimension) and the position for disentanglers is shown in Fig. 5.

FIG. 4: The strategy to place disentanglers in ATTN. Periodic boundary conditions are applied. Blue dots represent the physical layer of 2D TTN and green rectangles are disentanglers. In order to maintain the same \(O(D^4)\) scaling of computational cost as in TTN, no couple of disentanglers are directly connected by a Hamiltonian term. As will be discussed late in the main text, this is not a necessary constraint to keep the \(O(D^4)\) cost.

FIG. 5: Strategy to put disentanglers in FATTN for a \(8 \times 8\) lattice. The shadowed bond represents a disentangler. Disentangler with different colors are placed to compensate the violation of the entanglement entropic area law for the cuts with the same colors. And we use numbers to label the physical sites in 2D TTN in a 1D manner. The colored dash lines are the examples of cuts where the 2D TTN can not efficiently capture the entanglement-entropic area-law. See main text for more discussion.
FIG. 6: In the optimization of disentangler, FATTN can be reduced to a TTN like structure with an SVD. Here we only show the disentanglers which are connected with the considered Hamiltonian term.

For an equal bipartition of the $8 \times 8$ system, the length of a cut is 16. So to capture an area law like entanglement entropy $S = 16 \log k = \log(k^{16})$, the bond-dimensions required by different bipartitions are:

$$
\begin{align*}
D_g &= d^4 (\frac{k}{2})^{16} \\
D_b &= d^6 (\frac{k}{2})^8 \\
D_r &= d^4 (\frac{k}{2})^4
\end{align*}
$$

From Eq. (9) we can see that for $k \leq d^2$, with a relatively small bond-dimension, FATTN can capture an area law like entanglement entropy $L \log(d^2)$. For most of other bipartitions, the entanglement entropy provided in FATTN are also $L \log(d^2)$ with a similar requirement on $D$ (see the discussion in the Appendix). Comparing with ATTN, the entanglement entropy in FATTN is doubled from $L \log(d^2)$ to $L \log(d^2)$ on a finite lattice for most of the cuts with a large $D$. At the same time the computational cost is $O(D^4 d^4)$ which is comparable to $O(D^4 d^2)$ for ATTN as will be discussed in the next subsection.

**B. Optimization of FATTN**

To optimize a FATTN, we need to optimize both the disentanglers and the isometries in it. We follow the procedure in the MERA [36] to optimize disentangler which is very similar to the optimization of isometry in the TTN. First, we calculate the environment for the disentangler we want to optimize. For a Hamiltonian term, we just need to consider the disentanglers which are directly connected to it because other disentanglers can be annihilated because of Eq. (6). As show in Fig. 6, we firstly take a singular value decomposition to get a standard TTN. Then, we contract the TTN to get the environment tensor. This procedure takes a cost of $O(D^4)$ as shown in Fig. 7. Once we obtain the environment tensor, we follow the strategy in the TTN to get the optimized disentanglers. The details can be found in Fig. 8.

The procedure to optimize isometries is similar. For a Hamiltonian term, we only need to consider the disentanglers which are directly connected to it. We contract the Hamiltonian term and the connected disentanglers to get an effective Hamiltonian term in same spirit of ATTN [44]. We then decompose the partial contracted FATTN into a sum of a series of standard TTN as shown in the Fig. 9. After this, we can follow the procedure in the TTN to optimize the isometries in the FATTN.

Overall, for an arbitrary Hamiltonian term, we decompose the relevant disentanglers (for a two-site operator,
FIG. 9: Similar as in Fig. 6 in the optimization of isometry, FATTN can be reduced to a TTN like structure with an SVD. Here we only show the disentanglers which are connected with the considered Hamiltonian term.

there are two disentanglers need to be considered in the worst case which causes a factor in the computational cost of $d^4$. Then, FATTN becomes a standard TTN. So the overall computational complexity is $O(D^4d^4)$.

V. BENCHMARK RESULTS

To show the accuracy of the FATTN, we calculate the ground state energy of the transverse Ising model [48] with the Hamiltonian

$$H_{\text{Ising}} = -\sum_{\langle i,j \rangle} \sigma^x_i \sigma^x_j - \lambda \sum_i \sigma^z_i \quad (10)$$

where $\sigma_x$ and $\sigma_z$ are Pauli matrices and $\lambda$ is the strength of the transverse magnetic field. We consider a $8 \times 8$ lattice with periodic boundary conditions where highly accurate numerical results for energy are available for benchmark [23]. We focus on $\lambda = 3.05$ close to the critical point which is the hard region of this model.

In Fig. 10 we show the relative error of the ground state energy per site for different tensor network states ansatzes of the transverse Ising model near the critical point ($\lambda = 3.05$) for a $8 \times 8$ lattice. FATTN gives the lowest energy with fixed $D$. The error with FATTN is reduced by one (a half) order of magnitude over TTN (ATTN) for all bond dimensions.

The results away from the critical point are shown in Fig. 11. We can see a similar improvement of FATTN over TTN and ATTN for $\lambda = 2$ and 4.

VI. INTERPOLATION BETWEEN TTN AND MERA

In the above section, we only place disentanglers at the physical layer of TTN. But this is not the only scheme to augment a TTN. We can place disentanglers at any layer or even at multiple layers of the TTN. The key issue is to keep the computational complexity affordable.

A. Single-layer FATTN

The bond dimension of the disentangler depends on its position in the TTN which determines the upper bound on the entanglement entropy the FATTN can capture. If disentanglers are placed at the physical (first) layer of TTN, the bond dimension of disentangler is $d$ ($d = 2$ for spin 1/2 system) and the entropy the FATTN can mostly encode is $S = L \log(d^2)$.

If we put disentanglers in higher layer, the bond dimension of disentangler is larger than $d$ (to maintain a low cost, we also need to ensure no couple of disentanglers share the same site). But a balance between the bond dimension of disentangler and the maximum number of disentanglers can be placed needs to be reached to provide the maximum entanglement entropy in FATTN.
As shown in Fig. 13, we can only place $8^2/4$ disentanglers in the second layer of the TTN, but the bond dimension of the disentangler becomes $d^2$. So the entanglement entropy can be encoded when placing disentanglers in the second layer is the same as the first layer case.

However, when placing disentanglers in higher layers, we find that the entanglement entropy is limited by the red line cuts shown in Fig. 13 or Fig. 5. The entanglement entropy can provide is $S = L/4 \log(D)$ if $D < d^8$ (for $D > d^8$, the entanglement entropy the FATTN can provide is still $L \log(d^2)$).

In TABLE 1, we list the computational complexity for different types of single-layer FATTN.

### B. Multi-layer FATTN

We can also place disentanglers on multiple layers of the TTN. It is easily to show that the FATTN is actually a 2D MERA if disentanglers are placed on every layer of the TTN.

2D MERA can provide an area-law entanglement entropy proportional to $L \log(D)$. But it is highly costly with a computational complexity $O(D^{16})$ which limits the bond dimension can be reached.

To make a balance between cost and entanglement entropy captured in the wave-function ansatz, we can interpolate between single layer FATTN and MERA by placing disentanglers on a relatively small number of layers of the TTN. As an example, we place disentanglers in both the first and second layer of TTN according to Fig. 5 and Fig. 13. The computational complexity are shown in Table. 1.

### C. Results for the single-layer FATTN and multi-layer FATTN

In Fig. 10, we show the comparison of the relative error of the ground state energy for different tensor network ansatzes. The system is a $8 \times 8$ transverse Ising
paper, we propose a new tensor network state ansatz FATTN by releasing the unnecessary constraint

\[
\text{TABLE I: The computational complexity for FATTN with different ways to augment the TTN with disentanglers. The results for ATTN are also listed for comparison.}
\]

|           | Computational Complexity |
|-----------|--------------------------|
| 1st layer | \(O(D^4d^4)\)           |
| 2nd layer | \(O(D^4d^6)\)           |
| 3rd layer | \(O(D^4d^{16})\)        |
| 1st & 2nd layer | \(O(D^4d^{20})\)        |
| ATTN      | \(O(D^4d^2)\)           |
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The result of 2nd layer FATTN is comparable with 1st layer FATTN, but the 2nd layer FATTN has a higher cost. When placing disentanglers on both the first and second layer, a tiny improvement can be achieved. From Fig. 10 we can find that the best strategy for FATTN is to place the disentanglers at the physical layer according to Fig. 5.

**VII. CONCLUSIONS**

In this work, we propose a new tensor network state ansatz FATTN by releasing the unnecessary constraint in ATTN. FATTN can provide an area law like entanglement entropy scaling as \(L \log(d^2)\) for most of the cuts (with a large bond dimension \(D\) on a finite lattice) with a low computational cost \(O(D^4d^4)\) if the disentanglers are placed on the physical layer. The benchmark results on 2D transverse Ising model near critical point show a large improvement over TTN (nearly one order of magnitude) and ATTN (nearly a half order of magnitude) on the ground state energy. FATTN can be viewed as an interpolation between TTN and MERA to reach a balance between the computational cost and entanglement entropy captured in the wave-function ansatz. Thus, we anticipate FATTN will be an efficient practical numerical tool in the future simulation of two dimensional quantum many-body systems on a finite lattice.
In this section, we give a detailed analysis on the entanglement entropy of FATTN. In the main text, we show that the entanglement entropy along the colored dash line in the Fig. 5 is $L \log(d^2)$. And the requirements for the bond-dimension to encode the entropy of $L \log(k)$ along the colored boundaries are:

$$
D_b = d \left( \frac{k}{d^2} \right)^6
$$

$$
D_r = d \left( \frac{k}{d^2} \right)^4
$$

Now, we will show that if these conditions are satisfied, the requirements for most of the other cuts will be also satisfied.

We firstly consider a $8 \times 8$ lattice. For the black area shown in the upper panel of Fig. 14 where we do not place any disentangler. The boundary length of the cut is 20. So in order to encode an entropy of $\log(k^{20})$ the
bond-dimension \( D \) to encode the entanglement-entropic area law of \( L \log(d^2) \).

For the bipartition shown in the down panel of Fig. 14, the requirement for bond-dimension is:

\[
k^{16} = D^2 d^{16} \Rightarrow D = d^8 \left( \frac{k}{d^2} \right)^8
\]

We still need \( k \leq d^2 \) if we want to use a small bond-dimension \( D \) to encode the entanglement-entropic area law of \( L \log(d^2) \). For other cuts whose boundary is smaller or there are disentanglers across them, the requirement is also satisfied. So, the FATTN can efficiently encode an entanglement-entropic area law of \( L \log(d^2) \) for a \( 8 \times 8 \) lattice.

We can iteratively use the strategies for \( 8 \times 8 \) lattice shown in Fig. 4 to analyze larger lattices. In Fig. 13, we take a \( 16 \times 8 \) lattice as an example. For a general finite system, the requirement for bond-dimension of an area law as \( L \log(k) \) is

\[
k^L = D^{L/c} d^L d^{pL} \Rightarrow D = d^{c(1-p)(k/d^2)^c}
\]

where \( pL(p \in [0, 1]) \) is the number of disentanglers across the cut and \( c \) is a cut dependent constant. Because we place disentanglers across the cuts where \( c \) is large, which means \( p \) is close to 1 if \( c \) is large. So for most of the cuts \( c(1-p) \) is relatively small which means for these cut the captured entanglement entropy scales \( L \log(d^2) \). We can also increase the dimension of the relevant bonds for these cuts with large \( c(1-p) \) but maintain a relatively small \( D \) for other bonds.

---

FIG. 14: Two cuts for a \( 8 \times 8 \) lattice which is not discussed in the main text. There is no disentangler across these cuts in FATTN.

requirement for bond-dimension is:

\[
k^{20} = D^4 d^{20} \Rightarrow D = d^8 \left( \frac{k}{d^2} \right)^5
\]

So once again, we need \( k \leq d^2 \) if we want to use a small bond-dimension \( D \) to encode the entanglement-entropic area law of \( L \log(d^2) \).

For the bipartition shown in the down panel of Fig. 14, the requirement for bond-dimension is:

\[
k^{16} = D^2 d^{16} \Rightarrow D = d^8 \left( \frac{k}{d^2} \right)^8
\]

We still need \( k \leq d^2 \) if we want to use a small bond-dimension \( D \) to encode the entanglement-entropic area law of \( L \log(d^2) \). For other cuts whose boundary is smaller or there are disentanglers across them, the requirement is also satisfied. So, the FATTN can efficiently encode an entanglement-entropic area law of \( L \log(d^2) \) for a \( 8 \times 8 \) lattice.

We can iteratively use the strategies for \( 8 \times 8 \) lattice shown in Fig. 4 to analyze larger lattices. In Fig. 13, we take a \( 16 \times 8 \) lattice as an example. For a general finite system, the requirement for bond-dimension of an area law as \( L \log(k) \) is

\[
k^L = D^{L/c} d^L d^{pL} \Rightarrow D = d^{c(1-p)(k/d^2)^c}
\]

where \( pL(p \in [0, 1]) \) is the number of disentanglers across the cut and \( c \) is a cut dependent constant. Because we place disentanglers across the cuts where \( c \) is large, which means \( p \) is close to 1 if \( c \) is large. So for most of the cuts \( c(1-p) \) is relatively small which means for these cut the captured entanglement entropy scales \( L \log(d^2) \). We can also increase the dimension of the relevant bonds for these cuts with large \( c(1-p) \) but maintain a relatively small \( D \) for other bonds.

---

FIG. 15: The way to place disentanglers of FATTN on a \( 8 \times 16 \) lattice following the strategy in \( 8 \times 8 \) lattice in Fig. 4. This strategy can be repeated for the placement of disentanglers in FATTN for larger systems.