Parton distribution functions beyond leading twist from lattice QCD:
The $h_L(x)$ case

Shohini Bhattacharya,1 Krzysztof Cichy,2 Martha Constantinou,1 Andreas Metz,1 Aurora Scapellato,1 and Fernanda Steffens3

1Department of Physics, Temple University, Philadelphia, PA 19122 - 1801, USA
2Faculty of Physics, Adam Mickiewicz University, ul. Uniwersytetu Poznańskiego 2, 61-614 Poznań, Poland
3Institut für Strahlen- und Kernphysik, Rheinische Friedrich-Wilhelms-Universität Bonn, Nussallee 14-16, 53115 Bonn

We report the first-ever calculation of the isovector flavor combination of the chiral-odd twist-3 parton distribution $h_L(x)$ for the proton from lattice QCD. We employ gauge configurations with two degenerate light, a strange and a charm quark ($N_f = 2 + 1 + 1$) of maximally twisted mass fermions with a clover improvement. The lattice has a spatial extent of 3 fm and lattice spacing of 0.093 fm. The values of the quark masses lead to a pion mass of 260 MeV. We use a source-sink time separation of 1.12 fm to control contamination from excited states. Our calculation is based on the quasi-distribution approach, with three values for the proton momentum: 0.83 GeV, 1.25 GeV, and 1.67 GeV. The lattice data are renormalized non-perturbatively using the RI’ scheme, and the final result for $h_L(x)$ is presented in the $\overline{\text{MS}}$ scheme at the scale of 2 GeV. Furthermore, we compute in the same setup the transversity distribution, $h_1(x)$, which allows us, in particular, to compare $h_L(x)$ to its Wandzura-Wilczek approximation. We also combine results for the isovector and isoscalar flavor combinations to disentangle the individual quark contributions for $h_1(x)$ and $h_L(x)$, and address the Wandzura-Wilczek approximation in that case as well.

I. INTRODUCTION

Parton distribution functions (PDFs) are the most important quantities characterizing the structure of strongly interacting systems such as the nucleon in terms of quarks and gluons, the elementary degrees of freedom of quantum chromodynamics (QCD) [1]. QCD factorization theorems allow one to extract (the non-perturbative) PDFs from cross section measurements for high-energy processes [2, 3]. An important property of PDFs is their twist, which specifies the order in $1/Q^2$ at which they enter a factorization formula for a given observable, where $Q$ indicates the large scale of the process [4]. The leading-order PDFs, also denoted as twist-2 PDFs, can be considered probability densities for finding a parton with momentum fraction $x$ inside a hadron. Twist-2 PDFs have been studied for decades, and in the meantime the community has gathered a wealth of information about those quantities. In contrast, twist-3 PDFs are presently poorly known. At the same time, for a number of reasons they are important too. First, they are typically as large as twist-2 PDFs. Second, they contain information about quark-gluon correlations inside a hadron, three (collinear) twist-3 quark PDFs can be identified, which are defined through quark-antiquark matrix elements: $g_T(x), e(x), h_L(x)$ [20]. The PDF $g_T(x)$ can be measured through the aforementioned DIS structure function $g_1^F$; see Refs. [14] for recent related experiments. On the other hand, since both $e(x)$ and $h_L(x)$ are chiral-odd and therefore decouple from the “simple” DIS process, there exists hardly any experimental information about these quantities. In fact, the function $h_L(x)$, on which we concentrate in the present work and which, for instance, could be measured through the double-polarized Drell-Yan process [12, 13] or single-inclusive particle production in proton-proton collisions [17], has never been addressed in an experiment. Also model calculations for $h_L(x)$ of the nucleon are sparse [18]. Generally, it is fair to say that $h_L(x)$ is the most elusive of the three twist-3 PDFs.

For a spin-$\frac{1}{2}$ hadron, three (collinear) twist-3 quark PDFs can be identified, which are defined through quark-antiquark matrix elements: $g_T(x), e(x), h_L(x)$ [20]. The PDF $g_T(x)$ can be measured through the aforementioned DIS structure function $g_1^F$; see Refs. [14] for recent related experiments. On the other hand, since both $e(x)$ and $h_L(x)$ are chiral-odd and therefore decouple from the “simple” DIS process, there exists hardly any experimental information about these quantities. In fact, the function $h_L(x)$, on which we concentrate in the present work and which, for instance, could be measured through the double-polarized Drell-Yan process [12, 13] or single-inclusive particle production in proton-proton collisions [17], has never been addressed in an experiment. Also model calculations for $h_L(x)$ of the nucleon are sparse [18]. Generally, it is fair to say that $h_L(x)$ is the most elusive of the three twist-3 PDFs.

Here we present the first-ever lattice-QCD calculation of the isovector flavor combination $h_L^{u-d}(x)$ for the proton, which represents an extension of our previous study of $y_T^{u-d}(x)$ [20]. To this end, we employ the so-called quasi-PDF approach suggested by X. Ji [21, 22]. While standard (light-cone) PDFs are given by light-cone correlation functions, quasi-PDFs and related quantities [23, 24] are defined through spatial correlation functions accessible in lattice QCD. Recent years have seen a surge of studies of (spatial) Euclidean correlators which provide access to the $x$-dependent parton structure of hadrons; see, e.g., Refs. [26–60] and the recent reviews in Refs. [67, 69]. Because quasi-PDFs and
light-cone PDFs share the same infrared (non-perturbative) physics [21, 22, 70], they can be related via a matching procedure in perturbative QCD [21, 24, 71–81]. In the present work we will use the one-loop matching result derived in Ref. [78].

The paper is organized as follows: In Sec. [II] we present some details of the lattice setup and show our results for the relevant matrix elements in position space. In Sec. [III] we discuss the key ingredients that are needed for the renormalization of the lattice data, while Sec. [IV] contains information on how we obtain the x-dependent results. In Sec. [V] we recall the matching kernel in the MS scheme from Ref. [78] and transform that kernel to the so-called modified MS (MMS) scheme [46]. A scheme change of this type is needed in order to avoid a divergence in the light-cone PDF. We also highlight and discuss a specific term in the matching kernel which has its origin in singular zero-mode contributions in the twist-3 light-cone and quasi-PDFs. Generally, such contributions proportional to $\delta(x)$ can arise in model-independent analyses and in model calculations of twist-3 PDFs [77, 78, 82–89]. We present the main numerical results for the light-cone PDF $h_{L}(x)$ in Sec. [VI] This includes a discussion of the numerical impact of the zero-mode term in the matching kernel and, in particular, a study of the so-called Wandzura-Wilczek approximation for $h_{L}(x)$ [18, 90]. In this approximation, $h_{L}(x)$ is entirely determined through the twist-2 transversity PDF $h_{1}(x)$ [21], which we have computed as well in the same lattice setup. In Sec. [VII] we discuss the individual quark contributions by combining the isovector $(u - d)$ and isoscalar $(u + d)$ flavor combinations. We summarize the findings of our work in Sec. [VIII].

II. LATTICE SETUP

We use one $N_{f} = 2 + 1 + 1$ ensemble of two dynamical degenerate light quarks, reproducing a pion mass of 260 MeV and a dynamical strange and charm quark with masses near to the physical ones. The gauge configurations were generated by the ETM collaboration (ETMC) [92], using the Iwasaki improved gauge action [93] and Wilson fermions at maximal twist with clover improvement [94]. The clover parameter is denoted by $c_{SW}$. The lattice spacing is $a \approx 0.093$ fm and the lattice volume is $32^{3} \times 64$ ($L \approx 3$ fm). The parameters of the ensemble are given in Table I.

| Name       | $\beta$ | $N_{f}$ | $L^3 \times L_T$ | $a$ [fm] | $M_{q}$ | $m_{q}L$ |
|------------|---------|---------|------------------|----------|---------|---------|
| cA211.32   | 1.726   | u, d, s, c | $32^{3} \times 64$ | 0.093 | 260 MeV | 4       |

TABLE I: Parameters of the ensemble used in this work: $\beta$ is the bare coupling and $L, L_T$ are the size of the lattice along the spatial and temporal directions.

The proton isovector $h_{L}(x)$ distributions are extracted through the quasi-PDF formalism, that involves the calculation of the following non-local matrix elements:

$$M_{h_{L}}(z, P) = \langle P | \bar{\psi}(0, \bar{0}) \sigma_{jk} \gamma_{3} W(0, \bar{z}) \psi(0, z) | P \rangle,$$

where $| P \rangle$ denotes a proton state with four-momentum $P = (iE, 0, 0, P_{3})$ and $W$ is a straight Wilson line in the direction of the boost. The fermion fields, $\psi$ and $\bar{\psi}$, are here a doublet of up and down quarks separated by a space-like distance, and $\gamma_{3}$ is the third Pauli matrix, selecting the isovector combination $u - d$. Unlike the twist-2 transversity PDF, the twist-3 distribution $h_{L}(x)$ is extracted from a tensor structure whose indices are perpendicular to the boost direction. In this work, we always set the nucleon momentum to be along the $+z$-direction and therefore $\sigma_{ij}$ in the operator is taken to be $\sigma_{12}$. In fact, the desired matrix element for the proton ground state, $F_{h_{L}}(z, P_{3})$, can be obtained through the following continuum decomposition in the Euclidean space:

$$F_{h_{L}}(z, P_{3}) = -i \epsilon_{ij30} \frac{E}{m} M_{h_{L}}(z, P_{3}),$$

where $m$ is the proton mass, $E = \sqrt{m^{2} + P_{3}^{2}}$ is the energy of the state with momentum boost $P_{3}$. Also, the indices $i$ and $j$ are in the transverse spatial plane ($i, j = 1, 2$).

The details of the lattice calculation follow those of Ref. [20], where the first investigation of the twist-3 $g_{T}(x)$ distribution is presented. The nucleon interpolating fields are defined using the momentum smearing technique [95], which has been proven to be very advantageous in reducing the exponential increase of the gauge noise as the energy of the particle increases. The momentum smearing is performed on APE-smeared [96] gauge links. To the Wilson line in the insertion operator we instead apply stout smearing [97], which helps in reducing statistical uncertainties in gluonic [98, 99] and non-local matrix elements [50]. The matrix elements of Eq. (1) are accessed through computation.
of proton two-point functions and three-point functions, whose connected part is schematically represented in Fig. 1.

This diagram requires the evaluation of an all-to-all propagator (from the spatial positions of the final proton state to the insertion points of the non-local operator), that is computed using the sequential method with the fixed sink approach. The time-slice of the sink is set to $T_{\text{sink}} = 12a \simeq 1.12$ fm, a value at which excited-states contaminations are assumed to be sufficiently suppressed within the achieved statistical uncertainties and range of proton boosts considered in this work; see Ref. [46] for a detailed study of excited-states effects on PDF matrix elements. The ground state matrix element is then extracted by seeking for the region where the ratios between the three-point functions and the two-point functions are independent of the insertion time of the operator (plateau method).

To investigate the momentum dependence on $h_L(x)$, we perform the lattice calculation using three values of the nucleon boost, namely $P_3 = 4\pi/L$, $6\pi/L$ and $8\pi/L$, corresponding in physical units to 0.83, 1.25 and 1.67 GeV. For each momentum, separate inversions of the Dirac operator have to be carried out, because the quark propagators depend on the $P_3$ value, which enters both in the momentum smearing phase and in the construction of the sequential source. To keep the statistical uncertainties under control, we perform a different number of measurements, reported in Table II where it can be seen that around 60 times larger statistics has been employed at $P_3 = 1.67$ GeV compared to the statistics at the lowest boost, $P_3 = 0.83$ GeV.

| $P_3$ [GeV] | $N_{\text{conf}}$ | $N_{\text{meas}}$ |
|-------------|-----------------|-----------------|
| 2           | 194             | 1552            |
| 3           | 731             | 23392           |
| 4           | 1644            | 105216          |

TABLE II: Statistics used in this work, at $T_{\text{sink}} = 1.12$ fm. We report the nucleon momentum in lattice and in physical units, the number of analyzed configurations, $N_{\text{conf}}$, and the total number of measurements $N_{\text{meas}}$.

The resulting matrix elements $F_{h_L}$ as a function of the Wilson line length $z/a$ are shown in Fig. 2. We find that with increasing momentum, the real part of the matrix elements decay faster and convergence for all $z$-values is obtained at the two largest boosts.
III. NON-PERTURBATIVE RENORMALIZATION

The matrix elements of Eq. (1) are renormalized non-perturbatively, following the procedure developed and implemented in Refs. [31, 100]. We calculate the vertex function $G_{h_L}(p, z)$ of the tensor non-local operator within quark states, that is $\psi_u \sigma_{12} W(z) \psi_d$, where $\psi_u$ ($\psi_d$) is the up-quark (down-quark) field. The vertex functions with momentum $p$ are amputated using the up-quark and down-quark propagator in momentum space, that is,

$$V_{h_L}(p, z) = (S_u(p))^{-1} G_{h_L}(p, z) (S_d(p))^{-1}.$$  \hfill (3)

The amputated vertex function is matched with its tree-level value in an RI’-type scheme [101], where the vertex momentum is set equal to the renormalization scale. The appropriate condition for the renormalization functions, $Z_{h_L}$, is

$$Z^{-1}_q Z_{h_L}(z) \frac{1}{12} \text{Tr} \left[ V_{h_L}(p, z) \left( V_{h_L}^{\text{Born}}(p, z) \right)^{-1} \right] \bigg|_{p^2 = \mu_0^2} = 1,$$  \hfill (4)

where the quark field renormalization, $Z_q$, is given by

$$Z_q \frac{1}{12} \text{Tr} \left[ (S(p))^{-1} S^{\text{Born}}(p) \right] \bigg|_{p^2 = \mu_0^2}.$$  \hfill (5)

Eq. (4) is a generalization of the condition used for local operators; here it is applied at each value of $z$ separately. $V(p, z)$ ($S(p)$) is the amputated vertex function of the operator (fermion propagator) and $V^{\text{Born}}(S^{\text{Born}}(p))$ is its tree-level value.

We calculate $Z_{h_L}$ using five ensembles with all quarks degenerate ($N_f = 4$) and at different values of the pion mass. The relevant parameters are given in Table III. Gauge configurations with all quark flavors degenerate is necessary for the calculation of the renormalization functions. This is because RI-type schemes are mass-independent schemes and a chiral extrapolation is needed. Therefore, the $N_f = 2 + 1 + 1$ ensemble used to extract the proton matrix elements cannot be used for $Z_{h_L}$, as the strange and charm quarks are fixed to their physical value. For the $N_f = 4$ ensembles to produce the appropriate value of $Z_{h_L}$, they have the same lattice formulations and with the same lattice spacing as the $N_f = 2 + 1 + 1$ ensemble used for the extraction of $h_L(x)$, which is the case for the ones we use here.

| $\beta$ | $c_{SW}$ | $a$ |
|---|---|---|
| 1.726 | 1.74 | 0.093 fm |
| $24^4 \times 48$ | $a \mu = 0.0060$ | $m_\pi = 357.84$ MeV |
| $24^4 \times 48$ | $a \mu = 0.0080$ | $m_\pi = 408.11$ MeV |
| $24^4 \times 48$ | $a \mu = 0.0100$ | $m_\pi = 453.48$ MeV |
| $24^4 \times 48$ | $a \mu = 0.0115$ | $m_\pi = 488.41$ MeV |
| $24^4 \times 48$ | $a \mu = 0.0130$ | $m_\pi = 518.02$ MeV |

**TABLE III:** Parameters of the $N_f = 4$ ensembles used for the calculation of the renormalization function $Z_{h_L}$.

The scale $\mu_0$ of Eq. (1) (RI’ renormalization scale) is chosen so that it has reduced discretization effects; see, e.g., Ref. [102]). We choose several values, and the corresponding estimates of $Z_{h_L}$ in the MS scheme are fitted to eliminate residual $(a \mu_0)^2$ dependence. In particular, we choose the momentum of the vertex function to have the same spatial components, $p = (p_0, p_1, p_1, p_1)$, leading to suppresses Lorentz non-invariant contributions [103]. In practice, the ratio $p^2_{\perp} / p^2_{\parallel}$ is less than 0.35 to control unwanted discretization effects. We use 17 different values of $\mu_0$ within $(a \mu_0)^2 \in [0.7, 2.6]$, and apply a chiral extrapolation of the form

$$Z_{h_L}^{\text{RI}}(z, \mu_0, m_\pi) = Z_{h_L,0}^{\text{RI}}(z, \mu_0) + m_\pi^2 Z_{\mu_0,1}^{\text{RI}}(z, \mu_0).$$  \hfill (6)

The fit is used for every value of $\mu_0$ to eliminate any pion mass dependence. We find that the mass dependence is negligible for $z \leq 5 a$, and very small for the remaining $z$ values used in our analysis for the reconstruction of the $x$-dependence of $h_L$. The desirable mass-independent estimate, $Z_{h_L,0}^{\text{RI}}(z, \mu_0)$, is then converted to the MS scheme and evolved to $\mu = 2$ GeV using the results of Ref. [100]. Since the perturbative expressions are only known to the one-loop
level, and due to present discretization effects, we extrapolate \((a\bar{\mu}_0)^2 \to 0\) using a linear fit and data, which gives the final estimates \(Z_{h_{L,0}}^{\text{MS}}(z, 2 \text{ GeV})\).

For the renormalization of the matrix elements of non-local operators we use a modified \(\overline{\text{MS}}\) scheme (M\(\overline{\text{MS}}\)). This scheme was developed in Ref. [46] as the matching in the \(\overline{\text{MS}}\) scheme does not preserve the norm of the light-cone PDFs and can even lead to a divergence in those quantities. To bring the renormalization function to the M\(\overline{\text{MS}}\) scheme, one needs an additional conversion factor, that is,

\[
Z_{h_{L,0}}^{\text{M\(\overline{\text{MS}}\)}}(z, \bar{\mu}) = Z_{h_{L,0}}^{\text{MS}}(z, \bar{\mu}) C_{\text{M\(\overline{\text{MS}}\)}, \text{MS}}^{\text{MS}}.
\]  

(7)

We computed this additional finite factor in this work (see Sec. V), and the result in momentum space can be found in Eq. (18). In position space we find

\[
C_{\text{M\(\overline{\text{MS}}\)}, \text{MS}}^{\text{MS}, h_{L,0}}(z, \bar{\mu}) = 1 + \frac{\alpha_s C_F}{2\pi} e^{iz\mu_F} \left(-2 \ln \left(\frac{1}{4}\right)\right)
\]

\[+ \frac{\alpha_s C_F}{2\pi} \left(-2 \text{Ci}(z\mu_F) + 2 \ln(z\mu_F) - 2 \ln(|z\mu_F|)\right)
\]

\[+ \frac{\alpha_s C_F}{2\pi} \left(i\pi \frac{|z\mu_F|}{2z\mu_F} - \text{Ci}(z\mu_F) + \ln(z\mu_F) - \ln(|z\mu_F|) - i\text{Si}(z\mu_F)\right)
\]

\[+ \frac{\alpha_s C_F}{2\pi} \left(-e^{iz\mu_F}\right) \left(2\text{Ei}(-iz\mu_F) - \ln(-iz\mu_F) + \ln(iz\mu_F) + i\pi \text{Sign}(z\mu_F)\right),
\]  

(8)

where \(\mu_F\) is the factorization scale chosen to 2 GeV. In Eq. [8], \text{Ci, Si and Ei} are the special functions cosine integral, sine integral and exponential integral, respectively. Also, \text{Sign} is the sign function. After multiplying with the above conversion factor we extract \(Z_{h_{L,0}}^{\text{M\(\overline{\text{MS}}\)}}(z, 2 \text{ GeV})\), which is shown in Fig. [3].

![Fig. 3](image)

**FIG. 3:** Renormalization function \(Z_{h_{L,0}}^{\text{M\(\overline{\text{MS}}\)}}(z, 2 \text{ GeV})\) after the chiral extrapolation, the conversion to the M\(\overline{\text{MS}}\) scheme, evolution to 2 GeV, and the extrapolation \((a\bar{\mu}_0)^2 \to 0\).

\(Z_{h_{L,0}}^{\text{M\(\overline{\text{MS}}\)}}(z, 2 \text{ GeV})\) is applied multiplicatively on the bare matrix elements of Eq. (1), and the resulting matrix element is shown in Fig. [4].

IV. RECONSTRUCTION OF THE \(x\)-DEPENDENCE

The renormalized matrix elements of Fig. [4] are used to extract the \(x\)-dependence of the quasi-distribution, \(\tilde{h}_L(x, P_3)\), by performing a Fourier transform. Such a reconstruction procedure is subject to an inverse problem, since one is attempting to obtain a continuous distribution from a finite and truncated set of lattice data, see Ref. [40] for a detailed discussion of the issue and the proposed solutions. One of the latter, that we utilize in this work, is the Backus-Gilbert method [104] with Tikhonov regularization [105]. This approach does not introduce any modeling for
the quasi-PDFs and contains only three free parameters: the regularization parameter $\rho$ related to the resolution of the method, the maximum value of $x$ for which the quasi-distribution is taken to be nonzero, called $x_c$ here, and the maximal length $z_{\text{max}}/a$ included in the reconstruction procedure. For a detailed description of our implementation of the Backus-Gilbert method for quasi-PDFs we refer to Ref. [56]. The results presented below are obtained using $\rho = 10^{-3}$, which leads to a reasonable resolution avoiding bias in the final distributions, and $|x_c| = 2$. The latter is justifiable by the fact that quasi-PDFs are not bound to vanish beyond the canonical support $x \in [-1, 1]$ and, therefore, the reconstruction of such distributions needs to be extended outside of this interval. We also find that other choices of the $\rho$-parameter down to $10^{-5}$, as well as different values of $x_c > 1$, do not lead to any significant difference in the final PDFs, and they are not taken into account in the uncertainty budget. Instead, more important is the amount of input data that is used in the reconstruction process, because the matrix elements do not decay to zero fast enough within the attained separations (see Fig. 4) and, in most cases, they do not remain compatible with zero as the length of the Wilson line increases. Our criterion is to include lattice data up to the value $z_{\text{max}}/a$ at which the real or the imaginary part is compatible with zero. While it is possible to meet this condition for $P_3 = 1.25$, 1.67 GeV, we note that at the lowest boost no such value can be found. In practice, to compute $\tilde{h}_L(x, P_3)$, we use matrix elements up to $z_{\text{max}} = \{13, 12, 10\}a$ for $P_3 = 0.83, 1.25$ and 1.67 GeV, respectively. Moreover, we estimate the systematic uncertainty from this choice of the cutoff by varying $z_{\text{max}}$ up to three lattice units,

$$\Delta_{\text{syst.}}(x, P_3) = \frac{|\tilde{h}_L(x, P_3)z_{\text{max}} + 3 - \tilde{h}_L(x, P_3)z_{\text{max}} - 3|}{2},$$

and analogously for the matched distributions $h_L(x)$. Finally, we estimate the total error by summing in quadrature $\Delta_{\text{syst.}}(x, P_3)$ and the statistical uncertainty. The error bands of all numerical results below include this combined uncertainty.

V. MATCHING TO THE LIGHT-CONE PDF $h_L(x)$

A perturbative matching procedure relates the quasi-PDFs to the light-cone PDFs of interest. While the matching has been discussed in quite some detail for twist-2 PDFs [21, 24, 71–75], only recently the twist-3 case was considered for the first time [20, 77, 78, 81]. Here we take as starting point the MS matching result obtained in Ref. [78], according to which the quasi-PDF and light-cone PDF are connected via

$$h_L(x, \mu) = \int_{-\infty}^{\infty} \frac{d\xi}{|\xi|} C_{\text{MS}}(\xi, \mu^2 / P_3^2) \tilde{h}_L\left(\frac{x}{\xi} / \mu, P_3\right),$$

where $C$ is the perturbatively calculable matching coefficient, and $P_3 = (x/\xi)P_3$ the quark momentum. In Ref. [81] it was shown in the context of $g_T(x)$ that, generally, for twist-3 PDFs the matching formula actually has a more complicated structure than the one in Eq. (10). In particular, our matching does not take into account quark-gluon-quark correlations. Nevertheless, for several reasons we believe that, at present, our approach is justified. First, a matching formula along the lines discussed in Ref. [81] is currently not available for $h_L(x)$. Second, the results in
Ref. [71] indicate that still an approximation will be needed to extract the light-cone $h_L(x)$ with a complete one-loop matching formula. Third, our previous numerical results for $g_T(x)$ [20], and the results for $h_L(x)$ discussed in the present work, already look encouraging.

The matching coefficient for $h_L(x)$ extracted in Ref. [75] takes the form

$$C_{\text{MS}}(\xi, \frac{\mu^2}{p_3^2}) = \delta(1 - \xi) + C_{\text{MS}}^{(s)}(\xi, \frac{\mu^2}{p_3^2}) + C_{\text{MS}}^{(c)}(\xi, \frac{\mu^2}{p_3^2}),$$

where the first term represents the (trivial) leading-order contribution, while the second and third terms are the one-loop results for which we distinguish between a (singular) term caused by a zero-mode contribution and a canonical term. The singular term, which has no counterpart at twist-2, is given by

$$C_{\text{MS}}^{(s)}(\xi, \frac{\mu^2}{p_3^2}) = \frac{\alpha_s C_F}{2\pi} \begin{cases} \frac{-1}{\xi} & \xi > 1 \\ \delta(\xi) \left( \ln \frac{4\mu_0^2}{\mu^2} + 1 \right) - R_0(|\xi|) & -1 < \xi < 1 \\ \frac{1}{\xi} & \xi < -1. \end{cases}$$

In this equation, $R_0(|\xi|)$ is a plus-function at $\xi = 0$, defined as

$$R_0(|\xi|) \equiv \left[ \frac{1}{|\xi|} \right]_{+|0} = \theta(|\xi|) \theta(1 - |\xi|) \lim_{\beta \to 0} \left[ \frac{\theta(|\xi| - \beta)}{|\xi|} + \delta(|\xi| - \beta) \ln \beta \right],$$

while the canonical term reads

$$C_{\text{MS}}^{(c)}(\xi, \frac{\mu^2}{p_3^2}) = \frac{\alpha_s C_F}{2\pi} \begin{cases} \left[ \frac{2}{1 - \xi} \ln \frac{\xi}{1 - \xi} + \frac{1}{1 - \xi} + \frac{1}{\xi} \right]_+ - \frac{1}{\xi} & \xi > 1 \\ \left[ \frac{2}{1 - \xi} \ln \frac{4(1 - \xi)p_3^2}{\mu^2} + 2(1 - \xi) - \frac{1}{1 - \xi} \right]_+ & 0 < \xi < 1 \\ \left[ \frac{2}{1 - \xi} \ln \frac{\xi - 1}{\xi} - \frac{1}{1 - \xi} + \frac{1}{1 - \xi} \right]_+ - \frac{1}{1 - \xi} & \xi < 0 \end{cases} + \frac{\alpha_s C_F}{2\pi} \delta(1 - \xi) \left( 1 + \ln \frac{\mu^2}{4p_3^2} \right),$$

where the plus-prescription $[...]_+$ for the canonical terms have been defined at $\xi = 1$.

The problem of matching in the \MS scheme is that it leads to a divergent norm for the resulting light-cone PDF. To overcome this issue, we employ the so-called modified \MS (M\MS) scheme, in which we perform an extra subtraction of terms in the regions $\xi > 1$ and $\xi < 0$ which give rise to (logarithmic) divergences [46]. Similar to Eq. (11), the structure for the one-loop matching coefficient in the M\MS scheme is

$$C_{\text{MMS}}(\xi, \frac{\mu^2}{p_3^2}) = \delta(1 - \xi) + C_{\text{MMS}}^{(s)}(\xi, \frac{\mu^2}{p_3^2}) + C_{\text{MMS}}^{(c)}(\xi, \frac{\mu^2}{p_3^2}),$$

where the individual terms are

$$C_{\text{MMS}}^{(s)}(\xi, \frac{\mu^2}{p_3^2}) = \frac{\alpha_s C_F}{2\pi} \begin{cases} \delta(1 - \xi) \left( \frac{1}{2} - \frac{1}{2} \ln \frac{\mu^2}{4p_3^2} \right) & \xi > 1 \\ \delta(\xi) \left( \ln \frac{4\mu_0^2}{\mu^2} + 1 \right) - R_0(|\xi|) & -1 < \xi < 1 \\ \delta(1 + \xi) \left( \frac{1}{2} - \frac{1}{2} \ln \frac{\mu^2}{4p_3^2} \right) & \xi < -1, \end{cases}$$

$$C_{\text{MMS}}^{(c)}(\xi, \frac{\mu^2}{p_3^2}) = \frac{\alpha_s C_F}{2\pi} \begin{cases} \frac{-1}{\xi} & \xi > 1 \\ \delta(\xi) \left( \ln \frac{4\mu_0^2}{\mu^2} + 1 \right) - R_0(|\xi|) & -1 < \xi < 1 \\ \frac{1}{\xi} & \xi < -1. \end{cases}$$
and
\[
C^{(c)}_{\text{MMS}}(\xi, \mu^2/p_0^2) = \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{2}{1-\xi} \ln \frac{\xi}{\xi-1} + \frac{1}{1-\xi} + \frac{1}{\xi} & \xi > 1 \\
\frac{2}{1-\xi} \ln \frac{4(1-\xi)p_0^2}{\mu^2} + 2(1-\xi) - \frac{1}{1-\xi} & 0 < \xi < 1 \\
\frac{2}{1-\xi} \ln \frac{\xi-1}{\xi} - \frac{1}{1-\xi} + \frac{1}{\xi} & \xi < 0.
\end{array} \right.
\]

The transition from the $\overline{\text{MS}}$ scheme to the MMS scheme is given by the conversion function
\[
Z_{\text{MMS}}^{\overline{\text{MS}}} (\xi) = 1 - \frac{\alpha_s C_F}{2\pi} \left( -\frac{1}{\xi} \theta(\xi - 1) + \frac{1}{\xi} \theta(-\xi - 1) \right) + \frac{\alpha_s C_F}{2\pi} \delta(1-\xi) \left( 1 - \ln \frac{1}{4} \right) - \frac{\alpha_s C_F}{2\pi} \left( -\frac{1}{\xi} \theta(-1) - \frac{1}{1-\xi} \theta(-\xi) \right) - \frac{\alpha_s C_F}{2\pi} \delta(1-\xi) \left( 1 + \ln \frac{1}{4} \right),
\]
where the first two terms of $O(\alpha_s)$ are related to the singular contribution, and the remaining terms to the canonical contribution. The corresponding expression of the renormalization function in the position space has been given in the previous section; see Eq. (8).

By construction, the matching coefficients in Eqs. (16) and (17) each integrate to zero. This is obvious for $C^{(c)}_{\text{MMS}}$ because of the plus-functions. But one can also readily verify the same result for $C^{(s)}_{\text{MMS}}$ by combining the contributions from the three different $\xi$-regions. For the canonical term, this property guarantees that the norm of the corresponding contribution to the light-cone PDF $h_L(x)$ vanishes. If the same would apply to the singular term, the norm of the full light-cone PDF and quasi-PDF would agree with each other based on the matching formula in Eq. (10), as we expect from model-independent arguments \[89,106\]. However, the singular matching coefficient does not lead to this property. To illustrate this point, we take a simple model for the quasi-PDF, that is,
\[
\tilde{q}_{\text{mod}}(x) = \frac{c}{x^2 + b},
\]
with $b > 0$. The expression in Eq. (19), which is motivated by the large-$x$ behavior of the one-loop $\overline{\text{MS}}$ result for the quasi-PDF for the quark target, allows us to obtain an analytical result for the corresponding light-cone PDF. By just considering the term $R_0(\xi)$ of the singular matching coefficient in Eq. (16) we find
\[
q_{\text{mod}}^{R_0}(x) = \frac{2c}{\sqrt{bx}} \tan^{-1} \sqrt{b} \frac{x}{x},
\]
which is well defined for all $x$ except $x = 0$. Most importantly, the norm of this expression does not vanish. Even worse, the norm is not defined, as the function in Eq. (20) behaves like $1/|x|$ for $x \to 0$. We actually expect that the same general result holds regardless of the specific form of the quasi-PDF. Furthermore, depending on the functional form of the quasi-PDFs, the contributions proportional to $\delta(1-\xi)$ and $\delta(1+\xi)$ in Eq. (16), which emerge when transitioning to the $\text{MMS}$ scheme, can give rise to contributions to the light-cone PDFs that have an undefined norm.

We repeat that the singular matching coefficient in Eq. (16), caused by zero-mode contributions, is a new feature at twist-3. In Ref. \[18\] we have shown that, in principle, the quasi-PDF approach remains valid in the presence of such contributions. However, we find that they can cause a problem when trying to compute the norm of the resulting light-cone PDF. This point deserves further investigation which goes beyond the scope of the present work.

Instead, we explore now in detail the numerical impact of the singular matching coefficient in Eq. (16) on the $x$-dependence of the light-cone PDF $h_L(x)$. In Fig. 5 we show the matched function $h_L(x)$ at our three nucleon boosts, with three options for the singular coefficient — including the full $C^{(s)}$, excluding the $R_0(\xi)$ term and excluding $C^{(s)}$ altogether. We note that in the quark part ($x > 0$), the influence of the singular terms is smaller than the statistical errors, with positive contribution from the singular terms of increasing magnitude towards smaller $x$. In the antiquark part ($x < 0$), the contributions from the singular terms are larger and exceed statistical errors at $|x| \lesssim 0.1$. However, the numerical influence of the singular matching coefficient is overall insignificant for two reasons: this is not a precision calculation; the effect of the singular terms is basically limited to very small values of $x$, where the lattice-reconstructed distributions suffer anyway from uncontrolled higher-twist effects at the currently attained nucleon boosts.
We also test whether the behavior of the singular coefficient at large $x$ influences the numerical results, i.e. whether the cutoff of $|x_c| = 2$ plays any role for the singular parts. To this aim, we consider models of the form $\tilde{h}_L(x) = c/(x^2 + b)$, as in Eq. (19), but allowing for both signs of $b, c$. In the left plot of Fig. 6 we show examples of models...
that we considered, along with the quasi-$h_L$ function from our lattice data at the intermediate nucleon boost. We show the case where the coefficient $b = 0$. For the quark part, the positive value of $c$ is chosen such that the model matches the lattice $h_L$ function for intermediate $x \approx 0.5$, which yields $c = 0.3$ for $b = 0$. In turn, for $c < 0$, we match the model and the lattice data at $x \approx 1$, which gives $c = -0.12$. The antiquark part is very much suppressed and we only consider positive $c = 0.005$ that leads to agreement with the lattice quasi-$h_L$ function for $x \approx -0.2$. In the matching procedure, we take the lattice data for $h_L \in (-2, 2)$ and outside of this interval, a model is used. The ensuing matched distributions are shown in the right plot of Fig. 6. We observe that the contribution from the models is much smaller than our statistical uncertainties and there is very little dependence on the form of the model, which holds also for nonzero values of $b$, taken to be up to 0.2. This implies that the matched PDF is robustly determined by the available lattice data and there are no enhanced contributions from large $x$ via the $C^{(3)}$ part of the matching kernel. This strengthens our confidence in the obtained results with respect to the role of the singular part of the matching, in the region of applicability of LaMET.

VI. FINAL RESULTS FOR $h_L(x)$ AND THE WANDZURA-WILCZEK APPROXIMATION

In this section, we present the final results on the $x$-dependence of $h_L$ and show how they compare with the lattice extraction of the twist-2 transversity PDF, $h_1(x)$. The renormalized lattice data plotted in Fig. 4 are Fourier transformed to $x$-space, using the Backus-Gilbert approach, and finally matched to the light-cone $h_L(x)$ distribution using the $\overline{\text{MS}}$ matching kernel of Eq. (15). We apply this procedure for all values of the nucleon boost, and the results are shown in Fig. 7. Green, red and blue bands correspond to $P_3 = 0.83, 1.25$ and 1.67 GeV, respectively, and include statistical errors as well as systematic uncertainties due to the choice of $z_{\text{max}}$ in the Fourier transform (see Eq. (9)). We observe that for momentum boosts above 1 GeV, the distribution is insensitive to $P_3$ for almost all values of $x$. There is, however, a slight tendency of a steeper descent of the quark distribution for $x < 0.4$ with increasing momentum. Moreover, at $P_3 = 1.25$ and 1.67 GeV, the distributions vanish at $|x| = 1$ and are fully compatible with each other in the antiquark part, within the reported uncertainties.

![Fig. 7: Nucleon boost dependence for $h_L(x)$ in the $\overline{\text{MS}}$ scheme at a scale of 2 GeV, using $P_3 = 0.83$ GeV (green curve), $P_3 = 1.25$ GeV (red curve) and $P_3 = 1.67$ GeV (blue curve).](image)

We note that qualitative comparisons with phenomenological determinations of $h_L(x)$ cannot be included at this stage, as experimental data are not available. In fact, extracting $h_L(x)$ experimentally is complex because it is a chiral-odd function and, in addition, it enters the factorization theorems with a $\mathcal{O}(1/Q)$ suppression. However, despite the overall kinematical suppression, $h_L(x)$ at a given $x$ may be as sizeable as its twist-2 counterpart, $h_1(x)$. To see how the two compare, we also compute $h_1(x)$ on the same ensemble and with the same values for the momentum boost and source-sink separation. The comparison between the two functions for the largest boost is shown in Fig. 8. It should be emphasized that the reconstruction of distribution functions in the region $|x| \lesssim 0.15$ is subject to large systematic uncertainties. Outside this region, $h_1(x)$ is dominant only for $0.2 \lesssim x \lesssim 0.5$. For the remaining $x$-values in the quark and antiquark regions, the two distributions are in agreement within uncertainties.

Our numerical results allow us to also study the Burkhardt-Cottingham-type sum rule for the quasi-PDFs. Generally, the Burkhardt-Cottingham sum rules relate the integrals of twist-3 PDFs with their twist-2 counterparts. These sum rules have been known for quite some time, and are very useful tools in the qualitative
understanding of twist-3 distribution functions. Recently, the equivalent sum rules for the quasi-distributions have been addressed in Ref. [89]. In fact, it was shown that the sum rules also hold for the quasi-PDFs, that is,

$$\int_{-1}^{1} dx \tilde{h}_L(x, P^3) = \int_{-1}^{1} dx \tilde{h}_1(x, P^3) = g_T,$$

where $g_T$ is the tensor charge\(^1\). Note that $g_T$ is momentum-boost independent, and therefore, the relation holds for any value of $P^3$. We test this equality numerically using the results at all momenta, and we find

\begin{align*}
\int dx \tilde{h}_L(x, 0.83 \text{ GeV}) &= 1.13(08), \\
\int dx \tilde{h}_1(x, 0.83 \text{ GeV}) &= 1.02(07), \\
\int dx \tilde{h}_L(x, 1.25 \text{ GeV}) &= 1.09(10), \\
\int dx \tilde{h}_1(x, 1.25 \text{ GeV}) &= 1.07(08), \\
\int dx \tilde{h}_L(x, 1.67 \text{ GeV}) &= 1.03(16), \\
\int dx \tilde{h}_1(x, 1.67 \text{ GeV}) &= 0.94(10).
\end{align*}

As can be seen, the sum rule is satisfied at each momentum within errors, as the integrals of $h_1(x)$ and $h_L(x)$ are compatible. Furthermore, we find that the BC sum rule is independent of the momentum, in accordance with the expectations of Ref. [89]. We also note that the values of the tensor charge are within the range of values obtained directly from local operators; see, e.g., Ref. [109].

The connection between $h_L(x)$ and $h_1(x)$, at a given $x$, can also be studied in more detail by using an analogous relation to the one that was derived by Wandzura and Wilczek for the helicity twist-3 $g_T(x)$ in Ref. [90]. It is indeed known from Refs. [12, 13] that also the Mellin moments of $h_L(x)$ can be split into twist-2 and twist-3 parts. More specifically, in terms of distributions one has the relation

$$h_L(x) = h_L^{WW}(x) + h_L^{\text{twist-3}}(x) = 2x \int_x^1 dy \frac{h_1(y)}{y^2} + h_L^{\text{twist-3}}(x),$$

where $h_L^{\text{twist-3}}(x)$ is a genuine twist-3 contribution, which is given by quark-gluon correlations (and a current-quark mass term). In the Wandzura-Wilczek (WW) approximation, one just keeps the term $h_L^{WW}(x)$, which is determined by the transversity distribution. It was found in the instanton model of the QCD vacuum that the lowest nontrivial moment of $h_L^{\text{twist-3}}(x)$ is numerically very small [110]. While this remains to be tested in experiments, we explore here the significance of the contribution due to quark-gluon correlations in Eq. (25) as a function of $x$ using our lattice data. The results are shown in Fig. 9 where $h_L(x)$ and $h_L^{WW}(x)$, which is computed through the lattice extracted

---

\(^1\) Not to be confused with the twist-3 PDF $g_T(x)$
that we can’t obtain reliable numerical results for the lowest moment of $h_L(x)$. As can be seen, these values are compatible with each other, as well as other lattice calculations \[109\]. We also remark Eqs. (22)-(24). For completeness we provide the value extracted from the JAM collaboration, $g_{x}^{u-d}$. Thus, our numerical findings seem to suggest that the distributions become consistent for $x$ in good agreement with the value of the matrix element at $x = 0$, i.e. $0.93(10)$, as well as the integrals of the quasi-PDFs of Eqs. (22)-(24). For completeness we provide the value extracted from the JAM collaboration, $g_{x}^{u-d} = 0.87(11)$ \[10\]. As can be seen, these values are compatible with each other, as well as other lattice calculations \[109\]. We also remark that we can’t obtain reliable numerical results for the lowest moment of $h_L(x)$ for the reasons explained in Sec. V.
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FIG. 9: Test of the Wandzura-Wilczek approximation for $h_L(x)$, for the nucleon boosts $P_3 = \{0.83, 1.25, 1.67\}$ GeV. The lattice estimate of $h_L(x)$ (red band) is compared with its WW-approximation (orange band) extracted on the same gauge ensemble and the one obtained from global fits (violet band) from the JAM collaboration \[10\].

$h_1(x)$ using Eq. (25), are represented by the red and orange bands, respectively. We find that the agreement between $h_L(x)$ and $h_L^{WW}(x)$ extends to a wider range of $x$ as the nucleon boost increases. In particular, at $P_3 = 1.67$ GeV the distributions become consistent for $x \lesssim 0.55$. Moreover, in the region $0.15 \lesssim x \lesssim 0.55$, our lattice results are also in good agreement with $h_L^{WW}(x)$ obtained from a global fit of the nucleon transversity by the JAM collaboration \[10\] (violet band in Fig. 9). Thus, our numerical findings seem to suggest that $h_L(x)$ could be determined by the twist-2 $h_1(x)$ for a considerable $x$-range. However, for more precise statements further investigations are needed. We repeat that the mixing with quark-gluon-quark operators has not been computed within this work, and other systematic effects have to be addressed as well, like those related to a finite lattice spacing and a non-physical light quark mass. We note that we expect a mild pion mass dependence on $h_1(x)$ and $h_L(x)$, as $h_L^{WW}(x)$ extracted from this ensemble is compatible with the one obtained using simulations at the physical point from Ref. \[33\]. In addition, the tension observed between global fits and lattice data at small and large $x$ reveals that more control may be needed to constrain distributions in these regions.

Using the data at $h_1(x)$ we also extract the isovector tensor charge, for which we find $g_T^{u,d} = 0.96(11)$, which is compatible with the value of the matrix element at $z = 0$, i.e. $0.93(10)$, as well as the integrals of the quasi-PDFs of Eqs. (22)-(24). For completeness we provide the value extracted from the JAM collaboration, $g_T^{u,d} = 0.87(11)$ \[10\]. As can be seen, these values are compatible with each other, as well as other lattice calculations \[109\]. We also remark that we can’t obtain reliable numerical results for the lowest moment of $h_L(x)$ for the reasons explained in Sec. V.
VII. FLAVOR DECOMPOSITION

In the previous sections we focused on the isovector flavor combination $h_L^{u-d}(x)$. Within the same setup, we also extracted the isoscalar combination $h_L^{u+d}(x)$ for the connected diagram. We note that $h_L^{u+d}(x)$ receives a contribution from the disconnected diagram too. Ref. [66] reports the disconnected contributions to $h_L^{u+d}(x)$ using the same ensemble as this work. The finding is that the effect is very small for the tensor operator from the disconnected diagram too. Ref. [66] reports the disconnected contributions to $h_L(x)$ extracted the isoscalar combination $h_L^{u+d}(x)$ (Fig. 10) and $h_L(x)$ is the same as the one for the nonsinglet case.

Here, we focus on the individual quark contributions to $h_L(x)$ obtained from the isoscalar and isovector combination of connected contributions. In this discussion, we do not consider the antiquark contribution, as its extraction is sensitive to systematic effects [67], and is suppressed compared to the quark part. For completeness, we present the momentum dependence for each flavor and for both $h_1(x)$ (Fig. 10) and $h_L(x)$ (Fig. 11).

FIG. 10: Twist-2 transversity $h_1(x)$ for up (left) and down (right) quarks, at nucleon boosts $P_3 = 0.83$ GeV (yellow), $P_3 = 1.25$ GeV (red) and $P_3 = 1.67$ GeV (blue). Results from the JAM collaboration [10] are shown with a violet band.

FIG. 11: Twist-3 $h_L(x)$ for up (left) and down (right) quarks, at nucleon boosts $P_3 = 0.83$ GeV (yellow), $P_3 = 1.25$ GeV (red) and $P_3 = 1.67$ GeV (blue).

The momentum dependence of $h_1^{u}(x)$ is very small for the three momenta we use in this work. The JAM20 data [10] show agreement with the lattice data in the region between $x = 0.15$ and $x = 0.7$. The down-quark transversity shows convergence between 1.25 GeV and 1.67 GeV, with reduced overlap in the region below $x = 0.2$. For the case of $h_1^{d}(x)$
we find that 0.83 GeV is not large enough to achieve convergence. Unlike the case of $h_1(x)$, both $h_1^u(x)$ and $h_1^d(x)$ show convergence for all momenta.

An important question is about the role of the up- and down-quark in the proton. Furthermore, one may ask about the role of the quarks in twist-2 and twist-3 PDFs. To this end, we compare the individual-quark contributions to $h_1(x)$ and $h_L(x)$ in Fig. 12 using the lattice data at the momentum 1.67 GeV. There are a number of qualitative conclusions that one can draw. First, the up-quark is dominant in all regions of $x$, but the dominance is more apparent for $x < 0.5$. While both $h_1^u(x)$ and $h_1^d(x)$ approach zero in the large-$x$ limit, $h_1^u(x)$ is typically twice larger. Second, similar conclusions are drawn in the comparison between $h_L^u(x)$ and $h_L^d(x)$, with the former being dominant. Third, the down-quark plays a similar role in the down-quark contributions up to $x > 0.2$. Forth and last, the statistical uncertainties are larger for the down-quark contributions.

![Graphs showing $h_1(x)$ for up- and down-quarks](image1)

**FIG. 12:** $x$-dependence of $h_1$ (yellow) and $h_L$ (blue) for up-quarks and down-quarks in the left and right plot, respectively. Results are shown at the largest nucleon boost, $P_3 = 1.67$ GeV.

Finally, in Fig. 13 we examine the WW approximation for each quark flavor. While the isovector flavor combination for $P_3 = 1.67$ GeV of Fig. 9 shows an agreement within uncertainties for $x < 0.55$, here we find a discrepancy for this region for the up-quark, even though $h_L^u(x)$ and $h_L^{wW}(x)$ cross at around $x = 0.2$. On the other hand, we find compatibility for the down-quark contributions up to $x = 0.7$. The comparison of $h_L^{wW}(x)$ obtained from the lattice data and JAM20 has the same features as in Fig. 10.

![Graphs showing $h_L^u(x)$ and $h_L^{wW}(x)$](image2)

**FIG. 13:** Test of the Wandzura-Wilczek approximation for up (left panel) and down (right panel) distributions, at the largest boost $P_3 = 1.67$ GeV. For the separate flavors we show $h_L(x)$ (red) with $h_L^{wW}(x)$ (orange) extracted from lattice QCD within this work. Results for $h_L^{wW}(x)$ from the JAM collaboration [10] (violet) are also included for comparison.

We emphasize once again that the data presented in this section neglect contributions from the disconnected
VIII. SUMMARY

We report a pioneering lattice-QCD calculation of the chiral-odd twist-3 PDF $h_L(x)$ for the proton by making use of the quasi-PDF approach. The lattice ensemble used in this work corresponds to a pion mass of 260 MeV. In order to reconstruct the quasi-PDFs from the lattice results for the pertinent matrix elements in position space we used the Backus-Gilbert method. We performed the calculation for three different proton momenta, $P_3 = 0.83, 1.25, 1.67$ GeV, and generally observe a very good convergence of the final results for the PDFs as $P_3$ increases. While our main focus was on the isovector combination $h_L^{u-d}(x)$, we also obtain results for the isoscalar combination $h_L^{u+d}(x)$ by neglecting contributions from the disconnected diagram which are expected to be small \[62\]). In order to relate the quasi-PDFs to the light-cone PDFs of interest we use the one-loop results for the matching coefficient of Ref. \[78\], which represents an approximation in that quark-gluon correlations are not taken into account. Furthermore, we compute both the isovector and isoscalar twist-2 transversity. This allowed us, in particular, to explore the WW-approximation for $h_L$ which is determined through the transversity. We also find that the Burkhardt-Cottingham-type sum rule for the quasi-PDFs is satisfied for all three proton momenta, which can be considered a consistency check of the numerics. The tensor charge, which we computed for the quasi-PDFs and the light-cone PDF $h_1(x)$, agrees within errors with other lattice calculations and an extraction from experimental data by the JAM collaboration \[10\].

It is well known that, generally, higher-twist PDFs can be as large as twist-2 PDFs. This is indeed what we find when comparing $h_L^{u-d}(x)$ with the isovector transversity $h_1^{u-d}(x)$. More precisely, at intermediate values of $x$ around 0.4, the transversity is somewhat larger than $h_L^{u-d}(x)$, but the latter rises more rapidly towards smaller values of $x$ and exceeds the transversity for $x \lesssim 0.15$. We also find that $h_L^u(x)$ for quarks is positive and $h_L^d(x)$ negative, like is the case for $h_1^u(x)$ and $h_1^d(x)$. In the $x$-range $[0.1, 0.5]$, for which we expect the systematics of the lattice data to be smallest, there is little difference between $h_L(x)$ and the WW-approximation $h_L^{WW}(x)$ when considering for the latter both our lattice data and results from the JAM collaboration \[10\]. (An exception is $h_L^u(x)$ in the region around $x \sim 0.3$ where it noticeably differs from its WW approximation.) This finding is compatible with a result obtained in the instanton model of the QCD vacuum according to which the lowest nontrivial moment of the pure twist-3 term that breaks the WW-approximation is very small \[110\]. However, we emphasize that it is too early for drawing a definite conclusion about the quality of the WW-approximation in the case of $h_L(x)$ as several aspects of our lattice calculation can be improved. Apart from the (usual) sources of systematic errors of the lattice calculation, such as contamination due to excited states, errors in the reconstruction of the $x$-dependent quasi-PDFs, finite volume and discretization effects, and uncertainties from computing at unphysical quark masses, we want to mention again the approximation we used for the matching where quark-gluon correlations are neglected. We plan to revisit the numerics once matching results along the lines of Ref. \[81\] become available for $h_L(x)$. We point out that a fully consistent calculation of $h_L(x)$ would also require lattice results for quark-gluon-quark correlations that depend on the parton momentum fractions. While this requires a long-term dedicated program, efforts along those lines seem worthwhile given the importance of the topic and the unique opportunities for lattice QCD in view of the challenges to extract higher-twist PDFs from experimental data.
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