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\textbf{abstract}

Despite numerous studies about core-periphery in monetary unions, few focus on their dynamics. This paper (i) presents new theory-based, continuous and dynamic measures of the probability of a country being classified as core or periphery; (ii) estimates the determinants of the changes in this probability over time and across countries; and (iii) uses the Phillips-Sul convergence panel framework to investigate the behaviour of core and periphery groups over time. Our main results indicate that the post-EMU decrease of the core-periphery gap that we document was mainly driven by the adoption of the euro and by increasing competition (lower mark-ups).

\section{1. Introduction}

The European Single currency (the euro) just commemorated its twentieth anniversary. Despite widespread recognition of the importance of issues related to the existence of core and periphery groups and the distance or imbalances between them (De Grauwe, 2018), the vast majority of the existing research uses a static approach. By static, we mean that existing studies identify which countries are members of the core and the periphery but they do not throw light on the how the probability of being classified as core or periphery evolves or changes over time. This is the main contribution of this paper.
This paper makes three main contributions: (a) to put forward a new conceptual framework that aims at locating countries along a core-periphery continuum (that is, to go beyond the common binary treatment of either core or periphery), (b) to construct a dynamic theory-based measure of these distances so that one can assess the evolution of the core-periphery dynamics, and (c) to identify, based on the theory of endogenous Optimal Currency Areas (hereafter OCA), the main factors that explain the evolution of core and periphery before and after the establishment of the currency union. We study these issues in the context of the European Economic and Monetary Union (EMU).

The seminal paper in this debate is Bayoumi and Eichengreen (1993). This is one of the first to identify a core-periphery pattern in the run-up to the EMU. They forewarn that, if persistent, this core-periphery pattern would be detrimental to the development of the EMU. Using the canonical Aggregate Demand- Aggregate Supply (AD-AS) framework and 1963–1989 data, they estimate the degree of demand and supply shocks synchronization. Bayoumi and Eichengreen show that there is a core where supply-side shocks are highly correlated (Germany, France, Belgium, Netherlands and Denmark) and a periphery where this correlation is lower (Greece, Ireland, Italy, Portugal, Spain and UK). Bayoumi and Eichengreen (as well as the large literature that follows it) define symmetry as a result of high correlation among supply shocks, conditional on a zero long-run restriction on each country's demand shock (Blanchard and Quah, 1989). In this sense, the European Monetary System may have eliminated autonomous monetary policies as a source of idiosyncratic demand shocks, but national fiscal policies remain independent so the cross-country correlation in movements in demand may persist. In their paper, the core-periphery gap is thus identified only based on supply shocks' correlations as demand shocks did not allow to distinguish the core from the periphery.

In their model, Bayoumi and Eichengreen (1993) assume that positive demand shocks across countries raise prices with zero long-run output effects. Based on the AD-AS model, positive supply shocks are expected to lower prices and increase output permanently instead. However, Bayoumi and Eichengreen’s (1993) model is exactly-identified because they chose to impose restrictions on demand but not on supply. Santos Silva and Tenreyro (2010) survey of the literature shows that this remains a ubiquitous choice in the literature.

One novelty of our approach is to model these long-run supply considerations as over-identifying restrictions. We impose this over-identifying restriction in a structural VAR framework (SVAR) such that the predicted effects of supply shocks on output are accounted for. We use this to derive new dynamic, continuous and theory-based measures of the probability of a country being classified as core or periphery.

To assess how satisfactory is this new measure, we examine the factors that can potentially explain its evolution over time and across countries. Drawing from the endogenous OCA theory (Frankel and Rose, 1998), our panel estimates suggest that euro membership and competition (more flexible product market regulations or smaller mark-ups) make countries more likely to be classified as ‘core’. These results have important academic and policy implications as it remains unclear whether the effects of the euro and competition are closely related or independent (on the latter possibility see Engel and Rogers, 2004). We also find that trade openness and, to a lesser extent, foreign direct investment, help “import competition” and, in so doing, substitute for regulations: imports (but not exports) increase the probability of a country being classified as core. Our findings are robust to numerous changes in specification, samples, measurement, and estimators. Finally, we use our new measure to study convergence. Using the Phillips and Sul (2007) approach we identify a set of core countries (a “hard-core” with Austria, Belgium, Germany, and the Netherlands), an intermediary set (a “soft-core” of France, Italy, Denmark, Spain, and the UK), and an “extended periphery” (that we estimate is composed of Greece, Sweden, Finland, Ireland, Norway, Portugal and Switzerland). Our probability estimates decrease over time for core countries (broadly confirming the endogenous OCA predictions), remains high and constant for the periphery (corroborating Bayoumi and Eichengreen’s early warnings), and varies substantially for the intermediate set of countries. Overall, we find the core-periphery gap in Europe decreases after the EMU.

The paper is organised as follows. Section 2 sets up the conceptual framework. Section 3 discusses estimation issues and introduces our new measure of the probability of a country being classified as core or periphery. Section 4 studies the behaviour of our new measure in both static and dynamic settings. Section 5 presents our results regarding its potential determinants over time and across countries, whereas Section 6 uses the Philips and Sul model (2007, 2009) to identify precise country groupings. Section 7 has further detailed discussion and interpretation of our findings, as well as their key policy implications. Section 8 concludes.

2. Core and periphery in currency unions

The main research question driving the OCA scholarship regards the costs and benefits of sharing a currency (Alesina and Barro, 2002). The main cost is the loss of monetary sovereignty, with the ensuing relinquishment of monetary and exchange rate autonomy. Benefits are mostly in terms of reduction of transaction costs and exchange rate uncertainty, and increasing price transparency, trade and competition.1

One way of framing the potential trade-offs in an optimum currency area (OCA) is suggested by De Grauwe and Mongelli (2005). They study interactions between symmetry, flexibility and openness. Particularly, they show there exists a minimum combination of these dimensions that countries must reach for a monetary union to generate positive net benefits (see also

---

1 The literature is surveyed in De Haan et al. (2008), Santos Silva and Tenreyro, 2010 and Glick and Rose (2016).
Farhi and Werning, 2015). De Grauwe and Mongelli (2005) place the Eurozone (EU) within (to the outside) of the OCA-line suggesting those countries are (not yet) sufficiently integrated to generate efficiency gains that can compensate for the macroeconomic costs of the union. They also note the degree of openness and symmetry may change over time. Before the EMU, there was an intense debate about the extent to which a monetary union affects symmetry (Krugman, 1993). De Grauwe and Mongelli (2005) view is that in the EU specialisation will bring about less symmetry and thus countries would move downwards along the OCA plane.

There are at least two noteworthy recent developments in OCA theory. The original OCA formulation stressed labour mobility, product diversification and trade openness as key criteria and explored the possible endogeneity of currency unions (Frankel and Rose, 1998). Recent work called attention to the additional role of credibility shocks. If there are varying degrees of policy commitment (furthering time-inconsistency problems), countries with dissimilar credibility shocks should find it convenient to join a currency union (Chari et al., 2020).

A second recent and important strand highlights that, although OCA criteria are often thought of as independent, they should instead be considered jointly, e.g., by focusing on the interactions between openness and mobility (Farhi and Werning, 2015).

The optimality of a currency area is thus a function of the relative power (and of the relative “distance”) between its members. If these differentials are large, it is common to speak of a core and a periphery. It is expected that core countries would be those more closely meeting the OCA criteria. Given its importance for OCA, it is not surprising there have been various attempts of classifying countries into the core and periphery sets. A basic way of distinguishing these methods is whether or not the core-periphery status is imposed a priori.

A statistical technique often used here is cluster analysis. This method helps to determine the overall number and the composition of different grouping (or clusters) given that the elements (countries or regions) which are assigned to a given cluster are more similar to each other than to those in other clusters according to pre-defined criteria. Cluster analysis is a broad statistical methodology that involves various ways of estimating these groups and the distance among them. These can be thought of as different algorithms differing in their criteria and efficiency in determining the composition of each cluster.

The European Union business cycle was first studies as a phenomenon by Artis in a series of papers in the late-1990s and early 2000s. Artis and Zhang (1997, 1999, 2001, 2002) investigate actual and prospective members of the EMU by applying clustering techniques to a set of variables suggested by the theory of Optimal Currency Areas. The OCA criteria they employ are the extent of synchronisation in business cycles (symmetry in output shocks), volatility in the real exchange rate, synchronisation in the real interest rate cycle, openness to trade, inflation convergence, and labour market flexibility. Their analysis reveals that the member countries may be divided into three groups: those belonging to the core (Germany, France, Austria, Belgium and the Netherlands), those part of a Northern periphery (Denmark, Ireland, the UK, Switzerland, Sweden, Norway and Finland) and those belonging to a Southern periphery (Spain, Italy, Portugal and Greece). Their method delivers a rather intuitive classification of countries and, more usefully, allows researchers to see how these classifications change for each of the OCA criteria and multiple combinations of them. It is important to note that there is relevant related work examining economic growth patterns instead by, among others, Crowley (2008) and Crowley et al. (2013).

There are other, more theory-based, approaches. Bayoumi and Eichengreen (1993) is a seminal piece in this regard. They put forward an approach stressing business cycle synchronisation embedded in a standard Aggregate Demand and Aggregate Supply framework. Using 1960 to 1989 data, they classify countries into core and periphery groups and famously warn that the gap between these groups may put at risk the very planning of the Single Currency. We discuss these results below in greater detail, but it is important to bring to the fore a related paper by these authors that produce an objective index to classify countries into core and non-core. Bayoumi and Eichengreen (1997) construct an “optimum-currency-area index for European countries.” The crucial element of their approach is to identify the determinants of nominal exchange rate variability which, they argue, reflects OCA characteristics and support predictions of which countries pertain to each set. This is justified conceptually and empirically. Conceptually, they argue that OCA focuses on criteria that ultimately make exchange rates more stable and monetary unification less costly. In their model, bilateral exchange rate variability is a function of GDP, trade, economic structure dissimilarity, and a measure of output synchronisation. Using 1973 to 1992 data, they find these carry expected signs and are statistically significant so they use them to forecast variability in 1987, 1991 and 1995.

Their econometric analysis allows them to identify three groups: in the first “rapidly converging” group there are Germany, Austria, Belgium, the Netherlands, Ireland and Switzerland. The second group is one that has experienced little convergence and contains the United Kingdom, Denmark, Finland, Norway and France. The third group is a set of countries that are “gradually converging” to the EMU and includes Sweden, Italy, Greece, Portugal and Spain. The two most consequential results from this analysis, with the benefit of hindsight, are that (1) France is positioned in the set that diverges from the Maastricht criteria but (2) that overall “economic integration has thus increased countries’ readiness for monetary integration” (Bayoumi and Eichengreen, 1997, p. 769).

A different estimation framework to analyse the issue of asymmetries in the EMU is Basse (2014) which uses cointegration and structural breaks to try to identify EMU core member countries. The OCA dimension he is most interested in is financial, in that he analyses changes in sovereign fixed-income credit risk and the sample includes only selected EMU members (Germany, France, Belgium, Austria, Finland, and the Netherlands.) His main finding raises, yet again, questions about the suitability of France as a core country.
One final noteworthy approach in terms of providing useful insights to understanding core and periphery in the EMU involves studies in which membership is assigned a priori. Arestis and Phelps (2016) perform an “endogeneity analysis” of output synchronization, differentiating output amplitude from concordance in cycles, using panel data (covering the period 1994 to 2013), for all members as well as for different country groups, including core, periphery, central and eastern European countries, northern European countries and the euro-candidate countries. The quantification of trade-related and direct spillover channels associated with monetary integration gives insights into the relative importance of direct and indirect synchronisation gains arising from EMU membership through trade. For all members, membership and trade appear to increase both amplitude and coincidence of their business cycles. The individual group analysis shows that core and northern countries have experienced much larger trade spillovers in terms of synchronisation than peripheral and Central and Eastern European countries. They suggest future research on the direct euro membership effects by trying to unpack the role of institutions (see also Campos et al., 2019) and changes in the transmission mechanism since the introduction of the single currency.

3. Implementation

The methodology introduced by Bayoumi and Eichengreen (1993) is an extension of the Blanchard and Quah (1989) procedure for decomposing permanent (supply) and temporary (demand) shocks. Consider a system where the true model is represented by an infinite moving average of a (vector) of variables, $X_t$, and shocks, $\epsilon_t$. Using the lag operator $L$, a bivariate vector autoregression (VAR) featuring real GDP and its deflator can be written as an infinite moving average representation of demand and supply disturbances:

$$X_t = A_0 \epsilon_t + A_1 \epsilon_{t-1} + A_2 \epsilon_{t-2} + A_3 \epsilon_{t-3} + \cdots = \sum_{i=0}^{\infty} L^i A_i \epsilon_t$$

where $X_t = [\Delta y_t, \Delta p_t]$ and the matrices $A$ represent the impulse response functions of the shocks to the elements of $X$. It follows that

$$\begin{bmatrix} \Delta y_t \\ \Delta p_t \end{bmatrix} = \sum_{i=0}^{\infty} L^i \begin{bmatrix} a_{11i} & a_{12i} \\ a_{21i} & a_{22i} \end{bmatrix} \begin{bmatrix} \epsilon_{dt} \\ \epsilon_{pt} \end{bmatrix}$$

where $y_t$ and $p_t$ represent the logarithm of the adjusted output and prices and $\epsilon_t$ are $i.i.d.$ disturbances, which identify supply and demand shocks (Ramey, 2016). For the $i$-th country, $a_{11i}$ represents element $a_{11}$, in matrix $A$, and so on.

This framework implies that supply shocks have permanent effects on output, while demand shocks have temporary effects. Both have permanent (opposite) effects on prices. The cumulative effect of demand shocks on the change in output must be zero:

$$\sum_{i=0}^{\infty} a_{11i} = 0$$

so it can be estimated using a VAR. Each element can be regressed on lagged values of all the elements of $X$. Using $B$ to represent these estimated coefficients:

$$X_t = B_1 X_{t-1} + B_2 X_{t-2} + \cdots + B_n X_{t-n} + \epsilon_t$$

$$= (I - B(L))^{-1} \epsilon_t$$

$$= (I + B(L) + B(L)^2 + \cdots) \epsilon_t$$

$$= \epsilon_t + D_1 \epsilon_{t-1} + D_2 \epsilon_{t-2} + D_3 \epsilon_{t-3}$$

where $\epsilon_t$ represents the residuals from the VAR equations. To convert (4) into the model in (2) under (3), the residuals from the VAR, $\epsilon_t$, are transformed into demand and supply shocks using the standard relation between the VAR’s residuals ($\epsilon_t$) and demand and supply shocks, i.e. $\epsilon_t = C \epsilon_t$. For each country, the exact identification of the $C$ matrix requires four restrictions. Two are normalizations, which define the variance of the shocks $\epsilon_{dt}$ and $\epsilon_{pt}$. The third restriction is from assuming that demand and supply shocks are orthogonal to each other. The fourth that demand shocks have only temporary effects on output (equation (3)).

The canonical AD-AS model implies that demand shocks raise prices in both the short and long run, while supply shocks lower prices and increase demand permanently. To fully reflect the structure of the underlying theoretical model, we impose an additional over-identifying restriction in the VAR such that supply shocks have permanent effects on output.\(^2\)

\(^2\) In addition to trying to implement the AS-AD model more fully, another important reason we adopt the proposed over-identifying restriction is that inflation differentials are often considered a ‘normal feature of currency unions’ (see e.g., ECB, 2017), hence we impose no restrictions on the reaction of inflation to demand and supply shocks, respectively.
We pay particular attention to modelling the effect of permanent (supply) shocks on output, on top of the usual demand-side one. Since the proposed over-identifying restriction is sufficient to generate structural disturbances in line with AD-AS dynamics, any additional long-run restriction may be redundant in this setting.\footnote{Among those who argue that demand shocks can and do have long-term consequences for GDP growth are Ball (2014) and Fatás and Summers (2016).}

Theoretically, testing for the "symmetry" of shocks also reflects the idea that the distinction between permanent and temporary shocks matters when it comes to adjustment within a currency union. According to De Grauwe (2018), when shocks are permanent, the slope of the usual existing trade-off between flexibility and symmetry is likely to depend on the nature of the shocks. Particularly, when permanent shocks dominate this tradeoff is likely to be steeper. Conversely, when temporary shocks dominate, the tradeoff will be flatter. We extend this idea further and suggest that it is not only the nature of the shock that matters but also the direction and extent by which shocks are pushing an economy "out of sync."

We test for symmetry of permanent shocks in our model by imposing $\sum_{a=0}^{\infty} a d_{221} = \gamma$, where $\gamma > 0$. This assumption implies that demand in each country should respond qualitatively (sign) and quantitatively (size) in the same way to supply shocks. In terms of the structural VAR (SVAR):

$$\sum_{i=1}^{\infty} \begin{bmatrix} d_{11i} & d_{12i} \\ d_{21i} & d_{22i} \end{bmatrix} \begin{bmatrix} c_{11} & c_{12} \\ c_{21} & c_{22} \end{bmatrix} = \begin{bmatrix} 0 & \gamma \\ . & . \end{bmatrix} (5)$$

In order to perform a test for the over-identifying restriction described above, we estimate a SVAR model that is fully consistent with Bayoumi and Eichengreen (1993). Differently from the literature that follows Bayoumi and Eichengreen, we bootstrap the original VAR residuals in a i.i.d. fashion and generate $K = 10,000$ data sets.\footnote{One concern is the possible effects from any regime changes between 1960 and 2015. Using a dummy saturation approach, first proposed by Hendry et al. (2008), we attempt to detect model selection problems and correct the original series for possible regime changes. In the light of the above, we identify three regimes for both GDP and inflation, broadly consistent across countries: 1960:1-1969:1; 1984:1-1992:1; and 2008:1-2015:1.} For each of the $k$-th samples, we proceed with structural analysis and test for the over-identifying restriction based on a LR-test. We record the number of rejections of the over-identifying restriction test at each bootstrap replication and calculate the number of rejections ($NORD$):

$$NORD_i = 100 \times \frac{1}{K} \sum_{k=1}^{K} \left\{ \text{NORD} = 1 \middle| 2(L_r - L_a) > \chi^2_{(2, (\nu / \gamma - 1)^{-1})} \right\}_{ik}$$

where $L_a$ and $L_r$ are the maximized values of the (Gaussian) log-likelihood function of the unrestricted and restricted regressions, respectively. Under $H_0$, the LR statistic has an asymptotic distribution with degrees of freedom equal to the number of long-run restrictions ($q$) minus ($n^2 - n$)/2, where $n$ is the VAR-dimension (in this case $n = 2$). We calculate $NORD$, for different values of $\gamma$ (Appendix 4). Notice that we do not restrict $\gamma$ to a fixed value \textit{a priori}. Instead, we vary $\gamma$ in the interval [0.1, 2]. We then chose the value of $\gamma$ which minimizes the total number of rejections in the sample, and for the average of euro area countries, in particular, so that the number chosen on this basis is $\gamma = 1$ (see Appendix 4). Demand and supply shocks are then retrieved by bootstrap, in particular recalculating the VAR parameters ($K = 10,000$), identifying the SVAR and considering median values of structural disturbances under $\gamma = 1$.

Three major drawbacks from the existing empirical measures of symmetry in currency unions are that (a) they tend not to be continuous (a country is classified either as core or as periphery), (b) they are often imposed \textit{a priori}. Instead, we vary $\gamma$ in the interval [0.1, 2]. One may add that most of these measures are not theory-based. The approach we develop above generates a new type of measure that relaxes most of these main constraints, except the time-invariant aspect. If countries can move from periphery to core, static classifications become very unhelpful.

One way of thinking about how we can construct a dynamic or time-variant measure of the probability of a country being classified as core or as periphery is in terms of parameter constancy. Let $T$ be larger than before (55 years, i.e. 1960–2015) and $\tau$ denote the width of a sub-sample (25 years) or window and define the rolling sample metrics:

$$NORD_{1T}(\tau) = \frac{1}{T - \tau - 1} \sum_{j=0}^{T-\tau-1} NORD_{1T-j}(\tau)$$

The windows are rolled through the sample one observation at a time so that the procedure returns $T - \tau + 1$ rolling estimates of each parameter. Using a fixed 25-year window, we obtain a value representing the end-of-period number of rejections for each year, out of the number of the bootstrap replications. This number thus represents the count of the number of times the over-identifying restriction is rejected for each country for the selected time period. The window is then rolled one observation at a time and new estimates are obtained for the whole time-series.

4. Understanding NORD

What is the intuition behind this measure? Our modelling of supply considerations as over-identifying restrictions produces a new theory-based continuous measure. Our measure is the percentage of times the underlying structural macro AD-AS-model is rejected. Not only that: the more frequently this complete set of restrictions is rejected, the less symmetrical (hence, 'more peripheral') a country is said to be compared to the average EU member state in the euro area. The lower is
this frequency, that is, the less often the underlying structural macro-model is rejected for a given country in a given year, the higher – in our interpretation – is the likelihood of the country being classified as ‘core’, again compared to the average EU member states in the euro area.

To better understand our approach, it is important to stress that how different countries respond to macroeconomic shocks may be analysed in a number of ways. To start with, a useful distinction could be drawn between asymmetric and symmetric shocks.

First, our approach tests whether supply shocks would quantitatively and qualitatively affect countries’ GDP growth in similar ways. As Caporale (1993) and Patterson and Amati (1998) observe, there is predominantly symmetric shocks in sectors that manufacture standardised products with few trade barriers. Instead, in sectors where the presence of trade barriers and the degree of shock symmetry seem to have an inverse association asymmetry should decrease over time with the advancing of the EMU.

Secondly, as with shocks, a more helpful distinction can be drawn between short-term and long-term effects (Patterson and Amati, 1998). A monetary policy shock may, for example, have differing effects in different countries because they are at different stages in the economic cycle. However, these may also be due to long-term differences in financial, labour market structure, etc. (see Boeri and Garibaldi, 2006). The relative importance of cyclical versus structural factors in causing asymmetric responses played a large part in the debate on the EMU (see also Patterson and Amati, 1998). By focusing on long-run restrictions, one can argue that, while cyclical misalignment can be seen as a normal feature of a currency union, long-run misalignments reflect more long-term structural differences. Cohen and Wyplosz (1989) for instance, linked asymmetries to transitory shocks and symmetries to permanent shocks, finding that in core countries like France and Germany symmetry prevailed. In this sense, our test about the similarity of shocks across countries does provide an indirect test for core-periphery.

Fig. 1 shows the original Bayoumi and Eichengreen (1993) estimates for the period before the EMU and how do they compare to the ones post-EMU generated using the approach described above. Specifically, the figure compares estimates from pre-Maastricht based on Bayoumi and Eichengreen (1993) sample, covering the period 1963–1988, with our equivalent estimates for the period 1989–2015. Bayoumi and Eichengreen argue that pre-EMU there is a core (Germany, France, Belgium, Netherlands and Denmark) where supply shocks are highly correlated and a periphery (Greece, Ireland, Italy, Portugal, Spain, and the UK) where synchronisation is lower. Importantly, these two groups can be detected visually in terms of supply shocks correlation but not from the perspective of demand correlations (Fig. 1).

Comparing the pre- with the post-EMU static estimates suggests that it may have weakened the original divide. It is also clear this now cannot be fully grasped through visual inspection. A quantitative measure appears to have become necessary.

Fig. 1. Pre-EMU core-periphery pattern (1960–1988) from Bayoumi and Eichengreen and our updates Post-EMU (1989–2015) based on the correlations of demand and supply disturbances. Note: This figure reports for the post-EMU estimates median bootstrapped residuals based on 10,000 VAR replications. Structural residuals are retrieved from a SVAR where the over-identifying restriction above is imposed for all countries, with the exception of Ireland, Spain, Greece and Portugal. The sample for this SVAR is 1989–2015, with two lags for all countries and no constant as in Bayoumi and Eichengreen (1993); BE = Belgium; DK = Denmark; ES = Spain; FR = France; IE = Ireland; IT = Italy; NL = The Netherlands; PT = Portugal; UK = United Kingdom; GR = Greece.
Using NORD, there is now a larger number of countries in the core, a smaller number in the periphery, and the distance between the two groups is smaller. Based on these static results, the new smaller periphery is comprised solely of Spain, Portugal, Ireland and Greece (Appendix 4). We identify a country as less symmetrical if its NORD > 50%; which is, if the number of times the hypothesis of symmetry – based on the over-identifying restriction explained above – is rejected in more than 50% of cases (see Campos and Macchiarelli, forthcoming). The results suggest that more frequently the model under the proposed over-identifying symmetry restriction is rejected, the more peripheral a country is said to be. Conversely, the lower this frequency (i.e. the less often the model is rejected for a given country in a given year), the higher the probability of a country being classified as core. In this sense, based on the chosen parametrization for γ, Germany would have a low probability to be classified as periphery (25%), whereas Greece display a high probability, equal to 92.5% chances of rejection of the same restriction. Importantly, this makes the results independent of the choice of anchor country (a role often reserved for Germany) as they only count the number of rejections of the suggested symmetry test.

The static results also show that, after the introduction of the euro, countries such as the United Kingdom have become more synchronised, albeit this value for the UK is close to our 50% threshold. This result has important yet still poorly understood implications in terms of the net benefits of European integration: the European Monetary Union might have fostered integration in the EU as a whole.

A very important extension and update we carry out in the present paper is to use our methodology for the whole EU countries, as opposed to just the EU12 as in Bayoumi and Eichengreen (1993) and Campos and Macchiarelli (forthcoming). This extension shows (Fig. 2) the value of NORD across a much larger set of countries. It suggests the formation of a bigger core with the addition of Sweden, Austria and Slovenia and a bigger periphery, with Spain, Finland, Hungary, Poland, Slovakia and Portugal. More specifically, for the EU as a whole using our new index we find that the periphery is composed of (in decreasing order of the magnitude of NORD) Latvia, Ireland, Lithuania, Estonia, Luxemburg, Czech Republic, Greece, Portugal, Slovakia, Poland, Hungary, Finland, and Spain, while the core contains the UK Sweden, Denmark, Germany, Austria, France, Netherlands, Slovenia, Belgium, Italy (see Appendix 5 for further details). Note that data for Bulgaria, Croatia, Cyprus, Malta and Romania are not included in the OECD Annual Accounts.

These static snapshots cover the post-EMU period and are strictly comparable with the results that Bayoumi and Eichengreen and others have produced for the pre-EMU period. They are also very much in line with the conclusions from the important analysis of business cycle synchronisation of the New Member States of Central and Eastern Europe by Di Giorgio (2016).

5. Evaluating NORD

The main requirement to compute the dynamic NORD is the availability of data going back to the early 1960s. In this spirit, one of the main advantages of implementing our approach using a rolling sample is that of obtaining a theory-based classification of symmetry which is non-binary (core-periphery) but rather evolves over time. The requirement of conditioning the estimation onto a longer time-series disqualifies most of the new EU member states, which did not start tran-

![Fig. 2. Core-periphery pattern (1989-2015) based on the correlations of demand and supply disturbances for the EU28. Note: This figure reports for the post-EMU estimates median bootstrapped residuals based on 10,000 VAR replications. Structural residuals are retrieved from a SVAR where the over-identifying restriction above is imposed for all countries, with the exception of countries for which NORD > 50 (see Appendix 5). The sample for this SVAR is 1989–2015, with two lags for all countries and no constant as in Bayoumi and Eichengreen (1993); AT = Austria; BE = Belgium; CZ = Czech Republic; DK = Denmark; EE = Estonia; ES = Spain; FI = Finland; FR = France; HU = Hungary; IE = Ireland; IT = Italy; LT = Lithuania; LU = Luxemburg; LV = Latvia; NL = the Netherlands; PL = Poland; PT = Portugal; SE = Sweden; SI = Slovenia; SK = Slovakia; UK = United Kingdom; GR = Greece. Data for Bulgaria, Croatia, Cyprus, Malta and Romania are not included as they are not part of the OECD Annual Accounts.](image-url)
sitiong to a market economy up until the early 90 s. In light of the above, our index covers 16 European countries between 1987 and 2015. These are Austria, Belgium, Germany, Spain, Finland, France, Greece, Ireland, Italy, the Netherland, Portugal, plus three EU non-euro area countries (Denmark, Sweden and UK) and two countries that are not EU members (Switzerland and Norway). The objective of this section is to evaluate our new theory-based continuous measure of the probability of a country being classified as periphery (NORD).

In order to shed light on the behaviour of NORD across countries and over time, we draw from OCA theory (De Grauwe, 2018) and identify a set of explanatory variables. One first group refers to explanatory variables on the fiscal side (Martin and Philippon, 2017). The expectation, in this case, is that countries for which debt to GDP ratios and cyclically adjusted budget balances are larger should be more (less) likely to be classified as peripheral (core).

The second group of variables we use to assess the validity of our index covers external links, in particular, the roles of foreign direct investment (FDI), real effective exchange rate, and trade openness (Rose, 2000; Brouwer et al., 2008). Note that, in this latter case, we examine the potentially different roles of the shares of exports and imports over GDP. Our expectation here is that larger the inflows of FDI, increases in the real exchange rate or in the share of imports plus exports in GDP will – all else equal – make a country less likely to be classified as periphery.

The third group of explanatory variables focuses on financial links, more specifically we use corporate bond spreads, 10-year government bond spreads, 3-month interbank interest rate spreads, average consumer loan interest rate spreads, and returns on equity differential. All spreads are computed vis-à-vis Germany. This set of financial variables is consistent with the European Central Bank’s definitions of financial integration (ECB, 2017, Spiegel, 2009). We hypothesise that the more financially integrated with the rest of the EU in a given year an individual country is, the more likely it will be classified as belonging to the core.

The fourth and last main group of explanatory variables we draw upon regards structural reforms. We use OECD data on employment protection legislation (EPL), covering both permanent and temporary contracts, and on product markets regulation (PMR). One should expect that the more reforms countries have implemented, the more likely it is that they will not be classified as periphery. In other words, the more extensive is employment legislation and product regulations, the more likely the country can be classified as belonging to the periphery group.

We include a variable for euro area membership as suggested by the endogenous OCA theory (Frankel and Rose, 1998). Eurozone membership takes the values of one for countries joining the EMU starting from accession year.

In summary, we expect that the probability of being classified as core is higher in countries-years in which debt to GDP is lower, trade and foreign investment flows are higher, financial integration is higher, structural reforms are more extensive and the country enjoys full membership in a currency union.

To address possible endogeneity and omitted variables issues, we employ a GMM/IV approach. In the estimation, the number of endogenous variables equals the number of instruments, where we select the instruments to be the lagged dependent variables, the constant and the Eurozone (EZ) membership dummy. This choice tries to address concerns about the instrument proliferation issue in GMM (Roodman, 2009). All regressions account for unobserved heterogeneity.

Table 1 shows our baseline results. We include a dummy variable capturing membership in the Eurozone; this is always statistically significant and carries the expected negative sign. It suggests EZ membership is associated with higher symmetry (it lowers the number of rejections that NORD captures). The first column also shows two important fiscal variables: countries with higher debt to GDP ratios and cyclically adjusted budget balances tend to be less symmetrical, as these are positively associated with NORD. Regarding financial integration, we notice that only one of the four dimensions we account for turns out to be statistically significant, namely inter-bank spreads. As for external linkages, the coefficients on both foreign direct investment inflows and the real exchange rate carry the expected negative signs and are statistically significant (we establish below that the FDI result is comparatively more robust). Everything else the same, lower values of NORD (that is, higher probability of being classified as core) are associated with countries receiving higher inflows of foreign investment. The results in column (4) for trade openness indicate that the larger the share of the sum of exports and imports over GDP, the more symmetric a country is. Column (5) shows our results for two structural reforms that have played a big role in the debate so far on Eurozone imbalances and they both seem to support NORD as a satisfactory measure. They show that the more protective is employment legislation and the more regulated are the product markets, the higher is NORD (that is, the higher the probability of the country being classified as periphery).

The overall results (last column in Table 1) suggest that a strong role is played by membership in the Eurozone and by the strictness of product market regulation, whereby a high PMR decreases symmetry. On balance, this set of results seem to support NORD as a continuous time-variant measure of the probability of a country being classified as core or periphery. There are no unexpected or counter-intuitive results. Membership of the currency union, for the countries in our sample, suggests an important role in making countries less "peripheral", with the size of this reduction being as much as 16 percentage points. Table 2 extends our baseline results, with the coefficient of the Eurozone membership dummy and that on foreign direct investment remaining significant throughout. In Table 2, we further investigate the other key result from Table 1, regarding

---

5 The results are qualitatively the same if we use a Huber/Eicker/White heteroskedasticity-robust variance-covariance matrix or, as we do for the reported results, we set the weighting matrix to equal the 2SLS (these are available upon request from the authors).

6 The results for the EA membership and PMR remain robust when the EA dummy is set to start in 2002, i.e. the year when euro coins were effectively introduced (see Appendix 6).
PMR. Specifically, we study whether the greater competitive pressures created by decreasing regulations in product markets can be somehow captured in different ways. We have in mind the notion that these competitive pressures can somehow be “imported” instead.

The first column of Table 2 shows that including exports and imports instead of trade openness creates a problem of multicollinearity, as not one of the two coefficients is statistically significant. When each of these variables is introduced by itself, their coefficients carry the expected signs and are statistically significant. It is also worth noting that the size of the coefficient on imports is substantially larger (almost twice) as that on exports. More importantly, note that the coefficient on product market regulations is significant only when trade openness, exports or imports are excluded from the specification suggesting that these two sets of variables (trade and reforms) may be capturing the same mechanism (i.e., competition).

In Table 2, we also investigate whether the effects of PMR would be identifiable if we account for possible interactions between trade openness and two different aspects of employment protection legislation (covering either permanent or temporary contracts) and, as it can be seen, this does not help to further isolate the effects of PMR (as its coefficient remains statistically insignificant).

As a robustness check on those findings, in Table 3 we use Cetee et al. (2019) new indexes of competitiveness. They measure the mark-up at the industry-country level, based on cross-country-industry panel data from the OECD. They calculate firms’ (MURf) and workers’ rent rates (MURl). We collapse those measures at the sector and country level, obtaining annual series for each country which measure competitiveness on the side of the firms (MURf) and of the workers (MURl). Cetee et al. measures of mark-up are defined as

\[
MURf_i = \frac{P_i Q_i - (W_i N_i + M_i)}{W_i N_i + M_i}
\]

and

\[
MURl_i = \frac{(W_i - W_i') N_i}{W_i N_i + M_i}
\]

where, in industry i, \(P_i\) is the relative production price (i.e. the ratio of production price to GDP price), \(W_i\) the average compensation, \(M_i\) the intermediate input total cost and \(Q_i\) the production at constant prices. In addition, \(W_i'\) and \(N_i\) are the over-

---

Table 1
The Determinants of a Country’s Probability of Being Classified as Periphery/Core (NORD, 16 countries annual data for 1991–2015, GMM estimates).

|                | (1) Fiscal | (2) Financial | (3) External | (4) Trade | (5) Reforms | (6) All |
|----------------|-----------|---------------|-------------|-----------|-------------|--------|
| Debt/GDP       | 0.118***  | 0.090         |             |           |             |        |
| Adj. Budget Balance | 0.836**  | 0.141*        |             | 1.629***  |             |        |
| Corporate bond spread | 0.484    | 0.679         |             |           |             |        |
| 3-month interbank spread | -4.455*** | -0.760        |             |           |             |        |
| Avg on consumer loans spread | -0.200   | -0.360        |             |           |             |        |
| Return on equity diff. | 0.634    | 0.866         |             |           |             |        |
| FDI            | -0.479*** | -0.419**      |             |           |             |        |
| Reer (CPI adj.) | -0.240**  | -0.492*       |             |           |             |        |
| Trade openness (%GDP) | -0.135** | -0.457**      |             |           |             |        |
| EPL temporary  | 5.300***  | 4.468         |             |           |             |        |
| PMR            | 6.898*    | 3.856         |             |           |             |        |
| Eurozone membership dummy (1999) | -19.284*** | -8.911***     |           | -15.363** |           |        |
| C              | 69.516*** | 49.242***     |             |           | 147.812***  |        |
| Adj-R2         | 0.748     | 0.790         |             |           |             |        |
| Durbin-Watson  | 0.577     | 0.717         |             |           |             |        |
| J-Stat (p-value) | (0.000)  | (0.000)       |             |           |             |        |

---

7 This is because of the high pair-wise correlation between these two variables (as shown in correlation matrix in the Appendix, multicollinearity is not a problem for any of the variables we use, except exports, imports and openness).

8 Based on Cetee et al (2019) paper, and as far as Europe is concerned, the results for the new competitiveness indicators are available for Austria, Belgium, Spain, France, Italy, the Netherlands, plus Denmark, Finland and Sweden.
all skill average ‘reservation wage’ and the total number of hours worked at the industry level; where the former is set as equal to or lower than the minimum industry average observed workers’ compensation across all industries, for a given country and year (Cette et al., 2019).

Using these new indicators, we find that only firms’ mark-up is significant (supply) in explaining NORD, while workers’ mark up (demand) is not. Consistent with our previous findings, imports weaken the effect of the competitiveness indicator, possibly suggesting the role of endogenized competition, and overall suggesting the robustness of our findings also when alternative indicators, sample size and duration are employed.

Table 4 provides an additional important robustness check on the results above. The global financial crisis that started in 2007 and that affected Europe in full in 2010 (the Eurozone sovereign debt crisis) by its very nature generated a similar response across countries. The extent of symmetry increased rapidly so one may be justifiably concerned that this would affect our results. Table 4 shows the simplest test for assessing this idea, namely, of whether splitting the sample in 2010 (or in 2007) substantially affect our baseline results for NORD. The results show that, while some coefficients lose statistical significance, our main individual results remain robust with euro membership and trade (or reforms) remaining key factors in explaining NORD.

One important remaining concern regards the robustness and magnitude of the effect of euro membership itself. One way of further investigating this issue is to re-estimate the specifications in Table 1 using differences-in-differences. These results are presented in Table 5. The introduction of the euro took place between 1999 and 2002 when twelve European countries started using the single currency. The main coefficient of interest is the interaction between time and the dummy for Euro-

9 The next country to join was Slovenia in 2017, followed by Slovakia in 2009, Estonia in 2011, Latvia in 2014 and Lithuania in 2015. However, because all of these were communist countries before 1990, data required for our exercise is not available as it does not go back to 1990.
zone membership. As can be seen, this coefficient is significant throughout and carries the expected negative sign. Adoption of the single currency, everything else equal, makes the probability of being classified as core significantly larger. This coefficient can be interpreted as showing that the actual effect of Eurozone membership is to increase symmetry (or reducing the number of rejections) by about 10 (ten) percentage points. In light of the role played by the various other factors suggested by the OCA theory, this is a non-trivial and, in our view, sensible estimate.

The main results we obtain for NORD are also not affected by splitting the sample in before and after the Eurozone crisis of 2010, by using different estimators (logit or OLS), variations on the measurement of the key variables (such as using 2002 for the Eurozone dummy) and the use of standard differences-in-differences.10

To conclude, the associations we uncover seem all intuitive: the role of Eurozone membership behaves according to the predictions from endogenous OCA theory (Frankel and Rose, 1998). The results for foreign investment inflows and trade openness (or otherwise product market regulations) are also in line with the aforementioned theoretical predictions (De Grauwe, 2018). The results for fiscal and financial liberalisation variables, while according to theoretical priors, do not emerge as strongly as for other variables.

10 These are reported in the on-line appendices.

**Table 3**

| Measure                        | NORD (16 countries annual data for 1991–2015, GMM estimates). |
|-------------------------------|---------------------------------------------------------------|
| Debt/GDP                      | 0.729                                                         |
|                               | (0.455)                                                       |
| Adj. Budget Balance           | 2.325                                                         |
|                               | (4.976)                                                       |
| Corporate bond spread         | 1.176                                                         |
|                               | (2.568)                                                       |
| Gvt bond spread               | –12.570                                                      |
|                               | (13.924)                                                      |
| 3-month interbank spread      | –4.108                                                        |
|                               | (5.179)                                                       |
| Avg on consumer loans spread  | 2.539                                                         |
|                               | (2.869)                                                       |
| Return on equity diff.        | –0.508                                                        |
|                               | (0.686)                                                       |
| FDI                           | –0.422                                                        |
|                               | (1.019)                                                       |
| Reer (CPI adj.)               | –0.230                                                        |
|                               | (0.787)                                                       |
| Imports                       | –0.392                                                        |
|                               | (4.421)                                                       |
| Exports                       | 2.443                                                         |
|                               | (3.295)                                                       |
| Trade openness (%GDP)         | 4.529                                                         |
|                               | (10.648)                                                      |
| EPL temporary                 | 11.488                                                        |
|                               | (16.983)                                                      |
| MURF                          | 6.347*                                                        |
|                               | (3.606)                                                       |
| MURL                          | –5.948                                                        |
|                               | (6.828)                                                       |
| Openess * EPL temporary       | 0.096                                                         |
|                               | (0.527)                                                       |
| Openess * EPL permanent       | –1.350                                                        |
|                               | (2.874)                                                       |
| Eurozone membership dummy 1999| –79.355                                                       |
|                               | (313.206)                                                     |
| C                             | –11.376                                                       |
|                               | (8.106)                                                       |
| Adj-R2                        | 0.545                                                         |
|                               | (0.045)                                                       |
| Durbin-Watson                 | 1.845                                                         |
|                               | (0.000)                                                       |
| J-Stat (p-value)              | 1.867                                                         |
|                               | (0.000)                                                       |
|                               | 2.095                                                         |
|                               | (0.000)                                                       |
|                               | 2.032                                                         |
|                               | (0.000)                                                       |
|                               | 1.728                                                         |
|                               | (0.000)                                                       |

10 These are reported in the on-line appendices.
One important potential concern with our new approach is that our measure may be mostly capturing common (in this case, euro) area factors. In other words, the number of rejections of the symmetry hypothesis may be lower in those countries where common factors are stronger.

To address this concern in full, we use the panel data model proposed by Phillips and Sul (2007). For each time-series of our indicator, the model assumes both common and individual-specific components and is formulated as a nonlinear time-varying factor model, allowing for multiple time paths and individual heterogeneity. This decomposition provides flexibility in idiosyncratic behaviour over time and cross-sections while retaining some commonality across the panel by means of an unknown common component which we identify as a latent “euro area factor.” In this case, commonality means that when the heterogeneous time-varying idiosyncratic components converge over time to a constant, a form of panel convergence holds. This is analogous to the concept of conditional sigma convergence. The procedure not only does not impose any particular assumption concerning trend stationarity, thereby being robust to the stationarity property of the time series process, but also has the advantage of singling out a common factor, isolating it from idiosyncratic factors.

Our indicator, NORD, is a bounded variable [0,100] and cannot be clearly described by a random walk. However, both from theoretical and empirical points of view, if its adjustment is slow, NORD may behave approximately as a random walk over the sample period. In other words, within the chosen sample the process does not show any tendency to be mean-reverting. This is evident by looking at the pattern of the dynamics of our indicator, particularly for what we have identified as “peripheral” countries. When a process is close to having a unit root, the misspecified model introduced by assuming a unit root can be a good approximation to the true data-generating process. The misspecification introduced by assuming stationarity when in reality there is a unit root leads to more serious errors of inference. The issue may be important in our case if one assumes that structural euro area factors are increasing or reducing the degree of symmetry amongst countries, such that a path dependency of symmetry exists.

Formally, the approach proposed by Phillips and Sul (2007, 2009) allows isolating a common factor from the estimated dynamic indicator, distinguishing it from country-specific factors. The common factor may represent the aggregated common behaviour, but it could also be any common variable of influence on individual behaviour.

The starting point of the model is decomposing the panel data of our variable of interest, NORD as:

$$NORD_{it} = g_{it} + a_{it}$$ (8)
where $g_t$ represents systematic components (such as a permanent common component), and $a_t$ reflects country-specific transitory components. In order to separate common from idiosyncratic components, equation (8) is further transformed as:

$$NORD_{it} = \left( g_t + \frac{a_t}{ea_t} \right) ea_t = \delta_t ea_t$$

(9)

where $\delta_t$ is a time-varying idiosyncratic element and $ea_t$ is a single common (‘euro area’) component. Equation (9) is thus a dynamic factor model.

In the general case, it is impossible to estimate the model directly without imposing some structure on $\delta_t$ and $a_t$. Phillips and Sul (2007) propose removing the common factor by scaling so as to obtain the relative loading coefficient:

$$h_{it} = \frac{\delta_t}{\sum_{i=1}^{N} \delta_t}$$

(10)

which they call the “relative transition parameter,” measuring the loading coefficient relative to the panel average at time $t$. By definition, $h_{it}$ traces out a transition path of individual $i$ in relation to the panel average (Phillips and Sul, 2007).

We use the Philips and Sul model to evaluate the convergence properties of the estimated time-varying idiosyncratic components. Their suggested procedure for clustering panel data into clubs with similar convergence characteristics is as follows:

$$\lim_{t \to \infty} \frac{NORD_{it}}{NORD_{jt}} = 1 \text{ for } \forall i, j$$

(11)

Phillips and Sul (2007) define this condition as “relative convergence.” This condition is equivalent to the convergence of the time-varying factor-loading coefficient:

$$\lim_{t \to \infty} \delta_{it} = \delta \text{ for } \forall i$$

(12)
Showing that the cross-sectional mean of \( \bar{h}_t \) is unity and the cross-sectional variance of \( h_t \) satisfies the condition \( H_t = \frac{1}{T} \sum_{t=1}^{T} (h_t - 1)^2 \rightarrow \text{Oif } \lim_{T \to \infty} \delta_t = 0 \), Phillips and Sul (2007) develop a regression test of the null hypothesis of convergence. Specifically, the hypothesis is implemented by means of the following ‘log t’ regression model:

\[
\log \left( \frac{H_1}{H_t} \right) - 2 \log (\log (t)) = a + b \log (t) + \epsilon_t
\]

for \( t = \lfloor T \rfloor, \lfloor T \rfloor + 1, ..., T \) with \( r > 0 \)

where \( r \) is a selection of the initial sample’s fraction. Phillips and Sul’s Monte Carlo simulations indicate that \( r \in [0.2, 0.3] \) achieves a satisfactory performance. In line with their results, we set \( r = 0.3 \) because of the short time series in our panel \( (T = 29) \).

When we run this log t regression for the convergence test under the null hypothesis of convergence for the whole panel, the value of the \( t \) statistic is –5.587 which is less than –1.650, hence the null hypothesis of overall convergence is rejected at the 5% level. However, the rejection of the hypothesis does not exclude the possibility of the existence of convergence clubs. When testing for convergence among sub-groups, the clustering of convergence sub-groups suggests the following partition:

- **Group 1**: Ireland, Norway, Switzerland;
- **Group 2**: Finland, Greece, Portugal, Sweden;
- **Group 3**: Denmark, Spain, UK;
- **Group 4**: France, Italy;
- **Group 5**: Austria, Belgium, Germany, the Netherlands.

The results suggest all the clubs fulfil the convergence hypothesis. However, the interpretation of the \( t \)-statistics requires some care: while the Phillips and Sul’s routine may have a natural interpretation for the extent of incremental economic growth and convergence across countries, the intuition regarding the convergence pattern in the degree of symmetry reflected by NORD may be less straightforward. In fact, in our setting countries showing the strongest degree of divergence from the core are often the ones for which the NORD has the strongest root.

To further investigate this issue, we perform the tests for possible club stemming from Phillips and Sul (2007) approach (see Appendix 10). These show statistical support to the possibility that the original groups 1 and 2 and the original groups 3 and 4 can be merged to form larger convergence clubs.

This implies that three main clubs of countries may have emerged since the euro introduction, namely an extended periphery (Group 1 + 2) composed by Finland, Ireland, Norway, Portugal, Switzerland, Sweden, Greece; an intermediate group (Group 3 + 4) formed by Denmark, Spain, Italy; and a hard-core (Group 5) where one finds Austria, Belgium, Germany, and the Netherlands.

Fig. 2 shows a first group, the core, that have in common a sustained decline in NORD. Using the convenient 50% mark for these classification purposes, one can see that the three countries to move below it are Germany and Austria, both by 1999. This is, of course, the year in which the euro was introduced. Belgium joins this core group in 2000, while the Netherlands joins around 2007. If one equates core membership with a strong indication of being part of an optimum currency area (OCA), our results depict the gradual formation of an OCA. These results provide evidence in favour of endogenous OCA theory (Frankel and Rose, 1998) as countries enter or join the core after the EMU. Having NORD below 50% is, however, a necessary but insufficient condition for being more symmetrical, or part of the core, as the examples of France and Italy demonstrate. Based on the classification proposed beforehand, we recognize the latter two are fundamentally different from the ‘core’ based on the Philip and Sul test: they rather belong to an intermediate group (Fig. 3). Within this group, one also distinguishes Denmark, which does not seem to show any clear trends between 1987 and 2015, and the UK, which while still trendless, displays the highest in-and-out volatility. To this intermediate group also belong Spain, whose NORD is flat until 1999 and starts to decline afterwards.

The group of countries we call an extended periphery is shown in Fig. 4. Not only these countries all have very high levels of NORD, but they also display (on average) a high number of rejections throughout. In other words, their scores are consistently above the 50% mark, showing, worrisomely, a trendless pattern. To this group belong also Greece and Sweden distinctively moving away, in other words, becoming less symmetric over time. It is interesting to note, however, that between the introduction of the euro in 1999 and the onset of the financial crisis in 2007, Greece was moving towards the core (see Fig. 5). These results provide confirmation of Bayoumi and Eichengreen (1993) early warning about the EMU, specifically about the possibility of an entrenched core and periphery pattern being driven by the latter being deep-seated. Among the periphery, it is noteworthy that neither Norway, Sweden nor Switzerland are eurozone countries.

In summary, the results above reveal that the core and periphery pattern has changed considerably since the late 1980s, both in terms of distance between main groups of countries but also in terms of the trajectories of individual countries. For instance, it is interesting to see how different countries join the core at different points in time. Overall, our new theory-based index, NORD, can be seen to decrease over time for the set of countries that the Phillips and Sul (2007) procedure single out and that we call “core” (a result which broadly confirms endogenous OCA predictions), it remains high for most of the
peripheral group (worrisomely confirming Bayoumi and Eichengreen’s (1993) warning about a deep-seated periphery), and it varies substantially for an intermediate set of countries between 1987 and 2015.

7. Discussion and policy implications

The debate which took place following Bayoumi and Eichengreen (1993) is centred on the idea of core-periphery and the strengthening of the EMU. According to these authors, what defines core and periphery is the correlation of supply-side shocks. Arguing along the lines of Bayoumi and Eichengreen (1993), Viñals (1996) note that some of the observed heterogeneities across countries resulted from the imperfect coordination of monetary policies, exchange rate movements and currency substitution well before the EMU. It is therefore unsurprising that historical studies had found smaller asymmetries among the so-called core countries, especially as these countries had over the years maintained closer monetary and exchange rate ties (Patterson and Amati, 1998). With the EMU, however, the asymmetries affecting participating non-
core countries was expected to fall into line with those of the former so-called core as such imperfect coordination of monetary and exchange rate policies would have “disappear[ed] instantaneously” (Patterson and Amati, 1998).

Our approach is close to some early approaches in analysing the feasibility of the EMU from a business-cycle perspective (see also, among others, Eichengreen, 1991; De Grauwe and Vanhaverbeke, 1993; Patterson and Amati, 1998). Christodoulakis et al. (1995), for instance, asked whether integration implies that countries would have a similar and synchronous response to shocks, or – equally – whether countries would display similar cyclical properties in terms of intensity, timing and duration (see also Macchiarelli, 2013). They found that the different economies of the EU in most respects responded similarly, regardless of the nature of the shock.

The 1992 Maastricht Treaty was effectively a balance between two ideals prevalent in the 1980s of nominal convergence, and an independent monetary policy with a supranational independent central bank (see also Patterson and Amati, 1998). Despite the objectives of the EMU being clearly identified and formulated, this balance left much of the battlefield of real convergence open for further debate. The extent to which asymmetries have declined within the euro area can therefore be seen as another formulation of an old question (Patterson and Amati, 1998): have monetary union led to an economic union? Our answer is yes, but that depends on main drivers behind membership to the single currency itself, with competition being a case in point.

Synchronicity (i.e. the strengthening of the core) since 1999 is likely to have generated substantial benefits. However, two caveats are in order.

One is that these benefits are far from entrenched or irreversible: policy inconsistencies, delays and mistakes can diminish them (and one can argue that this has indeed happened since 2010). In this sense, irreversibility cannot be taken for granted.

The second caveat is that this process of rooting of an endogenous OCA, that our results illustrate, suggests the possibility of substantial economic costs in the case of exit, above and beyond the (maybe symmetric) loss of benefits.11 There are various other important features that also deserve close scrutiny, empirically, such as the interactions among trade openness, labour mobility and business cycle synchronisation. Equally, the role of finance (financial cycle) in explaining real convergence, despite not receiving much support from our econometric results, is clearly an area that needs further research. Yet these should be carried out acknowledging that the EMU has changed and will continue to do so. The construction of a Genuine EMU is on-going and a crucial aspect of this debate (Begg, 2016).

8. Conclusions

The objective of this paper is to attempt to further our understanding of symmetry and its dynamics in currency unions, specifically in the context of the European Economic and Monetary Union. One main concern was to try to go beyond the mainly static and binary ways of framing this issue. We put forward a new simple theory-based measure that we think can successfully locate countries in a core-periphery continuum. We construct such measure for a set of 16 European coun-

---

11 See Campos and Macchiarelli, 2020.
tries yearly from 1987 to 2015 and provided an assessment, based on the endogenous OCA theory, of the main potential underlying explanatory factors of the dynamics of this measure over time and across countries.

Our main conclusion is that this new theory-based measure allows us to clearly identify three sets of countries on the basis not only of the level of our new measure but also in terms of its dynamic behaviour. Using the Phillips-Sul (2007) procedure, we show the emergence of an extended periphery composed by Finland, Ireland, Norway, Portugal, Switzerland, Sweden, Greece; an intermediate group formed by Denmark, Spain, UK, France, and Italy; and a hard-core where one finds Austria, Belgium, Germany, and the Netherlands.

There are valuable lessons from the dynamics of this measure. Our findings suggest that the irreversibility of being in the core should not be taken for granted. Our index increases for core countries (which confirms endogenous OCA predictions), remains worrisomely constant for most of the periphery and varies substantially for the intermediate set of countries. Among the periphery, Sweden and Greece become consistently less symmetrical over time. By contrast, among the intermediate group, Denmark’s remains constant and the UK moves in and out of over time. Our panel estimates on a specification suggested by endogenous OCA theory imply that euro membership and product market competition (or trade openness) make the reactions to shocks more symmetric hence affecting the likelihood to have them classified as ‘core’. These results have important academic and policy implications as it remains unclear whether the effects of the euro and of competition are indeed closely related or completely independent. Future research will do well to try to throw further light on these important effects.

Appendix A. Supplementary material

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jimonfin.2020.102325.

References

Alesina, A., Barro, R., 2002. Currency unions. Quart. J. Econ. 117 (2), 409–426.
Arestis, P., Phelps, P., 2016. Endogeneity analysis of output synchronization in the current and prospective EMU. J. Common Market Stud. 54 (3), 525–543.
Artis, M., Zhang, W., 1997. International business cycle and the ERM: is there a European business cycle?. Int. J. Financ. Econ. 2 (1), 1–16.
Artis, M., Zhang, W., 1999. Further evidence on the international business cycle and the ERM: Is there a European business cycle?. Oxford Econ. Pap. 51 (2), 120–132.
Artis, M., Zhang, W., 2001. Core and periphery in EMU: a cluster analysis. Econ. Issues 6 (2), 47–58.
Artis, M.J., Zhang, W., 2002. Membership of EMU: a fuzzy clustering analysis of alternative criteria. J. Integr. 17 (1), 54–79.
Ball, L., 2014. Long-Term Damage from the Great Recession in OECD Countries. NBER Working Paper 20185, May.
Basse, T., 2014. Searching for the EMU core member countries. Eur. J. Polit. Econ. 34 (1), 32–39.
Bayoumi, T., Eichengreen, B., 1993. Shocking aspects of European monetary integration. In: Giavazzi, F., Torres, F. (Eds.), Adjustment and Growth in the European Monetary Union. Cambridge University Press.
Bayoumi, T., Eichengreen, B., 1997. Ever Closer to Heaven? An optimum-currency-area index for European countries. Eur. Econ. Rev. 41 (3), 761–770.
Begg, I. 2016. Genuine Economic and Monetary Union. In: Durlauf, S., Blume, L. (Eds.), The New Palgrave Dictionary of Economics. Palgrave.
Blanchard, O., Quah, D., 1989. The dynamic effects of aggregate demand and aggregate supply disturbances. Am. Econ. Rev. 79 (5), 655–673.
Boeri, T., Garibaldi, P., 2006. Are labour markets in the new member states sufficiently flexible for EMU? J. Bank. Financ. 30 (5), 1393–1407.
Braudel, F., 2010. Trade and FDI effects of EMU enlargement. J. Int. Money Finance 27 (2), 188–208.
Campos, N., Macchiarelli, C., 2016. Core and periphery in the European monetary union: Bayoumi and Eichengreen 25 years later. Econ. Lett. 147 (1), 127–130.
Campos, N., Coricelli, F., Moretti, L., 2019. Institutional integration and economic growth in Europe. J. Monetary Econ. 103 (1), 88–104.
Christodoulakis, N., Dimelis, S.P., Kollintzas, T., 1995. Comparisons of business cycles in the EC: idiosyncracies and regularities. Economica 245, 1995.
Crowley, P.M., Garcia, E., Quah, C.H., 2013. Is Europe growing together or growing apart? Bank of Finland Research Discussion Paper No. 33.
De Grauwe, P., Vanhaverbeke, W., 1993. Is Europe an optimum currency area? Evidence from regional data. In: Masson, P.R., Taylor, M.P. (Eds.), Policy Issues in the Operation of Currency Unions. Cambridge University Press, Cambridge.
De Grauwe, P., Mongelli, F., 2005. Endogeneities of Optimum Currency Areas. What Brings Countries Sharing a Single Currency Closer Together? ECB Working Paper No. 468, April.
De Haan, J., Inklar, K., Jong-A-Pin, R., 2008. Will business cycles in the euro area converge? A critical survey of empirical research. J. Econ. Surv. 22 (2), 234–273.
Di Giorgio, C., 2016. Business cycle synchronization of CEECs with the Euro area: a regime switching approach. JCMS J. Common Market Stud. 54 (2), 284–300.
Eichengreen, B., 1991. Is Europe an optimum currency area? NBER Working Paper 3579.
Engel, C., Rogers, J., 2004. European Product Market Integration after the euro. Econ. Policy 19 (39), 348–384.
European Central Bank, 2017. Financial Integration in Europe. ECB, Frankfurt.
Farhi, E., Werning, I., 2015. Labor mobility in currency unions. MIT mimeo.
Fatás, A., Summers, L., 2016. The Permanent Effects of Fiscal Consolidations. NBER Working Paper 22734.
Frankel, J., Rose, A., 1998. The endogeneity of the optimum currency area criteria. Econ. J. 108 (449), 1009–1025.
Glick, R., Rose, A., 2016. Currency unions and trade: a post-EMU Mea Culpa. mimeo.
Hendry, D., Johansen, S., Santos, C., 2008. Automatic selection of indicators in a fully saturated regression. Comput. Statistics 23 (2), 317–335.
Krugman, P., 1993. Lessons of Massachusetts for EMU. In: Torres, F., Giavazzi, F. (Eds.), Adjustment and Growth in the European Monetary Union. Cambridge University Press,
Macchiarelli, C., 2013. GDP-Inflation Cyclical Similarities in the CEE Countries and the Euro Area. ECB Working Paper Series, no. 1552/June.
Martin, P., Philippon, T., 2017. Inspecting the mechanism: leverage and the great recession in the Eurozone. Am. Econ. Rev. 107 (7), 1904–1937.
Patterson B., Amati, S., 1998. Adjustment to Asymmetric Shocks. Directorate-General for Research, WP 09-98.
Phillips, P., Sul, D., 2007. Transition modelling and econometric convergence tests. Econometrica 75 (6), 1771–1855.
Phillips, P., Sul, D., 2009. Economic transition and growth. J. Appl. Econometrics 24 (7), 1153–1185.
Ramey, V., 2016. Macroeconomic shocks and their propagation. In: Taylor, J., Uhlig, H. (Eds.), Handbook of Macroeconomics, vol. 2. Elsevier.
Roodman, D., 2009. A note on the theme of too many instruments. Oxford Bull. Econ. Stat. 71 (1), 135–158.
Rose, A., 2000. One money, one market: estimating the effect of common currencies on international trade. Econ. Policy 30 (1), 9–45.
Santos Silva, J.M.C., Tenreyro, S., 2010. Currency unions in prospect and retrospect. Ann. Rev. Econ. 2 (1), 51–74.
Spiegel, M., 2009. Monetary and financial integration in the EMU: push or pull? Rev. Int. Econ. 17 (4), 751–776.
Viñals, J., 1996. European monetary integration: a narrow or a wide EMU?. Eur. Econ. Rev. 40 (1996), 1103–1109.