Lévy flights as an emergent phenomenon in a spatially extended system
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Anomalous diffusion and Lévy flights, which are characterized by the occurrence of random discrete jumps of all scales, have been observed in a plethora of natural and engineered systems, ranging from the motion of molecules to climate signals. Mathematicians have recently unveiled mechanisms to generate anomalous diffusion, both stochastically and deterministically. However, there exists to the best of our knowledge no explicit example of a spatially extended system which exhibits anomalous diffusion without being explicitly driven by Lévy noise. We show here that the Landau–Lifshitz–Gilbert equation, a stochastic partial differential equation (SPDE), despite only being driven by Gaussian white noise, exhibits superdiffusive behaviour. The anomalous diffusion is an entirely emergent behaviour and manifests itself in jumps in the location of its travelling front solution. Using a collective coordinate approach, we reduce the SPDE to a set of stochastic differential equations driven by Gaussian white noise. This allows us to identify the mechanism giving rise to the anomalous diffusion as random widening events of the front interface.

1. Introduction

Brownian diffusion is ubiquitous in nature and social systems. Its ubiquity can be understood by the central limit theorem which states that appropriately scaled sums of random variables converge in distribution to a normal distribution. This is beautifully illustrated by Robert Brown’s observation in 1827 of the emerging erratic behaviour of small particles suspended on the surface of a drop of water: the heavy particle
experiences the sum of many (almost) uncorrelated kicks by the much smaller and lighter water molecules, leading to the apparent erratic motion of the particle. However, numerous examples in nature and in social systems defy this simple diffusive behaviour and exhibit anomalous diffusion. In systems with anomalous diffusion the standard central limit theorem breaks down but can be replaced by a generalized central limit theorem such that appropriately scaled sums converge in distribution to the so-called $\alpha$-stable processes [1,2]. A particular class of anomalous diffusion is superdiffusion or Lévy flights in which diffusion is enhanced compared to normal Gaussian diffusion by the occurrence of discontinuous jumps of arbitrary size. The presence of such jumps implies a fat tail in the associated probability distribution which may strongly deviate from the normal Gaussian distribution [3]. Superdiffusion has been observed, for example, in the motion of metal clusters and large molecules across crystalline surfaces [4], in active intracellular transport [5], conformal changes in proteins [6], in living cell migration [7–9], in optically active media [10], active turbulence [11], in tracer diffusion in active suspensions [12], in atmospheric particle dispersion [13], in ice core data [14], finance ratios [15], power grids [16] and in foraging strategies of animals [17–26] to name but a few. In these examples, the emergence of superdiffusion is often dependent on geometric constraints which favour jumps, see also [27–29]. In recent years, mathematicians have made substantial progress in identifying dynamical mechanisms which may give rise to superdiffusion without any superimposed geometric or topological constraints. There are two known dynamical mechanisms for which a process defined by appropriately scaled sums of observables converges to an $\alpha$-stable process: either for regular observables of weakly chaotic intermittent dynamics with a sufficiently slow decay of correlations [30–35], or alternatively, in the case of strongly chaotic dynamics with rapid decay of correlations, for unbounded observables [36]. The same dynamical ingredients also hold for stochastic systems [37–40]. For readers who may not be familiar with these dynamic mechanisms to generate anomalous diffusion, we provide an illustrative introduction in the electronic supplementary material. Whereas these mechanisms have been verified in numerous examples for discrete maps as well as for ordinary differential equations [41–47], there are no explicit examples of spatially extended systems exhibiting superdiffusion. It has been conjectured, however, that superdiffusion should in principle be observable in spatially extended systems. This conjecture is part of a universal perspective based on the ambient symmetry of the problem [48,49]. Spatially extended systems with symmetry can under certain conditions be reduced to the dynamics along the symmetry group and the so-called shape dynamics which is orthogonal to it. A simple example of this reduction is given by travelling wave solutions of PDEs with translational invariance in one spatial dimension: the group dynamics is given by a linear drift of the reference frame in physical space, and the shape dynamics is provided by an ordinary differential equation obtained by transforming into the co-moving frame of reference. Such a reduction leads to the following dynamical scenario: the shape variables evolve according to their own dynamics, independent of the group variables and then drive the dynamics of the group variables. The key insight developed in [35,48,49] is that the group variables can exhibit anomalous superdiffusion provided the shape dynamics evolves according to the dynamics outlined above. In the deterministic setting, it was proven that this is indeed possible in anisotropic media and it was conjectured that it is possible in isotropic media with odd spatial dimension. Numerical results as well as some mathematical theory suggest that the decomposition into the group and shape dynamics can be carried over to dissipative SPDEs with symmetry [50,51]. It is argued that the noise can freely diffuse along the neutrally stable group orbits whereas it is confined in the contracting shape dynamics. However, no explicit examples of PDEs or SPDEs exhibiting superdiffusions were known.

In this work, we present the first explicit example of a spatially extended system which exhibits superdiffusion without explicitly being driven by $\alpha$-stable noise. The anomalous diffusion is an entirely emergent behaviour. In particular, we consider the well-studied stochastic Landau–Lifshitz–Gilbert (sLLG) equation [52–54] which describes magnetization along a one-dimensional wire. We will show that the location of the magnetization interface of the front
solution experiences superdiffusion. We remark that this is different to the superdiffusion observed in spin transport in one-dimensional spin chains which is a discrete finite-dimensional microscopic model underlying the sLLG equation. Such spin systems were shown to fall into the Kardar–Parisi–Zhang (KPZ) universality class [55–61]. In the finite-dimensional spin chains superdiffusion is manifested in the hopping of spins across sites and is described in the KPZ equation through the particular scaling of the correlation function. Instead, in this work superdiffusion is directly observable in the SPDE as a Lévy flight of the location of the front solution. Similarly, in the context of fluid dynamics and hydrodynamic transport, PDEs were introduced to describe transport of solute particles in stratified porous media subject to random-shear which exhibit superdiffusion [29,62]. The superdiffusive behaviour in these random-shear models, however, again does not manifest itself in the solution of the transport PDE. Instead, the PDE describes the probability density function of random particles subject to vertical shear which experience superdiffusive dispersion in the latitudinal direction. Moreover, the superdiffusion is pre-described by the particular choice of the vertical shear profile. By contrast, the sLLG equation we consider here does not comprise any built-in mechanism which may lead us to suspect any anomalous diffusion and the anomalous diffusion is in that sense an emergent property.

The paper is organized as follows: we present in §2 the SPDE under consideration, discuss its underlying symmetries and front solutions. We further show results of numerical simulations of the SPDE illustrating that the location of the front solution experiences jumps. To allow for a more thorough investigation of the mechanism giving rise to anomalous diffusion in the sLLG equation, we perform in §3 a reduction of the infinite-dimensional sLLG equation to a finite-dimensional system of SDEs. Using long numerical solutions of the SDEs, we perform several statistical tests to show that indeed the location of the front interface is an $\alpha$-stable process and establish the dynamical mechanism giving rise to the anomalous diffusive behaviour. We conclude with a discussion in §4. For completeness, we provide in the electronic supplementary material an illustration of how statistical limit theorems can lead to anomalous diffusion and outline the two mechanisms which may give rise to superdiffusion.

2. The stochastic Landau–Lifshitz–Gilbert equation

The stochastic Landau–Lifshitz–Gilbert equation on a finite interval $[0, L]$

$$dm = -m \times (H(m) + \lambda m \times H(m)) \, dt + \sigma m \times g \circ dW,$$

(2.1)

with homogenous Neumann boundary condition and initial condition satisfying $\|m(x, 0)\| = 1$ for all $x \in [0, L]$, where

$$H(m) = \frac{\partial^2 m}{\partial x^2} - m_2 e_2 - m_3 e_3$$

and where $W$ is one-dimensional Brownian motion, describes the magnetization vector $m(x, t) = (m_1(x, t), m_2(x, t), m_3(x, t))$ of a ferromagnetic nanowire of length $L$ subject to dissipation (parametrized by $\lambda > 0$) and thermal fluctuations [52–54]. The sLLG equation is norm preserving in the sense that for every $T \in (0, \infty)$, its martingale solution $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P}, W, m)$ satisfies $\|m(x, t)\| = 1$, a.e. - $(x, t)$, $\mathbb{P}$-a.s. The deterministic LLG equation, i.e. (2.1) with $\sigma = 0$, supports stable stationary front solutions, which for $L \to \infty$ take the form

$$m_0(x) = \begin{pmatrix} \tanh(x) \\ \sech(x) \\ 0 \end{pmatrix},$$

(2.2)

and enjoys translational symmetry as well as rotational symmetry, in the sense that if $m(x, t)$ is a solution then so is $R_1[\psi]m(x - \phi, t)$ for any constant $\phi$ and with $R_1[\psi]$ describing rotation around the $m_1$-axis by an angle $\psi$. Whereas the inclusion of the noise term in (2.1) preserves the translational symmetry it breaks the rotational symmetry unless $g = (1, 0, 0)$. For small values of $\sigma$, however, the dynamics remains nearly rotationally invariant for some time.
Figure 1. (a) Contour plot of the solution \( m_1 \) of the sLLG equation (2.1) for \( \sigma = 0.3 \) and \( \lambda = 1 \) with \( g = (1, 1, 1) \) showing jumps in the location of the front interface. Zoom into a jump event at \( 1404 \leq t \leq 1406 \) (marked as dashed horizontal lines in the contour plot) showing the location of the front interface \( \phi \) (b) and the interface width \( w \) (c).

For the numerical simulation of the sLLG equation (2.1), we employ a Crank–Nicolson scheme where nonlinearities are treated in an Adams–Bashforth scheme which ensures the preservation of the modulus \( ||m||^2 \) [63–65]; for the noise, we employ an Euler–Maruyama scheme [66].

Figure 1 shows \( m_1(x, t) \) for \( \lambda = 1 \) and \( \sigma = 0.3 \) with \( g = (1, 1, 1) \). We further provide a zoom into a small time interval in which we show the temporal evolution of the location \( \phi(t) \) of the front interface and the width \( w(t) \) of the front solution, which were both estimated by nonlinear least-square fitting (cf. equation (3.1)). It is seen that the front experiences what might be identified as a linear ballistic drift of its location \( \phi(t) \) (albeit of only a small displacement of roughly 2 spatial units). These largish displacements of the front in a short time are accompanied by a sudden increase in the width \( w(t) \) of the front solution. We will establish below that such events are indeed representative of anomalous diffusion and that the front interface location \( \phi(t) \) experiences \( \alpha \)-stable Lévy flights. It turns out, as we will show, that the length of the time window and size of the spatial domain necessary to observe significant jumps in simulations of the sLLG equation (2.1), which would clearly identify the dynamics of the front interface as a Lévy flight, are too large to be computationally feasible. To properly resolve the anomalous diffusion and analyse the superdiffusive dynamics, we therefore now reduce the infinite-dimensional sLLG equation to a set of finite-dimensional SDEs.
3. Reduction to an SDE via collective coordinates

We shall employ the method of collective coordinates. Originally developed for deterministic PDEs [67], it has since been successfully employed to reduce the complexity of a wide range of dynamical systems including complex network dynamics [68–70] and SPDEs [50, 71]. In the context of SPDEs with symmetries the method of collective coordinates relies on a decomposition of the dynamics into the dynamics along the group and the dynamics orthogonal to it, the so-called shape dynamics. Assuming that the deterministic core supports a travelling front, as is the case for the sLLG equation, the question is how the noise will affect the solution. It is argued that the noise can freely diffuse along the neutrally stable group orbit, given here by the translational symmetry, whereas the noise is controlled in the contracting ($\lambda > 0$) shape dynamics [50]. To capture this, we consider the ansatz

$$\hat{m}(x, t) = R_3[\theta(t)] R_2[\eta(t)] R_1[\psi(t)] m_0(w^{-1}(t)(x - \phi(t)).$$

(3.1)

For simplicity, we assume from now on that $L \to \infty$ which allows us to use the explicit solution (3.2) for $m_0$. Here $R_j[\xi]$ denotes rotations around the $j$th axis by the angle $\xi$. The dynamics of the infinite-dimensional SPDE is now encapsulated in the time evolution of the shape variables $(w, \theta, \eta, \psi)$ and the translational group variable $\phi(t)$. Indeed, we are able to fit such an ansatz to solutions of numerical simulations with a high degree of accuracy (cf. §3a). The rotations imply that each component of $\hat{m}(x, t)$ can be written as a linear combination of tanh and sech functions $\psi_m(t)$ and the coefficients depending on the angle variables. These amplitudes evolve stochastically on the sphere defined by $||\hat{m}||^2 = 1$ (cf. figure 3f).

The framework of collective coordinates views the ansatz (3.1) as a Galerkin approximation and appropriate projection leads to an SDE for the collective coordinates. For expository ease, we denote by $\mathbf{p} = (w, \theta, \eta, \phi, \psi)$ the vector of collective coordinates which are assumed to evolve according to a stochastic differential equation

$$d\mathbf{p}_i = f_p(p) dt + \sigma_p(p) dW, \quad i = 1, \ldots, 5.$$

Our aim in the following is to determine the drift coefficients $f_p$ and the diffusion coefficients $\sigma_p$ [50]. Applying Itô’s lemma to the ansatz (3.1) yields

$$d\hat{m} = \left[ \sum_{i=1}^5 f_p \partial_{p_i} \hat{m} + \frac{1}{2} \sum_{i,j=1}^5 \sigma_{p_i} \sigma_{p_j} \partial_{p_i} \partial_{p_j} \hat{m} \right] dt + \sum_{i=1}^5 \sigma_{p_i} \partial_{p_i} \hat{m} dW.$$

Introducing the drift and diffusion terms of the sLLG equation (2.1)

$$b_f(m) = -m \times (H(m) + \lambda m \times H(m)) + \frac{1}{2} \sigma^2(m \times g) \times g$$

and

$$b_\sigma(m) = \sigma m \times g,$$

we define the error process $\{\mathcal{E}(t) : t \geq 0\}$ as the residual

$$d\mathcal{E} = \left[ \sum_{i=1}^5 f_p \partial_{p_i} \hat{m} + \frac{1}{2} \sum_{i,j=1}^5 \sigma_{p_i} \sigma_{p_j} \partial_{p_i} \partial_{p_j} \hat{m} - b_f(\hat{m}) \right] dt + \left[ \sum_{i=1}^5 \sigma_{p_i} \partial_{p_i} \hat{m} - b_\sigma(\hat{m}) \right] dW$$

with $\mathcal{E}(0) = 0$. If the ansatz (3.1) were a solution of the sLLG equation, then $d\mathcal{E} = d\mathcal{E}(x, t; \mathbf{p}) = 0$ for all $(x, t)$.

In order to maximize the degree to which the ansatz $\hat{m} = \hat{m}(\mathbf{p})$ approximates the solution of (2.1), we minimize the projection of the error $\mathcal{E}$ onto the space spanned by the collective coordinates $\mathbf{p}$. We do so by requiring that the error is orthogonal to the tangent space of the ansatz...
manifold parametrized by the collective coordinates. In particular, $f_p$ and $\sigma_p$ are determined such that the error is orthogonal to the tangent space spanned by $\{a_p \hat{m} \}_{k=1}^5$, i.e.

$$\langle d\mathcal{E}, a_p \hat{m} \rangle = 0, \quad k = 1, \ldots, 5,$$

where the angular brackets denote the inner product on $L^2([0, L]; \mathbb{R}^3)$ with $\langle a, b \rangle = \int_0^L a(x)b(x) dx$. Separating into drift terms which are proportional to $dt$ and diffusion terms which are proportional to $dW$ we require

$$\sum_{i=1}^5 \sigma_{pi} \partial_p \hat{m} = [b_p(\hat{m}), \partial_p \hat{m}] = 0 \tag{3.2}$$

and

$$\sum_{i=1}^5 f_{pi} \partial_p \hat{m} + \frac{1}{2} \sum_{i,j=1}^5 \sigma_{pi} \sigma_{pj} \partial_p \hat{m} = [b_f(\hat{m}), \partial_p \hat{m}] = 0 \tag{3.3}$$

for each $k = 1, \ldots, 5$. This constitutes a linear system of 10 equations for the 10 unknown drift and diffusion terms $f_p$ and $\sigma_p$. In practice, the diffusion coefficients $\sigma_p$ are determined by (3.2), and then inserted into (3.3) to yield a linear system for the drift terms $f_p$. We first solve the system for finite domain length $L$ and then take the limit $L \to \infty$. Using the software package Mathematica [72], taking $L \to \infty$ leads to the following explicit expressions for the dynamics of the collective coordinates $(\psi, \theta, \eta, w)$ and $\phi$

\[
\begin{align*}
\text{(shape dynamics)} & \quad \left\{ \begin{array}{l}
dw &= f_\psi(\theta, \eta, \psi, w) \, dt \\
d\theta &= f_\theta(\theta, \eta) \, dt + \sigma_\theta \, dW_t \\
d\eta &= f_\eta(\theta, \eta) \, dt + \sigma_\eta \, dW_t \\
d\psi &= f_\psi(\theta, \eta, \psi, w) \, dt + \sigma_\psi \, dW_t
\end{array} \right.
\tag{3.4}
\end{align*}
\]

and

\[
\begin{align*}
\text{(group dynamics)} & \quad \left\{ \begin{array}{l}
d\psi &= f_\psi(\theta, \eta, \psi, w) \, dt,
\end{array} \right.
\tag{3.5}
\end{align*}
\]

with the drift and diffusion terms

$$f_w = \frac{6}{\pi^2} \lambda w^{-1} - \frac{3}{2\pi^2} \left[ \lambda (\cos^2 \theta \cos 2\eta (3 - \cos 2\psi) - 2 \sin 2\psi \sin 2\theta \sin \eta + \cos^2 \psi (3 \cos 2\theta - 1)) + 2\pi \cos \eta (2 \cos \psi \cos^2 \theta \sin \eta - \sin \psi \sin 2\theta) \right]$$

$$f_\theta = \frac{1}{2} (\sigma^2 (\tan \eta (2 \cos 2\theta \tan \eta + \sin \theta - \cos \theta) + \cos 2\theta) - \lambda \sin 2\theta)$$

$$f_\eta = \lambda \cos^2 \theta \sin \eta \cos \eta + \frac{1}{2} \sigma^2 \sin \theta (\tan \eta (\sin \theta + \cos \theta) - 1)$$

$$f_\psi = \frac{w}{2} (\cos \theta \sin \psi \sin \eta + \cos \psi \sin \theta)(2 \cos \psi \cos \theta \sin \eta - 2 \sin \psi \sin \theta+ \lambda \pi \cos \theta \cos \eta)$$

and

$$f_\psi = \frac{\sigma^2}{2} \sec \eta (\cos \theta - \sin \theta - 2 \cos 2\theta \tan \eta)$$

$$+ \frac{\lambda}{8} (3 \cos 2\theta - 2 \cos^2 \theta \cos 2\eta - 1) \sin 2\psi + \lambda \cos^2 \psi \sin 2\theta \sin \eta$$

and the diffusion terms are

$$\sigma_\theta = \sigma (\tan \eta (\sin \theta + \cos \theta) - 1)$$

$$\sigma_\eta = \sigma (\sin \theta - \cos \theta)$$

and

$$\sigma_\psi = -\sigma \sec \eta (\cos \theta + \sin \theta).$$
We provide some evidence that the collective coordinate framework is indeed able to reproduce the dynamics of the full SPDE (2.1). We first show that the collective coordinate approach is able to capture the statistical behaviour of the full SPDE.

Figure 2 shows a comparison of the empirical probability function of the angle variables \( (\eta, \theta, \psi) \) at fixed time \( t = 1 \) for \( \lambda = 5 \) and \( \sigma = 0.1 \) with excellent agreement between the collective coordinate solutions and the full SPDE (on the bounded domain \(-L/2, L/2\) with \( L = 10\pi \)). The angle variables for the full SPDE were obtained using a nonlinear least-square fit to the ansatz (3.1).

To provide further indication about the reliability of the collective coordinate description of the dynamics of front interfaces in the sLLG equation, we show in the following that the collective coordinate ansatz recovers an analytical solution in the special case of \( g = (1, 0, 0) \).

In the special case when \( g = (1,0,0) \) the sLLG equation exactly preserves the rotational symmetry along the axis of rotation aligned with \( m_1 \). In this case the sLLG equation (2.1) on \( \mathbb{R} \) with initial condition \( m(\cdot, 0) = m_0 \) given by (2.2) permits the analytical solution

\[
m(x,t) = e^{GW(t)} m_0(x),
\]

which is the sLLG equation (2.1). Here the commutation of \( G \) and \( H(m) \) follows from the particular form of \( G \) for \( g = (1,0,0) \), i.e. the dynamics is a random motion around the \( m_1 \)-axis. This implies that \( m_1(x,t) = \tanh(x) \) and that \( m_{2,3}(x,t) = A_{2,3}(t) \text{sech}(x) \) with \( A_{2,3}(t) \) being stochastic processes with the constraint that \( ||m(x,t)||^2 = 1 \).

The collective coordinate system (3.4) and (3.5) recovers the exact solution (3.6). In the case of rotational symmetry along the axis of rotation aligned with \( m_1 \), denoted by \( R_1 \), we set \( \theta = \eta = 0 \) in

\[
\frac{\partial m}{\partial t} = e^{GW} \frac{\partial m}{\partial t} + G e^{GW} m_0 \circ dW
\]

This readily follows upon application of Itô’s lemma, according to

\[
\begin{align*}
\frac{dm}{dt} & = e^{GW} dm_0 + G e^{GW} m_0 \circ dW \\
& = e^{GW} (m_1 \times H(m_0) - \lambda m_0 \times (m_0 \times H(m_0))) dt + Gm \circ dW \\
& = -(m_1 \times H(e^{GW} m_0) + \lambda m_0 \times (e^{GW} m_0 \times H(e^{GW} m_0))) dt + Gm \circ dW \\
& = -(m \times H(m_0) + \lambda m \times (m \times H(m))) dt + \sigma m \times g \circ dW(t),
\end{align*}
\]

which is the sLLG equation (2.1). Here the commutation of \( G \) and \( H(m) \) follows from the particular form of \( G \) for \( g = (1,0,0) \), i.e. the dynamics is a random motion around the \( m_1 \)-axis. This implies that \( m_1(x,t) = \tanh(x) \) and that \( m_{2,3}(x,t) = A_{2,3}(t) \text{sech}(x) \) with \( A_{2,3}(t) \) being stochastic processes with the constraint that \( ||m(x,t)||^2 = 1 \).

The collective coordinate system (3.4) and (3.5) recovers the exact solution (3.6). In the case of rotational symmetry along the axis of rotation aligned with \( m_1 \), denoted by \( R_1 \), we set \( \theta = \eta = 0 \) in

(a) Ability of the collective coordinate approach to reproduce the dynamics of the full SPDE

We provide some evidence that the collective coordinate framework is indeed able to reproduce the dynamics of the full sLLG equation (2.1). We first show that the collective coordinate approach is able to capture the statistical behaviour of the full SPDE.
Figure 3. Solutions of the reduced collective coordinate system (3.10)–(3.12) for $\lambda = 1$ and $\sigma = 0.3$ with $g = (1,1,1)$. 

(a) Translational symmetry variable $\phi(t)$. (b–d) Mechanism generating jumps: zoom into a single jump (b) of $\phi$, which is caused by an extreme interface width $w$ (c), which itself is generated by random events of near-zero amplitude of the tanh-component $A_1$ of $m_1$ (d). (e) Typical time series of the front interface location $\phi(t)$ obtained from simulations of the sLLG (2.1) and of the reduced collective coordinate system (3.10)–(3.12). We arbitrarily shifted the time series to allow for a comparison. (f) Time series of the amplitudes $A_{1,2,3}$ and $B_{1,2,3}$ on the sphere with radius 1. The black diamond marks where $g = (1,1,1)$ pierces the sphere.

our ansatz (3.1), leading to the following equations for the collective coordinates

(shape dynamics)  \[
\frac{dw}{dt} = \frac{6\lambda}{\pi^2 w^3} (1 - w^2) \text{ d}t 
\]  (3.7)

and

(group dynamics) \[
\begin{align*}
\frac{d\psi}{dt} &= -\sigma \, dW(t) \\
\frac{d\phi}{dt} &= 0.
\end{align*} 
\]  (3.8)
The equation for the interface width converges to the stable fixed point $w = 1$ and the group variables are readily solved to yield $\psi(t) = \psi(0) - \sigma W(t)$ and $\phi(t) = \phi(0)$ for all $t$. Thus under the initial condition $(w(0), \psi(0), \phi(0)) = (1, 0, 0)$, the ansatz reduces to $\dot{m}(x,t) = R_1[-\sigma W(t)]m_0(x)$, recovering the exact solution. Note that in this case with $g = (1, 0, 0)$ the rotational symmetry around the $m_1$-axis implies that $\psi$ is a group variable rather than a shape variable. Hence the collective coordinate system (3.7) and (3.8) is of the form where the noise is only active in the neutrally stable group dynamics.

(b) Mechanism for anomalous diffusion

The angles $(\psi, \theta, \eta)$ ensure that $|m|^2 = 1$, i.e. the solution remains on the sphere, and the dynamics can be viewed as the axis of this sphere performing a random walk. To identify the mechanism leading to superdiffusion, it is instructive to express the ansatz (3.1) as

$$m(x,t) = A(t) \tanh(w^{-1}(t)(x - \phi(t))) + B(t)\text{sech}(w^{-1}(t)(x - \phi(t))),$$

(3.9)

where

$$A = \begin{pmatrix} \cos \theta \cos \eta \\ \sin \theta \cos \eta \\ \sin \eta \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} -\cos \psi \sin \theta - \cos \theta \sin \psi \sin \eta \\ \cos \psi \cos \theta - \sin \psi \sin \theta \sin \eta \\ \cos \eta \sin \psi \end{pmatrix}.$$

The evolution equations for the collective coordinates $(\psi, \theta, \eta, w, \phi)$ can then be written in terms of the shape variables $(A, B, w)$ and the group variable $\phi$. For $g = (1, 1, 1)$ we obtain for the shape dynamics

$$dA = \lambda A \times (A \times KA) dt + \sigma A \times g \circ dW(t),$$

(3.10)

$$dB = \lambda B \times \left[(B \times KB, A)A + \frac{A_2^2 A_3^2}{1 - A_3^2} A \times e_3 + \frac{A_1 A_2^2}{1 - A_3^2} (e_3 - A_3 A)\right] dt$$

$$+ \sigma B \times g \circ dW(t),$$

and

$$dw = \frac{6}{\pi^2 w} \left[\pi w^2 A_1 \langle A \times B, e_1 \rangle - \lambda w^2 \left(\langle A \times B, e_2 \rangle^2 - A_3^2 - B_1^2 + B_2^2\right) + \lambda\right] dt$$

(3.11)

and for the group dynamics

$$d\phi = w B_1 \left[\langle A \times B, e_1 \rangle - \frac{\pi}{2} \lambda A_1\right] dt,$$

(3.12)

(3.13)

where $K = \text{diag}(0, 1, 1)$.

The collective coordinate system (3.10)–(3.12) allows for long time integrations and enables us to study how anomalous diffusion is generated. In figure 3, we show results of a numerical simulation of (3.10)–(3.12) illustrating the chain of events leading to superdiffusion of the translational variable $\phi$ seen in figure 3a. Random incidences of (near) flips of the magnetization front $m_1$ with $A_1 \approx 0$ and $B_1 \approx \pm 1$, as seen in figure 3d, lead to distinct spikes in the front interface width $w$ (see figure 3c; cf. figure 1 for the full SPDE over a shorter time period). Events of $w$ exceeding specified thresholds are Poisson distributed, suggesting that large $w$-events and the generating (near) flips are uncorrelated. Indeed, figure 4 shows that the cumulative probability distribution function of the waiting times $\tau_c$ between events of $w \geq 1$ closely resembles that of a Poisson process (with exponential inter-arrival times) where $P(\tau_c) = 1 - \exp(-\tau_c/\bar{\tau}_c)$ with $\bar{\tau}_c = 0.55$. These (arbitrarily large) spikes in $w$ are then causing the jumps in the interface location $\phi$ generating a Lévy or $\alpha$-stable process (figure 3b). This chain of events is clearly reflected in equations (3.10)–(3.12): for $A_1 \approx 0$ and $B_1 \approx \pm 1$ a Taylor expansion yields $d\dot{w} = 6\lambda(\pi^2 w)^{-1}(1 + (1 - B_2^2)w^2) dt > 0$. This implies an increase in $w$ which in turn leads to $d\phi \sim \pm w dt$ causing large jumps in $\phi$, the signs of which being determined by the random sign of $B_1[(A \times B, e_1) - \pi \lambda A_1/2]$.

1This corresponds to $\theta = \pi/2$ (or $\theta = 3\pi/2$) and $\psi = 0$ (or $\psi = \pi$).
0246

$0 < \alpha \leq 2$ controls the anomalous character of the diffusion with $\alpha = 2$ being normal diffusion. The skewness parameter $-1 \leq \beta \leq 1$ describes the probability of the process experiencing up- or downward jumps with $\beta = \pm 1$ allowing only for up-/downward jumps, respectively. The parameter $\gamma$ is a scale parameter.

To test if the dynamics of the translational variable $\phi(t)$ is driven by an $\alpha$-stable process and to determine the value of $\alpha$ we employ several test statistics. We begin by determining the scaling behaviour of the $q$th moment $\langle |\phi(t)|^q \rangle$ with time (note that $\phi$ has zero mean). The $q$th moment is defined for $\alpha < q$ and, for stochastic dynamics, scales like

$$\langle |\phi(t)|^q \rangle \sim t^{q/\alpha},$$

where the angular bracket denotes an ensemble average [2]. For anomalous diffusion with $\alpha < 2$, the second moment is not defined and an ensemble average does not converge with an increasing number of ensemble members. Figure 5 shows the scaling of the $q$th moment $\langle |\phi(t)|^q \rangle$ in a log–log plot for $q = 0.2$, $q = 0.5$ and $q = 0.8$ with a very clear linear scaling. The slope of a best linear fit suggests $\alpha = 1.74$ for all three values of $p$ indicative of superdiffusion. We remark that the scaling of the $q$th moment is typically a better test statistics for smaller values of $q$ (e.g. [73]).

To further test for $\alpha$-stable behaviour, we additionally employ the $p$-variation [74–76], a test for superdiffusion based on the scaling behaviour of low-order moments [73], the maximum-likelihood test [77,78], a quantile matching test [79] and employing linear regression of the empirical characteristic function [80,81]. Unlike simply testing for fat tails in the empirical histogram, the presence of which is not necessarily linked to an underlying $\alpha$-stable process, the
above methods are proper statistics to identify $\alpha$-stable behaviour. In particular, the $p$-variation test diagnoses the asymptotic behaviour of

$$V^n_p(t) = \sum_{k=1}^{[nt]} \left| \phi \left( \frac{k}{n} \right) - \phi \left( \frac{k-1}{n} \right) \right|^p.$$ 

This easily computable statistics measures the roughness of the process $\phi$, tuning into finer and finer partitions with increasing $n$. For $p=1$, the statistics reduces to the total variation and for $p=2$ it reduces to the quadratic variation. For Brownian motion where increments scale as $\sqrt{1/n}$ one obtains in the limit of $n \to \infty$ that $V^n_2(t) \sim t$, and $V^n_2(t) \to 0$ for $p > 2$. Given an $\alpha$-stable process $\phi$ for some $\alpha < 2$ with cumulative distribution $L_\alpha$, the statistics $V^n_p(t)$ converges for $p > \alpha$ and diverges for $p < \alpha$. It was shown that if $\phi$ is a stochastic process driven by an $\alpha$-stable process with $\alpha = p/2$ then $V^n_p(t)$ converges in distribution to $L_{1/2}$ [76,82]. This suggests using a Kolmogorov–Smirnov test and finding the value of $p = 2\alpha$ for which the empirical cumulative distribution function is closest to the target cumulative distribution function of $L_{1/2}$. To estimate the cumulative distribution function, we choose to divide the time series into 15,625 segments, each consisting of 320 data points. The minimal Kolmogorov–Smirnov distance is then found by varying the scale parameter of the target distribution $L_{1/2}$ for each value of $p$. The value $p^*$ for which the minimum is attained then determines $\alpha = p^*/2$.

Application of the $p$-variation yields $\alpha = 1.28$. We have further employed different tests such as the E(2)-test [73] yielding $\alpha = 1.35$, the maximum likelihood test [77,78] yielding $\alpha = 1.11$, a quantile matching test [79] yielding $\alpha = 1.73$ and linear regression of the empirical characteristic function [80,81] yielding $\alpha = 1.33$. For the last three methods, we used the software package [83]. Note that different tests typically produce different estimates for $\alpha$ for finite amounts of correlated data (e.g. figs 4 and 6 in [73]). Averaging the values for $\alpha$ obtained from these six different tests we report $\alpha \approx 1.4$. For completeness, we further estimated the tail behaviour of $d\phi$ using the method of maximum likelihood [84], and obtained $\alpha = 1.26$ for negative and for positive jumps, consistent with the results from the other tests. The skewness parameter $\beta$ was estimated to be close to zero, which means that positive jumps are equally likely as negative jumps. This was estimated by the ratio of the signs of $d\phi$.

4. Conclusion

We showed that the well-known sLLG equation (2.1) which is driven by Gaussian noise exhibits anomalous diffusion of the magnetization front interface. The front interface experiences abrupt
jumps leading to superdiffusion. Using the collective coordinate framework the large jumps were generated, from a purely dynamical systems perspective, by random events of unbounded drivers of the translational group variable. More concretely, the dynamical mechanism giving rise to those large jumps was identified as (near) flips of the magnetization which induce random arbitrary large widenings of the front interface. It is pertinent to note that it was this very mechanism, that prohibited the discovery of anomalous diffusion in numerical simulations of the otherwise well-studied sLLG equation: events of sufficiently large widenings require exponentially large domains to resolve the front solution for given boundary conditions. For example, given a system length $L$ for which the sLLG equation is numerically integrated, there will be an interface width $w$ such that $\tanh(w^{-1}(x - \phi))$ is no longer compatible with any imposed Neumann boundary conditions. This is the reason why the pronounced jumps of the Lévy process observed in figure 3 for the finite-dimensional system of SDEs for the collective coordinates are not as such visible for the solution of the full sLLG equation as depicted in figure 1. Whereas one could in principle subtract the drift of the interface by transforming into a frame of reference moving with the interface location, the divergence of the interface width cannot be controlled and makes it computationally impractical to resolve the jumps. The observation of rare but large jumps and the verification of the superdiffusive behaviour with sufficient statistical confidence was facilitated here by the model reduction of the collective coordinate approach.

We employed a collective coordinate approach to reduce the infinite-dimensional dynamics of the SPDE to a finite set of SDEs for the collective coordinates. The choice of the collective coordinates, in particular of those describing the shape dynamics, is arbitrary. In the context of PDEs symmetry reduction can be done in a rigorous way (provided the system has a sufficient degree of hyperbolicity and supports an underlying centre manifold; e.g. [85]). It would be interesting to apply this machinery to the sLLG equation. We would hope that the resulting shape and group dynamics adheres to the underlying dynamical picture of diffusion only active along the neutrally stable group dynamics unlike in the collective coordinate system (3.10)–(3.12) derived here. This more rigorous treatment of the reduction of the underlying SPDE would then be able to eliminate possible doubts that the anomalous diffusion is only of a transitory nature which currently cannot be excluded with certainty.

To further classify the underlying mechanism of the superdiffusion, it would be interesting to establish to which universality class the observed anomalous diffusion belongs to by investigating the cumulant generating function associated with the collective coordinate system as introduced by Stella et al. [28,86] who distinguish between the Richardson class [13] and the Fisher class [87]. Although the physical context of the sLLG equation is not the focus of this study, we briefly hint to eventual physical implications of the emergent superdiffusion and discuss a possible link with the Barkhausen effect [88]. This well-known effect describes the phenomenon whereby discrete jumps in magnetization produce an audible crackling noise when a ferromagnetic material is exposed to a slowly varying external magnetic field. Such discrete jumps are known to occur in iron contaminated with impurities, where a domain wall can get pinned or suddenly de-pinned as it passes through these material defects. Our results suggest that such discrete jumps may not only occur due to topological constraints such as impurities but may occur generically in magnetization fronts under thermal fluctuations.
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