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ABSTRACT

A machine learning (ML) design framework is proposed for dynamically adjusting clock frequency based on propagation delay of individual instructions. A Random Forest model is trained to classify propagation delays in real-time, utilizing current operation type, operands, and computation history as ML features. The trained model is implemented in Verilog as an additional pipeline stage within a baseline processor. The modified system is simulated at the gate-level in 45 nm CMOS technology, exhibiting a speed-up of 68% and energy reduction of 37% with coarse-grained ML classification. A speed-up of 95% is demonstrated with finer granularities at additional energy costs.
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1 INTRODUCTION

The primary design goal in computer architecture is to maximize the performance of a system under power, area, temperature, and other application-specific constraints. Heterogeneous nature of VLSI systems and the adverse effect of process, voltage, and temperature (PVT) variations have raised challenges in meeting timing constraints in modern integrated circuits (ICs). To address these challenges, timing guardbands have constantly been increased, limiting the operational frequency of synchronous digital circuits. On the other hand, the augmented variety of functions in modern processors increases delay imbalance among different signal propagation paths. Bounded by critical paths delay, these systems are traditionally designed with pessimistically slow clock period, yielding underutilized IC performance. Moreover, power efficiency of these underutilized systems also degrades due to the increasing power leakage components. Alternatively, when designed with relaxed timing constraints, integrated systems are prone to functional failures. To simultaneously maintain correct functionality and increase system performance, constraint optimization techniques as well as offline and online models have recently been proposed. Typical approaches include, but are not limited to pipelining, multicore computing, dynamic frequency and voltage scaling (DVFS), and ML driven models[1–9].

Propagation delay in a processor is a strong function of the type, input, and output of the current operation, and computation history [4]. Intuitively, majority of operations are completed within a small portion of the clock period, as determined by the slowest path in the circuit. Based on path delay distribution, as reported in [5], the operational frequency can be doubled for majority of instructions in a typical program.

While multicore approaches have been demonstrated to partially enhance system performance, the scalability of modern multicore systems is limited by the design complexity of instruction level parallelism and thermal design power constraints. Thus, speeding the single thread execution is an important cornerstone for enhancing single core performance in modern ICs[10]. This is, therefore, the primary focus of this paper. The main contributions of this work are as follows:

1) A systematic flow is proposed and implemented as a unified platform for extracting and processing input features for ML classification of instruction delays.
2) A Random Forest (RF) classifier is trained to classify individual instructions into delay classes based on their type, input operands, and the computation history of the system.
3) A new pipeline stage is integrated within a pipelined MIPS processor.
4) The proposed method is synthesized and verified on LegUp[11] benchmark suite of programs with Synopsys Design Compiler in 45 nm CMOS technology node.

2 RELATED WORKS

Predicting timing violations in a constraint-relaxed system is impractical with deterministic approaches, due to the wide dynamic range of input and output signals (typically 32 or 64 bits), and the variety of instructions in a modern processor. ML based approaches for predicting timing violations of individual instructions have recently been proposed, which consider the impact of the input operands and computation history on timing violations[4, 12]. While significant for the design process of next generation scalable high performance systems, these approaches have several limitations:

1) The output of individual instructions has been considered as a
ML feature and exploited in these systems for predicting the timing characteristics of the individual instructions. These predictions are, however, carried out in advance of the instruction execution, when the instruction output is not yet available, limiting the effectiveness of these methods in practical systems.

2) The modules under the test are studied separately and isolated from other computational and non-computational component (e.g., buffers or multiplexers). Despite the reported high prediction accuracy, the same accuracy results are not expected if the methods are applied to a practical execution unit due to the isolated test environment.

3) Power and timing overheads due to additional hardware are not considered in these papers.

A bit-level ML based method has been proposed in [13] for predicting timing violations with reduced timing guardbands. While up to 95% prediction accuracy has been reported with this method, the excessively high, per bit granularity of the ML predictions is expected to exhibit substantial power, area, and timing overheads. These overheads are, however, not evaluated in [13]. Furthermore, a procedure for recovery upon a timing error is not provided and the recovery overheads are also not considered in this work.

As an alternative to fine-grain high-overhead ML implementations, multiple coarse-grain schemes for timing error detection and recovery have been proposed to mitigate the adverse effect of the pessimistic design constraint. A better-than-worst-case (BTWC) design approach has been introduced in [5]. With this approach, the clock period is set to a statistically nominal value (rather than the worst-case propagation delay) and the history of timing erroneous program counters (PCs) is kept in a ternary content-addressable memory (TCAM). The TCAM is exploited for predicting timing violations of the following instructions based on previous observations. Owing to the apparent simplicity of this approach, only bi-state operating conditions (i.e., nominal and worst-case clock frequencies) can be efficiently utilized with this method. Alternatively, the design complexity and system overheads are expected to significantly increase with the increasing number of frequency domains.

A thermal-aware voltage scaling approach has been proposed in [14]. A voltage selection algorithm is developed and integrated into FPGA synthesis process to dynamically scale the core and block RAM voltages. However, driven by workload and thermal power dissipation, this method supports only coarse-grained voltage scaling.

Predicting program error-rate in timing speculative processors has been proposed in [15]. A statistical model is developed for predicting dynamic timing slack (DTS) at various pipeline stages. The predicted DTS values are exploited to estimate the timing error-rate in a program. The implementation overheads, and the potential performance or power consumption gains, however, are not reported with this approach.

ML based methods for modeling system behavior have also been proposed. For example, in [6], linear regression (LR) has been leveraged for modeling the aging behavior of an embedded processor based on current instruction and its operands, as well as the computation history and overall circuit switching activity. As a result, the timing guardband designed to compensate for aging in digital circuits is effectively reduced given graceful degradation. Reallocation of delay budget is, however, not considered with this method.

ML ICs can exhibit a prohibitively high power consumption and physical size. Also, given specific applications, they may introduce additional delay and increase design complexity. To efficiently exploit ML methods for managing frequency in modern processors, delay, power, and area of ML ICs should be considered.

3 THE PROPOSED ML BASED FREQUENCY SCALING

In this paper, a ML driven design methodology is proposed for pipeline processors. With the proposed method, individual instructions are classified into corresponding propagation delay classes in real-time, and the clock frequency is accordingly adjusted to narrow down the gap between actual propagation delay and the clock period. The classes are defined by segmenting the worst-case clock period into shorter delay fragments. Each class is characterized by an operating condition, such as specific supply voltage and clock frequency. The primary design objective is to maximize system performance within the allocated energy budget.

The frequency of the system is dynamically adjusted in real-time based on the result of instruction delay classification. The overall delay and energy consumption are evaluated with the additional ML components, and both the correct and incorrect predictions. Other control configurations can be defined in a similar manner for different design objectives. In order to evaluate this method, TigerMIPS[16] is utilized as a baseline processor. The ML classifier is designed as an additional pipeline stage within the pipelined MIPS processor, as shown in Fig. 1. The inputs to the additional ML pipeline stage are the current instruction and its operands, as well as the computation history, as defined by bit-toggled inputs (i.e., current inputs are XORed with the previous inputs), and output of the previous operation. These inputs are utilized as ML features for predicting the delay class of the current instruction based on the trained ML model. It is important to note that any desired ML model can be trained with this methodology, regardless of its delay, as long as the design complexity and hardware costs of the final system meet the specified constraints. The trained models can be implemented as multiple pipeline stages to meet the timing constraints and maintain the overall system throughput, despite the additional latency introduced by the ML functions. Also note

![Figure 1: The proposed pipeline with the additional ML stage. In this configuration, six ML features and three delay classes are used.](image-url)
that the granularity of the output delay classes (e.g., three classes are illustrated in Fig. 1) can be varied as needed.

A systematic flow has been developed, implemented, and verified on TigerMIPS with LegUp benchmark suite. The flow comprises three primary phases, as shown in Fig. 2. The individual phases are described in the following subsections.

### 3.1 Phase 1: Baseline processor synthesis and profiling

First, the high-level HDL model of the baseline processor is synthesized into gate-level description model. During this phase, timing information is generated in the IEEE standard delay format (SDF). Based on this information, the gate-level simulation (GLS) is performed and the instruction-level execution profiles are collected. A profile comprises a list of instructions, the fetched or forwarded operands, the output of the operations, and the propagation delays. In addition to the execution profile, post place-and-route (PAR) reports, including timing and power information are collected in this phase.

### 3.2 Phase 2: ML training

In this phase, the gate-level profiles from Phase 1 are parsed and utilized as ML features. The parser also detects and eliminates outliers. The model is trained in Python with Scikit-learn ML library[17]. A HDL code (e.g., Verilog in this paper) of the trained model is generated and integrated within the baseline processor as a single (or multiple) pipeline stage(s) between Decode and Execute stages (see Fig. 1).

### 3.3 Phase 3: Verification and Evaluation

Within this phase, the modified high-level HDL model of the system with the ML stage undergoes the synthesis and profiling procedure, as described in Phase 1. To guarantee functional correctness, the output signal is double-sampled to detect a timing violation, and a timing-erroneous instruction is replayed with the worst-case clock frequency. Similar to the baseline iteration, the post PAR reports are extracted for evaluating the timing and energy characteristics of the system. Finally, the profiling of the modified system is executed during this phase to evaluate the overall speed-up of the system.

To optimize the final solution in terms of the operational frequency and energy consumption, the proposed flow is executed iteratively, as shown with the feedback in Fig. 2. The the clock signal of the pipeline registers is assumed to be near-instantly switched based on the individual classification results, as has been experimentally demonstrated in [18].

### 4 MACHINE LEARNING BACKGROUND

To evaluate the efficiency and efficacy of the proposed method, propagation delay classification is investigated with three common ML algorithms: Neural Network (NN), Support Vector Machines (SVMs), and Random Forest (RF). In the following subsections, the primary characteristics of each algorithm are discussed.

#### 4.1 Neural Networks

NNs excel in learning complex hidden patterns in large datasets and have shown a particular supremacy in vision and text applications as compared with classical ML algorithms. Following this success, promising results have been shown with NNs in various hardware related applications [19–21]. A multi-class NN classifier is designed in this work with a single hidden layer of 20 neurons.
Table 1: RF, NN, and SVM Configuration and Validation Accuracy.

| Algorithm | # of classes | Hyperparameter | Accuracy | F1-score | Speed-up |
|-----------|--------------|----------------|----------|----------|----------|
| RF        | C = 2        | #estimators=10  | 98%      | 98%      | 68%      |
|           | C = 3        | #estimators=20  | 94.1%    | 94%      | 70%      |
|           | C = 4        | #estimators=100 | 85%      | 85%      | 95.3%    |
| NN        | C = 2        | h1 = 20, h2 = 2 | 97%      | 97.4%    | 68%      |
|           | C = 3        | h1 = 20, h2 = 3 | 93.1%    | 92.1%    | 57%      |
|           | C = 4        | h1 = 20, h2 = 4 | 85%      | 85%      | 81%      |
| SVM       | C = 2        | kernel = Gaussian | 96.7%   | 97%      | 68%      |
|           | C = 3        |                 | 89%      | 89.5%    | 55%      |
|           | C = 4        |                 | 84%      | 84%      | 77%      |

and ReLu activation function in Scikit-learn ML framework. The network is trained using backpropagation algorithm for 200 epochs until convergence with quasi-newton optimizer. As a general rule, learning capacity of a NN increases with the network complexity (i.e., number of neurons and number of layers). For a NN to be competitive with or outperform classical ML algorithms, large number of neurons and layers is required, significantly increasing the system complexity and hardware overhead of NN based solutions.

4.2 Support Vector Machines
SVM classifier learns an optimal hyperplane that separates data samples in feature space with the objective to minimize the classification error. Linear SVM can only learn a linearly-separable decision boundary. Alternatively, to learn complex nonlinear patterns in data, SVM can be combined with a kernel trick which appropriately transforms the sample features into linearly separable space. In this work, a kernel SVM classifier is designed with the Gaussian kernel. SVM often exhibits excellent performance as compared with other algorithms but suffer from high computational and design complexity, and accordingly high power and area overheads [22].

4.3 Random Forest
RF classifier is an ensemble of decision tree classifiers. The input samples are split into multiple sample sets and each decision tree is trained on one training set. The final classification decision for each sample is determined by averaging over the decisions of the trees (i.e., ensembling). RF often benefits from the accuracy, training speed, and interpretability of decision trees, while the ensembling handles overfitting. RF is favorable algorithm in scientific and practical applications [4, 23]. The computational and hardware complexity of RF is a strong function of the number and depth of decision trees. The depth of the individual trees is determined by the number of features and their correlation. In this work, a RF is trained with low number of shallow trees (i.e., 10 to 100 trees), exhibiting low design complexity and hardware overheads, as demonstrated in Section V.

5 IMPLEMENTATION
The proposed framework is implemented within TigerMIPS and evaluated based on LegUp benchmarks. The details of the implementation are described in this section.

5.1 Unified platform
A holistic platform is developed to realize the proposed system design methodology, as illustrated in Fig. 2. The framework is unified within a shell programming platform supported with several peripheral programs developed in C++ and Python programming languages. The synthesis steps, as described in Fig. 2, are sequentially executed from Start to Finish. During the first phase, Synopsys Design Compiler is called with the high-level HDL model of the baseline processor. The profiler triggers are then added to the design and GLS is performed in Modelsim. Phase 2 is triggered upon the completion of the instruction profiling. An external parser program is called to transform the instruction profiles into ML features data structure, and eliminate outliers. The model is trained to classify propagation delays into user-defined number of classes based on a user-specified learning algorithm and delay boundaries. The ML accuracy and estimated speed-up are evaluated upon the training completion. If the design requirements are met, the ML software model is transformed into the high-level HDL code. Otherwise, ML model is retrained with a new algorithm or hyperparameters. Eventually, the HDL code of the ML model is instantiated within the original HDL model of the baseline processor. Finally, the procedure in Phase 1 is repeated in Phase 3 with the modified processor model, and the overall system performance and overheads are evaluated.

5.2 Baseline processor
The proposed framework is demonstrated on a pipelined MIPS processor (i.e., TigerMIPS). In addition to the basic MIPS units, such as Instruction Fetch (IF), Instruction Decode (ID), Execute (Exe), Memory access (Mem), and Write-back (WB), TigerMIPS comprises advanced units, such as, forwarding unit, branch handling unit, stall logic, and instruction and data caches, which are common in modern pipeline processors.

5.3 Synthesis and profiling
The baseline model is synthesized in 45 nm NanGate CMOS technology node with Synopsys Design Compiler. Upon completion of the synthesis, triggers are implemented in Verilog HDL, enabling data and timestamp sampling at the input and output of the execution unit within the MIPS pipeline. The profiling is performed based on GLS with Modelsim simulator.

5.4 ML algorithm
The extracted ML features are transformed into a defined data structure and the model is trained with different algorithms (i.e., SVM, NN, and RF). The hyperparameters of the ML algorithms are listed in Table 1.

5.5 Integration, Verification and Evaluation
The trained ML model is first validated in Python. The HDL code of the validated ML model is integrated into the baseline processor. The modified processor is then synthesized and its functionality is verified through GLS. The post PAR reports are utilized to evaluate the modified system with respect to specified design constraints.
Figure 3: Speed-up with proposed ML framework with two, three, and four delay classes.

Table 2: ML and System Level Performance with the Proposed Pipelined Classifier.

| Benchmark | #class = 4 | #class = 3 | #class = 2 |
|-----------|------------|------------|------------|
| rand1M    | 0.837      | 0.839      | 1.842      |
| adpcm     | 0.797      | 0.797      | 2.159      |
| aes       | 0.797      | 0.797      | 2.159      |
| blowfish  | 0.844      | 0.844      | 3.933      |
| ft        | 0.915      | 0.915      | 1.675      |
| fir       | 0.990      | 0.990      | 2.219      |
| jpeg      | 0.995      | 0.995      | 2.222      |
| sha       | 0.998      | 0.998      | 2.222      |
| sra       | 0.977      | 0.977      | 2.462      |
| rand100k  | 0.840      | 0.840      | 2.631      |

Average energy overhead | 13% | 2% | -37%

Figure 4: RF classification accuracy in inference on the LegUp benchmark suite with two, three, and four classes.

6 EXPERIMENTAL RESULTS

Owing to unique learning characteristics and hardware trade-offs of NN, SVM, and RF models, all these ML models are considered in this paper. Each of these models is trained based on the instruction profiles extracted from a synthetically generated dataset of 3,000 random instructions per class. The boundaries of the individual classes are experimentally determined with respect to the worst-case delay of 4 ns as follows: \([0.0,2.2),(2.2,4.0]\) for the 2-class configurations, \([0.0,1.8),(1.8,2.6),(2.6,4.0]\) for the 3-class configurations, and \([0.0,0.1),(0.1,2.0),(2.0,3.0),(3.0,4.0]\) for the 4-class configurations.

To validate the models, LegUp high-level synthesis benchmark suite coupled with LLVM compiler toolchain [24] is utilized for profiling and verification during GLS. The trained NN, SVM, and RF models with various hyperparameters are validated on the gate-level profiles of the LegUp programs. The average accuracy, F1-score (a typical accuracy measure which considers precision and recall metrics), and estimated speed-up results are reported in Table 1. RF model is preferred in this paper due to its high classification accuracy, higher speed-up, and lower design and hardware complexity as compared with the NN and SVM models. The trained RF model is tested with nine standard benchmark programs available within the LegUp benchmark suite and two additional synthetically generated benchmarks with one million and 100,000 random instructions. The RF classification accuracy on the test datasets is shown in Fig. 4 for two, three, and four ML delay classes, yielding above 98% accuracy for majority of the programs with two delay classes. Resultant speed-up for the individual benchmarks is shown in Fig. 3. A detailed performance and average energy characteristics of the RF model and the modified pipelined processor are listed in Table 2, including the average ML accuracy, practical reported speed-up (including the misclassification penalty), ideal speed-up (with 100% classification accuracy), and the energy overhead due to additional ML hardware and classification errors. To account for delay overheads due to the misclassification of a slow instruction into a higher performance class, a replay penalty of four clock cycles is considered within the performance results, as reported in Table 2. Note that the overall speed-up with four-class configuration is higher than the speed-up with two-class configuration, albeit the higher classification accuracy with two delay classes. Alternatively,
higher misclassification rate with four delay classes yields higher replay energy consumption, as listed in Table 2.

7 CONCLUSION

In this work, an additional ML pipeline stage is proposed for increasing the overall system performance and temporal resource utilization. This additional stage is designed to classify instructions into propagation delay classes. The system clock frequency is dynamically adjusted based on the individual delay predictions. Pipelining is exploited to mitigate the effect of the ML stage latency on the overall system performance. Practical ML features are extracted based on current instruction and computation history. ML hardware and misclassification power and delay overheads are considered within the reported results. Based on experimental results, up to 95% performance gain can be achieved with four delay classes at a low energy overhead, and a reduction of 37% in energy consumption with 68% gain in performance is practical with two delay classes. A unified shell programing platform with peripheral programs is introduced, yielding a systematic design flow for ML driven pipelined processors.
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