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ABSTRACT Due to the rapid advances of Information and Communication Technologies (ICT), especially 5G and Artificial Intelligence (AI), the Internet of Everything is gradually becoming a reality, and human beings living environments are becoming smarter and smarter. Every day there will be generated large amounts of data in Humans-Machines-Things hybrid space, which is also called Cyber-Physical-Social Systems (CPSSs). Today, the city we live in has become a data-driven society. However, how to effectively mine valuable information from these massive data to provide proactive and personalized services for human beings is a challenging problem. Thus, top-k search remains an important topic of ongoing research. In this paper, we focus on a basic problem of geo-tagged data: find the top-k frequent terms among the geo-tagged data in a specific region from the cloud. We first construct a Region Tree Index (RTI) for geo-tagged data. Then the list storage structure is proposed to Store Sorted Terms and Weights (SSTW) in RTI. And then an efficient kTermsSearch algorithm is presented to compute top-k frequent terms in a given region. Finally, extensive experiments verify the validity of the proposed scheme.

INDEX TERMS Cyber-physical-social system (CPSS), frequent computing, top-k search, edge-cloud collaborative computing.

I. INTRODUCTION

With incremental development of ICT, especially 5G and Internet of Things (IoT) technology, the Internet of Everything is gradually becoming a reality, and human beings living environments are becoming more and more smart and convenient [1]. The smart cities become a new hyperspace, i.e., CPSS [2].

Now more and more cyber-physical-social services appear in our daily life, such as Twitter, Instagram, Foursquare, Facebook, etc. As people use these services, huge amounts of data are generated from all aspects of the hyperspace. Nowadays, many people prefer to geo-tag their data on the Internet; for instance, social posts. In these geo-tagged data, people may talk about everything around them. For instance, what’s the decorative style of a new restaurant nearby, what are the community activities next week, etc. Spatio-temporal data, as an important data sources in CPSSs, which with great value in many commercial applications such as e-commerce, online education, sharing economy and so on. CPSSs users (e.g., marketers, government officers, etc.) can identify current trending topics within a region and adjust the products or plans accordingly. Nowadays the CPSSs have becoming data-driven society [3]. Meanwhile, blockchain technology is expected to solve the security and privacy issues of data sharing, which makes it more secure and feasible for human society to share and use the generated massive data in CPSSs.

The ultimate goal of CPSSs is to serve human beings and make our lives more and more convenient and intelligent by providing prospective and personalized services [2]. In CPSSs, how to fast and effectively mine valuable
information from these CPSS spatio-temporal data and provide proactive and personalized services for human beings is a challenging problem that needs to be solved urgently. While how to effectively and fast find the top-k frequent terms among the geo-tagged data in a specific region from the cloud, which is a basic problem in CPSSs.

As frequent terms in humans’ geo-tagged data can present the trending topics, the basic problem is that, given a user-specified region, how to find the top-k frequent terms from the geo-tagged data. Many researchers propose diverse methods to solve this problem [4]–[6]. However, there are still some limitations in existing methods. Such as [7]–[9] not consider the top-k terms search in a user-specified region, [10] has lower search accuracy, [4] with higher storage overhead and lower search efficiency.

In this paper, we propose an efficient Region Search scheme for top-k Frequent Terms (RS-kFT). In the scheme, we need to construct Region Tree Index (RTI) and list storage structure, which is named Store Sorted Term and Weight (SSTW). In RTI, each node corresponds to a specified region. The region of the parent node covers its children nodes regions. Each leaf node is associated with SSTW, where frequent terms and their weights are stored. As the index RTI is constructed based on regions, it is very applicable for the range search. When constructing a SSTW, first we extract frequent terms from the geo-tagged data in a specified region and compute the frequency for each term. Then we compute the weight of each term in the region using the frequency information. Finally, the term and its weight are stored in SSTW. As the frequency information of terms is stored in each node of the tree structure index [4], and the frequency information of the terms is only stored in the leaf nodes of RTI, the storage overhead is reduced. In the range search procedure, when a user sends a query (including a search region and an integer value k) to the cloud where stores a RTI and several SSTW. After receiving a query request, the cloud uses the proposed search algorithm to extract k most frequent terms.

In our search algorithm, to improve the efficiency of the search procedure, Zipf’s law [4] is used to calculate the number of the most frequent terms. Then the cloud extracts the most frequent terms from the STWs of the leaf nodes which are covered by the search region. Next, the cloud calculates k most frequent terms according to all the frequent terms extracted from the above leaf nodes. As (1) k most frequent terms are calculated according to the geo-tagged data information in the nodes (including internal nodes and leaf nodes) which are covered by the search region [4] and (2) k most frequent terms are only calculated according to the geo-tagged data information in the leaf nodes which are covered by the search region (our scheme RS-kFT), the search procedure in our scheme is more efficient. Additionally, as the weight information of terms in the SSTW of a leaf node is calculated by using all the frequency information of terms in the region of the leaf node, the search results are more accurate than the method in [4]. The contributions of this paper are listed as follows:

1. We design an edge-cloud cooperative computing system model of RS-kFT. Based on this model, we construct an index RTI and propose a list storage structure SSTW. As the address information of the geo-tagged data is not stored in SSTW, which can be greatly reduced the storage overhead.

2. We propose a new region search algorithm. This algorithm only needs to calculate the leaf nodes in the search area, which improves search efficiency compared with other methods.

3. We calculate the weight information of each term by using all frequency information of terms in the region of a leaf node. As the weight information is more accurate, the search results are more accurate.

4. We conduct extensive experiments to verify the proposed scheme in terms of storage overhead, search efficiency and accuracy. Experimental results show the proposed scheme has the best performance among the four methods.

The remainder of this paper is organized as follows. Section II discusses the related works. Section III presents the system model of the proposed scheme RS-kFT and the preliminaries. Section IV shows the construction process of RS-kFT, including the index RTI and the storage structure SSTW. Section V presents the search algorithm of top-k terms. Section VI presents the experiments and Section VII concludes this paper.

II. RELATED WORKS

A. TOP-K RESEARCH

Ahmed et al. [4] present a theoretical model for studying basic analytics queries on geo-tagged data, namely: for a given spatio-temporal region, how to find the most frequent terms among the social posts in the region. Using this model, the authors propose an index structure and algorithms to efficiently solve the problem of top-k spatiotemporal range queries. The index structure employs R-tree augmented by top-k Sorted Term Lists (STLs). By further optimizing the index, the storage overhead can be alleviated. Still, as the information about ordered terms must be stored all the nodes (including the leaf nodes and internal nodes) in the index, the storage overhead needs to be further reduced. Additionally, as the search algorithm for top-k terms is executed from the leaf nodes to the root, multiple rounds of calculations result in the low efficiency of the search algorithm. In Ahmed et al.’s research, the authors theoretically study and experimentally validate the ideal length of the stored term lists, and perform detailed experiments to study how to select the size of the index to achieve faster execution and smaller space requirements.

To provide error-tolerance search experiences, Hu et al. [7] study Location-Based Services (LBS), which can find the relevant Point of Interests (POIs) having similar keywords with the query. In [7], the authors introduce a function to
quantify the relevance between POIs and the query, by considering the similarity between keywords and physical distance. Then, the authors devise an effective index structure to organize the POIs and develop an efficient search algorithm based on the index. Felipe et al. [6] regard that the problems of nearest neighbor search on spatial data and keyword search on text data have been extensively studied separately. Thus, the authors expect to solve how to respond quickly and efficiently to spatial keyword queries. In [6], the authors construct an indexing structure called Information Retrieval R-tree, which combines R-tree with superimposed text signatures. Then, the authors present the algorithm that constructs and maintains the indexing structure and use it to answer top-k physical keyword queries. In the procedure of index construction, as text signature is required, the index construction is very complex and inefficient.

Web page rank is an inherently subjective matter, which depends on the readers’ interests, knowledge, and attitudes. However, there are also many objective factors in the web page rank. In [11], the authors proposed PageRank method to effectively measuring the people’s interest and attention devoted to them. PageRank method can only be used to search and rank web pages.

In the related study of top-k query, reverse spatial term queries [12], time-aware spatial keyword cover query (TSKQCQ) [13], and top-k spatio-temporal keyword query [14] all consider the location information of the text. Mamoulis et al. [15] and Zhang et al. [16] reduce the time and space consumption by strict reduction of processing objects. Meanwhile, they also reduce the consumption of network bandwidth [17]. On this basis, the access index of stored data [18] becomes a hot spot. Consequently, a kind of indexed spatio-temporal graph [19] is built based on geographical knowledge. The graph enables users to search and query spatio-temporal catalog. Liu et al. [20] proposed PruningKOSR algorithm and StarkOSR algorithm. The two algorithms combine the shortest path query index technology to find the optimal sorting route.

Our work differs from the aforementioned research in the following respects. Firstly, we strictly consider the temporal and spatial attributes of keywords. Meanwhile, we classify keywords according to the temporal and spatial information. Secondly, the keywords and related information we provide are directly placed on the list after pretreatment. When the user query, they don’t have to do too many complicated calculations, which saves keyword return time. Finally, we sort keywords according to the weight algorithm.

**B. RESEARCH ON SPATIAL PREFERENCE**

Chen et al. [21] study the top-k term search method over massive volumes of geo-tagged streaming data. The method can be widely used in discovering the most frequent nearby terms from tremendous stream data. Given a query location and a set of geo-tagged data within a sliding window, the authors propose top-k terms search approach via considering term frequency, spatial proximity, and term freshness. The authors develop a mechanism to construct quad-tree based indexing structure, indexing update technique, and best-first based searching algorithm. This method can handle streaming data well. However, the method does not consider how to handle these data which are collected from the Internet and stored in the cloud.

Li et al. [22] gave a specific spatial acquisition object approach. The system assigns certain attributes to the user who meets the specific requirements according to the spatial relationship between certain objects. However, this approach is not suitable for massive data acquisition. The massive data seriously slow down the acquisition speed. Moreover, this approach has high requirements for user devices. This problem has also been studied in the context of physically annotated web objects, where the goal is to combine both the textual content and the geolocation of web pages.

Chen et al. [23] fixed the loss of user expectation objects and simplified the optimal refinement problem into a general linear programming problem. The goal is to optimize the direction-aware direction perception of keywords in the query. Long et al. [24] propose a HOC-Tree index structure, which is based on OC-Tree and Hilbert curve. Spatio-temporal and physical attributes of data are also taken into account. Uncertain Top-k Query (UTK) is introduced to satisfy users’ preference needs in [25]. Mouratidis and Tang [25] adopt a linear scoring function to organize the data owned by users. Users who initially make precise queries may make inconclusive queries.

Flexible multi-standard application queries, points of interest, Moving Top-k Physical Keyword (MkSK) all belong to the physical preference query. Yiu et al. [26] formally define physical preference query based on existing explanations. The corresponding index technology and search algorithm are given by them. Besides considering users’ POI (Points of Interest), Tian et al. [27] also consider the scores of POI and users’ location, which makes user queries more appropriate and effective. On the other hand. Reverse top-k Geo-Social Keyword (RkGSK) query [28] has also become an important research direction of physical preference query. The query identifies various information of the object to find potential customers (such as diners) to provide system users (such as restaurant managers).

Compared with the above spatial preference queries, we only provide users with current popular and effective keywords based on the use of keywords and spatio-temporal information. In other words, we are not just for one aspect or one person. Different users can query keywords that meet their requirements according to the different query length k. Therefore, our query algorithm is not only applicable to the specific population, but also all users.

**C. KEYWORD RELATED RESEARCH**

From a statistical point of view, Aizawa [10] give the unusual word a larger frequency and increase its weight. That is, the frequency of frequency words is equal to the number of words appearing in the object divided by the total words in the
object, and then multiplied by the frequency of the inverse document. The research of [29] is LSA (Latent Semantic Analysis). In the direct analysis of word frequency, Blei [29] holds that objects are composed of topics. The words in objects are selected from topics, which have a certain probability. Goranci et al. [30] study the facility location problem of client operation to optimize the time overhead of query algorithm by maintaining the optimal solution constant factor.

Rose et al. [31] propose a Rapid Automatic Keyword Extraction (RAKE) algorithm. The algorithm can extract keywords independently with unsupervision. Tang et al. [32] automatically extract top-\(k\)’s insights from multidimensional data to meet the needs of non-professionals and analysts. Wei et al. [33] propose a top-\(k\) query algorithm to solve the problem of excessive space and time consumption in network search. Meanwhile, they also ensure the accuracy of the return results. Inches et al. [34] compare the traditional TREC collections with the user-generated data. In addition, they study their similarities and differences.

Method TextRank [35] is an unsupervised algorithm that uses only the information of the document itself for keyword extraction. First, it divides a given natural language text into a set of words or phrases. Second, it adds edges between cells based on the symbiotic relationship between cells. Third, it sorts the cells based on their scores. It does not consider the importance of some keywords to the geo-tagged data. It reduces the number of invalid keywords in the recommended keyword by deleting some wordless keywords that are not required. Therefore, TextRank certainly undermines the integrity of the geo-tagged data. Our scheme RS-kFT considers the importance of some keywords to the geo-tagged data. We guarantee the integrity of the geo-tagged data. Thus, RS-kFT has better performance than TextRank.

Method KSMT [36] divides the text into several constituent words. According to the order of the words, it sets a fixed window size. It records their co-existing relationships (i.e., two different words appear at the same time). KSMT focuses only on the importance of keywords under a window. The invalid words with a big number of co-existing relationships may appear with valid words frequently. Thus, it is easier to extract invalid words than TextRank and RS-kFT. Our scheme considers the weight of different positions of different keywords, not just counting word frequency. Thus, we have fewer invalid words than KSMT. That is, our query is more accurate than KSMT.

The traditional keyword extraction algorithms are difficult to deal with the complex and changeable data. In this paper, the proposed keyword weight algorithm synthetically considers the spatio-temporal information generated by keywords and the use of the keywords. It ensures the validity of the returned keywords without consuming too much time and storage space. Moreover, the algorithm also adapts to the complex situation of current data by considering the value of keyword weight in multi-region and multi-text.

III. SYSTEM MODEL AND AND PRELIMINARIES
A. SYSTEM MODEL
The system model of RS-kFT is shown in Figure 1. In RS-kFT, the geo-tagged data on networks are collected and stored in the cloud (step ①). The geo-tagged data are classified into several regions according to their location information. For each region, the geo-tagged data in the region should be carefully handled. The handling process is as follows. For each region, the cloud administrators first extract all the frequent terms from the geo-tagged data. The administrator then calculates the weights for all the frequent terms in a region. And then the administrator stores the frequent terms and their weights in a storage structure SSTW (step ②, see Section IV A). Finally, after all the STWs of regions have

![FIGURE 1. The edge-cloud cooperative computing system model of RS-kFT.](image-url)
been built, the administrator constructs a tree index RTI (see Section IV B) and associates each SSTW to a leaf node of the RTI. When a user submits a query which includes the search region \(R_q\) and the integer value \(k\) (step 3), the cloud executes the search algorithm (step 4) and returns \(k\) where \(k\) is the most frequent terms in the region \(R_q\) (step 5) to the user as the search results (step 6, see Section V). Moreover, if the users are not willing to pay a fee for the cloud and are willing to wait a long time for a search, then these users can also select to employ edge servers or edge end devices to perform corresponding operations.

**B. PRELIMINARIES**

For ease of exposition, we summarize the notations of this paper in Table 1.

| Notation | Explanation |
|----------|-------------|
| \(u\)    | a user      |
| \(R\)    | a region    |
| \(o\)    | an object, such as a geo-tagged social post etc. |
| \(o_R\)  | an object in a region \(R\) and \(o_R\) can be denoted by a tuple \(<\text{data}_{o_R}, \text{loc}_{o_R}\>\), where \(\text{data}_{o_R}\) is the posts, textual content etc., and \(\text{loc}_{o_R}\) is the location of the object |
| \(\text{data}_{o_R}\) | the contents in an object |
| \(\text{data}_{o_R}\) | the contents in the object \(o_R\) |
| \(\text{loc}_{o_R}\) | the location information of an object |
| \(\text{loc}_{o_R}\) | the location information of the object \(o_R\) |
| \(\text{term}_{o_R}\) | a term extracted from the data, e.g. a popular topic, a big news etc. |
| \(\text{term}_{o_R}\) | a term in the data of the object \(o_R\) |
| \(\text{SSTW}\) | a data structure which store sorted terms and weights |
| \(\text{RTI}\) | region tree index |
| \(q\)    | a query     |
| \(q_u\)  | a query submitted by a user and \(q_u\) can be denoted by a tuple \(<\text{data}_{q_u}, \text{loc}_{q_u}\>\), where \(\text{data}_{q_u}\) is the queried region by \(u\) and \(k\) is the number of most frequent terms that \(u\) expected to know |
| \(k\)    | a positive integer which is set by a user before a query |

**Definition 1 (Zipf’s Law):** In the ordered frequency list of a dataset that contains \(r\) terms, let \(p\) be the rank of a term and \(\text{freq}(p, t)\) be the frequency of the \(p\)th term. The frequency of a term is inversely proportional to its rank in the frequency list. Thus, the Zipf parameter \(c\) (which is collection specific) is given by \(c = \frac{p \cdot \text{freq}(p, t)}{t}\) [4].

According to Zipf’s law, the frequency \(\text{freq}(p, t)\) of a term at any arbitrary rank \(p\) can be computed by \(\frac{t}{p} \cdot \text{freq}(p, t)\).

**IV. CONSTRUCTION OF SSTW AND RTI**

**A. GENERATION OF SSTW**

Given a region \(R\), we show how to construct a SSTW. For convenience, we suppose that there are many objects in \(R\) and an object \(o\) can be arbitrary geo-tagged data. First, the administrator of the cloud analyzes all the objects in \(R\). The administrator extracts all the terms in these objects and calculates the frequencies for all these terms. Many methods can be used to extract terms (how to extract terms from the objects is out of the scope of this paper). Then the administrator calculates the weights for these terms. Next, the administrator stores these terms and their weights in a SSTW of \(R\). Finally, all the terms in the SSTW of \(R\) are sorted from large weight to small weight. The calculation steps for calculating the weights of terms in \(R\) are listed as follows.

First, for a term of \(o_i\) in the region \(R\) \((i = 1, 2, \ldots, N^R_o, N^R_o\) is the total number of objects in \(R\)), we use Formula (1) to calculate the average frequency of the term according to the frequency information of all terms in \(R\).

\[
\text{TNF} = \sum_{i=1}^{N^R_o} \frac{\text{count}(o_i, \text{term})}{\text{count}(o_i, \text{term})^2} \cdot \frac{N^R_o}{N^R_o}
\]

In Formula (1), \(N^R_o\) is the total number of objects in \(R\), term\(^*\) could be any term in \(R\), \(\text{count}(o_i, \text{term})\) returns the total number of term in \(o_i\) and \(\text{count}(o_i, \text{term})^*\) returns the total number of all the terms in \(o_i\).

Next, we calculate value Inverse Document Frequency (IDF) by using Formula (2) of the theory of inverse document frequency [9]. IDF denotes the importance of the term in \(R\). The IDF of term can be presented as the logarithm of the ratio of the total number of objects in \(R\) to the total number of objects which contain the term.

\[
\text{IDF} = \log\left(\frac{N^R_o}{|\{o | o \in R \land \text{term} \in o\}|}\right)
\]

In Formula (2), \(N^R_o\) is the total number of objects in \(R\), \(|\{o | o \in R \land \text{term} \in o\}|\) is the total number of the objects which are in \(R\) and contains the term.

Finally, the weight of term can be calculated by using Formula (3).

\[
\text{weight}(\text{term}) = \text{TNF} \times \text{IDF}
\]

**B. GENERATION OF RTI**

To build a RTI, the administrator should (i) give a method to divide a whole region into several small regions and (ii) construct a tree structure to organize all these regions together. The construction procedure of RTI is as follows.

First, the administrator constructs the root node of RTI. The root node is associated with the whole region. Second, the administrator constructs the child nodes under the root of RTI. Each child node of the root is associated with a small region. The small regions must be the sub-regions covered by the region of the root, and all the small regions can not intersect with each other. In the same way, the administrator can iteratively construct a whole RTI from the root node to the leaf nodes in a top-down manner. For each leaf node of RTI, it is associated with a region. In the region, there are many objects. Thus, a SSTW can be constructed according to the objects in the region of the leaf node. Finally, after all the STWs of leaf nodes have been constructed, we place STWs under the corresponding leaf nodes of RTI. For ease of exposition, we give Example 1 to illustrate the structure of RTI with SSTW and show how to compute the weight of each term.
RTI with SSTWs is finally constructed.
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In Example 1, there are 7 regions and 16 objects. We suppose each object contains several terms as shown in Table 2.
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According to the appearing times of each term in a given region, we can compute their weights by using Formula (3) and finally construct SSTWs. In Example 1, the SSTW
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V. SEARCH ALGORITHM FOR TOP-k TERMS

In general, if a user wants to search top-k terms in a region, the cloud must compare the weights of all terms in the region. After multiple comparisons, the cloud can finally find out k most frequent terms and send them to the user as the search results. However, the comparisons of all the terms are very time-consuming.
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| TABLE 3. The weights of terms in SSTW. |
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| term

3

 | 0.1756 |
| term

2

 | 0.1305 |
| term

1

 | 0.1234 |
In RS-kFT, each leaf node of RTI is associated with a SSTW which contains dozens of terms. If a user wants to search \( k \) most frequent terms in a search region, the cloud first calculates an integer value \( \lambda \) by using Zipf’s law (\( \lambda \) is much less than the total number of terms in the search region). Then, the cloud finds out all the leaf nodes covered by the search region. Next, the cloud only extracts \( \lambda \) terms in the STWs of the leaf nodes which have been picked out, and compares the weights of \( \lambda \) terms. Finally, utilizing the results of weight comparison and the search algorithm, the cloud can obtain \( k \) most frequent terms. As the compared total number of terms is decreased, the search efficiency is improved. However, as Zipf’s law is a theorem in statistics, there may be some false positive values and some true negative values in the search results. A false positive value means that three is a term in the search result, but it is not expected term by the user. A true negative value means a term is not in the search result but it is just the term expected by the user. A false positive value means that there is a term in the search result, but it is not the term that the user expects.

**A. CALCULATE \( \lambda \)**

First, we calculate the frequency of a term in search region \( R \). Assume that \( N^R_o \) is the total number of objects in \( R \) and the average object has \( x \) terms. We can compute the number of total terms in \( R \) is \( xN^R_o \). Let \( p \) be an integer variable \((p = 1, 2, \ldots) \) and \( \text{freq}(p, xN^R_o) \) be a function which returns the frequency of the \( p \)th term in \( R \). (Suppose all the terms in \( R \) are ranked from high frequency to low frequency). Let the value \( C \) be the constant in Zipf’s law. Thus, we have Formula (4).

\[
C = p \cdot \frac{\text{freq}(p, xN^R_o)}{xN^R_o} \quad (4)
\]

Then we can compute the frequency of the \( p \)th term in the region \( R \) which is equal to \( \text{freq}(p, xN^R_o) = \frac{C \cdot xN^R_o}{p} \).

As each node of RTI is associated with a region, we can suppose that a node \( A \) of RTI is associated with the search region \( R \). (In our scheme RS-kFt, the search region must be the region of a node in RTI). For ease of exposition, we suppose that there is \( h \)-layer and there are \( L_i \) nodes on the \( i \)th layer. Thus, the RTI frequency of the \( p \)th term which is a node \( L_i \) on the \( i \)th layer in the region is \( \frac{C \cdot xN^R_o}{L_i p} \). (In Zipf’s law, the constant is not totally the same for a different layer of the tree structure [4]).

Let \( B \) be a node on the \( i \)th layer in RTI and \( Z_i \) be the total number of leaf nodes under \( B \). The expectation of the \( p \)th term can be calculated as \( Z_i \frac{C \cdot xN^R_o}{L_i p} \). Under the node \( A \) (contain \( A \)), the expectation of the \( p \)th term can be calculated as

\[
\theta(p, R, xN^R_o, Z_1, Z_2, \ldots, Z_h) = \sum_{i=1}^{h} Z_i \frac{C \cdot xN^R_o}{L_i p}. \quad (5)
\]

Suppose that there are \( Z_R \) leaf nodes in the region \( R \) and set \( p \) to \( k \). Thus, the frequency of the \( k \)th term is equal to \( Z_R \frac{C \cdot xN^R_o}{k} \). If the frequencies of terms in \( R \) is equal to or bigger than the value of \( Z_R \frac{C \cdot xN^R_o}{k} \), the cloud can extract \( k \) most frequent terms in the region \( R \). The top-\( k \) search condition can be expressed as Formula (6)

\[
\lambda = \min\{\theta(p, R, xN^R_o, Z_1, Z_2, \ldots, Z_h) \leq Z_R \frac{C \cdot xN^R_o}{k} \}. \quad (6)
\]

Namely, \( \lambda \) is equal to the smallest \( p \) which satisfies the condition

\[
\theta(p, R, xN^R_o, Z_1, Z_2, \ldots, Z_h) \leq Z_R \frac{C \cdot xN^R_o}{k}.
\]

**B. SEARCH ALGORITHM**

The search algorithm (Algorithm 1) is given in this section. The algorithm first calculates the integer value \( \lambda \) for the search region \( R \). Then, the algorithm extracts \( \lambda \) terms (The weights of these terms are bigger than the weights of the other terms). Next, the algorithm merges the same terms and recalculate the weights of these terms. Finally, the search algorithm finds out \( k \) terms from the extracted terms as the search results.

To illustrate clearly, we show how to perform range search for most frequent top-\( k \) terms in Example 1. Suppose that, a user \( u \) wants to search most frequent 2 terms (It means that \( k \) is equal to 2) in the region \( R_2 \). According to Zipf’s law, the constant value \( C_2 \) of the second layer of RTI is equal to 0.1 and \( C_3 \) of the third layer of RTI is also equal to 0.1 (The value can be obtained by using the statistical data from the network). According to the formula (5), we can compute the value \( \theta(p, R, xN^R_o, Z_1, Z_2, \ldots, Z_h) = \frac{C_2 \cdot xN^R_o}{L_2 p}Z_2 + \frac{C_3 \cdot L_3 x}{L_3 p}Z_3 \). In Figure 3, we can see that, there are two nodes \( (L_3 = 2) \) on the third layer of RTI and each node contains only one leaf node on average \((Z_3 = 1)\). There is only one node \( (L_2 = 1) \) on the second layer of RTI and the node contains two leaf nodes on average \((Z_2 = 2)\). Thus, \( \theta(p, R, xN^R_o, Z_1, Z_2, \ldots, Z_h) = \frac{C_2 \cdot L_2 x}{L_2 p}Z_2 + \frac{C_3 \cdot L_3 x}{L_3 p}Z_3 \). According to the formula (6) \( \theta(p, R, xN^R_o, Z_1, Z_2, \ldots, Z_h) \leq Z_R \frac{C \cdot xN^R_o}{k} \), it is easy to know that \( Z_R \frac{C \cdot xN^R_o}{k} \). Finally, we have the inequality \( \frac{L_2 x}{L_2 p} \leq \frac{L_3 x}{L_3 p} \). Thus, the smallest integer \( p \) is 3. Namely, the value \( \lambda \) is 3. So, we extract 3 terms from SSTW_{R_4} (These terms have the biggest weights in SSTW_{R_4}) and 3 terms from SSTW_{R_5} (These terms have the biggest weights in SSTW_{R_5}). Then, we sort these extracted terms by their weights. Note that, for the same term, their weights should be added and let the sum of their weights to be the new weight of the term. Then, we sort these extracted terms from SSTW_{R_4} and SSTW_{R_5} according to their weights (as shown in Table 5).

**TABLE 5. Extracted terms from SSTW.**

| Extracted terms from SSTW_{R_4} and SSTW_{R_5} | weight |
|-----------------------------------------------|--------|
| term_1                                       | 0.5016 |
| term_2                                       | 0.2884 |
| term_3                                       | 0.1756 |
| term_4                                       | 0.1505 |

(These terms have the biggest weights in SSTW_{R_4}) and 3 terms from SSTW_{R_5} (These terms have the biggest weights in SSTW_{R_5}). Then, we sort these extracted terms by their weights. Note that, for the same term, their weights should be added and let the sum of their weights to be the new weight of the term. Then, we sort these extracted terms from SSTW_{R_4} and SSTW_{R_5} according to their weights (as shown in Table 5).
Finally, the $k = 2$ terms term4 and term1 are returned as the search results.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

In our experiments, we compare the proposed RS-kFT scheme with the methods STL [4], TextRank [35], and KSMT [36] in terms of storage overhead, search efficiency, and search accuracy. As far as we know, methods STL, TextRank, and KSMT are currently the mainstream of top-$k$ search methods.

Our experiments run on a win10 computer with dual-core 1.99GHz CPU and 32G RAM. The tested geo-tagged data are collected from the Internet by using the programming language Python.

A. COMPARISON OF STORAGE OVERHEAD

We test the storage overhead among STL, TextRank, KSMT and RS-kFT, when the depth of index is 2. The size of the tested geo-tagged data is 10M, 20M, 30M, 40M and 50M, respectively. As shown in Figure 4 (a), the storage overhead of RS-kFT is less than STL, TextRank and KSMT. This is because that the location information must be stored in the method STL, but is not need a store in our scheme RS-kFT. In STL, when the size of tested geo-tagged data increases, large amounts of location information need to be stored. In TextRank and KSMT, lots of addresses and weights need to be stored for keywords. Our scheme RS-kFT saves a lot of storage overhead by dividing the address area. For a single region, only the weight information of that area needs to be stored. Thus, RS-kFT scheme has the best advantage when it is used to handle large amounts of geo-tagged data.

We also compare the storage overhead when the index depth of STL, TextRank, KSMT and RS-kFT is 1, 2, 3, 4, 5, respectively. The size of tested geo-tagged data is 10M. For the same number of data, the deeper the index, the more nodes. The existing methods store addresses of keywords in almost all nodes. However, we do not store any address. Therefore, as shown in Figure 4 (b), we can see that the storage overhead of RS-kFT is less than STL, TextRank and KSMT.

B. COMPARISON OF SEARCH ACCURACY

STL only considers the number of appeared keywords. TextRank certainly undermines the integrity of the geo-tagged data. KSMT only considers the impact of each keyword under a small window. None of them considers the importance of a single keyword to the geo-tagged data. We consider it and guarantee the integrity of the geo-tagged data. Thus, RS-kFT has the best accuracy among the four methods in Figure 5 (a).

As shown in Figure 5 (b), our true positive terms in the returned results are about 59% on average when the integer value $k$ is set to 20. Thus, the search results of RS-kFT are more accurate than STL, TextRank and KSMT. This is because that the weight information of a term is calculated by utilizing all the frequency information of terms in a region in RS-kFT. However, the other three methods only focus on keyword weights in an object.

Figure 5 (c) displays the comparison of search accuracy among STL, TextRank, KSMT and RS-kFT when the integer value $k$ is different. When the integer value $k$ of user query increases, our scheme RS-kFT is relatively stable. Under our test datasets, the number of effective keywords recommended

---

Algorithm 1 kTermsSearch

Require: $R$, a search region queried by a user $k$, the number of frequent terms expected by a user.

Ensure: $k$ most frequent terms in the region $R$.

1: set $A$ to the root node of RTI;
2: if the users are not willing to pay for the cloud and are can wait a long time for query then
3: the system will select the appropriate edge services or end devices for these users;
4: else
5: send the query request to the cloud;
6: end if
7: for all each node in RTI do
8: if the region of $A$ is not equal to $R$ then
9: set $A$ as its children in turn;
10: end if
11: if the region of $A$ is equal to $R$ then
12: calculate the integer value $\lambda$ for $R$ by using the formula $\lambda = \min_{p}(\theta(p, R, xN_o^R, Z_1, Z_2, \ldots, Z_o) \leq Z_R C_o xN_o^R \frac{1}{k})$, in which $C_o xN_o^R \frac{1}{k}$ is the frequency of the $k$th term in the region $R$ and $Z_R$ denotes the total number of leaf nodes under the node $A$;
13: for all each child of $A$ do
14: extract $\lambda$ terms from the SSTW of the leaf node (the weights of these $\lambda$ terms are bigger than the weights of the other terms);
15: put all the extracted terms in the set $S$ and re-calculate their weights by using the following steps;
16: if a term appears in the set $S$ only once then
17: the weight of the term is equal to the original weight and does not need to be re-calculated;
18: else
19: the new weight of the term needs to be re-calculated and its new weight is equal to the sum value of its $N$ weights (suppose the term appears $N \geq 2$ times, which means the term has $N$ weights);
20: end if
21: find out the $k$ terms in the set $S$ that the weights of these $k$ terms are bigger than the other terms in the set $S$;
22: end for
23: end if
24: end for
25: return $k$ terms.
to users remains at the highest level. While the other three methods are not effective enough when the number of users' queries is small. This is because they may put a large number of invalid keywords in front of the list of frequency words recommended to the users. However, in our scheme, when the number of users' queries increases continuously, the proportion of effective keywords gradually increases, which leads to the number of invalid keywords are very limited.

C. COMPARISON OF SEARCH EFFICIENCY

We compare the search efficiencies of RS-kFT, STL, KSMT and TextRank in Figures 6 (a) and 6 (b). In these experiments, the size of the tested geo-tagged data is 10M.

In Figure 6 (a), we can see that our scheme RS-kFT is more efficient than the other three methods when the integer value $k$ is set to 200, 400, 600, 800 and 1000, respectively. In this case, the depth=1. That is, the length of keyword interception
in these four methods is consistent. As STL needs to filter the address information of the keyword, it takes more time than TextRank, KSMT, and RS-KFT. Meanwhile, TextRank and KSMT take more time than our scheme to compare addresses.

Moreover, when the depth=5, RS-KFT is more stable than the other three methods. In STL, KSMT and TextRank, more depth cases more iteration, which leads to more comparisons of addresses in the existing methods. Therefore, compared to RS-KFT, the existing methods need to consume more system time. In addition, the consumed system time may further increase with the increase of the number of user queries (i.e. k).

In summary, our scheme significantly outperforms the existing method in almost all aspects. Therefore, our scheme may be applied in many scenarios with range query, such as cloud computing [37], [38], recommendation system [39], real-time graph stream [40], ciphertext query [41], [42], privacy-preserving for location-based services [43], continuous optimization [44], energy scheduling and optimization [45], etc.

VII. CONCLUSION

In this paper, we propose an efficient spatio-temporal range search scheme for top-k frequent terms that is suitable for edge-cloud collaborative computing. We first design an edge-cloud cooperative computing system model of RS-KFT. Based on the proposed model, we construct an efficient and accurate index. Under the leaf nodes of the index, we build the RS-KFT storage structure for alleviating the storage overhead of a large amount of spatio-temporal data. Then, we optimize the method for calculating the frequency of spatio-temporal data by adding the weight parameter in the STL. In the proposed algorithm, as the size of $\lambda$ has been shortened, the amount of expected searched data is less, which can enhance search efficiency and accuracy.
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