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Abstract

Pre-trained models are widely used in the tasks of natural language processing nowadays. However, in the specific field of text simplification, the research on improving pre-trained models is still blank. In this work, we propose a continued pre-training method for text simplification. Specifically, we propose a new masked language modeling (MLM) mechanism, which does not randomly mask words but only masks simple words. The new mechanism can make the model learn to generate simple words. We use a small-scale simple text dataset for continued pre-training and employ two methods to identify simple words from the texts. We choose BERT, a representative pre-trained model, and continue pre-training it using our proposed method. Finally, we obtain SimpleBERT, which surpasses BERT in both lexical simplification and sentence simplification tasks and has achieved state-of-the-art results on multiple datasets. What’s more, SimpleBERT can replace BERT in existing simplification models without modification.

1 Introduction

The goal of text simplification is to reduce complex text to a more comprehensible text while keeping its meaning intact (Alva-Manchego et al., 2020; Sikka and Mago, 2020). This technology can provide convenience for children, non-native speakers, and people with dyslexia (Shardlow, 2014).

In recent years, a small number of studies have applied pre-trained models to the field of text simplification and achieved good results. Maruyama and Yamamoto (2019) used TransformerLM to help extremely low-resource sentence simplification. Qiang et al. (2020a) proposed BERT-LS to generate simple substitutions for lexical simplification. Martin et al. (2020) proposed unsupervised mining techniques and combined them with pre-trained models. Jiang et al. (2020) initialized the encoder with BERT and proposed a seq2seq model. However, simply applying pre-trained models to text simplification may be problematic. In the pre-training stage, the models are trained in a self-supervised way with a large number of ordinary texts, and the models are expected to learn to generate ordinary words instead of simple words. Besides, some tasks such as lexical simplification do not have large-scale training data. The effect of fine-tuning may not be good as expected. Therefore, it is worth investigating how to make pre-trained models learn to generate simple words.

In this work, we are committed to improving the pre-trained model like BERT (Devlin et al., 2019) to help both lexical and sentence simplification. We are inspired by the works of Gururangan et al. (2020) and Gu et al. (2020). They conclude that a task-guided pre-training stage using the task-related data may be helpful for downstream tasks. Specifically, we collect a set of simple texts and then employ two methods to automatically and coarsely identify simple words in texts. We propose a new masked language modeling (MLM) mechanism which only masks the simple words in the texts and then let the model learn to predict the masked simple words. We choose a representative pre-trained model, BERT, and continue pre-training it using the method proposed above. Thus, we obtain a new pre-trained model for text simplification. We name it SimpleBERT. We experiment with SimpleBERT on several tasks of text simplification to demonstrate its strong performance and generality.

In summary, the main contributions of our work are that (1) We propose SimpleBERT with a new MLM mechanism as the backbone for text simplification tasks. SimpleBERT can replace BERT in existing simplification models without any modification. (2) Our proposed method achieves state-of-the-art results on multiple datasets in text simplification, and it outperforms the original BERT on all datasets. (3) To our best knowledge, we are the first to explore how to improve pre-trained models.
in text simplification. We will release the code and model to promote future research when the paper is accepted.

2 Continued Pre-training for Text Simplification

We choose BERT (Devlin et al., 2019) which has been applied to text simplification tasks to verify the effectiveness of our method. We continue pre-training BERT and obtain a new model for text simplification, which we name SimpleBERT.

2.1 SimpleBERT

To introduce SimpleBERT, we need to construct a set of simple texts at first. Then we need to identify the simple words in the texts. The details of the simple texts and the identification methods will be described in the following subsections.

To make the pre-trained model learn to generate simple words, we propose a new masked language modeling (MLM) mechanism. For a simple word that is identified, we follow the original BERT to give a probability of 15% that the word will be replaced with the [MASK] symbol. The following example can illustrate the new MLM mechanism:

| Original sentence | all four thornmints are native to the california floristic province |
|-------------------|---------------------------------------------------------------|
| Signal            | S S C S S S S S C S C                                        |
| Masked sentence   | all four thornmints are [MASK] to the california floristic [MASK]. |

Figure 1: An illustration of the new MLM mechanism. We use S to mark the word identified as simple and C to mark the word identified as complex.

Then, the model will learn to generate the masked simple word, and the probability for generating the masked word can be denoted as:

\[
P(\theta|x|x_1, \ldots, x_{l-1}, x_{l+1}, \ldots, x_n) = \text{softmax}(W_1^T f_\theta(S\setminus{l}))
\]

where \(x\) represents a token in the text, \(\theta\) represents the parameters, \(l\) represents the position of the simple word being masked in the text, \(n\) represents the number of words of the text, \(W_1\) represents a one-hot vector for the \(l\)-th token, \(S\setminus{l}\) represents a set of tokens in which the \(l\)-th token is replaced with [MASK], \(f_\theta(S\setminus{l}) \in \mathbb{R}^M\) represents a multi-layer bidirectional transformer model.

2.2 Simple Text Dataset for Continued Pre-training

We use two commonly used corpus named Wiki-Large and Newsela in text simplification for continued pre-training.

WikiLarge is the largest dataset in text simplification constructed by Zhang and Lapata (2017). We use the simplified sentences in the training set as resources for continued pre-training. We also use articles in the Newsela corpus which is divided into five difficulty levels. Level 0 represents the most complicated article, and level 4 represents the simplest article. We choose English articles in the Newsela corpus for continued pre-training and limit the difficulty level of articles to 2, 3, and 4. In practice, we discard sentences with the number of words less than or equal to 5.

2.3 Simple Words Identification

We design two methods to identify simple words from the text. The first is based on human ratings, and the second is based on neural networks.

Human evaluation is an essential criterion for judging whether a word is simple. We use a lexicon with complexity scores proposed by Maddela and Xu (2018) as the human ratings method. We select all the words with an average score of 4 points or less and build a simple word list \(V_{\text{simple}}\). To determine whether a word is simple, we only need to determine whether the word is in \(V_{\text{simple}}\).

We use the SEQ model proposed by Gooding and Kochmar (2019) as the neural networks method. SEQ makes full use of the context of the recognized words and achieves state-of-the-art results on the CWI 2018 shared task (Yimam et al., 2018). Given a piece of text as input, the SEQ model will automatically identify which words are simple and which words are complex.

3 Evaluation Setup

We employ three representative tasks for experiments: substitution generation (SG), full lexical simplification (LS) pipeline, and sentence simplification (SS). For the first two tasks, we choose to test on two commonly used datasets: LexMTurk (Horn et al., 2014) and BenchLS (Paetzel and Spezia, 2016a). For the third task, we choose to test on the high-quality Newsela dataset (Xu et al., 2015). More training details can be found in Appendix A.
4 Evaluation Results on Substitution Generation

The substitution generation task can be defined as: For the target complex word in an instance, the model needs to generate multiple simple candidate words. This task uses precision (P), recall (R), and F1 score (F1) to measure the quality of the generated candidate words.

We choose several representative models as baselines, including Horn (Horn et al., 2014), Glavaš (Glavaš and Štajner, 2015), Paetzold-CA (Paetzold and Specia, 2016b), Paetzold-NE (Paetzold and Specia, 2017), BERT-LS (Qiang et al., 2020a), and LSBERT (Qiang et al., 2020b). The LSBERT model masks the target complex word in a sentence and then feeds it into the BERT model to generate simple candidate words. We use the code of the LSBERT model and replace BERT with our proposed SimpleBERT for comparison. The experimental results are shown in Table 1.

The results illustrate that the performance of SimpleBERT has surpassed the BERT model on both datasets. The F1 score of SimpleBERT on the LexMTurk dataset exceeds that of the BERT model by 1.8 points. The F1 score of SimpleBERT on the BenchLS dataset exceeds that of the BERT model by 1.9 points. In addition, LSBERT(SimpleBERT-HR) has achieved state-of-the-art results on this task, which means that SimpleBERT is adept at generating diversely simple words. We select example outputs to illustrate the effectiveness of SimpleBERT, as shown in Table 7.

5 Evaluation Results on Full Lexical Simplification Pipeline

The task of full lexical simplification (LS) pipeline can be defined as follows: for the target complex word in an instance, the model needs to replace it with one simple word. The evaluation measures for the full LS pipeline are precision and accuracy. The baselines we use are the same as those for Task 1. We also use the LSBERT model for experiments. We keep the substitution ranking rules the same and only replace BERT with SimpleBERT for comparison. The results are shown in Table 2.

SimpleBERT performs well on this task. For the LexMTurk dataset, SimpleBERT exceeds the BERT model by 1.6 points in precision and 4.8 points in accuracy. On the BenchLS dataset, SimpleBERT exceeds the BERT model by 2.8 points in precision and 2.1 points in accuracy.
points in accuracy. For the BenchLS dataset, SimpleBERT exceeds the BERT model by 1 point in precision and 2.1 points in accuracy. SimpleBERT has achieved state-of-the-art results on both datasets, illustrating that in combination with the existing ranking rules, SimpleBERT can generate the most appropriate simple substitutions. We also give example outputs, as shown in Table 8.

6 Evaluation Results on Sentence Simplification

6.1 Automatic Evaluation Results

Sentence simplification converts complex sentences into simple sentences while keeping the meanings unchanged. We use SARI (Xu et al., 2016) and FKGL (Kincaid et al., 1975) to evaluate the sentence simplification task.

We choose several representative models as baselines, including PBMT-R (Wubben et al., 2012), Hybrid (Narayan and Gardent, 2014), DRESS (Zhang and Lapata, 2017), DRESS-LS (Zhang and Lapata, 2017), EditNTS (Dong et al., 2019) and Transformer(BERT) (Jiang et al., 2020). The Transformer(BERT) model has a standard encoder-decoder framework. The encoder uses BERT for parameters initialization, and parameters of the decoder are initialized randomly. We have implemented the Transformer(BERT) model and only use SimpleBERT to replace BERT in the encoder.

| Model             | SARI | FKGL |
|-------------------|------|------|
| PBMT-R            | 26.24| 8.13 |
| Hybrid            | 34.73| 4.52 |
| DRESS             | 38.37| 4.65 |
| DRESS-LS          | 38.04| 4.78 |
| EditNTS           | 39.28| **3.80** |
| Transformer(BERT) | 39.59| 4.07 |

Our methods

| Model                      | SARI       | FKGL       |
|----------------------------|------------|------------|
| Transformer(SimpleBERT-NN) | **40.17** (+0.58) | 3.88 (-0.19) |
| Transformer(SimpleBERT-HR) | 39.70 (+0.11) | 3.85 (-0.22) |

Table 3: The results of sentence simplification on the Newsela dataset.

As shown in Table 3, the SimpleBERT outperforms the BERT model by 0.58 points in SARI and by 0.22 points in FKGL. In addition, Transformer(SimpleBERT-NN) outperforms the EditNTS model by 0.89 points in SARI. Thus, Transformer(SimpleBERT-NN) achieves state-of-the-art results on the Newsela dataset, illustrating that SimpleBERT can contribute to sentence simplification, even though it is trained at the word level. We show example outputs in Table 9.

6.2 Human Evaluation Results

To explore how SimpleBERT helps sentence simplification, we hire three workers to perform a human evaluation of the output of different models. We randomly select 100 complex-simple sentence pairs from the test set of the Newsela dataset. Following Dong et al. (2019), workers are required to rate sentences using a five-point Likert scale on Simplicity (S), Fluency (F), and Adequacy (A). Following Xu et al. (2016), we use Simplicity Gain (S+) to indicate how good the lexical simplification is in a sentence-level simplification.

| Model             | S   | F   | A   | S+  |
|-------------------|-----|-----|-----|-----|
| EditNTS           | 2.91| 3.82| 2.64| 9.33|
| Transformer(BERT) | 2.92| 4.51| 3.44| 18.67|
| Transformer(SimpleBERT-NN) | **3.02** | **4.56** | **3.42** | **20.67** |
| Transformer(SimpleBERT-HR) | 3.01| 4.52| 3.48| 19.00|

Table 4: The results of human evaluation on the Newsela dataset. We use Bold to mark the best results.

From Table 4, we can draw two conclusions: (1) SimpleBERT is more capable than BERT in generating appropriate simple words. (2) Reducing the complexity from the word level can greatly help sentence simplification.

7 Additional Analysis

We perform ablation experiments to explore the effect of the constructed simple text and the new MLM mechanism. We also made a comparison of the two methods for identifying simple words, namely human ratings and neural networks. However, due to space limitations, we have to put the experimental details into Appendix B. When the paper is accepted, we will put the two experiments into the additional page of the main text.

8 Conclusion

In this paper, we propose SimpleBERT by continually pre-training BERT on a simple text dataset with a new masked language modeling mechanism. SimpleBERT can be integrated directly into existing models without any code modifications, demonstrating great versatility. More importantly, SimpleBERT has surpassed the original BERT in lexical and sentence simplification tasks and achieves state-of-the-art results on multiple datasets.
9 Ethical Consideration

We use the text of the WikiLarge dataset and the Newsela corpus for continue pre-training. The WikiLarge dataset is under the MIT License. For the Newsela corpus, it is only available to academic partners and we have the permission to use it.

We recruit three workers on a first-come, first-served basis after posting the human evaluation tasks. We pay each worker 30 US dollars, that is, 0.3 dollars for scoring a complex-simple sentence pairs. And we let them complete the evaluation within 72 hours.
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A Training Details

For the first two tasks, we choose to test on two commonly used datasets: LexMTurk and BenchLS. LexMTurk contains 500 instances, of which fifty native English speakers suggest the simpler substitutions (Horn et al., 2014). BenchLS contains 929 instances. It is a combination of LexMTurk and another dataset named LSeval after correcting errors (Paetzold and Specia, 2016a). Both of them only have test set and do not include training set.

For the third task, we choose to test on the Newsela dataset. Its test set has 1,077 instances. Previous studies have shown that the Newsela dataset is of higher quality than the Wikipedia-based dataset (Xu et al., 2015).

For lexical simplification, previous studies used different versions of BERT for different tasks to achieve better results (Qiang et al., 2020b). We follow their setup for a fair comparison. For the substitution generation task, we use BERT-Large for continued pre-training. For the full lexical simplification pipeline task, we use the BERT-Large-WWM for continued pre-training. For the sentence simplification task, we use the code from Liu and Lapata (2019) to implement the model and get the same results with Jiang et al. (2020).

We continue training BERT on 4 GTX 1080ti. The batch size on each GPU is 4, and the gradient accumulation value is 4. Thus, the total batch size for training is 64. For the tasks of lexical simplification and sentence simplification, we set the max sequence length to 256 and 512, respectively. We follow (Gururangan et al., 2020) and report more hyperparameters in Table 5.

We continue training BERT on 4 GTX 1080ti. The batch size on each GPU is 4, and the gradient accumulation value is 4. Thus, the total batch size for training is 64. For the tasks of lexical simplification and sentence simplification, we set the max sequence length to 256 and 512, respectively. We follow (Gururangan et al., 2020) and report more hyperparameters in Table 5.

We continue training BERT on 4 GTX 1080ti. The batch size on each GPU is 4, and the gradient accumulation value is 4. Thus, the total batch size for training is 64. For the tasks of lexical simplification and sentence simplification, we set the max sequence length to 256 and 512, respectively. We follow (Gururangan et al., 2020) and report more hyperparameters in Table 5.

Regarding the text used for continued pre-training, we use the simple text dataset constructed by WikiLarge and Newsela introduced before. We use programs to compare the constructed text data with the test set of each task, and then remove the same sentences in the text data to avoid overlap-
ping. To avoid SimpleBERT learning information from the test set of Newsela, we only use the training set of WikiLarge for continued pre-training in sentence simplification. We then use the training set of the Newsela dataset to fine-tune the whole model.

For the third task of sentence simplification, we use EASSE (Alva-Manchego et al., 2019) to obtain the SARI values and FKGL values. Previous works used different scripts for evaluation. For a fair comparison, we use EASSE to evaluate the outputs of all the simplification systems.

### B Additional Analysis

#### B.1 Ablation Study

To explore the effect of the constructed simple text and the new MLM mechanism, we design the following ablation experiments on the substitution generation task. We still use LSBERT and use the following variants of pre-trained models in the method for comparison.

- **BERT**: It uses the original BERT.
- **BERT-C**: It uses the simple text dataset constructed for continued pre-training on BERT. Nevertheless, the MLM mechanism is the same as the original BERT, which randomly masks words.
- **BERT-M**: It uses ordinary text \(^2\) for continued pre-training on BERT. The human rating method is used to identify simple words, and our new MLM mechanism is used to mask simple words.
- **SimpleBERT**: It uses the simple text dataset we constructed for continued pre-training on BERT. The human rating method is used to identify simple words, and our new MLM mechanism is used to mask simple words.

The results of ablation experiments are shown in Table 6. From the results of BERT-C, it can be seen that using the constructed simple text for continued pre-training has improved the results on both datasets. From the results of BERT-M, it can be seen that using our MLM mechanism to mask simple words can improve the results on both datasets even if the ordinary text is used. The results of SimpleBERT are better than those of BERT-C and BERT-M, indicating that using the new MLM mechanism enables the model to better learn to generate simple words from the constructed text.

|             | LexMTurk | BenchLS |
|-------------|----------|---------|
| BERT        | 29.1     | 29.0    |
| BERT-C      | 29.8(+0.7) | 30.4(+1.4) |
| BERT-M      | 30.0(+0.9) | 30.2(+1.2) |
| SimpleBERT  | 30.9(+1.8) | 30.9(+1.9) |

Table 6: F1 scores (%) of the pre-trained models used for ablation study on both datasets. We report the differences between the variant models and the original BERT.

#### B.2 Human Ratings vs. Neural Networks for Simple Words Identification

In this work, we use human ratings and neural networks to identify simple words, respectively. However, the performance of SimpleBERT obtained by using the two methods on the three tasks is different. SimpleBERT-HR performs better than SimpleBERT-NN on two lexical simplification tasks, Task 1 and Task 2. However, the opposite is true on the sentence simplification task, Task 3.

For a reasonable explanation, we select 100 instances containing a total of 2,069 words from the constructed simple text dataset and use the two methods to identify simple words separately. We make a count and find that there are 302 words for which the two methods give different identification results. Among them, there are 245 words identified as simple by human ratings while identified as complex by neural networks. The remaining 57 words are identified as simple by neural networks while identified as complex by human ratings.

That is to say, for words that are difficult to identify as complex or simple, SimpleBERT-HR tends to regard them as simple. It will enable SimpleBERT-HR to generate a relatively wider variety of candidate words for re-ranking in lexical simplification, which may help to improve the results. In contrast, sentence simplification only requires generating one simplified sentence that is less tolerant of complex words, which may account for the better performance of SimpleBERT-NN.

### C Example Outputs of the Three Tasks
the term is also at times used as a derogatory term for films or sequels of films that are of inferior quality, or are not expected to find financial success.

| Original sentence | the united states convened a 13 - nation conference of the international opium commission in 1909 in shanghai , china in response to increasing criticism of the opium trade. |
| Gold standard | opened, started, assembled, called, gathered, created, made, aggregated, brought together, hosted, organized, held, met, ordered |
| LSBERT(BERT) | summoned |
| LSBERT(SimpleBERT-HR) | held |

Table 8: Example outputs of LSBERT(BERT) and LSBERT(SimpleBERT-HR) for full lexical simplification pipeline. Although both BERT and SimpleBERT can generate words with the same meaning as the original word, it is apparent that SimpleBERT generates “held” which is simpler than BERT’s “summoned”.

| Original sentence | the program tries to reverse this trend by giving students simple and fun ways to include others during lunchtime – making sure no one eats alone , said laura talmus. |
| Reference sentence | it gives students fun ways to include others during lunchtime. |
| Transformer(BERT) | the program tries to reverse this trend by giving students simple and fun ways to include others during lunchtime. |
| Transformer(SimpleBERT-NN) | it gives students simple and fun ways to include others during lunchtime. |

Table 9: Example outputs of Transformer(BERT) and Transformer(SimpleBERT-NN) for sentence simplification. In the first example, BERT generates “reputation” while SimpleBERT generates “known” which has the same meaning but is simpler than “reputation”. In the second example, SimpleBERT removes the complex words “reserve this trend” from the original sentence and generates a sentence that is much closer to the reference.