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Abstract

We define a model of a system that deteriorate as a result of (i) shocks, modeled as a compound Poisson process and (ii) deterministic, state dependent progressive rate, with variable and fixed maintenance cost. We define maintenance strategies based on an impulse control model where time and size of interventions are executed according the the system state, which is obtained from permanent monitoring. We characterize the value function as the unique viscosity solution of the HJB equation and prove that a \((s, \bar{s}, S)\) policy is optimal. We also provide numerical examples. Finally, a singular control problem is proposed when there is no fixed cost, which study and relation with the former problem is open for future discussion.

1 Introduction

In engineered systems, performance is related to some physical properties such as capacity, stiffness, mechanical resistance, etc., that decrease over time. Several degradation factors may affect the system and cause decay in performance known as deterioration. Deterioration eventually brings the system to a failure condition. The use of stochastic models to describe deterioration and its effect in time in the system’s performance is therefore for reliability estimation.

There are different types of degradation processes that can be classified into three categories: shock-based, progressive and a combination of both degradation mechanisms. The first one models the effect of sudden events like earthquakes in infrastructures by reducing lump amounts of the system’s performance in the form of jumps or shocks at discrete points in time. In the latter the system’s performance is continuously removed over time and can model to processes like deterioration of pavements. [11] and [15] propose some models for a combination of these two type of deterioration.
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Based on the specific degradation mechanisms and models, different intervention policies can be proposed in order to improve the availability or to extend the life of the system. Usually, maintenance policies are preventive or corrective. Preventive maintenance is frequently carried out without knowing the actual state of the system at the time of the intervention. In this case the decision variables may be the time of intervention. On the other hand, corrective maintenance focuses on interventions once failure has been identified.

This paper presents a maintenance policy based on stochastic control continuing the works of [9] and [10]. This type of strategy does not belong to any of the previous types since we assume that the system is continuously monitored (as opposed to preventive policies) and we do not consider any strategy after failure (contrary to corrective policies).

The main goal of this paper is to characterize the value function using viscosity solutions theory and to prove that a \((s, S)\) policy is optimal for this problem. \((s, S)\) policies has been well established for inventory control problems with different models. In [2, 5] the demand model is a mixture of Compound Poisson, diffusion and deterministic demand, while in [4, 3] there is no diffusion and the deterministic part is replaced by a function of the stock level, which is very similar to the model presented in this work. We note that the approach to prove policy optimality merely uses the definition of the value function and the form of the Hamilton Jacobi Bellman equation (or QVI) that the function satisfies rather than the analytical properties of the solution of the equation as in the previous references.

We organize the paper as follows: In Section 2 we describe the system’s performance dynamics, in Section 3 we define the impulse control problem and define the value function. Some properties of the function are also discussed in this section. Section 4 characterizes the value function as the unique viscosity solution of the associated HJB equation. The optimality of a \((s, S)\) policy is proved in Section 5. In Section 6 a singular control problem is proposed when there is no fixed cost and some directions for future work are suggested. Numerical examples are shown in Section 7. We conclude in Section 8.

2 System dynamics

Consider a system whose performance is defined by a stochastic process \(R\). Furthermore, assume that the system is subject to progressive deterioration and shocks. The shocks occur according to a Poisson process, and every shock causes a random amount of damage \(S\). Total failure occurs when the system performance falls below a pre-defined threshold \(m\) and there is a maximum performance level \(M\) that cannot be improved. Formally, let \((\Omega, \mathcal{F}, \mathbb{P})\) be the probability space in which we define all the stochastic quantities. We define the process \(R = \{R_t\}_{t \geq 0}\)

\[
R_t = r - \int_0^t c(R_s)ds - \sum_{i=1}^{N_t} S_i, \tag{2.1}
\]
where the initial reliability level is \( R_0 = r \), \( c \) is a positive and non-increasing Lipschitz function with constant \( L \) on \([m, M]\), \( N = \{N_t\}_{t \geq 0} \) is an homogeneous Poisson process with intensity \( \lambda > 0 \), and the sequence of the sizes of the shocks \( \{S_i\}_{i \in \mathbb{N}} \) are independent and identically distributed random variables with probability distribution \( F \) on \([0, \infty)\) such that \( \{S_i\}_{i \in \mathbb{N}} \) is independent of the Poisson process \( N \). We assume that the support of \( F \) contains the interval \([0, M - m]\).

## 3 Impulse control

The impulse control model for maintenance is studied for the first time in [9]. This type of control is defined as follows:

**Definition 3.1.** A maintenance policy for the system is a double sequence \( \nu = \{(\tau_i, \zeta_i)\}_{i \in \mathbb{N}} \) of intervention times \( \tau_i \) at which the performance is improved an amount \( \zeta_i \). The policy is an impulse control if satisfies the following conditions:

1. \( 0 \leq \tau_i \leq \tau_{i+1} \) a.s. for all \( i \in \mathbb{N} \),
2. \( \tau_i \) is a stopping time with respect to the filtration \( \mathcal{F}_t = \sigma\{R_s|s \leq t\} \) for \( t \geq 0 \),
3. \( \zeta_i \) is a \( \mathcal{F}_{\tau_i} \)-measurable random variable.
4. \( \lim_{i \to \infty} \tau_i = \infty \) a.s.

Given an impulse control \( \nu \), the controlled process \( R' = \{R'_t\}_{t \geq 0} \) is defined by

\[
R'_t = r - \int_0^t c(R'_s)ds - \sum_{i=1}^{N_t} S_i + \sum_{\tau_i < t} \zeta_i. \tag{3.2}
\]

The time of total failure of the controlled process is

\[
\tau' = \inf\{t \geq 0|R'_t < m\}, \tag{3.3}
\]

and it is assumed that if the system reaches the threshold the process is stopped. We denote by \( \tau^0 \) the time of total failure of the uncontrolled process \( R \).

Any intervention at time \( \tau_i \) depends on the state of the system at this time, that is \( R_{\tau_i} \). Since the state of the system cannot be above \( M \), the set of possible actions is \([0, M - R_{\tau_i}]\). We call \( \mathcal{I} \) the set of admissible impulse controls such that \( \zeta_i \in [0, M - R_{\tau_i}] \) for all \( i \in \mathbb{N} \). Each intervention has a cost given by \( C(r, \zeta) \), which is the cost of bringing the system from level \( r \) to level \( r + \zeta \). We assume that \( C(r, \zeta) = H(r + \zeta) - H(r) + k \), with \( H \) a continuous and increasing function and \( k > 0 \) is the fixed cost.

On the other hand, there is a benefit for keeping the system at a given state \( r \) denoted by \( G(r) \), where \( G \) is a non-negative continuous, increasing function on \([m, M]\).
If we denote $E_r[\cdot] := E[|R_0^r| = r]$, for a given $\nu \in \mathcal{I}$ and initial component state $r \in [m, M]$, the expected discounted profit can be computed as

$$J(r, \nu) = E_r \left[ \int_0^{\tau^\nu} e^{-\delta s} G(R_s^\nu) ds - \sum_{\tau_i < \tau^\nu} e^{-\delta \tau_i} C(R_{\tau_i}^\nu, \zeta_i) \right],$$

(3.4)

where $\delta > 0$ is the discount factor.

The value function is defined as

$$V(r) = \sup_{\nu \in \mathcal{I}} J(r, \nu)$$

(3.5)

and it is discussed in detail in [9, 10] for the case when there is no progressive deterioration. We will show that $V$ is the unique bounded viscosity solution to the corresponding Hamilton-Jacobi-Bellman (HJB) equation

$$\min \{\delta f(r) - Af(r) - G(r), f(r) - Mf(r)\} = 0,$$

(3.6)

for all $r \in [m, M]$, where

$$Af(r) = -c(r)f'(r) + \lambda \left( \int_0^{r-m} f(r-s) dF(s) - f(r) \right)$$

(3.7)

and

$$Mf(r) = \sup_{0 \leq \zeta \leq M-r} f(r + \zeta) - H(r + \zeta) + H(r) - k.$$  

(3.8)

From the definition of the value function $V$, we can see that it is non-negative and bounded. Also, if we define $V$ for $r < m$, we have that $V(r) = 0$. Another important property is the continuity as we will see next.

**Lemma 3.2.** Let $R_t^r$ denote the uncontrolled process with initial level $r$. Let $\tau \leq T < \infty$ be a stopping time, then

$$\lim_{r' \to r} R_{\tau}^{r'} = R_{\tau}^{r} \text{ a.s.}$$

**Proof.** First note that before any shock occurs we have that

$$\frac{d}{dt} |R_t^{r'} - R_t^r| \leq \left| \frac{dR_t^{r'}}{dt} - \frac{dR_t^r}{dt} \right| = |c(R_t^{r'}) - c(R_t^r)| \leq L |R_t^{r'} - R_t^r|.$$

By Gronwall’s inequality we get that $|R_t^{r'} - R_t^r| \leq |r' - r| e^{Lt}$. Now, for each $\omega \in \Omega$, with shock times $T_1(\omega), T_2(\omega), \ldots$, there is $n$ such that $T_n(\omega) \leq \tau(\omega) < T_{n+1}(\omega)$. Hence

$$|R_{\tau(\omega)}^{r'} - R_{\tau(\omega)}^r| \leq |R_{T_n(\omega)}^{r'} - R_{T_n(\omega)}^r| e^{L(\tau(\omega) - T_n(\omega))} \leq |R_{T_{n-1}(\omega)}^{r'} - R_{T_{n-1}(\omega)}^r| e^{L(\tau(\omega) - T_{n-1}(\omega))} \leq |r' - r| e^{LT(\omega)} \leq |r' - r| e^{LT}.$$

This proves the lemma.”
This lemma allows us to prove the following proposition:

**Proposition 3.3.** The value function $V$ is non-decreasing and continuous on $[m, M]$.

**Proof.** We will first show that the value function is non-decreasing. Let $m \leq r < r' \leq M$ and $\nu = \{(\tau_i, \zeta_i)\} \in \mathcal{I}$ with initial level $r$. Define the policy $\tilde{\nu}$ with initial level $r'$ as follows: Consider $i^* = \min\{i : R_{\tau_i}^\nu + \zeta_i > R_{\tau_i}^{\nu'}\}$, where $R_{\tau_i}^{\nu'}$ denotes the uncontrolled process with initial level $r'$. Then, let $\tilde{\nu} = \{(\bar{\tau}_i, \bar{\zeta}_i)\}$ with $\bar{\tau}_1 = \tau_{i^*}$, $\bar{\zeta}_1 = R_{\tau_{i^*}}^{\nu} + \zeta_i - R_{\tau_i}^{\nu}$ and for $i > 1$ $\bar{\tau}_i = \tau_{i^* + i - 1}$ and $\bar{\zeta}_i = \zeta_{i^* + i - 1}$ in the case $i^* < \infty$. If $i^* = \infty$ then do nothing. Hence, it is easy to see that $R_{\tau_i}^{\nu} \leq R_{\tau_i}^{\nu'}$ for all $t \geq 0$ and also the maintenance cost of the policy $\nu$ is greater than the cost of policy $\tilde{\nu}$. Therefore, $J(r, \nu) \leq J(r', \tilde{\nu}) \leq V(r')$. Since the policy $\nu$ is arbitrary we get that $V(r) \leq V(r')$.

Consider now an $\epsilon$–optimal policy $\nu = \{(\tau_i, \zeta_i)\}$ with initial level $r'$, that is, $V(r') \leq J(r', \nu) + \epsilon$. We define the policy $\tilde{\nu}$, with initial level $r$, equal to $\nu$ except for the size of the first intervention: $\bar{\zeta}_1 = \zeta_1 + R_{\tau_1}^{\nu} - R_{\tau_1}^{\nu'}$.

Now, we consider two disjoint events:

- $\{\tau^\nu < \tau^{\nu'}\}$: In this case we must have that $\tau^\nu = \tau^0$ and $R_{\tau^0}^{\nu} < 0 \leq R_{\tau^0}^{\nu'}$.
  Since $\tau^0$ is bounded due to progressive deterioration, by Lemma 3.2

  \[
  \lim_{\tau \to \tau^0} \Pr(\tau^\nu < \tau^{\nu'}) = 0.
  \] (3.9)

- $\{\tau^\nu = \tau^{\nu'}\}$: In this case we have two possibilities, $\tau^{\nu'} \leq \tau_1$ or $\tau^{\nu'} > \tau_1$. In the second case $R_{\tau_s}^{\nu} = R_{\tau_s}^{\nu'}$ for $s \geq \tau_1$.

From both cases above we have that

\[
V(r) \geq J(r, \tilde{\nu}) = \mathbb{E} \left[ 1_{\{\tau^\nu < \tau^{\nu'}\}} \int_0^{\tau^\nu} e^{-\delta s}G(R_s^{\nu})ds \right] (3.10)
\]

\[
+ \mathbb{E} \left[ 1_{\{\tau^\nu = \tau^{\nu'}\}} \int_0^{\tau^{\nu'} \wedge \tau_1} e^{-\delta s}G(R_s^{\nu'})ds \right] - \mathbb{E} \left[ 1_{\{\tau^{\nu'} \geq \tau_1\}} e^{-\delta \tau_1}C(R_{\tau_1}, \bar{\zeta}_1) \right]
\]

\[
+ \mathbb{E} \left[ 1_{\{\tau^{\nu'} > \tau_1\}} \left( \int_{\tau_1}^{\tau^{\nu'}} e^{-\delta s}G(R_s^{\nu'})ds - \sum_{\tau_1 < \tau_i < \tau^{\nu'}} e^{-\delta \tau_i}C(R_{\tau_i}, \bar{\zeta}_i) \right) \right].
\]
On the other hand

\[ V(r') - \epsilon \leq J(r', \nu) = E \left[ 1_{\{\tau^\nu < \tau^\nu\}} \left( \int_0^{\tau^\nu} e^{-\delta s} G(R_s^\nu) ds - \sum_{\tau_i < \tau^\nu} e^{-\delta \tau_i} C(R_{\tau_i}^\nu, \zeta_i) \right) \right] \]

\[ + E \left[ 1_{\{\tau^\nu = \tau^\nu\}} \int_0^{\tau^\nu \land \tau^1} e^{-\delta s} G(R_s^\nu) ds \right] - E \left[ 1_{\{\tau^\nu > \tau^1\}} e^{-\delta \tau_1} C(R_{\tau_1}^\nu, \zeta_1) \right] \]

\[ + E \left[ 1_{\{\tau^\nu > \tau^1\}} \left( \int_{\tau_1}^{\tau^\nu} e^{-\delta s} G(R_s^\nu) ds - \sum_{\tau_i < \tau_1 < \tau^\nu} e^{-\delta \tau_i} C(R_{\tau_i}^\nu, \zeta_i) \right) \right]. \tag{3.11} \]

Combining (3.10) and (3.11) we have that

\[ V(r) \geq E \left[ 1_{\{\tau^\nu < \tau^\nu\}} \int_0^{\tau^\nu} e^{-\delta s} G(R_s^\nu) ds \right] \tag{3.12} \]

\[ + E \left[ 1_{\{\tau^\nu = \tau^\nu\}} \int_0^{\tau^\nu \land \tau^1} e^{-\delta s} \left( G(R_s^\nu) - G(R_s^\nu') \right) ds \right] \tag{3.13} \]

\[ - E \left[ 1_{\{\tau^\nu < \tau^\nu\}} \left( \int_0^{\tau^\nu} e^{-\delta s} G(R_s^\nu) ds - \sum_{\tau_i < \tau^\nu} e^{-\delta \tau_i} C(R_{\tau_i}^\nu, \zeta_i) \right) \right] \]

\[ + E \left[ 1_{\{\tau^\nu > \tau^1\}} e^{-\delta \tau_1} \left( H(R_{\tau_1}^\nu) - H(R_{\tau_1}^\nu) \right) \right] \tag{3.14} \]

\[ + V(r') - \epsilon. \]

From (3.10) the terms (3.12) and (3.14) converges to 0 as \( r \to r' - \). Also, by Lemma 3.2, bounded convergence theorem and continuity of the functions \( G \) and \( H \), the terms (3.13) and (3.14) converges to 0. Similarly, we get the same result when \( r' \to r^+ \). Since \( \epsilon \) is arbitrary, the proposition follows by the non-decreasing property.

**Remark 3.4.** An important consequence of the theorem is that \( MV \) is also a continuous function, as can be easily checked.

## 4 Viscosity solution

In this section we prove that the value function \( V \), defined in (3.5), is a solution of the HJB equation (3.6). Since we do not know the exact regularity of the \( V \), we need the appropriate notion of solution. We consider the notion of viscosity solution. Viscosity solutions were introduce in [7] for first-order Hamilton Jacobi equations. Later, different generalizations were proposed, for example in [1] it is defined for first-order integro-differential equations. We will use the following definition:
Definition 4.1. (i) A viscosity subsolution of (3.6) is an upper semi-continuous function on \([m, M]\) \(u\) such that for each \(\phi \in C^1(m, M)\),
\[
\min \{ \delta \phi(r) - A \phi(r) - G(r), u(r) - Mu(r) \} \leq 0
\]
at every \(r \in (m, M)\) which is a maximizer of \(u - \phi\) with \(u(r) = \phi(r)\).

(ii) A viscosity supersolution of (3.6) is an lower semi-continuous function on \([m, M]\) \(v\) such that for each \(\phi \in C^1(m, M)\),
\[
\min \{ \delta \phi(r) - A \phi(r) - G(r), v(r) - Mv(r) \} \geq 0
\]
at every \(r \in (m, M)\) which is a minimizer of \(v - \phi\) with \(v(r) = \phi(r)\).

(iii) A function is a viscosity solution of (3.6) if it is both a viscosity subsolution and a viscosity supersolution.

Before proving that \(V\) is a viscosity solution of (3.6) we need the following lemma proved in [9]. We include the proof in A.

Lemma 4.2. Let \(\tau\) be a stopping time. Then for all \(r \in [m, M]\)
\[
V(r) \geq E_r \left[ e^{-\delta \tau} G(R_\tau^r) + 1_{\{\tau < \tau_0\}} e^{-\delta \tau} V(R_{\tau_0}^r) \right].
\] (4.16)
Furthermore, we have equality in (4.16) if it is not optimal to intervene the system before \(\tau\).

Theorem 4.3. The value function \(V\) defined by (3.5) is a viscosity solution of equation (3.6).

Proof. First of all, Theorem 3.3 establishes the continuity of \(V\), so it is both lower and upper semi-continuous. To prove the subsolution property let \(r_0 \in (m, M)\) and \(\phi \in C^1\) such that \(V - \phi \leq 0 = V(r_0) - \phi(r_0)\). Suppose by contradiction that \(V\) is not a viscosity subsolution of (3.6), hence, by Remark 3.4 there exist \(\alpha > 0\) and \(\epsilon > 0\) such that
\[
\delta \phi(r) - A \phi(r) - G(r) > \alpha
\] (4.17)
and
\[
V(r) - MV(r) > \alpha,
\] (4.18)
for all \(r \in (r_0 - \epsilon, r_0 + \epsilon) \subset (m, M)\). (4.18) implies that it is not optimal to intervene the system for levels in such interval. Let \(\bar{\tau} = \inf\{s \geq 0 : |R_s^r - r_0| \geq \epsilon\}\). By Dynkin’s formula (see [9]) we have that

\[
E_{r_0} \left[ e^{-\delta \bar{\tau}} V(R_{\bar{\tau}}^r) \right] \leq E_{r_0} \left[ e^{-\delta \bar{\tau}} \phi(R_{\bar{\tau}}^r) \right] = \phi(r_0) + E_{r_0} \left[ \int_0^{\bar{\tau}} e^{-\delta s} (A \phi(R_s) - \delta \phi(R_s)) ds \right]
\]
\[
\leq V(r_0) - E_{r_0} \left[ \int_0^{\bar{\tau}} e^{-\delta s} (\alpha + G(R_s)) ds \right] = E_{r_0} \left[ e^{-\delta \bar{\tau}} V(R_{\bar{\tau}}^r) \right] - \alpha E_{r_0} \left[ \int_0^{\bar{\tau}} e^{-\delta s} ds \right].
\]
where the last equality follows from Lemma 4.2. Since \( \alpha > 0 \), this implies \( \bar{\tau} = 0 \) a.s. which is impossible.

To establish the supersolution property let \( r_0 \in (m, M) \) and \( \phi \in C^1 \) such that \( V - \phi \geq 0 = V(r_0) - \phi(r_0) \). It is always true that \( V - \mathcal{M} V \geq 0 \), so suppose by contradiction that there exist \( \alpha > 0 \) and \( \epsilon > 0 \) such that

\[
\delta \phi(r) - \mathcal{A} \phi(r) - G(r) < -\alpha \quad (4.19)
\]

for all \( r \in (r_0 - \epsilon, r_0 + \epsilon) \subset (m, M) \). Let \( \bar{\tau} \) be defined as before. Hence

\[
\mathbb{E}_{r_0} \left[ e^{-\delta \bar{\tau}} \phi(R_{\bar{\tau}}) \right] = \phi(r_0) + \mathbb{E}_{r_0} \left[ \int_0^{\bar{\tau}} e^{-\delta s} \left( \mathcal{A} \phi(R_s) - \delta \phi(R_s) \right) ds \right]
\]

\[
\geq V(r_0) + \mathbb{E}_{r_0} \left[ \int_0^{\bar{\tau}} e^{-\delta s} (\alpha - G(R_s)) ds \right]
\]

\[
\geq \mathbb{E}_{r_0} \left[ e^{-\delta \bar{\tau}} V(R_{\bar{\tau}}) \right] + \alpha \mathbb{E}_{r_0} \left[ \int_0^{\bar{\tau}} e^{-\delta s} ds \right]
\]

\[
\geq \mathbb{E}_{r_0} \left[ e^{-\delta \bar{\tau}} \phi(R_{\bar{\tau}}) \right] + \alpha \mathbb{E}_{r_0} \left[ \int_0^{\bar{\tau}} e^{-\delta s} ds \right],
\]

where the second inequality follows from Lemma 4.2. We have the same contradiction as before and therefore the theorem is proved.

**Remark 4.4.** The proof above works the same even if there is no fixed cost, that is if \( k = 0 \).

### 4.1 Uniqueness

Now, we are going to characterize the value function \( V \) among all viscosity solution of (3.6). The first step is to prove a comparison principle for this equation. In order to do this we define the operator

\[
\mathcal{A}(f, u)(r) = -c(r)f'(r) + \lambda \left( \int_0^{r-m} u(r-s)dF(s) - u(r) \right), \quad (4.20)
\]

for \( f \in C^1 \) and \( u \) continuous. An equivalent definition of viscosity solution can be given in terms of this operator instead of \( \mathcal{A} \) (see [1]). Using some ideas of [10] we have the following comparison principle:

**Proposition 4.5.** Let \( u \) be a viscosity subsolution of (3.6) and \( v \) be a viscosity supersolution of (3.6) such that \( u(m) \leq v(m) \) and \( u(M) \leq v(M) \). Then \( u \leq v \) in \( [m, M] \).

**Proof.** Let \( \gamma \geq \frac{k + \max_{m \leq r \leq M} G(r)}{\delta} \) and for \( n \geq 1 \) define \( v_n(r) = \left( 1 - \frac{1}{n} \right) v(r) + \frac{\gamma}{n} \). Now, suppose \( \phi_n - v_n \leq 0 = \phi_n(r_0) - v_n(r_0) \). Let \( \phi = (\phi_n - \frac{\gamma}{n})_n \), so
\[ \phi - v \leq 0 = \phi(r_0) - v(r_0). \] Therefore, the supersolution property of \( v \) implies that

\[
\min \{ \delta \phi_n(r_0) - \mathcal{A}(\phi_n, v_n)(r_0) - G(r_0), v_n(r_0) - \mathcal{M}v_n(r_0) \} \geq \frac{k}{n}. \tag{4.21}
\]

Now, if \( u \leq v_n \) for all \( n \), then, taking \( n \to \infty \) we get that \( u \leq v \). Hence, suppose by contradiction that for some \( n \), \( \max_{m \leq r \leq M} u(r) - v_n(r) = \kappa > 0 \). Following the usual idea of doubling the number of variables as in [6], given \( \alpha > 0 \) let

\[
\kappa_c = \max_{[m, M] \times [m, M]} u(r) - v_n(s) - \frac{\alpha}{2}(r-s)^2 = u(r_\alpha) - v_n(s_\alpha) - \frac{\alpha}{2}(r_\alpha - s_\alpha)^2. \tag{4.22}
\]

Then, by Lemma 3.1 in [6], \( \alpha(r_\alpha - s_\alpha)^2 \to 0 \) and \( \kappa_c \to \kappa \) as \( \alpha \to \infty \). Also, for large \( \alpha \), \( (r_\alpha, s_\alpha) \in (m, M) \times (m, M) \). For each \( \alpha \) we now define the following smooth functions:

\[
\phi_\alpha(r) = v_n(s_\alpha) + \frac{\alpha}{2}(r - s_\alpha)^2 + \kappa_c \tag{4.23}
\]

and

\[
\phi_\alpha(s) = u(r_\alpha) - \frac{\alpha}{2}(r_\alpha - s)^2 - \kappa_c. \tag{4.24}
\]

Then \( \phi_\alpha \leq v_n \) and \( \phi_\alpha(s_\alpha) = v_n(s_\alpha) \), and \( u \leq \varphi_\alpha \) and \( \varphi_\alpha(r_\alpha) = u(r_\alpha) \). This implies that

\[
\min \{ \delta u(r_\alpha) - \mathcal{A}(\varphi_\alpha, u)(r_\alpha) - G(r_\alpha), u(r_\alpha) - \mathcal{M}u(r_\alpha) \} \leq 0
\]

and

\[
\min \{ \delta v_n(s_\alpha) - \mathcal{A}(\phi_\alpha, v)(s_\alpha) - G(s_\alpha), v_n(s_\alpha) - \mathcal{M}v_n(s_\alpha) \} \geq \frac{k}{n}.
\]

Suppose that there exists \( \alpha_0 \) such that for all \( \alpha \geq \alpha_0 \)

\[
\delta u(r_\alpha) - \mathcal{A}(\varphi_\alpha, u)(r_\alpha) - G(r_\alpha) > 0,
\]

therefore we must have that \( u(r_\alpha) - \mathcal{M}u(r_\alpha) \leq 0 \). So, for any \( \epsilon > 0 \) we can find \( \alpha \) big enough and \( 0 \leq \zeta_\alpha \leq M - r_\alpha \) such that

\[
\kappa - \epsilon \leq u(r_\alpha) - v_n(s_\alpha)
\]

\[
\leq u(r_\alpha + \zeta_\alpha) - C(r_\alpha, \zeta_\alpha) - v_n(s_\alpha + \zeta_\alpha) + C(s_\alpha, \zeta_\alpha) - \frac{k}{n}
\]

\[
\leq \kappa + \epsilon - \frac{k}{n},
\]

where the last inequality follows from the continuity of \( C \). By choosing \( \epsilon \) small enough this is a contradiction since \( k > 0 \) and therefore such \( \alpha_0 \) does not exist.

This leads to the existence of a subsequence where

\[
\delta u(r_\alpha) - \mathcal{A}(\varphi_\alpha, u)(r_\alpha) - G(r_\alpha) \leq 0.
\]
Now, note that $\varphi'(r_{\alpha}) = \varphi'_\alpha(s_{\alpha}) = \alpha(r_{\alpha} - s_{\alpha})$. Then, we have that

$$(\delta + \lambda)(u(r_{\alpha}) - v_n(s_{\alpha})) \leq \alpha(c(s_{\alpha}) - c(r_{\alpha}))(r_{\alpha} - s_{\alpha}) + G(r_{\alpha}) - G(s_{\alpha}) + \lambda \left( \int_{0}^{r_{\alpha} - m} u(r_{\alpha} - x)dF(x) - \int_{0}^{s_{\alpha} - m} v_n(s_{\alpha} - x)dF(x) \right) \leq L\alpha(r_{\alpha} - s_{\alpha})^2 + G(r_{\alpha}) - G(s_{\alpha}) + \lambda \int_{0}^{\infty} \left( 1_{[r_{\alpha} - m]}u(r_{\alpha} - x) - 1_{[s_{\alpha} - m]}v_n(s_{\alpha} - x) \right)dF(x).$$

Taking $\alpha \to \infty$ along the subsequence, by Bounded Convergence Theorem we get

$$(\delta + \lambda)\kappa \leq \lambda \kappa,$$

and obtain a contradiction since $\kappa > 0$. This concludes the proof. □

This proposition produces directly the following uniqueness theorem:

**Theorem 4.6.** There is at most one viscosity solution $f$ of (3.6) for each given boundary conditions $f(m)$ and $f(M)$.

### 5 Optimal policy structure

In this section we will describe the optimal maintenance policy structure by using the HJB equation (3.6). We define the set $I = \{ r \in [m, M] : V(r) = MV(r) \}$, that is, the set of states where is optimal to intervene the system. Since $V$ and $MV$ are continuous, the set $I$ is closed. We now define the following states:

$$\underline{s} = \min\{r : r \in I\}$$

(5.25)

and

$$\overline{s} = \max\{r : r \in I\}.$$

(5.26)

If $I$ is empty we define $\underline{s} = \overline{s} = M$. We also define the state $S$ as the smallest such that

$$V(\overline{s}) = \max_{0 \leq \zeta \leq M - \overline{s}} V(\overline{s} + \zeta) - H(\overline{s} + \zeta) + H(\overline{s}) - k = V(S) - H(S) + H(\overline{s}) - k$$

(5.27)

$$= MV(\overline{s}).$$

Note that $\overline{s} < S \leq M$ since $k > 0$. Finally, we define the maintenance policy $\nu^*$ as follows: If the system is below $\underline{s}$ do nothing, if the system is in the interval $[\underline{s}, \overline{s}]$ bring it to the state $S$ and if the system is above $\overline{s}$ do nothing.

**Theorem 5.1.** The $(\underline{s}, \overline{s}, S)$ policy $\nu^*$ is optimal.
Proof. We are going to show that \( V(r) = J(r, \nu^*) \) for all \( r \in [m, M] \). First of all, by definition of \( I \) we have that if \( r \in (m, s) \) then \( J(r, \nu^*) = V(r) \) and by continuity of both functions we get \( J(s, \nu^*) = V(s) \). Now, for \( r \in (s, \overline{s}) \) we know that

\[
J(r, \nu^*) = J(S, \nu^*) - H(S) + H(r) - k,
\]
in particular for \( s \) we get

\[
J(S, \nu^*) = J(s, \nu^*) + H(r) - k = J(s, \nu^*) + H(S) - H(s).
\]

Combining,

\[
J(r, \nu^*) = J(s, \nu^*) + H(r) - H(s) = V(s) + H(r) - H(s), \tag{5.28}
\]

Since \( J(\overline{s}, \nu^*) \leq V(\overline{s}) \), by \((5.27)\) and \((5.28)\)

\[
V(s) \leq V(S) - H(S) + H(s) - k \\
\leq MV(s) = V(s),
\]

hence

\[
V(s) - H(s) = V(\overline{s}) - V(s) = V(S) - H(S) - k \tag{5.29}
\]

and also

\[
V(S) = J(S, \nu^*). \tag{5.30}
\]

Suppose now that \( r' \leq r \) with \( r \in I \), then

\[
V(r') - H(r') \geq \max_{0 \leq \zeta \leq M - r'} V(r' + \zeta) - H(r' + \zeta) - k \\
= \max_{r' \leq \zeta \leq M} V(\zeta) - H(\zeta) - k \\
\geq \max_{r \leq \zeta \leq M} V(\zeta) - H(\zeta) - k \\
= V(r) - H(r).
\]

Therefore, for \( r \in I \) such that \( s < r < \overline{s} \) from \((5.29)\) we get that \( V(r) - H(r) = V(S) - H(S) - k \) and by \((5.30)\)

\[
V(r) = J(S, \nu^*) - H(S) + H(r) - k = J(r, \nu^*). \tag{5.31}
\]

It only remains to show that \( I = [s, \overline{s}] \). If \( r \in (s, \overline{s}) \setminus I \) then \( V(r) > J(r, \nu^*) \), so let \( \tau^* = \inf \{ t \geq 0 : R^S_t \leq \overline{s} \} \) and by Lemma \( 4.2 \)

\[
V(S) = \mathbb{E}_S \left[ \int_0^{\tau^*} e^{-\delta_s G(R^S_s)} ds + e^{-\delta \tau^*} V(R^S_{\tau^*}) \right] \\
= \mathbb{E}_S \left[ \int_0^{\tau^*} e^{-\delta_s G(R^S_s)} ds + e^{-\delta \tau^*} \left( 1_{\{ R^S_s \in [m, s] \}} J(R^S_s, \nu^*) + 1_{\{ R^S_s \in [s, \overline{s}] \setminus I \}} V(R^S_{\tau^*}) \right) \right] \\
> \mathbb{E}_S \left[ \int_0^{\tau^*} e^{-\delta_s G(R^S_s)} ds + e^{-\delta \tau^*} J(R^S_{\tau^*}, \nu^*) \right] \\
= J(S, \nu^*) = V(S).
\]
Since the support of $F$ contains the interval $[0, M-m]$, this contradiction implies that the open set $[\underline{s}, \overline{s}] \setminus I = \emptyset$ and this concludes the proof.

6 No fixed cost

In this section we analyze the consequences of having no fixed cost when the system is repaired, that is, we assume now that $k = 0$. Let us start by denoting $V_k$ and $C_k$ the value function and the cost function with fixed cost $k$, so we have the following convergence result.

**Proposition 6.1.** $V_k$ converges point-wise to $V_0$ as $k$ approaches to 0.

**Proof.** First, it is clear that $V_k$ is an increasing sequence of functions as $k \downarrow 0$, with upper bound $V_0$. Let $\Upsilon_m$ the set of admissible strategies with at most $m$ interventions, hence by Lemma 7.1 in [13], for any $\epsilon > 0$, there exist $m \geq 0$ and $\nu \in \Upsilon_m$ such that

$$
V_0(r) \leq \mathbb{E}_r \left[ \int_0^{\tau^\nu} e^{-\delta s} G(R_s^\nu) ds - \sum_{\tau_i < \tau^\nu} e^{-\delta \tau_i} C_0(R_{\tau_i}, \zeta_i) \right] + \epsilon
$$

$$
= \mathbb{E}_r \left[ \int_0^{\tau^\nu} e^{-\delta s} G(R_s^\nu) ds - \sum_{\tau_i < \tau^\nu} e^{-\delta \tau_i} C_k(R_{\tau_i}, \zeta_i) \right] + k \mathbb{E} \left[ \sum_{\tau_i < \tau^\nu} e^{-\delta \tau_i} \right] + \epsilon
$$

$$
\leq V_k(r) + km + \epsilon.
$$

Then, for any $k \leq \frac{\epsilon}{m}$ we have the result since $\epsilon$ is arbitrary.

By Remark 4.4 we know that $V_0$ is a viscosity solution of the HJB equation but we were not able to characterize it with this equation. In this case we have that

$$
\mathcal{M}_0 f(r) := \sup_{0 \leq \zeta \leq M-r} f(r + \zeta) - H(r + \zeta) + H(r) \geq f(r),
$$

for any measurable function $f$. On the other hand, we must have that $V_0 \geq \mathcal{M}_0 V_0$. Therefore, $V_0 = \mathcal{M}_0 V_0$ and this shows that if fact the HJB equation (3.6) does not provide enough information to characterize $V_0$. Also, $\zeta = 0$ attains the maximum value in the computation of $\mathcal{M}_0 V_0(r)$ for all $r \in [m, M]$, so is always optimal to intervene the system but at the same time do nothing is optimal, which is a contradiction. Another consequence is that we are not able to use this condition in order to find an optimal policy for this case, so another information is needed.

Following the same idea as in [8], assume that $H$ and $V_0$ are differentiable functions. Then for all $r \in (m, M)$

$$
0 \geq V_0'(r + \zeta) - H'(r + \zeta) |_{\zeta=0} = V_0'(r) - H'(r).
$$

(6.32)

Hence, we get that $V_0$ must satisfy the condition $\dot{h} - V_0' \geq 0$, where we define $\dot{h} = H'$. Since $H$ is increasing then $\dot{h}$ is a positive function. This suggests that
if we assume no fixed cost we should look at an equation different of (3.6) and consider the HJB equation

$$\min \{ \delta f(r) - Af(r) - G(r), h(r) - f'(r) \} = 0.$$  (6.33)

In fact, the equation (6.33) is the associated equation of the following singular control problem (see [17]). In this case the admissible controls $\xi_t$ are predictable, non-decreasing and càdlàg processes with $\xi_0 = 0$, such that the process

$$R_t^\xi = r - \int_0^t c(R_s^\xi)ds - \sum_{i=1}^{N_t} S_i + \xi_t$$

stays in the interval $[m, M]$. We define the total failure time $\tau^\xi$ analogously as above. Now, the form of the value function $V_s$ changes to

$$V_s(r) = \sup_{\xi} J(r, \xi)$$

$$= \sup_{\xi} \mathbb{E}_r \left[ \int_0^{\tau^\xi} e^{-\delta s} G(R_s^\xi)ds - \int_0^{\tau^\xi} e^{-\delta s} h(R_s^\xi)\xi_s^c - \sum_{s<\tau^\xi, \xi_s^c \neq \xi_s} e^{-\delta s}(H(R_{s+}^\xi) - H(R_s^\xi)) \right]$$

for all $r \in [m, M]$, where $\xi^c$ is the continuous part of the control process. Note that the last term in (6.34) is the same as in the impulse control problem when $k = 0$. As before, $V_s$ is a bounded and non-negative function.

Finally, it is clear that $V_0 \leq V_s$ since any admissible impulse control is also an admissible singular control, so the question is if in fact both are the same.

7 Numerical examples

In this section we present some numerical examples to illustrate the results of the paper. To approximate the value function $V$ we follow the Jacobi iteration method described in [12] (see also [13] for more details) until an error less that $10^{-7}$ is reached. We will present three examples with the same data except for the cost function $H$. The system performance is measured as a percentage of the optimal level, so $m = 0$ and $M = 1$. Shocks are assumed to arrive with intensity $\lambda = 0.5$ and size distributed Lognormal(-1,0.14). The progressive deterioration is described by the function $c(r) = 0.05(1 + \epsilon - r)$ with $\epsilon = 10^{-6}$ (remember that $c > 0$ so we need to add this $\epsilon$). The benefit function is defined as $G(r) = C(1 - e^{-2})$ with $C$ varying for each example. Finally, the discount factor is $\delta = 0.05$.

Figure 1 shows the value function $V_k$ for different values of $k$ and maintenance cost $H(r) = \sqrt{r} + 0.5$. It also shows the values of the optimal $(\mathbf{s}_k, \mathbf{B}_k, \mathbf{S}_k)$ policy for each value of $k$. The first thing we can notice is the linear behavior of $\mathbf{B}_k$. We also see that $\mathbf{S}_k = 1$ for all $k$, so is optimal to bring the system to perfect condition at each maintenance. Now, note that as $k$ goes to 0, the optimal policy
becomes an always-repair policy since $\xi_k$ goes to 0 and $\xi_k$ goes to 1. This implies that for all $r \in [0, 1]$ we have that $V_0(r) = V_0(1) - H(1) + H(r) = \eta + H(r)$, so $V'_0 = h = 0$. Since $V_0$ satisfies (3.6) we conclude that $V_0$ also satisfies (6.33).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Value function and $(\xi, \xi, S)$ optimal policy with $H(r) = \sqrt{r} + 0.5$ and $C = 0.5$}
\end{figure}

Now, when $H(r) = r^2$ and $C = 1$, the results are as shown in Figure 2. In this case $H$ is a convex function increasing rapidly for $r$ close to 1, so for big $k$ is optimal to bring the system to optimal conditions, but as $k$ decreases we can afford more frequent repairs so $S_k$ also decreases. The interesting fact is that it seems to be a threshold for which $S_k$ jumps from 1 to a much smaller value.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Value function and $(\xi, \xi, S)$ optimal policy with $H(r) = r^2$ and $C = 1$}
\end{figure}

Finally, Figure 3 shows that when $H(r) = 3(1 - e^{-10r})$ and $C = 0.2$ we have that $\xi_k$ is bigger than zero, so there are some value of $r$ for which is optimal to do nothing and let the system failure. This is explained because of the very rapidly increasing values of $H$ for small values of $r$. We also see in this case that $V_k$ is clearly not in $C^1$ for any $k$ as opposed to the previous cases where the values function becomes smoother when $k$ decreases.
8 Conclusions and future work

In this work we extend some previous works of [9, 10] to include progressive deterioration in a system subject to shocks that is maintained using impulse control strategies with fixed cost. We use the theory of viscosity solution to characterize the value function as the unique solution of the HJB equation associated with the control problem. The main result is the proof that optimal strategies in this model always has an \( (s, \overline{s}, S) \) structure. We also analyze the case of no fixed cost and we propose an alternative stochastic control problem that provides more information to characterize the value function in this case.

Several questions remain still open. The fist one being if \( V_k = V_0 \) as noted earlier. Now, the figures above show that the sequences \( \{s_k\} \) and \( \{S_k\} \) are non-increasing while the sequence \( \{\overline{s}_k\} \) is non-decreasing. Is this true in general? If so, they will be convergent with \( s_k \to \overline{s} \) and \( S_k \to \overline{S} \). Is \( (s, \overline{s}, \overline{S}) \) an optimal policy for the problem with no fixed cost? Can this policy be extracted from the HJB equation (6.33)?

Another direction for future research is to consider a model that is not permanently observed but only at discrete times (which can also be part of the decision).

A Proof of Lemma 4.2

Proof. Given \( \tau \) a stopping time with respect to the filtration \( \mathcal{F}_t \), let \( \mathcal{I}_\tau \) the set of admissible controls with \( \tau_1 \geq \tau \) a.s.

Let \( r \in [m, M] \) and \( \nu \in \mathcal{I}_\tau \), then

\[
V(r) \geq J(r, \nu) = \mathbb{E}_r \left[ \int_0^{\tau \wedge \tau_0} e^{-\delta s} G(R_s) ds + 1_{\{\tau < \tau_0\}} e^{-\delta \tau} \eta \nu \right],
\]  
(A.35)
where
\[ \eta' = \int_0^{\tau_0 - \tau} e^{-\delta s} G(R_s') \, ds - \sum_{\tau_i < \tau^0} e^{-\delta (\tau_i - \tau)} C(R_{\tau_i}', \zeta_i). \]

From the strong Markov property of the process \( R_s \) (see [14]) we have that
\[ \mathbb{E}_r \left[ 1_{\{\tau < \tau^0\}} e^{-\delta \tau} \eta' \right] = \mathbb{E}_r \left[ 1_{\{\tau < \tau^0\}} e^{-\delta \tau} \mathbb{E}[\eta' | \mathcal{F}_\tau] \right] \\
= \mathbb{E}_r \left[ 1_{\{\tau < \tau^0\}} e^{-\delta \tau} \mathbb{E}_R \left[ \eta' \right] \right] \\
= \mathbb{E}_r \left[ 1_{\{\tau < \tau^0\}} e^{-\delta \tau} J(R_s', \tilde{\nu}) \right], \]

where \( \tilde{\nu} \) has the intervention times of \( \nu \) subtracted by \( \tau \). Hence, for an \( \epsilon \)-optimal strategy with initial level \( R_{\tau} \) we have that
\[ V(r) \geq \mathbb{E}_r \left[ \int_0^{\tau \wedge \tau^0} e^{-\delta s} G(R_s') \, ds + 1_{\{\tau < \tau^0\}} e^{-\delta \tau} \left( V(R_{\tau}') - \epsilon \right) \right]. \]

Since \( \epsilon \) is arbitrary we obtain (4.16). If it is optimal not to intervene before \( \tau \), then any \( \epsilon \)-optimal strategy belongs to \( I_\tau \) and we obtain the reverse inequality. \( \square \)
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