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Abstract. It was shown that pedal coordinates provides natural framework in which to study force problems of classical mechanics in the plane. A trajectory of a test particle under the influence of central and Lorentz-like forces can be translated into pedal coordinates at once without the need of solving any differential equation. We will generalize this result to cover more general force laws and also show an advantage of pedal coordinates in certain variational problems. These will enable us to link together many dynamical systems as well as problems of calculus of variation. Finally – as an illustrative example – we will apply obtained results to compute orbits of Solar sail and Dipole drive.

1. Introduction

Even when dealing with a differential equation that has solutions expressible in terms of well known functions (or even elementary functions), the complexity of the resulting formulas may be so high to yield surprisingly little information about the solution itself. In essence, there is a little difference between complicated analytical solution and a numerical one. On the other hand, a sufficiently simple analytical solution can provide great insight into the problem.

A rather revealing example of this sort is the following innocently looking exercise from calculus of variation:

*Find a curve of a given length fixed on both ends that sweeps maximal volume when rotated around the x-axis.*

That is, we must find a function $y \equiv y(x)$ that maximizes

$$L[y] := \int_{-1}^{1} \pi y^2 dx,$$

under conditions:

$$y(-1) = y(1) = 0, \quad \int_{-1}^{1} \sqrt{1 + y'^2} dx = l,$$

where $l$ is a given length.

Since the functional does not depend on $x$ explicitly, we can use the Beltrami identity to reduce the order of Euler-Lagrange equation to one. (The problem actually appears so simple that – some years ago – I have set it to my undergraduate students, thinking this would be an easy exercise.) But, in fact, the solution is expressible only implicitly in term of Incomplete elliptic integrals:

$$\sqrt{\frac{\lambda - C}{\lambda}} F\left(y \sqrt{\frac{\pi}{C + \lambda^{1} k}\right}) - \sqrt{\frac{\lambda - C}{\pi}} E\left(y \sqrt{\frac{\pi}{C + \lambda^{1} k}\right}) + Cy = x - d.$$

The resulting curve is known as “the elastic curve”, since it represent the shape of an elastic rod which bends as its two ends are brought close together.

The formula is not very long and the special functions involved are well known, but can any one guess from it, how the curve actually looks like?
A much more advantageous approach to this problem is not to solve it at all. In particular, one must avoid the temptation to use the Beltrami identity, since the second order Euler-Lagrange equation, left as it is, provides much better description of the resulting curve:

\[ 2\pi y = \lambda \frac{y''}{\left(1 + y'^2\right)^{3/2}}, \]

where \( \lambda \) is the Lagrange multiplier.

This can be readily interpreted since the formula on the right hand side is nothing else than the curve’s (oriented) curvature \( \kappa \). Thus the equation above tells us that the solution’s curvature is proportional to \( y \):

\[ \kappa \propto y. \]

Hence, we can easily see, that the curve must start on the \( x \)-axis (\( y = 0 \)) flat as a line and curves more and more as it moves away from it up to some critical distance when the curvature is so large that the curve is turned back and in perfect symmetry moves towards the \( x \) axis flatter and flatter as she goes until she hits the \( x \)-axis again flat as a line. In other words, it must look like this:

(The curve is reminiscent to a tennis racket. Perhaps, during a swing, it is also somehow advantageous to maximize the volume of air, the racket covers.)

This example suggests that instead of focusing on solutions, much can be achieved by choosing the “right” coordinates – \((\kappa, y)\) in this case.

In [1] it was shown that similarly “right” coordinates for solving certain force problems in a plane, i.e. dynamical systems of the form

\[ \ddot{x} = F'(r^2) x + 2G''(r^2) \dot{x}^\perp, \quad r := |x|, \quad \dot{x}^\perp \cdot \dot{x} = 0, \]

describing an evolution of a test particle (with position \( x \) and velocity \( \dot{x} \)) in the plane in the presence of central \( F \) and Lorentz like \( G \) potential. The quantities:

\[ L = x \cdot \dot{x}^\perp + G(r^2), \quad c = |\dot{x}|^2 - F(r^2), \]

are conserved in this system.
Then the curve traced by $x$ is given in pedal coordinates by

$$\frac{(L - G(r^2))^2}{p^2} = F(r^2) + c,$$

with the pedal point at the origin.

In this paper we will generalize this result in multiple ways to include wider classes of force problems:

**Theorem 2.** Let $f \equiv f(r, p), g \equiv g(r, p)$ be functions of pedal coordinates $r, p$,

$$r := |x|, \quad p := \frac{\dot{x} \cdot x^\perp}{|x|}, \quad x \in \mathbb{R}^2,$$

where the symbol $a^\perp$ denotes a vector perpendicular to a two dimensional vector $a$, i.e. $(a_1, a_2)^\perp := (-a_2, a_1)$.

Then any solution of the following dynamical systems (on the left) can be written in pedal coordinates (on the right):

1. $\ddot{x} = f{x} + g\dot{x}^\perp,$ 
   
   $$\frac{\left(\int gr\,dr\right)^2}{p^2} = 2 \int fr\,dr,$$

2. $\ddot{x} = f{\frac{x}{|x|^2}} + g{\frac{\dot{x}^\perp}{|x|^3}},$
   
   $$\left(1 + \beta\right)\frac{\left(\int gp\,dr\right)^{2+\alpha}}{p^{1+\beta}} = \left(2 + \alpha\right)\int fr\,dr^{1+\beta}, \quad \alpha \neq -2, \quad \beta \neq -1,$$

3. $\ddot{x} = f{\frac{x}{|x|^3-1}} + g{\frac{\dot{x}^\perp}{|x|^2}},$
   
   $$\int gp\,dr\,dr = \int fr\,dr, \quad \beta \neq -1.$$
is simple to verify that:

\[ x^\perp = \frac{p}{p_c} x + \frac{r^2}{p_c |x|^2} \dot{x}^\perp, \quad \dot{x} = \frac{|\dot{x}|}{p_c} x + \frac{p}{p_c} \dot{x}^\perp, \quad p_c := \frac{x \cdot \dot{x}}{|\dot{x}|}, \]

where \( p_c \) is the (oriented) distance of the normal to the origin which is also called “contrapedal coordinate”. The connection to the ordinary pedal coordinates is:

\[ p^2_c = r^2 - p^2. \]

The fact that we can handle the quantity \(|\dot{x}|\) makes this change of basis practical. Later we will give several examples which exploits this feature.

We will also show that using pedal coordinates, we can also easily solve some variational problems:

**Proposition 1.** Any extremal curve of the functional:

\[ L[r] := \int_{s_0}^{s_1} f(r) ds, \]

where

\[ ds := \sqrt{r'^2 + r^2} d\varphi = \sqrt{1 + y'^2} dx, \]

is the arc-length measure, has pedal equation

\[ \frac{L}{p} = f(r). \]

**Remark 3.** There are, of course, many more functionals whose Euler-Lagrange equation can be solved in pedal coordinates. For instance, those of the form

\[ L[r] := \int_{\varphi_0}^{\varphi_1} f(r, r', r'', ..., r^{(n)}) d\varphi. \]

As can be seen from Proposition 2, which we will state later.

We choose this particular form since it is more suitable for interpreting pedal equation and it will enable us to even make connections between variational problems and force problems and vice versa. As we will see.

To show that generalizations given in Theorem 2 and Proposition 1 are useful, we will give several examples of “natural” dynamical systems and variational problems that have some intrinsic interest other than their solution can be given in pedal coordinates. We will focus mainly on problems of celestial mechanics that will include trajectories of a Solar sail and Robert Zubrin’s “Dipole Drive” [11]. This will be done in Sections 5 and 6.

In Section 2 we will give a fairly detailed introduction of pedal coordinates since – although it is quite an old subject – it has been largely forgotten. This introduction differs substantially from the one given in [1], since there the quantities \( p, p_c \) were always nonnegative (as proper distances should). But in this paper we are treating \( p, p_c \) as oriented distances that can be negative – which simplifies some formulas, as we will see.

In Section 3 we will prove Theorem 2 and Proposition 1.

In Section 4 we will give several examples of variational problems that are easily solvable in pedal coordinates, including “central Brachistochrone” and “dark Catenary” problems.

Finally, in addition to pedal coordinates \((p,r)\) there are of course, number of other interesting coordinate systems – e.g. intrinsic coordinates where arc-length \( s \) and curvature \( \kappa \) are specified, and many more. We will attempt to systematize the analysis introducing so-called “non-local variables”. This will enable us to “solve” number of dynamical system that are beyond the reach of even pedal coordinates, including “aerobraking” or trajectories of a solar sail pointing “prograde” – i.e. in the direction of movement.
2. Pedal coordinates

Let us introduce for any point $x \in \mathbb{R}^2$ on a plane curve $\gamma$ the following symbols:

\[
\begin{align*}
x & := (x, y), \\
x^\perp & := (-y, x), \\
x \cdot y^\perp & = -x^\perp \cdot y, \\
(x^\perp)^\perp & = -x.
\end{align*}
\]

\[
\begin{align*}
p & := \frac{x^\perp \cdot \dot{x}}{|x|}, \\
p_c & := \frac{x \cdot \dot{x}}{|x|}, \\
\kappa & := \frac{\dot{x}^\perp \cdot \ddot{x}}{|x|^3}, \\
p^2 + p_c^2 & = r^2.
\end{align*}
\]

This diagram roughly illustrates the definition of pedal coordinates $p, p_c, r$:

\[\text{P}(x) \quad \gamma \]

\[P(x)\quad x \quad p \quad r \quad 0 \quad p_c\]

But with $p, p_c$ we must remember that these are signed distances, which can be negative.

The point $P(x)$ indicates a point on a new, so-called “pedal curve” which we denote $P(\gamma)$ and to transformation that bring a curve to its pedal curve we will refer as “pedal transform” $P$.

In fact, pedal coordinates was originally devised (as the name suggests) to make pedal transformation easy to do. In Cartesian coordinates it is generally required to solve a differential equation. But same thing can be by done algebraically in pedal coordinates:

Specifically (see [8, p. 228]), to any curve given by the equation

\[f(p, r, p_c) = 0,\]

in pedal coordinates, the pedal curve satisfies the equation

\[f \left( r, \frac{r^2}{p}, \frac{r}{p_c} \right) = 0.\]

(It is always advantageous to show how various transforms affects also the quantity $p_c$, since in some settings it is the more natural variable to work with. This does not mean, of course, that the function $f$ above has three variables. It has only two since $p_c$ is not independent.)

Some of the simplest curve are given in pedal coordinates as follows:

\[
\begin{align*}
p & = a, \\
r & = a, \\
p_c & = a, \\
2pR^2 & = r^2 + R^2 - |a|^2,
\end{align*}
\]

line distant $a$.

point distant $a$.

involute of a circle.

circle with radius $R$ and center at $a$.

Involute of a circle is not usually regarded as a “simple curve” but in pedal coordinates it has extremely simple equation so perhaps it is. (For a derivation see [1].)

Here is an geometric proof for the equation of a circle:
It is just the Pythagorean theorem on the green triangle (and applying identity \( p^2 = r^2 - p^2 \)).

Letting \( R \to 0 \) shows that the equation \( r = |a| \) indeed belong to a point – and not to a circle as is usual in polar coordinates.

\( (r = |a|) \) is a circle in polar coordinates since the other coordinate – the angle \( \varphi \) – is arbitrary. In pedal coordinates it is the coordinate \( p \) which is arbitrary. But not completely arbitrary. It has to always be true that

\[
|p| \leq r,
\]

in other words the distance to the tangent at a point is always smaller than the distance to that point. This is consistent with the picture that a curve consisted of single point has an arbitrary tangent line at this point.)

**Remark 4.** At this point it should be clear that pedal coordinates does not tell us everything about the curve and they actually describes many curves at once – if you choose to differentiate between them.

The equation \( p = a \) is valid for any line distant \( a \) and \( r = a \) for any point distant \( a \), etc.

Obviously, the pedal coordinates do not care about rotation around the pedal point and about the curve’s parametrization, but it is actually not easy to tell in general the nature of ambiguity associated to a pedal equation – in fact, it differs from equation to equation. (For more information see [1].)

This is actually an advantage of pedal coordinates over other systems if you are interested only in the general shape of the curve and do not want to be distracted by details.

**Example 1.** Pedal coordinates are extremely dependent on the choice of origin. For instance, take pedal equation of an ellipse:

\[
\frac{b^2}{p^2} = \frac{2a}{r} - 1,
\]

where \( a, b \) are semi-axis. This holds only when the origin is at one focus.

If the origin is at center of the ellipse, the equation changes to:

\[
\frac{a^2b^2}{p^2} = -r^2 + a^2 + b^2.
\]

If the origin lies on the ellipse it is possible to derive such an expression:

For:

\[
|x - a| + |x - b| = a + b,
\]

it holds:

\[
\frac{ab(a + b)^2 (a(a + b) + R) (b(a + b) + R) r^4}{p^2} = (a^2(a + 3b) - r^2(a - b)) (r^2(a - b) + b^2(b + 3a)) (R + 2ab)^2,
\]

where

\[
R = \sqrt{r^2(a - b)^2 + 4a^2b^2}.
\]
For general position of the origin, we believe, that pedal equation cannot be written in elementary functions only but some special functions (specifically elliptic functions) are required. (Since these claims bare no significance for the goals of the paper we just state them as a curiosity without proof.)

**Example 2.** Even more dramatic demonstration of this property is a curve known (by some unfortunate mistranslation from latin) by the name “Witch of Agnesi” but the modern reader would recognize it just as a graph of derivative of \( \arctan(x) \) function:

\[
y = \frac{1}{1 + x^2}.
\]

Here is its picture together with a geometrical construction:

The Witch of Agnesi also enjoys quite a compact formula in polar coordinates:

\[
r(r^2 + 1) \sin \varphi - r^3 \sin^3 \varphi = 0,
\]

which are similarly dependent on the position of the origin.

But in pedal coordinates, all hell brake loose:

\[
\begin{align*}
\frac{C^2}{p^2} & + \frac{1}{3} \frac{p^2 - 2 r^2 + 2}{p^2} + 4 \frac{r^4 + 4 p^2 - 2 r^2 + 1}{p^2 C^2} + 192 \frac{r^2 (r^2 + 1)^2 (p - r) (p + r)}{p^2 C B} - 8 \frac{(r^2 + 1)^2 (p - r) (p + r)}{p^2 C B} \\
& - 1152 \frac{(r^2 + 1)^3 (r - 1) (r + 1) (p - r) (p + r)}{p^2 C^3 B} - 576 \frac{r^2 (r^2 + 1)^4 (p - r) (p + r)}{p^2 C^4 B^2} - 82944 \frac{r^2 (r^2 + 1)^6 (p - r) (p + r)}{p^2 C^8 B^2} \\
& + 13824 \frac{r^2 (r^2 + 1)^5 (p - r) (p + r)}{p^2 C^6 B^2} = 0,
\end{align*}
\]

where

\[
C := \sqrt{12B - 108}, \quad B := \sqrt{-12r^6 - 36r^4 - 36r^2 + 69}.
\]

(Again, since this claim is not instrumental to our goal we leave the proof for the interested reader.)

**Remark 5.** From these examples we can see that pedal coordinates are not natural for all curves. Similarly horrible pedal equations as for the Witch can be, in fact, expected for most algebraic curves, since Cartesian coordinates are indifferent to the position of the origin, which is crucial for the pedal coordinates.

On the other hand, pedal coordinates are more agreeable with polar coordinates which shares this property. But, obviously, it is required that the polar equation in question does not explicitly mentioned the angle \( \varphi \) – since pedal equation are rotationally invariant.

But instead of \( \varphi \) one can use derivatives of \( r \):
**Proposition 2.** A curve $\gamma$ which a solution of a $n$-th order autonomous differential equation ($n \geq 1$)

$$f \left( r, r'_\varphi, r''_\varphi, \ldots, r^{(n)}_\varphi \right) = 0,$$

is the pedal of a curve given in pedal coordinates by

$$f(p, p_c, p_c', \ldots, (p_c \partial_p)^n p) = 0.$$

In other words

$$r = P(p),$$

$$r'_\varphi = P(p_c),$$

$$r''_\varphi = P(p_c p_c'),$$

$$\vdots$$

$$r^{(n)}_\varphi = P((p_c \partial_p)^n p).$$

**Remark 6.** This is a restatement of a similar Proposition in [1] – but with oriented distances $p, p_c$.

**Proof.** Denoting

$$r := \sqrt{x^2 + y^2}, \quad \varphi := \arctan \frac{y}{x}, \quad \mathbf{x} := (x, y), \quad \mathbf{x}^\perp := (-y, x),$$

we have

$$\dot{r} = \frac{x \dot{x} + y \dot{y}}{r} = \frac{\mathbf{x} \cdot \dot{\mathbf{x}}}{r}, \quad \dot{\varphi} = \frac{\dot{y}x - \dot{x}y}{r^2} = \frac{\dot{\mathbf{x}} \cdot \mathbf{x}^\perp}{r^2},$$

thus

$$r'_\varphi := \frac{\partial r}{\partial \varphi} = \frac{\dot{r}}{\dot{\varphi}} = \frac{\mathbf{x} \cdot \dot{\mathbf{r}}}{\dot{\mathbf{x}} \cdot \mathbf{x}^\perp} = \frac{p_c r}{p} = P(p_c).$$

From this we can see that for any function $f$ of pedal coordinates it holds

$$P(p_c \partial_p f) = P(p_c) \partial_{P(p)} P(f) = r'_\varphi \partial_r P(f) = \partial_\varphi P(f).$$

Hence

$$P((p_c \partial_p)^n f) = \partial_\varphi^n P(f).$$

**Example 3.** Logarithmic spiral is given in polar coordinates by

$$r = r_0 e^{\alpha \varphi}.$$ 

Differentiating with respect to $\varphi$ we get an autonomous differential equation:

$$r'_\varphi = \alpha r.$$

Using Proposition 2 we get an equation which is invariant under Pedal transform:

$$p_c = \alpha p \quad \xrightarrow{\text{Pedal}} \quad p_c = \alpha p.$$ 

We can also derive relation:

$$r^2 = (1 + \alpha^2) p^2.$$ 

But even polar coordinates are *not* most natural starting place from which pedal equations can be generated. That title, we must conclude, belongs to force problems.
2.1. Force problems. Theorem 1 can be used, with great advantage, to interpret a large family of pedal equations. For instance, there is the Kepler problem:

\[ \ddot{x} = -\frac{M}{r^3}x, \]

i.e. evolution of a test particle under the influence of a single gravitationally attracting body. It is well known that solutions are focal conic sections. Using Theorem 1, these curves are thus given in pedal coordinates as

\[ \frac{L^2}{p^2} = \frac{2M}{r^2} + c, \]

which explains the equation (10).

Similarly, solutions of a Hook’s law

\[ \ddot{x} = -\omega x, \]

i.e. central conic sections are hence given in pedal coordinates as

\[ \frac{L^2}{p^2} = -\omega r^2 + c, \]

which explains (11).

It is also possible to write down a dynamical system whose solution would contain ellipses which passes through origin – just reinterpret equation (12) using Theorem 1. But it would be a horrible expression involving both Lorentz-like term and a central term with nested square roots.

As another example, take a problem of determining the orbit of a charged particle in a uniform magnetic field:

\[ \ddot{x} = 2a \dot{x}^\perp, \]

(i.e. experiencing only Lorentz force). Solution are, of course, circles. In pedal coordinates we have

\[ \frac{(L - ar^2)^2}{p^2} = c \quad \Rightarrow \quad \sqrt{cp} = ar^2 - L. \]

This is thus another derivation for pedal equation of circles.

More generally, we can consider equation for “epicycles”:

\[ \ddot{x} = -ax + 2b \dot{x}^\perp, \quad a > 0, b \in \mathbb{R}. \]

This is easier to solve in complex numbers. Introducing \( z := x + iy \), where \( x = (x,y) \) and \( i\dot{z} = \dot{x}^\perp \) we obtain:

\[ \ddot{z} = -az + 2b\dot{z}, \]

with solution:

\[ z = c_1 e^{i\omega_- t} + c_2 e^{i\omega_+ t}, \quad \omega_\pm := b \pm \sqrt{b^2 + a}. \]

From this form we can clearly see that the resulting curves are indeed “epicycles”, i.e. we are tracing a point on rotating circle (a.k.a “epicycle”) with angular velocity \( \omega_- \) whose center is also rotating on another circle (a.k.a “deferent”) with angular velocity \( \omega_+ \).

Using Theorem 1 on the original equation we thus obtain pedal equation for epicycloids:

\[ \frac{(L - r^2 b)^2}{p^2} = -ar^2 + c. \]

And so on.

2.2. Transforms. Even if a pedal equation for a curve is not know or cannot be interpreted via Theorem 1, it is often possible to connect them with other curves using one of the many transformations of curves – some of which are particularly easy to handle in pedal coordinates.

We will list few of them:
2.2.1. Scaling. From the definition of quantities $p, p_c, r$ it is clear that a classical radial scaling $S_\alpha$, i.e. transform that maps a given point $x$ to the point

$$\tilde{x} = \frac{x}{\alpha},$$

is given in pedal coordinates as follows:

$$f(p, r, p_c) = 0 \quad \mapsto \quad f(\alpha p, \alpha r, \alpha p_c) = 0.$$

2.2.2. Pedal. As was mentioned, pedal transform $P$ maps any point on a given curve $x$ to the orthogonal projection $\tilde{x}$ of origin to the tangent at $x$.

Algebraically, the new point is given by

$$\tilde{x} = x - p_c \dot{x} \left| \frac{\dot{x}}{r} \right|.$$

This transformation has very nice properties. It maps a focal ellipse or hyperbola (that is with the origin at focus) to its circumcircle. Pedal of a parabola is a line – not the directrix, though; this line is parallel to the directrix and passes through the vertex. Central rectangular hyperbola is mapped to Lemniscate of Bernoulli and so on.

Using the already mentioned formula:

$$f(p, r, p_c) = 0 \quad \mapsto \quad f \left( r, \frac{r^2}{p}, \frac{r}{p} p_c \right) = 0,$$

we can check these claims with ease. For instance, the following line of computation:

$$\tilde{r}^2 := |\tilde{x}|^2 = \left| \frac{x}{r} \right|^2 = \frac{1}{r^2},$$

proves that the pedal of a (focal) conic is, indeed, a circle. Or, inversely, taking for granted that pedal of a central rectangular hyperbola ($\frac{a^2 b^2}{p^2} = r^2$) is Lemniscate of Bernoulli, we can in no time produce pedal equation for it!

$$\frac{a^2 b^2}{p^2} = r^2 \quad \mapsto \quad \frac{a^2 b^2}{r^2} = \frac{r^4}{p^2} \quad \Rightarrow \quad r^3 = ab p.$$

2.2.3. Circle inverse. The circle inverse $I$, i.e. transform

$$\tilde{x} = \frac{x}{r^2},$$

is given in pedal coordinates as follows:

$$f(p, r, p_c) = 0 \quad \mapsto \quad f \left( \frac{p}{r^2}, \frac{1}{r}, -\frac{p_c}{r} \right) = 0.$$

This can be seen performing following computations:

$$\tilde{r}^2 := |\tilde{x}|^2 = \left| \frac{x}{r} \right|^2 = \frac{1}{r^2},$$

$$\tilde{\dot{x}} = \frac{\dot{x}}{r^2} = 2x \frac{p_c |\dot{x}|}{r^4}$$

$$|\tilde{\dot{x}}| = \frac{|\dot{x}|}{r^2},$$

$$\tilde{p} := \frac{\tilde{\dot{x}}}{\tilde{x}} = \frac{x}{r^2} \cdot \left( \frac{1}{r^2} - 2x \frac{p_c |\dot{x}|}{r^4} \right) \frac{r^2}{|\dot{x}|} = \frac{x}{|\dot{x}|} \frac{p_c |\dot{x}|}{r^2} = \frac{p}{r^2}$$

$$\tilde{p}_c := \frac{\tilde{\dot{x}}}{\tilde{x}} = \frac{x}{r^2} \cdot \left( \frac{1}{r^2} - 2x \frac{p_c |\dot{x}|}{r^4} \right) \frac{r^2}{|\dot{x}|} = \frac{x}{|\dot{x}|} \frac{p_c |\dot{x}|}{r^2}.$$

It is an easy exercise to verify that circle inverse possess its very known properties, e.g. that maps circles and lines to circles and lines.
2.2.4. Dual curve. Dual curve $D$, i.e. a curve in the dual projective space consisting of the set of lines tangent to the original curve. It is given by

$$\tilde{x} := \frac{\dot{x}}{x^\perp \cdot \dot{x}}.$$

Its action in pedal coordinates can be establish performing similar (though more difficult) computation as in the case of circle inverse. But a shortcut can be made since it is known that Dual can be obtained by composing Pedal transform with Circle inverse as follows: $D = IP$.

Thus

$$f(p, r, p_\alpha) = 0, \quad D = IP \quad f \left( \frac{1}{r}, \frac{r}{p}, -\frac{p_\alpha}{rp} \right) = 0.$$

We can easily verify, that Dual is its own inverse, i.e. $D^{-1} = D$ as is the case also with $I^{-1} = I$.

For central force problems where angular momentum is conserved (that is the quantity $x^\perp \dot{x}$ is constant)

we can use the Dual transform to obtain so-called “curve of velocities” of the orbit – i.e. curve which is traced by (suitably scaled) vector $\dot{x}$ positioned at the origin. Newton famously showed in his *Principia* [7] by geometrical arguments that the curve of velocities for the Kepler problem is a circle.

In pedal coordinates obtaining the same results amounts to show that the Dual of focal conic is a circle:

$$\frac{L^2}{p^2} = \frac{M}{r} + c \quad D \quad \frac{L^2}{r^2} = Mp + c.$$

Dual transform can be also used to define new transforms – their dual counterparts. For every transform $T$ we can define its dual transform $T^*$ as follows:

$$T^* := DTD.$$

Dual transform to Pedal is its inverse: $P^* = P^{-1}$ and dual Inverse is given by

$$f(p, r, p_\alpha) = 0, \quad r^* = DId \quad f \left( \frac{1}{p}, \frac{r}{p^2}, -\frac{p_\alpha}{rp} \right) = 0.$$

Hence dual Inverse of a line is again a line. Focal conics are also preserved under this transform. But dual Inverse of a circle is quite complicated. Even for the circle passing through origin we get a curve known as “Tschirnhausen cubic”.

2.2.5. Parallel curves. Another important transform for our purposes will be parallel curves $E_\alpha$, i.e. curves that are of equal distance $\alpha$ to the given curve.

$$\tilde{x} = x + \alpha \frac{\dot{x}}{|\dot{x}|}.$$

Deriving its effect is easy in pedal coordinates, since it is known that parallel curves shares normals and thus the variable $p_\alpha$ is preserved. The distance to tangent $p$ is hence just shifted, i.e. $p \rightarrow p - \alpha$ and from the identity $r^2 = p^2 + p_\alpha^2$ we can work out the remaining variable. Altogether we get

$$f(p, r^2, p_\alpha) = 0 \quad E_\alpha \quad f(p - \alpha, r^2 - 2p\alpha + \alpha^2, p_\alpha) = 0.$$

The dual version of parallel transform is also very interesting. It can be readily computed in pedal coordinates to have the following action:

$$f \left( \frac{1}{p^2}, r, \frac{r}{p_\alpha} \right) = 0 \quad E_\alpha^* := DED \quad f \left( \frac{1}{p^2} - \frac{2\alpha}{r} + \alpha^2, \frac{r}{1-\alpha r}, \frac{p}{p_\alpha} (1-\alpha r) \right) = 0.$$
and that focal conics are preserved by this operation since it holds:

$$E^*_\alpha E^*_\beta = E^*_{\alpha + \beta},$$

i.e. $E^*_\alpha$ is a group of transformations (as is regular $E_\alpha$).

2.2.6. **Curves Harmonics.** The $k$-th harmonic of a curve is done simply by multiplying the angle of every point on a curve by a constant $k$. For example, the figure below shows the second harmonic ($k = 2$) and the third subharmonic ($k = \frac{1}{3}$) of an ellipse, where the center of polar coordinates are in one focus.

The second harmonic and the third subharmonic of a focal ellipse.

In pedal coordinates this amounts to the following:

$$f \left( \frac{1}{p^2}, r \right) = 0 \quad H_k \rightarrow f \left( \frac{k^2}{p^2} - \frac{k^2 - 1}{r^2}, r \right) = 0. $$

Many interesting curves can be obtained by making harmonics of known curves. E.g. harmonics of a line are so-called Cote’s spirals (or episspirals) and harmonics of a circle are called “roses”.

But most famous application of harmonic curves gave Newton himself in *Principia*. He proved his “Theorem of revolving orbits” (see [7]), that if a curve is given as a solution to the central force problem $F(r)$ adding additional force of the form $\frac{L^2}{mr^3}(1 - k^2)$, where $L$ is the particle’s angular momentum and $m$ its mass, is equivalent to a making the curve’s $k$-th harmonic.

(This particular fact is easy to see in pedal coordinates and it follows directly by applying $H_k$ transform on central force case of Theorem 1.)

Theorem of revolving orbits remained largely forgotten until 1997, when it was studied in works [4],[5]. A generalization was discovered by Mahomed and Vawda in 2000 [6]. They assumed that the radial distance $r$, and the angle $\varphi$ changes according to rule:

$$r \rightarrow \frac{ar}{1 - br}, \quad \varphi \rightarrow \frac{1}{k}\varphi,$$

where $a, b$ are given constant.

They proved that such a transform of the solution is equivalent to changing the force as follows:

$$F(r) \rightarrow \frac{a^3}{(1 - br)^2} F \left( \frac{ar}{1 - br} \right) + \frac{L^2}{m r^3} (1 - k^2) - \frac{bL^2}{mr^4},$$

where again $m$ is the particle mass and $L$ its angular momentum.

As we can see, this transform 16 is nothing more than a combination of Harmonic curve $H_k$ an Dual parallel transform $E_\alpha$ and scaling.

Further generalization to cover also non-local transformation was done in [1].

2.2.7. **Dual Harmonics.** Transform that will be useful in what follows is also dual version of $H_k$, which can easily be shown to be given by

$$f (p, p_c) = 0 \quad H^*_k := DH_k D \rightarrow f (p, kp_c) = 0.$$

As we can see, Dual Harmonics preserves lines and maps Involute of a circle to a different Involute o a circle.
Interestingly, for a special value of $k$, it can be shown, that dual harmonics $H_k^\star$ transform a circle that does not contain the origin to a curve with linear pedal equation. More precisely it holds: For $a > R$:

$$2Rp = r^2 + R^2 - a^2, \quad H_k^\star \quad Rp = ar + R^2 - a^2, \quad k = \frac{a}{\sqrt{a^2 - R^2}}.$$ 

2.2.8. Power transform. Dealing with planar curves only allow us to describe a point on a curve $x$ not as a vector, but as a complex number:

$$x = (x, y), \quad z := x + iy.$$ 

With this notation we can condense both pedal coordinates $p, p_c$ into a single quantity:

$$\frac{z \bar{z}}{|z|} = p_c + ip.$$ 

We are now ready to introduce very useful power transform $M_\alpha$ which maps a point $z$ to its power $z^\alpha$:

$$M_\alpha : \tilde{z} = z^\alpha, \quad \alpha \in \mathbb{R}.$$ 

This transform translates into pedal coordinates very easily:

$$\tilde{r} := |\tilde{z}| = |z^\alpha| = r^\alpha,$$

$$\tilde{\dot{z}} = \alpha z^{\alpha-1} \dot{z},$$

$$\tilde{r} = |\alpha r^{\alpha-1}| \tilde{z}.$$ 

$$\tilde{p}_c + i\tilde{p} := \frac{z^\alpha \alpha z^{\alpha-1} \dot{z}}{|\alpha r^{\alpha-1}| \tilde{z}} = \text{sgn}(\alpha) r^{\alpha-1} \frac{z \bar{z}}{|\alpha r^{\alpha-1}| \tilde{z}} = \text{sgn}(\alpha) r^{\alpha-1} (p_c + ip).$$

This yields:

$$f(p, r, p_c) = 0, \quad \frac{M_\alpha}{M_\alpha} \quad f \left( pr^{\alpha-1}, r^\alpha, p_c r^{\alpha-1} \right) = 0, \quad \alpha > 0.$$ 

$$f(p, r, p_c) = 0, \quad \frac{M_{-\alpha}}{M_{-\alpha}} \quad f \left( -pr^{\alpha-1}, r^\alpha, -p_c r^{\alpha-1} \right) = 0, \quad \alpha > 0.$$ 

With this transform a lot of new curves can be obtained. For instance, powers of a circle passing through origin

$$2Rp = r^2 \quad \frac{M_\alpha}{M_\alpha} \quad 2Rp = r^{\alpha+1},$$

are nothing else than famous sinusoidal spirals, i.e. family of curves $\sigma_n(a)$, given in polar coordinates

$$r^n = a^n \sin(n(\varphi + \varphi_0)).$$

Specific examples contains many famous curves, e.g.

| $n$  | $a^n p = r^{n+1}$ | Curve                                      | Pedal point:          |
|------|------------------|-------------------------------------------|-----------------------|
| $n = 0$ | $p = r$          | Concentric circle $|x| = R$.                  | Center.               |
| $n = -1$ | $p = a$          | Line.                                     | A point distant $a$.  |
| $n = 1$  | $ap = r^2$       | Circle.                                   | On the circle.        |
| $n = 2$  | $a^2 p = r^3$    | Lemniscate of Bernoulli.                  | Center.               |
| $n = -2$ | $rp = a^2$       | Rectangular hyperbola.                    | Center.               |
| $n = -\frac{1}{2}$ | $a^{-\frac{1}{2}} p = r^\frac{1}{2}$ | Parabola.                                | Focus                 |
| $n = \frac{1}{2}$ | $a^{\frac{1}{2}} p = r^\frac{1}{2}$   | Cardioid.                                 | Cusp.                 |
| $n = -\frac{1}{3}$ | $p^3 = ar^2$     | Tschirnhausen cubic.                     | Center.               |
Sinusoidal spirals are famously invariant under a number of transforms, for example:

\[
\sigma_n(a) \xrightarrow{P} \sigma_{\frac{1}{n}}(a) \quad \text{Pedal.}
\]

\[
\sigma_n(a) \xrightarrow{I} \sigma_{-n}\left(\frac{1}{a}\right) \quad \text{Inverse.}
\]

\[
\sigma_n(a) \xrightarrow{D} \sigma_{-\frac{1}{n}}\left(\frac{1}{a}\right) \quad \text{Dual.}
\]

\[
\sigma_n(a) \xrightarrow{M} \sigma_{\alpha n}\left(\frac{a}{\alpha}\right) \quad \text{Complex power.}
\]

Let us also mention that the transform \(M_{\frac{1}{2}}\), i.e. complex square root, has very nice properties. It maps central conics into focal one:

\[
\frac{L^2}{p^2} = ar^2 + c \quad \xrightarrow{M_{\frac{1}{2}}} \quad \frac{L^2}{p^2} = a + \frac{c}{r}.
\]

It also maps a circle into a central Cassini oval, which is the locus of points such that product of distances from two foci is constant:

\[
|z - a^2| = R, \quad |\bar{z}^2 - a^2| = R, \quad \Rightarrow \quad |\bar{z} - a| |\bar{z} + a| = R.
\]

This gives us rather nice pedal equation for a central Cassini oval:

\[
2pR = r^2 + R^2 - |a|^2 \quad \xrightarrow{M_{\frac{1}{2}}} \quad 2pR = (r + R^2 - |a|^2)\sqrt{r}.
\]

**Example 4.** (Shifted sinusoidal spirals) As we saw, sinusoidal spirals are just rescaled complex powers of a circle passing through the origin, i.e.

\[
\sigma_n(a) := S_{\beta} M_{\alpha}(ap = r^2).
\]

This begs the question what are rescaled powers of a circle in general position, that is curves of the form

\[
S_{\beta} M_{\alpha}(2Rp = r^2 + R^2 - a^2).
\]

\[
2Rp = r^2 + R^2 - a^2 \quad \xrightarrow{M_{\alpha}} \quad 2Rp\alpha^{-1} = r^{2\alpha} + R^2 - a^2 \quad \xrightarrow{S_{\beta}} \quad 2Rp\beta = \beta^{2\alpha}r^{1+\alpha} + (R^2 - a^2)r^{1-\alpha}.
\]

This gives us with little bit of cleaning the following family of curves:

\[
\sigma_n(a, b) : \quad p = ar^{\alpha+1} + br^{1-\alpha},
\]

which we will call **Shifted sinusoidal spirals**. Obviously, the original sinusoidal spirals are a special case:

\[
\sigma_n(a) = \sigma_n(a^{-n}, 0).
\]

Also, here is a short list of properties

\[
\sigma_1(a, b) \longrightarrow 2Rp = r^2 + R^2 - |a|^2, \quad R = \frac{1}{2a}, \quad |a| = \frac{\sqrt{1 - 4ab}}{2a}.
\]

\[
\sigma_\alpha(a, b) = \sigma_{-\alpha}(b, a) \quad \text{Symmetry}
\]

\[
\sigma_\alpha(a, b) \xrightarrow{S_\beta} \sigma_\alpha (a\beta^\alpha, b\beta^{-\alpha}) \quad \text{Scaling}
\]

\[
\sigma_\alpha(a, b) \xrightarrow{I} \sigma_{-\alpha} (a, b) \quad \text{Inverse}
\]

\[
\sigma_\alpha(a, b) \xrightarrow{M_\alpha} \sigma_{\alpha \beta} (a, b) \quad \text{Complex power.}
\]

As we can see we have lost the invariance under Pedal transform.

Classical sinusoidal spirals can be interpreted via Theorem 1 as the zero energy solution to a central force problem with force varying as a power of the distance, i.e.:

\[
\ddot{x} = Mr^{\alpha-1}x, \quad \Rightarrow \quad \frac{L^2}{p^2} = \frac{2M}{\alpha + 1}r^{\alpha + 1} + c.
\]

We get \(n = \alpha\) sinusoidal spiral when the quantity \(c := |\dot{x}|^2 - \frac{2M}{\alpha + 1}r^{\alpha + 1}\) equals zero.
We can also, with the aid of Theorem 2, reinterpret shifted sinusoidal spiral as a zero energy solution of a force problem, namely:

\[ \ddot{x} = - \left( ar^{\alpha-1} + br^{-1-\alpha} \right) |\dot{x}|^3 x, \quad \text{Th. 2} \Rightarrow p = \frac{La}{\alpha + 1} r^{\alpha+1} + \frac{Lb}{1 - \alpha} r^{1-\alpha} + c. \]

Again, shifted sinusoidal spirals \( \sigma_{\alpha} \) are solutions when

\[ c := \frac{1}{|x|} - \frac{a}{\alpha + 1} r^{\alpha+1} - \frac{b}{1 - \alpha} r^{1-\alpha} = 0. \]

**Remark 7.** Much more detailed exposition of pedal coordinates, greater list of curves and transforms given in pedal coordinates can be found in [1, 9, 10].

### 3. Proofs

#### 3.1. Proof of Theorem 2.

**Proof.** We are going to demonstrate the technique on the formula (4). We want to wish to express the solution of

\[ \ddot{x} = f \frac{x}{|x|^\alpha} + g \frac{\dot{x} \perp}{|x|^\beta}, \]

where \( f, g \) are functions of pedal coordinates and \( \alpha \neq -2, \beta \neq -1. \)

Multiply (18) by \( \dot{x} \) to obtain:

\[ \ddot{x} \cdot \dot{x} = f \frac{x \cdot \dot{x}}{|x|^\alpha} + g \frac{\dot{x} \perp \cdot \dot{x}}{|x|^\beta}, \]

\[ |\dot{x}| \frac{\partial}{\partial t} |\dot{x}| = f \frac{r \dot{r}}{|x|^\alpha}, \]

\[ |\dot{x}|^{\alpha+1} \frac{\partial}{\partial t} |\dot{x}| = f r \dot{r}, \]

\[ |\dot{x}|^{\alpha+2} = (\alpha + 2) \int f r dr. \]

Similarly multiply (18) by \( x \perp \) to obtain:

\[ \ddot{x} \cdot x \perp = f \frac{x \cdot x \perp}{|x|^\alpha} + g \frac{\dot{x} \perp \cdot x \perp}{|x|^\beta}, \]

\[ \partial_t (\dot{x} \cdot x \perp) = g \frac{\dot{x} \cdot x \perp}{|x|^\beta}, \]

\[ (\dot{x} \cdot x \perp)^\beta \partial_t (\dot{x} \cdot x \perp) = g \frac{\dot{x} \cdot x \perp}{|x|^\beta} (\dot{x} \cdot x \perp)^\beta, \]

\[ \partial_t (\dot{x} \cdot x \perp)^{\beta+1} = g r \dot{r} \beta, \]

\[ (\dot{x} \cdot x \perp)^{\beta+1} = (\beta + 1) \int g \beta \dot{r} r dr, \]

\[ p^{\beta+1} |\dot{x}|^{\beta+1} = (\beta + 1) \int g \beta \dot{r} r dr, \]

\[ |\dot{x}|^{\beta+1} = \frac{(\beta + 1) \int g \beta \dot{r} r dr}{p^{\beta+1}}, \]

\[ |\dot{x}|^{(\beta+1)(\alpha+2)} = \left( \frac{(\beta + 1) \int g \beta \dot{r} r dr}{p^{\beta+1}} \right)^{\alpha+2}. \]
\[
\left( (\alpha + 2) \int frdr \right)^{\beta + 1} = \left( \frac{(\beta + 1) \int gpr^\beta dr}{p^{\beta+1}} \right)^{\alpha+2},
\]
which is what we want.

The formula (3) is just a special case for \( \alpha = \beta = 0 \). The formulas (5)-(8) are limiting cases. The formula (9) is actually a corollary of (3) with \( g = 0 \). Since we have no Lorentz-like term, we have a conservation law:

\[
L = \dot{x} \cdot x^\perp.
\]

But then we can replace any occurrence of the quantity \( |\dot{x}| \) with

\[
|\dot{x}| = \frac{L}{p},
\]
which makes our central term \( f \) dependent on pedal coordinates only and thus suitable for (3). \( \square \)

### 3.2. Proof of Proposition 1.

**Proof.** Since the functional

\[
\mathcal{L} = \int_{s_0}^{s_1} f(r) ds = \int_{\varphi_0}^{\varphi_1} f(r) \sqrt{r^2 + r'^2} \, d\varphi,
\]

does not depend explicitly on \( \varphi \), we can use Beltrami identity to obtain Euler-Lagrange equation in the form

\[
f(r) \sqrt{r^2 + r'^2} - f(r) \frac{r'^2}{\sqrt{r^2 + r'^2}} = L,
\]
substituting \( r'_\varphi = \frac{rp_c}{p} \) (Proposition 2) we get what we want. \( \square \)

### 4. Variational problems

**Example 5.** (Heron’s problem) Heron of Alexandria argue that the light travel so that is always picks the shortest path. It was obvious to him that shortest path between two points is a straight line. But we can actually prove that finding a minimum of the functional that evaluates arc length which in polar coordinates has the form:

\[
\mathcal{L} = \int_{\varphi_0}^{\varphi_1} \sqrt{r'^2 + r^2} \, d\varphi.
\]

Hence \( f \equiv 1 \) and thus the pedal equation becomes

\[
\frac{L}{p} = 1, \quad p = L,
\]
which indeed belongs to a line. \( \star \)

**Example 6.** (Central Brachistochrone) The classical problem of Brachistochrone involves finding a path between two points \( A, B \) on which a bead slides frictionlessly under influence of gravity in shortest time possible.

The problem is solved, realizing that minimizing the time corresponds to the maximizing the speed of travel since

\[
dt = \frac{ds}{|\dot{x}|},
\]
that is (instantaneous) time is (instantaneous) path divided by (instantaneous) speed.

Since total energy

\[
E = \frac{1}{2} |\dot{x}|^2 + U,
\]
is conserved, we can relate speed to the potential energy as

\[
|\dot{x}| = \sqrt{2E - 2U}.
\]
Substituting this we get functional to minimize

$$\mathcal{L} := \int_{t_0}^{t_1} dt = \int_{s_0}^{s_1} \frac{1}{\sqrt{2E - 2U}} ds.$$  

Potential energy is normally given to rise in proportion with elevation \( y \), \( U = -gy \), but this is only a limiting approximation to the “correct” Newtonian potential \( U = -\frac{M}{r} \) induced by a central body.

If we assume this correct \( U \), we end up with the functional for the central Brachistochrone:

$$\mathcal{L} = \int_{s_0}^{s_1} \frac{1}{\sqrt{\frac{2M}{r} - \frac{2M}{r_0}}} ds,$$

where \( r_0 \) is the starting distance. This is a variational problem on which Proposition 1 can be applied to get

$$\frac{L}{p} = \frac{1}{\sqrt{\frac{2M}{r} - \frac{2M}{r_0}}}.$$

This is an interesting curve. It can be also written in the form

$$\left( \frac{L}{p} \right)^{-2} = \frac{2M}{r} - \frac{2M}{r_0},$$

which can be readily interpreted by Theorem 2 as a solution to

$$\ddot{x} = \frac{M}{r^3} |\dot{x}|^\frac{3}{2} x.$$

\[ \star \]

**Example 7.** (Gravity train) Gravity train was first described in a note from Robert Hook to Isaac Newton. It is a problem of finding the shape of a tunnel through Earth connecting points \( A, B \) on its surface that a train would traverse using only gravity (and again no friction is assumed) in shortest possible time.

It is again a Brachistochrone problem but with different potential energy \( U \). Assuming that Earth is a perfect ball of homogeneous density we can use Newton’s Shell theorem to obtain potential energy of the form

$$U := \alpha r^2,$$

for some constant \( \alpha \) (depending on the density). We will choose units so that \( \alpha = 1 \).

Again, from the conservation of total energy we have

$$E = \frac{1}{2} |\dot{x}|^2 + U, \quad \Rightarrow \quad |\dot{x}| = 2\sqrt{E - r^2}.$$  

Our train is not moving in departure and destination stations \( A, B \) located on the surface of the Earth. Thus we must have \( E = R^2 \), where \( R \) is the Earth’s radius.

By exactly the same logic as in the previous example, we thus obtain a functional to minimize with

$$f \propto \frac{1}{\sqrt{R^2 - r^2}}.$$

Hence we obtain solutions in the form

$$\frac{L}{p} = \frac{1}{\sqrt{R^2 - r^2}}, \quad \Rightarrow \quad \frac{L^2 (R^2 - r^2)^2}{p^2} = R^2 - r^2.$$  

Comparing with (15), we can recognize this equation to belong to particular species of epicycles. In fact, further analysis reveals that these are exactly “hypocycloids”, i.e. a circle revolving inside a bigger circle. This is surprisingly nice result remembering that the solution to classical Brachistochrone is the cycloid, i.e. a circle revolving on a line.
Example 8. (Central Catenary) We can similarly “fix” the classical problem of Catenary – i.e. what is the shape of a freely hanging chain of given length fixed on both ends under influence of gravity. Since the chain is motionless, the quantity to minimize is just the potential energy $U$.

For a classical Catenary the approximation used is, again, $U = -gy$. If we, instead, use $U = -\frac{Mr}{r}$, the problem of Central Catenary can be rephrased now in this way:

Which shape assumes a chain of given length that is attached to two geostationary satellites?

Introducing the Lagrange multiplier $\lambda$ to accommodate the fixed length of the rope condition, we end up (using suitable units) with the following functional:

$$L := \int_{s_0}^s \left( \frac{Mr}{r} + \lambda \right) ds.$$ 

Thus by Proposition 2 we obtain extremal curves given by

$$\frac{L}{p} = \frac{M}{r} + \lambda.$$ 

This result can be, of course, interpreted via Theorem 2 as a solution of

$$\ddot{x} = -\frac{M}{r^3}x,$$

but this time we can do better than this. Squaring both sides we get

$$\frac{L^2}{p^2} = \frac{M^2}{r^2} + \frac{2\lambda M}{r} + \lambda^2.$$ 

Without the $\frac{M^2}{r^2}$ this would represent a hyperbola (since the energy $\lambda^2$ is positive).

But we can get rid of this term using harmonics $H_k$:

$$\frac{L^2 k^2}{p^2} = \frac{M^2 + L^2 (k^2 - 1)}{r^2} + \frac{2\lambda M}{r} + \lambda^2.$$ 

Thus for $L^2 \geq M^2$ the central Catenary is $\sqrt{1 - \frac{M^2}{L^2}}$-harmonic of an hyperbola!

Exactly the same result can be obtained noticing that central Catenary is Dual to a curve with linear pedal equation:

$$\frac{L}{p} = \frac{M}{r} + \lambda \quad \rightarrow \quad Lr = Mp + \lambda,$$

which we already know is a special case of Dual Harmonics of a circle that does not contain the origin. But Dual of Dual Harmonics are just Harmonics of a Dual: $DH_k^* = DDH_kD = H_kD$. Thus we end up with Harmonics of Dual of an outside circle, i.e. Harmonics of a hyperbola.
Example 9. (Dark Catenary) We can, of course, consider various other formulas for the potential energy $U$ and compute the corresponding Catenary. Interesting choice is

$$U = r^2,$$

which would generate a variational problem that can be phrased as follows:

*Tunnel of what shape we must dig through Earth so that a rope of given length can be hanged freely inside it without touching the walls?*

The functional to minimize now takes form

$$L := \int_{s_0}^{s_1} (r^2 + \lambda) \, ds,$$

with solution

$$L_p = r^2 + \lambda.$$

Again, we can in no time produce corresponding dynamical system:

$$\ddot{x} = 2|\dot{x}| x.$$

If we try to compute the Dual curve we obtain

$$L = r^2 + \lambda, \quad \rightarrow \quad L_p^2 = r - \frac{\lambda}{L},$$

which can reinterpreted as a solution to

$$\ddot{x} = k \frac{x}{r^3},$$

i.e. evolution of a particle that experiences constant outward repulsing force – a.k.a. dark energy. This might be seen as a special case of the so-called “Dark Kepler problem” introduced in [1], where in addition to dark energy, influences of dark matter and regular matter are assumed.

Thus Dual of Dark Catenary (or Dark co-Catenary) gives us a particular solution to the Dark Kepler problem!  

\[\star\]
5. Dipole drive

Robert Zubrin came with the idea of “Dipole drive” [11] – i.e. a spacecraft that harness the solar wind for propulsion. Similarly to a Solar sail, Dipole drive does not carry any fuel but unlike a solar sail, it needs its own source of energy – which would be a small on board nuclear generator.

Dipole drive architecture calls for two large planar parallel meshes, separated by certain distance – both of them are charged. One with positive charge and the other with negative charge of equal intensity. Together they generate an electric field $E$ between them which we will presume is uniform – an approximation valid only for infinitely large screens. Similarly, we will assume that the net outside electric field is zero.

Charged particles present in the solar wind would therefore enter the area between the screens unobstructed (we assume that the gaps are so large that any collisions might be ignored) and will be accelerated by the present electric field. The protons will be pushed towards the negatively charged screen and electrons the other way around. The energy change for both particles is the same but since a proton is 1836 times more massive it will gain about 42 times the momentum of an electron. Thus a net thrust is generated. The resulting force on a spacecraft is in the direction of the electric filed $E$, which is perpendicular to the screens.

The following picture illustrates the situation.

In order to derive equation of motion of the Dipole drive we will shift to a moving frame of reference of the solar wind near the spacecraft – i.e. in this frame protons and electrons are (locally) motionless, while the spacecraft is moving with the velocity $v$. The amount of thrust $|F|$ is proportional to the density of solar wind $\rho(r)$ which we will assume depends only on the distance from the Sun $r$ and on the area $A$ which spacecraft “scoops” as it goes. This area, in turn, is proportional to the dot product of velocity vector $v$ and the screen normal vector $n$. Hence we get:

$$|F| = \alpha \rho(r) v \cdot n.$$  

(We are assuming that both vectors $n, v$ lies in the same plane as $x$ does. This will ensure that the resulting orbit is a planar curve and thus suitable for analysis in pedal coordinates.)

The equation of motion is thus

$$\ddot{x} = -\frac{M}{r^3} x + \alpha \rho(r)(v \cdot n) \ n.$$  

(19)
The velocity vector $v$ comprises of two components – the spacecraft’s own speed $\dot{x}$ (relative to the Sun) and the velocity of solar wind particles themselves – which in our case are moving radially away from the Sun with speed $v(r)$ also depending only on the distance $r$.

$$v := \dot{x} + v(r)\frac{x}{r}.$$ 

Substituting in (19) we get

(20)

$$\ddot{x} = -\frac{M}{r^3}x + \alpha \rho(r) \left( \dot{x} \cdot n + \frac{v(r)}{r} x \cdot n \right) n.$$ 

The standard approximation to the values of $v(r), \rho(r)$ are

$$v(r) \propto \frac{1}{r}, \quad \rho(r) \propto \frac{1}{r^2},$$

which is valid only a certain distance away from Sun. We will only need a much more conservative assumption:

$$v(r)\rho(r) \propto \frac{1}{r^2},$$

which has been observed from numerous measurements (see [13]).

5.1. **Orbits of Dipole drive pointing in direction perpendicular to motion.** Substituting $n := \frac{\dot{x}}{|\dot{x}|}$, in (20) we get

(21)

$$\ddot{x} = -\frac{M}{r^3}x + \alpha \rho(r)v(r)\frac{x}{|x|} = -\frac{M}{r^3}x + \alpha \frac{x \cdot \dot{x}^\perp}{|x|^2} \dot{x}^\perp,$$

which can be written using definition of $p$ as follows:

$$\ddot{x} = -\frac{M}{r^3}x - \frac{\alpha p}{r^3} \frac{\dot{x}^\perp}{|x|}.$$ 

Since the thrust $|F|$ of our Dipole drive in this mode falls as a square of the distance (exactly the same as the force of gravity) we will write the constant of proportion $\alpha$ as follows:

$$\alpha = \sigma M,$$

which signifies how the force compares with gravity. If $|\sigma| < 1$ the thrust is weaker. If $|\sigma| = 1$ it is exactly equal the force of gravity and so on.

Finally, we obtain:

(22)

$$\ddot{x} = -\frac{M}{r^3}x - \frac{\sigma M p}{r^3} \frac{\dot{x}^\perp}{|x|}.$$ 

This is exactly in the usable form for Theorem 2 and thus using (5) we obtain:

$$\frac{-2\sigma M \int \frac{p^2}{r} dr}{p^2} = \frac{2M}{r} + c.$$ 

Differentiating out the integral we obtain a separable differential equation with the solution:

$$\frac{L^2}{p^2} = \left( \frac{2M}{r} + c \right)^{1-\sigma}.$$ 

Particular solutions include:

1. For $\sigma = 0$ (i.e. screens are without charge and no force is generated) we obtain the usual Kepler problem whose solutions are focal conic sections.

2. For $\sigma = 1$ we obtain the equation of a line $p = L$. In fact, the trajectory is a line segment which the Dipole drive traverse in periodical motion from one end to the other. But there is no way to distinguish between the two in pedal coordinates.
(3) For $\sigma = -1$ we obtain

$$\frac{L^2}{p^2} = \left(\frac{2M}{r} + c\right)^2,$$

which is precisely the central Catenary (Example 8)!

(4) For $\sigma = 2$ (i.e. the thrust generated is exactly twice as big as the gravity force) we obtain

$$\frac{L^2}{p^2} = \left(\frac{2M}{r} + c\right)^{-2}, \quad \Rightarrow \quad \frac{L}{p} = \frac{1}{\sqrt{\frac{2M}{r} + c}},$$

which is exactly central Brachistochrone (Example 6)!

(5) For $\sigma = \frac{1}{2}$ we obtain

$$\frac{L^2}{p^2} = \sqrt{\frac{2M}{r} + c}, \quad \Rightarrow \quad \frac{L^4}{p^4} = 2\frac{M}{r} + c,$$

which can be reinterpreted back using Theorem 2 as a solution to the equation

$$\ddot{x} = -M \frac{x}{r^3} \frac{1}{|x|^{\frac{1}{\sigma}}},$$

i.e. to the force problem when the force varies not only inversely as a square of the distance but also inversely as a square of the speed.

Of course the last case can be generalized to all the values $\sigma$ but $\sigma \neq 1$:

$$\frac{L^2}{p^2} = \left(\frac{2M}{r} + c\right)^{1-\sigma} \quad \Rightarrow \quad \left(\frac{L}{p}\right)^{\frac{1}{\sigma}} = 2\frac{M}{r} + c,$$

which is equivalent (by Theorem 2) to solutions of

$$\ddot{x} = -\frac{M}{r^3} \frac{x}{|x|^{\frac{1}{\sigma}}}. $$

5.2. Complementary system. Interestingly, if we replace in (21) the vector $\dot{x}^\perp$ by $\dot{x}$ we obtain a dynamical system of the form:

$$\ddot{x} = -\frac{M}{r^3} x + \frac{\sigma M p c}{r^3} \frac{\dot{x}}{|x|},$$

This has nothing to do with trajectories of a Dipole drive. But using $\dot{x} = \frac{|x|}{p} \dot{x} + \frac{r^2}{p} \dot{x}^\perp$ we obtain

$$\ddot{x} = -\frac{M}{r^3} (1-\sigma) x + \frac{\sigma M p}{r^3} \frac{\dot{x}^\perp}{|x|},$$

which is exactly the same equation! Hence using Theorem 2 we get nearly the same curves:

$$\frac{L^2}{p^2} = \left(\frac{2M(1-\sigma)}{r} + c\right)^{\frac{1}{1-\sigma}}.$$ 

5.3. Connections. The example of Dipole drive shows how many connections between various dynamical systems can be deduced from Theorem 2. Taking, for instance, $\sigma = -1$ in (22), we can establish that the following list of dynamical systems have solutions with same orbits (as far as pedal coordinates are concerned, that is):

$$\ddot{x} = -\frac{M}{r^3} x + \frac{M p}{r^3} \frac{\dot{x}^\perp}{|x|},$$

$$\ddot{x} = -\frac{2M}{r^3} x + \frac{M p c}{2r^3} \frac{\dot{x}}{|x|},$$

$$\ddot{x} = -\frac{M}{r^3} \frac{|\dot{x}| x}{|x|}. $$

Additionally, these curves also solves the central Catenary problem!
6. Solar Sail orbits

Solar sail, as a concept, was first mentioned in a note sent by Johannes Kepler to Galileo in 1610. Kepler has noticed that the tail of a comet always points directly away from the Sun as if blown away by some “heavenly breeze”. He then suggests to harness this breeze as a means of propulsion. Later it was recognized that the source of this force is the pressure of the light itself.

For our purposes, a solar sail will be a perfectly planar object (a sail) that is perpendicular to the plane of motion - in other words, the normal vector of the sail is located in the plane of motion. The single most important quantity we can attached to a solar sail is its specific area $A_{sp} := \frac{A}{m}$ (i.e. reflective area divided by its total mass).

Since the pressure of the light falls with a square of the distance – exactly the same as the force of gravity – there is a unique value of $A_{sp}$ where the force generated by the sail exactly cancels the gravity of Sun.

Sufficiently large and lightweight solar sails thus posses unique ability among almost all other space-crafts that they can “hover” above the Sun or move in a straight line relative to the Sun – mode of transportation unheard of in celestial mechanics.

The quantity $A_{sp}$ will enter our calculation as a ratio $\sigma := \frac{F_{reflective}}{F_{gravity}}$ of reflective and gravity forces – which is called “lightness number”.

Value $\sigma = 1$ thus indicates that a spacecraft in question posses the “hover” capability, while $\sigma = 0$ corresponds to a spacecraft with no sail. And so on.

Let us denote $x$ the position of the center of mass of a solar sail, $\dot{x}$ its velocity and $n$ the normal vector of the sail chosen so that it points away from the Sun – that is the quantity $\cos \eta := \frac{x \cdot n}{|x|} \geq 0$.

The force generated by the sail:

$$F_r \propto \frac{(\cos \eta)^2}{r^2},$$

is proportional to $\cos^2 \eta$, since the apparent area of the sail as seen from the Sun goes as $\cos \eta$ and also only a portion of the light’s momentum is transfered to the craft (which introduces the second $\cos \eta$ factor). For more details see [12].

Equations of motion are:

$$\ddot{x} = -\frac{M}{r^3} x + \frac{\sigma M (x \cdot n)^2}{r^4} n.$$  \hfill (23)

The quantity $M$ is the mass of the Sun multiplied by gravity constant $G$.

We will handle 3 different choices for $n$:

$$n = \frac{\dot{x}}{|\dot{x}|} s.$$  \hfill (24)  \hspace{1cm} \text{Prograde direction}

$$n = \frac{\dot{x}^\perp}{|\dot{x}|} s,$$  \hfill (25)  \hspace{1cm} \text{Normal direction}
\[ n = \frac{\cos \alpha x + \sin \alpha x^\perp}{|x|}. \]

The \( s \) factor is present to ensure that the thrust vector of the sail points always away from the Sun (since a solar sail cannot be pushed toward the Sun by the light it emits).

6.1. Orbits of reflective solar sail pointing pointing in normal direction. Substituting (25) into (23) we get

\[ \ddot{x} = -\frac{M}{r^3} x + \frac{\sigma M}{r^2} \frac{x \cdot \dot{x}^\perp}{|x|} \left( \frac{\dot{x}}{r^2 |x|} \right)^2 s^3. \]

The equation becomes singular for zero speed \( \dot{x} = 0 \). The trajectory must be therefore computed piecewise between such events. We fill focus on one such piece which allows us to drop the \( s^3 \) factor. Using also the definition of pedal coordinate \( p \) we obtain:

\[ \ddot{x} = -\frac{M}{r^3} x + \frac{\sigma M p^2}{r^4} \frac{\dot{x}^\perp}{|x|}. \]

Applying Theorem 2 we get:

\[ \frac{\sigma M}{p^2} \int_{r^0}^{r^1} \frac{r^3}{\sigma} \, dr = \frac{M}{r} + c. \]

Differentiating out the integral we obtain a differential equation with solution:

\[ \frac{L}{p} = \sqrt{c + \frac{M}{r}} + \frac{\sigma L}{r} + \frac{2\sigma c L}{M}. \]

This can be viewed as a special energy solution to

\[ \ddot{x} = -\left( \frac{M}{\sqrt{c + \frac{M}{r}}} + \tilde{\sigma} \right) \frac{|\dot{x}|}{r^2} x, \quad \tilde{\sigma} := L \sigma, \]

provided

\[ E := |\dot{x}| - \sqrt{c + \frac{M}{r}} - \tilde{\sigma} = \frac{2\sigma c}{M}. \]

The same equation can be also viewed as a solution to a variational problem of finding an extremum of

\[ \int_{s_0}^{s_1} \sqrt{c + \frac{M}{r}} \, ds, \quad \text{under constrain} \quad \int_{s_0}^{s_1} \left( \frac{1}{r} + \frac{2c}{M} \right) \, ds = l. \]

Notice that we have interpreted the quantity \( \sigma L \) as a Lagrange multiplier.

The other choices for \( n \) leads to equation that cannot be solved easily in pedal coordinates. In the rest of the paper we will therefore present a possible way how to deal with this situation.
7. Nonlocal variables

Let us define for every point $x$ on a planar curve $\gamma$ the following quantities:

- $x := x \cdot (1, 0)$, $y := x \cdot (0, 1)$: cartesian coordinates,
- $r := |x|$, $\varphi := \arctan \frac{y}{x}$: polar coordinates,
- $p := \frac{\dot{x} \cdot x^\perp}{|x|}$, $p_c := \frac{\dot{x} \cdot x}{|x|}$: pedal coordinates,
- $\theta := \arctan(y'_x)$, $\psi := \theta - \varphi = \arctan \frac{p}{p_c}$: tangential and polar tangential angle,
- $\kappa := \frac{\ddot{x} \cdot x^\perp}{|x|^3}$, $\rho := \frac{1}{\kappa}$: curvature and radius of curvature,
- $A := \frac{1}{2} \int r^2 d\varphi$, $s := \int \sqrt{r^2 + r'^2} d\varphi$: area and arc-length.

The following picture roughly illustrates the definitions:

![Diagram illustrating nonlocal variables](image)

Notice that quantities $s, A$ are written as indefinite integrals which corresponds to the freedom of choice of the starting point from which the arc-length resp. area is measured. These quantities represent what we will call “nonlocal variables” since their value depends not only on the immediate vicinity of the point $x$ but also on the curve’s “history”.

Number of these variables can be written in pedal coordinates as nonlocal coordinates (i.e. indefinite integrals):

**Lemma 1.** With the notation as above we have

- $\varphi = \int \frac{p}{rp_c} dr$, $\theta = \int \frac{1}{p_c} dp$, $s = \int \frac{r}{p} dr$,
- $A = \frac{1}{2} \int \frac{r p}{p_c} dr$, $\int r^\alpha d\varphi = \int \frac{r^{\alpha-1} p}{p_c} dr$.

**Proof.** This stems from the fact $r' \varphi = \frac{r p_c}{p}$, see Proposition 2.

Also, using the Dual transform

$$D : \quad x \rightarrow \tilde{x} := \frac{x'}{x' \cdot x^\perp},$$
where the differentiation is with respect to the arc-length $s$, we can define for every variable $q$ its dual counterpart $q^*$:

**Lemma 2.**

\[
x^* := \frac{x'}{p}, \quad y^* := \frac{y'}{p}, \quad r^* := \frac{1}{p},
\]

\[
p^* := \frac{1}{r}, \quad p^* := \frac{p_c}{rp}, \quad \varphi^* := \theta,
\]

\[
\theta^* := \varphi, \quad \psi^* := \psi, \quad \kappa^* := \left(\frac{p}{r}\right)^3 \rho,
\]

\[
\rho^* := \left(\frac{r}{p}\right)^3 \kappa, \quad A^* := \frac{1}{2} \int \frac{1}{p_c^3 p^2} dp, \quad s^* := \int \frac{r}{p_c^3} dp.
\]

**Proof.** The proof is not difficult and it is left to the reader as an exercise. \(\square\)

With these quantities in hand there is a hope that for some dynamical systems, the definite integrals in Theorem 2 can be interpreted rather than computed – similarly as we have interpreted the Euler-Lagrange equation for the elastic curve in the very beginning.

**Example 10.** (Aerobraking) Consider a dynamical system:

(27)

\[
\ddot{x} = -\frac{M}{r^3} x - \alpha \frac{|\dot{x}|^2}{|x|} \frac{x}{|x|},
\]

i.e. Kepler problem with air drag present. This would correspond to the movement of a spacecraft, that is “aerobraking” that is using atmosphere of a planet to slow itself down (assuming that the atmosphere throughout the maneuver is of homogeneous density).

Using

\[
\dot{x} = \frac{|\dot{x}|}{p_c} x + \frac{p}{p_c} \dot{x}^\perp,
\]

we would find that this problem is actually not suitable for Theorem 2.

But! We can proceed differently: multiplying (27) by $\dot{x}^\perp$ we obtain

\[
\dot{x} \cdot \ddot{x} = -\frac{M}{r^3} x \cdot \dot{x}^\perp
\]

\[
\kappa |\dot{x}|^3 = \frac{M}{r^3} p |\dot{x}|
\]

\[
\kappa = \frac{M}{r^3} \frac{p}{|x|} = \frac{M p^3}{r^3} \frac{1}{|x|} \left(\dot{x} \cdot \dot{x} \right)^2
\]

\[
\left(\dot{x} \cdot \dot{x}\right)^2 = M \left(\frac{p}{r}\right)^3 \rho = M \kappa^*.
\]

Similarly, multiplying (27) by $x^\perp$ we have

\[
\dot{x} \cdot x^\perp = -\alpha |\dot{x}| x \cdot x^\perp
\]

\[
\frac{\partial_t (\dot{x} \cdot x^\perp)}{\dot{x} \cdot x^\perp} = -\alpha |\dot{x}|
\]

using the obvious $\dot{s} = |\dot{x}|$ we can integrate this to obtain

\[
\dot{x} \cdot x^\perp = L e^{-\alpha s},
\]

where $L$ is the integration constant. Substituting into the previous result we finally get

(28)

\[
M \kappa^* = L e^{-2 \alpha s}.
\]

This is thus the solution written in coordinates $(\kappa^*, s)$. It roughly informs us that the curvature of the dual curve (which is, sadly, not the curve of velocities in this case) decays exponentially with the arc-length.
Notice that these coordinate looks almost exactly like “Cesaro coordinates” \((\kappa, s)\) which uses only intrinsic parameters of the curve independent on the outside frame of reference.

But intrinsic coordinates are useless in our context. We cannot hope to solve any dynamical system using only intrinsic quantities since the position of the origin (not an intrinsic parameter) is of chief importance. For example, intrinsic coordinates cannot differentiate between Kepler problem and Hook’s law (since both the solutions are conic sections).

But since we have obtained the dual curvature \(\kappa^\star\), which is not intrinsic and does depend on the position of the origin, there is no problem. Hence, the coordinates \((\kappa^\star, s)\) are closest thing to intrinsic coordinates we can ask for.

Conic sections enjoy particularly compact equation in these coordinates:

\[ \kappa^\star = c. \]

Furthermore, a different form of the solution (28) is

\[ Me^{2\alpha s} = L \rho^\star. \]

Integrating both sides with respect to \(s\) we obtain:

\[ \frac{M}{2\alpha} e^{2\alpha s} + c = L \int \frac{r^3}{p^3 p_c} dp. \]

This stems from the identity

\[ \int \rho^\star ds = \int \frac{r^3}{p^3} \kappa \frac{r}{p_c} dr = \int \frac{r^3}{p^3 p_c} dp, \]

where we have use famous result

\[ \kappa = \rho' \frac{r}{p}, \quad \rho = \rho' r, \]

which can be readily verified from definitions of \(\kappa, \rho, p, r\).

The quantity \(\int \frac{r^3}{p^3 p_c} dp\) cannot be so easily interpreted as \(\kappa^\star\) (it is a running total of dual of radius of curvature) but the equation (29) has two free parameters present – same number as pedal equations in Theorem 1 – so in a sense, it is "solved more fully".

**Example 11.** (Aerobraking+) We can modify the previous example and allow the density of the atmosphere to depend on some power of \(r\), i.e. we are considering now dynamical system in the form:

\[ \ddot{x} = -\frac{M}{r^3} x - \alpha r^\beta |\dot{x}| \dot{x}. \]

In exactly the same way we will end up with solutions:

\[ \frac{M}{2\alpha} e^{2\alpha s} \int \frac{r^{\beta+1}}{p^3} dr + c = L \int \frac{r^{\beta+3}}{p^3 p_c} dp. \]

**Example 12.** (Solar sail pointing prograde) When a Solar sail is pointing prograde the equation of motion become

\[ \ddot{x} = -\frac{M}{r^3} x + \frac{\sigma M}{r^2} \left( \frac{x \cdot \dot{x}}{|x| r} \right)^2 \frac{\dot{x}}{|x|}. \]

Using

\[ \dot{x} = \frac{|\dot{x}|}{p_c} x + \frac{p}{p_c} \dot{x}^\perp, \]

This can be brought into a form suitable for Theorem 2 to obtain

\[ \sigma M \int \frac{p^2}{p^2} dr + L^2 = \frac{M}{r} + \sigma M \int \frac{p_c}{r^3} dr + c. \]
But, similarly as in the previous example, there is no simple solution (or solution of any kind) known to the author. Furthermore, the nonlocal quantities \( \int \frac{p\mathbf{x}^2}{r^3} \, dr, \int \frac{p\mathbf{x}}{r^3} \, dr \) cannot be easily interpreted and, more importantly, variables \( p, r \) are still present so the equation is not “solved” in any coordinate system.

But we can use the other approach: multiplying (31) by \( \dot{\mathbf{x}} \perp \) we obtain

\[
\ddot{\mathbf{x}} \cdot \dot{\mathbf{x}} \perp = -M \frac{p}{r^3} \mathbf{x} \cdot \dot{\mathbf{x}} \perp \rho = M \kappa^*.
\]

On the other hand, multiplying (31) by \( \mathbf{x} \perp \) yields:

\[
\ddot{\mathbf{x}} \cdot \mathbf{x} \perp = \sigma M \int \frac{\mathbf{x} \cdot \mathbf{x}}{|r|} \frac{\mathbf{x} \cdot \mathbf{x} \perp}{|\mathbf{x}|} \, dr.
\]

\[
\dot{\mathbf{x}} \cdot \mathbf{x} \perp \dot{\mathbf{x}} = \frac{\sigma M p^2}{r^4} \dot{r} \mathbf{x} \cdot \dot{\mathbf{x}} \perp
\]

\[
\dot{\mathbf{x}} \cdot \mathbf{x} \perp \cdot \dot{\mathbf{x}} = \frac{2\sigma M p^2}{r^4} |\mathbf{x}|^3
\]

\[
(\dot{\mathbf{x}} \cdot \mathbf{x} \perp)^2 = 2\sigma M \int \frac{p^2}{r^4} \, ds + c
\]

\[
(\dot{\mathbf{x}} \cdot \mathbf{x} \perp)^2 = 2\sigma M \int \frac{p^2}{r^3} \, dr + c.
\]

Combining these results we obtain

(33) \[ M \kappa^* = 2\sigma M \int \frac{p^2}{r^3} \, dr + c. \]

We can also produce an equation with two free parameters rewriting (33) as follows:

\[ \frac{M}{2\sigma M} \int \frac{p^2}{r^3} \, dr + c = \rho^*, \]

and integrating both sides with respect to \( \int \frac{p^2}{r^3} \, dr \):

\[ \frac{1}{2\sigma} \ln \left( 2\sigma M \int \frac{p^2}{r^3} \, dr + c \right) = \int \frac{r^3}{p^3} \kappa^* \left( \int \frac{p^2}{r^3} \, dr \right) = \int \frac{r^3}{p^3} \frac{p^2}{r^3} \, dp = \int \frac{p}{r^2} \, dp + c_2. \]

Thus we get

(34) \[ 2\sigma M \int \frac{p^2}{r^3} \, dr + c = Le^{2\sigma} \int \frac{p^2}{r^3} \, dp. \]

7.1. Notation. All the nonlocal variables that we have work with so far were in the form

\[ \int \frac{r^\alpha}{p^3 p_c^\alpha} \, dr, \quad \text{or} \quad \int \frac{r^\alpha}{p^3 p_c^\alpha} \, dp. \]

Let us formalize this observation:

**Definition 1.** Denote

\[ R_{\alpha \gamma}^\alpha := \int \frac{r^\alpha}{p^3 p_c^\alpha} \, dr, \quad P_{\alpha \gamma}^\alpha := \int \frac{r^\alpha}{p^3 p_c^\alpha} \, dp. \]
Proof. The proof is an easy exercise and it is left to the reader.\qed

The third column shows how various transform affect the parameter excess $\sigma$. Notice that the parameter $\gamma$ is not affected at all as though nonlocal variables with different $\gamma$ cannot be transformed to one another.

But since $p_\gamma^2 = r^2 - p^2$ we have
\begin{equation}
R_{\beta, \gamma}^2 = R_{\beta, -2}^2 = R_{\beta, \gamma}^2 - p_{\beta, 2}^2, \quad p_{\beta, \gamma}^2 = p_{\beta, -2}^2 = p_{\beta, 2}^2 - p_{\beta, -2}^2.
\end{equation}

There is also a connection formula for nonlocal variables with the same $\gamma$:

\begin{lemma}
It holds:
\[
(\alpha + 1 - \gamma)R_{\beta, \gamma}^{\alpha} - (\alpha - 1)R_{\beta, -2}^{\alpha} = \frac{r^{\alpha - 1}}{p^2 p_\gamma^2} + \beta R_{\beta, \gamma}^{\alpha + 1} - (\gamma + \beta - 2) R_{\beta, -1}^{\alpha - 1} + c,
\]
where $c \equiv c(\alpha, \beta, \gamma)$ is an integration constant generally dependent on the values of $\alpha, \beta, \gamma$.

In particular we have:
\begin{align}
R_{1, 1} = \frac{p_\gamma}{p} + P_{2, 1}^0, & \quad \alpha = 1, \quad \beta = 1, \quad \gamma = 1. \label{eq:51} \\
s = p_\gamma + P_{0, 1}^0, & \quad \alpha = 1, \quad \beta = 0, \quad \gamma = 1. \label{eq:52} \\
2A = p p_\gamma - P_{0, 1}^0 + 2 P_{0, -1}^0, & \quad \alpha = 1, \quad \beta = -1, \quad \gamma = 1. \label{eq:53}
\end{align}
\end{lemma}
\[ (43) \quad \psi = \theta - \varphi = \frac{p}{r^2} p_c - 2 \left( R_{-3,1}^{-3} - P_{-2,1}^{-2} \right), \quad \alpha = -1, \quad \beta = -1, \quad \gamma = 1. \]

\[ (44) \quad s^* = p_c^* + R_{-1,1}^{-2}, \quad \alpha = 0, \quad \beta = 1, \quad \gamma = 1. \]

\[ (45) \quad R_{-2,1}^{-2} = \frac{p_c}{r} + P_{-1,1}^{-1}, \quad \alpha = 0, \quad \beta = 0, \quad \gamma = 1. \]

**Proof.** This is, essentially, the result of an integration by parts. Start with

\[ (\alpha + 1) R_{\beta, \gamma}^0 = \int \frac{(\alpha + 1) r^\alpha}{p^3 p_c^3} \, dp = \frac{r^{\alpha+1}}{p^3 p_c^3} - \int r^\alpha \left( \frac{1}{p^3 p_c^3} \right)_p \, dp \]

using \( p, p' = rr' - p \) we get

\[ \frac{r^{\alpha+1}}{p^3 p_c^3} - \int r^\alpha \left( \frac{-\beta}{p} - \frac{\gamma p_c}{p_c^3} \right) r^{\alpha+1} \, dp \]

\[ = \frac{r^{\alpha+1}}{p^3 p_c^3} + \int r^\alpha \left( -\beta - \frac{\gamma p_c}{p_c^3} \right) \frac{r^{\alpha+1}}{p^3 p_c^3} \, dp \]

\[ = \frac{r^{\alpha+1}}{p^3 p_c^3} + \gamma \int r^\alpha \frac{r^{\alpha+2}}{p^3 p_c^3} \, dp - (\gamma + \beta) \int \frac{r^{\alpha+1}}{p^3 p_c^3} \, dp + \beta \int \frac{r^{\alpha+3}}{p^3 p_c^3} \, dp \]

Applying the identity (39) we can transform the factor \((\alpha + 1) R_{\beta, \gamma}^0\), so that it has the same \(\gamma + 2\) parameter as the rest of the non-local variables. Renaming the parameters finishes the proof. \(\Box\)

**Example 13.** (Solar sail keeping constant angle with the Sun) For a solar sail which is moving so that the angle of incidence of the incoming light is kept the same, the equation of motion becomes:

\[ (46) \quad \ddot{x} = -\frac{M_1}{r^3} x + \frac{M_2}{r^3} \dot{x}^*. \]

The solar sail does not have to be even fully reflective in this case. Scattering and absorption of some incoming light will produce only different ratio of \(M_1, M_2\). This case was extensively studied in e.g. ([14, 15, 16]). No conservation law was ever found and there is single known exact solution – logarithmic spirals.

Using

\[ x^* = \frac{p}{p_c} x + \frac{r^2}{p_c |x|} \dot{x}^*, \]

we can bring the equation (46) into a form suitable for Theorem 2 and get:

\[ (47) \quad M_2 \int \frac{p_c \, dr}{p^2} = M_1 \frac{r}{r} + M_2 \int \frac{p}{r^2 p_c} \, dr. \]

of in Nonlocal coordinates:

\[ (48) \quad \frac{M_2 R_{0,1}^{-1}}{p^2} = \frac{M_1}{r} + M_2 P_{-1,1}^{-1}. \]

Again, this is in no sense a solution, since there are, as of now, 4 variables – or this can be seen as a second degree differential equation with no general solution (known to the author). But we can extract form this the logarithmic spiral solution.

Remember that pedal equation of logarithmic spiral in the form \(r = r_0 e^{\alpha \varphi}\) is \(p_c = \alpha p\) or \(r^2 = (1 + \alpha^2)p^2\) (see Example 3).

Substituting into (47) we get

\[ \frac{\alpha^2 + 1}{r^2} \left( M_2 \frac{r}{\alpha} + c_1 \right) = M_1 \frac{r}{r} - M_2 \frac{1}{r \alpha} + c_2, \]

where \(c_1, c_2\) are integration constants.
We can see that solution exists only if \( c_1 = c_2 = 0 \). That means that only if the initial conditions are right we obtain an algebraic equation on \( \alpha \):

\[
M_2 \alpha^2 - M_1 \alpha + 2M_2 = 0,
\]

with two possible solutions:

\[
\alpha_{\pm} = \frac{M_1 \pm \sqrt{M_1^2 - 8M_2^2}}{2M_2}, \quad M_2 \neq 0.
\]

For \( M_2 = 0 \) we are in Keplerian case and no logarithmic solution exists.

Going back to the general case. Multiplying (46) by \( \dot{x}^\perp \) we obtain

\[
\ddot{x} \cdot \dot{x}^\perp = -\frac{M_1}{r^3} x \cdot \dot{x}^\perp + \frac{M_2}{r^3} x^\perp \cdot \dot{x}^\perp
\]

\[
\kappa |\dot{x}|^3 = \left( \frac{M_1}{r^3} p + \frac{M_2}{r^3} p_c \right) |\dot{x}|
\]

\[
\kappa = \left( \frac{M_1}{r^3} p + \frac{M_2}{r^3} p_c \right) \frac{1}{|\dot{x}|^2}
\]

\[
(x^\perp \cdot \dot{x})^2 = \frac{M_1}{r^3} p^3 \rho + \frac{M_2}{r^3} p_c \rho^2
\]

\[
(x^\perp \cdot \dot{x})^2 = \left( M_1 + M_2 \frac{p_c}{p} \right) \kappa^*.
\]

Multiplying (46) by \( x^\perp \) yields:

\[
\ddot{x} \cdot x^\perp = \frac{M_2}{r}
\]

\[
\partial_t (\dot{x} \cdot x^\perp) = \frac{M_2}{r}
\]

\[
\dot{x} \cdot x^\perp \partial_t (\dot{x} \cdot x^\perp) = \frac{M_2}{r} \dot{x} \cdot x^\perp
\]

\[
\partial_t (\dot{x} \cdot x^\perp)^2 = \frac{2M_2 p}{r} |\dot{x}|
\]

\[
(\dot{x} \cdot x^\perp)^2 = 2M_2 \int \frac{p}{r} ds = 2M_2 \int \frac{p}{p_c} dr + c = 2M_2 P_{0,-1,1} + c.
\]

In total:

\[
\left( M_1 + M_2 \frac{p_c}{p} \right) \kappa^* = 2M_2 P_{0,-1,1} + c.
\]

Unless we want to call the whole left hand side of this equation a new variable, there is still too many variables. The same approach as before will fix it:

\[
\frac{1}{2M_2 P_{0,-1,1} + c} = \frac{\rho^*}{ \left( M_1 + M_2 \frac{p_c}{p} \right) }
\]

Integrating with respect to \( P_{0,-1,1} \):

\[
\frac{1}{2M_2} \ln \left( 2M_2 P_{0,1,1} + c \right) = \int \frac{d}{ \left( M_1 + M_2 \frac{p_c}{p} \right) } = \int \frac{r^2}{ \left( M_1 + M_2 \frac{p_c}{p} \right) p_c} \frac{p}{p_c} dp
\]

\[
\frac{1}{2M_2} \ln \left( 2M_2 P_{0,1,1} + c \right) = \int \frac{r^2}{p_c \left( M_1 p + M_2 p_c \right)} dp + c_2.
\]

Thus we get

\[
2M_2 P_{0,1,1} + c = \text{Le}^{2M_2 \int \frac{r^2}{p_c \left( M_1 p + M_2 p_c \right)} dp}.
\]
As we can see, the problem of Solar sail keeping constant angle with the Sun cannot be solved even in nonlocal coordinates.
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