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ABSTRACT
The behaviour of warm water discharge at a temperature higher than $T_m$ horizontally into a homogeneous body of cold fresh water at a temperature lower than $T_m$ was investigated by means of a numerical model. Water density here was taken to be a quadratic function of temperature. Thus cabbeling process was inevitable as positively buoyant water form surface current while penetrating the ambient water. The current halted as mixture became dense and sink. These results are very similar to the experimental study of warm discharge into cold water by Marmoush et al. [14] and Bukreev [22]. The results showed an initially sinking water at the point where the two water bodies meets within the first few time interval. Development of Rayleigh-Taylor instabilities was observed at the lower part of the surface current as lighter fluid penetrate further. The frontal head was found to being replenished by a surface flow of warm unadulterated water, but after much entrainment of ambient fluid and cabbeling then, this head halted and sink. On the floor, denser fluid advance in the same direction as the original surface current, with some degree of Kelvin-Helmholtz instability as it penetrates further. Relations were also drawn that describes the speed, the spread length of both surface current were obtained.
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Relation were also drawn that describes the final spread length of the surface current $L_{sm}$ and the time taken to reach that final spread length $\tau_{sm}$ as a function $\phi_{sn}$. This work as presented here is practical and relevant to many fields of study and also enhances policy making towards the protection of the aquatic ecosystems.

Keywords: Surface current; cabbelling; temperature of maximum density.

1 INTRODUCTION

The motion of fluids with temperatures on either sides of the temperature of maximum density $T_m$, initially at rest but separated by a vertical barrier in a rectangular domain was studied. Where the value $3.98^\circ C$ is the $T_m$ for fresh water at atmospheric pressure, (i.e., approximately $4^\circ C$ in some numerical calculation). After the removal of such a barrier, it is known that difference in the hydrostatic pressure causes the denser fluid to flow in one direction either to the left or to the right hand side along the floor. While the lighter fluid flows in the opposite direction along the top, which create a mixing region between the two fluids as they interact with each other. Thus, this behaviour is as a result of the density gradients due to temperature differences. The occurrence of this phenomenon is always frequent in nature or from human intervention. For instance, thunderstorm outflows and sea-breeze fronts are gravity currents, driven by difference in temperature and the oceanic fronts resulting from the difference in temperature and salinity. Gravity currents can also be observed as a result of differences in particulate suspension, such as volcanic pyroclastic flows, snow avalanches and turbidity currents in the ocean, where suspended particles play a major role in density gradients. [1, 2, 3].

There have been several analysis on this phenomenal behaviour from lock-exchange over rough and smooth horizontal surfaces. Where the analysis in those of the currents over a rough horizontal surfaces can be found in [3], and flows through forest canopies can also be found in [ 4, 5]. And some of such flows through urban canopies are found in [ 6, 7, 8]. Where all these is focused more in the rate of entrainment, drag and dispersion due to bottom roughness or the obstacles encountered during the current flow; which is beyond the scope of this paper.

Whereas, in the case for gravity current flows using the lock-exchange configuration over a smooth horizontal bottom, this have also been studied experimentally, theoretically and numerically. Earlier theoretical investigations of gravity current with this configuration predict that the front speed of theses currents decrease as $t^{-1/3}$, with the assumption that the motion is determined mainly by a balance between inertia and buoyancy of the fluid in the current [9, 10, 11, 12]. Hacker et al. [13] experimentally studied the behaviour of density currents, and observed the occurrence of a substantial mixing phase within the early stages of the lock release. And this later led to the formation of a complex internal density structure as Kelvin-Helmholtz mode and rolls up. Fluid detrained from the head is always replaced by dense fluid from the rear, and a sharp moving head is maintained as the current spread further on the floor of the domain. Lastly was a region of stratified fluid (mixed fluid) at the rear after the denser fluid had moved forward, and this mixed fluid increases in length with time [13]. However, it is generally known that gravity currents usually undergo either two or three distinct phases of flow: a slumping phase, self-similar phase and viscous phase. As also recorded by [12], that the instantaneous release of the two fluids after gate was removed led to an initial adjustment phase where the advancing head varies with constant velocity. Followed immediately by the second phase after the ambient fluid had reflected at the rear wall. This in turn overtakes the penetrating head of the current; only if the lock-exchange experiment was carried out in a finite confined channel [14]. At this point in the flow, it was observed that the penetrating head advances as $t^{2/3}$, but decreases with front speed as $t^{-1/3}$, where $t$ is the time after which the gate was removed. Lastly, is the phase where viscous effects overcome inertial effects and the current front velocity decreases more rapidly as $t^{-4/5}$, with front position advancing as $t^{1/5}$ [1].
However, buoyancy reversal due to the nonlinear relation between temperature and density in water has also been a subject of extensive research recently; where the temperature dependence of water density is non-monotonic. In the case where water masses are on either side of the $T_m$ come in contact by the instantaneous removal of the gate (lock-exchange), cabbeling is likely to occur even as the various fluids advance in their opposite directions. Such a lighter fluid is usually unsteady therefore, as it penetrates the ambient fluid there will be some degree of Rayleigh-Taylor instabilities which will lead to the production of denser fluid. During this process, any mixture that have mixed up to the $T_m$ or a temperature closed to it will descend from the free surface to the floor even as the most buoyant fluid continue to spread outwards as surface gravity current [15, 16]. At this point, the mixed water which is denser than the original water masses will in turn spread outwards with a leading tip or head in the same direction as that of the surface current. Such that the ambient fluid is gradually replaced by this new produced denser current on the floor. Meanwhile, denser fluid that have descended to the floor will continue to spread as density current mixing further. We will vary the barrier position horizontally between $L/14$ and $5L/14$ for $\phi_m = 2.5$ on the right hand side. Meanwhile, on the left hand side, at position $13L/14$ and $9L/14$, $\phi_m = 0$, where $L$ is the total length of the computational domain and $\phi_m$, the initial temperature on the various sides of the barrier.

In most of the previous experimental studies, the initial density difference was produced by the addition of salt. Whereas just a few have considered gravity current flows for which density variation is as a result of the change in the temperature (i.e., where either of the water masses is above or below $T_m$). The present investigation is based on numerical simulations that uses the lock exchange method as illustrated in Fig. 1, but with the assumption that density is a quadratic function of temperature. As such, the surface gravity current is expected to halt after the head might have entrained ambient fluid. And before the halting process, any part of the fluid that have mixed up to the $T_m$ or a temperature close to it is expected to sink from the surface to the floor. Meanwhile, denser fluid that have descended to the floor will continue to spread as density current mixing further. We will vary the barrier position horizontally between $L/14$ and $5L/14$ for $\phi_m = 2.5$ on the right hand side. Meanwhile, on the left hand side, at position $13L/14$ and $9L/14$, $\phi_m = 0$, where $L$ is the total length of the computational domain and $\phi_m$, the initial temperature on the various sides of the barrier.

Surface gravity current resulting from warm discharge above the temperature of maximum density into ambient water below $T_m$ was first investigated in the laboratory by Marmoush et al. [17], where mixing was found to be sufficiently vigorous to eventually arrest the gravity current, after which a plume was observed to descend from the head of the arrested current. They were also able to obtain an empirical scaling law for the distance travelled by the surface current before arrest, but did not really give detailed description after the descending plume. Surface gravity current resulting from warm discharge above the temperature of maximum density into ambient water below $T_m$ have also been investigated experimentally by Bukreev [18], and other detailed studies can also be found in [19 & 20].

---

**Fig. 1.** Schematic presentation of Lock-exchange flow in a channel of length $L$ and height $H$. The dotted line here gives the interface between the two fluids at some point in time after the release.
2 MODEL FORMULATION AND GOVERNING EQUATIONS

Behaviour of the surface gravity current as denser fluid undergoes buoyancy reversal due to the nonlinear relation between density \( \rho \) and temperature \( T \) is key and as such, the following relation is appropriate for this investigation,

\[
\rho = \rho_m - \beta (T - T_m)^2.
\] (2.1)

This, we believe gives a very good fit to the experimentally determined density of fresh water at temperatures below 10\(^{\circ}\)C, if we consider \( T_m = 3.98^{\circ}\)C, \( \rho_m = 1.000 \times 10^3 \) kg.m\(^{-3}\) and \( \beta = 8.0 \times 10^{-3} \) kg.m\(^{-3}\)(C\(^{-1}\))\(^{-2}\) [22, 23] and all other fluid properties (e.g. viscosity, thermal diffusivity) are assumed constant. We also assume that the flow is time dependent and two dimensional, and that the liquid property is constant except for the water density, which changes with temperature and in turn results to the buoyancy force. We can non-dimensionalise the coordinates \( x, y \), velocity components \( u, v \), time \( t \), pressure \( p \) and temperature \( T \) by

\[
U = \frac{u}{U_*}, \quad V = \frac{v}{U_*}, \quad X = \frac{x}{H}, \quad Y = \frac{y}{H}, \quad \tau = \frac{t}{U_*}, \quad P = \frac{p}{\rho U_*^2}, \quad \phi = \frac{T - T_m}{T_m - T_\infty}.
\] (2.2)

where \( x \) and \( u \) are horizontal, \( y \) and \( v \) are vertical; \( U_* = \sqrt{\frac{\rho c_p}{\rho \alpha}} \) is the relative frontal velocity and domain height \( H \). We also define dimensionless parameters, the Reynolds \( Re \), Prandtl \( Pr \) and Froude \( Fr \) numbers, by

\[
\nu = \frac{\mu}{\rho}, \quad \alpha = \frac{k}{\rho c_p}, \quad Re = \frac{U_* H}{\nu}, \quad Pr = \frac{\nu}{\alpha}, \quad Fr^2 = \frac{\rho_m U_*^2}{g \beta (T_m - T_\infty)^2 H},
\] (2.3)

where \( \nu \) and \( \alpha \) are the respective diffusivities of momentum and heat, and \( \mu \) is viscosity, \( k \) is thermal conductivity and \( c_p \) is specific heat capacity. In terms of these dimensionless variables and parameters, the continuity equation, the horizontal and vertical momentum equations and the thermal energy equation are given as

\[
\frac{\partial U}{\partial X} + \frac{\partial V}{\partial Y} = 0
\] (2.4)

\[
\frac{\partial U}{\partial \tau} + U \frac{\partial U}{\partial X} + V \frac{\partial U}{\partial Y} = - \frac{\partial P}{\partial X} + \frac{1}{Re} \left( \frac{\partial^2 U}{\partial X^2} + \frac{\partial^2 U}{\partial Y^2} \right)
\] (2.5)

\[
\frac{\partial V}{\partial \tau} + U \frac{\partial V}{\partial X} + V \frac{\partial V}{\partial Y} = - \frac{\partial P}{\partial Y} + \frac{1}{Re} \left( \frac{\partial^2 V}{\partial X^2} + \frac{\partial^2 V}{\partial Y^2} \right) + \frac{1}{F^2} (\phi^2 - 2\phi)
\] (2.6)

\[
\frac{\partial \phi}{\partial \tau} + U \frac{\partial \phi}{\partial X} + V \frac{\partial \phi}{\partial Y} = \frac{1}{Re Pr} \left( \frac{\partial^2 \phi}{\partial X^2} + \frac{\partial^2 \phi}{\partial Y^2} \right)
\] (2.7)

Domain of the study is consists of a domain length \( L \) of total \( L = 7000 \), i.e., \( 0 \leq X \leq 7000 \), and a domain height \( H = 1000 \) i.e., \( 0 \leq Y \leq 1000 \). It is also important to mention here that the term \( L_s \) is used to describe the spread length of the surface gravity current.

Our initial conditions are an undisturbed, homogeneous medium,

\[
U = 0, \quad V = 0, \quad \phi = 0, \quad \text{for} \quad \tau < 0
\] (2.8)

For \( \tau \geq 0 \) we have boundary conditions as follows. On the side walls:

\[
U = 0, \quad V = 0, \quad \frac{\partial \phi}{\partial X} = 0
\] (2.9)
At the plume source:

\[ U = U_*, \quad V = 0, \quad \phi_{in} = 2.5 \text{ for } L/14 \text{ and } \phi_{in} = 0 \text{ for } 13L/14, \]

for \( X = 0 \), at \( Y = H \) \hspace{1cm} (2.10)

On the floor of the domain:

\[ U = 0, \quad V = 0, \quad \frac{\partial \phi}{\partial Y} = 0 \]

(2.11)

At the top of the domain:

\[ \frac{\partial U}{\partial Y} = 0, \quad V = 0, \quad \frac{\partial \phi}{\partial Y} = 0 \]

(2.12)

The Reynolds number \( Re = 500 \), Froude number \( Fr = 1 \) and Prandtl number \( Pr = 7 \) will be fixed throughout this study. The dimensionless temperature \( \phi_{in} = 2.5 \) on \( L/14 \) is equivalent to a discharge at 10°C into an ambient at 0°C. Numerical solution of the above equations is by means of COMSOL Multiphysics software. This commercial package uses a finite element solver with discretization by the Galerkin method and stabilisation to prevent spurious oscillations. We have used the "Extremely fine" setting for the mesh. Time stepping is by COMSOL’s Backward Differentiation Formulas. Further information about the numerical methods is available from the COMSOL Multiphysics website [21]. Results will be illustrated mainly by surface temperature plots of dimensionless temperature on a colour scale from dark red for the ambient temperature \( \phi = 0.0 \), through yellow to white for the source temperature \( \phi = 2.5 \). Except at some point in the density current where we may have repeated temperature colour scale for a different temperature. Note that \( \phi = 1.0 \) corresponds to the temperature of maximum density while \( \phi = 2.0 \) is the temperature at which warm water has the same density as the ambient cold water.

3 RESULTS

The behaviour of warm discharge through lock-exchange in cold fresh water had just been investigated over the range of discharge temperature \( 2.5 \leq \phi_{in} \leq 6 \), and for fixed Reynolds number \( Re = 500 \), Froude number \( Fr = 1 \) and Prandtl number \( Pr = 7 \), and varied barrier position between \( L/14 \) and \( 5L/14 \). However, the evolution of temperature field for \( \phi_{in} = 2.5 \) is shown in Figure 2, 3, 4 and 5, within the time range \( 0.1 \leq \tau \leq 300 \) and \( 40 \leq \tau \leq 320 \) respectively for effective analysis. Barrier position in the case as shown in Figure 2 and 3 is at \( 5L/14 \), with \( \phi_{in} = 2.5 \) on the right hand side, and \( \phi_{in} = 0 \) on the left hand side. Meanwhile, the case as shown in Figure 4 and 5 is at \( L/14 \), with \( \phi_{in} = 2.5 \) on the right hand side, and \( \phi_{in} = 0 \) on the left hand side. Within the first few time interval of the simulation, we observe the commencement of a cabling process at the point where the two water masses meet. This in turn had led to the production of insignificant amount of dense water (see Fig. 2(b)), even as the lighter fluid on the right hand side began to override the ambient fluid forming surface current. But as time progresses, significant amount of denser fluid had descended to the floor. But then, the interaction between the ambient and the warm fluid had created an unstable interface (Rayleigh-Taylor instabilities), which ranges from the nose or head of the surface current to the rear (see Fig. 2(d)) even as the most buoyant fluid still penetrate further with a sharp head. However, the motion of this surface current decreases with time, while the mode of the unstable layer or the Rayleigh-Taylor instabilities increases with time (see Fig. 2(d) - (e), Fig. 3(f) - (g) and Fig. 4(b)). Within the process, we could also observe that the penetrating frontal head is always found to be replenished by a surface flow of warm unadulterated water from the rear, and this enables the current to penetrate further and also appeared to have maintained this sharp head as it advances (see Fig. 4(b) - (e) and Fig. 5(f)).

During the flow, we could also observe that any vacuum created by the warmer fluid as it forms the surface current is always replaced by the
ambient fluid until the ambient fluid reflected at the left hand side wall and causes disruption at the rear of the frontal head (see Fig.3(h) & (i) and Fig.4(c)). It is clear that this single disruption has in turn intensifies the mixing rate at the rear, and this may also have caused a reduction in the motion of the current as the reverse reflected wave travel past the frontal head. This process also enabled a supply of warm water to the sinking zone (see Fig.3(h) & (i) and Fig.4(c)) as also recorded by Marmoush et al. [17]. However, mixing between the warm and the ambient fluid mostly occur at the interaction layer and any part that have mixed up to the $T_m$ descending from the surface current (see Fig. 4(f) - (i)).

Meanwhile, as denser fluid became significant on the floor, it has also formed a density current with a sharp frontal head advancing in the same direction as that of the surface current (see Fig. 4(c) - (e) and Fig. 5(f) - (i)). To a certain length, we could also observe that the surface current had moved a much significant distance $L_s$ (measured from the barrier position). The volume of this lighter water had reduced gradually and the velocity with which it travels with had also decreased almost to a halting state. This behaviour continued until the surface gravity current eventually halted, while the denser fluid continue to descend from different positions at the surface (see Fig.5(g) & (h)).

It is also becoming clear that denser fluid on the floor continue to spread outwards on the floor with a leading sharp head displacing the ambient fluid upwards (see Fig. 4(e) and Fig. 5(f) - (i)). It is also obvious that fluid in the density current is a mixture of different temperatures though, it is denser than both the ambient and the warm discharge. At much later time, development of Kelvin-Helmholtz instabilities was observed as density current advance towards the right hand side wall (see Fig. 6). However, this fluid will continue to flow as a density current as it mixes downstream until fluid density in the density current become the same as that of the ambient. In reality it is expected that all

the descending fluid will spread outwards on the floor mixing further to become the same density as the ambient fluid assuming the domain length is of countably infinite size or large enough to observe that. Thus, this is a limitation here as our domain of computation did not allow us to examine this scenario as density current mixes with ambient fluid downstream. But then, the development of Kelvin-Helmholtz instability as it penetrates further enables the denser water to blend very fast with the ambient.

Behaviour of the surface current is also shown for $\phi_m = 3, 4, \text{and} 6$ in Figure 7, 8 and 9, where the first figure in each of the cases as shown in (Figure 7(a), 8(a) and 9(a)) shows the maximum penetration length $L_s$ where the plume eventually halted. While, the (b) part show the advancement of the density current. However, the general behaviour in the results here is the same as described previously except for the quick advancement of the surface current to attain a greater penetration length within a short period before it eventually halted. Thus, the penetration length of the surface current increases with temperature, and decreases with time when compared with those in Fig. 2, 3, 4 & 5. The possible explanation to this might be that, plumes with the high temperature input possesses greater energy. Hence, such plumes could penetrate the ambient fluid faster to attain greater length within a short period, and this in turn enhances fast mixing rate that have led to entrainment of ambient fluid. This process also enhance quick production of denser fluid before the nose was finally arrested by cabbeling.

Whereas, those with the lower temperature input penetrate the ambient slowly, so they took longer time to mix. However, on the floor the denser fluid spread further outwards as a density current with a leading head with some degree of Kelvin-Helmholtz instabilities (see Fig.7(b)). Whereas, the current in Fig.8(b) and Fig.9(b) have not developed up to the stage as that in Fig.7(b)) within the simulation time.
Fig. 2. Evolution of temperature field in the surface gravity current for $Fr = 1$ and Reynolds number $Re = 500$ with $\phi = 2.5$ at time $0.1 \leq \tau \leq 100$.

Fig. 3. Evolution of temperature field in the surface gravity current for $Fr = 1$ and Reynolds number $Re = 500$ with $\phi = 2.5$ at time $130 \leq \tau \leq 300$. 
Fig. 4. Evolution of temperature field in the surface gravity current for $Fr = 1$ and Reynolds number $Re = 500$ with $\phi = 2.5$ at time $40 \leq \tau \leq 250$

Fig. 5. Evolution of temperature field in the surface gravity current for $Fr = 1$ and Reynolds number $Re = 500$ with $\phi = 2.5$ at time $260 \leq \tau \leq 320$
Fig. 6. Temperature field in the surface gravity current for $Fr = 1$ and Reynolds number $Re = 500$ with $\phi = 2.5$ at $\tau = 550$.

Fig. 7. Temperature field in the surface gravity current for $Fr = 1$ and Reynolds number $Re = 500$ with $\phi = 3$ at time 210 & 450.
The behaviours as observed here in this paper also corresponds to some of the earlier experimental investigations by Marmoush et al. [17] and Bukreev [18]. For those by Bukreev [18], the author considered a discharge of temperature $\phi_m = 19.7^\circ C$, and the ambient temperature to be $\phi_a = 0.2^\circ C$. The author observed a vertical front immediately after the removal of the barrier in the form of a thermal bar within the first 10 -12 seconds, and observe denser fluid sinking to the bottom. The quick production of denser fluid that sinks might be as a result of the little disturbance of the fluid during the gate removal. Whereas, we were also able to observe a cabbeling process at the start of the simulation but could not record denser fluid within this time. Apart from this difference, every other behaviour were also recorded by both Marmoush et al. [17] and Bukreev [18], only that Marmoush et al. [14] did not give detailed explanation on the density current as denser fluid get to the floor, neither did the authors record any cabbeling process which seemed to be a necessary event immediately after the gate removal.

![Temperature field in the surface gravity current for $Fr = 1$ and Reynolds number $Re = 500$](image)

*Fig. 8. Temperature field in the surface gravity current for $Fr = 1$ and Reynolds number $Re = 500$ with $\phi = 4$ at time 185 & 300*

Speed with which the frontal head of the surface current $U_{ds}$ travels with time $\tau_n$ for plumes with $\phi_m = 2.5$ and 3 as represented by the blue and the red dots as shown in Figure 10. The advancement in the frontal head of the surface current is very different from the earlier description as given in the introduction that currents usually undergo either two or three distinct phases of flow: a slumping phase, self-similar phase and viscous phase [12, 14]. In such a scenario, it is expected that rate of decrease in velocity of the surface current occurs gradually, whereas in our investigation here, cabbeling process begins immediately the gate was removed. And as denser fluid at $T_m$ is produced at every point in the surface current that sink to the floor due to cabbeling, this process caused a sudden decrease in velocity of the frontal head resulting to a quick halt. A similar behaviour were also recorded by Marmoush et al. [17]. However, Figure 10 show the case with a linear and logarithmic scale, where the relations that were drawn fit the case for a self-similar phase for the various $\phi_m$ values.
Fig. 9. Temperature field in the surface gravity current for \( F_r = 1 \) and Reynolds number \( Re = 500 \) with \( \phi = 6 \) at time 130 & 200.

(a) \( \phi = 6 \) at \( \tau = 130 \)

(b) \( \phi = 6 \) at \( \tau = 200 \)

Fig. 10. Propagation speeds of the surface current \( U_{ds} \) for plumes with discharge temperature \( \phi_{in} = 2.5 \) & 3 with respect to time \( \tau_n \).

Therefore, a single regime could be identified from the various plots, and shown as a fairly straight line that represents the best fit power laws obtained by linear regression of \( \log U_{ds} \) on \( \log \tau_n \) for \( \phi_{in} = 2.5 \) and 3:
Fig. 11. Variation of spreading distance of the surface current $L_s$ for plumes with discharge temperature $\phi_n = 2.5$ & 3 with respect to time $\tau_n$. 

\[ U_{ds} = 113.24\tau_n^{-0.379} \quad [R^2 = 0.993] \quad (3.1) \]
for $\phi_n = 2.5$, and

\[ U_{ds} = 125.57\tau_n^{-0.321} \quad [R^2 = 0.997] \quad (3.2) \]
for $\phi_n = 3$, where $R^2$ is the regression coefficient in each case.

Result with the linear scale as shown in Fig.10(a) also looks similar to those by Bukreev [18], where the author have considered the speed of the surface current at different barrier position. Furthermore, Fig.11 also show empirically determined spread length $L_s$ of the surface current measured from the barrier position to the point where the surface current eventually halted and plotted against time $\tau_n$ for the various $\phi_n = 2.5$ and 3.

Fig. 12. Variation of spreading distance of the density current $L_{dc}$ for plumes with discharge temperature $\phi_n = 2.5$ & 3 with respect to time $\tau_n$. 

\[ U_{ds} = 113.24\tau_n^{-0.379} \quad [R^2 = 0.993] \quad (3.1) \]
for $\phi_n = 2.5$, and

\[ U_{ds} = 125.57\tau_n^{-0.321} \quad [R^2 = 0.997] \quad (3.2) \]
for $\phi_n = 3$, where $R^2$ is the regression coefficient in each case.
Fig. 13. Dimensionless temperature profiles at some point close to the surface $\phi(X, 900)$ at time $\tau = 50, 100, 150, 200, 250, 300$ for plumes with $Re = 500$, $Pr = 7$, $\phi_{in} = 2.5$ and for $Fr = 1$.

Result with the linear scale as shown in Fig.11(a) also looks similar to those by Bukreev [18], as the author considered the spread length of the surface current at different barrier position. However, in our result here, a single regime could be identified in this case from the various plots as shown in Fig.11(b). Where it is shown as a straight line that represents the best fit power laws obtained by linear regression of $logL_s$ on $log\tau_n$ for $\phi_{in} = 2.5$ and $3$: 
Fig. 15. Plot of the final spread length of the surface current $L_{sm}$ as a function of $\phi_{in}$.

Fig. 16. Plot of the Time taken to reach the final spread length of the surface current $\tau_{sm}$ as a function of $\phi_{in}$.

\[ L_s = 113.24 \tau_{in}^{0.621} \quad [R^2 = 0.997] \]  
\[ L_s = 125.57 \tau_{in}^{0.677} \quad [R^2 = 0.999] \]  
for $\phi_{in} = 2.5$, and

for $\phi_{in} = 3$.

We have also considered the spreading behaviour of the density current $L_{dc}$ on the floor, and this is
shown in Figure 12. for $\phi_m = 2.5$ and 3 as represented by the blue and red dotted lines. The density current here is described in three distinct phases, where the first phase is between $\tau_n = 20$ and 40. At this point, we observe a cabling process at the initial time interval of the simulation together with a slumping phase that have led to the production of insignificant amount of denser fluid descending to the floor. This fluid began to flow in the same direction as that of the surface current, but then, the flow of this denser fluid on the floor was disrupted by the slumping phase being that its volume was small. Thus, this behaviour resulted to a decrease in its spread length as warmer fluid move upwards, trying to override the ambient fluid. After wards is the second phase which occurs within the time range $\tau_n = 40 & 160$ for $\phi_m = 3$, and $\tau_n = 40 & 180$ for $\phi_m = 2.5$. Within this phase, it was observed that the deflection of ambient fluid on the left hand side wall after the slumping phase enhances vigorous mixing, leading to quick production of denser fluid with a leading head as significant amount of denser fluid was produced. Whereas, the last phase occurs as denser fluid from different position at the surface descends to the floor, linking the initial leading head. This behaviour now led to a sudden increase in the density current. This observation was made within the time range $\tau_n = 180 & 440$ for $\phi_m = 3$, and $\tau_n = 200 & 550$ for $\phi_m = 2.5$. Therefore, we could identify three phases in the various $\phi_m$ cases as shown in Fig.12. Relations are also drawn that describe these different phases (spreading distance $L_{dc}$) as a function of time for both cases. Thus, this is shown by the lines in Fig.12, which represent best fit power laws obtained by linear regression of $\log L_{dc}$ on $\log \tau_n$ in table 1 and 2.

| Phase | $L_{dc}$ formula | Error $L_{dc}$ |
|-------|-----------------|---------------|
| 1st   | $\approx 2982.2r^{-0.0692}$ | $\approx \pm 0$ |
| 2nd   | $\approx 4.8171^{-1.048}$ | $\approx 0.175$ |
| 3rd   | $\approx 4.7289^{-1.195}$ | $\approx 0.280$ |

Profiles of temperature and vertical velocity component on the surface gravity current at the height $Y = 900$ at some distance below the surface were examined, so as to get more information on the spreading behaviour of the current. This is shown in Figure 13 and Figure 14, for $\phi = 2.5$. It is clear from the profile of temperature (Fig.13) that there was intense mixing at that level except at $\tau = 50$ where a very warm fluid was observed up to a significant distance. When examined properly, we can again notice that most of the fluid within the time range $200 \leq \tau \leq 300$ is already dense right at the barrier position. Thus, we can say in general that, temperature decreases rapidly with time at that level. With discharge temperature $\phi = 2.5$, the plume just required little mixing to attain the same density as that of the ambient. The fluctuations in the temperature profiles also confirm that decrease in temperature with horizontal length is not monotonic. In a similar manner, we can also confirm from the profiles of vertical velocity (Fig.14) that there is a lot of upwards and downwards movement of the fluid at that level. Where the downwards velocities as recorded indicates the process where fluid that have mixed up to a temperature $\phi < 2$ starts to sink at that level. Similar downwards velocities were also recorded by George & Kay [15] at some point close to the surface when the authors considered plumes that impinge on a ceiling through warm discharge.

Lastly, we have also considered plots of the final spread length of the surface current $L_{sm}$ and the time taken to reach that final spread length $\tau_{sm}$ as a function of $\phi_m$, as shown in Figure 15 and 16. As we have explained previously that the advancement of the most buoyant fluid is always quicker and as such attain a greater penetration length within a short period before being arrested by cabling.
Thus, the penetration length of the surface current increases with temperature, and decreases with time and this is evident in Figure 15 and 16. Therefore, a single regime was identified from the various plots, and shown as a straight line that represents the best fit power laws obtained by linear regression of both $\log L_{sm}$ and $\log \tau_{sm}$ on $\log \phi_{in}$:

$$L_{sm} = 1946.6 \phi_{in}^{0.723} \quad [R^2 = 0.901]$$ (3.5)

for $\phi_{in} = 2.5$, and

$$\tau_{sm} = 509.1 \phi_{in}^{-0.754} \quad [R^2 = 0.975]$$ (3.6)

for $\phi_{in} = 3$, where $R^2$ is the regression coefficient in each case.

4 CONCLUSION

We have thoroughly investigated the behaviour of warm discharge through lock exchange, with the assumption that density was taken as a quadratic function of temperature. However, our results here are very similar to the experimentally studied cases by Marmoush et al. [17] and Bukreev [18], where we observe high level of Rayleigh-Taylor instabilities as warm water penetrate the ambient fluid as surface current. A process where fluid that have mixed up to $T_m$ or a temperature close to it descending from the surface current due to cabbeling were also observe. In our investigation here, we were unable to observe the slumping phase and the viscous phase as described in most of the earlier investigations [12, 14], when considering speed with which the frontal head of the surface current $U_{ds}$ travels with as a function of time. This is due to the fact that cabbeling process begins immediately we assume gate removal. And as denser fluid at $T_m$ is produced at every point in the surface current that sink to the floor due to cabbeling, this process causes a sudden decrease in velocity of the frontal head right from the start of the simulation, and this in turn resulting to a quick halt of the surface current. Though, both Marmoush et al. [17] and Bukreev [18] did not obtain a relation that describe the rate of spread of the surface current. Whereas, we were able to provide relation that fit the case for a self-similar phase for the various $\phi_{in}$ values as given in equation (13) and (14). Relations were also drawn that describes spread length of both the surface and density current as a function of time, and this is given in equation (15) and (16) and in table 1 & 2. Relation that describe the final spread length of the surface current $L_{sm}$ and the time taken to reach that final spread length $\tau_{sm}$ as a function $\phi_{in}$, are also given in equation (17) and (18), where it shows that penetration length of the surface current increases with temperature, and decreases with time and this is evident in Figure 15 and 16.

Lastly, we also observed that denser fluid on the floor had filled some given section of the domain (see Figure 6) but with a leading front together with some degree of Kelvin-Helmholtz instabilities immediately after the penetrating tip. It is ideal to make clear here that the fluid which seemed to have filled section of the domain is still part of the descending denser fluid, and it is expected of such fluid to spread outwards as density current. As also stated earlier, all of this denser fluid in reality will continue to spread outwards on the floor as density current mixing further to become the same density as that in the ambient assuming that the domain of computation is of greater length. Thus, this is a limitation here and have also restricted us from observing the full possible behaviour of the development of Kelvin-Helmholtz instability as $\tau$ take greater values.

This work as presented here is practical and relevant to many fields of study and also enhances policy making towards the protection of the aquatic ecosystems. We know that this irregular behaviour in the property of water is the primary cause for a number of phenomena such as the formation of: thermal bar, fountains, gravity currents, etc. These behaviours are mostly found in lakes, especially in holomictic lakes, and in the area where the two water masses meet, the mixing line of the water at the contact zone forms a descending plume that draws in surrounding water, causing a sharp thermal front.
Another practical source for which such behaviour could be found is in the disposal of waste water from power generating plant. It is a known fact thermoelectric power generating plants are known to have been using a large amount of water which was estimated to be of about 201 billion gallons per day mostly used for cooling. There are three basic types of cooling systems namely; once-through, closed-cycle, and dry cooling. The once-through cooling pattern is known to be the most water-intensive and the cause of the most severe environmental impacts, such as the killing of billions of fish, degrading aquatic ecosystems, and increasing the temperature of our rivers, lakes, and ocean waters by about 8 to 12°C once its warm discharge is released downstream.

Furthermore, if the ambient water is not deep enough, there is also the possibility that the plume could rise to the surface quickly and still be positively buoyant, where it spreads outwards as a surface gravity current, cooling further by entrainment and possibly by losing heat to the atmosphere: then cabling is bound to occur in the surface gravity current and any mixture that has either mixed to the temperature of maximum density or to a temperature close to it will sink forming a fountain. As a matter of fact, when any of these means of thermal pollution are situated close to natural water bodies, the discharge of such warm water may definitely give rise to environmental problems; where the sudden increase in the water temperature after discharge also leads to “thermal shock” killing aquatic life that has become acclimatised to living in a stable temperate environment. Thus, researchers can carry out more investigations on the biological aspect of it.
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