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ABSTRACT
Successful health risk prediction demands accuracy and reliability of the model. Existing predictive models mainly depend on mining electronic health records (EHR) with advanced deep learning techniques to improve model accuracy. However, they all ignore the importance of publicly available online health data, especially socioeconomic status, environmental factors, and detailed demographic information for each location, which are all strong predictive signals and can definitely augment precision medicine. To achieve model reliability, the model needs to provide accurate prediction and uncertainty score of the prediction. However, existing uncertainty estimation approaches often failed in handling high-dimensional data, which are present in multi-sourced data.

To fill the gap, we propose UN-certainty-based hEalth risk prediction (UNITE) model. Building upon an adaptive multimodal deep kernel and a stochastic variational inference module, UNITE provides accurate disease risk prediction and uncertainty estimation leveraging multi-sourced health data including EHR data, patient demographics, and public health data collected from the web. We evaluate UNITE on real-world disease risk prediction tasks: non-alcoholic fatty liver disease (NASH) and Alzheimer’s disease (AD). UNITE achieves up to 0.841 in F1 score for AD detection, up to 0.609 in PR-AUC for NASH detection, and outperforms various state-of-the-art baselines by up to 19% over the best baseline. We also show UNITE can model meaningful uncertainties and can provide evidence-based clinical support by clustering similar patients.

1 INTRODUCTION
In recent years, both patient electronic health records (EHR) and public health data are increasingly accumulated and available for researchers, which significantly advances the field of health informatics, especially for the health risk prediction task. Existing health risk prediction models mainly depend on mining EHR data with advanced deep learning (DL) techniques, which often capture disease patterns based on patients’ personal health trajectory \([1, 6, 7, 28, 30]\) and output a probability score that indicates the likelihood of a patient who will develop a target disease.

Multi-sourced Health Data Integration. However, existing DL models all ignore the importance of online public health data especially socioeconomic status, environmental factors and detailed demographic information for each location. In fact, many of these public health data are strong predictive signals and can definitely augment precision medicine such as patient health risk prediction. For example, studies have shown that environmental factors become important risk factors to the onset and progression for diseases like Alzheimer’s disease (AD) [19] and non-alcoholic steatohepatitis (NASH) [22]. Thus, how to integrate these data from difference sources to enhance the prediction performance is a new challenge for risk prediction task.

Model Uncertainty. Since existing DL models only output a probability score, which are known to be prone to overconfidence and are difficult to produce effective patient-level uncertainty scores [25]. This affects the model reliability especially in the clinical context. Since even a model has good average performance for a patient population, there still can be out-of-distribution (OOD) patients whose predictions are quite uncertain but often difficult to detect.

To provide uncertainty estimation, the probabilistic deep learning models including Bayesian neural networks (BNN) [36, 42] and sparse Gaussian process (GP) [27] has drawn recent interest. BNN models such as [43] learn a distribution over model parameters and use the uncertainty of the parameter weights to estimate the uncertainty of predictions. However, this approach usually requires a compromise between model complexity and expressiveness of variational distributions. Recently, there are also some attempts [15, 23] in modifying DNNs to approximate Bayesian, but they are not as flexible as non-parametric models such as GP models. Compared with BNN models, the GP models such as [9, 12–14] are more expressive, but at the computational expense of the need to store and process the data points for the covariance matrix. These disadvantages make existing GP-based approaches unable to model high-dimensional EHR data with reasonable efficiency and expressiveness. Therefore, it is essential and necessary to design an effective health risk prediction model to integrate multi-sourced health data and handle model uncertainty issue simultaneously.

Our Approach. To tackle all the aforementioned challenges, we propose UNITE, an uncertainty-based risk prediction model. Built upon an adaptive multimodal deep kernel and a stochastic variational inference module, UNITE provides accurate disease risk prediction and uncertainty estimation leveraging multi-sourced health data including including public health data and patient EHR. UNITE is enabled by the following technical contributions.

(1) A stochastic variational inference module to provide accurate prediction and patient-level uncertainty score. To
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provide informative predictions based on global correlations, we formulate a population-level GP classification task. We introduce non-Gaussian likelihood, stochastic variational inference (SVI), and inducing points to enhance computational tractability. Moreover, UNITE is able to provide meaningful patient-level uncertainty scores, which is a key step in applying these models in clinical decision support applications.

(2) **An adaptive deep kernel to integrate location-based public health risk factors.** The deep kernel module first applies to different data modalities, then uses a weight-based fusion network to learn the shared representation across all data modalities. The deep kernel module can effectively extract latent feature representations from multiple data sources.

(3) **Comprehensive evaluation and benchmarking on health risk prediction** We compare UNITE with 8 baselines (4 deep learning and 4 probabilistic deep learning methods) and 2 variants of UNITE on two disease prediction tasks for Nonalcoholic fatty liver disease (NASH) and Alzheimer. We utilize two large real-world longitudinal patient datasets and their related location based public health data in the experiment. Overall, UNITE significantly outperformed all the other baselines with 0.609 PRAUC for NASH and 0.927 in Cohen’s Kappa for AD. We also show the learned uncertainty scores could potentially be used to identify truly uncertain patients that are easily misdiagnosed, thus improving the overall prediction.

2 RELATED WORK

**Deep learning models for health risk prediction** mainly extract temporal patterns or graph structures from patients’ historical diagnosis and medication records in their EHR data. For example, [1, 4, 26, 35, 44] leveraged recurrent neural networks and its variant to better capture temporal health patterns. [6, 28] used bidirectional RNN and attention to capture the relationships of different visits for the prediction. [5, 29, 45] exploited graph-based attention mechanism to learn general knowledge representations for health risk prediction. [7] and [8] learned and exploited the graphical structure inherent in medical codes. In addition, [16, 24, 30] also considered patient demographics information the their models. However, in the real world, there are other factors, such as location-based health factors, also affect the health risks.

In this work, we aim to utilize data from multiple sources and build UNITE as a multimodal learning framework. Moreover, our work innovatively provides prediction along with uncertainty scores in an effort of promoting clinical applications.

**Probabilistic deep learning models for predictive health** include Bayesian neural networks (BNN) [42] and sparse Gaussian process (GP) [27] has drawn recent interest. For example, [43] proposed to use Bayesian neural networks (BNN) to capture model uncertainty. It learns a distribution over model weights and pass the uncertainty of the weights to eventually estimate the uncertainty in the predictions. However, this approach usually requires a compromise between model complexity and expressiveness. Also it could not learn population-level correlation among patients.

Compared with BNN models, GP models are more flexible and expressive. Recent attempts include [12–14], which used multi-task GP models for individual sepsis detection. Similarly, [32] proposed a multiple GP’s formulation to diagnose the Alzheimer’s disease. [3] developed a multi-output Gaussian process regression model for hospital patient monitoring. However, since GP models are expensive in storing data points for the covariance matrix, these works either focus on low dimensional numerical features or decompose the task into separate modeling without considering the global effect. Recently, [9] proposed to augment GP with a deep mean function for learning the global trend and a deep kernel for individual variability. However, it could not learn population-level correlation among patients. There are also attempts [11, 15, 23] in modifying DNNs to approximate Bayesian, but are not as flexible as non-parametric models such as GP.

In this work, we propose a GP-based model that has the following benefits: (1) It inherits the expressive power of GP and is augmented by a multimodal deep kernel that fuses multi-sourced data for improved representation power. (2) It reduces the computation cost by leverage stochastic variational inference with inducing points [39, 40] as an approximate to handle large-scale input data. (3) The covariance matrix provides population-level patient correlations, which could benefit evidence-based medicine.

**Combining GP and deep learning models** has drawn recent interest. Combined model can benefit from both the flexibility of kernel methods and from the structural properties of deep neural networks. [17] proposed to use a deep belief networks to learn a good covariance kernel in a semi-supervised learning framework. [41] developed Gaussian process regression network by replacing all weight connections in a Bayesian neural network with GP. Similarly, [10] replaced the activation function in a Bayesian neural network with GP in an unsupervised learning setting. [2] combined the GP with a feed forward neural network transformation. However, aforementioned methods are task specific and can not scale beyond a few thousand training points. Alternatively, [18] transformed the inputs of the base kernels with a deep architecture by applying deep neural networks as the feature-mapping function of GPs. More generally, [37–39] proposed deep kernel learning by parameterizing the kernels with neural networks to augment the model with the expressiveness power from deep architectures. Moreover, another line of works [10, 33] proposed a stacked GP model which has multiple layers of Gaussian processes.

In this work, we augment the deep kernel learning framework by learning a deep multimodal kernel function parameterized by well-designed deep neural networks.

3 METHOD

3.1 Problem Formulation

Given longitudinal EHR $E = \{X_i, y_i\}_{i=1}^P$ of $P$ patients, where patient $i$ is represented by a multivariate sequence $X_i := \{x_{i1}, x_{i2}, \ldots, x_{iT_i}\}$. Here $x_{iT_i}$ represents a medical code indicating the diagnosis or medication that patient $i$ receives at time $T_i$. The groundtruth targets are given as $y_i \in \{0, 1\}$ where $1$ means the patient has the disease and $0$ means not. In addition to the EHR dataset, we also have the access to the patient’s demographics data.
We leverage deep neural structures to effectively learn the meaning-with an inducing point for efficient training. Moreover, we denote the location-based health risk data (open-sourced on CDC website) as \( G \sim \{ G_k \}_{k=1}^L \) of \( L \) locations. \( G_k \sim \{ g_{1}^{(k)}, g_{2}^{(k)}, \ldots, g_{M}^{(k)} \} \), where each \( g_{j}^{(k)} \) denotes one of the location-based factors at location \( k \).

Problem 1 (Uncertainty-based Health Risk Prediction). Given the data from multiple modalities \( E, D, G \), our objective is to provide informative health risk prediction. Specifically, for a patient \( i \) at location \( k \) with EHR input \( \{ X_i \} \), demographics features \( \{ S_i \} \), and the location-based factors \( \{ G_k \} \), the model aims to output a health risk distribution \( p(y) \), such that (1) by evaluating the mean of \( p(y) \), i.e., \( \mathbb{E}(y) \), we can access the predicted health risk that indicates the probability of having the target disease; and (2) by computing the variance of \( p(y) \), i.e., \( \text{var}(y) \), we can quantify the uncertainty estimations about the model predictions.

Table 1: Notations used in UNITE

| Symbol | Definition and description |
|--------|----------------------------|
| \( E \) | The EHR dataset |
| \( X_i \) | The EHR record of patient \( i \) |
| \( x_{j}^{T} \) | The medical code of patient \( i \) at time \( T \) |
| \( D \) | The demographics dataset |
| \( s_{j}^{i} \) | The \( j \)-th demographics features of patient \( i \) |
| \( G \) | The location-based public health dataset |
| \( g_{j}^{(k)} \) | The \( l \)-th location-based features at location \( k \) |
| \( y \in \{ 0, 1 \} \) | Patient’s disease label |

3.2 The UNITE Model

UNITE comprises of two modules: the fused multimodal deep kernel module and the stochastic variational inference module. The fused multimodal deep kernel module first integrates data from multiple sources with different embedding mechanism, fuses them using a weight-based fusion technique to learn a shared embedding, and warps the embedding networks with a radial basis function (RBF) kernel. While stochastic variational inference (SVI) module takes the learned embedding to make predictions as well as perform uncertainty estimation based on global correlations. It is also equipped with an inducing point for efficient training.

(I) Fused Multimodal Deep Kernel Module

We leverage deep neural structures to effectively learn the meaningful feature representations from rich data. Specifically, we design different embedding frameworks for various data modalities. Then to learn a shared representation of comprehensive input data, we leverage an adaptive information fusion mechanism. The feature embedding networks are pre-trained using a linear classifier with cross-entropy loss to capture meaningful latent representations. The final step is to warp the latent vectors with a base RBF kernel.

3.2 The UNITE Model

UNITE comprises of two modules: the fused multimodal deep kernel module and the stochastic variational inference module. The fused multimodal deep kernel module first integrates data from multiple sources with different embedding mechanism, fuses them using a weight-based fusion technique to learn a shared embedding, and warps the embedding networks with a radial basis function (RBF) kernel. While stochastic variational inference (SVI) module takes the learned embedding to make predictions as well as perform uncertainty estimation based on global correlations. It is also equipped with an inducing point for efficient training.

(I) Fused Multimodal Deep Kernel Module

We leverage deep neural structures to effectively learn the meaningful feature representations from rich data. Specifically, we design different embedding frameworks for various data modalities. Then to learn a shared representation of comprehensive input data, we leverage an adaptive information fusion mechanism. The feature embedding networks are pre-trained using a linear classifier with cross-entropy loss to capture meaningful latent representations. The final step is to warp the latent vectors with a base RBF kernel.

EHR Records Embeddings. The EHR record of a patient includes a sequence of the diagnosis and medical codes for each visit. To learn the sequence embedding, we first tokenize the medical codes into sequences of integers (integers are indexes of tokens in a dictionary) as given by Eq. (1).

\[
\mathbf{h}_{d}^{0} = \text{Tokenizer}(X_{i})
\] (1)

Then we utilize a multi-layer transformer to learn the latent representations. Transformer, which is a multi-head attention based architecture, is able to learn the spatial relationships in the patient EHR records. In general, the attention mechanism maps a query and a set of key-value pairs to an output. The output is the weighted sum of the values, as the weight computed by a function of the corresponding query key pair. Since the self-attention mechanism contains no recurrence, it is a common practice that we add a position encoding to provide the sequential relationships of the input sequence as well [34].

We build multi-layer transformer blocks to capture the rich information in high-dimensional data. In detail, each transformer block sequentially applies a multi-head self attention layer, a normalization layer, a feed forward layer, and another normalization layer. We also add residual connections before the normalization to help the networks train faster. Specifically, given EHR record for patient \( i: X_i \sim [x_{1}^{(i)}, \ldots, x_{T}^{(i)}] \), the latent embedding is given by Eq. (2).

\[
\mathbf{h}_{n+1}^{d} = \text{Transformer} (\mathbf{h}_{n}^{d})
\] (2)

where \( n \) is a hyperparameter indicating the number of transformer blocks applied.

Demographics and Location-based Features Embeddings. Furthermore, the demographics and location-based features from different locations are embedded into the same hidden space. For those numerical and categorical data, we leverage multi-layer perceptrons (MLP) to learn the latent representations as given by Eq. (3).

\[
\mathbf{h}^{e} = \text{MLP} (\mathbf{x}); \quad \mathbf{h}^{g} = \text{MLP} (\mathbf{g})
\] (3)

Adaptive Fusion. We demonstrate how to fuse the learned three latent embeddings \( \mathbf{h}^{d}, \mathbf{h}^{e}, \mathbf{h}^{g} \) from different data modalities. To efficiently learn a shared embedding across them, we adopt a parametric-matrix-based fusion technique as given by Eq. (4).

\[
\mathbf{v} = \mathbf{h}^{d} \odot \mathbf{W}_{d} \odot \mathbf{h}^{e} \odot \mathbf{W}_{e} \odot \mathbf{h}^{g} \odot \mathbf{W}_{g}
\] (4)

where \( \odot \) is a Hadamard product, i.e., element-wise multiplication, and \( \oplus \) is the vector concatenation operator. \( \mathbf{W}_{d}, \mathbf{W}_{e}, \mathbf{W}_{g} \) are the learnable parameters that adjust the weights of the latent factors from different data sources.

Note that our proposed data fusion mechanism retains the flexibility to integrate any additional data modality by concatenating the modality embedding transformed by the corresponding weight matrix.

Pre-training Initialization. We pre-train the fused multimodal embedding networks for better initialization, following the implementation in [40]. We first apply a fully connected layer to the embedding outputs as a classifier. Then we pre-train the whole networks using Adam optimizer with the cross entropy loss objective.
in a supervised manner. In practice, by pre-trained initialization, we give the model a better prior to help the model converge fast.

**RBF Kernel Warping.** Using the individual level latent vectors obtained from Eq. (4), we can learn the population level covariance matrix among all the patients. Hence, we warp the fused latent vector outputs with a base kernel. In this work, we adopt the RBF kernel as it is widely-used in existing deep kernel method [39]. Given a pair of latent vectors \( \mathbf{v}, \mathbf{w} \in \mathbf{V} \), the RBF kernel function is defined as in Eq. (5).

\[
k_{RBF}(\mathbf{v}, \mathbf{w}) = \exp \left( -\frac{1}{2} \sum_{k=1}^{D} \frac{(l_k)^{2}}{(\sigma_k)^{2}} \right)
\]

(5)

where \( l = \{ l_k \}_{k=1}^{D} \) is the vector of length scale parameters and \( D \) is the size of latent vector. For the rest of the paper, we denote the kernel matrix computed on \( \mathbf{V} \) as \( K_{VV} \).

**Stochastic Variational Inference Module**

Exact inference and learning in Gaussian process model with a normal-Gaussian likelihood is not analytically tractable. Motivated by [39], we leverage stochastic variational inference with inducing points as an approximate technique to deal with large-scale input data.

Specifically, given the fused vector for patient \( i \) as \( \mathbf{V} = \{ \mathbf{v}_i \}_{i=1}^{P} \), we use Bernoulli likelihood to tackle the classification problem as in Eq. (6).

\[
(y|f) \sim \text{Bernoulli}\left( \frac{1}{1 + e^{-f}} \right); \quad f(V) \sim N(0, K_{VV})
\]

(6)

where \( f \) is generally known as the signal function that follows a Gaussian process prior. \( K_{VV} \) is the covariance matrix (a.k.a. kernel) as defined in Eq. (5).

Exact model inference for such Gaussian process Classification is intractable since the integral between the Gaussian process prior and Bernoulli distribution cannot be solved analytically. Motivated by [39], we design to solve our model using inducing points and stochastic variational inference.

Let \( \mathbf{Z} = \{ \mathbf{z}_m \}_{m=1}^{M} \) be the collection of inducing points and \( \mathbf{u} \) their corresponding signal. We then can express the joint signal distribution as given by Eq. (7).

\[
(f, \mathbf{u}) \sim N \left( \begin{bmatrix} 0 \\ K_{VV} \end{bmatrix} \mathbf{V} \right)
\]

(7)

Therefore, the signal distribution \( f \) conditioned on the inducing points is given by Eq. (8).

\[
(f|\mathbf{u}) \sim N(K_{VV}K_{ZZ}^{-1}K_{ZZ}^{-1}K_{VV}^{-1}K_{VV}, K_{VV}^{-1})
\]

(8)

Let \( \gamma = \{ \mathbf{I}, \mathbf{Z} \} \) be the model parameters. We seek to learn the parameters by optimizing the marginal likelihood \( p(y) \). By assuming a variational posterior over the joint signals \( q(f, \mathbf{u}) = q(\mathbf{u})p(f|\mathbf{u}) \) and following the derivation in [39], we obtain the empirical lower bound (ELBO) as in Eq. (9).

\[
\log p(y) \geq \mathbb{E}_{q(\mathbf{u}|f)}[\log p(y|f) - KL[q(\mathbf{u})||p(\mathbf{u})]]
\]

(9)

Eq. (9) can be optimized using any stochastic gradient methods since the likelihood function \( p(y|f) \) can be factorized over the data instance, i.e., \( p(y|f) = \prod_{i=1}^{N} p(y_i|f) \). Following the mean-field assumption, we specify the variational signal distribution by \( q(\mathbf{u}) = N(\mathbf{Z}\theta, \mathbf{I}\sigma^2) \), where \( \theta = \{ \alpha, \sigma^2 \} \). Optimizing the ELBO in Eq. (9) will require using Monte Carlo estimation on the first
we jointly optimize all the hyperparameters, including deep kernel pre-training initialization. Algorithm 1: The UNITE Method

Input: Training set: \( E := \{ X_i, y_i \}_{i=1}^P \), \( D := \{ S_i \}_{i=1}^P \), \( G := \{ G_k \}_{k=1}^L \), \( [y, \theta, w] \)

Deep kernel pre-training initialization

\begin{algorithm}
\begin{algorithmic}
\STATE \textbf{Training with stochastic variational inference}
\WHILE{the ELBO not converged}
\STATE Sample a batch set of patients \( B \subset \{ E, D, G \} \)
\FOR{each patient \( i \in B \)}
\STATE Draw \( B \) samples of \( u \) from \( q(u) \)
\ENDFOR
\STATE Estimate ELBO with Eq. (9) with the Monte Carlo samples \( (u, f_i) \)
\ENDWHILE
\STATE ELBO = \( \Sigma_{i \in B} \) ELBO\( _i \)
\STATE Perform stochastic gradient ascent to update \( \{ y, \theta, w \} \) based on ELBO; // End-to-end training while fine-tuning \( w \).
\end{algorithmic}
\end{algorithm}

HIV diagnosis rate, Hepatitis B cases, Hepatitis C cases, CLABSI-Standardized infection ratio, adult obesity, youth obesity, adult smoking, youth smoking, adult physical activity, youth physical activity, adult and youth nutrition, colorectal cancer screening rate, influenza vaccination coverage, and child vaccination coverage.

We integrate patient data with the environmental and location-based features using patients’ zip codes. Patients with the same zip code share the same location-based features \( G \). We merge the demographics \( D \) based on the unique patient ID.

Table 2: Data statistics of patient EHR.

| Dataset | NASH | Alzheimer |
|---------|------|-----------|
| Positive | 9640 | 29031 |
| Negative | 41777 | 43424 |
| Ave. #visit | 10.34 | 6.59 |
| Max. #visit | 105 | 99 |
| Min. #visit | 2 | 2 |
| Ave. #medical codes | 782.17 | 3546.03 |

4.2 Baselines and Variants

We compare UNITE with the following baseline models. For fair comparison, we use all datasets \( \{ E, S, G \} \) for all the models. For baseline methods, we concatenate the additional features (demographics and location-based features) with the EHR sequence embeddings to further perform the classification. For our proposed UNITE model, we provide the code in an anonymized github link:\(^3\)

\(^1\)Dataset can be accessed upon request.
\(^2\)https://sortablestats.cdc.gov/index.html/
\(^3\)https://anonymous.4open.science/r/7f570f6f-3d28-4401-9185-805c102c5bb8/
(a) Deep Learning Models.
- **LSTM** [26]: the first study of applying LSTM in learning to diagnose. LSTM learns to recognize the patterns in multivariate clinical time series. We feed the EHR sequences into LSTM model, and then concatenate with demographics and location-based features to produce the final prediction.
- **RETAI** [6]: a two-level attention-based neural model for disease risk detection. RETAI detects influential past visits and significant clinical variables within those visits such as key diagnoses. It receives the EHR data in a reverse time to mimic the practical clinical course.
- **Dipole** [28] employs a bidirectional RNN to embed the EHR data and applies three attention mechanisms to measure the inter-visit relationships by calculating the weights for previous visits.
- **MiME** [7] leverages the internal multilevel structure of EHR for improving risk prediction. MiME transforms the EHR into multi-level embeddings to accurately capture the different patterns of patients.

(b) Deep Learning Models with Uncertainty Estimations.
- **MC-Dropout** [15] uses dropout NNs to approximate Bayesian inference in GP. Since MC-Dropout is flexible and can be combined with any deep learning models, we build it upon the best deep learning baseline model Dipole. The dropout rate is set as 0.1 after grid search.
- **DeepEnsemble** [23] models the predictive distribution with uncertainty estimation using a proper scoring rule (negative log likelihood) as training criteria and training ensembles of NNs. We build it upon the best deep learning baseline Dipole. The number of ensemble models is chosen as 10.
- **DME-GP** [9] leverages a deep mean function learning global effect and a deep kernel function learning the individual trend. We use RNN embedding for deep mean and deep kernel to achieve the best performance on risk prediction.
- **INPREM** [43] captures predictive uncertainty leveraging Monte Carlo sampling and designs an efficient embedding network using attention-based encoding with a linear model for interpretability.

(c) Variants of **UNITE**. In addition, we consider two variants of the proposed model. (1) **UNITE**: with a fully-connected layer as the classifier, and (2) **UNITE**: dropout with Monte Carlo sampling for uncertainty estimations.

4.3 Implementation Details
For each of the AD and NASH detection tasks, we randomly split the dataset into training, validation, and testing sets in a 64:16:20 ratio. The dimension of medical code embedding is set as 128 for all models. The vocabulary size are 26706 for NASH detection and 31467 for AD detection. The sequence length is chosen as 200 according to the data statistics. For demographics data, we consider the following features: patient gender, age and zip codes. For location-based public health features, we use in total 34 different features as described in Section 4.1. The embedding dimension for both demographics features and location-based public health features are set as 2. For training all approaches, we use Adam [29] with the batch size of 256 and the learning rate of 1e-3. We train all the models until convergence. We use the cross entropy loss. All models are trained on Ubuntu 16.04 with 128GB memory and a Nvidia Tesla P100 GPU.

**UNITE Setup.** To embed patient EHR records data, we use 2 blocks of transformers, each block applies a multi-head self attention layer, a normalization layer, a feed forward layer and another normalization layer. For demographics and location-based feature embeddings, we both set 2 fully-connected layers to learn the latent representations. The number of inducing points is set as 200. The hidden dimension for fused vector is set to 16. For transformer, we set the depth as 2 and number of heads as 8.

**Baseline Setup.** We implement RETAIN4, Dipole5, MiME6, DeepEnsemble7, MC-Dropout8, and DME-GP9 based on the available code repositories. For INPREM, we acquired the code from the authors. We implement LSTM ourselves. For each of the baseline models, we perform grid search for the best hyperparameters.

4.4 Metrics
Since the datasets in the experiment are imbalanced, we choose metrics that are fit for measuring model performance under data imbalance setting.

(1) **F1 Score**: \( \text{F1} = 2 \cdot \frac{(\text{Prec} \cdot \text{Rec})}{(\text{Prec} + \text{Rec})} \), where Prec is precision and Rec is recall.

(2) **Cohen’s Kappa (k)**: can be used to measure the performance of the different classifiers for the same dataset, especially useful for imbalanced dataset. It is computed as below.

\[
\kappa = \frac{p_o - p_e}{1 - p_e}
\]

where \( p_o \) is the observed agreement, which is identical to accuracy, \( p_e \) is the expected agreement, which is the probability of random seeing each category.

(3) **Area Under the Precision-Recall Curve (PR-AUC)**:

\[
\text{PR-AUC} = \sum_{k=1}^{n} \text{Prec}(k)\Delta\text{Rec}(k),
\]

where \( k \) is the \( k \)-th precision and recall operating point.

4.5 Results

**Exp 1. Performance Comparison**
We experimentally evaluate UNITE against leading deep learning based risk prediction models, as well as the state-of-the-art probabilistic deep learning models with uncertainty estimation on two tasks: NASH detection and AD detection. NASH is more difficult to understand the benefit of UNITE compared with other methods. We...
report the results in Table 3. Results are averaged over 3 random runs. The best results are presented in bold figures.

On both datasets, UNITE significantly outperforms the best baseline method by up to 19% in Cohen’s Kappa. The performance gains of UNITE are attributed to the well-designed embedding structure and the efficient data fusion module to model the individual-level features, as well as the uncertainty modeling provided by GP, which enables the model to learn population-level correlation.

**Significance Testing.** To validate our claim that UNITE outperforms all the baseline methods across all the metrics (e.g. the difference between the result of UNITE and the baseline is larger than zero). We conduct a t-test with significance level α as 1%. For each of the baseline, we first calculate the t statistic of the differences between the baseline results with the UNITE result for all metrics. With the t statistic, we calculate the p-values for all baseline methods and report them as follows: (1) LSTM: \( p = 0.0099; \) (2) MiME: \( p = 0.0004; \) (4) Dipole: \( p = 0.0014; \) (6) RETAIN: \( p = 0.0063; \) (3) DeepEnsemble \( p = 0.0021; \) (5) MC-Dropout: \( p = 0.0004; \) (7) DME-GP: \( p = 0.0006; \) (8) INPREM: \( p = 0.0085. \) All of them are below the significance level 1%. Hence, we reject the null hypothesis and accept the alternative hypothesis, i.e. true mean is greater than zero. This indicates UNITE is significantly better than all baselines.

Overall, deep learning models with uncertainty estimations perform better than the models without uncertainty modeling since Bayesian modeling can better capture individual patterns and thus provide more accurate predictions. Compared with existing uncertainty estimation models, UNITE further outperforms all the baselines. With the benefit from a well-designed embedding structure in our deep kernel function, GP aims to give predictions and uncertainties by learning the global correlation among all the patients, while other uncertainty modeling methods do not capture the population-level relationships. Although DME-GP also uses GP, it does not learn the population level uncertainty but models the global trend with a multilayer perceptron neural network.

Between the two tasks, UNITE provides more performance improvement compared with baselines on NASH detection, which shows UNITE benefits more for diseases that are more uncertain since NASH is difficult to diagnose without biopsy. With the predictive variances, UNITE and other Bayesian models are more robust in terms of model mis-specification and out-of-distribution examples. In addition, we can observe that even the variant UNITE\(_d\) (i.e., it replaces the variational inference module with a fully connected classifier) can achieve comparable performance to baselines on the NASH dataset and even better on the AD dataset. In other words, without employing GP, only using the multi-sourced data is effective for risk prediction. To further improve the performance and provide the utility of the designed model, we investigate the uncertainty-based variant UNITE\(_b\), which estimates uncertainty with Monte Carlo sampling to approximate Bayesian NNs, performs better than UNITE\(_d\). This result demonstrates considering uncertainty in risk prediction is necessary. However, UNITE achieves the best overall performance among all the baselines and its two variants, which conforms the reasonableness of the designed model and the effectiveness of GP for risk prediction.

**Exp 2. Leveraging Uncertainty to Improve Prediction**

In clinical decision making where overconfident incorrect predictions can be harmful or offensive, it would be better to set the highly uncertain subjects aside for human experts to evaluate. Also, it is always better to continue improving the prediction score to reach some thresholds that are reliable enough for decision making.
We remove the top 20%, 50% and 80% of patients based on their uncertainty scores, respectively. The model achieves higher score gradually, especially for NASH that is highly uncertain and thus difficult to detect.

| NASH  | F1 Score | Cohen’s Kappa | PR AUC |
|-------|----------|---------------|--------|
| 0%    | 0.572 ± 0.007 | 0.486 ± 0.009 | 0.609 ± 0.005 |
| 20%   | 0.592 ± 0.028 | 0.501 ± 0.037 | 0.587 ± 0.007 |
| 50%   | 0.608 ± 0.059 | 0.522 ± 0.076 | 0.602 ± 0.020 |
| 80%   | 0.621 ± 0.080 | 0.537 ± 0.100 | 0.610 ± 0.012 |

| AD    | F1 Score | Cohen’s Kappa | PR AUC |
|-------|----------|---------------|--------|
| 0%    | 0.840 ± 0.004 | 0.725 ± 0.005 | 0.856 ± 0.020 |
| 20%   | 0.858 ± 0.032 | 0.754 ± 0.060 | 0.890 ± 0.010 |
| 50%   | 0.868 ± 0.051 | 0.763 ± 0.079 | 0.894 ± 0.020 |
| 80%   | 0.880 ± 0.069 | 0.763 ± 0.074 | 0.905 ± 0.037 |

To investigate whether leveraging UNITE and the learned uncertainty score could potentially identify truly uncertain patients that are easily misdiagnosed and thus improve the prediction, we perform the analysis below. We remove the patients with high uncertainty and check the improvement of the performance without re-training the model. We remove the top 20%, 50%, and 80% of samples based on their uncertainty scores respectively for comparison. The results are listed in Table 4. As expected, for NASH that is highly uncertain for diagnosis, leveraging uncertainty score and ruling out highly uncertain patients could significantly improve the all accuracy measures for the rest of the cohort. For AD which has more distinguishing disease patterns, the performance could still be improved.

Exp 3. Effect of Multiple Data Sources

We conduct an ablation study to understand the contribution of each data sources in UNITE. We remove/change the data modalities as below and compare the accuracy scores. The parameters in all the variants are determined with cross-validation, and the best performance is plotted in Fig. 2. We compare UNITE with the reduced models below:

- **UNITE-G-D**: without using location-based data G and demographics D, only EHR sequences E are used for training and inference.
- **UNITE-G**: without using location-based features, trained on patient EHR data E and demographics D.

From Fig. 2, it can be observed when we solely use the patient EHR data for disease risk prediction, the performance drops largely especially for NASH which is hard to diagnose. It suggests the necessity of using all data including patient demographics and location-based features.

**Exp 4. Clustering Effect of UNITE**

To investigate their effectiveness of learned covariance matrix, we compare two GP models, UNITE and DME-GP. We randomly sample an unseen dataset including 200 patients (100 positive and 100 negative) and expect that the models could perfectly cluster the population into 2 groups based on patients’ similarities. The clustering effect of GP models is based on the learned covariance matrix $\Sigma = K_{VV}$, as specified in Eq. (5). Element $\sigma_{i,j}$ in the i-th row and j-th column represents the correlation between sample i and sample j. Larger value indicates higher correlation. The diagonal of $\sigma$ consists of the variance $\sigma^2_i$ of the i-th sample.

To visualize the effect of learned correlations, we use spectral biclustering algorithm [21] to cluster the rows and columns of $\Sigma$ according to their values. As shown in Figure 3, UNITE successfully clusters the population into 2 groups, which is aligned with the ground-truth. On the contrary, DME-GP fails learn any meaningful correlations among patients. The reason is that DME-GP applies both deep mean function and deep kernel function. The deep mean function is used to model the global trend. However, in this way, DME-GP fails to model the population-level uncertainties. Our proposed UNITE fully utilize the uncertainty modeling power given by the kernel functions.

**5 CONCLUSION**

In this paper, we propose UNcertaiNty-based hEalth risk prediction (UNITE) model, that it built upon an adaptive multimodal deep kernel and a stochastic variational inference module, to provide accurate disease risk prediction and uncertainty estimation leveraging multi-sourced health data including public health data and patient EHR. Experiments on two disease detection tasks demonstrate the strong performance of UNITE.

The UNITE method can also be extended to other application domains where overconfident incorrect predictions can be harmful or offensive, such as fraud detection. Besides, there are several interesting future directions that need investigations. For example, prediction with uncertainty estimation for rare disease, in which highly imbalanced data and uncertain diagnosis introduce more...
difficulty. Another extension direction is uncertainty estimation for clinical notes comprehension where the we will need to solve new challenges from such a professional written unstructured data.
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