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Abstract—Position emission tomography (PET) is widely used in clinics and research due to its quantitative merits and high sensitivity, but suffers from low signal-to-noise ratio (SNR). Recently convolutional neural networks (CNNs) have been widely used to improve PET image quality. Though successful and efficient in local feature extraction, CNN cannot capture long-range dependencies well due to its limited receptive field. Global multi-head self-attention (MSA) is a popular approach to capture long-range information. However, the calculation of global MSA for 3D images has high computational costs. In this work, we proposed an efficient spatial and channel-wise encoder-decoder transformer, Spach Transformer, that can leverage spatial and channel information based on local and global MSAs. Experiments based on datasets of different PET tracers, i.e., $^{18}$F-FDG, $^{18}$F-ACBC, $^{18}$F-DCFPyL, and $^{68}$Ga-DOTATATE, were conducted to evaluate the proposed framework. Quantitative results show that the proposed Spach Transformer framework outperforms state-of-the-art deep learning architectures.

Index Terms—Positron emission tomography, low-dose PET, image denoising, spatial and channel-wise transformer, local and global self-attention.

I. INTRODUCTION

POSITRON emission tomography (PET) is an imaging modality widely used in oncology, neurology, and cardiology studies [1], [2], [3], [4], [5], [6]. It can observe molecular-level activities in vivo through the injection of specifically designed radioactive tracers. Due to various physical degradation factors and limited counts received, the signal-to-noise ratio (SNR) of PET is inferior to other imaging modalities, which compromises its clinical values in diagnosis, prognosis, staging and treatment monitoring. Additionally, to improve the hospital’s throughput or reduce the radiation exposures to patients, faster PET imaging or low-dose PET imaging is desirable, where the counts received during the scan is even less. This further challenges our ability to attain high-quality PET images from limited counts.

For the past decades, various post-processing methods have been investigated to further improve PET image quality. Gaussian filtering is widely used in clinical scanners to reduce the noise but it can also smooth out image structures. Non-local mean [7], wavelet [8], highly constrained back-projection processing [9], and guided filtering [10] have been proposed to further preserve image details based on pre-defined filters or similarity calculation. Recently, the convolutional neural network (CNN)-based approaches have become a dominant trend in various PET research topics such as image reconstruction [11], [12], [13], [14] and denoising [15], [16], [17], [18], due to their better performance than other state-of-the-art methods. The CNN-based Unet architecture [19] is the most widely used network architecture currently. Performance of CNN for PET image denoising can be further improved by different loss-function designs, e.g., a perceptual loss [15] formed by a pre-trained network or a learned discriminative loss from the additional discriminator network [17], [20].

One pitfall of CNN is that it specifically focuses on local spatial information and thus has a limited receptive field. The multi-head self-attention (MSA)-based structure, i.e., transformer, has the ability to capture long-range
information [21], [22], [23]. Based on the aggregation of tokens, global MSAs were first developed for natural language processing [21]. Vision Transformer (ViT) was then proposed where global MSAs were successfully applied to sequences of spatial image patches for image classification [22]. Due to global MSAs’s quadratically growing computational complexity along the spatial dimension, Swin Transformer [24] was proposed to efficiently calculate local MSAs using shifted windows that offered linear computational complexity. Swin Transformer calculated local MSAs on multiple stages and achieved better classification performance than global MSAs. However, local MSAs of Swin Transformer is still limited regarding the receptive field of MSA. Restormer [25] was recently proposed to efficiently compute local MSAs along the channel dimension with linear computational complexity for image restoration tasks. Regarding medical imaging, various transformer-based architectures were investigated for medical image segmentation [26], [27], [28], [29], [30], [31]. For PET image denoising, transformer-based architectures have not yet been fully investigated.

In this work, we proposed a spatial and channel-wise encoder-decoder transformer, denoted as Spach Transformer, that can leverage spatial and channel information from oncological PET images. The proposed Spach Transformer includes spatial-wise and channel-wise transformer blocks, which can efficiently perform image denoising while also preserving image details, e.g., small lesion uptakes. The spatial-wise block is based on local attention and the channel-wise block is based on global attention. As the channel-wise transformer block may ignore the spatial information, a gated-conv feed-forward network (GCFN) block was further designed to incorporate spatial attributes between layers in the channel-wise transformer block. A brief overview of the proposed Spach Transformer is presented in Fig. 1.

It encoded the input and built two deep latent features in spatial and channel dimensions. The decoder further took the two latent features concatenated as input to generate the final denoised PET image based on skip connections. To evaluate the effectiveness of the proposed Spach Transformer for PET image denoising, clinical $^{18}$F-FDG, $^{18}$F-ACBC, $^{18}$F-DCFPyL, and $^{68}$Ga-DOTATATE datasets were utilized to quantitatively compare the performance of different CNN and transformer-based methods.

The main contributions of this paper include: (1) proposing a novel spatial and channel-wise encoder-decoder transformer integrating local and global attentions for PET image denoising and tumor-uptake preserving; (2) designing a GCFN block to incorporate spatial attributes in the channel-wise transformer block to boost the performance; (3) evaluations using clinical datasets based on different PET tracers. This paper is organized as follows. Section II presents the related works and the proposed Spach Transformer in detail. Experiments, results and discussions are shown in Sections III, IV, and V, respectively. Finally, conclusions are drawn in Section VI.

### II. Method

Fig. 2 shows the detailed diagram of the proposed Spach Transformer. The encoder part of Spach Transformer consists of two levels of spatial-wise transformer blocks and four levels of channel-wise transformer blocks to fit each other’s dimensionality. The decoder part of Spach Transformer includes four levels of channel-wise transformer blocks. Below we will describe major elements of the Spach Transformer (Sec. II-A) as well as details of the spatial-wise transformer block (Sec. II-B) and the channel-wise transformer block (Sec. II-C).

#### A. Spach Transformer: Spatial and Channel-Wise Transformer

Given a low-dose PET image $X \in \mathbb{R}^{H \times W \times D \times 1}$, Spach Transformer first obtained low-level feature embeddings $F_0 \in \mathbb{R}^{H \times W \times D \times C}$ based on a $3 \times 3 \times 3$ convolution, where $H$, $W$, and $D$ indicate the voxel dimension and $C$ is the number of channels. The four layers of the channel-wise encoder transformer blocks further processed the embedding $F_0$ to extract deep latent features $F_d$.

Additionally, following [22] and [24], a patch partitioning module produced non-overlapping patches $x_i \in \mathbb{R}^{p^3}$ from the low-dose PET image $X$, where $P$ is the patch size and was set to 4 in our implementation. A linear embedding layer was added to project these non-overlapping voxels to an arbitrary dimension as follows:

$$z_0 = [x_0^E; x_1^E; \ldots; x_{N_p}^E] \in \mathbb{R}^{N_p \times d},$$

where $E \in \mathbb{R}^{p^3 \times d}$ is a projection matrix, and $N_p = \frac{H}{p} \times \frac{W}{p} \times \frac{D}{p}$ is the number of patches. The spatial-wise encoder transformer blocks and the patch-merging layer used the tokens $z_0$ to extract deep latent features $F_{l_t}$. Role of the patch-merging layer is to reduce the spatial size by half along each dimension.

The encoder part described above gradually reduced the spatial size while expanding the channel capacity. The final latent features were generated by concatenating the latent features from the two transformer paths as $F_l = [F_{l_t}, F_{l_c}]$. The final latent features $F_l$ were further supplied to the decoder path to generate the high-quality PET image $X$. Following [25], a $1 \times 1 \times 1$ convolution and a concatenation operation was utilized to reduce the channel size by half at each decoder layer, followed by a channel-wise transformer block to recover the spatial information. The deep features $F_d$ were further refined to obtain robust features $F_r$ at the PET image resolution scale. Finally, a $3 \times 3 \times 3$ convolution layer was applied on $F_{r}$ to produce the residual image $R$, and the final denoised PET image was generated as $\hat{X} = R + X$. 

Fig. 1. A brief overview of spach transformer for PET image denoising.
Fig. 2. Diagram of the proposed spach transformer for PET image denoising. Details of the channel-wise transformer block and the spatial-wise transformer block are given in Fig. 3 and Fig. 4, respectively.

B. Spatial-Wise Transformer Block

Swin Transformer [24] proposed to use window-based and shift window-based MSA modules to replace the standard MSA modules. Fig. 3 shows the diagram of the transformer block, which is based on the following operations:

\[
\hat{z}_l = MSA_W (LN(z_l-1)) + z_l-1, \\
z_l = MLP (LN(\hat{z}_l)) + \hat{z}_l, \\
\hat{z}_{l+1} = MSA_{SW} (LN(z_l)) + z_l, \\
z_{l+1} = MLP (LN(\hat{z}_{l+1})) + \hat{z}_{l+1},
\]

(2)

where \(MSA_W\) and \(MSA_{SW}\) are regular window-based MSA (W-MSA) and shifted window-based MSA (SW-MSA), respectively, \(MLP\) is the multi-layer perceptron (MLP) module with the Gaussian error linear unit (GELU) [32] as the activation layer, and \(LN\) is the layer normalization (LN) module [33] which was inserted before the W-MSA, SW-MSA and MLP modules. Residual connection was used after each module. Fig. 3b shows the window-based self-attention diagram. The self-attention was calculated as [24]:

\[
\text{Attention}(Q_s, K_s, V_s) = \text{Softmax} \left( \frac{Q_s K_s^T}{\sqrt{d}} + B \right) V_s,
\]

(3)

where \(B \in \mathbb{R}^{M^3 \times M^3}\) is the relative position of tokens in each window, \(d\) is the query/key dimension, and \(M^3\) is the number of patches in the 3D image window. The query \(Q_s\), key \(K_s\), and value \(V_s\) matrices were computed as:

\[
Q_s = W^{Q}_f Y, \quad K_s = W^{K}_f Y, \quad V_s = W^{V}_f Y,
\]

(4)

where \(W^{Q}_f \in \mathbb{R}^{M^3 \times M^3}, W^{K}_f \in \mathbb{R}^{M^3 \times M^3}\), and \(W^{V}_f \in \mathbb{R}^{M^3 \times M^3}\) are the linear projection matrices, and \(Y \in \mathbb{R}^{M^3 \times d}\) is the input after the LN layer.
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The Restormer work [25] designed the multi-Dconv head transposed attention (MDTA) modules to replace the standard MSA modules, which computed self-attention along the channel dimension instead of the spatial dimension. This can allow a global attention calculation with linearly computational complexity. In Restormer, each transformer block included a MDTA and a gated-Conv feed-forward network (GDFN) module. Though Restormer showed competing performance in natural image enhancement, based on our experiments, we found that this configuration has the pitfall of losing local spatial information. Apart from transferring local spatial information in parallel using the spatial-wise transformer blocks as described in Sec. II-B, in the proposed channel-wise transformer block (see Fig. 4a), we further designed a gated-conv feed-forward network (GCFN) to better capture local spatial information and thus improve the lesion-uptake recovery. Below we will introduce the details of MDTA, GDFN and GCFN.

1) MDTA: Fig. 4b shows the diagram of the MDTA module. Given an input feature map \( F \in \mathbb{R}^{H \times W \times D \times C} \), a layer normalization module was first applied to obtain \( Y \in \mathbb{R}^{H \times W \times D \times C} \). The query \( Q_c \in \mathbb{R}^{H \times W \times D \times C} \), key \( K_c \in \mathbb{R}^{H \times W \times D \times C} \), and value \( V_c \in \mathbb{R}^{H \times W \times D \times C} \) matrices were then obtained after a 1 \( \times \) 1 \( \times \) 1 pixel-wise convolution operation (encoding channel-wise context) and a 3 \( \times \) 3 \( \times \) 3 channel-wise convolution operation (aggregating pixel-wise cross-channel context). By reshaping operations, \( \hat{Q}_c \in \mathbb{R}^{H \times W \times D \times C} \), \( \hat{K}_c \in \mathbb{R}^{H \times W \times D \times C} \), and \( \hat{V}_c \in \mathbb{R}^{H \times W \times D \times C} \) were obtained from \( Q_c, K_c, \) and \( V_c \), respectively, and were used to generate a transposed-attention map \( \hat{A} \in \mathbb{R}^{H \times W \times D \times C} \) instead of the massive spatial attention map size \( \mathbb{R}^{H \times W \times D \times D} \) [21], [22]. The output feature of the MDTA module \( \hat{F} \) can be expressed as

\[
\hat{F} = W_p \text{Attention}(\hat{Q}_c, \hat{K}_c, \hat{V}_c) + F,
\]

Attention\((\hat{Q}_c, \hat{K}_c, \hat{V}_c) = \hat{V}_c \cdot \text{Softmax}(\hat{Q}_c \odot \hat{K}_c / \alpha), \)

where \( \alpha \) is a learnable scaling parameter to control the magnitude of the dot product output \( \hat{Q}_c, \hat{K}_c, \) and \( W_p \) is a linear projection matrix. Note that the output of the self-attention operation was reshaped to have the same size as the input \( F \).

2) GDFN: A gating mechanism [34] aided in passing only helpful information to the next layer in the network architecture. Due to this, the gating network could suppress less informative features. In [25], the gating mechanism was utilized in the GDFN module (see Fig. 4c), which was calculated as

\[
\hat{F} = W_p^0 \text{Gating}(F) + F,
\]

Gating\((F) = \phi (W_c^1 W_p^1 LN(F)) \odot W_c^2 W_p^2 LN(F). \)

Here \( F \) and \( \hat{F} \) are the input and output features, \( \odot \) is an element-wise multiplication, \( \phi \) is the GELU non-linearity [32], and \( LN \) indicates the LN layer. \( W_{p1}^0, W_{p1}^1, \) and \( W_{p2}^2 \) indicate the linear projection matrices, \( W_c^1 \) and \( W_c^2 \) represent \( 3 \times 3 \times 3 \) channel-wise convolutions.

3) GCFN: Since the above MDTA and GDFN modules focus on explicitly addressing channel information for image denoising, it may cause losing spatial information. To preserve spatial attributes between layers, a gated-conv feed-forward network (GCFN) module (see Fig. 4d) was added to the channel-wise transformer block. The only difference between GCFN and GDFN are that the \( 3 \times 3 \times 3 \) channel-wise convolutions used in GDFN (\( W_{p1}^1 \) and \( W_{p2}^2 \)) were replaced by \( 3 \times 3 \times 3 \) spatial-wise convolutions (\( W_{c1}^1 \) and \( W_{c2}^2 \)). We hypothesized that the spatial-wise convolutions could better utilize spatial information and thus further help recovery lesion uptakes.

**TABLE I**

| Spach Transformer | C | Model Parameters | PSNR Avg | PSNR Std | SSIM Avg | SSIM Std |
|-------------------|---|------------------|---------|---------|---------|---------|
|                   |   |                  |         |         |         |         |
| 6                 | 7,034,951 | 54.9753 | 3.6359 | 0.9367 | 0.0147 |
| 12                | 19,218,323 | 55.0840 | 3.6902 | 0.9403 | 0.0128 |
| 24                | 59,350,043 | 55.0911 | 3.6103 | 0.9358 | 0.0147 |
| 36                | 120,501,731 | 55.1003 | 3.6193 | 0.9379 | 0.0137 |
| 48                | 202,673,387 | 55.1443 | 3.6036 | 0.9368 | 0.0138 |
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III. EXPERIMENTS

A. Datasets

To evaluate the performance of the proposed Spach Transformer, clinical whole-body $^{18}$F-FDG, $^{18}$F-ACBC, $^{18}$F-DCTPpyL, and $^{68}$Ga-DOTATATE datasets acquired from the GE DMI PET/CT scanner were utilized. These tracers have unique distributions in the organs and are currently the most widely used tracers in oncology PET studies. For each dataset, 1/4 and 1/16 of the events were extracted from the listmode data to generate the 1/4 and 1/16 low-dose data, which was reconstructed and supplied as the network input. To investigate the consistent accuracy and precision of the methods, we carried out 10 iterations of list-mode data resampling for both the 1/4 and 1/16 low-dose datasets, utilizing different noise realizations each time. The corresponding normal-dose image was adopted as the training label. Both the low-dose and normal-dose PET images were reconstructed based on the ordered subset expectation maximization (OSEM) algorithm (3 iterations and 17 subsets).
with point spread function (PSF) and time of flight (TOF) modeling. For the training set, 30 $^{18}$F-FDG and 30 $^{18}$F-ACBC datasets were included. For the validation set, 4 $^{18}$F-FDG datasets were used. For the testing set, 10 $^{18}$F-FDG, 10 $^{18}$F-ACBC, 10 $^{18}$F-DCFPyL, and 18 $^{68}$Ga-DOTATATE datasets were employed. Note that $^{18}$F-DCFPyL and $^{68}$Ga-DOTATATE datasets were not included in the training set, but in the testing set. This is to evaluate the robustness of the deep learning structures to datasets of new tracers unseen during the training phase. The whole-body PET images had a dimension of 256 $\times$ 256 $\times$ 345 and a voxel size of 2.73 $\times$ 2.73 $\times$ 2.8 mm$^3$.

During network training, the input image was divided into 96 $\times$ 96 $\times$ 96 cubes due to the GPU memory limit. The images were partially overlapped.

B. Implementation and Quantification

The Unet [19], Swin Transformer [24], [31], and Restormer [25] structures were adopted as the reference methods. For a fair comparison, all the structures were implemented with four levels, and the channel number $C$ was changed to have similar model parameters (21M). All the architectures utilized the Charbonnier loss [35] as the training loss function. The best models of each architecture were chosen based on their best PSNR performances on the validation set. For Spach Transformer, the channel size of the transformer blocks can influence the network parameters a lot. We have investigated the performance of the Spach Transformer with different channel sizes. During network training, the AdamW optimizer was used and 300 epochs were run with the initial learning rate of 1e-5 gradually reduced to 1e-8 using cosine annealing [36]. The proposed network was implemented on Nvidia Tesla V100 GPU.

As for quantification, the peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) were calculated using the whole-body PET images and utilized to quantify the global performance of different methods. For oncological PET images, preserving tumor uptake is essential for disease diagnosis and monitoring. To evaluate the performance of different methods regarding tumor-uptake recovery, the contrast-to-noise (CNR) was calculated at the tumor region as

$$\text{CNR} = \frac{V_{\text{tumor}} - V_{\text{ref}}}{\sigma_{\text{ref}}}.$$  \hspace{1cm} (7)

Here $V_{\text{tumor}}$ is the mean value of the tumor region of interest (ROI). The tumor ROI was selected based on the center of the tumor. $V_{\text{ref}}$ and $\sigma_{\text{ref}}$ are the reference ROIs’ mean value and standard deviation, respectively. The reference ROIs were selected from uniform regions inside the liver region.

IV. RESULTS

A. Effect of Model Parameters

We want to investigate the performance of Spach Transformer with different network parameters. The channel number used in the transformer architecture has a big impact on the model size and was varied to investigate the network performance with different network parameters. Table I shows the averaged PSNR and SSIM values for different model parameters of the Spach Transformer based on varying the channel size $C$ ($C = \{6, 12, 24, 36, 48\}$). It can be observed that the best PSNR was achieved when $C = 48$, while the best SSIM was obtained when $C = 12$. Fig. 5 shows
the denoised PET images on one $^{18}$F-DCFPyL dataset with different channel numbers. In all figures, such as Fig. 5, the unit of the measurement of the color scale is consistently measured in standardized uptake value (SUV). To evaluate how close the predicted images are to the ground truth (GT), the $L^2$ norm distance images between the predicted and GT images were also computed. It can be observed that when $C = 6$, the denoised image is blurred and uptake in the zoomed-in tumor region cannot be fully recovered. When the channel number $C$ was increased to 12, the network can better recover the tumor region and also has good denoising effect. After further increasing the network parameter, performance of the network on tumor-uptake recovery increases a little and becomes stable. Based on the PSNR, SSIM results as well as the image apperance, the channel size $C$ was set to 12 in all our studies. In Fig. 6, we also made a study for the compared methods with different network parameters. Based on the parameter study, the comparison methods all were set to have network parameters of 21M, which is similar to the Spach Transformer with $C = 12$ (19M).

### B. Comparisons With Reference Methods

Fig. 7, 8, 9, and 10 show the results of the Spach Transformer and the reference methods based on 1/4 low-dose $^{18}$F-DCFPyL, $^{18}$F-FDG, $^{18}$F-ACBC, and Ga-68 DOTATATE datasets. In Fig. 7a, 8a, 9a, and 10a, the Restormer can obtain better denoising performances than the Unet and Swin Transformer from the input low-dose images. In Fig. 7b, 8b, 9b, and 10b, the Unet and Swin Transformer can achieve relatively higher uptake values than the Restormer in the tumor regions. This observation is from that the Unet and Swin Transformer focused on spatial information, whereas the Restormer was devoted to channel information. Since the Spach Transformer can process spatial and channel information together, our architecture achieved higher uptake values and better denoising performances than the other reference methods. Similar to Fig. 7, 8, 9, and 10, the results of the Spach Transformer and the reference methods, based on the 1/16 low-dose datasets, have been provided in the Appendix.

In Table II and III, the Spach Transformer achieved average PSNR of 55.0840 and average SSIM of 0.9404 on the 1/4 low-dose datasets. In terms of the PSNR and SSIM, the Spach Transformer (19M) outperformed the Unet (21M), Swin Transformer (20M), Restormer (21M), and Spach Transformer without GCFN (21M). In Table II and III, we performed a statistical t-test, to check whether the proposed method significantly outperformed the compared methods. ‘1’ showed that the null hypothesis (H) was rejected at a significance level of 0.05, otherwise, ‘0’. The proposed method significantly outperformed all the compared methods in each tracer and all the tracers. Compared to the recent transformer model, the Restormer [25], the Spach Transformer achieved a PSNR improvement of 0.305 and an SSIM performance gain of 0.0076. Fig. 11 shows the CNR results of the reference methods on the 1/4 low-dose datasets for each patient. Fig. 12 shows a box plot of the CNR results with the $t$-test. The horizontal lines in each box are median. The Spach Transformer achieved the highest CNR results among all four tracers in terms of the box plot.

For the 1/16 low-dose datasets, Table IV and Table V also presented the averaged PSNR and SSIM values.
Fig. 9. The denoised PET results of the state-of-the-art methods on a 1/4 low-dose $^{18}$F-ACBC dataset.

The Spach Transformer achieved an average PSNR of 54.0678 and an average SSIM of 0.9176. Compared to the Restormer, the Spach Transformer demonstrated a PSNR improvement of 0.47 and an SSIM performance gain of 0.0027. Fig. 13 illustrates the CNR results of the reference methods for each patient, while Fig. 14 shows a box plot of the CNR results with the $t$-test. On the 1/16 low-dose datasets, the Spach Transformer attained the highest CNR results among all four tracers in terms of the box plot.

C. Effect of GCFN

We conducted comparisons to examine the effectiveness of GCFN on the channel-wise transformer block of the Spach
Transformer. Table II and III include an ablation study to check the effectiveness of GCFN quantitatively. The proposed GCFN achieved PSNR and SSIM performance gains on the Spach Transformer. In order to investigate further, Fig. 11 illustrates each tracer’s CNR results of the reference methods. The GCFN helped the proposed method to significantly improve the CNR performances compared to all the compared methods. Fig. 7, 8, 9, and 10 also include an ablation study of denoised PET results. The GCFN helped to obtain higher uptake values than the exclusion of GCFN in the tumor regions.

V. DISCUSSION

For PET image denoising, it is hard to reduce the noise from the low-dose injection and simultaneously improve the tumor region’s uptake values. The latest deep learning
architectures (e.g., the Swin Transformer and the Restormer) have focused on spatial or channel information. In this work, we proposed a novel spatial and channel-wise transformer architecture, Spach Transformer, to suppress the noise and highlight the uptake values at the same time. In the Section IV, we observed that the spatial information-oriented network architectures (e.g., the Unet and Swin Transformer) could highlight the tumor region well but were still noisy. In contrast, the channel information-oriented network architecture (e.g., the Restormer) could achieve better denoising performances than the other reference methods but failed to find high uptake values. We could see such observations through the reported quantitative and qualitative results. Table II, III, IV, and V showed that the proposed Spach Transformer architecture observed the highest PSNR and SSIM performances, although the Spach Transformer had the least model parameters (19M) compared to the other reference methods (21M). Fig. 12 and 14 also showed that the Spach Transformer achieved the highest CNR performances. In Fig. 7, 8, 9, and 10, the adoption of the GCFN has shown that it helped to improve highlighting more of the tumor regions than excluding the GCFN. We observed that the Spach Transformer could simultaneously do denoising and highlighting well. Besides that, although we trained the network architectures using $^{18}$F-FDG and $^{18}$F-ACBC datasets, the proposed Spach

![Fig. 11. Comparison of CNR with different state-of-the-art methods on the 1/4 low-dose (a) $^{18}$F-DCFPyL, (b) $^{18}$F-FDG, (c) $^{18}$F-ACBC and (d) Ga-68 DOTATATE datasets.](image1)

![Fig. 12. A box plot of CNR for the 1/4 low-dose datasets shown in Fig. 11. In the legend for each method, ‘1’ was given when the null hypothesis (H) was rejected at a significance level of 0.05; otherwise ‘0’.](image2)
Transformer architecture was functioning well on $^{18}$F-DCFPyL and Ga-68 DOTATATE datasets as well as $^{18}$F-FDG and $^{18}$F-ACBC datasets due to similar local intensity patterns among different tracers.

We observed several limitations: In Table I, PSNR was increased, whereas SSIM was decreased when the proposed model's size grew. It may be that the best model was chosen based on PSNR for denoising purposes. Loss functions related to SSIM could potentially offer a viable approach to tackle this concern. While our primary focus has been on image quality metrics like PSNR and SSIM, one potential research direction to consider is the design of loss functions that incorporate other local features, such as radiomics of the lesions. The ability to preserve and enhance radiomics features is essential to understand the ability of the proposed methods to avoid possible false positive lesions. In this work, SSIM and PSNR were used as the evaluation metrics. Based on previous literature [37], [38], intra-tumor heterogeneity is also an important metric that should be considered when performing PET image denoising, considering the importance of intra-tumor heterogeneity in down-streaming tasks, e.g., image segmentation [37]. Further evaluating the impact of the proposed algorithm on intra-tumor heterogeneity through simulation studies as described in [38] is one of our future work directions.
VI. CONCLUSION

In this work, we proposed a spatial and channel-wise encoder-decoder transformer that utilized the spatial and channel information for PET image denoising. The proposed Spach Transformer achieved better performances in terms of CNR, PSNR, and SSIM on $^{18}$F-FDG, $^{18}$F-ACBC, $^{18}$F-DCFPyL, and $^{68}$Ga-DOTATATE datasets compared to other state-of-the-art methods. Our future work will focus on further evaluations using clinical datasets.

APPENDIX

Additional details that are not included in the main text can be found in our appendices. In Appendix, we provide additional information regarding our experiments on the 1/16 low-dose datasets, in addition to the experiments conducted on the 1/4 low-dose datasets.

A. Experiments on the 1/16 Low-Dose Datasets

Fig. 15, 16, 17, and 18 illustrate the results obtained from the Spach Transformer and the reference methods using the 1/16 dose $^{18}$F-DCFPyL, $^{18}$F-FDG, $^{18}$F-ACBC, and $^{68}$Ga-DOTATATE datasets. In Fig. 15a, 16a, 17a, and 18a, we observe that the Restormer outperforms the Unet and Swin Transformer in terms of denoising performance. On the other hand, Fig. 15b, 16b, 17b, and 18b demonstrate that the Unet and Swin Transformer exhibit relatively higher uptake values than the Restormer. In the $^{18}$F-FDG dataset, the Swin Transformer exhibited a superior uptake compared to all the
compared methods. However, it also generated the most noised prediction among the methods.
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