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Abstract

Simple image rotations significantly reduce the accuracy of deep neural networks. Moreover, training with all possible rotations increases the data set, which also increases the training duration. In this work, we address trainable rotation invariant convolutions as well as the construction of nets, since fully connected layers can only be rotation invariant with a one-dimensional input. On the one hand, we show that our approach is rotationally invariant for different models and on different public data sets. We also discuss the influence of purely rotational invariant features on accuracy. The rotationally adaptive convolution models presented in this work are more computationally intensive than normal convolution models. Therefore, we also present a depth wise separable approach with radial convolution. Link to CUDA code https://atreus.informatik.uni-tuebingen.de/seafile/d/8e2ab8c3fdd444e1a135/

1. Introduction

Deep neural networks have become the state of the art in image processing. Many applications requiring image classification [51, 14], landmark regression [65], image segmentation [53, 23, 32, 19] or 3D reconstruction [52], validation [26, 27], gaze estimation [21], object detection [38, 30, 24, 22, 36, 20], shape estimation [34, 33, 35], saliency prediction [39, 29] are realized by deep neural networks. This requires a large annotated data set [49], as well as additional data manipulation [55], to obtain robust and efficient networks. This data manipulation requires additional computational effort during training and extends the data set many times over. One of the most frequently used data manipulations is the mirroring and rotation of images. However, mirroring can only be applied to two axes in 2D images and is therefore inexpensive. In contrast, the rotation offers an infinite number of possibilities. Modern training methods use optimizers like SGD [3] or ADAM [47] which, in turn, use one or more gradient moments [60]. In addition, techniques such as Batch Normalization [44] have been developed to stabilize the training and improve generalization. The training of really deep nets was only possible with Residual Layers [41] and there are many techniques to include data manipulation according to optimization strategies in the training [55]. While all these techniques further stabilize the training and promote generalization, object rotation is still a major challenge together with the resource consumption reduction [28]. Examples of applications include: carried eye trackers with adjustable cameras like the Dikablis Professional, food [58], objects in a kitchen [8], galaxies [1], the underwater world from the perspective of a diver, plankton [54], grabbing robot arms with a moving camera [59] and many more. In these tasks, it is desirable to use neural networks, which by definition are rotation invariant, to reduce the training time and ensure that the objects can be detected under all possible rotations. The various applications summarized above have already produced some scientific work in the field of rotational invariance.

The first group of approaches addresses the integration of rotation into the training data. Here, different transformations are applied to the data and a separate mesh is trained for each transformation. In the end, either the mean value of all nets [4, 9, 50] or the maximum result of a rotation map of all nets is used [63, 61]. The second group focuses on learning about the actual transformations [7, 42, 45]. Here nets are trained, which transform the data to a uniform representation. As in the first group, it is necessary to rotate the data during training. The final group of approaches tackles the complete integration of trainable rotated filters [11, 57, 2, 5, 6, 64, 56, 66], to which this work contributes. This means that the built-in layers are learned holistically with the net and can be trained with the back propagation algorithms. This final group is also referred to as steerable approaches. It is not necessary to transform the data for training for this group.

In this work, we propose two novel approaches for integrated rotation invariant training of deep neural networks. Our work can be seen as an extension of the rotated weights approaches [11, 57], which reduce the performance of neu-
ral networks drastically. This is completed by rotating the filter per filter level outgoing of the center and selecting the maximum response per rotation ring. Since our approach increases the computational costs of deep neural networks, we also propose a radial convolution approach which only consists of a radial weight vector. In addition, we further reduce the computational complexity of our approaches with the technique of depth wise separable convolutions, proposed in MobileNet [43]. We tested our layers with different models and on different publicly available data sets. Our main contributions are as follows:

1. Rotated ring convolutions.
2. Separable depth wise rotated convolutions.
3. Radial Convolutions.
4. Publicly available CUDA implementations for both.

2. Related Work

Since the state of the art is divided into three main groups, we have divided this section into three subsections. The first group deals with the separate learning of transformations by individual neural networks and the subsequent combination for classifications. The second group learns how to transform input data to a unified representation, allowing any net to be used subsequently. In the last group, the filters are rotated and fully integrated into the back propagation for training. In the following subsections, individual approaches are described in detail.

2.1. Data Augmentation and Ensemble building

In this group, transformations are applied to the data during training and trained with a variety of nets. This ensemble of nets increases the accuracy of the transformed data while also increasing the calculation time because multiple nets have to be trained. In [4], for example, such an ensemble was trained where each net learned its own transformation. For the application, the results of the nets were averaged and, in case of a classification, the maximum was selected. In [2], galaxies were transformed and merged. This representation was used for training. The mesh learned to see the galaxy from different points of view in parallel, which made it more robust and accurate. A very similar approach was presented in [50]. Here, Siamese networks with shared weights were used. Instead of merging the feature vectors of these networks, a max pooling was applied. The output of the max pooling was used to train a subsequent classifier. Another approach is exhibited in [63] which internally uses an ensemble of oriented edge detectors. The output of these edge filters is projected on a two-dimensional rotation map using different meshes. The map is then used by a classifier to determine the class and rotation. [61] presents a similar approach because it uses a set of meshes to create a two-dimensional rotational map. However, compared to [63], wavelets are used instead of oriented edge filters.

2.2. The learning of Transformations

Unsupervised learning is the first approach when learning transformations. For this purpose, [42] used an autoencoder and let it learn the reverse transformation. The autoencoder was trained with as many transformations as possible on the data and the classifier was trained on the output, which received a uniform input from the autoencoder. A similar approach was presented in [45]. Here, a small network with weakly monitored learning was trained to transform the input data into a uniform output. This small net can then be integrated at any point in the net. In [7], we went one step further and trained the network to learn deformable convolutions and a deformable region of interest pooling. However, deformable convolutions and deformable regions have to be trained for the different transformations. As in the first group, the data with applied transformations must be available in the training for learning transformations. This is a big disadvantage because it prolongs the training and there is no guarantee that all transformations in the training have been considered.

2.3. Steerable approaches

This section explores the methods that transform filters and, as a result, do not require rotation of the training data. The network filters’ ability to adapt, thus negating the need for a rotation of the input data, is the ultimate goal. These approaches are also called controllable approaches. The theoretical framework was presented in [6]. Based on the rotation of filters, a number of approaches have been proposed [12, 57, 5, 64, 56, 66] which differ only minimally. Informed by the work in [6], group-equivariant convolution neural networks (GCNNs) were proposed in [5]. These consist of groups of rotated convolutions which are then used to perform a pooling operation along the output layers. The groups of convolutions are limited to 90 degrees. Harmonic nets (N-Nets) [64] are an extension without the restriction of 90 degrees. N-Nets limit the filters to circular harmonics and require summing over several convolutions. That makes these nets, like many others, very computationally demanding when compared to standard convolutions. Another approach is the use of vector field nets [56, 57]. Here, the filter is rotated by predefined rotations and the maximum is selected from the output. In this approach, the maximum and the orientation are both passed, leading the naming of the nets. Oriented Response Networks (ORN) [66] are similar networks in that the number of orientations is arbitrary. For this purpose, the filter is rotated based on the orientations and the maximum is selected from the convolution. The difference between ORN’s and vector field networks is
that, in an ORN, the filter is actively rotated, but the amount of orientation is preliminarily fixed to four or eight. The response, as well as the orientation, is passed. Since this method is not rotation invariant, as is the case in vector fields, the orientation is passed to the next layer. The authors propose two ways to make ORN’s rotation invariant. The first is a SIFT feature, such as alignment, and the second is maximum selection. A further variant of this rotating filters approach and a novel rotated pooling based module using the filter orientations was presented in Rotationally-Invariant Convolution Module (RIC) [12]. Here the authors have limited themselves to $3 \times 3$ convolutions and rotated only the weights between corners. This turns one filter into exactly four for all rotations. The other weights (corners and center) are identical. As in [12], we do not use any rotation in the training phase and evaluate different rotations in the validation phase.

3. Method

This indexing is described in Equation (1) where $i, j$ is the 2D Filter Index and $W$ is the weight field. Since the convolutions are tensors and not only 2D filters, each channel in the tensor has its own weight field $c_{in}$. This is, of course, also valid for the output channels $c_{out}$ where each channel has a separate tensor. In the following, this method will be called RAD.

We have also extended this method with the technique of depth wise convolutions. In the first step, a tensor based depth wise convolution is performed, which determines the number of channels in the middle layer. This can be seen in Figure 1. In the middle layer, the radial convolutions are applied not as tensor, but as individual 2D convolutions for each input channel. Thus, the first depth wise convolution determines the number of output and input channels in the middle layer in Figure 1. At the end, a depth wise convolution is performed again to create a desired output depth. This method is called RSDW in the following.

\[
F_{c_{in}/c_{out}}(i, j) = W_{c_{in}/c_{out}}(\text{round}(\sqrt{i^2 + j^2}))
\]  

(2)

Equation (2) shows the change for the middle section of Figure 1. Since we only use one 2D convolution for each input channel and the input and output layers have the same size, we only need one additional filter index for the channels $c_{in}/c_{out}$.

Both methods (RAD, RSDW) are by definition rotation invariant because each feature in e.g. a $3 \times 3$ field can be rotated around the central pixel without changing the multiplication equation with the filter. In addition, all pixels with the same distance from the center can be permuted arbitrarily without changing the multiplication equation. Of course, this is also a disadvantage because the learned features are less meaningful. Since this is generally already the case for purely rotation invariant features [57, 56, 66], however, it is not a major disadvantage.

With our third approach (RING), we address the reduced meaningfulness of the features from the first approach. For
Figure 3. Visual description of the rotated ring convolutions (RING). In the top row the rotations for a $3 \times 3$ are shown. For a $5 \times 5$ convolution, the outer ring is rotated independently. This can be seen in the bottom row.

this purpose, we use a similar approach to the rotated filters [66]. However, in our method, each individual ring of the filter rotates. This can be seen in Figure 3. In the case of a $3 \times 3$ convolution, this corresponds to the rotated filters of [66]. In the case of a $5 \times 5$ convolution (lower part of figure 3), another ring is added. This second or third ring, if the central weight is considered a separate ring, will also rotate independently. This independent rotation of the rings makes it possible to learn more than just the features with rotated filters. An example is shown in Figure 4 where each pattern represents the same feature.

As you can see, the outer and inner ring always rotate, independently, around the central pixel. Another advantage of looking at each ring independently is that not all combinations of both rotations result in their own filters. Each ring gets its own convolution filters, thereby reducing the number convolutions to $8 + 16$ instead of $8 \times 16$. At the end, the maximum of each ring is selected and added together with the bias term. Compared to the rotated filters [66], our method does not require a fixed number $F$ of filters which has to be set in advance because each ring is always completely rotated. Our method results in $\sum_{i=2}^{f} 2 \times (i + i - 2)$ convolutions for symmetric filters with width and height $f$.

To train these rotating filters using the backpropagation algorithm, the error as well as the gradient must be rotated. To make this easier and to use the fast cuDNN convolutions, we have simply added several storage stages, which allow us to assign the error to each rotated filter and, subsequently, to each weight. This is similar to the idea behind rotated filters [66], the difference being that we add separate stages for multiple rings.

Algorithm 1: Algorithmic description of the modifications to the convolution procedure for the forward, backward, and gradient computation work flow.

```
Data: Data, Weights, WRot
Result: Output, ORot
Function Forward is
    WRot=RotateRings(Weights);
    ORot=cuDNNFWD(WRot, Data);
    Output=Comp&MaxPerRing(ORot);
end
Data: ErrorIn, ORot, WRot
Result: ErrorOut, ERot
Function Backward is
    ERot=MaxPerRingBWD(ErrorIn, ORot);
    ErrorOut=cuDNNBWD(WRot, ERot);
end
Data: ERot, Data
Result: Grad
Function CompGrad is
    GRot=cuDNNCompGrad(Data, ERot);
    Grad=RotateRingsGrad(GRot);
end
```

To train these rotating filters using the backpropagation algorithm, the error as well as the gradient must be rotated. To make this easier and to use the fast cuDNN convolutions, we have simply added several storage stages, which allow us to assign the error to each rotated filter and, subsequently, to each weight. This is similar to the idea behind rotated filters [66], the difference being that we add separate stages for multiple rings.

Algorithm 1 describes modifications to the backpropagation algorithm that were made in order to use the normal convolution together with the cuDNN implementations for convolution. In the forward algorithm, the filters have to be created based on the ring rotations (RotateRings). Afterwards, the cuDNN convolution can be used. To combine the results of the individual rings and to achieve the correct output depth, the combination and maximum selection must be executed after the convolution (Comp&MaxPerRing). For the back propagation of the error, the input gradient must be assigned to the maxima selected in the forward step (MaxPerRingBWD). Following this, the cuDNN backpropagation can be used. To calculate the gradients, the assigned error and the input data can be used directly with the cuDNN
gradient calculation. Finally, only the calculated gradients have to be assigned to individual weights in the non-rotated filter (RotateRingsGrad). Later, the weights can be updated with any optimizer.

Table 1. The necessary weights without bias term. Conv represents a normal tensor convolution. In case of RSDW, out1 stands for the output channels of the first depth wise convolution and out2 for the output channels of the last depth wise convolution.

| Method     | Weights                  |
|------------|--------------------------|
| Conv 3 x 3 | 3^3 x in x out           |
| Conv 5 x 5 | 5^5 x in x out           |
| RIC 3 x 3  | 5^5 x in x out           |
| ORN 3 x 3  | 3^3 x in x out           |
| ORN 5 x 5  | 5^5 x in x out           |
| RAD 2 (ours)| 2 x in x out             |
| RAD 3 (ours)| 3 x in x out             |
| RSDW 2 (ours)| (in x out1) + (2 x out1) + (out1 x out2) |
| RSDW 3 (ours)| (in x out1) + (3 x out1) + (out1 x out2) |
| RING 3 x 3 | 3^3 x in x out           |
| RING 5 x 5 | 5^5 x in x out           |

Table 1 shows the required parameters for each approach. As you can see, no approach requires more parameters than a typical convolution. However, the number of parameters for RIC [11], as well as for RAD, is much lower. In the case of RSDW, it depends on the number of depth wise convolutions, where the depth of the first is out1 and the depth of the second is out2.

Table 2. The complexity of one layer execution without biasterm. Conv represents a normal tensor convolution. In case of RSDW, out1 stands for the output channels of the first depth wise convolution and out2 for the output channels of the last depth wise convolution.

| Method     | Complexity                              |
|------------|-----------------------------------------|
| Conv 3 x 3 | w x h x 3 x 3 x in x out               |
| Conv 5 x 5 | w x h x 5 x 5 x in x out               |
| RIC 3 x 3  | 4 x w x h x 3 x 3 x in x out           |
| ORN-F 3 x 3| F x w x h x 3 x 3 x in x out           |
| ORN-F 5 x 5| F x w x h x 5 x 5 x in x out           |
| RAD 2 (ours)| w x h x 3 x 3 x in x out               |
| RAD 3 (ours)| w x h x 5 x 5 x in x out               |
| RSDW 2 (ours)| (w x h x out1) * ((in) + (3 x 3) + (out2)) |
| RSDW 3 (ours)| (w x h x out1) * ((in) + (5 x 5) + (out2)) |
| RING 3 x 3 | w x h x 3 x 3 x in x out               |
| RING 5 x 5 | 8 x w x h x in x out * (3 x 3 + 2 x 5 x 5) |

Table 2 shows the parameter requirements for each approach. As you can see, no approach requires more parameters than a typical convolution. However, the number of parameters for RIC [11], as well as for RAD, is much lower. In the case of RSDW, it depends on the number of depth wise convolutions, where the depth of the first is out1 and the depth of the second is out2.

Table 2 shows the complexity of one layer execution without bias term. Conv represents a normal tensor convolution. In case of RSDW, out1 stands for the output channels of the first depth wise convolution and out2 for the output channels of the last depth wise convolution.

| Method     | Complexity                              |
|------------|-----------------------------------------|
| Conv 3 x 3 | w x h x 3 x 3 x in x out               |
| Conv 5 x 5 | w x h x 5 x 5 x in x out               |
| RIC 3 x 3  | 5^5 x in x out                          |
| ORN 3 x 3  | 3^3 x in x out                          |
| ORN 5 x 5  | 5^5 x in x out                          |
| RAD 2 (ours)| 2 x in x out                           |
| RAD 3 (ours)| 3 x in x out                           |
| RSDW 2 (ours)| (in x out1) + (2 x out1) + (out1 x out2) |
| RSDW 3 (ours)| (in x out1) + (3 x out1) + (out1 x out2) |
| RING 3 x 3 | 3^3 x in x out                          |
| RING 5 x 5 | 5^5 x in x out                          |

In Table 2, the complexity of a layer is provided based on the input depth in and surface w x h. As you can see, only the depth wise convolutions for certain depths can reduce complexity. Once constant factor in all other methods is the expense, which is greater than ordinary convolutions. In the case of ORN [66], this is the predefined number of rotated filters F. For RIC [11], it is the four integrated rotations and, for RING, the sum of the rotations of the individual rings (∑_{i=2}^{10} (i + i - 2)).

4. Neural Network Models

Figure 5 shows the architectures that we used in our experiments. To showcase the applicability of the rotation invariant layers, we used diverging architectures. As an example, the first model (Figure 5 a) is a small model with batch normalization and the second model (Figure 5 b) a ResNet-34. The first model was developed to evaluate the applicability of our layers to batch normalization. The second model was developed to show that the layers can also be used with modern residual networks. In addition, we used a small classical neural network (Figure 5 c). We used this to show the impact of different rotation invariant layers on models without batch normalization. The last model (Figure 5 d), is a fully convolutional neural network [53] with additional connections between resolution stages. Those models are called U-Nets [62] and the interconnections improve the semantic segmentation result. This network was only used with the VOC2012 [10] data set and the semantic segmentation task. For training and evaluation, we used the DLIB [46] library for deep neural networks. In the library, we have also integrated our rotation invariant layers and the state of the art approaches by which we compare our proposed approach.

As exhibited in all models, the last layer is always a pooling stage which reduces the output tensor dimension to one. This is to achieve the model’s rotation invariance since the tensor itself also contains spatial information for the following fully connected stages. We will show the difference empirically in our first evaluation.

5. Data sets

In this section, all the data sets, training parameters and algorithms for weight initialization utilized in our work are described. In addition, we provide the parameters and optimization procedures as well as the batch size used per data set. We used as little data augmentation as possible to ensure an easy reproduction of our results and described this in detail too.

CIFAR10 [43] is a publicly available data set with a total of 60,000 images. It has ten classes which have to be estimated for a given image. Each image in this data set has a resolution of 32 x 32 and three color channels (red, green, and blue). The training set consists of 50,000 images with 5,000 images per class. For validation, 10,000 images are provided with 1,000 images per class.

Training: As optimizer, we used ADAM [47] with a weight decay of 5 x 10^−5, momentum one with 0.9 and momentum two with 0.999. The batch size was fixed to fifty during training. The initial learning rate was set to 10^−3 and
the training was conducted for 300 epochs. After each 50 epochs, the learning rate was reduced by \(10^{-1}\). The weights of our models were initialized using formula 16 from [40] and all bias terms were set to 0 initially. We did not use any data augmentation during training. For preprocessing, we used constant mean subtraction (mean-red 122.782, mean-green 117.001, mean-blue 104.298) and division by 256.0 for the input image. For weight initialization, we used formula 16 from [40] and all bias terms were set to 0. For the evaluation, we evaluated the rotations 0°, 90°, 180°, and 270° separately to show the rotation invariance of the proposed approaches. It has to be noted that no rotation was used during training.

**CIFAR100** [48] is also a public data set, but with one hundred instead of ten classes. It has the same task as CIFAR10, which is selecting a class based on a given image. The image resolution for CIFAR100 is 32 × 32 with three color channels (red, green, and blue). The data set contains 60,000 images and is split into a training and a validation set. The training set contains 50,000 images with 500 examples per class and the validation set contains 10,000 images with 100 examples per class. Therefore, CIFAR100 is a balanced data set with the same number of images as in CIFAR10.

**Training:** As an optimizer we used SGD [3] with first momentum 0.9. Weight decay was set to 5 × 10^{-4} and we used a fixed batch size of 50 during the training. The initial learning rate was set to 10^{-1} and we trained for a total of 300 epochs. After each round of 50 epochs, we reduced the learning rate by 10^{-1}. We did not use any data augmentation, but, instead, used image preprocessing. This preprocessing was a constant mean subtraction (mean-red 122.782, mean-green 117.001, mean-blue 104.298) and division by 256.0 for the input image. For weight initialization, we used formula 16 from [40] and all bias terms were set to 0. For the evaluation, we evaluated the rotations 0°, 90°, 180°, and 270° separately to show the rotation invariance of the proposed approaches. It has to be noted that no rotation was used during training.

**VOC2012** [10] is a publicly available data set. It contains annotations for object detection, classification and semantic segmentation. We used the annotations for semantic segmentation only. In semantic segmentation, the task is to classify each pixel in an image regarding its class affiliation. Overall, the VOC2012 data set has twenty classes and the background class. Each image can contain multiple objects, but not all twenty objects have to be present. It is also possible that the same object class is present multiple times. The training set consists of 3,507 segmented objects on 1,464 images and the validation set has 3,422 segmented objects on 1,449 images. Additionally, there is a third image set without any annotations. This set can be used for initializing weights using unsupervised training similar to an autoencoder. In our training and evaluation, we did not use the third set. In addition, the data set is unbalanced, making it even more difficult to use.

**Training:** We used a fixed batch size of ten during training. The initial learning rate was set to 10^{-1}. The entire training procedure contained 800 epochs, whereby after each round of 200 epochs the learning rate was reduced by 10^{-1}. As an optimizer we used SGD with momentum [60] set to 0.9 and a weight decay of 1 × 10^{-4}. For weight initialization, we used formula 16 from [40] and all bias terms were set to 0. For data augmentation, we used a cropping of...
227 × 227 regions out of each input image. Additionally, we used random color offsets during training. As preprocessing of the images, we used constant mean subtraction (mean red 122.782, mean-green 117.001, mean-blue 104.298) and divided each value by 256.0. For the evaluation, we evaluated the rotations 0°, 90°, 180°, and 270° separately to show the rotation invariance of the proposed approaches. It has to be noted that no rotation was used during training.

6. Evaluation

In general, it should be noted here that rotationally invariant features always perform worse when compared to rotationally sensitive features if evaluated for only one rotation. This is due to the fact that, for some tasks, rotation sensitive features contain more general information [12, 66, 56, 57]. However, on average across all rotations, rotationally invariant traits performed more effectively. Since our models were trained without additional data manipulation and rotation, we limited the evaluation to four simple rotations, (0°, 90°, 180°, and 270°), which can be calculated without interpolation. In all tables, we share the results for each rotation to show that the trained features are rotation invariant when compared to conventional convolutions.

For comparison, we consistently replaced all convolution layers with rotationally invariant layers, with the exception of rotational pooling (RP) [12]. Here, the authors have shown that the process works best if only the first layer is used. Therefore, in our evaluation, we only used the rotational pooling in the first layer together with the rotational invariant layer when &RP was specified. For the RIC [12] approach, we only used filters with a size 3 × 3, since no construction rule was specified for larger filters. For ORN [66], we used all rotations every time, where the number was specified with −XY each. To make the ORN [66] approach rotationally invariant, we used the OR-Pooling [66] outlined by the authors.

Table [3] shows the results on CIFAR10 using the model c) from Figure [5]. Global pooling has been removed for this evaluation. As you can see, when comparing the entries without rotational pooling [12], the invariant features are not sufficient to make the entire network invariant to a rotation on the input data. One approach to make the entire network invariant is to use rotational pooling [12]. Here, for each different rotation of the filter, the output is rotated as well. In the case of back propagation, the error is also rotated. This makes the nets rotationally invariant as seen in Table [5] for the entries with RP. We have used RP together with the invariant features only in the first layer because the authors in [12] have shown that is where it works the best. If you compare the results with RP from Table [3] and the results with global pooling from Table [4] you can see that all nets together with the rotation invariant features are rotation invariant. Global pooling also allows for high accuracy. Consequently, we will use global pooling for the following evaluations instead of RP. Another observation that stands out in the tables [3] [4] and [5] is that RING 3 × 3 and ORN-8 3 × 3 [66] always achieve the same results. This is because the RING method only rotates one ring and there are eight filter rotations of ORN-8 [66]. Thus, for the input 3 × 3, both approaches are identical in our evaluation. For ORN [66], we used all rotations of the outermost filter ring. For ORN [66], the complete filter was always rotated, making a difference in the filter size of 5 × 5.

In Tables [4] and [5] the results can be observed on CIFAR10 and CIFAR100 for the models a), b), and c) with global pooling. All rotationally invariant layers and approaches show the rotational invariance clearly in comparison to ordinary convolutions because they offer the same results for each rotation. The least expensive and least parameterized method in our evaluation is RSDW, which uses the approach of depth wise convolutions [] together with radial convolutions (RAD). RSDW also has the worst results of all rotation invariants, but still maintains a better record, on average, than conventional convolutions when compared to all rotations. The RAD approach significantly improves the results and has both lower calculation costs and parameters compared to RIC [12]. On the other hand, RIC, with a radius of 2 for model b), is always significantly better than
RAD, which had a radius of 3 for model b). If RIC [12] is compared directly with RAD, the calculation costs for RIC [12] are four times higher and the number of parameters, in the case of RAD with a radius of 2, are almost three times higher.

Likewise, it can be seen in Tables 4 and 5 that, for the orientation 0°, the CNN with a filter size of 5 × 5 always performs best. This is also the orientation of the training data. For all other orientations, RING with a filter size of 5 × 5 is best. The second best is ORN-16 with a filter size of 5 × 5. ORN-16 only needs 2/3 of the run time when compared to RING.

As can be observed in Table 6 the rotation invariant filters also work for semantic segmentation. Note that we also scaled the validation data to 227 × 227 to achieve a one-dimensional vector in the central part of the network. As you can see, the resource-saving method RAD is already better than the conventional convolution while the more expensive RING method improves results significantly.

### 7. Conclusion

In this work, we have shown several new approaches for rotationally invariant feature extraction in deep neural net-
works. We compared our approaches with the state of the art on CIFAR10 and CIFAR100. Different models were trained and no rotation was applied to the training data. As the evaluation with four rotations reveals, our approaches are also rotation invariant. Furthermore, we tested our approaches in fully convolutional neural networks for semantic segmentation on the VOC2012 data set. In addition to the description and evaluation, we provide the CUDA implementations of our approaches as well as a description of how they can be integrated into existing frameworks. Future work will focus on head mounted eye trackers [13], since eye cameras can be shifted and rotated. Through this effort, we would like to further show the advantages of rotation invariant approaches also for scan path classification [15, 18] as well as eye movement detection [31, 37, 16, 17, 25, 31]. In particular, we will look at the transfer between training on synthetic data and the use of genuine human data. In addition, rotation invariant features could improve saliency prediction as well [39, 29].
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