Deep Learning Estimation of Multi-Tissue Constrained Spherical Deconvolution with Limited Single Shell DW-MRI
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ABSTRACT

Diffusion-weighted magnetic resonance imaging (DW-MRI) is the only non-invasive approach for estimation of intra-voxel tissue microarchitecture and reconstruction of in vivo neural pathways for the human brain. With improvement in accelerated MRI acquisition technologies, DW-MRI protocols that make use of multiple levels of diffusion sensitization have gained popularity. A well-known advanced method for reconstruction of white matter microstructure that uses multi-shell data is multi-tissue constrained spherical deconvolution (MT-CSD). MT-CSD substantially improves the resolution of intra-voxel structure over the traditional single shell version, constrained spherical deconvolution (CSD). Herein, we explore the possibility of using deep learning on single shell data (using the b=1000 s/mm² from the Human Connectome Project (HCP)) to estimate the information content captured by 8th order MT-CSD using the full three shell data (b=1000, 2000, and 3000 s/mm² from HCP). Briefly, we examine two network architectures: 1.) Sequential network of fully connected dense layers with a residual block in the middle (ResDNN), 2.) Patch based convolutional neural network with a residual block (ResCNN). For both networks an additional output block for estimation of voxel fraction was used with a modified loss function. Each approach was compared against the baseline of using MT-CSD on all data on 15 subjects from the HCP divided into 5 training, 2 validation, and 8 testing subjects with a total of 6.7 million voxels. The fiber orientation distribution function (fODF) can be recovered with high correlation (0.77 vs 0.74 and 0.65) and low root mean squared error ResCNN:0.0124, ResDNN:0.0168 and sCSD:0.0323 as compared to the ground truth of MT-CST, which was derived from the multi-shell DW-MRI acquisitions. The mean squared error between the MT-CSD estimates for white matter tissue fraction and for the predictions are ResCNN:0.0249 vs ResDNN:0.0264. We illustrate the applicability of high definition fiber tractography on a single testing subject with arcuate and corpus callosum Tractography. In summary, the proposed approach provides a promising framework to estimate MT-CSD with limited single shell data. Source code and models have been made publicly available.
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1. INTRODUCTION

Diffusion-weighted magnetic resonance imaging (DW-MRI), a non-invasive in-vivo MR imaging technique captures unique information regarding the microstructure of the human brain [1]. One of the first microstructure analysis techniques was diffusion tensor imaging (DTI) [2]. However, DTI has been limited by only recovery of fiber populations in a primary direction. Multiple advanced acquisition schemes with advanced reconstruction methods were proposed to detect crossing fiber populations [3]. The advanced reconstruction techniques are collectively referred to as high angular resolution diffusion imaging (HARDI) methods [4]. A primary application of reconstructed microstructure is for constructing the white matter (WM) neural pathways of the human brain also known as tractography [5]. Advanced tractography methods, such as high definition fiber tractography (HDFT) [6], have been applied for utilized for neurosurgery guidance. A caveat is that HDFT requires multi-shell DW-MRI (multiple diffusivity values) acquisitions which are expensive and take much more time as compared to a single shell acquisition [6]. This work is focused towards recovery of HDFT with single shell DW-MRI acquisitions (Fig 1).

There are multiple methods that can be used as a prior for HDFT such as generalized q-sampling (GQI) [7] and multi-tissue constrained spherical deconvolution (MT-CSD) [8] both of which are microstructure reconstruction methods. This
work tackles the problem of microstructure reconstruction only using the single shell DW-MRI acquisitions. There are a couple of existing approaches that have shown the possibility of recovery of tissue volume fraction from single-shell data. The first poses it as a non-negative factorization problem [9]. The second is a deep learning approach which directly takes the input of diffusion weighted images for fiber orientation distribution function (fODF) reconstruction [10]. The first approach has only been shown to reconstruct microstructure while the second one is restricted in terms of broader applicability as it is tied to input of diffusion weighted images directly and does not include a joint estimation of tissue fraction. Herein, we propose to use deep learning techniques which ensure broader applicability by the usage of spherical harmonics and we explore the differences between using single voxel and cubic patches for reconstruction of MT-CSD.

Deep learning has become a powerful tool for learning non-linear mappings between a set of inputs and outputs where a non-linear mapping exists [11]. Although deep learning has been quite useful in other medical imaging domains, it is still in its nascent stages for DW-MRI. Recent work has been seen in microstructure estimation, harmonization and k-space reconstruction [12-14]. For this specific problem, we explore two different network architectures for recovery of MT-CSD microstructure. The first approach is a residual deep neural network (ResDNN) [15] of five layers with a residual block in between and takes input of a single voxel in the form of spherical harmonics (SH) while providing the output of IODF derived from MT-CSD which are also in the form of SH. The second network takes an input of a cubic patch of voxels and makes the prediction of the center voxel thus utilizing spatial information as features for the deep learning network. This network has five convolutional layers with a residual block further consisting of convolutional layers (ResCNN). This network is inspired from previous work [16].

The methods proposed have been trained, validated, and tested on the human connectome dataset [17]. Deep learning networks were trained on 5 subjects and validated on 2. While 8 subjects were withheld for testing. The deep learning methods were also compared with the silver standard of super-resolved constrained spherical deconvolution (sCSD) [18] as a baseline. All comparisons were made with the MT-CSD being considered as the ground truth.

2. DATA & METHODS

2.1 Human Connectome Project Data

The human connectome project (HCP) dataset has an advanced acquisition scheme with three different diffusivity values 1000, 2000 and 3000 s/mm². All three diffusivity values are acquired with 90 gradient directions with interspersed b0’s. The pre-processed dataset provided was used for this work. All diffusion weighted volumes were normalized by the mean b0 as a standard pre-processing step. A total of 15 HCP subjects with the above acquisition scheme were used (Training: 5, Validation: 2, Testing: 8).

For training the proposed networks only the single shell of diffusivity value at 1000 s/mm² was used. The diffusion weighted volumes of that specific shell were fitted to 8th order SH which will be utilized as input training data for the network. Spherical harmonics in context of DW-MRI have become a standard way for representation of data with minimal representation error [19]. The output for the network which can be broken into two different parts 1.) SH coefficients of the IODF (8th order) which are reconstructed using MT-CSD on all three shells (1000, 2000 & 3000 s/mm²) of DW-MRI data. 2.) Tissue volumes fractions which are scalar values for cerebrospinal fluid, apparent fiber density (white matter fraction), gray matter fraction.

2.2 Deep Learning Networks

The ResDNN is inspired from prior work and consists of five full connected dense layers (Fig 2). The number of neurons used per layer are x1: 400, x2: 45, x3: 200, x4: 45, x5: 200. The residual block is formed using the addition of the x2 and x4 layer. All layers are activated using ‘relu’. The inputs are a vector of 1x45 coefficients of 8th order DW-MRI SH. The outputs are 1x45 fODF SH coefficients at 8th order with an additional 1x3 scalar vector which represents the tissue fraction volume. To adapt the use of fractional volumes as output we use a modified loss function which is defined in (1) where m denotes the number of samples  𝑦∈  is the set of fODF SH derived from MT-CSD  𝑦∈  is the set of SH predictions made by ResDNN  𝑃∈  denotes the vector of tissue fraction value while  𝑃∈  denotes the predicted vector of tissue fractions.

$$L = \frac{1}{m} \sum_{i=1}^{m} \alpha (y_{true,i} - y_{pred,i})^2 + \beta (P_{true,i} - P_{pred,i})^2$$
The ResCNN architecture stems from prior work where the network was originally intended for a harmonization problem. The network takes an input of 3x3x3x45 where the cubic patch consists of 8th order DWMRI SH coefficients for each voxel in the cubic patch (Fig 2). The output is the same as defined for the ResDNN. This network architecture is divided into three parts, its core part being the residual block which consists of multiple functional units (each functional unit is dedicated to a specific order of SH). The residual block can be stacked multiple times keeping the spatial dimensions intact. For our purpose we use a single block. The residual block is connected with two more convolutional kernels which is finally connected to a dense layer for predicting the center voxel of the cubic patch. All layers are ‘relu’ activated. We use the same modified loss as described above for ResDNN.

2.3 Evaluation Criteria

To compare the predictions of the proposed deep learning methods we use angular correlation coefficient (ACC) [20] to evaluate the similarity of the prediction when compared with the ground truth estimate of MT-CSD. ACC is a generalized measure for all fiber population scenarios. It assesses the correlation of function of all directions over a spherical harmonic expansion. In brief, it provides the estimate of how closely a pair of fODF’s are related on a scale of -1 to 1 where 1 is the best measure. Here ‘u’ and ‘v’ represent sets of SH coefficients.

\[
ACC = \frac{\sum_{j=1}^{\infty} |u_{jm}| v_{jm}}{\left(\sum_{j=1}^{\infty} |u_{jm}|^2\right)^{1/2}\left(\sum_{j=1}^{\infty} |v_{jm}|^2\right)^{1/2}} \quad \ldots (2)
\]

The tissue fraction volumes are assessed using mean squared error (MSE) per voxel and per tissue fraction. MSE has been evaluated over the entire brain volume in encompassing all regions of the brain.

3. RESULTS

We observe that ResCNN shows the most skewed distribution towards high correlation (Fig 3A) followed by ResDNN and sCSD. The mean ACC values across all 8 subjects were found to be 0.67, 0.72 and 0.64 for ResCNN, ResDNN and sCSD. Following subject wise ACC distributions (Fig 3B, 3C, 3D) for the entire brain volume we can see that ResCNN shows the most skewed distribution towards higher ACC for all subjects, followed by ResDNN and sCSD. Non-parametric signed rank test for all pairs of distributions were found to be p < 0.001. The root mean squared error across all pairs voxels for all subjects was found to be sCSD: 0.0323, ResDNN: 0.0168, ResCNN: 0.0124. Visually, the spatial map (Fig 4) of the middle axial slice for a single subject indicates that sCSD has high ACC for WM, while ResDNN shows improvement in the circulatory regions between WM and GM with ResCNN showing the highest ACC. All three methods show low ACC for CSF and GM regions.

The RMSE for CSF and GM is lower for ResDNN as compared to ResCNN (Table 1). While ResCNN only exhibits lower RMSE for only WM. The spatial maps for the middle axial slice of the same subject indicate higher error (MSE) of CSF and GM for ResCNN as compared to ResDNN. However lower MSE can be observed for WM for ResCNN as compared to ResDNN. Non-parametric signed rank test between distribution of MSE errors for the pair per tissue fraction were found to be p < 0.001.

4. DISCUSSION

In this work, we depict a full pipeline that begins from scanner acquisition to HDFT reconstruction using only a single shell DW-MRI acquisition. Deep learning on SH coefficients allows for generalizability and applicability when other scanner acquisitions need to be used for HDFT reconstruction. The deep learning approaches proposed for this work well and could be further improved by exploration of more intricate deep learning architectures and larger training datasets. While we have shown the proposed method to be applicable at a clinical diffusivity value, further validation on reduced numbers of gradient directions is necessary.

To do a full 3 shell by 90 direction scan takes ~40 minutes. The deep learning can potentially provide usable data for HDFT quality scans at ~5 minutes for a diffusivity value of 1000 s/mm$^2$ with 32 gradient directions. Clinical MRI use of advanced methods is very limited due to longer scan acquisition time. Reducing scan time by a factor of 8 could set the conditions for clinical use of HDFT quality scanning to grow dramatically perhaps several orders of magnitude.
| Method   | RMSE CSF | RMSE GM | RMSE WM |
|----------|----------|----------|----------|
| ResDNN   | 0.0135   | 0.0305   | 0.0264   |
| ResCNN   | 0.0173   | 0.0320   | 0.0249   |
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Figure 2: Top row describes the input, the architecture and hyper-parameters of ResDNN and then the output of the network with the loss function. The bottom row describes the same for ResCNN architecture.
Figure 3: A) Distribution of ACC for all voxels of withheld subjects using sCSD, ResDNN & ResCNN predicted fODF when compared with fODF of MT-CSD. B) Subject wise distribution of ACC for sCSD. C) Subject wise distribution of ACC for ResDNN. D) Subject wise distribution of ACC for ResCNN.

Figure 4: Spatial angular correlation coefficient maps of the middle axial slice of the brain of a single subject. A) fODF predictions from sCSD. B) fODF predictions from ResDNN. C) fODF predictions from ResCNN.
Figure 5: Spatial maps of mean squared error between tissue fraction estimates of ResDNN and ResCNN with estimates of MT-CSD.
Figure 7: Tractography reconstruction of HDFT for the tract corpus callosum using A) ResDNN C) ResCNN E) MT-CSD. Reconstruction of HDFT for tract arcuate using B) ResDNN D) ResCNN and F) MT-CSD.
Figure 6: Crossing fiber region of interest of fODF on a middle coronal slice reconstruction shown for A) sCSD, C) ResDNN, D) ResCNN and B) MT-CSD.