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Abstract

A large number of explicit estimators are proposed in this paper for loss rate estimation in a network of the tree topology. All of the estimators are proved to be unbiased and consistent instead of asymptotic unbiased as that obtained in [1] for a specific estimator. In addition, a set of formulae are derived for the variances of various maximum likelihood estimators that unveil the connection between the path of interest and the subtrees connecting the path to observers. Using the formulae, we are able to not only rank the estimators proposed so far, including those proposed in this paper, but also identify the errors made in previous works. More importantly, using the formulae we can easily identify the most efficient explicit estimator from a pool that makes model selection feasible in loss tomography.
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I. INTRODUCTION

Loss tomography has been studied for a number of years and a large number of estimators have been proposed for the networks of the tree topology [1–10]. Among the proposed estimators, almost all of them rely on an iterative procedure, such as the expectation and maximization (EM) or the Newton-Raphson algorithm, to approximate the solution of a likelihood equation that can be a high degree polynomial. Using approximation to solve a high degree polynomial has been widely criticised for its computational complexity that increases with the number of descendants attached to the link or path to be estimated [5]. Because of this, there has been a persistent interest in the research community to find an explicit estimator that performs as good as the iterative approach. Apart from explicit estimators, there are other issues in loss tomography that have not been solved. One of the issues is the theoretical variance of the estimates obtained by a maximum likelihood estimator (MLE). As far as we are aware of, there has been no a creditable result reported in a general form for the variances of MLEs although some expressions were presented and used in literature, e.g. [1], that were obtained under specific conditions or assumptions. Because of this, the expressions cannot be used to evaluate the performance of an estimator. This paper is devoted to address these two issues and provide positive answers to them.

There have been a number of attempts to propose explicit estimators and all of them aim at estimating the pass rate of a path, not a link, connecting the root of a network in the tree topology to an internal node of the network since there is a bijection between the pass rates of the paths and the pass rate of the links in a network of the tree topology. However, due to the lack of a clear strategy in the search of explicit estimators, all of the attempts are preliminary and produce little theoretical result.
Apart from this, some of the results reported from the previous works, including those presented in [1, 8, 11], are incorrect or incomplete because of the lack of understanding the nature of the estimation or the use of unrealistic assumptions.

To complete the analyses and correct those mistakes stated above, we have undertaken a thorough and systematic investigation of the estimators proposed for loss tomography that aims at identifying the statistical principle and strategies that have been used or can be used in the tree topology. As a result, a number of findings are unveiled that show all of the estimators proposed previously rely on observed correlations to infer the pass rates. The most popular strategy is to use all of the correlations available in estimation, such as the maximum likelihood estimator (MLE) proposed in [2], that directly results in the use of high degree polynomials as the likelihood equations. Nevertheless, the qualities of the correlations, measured by the fitness between a correlation and the corresponding observation, are different, some are more fit than others. Rather than using all of the correlations available but using a small portion of the high-quality correlations, we can have an explicit estimator that performs at least as good as the MLE proposed in [2]. This paper is devoted to those findings that contributes to loss tomography in four-fold.

- A large number of explicit estimators are proposed on the basis of composite likelihood [12] that select some correlations from the available ones to estimate loss rates. The estimators are divided into three groups: the block wised estimators (BWE), the reduce scaled estimators (RSE), and the individual based estimators (IBE).
- The estimators in the three groups are proved to be unbiased rather than asymptotic unbiased as that proved in [1]. A set of formulae are derived for the variances of the estimators in RSE and IBE, plus the MLE proposed in [2]. The formulae show the variance of a loss rate estimator can be exactly expressed by the pass rate of the path of interest and the pass rate of the subtrees connecting the path of interest to the observers of interest. The formulae also show the weakness of the result obtained in [1] by the delta method.
- The efficiency of the estimators in IBE are compared with each other on the basis of the Fisher information that shows an estimator considering a correlation involving a few observers is more efficient than that considering a correlation involving many. Therefore, the estimator proposed in [1] is the least efficient one. A similar conclusion is obtained for the estimators in BWE.
- Using the formulae, we able to identify an efficient estimator by examining the end-to-end pass rates that makes model selection not only possible but also feasible. A number of simulations are conducted to verify this finding.

The rest of the paper is organised as follows. In Section II we briefly introduce the previous works about explicit loss rate estimators and point out the weakness of them. In Section III the loss model, the notations, and the statistics used in this paper are presented. In Section IV we derive the MLE considering all available correlations for the networks of the tree topology. We then decompose the MLE into a number of components according to correlations and derive a number of likelihood equations for the components in Section V. A statistic analysis of the proposed estimators is presented in Section VI that details the statistical properties of the proposed estimators, one of them is the formulae to calculate the variances of various estimators. Given the large number of estimators, model selection is introduced in Section VII. A strategy based on the formulae proposed is presented and a number of simulations are conducted that verify the feasibility of the proposed strategy. Section VIII is devoted to concluding remark.
II. RELATED WORKS

Multicast Inference of Network Characters (MINC) is the pioneer of using the ideas proposed in [13] into practice, where a Bernoulli model is used to model the loss behaviors of a link. Using this model, the authors of [2] derive an estimator to estimate the pass rate of a path connecting the source to a node. The estimator is expressed in a polynomial that is one degree less than the number of descendants of the node [2–4]. To ease the concern of using numeric method to solve a higher degree polynomial (> 5), the authors of [1] propose an explicit estimator and claim the estimator has the same asymptotic variance as that obtained by the estimator proposed in [2] to first order. However, the claim is questionable because there has been no result about the variance of an estimator, including the MLE proposed in [2], and the result is obtained in [1] is based on a unrealistic assumption, i.e. the loss rate of a link is very small. Under the assumption, almost all of the estimators proposed so far can achieve the same or better performance than that proposed in [1]. In addition, the variance of the MLE used in the comparison in [1] is also unrealistic because such a variance can only be obtained either by direct measurement or by letting the pass rate of the subtree rooted at the end of the path being estimated equal to or approach to 1.

In contrast to [1], [8, 11] propose an estimator that converts a general tree into a binary one and subsequently makes the likelihood equation into a quadratic equation of $\mathbb{A}_k$ that is solvable analytically. Experiments show the estimator preforms better than that in [1] since the estimator uses more information in estimation. However, except experimental results, there is little theoretical analysis to demonstrate why it is better than that proposed in [1]. In addition, although the author of [11] proves the estimator is a MLE, it is not clear that the MLE proposed in [11] is the same as that proposed in [2].

III. ASSUMPTION, NOTATION AND SUFFICIENT STATISTICS

To make the following discussion simple and rigorous, we need to use a large number of symbols that may overwhelm the readers who are not familiar with loss tomography. To assist them, the symbols will be gradually introduced through the paper, where the frequently used symbols will be introduced in the following two sections and the others will be brought up later until needed. In addition, the most frequently used symbols and their meanings are presented in Table I for quick reference.

A. Assumption

To make loss tomography possible, probing packets, called probes, are multicasted from a source or a number of sources located on one side of a network to a number of receivers located on the other side of the network, where the paths connecting the sources to the receivers, via some routers, cover the links of interest. Statistical inference relies on the network topology and the correlation observed by the receivers to estimate the pass rate of the path shared by the paths from the source to the receivers. If a network that does not support multicast, unicast-based multicast can be used to achieve the same effect as multicast [14], [5]. If the probes sent from sources to receivers are far apart and network traffic remains statistically stable during the measurement, the observations are considered to be independent identical distributed (i.i.d.). In addition to probing, the losses occurred on a link or between links are assumed to be i.i.d as well.

B. Notation

Let $T = (V, E)$ be the multicast tree used to dispatch probes from a source to a number of receivers, where $V = \{v_0, v_1, ..., v_m\}$ is a set of nodes and $E = \{e_1, ..., e_m\}$ is a set of directed links that connect the nodes in $V$. By default $v_0$ is
the root node of the multicast tree to which the source is attached. The set of leaf nodes \( R, R \subset V \) represents all receivers attached to \( T \). If \( f(i) \) is used to denote the parent of node \( i \), there is a correspondence between nodes and links, where \( e_i \) is the link connecting \( u_{f(i)} \) to \( v_i \). For instance, \( e_1 \) is the link connecting the parent of \( v_1 \), i.e. \( v_0 \), to \( v_1 \).

A multicast tree can be decomposed into a number of multicast subtrees at each of the internal nodes, where \( T(i) \) denotes the subtree that has \( e_i \) as its root link and \( R(i) \) denotes the receivers attached to \( T(i) \). In addition, we use \( d_i \) to denote the descendants attached to node \( i \) that is a nonempty set if \( i \notin R \). If \( x \) is a set, \(|x|\) denotes the number of elements in \( x \) and \(|d_i|\) denotes the number of descendants in \( d_i \). For example, Figure 1 shows a complete binary multicast tree, where \( R = \{v_8, v_9, \ldots, v_{15}\}\), \( R(2) = \{v_8, v_9, v_{10}, v_{11}\}\), \( d_2 = \{4, 5\}\), and \(|d_2| = 2\).

If \( n \) probes are sent from \( v_0 \) to \( R \) in an experiment, each of them gives rise of an independent realisation of the passing (loss) process \( X \). Let \( X^{(i)}, i = 1, \ldots, n \) donate the \( i-th \) process, where \( x_k^i = 1, k \in V \) if probe \( i \) reaches \( v_k \); otherwise \( x_k^i = 0 \). The sample \( Y = (x_j^i)_{j \in R} \) comprises the observations of an experiment that can be divided into a number of sections according to \( R(k) \), where \( Y_k \) denotes the part of \( Y \) obtained by \( R(k) \). If we use \( y_j^i \) to denote the observation of receiver \( j \) for probe \( i \), we have \( y_j^i = 1 \) if probe \( i \) is observed by receiver \( j \); otherwise, \( y_j^i = 0 \).

Instead of using the loss rate of a link as the parameter to be estimated, the pass rate of the path connecting \( v_0 \) to \( v_k, k \in \{1, \ldots, m\} \) is used as the parameter and denoted by \( A_k \). The empirical value of the parameter is equal to the number of probes arrived at node \( k \) divided by the number of probes sent from the source, i.e. \( n \). Given \( A_k, k \in V \setminus v_0 \), we are able to compute the pass rates of all links in \( E \). If \( \alpha_k \) denotes the pass rate of link \( k \) we have

\[
\alpha_k = \frac{A_k}{A_f(k)}.
\]

Given \( \alpha_k, \bar{\alpha}_k = 1 - \alpha_k \) is the loss rate of link \( k \).

C. Statistics

To estimate \( A_k \) from end-to-end measurement, we need a likelihood function to connect the \( i.i.d. \) model defined previously to the observation obtained in an experiment. The MLE proposed previously considers all of the probes observed by \( R(k) \) that can be expressed as:

\[
n_k(d_k) = \sum_{i=1}^{n} \bigvee_{j \in R(k)} y_j^i, \quad k \in \{1, \ldots, m\}
\]

that is the number of probes reaching node \( k \) from the observation of \( R(k) \), called the confirmed arrivals at node \( k \). To write a likelihood of \( A_k \) for \( n_k(d_k) \), \( \beta_k \) and \( \gamma_k \) are introduced to denote the pass rate of the subtrees rooted at node \( k \) and the pass rate of the special multicast tree that connects \( v_0 \) to \( R(k) \), via node \( k \), respectively. Clearly \( \gamma_k = A_k \cdot \beta_k, k \in \{1, \ldots, m\} \) and \( \hat{\gamma}_k = \frac{n_k(d_k)}{n} \) is the empirical value of \( \gamma_k \). Note that \( \hat{\gamma}_j = \frac{y_j}{n}, j \in R \) is the empirical pass rate of the path from the root to node \( j \).

Given the assumptions made at the beginning of this section and the above definitions, the likelihood function of \( A_k \) for the observation obtained by \( R(k) \), i.e. \( n_k(d_k) \) can be created as follows:

\[
P(A_k|Y) = (A_k \beta_k)^{n_k(d_k)} (1 - A_k \beta_k)^{n - n_k(d_k)}.
\]

Given \( \beta \), we can prove \( n_k(d_k) \) is a sufficient statistic with respect to \( (wrt.) \) the passing process of \( A_k \) for the observation obtained by \( R(k) \). Rather than using the well known factorisation theorem in the proof, we directly use the mathematic
definition of a sufficient statistic (See definition 7.18 in [15]) to achieve this. The definition \( \text{wrt.} \) the statistical model defined for the passing process is presented as a theorem here:

Theorem 1: Let \( Y = \{X^{(1)}, \ldots, X^{(n)}\} \) be a random sample, governed by the probability function \( p_{A_k}(Y) \). The statistic \( n_k(d_k) \) is minimal sufficient for \( A_k \) in respect of the observation of \( R(k) \).

\[ \text{Proof:} \quad \text{According to the definition of sufficiency, we need to prove} \]

\[ p_{A_k}(Y|n_k(d_k) = t) = \frac{p_{A_k}(Y)}{p_{A_k}(n_k(d_k) = t, Y)} \]  \hspace{1cm} (4)

is independent of \( A_k \).

Given (3), the observation of \( R(k) \) with \( n_k(d_k) = t \) is a binomial distribution as follows

\[ p_{A_k}(n_k(d_k) = t) = \binom{n}{t} (A_k \beta_k)^t (1 - A_k \beta_k)^{n-t}. \]

Then, we have

\[ p_{A_k}(Y|n_k(d_k) = t) = \frac{(A_k \beta_k)^t (1 - A_k \beta_k)^{n-t}}{\binom{n}{t} (A_k \beta_k)^t (1 - A_k \beta_k)^{n-t}} = \frac{1}{\binom{n}{t}}, \]  \hspace{1cm} (5)

which is independent of \( A_k \). Then, \( n_k(d_k) \) is a sufficient statistic.

Apart from the sufficiency, \( n_k(d_k) \), as defined in (3), is a count of the probes reaching \( R(k) \) that counts each probe once and once only regardless of how many receivers observe the probe. Therefore, \( n_k(d_k) \) is a minimal sufficient statistic in regard to the observation of \( R(k) \).

IV. PROBLEM FORMULATION AND ANALYSIS

A. Maximum Likelihood Estimator

Turning the likelihood function presented in (3) into a log-likelihood function, we have

\[ L(A_k|\Omega) = n_k(d_k) \log(A_k \beta_k) + (n - n_k(d_k)) \log(1 - A_k \beta_k). \]  \hspace{1cm} (6)
### TABLE 1
FREQUENTLY USED SYMBOLS AND DESCRIPTION

| Symbol | Description |
|--------|-------------|
| \( T(k) \) | the subtree rooted at link \( k \). |
| \( d_k \) | the descendants attached to node \( k \). |
| \( R(k) \) | the receivers attached to \( T(k) \). |
| \( A_k \) | the pass rate of the path from \( v_0 \) to \( v_k \). |
| \( \beta_k \) | the pass rate of the subtree rooted at node \( k \). |
| \( \gamma_k \) | \( A_k \cdot \beta_k \), pass rate from \( v_0 \) to \( R(k) \). |
| \( x_k^i \) | the state of \( v_k \) for probe \( i \). |
| \( \sum_k \) | the \( \sigma \)-algebra created from \( d_k \). |
| \( n \) | the number of probes sent in an experiment. |
| \( n_k(d_k) \) | the number of probes reaches \( R(k) \). |
| \( n_k(x) \) | the number of probes reaches the receivers attached to \( T(j), j \in x \). |
| \( I_k(x) \) | the number of probes observed by the members of \( x \). |

Differentiating (6) wrt. \( A_k \) and letting the derivatives be 0, we have

\[
\frac{n_k(d_k)}{A_k} - \frac{(n - n_k(d_k))\beta_k}{1 - A_k\beta_k} = 0. \tag{7}
\]

Given the i.i.d. model assumed previously and the multicast used in probing, we have the following equation to link the observation of \( R(k) \) to \( \beta_k \) that is defined as the pass rate of the subtree rooted at node \( k \):

\[
1 - \beta_k = \prod_{j \in d_k} \left(1 - \frac{\gamma_j}{A_k}\right). \tag{8}
\]

Solving \( \beta_k \) from (8) and using it in (7), we have a likelihood equation as

\[
1 - \frac{n_k(d_k)}{n \cdot A_k} = \prod_{j \in d_k} \left(1 - \frac{\gamma_j}{A_k}\right). \tag{9}
\]

Using \( \gamma_k \) to replace \( \frac{n_k(d_k)}{n} \) since the latter is the empirical value of the former, we have a likelihood as follows:

\[
1 - \frac{\gamma_k}{A_k} = \prod_{j \in d_k} \left(1 - \frac{\gamma_j}{A_k}\right). \tag{10}
\]

(10) is identical to the estimator proposed in [2]. In order to find the correlations considered in the MLE, we use (9) rather than (10) in the rest of this section because it explicitly connects observations to correlations.

### B. Correlations and Observation

To find the number of correlations considered by the MLE, both sides, the right hand side (RHS) and the left hand side (LHS), of (9) are expanded to show the correspondences between observations and correlations. The correlations are called the **predictors** of the observations since the former predicates the latter. For instance, \( \gamma_i \cdot \gamma_j/A_k, i, j \in d_k \land i \neq j \) is the predictor of the portion of probes that are simultaneously observed by at least two receivers attached to subtree \( i \) and subtree \( j \), respectively.
To find the correlations involved in (9), a σ-algebra, $S_k$, is created over $d_k$. Let $\Sigma_k = S_k \setminus \emptyset$ be the non-empty sets in $S_k$, each of which corresponds to a pair of predictor and observation. If the number of elements in a member of $\Sigma_k$ is defined as the degree of the correlation, $\Sigma_k$ can be divided into $|d_k|$ exclusive groups for correlations varying from 1 to $|d_k|$. Let $S_k(i), i \in \{1, \ldots, |d_k|\}$ denote the group that considers the correlation involving $i$ members of $d_k$, we call it $i$-wise correlation. For example, if $d_k = \{i, j, k, l\}$, $S_k(2) = \{(i, j), (i, k), (i, l), (j, k), (j, l), (k, l)\}$ that consists of all of the pairwise correlations in $d_k$ and $S_k(3) = \{(i, j, k), (i, j, l), (i, k, l), (j, k, l)\}$ consists of the tripletwise correlations.

Given $\Sigma_k$, $n_k(d_k)$ can be decomposed into the probes that are observed by the members of $\Sigma_k$. If $x$ is a member of $\Sigma_k$ and $|x| > 1$, a probe that is observed by $x$ is defined as if and only if at least a receiver attached to subtree $j, j \in x$ observes the probe, called simultaneous observation. To explicitly express $n_k(d_k)$ by $n_j(d_j), j \in d_k$, $I_k(x), x \in \Sigma_k$ is introduced to return the number of probes observed by $x$ in an experiment. If $u^i_j$ is the observation of $R(j)$ for probe $i$, which is equal to

$$u^i_j = \bigvee_{k \in R(j)} y^i_k,$$

we have

$$I_k(x) = \sum_{i=1}^{n} \bigwedge_{j \in x} u^i_j, \quad x \in \Sigma_k. \tag{11}$$

If $x = (j)$,

$$I_k(x) = n_j(d_j), \quad j \in d_k,$$

Then, we have

$$n_k(d_k) = \sum_{i=1}^{|d_k|} (-1)^{i-1} \sum_{x \in S_k(i)} I_k(x). \tag{12}$$

(12) states that $n_k(d_k)$ is equal to a series of alternating adding and subtracting operations that ensure each probe observed by $R(k)$ is counted once and once only in $n_k(d_k)$.

C. Correlations in MLE

Given (12), we are able to prove the MLE proposed in [2] considers all of the correlations in $\Sigma_k$.

**Theorem 2:** 1) (9) is a full likelihood estimator that considers all of the correlations in $\Sigma_k$;

2) (9) consists of observed values and their predictors, one for a member of $\Sigma_k$; and

3) the estimate obtained from (9) is a fit that minimises an alternating differences between observed values and corresponding predictors.

**Proof:** (9) is a full likelihood estimator that considers all of the correlations in $d_k$. To prove 2) and 3), we expand the both sides of (9) to pair the observed values with the predictors of them according to $S_k$. We take three steps to achieve the goal.

1) If we use (12) to replace $n_k(d_k)$ from LHS of (9), the LHS becomes:

$$1 - \frac{n_k(d_k)}{n \cdot A_k} = 1 - \frac{1}{n \cdot A_k} \sum_{i=1}^{|d_k|} (-1)^{i-1} \sum_{x \in S_k(i)} I_k(x). \tag{13}$$
2) If we expand the product term located on the RHS of (9), we have:

\[
\prod_{j \in d_k} (1 - \frac{\gamma_j}{A_k}) = 1 - \sum_{i=1}^{\mid d_k \mid} (-1)^{i-1} \sum_{x \in S_k(i)} \frac{\prod_{j \in x} \gamma_j}{A_k^i}.
\]  

(14)

where the alternative adding and subtracting operations intend to remove the impact of redundant observation in \(n_k(d_k)\).

3) Deducting 1 from both (13) and (14) and then multiplying the results by \(A_k\), (9) turns to

\[
\sum_{i=1}^{\mid d_k \mid} (-1)^i \sum_{x \in S_k(i)} \frac{I_k(x)}{n} = \sum_{i=1}^{\mid d_k \mid} (-1)^i \sum_{x \in S_k(i)} \frac{\prod_{j \in x} \gamma_j}{A_k^i}.
\]

(15)

It is clear there is a correspondence between the terms across the equal sign, where the terms on the LHS are the observed values and the terms on the RHS are the predictors. If we rewrite (15) as

\[
\sum_{i=1}^{\mid d_k \mid} (-1)^i \sum_{x \in S_k(i)} \left( \frac{I_k(x)}{n} - \frac{\prod_{j \in x} \gamma_j}{A_k^i} \right) = 0,
\]

(16)

the correspondence between correlations and observed values becomes obvious in (16).

To distinguish the MLE from the others proposed in this paper, we call it original MLE in the rest of the paper.

V. EXPLICIT ESTIMATORS BASED ON COMPOSITE LIKELIHOOD

(16) shows that the original MLE considers all of the correlations available in \(\Sigma_k\) that makes the estimator a high degree polynomial if the number of subtrees rooted at node \(k\) is larger than 6. To find explicit estimators in this circumstance, we must reduce the number of correlations considered by an estimator and use composite likelihood to create likelihood functions, composite likelihood is also called pseudo-likelihood by Besag [16]. Three strategies are used here to reduce the number of correlations used in estimation: block-wised, reduce scaled, and individual based. The block-wised strategy divides all correlations into blocks, each consists of the correlations of the same degree, from pairwise to \(d_k\)-wise. The reduce scaled strategy, as named, reduces the number of subtrees considered in estimation. The individual based one considers each correlation separately.

A. Block-wised Estimator (BWE)

Let \(\psi_k(x) = \prod_{j \in x} \beta_j\), where \(x \subset d_k\), be the pass rate of the subtrees in \(x\). If the number of probes reaching node \(k\) is denoted by \(\hat{n}_k(d_k)\), the empirical value of \(\psi_k(x)\) is equal to

\[
\frac{I_k(x)}{\hat{n}_k(d_k)}.
\]

From (16), \(|d_k| - 1\) block-wised likelihood functions can be identified, from pairwise likelihood to \(|d_k|\)-wise likelihood. Each of them corresponds to an item in the first summation of (16). In order to have a unique likelihood function for all of them, let the single-wise likelihood function be 1 and let the \(i\)-wise likelihood function be \(L_c(i; A_k; y)\). Then, the block-wised likelihood functions can be expressed uniformly.

**Lemma 1:** There are a number of composite likelihood functions, one for a type of correlations, varying from pairwise to \(|d_k|\)-wise. The composite likelihood function \(L_c(i; A_k; y)\), \(i \in \{2, \cdots, |d_k|\}\) has a form as follows:

\[
L_c(i; A_k; y) = \frac{\prod_{x \in S_k(i)} (A_k \psi_k(x))^{|k| - 1} (1 - A_k \psi_k(x))^{n_k(x) - |k|}}{\prod_{y \in S_k(i-1)} (A_k \psi_k(y))^{|k| - 1} (1 - A_k \psi_k(y))^{n_k(y) - |k|}}.
\]

(17)
Proof: The nominator on the RHS of (17) is the likelihood function considering the correlations from pairwise to $i$-wise inclusively and the denominator is the likelihood functions from single-wise to $(i-1)$-wise. The quotient of them is the likelihood dedicated to the $i$-wise correlation.

Let $A_k(i)$ be the estimator derived from $L_c(i; A_k; y)$. Then, we have the following theorem.

**Theorem 3:** Each of the composite likelihood equations obtained from (17) is an explicit estimator of $A_k$ that is as follows:

$$A_k(i) = \left( \frac{\sum_{x \in S_k(i)} \prod_{j \in x} \gamma_j I_k(x)}{\sum_{x \in S_k(i)} I_k(x)} \right)^{1/\gamma_i}, \ i \in \{2, \ldots, |d_k|\}.$$  (18)

**Proof:** Firstly, we rewrite (17) into a log-likelihood function. We then differentiate the log-likelihood function wrt $A_k$ and let the derivative be 0. The likelihood equation as (18) follows.

In the rest of the paper, $A_k(i)$ is used for the $i$-wise estimator and $\hat{A}_k(i)$ for the estimate obtained by $A_k(i)$.

**B. Reduce Scaled Estimator (RSE)**

Instead of grouping the correlations of the same degree into a likelihood equation, the correlations can be grouped according to the subtrees rooted at node $k$. Since $x, x \subset d_k$ are selected, the estimators are called RSE. The log-likelihood function of the correlations within $x$ is as follows:

$$L(A_k|\Omega_x) = n_k(x) \log(A_k \beta_k(x)) + (n - n_k(x)) \log(1 - A_k \beta_k(x))$$  (19)

where $n_k(x)$ is the number of probes reaching node $k$ from the observations of the receivers attached to $T(j), j \in x$ that equals to

$$n_k(x) = \sum_{i=1}^{|x|} (-1)^{i-1} \sum_{y \in S_k(x)} I_k(y)$$

where $S_k(x)$ is the $\sigma$-algebra created over $x$. $\beta_k(x)$ is the pass rate of $T(j), j \in x$, and defined as

$$1 - \beta_k(x) = \prod_{j \in x} \left( 1 - \frac{\gamma_j}{A_k} \right).$$  (20)

Then, a similar likelihood equation as (9) is obtained and presented as follows:

$$1 - \frac{n_k(x)}{n \cdot A_k} = \prod_{j \in x} \left( 1 - \frac{\gamma_j}{A_k} \right).$$  (21)

Clearly, (21) is a reduce scaled of (9). If $|x| < 5$, the equation is solvable. The estimator is denoted by $Am_k(x)$.

**C. Individual based Estimator (IBE)**

The likelihood functions of the estimators in IBE have a similar structure as (19), where $\beta_k(x)$ and $n_k(x)$ are replaced by $\psi_k(x)$ and $I_k(x)$, respectively. Let $\Sigma'_k = \Sigma_k \setminus S_k(1)$ be the correlations considered by IBE. Then, the log-likelihood function for $A_k$ given observation $I_k(x)$ is equal to

$$L(A_k|I_k(x)) = I_k(x) \log(A_k \psi_k(x)) + (n - I_k(x)) \log(1 - A_k \psi_k(x)), \ x \in \Sigma'_k.$$  (22)

We then have the following theorem.
Theorem 4: Given (22), $A_k \psi_k(x)$ is a Bernoulli process. The MLE for $A_k$ given $I_k(x)$ equals to

$$A_k(x) = \left( \frac{\prod_{j \in x} \gamma_j}{I_k(x)} \right)^{\frac{1}{n+1}}. \quad x \in \Sigma'_k \tag{23}$$

Proof: Using the same procedure as that used in [V-A] we have the theorem. ■

Comparing (19) with (23), we can find that $\widehat{A}_k(x)$, where $||x|| = i$, is a type of geometric mean and $\hat{A}_k(i)$ is the arithmetic mean of $\widehat{A}_k(x)$, $x \in S_k(i)$. Therefore, $A_k(i)$ is more robust than $\widehat{A}_k(x)$.

Using and combining the strategies presented above, we can have various explicit estimators. In fact, the estimator proposed in [8, 11] is one of them that divides $d_k$ into two groups and only considers the pairwise correlations between the members of the two groups. Therefore, although the estimator proposed in [8, 11] is a MLE in terms of the observation used in estimation, it is not the same as (10).

VI. PROPERTIES OF THE ESTIMATORS

To evaluate the performance of the estimators proposed in this paper, we need to study the statistical properties of them, i.e., unbiasedness, consistency, uniqueness, variance, and efficiency. This section is devoted to the properties that consist of a number of lemmas, theorems and corollaries.

A. Unbiasedness and Consistency

The original MLE has been proved to be unbiased and consistent in [2]. Using the same methodology, we are able to prove the unbiasedness and consistency of the estimators in RSE. Thus, our attention here is focused on the properties of the estimators in IBE and BWE.

For the unbiasedness of $A_k(x)$, $x \in \Sigma'_k$, we have the following theorem.

Theorem 5: $A_k(x)$ is a unbiased estimator.

Proof: Let $\hat{n}_k(d_k)$ be the number of probes reaching $v_k$ and let $z_j, j \in d_k$ be the pass rate of $T(j)$. In addition, let $\bar{z}_j = \frac{\hat{n}_k(d_k)}{n}$ be the sample mean of $z_j$ and $\bar{A}_k = \frac{\hat{n}_k(d_k)}{n}$ be the sample mean of $A_k$. Note that $z_j$ and $z_l, j, l \in d_k$ are independent from each other if $j \neq l$. Apart from those, we use $x_k^l \prod_{j \in x} z_j$ to replace $\Lambda_{j \in x} y_j$ in the following derivation since the latter is equal to $x_k^l \prod_{j \in x} y_j^l$ which is equal to $x_k^l \prod_{j \in x} z_j$. We then have

$$E(\widehat{A}_k(x)||x|-1) = E\left( \frac{\prod_{j \in x} \gamma_j}{I_k(x)} \right) = E\left( \prod_{j \in x} \frac{n_j(d_j)}{\sum_{i=1}^{n_k(d_k)} z_i} \right) = E\left( \frac{\hat{n}_k(d_k)||x| \prod_{j \in x} \frac{n_j(d_j)}{\hat{n}_k(d_k)}}{\hat{n}_k(d_k) \sum_{i=1}^{n_k(d_k)} \frac{n_i(d_k)}{\hat{n}_k(d_k)} \prod_{j \in x} z_j} \right)$$

$$= E\left( \frac{\hat{n}_k(d_k)||x| \prod_{j \in x} \frac{1}{\hat{n}_k(d_k)} \sum_{i=1}^{n_k(d_k)} z_j}{\hat{n}_k(d_k) \prod_{j \in x} z_j} \right) \tag{24}$$

$$= E\left( \frac{\hat{n}_k(d_k)||x| \prod_{j \in x} 1}{\hat{n}_k(d_k) \prod_{j \in x} z_j} \right) \tag{25}$$

$$= E\left( \bar{A}_k ||x|-1 \right)$$
The theorem follows.

Given theorem 5, we have the follow corollary.

**Corollary 1:** $A_k(i)$ is an unbiased estimator.

**Proof:** According to theorem 5, we have

\[ E(\hat{A}_k(i)) = E\left(\frac{\sum_{x \in S(i)} \prod_{j \in x} \gamma_j}{\sum_{x \in S(i)} \prod_{j \in x} \gamma_j}\right) \]
\[ = E\left(\frac{1}{\gamma_i}\right) \tag{26} \]

Note that we here prove that $A_l_k(x), x \in \Sigma'_k$ are unbiased estimators, rather than asymptotic unbiased ones as that obtained in [1] for $A_k(d_k)$.

Further, we can prove $\hat{A}_l_k(x), |x| = i$ and $\hat{A}_k(i)$ are consistent estimates in the following lemma and theorem.

**Lemma 2:** $\hat{A}_l_k(x)$ is a consistent estimate of $A_k$.

**Proof:** We have the following two points to prove the lemma.

1) Theorem 5 shows that $\hat{A}_l_k(x)$ is equivalent to the mean of $A_k$. Then, according to the law of large number, $\hat{A}_l_k(x) \to A_k$.

2) From the above and the continuity of $A_l_k(x)$ on the values of $\gamma_j, j \in x$ and $I_k(x)/n$ generated as $A_k$ ranges over its support set, the result follows.

Then, we have

**Theorem 6:** $\hat{A}_k(i)$ is a consistent estimate of $A_k$.

**Proof:** As stated, $\hat{A}_k(i)$ is a mean of $\hat{A}_l_k(x), x \in S_k(i)$ that satisfies the followings inequality

\[ \min_{x \in S_k(i)} \frac{\hat{A}_l_k(x)}{\gamma_i} \leq \hat{A}_k(i) \leq \max_{x \in S_k(i)} \hat{A}_l_k(x) \frac{1}{\gamma_i}. \tag{27} \]

Since all of $A_l_k(x), x \in S_k(i)$ are consistent estimators, $A_k(i)$ is a consistent estimator.

For the uniqueness of $A_k(i)$, we have.

**Theorem 7:** If

\[ \sum_{x \in S_k(i)} \prod_{j \in x} \hat{\gamma}_j < \sum_{x \in S_k(i)} \frac{I_k(x)}{n}, \]

there is only one solution in $(0,1)$ for $\hat{A}_k(i), 2 \leq i \leq |d_k|$. 

**Proof:** Since the support of $A_k$ is in $(0,1)$, we can reach this conclusion from (18).

**B. Efficiency and Variance of $A_l_k(x), A_m_k(x)$, and the original MLE**

Given (22), we have the following theorem for the Fisher information of an observation, $y$, in IBE that can be used to determine the efficiency of $A_l_k(x), x \in \Sigma'_k$.

**Theorem 8:** The Fisher information of $y$ on $A_l_k(x), x \subset d_k$ is equal to

\[ \frac{\psi_k(x)}{A_k(1 - A_K \psi_k(x))}. \]
Proof: Considering \( I_k(x) = y \) is the observation of the receivers attached to \( x \), we have the following as the likelihood function of the observation:

\[
L(A_k | y) = y \log(A_k \psi_k(x)) + (1 - y) \log(1 - A_k \psi_k(x)).
\]  

(28)

Differentiating (28) \( \text{wrt} \ A_k \), we have

\[
\frac{\partial L(A_k | y)}{\partial A_k} = \frac{y}{A_k} - \frac{(1 - y) \psi_k(x)}{1 - A_k \psi_k(x)}
\]  

(29)

We then have

\[
\frac{\partial^2 L(A_k | y)}{\partial A_k^2} = - \frac{y}{A_k^2} - \frac{(1 - y) \psi_k(x)^2}{(1 - A_k \psi_k(x))^2}
\]  

(30)

If \( \mathcal{I}(Al_k(x) | y) \) is used to denote the Fisher information of observation \( y \) for \( A_k \) in \( Al_k(x) \), we have

\[
\mathcal{I}(Al_k(x) | y) = - E\left( \frac{\partial^2 L(A_k | y)}{\partial A_k^2} \right)
\]  

\[= \frac{E(y)}{A_k^2} + \frac{E(1 - y) \psi_k(x)^2}{(1 - A_k \psi_k(x))^2}
\]  

(31)

\[= \frac{\psi_k(x)}{A_k(1 - A_k \psi_k(x))}
\]

that is the information provided by \( y \) for \( A_k \).

Given (31), we are able to have a formula for the Fisher information of the original MLE and the estimators in RSE. In order to achieve this, let \( \beta_k(d_k) = \beta_k \). Then, we have the following corollary.

**Corollary 2:** The Fisher information of observation \( y \) for \( A_k \) in the original MLE and \( Am_k(x), x \subseteq d_k \) is equal to

\[
\frac{\beta_k(x)}{A_k(1 - A_k \beta_k(x))}, \ x \subseteq d_k.
\]

(32)

Proof: Replacing \( n_k(d_k) \) and \( n_k(x) \) by \( y \) and replacing \( n - n_k(d_k) \) and \( n - n_k(x) \) by \( 1 - y \) from (6) and (19), respectively, and then using the same procedure as that used in theorem 8 on the log-likelihood functions, the corollary follows.

Because of the similarity between (31) and (32), the two equations have the same features in terms of support, singularity, and maximums. After eliminating the singular points of them, the support of \( A_k \) is in \( (0, 1) \) and the support of \( \beta_k(x) \) (or \( \psi_k(x) \)) is in \([0, 1]\). Both (31) and (32) are convex functions in the support and reach the maximum at the points of \( A_k \rightarrow 1, \beta_k(x) = 1 \) (or \( \psi_k(x) = 1 \)) and \( A_k \rightarrow 0, \beta_k(x) = 1 \) (or \( \psi_k(x) = 1 \)). Given \( A_k \), (32) is a monotonic increase function of \( \beta_k(x) \) whereas (31) is a monotonic increase function of \( \psi_k(x) \). Despite the similarity, the efficiency of \( Al_k(x) \) and \( Am_k(x) \) go to opposite direction if \( x \) is replaced by \( y \), \( x \subseteq y \). \( Al_k(y) \) is less efficient than \( Al_k(x) \) since \( \psi_k(x) > \psi_k(y) \), but \( Am_k(y) \) is more efficient than \( Am_k(x) \) since \( \beta_k(x) < \beta_k(y) \). Given theorem 8 we are able to compare the efficiency of \( Al_k(x) \), \( x \in \Sigma_k' \) and have the following corollary.

**Corollary 3:** The efficiency of \( Al_k(x), x \in \Sigma_k' \) forms a partial order that is the same as that formed on the inclusion of the members in \( \Sigma_k' \), where the most efficient estimator must be one of the \( Al_k(x), x \in S_k(2) \) and the least efficient one must be \( Al_k(d_k) \).

Proof: The inclusion in \( \Sigma_k' \) forms a partial order, where a member of \( S_k(i) \) is included by at least one in \( S_k(i + 1), i + 1 \leq |d_k| \). Because all of the members in \( \Sigma_k' \) except those in \( S_k(2) \) include at least one of \( S_k(2) \), the most efficient estimator must be one of \( Al_k(x), x \in S_k(2) \). On the other hand, \( \forall x \{ x \in \Sigma_k' \rightarrow x \subseteq d_k \} \), \( Al_k(d_k) \) is the least efficient estimator in \( Al_k(x), x \in \Sigma_k' \).
Equation (10), $A_{mk}(x)$, and $A_{lk}(x)$ are of MLEs that have different focuses on the observations obtained. Because of this, they share a number of features, including likelihood functions and efficient equations. In addition, the variances of them can be expressed by a general function. Let $mle$ denote all of them. Then, we have a theorem for the variances of the estimators in $mle$.

**Theorem 9:** The variance of the estimators in $mle$ equal to

$$
\text{var}(mle) = A_k(1 - A_k\delta_k(x)) \delta_k(x), \ x \subseteq d_k
$$

where $\delta_k(x)$ is the pass rate of the subtrees in $x$ that is calculated on the basis of the definition of individual estimators.

**Proof:** The passing process described by (22) is a Bernoulli process that falls into the exponential family and satisfies the regularity conditions presented in [17]. Thus, the variance of an estimator in $mle$ reaches the Cramér-Rao bound that is the reciprocal of the Fisher information.

(33) unveils such a fact that the estimates obtained by an estimator spread out more widely than that obtained by direct measurement. The wideness is determined by $\delta_k(x)$, the pass rate of the subtrees connecting node $k$ to observers. If $\delta_k(x) = 1$, there is no further spread-out than that obtained by direct measurement. Otherwise, the variance estimated increases as the decreases of $\delta_k$ and in a super linear fashion.

**C. Efficiency and Variance of BWE**

The estimate obtained by $A_k(i)$ is a type of the arithmetic mean of $\hat{A}_{lk}(x), x \in S_k(i)$ that has the same advantages and disadvantages as the arithmetic mean. $A_k(i)$ differs to $\hat{A}_{lk}(x)$ by using a statistic that is not sufficient since some probes are considered more than once. Because of this, the Fisher information cannot be used to evaluate the efficiency of an estimator in BWE. Nevertheless, as a special arithmetic mean of $A_{lk}(x), |x| = i$, $A_k(i)$ shares many features as $A_{lk}(x)$. Thus, $A(i)$ is more efficient than $A(i + 1)$ and the variance of $A(i)$ is smaller than that of $A(i + 1)$.

**VII. Model Selection and Simulation**

The large number of estimators in IBE, RSE and BWE, plus the original MLE, make model selection possible. However, to find the most suitable one in terms of efficiency and computational complexity is a hard task since the two goals conflict each other. Although one is able to identify the the most suitable estimator by computing the Kullback-Leigh divergence or the composite Kullback-Leigh divergence of the estimators, the cost of computing the Akaike information criterion (AIC) for each of the estimators makes this approach prohibitive. Nevertheless, the derivation of (32) successfully solves the problem since (32) shows the most suitable estimator must have the subtrees that have the highest end-to-end pass rates.

**A. Simulation**

To compare the performance of the estimators between the original MLE, $A_k(i)$, and $A_{lk}(x)$, three rounds of simulations are conducted in various setting. Five estimators: the original MLE, $A_k(2), A_k(3), A_{lk}(x), |x| = 2$, and $A_{lk}(x), |x| = 3$, are compared against each other in the simulation and the results are presented in three tables, from Table II to Table IV. The number of samples used in the simulations varies from 300 to 9900 in a step of 300. For each sample size, 20 experiments with different initial seeds are carried out and the means and variances of the estimates obtained by the five estimators are
presented in the tables for comparison. Due to the space limitation, we only present a part of the results in the tables, where all of the means and variance for the samples varying from 300 to 3000 are included. For the samples from 3300 to 9900, only two of them, i.e. 4800 and 9900, are presented.

Table II is the results obtained from a tree with 8 subtrees connected to node $k$, where the loss rate of the subtrees are set to 1%. The result shows when the sample is small, the estimates obtained by all estimators are drifted away from the true value that indicates the data obtained is not stable. Once the sample size reaches 2100, the estimates approach to the true value because the data is stabilised around the true value. All of the estimators achieve the same outcome with the increase of samples. Generally, with the increase of samples, the variance reduces slowly although there are a number of exceptions. This indicates that there is no significant advantage of the original MLE and BWE over IBE if the subtrees connected to path of interest have the same loss rates. Therefore, by examining the pass rates of the paths connecting the source to the receivers of the subtrees, one is able to find the most suitable estimator.

### TABLE II
Simulation Result of a 8-Desendant Tree with Loss Rate=1%  

| Estimators | Full Likelihood | $A_k(2)$ | $A_k(3)$ | $A_k(x), |x|=2$ | $A_k(x), |x|=3$ |
|------------|----------------|----------|----------|----------------|----------------|
| samples    | Mean           | Var      | Mean     | Var            | Mean           | Var      |
| 300        | 0.0088         | 1.59E-05 | 0.0088   | 1.59E-05       | 0.0088         | 1.64E-05 |
| 600        | 0.0089         | 1.12E-05 | 0.0089   | 1.12E-05       | 0.0089         | 1.13E-05 |
| 900        | 0.0092         | 7.76E-06 | 0.0092   | 7.82E-06       | 0.0092         | 7.84E-06 |
| 1200       | 0.0095         | 6.13E-06 | 0.0095   | 6.13E-06       | 0.0095         | 6.17E-06 |
| 1500       | 0.0096         | 4.55E-06 | 0.0096   | 4.55E-06       | 0.0096         | 4.80E-06 |
| 1800       | 0.0096         | 1.82E-06 | 0.0096   | 1.81E-06       | 0.0097         | 1.92E-06 |
| 2100       | 0.0097         | 3.14E-06 | 0.0097   | 3.14E-06       | 0.0097         | 3.02E-06 |
| 2400       | 0.0100         | 1.32E-06 | 0.0100   | 1.32E-06       | 0.0100         | 1.29E-06 |
| 2700       | 0.0100         | 1.72E-06 | 0.0100   | 1.72E-06       | 0.0100         | 1.81E-06 |
| 3000       | 0.0102         | 2.96E-06 | 0.0102   | 2.97E-06       | 0.0102         | 3.01E-06 |
| 4800       | 0.0103         | 1.74E-06 | 0.0103   | 1.74E-06       | 0.0103         | 1.75E-06 |
| 9900       | 0.0099         | 8.18E-07 | 0.0099   | 8.23E-07       | 0.0099         | 8.05E-07 |

### TABLE III
Simulation Result of a 8-Desendant Tree, 6 of the 8 have Loss Rate=1% and the other 2 have Loss Rate=5%  

| Estimators | Full Likelihood | $A_k(2)$ | $A_k(3)$ | $A_k(x), |x|=2$ | $A_k(x), |x|=3$ |
|------------|----------------|----------|----------|----------------|----------------|
| samples    | Mean           | Var      | Mean     | Var            | Mean           | Var      |
| 300        | 0.0088         | 1.59E-05 | 0.0089   | 1.64E-05       | 0.0089         | 1.68E-05 |
| 600        | 0.0089         | 1.12E-05 | 0.0089   | 1.14E-05       | 0.0089         | 1.16E-05 |
| 900        | 0.0091         | 7.76E-06 | 0.0091   | 7.80E-06       | 0.0091         | 7.83E-06 |
| 1200       | 0.0094         | 6.13E-06 | 0.0094   | 6.16E-06       | 0.0094         | 6.18E-06 |
| 1500       | 0.0096         | 4.55E-06 | 0.0096   | 4.72E-06       | 0.0096         | 4.81E-06 |
| 1800       | 0.0096         | 1.82E-06 | 0.0096   | 1.90E-06       | 0.0096         | 1.95E-06 |
| 2100       | 0.0097         | 3.14E-06 | 0.0097   | 3.11E-06       | 0.0097         | 3.11E-06 |
| 2400       | 0.0099         | 1.32E-06 | 0.0100   | 1.34E-06       | 0.0100         | 1.35E-06 |
| 2700       | 0.0100         | 1.72E-06 | 0.0100   | 1.69E-06       | 0.0100         | 1.67E-06 |
| 3000       | 0.0102         | 2.96E-06 | 0.0102   | 2.93E-06       | 0.0102         | 2.91E-06 |
| 4800       | 0.0103         | 1.74E-06 | 0.0104   | 1.74E-06       | 0.0104         | 2.06E-06 |
| 9900       | 0.0099         | 8.18E-07 | 0.0099   | 8.30E-07       | 0.0099         | 9.78E-07 |

TABLE III  
Simulation Result of a 8-Desendant Tree, 6 of the 8 have Loss Rate=1% and the other 2 have Loss Rate=5%
To see the impact of different loss rates at the subtrees on estimates, another round simulation is carried out on the same network topology. The difference between this round and the previous one is the loss rates of the subtrees connected to the path of interest, where 6 of the 8 subtrees have their loss rates equal to 1% and the other two have their loss rates equal to 5%. The two subtrees selected by the paired local estimator have their loss rates equal to 1% and 5%, respectively. Two of the three subtrees used by $A_k(x), |x| = 3$ have their loss rates equal to 1% and the other has its loss rate equal to 5%. The results are presented in Table III. Compared Table III with Table II, there is no change for the original MLE and there are slight changes for the estimators of the pairwise likelihood ($A_k(2)$) and the triplet-wise likelihood ($A_k(3)$). In contrast, the variances and the means of the other two have noticeable differences from their counterparts, in particular if the sample size is smaller than 1000. In addition, the two have a slightly higher variances than that obtained in the first round in general. This indicates that the sensitivity of the estimators in IBE in terms of selecting observation or observers for estimation. If applying the result derived from (33), we should examine the pass rates of the paths connecting the source to the subtrees first. Then, the subtrees that have loss rates equating to 1% would be selected for $A_k(x), |x| = 2$ or 3. If so, the same result as the most right four columns of table II will be obtained that is certainly better than that in table II.

To further investigate the impact of loss rates on estimation, we conduct the third round simulation, where the loss rate of the path of interest is increased from 1% to 5%, and the loss rates of four subtrees are set to 5% and the other four to 1%. The two estimators from IBE, i.e. $A_k(x), |x| = 2$ and 3, consider the observations obtained from the subtrees that have 1% loss rate. The result is presented in Table IV it differs from the previous two tables in the estimated variances that are a magnitude higher than that of the previous two regardless of the estimators. This is actually an expected result of (33), i.e., a smaller $\delta_k(x)$ results in a bigger variance.

VIII. Conclusion

This paper starts from finding inspirations that can lead to efficient explicit estimators for loss tomography and ends with a large number of unbiased and consistent explicit estimators, plus a number of theorems and corollaries to assure the statistical
properties of the estimators. One of the most important findings is of the formulae to compute the variances of $A_k$ estimated by the estimators in RSE, IBE and the original MLE. Apart from clearly expressing the connection between the path to be estimated and the subtrees connecting the path to the observers of interest, the formulae potentially have many applications in network tomography, some have been identified in this paper. For instance, using the formulae, we have ranked the MLEs proposed so far, including those proposed in this paper. In addition, the formulae make model selection possible in loss tomography and then the multicast used in end-to-end measurement is no longer only for creating various correlations but also for identifying the subtrees that can be used in estimation. The effectiveness of the strategy has been verified in a simulation study. Despite this, the potentials of the formulae have not reached that require further exploration.
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