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Abstract
Built upon the hypoelliptic analysis of the effective Mori-Zwanzig (EMZ) equation for observables of stochastic dynamical systems, we show that the obtained semigroup estimates for the EMZ equation can be used to derive prior estimates of the observable statistics for system in the equilibrium and nonequilibrium state. In addition, we introduce both first-principle and data-driven methods to approximate the EMZ memory kernel, and prove the convergence of the data-driven parametrization schemes using the regularity estimate of the memory kernel. The analysis results are validated numerically via the Monte-Carlo simulation of the Langevin dynamics for a Fermi-Pasta-Ulam chain model. With the same example, we also show the effectiveness of the proposed memory kernel approximation methods.
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1. Introduction

The projection operator method, which is also known as the Mori-Zwanzig (MZ) formulation \cite{24, 39}, is a widely used dimension-reduction framework in statistical mechanics. The key feature of such formulation is that it allows us to formally derive the generalized Langevin equations (GLEs) \cite{40, 3, 32, 14} for coarse-grained quantities of interest based on microscopic equations of motion. Such GLEs can be found in a variety of applications, including molecular dynamics \cite{20, 33, 11, 10}, fluid mechanics \cite{26, 12}, and, more generally, systems described by nonlinear partial differential equations (PDEs) \cite{31, 29, 23, 22}. Although being used in the physics and applied mathematics communities for a rather long time, a systematic study of the MZ equation within an rigorous analytical framework is still lacking. This is closely related to the well-known difficulty on the quantification of the orthogonal dynamics in the MZ equation. Being a high-dimensional flow which is generated by an integro-differential operator, the mathematical properties such as the regularity and ergodicity of the orthogonal dynamics are not well understood. Hence from a theoretical point of view, there is no available prior estimate which helps to determine the properties of the MZ memory integral and the fluctuation force. As a result, the numerical approximations of these terms has to be done in an rather ad hoc manner.

Some recent works have shed light on this direction. In particular, Kupferman, Givon and Hald proved \cite{5} the existence and uniqueness of the orthogonal dynamics for a classical dynamical system with Mori’s projection operator. More recently, Zhu and Venturi \cite{34} were able to get the uniform boundedness of the orthogonal dynamics propagator for Hamiltonian systems using semigroup estimates \cite{34}. The theoretical result obtained therein was later extended and greatly improved for the analysis of the effective Mori-Zwanzig (EMZ) equation corresponding to stochastic differential equations (SDEs) \cite{38}. In particular, they developed a thorough mathematical analysis of the EMZ equation using the hypoelliptic technique developed mainly by Hérau, Nier, Eckmann, Hairer and Helffer \cite{16, 8, 15}. The key finding is that the ergodicity and regularity
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of the stochastic flow generated by the Markovian semigroup $e^{-t\mathcal{K}}$, where $\mathcal{K}$ is the Kolmogorov operator corresponding to the SDE, implies the ergodicity and regularity of the stochastic flow generated by the EMZ orthogonal semigroup $e^{-tQK\mathcal{Q}}$, provided that $\mathcal{P} = \mathcal{I} - \mathcal{Q}$ is a Mori-type projection operator. This connection enables us to get a clear understanding on the dynamical properties of the orthogonal dynamics generated by $e^{-tQK\mathcal{Q}}$.

In this work, we continue Zhu and Venturi’s hypoelliptic study of the EMZ equation for stochastic dynamical systems. The main objective of the paper is twofold. First, we apply the semigroup estimate obtained in [38] to different stochastic systems and show that it enables us to derive useful prior estimates for the statistics of observables. In particular, we prove that the reduced-order observables in some commonly used stochastic models have exponentially decaying time autocorrelation function and EMZ memory kernel. This fact verifies the frequently used exponentially decaying assumption for the memory kernel from a theoretical point of view. Second, we will demonstrate the effectiveness of the series expansion approximation method for the memory kernel reconstruction of the EMZ equation. To this end, we will focus on the first-principle parametrization method [37] and the data-driven methods [1, 2, 4, 21] developed over the years. For the numerical examples we considered, these two methods are proven to yield accurate simulation result within the range of their applicability. Moreover, we will prove the convergence of the commonly used data-driven method using the regularity estimate for the orthogonal dynamics. For the reduced-order modeling problem of a large-scale stochastic system, the proposed analysis for the EMZ equation shows the potential usage of the hypoelliptic method in analyzing the dynamical behavior of the reduced-order model. The numerical methodology provides a practical way to solve it.

This paper is organized as follows. Section 2 briefly reviews the derivation of the effective Mori Zwanzig (EMZ) equation for the stochastic dynamical system driven by white noise. In Section 3, we focus on the equilibrium and nonequilibrium dynamics of the interacting anharmonic chains and derive prior estimates for various observable statistics such as the time autocorrelation function, the nonequilibrium mean, the EMZ memory kernel and the fluctuation force. In Section 4, we introduce different parametrization methods to approximate the EMZ memory kernel and prove their convergence. All these theoretical results are verified numerically in Section 5 via the simulation of the Langevin dynamics for a Fermi-Pasta-Ulam chain model. The main findings of this paper are summarized in Section 6.

2. Effective Mori-Zwanzig equation for stochastic system

The starting point of our work is the Mori-Zwanzig equation for the stochastic dynamical systems. Such a equation has been derived by different researchers [25, 10, 17, 38]. Here we adopt the formulation introduced in [38]. To this end, we consider a $d$-dimensional stochastic differential equation in $\mathbb{R}^d$:

$$\frac{dx(t)}{dt} = F(x(t)) + \sigma(x(t))\xi(t), \quad x(0) = x_0 \sim \rho_0(x),$$  

(1)

where $F: \mathbb{R}^d \to \mathbb{R}^d$ and $\sigma: \mathbb{R}^d \to \mathbb{R}^{d \times m}$ are smooth functions. $\xi(t)$ is a $m$-dimensional Gaussian white noise with independent components, and $x_0 = x(0)$ is a random initial state characterized in terms of a probability density function $\rho_0(x)$. It is well known that the system of SDEs (1) induces a $d$-dimensional Markovian process in $\mathbb{R}^d$. This allows us to define a composition operator $\mathcal{M}(t, 0)$ that pushes forward in time the average of the observable $u(t) = u(x(t))$ over the noise, i.e.,

$$\mathbb{E}_{\xi(t)}[u(x(t))|x_0] = \mathcal{M}(t, 0)u(x_0) = e^{t\mathcal{K}}u(x_0).$$  

(2)

Using Itô’s interpretation for the stochastic integral, we note that $\mathcal{M}(t, 0)$ is a Markovian semigroup generated by the following (backward) Kolmogorov operator [28, 18].

$$\mathcal{K}(x_0) = \sum_{k=1}^{d} F_k(x_0) \frac{\partial}{\partial x_{0k}} + \frac{1}{2} \sum_{j=1}^{m} \sum_{i,k=1}^{d} \sigma_{ij}(x_0)\sigma_{kj}(x_0) \frac{\partial}{\partial x_{0i}} \frac{\partial}{\partial x_{0k}}.$$  

(3)

With the evolution operator $\mathcal{M}(t, 0)$ available, we can now derive the Mori-Zwanzig equation for noise-averaged quantity $\mathbb{E}_{\xi(t)}[u(x(t))|x_0]$. To this end, we introduce a projection operator $\mathcal{P}$ and the complementary projection $\mathcal{Q} = \mathcal{I} - \mathcal{P}$. By differentiating Dyson’s identity [37, 36, 6] for the Markovian semigroup...
\(M(t,0),\) we can obtain the exact evolution equation governing the evolution of (2):

\[
\frac{\partial}{\partial t} e^{tK} u(0) = e^{tK} P K u(0) + e^{tQK} Q K u(0) + \int_0^t e^{sK} P K e^{(t-s)QK} Q K u(0) ds,
\]

where \(u(0) = u(x_0).\) Note that in (4), \(e^{tQK} Q K\) is replaced by a another operator \(e^{tQK} Q K\) which makes it slightly different from the commonly used MZ equation [17, 10]. Such a modification is needed because it is possible because \(Q\) is a projection operator, \(e^{tQK}\) and \(e^{tQK} Q K\) are equivalent in the range of \(Q.\) The three terms on the right hand side of (4) are called streaming term, fluctuation (or noise) term, and memory term respectively. It is often useful to compute the evolution \(e^{Q}\) semigroup estimation we are going to present. It is possible because it is a projection operator, \(e^{tQK}\) and \(e^{tQK} Q K\) are equivalent in the range of \(Q.\) The three terms on the right hand side of (4) are called streaming term, fluctuation (or noise) term, and memory term respectively. It is often useful to compute the evolution of the observable \(u(t)\) within a closed linear space such as the image of the projection operator \(P.\) Hence we apply the projection operator \(P\) to (4) and get the projected equation:

\[
\frac{\partial}{\partial t} e^{tK} P u(0) = e^{tK} P K u(0) + \int_0^t e^{sK} P K e^{(t-s)QK} Q K u(0) ds.
\]

Eqn (4) and its projected form (5) only describe the noise-averaged dynamics of the observable \(u(x(t)),\) hence they are called as the effective Mori-Zwanzig (EMZ) equations for the stochastic system. The EMZ equation and the classical MZ equation for deterministic (autonomous) systems [37, 34, 36] have the same structure. The only difference is that the Liouville operator \(L\) is replaced by a Kolmogorov operator \(K.\)

In this paper, we mainly focus on the EMZ equation corresponding to Mori-type linear projection operator. To derive such an equation, we consider the weighted Hilbert space \(H = L^2(\mathbb{R}^d, \rho),\) where \(\rho\) is a positive weight function in \(\mathbb{R}^d.\) Let

\[
(h, g)_\rho = \frac{1}{\int \rho d x} \int h(x) g(x) \rho(x) d x, \quad h, g \in H
\]

be the inner product in \(H.\) The Mori-type projection operator \(P\) is a finite-rank operator in \(H\) with the canonical form:

\[
P h = \sum_{i,j=1}^M G_{ij}^{-1}(u_i(0), h)_\rho u_j(0), \quad h \in H,
\]

where \(G_{ij} = (u_i(0), u_j(0))_\rho\) and \(u_i(0) = u_i(x(t)) (i = 1, ..., M)\) are \(M\) linearly independent functions with respect to inner product \((\cdot, \cdot)_\rho.\) Since \(P\) is a finite rank operator, we can rewrite the EMZ equations (4)-(5) equivalently as:

\[
\frac{d u(t)}{dt} = \Omega u(t) + \int_0^t K(t - s) u(s) ds + f(t),
\]

\[
\frac{d P u(t)}{dt} = \Omega P u(t) + \int_0^t K(t - s) P u(s) ds,
\]

where \(u(t) = [u_1(t), ..., u_M(t)]^T\) and

\[
G_{ij} = (u_i(0), u_j(0))_\rho \quad \text{(Gram matrix)},
\]

\[
\Omega_{ij} = \sum_{k=1}^M G_{jk}^{-1}(u_k(0), Ku_i(0))_\rho \quad \text{(streaming matrix)},
\]

\[
K_{ij}(t) = \sum_{k=1}^M G_{jk}^{-1}(u_k(0), Ke^{tQK} Q K u_i(0))_\rho \quad \text{(memory kernel)},
\]

\[
f_i(t) = e^{tQK} Q K u_i(0) \quad \text{(fluctuation term)}.
\]

To be noticed that here we allow a slight abuse of notation and use \(u(x(t))\) to represent its noise average \(\mathbb{E}_{\xi(t)}[u(x(t))].\) This applies to all EMZ equations in the following sections. In statistical mechanics, the
EMZ equation (8) and (9) are often called as the generalized Langevin equations (GLEs). The projection operator method provides a systematic way to derive such closed equations of motion for reduced-order observables \( u(x(t)) \) from the first principle. Depending on the choice of the Hilbert space weight function \( \rho \), the EMZ equations (8) and (9) yield evolution equations for different dynamical quantities. When considering SDE (1) in the context of statistical physics, the most common setting of \( \rho \) is \( \rho = \rho_0 = \rho_S \), where \( \rho_0 = \rho_0(x) \) is the distribution of the random initial condition (see (1)), and \( \rho_S = \rho_S(x) \) is the steady state distribution of the stochastic system. For such a case, GLE (8) yields the full dynamics of the noise-averaged quantity \( u \), and the projected GLE (9) yields the evolution equation of the steady state time-autocorrelation function \( C_{ij}(t) \), which is defined as [27, 38]

\[
C_{ij}(t) := \langle u_i(x(t)), u_j(x(t)) \rangle_{\rho_S} = \mathcal{P} e^{t\mathcal{K}} u_i(0) = \mathbb{E}_{x_0}[\mathbb{E}_{\xi(t)}[u_i(t)u_j(0)|x_0]] = \langle M(t,0)u_i(0), u_j(0) \rangle_{\rho_0} = \langle M(t,0)u_i(0), u_j(0) \rangle_{\rho_S}. \tag{11}
\]

Using the projected EMZ equation (9) to derive the evolution equation for the time auto-correlation function (11) is the main technical difference between our EMZ framework and the ones used in [17, 10]. As we will see in Section 5, approximating this projected equation is the key step of our reduced-order modeling. Other projection operators such as the Zwanzig-type projection are also used in the literature [17] to derive nonlinear GLEs for reduced-order quantities. This, however, is not the main focus of the current paper.

Lastly, we emphasize that the GLEs for deterministic Hamiltonian systems in the Gibbs equilibrium state \( \rho = \rho_{eq} = e^{-\beta H}/Z \) satisfy the second fluctuation-dissipation theorem:

\[
K_{ij}(t) = \sum_{k=1}^{M} G_{jk}^{-1} \langle u_k(0), \mathcal{L} e^{Q\mathcal{Q}} Q\mathcal{L} u_i(0) \rangle_{\rho_{eq}} = - \sum_{k=1}^{M} G_{jk}^{-1} \langle Q\mathcal{L} u_k(0), e^{Q\mathcal{Q}} Q\mathcal{L} u_i(0) \rangle_{\rho_{eq}} = - \langle f_k(0), f_i(t) \rangle_{\rho_{eq}}. \tag{12}
\]

because of the idempotence of the symmetric operator \( Q \) and the skew-adjointness of the Liouville operator \( \mathcal{L} \) with respect to the inner product \( \langle \cdot, \cdot \rangle_{\rho_{eq}} \). However, since the Kolmogorov backward operator \( \mathcal{K} \) in the EMZ equation is not skew-adjoint, the second fluctuation-dissipation theorem of the form (12) is no longer valid and needs to be generalized. We refer to our recent work [35] for a more detailed exploration in this regard.

### 3. Applications of the hypoelliptic analysis for the EMZ equation

In the previous section, we demonstrated how the EMZ equation is derived from the evolution operator \( e^{t\mathcal{K}} \) and the orthogonal \( e^{tQ\mathcal{Q}} \). In this section, we focus on the prior estimation of these two semigroups and apply the established analytical results to various physical models. To be consistent with the literature on the hypoelliptic analysis, we will use the negative of \( \mathcal{K} \) and \( Q\mathcal{Q} \) as semigroup generators and write the semigroups appearing in EMZ equation (1) as \( e^{-t\mathcal{K}} \) and \( e^{-tQ\mathcal{Q}} \). Moreover, all estimates are obtained first in the “flat” Hilbert space \( L^2(\mathbb{R}^d) \) and then transformed back in weighted Hilbert space \( L^2(\mathbb{R}^d; \rho) \). The relationship between \( L^2(\mathbb{R}^d) \), \( L^2(\mathbb{R}^d; \rho) \) and the operators defined therein can be summarized using the following commutative diagram:

\[
\begin{array}{ccc}
L^2(\mathbb{R}^d) & \xrightarrow{\mathcal{U}} & L^2(\mathbb{R}^d; \rho) \\
\mathcal{P}; \mathcal{K}; \mathcal{Q} & \downarrow & \mathcal{P}; \mathcal{K}; \mathcal{Q} \\
L^2(\mathbb{R}^d) & \xleftarrow{\mathcal{U}^{-1}} & L^2(\mathbb{R}^d; \rho)
\end{array}
\]

where \( \mathcal{U} \) and its inverse \( \mathcal{U}^{-1} \) are unitary transformations which will be specified later for differential stochastic models. More detailed explanations can be found in [35]. Throughout this paper, we denote the standard
$L^2(\mathbb{R}^d)$ norm as $\| \cdot \|$. The inner product in $L^2(\mathbb{R}^d; \rho)$ is defined as \( \langle \cdot, \cdot \rangle \) with the induced weighted norm $\| \cdot \|_{L^2_\rho}$ given by

$$\| \cdot \|_{L^2_\rho} = \left[ \frac{1}{\rho(x)} \int \langle \cdot, \cdot \rangle \rho(x) \, dx \right]^{\frac{1}{2}}.$$  

Unless otherwise stated we only consider scalar quantities of interest. The following theoretical results were proved in [38]:

**Proposition 1** (Zhu and Venturi [38]). Assuming a Kolmogorov operator $\hat{K}$ of the form (3) is a maximal-accretive operator in $L^2(\mathbb{R}^d)$ which satisfies the hypoelliptic conditions listed in Theorem 1 [38]. If the spectrum of $\hat{K}$ in $L^2(\mathbb{R}^n)$ is such that $\sigma(\hat{K}) \cap i\mathbb{R} = \{0\}$, then there exits positive constants $\alpha$ and $C = C(\alpha)$ such that

$$\| e^{-t\hat{K}} \hat{u}_0 - \hat{\pi}_0 \hat{u}_0 \| \leq C e^{-\alpha t} \| \hat{u}_0 \|, \quad t > 0,$$

for $\hat{u}_0 \in L^2(\mathbb{R}^n)$ and all $t > 0$, where $\hat{\pi}_0$ is the spectral projection onto the kernel of $\hat{K}$. Moreover, the $n$-th order derivatives of the semigroup $e^{-t\hat{K}}$ satisfies

$$\| e^{-t\hat{K}} \hat{K}^n \| \leq \left( B_{\hat{K}} \left( \frac{t}{n} \right) + \| \hat{\pi}_0 \hat{K} \| \right)^n, \quad B(t) = C e^{-\alpha t} \left[ 1 + \frac{1}{t} + \cdots + \frac{1}{t^M} \right]$$

for some positive constant $C$ and $M$.

In [38], it is further shown that the similar semigroup estimates hold for orthogonal semigroup $e^{t\hat{Q} \hat{K} \hat{Q}}$ if $\hat{P} = I - \hat{Q}$ is finite-rank, symmetric projection operator such as Mori’s projection. In particular, we have

**Proposition 2** (Zhu and Venturi [38]). Assume that $\hat{K}$ satisfies all conditions listed in Proposition 1. If $\hat{P} : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)$ is a symmetric, finite-rank projection operator, and the spectrum of $\hat{Q} \hat{K} \hat{Q}$ in $L^2(\mathbb{R}^n)$ is such that $\sigma(\hat{Q} \hat{K} \hat{Q}) \cap i\mathbb{R} = \{0\}$, then there exits positive constants $\alpha_\hat{Q}$ and $C = C(\alpha_\hat{Q})$ such that

$$\| e^{-t\hat{Q} \hat{K} \hat{Q}} \hat{u}_0 - \hat{\pi}_0 \hat{Q} \hat{u}_0 \| \leq C e^{-\alpha_\hat{Q} t} \| \hat{u}_0 \|, \quad \hat{Q} \hat{u}_0 \in L^2(\mathbb{R}^n)$$

for all $t > 0$, where $\hat{\pi}_0 \hat{Q}$ is the spectral projection onto the kernel of $\hat{Q} \hat{K} \hat{Q}$. Moreover, the $n$-th order derivatives of the semigroup $e^{-t\hat{Q} \hat{K} \hat{Q}}$ satisfies

$$\| e^{-t\hat{Q} \hat{K} \hat{Q}} (\hat{Q} \hat{K} \hat{Q})^n \| \leq \left( B_{\hat{Q}} \left( \frac{t}{n} \right) + \| \hat{\pi}_0 \hat{Q} \hat{Q} \| \right)^n, \quad B_{\hat{Q}}(t) = C e^{-\alpha_\hat{Q} t} \left[ 1 + \frac{1}{t} + \cdots + \frac{1}{t^M} \right]$$

for some positive constant $C$ and $M_{\hat{Q}}$.

The proof of Proposition 1 mainly uses the spectrum estimate for operator $\hat{K}$ and $\hat{Q} \hat{K} \hat{Q}$ and the functional calculus. The analysis is rather technical and hence will not be repeated here. In the following subsections, we focus on applying these theoretical results to specific stochastic dynamical systems.

### 3.1. Application to Langevin dynamics

Consider the Langevin dynamics of an interactive particle system, described by the following system of SDEs in $\mathbb{R}^{2d}$:

$$\begin{cases}
\frac{dq}{dt} = \frac{1}{m} P \\
\frac{dp}{dt} = -\nabla V(q) - \frac{\gamma}{m} P + \sigma \xi(t)
\end{cases}$$

In eqn (17), $m$ is the mass of each particle, $V(q)$ is the interaction potential and $\xi(t)$ is a $d$-dimensional Gaussian white noise process modeling the physical Brownian motion. The parameters $\gamma$ and $\sigma$ are linked...
by the fluctuation-dissipation relation $\sigma = (2\gamma/\beta)^{1/2}$, where $\beta$ is proportional to the inverse of the thermodynamic temperature. The (negative) Kolmogorov operator $\mathcal{K}$ associated with the SDE (17) is given by

$$\mathcal{K} = -\frac{p}{m} \cdot \nabla_q + \nabla_q V(q) \cdot \nabla_p + \gamma \left( \frac{p}{m} \cdot \nabla_p - \frac{1}{\beta} \Delta_p \right),$$

(18)

where "·" denotes the standard dot product. If the interaction potential $V(q)$ is strictly positive at infinity and satisfies the weak ellipticity assumption (Hypothesis 1 in [38]), then the Langevin equation (17) admits an unique invariant Gibbs distribution given by $\rho_{eq}(p, q) = e^{-\beta H}/Z$, where $H = \|p\|^2 + V(q)$ is the Hamiltonian and $Z$ is the partition function. In [38], it is further proved that Proposition 1 holds for any $u_0 \in L^2(\mathbb{R}^2)$ and $t > 0$ with $\pi_0(\cdot) = \langle \cdot, e^{-\beta H/2} \rangle e^{-\beta H/2}$. Now we choose $\rho_{eq}$ as the weight of Hilbert space $L^2(\mathbb{R}^2; \rho_{eq})$, then the $L^2$-estimation (13) can be unitarily transformed [38] into the semigroup estimate in $L^2(\mathbb{R}^2; \rho_{eq})$ as:

$$\|e^{-\mathcal{K}t}u_0 - \pi_0 u_0\|_{L^2_{\omega}} \leq C e^{-\alpha t}\|u_0\|_{L^2_{\omega}},$$

(19)

where $\pi_0(\cdot) = \langle \cdot \rangle_{eq} = \mathbb{E}[\cdot]$. Similarly, for orthogonal semigroup $e^{t\mathcal{Q}K}Q$ we have:

$$\|e^{-t\mathcal{Q}K}Q u_0 - \pi^0_0 u_0\|_{L^2_{\omega}} \leq C e^{-\alpha Q t}\|u_0\|_{L^2_{\omega}}.$$ 

(20)

Different from the estimate for $e^{-\mathcal{K}t}$, the explicit expression of the kernel projection operator $\pi^0_0$ depends on the specific form of $P$. For Mori-type projection operator $P$ we considered, if there exists unique observable set $\{w_j\}_{j=1}^m$ such that $\langle w_j, u \rangle_{eq} = 0$ and $K w_j = K^* w_j = w_j$, then $\pi^0_0$ admits analytical form

$$\pi^0_0(\cdot) = \pi_0(\cdot) + P(\cdot) + \sum_{i=1}^m \langle \cdot, w_i \rangle_{eq} w_i.$$ 

(21)

Otherwise $\pi^0_0(\cdot) = \pi_0 + P$. With semigroup estimates (19) and (20), we can derive prior estimations for different observable statistics.

**Equilibrium state.** The equilibrium Langevin dynamics was studied thoroughly in [38]. Here we only review the key estimation result while the derivation is omitted. If the initial condition of the Langevin dynamics is (17) set to be $\rho_0 = \rho(t = 0) = \rho_{eq}$, then the system is in a statistical equilibrium state, the corresponding dynamics is called the *equilibrium Langevin dynamics*. For equilibrium system, the time autocorrelation function $C(t)$ of a scalar observable $u(x(t)) = u(p(t), q(t))$ is stationary quantity satisfying $C(t,s) = C(|t-s|, 0)$. Following the definition (11), we have

$$C(t) := \mathbb{E}_{x(0)}[\mathbb{E}_{\xi(t)}[u(t)|0]|x(0)] = \langle e^{t\mathcal{K}} u_0, u_0 \rangle_{eq}.$$ 

(22)

Using Cauchy-Schwarz inequality and the semigroup estimate (19), for $u_0 \in L^2(\mathbb{R}^2; \rho_{eq})$ it is easy to get the asymptotic estimate for $C(t)$:

$$|C(t) - \langle u_0 \rangle_{eq}^2| = |\langle e^{-t\mathcal{K}} u_0, u_0 \rangle_{eq} - \langle u_0 \rangle_{eq}^2|$$

$$= |\langle e^{-t\mathcal{K}} u_0 - \langle u_0 \rangle_{eq}, u_0 \rangle_{eq}|$$

$$\leq \|e^{-t\mathcal{K}} u_0 - \langle u_0 \rangle_{eq}\|_{L^2_{\omega}} \|u_0\|_{L^2_{\omega}} \leq C e^{-\alpha t} \|u_0\|_{L^2_{\omega}}^2.$$ 

(23)

This implies the equilibrium correlation function $C(t)$ approaches to the equilibrium value $\langle u_0 \rangle_{eq}^2 = \mathbb{E}^2[u_0]$ exponentially fast. To get the EMZ equation for observable $u(t)$, we introduce Mori-type projection $P = \langle \cdot, u_0 \rangle_{eq} u_0$. Substituting this into EMZ equation (8) and (9) yields:

$$\frac{d}{dt} u(t) = \Omega u(t) + \int_0^t K(t-s)u(s)ds + f(t),$$

(24)

$$\frac{d}{dt} C(t) = \Omega C(t) + \int_0^t K(t-s)C(s)ds.$$ 

(25)
Here we note again that $u(t)$ is the actually the white noise-averaged quantity $\mathbb{E}_x(t)[u(x(t))|x(0)]$ and $\Omega = \langle u_0, \mathcal{K}u_0 \rangle_{eq}/\langle u_0^2 \rangle_{eq}$. By using Cauchy-Schwarz inequality and the semigroup estimate (20), we can get the exponential convergence estimate for the EMZ memory kernel $K(t)$ and the fluctuation force $f(t)$:

$$
\| K(t) - \langle K_{eq}^* u_0, \pi_0 \mathcal{Q} \mathcal{K} u_0 \rangle_{eq} \|_{L^2_{eq}} \leq C e^{-\alpha t} \| K_{eq}^* u_0 \|_{L^2_{eq}} \| \mathcal{Q} \mathcal{K} u_0 \|_{L^2_{eq}},
$$

(26)

$$
\| f(t) - \pi_0^2 \mathcal{Q} \mathcal{K} u_0 \|_{L^2_{eq}} \leq C e^{-\alpha t} \| \mathcal{Q} \mathcal{K} u_0 \|_{L^2_{eq}},
$$

(27)

where $K_{eq}^*$ is the adjoint of $K$ in $L^2(\mathbb{R}^d; \rho_{eq})$ and the specific form of the kernel projection operator $\pi_0^2$ depends on $\mathcal{P}$ and the observable $u_0$, as we explained in (21).

**Nonequilibrium nonsteady state.** Semigroup estimate (19) can also be used to get prior estimates for nonequilibrium Langevin dynamics. If the initial condition of (17) is set to be $\rho = \rho_0(t = 0) \neq \rho_{eq}$, the system evolves from a nonequilibrium nonsteady state. We now study the dynamics of the nonequilibrium mean function $M(t)$ defined as:

$$
M(t) := \mathbb{E}_x(0)[\mathbb{E}_\xi(t)[u(t)|x(0)]] = \langle e^{t \mathcal{K}} u_0 \rangle_{\rho_0},
$$

$M(t)$ encodes the statistical moment information for a scalar observable $u(x(t))$. Using the Cauchy-Schwarz inequality, the substitution $\rho_0 = \rho_0 \sqrt{\rho_{eq}/\rho_{eq}}$ and the estimate (19), we obtain the asymptotic estimate for $M(t)$:

$$
\| M(t) - \langle u_0 \rangle_{eq} \| = \| \langle e^{-t \mathcal{K}} u_0 \rangle_{\rho_0} - \langle u_0 \rangle_{eq} \|_{\rho_0}
$$

$$
= \| \langle e^{-t \mathcal{K}} u_0 \rangle_{\rho_0} - \langle u_0 \rangle_{eq} \|_{\rho_0}
$$

$$
\leq \| e^{-t \mathcal{K}} u_0 - \langle u_0 \rangle_{eq} \|_{L^2_{eq}} \| \rho_0^2/\rho_{eq} \| \leq C e^{-\alpha t} \| u_0 \|_{L^2_{eq}} \| \rho_0^2/\rho_{eq} \|.
$$

Different from the equilibrium case, the convergence of the nonequilibrium mean $M(t)$ requires the finiteness of the $L^2(\mathbb{R}^d)$ norm $\| \rho_0^2/\rho_{eq} \|$, which imposes additional constraint on the initial probability distribution $\rho_0$. For instance, if the initial probability density is set to be the Gibbs distribution $\rho_0 = e^{-\beta \mathcal{H}/4}/Z_{\beta/4}$ at high temperature $T \propto 4/\beta$, we have $\| \rho_0^2/\rho_{eq} \| = +\infty$ therefore the above estimate is not sufficient to guarantee the exponential convergence of $M(t)$ towards the equilibrium value $\langle u_0 \rangle_{eq}$. Similar conclusion can be obtained from the return to equilibrium estimate for the probability density function $\rho(t, \mathbf{p}, \mathbf{q})$ (see [15], Section 6.5):

$$
\int_{\mathbb{R}^d} \rho(t, \mathbf{p}, \mathbf{q}) - \frac{1}{Z} e^{-\beta \mathcal{H}} \| e^{\beta \mathcal{H}} d\mathbf{p} d\mathbf{q} \leq C e^{-2\alpha t}.
$$

The above estimate is a dual of (17) and holds only for $\rho_0 = \rho(0, \mathbf{p}, \mathbf{q}) \in e^{-\beta \mathcal{H}/2} \mathcal{S}'(\mathbb{R}^d)$, where $\mathcal{S}'(\mathbb{R}^d)$ is the space of tempered distributions. Obviously when $\rho_0 = e^{-\beta \mathcal{H}/4}/Z_{\beta/4} \notin e^{-\beta \mathcal{H}/2} \mathcal{S}'(\mathbb{R}^d)$, there is no theoretical guarantee that the marginal distribution $\rho_0(t)$ would converges to the equilibrium marginal distribution.

### 3.2. Application to a heat conduction model

Consider a chain of nearest-neighbor interacting anharmonic oscillators coupled to two heat baths at end of the chain. Without adding external forces, the chain dynamics is determined by the system Hamiltonian:

$$
\mathcal{H}_S(\mathbf{p}, \mathbf{q}) = \sum_{i=0}^{N} \left( \frac{p_i^2}{2} + V_1(q_i) \right) + \sum_{i=1}^{N} V_2(q_i - q_{i-1}).
$$

Now we attach the boundary oscillators to two thermostats with temperature $T_L$ and $T_R$, then the dynamics of the resulting heat conduction model [3], [7] is described by the system of stochastic differential equations:

$$
\begin{align*}
\frac{dq_i}{dt} &= p_i dt, & i = 0, \ldots, N, \\
\frac{dp_0}{dt} &= -V_1'(q_0) + V_2'(q_1 - q_0) dt + r_L dt \\
\frac{dp_N}{dt} &= -V_1'(q_N) + V_2'(q_{N-1} - q_N) dt + r_R dt \\
\frac{dp_j}{dt} &= -V_1'(q_j) dt - V_2'(q_j - q_{j-1}) dt + V_2'(q_{j+1} - q_j) dt, & j = 1, \ldots, N - 1 \\
\frac{dr_L}{dt} &= -\gamma_L r_L dt + \lambda_L^2 \gamma_L g_0 dt - \lambda_L \sqrt{2 \gamma_L T_L} \xi_L(t) dt \\
\frac{dr_R}{dt} &= -\gamma_R r_R dt + \lambda_R^2 \gamma_R g_0 dt - \lambda_R \sqrt{2 \gamma_R T_R} \xi_R(t) dt
\end{align*}
$$

(28)
where $\lambda_L, \lambda_R$ are the coupling constants between the boundary oscillators and the heat bath. $\xi_L(t)$ and $\xi_R(t)$ are the standard Gaussian white noise. The Kolmogorov backward operator $\mathcal{K}$ corresponding to the system of SDEs \cite{28} is given by:

$$
\mathcal{K} = \lambda_L^2 \gamma_L T_L \partial_{r_L^2} + \lambda_R^2 \gamma_T T_T \partial_{r_R^2} - \gamma_L (r_L - \lambda_L^2 q_0) \partial_{r_L} - \gamma_T (r_T - \lambda_R^2 q_N) \partial_{r_T}
+ r_L \partial_{p_L} + r_T \partial_{p_T} + \sum_{i=0}^N (p_i \partial_{q_i} - V_i'(q_i) \partial_{p_i}) - \sum_{i=1}^N V_i'(q_i) q_{i-1} \partial_{p_{i-1}}.
$$

Equilibrium state. When $T_L = T_R = T$, the system admits an invariant probability density which is given by the extended Gibbs distribution $\rho_{eq} = e^{-\beta \mathcal{G}(p, q, r)}/Z$, where $\beta = 1/T$ and $\mathcal{G}(p, q, r)$ is the effective energy corresponding to the chain+heat bath system, defined as

$$
\mathcal{G}(p, q, r) = \mathcal{H}_S(p, q) + \frac{r_L^2}{2\lambda_L^2} + \frac{r_T^2}{2\lambda_T^2} - q_0 r_L - q_N r_T.
$$

The analysis for the equilibrium heat conduction model is exactly the same as the one for the Langevin dynamics. For potential energy $V_1$ and $V_2$ satisfying suitable conditions listed in \cite{8}, Eckmann and Hairer proved that the spectrum of the transformed Kolmogorov operator $\hat{\mathcal{K}}$ in $L^2(\mathbb{R}^{2N+4})$ is discrete and has the cusp-shape spectrum $S_{\hat{\mathcal{K}}}$. Therefore according to Proposition 1 if $\hat{\mathcal{K}}$ has no purely imaginary eigenvalue in $L^2(\mathbb{R}^{2N+4})$, then we have the exponentially decay estimate for scalar observable $u(x(t))$:

$$
\|e^{-t \hat{\mathcal{K}}} u_0 - \pi_0 u_0 \|_{L^2_{eq}} \leq Ce^{-\alpha t} \| u_0 \|_{L^2_{eq}},
$$

$$
\|e^{-t \hat{\mathcal{K}}} \mathcal{Q} u_0 - \pi_0^eq u_0 \|_{L^2_{eq}} \leq Ce^{-\alpha' t} \| u_0 \|_{L^2_{eq}},
$$

where weighted Hilbert space $L^2_{eq} = L^2(\mathbb{R}^{2d}; \rho_{eq})$. Following the procedure outlined in Section 3.1 it is easy to obtain corresponding exponentially decaying estimates for the equilibrium correlation function $C(t)$, EMZ memory kernel $K(t)$ and the fluctuation force $f(t)$. For the sake of brevity, the derivation details are omitted.

Nonequilibrium steady state. When $T_L \neq T_R$, it is proved in \cite{27} that the system admits an unique invariant measure $\mu$. Its density $\rho_S$ is an smooth function on $\mathbb{R}^{2N+4}$ and can be represented as

$$
\rho_S = \hat{h}(p, q, r) e^{-\beta \mathcal{G}(p, q, r)}.
$$

In \cite{33}, $\beta_0 < \min\{\beta_L, \beta_R\}$. $\hat{h}(p, q, r) \in \bigcup_{\gamma > 0} L^2(\mathbb{R}^{2N+4}, \mathcal{G}^{2\gamma}(p, q, r))$ is a function decays faster than any polynomial as $\|x\| \rightarrow \infty$. $\rho_S$ characterises a nonequilibrium steady state of the system. General speaking, it is hard to get an explicit expression of $\hat{h}(p, q, r)$, hence of the probability density \cite{33}. However, we can still use Gibbs form equilibrium probability density $e^{-\beta_0 \mathcal{G}/Z}$ as a reference state to derive prior estimates. To this end, we consider a weighted Hilbert space $L^2(\mathbb{R}^{2N+4}; \rho_\star)$, where $\rho_\star = e^{-2\beta_0 \mathcal{G}/Z}$ and $1/\beta_0 = T_0 > \max\{T_L, T_R\}$. For the nonequilibrium case, the spectrum estimate obtained by Eckmann et al in \cite{8} still hold, which implies the following exponentially decay estimate for scalar observable $u(x(t))$:

$$
\|e^{-t \hat{\mathcal{K}}} u_0 - \pi_0 u_0 \|_{L^2} \leq Ce^{-\alpha t} \| u_0 \|_{L^2}.
$$

At the steady state, the correlation function $C(t)$ is stationary which can be defined as \cite{11} if the initial condition of \cite{28} satisfies $\rho(0) = \rho_S$. Using Cauchy-Schwarz inequality and the formal expression of the steady state density \cite{33}, we obtain

$$
|C(t) - \langle u_0 \rangle_{\rho_S}^2| = |(e^{-t \hat{\mathcal{K}}} u_0, u_0)_{\rho_S} - \langle u_0 \rangle_{\rho_S}^2| u_0 \rangle_{\rho_S}|
$$

$$
\leq |(e^{-t \hat{\mathcal{K}}} u_0 - \langle u_0 \rangle_{\rho_S}, u_0)_{\rho_S}|
$$

$$
\leq \|e^{-t \hat{\mathcal{K}}} u_0 - \langle u_0 \rangle_{\rho_S} \|_{L^2} \|\hat{h}(p, q, r) u_0\| \leq Ce^{-\alpha t} \|\hat{h}(p, q, r) u_0\| \| u_0 \|_{L^2}.
$$

Since $\hat{h}(p, q, r) \in \bigcup_{\gamma > 0} L^2(\mathbb{R}^{2N+4}, \mathcal{G}^{2\gamma}(p, q, r))$, for any observable $u(x(t)) \in S'(\mathbb{R}^{2N+4})$, e.g. polynomial functions, we have $\|\hat{h}(p, q, r) u_0\| \| u_0 \|_{L^2} < +\infty$. The above estimate implies the steady state correlation function $C(t)$ decays to $\| u_0 \|_{\rho_S}^2$ exponentially fast. We emphasize that all estimates in Section 3 can be readily generalized to the $N$-dimensional EMZ equation \cite{8} and \cite{9} where the observable $u(x(t))$ is a $N$-dimensional vector \cite{38}.
4. Memory kernel parametrization and the reduced-order modelling

From the previous discussion, we see that the prior estimation for the EMZ equation memory kernel implies that $K(t)$ is bounded by an exponentially decaying function. However, it does not answer what $K(t)$ exactly is, which is an important problem for the application the EMZ equation. In this section, we turn to focus on the numerical approximation of the EMZ memory kernel. The main method we will consider is the series expansion approach. Over the years, various basis functions have been used to construct approximation schemes of the classical system Mori-Zwanzig memory kernel \[1, 2, 20, 21, 19, 4, 36\], where the expansion coefficients (parameters) are obtained through first-principle or data-driven methods. We will show that for the EMZ equation corresponding to the SDEs, similar approaches can be used to parametrize the memory kernel. In particular, we will prove that many commonly used date-driven methods are convergent due to the regularity of the orthogonal flow.

4.1. The first-principle method of parametrization

A first-principle method to approximate the memory kernel was considered in \[36, 37\]. It is shown that a series expansion of the memory kernel can be derived exactly from the semigroup expansion of orthogonal semigroup $e^{QKQ}$. Following the derivation given therein, we consider the series expansion of the orthogonal semigroup:

$$e^{QKQ} = \sum_{n=0}^{\infty} g_n(t) \Phi_n(QKQ),$$

(35)

where $\Phi_n(QKQ)$ is the $n$-th order polynomial function of operator $QKQ$ and $g_n(t)$ the corresponding temporal basis. The simplest choice is the Taylor expansion where $\Phi_n$ and $g_n$ are $\Phi_n(QKQ) = (QKQ)^n$ and $g_n(t) = t^n/n!$. Other possible choice of $\Phi_n$ ($n = 0, \ldots, N$) can be, e.g. the Faber polynomials \[26\], and the corresponding $g_n(t) = e^{-at}J_n(bt)$, where $J_n(bt)$ is the Bessel function of the first kind. Semigroup expansion (35) leads to function series expansions of the memory kernel. For a one dimensional EMZ equation, a substitution of (35) into (10c) leads to

$$K(t) = \sum_{n=0}^{\infty} g_n(t) \frac{\langle K\Phi_n(QKQ) QK \rho \rangle}{\langle u_0, u_0 \rangle_\rho} = \sum_{n=0}^{\infty} k_n g_n(t),$$

(36)

where $k_n$ is the $n$-th expansion coefficient which can be understood as the operator cumulant averaged with respect to the probability density $\rho$. Naturally, a truncation of the expansion series (36) yields an approximation of the exact memory kernel. From a theoretical point of view, it is hard to prove the convergence of expansion (36) for nonlinear SDEs due to unboundedness of the operator $QKQ$. However, the validity of this approximation method has been verified numerically for linear and nonlinear Hamiltonian system in the statistical equilibrium \[36, 37\].

First-principle method to calculate $k_n$. The first-principle method calculate $k_n$ via the evaluation of the operator cumulants in (36). This can be realized using a recursive scheme and the associated combinatorial algorithm introduced in \[37\]. The original method is developed for the MZ equation of deterministic Hamiltonian systems. However, it can be readily generalized to stochastic system EMZ equation with some slight modifications of the derivation. Here we only briefly review the main idea of the algorithm and refer to \[37\] for detailed explanations. Without loss of generality, it is convenient to consider a one-dimensional Mori’s projection:

$$\mathcal{P}f = \frac{\langle f, u_0 \rangle_\rho}{\langle u_0, u_0 \rangle_\rho},$$

(37)

and introduce the following notation

$$\mu_i = \frac{\langle K(QK)^{i-1} u_0, u_0 \rangle_\rho}{\langle u_0, u_0 \rangle_\rho}, \quad \gamma_i = \frac{\langle K^i u_0, u_0 \rangle_\rho}{\langle u(0), u(0) \rangle_\rho}.$$

(38)

Clearly, if we are given $\{\mu_1, \ldots, \mu_{n+2}\}$, then we can easily compute $\{k_1, \ldots, k_n\}$ in \[36\], therefore the $n$-th order approximation of the memory kernel $K(t)$ for any given polynomial function $\Phi_n$. For example, if
\( \Phi_n(QKQ) = (QKQ)^n \) then \( k_q = \mu_{q+2}/q! \) \((q = 0, \ldots, n)\). Directly evaluating \( \mu_i \) is a daunting task since it involves taking operator powers and averaging of operator \( QKQ \) which is an integral-differential operator by definition. However, the following recursive formula indicates that \( QKQ \) involves taking operator powers and averaging of operator \( \Phi \) defined via the Dunford functional integral:

\[
\mu_1 = \gamma_1, \quad \mu_2 = \gamma_2 - \mu_1 \gamma_1, \quad \cdots, \quad \mu_n = \gamma_n - \sum_{j=1}^{n-1} \mu_{n-j} \gamma_j.
\] (39)

The proof of (39) is provided in Appendix A. Recurrence relation (39) shifts the problem of computing \( \{\mu_1, \ldots, \mu_n\} \) to the problem of evaluating the coefficients \( \{\gamma_1, \ldots, \gamma_n\} \) defined in (38). This can be done iteratively using the enumerative combinatorial algorithm introduced in [13], with the Livouille operator \( \mathcal{L} \) used therein replaced by the Kolomogorov operator \( K \). For the sake of brevity, we omit technical details which can be found in [37]. In Appendix B we provide the derivation of the combinatorial algorithm for the Langevin dynamics (1) of the Fermi-Pasta-Ulam (FPU) chain.

4.2. The data-driven method of parametrization

Different from the first-principle method, there are many established data-driven methods which can be used to parametrize the memory kernel. Generally speaking, these methods use data collected by simulating stochastic dynamics [1] to approximate the expansion coefficients \( k_n \). The expansion series can be formulated in the temporal space as well as the frequency space [12]. In this section, we are only concerned with the time-domain expansion and use the following ansatz to approximate \( K(t) \):

\[
K(t) \approx \sum_{n=0}^{N} \hat{k}_n \phi_n(t), \quad \text{where} \quad \hat{k}_n = \frac{\langle K(t), \phi_n(t) \rangle_\omega}{\langle \phi_n(t), \phi_n(t) \rangle_\omega}.
\] (40)

In (40), \( \{\phi_n(t)\} \) is the basis function defined in some open interval \( I \subset \mathbb{R}^+ \). The common choice of which are the orthogonal functions in a weighted Hilbert space \( L^2(I, \omega) \). Under this setting, (40) becomes a generalized Fourier series. Hence, we can apply established results in approximation theory, say [13], to prove the convergence of the series expansion (40) as \( N \to \infty \). As a preparation, we first use the Cauchy-Schwartz inequality and semigroup estimate (16) to obtain the upper bounds of the \( n \)-th order derivative of the memory kernel:

\[
|K^{(n)}(t)| = |\langle K^n e^{tQKQ}(QKQ)^n QKu_0, u_0 \rangle_\rho| = |\langle e^{tQKQ}(QKQ)^n QKu_0, K^n_\rho u_0 \rangle_\rho| \leq C \|QKu_0\|_{L^2_\rho} \|K^n_\rho u_0\|_{L^2_\rho} \left( B_\omega \left( \frac{t}{n} \right) + \|\pi_0^{\mathcal{G}}(QKQ)\| \right)^n, \quad t > 0.
\] (42)

According to the definition of \( B_\omega(t) \) in (16), estimate (42) implies that \( K^{(n)}(t) \) is bounded by a continuous function of time in domain \( I = (T_1, T_2) \), where \( 0 \leq T_1 \leq T_2 < +\infty \). Hence for suitable weight function \( \omega \), we have \( K(t)|_I \in \cap_{n=1}^{\infty} H^n_\omega(I) \), where \( K(t)|_I \) is the restriction of \( K(t) \) in the open interval \( I \) and \( H^n_\omega(I) \) is the weighted Sobolev space defined in \( I \). This regularity provides sufficient conditions for the convergence of expansion (40). If \( \{\phi_n(t)\} \) is chosen to be, say the shifted Jacobi-type polynomials defined in \( I \), then

\[\text{The definition of the } n\text{-th order derivative of } K(t) \text{ is a rather technical problem. In (42), it is formally expressed using the time derivative of } e^{tQKQ}, \text{i.e. } K^{(n)}(t) = \langle K^n e^{tQKQ}(QKQ)^n QKu_0, u_0 \rangle_\rho. \text{Mathematically, } K^{(n)}(t) \text{ is actually a weak derivative defined via the Dunford functional integral:} \]

\[
K^{(n)}(t) := \left\langle \int_{\partial U} \lambda^n e^{t\lambda} K^\ast R(\lambda, QKQ)QKu_0 d\lambda \cdot u_0 \right\rangle_\rho, \quad (41)
\]

where \( R(\lambda, QKQ) = (\lambda - QKQ)^{-1} \) is the resolvent of operator \( QKQ \) and \( \partial U \) is the boundary of the cusp \( U \) which contains the spectrum of \( QKQ \). Note that the right hand side of (41) is a smooth function of \( t \), hence differentiable to an arbitrary order. More details on the weak convergence of the functional integral can be found in [15, 38].
according to Theorem 6.2.4 in [13], the following convergence estimate holds for any $0 < m < N$:

$$\left\| K(t) - \sum_{n=0}^{N} \tilde{k}_n \phi_n(t) \right\|_{L^2(I)} \leq \frac{C}{N^m} \left\| (1 - t^2)^{m/2} K^{(m)}(t) \right\|_{L^2(I)}, \quad t \in (T_1, T_2). \quad (43)$$

Since $K(t)$ is naturally defined in domain $I = (0, +\infty)$, we can also set $\{\phi_n(t)\}$ to be the standard Laguerre polynomial with the weight function $\omega = e^{-t/2}$. For fixed $n \in \mathbb{N}^+$, using (42) we can get

$$\lim_{t \to +\infty} |K^{(m)}(t)| \leq C||QK\rho u_0||_{L^2}\|\mathcal{K}_{\rho} u_0\|_{L^2} \|\pi_0(QK\rho)||^n, \quad (44)$$

which yields $|K^{(m)}(t)| t^{m/2} \in L^2(I)$. According to Theorem 6.2.5 in [13], this leads to the following convergence estimate for any $0 < m < N$:

$$\left\| K(t) - \sum_{n=0}^{N} \tilde{k}_n \phi_n(t) \right\|_{L^2(I)} \leq \frac{C}{(\sqrt{N})^m} \left\| t^{m/2} K^{(m)}(t) \right\|_{L^2(I)}, \quad t \in (0, +\infty). \quad (45)$$

The semigroup estimate (16) we used in the above derivation holds in the uniform topology for any scalar observable $u \in L^2(\mathbb{R}^n; \rho)$. As a consequence, the convergence rate we obtained on (43) and (45) are not optimal. But we already know the convergence is spectral, i.e. faster than any polynomials. As far as we are concerned, this is the first convergence result for data-driven methods used in the Mori-Zwanzig framework. We also note that error estimate (43) only implies the approximation of $K(t)$ within $(T_1, T_2)$ is accurate. In order to maintain low extrapolation error, in applications we will use basis functions defined in $I = (0, +\infty)$ to approximate the memory kernel.

**Data-driven method to calculate $k_n$.** A substitution of the truncated expansion into the projected EMZ equation [5] leads to the approximation scheme for $\mathcal{P}u(t)$. Since for Mori’s projection, we have $\mathcal{P}u(t) = C(t)$ according to the definition [11], the scheme reads:

$$\frac{d}{dt} C(t) \approx \Omega C(t) + \sum_{n=0}^{N} k_n \int_0^t \phi_n(s) C(t - s) ds,$$

where the stationary correlation function $C(t)$ can be constructed from Monte-Carlo (MC) simulation data of the numerical solution to SDE [1], and the expansion coefficients $k_n$ can be obtained by solving numerically the following regression problem:

$$\min_{\{k_n\}_{n=1}^N} \left\| \frac{d}{dt} C(t) - \Omega C(t) - \sum_{n=0}^{N} k_n \int_0^t \phi_n(s) C(t - s) ds \right\|_{L^2(I)}. \quad (46)$$

In Section 4.3, we will use the LASSO regression [31] to solve (46) and get the approximated parameter set $\{k_n\}_{n=1}^N$. When compared with the first-principle method, the data-driven method in general has wider range of applicability but also demands more computational power because it requires the MC simulation data of the full dynamics.

4.3. Reduced-order modeling

With the memory kernel $K(t)$ obtained using the first-principle or the data-driven parametrization method, we can now work on the reduced-order modeling for any low-dimensional observables $u(x(t))$ of the stochastic system. Under the Mori-type projection, one may see that the projected EMZ equation [9] and the full dynamics [8] (with random initial condition $p_0 = \rho s$) shares the memory kernel $K(t)$. In order to build a reduced-order model (ROM) for $u(x(t))$ using the EMZ equation [8], it therefore boils down to the approximation of the fluctuation force $f(t)$.

In the Mori-Zwanzig framework, $f(t)$ is formally given by $e^{tQK\rho}QK\rho u_0$ which is also a stochastic process since the initial condition $u_0$ is random. Due to the randomness, it is hard to use techniques such as the operator series expansion [35] to approximate $f(t)$. However, since $u(t)$ in the steady state is a stationary
stochastic process, $f(t)$ is also stationary and one may use the truncated Karhunen-Loève (KL) expansion series to approximate it. Without loss of generality, we assume $(f(t))_\rho = 0$, then the KL expansion for $f(t)$ can be written as:

$$f(t) \simeq \sum_{k=1}^{K} \eta_k \sqrt{\lambda_k} e_k(t),$$

where $\{\eta_k\}_{k=1}^{K}$ are the random coefficients and $\{\lambda_k, e_k\}_{k=1}^{K}$ are, respectively, eigenvalues and eigenfunctions of the homogeneous Fredholm integral equation of the second kind:

$$\int_0^T (f(t), f(s))_\rho e_k(s)ds = \lambda_k e_k(t), \quad t \in [0, T],$$

where $T$ is a certain numerical integration time and $(f(t), f(s))_\rho$ is the time autocorrelation function of $f(t)$. In this paper, we only consider a specific case which allows us to determine the random coefficients $\{\eta_k\}_{k=1}^{K}$ and the correlation function $(f(t), f(s))_\rho$ uniquely. To this end, we assume that the observable $u(t)$ is a Gaussian process and satisfies the second fluctuation-dissipation theorem: $(f(t), f(s))_\rho = K(|t-s|)$. It can be further verified [37] that $f(t)$ is also a Gaussian processes and its KL expansion random coefficients $\{\eta_k\}_{k=1}^{K}$ are necessarily i.i.d Gaussian random variables satisfying $\langle \eta_i \eta_j \rangle = \delta_{ij}$. As a result, we obtain the following ROM for $u(t)$:

$$\frac{d}{dt}u(t) = \Omega u(t) + \int_0^t K(t-s)u(s)ds + f(t)
\approx \Omega u(t) + \sum_{n=0}^{N} \int_0^t k_n \phi_n(t-s)u(s)ds + \sum_{k=1}^{K} \sqrt{\lambda_k} \eta_k e_k(t).$$

By sampling the random coefficients $\{\eta_k\}_{k=1}^{K}$ and then solving numerically [49] with a proper numerical integrator, we obtain a ensemble of sample trajectories which, in principle, would imitate the dynamics of $u(x(t))$ in the steady state. In Section 5, we will also calculate the statistics from these simulated sample trajectories and compare them with the exact ones obtained from the molecular dynamics (MD) simulations to assess the effectiveness of the ROM.

The modeling of $f(t)$ is harder when the observable $u(t)$ is a non-Gaussian process. In fact, this is a topic which is worth independent investigations. Here we only note some developed methods to address this problem. Specifically, Chu and Li [4] used a multiplicative noise to approximate $f(t)$. Zhu and Venturi [37] introduced a sample-based, transformed KL expansion to approximate the fluctuation force. In our recent work [35], a modified Sakamoto-Graham algorithm were proposed to do the modelling. On the other hand, as we briefly mentioned at the end of Section 2, the second fluctuation-dissipation theorem is not generally valid for stochastic system observables. Further explorations reveal that there exists a generalized second fluctuation-dissipation theorem for stochastic systems which can be used in reduced-order modelling. We refer to [35] for more technical details.

5. Applications

In this section, we will use the Langevin dynamics of a Fermi-Pasta-Ulam (FPU) chain model to numerically verify the theoretical results obtained in previous sections and validate the parametrization method of the EMZ memory kernel. To this end, we consider the Hamiltonian of the FPU chain:

$$\mathcal{H}(p, q) = \sum_{j=0}^{N-1} \frac{p_{j+1}^2}{2m} + \sum_{j=0}^{N-1} V(q_{j+1} - q_j),$$

where the potential energy is given by

$$V(q_{j+1} - q_j) = \frac{\nu}{2}(q_{j+1} - q_j)^2 + \frac{\theta}{4}(q_{j+1} - q_j)^4,$$
\[ \beta = 1 \]

\[ \beta = 20 \]

\[ p_{50}(t) \]

Figure 1: Sample path of the tagged oscillator momentum \( p_{50}(t) \). We display the result for the stochastic FPU system with weak (\( \theta = 0.1 \)) and strong nonlinearity (\( \theta = 1 \)) at high (\( \beta = 1 \)) and low (\( \beta = 20 \)) temperature.

\( \{q_j, p_j\} \) are, respectively, the generalized coordinate and momentum of the \( j \)-th oscillator. In addition, the periodic boundary condition \( q_0 = q_N \) and \( p_0 = p_N \) is imposed, and the total number of oscillators is set to be \( N = 100 \). For such a system, it is convenient to work on a new, non-canonical coordinate \( \{r, p\} \) where \( r_j = q_j - q_{j-1} \) is the distance between two neighboring oscillators. In the new coordinate, the Langevin dynamics for the stochastic FPU model is given by

\[
\begin{aligned}
\frac{d}{dt}r_j &= \frac{1}{m}(p_j - p_{j-1}), \\
\frac{d}{dt}p_j &= \partial V(r_{j+1}) - \partial V(r_j) - \frac{\gamma_j}{m}p_j + \sigma(t).
\end{aligned}
\]  

(52)

The corresponding Kolmogorov backward operator is explicitly given by:

\[
K = \mathcal{L}(p, r) + S(p)
= \sum_{j=1}^{N-1} \left[ \left( \frac{\partial V(r_{j+1})}{\partial r_{j+1}} - \frac{\partial V(r_j)}{\partial r_j} \right) \frac{\partial}{\partial p_j} + \frac{1}{m}(p_j - p_{j-1}) \frac{\partial}{\partial r_j} \right] - \sum_{j=1}^{N-1} \gamma_j \left( \frac{p_j}{m} \frac{\partial}{\partial p_j} - \frac{1}{\beta} \frac{\partial^2}{\partial p_j^2} \right),
\]  

(53)

where \( \mathcal{L}(p, r) \) is the Liouville operator in the new coordinate \( \{r, p\} \), \( S(p) \) is an advection-diffusion operator involving \( p \). In Figure 1, we display the sample paths of the momentum \( p_{50}(t) \) of a tagged oscillator for SDE (52) with different parameters.

5.1. Memory kernel parametrization

**Stochastic FPU chain with weak nonlinearity.** We first consider the equilibrium dynamics of the FPU chain with weak nonlinearity. To this end, we set modeling parameter \( \nu = m = 1, \gamma_j = \gamma = 1 \) and \( \theta = 0.1 \). The initial condition of (17) is set to be \( x(0) \sim \rho_{eq} \) where \( \rho_{eq} = e^{-\beta H} \) is the equilibrium Gibbs distribution. For the weakly nonlinear system, we aim to verify the following claims:

i) The observable statistics, in particular the auto-correlation function \( C(t) \) and the corresponding memory kernel \( K(t) \) defined in the projected EMZ (25), decays exponentially to its equilibrium value.

ii) The first-principle method introduced in Section 4.1 yields accurate approximation to the memory kernel \( K(t) \), therefore of \( C(t) \).

For claim i), we note that the FPU potential energy defined as (51) satisfies the weak ellipticity condition (Hypothesis 1) in [38]. Therefore the theoretical results in Section 3.1 hold for any polynomial-type observable. Now we choose the momentum \( p_j(t) \) of a tagged oscillator as quantity of interest and use Mori’s projection \( P(\cdot) = \langle (\cdot), p_j(0) \rangle_{eq}/\langle p_j^2(0) \rangle_{eq} \) to derive the projected EMZ equation (25). Some simple calculation
implies $\Omega = -1$, hence the projected EMZ equation for the momentum yields the evolution equation for the time correlation function:

$$\frac{dC(t)}{dt} = -C(t) + \int_0^t K(t - s)C(s)ds, \quad (54)$$

where $C(t) = \langle p_j(t), p_j(0) \rangle_{eq}$. According to estimate (23), the auto-correlation function $C(t)$ decays to the equilibrium value $\langle p_j(0) \rangle_{eq}^2 = 0$ exponentially fast with the rate $\alpha$. In the non-canonical coordinate $\{p_j, q_j\}$, we have $K_{q_j} = K^*_{q_j}q_j = p_j$. Moreover, since the periodic boundary condition is posed $q_j$ cannot be written as a function of $\{p_j, q_j\}$ (the linear transformation $\{q_j\}_{j=1}^N \rightarrow \{r_j\}_{j=1}^N$ is not invertible). Hence the kernel projection operator $\pi_0^Q$ of $QKQ$ admits the explicit form:

$$\pi_0^Q(\cdot) = \mathbb{E}[\langle \cdot \rangle] + \mathcal{P}(\cdot),$$

and the memory kernel estimate is given by (26). Then we obtain $\langle K_{eq}^*u_0, \pi_0^Q QKu_0 \rangle_{eq} = 0$ and the memory kernel estimate:

$$|K(t)| \leq Ce^{-\alpha t}.$$
\( \beta = 1 \)

\( \beta = 20 \)

iii) The auto-correlation function \( C(t) \) defined in the projected EMZ (25) decays exponentially to its equilibrium value.

iv) The data-driven method introduced in Section 4.1 yields effective approximations to the memory kernel \( K(t) \), therefore of \( C(t) \).

To demonstrate iii), we use MC simulation (10^5 sample paths) to calculate the momentum auto-correlation function. It is shown in the subplots of Figure 4 that \( C(t) \) defined in the projected EMZ (25) decays 0 exponentially fast. To validate iv), we adopt the Faber series and the standard Laguerre polynomials as the basis function to construct the data-driven approximation schemes for \( K(t) \). These calculation results, along with the one obtained by the established rational approximation method [19], are presented in Figure 4. We can see that the data-driven method leads to accurate predication of \( C(t) \).

5.2. Reduced-order modeling

In this subsection, we consider the equilibrium dynamics of the FPU chain with strong nonlinearity. However, we set the modeling parameters slightly different from that above with \( \nu = m = \theta = 1, \gamma_{50} = 1 \) and \( \gamma_j = 0 \) for \( j \neq 50 \). It is easy to verify that with this setting, the equilibrium Gibbs distribution \( \rho_{eq} = e^{-\beta H} \) is still the stationary distribution of (52) with \( \partial_t \rho_{eq} = K^* \rho_{eq} = 0 \), where \( K^* \) is the adjoint of \( K \). Hence (52) yields an equilibrium dynamics. Since in the equilibrium, \( p_{50}(t) \) is obviously a Gaussian process, we can directly apply the ROM (49) to simulate the dynamics of \( p_{50}(t) \). Specifically, we have:

\[
\frac{d}{dt} p_{50}(t) \approx \Omega p_{50}(t) + \sum_{n=0}^{N} \int_0^t k_n \phi_n(t-s) p_{50}(s) ds + \sum_{k=1}^{K} \sqrt{\lambda_k} \eta_k e_k(t) \\
= \sum_{n=0}^{N} \int_0^t k_n \phi_n(t-s) p_{50}(s) ds + \sum_{k=1}^{K} \sqrt{\lambda_k} \eta_k e_k(t),
\]

(55)

where by simple calculations, we get \( \Omega = 0 \). By sampling \( \eta_k \) in (55) and then solving it numerically using the 3rd-order Adams-Bashforth time integration scheme, we can get the solution of the ROM which can be regarded as a realization of \( p_{50}(t) \) in the equilibrium. Figure 5 compares the sample trajectories of the ROM and the path of \( p_{50}(t) \) obtained by MC simulations. One can see that they are pretty much comparable with each other. We also calculate the time autocorrelation functions \( C(t)/C(0) \) and the stationary marginal

---

2This parameter set is chosen such that the ROM model [19] for observable \( p_{50}(t) \) satisfies the classical second FDT. The reason why this is the case is an interesting topic but out of the scope of the current paper. To this end, we refer to [35] for detailed explanations.
distributions $\rho_{p_{50}}$ of the stochastic process from the simulated sample paths. The correlation time of $p_{50}(t)$ is obviously longer than what obtained for the previous example. This difference is also reflected in the sample trajectories displayed in Figure 1 and Figure 5 because the former ones are rougher. The obtained result indicates ROM (55) imitates the dynamics $\rho_{p_{50}}$ in the equilibrium. We emphasize that the methodology also applies to nonequilibrium systems in the steady state.

6. Summary

In this paper, we mainly focus on the application of the effective Mori-Zwanzig (EMZ) equation on the reduced-order modeling of stochastic systems. In particular, we showed that the semigroup estimates for $e^{-t\mathcal{K}}$ and $e^{-t\mathcal{Q}\mathcal{K}\mathcal{Q}}$ can be used to derive the exponentially decay upper bounds for various observable statistics associated with the EMZ equation, including the auto-correlation function $C(t)$, the EMZ memory kernel $K(t)$ and the fluctuation force. The results are presented for the Langevin dynamics of anharmonic oscillator chain and the heat conduction model in and out of statistical equilibrium. In addition, we introduced both the first-principle and data-driven methods to parametrize the EMZ memory kernel, and demonstrated that the regularity of $K(t)$ enables us to prove the convergence of frequently used data-driven approximation schemes. As far as we are concerned, this is the first theoretical convergence result regarding the approximation of the memory kernel. All these theoretical findings are verified numerically by simulating the Langevin dynamics for a Fermi-Pasta-Ulam (FPU) chain model. With the same example, we also proved the effectiveness of the numerical methods within their range of applicability. We conclude by emphasizing that analytical results obtained in this paper can be generalized and applied to the EMZ equation of other hypoelliptic stochastic systems. The numerical methodology we considered can be used to build effective reduced-order models for nonequilibrium systems in the steady state.
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Appendix A. Proof of recurrence relation (39)

The proof of the recurrence relation (39) for equilibrium Hamiltonian system is given by Chu and Li in [4]. Here we provide a more general proof and show that such relation holds for any linear operator $\mathcal{K}$ and
finite-rank projection operator $\mathcal{P}$. (39) is a direct consequence of the following operator polynomial identity:

$$\mathcal{P}\mathcal{K}(\mathcal{Q})^n = \mathcal{P}\mathcal{K}^{(n+1)} - \sum_{i=1}^{n} \mathcal{P}\mathcal{K}(\mathcal{Q})^{(i-1)}\mathcal{P}\mathcal{K}^{(n-i+1)}, \quad 0 \leq n \in \mathbb{N}. \quad (A.1)$$

We can prove (A.1) by induction. For $n = 0$, we have identity $\mathcal{P}\mathcal{K} = \mathcal{P}\mathcal{K}$. Suppose for $n = k$, we have

$$\mathcal{P}\mathcal{K}(\mathcal{Q})^k = \mathcal{P}\mathcal{K}^{(k+1)} - \sum_{i=1}^{k} \mathcal{P}\mathcal{K}(\mathcal{Q})^{(i-1)}\mathcal{P}\mathcal{K}^{(k-i+1)}.$$

Then for $n = k + 1$, we have

$$\mathcal{P}\mathcal{K}(\mathcal{Q})^{k+1} = \mathcal{P}\mathcal{K}(\mathcal{Q})^k \mathcal{K} - \mathcal{P}\mathcal{K}(\mathcal{Q})^k \mathcal{P}\mathcal{K}$$

$$= \mathcal{P}\mathcal{K}^{(k+1)} \mathcal{K} - \sum_{i=1}^{k} \mathcal{P}\mathcal{K}(\mathcal{Q})^{(i-1)}\mathcal{P}\mathcal{K}^{(k-i+1)} \mathcal{K} - \mathcal{P}\mathcal{K}(\mathcal{Q})^k \mathcal{P}\mathcal{K}$$

$$= \mathcal{P}\mathcal{K}^{(k+2)} - \sum_{i=1}^{k+1} \mathcal{P}\mathcal{K}(\mathcal{Q})^{(i-1)}\mathcal{P}\mathcal{K}^{(k-i+2)}.$$

By mathematical induction, the statement (A.1) holds for all $0 \leq n \in \mathbb{N}$. Applying operator identity (A.1) on the observable $\mathcal{U}(0)$ and then using the definition (37) and (38), we can get the recurrence relation (39). For $M$-dimensional finite-rank projection (7), using the same trick we get the following matrix form recurrence relation:

$$M_n = \Gamma_n - \sum_{i=1}^{n-1} \Gamma_{n-i} M_i, \quad (A.2)$$

where $M_n, \Gamma_n$ are $M \times M$ dimensional matrix, defined as

$$\mathcal{P}\mathcal{K}(\mathcal{Q})^{(n-1)}\mathcal{U}(0) = M_n \mathcal{U}(0), \quad \mathcal{P}\mathcal{K}^n \mathcal{U}(0) = \Gamma_n \mathcal{U}(0),$$
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where $y$ yields explicit linear maps of the polynomial exponents of the energy given by a polynomial function, the action of the $n$-th operator power $K^n$ on a polynomial observable $u(x)$ yields a polynomial function. Take $u(x(t)) = x_j$ as an example, this implies

$$K^n x_j = \sum_{b_i \in B^{(n)}} a_{b_i}^{(n)} x_{k_1}^{m_{k_1}} \cdots x_{k_r}^{m_{k_r}} = K^{n+1} x_j = \sum_{b_i \in B^{(n+1)}} a_{b_i}^{(n+1)} x_{k_1}^{m_{k_1}} \cdots x_{k_r}^{m_{k_r}}.$$  

(B.1)

where $\{a_{b_i}^{(n)}\}$ are polynomial coefficients and $\{m_{k_i}^{(i)}\}$ are polynomial exponents. At this point, it is convenient to define the set of polynomial exponents $B^{(n)} = \{b_1, b_2, \cdots\}$, the set polynomial coefficients $A^{(n)} = \{a_{b_1}^{(n)}, a_{b_2}^{(n)}, \cdots\}$, and the combined index set $\mathcal{I}^{(n)} = \{A^{(n)}, B^{(n)}\}$. Clearly, $\mathcal{I}^{(n)}$ identifies uniquely the polynomial (B.1), i.e., there is a one-to-one correspondence between $\mathcal{I}^{(n)}$ and $K^n x_j$. If we can compute the mapping $\mathcal{I}^{(n)} \rightarrow \mathcal{I}^{(n+1)}$, induced by the action of the Kolmogorov operator $K$ to the polynomial (B.1) (represented by $\mathcal{I}^{(n)}$), then we can compute the exact series expansion of $K^n x_j$ for arbitrary $n$. The whole process can be represented as

$$u(x) \rightarrow K u(x) \rightarrow K^2 u(x) \rightarrow \cdots \rightarrow K^n u(x) \iff \mathcal{I}^{(0)} \xrightarrow{K} \mathcal{I}^{(1)} \xrightarrow{K} \mathcal{I}^{(2)} \xrightarrow{K} \cdots \xrightarrow{K} \mathcal{I}^{(n)}$$

where $\xrightarrow{K}$ represents the translation between the action of $K$ on the observables and its action on the index set $\mathcal{I}^{(n)}$. It is left to determine the updating rule of $\mathcal{I}^{(n)}$ for the Langevin dynamics of the FPU chain. Suppose we are interested in the distance between the oscillators $j$ and $j - 1$, i.e., in the polynomial observable $u(p, r) = r_j$. Using the formal definition of the Kolmogorov operator (53), the action of $K^n$ on $r_j$ can be explicitly written as

$$K^n r_j = \sum_{b_i \in B^{(n)}} a_{b_i}^{(n)} r_{k_1}^{m_{k_1}} \cdots r_{k_u}^{m_{k_u}} p_{l_1}^{s_{l_1}} \cdots p_{l_v}^{s_{l_v}}.$$  

(B.2)

where $\{k_1, \ldots, k_u\}$ and $\{l_1, \ldots, l_v\}$ are the relevant degrees of freedom for $r$ and $p$ at iteration $n$. We can explicitly compute the sets of such relevant degrees of freedom as

$$K_r(n, j) = \left\{ j - \left\lfloor \frac{n}{2} \right\rfloor, \ldots, j + \left\lfloor \frac{n}{2} \right\rfloor \right\} \quad \text{and} \quad L_p(n, j) = \left\{ j - \left\lfloor \frac{n+1}{2} \right\rfloor, \ldots, j + \left\lfloor \frac{n-1}{2} \right\rfloor \right\}.$$  

(B.3)

The action of the Kolmogorov operator on each monomial appearing in (B.2) can be written as

$$K^{r_{k_1}^{m_{k_1}} \cdots r_{k_u}^{m_{k_u}} p_{l_1}^{s_{l_1}} \cdots p_{l_v}^{s_{l_v}}} = \sum_{v \in K_r(n, j)} \sum_{b_i \in L_p(n, j)} \left( \mathcal{L}_{r_v} + \mathcal{L}_{p_h} + \mathcal{S}_{p_h} \right) r_{k_1}^{m_{k_1}} \cdots r_{k_u}^{m_{k_u}} p_{l_1}^{s_{l_1}} \cdots p_{l_v}^{s_{l_v}},$$  

(B.4)

where

$$\mathcal{L}_{r_v} = \frac{1}{m} (p_v - p_{v-1}) \frac{\partial}{\partial r_v},$$

$$\mathcal{L}_{p_h} = \left[ \nu (r_{h+1} - r_h) + \theta (r_{h+1}^3 - r_h^3) \right] \frac{\partial}{\partial p_h},$$

$$\mathcal{S}_{p_h} = \frac{\gamma p_h}{m} \frac{\partial}{\partial p_h} - \frac{\gamma}{3} \frac{\partial^2}{\partial p_h^2}.$$  

The action of $\mathcal{L}_{r_v}, \mathcal{L}_{p_h}$ and $\mathcal{S}_{p_h}$ on the monomial $r_{k_1}^{m_{k_1}} \cdots r_{k_u}^{m_{k_u}} p_{l_1}^{s_{l_1}} \cdots p_{l_v}^{s_{l_v}}$ can be explicitly computed. This yields explicit linear maps of the polynomial exponents

$$b_i = [m^{(i)}, s^{(i)}], \quad m^{(i)} = [m_{k_1}^{(i)}, \ldots, m_{k_u}^{(i)}], \quad s^{(i)} = [s_{l_1}^{(i)}, \ldots, s_{l_v}^{(i)}].$$  

(B.5)
and polynomial coefficients $a_{b_i}^{(n)}$. With such maps available, we can transform the combined index set $I^{(n)}$ (representing $\mathcal{K}^n r_j$) to $I^{(n+1)}$ (representing $\mathcal{K}^{n+1} r_j$). Specifically, we obtain

$$I^{(n+1)} = I_{L_r}^{(n+1)} \bigcup I_{L_p}^{(n+1)} \bigcup I_{S_p}^{(n+1)},$$

where

$$I_{L_r}^{(n+1)} = \bigcup_{v \in K_r(n,j)} \# B^{(n)} \bigcup_{i=1}^{\# B^{(n)}} \bigcup_{k=0}^{1} \{ m_v^{(i)} (-1)^k a_{b_i}^{(n)}, [m^{(i)}(i), s^{(i)} + e_{v-k}) \},$$

$$I_{S_p}^{(n+1)} = \bigcup_{h \in L_p(n,j)} \# B^{(n)} \bigcup_{i=1}^{\# B^{(n)}} \bigcup_{k=0}^{1} \{ \{ \gamma_s h^{(i)} a_{b_i}^{(n)} : -\gamma_s h^{(i)} (s^{(i)} - 1) a_{b_i}^{(n)} \}, \{ [m^{(i)}(i), s^{(i)}], [m^{(i)}(i), s^{(i)} - 2 e_h] \} \},$$

$$I_{L_p}^{(n+1)} = \bigcup_{h \in L_p(n,j)} \# B^{(n)} \bigcup_{i=1}^{\# B^{(n)}} \bigcup_{k=0}^{1} \{ \{ h^{(i)} (-1)^{k+1} v a_{b_i}^{(n)} ; h^{(i)} (-1)^{k+1} \gamma a_{b_i}^{(n)} \}, \{ [m^{(i)}(i) + e_{h+k}, s^{(i)} - e_h], [m^{(i)}(i) + 3 e_{h+k}, s^{(i)} - e_h] \} \}.$$

On the other hand, since $\mathcal{K}_e^{\gamma} = -\mathcal{L}(p, r) + S(p)$. It is easy to obtain the updating rule for the corresponding index set $I^{(n)}$ from the formal expression \[B.6\]. With these results available, we can immediately determine the coefficients $\gamma_j$ in \[38\] by averaging over the probability density $\rho_{eq}$ as

$$\gamma_n = \frac{\langle \mathcal{K}^n r_j, r_j \rangle_{eq}}{\langle r_j, r_j \rangle_{eq}} = \begin{cases} \langle \mathcal{K}_e^{\gamma} r_j, r_j \rangle_{eq}, & n \text{ is even} \\ \langle r_j, r_j \rangle_{eq} \\ \langle \mathcal{K}_e^{\gamma} r_j, r_j \rangle_{eq} \end{cases}, \quad n \text{ is odd}.$$

Using formula \[38\], \[39\] and the exact expression of the polynomial $\Phi_n(\mathcal{Q}\mathcal{K}\mathcal{Q})$, we can get the expansion coefficient $k_n$ in \[36\].
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