A Spatial Statistic Based Risk Assessment Approach to Prioritize the Pipeline Inspection of the Pipeline Network
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Abstract: The identification of high risk regions is an important aim of risk-based inspections (RBIs) in pipeline networks. As the most vital part of risk-based inspections, risk assessment makes a significant contribution to achieving this aim. Accurate assessment can target high risk inspected regions so that limited resources can mitigate considerable risks in the face of increased spatial distribution of a pipeline network. However, the existing approaches for risk assessment face grave challenges due to a lack of sufficient data and an assessment’s vulnerability to human biases and errors. This paper attempts to tackle those challenges through spatial statistics, which is used to estimate the uncertainty of risk based on a dataset of locations of pipeline network failure events without having to acquire additional data. The consequence of risk in each inspected region is measured by the total cost caused by the failure events that have occurred in the region, which is also calculated in the assessment. Then, the risks of the different inspected regions are obtained by integrating the uncertainty and consequences. Finally, the feasibility of our approach is validated in a case study. Our results in the case study demonstrate that uncertainty is less instructive for prioritizing pipeline inspections than the consequences of risk due to the low significant difference in risk uncertainty in different regions. Our results also have implications for understanding the correlation between the spatial location and consequences of risk.
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1. Introduction

As the safest and most economical way to transport dangerous and flammable substances in large volumes and over long distances, a pipeline network is built around the stable, continuous, and safe operation under an increasing consumption of natural gas, petroleum, and refined products [1]. To prevent the occurrence of a breakdown and to maintain the integrity of related assets, inspection has been used to ensure that all pipes and equipment are fit-for-service. However, it is not cost-effective to apply fully comprehensive inspections to the whole pipeline network due to budget constraints and the increased spatial distribution of pipeline networks. Therefore, it is necessary to direct efforts to inspecting critical areas.

Risk-based inspection is a typical method used to determine the optimum inspection plan for a pipeline network in an effective and efficient manner. In this process, the risk of equipment failure is obtained by risk assessment, which then allows stakeholders to prioritize parts of the pipeline network.
for inspection. Through risk-based inspection, stakeholders are able to target initial inspections to parts of the network at high risk. In this way, resources (time and labor) can be utilized in a more effective and efficient manner [2–4].

The idea of risk-based inspection was emerged from the risk-informed in-service inspection (RI-ISI) methodology [5] and was proposed in the late 1980s [6]. Subsequently, the risk-based inspection (RBI) methodology was applied widely in different industrial contexts. For example, the RBI has been used in the nuclear industry to prioritize maintenance [7–9], its application in gas pipelines has helped guide the allocation of maintenance resources to the most at-risk pipeline areas [10], it has been used to optimize the maintenance of water supply networks [11], it has been used to develop an optimal inspection and repair strategy for structural systems [12], and it has also been applied to the risk ranking procedure for bridges [13].

Although the same generic RBI methodology (shown in Figure 1) is adopted by various applications, these applications differ in their risk assessments because probability is adopted as the measure for representing or expressing uncertainty [14]. For probability, there are two major competing categories of interpretations: objective probability and subjective probability. The most popular version of objective probability is frequentist probability, and the most popular version of subjective probability is Bayesian probability [15–17]. Thus, risk-based inspection stands two lines: frequentist probability based methods [18–21] and Bayesian probability based methods [12,14,22–29]. The former obtains so-called stochastic or aleatory uncertainty, which is estimated by the application of probability models based on a large amount of relevant data. Bayesian probability based methods are used to estimate the subjective probabilities in the case of a scarce amount of data. Subjective probability refers to the judgments or degree of belief of the assessors, and uses some methods to represent individual and collective stakeholders’ uncertainty assessments based on significant levels of knowledge of the factors that influence asset-related risks.

Figure 1. The process of the generic risk-based inspection (RBI) methodology.

All these methods aim to target initial inspection resources, where the parts of the network are likely to provide the most valuable information and/or mitigate the greatest risks. At the same
time, these methods are desirable for overcoming the problem of the under-inspection of higher-risk equipment and the over-inspection of lower-risk equipment [30]. Unfortunately, identifying the highest inspection priority is a non-trivial task when these methods are applied. For frequentist probability based methods, the requirement of large data is difficult to fulfill, although the well-known principles of statistical inference provide a strong basis for probability assignment in the decision making context [31]. For Bayesian probability based methods, limitations can be observed for several widely used methods, particularly for methods founded on the analytic hierarchy process (AHP) [14,24,25,29,32]. These methods suffer from limitations like the rank reversal phenomenon, shortcomings of the 1–9 ratio scale, and pitfalls in quantification of qualitatively stated pairwise comparisons [33]. Even worse, many stakeholders are often not satisfied with the results of those methods, and decision makers do not gain any confidence from such analyses. In the related analytical processes, the assessment of uncertainty is based on the subjective judgments of assessors, which problematizes the basis for the probability assignment [34].

It is worth noting that some discoveries can be made by analyzing these difficulties. First, failures of a stretch or section of a pipeline network are infrequent. The amount of failure data is too small to use frequentist probability based methods when building a model for a stretch or section of a pipeline network. However, the quantity of failure data is sufficient to build a model for the whole network via the application of other methods when aggregating all the infrequent failures that occurred in different stretches and sections of pipeline. Second, the basis for the probability assignment is noteworthy because the assumptions and hypotheses of the aforementioned approaches cannot be falsified. This is illustrated by the example of Bayesian probability based methods, which use the relative level of risk uncertainty to sort. The relative level of risk uncertainty is essentially the probability that risk event $A$ is conditional on some background knowledge, $K$. Background knowledge $K$ refers to the assumptions and hypotheses of those approaches. In theory, the conditional probability $P(A|K)$ is the probability that event $A$ is normalized to a sample space restricted to knowledge $K$. Due to the different knowledge $K$ that people have, the restrictions of the sample space are different, which results in various estimations of risk uncertainty. Therefore, these estimations are more like a subjectively analyzed result without a scientific test to screen out most of them.

Based on the analysis above, we propose a spatial statistic based risk assessment approach to prioritize the inspection of pipeline networks. The advantages of this approach include the following:

- Through the application of the spatial statistic model: Poisson point process, the modeled object is transformed from a stretch or a section of a pipeline to the whole district where the pipeline network is located, which overcomes the difficulty of having insufficient data for model building.
- This approach provides a credible basis for risk assessment because the assumptions and hypotheses in our approach can be falsified by the application of statistical tests.

In the modeling process, kernel density estimation is applied to estimate the parameter of the Poisson point process. Based on that, the probability of the failure occurrence of the pipeline network in the different inspected regions is estimated. The severity of risk is measured by the total cost caused by the failures in each spatial region of the pipeline network. Then, the risks of different regions of the pipeline network can be calculated; these risks will be able to guide risk-based inspection. Finally, the application of our approach is described in a case study, and the availability is verified.

2. Poisson Point Process

The body of contemporary data on where individual pipeline failure event occurs is growing. This dataset, due to the observed spatial location of events, is called a spatial point pattern (as shown in Figure 2). The Poisson point process is fundamental to any successful analysis of spatial point patterns [35].
The spatial point process is often defined on an observation window $W$. In our research, the district in which the whole inspected pipeline network is located serves as the observation window $W$ (for example, the grey zone in Figure 2). For any region $B \subset W$, the number of failure events that occur in any region $B \subset W$ is a well-defined random variable, which is denoted by $n(B)$. Based on that, a spatial point process $N$ on $W$ can be defined as a Poisson point process if the following two remain valid [35]:

- Poisson distribution of point counts: For any region $B \subset W$, the number $n(B)$ follows a Poisson distribution with the mean $\Lambda(B)$, which can be represented by Equation (1).
- Independent scattering: If $m$ regions $B_1, B_2, \ldots, B_m \subset W$ are disjointed, the counts $n(B_1), \ldots, n(B_m)$ are independent random variables.

The quantity $\Lambda(B_i)$ is the expected number of failure events to occur in region $B_i$, which can be calculated by Equation (2) with intensity $\lambda$. This intensity is interpreted as the average number of failure events occurring per unit area. If the intensity is spatially varied, the Poisson point process is called an inhomogeneous Poisson point process, which is different from a homogeneous Poisson point process, whose intensity is constant.

$$P[n(B_i) = k] = \frac{[\Lambda(B_i)]^k}{k!}e^{-\Lambda(B_i)}, \quad (1)$$

$$\Lambda(B_i) = \int_{B_i} \lambda(x) dx = \lambda \Delta(B_i), \quad (2)$$

where $x$ is a two dimensional located point in $R^2$. $\Delta(B_i)$ is the area of regions $B_i$.

3. Method

The proposed approach includes three procedures: hypothesis testing, the model selection, and risk evaluation, which are shown in Figure 3. First, the reported locations of failure events in the state of Louisiana.
observed window are processed using the GIS software. The aim of hypothesis testing was to validate the availability of the proposed approach. In this procedure, a hypothesis was proposed, which stated that the Poisson point process was a suitable model for the dataset of pipeline failure events. This hypothesis was tested based on the processed data. In the procedure of model selection, our approach was to determine the inhomogeneous Poisson point process or the homogeneous process to be used as the model for modeling the dataset. After that, the risks of the different inspected regions were assessed. The intensity of the chosen model was first estimated, which is the foundation for estimating the uncertainty of risk in different inspected regions. Then the consequence of risk in different inspected regions was calculated.

The hypothesis was tested based on the processed data. In the procedure of model selection, our approach was to determine the inhomogeneous Poisson point process or the homogeneous process to be used as the model for modeling the dataset. After that, the risks of the different inspected regions were assessed. The intensity of the chosen model was first estimated, which is the foundation for estimating the uncertainty of risk in different inspected regions. Then the consequence of risk in different inspected regions was calculated.

Figure 3. The illustration of the proposed approach.
3.1. Hypothesis Testing

Based on the information in prior research [30], Poisson point process can be used to describe the failure events of a pipeline network. Therefore, the null hypothesis in our approach was stated: if the Poisson point process is suitable to describe the failure events of the pipeline network, then its properties should not be violated in the application of the proposed approach. Therefore, two properties were tested in our approach.

The first test was to verify the property of the Poisson distribution of point counts through the application of a chi-square goodness of fit test. In our approach, this hypothesis was suggested to determine whether the number of failure events that occurred in the observed window \( n(W) \) follows a Poisson distribution. The key reason for this suggestion is that any part of the observed window may not have sufficient failure event samples for the application of most statistical tests. Therefore, the observation of failure events in the observation window is chosen to test the property of the Poisson distribution of point counts with the consideration of the feasibility of tests.

Before the conduction of the first test, period \( t \) must be determined, and should be considered with the inspected interval time. After that, the frequency of failure occurrence (henceforth referred to as the sample data) in the given period \( t \) is obtained based on the records of the failure events. This process is illustrated in Figure 4. Then, the chi-square goodness of fit test can be implemented.

![Figure 4. The process of acquiring the sample data.](image-url)

In the chi-square goodness of fit test, the null and alternative hypotheses are as follows:

**H\(_0\)**. The quantity of pipeline failure events in region \( W \) and a given period \( t \) follows a Poisson distribution.

**H\(_1\)**. The quantity of pipeline failure events in region \( W \) and a given period \( t \) does not follow a Poisson distribution.

Under the null hypothesis, the mean \( \lambda \) was estimated from the sample data by referring to Equation (3). Next, the theoretical frequency \( f^0_i \) for each type of occurrence (\( m_i \)) was obtained by multiplying the estimated Poisson probability \( p(m_i) \) with the size of the sample data \( n \). The estimated Poisson probability \( p(m_i) \) was determined according to the Poisson distribution with the estimated \( \lambda \). Finally, the \( \chi^2 \) test statistic was calculated via Equation (4) to determine whether to reject \( H_0 \).

\[
\lambda = \frac{\sum_{i=1}^{c} m_i f^0_i}{n} = \frac{\sum_{i=1}^{c} m_i f^0_i}{\sum_{i=1}^{c} f^0_i} \quad (3)
\]
\[ \chi^2 = \sum_{i=1}^{c+1} \frac{(f_i - \bar{f}_i)^2}{\bar{f}_i} \] (4)

In testing the second hypothesis, the property of independent scattering was verified. The test is essentially a test of significance, which combines a permutation test with the test statistic Moran’s I index [36,37]. Moran’s I index is a commonly used spatial statistic [38], which describes autocorrelation in the spatial dimension by measuring the degree to which the number of failure events in different spatial regions of the pipeline network is similar to each other. In our approach, two groups of numbers of failure events in different spatial regions of the pipeline network were suggested for this test respectively. The first group of numbers was \( n(B_1), \ldots, n(B_m) \), counted from the inspected regions of the pipeline network (as shown in Figure 5). The second group features the counts of all districts obtained by the division of the observed window (shown in Figure 6). Both of these tests could determine whether the property of independent scattering was retained. If the property were held, we could conclude that the numbers of failure events in different spatial regions are independent Poisson random variables with the conclusions from testing the first hypothesis.

**Figure 5.** The illustration of the inspected regions.

**Figure 6.** The division of the observed window.
In the first step of testing the second hypothesis, the initial Moran’s $I$ was obtained by Equation (5) based on the counts of every group. In the equation, $w_{ij}$ is the element of the spatial weight matrix whose dimensions are $m \times m$ ($m$ is the amount of regions). The spatial weight matrix reflects the level of spatial proximity of two different regions by defining the element $w_{ij}$. In our approach, the element $w_{ij}$ is obtained based on quantity $d_{ij}$ and the threshold distance. If quantity $d_{ij}$ is larger than the threshold distance, the element $w_{ij}$ is set to 0. If not, element $w_{ij}$ is equal to quantity $d_{ij}$. Quantity $d_{ij}$ is calculated by the centroid distance between regions $i$ and $j$. Generally, the values of Moran’s $I$ range from $-1$ to $+1$. Values larger than $-\frac{1}{m-1}$ indicate positive spatial autocorrelation, and a Moran’s $I$ of less than $-\frac{1}{m-1}$ indicates negative spatial autocorrelation.

\[
I = \frac{\sum_{i=1}^{m} \sum_{j=1, j \neq i}^{m} w_{ij}(n(B_i) - \bar{n})(n(B_j) - \bar{n})}{\sum_{i=1}^{m} [n(B_i) - \bar{n}]^2} \times \frac{\sum_{i=1}^{m} n(B_i)}{m - 1}, \quad \text{where } \bar{n} = \frac{\sum_{i=1}^{m} n(B_i)}{m}
\] (5)

In the second step, a permutation test was conducted. It is reasonable to believe that the counts (such as $n(B_1), \ldots, n(B_m)$) were randomly assigned to different regions based on the null hypothesis: the counts in different regions are spatially independent (the alternative hypothesis is that the counts in different regions are spatially dependent). Therefore, we rearranged the counts for all the different regions (such as $B_1, \ldots, B_m$) and recalculated the Moran’s $I$ value. Then, the distribution of the test statistic Moran’s $I$ could be obtained. To calculate the $p$-value for the permutation test, the number of Moran’s $I$ that was or more extreme than the initial Moran’s $I$ was counted. Then, divided the number by the total number of Moran’s $I$ that had been calculated. The quotient of the division was the $p$-value. Finally, we decided to accept the null or alternative hypothesis according to the level of significance for the test.

3.2. Model Selection

After the hypothesis testing, we could conclude that the Poisson point process was able to describe the failure events of the pipeline network. Therefore, the objective of model selection was to determine which type of Poisson point process was a suitable one. In our approach, to achieve the objective, we proposed a test that reviewed whether the intensity of the failure event is spatially variable.

In this test, the null hypothesis is stated as follows: If the homogeneous Poisson point process is a suitable model, then the intensity is not spatially variable. However, the alternative hypothesis provides no further information for the selection of models because inhomogeneous intensity or the violation of the properties of the Poisson point process can both cause a departure from the null hypothesis. Fortunately, we could eliminate the cause behind the violation of these properties according to the test results obtained during hypothesis testing. Therefore, the alternative hypothesis could be described as follows: if the inhomogeneous Poisson point process is a suitable model, then the intensity is spatially variable.

Before the test, the observation window $W$ is divided into different parts $D_1, \ldots, D_i$ (as shown in Figure 6), all of which must have an equal area $a$. Here, the counts $n(D_1), \ldots, n(D_i)$ are independent Poisson random variables distributed with the mean $\lambda a$ based on the null hypothesis and the assumptions above. Therefore, testing the goodness of fit of the counts to the Poisson distribution with the mean $\lambda a$ can help us to determine whether or not to reject the null hypotheses.

3.3. Risk Evaluation: The Estimation of the Probability of the Occurrence of Failure Events in Different Inspected Regions

After the determination of the type of the Poisson point process, the probability of the failure occurrence in different inspected regions can be estimated. Based on the conclusions above, it is determined that the counts $n(B_1), \ldots, n(B_m)$ of different inspected regions are independent
Poisson random variables with mean \( \Lambda(B_1), \ldots, \Lambda(B_m) \) based on the property of finite-dimension distribution \([39]\). According to Equation (2), the mean \( \Lambda(B_i) \) can be derived based on the intensity \( \lambda \) or \( \lambda(x) \). In our approach, the intensity \( \lambda \) is estimated nonparametrically via kernel estimation. The kernel estimator of the intensity in Equation (6) is thus applied; this estimator is called Diggle’s corrected estimator \([40]\). The kernel in our approach is the normal distribution probability density. Finally, the probability of the occurrence of failure events in region \( B_i \) can be derived by \( 1 - P\{n(B_i) = 0\} \).

\[
\lambda(x) = \sum_{i=1}^{n} \frac{1}{e(x_i)} \kappa(x - x_i),
\]

where \( e(x_i) = \int_W \kappa(x_i - v) dv \). \( x \) is any spatial location inside the observation window \( W \). \( x_i \) is the location of data point inside the observation window \( W \).

3.4. Risk Evaluation: The Estimation of the Failure Occurrence Consequence of the Pipeline Network in the Different Inspected Regions

In our approach, consequence refers to total negative set of human, environmental, and financial consequences. Its assessment focuses on the capacity of failure and subsequent events to cause death, injury, or damage to employees and/or the public, as well as to the environment. Moreover, it may also consider the consequences of failure on business, such as the costs of lost production, repair and the replacement of pipelines, and the damage to the company reputation. Accordingly, the total cost \( C_{B_j} \) was used to measure the consequences in each region \( B_j \). The constitution of total cost is listed in Table 1.

| No | Cost                                      |
|----|-------------------------------------------|
| 1  | Property Damage Costs                     |
| 2  | Lost Commodity Costs                      |
| 3  | Public/Private Property Damage Costs       |
| 4  | Emergency Response Costs                   |
| 5  | Environmental Remediation Costs            |

3.5. Risk Evaluation: The Determination of the Risks and Risk Ranking

In our approach, the product of the probability and consequences of failure occurrence were applied to estimate the risk related to each inspected region. Based on the obtained risk, all the regions could be ranked in order of risk; then, inspection priority could be given to each of them.

4. Case Study

The analyses in this paper were based on the southern part of the pipeline network in Louisiana state. It is defined as the observation window \( W \), whose area was approximately 98,883.802 km\(^2\). A total of 138 failure events across the observation window from January 2010 to January 2017 were analyzed. Their spatial distributions are shown in Figure 2. The data for failure events were provided by The Pipeline and Hazardous Materials Safety Administration (PHMSA). These data include the observed location of each failure event, the date that the failure event occurred, and the total cost of each failure event. In this case study, five inspected regions were established, and these regions were identified in Figure 5. Our approach was applied to evaluate the risk of each inspected region and then to identify the most critical one.
4.1. Hypothesis Testing

The property of the Poisson distribution of point counts was verified first with the application of a chi-square goodness of fit test. Before the hypothesis test, the actual number of failure events was counted under the given period (one month), which is shown in Table 2. According to the chi square distribution table, the critical value of $\chi^2_{0.05}(6)$ was 12.592. Based on that value, the decision rule is defined as:

Reject $H_0$ if $\chi^2 > 12.592$; otherwise, do not reject $H_0$.

After performing the test, the decision was not to reject $H_0$ since $\chi^2 = 2.168936 < 12.592$. There was insufficient evidence to conclude that the number of failure events that occurred monthly in the southern part of Louisiana state did not fit a Poisson distribution.

After the verification above, the property independent scattering was verified. Two groups of counts, originating from the inspected regions of the pipeline network and all districts obtained by the division of the observed window, are listed in Table 3. The spatial weight matrix of the inspected regions was created based on the threshold distance 144,420.2535 m, which is shown in Figure 7. The spatial weight matrix of all districts was created with a threshold distance 137,697.5568 m, which is shown in Figure 8. These test results are summarized in Table 4. All the results clearly indicate that there was no evidence to conclude that the number of failure events that occurred monthly in the southern part of Louisiana state did not fit a Poisson distribution.

![Figure 7](image-url) The spatial weight matrix of inspected regions.

![Figure 8](image-url) The spatial weight matrix of all districts.

| NO. | 1     | 2     | 3     | 4     | 5     |
|-----|-------|-------|-------|-------|-------|
| 1   | 0     | 0     | 0     | 6.924929e-06 | 0     |
| 2   | 0     | 0     | 1.1023645e-05 | 7.466656e-06 | 0     |
| 3   | 0     | 7.466656e-06 | 7.644735e-06 | 0     | 0     |
| 4   | 6.924929e-06 | 0     | 8.326345e-06 | 0     | 0     |
| 5   | 0     | 0     | 0     | 0     | 0     |

Table 2. The monthly frequency of failure occurrence.
Table 3. The number of failure events in the area.

| No | Counts (Inspected Regions) | Counts (Districts) |
|----|---------------------------|-------------------|
| 0  | 29                        | 31                |
| 1  | 6                         | 49                |
| 2  | 39                        | 21                |
| 3  | 33                        | 36                |
| 4  | 19                        | 1                 |

Table 4. The result of the permutation test with the test statistic Moran’s I index.

| Statistic        | Result (Inspected Regions) | Result (Districts) |
|------------------|-----------------------------|--------------------|
| Moran’s Index    | −0.668583                   | −0.575153          |
| Expected Moran’s Index | −0.25 | −0.25 |
| Z-score          | −1.5367                     | −0.7166            |
| p-value          | 0.124367                    | 0.473575           |

4.2. Model Selection

Based on the results of the hypothesis testing, it is reasonable to believe that the Poisson point process is suitable to describe the failure events of the pipeline network in the southern part of Louisiana state. Consequently, a test reviewing whether the intensity of the failure events is spatially variable was conducted.

According to the requirements of the tests, the observation window $W$ is divided into five districts, each with an approximately equal area. By applying the null hypothesis, the expected count of each part was calculated and listed in Table 5. Then, a chi-square test was conducted. The critical value of $\chi^2_{0.05}(4)$ was 9.49. Since $\chi^2 = 46.31592 > 9.49$, we rejected the null hypothesis. There was sufficient evidence to conclude that the intensity was inhomogeneous. Therefore, the application of the inhomogeneous Poisson point process was reasonable for the present dataset.

Table 5. The areas of different districts.

| No. | Counts | Area          | Expected Counts |
|-----|--------|---------------|-----------------|
| 0   | 31     | 20,410.716 km²| 28              |
| 1   | 49     | 19,933.508 km²| 28              |
| 2   | 21     | 19,467.176 km²| 27              |
| 3   | 36     | 19,346.355 km²| 27              |
| 4   | 1      | 19,726.047 km²| 28              |
|     | Total: | 98,883.802 km²|                 |

4.3. The Estimation of the Probability of the Failure Occurrence of the Pipeline Network in Different Inspected Regions

After model selection, the inhomogeneous Poisson point process was determined to be the model for the spatial point pattern of pipeline failure events. Then, the intensity of the observed window was estimated through kernel estimation with a bandwidth of 11.59267 km, and the result is illustrated in Figure 9. In Figure 9, different colors are measures of intensity in different spatial location, which reflect the number of failure events occurred per square meter. Based on this intensity, the probabilities of the failure events in each inspected region were estimated.
4.4. The Estimation of the Consequences of Failure Events of the Pipeline Network in Different Inspected Regions

To calculate the total cost of each inspected region, the total cost of each failure event in the same inspected region was added up to the total cost of the inspected region according to the items of the total cost listed in Table 1.

4.5. Determination of the Risk in Each Region and Risk Ranking

Given all the information above, the risk in each inspected region was evaluated by the production of the probability of failure,

\[ P(U_B|T < t) \]

and the measure of the consequence, \( C_B \).

4.6. Results and Discussion

After the implementation of all the steps above, the total cost and the probability of failure occurrence were calculated for each inspected region, and their risks were obtained. All these risks are listed in Table 6.

| No. | Counts | Mean     | Probability | Total Cost   | Risk        |
|-----|--------|----------|-------------|--------------|-------------|
| 1   | 29     | 25.4367  | 0.9999999999991007 | 5,019,212   | 5,019,211.99995486 |
| 2   | 6      | 4.488582 | 0.988763434031346 | 4,478,785   | 4,428,458.83688808 |
| 3   | 39     | 37.54889 | 1            | 5,852,501   | 5,852,501.00000000 |
| 4   | 33     | 26.80969 | 0.9999999999997726 | 15,616,067  | 15,616,066.9999645   |
| 5   | 19     | 17.65559 | 0.999999978508106 | 34,747,899  | 34,747,898.2532018   |

According to the results in Table 6, the coefficient of the variation of probability was 0.004495, which was significantly less than the coefficient of variation for the total cost, 0.878862. The small value of the coefficients of variation means that a small amount of variability existed in the data. By comparison, risk uncertainty had too small a variability in the spatial dimension, which seriously reduced the distinguishable effect of risk uncertainty. Therefore, the distinguishable effect of risk on different regions mainly originated from the consequence of risk.

Observing the mean and consequence of failure suggests a correlation between the severity of the consequence of failure and the location of its occurrence. As mentioned above, this consequence is not only determined by the location of the inspected regions but also by the frequency of the failure event in a given period. The location of the inspected region determines the total cost of each failure event in the region, and the frequency determines the number of failure events in the region. By doing a Pearson
test between the mean (the mean was used to represent the frequency) and the total cost in Table 6, we found that there was no correlation between the frequency and the consequence considering that the Pearson test was $-0.1128835$ and the $p$-value for the test was $0.8566$. This means that the total cost was preferably determined by location.

Considering the above observations, a qualitative comparison between our approach and existing approaches were made based on six comparison criteria. The existing approaches are categorized into other frequentist probability based methods and Bayesian probability based methods, which are limited to the items referred to in this paper. These criteria are explained in Table 7. According to the first criterion, our approach requires a medium amount of data. The amount of data required by other frequentist probability based methods may be large. For Bayesian probability based methods, empirical knowledge is a complement of other data, which effectively reduce the difficulty of acquiring input data. For the criterion of input data accessibility, our approach makes it easy to access the required data, while the existing approaches required many types of data, such as policy decision variables, failure variables, and detailed information about component characteristics and system composition, which are usually related to privacy and security issues. Therefore, these types of data are difficult to obtain. The modeling capability of our model, however, was not very good. Due to the transformation of the modeled object from a stretch or a section of a pipeline to the whole district where the pipeline network located, the spatial coordinates became a surrogate for other variables that report failure modes and system characteristics. This makes many characteristics at the component level or system level unable to be modeled, such as interdependence, a common cause of failure, which yields a decline in modeling capability. According to the criterion of computation cost, our approach had small computational cost in contrast to some approaches that use machine learning [41]. For the criterion of maturity, our approach was less mature than Bayesian probability based methods, which have been widely applied in practice with many publications. For the criterion of falsification, our approach was outstanding due to its application of hypothesis testing during modeling. In contrast, Bayesian probability based methods largely depend on empirical information and expert judgments, which are difficult to make judgments for the rationality of an analytical result.

Table 7. Explanations of the comparison criteria.

| No. | Comparison Criteria         | Explanation                                                                 |
|-----|----------------------------|-----------------------------------------------------------------------------|
| 1   | Quantity of input data      | This criterion refers to the quantity of input data needed for the application of an approach. |
| 2   | Accessibility of input data | This criterion judges the availability to get the required input data.       |
| 3   | Modeling capability         | This criterion describes the types of system characteristics that can be modeled by an approach. |
| 4   | Computation complexity      | This criterion describes the computational cost for an approach to assess risk. |
| 5   | Maturity                    | This criterion measures the development level of each approach.              |
| 6   | Falsification               | This criterion evaluates the falsifiability of the assumption and hypothesis used in an approach. |

5. Conclusions

In this study, we proposed a spatial statistic based risk assessment approach for large pipeline networks and described its application to the southern part of the pipeline network of the Louisiana state. Risk assessment is very useful for identifying the most critically inspected region. Its contributions are summarized based on its methodology, application, and theory.

For the methodology, the first contribution was exploring the application of spatial statistics in risk assessment for prioritizing pipeline inspections. As one of the most important spatial statistics
technologies, the Poisson point process was used to estimate the probability of failure events occurrences in different regions of the pipeline network. The estimated probability is a more objective aleatory or stochastic than the probability estimated by Bayesian probability based methods. This means that our assessment is not vulnerable to human biases and errors. Next in importance, we tested the hypothesis of our approach to determine whether the applied assumptions and hypotheses were right or wrong. The application of a hypothesis test increased the falsifiability of risk assessment. Finally, the modeled object was transformed from a stretch or a section of pipeline to the whole district where the pipeline network was located. Being the important part of the contribution in application, it overcame the difficulty of the insufficient available data in the model building.

In application, the first contribution of this method was the application of spatial information in the records of failure events. Based on this, our approach deeply excavated the information contained in the records of failure events. The second contribution was that our approach did not require a large amount of data. Due to the transformation of the modeled object from a stretch or section of a pipeline to the whole district where the pipeline network was located, it collected all the infrequent failures records that occurred in different components of the pipeline network. In this way, the quantity of failure data was sufficient to apply our approach.

In theory, we found that risk uncertainty had too small a variability in the spatial dimension, which significantly reduced the distinguishable effect of risk uncertainty. The distinguishable effect of risk mainly originated from the consequence of risk. Therefore, uncertainty was less instructive for prioritizing pipeline inspection regions than the consequences of risk. At the same time, we found that the consequences caused by failures were more preferred to be determined by the location than risk uncertainty.

Meanwhile, the limitations of our approach could be observed from two perspectives: modeling capabilities and strict constraints. First of all, the ability of our approach to model the characteristics of a pipeline network was limited. Due to the transformation of the modeled object from a stretch or a section of the pipeline to the whole district where the pipeline network located, the spatial coordinates were a surrogate for other variables that report failure modes and system characteristics. This means that many characteristics at the components level or system level could not be modeled, such as the interdependence and common causes of failures. Therefore, the proposed method could only be used to identify high risk regions. It could not be introduced into a vulnerability analysis.

Next of importance, validating the properties of the Poisson point process is a strict constraint in the application of our approach. This constraint is a double-edged sword. Although validations increase the falsifiability of risk assessment and reduce its vulnerability to human biases and errors, the availability of our approach was significantly decreased by this validation if these properties were violated.

For future work, it will be necessary to research the factors and mechanisms that impact the severity of the consequences of failure events, in particular on the factors and the mechanisms that can be surrogated by spatial variables (such as population distribution or ecological resources). These factors can provide useful knowledge for Bayesian probability based methods in risk evaluation.
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