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Abstract

We outline how the Wald entropy formula naturally arises in loop quantum gravity based on recently introduced dimension-independent connection variables. The key observation is that in a loop quantization of a generalized gravity theory, the analog of the area operator turns out to measure, morally speaking, the Wald entropy rather than the area. We discuss the explicit example of (higher-dimensional) Lanczos-Lovelock gravity and comment on recent work on finding the correct numerical prefactor of the entropy by comparing it to a semiclassical effective action.

1 Introduction

A key feature that is expected from a theory of quantum gravity is an explanation for the thermodynamic behavior [1] of black holes observed in classical general relativity (GR). By today, several approaches to quantum gravity and semiclassical gravity have addressed this issue and offered different, at times seemingly unrelated, explanations. Moreover, the different approaches are not necessarily applicable to all classes of gravitational theories, such as Lanczos-Lovelock gravity or supergravity, or types of black hole solutions such as extremal or non-extremal black holes. It turns out, however, that the Wald entropy formula [2], applicable to general diffeomorphism invariant theories, agrees with other approaches where they are applicable. A derivation for the Wald entropy formula in the context of Euclidean quantum field theory has been given in [3] for general diffeomorphism invariant theories. It is however desirable to understand the emergence of this general formula for the black hole entropy also from a more fundamental theory of quantum gravity.

Loop quantum gravity (LQG) [4, 5] has emerged as a candidate theory for quantum gravity and addressed the question of black hole entropy with considerable success. See [6] for a review. In LQG, one has been mainly interested in black hole entropy calculations for four-dimensional GR with minimally coupled matter fields. However, it was shown that for a non-minimally coupled scalar field, the black hole entropy can be obtained with the right dependence on the entropy.
scalar field’s value at the horizon $7$, in accordance with the Wald formula. While this agreement presented an important confirmation for the robustness of the LQG framework, its proper origin remained obscure.

In this paper, we will show how the Wald entropy formula naturally arises in LQG based on the recently introduced dimension-independent connection variables. The main idea is that for a generalized theory of gravity, such as Lanczos-Lovelock gravity or a non-minimally coupled scalar field, the direct analog of the area operator, which is a key ingredient in the entropy calculation, does not measure the area, but the Wald entropy. The reason is that the fluxes conjugate to the connection are given by derivatives of the Lagrangian with respect to certain curvature components, in the same way as in the construction of Wald entropy. Essentially, the canonical conjugate to the connection measures Wald entropy.

We present higher-dimensional Lanczos-Lovelock gravity as an explicit example. We shortly comment on general diffeomorphism invariant theories, where no robust general statements can be made from the LQG perspective at the moment. Our current understanding thus remains restricted to theories which can be formulated on the phase space of higher dimensional GR coupled to standard matter fields. Also, we restrict to theories which do not have additional constraints on top of the Hamiltonian and spatial diffeomorphism constraints of GR, plus additional gauge constraints or the simplicity constraint discussed below. Such additional constraints may require special treatment on top of the existing techniques in the LQG entropy calculations. Since an explicit solution for them might not be available, their effect on the black hole entropy would remain an open question. The class of treatable theories thus includes Lanczos-Lovelock gravity $10, 11$ with non-minimal couplings of scalar fields, plus additional minimally coupled matter fields (the independence of the entropy on standard minimally-coupled matter fields is already well-understood $12$).

The paper is organized as follows. In section 2, we review some background material concerning the Wald entropy formula, as well as the black hole entropy calculations in the isolated horizon framework in LQG. Next, we show in section 3 that the entropy calculation for higher-dimensional Lanczos-Lovelock gravity can be reduced to that of higher-dimensional GR. We explain how this result can be understood in general in terms of the Wald entropy formula. The prospects for general diffeomorphism-invariant theories are discussed in section 4. We comment on the interpretation of these results in section 5. Section 6 contains the conclusions of the paper. In the appendix, we provide some details on the covariant phase space description omitted in section 3 and discuss the first law of black hole mechanics in Lanczos-Lovelock gravity within the isolated horizon framework.

## 2 Preliminaries

We begin with a brief review of the relevant fields. In section 2.1, we review the broad status of black hole entropy in generalized gravity theories. In sections 2.2-2.3 we review the central features of the existing black hole entropy calculations in LQG.

### 2.1 Wald entropy

The black hole entropy formula for general diff-invariant theories of gravity was first proposed in $2$ and expanded on in $13, 14$. Previously, an entropy for the Lanczos-Lovelock class of theories was derived in $15$. The defining property which motivated the original proposal $2$ was the First Law of thermodynamics for stationary black holes.

A key concept in the entropy’s derivation was that of a Noether potential $16$. For every local gauge symmetry of a field theory, there exists a Noether potential $Q_{\mu\nu}$. This is a rank-2
antisymmetric density, analogous to the Noether current $J^\mu$ that is associated with a global symmetry. While $J^\mu$ is integrated over a codimension-1 hypersurface to obtain a charge, $Q^{\mu\nu}$ is integrated over a codimension-2 surface. This is a generalization of the Gauß law from electromagnetism. In fact, the Noether potential for the electromagnetic gauge symmetry is just $\sqrt{-g}F^{\mu\nu}$; its integral through a codimension-2 spatial surface is the usual electric flux.

In [2], Wald used the Noether potential associated with diffeomorphisms, specifically with translations along the Killing field that becomes null at the event horizon. His insight was to view the First Law of black hole thermodynamics as a statement about the action variations under such translations. The expression for the entropy that arises from the First Law is then the integral of the Noether potential over the black hole’s bifurcation surface. Now, bifurcation surfaces exist only for eternal stationary black holes. In [14], it was shown that one can substitute the bifurcation surface by an arbitrary slice of a Killing horizon. This extended the applicability of Wald entropy to black holes that are only currently stationary, having been formed in a dynamical process in the past.

More explicitly, let the theory’s Lagrangian be given by:

$$L = L\left(g_{\mu\nu}, R_{\mu\nu\rho\sigma}, \nabla_{\xi_1} R_{\mu\nu\rho\sigma}, \ldots, \nabla_{(\xi_1 \cdot \cdots \cdot \nabla_{\xi_n}} R_{\mu\nu\rho\sigma}, \psi, \nabla_{\xi_1} \psi, \ldots, \nabla_{(\xi_1 \cdot \cdots \cdot \nabla_{\xi_n})} \psi \right), \quad (2.1)$$

where $\psi$ denotes arbitrary matter fields, $\nabla_\mu$ is the covariant derivative associated with the metric $g_{\mu\nu}$, and $R_{\mu\nu\rho\sigma}$ is its Riemann curvature. Let $D+1$ be the spacetime dimension. The Wald entropy is then given by [13]:

$$S = -2\pi \int_H \sqrt{h} \frac{\delta L}{\delta R_{\mu\nu\rho\sigma}} \epsilon_{\mu\nu\rho\sigma} d^{D-1}x. \quad (2.2)$$

Here, $H$ is a slice of the horizon, $\sqrt{h}$ is its area density, $\epsilon_{\mu\nu}$ is its normal bivector with $\epsilon_{\mu\nu}\epsilon^{\mu\nu} = -2$, and $\delta L/\delta R_{\mu\nu\rho\sigma}$ is the variational derivative of the Lagrangian with respect to $R_{\mu\nu\rho\sigma}$:

$$\frac{\delta L}{\delta R_{\mu\nu\rho\sigma}} := \frac{\partial L}{\partial R_{\mu\nu\rho\sigma}} - \nabla_{\xi_1} \left( \frac{\partial L}{\partial \nabla_{\xi_1} R_{\mu\nu\rho\sigma}} \right) + \ldots + \left( -1 \right)^n \nabla_{\xi_1} \cdots \nabla_{\xi_n} \left( \frac{\partial L}{\partial \left( \nabla_{\xi_1} \cdots \nabla_{\xi_n} R_{\mu\nu\rho\sigma} \right)} \right). \quad (2.3)$$

In particular, for GR, one has:

$$L = \frac{1}{16\pi G} R; \quad \frac{\delta L}{\delta R_{\mu\nu\rho\sigma}} = \frac{1}{32\pi G} (g^{\mu\rho} g^{\nu\sigma} - g^{\mu\sigma} g^{\nu\rho}); \quad S = \frac{1}{4G} \int_H \sqrt{h} d^{D-1}x = \frac{A_H}{4G}. \quad (2.4)$$

The entropy formula (2.2) was also recovered in an analysis of the Euclidean black hole action [3], along the lines of the Gibbons-Hawking derivation [17] for GR. A key difficulty was to properly handle the boundary contributions to the action, without the guidance of a standard variational principle which for GR leads to the York-Gibbons-Hawking boundary term. The solution was to notice that the conserved charges fix the boundary contribution at infinity, while at the bifurcation surface a nonvanishing contribution can only come from the extrinsic curvature.

Also notable is the detailed agreement between microscopic calculations of black hole entropy within string theory (first performed in [18]) and the Wald formula. See e.g. [19]. In this context, one applies the Wald formula to the effective supergravity action, with higher-derivative terms (tightly constrained by supersymmetry) arising from stringy effects. In some cases, the relevant part of the effective action can be found exactly, and the comparison between the Wald and microscopic entropies carried out to all orders in an asymptotic expansion [20].
A major open question is how to define Wald entropy for non-stationary horizons. While the Bekenstein-Hawking area law (2.4) for GR extends unambiguously to a general horizon slice, that is not true for the more complicated formula (2.2). This issue has been partially addressed in [13]. See also [21] for a discussion in the context of black hole hydrodynamics. For Lanczos-Lovelock gravity, the imaginary action calculation in [22], as well as its Euclidean counterpart [23], favor a particular non-stationary definition that depends only on the intrinsic geometry of the horizon slice. This result is in agreement with the more general proposal in [13].

Other issues concern the positivity and increase properties of Wald entropy. Unlike the area law, the positivity of (2.2) may be field-dependent. This calls into question the general interpretation of (2.2) as a statistical entropy. Partial evidence suggests that negative Wald entropy is associated with pathological theories or solutions. In [24], it was shown that for a simple \( f(R) \) theory, the positivity of Wald entropy is related to cosmic censorship. Also, in [25], it was suggested that the Wald formula can be viewed as the ordinary Bekenstein-Hawking entropy, but with the Newton’s constant read off from the propagator of area perturbations on the horizon. This implies that the entropy’s positivity may be correlated with the stability of the black hole.

Current understanding of entropy increase, i.e. the Second Law of thermodynamics, is again partial. In GR, the area increase theorem implies that the Second Law holds for very general processes. In general diff-invariant theories, it was shown [26] that for quasi-stationary accretion of matter, the Second Law is an automatic consequence of energy positivity. Little is known regarding non-stationary processes. One hope is that the requirement of entropy increase can serve to fix the correct definition of entropy for non-stationary horizons. This has only been achieved [26] for \( f(R) \) theories, which are equivalent to GR with a non-minimally coupled scalar. In black hole hydrodynamics (a mildly non-stationary regime), the Second Law is expressed as a non-negative viscosity. In [27], black hole hydrodynamics in Lanczos-Lovelock gravity was studied for planar black holes in 4+1d AdS space. It was shown there that whenever the AdS background exists, the viscosity is indeed non-negative. Finally, as possible evidence against the Second Law, see the argument in [28] regarding entropy decrease in Lanczos-Lovelock gravity during black hole mergers.

### 2.2 LQG entropy calculations in 3+1d

The LQG calculation of black hole entropy has been originally performed in 3+1 dimensions in terms of the Ashtekar-Barbero variables. The essential idea is that the canonical transformation from the ADM phase space [29] to Ashtekar-Barbero variables [30, 31] yields a boundary contribution in the form of a Chern-Simons symplectic potential on the isolated horizon. The original calculations [12, 32, 33, 34] were performed using a gauge fixing of SU(2) to U(1) on the isolated horizon. It was later shown that the calculation could be performed without this gauge fixing in a manifestly SU(2)-invariant manner [35, 36]. The recent introduction of a higher-dimensional and supersymmetric generalization of loop quantum gravity [37, 38, 39, 40, 41, 42, 43] made it necessary to reconsider these calculations and extend them to the new framework [44, 45]. These results will be summarized in section 2.3. In the present subsection, we review the state of affairs in the original LQG framework, where the quantum aspects are well-developed.

The basic idea of the entropy calculation is as follows. First, one derives from classical GR a boundary condition on the isolated horizon, along with a Chern-Simons symplectic potential. Upon quantization, this gives a quantum Chern-Simons theory describing the horizon degrees of freedom. In particular, the total area of the horizon is related to the Chern-Simons degrees of freedom by the quantum boundary condition. The dimension of the Chern-Simons Hilbert
space, constrained to a fixed value of the total area, yields an entropy of the form:

$$S = \frac{\alpha A_H}{\gamma G}.$$  \hspace{1cm} (2.5)

Here, $\alpha$ is some numerical constant, while $\gamma$ is the Barbero-Immirzi parameter, a free parameter of the theory. It is tempting to set $\gamma = 4\alpha$ in order to obtain the well-known Bekenstein-Hawking entropy $A_H/4G$. However, this approach is probably too naive [46]. An intriguing alternative has recently been suggested [47], involving an analytical continuation $\gamma \rightarrow \pm i$ in the large-spin limit. We defer these issues to section 5. For now, we remark that the area proportionality of the entropy is already a non-trivial result. In particular, it depends on using the correct combinatorics for the punctures, which follows from a proper study of the action of the diffeomorphism group.

Any derivation of black hole entropy should be tested on gravity theories with dynamics other than GR. Simple examples include Lanczos-Lovelock gravity [11], as well as GR with non-minimally coupled matter, such as a conformally coupled scalar. It has been shown [7, 8] that for the conformally coupled scalar, LQG produces the correct Wald-entropy analog of eq. (2.5). Specifically, one performs an LQG quantization using the Ashtekar-Barbero connection and its canonical conjugate (which is no longer the usual area flux). The standard isolated-horizon calculation then leads to the entropy formula:

$$S = \frac{\alpha A_H}{\gamma G} a(\phi); \quad a(\phi) = 1 - \frac{1}{6}\phi^2.$$  \hspace{1cm} (2.6)

This is the Wald entropy for the conformally coupled scalar, up to the same constant factor as in (2.5).

In this paper, we aim to place the results (2.5)-(2.6) in context, as well as to generalize them to higher-derivative gravity theories. We should note at this point that the result (2.6), as well as our generalization of it, holds only for a particular choice of quantization variables. Specifically, the fundamental connection variable is taken to have the same geometric meaning as in ordinary LQG, so that the non-minimal couplings etc. affect only its conjugate flux. In section 5, we will discuss the implications and interpretation of different choices of variables. We will also comment there on how one should compare the LQG results for the entropy to the semiclassical Bekenstein-Hawking-Wald formula.

### 2.3 Entropy in higher-dimensional LQG

In this paper, we consider an arbitrary number $D + 1 \geq 3$ of spacetime dimensions. Up to the recent works [41, 48, 49], all papers on entropy calculations within LQG have been based on Ashtekar-Barbero or self-dual Ashtekar variables. In this subsection, we will briefly introduce the higher-dimensional connection variables, and review the entropy results [48, 49] that arise from them. Summarizing, it can be shown that the entropy computation in higher dimensions can be almost reduced to the well-studied 3 + 1-dimensional case, up to the precise form of the area spectrum. This results from an isomorphism between the horizon Hilbert spaces in different dimensions, which has its origin in the implementation of the simplicity constraints [41].

#### 2.3.1 Choice of bulk variables and constraints

Let us give a little more detail and outline the results of [47, 48]. General Relativity in $D + 1$ dimensions can be rewritten in terms of an SO($D + 1$) Yang-Mills phase space. The conjugate variables are an SO($D + 1$) connection $A_{aIJ}$ and a densitized generalized hybrid vielbein $\pi^{aIJ}$,
related to the spatial metric via $2g_{ab} = \pi^{aI}\pi^{bI}$, where $q = \det q_{cd}$. Here, $a, b = 1, \ldots, D$ are spatial tensor indices on the spatial slice $\sigma$ in the $D + 1$ decomposition of spacetime. $I, J = 0, \ldots, D$ are internal indices transforming under SO($D + 1$). In addition to the usual constraints of GR - a Hamiltonian constraint, a spatial diffeomorphism constraint and in our case an SO($D + 1$) Gauss constraint - one must also introduce a so-called simplicity constraint. This constraint, given by $\pi_{[I}^{aI}n^{b]K} \approx 0$, ensures that $\pi_{I}^{aI} = 2m[E_{j}^{a}]$. Here, $n^{I}$ is a unit normal defined by $E_{j}^{a}n^{I} = 0$, while $E_{j}^{a}$ coincides in the “time gauge” $n^{I} = (1, 0, \ldots, 0)$ with the densitized $D$-bein derived from a spatial metric $q_{ab}$, i.e. $E_{a}^{b}\delta_{ij} = q_{ab}$, $i, j = 1, \ldots, D$. Furthermore, an additional rescaling by a free real parameter $\beta$ takes place, so that the momentum becomes $(\beta)\pi_{KL}^{a} := \pi_{KL}^{a}/\beta$. This $\beta$ is analogous to, but different from the Barbero-Immirzi parameter $\gamma$.

In the quantum theory, the simplicity constraint can be implemented by restricting the representations of SO($D\pi_{1}$) Gauss constraint - one must also introduce a so-called simplicity constraint. This constraint, of GR - a Hamiltonian constraint, a spatial diffeomorphism constraint and in our case an SO($D + 1$) Gauss constraint - one must also introduce a so-called simplicity constraint. This constraint, given by $\pi_{[I}^{aI}n^{b]K} \approx 0$, ensures that $\pi_{I}^{aI} = 2m[E_{j}^{a}]$. Here, $n^{I}$ is a unit normal defined by $E_{j}^{a}n^{I} = 0$, while $E_{j}^{a}$ coincides in the “time gauge” $n^{I} = (1, 0, \ldots, 0)$ with the densitized $D$-bein derived from a spatial metric $q_{ab}$, i.e. $E_{a}^{b}\delta_{ij} = q_{ab}$, $i, j = 1, \ldots, D$. Furthermore, an additional rescaling by a free real parameter $\beta$ takes place, so that the momentum becomes $(\beta)\pi_{KL}^{a} := \pi_{KL}^{a}/\beta$. This $\beta$ is analogous to, but different from the Barbero-Immirzi parameter $\gamma$.

In the quantum theory, the simplicity constraint can be implemented by restricting the representations of SO($D + 1$) to be of class 1, so that their highest weight vector $\tilde{\chi}$ is determined by a single non-negative integer $\lambda$ as $\tilde{\chi} = (\lambda, 0, \ldots, 0)$.

As in the standard isolated-horizon calculations (section 2.2), the canonical transformation to the variables above leads to a boundary term in the symplectic potential. This general phenomenon is related to the gauge invariance present in the theory and known as “edge states” in condensed matter physics, see \cite{49} and references therein for more discussion on this point.

**2.3.2 Even spacetime dimensions: Chern-Simons theory**

Let us denote the area density and the Euler density on $H$ by $\sqrt{h}$ and $E^{(D-1)}$, respectively. Now, restrict to a part of phase space where the scalar ratio $E^{(D-1)}/\sqrt{h}$ is constant (this is referred to in \cite{44} as the non-distortion condition; we will see in section 3 that it can be lifted).

This condition implies in particular that up to a numerical factor, $E^{(D-1)}/\sqrt{h}$ is the same as $\chi/A_{H}$, where $\chi$ is the Euler characteristic of $H$. The second variation of the boundary symplectic potential can then be rewritten in terms of a Chern-Simons symplectic structure as \cite{44}:

$$\delta_{\gamma} \int \partial_{a} \left( \frac{1}{\beta} E^{aI}\delta_{I}n_{I} \right) d^{D}x = \text{const} \times \frac{A_{H}}{\beta\chi} \int_{H} \text{Tr}_{\gamma} \left[ \delta_{[A} \Gamma^{0} \wedge \delta_{B]} \Gamma^{0} \wedge R^{0} \wedge \ldots \ldots \right] .$$

(2.7)

Here, $\text{Tr}_{\gamma}(X_{1}X_{2} \ldots X_{(D+1)/2}) := X_{I}^{I}X_{2}^{K} \ldots X_{MN}^{MN}(D+1)/2\xi_{IJKLM}^{IJKLM}...MN$, $\Gamma^{0}$ is a generalization of the Peldan hybrid connection \cite{51} defined on $H$, and $R^{0}$ is the curvature of $\Gamma^{0}$. Furthermore, one can derive the boundary condition:

$$\epsilon^{IJKL}X^{M}\delta_{\alpha}^{A}D^{0}_{\alpha IJ} \ldots D^{0}_{\delta\sigma KL} = \text{const} \times \frac{\beta\chi}{A_{H}} \times \hat{s}_{a}^{(\gamma)}\pi^{aMN},$$

(2.8)

where $\alpha, \beta = 1, \ldots, D-1$ are tensor indices on $H$, $\hat{s}_{a} \equiv \epsilon_{a\beta\gamma}...\epsilon^{\beta\gamma...\sigma}/(D-1)!$ is the (appropriately densitized) normal covector to $H$ in $\sigma$, and $(\beta)\pi^{aMN} := \pi^{aMN}/\beta$. It seems that with such a Chern-Simons boundary theory in higher dimensions, a stronger form of the boundary condition is necessary to avoid having local degrees of freedom on the horizon \cite{44}. We will not discuss these details here, as they are not important for the arguments presented in this paper. The quantization sketched in section 2.3.3 will be based on the bi-normals introduced in the following, and thus valid for any dimension $D + 1 \geq 3$.

---

1 In four dimensions, a topological sector appears and the situation is more complicated, see \cite{37}.

2 See \cite{39, 41} for a discussion of possible anomalies and the implementation on a node.
2.3.3 General dimensions: Bi-normals

Instead of using the right hand side of (2.7), we can also use the left hand side as a definition of a Poisson bracket on $H$:

$$\{ \tilde{s}^I(x), n_J(y) \} = \beta \delta^I_J \delta^{(D-1)}(x-y), \quad (2.9)$$

where $\tilde{s}_I \equiv E^a_I \hat{s}_a$ has unit density weight on $H$. The boundary condition

$$2/\beta n[I \tilde{s}^J] = \hat{s}_a \pi^{aIJ} \quad (2.10)$$

now tells us that the proper variables to consider are given by $L^{IJ} = 2/\beta n[I \tilde{s}^J]$, that is the restriction of the fluxes to $H$. We can compute their Poisson algebra as

$$\{ L_{IJ}(x), L_{KL}(y) \} = 4 \delta^{(D-1)}(x-y) \delta_{L[I} L_{J]K}(x). \quad (2.11)$$

The bi-normals have to be regularized like the fluxes in the bulk by smearing them over $D - 1$-surfaces on $H$. The resulting Poisson algebra of smeared bi-normals is just the Lie algebra $\mathfrak{so}(D + 1)$ at every puncture and thus agrees with algebra of the fluxes.

2.3.4 Quantization

A quantization based on the bi-normals as boundary variables has been given in [48]. Since the Poisson algebra of the bi-normals is just the Lie algebra $\mathfrak{so}(D + 1)$, the representation problem is already solved and the boundary Hilbert space, before imposing any constraints, is a product of $\mathfrak{so}(D + 1)$ representation spaces. By the boundary condition (2.10), the representation is only non-trivial at punctures.

Since the lapse function has to vanish at $H$, the Hamiltonian constraint does not have to be taken into account for the boundary Hilbert space [12]. However, the remaining constraints, the spatial diffeomorphism constraint, the Gauß constraint, and the simplicity constraint, have to be dealt with. The spatial diffeomorphism constraint is solved in the standard way [34]. As discussed in [48, 49], the Gauß law is implemented by projecting the boundary Hilbert space to its SO($D + 1$) invariant subspace. The simplicity constraint restricts the intertwining representations labeling the invariant subspace in a certain recoupling scheme to be of class 1. By the results of [41], the state counting problem is now reduced to the $3 + 1$-dimensional case [35] based on SU(2) Chern-Simons theory, since the boundary Hilbert spaces for a given set of puncture labels $\lambda_i$ have the same dimension when mapped as $\lambda_i = 2j_i$.

From this point on, one can employ any of the strategies proposed in the literature for computing the black hole entropy. It is not our aim to provide an overview of these methods, or to advocate a particular one. We merely point out that the higher-dimensional computation can be reduced to the $3 + 1$-dimensional case, through the mapping of the boundary Hilbert spaces described above. Similarly, the main result of the present paper, detailed in section 3, is that the computation in Lanczos-Lovelock gravity reduces to the one in general relativity.

3 Entropy in Lanczos-Lovelock gravity from LQG

3.1 Canonical structure

Lanczos-Lovelock gravity [11] is the most general higher-derivative theory of pure gravity that has no more than two time derivatives, so that it can be formulated on the same phase space
as (higher-dimensional) GR. Up to a boundary term given in [52], the Lanczos-Lovelock action reads:

$$S = \int_\mathcal{M} d^{D+1}x \sqrt{-g} \mathcal{L} = \int_\mathcal{M} d^{D+1}x \sqrt{-g} \sum_{m=0}^{\lfloor \frac{D+1}{2} \rfloor} c_m \mathcal{L}_m,$$  

(3.1)

where $c_m$ are coupling constants, e.g. $c_1 = 1/(16\pi G)$, and:

$$\mathcal{L}_m = \frac{(2m)!}{2^m} R^{[\mu_1\nu_1}_{[\mu_2\nu_2] \ldots [\mu_m\nu_m]_{\mu_m]}.$$

(3.2)

The canonical formulation of this theory can be developed in analogy to the well-known ADM treatment [29], and is given in [53]. There is a certain problem in the analysis, since the extrinsic curvature cannot be expressed uniquely in terms of the metric and its canonical conjugate. This can lead to a multivalued Hamiltonian constraint. However, this does not seem to be of direct concern to us, since the constraint algebra and the spatial diffeomorphism constraint are unaffected [53]. The Hamiltonian constraint does not enter the calculation, since the lapse function vanishes at the horizon [12]. Maximally symmetric black hole solutions of the type considered in [44] have been discussed in [54] for higher-dimensional Lanczos-Lovelock gravity. The thermodynamics of Lanczos-Lovelock gravity has first been studied in [55], where it is shown that the entropy acquires a non-trivial prefactor depending on the coupling constants and the Riemann curvature of the horizon slice.

Our goal in this section is to derive the canonical variables of Lanczos-Lovelock gravity that are relevant for the entropy calculation, and to relate them to the corresponding canonical variables in pure GR. We will omit some details about the phase space description that are not necessary for understanding the main point; these will be provided in the appendix. It is more instructive to use the first-order Palatini formulation of the theory, since we want to calculate the momentum conjugate to the connection. Interestingly, Lanczos-Lovelock gravity is the only higher-derivative generalization of GR for which the first order Palatini-type action agrees with the second order Einstein-Hilbert-type action [56]. In particular, it follows from the field equations that the curvature of the connection is given by the Riemann tensor. This extends also to the vielbein-based first order formulations considered in this paper.

In first-order form, the Lanczos-Lovelock Lagrangian reads:

$$\mathcal{L} = -\sum_{m=0}^{\lfloor \frac{D+1}{2} \rfloor} \frac{(2m)!}{2^m} c_m e^{\mu_1 \nu_1 \ldots e^{\mu_m \nu_m}} F_{\mu_1 \nu_1} I_1 J_1 F_{\mu_2 \nu_2} I_2 J_2 \ldots F_{\mu_m \nu_m} I_m J_m,$$

(3.3)

where $F_{\mu \nu}^{IJ}$ is the curvature of the SO$(1,D)$ connection $A_{\mu}^{IJ}$. The minus sign is chosen to agree with the conventions in [58]. The gauge group here is not SO$(D+1)$, since we are starting from a covariant framework. The transition from SO$(1,D)$ to SO$(D+1)$ as an internal gauge group while maintaining the Lorentzian signature of spacetime is detailed in [37, 38], and involves a canonical transformation. The reason that this trick works is based on the fact that both sets of connection variables are related via phase space reductions to an ADM-type phase space, which coincides for Euclidean and Lorentzian signature. The signature of spacetime is encoded in the Hamiltonian constraint of the theory, in case of GR as a relative sign between two terms. To avoid confusion, we will keep SO$(1,D)$ as the internal gauge group for the rest of this paper. The transition to SO$(D+1)$ would only change some signs.
The canonical momentum conjugate to $A_{a}^{IJ}$ reads:

$$
\pi_{aKL}^{n} = e \frac{\partial \mathcal{L}}{\partial A_{a}^{KL}} = -2\sqrt{q} n_{\mu} \frac{\partial \mathcal{L}}{\partial F_{\mu a}^{KL}} \\
= 4\sqrt{q} n_{\mu} m \sum_{m=1}^{(2m)!} c_{m} e_{K}^{[\mu} e_{L}^{\alpha_2} e_{J_2}^{J_2} \cdots e_{I_m}^{e} e_{J_m]} F_{\alpha_2 \beta_2} I_2 J_2 \cdots F_{\alpha_m \beta_m} I_m J_m.
$$

(3.4)

For $m = 1$, we obtain the usual momentum $\pi_{1J}^{a} = 2n_{[I} E_{J]}^{a}$ with $E_{J}^{a} := \sqrt{q} e_{J}^{a}$, familiar from the canonical analysis of the higher-dimensional Palatini action [38]. For consistency with [38], we set $8\pi G = 1$, i.e. $c_1 = 1/2$. We note that in even spacetime dimensions, the topological (Gauß-Bonnet in 3 + 1) contribution $c_{(D+1)/2} \neq 0$ does not affect the equations of motion, however it does change the canonical momentum, which will be important in what follows.

While we will show in the next paragraph that $\hat{s}_{a}\pi_{aIJ}$ is “simple” on $H$, that is it splits in the form $n^{I} n_{K} \hat{s}_{a}\pi_{a[aIJ]}K$ with $n^{I} = n^{\mu} \epsilon_{\mu}^{I}$, this is not true for $\pi_{aIJ}$ on generic phase space points. However, in order to apply the result of [37] that the canonical pair $\{A_{aIJ}, \pi^{bKL}\}$ can be reduced to the ADM-type canonical pair $\{q_{ab}, \pi^{aIJ}\}$ with $-2\tilde{q}\pi^{ab} = \pi^{aIJ} \pi_{bIJ}$, we need that $\pi_{aIJ}$ is simple. This intermediate step is needed before a phase space extension to $SO(D + 1)$ connection variables as in [37] can be performed. Examining (3.4), we see that a sufficient condition for this to hold is that $n^{I} F_{abIJ} = 0$. On shell, this reduces to

$$
D_{[a} K_{b]c} = 0,
$$

(3.5)

with $D_{a}$ being the covariant derivative with respect to $q_{ab}$ (the physical spatial metric) and $K_{ab}$ the extrinsic curvature. We will impose this condition as an operator in the quantum theory, and give more details on it in section 3.3. With this restriction, we can treat Lovelock gravity in the same way as higher-dimensional general relativity and readily apply the results of [44]. The question of whether the condition (3.5) can be relaxed is left for future research.

We are interested in the effect of the new canonical momentum (3.4) on the black hole calculations. Thus, in analogy to [7, 8, 9], we must rewrite the boundary condition and the symplectic structure in terms of the new momentum. Here, several simplifications arise. We are only interested in the canonical momentum on the horizon, and only in its $\hat{s}_{a}\pi_{aIJ}^{a}$ component (recall that $\hat{s}_{a}$ is an appropriately densitized normal to $H$ within the hypersurface $\sigma$). This component reads:

$$
\hat{s}_{a}\pi_{aKL}^{a} = -\sqrt{h} \epsilon_{\mu\nu} \frac{\partial \mathcal{L}}{\partial F_{\mu\nu}^{aKL}} \\
= 2\sqrt{h} \epsilon_{\mu\nu} m \sum_{m=1}^{(2m)!} c_{m} e_{K}^{[\mu} e_{L}^{\alpha_2} e_{J_2}^{J_2} \cdots e_{I_m}^{e} e_{J_m]} F_{\alpha_2 \beta_2} I_2 J_2 \cdots F_{\alpha_m \beta_m} I_m J_m.
$$

(3.6)

We see that all the field strengths in (3.6) are pulled back to $H$. It can be shown [44] that this pullback equals $F_{\alpha\betaIJ}^{a} = R_{\alpha\betaIJ}^{\delta} e_{\gamma\delta}^{J} e_{\epsilon}^{J}$, where $(D-1)R_{\alpha\beta\gamma\delta}$ is the Riemann tensor of the intrinsic metric on $H$. It then follows that the $KL$ indices in (3.6) must lie in the plane
of the binormal $\epsilon_{KL} = 2n_{[K}s_{L]}$. We get:

\[
\hat{s}_a \pi^a_{KL}|_H = \frac{1}{2} \sqrt{\hat{h}} \epsilon_{KL} \frac{\partial L}{\partial F_{\mu \nu}^{IJ}} \epsilon_{\mu \nu} \epsilon^{IJ} \\
= \sqrt{\hat{h}} \epsilon_{KL} \times \sum_{m=1}^{\ell} \frac{2m(2m-2)!}{2^{m-1}} (D-1)R_{[\alpha_2 \beta_2 \ldots}^{[\alpha_2 \beta_2 \ldots} \ldots (D-1)R_{\alpha_m \beta_m]^{\alpha_m \beta_m]} \\
= -\sqrt{\hat{h}} \epsilon_{KL} \frac{\partial L}{\partial R_{\mu \nu \rho \sigma}} \epsilon_{\mu \nu} \epsilon_{\rho \sigma} \\
= : \sqrt{\hat{h}} \epsilon_{KL}.
\]

where $\epsilon_{\mu \nu} = 2n_{[\mu} s_{\nu]}$ is the binormal from section 2.1. Note that the equality between the first and third lines on the RHS of (3.7) follows from the equivalence between the first-order and second-order Lanczos-Lovelock actions. The factor $1/2$ between the first and the third line comes from different conventions for the definition of the derivative used in the literature: for the first line, we are consistent with [38], while for the third line, we are consistent with [2]. Again, the minus sign between these lines comes from the sign choice [38] for the first-order Lagrangian.

We see that $\hat{s}_a \pi^a_{KL}$ basically measures not the area density $\sqrt{\hat{h}}$, but the density $\sqrt{h}$ of Wald entropy in units of $1/4G = 2\pi$ (this entropy density also has a geometric interpretation of sorts: roughly, the $m$-th order term is the topological Euler density in $2(m - 1)$ dimensions times the area density in $D + 1 - 2m$ dimensions). For the conformally coupled scalar field [7, 8, 9], we would have a similar result, with:

\[
\hat{s}_a \pi^a_{KL} = \sqrt{\hat{h}} \epsilon_{KL} = -\sqrt{\hat{h}} \epsilon_{KL} \frac{\partial L}{\partial R_{\mu \nu \rho \sigma}} \epsilon_{\mu \nu} \epsilon_{\rho \sigma} = \sqrt{\hat{h}} \epsilon_{KL} \left(1 - \frac{\phi^2}{6}\right). 
\]

Coming back to Lanczos-Lovelock theory, it remains to rewrite the boundary symplectic structure and the boundary condition from section 2.3 using the Lanczos-Lovelock conjugate variables. We then find that (2.8) becomes:

\[
\delta_1 \int_\sigma \partial_a \left( \frac{1}{\beta} \tilde{E}^{aI} \delta_2 n_I \right) d^D x = \text{const} \times \frac{\tilde{A}_H}{\lambda_{\beta}} \int_H \text{Tr} \left[ \delta_1 \tilde{\Gamma}^0 \wedge \delta_2 \tilde{\Gamma}^0 \wedge \tilde{\Gamma}^0 \wedge \ldots \wedge \tilde{\Gamma}^0 \right],
\]

Here, $\tilde{A}_H$ is the “area” given by the integral of $\sqrt{\tilde{h}}$, i.e. the Wald entropy in units of $1/4G = 2\pi$. The connection $\tilde{\Gamma}^0$ with curvature $\tilde{\Gamma}^0$, which in [44] were built from the horizon metric, can now be built from any metric $\hat{h}$ whose “area” density is $\sqrt{\hat{h}}$. As in [44], the only additional restriction on this metric is that the associated Euler density $\tilde{E}^{(D-1)}$ satisfies $\tilde{E}^{(D-1)}/\sqrt{\hat{h}} = \text{const}$ on $H$. As for the boundary condition (2.8), it becomes:

\[
\epsilon^{IJ \ldots KLMN} \epsilon_{\alpha \beta \ldots \delta \epsilon} \tilde{R}_{\alpha \beta IJ} \ldots \tilde{R}_{\delta KLM} = \text{const} \times \frac{\lambda_{\beta}}{\tilde{A}_H} \times s_a^{(\beta)} \pi^{aMN}.
\]

The analog statement for the bi-normals is that $\tilde{s}^I$ and thus also $L^{IJ}$ are densitized with the Wald entropy density as opposed to the area density.

---

3More precisely, given a metric $\hat{h}_{\alpha \beta}$ satisfying $\det(\hat{h}_{\alpha \beta}) = \hat{h}$, we construct a $D+1$-bein $\hat{e}_\alpha^I$ such that $\hat{h}_{\alpha \beta} = \hat{e}_\alpha^I \hat{e}_\beta^I$ and $\hat{e}_\alpha^I n_I = \hat{e}_\alpha^I s_I = 0$. Then, $\Gamma^0 = \Gamma^0(\hat{e})$.

4It seems that a metric satisfying these two requirements can always be found for suitable horizon topologies: take a spherically symmetric metric $h_{\alpha \beta}^0$ on $H$. Pick a diffeomorphism $\Phi$ on $H$ such that $\sqrt{\hat{h}} = \Phi^*(\sqrt{\det h_{\alpha \beta}^0})$. Then, $\hat{h}_{\alpha \beta} := \Phi^*(h_{\alpha \beta}^0)$ also satisfies the non-distortion condition, since this condition is a scalar. Thus, the non-distortion condition does not pose any restriction on the actual spacetime metric. Still, $\chi = 0$ would lead to ill-defined expressions in the Chern-Simons treatment and we exclude this particular case.
3.2 Entropy computation

The quantization of \[48\], as sketched in section 2.3.4, goes through as before, except the bulk states are now subject to the stronger condition (3.5), as we discuss in section 3.3. The only conceptual difference is that we are now counting states which correspond not to a given macroscopic area \(A_H\), but to a given value of \(\tilde{A}_H\). Indeed, the analog of the area operator built from the Lanczos-Lovelock fluxes has the familiar discrete spectrum \[39\] const \(\times\sqrt{\lambda(\lambda + D - 2)}, \lambda \in \mathbb{N}_0,\]
but measures \(\tilde{A}_H\) rather than \(A_H\). Using a straightforward generalization of the techniques developed in \[57\] to calculate the entropy (neglecting logarithmic corrections), one arrives at:

\[
S_{\text{Lovelock}} = \frac{\tilde{\alpha}\tilde{A}_H}{\beta G},
\]

(3.11)

which is the correct Wald entropy up to a constant coefficient. \(\tilde{\alpha}\) in (3.11) is a numerical constant analogous to \(\alpha\) in (2.5), which depends on the number of dimensions.

We remark that the properties of isolated horizons used in \[44\] remain valid in Lanczos-Lovelock gravity (and indeed in any theory), since they are of geometric origin and do not involve the field equations.

At this point, it becomes apparent why the Wald entropy formula and the LQG black hole entropy calculations agree: the generalized area operator is constructed roughly as \(\tilde{A} \sim \sqrt{\text{flux}}^2\). The flux variables \((\beta)^aKL\) conjugate to the connection are not measuring the (internal bivector-valued) area, but the derivative of the Lagrangian with respect to the curvature tensor component \(R_{\mu\nu\rho\sigma}e^{\mu\nu}e^{\rho\sigma} \sim R_{nsns}\) as in the Wald entropy formula. Here, the first \(n\) index comes from the time derivative of the connection when defining the conjugate momentum. The first \(s\) index comes from the \(s_{nt}\)-component of the momentum that’s relevant for the entropy calculation. The second \(n\) and \(s\) result from the fact that for Lanczos-Lovelock gravity plus non-minimally coupled scalars, only the internal \(s^I n^n\)-component is non-vanishing. Whether this last statement is true in more general situations is presently unclear.

3.3 Condition on extrinsic curvature

Imposing \[35\] at the classical level would lead us to use Dirac brackets, since this condition would gauge fix the Hamiltonian constraint. This would lead to a non-canonical symplectic structure, and the quantization methods of loop quantum gravity would cease to be applicable directly. Therefore, we choose to impose it at the quantum level in the form of a master constraint \[58\], which can also deal with second class constraints. The details of this treatment turn out not to be important for the following reason: using the standard regularization techniques, which lead to an anomaly free Hamiltonian constraint in the case of pure general relativity \[59\], the master constraint automatically vanishes on trivial (two-valent) vertices and extraordinary vertices (three-valent with two edges having parallel tangents). Therefore, the constraint acts non-trivially only in the bulk. Also, given any solution to the master constraint in the bulk with a certain set of spins puncturing the horizon, we can change the spins puncturing the horizon arbitrarily by adding edges and extraordinary vertices, and therefore generate another solution with arbitrary puncturing characteristics.

A few more remarks concerning the master constraint treatment should be given. Since we are dealing with second class constraints, we have to expect quantum corrections at the order of \(\hbar\), as opposed to \(\hbar^2\), comparable to a shift in energy, and corresponding to a classical reduction of

\footnote{This is not quite true given the definition in \[11\] for pure GR. There, one imposes a version of the dominant energy condition on the energy-momentum tensor, which implies a similar condition on the Ricci tensor via the field equations. In a generalized theory, we must instead impose the condition directly on the Ricci tensor.}
degrees of freedom due to the constraints. In fact, imposing (3.3) on top of the Hamiltonian constraint is a stronger condition on the bulk states than the usually assumed implementation of the Hamiltonian constraint. However, as remarked before, given a single solution, we can generate more solutions with arbitrary puncturing characteristics, which is sufficient to reduce the entropy computation to the usual case. One might object to this procedure on the grounds that the solutions thus generated might dominate the entropy. A similar effect has been observed in [61], where volume zero vertices are “overlooked” in a master constraint treatment of the Gauß constraint. However, the same criticism can also be applied to the usual treatment, where one assumes a solution of the Hamiltonian constraint.

We remark that the Schwarzschild type black hole solutions we are interested in satisfy condition (3.5) in the standard time-independent slicing, since \( K_{ab} = 0 \) clearly implies (3.5). This special case corresponds to a time slice intersecting the bifurcation surface.

4 The prospects for general diff-invariant theories

It was shown in [3] that general diffeomorphism-invariant theories with Lagrangian of the form (2.1) can be rewritten as a higher-dimensional gravity theory with no higher derivatives, coupled to additional (partially symmetric) tensor fields. Essentially, the additional degrees of freedom resulting from the higher time derivatives are traded for these tensor fields. In this process, new equations of motion which relate the tensor fields to derivatives of the Riemann tensor have to be imposed via Lagrange multipliers. In the canonical formalism, this translates into additional constraints.

These results are an important step towards treating general diff-invariant theories within LQG, in the manner illustrated in section 3. However, there remain several problems that prevent us from making any solid statements about LQG black hole entropy calculations for such theories.

1. The canonical \( D + 1 \) decomposition of symmetric tensor fields leads to additional terms proportional to the extrinsic curvature in the split action, and the calculation of the canonical conjugate to the extrinsic curvature becomes complicated. The expression of the split action given in [3] hints at the conjugate of the extrinsic curvature being related to (2.3), thus potentially leading to an LQG derivation of the proper Wald entropy. However, this relies on treating the metric and extrinsic curvature as independent variables, which comes at the cost of additional second-class constraints.

2. Symmetric tensor fields have not been treated so far by LQG methods (unlike \( p \)-forms - see [43]). It seems that a construction similar to the connection variables for the metric might be necessary, which could yield additional boundary degrees of freedom. These degrees of freedom could contribute to the entropy.

3. After quantizing, one must take into account any leftover constraints. While the lapse function and thus the smeared Hamiltonian constraint vanish at the horizon, it is not clear what effects the additional first-class constraints might have on the entropy.

The situation for general diffeomorphism invariant theories is thus rather unclear at the moment. It seems that the best way to proceed is to study simple examples on a case by case basis to get a better feeling for them. We leave this for further research.
5 Interpretation and the choice of quantization variables

In the above, we’ve generalized the LQG entropy results (2.5)-(2.6) to higher-derivative theories of gravity. We found that if one quantizes using the ordinary LQG connection (in the version appropriate to arbitrary dimensions, but otherwise retaining its geometric meaning) and its conjugate flux (which loses its simple geometric meaning), then the Wald entropy is recovered up to a constant factor. While this is an interesting result, it represents only a step towards a full understanding of black hole entropy within LQG. The caveats that must be raised appear already in the more familiar setting of LQG with Ashtekar-Barbero variables in 3+1d. Since more is known about that setting, we will use it for the purpose of the discussion. We expect that our comments below will also be relevant to the more general setup of sections 3-4.

5.1 Naive interpretation

Let us begin with the standard LQG result (2.5) for GR with minimally coupled matter. The naive response to this result is to set $\gamma = 4\alpha$, thus recovering by “brute force” the correct numerical coefficient for the Bekenstein-Hawking formula $S = A_H/4G$. Now, the Barbero-Immirzi parameter $\gamma$ (like the analogous parameter $\beta$ in the arbitrary-dimensional setup) defines a family of different quantization choices. Each is associated with a choice of fundamental connection variable, which is to be subjected to the LQG quantization procedure. Thus, the naive interpretation of (2.5) would be that there is a single preferred choice of quantization variables.

For GR with a conformally coupled scalar, this naive conclusion becomes sharper. One has now a larger selection of plausible connection variables to quantize. In particular, the constant parameter $\gamma$ can be replaced with a function of the scalar field $\phi$. Two choices appear especially natural. One choice, adopted in [7, 8], is to maintain the standard meaning of the fundamental connection, at the cost of its conjugate flux no longer measuring area. This is the choice described in section 2.2 and the direct analog of the choice adopted by us in sections 3-4. It leads to the correct Wald entropy up to a constant, as shown in eq. (2.6). Another choice [9] is to maintain the geometric meaning of the fundamental flux as a measure of area, at the cost of changing the meaning of the connection. This leads to the GR entropy formula (2.5) instead of (2.6), i.e. gives a wrong functional dependence of the entropy on the scalar field. Thus, again the naive conclusion is that there is a single preferred choice of quantization variables that produces the correct Wald entropy:

1. One must maintain the geometric meaning of the connection rather than the flux. This fixes the quantization variables up to a constant $\gamma$ and gives the correct Wald entropy up to a constant.

2. Then, as in GR, one must fix further $\gamma = 4\alpha$.

As we will now review, this interpretation is in fact unfounded. On the other hand, a modified version of it appears to hold for large spins, as we will discuss in section 5.3.

5.2 Semiclassical limits and the continuum

The argument in section 5.1 is missing a crucial ingredient. One must always keep in mind that the Bekenstein-Hawking formula refers to a semiclassical regime of gravity. For instance, the

---

6 In [9], on top of using the physical metric in the choice of canonical variables, a constant mean curvature gauge fixing of the Hamiltonian constraint was employed. This leads to fluxes rescaled by the scalar field, but by a different function from the one appearing in the Wald entropy. We will neglect this detail in this paper, as it is not important here, and the calculation in [9] can also be done without this gauge fixing.
Newton’s constant $G$ appearing there comes from the prefactor of the semiclassical action. For Wald’s generalization of the entropy formula, the same remark applies. Thus, any comparison of the LQG entropy to the Bekenstein-Hawking-Wald result must be in the context of some semiclassical limit. See [10] for a discussion.

As discussed in [15], there are two semiclassical regimes that one may consider in LQG. One is the limit of continuum GR, which is supposed to emerge from LQG states with very many spins and intertwiners. If this limit exists, then it is of course the main focus of physical interest. If it doesn’t, then the theory must be discarded as a description of nature. The continuum limit is also the supposed domain of the LQG entropy formula (2.5), since the latter receives contributions mainly from many small spins. However, we have no independent knowledge about the effective continuum action and its relation to the parameters of the fundamental theory. In particular, the relation between the fundamental Newton’s constant (appearing in the entropy result (2.5)) and the effective Newton’s constant in the continuum (appearing in the Bekenstein-Hawking formula) is unknown. Thus, there is no direct conclusion that can be drawn from eqs. (2.5)–(2.6) or from our generalization (3.11). It may be that, as argued in section 5.1, there is a unique quantization that correctly produces the continuum limit. Or it may be that all quantizations are equally good, and the results for the entropy are all correct when reexpressed in terms of the effective continuum action.

LQG has another semiclassical regime, which is not obviously related to the continuum one, but is much better understood technically. This is the limit of coherent states with very large spins – a special subclass of states in the theory, characterized by large quantum numbers and large discrete elements of geometry. One then studies the contributions to the transition amplitudes where the intermediate states are again restricted to large spins. Since it isn’t known that these contributions dominate, the large-spin regime may not be a proper limit of the theory at all. Nevertheless, its study – the study of the spinfoam amplitudes at large quantum numbers – has been fruitful.

With regard to black hole entropy, the situation that emerges in the large-spin regime is very different from the one in the continuum, with a conclusion quite similar (but not identical) to that of section 5.1. It is the product of some surprising results [17, 45] in standard, 3+1d LQG. These results are highly suggestive, but they are not yet rigorously understood from first principle[4]. Also, at the moment, their applicability to higher dimensions and Lanczos-Lovelock gravity is only partial. However, we suspect that this new picture is important for a proper understanding of black hole entropy in LQG. We therefore describe it in the subsection below.

As an aside, the large-spin regime of LQG may also arise from a coarse-graining procedure; it would then be a legitimate rewriting of the continuum limit, rather than a mere truncation of the theory. However, this is far from guaranteed, and the theory’s dynamics may be changed dramatically by RG flow. One favorable possibility is that LQG yields a continuum limit via a triangulation-invariant spinfoam model. In fact, if such a model were to arise from the RG flow of LQG, then we might as well take it as the fundamental theory, discarding the original one as scaffolding. If this model reproduces the GR action, then it may be similar to the familiar spinfoam amplitudes at large spins, since the latter reproduce the GR action as well (though the details of this are more subtle than previously thought – see the next subsection).

5.3 The large-spin limit and sending $\gamma$ to $\pm i$

The recent calculation [47] by Frodden, Geiller, Noui and Perez suggests a new and intriguing perspective on the problem of black hole entropy in LQG. They show that for a fixed number

\[ \gamma \rightarrow \pm i \]

\[ \boxed{\text{In particular, one would want to analytically continue the whole spin foam amplitude to derive the effective action, instead of only its asymptotic analysis.}} \]
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of punctures with fixed large spins, after a certain analytical continuation, one obtains the Bekenstein-Hawking formula with the \textit{correct prefactor}. The analytical continuation is sending the Barbero-Immirzi parameter to a self-dual value $\gamma = \pm i$. At the same time, the puncture spins $j$ are sent to complex values, so that the puncture areas remain real.\footnote{We are referring here to the amended version of \cite{47}, which makes the conceptual framework somewhat more solid. In the original version, it was the level of the Chern-Simons theory, rather than the spins, that became complex. The papers \cite{9,45} were written referring to this original version. They are, however, fully compatible with the amended version. Note also that the authors of \cite{47} interpret the analytically continued SU(2) spins as labeling SU(1,1) representations. This interpretation is not necessary for our argument.} The analogous computation also works \cite{9} for GR with a conformally coupled scalar, provided that one starts with the quantization variables from \cite{7,8}, i.e. doesn’t alter the geometric meaning of the connection.

The use of a fixed number of large-spin punctures in \cite{47} is very different from the usual approach, where all configurations are allowed, and small spins dominate. Accordingly, we are not suggesting that the calculation of \cite{47} is directly relevant for the continuum limit. Instead, we view this result in the “toy” context of the large-spin semiclassical regime, which is distinct from the continuum as discussed in section \ref{5.2}.

The virtue of the large-spin regime is that we have a rather good understanding of its dynamics. In particular, we have at our disposal an effective action derived from spinfoam amplitudes. The one analyzed in the greatest detail is the 4-simplex vertex amplitude \cite{62}. Now, it was shown in \cite{45} that this amplitude reproduces the correct classical GR action only if one sets $\gamma = \pm i$ at the end of the calculation. This is contrary to previous claims that the correct action is reproduced for any real $\gamma$. The conclusion of \cite{45} rests on the recent observation \cite{63,22} that the classical GR action has an imaginary part. A full agreement between the spinfoam amplitude and the classical action, \textit{including} the imaginary part, is obtained if and only if one sets $\gamma = \pm i$.\footnote{We are referring here to the amended version of \cite{47}, which makes the conceptual framework somewhat more solid. In the original version, it was the level of the Chern-Simons theory, rather than the spins, that became complex. The papers \cite{9,45} were written referring to this original version. They are, however, fully compatible with the amended version. Note also that the authors of \cite{47} interpret the analytically continued SU(2) spins as labeling SU(1,1) representations. This interpretation is not necessary for our argument.}

In the same spirit as \cite{47}, the continuation $\gamma = \pm i$ in \cite{45} is viewed as keeping the areas real, at the price of making the spins complex. Of course, it is not known how to define the quantum theory for non-real $\gamma$. At the moment, the closest one can get to a quantum theory based on self-dual variables is to send $\gamma \to \pm i$ \textit{after} the quantum calculation with real $\gamma$. This was the procedure used in \cite{45}. Real $\gamma$ can then be viewed as a regulator.

We note that the effective action of \cite{45,62} has the same Newton's constant as the fundamental theory. This is an expected result for coherent states with large quantum numbers, which need not hold for the continuum. The same Newton's constant also appears in the entropy result of \cite{47}.

To sum up, the large-spin limit seems to describe a semiclassical regime only if one retains the geometric interpretation of the connection and sets $\gamma = \pm i$ after the quantum calculations have been performed. This procedure produces both a correct semiclassical action (i.e. a correct relation between its real and imaginary parts) and a correct black hole entropy (i.e. a correct relation between the entropy and the semiclassical action).

So far in this subsection, we’ve been mostly reviewing the situation for $3+1$-dimensional general relativity. In higher dimensions and for Lanczos-Lovelock gravity, one can apply the entropy computation of \cite{47} to the boundary Hilbert space from section \ref{2.3.4} \cite{64}. By the results of section \ref{3} the punctures will now carry quanta of the appropriate entropy-proportional quantity, and the method of \cite{47} will produce the Wald entropy with the correct prefactor. However, as before, the entropy result is only meaningful when compared to an effective action, derived e.g. from a spinfoam amplitude. Writing a spinfoam model for generalized theories of gravity and calculating its large-spin behavior is a non-trivial task, and we will not comment on it further.
5.4 Quantized Wald entropy

The expectation that black hole entropy has a discrete spectrum in quantum gravity has been put forward by several authors, starting with Bekenstein [65]; see also [66] for a review. A physical argument leading to this conclusion is to view black hole entropy as an adiabatic invariant, which is then expected to obtain a discrete spectrum in a quantum theory. Also, arguments for an equally spaced entropy spectrum can be found, see [67] and references therein. However, these arguments should be taken with care, since they are using semiclassical reasoning, and corrections in a deep quantum gravity regime are to be expected. A generalization to Lanczos-Lovelock gravity can also be given [68].

Comparing with the results of this paper, we recall that the area operator from standard loop quantum gravity had to be substituted by an operator that, when evaluated on a non-rotating isolated horizon, measures the Wald entropy. While its spectrum is not equidistant, it becomes nearly equidistant when evaluated on a single spin network edge for large quantum numbers. Such an edge is labeled by a simple representation of $\text{SO}(D+1)$, given by a non-negative integer $\lambda$ (see [39, 41] for details). The eigenvalues are then given by $8\pi G \beta \sqrt{\lambda(\lambda + D - 1)}$, behaving as $8\pi G \beta (\lambda + (D - 1)/2) + O(1/\lambda)$ for $\lambda \to \infty$. The reason why the complete spectrum of this operator is not spaced equidistantly is this deviation from the equidistant spectrum for individual edges.

In light of the present results, it is also interesting to revisit the interpretation of spin networks as “twisted geometries” [70]. This interpretation, made in the context of standard Einstein gravity, relies on the fact that the flux operator measures precisely the area. Then, the representation labels on the spin network edges can be interpreted as the magnitudes of the face areas of a polyhedron. However, in a general theory of gravity, we have seen that it is not the (spatial codimension 1) area that is quantized, but an expression proportional to the Wald entropy when evaluated on an isolated horizon. It is thus tempting to speculate that the microstates labeled by spin networks should have some interpretation which is closer to a collection of quantum black holes than to a discretized geometry.

6 Conclusion

Working with the dimension-independent connection variables, we’ve related the LQG black hole entropy calculation to the Wald entropy formula. The key point is that the generalized area operators measure a rescaled version of the area at the horizon, which is essentially the Wald entropy. The reason for this is that the variable conjugate to the connection along the $\hat{s}_a$ direction (the spacelike horizon normal) is given by the derivative of the Lagrangian with respect to the curvature component $R_{nsns}$. The same quantity, integrated over the horizon slice $H$, enters the Wald entropy formula. Thus, the canonical conjugate to the connection essentially measures Wald entropy. Our analysis has covered non-minimally coupled scalars and Lanczos-Lovelock gravity.

The main open problem for the entropy calculation is the comparison with semiclassical actions. In [45], this has been done for four-dimensional pure gravity in a “transplanckian” large-spin regime. However, in the continuum, the problem remains open. The same is true even for large spins in higher dimensions, as well as for non-minimally coupled matter or Lanczos-Lovelock gravity, due to the lack of a corresponding spin foam model. As discussed in section 4, general diff-invariant theories are not yet under control. Reliable conjectures about their entropy as derived from loop quantum gravity, if such a calculation exists at all, cannot be made presently.

---

9See however [69] for a different regularization of the area operator, resulting in an equidistant spectrum.
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A First law and covariant phase space

In this appendix, we fill in some details of the phase-space construction and the first law of black hole mechanics that were omitted in section 3. We still restrict the phase space to satisfy (3.5), however point out that this condition might be relaxed in future work.

A.1 Covariant phase space

Following [44], we start with an action principle with suitable boundary terms, in our case the Lanczos-Lovelock action (3.3). We do not add any boundary term on the isolated horizon $\Delta$, since the isolated horizon boundary conditions are already ensuring a well-defined variational principle. In fact, under these conditions, the first variation of the action gets no boundary contribution from $\Delta$:

$$\int_{\Delta} \tilde{\Sigma}^{IJ} \wedge \delta A_{IJ} = 0, \quad (A.1)$$

where $\tilde{\Sigma}^{IJ}$ is the $D-1$-form from which the flux operators are constructed:

$$\tilde{\Sigma}^{IJ} = \sum_{m=0}^{[D/2]} \frac{(-1)^m c_m}{2^{m-1}(D+1-2m)!} F^{I_2 J_2} \wedge \ldots \wedge F^{I_m J_m} \wedge e^{K_{2m+1}} \wedge \ldots \wedge e^{K_{D+1}} \epsilon^{I_1 J_1 \ldots I_m J_m K_{2m+1} \ldots K_{D+1}}. \quad (A.2)$$

The calculation is analogous to the one in [44] and will not be detailed further here. Note that $\tilde{\Sigma}^{IJ}$ is the $D-1$-form from which the flux operators are constructed:

$$\tilde{\Sigma}^{IJ} = \sum_{m=0}^{[D/2]} \frac{(-1)^m c_m}{2^{m-1}(D+1-2m)!} F^{I_2 J_2} \wedge \ldots \wedge F^{I_m J_m} \wedge e^{K_{2m+1}} \wedge \ldots \wedge e^{K_{D+1}} \epsilon^{I_1 J_1 \ldots I_m J_m K_{2m+1} \ldots K_{D+1}}. \quad (A.2)$$

The calculation is analogous to the one in [44] and will not be detailed further here. Note that $\tilde{\Sigma}^{IJ} = \pi^{0 \ldots D I J}/2$. Next, one would like to calculate the second variation of the action, and show that the integral of the symplectic current over $\Delta$ reduces to a boundary term. This boundary term will constitute the horizon part of the symplectic structure. The required calculation is more involved than in the case of pure gravity [44], and we’ll use a shortcut to circumvent it. Note that we are ultimately interested in switching the internal gauge group to $SO(D + 1)$. For this, we have to go back to ADM-type variables and then apply the canonical transformation discussed in the previous section. In order to do this, we can pick a gauge where $n^{I} = \text{const.}$ and $s^{I} = \text{const.}$ (at least in individual charts) and thus $\delta n^{I} = \delta s^{I} = 0$. Then, the integral over $\Delta$ vanishes for the ADM-type variables, and we can perform the canonical transformation. In the covariant language, the symplectic structure now reads

$$\Omega(\delta_1, \delta_2) = \int_{\Sigma} \delta_1 \tilde{\Sigma}^{IJ} \wedge \delta_2 A_{IJ} + 2 \int_{H} \delta_1 \tilde{s}^{I} \delta_2 n^{I} d^{D-1}x \quad (A.3)$$

for the compact internal gauge group $SO(D + 1)$. 
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A.2 First law

The derivation of the first law of black hole mechanics in the isolated horizon framework has been given in \cite{33}, and extended to higher dimensional black holes in anti-de Sitter spacetimes in \cite{71}. The main idea of the proof is to show that for an infinitesimal time translation to be a phase space symmetry, the first law of black hole mechanics must hold. The derivations in \cite{33, 71} generalize in a straightforward manner to the case of Lanczos-Lovelock gravity. We will sketch here the important steps and perform the central calculation. We do not aim at being self-contained. The unfamiliar reader is referred to the original literature cited above for a detailed exposition, where also the inclusion of additional matter fields is discussed.

Consider a time evolution vector field $t^\mu$. The variation $\delta_t := (L_t e, L_t A)$, where $L_t$ is the Lie derivative along $t^\mu$, satisfies the linearized equations of motion for suitable boundary conditions, and can be interpreted as the generator of time evolution on the covariant phase space. However, $\delta_t$ constitutes a phase space symmetry only if $L_t \Omega = 0$, where $\Omega$ is the symplectic structure. Since we are in the non-rotating case, the proper boundary condition for $t^\mu$ at the isolated horizon $\Delta$ is to become the null normal $l^\mu$. At spatial infinity, $t^\mu$ becomes an asymptotic time translation.

For the following calculation, we will use the fact that internal gauge transformations are already a symmetry of the symplectic structure. Therefore, we can assume without loss of generality that the variations $\delta$ in the following calculation do not contain gauge rotations, i.e. that $\delta n^I = \delta s^I = 0$, since $n^I$ and $s^I$ are normalized internal vectors. A tedious but straightforward calculation yields

$$
\Omega(\delta, \delta_t) = \frac{1}{2} \int_\Sigma (\delta \tilde{\Sigma}^{IJ} \wedge L_t A_{IJ} - L_t \tilde{\Sigma}^{IJ} \wedge \delta A_{IJ}) + \int_H (\delta \tilde{s}^I \L t n_I - L_t \tilde{s}^I \delta n_I) \, d^{D-1}x
$$

$$
= \frac{1}{2} \int_\partial \Sigma (\delta \tilde{\Sigma}^{IJ} t \cdot A_{IJ} - (t \cdot \tilde{\Sigma}^{IJ}) \wedge \delta A_{IJ}) + \int_H \left( \frac{1}{2} \delta F_{IJ} \wedge t \cdot \tilde{\Sigma}^{IJ} - (t \cdot F_{IJ}) \wedge \delta \tilde{\Sigma}^{IJ} \right) = \delta E^I \wedge (t \cdot (\text{Lanczos-Lovelock-EOM}))_I = 0
$$

$$
+ \int_H \delta \tilde{s}^I L_t n_I \, d^{D-1}x
$$

$$
= -\kappa^I \delta \int_H \sqrt{h} \, d^{D-1}x + \delta \int_{S_{\infty}} E^I_{\text{Lovelock}} \, d^{D-1}x := X_t(\delta), \quad (A.4)
$$

where $\kappa^I$ is the surface gravity. In the last step, we have used that $t \cdot A_{IJ} = l^\mu \Gamma^0_{IJ} - 2\kappa n_I s_J$ on $H$ \cite{44} and the Lanczos-Lovelock equations of motion. Furthermore, the second term in the first integral of the second line vanishes when applying the isolated horizon boundary conditions \cite{44} to the connection and its curvature. $E^I_{\text{Lovelock}}$ is proportional to the generalization of the ADM energy density to Lanczos-Lovelock gravity. We refrain from writing out $E^I_{\text{Lovelock}}$ in detail, and just note that the corresponding term in (A.4) becomes a total variation due to the fall-off properties of the canonical variables at spatial infinity. The first term in the last line of (A.4) evaluates to the expression $-\kappa^I \delta \tilde{A}_H$, familiar from the first law. We are thus in the same situation as in \cite{33}. It remains to conclude that for the evolution to be Hamiltonian, $X_t(\delta)$ must be closed. This in turn implies that the surface gravity depends only on $\tilde{A}_H$, and that there exists a function $E^I_\Delta$ of $\tilde{A}_H$ such that $\delta E^I_\Delta = \kappa^I \delta \tilde{A}_H$. This $E^I_\Delta$ can then be interpreted as the horizon energy associated to the time translation $t^\mu$. We refer to \cite{71, 72} for further details on this point. The results of \cite{33, 71} thus generalize to Lanczos-Lovelock gravity in higher dimensions under the restriction \cite{33, 71}. We leave the treatment of additional matter fields, as e.g. detailed in \cite{33}, to the interested reader.

\footnote{We remark that in order to lift the restriction \cite{33} for the first law, we would have to show in analogy
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