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Abstract

We consider linear parabolic equations on a random non-cylindrical domain. Utilizing the
domain mapping method, we write the problem as a partial differential equation with random
coefficients on a cylindrical deterministic domain. Exploiting the deterministic results concern-
ing equations on non-cylindrical domains, we state the necessary assumptions about the veloc-
ity filed and in addition, about the flow transformation that this field generates. In this paper
we consider both cases, the uniformly bounded with respect to the sample and log-normal type
transformation. In addition, we give an explicit example of a log-normal type transformation
and prove that it does not satisfy the uniformly bounded condition. We define a general frame-
work for considering linear parabolic problems on random non-cylindrical domains. As the first
example, we consider the heat equation on a random tube domain and prove its well-posedness.
Moreover, as the other example we consider the parabolic Stokes equation which illustrates the
case when it is not enough just to study the plain-back transformation of the function, but in-
stead to consider for example the Piola type transformation, in order to keep the divergence free
property.
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1 Introduction

Partial differential equations (PDEs) appear in the mathematical modeling of a great variety of pro-
cesses. Often in these models uncertainty appears for various reasons, such as incomplete knowledge
about the given data. The given data can be a source term, an initial state, parameters, a domain etc.
In this work we study the situation where the uncertainty of the model comes from the geometrical
aspect. For example, the computational domain is often given by scanning, or some other digital
imaging technique with limited resolution which leads to the variance between the shape of the real
body and the model (for a mathematical model of this problem see [2]). A well established and ef-
cient way to deal with this problem is to adopt the probabilistic approach, i.e. construct models of
geometrical uncertainty and describe the phenomena by PDEs on a random domain. More precisely,
one considers the fixed initial deterministic domain \( \bar{D}_0 \subset \mathbb{R}^d \) and its evolution in a time interval
by a random velocity $V$, defined on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$. In this way one obtains a non-cylindrical, i.e. time-dependent, random domain
\[ Q(\omega) := \bigcup_{t \in (0, \tau)} D_t(\omega) \times \{t\}, \]
also known as a random tube domain, where $\omega$ is a sample from $\Omega$.

Random domains appear in many applications, such as biology, surface imaging, manufacturing of nano-devices etc. One particular application example occurs in the wind engineering as presented in [7]. More precisely, the authors study how small uncertain geometric changes in the Sunshine Skyway Bridge deck affect its aerodynamic behavior. The geometric uncertainty of the bridge is due to its specific construction and wind effect. This model results in a parabolic PDE on a random domain. Another class of examples comes from the modeling in Cardiovascular Biomechanics. In particular there are papers that consider uncertainty in these models, that are mainly presented by flow equations [38, 39] and of specific interest is the uncertainty that comes from the geometry. Another application was suggested in [41], where authors suggest to treat rough surfaces, i.e. highly irregular surfaces such as glaciers, as random domains. In the light of their practical relevance, the analysis and numerical analysis of random domains have been considered by many authors, see [9, 10, 26, 28, 44]. Notice that of the application point of view, in particular biological applications, it is of big interest to consider these equations on curved domains. Elliptic PDEs on random surface domains have been considered in [11].

In Figure 1, we visualize the difference between the deterministic cylindrical domain, the random cylindrical domain and the random non-cylindrical domain. The first plot presents a standard cylindrical domain. The second one is a realization of a random tube given by
\[ S^1 \ni (x_0, y_0) \mapsto (x(\omega), y(\omega)) := (2x_0 Y_1(\omega), 3y_0 Y_2(\omega)) \in D(\omega) \]
where $Y_1, Y_2 \sim \mathcal{U}(0, 1)$ are independent RVs. The last two plots are two realizations of a random non-cylindrical tube defined by
\[ S^1 \ni (x_0, y_0) \mapsto (x(\omega, t), y(\omega, t)) := \\
(Y_1(\omega)(\sin(Y_2(\omega))+1.5)x_0 + 0.3 \cos(Y_3(\omega)t), Y_4(\omega)(\sin(Y_5(\omega))+1.5)y_0 + 0.3 \sin(Y_6(\omega)t)) \in D_t(\omega) \]
where $Y_1, \ldots, Y_6 \sim \mathcal{U}(0, 1)$ are independent RVs.

The approach that we consider in this paper is known as the domain mapping method [26, 44]. The other well-known approaches are the perturbation method (cf. [27]), eXtended stochastic FEM [35] and fictitious domain approach [8]. The domain mapping method requires knowledge about the transformation field $T$ on the closer of the fixed initial domain $D_0$:
\[ T(\omega) : \overline{D}_0 \mapsto \mathbb{R}^d. \]
The main idea of this method is to reformulate the PDE on the random domain into the PDE with random coefficients on a fixed reference domain. This reformulation allows us to apply numerous available analysis and numerical methods for solving random PDEs and to avoid the construction of a new mesh for every realization of a random domain.

We assume that we are given a deterministic domain $D_0$ that evolves with a given random velocity field $V$, and as a result we build a random tube. To a random velocity, we will associate its flow $T_V$ that will map a domain $D_0$ into a random domain $D_t(\omega)$ at a time $t$. 
Notice that, in the previous work on random domains, mainly elliptic PDEs have been considered. Very few papers consider parabolic PDEs on random domains, such as [9, 7, 41]. In addition, to the best of our knowledge, there are no results on random domains that change in time, which is exactly the goal of this work. This paper is based on the draft presented in [19], that resulted from the thesis [20]. We will consider the well-posedness of linear parabolic PDEs posed on random moving domains and necessary conditions about the initial data, the random velocity field and the induced transformation, that will ensure the well-posedness of the equation.

In the deterministic case, PDEs on the so-called non-cylindrical domains, i.e. domains changing in time, are a well-established topic regarded analysis and numerical analysis (see [3, 5, 6, 13, 15, 31, 33]), with numerous applications. Various physical examples concerning phenomena on time dependent spatial domains are presented in the survey article [32]. Some of the examples are: fluid flows with a free or moving solid-fluid interface, the Friedmann model in astrophysics that describes the scaling of key densities in the Universe with its time-dependent expansion factor, and many examples of biological processes that involve time-dependent domains, such as the formation of patterns and shapes in biology. In [31, 33] authors focus on appropriate formulation of the heat equation on a random domain and on proving the existence and uniqueness of strong, weak and ultra weak solutions, as well as providing energy estimates. These papers use coordinate transformation to reformulate the PDE into a cylindrical domain and Lions’ general theory for proving the well-posedness. Moreover, in [15, 23, 24] similar results were obtained but with a greater focus on the connection of the non-cylindrical domain and the velocity field. Since we are particularly interested in how the velocity field induces a non-cylindrical domain, we will follow this approach. In this paper we exploit these deterministic results, to derive necessary regularity results in the random setting about the given velocity field. In addition to it, we consider assumptions about the measurability and $L^p(\Omega)$ bounds. The random velocity field could be presented in many ways, for example in numerics it is common to assume that the velocity field is given by its truncated Karhunen-Loeve expansion.

In this paper, we consider both cases, the uniformly bounded in $\omega$ and log-normal type, of the flow transformation. To the best of our knowledge up to now all the analysis in the random domain setting, has been regarding the uniformly bounded domain transformation. We construct an explicit
example of the transformation that does not satisfy this condition. The type transformation is of the exponential of the regularized Brownian motion. We prove that this type of transformation still satisfies necessary regularity assumptions, but not uniformly bounded assumption. In [18] the authors present the big variety of applications of log-normal field in ecology, in particular in growth models. One could then consider PDEs whose computational domain is given by these growth models. Exploiting domain mapping method we prove well-posedness in both types of previously mentioned random transformations of the domain. The first step is to transform the equation to the deterministic cylindrical domain, using the pull back transformation that is a transformation, of the so-called plain pull-back of the considered function \( u \) on the random domain \( Q_T(\omega) \), i.e.

\[
\hat{u}(\omega, x, t) := \mathcal{F}u(\omega, t, T_t(x)) \quad \omega \in \Omega, t \in [0, \tau], x \in D_0,
\]

where \( \mathcal{F} \) is a suitable transformation. As a standard example of a linear parabolic PDE we consider the heat equation on the tube domain, and in this case \( \mathcal{F} \) is identity. In the uniformly bounded setting the well-posedness, is a direct consequence of the general theory of parabolic PDEs. In the log-normal type case, one needs in addition to prove measurability of the solution, and its \( L^p(\Omega) \) bounds. To achieve that, we exploit the proof of the general deterministic result in order to exactly determine the constants that appear in a path-wise setting. Under suitable assumptions, we can control these constants and prove well-posedness of the pulled-back equation.

As a next example, we consider the parabolic Stokes equation. Parabolic Stokes and Navier-Stokes equations on a non-cylindrical domain have been investigated by many authors. In particular they studied the well-posedness and regularity results. This equation on a non-cylindrical deterministic domain has been considered by many authors [30, 37]. This example illustrates that it is not always enough to choose a plain pull-back transformation, as in the case of the heat equation, but instead one has to cleverly choose the transformation \( \mathcal{F} \) in order to preserve certain properties (such as divergence free) or to obtain more simple form of the pulled-back equation. In this case, we choose a Piola type transformation and derive the pulled-back equation. The well-posedness of this equation is briefly commented, and its proof is the subject of future work.

This paper is organized as follows. In Section 2, we introduce the general function spaces that will be exploited in the formulation of PDEs on random moving domains. Namely, on the cylindrical domain we consider the standard Sobolev-Bochner type spaces, and for the path-wise consideration on the random tube we utilize the general setting for the PDEs on moving domains defined in [1]. In Section 3 we define precisely what we mean by a random tube, in particular we specify the needed regularity assumptions based on the work presented in [24, 23]. In addition, we give an example of a transformation field that does not satisfy the uniformly bounded assumption. Section 4 is devoted to the heat equation on a random tube, as a typical example of a linear parabolic equation. We prove its well-posedness, in the case of uniformly-bounded and long-normal type transformation, exploiting the domain decomposition method. In Section 5 we consider the parabolic Stokes equation, where more complicated Piola type transformation is applied. We conclude in Section 6, by giving a brief conclusion of the paper and suggest further possible directions of a research.

## 2 General Setting

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space with a sample space \( \Omega \), a \( \sigma \)-algebra of events \( \mathcal{F} \) and a probability \( \mathbb{P} \). In addition, we assume that \( L^2(\Omega) \) is a separable space. For this assumption it suffices
to assume that \((\Omega, \mathcal{F}, \mathbb{P})\) is a separable measure space \([4\text{, Theorem 4.13}]\), i.e. that \(\mathcal{F}\) is generated by a countable collection of subsets. Under this assumption, for any separable Hilbert space \(H\), it holds (see \([36\text{, Theorem II.10}]\))

\[
L^2(\Omega) \otimes H \cong L^2(\Omega, H).
\]  

(2.1)

We only consider a fixed finite time interval \([0, \tau]\), where \(\tau \in (0, \infty)\). Furthermore, we denote by \(D([0, \tau], \mathcal{H})\) the space of all \(C^\infty\)-smooth \(\mathcal{H}\)-valued functions with compact support in \([0, \tau]\). In the special case, when \(\mathcal{H}\) equals \(\mathbb{R}\), we just write \(D([0, \tau])\). We will reuse the same constants \(C\) in calculations multiple times if their exact value is not important. When there is no confusion, integrals will be usually written without measure. Let \(D_0 \subset \mathbb{R}^d\) be an open, bounded domain with a Lipschitz boundary. The curly notation for spaces, such as \(V, \mathcal{H}\) and hat for functions \(\hat{u}\), will be used for the deterministic cylindrical domain. When we utilize some deterministic result in a path-wise sense, if there is no confusion, we omit writing the dependence on the sample \(\omega\) to simplify the notation.

### 2.1 Function spaces on the cylindrical domain

The Bochner spaces are straightforward generalization of the Lebesgue spaces to Banach space valued functions and are natural spaces to use for the pulled-back formulation of a PDE on a cylindrical (deterministic) domain. One can define the integral of an \(E\)-valued random variable \(X : \Omega \to E\), where \((E, \mathcal{B}(E))\) is a separable Banach space. The precise definition of Bochner spaces and its properties can be found for example in \([16]\), and here we follow the summary of results from \([1]\).

Let \(\mathcal{V} \hookrightarrow \mathcal{H} \cong \mathcal{H}^* \hookrightarrow \mathcal{V}^*\) be a Gelfand triple. Every vector-valued distribution \(u \in L^2(0, \tau; \mathcal{H})\) defines a vector-valued distribution \(S_u : D((0, \tau)) \to \mathcal{H}\) through the \(\mathcal{H}\)-valued integral

\[
\varphi \mapsto \int_0^\tau y(t)\varphi(t)dt.
\]

We will identify \(S_u\) and \(u\). We say that \(u \in L^2(0, \tau; \mathcal{H})\) has a weak derivative \(u' \in L^2(0, \tau; \mathcal{H}^*)\) if there exists \(w \in L^2(0, \tau; \mathcal{H}^*)\) such that

\[
S_u'(\xi) = \int_0^\tau \xi'(t)(u(t), v)_{\mathcal{L}} = -\int_0^\tau \xi(t)\langle w(t), v\rangle_{\mathcal{H}^*, \mathcal{H}}, \quad \forall \xi \in D(0, \tau), \quad \forall v \in \mathcal{H}
\]

(2.2)

and we write \(w = u'\). Recall that the standard Sobolev-Bochner space is defined as

\[
\mathcal{W}(\mathcal{V}, \mathcal{V}^*) := \{ u \in L^2(0, \tau; \mathcal{V}) \mid u' \in L^2(0, \tau; \mathcal{V}^*) \}.
\]

(2.3)

The space \(\mathcal{W}(\mathcal{H}, \mathcal{H}^*)\) is a Hilbert space with the inner product defined via:

\[
(u, v)_{\mathcal{W}(\mathcal{V}, \mathcal{V}^*)} := \int_0^\tau (u(t), v(t))_{\mathcal{V}} + \int_0^\tau (u'(t), v'(t))_{\mathcal{V}^*}.
\]

**Theorem 2.1.** The following properties of the space \(\mathcal{W}(\mathcal{H}, \mathcal{H}^*)\) hold

i) The embedding \(\mathcal{W}(\mathcal{V}, \mathcal{V}^*) \subset C([0, \tau], \mathcal{H})\) is continuous.
ii) The embedding \( \mathcal{W}(\mathcal{V}, \mathcal{V}^*) \subset D([0, \tau], \mathcal{V}) \) is dense.

iii) Let \( u, v \in \mathcal{W}(\mathcal{V}, \mathcal{V}^*) \), then the mapping \( t \mapsto (u(t), v(t))_H \) is absolutely continuous on \([0, \tau]\) and

\[
\frac{d}{dt} (u(t), v(t))_H = \langle u'(t), v(t) \rangle_{\mathcal{V}^*, \mathcal{V}} + \langle u(t), v'(t) \rangle_{\mathcal{V}, \mathcal{V}^*}
\]

holds for almost every \( t \in [0, \tau] \). The last expression implies the integration by parts formula

\[
(u(\tau), v(\tau))_H - (u(0), v(0))_H = \int_0^\tau \langle u'(t), v(t) \rangle_{\mathcal{V}^*, \mathcal{V}} + \int_0^\tau \langle u(t), v'(t) \rangle_{\mathcal{V}, \mathcal{V}^*}.
\]

**Proof.** For the density result see [34, Theorem 2.1] and for other statements see [40]. \(\square\)

In the definition of a weak material derivative, we utilize that the weak derivative can be characterized in terms of vector-valued test-functions. We state this standard result for completeness.

**Theorem 2.2.** The weak derivative condition (2.2) is equivalent to

\[
\int_0^\tau (u(t), \psi'(t))_H = -\int_0^\tau \langle u'(t), \psi(t) \rangle_{\mathcal{V}^*, \mathcal{V}} \quad \forall \psi \in D((0, \tau), \mathcal{V}). \tag{2.4}
\]

**Proof.** The direct implication follows from Theorem 2.1 iii). To see that (2.4) implies (2.2), test (2.4) with \( \xi v \in D((0, \tau), \mathcal{H}) \), where \( \xi \in D((0, \tau)) \) and \( v \in \mathcal{H} \). \(\square\)

### 2.2 Bochner-type spaces

In order to treat the evolving family of Hilbert spaces \( X = (X(t))_{t \in [0, \tau]} \), the idea is to connect the space \( X(t) \) at any time \( t \in [0, \tau] \) with some fixed space, for example with the initial space \( X(0) \). Thus we construct the family of functions \( \phi_t : X(0) \to X(t) \), which we call the (plain) pushforward map. We denote the inverse of \( \phi_t \) by \( \phi_{-t} : X(t) \to X(0) \) and call it the (plain) pullback map. We want to introduce the special Bochner-type function space such that for every \( t \in [0, \tau] \) we have \( u(t) \in X(t) \). These spaces are introduced in [11] and we exploit them to define the solution space for the path-wise problem on a random tube domain. Note that in a random setting we have for every path \( \omega \) a random family \( X(\omega) = (X(\omega, t))_{t \in [0, \tau]} \), where \( X(\omega, t) \) denotes an appropriate function space on a random domain \( D_t(\omega) \) and \( X(0) \) is a fixed initial deterministic space. We state the main definitions and results from [11], that we apply in our setting.

**Definition 2.1.** The pair \( \{X, (\phi_t)_{t \in [0, \tau]}\} \) is compatible if the following conditions hold:

- for every \( t \in [0, \tau] \), \( \phi_t \) is a linear homeomorphism such that \( \phi_0 \) is the identity map
- there exists a constant \( C_X \) which is independent of \( t \) such that
  \[
  \|\phi_t u\|_{X(t)} \leq C_X \|u\|_{X(0)} \quad \text{for every } u \in X(0)
  \]
  \[
  \|\phi_{-t} u\|_{X(0)} \leq C_X \|u\|_{X(t)} \quad \text{for every } u \in X(t)
  \]
- the map \( t \mapsto \|\phi_t u\|_{X(t)} \) is continuous for every \( u \in X(0) \).
Note that for the given family \((X(t))_{t \in (0, \tau)}\) there are usually many different mappings \(\phi_t\) such that the pair \(\{X, (\phi_t)_{t \in [0, \tau]}\}\) is compatible.

We denote the dual operator of \(\phi_t\) by \(\phi_t^* : X^*(t) \to X^*(0)\). As a consequence of the previous conditions, we obtain that \(\phi_t^*\) and its inverse are also linear homeomorphisms which satisfy the following conditions

\[
\|\phi_t^* f\|_{X^*(0)} \leq C_X \|f\|_{X^*(t)} \quad \text{for every } f \in X^*(t)
\]
\[
\|\phi_{-t}^* f\|_{X^*(t)} \leq C_X \|f\|_{X^*(0)} \quad \text{for every } f \in X^*(0).
\]

Now we can define the spaces of time-dependent functions whose domain is also changing in time by requiring that the pull-back of \(u\) belongs to the fixed initial space.

**Definition 2.2.** For a compatible pair \(\{X, (\phi_t)_{t \in [0, \tau]}\}\) we define spaces

\[
L^2_X := \left\{ u : [0, \tau] \ni t \mapsto (\bar{u}(t), t) \in \bigcup_{s \in [0, \tau]} X(s) \times \{s\} \mid \phi_{-t} \bar{u}(\cdot) \in L^2(0, \tau; X(0)) \right\},
\]
\[
L^2_{X^*} := \left\{ f : [0, \tau] \ni t \mapsto (\bar{f}(t), t) \in \bigcup_{s \in [0, \tau]} X^*(s) \times \{s\} \mid \phi_{-t} \bar{f}(\cdot) \in L^2(0, \tau; X^*(0)) \right\}.
\]

Like the standard Bochner spaces, these spaces consist of equivalence classes of functions agreeing almost everywhere in \([0, \tau]\). Observe that previous spaces strongly depend on the map \(\phi_t\). In the following we identify \(u(t) = (\bar{u}(t), t)\) with \(\bar{u}(t)\), for brevity of notation.

In order to understand these spaces better, we state their most important properties, stated in [1, Lemma 2.10, Lemma 2.11].

**Lemma 2.1.** (The isomorphism with standard Bochner spaces and the equivalence of norms) The maps

\[
L^2(0, \tau; X_0) \ni u \mapsto \phi_{-t} u(\cdot) \in L^2_X
\]
\[
L^2(0, \tau; X_0^*) \ni f \mapsto \phi_{-t} f(\cdot) \in L^2_{X^*}
\]

are isomorphisms. Furthermore, the equivalence of norms holds

\[
\frac{1}{C_X} \|u\|_{L^2_X} \leq \|\phi_{-t} u(\cdot)\|_{L^2(0, \tau; X_0)} \leq C_X \|u\|_{L^2_X} \quad \forall u \in L^2_X
\]
\[
\frac{1}{C_X} \|f\|_{L^2_{X^*}} \leq \|\phi_{-t} f(\cdot)\|_{L^2(0, \tau; X_0^*)} \leq C_X \|f\|_{L^2_{X^*}} \quad \forall f \in L^2_{X^*}.
\]

The spaces \(L^2_X\) and \(L^2_{X^*}\) are separable Hilbert spaces ([1, Corollary 2.11]) with the inner product defined as

\[
(u, v)_{L^2_X} := \int_0^\tau (u(t), v(t))_{X(t)} dt
\]
\[
(f, g)_{L^2_{X^*}} := \int_0^\tau (f(t), g(t))_{X^*(t)} dt.
\]
For \( f \in L^2_{X^*} \) and \( u \in L^2_X \) the map
\[
t \mapsto \langle f(t), u(t) \rangle_{X^*(t), X(t)}
\]
is integrable on \([0, \tau]\), see [1, Lemma 2.13]. Utilizing the integrability of this map and Fubini’s theorem, in [1, Lemma 2.15] the authors prove that the spaces \( L^2_{X^*} \) and \( (L^2_X)^* \) are isometrically isomorphic. Furthermore, the duality pairing of \( f \in L^2_{X^*} \) with \( u \in L^2_X \) is given by
\[
\langle f, u \rangle_{L^2_{X^*}, L^2_X} = \int_0^\tau \langle f, u \rangle_{X^*(t), X(t)} \, dt.
\]

### 2.3 Function spaces on a random non-cylindrical domains

In order to treat the path-wise formulation on a random non-cylindrical domain we will consider for every \( t \) and \( \omega \), a path-wise Gelfand triple
\[
V(\omega, t) \hookrightarrow H(\omega, t) \cong H^*(\omega, t) \hookrightarrow V^*(\omega, t).
\]

Given random velocity field \( v \) induces a random flow \( T_v \) such that \( T_v(\omega, t) : D_0 \rightarrow D_t(\omega) \). For every \( \omega \in \Omega \) we define the path-wise pullback operator \( \phi_{-t}(\omega) : H(\omega, t) \rightarrow H(0) \) in the following way
\[
(\phi_{-t}(\omega)u(\omega))(x) := u(\omega)T_v(\omega, t, x) \quad \text{for every } x \in D_0, \; \omega \in \Omega.
\]

**Lemma 2.2.** For every \( \omega \), the pairs \((H(\omega), (\phi_{t}(\omega))_{t \in [0, \tau]}\) and \((V(\omega), (\phi_{t}(\omega)|_{V^*_0})_{t \in [0, \tau]}\) are compatible.

**Proof.** The proof is similar to the proof of [42, Lemma 3.3] and the constants \( C_X \) from the Definition 2.1 do not depend on the sample \( \omega \), under suitable uniform bound assumption about the velocity field. However, note that in the log-normal case, constants do depend on the sample. \( \square \)

From the previous lemma and Definition 2.2 it follows that we can consider spaces \( L^2_{V(\omega)} \) and \( L^2_{H(\omega)} \). To define the solution space for parabolic PDEs on a random non-cylindrical domain, we introduce a material derivative which takes into account the spatial movement of the domain. In order to consider the material derivative of random functions, we apply the abstract setting from [1, Chapter 2.4].

We define the spaces of pushed-forward continuously differentiable functions by
\[
C^j_X := \{ u \in L^2_X \mid \phi_{-t}u(\cdot) \in C^j([0, \tau], X_0) \text{ for } j \in \{0, 1, \ldots\} \}.
\]

In a random setting, the evolving family \( X_t \) also depends on a sample on \( \omega \), in a sense that \( X_t = X_t(\omega) \). Since we use the path-wise perspective for the equations on a random domain, for the simplicity of the notation we formulate the next results in the deterministic framework, i.e. omit writing \( \omega \).

**Definition 2.3.** For \( u \in C^1_H \) the strong material derivative \( \dot{u} \in C^0_X \) is defined by
\[
\dot{u}(t) = \phi_t \left( \frac{d}{dt} \phi_{-t}u(t) \right) \quad \text{for every } t \in [0, \tau].
\]
We can derive the following explicit formula for the strong material derivative, (see [1])

\[ \dot{u}(t, \omega, x) = u_t(t, \omega, x) + \nabla u(t, \omega, x) \cdot \mathbf{v}(\omega, t, x), \quad \text{for every } x \in D(\omega, t), \omega \in \Omega, \quad (2.7) \]

where \( \mathbf{v} \) is the velocity of the domain.

Just as in the static case, it might happen that the equation does not have a solution if requesting \( u \in C^1_H \). One can define a weak material derivative that needs less regularity. In addition to the case when we consider a fixed domain, an extra term, defined by the bilinear form \( c \), that takes into account the movement of the domain, appears.

**Definition 2.4.** We say that \( \partial^\bullet u \in L^2_{V^*} \) is a weak material derivative of \( u \in L^2_V \) if and only if

\[ \int_0^\tau \langle \partial^\bullet u(t), \eta(t) \rangle_{V^*(t), V(t)} = -\int_0^\tau \langle u(t), \dot{\eta}(t) \rangle_{H(t)} - \int_0^\tau c(t; u(t), \eta(t)) \]

holds for all \( \eta \in D_\tau(0, \tau) = \{ \eta \in L^2_V \mid \phi_{-\tau}(\cdot)\eta(\cdot) \in D((0, \tau); V_0) \} \) and \( c(t, u(t), \eta(t)) = \int_{D(t)} u(t, x)\eta(t, x)\nabla \Gamma(t) \cdot \mathbf{v}(t, x) \).

In a probabilistic setting the bilinear form \( c(t, u(t), \eta(t)) \) is defined in the analogue way, including the dependence on a sample. Note that it can be directly shown that if it exists, the weak material derivative is unique and every strong material derivative is also a weak material derivative.

The solution space, based on the general framework, is defined by

\[ W(V(\omega), V^*(\omega)) := \{ u \in L^2_{V(\omega)} \mid \partial^\bullet u \in L^2_{V^*(\omega)} \}. \quad (2.9) \]

In order to prove that the solution space is a Hilbert space and that it has some additional properties, one can connect \( W(V, V^*) \) with the standard Sobolev-Bochner space \( \mathcal{W}(V_0, V_0^*) \) defined by \( 2.3 \) for which these properties are known. The previous two types of spaces are connected in a natural way, i.e. that the pull-back of the functions from the solution space belongs to the Sobolev-Bochner space and vice versa. In addition, we also have the equivalence of the norms. In this case we say that there exists an evolving space equivalence between the spaces \( W(H, H^*) \) and \( \mathcal{W}(H_0, H_0^*) \) (for the proof see [1] Theorem 2.33). As the consequence of this equivalence and Theorem 2.1 we have the following results.

**Lemma 2.3.** The solution space \( W(V, V^*) \) is a Hilbert space with the inner product defined via

\[ (u, v)_{W(V,V^*)} = \int_0^\tau \langle u(t), v(t) \rangle_{V(t)} + \int_0^\tau \langle \partial^\bullet u(t), \partial^\bullet v(t) \rangle_{V^*(t)}. \]

**Lemma 2.4.** The following statements hold:

i) Space \( W(V, V^*) \) is embedded into \( C^0_H \).

ii) The embedding \( D_V([0, \tau]) \subset W(V, V^*) \) is dense.

iii) For every \( u \in W(V, V^*) \) it holds \( \max_{t \in [0, \tau]} \| u(t) \|_{H(t)} \leq C \| u \|_{W(V,V^*)} \).
As a consequence, the evaluation \( t \mapsto u(t) \) is well-defined and we are able to specify initial conditions for the PDE. Furthermore, we can define the subspace
\[
W_0(V, V^*) := \{ u \in W(V, V^*) | u(0) = 0 \}.
\]  
(2.10)
Note that \( W_0(V, V^*) \) is a Hilbert space, as a closed linear subspace of \( W(V, V^*) \).

To discuss the case when more regularity is feasible, in particular if the weak derivative of a function has more regularity, we define another function space.

**Definition 2.5.** Let
\[
W(V, H) := \{ u \in L^2(V) | \partial u \in L^2(H) \}.
\]  
(2.11)

In order to prove the properties of the previous space, similarly as before, we connect \( W(V, H) \) with the standard Sobolev-Bochner space \( \mathcal{W}(V_0, H_0) \equiv \{ v \in L^2(\Omega, \tau; V_0) | v' \in L^2(\Omega, \tau; H_0) \} \). As a consequence, \( W(V(\omega), H(\omega)) \) is a Hilbert space for every \( \omega \in \Omega \).

## 3 Random tubes

Let \( D_0 \subseteq \mathbb{R}^d \) be an open, bounded domain with a Lipschitz boundary. Furthermore, let \( \mathbf{v} : \Omega \times [0, \tau] \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) be a random vector field, that determines a random tube \( Q_\mathbf{v}(\omega) \), for any \( \omega \in \Omega \).

In the uniformly bounded case we assume the existence of a hold-all domain, i.e. we assume that there exists a bounded open set \( B \) such that \( Q_\mathbf{v}(\omega) \) remains in \((0, \tau) \times B\), and that the velocity field is defined on this domain \( B \), and not on the whole space \( \mathbb{R}^d \). How much the set \( B \) varies from \( D_0 \), depends on how big the stochastic fluctuations are. Note that in the log-normal case \( B = \mathbb{R}^d \), and we always write \( B \) to cover both situations.

To a vector field \( \mathbf{v}(\omega) \) we can associate its flow \( T_\mathbf{v}(\omega) \). First, for fixed \( \omega \in \Omega \) and \( X \in \overline{D_0} \) we consider the path-wise solution \( x_\mathbf{v}(\omega, t, X) \) of the ODE
\[
\frac{dx_\mathbf{v}(\omega, t, X)}{dt} = V(\omega, t, x_\mathbf{v}(\omega, t, X)) \quad t \in [0, \tau] \quad (3.1)
\]
\[
x_\mathbf{v}(\omega, 0, X) = X. \quad (3.2)
\]
For fixed \( t \) and \( X \), by Fubini’s theorem, \( \omega \mapsto x_\mathbf{v}(\omega, t, X) \) is a measurable function.

Then, for any \( \omega \in \Omega \) and \( t \in [0, \tau] \), we consider the transformation
\[
T_\mathbf{v}(\omega, t) : \overline{B} \rightarrow \overline{B} \quad X \mapsto T_\mathbf{v}(\omega, t)(X) := x_\mathbf{v}(\omega, t, X).
\]

We denote the mapping \((\omega, t, X) \mapsto T_\mathbf{v}(\omega, t)(X)\) by \( T_\mathbf{v} \). For brevity, and when there is no danger of confusion, we do not write the associate vector field \( \mathbf{v} \) but we just write \( T_\mathbf{v}(\omega, X) \equiv T_\mathbf{v}(\omega)(X) \).

The measurability of \( x \) implies the measurability of \( \omega \mapsto T_\mathbf{v}(\omega, X) \), for fixed \( t \) and \( X \).

Now, to a sufficiently smooth vector field \( \mathbf{v}(\omega) \) we associate a tube \( Q_{\mathbf{v}, \tau}(\omega) \) defined by
\[
Q_{\mathbf{v}, \tau}(\omega) := \bigcup_{t \in (0, \tau)} D_t(\omega) \times \{ t \} \quad Q_0(\omega) := D_0,
\]
where \( D_t(\omega) := T_\mathbf{v}(\omega)(D_0) \). Similarly as for the flow, we use the notation \( Q_\mathbf{v}(\omega) \equiv Q(\omega) \). According to this notation, one should consider Definition 2.2 of Bochner type spaces in path-wise sense for \( T_\mathbf{v}(\omega) \) instead of \( \phi_t \), i.e. as already announced, \( T_\mathbf{v}(\omega) \) is a plain push-forward.
Remark 3.1. Conversely, given a sample $\omega$ and a random tube $Q(\omega)$ with enough smoothness of a lateral boundary that ensures the existence of the outward normal, we can associate to $Q(\omega)$ a random smooth vector field $v(\omega)$ whose associated flow satisfies $T_v(\omega, t)(D_0) = D_t(\omega) \subset \mathbb{R}^d, \forall t \in [0, \tau].$

The relation between the regularity of the velocity field $v(\omega)$ and the regularity of its associated flow $T_t(\omega)$ has been investigated using the general theory of shape calculus (for general results see for example [17, Ch 4, Th 5.1]). Here we state weaker results that are sufficient for our analysis. These results are presented in [24, Proposition 2.1, Proposition 2.2] and [23]. First, let us state the assumptions about the velocity field.

Assumption 3.2. The velocity field satisfies the following regularity assumption

$$v(\omega) \in C([0, \tau], W^{k,\infty}(B, \mathbb{R}^d)) \quad \text{for a.e. } \omega \text{ and } k \geq 1.$$ (3.3)

Assumption 3.3. For the unit outward normal field $n_B \in \mathbb{R}^d$ to $B$ we assume

$$v(\omega, t) \cdot n_B = 0 \quad \text{on } \partial B, \quad \text{for a.e. } \omega.$$ (3.4)

The assumption (3.4) ensures that the transformation $T_t$ is one-to-one homeomorphism which maps $B$ to $B$ (cf. [21] pp. 87—88). In particular, it maps the interior points onto interior points and the boundary points onto boundary points. Thus, for every $t \in [0, \tau]$ we can consider the transformation $T_v(t)^{-1} \equiv T_t^{-1} : B \to \mathbb{R}^n.$ Note that $T_t^{-1}$ is the flow at $s = t$ of the velocity field $\tilde{v}_t(s) := -v(t - s).$ In the log-normal setting, we assume that the velocity field $v$ is defined on the whole $\mathbb{R}^d,$ this could be assumed also in the uniformly bounded setting. In this case the assumption (3.4) is not needed and the analogue regularity results hold for the flow, see [17, Theorem 4.1].

Remark 3.4. Instead of (3.4), one can make a more general assumption that $\pm v(\omega, t, x)$ belongs to a so-called s Bouligand’s contingent cone. For more details see [17, Ch. 5].

The following lemma [24, Proposition 2.1, 2.2] states the regularity results about the flow and will be used in a path-wise sense.

Lemma 3.1. Let Assumption 3.2 hold. Then there exists a unique associated flow $T_v$ that is a solution of

$$\frac{d}{dt} T(t, \cdot) = v(t, T(t, \cdot)), \quad T(0) = I_d.$$ (3.5)

such that

$$T_v \in C^1([0, \tau], W^{k-1,\infty}(B, \mathbb{R}^d)) \cap C([0, \tau], W^{k,\infty}(B, \mathbb{R}^d)).$$

Moreover,

$$T_v^{-1} \in C([0, \tau], W^{k,\infty}(B, \mathbb{R}^d)).$$

For our analysis we need more regularity of the inverse transformation $T_t^{-1},$ i.e. the same as for $T_t.$ Utilizing the implicit function theorem, better regularity result for $T_t^{-1}$ can be obtained on some subinterval $[0, \tau']$, see [23, Proposition 2.2].

Lemma 3.2. There exists $\tau' \in (0, \tau]$ such that $T_v^{-1} \in C^1([0, \tau'], W^{k-1,\infty}(B, \mathbb{R}^d)).$
Observe that in our setting we consider Lemma 3.2 path-wise. Thus, for every \( \omega \) there exists \( \tau'(\omega) \in (0, \tau] \). For this reason we need to make an additional assumption to avoid that \( \tau'(\omega) \) converges to zero. From now on, without loss of generality, we assume the existence of a deterministic constant \( \tau_0 \) such that

\[
0 < \tau_0 \leq \tau'(\omega) \leq \tau \quad \forall \omega
\]

and consider our problem on the time interval \([0, \tau_0]\). By abuse of notation, we continue to write \( \tau \) for \( \tau_0 \). Hence, we have that

\[
T_v, T_v^{-1} \in C^1([0, \tau], W^{k-1, \infty}(B, \mathbb{R}^d)) \cap C([0, \tau], W^{k, \infty}(B, \mathbb{R}^d)). \quad (3.6)
\]

Assuming that \( B \) has enough regular shape, such as bounded, open, path-connected and locally Lipschitz subset of \( \mathbb{R}^d \), from [17, Ch 2, Th 2.6], we infer

\[
W^{k+1, \infty}(B, \mathbb{R}^d) = C^{k,1}(\overline{B}, \mathbb{R}^d) \quad \text{and} \quad C^{k,1}(\overline{B}, \mathbb{R}^d) \hookrightarrow C^k(B, \mathbb{R}^d).
\]

In particular, in for our setting it is sufficient to assume that \( k = 2 \) and consider the following regularity assumption:

**Assumption 3.5.** The velocity field satisfies the following regularity assumptions

\[
v(\omega) \in C([0, \tau], C^2(\overline{B}, \mathbb{R}^d)) \quad \text{for a.e. } \omega. \quad (3.7)
\]

**Assumption 3.6.**

\[
v(\omega, t) \cdot n_B = 0 \quad \text{on } \partial B \quad \text{for a.e. } \omega. \quad (3.8)
\]

Then, according to (3.6) we obtain the following regularity of the associated flow and its inverse

\[
T(\omega), T^{-1}(\omega) \in C^1([0, \tau], C(\overline{B}, \mathbb{R}^d)) \cap C([0, \tau], C^2(\overline{B}, \mathbb{R}^d)). \quad (3.9)
\]

**Remark 3.7.** In the literature, a standard assumption for non-cylindrical problems is a monotone or regular (Lipschitz) variation of the domain \( D_t \). The weaker assumptions on time-regularity of the boundary are considered in [3]. Namely, the authors assume only the Hölder regularity for the variation of the domains. The motivating example for this kind of assumption is a stochastic evolution problem in the whole space \( \mathbb{R}^d \).

Moreover, note that if \( D_0 \) is a Lipschitz domain and the transformation \( T \) is bijective and bi-Lipschitz, then the transformed domain \( D_t \) is not necessarily Lipschitz, see Zerner’s example. However, bijective bi-Lipschitz transformations that are also \( C^1 \)-diffeomorphisms of the space do preserve the class of bounded Lipschitz domains [29, Thm. 4.1].

In view of Assumption 3.5, spatial domains \( D_t(\omega) \) in \( \mathbb{R}^d \) are obtained from a base domain \( D_0 \) by a \( C^2 \)-diffeomorphism, which is continuously differentiable in the time variable. The \( C^1 \) dependence in time indicates that we do not have an overly rough evolution in time, and \( C^2 \) regularity in space means that topological properties are preserved along time.

As a consequence of (3.9), the following path-wise bound holds

\[
\|T(\omega)\|_{C([0,\tau], C^2(\overline{B}, \mathbb{R}^d))}, \|T^{-1}(\omega)\|_{C([0,\tau], C^2(\overline{B}, \mathbb{R}^d))} \leq C_T(\omega) \quad \text{for a.e. } \omega.
\]
Let $DT_t(\omega)$ and $DT_t^{-1}(\omega)$ denote the Jacobian matrices of $T_t(\omega)$ and $T_t^{-1}(\omega)$, respectively. From (3.9), we infer

$$DT(\omega), DT^{-1}(\omega) \in C^1([0, \tau], C^1(\overline{B}, \mathbb{R}^d)) \quad \text{and} \quad \frac{d}{dt} T(\omega) \in C([0, \tau], C(\overline{B}, \mathbb{R}^d)) \quad \text{for a.e. } \omega.$$  

(3.10)

As a consequence we have

$$\|DT(\omega)\|_{C([0,\tau],C^1(\overline{B},\mathbb{R}^d))}, \|DT^{-1}(\omega)\|_{C([0,\tau],C^1(\overline{B},\mathbb{R}^d))} \leq CD(\omega)$$

(3.11)

and

$$\frac{d}{dt} T(\omega)\|_{C([0,\tau],C(\overline{B},\mathbb{R}^d))} \leq CT(\omega) \quad \text{for a.e. } \omega.$$  

(3.12)

Since for the operator norm $\| \cdot \|$ of any square matrix $M$, it holds $\|MM^T\| = \|M^T M\| = \|M\|^2$, then from (3.11) we conclude

$$\max_{t,x} \|DT_t(\omega, x)DT_t^{-\top}(\omega, x)\| = \max_{x,t} \|DT_t^{-\top}(\omega, x)DT_t(\omega, x)\| \leq CD^2(\omega) \quad \text{for a.e. } \omega,$$  

(3.13)

and the analogue holds for the inverse Jacobian matrix. Moreover, let $J_t(\omega) := \det(DT_t(\omega))$ and $J_t^{-1}(\omega) := \det(DT_t^{-1}(\omega))$. Since $J_t(\omega)$ does not vanish, $J_0(\omega) = 1$, and because it is continuous, it follows that $J_t(\omega) > 0$, a.e. and the same holds for its inverse. From (3.11) we conclude

$$J_t(\omega), J_t^{-1}(\omega) \in C^1([0, \tau], C^1(\overline{B}, \mathbb{R})) \quad \text{for a.e. } \omega.$$  

(3.14)

The previous result implies that the gradient of the inverse Jacobian is bounded path-wise

$$\|\nabla_x J_t^{-1}(\omega, x)\|_{\mathbb{R}^d} \leq CF(\omega).$$  

(3.15)

**Remark 3.8.** Since $(M^\top)^{-1} = (M^{-1})^\top$, $M \in \mathbb{R}^{d \times d}$, inverse and transpose operations commute, we will just write $M^\top$ for transpose and $M^{-\top}$ for its inverse.

Furthermore, let $\sigma_i(\omega) = \sigma_i(DT_t(\omega, x)), i = 1, \ldots, d$ denote the singular values of the Jacobian matrix, i.e. the square root of eigenvalues of the matrix $DT_t DT_t^\top$ or equivalently, the matrix $DT_t^\top DT_t$. If we consider a matrix which has continuous functions as entries, it follows that its eigenvalues are also continuous functions (see [45]). This argument is based on the fact that the eigenvalues are roots of the characteristic polynomial and roots of any polynomial are continuous functions of its coefficients. As the coefficients of the characteristic polynomial depend continuously on the entries of the matrix and singular values are the square roots of eigenvalues of $DT_t DT_t^\top$, it follows

$$\sigma_i(\omega) \in C([0, \tau], C(\overline{B}, \mathbb{R})).$$

(3.16)

Thus, for every $i$, $\sigma_i(\omega)$ achieves the minimum and maximum on $[0, \tau] \times \overline{B}$ and from (3.11) it follows

$$0 < \sigma(\omega) \leq \min_{t,x} \{\sigma_i(\omega, t, x)\} \leq \max_{t,x} \{\sigma_i(\omega, t, x)\} \leq \bar{\sigma}(\omega) < \infty$$  

(3.16)

for $\bar{\sigma}(\omega) := CD(\omega), \sigma(\omega) := C^{-1}_D(\omega)$, for every $i = 1, \ldots, d$ and a.e. $\omega$. Since $J(\omega) = \prod_{i=1}^{n} \sigma_i(\omega)$, the bound (3.16) implies

$$0 < \sigma^n(\omega) \leq J_t(\omega, x) \leq \bar{\sigma^n}(\omega) < \infty \quad \text{for every } x \in \overline{B}, t \in [0, \tau] \text{ and for a.e. } \omega.$$  

(3.17)
The analogue reciprocal bounds hold for the \(J_i^{-1}\).

Note that all previous bounds are in a path-wise sense and are a direct consequence of a regularity result \([3.9]\). In the uniformly bounded case, we will in addition assume that these bounds \(C_i(\omega)\) can be uniformly bounded in \(\omega\). However, for the general setting we only need to assume that these constants are random variables with finite moments of desired order.

**Assumption 3.9.** Assume that \(C_T, C_D, C_t, C_J\) belong to \(L^p(\Omega)\) for every \(p \in [1, \infty)\).

### 3.1 Unbounded transformation

In this section we construct an example for which the Assumption 3.9 is satisfied, but the constants are not uniformly bounded in \(\omega\). This example is closely related to the exponential random field, which appears in log-normal growth models. However, since we need time and space regularity of the transformation stated in the previous subsection, we have to consider its regularization so that we can study the time derivative of the transformation \(T\). Let \(B_t\) be a standard \(d\)-dimensional Brownian motion and define its regularization by

\[
B_t^\epsilon := \int_0^t \rho_\epsilon(t-u)B_u \, du
\]

where \(\rho_\epsilon\) is a standard mollifier function and \(C_\epsilon := \|\rho\|_{C^1([0,\tau], \mathbb{R}^d)}\), thus \(B_t^\epsilon\) belongs to \(C^1([0,\tau], \mathbb{R}^d)\).

Now we define the transformation

\[
T_t(\omega, x) := xe^{B_t^\epsilon(\omega)} \quad x \in \mathbb{S}^1 \equiv D_0
\]

and the velocity transformation is given by \(v_t(\omega, x) = xe^{B_t^\epsilon(\omega)} \dot{B}_t(\omega)\). Hence, by definition the regularity assumptions concerning the space and time are full-filled, and thus path-wise bounds hold. We want to prove that these bounds belong to \(L^p(\Omega)\), for \(p \in [1, \infty)\), and that uniform bounds don’t hold.

**Lemma 3.3.** Let \(T\) be defined by \(3.18\), then the following holds

i) \(\max_{t \in [0,\tau], x \in D_0} \|T(\omega, t, x)\| \leq C_1(\omega)\) and \(\max_{t \in [0,\tau], x \in D_0} \|DT(\omega, t, x)\| \leq C_2(\omega)\) for a.e. \(\omega\).

ii) \(\max_{t \in [0,\tau], x \in \mathbb{S}^1} \|d/dt T(\omega, t, x)\| \leq C_3(\omega)\) for a.e. \(\omega\).

Moreover, it holds \(C_i \in L^p(\Omega), i = 1, 2, 3\) for every \(p \geq 1\) and for \(i = 1, 2\), constants \(C_i\) are not in \(L^\infty(\Omega)\).

**Proof.** As already commented, the existence of the constants follows directly from the regularity of the fields, i.e. their continuity on compact sets \([0, \tau]\) and \(\mathbb{S}^1\). The main part is to prove the regularity of constants. We choose norm on \(D_0\) s.t. \(\max_{x \in D_0} \|T_t(\omega, x)\| = e^{B_t^\epsilon(\omega)}\) and we bound its \(p\)-moments. Utilizing the Minkowski integral inequality we arrive at

\[
C_T(\omega) := \mathbb{E}[\max_{t \in [0,\tau]} e^{B_t^\epsilon}] = \mathbb{E}[\max_{t \in [0,\tau]} \sum_{n \geq 0} \frac{1}{n!}(pB_t^\epsilon)^n]
\]

\[
\leq \sum_{n \geq 0} \frac{p^n C^n}{n!} \mathbb{E}[\int_0^\tau |B_u|^{1/n} \, du] \leq \sum_{n \geq 0} \frac{p^n C^n}{n!} \left(\int_0^\tau (\mathbb{E}[|B_u|^n])^{1/n} \, ds\right)^n. \quad (3.19)
\]
In order to bound the last term in (3.19) we exploit the formula for raw absolute moments of a random variable and Stirling’s formula, which yields to

\[
\mathbb{E}[\max_{t \in [0, T]} e^{\hat{B}_t}] \leq \sum_{n \geq 0} \frac{p^n C_n}{n!} \frac{1}{2^{3n}} C(n - 1)^{n/2} e^{(1-n)/2} 2^{2n} = \frac{c}{\sqrt{\epsilon}} \sum_{n \geq 0} C_p, \epsilon \left(\frac{n - 1}{n!}\right)^{n/2}
\]

(3.20)

where \( C_p, \epsilon \) := \frac{p^2}{\sqrt{2\pi}} \epsilon. \) Ration test implies the absolute convergence of the last series, and thus we showed that \( C_T \) is bounded by a convergent series, it is also measurable as a maximum of a measurable function, and hence \( C_T \in L^p(\Omega) \), for any \( p \geq 1 \).

For a lower bound, we use the formula for the expectation of exponential of a Gaussian random variable \( pB_t \)

\[
\mathbb{E}[\max_{t \in [0, T], x \in D_0} \|T_t(\omega, x)\|] \geq \mathbb{E} e^{pB_t} = e^{\frac{p^2}{2}}.
\]

Hence,

\[
0 < \sqrt{e^{\frac{p^2}{2}}} \leq \max_{t \in [0, T], x \in D_0} \|T_t(x)\|_{L^p(\Omega)} \leq C_T < \infty,
\]

i.e. \( C_1 \in L^p(\Omega) \), for any \( p \in [1, \infty) \), but as \( p \) tends to infinity, the left hand side also tends to infinity, thus \( C_1 \) does not belong to \( L^\infty \), which completes the proof of i). Since \( DT(\omega, t, x) = e^{B_t(\omega)} \) \( \text{Id} \), the second statement ii) follows in the same way as the previous one.

The first step in proving iii) is to apply the Cauchy-Schwartz inequality which implies

\[
\mathbb{E} \left( \max_{t \in [0, T], x \in D_0} \frac{d}{dt} \|T(t, x)\| \right)^p \leq \sqrt{\mathbb{E} (\max_{t \in [0, T]} e^{2pB_t})} \sqrt{\mathbb{E} (\max_{t \in [0, T]} \|\hat{B}_t\|^{2p})}.
\]

(3.21)

For the first square root in (3.21) we use the same bound from i). For the second square root, we utilize again the bounds for the raw bounds of the moments of a random variable. Since

\[
\hat{B}_t = B_t \rho(0) + \int_0^t \rho'(t - u) B_u du,
\]

the binomial formula implies

\[
\mathbb{E} (\max_{t \in [0, T]} |\hat{B}_t|^{2p}) \leq 2^{p-1} C_p \left( \mathbb{E}[\max_{t \in [0, T]} |B_t|^{2p}] + \mathbb{E}[\int_0^T |B_u|^{2p} du] \right),
\]

for simplicity of computations, we prove first for the even \( p \), i.e. we use \( 2p \), and the analogue holds for \( 2p + 1 \). To bound the first term in the last sum, we exploit the Doob’s inequality and arrive at

\[
\mathbb{E}[\max_t |B_t|^{2p}] \leq \left( \frac{2p}{2p - 1} \right)^{2p} 2^{2p} \tau^{2p} \Gamma \left( \frac{2p + 1}{2} \right) \frac{1}{\sqrt{\pi}} =: C(p) \in L^p(\Omega)
\]

for fixed \( p \in [1, \infty) \). For the second term in the sum it holds

\[
\mathbb{E}[\int_0^T |B_u|^{2p} du] = \int_0^T e^{2p^2 a^2} du \leq \frac{T}{2p^2} e^{\frac{p^2}{2}}.
\]

Hence, we proved

\[
\| \max_{t \in [0, T]} \|\hat{B}_t\|_{L^{2p}(\Omega)} \leq C(p)^{1/2p} \left( 2^{p-1} 2^{2p} \tau^{2p} \Gamma \left( \frac{2p + 1}{2} \right) \frac{1}{\sqrt{\pi}} \right)^{1/2p} (C(p) + \frac{T}{2p^2} e^{\frac{p^2}{2}})^{1/2p} < \infty
\]
for fixed $p$. All together we have

\[ 0 \leq \max_{t \in [0,\tau], x \in \mathbb{S}^1} \left\| \frac{d}{dt} T(t, x, \omega) \right\| \leq C_3(\omega) < \infty \quad \forall p < \infty \]

where $C_3 \in L^p(\Omega)$. Note however, that we do not have the below bound away from zero and we do not prove that we do not have uniform bound for the $C_3$. Since we do not need these results for our example, and they are not straightforward, we will not address this question in this work.

Since $J_t = e^{B_t \cdot \text{Id}}$, it follows that $\nabla_x J^{-1}_t = 0$, thus $C_J = 0$. From Lemma 3.3, it follows that we have constructed the transformation $T_t$ that does satisfy the required regularity assumptions and all the bounds are random variables, however, this random field is not uniformly bounded in $\omega$ and thus does not fit into the setting of Subsection 4.1 and is considered separately in the Subsection 4.2.

### 4 Heat equation on a random cylindrical domain

As a standard example of a linear parabolic PDE, we consider the following initial boundary value problem for the heat equation in the non-cylindrical domain $Q(\omega)$

\[
\begin{align*}
    u' - \Delta u &= f \quad \text{in } Q(\omega) \\
    u &= 0 \quad \text{on } \bigcup_{t \in (0, \tau)} \partial D_t(\omega) \times \{t\} \\
    u(\omega, x, 0) &= u_0(x, \omega) \quad x \in D_0.
\end{align*}
\]

(4.1)

We assume that the initial domain $D_0$ is deterministic and $u'$ is a weak time derivative.

**Remark 4.1.** The general form of the point-wise conservation law on an evolving flat domain $D_t$, derived in [25], is given by

\[ \partial^* u + u \nabla \cdot v + \nabla \cdot q = 0 \]

where $v$ is the velocity of the evolution, $q$ is the flux and $\partial^*$ is the material derivative. Taking in particular $q = -\nabla u - v u$, we obtain the form (4.1). Thus, although the material derivative does not explicitly appear in the formulation of the equation, as we have already commented, the material derivative is a natural notion for the derivative of a function defined on a moving domain. Thus, for the solution $u$, we will ask that its material derivative is in the appropriate space and we will use the solution space introduced in Section 2.3.

As already announced, in order to treat the path-wise formulation on a random tube, we define

\[
V(\omega, t) := H^1_0(D_t(\omega)) \quad H(\omega, t) := L^2(D_t(\omega)), \quad \forall \omega \in \Omega, \forall t \in (0, \tau).
\]

(4.2)

Given random velocity field $v$ induces a random flow $T_t$ and for every $\omega \in \Omega$ and by (2.5) we define the path-wise pullback operator $\phi_{-t}(\omega) : L^2(D_t(\omega)) \to L^2(D_0)$.

By Lemma 2.2, the spaces $L^2_{V(\omega)}$, $L^2_{V^*(\omega)}$ and $L^2_{H(\omega)}$ are well-defined for every $\omega$. Moreover, identifying $L^2_{V^*(\omega)}$ and $(L^2_{V(\omega)})^*$ and exploiting the density of the space $L^2(0, \tau; V(\omega))$ in $L^2(0, \tau; H(\omega))$, Lemma 2.1, we obtain the following result.

**Lemma 4.1.**

\[
L^2_{H^1_0(D_t(\omega))} \hookrightarrow L^2_{L^2(D_t(\omega))} \hookrightarrow L^2_{H^{-1}(D_t(\omega))}
\]

is a Gelfand triple, for every $\omega \in \Omega$. 

Assuming enough regularity for the initial data \( f \) and \( u_0 \), we specify the weak path-wise formulation of the boundary value problem (4.1). The path-wise solution space is a special case of the space \([2,11]\) and is defined by

\[
W(H^1_0(D_t(\omega)), L^2(D_t(\omega))) := \{ u \in L^2_{H^1_0(D_t(\omega))} \mid \partial^* u \in L^2(\partial D_t(\omega)) \} \quad \forall \omega \in \Omega. 
\]  
(4.3)

Note that it is possible to consider less regular settings, as we will do in the final result, and then consider the solution space \( W(V(\omega, t), V^*(\omega, t)) \).

**Problem 4.1** (Weak path-wise form of the heat equation on \( D_t(\omega) \)).

For any \( \omega \), find \( u(\omega) \in W(H^1_0(D_t(\omega)), L^2(D_t(\omega))) \) that point-wise a.e. satisfies the initial condition \( u(0) = u_0 \in L^2(\Omega, H^1(\Omega)) \) and

\[
\int_{D_t(\omega)} (u'(\omega, t)\varphi + \langle \nabla u(\omega, t), \nabla \varphi \rangle_{\mathbb{R}^n}) = \int_{D_t(\omega)} f(\omega, t)\varphi
\]

for every \( \varphi \in H^1_0(D_t(\omega)) \) and a.e. \( t \in [0, \tau] \).

Since (4.1) is posed on a random domain, we would like to show that the solution \( u \) is also a random variable and that it has finite moments. However, since the domain is random, we have \( u(\omega, t) \in D_t(\omega) \). Thus defining the expectation of \( u \) or of the random domain is not straightforward. The notion of a stochastic process with a random domain has already been analyzed (see [22] and references therein). The authors begin by defining what is meant by a random open convex set in a probabilistic setting and then continue by explaining what a stochastic process with a random domain is. Moreover, in [14], the authors give a possible interpretation of the notions of noise and a random solution on time-varying domains. We believe that these ideas could be generalized to our setting, but they will not be analyzed in this work. Instead, motivated by the domain mapping method, we consider the pull-back of the problem (4.1) on the fixed domain \( D_0 \) and study the solution \( \hat{u} \) of the reformulated problem. We first derive the path-wise formulation for the function \( \hat{u} \) that is equivalent to Problem 4.1. For the function \( \hat{u} \) it makes sense to ask \( \hat{u} \in W(H^1_0(D_0), L^2(D_0)) \) and it is clear what its expectation or other quantity of interest, are. Thus, exploiting the domain mapping method, we translate the PDE on the random non-cylindrical domain into a PDE with random coefficients on the fixed cylindrical domain \( \hat{Q} := D_0 \times [0, \tau] \).

Let \( \hat{u}(\omega) : [0, \tau] \times D_0 \to \mathbb{R} \) be defined by the plain pull-back transformation

\[
\hat{u}(\omega, t, y) := u(\omega, t, T_t(\omega, y)) \quad \text{for every } y \in D_0, t \in [0, \tau].
\]  
(4.5)

**Lemma 4.2** (Formulae for transformed \( \nabla \) and \( \partial_t \)). Let \( f(\omega) \in L^2_{V(\omega, t)} \) and \( \hat{f}(\omega) : \hat{Q} \to \mathbb{R} \), \( \hat{f}(\omega, t, X) := f(\omega, t, T_t(\omega, X)) \), for every \( \omega \in \Omega \). Then

\[
\nabla_x f(\omega, t, T_t(\omega, y)) = DT^{-\top}_t(\omega, y) \nabla_y \hat{f}(\omega, t, y) \quad y \in D_0
\]

\[
f'(\omega, t, T_t(\omega, y)) = \hat{f}'(\omega, t, y) - V(\omega, t, T_t(\omega, y)) (DT^{-\top}_t(\omega, t, y) \nabla_y \hat{f}(\omega, t, y)) \quad y \in D_0.
\]  
(4.6)

**Proof.** We do the proof in a path-wise regime. The identity (4.6) follows directly from the chain rule (see [4, Proposition IX.6]) and definition (4.5). Utilizing once more the chain rule for the derivative w.r.t. time, the relation (4.6), and (4.5), we get

\[
\hat{f}'(t, y) = f'(t, T_t(y)) + DT^{-\top}_t(t, y) \nabla_y \hat{f}(\omega, t, y)) \frac{\partial T}{\partial t}(t, y)
\]

\[
= f'(t, T_t(y)) + (DT^{-\top}_t(\omega, t, y) \nabla_y \hat{f}(\omega, t, y)) \cdot V(t, T_t(y))
\]

which implies the relation (4.7). 

\( \square \)
**Problem 4.2** (Weak path-wise form of the heat equation on \(D_0\)). For every \(\omega\), find \(\hat{u}(\omega) \in W(H^1_0(D_0), L^2(D_0))\) that point-wise a.e. satisfies the initial condition \(u(0) = u_0, u_0 \in L^2(\Omega, H^1(D_0))\) and

\[
\int_{D_0} \left( \hat{u}'(t, y) - \left\langle DT_t^{-\top}(t, y) \nabla \hat{u}(t, y), V(t, T_t(y)) \right\rangle_{\mathbb{R}^d} \right) J_t(y) \hat{\varphi}(y) + \left\langle A(t, y) \nabla \hat{u}(t, y), \nabla \hat{\varphi}(y) \right\rangle_{\mathbb{R}^d} dy = \int_{D_0} \hat{f}(t, y) \hat{\varphi}(y) J_t(y) dy \quad (4.8)
\]

for every \(\hat{\varphi} \in H^1_0(D_0)\) and a.e. \(t \in [0, \tau]\), where

\[
A(\omega, t, y) = J_t(\omega) DT_t^{-1}(\omega, y) DT_t^{\top}(\omega, y)^{-1} \quad y \in D_0.
\quad (4.9)
\]

**Lemma 4.3** (Path-wise formulations on \(Q_T(\omega)\) and \(\hat{Q}_T\)). Letting \(f \in L^2_{L^2(\Omega, L^2(D_t(\omega)))}\), the following are equivalent:

i) \(u(\omega)\) is a path-wise weak solution to Problem 4.1

ii) \(\hat{u}(\omega)\) is a path-wise weak solution to Problem 4.2

**Proof.** Let us assume that i) holds. From the substitution rule \(x = T_t(y)\) and Lemma 4.2 we obtain

\[
\int_{D_0} u'(t, T_t(y)) \varphi(t, T_t(y)) J_t(y) dy + \int_{D_0} \nabla u(t, T_t(y)) \cdot \nabla \varphi(t, T_t(y)) J_t(y) dy = \int_{D_0} \left( \hat{u}'(t, y) - DT_t^{-\top}(t, y) \nabla \hat{u}(t, y) \cdot V(t, T_t(y)) \right) \hat{\varphi}(t, y) J_t(y) dy + \int_{D_0} \left\langle DT_t^{-\top}(y) \nabla \hat{u}(t, y), DT_t^{-\top}(y) \nabla \hat{\varphi}(y) \right\rangle_{\mathbb{R}^d} J_t(y) dy
\]

\[
\int_{D_0} \left\langle DT_t^{-\top}(y) \nabla \hat{u}(t, y), DT_t^{-\top}(y) \nabla \hat{\varphi}(y) \right\rangle_{\mathbb{R}^d} J_t(y) dy = \int_{D_0} \langle A(t, y) \nabla \hat{u}(t, y), \nabla \hat{\varphi}(y) \rangle_{\mathbb{R}^d} dy,
\]

where the matrix \(A\) is defined by (4.9), it follows that that \(\hat{u}\) is a path-wise weak solution of Problem 4.2. The proof of implication ii) \(\Rightarrow\) i) is similar.

Note that according to Lemma 2.1, it holds

\[
u(\omega) \in L^2_{H^1_0(D_t(\omega))} \Leftrightarrow \hat{u}(\omega) \in L^2(0, \tau; H^1_0(D_0)) \quad \text{for a.e. } \omega.
\]

For the mean-weak formulation on the fixed domain we consider

\[
\mathcal{V} := L^2(\Omega, H^1_0(D_0)) \quad \mathcal{H} := L^2(\Omega, L^2(D_0)).
\quad (4.10)
\]

Utilizing the tensor structure (2.1) of such defined \(\mathcal{V}\) and \(\mathcal{H}\), and the density argument, we obtain that \(\mathcal{V} \hookrightarrow \mathcal{H} \cong \mathcal{H}^* \\n\hookleftarrow \mathcal{V}^*\) is a Gelfand triple.

**Remark 4.2.** The spaces \(H^1_0(D_0)\) and \(H^1_0(D_t(\omega))\) are isomorphic due to the isomorphism \(\eta \mapsto \eta \circ T_t(\omega)^{-1}\). This implies that the space of test functions in the weak formulation is independent of \(\omega\). For more details see [26, Lemma 2.2].
4.1 Uniformly bounded transformation - well-posedness of the transformed equation

In this subsection we make additional assumptions concerning uniformity in $\omega$ for the bounds $C_{j}(\omega)$ of the transformation $T$ and its derivatives. We use the same notation for uniform constants as we did for the random variables in Section 3. To ensure the uniform bound and the coercivity of the bilinear form that will be considered, we suppose to have the uniform bound of the norm.

**Assumption 4.3.** We assume that there exists a constant $C_{T} > 0$ such that

$$
\|T(\omega)\|_{C([0,\tau],C^{2}(\mathcal{B},\mathbb{R}^{d}))}, \|T^{-1}(\omega)\|_{C([0,\tau],C^{2}(\mathcal{B},\mathbb{R}^{d}))} \leq C_{T} \quad \text{for a.e. } \omega.
$$

In addition, we assume a uniform bound for the Jacobian matrices, time derivative and gradient of the inverse Jacobian. The regularity result (3.14) implies they are bounded, but not that these bounds are uniform in $\omega$.

**Assumption 4.4.** There exist constants $C_{D}, C_{t}, C_{J} > 0$ s.t.

$$
\|DT(\omega)\|_{C([0,\tau],C^{1}(\mathcal{B},\mathbb{R}^{d}))}, \|DT^{-1}(\omega)\|_{C([0,\tau],C^{1}(\mathcal{B},\mathbb{R}^{d}))} \leq C_{D} \tag{4.11}
$$

$$
\left\|\frac{d}{dt}T(\omega)\right\|_{C([0,\tau],C(\mathcal{B},\mathbb{R}^{d}))} \leq C_{t} \tag{4.12}
$$

$$
\|\nabla_{x}J_{t}^{-1}(\omega,x)\|_{\mathbb{R}^{d}} \leq C_{J}. \quad \text{for a.e. } \omega. \tag{4.13}
$$

The independence on $\omega$ of minimal and maximal values of $\sigma_{i}(\omega)$, for any $i$ follows from (3.11). To see this, recall that the Rayleigh quotient and the definition of the singular value imply

$$
\sigma_{i}(\omega, x, t) \leq \max_{\|y\|_{\mathbb{R}^{d}} = 1} \|DT_{i}(\omega, x)y\|_{\mathbb{R}^{d}}.
$$

Thus, for $\overline{\sigma} := C_{D}, \underline{\sigma} := C_{D}^{-1}$, every $i = 1, \ldots, d$ and a.e. $\omega$ we have

$$
0 < \underline{\sigma} \leq \min_{x, t} \{\sigma_{i}(\omega, t, x)\} \leq \max_{x, t} \{\sigma_{i}(\omega, t, x)\} \leq C_{T} < \infty. \tag{4.14}
$$

Since $J(\omega) = \prod_{i=1}^{n} \sigma_{i}(\omega)$, the bound (3.16) implies the uniform bound for the determinant of the Jacobian, i.e. for a.e. $\omega$ it holds

$$
0 < \underline{\sigma}^{n} \leq J_{t}(\omega, x) \leq \overline{\sigma}^{n} < \infty \quad \text{for every } x \in \mathcal{B}, t \in [0, \tau]. \tag{4.15}
$$

The analogue reciprocal bounds hold for the $J_{t}^{-1}$.

After stating all the assumptions, we want to write (4.8) in a standard form, which is more convenient to apply the general theory of well-posedness for parabolic PDEs presented in [43], i.e. we remove the weight $J_{t}^{-1}$ in front of the time derivative $u'$. This form we can achieve by testing the equation (4.8) with functions $\bar{\phi}(t, y) = J_{t}^{-1}(y)\tilde{\varphi}(t, y)$. The spatial regularity of $J_{t}$ stated in (3.14) implies

$$
\forall \tilde{\varphi} \in H^{1}_{0}(D_{0}) \Leftrightarrow \forall \bar{\phi} \in H^{1}_{0}(D_{0}).
$$

In this way we obtain the equivalent form of (4.8) given by

$$
\int_{D_{0}} \left(\hat{u}'(t, y) - \langle DT_{t}^{-1}(t, y)\nabla \hat{u}(t, y), V(t, T_{t}(y))\rangle_{\mathbb{R}^{d}}\right)\bar{\phi}(y)
$$

$$
+ \langle A(t, y)\nabla \hat{u}(t, y), \nabla (J_{t}^{-1}(y)\bar{\phi}(y))\rangle_{\mathbb{R}^{d}} dy = \int_{D_{0}} \hat{f}(t, y)\bar{\phi}(y) dy, \tag{4.16}
$$
for all \( \tilde{\varphi} \in H^1_0(D_0). \) Utilizing the product rule for the gradient and symmetry of the matrix \( A, \) we arrive at the equivalent weak path-wise form of the heat equation:

**Problem 4.3 (Weak path-wise form of the heat equation on \( D_0).** For every \( \omega, \) find \( \hat{u}(\omega) \in W(H^1_0(D_0), L^2(D_0)) \) that point-wise a.e. satisfies the initial condition \( u(0) = u_0, u_0 \in L^2(\Omega, H^1_0(D_0)) \) and

\[
\int_{D_0} \left( \hat{u}'(t, y) + \langle A(t, y) \nabla J^{-1}_t(y) - DT_t^{-1}(y)V(t, T_t(y)), \nabla \hat{u}(t, y) \rangle_{\mathbb{R}^d} \right) \tilde{\varphi}(y) \, dy
\]

\[
+ \langle DT_t^{-1}(y)DT_t^{-\top}(y)\nabla \hat{\varphi}(t, y), \nabla \hat{u}(t, y) \rangle_{\mathbb{R}^d} \, dy = \int_{D_0} \hat{f}(t, y)\tilde{\varphi}(y) \, dy \quad (4.17)
\]

for every \( \hat{\varphi} \in H^1_0(D_0) \) and a.e. \( t \in [0, \tau]. \)

Observe that the partial integration and the fact that a test function vanishes on the boundary \( \partial D_0 \) imply

\[
\int_{D_0} \langle DT_t^{-1}(y)DT_t^{-\top}(y)\nabla \hat{u}(t, y), \nabla \hat{\varphi}(t, y) \rangle_{\mathbb{R}^d} \, dy =
\]

\[
- \int_{D_0} \text{div}(DT_t^{-1}(y)DT_t^{-\top}(y)\nabla \hat{u}(t, y))\hat{\varphi}(t, y) \, dy.
\]

Let us comment on the boundary condition and initial condition. Since \( T_0 \) is the identity and \( D_0 \) is the deterministic initial domain, the initial condition stays the same:

\[
u(\omega, x, 0) = u_0(\omega, x) \Leftrightarrow \hat{u}(\omega, x, 0) = u_0(\omega, x), \quad \forall x \in D_0,
\]

for a.e. \( \omega \in \Omega. \) Moreover, as the boundary of \( \partial D_t(\omega) \) is mapped to \( \partial D_0, \) the reformulated boundary condition stays the same:

\[
u(\omega, t, x) = 0 \quad \forall (x, t) \in \cup_{t \in (0, \tau)} \partial D_t(\omega) \times \{t\} \Leftrightarrow
\]

\[
\hat{u}(\omega, t, y) = 0 \quad \forall (y, t) \in \partial D_0 \times (0, \tau)
\]

for a.e. \( \omega \in \Omega. \) Hence, in the distribution sense, we are led to consider for a.e. \( \omega \)

\[
\hat{u}' - \text{div}(J^{-1}_t A \nabla \hat{u}) + \langle \nabla \hat{u}, A \nabla J^{-1}_t - DT_t^{-1}V \circ T_t \rangle_{\mathbb{R}^d} = \hat{f} \quad \text{in } (0, \tau) \times D_0
\]

\[
\hat{u}(\omega, x, t) = 0 \quad \text{on } \partial D_0 \times (0, \tau)
\]

\[
\hat{u}(\omega, x, 0) = u_0(\omega, x) \quad \text{on } D_0.
\]

Our goal is to show that \( \hat{u} \) is a random variable and that it has finite moments, under suitable assumptions on the initial data. Thus, we formulate a mean-weak formulation for \( \hat{u}. \) Furthermore, we prove a more general result, when we have less regularity in the initial data. The regularity results can be obtained from the general theory on parabolic PDEs. In particular, assuming more regularity on \( \hat{f} \) and \( u_0, \) we obtain better regularity of the time derivative of \( \hat{u}. \)

Observe that since \( L^2(\Omega) \) is separable, utilizing tensor product isomorphisms (2.1), we conclude

\[
L^2(\Omega) \otimes L^2(0, \tau; H) \cong L^2(\Omega, L^2(0, \tau; H)) \cong L^2(\Omega \times (0, \tau); H)
\]

\[
\cong L^2(0, \tau; L^2(\Omega; H)) \cong L^2(0, \tau) \otimes L^2(\Omega, H)
\]
for any Hilbert space $H$. Thus, it holds

$$L^2(\Omega) \otimes \mathcal{W}(H^1_0(D_0), H^{-1}(D_0)) \cong \mathcal{W}(L^2(\Omega, H^1_0(D_0)), L^2(\Omega, H^{-1}(D_0))),$$

where $\mathcal{W}(L^2(\Omega, H^1_0(D_0)), L^2(\Omega, H^{-1}(D_0)))$ is a standard Bochner space defined by (2.3).

**Problem 4.4** (Mean-weak formulation on $D_0$). Find $\hat{u} \in \mathcal{W}_0(L^2(\Omega, H^1_0(D_0)), L^2(\Omega, H^{-1}(D_0)))$ such that a.e. in $[0, \tau]$ it holds

$$\int_{\Omega} \int_{D_0} \langle \hat{u}', \varphi \rangle_{H^{-1}(D_0), H^1(D_0)} \, dy \, d\mathbb{P} + \int_{\Omega} \int_{D_0} \langle DT_t^{-1}(\omega, y) DT_t^{-\top}(\omega, y) \nabla \hat{u}, \nabla \varphi \rangle_{\mathbb{R}^d} \, dy \, d\mathbb{P} + \int_{\Omega} \int_{D_0} \langle A(\omega, t, y) \nabla J_t^{-1}(\omega, y) - DT_t^{-1}(\omega, y)V(t, T_t(y)), \nabla \varphi \rangle_{\mathbb{R}^d} \, dy \, d\mathbb{P} = \int_{\Omega} \int_{D_0} \hat{f} \varphi \, dy \, d\mathbb{P}$$

for every $\varphi \in L^2(\Omega, H^1_0(D_0))$.

**Theorem 4.1.** Let Assumptions 3.2, 3.3, 4.3 and 4.4 hold and $f \in L^2_{L^2(\Omega, H^{-1}(D_0))}$. Then, there is a unique solution $\hat{u} \in \mathcal{W}(L^2(\Omega, H^1_0(D_0)), L^2(\Omega, H^{-1}(D_0)))$ of Problem 4.4 and we have the a priori bound

$$\|\hat{u}\|_{\mathcal{W}(L^2(\Omega, H^1_0(D_0)), L^2(\Omega, H^{-1}(D_0)))} \leq C\|f\|_{L^2_{L^2(\Omega, H^{-1}(D_0))}}$$

(4.18)

with some deterministic constant $C > 0$.

**Proof.** For every $t \in [0, \tau]$ we introduce the bilinear form $a(t; \cdot, \cdot) : \mathcal{V} \times \mathcal{V} \to \mathbb{R}$ by

$$a(t; \varphi, \psi) := \int_{\Omega} \int_{D_0} \left( \langle DT_t^{-1} DT_t^{-\top} \nabla \varphi, \nabla \psi \rangle_{\mathbb{R}^d} + \langle A \nabla J_t^{-1} - DT_t^{-1} V \circ T_t, \nabla \varphi \rangle_{\mathbb{R}^d} \psi \right) \, dx \, d\mathbb{P}.$$  

(4.19)

We will prove that $a(t; \varphi, \psi)$ satisfies the following assumptions, which are necessary conditions for the well-posedness of the parabolic PDE stated in [43, Theorem 26.1].

i) $a(t; \varphi, \psi)$ is measurable on $[0, \tau]$, for fixed $\varphi, \psi \in \mathcal{V}$.

ii) There exists some $c > 0$, independent of $t$, such that

$$|a(t; \varphi, \psi)| \leq c\|\varphi\|_{\mathcal{V}}\|\psi\|_{\mathcal{V}} \quad \text{for all } t \in [0, \tau], \varphi, \psi \in \mathcal{V}. $$

(4.20)

iii) There exist real $k_0, \alpha \geq 0$ independent of $t$ and $\varphi$, with

$$a(t; \varphi, \varphi) + k_0\|\varphi\|^2_{H^1} \geq \alpha\|\varphi\|^2 \quad \text{for all } t \in [0, \tau], \varphi \in \mathcal{V}. $$

(4.21)

i) Due to Assumptions 3.5 and 3.6 and regularity results (3.10) and (3.14), the integrand in the definition (4.19) is $\mathcal{B}([0, \tau])$-measurable. Consequently, according to Fubini’s theorem, we obtain the Borel measurability on $[0, \tau]$ of the mapping $t \mapsto a(t; \varphi, \psi)$ for fixed $\varphi, \psi \in \mathcal{V}$.

ii) Applying the Cauchy-Schwartz inequality, we infer

$$\int_{\Omega} \int_{D_0} |\langle DT_t^{-1} DT_t^{-\top} \nabla \varphi, \nabla \psi \rangle_{\mathbb{R}^d}| \leq \int_{\Omega} \int_{D_0} \|DT_t^{-1} DT_t^{-\top} \nabla \varphi\|_{\mathbb{R}^d}\|\nabla \psi\|_{\mathbb{R}^d} \leq C_1\|\nabla \varphi\|_{\mathcal{V}}\|\nabla \psi\|_{\mathcal{V}},$$

where the last inequality follows from (3.13) and (4.11), for $C_1 = \sigma^2$. 
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According to the triangular inequality we have
\[ \|A(\omega, t, \cdot) \nabla J_t^{-1}(\omega, \cdot) - DT_t^{-1}(\omega, \cdot)V(t, T_t(\cdot))\|_\infty \leq \|A(\omega, t, \cdot) \nabla J_t^{-1}(\omega, \cdot)\|_\infty + \|DT_t^{-1}(\omega, \cdot)V(t, T_t(\cdot))\|_\infty. \]

The uniform bound of the second term follows from (4.11) and (4.12). Concerning the first term, utilizing Assumption 4.13 we get
\[ \|A(\omega, t, \cdot) \nabla J_t^{-1}(\omega, \cdot)\|_\infty \leq C_J \|A\|_\infty. \]

Moreover, from (4.14) and (4.15) we conclude
\[ \|A\|_\infty \leq \lambda_{max} A \leq \sigma^d \lambda_{max}(DT_t^{-1} DT_t^{-\top}) \leq \sigma^d \sigma^2, \]
which yields to the bound
\[ \|A(\omega, t, \cdot) \nabla J_t^{-1}(\omega, \cdot) - DT_t^{-1}(\omega, \cdot)V(t, T_t(\cdot))\|_\infty := \max_{y \in D_0} \|A(\omega, t, y) \nabla J_t^{-1}(\omega, y) - DT_t^{-1}(\omega, y)V(t, T_t(y))\|_{\mathbb{R}^d} \leq C_2, \quad (4.23) \]
for some $C_2 > 0$ independent of $t$.

Utilizing the Cauchy-Schwartz inequality and (4.23) we infer
\[ \int_\Omega \int_{D_0} |\langle \nabla \varphi(\omega, t, y), A(\omega, t, y) \nabla J_t^{-1}(\omega, y) - DT_t^{-1}(\omega, y)V(t, T_t(y))\rangle_{\mathbb{R}^d}| \|\psi(\omega, t, y)\| \]
\[ \leq \int_\Omega \int_{D_0} \|A(\omega, t, y) \nabla J_t^{-1}(\omega, y) - DT_t^{-1}(\omega, y)V(t, T_t(y))\|_{\mathbb{R}^d} \|\nabla \varphi(\omega, t, y)\|_{\mathbb{R}^d} |\psi(\omega, t, y)| \]
\[ \leq C_2 \|\nabla \varphi\|_H \|\psi\|_H. \]

Finally, inequalities (4.22) and (4.24), ensure the condition ii).

iii) The bound (4.14) that implies the bound for the eigenvalue $\lambda_{min}(DT_t^{-1} DT_t^{-\top}) \geq \frac{1}{\sigma^2} =: C_3$. Exploiting this bound and the Rayleigh quotient of the minimal eigenvalue of the symmetric matrix $DT_t^{-1} DT_t^{-\top}$, we obtain
\[ C_3 \|\nabla \varphi\|^2_H \leq \int_\Omega \int_{D_0} \lambda_{min}(DT_t^{-1} DT_t^{-\top}) \|\nabla \varphi\|^2_{\mathbb{R}^d} \]
\[ \leq a(t; \varphi, \varphi) + \int_\Omega \int_{D_0} \|\nabla \varphi\|_{\mathbb{R}^d} \|DT_t^{-1} V \circ T_t - A \nabla J_t^{-1}\|_{\mathbb{R}^d} |\varphi| \]
\[ \leq a(t; \varphi, \varphi) + C_2 \|\nabla \varphi\|_H \|\varphi\|_H \]
\[ \leq a(t; \varphi, \varphi) + C_2 \left(2 \varepsilon \|\nabla \varphi\|^2_H \right), \]
where we used Young’s inequality in the last step. For small enough $\varepsilon > 0$, we get
\[ \frac{C_3 - 2 \varepsilon}{1 + C_P} \|\nabla \varphi\|^2_H \leq a(t; \varphi, \varphi) + k_0 \|\varphi\|^2_H, \]
for $k_0 := C_2 \frac{1}{2 \varepsilon}$. Applying Poincare’s inequality with the constant $C_P$ from
\[ \frac{C_3 - 2 \varepsilon}{1 + C_P} \|\varphi\|^2_V \leq (C_3 - 2 \varepsilon) \|\nabla \varphi\|^2_H \leq a(t; \varphi, \varphi) + k_0 \|\varphi\|^2_H, \]
we conclude that iii) holds with $\alpha = \frac{C_3 - 2 \varepsilon}{1 + C_P}$$P$. 

After proving i), ii) and iii), the classical result [43, Theorem 26.1] yields the existence and uniqueness of the solution $\hat{u}$ that satisfies an a priori bound (4.18).
4.2 Path-wise bounded transformation - well-posedness of the transformed equation

In this subsection we want to show that even if we don’t assume uniform bounds stated in Assumptions 3.5 and 3.6, which is the case for example stated in Subsection 3.1, we can still prove existence and uniqueness of the solution of the transformed equation on the cylindrical domain, i.e. Problem 4.3. However, in this case we can’t consider the mean-weak formulation and directly apply the general theory, but instead, we prove the path-wise well-posedness and derive the path-wise a priori bound. In addition, we prove the measurability of the solution and $p$–bound of its moments $p \in [1, \infty)$.

For the path-wise setting, we define

$$\mathbb{V} := H^1_0(D_0) \quad \text{and} \quad \mathbb{H} := L^2(D_0)$$

which form the Gelfand triple. We consider a path-wise bilinear form $a(\omega, t; \cdot, \cdot) : \mathbb{V} \times \mathbb{V} \to \mathbb{R}$

$$a(\omega, t; \varphi, \psi) := \int_{D_0} \left( \langle DT_t^{-1} DT_t^{-\top} \nabla \varphi, \nabla \psi \rangle_{\mathbb{R}^n} + \langle A \nabla J_t^{-1} - DT_t^{-1} V \circ T_t, \nabla \varphi \rangle_{\mathbb{R}^n} \psi \right) dx$$  \quad (4.25)

that is analogue to (4.19). Assume for simplicity that the initial data $u_0$ is deterministic. The stochastic case can be handled in an analogue way.

**Theorem 4.2.** Let Assumptions 3.2, 3.3, 3.9 hold and $f \in L^2([0, \tau], L^2(\Omega, H^{-1}(D_0)))$. Then, there is a unique solution $\hat{u} \in \mathcal{W}(\mathbb{V}, \mathbb{V}^{-1})$ of Problem 4.3 and we have the a priori bound

$$\|\hat{u}(\omega)\|_{\mathcal{W}(\mathbb{V}, \mathbb{V}^{-1})} \leq C(\omega) \|f(\omega)\|_{L^2([0,\tau],H^{-1}(D_0))}$$  \quad (4.26)

for a.e. $\omega$ and where

$$C(\omega) = 2 \left( C_L(\omega) C(\omega) + 1 \right) + C(\omega)$$  \quad (4.27)

where $C(\omega) := \max \left\{ \frac{2(1+C_\mu)}{\alpha(\omega)}, \frac{1}{\alpha^2(\omega)} \right\}$ and $C_L(\omega)$ is a path-wise bound of the operator $L(\omega, t)v := -\text{div}(J_t^{-1} A \nabla v) + \langle \nabla v, A J_t^{-1} - DT_t^{-1} V \circ T_t \rangle_{\mathbb{R}^d} + k_0 Id$, for $k_0$ from Gårding’s inequality. Moreover, for every $\omega$ the solution depends continuously on $(f(\omega), u_0)$ as a map from $L^2([0, \tau], L^2(\Omega, \mathbb{V}^*)) \times \mathbb{H}$ to $\mathcal{W}(\mathbb{V}, \mathbb{V}^*)$.

**Proof.** The proof is a path-wise analogue to the proof of Theorem 4.1 and it is based on the application of the general result [43, Theorem 26.1]. However, unlike in the uniformly bounded case, the constants that appear depend on the sample $\omega$ and in order to prove $\hat{u} \in \mathcal{W}(\mathbb{V}, \mathbb{V}^*)$, we need to control those constants and show that $C(\omega)$ satisfies (4.27).

The condition i) is full field for the same reason as in the uniform case. In the condition ii), we have that the bound in (4.20) satisfies

$$C_1(\omega) := \sigma^2(\omega) [1 + C_f(\omega) \overline{\epsilon}(\omega)] + C_D(\omega) C_t(\omega).$$  \quad (4.28)

For the condition iii) we obtained $\alpha = \frac{C_3(\omega) - 2\epsilon(\omega)}{1 + C_P}$ where $C_P$ is a deterministic Poincare’s constant that depends on the domain $D_0$ and $C_3(\omega) = \overline{\sigma}^{-2}$. We chose $\epsilon(\omega)$ small enough such that $C_3(\omega)$ –
where
\[ \alpha(\omega) = \frac{1}{2\sigma^2(\omega)(1 + C_P^2)} \]
and
\[ k_0(\omega) = 2\sigma^2(\omega)[C_D(\omega)C_t(\omega) + C_F(\omega)\sigma^2(\omega)]. \]  

As a consequence of [43, Theorem 26.1], for every fixed \( \omega \) there exists a unique solution \( \hat{u}(\omega) \in \mathcal{W}(\mathbb{V}, \mathbb{V}^*) \). To determine the constant \( C(\omega) \) in (4.27), we revisit the proof of the general theorem, in a path-wise sense. The general idea is to approximate the solution \( \hat{u}(\omega) \) by a sequence \( \hat{u}_m(\omega) \), for every \( \omega \). Then show the bound of \( \|\hat{u}(\omega)\|_{L^2((0, T), \mathbb{V})} \) which implies the weak convergence of \( \hat{u}_m(\omega) \) to some \( z(\omega) \), which also solves the starting equation and hence, because of the uniqueness of the solution, we have \( z(\omega) = \hat{u}(\omega) \), for every \( \omega \). In the end, one proves that \( \hat{u}_m(\omega) \) strongly converges to \( \hat{u}(\omega) \) in \( L^2((0, T), \mathbb{V}) \).

Observe that we can set \( k_0(\omega) \) to be zero, by taking \( L_1(\omega, t) = 0 \). We will continue writing \( L(\omega, t) \) and exploit that from the bound (4.28) and (4.29), we have that
\[ \|L(\omega)\| \leq C_1(\omega) + k_0(\omega) =: C_L(\omega). \]  

Let \( \omega \in \Omega \) be arbitrary but fixed, and define
\[ \hat{u}_m(\omega, t) := \sum_{i=1}^m g_{im}(\omega, t)w_i \]
where \( \{w_i\}_i \) is an ONB of \( \mathbb{V} \) and \( g_{im} \in L^2(\Omega, \mathbb{V}) \) are such that \( \hat{u}_m(\omega) \) is a path-wise solution of the ODE
\[ \frac{d}{dt} \hat{u}_m(\omega)(\omega, t) + L(\omega, t)\hat{u}_m(\omega, t) = f(\omega, t) \]
\[ \hat{u}_m(\omega, 0) = u_{0m} \]
where \( u_{0m} \rightarrow u_0 \) in \( \mathbb{H} \), as \( m \rightarrow \infty \) and hence \( \|u_{0m}\|_{\mathbb{H}} \leq \|u_0\|_{\mathbb{H}} + M \), for some deterministic \( M > 0 \). Such \( \hat{u}_m(\omega) \) is uniquely determined and it holds
\[ \|\hat{u}_m(\omega, \tau)\|_{\mathbb{H}}^2 + 2\alpha(\omega) \int_0^\tau \|\hat{u}_m(\omega, t)\|_{\mathbb{V}}^2 dt \leq \]
\[ \|\hat{u}_{0m}\|_{\mathbb{H}} + \alpha(\omega) \int_0^\tau \|\hat{u}_m(\omega, t)\|_{\mathbb{V}}^2 dt + \frac{1}{\alpha(\omega)} \int_0^\tau \|f(\omega, t)\|_{\mathbb{V}^*} dt. \]

Hence, we have
\[ \int_0^\tau \|\hat{u}_m(\omega, t)\|_{\mathbb{V}}^2 dt \leq \max \left\{ \frac{2(1 + C_M)}{\alpha(\omega)}, \frac{1}{\alpha^2(\omega)} \right\} \left( \|u(0)\|_{\mathbb{H}}^2 + \int_0^\tau \|f(\omega, t)\|_{\mathbb{V}^*} dt \right) \]
where $C_M$ is a deterministic constant such that $M^2 < C_M \|u_0\|^2_{\mathbb{H}}$. Since $\hat{u}_m(\omega, t) \to z(\omega)$ in $L^2((0, \tau), \mathbb{V})$, it follows

$$
\int_0^\tau \|z(\omega, t)\|^2_\mathbb{V} dt \leq C(\omega) \left( \|u_0\|^2_{\mathbb{H}} + \int_0^\tau \|f(\omega, t)\|_{\mathbb{V}} dt \right).
$$

(4.32)

where $C(\omega)$ is defined by (4.30). Uniqueness of the solution implies that $z(\omega)$ equals $\hat{u}(\omega)$, for every $\omega$. Next step is to bound its time derivative. Utilizing $\frac{d}{dt} \hat{u}(\omega, t) = L(\omega, t)\hat{u}(\omega, t) + f(\omega, t)$ and estimates (4.31) and (4.28), we obtain

$$
\int_0^\tau \left| \frac{d\hat{u}(\omega, t)}{dt} \right|^2_{\mathbb{V}^*} dt \leq 2 \left( C_L(\omega) C_2(\omega) + 1 \right) \int_0^\tau \left( \|f(\omega, t)\|^2_{\mathbb{V}} + \|u_0\|^2_{\mathbb{H}} \right)
$$

(4.33)

where $k_0(\omega)$ is defined by (4.29). Combining (4.32) and (4.33), we get the final estimate for every $\omega$

$$
\|\hat{u}(\omega)\|_{\mathbb{W}(\mathbb{V}, \mathbb{V}^*)} \leq \left( 2(C_L(\omega)C(\omega) + 1) + C(\omega) \right) \left( \int_0^\tau \|f(\omega, t)\|^2_{\mathbb{V}} dt + \|u_0\|^2_{\mathbb{H}} \right)
$$

which shows (4.27).

One way to show measurability of the map $\omega \mapsto \hat{u}(\omega)$ is to exploit that $\omega \mapsto (f(\omega), u_0)$ is measurable from $L^2(\Omega)$ to $L^2((0, \tau), \mathbb{V}^*) \times \mathbb{H}$. Moreover, from the previous theorem we have that the map $(f(\omega), u_0) \mapsto \hat{u}(\omega)$ is continuous for every $\omega$. Since, continuous function composed with measurable function is measurable w.r.t. Borel $\sigma-$algebra, the measurability of the solution $\hat{u}$ follows.

**Remark 4.5.** Another approach to prove measurability of the solution $\hat{u}$ is to exploit that $\hat{u}$ is a limit of the $\hat{u}_m$ that is a solution of an ODE. One could show that $\omega \mapsto L(\omega, t)$ is measurable and $(u_0, L) \mapsto \hat{u}_m$ is continuous, which implies the measurability of $\hat{u}_m$, and then the limit is as well measurable.

Let for now $f$ be deterministic or uniformly bounded in $\omega$, then from (4.18) it follows

$$
\mathbb{E}[\|\hat{u}(\omega)\|_{\mathbb{W}(\mathbb{V}, \mathbb{V}^*)}] \leq \mathbb{E}[C(\omega)] \left( \int_0^\tau \|f(\omega, t)\|^2_{\mathbb{V}} dt + \|u_0\|^2_{\mathbb{H}} \right)
$$

Utilizing Cauchy-Schwartz inequality, we determine assumption on the path-wise constants that will ensure that $\mathbb{E}[C(\omega)]$ is finite. Namely, we need $C \in L^2(\Omega)$ and $C_L(\omega) \in L^2(\Omega)$, where $C_L(\omega)$ is defined by (4.31).

**Assumption 4.6.** Assume $\sigma^4 \in L^2(\Omega)$ and $C_L \in L^2(\Omega)$.

**Corollary 4.7.** Assuming in addition to conditions from Theorem 4.2 that $f \in L^2((0, \tau), \mathbb{V}^*)$ and Assumption 4.6 it holds $\hat{u} \in \mathbb{W}(L^2(\Omega, \mathbb{V}), L^2(\Omega, \mathbb{V}^*))$.

Note that we can also assume that $f \in L^2((0, \tau), L^2(\Omega, \mathbb{V}^*))$, without assuming uniform bound, and then apply Cauchy-Schwartz inequality. In this case we need more regularity assumptions than in Assumption 4.6. Moreover, analogue $p-$moment bounds, $p \in [1, \infty)$ can be obtain, utilizing Hölder’s inequality and modifying the regularity assumption.
5 Parabolic Stokes equation

As already announced in the introduction, linear parabolic Stokes equation is one of the examples where it is not enough to consider just plain pull-back transformation of the function. The issue is that we would like to preserve the divergence free property, and this is not the case if we use the plain pull-back transformation. Instead, motivated by the work presented in [12, 30, 37] we consider the Piola type transformation of the function. Note that this transformation will keep the divergence free property just in the case of the volume preserving transformation. We consider the following parabolic Stokes equation on a random non-cylindrical domain

\[
\begin{align*}
\partial_t u - \Delta u + \nabla p &= f \quad \text{in } Q_T(\omega), \\
\text{div} u &= 0 \quad \text{in } Q_T(\omega), \\
u &= 0 \quad \text{in } \partial Q_T(\omega), \\
|_{t=0} &= u_0 \text{ in } D_0,
\end{align*}
\]

with velocity field \(u\) and pressure \(p\). Without loss of generality, we consider the system (5.1) with zero boundary conditions. In this setting we make additional assumptions about the transformation. As outlined in [37, Assum. 1.1], we assume that the transformation \(T(\omega, t, \cdot)\) is a \(C^3\)–diffeomorphism and it is volume preserving \(\nabla_x T(\omega, t, x) \equiv 1\). We define the transformation \(\mathcal{F}\) of the function \(u\) by

\[\hat{u}(\omega, t, \hat{x}) := DT(\omega, t, x)u(\omega, t, T(\omega, t, x)).\]

From [30, Prop 2.4], it follows that \(\text{div} \hat{u} = \text{div} u\) on \(Q_T(\omega)\) for any \(\omega\). Utilizing the previous transformation, we obtain the following transformed equation on \(Q_0\)

\[
\int \Omega \int_{D_0} \det(D\phi)(\hat{u}_t + D\phi^{-1}D\phi_t \hat{u} - D\phi^{-1}D\phi^{-T}D(D\phi\hat{u})\phi_t + D\phi^{-1}D\phi^{-T}\nabla \hat{p}) \cdot v
\]

\[ - D\phi^{-1} \text{div} (\det(D\phi)D\phi^{-1}D\phi^{-T}D(D\phi\hat{u})) \cdot v = \int \Omega \int_{D_0} \hat{f} \cdot v \det(D\phi),\]

for divergence free test functions \(v\). Observe that in [30, 37] authors consider different approach, namely the Helmholtz projection and Cauchy problem formulation. Note that for the volume preserving transformations, the pressure term disappears in the weak form for the divergence free test functions. The example of these transformation is rotation about the \(z\)–axis by a random angle or any arbitrary affine-orthogonal transformation. In this case, the well-posedness of the equation in the random setting can be showed by the standard PDEs techniques. Notice that in [30], the local existence is showed for any volume preserving transformation. However, in our setting the difficulty is that we consider this problem path-wise, hence the local time will depend on a sample. For this reason, the general case of a volume preserving transformation is out of the scope of this work and is a topic of a future research.
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