A CLASS OF ANISOTROPIC INVERSE GAUSS CURVATURE FLOWS AND DUAL ORLICZ MINKOWSKI TYPE PROBLEM
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Abstract. In this paper, we study the long-time existence and asymptotic behavior for a class of anisotropic inverse Gauss curvature flows. By the stationary solutions of anisotropic flows, we obtain some new existence results for the dual Orlicz Minkowski type problem and even dual Orlicz Minkowski type problem for smooth measures, which is the most reasonable extension of the \(L^p\) dual Minkowski problem from the dual point of view. The results of corresponding \(L^p\) versions are \(L^p\) dual Minkowski problem for \(p > q\); and even \(L^p\) dual Minkowski problem for \(p > -1\), or \(q < 1\), or some ranges of \(p < 0 < q\), which contain all existence results for smooth measures up to now except \(p = q\) or \(q = n + 1\) (\(L^p\) Minkowski problem).
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1. Introduction

Anisotropic inverse curvature flows with strictly convex hypersurfaces and speed depending on their curvatures, support function and radial function have been considered recently, cf. [5, 12, 16, 28] etc.. These flows usually provided alternative proofs and smooth category approach of the existence of solutions to elliptic PDEs arising in convex body geometry. However, the literature on non-homogeneous anisotropic inverse curvature flows is not very rich and there are few works in this direction, cf. [6, 7, 17, 29]. One advantage of this method is that there is no need to employ the constant rank theorem. For example, if \(F = \sigma_k^{-\frac{1}{n}}(\lambda)\), by the lower bound of \(F^{-1} = \sigma_k^{-\frac{1}{n}}(\lambda) = (\frac{\sigma_{n-1}}{\sigma_{n-k}})^{\frac{n}{n-k}}(\kappa)\) one has that the hypersurfaces naturally
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preserve convexity, where $\kappa$ and $\lambda = \frac{1}{\kappa}$ are the principal curvature and principal curvature radii of hypersurfaces respectively. Whether these flows can be extended is an interesting problem. In our previous work [17], we use anisotropic flows without global terms to derive some results for dual Orlicz Christoffel-Minkowski type problem. In that paper, we can set the constant in elliptic PDEs to 1 if some conditions are satisfied. In this paper firstly we want to use anisotropic flows with global terms to derive some results for these problems. However, if $F \neq \sigma_n^\frac{1}{n}(\lambda)$, there is no suitable monotone integral quantities to be used to prove the convergence of flows if speed depends on $X$. More details can be seen in [16]; If $F = \sigma_n^\frac{1}{n}(\lambda)$, inspired by the homogeneous case [12, 16], we consider a large of anisotropic flows with global terms.

Let $M_0$ be a closed, smooth and strictly convex hypersurface in $\mathbb{R}^{n+1} \ (n \geq 2)$, and $M_0$ encloses the origin. In this paper, we study the following expanding flow

$$
\left\{ \begin{array}{ll}
\frac{\partial X}{\partial t}(\cdot, t) &= (\eta(t)\varphi(u, u)G(X)\sigma_n^\frac{1}{n}(\lambda_i) - 1)\nu, \\
X(\cdot, 0) &= X_0,
\end{array} \right.
$$

(1.1)

where $\sigma_n(\lambda_i) = \prod_{i=1}^{n} \lambda_i$ is the $n$-th elementary symmetric function of the hypersurface $M_t$ parameterized by a smooth embedding $X(\cdot, t) : \mathbb{S}^n \times [0, T^*) \to \mathbb{R}^{n+1}$, $\lambda = (\lambda_1, \cdots, \lambda_n)$ are the principal curvature radii of the hypersurface $M_t$, $\beta > 0$, $\varphi : \mathbb{S}^n \times (0, +\infty) \to (0, +\infty)$ and $G : \mathbb{R}^{n+1}\{0\} \to (0, +\infty)$ are two smooth functions, $u$ is the support function, $\nu(\cdot, t)$ is the outer unit normal vector field to $M_t$ and

$$
\eta(t) = \frac{\int_{\mathbb{S}^n} G(\xi, \rho)\overline{\rho}^{n+1} d\xi}{\int_{\mathbb{S}^n} u\varphi(x, u)G^{\frac{n}{n+1}}(X)\sigma_n^\frac{2}{n+1} dx}.
$$

(1.2)

Note that $\rho = \sqrt{\langle X, X \rangle}$, $X = \rho \xi$, thus $G(X)$ can be regarded as $G(\xi, \rho)$. $X$ can be also denoted by $X := \nabla u = ux + Du$, where $\langle \cdot, \cdot \rangle$ is the standard inner product in $\mathbb{R}^{n+1}$, $D$ is the covariant derivative with respect to an orthonormal frame on $\mathbb{S}^n$, $\nabla$ is the covariant derivative with respect to the metric in Euclidean space.

In the definition of $\eta(t)$, we use the following notations. Let $\Omega_t$ be the convex body enclosed by $M_t$. Firstly we mention that the definitions of the support function $u = u(x) : \mathbb{S}^n \to \mathbb{R}$ and radial function $\rho = \rho(\xi) : \mathbb{S}^n \to \mathbb{R}$ of a convex body which contains the origin are equal to the definitions of the support function and radial function of the hypersurface enclosing the convex body respectively. Let $\overline{\rho}(\xi) := \rho(\xi)\xi$. We then introduce two set-valued mappings, the radial Gauss mapping $\mathcal{A} = \mathcal{A}_\Omega$ and the reverse radial Gauss mapping $\mathcal{A}^\ast = \mathcal{A}^\ast_\Omega$, which are given by, for any Borel set $\omega \subset \mathbb{S}^n$,

$$
\mathcal{A}(\omega) = \{\nu(\overline{\rho}(\xi)) : \xi \in \omega\},
$$

$$
\mathcal{A}^\ast(\omega) = \{\xi \in \mathbb{S}^n : \nu(\overline{\rho}(\xi)) \in \omega\}.
$$

Note that $\mathcal{A}(\xi)$ (resp. $\mathcal{A}^\ast(x)$) is a unique vector for almost all $\xi \in \mathbb{S}^n$ (resp. for almost all $x \in \mathbb{S}^n$) [37]. Thus we shall use the notations for convenience

$$
dx = d\mu_{\mathcal{A}^\ast}(x) \text{ and } d\xi = d\mu_{\mathcal{A}^\ast}(\xi).
$$

By the dual body, we find an interesting relation about $\varphi$ and $G$. Let $\Omega_t$ be the convex body whose support function is $u(\cdot, t)$, $\Omega_t^\ast$ be its polar body

$$
\Omega_t^\ast = \{z \in \mathbb{R}^{n+1} : z \cdot y \leq 1 \text{ for all } y \in \Omega_t\}.
$$
and $u^*(\cdot, t)$ be the support function of $\Omega^*_t$. If $\rho(\cdot, t)$ is the radial function of $\Omega_t$, then

$$u^*(\xi, t) = \frac{1}{\rho(\xi, t)}. \quad (1.3)$$

It is well-known that $\mathcal{A}_{\Omega^*} = \mathcal{A}_{\Omega}$, see e.g. [25]. Similar to $X = \rho \xi$, we can consider the vector $Y := \frac{1}{n} \nu$. Since $\frac{1}{n} = \sqrt{\langle Y, Y \rangle}$, $\varphi(\nu, u)$ can be regarded as $\varphi(Y)$. In fact, the position vector of dual body is $\rho^*(\xi^*) \xi^* = \frac{1}{n} \nu = Y$. Thus, if there is an existence result under a condition of $\varphi$, there must be an existence result under the corresponding condition of $G$. This is the key observation to our main results. More details can be seen in the proof of Lemma 3.3.

Flow (1.1) is inspired by our previous work [16]. However, flow (1.1) is more complicated than the flow in [16], since it involves two nonlinear functions $\varphi$ and $G$. Note $G$ is a function of $X$ other than $|X|$, which needs more effort to deal with.

In this paper, we study the general and even stationary solutions of anisotropic flows. A function $f : S^n \to \mathbb{R}$ is called even if

$$f(-x) = f(x), \quad \forall x \in S^n.$$ 

Thus $\varphi(x, u)$ is called even if

$$\varphi(-x, u) = \varphi(x, u), \quad \forall x \in S^n.$$ 

Note that a support function is even if and only if the convex body determined by this support function is origin symmetric. Let $B_r$ be the ball with radius $r$ in $\mathbb{R}^{n+1}$.

Let

$$q^* = \begin{cases} q & \text{if } q \geq n + 1, \\ \frac{q - n}{n q} & \text{if } 1 < q < n + 1, \\ q - 1 & \text{if } 0 < q \leq 1. \end{cases} \quad (1.4)$$

We first prove the long time existence and convergence of the flow (1.1). In the following theorems, we also denote $\varphi(Y) = \varphi(\nu, u)$, where $Y \in \mathbb{R}^{n+1}\setminus\{0\}$.

**Theorem 1.1.** Let $M_0$ be a closed, smooth, uniformly convex hypersurface in $\mathbb{R}^{n+1}$, $n \geq 2$, enclosing the origin. Let $\varphi : S^n \times (0, +\infty) \to (0, +\infty)$ and $G : \mathbb{R}^{n+1}\setminus\{0\} \to (0, +\infty)$ be two smooth functions. Suppose the following conditions hold.

(i) If $\exists \varepsilon > 0, \forall \theta_1, \theta_2 \in S^n$,

$$\int_1^{\infty} \int_{\{\langle \xi, \theta_1 \rangle \geq \varepsilon\} \cap S^n} \varphi^{-\frac{n}{q}}(x, s) dx ds = +\infty, \int_0^{1} \int_{\{\langle \xi, \theta_2 \rangle \geq \delta\} \cap S^n} G(r\xi)^{\frac{n}{q}} r^n d\xi dr = +\infty;$$

(ii) either

(a) $\int_{B_1} \varphi^{-\frac{n}{q}}(y) |y|^{-n} dy < +\infty$,

or (b) $\int_{\mathbb{R}^{n+1} \setminus B_1} G(y)^{\frac{n}{q}} dy < +\infty$.

Then flow (1.1) has a unique smooth strictly convex solution $M_t$ for all time $t > 0$ and a subsequence of $M_t$ converges in $C^\infty$-topology to a positive, smooth, uniformly convex solution to $\varphi(\nu, u) G(X)\frac{\partial}{\partial \nu} = c$ for some $c > 0$.

**Remark:** (1) The conditions (i) and (iib) is mentioned for the first time in [21] if $\varphi(x, u) = f(x)g(u)$. Compared with [21], we need more effort to deal with general $\varphi(x, u)$. Condition (iia) is new.

(2) Since $\int_{B_1} \varphi^{-\frac{n}{q}}(y) |y|^{-n} dy = \int_0^1 \int_{S^n} \varphi^{-\frac{n}{q}}(x, s) dx ds$ and $\int_{\mathbb{R}^{n+1} \setminus B_1} G(y)^{\frac{n}{q}} dy = \int_1^{\infty} \int_{S^n} G(r\xi)^{\frac{n}{q}} r^n d\xi dr$, conditions (i) and (ii) are similar in form. Conditions (iia) and (iib) seem not similar because of the form in equation (1.12). If we consider
the homogeneous case, i.e. \( \varphi(x, s)^{\frac{1}{p}} = f(x)s^{\frac{1}{1-p}} \) and \( G(X)^{\frac{1}{q}} = |X|^{q-n-1} \), we can find that the integrands in conditions (iia) and (iib) should differ by \( |y|^{-n} \) by comparison.

(3) When \( \varphi(x, s)^{\frac{1}{p}} = f(x)s^{\frac{1}{1-p}} \) and \( G(X)^{\frac{1}{q}} = |X|^{q-n-1} \), assumptions (i), (iia) and (i), (iib) are satisfied for \( p > 0 \geq q \) and \( p > 0 > q \) respectively.

**Theorem 1.2.** Let \( M_0 \) be a closed, smooth, origin-symmetric, uniformly convex hypersurface in \( \mathbb{R}^{n+1}, n \geq 2 \), enclosing the origin. Suppose \( \varphi : \mathbb{S}^n \times (0, +\infty) \to (0, +\infty) \) and \( G : \mathbb{R}^{n+1} \setminus \{0\} \to (0, +\infty) \) are two smooth and even functions.

Suppose either

(i) \( \int_{\mathbb{R}^{n+1} \setminus B_1} \varphi^{-\frac{1}{p}}(y)|y|^{-n}dy = +\infty \), and for some \( \hat{C}_1 > 0 \), we have

\[
\int_{\mathbb{S}^n} \int_{[0, \theta]} \varphi^{-\frac{1}{p}}(x, s)dsdx \leq \hat{C}_1, \quad \forall \theta \in \mathbb{S}^n;
\]

or (ii) \( \int_{\mathbb{R}^{n+1} \setminus B_1} \varphi^{-\frac{1}{p}}(y)|y|^{-n}dy < +\infty \), \( \int_{B_1} \varphi^{-\frac{1}{p}}(y)|y|^{-n}dy = +\infty \), and for some \( \hat{C}_2 > 0 \), we have

\[
\int_{\mathbb{S}^n} \int_{[\theta, \infty]} \varphi^{-\frac{1}{p}}(x, s)dsdx \leq \hat{C}_2, \quad \forall \theta \in \mathbb{S}^n;
\]

or (iii) \( \int_{B_1} G(y)^{\frac{1}{q}}dy = +\infty \), and for some \( \hat{C}_3 > 0 \), we have

\[
\int_{\mathbb{S}^n} \int_{0}^{\theta} G(r\xi)^{\frac{1}{q}}r^ndrdr\xi \leq \hat{C}_3, \quad \forall \theta \in \mathbb{S}^n;
\]

or (iv) \( \int_{B_1} G(y)^{\frac{1}{q}}dy < +\infty \), \( \int_{\mathbb{R}^{n+1} \setminus B_1} G(y)^{\frac{1}{q}}dy = 0 \), and for some \( \hat{C}_4 > 0 \), we have

\[
\int_{\mathbb{S}^n} \int_{0}^{\theta} G(r\xi)^{\frac{1}{q}}r^ndrdr\xi \leq \hat{C}_4, \quad \forall \theta \in \mathbb{S}^n;
\]

or (v) \( \int_{\mathbb{R}^{n+1} \setminus B_1} \varphi^{-\frac{1}{p}}(y)|y|^{-n}dy < +\infty \), and for some \( -q^* < p < 0 < q, \hat{C}_5 > 0 \) and \( \forall p(\xi) > 0 \in C^\infty(\mathbb{S}^n) \), we have

\[
\limsup_{s \to 0^+} \frac{\int_{s}^{\infty} \varphi^{-\frac{1}{p}}(x, t)dt}{s^p} < \infty, \quad \int_{\mathbb{S}^n} \int_{0}^{\rho(\xi)} G(r\xi)^{\frac{1}{q}}r^ndrdr\xi \leq \hat{C}_5 \int_{\mathbb{S}^n} \rho^q(\xi)d\xi;
\]

or (vi) \( \int_{B_1} G(y)^{\frac{1}{q}}dy < +\infty \), and for some \( -q^* < p < 0 < q, \hat{C}_6 > 0 \) and \( \forall u(x) > 0 \in C^\infty(\mathbb{S}^n) \), we have

\[
\limsup_{s \to 0^+} \frac{\int_{s}^{\infty} G(r\xi)^{\frac{1}{q}}r^ndr}{s^p} < \infty, \quad \int_{\mathbb{S}^n} \int_{0}^{\infty} \varphi^{-\frac{1}{p}}(x, s)dsdx \leq \hat{C}_6 \int_{\mathbb{S}^n} u^q(x)dx.
\]

In the case (ii), we additionally choose an origin-symmetric initial hypersurface \( M_0 \) such that

\[
\int_{\mathbb{S}^n} \int_{M_0} \varphi^{-\frac{1}{p}}(x, s)dsdx > \hat{C}_2.
\]

In the case (iv), we additionally choose an origin-symmetric initial hypersurface \( M_0 \) such that

\[
\int_{\mathbb{S}^n} \int_{M_0} G(r\xi)^{\frac{1}{q}}r^ndrdr\xi > \hat{C}_4.
\]

Then flow (1.1) has a unique smooth strictly convex origin-symmetric solution \( M_t \) for all time \( t > 0 \) and a subsequence of \( M_t \) converges in \( C^\infty \)-topology to a positive, smooth, uniformly convex origin-symmetric solution to \( \varphi(\nu)G(X)f^\frac{1}{n} = c \) for some \( c > 0 \).
Remark: (1) When \( \varphi(x,s) = f(x)s^{1-p} \) and \( G(X) = |X|^{q-n-1} \), assumptions (i)-(iv) are satisfied, in order, for \( p \geq 0, -1 < p < 0, q \leq 0, 0 < q < 1 \) respectively; both assumptions (v) and (vi) are satisfied for \( -q^* < p < 0 < q \). To see this, note that

\[
\int_{\mathbb{S}^n} \log |x_i| d\mu > -\infty, \\
\int_{\mathbb{S}^n} \frac{1}{|x_i|^l} d\mu < \infty \quad \text{for } 0 < l < 1,
\]

where \((x_1, \ldots, x_{n+1})\) denotes the Euclidean coordinates. In summary, we derive the even results with \( p > -1 \), or \( q < 1 \) or \( -q^* < p < 0 < q \). Hence, this theorem generalizes many well-known results about flows to the Orlicz setting, such as [5, 12, 16]. Meanwhile, this theorem covers Theorem 2.1 in [7]. Comparing with [7], the speed of the flow in this paper has a more complex form since \( G = 1 \) and \( \varphi(x,u) = f(x)g(u) \) in [7]. We derive this results with more complex form without additional conditions.

(2) The long time existence and convergence result of flows corresponding to

\[
\int_0^1 \varphi^{-\frac{1}{p}}(x,s) ds < +\infty \quad \text{and} \quad \int_1^{+\infty} \varphi^{-\frac{1}{p}}(x,s) ds = +\infty, \quad \forall x \in \mathbb{S}^n
\]

can be deduced from [7], i.e. \( G = 1 \) and \( \varphi(x,u) = f(x)g(u) \) in that paper. In fact, we can derive the long time existence and convergence result under a weaker condition

\[
\int_0^1 \int_{\mathbb{S}^n} \varphi^{-\frac{1}{p}}(x,s) dx ds < +\infty \quad \text{and} \quad \int_1^{+\infty} \int_{\mathbb{S}^n} \varphi^{-\frac{1}{p}}(x,s) dx ds = +\infty. \tag{1.5}
\]

For general \( \varphi(x,u) \), this situation is harder to deal with. In this theorem, we derive a weaker condition (i), i.e. the condition (i) is weaker than (1.5). Thus we need to do lots of effort to deal with this situation. By the dual relation, we can derive a long time existence and convergence result if

\[
\int_{B_1} G(y) dy = +\infty \quad \text{and} \quad \int_{\mathbb{R}^{n+1} \setminus B_1} G(y) dy < +\infty. \tag{1.6}
\]

This result is covered by case (iii). In condition (1.5), we have

\[
\int_{\mathbb{S}^n} \int_0^{\rho(x,\theta)} \varphi^{-\frac{1}{p}}(x,s) dsdx < \int_0^1 \int_{\mathbb{S}^n} \varphi^{-\frac{1}{p}}(x,s) dx ds < +\infty, \quad \forall \theta \in \mathbb{S}^n.
\]

Therefore, the integral conditions in (i) and (ii) compared to the condition (1.5) are not more restrictive. Similarly, the integral conditions in (iii) and (iv) are also not more restrictive.

We mention that the cases (i), (ii) and (vi) are derived by (iii), (iv) and (v) respectively and the dual relation. Note that \( \int_{\mathbb{S}^n} \int_0^{\rho(\xi)} G(r\xi)^{\frac{p}{r^p}} rdrd\xi \leq C_5 \int_{\mathbb{S}^n} \rho^p(\xi) d\xi \) in case (v) is weaker than \( \int_0^1 G(r\xi)^{\frac{p}{r^p}} rdr \leq C_5 \rho^p \).

(3) There must have a lot of hypersurfaces satisfying the cases (ii) and (iv). In fact, spheres with radius small enough or large enough satisfy the cases (ii) and (iv) by \( \int_0^{+\infty} \int_{\mathbb{S}^n} \varphi^{-\frac{1}{p}}(x,s) ds dx = +\infty \) and \( \int_{\mathbb{R}^{n+1} \setminus B_1} G(y) dy = +\infty \) respectively. These conditions are only used to ensure the existence of initial hypersurfaces that satisfy these cases.

Under flow (1.1), if we parameterize the hypersurface \( M_t \) by inverse Gauss map \( X(x,t) : \mathbb{S}^n \times [0, T^*) \to \mathbb{R}^{n+1} \), by [15] Section 2 the support function \( u \) satisfies

\[
\begin{align*}
\frac{\partial u}{\partial t} &= (\eta(t) \varphi(\nu, u)) G(X) \sigma_n^{\frac{1}{\rho}} (\lambda_i - 1) u, \\
u(\cdot, 0) &= u_0. \tag{1.7}
\end{align*}
\]
Next, we slightly modify flow (1.1) to treat a class of regular dual Orlicz Minkowski type problems without the assumption that $\varphi$ and $G$ are even and we can set $c = 1$ in this situation. Inspired by [17], we consider the flow
\[
\begin{align*}
\frac{\partial X}{\partial t}(\cdot, t) &= (\varphi(\nu, u)G(X)\sigma^n_\alpha(\lambda_i) - 1)\nu, \\
X(\cdot, 0) &= X_0,
\end{align*}
\]
i.e. $\eta = 1$ in flow (1.1). Therefore we don’t need to distinguish between flow (1.1) and (1.8) usually.

**Theorem 1.3.** Let $M_0$ be a closed, smooth, uniformly convex hypersurface in $\mathbb{R}^{n+1}$, $n \geq 2$, enclosing the origin. Let $\varphi : S^n \times (0, +\infty) \to (0, +\infty)$ and $G : \mathbb{R}^{n+1} \setminus \{0\} \to (0, +\infty)$ be two smooth functions. Suppose there are two positive constant $r_1 < r_2$ such that
\[
\begin{align*}
\varphi(x, r_1)G(r_1 x)\alpha_1^\beta \geq 1, & \quad \forall x \in S^n, \\
\varphi(x, r_2)G(r_2 x)\alpha_2^\beta \leq 1, & \quad \forall x \in S^n.
\end{align*}
\]
If $r_1 < \rho_{M_0} < r_2$, flow (1.8) has a unique smooth strictly convex solution $M_t$ for all time $t > 0$ and a subsequence of $M_t$ converge in $C^\infty$-topology to a positive, smooth, uniformly convex solution to $\varphi(\nu, u)G(X)\sigma^n_\alpha = 1$.

**Remark:** (1) The condition in this theorem is weaker than the condition in Theorem 1.4 in [17]. However, in [17], arbitrarily initial, strictly convex hypersurface has a unique smooth strictly convex solution $M_t$ for all time and a subsequence converge in $C^\infty$-topology to a positive, smooth, uniformly convex solution to $\varphi(\nu, u)G(X)\sigma^n_\alpha = 1$ along flow (1.8). In this theorem we give a restriction on initial hypersurface. Compared with Theorem 1.1, we can set $c = 1$ in this theorem.

(2) When $\varphi(x, s) = f(x)s^{1-p}$ and $G(X) = |X|^{\alpha-n-1}$, the condition (1.9) is satisfied for $p > q$.

The asymptotic behavior of the flow means existence of solutions of the dual Orlicz Minkowski type problem mentioned below. In order to prove the above theorems, we shall establish the a priori estimates for the parabolic equation (1.7).

Convex geometry plays important role in the development of fully nonlinear partial differential equations. The classical Minkowski problem, the Christoffel-Minkowski problem, the $L^p$ Minkowski problem, the $L^p$ Christoffel-Minkowski problem in general, are beautiful examples of such interactions (e.g., [20, 23, 34, 35]). Very recently, the $L^p$ dual curvature measures [25, 36] were developed to the Orlicz case [21, 22], which unified more curvature measures and were named dual Orlicz curvature measures. These curvature measures are of central importance in the dual Orlicz–Brunn Minkowski theory, and the corresponding Minkowski problems are called the dual Orlicz–Minkowski problems. This problem can be reduced to derive the solution of
\[
c\varphi(u)G(\nabla u)\det(D^2 u + u I) = f(x), \quad \forall x \in S^n.
\]
There have a few results, e.g. [13, 17, 21, 22, 33].

We shall consider the dual Orlicz Minkowski type problem, which is the most reasonable extension of the $L^p$ dual Minkowski problem from the dual point of view. As before, this problem can be reduced to the following nonlinear PDE:
\[
\varphi(x, u)G(\nabla u)\det(D^2 u + u I) = c \quad \text{on } S^n.
\]
(1.11) can be converted into $L^p$ Minkowski problem if $\varphi(x, u)G(\nabla u) = \psi(x)u^{1-p}$, or $L^p$ dual Minkowski problem if $\varphi(x, u)G(\nabla u) = \psi(x)u^{1-p}p^{\alpha-n-1}$, or $L^p$ Aleksandrov problem if $\varphi(x, u)G(\nabla u) = \psi(x)u^{1-p}p^{-\alpha-n-1}$, or dual Orlicz Minkowski problem if
\[ \varphi(x, u) G(\nabla u) = \psi(x) \varphi(u) \phi(X) \] respectively. Some previous known results of these problems can be seen in [3–5, 9, 11, 12, 16, 27, 36, 39] etc..

By Theorem 1.1, 1.2 and 1.3, we have the following existence results of the dual Orlicz Minkowski type problem and even dual Orlicz Minkowski type problem by the asymptotic behavior of the anisotropic curvature flow.

**Theorem 1.4.** Let \( \varphi : S^n \times (0, +\infty) \to (0, +\infty) \) and \( G : \mathbb{R}^{n+1} \setminus \{0\} \to (0, +\infty) \) be two smooth functions.

1. If \( \forall \varepsilon, \delta > 0, \forall \theta_1, \theta_2 \in S^n, \)
   \[
   \int_1^\infty \int_{\{(x, \theta_1) \geq \varepsilon \}} \varphi^{-1}(x, s) ds dx = +\infty, \quad \int_0^1 \int_{\{(x, \theta_2) \geq \delta \}} G(r\xi)r^n d\xi dr = +\infty;
   
   \text{Suppose either}
   
   (a) \( \int_{B_1} \varphi^{-1}(y)|y|^{-n} dy < +\infty, \)
   
   or (b) \( \int_{\mathbb{R}^{n+1} \setminus B_1} G(y) dy < +\infty. \)

   Then there exists a positive, smooth, uniformly convex solution to (1.11) for some positive constant \( c. \)

2. If there are two positive constant \( r_1 < r_2 \) such that
   
   \[ \begin{align*}
   \varphi(x, r_1)G(r_1 x) r_1^n \geq 1, & \quad \text{for } \forall x \in S^n, \\
   \varphi(x, r_2)G(r_2 x) r_2^n \leq 1, & \quad \text{for } \forall x \in S^n.
   \end{align*} \]

Then there exists a positive, smooth, uniformly convex solution to (1.11) with \( c = 1. \)

**Remark:** (1) Note that the power of curvature function is different between this theorem and Theorem 1.1, 1.3. Thus \( \varphi \) and \( G \) are different between this theorem and Theorem 1.1, 1.3.

(2) This theorem covers some well-known non-homogeneous results, e.g. [19, 21, 33]. If \( \varphi(x, u) = f(x)u^{1-p} \) and \( G(X) = |X|^{-n-1} \), the problem can be converted to the \( L^p \) dual Minkowski problem, i.e.

\[ \sigma_n(D^2 u + u I) = \psi(x)u^{p-1}(u^2 + |Du|^2)^\frac{n+1-p}{2}. \]  

We derive existence results of this problem with \( p > q \). Thus this theorem also covers some well-known homogeneous results, e.g. [26, 39], partial results in [12, 16, 17, 27]. We mention that there only exists regular existence results of \( L^p \) dual Minkowski problem for \( p \geq q \) in smooth measure up to now, i.e. the solutions are non-even. We generalize the \( L^p \) version to Orlicz version. Since we can do more processing in homogeneous case, there exists the existence result for \( p = q \) in homogeneous case. Thus it is understandable that we don’t get this result in non-homogeneous case.

**Theorem 1.5.** Let \( \varphi : S^n \times (0, +\infty) \to (0, +\infty) \) and \( G : \mathbb{R}^{n+1} \setminus \{0\} \to (0, +\infty) \) be two smooth and even functions.

Suppose either

(i) \( \int_{\mathbb{R}^{n+1} \setminus B_1} \varphi^{-1}(y)|y|^{-n} dy = +\infty, \) and for some \( \hat{C}_1 > 0, \) we have

\[
\int_{S^n} \int_{\{(x, \theta)\}} \varphi^{-1}(x, s) ds dx \leq \hat{C}_1, \quad \forall \theta \in S^n;
\]

or (ii) \( \int_{\mathbb{R}^{n+1} \setminus B_1} \varphi^{-1}(y)|y|^{-n} dy < +\infty, \int_{B_1} \varphi^{-1}(y)|y|^{-n} dy = +\infty, \) and for some \( \hat{C}_2 > 0, \) we have

\[
\int_{S^n} \int_{\{(x, \theta)\}} \varphi^{-1}(x, s) ds dx \leq \hat{C}_2, \quad \forall \theta \in S^n;
\]
or (iii) \( \int_{B_1} G(y)dy = +\infty \), and for some \( \check{C}_3 > 0 \), we have
\[
\int_{S^n} \int_1^{\infty} G(r\xi)r^n drd\xi \leq \check{C}_3, \quad \forall \theta \in S^n;
\]

or (iv) \( \int_{B_1} G(y)dy < +\infty \), \( \int_{\mathbb{R}^{n+1}\setminus B_1} G(y)dy = \infty \), and for some \( \check{C}_4 > 0 \), we have
\[
\int_{S^n} \int_0^{1/\check{C}_4} G(r\xi)r^n drd\xi \leq \check{C}_4, \quad \forall \theta \in S^n;
\]

or (v) \( \int_{\mathbb{R}^{n+1}\setminus B_1} \varphi^{-1}(y)|y|^{-n} dy < +\infty \), and for some \( -q^* < p < 0 < q \) and \( \hat{C}_5 > 0 \), we have
\[
\limsup_{s \to 0^+} \int_s^{\infty} \frac{\varphi^{-1}(x,t)dt}{s^p} < \infty, \quad \int_{S^n} \int_0^{\rho(\xi)} G(r\xi)r^n drd\xi \leq \hat{C}_5 \int_{S^n} \rho^n(\xi)d\xi;
\]

or (vi) \( \int_{B_1} G(y)dy < +\infty \), and for some \( -q^* < p < 0 < q \) and \( \hat{C}_6 > 0 \), we have
\[
\limsup_{s \to 0^+} \int_0^{\infty} \frac{G(r\xi)r^n dr}{s^p} < \infty, \quad \int_{S^n} \int_s^{\infty} \frac{\varphi^{-1}(x,s)dsdx}{\rho(q)} \leq \hat{C}_6 \int_{S^n} u^q(x)dx.
\]

Then there exists a positive, smooth, uniformly convex even solution to (1.11) for some positive constant \( c \).

**Remark:** (1) Note that the power of curvature function is different between this theorem and Theorem 1.2. Thus \( \varphi \) and \( G \) is different between this theorem and Theorem 1.2.

(2) There have very little results about anisotropic non-homogeneous Gauss curvature or inverse Gauss curvature flows with global terms, e.g. \([7,13]\). The existence result with even Orlicz Minkowski problem corresponding to
\[
\int_{S^n} \varphi^{-1}(x,s)ds < +\infty \quad \text{and} \quad \int_{S^n} \varphi^{-1}(x,s)ds = +\infty
\]
can be deduced from \([2,7,24]\), i.e. \( G = 1 \) and \( \varphi(x,u) = f(x)g(u) \) in these papers. In fact, we can derive the existence result under a weaker condition
\[
\int_{0}^{1} \int_{S^n} \varphi^{-1}(x,s)dxds < +\infty \quad \text{and} \quad \int_{0}^{\infty} \int_{S^n} \varphi^{-1}(x,s)dxds = +\infty. \quad (1.13)
\]

For general \( \varphi(x,u) \), this situation is harder to deal with. In this theorem, we can find that the condition (i) is weaker than (1.13). Thus we need to do lots of effort to deal with this situation. By the dual relation, we can derive a existence result with even dual Orlicz Minkowski type problem if
\[
\int_{B_1} G(y)dy = +\infty \quad \text{and} \quad \int_{\mathbb{R}^{n+1}\setminus B_1} G(y)dy < +\infty. \quad (1.14)
\]

This case can be seen in [13]. However in [13] they need an extra condition to derive the existence result and we drop the extra condition. (1.14) is covered by case (iii). In condition (1.13), we have
\[
\int_{S^n} \int_0^{1}(x,\theta)|\varphi^{-1}(x,s)dsdx < \int_{0}^{1} \int_{S^n} \varphi^{-1}(x,s)dxds < \infty \quad \forall \theta \in S^n.
\]

Therefore, the integral conditions in (i) and (ii) compared to the condition (1.13) are not more restrictive. Similarly, the integral conditions in (iii) and (iv) are also not more restrictive.
(3) The cases (i)-(ii) are inspired by [7], where they derive the existence results about even Orlicz Minkowski problem. We generalize 1 and \( f(x)\varphi(u) \) to general \( G \) and \( \varphi(x,u) \) respectively and don’t need any extra conditions. The cases (i)-(vi) yield new existence results for the regular even dual Orlicz Minkowski problem. To the best of our knowledge, the conditions in cases (iii), (iv), and (vi) are new in the study of the dual Orlicz Minkowski problem.

(4) If \( \varphi(x,u)G(X) = f(x)u^{1-p}\|X\|^q \), the problem can be converted to the \( L^p \) dual Minkowski problem (1.12), i.e.

\[
\sigma_n(D^2u + uI) = \psi(x)u^{p-1}(u^2 + |Du|^2)^{\frac{p-1}{2}}.
\]

We derive even existence results of this problem with \( p > -1 \), or \( q < 1 \), or \(-q^* < p < 0 < q \). We mention that so far there is no even existence result about the \( L^p \) dual Minkowski problem for \(-1 < p < 0 \) or \( 0 < q < 1 \) if the generalized Blaschke-Santaló inequality isn’t used. In [9] they derived even existence results about the \( L^p \) dual Minkowski problem for \( p \geq 0 \) or \( q \leq 0 \). In summary, we derive the existence results of \( L^p \) dual Minkowski problem in smooth measure for \( p > q \) and even \( L^p \) dual Minkowski problem for \( p > -1 \), or \( q < 1 \), or \(-q^* < p < 0 < q \). Our argument covers lots of well-known results, cf. [2, 4, 5, 7, 9, 13, 18, 24, 26, 27], partial results in [12, 16, 32] etc.. To the best of our knowledge, the results in this paper covers all existence results of \( L^p \) dual Minkowski problem and even \( L^p \) dual Minkowski problem in smooth measure up to now except \( p = q \) or \( q = n + 1 \) (\( L^p \) Minkowski problem).

The rest of the paper is organized as follows. We first recall some notations and known results in Section 2 for later use. In Section 3, we establish the \( C^0 \) estimates. In Section 4, we have the a priori estimates since we had derived the bounds of \( \sigma_n \) and \( C^2 \) estimates for a large ranges of parabolic equations in [17]. Then we show the convergence of this flow and complete the proof of these theorems.

2. Preliminary

2.1. Intrinsic curvature. We now state some general facts about hypersurfaces, especially those that can be written as graphs. The geometric quantities of ambient spaces will be denoted by \( (g_{\alpha\beta}), (R_{\alpha\beta\gamma\delta}) \) etc., where Greek indices range from 0 to \( n \). Quantities for \( M \) will be denoted by \( (g_{ij}), (R_{ijkl}) \) etc., where Latin indices range from 1 to \( n \).

Let \( \nabla, \bar{\nabla} \) and \( D \) be the Levi-Civita connection of \( g, \bar{g} \) and the Riemannian metric \( e \) of \( S^n \) respectively. All indices appearing after the semicolon denote covariant derivatives. The \((1,3)\)-type Riemannian curvature tensor is defined by

\[
R(U,Y)Z = \nabla_U \nabla_Y Z - \nabla_Y \nabla_U Z - \nabla_{[U,Y]} Z,
\]

or with respect to a local frame \( \{e_i\} \),

\[
R(e_i,e_j)e_k = R_{ijk}^le_l,
\]

where we use the summation convention (and will henceforth do so). Ricci identities read

\[
Y^k_{;ij} - Y^k_{;ji} = -R_{ij}^mY^m
\]

for all vector fields \( Y = (Y^k) \). We also denote the \((0,4)\) version of the curvature tensor by \( R \),

\[
R(W,U,Y,Z) = g(R(W,U)Y,Z).
\]
2.2. Extrinsic curvature. The induced geometry of $M$ is governed by the following relations. The second fundamental form $h = (h_{ij})$ is given by the Gaussian formula

$$\nabla_Z Y = \nabla_Z Y - h(Z, Y)\nu,$$

where $\nu$ is a local outer unit normal field. Note that here (and in the rest of the paper) we will abuse notation by disregarding the necessity to distinguish between a vector $Y \in T_pM$ and its push-forward $X^*Y \in T_p\mathbb{R}^{n+1}$. The Weingarten endomorphism $A = (h^i_j)$ is given by $h^i_j = g^{ki}h_{kj}$, and the Weingarten equation

$$\nabla_Y \nu = A(Y),$$

holds there, or in coordinates

$$\nu^\alpha_i = h^k_i X^\alpha_k.$$

We also have the Codazzi equation in $\mathbb{R}^{n+1}$

$$\nabla_W h(Y, Z) - \nabla_Z h(Y, W) = -\hat{R}(\nu, Y, Z, W) = 0$$

or

$$h_{ij;k} - h_{ik;j} = -\tilde{R}_{\alpha\beta\gamma\delta} \nu^\alpha X^\beta_i X^\gamma_j X^\delta_k = 0,$$

and the Gauss equation

$$R(W, U, Y, Z) = \tilde{R}(W, U, Y, Z) + h(W, Z)h(U, Y) - h(W, Y)h(U, Z)$$

or

$$R_{ijkl} = \tilde{R}_{\alpha\beta\gamma\delta} X^\alpha_i X^\beta_j X^\gamma_k X^\delta_l + h_{ij}h_{kl} - h_{ik}h_{jl},$$

where

$$\tilde{R}_{\alpha\beta\gamma\delta} = 0.$$

2.3. Convex hypersurface parametrized by the inverse Gauss map. Let $M$ be a smooth, closed and uniformly convex hypersurface in $\mathbb{R}^{n+1}$. Assume that $M$ is parametrized by the inverse Gauss map $X : S^n \to M \subset \mathbb{R}^{n+1}$ and encloses origin. The support function $u : S^n \to \mathbb{R}^1$ of $M$ is defined by

$$u(x) = \sup_{y \in M} \langle x, y \rangle.$$

The supremum is attained at a point $y = X(x)$ because of convexity, $x$ is the unit outer normal of $M$ at $y$. Hence $u(x) = \langle x, X(x) \rangle$. Then we have

$$X = Du + ux \quad \text{and} \quad \rho = \sqrt{u^2 + |Du|^2}.$$

The second fundamental form of $M$ in terms of $u$ is given by

$$h_{ij} = D_iD_ju + u\delta_{ij},$$

and the principal radii of curvature are the eigenvalues of the matrix

$$b_{ij} = h^k_i g_{jk} = h_{ij} = D^2_{ij}u + u\delta_{ij}. \quad (2.1)$$

The proof can be seen in Urbas [38]. We see that the support function satisfies the initial value problem by [15] Section 2,

$$\begin{cases}
\frac{\partial u}{\partial t} = \left( \eta(t) \varphi(\nu, u) G(u, Du) + \sigma_n \left( |Du|^2 u + uI \right) \right) - 1 \quad \text{on} \quad S^n \times (0, \infty), \\
u(\cdot, 0) = u_0.
\end{cases} \quad (2.2)$$

where $I$ is the identity matrix, $u_0$ is the support function of $M_0$, and

$$F([\alpha_j]) = f(\mu_1, \cdots, \mu_n), \quad (2.3)$$
where $\mu_1, \ldots, \mu_n$ are the eigenvalues of matrix $[a_{ij}]$. It is not difficult to see that
the eigenvalues of $[F_i'] = [\frac{\partial F_i}{\partial y_j}]$ are $\frac{\partial f}{\partial y_1}, \ldots, \frac{\partial f}{\partial y_n}$. We also have the formula
\[
\frac{\partial u}{\rho}\rho(x) = \frac{\partial u}{u}(x),
\]
which can be also found in [12, 32].

It is well-known that the determinants of the Jacobian of radial Gauss mapping $\mathcal{A}$ and reverse radial Gauss mapping $\mathcal{A}^*$ of $\Omega$ are given by, see e.g. [11, 25, 32],
\[
|\text{Jac}\mathcal{A}|(\xi) = |\frac{dx}{d\xi}| = \frac{\rho^{n+1}(\xi)K(\widetilde{\rho}(\xi))}{u(\mathcal{A}(\xi))},
\]
and
\[
|\text{Jac}\mathcal{A}^*|(x) = |\frac{d\xi}{dx}| = \frac{u(x)}{\rho^{n+1}(\mathcal{A}^*(x))K(\widetilde{\rho}(\mathcal{A}^*(x)))}.
\]

Before closing this section, we give the following basic properties for any given $\Omega$ contained the origin.

**Lemma 2.1.** [12] Let $\Omega$ contain the origin. Let $u$ and $\rho$ be the support function and radial function of $\Omega$, and $x_{\max}$ and $\xi_{\min}$ be two points such that $u(x_{\max}) = \max_{S^n} u$ and $\rho(\xi_{\min}) = \min_{S^n} \rho$. Then
\[
\max_{S^n} u = \max_{S^n} \rho \quad \text{and} \quad \min_{S^n} u = \min_{S^n} \rho,
\]
\[
u(x) \geq x \cdot x_{\max} u(x_{\max}), \quad \forall x \in S^n,
\]
\[
\rho(\xi)\xi \cdot \xi_{\min} \leq \rho(\xi_{\min}), \quad \forall \xi \in S^n.
\]

We shall use the following generalized Blaschke-Santaló inequality. It was first proved in [10]. In [11] they gave a simple proof.

**Lemma 2.2.** (Blaschke-Santaló-type inequality [10]) Given $q > 0$, let $q^* > 0$ be the number given by (1.4). For $s \in (0, q^*)$, $s \neq +\infty$, there is a constant $C_{n,q,s} > 0$ such that
\[
\left( \int_{S^n} \rho_{\Omega^*}^q d\sigma_{S^n} \right)^{\frac{1}{q}} \left( \int_{S^n} \rho_{\Omega}^q d\sigma_{S^n} \right)^{\frac{1}{q^*}} \leq C_{n,q,s} \quad \text{for all } \Omega \in \mathcal{K}_0^n,
\]
where $\Omega^*$ is the dual body of $\Omega$, $\mathcal{K}_0^n$ is the set of all origin-symmetric convex bodies containing the origin in their interiors.

3. Uniform bounds of support function

In this section we will establish the $C^0$ estimate along flow (1.1). Since condition (ii) in Theorem 1.1 can be seen in Theorem 1.2, we define the following quantities by the classification in Theorem 1.2.

Define
\[
J(t) = \begin{cases}
\int_{\Omega} \int_{C_0} \varphi(x,s)dsdx, & \text{if cases (ii), (v) and (vi) hold}, \\
\int_{\Omega} \int_{C_0} \varphi(x,s)dsdx, & \text{if cases (i), (iii) and (iv) hold},
\end{cases}
\]
\[
V(t) = \begin{cases}
\int_{\Omega} G(y) \varphi^n dy, & \text{if cases (iv)-(vi) hold}, \\
\int_{\Omega \setminus C_0} G(y) \varphi^n dy - \int_{\Omega \setminus B_R} G(y) \varphi^n dy, & \text{if cases (i)-(iii) hold},
\end{cases}
\]
where $C_0$ and $R$ are determined later. Through a simple calculation, we also have
\[
V(t) = \begin{cases}
\int_{\Omega} \int_0^R G(r\xi) \varphi^n r^n drd\xi, & \text{if cases (iv)-(vi) hold}, \\
\int_{\Omega} \int_0^R G(r\xi) \varphi^n r^n drd\xi, & \text{if cases (i)-(iii) hold}.
\end{cases}
\]

We give the monotonicity of these quantities defined above.
Lemma 3.1. Along flow (1.1), $V(t)$ remains unchanged. $J(t)$ is non-increasing if the cases (i), (iii) and (iv) hold. $J(t)$ is non-decreasing if the cases (ii), (v) and (vi) hold. $J(t)$ remains unchanged if and only if $M_t$ satisfies $\varphi(x,u)G(X)\sigma_n^m = c$.

Proof. Along flow (1.1), by (1.2), (2.2), (2.4) and (2.6), we have

$$\frac{d}{dt}V(t) = \pm \int_{\mathbb{S}^n} G(\rho\xi)^\frac{m}{n} \rho^n \partial_t \rho(x,t) d\xi$$

$$= \pm \int_{\mathbb{S}^n} G(\rho\xi)^\frac{m}{n} \rho^{n+1} \frac{\partial_t u(x,t)}{u} d\xi$$

$$= \pm \int_{\mathbb{S}^n} G(\nabla u)^\frac{m}{n} \sigma_n \partial_t u(x,t) dx$$

$$= \pm \left( \int_{\mathbb{S}^n} u\eta(t) \varphi(x,u) G^\frac{m}{n+1}(\nabla u) \sigma_n^\frac{m}{n+1} dx - \int_{\mathbb{S}^n} G(\nabla u)^\frac{m}{n} \sigma_n u dx \right)$$

$$= 0.$$ 

Here $+$ is for the cases (iv)-(vi), and $-$ is for the cases (i)-(iii).

$$\frac{d}{dt}J(t) = \pm \int_{\mathbb{S}^n} \varphi^{-\frac{m}{n}} \partial_t u dx$$

$$= \pm \left( \eta(t) \int_{\mathbb{S}^n} u\varphi^{1-\frac{m}{n}} G\sigma_n^\frac{m}{n} dx - \int_{\mathbb{S}^n} u\varphi^{-\frac{m}{n}} dx \right)$$

$$= \pm \left( \int_{\mathbb{S}^n} u\varphi(x,u) G^\frac{m}{n+1} \sigma_n^\frac{m}{n+1} dx \right)^{-1}$$

$$\left( \int \varphi G\sigma_n^\frac{m}{n} d\mu \int (\varphi G\sigma_n^\frac{m}{n})^\frac{m}{n+1} d\mu - \int d\mu \int (\varphi G\sigma_n^\frac{m}{n})^\frac{m}{n+1} d\mu \right),$$

where we denote $d\mu = u\varphi^{-\frac{m}{n}} dx$. Here $+$ is for the cases cases (i), (iii) and (iv), and $-$ is for the cases (ii), (v) and (vi). Let $Q = \varphi G\sigma_n^\frac{m}{n}$. By Hölder inequality, we have

$$\int Q d\mu \leq \left( \int d\mu \right)^\frac{m}{n+1} \left( \int Q^\frac{m}{n+1} d\mu \right)^\frac{n}{n+1},$$

$$\int Q^\frac{m}{n} d\mu \leq \left( \int d\mu \right)^\frac{n}{n+1} \left( \int Q^\frac{m}{n+1} d\mu \right)^\frac{n}{n+1}.$$ 

All equalities hold if and only if $Q = c$. Thus, by (3.4) we completes the proof of this lemma. 

After these preparations, we now derive the uniform bounds of $u$. To use the maximum principle, we suppose $M(t) := \max u_M(t)$ is attained at $e_{n+1} \in \mathbb{S}^n$ and $m(t) := \min \rho_M(t)$ is attained at $e_1 \in \mathbb{S}^n$ in the following proofs. Firstly we show the lower bound of $u$ for the cases (iii) and (iv) of Theorem 1.2.

Lemma 3.2. Under flow (1.1), the corresponding assumptions of Theorem 1.2 and the cases (iii) and (iv), there exists a positive constant $C_1$ independent of $t$, such that

$$u(x,t) \geq \frac{1}{C_1}.$$ 

It also means that

$$\rho \geq \frac{1}{C_1}$$

by Lemma 2.1.
Proof. Case (iii): Recall (3.2) and let $R = 1$. We begin with the estimate about \( \int_{\Omega \setminus B_1} G(y)^\tilde{\alpha} dy \) first. Let $S = \{ \xi | \rho \xi \in \Omega \setminus B_1 \}$, i.e. $S = \{ \xi \in S^n | \rho(\xi) > 1 \}$. Suppose $m < 1$. Since $G$ and $\varphi$ are even, by the origin-symmetry of $M_0$, $M_t$ is origin-symmetric. Thus due to convexity and Lemma 2.1,

$$\rho \leq \frac{m}{|\langle \xi, e_1 \rangle|}.$$ 

Then

$$\int_{\Omega \setminus B_1} G(y)^\tilde{\alpha} dy = \int_{S} \int_{1}^{m \frac{|\langle \xi, e_1 \rangle|}{1/|\langle \xi, e_1 \rangle|}} G(y)^\tilde{\alpha} r^n dr d\xi$$

$$\leq \int_{S} \int_{1}^{\frac{1}{1/|\langle \xi, e_1 \rangle|}} G(y)^\tilde{\alpha} r^n dr d\xi$$

(3.5)

$$\leq \int_{S} \int_{\Gamma} G(y)^\tilde{\alpha} r^n dr d\xi$$

$$\leq \hat{C}_3,$$

by \( \int_{1}^{\frac{1}{1/|\langle \xi, e_1 \rangle|}} G(y)^\tilde{\alpha} r^n dr > 0 \) and the conditions in the case (iii) of Theorem 1.2. By Lemma 2.1 and (3.5), we have

$$C \geq V(t) = \int_{B_1 \setminus \Omega_t} G(y)^\tilde{\alpha} dy - \int_{\Omega_t \setminus B_1} G(y)^\tilde{\alpha} dy \geq \int_{B_1 \setminus \Omega_t} G(y)^\tilde{\alpha} dy - \hat{C}_3.$$

In other words,

(3.6)

$$\int_{B_1 \setminus \Omega_t} G(y)^\tilde{\alpha} dy \leq C.$$

Next, We shall estimate \( \int_{B_1 \setminus \Omega_t} G(y)^\tilde{\alpha} dy \).

$$\int_{B_1 \setminus \Omega_t} G(y)^\tilde{\alpha} dy = \int_{B_1} G(y)^\tilde{\alpha} \chi_{B_1 \setminus \Omega_t}(y) dy,$$

(3.7)

where $\chi$ denotes the characteristic function. Suppose to the contrary that there exists a sequence of times $t_k$ such that

$$\min_{x \in \mathbb{S}^n} u(x, t_k) \to 0^+ \text{ as } k \to \infty.$$

Let $L_k = B_1 \cap \Omega_{t_k}$. Then each $L_k \subset B_1$ is an origin-symmetric convex body. By the Blaschke selection theorem, $\{L_k\}$ has a subsequence which converges to a nonempty, compact, convex set $L$. Without loss of generality, we assume

$$L_k \to L \text{ as } k \to \infty,$$

where $L \subset B_1$ is an origin-symmetric convex subset. Then

$$\min_{\mathbb{S}^n} u_L = \lim_{k \to \infty} \min_{\mathbb{S}^n} u_{L_k}$$

$$\leq \lim_{k \to \infty} \min_{\mathbb{S}^n} u(\cdot, t_k)$$

$$= 0,$$

which together with that $L$ is origin-symmetric implies that $L$ is contained in a lower dimension subspace, i.e. a hyperplane in $\mathbb{R}^{n+1}$. Then

$$\chi_L = 0 \text{ a.e. in } B_1.$$

Anisotropic flows and dual Orlicz Minkowski type problem
Thus, for a.e. \( y \in B_1 \), there is
\[
\lim_{k \to \infty} \chi_{B_1 \setminus \Omega_k} (y) = \lim_{k \to \infty} [1 - \chi_{L_k}(y)] = 1 - \chi_L(y) = 1.
\]

By Lemma 3.1, (3.6), (3.7) and Fatou lemma,
\[
C \geq \liminf_{k \to \infty} \int_{B_1} G(y) \frac{\partial}{\partial t} \chi_{B_1 \setminus \Omega_k}(y) dy
\geq \int_{B_1} \liminf_{k \to \infty} G(y) \frac{\partial}{\partial t} \chi_{B_1 \setminus \Omega_k}(y) dy
= \int_{B_1} G(y) \frac{\partial}{\partial t} dy
= + \infty,
\]
which is a contradiction. Thus we derive the lower bound of \( u \).

Case (iv): Suppose \( m < 1 \). Similar to case (iii), we have
\[
\rho \leq \frac{m}{|\langle \xi, e_1 \rangle|} \leq \frac{1}{|\langle \xi, e_1 \rangle|}.
\]

Since \( \int_{B_1} G(y) \frac{\partial}{\partial t} dy < \infty \), recall (3.3) and our choice of \( M_0 \) in case (iv) of Theorem 1.2, we have
\[
\frac{\hat{C}_4}{V(0)} \leq V(t) = \int_{S^n} \int_0^\rho G(r\xi) \frac{\partial}{\partial r} \rho^n dr d\xi \leq \int_{S^n} \int_0^\rho G(r\xi) \frac{\partial}{\partial r} \rho^n dr d\xi \leq \hat{C}_4,
\]
which is a contradiction. Thus we derive the lower bound of \( u \). Since we shall use (3.9) in the rest paper, we only use \( V(0) \leq V(t) \) in (3.9) although \( V(0) = V(t) \) here.

If we have the lower bound of \( u \) we can directly derive the upper bound of \( u \) under flow (1.1).

**Lemma 3.3.** Let \( M_0 \) be a closed, smooth, origin-symmetric, uniformly convex hypersurface in \( \mathbb{R}^{n+1} \), \( n \geq 2 \), enclosing the origin. Suppose \( \varphi : \mathbb{S}^n \times (0, +\infty) \to (0, +\infty) \) and \( G : \mathbb{R}^{n+1} \setminus \{0\} \to (0, +\infty) \) are two smooth and even functions. If \( u(\cdot, t) \geq \frac{1}{C_1} \), along flow (1.1), there exists a positive constant \( C_2 \) independent of \( t \), such that
\[
u(x, t) \leq C_2.
\]
It also means that
\[
\rho, |Du| \leq C_2
\]
by Lemma 2.1.

**Proof.** We shall get a dual relation between \( \varphi(x, u) \) and \( G(\xi, \rho) \) in this proof. The definition of the dual body and some properties can be seen in (1.3) and near (1.3).

We divide this proof into two cases.

1. If \( \int_1^\infty \int_{S^n} \varphi(x, s) \frac{1}{s^\nu} dx ds = +\infty \). Let
\[
J(t) = \int_{S^n} \int_1^u \varphi^{-\frac{1}{\nu}}(x, s) ds dx.
\]
By the calculation of the proof of Lemma 3.1, we have \( J(t) \leq C \). Similar to (1.3), we have
\[
\rho^{*}(x,t) = \frac{1}{u(x,t)}.
\]
Let \( s = \frac{1}{r} \), we have
\[
C \geq J(t) = \int_{S^{n}} \int_{\frac{1}{C_{1}}}^{1} \varphi^{-\frac{n}{p}}(x,s)dsdx
= \int_{S^{n}} \int_{\rho^{*}(x,t)}^{C_{1}} \varphi^{-\frac{n}{p}}(x,\frac{1}{r})r^{-2}drdx
= \int_{S^{n}} \int_{\rho^{*}(\xi^{*},t)}^{C_{1}} \varphi^{-\frac{n}{p}}(\xi^{*},\frac{1}{r})r^{-2}drd\xi^{*}.
\] (3.10)
Define \( \tilde{G}(\xi^{*},r) = \varphi^{-\frac{n}{p}}(\xi^{*},\frac{1}{r})r^{-n-2} \). By \( \rho^{*} \leq C_{1} \), (3.10) implies
\[
\int_{B_{C_{1}}} \tilde{G}(y)dy = \int_{S^{n}} \int_{\rho^{*}(\xi^{*},t)}^{C_{1}} \tilde{G}(\xi^{*},r)r^{n}drd\xi^{*} \leq C. \quad (3.11)
\]
Similarly,
\[
+\infty = \int_{1}^{\infty} \int_{S^{n}} \varphi^{-\frac{n}{p}}(x,s)dsdx = \int_{0}^{1} \int_{S^{n}} \varphi^{-\frac{n}{p}}(x,\frac{1}{r})r^{-2}dxdr
= \int_{0}^{1} \int_{S^{n}} \varphi^{-\frac{n}{p}}(\xi^{*},\frac{1}{r})r^{-2}d\xi^{*}dr
= \int_{0}^{1} \int_{S^{n}} \tilde{G}(\xi^{*},r)r^{n}d\xi^{*}dr.
\]
For fixed positive constant \( C_{1} \), the above equation means
\[
\int_{0}^{C_{1}} \int_{S^{n}} \tilde{G}(\xi^{*},r)r^{n}d\xi^{*}dr = +\infty. \quad (3.12)
\]
Recalling the proof of the case (iii) of Lemma 3.2, we can find that (3.11), (3.12) and (3.6), (3.8) have the same meaning respectively. By the proof of the case (iii) of Lemma 3.2, we derive the lower bound of \( u^{*} \), i.e. we derive the upper bound of \( u \).

2. If \( \int_{1}^{\infty} \int_{S^{n}} \varphi(x,s)^{-\frac{n}{p}}dsdx < +\infty \). Let
\[
J(t) = \int_{S^{n}} \int_{u}^{\infty} \varphi(x,s)^{-\frac{n}{p}}dsdx.
\]
By the calculation of Lemma 3.1, \( J(t) \) is non-decreasing, i.e. \( J(t) \geq J(0) \).
Denote \( \phi(x,u) = \int_{u}^{\infty} \varphi(x,s)^{-\frac{n}{p}}ds \). Let \( \delta \) be a small positive constant satisfying the following inequality:
\[
|\{ x \in S^{n} : |x_{n+1}| < \delta \}| \leq \frac{J(0)}{2 \max_{S^{n}} \phi(x,\frac{1}{C_{1}})}.
\] (3.13)
Due to convexity and Lemma 2.1,
\[
u \geq M|x_{n+1}|.
\]
Denoting \( S_\delta = \{ x \in \mathbb{S}^n : |x_n+1| < \delta \} \) and noting that \( \phi(x,u) \) is decreasing with \( u \), we have

\[
J(0) \leq J(t) \leq \int_{\mathbb{S}^n \setminus S_\delta} \phi(x, M|x_n+1|) dx + \int_{S_\delta} \phi(x, \frac{1}{C_1}) dx
\]

\[\leq \int_{\mathbb{S}^n \setminus S_\delta} \phi(x, M\delta) dx + \max_{x \in \mathbb{S}^n} \phi(x, \frac{1}{C_1}) |S_\delta| \]

\[\leq \max_{x \in \mathbb{S}^n} \phi(x, M\delta) |S^n| + \max_{x \in \mathbb{S}^n} \phi(x, \frac{1}{C_1}) |S_\delta|.
\]

Inserting (3.13) into (3.14), we obtain

\[
\frac{J(0)}{2} \leq \max_{x \in \mathbb{S}^n} \phi(x, M\delta) |S^n|,
\]

which implies that \( \max_{x \in \mathbb{S}^n} \phi(x, M\delta) \) has a uniformly positive lower bound. By its definition, \( \phi(x, s) \) is decreasing and tends to 0 as \( s \to +\infty \). Thus \( M \) is uniformly bounded from above. Thus we derive the upper bound of \( u \).

**Remark:** Case (2) in this proof can be also proved by the dual relation. If \( \int_{B_1} G(y) dy < \infty \), the dual body satisfies \( \int_{1}^{\infty} \int_{\mathbb{S}^n} \tilde{\varphi}(x, s) \bar{G}(x, s) dx ds < +\infty \), where the definition of \( \tilde{\varphi}(x, s) \) can be seen in the proof of case (vi) in Lemma 3.6. Thus by the dual relation and the proof of Lemma 3.5 (2), we can prove case (2).

Next we give the \( C^0 \) estimates for cases (i) and (ii) of Theorem 1.2.

**Lemma 3.4.** Under flow (1.1), the corresponding assumptions of Theorem 1.2 and the cases (i) and (ii), there exists a positive constant \( C_3 \) independent of \( t \), such that

\[
u(x,t) \leq C_3.
\]

It also means that

\[
\rho_A |Du| \leq C_3
\]

by Lemma 2.1.

**Proof.** We use the method in the proof of Lemma 3.3. We can find that the cases (i) and (ii) correspond to the cases (iii) and (iv) respectively. We only prove the case (i) since the proof of case (ii) is similar to case (i). Let

\[
J(t) = \int_{\mathbb{S}^n} \int_{1}^{u} \varphi(x, s)^{-\frac{n}{2}} ds dx.
\]

By the calculation of Lemma 3.1, \( J(t) \) is non-increasing, i.e. \( J(t) \leq J(0) \). Similar to above, by the conditions of case (i), we have

\[
\int_{\mathbb{S}^n} \int_{1}^{u} \tilde{G}(\xi^*, r) r^n dr d\xi^* \leq \int_{\mathbb{S}^n} \int_{1}^{u} \varphi^{-\frac{n}{2}}(x, s) ds d\xi^* \leq J(0),
\]

\[
\int_{B_1} \tilde{G}(y) dy = \int_{0}^{1} \int_{\mathbb{S}^n} \tilde{G}(\xi^*, r) r^n d\xi^* dr = \int_{1}^{\infty} \int_{\mathbb{S}^n} \varphi^{-\frac{n}{2}}(x, s) ds d\xi^* = +\infty,
\]

\[
\int_{\mathbb{S}^n} \int_{1}^{u} \tilde{G}(\xi^*, r) r^n dr d\xi^* \leq \int_{\mathbb{S}^n} \int_{[x, \theta]} \varphi^{-\frac{n}{2}}(x, s) ds d\xi^* \leq C_1,
\]

\[
\int_{\mathbb{S}^n} \int_{1}^{u} \tilde{G}(\xi^*, r) r^n dr d\xi^* \leq \int_{\mathbb{S}^n} \int_{[x, \theta]} \varphi^{-\frac{n}{2}}(x, s) ds d\xi^* \leq C_1.
\]
where $\tilde{G}(\xi^*, r) = \hat{G}(x, r) = \varphi^{-\frac{n}{p}}(x, \frac{1}{r})e^{-n-2}$ and $r = \frac{1}{\rho}$. Repeat the proof of case (iii) in Lemma 3.2 to the dual body $\Omega^*_t$. Then we derive the lower bound of $\rho^t$. Thus we derive the upper bound of $u$.

We can also derive the lower bound of $u$ along flow (1.1) if we have the upper bound of $u$.

**Lemma 3.5.** Let $M_0$ be a closed, smooth, origin-symmetric, uniformly convex hypersurface in $\mathbb{R}^{n+1}$, $n \geq 2$, enclosing the origin. Suppose $\varphi : \mathbb{S}^n \times (0, +\infty) \to (0, +\infty)$ and $G : \mathbb{R}^{n+1}\setminus\{0\} \to (0, +\infty)$ are two smooth and even functions. If $u(\cdot, t) \leq C_3$, along flow (1.1), there exists a positive constant $C_4$ independent of $t$, such that

$$u(x, t) \geq C_4.$$  

It also means that $\rho \geq C_4$ by Lemma 2.1.

**Proof.** We divide this proof into two cases.

1. If $\int_{B_1} G(y)\hat{\varphi} dy = \infty$. Recall the proof of case (iii) in Lemma 3.2. At this time we let

$$V(t) = \int_{B_{C_3} \setminus \Omega_t} G(y) \hat{\varphi} dy,$$

which is only used in this case. Since $u \leq C_3$, we have $\Omega_t \subset B_{C_3}$, where $B_{C_3}$ denotes the ball centered at the origin with radius $C_3$. The calculation in Lemma 3.1 can be used to this situation, i.e.

$$\int_{B_{C_3} \setminus \Omega_t} G(y) \hat{\varphi} dy = \int_{B_{C_3} \setminus \Omega_0} G(y) \hat{\varphi} dy = C.$$

Replace $B_1$ in the proof of case (iii) in Lemma 3.2 with $B_{C_3}$ then we can get the lower bound of $u$ by (3.8).

2. If $\int_{B_1} G(y)\hat{\varphi} dy < \infty$. At this time we let

$$V(t) = \int_{\Omega_t} G(y) \hat{\varphi} dy.$$

Since $u \leq C_3$, there is $\Omega_t \subset B_{C_3}$. $\int_{B_1} G(y)dy < \infty$ implies that there exists a $\delta > 0$ such that

$$\int_A G(y)dy < V(0)$$

for every measurable set $A \subset B_{C_3}$ with $|A| < \delta$.

By Lemma 3.1, we have $\int_{\Omega_t} G(y)dy = V(0)$, i.e. Vol($\Omega_t) \geq \delta$. By rotation, we can assume $\rho(e_1, t) = \rho_{\min}(t)$. Since $\Omega_t$ is origin-symmetric, we find that $\Omega_t$ is contained in the cube

$$Q_t = \{ z \in \mathbb{R}^{n+1} : -\rho_{\max} \leq z_i \leq \rho_{\max} \text{ for } 2 \leq i \leq n + 1, -\rho_{\min} \leq z_1 \leq \rho_{\min} \}.$$

Therefore,

$$\delta \leq \text{Vol}(\Omega_t) \leq 2^{n+1}(\rho_{\max})^n \rho_{\min}.$$  \hspace{1cm} (3.15)

By $\rho \leq C_3$ we derive the lower bound of $\rho$.

In summary we have completed this proof. \hfill \Box

**Remark:** Case (2) in this proof can be also proved by the dual relation. If $\int_{B_1} G(y)\hat{\varphi} dy < \infty$, the dual body satisfies $\int_{\mathbb{R}^n} \varphi(x,s)\frac{1}{s}dxds < +\infty$. Thus by the dual relation and the proof of Lemma 3.3 (2), we can prove case (2).

We next show the $C^0$ estimates with the cases (v) and (vi) of Theorem 1.2.
Lemma 3.6. Under flow (1.1), the corresponding assumptions of Theorem 1.2 and the cases (v) and (vi), there exists a positive constant $C_5$ independent of $t$, such that
\[ \frac{1}{C_5} \leq u(x,t) \leq C_5. \]

It also means that
\[ \frac{1}{C_5} \leq \rho \leq C_5, \quad |Du| \leq C_5 \]
by Lemma 2.1.

Proof. Case (v): This proof is inspired by [16]. First, we shall derive the upper bound of $u$. We follow an argument in [14]. Since \( \lim_{\mu \to \infty} \int_{\mu}^{\infty} \int_{B_1} \varphi^{-\frac{m}{p}}(y)dy \to +\infty \), We can choose $C_6$ such that
\[ \int_{B_1} \int_{C_6} \varphi^{-\frac{m}{p}}(x,s)dsdx < \frac{J(0)}{2}, \] (3.16)
where we let $J(t) = \int_{B_1} \int_{u}^{\infty} \varphi^{-\frac{m}{p}}(x,s)dsdx$. Note that
\[ \limsup_{s \to 0^+} \frac{\int_{s}^{\infty} \varphi^{-\frac{m}{p}}(x,t)dt}{s^p} < \infty. \]

In other words, there exists $\delta > 0$ such that
\[ \int_{s}^{\infty} \varphi^{-\frac{m}{p}}(x,t)dt \leq C_7 s^p \] (3.17)
for $\forall s < \delta$. Set $S_1(t) = B^1 \cap \{u(t) < \delta\}$, $S_2(t) = S^n \cap \{u(t) \leq C_6\}$ and $S_3(t) = \{u(t) \geq C_6\}$. Suppose there is a sequence origin-symmetric convex body $\Omega_{t_j}$ along this flow, and the diameter of $\Omega_{t_j}$, $2M(t_j) \to \infty$ as $t_j \to T$. Since $\Omega_{t_j}$ is origin-symmetric, we have $u_j(y) \geq M(t_j)|x_0 \cdot y|$ for any $y \in S^n$, where $u_j$ attains the maximum at $x_0 \in S^n$. We conclude that
\[ |S_1(t_j)| \to 0, \quad |S_2(t_j)| \to 0 \quad \text{as} \quad M(t_j) = \max\limits_{S^n} u(t_j) \to \infty. \] (3.18)

Let $\Omega^*$ be the polar set of $\Omega$, and $\rho^*(t) = \rho_{\Omega^*}$. Recall $-p < q^*$. Thus by Lemma 3.1, (3.16) and (3.17),
\[ J(0) \leq \int_{S_1(t) \cup S_2(t) \cup S_3(t)} \int_{u}^{\infty} \varphi^{-\frac{m}{p}}(x,s)dsdx \]
\[ \leq C_7 \int_{S_1(t)} (\rho^*)^{-p}dx + C_8 |S_2| + \int_{S_3} \int_{C_6} \varphi^{-\frac{m}{p}}(x,s)dsdx \]
\[ \leq C_7 \left( \int_{S_1(t)} (\rho^*)^q dx \right)^{\frac{m}{p}} + C_8 |S_2| + C_9 \int_{C_6} \int_{C_6} \varphi^{-\frac{m}{p}}(x,s)dsdx, \] (3.19)
for any $-p < q' < q^*$. Since by Lemma 3.1, we have
\[ V(0) = \int_{\Omega^*} G(r\xi) \varphi(y)dy \leq C_5 \int_{B_1} \rho^q(\xi)d\xi. \] (3.20)

By Lemma 2.2 and (3.20), we have
\[ \left( \int_{S_1(t)} (\rho^*)^q dx \right)^{\frac{m}{p}} \leq C_9. \]

If $M(t_j) \to \infty$, then by (3.16), (3.18) and (3.19),
\[ J(0) \leq \frac{J(0)}{2}. \]
Thus we arrive a contradiction, i.e. we derive the upper bound of $u$. By Lemma 3.5 we get the lower bound of $u$.

Case (vi): We use the method in the proof of Lemma 3.3. Let $s = \frac{1}{r}$,
\[
V(0) = V(t) = \int_{\mathbb{R}^n} \int_0^\rho G_{\tilde{\beta}}(\xi, r) r^n dr d\xi = \int_{\mathbb{R}^n} \int_0^\infty \tilde{\varphi}_{\tilde{\beta}}(\xi, s) ds d\xi,
\]
where $\tilde{\varphi}_{\tilde{\beta}}(\xi, s) = G_{\tilde{\beta}}(\xi, \frac{1}{s}) s^{-n-2}$. We also have
\[
\limsup_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} \tilde{\varphi}_{\tilde{\beta}}(x, s) ds < \infty,
\]
\[
J(0) \leq \int_{\mathbb{R}^n} \int_0^\infty u_{\tilde{\beta}}(x, s) ds dx \leq \tilde{C}_6 \int_{\mathbb{R}^n} u^{-q}(x) dx = \tilde{C}_6 \int_{\mathbb{R}^n} (\rho^*)^q d\xi^*.
\]
Repeat the proof of case (v) for the dual body $\Omega^*_t$, then we derive the bound of $u^*$.

In other words, we derive the bound of $u$.

In summary, we have completed this proof. □

Next we show the $C^0$ estimates of Theorem 1.1.

**Lemma 3.7.** Under flow (1.1) and the corresponding assumptions of Theorem 1.1, there exists a positive constant $C_{10}$ independent of $t$, such that
\[
\frac{1}{C_{10}} \leq u(x, t) \leq C_{10}.
\]
It also means that
\[
\frac{1}{C_{10}} \leq \rho \leq C_{10}, \quad |Du| \leq C_{10}
\]
by Lemma 2.1.

**Proof.** Case (iia): By
\[
\int_0^1 \int_{\mathbb{R}^n} \varphi_{\tilde{\beta}}(x, s) dx ds < \infty,
\]
we can define
\[
J(t) = \int_{\mathbb{R}^n} \int_0^u \varphi_{\tilde{\beta}}(x, s) ds dx < \infty.
\]
By the calculation of Lemma 3.1, we derive that $J(t)$ is non-increasing, i.e. $J(t) \leq J(0)$. Due to convexity and Lemma 2.1,
\[
u \geq Mx_{n+1} \quad \text{on} \quad \{x_{n+1} > 0\} \cap \mathbb{S}^n.
\]
Then
\[
J(0) \geq J(t) \geq \int_{\{x_{n+1} > \varepsilon\} \cap \mathbb{S}^n} \int_0^u \varphi_{\tilde{\beta}}(x, s) ds dx \geq \int_{\{x_{n+1} > \varepsilon\} \cap \mathbb{S}^n} \int_0^{M \varepsilon} \varphi_{\tilde{\beta}}(x, s) ds dx.
\]
Due to $\int_1^\infty \int_{\{x_{n+1} > \varepsilon\} \cap \mathbb{S}^n} \varphi_{\tilde{\beta}}(x, s) ds dx = +\infty$, we see that $u \leq C_{10}$ is independent with $t$. Then we can define
\[
V(t) = \int_{B_{C_{10}} \setminus \Omega_t} G(y) \tilde{\beta} dy = \int_{\mathbb{R}^n} \int_{\rho}^{C_{10}} G(r\xi) \tilde{\beta} r^n dr d\xi.
\]
Due to convexity and Lemma 2.1,
\[
\rho \leq \frac{m}{\langle \xi, e_1 \rangle} \quad \text{on} \quad \{\langle \xi, e_1 \rangle > 0\} \cap \mathbb{S}^n.
\]
Thus by Lemma 3.1
\[ V(0) \geq V(t) \geq \int_{\{(x,\xi) : \delta \leq r\}} G(r \xi) \hat{\varphi} r^n \, dr \, d\xi \]
\[ = \int_{\mathbb{S}^n} \int_{\{(x,\xi) : \delta \leq r\}} G(r \xi) \hat{\varphi} r^n \, dr \, d\xi. \]  
(3.22)

Due to \( \int_{\{(x,\theta) : \delta \leq r\}} G(y) \hat{\varphi} r^n \, dy = +\infty \), we derive the lower bound of \( u \).

Case (iib): At this case we can define
\[ V(t) = \int_{\mathbb{R}^{n+1}\setminus\Omega_t} G(y) \hat{\varphi} \, dy = \int_{\mathbb{S}^n} \int_0^\infty G(r \xi) \hat{\varphi} r^n \, dr \, d\xi. \]
Similar to (3.22) we derive the lower bound of \( u \), i.e.
\[ u \geq \frac{1}{C_{10}} \]
we can define
\[ J(t) = \int_{\mathbb{S}^n} \int_{C_{10}} \varphi^{-\frac{n}{2}}(x,s) \, ds \, dx. \]
Then similar to (3.21) we can derive the upper bound of \( u \). \( \square \)

Finally we show the \( C^0 \) estimates of Theorem 1.3 and close this section.

**Lemma 3.8.** Under flow (1.8) and the corresponding assumptions of Theorem 1.3, there exists a positive constant \( C_{11} \) independent of \( t \), such that
\[ \frac{1}{C_{11}} \leq u(x,t) \leq C_{11}. \]
It also means that
\[ \frac{1}{C_{11}} \leq \rho \leq C_{11}, \quad |Du| \leq C_{11} \]
by Lemma 2.1.

**Proof.** This proof is inspired by [17] Lemma 4.1. Let \( u_{\max}(t) = \max_{x \in \mathbb{S}^n} u(\cdot,t) = u(x_1,t) \). For fixed time \( t \), at the point \( x_1 \), we have
\[ D_t u = 0 \quad \text{and} \quad D_{ij}^2 u \leq 0. \]

Note that \( h_{ij} = D_{ij}^2 u + u \delta_{ij} \). At the point \( x_1 \), we have \( \sigma_n^\frac{n}{2}(h_{ij}) \leq u^\beta \). Then
\[ \frac{d}{dt} u_{\max} \leq u(\varphi Gu^\beta - 1). \]

Note that \( \rho(x_1) = \max_{\mathbb{S}^n} \rho = \max_{\mathbb{S}^n} u \). If we denote \( X = \rho \xi \), then \( u(x_1) = \langle X, x \rangle = \rho(x_1) \langle x, \xi \rangle \), i.e. \( \langle x, \xi \rangle |_{x_1} = 1 \) and \( X = u_{x_1}x \). Since \( r_1 < \rho M_0 < r_2 \), we can consider the point where the maximum point touches the sphere \( |X| = r_2 \) for the first time. By (1.9) we have \( \partial_t u \leq 0 \) at maximum points. Hence
\[ u_{\max} \leq \max\{r_2, u_{\max}(0)\}. \]

Similarly, at the minimum point,
\[ \frac{d}{dt} u_{\min} \geq u(\varphi Gu^\beta - 1). \]

Hence by the maximum principle,
\[ u_{\min} \geq \min\{r_1, u_{\min}(0)\}. \]
4. Convergence and proof of theorems

Proofs of Theorem 1.1-1.5. We only need to prove Theorem 1.1, 1.2 and 1.3 since Theorem 1.4 and 1.5 are direct corollaries of Theorem 1.1, 1.2 and 1.3. We have proved the $C^0$ and $C^1$ estimates in Section 3. In detail, we have proved the $C^0$ and $C^1$ estimates of cases (iii) and (iv) of Theorem 1.2 in Lemma 3.2 and 3.3; the $C^0$ and $C^1$ estimates of cases (i) and (ii) of Theorem 1.2 have been proved in Lemma 3.4 and 3.5; the $C^0$ and $C^1$ estimates of cases (v) and (vi) of Theorem 1.2 have been proved in Lemma 3.6; the $C^0$ and $C^1$ estimates of Theorem 1.1 and 1.3 have been proved in Lemma 3.7 and 3.8 respectively.

Next we want to derive the bounds of $\eta(t)$. This is obvious in Theorem 1.3. Then we shall derive the bounds of $\eta(t)$ under the assumptions of Theorem 1.1 or 1.2. By $C^0$ estimates,

$$\frac{1}{C_{12}} \leq \int_{\mathbb{R}^n} G(\xi, \rho)^{\frac{n}{n+1}} \rho^l d\xi \leq C_{12}.$$  

By (2.6) and $C^0$ estimates, we have $\frac{1}{C_{13}} \leq \int_{\mathbb{R}^n} \sigma_n d\xi \leq C_{13}$. This means

$$\int_{\mathbb{R}^n} u\varphi(x, u) G^{\frac{n}{n+1}}(X) \sigma_n^{l+1} d\xi \geq C_{14} \int_{\mathbb{R}^n} \sigma_n^{l+1} d\xi \geq C_{15} \int_{\mathbb{R}^n} \sigma_n d\xi \sigma_n^{l+1} \geq C_{16},$$

i.e. we have the upper bound of $\eta(t)$. To derive the lower bound of $\eta(t)$, by [17] Lemma 3.3, we only need to show

$$\eta(t) \max \sigma_n^{\frac{1}{n}} \geq C$$

(4.1)

to derive the upper bound of $\sigma_n$. In fact, by (2.6) and the $C^0$ estimates, we have

$$\eta(t) \max \sigma_n^{\frac{1}{n}} \geq C_{17} \max \sigma_n \frac{\int_{\mathbb{R}^n} \sigma_n d\xi}{\int_{\mathbb{R}^n} \sigma_n^{l+1} d\xi} \geq C_{17}.$$  

By [17] Section 3 we derive the $C^1$ and $C^2$ estimates, see also [12]. The $C^0$, $C^1$ and $C^2$ estimates are independent of $T^*$. By $C^0$, $C^1$ and $C^2$ estimates, we conclude that the equation (2.2) is uniformly parabolic. By the $C^0$ estimate, the gradient estimate, the $C^2$ estimate, Cordes and Nirenberg type estimates [1, 8, 31] and the Krylov’s theory [30], we get the Hölder continuity of $D^2 u$ and $u_t$. Then we can get higher order derivation estimates by the regularity theory of the uniformly parabolic equations. Hence we obtain the long time existence and $C^\infty$-smoothness of solutions for the normalized flow (2.2). The uniqueness of smooth solutions also follows from the parabolic theory.

Next we will prove that the support function $u_\infty$ of $M_\infty$ satisfies the following equation

$$\varphi(x, u) G(X) \sigma_n^{\frac{1}{n}} = c.$$  

The convergence of flow (1.8) had been proved in proof of Theorem 1.4 in [17]. Finally we will prove the convergence of flow (1.1). By the monotonicity of $J(t)$ we have

$$|\int_0^t \frac{dJ(s)}{ds} ds| = |J(t) - J(0)| < \infty.$$  

Then $\frac{dJ(t)}{dt} = 0$ if and only if $M_t$ satisfies $\varphi(x, u) G(X) \sigma_n^{\frac{1}{n}} = c$. Hence there is a sequence of $t_i \to \infty$ such that $\frac{d}{dt} V \to 0$, i.e. $u(\cdot, t_i)$ converges smoothly to a positive, smooth and uniformly convex function $u_\infty$ solving $\varphi(x, u) G(X) \sigma_n^{\frac{1}{n}} = c$. □
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