The Hybrid Finite Difference and Moving Boundary Methods for Solving a Linear Damped Nonlinear Schrödinger Equation to Model Rogue Waves and Breathers in Plasma Physics
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1. Introduction

A nonlinear Schrödinger-type equation [1], especially the cubic nonlinear Schrödinger equation (CNLSE) 
\[(i\partial_t + P\partial_x^2 + Q|\psi|^2\psi = 0),\]
is one of the most universal models that describe many physical nonlinear systems. Here, 
\[\psi = \psi(x, t)\]
represents a complex function, and the two coefficients \(P\) and \(Q\) represent the coefficients of the dispersion and nonlinear terms, respectively. It is understood that the values \(P\) and \(Q\) are functions in relevant physical configuration parameters such as temperature, pressure, particles density, entropy, and many other physical parameters according to the physical model in question. The CNLSE and many others (partial and ordinary) differential equations were used to interpret many mysterious phenomena that occur in various fields of sciences [2–17]. The CNLSE can support various exact analytic solutions; some of them depend on a zero background such as modulated envelope bright-, dark-, and gray-solitons [8, 9]. Several monographs and numerous published papers have been devoted to analyze the CNLSE, which possess special solution in the form of dark solitons which retain their velocities and shapes after interaction amongst themselves [18–20]. On the other side, some of these solutions are based on a finite background such as the breather structures (which include periodic space and localized time Akhmediev breathers (ABs) in addition to periodic time and localized space Kuznetsov-Ma (KM) soliton) and rogue waves (RWs) [10–17]. Rogue waves (RWs), freak waves (FWs), huge
waves, killer waves, and so forth (all names are synonymous) are known to be an unstable phenomenon that generally exists in nonlinear and dispersive systems [21]. RWs are characterized by several properties that differ from the surrounding waves, which can be generated and found at the same time in the physical system. One of the most important characteristics is that the RWs are localized in space-time [12]. Also, their amplitude may be equal to three times of the adjacent/carrier amplitudes (we mean here the first-order RWs but the super RWs have amplitudes higher than 3 times the surrounding waves [13, 22–24]). Physically, these types of huge waves suck high energy from the surrounding pulses, which amplifies their amplitude. Moreover, the RWs are instantaneous pulses, where they appear suddenly and suddenly disappear without a trace [25]. These waves (first-order and second-order RWs) have been observed and generated in laboratory in various fields, including water tank [13–15], electronegative plasmas [26–28], optics [29–31], Bose-Einstein condensates (BEC) [32], superfluid helium [33], capillary phenomena [34], and microwaves [35]. Also, Optical RWs in telecommunication data streams are investigated theoretically [36] and observed in the atmosphere [37].

The CNLSE is a good mathematical model for explaining a huge number of mysterious phenomena that appear in nature, mechanical systems, superfluidity in the absence of frictional forces such as viscosity, collision between charged and neutral particles, and so forth. However, if the effect of collisional frequencies between the charged and neutral particles and the effect of the particles viscosity are taken into account, the standard CNLSE becomes not suitable to investigate the impact of these forces on the nonlinear phenomena that can propagate in the physical medium. Accordingly, the linear damped CNLSE (dCNLSE) \((\text{i} \partial_t \psi + P_0^2 \psi + Q |\psi|^2 \psi + i R \psi = 0)\) [38–47] was used in place of the standard CNLSE for studying the impact of fractional forces on the modulational instability (MI) of the modulated structures and associated damping waves. Here, \(\text{R}\) refers to the coefficient of the linear damping term and both CNLSE and dCNLSE can be derived from the fluid plasma equations using a reductive perturbation method (RPM) (the derivative expansion method (DEM)) [22–25, 41–46]. The dCNLSE was derived for several plasma systems using the derivative expansion method in order to study its modulational instability (MI) of dissipative modulated structures including the dissipative/damping breathers and RWs in a collisional plasma [41–46]. Most of the previous studies focused on transforming the nonlinear dCNLSE into the integrable CNLSE using an appropriate transformation [40] in order to investigate envelope solitons, breathers, RWs, cnoidal waves, and so forth. Recently, El-Tantawy et al. [46] studied the dissipative RWs and ABs in electron depleted complex plasmas by analyzing the dCNLSE using Wolfram Mathematica package version 11.3 and without using any transformation. In the present study, we will restrict our attention to solving and analyzing both CNLSE and dCNLSE numerically using the improved finite difference method (FDM) with the moving boundary method (MBM). To do that, an exact analytic solution to the CNLSE will be used as initial solution to find the numerical approximate solutions to both CNLSE and dCNLSE. Also, we will discuss a series of various solutions that are supported by the CNLSE.

2. Physical Problem and Mathematical Model

A depleted electron complex plasma consisting of inertia negative dust grains and inertialess two non-Maxwellian positive ions with different two temperatures is considered. In this model, the restoring force comes from the pressures of two positive ions, while the mass of the negative dust particles is responsible for the inertia. Moreover, it is assumed that the density of the electrons has been sufficiently depleted due to the charge of dust grains which this process has observed in the laboratory [48] and in space in many situations [49]. It is assumed that \(Z_{d} n_{d}^{(0)} \gg n_{d}^{(0)}\) and the mass of the dust grains are the same, where \(n_{d}^{(0)}\) donates the electron unperturbed density. Thus, the quasi-neutrality condition can be written as \(Z_{d} n_{d}^{(0)} = n_{d}^{(0)} + n_{h}^{(0)}\) which leads to \(1 = \mu_c + \mu_h\), where \(n_{d}^{(0)}\) represents the unperturbed number density of the \(j^{th}\) species (here, \(j = d, h, \text{and} c\), for the negative dust impurities, the hot positive ion, and cold positive ion, respectively), \(\mu_c = n_{c}^{(0)}/(Z_{d} n_{d}^{(0)})\) gives the concentration of cold positive ion, \(\mu_h = n_{h}^{(0)}/(Z_{d} n_{d}^{(0)})\) refers to the concentration of hot positive ion, and \(Z_{d}\) expresses the number of electrons residing on the surface of the dust particles [46]. It is clear that the electron number density \(n_{c}^{(0)}\) is not included in the quasi-neutrality condition, which means that the electrons are completely depleted during the process of charging dust grains [50]. Thus, the normalized fluid basic equations that are governed in the nonlinear dynamics of dust-acoustic waves (DAWs) are given by the following continuity and momentum equations of the dust grains, respectively [46, 51–53]:

\[ \partial_t n_d + \partial_x (n_d u_d) = 0, \tag{1} \]

\[ \partial_t u_d + u_d \partial_x u_d = \partial_x \phi + \eta \partial_x^2 u_d, \tag{2} \]

where \(n_d\) and \(u_d\) represent the normalized number density and fluid velocity of dust grains, respectively, \(\phi\) is the normalized electrostatic wave potential, \(\eta\) is the normalized dust kinematic viscosity, and \(x\) and \(t\) denote the normalized space and time variables, respectively. More details about this plasma model and the normalized technique can be found in [46, 51–53].

The non-Maxwellian normalized densities of cold and hot positive ions can be modelled by the following superthermal distribution [51, 52]:

\[ n_s = \mu_s \left[ 1 + \frac{\theta_s \phi}{(\kappa_s - (3/2))} \right]^{-\kappa_s r(1/2)}, \tag{3} \]

where \(s = c\) and \(h\) for the cold and hot positive ions, respectively; and \(\theta_s = 2 T_s/T_h\) and \(\theta_s = 1\) where \(T_s\) and \(\kappa_s\) (\(> 3/2\)) indicate the temperature and the spectral index of \(s\)–species, respectively.

The above system of equations (1–3) are closed by the following normalized Poisson’s equation:
\[ \partial_{xx}^2 \phi = n_d - (n_e + n_h) = 0. \]  
(4)

The derivative expansion method (DEM) was devoted to reduce the governing equations (1)–(4) to the following dCNLSE:

\[ i\partial_t \psi + \frac{1}{2} P \partial_x^2 \psi + Q|\psi|^2 \psi + iR\psi = 0. \]  
(5)

Here, \( \psi \equiv \psi(x, t) \) represents a complex function and the details of deriving equation (5) and the values of the coefficients \( P, Q, \) and \( R \) exist in [46]. It is understood that values of the coefficients \( P, Q, \) and \( R \) are functions of relevant plasma parameters.

It is known that the theory of MI is one of the most important effective mechanisms that have succeeded in explaining the propagation of modulated structures such as breathers, RWs, and envelope solitons in nonlinear media [22–25, 54–56]. The CNLSE \( (R = 0) \) is considered as one of the simplest global models that are used to study the MI of quasi-monochromatic modulated structures in weak dispersive-nonlinear medium such as different plasma models [22–25, 54–56]. After applying the linear theory of MI [22–25, 57, 58], it was proven that the product \( PQ \) is a necessary and sufficient condition for determining the (un)stable regions in which different types of modulated envelope structures can propagate in the physical model such as plasma physics and optical fiber. Accordingly, for \( PQ < 0 \), the modulated structures become stable and the dark envelope solitons can exist and propagate in the physical model. On the contrary, for \( PQ > 0 \), the modulated structures become unstable and in this case the bright envelope solitons and breathers structures in addition to Peregrine soliton (first-order RWs) can exist and generate in the physical model [22–25, 57, 58]. If the damping term is taken into account, that is, \( R \neq 0 \), the product \( PQ \) is not sufficient to determine the (un)stable regions of the modulated structures, and this requires an additional condition in order to restrict these regions precisely. We will mention these conditions and explain them briefly because they exist in detail in many published papers [41, 42, 45, 46, 59]. For studying the MI of equation (5), the theory of linear instability is introduced and, after applying this theory, it was found that the damped modulated structures become unstable if \( PQ > 0 \) and \( t < t_{\text{max}} \) where \( t_{\text{max}} = (1/2R)\ln \left[ 2Q|\psi_0|^2/(PK^2) \right] \) gives the period of the MI, \( K \ll k \) represents the wavenumber of modulated structures, \( k \) expresses the carrier wavenumber, and \( \psi_0 \) indicates the amplitude of the pumping carrier wave [46]. It should be noted that if the propagation time becomes larger than the period of the MI, that is, \( t > t_{\text{max}} \), even if \( PQ > 0 \), then the modulated structures become stable (more details can be found in [46]).

3. Methods of Solution

3.1. The Algorithm of FDM. Let us define the following initial value problem (IVP):

\[ i\partial_t \psi + \frac{1}{2} P \partial_x^2 \psi + Q|\psi|^2 \psi + iR\psi = 0, \]  
which is subjected to the initial condition

\[ \psi(x, T_i) = \phi(x), \]  
(7)

where \( \Omega = [L_i, L_f] \times [T_i, T_f] \) represents the space-time domain and \( \phi(x) \) represents the exact analytic solution to the undamped CNLSE, that is, equation (6) for \( R = 0 \).

In order to solve the IVP in (6) and (7), the improved finite difference method (FDM) is devoted for this purpose. To do that, let us firstly divide the complex wave function \( \psi(x, t) \equiv \psi \) into two parts, real and imaginary parts, as follows:

\[ \psi = V + iW, \]  
(8)

and, by inserting equation (8) into equation (6) and separating both the real and the imaginary parts, the following coupled system of partial differential equations (PDEs) is obtained:

\[ \begin{cases}
\frac{1}{2} PV\partial_x^2 V - W\left(P \partial_x^2 W + 2R\right) + 2Q\left(V^2 + W^2\right) = 0, \\
\frac{1}{2} P \partial_x^2 VW + V\left(\frac{1}{2} P \partial_x^2 W + R\right) + QW\left(V^2 + W^2 + W(x, t)^2\right) + \partial_t V = 0.
\end{cases} \]  
(9)

where \( V \equiv V(x, t) \) and \( W \equiv W(x, t) \).

For solving equation (5) in the domain \( \Omega \), let us divide this domain into the following uniform mesh sizes:

\[ \begin{align*}
\Delta x &= \frac{L_f - L_i}{m}, \\
x_k &= L_i + \frac{L_f - L_i}{\Delta x} k, \\
\Delta t &= \frac{T_f - T_i}{n}, \\
t_j &= T_i + \frac{T_f - T_i}{\Delta t} j,
\end{align*} \]  
(10)

where \( m \) and \( n \) denote two positive integer numbers, \( k = 0, 1, 2, \ldots, m \) and \( j = 0, 1, 2, \ldots, n \).

The finite difference formulas are introduced to estimate the first derivative of time \( \partial_t (\cdot) \) and the second derivative of space \( \partial_x^2 (\cdot) \) as follows:

\[ \partial_t V(x_k, t_j) \approx \frac{V_{k,j+1} - V_{k,j}}{\Delta t}, \]  
(11)

for \( j = 0, 1, 2, 3, \)

\[ \partial_x^2 V(x_k, t_j) = \left( \frac{1}{840\Delta t} \right) \left( 3V_{k,j-4} - 32V_{k,j-3} + 68V_{k,j-2} - 62V_{k,j-1} + 672V_{k,j+1} - 168V_{k,j+2} + 32V_{k,j+3} - 3V_{k,j+4} \right), \]  
(12)

for \( 4 \leq j \leq n - 4 \) (n ≥ 8), and
\[
\frac{\partial_j V(x_k, t_j)}{\Delta t} = \frac{V_{k,j} - V_{k,j-1}}{\Delta t},
\]
for \( j = n - 3, n - 2, n - 1, n \).

For the second derivative of space \( \partial_x^2 \), the following formulas are defined:
\[
\partial_x^2 V(x_k, t_j) = \frac{V_{k,j} - 2V_{k+1,j} + V_{k+2,j}}{\Delta x^2},
\]
for \( k = 0, 1, 2, 3, \ldots \).

\[
\frac{1}{2} \left( PV_{k,j} \partial_x^2 V(x_k, t_j) - W_{k,j} \left( P \partial_x^2 W(x_k, t_j) + 2R \right) - 2\partial_t W(x_k, t_j) \right) + QV_{k,j} \left( V_{k,j}^2 + W_{k,j}^2 \right) = 0,
\]
and its solution in the time interval \( T_i + d\tau < t < T_i + 2d\tau \) reads
\[
\psi(x, T_i + d\tau) = \psi_0(x).
\]

We will continue to repeat this step until reaching the final time \( T_f \) at \( T_i + m\tau \), where \( m = \lceil (T_2 - T_1)/d\tau \rceil \). Thereafter, we can get
\[
\psi(x, t) = \psi_r(x, t),
\]
for \( T_i + r\tau \leq t \leq T_i + (r + 1)\tau \) and \( r = 0, 1, 2, \ldots, m = \lceil (T_f - T_i)/d\tau \rceil \).

Observe that \( \psi_r(x, t) \) is an approximate initial solution to the IVP:
\[
i\partial_t \psi + \frac{1}{2} P \partial_x^2 \psi + Q|\psi|^2 \psi + iR\psi = 0,
\]
for \( L_1 < x < L_2 \),
\[
T_i + r\tau \leq t < T_i + (r + 1)\tau.
\]

### 4. FDM-MBM for Analyzing RWs and Breathers

Let us consider and introduce some illustrative and useful examples. In the following sections, the above hybrid FDM-MBM will be applied on both undamped CNLSE and damped CNLSE for analyzing some dissipative and nondissipative modulated structures (RWs and breathers) that can propagate in many nonlinear mediums such as optical fiber and plasma physics.

In absence of linear damping term \( (R = 0) \) and in the unstable regions \( (PQ > 0) \), the nonintegrable dCNLSE (6) is reduced to the integrable CNLSE:
\[ i\partial_{t}\psi + \frac{1}{2} P\partial_{x}^{2}\psi + Q|\psi|^{2}\psi = 0, \]  
\hspace{1cm} (25) 

This equation is completely integrable and supports many exact analytical solutions as we mentioned earlier, such as envelope solitons, solitons, and breathers. Thus, the exact RWs and breathers solution to equation (25) in the compact form reads \cite{31, 60}

\[ \psi = \left[ \frac{P}{Q} \left( 1 + \frac{2(1-2\delta)cosh[h_{1}Pt] + ih_{1}sinh[h_{1}Pt]}{\sqrt{2} \delta \ cos(h_{2}x) - cos[h_{1}Pt]} \right) \right] \exp(iPt), \]  
\hspace{1cm} (26) 

and, here, \[ \sqrt{P/Q} \] indicates the background amplitude, and the parameter \( \delta \) is called the transfer switch which is responsible for determining the type of waves through controlling the value of the following relationships: \( h_{1} = \sqrt{8\delta(1-2\delta)} \) and \( h_{2} = \sqrt{4(1-2\delta)} \). Thus, solution (26) can describe three types of solutions as follows: (i) for \( \delta < 0.5 \), the localized time and periodic-space structure can be obtained, which is called Akhmediev breathers (ABs) solution; (ii) for \( \delta > 0.5 \), the localized space and time-periodic structures are covered, which are called Kuznetsov-Ma (KM) breathers solution; and, finally, (iii) for \( \delta \xrightarrow{\text{lim}} 0.5 \), the localized time-space structures are covered, which are called first-order rogue wave (RW)/Peregrine soliton/Peregrine breathers solution.

### 4.1. Numerical Simulations to (Non)dissipative RWs and Breathers

For Peregrine soliton (first-order RW) solution, solution (25) can be reduced to the following form of RWs:

\[ \psi_{\text{RWs}} = \lim_{\delta \xrightarrow{\text{lim}} 0.5} (\psi) = \left[ \frac{P}{Q} \left( 1 + \frac{4G}{(1 + 2iPt)} \right) \right] \exp(iPt) \]
\[ \equiv \left[ \frac{P}{Q} \left( 1 - \frac{4}{G} (1 + 2iPt) \right) \right] \exp(iPt) \]
\[ \equiv V_{\text{RWs}} + iW_{\text{RWs}}, \]  
\hspace{1cm} (27) 

with

\[ V_{\text{RWs}} = \left( \frac{1}{G} \right) \left[ (G-4)cos(Pt) + 8Pt \sin(Pt) \right], \]  
\hspace{1cm} (28) 

\[ W_{\text{RWs}} = \left( \frac{1}{G} \right) \left[ (G-4)sin(Pt) - 8Pt \cos(Pt) \right], \]

where \( G = (1 + 4x^{2} + 4P^{2}t^{2}) \). To apply the hybrid FDM-MBM for analyzing the (non)dissipative RWs, the following initial condition is introduced:

\[ \psi_{\text{RWs}}(x, T = 0) = V_{\text{RWs}}(x) \]
\[ \equiv \left[ \frac{P}{Q} \left( 4x^{2} - 3 \right) \right] \]  
\hspace{1cm} (29)

where \( x \in [L_{i}, L_{j}] \) and \( T \in [T_{i}, T_{f}] \).

For the Kuznetsov-Ma (KM) breathers solution (\( \delta > 1/2 \)), the exact analytic solution can be written in the following form:

\[ \psi_{\text{KM}} = V_{\text{KM}} + iW_{\text{KM}}, \]  
\hspace{1cm} (30) 

with

\[ V_{\text{KM}} = \left[ \frac{P}{Q} \left( \frac{(4\delta - 1)cos(g_{1}Pt) - \sqrt{2} \delta \ cos(g_{2}x)}{\sqrt{2} \delta \ cos(g_{2}x) - \ cos(h_{1}Pt)} \right) \right], \]  
\hspace{1cm} (31)

and the following initial condition will be used in the hybrid FDM-MBM to analyze (non)dissipative KM breathers numerically:

\[ \psi_{\text{KM}}(x, T = 0) = V_{\text{KM}}(x) \]
\[ \equiv \left[ \frac{P}{Q} \left( \frac{2(1-2\delta)}{\sqrt{2} \sqrt{\delta \ cos(h_{2}x) - \ cos(h_{1}Pt)}} + 1 \right) \right], \]  
\hspace{1cm} (32)

where \( g_{1} = \sqrt{8\delta(2\delta - 1)} \) and \( g_{2} = \sqrt{4(2\delta - 1)} \).

For the ABs solution (\( \delta < 1/2 \)), the following form of the exact analytic solution is considered:

\[ \psi_{\text{ABs}} = V_{\text{ABs}} + iW_{\text{ABs}}, \]  
\hspace{1cm} (33) 

with

\[ V_{\text{ABs}} = \left[ \frac{P}{Q} \left( \frac{(1-4\delta)cos(h_{1}Pt) + \sqrt{2} \delta \ cos(h_{2}x)}{\sqrt{2} \ delta \ cos(h_{2}x) - \ cos(h_{1}Pt)} \right) \right], \]  
\hspace{1cm} (34)

\[ W_{\text{ABs}} = \left[ \frac{P}{Q} \left( \frac{h_{1}sinh(h_{1}Pt)}{\sqrt{2} \ delta \ cos(h_{2}x) - \ cos(h_{1}Pt)} \right) \right], \]

For analyzing (non)dissipative ABs numerically via the hybrid FDM-MBM, the following initial solution at \( T = 0 \) is considered:

\[ \psi_{\text{ABs}}(x, T = 0) = \psi_{\text{AB}}(x) \]
\[ \equiv \left[ \frac{P}{Q} \left( \frac{(1-4\delta) + \sqrt{2} \delta \ cos(h_{2}x)}{\sqrt{2} \ delta \ cos(h_{2}x)} \right) \right], \]  
\hspace{1cm} (35)

The comparisons between the exact analytic solutions of nondissipative RWs (27), KM breathers (30), and ABs (33) and the numerical simulation solutions using FDM are introduced in Figures 1(a), 2(a), and 3(a), respectively, for \( P = Q = 2, R = 0, \Delta x = 0.2, \text{and} \Delta t = 0.25 \). Also, in Figures 1(b), 2(b), and 3(b) and for \( P = Q = 2, R = 0.5, \Delta x = 0.2, \text{and} \Delta t = 0.25, \) the numerical simulation solutions using FDM for dissipative RWs and dissipative breather are compared to the following approximate analytical solutions (sometimes are called semianalytical solutions):
Figure 1: A comparison between the approximate numerical solution using FDM and (a) the exact solution to nondissipative RWs (27) and (b) the approximate analytical dissipative RWs solution (36).

Figure 2: A comparison between the approximate numerical solution using FDM and (a) the exact solution to nondissipative KM breathers (30) and (b) the approximate analytical dissipative KM breathers solution (36).

Figure 3: A comparison between the approximate numerical solution using FDM and (a) the exact solution to nondissipative ABs (33) and (b) the approximate analytical dissipative ABs solution (36).
ψ = (V + iW)exp(−Rt),  \quad (36)

with

\begin{align*}
(V, W) &= \begin{bmatrix} V_{\text{RWs}} & W_{\text{RWs}} \\ V_{\text{KM}} & W_{\text{KM}} \\ V_{\text{ABs}} & W_{\text{ABs}} \end{bmatrix}.
\end{align*}

(37)

More details about the semianalytical solution (36) can be found in [61]. It is observed that the approximate numerical solutions using FDM for RWs and breathers give excellent results as compared to the exact analytic solutions and semianalytical solution (36) but in the small time interval and, for large time interval, the results become unacceptable, especially for KM breathers. Thus, the hybrid FDM-MBM is introduced to improve the numerical results, especially at large time interval. According to this method (hybrid FDM-MBM), the exact analytic solutions of nondissipative RWs (27), KM breathers (30), and ABs (33) are compared to the numerical simulation solutions as shown in Figures 4(a), 5(a), and 6(a), respectively, for \(P = Q = 1, R = 0, \Delta x = 0.5, \Delta t = 0.01, \) and \(\Delta \tau = 0.25\). Furthermore, the comparisons between the semianalytical solutions (36) of dissipative RWs and dissipative breathers and the numerical simulation solutions using the hybrid FDM-MBM are presented in Figures 4(b), 5(b), and 6(b), respectively, for \(P = Q = 1, R = 0.2, \Delta x = 0.5, \Delta t = 0.01, \) and \(\Delta \tau = 0.25\). Moreover, the effects of damping term on the RW and breathers profiles according to the physical plasma parameters \(k, k_x, k_y, \theta, \mu_c\) = (3, 5, 5, 0, 1, 0, 2) are investigated in Figure 7. It is clear that the amplitudes of RWs and breathers decrease with increasing the viscosity coefficient which this behavior has observed in plasma experiments. The comparison results between the numerical simulation solutions and the semianalytical solutions showed the near-perfect compatibility between them. Finally, we can
conclude that the hybrid FDM-MBM gives strong and high accurate results with minimal time and effort. Also, this method does not need high computer capabilities to analyze data and all calculations can be done using a PC. But the FDM is faster than the hybrid FDM-MBM.

5. Conclusion

The propagation of both dissipative and nondissipative modulated nonlinear structures including freak waves and breathers (Kuznetsov-Ma breathers and Akhmediev breathers) in the nonlinear-dispersive media such as optical fiber and plasma physics has been investigated analytically and numerically in the framework of both cubic nonlinear Schrödinger equation (CNLSE) and linear damped cubic nonlinear Schrödinger equation (dCNLSE). As a physical application, the basic fluid equations for an electron depleted dusty plasma containing two different types on superthermal ions are reduced to the wave equation (dCNLSE) using the derivative expansion method. In the present plasma model, the kinematic dust viscosity is taken into account, which leads to the linear damping term appearing in the dCNLSE and if the dust viscosity is ignored, the standard CNLSE will be covered. The improved finite difference method (FDM) is devoted to solving both the CNLSE and dCNLSE for analyzing both dissipative and nondissipative freak waves and breathers. It is found that the improved FDM gives excellent results for small time interval. This method is good in some physical applications such as the propagation of acoustic waves in different plasma models because the age of these waves is small compared to the age of the presence of plasma itself. However, for large time interval, the FDM gives reasonable results, but sometimes they are not so good. Consequently, the moving boundary method (MBM) is introduced besides the FDM to improve the obtained results at large time interval. In fact, it is noticed that the hybrid
method gives excellent results compared to the traditional method with many physical applications. For the future work, it is well known that most physical experiments that take place in the laboratory, especially experiments of plasma physics, are carried out in a cylindrical/spherical vessel [62–64]. Therefore, to describe the modulated envelope waves that can propagate in the cylindrical/spherical vessel, the basic equations of the physical problem must be designed in the curved coordinates/nonplanar (cylindrical and spherical) coordinates. Accordingly, we will obtain an elevation equation that can describe cylindrical and spherical modulated waves (dark solitons, bright solitons, freak waves, and breathers) in different physical environments, such as plasma physics. Thus, we will solve this problem using the hybrid method due to its good results.
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