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Abstract. A fuzzy clustering method based on genetic algorithm is proposed aiming at the problem of automatic clustering of knowledge context. Firstly, the knowledge context model is constructed to determine the similarity measure of knowledge context. Then the initial clustering centers are obtained based on the density peak method. Then the fuzzy C mean clustering result is solved by genetic algorithm, and the clustering of knowledge context is realized. Finally, the knowledge context clustering of an aircraft part design process is taken as an example to illustrate the effectiveness of the algorithm.

1 Introduction

Knowledge plays an increasingly important role as an intangible resource in improving the production efficiency, reducing product costs, especially in knowledge-intensive enterprises.

Knowledge context is the relevant background environment on which knowledge acquisition, understanding, application, evaluation, sharing depend on.

Enterprise knowledge management system, records the user's knowledge behaviour in different knowledge context, and gets the internal relationship between the knowledge context and knowledge through data mining and other ways.

When the business people face a new business context, the system calculates the similarity between the current context and all the knowledge contexts, finds out a set of the most similar knowledge contexts, and then pushes the knowledge associated with the set of knowledge contexts to the users. However, with the accumulation of the number and types of knowledge contexts, the computational similarity of traversal undoubtedly greatly affects the search efficiency. In order to solve this problem, this paper proposes clustering similar knowledge contexts, which only need to be calculated in the class of the current context to get the similarity, so as to improve the computational efficiency and knowledge reuse efficiency.

The main clustering methods include hierarchical clustering [1], density- based [2], grid-based [3] and model-based methods [4], and have been widely used in many fields such as pattern recognition [5], data analysis [6], image processing [7], market research [8] and so on.

Aiming at the clustering problem of knowledge context, this paper proposes a knowledge context fuzzy clustering method based on genetic algorithm. Firstly, the knowledge context model is constructed and the similarity measure method is put forward. Then, the cluster is clustered by the density peak method as the initial solution. Then the genetic fuzzy C-means clustering algorithm is used to realize the clustering of knowledge context. Finally, an example is given to illustrate the effectiveness of the algorithm.

2 Knowledge context model and the similarity measure

2.1. Knowledge context model construction

In the enterprise knowledge management process, the knowledge context not only includes the corresponding business process and task characteristics, but also includes the personality characteristics of users. The knowledge context model is used to describe the context in the form of extensible framework. The enterprise environment is complicated, so it is necessary to consider the characteristics of the task itself, the relationship with the business process, users’ cognitive level and knowledge preference.

This section constructs a multi-dimensional multi-attribute context model for the business process of the enterprise in order to describe the context elements of different dimensions more accurately and make the context model more manageable.

The context model is characterized by four main dimensions: person, task, object, and software.

Context={Person, Task, Object, Software}

There are specific portrayals under the four main dimensions:

Person = {P-position, P-skills, P-domain}
The task, including the task name, task objectives, tasks required resources, the relationship between tasks and the process, is

\[ \text{Task} = \{\text{T-name, T-goal, T-resource, T-relation}\}. \]

The object, including the object name, object material, and object technical characteristics, is

\[ \text{Object} = \{\text{O-name, O-material, O-TecFeatures}\}. \]

The software, including the software name, software version, software use, is

\[ \text{Software} = \{\text{S-name, S-version, S-usage}\}. \]

After the refinement, the context model is

\[ \text{Context} = \{\text{P-position, P-skills, P-domain, T-name, T-goal, T-resource, T-relation, O-name, O-material, O-TecFeatures, S-name, S-version, S-usage}\}. \]

It should be noted that the enterprise can be constructed according to the actual environment, including but not limited to the above attributes.

### 2.2 Knowledge context similarity

Clustering is a process that divides a data set into different categories or clusters and makes the properties of objects in the same category the same or similarities, and the properties of the objects in different categories are significantly different. The distance between the knowledge context is measured by the knowledge context similarity, the higher the degree of similarity, the closer the distance is. This section describes the similarity of knowledge context.

Knowledge contexts are portrayed from multiple dimensions, and the attributes of different dimensions may not be the same. The attribute type is divided into four types: numeric attribute, vector type attribute, collection type attribute, text type attribute. Numerical types and vector types can be calculated directly, and the collection type and text type attributes need to be vectorised first.

The vectorization process is:

1. **Step1:** the construction of the domain vocabulary. For example, there are m words in order to form a vocabulary.

2. **Step2:** vectorization. This type is described by a m-dimensional vector. For a collection type, the \( \{0,1\} \) value indicates whether a vocabulary is present in the set. For text attributes, the TF-IDF value for each word in the text as the value is the vector component.

After the pre-treatment, the n knowledge context models can be expressed by the knowledge context model vector matrix:

\[
\begin{bmatrix}
X_{11} & X_{12} & \ldots & X_{1h} \\
X_{21} & X_{22} & \ldots & X_{2h} \\
\vdots & \vdots & \ddots & \vdots \\
X_{n1} & X_{n2} & \ldots & X_{nh}
\end{bmatrix}
\]

For vector type attributes and numeric type attributes, different methods are used for the calculation.

- **Vector attribute calculation**

\[
sim_{v}(v,v') = \frac{\sum_{i=1}^{n}(q_i - q')(p_i - p')}{\sqrt{\sum_{i=1}^{n}(q_i - q')^2} \sqrt{\sum_{i=1}^{n}(p_i - p')^2}}
\]

where \( v \) and \( v' \) denote the m-dimensional vector type attributes, the values are \( (q_1, q_2, q_3, \ldots, q_m) \) and \( (p_1, p_2, p_3, \ldots, p_m) \). The similarity of the vector type attribute is in the range of \([-1,1]\]. The larger the value, the higher the similarity.

- **Numeric attribute calculation**

\[
sim_{n}(n_1,n_2) = \frac{\min\{n_1,n_2\}}{\max\{n_1,n_2\}}
\]

where \( n_1, n_2 \) are numeric attributes, the values are \( n_1, n_2 \geq 0 \). The value range of the numeric attribute is \((0,1]\). The larger the value, the higher the similarity.

The context similarity is the weighted average of the similarity of each attribute:

\[
sim(V,V') = \sum_{i=1}^{s} w_i \cdot \sim(v_i,v_i')
\]

Where \( V, V' \) denote two contexts, there are \( s \) attributes, \( v_i \), \( v_i' \) denote the i-th attribute, and \( w_i \) the weight of the i-th attribute.

### 3 Improved fuzzy C-means clustering algorithm for initial value selection

3.1 Fuzzy C-means clustering algorithm

Ruspini[9] introduced the Zadeh fuzzy mathematical theory[10] into clustering analysis, and proposed the concept of fuzzy partitioning. The membership degree \( u_{ij} \in \{0,1\} \) in traditional hard clustering is improved to \( u_{ij} \in [0,1] \) continuous interval. Later Dunn and Bezdek promoted it to form the widely used fuzzy c-means algorithm (FCM).

The FCM algorithm determines the membership of the sample by minimizing the objective function to further determine the class of the sample.

Assume Knowledge Context Data Set

\[
X = \{x_1, x_2, \ldots, x_k, \ldots, x_n\} \subset R^h
\]

Where \( n \) is the number of elements in the data set X, the sample has \( s \) attribute value, \( h \) attribute dimension (\( h \geq s \)).

The matrix V of the c clusters is:
Where c is the number of clusters, \( c \in [2, n) \). \( v_{ij} \) is the value of the j-th attribute dimension of the i-th cluster center.

The objective function is expressed as:

\[
J_m(U, V) = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m \cdot d_{ij}^2
\]

(1)

Constraints:

\[
\sum_{j=1}^{c} u_{ij} = 1 \quad 1 \leq j \leq n \\
0 \leq u_{ij} \leq 1 \quad 1 \leq i \leq n, 1 \leq j \leq c \\
0 \leq \sum_{i=1}^{n} u_{ij} \leq n \quad 1 \leq i \leq c
\]

Among them, \( u_{ij} \) is the membership degree of the i-th sample to the j-th cluster center, and m is the fuzzy index. The larger the m, \( m \geq 1 \), the lower the degree of fuzzy clustering. \( U = [u_{ij}]_{n \times c} \) is the membership matrix.

The \( d_{ij} \) represents the distance from the i-th sample to the j-th cluster center, where the distance is characterized by similarity (section 2.2).

The Lagrangian multiplier method is used to solve the membership degree. The formula (2) is used to calculate membership, and the clustering center can be updated by the formula (3):

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{d_{ik}}{d_{kj}} \right)^{m-1}}
\]

(2)

\[
u_{ij} = \frac{\sum_{k=1}^{c} \left( u_{ij} \right)^m x_k}{\sum_{k=1}^{c} \left( u_{ij} \right)^m}
\]

(3)

In the formula (2) and (3), \( i = 1, ..., n, j = 1, ..., c \).

3.2 Algorithm to improve the initial value of the selected

The FCM algorithm is sensitive to the selection of the initial clustering center. The choice of the initial solution is closely related to the iterative time and the iterative result. If the initial solution is improperly chosen, the iteration time is longer and it is easy to fall into the local optimum. In general, the initial clustering center, that is, the initial solution for the objective function formula (1), is randomly generated within a range of values, which greatly affects the clustering effect.

In this paper, the density peaks clustering proposed by Rodriguez is used in the selection of the initial solution. This method is based on the analysis of the characteristics of the clustering center, and characterizes the data points by local density \( \rho(x_i) \) and distance \( \Delta(x_i) \).

In general, the clustering center of these two parameters are higher.

Define the local density as:

\[
\rho(x_i) = \sum_{j} \chi(d_{ij} - d_{cj}),
\]

(4)

\[
\chi(\Delta d) = \begin{cases} 
1 & \Delta d < 0 \\
0 & \Delta d \geq 0 
\end{cases}
\]

Where \( \rho(x_i) \) is the number of data points which the distance with \( x_i \) is less than \( d_{cj} \), and \( d_{cj} \) is the truncated distance, given by the user. The \( d_{ij} \) is the distance between the data points \( x_i \) and \( x_j \), expressed by similarity (section 2.2).

The data point distance \( \delta(x_i) \) is the distance from the nearest point of \( x_i \) whose local density is greater than \( x_i \), which is defined as follows:

\[
\delta(x_i) = \begin{cases} 
\min_{j: \rho(x_i) > \rho(x_j)} (d_{ij}), & \rho(x_i) \neq \rho_{\text{max}}; \\
\max_{j} (d_{ij}), & \rho(x_i) = \rho_{\text{max}} 
\end{cases}
\]

(5)

After the local density and distance of the data points are obtained, the relationship between the two parameters is shown graphically, called the decision graph. It is convenient and quick to determine points with high density and distance with the help of decision graphs. The clustering center determined by this method is used as the initial clustering center of FCM algorithm.

4 Genetic optimization FCM clustering algorithm

Genetic algorithm is a random parallel search algorithm based on natural selection and genetics. It is an efficient method to find the global optimal solution without any initial information. The solution of the problem is treated as a population, and the quality of the solution is getting
better and better through selection, crossover, mutation and other genetic operations.

The process of genetic algorithm optimization as shown below.

### Fig. 1. Genetic algorithm flow chart

The coding, fitness function, population initialization, termination condition, crossover operator need to be determined when the clustering algorithm is optimized by genetic algorithm. The following is a detailed description of the fuzzy clustering problem which is used to identify the knowledge context.

#### 4.1 Encoding

The solution for the fuzzy clustering problem of knowledge context is the matrix of clusters, which is expressed with V. The original data points are numbered in order to facilitate the calculation, and the representation of the data points is numbered instead of vector. If an individual is represented as \((3, 6, 8, 10, 18)\), the meaning is that the cluster center is made up of dots numbered 3, 6, 8, 10, 18. The decimal number is converted to a binary number in actual calculations.

#### 4.2 Population initialization

The density peak method is used to determine the initial population. The density peak method determines the clustering center with a certain subjectivity, and the same decision map may yield different results. Therefore, we can determine the m solution according to the decision graph. As the initial solution set, the number of clusters in each solution should be consistent.

#### 4.3 Fitness calculation

The optimal result of the clustering algorithm corresponds to the minimum value of the objective function, that is, the better the clustering result, the smaller the objective function. In the genetic algorithm, the fitness of the global optimal solution should be the largest. So, the fitness function is defined as:

\[
f(v_i) = \frac{1}{J_m(U, V) + \varepsilon_0}
\]

\(\varepsilon_0\) is a sufficiently small positive number, which avoids the denominator to zero. When the fitness calculation is carried out, the data set X and a set of clustering centers are known. Then, the degree of membership of the data set point to the cluster center is calculated according to formula (2), and then calculated \(J_m(U, V)\) according to formula (1). Finally, the degree of fitness is obtained by formula (6).

#### 4.4 Selection

The selection operation makes it possible to select the better individuals in the current population. First, select the individuals with the best fitness in the current population and do not enter the next generation directly. Then, the remaining individuals are selected according to the "proportional selection method". This method is to calculate the individual fitness, the probability that each individual is selected is:

\[
P(V_i) = \frac{f(V_i)}{\sum_{j=1}^{n} f(V_j)}
\]

\(i = 1, \ldots, n\) the n is the population size.

#### 4.5 Cross

Cross-operation is the main method of generating new individuals in genetic algorithm. The design of the crossover operator includes how to determine the position of the cross and how to cross it.

Common cross-cutting methods include single-point crossover, two-point crossover, multi-point crossover, uniform crossover and so on. The single-point crossover is used in this case.

The cross formula is as follows:

\[
v^{' +1}_i = \alpha v^j_a + (1 - \alpha) v^j_b
\]

\[
v^{' +1}_b = \alpha v^j_b + (1 - \alpha) v^j_a
\]

The \(v^j\) is the value before crossover, and the \(v^{' +1}\) is the value after crossover.

#### 4.6 Variation

Variation can maintain group diversity, and it is an auxiliary method that generate a new generation of individual. Set a variation probability \(P_m\), randomly generate a random number \(r_m\), if \(r_m < P_m\), for mutation. If the individual adaptation value after mutation is greater than the parent, the individual substitute parent, and become the offspring individual.

#### 4.7 Termination conditions
In this case, the genetic termination condition is set to: the iteration is stopped when the solution of the best fitness is no longer in the solution set, or the iteration number reaches the maximum iteration times L.

5 Example

The knowledge contexts of the development of an aircraft parts are clustered and the number of extraction contexts is 63. This problem is solved by MATLAB iterations. The density peak method is used to calculate the density and distance of each data point to determine the initial solution. The decision chart is shown below:

![Decision Chart](image)

The number of population is 20. We selected 10 groups as the initial values in the upper right area of the decision graph. The other 10 groups are randomly generated to form the initial solution.

The probability of crossing is 0.6, the probability of mutation is 0.01, and the number of iterations is 100. The results of the iteration are as follows:

Table 1. Iterative results.

|                        | value |
|------------------------|-------|
| optimal fitness        | 0.2932|
| the algebra of the optimal result | 8     |

![Convergence Chart](image)

6 Conclusion

The knowledge context clustering method proposed in this paper is helpful to the construction and reorganization of the knowledge base, which provides a strong support for the knowledge service. In this paper, the density peak method is used to determine the initial solution, then the genetic FCM method is used to solve the problem. In this way, the satisfactory solution can be obtained in a short time.

However, there are still many shortcomings in this paper. The weight of each dimension in knowledge context is not measured by objective data, and the number of clustering centers is determined by subjectivity. In the future, we will use the clustering results of knowledge context to solve the specific problems, and extract the knowledge application cases related to the business process to guide the business practice.
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