An immersed Crouzeix–Raviart finite element method in 2D and 3D based on discrete level set functions
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Abstract
This paper is devoted to the construction and analysis of immersed finite element (IFE) methods in three dimensions. Different from the 2D case, the points of intersection of the interface and the edges of a tetrahedron are usually not coplanar, which makes the extension of the original 2D IFE methods based on a piecewise linear approximation of the interface to the 3D case not straightforward. We address this coplanarity issue by an approach where the interface is approximated via discrete level set functions. This approach is very convenient from a computational point of view since in many practical applications the exact interface is often unknown, and only a discrete level set function is available. As this approach has also not be considered in the 2D IFE methods, in this paper we present a unified framework for both 2D and 3D cases. We consider an IFE method based on the traditional Crouzeix–Raviart element using integral values on faces as degrees of freedom. The novelty of the proposed IFE is the unisolvence of basis functions on arbitrary triangles/tetrahedrons without any angle restrictions even for anisotropic interface problems, which is advantageous over the IFE using nodal values as degrees of freedom. The optimal bounds for the IFE interpolation errors are proved on shape-regular triangulations. For the IFE method, optimal a priori error and condition number estimates are derived with constants independent of the location of the interface with respect to the unfitted mesh. The extension to anisotropic interface problems with tensor coefficients is also discussed. Numerical examples supporting the theoretical results are provided.
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1 Introduction

Let \( \Omega \) be a bounded and convex polygonal/polyhedral domain in \( \mathbb{R}^N \), \( N = 2 \) or \( 3 \), and the interface \( \Gamma \) be a \( C^2 \) compact hypersurface without boundary which is embedded in \( \Omega \) and divides \( \Omega \) into two disjoint subdomains \( \Omega^+ \) and \( \Omega^- \). Without loss of generality, we assume that \( \Omega^- \) lies inside \( \Omega \) strictly, i.e., \( \Gamma = \partial \Omega^- \). Consider the following second-order elliptic interface problem with variable coefficients

\[ -\nabla \cdot (\beta(x)\nabla u) = f \quad \text{in} \ \Omega^+ \cup \Omega^-, \quad (1.1) \]

\[ [u]_\Gamma = 0 \quad \text{on} \ \Gamma, \quad (1.2) \]

\[ [\beta \nabla u \cdot \mathbf{n}]_\Gamma = 0 \quad \text{on} \ \Gamma, \quad (1.3) \]

\[ u = 0 \quad \text{on} \ \partial \Omega, \quad (1.4) \]

where \( f \in L^2(\Omega) \), \( \mathbf{n}(x) \) denotes the unit normal vector to \( \Gamma \) at point \( x \in \Gamma \) pointing from \( \Omega^- \) to \( \Omega^+ \), \([v]_\Gamma \) denotes the jump of a function \( v \) across the interface, i.e.,

\[ [v]_\Gamma := v^+|\Gamma - v^-|\Gamma \text{ on } \Gamma \text{ with } v^\pm = v|\Omega^\pm, \]

and the coefficient \( \beta(x) \) can be discontinuous across the interface \( \Gamma \) and is assumed to be piecewise smooth such that

\[ \beta(x)|\Omega^\pm = \beta^\pm(x) \text{ with } \beta^\pm(x) \in C^1(\overline{\Omega^\pm}). \quad (1.5) \]

We also assume there exist positive constants \( \beta_m^\pm \) and \( \beta_M^\pm \) such that \( \beta_m^\pm \leq \beta^\pm(x) \leq \beta_M^\pm \). The anisotropic interface problem, i.e., the coefficient \( \beta(x) \) is replaced by a discontinuous tensor-valued function \( \mathbf{B}(x) \), will be discussed in Sect. 6.

Interface problems appear in many engineering and physical applications involving multiple materials and interfaces. The main challenge is that the solutions of interface problems are not smooth across interfaces due to interface conditions and discontinuous coefficients. It is well known that finite element methods (FEMs) can be used to solve interface problems with optimal accuracy based on body-fitted and shape-regular meshes (see, e.g., \([4, 11, 42]\)). However, it is not trivial and time-consuming to generate such a shape-regular mesh that fits complex or moving interfaces especially in 3D. So, FEMs based on unfitted meshes, which are completely independent of the interface, have become highly attractive for interface problems. There are many FEMs using unfitted meshes (called unfitted mesh methods) in the literature, for example, the unfitted Nitsche’s method \([7, 27, 41]\), the extended FEM \([18]\), the multiscale FEM \([12]\), the FEM for high-contrast problems \([25]\), the immersed virtual element method (IVEM) \([10]\), and the immersed finite element (IFE) method \([1, 33, 35–37]\).

We are interested in the IFE method which is distinguished from other unfitted mesh methods in the fact that the degrees of freedom are the same as that of standard FEMs and the IFE space is isomorphic to the standard finite element space. This feature is advantageous when dealing with moving interface problems \([20]\) and interface inverse problems \([23]\). The basic idea of the IFE method is fairly simple: modify the basis functions of standard FEMs on interface elements according to the jump conditions...
to capture the jump behaviors of the exact solution. Actually, this idea can be traced back to the fundamental work of Babuška et al. [3] where special basis functions are obtained by solving local problems to capture the behaviors of exact solutions. We note that the local problems are also used in the virtual element method (VEM) with variable coefficients. As pointed out in [10], for 1D problems with a piecewise constant coefficient $\beta$, the IFE space in [35], the finite element space in [3], and the virtual element space are exactly identical due to the trivial 1D geometry, but they are distinguished in higher dimensions because of the more complicated geometry. For the existing 2D IFE methods (see, e.g., [31, 36, 37]), the interface inside an interface element is approximated by a straight line connecting the intersection points of the interface and the edges of the element, and a piecewise linear function is used as the IFE basis function so that the interface conditions can be satisfied on the straight line. The optimal approximation capabilities of the IFE spaces and the analysis of the related IFE methods have been presented in [21, 31, 37, 40].

However, for real 3D problems, the IFE methods and the corresponding theoretical analysis are relatively few; see [28, 31, 32] for linear IFE methods on tetrahedral meshes, [22, 24, 39] for trilinear IFE methods on cuboidal meshes, and [26] for some applications. Different from the 2D case, the points of intersection of the interface and the edges of an interface element are usually not coplanar. So, it is impossible to make a piecewise linear function continuous at these intersection points. In the methods proposed in [22, 24, 31], the authors carefully choose three of intersection points to determine a plane approximating the exact interface and construct IFE functions based on the interface conditions defined on the plane. Another approach proposed in [28] is to use all the intersection points, leading to an over-determined system of equations. The IFE functions are then obtained by the least squares method. To our best knowledge, there is no theoretical results for this approach.

In this paper we address the coplanarity issue by using a continuous linear approximation of the interface which can be obtained by the zero level set of the linear interpolant of the signed distance function to the interface. Since this approach has also not been discussed in 2D, we present a unified framework for both 2D and 3D cases. Different from the method in [22, 24, 31], we use the discrete interface in both the IFE space and the IFE method, which is very convenient from a computational point of view. Note that the approximation of the interface in [22, 24, 31] is only used for providing connection conditions for the piecewise polynomial basis functions, and the IFE functions and methods are defined according to the exact interface since the approximate interface on interface elements cannot form a continuous surface. We develop and analyze an IFE method based on the conventional Crouzeix–Raviart finite element using integral values as degrees of freedom [13] on triangular/tetrahedral meshes, which is an extension of our previous work on 2D non-conforming IFE methods in [30]. We prove that the IFE basis functions are unisolvent on arbitrary triangles/tetrahedrons without any angle restrictions. We note that if the values on vertices are used as degrees of freedom, the unisolvence relies on some mesh assumptions; see for example the “no-obtuse-angle” condition introduced in [31] for both 2D and 3D problems. We prove the optimal approximation capabilities of the proposed IFE space under the assumption that the triangulation is shape-regular. The proof is based on the method proposed in [31] where tangential gradients and their
corresponding extensions are defined via the signed distance function near the interface. The approximation of the interface via discrete level set functions brings new difficulties because there may be no intersection points between the exact interface and the discrete interface on an interface element. For the proposed IFE method, by establishing the trace inequality and the inverse inequality for IFE functions, we derive the optimal a priori error and condition number estimates with constants independent of the location of the interface with respect to the unfitted mesh. We also provide some numerical examples to validate the theoretical results.

Another contribution of this paper is the finding that for the case of tensor-valued coefficients, the IFE basis functions based on integral-value degrees of freedom are also unisolvent on arbitrary triangles/tetrahedrons, and consequently the theoretical analysis proposed in this paper can be readily extended to this case. It should be noted that the IFE basis functions based on nodal-value degrees of freedom may not exist for this case even in 2D (see [2]).

The remainder of the paper is organized as follows. In Sect. 2, some necessary notations and preliminary results are presented. In Sect. 3, we first introduce unfitted meshes, the discrete interface, and the assumptions and notations, and then present the immersed Crouzeix–Raviart finite elements. Section 4 is devoted to the properties of the proposed IFEs including the unisolvence of the IFE basis functions and the optimal approximation capabilities of the IFE space. In Sect. 5, the IFE method and the corresponding analysis are presented. In Sect. 6, the extension to anisotropic interface problems is discussed. Numerical examples are given in Sect. 7. Finally, some conclusions are drawn in Sect. 8.

2 Preliminaries

Let \( k \geq 0 \) be an integer and \( 1 \leq p \leq \infty \) be a real number. We adopt the standard notation \( W^k_p(D) \) for Sobolev spaces on a domain \( D \) with the norm \( \| \cdot \|_{W^k_p(D)} \) and the seminorm \( | \cdot |_{W^k_p(D)} \). Specially, \( W^k_2(D) \) is denoted by \( H^k(D) \) with the norm \( \| \cdot \|_{H^k(D)} \) and the seminorm \( | \cdot |_{H^k(D)} \). As usual \( H^1_0(D) = \{ v \in H^1(D) : v = 0 \text{ on } \partial D \} \). For any subdomain \( D \subset \mathbb{R}^N \), we define subdomains \( D^\pm := D \cap \Omega^\pm \) and a broken Sobolev space via

\[
H^k(\cup D^\pm) = \{ v \in L^2(D) : v|_{D^\pm} \in H^k(D^\pm) \},
\]

which is equipped with the norm \( \| \cdot \|_{H^k(\cup D^\pm)} \) and the semi-norm \( | \cdot |_{H^k(\cup D^\pm)} \) satisfying

\[
\| \cdot \|^2_{H^k(\cup D^\pm)} = \| \cdot \|^2_{H^k(D^+)} + \| \cdot \|^2_{H^k(D^-)}, \quad | \cdot |^2_{H^k(\cup D^\pm)} = | \cdot |^2_{H^k(D^+)} + | \cdot |^2_{H^k(D^-)}.
\]

For the elliptic interface problems, we introduce a subspace of \( H^2(\cup D^\pm) \),

\[
\tilde{H}^2(D) = \{ v \in H^2(\cup D^\pm) : [v]_{\Gamma \cap D} = 0, \ [\beta \nabla v \cdot n]_{\Gamma \cap D} = 0 \}. \tag{2.1}
\]
Obviously, $\tilde{H}^2(D) \subset H^1(D)$. Under the setting introduced in Sect. 1, it can be shown that (see [29]) the interface problem (1.1)–(1.5) has a unique solution $u \in \tilde{H}^2(\Omega) \cap H^1_0(\Omega)$ satisfying the following a priori estimate

$$\|u\|_{H^2(\cup\Omega^\pm)} \leq C\|f\|_{L^2(\Omega)}.$$  

(2.2)

In our analysis, we will frequently use the the signed distance function

$$d(x) = \begin{cases} 
\text{dist}(x, \Gamma) & \text{if } x \in \overline{\Omega^+}, \\
-\text{dist}(x, \Gamma) & \text{if } x \in \Omega^-.
\end{cases}$$

Define the $\delta$-neighborhood of $\Gamma$ by

$$U(\Gamma, \delta) = \{x \in \mathbb{R}^N : \text{dist}(x, \Gamma) < \delta\}.$$  

It is well known that $d(x)$ is globally Lipschitz-continuous, and for $\Gamma \in C^2$, there exists $\delta_0 > 0$ such that $d(x) \in C^2(U(\Gamma, \delta_0))$ (see [17]) and the closest point mapping $p : U(\Gamma, \delta_0) \to \Gamma$ maps every $x$ to precisely one point at $\Gamma$. In other words, every point $x \in U(\Gamma, \delta_0)$ can be uniquely written as

$$x = p(x) + d(x)n(p(x)).$$

The existence of $\delta_0$ is a standard result in differential geometry. For example, for $N = 3$, we require that $\delta_0 < \left(\max_{i=1,2} \|\kappa_i\|_{L^\infty(\Gamma)}\right)^{-1}$, where $\kappa_1$ and $\kappa_2$ are the principal curvatures of $\Gamma$ (see (2.2.4) in [14]).

Define $U^\pm(\Gamma, \delta) = U(\Gamma, \delta) \cap \Omega^\pm$. We recall the following fundamental inequality that will be useful in our analysis.

Lemma 2.1 For all $\delta \in (0, \delta_0]$, there is a constant $C$ depending only on $\Gamma$ such that

$$\|v\|_{L^2(U^\pm(\Gamma, \delta))}^2 \leq C(\delta\|v\|_{L^2(\Gamma)}^2 + \delta^2\|\nabla v\|_{L^2(U^\pm(\Gamma, \delta))}^2) \quad \forall v \in H^1(U^\pm(\Gamma, \delta)).$$  

(2.3)

Proof See (A.8)–(A.10) in [8].

Remark 2.2 If $v \in H^1(U^\pm(\Gamma, \delta_0))$, then applying the global trace inequality to $\|v\|_{L^2(\Gamma)}$ on $U^\pm(\Gamma, \delta_0)$, the inequality (2.3) becomes

$$\|v\|_{L^2(U^\pm(\Gamma, \delta))}^2 \leq C\delta\|v\|_{H^1(U^\pm(\Gamma, \delta_0))}^2,$$  

(2.4)

which was proved in [15, 34]. Furthermore, if $v|_{\Gamma} = 0$, the inequality (2.3) implies

$$\|v\|_{L^2(U^\pm(\Gamma, \delta))}^2 \leq C\delta^2\|\nabla v\|_{L^2(U^\pm(\Gamma, \delta))}^2,$$  

(2.5)

which was also proved in [34]. We note that the constant $C$ depends on $\delta_0$, but not on $\delta$. 
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3 Immersed finite elements

In this section we first introduce unfitted meshes, the discrete interface, and the assumptions and notations. Then we present the immersed Crouzeix–Raviart finite element in 2D and 3D.

3.1 Unfitted meshes

Let \( \{T_h\}_{h>0} \) be a family of simplicial triangulations of the domain \( \Omega \), generated independently of the interface \( \Gamma \). For an element \( T \in T_h \) (a triangle for \( N = 2 \) and a tetrahedron for \( N = 3 \)), \( h_T \) denotes its diameter, and for a mesh \( T_h \), the index \( h \) refers to the maximal diameter of all elements in \( T_h \), i.e., \( h = \max_{T \in T_h} h_T \). We assume that \( T_h \) is shape-regular, i.e., for every \( T \in T_h \), there exists a positive constant \( \varrho \) such that \( h_T \leq \varrho r_T \) where \( r_T \) is the radius of the largest ball inscribed in \( T \). In this paper, face means edge/face in two/three dimensions. Denote \( F_h \) as the set of faces of the triangulation \( T_h \), and let \( F_h^{\text{int}} \) and \( F_h^{\text{bd}} \) be the sets of interior faces and boundary faces. We adopt the convention that elements and faces are open sets. Then the sets of interface elements and interface faces are defined as

\[
T_h^{\Gamma} = \{T \in T_h : T \cap \Gamma \neq \emptyset \} \quad \text{and} \quad F_h^{\Gamma} = \{F \in F_h : F \cap \Gamma \neq \emptyset \}.
\]

The sets of non-interface elements and non-interface faces are \( T_h^{\text{non}} = T_h \setminus T_h^{\Gamma} \) and \( F_h^{\text{non}} = F_h \setminus F_h^{\Gamma} \), respectively.

Define \( h_\Gamma = \max_{T \in T_h^{\Gamma}} h_T \). Our method and analysis will be valid when \( h_\Gamma \) is sufficiently small so that the interface is resolved by the unfitted mesh in the sense that the following assumptions are satisfied.

**Assumption 3.1** We can always refine the mesh near the interface to satisfy:

- \( h_\Gamma < \delta_0 \) so that \( \overline{T} \subset U(\Gamma, \delta_0) \) for all \( T \in T_h^{\Gamma} \).
- For any triangle belonging to \( T_h^{\Gamma} \) for \( N = 2 \), or belonging to \( F_h^{\Gamma} \) for \( N = 3 \), the interface \( \Gamma \) must intersect the boundary of the triangle at two points, and these two points cannot be on the same edge (including two endpoints) of the triangle.

Based on the above assumption, we now investigate the possible intersection topologies of interface elements. For \( N = 2 \), there is only one type of the interface elements (see Fig. 1a). However, for \( N = 3 \), we have two types of the interface elements as shown by Type I (Three-edge cut) in Fig. 1b and by Type II (Four-edge cut) in Fig. 1c.

Note that the case that the interface intersects an interface element at some vertices is also taken into account in this classification by viewing it as the limit situation of one of these types. We also note that the case that some faces are part of the interface or all vertices of some faces are on the interface can be easily treated as body-fitted meshes, so we do not consider this case in this paper for simplicity of presentation.
3.2 Discretization of the interface

Let us denote the discrete interface by $\Gamma_h$, which partitions $\Omega$ into two subdomains $\Omega^+_h$ and $\Omega^-_h$ with $\partial\Omega^-_h = \Gamma_h$. Define $\Gamma_{h,T} := \Gamma_h \cap T$ and $\Gamma_T := \Gamma \cap T$ for all $T \in T^h$. We make the following abstract assumptions.

**Assumption 3.2** The discrete interface $\Gamma_h$ is chosen such that

- The discrete interface $\Gamma_h$ is $C^0$-smooth and is composed of $\Gamma_{h,T} \subset \mathbb{R}^{N-1}$ for all interface element $T \in T^h_G$, i.e., $\Gamma_{h,T}$ is a line segment for $N = 2$ and a planar segment for $N = 3$ (see, e.g., Fig. 1).
- The closest point mapping $p|_{\Gamma_h} : \Gamma_h \rightarrow \Gamma$ is a bijection.
- There is a positive constant $C$ independent of $h$ and the interface location relative to the mesh such that for all $T \in T^h_G$,

\[
\|d(x)\|_{L^\infty(\Gamma_{h,T})} \leq Ch_T^2, \quad (3.1)
\]

\[
\|\text{dist}(x, \Gamma^\text{ext}_{h,T})\|_{L^\infty(\Gamma_T)} \leq Ch_T^2, \quad (3.2)
\]

\[
\|n - n_h\|_{L^\infty(\Gamma_T)} \leq Ch_T, \quad (3.3)
\]

where $\Gamma^\text{ext}_{h,T}$ is a $N - 1$-dimensional hyperplane containing $\Gamma_{h,T}$ and $n_h$ is a piece-wise constant vector defined on interface elements with $n_h|_T$ being the unit vector perpendicular to $\Gamma_{h,T}$ pointing from $\Omega^-_h$ to $\Omega^+_h$.

We emphasize that the hyperplane $\Gamma^\text{ext}_{h,T}$ plays an important role in the analysis of IFE methods. In the construction of IFE spaces, one often uses $v^+ - v^- = 0$ on $\Gamma_{h,T}$ to enforce the continuity, where $v^\pm$ are linear functions. This implies $v^+ - v^- = 0$ on $\Gamma^\text{ext}_{h,T}$. The latter is more beneficial for analysis. See Remarks 3.4 and 4.5 for details.

In Fig. 2, we illustrate an example of this discrete interface $\Gamma_h$ for the two-dimensional case. Here we do not investigate whether (3.1) and (3.2) are independent or not because they can be easily verified in practical applications. Under these assumptions, we now derive some relations that will be useful in our analysis. Using the signed distance function $d(x)$, we have $n(x) = \nabla d(x)$, which is well-defined in $U(\Gamma, \delta_0)$.
As we assume that $\Gamma \in C^2$, it holds $d(x) \in C^2(U(\Gamma, \delta_0))$ (see [17]), and hence $n(x) \in C^1(U(\Gamma, \delta_0))^N$. Therefore, the inequality (3.3) in Assumption 3.2 implies

$$\|n - n_h\|_{L^\infty(T)} = |n(x) - n_h(x_{\Gamma})|$$

$$\leq |n(x) - n(x_{\Gamma})| + |n(x_{\Gamma}) - n_h(x_{\Gamma})|$$

$$\leq C|x - x_{\Gamma}| + \|n - n_h\|_{L^\infty(\Gamma_T)}$$

$$\leq Ch_T,$$

(3.4)

where $x \in \overline{T}$, $x_{\Gamma} \in \overline{\Gamma_T}$, and $|\cdot|$ stands for the 2-norm of a vector. In addition, the inequality (3.1) in Assumption 3.2 implies that there exists a constant $C_{\Gamma}$ independent of $h$ and the interface location relative to the mesh such that

$$\Gamma_h \subset U(\Gamma, C_{\Gamma}h_T^2).$$

The inequality (3.2) in Assumption 3.2 is used to derive (4.30), which is useful in the analysis (see Remark 4.5).

Now we give an example of the discrete interface $\Gamma_h$ that fulfills Assumption 3.2. Let $I_h$ be the piecewise linear nodal interpolation operator associated with $\mathcal{T}_h$. The discrete interface can be chosen as the zero level set of the Lagrange interpolant of $d(x)$, i.e.,

$$\Gamma_h := \{x \in \mathbb{R}^N : I_h d(x) = 0\}.$$

This choice of $\Gamma_h$ is often used in the CutFEM for solving PDEs on surfaces (see, e.g., [9]). The first two properties in Assumption 3.2 are obviously satisfied. It suffices to verify (3.1)–(3.3). Since $d(x) \in C^2(U(\Gamma, \delta_0))$, we have for all $T \in \mathcal{T}_h^\Gamma$ that

$$\|d - I_h d\|_{L^\infty(T)} + h_T \|\nabla d - \nabla I_h d\|_{L^\infty(T)} \leq Ch_T^2,$$

(3.6)
which together with the facts
\[
\mathbf{n} = \nabla d, \quad |\nabla d| = 1, \quad \mathbf{n}_h = |\nabla I_h d|^{-1} \nabla I_h d,
\]
leads to
\[
|\nabla I_h d|^{-1} I_h d = \text{dist}(x, \Gamma_{h,T}^{\text{ext}}) \leq C h_T \quad \forall x \in T,
\]
This completes the verification of (3.1)–(3.3).

In many practical applications, the exact interface is unknown, and only a discrete level set function \(d_h(x)\) is available which is often obtained by solving the related PDEs for the interface together with some redistancing procedures (see, e.g., [16]). The discrete interface is then chosen as the zero level set of \(d_h(x)\). For this point of view, the IFE method developed in this paper is particularly well suited.

We also note that \(d_h(x)\) and the corresponding \(\Gamma_h\) can also be obtained if the exact interface is given by a parametric representation because there exist algorithms to compute the closest point projection based on the parametric representation of the exact interface (see, e.g., [38]).

### 3.3 Extensions and notation

For any \(\delta \in (0, \delta_0]\), define \(\Omega_\delta^\pm := \Omega^\pm \cup U(\Gamma, \delta)\). It is well known that there exist extension operators \(E^\pm : H^m(\Omega_\delta^\pm) \to H^m(\Omega_{\delta_0}^\pm)\) for any \(m \geq 0\) such that
\[
(E^\pm v^\pm)|_{\Omega^\pm} = v^\pm \quad \text{and} \quad \|E^\pm v\|_{H^m(\Omega_{\delta_0}^\pm)} \leq C \|v^\pm\|_{H^m(\Omega^\pm)} \quad \text{for all} \quad v^\pm \in H^m(\Omega^\pm),
\]
(3.7)
where the constant \( C \) depends on \( \Omega^\pm \) (see [19]). For brevity we shall use the notation \( v_E^+ \) and \( v_E^- \) for the extended functions \( E^+ v^+ \) and \( E^- v^- \), i.e., \( v_E^\pm := E^\pm v^\pm \).

For the discontinuous coefficients, since \( \beta^\pm (x) \in C^1(\Omega^\pm) \), we can further assume that the extensions also satisfy

\[
\beta^\pm_E(x) \in C^1(\Omega^\pm_{\delta_0}) \quad \text{and} \quad \tilde{\beta}_m^\pm \leq \beta^\pm_E(x) \leq \tilde{\beta}_M^\pm \quad \forall x \in \Omega^\pm_{\delta_0}, \tag{3.8}
\]

where the constants \( \tilde{\beta}_m^\pm \) and \( \tilde{\beta}_M^\pm \) are positive and depend on \( \delta_0 \) and \( \beta^\pm \). Thus, there exists a constant \( C_\beta \geq 0 \) depending on \( \beta_E^\pm \) such that

\[
\| \nabla \beta^\pm_E \|_{L^\infty(\Omega^\pm_{\delta_0})} \leq C_\beta. \tag{3.9}
\]

Note that if \( \beta \) is a piecewise constant, the constant \( C_\beta = 0 \).

We now consider the extension of polynomials. Let \( P_k(D) \) be the set of all polynomials of degree less than or equal to \( k \) on the domain \( D \). Given a function \( v \in L^2(T) \) with \( v|_{T_h^\pm} \in P_k(T_h^\pm) \), with a small ambiguity of notation, we use \( v^\pm \) to represent the polynomial extension of \( v|_{T_h^\pm} \), i.e.,

\[
v^\pm \in P_k(T) \quad \text{and} \quad v^\pm|_{T_h^\pm} = v|_{T_h^\pm}.
\]

We note that the superscripts \( + \) and \( - \) are also used for the restrictions of a function \( v \in L^2(\Omega) \) on \( \Omega^\pm \), i.e., \( v^\pm := v|_{\Omega^\pm} \). This abuse of notation will not cause any confusion in the analysis but simplifies the notation greatly. The reason is that we often use the extensions \( v_E^+ \) and \( v_E^- \) when \( v^\pm \) means \( v|_{\Omega^\pm} \).

Given a bounded domain \( D \), for any \( v^\pm \in L^2(D) \), we define

\[
\| v^\pm \| (x) := v^+(x) - v^-(x) \quad \forall x \in D.
\]

Therefore, for any \( v \in H^1(\cup\Omega^\pm) \), we have \( \| v_E^\pm \| (x) = v_E^+(x) - v_E^-(x) \) for all \( x \in N(\Gamma, \delta_0) \), which can be viewed as an extension of the jump \([v]_\Gamma\). Note that the difference between \( \| v_E^\pm \| (x) \) and \([v]_\Gamma(x)\) is the range of \( x \). For vector-valued functions, the jumps \( \| \cdot \| \) and \([ \cdot ]_\Gamma\) are defined analogously.

Finally, we consider the extensions of the tangential gradients along the exact interface \( \Gamma \) and the discrete interface \( \Gamma_h \). Noting that \( n \) and \( n_h \) are well-defined in the neighborhood of \( \Gamma \), for any \( v \in H^1(U(\Gamma, \delta_0)) \), these extensions are defined naturally as

\[
(\nabla_\Gamma v)(x) := \nabla v - (n \cdot \nabla v)n \quad \forall x \in U(\Gamma, \delta_0),
\]

\[
(\nabla_{\Gamma_h} v)(x) := \nabla v - (n_h \cdot \nabla v)n_h \quad \forall x \in T, T \in T_h^\Gamma. \tag{3.10}
\]
Let \( t_i(x), i = 1, \ldots, N - 1 \) be standard basis vectors in the plane perpendicular to \( n(x) \). By definition, there hold

\[
\nabla_{\Gamma} v = \sum_{i=1}^{N-1} (t_i \cdot \nabla v) t_i \quad \text{and} \quad \nabla_{\Gamma} v = 0 \quad \text{if} \quad v|_{\Gamma} = 0.
\]

Analogously, we have

\[
\nabla_{\Gamma_h} v = \sum_{i=1}^{N-1} (t_{i,h} \cdot \nabla v) t_{i,h} \quad \text{and} \quad |t_{h} \cdot \nabla v| \leq |\nabla_{\Gamma_h} v|,
\]

where \( t_{i,h}(x), i = 1, \ldots, N - 1 \) and \( n_h(x) \) form standard basis vectors in \( \mathbb{R}^N \) and \( t_h \) is an arbitrary unit vector perpendicular to \( n_h \).

### 3.4 The immersed Crouzeix–Raviart finite element

For each element \( T \in \mathcal{T}_h \), we define the linear functional \( N_{i,T} : W(T) \to \mathbb{R} \) by

\[
N_{i,T}(v) = \frac{1}{|F_i|} \int_{F_i} v,
\]

where \( F_i \)'s are faces of \( T \), \( |F_i| \) means the measure of \( F_i \), and

\[
W(T) = \{ v \in L^2(T) : v|_{F_i} \in L^2(F_i), \ i = 1, \ldots, N + 1 \}.
\]

The standard Crouzeix–Raviart finite element then is \( (T, \mathbb{P}_1(T), \Sigma_T) \), where

\[
\Sigma_T = \{ N_{1,T}, N_{2,T}, \ldots, N_{N+1,T} \}.
\]

On an interface element \( T \in \mathcal{T}_h^\Gamma \), in order to encode the interface jump conditions \((1.2)–(1.3)\) into finite element spaces, we replace the shape function space \( \mathbb{P}_1(T) \) by

\[
S_h(T) := \{ \phi \in L^2(T) : \phi|_{T_h^\pm} \in \mathbb{P}_1(T_h^\pm), [\phi]\Gamma_{h,T} = 0, [\beta_T \nabla \phi \cdot n_h]|_{\Gamma_{h,T}} = 0 \},
\]

where \([\cdot]\Gamma_{h,T}\) denotes the jump across \( \Gamma_{h,T} \), and the function \( \beta_T(x) \) is a piecewise constant on \( T \) defined by \( \beta_T|_{T_h^\pm} = \beta_T^\pm \) with the constants \( \beta_T^+ \) and \( \beta_T^- \) chosen such that

\[
\|\beta_T^\pm(x) - \beta_T^\pm\|_{L^\infty(T)} \leq Ch_T.
\]

Obviously, \( S_h(T) \) is a linear space, and we have \( \dim(S_h(T)) = N + 1 = \text{card}(\Sigma_T) \). Now the immersed Crouzeix–Raviart finite element is defined as \( (T, S_h(T), \Sigma_T) \).
Remark 3.3 We can choose $\beta_T^\pm = \beta(x_c)$ with an arbitrary point $x_c \in \bar{T}$ to satisfy the requirement (3.16) since $\beta_T^\pm(x) \in C^1(T)$ for all $T \in T_h^\Gamma$. We emphasize that this approximation of the coefficient $\beta(x)$ is only used in the construction of the IFE space, not in the bilinear form of the IFE method. To avoid integrating on curved regions, we will approximate the coefficient $\beta(x)$ by another function, i.e., $\beta^{BK}(x)$ (see Sect. 5.1).

Remark 3.4 Let $x_T^P$ be an arbitrary point on the plane $\Gamma_{h,T}^\text{ext}$, and $t_i,h, i = 1, \ldots, N - 1$ be standard basis vectors in the plane perpendicular to $n_h$. Then the interface condition $[\phi]_{\Gamma_{h,T}} = 0$ in (3.15) is equivalent to

$$[\phi^\pm](x_T^P) = 0 \quad \text{and} \quad [\nabla \phi^\pm \cdot t_i,h] = 0, \quad i = 1, \ldots, N - 1.$$ 

4 Properties of the immersed finite element

To show that $(T, S_h(T), \Sigma_T)$ is indeed a finite element, we need to prove that $\Sigma_T$ determines $S_h(T)$, i.e., $\phi \in S_h(T)$ with $N_i,T(\phi) = 0 \forall N_i,T \in \Sigma_T$ implies that $\phi = 0$; see Chapter 3 in [6]. Equivalently, in the next subsection we prove the existence and uniqueness of the IFE basis functions defined by

$$\phi_{i,T}(x) \in S_h(T), \quad N_i,T(\phi_{i,T}) = \delta_{ij} \quad \text{(the Kronecker symbol)} \quad \forall i, j = 1, \ldots, N + 1. \quad (4.1)$$

4.1 Unisolvence of the basis functions

Clearly, the IFE shape function space $S_h(T)$ is not empty since $0 \in S_h(T)$. Given a function $\phi \in S_h(T)$, if we know the jump

$$\alpha := [\nabla \phi \cdot n_h]_{\Gamma_{h,T}}, \quad (4.2)$$

which is a constant, then the function $\phi$ can be written as

$$\phi(x) = \phi_0(x) + \alpha \phi_J(x), \quad (4.3)$$

where $\phi_0(x)$ and $\phi_J(x)$ are defined by

$$\phi_0|_{T_h^\pm} \in \mathbb{P}_1(T_h^\pm), \quad [\phi_0]_{\Gamma_{h,T}} = 0,$$

$$[\nabla \phi_0 \cdot n_h]_{\Gamma_{h,T}} = 0, \quad N_i,T(\phi_0) = N_i,T(\phi), \quad i = 1, \ldots, N + 1, \quad (4.4)$$

$$\phi_J|_{T_h^\pm} \in \mathbb{P}_1(T_h^\pm), \quad [\phi_J]_{\Gamma_{h,T}} = 0, \quad [\nabla \phi_J \cdot n_h]_{\Gamma_{h,T}} = 1,$$

$$N_i,T(\phi_J) = 0, \quad i = 1, \ldots, N + 1. \quad (4.5)$$

It is easy to check that

$$\phi_0(x) \in \mathbb{P}_1(T) \quad \text{and} \quad \phi_0(x) = \sum_{i=1}^{N+1} N_i,T(\phi)\lambda_i,T(x), \quad (4.6)$$
where $\lambda_{i,T}(x)$ is the standard Crouzeix–Raviart basis function defined by
\[ \lambda_{i,T}(x) \in \mathbb{P}_1(T), \quad N_j,T(\lambda_{i,T}) = \delta_{ij}, \quad j = 1, \ldots, N + 1. \] (4.7)

Next, we show $\phi_J(x)$ also exists uniquely and can be constructed explicitly. Suppose there is another function satisfying (4.5), denoted by $\tilde{\phi}_J$, then it is easy to see from (4.5) that $\phi_J - \tilde{\phi}_J = 0$, which implies the uniqueness. Let $\Pi_T : W(T) \to \mathbb{P}_1(T)$ be the standard Crouzeix–Raviart interpolation operator defined by
\[ N_i,T(\Pi_T v) = N_i,T(v), \quad i = 1, \ldots, N + 1. \] (4.8)

The existence can be proved by constructing the function explicitly as
\[ \phi_J(x) = w(x) - \Pi_T w(x) \quad \text{with} \quad w|_{T^+} = d_{\Gamma_h,T}^{ext} \quad \text{and} \quad w|_{T^-} = 0, \] (4.9)
where $d_{\Gamma_h,T}^{ext}$ is the signed distance function to the plane $\Gamma_h,T$, i.e.,
\[ d_{\Gamma_h,T}^{ext}(x) = \begin{cases} \text{dist}(x, \Gamma_h,T) & \text{if } x \in T^+, \\ -\text{dist}(x, \Gamma_h,T) & \text{if } x \in T^-. \end{cases} \]

It is easy to verify that the constructed function above indeed satisfies (4.5).

Now the problem is to find the constant $\alpha$ defined in (4.2). Substituting (4.3) into the jump condition $[\beta_T \nabla \phi \cdot n_h]_{\Gamma_h,T} = 0$ in (3.15), we have
\[ [\beta_T \nabla \phi_J \cdot n_h]_{\Gamma_h,T} \alpha = -[\beta_T \nabla \phi_0 \cdot n_h]_{\Gamma_h,T}. \]

Using (4.6) and (4.9), we arrive at
\[ \left(1 + (\beta_T^{-1} - 1)\nabla \Pi_T w \cdot n_h\right) \alpha = (\beta_T^{-1} - 1)\nabla \phi_0 \cdot n_h. \] (4.10)

To show the existence and uniqueness of the constant $\alpha$, we prove the following novel result which is the key of this paper.

**Lemma 4.1** Let $T \in T_h^\Gamma$ be an arbitrary triangle ($N = 2$) or tetrahedron ($N = 3$), and $w$ be a piecewise linear function defined in (4.9). Then it holds
\[ \nabla \Pi_T w \cdot n_h = \frac{|T_h^+|}{|T|} \in [0, 1], \] (4.11)
where $|\cdot|$ stands for the measure of domains (i.e., area for $N = 2$ and volume for $N = 3$).

**Proof** We give a unified proof for both $N = 2$ and $N = 3$ (including Type I and Type II interface elements) by using the Gauss theorem. More precisely, by definition, we have
\[ \nabla \cdot (w n_h)|_{T^+} = \nabla \cdot \left(\text{dist}(x, \Gamma_h,T) n_h\right) = 1. \]
Then the Gauss theorem gives
\[
\int_{\partial T_h^+} w \mathbf{n}_h \cdot \mathbf{v} = \int_{T_h^+} \nabla \cdot (w \mathbf{n}_h) = |T_h^+|,
\]
where \( \mathbf{v} \) is the unit exterior normal vector to \( \partial T_h^+ \). Observing that \( w = 0 \) on \( \Gamma_{h,T} \) and \( \partial T_h^+ \) is composed of \( \Gamma_{h,T} \) and \( F_i \cap \partial T_h^+, i = 1, \ldots, N + 1 \), we obtain
\[
\sum_{i=1}^{N+1} \int_{F_i \cap \partial T_h^+} w \mathbf{n}_h \cdot \mathbf{v}_i = \int_{\partial T_h^+} w \mathbf{n}_h \cdot \mathbf{v} = |T_h^+|,
\]
where \( F_i, i = 1, \ldots, N + 1 \) are the faces of \( T \) and \( \mathbf{v}_i \) is the unit exterior normal vector to \( F_i \).

On the other hand, let \( l_i \) be the distance from the face \( F_i \) to the opposite vertex of \( T \), then by a simple calculation we have the following identity for the standard Crouzeix–Raviart basis function
\[
\nabla \lambda_{i,T} = \frac{N}{l_i} \mathbf{v}_i.
\]

Using the above two identities we can derive
\[
\nabla \Pi_T w \cdot \mathbf{n}_h = \sum_{i=1}^{N+1} \mathcal{N}_{i,T}(w) \nabla \lambda_{i,T} \cdot \mathbf{n}_h
\]
\[
= \sum_{i=1}^{N+1} \frac{1}{|F_i|} \left( \int_{F_i \cap \partial T_h^+} w \right) \frac{N}{l_i} \mathbf{v}_i \cdot \mathbf{n}_h
\]
\[
= \sum_{i=1}^{N+1} \frac{1}{|T|} \int_{F_i \cap \partial T_h^+} w \mathbf{v}_i \cdot \mathbf{n}_h = \frac{|T_h^+|}{|T|},
\]
which completes the proof of this lemma. \( \square \)

**Theorem 4.2** For any \( T \in T_h^\Gamma \), the IFE basis functions defined in (4.1) exist uniquely and have the following explicit formula
\[
\phi_{i,T}(\mathbf{x}) = \lambda_{i,T}(\mathbf{x}) + \frac{(\beta_T / \beta_T^+) - 1}{1 + (\beta_T / \beta_T^+) - 1}/|T_h^+|/|T| (w(\mathbf{x}) - \Pi_T w(\mathbf{x})),
\]
\[i = 1, \ldots, N + 1,\]
where \( \lambda_{i,T} \) is the standard Crouzeix–Raviart basis function defined in (4.7), the function \( w \) is a piecewise linear function defined in (4.9), and \( \Pi_T \) is the standard Crouzeix–Raviart interpolation operator defined in (4.8).
Proof Using Lemma 4.1 we have
\[
1 + (\beta_T^+ / \beta_T^+ - 1) \nabla \Pi_T w \cdot n_h \geq \begin{cases} 
1 & \text{if } \beta_T^+ / \beta_T^+ \geq 1, \\
\beta_T^- / \beta_T^+ & \text{if } 0 < \beta_T^+ / \beta_T^+ < 1,
\end{cases}
\] (4.13)
which implies that the Eq. (4.10) has a unique solution
\[
\alpha = \frac{(\beta_T^- / \beta_T^+ - 1) \nabla \phi_0 \cdot n_h}{1 + (\beta_T^- / \beta_T^+ - 1)|T_h^+|/|T|}.
\] Substituting this identity, (4.6) and (4.9) into (4.3) yields
\[
\phi(x) = \sum_{j=1}^{N+1} N_{j,T}(\phi) \lambda_{j,T}(x) + \frac{(\beta_T^- / \beta_T^+ - 1) \sum_{j=1}^{N+1} N_{j,T}(\phi) \nabla \lambda_{j,T} \cdot n_h}{1 + (\beta_T^- / \beta_T^+ - 1)|T_h^+|/|T|} (w(x) - \Pi_T w(x)).
\] (4.14)
The desired result (4.12) follows from the above identity and the definition (4.1). □

Remark 4.3 We highlight that the denominator in (4.12) does not approach zero even if $|T_h^+| \to 0$ or $|T_h^-| \to 0$. We find $(w - \Pi_T w)|_T \to 0$ as $|T_h^+| \to 0$ or $|T_h^-| \to 0$. Thus, from (4.12) we claim that the IFE basis functions tend to the standard finite element basis functions, i.e., $\phi_{i,T} \to \lambda_{i,T}$ as $|T_h^+| \to 0$ or $|T_h^-| \to 0$. On the other hand, it is easy to see that $\phi_{i,T} \to \lambda_{i,T}$ as $\beta_T^+ - \beta_T^- \to 0$. This consistency of the IFE with the standard finite element is different from other unfitted mesh methods (see, e.g., [7, 27, 41]). This nice property of the IFE is desirable for moving interface problems [20] and interface inverse problems [23].

4.2 Bounds for the basis functions

It is obvious that the standard Crouzeix–Raviart basis functions satisfy the following estimates
\[
|\lambda_{i,T}|_{W_{m}(T)} \leq C h_T^{-m}, \quad i = 1, \ldots, N + 1, \ m = 0, 1,
\] (4.15)
where the constant $C$ only depends on the shape regularity parameter $\varrho$. In this subsection we show that the IFE basis functions also have similar bounds with a constant independent of the interface location relative to the mesh. This property plays an important role in the theoretical analysis.

Theorem 4.4 There exists a constant $C$, depending only on $\beta_T^\pm$ and the shape regularity parameter $\varrho$, such that for all $T \in T_h^\Gamma$,
\[
|\phi_{i,T}^\pm|_{W_{m}(T)} \leq C h_T^{-m}, \quad i = 1, \ldots, N + 1, \ m = 0, 1.
\] (4.16)
Proof In view of (4.12) and (4.9) we have

$$\begin{align*}
\phi_{i,T}(x) &= \lambda_i \frac{1}{1 + \frac{\beta_T}{\beta_T^+} - 1}\nabla \lambda_i \cdot n_h \left( d_{\Gamma_{h,i}^+} - \Pi_T w(x) \right) \quad \forall x \in T, \\
\phi_{i,T}(x) &= \lambda_i \frac{1}{1 + \frac{\beta_T}{\beta_T^+} - 1}\nabla \lambda_i \cdot n_h \left( d_{\Gamma_{h,i}^-} - \Pi_T w(x) \right) \quad \forall x \in T.
\end{align*}$$

(4.17)

By definition, it is easy to verify

$$\|d_{\Gamma_{h,i}^{\text{ext}}}^T\|_{L^\infty(T)} \leq Ch_{T}, \quad \|d_{\Gamma_{h,i}^+}^T\|_{W_1^\infty(T)} = 1$$

(4.18)

and

$$\begin{align*}
\|\Pi_T w\|_{W_\infty^m(T)} &= \left\{ \sum_{i=1}^{N+1} \lambda_i \frac{1}{|F_i|} \int_{F_i} w \right\}_{W_\infty^m(T)} \\
&\leq Ch_T \sum_{i=1}^{N+1} |\lambda_i|_{W_\infty^m(T)} \\
&\leq Ch_T^{1-m}.
\end{align*}$$

(4.19)

Combining (4.17)–(4.19), (4.13) and (4.15) yields the desired result (4.16).

4.3 Bounds for the interpolation errors

In this subsection we prove the optimal IFE interpolation error estimates. To begin with, we summarize the following useful properties of the standard Crouzeix–Raviart interpolation operator $\Pi_T$:

$$\begin{align*}
|\Pi_T v - v|_{H^m(T)} &\leq Ch_T^{2-m} |v|_{H^2(T)}, \quad m = 0, 1, \\
|\Pi_T v - v|_{L^\infty(T)} &\leq Ch_T^{2-N/2} |v|_{H^2(T)}, \\
|\Pi_T v|_{H^1(T)} &\leq C|v|_{H^1(T)},
\end{align*}$$

(4.20–4.22)

which are fundamental results in the finite element analysis. Here we emphasize that the interpolation operator $\Pi_T$ is defined based on the integral values on edges so that the estimate (4.22) holds. It is worth noting that we only use the above properties of the operator $\Pi_T$, so we can replace it by another operator satisfying the same properties, for example, the $L^2$ projection onto $\mathbb{P}_1(T)$.

In the analysis, we need a broken operator $E_{h}^{BK} : H^m(\cup\Omega^\pm) \rightarrow H^m(\cup\Omega^\pm_h)$ for any $m \geq 0$ defined by

$$E_{h}^{BK} v|_{\Omega^\pm_h} = v^\pm_E.$$  

(4.23)
Similarly, the operator $\Pi_T^{BK} : H^k(\cup T^\pm) \to H^k(\cup T^\pm_h)$ is defined by

$$(\Pi_T^{BK} v)|_{T^\pm_h} = \Pi_T v^\pm_E.$$  \hfill (4.24)

Let $\tilde{\Pi}_T^{IFE} : W(T) \to S_h(T)$ be the local IFE interpolation operator defined by

$$\mathcal{N}_{i,T}(\tilde{\Pi}_T^{IFE} v) = \mathcal{N}_{i,T}(v), \quad i = 1, \ldots, N + 1.$$  

We also need the IFE interpolation operator $\Pi_T^{IFE} := \tilde{\Pi}_T^{IFE} E_h^{BK}$. Obviously,

$$\mathcal{N}_{i,T}(\Pi_T^{IFE} v) = \mathcal{N}_{i,T}(\tilde{\Pi}_T^{IFE} E_h^{BK} v) = \mathcal{N}_{i,T}(E_h^{BK} v).$$  \hfill (4.25)

For each $F \in \mathcal{F}_h^o$, denote by $n_F$ a unit vector normal to $F$ and let $T_1^F$ and $T_2^F$ be two elements sharing the common face $F$ such that $n_F$ points from $T_1^F$ to $T_2^F$. The jump across the face is denoted by $[v]_F := v|_{T_1^F} - v|_{T_2^F}$. When $F \in \mathcal{F}_h^b$, $n_F$ is the unit outward normal vector of $\partial \Omega$ and $[v]_F := v$. We then define the global IFE space by

$$V_h^{IFE} := \{ v : v|_T \in \mathbb{P}_1(T) \ \forall T \in T_h^{non}, \ v|_T \in S_h(T) \ \forall T \in T_h^{\Gamma}, \ \int_F [v]_F = 0 \ \forall F \in \mathcal{F}^o \}$$

and the global IFE interpolation operator $\Pi_h^{IFE} : \widehat{H}^2(\Omega) \to V_h^{IFE}$ by

$$(\Pi_h^{IFE} v)|_T = \begin{cases} \Pi_T^{IFE} v & \text{if } T \in T_h^{\Gamma}, \\ \Pi_T v & \text{if } T \in T_h^{non}. \end{cases}$$

Analogously, the standard Crouzeix–Raviart finite element space $V_h$ and the interpolation operator $\Pi_h : \widehat{H}^2(\Omega) \to V_h$ are defined by $V_h := \{ v : v|_T \in \mathbb{P}_1(T) \ \forall T \in T_h, \ \int_F [v]_F = 0 \ \forall F \in \mathcal{F}^o \}$ and $(\Pi_h v)|_T = \Pi_T (v|_T)$, respectively.

For clarity, we outline our approach for deriving the bounds of the interpolation errors. We aim to estimate

$$\left| E_h^{BK} v - \Pi_T^{IFE} v \right|_{H^m(\cup T^\pm_h)}^2 \leq \sum_{s=\pm} |v^s_E - (\Pi_T^{IFE} v)^s|^2_{H^m(T)} \quad \forall T \in T_h^{\Gamma}. \hfill (4.26)$$

Obviously, we have the split

$$|v^\pm_E - (\Pi_T^{IFE} v)^\pm|_{H^m(T)} \leq |v^\pm_E - \Pi_T v^\pm_E|_{H^m(T)} + |\Pi_T v^\pm_E - (\Pi_T^{IFE} v)^\pm|_{H^m(T)}.$$

\hfill (4.27)

The estimate of the first term (I) follows directly from (4.20) and the main difficulty is to estimate the second term (I)2. Noticing that the function in (I)2 is piecewise linear on
$T_h^\pm$, our idea is to decompose it by proper degrees of freedom (see Lemma 4.7), and then estimate each terms in the decomposition (see Theorem 4.8). The degrees of freedom for determining the function in the term (I)$_2$ should include $N_{i, T}, i = 1, \ldots, N + 1$, and others related to the interface jumps, which inspire us to define the novel auxiliary functions $\Psi_T, \gamma_T$ and $\Theta_{i, T}, i = 1, \ldots, N - 1$ as follows.

On each interface element $T$, the auxiliary functions $\Psi_T, \gamma_T$ and $\Theta_{i, T}, i = 1, \ldots, N - 1$, are defined such that

\[
\Psi_T|_{T_h^\pm} \in P_1(T_h^\pm), \quad \gamma_T|_{T_h^\pm} \in P_1(T_h^\pm), \quad \Theta_{i, T}|_{T_h^\pm} \in P_1(T_h^\pm),
\]

\[
\mathcal{N}_{j, T}(\Psi_T) = \mathcal{N}_{j, T}(\gamma_T) = \mathcal{N}_{j, T}(\Theta_{i, T}) = 0, \quad j = 1, \ldots, N + 1, \tag{4.28}
\]

and

\[
\|\Psi_T^\pm\|(x_P^T) = 1, \quad \|\beta_T^\pm \nabla \Psi_T^\pm \cdot n_h\| = 0, \quad \|\nabla \Psi_T^\pm \cdot t_{j, h}\| = 0, \quad j = 1, \ldots, N + 1,
\]

\[
\|\gamma_T^\pm\|(x_P^T) = 0, \quad \|\beta_T^\pm \nabla \gamma_T^\pm \cdot n_h\| = 1, \quad \|\nabla \gamma_T^\pm \cdot t_{j, h}\| = 0, \quad j = 1, \ldots, N - 1,
\]

\[
\|\Theta_{i, T}^\pm\|(x_P^T) = 0, \quad \|\beta_T^\pm \nabla \Theta_{i, T}^\pm \cdot n_h\| = 0, \quad \|\nabla \Theta_{i, T}^\pm \cdot t_{j, h}\| = \delta_{ij}, \quad j = 1, \ldots, N - 1, \tag{4.29}
\]

where $t_{j, h}, j = 1, \ldots, N - 1$ are defined in Remark 3.4 and the point $x_P^T$ belonging to the plane $\Gamma_{h, T}^{ext}$ is chosen carefully as follows. We set $x_P^T = p_{\Gamma_{h, T}^{ext}}(x_S^T)$, where $x_S^T$ is an arbitrary point on the surface $\Gamma_T$ and $p_{\Gamma_{h, T}^{ext}}$ is the orthogonal projection onto the plane $\Gamma_{h, T}^{ext}$. From (3.2) we have the relation

\[
\left| x_P^T - x_S^T \right| \leq \|\text{dist}(x, \Gamma_{h, T}^{ext})\|_{L_\infty(\Gamma_T)} \leq C h_T^2. \tag{4.30}
\]

**Remark 4.5** We note that the point $x_P^T \in \Gamma_{h, T}^{ext}$ may not belong to the planar segment $\Gamma_{h, T}$ (see Fig. 1a for the 2D case). This choice of $x_P^T$ and $x_S^T$ is crucial in deriving the bound for $|a_T|$ in (4.43). Otherwise, if we choose $x_S^T = p(x_P^T)$ with a point $x_P^T \in \Gamma_{h, T}$, although the relation (4.30) also holds, the point $x_S^T$ may be outside of $T$, which brings difficulties in the analysis (see (4.44)).

**Lemma 4.6** The functions $\Psi_T, \gamma_T$ and $\Theta_{i, T}, i = 1, \ldots, N - 1$, exist uniquely and satisfy

\[
|\Psi_T^\pm|_{W_m^\infty(T)} \leq C h_T^{-m}, \quad |\gamma_T^\pm|_{W_m^\infty(T)} \leq C h_T^{1-m}, \quad |\Theta_{i, T}^\pm|_{W_m^\infty(T)} \leq C h_T^{1-m}, \quad m = 0, 1, \tag{4.31}
\]

where the constant $C$ depends only on $\beta_T^\pm$ and the shape regularity parameter $\varrho$.

**Proof** First we prove the uniqueness. Suppose there is another function, denoted by $\tilde{\Psi}_T$, satisfying the same conditions as $\Psi_T$ in (4.28)–(4.29). Then it is easy to see

\[
\|(\tilde{\Psi}_T - \Psi_T)^\pm\|(x_P^T) = 0, \quad \|\beta_T^\pm \nabla (\tilde{\Psi}_T - \Psi_T)^\pm \cdot n_h\| = 0, \quad \|\nabla (\tilde{\Psi}_T - \Psi_T)^\pm \cdot t_{i, h}\| = 0,
\]
which leads to $\widetilde{\Psi}_T - \Psi_T \in S_h(T)$. By definition, we also have $N_{i,T}(\widetilde{\Psi}_T - \Psi_T) = 0$, $i = 1, \ldots, N + 1$. Thus, by the unisolvence of the basis functions proved in Sect. 4.1, we obtain $\widetilde{\Psi}_T - \Psi_T = 0$, which implies that $\Psi_T$ is unique. Same analysis is valid to prove the uniqueness of $\Upsilon_T$ and $\Theta_{i,T}$.

Next, we derive the estimates in (4.31). Obviously, $\Psi_T(x)$ can be constructed explicitly as

$$\Psi_T(x) = z(x) - \Pi^{\text{IFE}}_T z(x) \quad \text{with} \quad z(x) = \begin{cases} 1 & \text{if } x \in T_h^+, \\ 0 & \text{if } x \in T_h^- \end{cases}$$

We have

$$\|z^\pm\|_{L^\infty(T)} \leq 1, \quad |z^\pm|_{W^1_0(T)} = 0, \quad |N_{i,T}(z)| \leq 1, \quad i = 1, \ldots, N + 1,$$

which together with (4.16) leads to the first inequality in (4.31), i.e.,

$$|\Psi_T^\pm|_{W^m_0(T)} \leq |z^\pm|_{W^m_0(T)} + \sum_{i=1}^{N+1} |N_{i,T}(z)| |\phi^\pm_{i,T}|_{W^m_0(T)} \leq C h_T^{-m}.$$

To derive the estimate for $|\Upsilon_T^\pm|_{W^m_0(T)}$, we construct $\Upsilon_T(x)$ as

$$\Upsilon_T(x) = z(x) - \Pi^{\text{IFE}}_T z(x) \quad \text{with} \quad z(x) = \begin{cases} \frac{1}{\beta^+_T} (x - x_T^P) \cdot \mathbf{n}_h & \text{if } x \in T_h^+, \\ 0 & \text{if } x \in T_h^- \end{cases}$$

To deal with that the point $x_T^P$ may not belong to $T$ (see Remark 4.5), we use the inequality (4.30) and fact $x_T^S \in \Gamma_T \subseteq T$ to get

$$|x - x_T^P| \leq |x - x_T^S| + |x_T^S - x_T^P| \leq C h_T \quad \forall x \in T.$$

Now we have

$$\|z^\pm\|_{L^\infty(T)} \leq C h_T, \quad |z^\pm|_{W^1_0(T)} \leq C, \quad |N_{i,T}(z)| \leq C h_T, \quad i = 1, \ldots, N + 1,$$

which together with (4.16) leads to the desired result

$$|\Upsilon_T^\pm|_{W^m_0(T)} \leq |z^\pm|_{W^m_0(T)} + \sum_{i=1}^{N+1} |N_{i,T}(z)| |\phi^\pm_{i,T}|_{W^m_0(T)} \leq C h_T^{-m}.$$

Same analysis is valid to prove the third inequality in (4.31) if we construct $\Theta_{i,T}$ as

$$\Theta_{i,T}(x) = z(x) - \Pi^{\text{IFE}}_T z(x) \quad \text{with} \quad z(x) = \begin{cases} \frac{1}{\beta^+_T} (x - x_T^P) \cdot \mathbf{t}_{i,h} & \text{if } x \in T_h^+, \\ 0 & \text{if } x \in T_h^- \end{cases}$$
Lemma 4.7  For all \( T \in \mathcal{T}^\Gamma_h \) and \( v \in \widetilde{H}^2(T) \), we have the following decomposition

\[
\Pi_T v_T^E - \left( \Pi_T^{\text{IEF}} v \right)^\pm = a_T \Psi_T^\pm + b_T Y_T^\pm + \sum_{i=1}^{N-1} c_{i,T} \Theta_{i,T}^\pm + \sum_{i=1}^{N+1} g_{i,T} \phi_{i,T}^\pm,
\]

where the constants \( a_T \), \( b_T \), \( c_{i,T} \) and \( g_{i,T} \) are defined as

\[
a_T := \| \Pi_T v_E^\pm \| (x_T^P), \quad b_T := \| \beta_T^\pm \nabla (\Pi_T v_E^\pm) \cdot n_h \|, \\
c_{i,T} := \| \nabla (\Pi_T v_E^\pm) \cdot t_{i,h} \|, \quad g_{i,T} := N_{i,T} (\Pi_T^{BK} v - E_h^{BK} v).
\]

Proof Let \( z_T^\pm := z^\pm \) with \( z^\pm := \Pi_T v_T^E - \left( \Pi_T^{\text{IEF}} v \right)^\pm \), then we have \( z = \Pi_T^{BK} v - \Pi_T^{\text{IEF}} v \). Define another function as

\[
\tilde{z} := \| z^\pm \| (x_T^P) \Psi_T + \| \beta_T^\pm \nabla z^\pm \cdot n_h \| \nabla_T \\
+ \sum_{i=1}^{N-1} \| \nabla z^\pm \cdot t_{i,h} \| \Theta_{i,T} + \sum_{i=1}^{N+1} N_{i,T} (z) \phi_{i,T}.
\]

Next, we prove \( \tilde{z} = z \). It is easy to verify

\[
\| (\tilde{z} - z)^\pm \| (x_T^P) = 0, \quad \| \beta_T^\pm \nabla (\tilde{z} - z) \cdot n_h \| = 0, \\
\| \nabla (\tilde{z} - z)^\pm \cdot t_{i,h} \| = 0, \quad i = 1, \ldots, N - 1,
\]

which together with the definition of \( S_h(T) \) (see also Remark 3.4) implies that \( \tilde{z} - z \in S_h(T) \). From (4.33) we also have \( N_{i,T} (\tilde{z} - z) = 0 \). Hence, by the unisolvence of the basis functions proved in Sect. 4.1, we obtain \( z = \tilde{z} \).

It remains to evaluate the coefficients in (4.33). Since \( \Pi_T^{\text{IEF}} v \in S_h(T) \), we have \( \| (\Pi_T^{\text{IEF}} v)^\pm \| (x_T^P) = 0 \). Thus, we obtain

\[
\| z^\pm \| (x_T^P) = \| \Pi_T v_E^\pm \| (x_T^P) - \| (\Pi_T^{\text{IEF}} v)^\pm \| (x_T^P) = \| \Pi_T v_E^\pm \| (x_T^P) = a_T.
\]

The proof for \( b_T \) and \( c_{i,T} \) is similar since \( \| \beta_T^\pm \nabla (\Pi_T^{\text{IEF}} v)^\pm \cdot n_h \| = \| \nabla (\Pi_T^{\text{IEF}} v)^\pm \cdot t_{i,h} \| = 0 \) from the definition of \( S_h(T) \) (see also Remark 3.4). For the constants \( g_{i,T} \), using (4.25) we get

\[
N_{i,T} (z) = N_{i,T} (\Pi_T^{BK} v - \Pi_T^{\text{IEF}} v) \\
= N_{i,T} (\Pi_T^{BK} v - E_h^{BK} v) = g_{i,T}.
\]

This completes the proof of this lemma. \( \square \)
**Theorem 4.8** For all $T \in T_h^T$ and $v \in \tilde{H}^2(T)$, there exists a constant $C$ independent of $h$ and the interface location relative to the mesh such that

$$
|v_E^\pm - (\Pi_T^{\text{IF}} v)^\pm|_{H^m(T)}^2 \leq Ch_T^{4-2m} \left( \sum_{s=\pm} \left( |v_E^s|_{H^1(T)}^2 + |v_E^s|_{H^2(T)}^2 \right) + Ch_T^{2-2m} \left( \| \nabla v_E^\pm \cdot n \|^2_{L^2(T)} + \| \nabla v_E^\pm \|^2_{L^2(T)} \right) \right),
$$

(4.34)

$m = 0, 1$.

Before proceeding with the proof, it is worth noting the following remark of this theorem.

**Remark 4.9** Since $v \in \tilde{H}^2(T)$, by the definition (2.1) we have $[v]_{\Gamma_T} = [\beta \nabla v \cdot n]_{\Gamma_T} = 0$. This leads to

$$
\| \nabla_{\Gamma_T} v_E^\pm \|_{\Gamma_T} = 0 \quad \text{and} \quad \| \beta_E^\pm \nabla v_E^\pm \cdot n \|_{\Gamma_T} = 0.
$$

(4.35)

Therefore, it seems that we can obtain the optimal interpolation error estimate on each interface element by applying the following type of the Poincaré-Friedrichs inequality to the second term on the right-hand side of (4.34),

$$
\| v \|_{L^2(T)} \leq C_P h_T |v|_{H^1(T)} \quad \text{for all } v \in H^1(T) \text{ with } v|_{\Gamma_T} = 0.
$$

Unfortunately, we cannot show that the constant $C_P$ is independent of the interface location relative to $T$. The proof of the above inequality is given as follows. Let $\bar{v}$ be the mean of $v$ on $T$, then it holds

$$
\| v \|_{L^2(T)} \leq \| v - \bar{v} \|_{L^2(T)} + \| \bar{v} \|_{L^2(T)}
$$

$$
\leq Ch_T |v|_{H^1(T)} + Ch_T^{N/2} |\Gamma_T|^{-1} \left( \int_{\Gamma_T} \bar{v} \right).
$$

Since $v|_{\Gamma_T} = 0$, we can see

$$
\left| \int_{\Gamma_T} \bar{v} \right| = \left| \int_{\Gamma_T} (\bar{v} - v) \right| \leq |\Gamma_T|^{1/2} \| \bar{v} - v \|^2_{L^2(\Gamma_T)}
$$

$$
\leq C |\Gamma_T|^{1/2} \left( h_T^{-1/2} \| v \|_{L^2(T)} + h_T^{1/2} |v|_{H^1(T)} \right)
$$

$$
\leq C |\Gamma_T|^{1/2} h_T^{1/2} |v|_{H^1(T)},
$$

where in second inequality we have used the well-known trace inequality on the interface (see, e.g., [27, 41]). Combining the above inequalities yields

$$
\| v \|_{L^2(T)} \leq C \left( \sqrt{h_T^{N-1} |\Gamma_T|^{-1}} + 1 \right) h_T |v|_{H^1(T)},
$$

which implies that $C_P \to \infty$ as $|\Gamma_T| \to 0$. 
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To overcome the difficulty shown in Remark 4.9, in the following theorem we take all the interface elements together and carry out the analysis on a tubular neighborhood of the interface \( \Gamma_1 \).

**Theorem 4.10** For any \( v \in \widetilde{H}^2(\Omega) \), there exists a constant \( C \) independent of \( h \) and the interface location relative to the mesh such that

\[
\sum_{T \in T^\Gamma_h} |v^\pm_{\Gamma E} - \left( \Pi_{h}^{\text{IFE}} v \right)^{\pm}|_{H^m(T)}^2 \leq C h^{4-2m} \| v \|_{H^2(\cup \Omega^\pm)}^2, \quad m = 0, 1, \quad (4.36)
\]

\[
\sum_{T \in T^\Gamma_h} v - \Pi_{h}^{\text{IFE}} v \leq C h^{4-2m} \| v \|_{H^2(\cup \Omega^\pm)}^2, \quad m = 0, 1. \quad (4.37)
\]

**Proof** Noticing that \( T \subset U(\Gamma, h \Gamma) \) for all \( T \in T^\Gamma_h \), combining (4.35) and Lemma 2.1 we have

\[
\sum_{T \in T^\Gamma_h} \left\| \beta^\pm_E \nabla v^\pm_{\Gamma E} \cdot n \right\|_{L^2(T)}^2 \leq \left\| \beta^\pm_E \nabla v^\pm_{\Gamma E} \cdot n \right\|_{L^2(U(\Gamma, h \Gamma))}^2 \leq C h^2_{\Gamma} \left\| \beta^\pm_E \nabla v^\pm_{\Gamma E} \cdot n \right\|_{H^1(U(\Gamma, h \Gamma))}^2 \leq C h^2_{\Gamma} \sum_{s=\pm} \left( |v^s_E|_{H^1(U(\Gamma, h \Gamma))}^2 + |v^s_E|_{H^2(U(\Gamma, h \Gamma))}^2 \right), (4.38)
\]

\[
\sum_{T \in T^\Gamma_h} \left\| \nabla v^\pm_{\Gamma E} \right\|_{L^2(T)}^2 \leq C h^2_{\Gamma} \left\| \nabla v^\pm_{\Gamma E} \right\|_{H^1(U(\Gamma, h \Gamma))}^2 \leq C h^2_{\Gamma} \sum_{s=\pm} \left( |v^s_E|_{H^1(U(\Gamma, h \Gamma))}^2 + |v^s_E|_{H^2(U(\Gamma, h \Gamma))}^2 \right), (4.39)
\]

where we have used (3.8)–(3.9) and \( n(x) \in C^1(\Gamma, \delta_0)^N \) in the derivation. Therefore, the result (4.36) follows from (4.38), (4.39), Theorem 4.8 and the extension result (3.7).

To prove the estimate (4.37), we need to consider the mismatch region caused by approximating \( \Gamma \) by \( \Gamma_h \). The triangle inequality gives

\[
\sum_{T \in T_h} |v - \Pi_{h}^{\text{IFE}} v|_{H^m(T)}^2 \leq C \sum_{T \in T_h} |E_{h}^{BK} v - \Pi_{h}^{\text{IFE}} v|_{H^m(\cup T^\pm_h)}^2 + C \left| v - E_{h}^{BK} v \right|_{H^m(\cup \Omega^\pm_h)}^2. \quad (4.40)
\]

Recalling the relation (4.26), the first term can be estimated by (4.36) for interface elements and the standard interpolation error estimates for non-interface elements. Thus, it suffices to estimate the second term on the right-hand side of (4.40). By the
definition of $E_h^{BK}$ in (4.23) and the relation (3.5) we have

$$\left| v - E_h^{BK} v \right|^2_{H^m(\cup \Omega_h^\pm)} = \left\| v_\pm^E \right\|^2_{H^m(\Omega^\pm_h)} \leq \left\| v_\pm^E \right\|^2_{H^m(U(\Gamma, C_T h^2))}. $$

Noticing that $\left\| v_\pm^E \right\|_{T}^2 = 0$, by (2.5) and (2.4), it holds

$$\left\| v_\pm^E \right\|^2_{L^2(U(\Gamma, C_T h^2))} \leq C h^4 \sum_{s = \pm} \left| v_s^E \right|^2_{H^1(U(\Gamma, C_T h^2))},$$

$$\left\| \nabla v_\pm^E \right\|^2_{L^2(U(\Gamma, C_T h^2))} \leq C h^2 \sum_{s = \pm} \left( \left| v_s^E \right|^2_{H^1(U(\Gamma, \delta_0))} + \left| v_s^E \right|^2_{H^2(U(\Gamma, \delta_0))}.\right.$$}

Combining the above inequalities and the extension result (3.7) we arrive at

$$\left| v - E_h^{BK} v \right|^2_{H^m(\cup \Omega_h^\pm)} \leq C h^{4-2m} \left\| v \right\|^2_{H^2(\cup \Omega^\pm)} , \quad m = 0, 1. \quad (4.41)$$

This completes the proof of this theorem. \hfill \square

Now we give the proof of Theorem 4.8.

**Proof of Theorem 4.8** As shown in (4.27), we only need to estimate the second term (I)_2. Combining Theorem 4.4 and Lemmas 4.6 and 4.7 yields

$$|\Pi_T v_\pm^E - \left( \Pi_T^{\text{IF}} v \right)^\pm|_{H^m(T)}^2 \leq C h^{N-2m} \left( a_T^2 + \sum_{i=1}^{N+1} g_{i,T}^2 \right) + C h^{N+2-2m} \left( b_T^2 + \sum_{i=1}^{N-1} c_{i,T}^2 \right). \quad (4.42)$$

Here the constants $a_T$, $b_T$, $c_{i,T}$ and $g_{i,T}$ are defined in (4.32). We estimate these constants one by one.

**Derive bounds for** $a_T$. Using the triangle inequality, the estimate (4.30), and the fact that $\left\| \Pi_T v_\pm^E \right\| \in \mathbb{P}_1(T)$ can be viewed as a polynomial defined on $\mathbb{R}^N$, we have

$$|a_T| = \left\| \Pi_T v_\pm^E \right\|_{(x_T^P)} \leq \left\| \Pi_T v_\pm^E \right\|_{(x_T^S)} + \left\| \Pi_T v_\pm^E \right\|_{(x_T^P)} - \left\| \Pi_T v_\pm^E \right\|_{(x_T^S)} \leq \left\| \Pi_T v_\pm^E \right\|_{(x_T^S)} + \left\| \nabla \Pi_T v_\pm^E \right\| \left| x_T^S - x_T^P \right| \leq \left\| \Pi_T v_\pm^E \right\|_{(x_T^S)} + C h_T^2 \left\| \nabla \Pi_T v_\pm^E \right\|.$$
Since \( x_T^S \in \Gamma_T \subset T \), it holds \( \| v_E^{\pm} \| (x_T^S) = 0 \), and by (4.21), we get
\[
\left\| \Pi_T v_E^{\pm} \right\| (x_T^S) = \left\| \Pi_T v_E^{\pm} - v_E^{\pm} \right\| (x_T^S) \\
\leq \left\| \Pi_T v_E^{\pm} - v_E^{\pm} \right\| L^\infty(T) \\
\leq \sum_{s=\pm} \left\| \Pi_T v_E^s - v_E^s \right\| L^\infty(T) \\
\leq Ch_T^{2-N/2} \sum_{s=\pm} |v_E^s|_{H^2(T)}. \tag{4.44}
\]

On the other hand,
\[
\left\| \nabla \Pi_T v_E^{\pm} \right\| = |T|^{-1/2} \left\| \nabla \Pi_T v_E^{\pm} \right\| L^2(T) \\
\leq Ch_T^{-N/2} \sum_{s=\pm} |\Pi_T v_E^s|_{H^1(T)} \\
\leq Ch_T^{-N/2} \sum_{s=\pm} |v_E^s|_{H^1(T)},
\]

where we have used (4.22) in the last inequality. Combining the above inequalities yields
\[
a_T^2 \leq Ch_T^{4-N} \sum_{s=\pm} \left( |v_E^s|^2_{H^1(T)} + |v_E^s|^2_{H^2(T)} \right). \tag{4.45}
\]

**Derive bounds for** \( b_T \). By the fact \( \| \beta_T^{\pm} \nabla (\Pi_T v_E^{\pm}) \cdot n_h \| \) is a constant on \( T \), we have
\[
|b_T| = \| \beta_T^{\pm} \nabla (\Pi_T v_E^{\pm}) \cdot n_h \| \\
\leq Ch_T^{-N/2} \| \beta_T^{\pm} \nabla (\Pi_T v_E^{\pm}) \cdot n_h \| L^2(T) \\
\leq Ch_T^{-N/2} \| \beta_T^{\pm} \nabla (\Pi_T v_E^{\pm}) \cdot n_h \| L^2(T) + Ch_T^{-N/2} \| (\beta_T^{\pm} - \beta_E^{\pm}) \nabla (\Pi_T v_E^{\pm}) \cdot n_h \| L^2(T).
\]

For the first term, by (3.4) and (4.20), we can derive
\[
\| \beta_T^{\pm} \nabla (\Pi_h v_E^{\pm}) \cdot n_h \| L^2(T) = \| \beta_T^{\pm} \nabla (\Pi_h v_E^{\pm} - v_E^{\pm}) \cdot n_h + \beta_T^{\pm} \nabla v_E^{\pm} \cdot (n_h - n + n) \| L^2(T) \\
\leq \| \beta_T^{\pm} \nabla (\Pi_h v_E^{\pm} - v_E^{\pm}) \cdot n_h \| L^2(T) + \| n - n_h \| L^\infty(T) \| \beta_T^{\pm} \nabla v_E^{\pm} \| L^2(T) + \| \beta_T^{\pm} \nabla v_E^{\pm} \cdot n_h \| L^2(T) \\
\leq Ch_T \sum_{s=\pm} (|v_E^s|^2_{H^2(T)} + |v_E^s|^2_{H^1(T)}) + \| \beta_T^{\pm} \nabla v_E^{\pm} \cdot n \| L^2(T).
\]
Similarly, for the second term, it follows from (3.16) and (4.22) that
\[
\| \| (\beta_T^\pm - \beta_E^\pm) \nabla (\Pi_h v_E^\pm) \cdot \mathbf{n}_h \| \|_{L^2(T)} \leq \sum_{s=\pm} \| \beta_T^s - \beta_E^s \|_{L^\infty(T)} \| \nabla (\Pi_h v_E^s) \cdot \mathbf{n}_h \|_{L^2(T)} \\
\leq C h_T \sum_{s=\pm} |\Pi_h v_E^s|_{H^1(T)} \\
\leq C h_T \sum_{s=\pm} |v_E^s|_{H^1(T)}.
\]
Combining the above inequalities yields
\[
b_T^2 \leq C h_T^{2-N} \sum_{s=\pm} \left( |v_E^s|^2_{H^2(T)} + |v_E^s|^2_{H^1(T)} \right) + C h_T^{-N} \| \| \beta^\pm \nabla v_E^\pm \cdot \mathbf{n} \| \|_{L^2(T)}^2.
\]

\textbf{Derive bounds for } c_{i,T}. \text{ Using the property (3.11) of tangential gradients and the fact that } \| \nabla \Gamma_h (\Pi_h v_E^\pm) \| \text{ is a constant vector on } T, \text{ we have }
\[
|c_{i,T}| = \| \nabla (\Pi_h v_E^\pm) \cdot \mathbf{t}_{i,h} \| \\
\leq \| \nabla \Gamma_h (\Pi_h v_E^\pm) \| \\
\leq C h_T^{-N/2} \| \nabla \Gamma_h (\Pi_h v_E^\pm) \|_{L^2(T)}.
\]
The triangle inequality gives
\[
\| \nabla \Gamma_h (\Pi_h v_E^\pm) \|_{L^2(T)} \leq \| \| \nabla \Gamma_h (\Pi_h v_E^\pm - v_E^\pm) + (\nabla \Gamma_h - \nabla \Gamma + \nabla \Gamma) v_E^\pm \| \|_{L^2(T)} \\
\leq \| \| \nabla \Gamma_h (\Pi_h v_E^\pm - v_E^\pm) \| \|_{L^2(T)} \\
+ \| \| \nabla \Gamma_h v_E^\pm - \nabla \Gamma v_E^\pm \| \|_{L^2(T)} + \| \| \nabla \Gamma v_E^\pm \| \|_{L^2(T)}.
\]
Using the property of tangential gradients: \| \nabla \Gamma_h \cdot \| \leq |\nabla \cdot |, \text{ we have }
\[
\| \| \nabla \Gamma_h (\Pi_h v_E^\pm - v_E^\pm) \| \|_{L^2(T)} \leq \| \| \nabla (\Pi_h v_E^\pm - v_E^\pm) \| \|_{L^2(T)} \\
\leq C h_T \sum_{s=\pm} |v_E^s|_{H^2(T)}.
\]
By the definition (3.10) and the inequality (3.4), we get
\[
\| \| \nabla \Gamma_h v_E^\pm - \nabla \Gamma v_E^\pm \| \|_{L^2(T)} = \| \| (\mathbf{n} \cdot \nabla v_E^\pm) \mathbf{n} - (\mathbf{n}_h \cdot \nabla v_E^\pm) \mathbf{n}_h \| \|_{L^2(T)} \\
= \| \| (\mathbf{n} \cdot \nabla v_E^\pm) \mathbf{n} - (\mathbf{n}_h \cdot \nabla v_E^\pm) \mathbf{n}_h \| \|_{L^2(T)} \\
\leq 2 \| \| \mathbf{n} - \mathbf{n}_h \| \|_{L^\infty(T)} \| \| \nabla v_E^\pm \| \|_{L^2(T)} \\
\leq C h_T \sum_{s=\pm} |v_E^s|_{H^1(T)}.
\]
Collecting the above inequalities yields
\[
c_i^2 \leq C h_T^{2-N} \sum_{s = \pm} \left( |v_E^s|_{H^1(T)}^2 + |v_E^s|_{H^2(T)}^2 \right) + C h_T^{2-N} \| \nabla v_E^\pm \|_{L^2(T)}. \tag{4.47}
\]

**Derive bounds for** \(g_{i,T}\). By the definitions (3.12), (4.23) and (4.24), there hold
\[
\mathcal{N}_{i,T}(\Pi_T^{BK} v) = |F_i|^{-1} \sum_{s = \pm} \int_{F_i \cap \partial T_h^s} \Pi_T v_E^s,
\]
\[
\mathcal{N}_{i,T}(E_h^{BK} v) = |F_i|^{-1} \sum_{s = \pm} \int_{F_i \cap \partial T_h^s} v_E^s.
\]

Now we can estimate \(c_{i,T}\) as
\[
|g_{i,T}| = \left| \mathcal{N}_{i,T}(\Pi_T^{BK} v - E_h^{BK} v) \right|
\]
\[
= |F_i|^{-1} \left| \sum_{s = \pm} \int_{F_i \cap \partial T_h^s} (\Pi_T v_E^s - v_E^s) \right|
\]
\[
\leq |F_i|^{-1} \sum_{s = \pm} \int_{F_i} \left| \Pi_T v_E^s - v_E^s \right|
\]
\[
\leq |F_i|^{-1/2} \sum_{s = \pm} \left| \Pi_T v_E^s - v_E^s \right|_{L^2(F_i)}
\]
\[
\leq |F_i|^{-1/2} \sum_{s = \pm} \left( C h_T^{1/2} \left\| \Pi_T v_E^s - v_E^s \right\|_{L^2(T)} + C h_T^{1/2} \left\| \Pi_T v_E^s - v_E^s \right\|_{H^1(T)} \right)
\]
\[
\leq C |F_i|^{-1/2} h_T^{3/2} \sum_{s = \pm} |v_E^s|_{H^2(T)},
\]
where we have used the Cauchy–Schwarz inequality, the standard trace inequality, and the estimate (4.20). Since we assume the triangulation is shape-regular, we have \(|F_i| \geq C h_T^{N-1}\), and then,
\[
g_{i,T}^2 \leq C h_T^{4-N} \sum_{s = \pm} |v_E^s|_{H^2(T)}^2. \tag{4.48}
\]

Substituting the estimates (4.45)–(4.48) into (4.42), we obtain
\[
|\Pi_T v_E^\pm - \left( \Pi_T^{\text{FE}} v \right)^\pm |_{H^m(T)}^2 \leq C h_T^{4-2m} \sum_{s = \pm} \left( |v_E^s|_{H^1(T)}^2 + |v_E^s|_{H^2(T)}^2 \right)
\]
\[
+ C h_T^{2-2m} \left( \left\| \nabla v_E^\pm \cdot n \right\|_{L^2(T)}^2 + \left\| \nabla \nabla v_E^\pm \right\|_{L^2(T)}^2 \right),
\]
which together with the standard estimate
\[
|v_E^\pm - \Pi_T v_E^\pm |_{H^m(T)}^2 \leq C h_T^{4-2m} |v_E^\pm|_{H^2(T)}^2,
\]

\(\copyright\) Springer
yields the desired result (4.34).

\[\square\]

5 The finite element method and analysis

5.1 The method

For each \( F \in \mathcal{T}_h \), let \( T_1^F \) and \( T_2^F \) be two elements sharing the common face \( F \). Define the space

\[ Q_F = \{ q \in L^2(\Omega)^N : q|_{T_i^F} \in \nabla S_h(T_i^F), i = 1, 2, q|_{\Omega \setminus (T_1^F \cup T_2^F)} = 0 \}, \]

where \( \nabla S_h(T) = \{ \nabla v_h : v_h \in S_h(T) \} \). The local lifting operator \( r_F : L^2(F) \to Q_F \) is defined by

\[ \int_{T_1^F \cup T_2^F} \beta^{BK} r_F(v) \cdot q = \int_F \{ \beta^{BK} q \cdot n_F \} v \quad \forall q \in Q_F, \quad (5.1) \]

where \( \beta^{BK}(x) := E_h^{BK} \beta(x) \) and \( \{ \cdot \}_F \) stands for the average over \( F \), i.e., \( \{ v \}_F = (v|_{T_1^F} + v|_{T_2^F})/2 \). Define the IFE space \( V_{h,0}^{\text{IFE}} = \{ v \in V_{h,0}^{\text{IFE}} : \int_F v = 0 \forall F \in \mathcal{T}_h \} \) and the following bilinear forms:

\[ a_h(z, v) := \int_{\Omega} \beta^{BK} \nabla_h z \cdot \nabla_h v, \]

\[ b_h(z, v) := -\sum_{F \in \mathcal{T}_h^e} \int_F \left( \{ \beta^{BK} \nabla_h z \cdot n_F \}_F [v]_F + \{ \beta^{BK} \nabla_h v \cdot n_F \}_F [z]_F \right), \]

\[ s_h(z, v) := 8 \sum_{F \in \mathcal{T}_h^e} \int_{T_1^F \cup T_2^F} \beta^{BK} r_F([z]_F) \cdot r_F([v]_F), \]

\[ A_h(z, v) := a_h(z, v) + b_h(z, v) + s_h(z, v), \]

where \( (\nabla_h v)|_T = \nabla v|_T \) for all \( T \in \mathcal{T}_h^{\text{non}} \) and \( (\nabla_h v)|_{T_h^\pm} = \nabla v|_{T_h^\pm} \) for all \( T \in \mathcal{T}_h^G \).

The immersed finite method reads: find \( u_h \in V_{h,0}^{\text{IFE}} \) such that

\[ A_h(u_h, v_h) = \int_{\Omega} f_h^{BK} v_h \quad \forall v_h \in V_{h,0}^{\text{IFE}}, \quad (5.3) \]

where \( f_h^{BK} := E_h^{BK} f \). Recalling the definition of \( E_h^{BK} \) in (4.23), the function \( f_h^{BK} \) relies on the extensions \( f^+_E \) and \( f^-_E \). Since \( f^\pm \in L^2(\Omega^\pm) \), we can simply use the trivial extension of \( f^\pm \) to satisfy (3.7) (i.e., \( f^\pm_E = 0 \) outside \( \Omega^\pm \)).

Clearly, the method is symmetric and does not require a manually chosen stabilization parameter. We note that the term \( b_h(\cdot, \cdot) \) is crucial to ensure the optimal convergence (see [30]). Comparing with the traditional Crouzeix–Raviart finite element method, the additional terms \( b_h(\cdot, \cdot) \) and \( s_h(\cdot, \cdot) \) are only evaluated on interface.
faces, and thus the extra computational cost is not significant in general. We also note that we do not need to solve linear systems for the lifting $r_F(v)$ for a given function $v \in L^2(F)$. Using the fact that $\nabla S_h(T) = \text{span} \{ \eta_i h_i, i = 1, \ldots, N - 1 \}$, where $\eta |_{T_h^\pm} = \beta_T^\pm n_h$, the lifting $r_F(v)$ has an explicit formula (see [31]).

### 5.2 Continuity and coercivity

Define the mesh-dependent norms $\| \cdot \|_h$ and $\| \cdot \|_h$ by

$$
\|v\|_h^2 = a_h(v, v),
\|v\|_h^2 = \|v\|_h^2 + \sum_{F \in \mathcal{F}_h^\Gamma} \left( h_F \| \beta^{BK} \nabla_h v \|_{L^2(F)}^2 + h_F^{-1} \| v \|_{L^2(F)}^2 \right) + s_h(v, v),
$$

(5.4)

where $h_F$ denotes the diameter of $F$. Using the Poincaré-Friedrichs inequalities for piecewise $H^1$ functions (see [5]), we have

$$
\|v\|_{L^2(\Omega)}^2 \leq C \sum_{T \in \mathcal{T}_h} |v_h|_{H^1(T)}^2 \leq C \|v\|_h^2 \quad \forall v \in \left( H_0^1(\Omega) \cap \widetilde{H}^2(\Omega) \right) + V_{h,0}^{\text{IFE}},
$$

(5.5)

which implies that $\| \cdot \|_h$ and $\| \cdot \|_h$ are indeed norms on the space $\left( H_0^1(\Omega) \cap \widetilde{H}^2(\Omega) \right) + V_{h,0}^{\text{IFE}}$. It follows from the Cauchy–Schwarz inequality that $A_h(\cdot, \cdot)$ is bounded by $\| \cdot \|_h$, i.e.,

$$
|A_h(z, v)| \leq \|z\|_h \|v\|_h.
$$

(5.6)

The following lemma shows that $A_h(\cdot, \cdot)$ is coercive on the IFE space $V_{h,0}^{\text{IFE}}$ with respect to $\| \cdot \|_h$.

**Lemma 5.1** It holds that

$$
A_h(v, v) \geq \frac{1}{2} \|v\|_h^2 \quad \forall v \in V_{h,0}^{\text{IFE}}.
$$

(5.7)

**Proof** For all $v \in V_{h,0}^{\text{IFE}}$, choosing $q |_{T_i^F} = \nabla v |_{T_i^F}, i = 1, 2$ and $q |_{\Omega \setminus (T_1^F \cup T_2^F)} = 0$ in (5.1) yields

$$
\int_{T_1^F \cup T_2^F} \beta^{BK} r_F ([v]_F) \cdot \nabla v = \int_F \{ \beta^{BK} \nabla v \cdot n_F \}_F [v]_F.
$$

Then we have

$$
b_h(v, v) = -2 \sum_{F \in \mathcal{F}_h} \int_F \{ \beta^{BK} \nabla v \cdot n_F \}_F [v]_F = -2 \sum_{F \in \mathcal{F}_h} \int_{T_1^F \cup T_2^F} \beta^{BK} r_F ([v]_F) \cdot \nabla v.
$$
It follows from the Cauchy–Schwarz inequality that

\[ |b_h(v, v)| \leq \left( \frac{4}{\sum_{F \in F^1_h} \int_{T^1_F \cup T^2_F} \beta^{BK} \nabla v \cdot \nabla v} \right)^{1/2} \left( \sum_{F \in F^1_h} \int_{T^1_F \cup T^2_F} \beta^{BK} \nabla v \cdot \nabla v \right)^{1/2} \]

Since each element is calculated at most \( N + 1 \) times, it holds for both \( N = 2 \) and \( N = 3 \) that

\[ \sum_{F \in F^1_h} \int_{T^1_F \cup T^2_F} \beta^{BK} \nabla v \cdot \nabla v \leq 4 \sum_{T \in T_h} \int_T \beta^{BK} \nabla v \cdot \nabla v. \]

Therefore, we have

\[ |b_h(v, v)| \leq \left( \frac{1}{2} s_h(v, v) \right)^{1/2} \left( \frac{4}{\sum_{T \in T_h} \int_T \beta^{BK} \nabla v \cdot \nabla v} \right)^{1/2} \leq s_h(v, v) + \frac{1}{2} \sum_{T \in T_h} \int_T \beta^{BK} \nabla v \cdot \nabla v, \]

which leads to

\[ a_h(v, v) + b_h(v, v) + s_h(v, v) \geq \frac{1}{2} \sum_{T \in T_h} \int_T \beta^{BK} \nabla v \cdot \nabla v = \frac{1}{2} \| v \|_{h}^2. \]

This completes the proof of this lemma. \( \square \)

### 5.3 Norm-equivalence for IFE functions

We show that the norms \( \| \cdot \|_h \) and \( \| \cdot \|_{h} \) are equivalent on the IFE space \( V_{h,0}^{IFE} \). To this end, we first prove the trace inequality for IFE functions in the following lemma.

**Lemma 5.2** (Trace inequality) There exists a constant \( C \) independent of \( h \) and the interface location relative to the mesh such that

\[ \| \nabla v \|_{L^2(\partial T)} \leq Ch^{-1/2}_T \| \nabla v \|_{L^2(T)} \quad \forall v \in S_h(T) \quad \forall T \in T^1_h. \]

**Proof** By the definition of \( S_h(T) \) (see also Remark 3.4), there holds

\[ n_h \cdot \nabla v^+ = (\beta_T^- / \beta_T^+) n_h \cdot \nabla v^-, \quad \nabla_{\Gamma_{h,T}} v^+ = \nabla_{\Gamma_{h,T}} v^-, \]

which together with the decomposition \( \nabla v^\pm = (n_h \cdot \nabla v^\pm) n_h + \nabla_{\Gamma_{h,T}} v^\pm \) (see (3.10)) yields

\[ \min \left\{ \beta_T^- / \beta_T^+, 1 \right\} \| \nabla v^- \|_{L^2(D)} \leq \| \nabla v^+ \|_{L^2(D)} \leq \max \left\{ \beta_T^- / \beta_T^+, 1 \right\} \| \nabla v^- \|_{L^2(D)} \]

\( \square \) Springer
for any subdomain $D \subset T$. Using the above inequalities we can derive

$$\|\nabla v\|^2_{L^2(\partial T)} \leq \sum_{s=\pm} \|\nabla v^s\|^2_{L^2(\partial T)} \leq \sum_{s=\pm} Ch_T^{-1}\|\nabla v^s\|^2_{L^2(T)} \leq Ch_T^{-1}\|\nabla v\|^2_{L^2(T)},$$

which completes the proof of this lemma. □

With the trace inequality we can derive the following stability estimate for the operator $r_F$.

**Lemma 5.3** There exists a constant $C$ independent of $h$ and the interface location relative to the mesh such that

$$\|r_F(v)\|_{L^2(\Omega)} \leq Ch_F^{-1/2}\|v\|_{L^2(F)} \quad \forall v \in L^2(F) \quad \forall F \in \mathcal{F}_h^T.$$  

**Proof** Choosing $q = r_F(v)$ in (5.1) yields

$$\|r_F(v)\|^2_{L^2(T^F_1 \cup T^F_2)} \leq C\|v\|_{L^2(F)}(\|r_F(v)|_{T^F_1}\|_{L^2(F)} + \|r_F(v)|_{T^F_2}\|_{L^2(F)})$$

$$\leq Ch_F^{-1/2}\|v\|_{L^2(F)}\|r_F(v)\|_{L^2(T^F_1 \cup T^F_2)},$$

where in the last inequality we have used the trace inequality (5.8) since $r_F(v)|_{T^F_1} \in \nabla S_h(T^F_1).$ Using the above inequality and the fact $r_F(v)|_{\Omega \setminus (T^F_1 \cup T^F_2)} = 0$ we completes the proof of this lemma. □

Since $v|_T \in H^1(T)$ and $\int_F[v]_F = 0$ for all $v \in V_{h,0}^I$, we have the following standard result

$$\|\{v\}_F\|^2_{L^2(F)} \leq Ch_F(\|v\|^2_{H^1(T^F_1)} + \|v\|^2_{H^1(T^F_2)}) \quad \forall F \in \mathcal{F}_h \quad \forall v \in V_{h,0}^I.$$  

Combining this with the definition (5.4) and Lemmas 5.2 and 5.3, we can easily obtain the norm-equivalence as shown in the following lemma.

**Lemma 5.4** There exists a constant $C$ independent of $h$ and the interface location relative to the mesh such that

$$\|v\|_h \leq \|\{v\}_h\|_h \leq C\|v\|_h \quad \forall v \in V_{h,0}^I.$$  

5.4 Interpolation error estimates in the norm $\|\cdot\|_h$

**Lemma 5.5** Suppose $v \in \hat{H}^2(\Omega)$. Let $v^{BK} := E_h^{BK} v$, then there exists a constant $C$ independent of $h$ and the interface location relative to the mesh such that

$$\|\{v^{BK} - \Pi_h^I v\}_h \|_h \leq Ch\|v\|_{H^2(\cup \Omega^\pm)}.$$
Proof Using (4.26) and (4.36), we can bound the first term in the norm $\| \cdot \|_h$ as
\[
\| v^{BK} - \Pi^\text{IFE}_h v \|_h \leq C h \| v \|_{H^2(\cup \Omega^\pm)}.
\]
For the second term, recalling the definition of $E^{BK}_h$ in (4.23) and using (4.36) again we can derive
\[
\sum_{F \in \mathcal{F}_h^T} h_F \| \{ \beta^{BK}_h \nabla_h (v^{BK}_h - \Pi^\text{IFE}_h v) \} F \|^2_{L^2(F)}
\]
\[
= \sum_{F \in \mathcal{F}_h^T} \sum_{s=\pm} h_F \| \{ \beta^{BK}_h \nabla (v^s_E - (I^\text{IFE}_h v)^s) \} F \|^2_{L^2(F \cap \partial T_h^s)}
\]
\[
\leq C \sum_{F \in \mathcal{F}_h^T} \sum_{s=\pm} \| \nabla (v^s_E - (I^\text{IFE}_h v)^s) \|^2_{L^2(F)}
\]
\[
\leq C \sum_{T \in \mathcal{T}_h^T} \sum_{s=\pm} \left( |v^s_E| - (I^\text{IFE}_h v)^s \right)^2_{H^1(T)} + h_T^2 |v^s_E|_{H^2(T)}^2
\]
\[
\leq C h_T^2 \| v \|_{H^2(\cup \Omega^\pm)}^2,
\]
where in the second inequality we have used the standard trace inequality since $v^s_E - (I^\text{IFE}_h v)^s \in H^1(\Omega)$. Analogously, by the standard trace inequality, (4.34), (4.38)–(4.39) and (3.7) we have
\[
\sum_{F \in \mathcal{F}_h^T} h_F^{-1} \| v^{BK} - \Pi^\text{IFE}_h v \|_{F}^2_{L^2(F)}
\]
\[
\leq C \sum_{T \in \mathcal{T}_h^T} \sum_{s=\pm} \left( h_T^{-2} |v^s_E| - (I^\text{IFE}_h v)^s \right)^2_{L^2(T)} + |v^s_E - (I^\text{IFE}_h v)^s|_{H^1(T)}^2
\]
\[
\leq C \sum_{T \in \mathcal{T}_h^T} \left( \| \beta^*_E \nabla v^s_E \cdot n \|_{L^2(T)}^2 + \| \nabla \Gamma v^s_E \|_{L^2(T)}^2 + h_T^2 \sum_{s=\pm} \| v^s_E \|_{H^2(T)}^2 \right)
\]
\[
\leq C h_T^2 \| v \|_{H^2(\cup \Omega^\pm)}^2,
\]
which together with Lemma 5.3 leads to
\[
\mathbf{s}_h(v^{BK}, \Pi^\text{IFE}_h v, v^{BK} - \Pi^\text{IFE}_h v) \leq C h_T^2 \| v \|_{H^2(\cup \Omega^\pm)}^2.
\]
The lemma then follows from the above inequalities and the definition of the norm $\| \cdot \|_h$. \qed

5.5 Consistency

Define $f^\pm_E := - \nabla \cdot \beta^*_E \nabla u^\pm_E$ in $\Omega^\pm_{\delta_0}$. From the original PDE (1.1), we can see $f^\pm_E - f^\pm_E = 0$ on $\Omega^\pm$, while $f^\pm_E - f^\pm_E$ is not in general equal to zero in $\Omega^\pm \setminus \Omega^\pm$. For simplicity
of notation, we let \( u^{BK} := E_h^{BK} u \) and define \( \tilde{f}^{BK} \) such that \( \tilde{f}^{BK}|_{\Omega_h^\pm} = \tilde{f}_E^\pm |_{\Omega_h^\pm} \), then it holds \( -\nabla_h \cdot (\beta^{BK} \nabla_h u^{BK}) = \tilde{f}^{BK} \) in \( \Omega \). Multiplying this by \( v_h \in V_{h,0}^{\text{IFE}} \) and integrating by parts yields

\[
\int_{\Omega} \beta^{BK} \nabla_h u^{BK} \cdot \nabla_h v_h + \int_{\Gamma_h} \| \beta^\pm_E \nabla u^\pm_E \cdot n_h \| v_h - \sum_{F \in \mathcal{F}_h} \int_{F} \beta^{BK} \nabla_h u^{BK} \cdot n_F [v_h]_F = \int_{\Omega} \tilde{f}^{BK} v_h.
\]

Using fact \( [u^{BK}]_F = [\beta^{BK} \nabla_h u^{BK} \cdot n_F]_F = 0 \) for all \( F \in \mathcal{F}_h \), we have the following relations

\[
\begin{align*}
\beta^{BK} \nabla_h u^{BK} \cdot n_F [v_h]_F &= \{ \beta^{BK} \nabla_h u^{BK} \cdot n_F \}_F [v_h]_F + \{ \beta^{BK} \nabla_h v \cdot n_F \}_F [u^{BK}]_F, \\
\sh(u^{BK}, v_h) &= 8 \sum_{F \in \mathcal{F}_h^{\text{non}}} \int_{T^F_1 \cup T^F_2} \beta^{BK} r_F ([u^{BK}]_F) r_F ([v_h]_F) = 0.
\end{align*}
\]

Combining these with (5.9), (5.2) and (5.3), we obtain

\[
A_h(u^{BK} - u_h, v_h) = -\int_{\Gamma_h} \| \beta^\pm_E \nabla u^\pm_E \cdot n_h \| v_h + \sum_{F \in \mathcal{F}_h^{\text{non}}} \int_{F} \beta^{BK} \nabla_h u^{BK} \cdot n_F [v_h]_F + \int_{\Omega} (\tilde{f}^{BK} - f^{BK}) v_h. 
\]

**Derive bounds for (II)\(_1\).** By the Cauchy–Schwarz inequality, we have

\[
|\text{(II)}_1| \leq \| \beta^\pm_E \nabla u^\pm_E \cdot n_h \|_{L^2(\Gamma_h)} \| v_h \|_{L^2(\Gamma_h)}. 
\]

To estimate the terms on the right-hand side of the above inequality, we need the following lemma.

**Lemma 5.6** There is a constant \( C \) depending only on \( \Gamma \) such that

\[
\| v \|_{L^2(\Gamma_h)}^2 \leq C \| v \|_{L^2(\Gamma)}^2 + C h_\Gamma^2 \| \nabla v \|_{L^2(U(\Gamma, C_\Gamma h_\Gamma^2))}^2 \quad \forall v \in H^1(U(\Gamma, C_\Gamma h_\Gamma^2)).
\]

**Proof** See (A.4)–(A.6) in [8].

With this lemma we can derive the estimate for \( \| \beta^\pm_E \nabla u^\pm_E \cdot n_h \|_{L^2(\Gamma_h)} \).
Lemma 5.7 There is a constant $C$ independent of $h$ and the interface location relative to the mesh such that

$$\|\beta_E^\pm \nabla v_E^\pm \cdot n_h\|_{L^2(\Gamma_h)}^2 \leq C h_T^2 \sum_{s=\pm} \left( |v_E^s|^2_{H^1(U(\Gamma, \delta_0))} + |v_E^s|^2_{H^2(U(\Gamma, \delta_0))} \right) \quad \forall v \in \tilde{H}^2(\Omega).$$

(5.12)

**Proof** The triangle inequality gives

$$\|\beta_E^\pm \nabla v_E^\pm \cdot (n_h - n)\|_{L^2(\Gamma_h)}^2 \leq 2 \|\beta_E^\pm \nabla v_E^\pm \cdot n_h\|_{L^2(\Gamma_h)}^2 + 2 \|\beta_E^\pm \nabla v_E^\pm \cdot n\|_{L^2(\Gamma_h)}^2.$$  \hspace{1cm} (5.13)

By (3.4), Lemma 5.6 and the inequalities (3.8)–(3.9) for $\beta_E^\pm$, the first term can be estimated as

$$\|\beta_E^\pm \nabla v_E^\pm \cdot (n_h - n)\|_{L^2(\Gamma_h)}^2 \leq C h_T^2 \|\beta_E^\pm \nabla v_E^\pm\|_{L^2(\Gamma_h)}^2$$

$$\leq C h_T^2 \|\beta_E^\pm \nabla v_E^\pm\|_{L^2(\Gamma)}^2 + C h_T^2 \sum_{s=\pm} \|\nabla v_E^s\|_{L^2(\Gamma)}^2 + C h_T^4 \sum_{s=\pm} \sum_{j=1,2} |v_E^s|^2_{H^1(U(\Gamma, \delta_0))}$$

$$\leq C h_T^2 \sum_{s=\pm} \left( |v_E^s|^2_{H^1(U(\Gamma, \delta_0))} + |v_E^s|^2_{H^2(U(\Gamma, \delta_0))} \right).$$

(5.14)

where in the last inequality we have applied the global trace inequality on the domain $U^s(\Gamma, \delta_0)$ for estimating $\|\nabla v_E^s\|_{L^2(\Gamma)}$. For the second term on the right-hand side of (5.13), applying Lemma 5.6 again and using the fact $\|\beta_E^\pm \nabla v_E^\pm \cdot n\|_\Gamma = 0$, we have

$$\|\beta_E^\pm \nabla v_E^\pm \cdot n\|_{L^2(\Gamma_h)}^2 \leq C h_T^2 \|\nabla \beta_E^\pm \nabla v_E^\pm \cdot n\|_{L^2(U(\Gamma, \delta_0))}^2$$

$$\leq C h_T^2 \sum_{s=\pm} \left( |v_E^s|^2_{H^1(U(\Gamma, \delta_0))} + |v_E^s|^2_{H^2(U(\Gamma, \delta_0))} \right).$$

(5.15)

Substituting (5.14) and (5.15) into (5.13) yields the desired result. \hspace{1cm} \square

To estimate the term $\|v_h\|_{L^2(\Gamma_h)}$ in (5.11), we first need the inverse inequality for the IFE functions as shown in the following lemma.

Lemma 5.8 (Inverse inequality) There exists a constant $C$ independent of $h$ and the interface location relative to the mesh such that

$$\|\nabla \phi\|_{L^2(T)} \leq C h_T^{-1} \|\phi\|_{L^2(T)} \quad \forall \phi \in S_h(T) \quad \forall T \in T_h^\Gamma.$$  \hspace{1cm} (5.16)
Let \( x_\perp = p_{\Gamma_1}^\text{ext}(x) \). Using the interface conditions in the definition of \( S_h(T) \) (see also Remark 3.4), we have

\[
\phi^+(x) - \phi^-(x) = \nabla (\phi^+ - \phi^-) \cdot n_h(x - x_\perp) \cdot n_h,
\]

where the superscript \( s_0 \) and the ball \( B \) are chosen as follows. Let \( B_T \) be the largest ball inscribed in \( T \) with the center \( x_c \) and the radius \( r_T \). Let \( x_c_\perp = p_{\Gamma_1}(x) \). The line \( x_c x_c_\perp \) intersects \( \partial B_T \) at points \( y_1 \) and \( y_2 \) such that \( |y_2 - x_\perp| \geq |y_1 - x_\perp| \). The superscript \( s_0 = + \) or \( - \) is chosen such that \( x_c \in T_{s_0} \). If \( \Gamma_{h,T} \cap B_T = \emptyset \), we choose \( B = B_T \), otherwise, \( B \) is the ball centered at \( x_B = (x_\perp + y_2)/2 \) with the radius \( r_B = |x_\perp - y_2|/2 \); see Fig. 3 for an illustration for the 2D case. It is easy to verify that, for both cases, the ball \( B \subset T_{s_0} \) and its radius \( r_B = \min\{r_T, (r_T + |x_\perp - x_\perp|)/2\} \geq r_T/2 \), thus, \( |B| \geq C h_T^{N} \). Applying the standard inverse inequality for \( v^{s_0} \) on the ball \( B \), the inequality (5.17) becomes

\[
\|\phi^+\|_{L^2(T_{T}^-)}^2 \leq 2\|\phi^-\|_{L^2(T_{T}^-)}^2 + C h_T^{2+N} |B|^{-1} \|\phi^{s_0}\|_{H^1(B)}^2,
\]

where the superscript \( s_0 \) and the ball \( B \) are chosen as follows. Let \( B_T \) be the largest ball inscribed in \( T \) with the center \( x_c \) and the radius \( r_T \). Let \( x_c_\perp = p_{\Gamma_1}^\text{ext}(x) \). The line \( x_c x_c_\perp \) intersects \( \partial B_T \) at points \( y_1 \) and \( y_2 \) such that \( |y_2 - x_\perp| \geq |y_1 - x_\perp| \). The superscript \( s_0 = + \) or \( - \) is chosen such that \( x_c \in T_{s_0} \). If \( \Gamma_{h,T} \cap B_T = \emptyset \), we choose \( B = B_T \), otherwise, \( B \) is the ball centered at \( x_B = (x_\perp + y_2)/2 \) with the radius \( r_B = |x_\perp - y_2|/2 \); see Fig. 3 for an illustration for the 2D case. It is easy to verify that, for both cases, the ball \( B \subset T_{s_0} \) and its radius \( r_B = \min\{r_T, (r_T + |x_\perp - x_\perp|)/2\} \geq r_T/2 \), thus, \( |B| \geq C h_T^{N} \). Applying the standard inverse inequality for \( v^{s_0} \) on the ball \( B \), the inequality (5.17) becomes

\[
\|\phi^-\|_{L^2(T_{T}^+)}^2 \leq 2\|\phi^-\|_{L^2(T_{T}^-)}^2 + C h_T^{2+N} \|\phi^{s_0}\|_{H^1(B)}^2.
\]
Using the above inequalities we can derive

\[
\|\nabla \phi\|_{L^2(T)}^2 \leq \sum_{s=\pm} \|\nabla \phi^s\|_{L^2(T)}^2 \leq \sum_{s=\pm} \left( Ch_T^{-2} \|\phi^s\|_{L^2(T)}^2 \right) \leq Ch_T^{-2} \|\phi\|_{L^2(T)}^2,
\]

which completes the proof of this lemma.

The following lemma shows the relations between the IFE function and its Crouzeix–Raviart interpolant.

**Lemma 5.9** For any \( \phi \in S_h(T) \) with \( T \in \mathcal{T}_h^\Gamma \), there exist positive constant \( c \) and \( C \) independent of \( h \) and the interface location relative to the mesh such that

\[
c |\phi|_{H^m(T)} \leq |\Pi_T \phi|_{H^m(T)} \leq C |\phi|_{H^m(T)} , \quad m = 0, 1 ,
\]

\[
\|\phi - \Pi_T \phi\|_{L^2(T)} \leq C h_T |\phi|_{H^1(T)}.
\]

**Proof** From (4.14) we known \( \phi = \Pi_T \phi + \alpha \phi_J \) with

\[
\alpha = \frac{(\beta^-_T/\beta^+_T - 1) \nabla \Pi_T \phi \cdot n_h}{1 + (\beta^-_T/\beta^+_T - 1) |T^+_h|/|T|} \quad \text{and} \quad \phi_J = w - \Pi_T w.
\]

From (4.13) we have

\[
|\alpha| \leq C |\nabla \Pi_T \phi|.
\]

Similar to the estimate for \( \Upsilon_T \) in Lemma 4.6, we can prove

\[
|\phi_J|_{W^m_{\infty}(T)} \leq C h_T^{1-m}.
\]

Therefore, we obtain

\[
|\alpha \phi_J|_{H^m(T)} \leq C |\nabla \Pi_T \phi| h_T^{1-m} h_T^{N/2} \leq C h_T^{1-m} |\Pi_T \phi|_{H^1(T)} \leq \begin{cases} C |\Pi_T \phi|_{H^m(T)} , & \quad C h_T^{1-m} |\phi|_{H^1(T)} \leq C |\phi|_{H^m(T)}, \end{cases}
\]

where we have used the standard inverse inequality for \( \Pi_T \phi \), the stability result (4.22) and the inverse inequality (5.16) for IFE functions. The lemma follows directly from the above inequalities and the relation \( \phi = \Pi_T \phi + \alpha \phi_J \).

We also need a connection operator which maps a standard Crouzeix–Raviart finite element function to a function in \( H^1(\Omega) \). Let \( V^{con}_h \) be the \( P_2 \) Lagrange finite element space associated with \( \mathcal{T}_h \) for \( N = 2 \) and the \( P_3 \) Lagrange finite element space for \( N = 3 \). The connection operator \( R_h : V_h \rightarrow V^{con}_h \) was defined in [5]. Let \( \Xi(T) = \)
\( T' \in \mathcal{T}_h : \partial T \cap \partial T' \neq \emptyset \). Under the assumption that the triangulation is shape-
regular, we have the following properties of the operator \( R_h \). There exist constants \( c \) and \( C \) such that

\[
c \sum_{T \in \mathcal{T}_h} |v|_{H^1(T)}^2 \leq \sum_{T \in \mathcal{T}_h} |R_h v|_{H^1(T)}^2 \leq C \sum_{T \in \mathcal{T}_h} |v|_{H^1(T)}^2, \quad i = 0, 1, \ \forall v \in V_h,
\]

\[
\|R_h v - v\|_{L^2(T)}^2 \leq \sum_{T' \in \mathcal{T}(T)} C h_{T'}^2 |v|_{H^1(T')}^2 \quad \forall v \in V_h,
\]

where the first property is from Corollary 3.3 in [5] and the second property is (3.7) in [5].

Now we can derive the bound for the term \( \|v_h\|_{L^2(\Gamma_h)} \).

**Lemma 5.10** There exists a constant \( C \) independent of \( h \) and the interface location relative to the mesh such that

\[
\|v_h\|_{L^2(\Gamma_h)} \leq C \|v_h\|_{h} \quad \forall v_h \in V_{h,0}^{\text{IFE}},
\]

**Proof** We have the split

\[
\|v_h\|_{L^2(\Gamma_h)} \leq \|R_h \Pi_h v_h\|_{L^2(\Gamma_h)} + \|v_h - \Pi_h v_h\|_{L^2(\Gamma_h)} + \|\Pi_h v_h - R_h \Pi_h v_h\|_{L^2(\Gamma_h)}.
\]

Here we emphasize that we used the standard Crouzeix–Raviart interpolation operator \( \Pi_h \) in the above inequality, not the IFE interpolation operator \( \Pi_h^{\text{IFE}} \). Since \( R_h \Pi_h v_h \in H^1(\Omega) \), it follows from Lemma 5.6 and the global trace inequality that

\[
\|R_h \Pi_h v_h\|_{L^2(\Gamma_h)}^2 \leq C \|R_h \Pi_h v_h\|_{H^1(\Omega)}^2 \leq C \sum_{T \in \mathcal{T}_h} \|\Pi_h v_h\|_{H^1(T)}^2 \leq C \sum_{T \in \mathcal{T}_h} \|v_h\|_{H^1(T)}^2,
\]

where we have used (5.20) in the second inequality, (5.18) in the third inequality, and (5.5) in the last inequality. By the well-known trace inequality on the interface (see, e.g., [27, 41]), we get

\[
\|v_h - \Pi_h v_h\|_{L^2(\Gamma_h)}^2 \leq \sum_{T \in \mathcal{T}_h^\Gamma} C (h_T^{-1} \|v_h - \Pi_h v_h\|_{L^2(T)}^2 + h_T |v_h - \Pi_h v_h|_{H^1(T)})^2 \leq \sum_{T \in \mathcal{T}_h^\Gamma} C h_T |v_h|_{H^1(T)}^2,
\]
where we used (5.18) and (5.19) in the last inequality. Applying the well-known trace inequality on the interface again gives

\[
\| \Pi_h v_h - R_h \Pi_h v_h \|^2_{L^2(\Gamma_h)} \leq \sum_{T \in T_h^I} C(h_T^{-1}\| \Pi_h v_h - R_h \Pi_h v_h \|^2_{L^2(T)} + h_T\| \Pi_h v_h - R_h \Pi_h v_h \|^2_{H^1(T)})
\]

\[
\leq \sum_{T \in T_h^I} Ch_T^{-1}\| \Pi_h v_h - R_h \Pi_h v_h \|^2_{L^2(T)}
\]

\[
\leq \sum_{T \in T_h^I} \sum_{T' \in \mathcal{E}(T)} Ch_T^{-1}h_T^2\| \Pi_h v_h \|^2_{H^1(T')}
\]

\[
\leq \sum_{T \in T_h} Ch|v_h|^2_{H^1(T)},
\]

where in the second inequality we used the standard inverse inequality, in the third inequality we used the estimate (5.21), and in the last inequality we used (5.18). Collecting the above inequalities yields the desired result.

Substituting (5.12) and (5.22) into (5.11) and using the extension result (3.7) we obtain

\[
|\langle II \rangle_1 | \leq Ch\| u \|_{H^2(\cup \Omega^\pm)} \| v_h \|_h.
\]

\[\text{(5.23)}\]

**Derive bounds for** \(\langle II \rangle_2\). It suffices to consider the case \(F \in \mathcal{F}_h^{non} \) with \(F \subset \partial T, T \in T_h^I\). Suppose \(F \subset \Omega_{s_0}^\pm\) with \(s_0 = +\) or \(-\), then we have the standard result from the nonconforming finite element analysis

\[
\left| \int_F \beta^{BK} \nabla u^{BK} \cdot n_F[v_h]_F \right| = \left| \int_F \beta^{s_0}_E \nabla u^{s_0}_E \cdot n_F[v_h]_F \right|
\]

\[
\leq Ch|u^{s_0}_E|_{H^2(\mathcal{T}_h)} \left( |v_h|^2_{H^1(\mathcal{T}_h')} + |v_h|^2_{H^1(\mathcal{T}_h')} \right)^{1/2},
\]

which together with an analogous estimate for other faces gives

\[
|\langle II \rangle_2 | \leq Ch \sum_{s = \pm} |u^{s}_E|_{H^2(\Omega_{s_0}^\pm)} \| v_h \|_h \leq Ch\| u \|_{H^2(\cup \Omega^\pm)} \| v_h \|_h.
\]  

\[\text{(5.24)}\]

**Derive bounds for** \(\langle II \rangle_3\). By definition, we have

\[
\tilde{f}^{BK} - f^{BK} = \begin{cases} 
\tilde{f}^\pm - f^\pm & \text{in } \Omega_h^\pm \setminus \Omega^\pm, \\
0 & \text{otherwise}.
\end{cases}
\]
By (3.7) and (2.2), it holds
\[\| f_E \| _{L^2(\Omega^+_0)} = \| \nabla \cdot \beta \nabla u_E \| _{L^2(\Omega^+_0)} \leq C \| u_E \| _{H^2(\Omega^+_0)} \leq C \| u \| _{H^2(\Omega)} \leq C f \| _{L^2(\Omega)}.\]

Recalling \(\Omega^\Delta = (\Omega_+ \cap \Omega^-) \cup (\Omega_+^\Delta \cap \Omega^-)\), we can derive
\[
| (\Pi)_3 | = \left| \int_\Omega (f^{BK} - f^{BK}) v_h \right| \leq C f \| _{L^2(\Omega)} v_h \| _{L^2(\Omega^\Delta)}, \tag{5.25}
\]

**Lemma 5.11** There exists a constant \(C\) independent of \(h\) and the interface location relative to the mesh such that
\[\| v_h \| _{L^2(\Omega^\Delta)} \leq C h \| v_h \| _h \quad \forall v_h \in V_{h,0}^{\text{IFE}}.\]

**Proof** By (3.5) and the triangle inequality we have
\[
\| v_h \| _{L^2(\Omega^\Delta)} \leq \| v_h \| _{L^2(U(\Gamma_c^*, h_0^2))} \leq \| R_h \Pi_h v_h \| _{L^2(U(\Gamma_c^*, h_0^2))} + \| \Pi_h v_h \| _{L^2(\Omega)} + \| \Pi_h v_h - R_h \Pi_h v_h \| _{L^2(\Omega)}.
\]

Using (2.4), (5.18)–(5.21) and (5.5) we obtain
\[
\| v_h \| _{L^2(\Omega^\Delta)} \leq C h \| R_h \Pi_h v_h \| _{H^1(\Omega)} + C h \| v_h \| _h + C h \| \Pi_h v \| _h \leq C h \| v_h \| _h,
\]

which completes the proof. \(\square\)

It follows from the above lemma and (5.25) that
\[| (\Pi)_3 | \leq C h \| f \| _{L^2(\Omega)} \| v_h \| _h. \tag{5.26}\]

Substituting (5.23), (5.24) and (5.26) into (5.10) yields the following lemma.

**Lemma 5.12** Let \(u\) and \(u_h\) be the solutions of problem (1.1)–(1.5) and problem (5.3), respectively. Then it holds for all \(v_h \in V_{h,0}^{\text{IFE}}\) that
\[
| A_h (u^{BK} - u_h, v_h) | \leq C h (\| u \| _{H^2(\cup \Omega^\pm)} + \| f \| _{L^2(\Omega)}) \| v_h \| _h.
\]

**5.6 Error estimates**

With these preparations, we are ready to derive the \(H^1\) error estimate for the proposed IFE method.
Theorem 5.13 Let \( u \) and \( u_h \) be the solutions of problem (1.1)–(1.5) and problem (5.3), respectively. Then there exists a constant \( C \) independent of \( h \) and the interface location relative to the mesh such that

\[
\| u^{BK} - u_h \|_h \leq C h (\| u \|_{H^2(\cup \Omega \pm)} + \| f \|_{L^2(\Omega)}),
\]

(5.27)

where \( u^{BK} = E_h^{BK} u \).

Proof The triangle inequality gives

\[
\| u^{BK} - u_h \|_h \leq \| u^{BK} - \Pi_h^{IFE} u \|_h + \| \Pi_h^{IFE} u - u_h \|_h.
\]

(5.28)

For simplicity of notation, let \( e_h := \Pi_h^{IFE} u - u_h \). From Lemmas 5.1 and 5.4, we have

\[
\| e_h \|_h^2 \leq C A_h (\Pi_h^{IFE} u - u_h, e_h) \\
\leq C A_h (\Pi_h^{IFE} u - u^{BK}, e_h) + C A_h (u^{BK} - u_h, e_h).
\]

By the continuity (5.6) and Lemma 5.12 we further have

\[
\| \Pi_h^{IFE} u - u_h \|_h \leq C \| \Pi_h^{IFE} u - u^{BK} \|_h + Ch (\| u \|_{H^2(\cup \Omega \pm)} + \| f \|_{L^2(\Omega)}).
\]

Substituting this into (5.28) and using Lemma 5.5 yields the desired result. \( \square \)

Remark 5.14 We also have the following error estimate for the exact solution

\[
\| u - u_h \|_h \leq Ch (\| u \|_{H^2(\cup \Omega \pm)} + \| f \|_{L^2(\Omega)}),
\]

which is obtained by using the triangle inequality \( \| u - u_h \|_h \leq \| u - u^{BK} \|_h + \| u^{BK} - u_h \|_h \) and the estimates (4.41) and (5.27).

5.7 Condition number analysis

With the help of the inverse inequality (5.16) and the relation (5.18) we can obtain the following theorem showing that the condition number of the stiffness matrix of the proposed IFE method has the usual bound \( O(h^{-2}) \) with the hidden constant independent of the interface location relative to the mesh.

Lemma 5.15 Let \( \{ \phi_i : i = 1, \ldots, N_J \} \) be the basis for \( V^{IFE}_{h,0} \) and \( A \) be the stiffness matrix defined by \( A(i,j) = A_h(\phi_i, \phi_j) \) \( \forall i, j = 1, \ldots, N_J \). Suppose the family of triangulations is also quasi-uniform, i.e., there is a constant \( C \) such that \( h_T^{-1} \leq C h^{-1} \) for any \( T \in T_h \) and any triangulation \( T_h \). Then the \( l_2 \) condition number, \( \text{cond}_2(A) \), of \( A \) is bounded by

\[
\text{cond}_2(A) \leq C h^{-2},
\]

where the constant \( C \) is independent of \( h \) and the interface location relative to the mesh.

Springer
Proof For any vector $v \in \mathbb{R}^{NJ}$, there is a function $v_h \in V_{h,0}^{\text{IFE}}$ such that $v_h = \sum_{i=1}^{NJ} v(i) \phi_i$. Noticing that $\Pi_h v_h$ is the corresponding function belonging to the standard Crouzeix–Raviart finite element space $V_h$, we have the following standard result

$$c h^{-N} \| \Pi_h v_h \|^2_{L^2(\Omega)} \leq |v|^2 = v^T v \leq C h^{-N} \| \Pi_h v_h \|^2_{L^2(\Omega)},$$

where $c$ and $C$ are general constants. From the inequality $h^{-1} \leq C h^{-1}$ (the quasi-uniform assumption) and the inverse inequality (5.16) for IFE functions, it holds

$$\| v_h \|^2_h \leq C \sum_{T \in T_h} \| \nabla v_h \|^2_{L^2(T)} \leq C h^{-2} \| v_h \|^2_{L^2(\Omega)}.$$

Therefore, using the above inequalities we have

$$\Lambda_{\max}(A) = \max_{v \in \mathbb{R}^{NJ}} \frac{v^T A v}{v^T v} \leq \max_{v_h \in V_{h,0}^{\text{IFE}}} \frac{A_h(v_h, v_h)}{c h^{-N} \| \Pi_h v_h \|^2_{L^2(\Omega)}}$$

$$\leq \max_{v_h \in V_{h,0}^{\text{IFE}}} \frac{C \| v_h \|^2_h}{h^{-N} \| v_h \|^2_{L^2(\Omega)}} \leq \max_{v_h \in V_{h,0}^{\text{IFE}}} \frac{C \| v_h \|^2_h}{h^{-N} \| v_h \|^2_{L^2(\Omega)}} \leq C h^{N-2},$$

where we have used (5.18) and (5.6) in the second inequality and Lemma 5.4 in the third inequality. Analogously, we can derive

$$\Lambda_{\min}(A) = \min_{v \in \mathbb{R}^{NJ}} \frac{v^T A v}{v^T v} \geq \min_{v_h \in V_{h,0}^{\text{IFE}}} \frac{A_h(v_h, v_h)}{C h^{-N} \| \Pi_h v_h \|^2_{L^2(\Omega)}}$$

$$\geq \min_{v_h \in V_{h,0}^{\text{IFE}}} \frac{C \| v_h \|^2_h}{h^{-N} \| v_h \|^2_{L^2(\Omega)}} \geq C h^N,$$

where we have used (5.7) in the second inequality. Combining the above estimates yields the desired result

$$\text{cond}_2(A) = \frac{\Lambda_{\max}(A)}{\Lambda_{\min}(A)} \leq C h^{-2}.$$

\[\square\]

6 Extension to anisotropic interface problems

In this section we consider the anisotropic interface problem, i.e., the coefficient $\beta(x)$ is replaced by a discontinuous tensor-valued function $\mathbb{B}(x)$. For simplicity, we consider
a piecewise constant tensor, i.e., $B|_{\Omega^\pm} = B^\pm, B^\pm \in \mathbb{R}^{N \times N}$. We assume there exist constants $b_{M}^\pm$ and $b_{m}^\pm$ such that $b_{M}^\pm \geq y^T B^\pm y \geq b_{m}^\pm > 0$ for all $y \in \mathbb{R}^N$ with $y^T y = 1$. The extension of our IFE method to this case is obvious. Next, we show that the analysis can also be extended to this case easily.

Throughout our previous analysis, it is no hard to see that the key is the unisolvence of IFE basis functions and the estimate (4.13). In the following we show that these results also hold for tensor-valued coefficients. On each interface element $T$, the local IFE space now is

$$S_h(T) := \{ \phi \in L^2(T) : \phi|_{T_h^\pm} \in P_1(T_h^\pm), [\phi]|_{\Gamma_{h,T}} = 0, [B_T \nabla \phi \cdot n_h]|_{\Gamma_{h,T}} = 0 \},$$

where $B_T$ is a piecewise constant tensor defined by $B_T|_{T_h^\pm} = B^\pm$. Substituting (4.3) into the jump condition $[B_T \nabla \phi \cdot n_h]|_{\Gamma_{h,T}} = 0$ we have

$$[B_T \nabla \phi_J \cdot n_h]|_{\Gamma_{h,T}} \alpha = -[B_T \nabla \phi_0 \cdot n_h]|_{\Gamma_{h,T}}.$$

It is clear that

$$B_T \nabla \phi_J \cdot n_h = n_h^T B_T n_h (\nabla \phi_J \cdot n_h) + \sum_{i=1}^{N-1} n_h^T B_T t_{i,h} (\nabla \phi_J \cdot t_{i,h}).$$

By (4.5) and (4.9), we have

$$n_h^T B_T n_h (\nabla \phi_J \cdot n_h)|_{\Gamma_{h,T}} = n_h^T B_T^+ n_h (\nabla \phi_J^+ \cdot n_h) - n_h^T B_T^- n_h (\nabla \phi_J^- \cdot n_h)$$

$$= n_h^T B_T^+ n_h (1 + (1 - \rho) \nabla \phi_J^- \cdot n_h)$$

$$= n_h^T B_T^+ n_h (1 + (\rho - 1) \nabla \Pi_T w \cdot n_h),$$

where $\rho := (n_h^T B_T^- n_h)/(n_h^T B_T^- n_h) \geq b_m^-/b_M^- > 0$. By (4.9), we also have

$$\nabla \phi_J^+ \cdot t_{i,h} = \nabla \phi_J^- \cdot t_{i,h} = \nabla \Pi_T w \cdot t_{i,h}.$$

Then we obtain

$$[B_T \nabla \phi_J \cdot n_h]|_{\Gamma_{h,T}} = n_h^T B_T^+ n_h (1 + (\rho - 1) \nabla \Pi_T w \cdot n_h)$$

$$+ \sum_{i=1}^{N-1} [n_h^T B_T t_{i,h}]|_{\Gamma_{h,T}} (\nabla \Pi_T w \cdot t_{i,h}).$$

By replacing $n_h$ by $t_{i,h}$ in the proof of Lemma 4.1, we find $\nabla \cdot (w t_{i,h})|_{T_h^+} = 0$, and thus we can prove that $\nabla \Pi_T w \cdot t_{i,h} = 0$. Collecting above results, we get an equation similar to (4.10),

$$(1 + (\rho - 1) \nabla \Pi_T w \cdot n_h) \alpha = -(n_h^T B_T^+ n_h)^{-1} [B_T \nabla \phi_0 \cdot n_h]|_{\Gamma_{h,T}}.$$
Similarly to Theorem 4.2, we can use Lemma 4.1 to show that the IFE basis functions for this case are also unisolvent on arbitrary triangles/tetrahedrons regardless of the interface.

The remaining analysis of the IFE space and method can be easily adapted to this case if the regularity result (2.2) holds. For example, in the proof of Lemma 4.6 the construction of $\Upsilon_T(x)$ should be changed to

$$\Upsilon_T(x) = z(x) - \Pi^I_T z(x) \quad \text{with} \quad z(x) = \begin{cases} (n^T_h \mathbb{B}_T n_h)^{-1} (x - x^T_p) \cdot n_h & \text{if } x \in T^+_h, \\
0 & \text{if } x \in T^-_h. \end{cases}$$

\textbf{Remark 6.1} The unisolvence of IFE basis functions for anisotropic interface problems in both 2D and 3D is another advantage of using integral-values as degrees of freedom. It should be noted that the authors in [2] give some counter examples to show that the IFE basis functions based on nodal-value degrees of freedom may not exist even on isosceles right triangles and for SPD tensors.

\section{7 Numerical examples}

In this section we present some numerical examples for the proposed IFE method in 3D. The computational domain is $\Omega = (-1, 1)^3$. The interface is the zero level set of a given function $\varphi(x, y, z)$ so that $\Omega^+ = \{(x, y, z) \in \mathbb{R}^3 : \varphi(x, y, z) > 0\}$ and $\Omega^- = \{(x, y, z) \in \mathbb{R}^3 : \varphi(x, y, z) < 0\}$. The exact solution is $u|_{\Omega^\pm} = u^\pm$ with given $u^+$ and $u^-$. We use uniform meshes of the domain $\Omega$, consisting of $M \times M \times M$ equally sized cubes. Each of these cubes is then subdivided into six tetrahedrons. In all examples, the discrete interface is chosen as $\Gamma_h = \{(x, y, z) \in \mathbb{R}^3 : I_h \varphi = 0\}$, and the $L^2$ and $H^1$ errors are computed via

$$\|e_h\|_{L^2} := \left( \sum_{s=\pm} \|u^s_h - u_h\|_{L^2(\Omega^s_h)}^2 \right)^{1/2}, \quad |e_h|_{H^1} := \left( \sum_{s=\pm} \| \nabla_h u^s_h - \nabla_h u_h \|_{L^2(\Omega^s_h)}^2 \right)^{1/2}. $$

We use the explicit formula (4.12) to compute the IFE basis functions in the code.

\textbf{Example 1} The coefficient $\beta(x, y, z)$ is a piecewise constant, i.e., $\beta|_{\Omega^\pm} = \beta^\pm$. The functions $\varphi, u^+$ and $u^-$ are chosen as

$$\varphi(x, y, z) = \sqrt{x^2 + y^2 + z^2} - r_0, \quad u^+(x, y, z) = (x^2 + y^2 + z^2)^{3/2}/\beta^+ + (1/\beta^- - 1/\beta^+)r_0^3, \quad u^-(x, y, z) = (x^2 + y^2 + z^2)^{3/2}/\beta^-,$$

where $r_0 = \pi/6.28$. We test the example with the coefficient $\beta$ ranging from small to large jumps: $\beta^+ = 2, \beta^- = 1; \beta^+ = 1000, \beta^- = 1; \beta^+ = 1, \beta^- = 1000$. The errors and orders of convergence are shown in Tables 1, 2, 3. The condition numbers and orders are shown in Table 4. These numerical results indicate that the proposed IFE
Table 1  Numerical results for Example 1 with $\beta^+ = 2$, $\beta^- = 1$

| $M$ | $\|e_h\|_{L^2}$ | Order | $|e_h|_{H^1}$ | Order |
|-----|------------------|-------|--------------|-------|
| 5   | 3.605E–02        |       | 2.780E–01    |       |
| 10  | 9.498E–03        | 1.92  | 1.250E–01    | 1.15  |
| 20  | 2.403E–03        | 1.98  | 5.993E–02    | 1.06  |
| 40  | 6.037E–04        | 1.99  | 2.919E–02    | 1.04  |
| 80  | 1.510E–04        | 2.00  | 1.439E–02    | 1.02  |

Table 2  Numerical results for Example 1 with $\beta^+ = 1000$, $\beta^- = 1$

| $M$ | $\|e_h\|_{L^2}$ | Order | $|e_h|_{H^1}$ | Order |
|-----|------------------|-------|--------------|-------|
| 5   | 3.204E–02        |       | 8.778E–02    |       |
| 10  | 1.065E–02        | 1.59  | 5.194E–02    | 0.76  |
| 20  | 2.828E–03        | 1.91  | 2.802E–02    | 0.89  |
| 40  | 6.983E–04        | 2.02  | 1.103E–02    | 1.34  |
| 80  | 1.727E–04        | 2.02  | 4.573E–03    | 1.27  |

Table 3  Numerical results for Example 1 with $\beta^+ = 1$, $\beta^- = 1000$

| $M$ | $\|e_h\|_{L^2}$ | Order | $|e_h|_{H^1}$ | Order |
|-----|------------------|-------|--------------|-------|
| 5   | 7.759E–02        |       | 5.953E–01    |       |
| 10  | 1.998E–02        | 1.96  | 2.553E–01    | 1.22  |
| 20  | 4.429E–03        | 2.17  | 1.143E–01    | 1.16  |
| 40  | 1.099E–03        | 2.01  | 5.628E–02    | 1.02  |
| 80  | 2.721E–04        | 2.01  | 2.788E–02    | 1.01  |

method achieves the optimal convergence and the condition number of the stiffness matrix has the usual bound $O(h^{-2})$, which are in agreement with our theoretical analysis.

Example 2 (Variable coefficient). The functions $\varphi$, $\beta^\pm$ and $u^\pm$ are chosen as

$$\varphi(x, y, z) = \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} - 1,$$

$$\beta^+(x, y, z) = \sin(x + y + z) + 2,$$

$$\beta^-(x, y, z) = \cos(x + y + z) + 2,$$

$$u^\pm(x, y, z) = \varphi/\beta^\pm,$$

where $a = 0.3$, $b = 0.5$, $c = 0.6$. It is easy to verify that the jump conditions (1.2) and (1.3) are satisfied.

For this interface problem with variable coefficients, in the construction of IFE basis function on an interface element $T$, we simply choose $\beta^\pm_T = \beta^\pm(x_i, y_i, z_i)$ with $(x_i, y_i, z_i)$ being an arbitrary vertex of the element $T$ to satisfy (3.16). Numerical
Table 4  Condition numbers for Example 1 (denoted by Ex1) and Example 2 (denoted by Ex2)

| $M$ | $\text{Ex1}: \beta^+/\beta^- = 2$ | $\text{Ex1}: \beta^+/\beta^- = 10^3$ | $\text{Ex1}: \beta^+/\beta^- = 10^{-3}$ | Ex2 |
|-----|----------------------------------|-----------------------------------|-----------------------------------|-----|
|     | $\text{cond}_2(A)$ | Order | $\text{cond}_2(A)$ | Order | $\text{cond}_2(A)$ | Order | $\text{cond}_2(A)$ | Order |
| 5   | 1.057E+02               | –2.04 | 5.792E+04               | –2.85 | 4.215E+05               | –1.66 | 1.700E+02               | –2.02 |
| 10  | 4.346E+02               | –2.04 | 4.179E+05               | –2.78 | 1.336E+06               | –1.66 | 6.911E+02               | –2.02 |
| 20  | 1.753E+03               | –2.01 | 1.629E+06               | –1.96 | 9.202E+06               | –2.78 | 2.782E+03               | –2.01 |
| 40  | 7.027E+03               | –2.00 | 7.574E+06               | –2.22 | 3.956E+07               | –2.10 | 1.116E+04               | –2.00 |
results are reported in Tables 4 and 5, which show the optimal convergence of the IFE method and the usual bound $O(h^{-2})$ of the condition number.

**Example 3** (Sliver experiment). In this example we investigate the dependence of the condition numbers on small-cut elements and the contrast $\beta^+/\beta^-$. We deliberately create small-cut elements by setting $M = 10$ and defining $\varphi(x, y, z) = x_0$ with $x_0$ varying from 0 to $2/M = 0.2$.

We plot $\log_{10}(\text{cond}_2(A))$ versus $x_0$ and $\log_{10}(\beta^+ / \beta^-)$ in Fig. 4. From the numerical results, we can observe that the condition number is not sensitive to the small-cut elements and grows linearly with respective to $\max(\beta^+, \beta^-)/\min(\beta^+, \beta^-)$.

### 8 Concluding remarks

In this paper we have developed and analyzed an immersed Crouzeix–Raviart finite element method for solving 2D and 3D elliptic interface problems with scalar- and tensor-valued coefficients on unfitted meshes. We have shown that the IFE basis functions are unisolvent on arbitrary triangles/tetrahedrons cut by arbitrary interfaces and the IFE space has optimal approximation capabilities for the functions satisfying the interface conditions. The proposed method is easy to implement because that the curved interface is approximated by a continuous piecewise linear function via discrete level set functions and the coefficient is also approximated according to the
discrete interface. We provide a complete error analysis of the proposed method taking into account all aspects of the approximation. The condition number the stiffness matrix of the proposed method is also proved to have the usual bound as that of conventional finite element methods. Throughout the analysis, the involved constants are independent of the mesh size and the interface position relative to the mesh.
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