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Abstract. We study the statistical behavior of entanglement in quantum bipartite systems over fermionic Gaussian states as measured by von Neumann entropy and entanglement capacity. The focus is on the variance of von Neumann entropy and the mean entanglement capacity that belong to the so-defined second-order statistics. The main results are the exact yet explicit formulas of the two considered second-order statistics for fixed subsystem dimension differences. We also conjecture the exact variance of von Neumann entropy valid for arbitrary subsystem dimensions. Based on the obtained results, we analytically study the numerically observed phenomena of Gaussianity of von Neumann entropy and linear growth of average capacity.
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1. Introduction

Quantum information theory aims to construct the theoretical groundwork of quantum technologies such as quantum computing and quantum communications. In the exploitation of the revolutionary advances of quantum mechanical systems, the understanding of the non-classical phenomenon of quantum entanglement is quite crucial. Quantum entanglement is also the resource and medium that enable quantum technologies.

In this work, we study the statistical behavior of entanglement of quantum bipartite systems of fermionic Gaussian states. In the literature, the degree of entanglement as measured by entanglement entropies such as von Neumann entropy, quantum purity, and Tsallis entropy has been studied over different ensembles, e.g. the Hilbert-Schmidt ensemble [1–11] and the Bures-Hall ensemble [12–18]. Similar investigations are now being carried out over the fermionic Gaussian ensemble, where the average von Neumann entropy is obtained in [19]. As an important step towards further understanding its statistical distribution, we aim to derive the variance. The variance describes the fluctuation of the entropy around its mean value. It also provides crucial information such as if the average entropy is typical. In addition, we study the capacity of entanglement over the fermionic Gaussian ensemble. Entanglement capacity is another entanglement measure that possesses other distinctive properties as compared to entanglement entropies [20].

We now introduce the formulation that leads to the fermionic Gaussian states as follows. Consider a phase space \( V \) in \( \mathbb{R}^{2N} \) given by a 2\( N \)-dimensional real vector space that corresponds to a system of \( N \) fermionic degrees of freedom. Its dual space \( V^* \) in \( \mathbb{R}^{2N} \) and \( V \) are equipped with a positive-definite bilinear form \( G_{ab} : V^* \times V^* \rightarrow \mathbb{R} \) and its inverse \( G_{ab}^{-1} : V \times V \rightarrow \mathbb{R} \). Observables in quantum theory are linear operators on a Hilbert space. Here, it is convenient to introduce an operator-valued vector \( \hat{\xi}^a \), i.e., a quantization map [21, 22]

\[
\{ \hat{\xi}^a, \hat{\xi}^b \} = G_{ab} \mathbb{I}
\]

with \( \{ \hat{\xi}^a, \hat{\xi}^b \} = \hat{\xi}^a \hat{\xi}^b + \hat{\xi}^b \hat{\xi}^a \) denoting the anti-commutation relation and \( \mathbb{I} \) being an identity operator. The operators \( \hat{\xi}^a \) can be represented via the bases of the Majorana operators or fermionic creation and annihilation operators as discussed in details in [22]. A fermionic Gaussian state is labeled by its covariance matrix

\[
\Omega^{ab} = \langle \Omega | \hat{\xi}^a \hat{\xi}^b - \hat{\xi}^b \hat{\xi}^a | \Omega \rangle,
\]

which is clearly anti-symmetric.

Given a fermionic Gaussian state, the phase space \( V \) of a system of \( N \) fermionic degrees of freedom can be decomposed into two orthogonal complementary subsystems \( A \) and \( B \) of the dimensions \( m \) and \( n \), respectively,

\[
V = A \oplus B.
\]
Here, \( m + n = N \) and we assume \( m \leq n \) without loss of generality. One can always choose an orthonormal basis \((q^A_1, p^A_1, \ldots, q^A_m, p^A_m, q^B_1, p^B_1, \ldots, q^B_n, p^B_n)\) such that the covariance matrix is transformed into the form
\[
\Omega = \begin{pmatrix}
\Omega_A & \Omega_{AB} \\
\Omega_{BA} & \Omega_B
\end{pmatrix}.
\]
(4)

In the above decomposition, the mode \((q^A_i, p^A_i)\) is entangled with the mode \((q^B_i, p^B_i)\) for each \( i = 1, \ldots, m \) and the \( 2m \times 2m \) subsystem \( \Omega_A \) and the \( 2n \times 2n \) subsystem \( \Omega_B \) have the same spectrum except for the \( 2n - 2m \) eigenvalues of the values \( \pm i \), \( i = \sqrt{-1} \). Namely, \( \Omega_A \) and \( \Omega_B \) contain the same information regarding the entanglement between the two subsystems. The matrix \( \Omega_A \) takes the block diagonal form \[21,22\]
\[
\Omega_A = \begin{pmatrix}
\cos(2r_1) A & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & \cos(2r_m) A
\end{pmatrix},
\]
(5)
where
\[
A = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\]
(6)
and the amount of entanglement is now encoded in the parameters \( r_i \in [0,\pi/4] \). Therefore, by defining the new variables \( x_i = \cos(2r_i), i = 1, \ldots, m \), the von Neumann entropy of the considered fermionic system can be represented as \[19\]
\[
S = - \text{tr} \left( \frac{I_m + i\Omega_A}{2} \ln \frac{I_m + i\Omega_A}{2} \right)
\]
(7)
\[
= - \sum_{i=1}^{m} v(x_i), \quad x_i \in [0,1],
\]
(8)
where
\[
v(x) = \frac{1 - x}{2} \ln \frac{1 - x}{2} + \frac{1 + x}{2} \ln \frac{1 + x}{2},
\]
(9)
and \( I_m \) is an identity matrix of dimension \( m \). The density of the eigenvalues \( x_i, i = 1, \ldots, m \), follows a non-standard Jacobi unitary ensemble, which is proportional to \[19\]
\[
\prod_{1 \leq i < j \leq m} (x_i^2 - x_j^2)^2 \prod_{i=1}^{m} (1 - x_i^2)^{n-m}.
\]
(10)

The above random matrix ensemble is referred to as the fermionic Gaussian ensemble. Its eigenvalues are supported in
\[
x_i \in [0,1]
\]
(11)
instead of the natural support \( x_i \in [-1,1] \) of a standard Jacobi ensemble. This corresponds to a bipartite quantum system in the fermionic Gaussian states of subsystem dimensions \( m \) and \( n \) with the assumption \( m \leq n \). For convenience, we denote
\[
a = n - m
\]
(12)
as the difference of subsystem dimensions.

We define the $k$-th order statistic over the fermionic Gaussian ensemble as the average of random variables consisting of sum of all eigenvalues $x_i, i = 1, \ldots, m$ of the form

$$\ln^k(1 \pm x_i).$$

In this work, we focus on the study of two major second-order statistics of fermionic Gaussian states. The first one is the variance of the von Neumann entanglement entropy \[8\]. The von Neumann entropy is the most fundamental entanglement measure that satisfies various interesting properties. It is an important theoretic quantity in quantum information theory and has applications in different fields, including the many-body systems and black hole radiation \[23\]. Recently, the average von Neumann entropy over the fermionic Gaussian ensemble \[10\] has been obtained as \[19\]

$$\mathbb{E}[S] = \left( m + n - \frac{1}{2} \right) \psi_0(2m + 2n) + \left( \frac{1}{4} - m \right) \psi_0(m + n) + \left( \frac{1}{2} - n \right) \psi_0(2n) - \frac{1}{4} \psi_0(n) - m, \quad (14)$$

where

$$\psi_0(x) = \frac{d \ln \Gamma(x)}{dx} \quad (15)$$

is the digamma function and for a positive integer \[27\]

$$\psi_0(l) = -\gamma + \sum_{k=1}^{l-1} \frac{1}{k} \quad (16)$$

with $\gamma \approx 0.5772$ being the Euler’s constant. As one step further towards understanding the statistical behaviour of von Neumann entropy, we study the exact variance $\mathbb{V}[S]$ over the fermionic Gaussian states. Specifically, we are able to derive the exact variance for equal subsystem dimensions $n = m$. We also conjecture the exact variance for arbitrary subsystem dimensions $n \geq m$.

Another second-order statistic we are considering is the mean value of the entanglement capacity. The capacity of entanglement over the fermionic Gaussian ensemble \[10\] is defined as \[20\] \[24\]

$$C = \sum_{i=1}^{m} \frac{1 - x_i^2}{4} \ln^2 \frac{1 + x_i}{1 - x_i}. \quad (17)$$

The mean capacity is a second-order statistics because the above definition can be rewritten as

$$C = \sum_{i=1}^{m} \left( \frac{1 - x_i}{2} \ln^2 \frac{1 - x_i}{2} + \frac{1 + x_i}{2} \ln^2 \frac{1 + x_i}{2} - \left( \frac{1 - x_i}{2} \ln \frac{1 - x_i}{2} + \frac{1 + x_i}{2} \ln \frac{1 + x_i}{2} \right)^2 \right). \quad (18)$$
which corresponds to our definition of \( k \)-th order statistic \((13)\) when \( k = 2 \). As the quantum information theoretic counterpart of heat capacity, the capacity of entanglement is known to capture the deviation from the maximal entanglement \([24,25]\). The mean of entanglement capacity under the Hilbert-Schmidt ensemble has been recently computed in \([26]\). For the fermionic Gaussian ensemble, we compute the exact average capacity when the subsystem dimension differences are \( a = 0, 1, 2, 3 \).

In proposition \( \text{I} \) below, we summarize the exact variance of von Neumann entanglement entropy of equal subsystem dimensions \( n = m \).

**Proposition 1** For equal subsystem dimensions \( n = m \), i.e., \( a = 0 \), the exact variance of the von Neumann entropy \((8)\) of fermionic Gaussian states \((10)\) is given by

\[
\mathbb{V}[S] = \left( \frac{1}{2} - 2n \right) \psi_1(4n) + \frac{56n^2 - 36n + 5}{8(4n - 1)} \psi_1(2n) + \frac{\psi_1(n)}{8} - \frac{\psi_0(4n)}{2} + \frac{\psi_0(2n)}{2},
\]

where \( \psi_0(x) \) is the digamma function \((15)\) and \( \psi_1(x) = \frac{d^2 \ln \Gamma(x)}{dx^2} \) is the trigamma function.

The proof of proposition \( \text{I} \) can be found in section \( \text{II} \). Here, the trigamma function also admits the finite sum form as \([27]\)

\[
\psi_1(l) = \frac{\pi^2}{6} - \sum_{k=1}^{l-1} \frac{1}{k^2}.
\]

Our approach in deriving the result of proposition \( \text{I} \) in principle works for any fixed dimension difference (i.e., \( a = n - m = 1, 2, \ldots \)). Based on the further calculations of the variance for the cases of different values of \( a \), we come up with the following conjecture on the exact variance of arbitrary subsystem dimensions.

**Conjecture** For any subsystem dimensions \( m \leq n \), the exact variance of the von Neumann entanglement entropy \((8)\) of fermionic Gaussian states \((10)\) is given by

\[
\mathbb{V}[S] = \left( \frac{1}{2} - m - n \right) \psi_1(2m + 2n) + \left( n - \frac{1}{2} \right) \psi_1(2n) + \left( \frac{m(2m + n - 1)}{2m + 2n - 1} - \frac{1}{8} \right) \times \\
\psi_1(m + n) + \frac{\psi_1(n)}{8} - \frac{1}{2}(\psi_0(2m + 2n) - \psi_0(2n)).
\]

Note that in the case of equal subsystem dimensions \( n = m \), the above conjectured result reduces to \((19)\) in proposition \( \text{I} \) as expected. It is also worth mentioning that the conjectured formula \((21)\) recovers the obtained asymptotic variance in \([19]\), i.e.,

\[
\lim_{m,n \to \infty} \mathbb{V}[S] = \frac{1}{2} \left( f + f^2 + \ln(1 - f) \right)
\]

for a fixed \( f = m/(n + m) \). This asymptotic result \((22)\) can be obtained by using the asymptotic behavior of polygamma functions \([27]\)

\[
\psi_0(x) = \Theta \left( \ln(x) - \frac{1}{2x} \right), \quad x \to \infty
\]

\[
\psi_j(x) = \Theta \left( \frac{1}{x^j} \right), \quad x \to \infty, \quad j \geq 1,
\]
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...where $\Theta(\cdot)$ is the Big-Theta notation of the Bachmann-Landau symbols.

We now move on to the results of the entanglement capacity. Here, we also focus on cases when the differences of the subsystem dimensions are fixed. The exact formulas of mean capacity of subsystem dimension differences $a = n - m = 0, 1, 2, 3$ are summarized in proposition 2 below, where the corresponding calculation is provided in section 2.3.

**Proposition 2** For subsystem dimension differences $a = n - m = 0, 1, 2, 3$, the respective averages of entanglement capacity (17) of fermionic Gaussian states (10) are

\[ E[C] = a_0 \psi_1(2n) + a_1 \psi_1(n) + a_2 \]  
(25)

\[ E[C] = b_0 \psi_1(2n) + b_1 \psi_1(n) + b_2 \]  
(26)

\[ E[C] = c_0 \psi_1(2n) + c_1 \psi_1(n) + c_2(\psi_0(2n) - \psi_0(1)) + c_3 \]  
(27)

\[ E[C] = d_0 \psi_1(2n) + d_1 \psi_1(n) + d_2(\psi_0(2n) - \psi_0(1)) + d_3, \]  
(28)

where the coefficients $a, b, c,$ and $d$ are summarized in table 1.

| $a$  | $a_0$ | $a_1$ | $a_2$ |
|------|-------|-------|-------|
| 0    | $-(2n-1)^2$ \quad 2(4n-1) | $-1$ \quad 8 | $\pi^2 (8n^2 - 4n + 1) \quad 16(4n-1)$ + $1/2 (1-2n)$ |

| $a$  | $b_0$ | $b_1$ | $b_2$ |
|------|-------|-------|-------|
| 1    | $-4n^2 - 8n + 3$ \quad 2(4n-3) | $-1/8$ | $\pi^2 (8n^2 - 12n + 3) \quad 16n^3 - 36n^2 + 28n - 9 \quad 2(2n-1)(4n-3)$ |
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\[ a = 2 \]

\[
c_0 = \frac{-4n^2 + 12n - 5}{8n - 10}
\]

\[
c_1 = \frac{1}{8}
\]

\[
c_2 = \frac{1}{2n^2 - 5n + 3}
\]

\[
c_3 = \frac{\pi^2 (8n^2 - 20n + 5)}{64n - 80} - \frac{32n^4 - 152n^3 + 268n^2 - 210n + 75}{2(2n - 3)(2n - 1)(4n - 5)}
\]

\[ a = 3 \]

\[
d_0 = -\frac{(2n - 7)(2n - 1)}{2(4n - 7)}
\]

\[
d_1 = -\frac{1}{8}
\]

\[
d_2 = \frac{2(4n^2 - 14n + 11)}{(n - 2)(n - 1)(2n - 5)(2n - 3)}
\]

\[
d_3 = \frac{\pi^2 (8n^2 - 28n + 7)}{16(4n - 7)} - \frac{1}{2(n - 2)(n - 1)(2n - 5)(2n - 3)(2n - 1)(4n - 7)} \times (64n^7 - 720n^6 + 3408n^5 - 8736n^4 + 13176n^3 - 11967n^2 - 6258n - 1470)
\]

From the results of proposition 2, we observe that the coefficients of \( \psi_1(n) \) remain the same for \( a = 0, 1, 2, 3 \). We also observe that the term involving digamma functions, i.e., \( (\psi_0(2n) - \psi_0(1)) \), starts to appear when \( a \geq 2 \). Our approach in deriving the above formulas in principle works for any given subsystem dimension difference \( a = n - m \).

Note that in a recent work [20], an exact representation of mean capacity for arbitrary \( a \) has been obtained in terms of a rather complicated triple summations.

As will be seen in section 2, the computation of the exact second-order statistics of the fermionic Gaussian states requires one to calculate the corresponding integrals involving Jacobi polynomials. In principle, one could obtain different representations of the same integral due to the availability of different summation representations such as the ones of Jacobi polynomial (35)–(37). These different choices lead to different summation forms, where most of the combinations may not permit further simplifications. In practice, the integral identities utilized in establishing the claimed results have underwent a sensible choice so as to facilitate the cancellation among the summations. The cancellation eventually leads to the desired closed-form results as shown in proposition 1 and proposition 2.

Finally, we point out the fact that our obtained summation representations (A.1)–(A.5) may not seem to permit further simplification that would lead to the conjectured variance (21) for an arbitrary \( a \). This is because the gamma functions involved in these summation representations, e.g. in (A.2) and (A.4), will not cancel in pairs. In contrast,
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for a given $a$, these gamma functions are reduced to summable rational terms leading to the claimed results.

Figure 1: Variance of von Neumann entropy: analytical results versus simulations. The solid black line represents the obtained analytical result (19) of equal subsystem dimensions $n = m$. The solid blue line ($n = 2m$) and the solid red line ($n = 3m$) are drawn by the conjectured result (21). The scatters (diamond, triangular, and square shapes) represent numerical simulations.

To illustrate the derived result (19) and provide numerical evidence of the conjecture (21), we plot in figure 1 the exact variance of von Neumann entropy as compared with the simulations. We consider the scenarios of equal and unequal subsystem dimensions, where the claimed results in solid lines match well with the corresponding simulations as represented by the scatters. We also observe that the slope of the curves approaches to zero when the dimension of the system becomes larger. This phenomenon can be explained by the asymptotic formula (22) of the variance, i.e., the variance is dominated by the ratios of subsystem dimensions for large-dimensional systems.

We now consider the standardized von Neumann entropy

$$X = \frac{S - \mathbb{E}[S]}{\sqrt{\mathbb{V}[S]}},$$

(29)

where its average $\mathbb{E}[S]$ and variance $\mathbb{V}[S]$ are given by (14) and (21), respectively.

† The simulations performed in figure 1–3 make use of the Mathematica codes provided by Santosh Kumar based on the log-gas approach as discussed in [13, appendix B].
In figure 2 we plot the standardized von Neumann entropy $X$ for the cases of a fixed subsystem dimension ratio $m/n = 1/2$ along with the standard Gaussian density

$$f(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2}, \quad x \in (-\infty, \infty).$$

We observe from this plot that the true distribution of the standardized von Neumann entropy $X$ is non-symmetric and appears to be left-skewed when $m = 2$, $n = 4$. In comparison, when the subsystem dimensions increase to $m = 16$, $n = 32$ with the same ratio $m/n = 1/2$, the distribution of $X$ appears to be closer to the Gaussian distribution. The observed asymptotic Gaussian behavior is typical for a wide class of linear spectral statistics (such as the von Neumann entropy) over different random matrix ensembles as already been observed in the Hilbert-Schmidt ensemble [10] and Bures-Hall ensemble [17]. Here, we also conjecture that in the limit

$$m \to \infty, \quad n \to \infty, \quad \frac{m}{n} \in (0, 1),$$

the standardized von Neumann entropy $X$ converges in distribution to a standard Gaussian random variable.
Figure 3: Average entanglement capacity: analytical results versus simulations. The solid black lines represent the analytical results (25)–(28) and the diamond scatters represent the corresponding simulations. The parameter $a$ in the plots denotes the dimension difference $a = n - m$.

For the entanglement capacity, we numerically compare our mean results (25)–(28) with the simulations in figure 3. As can be seen, the claimed results match well with the simulations. In addition, we notice the linear growth of the mean capacity, which can be captured by the following asymptotic results. For example, when $a = n - m = 0$, by taking the appropriate limit of the result (25) and using the asymptotic behavior (24) of the trigamma function, one obtains the slope of linear behavior

$$\lim_{n \to \infty} \frac{\mathbb{E}[C]}{n} = \frac{1}{8} \left( \pi^2 - 8 \right).$$

The rest of the paper is organized as follows. In section 2, we perform the derivation of the considered second-order statistics of fermionic Gaussian states. Specifically, in section 2.1 we first provide necessary results of Jacobi polynomials together with two integral identities useful in the subsequent computations. In section 2.2, we compute the exact variance of von Neumann entropy based on the computation and simplification of the four integrals involved. In section 2.3, the exact mean capacity is derived by calculating one additional integral along with the results already obtained. The summation forms of the five integrals are listed in appendix A, and the relevant finite sum identities utilized in simplifying the summations are listed in appendix B.
2. Computation of second-order statistics

In this section, we first introduce some useful results of Jacobi polynomials in section 2.1. We then present the computation of the variance of von Neumann entropy $\mathbb{V}[S]$ in section 2.2 and that of the mean capacity $\mathbb{E}[C]$ in section 2.3.

2.1. Integrals involving Jacobi polynomials

We list here the necessary random matrix results and integral identities regarding the Jacobi unitary ensemble. While most of the listed results are known in the literature [28–30], some of which seem new.

For the considered Jacobi ensemble (10), its joint density $g_l(x_1, \ldots, x_l)$ of $l$ (out of $m$) eigenvalues can be written in terms of an $l \times l$ determinant as [19]

$$g_l(x_1, \ldots, x_l) = \frac{(m-l)!}{m!} \det (K(x_i, x_j))_{i,j=1}^l.$$  

The corresponding correlation kernel is given by

$$K(x, y) = \sqrt{(1-x^2)^a(1-y^2)^a \sum_{k=0}^{m-1} \frac{p_k(x)p_k(y)}{h_k},}$$

where $a$ has been defined in (12). The polynomial $p_k(x)$ of degree $2k$ is related to different representations of the standard Jacobi polynomial [19, 28]

$$J_k^{(a,b)}(x) = \frac{(-1)^k(b+1)_k}{k!} \sum_{i=0}^{k} \frac{(-k)_i(k+a+b+1)_i}{(b+1)_i} \frac{(1+x)^i}{2} \Gamma(i+1)$$

$$= \frac{1}{k!} \sum_{i=0}^{k} \frac{(-k)_i(k+a+b+1)_i(i+a+1)_{k-i}}{\Gamma(i+1)} \frac{1-x}{2}^i$$

$$= \sum_{i=0}^{k} \frac{(-1)^i\Gamma(a+k+1)(k+b-i+1)_i}{\Gamma(i+1)\Gamma(a+i+1)\Gamma(k-i+1)} \frac{1-x}{2}^i \frac{(1+x)^{k-i}}{2}$$

supported in $x \in [-1, 1]$, as

$$p_k(x) = J_{2k}^{(n-m,n-m)}(x)$$

with

$$(a)_n = \frac{\Gamma(a+n)}{\Gamma(a)}$$

denoting the Pochhammer’s symbol. The orthogonality relation of the standard Jacobi polynomials

$$\int_{-1}^{1} (1-x)^a(1+x)^b J_k^{(a,b)}(x) J_l^{(a,b)}(x) \, dx$$

$$= \frac{2^{a+b+1}\Gamma(k+a+1)\Gamma(k+b+1)}{k!(2k+a+b+1)\Gamma(k+a+b+1)} \delta_{kl}, \quad \Re\{a, b\} > -1,$$
leads to the normalization constant $h_k$ of the desired polynomials $p_k(x)$,

$$
\int_0^1 (1 - x^2)^a p_k(x) p_l(x) \, dx = h_k \delta_{kl} \tag{41}
$$
as

$$
h_k = \frac{2^{2a}\Gamma^2(2k + a + 1)}{(4k + 2a + 1)\Gamma(2k + 2a + 1)\Gamma(2k + 1)}. \tag{42}
$$

Note that the polynomials (38) are even

$$
p_k(-x) = p_k(x), \tag{43}
$$
which is a consequence of the parity property of Jacobi polynomials

$$
J_k^{(a,b)}(-x) = (-1)^k J_k^{(b,a)}(x). \tag{44}
$$

We now present two integral identities useful in computing the considered second-order statistics. The first one is

$$
\int_{-1}^1 \left(\frac{1 - x}{2}\right)^a \left(\frac{1 + x}{2}\right)^c J_k^{(a,b)}(x) \, dx
= \frac{2\Gamma(c + 1)\Gamma(k + a + 1)\Gamma(c - b + 1)}{k!\Gamma(k + a + c + 2)\Gamma(c - k - b + 1)}, \quad \Re\{a, b, c\} > -1. \tag{45}
$$

This identity is obtained by using the definition (35) and the identity

$$
\int_{-1}^1 (1 - x)^a(1 + x)^b \, dx = \frac{2^{a+b+1}\Gamma(a + 1)\Gamma(b + 1)}{\Gamma(a + b + 2)}, \quad \Re\{a, b\} > -1, \tag{46}
$$

where the resulting summation can be written as a unit argument hypergeometric function of Saalschützian type that terminates

$$
_3F_2(-n, a, b; d, a + b - n - d + 1; 1) = \frac{(d - a)_n(d - b)_n}{(d)_n(-a - b + d)_n}, \quad n \in \mathbb{Z}^+. \tag{47}
$$
The next identity is

$$
\int_{-1}^1 \left(\frac{1 - x}{2}\right)^d \left(\frac{1 + x}{2}\right)^c J_k^{(a,b)}(x) \, dx
= \frac{2\Gamma(c + b + 1)\Gamma(d - a + 1)}{\Gamma(c + d + k + 2)} \sum_{i=0}^k \frac{(-1)^i\Gamma(c + i + 1)\Gamma(d - i + k + 1)}{\Gamma(i + 1)\Gamma(k - i + 1)} \times
\frac{1}{\Gamma(d - a - i + 1)\Gamma(c - b + i - k + 1)}, \quad \Re\{a, b, c, d\} > -1, \tag{49}
$$

where the integral involves an additional variable $d$ as compared to the integral (45). Proving the above identity requires the Rodrigues’ formula [30], i.e., for $\Re\{a, b\} > -1$, one has

$$
(1 - x)^a(1 + x)^b J_k^{(a,b)}(x) = \frac{(-1)^k}{2^k k!} \frac{d^k}{dx^k} ((1 - x)^{k+a}(1 + x)^{k+b}). \tag{50}
$$
By using the above formula, the integral (49) is evaluated as
\[
\int_{-1}^{1} \left( \frac{1-x}{2} \right)^d \left( \frac{1+x}{2} \right)^c J_k^{(a,b)}(x) \, dx
\]
\[
= \frac{(-1)^k}{2^{k+c+d} k!} \int_{-1}^{1} (1-x)^{d-a}(1+x)^{c-b} \frac{d^k}{dx^k} ((1-x)^{k+a}(1+x)^{k+b}) \, dx \tag{52}
\]
\[
= \frac{1}{2^{k+c+d} k!} \int_{-1}^{1} (1-x)^{k+a}(1+x)^{k+b} \frac{d^k}{dx^k} ((1-x)^{d-a}(1+x)^{c-b}) \, dx \tag{53}
\]
\[
= \frac{1}{2^{k+c+d} k!} \sum_{i=0}^{k} \binom{k}{i} (-1)^i (d-a-i+1)_i (c-b+i-k+1)_{k-i} \times
\]
\[
\int_{-1}^{1} (1-x)^{d-i+k}(1+x)^{c+i} \, dx \tag{54}
\]
\[
= \frac{2 \Gamma(c-b+1) \Gamma(d-a+1)}{\Gamma(c+d+k+2)} \sum_{i=0}^{k} \frac{(-1)^i \Gamma(c+i+1) \Gamma(d-i+k+1)}{\Gamma(i+1) \Gamma(k-i+1)} \times
\]
\[
\frac{1}{\Gamma(d-a-i+1) \Gamma(c-b+i-k+1)}, \quad \Re\{a,b,c,d\} > -1, \tag{55}
\]
where the equality (53) is obtained by applying \( k \) times integration by parts and the last equality (55) is obtained by the identity (47). Finally, we note that besides the results (46) and (50), the integrals (45) and (49) also have alternative forms obtained by using the different representations of the Jacobi polynomials such as (35)–(37). Among the alternative formulas, no other combinations would lead to the desired results in proposition 1 and proposition 2.

### 2.2. Computation of von Neumann entropy variance

In this section, we compute the exact variance of von Neumann entropy shown in proposition 1. The eigenvalue densities required to compute the first two moments of von Neumann entropy can be read off from the \( l \)-point correlation function (33) as
\[
g_1(x_1) = \frac{1}{m} K(x_1, x_1) \tag{56}
\]
\[
g_2(x_1, x_2) = \frac{1}{m(m-1)} \left( K(x_1, x_1) K(x_2, x_2) - K^2(x_1, x_2) \right). \tag{57}
\]
We now first reproduce the mean formula (14) of von Neumann entropy in order to set up our notations while providing a more detailed derivation. Calculating the mean value requires the one-point density (56) as
\[
E[S] = - \int_0^1 v(x) K(x, x) \, dx. \tag{58}
\]
Inserting the definitions (9) and (33) into (58), one has
\[
E[S] = - \sum_{k=0}^{m-1} \frac{1}{h_k} \int_{-1}^{1} \frac{1+x}{2} \ln \frac{1+x}{2} (1-x^2)^a p_k^2(x) \, dx, \tag{59}
\]
where \( a = n - m \) and it becomes clear that the key is to evaluate the integral
\[
\int_{-1}^{1} \left( \frac{1 - x}{2} \right)^a \left( \frac{1 + x}{2} \right)^c p_k^2(x) \, dx. \tag{60}
\]
By using the identity (46) along with the definitions (35) and (38), the above integral is evaluated to
\[
\int_{-1}^{1} \left( \frac{1 - x}{2} \right)^a \left( \frac{1 + x}{2} \right)^c p_k^2(x) \, dx = \frac{2 \Gamma^2(2k + a + 1)}{\Gamma(2k + 1) \Gamma(2k + 2a + 1)} \sum_{i=0}^{2k} \frac{(-1)^i \Gamma(i + 2k + 2a + 1)}{i! \Gamma(i + a + 1) \Gamma(2k - i + 1)} \times
\frac{\Gamma(i + c + 1) \Gamma(i - a + c + 1)}{\Gamma(i - 2k - a + c + 1) \Gamma(i + 2k + a + c + 2)}. \tag{61}
\]
Now taking the derivative of (61) before setting \( c = a + 1 \), the resulting sum can be evaluated that leads to
\[
\int_{-1}^{1} \frac{1 + x}{2} \ln \left( \frac{1 + x}{2} \right) (1 - x^2)^a p_k^2(x) \, dx
= h_k \left( 1 + \psi_0(2k + a) + \psi_0(2k + 2a) - 2\psi_0(4k + 2a) \right) + \frac{h_k}{2} \left( \frac{1}{k + a} - \frac{a}{2k + a} - \frac{a}{2k + a + 1} - \frac{2}{4k + 2a + 1} \right), \tag{62}
\]
where \( h_k \) is given by (42). Inserting the above result into (59), the remaining summation over \( k \) is evaluated by repeated use of the identity (B.1) as well as the result \[31\]
\[
\psi_0(mk) = \ln m + \frac{1}{m} \sum_{i=0}^{m-1} \psi_0 \left( k + \frac{i}{m} \right), \quad m \in \mathbb{Z}^+. \tag{63}
\]
This completes the proof of the mean entropy formula (14).

We now turn to the variance. By definition, the variance calculation boils down to computing two integrals, cf. \[8, 17, 19\],
\[
\mathbb{V}[S] = \mathbb{E}[S^2] - \mathbb{E}^2[S] = I_A - I_B, \tag{64}
\]
where
\[
I_A = \int_0^1 v^2(x) K(x, x) \, dx \tag{65}
\]
\[
I_B = \int_0^1 \int_0^1 v(x)v(y) K^2(x, y) \, dx \, dy. \tag{66}
\]
According to the definitions (9) and (34), the \( I_A \) integral (65) boils down computing the two parts
\[
I_A = A_1 + A_2, \tag{67}
\]
where
\[
A_1 = \sum_{k=0}^{m-1} \frac{1}{h_k} \int_{-1}^{1} \left( \frac{1 + x}{2} \right)^2 \ln^2 \frac{1 + x}{2} (1 - x^2)^a p_k^2(x) \, dx \tag{68}
\]
\[
A_2 = \sum_{k=0}^{m-1} \frac{1}{h_k} \int_{-1}^{1} \frac{1 - x}{2} \ln \frac{1 - x}{2} \ln \frac{1 + x}{2} (1 - x^2)^a p_k^2(x) \, dx. \tag{69}
\]
Similarly, the $I_B$ integral (66) can be written in terms of the following two integrals

\[ I_B = B_1 + B_2, \]  

where

\[ B_1 = \sum_{k=0}^{m-1} \frac{1}{h_k^2} \left( \int_{-1}^{1} \frac{1+x}{2} \ln \frac{1+x}{2} \left( 1 - x^2 \right)^c p_k^2(x) \, dx \right)^2 \]  

\[ B_2 = \sum_{j=1}^{m-j-1} \sum_{k=0}^{j-1} \frac{2}{h_k h_k} \left( \int_{-1}^{1} \frac{1+x}{2} \ln \frac{1+x}{2} \left( 1 - x^2 \right)^c p_{k+j}(x)p_k(x) \, dx \right)^2. \]  

The next step is to compute the integrals in $A_1$, $A_2$, $B_1$, and $B_2$. These integrals can be calculated into summations by using the corresponding integral identities of Jacobi polynomials introduced in section 2.1. The strategies in computing the integrals will be discussed in the following. The integral in $A_1$ is calculated by taking twice derivatives of (61) with respect to $c$ before setting $c = a + 2$. The calculation of the integral in $A_2$ requires taking derivatives with respect to both $c$ and $d$ of the identity

\[
\int_{-1}^{1} \left( \frac{1-x}{2} \right)^d \left( \frac{1+x}{2} \right)^c p_k^2(x) \, dx = \frac{2\Gamma(2k+a+1)^2}{\Gamma(4k+c+d+2)} \sum_{j=0}^{2k} \sum_{i=0}^{2k} \frac{(-1)^{i+j} \Gamma(2k-j+c-a+1)}{\Gamma(i+1) \Gamma(j+1) \Gamma(2k-j+a+1)} \times \frac{\Gamma(j-a+d+1) \Gamma(2k+i-j+c+1) \Gamma(2k+d-i+j+1)}{\Gamma(j+a+1) \Gamma(2k-i+1) \Gamma(2k-j+1) \Gamma(i-j-a+c+1)} \times \frac{1}{\Gamma(j-i-a+d+1)}
\]  

before setting $c = d = a + 1$. The above identity is established by using the identity (50) along with the definitions (37) and (38). The integral in $B_1$ is given by (62), which has been obtained in the mean calculation. The integral in $B_2$ is computed by taking the derivative of the identity

\[
\int_{-1}^{1} \left( \frac{1-x}{2} \right)^a \left( \frac{1+x}{2} \right)^c p_{k+j}(x)p_k(x) \, dx = \frac{2\Gamma(2k+a+1) \Gamma(2k+2j+a+1)}{\Gamma(2k+2j+1) \Gamma(2k+2a+1)} \sum_{i=0}^{2k} \frac{(-1)^i \Gamma(i+2k+2a+1)}{\Gamma(i+a+1) \Gamma(2k-i+1)} \times \frac{\Gamma(i+c+1) \Gamma(i-2k-2j-a+c+1) \Gamma(i+2k+2j+a+c+2)}{\Gamma(i+1) \Gamma(i+2k+2j+a+c+2)}
\]  

with respect to $c$ and setting $c = a + 1$. To derive the above identity, we first apply the definitions (35) and (36) on $p_{k+j}(x)$ and $p_k(x)$, respectively. Keeping in mind the relation (38), we have

\[
\int_{-1}^{1} \left( \frac{1-x}{2} \right)^a \left( \frac{1+x}{2} \right)^c p_{k+j}(x)p_k(x) \, dx = \frac{\Gamma(a+2k+1) \Gamma(a+2j+2k+1)}{\Gamma(2a+2k+1) \Gamma(2a+2j+2k+1)} \sum_{s=0}^{2j+2k} \frac{(-1)^s}{\Gamma(s+1) \Gamma(a+s+1)} \times \frac{\Gamma(a+2k+1) \Gamma(a+2j+2k+1)}{\Gamma(2a+2k+1) \Gamma(2a+2j+2k+1)} \sum_{s=0}^{2j+2k} \frac{(-1)^s}{\Gamma(s+1) \Gamma(a+s+1)}
\]
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\[
\frac{\Gamma(2a + 2j + 2k + s + 1)}{\Gamma(2j + 2k - s + 1)} \sum_{i=0}^{2k} \frac{(-1)^i \Gamma(2a + i + 2k + 1)}{\Gamma(i + 1) \Gamma(a + i + 1) \Gamma(2k - i + 1)} \times \\
\int_{-1}^{1} \left( \frac{1 - x}{2} \right)^{a+s} \left( \frac{1 + x}{2} \right)^{c+i} dx.
\] (75)

The integral in (75) is further evaluated by the identity (47), where one of the resulting summations can be written as a unit argument \( _2 F_1 \) hypergeometric function

\[
_2 F_1(-2j - 2k, 2a + 2j + 2k + 1; a + c + i + 2; 1) = \frac{\Gamma(-a + c + i + 1) \Gamma(a + c + i + 2)}{\Gamma(-a + c + i - 2j - 2k + 1) \Gamma(a + c + i + 2j + 2k + 2)}
\] (76)

leading to the claimed identity (74). In writing down the summation forms of \( A_1, A_2, B_1, \) and \( B_2 \), one will have to solve the indeterminacy by using the following formulas for \( \epsilon \to 0 \),

\[
\Gamma(-l + \epsilon) = \frac{(-1)^l}{l! \epsilon} \left( 1 + \psi_0(l + 1) \epsilon + o(\epsilon^2) \right)
\] (77a)

\[
\psi_0(-l + \epsilon) = -\frac{1}{\epsilon} + \psi_0(l + 1) + (2\psi_1(1) - \psi_1(l + 1)) \epsilon + o(\epsilon^2)
\] (77b)

\[
\psi_1(-l + \epsilon) = \frac{1}{\epsilon^2} - \psi_1(l + 1) + \psi_1(1) + \zeta(2) + o(\epsilon)
\] (77c)

with \( l \) being a non-positive integer. The resulting summations forms of \( A_1, A_2, B_1, \) and \( B_2 \) are summarized in appendix A. The rest of the task to show proposition \( \ref{prop:1} \) is to simplify these summations.

The formulas in appendix A involve summations over gamma, digamma, and trigamma functions. The identities utilized in evaluating these sums are listed in appendix B, where the closed-form identities are (B.1)–(B.5) and the semi closed-form ones are (B.6)–(B.8). These semi closed-form identities represent the relation between two single sums consisting of rational functions and polygamma functions. By using these semi closed-form identities, one is able to convert different single sums into the ones that we refer to as unsimplifiable basis such as the sums (86a)–(86c). Note that most of the summations in appendix A do not admit a closed-form evaluation individually. To facilitate the cancellations among the summations, one has to potentially first simplify these sums into semi closed-form ones via the unsimplifiable basis. The closed-form results in this work become available by observing the cancellations among the semi closed-form terms.

The simplification process of the summation forms (A.1)–(A.4) in appendix A is outlined below. For an arbitrary \( a \), the summation forms (A.1) and (A.3) only involve rational functions. Thus, these sums admit semi closed-form expressions by using the identities listed in appendix B along with the results (63) and

\[
\psi_1(mk) = \frac{1}{m^2} \sum_{i=0}^{m-1} \psi_1 \left( \frac{i}{m} + k \right), \quad m \in \mathbb{Z}^+.
\] (78)

The summations (A.2) and (A.4) may not be represented via the semi closed-form terms. This fact naturally guides us to first consider the special case of equal subsystem
dimensions \( a = n - m = 0 \), where the summations can be presented in terms of semi-closed expressions. Specifically, the summation representation \([A.2]\) is simplified by first using the identity
\[
\sum_{k=0}^{m} \frac{1}{\Gamma(k+1)\Gamma(c+k)\Gamma(m+1-k)\Gamma(m+b+1-k)} = 2F_1(-b-m,-m;c;1) \frac{\Gamma(c)\Gamma(b+m+1)}{\Gamma(m+1)\Gamma(b+m+1)\Gamma(c+m)\Gamma(b+c+m)}, \quad \Re(2m+c+b) > 0 \tag{79}
\]
and identities obtained by up to its second derivatives of \( c \) and \( b \),
\[
\sum_{k=0}^{m} \frac{\psi_0(m+b+1-k)}{\Gamma(k+1)\Gamma(c+k)\Gamma(m+1-k)\Gamma(m+b+1-k)} = \frac{\Gamma(b+c+2m)(\psi_0(b+c+m) - \psi_0(b+c+2m) + \psi_0(b+m+1))}{\Gamma(m+1)\Gamma(b+m+1)\Gamma(c+m)\Gamma(b+c+m)} \tag{80}
\]
\[
\sum_{k=0}^{m} \frac{\psi_0(c+k)}{\Gamma(k+1)\Gamma(c+k)\Gamma(m+1-k)\Gamma(m+b+1-k)} = \frac{\Gamma(b+c+2m)}{\Gamma(m+1)\Gamma(b+m+1)\Gamma(c+m)\Gamma(b+c+m)}((\psi_0(b+c+m) - \psi_0(b+c+2m) + \psi_0(b+m+1))(\psi_0(b+c+m) - \psi_0(b+c+2m) + \psi_0(c+m)) - \psi_1(b+c+m) + \psi_1(b+c+2m)). \tag{81}
\]
All the gamma functions cancel in pairs in the resulting summations, where the remaining terms can be evaluated by the identities in appendix B that leads to a semi closed-form representation. For the summation \([A.4]\), it directly reduces to a sum of rational functions when \( a = 0 \). This also leads to a semi closed-form representation of \([A.4]\). With the above results, the integrals \( I_A \) and \( I_B \) can now be obtained. For \( I_A \), one has
\[
I_A = \sum_{k=1}^{n} \left( \frac{\psi_0(2k)}{k} - \frac{\psi_0(4k)}{2k} + \frac{\psi_0(4k)}{2k+1} \right) - \frac{24n^2 - 12n + 1}{4(4n-1)}\psi_1(2n) - \frac{1}{4} \psi_1(n) + (4n-1)\psi_0^2(4n) + 2(1-4n)\psi_0(2n)\psi_0(4n) + \frac{1}{2}(8n-3)\psi_0^2(2n) + \psi_0(n)\psi_0(2n) - \frac{1}{2} \psi_0^2(n) - \frac{16n^3 + 8n^2 - 1}{2n(2n+1)}\psi_0(4n) + \frac{1}{2}(8n+1)\psi_0(2n) - \left( \frac{1}{2n} + \ln 2 \right) \psi_0(n) - \frac{1}{2} \psi_0(n)\psi_0\left( n + \frac{1}{2} \right) - \frac{2n+1}{2n}\psi_0\left( n + \frac{1}{2} \right) + \frac{1}{2} \psi_0\left( n + \frac{1}{4} \right) + \frac{n(5n-2)}{4n-1} \psi_1(1) +
\]
Similarly, for $I_B$, one arrives at
\[
I_B = \sum_{k=1}^{n} \left( \frac{\psi_0(2k)}{k} - \frac{\psi_0(4k)}{2k} + \frac{\psi_0(4k)}{2k+1} \right) + \frac{4n-1}{2} \psi_0(4n) - \frac{104n^2 - 60n + 7}{8(4n-1)} \psi_1(2n) - \frac{3}{8} \psi_1(n) + (4n-1) \psi_0^2(4n) - 2(4n-1) \psi_0(2n) \psi_0(4n) + \frac{1}{2} (8n-3) \psi_0^2(2n) + \psi_0(n) \times \psi_0(2n) - \frac{1}{2} \psi_0^2(n) + \frac{16n^3 - 6n^2 + n + 1}{2n(2n+1)} \psi_0(4n) + 4n \psi_0(2n) - \left( \frac{1}{2n} + \ln 2 \right) \times \psi_0(n) - \frac{1}{2} \psi_0(n) \psi_0 \left( n + \frac{1}{2} \right) - \frac{2n+1}{2n} \psi_0 \left( n + \frac{1}{2} \right) + \frac{1}{2} \psi_0 \left( n + \frac{1}{4} \right) + \frac{5n-2}{4n-1} \times n \psi_1(1) + \left( \frac{1}{2} + \ln 2 \right) \psi_0(1) + \left( \frac{1}{2} \right) \psi_0 \left( \frac{1}{2} \right) \psi_0(1) - \frac{1}{2} \psi_0 \left( \frac{1}{4} \right) + \psi_0 \left( \frac{1}{2} \right) - \frac{1}{n} \ln 2 - n + 2.
\]
and $I_A$ has been defined in (67). Using the correlation kernel $\langle 34 \rangle$ of one-point density, the integral $I_C$ can be written as

$$I_C = \sum_{k=0}^{m-1} \frac{1}{k!} \int_{-1}^{1} \frac{1+x^2}{2} \ln^2 \left( \frac{1+x^2}{2} \right) \left( 1-x^2 \right)^a p_k(x) \, dx. \quad (89)$$

The above integral can be evaluated by taking twice derivatives of the identity (61) with respect to $c$ before setting $c = a + 1$. The resulting summation of $I_C$ is given by (A.5) in appendix A. Similar to $A_1$, $I_C$ also admits a semi-closed expression for any $a$. To proceed further, we have to consider the case when $a = 0$ due to the intractability of $I_A$ as discussed previously. Indeed, when $a = 0$, we immediately have

$$I_C = \sum_{k=1}^{n} \left( \frac{\psi_0(2k)}{k} - \frac{\psi_0(4k)}{2k+1} + \frac{\psi_0(4k)}{2k+1} \right) - \frac{1}{4}(8n-3)\psi_1(2n) - \frac{3}{8}\psi_1(n) + (4n-1) \times$$

$$\psi_0^2(4n) - 2(4n-1)\psi_0(2n)\psi_0(4n) + \frac{1}{2}(8n-3)\psi_0^2(2n) - \frac{16n^3 + 8n^2 - 1}{2n(2n+1)}\psi_0(4n) +$$

$$\frac{(8n^2 - 3n - 2)}{2n} \psi_0(2n) + \psi_0(n) + \frac{1}{2} \psi_0 \left( n + \frac{1}{4} \right) + \frac{1}{8}(16n-3)\psi_1(1) + \frac{1}{2} \psi_0^2(1) +$$

$$\frac{3}{2} \psi_0(1) - \frac{1}{2} \psi_0 \left( \frac{1}{4} \right) - 2n + \frac{5}{2}. \quad (90)$$

By inserting the $I_A$ expression $\langle 84 \rangle$ and the above $I_C$ expression $\langle 90 \rangle$ into $\langle 87 \rangle$, we arrive at the claimed result $\langle 25 \rangle$ of the case $a = 0$ after observing the cancellations. In the same manner, the capacity formulas $\langle 26 \rangle$–$\langle 28 \rangle$ that correspond to the cases $a = 1, 2, 3$ are obtained.

3. Conclusion

In this work, we compute the two major second-order statistics of fermionic Gaussian states – the variance of von Neumann entanglement entropy and the average entanglement capacity. A key ingredient in obtaining these results is based on representing the underlying integrals into appropriate summations as well as the use of semi closed-form basis leading to a complete cancellation. We also conjectured an explicit expression for the variance of von Neumann entropy valid for any subsystem dimensions.

Acknowledgments

The authors wish to thank Lucas Hackl, Santosh Kumar, and Nicholas Witte for correspondence. The work of Lu Wei is supported in part by the U.S. National Science Foundation (#2150486 and #2006612).
Appendix A. Summation representations of integrals in $I_A$, $I_B$, and $I_C$

In this appendix, we list the summation representations of the integrals in $I_A$, $I_B$, and $I_C$.

$A_1 = \sum_{k=0}^{m-1} 2(2a + 4k + 1) \frac{1}{\Gamma(2k + 1)\Gamma(a + 2k + 1)} \left( \sum_{j=0}^{2k} \frac{(2k - j + 1)\Gamma(2k - j + 1)\Gamma(2k - j + 3)(a + j + 2k + 1)_j}{\Gamma(2k - j + 1)\Gamma(j - 2k + 3)(a + j + 2k + 1)_j} \right) \times \left( (\psi_0(a + j + 3) - \psi_0(2a + j + 2k + 4) - \psi_0(j - 2k + 3) + \psi_0(j + 3))^2 - \psi_1(2a + j + 2k + 4) + \psi_1(a + j + 3) - \psi_1(j - 2k + 3) + \psi_1(j + 3) \right) + \sum_{j=0}^{2k-3} \frac{2(j + 1)\Gamma(2k - j + 1)_j}{(2k - j - 2)_j(2a + j + 2k + 1)_j} (\psi_0(2a + j + 2k + 4) - \psi_0(a + j + 3) + \psi_0(2k - j - 2) - \psi_0(j + 3)) \right) \right) (A.1)$

$A_2 = \sum_{k=0}^{m-1} \frac{(2a + 4k + 1)\Gamma(2k + 1)\Gamma(2a + 2k + 1)}{\Gamma(2a + 4k + 4)\Gamma(2a + 4k + 4)} \left( \sum_{i=0}^{2k} \frac{2(i + 1)(2k - i + 1)}{\Gamma(i + 1)\Gamma(a + i + 1)} \times \frac{\Gamma(a + 2k + 2)\Gamma(a + 2k - i + 1)}{\Gamma(2k - i + 1)\Gamma(a + 2k - i + 1)} \left( (\psi_0(a + 2k + 2) - \psi_0(2a + 4k + 4) - \psi_0(2k + 2)) \psi_0(2a + 2k + 2) - \psi_0(2a + 4k + 4) + \psi_0(i + 2) - \psi_0(2) \right) - \psi_1(2a + 4k + 4) - \sum_{j=0}^{2k} \frac{(j + 1)\Gamma(a + 2k + 1)\Gamma(a + 2k + 3)}{\Gamma(j + 1)\Gamma(a + j + 1)\Gamma(2k - j + 1)\Gamma(a - j + 2k + 1)} \times (\psi_0(a + 2k + 1) - \psi_0(2a + 4k + 4) + \psi_0(2k - j + 2) - \psi_0(1)) (\psi_0(a + 2k + 3) - \psi_0(2a + 4k + 4) + \psi_0(j + 2) - \psi_0(3)) - \psi_1(2a + 4k + 4) - \sum_{j=0}^{2k} \frac{(2k - j + 1)}{\Gamma(j + 1)} \times \frac{\Gamma(a + 2k + 1)\Gamma(a + 2k + 3)}{\Gamma(a + j + 1)\Gamma(2k - j + 1)\Gamma(2k - j + a + 1)} \left( (\psi_0(a + 2k + 3) - \psi_0(2a + 4k + 4) + \psi_0(2k - j + 2) - \psi_0(3)) (\psi_0(a + 2k + 1) - \psi_0(2a + 4k + 4) + \psi_0(j + 2) - \psi_0(1)) - \psi_1(2a + 4k + 4) \right) \right) + \sum_{k=0}^{m-1} \frac{4(2a + 4k + 1)\Gamma(2k + 1)\Gamma(2a + 2k + 1)}{\Gamma(2a + 4k + 4)} \times \sum_{j=0}^{2k-2} \frac{2k - j - 2}{\Gamma(i + 1)\Gamma(2k - i + 1)\Gamma(a + i + j + 3)\Gamma(a - i - j + 2k - 1)} \times \frac{1}{(j + 1)_j} (\psi_0(a + j + 2k + 4) - \psi_0(2a + 4k + 4) + \psi_0(i + j + 4) - \psi_0(j + 4)) \right) (A.2)$

$B_1 = \sum_{k=0}^{m-1} \left( \psi_0(a + 2k) + \psi_0(2a + 2k) - 2\psi_0(2a + 4k) - \frac{1}{2} \left( \frac{a}{a + 2k + 1} + \frac{a}{a + 2k} \right) + \right.$
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\[
\frac{2}{2a + 4k + 1} + 1 \right)^2
\]  \hspace{1cm} (A.3)

\[
B_2 = \sum_{k=0}^{m-1} \sum_{j=1}^{m-k-1} \frac{\Gamma(2a + 2k + 1)\Gamma(2j + 2k + 1)(2a + 4k + 1)(2a + 4j + 4k + 1)}{2\Gamma(2k + 1)\Gamma(2a + 2j + 2k + 1)j^2(2j - 1)^2(2j + 1)^2} \times \\
\frac{(2a^2j + a^2 + 2aj^2 + 4ajk + 3aj + 4ak + a + 2j^2 + 4jk + j + 4k^2 + 2k)^2}{(a + j + 2k)^2(a + j + 2k + 1)^2(2a + 2j + 4k + 1)^2} \right) \hspace{1cm} (A.4)

I_C = (\psi_0(a + 2) - \psi_0(2a + 3))^2 + \psi_1(a + 2) - \psi_1(2a + 3) + \sum_{k=1}^{m-1} 2(2a + 4k + 1) \times \\
\left( \sum_{j=2k-1}^{2k} \frac{(-1)^j(j + 1)(a + j + 1)}{(2a + j + 2k + 1)_2} \left( (\psi_0(j + 2) - \psi_0(2a + j + 2k + 3) + \\
\psi_0(a + j + 2) - \psi_0(j - 2k + 2))^2 + \psi_1(a + j + 2) - \psi_1(2a + j + 2k + 3) + \\
\psi_1(j + 2) - \psi_1(j - 2k + 2) \right) + \sum_{j=0}^{2k-2} \frac{2(j + 1)(a + j + 1)}{(2k - j - 1)_2(2a + j + 2k + 1)_2} \times \\
(\psi_0(a + j + 2) - \psi_0(2a + j + 2k + 3) - \psi_0(2k - j - 1) + \psi_0(j + 2)) \right) \hspace{1cm} (A.5)

Appendix B. List of summation identities

In this appendix, we list the finite sum identities useful in simplifying the summations in appendix A. Except for the identity (B.5) that seems new, the others can be found in [3][10][11][17][32]. Here, it is sufficient to set \(a, b \geq 0, a \neq b\) in identities (B.1)–(B.3), (B.6)–(B.7), and \(a > m\) in (B.8). The derivation of the identity (B.5) is provided in the end of this appendix.

\[
\sum_{k=1}^{m} \psi_0(k + a) = (m + a)\psi_0(m + a + 1) - a\psi_0(a + 1) - m \hspace{1cm} (B.1)
\]

\[
\sum_{k=1}^{m} \psi_1(k + a) = (m + a)\psi_1(m + a + 1) - a\psi_1(a + 1) + \psi_0(m + a + 1) - \psi_0(a + 1) \hspace{1cm} (B.2)
\]

\[
\sum_{k=1}^{m} \frac{\psi_0(k + a)}{k + a} = \frac{1}{2} (\psi_1(m + a + 1) - \psi_1(a + 1) + \psi_0^2(m + a + 1) - \psi_0^2(a + 1)) \hspace{1cm} (B.3)
\]

\[
\sum_{k=1}^{m} \frac{\psi_0(m + 1 - k)}{k} = \psi_0^2(m + 1) - \psi_0(1)\psi_0(m + 1) + \psi_1(m + 1) - \psi_1(1) \hspace{1cm} (B.4)
\]

\[
\sum_{k=1}^{m} \frac{\psi_0(m + 1 + k)}{k} = \psi_0^2(m + 1) - \psi_0(1)\psi_0(m + 1) - \frac{1}{2} \psi_1(m + 1) + \frac{\psi_1(1)}{2} \hspace{1cm} (B.5)
\]
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\[ \sum_{k=1}^{m} \psi_0(k + a) \psi_0(k + b) = (b - a) \sum_{k=1}^{m-1} \frac{\psi_0(a + k)}{b + k} + (m + a) \psi_0(m + a) \psi_0(m + b) - a \times \]

\[ \psi_0(a + 1) \psi_0(b + 1) - (m + a - 1) \psi_0(m + a) + a \psi_0(a + 1) - (m + b) \psi_0(m + b) + (b + 1) \psi_0(b + 1) + 2m - 2 \]  \hfill (B.6)

\[ \sum_{k=1}^{m} \frac{\psi_0(k + b)}{k + a} = - \sum_{k=1}^{m} \frac{\psi_0(k + a)}{k + b} + \psi_0(m + a + 1) \psi_0(m + b + 1) - \psi_0(a + 1) \times \]

\[ \psi_0(b + 1) + \frac{1}{a - b} (\psi_0(m + a + 1) - \psi_0(m + b + 1) - \psi_0(a + 1) + \psi_0(b + 1)) \]  \hfill (B.7)

\[ \sum_{k=1}^{m} \frac{\psi_0(a + 1 - k)}{k} = - \sum_{k=1}^{m} \frac{\psi_0(k + a - m)}{k} + (\psi_0(a - m) + \psi_0(a + 1)) (\psi_0(m + 1) - \psi_0(1)) + \frac{1}{2} \left( (\psi_0(a - m) - \psi_0(a + 1))^2 + \psi_1(a + 1) - \psi_1(a - m) \right) \]  \hfill (B.8)

The detailed steps in deriving the identity (B.5) are as follows.

\[ \sum_{k=1}^{m} \frac{\psi_0(m + 1 + k)}{k} \]  \hfill (B.9)

\[ = \sum_{k=1}^{m} \sum_{l=1}^{m} \frac{1}{k(k + l)} + \sum_{k=1}^{m} \frac{\psi_0(k + 1)}{k} \]  \hfill (B.10)

\[ = 2 \sum_{k=1}^{m} \frac{\psi_0(k + 1)}{k} + \sum_{l=1}^{m} \frac{\psi_0(m + 1) - \psi_0(1)}{l} - \sum_{l=1}^{m} \frac{\psi_0(m + 1 + l)}{l}. \]  \hfill (B.11)

The equality (B.10) is obtained by representing \( \psi_0(m + 1 + k) \) in terms of \( \psi_0(k + 1) \) and \( m \) rational terms by using (16). The equality (B.11) is obtained by changing the summation order to first sum over \( l \), where one obtains a same summation as in (B.9) except for a negative sign. The remaining sums can be simplified that leads to the identity (B.5).
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