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Abstract

We present the path-integral solutions to the distributions in classical (Gibbs) and quantum (Wigner) statistical mechanics. The kernel of the distributions are derived in two ways - one by time slicing and defining the appropriate short-time interval phase space matrix element and second by making use of the kernel in the path-integral approach to quantum mechanics. We show that the two approaches are perturbatively identical. We also present another computation for the Wigner kernel, which is also the Liouville kernel, for the harmonic oscillator and free particle. These kernels may be used as the starting point in the perturbative expansion of the Wigner kernel for any potential. With the kernel solved, we essentially solve also the distributions in classical and quantum statistical mechanics.
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I. INTRODUCTION

The distribution function - Gibbs in classical and Wigner in quantum - in statistical mechanics is the starting point in discussing non-equilibrium behavior of physical systems. The distributions are functions of time and phase space variables, coordinates and momenta, and they satisfy partial differential equations that are first-order in time and first order in phase space variables in the classical case and at the minimum quantum correction (order $\hbar^2$), is third order in momenta. There is no general analytic solution for the Wigner function because the equation is at least third-order partial differential equation and most problems are dealt with numerically [1]. In this paper, we use the path-integral method to present two ways of computing for the kernel of the Wigner equation. To justify the use of the path-integral method, we will summarize the properties of the Wigner distribution and will show what is entailed in solving the Wigner equation.

Quantum mechanics in phase space was formulated by Wigner by defining a 'distribution' in phase space [2] given by

$$W(x, p; t) = \frac{1}{2\pi \hbar} \int dx' \Psi^*(x + \frac{1}{2}x', t) \Psi(x - \frac{1}{2}x', t) \exp(i \frac{\hbar}{\pi} px').$$

(1)

Note, the distribution is in quotes because the Wigner distribution is not positive-definite although it satisfies the following

$$\int W(x, p; t) dp = |\Psi(x, t)|^2,$$

$$\int W(x, p; t) dx = |\Phi(p, t)|^2,$$

$$\int W(x, p; t) dxdp = 1,$$

where $\Psi(x, t), \Phi(p, t)$ are the wave functions in coordinate space and momentum space respectively. Wigner showed that $W$ satisfies

$$\frac{\partial W}{\partial t} + HW = 0,$$

(3a)

$$H = L + 2 \sum_{n=3}^{oddint} \frac{1}{n!} (\frac{\hbar}{2i})^{n-1} \frac{\partial^n V}{\partial x^n} \frac{\partial^n p}{\partial p^n},$$

(3b)

$$L = \frac{\partial V}{\partial x} \frac{\partial}{\partial p} - \frac{p}{m} \frac{\partial}{\partial x},$$

(3c)

The order $\hbar^0$ term of equation (3b) gives the Liouville equation of classical statistical mechanics, which solves for the Gibbs distribution as can be seen from equation(3c). The first
quantum correction is of order $\hbar^2$ already, thus it is generally sufficient to only consider the first quantum correction to the Liouville equation in solving for the Wigner distribution.

The Wigner equation hints of the following form of solution

$$W(x, p; t) = W_0(x, p; t) + \hbar^2 W_1(x, p; t) + \hbar^4 W_2(x, p; t) + \ldots \quad (4)$$

Any physical quantity $f(x, p)$ will then have a quantum statistical 'expectation value' at any time $t$ given by

$$\langle f(x, p) \rangle_t = \int dxdp f(x, p) W_0(x, p; t) + \hbar^2 \int dxdp f(x, p) W_1(x, p; t) + \hbar^4 \int dxdp f(x, p) W_2(x, p; t) + \ldots \quad (5)$$

The first term is the classical statistical expectation value and the quantum corrections are order $\hbar^2$ and higher even orders of $\hbar$. Substituting equation (4) in equation (3), we get the following equations

$$\left( \frac{\partial}{\partial t} + L \right) W_0 = 0, \quad (6a)$$

$$\left( \frac{\partial}{\partial t} + L \right) W_1 = 2 \frac{1}{2^2 \cdot 3!} \frac{\partial^3 V}{\partial x^3} \frac{\partial^3 W_0}{\partial p^3}, \quad (6b)$$

$$\left( \frac{\partial}{\partial t} + L \right) W_2 = 2 \frac{1}{2^2 \cdot 3!} \frac{\partial^3 V}{\partial x^3} \frac{\partial^3 W_1}{\partial p^3} - 2 \frac{1}{2^4 \cdot 5!} \frac{\partial^5 V}{\partial x^5} \frac{\partial^5 W_0}{\partial p^5}, \quad (6c)$$

where the equations correspond to even orders in $\hbar$ starting from 0, 2, 4 and so on. Equation (6a) solves for the Gibbs distribution $W_0$ and this is the reason why the first term of equation (5) gives the classical statistical expectation value. The second term, the first quantum correction, is of order $\hbar^2$ already.

Given a $W_0$, it means the operator $\left( \frac{\partial}{\partial t} + L \right)$ is singular with a square-integrable ($L^2$) zero mode given by

$$Z(x, p; t) = \frac{1}{T^2} W_0^\perp, \quad (7)$$

where $T$, which may eventually be taken to $\infty$, defines the time interval of the system’s evolution. Note that the zero mode $Z$ has norm 1 because the Gibbs distribution is normalized.

For equations (6b), (6c) and others to have a solution, we must have the zero mode $Z$ orthogonal to the sources $S_i, i = 1, 2, \ldots$ at the right hand side of equations (6b), (6c), etc. This means

$$\int dxdpdt Z(x, p; t) S_i(x, p; t) = 0. \quad (8)$$
Furthermore, by equation (2c) and the fact that the Gibbs distribution \( W_0 \) is normalized, we must have
\[
\int dx dp W_i(x, p; t) = 0. \tag{9}
\]
Equations (8) and (9) are stringent requirements to satisfy, which makes solving the hierarchy of equations given by equations (6; a,b..) difficult to find solutions for. For this reason, we seek another way of solving the Wigner equation and we turn our attention to path-integral methods.

We will solve the Wigner equation via the path-integral method by solving for the kernel of the Wigner equation. As we will show, there are two expressions for this kernel that are not obviously equivalent. One is by direct expansion using the Schrödinger kernel and this we will show in the next section. The other is by direct evaluation of the path-integral by time-slicing and defining an appropriate short time interval matrix element. This we show in Section III. In Section IV, we show that the two perturbative expansions of the kernel are the same term by term. Finally in Section V, we present another solution to the exact kernels for the harmonic oscillator and the free particle. We end by summarizing what was achieved in this work and a discussion of possible applications and open problems in Section VI.

II. THE WIGNER KERNEL IN TERMS OF THE SCHRODINGER KERNEL

From equation (3a), the Wigner state function is given by
\[
|W(t)\rangle = \exp (-\mathbf{H}t) |W(0)\rangle, \tag{10}
\]
from which we get the Wigner distribution
\[
W(x, p; t) = \langle x, p | \exp (-\mathbf{H}t) | W(0) \rangle. \tag{11}
\]
We can define a complete set of states in phase space \( \mathbb{R} \), i.e.,
\[
\int dx dp |x, p\rangle \langle x, p| = 1, \tag{12}
\]
which gives
\[
W(x, p; t) = \int dx' dp' G(x, p; x', p'; t)W(x', p'; 0), \tag{13}
\]
where the Wigner kernel is given by

\[ G(x, p; x', p'; t) = \langle x, p | \exp (-Ht) | x', p' \rangle. \tag{14} \]

Note that we can derive equation (13) directly from equation (1) and in the process derive an expression for the Wigner kernel \( G \) in terms of the Schrodinger kernel, see equation (18b) below. This suggests that the completeness relation defined by equation (12) is valid. Furthermore, it must also be true that equation (14) must be equal to equation (18b) and this is one of the results of this paper.

We can directly evaluate equation (14) by time-slicing, a procedure used in Feynman’s path-integral approach to quantum mechanics, see for example [4]. There, the relevant equations are

\[ H \Psi = i\hbar \frac{\partial \Psi}{\partial t}, \tag{15a} \]

\[ |\Psi(t)\rangle = \exp \left( -\frac{i}{\hbar} Ht \right) |\Psi(0)\rangle, \tag{15b} \]

\[ \int dx |x\rangle \langle x| = 1, \tag{15c} \]

\[ \Psi(x, t) = \int dx' K(x, x'; t) \Psi(x', 0), \tag{15d} \]

\[ K(x, x'; t) = |x\rangle \exp \left( -\frac{i}{\hbar} Ht \right) |x'\rangle. \tag{15e} \]

Time slicing yields the path-integral

\[ K(x, x'; t) = \int_{x(0)=x', x(t)=x} [dx(t)] \exp \left( \frac{i}{\hbar} \int L(x, \dot{x}) dt \right), \tag{16} \]

where \( L(x, \dot{x}) \) is the Lagrangian of the system. For the Wigner kernel, there is no closed form expression that corresponds to equation (16), we can only present an expression that should give the analogue of the Lagrangian in equation (16) provided we can carry out certain path integrations, see equation (30) of the next section. However, we will derive a perturbation expansion and show that it is the same as the perturbation expansion derived using the method given below.

As already stated above, there is another path-integral solution which will directly relate \( G(x, p; x', p'; t) \) to \( K(x, x'; t) \). Using equation (15d) in equation (1), we find

\[ W(x, p; t) = \frac{1}{2\pi\hbar} \int dx' \exp \left( \frac{i}{\hbar} px' \right) \int dy dy' K^*(x + \frac{x'}{2}, y; t) K(x - \frac{x'}{2}, y'; t) \rho(y, y'; 0), \tag{17} \]
where \( \rho(y, y'; 0) \) is the density matrix at \( t = 0 \). We can solve for \( \rho(y, y'; 0) \) in terms of \( W(x, p; 0) \) to give

\[
W(x, p; t) = \int dx' dp' G(x, p; x', p'; t) W(x', p'; 0),
\]

\[
G = \frac{1}{2\pi\hbar} \int ds ds' \exp \left( \frac{i\hbar p s}{2} \right) K(x - \frac{s}{2}, x' - \frac{s'}{2}; t) K^*(x + \frac{s}{2}, x' + \frac{s'}{2}; t) \exp \left( -\frac{i\hbar p' s'}{2} \right).
\]

Equation (18b) was discussed in the time-independent case in [5] and later extended to the time-dependent in [6] for the free particle and harmonic oscillator cases and then explicitly derived in general in [7]. Equations (14) and (18b) are the two expressions for the Wigner kernel.

A perturbative expansion can be given for equation (18b) by making use of the perturbation expansion for the Schrödinger kernel \( K \). To clarify how the expansion is to be made, let us write the Lagrangian first as

\[
L = L_0 - \tilde{V},
\]

\[
L_0 = \frac{1}{2}mv^2 - V_0(x),
\]

where \( V_0(x) \) is a potential with a known, exact kernel \( K_0 \). Examples of these are

\[
K^{fp}_0(x, x'; t) = \left( \frac{m}{2\pi\hbar} \right)^{\frac{1}{2}} \exp \left[ \frac{im}{2\hbar t} (x - x')^2 \right],
\]

\[
K^{ho}_0(x, x'; t) = \left( \frac{\omega}{2\pi\hbar \sin \omega t} \right)^{\frac{1}{2}} \exp \left\{ \frac{i\omega}{2\hbar \sin \omega t} \left[ (x^2 + x'^2) \cos \omega t - 2xx' \right] \right\},
\]

where \( K^{fp}_0 \) is the Schrödinger kernel for the free particle while \( K^{ho}_0 \) is the kernel for the harmonic oscillator with potential \( V_0 = \frac{1}{2}\omega^2x^2 \) and unit mass. Substituting equation (19) in the path integral given by equation (16), we get the perturbation expansion for the kernel \( K \) given by

\[
K(x, x'; t) = K_0(x, x'; t) + \left( \frac{-i}{\hbar} \right) \int dx_a dt_a K_0(x, x_a; t - t_a) \tilde{V}(x_a) K_0(x_a, x'; t_a)
\]

\[
+ \left( \frac{-i}{\hbar} \right)^2 \int \int dx_a dt_a dx_b dt_b K_0(x, x_a; t - t_a) \tilde{V}(x_a) K_0(x_a, x_b; t_a - t_b) \times \tilde{V}(x_b) K_0(x_b, x'; t_b) + ... \]

Substituting equation (21) in equation (18b) gives the perturbative expansion for the Wigner kernel. The perturbation expansion for \( G \) begins with an exact and closed form \( G_0 \), which
is solved from $K_0$ using equation (18b). For the free particle and harmonic oscillator, these are

\begin{equation}
G_0^{fp} = \frac{m}{t} \delta(p - \frac{m}{t}(x - x'))\delta(p' - \frac{m}{t}(x - x')),
\end{equation}

\begin{equation}
G_0^{ho} = \frac{\omega}{\sin(\omega t)} \delta \left( p - \omega x \cot(\omega t) + \frac{\omega x'}{\sin(\omega t)} \right) \delta \left( p' + \omega x' \cot(\omega t) - \frac{\omega x}{\sin(\omega t)} \right).
\end{equation}

As a check, we see that equation (22a) with unit mass follows from equation (22b) as $\omega \to 0$. Furthermore, we can cross check equation (22b) with the results of [8] for the harmonic oscillator, say in the ground state, where the Wigner distribution was shown to be a constant proportional to the exponential of the ground state energy. Equation (22b) yields the same result.

Naively, the higher order terms in equation (21) seems to give negative powers in $\hbar$ for the $G$ expansion. This is not what we expect from the discussions in the previous section. We will resolve this later, i.e., we will show that the perturbative expansion of $G$ based on equations (18b) and equation (21) is really an expansion in positive powers of $\hbar$. And more importantly, we will show that this expansion is the same as the perturbation expansion that will be derived in another way in the next section.

III. ANOTHER PERTURBATION EXPANSION

Equation (14) gives an expression for the Wigner kernel reminiscent of the Schrödinger kernel given by equations (15e). But here we face the important question of what the state $|x, p\rangle$ means because in phase space we do not have simultaneous eigenstates of position and momentum. We will not settle this issue but will propose a matrix element $\langle x_i, p_i | x_{i-1}, p_{i-1} \rangle$, which is consistent with the uncertainty principle and at the same time allow the evaluation of the Wigner kernel that will give the same result as equation (18b). Just like in deriving equation (16) from equation (15e) in the Schrödinger-Feynman quantum mechanics, we will also do time-slicing, i.e., divide the time interval $[0, t]$ into $N$ infinitesimal intervals of $\epsilon = t/N$, i.e., $t - t_N = t_N - t_{N-1} = \ldots = t_1 - 0$. Then, we insert a complete set of states as given by equation (12), which apparently is justified even in phase space. The
The Wigner kernel then becomes
\[
G(x, p; x', p'; t) = \int dx_N dp_N ... dx_1 dp_1 \langle x, p | \exp(-\mathbf{H}\epsilon) | x_N, p_N \rangle ...
\]
\[
\cdot \langle x_i, p_i | \exp(-\mathbf{H}\epsilon) | x_{i-1}, p_{i-1} \rangle ... \langle x_1, p_1 | \exp(-\mathbf{H}\epsilon) | x', p' \rangle.
\]

\[(23)\]

The Wigner kernel requires the evaluation of the short time interval matrix element \(\text{STIME}\) given by
\[
\text{STIME} = \langle x_i, p_i | 1 - \epsilon[ (\frac{\partial V_0}{\partial x} \frac{\partial}{\partial p} - \frac{p}{m} \frac{\partial}{\partial x}) + \frac{\partial \tilde{V}}{\partial x} \frac{\partial}{\partial p} - \frac{\hbar^2}{12} \frac{\partial^3 \tilde{V}(x)}{\partial x^3} \frac{\partial^3}{\partial p^3} ] + ... | x_{i-1}, p_{i-1} \rangle
\]
\[
= F(x_i, p_i; x_{i-1}, p_{i-1}) - \epsilon[ (\frac{\partial V_0}{\partial x} \frac{\partial}{\partial p} - \frac{p}{m} \frac{\partial}{\partial x})F(x_i, p_i; x_{i-1}, p_{i-1})
\]
\[
+ (\frac{\partial \tilde{V}}{\partial x} \frac{\partial}{\partial p_{i-1}} - \frac{\hbar^2}{12} \frac{\partial^3 \tilde{V}}{\partial x^3} \frac{\partial^3}{\partial p_{i-1}^3})F(x_i, p_i; x_{i-1}, p_{i-1})] + ...,
\]
\[(24)\]

where
\[
F(x_i, p_i; x_{i-1}, p_{i-1}) = \langle x_i, p_i | x_{i-1}, p_{i-1} \rangle.
\]
\[(25)\]

Substituting equation (24) in equation (23), it is clear that the analog of equation (16) in the path-integral formulation of quantum mechanics is not straightforward to derive.

To compare with quantum mechanics, the analogue expression of \(F(x, p; x', p')\) is simply \(F(x, x') = \langle x | x' \rangle = \delta(x - x')\). In phase space, \(F(x, p; x', p')\) is restricted by the uncertainty principle, which limits the specification of both position and momentum at the same time.

In quantum mechanics, the short-time interval matrix element does not involve derivatives of the coordinates while the STIME in the Wigner kernel involve derivatives in phase space. This will not allow the crucial step used in quantum mechanics, the exponentiation of the short time intervals yielding in equation (16). For these reasons, the evaluation of the Wigner kernel is more involved.

It is clear from equation (24) that to be able to exponentiate the STIME factors in equation (23), we must remove the differentiations in phase space variables. We will do this guided by the uncertainty principle. We will take
\[
F(x_i, p_i; x_{i-1}, p_{i-1}) = f(x_i - x_{i-1})g(p_i - p_{i-1}),
\]
\[(26)\]

where \(f\) and \(g\) are Gaussian functions given by
\[
f(x_i - x_{i-1}) = \frac{1}{\sqrt{\pi\epsilon a}} \exp\left[-\frac{1}{\epsilon a} (x_i - x_{i-1})^2\right],
\]
\[(27a)\]
\[
g(p_i - p_{i-1}) = \frac{1}{\sqrt{\pi\epsilon b}} \exp\left[-\frac{1}{\epsilon b} (p_i - p_{i-1})^2\right],
\]
\[(27b)\]
where a, b are arbitrary (dimensional) parameters. The use of Gaussian functions clearly will satisfy the uncertainty principle and as the following discussions and Section V will show, we will be able to evaluate perturbatively the Wigner kernel. The inclusion of \( \epsilon \), the small-time interval in equation (23), will be clear in the next few lines. The uncertainty principle restricts a and b to satisfy \( ab\epsilon^2 = \hbar^2 \). We then write these expressions as integrals given by

\[
f(x_i - x_{i-1}) = \frac{1}{\pi} \int_{-\infty}^{\infty} d\alpha_i \exp\left[i\alpha_i(x_i - x_{i-1}) - \frac{\epsilon a}{4}\alpha_i^2\right], \quad \text{(28a)}
\]

\[
g(p_i - p_{i-1}) = \frac{1}{\pi} \int_{-\infty}^{\infty} d\beta_i \exp\left[i\beta_i(p_i - p_{i-1}) - \frac{\epsilon b}{4}\beta_i^2\right]. \quad \text{(28b)}
\]

Using equation (28) in equation (24), we find

\[
STIME = \int d\alpha d\beta \left\{ 1 - \epsilon \left[ \frac{\partial V}{\partial x_i}(i\beta_i) - \frac{p_i}{m}(-i\alpha_i) + \frac{\hbar^2}{12} \frac{\partial^3 V}{\partial x_i^3}(-i\beta_i)^3 \right] + \ldots \right\} \exp\left[i\alpha_i(x_i - x_{i-1}) + i\beta_i(p_i - p_{i-1}) - \frac{\epsilon a}{4}\alpha_i^2 - \frac{\epsilon b}{4}\beta_i^2\right]. \quad \text{(29)}
\]

Substituting equation (29) in equation (23), we find

\[
G(x, p; x', p'; t) = \int (dx)(dp)(d\alpha)(d\beta) \exp\left\{ \int dt \left[ -\frac{a}{4}\alpha^2(t) - \frac{b}{4}\beta^2(t) \right.ight.
\]

\[
+ i\alpha(t)\left( \frac{p(t)}{m} + \dot{x}(t) \right) + i\beta(t)\left( \frac{\partial V_0}{\partial x} + \dot{p}(t) \right)
\]

\[
+ i\beta(t)\left( \frac{\partial V}{\partial x} + i\frac{\hbar^2}{12}\beta^3(t)\frac{\partial^3 V}{\partial x^3} \right) \right\}. \quad \text{(30)}
\]

If we can integrate out the \( \alpha \) and \( \beta \) path integrals above, we will get the analogous expression to equation (16) of the Schrodinger kernel for the Wigner kernel \( G \) and derive the counterpart of the Lagrangian (in this case function of both \( (x, p) \)) for the Wigner equation. The \( \alpha \) term is quadratic and is trivially integrable. The \( \beta \) term poses two problems - first it is cubic and thus not exactly integrable. Second, even with just the linear term \( \beta(t)\left( \frac{\partial V}{\partial x} + \dot{p}(t) \right) \), upon integration yields a term \( \propto \left( \frac{\partial V}{\partial x} + \dot{p}(t) \right)^2 \) and if \( V \) is of order \( x^3 \), the path integral in \( x \) is not exact and the phase space path integral will not be exact. This is where the decomposition given by equations (19a) and (19b), which is already accounted for in equation (30), becomes important for this will enable us to isolate the exact \( G_0 \) and expand \( G \) perturbatively.

\[
G_0 = \int (dx)(dp)(d\alpha)(d\beta) \exp\left\{ \int dt \left[ -\frac{a}{4}\alpha^2(t) - \frac{b}{4}\beta^2(t) \right.ight.
\]

\[
+ i\alpha(t)\left( \frac{p(t)}{m} + \dot{x}(t) \right) + i\beta(t)\left( \frac{\partial V_0}{\partial x} + \dot{p}(t) \right) \right\}. \quad \text{(31)}
\]
This is exactly integrable for $V_0$ given by the free particle and harmonic oscillator. As we will show in Section V, this expression gives the Wigner kernel, which in these cases are the same as the Liouville kernel, given by equations (22a) and (22b).

Now we can expand $G(x, p; x', p'; t)$ by expanding the exponential term $\exp \left\{ \int dt [i\beta(t) \frac{\partial V}{\partial x} + i\hbar^2/12 \beta^3(t) \frac{\partial^3 V}{\partial x^3}] \right\}$ explicitly up to two terms and noting that $i\beta(t)$ arose from $\frac{\partial}{\partial p(t)}$, we find

$$G(x, p; x, p; x', p'; t) = G_0(x, p; x', p'; t) + \int dx_a dp_a dt_a G_0(x_a, p_a; x, p; x', p'; t_a) \frac{\partial \tilde{V}(x_a)}{\partial x_a} \frac{\partial}{\partial p_a} G_0(x_a, p_a; x', p'; t_a) + \frac{\hbar^2}{12} \int dx_a dp_a dt_a G_0(x_a, p_a; x, p; x', p'; t_a) \frac{\partial^3 \tilde{V}}{\partial x_a^3} \frac{\partial^3}{\partial p_a^3} G_0(x_a, p_a; x', p'; t_a) + \ldots$$

(32)

This equation is the perturbation expansion of the Wigner kernel, which is defined by equation (14). The first and second terms give the Liouville kernel. The third term gives the quantum correction to yield the Wigner kernel.

Let us spell out the corresponding equations in coordinate space quantum mechanics and phase space quantum mechanics. In coordinate space quantum mechanics, the equations are defined by equations (15a) to (15e) and equation (16) for the path-integral expression for the kernel. In phase space quantum mechanics, the corresponding equations are equations (3), (10), (12), (18a), (14) respectively and the corresponding path-integral expression for the Wigner kernel is equation (30). The perturbation expansion for the Wigner kernel given by equation (32) corresponds to the perturbation expansion for the Schrodinger kernel given by equation (21).

But the two kernels are related by equation (18b) and it is not obvious at all that using equation (21) in equation (18b) will yield the same result as equation (32). This is what we will show in the next section.

IV. EQUIVALENCE OF THE TWO PERTURBATION EXPANSIONS

As already pointed out in Section II, equations (21) and (18b) seem to give an expansion with the wrong powers in $\hbar$. Now we will show how the right powers in $\hbar$ arises and that the expansion is precisely given by equation (32). The first term of equation (21) substituted in
equation (18b) gives $G_0$. The next in the expansion, which is of order $\frac{i}{\hbar}$, has two terms and it is these terms that give the second and third terms of equation (34).

\[ N = \frac{i}{\hbar} \int ds' \int dx_a dt_a \exp \left( \frac{i}{\hbar} ps \right) \left[ K_0(x - \frac{s}{2}, x' - \frac{s'}{2}; t) K_0^*(x + \frac{s}{2}, x'; t - t_0) \tilde{V}(x_a) K_0^*(x_a, x' + \frac{s'}{2}; t_a) - K_0(x - \frac{s}{2}, x_a; t - t_0) \tilde{V}(x_a) K_0(x_a, x' - \frac{s'}{2}; t_a) K_0^*(x + \frac{s}{2}, x' + \frac{s'}{2}; t) \exp \left( -\frac{i}{\hbar} p's' \right) \right] \]

This term only has 3 $K_0's$ while the second and third terms of equation (32), because they have 2 $G_0's$, has 4 $K_0's$. This suggests the use of the following property of the Schrodinger kernel

\[ K(x, x'; t) = \int dx_b K(x, x_b; t - t_b) K'(x_b, x'; t_b). \]  

Using this in appropriate parts in equation (33) and redefining integration variables

\[ N = \frac{i}{\hbar} \int ds' dx_a dt_a dr' \exp \left( \frac{i}{\hbar} ps \right) K_0(x - \frac{s}{2}, x_a - \frac{s'}{2}; t - t_0) K_0^*(x + \frac{s}{2}, x' + \frac{s'}{2}; t - t_a) \times \left[ \tilde{V}(x_a - \frac{s'}{2}) - \tilde{V}(x_a + \frac{s'}{2}) \right] K_0(x_a - \frac{s'}{2}, x' - \frac{r'}{2}; t_a) K_0^*(x_a + \frac{s'}{2}, x' + \frac{r'}{2}; t_a) \exp \left( -\frac{i}{\hbar} p'r' \right) \]

Expanding $\tilde{V}$, we get only odd powers in $s'$ with odd powers of derivatives of $\tilde{V}(x_a)$. This suggests the expansion given in equation (32), only we have to figure out how the odd powers in momentum derivatives acting on $G_0$ appear. This happens by writing down, for example for the term linear in $s'$,

\[ s' K_0(x_a - \frac{s'}{2}, x' - \frac{r'}{2}; t_a) K_0^*(x_a + \frac{s'}{2}, x' + \frac{r'}{2}; t_a) = \frac{\hbar}{i} \int dp_a \exp \left( -\frac{i}{\hbar} p_a s' \right) \frac{\partial}{\partial p_a} \int dr \exp \left( \frac{i}{\hbar} p_a r \right) \times K_0(x_a - \frac{r}{2}, x' - \frac{r'}{2}; t_a) K_0^*(x_a + \frac{r}{2}, x' + \frac{r'}{2}; t_a). \]

Expressed this way, we clearly see that the linear term in $s'$ is precisely the second term of equation (32). We also see how the positive powers of $\hbar$ appear. The $s'^3$, which goes with $\frac{\partial^3 \tilde{V}}{\partial x_a^3}$ gives the third term of equation (32) with the right factor of $\frac{\hbar^2}{12}$ by following the same decomposition.

What we have explicitly shown is the equivalence of equation (32) with the first and second terms of the expansion of the Wigner kernel using equation (18b) and the expansion of the Schrodinger kernel given by equation (21). But what about the terms represented by
ellipsis in equation (32)? There are terms of order $\hbar^n$ with $n = 4, 6, ...$ coming from including the other terms in the Wigner equation as found in equation (3b). Following the steps in equations (23), (27), (29) and (31) will result in terms such as

$$\hbar^n \int dx_a dp_a dt_a G_0(x, p; x_a, p_a; t_a) \frac{\partial^{n+1} \tilde{V}}{\partial x_a^{n+1}} \frac{\partial^{n+1}}{\partial p_a^{n+1}} G_0(x_a, p_a; x', p'; t - t_a), \quad (37)$$

with $n = 4, 6, ...$. These terms still follow from equations (37) by expanding $[\tilde{V}(x_a - \frac{t'}{2}) - \tilde{V}(x_a + \frac{t'}{2})]$ up to $s^m$ with $m = 5, 7, ...$ (note the even powers of $m$ cancel) by following equation (36).

But all these terms (the explicit three terms of (32) and (37)) arise from the $\frac{i}{\hbar}$ term of equation (21) and equation (18b). The next term in the expansion of (18b) using equation (21) is order $(\frac{1}{\hbar})^2$ containing 4 factors of $K_0$ and two factors of $\tilde{V}$. This term, as we will show below, is the same as the term from equation (32) by expanding

$$\exp \left\{ \int dt [i\beta(t) \frac{\partial \tilde{V}}{\partial x} + i\frac{\hbar^2}{12} \beta^2(t) \frac{\partial^3 \tilde{V}}{\partial x^3}] \right\}$$

up to the third term. This part of the expansion of equation (30) has four terms - terms of order $\hbar^0$, $\hbar^2$ and $\hbar^4$. The $O(\hbar^0)$ term is

$$\int dx_a dp_a dt_a dx_b dp_b dt_b G_0(x, p; x_a, p_a; t - t_a) \frac{\partial \tilde{V}}{\partial x_a} \frac{\partial}{\partial p_a} G_0(x_a, p_a; x_b, p_b; t_a - t_b) \frac{\partial \tilde{V}}{\partial x_b} \frac{\partial}{\partial p_b} G_0(x_b, p_b; x', p'; t_b). \quad (38)$$

This is clearly the leading correction to the Liouville kernel given by the first and second terms of equation (32). The $O(\hbar^2)$ terms are given by

$$\int dx_a dp_a dt_a dx_b dp_b dt_b G_0(x, p; x_a, p_a; t - t_a) \frac{\partial \tilde{V}}{\partial x_a} \frac{\partial}{\partial p_a} G_0(x_a, p_a; x_b, p_b; t_a - t_b) \frac{\partial^3 \tilde{V}}{\partial x_b^3} \frac{\partial^3}{\partial p_b^3} G_0(x_b, p_b; x', p'; t_b), \quad (39)$$

and a similar term with the third derivatives ahead of the first derivatives. This is still $O(\hbar^2)$ and is a higher order correction to the Wigner correction to the Liouville kernel given by the third term of equation (32). Finally, the $O(\hbar^4)$ term is

$$\int dx_a dp_a dt_a dx_b dp_b dt_b G_0(x, p; x_a, p_a; t - t_a) \frac{\partial^3 \tilde{V}}{\partial x_a^3} \frac{\partial^3}{\partial p_a^3} G_0(x_a, p_a; x_b, p_b; t_a - t_b) \frac{\partial^3 \tilde{V}}{\partial x_b^3} \frac{\partial^3}{\partial p_b^3} G_0(x_b, p_b; x', p'; t_b). \quad (40)$$

This is a higher order correction to the contribution given by equation (37) for $n = 4$.

Now we will show that the corrections given by equations (38), (39) and (40) are the same as the $O((\frac{1}{\hbar})^2)$ term of the expansion of equation (18b) using equation (21). There are three such terms with 4 space integrals (over $(s, s', x_a, x_b)$) and two time integrals (over $(t_a, t_b)$) involving either $K_0 K_0^* \tilde{V} K_0^* \tilde{V} K_0, K_0^* \tilde{V} K_0^* \tilde{V} K_0 K_0^*, K_0 \tilde{V} K_0^* \tilde{V} K_0^*$. Using equation
(34) twice appropriately in each term and redefining integration variables, we find the terms simplify to a term with $K_0K^*_0[\tilde{V}(x_a + \frac{\epsilon}{2}) - \tilde{V}(x_a - \frac{\epsilon}{2})]K_0K^*_0[\tilde{V}(x_b + \frac{\epsilon}{2}) - \tilde{V}(x_b - \frac{\epsilon}{2})]K_0K^*_0$. Expanding $\tilde{V}$, we find only terms with odd derivatives. Then we use equation (36) twice appropriately, we are able to introduce two momenta integrals and we clearly see that this term precisely gives equations (38) to (40).

The other terms in the expansion of equation (18b) and (21) also give the expansion of equation (30). This proves the equivalence of the two perturbation expansions.

If we gather all the terms in equations (32), (37) to (40), we have an expression for the Wigner kernel containing quantum corrections up to $\hbar^4$. Further higher order corrections will appear when we expand $\exp \left\{ \int dt [i\beta(t) \frac{\partial \tilde{V}}{\partial x} + i\frac{\hbar^2}{12} \beta^3(t) \frac{\partial^3 \tilde{V}}{\partial x^3}] \right\}$ to include fourth and higher terms in the expansion. Putting together all the $\hbar^0$ terms will give the Liouville kernel given by

$$G_L(x, p; x', p'; t) = G_0(x, p; x', p'; t) + \int dx_a dp_a dt_a G_0(x, p; x_a, p_a; t - t_a) \frac{\partial \tilde{V}(x_a)}{\partial x_a} \frac{\partial}{\partial p_a} G_0(x_a, p_a; x', p'; t_a)$$

$$- \frac{1}{2} \int dx_a dp_a dt_a dx_b dp_b dt_b G_0(x, p; x_a, p_a; t - t_a) \frac{\partial \tilde{V}}{\partial x_a} \frac{\partial}{\partial p_a} G_0(x_a, p_a; x', p'; t_b) + ....$$

(41)

Including all the $\hbar^2$ terms will give the Wigner kernel up to this order given by

$$G(x, p; x', p'; t) = G_L(x, p; x', p'; t) + \frac{\hbar^2}{12} \int dx_a dp_a dt_a G_L(x, p; x_a, p_a; t - t_a) \frac{\partial^3 \tilde{V}}{\partial x_a^3} \frac{\partial^3}{\partial p_a^3} G_L(x_a, p_a; x', p'; t_a)$$

(42)

Using equation (41) or (42) in equation (18a), we solve for the Liouville or Wigner distribution given the initial distribution. This means we have solved the distributions of statistical mechanics, classical and quantum mechanical.

V. ANOTHER DERIVATION OF THE EXACT WIGNER KERNELS

We will show how to evaluate equation (31) in the cases of the free particle and harmonic oscillator to give another derivation of equations (22a) and (22b), which can be derived using equation (18b) and equations (20a,b). We will spell out the details of the computation to show that the methods defined in Section III, in particular equations (26) and (27) are valid.
by rederiving a known result. Integrating $\alpha(t)$ and $\beta(t)$, we get

$$G_0 = \left(\frac{1}{abc^2}\right)^{\frac{N+1}{2}} \int (dx)(dp) \exp \left\{ \int dt \left[ -\frac{1}{a} \left( \frac{p}{m} - \dot{x} \right)^2 - \frac{1}{b} (\dot{p} + \frac{\partial V_0}{\partial x})^2 \right] \right\}. \quad (43)$$

We will evaluate this path-integral by treating the integrand as an effective ‘Lagrangian’ in phase space, i.e.,

$$L_{\text{eff}}(x, p) = -\frac{1}{a} \left( \frac{p}{m} - \dot{x} \right)^2 - \frac{1}{b} (\dot{p} + \frac{\partial V_0}{\partial x})^2. \quad (44)$$

We will use the stationary phase approximation, which in this case will give exact results, for the harmonic oscillator and free particle. Consider first the harmonic oscillator, having unit mass and potential $V_0 = \frac{1}{2} \omega x^2$. We write

$$x = x_{cl} + \delta x, \quad (45a)$$
$$p = p_{cl} + \delta p, \quad (45b)$$

where $x_{cl}$ and $p_{cl}$ refer to the classical solutions of $L_{\text{eff}}$. The kernel becomes

$$G_0 = \left(\frac{1}{abc^2}\right)^{\frac{N+1}{2}} \exp\left[\int_0^t dt' L_{\text{eff}}(x_{cl}(t'), p_{cl}(t'))\right] \int (d\delta x)(d\delta p) \exp(-\int dt \delta^T M \delta), \quad (46)$$

where the matrix elements are given by

$$\delta = \begin{pmatrix} \delta x \\ \delta p \end{pmatrix}, \quad (47a)$$
$$M = \begin{pmatrix} \kappa & \phi \\ \gamma & \rho \end{pmatrix}, \quad (47b)$$

with the elements of the $M$ matrix given by

$$\kappa = -\frac{1}{a} \frac{d^2}{dt^2} + \frac{1}{b} \omega^4, \quad (48a)$$
$$\phi = \frac{2}{b} \omega^2 \frac{d}{dt}, \quad (48b)$$
$$\gamma = -\frac{2}{a} \frac{d}{dt}, \quad (48c)$$
$$\rho = -\frac{1}{b} \frac{d^2}{dt^2} + \frac{1}{a}. \quad (48d)$$

To get the first factor of equation (46), we need to get the relevant classical solutions.
The Euler-Lagrange equation of equation (44) are given by

\[
\frac{du}{dt} + \omega^2 v = 0, \\
\frac{dv}{dt} - u = 0, \\
u = \frac{1}{a}(p - \dot{x}), \\
v = \frac{1}{b}(\dot{p} + \omega^2 x).
\]

(49a) (49b) (49c) (49d)

It is clear that the solution of Hamilton’s equations, \( p - \dot{x} = 0 \), \( \dot{p} + \omega^2 x = 0 \) are solutions of the above equations. These equations give

\[ x_H(t') = A \cos(\omega t') + B \sin(\omega t'), \]

(50)

and using the end points conditions \( x(0) = x', x(t) = x \), we find

\[ A = x', \]

(51a)

\[ B = x \frac{1}{\sin(\omega t)} - x' \cot(\omega t). \]

(51b)

But the Hamilton equations also give \( p_H(t') = \dot{x} \) and using the end points conditions give

\[ p' = x \frac{\omega}{\sin(\omega t)} - x' \omega \cot(\omega t), \]

(52a)

\[ p = -x' \frac{\omega}{\sin(\omega t)} + x \omega \cot(\omega t), \]

(52b)

from which we get the constraints

\[ \chi_1 = p + x' \frac{\omega}{\sin(\omega t)} - x \omega \cot(\omega t) \approx 0, \]

(53a)

\[ \chi_2 = p' - x \frac{\omega}{\sin(\omega t)} + x' \omega \cot(\omega t) \approx 0, \]

(53b)

where \( \approx \) is taken as weakly equal to zero a la Dirac.

Other than the Hamilton equation solutions, is there another solution to equations (49)? The answer is yes and it is this solution that will give the first factor of equation (46). Differentiating equation (49) gives \( u \) and \( v \) both satisfying harmonic equations with solutions

\[ u(t') = C \cos(\omega t') + D \sin(\omega t'), \]

(54a)

\[ v(t') = E \cos(\omega t') + F \sin(\omega t'). \]

(54b)
Using the end point conditions, we can express the integration constants in terms of the constraints \( \chi_1 \) and \( \chi_2 \) as

\[
C = \chi_2, \quad (55a)
\]
\[
D = \frac{1}{\sin \omega t} \chi_1, \quad (55b)
\]
\[
E = \frac{\omega}{b \sin \omega t} \chi_1, \quad (55c)
\]
\[
F = -\omega \chi_2. \quad (55d)
\]

Substituting equations (54) and (55) in (44) and integrating out \( t' \) in the first factor of (46), we find

\[
\int_0^t dt' L_{\text{eff}}(x_{cl}(t'), p_{cl}(t')) = -\frac{1}{a} F_1^2 - \frac{1}{b} F_2^2, \quad (56)
\]

where \( F_1^2 \) and \( F_2^2 \) are quadratic functions of \( \chi_1 \) and \( \chi_2 \) and polynomials of \( t \), the detailed forms of each are not important.

The path-integral of the fluctuations give \( \det \left( -\frac{1}{2} M \right) \), where \( M \) is given by equations (47) and (48). Let us write the matrix \( M \) as

\[
M = M_0 + M_c, \quad (57)
\]

where

\[
M_0 = \begin{pmatrix}
-\frac{1}{a} \left( \frac{d^2}{dt^2} + \omega^2 \right) & 0 \\
0 & -\frac{1}{b} \left( \frac{d^2}{dt^2} + \omega^2 \right)
\end{pmatrix}, \quad (58a)
\]

\[
M_c = \begin{pmatrix}
\frac{\omega^2}{a} + \frac{\omega^4}{b} & \phi \\
\gamma & \frac{1}{a} + \frac{\omega^2}{b}
\end{pmatrix}, \quad (58b)
\]

The determinant is given by

\[
det M = det M_0 det \left( 1 + M_0^{-1} M_c \right), \quad (59a)
\]

\[
det M_0 = det \left( -\frac{1}{a} \left( \frac{d^2}{dt^2} + \omega^2 \right) \right) det \left( -\frac{1}{b} \left( \frac{d^2}{dt^2} + \omega^2 \right) \right). \quad (59b)
\]

We now show that

\[
det^{-\frac{1}{2}} \left( -\frac{1}{a} \left( \frac{d^2}{dt^2} + \omega^2 \right) \right) = a^{\frac{\chi}{2}} \left( \frac{\omega}{2 \pi \sin(\omega t)} \right)^{\frac{\chi}{2}}. \quad (60)
\]

The factor \( a^{\frac{\chi}{2}} \) easily follows by writing the path-integral expression, do the time slicing and noting that \( (d\delta x(t')) = d\delta x(t_1) \ldots d\delta x(t_N) \) because the end points \( \delta x(t' = 0) \) and \( \delta x(t' =
\( t_{N+1} = t \) are fixed with zero values. By scaling the fluctuations from \( \delta x \) to \( \frac{1}{\sqrt{a}} \delta x \), we get the factor \( a^{\frac{N}{2}} \). The other factor in equation (50) is standard harmonic oscillator term.

Taking into account equation (56) and (60) in (46), we see that \( G_0 \) has the following leading terms (we will gather the remaining terms at the end and argue that they can be absorbed in the normalization)

\[
G_0 = \left( \frac{\omega}{2\pi \sin(\omega t)} \right) \frac{1}{\sqrt{a} \sqrt{b}} \exp \left( -\frac{1}{a} F_1^2 - \frac{1}{b} F_2^2 \right).
\] (61)

The uncertainty principle discussion in Section III, right before equation (28), says that \( ab\epsilon^2 = \hbar^2 \). Let us estimate the dimensional parameters \((a, b)\). In non-relativistic point mechanics, a typical molecule has mass of \( 10^{-26} \) kg and random velocity of \( 10^3 \) m/s. The uncertainty in the measurement of such velocities can be safely put at order of \( 10^0 \) to \( 10^1 \). Thus the uncertainty in momentum, which is equal to \( \sqrt{b}\epsilon \) is of the order of \( 10^{-26} \) to \( 10^{-25} \). Using the uncertainty principle result of \( ab\epsilon^2 = \hbar^2 \), we find \( a\epsilon \) is of the order of \( 10^{-18} \) to \( 10^{-16} \) and the uncertainty in the measurement of the coordinate is equal to \( 10^{-9} \) to \( 10^{-8} \) m, the size of the molecule. At the atomic quantum level, the mean lifetime of a state is of the order of nanoseconds and must be longer for molecular transitions, thus a time slicing in point mechanical processes at the order of \( 10^{-6} \) to \( 10^{-7} \) should already be small giving a of the order of \( 10^{-11} \). The parameter \( b \) must then be of the order of \( 10^{-40} \), its really small value primarily due to the smallness of the molecular mass. Both parameters are way too small compared to unity although having a broad range of infinitesimal values. Furthermore, they yield uncertainty measurements that are physically meaningful and taking the limit to zero for these infinitesimal values yield the relevant classical equations of motion. Thus, equation (61) reduces to

\[
G_0 = \left( \frac{\omega}{2\pi \sin(\omega t)} \right) \delta(F_1)\delta(F_2).
\] (62)

Using the functional determinant rule

\[
\delta(F_1)\delta(F_2) = \frac{\delta(\chi_1)\delta(\chi_2)}{\text{det}\Theta},
\] (63)

where the functional determinant \( \Theta \) is the determinant of the matrix given below and should be evaluated at \( \chi_1 = \chi_2 = 0 \).

\[
\Theta = \begin{pmatrix}
\delta F_1 & \delta F_1 \\
\delta F_2 & \delta F_2 \\
\delta \chi_1 & \delta \chi_2
\end{pmatrix}.
\] (64)
Thus, using (53) and (63) in (62), we see the Wigner kernel for the harmonic oscillator given by Equation (22b). We just need to argue that the extra terms given in equation (43), (59a) and (63) can be absorbed in normalization factor. This is the term

$$N = \left(\frac{1}{\epsilon^2}\right)^{N+1} (det (1 + M_0^{-1} M_c))^{-\frac{1}{2}} (det \Theta)^{-1},$$

(65)

where $\epsilon \to 0$, $N \to \infty$, each term in the matrix $\Theta \to 0$ and $det (1 + M_0^{-1} M_c)$ is order 1.

Doing the same thing for the free particle, there are similar steps mirroring equations (44) to (65) with the exception of the absence of equations similar to equations (59a) and (59b) because the matrix $M$ corresponding to equation (57) can be exactly diagonalized with diagonal terms $-\frac{1}{a} \frac{d^2}{dt^2}$ and $-\frac{1}{b} \frac{d^2}{dt^2}$. Corresponding to equations (60), (53a) and (53b) are

$$det^{-\frac{1}{2}} \left( -\frac{1}{a} \frac{d^2}{dt^2} \right) = a^{\frac{N}{2}} \left( \frac{1}{2\pi t} \right)^{\frac{1}{2}},$$

(66a)

$$\chi_1 = p + \frac{m}{t} (x - x') \approx 0,$$

(66b)

$$\chi_2 = p' + \frac{m}{t} (x - x') \approx 0.$$  

(66c)

Using these equations in the corresponding equations to equations (62) to (64), we find the Wigner kernel for the free particle given by equation (22a).

This completes the alternative derivation of the Wigner kernel for the free particle and the harmonic oscillator.

VI. CONCLUSION

In this paper, we presented the path-integral solutions to the Liouville and Wigner equations. The solution requires solving for the Wigner and Liouville kernels and we presented two expressions for these given by equations (14) and (18b). The main part of the paper is to show that these two expressions are identical perturbatively. The perturbative solution needs the Wigner kernel for exact problems like the free particle and harmonic oscillator. These are known in the literature and the answers we gave in equations (22a) and (22b) are derived using equation (18b). We also presented an alternative way of deriving these exact kernels in Section V.

Since the paper addresses how to solve for the distribution, the natural next step is to apply the method. One possibility is to apply it to transport problems, say in quantum
electronics. Another is to apply the method to solving the distribution function of a realistic potential like the van der Waal problem. An immediate interesting question is to understand the link between the solutions for the exact kernels given by equations (22a) and (22b). These kernels were solved in earlier papers using canonical transformations, then using the quantum mechanics kernel using equation (18b) and finally directly by path-integral as shown in Section V.
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