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ABSTRACT

This paper introduces a two-phase deep feature calibration framework for efficient learning of semantics enhanced text-image cross-modal joint embedding, which clearly separates the deep feature calibration in data preprocessing from training the joint embedding model. We use the Recipe1M dataset for the technical description and empirical validation. In preprocessing, we perform deep feature calibration by combining deep feature engineering with semantic context features derived from raw text-image input data. We leverage LSTM to identify key terms, NLP methods to produce ranking scores for key terms before generating the key term feature. We leverage wideResNet50 to extract and encode the image category semantics to help semantic alignment of the learned recipe and image embeddings in the joint latent space. In joint embedding learning, we perform deep feature calibration by optimizing the batch-hard triplet loss function with soft-margin and double negative sampling, also utilizing the category-based alignment loss and discriminator-based alignment loss. Extensive experiments demonstrate that our SEJE approach with the deep feature calibration significantly outperforms the state-of-the-art approaches.
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1 INTRODUCTION

The cross-modal embedding learning problem belongs to the family of unsupervised learning [24] and it aims to train a multi-modal joint embedding model over an unlabeled multi-modal dataset, such as Recipe1M [19], by mapping features of different modalities onto the same latent space for similarity-based assessment, such as cross-modal retrieval. Most recipes provide ingredients with their quantities and cooking instructions on how ingredients are prepared and cooked (e.g., steamed or deep-fried), providing a new source of references for food intake tracking and health management. Among the few proposals to address the cross-modal embedding problem using Recipe1M, most of the recent approaches utilize the same embedding learning process to obtain the recipe and image embedding as that of [19], while differ mainly in similarity metric learning to regulate the joint embeddings for the cooking recipe and food image. However, few existing approaches have utilized the feature engineering techniques to incorporate the additional semantics in the input recipe and image data into the modality-specific embedding learning and joint embedding loss optimization.

In this paper, we argue that calibrating the modality-specific embeddings by leveraging the additional semantics from the input data can effectively optimize the modality-specific embedding learning and regulate the cross-modal similarity loss function during iterative learning of the cross-modal joint embedding. We present a novel two-phase deep feature calibration framework for efficient learning of Semantics Enhanced text-image cross-modal Joint Embedding, coined as SEJE. This paper makes three main contributions. First, in data preprocessing, we introduce the LSTM-based key term extraction module, term rating module and term embedding module to identify those key terms that can uniquely distinguish its recipe from other recipes and utilize the sentence embedding module to generate a vector representation for each sentence in the cooking instruction of the input recipe, prior to the LSTM-based recipe embedding learning process. Second, we also develop the image category classifier module and term embedding module to incorporate the additional semantics into the image embedding, and iteratively align the image embedding semantically closer to the associated recipe embedding in the learned joint latent space. Third, we propose the deep feature calibrated loss optimizations to regulate the joint embedding learning, comprising an improved batch-hard triplet loss empowered with soft-margin function and double negative sampling strategy, category-based alignment loss and discriminator-based alignment loss, which boost the efficiency and performance of cross-modality joint embedding learning. Extensive experiments are conducted for cross-modal retrieval tasks on the Recipe1M benchmark dataset. The evaluation results show that empowered by the two-phase deep feature calibration techniques, our SEJE approach outperforms existing representative methods.
in terms of both image-to-recipe and recipe-to-image cross-modal retrieval performance.

2 RELATED WORK

The first large-scale corpus of structured recipe dataset is introduced in JESR [19], which proposes to learn a joint embedding by combining a pairwise cosine loss with a semantic regularization constraint. A few follow-up efforts improve the result of JESR by upgrading the cosine similarity between the recipe text embedding and the image embedding, while adopting the same LSTM networks and CNN networks to generate the recipe embedding and image embedding respectively. AMSR [3] improves JESR by combining hierarchical attention on the recipes with a simple triplet loss for joint embedding. AdaMine [2] optimizes the simple (batch-all) triplet loss with a class-level triplet loss and zero triplets removal strategy. ACME [23] further improves AdaMine and JESR by extending the joint optimization with adversarial cross-modal embedding [22] and a hard sample mining strategy. Recipe Retrieval with visual query of ingredients (Img2Img+JESR) [13], Recipe Retrieval with GAN (R²GAN) [26] and Modality-Consistent Embedding Network (MCEN) [5] are recent additions, although they cannot outperform ACME and AdaMine.

3 SEMANTICS ENHANCED JOINT EMBEDDING

Let $R$ and $V$ denote the recipe domain and image domain respectively. For a set $T$ of recipe-image pairs $(r_i, v_j)$, where a recipe $r_i \in R$ and an image $v_j \in V$ ($1 \leq i \leq T$), we want to jointly learn two embedding functions, $E_r : V \rightarrow \mathbb{R}^d$ and $E_v : R \rightarrow \mathbb{R}^d$, which encode each pair of raw recipe and food image into two $d$-dimensional vectors in the latent representation space $\mathbb{R}^d$. The two embedding functions should satisfy the following condition: For $1 \leq i, j \leq T$, the distance between a recipe $r_i$ and an image $v_j$ in the latent $d$-dimension embedding space should be closer when $i = j$ and more distant when $i \neq j$.

We argue that in order to ensure efficient learning of the two embedding functions: $E_r$ and $E_v$, we need to perform both deep feature calibrations in the data preprocessing phase (Phase I) and joint embedding learning phase (Phase II). In Phase I of SEJE, we combine LSTM, deep NLP models, wideResNet50 and word2vec to extract key term semantics and sequence semantics from recipe title, ingredients, cooking instructions, and image category semantics from associated food images. In Phase II of SEJE, we leverage the semantic features extracted from Phase I for dual purposes: (1) to enhance the quality of each modality-specific embedding to more accurately capture the semantic association of input recipe-image pair; and (2) to improve the joint embedding loss optimization. Figure 1 gives a sketch of our SEJE framework.

In data preprocessing, we introduce the LSTM-based key term extraction module, the term rating module and the term embedding module to preprocess the training data in three steps: (i) identifying the discriminative key terms in the recipe text, which can uniquely distinguish this recipe from other recipes in the million recipes dataset, (ii) generating a vector representation for each key-term (such as key ingredients in a recipe), and generating a vector representation for each sentence in cooking instruction of the input recipe; and (iii) generating a vector representation of the semantic category or caption description for each image in the input data. The vectors for recipe text will be fed to the text embedding module and the vectors for the image in the same recipe will be fed together with the image pixel vector representation into the image embedding module during joint embedding training. Then deep feature calibrated loss optimization will be applied.
Figure 2: The workflow of extracting the ingredient entities is depicted in the dashed box for the given recipe and the matched food image is listed on the left.

3.1 Deep Calibration for Preprocessing

In this work, we mainly extract and leverage three semantic features from the raw input data: recipe instruction semantics, key term semantics and image category semantics.

3.1.1 Recipe Instruction Semantics. Considering each recipe has a list of cooking instructions that are quite lengthy, using a single LSTM is not appropriate to obtain the overall instruction embedding since the gradients might be diminished over so many time steps. Therefore, we first obtain the word-level semantics feature of each instruction sentence by a pre-trained instruction sentence embedding model, which is a product of the auto-encoder model built upon LSTM and skip-thoughts [11] that encodes a sentence and uses its encoding as context when predicting its previous and next sentences. Then the obtained sequence of each instruction sentence semantics feature is fed into the recipe embedding learning process.

3.1.2 Recipe Key Term Semantics. The recipe key term semantics feature is utilized to capture the level of discrimination significance contributed by each key term to its recipe text. The inherent problem of LSTM-based existing works is that they learn every word in a recipe similarly, overlooking the fact that some descriptions of words are not visually observable w.r.t. the corresponding food images, or not discriminative with respect to either the recipe (e.g., sugar, salt) or the way of being used in the cooking instruction. The recipe semantics embedding can be leveraged to correct errors made in sequence feature engineering, which are obtained by a pre-trained recipe semantics encoder with three main components: key term extraction module, term rating module and term embedding module.

Key term extraction module. The key terms are broadly divided into ingredients (e.g., pork), cooking utensils (e.g., pan) and actions (e.g., stir). In order to extract the ingredients, we use the bi-directional LSTM networks to analyze the word sequence of each ingredient in the list, such as “half pound ditali pasta”, and learn to identify and extract those word sequences that are ingredients with high probability, like “ditali pasta”. Then we perform binary logistic regression on the extracted word sequence set to produce two clusters, labeled as true or false in the context of core ingredients. Those with true labels are regarded as the ingredient entities to the recipe. Instead of bluntly removing those word sequences labeled as false in the existing works, we collect all the true ingredient entities in the whole dataset and reexamine every false labeled word sequence if there is any true ingredient entity. If yes, we will also extract this ingredient entity from the false word sequence to make sure that we do not miss any true ingredient entity. Figure 2 shows an illustration of using the true extracted LSTM results to reexamine those word sequences marked as “false”, and correct errors of feature learning via LSTM ingredient entity extractor, effectively recovering important ingredient entities that would otherwise be missed, e.g., “red_kidney_beans”. As for the cooking utensils and actions, we resort to the part-of-speech tagging approach [12] to extract the nouns and verbs in the whole recipe text where the ingredient entities are removed in advance.

Term rating module. After getting the key terms from the key term extraction module, we need to identify the terms that can uniquely distinguish its recipe from other recipes since the discrimination significance contributed by each term to its recipe is different. We achieve this purpose by using a term rating algorithm (e.g., TFIDF [18], TextRank [15] or BERT [4] based approach) and assign each key term with a significance weight. TFIDF and TextRank can obtain the representative terms for the recipe considering the occurrence frequency, while BERT based approach mainly focuses on the semantic correlation between each term and its recipe text. Based on the results in Section 4, using TFIDF approach can get better performance in our work.

Term embedding module. To get the term embedding for each extracted key term, a word2vec model [16] is trained over the recipe texts in the training data, based on the Continuous Bags of Words (CBOW) model framework. Every word in the training recipe corpus can obtain its 300-dimension word2vec vector through the learned word embedding matrix, which captures the word sequence patterns in the text recipes. By combining the word2vec vectors of all the key terms from the term embedding module, weighted by their significance weight values from the term rating module, we get the recipe key term semantics feature.

3.1.3 Image Category Semantics. For learning food image embedding, most of the existing methods resort to pre-trained CNN networks as image encoders, e.g., VGG-16 [21] and ResNet-50 [8]. Unfortunately, the neural features learned directly from the pixel grid of food image fails to capture the fact that the food images corresponding to a cooking recipe may have different visual appearances due to different ways of using ingredients, different decorations and background. We address this problem by exploring semantic knowledge about food images in the recipe training dataset by a
pre-trained image semantics encoder to iteratively align the image embedding closer to the associated recipe text embedding in the common latent representation space for learning a high-quality joint embedding. For example, to capture the inherent semantic relationship between recipe text embedding and image embedding, we extract the image category semantics from the food images by leveraging the Food-101 classifier [1] to strengthen the alignment between the recipe text embedding and the food embedding model. The pre-trained image semantics encoder consists of two modules: image category classifier module and term embedding module. We pre-train an image category classifier using WideResNet-50 [25] on the food101 dataset in the *image category semantics module*, which will predict one of the 101 food categories for a food image. The *term embedding module* here is the same as the module in the recipe encoder, which can generate a word2vec representation for the predicted category label from the image category semantics module.

### 3.2 Calibrated Joint Embedding Learning

This Phase II deep feature calibration for joint embedding learning will train a joint embedding model on the entire training recipe set by first leveraging the Phase I calibration to preprocess the raw training data. The joint embedding model learns the recipe text embedding, the image embedding, and the joint embedding loss function concurrently by taking one recipe training data at a time. For each recipe training input, it has the raw text component (title, ingredient list, cooking instructions) and raw image component. The former is preprocessed by the pre-trained models from Phase I calibration to produce (i) the set of key term embeddings, one for each key ingredient, and (ii) the list of LSTM sequence embeddings, one for each cooking instruction sentence, which will be the preprocessed training input for joint embedding learning. Similarly, the raw image component will be preprocessed to produce the image semantic category embedding, which would be fed into the image embedding learning and joint embedding loss function in the Phase II calibration.

#### 3.2.1 Learning Text Embedding

The text embedding learning takes two types of inputs for each recipe input in the training set: the sequence of sentence embeddings for recipe instruction, and the list of key term embeddings (e.g., in 300 dimensions), weighted by their corresponding key-term rating scores. The former is fed into an LSTM model to learn the recipe instruction embedding, say in the latent representation of 1024 dimensions. The latter is fed into a fully-connected layer to obtain the recipe ingredients embedding in the same latent dimension as the LSTM instruction sequence embedding (e.g., 1024) for the same recipe. Finally, the text embedding for this recipe is learned by taking the concatenation of the embedding for both the key terms and the LSTM-based instruction sentence sequence embedding, and producing the latent recipe text representation in the cross-modal joint embedding space through a fully connected layer.

#### 3.2.2 Learning Image Embedding

Similarly, the raw image is prepared in the required pixel resolution and fed into the ResNet50 auto-encoder to learn the image pixel embedding. In addition, the raw image is also preprocessed to produce the image category semantics embedding (e.g., 300 dimensions) using the pre-trained model from Phase I calibration. Both embeddings are finally fed as concatenation to a fully connected layer to output the image embedding for this training recipe, which together with the text embedding for the same recipe will be fed into the learning of joint embedding loss function.

#### 3.2.3 Joint Embedding Loss Optimization

To efficiently optimize the learning of joint embedding loss function, we design the primary loss function by the soft-margin based batch-hard triplet loss empowered with a novel double-negative sampling strategy, denoted as $L_{TRI}$, and further enhanced by incorporating two auxiliary loss regularizations: category-based alignment loss on both cooking recipe and food image $L_{CA}$, and discriminator based alignment loss $L_{DA}$. We define the overall objective function for joint embedding loss optimization as follows:

$$L = L_{TRI} + \lambda_1 L_{CA} + \lambda_2 L_{DA}$$

(1)

where $\lambda_1$, $\lambda_2$ are trade-off hyper-parameters.

**Double negative sampling and soft-margin optimized batch hard triplet loss.** Triplet loss [9] is calculated on the triplet of training samples $(x_a, x_p, x_n)$, where $x_a$ represents a feature embedding as an anchor point in one modality and is used as the ground truth to evaluate the corresponding modality embedding, $x_p$ and $x_n$ denote the positive and negative feature embeddings from the other modality. The triplet loss optimization is to ensure that the positive instance in one modality should be close to the anchor point in the other modality, and the negative instance in one modality should be distant from the anchor point in the other modality. By selecting the hardest positive and negative samples for each anchor point within every batch when calculating the triplet loss, Hermans [9] shows that it often outperforms the *batch-all triplet loss*, which is based on the average distance from all negative examples to the anchor point. In our work, we first optimize the batch-hard triplet loss [9] by introducing double negative sampling: given an anchor point of one modality and its other modality as the positive sample, among the remaining negative instances in the batch, we select the hardest negative instance using two constraints: closest to the anchor point in the joint embedding space and yet with different category label. Second, we use the softplus function $\ln(1 + \exp(y(\cdot + m)))$ as a smooth approximation to replace the hinge function $[m + \cdot]_+$ used in existing works [2, 3, 23], which assumes that the distance between the anchor point and negative instance is always larger than the distance between the anchor and positive instance by a fixed margin $m$. Our soft-margin based approach improves the hinge with an exponential decay instead of a threshold-based hard cut-off, which is given as:

$$L_{TRI} = \sum_{i=1}^{N} \ln(1 + e^{y(d(E_{r_i}^{p}, E_{r_i}^{p}) - \min d(E_{r_i}^{p}, E_{r_i}^{n}) + m)}) + \sum_{i=1}^{N} \ln(1 + e^{y(d(E_{r_i}^{p}, E_{r_i}^{n}) - \min d(E_{r_i}^{p}, E_{r_i}^{n}) + m)})$$

(2)

where $d(\cdot)$ measures the Euclidean distance between two input vectors, $N$ is the number of the different recipe-image pairs in a
batch, subscripts $a$, $p$ and $n$ refer to anchor, positive and negative instances respectively, $E_r$, $E_v$ refer to the embeddings of the recipe and image in the $i$-th recipe-image pair respectively, $y$ is the scaling factor and $m$ denotes the margin of error in the triplet loss.

Category-based alignment loss. The category-based loss regularizations on both learned recipe and image embeddings aim to reduce the cross-entropy loss between each of the $N$ modality-specific embeddings and the corresponding category from the total of $N_c$ categories obtained from the recipe text and the associated food image (recall $L_{CA-R}$ and $L_{CA-V}$ in Figure 1). SEJE assigns every recipe-image pair to one of the 1005 category labels learned from text mining analysis on the whole recipe text and the image category classifier module in the Phase I deep feature calibration, avoiding assigning background labels to a large percentage of recipe-image pairs, as in existing approaches [2, 3, 19, 23]. This cross-modal category distribution alignment between the textual recipe and visual image is utilized as a regularization to our primary joint embedding loss optimization $L_{TRI}$. The category-based loss regularization is applied to both image and recipe as follows:

\[
L_{CA} = L_{CA-R} + L_{CA-V} \\
L_{CA-R} = - \sum_{i=1}^{N} \sum_{t=1}^{N_c} N_{c} \gamma \log \left( \frac{y_{R}^{t}}{\sum_{i=1}^{N} N_{c} \gamma \log \left( \frac{y_{R}^{t}}{y_{R}^{t}} \right)} \right) \\
L_{CA-V} = - \sum_{i=1}^{N} \sum_{t=1}^{N_c} N_{c} \gamma \log \left( \frac{y_{V}^{t}}{\sum_{i=1}^{N} N_{c} \gamma \log \left( \frac{y_{V}^{t}}{y_{V}^{t}} \right)} \right)
\]

where $L_{CA-R}$ is the loss of regularization on the recipe embedding, while $L_{CA-V}$ is on the image embedding. $N_c$ is the number of category labels, $N$ is the number of the different recipe-image pairs in a batch, $y_{R}^{t}$ and $y_{V}^{t}$ are the true and estimated probabilities that the $i$-th recipe embedding belongs to the $t$-th category label, and similarly, $y_{R}^{t}$ and $y_{V}^{t}$ are defined for image embedding.

Discriminator based alignment loss. To further reduce possible errors inherent in our primary triplet loss ($L_{TRI}$), we also use the discriminator based alignment loss as another regularization, which utilizes the competing strategy like those in GAN [6] with the gradient penalty [7]. Concretely, as a part of the joint embedding learning, we train a discriminator model such that given an embedding from one modality, this discriminator can tell whether it is from the image or the recipe text, which is against the goal of a good-quality joint embedding learning. If the trained discriminator cannot accurately discriminate the embedding of one modality from the embedding of the other modality, it indicates that our joint embedding learning is effective and the learned embedding distributions for matched recipe-image pairs are too close in their joint latent space $\mathbb{R}^{d}$ for the discriminator to tell them apart. Since the recipe and image embeddings play the same role during the discriminator learning, we select the image embedding as the target of the learned discriminator, which means receiving image embeddings, the learned discriminator would give a high confidence value while recipe embedding would result in low confidence value. The higher confidence values for recipe embeddings are obtained by our image discriminator (note that the confidence values of image embeddings do not need to be low), the more aligned the distributions of recipe embeddings and image embeddings are in the latent embedding space $\mathbb{R}^{d}$. The discriminator networks used here are made up of three fully-connected layers. The loss for the discriminator networks $L_D$ and the cross-modal discriminator based alignment loss are given as:

\[
L_D = \sum_{i=1}^{N} \log(F_D(E_R(r_i))) + \log(1 - F_D(E_V(v_i))) + \lambda_D(\|\nabla_x F_D(x)\|_2 - 1)^2 \\
L_{DA} = \sum_{i=1}^{N} \log(1 - F_D(E_R(r_i)))
\]

where $F_D(\cdot)$ is the function of our trained discriminator, whose output is the confidence value that it distinguishes the input embedding as the image embedding, $N$ is the number of the different recipe-image pairs in a batch, $\lambda_D$ is the trade-off parameter, $x_i$ is a random interpolation between the $i$-th recipe embedding $E_R(r_i)$ and image embedding $E_V(v_i)$.

4 EXPERIMENTS

Dataset and Evaluation Metrics. We evaluate the effectiveness of different approaches on the Recipe1M dataset, consisting of over 800K recipes (title, list of ingredients and cooking instructions) and 1 million associated food images. Experiment setup follows the literature: (i) Sample 10 unique subsets of 1k or 10k matching recipe-image pairs from the test set. (ii) Use each item in one modality as a query (e.g., an image), and rank instances in the other modality (e.g., recipes) by the Euclidean distance between the query embedding and each candidate embedding from the other modality in the test set. (iii) Calculate the median retrieval rank (MedR) and the recall percentage at top K (R@K), i.e., the percentage of queries for which the matching answer is included in the top K results ($K=1,5,10$). Note that even though many loss regularizations are added in our framework, these optimizations are only performed at the training stage but not in the testing stage. Seven baselines are considered: JESR, Img2img+JESR, AMSR, AdaMine, R²GAN, ACME and MCEN.

Implementation Details. Public word2vec toolkit ¹ is used to train the Continuous Bag-of-Words (CBOW) version of word2vec model [17] on the corpus of recipe texts in the Recipe1M dataset. The part-of-speech tagging used in this work is implemented by the publicly available Python library TextBlob ². The dimensions of joint embedding and word2vec embedding are set as 1024 and 300 respectively. Since these hyper-parameters are very critical for the final performance, we have experimentally evaluated their impacts and made an observation that the best results can be obtained when $\lambda_1 = 0.005$, $\lambda_2 = 0.005$, $m$ in Equation 2, $\lambda_D$ in Equation 4 are set as 0.005, 0.005, 16, 0.0 and 10 respectively. Adam optimizer [10] is employed for model training with the initial learning rate set as $10^{-4}$ in all experiments, with the mini batch size of 100. All deep neural networks are implemented on the PyTorch platform and trained on a single Nvidia Titan X Pascal server with 12GB of memory. When using the trained cross-modal embedding model to perform recipe-image cross-modal retrieval, it takes only about 0.13 seconds to perform a cross-modal retrieval on the 1k test set, and about 1.5 seconds on the 10k test set.

¹https://code.google.com/archive/p/word2vec/
²https://textblob.readthedocs.io/en/dev/
Table 1: Performance comparison of our SEJE with existing representative methods on the 1k and 10k test set. The symbol "-" indicates that the results are not available from the corresponding works.

| Size of test-set | Approaches          | Image to recipe retrieval | Recipe to image retrieval |
|------------------|---------------------|---------------------------|---------------------------|
|                  |                     | MedR | R@1 | R@5 | R@10 | MedR | R@1 | R@5 | R@10 |
| 1k               | JESR [19]           | 5.2  | 24.0| 51.0| 65.0 | 5.1  | 25.0| 52.0| 65.0 |
|                  | Img2Img+JESR [13]   | -   | -   | -   | -    | 5.1  | 23.9| 51.3| 64.1 |
|                  | AMSR [3]            | 4.6  | 25.6| 53.7| 66.9 | 4.6  | 25.7| 53.9| 67.1 |
|                  | AdaMine [2]         | 1.0  | 39.8| 69.0| 77.7 | 1.0  | 40.2| 68.1| 78.7 |
|                  | R²GAN [26]          | 2.0  | 39.1| 71.0| 81.7 | 2.0  | 40.6| 72.6| 83.3 |
|                  | MCEN [5]            | 2.0  | 48.2| 75.8| 83.6 | 1.9  | 48.4| 76.1| 83.7 |
|                  | ACME [23]           | 1.0  | 51.8| 80.2| 87.5 | 1.0  | 52.8| 80.2| 87.6 |
|                  | SEJE(TextRank)      | 1.0  | 51.9| 81.5| 88.9 | 1.0  | 53.0| 82.1| 89.1 |
|                  | SEJE(DistilBERT)    | 1.0  | 52.3| 81.6| 88.6 | 1.0  | 53.6| 82.0| 89.2 |
|                  | SEJE(BERT)          | 1.0  | 52.8| 81.7| 89.2 | 1.0  | 53.7| 82.3| 89.5 |
|                  | SEJE(RoBERTa)       | 1.0  | 54.6| 83.3| 90.4 | 1.0  | 55.2| 83.7| 90.7 |
|                  | SEJE(TFIDF)         | 1.0  | 57.2| 85.2| 91.2 | 1.0  | 57.4| 85.7| 91.7 |
| 10k              | JESR [19]           | 41.9 | -   | -   | -    | 39.2 | -   | -   | -    |
|                  | AMSR [3]            | 39.8 | 7.2 | 19.2| 27.6 | 38.1 | 7.0 | 19.4| 27.8 |
|                  | AdaMine [2]         | 13.2 | 14.9| 35.3| 45.2 | 12.2 | 14.8| 34.6| 46.1 |
|                  | R²GAN [26]          | 13.9 | 13.5| 33.5| 44.9 | 12.6 | 14.2| 35.0| 46.8 |
|                  | MCEN [5]            | 7.2  | 20.3| 43.3| 54.4 | 6.6  | 21.4| 44.3| 55.2 |
|                  | ACME [23]           | 6.7  | 22.9| 46.8| 57.9 | 6.0  | 24.4| 47.9| 59.0 |
|                  | SEJE(TextRank)      | 6.0  | 21.9| 47.2| 59.2 | 6.0  | 22.8| 48.1| 59.9 |
|                  | SEJE(DistilBERT)    | 6.0  | 22.7| 48.3| 60.1 | 6.0  | 23.7| 48.8| 60.5 |
|                  | SEJE(BERT)          | 6.0  | 23.2| 48.8| 60.6 | 6.0  | 24.0| 49.6| 61.2 |
|                  | SEJE(RoBERTa)       | 5.0  | 24.0| 50.3| 62.2 | 5.0  | 24.9| 50.8| 62.6 |
|                  | SEJE(TFIDF)         | 5.0  | 26.3| 53.2| 64.9 | 4.9  | 27.0| 53.7| 65.3 |

4.1 Cross-Modal Retrieval Performance

We evaluate the performance of our SEJE approach for image-to-recipe and recipe-to-image retrieval against baselines in Table 1. The results of JESR, Img2Img+JESR, AMSR, AdaMine, R²GAN, ACME and MCEN are from [2, 3, 5, 13, 19, 23, 26] for the fair comparison. We observe that SEJE consistently outperforms all baselines for both image-to-recipe and recipe-to-image queries on 1k and 10k test data, showing the effectiveness of using the deep feature calibration techniques to incorporate the additional semantics for further optimizing the cross-modal joint embedding learning. We also evaluate different term rating algorithms used in the term rating module: TFIDF, TextRank and three popular BERT models, which are standard BERT [4], DistilBERT [20] and RoBERTa [14].

![Image to Recipe Retrieval by SEJE](image-url)

Figure 3: The results of image-to-recipe retrieval by SEJE approach on the 10k test set. The common or similar ingredients in the true recipe and top retrieved recipe are highlighted in red.
The results are reported in Table 1 under SEJE sections, which indicates that selecting the TFIDF approach in the term rating module can yield the best accuracy in our work.

### 4.2 Visualization Results

We provide some visualization results of SEJE for both image-to-recipe and recipe-to-image retrieval tasks on the 10k dataset in Figure 3 and Figure 4 respectively. Figure 3 shows the ground truth recipes and the top retrieved recipes based on 6 different image queries. We consider two recipe categories: cheese cake and pad thai, and in each category we list three image queries. It shows that almost all the significant ingredients of the true recipes and visual components in the image queries also appear in the top retrieved recipes. Figure 4 visualizes the results of retrieving the top 5 images using three different recipe queries. In all cases, most of the retrieved images share similar ingredients to the ground truth images and contain the visual component as suggested by the category label. In the first example, all the retrieved images contain the visual component of stuffed chicken, as suggested by the category label. In the second example, all the top 5 results can be recognized as sushi and visually similar to the ground truth image. All the retrieved images in the third example are visually similar and all are about pizza. Figure 3 and Figure 4 further illustrate the effectiveness of our SEJE approach for text-image joint embedding learning and the two-phase deep feature calibration can boost the accuracy of the cross-modal retrieval task.

### 4.3 Ablation Study

We evaluate the contributions of each core component in our two-phase deep feature calibrated SEJE approach using image-to-recipe retrieval. Table 2 reports the results. We use SEJE-b to denote the naive SEJE baseline with the simple batch-all triplet loss and without our proposed phase I preprocessing. We then incrementally add one component at a time. First, we analyze the gains from employing the semantic calibration on image and recipe to leverage the additional image and recipe semantics respectively, i.e., CalR and CalG, and the text calibration incorporates the term rating algorithm by TFIDF. We use P I to represent that the phase I deep feature calibration techniques for both image and text are employed. Then we add the category-based alignment loss regularizations CA on both recipe and image embeddings, and we also list the results of employing the category-based alignment loss with the original category labels proposed in JESR (denoted as CA(-)). Next, we add the cross-modal discriminator-based alignment loss regularization DA. Then we replace the simple batch-all triplet loss in SEJE-b with our double negative sampling and soft-margin optimized batch-hard triplet loss, denoted by TRI. And we also report the results of employing the standard batch-hard triplet loss (denoted as TRI(-)) to compare with our optimized batch-hard triplet loss. Finally, we add the complete phase II deep feature calibrated joint embedding, coined P II. Table 2 shows that each proposed component positively contributes towards improving the cross-modal alignment between recipe text and food image, effectively boosting the overall performance of cross-modal retrieval.

### Table 2: Evaluation of contributions of different components in the SEJE framework for the image-to-recipe retrieval on the 1k test-set.

| Component | Image to recipe retrieval |
|-----------|---------------------------|
| MedR      | R@1 | R@5 | R@10 |
| SEJE-b    | 4.1 | 25.9 | 56.4 | 70.1 |
| SEJE-b+CalR | 3.4 | 28.1 | 59.5 | 73.1 |
| SEJE-b+P I | 3.0 | 29.4 | 60.0 | 73.4 |
| SEJE-b+P II | 3.0 | 30.5 | 61.6 | 75.2 |
| SEJE-b+P I+CA(-) | 2.5 | 32.6 | 68.2 | 80.3 |
| SEJE-b+P I+CA | 2.3 | 33.5 | 68.4 | 80.9 |
| SEJE-b+P I+DA | 2.5 | 36.0 | 65.2 | 77.3 |
| SEJE-b+P I+TRI(-) | 2.0 | 46.5 | 78.1 | 86.7 |
| SEJE-b+P I+TRI | 1.6 | 47.7 | 78.6 | 87.3 |
| SEJE-b+P I+ P II | 1.0 | 57.2 | 85.2 | 91.2 |

Figure 4: The results of recipe-to-image retrieval by SEJE approach on the 10k test set. The matched images are boxed in red.
Table 3: Evaluation of contributions of each component in the extracted key terms on the 10k test-set.

| Components       | Image to recipe retrieval | Recipe to image retrieval |
|------------------|---------------------------|---------------------------|
|                  | MedR↓ R@1↑ R@5↑ R@10↑    | MedR↓ R@1↑ R@5↑ R@10↑    |
| ingredient       | 5.0 25.0 51.4 63.1        | 5.0 26.1 52.0 63.4        |
| ingredient+utensil| 5.0 25.6 52.2 64.1        | 5.0 26.4 52.5 64.2        |
| ingredient+utensil+action | 5.0 26.3 53.2 64.9      | 4.9 27.0 53.7 65.3        |

Table 4: Performance comparison of our SEJE using different key term filters on the 10k test set. The symbol "-" indicates that the results don’t use the key term filter.

| Term Rating Algorithm | Threshold | Image to recipe retrieval | Recipe to image retrieval |
|----------------------|-----------|---------------------------|---------------------------|
|                      |           | MedR↓ R@1↑ R@5↑ R@10↑    | MedR↓ R@1↑ R@5↑ R@10↑    |
| RoBERT               | 0.05      | 5.0 24.0 50.3 62.2        | 5.0 24.9 50.8 62.6        |
|                      | 0.10      | 5.0 24.2 50.4 62.5        | 5.0 25.3 51.2 62.7        |
|                      | 0.15      | 5.0 24.0 50.3 62.0        | 5.0 25.0 50.8 62.6        |
| TFIDF                | 0.05      | 5.0 26.3 53.2 64.9        | 4.9 27.0 53.7 65.3        |
|                      | 0.10      | 5.0 26.1 53.1 64.8        | 5.0 26.7 53.7 65.2        |
|                      | 0.15      | 6.0 22.7 48.0 59.9        | 6.0 23.5 49.1 60.4        |

4.4 Effect of Term Extraction and Ranking

As claimed in the introduction of the key term extraction module, the extracted key terms from the recipe text during the data preprocessing can be broadly divided into three types: ingredient entities, cooking utensils and actions. In this section, we want to investigate the significance of employing term extraction and term rating score on each type of key terms on the overall performance of SEJE.

4.4.1 Evaluation of Each Key Term Component. Here we want to evaluate the contributions of each core component in our extracted key terms. Specifically, we set our SEJE approach that only extracts the ingredients and adopts the TFIDF approach as the term rating algorithm as the bare bone baseline. Then we incrementally add one component of the cooking utensils and actions at a time. Table 3 reports the results. It shows that every proposed component positively contributes towards improving the cross-modal alignment between recipe text and food image and boosting the overall performance of cross-modal retrieval.

4.4.2 Evaluation of the Key Term Filter. In order to capture the level of discrimination significance contributed by each key term to its recipe text, we assign different weight to each key term extracted from the recipe text by several term rating algorithms (i.e. TextRank, BERT based approach and TFIDF). The more discriminative the key term is for its recipe, the higher weight it should be given. Since the terms with very low weights might be useless and even harmful to the quality of the learned recipe embedding, we conduct several experiments where the terms with weights lower than a threshold $k$ are removed when generating the recipe key term semantics. Recall the experimental results of using different term rating algorithms in Table 1, we can find that using the RoBERT model and TFIDF approach can get better performance. Therefore, we validate our assumption that using the key term filter to remove those key terms with low weight might improve the quality of the recipe embedding learning based on the RoBERT model and TFIDF approach. The results are reported in Table 4, which indicate that using the key term filter on the RoBERT based term rating algorithm can boost the performance when the weight threshold is set as 0.05, while the key term filter can not benefit the TFIDF based term rating algorithm.

5 CONCLUSION

We have presented SEJE, a two-phase deep feature calibration framework for learning cross-modality joint embedding with the semantics enhanced feature embeddings and loss optimizations. Our SEJE method can extract and incorporate the additional semantics in both cooking recipe text and food image to capture more discriminative properties of input recipe text and its associated food image, and semantically align the learned recipe and image embeddings. By further integrated with soft-margin optimized batch-hard triplet loss with the double negative sampling strategy as the primary loss and the category-based alignment loss and discriminative-based alignment loss as the two auxiliary loss regularizations, SEJE effectively boosts the accuracy and retrieval performance of cross-modal joint embedding learning and it outperforms the seven representative state-of-the-art methods for both image-to-recipe and recipe-to-image retrieval on Recipe1M benchmark dataset.
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