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Abstract

We study a class of quantum measurements that furnish probabilistic representations of finite-dimensional quantum theory. The Gram matrices associated with these Minimal Informationally Complete quantum measurements (MICs) exhibit a rich structure. They are “positive” matrices in three different senses, and conditions expressed in terms of them have shown that the Symmetric Informationally Complete measurements (SICs) are in some ways optimal among MICs. Here, we explore MICs more widely than before, comparing and contrasting SICs with other classes of MICs, and using Gram matrices to begin the process of mapping the territory of all MICs. Moreover, the Gram matrices of MICs turn out to be key tools for relating the probabilistic representations of quantum theory furnished by MICs to quasi-probabilistic representations, like Wigner functions, which have proven relevant for quantum computation. Finally, we pose a number of conjectures, leaving them open for future work.

1 Introduction

Let \( H_d \) be a \( d \)-dimensional complex Hilbert space, and let \( \{ E_i \} \) be a set of positive semidefinite operators on that space which sum to the identity:

\[
\sum_{i=1}^{N} E_i = I. \tag{1}
\]

The set \( \{ E_i \} \) is a positive-operator-valued measure (POVM), which is the mathematical representation of a measurement process in quantum theory. Each element in the set — called an effect — stands for a possible outcome of the measurement [1, §2.2.6]. A POVM is said to be informationally complete (IC) if the operators \( \{ E_i \} \) span the space of Hermitian operators on \( H_d \), and an IC POVM is said to be minimal if it contains exactly \( d^2 \) elements. For brevity, we can call a minimal informationally complete POVM a MIC.

Consider the Gram matrix of MIC elements, that is, the matrix \( G \) whose entries are given by

\[
[G]_{ij} := \text{tr} (E_i E_j). \tag{2}
\]

A matrix \( G \) of this type is “positive” in three senses of the word. First, each element is nonnegative. Second, \( G \) is positive definite, since it is the Gram matrix of a basis on the operator space. Third, it is constructed from inner products of objects that are themselves positive semidefinite.

Of particular note among MICs are those which enjoy the symmetry property

\[
|G|_{ij} = [G_{\text{SIC}}]_{ij} := \frac{1}{d^2} \frac{d \delta_{ij} + 1}{d + 1}. \tag{3}
\]

These are known as symmetric informationally complete POVMs, or SICs for short [2, 3, 4, 5]. In addition to their purely mathematical properties, SICs are of central interest to the technical side of QBism, a research...
program in the foundations of quantum mechanics [6, 7, 8, 9]. Investigations motivated by foundational concerns led to the discovery that SICs are in many ways optimal among MICs [10, 11, 12]. In this paper, we elaborate upon some of those results and explore the conceptual context of MICs more broadly.

In quantum physics, the Born Rule is a key step in the calculation of probabilities. The common way of presenting the Born Rule suggests that it fixes probabilities in terms of more fundamental quantities, namely quantum states and measurement operators. QBism, however, has promoted a change of viewpoint. From this new perspective, the Born Rule should be thought of as a consistency condition between the probabilities assigned in diverse scenarios — for instance, probabilities assigned to the outcomes of complementary experiments. The bare axioms of probability theory do not themselves impose relations between probabilities given different conditionals: In the abstract, nothing ties together \( P(E|C_1) \) and \( P(E|C_2) \). Classical intuition suggests one way to fit together probability assignments for different experiments, and quantum physics implies another. The discrepancy between these standards encapsulates how quantum theory departs from classical expectations [13]. By studying the full lay of the land of MICs, we hope to find a probabilistic representation of the Born Rule which picks out the cleanest statement of the quantum-classical divide in all its nuance.

In the next section, we introduce the fundamentals of quantum information theory and the necessary concepts from linear algebra to prove basic results that apply to all MICs. We also deduce a condition in terms of matrix rank for when a set of vectors in \( C^d \) can be fashioned into a MIC. Then, in Section 3, we show how to construct several classes of MICs explicitly, and we start the process of exploring the triply-positive matrices associated with them. We carry on with this task in Section 4, showing that in multiple ways, the SICs are optimal among MICs. To put this in a wider context, in Section 5 we investigate the triply-positive matrices of randomly-chosen MICs. The empirical eigenvalue distributions we find have intriguing features, not all of which have been explained yet. In Section 6, we relate the probabilistic representations of quantum theory furnished by MICs to quasi-probabilistic representations, such as Wigner functions, potentially relevant to the theory of quantum computation [14]. Thanks to this relation, we expect that the close study of MICs will be beneficial for understanding which resources are necessary to give quantum computation its go.

## 2 Basic Properties of MICs

We begin by briefly establishing the necessary notions from quantum information theory on which this paper is grounded. In quantum physics, each physical system is associated with a complex Hilbert space. Often, in quantum information theory, the Hilbert space of interest is taken to be finite-dimensional. We will denote the dimension throughout by \( d \). A quantum state \( \rho \) is a positive semidefinite operator of unit trace. If an experimenter ascribes the quantum state \( \rho \) to a system, then she finds her probability for the \( i^{th} \) outcome of the measurement modeled by the POVM \( \{E_i\} \) via the Hilbert–Schmidt inner product:

\[
p(E_i) = \text{tr} (\rho E_i).
\]

This formula is a standard presentation of the Born Rule. The condition that the \( \{E_i\} \) sum to the identity ensures that the resulting probabilities are properly normalized.

If the operators \( \{E_i\} \) span the space of positive semidefinite operators, then the operator \( \rho \) can be reconstructed from its inner products with them. In other words, the state \( \rho \) can be calculated from the probabilities \( \{p(E_i)\} \), meaning that the measurement is “informationally complete” and the state \( \rho \) can, in principle, be dispensed with. Any MIC can thus be considered a “Bureau of Standards” measurement, that is, a reference measurement in terms of which all states and processes can be understood [15]. Writing a quantum state \( \rho \) is often thought of as specifying the “preparation” of a system, though this terminology is overly restrictive, and the theory applies just as well to physical systems that were not processed on a laboratory workbench [16].

The extreme points in the space of quantum states are the rank-1 projection operators:

\[
\rho = |\psi\rangle\langle\psi|.
\]

These are idempotent operators; that is, they all satisfy \( \rho^2 = \rho \).

Given any MIC \( \{E_i\} \), we can always write its elements as unit-trace positive semidefinite operators with appropriate scaling factors:

\[
E_i := e_i \rho_i, \quad \text{where} \quad e_i = \text{tr} E_i.
\]
If the operators $\rho_i$ are all rank-1 projectors, we will refer to the set $\{E_i\}$ as a rank-1 MIC. We will call a MIC equal-weight when the coefficients $e_i$ are all equal. The condition that the elements sum to the identity then fixes $e_i = \frac{1}{d}$. Equal-weight MICs are of physical interest, since they represent quantum measurements that have no intrinsic bias: They map the “garbage state” $(1/d)I$ to the flat probability distribution over $d^2$ outcomes.

**Lemma 1.** If a MIC $\{E_i\}$ is equal-weight, then its $G$ matrix is proportional to a doubly stochastic matrix.

**Proof.** $G$ is always symmetric, because the trace is cyclic. We can therefore sum over either index:

$$\sum_j [G]_{ij} = \sum_j \text{tr} (E_i E_j) = \text{tr} \left( E_i \sum_j E_j \right) = \text{tr} E_i = e_i = \frac{1}{d}. \quad (7)$$

The sum over any row or column of the matrix $dG$ is therefore 1.

In order to establish some basic properties that hold for all MICs, we first recall a result of linear algebra.

**Lemma 2.** Let $A$ and $B$ be positive semidefinite operators. If $\text{tr}AB = 0$ then $AB = 0$.

**Proof.** Write $B = \sum_i b_i |i\rangle\langle i|$. Then $0 = \text{tr} AB = \sum_i b_i \langle i|A|i\rangle$. Since $A$ and $B$ are positive semidefinite, $b_i$ and $\langle i|A|i\rangle$ are nonnegative, so each term in the sum must equal zero. Thus, for each $i$, either $b_i = 0$ or $\langle i|A|i\rangle = 0$. Thus $A$ and $B$ have orthogonal supports and $AB = 0$.

Next, we recall the concept of a dual basis. Given a basis for a vector space, the dual of that basis is a set such that the inner products of a vector with the elements of the dual basis provide the coefficients in the expansion of that vector in terms of the original basis. In the familiar case when the original basis is orthonormal, the dual basis coincides with it: When we write a vector $\vec{v}$ as an expansion over the unit vectors ($\hat{x}, \hat{y}, \hat{z}$), the coefficient of $\hat{x}$ is simply the inner product of $\hat{x}$ with $\vec{v}$. One consequence of this definition is that if we expand the original basis in terms of itself, $E_i = \sum_j (\text{tr} E_i \tilde{E}_j) E_j$, linear independence of the $\{E_i\}$ implies that

$$\text{tr} E_i \tilde{E}_j = \delta_{ij}. \quad (9)$$

With the following convention, one can “vectorize” an operator:

$$\|A\| := \sum_i (A \otimes I)|i\rangle\langle i|. \quad (10)$$

The vectorized operator inner product is equal to the standard Hilbert–Schmidt inner product, so

$$[G]_{ij} = \text{tr} E_i E_j = \langle E_i\|E_j\|. \quad (11)$$

A quantity of central importance is the frame operator

$$\mathcal{F} := \sum_i \|E_i\\rangle\langle E_i\|. \quad (12)$$

The frame operator is fundamental because it allows us to move between a basis and its dual,

$$\|E_i\\rangle = \mathcal{F} \|\tilde{E}_i\\rangle. \quad (13)$$

From this and Eq. (12), we see

$$\sum_i \|\tilde{E}_i\\rangle\langle E_i\| = \sum_i \|E_i\\rangle\langle \tilde{E}_i\| = I_{d^2}. \quad (14)$$
Acting on one side by \( \|E_k\| \) and the other by \( \langle \bar{E}_i \| \) demonstrates that
\[
[G^{-1}]_{ij} = \text{tr} \bar{E}_i E_j = \langle \bar{E}_i \| \bar{E}_j \rangle.
\] (15)

It is also easy to check that
\[
F^{-1} = \sum_i \|E_i\rangle \langle \bar{E}_i\|.
\] (16)

**Lemma 3.** The frame operator and the Gram matrix of a MIC have the same spectrum.

**Proof.** To see this, form a projector out of the state \( \sum_i \|E_i\| |i\rangle \) where \(|i\rangle \) is an orthonormal basis in \( H_d^2 \) and perform partial traces over each subsystem. The results are \( G^T \) and \( F \), and so, by the Schmidt theorem, the eigenvalue spectra of \( F \) and \( G \) are equal.

We can now proceed to prove

**Theorem 1.** No element in a MIC can be proportional to an element of the MIC’s dual basis.

**Proof.** Writing the MIC as \( \{E_i\} \) and the dual basis as \( \{\bar{E}_i\} \), we can without loss of generality pick \( E_1 \) to be the element proportional to its dual, \( \bar{E}_1 \) (noting that \( E_1 \) will necessarily be orthogonal to all the other dual elements). So, assume that \( E_1 = \alpha \bar{E}_1 \). A general operator \( A \in \mathcal{L}(H_d) \) may be written as a linear combination of dual basis elements,
\[
A = \sum_{k=1}^{d^2} (\text{tr} AE_k) \bar{E}_k,
\] (17)

so we may write the element \( E_1 \) as
\[
E_1 = \sum_{k=1}^{d^2} (\text{tr} E_1 E_k) \bar{E}_k.
\] (18)

Since \( \text{tr} E_1^2 = \alpha \text{tr} E_1 \bar{E}_1 = \alpha \), we have \( (\text{tr} E_1^2) \bar{E}_1 = \alpha (1/\alpha) E_1 = E_1 \), and it follows that
\[
E_1 = E_1 + \sum_{k \geq 2} (\text{tr} E_1 E_k) \bar{E}_k \implies 0 = \sum_{k \geq 2} (\text{tr} E_1 E_k) \bar{E}_k.
\] (19)

As the \( \bar{E}_k \) are linearly independent, we must have \( \text{tr} E_1 E_k = 0 \) for all \( k \neq 1 \). By Lemma 2, this implies that \( E_1 E_k = 0 \) for all \( k \neq 1 \). This implies that the \( d^2 - 1 \) remaining \( E_k \) are operators on a \( d - \text{rank}(E_1) \) dimensional subspace. But
\[
\dim \left[ \mathcal{L}(H_d) \right] \leq (d - 1)^2 < d^2 - 1,
\] (20)

so they cannot be linearly independent.

Theorem 1 has physical meaning. In classical probability theory, we grow accustomed to orthonormal bases. For example, imagine an object that can be in any one of \( N \) distinct configurations. When we write a probability distribution over these \( N \) alternatives, we are encoding our expectations about which of these configurations is physically present — about the “physical condition” of the object, as Einstein would say [17], or in more modern terminology, about the object’s “ontic state” [18]. We can learn everything there is to know about the object by measuring its “physical condition”, and any implementation of such an ideal measurement is represented by conditional probabilities that are 1 in a single entry and 0 elsewhere. In other words, the map from the object’s physical configuration to the reading on the measurement device is, at its most complicated, a permutation of labels. Without loss of generality, we can take the vectors that define the ideal measurement to be the vertices of the probability simplex: The measurement basis is identical with its dual, and the dual-basis elements simply label the possible “physical conditions” of the object which the measurement reads off.

In the quantum theory, by contrast, we cannot construct a MIC that has an element which is even proportional to an element in the dual. This stymies the identification of the dual-basis elements as intrinsic “physical conditions” ready for a measurement to read.
Theorem 2. No effect of a MIC can be an unscaled projector.

Proof. Suppose \( E_1 = P \) is a projection operator. Then
\[
I = P + \sum_{i \geq 2} E_i.
\]
(21)

Multiplying on the left by \( P \),
\[
P = P + \sum_{i \geq 2} PE_i.
\]
(22)

Canceling \( P \) and taking the trace implies that
\[
\sum_{i \geq 2} \text{tr} PE_i = 0.
\]
(23)

Since every element of this sum must be nonnegative, we have for all \( i \geq 2 \),
\[
\text{tr} PE_i = 0.
\]
(24)

By Lemma 2, the remaining \( d^2 - 1 \) POVM elements are operators on a \( d - \text{rank}(P) \) dimensional subspace. But as before,
\[
\text{dim} \left[ \mathcal{L} \left( \mathcal{H}_{d - \text{rank}(P)} \right) \right] \leq (d - 1)^2 < d^2 - 1,
\]
(25)

so they cannot be linearly independent.

Theorem 3. No elementwise rescaling of a proper subset of a MIC may form a POVM.

Proof. Since a MIC is a linearly independent set, the identity element is uniquely formed by the defining expression
\[
I = \sum_{i=1}^{d^2} E_i.
\]
(26)

If a linear combination of a proper subset \( S \) of the MIC elements could be made to also sum to the identity,
\[
I = \sum_{i \in S} \alpha_i E_i,
\]
(27)

then subtracting (27) from (26) implies
\[
0 = \sum_{i \in S} (1 - \alpha_i) E_i + \sum_{i \notin S} E_i
\]
(28)

which is a violation of linear independence.

Corollary 1. No two elements in a \( d = 2 \) MIC may be orthogonal under the Hilbert-Schmidt inner product.

Proof. An orthogonal pair of elements in dimension 2 may be rescaled such that they sum to the identity element. Therefore, by Theorem 3, they cannot be elements of a MIC.

As with Theorem 1, these results have physics implications. For much of the history of quantum mechanics, one type of POVM had special status: the von Neumann measurements, which consist of \( d \) elements given by the projectors onto the vectors of an orthonormal basis of \( \mathbb{C}^d \). Indeed, in older books, these are the only quantum measurements that are considered (often being defined as the eigenbases of Hermitian operators called “observables”). We can now see that, from the standpoint of informational completeness, the von Neumann measurements are rather pathological: There is no way to build a MIC by augmenting a von Neumann measurement with additional outcomes. Later, we will see how to correct for the way that the von Neumann POVMs fall short of ideal (§3).

These results prompt a question: May any two elements of a MIC in arbitrary dimension be orthogonal? In other words, can any entry in a \( G \) matrix equal zero? We answer this question in the affirmative with an explicit example of a rank-1 MIC in dimension 3 with 7 orthogonal pairs.
Example 1. When multiplied by $1/3$, the following set of rank-1 projectors form a MIC in dimension 3 with 7 orthogonal pairs.

\[
\begin{align*}
\left\{ & \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \right\} \\
& \begin{bmatrix} 5/8 & -i/8 & -3/8 \\ -i/8 & 1/8 & 3/8 \\ -3/8 & 3/8 & 1/8 \end{bmatrix}, \begin{bmatrix} 1/8 & 1/8 & 1/8 \\ 1/8 & 1/8 & 1/8 \\ 1/8 & 1/8 & 1/8 \end{bmatrix}, \begin{bmatrix} 1/8 & 1/8 & 1/8 \\ 1/8 & 1/8 & 1/8 \\ 1/8 & 1/8 & 1/8 \end{bmatrix}
\end{align*}
\]

These are projectors onto the following vectors in $\mathcal{H}_d$:

\[
\left\{ (1,0,0), (0,1,0), \frac{1}{\sqrt{2}} (1,0,1), \frac{1}{\sqrt{2}} (0,1,1), \frac{1}{\sqrt{2}} (1,0,-i), \frac{1}{\sqrt{2}} (0,1,-i), \frac{1}{\sqrt{3}} (1,-i,i), \right. \\
\left. \frac{1}{\sqrt{40}} (5,-1+2i,-3+i), \frac{1}{\sqrt{24}} (1,3+2i,-3+i) \right\}.
\]

The Hilbert–Schmidt Gram matrix of the MIC elements is

\[
\begin{bmatrix}
\frac{1}{9} & 0 & \frac{1}{18} & 0 & \frac{1}{18} & 0 & \frac{1}{27} & \frac{1}{72} & \frac{1}{216} \\
\frac{1}{18} & 0 & \frac{1}{9} & \frac{1}{18} & \frac{1}{18} & \frac{1}{27} & \frac{1}{13} & \frac{1}{13} & \frac{1}{5} \\
\frac{1}{18} & \frac{1}{18} & 0 & \frac{1}{9} & \frac{1}{18} & \frac{1}{18} & \frac{1}{27} & \frac{1}{13} & \frac{1}{5} \\
0 & \frac{1}{9} & \frac{1}{18} & 0 & \frac{1}{18} & \frac{1}{18} & \frac{1}{27} & \frac{1}{13} & \frac{1}{5} \\
0 & \frac{1}{9} & \frac{1}{18} & 0 & \frac{1}{18} & \frac{1}{18} & \frac{1}{27} & \frac{1}{13} & \frac{1}{5} \\
0 & \frac{1}{9} & \frac{1}{18} & 0 & \frac{1}{18} & \frac{1}{18} & \frac{1}{27} & \frac{1}{13} & \frac{1}{5} \\
\frac{1}{18} & \frac{1}{18} & \frac{1}{18} & 0 & \frac{1}{9} & \frac{1}{18} & \frac{1}{18} & \frac{1}{18} & \frac{1}{18} \\
\frac{1}{18} & \frac{1}{18} & \frac{1}{18} & 0 & \frac{1}{9} & \frac{1}{18} & \frac{1}{18} & \frac{1}{18} & \frac{1}{18} \\
\frac{1}{18} & \frac{1}{18} & \frac{1}{18} & 0 & \frac{1}{9} & \frac{1}{18} & \frac{1}{18} & \frac{1}{18} & \frac{1}{18} \\
\frac{1}{18} & \frac{1}{18} & \frac{1}{18} & 0 & \frac{1}{9} & \frac{1}{18} & \frac{1}{18} & \frac{1}{18} & \frac{1}{18} \\
\end{bmatrix}
\]

The process of finding this example led us to formulate the following:

Conjecture 1. A rank-1 MIC in dimension 3 can have no more than 7 pairs of orthogonal elements.

Our next result characterizes when it is possible to build a rank-1 POVM out of a set of vectors. We will then see what additional conditions must be met in order to obtain a POVM that is a rank-1 MIC.

Theorem 4. Consider a set of $N$ normalized vectors $|\phi_i\rangle$ in $\mathcal{H}_d$ and weights $0 \leq e_i \leq 1$. Then $E_i = e_i|\phi_i\rangle\langle\phi_i|$ forms a rank-1 POVM iff the Gram matrix $|g|_{ij} = \sqrt{e_i e_j} |\phi_i\rangle\langle\phi_j|$ is a rank-$d$ projector.

Proof. Suppose $g$ is a rank-$d$ projector. This implies $N \geq d$ and

\[
\text{tr} g = d = \sum_{i=1}^{N} e_i.
\]

Then the state

\[
\sum_i \sqrt{\frac{e_i}{d}} |\phi_i\rangle |i\rangle,
\]

where $|i\rangle$ is any orthonormal basis in $\mathcal{H}_N$, is a normalized state in $\mathcal{H}_d \otimes \mathcal{H}_N$. Form the projector

\[
\sum_{i,j=1}^{N} \sqrt{\frac{e_i e_j}{d}} (|\phi_i\rangle \langle \phi_j| \otimes |i\rangle \langle j|).
\]
If we trace over the first subsystem we obtain
\[ \sum_{i,j=1}^{N} \frac{\sqrt{e_i e_j}}{d} \langle \phi_j | \phi_i \rangle |i\rangle\langle j| = \frac{1}{d} g^T. \] (35)

If we trace over the second subsystem we obtain
\[ \sum_{i=1}^{N} \frac{e_i}{d} |\phi_i\rangle\langle \phi_i| = 1 \] (36)

By the Schmidt theorem, these partial traces must have the same nonzero spectrum. This implies that
\[ \sum_{i=1}^{N} e_i |\phi_i\rangle\langle \phi_i| = 1 \] (37)
is a matrix with \( d \) eigenvalues equal to 1. As it is an operator on \( \mathcal{H}_d \), it must be the identity. Thus the \( E_i \) form a rank-1 POVM.

Conversely, suppose the \( E_i \) form a rank-1 POVM. This implies \( N \geq d \). The trace of the expression
\[ \sum_{i=1}^{N} e_i |\phi_i\rangle\langle \phi_i| = I \] (38)
reveals that \( \sum_i e_i = d \). Following the same argument as before with the state (33), we see that
\[ \sum_{i,j=1}^{N} \frac{\sqrt{e_i e_j}}{d} \langle \phi_j | \phi_i \rangle |i\rangle\langle j| = \frac{1}{d} g^T. \] (39)
and
\[ \sum_{i=1}^{N} \frac{e_i}{d} |\phi_i\rangle\langle \phi_i| = \frac{1}{d} I. \] (40)
must have the same nonzero spectrum. Thus, there are \( d \) nonzero eigenvalues of \( g^T \), all equal to 1. This must also be true of \( g \), so \( g \) is a rank-\( d \) projector.

What further distinguishes a rank-1 MIC? In addition to \( g \) being a rank-\( d \) projector, we need \( N = d^2 \) and \( G \) full-rank, that is, we need the elements of the POVM to be linearly independent and span operator space. What is the relationship between \( g \) and \( G \)? There may be several of interest, but certainly one worth exploring is via elementwise multiplication, sometimes called the Hadamard product [19]:
\[ g \circ g^* = G. \] (41)
For any two matrices \( A \) and \( B \), the Hadamard product satisfies the rank inequality
\[ \text{rank}(A \circ B) \leq \text{rank}(A) \text{rank}(B). \] (42)
If \( A \) and \( B \) are positive semidefinite then their Hadamard product is also positive semidefinite (this is the Schur product theorem). In this case we also have
\[ \det(A \circ B) \geq \det(A) \det(B). \] (43)
If \( N \leq d^2 \), \( g \) and \( g^* \) saturate the inequality (42) iff they are formed from a rank-1 MIC. This is not the case if \( N > d^2 \); if the POVM contains a set which spans operator space, \( G \) will be rank \( d^2 \). In the end, the rank inequality is another way of expressing what differentiates informationally complete POVMs from non-informationally complete POVMs, and then what further distinguishes minimal informationally complete POVMs from those with more than \( d^2 \) entries.

Equation (41) is a special Hadamard product because it results in an elementwise absolute value squared operation. This raises the possibility that optimality among MICs might relate to interesting properties of the Hadamard absolute value [19].
3 Explicit Constructions of MICs

The MICs that have attracted the most interest are the SICs, which in many ways are the optimal MICs [10, 11, 12, 20, 21]. SICs were studied as mathematical objects (under the name “complex equiangular lines”) before their importance for quantum information was recognized [22, 23, 24, 25]. Prior to SICs becoming a physics problem, constructions were known for dimensions \(d = 2, 3\) and 8. Exact solutions for SICs are now known in the following dimensions:

\[ d = 2, 23, 24, 28, 30, 31, 35, 37, 39, 43, 48, 53, 120, 124, 195, 323. \]  (44)

The expressions for these solutions grow complicated quickly, but there is hope that they can be substantially simplified [26]. Numerical solutions have been extracted, to high precision, in the following dimensions:

\[ d = 2, 15, 168, 172, 199, 224, 228, 255, 259, 289, 323, 327, 489, 528, 725, 844, 1155, 2208. \]  (45)

Both the numerical and the exact solutions have been found in irregular order and by various methods. Particular credit should be given to Andrew Scott for solo work [27], for collaborations with Markus Grassl [4, 28] and for contributing code used by other researchers [5].

Together, these results have created the community sentiment that SICs should exist for every finite value of \(d\). To date, however, a general proof is lacking. The current frontier of SIC research extends into algebraic number theory [29, 30, 31, 32, 33], which among other things has led to a method for uplifting numerical solutions to exact ones [34]. The topic has begun to enter the textbooks for physicists [35] and for mathematicians [36].

SICs can be considered equivalently as sets of effects, of rank-1 projectors or of vectors:

\[ E_i = \frac{1}{d} \Pi_i, \text{ where } \Pi_i = |\pi_i\rangle\langle\pi_i|. \]  (46)

It is difficult to find a meaningful visualization of structures in high-dimensional complex vector space. However, for the \(d = 2\) case, an image is available. Any quantum state for a 2-dimensional system can be written as an expansion over the Pauli matrices:

\[ \rho = \frac{1}{2} (I + x\sigma_x + y\sigma_y + z\sigma_z). \]  (47)

The coefficients \((x, y, z)\) are then the coordinates for \(\rho\) in the Bloch ball. The surface of this ball, the Bloch sphere, lives at radius 1 and is the set of pure states. In this picture, the quantum states \(\{\Pi_i\}\) comprising a SIC form a regular tetrahedron; for example,

\[ \Pi_{s,s'} = \frac{1}{2} \left( I + \frac{1}{\sqrt{3}} (s\sigma_x + s'\sigma_y + ss'\sigma_z) \right), \]  (48)

where \(s\) and \(s'\) take the values \(\pm 1\).

The matrix \(G_{\text{SIC}}\) has the spectrum

\[ \lambda(G_{\text{SIC}}) = \left( \frac{1}{d}, \frac{1}{d(d+1)}, \ldots, \frac{1}{d(d+1)} \right). \]  (49)

The flatness of this spectrum will turn out to be significant; we will investigate this point in depth in the next section.

The matrix \(G_{\text{SIC}}\) is real, symmetric and positive definite. Its inverse \(G_{\text{SIC}}^{-1}\) is also real, symmetric and positive definite, and all its off-diagonal entries are nonpositive. Thus, \(G_{\text{SIC}}^{-1}\) is a Stieltjes matrix [19]. It also belongs to the (unilluminatingly named) class of \(L\)-matrices, since while the off-diagonal entries are nonpositive, the diagonal entries are all positive [37]. The question of how widely these properties hold over the set of all MICs is largely unexplored.

It is possible to construct a MIC for any arbitrary dimension \(d\). One way to do so was found by Caves, Fuchs and Schack in the course of proving a quantum version of the de Finetti theorem [38]. (For background on this theorem, a key result in probability theory, see [39, §5.3] and [40].) We will refer to these as the
orthocross MICs. To construct an orthocross MIC in dimension $d$, first pick an orthonormal basis $\{|j\rangle\}$. This is a set of $d$ objects, and we want a set of $d^2$, so our first step is to take all possible combinations:

$$\Gamma_{jk} := |j\rangle \langle k|.$$  

(50)

The orthocross MIC will be built from a set of $d^2$ rank-1 projectors $\{\Pi_\alpha\}$, the first $d$ of which are given by

$$\Pi_\alpha = \Gamma_{\alpha\alpha}.$$  

(51)

Then, for $\alpha = d + 1, \ldots, \frac{1}{2}d(d + 1)$, we take all the quantities of the form

$$\frac{1}{2} (|j\rangle + |k\rangle) (|j\rangle + \langle k|) = \frac{1}{2} (\Gamma_{jj} + \Gamma_{kk} + \Gamma_{jk} + \Gamma_{kj}),$$  

(52)

where $j < k$. We construct the rest of the $\{\Pi_\alpha\}$ similarly, by taking all quantities of the form

$$\frac{1}{2} (|j\rangle + i|k\rangle) (|j\rangle - i\langle k|) = \frac{1}{2} (\Gamma_{jj} + \Gamma_{kk} - i\Gamma_{jk} + i\Gamma_{kj}),$$  

(53)

where again the indices satisfy $j < k$. Thus, the set $\{\Pi_\alpha\}$ contains the projectors onto the original orthonormal basis, as well as projectors built from the “cross terms”.

The operators $\{\Pi_\alpha\}$ are all positive semidefinite, and the set is linearly independent. The final step is to transform this set into a POVM, which requires making them sum to the identity. We do this by constructing

$$\Omega := \sum_{\alpha=1}^{d^2} \Pi_\alpha,$$  

(54)

which is easily shown to be a positive definite operator, and thus invertible. Multiplying both sides of the above equation by $\Omega^{-1/2}$ from the left and the right, we find that

$$I = \sum_{\alpha=1}^{d^2} \Omega^{-1/2} \Pi_\alpha \Omega^{-1/2}.$$  

(55)

The operators that appear in this sum,

$$E_\alpha := \Omega^{-1/2} \Pi_\alpha \Omega^{-1/2},$$  

(56)

inherit the rank and linear independence properties of the original projectors $\{\Pi_\alpha\}$, and by construction they sum to the identity, thereby constituting a POVM.

The operator $\Omega$ has a comparatively simple matrix representation: The elements along the diagonal are all equal to $d$, the elements above the diagonal are all equal to $\frac{1}{2}(1 + i)$, and the rest are $\frac{1}{2}(1 - i)$, as required by $\Omega = \Omega^\dagger$. The matrix $\Omega$ is not quite a circulant matrix, thanks to that change of sign, but it can be turned into one by conjugating with a diagonal unitary matrix. Consequently, the eigenvalues of $\Omega$ can be found explicitly via discrete Fourier transformation. The result is that, for $m = 0, \ldots, d - 1$,

$$\lambda_m = d + \frac{1}{2} \left( \cot \frac{\pi(4m + 1)}{4d} - 1 \right).$$  

(57)

This mathematical result has a physical implication [15].

**Theorem 5.** The probability of any outcome $E_\alpha$ of an orthocross MIC, given any quantum state $\rho$, is bounded above by

$$P(E_\alpha) \leq \left[ \frac{d}{2} - \frac{1}{2} \left( 1 + \cot \frac{3\pi}{4d} \right) \right]^{-1} < 1.$$  

(58)

**Proof.** The maximum of $\text{tr}(\rho E_\alpha)$ over all $\rho$ is bounded above by the maximum of $\text{tr}(\Pi E_\alpha)$, where $\Pi$ ranges over the rank-1 projectors. In turn, this is bounded above by the maximum eigenvalue of $E_\alpha$. We then invoke that

$$\lambda_{\text{max}}(E_\alpha) = \lambda_{\text{max}}(\Omega^{-1/2} \Pi_\alpha \Omega^{-1/2}) = \lambda_{\text{max}}(\Pi_\alpha \Omega^{-1} \Pi_\alpha) \leq \lambda_{\text{max}}(\Omega^{-1}).$$  

(59)

The desired bound then follows.
Note that all the entries in the matrix $2\Omega$ are Gaussian integers. Consequently, all the coefficients in the characteristic polynomial of $2\Omega$ will be Gaussian integers, and so the eigenvalues of $2\Omega$ will be algebraic integers. This is an example of how, in the study of MICs, number theory becomes relevant to physically meaningful quantities — in this case, a bound on the maximum probability of a reference-measurement outcome. Number theory has also turned out to be very important for SICs, in a much more sophisticated way [29, 30, 31, 32, 33].

The following conjectures about orthocross MICs have been motivated by numerical investigations. We expect that they are “textbook exercises of the future”, in that with the proper hint, their proofs might become relatively straightforward.

**Conjecture 2.** The entries in the $G$ matrices for orthocross MICs can become arbitrarily small with increasing $d$, but no two elements of an orthocross MIC can be exactly orthogonal.

**Conjecture 3.** For any orthocross MIC, $G^{-1}$ is not a Stieltjes matrix.

**Conjecture 4.** For any orthocross MIC, the entries in $G^{-1}$ are integers or half-integers.

As mentioned above, SIC existence is an open question. It is much easier to construct a symmetric MIC when the elements are not required to be rank-1. One such class of measurements are the Wigner MICs [41]. These were defined by Appleby in terms of the Weyl–Heisenberg group, which is most conveniently written in terms of its generators. Let $\{|j\rangle : j = 0, \ldots, d-1\}$ be an orthonormal basis, and define $\omega = e^{2\pi i/d}$. Then the operator $X|j\rangle = |j + 1\rangle$, (60)

where addition is interpreted modulo $d$, effects a cyclic shift of the basis vectors. The Fourier transform of the $X$ operator is $Z|j\rangle = \omega^{|j\rangle}$, (61)

and together these operators satisfy the Weyl commutation relation $ZX = \omega XZ$. (62)

The Weyl–Heisenberg displacement operators are $D_{k,l} := (-e^{\pi i/d})^{kl} X^k Z^l$, (63)

and together they satisfy the conditions

$D_{k,l}^\dagger = D_{-k,-l}$, $D_{k,l} D_{m,n} = (-e^{\pi i/d})^{lm-kn} D_{k+m,l+n}$.

Each $D_{k,l}$ is unitary and a $d^{th}$ root of the identity. The Weyl–Heisenberg group is the set of all operators $(-e^{\pi i/d})^m D_{k,l}$ for arbitrary integers $m$, and it is projectively equivalent to $Z_d \times Z_d$.

Let the operator $B$ be constructed as

$B := \frac{1}{d+1} \sum_{k,l} D_{k,l}$, (65)

and define $B_{k,l}$ to be its conjugate under a Weyl–Heisenberg displacement operator:

$B_{k,l} := D_{k,l} B D_{k,l}^\dagger$.

The elements of the Wigner MIC have rank $(d+1)/2$, and are defined by $E_{k,l} := \frac{1}{d^2} \left(I + \frac{1}{\sqrt{d+1}} B_{k,l}\right)$, (67)

A Wigner MIC exists in any odd dimension $d$. The quantities

$W_{k,l} := (d+1) \text{tr} (E_{k,l} \rho) - \frac{1}{d}$.
are quasiprobabilities: They can be negative, but the sum over all of them is unity. The quasiprobability function \( \{W_{k,l}\} \) is known as the Wigner function of the quantum state \( \rho \). The Wigner function is the prototype for an entire genre of quasiprobability representations of quantum mechanics, a topic to which we will return in Section 6.

So far, we have not imposed any additional structure upon our Hilbert space. However, in practical applications, one might have additional structure in mind, such as a preferred factorization into a tensor product of smaller Hilbert spaces. For example, a register in a quantum computer might be a set of \( N \) physically separate qubits, yielding a joint Hilbert space of dimension \( d = 2^N \). In such a case, a natural course of action is to construct a MIC for the joint system by taking the tensor product of multiple copies of a MIC defined on the component system:

\[
E_{j_1,j_2,...,j_N} := E_{j_1} \otimes E_{j_2} \otimes \cdots \otimes E_{j_N}.
\]  

(69)

Since a collection of \( N \) qubits is a natural type of system to consider for quantum computation, we define the \( N \)-qubit tensorhedron MIC to be the tensor product of \( N \) individual qubit SICs.

**Theorem 6.** The Gram matrix of an \( N \)-qubit tensorhedron MIC is the tensor product of \( N \) copies of the Gram matrix for the qubit SIC out of which the tensorhedron is constructed.

**Proof.** Consider the two-qubit tensorhedron MIC, whose elements are given by

\[
E_{d(j-1)+j'} := \frac{1}{4} \Pi_j \otimes \Pi_{j'},
\]

(70)

with \( \{\Pi_j\} \) being a qubit SIC. The Gram matrix for the tensorhedron MIC has entries

\[
[G]_{d(j-1)+j',d(k-1)+k'} = \frac{1}{16} \text{tr} \left[ (\Pi_j \otimes \Pi_{j'})(\Pi_k \otimes \Pi_{k'}) \right].
\]

(71)

We can group together the projectors that act on the same subspace:

\[
[G]_{d(j-1)+j',d(k-1)+k'} = \frac{1}{16} \text{tr} \left( \Pi_j \Pi_k \otimes \Pi_{j'} \Pi_{k'} \right).
\]

(72)

Now, we distribute the trace over the tensor product, obtaining

\[
[G]_{d(j-1)+j',d(k-1)+k'} = \frac{1}{16} \frac{2\delta_{jk} + 1}{3} \frac{2\delta_{jj'k'} + 1}{3} = [G_{\text{SIC}}]_{jk} [G_{\text{SIC}}]_{j'k'},
\]

(73)

which is just the definition of the tensor product:

\[
G = G_{\text{SIC}} \otimes G_{\text{SIC}}.
\]

(74)

This extends in the same fashion to more qubits. \( \square \)

**Corollary 2.** The spectrum of the Gram matrix for an \( N \)-qubit tensorhedron MIC contains only the values

\[
\lambda = \frac{1}{2N} \frac{1}{3m}, \quad m = 0, \ldots, N.
\]

(75)

**Proof.** This follows readily from the linear-algebra fact that the spectrum of a tensor product is the set of products \( \{\lambda_i \mu_j\} \), where \( \{\lambda_i\} \) and \( \{\mu_j\} \) are the spectra of the factors. \( \square \)

We can also deduce properties of MICs made by taking tensor products of MICs that have orthogonal elements. Let \( \{E_j\} \) be a \( d \)-dimensional MIC with Gram matrix \( G \), and suppose that exactly \( N \) elements of \( G \) are equal to zero. The tensor products \( \{E_j \otimes E_{j'}\} \) construct a \( d^2 \)-dimensional MIC, the entries in whose Gram matrix have the form \( [G]_{jk}[G]_{j'k'} \), as above. This product will equal zero when either factor does, meaning that the Gram matrix of the tensor-product MIC will contain \( 2d^4N - N^2 \) zero-valued entries. It seems plausible that in prime dimensions, where tensor-product MICs cannot exist, the possible number of zeros is more tightly bounded, but this remains unexplored territory.
4 SICs are Optimal among MICs

What might it mean for a MIC to be the best among all MICs? In order to provide a quantitative answer to this question, we codify an ideal that a MIC should approach. In essence, we want to find a MIC that furnishes a probabilistic representation of quantum theory which looks as close to classical probability as is mathematically possible. The residuum that remains — the unavoidable discrepancy that even the most clever choice of MIC cannot eliminate — is a signal of what is truly quantum about quantum mechanics.

We set the stage with a preliminary result.

Lemma 4. Given a MIC \( \{E_i\} \) with Gramian \( G \), a quantum state is pure if and only if its probabilistic representation satisfies

\[ \sum_{ij} p(E_i)p(E_j)[G^{-1}]_{ij} = 1. \]  

(76)

Proof. Fix the Hilbert-space dimension \( d \), and let \( \{E_i\} \) be a MIC. Any MIC is an operator basis by virtue of linear independence. Denote by \( \{\tilde{E}_i\} \) the dual basis. We can expand any quantum state \( \rho \) in terms of the dual basis, and the expansion coefficients are the inner products with the elements of the original basis:

\[ \rho = \sum_i (\text{tr} E_i \rho)\tilde{E}_i. \]  

(77)

By the Born Rule, the coefficients are probabilities:

\[ \rho = \sum_i p(E_i)\tilde{E}_i. \]  

(78)

Now, recall that while \( \text{tr} \rho = 1 \) holds for any quantum state \( \text{tr} \rho^2 = 1 \) holds if and only if that operator is a “pure” state, i.e., a rank-1 projector. These operators are the extreme points of quantum state space; all other quantum states are convex combinations of them. In terms of the MIC’s dual basis, the pure-state condition is

\[ \sum_{ij} p(E_i)p(E_j)\text{tr} \tilde{E}_i\tilde{E}_j = 1. \]  

(79)

The “metric” in this quadratic form is the Gram matrix of the dual basis. Frame theory tells us that this is the inverse of the Gram matrix of the MIC itself:

\[ \sum_{ij} p(E_i)p(E_j)[G^{-1}]_{ij} = 1, \]  

(80)

as desired.

We can find an analogue for this condition in classical probability theory. The extreme points in a classical theory are the vertices of the probability simplex. The “ideal of the detached observer” (as Pauli phrased it [13]) is a measurement that reads off the system’s point in phase space, call it \( \lambda_i \), without disturbance. So, if we apply the reference measurement to each of a pair of identically prepared systems, we expect that we will obtain the same outcome both times. In other words, our “collision probability” is unity:

\[ \sum_i p(\lambda_i)^2 = 1. \]  

(81)

Now, we recall our goal: What is the unavoidable residuum that separates quantum from classical? In other words, how closely can we make the quantum condition on extreme points, Eq. (80), resemble the classical one, Eq. (81)? This depends on how close we can bring the matrix \( G^{-1} \) to the identity.

It makes sense for a reference process to be intrinsically unbiased. In this case, we have another reason to do so, because we’re trying to get as close as we can to the classical theory in terms of collision probability. So, let’s say we want the collision probability for the garbage state to be what it would be for the classical ideal, i.e., \( 1/d^2 \). We get this when the elements of the reference measurement \( \{E_i\} \) are equally weighted.

So, how close can we bring \( G^{-1} \) to the identity, by choosing an appropriate equal-weight MIC? We know the answer to this from a recent theorem [12]: The best choice is a SIC.
Theorem 7. Let $G$ be the Gram matrix of an equal-weight MIC, and let $\|\cdot\|$ be any unitarily invariant norm (i.e., any norm where $\|A\| = \|UAV\|$ for arbitrary unitaries $U$ and $V$). Then

$$\left\|I - \frac{1}{d}G^{-1}\right\| \geq \left\|I - \frac{1}{d}G_{\text{SIC}}^{-1}\right\|,$$

with equality if and only if the MIC is a SIC.

Proof. This is a special case of Theorem 1 in [12].

Theorem 7 applies to all unitarily invariant norms. This includes the Frobenius norm, the trace norm, the operator norm and all the other Schatten $p$-norms, as well as the Ky Fan $k$-norms. With respect to all of these distance measures, the SICs bring $G^{-1}$ as close to the identity as possible. Theorem 7 was originally proven for foundational reasons [12], but it turns out to answer in the affirmative a conjecture regarding a practical matter of quantum computation [43, §VII.A].

So far, we have investigated the matrix $G^{-1}$. What can we say about the matrix $G$ directly? This is easiest to explore when the MIC elements are all proportional to rank-1 projection operators.

Theorem 8. No equal-weight MIC composed of rank-1 elements can be closer to an orthonormal basis than a SIC is, when measured by Frobenius distance between the MIC’s Gram matrix and the identity.

Proof. Let $\{E_i\}$ be a MIC on $d$-dimensional Hilbert space, and assume that this MIC is equal-weight, that is, $E_i = (1/d)\rho_i$ for some rank-1 projection operators $\{\rho_i\}$. Consider the quantity

$$F := \sum_{ij} (\delta_{ij} - \text{tr } E_i E_j)^2,$$

which is the squared Frobenius distance between the MIC’s Gram matrix and the identity. If the MIC could be an orthonormal basis of the operator space, then the distance $F$ would vanish. We can split $F$ into two sums, as follows:

$$F = \sum_i (1 - \text{tr } E_i^2)^2 + \sum_{i \neq j} (\text{tr } E_i E_j)^2.$$

The equal-weight and rank-1 conditions let us simplify the first sum, yielding

$$F = d^2 \left(1 - \frac{1}{d^2}\right)^2 + \sum_{i \neq j} (\text{tr } E_i E_j)^2.$$

Applying the Cauchy–Schwarz inequality to the remaining sum, we get that

$$F \geq d^2 \left(1 - \frac{1}{d^2}\right)^2 + \frac{1}{d^3 - d^2} \left(\sum_{i \neq j} \text{tr } E_i E_j\right)^2,$$

with equality iff all the terms in the sum are equal, i.e., $\text{tr } E_i E_j$ is constant for all $i \neq j$. Because the $\{E_i\}$ must sum to the identity,

$$\sum_{i \neq j} \text{tr } E_i E_j = \sum_i \text{tr } E_i (I - E_i) = d - 1.$$

Consequently,

$$F \geq \left(d - \frac{1}{d}\right)^2 + \frac{d - 1}{d^4 - d^2},$$

with equality iff the MIC is symmetric, i.e., $\text{tr } E_i E_j$ is constant for all $i \neq j$. The value of this constant is fixed by dividing its sum evenly across all contributions:

$$\text{tr } E_i E_j = \frac{1}{d^2} \frac{1}{d^2 - 1} \sum_{i \neq j} \text{tr } E_i E_j = \frac{1}{d^2} \frac{1}{d + 1}.$$
In terms of the projection operators \( \{ \rho_i \} \),
\[
\text{tr} \rho_i \rho_j = \frac{d \delta_{ij} + 1}{d+1}.
\] (90)

Thus, the Gram matrix of an equal-weight, rank-1 MIC saturates the lower bound on its squared Frobenius distance to the identity iff the MIC is a SIC.

The rank-1 condition can in fact be relaxed, at the expense of a slightly more elaborate proof. However, the equal-weight condition is not optional: The Gram matrix of a MIC can be made closer to the identity by taking the weights \( \{ e_i \} \) to be biased. \(^1\)

One property of the \( G \) matrices that we can deduce is a constraint on their eigenvalues, expressed in the language of majorization \([19, 44]\). Let \( x \) and \( y \) be two vectors of \( N \) entries each, and suppose that each element in \( x \) and in \( y \) is nonnegative. Write \( x^\downarrow \) and \( y^\downarrow \) for the vectors made by sorting \( x \) and \( y \) in nonincreasing order. Then \( x \) weakly majorizes \( y \) if
\[
\sum_{i=1}^{k} x_i^\downarrow \geq \sum_{i=1}^{k} y_i^\downarrow
\] (91)
for all \( k = 1, \ldots, N \). We write this condition as \( x \succ_w y \). If the \( k = N \) condition is satisfied with equality, then \( x \) majorizes \( y \), which we write as \( x \succ y \). Majorization is a partial order on vectors of nonnegative numbers. Heuristically speaking, \( x \) majorizes \( y \) if \( y \) is a flatter vector than \( x \).

To understand the context in which our next theorem applies, we first need a preliminary result:

**Lemma 5.** The Gram matrix \( G \) of any rank-1 MIC has a trace equal to or larger than 1.

**Proof.** By definition,
\[
\text{tr} \ G = \sum_i \text{tr} \ E_i^2 = \sum_i e_i^2 \text{tr} \rho_i^2.
\] (92)
If the MIC elements are proportional to rank-1 projectors, then \( \rho_i^2 = \rho_i \), and
\[
\text{tr} \ G = \sum_i e_i^2.
\] (93)
Applying the Cauchy–Schwarz inequality,
\[
\text{tr} \ G \geq \frac{1}{d^2} \left( \sum_i e_i \right)^2.
\] (94)
Recalling that the \( e_i \) sum to \( d \) because the \( E_i \) sum to the identity, we obtain that
\[
\text{tr} \ G \geq 1,
\] (95)
as desired.

**Theorem 9.** Let \( G \) be the Gram matrix of a MIC which satisfies \( \text{tr} \ G \geq 1 \) and let \( \lambda \) denote its spectrum. Then \( \lambda \succ_w \lambda_{\text{SIC}} \) with equality iff the MIC is a SIC.

**Proof.** We may write \( E_i = e_i \rho_i \) where \( e_i \) is a positive number and \( \rho_i \) is a quantum state. Since the frame operator has the same spectrum as the Gram matrix, we may establish a lower bound on the largest eigenvalue of the Gram matrix:
\[
\lambda_1 \geq \frac{1}{d} \langle I \| F \| I \rangle = \frac{1}{d} \sum_j (\text{tr} \ E_j)^2 = \frac{1}{d} \sum_j e_j^2 (\text{tr} \rho_j)^2 = \frac{1}{d} \sum_j e_j^2 \geq \frac{1}{d^3} \left( \sum_j e_j \right)^2 = \frac{1}{d},
\] (96)
\(^1\)An earlier paper by one of us (CAF) and a collaborator \([7]\) made the claim that the equal-weight condition could be derived by minimizing the squared Frobenius distance; this is erroneous. For the purposes of that earlier paper, it is sufficient to impose by hand the requirement that the MIC be equal-weight, since it is naturally desirable that a reference measurement have no intrinsic bias. Having made this extra proviso, the conceptual conclusions of that work are unchanged. Moreover, the same conceptual conclusions can be made much more robustly by using a refined version of the argument \([12]\).
where the second inequality has equality iff \( e_j = 1/d \) for all \( j \). The spectrum of the Gram matrix for a SIC reveals that this lower bound is tight. Now we have

\[
\lambda \succ \left( \frac{\lambda_1}{d^2 - 1}, \frac{\lambda_2}{d^2 - 1}, \ldots, \frac{\lambda_n}{d^2 - 1} \right) \succ_w \left( \frac{1}{d}, \frac{1}{d(d + 1)}, \ldots, \frac{1}{d(d + 1)} \right) = \lambda_{\text{SIC}}. \tag{97}
\]

The majorization follows because the second list is the flattest distribution which sums to \( \text{tr} G = \sum_j \lambda_j \) having largest eigenvalue \( \lambda_1 \). The weak majorization follows if the inequality

\[
\lambda_1 + n \left( \frac{\text{tr} G - \lambda_1}{d^2 - 1} \right) \geq \frac{1}{d} + n \left( \frac{1}{d(d + 1)} \right)
\]

holds when \( 1/d \leq \lambda_1 \leq \text{tr} G, 0 \leq n \leq d^2 - 1, \text{tr} G \geq 1, \) and \( d > 1 \). Equation (98) is algebraically equivalent to

\[
(d\lambda_1 - 1)(d^2 - 1 - n) + nd(\text{tr} G - 1) \geq 0,
\]

which is clearly satisfied by the conditions. When both majorizations are equalities, the state \( 1/\sqrt{d} \langle I \rangle \) is the eigenvector of the frame operator corresponding to the maximal eigenvalue of \( 1/d \). As indicated by the spectrum, in the diagonalizing basis the frame operator takes the form

\[
\mathcal{F} = \frac{1}{d(d + 1)} (I_{d^2} + \| I \rangle \langle I \|). \tag{100}
\]

We know from prior work (see [11, Corollary 1], and also Lemma 7 in the appendix) that this implies that \( dE_j \) forms a set of SIC projectors.

Specific examples of SICs have turned out to have interesting properties from a physical standpoint, that is, for purposes of quantum information and computation. For example, SICs in dimensions \( d = 2, d = 3 \) and \( d = 8 \) have been identified as optimal resources for quantum-computation protocols [14, 45, 46]. A SIC in dimension \( d = 4 \) has surprising properties with regard to quantum entanglement [47]. Similarly, SICs emerge as significant in the study of quantum cloning. Earlier work [48] identified two measures for evaluating a cloning device, the average global fidelity and the average local fidelity. These two measures imply different standards of “best”; that is, they are maximized for differing values of the inner product between pure quantum states. Using the average global fidelity, the optimum (where “two states are most quantum with respect to each other”) occurs when the inner product \( \text{tr} \rho \sigma \) is \( 1/3 \). On the other hand, using the average local fidelity, the optimum occurs when the inner product is \( 1/4 \). Therefore, a qubit SIC is a maximal set of states that pairwise optimize the average global fidelity, while a qutrit SIC does the same for average local fidelity. The results of this section indicate that it is not just specific examples of SICs that have interest for quantum information theory, but the entire class of measurement.

## 5 Computational Overview of MIC Gramians

In order to explore the realm of MICs more broadly, and to connect them with other areas of mathematical interest, it is worthwhile to generate MICs randomly and study the \( G \) matrices that result. One way to do so is to pick a random vector in a \( d \)-dimensional Hilbert space and take its orbit under the Weyl–Heisenberg group. The rank-1 projectors constructed from this orbit, rescaled by \( 1/d \), form an equal-weight MIC. (More precisely, they will do so except for initial vectors chosen from a set of measure zero.) The eigenvalue spectra of the \( G \) matrices for these Weyl–Heisenberg MICs display intriguing patterns, as shown in Figure 1.

Any stochastic matrix has an eigenvector with eigenvalue 1. Since these MICs are equal-weight, \( \text{d}G \) is always doubly stochastic, and so \( G \) will always have an eigenvalue equal to \( 1/d \). Generating large numbers of random Weyl–Heisenberg MICs, we can observe patterns in the histograms of their eigenvalues. The value \( 1/d \) appears as a peak at the upper extreme of the spectrum. Each histogram shows an exponential decay, trailing off with increasing eigenvalue, but the features in the small-eigenvalue portion appear to be dimension-dependent.

**Conjecture 5.** The plateau in the eigenvalue distribution for \( d = 3 \), seen in Figure 1(b), is related to the existence of a continuous family of unitarily inequivalent SICs in that dimension [49, 50].
6 MICs, Q-reps, and SIMs

Fix an equal-weight MIC \( \{ E_i \} \), and consider some other measurement \( \{ B_j \} \), which may or may not be a MIC. The Born Rule tells us that

\[
p(B_j) = \text{tr} (B_j \rho).
\]

(101)

Writing \( B_j = b_j \pi_j \) for some quantum state \( \pi_j \), and expanding both \( \pi_j \) and \( \rho \) in terms of the MIC’s dual basis \( \{ \tilde{E}_i \} \), we find that

\[
p(B_j) = b_j \sum_{m,n} \text{tr} (\pi_j E_m) \text{tr} (\rho E_n) \text{tr} (\tilde{E}_m \tilde{E}_n).
\]

(102)

As before, the last trace is given by the inverse of the MIC’s Gram matrix. The other two traces are the Born Rule probabilities for the events \( E_m \) and \( E_n \) given the quantum states \( \pi_j \) and \( \rho \):

\[
p(B_j) = b_j \sum_{m,n} \rho(E_m | \pi_j) \rho(E_n | \rho) (G^{-1})_{mn}.
\]

(103)

The inverse Gramian \( G^{-1} \) is playing the role of the metric in a bilinear form:

\[
p(B_j) = b_j \rho^T \pi_j G^{-1} \rho.
\]

(104)

Thanks to the informational completeness of our reference measurement \( \{ E_i \} \), we can calculate the probability for any other event in terms of probabilities, bypassing if we wish the operator \( \rho \).

For an equal-weight MIC, the matrix \( dG \) is doubly stochastic (Lemma 1). Its inverse is therefore doubly quasi-stochastic: The rows and columns each sum to 1, but the elements are not confined to the unit interval. Therefore, in the formula

\[
p(B_j) = b_j \rho^T \pi_j (dG)^{-1} \rho,
\]

(105)

we can act with \( (dG)^{-1} \) either to the left or to the right and preserve normalization. This necessarily introduces negativity somewhere: The linear map \( (dG)^{-1} \) sends some probabilities to quasi-probabilities, vectors that are properly normalized but that lie outside the probability simplex. The form of the expression (105) means that we have a certain “gauge freedom” about where the negativity can occur [51]. We can put it into the states by acting to the right, or we can put it into the effects by acting to the left. We can also “split the map down the middle” by writing

\[
(dG)^{-1} = (dG)^{-1/2}(dG)^{-1/2}
\]

(106)

and acting with one factor in either direction. This has the intriguing consequence that the final probability \( p(D_j) \) is zero exactly when the two transformed vectors are orthogonal.

This brings us into the territory of quasi-probability representations of quantum theory constructed on orthogonal operator bases [52, 53]. A Q-rep is an orthogonal Hermitian operator basis \( \{ F_i \} \) constrained to sum to the identity: \( \sum_i F_i = I \). All orthogonal bases are self-dual, meaning that each vector is proportional to its dual vector, \( F_j = \alpha_j \tilde{F}_j \). From the sum constraint, we can see that \( \text{tr} \tilde{F}_i = 1 \) for all \( i \). Define \( f_i := \text{tr} F_i \). Then \( \sum_i f_i = d \). If \( f_i = c \) for all \( i \), we say the Q-rep is equal weight. Because it is orthogonal, we have \( \text{tr} F_i F_j = c_i \delta_{ij} \). From the sum constraint,

\[
\sum_i \text{tr} F_i F_j = \text{tr} F_j \implies \sum_i c_i \delta_{ij} = f_j \implies c_j = f_j.
\]

(107)

Thus \( \text{tr} F_i F_j = f_j \delta_{ij} \), and we can see that the dual basis satisfies \( F_j = f_j \tilde{F}_j \). Contrast this with Theorem 1, which shows that such proportionality never holds for MICs.

There is a very natural way in which MICs relate to Q-reps. This connection is simplest and likely of most interest in the equal weight situation where \( f_i = 1/d \) so we will first make this special case explicit. The vectorized notation and the frame operator introduced above will turn out to be quite useful.

The definition of a Q-rep is motivated by MICs, with the positivity condition relaxed. If treated like a POVM, they can be used to define quasi-probabilities. Recall that, in the equal weight case, \( dG \) is a doubly stochastic matrix (Lemma 1). If a matrix \( A \) is column quasistochastic then \( A^{-1} \) is as well,

\[
\sum_k [A^{-1}]_{kj} = \sum_{ik} [A]_{ik} [A^{-1}]_{kj} = \sum_i \delta_{ij} = 1,
\]

(108)
and similarly if $A$ is row quasistochastic. Further, $A$ raised to any power remains row or column quasistochastic: When raised to any power, one of the eigenvalues of the result remains equal to 1 and the eigenvectors are unchanged, thus, there remains a flat right or left eigenvector with eigenvalue equal to 1 indicating that the result remains row or column quasistochastic. With these facts in hand, we can see that the following construction provides us with a Q-rep from an equal weight MIC:

$$F_i := \frac{1}{\sqrt{d}} \sum_j [G^{-1/2}]_{ij} E_j . \quad (109)$$

Summing over $i$ we get the identity because $\frac{1}{\sqrt{d}} G^{-1/2}$ is doubly quasistochastic and the $E_i$ form a POVM. Orthogonality may be checked directly:

$$\text{tr} F_i F_j = \frac{1}{d} \sum_{kl} [G^{-1/2}]_{ik} [G^{-1/2}]_{jl} \text{tr} E_k E_l = \frac{1}{d} \sum_{kl} [G^{-1/2}]_{ik} [G^{-1/2}]_{jl} = \frac{1}{d} \delta_{ij} , \quad (110)$$

where we used the fact that $G$ is symmetric. In addition to sharing the same spectrum (Lemma 3), the Gram matrix and the frame operator share the following nice relation.

**Lemma 6.** The inverse square root of the Gram matrix enjoys the following representation in terms of the frame operator:

$$[G^{-1/2}]_{ij} = \langle \tilde{E}_i \| \mathcal{F}^{-1/2} \| \tilde{E}_j \rangle . \quad (111)$$

**Proof.**

$$[G^{-1}]_{jk} = \langle \tilde{E}_j \| \tilde{E}_k \rangle = \langle \tilde{E}_j \| \mathcal{F}^{-1/2} \mathcal{F}^{-1/2} \| \tilde{E}_k \rangle = \sum_i \langle \tilde{E}_j \| \mathcal{F}^{-1/2} \| E_i \rangle \langle E_i \| \mathcal{F}^{-1/2} \| \tilde{E}_k \rangle = \sum_i \langle \tilde{E}_j \| \mathcal{F}^{-1/2} \| E_i \rangle \langle \tilde{E}_i \| \mathcal{F}^{-1/2} \| E_k \rangle \quad (112)$$

$$\implies [G^{-1/2}]_{ij} = \langle \tilde{E}_i \| \mathcal{F}^{-1/2} \| E_j \rangle .$$

Inserting this into the vectorized form of (109) and removing the resolution of identity that appears, gives us the nice identities

$$\| F_i \| = \frac{1}{\sqrt{d}} \sum_j [G^{-1/2}]_{ij} \| E_j \| = \frac{1}{\sqrt{d}} F^{-1/2} \| E_i \| . \quad (113)$$

In (109), the essential facts were that we mix together the MIC elements with a matrix which squares to $G^{-1}$ and that when scaled by $1/\sqrt{d}$ is doubly quasistochastic. It turns out that another square root of $G^{-1}$, aside from the principal square root, also satisfies these desiderata. Define the matrix

$$S := -I + \frac{2}{d^2} J , \quad (114)$$

where $J$ is the Hadamard identity, that is, the matrix of all 1s. $S$ is a real symmetric unitary, which moreover commutes with all doubly stochastic matrices, so $G^{-1/2} S$ is another square root of $G^{-1}$ preserving the properties that we need.

**Theorem 10.** For any equal weight MIC, we may construct the two Q-reps

$$\| F_1 \| := \frac{1}{\sqrt{d}} \sum_j [G^{-1/2}]_{ij} \| E_j \| \quad \text{and} \quad \| F_1^S \| := \frac{1}{\sqrt{d}} \sum_j [G^{-1/2} S]_{ij} \| E_j \| , \quad (115)$$

which we will call the principal Q-rep and the shifted Q-rep respectively.

**Corollary 3.** The relation between $\{ F_1 \}$ and $\{ F_1^S \}$ is an elementwise affine transformation:

$$\| F_1^S \| = -\| F_1 \| + \frac{2}{d^2} \| I \| . \quad (116)$$
If the MIC is a SIC, $E_i = \frac{1}{d} \Pi_i$, we have

$$\frac{1}{\sqrt{d}} [G^{-1/2}_{\text{SIC}}]_{ij} = \sqrt{d + 1} \delta_{ij} + \frac{1}{d^2} (1 - \sqrt{d + 1}),$$

and so we get the following two Q-reps:

$$F_j = \frac{1}{d} \left( \sqrt{d + 1} \right) \Pi_j + \frac{1}{d^2} \left( 1 - \sqrt{d + 1} \right) I$$ and $$F_j^S = -\frac{1}{d} \left( \sqrt{d + 1} \right) \Pi_j + \frac{1}{d^2} \left( 1 + \sqrt{d + 1} \right) I.$$

These are the two Q-reps identified by Zhu [52] for a different reason.\(^2\) Given a Q-rep, the ceiling negativity of a quantum state $\rho$ is the magnitude of the most negative entry in the quasi-probability vector that represents $\rho$. Maximizing the ceiling negativity over all quantum states yields the ceiling negativity of the Q-rep. The two Q-reps $\{F_j\}$ and $\{F_j^S\}$ provide, respectively, the lower and upper bounds on the ceiling negativity over all equal-weight Q-reps in dimension $d$. Our orthogonalization procedure, Eq. (115), sets Zhu’s result in a more broad conceptual context: Zhu’s Q-reps are the output of applying to a SIC a procedure that works for any MIC.

This connection can be generalized beyond the equal weight case. For notational simplicity, we introduce the matrix $\Phi := AG^{-1}$ where $[A]_{ij} = e_i \delta_{ij}$ where $e_i := \text{tr} E_i$. Noting that the square root of $\Phi$ with all positive eigenvalues may be written as $\sqrt{\Phi} = A^{1/2} (A^{1/2} G^{-1} A^{-1/2})^{1/2} A^{-1/2}$, it is relatively straightforward to show that $f_i = e_i$. The principal Q-rep satisfies

$$\|F_i\| = \sum_j [\sqrt{\Phi}]_{ij} \|E_j\| = A^{1/2} \|E_i\|$$

where $A := \sum_i \frac{1}{d} \|E_i\|\|E_i\|$ is the frame operator for the rescaled basis $\frac{1}{\sqrt{d}} E_i$ and the shifted Q-rep satisfies a weight-dependent shifting

$$\|F_i^S\| = -\|F_i\| + \frac{2}{d} e_i \|I\|. \quad (120)$$

What about going in the other direction, from a Q-rep to a MIC? Naïvely, we could try to invert the matrix multiplication in Eq. (113) and obtain $\|E_i\|$ in terms of $\|F_i\|$. However, without an independent expression for the frame operator $F$, we lack the information to carry this out. It is nevertheless possible to construct a MIC from a Q-rep in a canonical way, following a procedure suggested by Marcus Appleby.

**Theorem 11.** Given a Q-rep $\{F_i\}$, let $f$ be the minimal (i.e., most strongly negative) eigenvalue of all the elements of the Q-rep. Then

$$H_i := \frac{F_i - f I}{1 - d^2 f}$$

defines a MIC with equal pairwise inner products $\text{tr} H_i H_j$ and constant $\text{tr} H_i^2$.

**Proof.** The essential task to be done is to remove the negativity from the Q-rep operators, while preserving the property that they sum to the identity. First, let $f$ be the minimal eigenvalue in the Q-rep $\{F_i\}$. Now define $\{H_i\}$ as stated. By inspection we see that the $\{H_i\}$ sum to the identity. Since we are subtracting the smallest eigenvalue of all of the $\{F_i\}$, we know that every $H_i$ is positive semidefinite. Thus, the $\{H_i\}$ form a MIC. The angle between them is

$$\text{tr} H_i H_j = \left( \frac{1}{1 - d^2 f} \right)^2 \text{tr} (F_i - f I)(F_j - f I) = \left( \frac{1}{1 - d^2 f} \right)^2 \left( \text{tr} F_i F_j - f \text{tr} F_i - f \text{tr} F_j + d f^2 \right)$$

$$= \left( \frac{1}{1 - d^2 f} \right)^2 \left( \frac{1}{d} \delta_{ij} - \frac{2 f}{d} + d f^2 \right) = \frac{\delta_{ij} - 2 f + d f^2}{d - 2 d^3 f + d^5 f^2},$$

so it takes one constant value when $i = j$ and another constant value when $i \neq j$. \hfill \Box

Appleby and Graydon introduced the term SIM for a symmetric measurement of arbitrary rank; a rank-1 SIM is a SIC [54, 55]. Eq. (121) yields a SIM for any Q-rep.

\(^2\)Zhu calls equal weight Q-reps “NQPRs” and prefers to report the dual basis elements. In his notation, $Q^-_j = d F_j$ and $Q^+_j = d F_j^S$. 
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7 Conclusions

We have surveyed the domain of Minimal Informationally Complete quantum measurements. Central to understanding these objects are their Gram matrices, which are “triply positive” (having nonnegative entries, being positive definite and constructed from positive semidefinite operators). These matrices quantify how close the representation of quantum theory that a MIC furnishes is to classical probability theory. The minimal separation, we have seen, is brought about when the MIC is a SIC. The Gram matrices are also the key ingredient in converting MICs to Q-reps, thanks to the role they play in the orthogonalization procedure.

Many properties of MIC Gram matrices remain unknown. Numerical investigations have, in some cases, outstripped the proving of theorems, resulting in the conjectures we have enumerated. Another avenue for potential future exploration is the application of Shannon theory to MICs, i.e., studying the probabilistic representations of quantum states using entropic measures [56]. In the case of SICs, this has already yielded intriguing connections among information theory, group theory and geometry [45, 57, 58, 59, 60]. The analogous questions for other classes of MICs remain open for investigation.
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A Equivalent conditions for symmetric operator bases

Here, we prove the lemma that was necessary in the final step of proving Theorem 9. This result was Corollary 1 in [11] (a follow-up to [42]), which derives it as a special case of a more general theorem about Hermitian operator bases. We now prove this special case of interest directly, following a suggestion by Zhu.

Lemma 7. Let $L_j$ for $j = 1, \ldots, d^2$ be $d^2$ Hermitian operators on $\mathcal{H}_d$, $P_s$ denote the projector into the symmetric subspace of $\mathcal{H}_d \otimes \mathcal{H}_d$, and $I$ denote the identity superoperator. The following equations are equivalent:

\begin{equation}
\sum_{j=1}^{d^2} L_j \otimes L_j = \frac{2d}{d+1} P_s, \tag{123}
\end{equation}

\begin{equation}
\sum_{j=1}^{d^2} \|L_j\| \langle L_j \| = \frac{d}{d+1} (I + \|I\| \langle I \|), \tag{124}
\end{equation}

\begin{equation}
\text{tr} L_j L_k = \frac{1}{d+1} (d \delta_{jk} + \text{tr} L_j \text{tr} L_k). \tag{125}
\end{equation}

Proof: The space $\mathcal{L}(\mathcal{H}_d) \otimes \mathcal{L}(\mathcal{H}_d)$ is isomorphic to $\mathcal{L}(\mathcal{L}(\mathcal{H}_d))$ under the map $A \otimes B \rightarrow \|A\| \langle B \|$. The equivalence of (123) and (124) follows from computing the image of $P_s = \frac{1}{2} (I + \sum |i\rangle \langle j|)$ under this map. Explicitly, for an orthonormal basis $|i\rangle$ of $\mathcal{H}_d$,

\begin{equation}
P_s = \frac{1}{2} \left( I \otimes I + \sum_{i,j=1}^{d} |i\rangle \langle j| \otimes |j\rangle \langle i| \right) \rightarrow \frac{1}{2} \left( \|I\| \langle I \| + \sum_{i,j=1}^{d} \|\langle i| \langle j|\rangle \| \langle \langle i| \langle j| \| \right) = \frac{1}{2} (I + \|I\| \langle I \|).
\end{equation}

Now applying the isomorphism to (123) immediately gives (124).
To see the equivalence of (124) and (125), first note the following identities obtained from partial tracing and tracing (123):
\[
\sum_{j=1}^{d^2} (\text{tr} L_j) L_j = \frac{d}{d+1} \text{tr}_1 \left( I \otimes I + \sum_{i,j=1}^{d} |i\rangle \langle j| \otimes |j\rangle \langle i| \right) = \frac{d}{d+1} \left( dI + \sum_{i,j,k=1}^{d} \langle k| i \rangle \langle j| k \rangle \langle j| i \rangle \right) = dI \quad (127)
\]
and
\[
\sum_{j=1}^{d^2} (\text{tr} L_j)^2 = d^2. \quad (128)
\]
Define \( L'_j = L_j - x(\text{tr} L_j)I \), where \( x \) is a parameter to be specified shortly. Then we have
\[
\sum_{j=1}^{d^2} \langle L'_j \rangle \langle L'_j \rangle = \sum_{j=1}^{d^2} \langle L_j \rangle \langle L_j \rangle - x \sum_{j=1}^{d^2} (\text{tr} L_j) (\| L_j \| \langle I \rangle \langle I \rangle + \| L_j \| \langle I \rangle \langle I \rangle) + x^2 \sum_{j=1}^{d^2} (\text{tr} L_j)^2 \langle I \rangle \langle I \rangle \]
\[
= \sum_{j=1}^{d^2} \langle L_j \rangle \langle L_j \rangle + (x^2 d^2 - 2xd) \langle I \rangle \langle I \rangle, \quad (129)
\]
where we applied (127) and (128) in the second step. From this it’s easy to see that if we choose
\[
x = \frac{1}{d} \left( 1 \pm \sqrt{\frac{1}{d+1}} \right), \quad (130)
\]
then \( x^2 d^2 - 2xd = -d/(d+1) \). Making this substitution and inserting (124) into (129), we can see that (124) is equivalent to
\[
\sum_{j=1}^{d^2} \langle L'_j \rangle \langle L'_j \rangle = \frac{d}{d+1} I \quad (131)
\]
or that
\[
L''_j \equiv \sqrt{\frac{d+1}{d}} L'_j \quad (132)
\]
satisfies
\[
\sum_{j=1}^{d^2} \langle L''_j \rangle \langle L''_j \rangle = I. \quad (133)
\]
In a finite dimensional Hilbert space, this means that \( L''_j \) forms an orthonormal basis. Thus,
\[
\delta_{jk} = \text{tr} L''_j L''_k = \frac{d+1}{d} \text{tr} L'_j L'_k = \frac{d+1}{d} \text{tr} ((L_j - x(\text{tr} L_j)I)(L_k - x(\text{tr} L_k)I))
\]
\[
= \frac{d+1}{d} \left( \text{tr} L_j L_k + (x^2 d - 2x) \text{tr} L_j L_k \right) = \frac{d+1}{d} \left( \text{tr} L_j L_k - \frac{1}{d+1}(\text{tr} L_j)(\text{tr} L_k) \right), \quad (134)
\]
which is equivalent to (125).

\[\square\]
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Figure 1: Empirical histograms of eigenvalues for random Weyl–Heisenberg MICs in dimensions $d = 2$ through $d = 8$. The peak at eigenvalue $1/d$ is straightforward to explain, the behavior at low eigenvalues less so. Note in particular the broad plateau for $d = 3$ and the apparent small-eigenvalue peaks in $d \geq 5$. 