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ABSTRACT
Existing works on valuing digital assets on the Internet typically focus on a single asset class. To promote the development of automated valuation approaches, preferably those that are generally applicable to multiple asset classes, we construct DASH, the first Digital Asset Sales History dataset that features multiple digital asset classes spanning from classical to blockchain-based ones. Consisting of 280K transactions of domain names (DASH\_DN), email addresses (DASH\_EA), and non-fungible token (NFT)-based identifiers (DASH\_NFT), such as Ethereum Name Service (ENS) names, DASH advances the field in several aspects: the subsets DASH\_DN, DASH\_EA, and DASH\_NFT are the largest freely accessible domain name transaction dataset, the only publicly available email address transaction dataset, and the first NFT transaction dataset that focuses on identifiers, respectively.

We build strong conventional feature-based models as the baselines for DASH. We next explore deep learning models based on fine-tuning pre-trained language models, which have not yet been explored for digital asset valuation in the previous literature. We find that the vanilla fine-tuned model already performs reasonably well, outperforming all but the best-performing baselines. We further propose improvements to make the model more aware of the time sensitivity of transactions and the popularity of assets. Experimental results show that our improved model consistently outperforms all the other models across all asset classes on DASH.
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- Computing methodologies – Neural networks; Machine learning approaches; Natural language processing; Applied computing – Economics.
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1 INTRODUCTION
Since its birth, the Internet has generated many digital assets, such as domain names, and works on their appraisal date back to over two decades ago [18]. Most research on automated digital asset valuation focuses on a single asset class [1, 4, 6, 9, 10, 13, 17, 24, 28, 29]. Existing valuation methods rely heavily on expert knowledge and asset- and market-specific feature-engineering, whose cost reduces the potential for broadly applying the methods. Moreover, for many digital asset classes, there are no common testbeds or even no freely accessible data for studying valuation techniques, which raises the difficulties in making direct comparisons between methods, further limiting the progress in this research area.

With the goal of advancing the development of automated valuation methods, preferably those that are broadly applicable to multiple digital asset classes, we construct DASH, a Digital Asset Sales History dataset containing transactions of multiple representative asset classes. Specifically, DASH consists of sales history of domain names (DASH\_DN), email addresses (DASH\_EA), and non-fungible token (NFT)-based identifiers (DASH\_NFT), such as Ethereum Name Service (ENS) names (Section 3). Assets of the classes featured in DASH are challenging to assess due to their non-fungibility [26]. The valuation methods for these asset classes can potentially benefit from being collectively studied as they share the inherent property of being in some form of unique identifier.

To establish baseline performance on DASH, we design a set of features that apply to all the studied asset classes and build three conventional feature-based regression models (Section 4.2). We next explore approaches based on fine-tuning pre-trained language models (LMs) (Section 4.3). We find that the vanilla fine-tuned model performs reasonably well: without leveraging any handcrafted features or explicit expert knowledge, it surpasses two out of three conventional models on the average performance over all subsets of DASH. We further propose two improvements: (i) make the model more aware of the time sensitivity of transactions using a two-stage fine-tuning approach; (ii) append to the input sequence external knowledge about the popularity of assets. Experiments demonstrate that our improved model substantially reduces the mean squared logarithmic error (MSLE) by 4.2% on average on the test set of DASH compared to the best-performing conventional model (Section 5).

Our main contributions are as follows.

- We introduce DASH, the first digital asset transaction dataset that features multiple asset classes spanning from classical to blockchain-based ones. To our knowledge, (i) DASH\_DN is the largest freely accessible domain name transaction dataset; (ii) DASH\_EA is the only publicly available email address transaction dataset; and (iii) DASH\_NFT is the first NFT transaction dataset that focuses on identifiers.
- We propose conventional feature-based models and deep learning models for DASH. In contrast to all previous works, we present the first study that leverages pre-trained language models for digital asset valuation and demonstrates that fine-tuning a pre-trained language model can deliver performance superior to conventional models.
- We conduct a comprehensive ablation study and a detailed error analysis of the proposed models on the DASH dataset. We also discuss variants of our models and the limitation of current research.
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of the work. The dataset and code will be available at https://dataset.org/dash/.

2 RELATED WORK

2.1 Transaction Data

2.1.1 Classical Assets. We are not aware of any existing email address transaction datasets. As for domain name transactions, past studies use different data, most of which are not publicly accessible [1, 4, 6, 12, 28]. The data released by [13] is the only publicly accessible dataset we know. Their released dataset consists of 1,335 domain names, which are all .com domains, along with binary labels indicating whether the price is high or low based on pre-defined thresholds. The exact sales price and date are not available. In comparison, DASHDN has orders of magnitude more sales with the exact sales price and date, covering over 500 different domain extensions. Some platforms (e.g., NameBio\textsuperscript{1}) provide online domain name sales search services, but they do not support exporting data in batch freely.

2.1.2 Blockchain-Based Assets. Recent works have released several datasets regarding NFT transactions [10, 14, 17]. These datasets primarily focus on the NFTs’ image objects [10, 17], traits assigned by the NFT creators [14], and mentions in social media [10].

2.2 Valuation Approaches

We primarily discuss the works about valuing unique individual assets rather than predicting the price of fungible assets (e.g., the Bitcoin to USD price [7]) or estimating the aggregate price of asset collections (e.g., the median price of four-letter .com domain names, the average price of Bored Ape Yacht Club (BAYC) [9]) over time. Various digital asset valuation methods, from theoretical to empirical, have been developed over the years [1, 4, 6, 10, 13, 15, 17, 24, 26, 28, 29]. Most methods employed in recent research are conventional feature-based machine learning models [4, 10, 13, 17]. They show the superior performance of random forest, extreme Gradient Boosting (XGBoost) [2], and Adaptive Boosting (AdaBoost) [8] for the valuation of domain names or NFTs compared with other feature-based models given the same feature set. A few works on NFT valuation leverage deep learning models, but the models are mainly used as the image encoder to encode image-based NFTs [10, 17]. Outside of academia, there are several well-established proprietary domain name appraisal systems from the industry, such as Estibot\textsuperscript{2} and GoDaddy Domain Appraisals\textsuperscript{3} (GoValue). In particular, GoValue employs deep learning to leverage the vast amount of domain name transaction data available only to GoDaddy\textsuperscript{4}. Compared with all these works, we focus on methods generally applicable to multiple asset classes and demonstrate the effectiveness of models based on language model fine-tuning over previous methods in digital asset valuation.

---

\textsuperscript{1}https://namebio.com/
\textsuperscript{2}https://www.estibot.com/
\textsuperscript{3}https://www.godaddy.com/domain-value-appraisal
\textsuperscript{4}https://www.godaddy.com/engineering/2019/07/26/domain-name-valuation/

Figure 1: Monthly transaction volume (in log scale) and median sales price (Txns: transactions).
The past few years have witnessed significant progress in various natural language understanding problems with the help of fine-tuning pre-trained high-capacity language models [5, 22]. More recently, applications of language model fine-tuning to problems beyond natural language understanding have emerged, such as automated theorem proving [21] and playing chess [23]. We follow this thread and explore the application to digital asset valuation, which is underexplored in previous research.

### 3 DATA

#### 3.1 Collection Methodology

**3.1.1 Data Sources**. We collect digital asset transaction data from a variety of data sources, summarized in the following.

- **Domain names**: We track the domain name auctions hosted by sedo.com (Sedo) and flippa.com (Flippa). Additionally, we track the publicly disclosed buy-it-now sales and sales by negotiation completed on Flippa.
- **Email addresses**: We track the email address auctions hosted by fgl.net (FGLT).
- **NFTs**: We track sales of NFT-based identifiers, including ENS, Unstoppable Domains, and Decentraland Names reported by opensea.io (OpenSea), x2y2.io (X2Y2), and looksrare.org (LooksRare).

**3.1.2 Filtering and Normalization**. We filter out bundle sales and sales whose price is zero. For auctions, we only keep the “reserve met” and “no reserve” ones that have at least one bid. As ENS names are stored in a hashed form [30], we filter out ENS name transactions whose unhashed name is unknown. We convert the sales price to the dominant currency used in transactions of the corresponding asset class (i.e., USD, CNY, and ETH for domain names, email addresses, and NFTs, respectively) using the exchange rate at the transaction time.

**3.1.3 Suspicious Transaction Detection**. We notice suspicious transactions in the collected data. For example, the ENS name oneboy.eth has been traded between two Ethereum addresses over 800 times, indicating that a single agent likely controls the two addresses and these sales are likely bogus. To reduce the potential negative impact of such transactions, we adopt the following strategies: (i) for each transaction \( t \) of NFT \( x \) from address \( a \) to address \( b \), we remove \( t \) if both \( a \) and \( b \) are involved in (but not necessarily together) at least two other transactions of \( x \); (ii) for each transaction \( t \) of email address \( x \), we remove \( t \) if another transaction of \( x \) happens after \( t \) within seven days. We do not apply similar strategies to domain names because Sedo and Flippa have relatively high commission fees, making it expensive to initiate suspicious transactions.

The resulting transactions of domain names, email addresses, and NFTs constitute DASH\textsubscript{DN}, DASH\textsubscript{EA}, and DASH\textsubscript{NFT}, respectively, and DASH = DASH\textsubscript{DN} \cup DASH\textsubscript{EA} \cup DASH\textsubscript{NFT}. Each transaction in DASH comprises an asset identifier, a transaction date, and the corresponding sales price, along with the meta information of the asset that consists of the asset class and asset collection (if applicable). Note that the studied assets in DASH do not have name collisions so far, so an asset identifier alone can unambiguously represent an asset. The meta information offers additional information to distinguish between different assets that share the same identifier in case there are name collisions in the future.

#### 3.2 Data Statistics

For convenience, we first formally define the name and suffix of an asset, which will be referred to in the rest of this paper: given an asset from DASH, its name refers to the substring of the identifier starting from the beginning to the first delimiter (exclusive), and its suffix refers to the substring after the first delimiter (exclusive). The delimiter is at sign for DASH\textsubscript{DN} and dot for DASH\textsubscript{EA} and DASH\textsubscript{NFT}. For example, the name and suffix of example.eth are example and eth, respectively; the name and suffix of email@example.com are email and example.com, respectively.

We summarize the statistics of DASH in Table 1. We see a considerable sales price range with a large standard deviation in every subset of DASH. Besides, most assets in DASH have only one transaction, and there are numerous different suffixes. These altogether provide evidence that DASH is a very challenging dataset for digital asset valuation. We plot Figure 1 to show an overall view of transaction distributions across time. Compared with DASH\textsubscript{DN} and DASH\textsubscript{EA}, the transactions in DASH\textsubscript{NFT} are less evenly distributed in terms of volume over time.

#### 4 APPROACHES

#### 4.1 Task Formulations

In this work, we enforce that transactions in the development set are newer (resp. older) compared with the training (resp. test) set. This is distinguished from many previous works, where training
which applies to all the asset classes studied in this work.

\[ S \]

value that minimizes the MSLE on the training set. More formally,

\[
\text{argmin}_{\theta} \sum \log(p_i) \quad \text{subject to} \quad \forall (a_i, p_i, t_i) \in S_{\text{train}}, \quad (a_j, p_j, t_j) \in S_{\text{dev}}, \quad \sum \log(p_i) \leq \sum \log(p_j),
\]

the following feature set reflecting the intrinsic value of identifiers,

\[
S = \{(a_1, p_1, t_1), (a_2, p_2, t_2), \ldots \}
\]

previous studies on drop catching and squatting \[16, 30\], we design

models using random forest, XGBoost, and AdaBoost. Inspired by

4.2.2 Feature-Based Regression Models.

\[
S_{\text{dev}} \quad \text{and} \quad S_{\text{test}}
\]

For consistency and clarity, we now introduce several notations and give a formal definition of the task. Given a set of transactions \( S = \{(a_1, p_1, t_1), (a_2, p_2, t_2), \ldots \} \) where \( a_i, p_i, \) and \( t_i \) represent the asset identifier, price, and time of the

transactions during training. Specifically, in the first stage, we first fine-tune the pre-trained mBERT on all transactions in \( S_{\text{train}} \). Then we fine-tune the resulting model again in the second stage on the newest \( T \) transactions in \( S_{\text{train}} \).

(ii) We propose a modification to the input sequence of Vanilla mBERT to leverage external knowledge that helps approximate the popularity of the asset name but is not readily available in the pre-trained representation. Concretely, the modified input sequence is \([CLS]n[SEP]s[SEP]c[SEP]\), where \( c \) is a string of digits representing the TLD count (defined in Section 4.2).

4.3 Neural Models

4.3.1 Vanilla mBERT. We follow the framework of fine-tuning a pre-trained high-capacity language model \[22\] and use multilingual BERT (mBERT) \[5\] as the pre-trained model. Given an asset, we concatenate the name \( n \) and suffix \( s \) of the asset with the classification token [CLS] and separator token [SEP] in mBERT as the input sequence \([CLS]n[SEP]s[SEP]\) to mBERT, with a linear layer on top of the final hidden state for [CLS] in the input sequence.

4.3.2 mBERT+. We improve vanilla mBERT in two effective yet easy-to-implement ways:

(i) Since transaction data is time sensitive, we propose a two-stage fine-tuning approach to highlight the relatively new transactions during training. Specifically, in the first stage, we first fine-tune the pre-trained mBERT on all transactions in \( S_{\text{train}} \). We then fine-tune the resulting model again in the second stage on the newest \( T \) transactions in \( S_{\text{train}} \).

(ii) We propose a modification to the input sequence of Vanilla mBERT to leverage external knowledge that helps approximate the popularity of the asset name but is not readily available in the pre-trained representation. Concretely, the modified input sequence is \([CLS]n[SEP]s[SEP]c[SEP]\), where \( c \) is a string of digits representing the TLD count (defined in Section 4.2).

5 EXPERIMENTS AND DISCUSSIONS

5.1 Implementation Details

5.1.1 Feature Extraction. We employ Polyglot\(^5\) for morphological analysis. For vocabulary feature extraction, we use the vocabulary of GloVe.\(840B.300D\) \[20\] and a self-collected adult word list\(^6\). We look up trademark applications from April 1884 to December 2018 released by the United States Patent and Trademark Office. We leverage the DNS Census 2013 \(^7\) to obtain TLD count.

5.1.2 Non-Neural Models. We implement random forest and AdaBoost using \[19\] and XGBoost using \[2\]. All hyperparameters take the default values.

5.1.3 Neural Models. We implement vanilla mBERT and mBERT+ based on Transformers \[27\]. We use the multilingual uncased BERT Base released by \[5\]. For vanilla mBERT, we fine-tune for three epochs. As for mBERT+, we set \( T \) to 3,000 and fine-tune for one epoch in the first fine-tuning stage and three epochs in the second fine-tuning stage. We set the learning rate and batch size to \( 2 \times 10^{-5} \) and 64, respectively. All unspecified hyperparameters take the default values \[5\].

\(^5\)https://github.com/aboSamoor/polyglot

\(^6\)We will release the adult word list along with the code.

\(^7\)https://archive.org/details/DNSCensus2013

Table 2: Data splitting (Txns: transactions).

| Date Range | # of Txns |
|------------|-----------|
| DASH\(_{DN}\) | Train 07/03/2006 ~ 07/06/2019 | 143,147 |
| DASH\(_{EA}\) | Dev 07/07/2019 ~ 11/19/2020 | 7,973 |
|  | Test 11/20/2020 ~ 06/30/2022 | 7,927 |
| DASH\(_{NT}\) | Train 01/23/2011 ~ 09/11/2021 | 18,288 |
|  | Dev 09/12/2021 ~ 01/13/2022 | 1,006 |
|  | Test 01/14/2022 ~ 06/30/2022 | 1,014 |
|  | Train 05/15/2019 ~ 06/18/2022 | 90,781 |
|  | Dev 06/19/2022 ~ 06/27/2022 | 4,882 |
|  | Test 06/28/2022 ~ 06/30/2022 | 4,724 |

\[\hat{p} = \exp \left( \frac{1}{|S_{\text{train}}|} \sum_{(a_i, p_i, t_i) \in S_{\text{train}}} \log(p_i) \right) \]

4.2 Non-Neural Models

4.2.1 Mean Value Baseline. This simple model predicts a constant value that minimizes the MSLE on the training set. More formally, the constant value is the geometric mean price \( \hat{p} \) defined as

\[\hat{p} = \exp \left( \frac{1}{|S_{\text{train}}|} \sum_{(a_i, p_i, t_i) \in S_{\text{train}}} \log(p_i) \right) \]

4.2.2 Feature-Based Regression Models. Following previous empirical studies (Section 2.2), we develop conventional feature-based models using random forest, XGBoost, and AdaBoost. Inspired by previous studies on drop catching and squating \[16, 30\], we design the following feature set reflecting the intrinsic value of identifiers, which applies to all the asset classes studied in this work.

- **Length:** the length of the asset name in character.
- **Suffix:** the asset suffix, represented by a one-hot vector.
- **Character:** four binary features indicating (i) whether the asset name only contains alphabet letters, (ii) whether the asset name contains hyphens, (iii) whether all the characters in the asset name are numeric, and (iv) whether the asset name contains non-ASCII characters, respectively.
- **Number of tokens:** we tokenize the asset name using morphological analysis \[25\] and consider the number of tokens as a feature.

- **Vocabulary:** two binary features indicating (i) whether the asset name is a word and (ii) whether the asset name is an adult word, respectively.
- **Trademark:** a binary feature indicating if the asset name appears in any trademark applications.
- **Top-level domain (TLD) count:** the number of TLDs where the asset name is registered.

...
5.2 Main Results

We report in Table 3 the performance of all models introduced in Section 4. XGBoost consistently performs the best among conventional feature-based models across all subsets of DASH. Vanilla mBERT, which does not leverage any handcrafted features or explicit expert knowledge, outperforms AdaBoost and random forest in average performance, showing the potential of language model fine-tuning for digital asset valuation. We see a significant reduction in MSLE with “net” in DASH compared with XGBoost, the improved model mBERT.+ achieves the lowest MSLE on the development set.

5.3 Error Analysis

We perform an error analysis of XGBoost, vanilla mBERT, and mBERT+ on the development set to understand their difference and identify their limitations.

5.3.1 Name Length. We report the model performance with respect to different name length groups in Figure 2. We observe a clear difference in performance over different name length groups for all asset classes. Notably, all models for DASH$_{DN}$ and DASH$_{NFT}$ can give relatively accurate predictions when assigned an asset of name length four, and all models for DASH$_{EA}$ and DASH$_{NFT}$ perform relatively well when assigned an asset of name length five. XGBoost demonstrates a notable advantage over the other models in valuing email addresses longer than seven.

5.3.2 Suffix. We compare in Figure 3 the model performance for different suffixes. While, unsurprisingly, uncommon suffixes that fall under the “other” groups are relatively hard to assess for all asset classes, perhaps surprisingly, models perform worse than average on some common suffixes, including “net” in DASH$_{DN}$ and “126.com” in DASH$_{EA}$. Although mBERT+ achieves the lowest increase by 0.207 on average if we replace the pre-trained mBERT weights with randomly initialized weights.
Figure 2: Performance comparison in MSLE by name length on the development set. The percentage of each length group is in parentheses.

Figure 3: Performance comparison in MSLE by suffix on the development set. The percentage of each suffix group is in parentheses.
MSLE in most groups, XGBoost considerably outperforms mBERT+ in a few groups, such as “other” in DASH\textsubscript{NFT}.

5.3.3 Name Character Set. We present the model performance grouped by the character set of the asset name in Figure 4. Interestingly, the relative difficulty in valuing number-only names varies greatly across asset classes. Besides, for all models and all asset classes, the appraisal of letter-only names is more challenging compared with names that fall into the “other” groups. XGBoost once again outperforms mBERT+ in several groups.

5.4 Further Discussions

5.4.1 Model Ensemble. Since the error analysis in Section 5.3 indicates XGBoost and mBERT+ are complementary in many aspects, we combine them by taking the geometric mean of their predictions. As shown in Table 5, the ensemble model achieves an MSLE reduction of 5.9% on average compared with mBERT+.

5.4.2 Pre-Trained Language Models. We study the impact of different pre-trained language models on the performance of neural models. We choose the following language models for comparison: English uncased BERT-Base [5] (BERT), XLM-R-Base [3] (XLM-R), and FNet-Base [11] (FNet). We denote the vanilla fine-tuned model and the improved model with the pre-trained language model replaced by $M \in \{\text{BERT, XLM-R, FNet}\}$ as vanilla $M$ and $M^+$, respectively. To minimize time leakage risk, we report the performance on DASH\textsubscript{NFT} whose transactions in the development and test sets all happen after the release dates of the employed language models. As shown in Table 6, our improved model consistently outperforms the corresponding vanilla model regardless of the pre-trained language model used. Surprisingly, the relative strength of these pre-trained models differs dramatically between natural language understanding and digital asset valuation: XLM-R does not outperform mBERT in asset valuation, though XLM-R is superior to mBERT in multilingual natural language processing [3]; similarly, BERT does not outperform FNet, though FNet sacrifices some performance for speed compared with BERT [11]. Moreover, we find that monolingual pre-trained LMs can achieve performance close to multilingual pre-trained LMs (e.g., FNet vs. mBERT).

5.4.3 Non-Uniform Sample Weights. Motivated by the effectiveness of the proposed two-stage fine-tuning approach, we investigate whether we can improve the conventional model by emphasizing more on the relatively new transactions during training as well. We present the experimental results in Table 7, where we set the

![Figure 4: Performance comparison in MSLE by name character set on the development set. The percentage of each character set group is in parentheses.](image)

|          | Dev    | Test   |
|----------|--------|--------|
| DASH\textsubscript{DN} | 2.071 (\textit{0.035}) | 1.840 (\textit{0.052}) |
| DASH\textsubscript{EA}  | 1.094 (\textit{0.118}) | 1.251 (\textit{0.117}) |
| DASH\textsubscript{NFT} | 0.941 (\textit{0.066}) | 0.981 (\textit{0.085}) |
| Average  | 1.369 (\textit{0.073}) | 1.357 (\textit{0.085}) |

Table 5: Performance of an ensemble of XGBoost and mBERT+ in MSLE (↓ decreased MSLE compared with mBERT+). All MSLE reductions are statistically significant (all p-values $< 5 \times 10^{-4}$).
sample weights of the newest $T$ transactions to be two times the weights of the other transactions in the training data. We observe no substantial difference in average performance between XGBoost with and without non-uniform sample weights.

5.4.4 Comparison with a Commercial Model. We compare our models with GoValue, a state-of-the-art proprietary automated domain valuation tool from the industry (Section 2.2). Because (i) GoValue only gives the valuation result when the estimated price is between 100 USD and 25,000 USD, (ii) GoValue supports valuing neither internationalized domain names (IDNs) nor third-level domain names, and (iii) GoValue does not support bulk appraisal and has a limited query quota, we use a modified setting for the experiment, specified in the following.

- We randomly sample from the test set of DASH$_{DN}$ 100 transactions, in which the domain name is neither an IDN nor a third-level domain name, and the price is between 100 USD and 25,000 USD.
- We call GoValue and our models to predict the price of every domain name in the 100 samples. If the predicted price is below 100 (resp. above 25,000) USD, we change the prediction to 100 (resp. 25,000).

As shown in Table 8, all our conventional feature-based models and neural models significantly outperform GoValue by a large margin (all p-values $< 1 \times 10^{-5}$). Note that although the result is highly suggestive of the superiority of our models, the result may not be conclusive enough because the comparison is arguably unfair for both GoValue and our models. Specifically, on the one hand, GoValue leverages unrivaled amounts of data available only to GoDaddy for model training; on the other hand, the distribution of the test samples is likely closer to that of the training set of DASH$_{DN}$ compared with GoValue’s training data. Nevertheless, the comparison can hardly be improved due to a lack of access to both the modeling details and training data of GoValue.

5.5 Limitations and Future Work

The data and models presented in this work focus on digital assets represented in texts without touching other modalities (e.g., images). Nevertheless, such a uniform representation makes our work a reasonably suitable starting point for studying general techniques that apply to multiple asset classes. We leave the study of valuing assets represented in other modalities for future work.

We are aware of some proprietary external knowledge sources (e.g., Google Trends\textsuperscript{5}) that contain potentially additional useful knowledge for building more accurate valuation models. However, we choose not to employ them in this paper to avoid dependence on proprietary business services and leave the study of leveraging them for future research. While this choice limits the best performance our models can attain, we believe it does not influence the main contributions of this paper and helps improve the accessibility and reproducibility of this work.

6 CONCLUSION

We present DASH, the first digital asset sales history dataset featuring multiple asset classes, including domain names, email addresses, and NFTs. We propose several valuation models for DASH, including conventional feature-based models and deep learning models, all applicable to multiple asset classes. We conduct comprehensive experiments to evaluate the proposed models on DASH and, for the first time, demonstrate that fine-tuning a pre-trained model can beat conventional models in digital asset valuation.
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