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ABSTRACT

Being difficult to scale poses great problems in multi-agent coordination. Multi-agent Reinforcement Learning (MARL) algorithms applied in small-scale multi-agent systems are hard to extend to large-scale ones because the latter is far more dynamic and the number of interactions increases exponentially with the growing number of agents. Some swarm intelligence algorithms simulate the release and utilization mechanism of pheromones to control large-scale agent coordination. Inspired by such algorithms, PooL, an pheromone-based indirect communication framework applied to large scale multi-agent reinforcement learning is proposed in order to solve the large-scale multi-agent coordination problem. Pheromones released by agents of Pool are defined as outputs of most reinforcement learning algorithms, which reflect agents’ views of the current environment. The pheromone update mechanism can efficiently organize the information of all agents and simplify the complex interactions among agents into low-dimensional representations. Pheromones perceived by agents can be regarded as a summary of the views of nearby agents which can better reflect the real situation of the environment. Q-Learning is taken as our base model to implement Pool and Pool is evaluated in various large-scale cooperative environments. Experiments show agents can capture effective information through Pool and achieve higher rewards than other state-of-arts methods with lower communication costs.
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1 INTRODUCTION

MARL focuses on developing algorithms to optimize behaviors of different agents which share a common environment [2]. Agents’ behaviors in MARL settings are usually modeled as Partially Observable Markov Decision Process (POMDP), in which agents only have a partial observation of the global state. MARL faces two major problems. First, partial observations from different agents as input features cause a curse of dimensionality. Second, it is difficult to consider all possible interactions among agents because the number of possible interactions grows exponentially. With the increase of agents’ scale, these two problems will become more and more serious. In MARL, there are various methods to solve the two problems. These methods can be roughly divided into two categories, Centralized Training Decentralized Execution (CTDE) [25] and multi-agent communication. In the CTDE framework, agents can access global information while training, and agents select actions based on partial observations while execution. But CTDE algorithms are still unable to deal with large-scale agents for the reason that the dimension of global information is still too high to handle even at the training step. Multi-agent communication is another promising approach to coordinate the behaviors of large-scale agents. Agents can choose actions by their partial observations and information received from other agents. But designing an effective communication mechanism is not a trivial task. For an agent, the message representation, message sender selection, and message utilization all need to be carefully designed. In addition, agents’ communication is limited by bandwidth in reality. This bandwidth limitation also affects the scale of multi-agent communication.

Swarm Intelligence refers to solving problems by the interactions of simple information-processing units [14]. One of the key concepts of Swarm Intelligence is Stigmergy which is proposed in the 1950s by Pierre-Paul Grassé [10]. Summarizing from behaviors of insects, Stigmergy refers to a mechanism of indirect coordination between agents by the trace left in the environment. A representative algorithm inspired by Stigmergy is Ant Colony Optimization (ACO) algorithm. It takes inspiration from the foraging behavior of some ant species and uses a mechanism similar to pheromones for solving optimization problems [6]. ACO is widely used in various path-finding problems in the real world [3, 15]. The effectiveness of such ACO algorithms depends on the exploration of a large number of units (e.g. robots) and pheromone-based indirect communication among them. However, in ACO’s settings, units’ behaviors are confined by predefined rules, which is unsuitable in MARL environments.

In this paper, inspired by the pheromone mechanism introduced in ACO, an indirect communication framework for MARL is developed by introducing pheromones into Deep Reinforcement Learning (DRL). The output of reinforcement learning algorithms is usually the scoring of actions or the probabilities of selecting a certain action. These values can be used not only to select actions but also to reflect the agents’ views of the environment. These values output by different agents can be organized by a pheromone update mechanism similar to ACO. Therefore, the pheromone information
perceived by agents combines the views and knowledge of other agents around them, and can better reflect the real situation of the current agent.

Our paper is organized as follows. Section 2 introduces work that is closely related to our proposed framework. Section 3 introduces the background knowledge related to our problem to be solved. In Section 4, we give a detailed description of PooL. In section 5, we show the performance of PooL in a variety of settings. Section 6 summarizes our paper.

2 RELATED WORK

Our paper is closely related to two branches of study: Multi-agent Reinforcement Learning (MARL) and control algorithms that are based on Swarm Intelligence.

2.1 Multi-agent Reinforcement Learning

DRL methods like Deep Q-Learning (DQN) [22] promote the application of reinforcement learning in many fields such as Atari Games [23] and Go [26]. But most existing methods of DRL focus on the control of a single agent. As in real life, many scenes contain multi-agent interactions and cooperation. MARL attracts more and more attention. [7, 17, 30] are classic MARL algorithms following the framework of CTDE [25]. These algorithms apply modified single-agent reinforcement learning algorithms such as DDPG [16] and Soft Q-Learning [8] in MARL settings. However, such methods still suffer from the curse of dimensionality because the method still needs to handle all agents’ features while training. Communication is an effective way to solve such problems. CommNet [27] designs a channel for all agents to communicate and extract information from all agents by average pooling. In order to better handle the situation with more agents, [34] uses an information filtering network to select useful information. VAIN [11], ATOC [13] and TarMADC [4] use attention mechanism to select communication targets and information more reasonably. But these methods still assume a centralized controller that can access all communication needed information while training. DGN [12] models agents’ interactions with graph structures by Graph Neural Networks (GNN) [36]. In DGN, agents’ communication is achieved by the convolution of graph nodes (e.g. agents nearby). Graph convolution is able to express more complex agent interactions. But its performance and convergence speed are still confined by the number of agents.

In order to make algorithms scale to many agents, MFQ [18] accepts the average action value of nearby agents as extra network input. [37] proposes to approximate Q-function with factorized pairwise interactions. [29] provides another idea that trains agents from few to more with transfer mechanisms.

2.2 Control Algorithms Based on Swarm Intelligence

Swarm Intelligence is widely used in group control problems. [5, 19] discusses the use of swarm intelligence in adaptive learning of routing tables and network-failure-detection. [1, 32] utilize pheromones to achieve multi-agent coordination. However, Swarm Intelligence algorithms like Bird Swarm Algorithm and Ant Colony Optimization are rule-based, as a result, they can not learn from environments. Phe-Q [24] first introduces the idea of pheromone mechanisms to reinforce learning. [20, 21] follow similar ideas and improve the convergence speed of Q-Learning in different environments. [31] proposes to release the pheromone according
to the distance between the agent and the target, and apply the pheromone information to Deep Reinforcement Learning.

Learning-based methods are more and more popular with the success of deep learning in many fields. Most methods mentioned above can not take advantage of deep neural networks. DRL is applied in [31], but the way [31] obtains pheromones is artificially designed based on the specific environment. It will be more appropriate if pheromones are generated based on learning algorithms.

3 BACKGROUND

3.1 Problem Formulation

The problem for multi-agent coordination in this paper can be considered as a Dec-POMDP game [9]. It can be well defined by a tuple $M = \langle I, S, \{A_i\}, P, \{R_i\}, \{Q_i\}, O, T, y \rangle$, where $I$ is a set of $n$ agents, $S$ is the state space, $A_i$ is the action space for agent $i$, $Q_i$ is the observation space for agent $i$, $T$ is the time horizon for the game and $y$ is the discount factor for individual rewards $R_i$. When agents took actions $a$ in state $s$, the probability of the environment transitioning to state $s'$ is $P(s'|s, a)$ and the probability of agents seeing observations $o$ is $O(o|s, a)$.

For agents in the problem above, their goal is to maximize their own expected return $G_i = \sum_{t=0}^{T} y^t R_i^t$. The achievement of this goal requires the cooperation of agents belonging to the same team.

3.2 Table Q-Learning and Deep Q-Learning

Q-Learning is a popular method in single agent reinforcement learning. For agent $i$, Q-Learning uses an action-value function for policy $\pi_i$ as $Q_i^\pi(\Omega_i, a) = \mathbb{E}[R_i | \Omega_i' = \Omega_i, a_i' = a_i]$. Table Q-Learning maintains a Q-table and update Q-values by the following equation:

$$Q_i^\pi(\Omega_i, a) = Q_i^\pi(\Omega_i, a) + \alpha (R_i + y \max_{a_i'} Q_i^\pi(\Omega_i', a_i') - Q_i^\pi(\Omega_i, a)).$$ (1)

For every step, the agent selects its action based on the max value of these actions with an epsilon-greedy exploration strategy.

As Q-Table cannot handle high dimensional states, Deep Q-Learning (DQN) uses neural network to approximate Q-function. DQN tries to optimize $Q_i^\pi$ with back propagation by minimizing the following loss function:

$$L_i(\theta) = \mathbb{E}_{\Omega_i, a, y, T} \left[ (Q_i^\pi(\Omega_i, a | \theta) - y)^2 \right],$$

where $y = r + y \max_{a_i'} Q_i^\pi(\Omega_i', a_i')$.

In DQN [23], there is a replay buffer to store agent information. Data is randomly extracted from the replay buffer to train the model. Target Q-network $Q_i^\tau$ has the same architecture with $Q_i^\pi$. $Q_i^\tau$ copies parameters from $Q_i^\pi$ frequently. In this way, DQN disrupts the temporal correlation and makes the training of the model more stable.

4 METHODOLOGY

In this section, we discuss how our pheromone-based framework is realized. Firstly, a general view of Pool is described. Then, implementation details will be introduced step by step. We choose Q-Learning as a base model for Pool, in the following sections but our framework is able to combine with most existing reinforcement learning algorithms.

4.1 Communication Framework Overview

Figure 2 gives a whole picture of Pool. In the left of Figure 2, a simple grid world is built as a demonstration. From the view of the grey agent, the black-bordered squares represent the real grids of our environment. They are the smallest units to express information in our environment. In order to realize indirect communication based on pheromones, we need to set up a virtual medium, which is represented by the blue-bordered squares. The area near the current agent is divided into three regions from small to large: Influence Domain, Observation Domain, and Perception Domain. Agents handle these three regions with different behaviors. The meanings of the three regions are as follows.

- **Influence Domain**: the influence range of pheromones released by agents.
- **Observation Domain**: the partial observation of the agent in the environment.
- **Perception Domain**: the range of pheromones that agents can perceive.

In nature, generally, animals perceive a much larger range of pheromones than they observe their surrounding environment by eyes. Therefore, in our settings, the Perception Domain is larger than the Observation Domain.

The right part of Figure 2 shows how Pool processes received information and updates pheromones. Pool consists of three components. The first is the information processor (composed of convolution layers and fully connected layers). Its input feature consists of two parts: real-world observations and a summary of pheromone information. Its output is Q-values, which can be transformed into pheromones. The second is the pheromone update mechanism realized through a virtual medium. Thirdly, a pheromone receptor is used to sense the pheromone information from the surrounding by convolution layers and transform the information into the representation features of the current environment. With the increase of the number of agents, the pheromone information extracted by agents can more accurately reflect the situation of the local environment.

In the following sections, we introduce the realization of our framework in three steps. First, a virtual medium is defined to allow the propagation of pheromones. Then, when agents release their pheromones, an update mechanism updates the values of pheromones stored in the virtual medium. Finally, pheromone information is processed by the pheromone receptor and serves as extra input for our reinforcement learning algorithms such as DQN.

4.2 Virtual Medium Settings

In order to achieve pheromone-based indirect communication in the environment, a virtual medium to simulate the mechanism of pheromones in nature needs to be built first. A virtual map can be constructed by dividing the real environment map into $H \times W$ virtual grids. $pos(i)$ denotes a mapping function that can return agent $i$'s current position like $p(i)$. $Info$ represents the pheromone value stored in the virtual medium whose shape is $(H, W, N_A)$ ($N_A$ is denoted as the number of actions). $N(h, w)$ represents the current number of agents in $(h, w)$. The pheromone released by agent $i$ is denoted as $Phe(i)$. $Phe(i)$ is a vector with $N_A$ dimensions.
4.3 Pheromone Update Rule
Following Q-Learning’s idea, pheromones are defined based on the Q-function. As the range of the Q-function’s estimated values changes while training, Q-values are standardized as pheromones. For agent i’s Q-values $Q_i$, they are transformed by a standardization function $St(Q_i)$. After standardization, values of pheromones obey the standard normal distribution with the mean of 0.0 and the standard deviation of 1.0.

$$Phe(i) = St(Q_i),$$
where $Q_i = (Q_i(\Omega_i, a_0), \ldots, Q_i(\Omega_i, a_{N_i-1})).$ (3)

At the beginning of each time step, each agent calculates their Q-values and releases their pheromones on their Influence Domain. We take the mean value of all released pheromones in each grid, and update the value of pheromones in each grid according to the evaporation coefficient $\beta$. For a virtual grid, whose position is $(h, w)$, its pheromone value is updated by the following equation:

$$Info(h, w) = (1 - \beta) Info(h, w) + \beta \sum_{i \in I_{h,w}} Q(s_i) / N(h, w).$$ (4)

$I_{h,w}$ is a set of agents where for every $i \in I_{h,w}$, there is $pos(i) = (h, w)$.

4.4 Pheromone Based Deep Q-Learning
The main difference between our proposed pheromone-based deep Q-Learning and DQN is that our information processor receives inputs from two sources. Except for the partial observation of the current environment, our processor also receives the information processed by the pheromone receptor. For agent $i$, the summary of pheromone information processed by agent $i$ is denoted as $Rec(i, Info)$.

The optimization goal for Q-learning can be updated to:

$$L_i(\theta) = E_\Omega, Info, a, r, \Omega', Info' \left[ (Q'_i(\Omega, Rec(i, Info \mid \theta_r), a \mid \theta_p) - y)^2 \right],$$
where $y = r + \gamma \max_{a'} Q'_i(\Omega', Rec(i, Info' \mid a')).$ (5)

The complete algorithm is described in Algorithm 1. The algorithm can be divided into two parts: calculate and update pheromones released by different agents and choose actions based on information observed by agents.

4.5 Algorithm Cost Analysis
Compared with DQN, the extra cost of Pool lies in the pheromone update mechanism and pheromone receptor. For pheromone update, it can be done in $O(HW)$ time. For the pheromone receptor, the complexity of its network structure depends on the size of the Perception Domain, and the size of the Perception Domain is generally much smaller than the Observation Domain. As a result, the extra cost of Pool is relatively small compared with DQN.

4.6 Implementation Details
As shown in Figure 2, we use the structure of multi-layer convolution and multi-layer fully connected layers as our information processor to process observations and summary of pheromone information. The receptor is also a convolution structure and processes pheromone information from the virtual medium. The size of the Influence Domain is $1 \times 1$ and the size of the Perception Domain is $3 \times 3$. The selection of hyperparameters such as the virtual map size $H, W$, and the evaporation coefficient $\beta$ will be discussed in Section 5.
5 EXPERIMENT

In this section, we describe the settings of our experiment environments and show the performance of PooL. We first discuss the motivation example mentioned in Section 1. Then, main results compared with other methods is shown in various settings of MAgent. Finally, Battle environment is taken as an example to discuss details about our framework.

5.1 Motivation Experiment

5.1.1 Detailed Settings of Motivation Environment.

In our motivation environment, agents get rewards of $-1.0$ at every time step and get rewards of $100.0$ if they find food. For each agent, they will exit from the environment if they fall into holes or find food. The game ends when there are no agents in the environment. In order to set up a multi-agent environment, several agents are placed in each ant nest. This problem is solved by two methods: Table Q-Learning and PooL motivated Table Q-Learning. Agents using Table Q-Learning will update their Q-functions by Equation 1. For agents with pheromones, expect for Equation 1, we also maintain pheromone information by Equation 3. At every time step, agents update their Q-values according to a certain weight. In this way, we pass information from other agents to the current agent’s Q-table.

5.1.2 Motivation Result.

Figure 3 shows results of Table Q-Learning and PooL with different numbers of agents. Although Table Q-Learning achieves higher rewards at the beginning, more agents of PooL find the optimal solution at the end, which leads to higher average rewards for PooL. Our framework’s rewards will be smoother if there are more agents in the environment, which indicates that our framework is more advantageous when there are more agents.

5.2 Main Experiments

PooL is mainly evaluated in six multi-agent environments. We first introduce the settings of these six environments, and then show performance of different methods in these six environments.

5.2.1 Environment Description.

Our environment settings are based on MAgent[35] encapsulated by Pettingzoo[28]. Pettingzoo implements a variety of large-scale multi-agent environments based on MAgent. Agents in MAgent settings can get the location of obstacles and the location and HP (Health Points) of other agents within their view range. In our experiment, we use Battle, Battlefield, Combined Arms, Tiger-Deer, Adversarial Pursuit, and Gather as our running multi-agent environments. In the following experiments, the evaporation coefficient is $0.5$ and the virtual map size is $10 \times 10$ for Gather with real-world map size $200 \times 200$ and $8 \times 8$ for other environments with smaller real-world map sizes.

- **Battle**: In Battle, there are two teams: Red and Blue. At each time step, agents from the two teams decide their actions: move or attack. Agents will get rewards if they attack or kill their opponents.
- **Battlefield**: The settings of Battlefield are similar to Battle except that there are indestructible obstacles in Battlefield.
- **Combined Arms**: The settings of Combined Arms are also similar to Battle except that for each team there are two kinds of agents: ranged units and melee units. Ranged units have a longer attack range and are easier to be killed, while melee units have a shorter attack range and are harder to be killed.
- **Tiger-Deer**: Tiger-Deer is an environment that simulates hunting in nature. Tigers try to attack and kill deer to get food. Deer will die if they are attacked too many times and tigers will starve to death if they can’t kill deer for a few time steps.
• **Adversarial Pursuit**: Adversarial Pursuit settings are similar to Tiger-Deer without death. There are two teams in this environment: Red and Blue. Red agents are slower and larger than blue agents. Red agents will get rewards by tagging blue agents and blue agents try to avoid being tagged.

• **Gather**: There are hundreds of agents and thousands of pieces of food in this environment. Agents should work together to break the food into pieces and eat them. Agents can attach each other to snatch food. It is an environment where competition and cooperation coexist. But in this paper, we focus more on cooperation. We limit the number of time steps in the game. In the case of sufficient food, agents can reduce competition and focus on cooperation.

Details of our environments are shown in Table 1. Observation Space describes the shape of the features from the environment received by agents. Amount describes the initial value of the number of agents in the environment. For Battle, Battle Field, and Combined Arms which are symmetrical, there is no difference between our agents and opponents in roles they play. In particular, in Combined Arms, each team has two kinds of heterogeneous agents. More detailed information can refer to [28, 35].

PooL is compared with DQN [23], MFQ [33], DGN [12]. DGN is applied in Battle, Battle Field, Adversarial Pursuit, Tiger-Deer environments. In these four environments, We use the same settings as DGN —— the number of agents remains unchanged during the game. But for Combined Arms and Gather, the previous setting goes against the original intention of these two environments. Therefore, we only compare Pool with MFQ and DQN in these two environments.

5.2.2 Main Result.

DQN models are trained by self-play as our opponents. Then our models are trained against those opponents. In the following experiments, for Pool, the Influence Domain is 1×1 virtual grid, The Perception Domain is 3 × 3 virtual grids. The Observation Domain for different environments is shown in Table 1. Our experimental results are shown in Figure 5.

• **Battle**: In Battle, to improve the difficulty of our game, the team to be trained controls 80 agents and the team of opponents controls 100 agents respectively. The agents based on Pool learn the local coordination strategy faster, so as to obtain higher rewards with fewer games.

• **Battlefield**: In Battlefield, the obstacles in the environment separate different agents, so for agents with only partial observations, communication is more important. As a result, Pool performs better than in Battle. With pheromones, agents based on our proposed framework obtain effective information on a larger scale and learn the coordination strategy faster.

• **Tiger-Deer**: We control deer to avoid being attacked by tigers. Tiger-Deer is a simulated hunting environment in nature, which is very consistent with our pheromone-based indirect communication mechanism. As a result, through pheromones, deer in the environment can quickly know
Table 1: Detail settings of Experiment Environment. For Battle and Battlefield, Our agents can be either red or blue. For Combined Arms, each team contains two types of agents: Ranged and Melee.

| Environment          | Agents to be trained | Agents of opponents |
|----------------------|----------------------|---------------------|
|                      | Observation Space    |
| Battle, Battlefield  | (5,7,7)              | (5,7,7)             |
| Tiger and Deer       | (5,3,3)              | (5,9,9)             |
| Pursuit              | (5,5,5)              | (5,6,6)             |
| Gather               | (5,7,7)              | Predater            |
| Combined Arms        | (7,7,7)              | Melee, Ranged       |

which direction there is a tiger and where other deer are fleeing.

- **Adversarial Pursuit:** We control the smaller blue agents to avoid being tagged by red agents. Experiments show that blue agents can communicate through pheromones to escape from red agents.

- **Combined Arms:** As there are two kinds of agents (ranged and melee) in one team. In this experiment, our channel of Info is the sum of the number of actions of the two. Experiments show that Pool and MFQ perform better than DQN.

- **Gather:** In such an agent-intensive environment, experiments show that our framework can greatly promote cooperation among agents. The average reward of agents trained by Pool is about twice that of other methods.

It can be seen from Figure 5 that our method has a higher reward and faster convergence speed under various environmental settings. In Table 2, we choose the best model in the training step for each method and do a final evaluation. In most environments, rewards achieved by Pool are far more higher than other methods.

In summary, MFQ pays more attention to the coordination of global information. As a result, when the starting position of the agent is random, the performance of MFQ is similar to DQN. DGN is powerful to utilize information from its neighborhood. But as it regards agents as a graph, the convergence speed of agent training is much slower than other methods. In order to make DGN perform better in the scene of large-scale agents, we improve the update frequency of DGN parameters, which makes the time cost of DGN much higher than other methods. Pool effectively simplifies complex information in the environment, so that the agent trained by Pool can not only converge quickly but also use additional information to find better policies. Pool also has its limitation. The results in Combined Arms show that the current framework can not obtain significant advantages compared with other algorithms when there are heterogeneous agents in the same team.

In order to further demonstrate the advantages of our proposed framework, we use our model trained by Pool against models trained by other methods. Because only Battle and BattleField are completely symmetrical in settings, our comparison experiment is only carried out in these two environments.

Figure 6 indicates that Pool not only has better convergence and cumulative reward in the training process but also has advantages against other methods. In the comparison, the overall worst performing method is DGN, which is based on graph convolution.

![Figure 6: The performance of Pool competing against each baseline algorithm in Battle and Battlefield.](image)

This may be due to DGN overfitting the opponent’s strategy in environments with large-scale agents. Pool not only achieves higher rewards when fighting against the baseline but also learns more general strategies than other methods.

5.3 Detailed Experiments in Battle

In this section, we take Battle as an example to discuss the details of our proposed method.

5.3.1 Effectiveness

In order to show the effectiveness of our method, we compare our model with DQN with global information and MFQ with neighbor information. In MAgent, the density information of agents in the environment is available. This global information is added as an extra input to DQN. MFQ method uses information from surrounding agents. In section 6.3, we follow the settings of the original source code of MFQ which averages the actions of all agents. To promote local coordination of MFQ, we divide the environment into different grids like our framework. The area of the grid is close to the area of the Perception Domain of our framework. This modified MFQ denoted as MFQ_N receives information from its current grid.

Figure 7 shows that our proposed framework still outperforms MFQ_N, and achieve similar results of DQN_G. This former result indicates that Pool not only receives signals from a wider range around but also contains more useful information than MFQ. The latter result shows that Pool is powerful to utilize local pheromone information to approximate the global situation.

5.3.2 Scale Influence

Figure 8 shows how the number of agents from different teams affects our experimental result. Experimental results show that Pool is scalable and can give full play to its advantages when the
Table 2: Evaluation Results With Trained Models. PooL ourperforms all other methods except in Combined Arms.

| Environment          | DQN    | MFQ    | DGN    | PooL    |
|----------------------|--------|--------|--------|---------|
| Battle               | 128.7 ± 13.0 | 124.7 ± 5.4 | 111.2 ± 7.6 | 148.5 ± 12.6 |
| Battlefield          | 43.7 ± 7.1   | 39.8 ± 8.2  | 55.9 ± 7.1  | 66.6 ± 6.6  |
| Tiger-Deer           | -1.84 ± 0.29 | -1.29 ± 0.12 | -1.21 ± 0.13 | -0.77 ± 0.09 |
| Pursuit              | -18.8 ± 4.6  | -17.6 ± 4.1  | -18.5 ± 3.0  | -13.5 ± 5.56 |
| Combined Arms:Melee  | 2.00 ± 0.19  | 3.14 ± 0.19  | -        | 4.21 ± 0.23  |
| Combined Arms:Ranged | 3.65 ± 0.31  | 4.21 ± 0.24  | -        | 3.90 ± 0.30  |
| Gather               | 3.33 ± 0.88  | 9.57 ± 1.17  | -        | 22.0 ± 0.32  |

Figure 7: Performance of PooL compared with DQN with global information and MFQ with neighborhood information.

number of agents in the environment is different. DQN, however, fails to learn a good policy when the number of agents becomes larger. MFQ suffers from unstable training procedures when there are more agents.

![Figure 8: Scale Influence](image)

(a) 40 VS 50  (b) 80 VS 100  (c) 120 VS 150

5.3.3 Hyper Parameters Selection.

In our proposed method, there are two key hyperparameters to choose: the size of our virtual map and the evaporation coefficient of pheromones. In Figure 9(a), models are trained with virtual map sizes 6, 8 and 10 respectively. The result indicates that PooL is not sensitive to this parameter. Figure 9(b) indicates that when the evaporation coefficient is between 0.1-0.9, the average reward after model convergence is almost the same. A value of 0.1 or 0.9 may slightly reduce the convergence speed of the model. Therefore, we recommend a value of about 0.5 according to the actual environment. If the evaporation coefficient is too small, the information reflected by pheromone will lag.

![Figure 9: Hyper Parameters Selection](image)

(a) Virtual Map Size Selection  (b) Evaporation Coefficient Selection

6 CONCLUSION

In this paper, we propose PooL, a pheromone-based indirect communication framework applied to MARL cooperation task. Inspired by swarm intelligence algorithms like ACO, PooL inherits the advantage of swarm intelligence algorithms that can be applied to large-scale agent coordination. Unlike ACO, pheromones released by agents are the output of DRL algorithms. Q-Learning is taken as an example to realize our framework, but other reinforcement learning algorithms can be applied to PooL in the same way. In our proposed framework, the information of agents in the environment is organized and dimensionally reduced by the pheromone update mechanism. Therefore, the cost of communication between agents is also very small. PooL is evaluated with different MARL algorithms in various environments proposed by Pettingzoo which contains hundreds of agents. Experimental results show that PooL converges faster and has higher rewards than other methods. Its superior performance with low cost in game environments shows that it has the potential to be applied in more complex real-world scenes with a bandwidth limit. PooL’s success indicates that rule-based swarm intelligence control algorithms are promising to combine with learning-based models for large-scale agents’ coordination.
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