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Abstract

Building on work of Mondino–Scharrer, we show that among closed, smoothly embedded surfaces in \( \mathbb{R}^3 \) of genus \( g \) and given isoperimetric ratio \( v \), there exists one with minimum bending energy \( W \). We do this by gluing \( g+1 \) small catenoidal bridges to the bigraph of a singular solution for the linearized Willmore equation \( \Delta (\Delta + 2) \varphi = 0 \) on the \( (g+1) \)-punctured sphere \( S^2 \) to construct a comparison surface of genus \( g \) with arbitrarily small isoperimetric ratio \( v \in (0, 1) \) and \( W < 8\pi \).

1. Introduction

Motivated by the problem of explaining the shapes of biophysical membranes like red blood cells [2] or phospholipid vesicles [3] variationally, significant progress has been made [7, 14, 16, 17], using previous work of [1, 9, 10, 13, 18], on the following basic mathematical question:

Among closed, smoothly embedded surfaces in Euclidean three-space of a given genus and prescribed isoperimetric ratio, is there a surface with minimum bending energy?

For a smoothly embedded surface \( S \subset \mathbb{R}^3 \), its isoperimetric ratio \( v(S) \) and its bending energy \( W(S) \) are defined by

\[
v(S) := 36\pi \frac{\text{Vol}(S)^2}{\text{Area}(S)^3}, \quad W(S) := \frac{1}{4} \int_S H^2 \, d\sigma,
\]

where \( H \) and \( d\sigma \) are the mean curvature and area element of \( S \), and where \( \text{Vol}(S) \) is the volume of the domain in \( \mathbb{R}^3 \) that \( S \) bounds. In this paper, we answer the above question affirmatively with the following:
Theorem 1.2. Let \( g \in \{0, 1, 2, \ldots \} \) and \( v \in (0, 1) \). Among all closed, smoothly embedded surfaces \( S \subset \mathbb{R}^3 \) of genus \( g \) and \( v(S) = v \), there exists \( S_{g,v} \) with minimum bending energy \( W(S_{g,v}) < 8\pi \).

Our main contribution is to construct, for each \( g \) and prescribed \( v \in (0, 1) \), a smooth embedded surface \( S_{g,v} \subset \mathbb{R}^3 \) of genus \( g \), isoperimetric ratio \( v \), and bending energy \( W(S_{g,v}) < 8\pi \). From this, the conclusion of Theorem 1.2 follows by recent work of Mondino–Scharrer [14, Theorem 1.2]. This solves the existence portion of the Canham Problem [11] to characterize the family of \( W \)-minimizing surfaces \( \{S_{g,v}\} \) of genus \( g \) with fixed isoperimetric ratio \( v \in (0, 1) \).

The Canham existence problem had been resolved earlier in some particular cases: Schygulla [17] and Scharrer [16] respectively treated the genus zero and genus one cases with the full interval of isoperimetric ratios; and Keller–Mondino–Rivièrè [7] treated surfaces of arbitrary genus but with restricted intervals of isoperimetric ratios.

Outline of our method

A naïve construction for a smooth surface \( S \subset \mathbb{R}^3 \) of genus \( g \) with \( W(S) \) approximately \( 8\pi \) and \( v(S) \) small would be to join two nearby parallel copies of the unit sphere \( S^2 \subset \mathbb{R}^3 \), each with \( g + 1 \) disks removed, by gluing in \( g + 1 \) small catenoidal bridges to the boundaries of the excised disks. Unfortunately, such a surface has \( W(S) > 8\pi \): each catenoidal bridge contributes strictly more bending energy than the energy of the corresponding pair of excised disks (see Lemma 4.5 and Remark 4.6), while each sphere contributes exactly \( 4\pi \) minus the energy of the excised disks. Therefore, to ensure the bending energy is less than \( 8\pi \), a more subtle construction is required.

Our method stems in part from the Kapouleas construction [4] of minimal surfaces in \( S^3 \) by doubling the equatorial two-sphere \( S^2 \). He introduced an approach called Linearized Doubling (LD), where the minimal surface is a small perturbation of a smooth initial surface, constructed by gluing a collection of catenoidal bridges, whose centers are located on a finite set \( L \subset S^2 \) and whose axes are orthogonal to \( S^2 \), to the bigraph of an LD solution—a solution \( \varphi \) of the linearized minimal surface equation \( L\varphi := (\Delta + 2)\varphi = 0 \) on \( S^2 \setminus L \) with logarithmic singularities at \( L \). In order for a family of LD solutions to give rise to a minimal doubling, certain matching conditions related to the alignment of the LD solutions and the bridges must be satisfied. While the set of LD solutions is a linear space, these matching conditions are nonlinear and substantial work has gone into determining appropriately matched LD solutions and to further developing doubling constructions via linearized doubling [4–6].

The surfaces we construct here are defined in similar fashion to the initial surfaces described above. Importantly, however, the function \( \varphi \) whose bigraph defines the surface away from the bridges is now chosen to be a singular solution on \( S^2 \setminus L \) of the linearized Willmore equation \( (L - 2)\varphi = \Delta(L\varphi) = 0 \). More specifically, we can choose \( \varphi = c_1 + \tau \Phi \) where \( \Phi \) is such an LD solution, \( \tau > 0 \) is sufficiently small but otherwise arbitrary, and \( c_1 \) is a constant. The ability to prescribe \( c_1 \) allows
us to rather easily match the asymptotics of $\phi$ to those of a collection of catenoidal bridges, each with waist radius $\tau$, provided the set $L$ of centers is carefully chosen. For each $g \geq 0$ and all $\tau > 0$ sufficiently small (depending on $g$), we then define in 5.12 a smooth genus $g$ surface $\Sigma_{g+1,\tau} \subset S^3$ whose bending energy can be shown to satisfy $\mathcal{W}(\Sigma_{g+1,\tau}) < 8\pi$. As $\tau \searrow 0$, stereographic projection of $\Sigma_{g+1,\tau}$ converges in the sense of varifolds to the unit sphere $S^2 \subset \mathbb{R}^3$ with multiplicity two. In particular, since stereographic projection is conformal and $\mathcal{W}$ is conformally-invariant, the stereographic image $S_{g,v(\tau)}$ of $\Sigma_{g+1,\tau}$ in $\mathbb{R}^3$ has bending energy less than $8\pi$ and isoperimetric ratio $v = v(\tau)$ near zero. Applying a family of Möbius transformations to $S_{g,v(\tau)}$ we then obtain—for any $v \in [v(\tau), 1)$—a genus $g$ surface $S_{g,v}$ with $\mathcal{W}(S_{g,v}) < 8\pi$ and isoperimetric ratio $v(S_{g,v}) = v$. From the construction of these comparison surfaces and the recent work of Mondino–Scharrer [14, Theorem 1.2], our Theorem 1.2 follows.

Outline of our paper

After fixing notation and conventions in Sect. 2, we estimate in Sect. 3 the bending energy of the normal exponential graph $\Gamma_{\Omega}^u \subset S^3$ of a function $u$ defined on a domain $\Omega \subset S^2$. In Sect. 4, we define for each $p \in S^2$ and all small enough $\tau > 0$ a catenoidal bridge $K_{p,\tau} \subset S^3$ centered at $p$ and of size $\tau$, and we estimate the bending energy of a $K_{p,\tau}$.

In Sect. 5, after recalling certain facts from [4] regarding LD solutions, we construct in 5.12 for each $m \in \mathbb{N}$ and all sufficiently small $\tau > 0$ a smoothly embedded genus $m-1$ surface $\Sigma_{m,\tau} \subset S^3$. Finally, we prove Theorem 1.2 by reducing the problem to showing $\mathcal{W}(\Sigma_{m,\tau}) < 8\pi$, which we do by combining earlier estimates on the bending energies of the corresponding catenoidal and graphical regions.

2. Notation and conventions

Throughout the paper, let $S^3 \subset \mathbb{R}^4$ be the unit three-sphere and $S^2 \subset S^3$ the equatorial two-sphere defined by $S^2 = S^3 \cap \{x^4 = 0\}$, where $(x^1, x^2, x^3, x^4)$ are the standard coordinates on $\mathbb{R}^4$.

We define the Willmore bending energy $\mathcal{W}(\Sigma)$ of a (not necessarily closed) surface $\Sigma \subset S^3$ by

$$\mathcal{W}(\Sigma) = |\Sigma| + \frac{1}{4} \int_{\Sigma} H^2 d\sigma,$$

where $d\sigma$ is the area form on $\Sigma$, and where $H$ is its mean curvature in $S^3$.

Remark 2.1. Note that if $S \subset \mathbb{R}^3$ is a stereographic image of $\Sigma \subset S^3$, then $\mathcal{W}(\Sigma) = \mathcal{W}(S)$, where $\mathcal{W}(S)$ was defined in (1.1).

Notation 2.2. For any $X \subset S^2$, we write $d_X$ for the distance from $X$, and define the $\delta$-neighborhood of $X$ by

$$D_X(\delta) := \{p \in S^2 : d_X(p) < \delta\}.$$
If $X$ is finite we just list its points; for example, $d_p(q)$ is the geodesic distance between $p$ and $q$ and $D_q(\delta)$ is the geodesic disc in $S^2$ with center $q$ and radius $\delta$.

**Notation 2.3.** We denote by $L = \Delta + 2$ and $(L - 2)L = \Delta L = \Delta(\Delta + 2)$ the area-Jacobi and $W$-Jacobi operators of $S^2 \subset S^3$, where $\Delta$ denotes the Laplacian on $S^2$. These arise from linearizing the minimal and Willmore surface equations, and govern the second variations of area and bending energy, respectively (see [19, Section 3], for example).

**Cutoff functions**

The following notation regarding cutoff functions is standard in gluing constructions [4]:

**Definition 2.4.** We fix a smooth function $\Psi : \mathbb{R} \to [0, 1]$ with the following properties:

(i) $\Psi$ is nondecreasing.

(ii) $\Psi \equiv 1$ on $[1, \infty)$ and $\Psi \equiv 0$ on $(-\infty, -1]$.

(iii) $\Psi - \frac{1}{2}$ is an odd function.

Given $a, b \in \mathbb{R}$ with $a \neq b$, we define smooth functions $\psi_{cut}[a, b] : \mathbb{R} \to [0, 1]$ by

$$\psi_{cut}[a, b] := \Psi \circ L_{a,b},$$

where $L_{a,b} : \mathbb{R} \to \mathbb{R}$ is the linear function defined by the requirements $L(a) = -3$ and $L(b) = 3$.

Note that $\psi_{cut}[a, b]$ has the following properties:

(i) $\psi_{cut}[a, b]$ is weakly monotone.

(ii) $\psi_{cut}[a, b] = 1$ on a neighborhood of $b$ and $\psi_{cut}[a, b] = 0$ on a neighborhood of $a$.

(iii) $\psi_{cut}[a, b] + \psi_{cut}[b, a] = 1$ on $\mathbb{R}$.

Suppose now that we have functions $f_0, f_1$, and $\rho$ defined on some domain $\Omega$. We define a new function

$$\Psi[a, b; \rho](f_0, f_1) := \psi_{cut}[a, b] \circ \rho f_1 + \psi_{cut}[b, a] \circ \rho f_0. \quad (2.1)$$

Note that $\Psi[a, b; \rho](f_0, f_1)$ depends linearly on the pair $(f_0, f_1)$ and transits from $f_0$ on $\Omega_a$ to $f_1$ on $\Omega_b$, where $\Omega_a$ and $\Omega_b$ are subsets of $\Omega$ which contain $\rho^{-1}(a)$ and $\rho^{-1}(b)$ respectively, and are defined by

$$\Omega_a = \rho^{-1} \left( (-\infty, a + \frac{1}{3}(b - a)) \right), \quad \Omega_b = \rho^{-1} \left( (b - \frac{1}{3}(b - a), \infty) \right),$$

when $a < b$, and

$$\Omega_a = \rho^{-1} \left( (a - \frac{1}{3}(a - b), \infty) \right), \quad \Omega_b = \rho^{-1} \left( (-\infty, b + \frac{1}{3}(a - b)) \right),$$

when $b < a$. Clearly if $f_0, f_1$, and $\rho$ are smooth then $\Psi[a, b; \rho](f_0, f_1)$ is also smooth.
3. Normal Graphs and Their Willmore Energy

Given a smooth function \( u \) defined on a domain \( \Omega \subset S^2 \), we define its normal graph over \( \Omega \) by

\[
\Gamma^u_{\Omega} = \{ \exp_p(u(p)\nu(p)) : p \in \Omega \} \subset S^3,
\]
where \( \nu \) is the unit normal field on \( S^2 \subset S^3 \) given by

\[
\nu(p) = (0, 0, 0, 1) \quad \text{for each} \quad p \in S^2.
\]
If \( |u| < \pi/2 \), the map \( E_u : \Omega \rightarrow \Gamma^u_{\Omega} \) defined by \( E_u(p) = \exp_p(u(p)\nu(p)) \) is a diffeomorphism, and a short calculation shows the pullback of the area form \( d\sigma_u \) on \( \Gamma^u_{\Omega} \) is

\[
E_u^* d\sigma_u = \cos^2(u) \sqrt{1 + \sec^2(u)} |\nabla u|^2 d\sigma,
\]
where \( d\sigma := d\sigma_0 \) is the Riemannian area form of \( S^2 \).

Since the surfaces we construct are built from gluing together normal graphs, the following estimate of the bending energy of such a graph will be useful:

**Lemma 3.2.** Suppose \( \Omega \subset S^2 \) is a domain with smooth boundary, \( u \in C^2(\Omega) \), and that \( \|u\|_{C^2(\Omega)} < \epsilon \) for a given small \( \epsilon > 0 \). Then

\[
\mathcal{W}(\Gamma^u_{\Omega}) = |\Omega| + \frac{1}{4} \int_{\Omega} (\Delta u)(\mathcal{L} u) d\sigma + \frac{1}{2} \int_{\partial\Omega} u \frac{\partial u}{\partial \eta} ds + O(\epsilon^4).
\]

**Proof.** Expanding (3.1) using the smallness of \( u \) and \( |\nabla u| \), we have that

\[
E_u^* d\sigma_u = \left( 1 - u^2 + \frac{1}{2} |\nabla u|^2 + O(\epsilon^4) \right) d\sigma.
\]

Because \( \mathcal{L} \) is the linearized mean curvature operator and \( S^2 \subset S^3 \) is totally geodesic, the mean curvature \( H \) of \( \Gamma^u_{\Omega} \) satisfies \( H = \mathcal{L} u + O(\epsilon^4) \). In combination with the preceding, we have that

\[
(\frac{1}{4} H^2 + 1) E_u^* d\sigma_u = \left( 1 + \frac{1}{4} (\mathcal{L} u)^2 - u^2 + \frac{1}{2} |\nabla u|^2 + O(\epsilon^4) \right) d\sigma.
\]

The conclusion now follows by integrating over \( \Gamma^u_{\Omega} \) and integrating \( \int_{\Omega} \frac{1}{2} |\nabla u|^2 d\sigma \) by parts. \( \Box \)

4. Catenoidal Bridges and Their Willmore Energy

Recall that the top half of a catenoid of size \( \tau \) in Euclidean three-space can be written as a radial graph of the function \( \varphi_{\text{cat}} : [\tau, \infty) \rightarrow \mathbb{R} \) defined by

\[
\varphi_{\text{cat}}(r) = \tau \arccosh \frac{r}{\tau} := \tau \left( \log \frac{2r}{\tau} + \log \left( \frac{1}{2} + \frac{1}{2} \sqrt{1 - \frac{\tau^2}{r^2}} \right) \right).
\]

For future reference we record that

\[
\varphi'_{\text{cat}}(r) = \frac{\tau}{\sqrt{r^2 - \tau^2}}.
\]
Assumption 4.3. We fix a small positive number $\alpha$, for example $\alpha = 1/10$, and assume hereafter that $\tau > 0$ is as small as needed in terms of $\alpha$.

Definition 4.4. (Catenoidal bridges) Given $p \in \mathbb{S}^2$, we define the catenoidal bridge $\mathbb{K}_{p,\tau}$ to be the union of the graphs of $\pm \varphi_{\text{cat}} \circ d_p$ on the domain $D_p(\tau^\alpha) \setminus D_p(\tau)$.

The next estimate on the bending energy of a $\mathbb{K}_{p,\tau}$ should be compared with the estimate on the area of a portion of a Euclidean catenoid in [8].

Lemma 4.5. For any $p \in \mathbb{S}^2$ and all sufficiently small $\tau > 0$,

$$\mathcal{W}(\mathbb{K}_{p,\tau}) \leq 2|D_p(\tau^\alpha)| + \frac{8\pi}{3} \tau^2 |\log \tau|.$$

Proof. Integrating the area form from (3.1) and estimating, we have that

$$\frac{1}{2}|\mathbb{K}_{p,\tau}| = 2\pi \int_\tau^{\tau^\alpha} \cos^2 \varphi_{\text{cat}}(r) \sqrt{1 + \sec^2 \varphi_{\text{cat}}(r)(\varphi'_{\text{cat}}(r))^2} \sin r \, dr$$

$$\leq C \tau^2 + 2\pi \int_{9\tau}^{\tau^\alpha} \cos^2 \varphi_{\text{cat}}(r) \sqrt{1 + \sec^2 \varphi_{\text{cat}}(r)(\varphi'_{\text{cat}}(r))^2} \sin r \, dr$$

$$\leq |D_p(\tau^\alpha)| + C \tau^2 + \frac{5\pi}{4} \int_9^{\tau^\alpha} (\varphi'_{\text{cat}}(r))^2 r \, dr$$

$$\leq |D_p(\tau^\alpha)| + C \tau^2 + \frac{5\pi}{4} \tau^2 \frac{1}{r^3} \int_9^{\tau^\alpha} r \, dr$$

$$\leq |D_p(\tau^\alpha)| + C \tau^2 + \frac{5\pi}{4} \tau^2 |\log \tau|,$$

where we have used (4.2) to estimate $(\varphi'_{\text{cat}}(r))^2$ on $(9\tau, \tau^\alpha)$ as follows:

$$(\varphi'_{\text{cat}}(r))^2 = \frac{\tau^2}{r^2 - \tau^2} \leq \frac{\tau^2}{r^2} + C \frac{\tau^4}{r^4}.$$

Finally, from (A.4) in Appendix A, we have the estimate $|H| \leq C \tau |\log \tau|$ on $\mathbb{K}_{p,\tau}$.

In combination with the preceding, this implies that

$$|\mathcal{W}(\mathbb{K}_{p,\tau})| \leq 2|D_p(\tau^\alpha)| + C \tau^2 + \frac{5\pi}{2} \tau^2 |\log \tau| + C \tau^{2(1+\alpha)} |\log \tau|^2$$

$$\leq 2|D_p(\tau^\alpha)| + \frac{8\pi}{3} \tau^2 |\log \tau|.$$

Remark 4.6. Although we will not need it, it is possible to prove the following strengthening of the estimate in Lemma 4.5:

$$\mathcal{W}(\mathbb{K}_{p,\tau}) = 2|D_p(\tau^\alpha)| + 2\pi \tau^2 \log(2\tau^{\alpha-1}) - \pi \tau^2 + O(\tau^{2(1+\alpha)} |\log \tau|^2).$$
5. Proof of the Main Theorem

In order to study singular solutions of the equation $\Delta_1(\mathcal{L}\varphi) = 0$, we first recall (cf. [4, Lemma 2.20]) the Green’s function for $\mathcal{L}$ on $S^2$.

**Lemma 5.1.** The function $G \in C^\infty((0, \pi))$ defined by

$$G(r) := \cos r \log \left(2 \tan \frac{r}{2}\right) + 1 - \cos r$$

has the following properties:

(i) For each $p \in S^2$, we have $\mathcal{L}(G \circ d_p) = 0$ on $S^2 \setminus \{p, -p\}$.

(ii) For small $r > 0$, $G(r) = (1 + O(r^2)) \log r$.

(iii) The following estimate holds for $r \in (\tau^\alpha, 9 \tau^\alpha)$ and $k \in \{0, 1, 2\}$:

$$\left| \frac{d^k}{dr^k}(\varphi_{cat}(r) - \tau G(r) + \tau \log \frac{\tau}{2} \cos r) \right| \leq C \tau^{1+(2-k)\alpha} |\log \tau|.$$  

**Proof.** Items (i) and (ii) are straightforward calculations, see e.g. [4, Lemma 2.20]. Next, we calculate that

$$G(r) - \log \frac{2r}{\tau} - \log \frac{\tau}{2} \cos r = (1 - \cos r)(1 + \log \frac{\tau}{2r}) + \cos r \log \left(\frac{2}{r \tan \frac{r}{2}}\right).$$

It follows from this that, for $r \in (\tau^\alpha, 9 \tau^\alpha)$ and $k \in \{0, 1, 2\}$,

$$\left| \frac{d^k}{dr^k}(G(r) - \log \frac{2r}{\tau} - \log \frac{\tau}{2} \cos r) \right| \leq C \tau^{(2-k)\alpha} |\log \tau|.$$  

The conclusion follows from this and (4.1). \[\square\]

In the remainder of this section, $m \in \mathbb{N}$ will denote a given natural number. For simplicity of notation, we will suppress the dependence of various constants on $m$.

**Assumption 5.2.** We assume hereafter that $\tau > 0$ is as small as needed in terms of $m$.

We first define the set $L \subset S^2$ of centers of the bridges in the construction, or equivalently the set of logarithmic singularities of $\varphi[m, \tau]$ defined later in 5.11.

**Definition 5.3.** Let $L = L[m] := \{(\cos \frac{2\pi k}{m}, \sin \frac{2\pi k}{m}, 0, 0) \in S^2 : k = 1, \ldots, m\}$.

We next consider a particular discrete family of LD solutions which were studied in [4, Def. 6.4]:

**Lemma 5.4.** For $m \geq 2$, there is a function $\Phi = \Phi[m]$ uniquely determined by the following:

(i) $\Phi \in C^\infty(S^2 \setminus L)$ and $\mathcal{L} \Phi = 0$ on $S^2 \setminus L$.

(ii) $\Phi - \log d_L$ is bounded on $S^2 \setminus L$.

(iii) $\Phi$ is invariant under the group of isometries of $S^2$ which fix $L[m]$ as a set.

**Proof.** This follows immediately from [4, Lemma 3.10]. \[\square\]
Remark 5.5. When \( m = 2 \), \( \Phi \) depends only on \( d_L \); in particular, (cf. [4, Def. 2.18]) we have \( \Phi = G \circ d_L + (1 - \log 2) \cos d_L = 1 + \cos d_L \log \tan \frac{d_L}{2} \).

Although there is no function \( \Phi[m] \) satisfying 5.4(i)–(iii) when \( m = 1 \), the following definition will be sufficient for our later applications in that case:

**Definition 5.6.** Let \( \Phi = \Phi[m] \) be as in 5.4 for \( m \geq 2 \) and define \( \Phi[m] \) for \( m = 1 \) by

\[
\Phi = \Psi[\frac{\pi}{2}, \frac{\pi}{2}; d_L](G \circ d_L, 0).
\]

Before we define the surfaces \( \Sigma_{m, \tau} \) used in Theorem 1.2, we need to extract from \( \Phi \) the dominant singular and constant parts in the vicinity of \( L \).

**Lemma 5.7.** There is a unique \( c_0 = c_0[m] \in \mathbb{R} \) such that the function \( \Phi' \) defined by the decomposition

\[
\Phi = G \circ d_L + c_0 \cos d_L + \Phi' \quad \text{on} \quad D_L(\delta), \quad \delta := 1/(10m)
\]

satisfies \( \Phi'(p) = 0 \) for each \( p \in L \). Moreover, \( \Phi' \in C^\infty(D_L(\delta)) \) and \( d\Phi'_p = 0 \) for each \( p \in L \).

**Proof.** For any \( c_0 \in \mathbb{R} \), it follows from 5.1 and 5.4 that \( \Phi' \) as defined by (5.8) is bounded on \( D_L(\delta) \setminus L \) and satisfies \( \mathcal{L}\Phi' = 0 \) there. This implies the smoothness of \( \Phi' \) on \( D_L(\delta) \) by standard removable singularity results. The symmetries imply that \( d\Phi'_p = 0 \) for each \( p \in L \) and \( \Phi'(p) \) is independent of the choice of \( p \in L \). There is therefore a unique \( c_0 \in \mathbb{R} \) such that \( \Phi'(p) = 0 \) for all \( p \in L \). \( \square \)

**Corollary 5.9.** For \( k \in \{0, 1, 2\} \), \( \Phi' \) satisfies \( |\nabla^{(k)}\Phi'| \leq C(d_L)^{2-k} \) on \( D_L(\delta) \).

**Remark 5.10.** When \( m = 1 \), note that \( c_0 = 0 \) and \( \Phi' \equiv 0 \). When \( m = 2 \), we have, via 5.5, that \( c_0 = 1 - \log 2 \) and \( \Phi' \equiv 0 \).

**Definition 5.11.** Given \( \tau > 0 \), define \( \varphi = \varphi[m, \tau] \in C^\infty(S^2 \setminus L) \) by

\[
\varphi = c_1 + \tau \Phi,
\]

where \( L \) and \( \Phi \) are as in 5.3 and 5.6, \( c_1 := \tau \log(2/\tau) - \tau c_0 \), and \( c_0 \) is as in 5.7.

We are now ready to define the family of surfaces used in Theorem 1.2.

**Definition 5.12.** Given \( \tau > 0 \) as in 5.2, define the smooth surface \( \Sigma_{m, \tau} \subset S^3 \) to be the union over \( S^2 \setminus D_L(\tau) \) of the graphs of \( \pm \varphi_{gl} \), where \( \varphi_{gl} : S^2 \setminus D_L(\tau) \to [0, \infty) \) is defined as follows:

(i) On \( S^2 \setminus D_L(2\tau^\alpha) \) we have \( \varphi_{gl} = \varphi[m, \tau] \).

(ii) On \( D_L(2\tau^\alpha) \setminus D_L(\tau) \) we have (recall 2.1)

\[
\varphi_{gl} = \Psi[\tau^\alpha, 2\tau^\alpha; d_L](\varphi_{cat} \circ d_L, \varphi[m, \tau]).
\]

Finally, we define \( \Omega := S^2 \setminus D_L(\tau^\alpha) \), so that (recall 4.4) \( \Sigma_{m, \tau} = (\bigcup_{p \in L} K_{p, \tau}) \cup \Gamma_{\Omega}^{\varphi_{gl}} \cup \Gamma_{\Omega}^{-\varphi_{gl}} \).
Lemma 5.13. For all sufficiently small $\tau > 0$, \[ W(\Gamma_{\omega}^{\varphi_{gl}}) \leq |S^2| - |D_L(\tau^\alpha)| - \frac{11m\pi}{6} \tau^2 |\log \tau|. \]

Proof. We first prove the inequality in the case where $m \geq 2$. Since $\varphi_{gl} = \varphi = c_1 + \tau \Phi$ on $\Omega \setminus A_L$, where $A_L := D_L(2\tau^\alpha) \setminus D_L(\tau^\alpha)$ is the gluing region,

\[
\int_{\Omega} (\Delta \varphi_{gl})(\mathcal{L} \varphi_{gl}) \, d\sigma = \int_{A_L} (\Delta \varphi_{gl})(\mathcal{L} \varphi_{gl}) \, d\sigma + 2c_1 \tau \int_{\Omega \setminus A_L} \Delta \Phi \, d\sigma = \int_{A_L} (\Delta \varphi_{gl})(\mathcal{L} \varphi_{gl}) \, d\sigma + 2c_1 \tau \int_{\partial(\Omega \setminus A_L)} \frac{\partial \Phi}{\partial \eta} \, ds.
\]

It follows from 5.7, 5.11, and 5.12 that

\[
\varphi_{gl} = \tau G \circ d_L - \tau \frac{\log \tau}{2} \cos d_L + \Psi[\tau^\alpha, 2\tau^\alpha; d_L](\varphi, \overline{\varphi})
\]
on $A_L$, where

\[
\varphi := \varphi_{cat} \circ d_L - \tau G \circ d_L + \tau \log(\tau/2) \cos d_L,
\]

\[
\overline{\varphi} := c_1(1 - \cos d_L) + \tau \Phi'.
\]

Therefore, we have, on $A_L$, that

\[
\Delta \varphi_{gl} = -2\tau (G \circ d_L - \log(\tau/2) \cos d_L) + \Delta \Psi[\tau^\alpha, 2\tau^\alpha; d_L](\varphi, \overline{\varphi}),
\]

\[
\mathcal{L} \varphi_{gl} = \mathcal{L} \Psi[\tau^\alpha, 2\tau^\alpha; d_L](\varphi, \overline{\varphi}),
\]

and moreover from Lemma 5.1(iii) and (5.9) that $|\Delta \varphi_{gl}| \leq C \tau |\log \tau|$ and $|\mathcal{L} \varphi_{gl}| \leq C \tau |\log \tau|$. Hence,

\[
\int_{\Omega} (\Delta \varphi_{gl})(\mathcal{L} \varphi_{gl}) \, d\sigma = 2c_1 \tau \int_{\partial(\Omega \setminus A_L)} \frac{\partial \Phi}{\partial \eta} \, ds + O(\tau^{2(1+\alpha)} |\log \tau|^2). \tag{5.14}
\]

We now apply Lemma 3.2. First, using 5.1 and Lemma 5.7, it is straightforward to check that $\|\varphi_{gl}\|_{C^2(\Omega)} \leq C \tau^{1-2\alpha}$. Working (5.14) into 3.2 establishes

\[
W(\Gamma_{\omega}^{\varphi_{gl}}) = |S^2| - |D_L(\tau^\alpha)| + \frac{1}{2} \int_{\partial \Omega} \varphi_{gl} \frac{\partial \varphi_{gl}}{\partial \eta} \, ds + \frac{1}{2} c_1 \tau \int_{\partial(\Omega \setminus A_L)} \frac{\partial \Phi}{\partial \eta} \, ds
\]

\[ + O(\tau^{2(1+\alpha)} |\log \tau|^2) + O(\tau^{4(1-2\alpha)}). \]

We now estimate the two integrals in the preceding expansion. Using that $\varphi_{gl} = \varphi_{cat} \circ d_L$ on a neighborhood of $\partial \Omega$ and estimating the first integral using (4.1) and (4.2), we estimate that

\[
\frac{1}{2} \int_{\partial \Omega} \varphi_{gl} \frac{\partial \varphi_{gl}}{\partial \eta} \, ds = -m\pi (1 - \alpha) \tau^2 |\log \tau| + O(m \tau^2).
\]

Next, using Lemma 5.1(iii), Lemma 5.7, and Definition 5.11, we estimate that

\[
\frac{1}{2} c_1 \tau \int_{\partial(\Omega \setminus A_L)} \frac{\partial \Phi}{\partial \eta} \, ds = -m \pi \tau^2 |\log \tau| + O(m \tau^2).
\]
The desired inequality now follows from combining the preceding estimates.

We now consider the case where $m = 1$. Since $\mathcal{L}\Phi$ is now supported on $A_1 := D_L(\frac{\pi}{3}) \setminus D_L(\frac{\pi}{3})$ (recall 5.6),
\[
\int_{\Omega} (\Delta \varphi_{gl})(\mathcal{L}\varphi_{gl})d\sigma = \int_{A_L} (\Delta \varphi_{gl})(\mathcal{L}\varphi_{gl})d\sigma + 2c_1 \tau \int_{\partial(\Omega \setminus A_L)} \frac{\partial \Phi}{\partial \eta}ds \\
+ \tau^2 \int_{A_1} (\mathcal{L}\Phi)(\Delta \Phi)d\sigma,
\]
where $A_L$ is as before. Estimating the integral over $A_L$ in exactly the same way as before, we find
\[
\int_{A_L} (\Delta \varphi_{gl})(\mathcal{L}\varphi_{gl})d\sigma = O(\tau^{2(1+\alpha)}|\log \tau|^2).
\]
Next, we have $|\mathcal{L}\Phi| \leq C$ and $|\Delta \Phi| \leq C$ on $A_1$, so $\tau^2 \int_{A_1} (\mathcal{L}\Phi)(\Delta \Phi)d\sigma = O(\tau^2)$. The proof is completed by working the preceding into Lemma 3.2 and estimating as before. \qed

We are now ready to prove the main result of this paper.

**Proof of Theorem 1.2.** By recent work of Mondino–Scharrer [14, Theorem 1.2], it suffices to show, for each $g \in \{0, 1, \ldots\}$ and $v \in (0, 1)$, that there exists a smoothly embedded surface $S = S_{g,v} \subset \mathbb{R}^3$ of genus $g$ and isoperimetric ratio $v(S) = v$ and $\mathcal{W}(S) < 8\pi$. In fact, if for any small $v \in (0, 1)$ we can construct such a surface, then by using conformal invariance of the bending energy $\mathcal{W}(S)$ and applying a family of Möbius transformations to $S \subset \mathbb{R}^3$ which dilate out from a point $p_+ \in S$ and contract in to some other point on $p_- \in S$, we thereby obtain a family of surfaces with the same value of the bending energy $\mathcal{W}$ and all larger isoperimetric ratios $v < 1$, since this family of surfaces converges smoothly away from $p_-$ to a round sphere (with $v = 1$).

Now fix $m \in \mathbb{N}$. For all small enough $\tau > 0$, define $\Sigma_{m,\tau}$ as in 5.12 to be a smoothly embedded genus $g = m - 1$ surface in $\mathbb{S}^3$. Let $Y : \mathbb{S}^3 \setminus \{(0, 0, 0, 1)\} \to \mathbb{R}^3 = \{x_4 = 0\}$ be stereographic projection from $(0, 0, 0, 1) \in \mathbb{S}^3 \subset \mathbb{R}^4$. Since $\Sigma_{m,\tau}$ converges in the sense of varifolds to $2\mathbb{S}^2$ as $\tau \searrow 0$, since $Y$ is conformal, and $Y|_{\mathbb{S}^2} = \text{Id}_{\mathbb{S}^2}$, where we regard $\mathbb{S}^2 = \mathbb{R}^3 \cap \mathbb{S}^3$ as both a subset of $\mathbb{R}^3$ and of $\mathbb{S}^3$, it follows that $\lim_{\tau \searrow 0} v(Y(\Sigma_{m,\tau})) = 0$. Thus to prove the theorem, by Remark 2.1 it suffices to show that $\mathcal{W}(\Sigma_{m,\tau}) < 8\pi$ for all $\tau$ small enough. To do this, we combine the estimates in 4.5 and 5.13:
\[
\mathcal{W}(\Sigma_{m,\tau}) = m\mathcal{W}(K_{p,\tau}) + 2\mathcal{W}(\Gamma_{\mathbb{S}^2}^{\varphi_{gl}})
\]
\[
\leq 2|D_L(\tau^\alpha)| + \frac{8\pi}{3}m\tau^2|\log \tau| \]
\[
+ 2|\mathbb{S}^2| - 2|D_L(\tau^\alpha)| - \frac{11\pi}{3}m\tau^2|\log \tau| \]
\[
= 2|\mathbb{S}^2| - m\pi\tau^2|\log \tau|.
\]
Remark 5.16. The method used here leads to the construction of other comparison surfaces with $W < 8\pi$ and bridges centered on other symmetric configurations of points. One such configuration consists of the vertices of a regular tetrahedron. It would be interesting to know whether Canham minimizers for a given genus and small isoperimetric ratio have any particular symmetries. We expect that—consistent with the comparison surfaces constructed here—that such minimizers look like two nearly concentric spheres joined by small catenoidal bridges, and we note that Kuwert-Li [12] have verified this in the genus zero case.

Remark 5.17. While $\Phi[m]$ and $\Sigma_{m, \tau}$ have nontrivial symmetries for $m > 1$, it is possible to construct comparison surfaces with $W < 8\pi$ and $m > 1$ bridges centered on configurations of points $L$ with trivial symmetry by generalizing the construction of $\Phi[1]$ and cutting off $G \circ dL$ to zero. However, the resulting function would no longer satisfy the linearized Willmore equation, and we would not generally expect such comparison surfaces to be close to local minimizers for the Canham problem.

Remark 5.18. After this paper was submitted for publication, Christian Scharrer informed us about work of Ndiaye–Schätzle [15] on the conformally-constrained Willmore problem. In [15, Appendix D] they construct a surface of any given genus with $W < 8\pi$ using arbitrarily small catenoidal bridges between two concentric spheres, much like the simple construction in Remark 5.17. In both the constructions from Remark 5.17 and from [15], the bending energy savings are insensitive to the bridge locations and are milder than the savings (5.15) in our constructions from Theorem 1.2; importantly, the LD approach captures the interactions between bridges and strongly hints at the shapes of Canham minimizers with small isoperimetric ratio $v$.
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Appendix A. Mean Curvature on a Catenoidal Bridge

In this appendix, we estimate the mean curvature of a small catenoidal bridge in $\mathbb{S}^3$. This was done in [5, Example 2.15], but we summarize the argument in order to keep the exposition self-contained.
Define a parametrization \( E : (0, \pi) \times (-\pi, \pi) \times (-\frac{\pi}{2}, \frac{\pi}{2}) \to \mathbb{S}^3 \) by

\[
E(r, \theta, z) = (\sin r \cos \theta \cos z, \sin r \sin \theta \cos z, \cos r \cos z, \sin z).
\]

We take \((r, \theta, z)\) as local coordinates for \(\mathbb{S}^3\). The pullback metric is

\[
E^*g = \cos^2 z \left( dr^2 + \sin^2 r \, d\theta^2 \right) + dz^2,
\]

and the only nonvanishing Christoffel symbols are

\[
\begin{align*}
\Gamma^r_{rr} &= \Gamma^r_{rr} = \Gamma^\theta_{\theta r} = -\tan z, & \Gamma^r_{\theta \theta} &= -\sin r \cos r, \\
\Gamma^r_{\theta r} &= \Gamma^\theta_{\theta r} = \cot r, & \Gamma^z_{rr} &= \cos z \sin z, & \Gamma^z_{\theta \theta} &= \sin^2 r \sin z \cos z. & (A.1)
\end{align*}
\]

Define a map \(X : [-\mathfrak{s}, \mathfrak{s}] \times (-\pi, \pi) \to \mathbb{R}^3\) by

\[
X(s, \vartheta) = (r(s, \vartheta), \theta(s, \vartheta), z(s, \vartheta)) = (\tau \cosh s, \vartheta, \tau s),
\]

where \(\mathfrak{s}\) is defined by the equation \(\tau \cosh \mathfrak{s} = 9\tau^2\).

Calculation shows that the pullback metric in \((s, \vartheta)\) coordinates is

\[
X^*E^*g = r^2(1 - \tanh^2 s \sin^2 z)ds^2 + \cos^2 z \sin^2 r \, d\vartheta^2,
\]

where \(r = r(s, \vartheta)\) and \(z = z(s, \vartheta)\), and that

\[
v = (\tanh s \partial_z - \sec^2 z \sech s \partial_r) / \sqrt{1 + \tan^2 z \sech^2 s}
\]

is a unit normal field along the image of \(X\). We compute the second fundamental form \(A\) of \(X\) using the formula \(A = \left( X^k \alpha_\beta + \Gamma^k_{lm} X^l \alpha_\theta X^m \beta \right) g_{kn} \nu^\alpha dx^\alpha dx^\beta \), where \(X\) is as in \((A.2)\), we have renamed the cylinder coordinates \((x^1, x^2) := (s, \vartheta)\), and Greek indices take the values 1 and 2 while Latin indices take the values 1, 2, 3, corresponding to the coordinates \(r, \theta, z\). Using the preceding and the Christoffel symbols in \((A.1)\), we find

\[
A = \left[ \tanh s \left( \tan z + \frac{1}{2} \sinh^2 s \sin 2z \right) - \tau \right] ds^2 + \frac{1}{2} \left( \sin 2r \sech s + \sin^2 r \sin 2z \tan s \right) d\vartheta^2
\]

\[
\sqrt{1 + \tan^2 z \sech^2 s}
\]

\[
= \left( 1 + O(z^2) \right) \left( \tau (-ds^2 + d\vartheta^2) + O(r^2 z) ds^2 + O(r^3 + r^2 z) d\vartheta^2 \right),
\]

where in the second equality we have estimated using that \(\sqrt{1 + \tan^2 z \sech^2 s} = 1 + O(z^2)\) and that \(\frac{1}{2} \sin 2r \sech s = \tau + O(r^3)\). Finally, using that \(r^2 g_{ss} = 1 + O(z^2)\) and \(r^2 g_{\vartheta \vartheta} = 1 + O(z^2 + r^2)\), we estimate

\[
r^2 H = O \left( \tau z^2 + r^2 |z| + \tau r^2 \right). & (A.4)
\]
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