Orbital magnetic susceptibility of graphene and MoS$_2$
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We calculate the orbital magnetic susceptibility $\chi_{\text{orb}}$ for an 8-band tight-binding model of gapless and gapped graphene using Green’s functions. Analogously, we study $\chi_{\text{orb}}$ for a MoS$_2$ 12-band model. For both materials, we unravel the character of the processes involved in the magnetic response by looking at the contribution at each point of the Brillouin zone. By this, a clear distinction between intra- and interband excitations is generally possible and we are able to predict qualitative features of $\chi_{\text{orb}}$ only through the knowledge of the band structure. The study is complemented by comparing the magnetic response with that of 2-band lattice Hamiltonians which reduce to the Dirac and Bernevig-Hughes-Zhang (BHZ) models in the continuum limit.

PACS numbers: .

I. INTRODUCTION

Orbital magnetization in solids has gained renewed attention in view of new two-dimensional materials with topologically non-trivial band structures.$^{11}$ Usually, this issue is addressed from either the perspective of isolated atoms or the picture of electron gases with a certain effective mass.$^{2–4}$ But semi-classical approaches including geometrical effects due to a non-trivial Berry curvature$^{5–10}$ or Green’s function techniques$^{11–14}$ offer new perspectives and thus reinforce the motivation for the present study.

Many developments, like the generalization of Fukuyama’s formula to tight-binding systems$^{13}$ are fairly recent. Among the new phenomena arising from this approach, one can highlight the prediction of paramagnetism resulting from the periodic lattice potential due to a sum rule. A paramagnetic orbital response also occurs necessarily around van Hove singularities$^{15}$ and in Dirac systems the sublattice isospin degree of freedom gives rise to a contribution that can be interpreted as the traditional Pauli paramagnetism.$^{16}$ Moreover, contrary to previous approaches via the Peierls-Landau formula$^{17}$ and its generalization to multi-band systems, interband (or better geometrical) processes turn out to play a crucial role, e.g., filled bands need not be magnetically inert.$^{18–19}$ In this context, it was shown that the band structure does not allow to uniquely determine the magnetic response of a solid, in stark contrast with the Peierls-Landau approach, i.e., different systems with an identical band structure can display completely opposite orbital magnetic responses.$^{19}$ The topological aspects of the band structure partly encoded in the Berry curvature play an important role in this scenario.$^{20–21}$ In fact, using the semi classical wave-packet approach, a complete discussion about the several contributions to the magnetic susceptibility including purely geometrical terms was recently presented in Ref. 10.

Our work aims at two prominent 2D materials which display a non-trivial topological band structure, namely graphene and MoS$_2$. Graphene is characterized by a Berry phase of $\pi$ manifested in the half-integer quantum Hall effect$^{22–23}$ and gapped graphene shows topological currents at zero magnetic field$^{22}$ and MoS$_2$ is a topological valley insulator$^{23–24}$. It is thus worthwhile to count on a detailed characterization of their magnetic response through the discussion of the magnetic susceptibility.

In this article, we will perform the numerical calculation of the orbital magnetic susceptibility, $\chi_{\text{orb}}$, for multi-band tight-binding models using the Green’s function formalism. For graphene, we will deal with a nearest-neighbor 8-band model including all 2$s$ and 2$p$ orbitals. To model MoS$_2$, the relevant bands are formed by $d$-orbitals with a small influence of $p$-orbitals amounting to an effective 12-band model$^{25–26}$.

We also discuss the nature of the processes involved in the magnetic response by analyzing the contribution of each point of the first Brillouin zone to $\chi_{\text{orb}}$. The action of processes related to the Fermi surface or to geometrical effects can be distinguished by means of this approach, which yields valuable information to physically understand the magnetic response of solids. Finally, we address the magnetic response by means of several 2-band tight-binding as well as continuum models. The latter are mostly valid for energies close to the valence and conduction bands, but also suit other parts of the spectrum like the Dirac gap in between the second and third core bands of MoS$_2$. We analyze the sources underlying all these facts, the Berry curvature playing a crucial role, and discuss the seek for a 2-band model that yields an accurate continuum description of MoS$_2$ at the neutrality point. This will allow us to address a still debated question about the magnetic response: under which con-
ditions $\chi_{\text{orb}}$ can be qualitatively extracted from the mere knowledge of the band structure.

The paper is organized as follows. The formalism for calculating the orbital magnetic susceptibility of a general tight-binding model as well as previous approaches are recalled in Sec. [I] and in an appendix. In Sec. [II] we introduce the Hamiltonians used to describe gapless and gapped graphene, calculate and compare their respective magnetic susceptibilities, and relate these to the features of the band structure. Sec. [III] is analogous but devoted to MoS$_2$. Sec. [IV] establishes a comparison with effective models for both materials, and finally our conclusions are presented in Sec. [VI].

II. MAGNETIC SUSCEPTIBILITY OF TIGHT-BINDING MODELS

We numerically calculate the orbital magnetic susceptibility using the following formula, valid for arbitrary tight-binding models [13]

$$\chi_{\text{orb}} = \frac{-\mu_0 e^2}{2\pi \hbar^2} \times \text{Im} \int_{-\infty}^{\infty} dE n_F(E)$$

$$\times \frac{1}{A} \sum_{\vec{k}} \text{Tr} \left\{ \frac{\hat{z}^x \hat{G} \hat{y} \hat{G} \hat{\gamma}^x \hat{G} \hat{\gamma}^y \hat{G} +}{(\hat{G} \hat{\gamma}^x \hat{G} \hat{y} \hat{G} \hat{\gamma}^y \hat{G}) \frac{\partial \hat{G}}{\partial k_x}} \right\}, \quad (1)$$

where $\hat{G} = (E - H_{\vec{k}} + i0^+)^{-1}$, $\hat{z}^{x,y} = \partial H_{\vec{k}}/\partial k_{x,y}$ and $H_{\vec{k}}$ is the Hamiltonian at wave vector $\vec{k}$ including the spin degree of freedom. Further, $\mu_0$ is the vacuum permeability, $A$ denotes the sample area, and $n_F(E) = (e^{(E-\mu)/T} + 1)^{-1}$ is the Fermi function. In the following, we will present results at $T = 0$ with $\mu = E_F$ the Fermi energy.

To derive the gauge-invariant magnetic susceptibility for a general tight-binding model, the correct wave vector dependence of the current operator needs to be used [27]. Only then the gauge-dependent contribution of the diamagnetic current is canceled, see appendix. The longitudinal response can be obtained from the above formula by replacing the $y$-superindexes with $x$ and vice versa. It must necessarily be zero due to gauge invariance which is guaranteed by the exact cancellation of the first term by the second term. Let us also highlight the sum rule [13]

$$\int_{-\infty}^{\infty} dE_F \chi_{\text{orb}}(E_F) = 0, \quad (2)$$

which is obtained from the fact that $\chi_{\text{orb}}(E_F)$ can be analytically continued into the upper complex plane, together with the residuum theorem. Details on the above discussion can be found in the appendix.

A. Previous approaches

We recall that the first term in brackets of Eq. (1) yields the Fukuyama formula [11] which is valid for a Galilean invariant system with a possible linear term in $\vec{k}$, i.e., for all models with $\partial \hat{G}/\partial \epsilon = 0$. But also for isotropic models like the tight-binding model for graphene involving only the $p_z$-orbitals, this term is dominant and the second term can almost be neglected. However, in the case of the tight-binding models for graphene involving s-orbitals, the second term becomes quantitatively important, i.e., $\partial \hat{G}/\partial \epsilon$ is not small due to the directional $\sigma$-bonds.

An even earlier approach is given by the Peierls-Landau orbital susceptibility and its trivial extension to multi-band systems [11,28]

$$\chi_{\text{PL}} = \frac{\mu_0 e^2}{12 \hbar^2} \left( \sum_{k,n} n' f(\epsilon_{n,k}) \right) \left[ \epsilon_{n,k} \gamma_{y,n,k} - (\epsilon_{n,k})^2 \right]. \quad (3)$$

Here, $n' f(\epsilon)$ is the derivative of the Fermi-Dirac distribution, $\epsilon_{n,k}$ denotes the derivative of the energy eigenvalues with respect to $k_x$ and $k_y$, and $n$ is the band index.

Remarkably, $\chi_{\text{PL}}$ only depends on the dispersion relation, whereas in Eq. (1), further information concerning the features of the eigenstates is contained. Furthermore, due to $n' f$, only states around the Fermi surface contribute to Eq. (3). This is again in contrast with Eq. (1), where matrix instead of scalar multiplications properly include all contributions originating from possible interband transitions. These differences turn out to be crucial in the appropriate description of the magnetic response of a multi-band tight-binding system, as we will show throughout this work.

B. Continuum models and lattice contribution

Several prominent features of the magnetic response of systems with a direct band gap at the $K$-points can be understood from the effective continuum model of gapped Dirac fermions:

$$\chi_{\text{Dirac}} = \frac{g_s g_v \mu_0 e^2}{6\pi} \frac{1}{2m_{\text{eff}}} \Theta(|\Delta| - |E_F|), \quad (4)$$

where $g_s$ and $g_v$ are the spin and valley degeneracy, respectively, $2|\Delta|$ is the gap and $m_{\text{eff}}$ is the mean effective mass derived from the curvature of the bands close to it. For a Dirac model with constant gap, we have $m_{\text{eff}} = |\Delta|/v_F^2$, with $v_F$ the Fermi velocity. For chemical potentials inside the gap, $\chi_{\text{Dirac}}$ is equal to the geometrical susceptibility as introduced in Ref. [10].

For a general gap with a $k^2$-dependence ($\Delta \to \Delta + \beta k^2$), this is modified to $m_{\text{eff}} = (|\Delta|_F^2 + \beta \Delta)/(\hbar^2 |\Delta|)$. In the limit of $\Delta \beta \to 0$, the step function becomes a Dirac
We included the constant energy shift \( E_{DC} = 0 \) to indicate the location of the Dirac cone, needed for subsequent generalizations. In fact, the above formulas also hold for \( H = \sum_k \hbar \langle \vec{v}_k \cdot \vec{k} \rangle \sigma_x + \hbar \langle \vec{v}_k \cdot \vec{k} \rangle \sigma_y + \Delta \sigma_z \) by replacing \( v_F^2 \rightarrow |\vec{v}_1 \times \vec{v}_2|_z \), so more general band-crossings (\( \Delta = 0 \)) or gaps (\( \Delta \neq 0 \)) display the same features of the response.

If we describe graphene by a single orbital tight-binding model with only nearest-neighbor hoppings, lattice effects can be separated from the contribution that comes from the continuum model. We can then define the lattice susceptibility as \( \chi_l \)

\[
\chi_l = \chi_0 - \chi_D\tag{6}
\]

valid for the gapless or gapped case. Using the following unit of the susceptibility

\[
\chi_0 = \frac{\mu_0 e^2 |t| a^2}{\hbar^2},
\]

we find that \( \chi_l/\chi_0 \) is now scale-invariant, i.e., independent of the parameters of the model, where \( t \) is the hopping amplitude and \( a \) the lattice constant. In the continuum limit \( a \rightarrow 0 \) keeping \( \frac{3at}{2\hbar} = v_F = \text{const.} \), \( \chi_0 \rightarrow 0 \) and the lattice contribution thus also tends to zero.

In the case of multi-band Hamiltonians with several hopping parameters, such a simple, scale-invariant quantity cannot be defined, especially not in the case of MoS\(_2\). Still, we will present all results in units of \( \chi_0 \) and use \( t = 2.8 \text{ eV} \) and \( t = 1.6 \text{ eV} \) for graphene and MoS\(_2\), respectively. Notice that then \( \chi_0/a \sim \frac{\pi}{137} \) is the natural scale of the magnetic susceptibility with \( \alpha \approx 1/137 \) the fine-structure constant.

In the subsequent sections, we will use the above definitions and proceed to apply these expressions to different tight-binding systems modeling graphene and MoS\(_2\). Special attention will be paid to interpret the physics encoded in Eq. (1), to the relation of the results with the underlying band structure and to the possibility of finding effective models that yield a correct description of the magnetic response of these materials.

### III. MAGNETIC SUSCEPTIBILITY OF GRAPHENE

In this section, we discuss the magnetic response of graphene within the Slater-Koster description including all four orbitals of the valence band, i.e., 2s, 2p\(_x\), 2p\(_y\), and 2p\(_z\). The parameters of the hopping elements and energies are adopted from Ref. 30. In Fig. 1, the band structure is shown in the \( KK' \) direction for the gapped (\( \Delta = 1 \text{ eV} \)) and gapless case.

**FIG. 1.** (Color online) Band structure of the Slater-Koster model including the \( \sigma \)-bonds (black lines) and \( \pi \)-bonds (red and green referring to the gapless and gapped case, respectively). Vertical dotted lines indicate the position of \( K \) and \( K' \) points. Horizontal blue dotted lines labeled with a letter are respective to the Fermi energies of Fig. 3.

The lattice contribution of the magnetic orbital susceptibility for gapless graphene appears on the left hand side of Fig. 2 as a red curve. Since the \( \sigma \)-bands (black dashed curve) and \( \pi \)-bands (blue curve) decouple due to symmetry, the \( \sigma \)-bands yield a contribution to \( \chi_\text{orb} \) identical to that discussed in Ref. 14. Further, the total susceptibility and the one coming from the \( \sigma \)-bands coincide for low and high energies. For comparison, also the density of states is shown as a green curve.

For Fermi energies around half filling, the lattice contribution displays a constant plateau that evolves into the expected paramagnetic divergences when hitting the van Hove singularities. Due to the presence of at least one van Hove singularity in each band, \( \chi_\text{orb} \) shows a quite irregular structure. We identify the resulting paramagnetic divergences in Fig. 2, making a distinction with respect to finite discontinuities that come from band edges. Although the latter might be unraveled by peak asymmetry, our conclusions have been drawn from a careful analysis of the band structure. A diamagnetic response is found for Fermi energies in the intervals (\(-19, -15\)) eV and (\(-8, -4\)) eV, as is suggested by the parabolic dispersion relation of the corresponding bands, i.e., Landau diamagnetism.

The full magnetic orbital response shows two delta-like diamagnetic peaks at Fermi energies \( E_F \approx \pm 14 \text{ eV} \) associated with the band-crossing at the \( K \)-points. We were able to subtract these contributions using Eq. (5) with \( v_F \approx 3.9 \cdot 10^5 \text{ m/s} \) (\( v_F \approx 3.5 \cdot 10^5 \text{ m/s} \)) for the lower (upper) crossing at \( E_{DC} \approx \pm 14 \text{ eV} \), where the Fermi velocities and Dirac cone energies were extracted from the band-structure. In Fig. 2, we thus plot the generalized...
lattice contribution
\[ \chi_{\text{lattice}} \equiv \chi_{\text{orb}} - \chi_{\text{Dirac}} - \chi_{\text{Dirac}}^\sigma, \]
where \( \chi_{\text{Dirac}}^\sigma \) denotes the above delta-like Dirac contributions.

Let us now comment on the constant diamagnetic contribution from the \( \sigma \)-bands inside the gap around the \( \Gamma \)-point which amounts to an extra \( \sim 12\% \) lattice contribution to the \( \pi \)-electrons. For gated graphene away from half-filling and at low temperatures, we thus expect a measurable contribution of the \( \sigma \)-bands to the magnetic susceptibility. This response is of pure geometrical nature as we will argue below.

On the right hand side of Fig. 2 we show the total (red) and \( \pi \)-band (blue) lattice contribution \( \chi_{\text{lattice}} \) of the gapped graphene model with \( \Delta = 1\text{ eV} \) for energies around the neutrality point. Interestingly, both models, gapless and gapped graphene, show an almost identical lattice contribution even at the energies where their spectra strongly differ, namely close to the neutrality point, as can be appreciated from the density of states (green curve) on the left and right side of Fig. 2. This is an indicative of the fact that the Dirac model is the continuum version of the lattice models under consideration.

### A. Brillouin zone analysis

In order to count on a deeper understanding of the above results, we proceed to discuss the individual contribution of each point of the first Brillouin zone to \( \chi_{\text{orb}} \), i.e., we plot \( \chi_{\text{orb}}(\vec{k}, E_F) \) for the first Brillouin zone with \( \chi_{\text{orb}}(E_F) = \sum_{\vec{k}} \chi_{\text{orb}}(\vec{k}, E_F) \). Our approach is intended to inquire about Eq. (1) in more detail and to unravel the physics behind it. Last but not least, it will serve as a tool to compare the magnetic response of the different models considered, see Sec. V.

In the following, we will focus on the case of gapped graphene for simplicity. The results for the first Brillouin zone are plotted in Fig. 3. It can be seen that the contributions to \( \chi_{\text{orb}} \) mostly come from points of the Brillouin zone that are pinned to the Fermi surface, the other states practically remain inert. Figs. 3 (a) and (c) depict this situation, dealing with more complex or simpler regions of the band structure, respectively. We also note that the response can be either diamagnetic (blue) or paramagnetic (red).

Let us now discuss the situation where the Fermi energy lies inside a gap. In fact, the highest diamagnetism is found for \( E_F \) inside the Dirac-like gap in clear contrast to the predictions of the Peierls-Landau formula. The \( \vec{k} \)-points contributing to the susceptibility are now concentrated in small regions around \( K \) and \( K' \) points as seen in Fig. 3 (b). Fig. 3 (d), on the other hand, addresses the origin of the constant diamagnetic plateau coming from \( \sigma \)-bands close to neutrality (cf. the dashed black line in Fig. 2). Interestingly, the magnetic response is now smeared throughout the whole Brillouin zone rather than being concentrated, e.g., around the \( \Gamma \)-point.
FIG. 3. (Color online) Contribution of each point of the Brillouin zone to $\chi_{\text{orb}}$ for a fixed Fermi energy $E_F$, as defined in the main text. Paramagnetism and diamagnetism correspond to red and blue, respectively, the color scale being normalized to $\max|\chi_{\text{orb}}(k, E_F)|$ for the given $E_F$. The green lines depict the Fermi surface. For the sake of clarity, they appear only in the upper half of each plot, but can be extended to the lower one by an horizontal mirror reflection. $E_F$ takes the values $-5.2$ (a), $0$ (b), $1.75$ (c), and $3.2$ eV (d), which are indicated in Fig. 1 and labeled there with the corresponding letter. In the last case, only the contribution of the $\sigma$-bands has been considered. An imaginary part of the energy equal to $0.3$ eV has been used in these calculations.

We conclude that in principle there exist clear mechanisms underlying the magnetic response of a tight-binding system and they are strongly related to the band structure. For Dirac gaps around the $K$-points, transitions only around these points are relevant, whereas for gaps around the $\Gamma$-point, transitions in the whole Brillouin zone contribute to the final response.

In the next section, we will extend our analysis to a more complex system, i.e., transition metal dichalcogenides in form of MoS$_2$.

IV. MAGNETIC SUSCEPTIBILITY OF MoS$_2$

In this section, we discuss the orbital susceptibility for the 12-band Hamiltonian derived in Refs. 24–26. A plot of the band structure along the $K-K'$ direction is shown in Fig. 2. Let us point out that there are two Dirac-like gaps centered at $K$ and $K'$: one between the second and third bands and another between the valence and conduction bands.

The full magnetic orbital susceptibility $\chi_{\text{orb}}$ as calculated by means of Eq. (1) is plotted in Fig. 2 as a red curve. We compare the results with the magnetic orbital response of the Peierls-Landau formula, Eq. (3), seen as a black line, together with the density of states (green line). Let us also comment on the two diamagnetic regions at Fermi energies matching those of the aforementioned gaps, which are highlighted (blue) in Fig. 2. Their expected magnetic susceptibility according to the Dirac continuum model, Eq. (4), is shown in Fig. 2 as a blue line.

![Band structure along the $KK'$ line](image)

FIG. 4. (Color online) Section of the band structure of the MoS$_2$ 12-band model of Ref. 24. Solid (dashed) lines correspond to spin $s = (−1)$. The gaps and band overlap discussed in the main text have been highlighted in light blue and red, respectively. A close-up view of the valence and conduction bands appears in Fig. 7 (B). Vertical dotted lines indicate the position of $K$ and $K'$ points. Horizontal blue dotted lines labeled with a letter are respective to the Fermi energies of Fig. 6.

Apart from diamagnetic regions associated to Dirac gaps or parabolic bands, we have again identified the paramagnetic peaks corresponding to van Hove singularities. Some of them are also reproduced by the Peierls-Landau magnetic susceptibility. The latter fails to yield other relevant features, though, above all concerning the magnetic response of filled bands. Let us also comment on the diamagnetic peak at $E_F \approx 1.7$ eV with height $-3.7\chi_0$. This peak can be associated to four gapped Dirac cones located at close vicinities of the $\Gamma M$ direction, for which the Berry curvature yields large values. Interesting physics might be expected to emerge from them, especially regarding their spin split character and high directional asymmetry. As for the experimental realization, reaching the corresponding Fermi energies could be overcome in the future by the use of liquid dielectric capacitors.

The red curve of Fig. 2 depicts one of the main results of this study, which can be experimentally verified, especially for neutral MoS$_2$ with the Fermi energy inside the gap. We will now continue with the Brillouin zone analysis for MoS$_2$. 
A. Brillouin zone analysis

As in Sec. III, we proceed to study the individual contribution of each point inside the 1st Brillouin zone to $\chi_{\text{orb}}$. Fig. 6 displays the results for this analysis, on the one hand confirming the conclusions we extracted from graphene and on the other hand offering more information to be discussed.

In the case of MoS$_2$, the subplots are now more diverse and complex than in the case of graphene. Still, we can associate most features to processes involving the Fermi surface, such as subplots (a), (c), and (d). In the case of subplot (b), we see contributions from the Fermi surface located around the $\Gamma$-point as well as processes involving the two $K$-points. This has been discussed above and the diamagnetic contribution due to the Dirac-like gap is shown as blue line in Fig. 5. Also for Fermi energies inside the valence and conduction band, the main contribution comes from the two $K$-points as can be seen in subplot (e). However, the structure is considerably more involved, indicating that the simple Dirac model does not quantitatively reproduce the diamagnetic response.

Let us finally discuss the spectrum shown in subplot (f), displaying features that were not seen in the case of...
FIG. 7. (Color online) Band structure (A) and close-up view (B) for the 2-band lattice models of Eqs. (8) (green) and (10) with parameters given by Eqs. (9) (red) and Eqs. (11) (dashed blue). Gray corresponds to the valence and conduction bands of MoS$_2$. Due to the differences in the unit cells, only the parabolic approximation —close to $k = 0$— of the square lattice bands is plotted near $K$ (solid) and $K'$ (dashed lines) points. Vertical dotted lines indicate the position of $K$ and $K'$ points, and horizontal blue dotted lines labeled with a letter are respective to the Fermi energies of (D). (C) depicts the magnetic susceptibilities with the same color code as (A) and (B). The extra black line depicts $\chi_{\text{Dirac}}/\chi_0$. (D) shows two subplots analogous to those of Fig. 3 but for the model of Eqs. (9) and (10). The corresponding Fermi energies are $-1.15$ eV (a) and 0 (b).

V. EFFECTIVE MODELS

We will now analyze reduced, effective models and test them with respect to their predictive reliability. We will first summarize the results for the continuum Dirac model and then look at two-band lattice models. Fig. 7 gathers all the results.

A. Effective continuum model

Let us summarize to what extent the continuum model of Eq. (4) agrees with the results yielded by Eq. (1). For graphene, we already concluded that the continuum model yields the main contribution to the magnetic response around the neutrality point. This is best seen from the lattice contribution $\chi_{\text{lattice}}$ close to half filling, which shows a constant paramagnetic offset independent of the actual gap coming from the orbital response of electrons outside the Dirac cone region. Also for energies at the two Dirac cones of the $\sigma$-band, the main contribution is given by Eq. (5).

For MoS$_2$, the discussion is more subtle and different for the two gaps present in the band structure. For the core gap, the diamagnetic depth is fairly reproduced by
the Dirac well. The finer structure of the curve that corresponds to the full spectrum can be explained as a consequence of the band overlap at the corners of the 1st Brillouin zone, cf. Fig. 3 and the presence of a van Hove singularity within that energy range. On the other hand, when considering the gap between the valence and conduction band, there is only a qualitative agreement with the result of the Dirac continuous model, i.e., the well-like response is correctly reproduced, but the numerical value is off by approximately a factor of two. In fact, Fig. 3(e) indicates that the gap is not well reproduced by assuming a simple Dirac-like gap (with and without a \(k^2\)-dependent mass). Also the product between the Berry curvature and the magnetic orbital moment as suggested by Ref. 10 do not yield contributions isotropically concentrated around the \(K\)-points. An effective continuum model to correctly describe the trigonal feature of the magnetic response and Berry curvature is thus still uncovered.

**B. Effective two-band lattice models**

For the magnetic orbital susceptibility of MoS\(_2\) around the neutrality point, we carry out a comparison with three different two-band lattice models to inquire about possible fits. They consist of a two-orbital square lattice and of a one-orbital hexagonal lattice with and without next-nearest neighbor coupling. We impose the constraint that they reproduce the energies of the 2-band effective Hamiltonian of Ref. 24 although neglecting the spin-valley splitting, see the close-up of the band structure in Fig. 7 (B). The hallmark of this effective description is the \(k^2\)-dependence of the potential and mass terms.

Firstly, let us introduce the tight-binding Hamiltonian defined on a square lattice with two orbitals at each site. The off-diagonal terms have their origin in a spin-orbit coupling. We thus have

\[
H_k = \left( \frac{\Delta_0 + \Delta}{2} + 2b\beta c_k \right) - t_0 s_k, \tag{8}
\]

with \(c_k = 2 + \cos(ak_x) + \cos(ak_y)\) and \(s_k = \sin(ak_x) - i\sin(ak_y)\). We use the following parameters in order to match the band structure of the MoS\(_2\) 12-band model.

\[
\Delta_0 = -0.11\ \text{eV}, \ \Delta = 1.82\ \text{eV}, \ t_0 = 2.33\ \text{eV}, \ \alpha = -0.01, \ \beta = -1.54 \tag{9}
\]

and \(b = \hbar^2/(4m_0a^2) \approx 0.572\ \text{eV}\). Note that the contribution of \(\alpha\) is neglected in the above Hamiltonian, but will be included below.

Secondly, the continuum model with quadratic mass and scalar potential can be deduced from a hexagonal lattice with a single orbital per site and next-nearest neighbor hoppings. Choosing the hopping parameters and on-site energies accordingly, we arrive at

\[
H_k = \left( \frac{\Delta_0 + \Delta}{2} + \frac{4(t + b + \gamma)}{9} |\phi_k|^2 - \frac{2}{3} t_0 |\phi_k|^2 \right) + \frac{\Delta_0 - \Delta}{2} + \frac{4(t + b - \gamma)}{9} |\phi_k|^2, \tag{10}
\]

with the form factor \(\phi_k = \sum_j e^{i\delta_j} \cdot \vec{k}\) and \(\delta_j (j = 1, 2, 3)\) the three vectors joining nearest neighbors.

At last, the gapped Dirac lattice model with constant mass can be easily reproduced with a different choice of the parameters in Eq. (10):

\[
\Delta_0 = -0.11\ \text{eV}, \ \Delta = 1.82\ \text{eV}, \ t_0 = 2.02\ \text{eV}, \ \alpha = \beta = 0. \tag{11}
\]

All models display the same curvature (mass) around the \(K\)-points as can be seen from the band structures which are plotted over part of the MoS\(_2\) spectrum in Figs. 7 (A) and (B).

**C. Discussion**

Here, we will compare the magnetic response of the effective two-band models with that of Sec. IV. To do so, we will include the necessary spin and valley degeneracy factors \(g_s\) and \(g_v\), respectively, i.e., for the square lattice we include a factor \(g_s g_v\) whereas for the hexagonal model only a factor \(g_v\).

From Fig. 7(C), one can appreciate a significant quantitative difference between the different models even for Fermi energies inside the gap. This fact points at the discussion of Refs. 9 and 19, namely that a mere match of band structure of two different solids does not guarantee a similarity in their respective \(\chi_{orb}\).

Interestingly, however, the diamagnetic well depth of MoS\(_2\) is precisely predicted by the square lattice model. This might lead to the conclusion that the orbital character of the lower and upper band needs to be reflected by the underlying effective tight-binding model in order to describe the magnetic response, because the core gap of MoS\(_2\) is mainly composed of by \(p_x\) and \(p_y\)-orbitals (for lower and upper band) whereas the gap at the neutrality point is made up by \(d_{xy}\) and \(d_{x^2-y^2}\)-orbitals (valence band) as well as predominately \(d_{z^2}\)-orbitals (conduction band)\(23,25\). Still, we believe that the same orbital susceptibility obtained from the two models is rather a coincidence and no further conclusions can be drawn. This is mainly suggested by the Brillouin zone analysis as discussed below.

Let us now discuss the contributions to the magnetic response at each \(k\)-point shown in Fig. 7 (D). We choose the Hamiltonian of Eq. (10) with parameters of Eq. (9), although the other models, in particular the square lattice model, show similar behavior. The relevant Fermi energies are those either inside or very close to the gap, respective to subplots (a) and (b) of Fig. 7 (D). The corresponding patterns are quite similar to those of Fig. 5.
(d) and (e). We thus conclude that the nature of the processes encoding the magnetic response is approximately the same for the two cases. This reinforces our previous comment about the qualitative agreement between their respective magnetic response. Concerning the quantitative discrepancies of a model with its effective counterpart, the threefold symmetry of Fig. 6 (e) cannot be reproduced by the 2-band models, implying a more complex geometrical contribution to the susceptibility than the product of the Berry curvature and the orbital magnetic moment.[12]

As a consequence of the previous discussion, it seems reasonable to state that the magnetic behavior of a material still remains at reach simply from the knowledge of the band structure. As for the striking difference between the models discussed in Refs. 9 and 11, we associate it to the presence of a flat band as also argued in Ref. 10. Still, an accurate prediction depends on factors like the $k$-dependence of the mass term and the topological regime around the valleys and beyond.

### VI. CONCLUSION

In this paper, we have studied the orbital magnetic susceptibility of graphene and MoS$_2$ described by effective multi-band tight-binding models. Like this, contributions from processes around the Fermi surface as well as geometrical aspects involving e.g. the Berry curvature are automatically incorporated. We obtained new results for the magnetic response for both materials which can be tested experimentally - especially for Fermi energies close to the neutrality point or inside the gap.

More concretely, we calculated $\chi_{\text{orb}}$ for gapless and gapped graphene, dealing with an 8-band Slater-Koster model including also the $\sigma$-orbitals. This yields an additional $\sim 12\%$ diamagnetic contribution relative to the lattice susceptibility close to half filling, independent of whether the $\pi$-band is gapped or gapless. This additional contribution to $\chi_{\text{orb}}$ is constant inside the gap around the $\Gamma$-point and of purely geometrical nature. Still, it is fundamentally different from the geometrical susceptibility associated with the Dirac gap of the $\pi$-bands.

We were further able to identify prominent diamagnetic peaks of $\chi_{\text{orb}}$ with Dirac-cone like band-crossings which are exactly described by the McClure formula. We expect this delta-like diamagnetic response associated to Dirac cones to be a general geometrical effect due to the infinite Berry curvature, but also the related zero effective mass would give this result.

In the case of MoS$_2$ described by the 12-band model, we have identified two prominent diamagnetic contributions associated to two Dirac-like gaps. We have shown that the Dirac continuum model is quantitatively sensible only for the one between the core bands. As for energies close to the neutrality point, our analysis involved the comparison with three different 2-band lattice models, which match the band structure of MoS$_2$ in the vicinity of the gap but generally yield quantitatively different magnetic susceptibilities. Interestingly, only the one including two orbitals per site gave an accurate magnitude of the diamagnetism. The qualitative features of $\chi_{\text{orb}}$ are well reproduced in all cases, though.

Additionally, we have demonstrated that by analyzing the contribution to the total magnetic response in $k$-space, valuable information can be gained to identify the processes. More concretely, we were able to associate the response either to intraband transitions around the Fermi surface or to geometrical processes around the high-symmetry points $K$ and $M$. Only the diamagnetic response of the $\sigma$-electrons inside the gap around the $\Gamma$-point could not be attributed to localized interband transitions. The finding of effective models describing this situation remains to be thoroughly clarified and shall be dealt with in future works.
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### Appendix A: Magnetic response of tight-binding models

We summarize the formalism used to obtain the magnetic response[13] for arbitrary tight-binding models. Particular attention is paid to show its gauge-invariant nature.

#### 1. Hamiltonian and gauge invariance

We consider a generic tight-binding Hamiltonian in a 3d lattice

$$H = \sum_{i,j} h_{ij} |i\rangle\langle j|, \quad (A1)$$

where $i(j)$ runs over all orbitals in the lattice. $|i\rangle$ is short-hand for the state $|r_i, \alpha_i\rangle$, located at the position $r_i$ and with orbital index $\alpha_i$, one for each orbital in the unit cell. It is convenient to consider this discrete set as part of the usual continuum $(r, \alpha)(r', \alpha') = \delta(r - r') \delta_{\alpha\alpha'}$, where $|r, \alpha\rangle$ is the eigenstate of the position operator for the orbital index $\alpha$, $R_\alpha$, with conjugate momentum $P_\alpha$. They satisfy canonical commutation relations, $[\hat{n} \cdot R_\alpha, \hat{n} \cdot P_\gamma] = i \hbar \delta_{\alpha\gamma}$, $\hat{n}$ being an arbitrary unit vector. Notice that they are diagonal in orbital index.

In the absence of a magnetic field we have

$$|r + a, \alpha\rangle = e^{-i P a} |r, \alpha\rangle, \quad (A2)$$
with \( P = \sum_\alpha P_\alpha \). In the presence of a magnetic field with vector potential \( \mathbf{A}(r) \) and operator \( \mathbf{A}(\mathbf{R}) = \sum_\alpha \int d^3r \mathbf{A}(r) [r, \alpha] \langle r, \alpha | r, \alpha \rangle \), the replacement \( P \rightarrow \Pi = P - e \mathbf{A}(\mathbf{R}) \), where \( \mathbf{R} = \sum_\alpha \mathbf{R}_\alpha \), changes Eq. (A2) to

\[
e^{-i\mathbf{a} \cdot \Pi} [r, \alpha] = e^{i\phi(r, r+a)} [r + \mathbf{a}, \alpha], \quad (A3)
\]

with the Berry's phase for parallel transport becoming here the usual Peierls phase, \( \phi(r, r') = \frac{e}{\hbar} \int_{r'}^{r} d\mathbf{r} \cdot \mathbf{A} \).

The original Hamiltonian in the absence of the field becomes in the presence of the field

\[
H = \sum_{i,j} h_{ij} \langle r_i, \alpha_\beta | r_i, \alpha_\beta \rangle e^{i\delta_{ij} \cdot \Pi}, \quad (A4)
\]

with \( \delta_{ij} = r_j - r_i \). This manifestly gauge-invariant form is due to both the presence of \( \Pi \) and the shared location of bra and ket in Eq. (A4).

2. Current operator and replicas

The previous formulation provides a unique, unambiguous prescription for the current operator anywhere in space. Let us consider a single oriented hopping term,

\[
H_{ij} = h_{ij} \langle r_i, \alpha_\beta | r_i, \alpha_\beta \rangle e^{i\delta_{ij} \cdot \Pi}. \quad (A5)
\]

The current operator, given by \( J(r) = -\frac{\delta H}{\delta \mathbf{A}(r)} \), leads for \( H_{ij} \) to

\[
J_{ij}(r) = \frac{i e}{\hbar} h_{ij} \delta_{ij} \langle r_i, \alpha_\beta | r_i, \alpha_\beta \rangle \int_0^1 ds e^{i(s) \cdot \delta_{ij} \cdot \Pi} \langle r_i, \alpha_\beta | r_j, \alpha_\beta \rangle e^{i(1-s) \delta_{ij} \cdot \Pi}, \quad (A6)
\]

where the relation \( \delta e^K = \int_0^1 ds e^{sK} \delta K e^{(1-s)K} \) has been used for dealing with non-commuting operators \( K \) and \( \delta K \). The point of writing the current in this form is to exhibit its gauge-invariant nature. A more familiar expression would be

\[
J_{ij}(r) = \frac{i e}{\hbar} h_{ij} \delta_{ij} e^{-i\phi(r, r)} \langle r_i, \alpha_\beta | r_j, \alpha_\beta \rangle \int_0^1 ds e^{i(s) \cdot \delta_{ij} \cdot \Pi} \langle r_i, \alpha_\beta | r_j, \alpha_\beta \rangle e^{i(1-s) \delta_{ij} \cdot \Pi}, \quad (A7)
\]

where the last integral fixes the straight line between \( r_i \) and \( r_j \) as the loci for non-zero currents: the familiar network picture now for quantum operators. The continuity equation holds everywhere with source and drain end points.

The extreme localization of the network-like current was found inconvenient for the perturbative approach and a continuum of replicas of the original system obtained by displacing the reference lattice by \( \mathbf{p} \), taken uniformly within the unit cell, was introduced,

\[
H = \frac{1}{N} \sum_{i,j} h_{ij} \int d^3\mathbf{p} \langle r_i + \mathbf{p}, \alpha_\beta | r_i + \mathbf{p}, \alpha_\beta \rangle e^{i\delta_{ij} \cdot \Pi}, \quad (A8)
\]

\( N \) being the total number of cells. Replicas labeled by \( \mathbf{p} \) are different modulo a lattice vector, allowing \( \mathbf{p} \) to span all space after appropriate normalization. Different replicas are dynamically independent: a particle in one of them will hop in its own discrete lattice, unaware of any of the other replicas, allowing the average to be taken at the Hamiltonian level. The lattice is displaced but the field is kept in place: each replica experiences a slightly different field, and the process can be interpreted alternatively as an average over slightly displaced fields. This replication will leave properties of the original problem virtually unaffected, unless the field changes drastically at the lattice length scale, a situation where even the tight-binding Hamiltonian is questionable. Furthermore, a translation amounts to a gauge transformation for a uniform magnetic field, leaving physical properties intact. Irrespective of its origin, the manifestly gauge-invariant Hamiltonian of Eq. (A8), leads to the following gauge-invariant current operator, unambiguously defined everywhere in space,

\[
J(r) = \frac{i e}{\hbar} \frac{1}{N} \sum_{i,j} h_{ij} \delta_{ij} \int d^3\mathbf{p} \langle r_i + \mathbf{p}, \alpha_\beta | r_i + \mathbf{p}, \alpha_\beta \rangle \int_0^1 ds e^{i(s) \cdot \delta_{ij} \cdot \Pi} \langle r_i + \mathbf{p}, \alpha_\beta | r_j + \mathbf{p}, \alpha_\beta \rangle e^{i(1-s) \delta_{ij} \cdot \Pi}. \quad (A9)
\]

3. Paramagnetic current, linear response and orbital susceptibility

In the absence of fields, the Hamiltonian Bloch matrix, \( \tilde{H}_k = H_{\alpha\beta}(k) \), is

\[
H_{\alpha\beta}(k) = \frac{1}{N} \sum_{i(\alpha), j(\beta)} h_{ij} e^{ik \cdot \delta_{ij}}, \quad (A10)
\]

where \( i(\alpha) \) \( (j(\beta)) \) runs over all orbitals of \( \alpha \) \( (\beta) \) index. The paramagnetic current operator in real space reads

\[
J(r) = \frac{i e}{\hbar} \frac{1}{N} \sum_{i,j} h_{ij} \delta_{ij} \int_0^1 ds \langle r - s\delta_{ij}, \alpha_\beta | r + (1-s)\delta_{ij}, \beta_\beta \rangle \int_0^1 ds e^{i(s) \cdot \delta_{ij} \cdot \Pi} \langle r + (1-s)\delta_{ij}, \beta_\beta | r - s\delta_{ij}, \alpha_\beta \rangle e^{i(1-s) \delta_{ij} \cdot \Pi}. \quad (A11)
\]

with Fourier components

\[
J(q) = \frac{e}{\hbar} \frac{1}{V^{1/2}} \sum_{k, \alpha, \beta} |k - q/2, \alpha\alpha\beta\beta| \gamma_{\alpha\beta}(k, q) \langle k + q/2, \beta\beta \rangle, \quad (A12)
\]

total volume \( V \), and matrix kernel, \( \tilde{\gamma}_{k, q} = \gamma_{\alpha\beta}(k, q) \), given by

\[
\gamma_{\alpha\beta}(k, q) = \frac{1}{N} \sum_{i(\alpha), j(\beta)} ih_{ij} \delta_{ij} e^{ik \cdot \delta_{ij}} \text{sinc}(q \cdot \delta_{ij}/2), \quad (A13)
\]

where \( \text{sinc}(x) = \frac{\sin(x)}{x} \). The zero-\( q \) limit reads \( \tilde{\gamma}_k = \tilde{\gamma}_{k, 0 \rightarrow 0} = \nabla_k \tilde{H}_k \), so \( \langle J(q \rightarrow 0) \rangle \) measures the velocity content of Bloch states, as expected.
In the presence of fields, the Hamiltonian is perturbed to linear order by \( V = -\sum \mathbf{J}(q) \cdot \mathcal{A}(-q) \), and linear response prescribes the following result for the paramagnetic current\(^{4}\)

\[
\langle \mathbf{J}(q) \rangle = -\frac{1}{2\pi i} \int dE n_F(E) \text{Tr}\{\mathbf{J}(q) (G'^r V G' - G'^a V G^a)\},
\]

(A14)

with retarded and advanced Green function for the unperturbed Hamiltonian, \( G'^a(E) = (E \pm i0^+ - H)^{-1} \), diagonal in Bloch space \( \hat{G}'_k^a(E) = (E \pm i0^+ - \hat{H}_k)^{-1} \), leading to the following expression for the paramagnetic response tensor, \( \langle \mathbf{J}(q) \rangle = \chi(q) \mathcal{A}(q) \),

\[
\chi(q) = \frac{e^2}{\hbar^2} \frac{1}{2\pi i} \int dE n_F(E) \frac{1}{V} \sum_k \text{Tr}\{\hat{\gamma}_{k,q} \hat{G}^{r'}_{k+q/2} \hat{\gamma}_{k,-q} \hat{G}^{r'}_{k-q/2} - \hat{\gamma}_{k,q} \hat{G}^{a'}_{k+q/2} \hat{\gamma}_{k,-q} \hat{G}^{a'}_{k-q/2}\},
\]

(A15)

an expression which is valid for arbitrary \( q \). To study the low-\( q \) limit, pertinent for a uniform magnetic field, it is convenient to define the following auxiliary tensor,

\[
\chi_0(q) = \frac{e^2}{\hbar^2} \frac{1}{2\pi i} \int dE n_F(E) \frac{1}{V} \sum_k \text{Tr}\{\hat{\gamma}_{k,q} \hat{G}^{r'}_{k+q/2} \hat{\gamma}_{k,-q} \hat{G}^{r'}_{k-q/2} - \hat{\gamma}_{k,q} \hat{G}^{a'}_{k+q/2} \hat{\gamma}_{k,-q} \hat{G}^{a'}_{k-q/2}\},
\]

(A16)

where vertex matrices in Eq. (A15) have been taken at \( q = 0 \). The physical response for a uniform magnetic field, \( \chi_{\text{phys}}(q) \), is given by the \( q^2 \) term in the expansion of \( \chi_0(q) \):

\[
\chi_{\text{phys}}(q) \approx 0 = \chi_0(q) - \chi(q = 0) + O(q^4).
\]

(A17)

For a uniform magnetic field along an arbitrary direction \( \hat{z} \), the orbital magnetic susceptibility corresponds to

\[
\frac{\chi_{\text{orb}}}{\mu_0} = \lim_{q \to 0} \frac{1}{q^2} \chi_{\text{phys}}(q \hat{x}),
\]

(A18)

\( x \) and \( y \) being orthogonal axis in the plane perpendicular to \( \hat{z} \). A Taylor expansion of \( (\Delta \hat{G}_k) \) to order \( q^2 \) with repeated use of the relation \( \nabla \hat{G}_k = \hat{G}_k \hat{\gamma}_k \hat{G}_k \), and standard manipulations then lead to Eq. 1 of the main text. The result, first obtained in Ref. 14 as a necessary tight-binding generalization of Fukuyama’s result\(^{11}\), is reproduced here for completeness:

\[
\chi_{\text{orb}} = -\mu_0 e^2 \frac{1}{\hbar^2} \text{Im} \int dE n_F(E) \frac{1}{V} \sum_k \text{Tr}\{\hat{\gamma}^{z} \hat{G}^{z} \hat{\gamma}^{z} \hat{G}^{z} + \frac{1}{2} (\hat{G}^{z} \hat{\gamma}^{z} \hat{G}^{z} + \hat{G}^{z} \hat{\gamma}^{z} \hat{G}^{z}) \frac{\partial \hat{G}^{z} \hat{\gamma}^{z}}{\partial k_x}\},
\]

(A19)

with \( k \)-dependencies removed and \( \hat{G} = \hat{G}^r \).

There is an additional contribution to the paramagnetic current response, \( \langle \Delta \mathbf{J}(q) \rangle = \Delta \chi(q) \mathcal{A}(q) \), coming from the ignored \( q \)-dependence of vertex matrices \( \hat{\gamma}_{k,q} \), and given to order \( q^2 \) by the following expression in diadic form

\[
\Delta \chi(q) = \frac{e^2}{\hbar^2} \frac{1}{N} \sum_{i,j} (H_{ij}) \delta_{ij} \delta_{ij} (1 - 2\text{sinc}(q \cdot \delta_{ij}/2))
\]

(A20)

but it does not show up in the physical current, being canceled by the diamagnetic term as we now show.

4. Diamagnetic current and cancellation

Unlike the traditional case, the current operator of Eq. (A9) has terms to all orders in the field. To the linear order relevant here, functional differentiation of Eq. (A9) leads to the following expression for the diamagnetic current in real space\(^{22}\)

\[
\langle \mathbf{J}_{\text{dia}}(r) \rangle = \frac{e^2}{\hbar^2} \frac{1}{N} \sum_{i,j} (H_{ij}) \delta_{ij} \delta_{ij} \int_0^1 ds \int_0^1 ds' \times [s \mathcal{A}(r - ss' \delta_{ij}) + s' \mathcal{A}(r + ss' \delta_{ij})],
\]

(A21)

already evaluated in the ground state. In Fourier space, \( \langle \mathbf{J}_{\text{dia}}(q) \rangle = \chi_{\text{dia}}(q) \mathcal{A}(q) \), the diamagnetic tensor reads

\[
\chi_{\text{dia}}(q) = \frac{e^2}{\hbar^2} \frac{1}{N} \sum_{i,j} (H_{ij}) \delta_{ij} \delta_{ij} \text{sinc}^2(q \cdot \delta_{ij}/2).
\]

(A22)

In contrast with the usual case, the diamagnetic contribution has \( q \)-dependence beyond the constant term\(^{27}\) and its calculation for a uniform magnetic field has to be completed to order \( q^2 \). Combining Eq. (A22) with the previous contribution from the paramagnetic current, Eq. (A20), the announced cancellation takes place

\[
\chi_{\text{dia}}(q) + \Delta \chi(q) = 0 + O(q^4).
\]

(A23)

leaving alone \( \chi_{\text{phys}} \) as the physical response to a uniform field, with the known expression (A19) for the magnetic susceptibility.

5. Absence of longitudinal response

A longitudinal, static vector potential is a gauge transformation, without physical effects. Our gauge invariant perturbative response should then vanish to all orders, and we explicitly show it to the calculated \( q^2 \) order. The longitudinal response to a longitudinal vector potential along an arbitrary direction \( \hat{x} \) is given by

\[
\chi_{\text{phys}}(q \hat{x}) \propto \sum_k \text{Tr}\{\hat{\gamma}^{x} \hat{G}^{x} \hat{\gamma}^{x} \hat{G}^{x} + \hat{G}^{x} \hat{\gamma}^{x} \hat{G}^{x} \frac{\partial \hat{G}^{x}}{\partial k_x}\},
\]

(A24)
with factors irrelevant for the argument ignored. Up to a total derivative, the second trace cancels the first one,

$$\text{Tr}\{\hat{G} \gamma^x \hat{G} \gamma^x \zeta \gamma^x \partial_k \gamma^x \} = - \text{Tr}\{\hat{G} \gamma^x \hat{G} \gamma^x \zeta \gamma^x \hat{G} \gamma^x \}$$  \hspace{1cm} (A25)

$$+ \frac{1}{3} \partial_k \text{Tr}\{\hat{G} \gamma^x \hat{G} \gamma^x \zeta \gamma^x \},$$

and the longitudinal response vanishes, $\chi^{wx}_{\text{phys}}(q \mathbf{x}) = 0$. In a similar way, it can be shown that a longitudinal static perturbation does not produce a transverse response, $\chi^{xy}_{\text{phys}}(q \mathbf{x}) = 0$, and vice versa.

6. Sum rule

The susceptibility sum rule,

$$\int dE_F \chi_{\text{orb}}(E_F) = 0 \text{,}$$  \hspace{1cm} (A26)

was —to the best of our knowledge— first stated in Ref. \[14\]. Its proof from this formalism is direct. Writing as $E_F \frac{d \gamma_{\text{orb}}}{dE_F}$ the integrand in Eq. \[A26\], partial integration, then $\frac{d \gamma_{\text{orb}}}{dE_F}$ is the zero-temperature energy integrand of Eq. \[A19\] evaluated at $E_F$. It is the imaginary part of an analytic complex function in the upper complex plane, thanks to the presence of products of $\hat{G}$. Closing the contour with the standard semicircle, where the integral vanishes owing to the asymptotic behavior $\hat{G}^r(z) \sim z^{-1}$, completes the proof. The sum rule also holds at finite temperatures, where responses for non-interacting electrons are always a convolution of zero temperature results with the unit area function $\beta/(4 \cosh^2(\beta \mu/2))$.
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