CUDA parallel programming technology application for analysis of big biomedical data based on computation of effectiveness features
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Abstract. This paper proposes the technology for large biomedical data analysis based on CUDA computation. The technology was used to analyze a large set of fundus images used for diabetic retinopathy automatic diagnostics. A high-performance algorithm that calculates effective textural characteristics for medical image analysis has been developed. During the automatic image diagnostics, the following classes were distinguished: thin vessels, thick vessels, exudates and a healthy area. The study of the mentioned algorithm efficiency was conducted with 500x500-1000x1000 pixels images using a square 12x12 dimension window. The acceleration relationship between the developed algorithm and various data sizes was demonstrated. The study showed that the algorithm effectiveness can be affected by certain characteristics of the image, e.g. its clarity, shape of exudate zone, variability of blood vessels, and optic disc location.

1. Introduction

A few years ago, a breakthrough in medicine occurred when the technologies for medical data analysis started to be introduced in the advanced countries. Nowadays medical data is being actively processed in various medical devices. Some international scientific projects are demonstrating artificial intelligence in medicine. The main task of the medical data automatic analysis is to use the automated methods for data processing and analyzing in order to reduce physician’s working time and human errors during medical examinations or procedures.

A large amount of medical database makes it difficult for a physician to analyze the data. Many important details of the examination are skipped before the final diagnosis and treatment. Medical database includes a large amount of unstructured information, such as: photos, videos, one-dimensional signals and patients’ data [1]. The amount of unstructured information is growing exponentially year after year. Many scientific projects highlight the analysis of unstructured information to be their main task. Usually there is a great amount of information that should to be processed quickly enough. The intellectual analysis of fundus images for pathology detection can be seen as a special case of such analysis.
Today, diabetes mellitus is considered to be the most dangerous and common endocrine disease in the world. In diabetes, the blood vessels of the retina change and this leads to disruption in oxygenation in retinal vessels. This disease can lead to diabetic retinopathy (DRP). In DRP, all parts of the retina are affected, but the changes in its central area in the form of diabetic macular edema lead to the most rapid and irreversible reduction in vision [2]. Macular edema is characterized by retinal thickening or the presence of "solid" exudates. Figure 1 is an example of a healthy retina and the retina with pathology.

There are several ways of treating diabetic macular edema, but laser coagulation is considered to be the “gold standard” [3,4]. Its effectiveness was confirmed during the large-scale study (ETDRS, 1987) [4]. The essence of laser coagulation is in application of dosed micro-burns - laser coagulants - on the area of retinal edema. The coagulates are imposed either one by one or in a series arranged in the form of a regular pattern or with a preliminary planning of its location followed by the plan superimposing on the retina in real time [5]. Optimal location of coagulates is preferable, it implies their location in edema at the maximum distances from each other excluding their penetration into the blood vessels.

The papers [7-8, 12] present studies on the application of digital technologies or image processing methods for analyzing fundus images to identify pathologies and their features. The works [9-11] present the information technology that makes it possible to fill in automatically the given edema areas with coagulates, the vessels net location being different in it. Currently, the urgent task is to accelerate this technology.

2. Technology for large biomedical data analysis

The proposed technology for analyzing biomedical data is based on the selection of effective textural features and includes several steps (Figure 2), such as: sampling; classification of sample elements; discriminant analysis and selection of effective signs [9, 13-14]. Earlier, textural features had shown good results for the recognition and further diagnostics of biomedical images [6]. Experimentally selected parameters can be used for image segmentation [14]. For the analysis of diagnostics effectiveness a sample is formed by the fragmentation of a full-scale fundus image. Sampling is used to select the size of the fragmentation window. The optimal size will be used for image segmentation.

The algorithm for textural features calculation for a large number of pictures has an excessively high computational complexity. Within this technology the use of a high performance algorithm is based on CUDA technology. For the purpose of classification the generated feature set will be used. The most effective textural features are selected due to discriminant analysis.

The proposed technology makes it possible to evaluate efficiency of high performance algorithm with different sampling parameters and size of the target fragment image.

At the initial stage the selection of fragments of certain sizes, their fragmentation and expert segmentation performed by a physician were carried out for further formation of training and test samples. The analysis of image fragments showed that they were well distinguished by their textural properties. The textural features were well proven for biomedical images recognition and further diagnosis [6, 12]. The well-known MaZda library was used, it made it possible to calculate up to 300 different textural features of one colour channel [15]. The evaluation of the effectiveness of the obtained set of features was carried out by discriminant analysis [16-18]. The purpose of it was to
select from the massive amount of signs a subset of the most informative ones that provided the minimum clustering error. At the same time, it was necessary to determine the best mask size for the system to process the image and automatically select areas of interest during laser coagulation.

Figure 2. Technology of effective features formation for a large amount of biomedical image analysis.

As a result of discriminant analysis for each object sampling the best features were determined by the criterion of separability. To assess the quality of separability, the clustering error was calculated for each set of features and different sizes of the fragmentation window. The formation of the sets of features was carried out through the selection of the best ones considering their individual criteria of separability. Within the framework of discriminant analysis, clustering using the K-means method was applied, and the Euclidean distance [19] was used as a measure of similarity. The required minimum size of the fragmentation window and the measure of similarity were chosen by the minimum clustering error criterion.

3. Existing software using GPU-CUDA.

A wide variety of software has been developed around the world for the use of CUDA in the medical industry. AxRecon is a solution for image recovery followed by image reconstruction using CUDA in computer tomography [20]. ELEKS helps a medical device to reduce the time of the patient’s assessment, accelerating the software for post-processing an MRI scanner using CUDA [21]. ELEKS realizes parallel one-time vector decomposition on an MRI scanner and reduces the time to 155x. EGSnrc is a well-known Monte-Carlo simulation package for coupled electron-photon transport, which is widely used in medical physics applications [22]. EGSnrc works with CUDA to accelerate and archives the acceleration factor up to 20x - 40x. Aetina M3N970M-MN is a 4-D ultrasonic equipment using CUDA kernels to perform advanced 3D visualization of ultrasonic data using the latest phase shift harmonics images [23].

4. Development of the high-performance algorithm for computing textural features

The fundus objects classification by their textural features is used for the purpose of the fundus image segmentation, i.e. to highlight zones with the disease, which are used for final diagnosis. The procedure of the sample elements classification, being the fragments of the fundus image is shown in Figure 3. Figure 4 is an example of the fundus image segmentation with different measures of similarity. At the first stage, the adjacency matrix, histogram and gradient field should be calculated; the calculation of these parameters takes an unacceptably long time. The algorithm for histogram and gradient features as well as for Haralik features calculation has a high computational complexity. Among all 300 features calculated by the MaZda [6, 24-26] program the most effective five were
selected according to different colour channels: Perc.10%, G_Skewness, G_S(5,0)Entropy, B_Perc.99% and B_GrVariance [9].

The step-by-step description of the algorithm is as follows:
1. The pixel of interest is selected and put at the center of a 12 x 12-pixel region. It was experimentally proven that for this window size, the clustering error would be admissible [14];
2. The above features are calculated for the selected area;
3. The distances to the centers of each class are calculated. The Euclidean and Makhalanobis distances are used as a similarity measure [14];
4. The analyzed pixel is assigned to the nearest center;
5. These steps are performed for each pixel, only pixels found at the center of regions that extend beyond the image boundaries are excluded from consideration.

In this paper, we aim to accelerate the existing algorithm using a parallel programming technology CUDA.

The parallel option for the textural features calculation is very specific, as it requires calculating of mathematical objects that seem to be complex for a video card (adjacency matrix, histogram and gradient field); it should also take into account the relationship between atomic tasks, which depend on these specified mathematical objects. The computation of features for each pixel area is the most resource-consuming part of the algorithm. This part is transferred to the graphics device. Since the GPU-CUDA computational model is representable in the form of an array (one-, two-, or three-dimensional), the superimposing of the model to this algorithm won't cause any difficulties. The calculation of features is performed in accordance with their color images. The original image is represented as a three-dimensional array, where the first level is responsible for the channel, while the second and third levels for the x and y coordinates, respectively. Each channel possesses its own calculated textural features. The GPU-CUDA computational model is set as a two-dimensional grid, the size of which coincides with the image size. See Figure 5 for the CUDA parallel algorithm.

The step-by-step description of the new algorithm is as follows:
1. Arrays of the original and the resultant image are copied in the graphic processing device;
2. The working thread extracts a pixel from the original image array and builds a 12x12 region;
3. Features for the selected region are calculated;
4. The analyzed pixel is assigned to the nearest center;
5. Step 1-4 are reiterated for each pixel, only pixels found at the center of regions that extend beyond the image boundaries are excluded from consideration.

6. The information thus derived is written into an output image array:

![Original and segmented images](image1)

**Figure 4.** Original and segmented images (Euclidean distance, Mahalanobis distance).

![Operation scheme of a separate thread](image2)

**Figure 5.** Operation scheme of a separate thread using the proposed high-performance algorithm.

The resulting array is copied back to the CPU execution, where a segmented image is created from it.

The algorithm uses mostly local memory. CUDA adjacency matrix calculation is carried out on the basis of complex implementation that works with the matrix in rows because a single thread does not fit a large matrix in the local memory.

5. **Results of experimental study**

For detailed study, the fragments of images were extracted from full-scale images of the patients’ fundus subjected to fragmentation and followed by the formation of sampling. The sampling is a
certain amount of data expressed in MB. Figure 6 shows the results of the effectiveness of the proposed algorithm depending on the amount of data (MB) for 4 different images of the fundus of real patients. The NVIDIA videocard was used to accelerate the studies.

Figure 6. Results of algorithm acceleration for the samples generated from four fundus images.

The results in Figure 6 demonstrate maximum efficiency at 148 MB data volume. Despite the independent character of the tasks, linear acceleration due to the data volume increasing is not observed as the picture clarity, shape of the exudate zone, variability of the vessels and location of the visual disk effect the computational complexity. 202 MB is the optimal amount of data with maximum average acceleration. In case of the large size only the first experiment (Figure 1a) demonstrates high algorithm efficiency at large data volumes. Such a result is noticed because the first image had the smallest proportion of exudates presented in the image compared to other images subjected to the research.

6. Conclusion
The present study proposed the technology for analyzing large amount of biomedical data, based on CUDA parallel programming. Five the most effective textural features were used for the fundus image classification. The study was conducted on four real patients’ images. At some data volumes the suggested algorithm allows to achieve 19-fold acceleration. The fundus images have great variability in the shape of the exudate zone, blood vessels and optic disc location; it affects the algorithm computational complexity in calculating features. The study showed that the proposed algorithm ensured optimal operation on various fundus images when processing data of 202 MB.
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