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Abstract

In this paper we introduce the Perception for Autonomous Systems (PAZ) software library. PAZ is a hierarchical perception library that allow users to manipulate multiple levels of abstraction in accordance to their requirements or skill level. More specifically, PAZ is divided into three hierarchical levels which we refer to as pipelines, processors, and backends. These abstractions allows users to compose functions in a hierarchical modular scheme that can be applied for preprocessing, data-augmentation, prediction and postprocessing of inputs and outputs of machine learning (ML) models. PAZ uses these abstractions to build reusable training and prediction pipelines for multiple robot perception tasks such as: 2D keypoint estimation, 2D object detection, 3D keypoint discovery, 6D pose estimation, emotion classification, face recognition, instance segmentation, and attention mechanisms.
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1. Introduction

Current research trends in machine learning and computer vision indicate that state-of-the-art models in the coming years would most likely include the use of differentiable libraries and deep learning (Goodfellow et al., 2016). Furthermore, deep learning has now been consolidated as an incremental discipline in which we hypothesize that small additive changes must also represent small incremental modifications to their software description. Additionally, the term design stamina hypothesis is used in software engineering to describe the capacity of software to quickly develop additional functionalities given that it contains an appropriate set of internal tools and abstractions (Fowler, 2018). Thus, one of the main goals of PAZ is to create internal software structures that satisfy the design stamina hypothesis for perceptual algorithms. We corroborate the successful direction of PAZ by using our hierarchical abstractions to build reusable components for multiple robot perception algorithms in multiple domains. More specifically, PAZ was used for creating complete training and inference pipelines for all tasks and models displayed in Figure 1.
Figure 1: Examples of multiple perception tasks and models implemented using PAZ: 1a) Probabilistic keypoint estimation (Neumann and Vedaldi, 2018) 1b) 6D head pose estimation 1c) 2D Object detection (Liu et al., 2016) 1d) Emotion classification (Arriaga et al., 2017) 1e) 2D Keypoint estimation (Wang et al., 2020) 1f) Instance segmentation (He et al., 2017) 1g) Keypoint discovery (Suwajanakorn et al., 2018) 1h) Haar Cascades (Viola and Jones, 2001) 1i) 6D Pose estimation 1j) Face recognition (Turk and Pentland, 1991) 1k) Attention (Jaderberg et al., 2015) 1l) Implicit pose estimation (Sundermeyer et al., 2018).

2. Related software

Similar software libraries are Detectron2 (Wu et al., 2019) the Object detection API from Tensorflow (Huang et al., 2017) and MMDetection (Chen et al., 2019). Detectron2 focuses in extending a single model, Mask-RCNN, while the Object Detection API and MMDetection focus primarily in optimizing models on the single task of 2D object detection. On the other hand, as shown in Figure 1, PAZ focuses in extending multiple models across a diverse set of perception tasks. This broad generality of tasks and models is possible due to our hierarchical-API, which allows users to re-use and construct entirely new functions in a modular scheme.

3. Hierarchical abstractions

In this section we review the main components of each of our hierarchical levels and their corresponding software abstractions. One important consideration to be made is that while we encourage the user to use our abstractions we don’t necessarily impose them. Thus, a PAZ user can use any of it’s functionality at any level without necessarily subscribing to a specific API.

3.1 High-level:

Our highest API level, pipelines, contains application-ready functions for 2D object detection, 2D keypoint estimation, 6D pose estimation, emotion classification, data-augmentation and image pre-processing. Our API allows the user to quickly instantiate out-of-the-box
functions that can be applied directly to an image. Listing 1 contains an example on how to instantiate a single-shot object detector from PAZ and apply directly to an image for an end-to-end prediction.

```python
from paz.pipelines import SSD512COCO

detect = SSD512COCO()

# apply directly to a numpy-array
inferences = detect(image)
```

Listing 1: High-level function

```python
from paz import processors as pr

augment = pr.SequentialProcessor()

augment.add(pr.RandomContrast())
augment.add(pr.RandomBrightness())
augment.add(pr.RandomSaturation())
augment.add(pr.RandomHue())

# apply it as a python function
image = augment(image)
```

Listing 2: Mid-level construction

3.2 Mid-level

The high-level API is useful for rapidly creating applications; however, it might not be flexible enough for the user’s specific purposes. Therefore, PAZ builds high-level functions using our a mid-level API which allows the user to modify or extend existing pipelines. The abstraction for this mid-level is referred to as a Processor. Processors are meant to perform small computations that can be re-used in other applications or entirely new algorithms. PAZ includes the SequentialProcessor abstraction to sequentially apply processors to a set of inputs. In Listing 2 we create a simple data-augmentation pipeline for image classification. Our sequential API reveals some of the flexibility and reusability of PAZ. If for example a user wishes to input a dictionary, or to add a new data augmentation function or a normalization operation one would only need to add a new processor. Furthermore, PAZ provides an abstract template class for creating any custom new logic. However, an important consideration that we would like to make is that the user can pass any python function to a pr.Sequential pipeline, and is not constrained to use our Processor base class. Another relevant aspect of our API is that it clearly depicts the processing steps of our data into well separated modules; thus, PAZ creates a programming bias to distribute computation into multiple simple functions. This allows users with limited experience either with programming or with a specific new algorithm to easily adapt, debug, or understand any aspect of it’s computation. We specifically consider this of great importance given the state of many ML research projects, that often prove difficult to continue their improvement.

3.3 Low-level

Processors allow us to easily compose, compress and extract away parameters of functions; however, most processors are build using our low-level API (backend). Our backend modules are found in: backend.boxes, backend.camera, backend.image, backend.keypoints and backend.quaternion. Each of these modules is meant to be expanded or entirely

1. The name processor describes the capacity to create both pre-processing and post-processing functions.
2. Similar abstractions have proven useful in the context of deep learning. Specifically in the sequential application of layers in Keras (Chollet et al. 2015).
replaced without affecting the functionality of the higher levels. For example, if a camera contains it’s own software API, one could wrap this camera-specific API with our `backend.camera.Camera` fields and methods in order to re-use our own specific camera utilities such as real-time prediction visualization or real-time prediction video-recording.

Furthermore, one could re-use any low-level functions without ever subscribing to our mid-level or high-level APIs or functionalities. In this case one uses PAZ as a collection of small modules without any meta-function construction. We believe that a user should have the possibility to choose which paradigms fits better to their case, ability or style; thus, we provide functionality and resources for each of these levels.

4. Additional functionality

**Built-in messages:** PAZ includes built-in messages of common prediction types made in perceptual systems. These built-in messages include `Box2D`, `Pose6D` and `Keypoints3D`. These types allow PAZ users to have an easier data exchange with other robotic frameworks such as ROS (Quigley et al., 2009) or ROCK (Joyeux, 2013) without having to install any additional software.

**Datasets:** PAZ provides a common interface to load multiple datasets related to object detection, image segmentation and image classification. The available datasets within PAZ are OpenImages (Kuznetsova et al., 2018), COCO (Lin et al., 2014), VOC (Everingham et al., 2010), YCB-Video (Xiang et al., 2017), FAT (Tremblay et al., 2018), FERPlus (Barsoum et al., 2016) and FER2013 (Goodfellow et al. 2013).

**Automatic batch dispatching:** Once a dataset has been loaded we can pass it to our batch dispatcher class (`SequenceProcessing`), along with any built-in or custom function for preprocessing or data augmentation. The batch dispatcher class instantiates a generator that is ready to be used directly with a `model.fit` scheme.

5. Software engineering

PAZ has only three dependencies: Tensorflow (Abadi et al., 2015), OpenCV (Bradski, 2000) and Numpy (Van Der Walt et al., 2011). Furthermore, it has continuous integration (CI) in multiple python versions (python 3.5, 3.6, 3.7 and 3.8). PAZ has unit-tests for all high-level application functions along with most of the major `backend` modules, and it currently has a test-coverage of 47%. Additionally, PAZ has automatic documentation generation directly from documentation strings.

6. Conclusions and future work

We presented a modular hierarchical software library for perceptual systems. We validated its applicability by creating training and prediction pipelines on a wide range of tasks and algorithms. Further directions and improvements of this software library include increasing the perceptual tasks, increasing the test coverage, and extending our backend functionality.
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