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Abstract

Given the growth of urbanization and emerging pandemic threats, more sophisticated models are required to understand disease propagation and investigate the impacts of intervention strategies across various city types. We introduce a fully mechanistic, activity-based and highly spatio-temporally resolved epidemiological model which leverages on person-trajectories obtained from integrated mobility demand and supply models in full-scale cities. Simulating COVID-19 evolution in two full-scale cities with representative synthetic populations and mobility patterns, we analyze activity-based contact networks. We observe that transit contacts are scale-free in both cities, work contacts are Weibull distributed, and shopping or leisure contacts are exponentially distributed. We also investigate the impact of the transit network, finding that its removal dampens disease propagation, while work is also critical to post-peak disease spreading. Our framework, validated against existing case and mortality data, demonstrates the potential for tracking and tracing, along with detailed socio-demographic and mobility analyses of epidemic control strategies.
Introduction

As the COVID-19 pandemic caused by the SARS-CoV-2 virus continues to ravage populations worldwide, there is a dire need to better understand the propagation of epidemics in order to mitigate its inimical effects in various communities. Cities, in particular, have been hit hard due to their population density and extensive mass transit systems [1]. Governments across the world have responded by imposing varying levels of mobility restrictions and social distancing [2]. Large amounts of data have been generated to track the spread of the disease (infection, recovery and death rates). Given the mixed results from these interventions, more sophisticated tools are required to enable decisionmakers to accurately predict the trajectory of the disease, as well as model the unknown effects of mitigating strategies. Hence, agent-based simulations (ABMs) are critical to this effort. With modern computational advances, ABMs have demonstrated great potential in accurately tracking the spread of an epidemic at multiple levels [3]. Many of the prior agent-based models were low-resolution and relied on broad approximations regarding the trajectories of the populations being represented [3]. Recent high-resolution efforts, however, have taken advantage of detailed cellphone data, as well as microscopic traffic simulations [4]. With a granular representation of agent movements, more realistic epidemic simulations can be conducted. Modeling epidemic spreading using an agent-based approach pursues the progression of a disease through each individual, and tracks the contacts of each individual with others in the relevant social and geographical networks [5].

Agent-based models capture the complexity of human mobility and social patterns more richly than the classical approaches [2, 3]. Mesoscopic and microscopic transportation models provide an even more detailed representation of the activity behavior and physical network [6]. Only recently have these models been utilized in the study of disease propagation [3]. While the transportation-based model in [3] reasonably approximated the observed event (seasonal influenza in 2016/2017), socio-demographic factors were not considered with regard to susceptibility. Likewise, the agent interactions during public transport usage were not considered and only a small scale demonstration was performed (1% of the actual population of Zurich). Most recently, [4] created a contact network from the trajectories obtained from cellphone data to study the impact of various epidemic mitigation scenarios related to COVID-19. However, they could not perform detailed contact tracing, and only a sample of the population was used. Notably, a recent effort modeled the spatial patterns of the Switzerland 2003/04 influenza epidemic [7]. Susceptibility varied according to two age groups but contact duration and intensity were not included in the model. Thus, the time-resolution was only at the day level and estimates were made regarding contacts by activity (using only a subset of the potential contacts encountered by each individual). The spread of COVID-19 in Wuhan, China, has also been simulated using an age and location-specific model [8]. However, this effort did not account for the effects of transit and actual person movements.

In this study, we close the gap identified in previous efforts. We layer a mechanistic agent-based epidemiological model (PanCitySim) onto highly time-resolved and spatially disaggregated daily person-trajectories obtained from a microscopic travel demand and mesoscopic supply simulator, SimMobility [6] (see Figure 1). This framework provides a realistic representation of person and vehicle movements in an average day for a full-scale city [9]. We generate activity-specific five-minute contact graphs for the entire population and explore their scaling properties. We demonstrate how PanCitySim can be used to not only predict the spatio-temporal dynamics of an epidemic, but also provide detailed contact-tracing and individual-level analyses of disease impacts. The epidemiological framework is fully stochastic, taking into account the latest measurements of relevant parameters, such as the incubation period, duration of infectiousness, and age-dependent likelihood of symptomaticy and mortality [4, 8, 10, 11]. Thus, we exploit the rich activity simulation
to represent the activity-based impacts of disease transmission. With PanCitySim, the impacts of a variety of interventions can be evaluated, e.g. employment-based or age-based restrictions, reduction in mass-transit services, night-time curfews, among others. Our framework is responsive to changes in demand and supply availabilities [12] and is thus useful for decisionmakers in understanding and mitigating epidemic spreading in metropolitan areas.

Figure 1. PanCitySim framework. The activity- and agent-based simulator takes as an input land use information, demographic and economic factors, as well as road and transit network information, and produces daily activity schedules which are performed on the network to provide multi-modal trajectories for each person. From the 5-minute person-trajectories, activity-based contact graphs are constructed. Transmission events are simulated at this resolution. Other transitions in the SEIRD model are simulated at the end of each day.
Results

A recent study identified 12 urban typologies based on 69 mobility, socio-demographic, environmental and network structure obtained from over 300 cities [9]. The two auto-dependent typologies consisting of cities largely in the US/Canada were used as the test beds for this study: Auto Sprawl (86% car mode share) and Auto Innovative (78% car mode share). Auto Sprawl (e.g. Baltimore, Tampa, Raleigh) typifies the lower-density US/Canada cities with low transit usage (∼4%), while Auto Innovative (e.g. Washington D.C., Atlanta, Boston) are denser cities with an average of 11% transit mode share. Prototype cities representing the population, land-use and mobility demand and supply outcomes in both typologies were synthesized (see Methods and [13]). Both prototype cities are built on actual road and transit networks, population microdata and land use categories from representative (or archetype) cities close to the centroid of their respective typologies. For Auto Sprawl, the archetype chosen is the Baltimore Metropolitan Area (population \(2.77 \times 10^6\), density \(4.11 \times 10^2 \text{km}^{-2}\)), while for Auto Innovative, it is Greater Boston (population \(4.6 \times 10^6\), density \(5.09 \times 10^2 \text{km}^{-2}\)). However, the demand and supply models for both prototype cities were calibrated to fit average typology values, in order to ensure representativeness of overall mobility outcomes. The spatio-temporal activity and mobility patterns of each city are shown in Figure 2.

Analysis of contact network structure

We generate an activity-based contact network for the population in each city every 5 minutes (see Methods). The Union contact network comprises all activities for each individual: Work, Education, Shopping, Other and Transit. In this paper, the Transit activity comprises waiting and the duration of time spent on a bus or train. The spatial resolution of each contact is at the node level (activity location) or in transit vehicle (bus/train) partitions. Figure 3a shows the degree distribution for the Union contact network at selected times in both cities. Further, we plot the average degree \(\langle k \rangle\) for each activity contact network, including the Union. We observe that Work is responsible for the maximum average number of contacts, peaking at 10 AM with 90 contacts in Auto Sprawl and 120 in Auto Innovative. In Auto Sprawl, the activity responsible for the second highest average number of contacts per time step is Transit with 70 contacts on average at morning peak (8 AM) and almost 80 contacts on average at evening peak (3 PM). In Auto Innovative, however, the activity responsible for second greatest peak contact average is Shopping with 110 contacts per person between 4 and 5 PM.

We also plot the average weighted degree distribution \(\langle k_w \rangle\) (Figure 3b), weighting each edge by \(\frac{1}{d_{nm}}\), where \(d_{nm}\) is the estimated distance between persons \(n\) and \(m\) at a given node at a time step. The distribution of \(k_w\) reveals that Transit is responsible for the closest contacts, and that Shopping is less important than Work in terms of proximity. The difference between the average separation of contacts in Auto Sprawl is close to two orders of magnitude. The disparity is less stark (less than one order of magnitude) in Auto Innovative, given its greater population density. The maximum number of people who are in contact at any given time of the day is represented by the maximum clique size of the contact graph as shown in Figure 3. On average, the maximum number of contacts created in Auto Sprawl is more than 1600 between 10 and 11 AM, while for Auto Innovative the maximum number of contacts is twice as high during the same time.

Scaling properties of time-dependent contact graphs

In order to gain further insights into the contact network structure, we plot the complementary cumulative distribution functions (CCDF) for each time step (5 minutes) in both cities (Figure 4).
Figure 2. Activity and mobility patterns in prototype cities. Spatial distribution of activity locations in a Auto Sprawl, and b Auto Innovative. The radii of heat maps are the same across both the cities; c Number of trips starting at various 30-minute intervals during the day; d Mode share for the two cities. Daily number of trips in Auto Sprawl is $9.72 \times 10^6$, while in Auto Innovative it is $16 \times 10^6$. Both cities have a similar trip generation rate of 3.5 per person.
Figure 3. Contact network structure. a Degree distributions of the Union contact network for selected times of day; b The average degree $\langle k \rangle$ for both cities are shown over the course of the day; c The average weighted degree $\langle k_w \rangle$ for both cities are shown over the course of the day using log scale. Contacts are weighted by average inverse distances between persons at each node; d Diameter (maximum clique size). We see that Work accounts for the greatest number of contacts per person, particularly during the middle of the day. However, the distribution of $\langle k_w \rangle$ indicates that Transit, more than any other activity, accounts for the closest of contacts. For clarity, plots are smoothed using a moving average of five time steps.
The CCDFs are shown for the Union contact graphs, as well as for each of the activities including Transit. There are no clear patterns in the union contact graphs, but we hypothesize that the Work contact network follows a Weibull distribution \( p_k \propto e^{(-\lambda k)} \), while the Transit contact network obeys the power law, \( p(k) \propto k^{-\alpha} \). Contact networks for Shopping and Other activities appear to follow an exponential distribution \( p_k \propto e^{-\lambda k} \). In order to test these null hypotheses, we conduct Kolmogorov-Smirnov (KS) tests to determine if alternative distributions provide better fits [14]. The KS tests produce p-values based on loglikelihood ratios between the alternative and null fits. In all cases, there was no sufficient evidence to reject the null hypothesis. The fitted distributions are assumed to be valid from a minimum degree \( \hat{k}_{\text{min}} \), which is determined by minimizing the KS-distance between observed and predicted values based on the power law fit. While this \( \hat{k}_{\text{min}} \) is biased, it facilitates a consistent comparison between candidate distributions [15]. Other alternative distributions considered were the lognormal and truncated power law.

The scale-free Transit contact graphs are fitted to \( p_k \propto k^{-\hat{\alpha}} \), with a cut-off at \( k = 150 \). Between 8 AM and 8 PM, \( \hat{\alpha} \approx 1.4 \) in both cities. The parameter \( \hat{k}_{\text{min}} \) is largely time-invariant, averaging 2.4 in Auto Sprawl and 2.2 in Auto Innovative (Figure 5a). This indicates that fitted scaling patterns take effect with a minimum of two or three contacts. For Shopping, which follows an exponential distribution, \( \hat{\lambda} \) is similar for both cities at the same time periods. In the case of Other, however, while the trends in Auto Sprawl and Auto Innovative are similar, \( \hat{\lambda} \) tends to be higher in Auto Sprawl. The fitted Weibull parameters for Work diverge between both cities (Figure 5b).

Spatio-temporal evolution and age-specific impacts

We calibrated Auto Sprawl and Auto Innovative to fit the expected early dynamics of COVID-19 [8] [16] [17] [18] (see Methods). We considered the basic reproductive rate \( R_0 \) (average number of secondary infections per index case), which ranged from 2.29 to 2.57 in Auto Sprawl, and from 3.03 to 3.35 in Auto Innovative. Given the uncertainty about \( R_0 \), we also considered the time-dependent reproduction number \( R_t \) (average number of new daily infections per infectious individuals). We compute the five-day average of \( R_t \) as a measure of the early propagation of the epidemic, which is 0.77 in both cities (see Methods). Given these starting assumptions, we simulate the epidemic for 270 days in both cities. The peak number of infections occurs at day 27 in Auto Sprawl and at day 34 in Auto Innovative, dissipating after 150 days and 250 days, respectively. At the peak, there are \( 9.21 \times 10^4 \) infections (both exposed and infectious individuals) in Auto Sprawl and \( 1.27 \times 10^5 \) infections in Auto Innovative (Figure 6b).

We plot the daily infection and mortality rates, along with \( R_t \) in Figure 6c. The infection rate is given by the number of daily new infections as a proportion of the entire population. The mortality rate is defined as the number of daily deaths also with respect to the entire population. While both Auto Sprawl and Auto Innovative have similar early onset dynamics, we observe that disease propagation diverges rapidly between both cities. In Auto Sprawl, \( R_t \) peaks at day 9, with an average rate of change of \( 1.78 \times 10^{-1} \) day\(^{-2} \) from onset to peak. Post-peak, however, the rate of change is \(-9.61 \times 10^{-3} \) day\(^{-2} \). Furthermore, the slope of the infection rate from onset to peak (day 18) in Auto Sprawl is \( 5.15 \times 10^2 \) day\(^{-2} \). Post-peak, the rate is \( 4.25 \times 10^1 \) day\(^{-2} \). In Auto Innovative, however, \( R_t \) peaks at day 13, with a slope of \( 1.99 \times 10^{-1} \) day\(^{-2} \) from onset. \( R_t \) then dissipates more slowly at a rate of \(-3.94 \times 10^{-3} \) day\(^{-2} \). The infection rate peaks at day 26 in Auto Innovative (twice the amount of time as in Auto Sprawl) at a rate of \( 4.52 \times 10^2 \) day\(^{-2} \), and dissipates at a rate of \(-5.44 \times 10^1 \) day\(^{-2} \). From onset to peak, the mortality rate is similar in both cities: \( 1.34 \) day\(^{-2} \) in Auto Sprawl (peak: day 28) and \( 1.34 \) day\(^{-2} \) in Auto Innovative (peak: day 34).

Given that we used age-specific probabilities (for symptomaticity and mortality) in our SEIRD model, we can also observe the evolution of COVID-19 by age group in Figure 7a-d. Susceptibilities
Figure 4. Activity-based contact networks. Complementary cumulative distribution (CCDF) plots of time-dependent contacts (clockwise): Union, Work, Education, Transit, Other and Shopping. a Auto Sprawl; b Auto Innovative.
Figure 5. **Contact network scaling.** Fitted contact network degree distributions (dashed lines) compared to observed distributions from simulation (solid lines) shown for the respective activities: Work, Shopping, Other and Transit. Only hourly fits are displayed for clarity. a Auto Sprawl; b Auto Innovative. c Fitted parameters for Auto Sprawl (square markers □) and Auto Innovative (diamond markers ◊). Work follows a Weibull distribution, while Shopping and Other are fitted to exponential distributions. Transit is fitted to a power law. Parameters are only significant within time periods shown. d Fitted $k_{\text{min}}$ for each activity (Work, Shopping, Other and Transit). Time-dependence is exhibited for all activities except Transit.
are distributed as expected, with the oldest age category facing the highest fatalities. We also consider the evolution of the epidemic by activity (Figure 7e-f). At the onset of the epidemic, Transit activity is responsible for most of the transmissions, more so trains than buses. At peak infection, Transit remains responsible for the greatest share of transmissions in Auto Sprawl, while Home and Work have the greatest share in Auto Innovative (Figure 7f). In the latter stages, we find that the greatest share of infections occurs during Work. Education is also significant in Auto Innovative and Shopping in Auto Sprawl. The lowest impact activity is Bus transit.

We observe the spatial evolution of the epidemic in both cities (Figure 8). In Auto Sprawl, at the onset of the epidemic, we identify several hubs, mostly located outside of the city center. These quickly migrate to the city center by the second week, becoming stronger there, with the peak of the disease being observed in the sixth week. In Auto Innovative, a denser city with greater transit usage, the onset of the epidemic begins in city center, grows rapidly and spreads out to the suburbs. The peak of epidemic observed between weeks 5 and 7, after which there is a gradual decline of in the numbers throughout the city. We observe that towards the end of the simulation, the rate of decline is the number of cases is much slower for Auto Innovative compared to Auto Sprawl. At the end of our simulation period, Auto Innovative had around 10 times more active cases compared to Auto Sprawl.

Impact of transit network on disease propagation

To test the effect of the physical transit network on the propagation of the epidemic, we remove the Transit activity from the contact network construction in both Auto Sprawl and Auto Innovative. Then, we simulate the same COVID-19 dynamics on these no-transit models. We compare the SEIRD model outputs and time-dependent reproductive rates (Figure 6c). Results indicate that $R_t$ peaks on the first day in Auto Sprawl (average value in the first five days is 1.40), dissipating at the rate of $-7.65 \times 10^{-3}$ day$^{-2}$. The removal of transit thus effectively dampens the reproduction of the epidemic from the onset in Auto Sprawl. In Auto Innovative, $R_t$ peaks at day 25 (compared to day 13 in the full case), but its slope is now $4.29 \times 10^{-2}$ day$^{-2}$, five times smaller than in the full network. Thus, the force of the epidemic is also lessened in Auto Innovative by transit removal.

This effect is even more apparent when we consider the infection rates. In Auto Sprawl, the infection rate peaks at day 86 with $1.49 \times 10^3$ per day (compared to day 18 in the full network case, with $9.93 \times 10^3$ infections/day). Its slope (onset to peak) is $1.16 \times 10^1$ day$^{-2}$ (44 times smaller than in the full case). Meanwhile, in Auto Innovative, the infection rate peaks at day 61 with $4.54 \times 10^3$ per day (compared to day 18 in the full network cases with $1.25 \times 10^4$ infections/day). It changes at a rate of $7.12 \times 10^1$ day$^{-2}$ (6.4 times smaller than in the full case).

The force of mortality is also slowed, as daily deaths peak on day 62 in Auto Sprawl (compared to day 28 in the full case) and on day 78 in Auto Innovative (compared to day 34 in the full case). These results illustrate the importance of modeling the Transit contact network in detail, and the central role that public transportation plays in spreading the virus.

Discussion

In order to establish future epidemic protection programs in large metropolitan areas, it is necessary to analyze the effectiveness of multiple interventions and epidemic control policies on a large urban scale as well as among different communities and groups. For that purpose, we developed a flexible and dynamic framework, PanCitySim, which is built on a modified SEIR model combined with an activity-based mechanistic model, which represents the urban environment and simulates
Figure 6. Simulated evolution of COVID-19 across two prototype cities. 

a Log y-axis of population states. 

b Exposed, infected (both asymptomatic and symptomatic cases) and deceased (cumulative). 

c Time-dependent (daily) reproductive rate $R_t$, infection and mortality rates. The curves are smoothed with a moving average over 5 days. The infection rate and death rate are expressed per 100,000 persons.
Figure 7. Propagation of COVID-19 by age and activity. Age-stratified cases: a exposed (E); b infectious asymptomatic ($I^A$); c infectious symptomatic ($I^S$); d deceased ($D$). Daily transmissions by activity: e linear y-axis; f log y-axis.
Figure 8. Spatial evolution of COVID-19. Heatmap of infected (exposed and infectious) individuals every seven days: a Auto Sprawl; b Auto Innovative. As expected, the prevalence is greatest in city centers, regardless of the location of index cases. In Auto Innovative, the hubs are evident.
population mobility and human interactions. We then introduced a modified SEIRD model incorporating the latest understanding of the propagation of COVID-19. The epidemiological model enables a computation of infection dynamics of the entire population in the city during their activities (including transit) at a 5-minute resolution. We demonstrate the use of PanCitySim and the rich output it provides in two prototype cities representative of most urban areas in the US and Canada (both auto dependent, but one with higher population density and greater share of mass transit).

Crucially, we generate 5-minute activity-based contact networks for entire synthetic populations. We found the largest average contacts per individual is 90 (in Auto Sprawl) and 120 (in Auto Innovative). We analyze the degree distributions of these networks, gaining important insights into the mixing of populations across two prototype cities representative of the US and Canada. Furthermore, we find that the activity contact networks follow well-known distributions describing complex systems. Contact networks for four activity types were fitted. Significantly, Transit contacts obey the power law ($\alpha \sim 1.4$ up to a maximum of 150 contacts), which is time-invariant and constant in two distinct city types. Shopping and Other follow exponential distributions that are also largely time-invariant. Work, on the other hand, follows a Weibull (stretched exponential) distribution with time-dependent parameters differing by city. While Work accounts for the greatest number of contacts per person, particularly during the middle of the day, Transit, more than any other activity, accounts for the closest of contacts.

The inclusion of demographic variables, such as gender and age, introduces levels of susceptibility in different groups of individuals which is critical for a better understanding of disease propagation. We observed the dynamics of COVID-19 for 270 days in both cities, and found that even if the index cases begin on the outskirts of the city, the epidemic rapidly spreads to the city center. In both cities the epidemic peaks between days 27 and 34 with more than $9 \times 10^4$ infections, dissipating slowly after 150 days if the city is sparse or after 250 days for a denser typology with more than $1.3 \times 10^5$ exposed or infected individuals.

Further, we found that at the onset of the epidemic it is crucial to restrict mass transit services or focus interventions (such as enforcing mask-wearing by passengers) on this activity. Post-peak, however, restrictions should be targeted towards work areas, as well as shopping centers or schools in less dense car-oriented cities. Our approach, which is fully mechanistic and highly spatio-temporally resolved, offers insights into the contact network structure and the importance of having a detailed representation of population mobility. With PanCitySim, scenarios can be realistically modeled and targeted to specific activities, ages, and employment types. We can detect the emergence of super-spreading events and show how urban activity patterns affects the spreading of such events. Further, there is a need to investigate the effects of network topology and reproduction rates $R_0$ and $R_t$. Future work also needs to be done to understand how index case locations affects disease propagation in urban areas.

Methods

Activity-based simulation model and city data

The simulation of the prototype cities is performed in SimMobility, an open-source platform for microscopic demand and mesoscopic supply dynamic traffic assignment modeling [6]. It is calibrated for modeshares, activity patterns and speeds in the cities we discuss. The calibration and validation details are available in [13]. The activity- and agent-based simulator takes as inputs: land use, demographic and economic factors, as well as road and transit networks. A discrete choice modeling framework then simulates daily activity schedules (DAS) for each individual in a given synthetic
population. Parameters for population (including age, gender, employment, vehicle ownership and household characteristics), land use and road/transit networks are obtained from a real-world archetype city in the typology. The DAS is a high level plan, including only important choices, which are translated into trip chains. Lower level choices are made during the day when those plans are executed. During the day, agents are either performing an activity (Home, Work, Education, Shopping or Other) or executing a trip. During an activity, agents are stationary at one location and then, at the beginning of each trip, agents further detail their plan. Once the detailed plan is made and the start time is reached, the supply simulator moves the agent accordingly. Given the path of each traveler, the supply simulator produces the actual movement trajectory of each heterogeneous vehicle type and pedestrian (passenger) movements, which are performed on the network to provide event-driven trajectories for each person.

From the 5-minute person-trajectories, activity-specific contact graphs are constructed. Transmission events are simulated at this resolution. Other disease state transitions are simulated at the end of each day. PanCitySim is a flexible framework that can be readily integrated with other activity-based mobility simulators. The pseudocode for the framework is provided in SI Note 6.

SEIRD model

We define the following states in our susceptible-exposed-infectious-recovered-deceased (SEIRD) model: susceptible (S), exposed, i.e. infected but not contagious (E), infectious and symptomatic (I\textsuperscript{S}), infectious but asymptomatic I\textsuperscript{A}), recovered (R) and deceased (D). We assume that symptomatic cases are automatically quarantined by the end of the day.

The transitions to each of these states are governed by the following probabilities:

\[
\phi_{n,t} = 1 - e^{-\Theta \sum_m q_{m,t} i_{n,m,t} \tau_{n,m,t}} \tag{1}
\]

\[
\kappa_{n,d} = 1 - e^{-\frac{1}{d_L}} \tag{2}
\]

\[
\gamma_{n,d} = 1 - e^{-\frac{1}{d_I}} \tag{3}
\]

\[
\mu_{n,d} = 1 - e^{-\frac{1}{d_D}} \tag{4}
\]

\(\phi\) is the probability of infection, where \(\Theta\) is a parameter to be calibrated. Using the mechanistic framework [4, 5], \(q\) is a measure of viral shedding rate \([m^3]\) and \(i\) the contact intensity \([1/m^3]\). \(\tau\) is the duration of contact. The indices are \(m\) (susceptible population), \(n\) (infectious) and \(t\) (time step). \(\kappa\) is the daily probability of transitioning from exposed \(E\) to infectious \(I\textsuperscript{A,S}\) and \(d_L\) is the incubation period [8]. Furthermore, \(d_L \sim \text{Lognormal}(\mu = 1.62, \sigma^2 = 0.42)\) [11]. The median incubation period is taken as 5 days [11]. \(\rho\) is the probability an infectious person is symptomatic. Thus, the transition to state \(I\textsuperscript{S}\) is governed by the probability \(\rho \kappa\). Further, \(\alpha\) is the proportion of infectious people who are symptomatic, \(\gamma\) is the daily probability that a person recovers \((d_I\) is the duration of infectiousness, also lognormally distributed) and \(\mu\) is the mortality rate. Evidence suggests that \(\rho\) and \(\mu\) are highly age-dependent [3]. Given that case fatality rates have been shown to differ significantly by age group, we use the values estimated by [10] to infer the number of days from symptom onset to death \(d_D\), which is lognormally distributed with age-specific parameters. Details of the age-specific estimation of \(d_D\) (along with other SEIRD model explanations) are given in SI Note 1.

Contact intensity

The transmission probability is explicitly dependent on the separation distance and shedding rate [5]. With regard to distance, the contact intensity \(i\) has an inverse cube relationship. For simplicity,
we assume the shedding rate \((q_0)\) remains constant, but estimate the separating distance \(d_{n,m}\) at time step \(t\) between two persons \(n\) and \(m\) at a given physical node \(V\) based on locations which are assumed to be normally distributed about the respective node center. We then calibrate for a fixed contact intensity \(i_0\), which we then scale by \(\frac{1}{d_{n,m}^3}\) per node and time step. For agents in transit, we partition the vehicles into squares, randomly assign passengers to each square partition, and estimate the expected distance between randomly selected passenger pairs. When agents are at home, we use the expected distance between inhabitants based on the average square footage of homes in the city. Thus, the probability of transmission is given by:

\[
\phi_{n,t} = 1 - \exp\left\{-\Theta q_0i_0 \sum_m \frac{1}{d_{n,m}^3} \cdot \tau_{nm,t}\right\} 
\]

Further details on the modeling and estimation of inter-person distances in transit vehicles and at activity locations are given in SI Note 2.

**Contact network generation**

A contact network is a collection of several contact graphs at different times of day. We generate contact graphs at 5 minute time steps for the entire population. For generation of graphs, we use the outputs from activity-based simulated trajectories from calibrated models of two cities. The contact graph, at any 5 minute time window, is created by a union of three sub graphs- home, activity or transit. The *Home* graph consists of agents who share a home during the time window. The activity graph comprises individuals who are performing an activity (*Work*, *Education*, *Shopping* or *Other*). The *Transit* graph consists of individuals who are traveling in a bus or train or waiting for the same. We assume that motorists make no contacts while en route to their destinations, hence they are not modeled in our contact graph. To facilitate an efficient representation of the contact graphs, we employ a hub-and-spoke transformation, which leverages on the sparseness of the graphs. Details of the construction of the contact network are found in SI Note 3.

**Calibration**

To find \(\Theta\), we calibrate in order to achieve a basic reproductive number (average number of secondary cases caused by an infected person in the early stage of the epidemic) of \(R_0 = 2.5\) using:

\[
R_0 = \frac{1}{X} \sum_n^X \sum_{s}^S \left(1 - e^{-\Theta' \sum_m \tau_{nm}}\right) 
\]

where \(\Theta' = \Theta q_0 i_0\), and \(X\) is the set of index cases while \(S\) the set of secondary cases [5]. We define \(R_0\) as the average number of new infections per initially infected person. We calibrate \(R_0\) over a period of 5 days on the full population, as this is the median duration of incubation [11]. Post calibration, \(R_0\) was equal to \(2.43 \pm 0.14\) in case of *Auto Sprawl* and \(3.19 \pm 0.16\) in case of *Auto Innovative* using 30 samples for both cases (errors are 95% confidence intervals). The five-day average of \(R_t\) (daily reproductive rate), however was 0.77 in both cities. Further calibration considerations are noted in SI Note 4.

**Validation**

We have attempted to partially validate the output from PanCitySim. The partial nature of the validation is due to two facts. First, the data available for the number of infections are only partially
Figure 9. Infections and deaths in archetype cities. We compare simulation results to reported data on cases and mortalities. a Auto Sprawl (simulation) compared to Baltimore Metropolitan Area (validation). Day 0 of the simulation coincides with March 25, 2020; b Auto Innovative (simulation) compared to Greater Boston Area (validation). Day 0 of the simulation coincides with March 13, 2020. Validation start dates were matched with earliest record closest to 200 cases (which was the starting point for the simulation).

observed. This is attributed to the overstretching of health facilities, many cases going undetected and the cause of death not being attributed to COVID-19 due to several reasons. Second, as soon as the general population and the government are aware of the epidemic, several interventions are put in place to counter the spread. Since the testing of such mitigation measures as scenarios was out of the scope of this study, we do not fully match the reported case and mortality numbers.

In order to compare our outputs to the reported numbers, we compare our prototype city simulation results with data reported from their respective archetype cities: Baltimore (Auto Sprawl) and Boston (Auto Innovative). Our findings are summarized in Figure 9. We also note that these contact networks are based on weekday activity models. However, since the framework is simulator agnostic, we can account for differences in weekend activity patterns by incorporating relevant travel models. Finally, to improve the prediction capabilities of this framework, weather patterns should be accounted for in order to reflect appropriate multimodal impacts on mobility and activity patterns.

Data availability

The full data set used for this study is publicly available. Given that the sizes of the data files used in our experiments are large, we have created a demonstration data set with 30000 individuals chosen randomly from Auto Sprawl, which can be downloaded from our Github repository for PanCitySim: https://github.com/pancitysim/PanCitySim. The links to the file-server hosting the full data set will also be maintained in the same location.

Code availability

An end-to-end working Python notebook with code and documentation of the epidemiological model is available for public download at https://github.com/pancitysim/PanCitySim. We discuss the computational performance of PanCitySim in SI Note 5, and provide pseudocode for the framework in SI Note 6.
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