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Abstract. Chatbot is used extensively to check the state of health at any time. It is the same as going to a doctor and having the medication prescribed. This paper discusses about medical chatbot using the machine learning algorithm which predicts the accuracy of the disease. There are many machine learning algorithms that can be used to predict the disease. Support Vector Machine learning technique is primarily used to achieve precise prediction and boost the efficiency of the model. The system uses Natural Language Processing to achieve the style of chatting. Using this approach people can reduce spending time in hospitals and receive low cost or cost-free services.
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1. Introduction
In this world, all that we want is perpetual joy and happiness. We experience happiness and joy through our sense organs in the body. We feel happy only when we maintain proper physical health. If health deteriorates our happiness declines which will lead to pain and misery. Nowadays folks are less attentive to their health that results in high risk once it's not renowned.

A Medical chatbot plays a major role in health and provides correct diagnosing. The user will discuss concerning their symptoms the chatbot predicts the sickness and recommends the treatment. Building chatbots has emerged as an honest approach for medical organizations. Medical chatbots will perform one-on-one interactions with patients accessing the information management network of the organization. Counting on the accuracy and details their script, they are in the addition able to verify each patients individual complaints, requests and adopt approach to provide the assistance they need. This methodology is continual in any form of times and conjointly the online chatbots to learn and improve their interaction.

1.1. Machine Learning
Ability of a system to learn itself, and improve based on the learning without comprehensive programming is known as Machine learning which is broadly classified into 4 types. They are Supervised, Unsupervised, Semi-supervised and Reinforcement methods (Figure 1).
Machine learning uses programmed algorithms to predict output values within an appropriate range of input data received and analysed. These algorithms help in solving various problems in the IT sector effectively.

1.1.1. Supervised Learning Technique
The aim is to collect data and learn from it using various machine learning based supervised techniques. It is a mathematical model consisting of set of inputs (labelled inputs) and desired outputs used for predictive modelling. Some commonly used algorithms are Nearest Neighbor, Decision tree, Support vector machines, Naïve Bayes and linear regression.

1.1.2. Unsupervised Learning Technique
In this method, the data are unlabelled; the system trains itself and produces the output. This helps in picking the important data that is required for the analyses. When we require any information regarding the relationship of a data, we use unsupervised learning method. Some commonly used algorithms are association rule and K-means clustering.

1.1.3. Semi-Supervised Learning Technique
It is a combination of supervised and unsupervised learning methods where we will use both labelled and unlabelled data. The basic process involved is that first the programmer would use an unsupervised learning algorithm to cluster related data, and then use the current labelled data to mark the remaining unlabelled data. It produces a desired result having important parameters required for analyses. Semi-supervised learning’s practical applications are speech analysis, Internet content classification and sequence classification of proteins:

1.1.4. Reinforcement Learning Technique
This method is trained based on the trial and error method for a particular decision. Reinforcement learning is all about sequential decision making. Simply put we can say that the output depends on the current input status and the next input depends on the output of the previous input. That is, it gains experiences from the previous trainings and gives accurate knowledge based on the response received.

2. Related Work
The model suggested by Divya Madhu et. al. [1] using AI that facilitates individuals to establish the correct treatment for patient’s disease. There are several treatments on the market for a selected disease and nobody will probably grasp the correct treatment that is best fitted to their disease. Here the main intention is to use AI, which predicts the disease accurately with the symptoms. AI system predicts the correct illness and shows treatments.

Divya et. al. [2] proposed self-diagnosis of medical chatbot using artificial intelligence techniques. Number of illnesses and treatment and diagnosis appeared in the database. There will be several illnesses and therapies so that AI system predicts the disease correctly and reliably. AI
checks the age and symptoms, then forecasts the data and provides the correct advice and diagnosis.

Amiya et al. [3], developed the Doc-Bot to predict the disease and prescribe medicine. A small application was developed here to say patient’s symptoms. At the most, user should create an account with the user name and password and a unique id is given. Moreover, the queries will be asked and required blank should be filled where age is the main criteria to fix the disease of the algorithm used here. Once the disease is found by them it can be clarified by others review and multiple questions can be asked to them to clarify the efficacy of the drug and availability.

Rashmi and Neeta [4] have developed a medical chatbot that uses the google API which converts the voice-text to text-voice and is used to speak dramatically like a virtual doctor. Here NLP is used to fulfill this technology which changes the interface. Hence a patient-doctor virtual platform is created to establish cost free services for knowing the medicine and diagnosis. The proposed system is developed based on their work.

Ranoliya et al. [5] proposed a model using API interface which is most commonly used to create a chatbot with voice text conversion and to create a virtual platform of a hospital. It clearly uses the FAQs for diagnosing the diseases where a number of queries are asked and then treatment is decided. After that medicine is given which may be again checked by feedback and questions for supplying accurate medicines.

Sagar, Jenila and Agnel [6] developed a prediction system using an ML algorithm to predict tourist attraction spots and their associated information by analysing social media data which in turn helps the tourism industry to understand what kinds of experiences visitors can have and how their desires can be met. Algorithms such as KNN, Kernel Density Estimation, Random Forest, and XG Boost have been used for this purpose. The findings showed that XG Boost produces performance with higher accuracy than other three algorithms.

The proposed approach by Lucas et al. [7] used leaf spectral data to determine the amount of macro and micro nutrients measured in the laboratory. The accuracy is obtained using the KNN, ANN, and RF algorithms, of which RF performed the best. Imran and Shikha [8] implemented Artificial Intelligent Mark-up Language (AIML) based chatterbot to train the model, and used Microsoft voice synthesizer to identify a user's spoken word. Natural language processing is used for Microsoft speech comprehension and recognition.

Pryss et al. [9], proposed an architecture that would serve as a reference point for various psychological and medical scenarios. This research puts forward aspects that could form the basis for better collaboration between medical as well as technical experts for proper chatbot solutions.

Xuewen, Xiaoping, John [10] recommended a SVM training algorithm for human and bots classification in text-based communication chatbot using annual Loebner competition data. At each conversations, approximate normalized entropy and inter message delays is imposed. The simulation results showed that the SVM is an effective method for the classification of chatbot data.

3. Proposed Model
This system helps users submit complaints and queries regarding their health. The main concern regarding the development of this system is user satisfaction. The actual motive of the chatbot is to encourage people by offering appropriate advices on safe and healthy living. The overall system architecture is given in Figure 2.
3.1. Working Mechanism

The code is written in JAVA and is an android application. Characteristics of this chatbot are, it collects basic personal details, symptoms and other medical related details. Data will be reviewed with dataset using the Support Vector Machine (SVM) learning algorithm once the symptoms are given. The dataset will be in AIML format, where checks can be made faster. The chatbot will then locate the exact illness and suggest remedies.

3.2. Support Vector Machine

SVM is a supervised learning algorithm and is applicable for linearly separable data. For non-linear data kernel functions are used. SVM classifies the two classes using “hyper plane”. The hyper plane has the highest margin for separating given data into classes. SVM is a regulated AI calculation which can be utilized for both arrangement and relapse difficulties. In this method, we plot every data as a point in n-D space with the number of features with the estimation of each element being the estimation of a specific range. Classification is being performed at this point to find the hyper-plane which separates the two classes. In SVM, it is anything but difficult to have a direct hyper-plane between these two classes. SVM has a method called the Kernel. Its capacities that take up low-dimensional information space and transform it into a higher-dimensional space. It is helpful in classifying non-directional issue.

3.3. Chatbot Conversation

The similarity of word order between two sentences is significant, since the meaning of a sentence may be dramatically altered by different word order. The mechanism of the chatbot is, Once the chatbot asks for name and age it will check whether age is below 18 or not. If the age is below 18 the chatbot will stop the conversation by saying them to inform their parents else the conversion continues. The sample chatbot interaction between human and machine is depicted with Figure 3.
4. Experimental Results

This medical chatbot is trained with different datasets with 70% training dataset and 30% testing dataset. Sample dataset is specified in Figure 4.

For simple testing KNN and Naïve Bayes algorithms are also used. Mostly SVM gives accurate results and it worked better with large number of data and working faster too. The comparative analysis is given in Table 1 and depicted with the column chart (Figure 5). SVM produces 92.33%, KNN with 87.66% and Naïve Bayes with 81%.

Table 1. Comparative Analysis of Classification Algorithms

| Sr.No | Algorithms  | No of Disease conditions | Accuracy  |
|-------|-------------|--------------------------|-----------|
| 1     | SVM Classifier | 200                      | 0.92333   |
| 2     | Naïve Bayes   | 200                      | 0.81      |
| 3     | KNN          | 200                      | 0.8766    |
Figure 5. Classification Accuracy of Machine Learning Algorithms

Hence it is clearly proved that SVM classifier is used to predict the disease accurately compared to other ML algorithms.

5. Conclusion
The proposed system benefits medical institutes and hospitals to assist patients through voice or text queries to freely raise medical related inquiries. The system obtains output from the diagnosis of medical API and speaks out with remedies to the disease. SVM classification accuracy is higher comparable with KNN and Naïve Bayes algorithms. SVM produces 92.33% accuracy and is thus used to accurately predict the disease compared to other machine learning algorithms and also saves time and space.

6. Future Enhancement
By taking the advantages of the SVM algorithm medical chatbots can be extended and used deeply with other medical systems where predictions can be done. It can be further extended to schedule doctor visits and remind patients of a next appointment or routine check-up. Also it can be extended to collect patients’ feedback and this will help medical organizations to improve their processes.
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