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Abstract

Applying deep learning to solve real-life instances of hard combinatorial problems has tremendous potential. Research in this direction has focused on the Boolean satisfiability (SAT) problem, both because of its theoretical centrality and practical importance. A major roadblock faced, though, is that training sets are restricted to random formulas of size several orders of magnitude smaller than formulas of practical interest, raising serious concerns about generalization. This is because labeling random formulas of increasing size rapidly becomes intractable. By exploiting the probabilistic method in a fundamental way, we remove this roadblock entirely: we show how to generate correctly labeled random formulas of any desired size, without having to solve the underlying decision problem. Moreover, the difficulty of the classification task for the formulas produced by our generator is tunable by varying a simple scalar parameter. This opens up an entirely new level of sophistication for the machine learning methods that can be brought to bear on Satisfiability. Using our generator, we train existing state-of-the-art models for the task of predicting satisfiability on formulas with 10,000 variables. We find that they do no better than random guessing. As a first indication of what can be achieved with the new generator, we present a novel classifier that performs significantly better than random guessing (99\%) on the same datasets, for most difficulty levels. Crucially, unlike past approaches that learn based on syntactic features of a formula, our classifier performs its learning on a short prefix of a solver’s computation, an approach that we expect to be of independent interest.
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1 Introduction

Machine learning has been successfully applied to a wide range of domains where the instance distribution is not understood and thus no clear mathematical formulation of the problem can be constructed [8]. Recently, there has been great interest in investigating whether it can also be applied to combinatorial problems.

Central in this effort is Boolean Satisfiability (SAT), the canonical \textbf{NP}-complete problem [13]. Besides its immense theoretical importance, SAT has several practical applications, ranging from hardware and software verification to planning and scheduling [19]. So far, researchers have built machine learning methods to predict satisfiability [34, 10] and/or to find a satisfying assignment [34, 1).

A major roadblock in the effort to use machine learning for satisfiability is the absence of datasets comprising large labeled formulas from distributions for which the decision problem appears hard. Specifically, in order to form a (balanced) training set, all existing works generate random 3-CNF formulas “at the threshold,” so that the probability of satisfiability is (approximately) 1/2, and then use a complete (DPLL) solver to classify them, i.e., to decide whether each one is satisfiable or not. Since resolution proofs of unsatisfiability (and thus DPLL solver executions) for random formulas are exponentially large in the number of variables [12], this means that they can only label relatively small formulas, i.e., orders of magnitude smaller than practically relevant formulas. To make things worse, unlike their unsatisfiable counterparts, the satisfiable formulas generated in this manner are very easy for modern SAT solvers.

The use of formulas generated as above for training raises serious concerns about the potential generalization to formulas of practically relevant size. This is due not only to the very small size of the training formulas but also to the fragility of their generative model, as we need to be right “at the threshold” in order to get a balanced data set. Finally, a further issue is that there is good reason to suspect that the current state-of-the-art models [34, 10], having been developed for relatively small formulas, may well turn out to be impossible to train on formulas or practically interesting size.

In this work, we exploit the Probabilistic Method [3] to introduce a generator that overcomes all of the aforementioned concerns. Specifically, our generator can efficiently generate arbitrarily large, labeled random \textit{k}-CNF formulas, enabling researchers to finally train models on practical problem sizes. Our generator has the additional property that the difficulty of solving the satisfiable formulas it generates can be modulated from easy to extremely hard, i.e., apparently as hard as the unsatisfiable formulas. Finally, our generator makes it possible to consider a new learning task, wherein instead of distinguishing between satisfiable and unsatisfiable formulas, we need to distinguish between formulas that are satisfiable and formulas that are far from satisfiable, i.e., formulas where every truth assignment violates a non-trivial number of clauses.
1.1 Overview

Recall that to generate a random 3-CNF formula with \( n \) variables and \( m \) clauses one simply selects uniformly and independently \( m \) clauses out of all \( \binom{n}{3} \) possible 3-clauses on the \( n \) variables. The interesting asymptotic regime is when \( m = r n \), i.e., when \( m \) is linear in \( n \). The satisfiability threshold is conjectured to occur around density \( r \approx 4.267 \ldots \) [9].

As mentioned, the method used so far to generate training examples is the following: (1) generate a uniformly random 3-CNF formula of density \( r = 4.267 \) and a few hundred variables; (2) use a complete DPLL solver to label it, i.e., to determine whether it is satisfiable or unsatisfiable. Naturally, the second step crucially curtails the size of formulas that can be generated in this manner.

Since certifying that a given random 3-CNF formula is, typically, an intractable task, our key insight is to sidestep it completely, replacing certainty with virtual certainty, i.e., overwhelming probability. As we will see, the reason we can get away with this is that for densities not far above the satisfiability threshold, the probability that a random formula is satisfiable is exponentially small in its number of variables. As a result, our generator never invokes a satisfiability solver, proceeding instead as follows.

First, a density above the satisfiability threshold is fixed, e.g., \( r^* = 5 \). As we will see, the exact value of \( r^* \) is not very important, making the process robust and, in fact, tunable. Then, for any desired number of variables \( n \), out of all \( \binom{n}{3} \) possible clauses on the \( n \) variables, \( m = r^* n \) clauses are selected, independently, as follows:

(a) To generate a negative (unsatisfiable) example, clauses are selected uniformly.

(b) To generate a positive (satisfiable) example, first, a truth assignment \( A \in \{0, 1\}^n \) is selected uniformly. Then:

• Clauses violated by \( A \) are never selected.

• Clauses with \( t > 0 \) satisfied literals under \( A \) are selected with probability proportional to \( q^t \), where \( q < 1 \) serves as the hardness-controlling parameter.

Admittedly, a priori, it is not clear why either of the steps (a) or (b) above serves its stated purpose. In a nutshell, the idea in each case is as follows.

(a) We will see that there exists a density \( r_c \approx 4.667 \), such that if a random 3-CNF formula has density \( r = r_c + \delta \), then the probability that it is satisfiable is \( \exp(-\Theta(\delta n)) \). As a result, if, for example, we form a dataset with, say, 100,000 formulas, each having 10,000 variables and 50,000 clauses, the probability that even one of them will be satisfiable is approximately \( 10^{-148} \). While we give an explicit mathematical formula for this probability as a function of all relevant quantities, it should suffice to say that when \( r^* \geq 5 \) and \( n \geq 10,000 \), one does not really need to bother with the computation, as the probability of generating a satisfiable formula is astronomically small.

(b) Having exploited that above the threshold the probability of satisfiability is exponentially small, we need a method to generate satisfiable formulas of the same density, for, otherwise, a classifier could learn to distinguish the two classes, trivially, based on the density
alone. For this, we need to “plant” a random satisfying assignment, $A$, which is precisely what we do by never selecting clauses violated by $A$. Such naive planting, though, is not enough: if we sample the clauses satisfied by $A$ uniformly, i.e., with equal probability, the planted assignment is quite easy to find [1] and the formulas could, thus, be easily distinguished from uniformly random formulas.

To overcome the problems associated with naive planting, we leverage the work of [22] who introduced the distribution we use inspired by the work of [2]. As they have shown (and we discuss and reproduce), for each density, there is a relatively wide range of values of $q$, such that the resulting formulas are hard. The intuition is that by taking $q < 1$, the bias of each variable towards its value in $A$ is reduced, to the point that for small enough $q$ the bias is, in fact, in the opposite direction, deceiving local search solvers. Combined with the fact that the only satisfying assignments are $A$ and, perhaps, some assignments near it, hardness emerges.

Using our problem generator, we create a balanced dataset of large satisfiable and unsatisfiable formulas with 10,000 variables. On the task of predicting the satisfiability of a randomly chosen formula, existing state-of-the-art models [34, 10] do no better than random guessing. Our second contribution is to present a novel classifier that performs significantly better than random guessing (99%) on the same datasets for most difficulty levels. In contrast to existing methods that syntactically encode the formula, our classifier uses statistics of a short prefix of a solver’s computation on the formula. Concretely, we run a few independent instantiations of a popular stochastic local search algorithm WalkSAT on the input formula for a small number of steps. At every step of its computation, we record the value of various variables (e.g. the number of unsatisfied clauses and the Hamming distance between the current assignment from the starting assignment). We summarize the computation by using various summary statistics and by treating the solver’s computation as a time series and generating time-related features.

2 Prior Work

Problem generators. The machine learning community has used uniform random $k$-SAT formulas as training datasets [26, 37, 36, 34, 10]. However, in the SAT community, other formula generators are also used. The common idea is to identify some practically relevant class of formulas and use real-life instances from that class to train a model that outputs new formulas that resemble the real-life formulas. The original class can often be characterized by a small set of properties of interest. For example, researchers have found that the graph representation of several industrial formulas has a “community structure”. Informally, a graph has a community structure, if it can be decomposed into subgraphs that have more internal edges than outgoing edges. Each subgraph is called a community. The aim would then be to create new formulas that also have community structure [17].

Unfortunately, these formula generators face the same problem outlined for uniform random formulas, namely they need labeled examples in order to train the generative model, something which, in turn, requires invoking a SAT solver. This limits the size of the for-
mulas to a few thousand variables. Additionally, existing experimental evidence [5, 17, 18] suggests that these instances are easier to solve than the class of formulas they aim to resemble. In contrast, we are able to tune our generator to output formulas that range from easy to seemingly extremely hard by changing the value of \( q \). As we will see, our experiments suggest that balanced deceptive formulas, i.e., where \( q \) is chosen so that the local bias of each variable points neither towards its value in \( A \) nor towards the opposite value, is as hard as unsatisfiable formulas.

**Satisfiability prediction.** Initial work on satisfiability prediction was done as part of the development of empirical hardness models [26]. They trained a random forest classifier on the syntactic features of the formula (e.g. number of positive and negative literals) and statistics about variables in the relaxation of the problem (e.g. coefficient of variation of the slack variable in the LP relaxation of the problem) to predict the satisfiability for random 3-SAT formulas with 100, 150, \cdots, 600 variables [37, 36].

More recently, the seminal work of [34] initiated the study of satisfiability prediction using neural networks. They represent a formula using its literal-clause graph and use a graphical neural network (called ‘NeuroSAT’) with a message-passing architecture to distinguish a pair of satisfiable and unsatisfiable formulas that differ in 1 clause [34]. They consider formulas with 40 to 200 variables. There has been significant follow-up work to NeuroSAT. The most relevant of which is [10]. Using tensors to represent the formula symbolically, they apply NeuroSAT’s message-passing architecture and the exchangeable architecture of [20] to predict the satisfiability of random 3-SAT formulas with 100, 200, \cdots, 600 variables. We closely compare our work to these two prior papers. First, we use our problem generator to generate the same prediction tasks used in each work using formulas with 10,000 variables of varying difficulty levels. Using the publicly available code, we train both NeuroSAT and the architecture presented in [10] on our datasets and find that they do no better than random guessing on all difficulty levels. In contrast, we use our novel classifier on the same datasets and perform significantly better than random guessing on most difficulty levels (67% - 83%).

Additionally, there has broadly been follow-up work to NeuroSAT in 2 other directions: (a) using NeuroSAT (with or without tweaks) to augment SLS solvers [38, 39], and (b) improvements in its underlying architecture [4]. These lines of work are not directly comparable as they only evaluate their work on satisfiable formulas and [38, 4] use much smaller and easier formulas than the ones considered in this paper.

## 3 Problem Generator

In this section, we describe our problem generator that can be used to generate large random \( k \)-SAT formulas. Our problem generator has a number of desirable properties: (a) the values of \( k \), \( n \), and \( m/n \) can all be freely chosen which allows the asymptotic behavior of solvers to be studied, (b) a large number of instances can be easily and efficiently generated, and (c) the difficulty of test cases can be varied using a single parameter.

The core challenge in generating a balanced dataset of large random \( k \)-SAT formulas is obtaining provably UNSAT formulas. Generating SAT formulas are easier because finding a
single satisfying assignment is sufficient. In practice, backtracking survey propagation can be used to find satisfying assignments for large formulas very close to the phase transition [29]. In contrast, recent work in proof complexity demonstrates that refutation for random $k$-SAT requires exponential size above the phase transition (see [16] and references therein). The upshot is that there is unlikely to be an efficient algorithm for obtaining large provably UNSAT formulas.

A natural approach may be to generate instances at the phase transition and attempt to solve them. If an instance is solved, mark it as ‘SAT’, else mark it as ‘UNSAT’. This approach does not work because existing solvers don’t work at the phase transition. It is conjectured that this is due to the presence of frozen variables [29]. For a given formula, a variable is “frozen” if its assignment is the same in all satisfying assignments of the formula.

The key observation underlying our method is that formulas with clause density above the phase transition are unsatisfiable with overwhelming probability. While it is believed that this regime of exponentially small probability begins right above the threshold, this has not been established rigorously. Instead, let

$$f(r, n) = \left(\frac{7}{8}\right)^r \cdot \left(2 - \left(1 - \frac{3}{r n}\right)^m\right),$$

(1)

where $r$ is the clause density and $n$ is the number of variables. In [24] it was shown that the probability that a random 3-CNF formula with $n$ variables and $rn$ clauses is satisfiable is bounded by $f(r, n)^n$ and this is the bound we use to argue that the formulas we generate are unsatisfiable with overwhelming probability. To see this, observe that $f$ is decreasing in $r$ and crosses 1 around $r \approx 4.667$. As a result, when $r \approx 5$, we see that $f(5, n) \approx 0.966$. This means that a random 3-CNF formula with density 5 and 10,000 variables has probability of satisfiability at most $10^{-152}$.

An approach to obtain satisfiable formulas at the desired clause density is to “plant” a solution - a satisfying assignment is first chosen and subsequently, each clause is chosen based on a distribution defined by it. If this procedure is done naively by drawing satisfied $k$-SAT clauses uniformly at random from all those satisfied by the chosen assignment then the resulting instance is much easier as the majority of literals point towards the “hidden” assignment. This issue was addressed by [22] who generate a satisfiable formula with $n$ variables and $m$ clauses as follows:

1. Fix a constant $q < 1$ that modulates the “deceptiveness” of the formula.
2. Generate a random truth assignment $A \in \{0, 1\}^n$.
3. Repeat until you have $m$ clauses: pick a clause uniformly from among the $2^k \binom{n}{k}$ clauses with $k$ distinct, non-complementary literals. If the clause is satisfied by $A$ then add the clause to the formula with probability $q^t$ where $t$ is the number of literals satisfied by $A$. Else, do nothing.

The above procedure is a slight modification of the original procedure given in [22] which was outlined in the introduction. The original procedure requires us to first associate a probability with each clause and then sample each clause based on that probability. Associating
a probability with each clause becomes computationally expensive as the number of clauses increases. Instead, we first sample each clause uniformly randomly with replacement and then add it based on the probability specified by [22]. As each clause is equally likely to be picked in the first step, it is equally likely to be chosen in our amended procedure and the procedure given in [22].

For random 3-SAT, \( q^* = 0.618 \) will ensure that each variable in the formula will have no bias, i.e., they are equally likely to be true or false. By reducing the value of \( q \), we can bias the variables to point away from their assignment in \( A \). Thus, creating a “deceptive” formula.

4 Computation-based satisfiability predictor

In this section, we describe how we use features from a short prefix of an SLS solver’s computation to represent a problem instance. There are 2 steps in the process: (a) specifying the data to be collected from the solver’s computation, and (b) using summary statistics on this data.

Prior work in this area has captured a solver’s computation “externally” by recording variables the authors hypothesized were important. For example, the maximum number of variables set to true [21] and the number of steps to the best local minimum [30]. Instead of trying to invent external features that capture problem-solving progress, our key insight is to directly record the solver’s internal view of the problem. The intuition is that given the success of these solvers, these features are a more concise and useful representation of the search space. We benefit from the clever choices and pruning a solver must perform when deciding how to explore the search space.

There are 2 challenges we faced when implementing such an approach. First, selecting the solver to use. We initially decided to pick an algorithm from the SLS family of algorithms due to their success in solving random CNF formulas. We chose WalkSAT [33] due to its simplicity and because it forms the basis of several more modern SLS solvers. WalkSAT starts by randomly selecting a starting assignment and taking steps until all clauses are satisfied, or the maximum number of steps has been reached. In every step, it randomly selects an unsatisfied clause \( C \) and checks to see if any variable in \( C \) can be flipped without causing any other clause to become unsatisfied. If such a variable exists, it is selected and flipped. Otherwise, the algorithm flips either the variable in \( C \) whose flipping causes the fewest number of clauses to become violated or a random variable in \( C \). The probability of each of these two possibilities is controlled by the only parameter of the algorithm, denoted by \( wp \), modulating how greedy each step is.

Second, deciding how to represent the solver’s computation to a classifier. We choose not to give the entire computation to the classifier as this would necessarily scale with the size of the problem instance. This meant compressing the solver’s computation in some fashion. We chose to do this in two ways: (a) using summary statistics to get an overall picture of the solver’s computation, and (b) treating the solver’s computation as a time series and generating time-related features to capture the trajectory of the solver’s path. We now
describe the variables recorded of the solver’s computation and how they were transformed into features.

### 4.1 Solver’s computation-related variables

At every step of the solver’s computation, we recorded the value of the following variables:

1. The variable flipped and its break value.
2. The number of unsatisfied clauses.
3. The clause chosen.
4. The number of steps since the clause chosen was flipped.
5. Hamming distance between the current assignment and the starting assignment.

For each variable and clause, we additionally calculate their count and period.

### 4.2 Features

We obtain a list of values for each variable mentioned above at each step of its computation. Given this list as input, we generate 2 types of features:

1. **Summary statistics.** We compute the maximum, minimum, average, median, variance, coefficient of variation, first value, last value, quantile and decile values, and inter-quartile (decile) range. We included quantile and decile values to capture potentially different behavior within the same list of values.

2. **Time-series related features.** The authors in [28] systematically study time series-related features and their utility on various time series-based tasks. They propose a set of 22 features that: (a) exhibit strong classification performance across a given collection of time-series problems, and (b) are minimally redundant. We use these features to capture the solver’s trajectory. We refer the reader to page 14 of [28] for a full description of the features. In addition to these features, we also calculate the first and second derivatives of each time series.

## 5 Experiments

### 5.1 Experimental Setup

**Hardware and software.** All experiments were conducted on a compute cluster with 688 nodes, each equipped with two 2.60 GHz Intel Xeon 32-bit processors with 2 GB of RAM per processor. All experiments and analyses were written in Python 3.7. Machine learning models from Python’s scikit-learn library [31] were used. Code to replicate all of our experiments can be found [here](#).
Deceptive formula dataset. Using our problem generator described in Section 3 we create 2000 unsatisfiable random 3-SAT formulas with 10,000 variables at clause density $r \in \{5, 7, 9\}$. We create 2000 satisfiable formulas with the same number of variables, clause density, and $q \in \{0.3, 0.4, 0.5, 0.618\}$. We use a range of values for $q$ and $r$ to study their impact on classification accuracy.

Using (1), the probability that formulas we label ‘UNSAT’ are actually satisfiable is approximately $0.966^{10000} \approx 1.52 \times 10^{-153}$, $0.766^{10000} \approx 0$, and $0.595^{10000} \approx 0$ for clause densities 5, 7, and 9 respectively.

Comparison to prior work. Using the publicly available code and training procedure specified in their respective papers, we re-trained the models in [10] and [34] on the same formulas used in our experiment. In addition, for the model used in [10], we corresponded via email with the authors to ensure that we were using the correct training procedure. We trained their model for 72 hours (they use 40 hours in their paper). The model used in [34] was trained for $10^3$ iterations for formulas with 200 variables. We re-train their model for $10^6$ iterations for formulas with 10,000 variables. We find that on all datasets, their average test accuracy is no better than 50%.

Choice of SLS solver. We tested our experimental setup on WalkSAT [33] with noise parameter values $wp \in \{0.1, 0.2, \cdots, 1\}$, Schöning’s algorithm [32], ProbSAT [7], and PolyLS [27]. For ProbSAT and PolyLS, we used the parameters specified in their respective papers for 3-SAT. We obtained similar results for all models except ProbSAT with a polynomial function that used both make and break values which did no better than random guessing. We report results for WalkSAT as it gave us comparable results to ProbSAT and PolyLS and was the foundation on which the 2 models were built.

Solver parameters. For each formula with $n$ variables in the dataset, we run 16 independent instantiations of WalkSAT on the formula with noise parameter $(wp) = 0.48$ and max steps set to $2n$. We studied the effect of the number of independent trials, noise parameter value, and max steps parameters on classification accuracy. Increasing the number of independent trials increases the accuracy up to a certain value. We hypothesize that this is because the noise in the feature values due to the randomness of the algorithm decreases as we increase the number of trials. We chose the smallest value of max steps which ensures that WalkSAT can’t directly solve the formula and gave us consistent results. The performance of WalkSAT, in terms of runtime distribution, is sensitive to the value of the noise parameter [25]. Interestingly, we found that this was not the case when performance is measured in terms of classification accuracy %. We tested a range of values for the noise parameter and observed similar accuracy across a range of values and the same trend reported below - almost perfect classification accuracy ($\approx 99\%$) on $q \in \{0.3, 0.4, 0.5\}$ and no better than random guessing on $q = 0.618$. We report the findings of the best noise parameter, in terms of solving a formula, $wp = 0.48$ below.

Choice of classifier. For both tasks, we trained the following scikit-learn [31] classifiers:

1https://github.com/ChrisCameron1/End2EndSAT
2https://github.com/dselsam/neurosat
Decision Tree, Random Forest, AdaBoost, Gradient Boosting, Histogram Gradient Boosting, Multi-layer Perceptron (MLP). We used the Adam optimizer to train the MLP and tuned the learning rate. Additionally, we trained the XGBoost [11], Cat Boost [14], TabNet [6], LightGBM [23], auto-sklearn [15], and FLAML [35] classifiers. All of the classifiers had similar accuracy on all settings and the same trend reported below - almost perfect classification accuracy (≈99%) on \( q \in \{0.3, 0.4, 0.5\} \) and no better than random guessing on \( q = 0.618 \). We report the results of a decision tree classifier due to its interpretability.

**Training procedure.** For all classification tasks, we followed the procedure given below:

1. Initialize the random generator with an input seed for replicability.
2. Perform an 80-20 stratified train-test split on the dataset.
3. Train a decision tree classifier with max-depth = 3.
4. Report the accuracy % on the test set.

Repeat the above process for 100 different random seeds and report the average test accuracy %.

**Hyperparameter tuning.** We use scikit-learn’s [31] grid search optimization to tune the decision tree. For max depth, we consider the values 1, 2, ⋯, 10 and leaving it unconstrained. For max features, we consider the fractional values 0.1, 0.2, ⋯, 1, “sqrt”, “log2”, and leaving it unconstrained. For minimum samples at the leaf node, we consider the fractional values 0.1, 0.2, ⋯, 1.

**Feature Selection.** We use scikit-learn’s [31] forward recursive feature elimination with stratified 5-fold cross-validation to select the top 3 features.

### 5.2 Predicting satisfiability on individual formulas.

**Experiment.** We train our classifier on the learning task proposed in [10]. The task is to predict the satisfiability of a given random 3-SAT formula. The authors in [10] train their classifier on a balanced dataset of 5000 satisfiable and unsatisfiable formulas with 600 variables, 2,555 clauses, and clause density 4.258. We train our classifier on a balanced deceptive formula dataset with 2000 satisfiable and 2000 unsatisfiable formulas each with 10,000 variables. We vary the value of the clause density \((r)\) and deceptive parameter \((q)\) to study their impact on classification accuracy. We use the training procedure described above.

**Result.** We report the classification accuracy in Table 1. Our classifier is able to distinguish deceptive formulas \((q < 0.618)\) from uniform random unsatisfiable formulas with almost perfect classification accuracy (approximately 99%). The top features are all related to summary statistics of the number of unsatisfied clauses at every step of the computation. At a high level, the deceptiveness of the formula biases the walk away from the satisfying assignment and apparently leads to a larger number of unsatisfied clauses on average than the uniform random unsatisfiable formula. However, when the deceptive formula is balanced, i.e., where \( q \) (= 0.618 for 3-SAT) is chosen so that the local bias of each variable points
neither towards its value in the planted satisfying assignment, nor towards the opposite value
then our classifier is unable to distinguish the formula from a uniform random unsatisfiable
formula. Our classifier improves on the architecture proposed in [10] which is unable to
distinguish formulas for any values of \( q \) and \( r \). We leave open the question of whether
large balanced deceptive formulas can be \textit{efficiently} distinguished from uniform random
unsatisfiable formulas.

Prima facie, this result may seem to be at odds with the results of [1] where they report
WalkSAT taking a larger number of steps as the value of \( q \) decreases. The reason for this
apparent tension is due to the difference in the focus of the 2 papers. In [1], they focus on
making a formula hard for WalkSAT to solve. In contrast, we focus on making a satisfiable
formula hard to distinguish from an unsatisfiable formula. When \( q \) is reduced WalkSAT on
average satisfies fewer clauses for satisfiable formulas with small \( q \) than a randomly generated
UNSAT formula. We are able to use this difference to distinguish between the 2 formulas. Its
hardness to solve actually makes it easy to distinguish from a randomly generated UNSAT
formula. For example, [1] shows that WalkSAT is unable to find a satisfying assignment
for deceptive formulas with \( q = 0.2 \) even if given \( 10^6 \times n \) steps. In contrast, we show that
if we are allowed to take \textit{only} \( 2n \) steps, we are able to distinguish this formula from an
unsatisfiable formula!

\[
\begin{array}{|c|c|c|c|}
\hline
q / r & r = 5 & r = 7 & r = 9 \\
\hline
0.3 & 98.99\% (0.07\%) & 99.00\% (0.02\%) & 98.91\% (0.02\%) \\
0.4 & 99.02\% (0.06\%) & 99.03\% (0.05\%) & 99.00\% (0.03\%) \\
0.5 & 98.96\% (0.11\%) & 99.01\% (0.01\%) & 98.98\% (0.18\%) \\
0.618 & 49.90\% (1.89\%) & 49.07\% (2.09\%) & 50.04\% (2.23\%) \\
\hline
\end{array}
\]

Table 1: Classification accuracy \% of our computation-based classifier on distinguishing a
uniform random 3-SAT formula and a satisfiable formula with a deceptively planted solution
for different values of clause density (\( r \)) and deceptive parameter (\( q \)). All formulas have
10,000 variables.

5.3 Predicting satisfiability on pairs of formulas.

\textbf{Experiment.} We generalize the learning task proposed in [34]. In [34], formulas are generated by incrementally adding one clause at a time until the formula becomes unsatisfiable. A random literal of the last clause is flipped to produce a satisfying formula. The learning task is to distinguish this pair of satisfiable and unsatisfiable formulas that differ in a single clause. They consider formulas with 40 to 200 variables.

We extend their notion of a pair of formulas differing in a single clause to a pair of formulas differing in \( u \) clauses. Given a formula \( F \) with satisfying assignment \( A \), we construct a new formula \( F_u \) by uniformly randomly selecting \( u \) of \( F \)'s clauses and flipping their literals to ensure that \( A \) does not satisfy any of those clauses. We output the pair \( (F, F_u) \). The learning task is to identify the formula that \( A \) satisfies. By extending their notion, we can further ask how far apart, in terms of clauses, the formulas need to be before we can distinguish them.
We create 1000 pairs of formulas with 10,000 variables using the above process for each pair of values of $q \in \{0.3, 0.4, 0.5, 0.618\}$ and $r \in \{5, 7, 9\}$. We randomly selected 500 pairs of formulas with $F$ in the first slot and $F_u$ in the second slot and the label $y = 0$. We put $F_u$ in the first slot and $F$ in the second slot with the label $y = 1$ for the other 500 pairs of formulas. Each row contains features for the solver’s computation on each formula in the pair.

We set a threshold classification accuracy % and report the minimum fraction of clauses unsatisfied by the deceptively planted satisfying assignment ($u/rn$) before our classifier can distinguish it from the original satisfiable formula with an average test accuracy % of at least the set threshold. We start with $u = 1$ and double its value until we find a value ($U$) that crosses the threshold classification accuracy %. Once we find this value, we use binary search in the range $[U/2, U]$ to find the desired minimum value of $u$. For each value of $r$, $q$, and $u$, we follow the training procedure described above to obtain the average test accuracy %.

**Experimental Controls.** We apply the following experimental controls:

1. Fix a satisfiable formula $F$ with satisfying assignment $A$. Then for all pairs $(u, v)$ such that $u < v$, we ensure that all clauses that are not satisfied by $A$ in $F_u$ are also not satisfied in $F_v$. This is to ensure that when comparing the classification accuracy on $(F, F_u)$ and $(F, F_v)$, the only difference between the 2 pairs are the additional randomly chosen $v - u$ clauses that $A$ does not satisfy.

2. We randomly permute the variable names and order of the clauses to ensure that the classifier cannot learn the labels or order of the clauses.

3. When running WalkSAT on each formula in a pair, we ensure that they are initialized with the same random seed to control for differences due to randomness and starting assignment.

**Result.** Observe that both the satisfiable and unsatisfiable formulas in any pair of formulas are initialized with the same random seed. This means that their walks are identical for the initial few steps until they select a differing clause. Given that the length of our walk is short in comparison to the number of clauses, the finding that our classifier is able to distinguish formulas that differ in only 0.1% - 2% of their clauses is very encouraging!

The unnormalized value of $u$ is similar across different clause densities. This accounts for the observed decrease in fraction of clauses required as the deceptive parameter increases. Additionally, we observe a steep increase in the fraction of clauses required for the balanced deceptive formulas. This strengthens our finding from Experiment 1 that balanced deceptive formulas are hard to distinguish.
Figure 1: The minimum % of clauses unsatisfied by the deceptively planted satisfying assignment before our classifier can distinguish it from the original satisfiable formula with an average test accuracy % of at least 70%.

6 Discussion

Other problems. The only barrier to applying our approach to other problems (e.g. graph colorability, expressed as a satisfiability problem as done in [34]) is obtaining correctly labeled formulas of practical size.

Industrial instances. We acknowledge that the instances created by our problem generator lack the structure of industrial instances that practical solvers exploit to obtain satisfying assignments. However, uniform random $k$-SAT instances have a long history of being instrumental in the discovery of insights and development of solvers that were later utilized in industrial solvers. We expect our problem generator to help in a similar fashion. Moreover, given the difficulty of our instances, we expect them to provide useful lower bounds on the performance of solvers.

Meaningful in the breach. This work was motivated, in part, to test the tacit premise of most current work in this area that performance on smaller formulas is indicative of performance on larger formulas. By modulating the parameter $q$ in our problem generator,
one can obtain large datasets of varying difficulty. While success on our dataset may not
guarantee that your model’s performance generalizes to large formulas, we posit that failure
to do so may provide a strong reason to evaluate your model’s performance.

**Recovering satisfying assignments.** A limitation of our work is that there is no im-
mediate way to recover satisfying assignments when the classifier predicts ‘SAT’. Future
work could involve using our predictor as an oracle for CDCL-based solvers for early conflict
prediction and variable selection.

**Theoretical questions.** While our work provides evidence that computation-based solvers
outperform syntactic-based solvers on predicting satisfiability, a theoretical investigation as
to why this occurs is still open. A direction we find particularly interesting is the connection
to interactive proofs (IP). When interactive proofs were first introduced, it wasn’t immedi-
ately clear that they were going to be (much) more powerful than conventional proofs in \( \text{NP} \)^3. However, we now know that allowing the prover and verifier to communicate is very power-
ful. Indeed, IP can decide any language in \( \text{PSPACE} \) with arbitrarily small error. If we recast
SAT solvers as provers, our work suggests that incomplete proofs could still contain mean-
ingful information. This observation has already been made in the study of zero-knowledge
proofs when dealing with cheating verifiers that prematurely end the conversation. If this is
indeed true, then this raises questions about whether this information can be algorithmically
obtained and used to improve performance.
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