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Abstract: With the explosive growth of information data, the data storage system has stepped into the cloud storage era. Although the core of the cloud storage system is distributed file system in solving the problem of mass data storage, a large number of duplicate data exist in all storage system. File systems are designed to control how files are stored and retrieved. Fewer studies focus on the cloud file system deduplication technologies at the application level, especially for the Hadoop distributed file system. In this paper, we design a file deduplication framework on Hadoop distributed file system for cloud application developer. Proposed RFD-HDFS and FD-HDFS two data deduplication solutions process data deduplication online, which improves storage space utilisation and reduces the redundancy. In the end of the paper, we test the disk utilisation and the file upload performance on RFD-HDFS and FD-HDFS, and compare HDFS with the disk utilisation of two system frameworks. The results show that the two-system framework not only implements data deduplication function but also effectively reduces the disk utilisation of duplicate files. So, the proposed framework can indeed reduce the storage space by eliminating redundant HDFS file.
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1 INTRODUCTION

With the growth of social informatisation and the increase of the demand on information systems by enterprises and institutions, disaster recovery of information systems plays a key role in ensuring business continuity and data availability in the event of a disaster. Data shows that Baidu generates about dozens of petabytes of data every day, and Taobao generates more than 50TB of data every day. Therefore, enterprise data backup has a huge demand for data storage, which is making data centres face huge challenges. Data shows that Baidu generates about tens of petabytes of data every day, and Taobao generates more than 50 TB of data every day. Therefore, enterprise data backup has a huge demand for data storage, making data centres face a huge challenge. Although the cloud storage system with the distributed file system solves the problem of mass data storage, researches show that a large amount of duplicate data in the storage system has accelerated the growth of duplicate data. Generally, more than 90% of the data in the backup storage system is duplicate data [1], resulting in the shortage of storage space resources and network bandwidth in the system, and a rapid rise in data management costs. However, in order to curb excessive data growth, improve storage space utilisation, and reduce costs, deduplication technology has become a research topic that attracts much attention [2].

The advances in deduplication technology are based on the characteristics of the application. Maddodietal proposed data deduplication technology and analysed database applications, which try to reduce database storage consumption or process transactions online. For granularity, deduplication is applied at the sub-file or the entire file level [3-6], which improves the impact of space storage and performance trade-off evaluation issues. More fine-grained deduplication creates more space storage opportunities and causes a significant performance impact. When changing cloud systems, for example, file deduplication, the trade-off between space storage and performance impact is still a major issue in data deduplication technology. Chun-Ho Ng's focuses on the virtual memory image deletion technology on the open-source cloud, and under reasonable circumstances virtual memory image storage saves at least 40% of storage space [7]. SAM is a framework for a multi-layer semantic source deduplication cloud backup system. It has a deduplication rate as high as that based on global blocks, but its overhead is lower than that based on global blocks [8]. Shang & Li pointed out several shortcomings and corresponding solutions to the current cloud system data deletion technology work [9]. The challenging issue with cloud deduplication remains the trade-off between storage efficiency and performance.

This article addresses the huge pressure on storage devices caused by the current explosive growth of data, and focuses on the Hadoop-based distributed file system HDFS in cloud storage through the application of deduplication technology to improve disk space utilisation and upload time performance. The research is carried out, and the main research works are shown as follows: (1) Based on HDFS, design, and implement efficient RFD-HDFS and FD-HDFS frameworks. The design goals of these two frameworks are to improve disk utilisation and file upload time. (2) In order to improve the utilisation of disk space, the data detection technology in the deduplication technology is used to compare the hash values of the files for redundancy elimination. (3) Based on the proposed RFD-HDFS and FD-HDFS frameworks, the disk utilisation and file upload time were tested separately and compared with the original HDFS to verify whether the disk utilisation and upload time have improved.

2 BACKGROUND AND MOTIVATION

In recent years, the deduplication technology is becoming more and more mature, but the data collision problems and the disk bottleneck problems are still big challenge tasks, which have attracted a lot of research attention.

2.1 Data Collision Problem

The essential feature of a data block is data fingerprint. In ideal state, each data block corresponds to a unique data fingerprint, which means different data blocks have different data fingerprints. The popular hash algorithms are
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MD5, SHA1, SHA-256, SHA-512, Rabin Hash, etc. [10-12]. However, the problem is that different data blocks may produce the same data fingerprint. After comparison, the collision probability of MD5 [13] and SHA [14] series HASH functions is very low, so it is used as a common method for fingerprint calculation. MD5 and SHA1 are 128-bit, while SHA-1 has a lower collision rate than MD5, but the amount of calculation will increase significantly at the same time. In practical applications, we need to consider both performance and data security, and then select the appropriate method for calculation. Also, there is a more popular method for data fingerprint calculation with multiple hash algorithms. This method is highly secure, but system consumption is greatly increased. Due to the possibility of collision of data, dedupe technology is rarely used in critical data storage situations, because once a collision occurs, it will cause huge economic losses. Fu et al. [15] aims to minimise the time required by a deduplication process by parallelising the hash calculation process; however hashes are calculated for all blocks.

### 2.2 Disk Bottlenecks

Deduplication can be used to store backup data as well as non-backup data. The key issue with deduplication for non-backup data is still index disk bottlenecks. Also, non-backup data contains more non-duplicate data and requires more memory to store indexes, which makes this problem even more serious. Since 2011, some deduplication methods for storing non-backup data have been proposed [16], all of them, the most famous SSRC proposed HANDS. It predicts the working data set based on the access pattern of the data set and then dynamically prefetch data block signatures from disk. It can reduce a lot of memory usage. Therefore, it is one of the main problems based on data block deduplication [17]. In order to find the same data block quickly, all index blocks need to be put into memory. If there is fewer data in the system, you can directly put all index blocks into memory completely. Duggal et al. [18] made use of adjacency based resemblance detection for performing deduplication for backup systems. Their work was aimed to find the best possible blocks for delta compression in low overhead. Jin et al. [19] proposed D3, a dynamic two-stage deduplication framework for distributed main storage, which is mainly improved by the following aspects to achieve a high deduplication rate. Xia et al. [15] improve the efficiency of the backup storage system by imparting both the inline and out-of-line deduplication. As deduplication causes fragmentation that degrades the read performance, Cao et al. [20] worked to improve the read performance.

### 2.3 HDFS Hash Function

The aforementioned technologies are widely used in enterprise storage device file servers, data blocks, NAS (RAID), and backup devices. Prior to HDFS, however, there was no special block state and network topology in Hadoop to ensure the reliability of backup instructions [21, 22]. That is, the condition of deleting duplicate files is only to detect similar or identical data. In addition to considering space and time consumption, we should also consider the reliability of the proposed algorithm or framework, and the system overhead required for the recovery process after frequent hardware errors. Therefore, we propose to use a streaming comparison function on HDFS for the entire file.

In the cloud environment without deduplication technology, Hadoop is widely used in big data storage and plays an important role [23-30]. The following uses a simple experiment as an example. Three identical files are stored on HDFS. Different files are named. On HDFS, each file is stored on at least three disks, which means three files with the same content are not deduplicated on HDFS. Consider a situation where millions of users share a popular Youtube video without deduplication, which could waste a very large amount of disk storage. To meet HDFS application equipment, deduplication schemes are proposed as necessary. Khan et al. [31] proposed a multi-level pattern-matching algorithm for deduplication of big data. MLPMA is implemented based on the similarity and locality of data, and the Bloom filter is applied to the deduplication cluster to achieve effective data deletion.
system, to improve the utilisation of the system space. The specific operation process of the data deduplication scheme used in this paper is shown in Fig. 1.

When a Client wants to write files to the system, for the files already stored in the storage system, their respective hash function values (usually MD5 or SHA-1) are calculated first; these hash function value groups are woven into a hash function value table, which is stored separately in Hbase. Finally, the hash value is queried in the local NameNode stored. If it exists, the data block is not stored, the uploaded file is deleted. If it does not exist, the data block is new, the system allocates space to store it, stores the hash value of the new file in Hbase, and updates the Hbase list. After the above steps, there may be that multiple files refer to the same data block, so when a client needs to delete the data corresponding to the file, but the other client does not have a file deletion request, the system cannot really delete the corresponding Data block, otherwise it will cause the data pointed by other files to be null data, affecting subsequent read requests of other clients.

### 3.2 Design of RFD-HDFS

In the design of RFD-HDFS, applications require accurate calculations without any errors, such as financial calculations, where errors are not allowed in the computing system. Because of the existence of a hash collision in SHA, the probability of a collision cannot be ignored (the probability of a collision is different depending on the algorithm). In binary comparisons, time and resources are spent comparing files to ensure the accuracy of the data. Therefore, use binary comparison or MapReduce cluster computing power to speed up file comparisons. At the same time, offline processing is adopted to reduce the waiting time of users. The first time the file is uploaded, it will be stored in a temporary storage pool. After that, the similar data detection program will start the file comparison task to check whether the file is duplicate. If the content is the same, the data deduplication task will be performed, or the request will be returned. If not, do the normal read and write task. In this article, stream comparisons are used to partially detect data fragments, and binary comparisons are made in the sequential serial method. The design framework of RFD-HDFS is shown in Fig. 2, and the following four steps are mainly used to determine whether the files are the same: (1) if the cache is hit in the Hash, the detection file size is defined to be the same. (2) If the cache is not hit in the Hash, the HDFS read and write command is executed. (3) cache hit, perform flow comparison, and detect whether the document is repeated by comparing file contents with the same hash value; (4) if the contents of the files are the same, the data will be deduplicated; if not, the files will be stored in the storage pool for the next hash collision detection and Hbase list update.

Fig. 2 shows the RFD-HDFS framework. A wrapper interface is defined as the HDFS client that provides a reliable deduplication function for the HDFS client and calls the HDFS to write a function in the background process. In addition to the surface wrapper, there are still three main parts in the framework, which are the hash generator, the storage pool, and the binary comparator. The HBase record table draws the hash value and the full path to the file. The hash generator is implemented using SHA2 and SHA3. Binary comparators can be hardware circuits or Hadoop MapReduce functions. A storage pool is the temporary file pool of background process. The binary comparator loads the file and makes the comparison in the background. All files are stored in the pool for logging information and rollback in case of failure.

### 3.3 Design of FD-HDFS

In applications, small errors are tolerated, such as web information extraction and lexical and semantic analysis. Repeated collisions are nearly impossible to occur, and the application's judgment results are not affected. A hash with the same fingerprint is considered a duplicate file. As a result, source duplication can reduce network bandwidth, save upload time, and even reduce the burden on HBase and primary nodes. In the case of web search software, Reiss and Reiss need to capture page files to HDFS every day. By comparing the HASH value to the HBase database, you can quickly know if the content of the site has changed. It can save a binary comparison time and retrieve the target directly from the SHA value generated at the source. If the source SHA does not change, all uploaded content is saved at the same time. If the hash generation algorithm is implanted from the source host, the load on the primary node and HMaster can be alleviated, and the original web page retrieval becomes incremental update retrieval, which cannot only save time and bandwidth but also reduce the load on the server. Applications can be fault-tolerant, like video sharing or many file shares, and FD-HDFS provides high performance and low storage consumption solution for file deletion. FD-HDFS design as shown in Fig. 3, calculated by hash generator upload file hash value for the first time, and stored in a comparison of the hash value of Hbase, see if there is if the hash value exists, requests for data deduplication or returns the command, if the hash value does not exist, then perform the normal read/write command, FD-HDFS is designed to save storage space when a hash collision occurs.
3.4 Realisation of Similar Data Detection

Data similarity detection is a process in the background and is responsible for receiving the same or similar data detection by the proposed deduplication framework. For both RFD-HDFS and FD-HDFS write instructions, if a similar record exists at HBase, it means that at least one file has the same contents stored in HDFS. If the existing file has the same path as the given file, there is no need to write the file to HDFS. That said, no more file transfers are required for FD-HDFS from the client to the HDFS server because HDFS can retrieve the file contents from itself. If the existing file path is different from the one given, RFD-HDFS will need to create a new record at HBase and store the file in a temporary file pool to prevent hash collisions and ensure the reliability of further file content retrieval. Also, for file read instructions, the FD-HDFS data similarity detector can help improve file download performance if the hash value is in the HBase table.

Simplify the RFD-HDFS implementation. When a file is written to RFD-HDFS, as shown in Fig. 2, write the file to HDFS and create a new record at HBase. Redundant data is deleted by performing data similarity detection in the background. This is what binary comparators are designed for, first detecting files with the same hash value from the storage pool and HDFS, and then comparing the contents of those files. If the contents of the files are the same, the binary comparator will delete the files from the storage pool for the purpose of redeleting the files. If the contents are different, the files will continue to be stored in the storage pool for further file retrieval requests and updated HBase records with the correct physical link to the file.

3.5 Data Routing

This paper presents a Data Routing Strategy using Semantics for distributed deduplication systems. File semantic information includes the information about a file, file ownership, document visitors, file size and other information. This information reflects the similarity degree of files. The higher the similarity degree, the higher the probability of duplicate data. In this paper, the data routing strategy of the distributed deduplication system is designed by using the file name as the semantic information of the file.

When the primary node receives the superblock generated by the backup server, the superblock data needs to be distributed to different heavy deletion points at the back end based on the file semantic information. The algorithm needs to establish and maintain a semantic data routing index table, which holds the semantic routing information related to the file name. The master node includes the semantic routing index and the container index. The semantic routing index includes the mapping between the file semantics and the target container. The data model is <filename, aim containerID, nodeID>. The reason why the algorithm chooses to migrate the smallest container instead of the largest container is that migrating the largest container is more likely to overload other nodes and cause a load balancing process for a series of nodes. After the data migration process is complete, the storage node needs to return the metadata of the migrated files to the master node. DR algorithm is shown as below:

\[
\text{DR Algorithm:} \\
\text{Input: filename, chunkingResults, NumOfContainers} \\
\text{Output: ANode} \\
1: AContainer = SRIndex. Find(filename); \\
2: if AContainer == NULL then \\
3: MChunkID = FChunkID(chunkingResults) \\
4: AContainer = MChunkID % NumOfContainers; \\
5: SRindex.insert(filename, AContainer); \\
6: end if \\
7: ANode = CIndex.find(aContainer); \\
8: while sizeOfNode(ANode) > \\
\text{(ANodeSize()*(1+MThreshold)) do} \\
\text{//The MThreshold is used to control the frequency of load balancing operations. The threshold is usually set to 0.05. That is, when the storage load of a node is 1.05 times the average storage load in the cluster, the data of the node needs to be migrated to other nodes} \\
9: MNode = FSNodet(); \\
10: SContainer = FSContainer(ANode); \\
11: MContainer(SContainer, MNode); \\
12: MChunkIndex(SContainer, MNode); \\
13: end while \\
14: return ANode;
\]

DR algorithm firstly determines the ID of the target container through the routing index, and then queries the target node through the container index. The storage node searches for the duplicate data block by searching the block index and deduplicates the data. A single container stores multiple files that are only routed to the target container. Containers are used to load balance the deduplication cluster.

4 EVALUATION

4.1 Test Environment

Each Hadoop node setting is listed in Tab. 1. Tab. 2 shows the samples and architecture of HBase. Tab. 3 shows the number of files, total file size, and percentage of duplicate files. The experiment was run on a virtual machine, the operating system used CentOS 7.5, the hardware disk size was 1 TB, the rotation speed was 5400 rpm, and the data set was a different version of the same
open-source search platform package under Apache. All nodes are deployed on the same host.

The data set of the experiment is a Linux source code document that contains a series of versions from 1.3.0 to 2.5.75, with a total of 460 versions of data. The feature of the multi-version Linux source code documentation is that the data set has high redundancy, and most of the files in the data set are also small files. Through deduplication experiments on Linux source code data sets, experimental data is obtained.

### 4.2 Test Results and Analysis

#### 4.2.1 DR Algorithm Analysis

Comparing with the single-node deduplication system, DR algorithm, DS algorithm MCS algorithm three distributed deduplication systems, when the DR algorithm data migration threshold is set to 0.05, in different sizes of deduplication cluster, several algorithms duplicate. The comparison between data deletion rates is shown in Fig. 4. In Fig.4, the deduplication rate of the DR and DS algorithms in the deduplication system with different numbers of nodes is the closest. The reason is that the smallest unit of data migration is a container rather than a single file. The DR algorithm can determine similar files. It is routed and stored in the same container. This method can ensure that after data migration is completed, similar data is still stored in the same node. It can be seen from the data that the DRSSLB algorithm has no effect on the deduplication rate.

*Fig. 4 Comparison of algorithm deduplication rates*

#### 4.2.2 Disk Consumption Evaluation

In our experiment, 2000 files were uploaded to HDFS. The test scenario is repeatedly uploading files of different sizes to HDFS and recording the amount of disk space used. The results are shown in Tab. 3 and illustrated in Fig. 6.

*Fig. 5 Algorithm data skew rate*  
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### Table 1 Hadoop node settings

| HostName  | OS       | IP                        | HBase role | Process         |
|-----------|----------|---------------------------|------------|-----------------|
| NameNode  | CentOS 7.5 | 10.13.32.190              | HMaster    | FD.jar&RFD.jar  |
| DateNode1 | CentOS 7.5 | 10.13.32.13               | HRegion    |                |
| DateNode2 | CentOS 7.5 | 10.13.32.191              | HRegion    |                |
| DateNode3 | CentOS 7.5 | 10.13.32.24               | HRegion    |                |

### Table 2 HBase table samples and patterns

| Row Key | Timestamp | Route       | Authority | Size | Time |
|---------|-----------|-------------|-----------|------|------|
| File HASH | T1        | Test/apache-slor-4.0.0.tagz | -rwxr-xr-x | 200M | T11  |
| File HASH | T2        | Test/apache-slor-4.0.1.tagz | -rwxr-xr-x | 200M | T12  |
| File HASH | T3        | Test/apache-slor-4.0.2.tagz | -rwxr-xr-x | 200M | T13  |

#### Table 3 Test data

| HostName | File size / MB | Number of files | Deduplication rate / % | File size * 3 |
|----------|---------------|----------------|------------------------|---------------|
| USER01   | 7.2           | 18             | 66                     | 21.6          |
| USER02   | 14.1          | 25             | 76                     | 42.3          |
| USER03   | 6.3           | 30             | 30                     | 18.9          |
| USER04   | 8.3           | 22             | 59                     | 24.9          |
| USER05   | 68.9          | 24             | 58                     | 206.7         |
| USER06   | 10            | 22             | 13                     | 30            |
| USER07   | 23.2          | 38             | 42                     | 69.6          |
| USER08   | 101.6         | 144            | 41                     | 304.8         |
| USER09   | 70.3          | 120            | 50                     | 210.9         |
| USER10   | 15.6          | 33             | 57                     | 46.8          |
| USER11   | 41.9          | 62             | 38                     | 125.7         |
| USER12   | 94.3          | 164            | 17                     | 282.9         |
| USER13   | 61.1          | 108            | 26                     | 183.3         |
| USER14   | 25.3          | 38             | 73                     | 75.9          |
| USER15   | 34.7          | 62             | 74                     | 104.1         |
| USER16   | 24.4          | 42             | 83                     | 73.2          |
| USER17   | 3.6           | 15             | 33                     | 10.8          |
| USER18   | 20.1          | 31             | 61                     | 60.3          |
| USER19   | 12.1          | 20             | 75                     | 36.3          |
| USER20   | 3.7           | 18             | 72                     | 11.1          |
| Total    | 646.7         | 1036           | 40.9                   | 1940.1        |

The abscissa is the record of space use time, and the ordinate is the size of space. The unit is GB. After 20 users uploaded their files, RFD-HDFS and FD-HDFS have less storage space than normal HDFS. As shown in Tab. 3, the total number of duplicate test files accounted for 40.9% of the total number of uploaded test files, and the disk utilisation rate reached only 59.1%. The results show that
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only 46% of HDFS disk space is used for RFD-HDFS and FD-HDFS. The experimental results show that the system can effectively reduce the disk utilisation of duplicate files.

The test scenario is uploading files one by one, and the files vary in size, ranging from 131 MB to 4989 MB. The experiment uses six files for testing. As shown in Tab. 5, detectors work, performance may be affected. This HDFS performance evaluation. When only data-like background processing file deduplication, so only FD-HDFS can effectively reduce the disk utilisation of duplicate files. The display effectively improves disk utilisation, but file uploads are not affected by deduplication. HDFS's file upload performance is very similar.

![Figure 6 Comparison of HDFS and the proposed deduplication framework](image)

### Table 4 Test results

| Time   | HDFS / GB | FD-HDFS / GB | RFD-HDFS / GB |
|--------|-----------|--------------|---------------|
| Initial| 0.00      | 0.00         | 0.00          |
| USER01 | 0.02      | 0.01         | 0.01          |
| USER02 | 0.06      | 0.01         | 0.01          |
| USER03 | 0.08      | 0.02         | 0.02          |
| USER04 | 0.10      | 0.02         | 0.02          |
| USER05 | 0.31      | 0.04         | 0.04          |
| USER06 | 0.34      | 0.07         | 0.07          |
| USER07 | 0.40      | 0.11         | 0.11          |
| USER08 | 0.70      | 0.28         | 0.28          |
| USER09 | 0.91      | 0.37         | 0.37          |
| USER10 | 0.96      | 0.39         | 0.39          |
| USER11 | 1.07      | 0.42         | 0.42          |
| USER12 | 1.21      | 0.65         | 0.65          |
| USER13 | 1.54      | 0.80         | 0.80          |
| USER14 | 1.62      | 0.83         | 0.83          |
| USER15 | 1.72      | 0.84         | 0.84          |
| USER16 | 1.79      | 0.85         | 0.85          |
| USER17 | 1.80      | 0.86         | 0.86          |
| USER18 | 1.86      | 0.88         | 0.88          |
| USER19 | 1.91      | 0.89         | 0.89          |
| USER20 | 1.92      | 0.89         | 0.89          |

4.2.3 File Upload Performance Evaluation

In the experiment, the performance of RFD-HDFS and FD-HDFS is very similar because RFD-HDFS uses background processing file deduplication, so only FD-HDFS performance evaluation. When only data-like detectors work, performance may be affected. This experiment uses six files for testing. As shown in Tab. 5, the files vary in size, ranging from 131 MB to 4989 MB. The test scenario is uploading files one by one, and recording the time required for each file upload.

![Figure 7 Performance comparison between HDFS and FD-HDFS](image)

### Table 5 Performance evaluation of test data

| File ID | File size / MB |
|---------|----------------|
| File 0  | 131            |
| File 1  | 1001           |
| File 2  | 2051           |
| File 3  | 3024           |
| File 4  | 3992           |
| File 5  | 4989           |

The performance evaluation results are shown in Tab. 7. According to the data in the table, the upload performance of FD-HDFS and HDFS is very similar. Fig. 5 shows the upload time trend. The abscissa is the file size, the unit is MB, and the ordinate is the upload time, the unit is s. It shows that the upload time of HDFS is increasing linearly. The upload time of FD-HDFS is slightly longer than that of FD-HDFS, but it is very close. Only when the uploaded file is relatively large, there is a certain gap. Therefore, it can be concluded that the deduplication process has little effect on upload performance, and the total consumption is negligible.

This chapter first introduces the test environment, including machine configuration, HBase samples and architecture. Then, the disk consumption and file upload ability of the designed deduplication framework were tested and analysed. The final results show that the performance of the proposed RFD-HDFS and FD-HDFS frameworks is very similar. Compared with the original HDFS, it effectively reduces the disk utilisation of duplicate files, but file upload is not affected by deduplication. HDFS's file upload performance is very similar.

5 CONCLUSIONS

This paper focuses on Hadoop-based distributed file system HDFS in improvement of the utilisation of disk space and the performance of upload time through the application of deduplication technology. Based on the proposed RFD-HDFS and FD-HDFS framework, the disk utilisation and file upload time were tested separately, and a comparison test was performed with the original HDFS to verify whether the disk utilisation and file upload time have been improved. The display effectively improves disk utilisation, but file uploads are not affected by deduplication. Therefore, the new architecture has similar performance to the original HDFS.

As the research on deduplication based on cloud storage is rich in content and is in the development stage, in view of the limitation of time and my knowledge level, some problems have not been solved well. These issues include:

1. Client load problem. The deduplication function in this system is mainly concentrated on the client, so the client load is large, so the client load problem needs to be resolved in the next research work.
(2) System performance problems. The system test shows that although this system implements the deduplication function, the deduplication function is time consuming and system resources consuming, which causes the system's read and write performance to decline. The next step is to study this issue.
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