Emergent quantum phases in a frustrated $J_1$-$J_2$ Heisenberg model on hyperhoneycomb lattice
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We investigate possible quantum ground states as well as the classical limit of a frustrated $J_1$-$J_2$ Heisenberg model on the three-dimensional (3D) hyperhoneycomb lattice. Our study is inspired by the recent discovery of $\beta$-Li$_2$IrO$_3$,¹ where Ir$^{4+}$ ions form a 3D network with each lattice site being connected to three nearest neighbors. We focus on the influence of magnetic frustration caused by the second-nearest neighbor spin interactions. Such interactions are likely to be significant due to large extent of 5d orbitals in iridates or other 5d transition metal oxides. In the classical limit, the ground state manifold is given by line degeneracies of the spiral magnetic-order wavevectors when $J_2/J_1 \gtrsim 0.17$ while the collinear stripy order is included in the degenerate manifold when $J_2/J_1 = 0.5$. Quantum order-by-disorder effects are studied using both the semi-classical $1/S$ expansion in the spin wave theory and Schwinger boson approach. In general, certain coplanar spiral orders are chosen from the classical degenerate manifold for a large fraction of the phase diagram. Nonetheless quantum fluctuations favor the collinear stripy order over the spiral orders in an extended parameter region around $J_2/J_1 = 0.5$, despite the spin-rotation invariance of the underlying Hamiltonian. This is in contrast to the emergence of stripy order in the Heisenberg-Kitaev model studied earlier on the same lattice, where the Kitaev-type Ising interactions are important for stabilizing the stripy order.²⁻⁷ As quantum fluctuations become stronger, $U(1)$ and $Z_2$ quantum spin liquid phases are shown to arise via quantum disordering of the Néel, stripy and spiral magnetically-ordered phases. The effects of magnetic anisotropy and their relevance to future experiments are also discussed.

I. INTRODUCTION

Recent research activities on 5d transition metal oxides suggest that the strong spin-orbit coupling in conjunction with electron correlation may lead to unusual topological and magnetic phases.²⁻¹⁴ In particular, it has been recognized that the band-width of spin-orbit-reorganized bands near the Fermi level often becomes relatively narrow and moderate strength of electron correlation may be enough to generate Mott insulators. In such 5d Mott insulators, however, one would expect that spin exchange interactions between lattice sites beyond nearest-neighbors would become significant due to the extended nature of 5d orbitals. In addition, many of these Mott insulators are the so-called weak Mott insulators with a small charge gap and significant local charge fluctuations can generate multi-spin exchange interactions around multiple lattice sites.¹⁴⁻¹⁸ These further neighbor spin interactions, for example, may provide magnetic frustration and lead to emergence of quantum spin liquid and/or other exotic phases. On the other hand, various forms of anisotropic spin interactions may also be present due to spin-orbit coupling. The interplay between anisotropic spin interactions and the magnetic frustration effect is of fundamental importance in understanding quantum magnetism in 5d transition metal oxides.

The layered two-dimensional (2D) honeycomb iridates, Na$_2$IrO$_3$ and Li$_2$IrO$_3$, are fertile playgrounds, where the combined effects of anisotropic spin interactions and extended nature of 5d orbitals have been intensively studied.⁵,¹⁰⁻¹²,¹⁹ For example, it is shown that the so-called Kitaev model with bond-dependent anisotropic spin interactions may arise in the strong Mott regime. This has raised the hope that a quantum spin liquid phase, the exact solution of the model, may be realized.²⁰⁻²¹ However, the ground state phase diagram of the Kitaev-Heisenberg model, where the Kitaev term is supplemented by the antiferromagnetic nearest-neighbor Heisenberg interaction, is not fully consistent with the magnetic orders discovered in Na$_2$IrO$_3$ and Li$_2$IrO$_3$. It has been suggested that further neighbor spin interactions due to the large extent of 5d orbitals may also be important for the explanation of the experimental results.²²,²³ Which interaction would play the dominant role for the determination of magnetic order or ground state in real materials has been a subject of intensive debate.

In this paper, we study a frustrated $J_1$-$J_2$ Heisenberg model on the three-dimensional (3D) hyperhoneycomb lattice, where Ir$^{4+}$ ions reside in the newly discovered 3D iridate $\beta$-Li$_2$IrO$_3$.¹ Here $J_1$ and $J_2$ represent the nearest- and next-nearest-neighbor exchange interactions. In the hyperhoneycomb lattice, each lattice site is connected to three neighboring sites just like the 2D honeycomb lattice. The ground state phase diagram of the Heisenberg-Kitaev model on this lattice has recently been studied and contains a number of collinear magnetic orders as well as a 3D quantum-spin-liquid in the Kitaev limit.²⁻⁴,²²⁻²⁶ Similarly to the 2D cousin, the full understanding of the magnetic phase diagram for $\beta$-Li$_2$IrO$_3$ would require the consideration of both Kitaev-like magnetic anisotropy and magnetic frustration due to further neighbor exchange interactions. In this work, we mostly focus on the effect of the latter by studying the simplest frustrated spin model, where we consider the spin interactions between second nearest-neighbor sites that are connected to a common nearest neighbor site. As we show below, this minimal model is microscopically motivated and exhibits degenerate classical ground state manifold, a hallmark of frustrated magnets.

We first investigate the classical limit of this model and identify the degenerate classical ground state manifold. Then quantum order-by-disorder effects are studied using semiclassical spin-wave analysis via the $1/S$ expansion and Schwinger boson mean-field theory. In the classical limit, the Luttinger-Tisza and single-$Q$ variational ansatz reveal various line degeneracies of ordering wave vectors for spiral magnetic...
order when \( J_2 \gtrsim 0.17 J_1 \). On the other hand, the Néel order is chosen for \( J_2 \lesssim 0.17 J_1 \). Interestingly, the collinear stripy order is in the classical degenerate ground state manifold at a single point \( J_2 = 0.5 J_1 \). This is due to the peculiar lattice geometry of the hyperhoneycomb lattice as discussed later.

Upon including zero-point quantum fluctuations via the \( 1/S \) expansion in the spin-wave analysis, quantum order by disorder effects lift the line degeneracies in the classical spiral order regimes and in general select certain coplanar spiral order. Surprisingly, the collinear stripy order wins over the spiral magnetic order for an extended region around \( J_2 / J_1 = 0.5 \), not just at \( J_2 / J_1 = 0.5 \). It is remarkable that quantum fluctuations favor a collinear stripy ordered state even though the underlying Hamiltonian is SU(2) symmetric. This is in contrast to the emergence of the stripy order discovered earlier in the Heisenberg-Kitaev model on the same 3D lattice, where the anisotropic Ising-type spin interaction is important for the stabilization of the stripy order.\(^2\)-\(^4\)\(^24\) This suggests that if the stripy order were observed in experiments, it could have arisen from two completely different kinds of interactions.

The Schwinger boson analysis in the semi-classical limit corroborates the results of the \( 1/S \) expansion and provides the same general trend of the quantum order-by-disorder effect while the phase boundaries between different phases are not the same. When quantum fluctuations become stronger, the Schwinger boson mean-field theory predicts the existence of the U(1) and \( Z_2 \) quantum spin liquid phases that can be obtained by quantum disordering the Néel, stripy and spiral magnetic ordered phases, respectively. Finally, the effects of possible magnetic anisotropy on this model are investigated. The rest of the paper is organized as follows. In Sec. II, we introduce the \( J_1-J_2 \) Heisenberg model on the hyperhoneycomb lattice and discuss its symmetry properties. Using the Luttinger-Tisza and single-Q variational methods, we determine the degenerate classical ground state manifold in Sec. III. In Sec. IV, we investigate quantum order-by-disorder effects on the degenerate spiral states by computing zero-point quantum fluctuations via \( 1/S \) expansion and solving Schwinger boson mean-field theory. We show the emergence of stripy order due to quantum fluctuations. Moreover, possible spin liquid phases in the presence of strong quantum fluctuations are examined using the Schwinger boson analysis. We conclude in Sec. V with a summary of our results and discussion on magnetic anisotropy effect.

II. \( J_1-J_2 \) HEISENBERG MODEL ON THE HYPERHONEYCOMB LATTICE

We start by introducing the \( J_1-J_2 \) Heisenberg spin model on the hyperhoneycomb lattice. The model Hamiltonian is written as

\[
\mathcal{H} = J_1 \sum_{\langle ij \rangle} \mathbf{S}_i \cdot \mathbf{S}_j + J_2 \sum_{\langle\langle ij \rangle\rangle} \mathbf{S}_i \cdot \mathbf{S}_j,
\]

where \( \langle ij \rangle \) and \( \langle\langle ij \rangle\rangle \) run over the nearest-neighbor and next-nearest-neighbor bonds, respectively. Figure 1 shows the hyperhoneycomb lattice structure with four sublattices. Different sublattice sites labeled by \( s = 0, 1, 2, 3 \) are colored in yellow, blue, green and red. This three-dimensional lattice can be regarded as a face-centered orthorhombic Bravais lattice with a four-site basis (See Appendix A for details). Notice that each site is connected to three nearest-neighbor sites, just like the 2D honeycomb lattice.

The nearest-neighbor bonds connect two kinds of sublattices, namely even \((s = 0, 2)\) and odd sublattices \((s = 1, 3)\). On the other hand, there are six next-nearest-neighbors connected via two nearest-neighbor bonds through a common nearest-neighbor site [red dashed lines in Fig. 1]. The connection amongst the next-nearest-neighbors exists only between even and even, or odd and odd sublattices. Such special connectivity leads to the \( J_1-J_2 \) Heisenberg Hamiltonian \( \mathcal{H} \) in Eq.(1) to be invariant under the following transformation

\[
\mathbf{S}_i^{0,2(1,3)} \rightarrow -\mathbf{S}_i^{0,2(1,3)}, \quad J_1 \rightarrow -J_1,
\]

FIG. 1. (Color online) The hyperhoneycomb lattice structure with tri-coordinated four sublattices (yellow, blue, green, and red spheres). \( \alpha_i \) \((i = 1, 2, 3, 4, \text{red arrows})\) denote the primitive lattice vectors for the face-centered orthorhombic Bravais lattice. Black solid lines show the nearest-neighbor bonds and red dashed lines indicate the next-nearest-neighbors that are connected via two nearest-neighbor bonds. Green dotted line has the same length as the distance between the next-nearest-neighbors connected by red dashed lines, but two sites coupled by green dotted lines are not connected via two nearest-neighbor bonds.
neighbor bonds, there are other four next-nearest-neighbors with the same lattice distance [green dotted line in Fig. 1], but not being connected by two nearest-neighbor bonds. Previous microscopic consideration of the underlying tight-binding model suggests that the spin exchange interactions for the six next-nearest-neighbors are dominant and those for the four extra next-nearest-neighbors is negligible for edge-sharing oxygen octahedra environment of $\text{Ir}^{4+}$ ions.\textsuperscript{27} Hence, we focus on six next-nearest-neighbors that are connected by two nearest-neighbor bonds.

### III. MAGNETIC PHASE DIAGRAM IN THE CLASSICAL LIMIT

We first explore the classical ground states of the antiferromagnetic $J_1$-$J_2$ Heisenberg model [Eq. (1)] on the hyperhoneycomb lattice. Using two different approaches: Luttinger-Tisza and single-$Q$ variational analyses, we determine the degenerate classical-ground-state manifold. When $J_2 \gtrsim 0.17 J_1$, we find line degeneracies of the wavevectors for spiral ordered phases while the Néel order is the ground state for $J_2 < 0.17 J_1$. Notably at a single point $J_2 = 0.5 J_1$, the collinear stripe order coexists with spiral orders in the degenerate ground state manifold, which is shown to arise from the peculiar lattice geometry of the hyperhoneycomb lattice. We explain below the results of the Luttinger-Tisza approach and single-$Q$ variational ansatz.

#### A. Luttinger-Tisza method

In the nearest-neighbor antiferromagnetic Heisenberg model (for $J_1 > 0$, $J_2 = 0$), the Néel order is the unique ground state, where spins in even and odd sublattices are pointing opposite directions. However, when $J_2$ becomes finite and comparable to the strength of $J_1$, two exchange interactions compete with each other and may induce non-trivial magnetic order. In this section, we adopt the Luttinger-Tisza analysis and investigate frustration-induced magnetic phases in the classical limit. The Luttinger-Tisza method\textsuperscript{28–30} finds the ordering wavevectors of classical spin ground states by minimizing the energy of $\mathcal{H}$ [Eq.(1)], where the spin is regarded as a classical three-component unit-vector. The solutions are typically found in a mean-field fashion in the sense that the hard spin constraint, $|S_i| = 1$ at every site $i$, is only satisfied on average or a soft spin constraint, $\sum_{i \in \text{uc}} |S_i|^2 = N_s$ (uc = unit cell and $N_s = 4$ is the number of sites in the unit cells) is used. While the solutions include the true ground state manifold, some of the solutions may fail to satisfy the hard spin constraint. Hence, we first look for the Luttinger-Tisza solutions with the soft spin constraint and then find the true ground state manifold among them by examining the hard spin constraint.

Based on the Luttinger-Tisza analysis, we find that the Néel order with the ordering wavevector at the $\Gamma$ point, is the ground state for $J_2/J_1 \lesssim 0.17$. For $J_2/J_1 \gtrsim 0.17$, on the other hand, the competition between $J_1$ and $J_2$ leads to degenerate spiral states, with the ordering wavevectors located away from the $\Gamma$ point. Within the soft spin constraint, the degenerate ordering wavevectors, that minimize the energy of $\mathcal{H}$ [Eq.(1)], form a surface in the wavevector space. Figure 2 shows such degenerate surfaces (colored in blue) of the ordering wavevectors in the first Brillouin zone. For different values of $J_2/J_1 = 0.2, 0.3, 0.5$ and $0.7$, the degenerate surfaces are shown in each panel of Figs. 2 (a)-(d), respectively. We find degenerate surfaces with different topologies depending on the ratio of $J_2/J_1$. The degenerate wavevectors form closed surfaces in the range $0.17 \lesssim J_2/J_1 \lesssim 0.2$ and one of them is shown in Fig. 2 (a) for $J_2/J_1 = 0.2$. As $J_2/J_1$ increases further, open surfaces emerge as shown in Figs. 2 (b), (c), and (d). Notice that the open surface at $J_2/J_1 = 0.5$ has a touching point at $\Gamma$, which means that collinear ordered phase with $q = 0$ is a part of the solutions. It is also interesting that open surfaces have distinct topologies for $0.2 \lesssim J_2/J_1 < 0.5$ and $J_2/J_1 > 0.5$. These behaviors stem from a special property of the hyperhoneycomb lattice structure. It will be shown later that this special property is related to the emergence of collinear stripe order near $J_2/J_1 = 0.5$ upon including quantum fluctuations. This will be discussed in details in Sec. III B and Sec. IV.

Now we determine the true classical ground-state manifold by examining which solutions on the degenerate surfaces would satisfy the hard spin constraint. Careful investigations reveal that only special lines of the ordering wavevectors on the degenerate surfaces satisfy the hard spin constraint. Black lines in Figs. 2 (a)-(d) represent the ordering wavevectors that meet the hard spin constraint for different values of $J_2/J_1$. In general, the degenerate lines lie on the two planes $\Gamma Z T Y$ and $\Gamma X A Z$ where the $\Gamma, Z, T, Y, X$, and $A$ respectively indicate the high symmetry points in the Brillouin zone (See Appendix A for details). When degenerate surfaces intersect with the Brillouin zone boundary, however, there are extra degenerate lines at the zone boundary perpendicular to the $\hat{q}_z$ axis as shown in Figs. 2 (b), (c) and (d). These solutions with degenerate lines are shown to be consistent with the results of the single-$Q$ variational approach as discussed in the next section.

#### B. Single-$Q$ variational approach

As an alternative approach, we use a variational ansatz for the classical solutions that satisfy the hard spin constraint explicitly. Treating the spins as classical three-component unit-vectors, we consider the following single-$Q$ variational ansatz.

$$S_i = R \epsilon [d e^{i(Q \cdot r_i + \varphi_s)}], \quad d = \hat{e}_1 + i \hat{e}_2,$$

with variational parameters $Q$ and $\varphi_s$, where $Q$ is the ordering wavevector and $\varphi_s$ is a sublattice-$s$ dependent phase factor. Here, $\hat{e}_1$ and $\hat{e}_2$ are orthogonal unit vectors and they can be freely chosen as the underlying Hamiltonian is SU(2) invariant. Using the variational ansatz in Eq. (3), we find the parameter values of $Q$ and $\varphi_s$ that minimize the energy of the
FIG. 2. (Color online) Ordering wavevectors of the classical solutions obtained in the Luttinger-Tisza analysis with the soft spin constraint are shown as degenerate surfaces (blue) for (a) $J_2/J_1 = 0.2$, (b) $J_2/J_1 = 0.3$, (c) $J_2/J_1 = 0.5$, and (d) $J_2/J_1 = 0.7$. Black lines on the degenerate surfaces denote the ordering wavevectors of the classical spin states that satisfy the hard spin constraint. These degenerate lines of wavevectors are consistent with the results of the single-$Q$ variational method [see Sec. III B]. Green spheres represent the selected ordering wavevectors in the presence of zero-point quantum fluctuations. [see Sec. IV A for details]

(i) Magnetic frustration induced by the competition between $J_1$ and $J_2$ in the hyperhoneycomb lattice leads to a manifold of “spiral line states”, where degenerate ordering wavevectors form lines in the 3D Brillouin zone. It is interesting to compare this line degeneracy with the classical ground states of the same Heisenberg model on the 3D diamond lattice, where the ordering wavevectors form degenerate surfaces in the Brillouin zone or represent “spiral surface states”. The diamond lattice contains two sublattices in the unit cell and the nearest-neighbors (next-nearest-neighbors) connect different (same) sublattices. When $J_1 > 0$ and $J_2 = 0$, the ground state is clearly the Néel state with the ordering wavevector $Q = 0$. In the case of $J_1 = 0$ and $J_2 > 0$, on the other hand, magnetic frustration is present and degenerate classical spin states are characterized by ordering wavevectors aligned along any of three principal axes $Q \parallel [100], [010], [001]$. Notice that all three principal directions in three-dimensions are equally allowed in this degenerate manifold. It is, therefore, natural to expect that the degenerate wavevectors of spiral states in the presence of both $J_1$ and $J_2$ would not exclusively occur on any particular plane or along a particular direction and rather form a degenerate surface. In contrast, the next-nearest-neighbors on the hyperhoneycomb lattice are connected between not only the same sublattices but also different ones. When $J_2 > 0$ and $J_1 = 0$, there exists magnetic frustration as in the case of the diamond lattice. However, the different connectivity for the next-nearest-neighbors leads to the degenerate wavevectors forming a circle on the $\Gamma X A_1 Y$ plane in the $J_2$-only model. In this case, the next-nearest-neighbor interactions already determine a special plane on which the degeneracy of the wavevectors resides. Hence, one would expect that the degenerate wavevectors in the presence of both $J_1$ and $J_2$ would not form a surface spanning all three directions in the Brillouin zone and rather form degenerate lines/circles extended along two directions in a plane.

For the SU(2) invariant systems, the spiral plane on which the spins lie, can be freely chosen. In crystals, however, this SU(2) symmetry can be easily broken by the crystal lattice potential combined with the spin-orbit coupling. The spin-orbit effect couples the spin and spatial rotations allowed by the lattice symmetry. This may induce magnetic anisotropies and lock the spiral plane to be pointing along a special direction, depending on the ordering wavevectors. Notably, iridium compounds have strong spin-orbit coupling and certain magnetic anisotropies are likely to be present. In Sec. V, we discuss how such anisotropy effects select a particular spiral plane, depending on the ordering wavevectors.

(ii) At $J_2/J_1 = 0.5$, the line degeneracy of the classical ground state manifold contains not only spiral ordered phases, but also the collinear stripy phase with the ordering wavevector $Q = 0$, where the spins in sublattices $\{0, 1\}$ and $\{2, 3\}$ point in opposite directions to each other (See Fig. 4 (c) for a schematic picture of the stripy order). When $J_2/J_1 = 0.5$, the ratio of $J_2/J_1$ becomes exactly the same as the ratio of the number of nearest neighbor bonds and that of next-nearest neighbor bonds, which are three and six respectively. The stripy order allows only $2/3$ of the nearest-neighbor bonds to gain the antiferromagnetic spin exchange energy. However, it also gains the antiferromagnetic spin exchange energy for $2/3$ of the next-nearest-neighbor bonds. As a result, the bond energies associated with $J_1$ and $J_2$ become equal at $J_2/J_1 = 0.5$, making the energy of the collinear stripy phase degenerate with those of competing spiral ordered phases. In the following section (Sec. IV), we explore the effects of quantum fluctuations using two different approaches: the $1/\mathcal{S}$ expansion in the linear spin-wave theory and Schwinger boson mean-field
method. In particular, we show that the stripy order wins over the competing spiral ordered phases in a finite range of parameters near $J_2/J_1 = 0.5$ upon including quantum fluctuations, despite the fact that the stripy phase is a part of the classical ground state manifold only at $J_2/J_1 = 0.5$.

IV. QUANTUM ORDER-BY-DISORDER, EMERGENCE OF STRIPY PHASE, AND QUANTUM SPIN LIQUIDS

Quantum fluctuation may lift the line degeneracy in the classical-ground-state manifold, identified in the previous section. This quantum order-by-disorder effect may select certain magnetically ordered phase among the degenerate ground states. When quantum fluctuations become extremely strong, however, magnetic ordering would be completely suppressed and various quantum spin liquid phases may become emergent ground states. Here we explore both possibilities using two different approaches.

In Sec. IV A, we first use the large-$S$ analysis of the linear spin wave theory to investigate quantum order-by-disorder effects by computing zero-point quantum-fluctuation energy of degenerate classical ground states. We show that, in general, quantum fluctuations select certain magnetically ordered phases with ordering wavevectors lying along the high symmetry directions in the Brillouin zone. It is also found that quantum fluctuations favor collinear ordered states such as the Néel and stripy phases in a much wider region of the parameter space, compared to the classical limit. In Sec. IV B, it is shown that the Schwinger boson approach results in similar quantum order-by-disorder effects. We also explore emergent quantum spin liquid phases in the Schwinger boson mean-field theory when quantum fluctuations are very strong.

A. Large-$S$ analysis

We now consider the linear spin-wave theory via the Holstein-Primakoff boson representation. In order to include quantum fluctuations, we adopt the following spin-coordinate frame at each site $i$.

$$
\hat{z}_i = \hat{S}_i^z = Re[d \ e^{i(Q \cdot r_i + \varphi_s)}],
\hat{x}_i = -i \hbar m_i [d \ e^{i(Q \cdot r_i + \varphi_s)}],
\hat{y} = \frac{i}{2} \mathbf{d} \times \mathbf{d}^* = \hat{e}_3,
$$

(4)

where the local $\hat{z}_i$ axis is defined to be parallel to the direction of the classical spin order [See Eq.(3)]. For coplanar spiral states, one of the coordinate axis, $\hat{y}$, can be taken as the normal vector of the spiral plane and it would be site-independent. In the large-$S$ limit, the linearized Holstein-Primakoff transformation can be written as

$$
\mathbf{S}_i = (S - n_i) \hat{z}_i + \sqrt{2S} \left( a_i^\dagger \ (a_i), \ \frac{\hat{x}_i + i \hat{y}_i}{2} + a_i \ (a_i^\dagger), \ \frac{\hat{x}_i - i \hat{y}_i}{2} \right),
$$

(5)

where $S$ is the spin magnitude, $a_i^\dagger (a_i)$ are boson creation (annihilation) operators, and $n_i = a_i^\dagger a_i$ is the boson density operator. Using Eq.(5), we expand $\mathcal{H}$ in Eq.(1) up to the quadratic order of boson operators, which results in the leading order Hamiltonian in the $1/S$ expansion. We can now easily evaluate the zero-point quantum fluctuation energy of the Holstein-Primakoff bosons (For more details, see Appendix B). One finds that quantum fluctuations select particular ordering wavevectors along the high symmetry lines of the Brillouin zone and such ordering wave vectors are depicted as green spheres in Figs. 2 (a)-(d) for different values of $J_2/J_1 = 0.2, 0.3, 0.5$ and 0.7. Depending on parameter regions, different kinds of magnetically ordered phases are selected as follows.

- **ΓZ spiral**: For $0.17 \lesssim J_2/J_1 < 0.5$, quantum fluctuations select the ordering wavevectors $\mathbf{Q} = \pm q(1, 1, 0)$ along the Γ-Z line. Some examples are shown in Figs. 2 (a) and (b) for $J_2/J_1 = 0.2$ and $J_2/J_1 = 0.3$, respectively.

- **ΓXY spiral**: For $J_2/J_1 > 0.5$, quantum fluctuations favor the ordering wavevectors $\mathbf{Q} = \pm q(1, -1, 0)$ along the Γ-X line and $\mathbf{Q} = \pm q(0, 0, 1)$ along the Γ-Y line. Figure 2 (d) illustrates such selection of the ordering wavevectors for $J_2/J_1 = 0.7$.

Figure 3 shows the phase diagram as a function of inverse spin-magnitude $1/S$ and the ratio $J_2/J_1$ upon including zero-point quantum-fluctuation energy corrections. Notice that the collinear magnetic orders such as Néel and stripy phases, win over spiral orders in a wider range of parameter space as quantum fluctuations become stronger or $1/S$ becomes bigger.

![Figure 3](linked-image-url)

**FIG. 3.** (Color online) Magnetic phase diagram of the $J_1$-$J_2$ Heisenberg model on the hyperhoneycomb lattice as a function of inverse spin magnitude $1/S$ and the ratio $J_2/J_1$, where zero-point quantum fluctuations are included in the linear spin-wave theory. Notice that the collinear orders such as the stripy and Néel phases become the ground states for a wider region of parameter space as quantum fluctuations become stronger or $1/S$ becomes bigger.
Consider the following mean-field Hamiltonian for the Heisenberg model in Eq. (1).

where spin boson density at each site is related to the magnitude of the boson mean-field parameters. Spin moments are represented by arrows. Mean-field parameters \( n_i \) \((n = 1, 2, 3, 4)\) in the Schwinger boson theory are denoted by red, green, blue, and magenta lines, respectively. Solid lines correspond to antiferromagnetic correlations \( (\eta_n > 0) \) between two sites and dashed lines represent ferromagnetic arrangements \( (\eta_n = 0) \). For clarity, we show \( \eta_{3,4} \) only on two \( J_2 \)-bonds in each figure with the rest of them being omitted.

zero-point quantum fluctuations in the linear spin-wave theory are valid only for large spin magnitude \( S \) or small \( 1/S \). In order to access the strong quantum fluctuation regime, we now turn to the Schwinger boson analysis that can be used to study both semi-classical and strongly quantum regimes on an equal footing.

### B. Schwinger boson approach

In the Schwinger boson theory, the spin operator is represented in terms of spin-carrying bosons, \( b_{i\alpha} \):

\[
S_i = \frac{1}{2} b_{i\alpha}^\dagger \sigma_{\alpha\beta} b_{i\beta},
\]

(6)

where \( \sigma_{\alpha\beta} \) are the Pauli matrices \( (\alpha, \beta \in \{\uparrow, \downarrow\}) \), and summations over repeated Greek indices are assumed. Here the boson density at each site is related to the magnitude of the spin \( S \) via

\[
n_b = b_{i\alpha}^\dagger b_{i\alpha} = \kappa,
\]

(7)

where \( \kappa = 2S \). Using the Schwinger boson representation, we consider the following mean-field Hamiltonian for the \( J_1-J_2 \) Heisenberg model in Eq. (1).

\[
\mathcal{H}_{MF} = \sum_{i>j} \frac{J_{ij}}{2} \left( |\eta_{ij}|^2 - \eta_{ij} b_{i\alpha}^\dagger \epsilon_{\alpha\beta} b_{j\beta} + \text{H.c.} \right) + \sum_i \lambda_i \left( b_{i\alpha}^\dagger b_{i\alpha} - \kappa \right),
\]

(8)

where \( \eta_{ij} = \langle b_{i\alpha} \epsilon_{\alpha\beta} b_{j\beta} \rangle \) is the mean-field parameter \( (\epsilon_{\alpha\beta} \) is the antisymmetric tensor) and \( \lambda_i \) is the Lagrange multiplier to implement the constraint on spin magnitude in Eq. (7). It has been known that such mean-field solutions become exact in the large-\( N \) limit of the Sp(\( N \)) generalized model, where \( N \) flavors of bosons, \( b_{i\alpha m} (m = 1, 2, ..., N) \), are introduced and the constraint is generalized to \( n_b = b_{i\alpha m}^\dagger b_{i\alpha m} = \kappa N \). The large-\( N \) limit is then taken by fixing \( n_b/N = \kappa \). Notice that \( \kappa \) in this limit plays the role of \( 2S \) in the SU(2) case, namely the large(small)-\( N \) limit corresponds to semi-classical (quantum) regime. Thus the mean-field solution is non-perturbative in \( \kappa \) or \( 2S \) in contrast to the spin-wave theory. Here we directly work with the mean-field solutions in the SU(2) limit. In this formulation, the Bose condensation at large-\( \kappa \) leads to magnetically ordered phases while quantum spin liquid phases with gapped spin-carrying bosons, dubbed spinons, appear at small-\( \kappa \). We explicitly include the condensate \( x_{i\alpha} = \langle b_{i\alpha} \rangle \) degrees of freedom in Eq. (8) and minimize the energy \( \langle \mathcal{H}_{MF} \rangle \) with respect to \( \eta_{ij}, \lambda_i, \) and \( x_{i\alpha} \).

#### 1. Classical limit and mean-field ansatz

The classical limit can be obtained by taking \( \kappa \to \infty \) in the Schwinger boson mean-field theory, where the classical spins \( S_i^c \) and mean-field link variables \( \eta_{ij}^c \) are written in terms of condensate amplitudes of bosons:

\[
S_i^c = \frac{1}{\kappa} x_{i\alpha}^c \sigma_{\alpha\beta} x_{j\beta},
\]

(9)

\[
\eta_{ij}^c = \frac{1}{\kappa} x_{i\alpha}^c \epsilon_{\alpha\beta} x_{j\beta},
\]

(10)
where the scaled $S_i$ and $\eta_{ij}$, normalized by the boson density $\kappa$, satisfy $|S_i^x| = 1$ and $S_i^z \cdot S_i^z = -2|\eta_{ij}|^2 + 1$. Comparing Eqs. (9) and (10) with the single-$Q$ variational ansatz for the spiral spin states in Eq. (3), one can determine the corresponding expressions of $x_{\alpha}$ and $\eta_{ij}$ for the degenerate classical ground states investigated earlier. Upon including quantum fluctuations when $\kappa$ is large and finite, we find that quantum order-by-disorder chooses the same set of magnetically ordered phases, namely Néel, Stripy, $\Gamma Z$, $\Gamma XY$ spiral orders. It can be shown that the mean-field ansatz for these selected states requires four independent parameters $\eta_n (n = 1, \cdots, 4)$. Figures 4 (a)-(d) illustrate four different classical spin states: Néel, $\Gamma Z$ spiral, Stripy and $\Gamma X$ spiral states. The corresponding mean-field parameters $\eta_n (n = 1, 2, 3, 4)$ are also shown in the same figures. Colored solid lines indicate four different mean-field parameters $\eta_n (n = 1, 2, 3, 4)$ for antiferromagnetic correlations and colored dashed lines represent ferromagnetic arrangement between two sites. The parameters $\eta_{1,2}$ are defined for the nearest-neighbor $J_1$ bonds and $\eta_{3,4}$ are for the next-nearest-neighbor $J_2$ bonds (see Appendix C for more details). As quantum fluctuations increase as $\kappa$ becomes smaller, magnetically ordered phases are suppressed and the corresponding condensate densities of bosons vanish. This marks the transition to quantum spin liquid phases. In the next section, we explore the resulting phase diagram for various values of $\kappa$ and $J_2/J_1$.

2. Mean-field phase diagram

Figure 5 shows the mean-field phase diagram as a function of $1/\kappa$ and the ratio of $J_2/J_1$. In the limit $\kappa \to \infty$, it successfully recovers all the classical magnetic phases with the phase boundaries consistent with the classical phase diagram. As an example, the behaviors of mean-field parameters as a function of $J_2/J_1$ for $1/\kappa = 2$ are shown in Fig. 6 (a). As shown in Fig. 4, the classical magnetic orders are described by different mean-field structures for various ranges of $J_2/J_1$: (i) $\eta_{1,2} > 0$ for the Néel, (ii) $\eta_{1,2,4} > 0$ for the $\Gamma Z$ spiral, (iii) $\eta_{2,4} > 0$ for the Stripy, and (iv) $\eta_{2,3,4} > 0$ for the $\Gamma XY$ spiral phases.

Just like the results of the linear spin-wave theory, the collinear orders such as the Néel and Stripy phases exist in a wider region of the parameter space as quantum fluctuations become stronger or $1/\kappa$ becomes bigger. On the other hand, the phase boundaries between different phases look somewhat different, and this happens because quantum fluctuations enter differently in the linear spin-wave theory and Schwinger boson approach. At the mean-field level, the phase transitions between magnetically ordered phases at finite $1/\kappa$ are first order (black thick solid lines) as is evident from the behaviors of the mean-field parameters shown in Fig. 6.

When quantum fluctuations are further increased, second order phase transitions from the magnetically ordered phases to quantum spin liquid states occur at some critical $(1/\kappa)_c$. Quantum spin liquid phases for $1/\kappa > (1/\kappa)_c$ possess gapped bosonic spinon excitations. In the range of $0 \leq J_2/J_1 \leq 1$, we find $(1/\kappa)_c \simeq 3 - 6$. $U(1)$ and $Z_2$ spin liquid phases arise for $1/\kappa > (1/\kappa)_c$ upon quantum disordering the Néel/Stripy and spiral orders. As is well known, $U(1)$ and $Z_2$ spin liquid phases typically occur via second order phase transition from collinear and spiral ordered phases, respectively. To be more specific, we show the behaviors of mean-field parameters for $1/\kappa = 7$ in Fig. 6 (b). Here $U(1)$ and $Z_2$ refer to the gauge structure of quantum spin liquid phases, which can be characterized by physical quantities invariant under the corresponding gauge transformations. For example, the $U(1)$ spin liquid arising from the Néel state is distinct from the $U(1)$ spin liquid associated with the Stripy order as gauge invariant quantities, such as the gauge-invariant products of link variables around closed loops, are different in two phases.

Notice that the $Z_2$ spin liquid that emerges from the $\Gamma Z$ spiral order (or the $Z_2$ spin liquid arising from the $\Gamma XY$ spiral, not shown in Fig. 5) is different from the $Z_2$ spin liquid discovered in the Kitaev-Heisenberg model on the same lattice. The former has gapped bosonic spinon excitations and the latter supports gapless Majorana fermion excitations. In order
FIG. 7. (Color online) Lower edge of the two-spinon spectrum in the $Z_2$ spin liquid. The spectrum is calculated at $J_2/J_1 = 0.84$ and $1/\kappa = 7$ in the phase diagram of Fig. 5. Three plots show the spectra in three different planes in the first Brillouin zone: the $\Gamma Y$, $\Gamma Z$, and $\Gamma X$ planes.

V. DISCUSSION AND OUTLOOK

In this work, we investigated the nature of magnetic frustration and emergent quantum phases in the SU(2) symmetric $J_1$-$J_2$ Heisenberg model on the hyperhoneycomb lattice. We identified degenerate classical-ground-state manifold and studied the effects of quantum fluctuations. For $J_1 > 0$ and $J_2 > 0$, it was found that quantum order-by-disorder effects select spiral ordered phases as well as collinear stripy and Néel phases. Such collinear phases can be shown to be equivalent to zigzag and ferromagnetic phases when $J_1 < 0$ and $J_2 > 0$ via the transformation Eq.(2). Possible quantum spin liquid phases in the strong-quantum-fluctuation regime were also identified.

In real materials such as $\beta$-Li$_2$IrO$_3$, magnetic anisotropies are likely to exist due to spin-orbit coupling. Hence, it is useful to investigate what the effects of such anisotropies are on magnetically ordered phases studied in this paper. While the full study of anisotropic spin interactions is beyond the scope of this paper, here we simply focus on coplanar spiral ordered phases and study how magnetic anisotropies would affect such phases. In coplanar spiral phases, the plane where the spins are lying would rotate with a pitch consistent with the ordering wavevector. Such a spiral plane is not fixed in SU(2)-invariant systems and can be chosen freely. In the presence of magnetic anisotropies, however, the spiral plane may be locked to particular directions.

We now consider the spiral phases discussed in previous sections: $\Gamma X$, $\Gamma Y$, and $\Gamma Z$ spirals with ordering wavevectors lying along the corresponding high symmetry directions. In order to understand how the spiral plane may be constrained, we consider the Landau free energy as a function of $d$ which is defined in Eq. (3). When the system develops a spiral state with a specific ordering wavevector $Q$, the full lattice symmetries of the hyperhoneycomb lattice are broken and only a subset of lattice symmetries remains. We use this subset of symmetries and construct the symmetry-invariant free energy (Detailed analysis is shown in Appendix D). For the ordering wavevectors lying along $\Gamma Z$, $\Gamma X$ and $\Gamma Y$, we denote the corresponding free energies as $f_{\Gamma Z}$, $f_{\Gamma X}$ and $f_{\Gamma Y}$, respectively. The free energies can be easily expressed in terms of a unit vector $\hat{e}_3$ normal to the spiral plane, i.e. $\hat{e}_3 = (e_3^x, e_3^y, e_3^z) = \hat{e}_1 \times \hat{e}_2$:

$$f_{\Gamma Z} = f_{\Gamma Y} = c_1 \left( (e_3^x)^2 + (e_3^y)^2 \right) + c_2 \left( e_3^z e_3^z \right)$$

$$f_{\Gamma X} = c_1 \left( (e_3^x)^2 + (e_3^y)^2 \right) + c_2 \left( e_3^x e_3^y + e_3^y e_3^x \right)$$

The magnitudes of $c_i$ ($i = 1, 2, 3$) parameters cannot be determined on symmetry grounds, thus we investigate possible directions of $\hat{e}_3$ for general cases of $c_i$. 

To further characterize this $Z_2$ spin liquid, we show the dispersion of the lower edge of the (gapped) spinon-antispinon continuum in different planes of the Brillouin zone in Fig. 7, which can be obtained from $E_2(Q) = \min_p [\epsilon(Q + p) + \epsilon(p)]$, where $\epsilon(p)$ is the dispersion of the gapped bosonic excitations. Figure 7 corresponds to the case of $J_2/J_1 = 0.84$ and $1/\kappa = 7$, and the dispersions are shown for three different planes in the first Brillouin zone: $\Gamma Y$, $\Gamma Z$, and $\Gamma X$. The minimum energy of the two-spinon continuum occurs at $Q = \pm q(1, 1, 0)$ along the TZ line, which is consistent with the fact that this $Z_2$ spin liquid emerges from the TZ spiral order. These dispersions of the lower edge of the spinon-antispinon continuum can, in principle, be measured in the spin structure factor via neutron scattering experiments.
the which are normal to the spiral plane. (a) and (b) show the cases of \( \Gamma \) spiral states and \( \Gamma \) spiral state, respectively (we take the limit \( c_1 = 0 \) for the latter case). The symbol \( \perp [111] \) indicates that any \( \hat{e}_3 \) normal to [111] is possible. The parameters \( a \) and \( b \) represent continuous change of \( \hat{e}_3 \) with \( b > a \). The \( \Gamma \) and \( \Gamma \) spiral states select (001), (110) and (110) when the parameters are fine-tuned. For \( \hat{e}_3 \) \( \perp [111] \), \( \Gamma \) spiral states are stabilized. For \( \hat{e}_3 \) \( \perp [111] \), there are two independent parameters \( c_1 \) and \( c_2 \) that represent possible magnetic anisotropies. Figure 8 (a) illustrates the chosen directions of \( \hat{e}_3 \) in the plane of the unit-vector \( \hat{e}_3 \) with \( b > a \). The \( \Gamma \) and \( \Gamma \) spiral states select (001), (110) and (110) planes when the \( \Gamma \) or \( \Gamma \) spiral states are stabilized.

On the other hand, if the \( \Gamma \) spiral state is stabilized, the spiral plane is not always completely determined and some ambiguity may remain. Here one can prefer any direction as long as the components of the unit-vector \( \hat{e}_3 \) satisfy \( |e_3^1| = |e_3^2| \), depending on the values of three independent parameters \( c_1, c_2 \) and \( c_3 \). As an example, Fig. 8 (b) illustrates the chosen directions of \( \hat{e}_3 \) for arbitrary \( c_2 \) and \( c_3 \) with \( c_1 = 0 \). In this case, \( \hat{e}_3 \) is pointing along the high symmetry directions only when the parameters are fine-tuned. For \( c_3 = 0 \), the magnetic anisotropy selects either (110) or (110) plane depending on the sign of \( c_2 \). On the other hand, (110) plane is chosen in an extended parameter regime of finite \( c_3 \) and \( c_2 > c_3 \). For \( c_2 < 0 \) and \( c_2 = \pm c_4 \), the spiral plane becomes either (111) or (111). For \( c_2 > 0 \) and \( c_2 = \pm c_3 \), any spiral planes can be chosen as far as their normal vector \( \hat{e}_3 \) satisfies either \( \hat{e}_3 \cdot [111] = 0 \) or \( \hat{e}_3 \cdot [111] = 0 \) (We use the symbols \( \perp [111] \) and \( \perp [111] \) to represent this case in Fig. 8). Beyond these special limits, the direction of the normal vector \( \hat{e}_3 \) deviates from the high symmetry lines and sensitively changes as a function of \( c_1 \). The symbols \( a \) and \( b \) in Fig. 8 (b) indicate that the direction of \( \hat{e}_3 \) changes with \( b > a \) with \( a \) and \( b \) being able to change continuously.

Finally, we discuss possible future directions related to our results. One interesting issue would be thermal order-by-disorder effects in the same Heisenberg model on the hyper-honeycomb lattice. Similar to the effects of quantum fluctuations, thermal fluctuations may also lift the classical ground state degeneracy and select special magnetic ordering patterns. While we show that collinear magnetic orders such as the stripy phase are promoted upon including quantum fluctuations, it is not guaranteed that the entropic effect would also favour the same collinear order. In case that thermal order-by-disorder effect chooses a different state, there might be a finite temperature transition to the entropically chosen phase at finite temperatures due to the competition between quantum and thermal order-by-disorder effects. Another issue is the investigation of magnetic phases in the presence of both anisotropic spin interactions and magnetic frustration. In our paper, we mainly focused on the magnetic frustration effect and studied the SU(2)-invariant Heisenberg model albeit we briefly discussed possible effects of magnetic anisotropies in spiral ordered phases. On the other hand, the full understanding of the interplay between anisotropic spin interactions and magnetic frustration may be necessary for understanding real materials. This would be an important topic for future theoretical studies.
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Appendix A: Hyperhoneycomb lattice structure

In this appendix, we describe the lattice structure of the three-dimensional hyperhoneycomb lattice. As shown in Fig. 1, the hyperhoneycomb lattice can be regarded as a face-centered orthorhombic Bravais lattice with a four-site basis. The primitive lattice vectors are given by

\[
\begin{align*}
\mathbf{a}_1 &= (2, 4, 0), & \mathbf{a}_2 &= (3, 3, 2), & \mathbf{a}_3 &= (-1, 1, 2), \\
\text{and the coordinates of four basis vectors } \mathbf{d}_i \text{ with four sublattice indices } \alpha (\alpha = 0, 1, 2, 3) \text{ are given by}
\end{align*}
\]

\[
\begin{align*}
\mathbf{d}_0 &= (0, 0, 0), & \mathbf{d}_1 &= (1, 1, 0), & \mathbf{d}_2 &= (1, 2, 1), & \mathbf{d}_3 &= (2, 3, 1).
\end{align*}
\]

The sites of four different sublattices are shown as distinct colored-spheres in Fig. 1. The lengths of the nearest-neighbor
spin-wave theory. As introduced in Sec. IV A, the Holstein-
ansätze are translationally invariant and represented by four
operators for sublattices 0, 1, 2 and 3 at wavevector, and
and next-nearest-neighbor bonds are $\sqrt{2}$ and $\sqrt{6}$, respec-
tively. Each sublattice site has three nearest-neighbor bonds
that reside on a two-dimensional plane, forming 120° angle
to each other as the case in the two-dimensional honeycomb
lattice. However, unlike the honeycomb lattice, three nearest-
near-neighbor bonds in the hyperhoneycomb lattice are not equiva-
lent as only two of the nearest-neighbor sites belong to the
same sublattice and the remaining one does not. One can also
describe the lattice structure with the orthorhombic conven-
tional unit-cell (a box in grey lines) shown in Fig. 1. Here the
lattice vectors are given by $a = (6, 6, 0)$, $b = (-2, 2, 0)$, and
c = (0, 0, 4) (in the same unit as used above). The reciprocal
lattice vectors are given by,

$$b_1 = \left(\frac{\pi}{3}, -\frac{2\pi}{3}, \frac{\pi}{2}\right)$$
$$b_2 = \left(-\frac{2\pi}{3}, \frac{\pi}{3}, -\frac{\pi}{2}\right)$$
$$b_3 = \left(\frac{2\pi}{3}, -\frac{\pi}{3}, -\frac{\pi}{2}\right).$$

The first Brillouin zone as well as the high symmetry direc-
tions and points are shown in Fig. 9.

**Appendix B: Holstein-Primakoff linear spin-wave theory**

We discuss the computation of zero-point quantum-
fluctuation energy within the large-$S$ semi-classical linear
spin-wave theory. As introduced in Sec. IV A, the Holstein-
Primakoff transformation in Eq. (5) leads to the spin wave
Hamiltonian of the order $O(S)$:

$$H_{O(S)}/S = \frac{1}{2} \sum_{ij} J_{ij} \left[ a_j^\dagger a_j (\hat{x}_i \cdot \hat{x}_j + 1 - 2\delta_{ij} \hat{z}_i \cdot \hat{z}_j) + \frac{1}{2} (a_j^\dagger a_j + a_j a_j) (\hat{x}_i \cdot \hat{x}_j - 1) \right]$$
$$= \sum_{k,s} \left( A_k^\dagger A_{-k} \right) \left( \frac{W_k T_k}{T_k^*} \right) \left( A_k^\dagger - A_{-k} \right) + J_m.$$  

(B1)

Here, the second line denotes the Fourier-transformed
Hamiltonian. $A_k^\dagger = (a_{k,0}, a_{k,1}, a_{k,2}, a_{k,3})$, $A_k =
(a_{k,0}, a_{k,1}, a_{k,2}, a_{k,3})$ represent boson creation, annihilation
operators for sublattices 0, 1, 2 and 3 at wavevector, and
$J_m = \sum_{ij} \frac{J_{ij}}{2} \hat{z}_i \cdot \hat{z}_j$ is the classical energy. $W_k$ and $T_k$ are
4 x 4 matrices defined as

$$(W_k)_{ss'} = \frac{1}{16} \sum_{i \in s, j \in s'} \left( J_{ij} e^{-i k \cdot (r_i - r_j)} [\hat{x}_i \cdot \hat{x}_j + 1] - 4 \delta_{s,s'} J_m \right),$$
$$T_k = \frac{1}{16} \sum_{i \in s, j \in s'} \left( J_{ij} e^{-i k \cdot (r_i - r_j)} [\hat{x}_i \cdot \hat{x}_j - 1] \right).$$

(B2)

Using the Bogoliubov transformation, Eq. (B1) can be rewrit-
ten in the diagonalized basis:

$$H_{O(S)}/S = \sum_{k,s} \left( d_{k,s}^\dagger d_{-k,s} \right) \left( \omega_{k,s} 0 \right) \left( d_{-k,s} 0^\dagger \right)$$
$$= \sum_{k,s} 2 \omega_{k,s} \left( d_{k,s}^\dagger d_{k,s} + \frac{1}{2} \right).$$

(B3)

where $\omega_{k,s}$ are the eigenvalues of $\left( \frac{W_k T_k}{T_k^*} \right)$.

**Appendix C: Mean-field ansätze for the Schwinger boson theory**

Here, we describe the mean-field ansätze used in the
Schwinger boson theory. As mentioned in Sec. IV B, the
ansätze are translationally invariant and represented by four
independent parameters $\eta_n$ ($n = 1, \ldots, 4$) in a unit cell. The
mean-field parameters are listed in Table I for six $J_1$ bonds
and twelve $J_2$ bonds in a unit cell. The four parameters are
defined at four different types of bonds. The parameter $\eta_1$ ($\eta_2$)$\eta_3$ is defined for the $J_1$ $(J_2(x,y))$ bonds, where $J_1(z)$ connects
the sublattices 0 & 1 or 2 & 3, and $J_1(x,y)$ represents the rest of
the $J_1$-type bonds. The parameter $\eta_2$ is defined for the
$J_2(x,y-x)$ bonds, where two sites in the bond are connected
to two $J_1(x,y)$ bonds. $\eta_4$ is defined for the $J_2(x-y-z)$ bonds,
where two sites in the bond are connected to $J_1(x,y)$ and $J_1(z)$
bonds. The above classification of the bonds is based on lat-
tice symmetries of the hyperhoneycomb lattice. Under lattice
symmetry operations, each type of bonds are transformed into
the same type of bonds, for instance a $J_1(z)$ bond is trans-
formed to another $J_1(z)$ bond. These mean-field parameters
are assumed to be real numbers.
Table I. Different types of bonds in a unit cell and mean-field ansätze \( \{ \eta_{ij} \} \) for the Schwinger boson mean-field theory. In the table, \( i = (0; m) \) and \( j = (R; n) \), where the first component means the lattice vector and the second the sublattice. The ansatz with the positive (negative) sign for the first half of \( \eta_{ij} \) bonds describes the \( \Gamma X \) (\( \Gamma Y \)) spiral phase.

| bond        | \( m \) | \( n \) | \( R \) | \( \eta_{ij} \) |
|-------------|---------|---------|---------|----------------|
| \( J_1(z) \) | 0       | 1       | 0       | \( \eta_1 \)  |
|             | 2       | 0       | 0       | \( \eta_1 \)  |
| \( J_1(xy) \) | 1       | 2       | 0       | \( -\eta_2 \) |
|             | 3       | 0       | \( a_1 \) | \( \eta_2 \)  |
|             | 3       | 0       | \( a_2 \) | \( \eta_2 \)  |
|             | 2       | 1       | \( a_3 \) | \( \eta_2 \)  |
| \( J_2(xy - xy) \) | 0       | 0       | \( a_1 - a_2 \) | \( \pm \eta_3 \) |
|             | 3       | 3       | \( a_1 - a_2 \) | \( \pm \eta_3 \) |
|             | 1       | 1       | \( a_3 \)  | \( \eta_3 \)  |
|             | 2       | 2       | \( a_3 \)  | \( \eta_3 \)  |
| \( J_2(xy - z) \) | 2       | 0       | 0       | \( \eta_4 \)  |
|             | 2       | 0       | \( a_1 \) | \( \eta_4 \)  |
|             | 2       | 0       | \( a_2 \) | \( \eta_4 \)  |
|             | 2       | 0       | \( a_3 \) | \( \eta_4 \)  |
|             | 3       | 1       | \( 0 \)  | \( \eta_4 \)  |
|             | 3       | 1       | \( a_1 \) | \( \eta_4 \)  |
|             | 3       | 1       | \( a_2 \) | \( \eta_4 \)  |
|             | 3       | 1       | \( a_3 \) | \( \eta_4 \)  |

Table I describes two mean-field ansätze. Notice that the first half of \( \eta_{ij} \) bonds can have two possible signs, \( \pm \). The ansatz with the positive (negative) sign describes the \( \Gamma X \) (\( \Gamma Y \)) spiral phase.

Appendix D: Symmetry analysis of magnetic anisotropy

Here, we briefly discuss the symmetries of the hyperhoneycomb lattice following Ref.2, and derive the symmetry transformation properties of the order parameter \( \mathbf{d} \), defined in Eq. (3). The ideal hyperhoneycomb lattice is described by the space group \( Fdd \) and the point group \( D_{2h} \). There are three types of symmetry operations in the hyperhoneycomb lattice (See Fig. 1):

1. Inversion at the bond center of sublattices 1 and 2, or sublattices 0 and 3.

2. Three orthogonal \( C_2 \) axes at the bond center of sublattices 0 and 1, or sublattices 2 and 3. These axes are parallel to the lattice vectors \( a \), \( b \) and \( c \) of the underlying face-centered orthorhombic Bravais lattice (defined in Appendix A).

3. Glide planes parallel to each face of the orthorhombic unit-cell followed by translation \( a_i/2 \) (defined in Appendix A).

There are four generators for \( D_{2h} \) point group: inversion \( I \) and three \( C_2 \) rotations, \( C_{2a}, C_{2b}, C_{2c} \). Using these four generators, one can examine how the spin \( \mathbf{S}_i \) [Eq. (3)], that is a pseudo-vector, transforms under each symmetry operation.

We consider two different types of spiral states: \( \Gamma Z \) spiral state with the ordering wavevector \( \mathbf{Q} = q(1, 1, 0) \) and \( \Gamma \times \Gamma Y \) spiral state with the ordering wavevector, either \( \mathbf{Q} = q(1, 1, 0) \) or \( \mathbf{Q} = q(0, 0, 1) \). For \( 0.17 < J_2/J_1 < 0.5 \), the ground state is the \( \Gamma Z \) spiral state with the ordering wavevector \( \mathbf{Q} = q(1, 1, 0) \) and the corresponding little group (for the remaining lattice symmetries) is generated by \( I \), \( C_{2a} \). Under the symmetry operations, the order parameter \( \mathbf{d} \) transforms as

\[
I : \mathbf{d} \rightarrow \mathbf{d}^* \\
C_{2a} : d_x \rightarrow d_y, \quad d_y \rightarrow d_x, \quad d_z \rightarrow -d_z.
\]

Similarly, for \( J_2/J_1 > 0.5 \), the ground state is the \( \Gamma \times \Gamma Y \) spiral state with the ordering wavevector, either \( \mathbf{Q} = q(1, 1, 0) \) or \( \mathbf{Q} = q(0, 0, 1) \). For the case of the ordering wave vector \( \mathbf{Q} = q(1, 1, 0) \), the little group is generated by \( I \), \( C_{2b} \), and the order parameter \( \mathbf{d} \) transforms as

\[
I : \mathbf{d} \rightarrow \mathbf{d}^* \\
C_{2a} : d_x \rightarrow -d_y, \quad d_y \rightarrow -d_x, \quad d_z \rightarrow d_z.
\]

In the case of the ordering wavevector \( \mathbf{Q} = q(0, 0, 1) \), the little group is generated by \( I \), \( C_{2c} \). The order parameter \( \mathbf{d} \) transforms under these symmetries as follows.

\[
I : \mathbf{d} \rightarrow \mathbf{d}^* \\
C_{2a} : d_x \rightarrow -d_y, \quad d_y \rightarrow -d_x, \quad d_z \rightarrow d_z.
\]

Based on these symmetry-transformation properties of the order parameter \( \mathbf{d} \), one can figure out the symmetry-allowed Landau free energy in terms of \( \mathbf{d} \) as shown in Eq. (12).
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