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Abstract
To our minds, the real world appears as a composition of different interacting entities, which demonstrate complex behavior. In the current paper, we primarily aim to study such networked systems by developing corresponding approaches to modeling them, given a class of tasks. We derive it from the primary concept of information and a system, with corresponding dynamics emerging from interactions between system components. As we progress through the study, we discover three possible levels of certain synchronous pattern composition in complex systems: microscopic (the level of elementary components), mesoscopic (the level of clusters), and macroscopic (the level of the whole system). Above all, we focus on the clusterization phenomenon, which allows to reduce system complexity by regarding only a small number of stable manifolds, corresponding to cluster synchronization of system component states—as opposed to regarding the system as a whole or each elementary component separately. Eventually, we demonstrate how an optimization problem for cluster control synthesis can be formulated for a simple discrete linear system with clusterization.
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1 Introduction
Since the ancient times, humanity was always deeply curious about reasons and causes of things. At the most basic level, some objects appear to our minds as identical, while other ones can be highlighted from the rest by some distinctive features. In fact, this ability to generalize the perceived environment—but not in all its manifestations, just in certain patterns—originates mathematics and cybernetics. These two areas of knowledge can in fact represent two interconnected ways of understanding information and (complex) systems.

Mathematics plays the key role in the objectives, where a human needs to replicate his ideas in an accessible (for the others) and compact form, and, moreover, reproduce these ideas exactly the same as they appear to the person they originate from. For example, ancient Babylonian mathematics was exploited in engineering and architectural tasks, where a resulting product should have been precisely geometrically implemented from human mind. In this time period, geometry and arithmetic were proposed to help generalize and manipulate mental representations of real objects, for the previously unknown ones to be created. Indeed, instead of trying to enumerate the continuum of internal and boundary points of a triangle, it is sufficient to specify the locations of the three vertices and grasp the concept of a straight line segment between two points. In other words, mathematics practically allows to compress signals and data:
1. Signals, perceived from the environment (by finding common patterns in nature).
2. Data, produced in a mind by combining abstract generalized concepts (e.g. number, figure) according to some meaningful rules (for example, arithmetic).
This peculiarity of the mathematical approach brings us to the first way of understanding information—it is matter, which appears to our minds identical on local level (in a certain sense of locality, probably in some transformed perception standard, where we agree to consider certain things identical), and which looks distinct on the corresponding global level (according to the same sense of locality). As an example, consider a table, which we highlight from other objects in a room. On its local level (in the volume of space this table occupy), it is composed of roughly the same molecules, so that our mind notices this property and generalizes the whole bunch of molecules into a single object, aiming to avoid storing more than enough to sufficiently describe the table. At the same time, on the global level of the whole room, a table can be clearly distinguished from other room furniture—other systems.

Cybernetics is a much younger study than mathematics, which not only pursues the goal to develop theoretical tools for efficient organization of telecommunications and control of systems, but also aims to further provide deeper insight into information and complex systems as independent entities. Indeed, signal compression based on digital or analog encoding allows to extract meaningful components from the whole, so that the load on a corresponding telecommunication channel for data transfer would be minimal, and thus more data can be passed through the channel. At the same time, humans tend to compress data from perceived signals in the everyday life by their nature, so that more knowledge can be obtained and stored. Despite cybernetics and mathematics seem very similar according to the example provided above, the main distinction between the studies is the presence and significance of time in the signals and systems. Here time arises from our ability to memorize things and thus distinguish the past from the present and future; for us, the world is subject to dynamics, to changes and transformations, which we reflect in our cybernetical models of complex systems. Moreover, any static mathematical example of finding common patterns can be regarded as a dynamic process, if we always take into account the human limitation of being able to be focused on only a few things at a time: we never gather data instantaneously, observation is always a time consuming process (i.e., it occurs always during some non-zero time). For example, comparison of different parts of environment while observing the table in the room consumes time to change our attention and gather enough data for the final concept of the table to emerge and become clear. To further motivate the need to highlight time and dynamical nature of things, consider irreversible chaotic systems, behavior of which is notably hard to predict in the future, if their initial state is provided inaccurately in the past or in the present. Such inaccuracy may arise in presence of unknown (stochastic) disturbances or noise, which we are unable to predict due to biological or technological limitations. Thus, in the world of dynamic processes, information can be thought of as any awareness by the subject that something has changed, accompanied by awareness that the rest of the things stay unchanged. This definition is very similar to the static one, except now locality can also be regarded in space and time separately, which may become convenient in control of systems with complex unpredictable dynamics.

2 Clustering in Complex Systems

First, we need to provide a definition of a complex system, for further motivation of complex systems study to become clear. Next, two ways of system modeling are described, with corresponding pros and cons of both mentioned. Finally, we discuss the possible peculiarities of complex systems dynamics (stability and clustering), which emerge due to internal and external processes, relatively to the system.

2.1 Understanding of Complex Systems

As we study patterns and their evolution in time, we may find that some generalization and corresponding dynamic analysis problems may appear exceptionally challenging. For example, consider the task of forecasting, which requires us to predict the weather in future. As we dive into this problem, we may find that near future weather \( W_F \) (about a few hours) is quite similar to the present one \( W_{PR} \), so that future can be thought of as slightly transformed present:

\[
W_F^1 = T(W_{PR}) \approx W_{PR},
\]

where \( T \) is the corresponding transformation. However, as we progress through time by stacking these transformations \( T^n(W_{PR}) \), where \( T \) repeatedly applied to \( W_{PR} \) \( n \) times, corresponding to a forecast for multiple weeks ahead, future

\[
W_F^n = T^n(W_{PR})
\]

becomes less and less similar to present; moreover, in case present weather would be slightly different \( \tilde{W}_{PR} \) comparing to \( W_{PR} \) (i.e., \( \tilde{W}_{PR} \approx W_{PR} \)), then stacking the same transformations for \( \tilde{W}_{PR} \) would result in some future weather

\[
\tilde{W}_F^n = T^n(\tilde{W}_{PR}),
\]

which may differ significantly from \( W_F^n \). In other words, \( \tilde{W}_{PR} \approx W_{PR} \) does not necessarily lead to \( \tilde{W}_F^n \approx W_F^n \). This is due to the nature of \( T \), which is governed by the way various internal components and external disturbances (e.g., air molecules, the Sun) of the climate system interact between each other, forming a networked system. The amount of the components and interconnections between them leads to inability of deriving and computing precise model of \( T \) using limited resources and obvious reasoning. Given the example above, we
can now define a complex system as a composition of a large number of simple interacting elements, placed in some environment, with which they also perpetually interact. This leads to the resulting overall system behavior to be unpredictable (by classical approaches) on distant time horizon, given simple behavior of its components—a special property, which we call emergence.

With the above being said, we can outline two main branches to dealing with complexity:

1. Quantitative complexity reduction: apply unjustified amount of resources.
2. Qualitative complexity reduction: apply unconventional study approaches.

Nowadays, quantitative approaches tend to become infeasible, due to the resource limitations mentioned above. Thus, we aim to develop advanced mathematical approaches to complex system modeling.

2.2 Complex Systems Modeling

As it was noted in Introduction, dynamic way of modeling allows for intuitively clear representation of systems, that evolve in time. Three approaches, which we will discuss further, are of the highest interest:

1. Discrete (automata) modeling [Ravazzi et al., 2021; Li et al., 2020; Silva, 2014].
2. Continuous dynamical systems modeling [Strogatz, 2000; Arnold and Silverman, 1987; Gazi and Fidan, 2007; Proskurnikov and Granichin, 2018; Granichin and Uzhva, 2020; Granichin et al., 2020; Fradkov, 2007].
3. Field theory modeling [Hu et al., 2019; Luo et al., 2021].

According to the first method, a complex system is composed of finite number of elementary autonomous units (further called agents), each of them having their individual state, which changes iteratively in time. A corresponding system model can be expressed in a difference equation; as an example, consider an autoregressive model:

\[ x_i(t) = c + \sum_{k=1}^{K} \theta_k x_i(t-k) + w_i(t), \]

where \( x_i(t) \) is the state of an agent \( i \) at time \( t \), \( c \) is a constant, \( \theta_1, \ldots, \theta_p \) are parameters, and \( w_i(t) \) is a stochastic disturbance. At \( p = 1 \), we obtain a so-called Markov process, which in fact is subject to lack of memory due to \( x_i(t) \) being dependent only on its previous iteration \( x_i(t-1) \). Model (1) can be augmented by adding non-linearity and inter-connections between multiple neighbor agents. Moreover, probabilistic variations of the automata models based on the Markov chain formalism can be considered [Li et al., 2020]. We also include Poincaré and Lorenz maps [Strogatz, 2000], notwithstanding such models are conventionally associated with dynamical systems. Summing up, automata approach is convenient for describing stochastic discrete processes (therefore any discrete dynamical system can be viewed as an automata system), which is relevant in the context of large-scale systems with a numerous number of digital agents.

Despite the automata modeling utilizes iterative approach to describe system evolution and, accordingly, such models may have straightforward implementation, cyber-physical systems may often continuously depend on time. A corresponding dynamical systems approach is thus favorable, as it allows to express a complex system (composed of \( N \) agents) dynamics using ordinary differential equations:

\[ \dot{x}_i(t) = f_i(x_i(t), u_i(t), w_i(t)), \]

where \( x_i(t) \in \mathbb{R}^{n_i} \) is a so-called state vector of an agent \( i \in \mathcal{N} = \{1, \ldots, N\} \) (\( n_i \) is the number of variables required to describe the agent state), \( u_i(t) \) is a local control action, and \( w_i(t) \in \mathbb{R}^{n_i} \) is a stochastic disturbance. Moreover, this method of systems modeling is not prone to lack of memory phenomenon mentioned above, due to more freedom available over chosing time intervals \( x_i(t) \) defined on. Continuous dynamical systems are also easy for precise analytical analysis.

Finally, field theory approach may be regarded as the most generalized one (perhaps derived from Equation (2) in the limit \( N \to \infty \)), since it is able to model a continuum of agents:

\[ \dot{x}(\lambda, t) = f(\lambda, x(\lambda, t), u(\lambda, t), w(\lambda, t)), \]

where agents are now “enumerated” (or rather localized) by a point \( \lambda \) in \( \mathbb{R} \) or its equinumerous subset (i.e. also with the cardinality of the continuum).

Modern cybernetics is mainly focused on discrete and continuous dynamical system modeling, while field theory modeling appears too early to discuss about. Consequently, we further focus on dynamical systems with finite number agents, without losing a hope that the developed theory can be generalized into model (3).

2.3 Clusterization

In Equation (2), control input \( u \) regulates the behavior of the system by setting the rules of the agent state change, depending on the states of neighbor agents and other environmental factors. Artificial complex systems are often required to change its global state in a controllable manner, so that the rules \( u \) should lead to the specified global goal. Aiming to study control inputs \( u \), we first should provide a clear description of possible goals, with corresponding models describing such goals rigorously. In [Fradkov, 2007], five types of goals are defined:

1. Stabilization (bringing the all agent states \( x \) to their corresponding constant state vectors \( x_\star \)):

\[ \lim_{t \to +\infty} x(t) = x_\star. \]
2. Tracking (bringing agent states to some function $x_*(t)$, perhaps different for each agent):
\[
\lim_{t \to +\infty} |x(t) - x_*(t)| = 0.
\]

3. Excitation of oscillations:
\[
\lim_{t \to +\infty} G(x(t)) = G_*
\]
for some scalar function $G(x)$.

4. Synchronization (matching all agent states):
\[
\lim_{t \to +\infty} |x_i(t) - x_j(t)| = 0.
\]

5. Limit set modifications (qualitative changes to the system, e.g. modifications of bifurcation types).

However, this classification is primarily applicable to quite simple systems, primarily single-element ones. As for the multiagent systems, synchronization-type goals are usually of the most interest, since they relate to pattern emergence and complexity reduction possibilities. Indeed, in case all agent states converge to a single synchronous stable manifold, the whole system can then be controlled as one bunch of equally behaving components, thus requiring a single control input.

Recently, in the related works [Proskurnikov and Granichin, 2018; Granichin and Uzhva, 2020; Granichin et al., 2020] it was noticed that many artificial (and natural) complex systems exhibit so-called cluster synchronization (also referred to as clusterization), according to which agents synchronize in groups: system components from one group synchronize, while the ones belonging to different groups do not. For example, cluster synchronization occurs in human brain activity, assuming a brain can be accurately represented by a non-linear coupled oscillators model [Sadilek and Thurner, 2014]. According to the research provided in these articles, cluster synchronization mainly emerges in systems with incomplete connectivity between agents and due to external disturbances, which may affect connectivity and agent states.

In the phenomenon of clusterization, multiple synchronous stable manifolds form (or exist in our models), corresponding to separate clusters. We denote the number of such cluster manifolds $m$, and the following relation between the number of agents $N$ and number of clusters $m$ is often true:
\[
N \gg m \gg 1.
\]

Equation (4) motivates the need to study clusterization phenomenon in complex systems for simple cluster control strategies development. In the current paper, we study the ways of cluster synchronization application to efficient system control strategy synthesis.

3 Classification of Control Strategies

In the previous Section, different types of goals for artificial complex system control were described. It was stated that both the specific type of a goal and the desired terminal system state values are regulated by the nature of the control input $u$. Current Section reveals possible approaches to the control input synthesis, regardless of the goal.

3.1 Open-loop vs Feedback Control

Amid the most simple yet straightforward ways to model and implement control action $u$ would be to construct a corresponding function $u_i(t)$ for each agent $i$, which only depends on time. For example, consider an ordinary linear system [Kalman, 1960]
\[
\dot{x}_i(t) = A_i x_i(t) + B_i u_i(t),
\]
where $A_i$ and $B_i$ are some matrices of an appropriate dimensionality, and $u_i \neq 0$. By introducing such control function $u$, we obtain a nonhomogeneous system, the state $x_i$, of which changes independently on any functions of its current state, except the linear one. We further call such control approach a program control or open-loop strategy, to emphasize its independence on the system state.

Frequently, in synchronization-type goals it is not enough for the control input $u$ to only depend on time, like in Equation (5). As an example, local voting [Amelina, 2013] and Kuramoto oscillator models [Acebron et al., 2005; Sadilek and Thurner, 2014; Benedetto et al., 2014; Chopra and Spong, 2006; Jadabaie et al., 2005] demonstrate interesting complex behavior, provided corresponding control actions appear in relatively simple form due to the permission to use system state for control synthesis. Therefore, in contrast to the class of control inputs described above, we define a feedback (thus emphasizing its dependence on state) control strategy as a class of control functions $u_i(x, t)$, which now also depend on a set of agent states $x$. This set may contain the state vector $x_i$ and, for instance, state vectors of its neighbors (agents, which affect the agent $i$).

Real world systems are often subject to various disturbances, which may render agent states inaccurate for further feedback control. In [Proskurnikov and Granichin, 2018; Granichin and Uzhva, 2020], a concept of an observation was thoroughly discussed: basically, we assume that the precise agent state values may be unavailable, while we can only rely on a measurement procedure
\[
y_j(x(t), v_i(t)),
\]
called an observation, with $x(t)$ being a set of agent states (over which the observation is performed), and $v_i$ being the measurement error due to noise. Using this procedure, one can synthesize a control input $u_i(y, t)$, where $y$ is a set of all necessary observations of the corresponding agents.

Accordingly, we distinguish three classes of control strategies:
1. Open-loop control.
2. State feedback control.
3. Observation feedback control.

3.2 Optimal Control

Another classification scheme of control strategies can be described in terms of the control action feasibility. Indeed, one is unable to apply infinite force to instantly achieve the desired system state; such force would always be limited by the abilities of the force actor: \(|u(x, t)| < \infty\). The same reasoning is true for the system states \(|x(t)| < \infty\) and observed outputs \(|y(x, t)| < \infty\). Often, even stronger conditions on such functions may be regarded: for example, in [Gallbraith and Vinter, 2003; Hernandez and Garcia, 2014] Lipschitz continuous control inputs are studied, where a function \(x(t)\) is called Lipschitz continuous in case there exists a constant \(K > 0\) (so-called Lipschitz constant) such that

\[
|x(t_1) - x(t_2)| \leq K|t_1 - t_2|
\]

is true for all real \(t_1\) and \(t_2\) (or for all \(t_1\) and \(t_2\) on the time interval under consideration). In other cases (e.g. in optimal control as optimization in Hilbert space), it might be required that \(x, y\) or \(u\) are bounded in \(L_p(0, T)\) sense:

\[
\int_0^T |u(t)|^p dt < \infty
\]

for \(u(t)\) as an example, where \(T > 0\) is terminal time (finite or infinite), up to which the system operates.

Recently, stability analysis and optimization techniques for control synthesis are of the most interest. The former seeks for such classes of control \(u\), which lead to stable system states (or for ways to check if a given input \(u\) leads to stable system states) [Lyapunov, 1892; Jadabaie et al., 2005]. At the same time, the objective of the latter study is to find such \(u\), which would lead the system to a stable manifold at the fastest rate [Kalman, 1960; Doyle, 1996; Le and Mendes, 2008]. Despite these two branches of complex system control study were initially clearly separated, nowadays they are closely related to each other. More than that, they became significantly more popular recently due to enough computational power available for numerical optimization methods, which are the only feasible solution to optimization for systems of significant complexity, tractable by analytical approaches.

In the situation of limited resources, we can generally minimize one of the following values \(J(u)\) for optimal control strategy synthesis.

1. Time consumption for convergence to the stable manifold, provided the control input is bounded:

\[
J_1(u) = \arg\min_u T(x, u),
\]

where \(T\) is total time consumption as a function of systems state \(x\) and bounded control input \(u\).

2. Conversely, control input, expressing "expended efforts", given the time is fixed and limited:

\[
J_2(u) = \arg\min_u \int_0^T \phi(x(t), u(x, t), t) dt,
\]

where \(\phi\) is some function of systems state \(x\), control input \(u\) and time \(t\).

We thus obtain two classes of control strategies, classified by optimality, further referred to as Equations (7) and (8). As an example, recall the system (5).

In presence of noise, modifications to the optimization functionals becomes needed. In [Granichin and Fomin, 1986; Jerray et al., 2021], “minimax” control strategies are discussed, which first maximize the functional value with respect to the unknown or noise parameters, prior to minimization over the control inputs. In other words, only worst-case scenarios are considered.

It is worth noting that in many complex system control problems it is not possible to obtain an optimal control strategy analytically. In these cases, iterative gradient methods [Kelley, 1960; Polyak, 1964; Liang et al., 2020] allow to find an optimal solution in the following form:

\[
u_{k+1} = u_k - \gamma_k \nabla_k J(u_k),
\]

where \(\gamma_k\) regulates the gradient descent speed.

3.3 Control on Different Scales

We further consider only synchronization-inducing and tracking control actions, as we deal with large-scale multiagent complex systems. Due to the numerous amount of possible computation steps required to synthesize the desired optimal control strategies, we again return to the basic concept of information and signal compression. In [Proskurnikov and Granichin, 2018; Granichin and Uzhva, 2020; Granichin et al., 2020], first attempts to generalize the theory of complex multiagent system control, which utilizes clusterization, were proposed. It was shown how clusterization could reduce the number of required control inputs by the relation between the number of agents \(N\) and clusters \(m \ll N\). According to the results proposed in these papers, we distinguish three scale classes:

1. Local (microscopic) control, different for each agent.
2. Cluster (mesoscopic) control, different for all separate clusters.
3. Global (macroscopic) control, equal for all agents.
We summarize possible scale classes by a scheme of the corresponding observation feedback control model with agent clusterization, see Figure 1.

Cluster control is possible for some integral (aggregated) cluster characteristics as separate cluster states, where clusters are assumed as separate subsystems. These characteristics can be obtained using, for example,

1. Local voting [Amelina, 2013].
2. “External” (i.e. non-multiagent) cluster identification methods, such as hierarchical clustering [Giordani et al., 2020; Karna and Gibert, 2021] or centroid-based clustering [Mughnyanti et al., 2020; Singh, 2021].
3. Data compression techniques, e.g. compressed sensing [Candès et al., 2006; Granichin et al., 2020].

4 Optimal Cluster Control

Consider a system of \( N \) particles in an \( K \)-dimensional space, each of them having state \( x_i[t] \), which is a vector in \( \mathbb{R}^K \). Let the interactions between them led to clusterization \( \mathcal{M} \) by the time \( t = 0 \): for example, due to the local voting. As it often happens in the real systems, the process of cluster formation is significantly faster than the cluster control processes. In other words, while the former usually occurs on a micro-level of fast simple inter-agent interactions, the latter requires certain substantial time for the observations of clusters to form and the corresponding control actions to be prepared. Thus, we further propose a discrete dynamical system model, which adequately resembles a computational control process with discrete time steps between the “observation” and “control” stages:

\[
x_i[t] = x_i[t - 1] + c_i[t - 1] + \frac{1}{\mu} f_i[t - 1],
\]

where \( c_i \) is the vector of “speed”; \( f_i \) is the vector of “force” and \( \mu \) is the “particle mass”, equal for all particles.

Given the initial conditions for (9) are such that \( |x_i[0]| > 0 \) and \( |c_i[0]| > 0 \) (further in this Section, \( |\cdot| \) norm is an arbitrary one, e.g. \( \ell_1 \) or \( \ell_2 \)), our task is to bring all particles to a single point (let it be 0, up to a change of variables) in one step, i.e. to minimize the following quality functional:

\[
J(f_1, \ldots, f_N) = \sum_{i=1}^{N} |x_i[1]|, \tag{10}
\]

with as little effort as possible. Below, we propose two control strategies: based on global- and cluster-state observations, then compare them. We define clusterization as in [Proskurnikov and Granichin, 2018; Granichin et al., 2020], for some \( \varepsilon \geq |z_i - z_j| \) distance between agent cluster-observations in one cluster, and for \( \delta \leq |z_i - z_j| \) distance between agent cluster-observations in different clusters. Further, we assume \( z_i = x_i + c_i \).

4.1 Global Control Strategy

In global control, a common force is applied: \( f_i = F \forall i \). This force is applied to all particles, so that it effectively acts on the center of mass

\[
X[t] = \frac{1}{N} \sum_{i=1}^{N} x_i[t]. \tag{11}
\]

Accordingly, we define average particle speed as

\[
C[t] = \frac{1}{N} \sum_{i=1}^{N} c_i[t]. \tag{12}
\]

Thus \( Z[t] = X[t] + C[t] \) plays the role of the observed global state and is used in deriving the optimal control strategy.

We denote \( U := F/\mu \) a two-component control input with the control value \( U_r = |U| \) and the direction of control matching the direction of the force. After substituting (9) into (10) with the global controlling force, the quality functional

\[
J_{\text{glob}}(U) = \sum_{i=1}^{N} |x_i[0] + c_i[0] + U[0]| = \sum_{i=1}^{N} |z_i[0] + U[0]|. \tag{13}
\]
can be obtained. According to [Granichin and Fomin, 1986], an optimal solution to (13) is

\[ U_{opt}[0] = -Z[0] = -(X[0] + C[0]), \]

thus the minimum of (13) is

\[ \min J_{\text{glob}}(U) = \sum_{i=1}^{N} |z_i[0] - Z[0]| \tag{14} \]

### 4.2 Cluster Control Strategy

Now, a common (for one cluster) force is applied to each agent: \( f_i = \overline{f}_i \ i \in M_\alpha, \) where \( M_\alpha \) is the collection of agent indices in cluster \( \alpha. \) In this case, such force acts on centers of mass of each cluster and average cluster particle speed correspondingly:

\[ \overline{z}_\alpha[t] = \frac{1}{M_\alpha} \sum_{i \in M_\alpha} z_i[t], \quad \overline{c}_\alpha[t] = \frac{1}{M_\alpha} \sum_{i \in M_\alpha} c_i[t], \]

where \( M_\alpha = |M_\alpha|. \) Thus \( \overline{z}_\alpha[t] = \overline{z}_\alpha[0] + \overline{c}_\alpha[t] \) plays the role of the observed cluster state and is used in deriving the optimal cluster control strategy.

We denote \( \overline{z}_\alpha := \overline{f}_\alpha / \mu \) a two-component control input with the control value \( \overline{z}_\alpha[0] = \overline{z}_\alpha \) and the direction of control matching the direction of the force for the cluster. The same reasoning as in the previous Subsection allows to obtain an optimal cluster control strategy

\[ \min J_{\text{clust}}(\overline{z}_1, \ldots, \overline{z}_m) = \sum_{\alpha=1}^{m} \sum_{i \in M_\alpha} |z_i[0] - \overline{z}_\alpha[0]|, \tag{15} \]

where \( m \) is the number of clusters and

\[ \overline{z}_{\alpha, \text{opt}}[0] = -\overline{z}_\alpha[0]. \]

### 4.3 Comparison of Cluster and Global Strategies

Finally, we compare the two strategies in terms of their corresponding quality functionals (14) and (15) at optimal sets of parameters. It may be obvious that the cluster control strategy is specifically “tuned” to change states of separated agent groups, while the global strategy roughly adjusts to the global state, which may vary significantly in different parts of the system—thus the latter is unable to reach that level of precision, achievable by the former. In fact, Equations (14) and (15) differ only in their corresponding control functions: \(-Z[0]\) can be considered as a perturbed variant of \(-\overline{z}_\alpha[0].\) Such perturbation takes the cluster control functional (15) out of its optimal value.

Summarizing the above, we propose a theorem, which anchors the mentioned conditions for the dynamical system (9) and the difference between the quality functionals (14) and (15).

**Theorem 1.** Consider the model (9) with \( N \) agents, \( x_i[0] > 0 \) and \( c_i[0] > 0 \) for all \( i. \) Let the clusterization emerge by the time \( t = 0, \) the number of clusters be equal to \( m \) and each cluster have \( M_\alpha \) agents, so that \( \sum_{\alpha=1}^{m} M_\alpha = N. \) Provided the optimized quality functionals (14) and (15) at their corresponding minima, it is true that

\[ \sum_{\alpha=1}^{m} M_\alpha |z_\alpha[0] - Z[0]| > 0, \tag{16} \]

then

\[ \min J_{\text{clust}} < \min J_{\text{glob}}. \tag{17} \]

**Proof.** Theorem states that

\[ \sum_{\alpha=1}^{m} \sum_{i \in M_\alpha} |z_i[0] - \overline{z}_\alpha[0]| < \sum_{i=1}^{N} |z_i[0] - Z[0]| \tag{18} \]

under the condition (16). Consider a perturbed version of (15) with a non-zero perturbation \( \gamma_\alpha: \)

\[ \sum_{\alpha=1}^{m} \sum_{i \in M_\alpha} |z_i[0] - \overline{z}_\alpha[0] + \gamma_\alpha|, \]

and let \( \gamma_\alpha = \overline{z}_\alpha[0] - Z[0]. \) It follows that

\[ \sum_{\alpha=1}^{m} \sum_{i \in M_\alpha} |z_i[0] - \overline{z}_\alpha[0] + \gamma_\alpha| - \sum_{\alpha=1}^{m} \sum_{i \in M_\alpha} |z_i[0] - \overline{z}_\alpha[0]| \geq \sum_{\alpha=1}^{m} M_\alpha \gamma_\alpha - N \sum_{\alpha=1}^{m} M_\alpha \overline{z}_\alpha[0] \]

and thus (18) is true for the chosen perturbation, which concludes the proof.

### 4.4 Local Control Problem

It was shown that the cluster control strategy allows for more precise agent state adjustment, than the global one. However, the most precise method is the local control, which targets each agent separately. If we consider the system (9), for which an optimal local control strategy \( u_{i, \text{opt}}[0] = -z_i[0] \) is applied, then the quality functional (10) (which we denote \( \min J_{\text{loc}}(u_1, \ldots, u_N) \) for...
the chosen set of control inputs) becomes equal to 0, which is the best possible solution.

Despite the local control strategy provides the most optimal set of control inputs, it is not feasible in many applications to complex systems with large number of elementary units. Indeed, finding \( u_{i, \text{opt}}[0] \) requires measuring all the micro-states \( x_i[0] \) and \( e_i[0] \), which is often impossible. For example, when measuring neural oscillations of a brain, aggregated oscillatory states are usually observed in different brain areas on the mesoscale—in other words, on the level of multiple synchronized neurons. At the same time, it is significantly harder to measure activity of a single neuron due to both sophisticated measurement equipment and the big data arising in the necessity to record and process each separate neuron among multiple billions.

5 Simultaneous Robust Local and Cluster Control

Aiming to further develop the cluster control theory, we attempt to propose an approach to optimal local (microscopic) control synthesis in the presence of unknown but bounded disturbances and the model parameters, which allows to form clusters in a linear discrete multiagent system. We also introduce an approach to add cluster (mesoscopic) control to such model, which is based on the aggregated cluster characteristics. In our example case, these characteristics are obtained (by one of the approaches described in Section 3) as average agent state values in a specified cluster, assuming we know which agent belongs to which cluster in advance.

The linear model is as follows, assuming we use state feedback control (i.e. observation \( y_i \equiv x_i \)), and \( i \in \{1, \ldots, N\} = \mathcal{N} \), where \( N \) is the number of agents:

\[
x_i[t] = \theta x_i[t-1] + u_i[t-1] + \pi_\alpha[t-1] + w_i[t], \tag{19}
\]

where \( x_i[t] \) is the agent \( i \) state at time \( t \in \{1, \ldots, T\} \); \( \theta \) is the model parameter (which defines agent inertia relatively to the control actions), the values of which are unknown, but belong to a bounded interval \( \Theta \); \( u_i \) is the local control from a bounded interval \( B_u \); \( \pi_\alpha \) is the cluster control of the cluster \( \alpha \) from a bounded interval \( B_\pi \); and \( w_i \) is the disturbance, the values of which are unknown, but belong to a bounded interval \( B_w \).

We further describe two most possible control strategies, based on corresponding cost functions:

1. Local synchronization—local control action, which lead each agent in a cluster toward each other.
2. Local tracking—local control, which aims to adjust agent state toward an aggregated state as a leading function.

In both cases, aggregated cluster states are calculated as

\[
\bar{x}_\alpha[t] = \frac{1}{M_\alpha} \sum_{j \in \mathcal{M}_\alpha} x_j[t], \tag{20}
\]

where \( \mathcal{M}_\alpha \) is the set of agent indices in the cluster \( \alpha \); and \( M_\alpha = |\mathcal{M}_\alpha| \) is the number of agents in this cluster. These states are adjusted by the mentioned additional set of cluster control inputs. We consider the tracking cluster control strategy, for some leading function \( p_\alpha[t] \).

5.1 Local Synchronization and Cluster Tracking

In this case, we aim to minimize the distances between agent states in one cluster (local synchronization), as well as distances between an aggregated cluster state and its corresponding leading function—for each cluster (cluster tracking). We can formulate the local synchronization distance as follows:

\[
D_{i,S}[t] = \sum_{\alpha=1}^{m} \chi_i \in \mathcal{M}_\alpha \sum_{j \in \mathcal{M}_\alpha} |x_i[t] - x_j[t]|, \tag{21}
\]

where \( m \) is the number of clusters; \( \chi_i \in \mathcal{M}_\alpha \) is an indicator function, which is equal to 1 in case agent \( i \) belongs to the cluster \( \alpha \), and is 0 otherwise.

At the same time, cluster tracking distance is

\[
\overline{D}_\alpha[t] = |\overline{x}_\alpha[t] - p_\alpha[t]|, \tag{22}
\]

where \( \overline{x}_\alpha \) is as in Equation (20); and \( p_\alpha \) is the leading function.

Thus, we propose a corresponding minimax quality functional for the system (19), local synchronization (see Equation (21)) and cluster tracking (see Equation (22)) distances, minimization of which allows to find optimal control inputs on each time step:

\[
J_{ST}(\underline{\mathcal{U}}, \overline{\mathcal{U}}) = \sup_{\theta \in \Theta} \sup_{w_j \in B_j} \sum_{t=1}^{T} \sum_{i=1}^{N} D_{i,S}[t] + \sum_{\alpha=1}^{m} \overline{D}_\alpha[t], \tag{23}
\]

where

\[
\underline{\mathcal{U}} = \{u[1], \ldots, u[T]\},
\]

\[
\overline{\mathcal{U}} = \{\overline{u}[1], \ldots, \overline{u}[T]\},
\]

\[
u[t] = \{u_1[t], \ldots, u_N[t]\},
\]

\[
\overline{u}[t] = \{\overline{u}_1[t], \ldots, \overline{u}_m[t]\}.
\]

Minimization of (23) with respect to the local and cluster control inputs allows to find optimal values of \( \underline{\mathcal{U}} \):

\[
\{\underline{\mathcal{U}}, \overline{\mathcal{U}}\}_{\text{opt.ST}} = \arg \min_{\underline{\mathcal{U}} \in B_u, \overline{\mathcal{U}} \in B_\pi} J_{ST}(\underline{\mathcal{U}}).
\]

5.2 Local and Cluster Tracking

Now we propose an alternative approach, where the distances between agent states and the corresponding aggregated state in one cluster (local tracking) are minimized. Local tracking distance is thus as follows:

\[
D_{i,T}[t] = \sum_{\alpha=1}^{m} \chi_i \in \mathcal{M}_\alpha |x_i[t] - \overline{x}_\alpha[t]|. \tag{24}
\]
A corresponding minimax quality functional for the system (19), local tracking (see Equation (24)) and cluster tracking (see Equation (22)) distances, minimization of which allows to find optimal control inputs on each time step:

\[ J_{TT}(\{U, \Omega\}) = \sup_{\theta \in \Theta} \sup_{w_j \in B,j \in N} \sum_{t=1}^{T} \left[ \sum_{i=1}^{N} D_{i,t}[t] + \sum_{\alpha=1}^{m} D_{\alpha}[t] \right]. \]  

Accordingly, optimal values of \( U \) can be found by minimizing (25)

\[ \{U, \Omega\}_{opt,TT} = \arg\min_{U \in B_u, \Omega \in B_{\Omega}} J_{TT}(U). \]

6 Conclusion

We proposed an approach to optimal cluster control synthesis for complex systems. First, we defined such systems as multiagent ones, through the definition of information and a system in general. Then, we described the ways to model them as dynamical systems, which support cluster control strategies. As for the cluster control, we further discussed how and why clusterization emerges in complex systems: the two main reasons are agent connectivity and external disturbances, as they prevent agents from communication and thus state synchronization or tracking. Next, we classified different control strategies: open-loop ones were compared with feedback control actions; various conditions for optimal control synthesis were discussed, as well as control on different scales (local, cluster and global). Aiming to demonstrate how cluster control outperforms global one, a simple linear noiseless model (9) was proposed, for which optimal control strategies minimizing quality functionals (14) and (15) were derived and compared: it was shown that the cluster strategy provides lower value of the functional in comparison to the global approach. Finally, optimization problems for simultaneous robust local and cluster control synthesis were formulated for a linear multiagent model (19) by two approaches (synchronization and tracking) to treat local control: quality functionals (23) and (25) were derived. Furthermore, we plan to analyze the obtained functionals for possible solutions to the corresponding optimization problems. Moreover, we aim to consider possible modifications to the models (9) and (19), e.g. study noisy observations and time delays.
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