CONFIGURATIONS OF EIGENPOINTS
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ABSTRACT. This note is motivated by the Question 16 of http://cubics.wikidot.com (see also [16]): Which configurations of 15 points in $\mathbb{P}^3$ arise as eigenpoints of a cubic surface? We prove that a general eigenscheme in $\mathbb{P}^n$ is the complete intersection of two suitable smooth determinantal curves on a smooth determinantal surface. Moreover, we prove that the converse result holds if $n = 3$, providing an answer in any degree to the cited question. Finally, we show that any general set of points in $\mathbb{P}^3$ can be enlarged to an eigenscheme of a partially symmetric tensor.

1. INTRODUCTION

Tensor spectral theory fits in a natural way in the context of Algebraic Geometry, and it has recently received a lot of attention, also because of the extended range of applications, like hypergraphs theory, quantum physics, dynamical systems, polynomial optimization, signal processing and medical imaging among others (see, for instance, [15]). In this article we focus on eigenvectors of tensors, which were introduced independently in [11] and [14]. The definition relies on the choice of a nondegenerate quadratic form $Q$ on $\mathbb{C}^{n+1}$, or equivalently on the choice of an isomorphism $\mathbb{C}^{n+1} \cong \mathbb{C}^{n+1\vee}$.

With such a choice, given $T \in (\mathbb{C}^{n+1\vee}) \otimes d$, a non zero vector $v \in \mathbb{C}^{n+1}$ is said to be an eigenvector for $T$ if the contraction $T(v \otimes d-1) \in \mathbb{C}^{n+1\vee}$ is equal to $\lambda v$ for some $\lambda \in \mathbb{C}$ under the isomorphism $\mathbb{C}^{n+1\vee} \cong \mathbb{C}^{n+1}$. Since the property of being an eigenvector is preserved under scalar multiplication, it is natural to regard eigenvectors as points in $\mathbb{P}^n$, in which case we shall call them eigenpoints. By choosing an orthonomal basis with respect to $Q$ and coordinates $T = (t_{i_1i_2\ldots i_d})$, the eigenpoint condition can be expressed with the algebraic equations

$$\sum_{i_2\ldots i_d=0}^n t_{j_1i_2\ldots i_d} x_{i_2} \cdots x_{i_d} = \lambda x_j, \quad \text{for } j = 0 \ldots n. \tag{1.1}$$

The complete set of eigenpoints with the natural scheme structure arising from its equations will be called an eigenscheme.

There are several natural problems related to eigenschemes: their dimension, their degree and their configurations. Concerning their dimension, Abo proved in [1] that the discriminant locus of tensors in $\mathbb{P}((\mathbb{C}^{n+1\vee}) \otimes d)$ with positive-dimensional or non-reduced eigenscheme is a hypersurface, and he computed its degree. So the general tensor has a 0-dimensional eigenscheme, and its degree has been determined in [6], see also Lemma 2.3.
Regarding the geometry of their configurations, the planar case has been settled in \cite{2} for \(d = 3\) and in \cite{3} for \(d \geq 4\). It turns out that in the planar case the eigenschemes of general tensors are characterized geometrically by the property of being the base locus of a net of degree \(d\) curves, and of having no aligned subschemes of length \(d + 1\), nor length \(kd\) subschemes on a curve of degree \(k\) for any \(2 \leq k \leq d - 1\).

Finally, in the case \(n = 3 = d\), some partial results are given in \cite{5}, and for \(n \geq 3\), a characterization of the sets of determinantal equations is given in \cite{4}. As far as we know, a general description of the geometry of eigenpoints in the projective space is widely open.

This note is motivated by Question 16 of the website \url{http://cubics.wikidot.com} (see also \cite{16}): Which configurations of 15 points in \(\mathbb{P}^3\) arise as eigenpoints of a cubic surface? We give a geometric descriptions of eigenpoints configurations in \(\mathbb{P}^n\). Our main results are the following: a general eigenscheme in \(\mathbb{P}^n\) is the complete intersection of two smooth determinantal curves on a smooth determinantal surface, see Theorem \ref{thm:main}. We prove that the converse result holds if \(n = 3\) (see Theorem \ref{thm:converse}), providing an answer to the cited question. Finally, in Proposition \ref{prop:extension} we show that any general set of points in \(\mathbb{P}^3\) can be enlarged to an eigenscheme of a partially symmetric tensor.

Our approach relies on the fact that eigenschemes of general tensors turn out to be standard determinantal subschemes, see Definition \ref{def:eigenscheme}. By deleting any column of the defining matrix, the maximal minors of the resulting matrix define a smooth irreducible standard determinantal curve, and deleting two columns we similarly find a smooth standard determinantal surface. Such a surface is not general, since it contains a line. By using the results of \cite{10} and \cite{8} it is possible to determine the class of the curves on the surface, and to obtain the first result.

The proof of the converse in \(\mathbb{P}^3\) relies on results of \cite{12} on the Picard group of a general surface containing a line and on the use of the Mapping cone process.

Finally, some similar ideas allow to proof Proposition \ref{prop:extension}.
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Notation. Throughout this note, \(R = \mathbb{C}[x_0, x_1, \ldots, x_n]\) and \(\mathbb{P}^n = \text{Proj}(R)\). Given a homogeneous matrix \(M\), i.e. a matrix representing a degree 0 morphism \(\Phi\) of free graded \(R\)-modules, we denote by \(I_t(M)\) the ideal of \(R\) generated by the \(t \times t\) minors of \(M\).

2. Preliminaries

This section contains the basic definitions and results on eigenschemes and it lays the groundwork for the results in the later sections.

As observed in \cite{2} Section 1, the eigenscheme equations (1.1) involve \(n + 1\) homogeneous polynomials of degree \(d - 1\), so that it is not restrictive to assume that \(T\) is a partially symmetric tensors, that is for any fixed \(j \in \{0, \ldots, n\}\), the slice \((t_{ji_2,\ldots,i_d})\) is a symmetric tensor of order \(d - 1\). Indeed, it is clear from (1.1) that any set of eigenvectors can be realized as the set of eigenvectors of a partially symmetric tensor \(T \in (\text{Sym}^{d-1}(\mathbb{C}^{n+1})) \otimes \mathbb{C}^{n+1}\). Finally, we can identify \(T\) with a \((n + 1)\)-uple \((g_0, \ldots, g_n)\) of homogeneous polynomials of degree \(d - 1\). With such identifications, we immediately see that the equations (1.1) are of determinantal type, and we are in position to give the explicit definition of eigenscheme. We first recall the following notion.
Definition 2.1. A codimension $c$ subscheme $X \subset \mathbb{P}^n$ is called a standard determinantal scheme if the saturated homogeneous ideal $I(X) = I_t(A)$ for some $t \times (t + c - 1)$ homogeneous matrix $A$.

Definition 2.2. Let $T = (g_0, \cdots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^\oplus(n+1)$ be a partially symmetric tensor. The eigenscheme of $T$ is the closed subscheme $E(T) \subset \mathbb{P}^n$ defined by the $2 \times 2$ minors of

\[
M = \begin{pmatrix} x_0 & x_1 & \cdots & x_n \\ g_0 & g_1 & \cdots & g_n \end{pmatrix};
\]

i.e. $I(E(T)) = I_2(M)$. If $T$ is general, then $E(T)$ is 0-dimensional (see, for instance, [11]). Moreover, by the Hochster-Eagon Theorem [9], the quotient $R/I(E(T))$ is a Cohen-Macaulay ring, and as a consequence, $I(E(T))$ is saturated. Hence $E(T)$ is a standard determinantal scheme. When $T$ is symmetric, i.e., there is a homogeneous polynomial $f$ and $g_i = \partial_i f$ we denote its eigenscheme by $E(f)$.

The eigenschemes arise also in the following framework: if we consider the rational map

$\mu : \mathbb{P}^n \dashrightarrow \mathbb{P}^n, \quad p \mapsto \mu(p) = (g_0(p), g_1(p), \cdots, g_n(p))$,

then $p \in \mathbb{P}^n$ is an eigenpoint if and only if either $p$ is a fixed point of $\mu$ or $\mu$ is not defined at $p$. Therefore, in the symmetric case, the eigenscheme $E(f)$ consists of the Jacobian scheme and the fixed points of the polar map $\nabla f = (\partial_0 f, \cdots, \partial_n f)$. Basic questions concerning the degree, the dimension and the minimal free resolution of eigenschemes $E(T)$ of a general symmetric tensor $T = (g_0, \cdots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^\oplus(n+1)$ are well known and we recall them in next proposition for seek of completeness. In next section, we will use the geometry of arithmetically Cohen-Macaulay curves and surfaces naturally associated with eigenschemes to gain some knowledge about the configuration of eigenschemes.

Lemma 2.3. Fix integers $n \geq 2$ and $d \geq 2$. Let $T = (g_0, \cdots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^\oplus(n+1)$ be a general partially symmetric tensor. It holds:

1. $E(T)$ is a reduced 0-dimensional scheme of length

$$\frac{(d-1)^{n+1} - 1}{d - 2}.$$

2. The homogeneous ideal $I(E(T)) \subset R$ has a minimal free $R$-resolution

\[
0 \longrightarrow \oplus_{i=0}^{n-1} R(-i + 1) \cdot (d - n + 2i + 1) \longrightarrow \cdots \longrightarrow R(-1 - d \cdot (\frac{n+1}{2})) \oplus R(1 - 2d) \cdot (\frac{n+1}{2}) \longrightarrow R(-d) \cdot (\frac{n+1}{2}) \longrightarrow I(E(T)) \longrightarrow 0.
\]

Proof. (1) See [6].

(2) Since $E(T)$ is a standard determinantal scheme of codimension $n$, its minimal free resolution is given by the Eagon-Northcott complex (see [7, Theorem A2.10]).

It is worthwhile to point out that for any partially symmetric tensor $T = (g_0, \cdots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^\oplus(n+1)$ the associated eigenscheme $E(T)$ contains no $d + 1$ points on a line and, more general, no $sd + 1$ points on a curve of degree $s$. Indeed, $E(T)$ is a 0-dimensional scheme whose homogeneous ideal is generated by forms of degree $d$. If $E(T)$ contains $sd + 1$ points on a curve $C$ of degree $s$ then, by Bezout’s theorem, the whole curve $C$ will be contained in the base locus contradicting the fact that $E(T)$ is 0-dimensional.

We will end this preliminary section with a concrete example.
Example 2.4. We consider the Fermat cubic \( f = x_0^3 + x_1^3 + x_2^3 + x_3^3 \in \mathbb{C}[x_0, x_1, x_2, x_3] \). The eigenscheme \( E(f) \) is the 0-dimensional subscheme of \( \mathbb{P}^3 \) of length 15 defined by the maximal minors of
\[
M = \begin{pmatrix}
x_0 & x_1 & x_2 & x_3 \\
x_0^2 & x_1^2 & x_2^2 & x_3^2 
\end{pmatrix}.
\]
Therefore, \( E(f) = \{(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1), (1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 1), (0, 1, 0, 1), (0, 0, 1, 1), (1, 1, 1, 0), (1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 0, 1), (1, 1, 1, 1)\} \)

3. Eigenschemes of partially symmetric tensors

In this section, we deal with partially symmetric tensors and we address the open problem of determining all possible subschemes of \( \mathbb{P}^n \) arising as their eigenschemes. We will be able to give for any \( n \geq 3 \) a necessary condition which turns out to be sufficient when \( n = 3 \).

Remark 3.1. Let \( Z \subset \mathbb{P}^n \) with \( n \geq 3 \) be an eigenscheme of a general partially symmetric tensor \( T = (g_0, \ldots, g_n) \in (\text{Sym}^{d-1} \mathbb{C}^{n+1})^{\oplus (n+1)} \), with defining matrix \( M \) as in (2.1).

Moreover, denote by
\[
M_i := \begin{pmatrix}
x_0 & x_1 & \cdots & \hat{x}_i & \cdots & x_n \\
g_0 & g_1 & \cdots & \hat{g}_i & \cdots & g_n 
\end{pmatrix}
\]
the matrix obtained from \( M \) by deleting the \( i \)-th column.

Then the \( 2 \times 2 \) minors of \( M_i \) define a standard aCM determinantal curve \( C_i \subset \mathbb{P}^n \), which is smooth and irreducible if the forms \( g_j \) are general.

We claim that this holds also in the symmetric case, where \( g_i = \partial_i f \), if \( f \) is a sufficiently general homogeneous polynomial.

Indeed, first observe that for a general \( f \), the determinantal subscheme \( C_i \) defined by the \( 2 \times 2 \) minors of
\[
\begin{pmatrix}
(x_0 & x_1 & \cdots & \hat{x}_i & \cdots & x_n) \\
(\partial_0 f & \partial_1 f & \cdots & \hat{\partial}_i f & \cdots & \partial_n f)
\end{pmatrix}
\]
has pure dimension 1, hence it is of the maximal codimension \( n - 1 \). To verify this statement, note that such a property is satisfied by an open subscheme \( U \) of the space of all partially symmetric tensors. The symmetric tensors form an irreducible closed subvariety, so in order to prove the nonemptyness of the intersection of \( U \) with the symmetric locus, it suffices to exhibit one such example. This is given, for instance, by the Fermat polynomial
\[
f = x_0^d + \cdots + x_n^d,
\]
where the defining matrix of the eigenscheme is of the type of the Example 2.4. It is not difficult to see that by deleting a column, the locus \( C_i \) a set of lines, all passing through one of the fundamental points.

Next we observe that, if \( f \) is general, we have that \( C_i \) is smooth. Indeed, the singular locus is the common zero locus of the matrix entries, and this is, in general, empty.

As a consequence, the ideal sheaf of such a subscheme is resolved by the Eagon-Northcott complex and, hence, \( C_i \) is an aCM subscheme. In particular, we have \( H^1(\mathcal{I}_{C_i}) = 0 \). Therefore \( H^0(\mathcal{O}_{C_i}) = \mathbb{C} \). This implies that \( C_i \) is connected and being smooth we get that \( C_i \) is irreducible.
Now we turn again to the general case of partially symmetric tensors, and we determine the degree of $C_i$. Since the section of $C_i$ with the hyperplane $x_i = 0$ is, by construction, a general 0-dimensional eigenscheme in $\mathbb{P}^{n-1}$, its degree is (Lemma 2.3(1))

$$\deg C_i = \frac{(d-1)^n - 1}{d-2}.$$ 

Similarly, for any pair of indices $i \neq j$, we can consider the matrix

$$M_{ij} := \begin{pmatrix} x_0 & x_1 & \cdots & \hat{x}_i & \cdots & \hat{x}_j & \cdots & x_n \\ g_0 & g_1 & \cdots & \hat{g}_i & \cdots & \hat{g}_j & \cdots & g_n \end{pmatrix}.$$ 

Then the $2 \times 2$ minors of $M_{ij}$ define a standard determinantal surface $S_{ij} \subset \mathbb{P}^n$, which is smooth and irreducible if the forms $g_k$ are general.

Again, by similar arguments, we see that this holds also in the symmetric case, if $f$ is a sufficiently general homogeneous polynomial.

Since the section of $S_{ij}$ with the codimension 2 linear subspace $x_i = x_j = 0$ is by construction a general eigenscheme in $\mathbb{P}^{n-2}$, its degree is (Lemma 2.3(1))

$$\deg S_{ij} = \frac{(d-1)^{n-1} - 1}{d-2}.$$ 

We are now in the position to state and prove our first result.

**Theorem 3.2.** Let $Z \subset \mathbb{P}^n$ with $n \geq 3$ be an eigenscheme of a general partially symmetric, or general symmetric, tensor of order $d \geq 3$, and let $i \neq j$, $i, j \in \{0, \ldots, n\}$ be arbitrary.

Then $Z$ is the complete intersection of the two aCM curves $Z = C_i \cap C_j$ on the smooth surface $S_{ij}$.

**Proof.** Without loss of generality we can assume, for simplicity, that $i = 0$ and $j = 1$.

We assume first that

$$n \geq 4 \text{ or } d \geq 4.$$ 

By denoting with $H$ a hyperplane divisor of $S_{01}$ and with $L$ the line given by the equations

$$L : \quad x_2 = x_3 = \cdots = x_n = 0,$$

by [10, Theorem 4.1] we have

$$\text{Pic}(S_{01}) \cong \mathbb{Z}^2 \cong \langle H, L \rangle.$$ 

To determine the class of $C_i$ as a divisor, we recall the well known fact that $\mathcal{I}_{C_i/S_{01}} \cong \mathcal{I}_{L/S_{01}}(\lambda)$ for some $\lambda \in \mathbb{Z}$, i.e. $C_i \sim L + \lambda H$ for some $\lambda \in \mathbb{Z}$ (see [8]). By considering the relation

$$C_i \cdot H = \frac{(d-1)^n - 1}{d-2},$$

we get that

$$\lambda = d - 1.$$ 

Next we determine the self-intersection $L^2$ of the line $L$. Observe that by [10, Proposition 2.2 (iii)] we have that the canonical class

$$K_{S_{01}} \sim (n-3)C + (d-n-1)H \sim (n-3)L + ((n-3)(d-1) + d-n-1))H.$$ 

Then by the adjunction formula we have

$$2g(L) - 2 = -2 = (K_{S_{01}} + L) \cdot L = (nd - 2d - 2n + 2)H + (n-2)L).$$
This gives
\[(n - 2)L^2 = (n - 2)(d - 2), \ i.e.\]
\[L^2 = 2 - d.\]
As a consequence we have
\[C_0 \cdot C_1 = ((d - 1)H + L)^2 = \frac{(d - 1)^{n+1} - 1}{d - 2} = \deg (Z).\]
Therefore \(Z\) is the complete intersection of \(C_0\) and \(C_1\).

Finally, let us treat the case \(n = d = 3\). In this case, \(S_{01}\) is the blow up of \(\mathbb{P}^2\) at 6 points and \(\text{Pic}(S_{01}) \cong \mathbb{Z}^7 \cong \langle \ell, e_1, e_2, e_3, e_4, e_5, e_6 \rangle\), where \(\ell\) is the pullback of a line in \(\mathbb{P}^2\) and \(e_i\) are the exceptional divisors. The line \(L : x_2 = x_3 = 0\) of \(S_{01}\) can be identified with one of the following divisors: \(e_j, \ell - e_j, \ell - e_{j2}, 2\ell - e_{j1} - e_{j2} - e_{j3} - e_{j4} - e_{j5}\) and \(H \sim 3\ell - e_1 - e_2 - e_3 - e_4 - e_5 - e_6\). Applying again [8] we have \(\mathcal{I}_{C_i/S_{01}} \cong \mathcal{I}_{L/S_{01}}(\lambda)\) for some \(\lambda \in \mathbb{Z}\), i.e. \(C_i \sim L + \lambda H\) for some \(\lambda \in \mathbb{Z}\) and using the fact that \(C_i \cdot H = 7\) we get that \(\lambda = 2\). The remaining part of the proof works as in the case \(n \geq 4\) or \(d \geq 4\). \(\square\)

In what follows we shall see that the converse holds if \(n = 3\) which for the particular case \(d = 3\) will provide an answer to Question 16 of the website http://cubics.wikidot.com: Which configurations of 15 points in \(\mathbb{P}^3\) arise as eigenpoints of a cubic surface?

The following result clarifies the necessity of the assumptions of Theorem 3.4.

**Proposition 3.3.** Let \(Z = E(T) \subset \mathbb{P}^n\) be a 0-dimensional general reduced eigenscheme. Then no \((d - 1)^{n+1} - 1\) points of \(Z\) lie on a hypersurface of degree \(d - 1\).

**Proof.** Let (2.1) be the matrix associated with \(Z\). Assume by contradiction that \(Z\) admits a subscheme \(Z' \subset Z\) of \((d - 1)^{n+1} - 1\) points lying on a hypersurface \(\Sigma = V(h) \subset \mathbb{P}^n\) of degree \(d - 1\).

By using the notations of Remark 3.1 and as in the proof of Theorem 3.2, we denote by \(H\) a hyperplane divisor of \(S_{01}\) and by \(L\) the line given by the equations
\[L : \ x_2 = x_3 = \cdots = x_n = 0.\]
We set \(D' = S_{01} \cap \Sigma \sim (d - 1)H\). As \(Z' \subset Z\) and \(Z\) is a complete intersection of two irreducible divisors \(C_0, C_1 \in |(d - 1)H + L|\) by Theorem 3.2 we have that \(Z' \subset D' \cap C_i\).

Since we have
\[D' \cdot C_i = (d - 1)H \cdot C_i = (d - 1)^{n+1} - 1 = \deg Z',\]
we see that \(Z' = D' \cap C_i\). Moreover, observe that residually to \(Z'\) in \(Z\) we get one point \(P\).

Now we claim that \(P \in L\). Indeed, since both \(Z\) and \(Z'\) are complete intersection schemes in \(S_{01}\), the minimal resolutions of their \(\mathcal{I}_{Z,S_{01}}\) and \(\mathcal{I}_{Z',S_{01}}\) in \(S_{01}\) are given by the Koszul complex. More precisely, we have
\[0 \to \mathcal{O}_{S_{01}}(-2(d - 1)H - 2L) \to 2\mathcal{O}_{S_{01}}(-(d - 1)H - L) \to \mathcal{I}_{Z,S_{01}} \to 0, \text{ and}\]
\[0 \to \mathcal{O}_{S_{01}}(-2(d - 1)H - L) \to \mathcal{O}_{S_{01}}(-(d - 1)H - L) \oplus \mathcal{O}_{S_{01}}(-(d - 1)H) \to \mathcal{I}_{Z',S_{01}} \to 0.\]
Since $Z'$ and $P$ are directly linked by $Z$, by applying the Mapping cone process, we get a resolution of the ideal sheaf $I_{P,S_{01}}$:
\[
0 \rightarrow O_{S_{01}}(-(d - 1)H - L) \oplus O_{S_{01}}(-(d - 1)H - 2L) \rightarrow \\
2O_{S_{01}}(-(d - 1)H - L) \oplus O_{S_{01}}(-L) \rightarrow I_{P,S_{01}} \rightarrow 0,
\]
which allows us to conclude that $P \in L$.

As a consequence, the divisor $D' + L$ contains $Z$. So, it belongs to the pencil
\[D' + L \in \langle C_0, C_1 \rangle\]
whose base locus is $Z$. Therefore $Z$ is a complete intersection also of $C_1$ and the reducible curve $D' \cup L$.

By construction, the equations in $S_{01}$ of $D' \cup L$ are
\[x_i h = 0, \text{ for } i = 2, \ldots, n + 1\]
hence the saturated homogeneous ideal of $D' \cup L$ in $\mathbb{P}^n$ is generated by the $2 \times 2$ minors of the matrix
\[
\begin{pmatrix}
x_2 & x_3 & \cdots & x_n & 0 \\
g_2 & g_3 & \cdots & g_n & h
\end{pmatrix}.
\]

Finally, we set
\[
N := \begin{pmatrix}
x_1 & x_2 & x_3 & \cdots & x_n & 0 \\
g_1 & g_2 & g_3 & \cdots & g_n & h
\end{pmatrix},
\]
and we consider $W \subset \mathbb{P}^n$ the determinantal scheme defined by the $2 \times 2$ minors of $N$:
\[I(W) = I_2(N).
\]

By construction we have that $W$ is 0-dimensional and $Z \subseteq W$. As $\deg(Z) = \deg(W)$, the equality $Z = W$ holds.

So $I(Z) = I_2(M) = I_2(N)$, but this is a contradiction, since any defining matrix for an eigenscheme has the property that the linear entries of the first row are linearly independent (see, for instance, [4, Corollary 2.9]).

\[\blacksquare\]

Taking into account all the necessary conditions that we have proved so far, we can state the converse result for points in $\mathbb{P}^3$.

**Theorem 3.4.** Let $Z \subset \mathbb{P}^3$ be a reduced 0-dimensional subscheme of degree
\[
\deg(Z) = \frac{(d - 1)^4 - 1}{d - 2} = d(d^2 - 2d + 2)
\]
for some $d \geq 3$.

If $Z$ is a complete intersection of two irreducible $aCM$ curves $C_0$ and $C_1$ on a smooth general surface $S$ of degree $d$ containing a line $L$, and the following conditions are satisfied:

1. no $(d - 1)(d^2 - d + 1)$ points of $Z$ lie on a surface of degree $d - 1$;
2. $C_0 \sim C_1$;
3. $\deg C_0 = \deg C_1 = \frac{(d - 1)^3 - 1}{d - 2} = d^2 - d + 1$;
4. $g(C_0) = g(C_1) = d^3 - 7\frac{d(d - 1)}{2} - 1$,

then $Z$ is the eigenscheme of some partially symmetric tensor of order $d$. 
Proof. With no loss of generality we may assume that $L$ has equations
$$L : \quad x_0 = x_1 = 0.$$ 
Since $L \subset S$, the equation of $S$ can be written in the form
$$S : \quad x_0 g_1 - x_1 g_0 = 0,$$
for some suitable degree $d - 1$ forms $g_0$ and $g_1$.

Our next goal is to show that both $C_0$ and $C_1$ are determinantal curves, whose equations are the $2 \times 2$ minors of a matrix given by adding a suitable column to
$$\begin{pmatrix} x_0 & x_1 \\ g_0 & g_1 \end{pmatrix}.$$
We start by determining the divisor class of $C_i$ in $S$.

If $d \geq 4$, by [12] we have that $\text{Pic}(S) \cong \mathbb{Z}^2 \cong \langle H, L \rangle$, where $H$ is a hyperplane divisor on $S$. So $C_i \sim \alpha H + \beta L$ for some integers $\alpha$ and $\beta$. By recalling $K_S \sim (d - 4)H$, the relations
$$C_i \cdot H = d^2 - d + 1, \quad 2g(C_i) - 2 = ((d - 4)H + C_i) \cdot C_i$$
yield the equations
$$d\alpha + \beta = d^2 - d + 1,$$
$$2d^3 - 7d(d - 1) - 4 = d\alpha^2 + (2 - d)\beta^2 + 2\alpha \beta + (d - 4)(\alpha d + \beta),$$
where we used the fact that $L^2 = 2 - d$ Indeed, $-2 = 2g(L) - 2 = (K_s + L) \cdot L = ((d - 4)H + L) \cdot L = d - 4 + L^2$). The two possible solutions are
$$\alpha = d - 1, \quad \beta = 1,$$
and
$$\alpha = \frac{(d^2 - d + 2)}{d}, \quad \beta = -1.$$
As for $d \geq 3$ the solution (3.2) is not integer, it holds (3.1). Therefore, we have
$$C_i \sim (d - 1)H + L.$$
If $d = 3$, by [13], any aCM curve $C$ of degree 7 and genus 5 on a smooth cubic surface $S$ has class either
$$C \sim e_i + 2H, \quad \text{or} \quad C \sim (l - e_j - e_k) + 2H, \quad \text{or} \quad C \sim 2l - e_{i_1} - e_{i_2} - e_{i_3} - e_{i_4} - e_{i_5} + 2H,$$
where the $e_i$’s are the exceptional divisors of $S$, when we identify it with the blow up of $\mathbb{P}^2$ in 6 points, and $l$ is the pull back of a line of $\mathbb{P}^2$. We observe that the divisors
$$e_i, \ l - e_j - e_k, \ 2l - e_{i_1} - e_{i_2} - e_{i_3} - e_{i_4} - e_{i_5}$$
give rise to the 27 lines of a smooth cubic surface, and by the assumption $C_0 \sim C_1$ we finally get that
$$C_0 \sim C_1 \sim L + 2H,$$
for some line $L \subset S$.
In particular, in all cases we get
$$\mathcal{I}_{C_i,S} = \mathcal{O}_S(-C_i) = \mathcal{O}_S(-(d - 1)H - L) = \mathcal{I}_{L,S}(-(d - 1)H),$$
so we are led to determine a resolution of $\mathcal{I}_{L,S}(-(d - 1)H)$. 
By applying the Mapping Cone process (see, for instance, [17, Section 1.5]) to the two exact sequences

\[0 \to \mathcal{O}_{\mathbb{P}^3}(-d) \to \mathcal{I}_{S,\mathbb{P}^3} \to 0\]
\[0 \to \mathcal{O}_{\mathbb{P}^3}(-2) \to 2\mathcal{O}_{\mathbb{P}^3}(-1) \to \mathcal{I}_{L,\mathbb{P}^3} \to 0\]

we get the resolution

\[0 \to \mathcal{O}_{\mathbb{P}^3}(-2) \oplus \mathcal{O}_{\mathbb{P}^3}(-d) \to 2\mathcal{O}_{\mathbb{P}^3}(-1) \to \mathcal{I}_{L,S} \to 0.\]

By (3.3) we have \(\mathcal{I}_{C_i,S} \cong \mathcal{I}_{L,S}(-(d-1)H)\) and we get, as a consequence, the resolution of \(\mathcal{I}_{C_i,S}\):

\[0 \to \mathcal{O}_{\mathbb{P}^3}(-(d-1)) \oplus \mathcal{O}_{\mathbb{P}^3}(-2d+1) \to 2\mathcal{O}_{\mathbb{P}^3}(-d) \to \mathcal{I}_{C_i,S} \to 0.\]

Finally, we apply the Horseshoe Lemma to the diagram

\[
\begin{array}{c}
0 \\
\downarrow \\
0 \to \mathcal{O}_{\mathbb{P}^3}(-d) \to \mathcal{I}_{S,\mathbb{P}^3} \to 0 \\
\downarrow \\
\mathcal{I}_{C_i,\mathbb{P}^3} \\
\downarrow \\
0 \to \mathcal{O}_{\mathbb{P}^3}(-(d-1)) \oplus \mathcal{O}_{\mathbb{P}^3}(-2d+1) \to 2\mathcal{O}_{\mathbb{P}^3}(-d) \to \mathcal{I}_{C_i,S} \to 0 \\
\downarrow \\
0
\end{array}
\]

and we obtain

\[0 \to \mathcal{O}_{\mathbb{P}^3}(-(d-1)) \oplus \mathcal{O}_{\mathbb{P}^3}(-2d+1) \to 3\mathcal{O}_{\mathbb{P}^3}(-d) \to \mathcal{I}_{C_i,\mathbb{P}^3} \to 0,\]

for suitable linear forms \(l_i\) and suitable degree \(d-1\) forms \(f_i\). In particular, the saturated homogeneous ideal \(\mathcal{I}_{C_i,\mathbb{P}^3}\) is generated in degree \(d\) by the three \(2 \times 2\) minors of the matrix above.

Now we claim that the linear forms \(x_0, x_1, l_i\) are linearly independent in both cases \(i = 0\) and \(i = 1\). Indeed, if this were not the case, by a base change we could transform the matrix \(M_i\) in the matrix

\[
\begin{pmatrix}
x_0 & g_0 \\
x_1 & g_1 \\
l_i & f_i
\end{pmatrix},
\]

so the curve \(C_i\) would be contained in the zero locus

\(C_i \subset V(x_0l_i, x_1l_i).\)

Since \(C_i\) is irreducible by assumption, we necessarily have

\(C_i \subset V(l_i).\)

As \(C_i\) is also contained in the degree \(d\) surface \(S\), by Bézout Theorem we would have

\(\deg C_i \leq (d-1)d,\)

and this contradicts the assumption (iii).
Finally, we set

\[ M := \begin{pmatrix} l_0 & f_0 \\ x_0 & g_0 \\ x_1 & g_1 \\ l_1 & f_1 \end{pmatrix}, \]

and set \( W \subset \mathbb{P}^3 \) to be the determinantal scheme defined by the \( 2 \times 2 \) minors of \( M \):

\[ I(W) = I_2(M). \]

Since \( Z \) is the complete intersection of the two determinantal curves \( C_0 \) and \( C_1 \), we have

\[ Z \subseteq W. \]

As \( \deg(Z) = \deg(W) \), the equality \( Z = W \) holds.

Finally, we claim that the four linear forms

\[ x_0, x_1, l_0, l_1 \]

are linearly independent.

Assume by contradiction that this is not the case; then possibly performing a base change, we have that \( Z \) is the degeneracy locus also of the matrix

\[ M' := \begin{pmatrix} l_0 & f_0 \\ x_0 & g_0 \\ x_1 & g_1 \\ 0 & h_1 \end{pmatrix}, \]

so we would have \( Z \supseteq V(l_0 h_1, x_0 h_1, x_1 h_1) \), and \( Z \) would contain \( (d - 1)(d^2 - d + 1) \) points on the degree \( d - 1 \) surface \( V(h_1) \), contradicting assumption (1).

To conclude, we observe that possibly performing a base change we may assume that \( M \) is of the type

\[ \begin{pmatrix} x_0 & g_0 \\ x_1 & g_1 \\ x_2 & g_2 \\ x_3 & g_3 \end{pmatrix}, \]

so \( Z \) is indeed an eigenscheme.

**Remark 3.5.** Theorem 3.4 gives a geometric criterion for a set of points \( Z \subset \mathbb{P}^3 \) to be an eigenscheme of some partially symmetric tensor \( T \), and our construction furnishes explicitly a set of generators for its ideal. Then by applying the criterion given in [4, Theorem 3.4, and Algorithm 2] it is possible to determine whether \( Z \) is the eigenscheme of a symmetric tensor.

We conclude this note by proving that any general set of points in \( \mathbb{P}^3 \) can be enlarged to an eigenscheme of a partially symmetric tensor.

**Proposition 3.6.** Let \( W \subset \mathbb{P}^3 \) be a set of \( k \) general points and set \( d \geq 3 \) to be an integer such that

\[ \deg W = k \leq \binom{d - 1}{3} + 3 \binom{d}{2} + 1. \]

Then \( W \) can be embedded into an eigenscheme \( Z = E(T) \) of a partially symmetric tensor of order \( d \).
Proof. We observe that if \( W \) is general enough, there always exists a smooth surface
\( S \subset \mathbb{P}^3 \) of degree \( d \), containing a line \( L \) and \( W \). Indeed, we have 
\[ h^0(\mathcal{O}_{\mathbb{P}^3}(d)) = \binom{d+3}{3}, \]
and the condition of containing a fixed line \( L \) imposes \( d+1 \) linear conditions. By (3.6) we have
\[ \binom{d+3}{3} - (d+1) - \deg W \geq \frac{d(d+1)}{2}, \]
so the claim follows.

Without loss of generality we may assume that \( L \) has equations \( x_0 = x_1 = 0 \), so that \( S \) is given by
\[ S : x_0g_1 - x_1g_0 = 0, \]
for some degree \( d-1 \) polynomials \( g_0 \) and \( g_1 \).

By [12] the Picard group of such a surface is
\[ \text{Pic}(S) \cong \mathbb{Z}^2 \cong \langle H, L \rangle, \]
where \( H \) is a hyperplane divisor. Consider now the linear system \( |(d-1)H + L| \). By Riemann Roch we have
\[ \chi(\mathcal{O}_S((d-1)H + L)) = \frac{1}{2}((d-1)H + L) \cdot ((d-1)H + L - K_S)) + 1 + p_a(S); \]
recalling that \( K_S \sim (d-4)H \) and \( p_a(S) = \binom{d-1}{3} \), we obtain
\[ \chi(\mathcal{O}_S((d-1)H + L)) = \frac{1}{2}((d-1)H + L) \cdot (3H + L) + 1 + \binom{d-1}{3} = 3 \binom{d}{2} + 3 + \binom{d-1}{3}. \]
Moreover, since
\[ (d-1)H + L \sim K_S + 3H + L \]
and \( 3H + L \) is an ample divisor, by the Kodaira Vanishing Theorem we have
\[ h^1(\mathcal{O}_S((d-1)H + L)) = h^2(\mathcal{O}_S((d-1)H + L)) = 0, \]
so that
\[ \chi(\mathcal{O}_S((d-1)H + L)) = h^0(\mathcal{O}_S((d-1)H + L)). \]

By the assumption (3.6) there exists a pencil \( \Lambda = \langle C_0, C_1 \rangle \) of curves in \( |(d-1)H + L| \) containing \( W \). Furthermore, by the generality of \( W \) we may assume that no curve in \( \Lambda \)
has \( L \) as an irreducible component, and that the base locus \( Z \) of \( \Lambda \) is zero-dimensional.

Then we have the isomorphisms given in (3.3) and we may apply the same argument of the Theorem (3.4) to show that the complete intersection subscheme \( C_0 \cap C_1 \)
is the degeneracy locus of a matrix of the type (3.4), where the triples of linear forms \( x_0, x_1, l_0 \) and \( x_0, x_1, l_1 \) are linearly independent. We claim that also \( x_0, x_1, l_0, l_1 \) are linearly independent.

Assume by contradiction that this is not the case; then possibly performing a base change, we have that \( Z \) is the degeneracy locus also of the matrix (3.5), and we see that there will be a curve \( C \) in \( \Lambda \) with equations \( V(x_0g_1 - x_1g_0, x_0h_1, x_1h_1) \). Since \( C \supset L \), this contradicts our choice of \( \Lambda \).

Hence we finally get that \( Z \) is the degeneracy locus of a matrix
\[
\begin{pmatrix}
  x_2 & g_2 \\
  x_0 & g_0 \\
  x_1 & g_1 \\
  x_3 & g_3
\end{pmatrix},
\]
so it is an eigenscheme and \( Z \supset W \) by construction.

\[ \square \]
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