Abstract

One way to speed up the calculation of optimal TSP tours in practice is eliminating edges that are certainly not in the optimal tour as a preprocessing step. In order to do so several edge elimination approaches have been proposed in the past. In this work we investigate two of them in the scenario where the input consists of \( n \) independently distributed random points in the 2-dimensional unit square with density function bounded from above and below by arbitrary positive constants. We show that after the edge elimination procedure of Hougardy and Schroeder the expected number of remaining edges is \( \Theta(n) \), while after that the non-recursive part of Jonker and Volgenant the expected number of remaining edges is \( \Theta(n^2) \).
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1 Introduction

The traveling salesman problem (TSP) is probably the best-known problem in discrete optimization. An instance consists of the pairwise distances between \( n \) vertices and the task is to find a shortest Hamilton cycle, i.e. a tour visiting every vertex exactly once. The problem is known to be NP-hard [5]. A special case of the TSP is the Euclidean TSP. Here the vertices are points in the Euclidean plane and distances are given by the \( l_2 \) norm. This TSP variant is still NP-hard [6, 2]. Since the problem is NP-hard, a polynomial-time algorithm is not expected to exist. In order to speed up the calculation of the optimal tour in practice, Jonker and Volgenant developed criteria to find edges that are not contained in any optimal solution, so-called useless edges [4]. The geometrical arguments are based on the following idea: If every tour containing an edge \( e \) can be made shorter by replacing at most two edges with two other edges, then \( e \) is useless. Thirty years later, Hougardy and Schroeder detect a class of useless edges by showing that every tour containing a specific edge can be shortened by replacing at most three edges [3]. They are able to give conditions to find useless edges that can be checked efficiently in theory and practice. The algorithm has been tested on instances of TSPLIB, a library for TSP instances [7]. In experiments, 30n edges remained on average after the execution of the algorithm and the total computation time was improved significantly [3]. Although neither elimination procedure is restricted to the 2-dimensional Euclidean case, this paper only focuses on this special case. Both [3] and [4] contain in addition to the geometric criteria a recursive algorithm for edge elimination. Initially applying the geometric elimination criterion reduces the number of possible edges. Subsequent iterations, combined with other heuristics, will further eliminate additional edges. These parts will not be analyzed in this paper due to complexity. There have been several probabilistic analyses of algorithms for the TSP. For example the analysis of the 2-Opt Heuristics for TSP by Englert, Röglin and Vöcking [1]. Starting from an initial tour the
2-Opt Heuristic replaces two edges with two other edges to shorten the tour until it is not possible anymore. In their model each vertex of the TSP instance is a random variable distributed in the $d$ dimensional unit cube by a given probability density function $f_i : [0, 1]^d \rightarrow [0, \phi]$ bounded from above by a constant $1 \leq \phi < \infty$ and they show that for the Euclidean and Manhattan metric the number of expected steps until a local optimum is reached is polynomial in the number of vertices and $\phi$. Moreover, the approximation ratio is bounded by $O(\sqrt{d})$ for all $p$-norms. For $\phi = 1$ the input corresponds to uniformly distributed random instances, while for $\phi = \infty$ it corresponds to the worst-case instances. For a suitable choice of the distribution function, worst-case instances perturbed by random noise can also be described by the model.

In our model we consider $n$ points in the 2-dimensional unit square distributed independently random with densities bounded from above and below by arbitrary positive constants $\phi$ and $\psi$. One obvious density function that satisfies this condition is the uniform distribution on the unit square, with another natural example being the truncated normal distribution on the unit square.

**New results.** In this paper we evaluate the edge elimination criteria of [3] and [4] on random instances. We show that the expected number of edges that remain after the edge elimination procedure of [3] is $\Theta(n)$ while the expected number after the procedure in [4] is $\Theta(n^2)$. Note that instances with $\Theta(n)$ edges are still NP-hard, as the reduction shown in [4] creates instances with $\Theta(n)$ non-useless edges. Nonetheless, this shows that there is a practical preprocessing algorithm that eliminates all but $\Theta(n)$ edges on random instances.

**Structure of the paper.** After we first describe our model and notation for this paper, we give an outline of the key ideas of the edge elimination procedures from [3] and [4] and our results. Then, in the analysis for [3], we will develop a modified edge elimination criterion to estimate the probability that an edge can be deleted by the original criterion. For the new criterion we introduce a new construction: a prescribed set of distinct, disk-shaped regions, called test regions, that is a function of the edges. An edge is useless if one of its test regions satisfies a certain condition. We get an estimate on the probability that none of the regions fulfills the edge elimination condition. Using this estimate, it is possible to show that the expected number of remaining edges after the edge elimination procedure is asymptotically linear. In the second part, we investigate the same questions for the procedure described in [4]. For every edge $pq$ and a different vertex $r$, a hyperbola-shaped region is constructed. The edge elimination criterion presented there detects a useless edge if there are no vertices other than $p, q, r$ in the region. We bound the area of this region and show that it contains another vertex with constant probability which then implies that the expected number of the remaining edges is asymptotically quadratic.

### 1.1 Model and Notations

For a Lebesgue measurable set $C \subseteq [0, 1]^2$ let the Lebesgue measure of $C$ be denoted by $\lambda(C)$. Moreover, for two points $x, y \in \mathbb{R}^2$ let $\text{dist}(x, y)$ be the Euclidean distance between $x$ and $y$. Similarly, if $x \in \mathbb{R}^2$ and $g$ is a line in the Euclidean plane, let $\text{dist}(x, g)$ be the Euclidean distance of $x$ to the line $g$. For an event $E$ let $E^c$ denote the complementary event of $E$.

**Definition 1.1.** An instance of the 2-dimensional **Euclidean TSP** consists of a set of vertices $\{v_1, \ldots, v_n\} \subseteq \mathbb{R}^2$. Consider the weighted complete graph $K_n$ with $V(K_n) = \{v_1, \ldots, v_n\}$, where the cost of an edge $c_{pq}$ is given by $\text{dist}(p, q)$. The 2-dimensional **Euclidean TSP** asks to find a Hamiltonian cycle, i.e., a cycle that visits every vertex exactly once, of minimal length.

Due to linearity of the expected value, it is enough to consider a generic edge $pq$.

**Definition 1.2.** Given $\psi, \phi \in \mathbb{R}$ with $0 < \psi, \phi$, a distribution $d$ on $[0, 1]^2$ is said to be **$\psi$-$\phi$-bounded** if $\psi \leq d(x) \leq \phi$ for all $x \in [0, 1]^2$.  
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Definition 1.3. Given positive constants $\psi$ and $\phi$ consider independent random variables $(U_i)_{i \in \mathbb{N}}$ with $\psi$-$\phi$-bounded density functions $(d_i)_{i \in \mathbb{N}}$ on $[0,1]^2$. Define the random variable

$$U^n := (U_1, U_2, \ldots, U_n).$$

The random variable $U^n$ takes values in $([0,1]^2)^n$ and defines a Euclidean TSP instance with $n$ independently distributed vertices in $[0,1]^2$.

Definition 1.4. Let the random variable $X^n_e$ take the value 1 if a specific edge $e$ in the instance represented by $U^n$ remains after the edge elimination process by Hougardy and Schroeder, and 0 otherwise. Let $X_n := \sum_{e \in E(K_n)} X^n_e$ be the total number of edges that cannot be deleted on the instance represented by $U^n$. Define $Y^n_e$ and $Y_n$ analogously for the edge elimination process of Jonker and Volgenant.

Using this notation our main question becomes to calculate $\mathbb{E}[X_n]$ and $\mathbb{E}[Y_n]$.

2 Outline of the Paper

In this section we outline the key ideas of the previous edge elimination procedures and the probabilistic analysis of Hougardy and Schroeder.

2.1 Key Ideas of the Edge Elimination Procedures

We briefly describe the non-recursive part of the edge elimination procedures of Hougardy and Schroeder [3] and Jonker and Volgenant [4]. For both edge elimination procedures we fix an optimal tour and assume that an edge $pq$ is in the optimal tour.

2.1.1 Jonker and Volgenant

In the paper of Jonker and Volgenant different criteria to detect useless edges were presented. Note that we only analyze the purely geometric part, so we only briefly summarize that part of the edge elimination procedure, which is based on the 2-Opt heuristic. Assume that the edge $pq$ is in the optimal tour $T$ and let $t$ be a neighbor of $r$ in $T$.

The sets

$$I^p_r := \{x \in [0,1]^2 \mid \text{dist}(p,q) + \text{dist}(r,x) \leq \text{dist}(p,r) + \text{dist}(x,q)\}$$

$$I^q_r := \{x \in [0,1]^2 \mid \text{dist}(p,q) + \text{dist}(r,x) \leq \text{dist}(p,x) + \text{dist}(r,q)\}$$

define branches of hyperbolas with $q$, $r$ and $p$, $r$ as foci through $p$ and $q$, respectively (Figure 1).

By definition, if $t$ does not lie in $I^p_r \cup I^q_r$, we can replace $pq$ and $rt$ by either $pr$ and $qt$, or $pt$ and $rq$ to decrease the total cost. It is well known that one of the replacements results in a new tour, contradicting the optimality of $T$ (Figure 2).

One neighbor $t$ of $r$ in the optimal tour has to be different from $p$ and $q$ (assuming that we have more than three vertices). Thus, we conclude the edge elimination criterion:

**Theorem 2.1** (Non-recursive version of Theorem 1 in [4]). An edge $pq$ can be eliminated if there is a vertex $r$ such that $I^p_r \cup I^q_r$ does not contain any other vertex than $p, q, r$. 
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2.1.2 Hougardy and Schroeder

An edge elimination procedure for rounded Euclidean instances was described in Hougardy and Schroeder [3]. Different from the paper we are using exact Euclidean distances. Note that the arguments from [3] also apply in the exact Euclidean case with slight modifications. We present the results with these modifications.

Given an edge $pq$, a $\delta > 0$ and a vertex $x \neq p, q$ the cone $R_{qx}^p(\delta)$ constructed in [3] plays a central role in the edge elimination procedure. It can be interpreted in the following way if the boundary of $I_{qx}^p$ defined in the previous subsection intersects the circle with radius $\delta$ around $x$ twice: We call the two intersection points $x^p_1$ and $x^p_2$, where $x^p_2$ is the point with larger distance to $p$. $R_{qx}^p(\delta)$ is the cone with center $x$ passing through $x^p$ and $x^p_2$ (Figure 3). Thus, it contains $I_{qx}^p$ outside of the disk with radius $\delta$ around $r$. The formal definition is given by:

**Definition 2.2** (Section 3 in [3]). Given a vertex $r$, for another point $t$ let $t_r(\delta)$ be the intersection of the ray (semi-infinite line) $\overrightarrow{rt}$ with the circle around $r$ with radius $\delta$. For an edge $pq$ we define two cones at $r$: $R_{p}^{\infty}(\delta) := \{ t \in \mathbb{R}^2 \mid \text{dist}(q, t_r(\delta)) \geq \delta + \text{dist}(p, q) - \text{dist}(p, r) \}$ and $R_{q}^{\infty}(\delta) := \{ t \in \mathbb{R}^2 \mid \text{dist}(p, t_r(\delta)) \geq \delta + \text{dist}(p, q) - \text{dist}(q, r) \}$.

The edge elimination procedure of Hougardy and Schroeder reads as follows:

**Theorem 2.3** (Main Edge Elimination (for $\delta = \delta_r = \delta_s$), Theorem 3 & Lemma 12 in [3]). An edge $pq$ can be eliminated if there exists a pair of vertices $r, s$ disjoint from $p, q$ and a $\delta > 0$ that satisfy the following four conditions:
Figure 3: Given an edge $pq$, a $\delta > 0$ and a vertex $x \neq p, q$ the cones $R^\delta_{pq}(\delta)$ and $R^\delta_{qp}(\delta)$ that are constructed from $I^\delta_{pq}$ and $I^\delta_{qp}$ and the circle with radius $\delta$ around $x$.

1. There are no other vertices in each of the disks with radius $\delta$ around $r$ and $s$.

2. The cone $R^\delta_{pr}(\delta)$ does not contain both neighbors of $r$ in the optimal tour. The analogous statement holds for $R^\delta_{qr}(\delta)$ and $s$ with the corresponding cones $R^\delta_{pq}(\delta)$ and $R^\delta_{qs}(\delta)$.

3. We have $r \notin R^\delta_{qs}(\delta) \cup R^\delta_{ps}(\delta)$ and $s \notin R^\delta_{pr}(\delta) \cup R^\delta_{qp}(\delta)$.

4. The following two inequalities are satisfied (Figure 4)

$$\text{dist}(r^p, p) + \text{dist}(r, s) + \text{dist}(s^q, q) < \text{dist}(r^p, r) + \text{dist}(p, q) + \text{dist}(s, s^q)$$

$$\text{dist}(s^p, p) + \text{dist}(r, s) + \text{dist}(r^q, q) < \text{dist}(s^p, s) + \text{dist}(p, q) + \text{dist}(r, r^q).$$

Figure 4: Condition (4) states that the blue edges are in total shorter than the red edges.

Assume that the edge $pq$ is in the optimal tour $T$ and we have a pair of vertices $r$ and $s$ satisfying the four conditions. We already know from the previous section that the neighbours of $r$ in $T$ have to lie in $I^\delta_{pr} \cup I^\delta_{qr}$. By the first condition, the disk around $r$ does not contain any other vertices. Since the union of the cones $R^\delta_{pq}(\delta) \cup R^\delta_{qp}(\delta)$ contains $I^\delta_{pq} \cup I^\delta_{qp}$ outside of the disk with radius $\delta$ around $r$, the neighbors of $r$ has to lie in $R^\delta_{pr}(\delta) \cup R^\delta_{qs}(\delta)$.

Figure 5: The four conditions ensure that the blue edges are in total shorter than the red edges.
By the second condition, exactly one of the two neighbors lie in each of $R_{qr}^{pq}(\delta)$ and $R_{qs}^{ps}(\delta)$. Similar statements hold for $s$.

Let $x$ be the neighbor of $r$ lying in $R_{qr}^{pq}(\delta)$ and $y$ be the neighbor of $s$ lying in $R_{qs}^{ps}(\delta)$ in the optimal tour. By the third statement $r$ and $s$ are not neighbors in the optimal tour $T$, i.e. we have $x \neq s$ and $y \neq r$. We want to replace the edges $xp, rs, qy$ by $xr, pq, sy$. (Figure 5). It can be shown that under the four conditions the term $\text{dist}(x, p) + \text{dist}(r, s) + \text{dist}(q, y) - \text{dist}(x, r) - \text{dist}(p, q) - \text{dist}(s, y)$ is maximal if $x = r^p$ and $y = s^q$. But in this case condition (4) ensures that this term is still negative, i.e. after the replacement the total cost decreases. We can use the same argument to show that the symmetrical replacement using the other neighbors of $r$ and $s$ lying in $R_{qr}^{pq}(\delta)$ and $R_{qs}^{ps}(\delta)$ also reduces the total cost. Moreover, one of these two replacements results into a tour, which is a contraction to the optimality of the tour $T$. Thus, the edge $pq$ cannot be in the optimal tour.

### 2.2 Probabilistic Analysis of Hougardy and Schroeder

For the probabilistic analysis of Hougardy and Schroeder, we first develop a new criterion for detecting useless edges. The new criterion detects fewer useless edges than the original, but it makes the analysis easier. The crucial property is that all edges that will be deleted by the new criterion will be deleted by the original criterion as well. In the first part of the analysis our goal is to describe the new criterion and to prove this property.

#### 2.2.1 A Modified Criterion

From now on, we fix $\delta := \frac{1}{\sqrt{n}}$ and abbreviate $R_{qr}^{pq}(\delta)$ and $R_{qs}^{ps}(\delta)$ by $R_{qr}^{pq}$ and $R_{qs}^{ps}$. A test region $T$ for an edge $pq$ is a disk $D$ with radius $2\delta$ aligned similar to the Figure 6. A test region contains two smaller parts that are marked pink in the figure. That one with smaller distance to $pq$ is called the lower test subregion and the other the upper test subregion.

![Figure 6: The test region for the edge pq has the form of a disk with radius 2\(\delta\). The corresponding upper and lower test subregions are marked pink in the figure.](image)

The detailed construction will be described later in the main part. The test regions and test subregions have an area of $\Theta\left(\frac{1}{n}\right)$, hence the probability that each of them does not contain a vertex is asymptotically constant. The common shape of the test subregions is chosen such that: any two vertices $r$ in the upper test subregion and $s$ in the lower test subregion have at least distance $\delta$ but at most $2\delta$ to each other.

We call a test region certifying if there is a vertex $r$ in the upper and a vertex $s$ in the lower test subregion and the test region only contains the two vertices $r$ and $s$.

Next, we call edges of length greater than $c\delta = c\frac{1}{\sqrt{n}}$ long edges for some constant $c$. Since the probability of an edge not being long is of order $\Theta\left(\frac{1}{n}\right)$ it is enough to bound the probability of long edges in order to show that only a linear number of edges remain in expectation. We want to show that
if a test region for a long edge is certifying, then the edge $pq$ will be eliminated by the edge elimination procedure of Hougardy and Schroeder. Assume that a certifying test region is given. By definition, there are vertices $r$ and $s$ in the upper and lower test subregion, respectively. For $r, s$ to satisfy the edge elimination condition for the edge $pq$ recall that four conditions must be satisfied.

For the first condition note that by the certifying property and the shape of the test region each of the disks with radius $\delta$ around $r$ and $s$ does not contain any other vertex. To exclude that $r$ lies in the disk around $s$ and vice versa we exploit the shape of test subregions that ensures the distance of the upper and lower test subregion to be at least $\delta$.

For the second condition we show that for long edges $pq$ the angles of the cones will be small. Now, if the two neighbors $x, y$ of $r$ in the optimal tour lie in the same cone, then the angle of $\angle xry$ is also small. Together with the shape of the test region and the certifying property, we ensure that replacing the edges $xr, yr, pq$ by $pr, qr, xy$ gives a shorter tour contradicting the optimality (Figure 7).

![Figure 7](image)

Figure 7: Let $pq, xr$ and $yr$ be part of the optimal tour. If the angle $\angle xry$ is small, then the shape of the test region and the certifying property ensure that the red edges are in total shorter than the blue edges.

For the third condition a straightforward calculation shows that $p \in R_{qs}^p$. We show that for long edges $pq$ the angle $\angle rsp$ is larger than the angles of the cone $R_{qs}^p$. This implies that $r$ does not lie in $R_{qs}^p$. Similarly, we show that $r$ does not lie in $R_{qs}^p$.

The last condition can be proven using geometrical properties of the shape of the test region and test subregion.

![Figure 8](image)

Figure 8: Multiple test regions are placed on one side of the edge $pq$

Now, we want to define for each edge a certain number of test regions. The practical algorithm in [3] checks the edge elimination condition for 10 pairs of heuristically chosen $r$ and $s$. We consider the general setting of checking a variable number of pairs. We will show later that checking at most $\omega(\log(n)) \cap o(n)$ pairs is sufficient to conclude that the expected value of remaining edges is linear.

For every long edge $pq$ we place a set $\mathcal{T} = \{T_1, \ldots, T_{|\mathcal{T}|}\}$ of test regions on one side of the edge (Figure 8). It can be shown that we can always choose a side of $pq$ such that each of the test subregions of the placed test regions lies completely inside of the unit square.
Altogether, we conclude our modified edge elimination criterion: A long edge can be eliminated if one of test regions $T_i$ we just placed is certifying.

2.2.2 Probabilistic Analysis

After obtaining the new criterion the next step is to bound the probability that it cannot eliminate an edge, i.e. no constructed test region is certifying. There are two disjoint cases that the $i$th test region is not certifying:

- The event $A_i$: the upper or lower test subregion of $T_i$ is empty.
- The event $B_i$: the upper and lower test subregion of $T_i$ each contains a vertex, but the test region contains at least three vertices.

We start by bounding the probability that a given subset of the test regions is not certifying because of $A$ and the remaining test regions are not certifying because of $B$. For that we first check the $A$ events one after another, each conditional on earlier $A$ events. Then, we check the $B$ events one after another, each conditional on all $A$ events and earlier $B$ events. That means we can rewrite this probability by the product of conditional probabilities of the form $\Pr[A_i \mid \bigwedge_{j \in J} A_j]$ with $\Pr[B_i \mid (\bigwedge_{j \in J} A_j) \land (\bigwedge_{k \in K} B_k)]$ for some appropriate index sets $J, K$ with $i \notin J, K$. Let us first consider the conditional probability $\Pr[A_i \mid \bigwedge_{j \in J} A_j]$. Note that the event $\bigwedge_{j \in J} A_j$ means that certain upper or lower test subregions of test regions other than $T_i$ are empty. This only decreases the chance of $A_i$, i.e. that the upper or lower test subregion of $T_i$ is empty. Therefore, we have $\Pr[A_i \mid \bigwedge_{j \in J} A_j] \leq \Pr[A_i]$.

Now for the conditional probability $\Pr[B_i \mid (\bigwedge_{j \in J} A_j) \land (\bigwedge_{k \in K} B_k)]$ note that for some index $j$ both $A_j$ and $B_j$ describe some distribution of vertices in $T_j$. Thus the event $(\bigwedge_{j \in J} A_j) \land (\bigwedge_{k \in K} B_k)$ influences only the distribution of vertices in $\mathcal{T} \setminus T_i$. Recall that the $B_i$ means that there is a vertex in the upper and lower subregion of $T_i$ and at least three vertices in the test region $T_i$. Hence, $B_i$ is most likely if $\mathcal{T} \setminus T_i$ contains no other vertices, since this increases the probability that vertices lie in $T_i$. Therefore, we get $\Pr[B_i \mid (\bigwedge_{j \in J} A_j) \land (\bigwedge_{k \in K} B_k)] \leq \Pr[B_i \mid \mathcal{T} \setminus T_i$ contains no vertices$]$.

This gives us an estimate for the probability that a given subset of the test regions are not certifying because of $A$ and the remaining test regions are not certifying because of $B$. By summing up all possible subsets we can bound the probability that no test region is certifying by $\Pr[X_{pq}^n = 1] \leq (\Pr[A_i] + \Pr[B_i \mid \mathcal{T} \setminus T_i$ contains no vertices$])^{|\mathcal{T}|}$.

Next, we want to bound the probability that a test region is not certifying by a constant $s < 1$. Note that the areas of a test region and a test subregion are proportional to $\delta^2 = \frac{1}{n}$. Recall that we denote the Lebesgue measure of a set $C$ by $\lambda(C)$. By limiting the number of constructed test regions by $|\mathcal{T}| \in o(n)$, we ensure that $\lim_{n \to \infty} \lambda(\mathcal{T} \setminus T_i) = \lim_{n \to \infty} |\mathcal{T} \setminus T_i| \lambda(T_i) = \lim_{n \to \infty} (|\mathcal{T}| - 1) \lambda(\frac{1}{n}) = 0$. This indicates due to the bounded densities that $\lim_{n \to \infty} \Pr[B_i \mid \mathcal{T} \setminus T_i$ contains no vertices$] = \lim_{n \to \infty} \Pr[B_i]$. Moreover, the probability that each of the the test subregions contain exactly one vertex and there are no other vertices in the test region, i.e. the test region is certifying, is in $\Theta \left((1 - \frac{1}{n})^n\right) = \Theta (1)$. Thus, we have for the complement event $\lim\sup_{n \to \infty} \Pr[A_i] + \Pr[B_i] < 1$. Altogether, we have

$$\limsup_{n \to \infty} \Pr[A_i] + \Pr[B_i \mid \mathcal{T} \setminus T_i$ contains no vertices$] = \limsup_{n \to \infty} \Pr[A_i] + \Pr[B_i] < s < 1$$

for some constant $s$. Hence, the probability that none of $|\mathcal{T}|$ test regions are certifying can be bounded by $\Pr[X_{pq}^n = 1] \leq s^{|\mathcal{T}|}$.

Now the probability that $pq$ remains is:

$$\Pr[X_{pq}^n = 1] = \sum_{l} \Pr[X_{pq}^n = 1 \mid |\mathcal{T}| = l] \Pr[|\mathcal{T}| = l].$$
We already have $\Pr[X_{n}^{pq} = 1 \mid |\mathcal{T}| = l] \leq s^l$. Recall that all vertices are randomly distributed with a $\psi$-$\phi$-bounded density function for some constants $\psi$ and $\phi$. It can be shown that for an edge $pq$ formed by two random vertices $p$ and $q$ we have $\Pr[|\mathcal{T}| = l] \in O(\delta^2 \phi) = O\left(\frac{1}{n}\right)$. Hence, $n \Pr[X_{n}^{pq} = 1] \in O\left(n \sum_i s^i \frac{1}{n}\right) = O\left(\sum_i s^i\right) = O(1)$ as $s < 1$. Thus, we conclude:

$$\limsup_{n \to \infty} \frac{\mathbb{E}[X_n]}{n} = \limsup_{n \to \infty} \frac{(n - 1) \Pr[X_n^{pq} = 1]}{2} < \infty.$$ 

Therefore, $\mathbb{E}[X_n] \in O(n)$. On the other hand, we have $\mathbb{E}[X_n] \in \Omega(n)$, since an optimal TSP tour exists for every instance and consists of $n$ edges which cannot be eliminated. Therefore, we conclude $\mathbb{E}[X_n] \in \Theta(n)$.

### 3 Probabilistic Analysis of Jonker and Volgenant

In this section we analyze the expected number of edges that are not eliminated by the criterion of Jonker and Volgenant. We consider a fixed edge $pq$. Moreover, we assume that $r$ is a vertex other than $p$ or $q$.

Recall that the edge elimination procedure of Jonker and Volgenant eliminates the edge $pq$ if for another vertex $r$ the set $I^r_p \cup I^r_q$ does not contain any vertex other than $p, q$ and $r$. Our goal is to get a bound on the area of $I^r_p \cup I^r_q$ and to show that it is likely that they contain vertices other than $p, q$ and $r$. This leads to the result that the expected number of remaining edges is quadratic.

Let $0 < \alpha < \frac{1}{2}$ and $0 < 2\alpha < \beta < 1$ be two fixed parameters whose values we will determine later. Let $B_{pq}$ be the event where $p$ lies in the square $\{(x, y) \mid \frac{1-\beta}{2} \leq x \leq \frac{1-\beta}{2} + \alpha, \frac{1-\alpha}{2} \leq y \leq \frac{1+\alpha}{2}\}$ and $q$ lies in the square $\{(x, y) \mid \frac{1+\beta}{2} - \alpha \leq x \leq \frac{1+\beta}{2}, \frac{1-\alpha}{2} \leq y \leq \frac{1+\alpha}{2}\}$ (Figure 9). By the choice $2\alpha < \beta$, the two squares are disjoint. If $\alpha = 0$ and $B_{pq}$, then the line $pq$ is the horizontal line $y = \frac{1}{2}$. Therefore, for fixed $\beta$ we can choose $\alpha > 0$ small enough such that if $B_{pq}$ happens, then for all possible positions of $p$ and $q$ the line $pq$ intersects the interior of the left and right border of the unit square.

We say that $r$ is **centrally located** if $\frac{1-\beta}{2} \leq r_x \leq \frac{1+\beta}{2}$, where $r_x$ is the $x$-coordinate of $r$.

**Figure 9:** The event $B_{pq}$; $p$ and $q$ each lies in a square with side length $\alpha$. Moreover, $\alpha$ is chosen small enough such that if $B_{pq}$ happens, then the line $pq$ intersects the interior of the left and right border of the unit square for all possible positions of $p, q$.

**Figure 10:** Let $x$ be a point in the area $P$ bounded by $up, pr, r\bar{q}$ and the border of the unit square. The segments $qx$ and $pr$ cross each other. Similarly, if $x$ is a point in the area $Q$ bounded by $qv, rq, r\bar{p}$ and the border of the unit square the segments $px$ and $qr$ cross each other.
Figure 11: If \( \tilde{p} \) lies on the top border of the unit square, the triangle \( qvt \) lies in \( Q \).

Figure 12: In the case that \( \tilde{q} \) and \( \tilde{p} \) lie on the left and right border of the unit square: The trapezoids \( upra \) and \( qvbr \) lie in \( P \) and \( Q \), respectively.

Lemma 3.1. There is a constant \( f \) such that if \( B_{pq} \), then \( \lambda(I_{q}^{pr} \cup I_{p}^{qr}) \geq \min \left( \frac{\text{dist}(r,pq)}{2}, f \right) \). Moreover, if \( r \) is not centrally located, then we have \( \lambda(I_{q}^{pr} \cup I_{p}^{qr}) \geq f \).

Proof. Let \( p \) and \( q \) be the intersection points of the rays \( \overrightarrow{pq} \) and \( \overrightarrow{qr} \) with the border of the unit square, respectively. Similarly, let \( u \) and \( v \) be the intersection points of the rays \( \overrightarrow{qp} \) and \( \overrightarrow{pq} \) with the border of the unit square, respectively. Let \( x \) be a point in the area \( P \) bounded by \( up, pr, req \) and the border of the unit square. Then, by construction the segments \( qx \) and \( pr \) cross each other (Figure 10). By applying the triangle inequality twice, we get \( \text{dist}(q, x) + \text{dist}(p, r) \geq \text{dist}(x, r) + \text{dist}(p, q) \). Thus, \( P \) is a subset of \( I_{q}^{pr} \). Similarly, the area \( Q \) bounded by \( qv, rq, req \) and the border of the unit square is a subset of \( I_{p}^{qr} \). If \( p \) does not lie on the right border of the unit square, assume w.l.o.g. that it lies on the top border of the unit square. Let \( t = (1, 1) \) be the top right border of the unit square. The triangle with the endpoints \( t, q \) and \( v \) lies completely inside of \( Q \) (Figure 11). Recall that we chose \( \alpha \) small enough such that if \( B_{pq} \), then for all possible positions of \( p, q \) the line \( pq \) intersects the interior of the right border of the unit square. Hence, there are constants \( c_1, c_2 > 0 \) such that \( \text{dist}(v, t) \geq c_1 \) and \( \sin(\angle tvq) \geq c_2 \). Therefore the area of the triangle is at least the constant \( \frac{1}{2} \text{dist}(q, v) \text{dist}(v, t) \sin(\angle tvq) \geq \frac{1}{2} \frac{1-\alpha}{2} c_1 c_2 =: f \). The analogous statement holds if \( \tilde{q} \) does not lie on the left border of the unit square. In particular, if \( r \) is not centrally located one of these two cases has to occur, which shows the second statement.

In the case that \( \tilde{p} \) lies on the right border and \( \tilde{q} \) lies on the left border of the unit square, consider the parallel line to \( pq \) through \( r \). Let the intersection point of this parallel line with the left and right border unit square be \( a \) and \( b \), respectively. Then the trapezoids \( upra \) and \( qvbr \) lie in \( P \) and \( Q \), respectively (Figure 12). Their combined area is at least

\[
\frac{(\text{dist}(a, r) + \text{dist}(u, p)) \text{dist}(r, pq)}{2} + \frac{(\text{dist}(r, b) + \text{dist}(q, v)) \text{dist}(r, pq)}{2} \geq \frac{\text{dist}(r, pq)}{2}.
\]

\( \Box \)

Using the upper bounds on the area of \( I_{q}^{pr} \) and \( I_{p}^{qr} \), we next investigate on the asymptotic behavior of the probability that these areas are empty.
Definition 3.2. Let Cert(r) be the event that the vertex r fulfills the condition of Theorem 2.1 and we can therefore eliminate pq.

Lemma 3.3. There is a is a constant c such that

$$\lim_{n \to \infty} n \Pr[\text{Cert}(r) \mid B_{pq}] \leq c \beta.$$ 

Proof. If Cert(r) happens, then $I_p^r \cup I_q^r$ does not contain the remaining $n-3$ vertices. W.l.o.g. assume that $p = U_{n-2}, q = U_{n-1}$ and $r = U_n$. By Lemma 3.1 we can bound $\lambda(I_p^r \cup I_q^r)$ either by $f$ or $\frac{\text{dist}(r,pq)}{2}$. We have $\lambda(I_p^r \cup I_q^r) \geq f$ if $r$ is not centrally located with probability at least $1 - \beta \phi$. Thus, there is a $0 \leq y \leq \beta \phi$ such that:

$$\lim_{n \to \infty} n \Pr[\text{Cert}(r) \mid B_{pq}] \leq \lim_{n \to \infty} \frac{\lambda(I_p^r \cup I_q^r)}{2} \beta \phi.$$

Now, dist(r,pq) can vary between 0 and $\sqrt{2}$. For fixed p,q and fixed distance d the position of r satisfying dist(r,pq) = d is a segment in the unit square with length at most $\sqrt{2}$. Therefore,

$$\lim_{n \to \infty} n \Pr[\text{Cert}(r) \mid B_{pq}] \leq \beta \phi \lim_{n \to \infty} n \int_0^{\sqrt{2}} \frac{1}{2} x^2 dx$$

$$= \beta \phi^2 \sqrt{2} \lim_{n \to \infty} \left[ \frac{(1 - \frac{1}{2} x^2)^{n-2}}{\frac{1}{2} x^2(2n-2)} \right]^{\sqrt{2}}_0$$

$$= \beta \phi^2 \sqrt{2} \lim_{n \to \infty} \left( \frac{n}{2 \phi(n-2)} - \frac{n(1 - \frac{1}{2} \sqrt{2} \phi)^{n-2}}{2 \phi(n-2)} \right) = \frac{\beta \phi^2 \sqrt{2}}{\frac{1}{2} \phi}.$$

Theorem 3.4. $E[Y_n] \in \Theta(n^2)$

Proof. We have:

$$E[Y_n] = \sum_{e \in E(K_n)} E[Y_n^e] = \sum_{e \in E(K_n)} \Pr[Y_n^e = 1] = \left(\begin{array}{c} n \\ 2 \end{array}\right) \Pr[Y_{pq}^e = 1]$$

$$\geq \left(\begin{array}{c} n \\ 2 \end{array}\right) (1 - \Pr[Y_{pq}^e = 0 \mid B_{pq}] \Pr[B_{pq}].$$

By choosing some $\beta < \frac{1}{c}$ we have by union bound and Lemma 3.3

$$\liminf_{n \to \infty} \frac{E[Y_n]}{n^2} \geq \frac{1}{2} \Pr[B_{pq}] \left(1 - \lim_{n \to \infty} \Pr[Y_{pq}^e = 0 \mid B_{pq}]\right)$$

$$= \frac{1}{2} \Pr[B_{pq}] \left(1 - \lim_{n \to \infty} \Pr[Y_{pq}^e = 0 \mid B_{pq}]\right)$$

$$\geq \frac{1}{2} \Pr[B_{pq}] \left(1 - \lim_{n \to \infty} n \Pr[\text{Cert}(r) \mid B_{pq}] \right)$$

$$\geq \frac{1}{2} (\alpha \psi)^2 (1 - c \beta) > 0.$$
Therefore, we have $E[Y_n] \in \Omega(n^2)$. On the other hand, we have $E[Y_n] \in O(n^2)$, since the graph $K_n$ has $\binom{n}{2}$ edges. This proves $E[Y_n] \in \Theta(n^2)$.

**Remark 3.5.** A computer program was written to analyze the probability that an edge is eliminated in practice by the criterion of Jonker and Volgenant for uniformly distributed instances. The results are shown in Table 1, it suggests that the probability of eliminating an edge is asymptotically constant and a quadratic number of edges is eliminated in practice.

| # vertices | edge elimination rate |
|------------|-----------------------|
| 10         | 21.60%                |
| 100        | 16.13%                |
| 1000       | 15.92%                |
| 10000      | 15.89%                |
| 100000     | 15.45%                |

Table 1: Probability that an edge is eliminated. For each number of vertices the elimination condition has been checked for 40000 edges

### 4 Probabilistic Analysis of Hougardy and Schroeder

We want to investigate the expected number of edges that remain after the edge elimination of Hougardy and Schroeder. By symmetry it is enough to bound the probability that a fixed edge $pq$ will be deleted.

#### 4.1 A Modified Criterion

In this section we modify the criterion of [3] for detecting useless edges. The new criterion detects fewer useless edges than the original, but it makes the probabilistic analysis easier. This is due to the fact that the new criterion can be separated into several events of similar nature such that the edge is useless if one of these events happens, and for each of these events we can find a bound on its probability. We first state the new edge elimination criterion in Subsection 4.1.1. The next step is to show that the new criterion has the property that all edges, that will be deleted by it, will be deleted by the original criterion as well. We will show this in Subsection 4.1.7. Recall that in order to apply the original criterion four conditions need to be fulfilled. We begin in Subsection 4.1.2 by proving some general geometrical properties we will need later. In Subsections 4.1.3, 4.1.4, 4.1.5 and 4.1.6 we show auxiliary lemmas to check each of the four edge elimination properties. Finally, in Subsection 4.1.8, we describe how to repeatedly apply the new criterion to increase the probability that $pq$ is eliminated.

##### 4.1.1 A Modified Criterion

For every $n$ we consider a fixed $\delta$ defined by $\delta = \delta_n := \frac{1}{\sqrt{n}}$. For this choice the area of test regions that will be constructed later is $\frac{1}{n}$, hence the probability that each of them does not contain a vertex is asymptotically constant. We abbreviate $R^{\|}_{pq} := R^{\|}_{pq}(\delta)$ and $R^{\perp}_{pq} := R^{\perp}_{pq}(\delta)$.

For a point $x$ we denote by $x'$ the orthogonal projection of $x$ onto $pq$ in this paper.

**Definition 4.1.** The *midsegment* of the edge $pq$ is the segment whose endpoints lie on $pq$, which has the same center as $pq$ and whose length is $\frac{1}{2}$ times the length of $pq$. The *neighborhood* of the edge $pq$ is defined as

$$\{x \in \mathbb{R}^2 \mid \text{dist}(x,pq) \leq 3\delta, \ x' \text{ lies on the midsegment of } pq\}.$$
The edge $pq$ divides the neighborhood into two components, we call each of them a subneighborhood of $pq$ (Figure 13).

![Figure 13: Neighborhood of $pq$](image)

**Definition 4.2.** Define the distance functions $\text{dist}_x(a, b) = \text{dist}(a', b')$ and $\text{dist}_y(a, b) = |\text{dist}(a, pq) - \text{dist}(b, pq)|$.

We can interpret $\text{dist}_x$ and $\text{dist}_y$ as the distance in $x$ and $y$-direction if we rotate such that $pq$ is parallel to the $x$-axis and $a, b$ lie on the same side of $pq$.

**Definition 4.3.** Given a point $c$ with $\text{dist}(c, pq) = \delta$, consider the disk $D$ with radius $2\delta$ around $c$. If the orthogonal projection of $D$ onto $pq$ lies in the midsegment of $pq$, we define the test region $T$ with center $c$ as $T := D \cap [0, 1]^2$. Consider the two connected components of $\{ x \in \mathbb{R}^2 \mid \text{dist}(x, c) \leq \delta, \text{dist}_y(x, c) \geq \frac{1}{2}\delta \}$, the connected component with smaller distance to $pq$ is called the lower test subregion $T_l$ and the other the upper test subregion $T_u$. (Figure 14).

The test region lies in the neighborhood of $pq$, since by definition the orthogonal projection of $T$ onto $pq$ lies in the midsegment and for every point $z \in T$ we have $\text{dist}(z, pq) \leq \text{dist}(z, c) + \text{dist}(c, pq) \leq 3\delta$ which is the height of the neighborhood. The test subregions are constructed to ensure that any two vertices $r \in T_u$ and $s \in T_l$ have at least the distance $\delta$ but at most the distance $2\delta$ to each other.

![Figure 14: Test region and test subregions. The orthogonal projection of the test region onto $pq$ has to lie in the midsegment $uv$ of the edge $pq$.](image)

Now, we can use the test regions to formulate the new criterion that certifies that an edge can be eliminated.

**Definition 4.4.** We call a test region certifying if there is a vertex $r$ in the upper and a vertex $s$ in the lower test subregion and exactly these two vertices in the test region.

**Definition 4.5.** The edge $pq$ is called $\gamma$-long if $\text{dist}(p, q) \geq \gamma \delta = \gamma \frac{1}{\sqrt{n}}$.

Note that if an edge $pq$ is $\gamma$-long then it is also $\gamma_2$-long for all $\gamma_2 \leq \gamma$. 
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Theorem 4.6. There is a $\gamma$ such that a $\gamma$-long edge $pq$ can be eliminated if there is a certifying test region.

We will prove this theorem in Subsection 4.1.7.

4.1.2 General Geometric Properties

Lemma 4.7. For every $\epsilon > 0$ there is a $\gamma$ such that if $r$ lies in the neighborhood of a $\gamma$-long edge $pq$, then $\text{dist}(p, r) - \text{dist}(p, r') < \epsilon \delta$ and $\text{dist}(q, r) - \text{dist}(q, r') < \epsilon \delta$.

Proof. We know that $pr$ is the hypotenuse of the right-angled triangle $pr'r$. As $r$ lies in the neighborhood of $pq$, we have $\text{dist}(p, r) \geq \text{dist}(p, r') \geq \frac{\text{dist}(p, q)}{4} \geq \frac{\gamma \delta}{4}$. Thus, by Pythagoras’ theorem and $\text{dist}(r, r') \leq 3\delta$:

\[
\text{dist}(p, r) - \text{dist}(p, r') = \sqrt{\text{dist}(p, r')^2 + \text{dist}(r, r')^2} - \text{dist}(p, r') \\
\leq \sqrt{\text{dist}(p, r')^2 + (3\delta)^2} - \text{dist}(p, r') \\
= \left(\sqrt{\text{dist}(p, r')^2 + (3\delta)^2}\right)^2 - \text{dist}(p, r')^2 \\
= \frac{(3\delta)^2}{\sqrt{\text{dist}(p, r')^2 + (3\delta)^2} + \text{dist}(p, r')} \leq \frac{9}{\sqrt{(\frac{\gamma}{4})^2 + 9 + \frac{\gamma}{4}}}.
\]

Since $\lim_{\gamma \to \infty} \frac{9}{\sqrt{(\frac{\gamma}{4})^2 + 9 + \frac{\gamma}{4}}} = 0$, we can choose $\gamma$ big enough such that we have for all $r$ in the neighborhood of $pq$ $\text{dist}(p, r) - \text{dist}(p, r') < \epsilon \delta$. By an analogous calculation the inequality is also satisfied for $q$. This proves the claim.

Lemma 4.8. For all $\beta > 0$ there is a $\gamma$ such that if $r$ lies in the neighborhood of a $\gamma$-long edge $pq$, then $\text{dist}(p, r) + \text{dist}(r, q) < \text{dist}(p, q) + \beta \delta$.

Proof. By Lemma 4.7 there is a $\gamma$ such that if $pq$ is $\gamma$-long then $\text{dist}(p, r) - \text{dist}(p, r') < \frac{\beta}{2} \delta$ and $\text{dist}(q, r) - \text{dist}(q, r') < \frac{\beta}{2} \delta$. Adding the two inequalities we get $\text{dist}(p, r) + \text{dist}(r, q) < \text{dist}(p, r') + \frac{\beta}{2} \delta + \text{dist}(r', q) + \frac{\beta}{2} \delta = \text{dist}(p, q) + \beta \delta$.

Lemma 4.9. For every $\epsilon > 0$ there is a $\gamma$ such that if the vertex $r$ lies in the neighborhood of a $\gamma$-long edge $pq$ then $\angle qpr < \epsilon$ and $\angle rqp < \epsilon$.

Proof. We may w.l.o.g. assume $\epsilon < \pi$. Choose $\gamma$ such that $\frac{12}{\gamma} < \tan(\epsilon)$. By the definition of neighborhood $r'$ lies between $p$ and $q$, hence:

\[
\tan(\angle qpr) = \tan(\angle r'pr) = \frac{\text{dist}(r', r)}{\text{dist}(p, r')} \leq \frac{4 \text{dist}(r, r')}{\text{dist}(p, q)} \leq \frac{12 \delta}{\gamma \delta} = \frac{12}{\gamma} < \tan(\epsilon).
\]

Since the tangent is monotonically increasing in $[0, \frac{\pi}{2}]$, we get $\angle qpr < \epsilon$. By the same argument we also have $\angle rqp < \epsilon$.

4.1.3 First Condition

Lemma 4.10. If a test region $T$ is certifying, then the unique vertices in the test region $r$ and $s$ are $\delta$-isolated.
**Proof.** Let $D_r$ and $D_s$ be the disks around $r$ and $s$ with radius $\delta$, respectively. For every point $z \in D_r$ we have $\text{dist}(z,c) \leq \text{dist}(z,r) + \text{dist}(r,c) \leq 2\delta$ where $c$ is the center of the test region $T$. Hence $D_r$ lies in $T$ and similarly $D_s$ also lies in $T$. By assumption $T$ and hence $D_r$ and $D_s$ do not contain any other points except $r$ and $s$. Moreover, we have $\text{dist}(r,s) \geq \text{dist}_q(T^u,T^d) = \delta$, hence $r$ and $s$ are $\delta$-isolated. \hfill \Box

### 4.1.4 Second Condition

**Lemma 4.11.** For every $\epsilon > 0$ there is a $\gamma$ such that if $r$ is lying in the neighborhood of a $\gamma$-long edge $pq$, then the angles of the cones $R^p_r$ and $R^q_r$ are less than $\epsilon$.

**Proof.** Consider the circle $\Gamma$ with radius $\delta$ and center $r$. Let $\bar{q}$ be the second intersection point of the ray $\overline{q\bar{q}}$ with $\Gamma$. As $\text{dist}(\bar{q},q) = \text{dist}(r,q) + \delta \geq \text{dist}(p,q) - \text{dist}(p,r) + \delta$, the cone $R^q_r$ contains $\bar{q}$ and is not empty. Let $r^p$ be the point on $R^q_r \cap \Gamma$ that maximizes the angle $\angle qr^pr$ (Figure 15). Since the cone $R^q_r$ is symmetric in $\overline{q\bar{q}}$, the ray halves the angle of $R^q_r$ and it is enough to show that $\angle qr^pr < \frac{\epsilon}{2}$. This is equivalent to $\angle qr^pr > \pi - \frac{\epsilon}{2}$. We can choose by Lemma 4.8 a $\gamma$ such that if $pq$ is $\gamma$-long, we have for all $r$ in the neighborhood of $pq$ the inequality $\text{dist}(p,q) - \text{dist}(p,r) > \text{dist}(r,q) - \beta \delta$ for some constant $\beta < 1$ we will determine later. Therefore, by the definition of $R^q_r$, the angle $\angle qr^pr$ and the cosine law:

\[
(\text{dist}(r,q) + (1 - \beta)\delta)^2 < (\text{dist}(p,q) - \text{dist}(p,r) + \delta)^2 \leq \text{dist}(r^p,r)^2
\]

\[
= \text{dist}(r^p,r)^2 + \text{dist}(r,q)^2 - 2\text{dist}(r^p,r)\text{dist}(r,q)\cos(\angle qr^pr)
\]

\[
= (1 - \beta)^2 + \text{dist}(r,q)^2 - 2\text{dist}(r,q)\cos(\angle qr^pr).
\]

Hence, we have:

\[
\cos(\angle qr^pr) < \frac{(1 - \beta)^2 + \text{dist}(r,q)^2 - (\text{dist}(r,q) + (1 - \beta)\delta)^2}{2\delta \text{dist}(r,q)}
\]

\[
= \frac{(1 - \beta)^2 - 2(1 - \beta)\delta \text{dist}(r,q) - (1 - \beta)^2\delta^2}{2\delta \text{dist}(r,q)}
\]

\[
= (1 - \beta) + \frac{1 - (1 - \beta)^2}\delta \leq (1 - \beta) + \frac{1 - (1 - \beta)^2}\delta
\]

\[
\leq (1 - \beta) + \frac{2(1 - (1 - \beta)^2)}{\gamma\delta} = (1 - \beta) + \frac{2(1 - (1 - \beta)^2)}{\gamma}.
\]

Choose $\gamma$ big enough such that by Lemma 4.8 $\beta$ is small enough to satisfy $\cos(\angle qr^pr) < (1 - \beta) + \frac{2(1 - (1 - \beta)^2)}{\gamma \delta} \leq \cos(\pi - \frac{\epsilon}{2})$. Since the cosine is monotonically decreasing in $[0, \pi]$, we have $\angle qr^pr > \pi - \frac{\epsilon}{2}$. Similarly, we have the same result for $R^q_r$. \hfill \Box

**Definition 4.12.** For a given Euclidean TSP instance a vertex $r$ is called $\delta$-isolated if for all other vertices $z \neq r$ we have $\text{dist}(r,z) \geq \delta$.

**Lemma 4.13.** There exists a $\gamma$ such that if a $\delta$-isolated vertex $r$ lies in the neighborhood of a $\gamma$-long edge $pq$, then neither $R^p_r(\delta)$ nor $R^q_r(\delta)$ contains both neighbors of $r$ in the optimal tour.

**Proof.** After applying the following lemma, it remains to show that the neighbors of $r$ cannot both lie in $R^p_r(\delta)$ or $R^q_r(\delta)$.

**Lemma (Lemma 7 in [3]).** If a vertex $r$ is $\delta$-isolated, then in every optimal TSP tour containing the edge $pq$ both neighbors of $r$ lie in $R^q_r(\delta) \cup R^p_r(\delta)$. 
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We prove it similar to Lemma 9 in [3]. We can choose $\gamma$ by Lemma 4.11 such that the angles of the cones $R^p_r$ and $R^q_r$ are less than 60°. By Lemma 4.8 there is a $\gamma$ such that if $pq$ is $\gamma$-long, then $\text{dist}(p,r) + \text{dist}(r,q) - \text{dist}(p,q) < \delta$. Thus, we can use the following lemma:

**Lemma** (Lemma 10 in [3]). Let $x$ and $y$ be the neighbors of a $\delta$-isolated vertex $r$ in an optimal TSP tour containing the edge $pq$. If $\text{dist}(p,r) + \text{dist}(r,q) - \text{dist}(p,q) \leq 2\delta$, then we have:

$$\angle xry \geq \arccos \left( 1 - \frac{(2\delta + \text{dist}(p,q) - \text{dist}(p,r) - \text{dist}(r,q))^2}{2\delta^2} \right).$$

Therefore,

$$\angle xry \geq \arccos \left( 1 - \frac{(2\delta + \text{dist}(p,q) - \text{dist}(p,r) - \text{dist}(r,q))^2}{2\delta^2} \right) > \arccos \left( 1 - \frac{\delta^2}{2\delta^2} \right) = \arccos \left( \frac{1}{2} \right) = 60°,$$

contradiction. □

### 4.1.5 Third Condition

**Lemma 4.14.** There is a $\gamma$ such that for every $\gamma$-long edge $pq$, test region $T$ and vertices $r, s$ with $r \in T^u$ and $s \in T^l$ we have $r \not\in R^q_{ps} \cup R^p_{qs}$.

**Proof.** Let $p_s$ be the intersection point of $ps$ with the circle around $s$ and radius $\delta$. Then, we have:

$$\text{dist}(q,p_s) = \text{dist}(q,p) + \text{dist}(p_s,p) - \text{dist}(p_s,p) \geq \text{dist}(p,q) - \text{dist}(p_s,p) = \text{dist}(p,q) + \delta - \text{dist}(s,p).$$

Therefore, we have by definition $p \in R^q_{ps}$. We have by the definition of test region and monotonicity of the tangent function $\angle rps \geq \arctan \left( \frac{\text{dist}(r,s)}{\text{dist}(s,r)} \right) \geq \arctan \left( \frac{\delta}{2\delta} \right) = \arctan \left( \frac{1}{2} \right)$. By Lemma 4.11 we can choose $\gamma$ big enough such that the angle of the cone $R^q_{ps}$ is less than $\arctan \left( \frac{1}{2} \right)$. Thus, we have $r \not\in R^q_{ps}$ and similarly $r \not\in R^p_{qs}$. □
4.1.6 Fourth Condition

Lemma 4.15. Let $\Gamma$ be the circle around $r$ with radius $\delta$ and $r^p$ is the point on $R^p_r \cap \Gamma$ with the largest distance to $p$. Let $r^q$ be defined similarly. There is a $\gamma$ such that if a $\delta$-isolated vertex $r$ lies in a test region with center $c$ of a $\gamma$-long edge $pq$, then:

$$\text{dist}(p, r^p) < \text{dist}_x(p, c)$$
$$\text{dist}(r^q, q) < \text{dist}_x(c, q).$$

Proof. Let $\overline{q}$ be the second intersection point of the ray $\overline{rq}$ and $\Gamma$. (Figure 15). Choose $\epsilon_1, \epsilon_2 > 0$ such that $\sqrt{\frac{3}{2}} + \epsilon_1 + \epsilon_2 < 1$. Since $\overline{q}$ lies on the circle with radius $\delta$ around $r$, it lies in the neighborhood of $pq$. So we can choose by Lemma 4.13 a $\gamma_1$ such that if $pq$ is $\gamma_1$-long, then

$$\text{dist}(p, r^p) - \text{dist}_x(p, r^p) < \epsilon_1 \delta. \tag{1}$$

By Lemma 4.11 there is a $\gamma_2$ such that if $pq$ is $\gamma_2$-long the angle of the cone $R^p_r$ is small enough to ensure

$$\text{dist}_x(r^p, \overline{q}) \leq \epsilon_2 \delta. \tag{2}$$

By Lemma 4.9 we can choose $\gamma_3$ such that if $pq$ is $\gamma_3$-long, then

$$\text{dist}_x(\overline{q}, r) = \cos(\angle \overline{q}pq) \text{dist}(\overline{q}, r) = \cos(\angle rqp) \delta > \left( \frac{\sqrt{3}}{2} + \epsilon_1 + \epsilon_2 \right) \delta. \tag{3}$$

As by definition of test regions $\text{dist}_x(r, c)^2 + \text{dist}_y(r, c)^2 \leq \delta^2$ and $\text{dist}_y(r, c) \geq \frac{\delta}{2}$, we have

$$\text{dist}_x(r, c) \leq \frac{\sqrt{3}}{2} \delta. \tag{4}$$

Therefore, for $\gamma = \max\{\gamma_1, \gamma_2, \gamma_3\}$ we get altogether:

$$\text{dist}(p, r^p) \leq \text{dist}_x(p, r^p) + \epsilon_1 \delta \leq \text{dist}_x(p, \overline{q}) + \text{dist}_x(\overline{q}, r^p) + \epsilon_1 \delta \leq \text{dist}_x(p, \overline{q}) + \epsilon_1 \delta + \epsilon_2 \delta$$
$$< \text{dist}_x(p, \overline{q}) + \epsilon_1 \delta + \epsilon_2 \delta + \text{dist}_x(\overline{q}, r) - \left( \frac{\sqrt{3}}{2} + \epsilon_1 + \epsilon_2 \right) \delta$$
$$= \text{dist}_x(p, r) - \text{dist}_x(r, c) + \text{dist}_x(r, c) - \frac{\sqrt{3}}{2} \delta \leq \text{dist}_x(p, c).$$

Similarly, we can prove the second statement. \hfill \Box

4.1.7 Proof of Theorem 4.6

Proof of Theorem 4.6. We want to apply Theorem 2.3 to eliminate the edge $pq$. Recall that we have to check that all conditions are fulfilled. By Lemma 4.10 and Lemma 4.13 there is a $\gamma_1$ such that if $pq$ is $\gamma_1$-long the first two conditions are satisfied.

In the proof of Theorem 2.3 we need $r \not\in R^p_r \cup R^q_r$ and $s \not\in R^p_q \cup R^q_q$ to exclude that $rs$ is part of the tour. Note that this already follows from $r \not\in R^p_q \cup R^q_q$, since we know that every neighbor of $s$ lies in $R^q_s \cup R^q_q$. By Lemma 4.14 there is a $\gamma_2$ such that if $pq$ is $\gamma_2$-long, then we have $r \not\in R^p_q \cup R^q_q$, which is the third condition.

Let $c$ be the center of the test region. By Lemma 4.15 there is a $\gamma_3$ such that for a $\gamma_3$-long edge $pq$ we have:

$$\text{dist}(p, r^p) + \text{dist}(s^q, q) + \text{dist}(r, s) < \text{dist}_x(p, c) + \text{dist}_x(c, q) + \text{dist}(r, s) = \text{dist}(p, q) + \text{dist}(r, s)$$
$$\leq \text{dist}(p, q) + \text{dist}(r, c) + \text{dist}(c, s) \leq \text{dist}(p, q) + 2\delta = \text{dist}(p, q) + \text{dist}(r^p, r) + \text{dist}(s, s^q).$$

Similarly, we can ensure $\text{dist}(p, s^p) + \text{dist}(r^q, q) + \text{dist}(r, s) < \text{dist}(p, q) + \text{dist}(s^p, s) + \text{dist}(r, r^q)$, which is the fourth condition. Hence, $\gamma = \max\{\gamma_1, \gamma_2, \gamma_3\}$ satisfies the condition. \hfill \Box
4.1.8 Canonical Test Regions

Now we want to define for each edge a certain number of test regions. The number of test regions is dependent on the length of the edge. An edge can be eliminated if any of these is certifying.

**Lemma 4.16.** There exists a γ such that given a γ-long edge pq, there is a subneighborhood of pq that lies completely inside the unit square.

*Proof.* We can w.l.o.g. assume that the angle formed by the line pq with the x-axis is $0^\circ \leq \alpha \leq 45^\circ$, otherwise we can rotate and mirror the unit square. In this case, there is a constant $c > 0$ such that the $x$-coordinates of the midsegment lie between $c$ and $1 - c$. Given that $\sqrt{2} \geq \text{dist}(p, q) \geq \gamma \delta$, we can choose a γ such that if pq is γ-long, the $x$-coordinates of both subneighborhoods lie between $0 < c - 3\delta$ and $1 - c + 3\delta < 1$. Since the range of $y$-coordinates of the midsegment lies between at most $\frac{\sqrt{2}}{4}$, we can choose γ large enough to ensure that the range of $y$-coordinates of the neighborhood is at most $6\delta + \frac{1}{2} < 1$. Then, it is not possible for both the top and bottom borders of the unit square to intersect the neighborhood. Since the borders of the unit square do not intersect pq, which divides the two subneighborhoods, one of the subneighborhoods lies completely within the unit square. \( \square \)

**Definition 4.17.** We denote the smallest γ satisfying the conditions of Theorem 4.6 and Lemma 4.16 by η. If an edge is η-long we call it long.

The practical algorithm in [3] checks the edge elimination condition for 10 pairs of heuristically chosen $r$ and $s$. We consider the general setting of checking at most $f(n)$ pairs for some function $f : \mathbb{N} \to \mathbb{N}$. We now assume that such a function is given. In the end we will show that any $f \in \omega(\log(n)) \cap o(n)$ is sufficient to conclude that the expected value of remaining edges is linear.

**Definition 4.18.** For every long edge pq we divide the midsegment uv equally into $\min\{f(n), \left\lfloor \frac{\text{dist}(u, v)}{4\delta} \right\rfloor\}$ parts. By Lemma 4.16 there is a subneighborhood that lies inside of the unit square. Place inside of this subneighborhood test regions for each of the subdivisions of uv such that the orthogonal projections of the test regions’ centers coincide with the centers of the subdivisions (Figure 16). We call the constructed test regions $\mathcal{T} = \{T_1, \ldots, T_\mathcal{T}\}$ the canonical test regions of pq. The $i$-th canonical test region $T_i$ contains $T^u_i$ and $T^l_i$, the upper and lower test subregion.

The subneighborhood has height $3\delta$ and the upper and lower test subregions have at most distance $2\delta$ to pq, therefore the constructed upper and lower test subregions lie completely in the subneighborhood and hence in the unit square. Remember that the test region was defined as the intersection of a disk with the unit square and note that the test region of a canonical test region is not necessarily a disk. Since pq has at least length $\eta \delta$, the midsegment has at least length $\frac{2\delta}{2}$. Therefore, we constructed at least $\frac{\eta\delta}{24\delta} = \frac{\eta}{8}$ canonical test regions for every long edge.

![Figure 16: The canonical test regions. The open dots are the subdivisions of the midsegment uv.](image)

Every canonical test region has width $4\delta$ and by the construction the distances of their midpoints is at least $4\delta$. Therefore, the constructed canonical test regions intersect in at most one point.

Alltogether, we can formulate the new criterion:

**Corollary 4.19.** A long edge is useless if there is a certifying canonical test region $T_i$. \[ \square \]
4.2 Probabilistic Analysis

In this subsection we estimate the probability that an edge cannot be deleted by our modified criterion on a random instance and bound the expected value of the number of edges that are not detected as useless.

Definition 4.20. For a subset $C$ of the unit square we define $\#(C)$ as the number of vertices in $C$.

Definition 4.21. Let $A_i$ and $B_i$ be events defined as follows:

- $A_i$ is the event $\#(T_i^u) = 0 \lor \#(T_i^l) = 0$
- $B_i$ is the event $\#(T_i^u) \geq 1 \land \#(T_i^l) \geq 1 \land \#(T_i) \geq 3$.

Note that $\Pr[A_i]$ and $\Pr[B_i]$ are dependent on the number of vertices $n$ of the random instance and on the position of $T_i$. Observe that the two events are disjoint and if $A_i \land B_i$ happens, then the test region $T_i$ is certifying and therefore $pq$ is useless.

Our next aim is to show the almost mutually independence of $A_i \lor B_i$ for $T_i \in \mathcal{F}$.

Lemma 4.22. Given $J, K \subseteq \{1, \ldots, |\mathcal{F}|\} \setminus \{i\}$ with $J \cap K = \emptyset$. Then,

$$\limsup_{n \to \infty} \Pr[A_i \mid \land_{j \in J} A_j] \leq \Pr[A_i] \quad \limsup_{n \to \infty} \Pr[B_i \mid (\land_{j \in J} A_j) \land (\land_{k \in K} B_k)] \leq \limsup_{n \to \infty} \Pr[B_i].$$

Proof. For the first statement, note that for a set $C \in \{T_i^u, T_i^l\}$ we have:

$$\Pr[x \in C \mid \land_{j \in J} (\#(T_j^u) = 0 \lor \#(T_j^l) = 0)] \geq \Pr[x \in C]$$

As $A_i = \#(T_i^u) = 0 \lor \#(T_i^l) = 0$, we conclude $\Pr[A_i \mid \land_{j \in J} A_j] \leq \Pr[A_i]$.

To show the second statement, observe that for a set $C \in \{T_i^u, T_i^l, T_i\}$ we have:

$$\Pr[x \in C \mid (\land_{j \in J} A_j) \land (\land_{k \in K} B_k)] = \Pr[x \in C \mid (\land_{j \in J} (\#(T_j^u) = 0 \lor \#(T_j^l) = 0) \land (\land_{k \in K} (\#(T_k^u) \geq 1 \land \#(T_k^l) \geq 1 \land \#(T_k) \geq 3))] \leq \Pr[x \in C \mid (\land_{j \in J} \#(T_j^u) = 0 \land \#(T_j^l) = 0)]$$

$$\leq \Pr[x \in C \mid \#(\mathcal{F} \setminus T_i) = 0] = \Pr[x \in C \mid x \notin (\mathcal{F} \setminus T_i)]$$

$$= \frac{\Pr[x \in C \mid x \notin (\mathcal{F} \setminus T_i)]}{\Pr[x \notin (\mathcal{F} \setminus T_i)]} = \frac{\Pr[x \in C]}{1 - \phi(\mathcal{F} \setminus T_i)}$$

Note that $\phi(\mathcal{F} \setminus T_i) = \Theta \left(\frac{\ell(n)}{n}\right) \to 0$ as $n \to \infty$. Hence, we have $\limsup_{n \to \infty} \Pr[x \in C \mid (\land_{j \in J} A_j) \land (\land_{k \in K} B_k)] \leq \limsup_{n \to \infty} \Pr[x \in C]$. Because of $B_i = \#(T_i^u) \geq 1 \land \#(T_i^l) \geq 1 \land \#(T_i) \geq 3$, we conclude $\limsup_{n \to \infty} \Pr[B_i \mid (\land_{j \in J} A_j) \land (\land_{k \in K} B_k)] \leq \limsup_{n \to \infty} \Pr[B_i]$. \hfill \Box

If $pq$ cannot be deleted, all test regions in $\mathcal{F}$ are not certifying. That means for each test region either $A_i$ or $B_i$ happens. As these events are negatively correlated by Lemma 4.22 we conclude:

Corollary 4.23. Given an edge $pq$ we have:

$$\limsup_{n \to \infty} \Pr[X_n^p = 1 \mid |\mathcal{F}| = k] \leq \limsup_{n \to \infty} \prod_{i=1}^{k} \left(\Pr[A_i] + \Pr[B_i]\right).$$
By construction, we know that \( p \) and \( q \) do not lie in any \( T_i \) and do not influence \( A_i \) or \( B_i \) for any \( i \). Therefore, we can rename the vertices and assume that \( p = U_{n-1} \), \( q = U_n \), discard \( p \) and \( q \) for simplicity and just consider the remaining \( n - 2 \) vertices in \([0,1]^2\). The next step to bound the probability that one test region is certifying asymptotically by a constant.

**Lemma 4.24.** Independent on the position of \( T_i \) we have for all \( i \):

\[
\limsup_{n \to \infty} \Pr[A_i] < 1.
\]

**Proof.** We have

\[
\Pr[A_i] = \Pr\left[ \#(T_i^u) = 0 \lor \#(T_i^l) = 0 \right] = \Pr[\#(T_i^u) = 0] + \Pr[\#(T_i^l) = 0] - \Pr[\#(T_i^u) = 0 \land \#(T_i^l) = 0] = \prod_{j=1}^{n-2} \int_{[0,1]^2 \setminus T_i^u} d_j d\lambda + \prod_{j=1}^{n-2} \int_{[0,1]^2 \setminus T_i^l} d_j d\lambda - \prod_{j=1}^{n-2} \int_{[0,1]^2 \setminus (T_i^u \cup T_i^l)} d_j d\lambda.
\]

Define \( y_j := \int_{T_i^u} d_j d\lambda, z_j := \int_{T_i^l} d_j d\lambda \). Using the linearity of the integral and \( \int_{[0,1]^2 \setminus (T_i^u \cup T_i^l)} d_j d\lambda = \int_{[0,1]^2} d_j d\lambda = 1 \) we get:

\[
\Pr[A_i] = \prod_{j=1}^{n-2} (1 - y_j) + \prod_{j=1}^{n-2} (1 - z_j) - \prod_{j=1}^{n-2} (1 - y_j - z_j).
\]

Now note that since \( y_j, z_j \geq 0 \) we have for all \( k \):

\[
\frac{\partial}{\partial y_k} \Pr[A_i] = - \prod_{j=1, j \neq k}^{n-2} (1 - y_j) + \prod_{j=1, j \neq k}^{n-2} (1 - y_j - z_j) \leq 0
\]

\[
\frac{\partial}{\partial z_k} \Pr[A_i] = - \prod_{j=1, j \neq k}^{n-2} (1 - z_j) + \prod_{j=1, j \neq k}^{n-2} (1 - y_j - z_j) \leq 0.
\]

We conclude that \( \Pr[A_i] \) is monotonically decreasing in \( y_k \) and \( z_k \). Define \( F := n\lambda(T^u) \), since \( \lambda(T^u) = \lambda(T^l) \) scales linearly with \( \delta^2 = \frac{1}{n}, F \) is a constant. Moreover, we have \( \lambda(T^u) = \lambda(T^l) = \frac{F}{n} \). We know that \( y_k = \int_{T_i^u} d_k d\lambda \geq \psi \lambda(T_i^u) = \psi \frac{F}{n} \) and similarly \( z_k = \int_{T_i^l} d_k d\lambda \geq \psi \frac{F}{n} \). Thus

\[
\Pr[A_i] \leq 2\left(1 - \frac{F}{n}\right)^{n-2} - (1 - 2\psi \frac{F}{n})^{n-2}
\]

\[
\Rightarrow \limsup_{n \to \infty} \Pr[A_i] \leq \limsup_{n \to \infty} 2\left(1 - \frac{F}{n}\right)^{n-2} - (1 - 2\psi \frac{F}{n})^{n-2} = 2e^{-\psi F} - e^{-2\psi F} = 1 - 1 + 2e^{-\psi F} - e^{-2\psi F} = 1 - (1 - e^{-\psi F})^2 < 1.
\]

In the last inequality we used that \( \psi F > 0 \). \( \square \)

**Lemma 4.25.** Independent on the position of \( T_i \) we have for all \( i \):

\[
\limsup_{n \to \infty} \Pr[\#(T_i) \geq 3 \mid A_i^c] < 1.
\]
Proof. We have

\[
\Pr \left[ \#(T_i) \geq 3 \mid A_i^c \right] = \Pr \left[ \#(T_i) \geq 3 \mid \#(T_i^u) \geq 1 \land \#(T_i^l) \geq 1 \right] \\
= \Pr \left[ \#(T_i) \geq 3 \mid \#(T_i) \geq 2 \right] \leq \max_{x,y} \Pr \left[ \#(T_i) \geq 3 \mid U_x, U_y \in T_i \right] \\
= \max_{x,y} \Pr \left[ \#(T_i) \geq 1 \mid U_x, U_y \notin T_i \right] \\
= 1 - \min_{x,y} \Pr \left[ \#(T_i) = 0 \mid U_x, U_y \notin T_i \right] \\
\leq 1 - \min_{x,y} \left( \prod_{j=1,j \neq x,y}^{n-2} \int_{[0,1]^2 \setminus T_i} d_j d\lambda = 1 - \min_{x,y} \left( 1 - \int_T d_j d\lambda \right) \right) \\
\leq 1 - \left( 1 - \phi \lambda(T_i) \right)^{n-4} \leq 1 - \left( 1 - \phi \frac{4\pi}{n} \right)^{n-4}.
\]

In the last inequality we bound the area of \( T_i \) by the area of the circle with radius 2\( \delta \). Hence \( \limsup_{n \to \infty} \Pr \left[ \#(T_i) \geq 3 \mid A_i^c \right] \leq \limsup_{n \to \infty} 1 - (1 - \phi \frac{4\pi}{n})^{n-4} = 1 - e^{-4\pi\phi} < 1. \)

Lemma 4.26. There exists a \( 0 < s < 1 \) such that, independent of the position of the canonical test regions, for all \( i \):

\[
\limsup_{n \to \infty} \Pr \left[ A_i \right] + \Pr \left[ B_i \right] = s < 1.
\]

Proof. We have:

\[
\limsup_{n \to \infty} \Pr \left[ A_i \right] + \Pr \left[ B_i \right] \\
= \limsup_{n \to \infty} \Pr \left[ A_i \right] + \Pr \left[ A_i^c \mid \#(T_i) \geq 3 \right] \Pr \left[ \#(T_i) \geq 3 \mid A_i^c \right] \\
= \limsup_{n \to \infty} 1 - (1 - \Pr \left[ A_i \right]) (1 - \Pr \left[ \#(T_i) \geq 3 \mid A_i^c \right]).
\]

We know by Lemma 4.24 and 4.25 that there are positive constants \( c_1, c_2 \) such that \( \limsup_{n \to \infty} (1 - \Pr \left[ A_i \right]) > c_1 \) and \( \limsup_{n \to \infty} \Pr \left[ \#(T_i) \geq 3 \mid A_i^c \right] < 1 - c_2 \). Hence, we have \( \limsup_{n \to \infty} \Pr \left[ A_i \right] + \Pr \left[ B_i \mid \#(\mathcal{T} \setminus T_i) = 0 \right] < 1 - c_1 c_2 < 1. \)

With this estimate we can now investigate the asymptotic behavior of the number of remaining edges after the edge elimination.

Theorem 4.27. We have \( \mathbb{E} [X_n] \in \Theta(n) \).

Proof. We have by Corollary 4.23 and Lemma 4.26 for large \( n \):

\[
\Pr \left[ X_n^{pq} = 1 \right] = \sum_{l=0}^{\infty} \Pr \left[ X_n^{pq} = 1 \mid |\mathcal{T}| = l \right] \Pr \left[ |\mathcal{T}| = l \right] \\
\leq s^0 \Pr \left[ |\mathcal{T}| = 0 \right] + \sum_{l=\lfloor n/8 \rfloor}^{f(n)-1} s^l \Pr \left[ |\mathcal{T}| = l \right] + s^{f(n)} \Pr \left[ |\mathcal{T}| = f(n) \right].
\]

By the construction of the canonical test regions \( \Pr \left[ |\mathcal{T}| = 0 \right] \) is the probability that \( pq \) has length less than \( \eta \delta \) and \( \Pr \left[ |\mathcal{T}| = l \right] \) for \( \frac{n}{8} \leq l < f(n) \) is the probability that the random edge \( pq \) has length between \( 8\delta l \) and \( 8\delta(l + 1) \). The first event is equivalent to that \( q \) lies in a circle with radius \( \eta \delta \frac{n}{\sqrt{n}} \) around \( p \). This has probability hat most \( \pi \frac{n^2}{4} \phi \). The second event is equivalent to \( q \) is not lying in
the circle with radius $8\delta = \frac{8l}{\sqrt{n}}$ around $p$ but in the circle with radius $8(l+1)\delta = \frac{8(l+1)}{\sqrt{n}}$ around $p$. This probability is less or equal to $64\pi \frac{2l+1}{n}\phi$, since this is an upper bound for the area of the annulus intersected with $[0, 1]^2$ times the upper bound for the density function. Thus

$$E[X_n] = E \left[ \sum_{e \in E(K_n)} X^n_e \right] = \sum_{e \in E(K_n)} E[X^n_e] = \sum_{e \in E(K_n)} \Pr[X^n_e = 1] \leq \left( \frac{n}{2} \right) \left( \pi \eta^2 \phi + \sum_{l=0}^{f(n)-1} s^l 64\pi \frac{(2l+1)}{n} \phi + sf(n) \right).$$

Choose some $f$ satisfying $f(n) \in \omega(\log n)$ and $f(n) \in o(n)$.

$$\limsup_{n \to \infty} \frac{E[X_n]}{n} = \lim_{n \to \infty} \frac{n-1}{2n} \lim_{n \to \infty} n \left( \pi \eta^2 \phi + \sum_{l=0}^{f(n)-1} s^l 64\pi \frac{(2l+1)}{n} \phi + sf(n) \right)$$

$$= \frac{1}{2} \left( \pi \eta^2 \phi + \lim_{n \to \infty} \sum_{l=0}^{f(n)-1} s^l 64\pi (2l+1)\phi + \lim_{n \to \infty} sf(n) \right)$$

$$= \frac{1}{2} \left( \pi \eta^2 \phi + \sum_{l=0}^{\infty} s^l 64\pi (2l+1)\phi \right)$$

$$< \infty.$$

The last expression is a constant because $\limsup_{l \to \infty} \sqrt{s^l 64\pi (2l+1)\phi} = s < 1$, hence by the root criterion the series $\sum_{l=0}^{\infty} s^l 64\pi (2l+1)\phi$ converges. Thus, $E[X_n] \in O(n)$. On the other hand, we have clearly $E[X_n] \in \Omega(n)$, since an optimal TSP tour exists for every instance and consists of $n$ edges which are thus not useless. Therefore, we conclude $E[X_n] \in \Theta(n)$. 

**Remark 4.28.** For a uniformly random distribution of the vertices we get with this proof an upper bound of roughly $3.73 \cdot 10^{14}n$ on the expected number of remaining edges. The first summand $\frac{1}{2} \pi \eta^2 \phi$ from the constant factor is dominated by the second summand $\frac{1}{2} \left( \sum_{l=0}^{f(n)-1} s^l 64\pi \frac{(2l+1)}{n} \phi \right)$ as $\eta = 100$ suffice for the geometric properties. A straightforward calculation shows that $\lambda(T^u_i) = \lambda(T^l_i) = \frac{3n}{\pi^2}$. Using this we can bound the probability that one test region is not certifying by $s \leq 0.9999992655$. Note that the purpose of this proof is mainly to show the asymptotic behavior and not to optimize the constant.
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