Abstract. In this paper, we consider a certain convolutional Laplacian for metric measure spaces and investigate its potential for the statistical analysis of complex objects. The spectrum of that Laplacian serves as a signature of the space under consideration and the eigenvectors provide the principal directions of the shape, its harmonics. These concepts are used to assess the similarity of objects or understand their most important features in a principled way which is illustrated in various examples. Adopting a statistical point of view, we define a mean spectral measure and its empirical counterpart. The corresponding limiting process of interest is derived and statistical applications are discussed.
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1. Introduction. With new, more and more complex acquired data, the need for tailored analysis tools presses. In particular, methods which respect the underlying geometric structures in the data have become important in various fields such as computer vision [14, 43], engineering [34] or molecular biology [1], to provide only a few examples.

To capture important geometric features of such data, in a fast-developing line of work [25, 26, 37, 11, 2, and the references therein], it has been proposed to model each data object (e.g., a point cloud) as a metric measure space \((X, d_X, \mu)\), i.e., consisting in a metric space endowed with a (probability) measure. A particular example would be a graph with weighted vertices and edges inducing a distance. In that case, \(X\) is then the set of points/nodes, \(d_X\) provides the distance function between the latter points (e.g., the weighted shortest-path distance) and \(\mu\) encodes the “importance weight” associated to each node. As a concrete example we mention a protein structure (see Section 4 for details) represented by its chain of carbon atoms. This can be modelled as a metric measure space. The locations\(^1\) of these atoms in the three-dimensional space constitute the nodes and this set of points is metrised with the Euclidean distance. The mass is either chosen uniform as in [48] or proportional to the inverse of the temperature factor, as the temperature factor encodes the uncertainty in the measurements. In the sequel, we will often abbreviate metric measure space to mm-space as originating in [18].

According to [18, p.117] two metric measure spaces \((X, d_X, \mu)\) and \((Y, d_Y, \nu)\) are said to be isomorphic if

\[
\exists \text{ a bijection } \psi : X \rightarrow Y : \begin{cases} 
\psi_*\mu = \nu \\
\psi_*(\mu) = d_Y(\psi(x), \psi(y)) = d_X(x, y),
\end{cases}
\]

where \(\psi_*\mu\) is the pushforward measure of \(\mu\) by \(\psi\). This means, that in addition to being an isometry, \(\psi\) must transport the mass of \(\mu\) to \(\nu\). In this respect, a very convenient distance between two such spaces...
— after “quotienting out” isomorphisms — is the Gromov–Wasserstein distance [25] defined as

\[(1.2) \quad GW_\rho(X, Y) := \left\{ \inf_{\pi \in \Gamma(\mu, \nu)} \int_{X \times Y} \int_{X \times Y} |d_X(x, x') - d_Y(y, y')|^p \, d\pi(x, y) \, d\pi(x', y') \right\}^{1/p}, \]

where \(\Gamma(\mu, \nu)\) is the set of couplings of \(\mu\) and \(\nu\). Even though appealing, the practical use of the concept is limited by computational difficulties. Indeed, in general, (1.2) constitutes a quadratic program and is as such NP-hard [29]. In practice, one then resorts either to regularised versions of the problem [30, 35] or to lower bounds [25, 23, 28, 27, 48] on the latter distance. In the first case, there is no general proof of convergence of the proposed projected gradient descent and the quantity returned is not necessarily the optimum in (1.2). In general, the geometry of \(GW_\rho\) is theoretically poorly understood from a computational point of view. In the second case, the lower bounds can be seen as measuring a distance between certain characteristics (or signatures) of the mm-spaces. However, this often comes with some loss of information. In particular, the fact that these lower bounds are zero does not imply that the mm-spaces are isomorphic. Still, such signatures can convey important information and help discriminate between two mm-spaces, see [15] for an application in structural chemistry and [48] for an application in protein matching.

In this paper, we will take an alternative route and focus on the \(\rho\)-Spectrum, a signature related to the spectrum of a family of Laplace operators indexed by a parameter \(\rho\) introduced in [7]. We discuss its properties, show how this spectrum relates to other mm-spaces descriptors such as lower bounds on the \(GW_\rho\) distance and derive statistical tools for inference on the \(\rho\)-Spectrum. Contrarily to computing the Gromov–Wasserstein distance, computing the \(\rho\)-Spectrum can be performed in less than \(O(K^3)\) operations, given an observed mm-space with \(K\) nodes, see Subsection 4.1.

We begin by a recap on classical graph Laplacians in Section 2 and then introduce the \(\rho\)-Laplace operators in Section 3 along with some of their properties. We show various potential uses of quantities based on this mm-space Laplacian in Section 4 and discuss a series of (numerical) examples. In particular, in Section 4.3, we illustrate the discriminative power of the \(\rho\)-Laplace for a network analysis of the temporal evolution of microtubule cell networks. A link to semi-supervised learning problems is further developed in Section 4.4. In Section 5, we provide some foundations for statistical inference and analyse the empirical mean spectrum by providing a (bootstrap) central limit theorem and concentration bounds. As an application, confidence bands for the second largest (Fiedler) eigenvalue as a function of \(\rho\) are discussed an applied to animal shape data.

**Notation.** We use the notation \(e_i\) for the \(i\)-th basis vector in \(\mathbb{R}^n\), i.e., the vector filled with 1 at the position \(i\) and zero elsewhere. The operator \(\Lambda()\) from the set of real, symmetric \(n \times n\) matrices to \(\mathbb{R}^n\) is the operator returning the eigenvalues in decreasing order. In the context of a graph, considering an edge \(e\) between the neighbours \(j\) and \(\ell\), \(\text{in}(e) = j\) and \(\text{out}(e) = \ell\). As we will consider only undirected graphs in the sequel, any arbitrary traversing order is valid and unimportant. We will also use \(d_e\) to mean \(d_{\text{in}(e), \text{out}(e)}\). For a space \(\mathcal{S}\), \(\mathcal{P}(\mathcal{S})\) denotes the set of Borel probability measures on \(\mathcal{S}\). For a metric space \((X, d)\), a set \(A \subset X\) and some \(r \geq 0\), \(A^r\) denotes the closed \(r\)-neighbourhood of \(A\), i.e., \(A^r := \{x \in X : d(x, A) \leq r\}\). The set of distance matrices of size \(K \times K\) will be denoted by \(\mathcal{S}_{\mathbb{R}}^{K}K\). Finally, \(\mathbb{K} = [1, \ldots, K]\).

**2. Classical graph Laplacian.** Given a weighted graph \(G = (V, E, W)\), with \(W\) the weighted adjacency matrix, let \(\text{Deg}\) denote the diagonal degree matrix of the edges. We use the notation \(j \sim \ell\) to
mean that vertices \( j \) and \( \ell \) are connected. We do not allow a vertex to be connected with itself. Then we recall that

\[
\text{Deg}_{j,\ell} = \begin{cases} 
\sum_{j'} W_{j,j'} & \text{if } j = \ell \\
0 & \text{otherwise,}
\end{cases}
\]

where

\[
W_{j,\ell} = \begin{cases} 
> 0 & \text{if } j \sim \ell, \\
0 & \text{otherwise.}
\end{cases}
\]

The graph Laplacian \( L \) (see e.g., [38]) is defined as \( \text{Deg} - W \). The first (read smallest) eigenvalue of the graph Laplacian is null with corresponding eigenvector \( 1 \). It is a well known fact that if the graph is connected, the second smallest eigenvalue is strictly positive. There further is a particularly convenient way of writing a graph Laplacian as a sum over all edges \( e \) of size-two Laplacians, i.e.,

\[
(2.1) \quad L = \sum_{e \in E} W_{\text{in}(e),\text{out}(e)} b_e b_e^\top,
\]

where \( b_e := e_{\text{in}(e)} - e_{\text{out}(e)} \) (see the Introduction).

More importantly for our purposes, we note that the Laplacian of a finite graph helps characterise the latter and its spectrum is an invariant of the graph. As for the lower-bounds touched upon in Section 1, the signature does uniquely identify a graph but there are non-isomorphic graphs with the same signature; i.e., graphs with the same Laplace spectrum that are different. This situation is depicted on Fig. 3.

The eigenvalues of a connected graph Laplacian \( L \in \mathbb{R}^{K \times K}, 0 = \lambda_1 < \lambda_2 \leq \ldots \leq \lambda_K \) also have a useful interpretation. For instance, the second smallest eigenvalue —also called Fiedler eigenvalue—is a solution to the constrained optimisation problem

\[
(2.2) \quad \min_{u \in \mathbb{R}^K : \bar{u} = 0} u^\top Lu = \min_{u \in \mathbb{R}^K : \bar{u} = 0} \sum_{e \in E} W_{\text{in}(e),\text{out}(e)} (u_{\text{in}(e)} - u_{\text{out}(e)})^2,
\]

where \( \bar{u} = 0 \) is the arithmetic mean of the entries of the vector \( u \). This corresponds to finding a one-dimensional embedding of the graph on the line that ought to respect the edge lengths of the graph. We refer to Fig. 1 in [22] for a visualisation of the fact that this vector captures the “directionality” of the shapes approximated by a mesh. In a sense, the eigendecomposition of the Laplacians “captures the harmonics of the shape”. If the graph is not connected, the number of zero eigenvalues will provide the number of disconnected components.

Also, it is important to say that (2.2) is a relaxation of the minimal ratio cut problem, i.e., the problem of splitting the graph into two parts of roughly the same size with the smallest connectivity possible\(^2\). In the latter problem, the vectors \( u \) must belong to \( \{0,1\}^K \) before being renormalised. The eigenvector is thus an approximation of the vector giving the partition in minimal ratio cut problem. Often, one heuristically chooses the point where the eigenvector’s sign changes as the splitting point even though other methods exist [47, Section 5.1].

The largest eigenvalue can also be better understood through the well-known following result.

\(^2\)To be precise, the objective there is to solve

\[
\min_{u \in \{0,1\}^K} \text{tr} \left( \mathbf{L} \left( \frac{uu^\top}{|u|} + \frac{(1-u)(1-u)^\top}{K - |u|} \right) \right).
\]
Lemma 2.1. Let $L$ be the graph Laplacian of a graph with $K$ nodes, then

$$\lambda_{\text{max}}(L) \geq \max_{j \in [K]} \text{Deg}_j.$$

In [3], they further prove that, for a graph with more than 3 vertices, the second largest eigenvalue of the Laplacian is bounded below by the third largest degree.

With these elements in mind, we can now go back to the subject of interest: mm-spaces.

3. The $\rho$-Laplacian for a metric measure space. Let us place ourselves in a context where the observations at hand are not graphs anymore but mm-spaces.

3.1. Definition and associated Dirichlet form. In light of Section 2, we can now define the convolutional Laplacian first introduced in [7] and exhibit some of its properties.

Definition 3.1. Let $(X, d, \mu)$ be a metric-measure space and $\rho > 0$. Then, the $\rho$-Laplacian $\Delta_X^{\rho} : L^2(X, \mu) \to L^2(X, \mu)$ is defined by

$$\Delta_X^{\rho}u(x) := \frac{1}{\rho^2 \mu(B_\rho(x))} \int_{B_\rho(x)} (u(x) - u(y))d\mu(y),$$

for $u \in L^2(X, \mu)$ and where $B_\rho(x)$ is the metric ball of radius $\rho$ centred at $x \in X$.

The corresponding Dirichlet form is then

$$D_X^{\rho}(u) := \frac{1}{2} \int \int_{d(x,y) < \rho} (u(x) - u(y))^2 d\mu(x)d\mu(y).$$

In the case where the mm-space under consideration is discrete, i.e., $\mu = \sum_j \mu_j \delta_{x_j}$ with $\mu_j > 0$ for all $j \in [K]$, the Dirichlet form can be rewritten as

$$D_X^{\rho}(u) = \frac{1}{2} \sum_{j, \ell} (u(x_j) - u(x_\ell))^2 \mu_j \mu_\ell \mathbb{1}_{[d(x_j, x_\ell) < \rho]}.$$

This is exactly the same formula as the definition of the Laplacian quadratic form\(^3\) as in Eq. (2.2) of an auxiliary weighted graph with weights $W_{j, \ell}$

$$W_{j, \ell} = \mu_j \mu_\ell \mathbb{1}_{[d(x_j, x_\ell) < \rho]},$$

A representation of a metric measure space with a corresponding auxiliary graph is provided in Fig. 1. The $\rho$-Laplacian thus corresponds to the classical graph Laplacian of this auxiliary graph. We now provide one possible interpretation of the weights of the auxiliary graph.

Remark 3.2 ("Gravitational" interpretation of the auxiliary graph). The weights of the auxiliary graph can be seen as a gravitational type of interaction between the nodes in the mm-space. Indeed, the interaction is proportional to the product of the masses and depends on the distance. In this case, the node of the auxiliary graph are inherited from the mm-space. The nodes will then be connected with a strength proportional to their mass provided that the distance between the two was smaller than the parameter $\rho$.

\(^3\)Some definitions do not involve the constant 1/2. As this is merely a scaling factor, it is of little importance.
3.2. Properties. As advanced by [7], the underlying Laplacian is stable with respect to metric-measure perturbations. More precisely, if two metric measure spaces are relative \((\varepsilon, \delta)\)-close (see Definition 3.3 below) and additional technical conditions hold, then the lower parts of the spectra of their \(\rho\)-Laplacians are also close. We refer to Theorem 5.4. in the aforementioned reference for a precise statement.

**Definition 3.3.** [7, Definition 4.2.] Let \(\varepsilon, \delta \geq 0\). We say that two mm-spaces \(X = (X,d_X,\mu_X)\) and \(Y = (Y,d_Y,\mu_Y)\) are mm-relative \((\varepsilon, \delta)\)-close if there exists a semi-metric \(d\) on the disjoint union \(X \sqcup Y\), extending \(d_X\) and \(d_Y\), such that
\[
eq \delta \geq \mu_Y(A) \quad \text{and} \quad e\delta \mu_Y(A^c) \geq \mu_X(A),
\]
for every Borel set \(A \subset X \sqcup Y\), where the closed neighbourhood is constructed with respect to the metric \(d\).

Before turning to the spectrum, we recall two important facts about the relative \((\varepsilon, \delta)\)-closeness. The latter are stated in [7] and are helpful to relate the proposed concepts to the Gromov-Wasserstein distance.

**Remark 3.4.** \((\varepsilon, 0)\)-closeness of mm-spaces is equivalent to the \(\varepsilon\)-closeness with respect to \(L_\infty\) Gromov-Wasserstein distance.

**Remark 3.5.** Consider an mm-space \(Y' = (Y,d_{Y'},\mu_{Y'})\) that is a “blurred” version of \(Y\), in the sense that \(|d_{Y'} - d_Y| < \varepsilon\) and \(e^{-\delta} \leq \mu_{Y'}/\mu_Y \leq e^{\delta}\). Then \(Y'\) is \((2\varepsilon, \delta)\) close to \(Y\).

**Remark 3.6.** If the mm-space under consideration is a Riemannian manifold endowed with its geodesic distance and volume measure, the \(\rho\)-Laplacian above converges to a constant times the Laplace–Beltrami operator as \(\rho \to 0^+\).

We finish this section by establishing a desirable property of the Laplacian. Before doing so, we recall two important elements from [7]. Setting
\[
\|u\|_{X^\rho}^2 := \rho^2 \int_X \mu(B_\rho(x)) u^2(x) d\mu(x),
\]
the eigenvalues of \(\Delta_X^\rho\) are defined by the Courant-Fischer-Weyl principle, that is, for \(k \in \mathbb{N}\),
\[
\lambda_k(X,\rho) = \inf_{H_x} \sup_{u \in H_x \setminus \{0\}} \frac{D_X^\rho(u)}{\|u\|_{X^\rho}^2},
\]
where
\[
D_X^\rho(u) := \rho^2 \int_X \mu(B_\rho(x)) \Delta u^2(x) d\mu(x).
\]
where \( H_X^k \) is a \( k \) dimensional subspace of \( L^2(X, \mu) \) and the first infimum is taken over all such \( H_X^k \).

**Proposition 3.7.** For two isomorphic metric measures spaces — recall (1.1), the spectra coincide. Further, the if \( u' \) is a \( \rho \)-eigenfunction of \( (Y, d_Y, \nu) \), then \( u' \circ \psi \) is a \( \rho \)-eigenfunction of \( (X, d_X, \mu) \).

**Proof.** From the definition of isomorphism, one has

\[
D^\rho_X(u') = \frac{1}{2} \int_{d_Y(x,y)<\rho} (u'(x) - u'(y))^2 \nu(x) \nu(y)
\]

Using the same type of development, one has \( \|u'\|_{Y_D}^2 = \|u' \circ \psi\|_{X_D}^2 \). Further, each element \( u' \in H_X^k \setminus \{0\} \) can be identified with an element \( u' \circ \psi \in H_Y^k \setminus \{0\} \). Indeed, one can develop each function \( u_k' \) in its \( L^2(Y, \nu) \)-basis. From the latter basis, one can construct a basis for \( L^2(X, \mu) \) by composition of each basis element with \( \psi \), as the orthonormality conditions will trivially hold in \( L^2(X, \mu) \) by the change of variable formula

\[
\int f \nu(x) \nu(y) = \int (f \circ \psi) \mu.
\]

By the same formula, the coefficients of \( u' \) and \( u' \circ \psi \), in their respective expansion, match. This ensures that the eigenvalues obtained from the Courant-Fischer-Weyl formulation are identical for \( (Y, d_Y, \nu) \) and \( (X, d_X, \mu) \). The claims follow.

### 3.3. Euclidean embedding of mm-spaces.

At this stage, it is illustrative to comment on the embedding of an mm-space indexed by \( \rho \). Importantly, one can see the spectra as a natural quantity arising from the construction of a \( \rho \)-dependent embedding of the mm-space into \( \mathbb{R}^k \). Depending on the application, one will focus more on certain characteristics of the embedding, as one shall see. This embedding occurs in two stages, first through the construction of the auxiliary graph and then through the embedding of the latter graph into \( \mathbb{R}^k \). In this context, we recall that, starting from the Laplacian of the auxiliary graph for a given \( \rho \), the points are defined by

\[
X_{em} := \text{diag}(A_2(\rho), \ldots, A_K(\rho))^{-1/2} U^T(\rho),
\]

where \( U(\rho) \) is the matrix of eigenvectors of the Laplacian of the auxiliary graph. Therefrom, one easily sees that the inverse eigenvalues provide the variability of the point cloud \( X_{em} \) along its principal directions given by the eigenvectors of the auxiliary graph.

### 3.4. Comparison with other shape descriptors.

In the sequel, we will propose inter alia to rely on a spectrum of the \( \rho \)-Laplacian to carry out inference on mm-spaces. It is therefore natural to assess the discriminative power of the spectra and compare it with other descriptors of mm-spaces. To do so, in this section, we compute the spectra for various \( \rho \) parameters in various examples of mm-spaces that are presented in [26]. We begin with two examples that illustrate the behaviour of
the $\rho$-spectra. Then, we exhibit that, contrarily to certain lower bounds for the GW-distance, the $\rho$-spectra can discriminate between the spaces in Examples 3.10, 3.11 and 3.12. These lower bounds are the distribution of distances (DoD)

$$t \mapsto \mu \otimes \mu([x, x') : d_X(x, x') \leq t],$$

and the local distribution of distances, i.e.,

$$h_X : X \times [0, \text{diam}(X)] \to [0, 1]$$

$$(x, t) \mapsto \mu([x' : d_X(x, x') \leq t]).$$

**Example 3.8.** Take two two-point spaces with distance 1 between the two points and masses $\{3/4, 1/4\}$ and $\{1/2, 1/2\}$, respectively. Then, for $\rho > 1$, their spectra are $\{0, 3/8\}$ and $\{0, 1/2\}$, respectively.

In general, for any two-point space with total mass $m$, mass of the first point $a$ and distance between the two points $r$, the $\rho$-spectrum is given by $\{0, 2a(m - a)\chi_{|r|<\rho}\}$.

**Example 3.9.** Define $\{\Delta_n\}_{n=2}^{\infty}$ to be the sequences of mm-spaces such that $\Delta_n$ has $n$ points, the distance between any pair of points of $\Delta_n$ is one and the mass associated to each vertex is $1/n$. Then, the sequence of spectra is $\{0, \chi_{|\rho|<1}I_{n-1}/n\}$.

**Example 3.10.** Consider the two mm-spaces in Fig. 2, top panel. They are not isomorphic but have the same distribution of distances. Set $\rho = 1.5$, the spectra are $\{0.1875, 0.625, 0, 0\}$ for the right hand side mm-space on the aforementioned graph and $\{0.125, 0.125, 0, 0\}$ for the second one. For $\rho = 2.5$, the spectra are $\{0.1875, 0.1875, 0, 0\}$ and $\{0.2134, 0.1250, 0.0366, 0\}$, respectively. A representation of the $\rho$-spectra is shown on Fig. 2. One clearly sees that the distances and connections are taken into account. On the left hand-side, the fact that the two largest eigenvalues are identical after the first jump exhibits the fact that they are two similar, disconnected substructures. After the second jump, even though the distances are the same, the geometric structure is a triangle on the right hand side while it is a path on the left hand side. This is also reflected by a difference between the spectra.

**Example 3.11.** Let $X = (0, 1, 4, 10, 12, 17)$ and $Y = (0, 1, 8, 11, 13, 17)$ be two sets of points. Endow them with the Euclidean distance on $\mathbb{R}$ and a uniform probability measure. They are non-isomorphic but have the same distributions of distances. If one sets $\rho = 2.5$, both spectra are the same and $\{0.556, 0.556, 0, 0, 0, 0\}$. If one chooses $\rho = 4.5$, a discrimination becomes possible as the spectra are now given by $\{0.0833, 0.0833, 0.0556, 0, 0, 0\}$ for $X$ and $\{0.0948, 0.0556, 0.0556, 0.0163, 0, 0\}$.

**Example 3.12.** We finally consider the two mm-spaces in [26, Fig. 8]. In this last example, one obtains the set of eigenvalues $\{0.05396, 0.04635, 0.04444, 0.02667, 0.01573, 0.00463, 0, 0, 0\}$ for the space $X$ and $\{0.05234, 0.04915, 0.04361, 0.02613, 0.01592, 0.00462, 0, 0, 0\}$ for $Y$, choosing $\rho = 1.5$. The two spectra are close but different. On the other hand, for $\rho = 2.5$, the spectra are the same, which is expected from the apparent permutations possible. However these permutations do not give rise to an isometry.

From these examples, the conclusion is that the $\rho$-varying spectra can help discriminate between mm-spaces for which certain lower bounds on the Gromov-Wasserstein distance were not sensitive enough. In this matter, the presence of the $\rho$-parameter plays an important role as was seen on the last example, for instance.

---

4This is just larger than the smallest distance between two points.
Figure 2. Top panel) The two metric measures spaces in Example 3.10. Bottom panel) The corresponding spectra for the two different models of the top panel as a function of the parameter $\rho$. The eigenvalue $\lambda_1$ is not represented as it is zero for each $\rho$, which is a fundamental property of graph Laplacians.

Figure 3. Two isospectral graphs.

3.5. Uniform isospectrality. In this section, we investigate the cases where two discrete metric-measure spaces have the same spectrum uniformly in $\rho$. First, we recall that there exist non isometric graphs with the same Laplace spectrum; the two graphs on Fig. 3 provide an example. The latter are sometimes called isospectral and the question to understand when isospectrality occurs for non isometric graphs has an already long history. It is not fully solved, albeit some progress has been made, see for instance [31, 44, 6, 19] and the references therein.

The case that interests us contrasts with the literature. Instead of a single graph, we are considering a $\rho$-indexed family of graphs. Completely characterizing isospectrality uniformly in $\rho$ is certainly beyond the horizon. Still, we now aim at understanding what information can be retrieved from the knowledge of the fact that $\forall \rho, \Lambda(L_1(\rho)) = \Lambda(L_2(\rho))$.

Proposition 3.13. If two finite mm-spaces with edge sets $E_1, E_2$ and weight matrices $W_1(\rho), W_2(\rho)$

\[\text{The entries of the adjacency matrix are fixed to a constant when there is an edge and to zero otherwise.}\]
respectively are isospectral uniformly in \( \rho \), then the two sets of distances are the same. Further, the weights need to be such that

\[
\sum_{e \in E_1} W_{1,e}(\rho) = \sum_{e \in E_2} W_{2,e}(\rho), \forall \rho.
\]

**Proof.** First, we recall the fact that two matrices \( A, B \) of size \( n \times n \) have the same spectrum if and only if \( \text{tr}(A^2) = \text{tr}(B^2) \) for \( i \in \llbracket n \rrbracket \), see Lemma 1 in [44]. Recalling the formula for Laplacians in (2.1), we thus have that \( \Lambda(L^\rho_1) = \Lambda(L^\rho_2), \forall \rho \), implies

\[
\forall \rho, \text{tr}(L^\rho_1) = \text{tr}(L^\rho_2) \Rightarrow \text{tr} \left( \sum_{e \in E_1} W_{1,e}(\rho) b_e b_e^\top \right) = \text{tr} \left( \sum_{e \in E_2} W_{2,e}(\rho) b_e b_e^\top \right), \forall \rho
\]

\[
\Rightarrow \sum_{e \in E_1} W_{1,e}(\rho) \text{tr} \left( b_e b_e^\top \right) = \sum_{e \in E_2} W_{2,e}(\rho) \text{tr} \left( b_e b_e^\top \right), \forall \rho
\]

\[
\Rightarrow \sum_{e \in E_1} W_{1,e}(\rho) = \sum_{e \in E_2} W_{2,e}(\rho), \forall \rho,
\]

where the last implication comes from the fact that \( b_e = e_{\text{in}(e)} - e_{\text{out}(e)} \), which implies that \( \text{tr}(b_e b_e^\top) = 2 \) for each \( e \) as \( \text{diag}(b_e b_e^\top) = e_{\text{in}(e)} + e_{\text{out}(e)} \). Notice that \( \sum_{e \in E_1} W_{1,e}(\rho) \) is increasing in \( \rho \) so that uniform isospectrality requires that the sets of observed distances for both spaces be the same. Indeed, if it weren’t the case, there would exist a certain \( \rho_0 \) and \( \varepsilon > 0 \), such that \( \sum_{e \in E_1} W_{1,e}(\rho_0 + \varepsilon) - \sum_{e \in E_1} W_{1,e}(\rho_0) \) is strictly positive while \( \sum_{e \in E_2} W_{2,e}(\rho_0 + \varepsilon) - \sum_{e \in E_2} W_{2,e}(\rho_0) \) is null. Further, the increase of both spectra must be of an amount \( \mu_{1,\text{out}(e)} \mu_{1,\text{in}(e)} = \mu_{2,\text{out}(e)} \mu_{2,\text{in}(e)} \).

**Proposition 3.14.** Consider two finite, \( \rho \)-uniformly isospectral mm-spaces with the uniform measure. Assume that \( \rho_0 \) is such that for all \( \rho > \rho_0 \), the auxiliary graph to which the \( \rho \)-Laplacian corresponds is connected. Then, for each \( \rho > \rho_0 \), the number of spanning trees of the auxiliary graphs \( G^\rho_1 \) and \( G^\rho_2 \) must be equal.

**Proof.** From Proposition 1.3.4 in [6], the number of spanning trees of a graph \( G \), \#ST(\( G \)), is closely related to the spectrum of the graph when the latter is unweighted. Indeed, assuming that the graph Laplacian has \( K - 1 \) nonzero eigenvalues, it holds

\[
\# \text{ST}(G) = \frac{1}{K} \prod_{j=2}^{K} \lambda_j.
\]

As considering a uniformly weighted graph is equivalent up to constant as considering unweighted graphs, uniform isospectrality for mm-spaces with the uniform measure implies that the number of spanning trees behaves exactly in the same way for the two graphs as a function of the location parameter \( \rho \) as soon as they are both connected.

One can also check that the local distribution of distances, Eq. (3.2), is encoded in the Laplacian. Therefore, uniform isospectrality entails that the local distribution of distances can not be too different. The \((i,i)\)-th element on the diagonal of the \( \rho \)-Laplacian can be rewritten as a function of the local distribution of distances,

\[
\sum_{j=1; j \neq i}^{K} \mu_j \mu_i \mathbb{1}_{(d(x_j,x_i) \leq \rho)} = \mu_j h_X(x_j, \rho) - \mu_j,
\]
assuming for simplicity that no pair of points is at a distance exactly equal to $\rho$. Further, from Lemma 2.1 and Lemma 5.1—which will be introduced later on, we obtain that

$$\max_{j \in \mathbb{K}} \mu_j(h_X(x_j, \rho) - \mu_j) \leq \lambda_{\text{max}}(L) \leq 2 \max_{j \in \mathbb{K}} \mu_j(h_X(x_j, \rho) - \mu_j).$$

The largest eigenvalue must thus be driven by the distribution of distances. Therefore, from the bounds in (3.3), isospectrality entails necessary conditions on the local distribution of distances because $\lambda_{\text{max}}(L_1^\rho)$ must be equal to $\lambda_{\text{max}}(L_2^\rho)$.

Let us now try to reconstruct the graphs from the spectrum in a forward manner to provide a better understanding of the information contained in the sequence of spectra. To this end, to simplify the process, we consider a discrete mm space with uniform measure. We also make the assumption that all the distances are different. Looking at the spectra for increasing $\rho_1 < \rho_2 < \ldots$, the spectrum will show that there exist a pair of nodes that are distant from each other by a certain $\rho_1$. Then, two possibility arise. Either the next edge is connected to the existing structure or it is not. In the latter case, one would only have an additional eigenvalue equal to $2/K^2$. Further, we also can ensure that the two endpoints of the added node must be outside the union of two circles, each centred on the endpoint of the first edge, of radius $\rho_2$. In the other case, as the first non-zero eigenvalue changed, we know that the additional edge must be connected to the first structure.

Let us now consider, still in the case of uniform weights, that we start from a configuration where the next additional edge will be linked to a two-edge structure. Then, we will be able to distinguish whether it is connected to the central point or to one of the endpoints. Indeed, in the first case, the Laplacian matrix is given by a multiple of

$$\begin{bmatrix}
1 & -1 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & -1 & 1
\end{bmatrix}$$

whose eigenvalues are well known to be $\{2 + \sqrt{2}, 2 - \sqrt{2}, 0\}$, while in the second case, the matrix is

$$\begin{bmatrix}
1 & -1 & 0 & 0 \\
-1 & 3 & -1 & -1 \\
0 & -1 & 1 & 0 \\
0 & -1 & 0 & 1
\end{bmatrix}$$

and its eigenvalues are $\{4, 1, 1, 0\}$. In these first, small-structure examples, one can derive from the spectrum information about where the nodes of the mm-space can and cannot be. Further, the the information that comes for the subsequent $\rho$’s in the sequence will also give additional structural information. One should also not forget that, as the radii under consideration increase, some position of nodes might become impossible due to the presence of other connected components in the sequence of graphs. When the number of points increases, the number of cases to consider increases as well and any attempt of reconstruction rapidly becomes intractable. This fact is also true for metric measure spaces with non-uniform measure.

In a backward manner, when starting from a situation where the spectrum has only one null eigenvalue, the fact that removing an edge produces a spectrum with an additional null eigenvalue implies that this edge was the last link between two components.
4. $\rho$-Laplacian for data analysis.

4.1. Computational issues. We begin with a discussion of the computational complexity and algorithms to compute the $\rho$-Laplacian for a given dataset. Given an observed mm-space with $K$ nodes, the first step required is to sort the upper triangle of the matrix of distances, which induces a cost of $O(K^2 \log(K))$. To retrieve the spectrum for a given $\rho$, a computational cost of $O(K^\omega)$ arises, where $\omega$ is the computational complexity of matrix multiplication$^6$, see [12]. Computing the spectrum for each $\rho$ thus requires a number of operations which is $O(K^4)$ but would be $O(K^5)$ with a classical implementation of matrix products. As the matrices for small $\rho$ are sparse, a sparse implementation can deliver a better run time in these cases. Finally, remark that the problem of computing the spectrum for each $\rho$ can be recast as a series of rank-one updates—see Eq. (2.1). Adopting this point of view will provide a better computational complexity, when one uses first-order approximative updates as in [8, Section 3]. A complexity of $O(K^4)$ can thus be achieved but at the price of propagating errors, which are difficult to control.

4.2. Shape characterisation through the spectrum. The first natural way of using the $\rho$-Laplacian for practical purposes is to consider the $\rho$-Spectrum as a signature of the metric measure space under consideration. This is analogous to the celebrated “ShapeDNA” in shape analysis [32]. To carry out statistical inference, we will consider the mean of these signatures in Section 5.

Remark 4.1. It turns out that the form of the “mean of signatures” that we propose is reminiscent of mean persistence landscapes used in Topological Data Analysis [24, Section 4.4 for instance]. Similarly to persistence diagrams, the spectra encode (at least) the number of connected components. The parallel, however, stops rapidly as the concepts apply to different types of data: we are here concerned with metric measure spaces, while the measure part is absent from topological data analysis.

Remark 4.2. It is not required that two mm-spaces have the same total mass to compare their spectrum. The very same quantity can thus be used in both balanced and unbalanced contexts, using the terminology meanwhile common in optimal transport-based analysis (see e.g., [10]).

4.2.1. First examples. In this first example, we used a dataset available in the package gwDist [20] presenting discrete mm-spaces of size 50 for various animal species. Starting from the triangulated fine meshes available online [41], Hendrikson [20] obtained each mm-space by coarsening the latter meshes, following the procedure in [26, Section 8.2]. From the meshes, a set of representative points or seeds is obtained and the measure associated to a seed arises from the proportion of the mesh points closer to that seed than to any other seed. There were 10 such spaces for each type of animal. The two species (camels and lions) represented were chosen arbitrarily before seeing the results. The $\rho$-parameter was set to 0.34, the median of the distances in the distance matrix of the first Camel mm dataset. The distances are always between zero and one. The spectral cumulative distribution functions, $\sum_{j=1}^{K} \delta_{j} / K$, for each dataset is represented in Fig. 4. The lions are in green while the camels are in black. We will come back to this dataset in Section 5.4.

4.2.2. MDS on spectral distances and clustering. In this example, we considered datasets pertaining to substructure of proteins. The dataset were taken from the CATH Database ([36]) and

---

$^6$Even though the theoretical complexity of matrix multiplication is such that $\omega \approx 2.37$, the complexity that one can achieve in practice is of the order $O(K^{\log_2 7})$, $\log_2 7 \approx 2.807$, which is the complexity of Strassen’s algorithm [39].
accessed to via the function `read.pdb` of the \texttt{R}-package \texttt{bio3d}. The different replicates were generated via random sampling of 50 elements of the $C^\alpha$ chains. The three structures belong to the Rossmann fold in the CATH hierarchy. The two first, 3V48 and 1UXO belong to the alpha beta hydrolase category, while the third, 1A2O, is a response regulator. For two mm-spaces with spectra $(\Lambda_{\rho, j}^1)_{j \in [K]}, (\Lambda_{\rho, j}^2)_{j \in [K]}$, the distance considered in this case is

\begin{equation}
\begin{aligned}
\sup_{\rho}\|\Lambda_{\rho, 1}^1 - \Lambda_{\rho, 2}^1\|_2,
\end{aligned}
\end{equation}

where $K$ is equal to 50 here and the supremum was replaced by the maximum over a grid of size 20. To construct this grid, we first extract the lower triangle of the distance matrices and combine them into a vector. We then pick the quantiles of level $l/199, 0 \leq l \leq 199$ of that vector to constitute the grid on which the maximum is computed. We consider 480 replications of the sampling of 50 elements of the $C^\alpha$ chains, 120 of each type of protein. We compute the distance between each pair of samples using (4.1) and obtain a distance matrix, which we visualise in Fig. 5 using an MDS projection. It is clear that the distance between signatures enables to distinguish between the different types of structures.

4.3 Harmonics and principal directions of mm-spaces. From the Dirichlet form defined in Eq. (3.1), the eigenvectors can be recovered along the eigenvalues. As they correspond to minimisers of the Dirichlet function, we call them harmonic functions. In the case where the measure is uniform, the latter will correspond to the classical Laplacian eigenvectors for a graph whose adjacency matrix $W$ is defined by $W_{J, L} = \mathbb{1}_{|d_{J, L} < \varrho|}$. As mentioned in Section 2, the eigenvector corresponding to the second smallest eigenvalue captures the main direction of the shape.

Let us provide a concrete example where the representation turned out useful. Motivated by a
biological study pertaining to cellular dynamics, the data\footnote{Data were acquired in the biophysics lab of Sarah Köster lab, Department of Physics, University of Göttingen.} are fluorescence microscopy recordings of the microtubuli structure of NIH3T3 cells. Here, microtubules, which constitute important part of the cell skeleton have been recorded over time in living cells. Based on these, a graph structure is obtained by skeletonisation. The nodes of the discrete mm-space are then the nodes of the graph, the distance is the shortest-path distance on the graph and the measure of node $x_j$ is proportional to the sum of distance over all neighbours of $x_j$, i.e., $\mu_j \propto \sum_{\ell \sim j} d_{j,\ell}$. On Fig. 6, the extracted graph structure of the microtubuli is represented (bottom). On the same figure, the top row exhibits the 5% of the node points closest to where the eigenvector change its sign for the smallest $\rho$ such that the underlying auxiliary graphs are connected. Recall that the eigenvectors are defined only up to their sign, which explains the choice of representing that particular region instead of colouring the nodes according to the values. We clearly can identify on the left-hand side a small cluster which is only connected to the rest of the structure via a single edge that is relatively long, this isolates all the elements of the cluster as the distance is the shortest-path distance. On the graph obtained from the image 15s later, this area has a different structure and is less peculiar.

4.4. Semi-supervised learning. In semi-supervised learning, the idea is to use the geometric structure included in the labelled data to infer the label information on unlabelled data. Given a set of points $X_1, \ldots, X_n$ \cite{[5]} proposed to use the U-statistic

$$U_f := \frac{1}{2n(n-1)} \sum_{i \neq i'} (f(X_i) - f(X_{i'}))^2 K(\|X_i - X_{i'}\|/t)$$

as a regulariser for semi-supervised learning problems. Interestingly, choosing $K(x) = 1[x < 1]$ and a uniform measure, this U-statistic is equivalent (up to a scaling factor) to the Dirichlet form in
Figure 6. Comparison of temporal evolution microtubuli structures of a cell at two different time points. The right column has been recorded $\sim 15s$ after the one on the left-hand side. Top) Coordinates of the nodes of the mm-spaces extracted from the cell images. The 5% of the points closest to the region where the first harmonic changes its sign are coloured in blue. Bottom) Graphs extracted from the images at these two different time points. The blue circle on both pictures reproduces the area where the first harmonic changes its sign at the first time point, as in the top-right image. A zoom in of this region is added in the upper left corners to facilitate the visual comparison. The small cluster in the left zoomed area is sufficiently large and poorly connected to the rest to drive the first harmonic. The situation is quite different on the right-hand side as the region where the first harmonic changes its sign is quite evenly splitting the shape into two parts (see the top right image) and the structure in the zoomed region is not singled out by the first harmonic.

Eq. (3.1). This exhibits a strong link between the Dirichlet form that we consider and regularisation in semi-supervised learning problems.

One can thus build upon this link to extend semi-supervised learning to data on mm-spaces, enabling to incorporate importance weight information. Consider a discrete metric-measure space of $K$
points for which there exists a labelling only for a subset $S$ of $\lfloor K \rfloor$. The latter set must be thought as having a small cardinality when compared to $K$. Define the labels to belong to the set $\{+1, -1\}$. The known labels are called the $Y_i$'s. It was proposed in [5] to obtain the label predictions by solving

$$
\arg \min_{f \in \mathbb{R}^K} \sum_{j=1}^n (Y_j - f_j)^2 + \tau \sum_{j,\ell} W_{j\ell} \left( \frac{f_j}{\sqrt{D_j}} - \frac{f_\ell}{\sqrt{D_\ell}} \right)^2,
$$

where $Y_j$ is set to zero whenever $j \in S$ and $\tau > 0$ is a tuning parameter.

Using the graph obtained from the Dirichlet form of the $\rho$-Laplacian, this can be generalised in our setting to the situation where the mass (or importance weight) of each node is now allowed to be nonconstant and is used in to predict the labels, viz.

$$
\arg \min_{f \in \mathbb{R}^K} \sum_{j=1}^n (Y_j - f_j)^2 + \tau \sum_{j,\ell} \mu_j \mu_\ell k_{d_{\rho}; j,\ell} \left( \frac{f_j}{\sqrt{D_j}} - \frac{f_\ell}{\sqrt{D_\ell}} \right)^2, \quad \tau > 0.
$$

5. Statistical inference on mean spectra.

5.1. Sampling model and $\rho$-spectral estimator. Given a random sample of mm-spaces of sample size $n$ — think of a collection of graphs representations as in Fig. 6, one can compute the sample of eigenvalues $\{\Lambda^\rho_i\}_{i=1}^n$. Let us first explain how we define a random sample of mm-spaces. Consider Sturm’s space $(\mathcal{X}, \Delta)$, the metric space of all metric measure spaces up to isomorphism [40], and $\mathcal{P}(\mathcal{X})$ the set of all Borel probability measures on $\mathcal{X}$. For a fixed $P \in \mathcal{P}(\mathcal{X})$, we consider our dataset to be an i.i.d. sample of size $n$ generated by $P$. Such a setting has also been used to define and study barycenters of mm-spaces; see [21] for example. Further, each random, finite mm-space is a random variable taking its value in $\mathbb{S}^+ \times \mathbb{R}^K$. It is thus a distance matrix along with a weight vector. Denote by $F_{d_{\rho}; j,\ell}$ the cumulative distribution function of the distance between the points $X_j$ and $X_\ell$ conditionally on the the weight vector, $\mu$.

Based on the empirical probability measure $P^\rho_n$ from the sample $\{\Lambda^\rho_i\}_{i=1}^n$, one defines an estimator of the true spectrum $\lambda^\rho$ as

$$
(5.1) \quad (\hat{\lambda}^\rho)_k = \frac{1}{n} \sum_{i=1}^n \Lambda^\rho_{ik}, \quad k \in \lfloor K \rfloor.
$$

One can then compare two such means to infer on differences between mm-spaces. This can be based on asymptotic considerations ($n \to \infty$) as well as on finite sample concentration bounds, which will be detailed in the following section.

5.2. Asymptotic distribution result and finite sample result. Before stating the assumption and proving the main result of this section, we recall an important lemma that we will use in the sequel. It is a direct consequence of Gershgorin’s circle theorem ([16]).

**Lemma 5.1.** The largest eigenvalue of a weighted graph’s Laplacian with $K$ nodes, $\lambda_K$, is such that

$$
\lambda_K \leq 2 \max_j \text{Deg}_{j,j}.
$$
In order to state our main theorem, we require the space of functions  
\[ \ell^\infty_d([0, D]) := \left\{ z : [0, D] \to \mathbb{R}^d \left| \sup_t \|z(t)\|_\infty < \infty \right. \right\}, \]
which is the product space of  \( \ell^\infty([0, D]) \).

**Theorem 5.2.** Consider the estimator proposed in Eq. (5.1). Assume that the total mass of each metric measure space is bounded above and that all the distances are smaller than \( D \). Then, for any \( \rho \in [0, D] \),
\[ \sqrt{n}(\hat{\lambda}_\rho^j - \lambda_\rho^j) \overset{\text{w}}{\to} G(\rho), \]
where \( G(\rho) \) is a centred Gaussian process depending solely on \( \rho \) and where weak convergence is w.r.t. \( \ell^\infty_d([0, D]) \).

**Remark 5.3 (Smooth functionals of \( G(\rho) \)).** Theorem 5.2 extends to suitable differentiable functions of the \( \rho \)-spectrum, as the limit law process can then be determined by the delta method [45, Chapter 20]. For instance, in the case of metric spaces endowed with the uniform measures, the number of spanning trees of the auxiliary graph is such a function. Indeed, Proposition 3.14 states that, for sufficiently large \( \rho \), the number of spanning trees is determined by the product of the non-null eigenvalues.

**Proof of Theorem 5.2.** We will prove that each coordinate  
\[ \sqrt{n}(\hat{\lambda}_\rho^j - \lambda_\rho^j), \quad j \in \left[ K \right], \]
of the above process converges weakly in \( \ell^\infty([0, D]) \) to a separable limit and conclude that the joint process converges to a separable limit as in [46, Theorem 1.4.8].

Before addressing the convergence of each coordinate, let us establish the joint convergence of  
\[ \sqrt{n}(\hat{\lambda}_\rho^j - \lambda_\rho^j) =: \Lambda_n^\rho \]
for a finite collection \( \rho_1, \ldots, \rho_m \). Recall the linear form of the estimator given in Eq. (5.1) and consider a fixed set \( \rho_1, \ldots, \rho_m \). As the observations are independent and the spectra bounded by Lemma 5.1, the central limit theorem in \( \mathbb{R}^{K \times m} \) provides the sought joint convergence.

Weak convergence to a Gaussian process of each coordinate will follow from [46, Theorem 1.5.4]. To this end, we need to establish convergence of the marginals of each coordinate and asymptotic tightness. The first requirement follows from the CLT similarly to the joint convergence of  \( \{\Lambda_n^\rho\}_{\rho \in \{\rho_1, \ldots, \rho_m\}} \) established just above. It thus remains to prove the asymptotic tightness part. From [46, Theorem 1.5.7], we know that the latter is implied by total boundedness of \( ([0, D], d) \) and \( d \)-equicontinuity, i.e., for all \( \epsilon, \eta > 0 \), there exists \( \delta > 0 \) such that
\[ \lim_{n \to \infty} \sup_{n \to \infty} P^\ast\left( \sup_{\|s, t\|_d < \delta} \left| \Lambda_n^s \lambda_j - \Lambda_n^t \lambda_j \right| > \epsilon \right) < \eta, \]
for a semi-metric \( d \), with \( P^\ast \) denoting outer probability. Instead of working with the maximum difference between the sorted eigenvalues, we will show that equicontinuity holds irrespective of the eigenvalue difference. As total boundedness and equicontinuity are equivalent to showing that the class of function is P- Donsker [46, Corollary 2.3.12], we derive the latter property from a bracketing argument that we now develop.

By choosing different \( \rho \) parameters called \( s \) and \( t \) in the sequel, with \( s < t \), one can bracket the class of function  \( \mathcal{F} := \{ \lambda^\rho_k \}_{k \in [0, D]} \). The dependence of the eigenvalue on the distance matrix and the probability measure of the metric-measure space are silenced to ease the reading. The fact that these
brackets for the eigenvalues fulfil the definition of brackets, for any element of \( S^K_+ \times \mathbb{R}^K \), is a direct consequence of Cauchy’s interlacing theorem and the fact that the smallest eigenvalue of a graph Laplacian is zero. Further note that this class of functions is pointwise measurable, i.e., the countable subset

\[ \mathcal{G} := (\lambda_i^\rho)_{\rho \in [0,D] \cap \mathbb{Q}} \]

is such that for each \( f \) in \( \mathcal{F} \) there exists a sequence \( g_m \) in \( \mathcal{G} \) with \( g_m(x) \rightarrow f(x) \) for every \( x \in S^K_+ \times \mathbb{R}^K \). This is a mere consequence of the fact that there exists a sequence of rational numbers converging to any real number. Further, using boundedness and constructing sequences in \([0, D]\) converging to the elements of a maximising sequence, it can be shown that

\[ \sup_{\rho \in [0,D]} |\Lambda_{n,j}^\rho| = \sup_{\rho \in [0,D] \cap \mathbb{Q}} |\Lambda_{n,j}^\rho|. \]

As the supremum on the right hand side is measurable, the outer expectations in the latter case reduce to classical ones. To avoid notational burden, we will remove the rational condition of \( \rho \) in the sequel.

It further holds that

\[ B_{s,t} := \mathbb{E} \left( |\lambda_{s,j}^\rho - \lambda_{t,j}^\rho| \right) \leq \mathbb{E} \left( \left\| \sum_{e \in E} \mu_{\text{in}(e)} \mu_{\text{out}(e)} \mathbb{1}_{s<d_e \leq t} b_e b_e^T \right\|_{op} \right) \leq \mathbb{E} \left( 2 \max_j \mu_j \sum_{j \sim l} \mu_l \mathbb{1}_{s<d_{j,l} \leq t} \right), \]

where the first inequality follows from the fact that, for two \( n \times n \) matrices \( A, B \),

\[ |\lambda_{1}(A + B) - \lambda_{1}(A)| \leq ||B||_{op} := \max(|\lambda_{1}(B)|, |\lambda_{n}(B)|). \]

The second inequality holds by Lemma 5.1. We then have, using the tower property of the expectation,

\[ B_{s,t} \leq \mathbb{E} \left( \max_j \mu_j \sum_{j \sim l} \mu_l P \left( s < d_{j,l} \leq t|\mu| \right) \right). \]

From this inequality, a set of points can be chosen and \( \varepsilon \)-brackets in \( L^1(P) \) be constructed. To ensure that each of the \( K(K-1)/2 \) distribution of distances be well covered, it is sufficient to take the union of the points that would give \( \varepsilon \)-brackets for the distribution of distance between one single pair \( j, l \). By assumption, the total mass of each mm-space is bounded. Let us denote this bound by \( m \). We can further notice that, up to rescaling by \( 2m^2 \) and exploiting homogeneity of the norms, one can control the \( L^2 \) bracketing number from the \( L^1 \) one. We thus have that

\[ N_{\{\varepsilon 2m^2, \mathcal{F}, L_2(P)\}} \leq K(K - 1)\varepsilon^{-2}. \]

The bracketing integral is thus finite and it follows from [45, Theorem 19.5] that the class of functions is P-Donsker, which implies tightness.
5.3. Two sample test. In this section, we address the question of comparing statistically the mean $\rho$-spectra, potentially truncated, of two independent samples of sizes $n$ and $m$, respectively. That is, given two samples of mm-spaces with associated expected $\rho$-spectra $\mathcal{N}_1^\rho$ and $\mathcal{N}_2^\rho$, we consider the hypothesis testing problem

\[ (*) \quad H_0 : \mathcal{N}_1^\rho = \mathcal{N}_2^\rho, \forall \rho \quad \text{vs.} \quad H_1 : \exists \rho : \mathcal{N}_1^\rho \neq \mathcal{N}_2^\rho. \]

We suggest to recourse on the following test statistic

\[ T_{n,m} := \sup_{\rho} \left\| \overline{\lambda}_{n,1}^\rho - \overline{\lambda}_{m,2}^\rho \right\|_\infty, \]

where $\overline{\lambda}_{n,1}^\rho$ denotes the estimator of $\mathcal{N}_1^\rho$ obtained as in Eq. (5.1), and thus consider the test

\[ (c) \quad \phi := 1(T_{n,m} > c_\alpha), \]

for any prescribed significance level $\alpha \in [0,1]$. To apply the test, the distribution of $T_{n,m}$ is required. From this, the critical value $c_\alpha$ can be obtained as a quantile. We propose two ways to achieve this that we develop in the next subsections.

Remark 5.4 (mm-spaces of different size). In the case where the mm-spaces do not have the same size, we consider truncated spectra as is done for ShapeDNA in [32]. That means that we only keep the $K$ smallest eigenvalues. This choice is made for the proposed approach to be a coherent generalisation of classical data analysis on manifolds. It also makes sense as the Euclidean distance between the truncated spectra involves summing squared distances between individual eigenvalues that have a comparable meaning. Recall that the distance between $\lambda_2^\rho$ and $\tilde{\lambda}_2^\rho$, say, expresses a difference of connectivities of the underlying auxiliary graphs, for instance.

Another approach, that we do not pursue here, could be to identify each $\rho$-spectrum with its spectral measure $\sum_{j \in [K]} \delta_{\lambda^\rho_j} / K$. For each group, one could compute a Wasserstein barycenter and then compare the two groups using the Wasserstein distance between their respective Wasserstein barycenters. In the case where each mm-space of the sample has the same number of nodes, this latter approach coincide with the one above.

5.3.1. Concentration inequality. A first way to carry out the test in (c) is to recourse to concentration bounds. They have the advantage of being valid for all $n,m$. Unfortunately, they will depend on a bound on the mass and a universal constant. Therefore, the subsequent bound is only practically useful when these constants can be made explicit.

Proposition 5.5. Consider two independent samples of finite mm-spaces as above with finite sample sizes $n$ and $m$ and assume that the total mass of each mm-space is bounded above by $m$. Then, it holds that

\[ P(T_{n,m} > t) \leq \sum_{j=2}^{K} \sum_{\xi \in [n,m]} \exp \left\{ - \frac{(t / 2 - E[Z_j])^2}{2v_{j,\xi} + 2m^2t/3} \right\}, \]
with
\[
\nu_{j,\xi} \leq 16m^4 \kappa \sqrt{\frac{2}{\xi} \log \left( \max(K/m, e^2m) \right) + 4\xi m^4},
\]
\[
\mathbb{E}Z_{j,\xi} \leq \kappa 4m^2 \sqrt{\frac{2}{\xi} \log \left( \max(K/m, e^2m) \right)}
\]
and \(\kappa\) is the universal constant in Ossiander’s bracketing theorem [42, Proposition 6.7].

Proof. First notice that, under the null hypothesis in (*),
\[
P(T_{n,m} > t) \leq P \left( \sup \rho \| \Lambda^\rho_n \|_\infty > \frac{t \sqrt{n}}{2} \right) + \left( \sup \rho \| \Lambda^\rho_m \|_\infty > \frac{t \sqrt{m}}{2} \right).
\]
We will use the union bound and Bousquet’s inequality ([4]) to control each term in the right hand side of the above display. The union bound seems unavoidable as controlling each eigenvalue is far from trivial. Setting \(Z_j := \sup \rho |\hat{\lambda}_{1,j} - \lambda_{j}|\), in this case, the Bousquet inequality reads
\[
P(Z_j > \mathbb{E}Z_j + t) \leq \exp \left( -\frac{t^2}{2\nu_{j,n} + 2tU/3} \right),
\]
where \(U\) is the bound on the envelope function and, here,
\[
\nu_{j,n} = 2U\mathbb{E}Z_j + \sum_{i=1}^n \sup \rho \mathbb{E} |\hat{\lambda}_{i,j} - \lambda_{j}|^2 \leq 2U\mathbb{E}Z_j + nU^2.
\]
The main element remaining is the control of \(\mathbb{E}Z_j\). To this end, we will use Ossiander’s bracketing theorem. The latter reads, for a general function class \(\mathcal{F}\),
\[
\mathbb{E} \sup_{f \in \mathcal{F}} \left| \sum_{i=1}^n f(X_i) - n\mathbb{E} f \right| \leq \kappa \sqrt{n} \int_0^\infty \sqrt{\log \mathcal{N}_1(\epsilon, \mathcal{F}, L_2(P))} \, d\epsilon,
\]
for some universal constant \(\kappa\). From the latter we have by Eq. (5.3) that, for all \(j \in \| K \|\),
\[
n\mathbb{E}Z_j \leq \kappa \sqrt{n} \int_0^{2m^2} \sqrt{\log(4m^2K(K-1)e^{-2})} \, d\epsilon
\]
\[
\leq \kappa \sqrt{2n} \int_0^{2m^2} \sqrt{\log(2mKe^{-1})} \, d\epsilon
\]
\[
\leq \kappa 4m^2 \sqrt{2n} \sqrt{\log \left( \max(K/m, e^2m) \right)},
\]
where we used the fact that if \(\log(C/c) \geq 2\),
\[
\int_0^c \sqrt{\log \left( \frac{C}{x} \right)} \, dx \leq 2c \sqrt{\log \left( \frac{C}{c} \right)}.
\]
It follows that
\[ \nu_{j,n} \leq 16m^4 \kappa \sqrt{\frac{2}{n} \log (\max(K/m, e^2m)) + 4nm^4}. \]

By the union bound, it further holds
\[
P\left( \sup_\rho \|\Lambda_n^\rho\|_\infty > \frac{t\sqrt{n}}{2} \right) \leq \sum_{j=2}^K P\left( Z_j > \frac{t}{2} \right)
\leq \sum_{j=2}^K \exp\left( -\frac{(t/2 - E\nu_{j,n})^2}{2\nu_{j,n} + 2(t/2 - E\nu_{j,n})^2/3} \right).\]

The claim follows.

**Remark 5.6 (Room for improvement).** Looking at the proof, there are various places where additional knowledge or regularity assumptions would guarantee sharper inequalities. Additional assumptions for the distances would help to improve the factor \( K(K-1) \) and assumptions on \( \max_{j \in [K]} \mu_j \) would reduce the bracketing number. Finally note that a refined understanding of the Laplacian spectrum could also greatly help, in particular to avoid using the union bound.

### 5.3.2. Bootstrap

Note that, under the null hypothesis in (*), it holds that
\[(**)
T_{n,m} \Rightarrow \sup_\rho \|G(\rho) - G'(\rho)\|_\infty, \quad n \to \infty,
\]
by the continuous mapping theorem, where \( G(\rho) \) and \( G'(\rho) \) are two independent copies of the limiting process from Theorem 5.2.

As it is difficult to derive the distribution (***) under the null hypothesis explicitly, we suggest to recourse to a bootstrap procedure. First, consider \( \{X_i^*\}_{i=1}^n \) a bootstrap sample from \( P_n \) and its associated empirical measure \( P_n^* \).

The bootstrap process is defined as
\[
\{G^*_n f\}_{f \in F} := \{\sqrt{n}(P_n^* f - P_n f)\}_{f \in F}.
\]

The procedure then goes as follows [13, Chapter 16].

1. Generate \( B \) bootstrap samples for the two samples \( G_{n,b}^* \) and \( G_{m,b}^* \) with \( b \in [B] \).
2. Compute the \( B \) realisations of
\[
\theta_b := \sup_\rho \|G_{n,b}^*(\rho) - G_{m,b}^*(\rho)\|_\infty.
\]
3. Approximate the p-value by
\[
\hat{p}_{n,obs} := \frac{1}{B} \sum_{b=1}^B \mathbb{1}(T_{n,m,obs} < \theta_b),
\]

where \( T_{n,m,obs} \) is the observed value of the test statistic \( T_{n,m} \).

Let \( p_{n,obs} \) denote the p-value that one would compute, should one know the distribution of \( G_{n,1}(\rho) \) —and therefore \( \sup_\rho \|G_n(\rho) - G'_n(\rho)\|_\infty \) under the null hypothesis.
Proposition 5.7. The bootstrap procedure is consistent for the testing problem as
\[ |\hat{p}_{n,\text{obs}} - p_{n,\text{obs}}|_p \to 0, \quad \text{as } n, B \to \infty. \]

Proof. Note that from the convergence provided by Theorem 5.2, the considered class of functions is P-Donsker. Theorem 2.4 in [17] states that\(^8\) a function class \( \mathcal{F} \) is P-Donsker if and only if \( G_n^* \) converges in distribution to \( G \) in \( \ell_\infty(\mathcal{F}) \). This theorem holding for each component can be used to conclude that the convergence holds for the entire distribution using Theorem 1.4.8 in [46]. The claim then follows from the law of large numbers.

5.4. Example. Recall the example in Section 4.2.1. For the largest eigenvalue and the second smallest or Fiedler eigenvalue we represent the mean over 11 replications for the camels and 10 replications for the lions along with pointwise 95\%-confidence bands based on student quantiles. The rationale behind the choice of these two eigenvalues is that the Fiedler eigenvalue is a measure of connectivity, while the largest eigenvalue is driven by (a transformation of) the weighted maximum local distribution of distances.

![Graphs of Fiedler and Largest Eigenvalues](image)

Figure 7. Left) Pointwise means and confidence bands for the Fiedler eigenvalue as a function of \( \rho \). The mean is given by the continuous line while the confidence bands are represented by the shaded area of the corresponding colour. Right) Pointwise means and confidence bands for the largest eigenvalue as a function of \( \rho \).

We clearly find from Fig. 7 that the connectivities of the auxiliary graphs are different for small values of \( \rho \), while the largest eigenvalues have a completely different behaviour at all \( \rho \)-scales.
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\(^8\)The statement is slightly reworded in comparison to the original version and appears in [9].
REFERENCES

[1] P. K. Agarwal, N. H. Mustafa, and Y. Wang, *Fast molecular shape matching using contact maps*, Journal of Computational Biology, 14 (2007), pp. 131–143.

[2] M. Z. Alaya, M. Bera, G. Gasso, and A. Rakotomamonjy, *Theoretical guarantees for bridging metric measure embedding and optimal transport*, Neurocomputing, 468 (2022), pp. 416–430.

[3] A. Berman and M. Farber, *A lower bound for the second largest laplacian eigenvalue of weighted graphs*, The Electronic Journal of Linear Algebra, 22 (2011), pp. 1179–1184.

[4] O. Bousquet, *Concentration inequalities for sub-additive functions using the entropy method*, in Stochastic Inequalities and Applications, Springer, 2003, pp. 213–247.

[5] O. Bousquet, O. Chapelle, and M. Hein, *Measure based regularization*, in Advances in Neural Information Processing Systems, 2004, pp. 1221–1228.

[6] A. E. Bröcker and W. H. Hämmerle, *Spectra of Graphs*, Springer Science & Business Media, 2011.

[7] D. Burago, S. Ivanov, and Y. Kurylev, *Spectral stability of metric-measure laplacians*, Israel Journal of Mathematics, 232 (2019), pp. 125–158.

[8] H. Cardot and D. Degras, *Online principal component analysis in high dimension: Which algorithm to choose?*, International Statistical Review, 86 (2018), pp. 29–50.

[9] F. Chazal, B. T. Fasy, F. Lecci, A. Rinaldo, A. Singh, and L. Wasserman, *On the bootstrap for persistence diagrams and landscapes*, Modeling and Analysis of Information Systems, 20 (2013), pp. 111–120.

[10] L. Chizat, G. Peyré, B. Schmitzer, and F.-X. Vialard, *Unbalanced Optimal Transport: Geometry and Kantorovich Formulation*, working paper or preprint, Aug. 2015, https://hal.archives-ouvertes.fr/hal-01271981.

[11] S. Chowdhury, D. Miller, and T. Needham, *Quantized gromov-wasserstein*, in Joint European Conference on Machine Learning and Knowledge Discovery in Databases, Springer, 2021, pp. 811–827.

[12] J. Demmel, I. Dumitriu, and O. Holtz, *Fast linear algebra is stable*, Numerische Mathematik, 108 (2007), pp. 59–91.

[13] B. Efron and R. J. Tibshirani, *An Introduction to the Bootstrap*, CRC press, 1994.

[14] D. Euzé, J. Solomon, V. G. Kim, and M. Ben-Chen, *Gwenn: A metric alignment layer for deep shape analysis*, in Computer Graphics Forum, vol. 36, Wiley Online Library, 2017, pp. 49–57.

[15] M. Geißler, M. F. Hossain, F. J. F. Berens, L. Z. Bruhn, C. Urbansky, V. Liebscher, and C. H. Lilleg, *Substrate specificity of thioredoxins and glutaredoxins–towards a functional classification*, New gromov-inspired metrics on phylogenetic tree space, arXiv preprint arXiv:1908.00828, (2019).

[16] S. A. Gershgorin, *Über die Abgrenzung der Eigenwerte einer Matrix*, Izvestiya: Mathematics, (1931), pp. 749–754.

[17] E. Giné and J. Zinn, *Bootstrapping general empirical measures*, The Annals of Probability, (1990), pp. 851–869.

[18] M. Gromov, *Metric Structures for Riemannian and non-Riemannian Spaces*, vol. 152 of Progress in Mathematics, Birkhäuser Boston, Inc., Boston, MA, 1999. Based on the 1981 French original, With appendices by M. Katz, P. Pansu and S. Semmes, Translated from the French by Sean Michael Bates.

[19] L. Halberisen and N. Hungerbühler, *Reconstruction of weighted graphs by their spectrum*, European Journal of Combinatorics, 21 (2000), pp. 641–650.

[20] R. Hendrikson, *gwdist: Gromov-Wasserstein distance*, 2016. R package version 1.0.

[21] T. Le Gouic, Q. Paris, P. Regollet, and A. J. Stromme, *Fast convergence of empirical barycenters in alextrov spaces and the wasserstein space*, arXiv preprint arXiv:1908.00828, (2019).

[22] B. Lévy, *Laplace-beltrami eigenfunctions towards an algorithm that “understands” geometry*, in IEEE International Conference on Shape Modeling and Applications 2006 (SMI’06), IEEE, 2006, pp. 13–13.

[23] V. Liebscher, *New gromov-inspired metrics on phylogenetic tree space*, Bulletin of Mathematical Biology, 80 (2018), pp. 493–518.

[24] P. S. Medina and R. W. Doerge, *Statistical methods in topological data analysis for complex, high-dimensional data*, arXiv preprint arXiv:1607.05150, (2016).

[25] F. Mémoli, *On the use of Gromov-Hausdorff Distances for Shape Comparison*, in Eurographics Symposium on Point-Based Graphics, M. Botsch, R. Pajarola, B. Chen, and M. Zwicker, eds., The Eurographics Association, 2007, https://doi.org/10.2312/SPBG/SPBG07/081-090.

[26] F. Mémoli, *Gromov–wasserstein distances and the metric approach to object matching*, Foundations of Computational Mathematics, 11 (2011), pp. 417–487.

[27] F. Mémoli, A. Munk, Z. Wan, and C. Weitkamp, *The ultrametric gromov–wasserstein distance*, arXiv preprint arXiv:2101.05756, (2021).

[28] F. Mémoli and T. Needham, *Distance distributions and inverse problems for metric measure spaces*, arXiv preprint arXiv:1810.09646, (2018).
[29] P. M. Pardalos and S. A. Vavasis, *Quadratic programming with one negative eigenvalue is NP-hard*, Journal of Global Optimization, 1 (1991), pp. 15–22.

[30] G. Peyré, M. Cuturi, and J. Solomon, *Gromov-wasserstein averaging of kernel and distance matrices*, in International Conference on Machine Learning, PMLR, 2016, pp. 2664–2672.

[31] L. Qi, Y. Ji, and W. Wang, *On a theorem of godsil and mckay concerning the construction of cospectral graphs*, Linear Algebra and its Applications, 603 (2020), pp. 265–274.

[32] M. Reuter, F.-E. Wolter, and N. Peinecke, *Laplace–beltrami spectra as ‘shape-dna’of surfaces and solids*, Computer-Aided Design, 38 (2006), pp. 342–366.

[33] G. Rhodes, *Crystallography made crystal clear: a guide for users of macromolecular models*, Elsevier, 2010.

[34] F. Schmiedl, *Shape matching and mesh segmentation*, PhD thesis, Technische Universität München, 2015.

[35] T. Séjourné, F.-X. Vialard, and G. Peyré, *The unbalanced gromov wasserstein distance: Conic formulation and relaxation*, Advances in Neural Information Processing Systems, 34 (2021).

[36] I. Sillitoe, N. Bordin, N. Dawson, V. P. Waman, P. Ashford, H. M. Scholes, C. S. Pang, L. Woodridge, C. Rauer, and N. Sen, *Cath: increased structural coverage of functional space*, Nucleic Acids Research, 49 (2021), pp. D266–D273.

[37] J. Solomon, G. Peyré, V. G. Kim, and S. Sra, *Entropic metric alignment for correspondence problems*, ACM Transactions on Graphics (ToG), 35 (2016), pp. 1–13.

[38] D. A. Spielman, *Algorithms, graph theory, and linear equations in laplacian matrices*, in Proceedings of the International Congress of Mathematicians 2010 (ICM 2010) (In 4 Volumes) Vol. I: Plenary Lectures and Ceremonies Vols. II–IV: Invited Lectures, World Scientific, 2010, pp. 2698–2722.

[39] V. Strassen, *Gaussian elimination is not optimal*, Numerische Mathematik, 13 (1969), pp. 354–356.

[40] K.-T. Sturm, *The space of spaces: curvature bounds and gradient flows on the space of metric measure spaces*, arXiv preprint arXiv:1208.0434, (2012).

[41] R. W. Sumner and J. Popovic, *Mesh data from deformation transfer for triangle meshes*, Computer Graphics Group at MIT. http://people.csail.mit.edu/sumner/research/deftransfer/data.html. Accessed, 23 (2015).

[42] M. Talagrand, *Sharper bounds for gaussian and empirical processes*, The Annals of Probability, (1994), pp. 28–76.

[43] A. Torralba, K. P. Murphy, W. T. Freeman, and M. A. Rubin, *Context-based vision system for place and object recognition*, in Computer Vision, IEEE International Conference on, vol. 2, IEEE Computer Society, 2003, pp. 273–273.

[44] E. R. van Dam and W. H. Haemers, *Which graphs are determined by their spectrum?*, Linear Algebra and its Applications, 373 (2003), pp. 241–272.

[45] A. W. van der Vaart, *Asymptotic Statistics*, Cambridge Series in Statistical and Probabilistic Mathematics, Cambridge University Press, 1998. https://doi.org/10.1017/CBO9780511802256.

[46] A. W. van der Vaart and J. Wellner, *Weak Convergence and Empirical Processes: with applications to statistics*, Springer Science & Business Media, 1996.

[47] U. von Luxburg, *A tutorial on spectral clustering*, Statistics and Computing, 17 (2007), pp. 395–416.

[48] C. Weitkamp, K. Proksch, C. Tameling, and A. Munk, *Gromov–wasserstein distance based object matching: Asymptotic inference*, arXiv preprint arXiv:2006.12287, (2020).