The Use of a Physiologically Based Pharmacokinetic Modelling in a “Full-Chain” Exposure Assessment Framework: A Case Study on Urban and Industrial Pollution in Northern Italy
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Abstract: Background and goals: The estimate of the internal dose provided by physiologically based pharmacokinetic (PBPK) modelling is a big step forward in the frame of human health risk assessment (HRA) from contaminating sources. The PBPK model included in the MERLIN-Expo platform was here tested with data collected in a human biomonitoring (HBM) pilot study to check model efficacy in predicting concentrations in human blood and urine of people exposed to a modern solid waste incinerator (SWI). The aim of the study was to investigate if the use of a PBPK model integrated in a computational platform could replace more expensive and invasive pilot studies. Twenty eight subjects living and working within 4 km of the incinerator (exposed) and 21 subjects living and working outside this area (unexposed) were selected among the population recruited in the HBM study. The group of exposed (E) subjects and the group of non-exposed (NE) subjects were comparable for all relevant anthropometric characteristics and exposure parameters except for the exposure to SWI emissions. Three different scenarios were created: an “only diet-scenario” (DS), a “worst case scenario” (WCS) and a “most likely scenario” (MLS). The platform was tested for blood-lead (B-Pb), urinary-lead (U-Pb), urinary-anthracene (U-Ant) and urinary-fluoranthene (U-Flt). Average estimated U-Pb was statistically equal to the measured one (est. 0.411–0.278; meas. 0.398–0.455 µg/L) and estimated vs. measured U-Ant differ by one order of magnitude only (est. 0.018–0.010; meas. 0.537–0.444 ng/L) while for U-Flt and B-Pb, the error was respectively of two and four orders of magnitude. It is likely that the extremely high accuracy in the Pb concentration input values referring to diet led to the very accurate estimate for this chemical in urine, but the higher error in the B-Pb computed value suggests that PBPK model equations cannot entirely capture the dynamics for blood compartments. MERLIN-Expo seems a very promising tool in saving time, energy and money in the screening step of the HRA framework; however, many software validations are still required.
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1. Introduction

Finding a precise, reliable and standardized Health Risk Assessment (HRA) framework to investigate the risk of a population exposed to pollutants in the environment is one of the main issues...
in Risk Assessment science nowadays [1]. At the same time, the use of a fast method giving a hint of the entity of the risk for the target population is of equal importance for Local Authorities and environmental protection agencies to design and carry out timely, efficient and cost-effective site remediation when the situation is not so critical. To give priority to the most important contaminations, a fast but reliable screening analysis is needed. In the last few years, some new online or offline computational platforms have been developed in this area, integrating toxicological and epidemiological approaches. Among these, MERLIN-Expo software (https://merlin-expo.eu, [2–4]) is a free tool developed within the 4FUN Project (funded by the EU 7th Framework Programme) created for Environmental Exposure Assessment (EEA) and Human Exposure Assessment (HEA). It models complex environmental phenomena and pollution pathways from the sources to their deposition and accumulation in human organs and tissues [5].

Environmental epidemiology has, for many years, adopted a “black box” approach, where human health outcomes were associated to pollutant concentrations in environmental matrixes, considered as proxies of the effective exposure. Thanks to computers’ computational capacity increase, Geographic Information Systems (GIS) development and pollutants dispersion modelling reliability, in the last two decades the estimation of the exposure at the individual level was significantly improved. Today, a further step in the exposure assessment is the estimation of the uptake dose of each organ and scientific and technologic improvements of the last few years allowing the study of the toxicokinetics and toxicodynamics of chemicals in the human body using mainly in vitro and in silico approaches rather than in vivo tests. The consequences of this is a change in perspective also in the epidemiologic field in assessing human health risk to chemicals and a growing interest in molecular epidemiology. Computational platforms like MERLIN-Expo allows us to perform a fast “full-chain” exposure assessment analysis that starts from contaminating sources and ends with an estimation of pollutant concentrations in the organs and tissues of the human body. In this HRA framework, PBPK models represent a promising tool aimed at describing the adsorption, distribution, metabolism and excretion (ADME) processes of chemicals in the human body quickly and reliably [6]. The MERLIN-Expo tool was used in this study in the exposure assessment to chemicals (and related risks for human health) related to a specific industrial point source. More specifically, the aim of this study is the comparison of pollutant concentrations measured in samples obtained through a human biomonitoring (HBM) study with the MERLIN-Expo software output, in order to test this tool, and in particular its PBPK model, with a statistic analysis. Testing software like MERLIN and PBPK models [7–9] is of extreme importance if Local Authorities want to avoid a huge waste of time, energy and money in HEA and HRA screening steps. Indeed, if these software are sufficiently accurate and precise, they could replace long, invasive and expensive pilot studies in finding essential information to develop a more complex study or to plan public health urgent actions [10,11].

2. Methods

2.1. HBM Study

In 2010 a human bio-monitoring (HBM) cross-sectional pilot study was conducted by Modena Local Health Unit in collaboration with the Regional Agency for Prevention, Environment and Energy of Emilia-Romagna to test the use of specific biomarkers in assessing local population exposure to municipal solid waste incinerator (SWI) plant emissions [12]. More specifically, the aim of the study was to investigate the potential role of some specific pollutants as tracers of the exposure to SWI emissions of subjects living near the plant. There were many contaminants, among which there were heavy metals and polycyclic aromatic hydrocarbons (PAHs), investigated which were found in the blood and urine of the 168 subjects enrolled. Inhabitants having residence and workplaces in an area of a 4 km radius centered on the SWI were considered exposed to emissions and those living and working outside that area were considered unexposed. The subjects were chosen with similar job tasks and no significant occupational exposures. A self-administered questionnaire was distributed to investigate
diet, lifestyle, anthropometric characteristics and health status. The ADMS dispersion model was used to produce monthly fall-out maps that showed the pathway of total suspended particles (TSP) emitted from the SWI three emission lines that manage waste for a total of 180,000 tons per year. The exposure time window was assumed as being 30 days before the sampling date, which occurred for all the subjects in the period between May and June 2010. The daily exposure was assumed as 16 h at residence and 8 h at workplace. The associations between the chosen biomarkers and the exposure indexes was investigated through a multivariate linear regression analysis that showed no differences between the exposed and unexposed groups for the majority of the contaminants, among which there were blood-lead (B-Pb), urinary-lead (U-Pb) and urinary-fluoranthene (U-Flt), while few other contaminants, including urinary-anthracene (U-Ant), were found to be higher in exposed subjects.

For the present study, 49 subjects (21 exposed and 28 non-exposed) between 36 and 58 years of age have been selected among the 168 people recruited in the HBM study in order to reduce particulate matter (PM) confounding. Two exclusion criteria were adopted: the use of a fireplace in the house to exclude the main source of exposure inside the house, and cotinine levels in serum higher than 3 µg/L, to exclude ex- and current smokers. Information was obtained from the questionnaire answers and the blood analysis data were collected in the HBM study. The platform was tested for B-Pb, U-Pb, U-Ant and U-Flt.

The group of exposed (E) subjects and the group of non-exposed (NE) subjects were chosen to be statistically homogeneous (α = 0.01) for all relevant anthropometric characteristics, i.e., age, height, weight and Body Mass Index (BMI) and exposure parameters (background PM$_{2.5}$, in addition to cigarette smoke [13] and the presence of the fireplace) except for the exposure to SWI emissions.

The Chi-squared test and the analysis of the Skewness and Kurtosis were performed to test for normal distribution of data. The two-tailed homoskedastic Student test was chosen for normally distributed variables, while the K-S test was used for non-Normal distributions. The two groups turned out to be different in the number of males and females only, with 20 out of 28 women in the E group (71%) and 7 out of 21 (33%) in the NE. The results of the statistical analysis are summarized in Tables 1 and 2.

A statistical analysis was performed with STATA software (IC 13 StataCorp LP college station, TX, USA) to compare MERLIN vs. HBM concentration distributions. A chi squared test for small samples and a kurtosis and skewness analysis were used to test normality. When the data series were both normally distributed, a t test was applied to compare them, otherwise the non-parametric 2 samples Kolmogorov–Smirnov (K-S) test was used. The K-S test was considered the most suitable test given the 49 values in the distributions while the Wilcoxon or Mann–Whitney tests were used for samples with more than 50 data. Pearson correlation index was used for data normally distributed, while Spearman was chosen for non-normal distributions.

**Table 1.** Chi-square test for normality ($\chi^2$) results and a comparison between the E and NE group using t-test (T) and Kolmogorov–Smirnov test (K-S). E = exposed, NE = non exposed.

| Group | p Value | $\chi^2$ | Normal Distribution $\alpha = 0.05$ | p Value | Homogeneity $\alpha = 0.05$
|-------|---------|----------|------------------------------------|---------|---------------------|
| Age   | E       | 0.23     | YES                                | 0.53 (T)| YES                 |
|       | NE      | 0.73     | YES                                |         |                     |
| Weight| E       | 0.10     | YES                                | 0.20 (T)| YES                 |
|       | NE      | 0.13     | YES                                |         |                     |
| Height| E       | 0.71     | YES                                | 0.03 (T)| NO                  |
|       | NE      | 0.57     | YES                                |         |                     |
| BMI   | E       | 0.02     | NO                                 | 0.54 (K-S)| YES              |
|       | NE      | 0.01     | NO                                 |         |                     |
Table 2. Statistical analysis for all the subjects of the study. E = exposed, NE = non exposed, 95%CI = Confidence Interval at 95%. Age (years), weight (kg), height (cm), average value (A.V.) and standard deviations (St. Dev.).

| Group  | A.V. | St. Dev. | 95%CI     |
|--------|------|----------|-----------|
| Age    |      |          |           |
| E      | 48.3 | 5.6      | 45.8–50.8 |
| NE     | 47.2 | 6.1      | 44.8–49.6 |
| E + NE | 47.7 | 5.8      | 46.0–49.4 |
| Weight |      |          |           |
| E      | 73.9 | 13.4     | 67.7–80.0 |
| NE     | 68.8 | 13.9     | 63.3–74.2 |
| E + NE | 70.9 | 13.8     | 67.0–74.9 |
| Height |      |          |           |
| E      | 172  | 6.5      | 169–175   |
| NE     | 167  | 9.2      | 164–171   |
| E + NE | 1.69 | 8.44     | 1.67–1.72 |

Moreover, two analyses were carried out to investigate a potential correlation between U-Pb values and the distance of the subjects’ residences from SWI, using both U-Pb estimated and measured.

2.2. Exposure Assessment

Data collected during the exposure assessment process were background particulate matter 2.5 (background PM$_{2.5}$) and SWI PM$_{10}$ concentrations in atmosphere, background PM$_{2.5}$ and SWI PM$_{10}$ chemical speciation, time spent indoor (home and workplace), diet habits, pollutant average concentration in food in the area of Modena, sex, age, physical parameters and pharmacokinetic parameters.

Subjects’ residence and workplace were geo-referenced in the HBM pilot study Using ArcMap 10.1 (REF. ESRI) and all the life-style data were collected by the self-administered questionnaire [12].

2.3. Air Route

PM$_{2.5}$ daily average concentration inhaled by a subject at his residence was obtained by combining measured and modelled data on particulate matter. PM$_{2.5}$ daily average concentration data for the period 2007–2014 were collected from the “Parco Ferrari” urban background station (Modena) and from “via Tagliati” station (Modena), located in the same industrial area of the SWI. A linear regression analysis was used to estimate the missing data in the time series produced by the “Parco Ferrari” station (Figure 1). The validity of the regression analysis procedure was assured by the small number of the missing data in the time series (<25%) [14]. PM$_{2.5}$ annual average concentration at the “Parco Ferrari” station was calculated and the PM$_{2.5}$ annual average concentration data at residence were obtained by ARPAE simulations with data from the NINFA-PESCO dispersion model (cell resolution 1 km × 1 km) collected for each subject. The ratio between the two averages was used to estimate PM$_{2.5}$ daily average concentration inhaled at residence.

PM$_{2.5}$ daily average concentration inhaled by a subject in the workplace was obtained following the same procedure.

PM$_{10}$ monthly average concentrations from SWI to residence and to workplace for the period of interest (April–June 2010) were taken from monthly fall-out maps created by ARPAE with Air Dispersion Modelling System (ADMS) Urban dispersion model [12].

PM$_{2.5}$ daily average concentration for the Modena municipality was taken by annual (2010) average concentration in Modena estimated with the NINFA-PESCO model (cell resolution 1 km × 1 km) and was used to assess outdoor exposure. Outdoor activities included in the questionnaire questions were physical activities, car driving and other activities. Given the nature of these activities and of the spaces where they likely took place, the Modena average concentration of PM was considered to be a reliable proxy of the outdoor exposure. The great volume of cleaner air inhaled during a run in a park for few hours per week were in fact balanced by the lower volume of dirtier air inhaled while driving in traffic for a longer time.
PM$_{10}$ monthly average concentration from the SWI for Modena municipality was taken by PM fall-out maps realized with ADMS simulations. Assuming that a subject spent more outdoor time in proximity of his residence and workplace, for the exposed group the parameter was estimated to be 1 ng/m$^3$ in April and 1.5 ng/m$^3$ in May and June, while for the unexposed, it was 0.5 ng/m$^3$ in April and 1 ng/m$^3$ in May and June.

Considering the height of the houses where the subjects lived, PM$_{2.5}$ concentration does not vary significantly with the altitude (less than 5.7% in the cold season and less than 4.1% in the warm season; [15]), and the floor of the house was not taken into account. Vehicle traffic volume was not relevant for this study, being a great source of coarse particles only [16]. In Modena city, the difference in PM$_{2.5}$ concentrations between heavy and low traffic areas is less than 15% only [15].

### 2.4. Indoor/Outdoor Coefficient

Starting from PM$_{2.5}$ background concentrations measured by ARPA stations and PM$_{10}$ concentrations from SWI estimated with ADMS, PM indoor concentrations contributed from outdoors was obtained using an indoor/outdoor coefficient. In fact the coefficient defines how much PM$_{2.5}$ coming from outside manages to enter indoor spaces. The choice of the right coefficient to assess the real concentration inhaled by subjects in indoor places was an extremely interesting issue [17], as the questionnaire answers showed that the average time spent indoors by the study population was 91% of the total (min. 82%, max. 99%). A two-tailed homoscedastic Student test assured the homogeneity of E and NE for the number of hours spent outdoors per week ($p = 0.037$; E: 17.3–7.5, NE: 13.0–7.4 h).

The physical–chemical transformation processes (deposition, aggregation and volatilization) that the particulate undergoes when it enters buildings changes its chemical composition [18]. During these processes the proportion of some chemicals (e.g., K, nitrates, sulphates) in the PM varies significantly, but this is not true for the substances considered in the present study, e.g., lead (Pb), anthracene (Ant) and fluoranthene (Flt). Due to differences in house ventilation that occurs during the year, a value of 0.91 for the “warm season” (from May to August), of 0.51 for the “cold season” (from November to February) and of 0.71 for the “mild seasons” was chosen [15,19].

A two sample K-S test was used to compare the E and NE groups for the PM concentrations in inhaled air at residence (Figures 2 and 3). At the significance level of 0.01, the null hypothesis (equality of concentrations samples) of the K-S test was refused for residential PM$_{10}$ from SWI, while it was accepted for the residential background PM$_{2.5}$. Background PM$_{2.5}$ concentration at the workplace was higher for the NE group, while PM$_{10}$ from SWI at the workplace was higher for the E group.

![Figure 1](image-url)  
**Figure 1.** Linear regression line: background PM$_{2.5}$ concentration (µg/m$^3$) measured at Tagliati station vs. background PM$_{2.5}$ concentration (µg/m$^3$) measured at the Parco Ferrari station.
2.5. Chemical Speciation

A background PM$_{2.5}$ chemical speciation was conducted by ARPAE Emilia-Romagna in Bologna city. Since the Modena municipality is near Bologna and urban and territorial features, weather characteristics and main pollutant sources are very similar, chemical concentration data generated by this analysis were considered as valid for our study. In 2016, incinerator PM$_{10}$ chemical speciation data were collected for the Parma incinerator plant [20]. This new generation plant is very similar to the one in Modena, so those data were used for this study. A chemical composition comparison between background PM$_{2.5}$ and incinerator PM$_{10}$ is possible since PM from an incinerator plant is mainly composed of ultrafine particles [20]. Incinerator PM$_{2.5}$ mass is 94% of the PM$_{10}$ and 87% of the total
emitted particles (Figure 4), so the operation of adding pollutant incinerator PM$_{10}$ and background PM$_{2.5}$ into the estimate of the total concentration inhaled produced an error of 6% only.

**Figure 4.** PM$_{2.5}$, PM$_{2.5-10}$ and PM$_{>10}$ amounts in the TSP produced by a modern SWI [20].

The chemical speciation showed the presence of similar chemicals but in different percentages between incinerator and background PM (Table 3, Figures 5 and 6).

**Figure 5.** Comparison between the mass of the contaminant in PM over the PM total mass (percentages). Flt = Fluoranthene, Ant = Anthracene, Cd = Cadmium, Pb = Lead, Ni = Nickel.
Subjects’ exposure to atmospheric contaminants was described adopting the following scheme. Daily average concentration of PM$_{10}$ from SWI in inhaled air was multiplied by indoor/outdoor coefficient, by the fraction of contaminant in the PM and by the fraction of time spent in a place to obtain the daily average concentration of contaminants in inhaled air at residence, at the workplace and in outdoor places. The same procedure was repeated for background PM$_{2.5}$. Time spent at the workplace was set at 40 h per week and the time at home was derived by the difference between total time and the sum of the outdoor time and the time at workplace. The time series created were given in input to the software in the “Time series” window. MERLIN “Interpolation-use end values” mode was chosen among the others to pass from the discrete to continuous data distribution. That mode was judged to be the most reliable one to model contaminant concentration changes in the atmosphere because it does not provide very different estimated values in infinitesimal time steps but uses a linear interpolation between input data. The time of exposure considered went from the 31st to the 1st day before the day of the urine and blood samples. A value of 0.75 L was set in the software for the inhaled volume of air during one breath. This is the value for an adult awake in a sitting position and represents a good average of the values assumed by the volume throughout the daily routine. An example of the daily amount of inhaled Ant, Flt and Pb is shown in Figure 7.
2.6. Diet Route

Data on weekly intake of portions of food were collected in the HBM questionnaire. The “standard portion” for each type of food was taken from the Italian society of human nutrition (SINU) that defined the quantitative standards for portions in Italy in accordance with consumer expectations [21]. The number of portions of food per week taken for each subject from the questionnaire (summarized in Table 4) was multiplied by the weight of the “standard portion” for each type of food. After some operations, the daily intake of food was estimated and, by multiplying it by the contaminant concentrations in food, the daily amount of Ant, Flt and Pb ingested was found. The “weekly resolution” of these data does not allow us to know the rate of consumption of a certain food at the end of the period of exposure. This can lead to an accuracy loss in the final result. So, some different scenarios were created and some simulations were carried out to test the entity of this error. Since the order of magnitude of the final output did not change for the most reliable scenarios, the entity of the error was eventually considered almost irrelevant. Pb concentration in each type of food and beverage was taken from the IZSLER database and was authorized by the Modena Local Health Unit (USL). Pb time series referred to the period 2011–2017 and food random samples were taken from companies and farms that served markets located in Modena or near municipalities. One concentration value for each sample and for each type of food was collected and an average value was calculated. Concerning data lower than the LOD (1 µg/kg), the value of 0.9 µg/kg was set to produce an overestimation and to balance the lower estimation due to the missing foods and beverages in the questionnaire questions. The Pb average concentration in meat had taken into account 76 pieces of data collected between 2011 and 2012 that referred to cow, chicken, pig and rabbit muscles. Moreover, the data for milk, eggs and wine were collected in that period while for the remaining foods, the samples were taken between 2013 and 2017. Concentration average values for Flt were taken from ISS reports [22] and are estimates at the national level derived from a European and extra-European literature analysis [23–28]. Since the reliability and accuracy of Flt data were significantly lower than those of the Pb data, two different scenarios were created for each exposed subject: the worst case scenario (WCS) and the most likely scenario (MLS) (Table 5). In the first scenario, following the precautionary principle, the highest values found in Italy were chosen (to balance the underestimation due to missing foods and beverages in the questionnaire questions) and in the second, the average values were used. More precisely, in the WCS, in case a class of food included more maximum data, one for each type of food in that class and a maximum value for the class was produced by computing the average of all the maximum values. Data referred to food from highly contaminated areas were not taken into account. Only the WCS was chosen for the unexposed subjects. A ratio between Ant and Flt average concentrations in food from the European

![Figure 7. Amount of contaminants inhaled by subject 1.](image-url)
Union (ISS data) was computed to adopt a likable value for Ant concentration in food. The value of this ratio was 0.34. The Ant concentration for the food in Modena was obtained by multiplying this value for Flt concentrations. Chemical concentrations found in each type of food was multiplied by MERLIN for the daily amount of food ingested (data from questionnaire) to find the daily average intake of chemicals due to that type of food. The MERLIN “exposure” module computed the total intake of chemicals and gave it as an input to the PBPK model. An “only diet scenario” (DS) was created by considering the contribution of the diet route only (diet data assumed like in the WCS) and then, by comparing the WCS and the DS, the atmospheric contribution was isolated.

Table 4. Number of portions assumed by the E group and the NE group. Average value (A.V.) and standard deviations (St. Dev.).

| Type of Food   | A.V. E | A.V. NE | St. Dev. E | St. Dev. NE |
|----------------|--------|---------|------------|-------------|
| Meat           | 3.9    | 3.6     | 3.2        | 2.1         |
| Grilled meat   | 1.2    | 0.2     | 0.7        | 0.3         |
| Fish           | 1.3    | 1.5     | 0.9        | 1.1         |
| Cheese         | 4.6    | 3.3     | 2.3        | 2.0         |
| Egg            | 1.3    | 1.4     | 0.7        | 1.4         |
| Fruit          | 9.1    | 9.8     | 4.1        | 5.9         |
| Vegetable      | 9.1    | 12.6    | 3.2        | 7.0         |
| Pasta          | 12.1   | 10.0    | 6.2        | 5.6         |
| Mushroom       | 0.7    | 0.3     | 0.9        | 0.3         |
| Wine           | 6.7    | 2.6     | 9.5        | 3.6         |
| Milk           | 6.3    | 4.0     | 4.5        | 3.4         |

Table 5. Contaminant concentrations in food in the worst case scenario (WCS) and in the most likely scenario (MLS).

| Type of Food  | Pb (µg/kg) | Flt (WCS) (ng/kg) | Flt (MLS) (ng/kg) | Ant (WCS) (ng/kg) | Ant (MLS) (ng/kg) |
|---------------|------------|-------------------|-------------------|-------------------|-------------------|
| Meat          | 24.68      | 1.1               | 0.8               | 0.37              | 0.272             |
| Grilled meat  | 27.00      | 102               | 20                | 34.68             | 6.8               |
| Fish          | 17.31      | 1.9               | 0.6               | 0.65              | 0.204             |
| Cheese        | 5.96       | 0.1               | 0.1               | 0.03              | 0.034             |
| Egg           | 6.43       | 0.2               | 0.1               | 0.07              | 0.034             |
| Fruit         | 16.79      | 3.6               | 1.2               | 1.22              | 0.408             |
| Vegetable     | 17.98      | 117               | 19.4              | 39.78             | 6.6               |
| Pasta         | 24.37      | 3.9               | 2.15              | 1.33              | 0.731             |
| Mushroom      | 21.35      | 117               | 19.4              | 39.78             | 6.6               |
| Wine          | 40.33      | 1.2               | 1.2               | 0.41              | 0.408             |
| Milk          | 6.43       | 0.2               | 0.1               | 0.07              | 0.034             |

2.7. Use of MERLIN-Expo

The MERLIN-Expo tool is composed of many environmental and transfer models that follow the contaminants of interest from their sources to the human/population target and a pharmacokinetic-based model (PBPK model) that computes the specific tissue concentration for each element and compound of the mixture of substances entered in the organism via ingestion or inhalation. The models have different structures and tasks and can be linked to create a specific pathway, allowing us to model chemical transfers from pollutant sources to environmental matrixes, to animals and humans. The software was used in this study mainly to gather all the exposure information and estimate B-Pb, U-Pb, U-Ant and U-Flt. Diet info and atmospheric exposure data were given as inputs to the MERLIN PBPK model to obtain chemical doses at organs. The software does not take into account dermal route, but only ingestion and inhalation. Since the people analyzed in this study were all adults working in offices, the dermal route seemed to be negligible for the pollutants considered. In order to achieve this goal, in the MERLIN
“Model” window a conceptual model was created linking the sub-models “Human Intake”, where all the exposure data were collected together, and “Man”, was in the PBPK model. The contaminant concentration in air and food and assumption rates were given as input in the “Human Intake” sub-model and “Total concentration inhaled” and “total quantity Ingested” were the requested outputs. These outputs were given as inputs to the “Man” sub-model, which provided the contaminant concentration in tissues and the “Transfer of contaminants from kidneys to urine” as outputs.

To consider the three different scenarios created (WCS, MLS and DS), 119 simulations were performed with the MERLIN-Expo tool. The simulation output was the concentration of Pb, Ant and Flt in the 21 compartments outlined in the software and the “transfer of contaminants from kidneys to urine”, that is the mass flow of pollutants transferred to urine daily. The chemical concentrations in urine was calculated by dividing this last output by the volume of urine per day. The daily flow rate of urine was obtained from the ratio between daily mass of creatinine excreted from the human body (men: 1.642 g/day, women: 1.041 g/day; [29]) and creatinine concentration in urine. The use of generic values from the literature for men and women for the daily mass of creatinine excreted seemed an effective way to obtain a reliable estimate of the urine flow rate when measured values were not available, even if the daily amount of creatinine produced usually differed consistently from one person to another. The estimated daily average urine volume and the standard deviations turned out to be very similar for the two groups, but the standard deviations were quite wide due to differences in creatinine mass excreted among subjects of different sexes and ages (E: 1.17~0.48 L/day; NE: 1.22~0.84 L/day).

2.8. PBPK Model Parametrization

In MERLIN “Parameters” window chemical–physical and pharmacokinetic properties of pollutants are investigated. The value of a parameter is required in input and is fixed during each simulation but it can be modified from one simulation to another without varying other parameters to perform sensitivity analysis and calibrate parameters themselves. A database with the values of principal pharmacokinetic parameters for some chemicals is available in MERLIN-Expo software. Since the list of parameterized substances includes Pb but not Ant and Flt, the missing values for the pharmacokinetic parameters required by the MERLIN PBPK model were taken from the INTEGRA platform (http://www.integra-lri.eu) [30].

The Michaelis–Menten Equation is used in MERLIN PBPK model to describe chemical metabolism [31] and the Michaelis–Menten constant is an equation parameter that depends on pollutant concentration and solubility [32,33]. In the INTEGRA database, the value of the constant for Ant is equal to 42 (µmol/L). This value was converted into 7.49 (mg/L) using Ant molecular weight and was given as input in MERLIN with this unit of measurement. The same procedure was used for Flt, obtaining a value of 8.50 (mg/L). The value of this constant for Pb was kept at 1 (mg/L), as fixed in MERLIN. The maximum velocity per kg of bodyweight is another parameter of the Michaelis–Menten Equation that is required in input. The Ant INTEGRA software provides a value of 480 (µmol/h) for this parameter. The value was converted to 1.43 (mg/min) using the molecular weight of the chemical to give it as input in MERLIN and individual values were derived using body weight data from the questionnaire. The same procedure was adopted for Flt and a value of 1.62 (mg/min) was obtained while the Pb value of the parameter proposed by MERLIN was not changed. The “Main cytochrome P450 involved in metabolism” parameter was selected as “others” for all three contaminants, since the main cytochrome for Ant, Flt and Pb is not selectable among the MERLIN options. The value proposed by MERLIN for the “biliary excretion rate” parameter was not modified for the three pollutants.

The excretion rate in kidneys was assumed to be 0.248 (1/h) for Flt [29] and Ant. This value was then divided for the body weight of the subject to find individual values for the parameter “excretion rate per kg of bodyweight”. The values of this parameter for kidneys and liver referred to Pb are given by MERLIN and they were not modified. The “blood:air partition coefficient” parameter is set as equal to 1099 for non-volatile compounds and Pb is part of this class of substances. Since INTEGRA
suggests a value of 3,563,640 for PAHs, this was adopted for Ant and Flt. The “tissue-blood partition coefficients” for Ant and Flt were provided by INTEGRA, while for Pb the values adopted by MERLIN were not changed. The “saturation constant for partitioning between blood and plasma” was not relevant for Ant and Flt, since their concentration in blood was surely too low to saturate the plasma, and so the default value indicated by MERLIN (1 mg/L) was not changed. The “Ingestion via the liver” mode was selected and the parameter ‘fraction of contaminant absorbed via ingestion’ was set equal to 0.9 according to INTEGRA developers, for the two PAHs and equal to 0.11 for Pb, as chosen in MERLIN. Moreover, for the parameter “fraction of contaminant absorbed via inhalation”, INTEGRA proposes the value of 0.9, while MERLIN assigns a value of 0.5 to this fraction for Pb. The MERLIN database provided the values for the “relative blood flows in adults”, the “density of organs” and the “relative organ weight in adults” parameters [34].

3. Results

3.1. Comparison between the MERLIN Platform and the HBM Study Results

The average estimated U-Pb was statistically equal to the measured one (est. 0.411–0.278; meas. 0.398–0.455 µg/L) and the average estimated U-Ant differed from the measured U-Ant from one order of magnitude only (est. 0.018–0.010; meas. 0.537–0.444 ng/L), while for U-Flt and S-Pb, the error was respectively of two and four orders of magnitude (Table 6). The chi-squared test showed low p-values (<0.01) for all the distributions and the null hypothesis of the K-S test was not rejected for U-Pb only (p-value: 0.106) at significance level of α = 0.01. A correlation analysis was performed between urinary lead (U-Pb) concentration values estimated by MERLIN software and those measured reported in the HBM study (Figure 8).

Spearman correlation coefficient was medium (0.50) for U-Flt and low for the other chemicals (U-Pb: 0.35, B-Pb: 0.39, U-Ant: 0.24).

Figure 8. Correlation between urinary lead (U-Pb) concentrations (µg/L) estimated by MERLIN software and measured concentrations (µg/L) reported in the HBM study.
MERLIN software slightly overestimated U-Pb measured concentrations for values less than 0.25 µg/L and slightly underestimated it for values over 1 µg/L, while maximum precision and accuracy was in the range of 0.25–0.75 µg/L (Figure 9).

![Figure 9. Comparison between Pb urinary concentrations (µg/L) estimated by MERLIN software (red dots) and measured concentrations (µg/L) reported in the HBM study (blue dots).](image)

**Table 6.** Comparison between concentrations estimated by MERLIN software (M) and measured concentrations reported in the Human Bio-monitoring study (HBM): average value (A.V.) and standard deviations (St. Dev.). Pb = Lead, Ant = Anthracene, Flt = Fluoranthene.

| Statistical Indices | Pb, Blood, M (µg/L) | Pb, Blood, HBM (µg/L) | Pb, Urine, M (µg/L) | Pb, Urine, HBM (µg/L) | Ant, Urine, M (ng/L) | Ant, Urine, HBM (ng/L) | Flt, Urine, M (ng/L) | Flt, Urine, HBM (ng/L) |
|---------------------|---------------------|-----------------------|---------------------|-----------------------|---------------------|-----------------------|---------------------|----------------------|
| A.V.                | $7.98 \times 10^{-4}$ | 2.52                  | 0.41                | 0.40                  | 0.02                | 0.54                  | 0.06                | 2.17                 |
| St. Dev.            | $3.09 \times 10^{-4}$ | 1.80                  | 0.28                | 0.45                  | 0.01                | 0.44                  | 0.03                | 1.80                 |

The DS showed that diet was the main route of exposure for all the contaminants investigated (Pb: 98%, Ant: 95%, Flt: 89%), highlighting that the contribution of air pollution contribution to uptake (background and from SWI) was almost negligible. This result is perfectly in line with the scientific literature on this topic.

**3.2. Exposed vs. Non-Exposed**

Furthermore, the comparison between MERLIN and HBM data was analyzed by taking into account the E group and the NE group separately (Table 7). The analysis of the results for the E and NE groups considered separately was very similar to the previous analysis for all the subjects. U-Pb concentration was correctly estimated, while U-Ant, U-Flt and B-Pb estimated averages were considerably lower than the measured ones, as shown in Tables 7 and 8.

**Table 7.** Comparison between contaminant concentrations estimated by MERLIN software (M) and measured concentrations reported in the Human Bio-monitoring study (HBM) in the E group: average value (A.V.) and standard deviations (St. Dev.). Pb = Lead, Ant = Anthracene, Flt = Fluoranthene.

| Statistical Indices | Pb, Blood, M (µg/L) | Pb, Blood, HBM (µg/L) | Pb, Urine, M (µg/L) | Pb, Urine, HBM (µg/L) | Ant, Urine, M (ng/L) | Ant, Urine, HBM (ng/L) | Flt, Urine, M (ng/L) | Flt, Urine, HBM (ng/L) |
|---------------------|---------------------|-----------------------|---------------------|-----------------------|---------------------|-----------------------|---------------------|----------------------|
| A.V.                | $9.1 \times 10^{-4}$ | 3.09                  | 0.45                | 0.46                  | 0.02                | 0.76                  | 0.05                | 2.40                 |
| St. Dev.            | $3.6 \times 10^{-4}$ | 2.27                  | 0.34                | 0.53                  | 0.01                | 0.57                  | 0.03                | 2.54                 |
A K-S test showed no differences between the E and NE groups for all the contaminant average concentrations estimated with MERLIN at a significance level of 0.05 (p-values: U-Pb: 0.896, B-Pb: 0.134, U-Ant: 0.340, U-Flt: 0.400), while in the HBM study U-Ant was higher for the E group (Tables 7 and 8).

Table 8. Comparison between contaminant concentrations estimated by MERLIN software (M) and measured concentrations reported in the Human Bio-monitoring study (HBM) in the NE group: average value (A.V.) and standard deviations (St. Dev.). Pb = Lead, Ant = Anthracene, Flt = Fluoranthene.

| Statistical Indices | Pb, Blood, M (µg/L) | Pb, Blood, HBM (µg/L) | Pb, Urine, M (µg/L) | Pb, Urine, HBM (µg/L) | Ant, Urine, M (ng/L) | Ant, Urine, HBM (ng/L) | Flt, Urine, M (ng/L) | Flt, Urine, HBM (ng/L) |
|---------------------|---------------------|-----------------------|---------------------|-----------------------|---------------------|-----------------------|---------------------|-----------------------|
| A.V.                | 7.2 × 10^{-4}       | 2.10                  | 0.39                | 0.35                  | 0.02                | 0.37                  | 0.06                | 2.00                  |
| St. Dev.            | 2.4 × 10^{-4}       | 1.30                  | 0.22                | 0.39                  | 0.01                | 0.21                  | 0.04                | 0.95                  |

3.3. Concentration in Urine

The shape of the urinary concentration curve of the chemical varies consistently from one pollutant to another but not so much between subjects. After one week from the beginning of the exposure, the U-Pb transferred from kidneys to urine—directly related to its concentration in urine—is about 79% of the value found after one month and the value after 24 days is 99% of the value after 30 days for all the subjects recruited in this study (Figure 10). Conversely, in the first days after the exposure, the concentration increase is fast, showing a near-logarithmic trend of the curve. U-Ant and U-Flt concentration curves are very similar: after one day the concentration is nearly the same as after one month, even if from day 2 to day 30 values fluctuate around an average value (Figure 11). For all the pollutants, the concentration value after one month is almost the same as the value after one year. Those trends support the choice to start the exposure one month before the sampling, in particular for U-Pb.
Figure 11. Transfer of contaminant from kidneys to urine (subject 1). Anthracene (Ant) and Fluoranthene (Flt).

3.4. Concentration in Organs and Tissues

The MERLIN software was tested here only for blood and urine, but the next studies should focus attention also on the concentration estimates that the software provides for the 22 organs and tissues included in the PBPK model. The tool showed for all the subjects that lung tissue is the compartment with the highest Pb values (e.g., subject 1: 5.5 × 10^{-5} mg/L, after an exposure time of one month). The second compartment most subject to Pb accumulation was bone (one order of magnitude less than lung), the third blood, then brain, urinary tract and kidneys (Figure 12). PAH’s estimated concentrations in tissues are much lower than the Pb ones (Figure 13). After a period of exposure equal to one month, for both Flt and Ant, the compartment with the highest values was the liver (Flt: 7.83 × 10^{-7} mg/L), followed by blood (Flt: 3.62 × 10^{-9} mg/L), lungs (Flt: 2.49 × 10^{-9} mg/L), muscles (Flt: 3.91 × 10^{-12} mg/L), gut (Flt: 3.27 × 10^{-12} mg/L) and kidneys (Flt: 3.01 × 10^{-12} mg/L). Especially for Pb, the shape of the curve was found to be quite similar between the different organs for the same pollutant. However, the slope of the curves is different, so the steady state is reached first in some compartments (e.g., adipose tissue and kidneys) and then in others (e.g. bones).

Figure 12. Pb concentration in the most contaminated compartments in subject 1, E group (logarithmic scale in y axis).
Figure 13. Ant and Flt concentrations in the most contaminated compartments in subject 1, E group.

3.5. Distance Analysis

No correlation (Pearson coefficient = −0.06) was found between the U-Pb estimated concentrations and the distance of the residence from the SWI plant (Figure 14). A similar result was found by carrying out the same analysis using HBM data (Pearson coeff. = −0.04).

Figure 14. Pb urinary concentrations estimated by MERLIN software (red dots) and measured concentrations reported in the Human Bio-monitoring study (blue dots) related to the subject residence distance from the SWI.

No correlation was found between chemicals concentration values in urine and blood and the presence of a boiler inside the house.
4. Discussion

We tested a PBPK model inside a computational platform for the human “full-chain” exposure assessment of chemicals. We considered three environmental contaminants (Pb, Ant, Flt) measured in the blood (Pb only) and urine of people exposed to urban and industrial pollution, and we compared the measured concentrations with MERLIN output. We also focused attention on the contribution of the near SWI to the total exposure.

The results found in this and other studies [20,35] highlight the necessity to continue the monitoring of all incinerator plants, even if they are modern and new. In fact, even if they emit a very low amount of particles, they are richer in pollutants than those forming the background PM. In 2010, the background PM$_{2.5}$ annual average concentration at subjects’ residences was 20.98 (~1.44) µg/m$^3$ for exposed subjects and 20.92 (~1.11) µg/m$^3$ for unexposed subjects, while during the period of April–June 2010, the incinerator PM$_{10}$ average concentrations were 1.30 (~1.16) ng/m$^3$ and 0.67 (~0.23) ng/m$^3$, respectively. Taking into account the results of the chemical speciation, the amount of chemicals inhaled by subjects from an incinerator is two (Pb) or three (Ant and Flt) orders of magnitude less than that inhaled from all other sources.

According to the analysis described in this study, MERLIN-Expo software produced encouraging results, but several open issues remain to be solved.

4.1. Comparison between MERLIN Software and HBM Study Results

Likely, the reliability and the accuracy in the Pb concentration input data led to a very accurate estimate for this chemical in urine. In particular, the concentration values in food and beverages taken from the IZSLER database led to a very precise description of the amount of Pb ingested with the diet, which seemed to be the main route of exposure for all the pollutants studied. The major error in estimated B-Pb suggests that some mistakes may exist in PBPK model equations and/or in the pharmacokinetic parameters for the blood compartment. This is the most likely conclusion, since the procedure, the input data and the tools used were the same for the U-Pb estimation.

The need to take values for some PBPK model parameters from other software probably affected U-Ant and U-Flt outputs; however, the values of concentration in food taken from the literature might be considered responsible for the errors in estimated concentrations. However, the difference between MERLIN outputs and HBM study results for Flt and Ant were probably not due to poor data accuracy, since the adoption of the WCS should have shown the opposite result (a higher MERLIN average value than HBM one). A comparison between MERLIN and INTEGRA pharmacokinetic parameters for Pb would have been interesting in order to understand the entity of error for Flt and Ant. However, no data were available in the INTEGRA database for Pb or other heavy metals with similar physical-chemical properties. Anyway, a significant difference between the two pieces of software in parameter values for benzo(a)pyrene suggests that the hypothesis of a different parameterization for PAH should really be taken into account. U-Ant and U-Flt concentration values in WCS and MLS were of the same order of magnitude. This fact confirms the hypothesis of an error in the MERLIN-Expo software in modelling the ADME of these pollutants or in INTEGRA pharmacokinetic parameters and assures that the final result is not affected by the inaccurate input data in the diet route.

The medium/low Spearman correlation coefficients between MERLIN and HBM ordered values for all the chemicals mainly exist for two reasons. First of all, the adoption of only two standard (and not individual) values (one for men and one for women) for daily creatinine production by subjects led to an error in urine daily volume estimation. Secondly, the assumption of a constant daily intake of chemicals through diet route did not allow us to gain an accurate estimation of pollutant concentrations in short periods of time, since from the questionnaire it was impossible to know the amount of hours passed from the intake of that specific food to the blood and urine sampling. These facts led to the lowering of the correlation coefficient for all the pollutants but, likely, did not affect the population average values consistently.
4.2. Exposed vs. Non-Exposed

Since K-S tests showed a significantly higher PM concentration from the SWI inhaled by the exposed subjects and a similar exposure to background PM for the E and the NE groups, the differences in chemicals concentrations between both groups were due to SWI contributions only.

By using the MERLIN-Expo tool, the U-Ant was not different between the exposed and non-exposed groups while, by using data from the HBM study, a difference between the two existed. As a consequence, the exclusive use of the software in the exposure assessment would have led to an error in considering U-Ant concentration equal for both groups, while U-Ant was found higher in the E group. As concerns B-Pb, U-Pb and U-Flt, final considerations of the comparison between the E and the NE groups shown with MERLIN were found to be the same in an analysis of the two groups using measured data.

The comparison between WCS and DS showed that the contribution of atmospheric exposure was higher in the E group than in the NE group only to U-Flt estimated concentrations, but when the contribution was referred to the measured concentrations, the difference between the two groups disappeared.

4.3. Diet Scenario

Since Flt and Ant concentrations in foods consumed in Modena were surely less than those adopted in the WCS (maximum concentrations found in Italian food), the error in the estimated concentrations in urine (lower than measured concentrations) is mainly attributable to the tool and not to the low accuracy of the input data.

Without the DS, even if MERLIN had shown different values between E and NE, the increase in pollutant concentrations in urine and blood of the E group would have not been clearly and exclusively associated with the incinerator, because the little differences in diet between the two groups could have played an important role.

Moreover, concerning the E group, the U-Ant and U-Flt estimated average concentrations in the WCS and in the MLS were of the same order of magnitude (Ant WCS: 0.016~0.008 (ng/L), Ant MLS: 0.004~0.002 (ng/L), Flt WCS: 0.051~0.026 (ng/L), Flt MLS: 0.015~0.007 (ng/L)), despite the large difference in PAH concentration in food. Once again, this fact supports the thesis that the error in concentration estimates in urine is not due mainly to inaccurate data in the diet route.

Since more accurate and precise data were used to describe the contributions of the air route than the concentrations used in the diet route, a comparison between the values of the two groups was carried out by considering the difference between the WCS and the DS to analyze the contribution of the SWI more precisely. The atmosphere contribution to the exposure was isolated (Table 9) thanks to this procedure and, the two populations being homogeneous for the exposure to background PM$_{2.5}$, the differences between the two groups could be attributed to the SWI only. A two sample K-S test (Table 10) showed that the average concentration was not significantly different between the E group and the NE group (null hypothesis never rejected). The percentage of pollutant concentrations in urine and blood due to atmospheric contribution only on the total value estimated with MERLIN (Table 11, M) and on the total value measured in the HBM study (Table 11, HBM) showed a very low contribution of the air route to the total exposure. The estimates on the measured values are not affected by errors in the diet route assessment but by those on the air route only, and these are low, but the differences between measured and estimated total concentrations are too large to give credibility to these values, except for U-Pb. According to MERLIN simulations, for both groups the atmospheric contribution to the total exposure seems very small compared with the diet one (Tables 12 and 13).
### Table 9. Contaminant concentrations due to the air route only. E = exposed, NE = non exposed. Average value (A.V.) and standard deviations (St. Dev.). Pb = Lead, Ant = Anthracene, Flt = Fluoranthene.

| Statistical Indices | Pb, Blood, E (µg/L) | Pb, Blood, NE (µg/L) | Pb, Urine, E (µg/L) | Pb, Urine, NE (µg/L) | Ant, E (ng/L) | Ant, NE (ng/L) | Flt, E (ng/L) | Flt, NE (ng/L) |
|---------------------|---------------------|----------------------|---------------------|----------------------|--------------|--------------|--------------|--------------|
| A.V.                | $2.1 \times 10^{-5}$ | $1.0 \times 10^{-5}$ | $0.007$             | $0.010$              | $0.001$      | $0.001$      | $0.007$      | $0.005$      |
| St. Dev.            | $5.3 \times 10^{-5}$ | $2.3 \times 10^{-5}$ | $0.009$             | $0.020$              | $0.000$      | $0.001$      | $0.003$      | $0.004$      |

### Table 10. Kolmogorov–Smirnov (K-S) test result. The test was applied to data referring to the air route only. The comparison is between the E and NE group. Pb = Lead, Ant = Anthracene, Flt = Fluoranthene.

| Statistical Index | Pb, Urine | Pb, Blood | Ant | Flt |
|------------------|-----------|-----------|-----|-----|
| $p$ value, K-S    | 0.974     | 0.998     | 0.765 | 0.134 |

### Table 11. Ratio (%) between the contaminant concentration in blood or urine due to the air route only and total concentration estimated by MERLIN (M) or total concentration measured in the Bio-monitoring study (HBM). E = exposed, NE = non exposed. A.V. = average value. Pb = Lead, Ant = Anthracene, Flt = Fluoranthene.

| Statistical indices | Pb, blood, E (µg/L) | Pb, Blood, NE (µg/L) | Pb, Urine, E (µg/L) | Pb, Urine, NE (µg/L) | Ant, E (ng/L) | Ant, NE (ng/L) | Flt, E (ng/L) | Flt, NE (ng/L) |
|---------------------|---------------------|----------------------|---------------------|----------------------|--------------|--------------|--------------|--------------|
| M                   | 2.29                | 1.39                 | 1.54                | 2.54                 | 5.81         | 4.11         | 12.86        | 8.79         |
| (A.V.)              | 1.84                | 2.04                 | 4.96                | 10.83                |              |              |              |              |
| HBM                 | 0.001               | $4.7 \times 10^{-4}$ | 1.48                | 2.80                 | 0.12         | 0.21         | 0.27         | 0.26         |
| (A.V.)              | 0.001               | 2.14                 | 0.17                | 0.27                 |              |              |              |              |

### Table 12. Ratio (%) between the estimated contaminant concentration in blood or urine due to the diet route only and total concentration estimated by MERLIN. E = exposed, NE = non exposed.

| Group   | Pb, Blood | Pb, Urine | Ant | Flt |
|---------|-----------|-----------|-----|-----|
| E       | 97.71     | 98.46     | 94.19 | 87.14 |
| NE      | 98.61     | 97.46     | 95.89 | 91.21 |
| A.V.    | 98.16     | 97.96     | 95.04 | 89.17 |

### Table 13. Ratio (%) between the estimated contaminant concentration in blood or urine due to the diet route only and total concentration measured in the HBM study. E = exposed, NE = non exposed.

| Group   | Pb, Blood | Pb, Urine | Ant | Flt |
|---------|-----------|-----------|-----|-----|
| E       | 100.00    | 98.52     | 99.88 | 99.73 |
| NE      | 100.00    | 97.20     | 99.79 | 99.74 |
| A.V.    | 100.00    | 97.86     | 99.83 | 99.73 |

### 4.4. Mass Balance

An equation that aims to estimate the contaminant mass losses at a fixed time was included in MERLIN to control the mass balance of the system of differential equations. The smaller the mass losses are, the lower the error in predicting concentration in organs is, and the higher the precision of the results is. For all the subjects, the order of magnitude of this mass loss was equal to $10^{-6}$ mg. Since this error is distributed over all the compartments, its order of magnitude becomes $10^{-7}$ mg when it is referred to the estimated concentration in urine. As a consequence, the error is negligible when it is referred to the estimated mass of Pb transferred from kidneys to urine daily ($10^{-4}$ mg/day), but it is not so when it is compared to PAH’s values ($10^{-8}$ mg/day) and Pb concentrations in blood ($10^{-7}$ mg/day). This confirms the high precision of the software in Pb estimate and more doubts are put on equations for PAHs and B-Pb.
By using a sub-group of the wider sampled population chosen in the HBM study, the significant difference in U-Flt concentrations between the two groups disappears in this study.

5. Conclusions

The aim of this study was to test the PBPK model in MERLIN-Expo software through a comparison between software outputs and data collected as part of the HBM study. Following this purpose, B-Pb, U-Pb, U-Ant and U-Flt concentration data collected as part of the HBM study were compared with estimated concentration values shown in the software outputs through a statistic analysis. The extreme accuracy of MERLIN software in estimating U-Pb concentrations encourages the use of PBPK models and HEA tools in HRA screening studies. However, the low accuracy in B-Pb, U-Ant and U-Flt estimated concentrations, even if tested on 49 subjects only, highlights the need to improve the software. As a consequence, first of all, the provision of a value for the missing parameters should increase output accuracy and reduce time. Secondly, the corrections to the equations for HPAs and blood compartments seem to be necessary. Moreover, testing the other compartments of the MERLIN-Expo PBPK model with measured concentrations from biopsies should be seen as a very important issue in order to validate the model completely. In conclusion, MERLIN-Expo seems a very promising tool in saving time, energy and money in the screening step of HRA frameworks. However, a more comprehensive evaluation of other similar tools is recommended to provide important information on how to obtain a sufficiently accurate, fast and cheap tool to plan public health protection interventions.

Author Contributions: Conceptualization, A.R.; Data curation, L.V. and S.T.; Methodology, L.V., A.R. and A.C.; Project administration, A.C. and G.G.; Software, L.V.; Supervision, A.R., G.G. and S.T.; Writing—original draft, L.V. All authors have read and agreed to the published version of the manuscript.

Funding: This study has been supported also by FCRM (Fondazione Cassa di Risparmio di Modena) in the frame of the project “Esposizione ai pesticidi usati in agricoltura: metodologia avanzata di valutazione e rischio sanitario”.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. U.S. EPA (U.S. Environmental Protection Agency). Guidelines for Human Exposure Assessment; (EPA/100/B-19/001); Risk Assessment Forum; U.S. EPA: Washington, DC, USA, 2019.
2. Merlin-Expo. 2016. Available online: http://merlin-expo.eu (accessed on 10 October 2018).
3. Ciffroy, P.; Alfonso, B.; Altenpohl, A.; Banjac, Z.; Bierkens, J.; Brochot, C.; Critto, A.; De Wilde, T.; Fait, G.; Fierens, T.; et al. Modelling the exposure to chemicals for risk assessment: A comprehensive library of multimedia and PBPK models for integration, prediction, uncertainty and sensitivity analysis—The MERLIN-Expo tool. Sci. Total Environ. 2016, 568, 770–784. [CrossRef] [PubMed]
4. Fierens, T.; Van Holderbeke, M.; Standaert, A.; Cornelis, C.; Brochot, C.; Ciffroy, P.; Johansson, E.; Bierkens, J. Multimedia & PBPK modelling with MERLIN-Expo versus biomonitoring for assessing Pb exposure of pre-school children in a residential setting. Sci. Total Environ. 2016, 568, 785–793. [PubMed]
5. Ciffroy, P.; Tanaka, T.; Johansson, E.; Brochot, C. Linking fate model in freshwater and PBPK model to assess human internal dosimetry of B(a)P associated with drinking water. Environ. Geochem. Health 2011, 33, 371–387. [CrossRef] [PubMed]
6. Fabrega, F.; Kumar, V.; Schuhmacher, M.; Domingo, J.L.; Nadal, M. PBPK modelling for PFOS and PFOA: Validation with human experimental data. Toxicol. Lett. 2014, 230, 244–251. [CrossRef] [PubMed]
7. AEIFORIA. 4FUN Project (case study 1). In The FUture of FUllly Integrated Human Exposure Assessment of Chemicals: Ensuring the Long-Term Viability and Technology Transfer of the EU-FUNded 2-FUN Tools as Standardised Solution; Deliverable D5.1: Report on Case Study 1; AEIFORIA: Noida, India, 2015.
8. AEIFORIA. 4FUN Project (case study 2). In The FUture of FUllly Integrated Human Exposure Assessment of Chemicals: Ensuring the Long-Term Viability and Technology Transfer of the EU-FUNded 2-FUN Tools as Standardised Solution; Deliverable D5.2: Report on Case Study 2; AEIFORIA: Noida, India, 2015.
9. AEIFORIA. 4FUN Project (case study 3). In The FUture of FUllly Integrated Human Exposure Assessment of Chemicals: Ensuring the Long-Term Viability and Technology Transfer of the EU-FUNded 2-FUN Tools as Standardised Solution; Deliverable D5.3: Report on case study 3; AEIFORIA: Noida, India, 2015.

10. Van Teijlingen, E.R.; Hundley, V. The Importance of Pilot Studies; Social Research Update; University of Aberdeen: Aberdeen, UK, 2001.

11. Suciu, N.A.; Capri, E.; Trevisan, M.; Tanaka, T.; Tien, H.; Heise, S.; Schuhmacher, M.; Nadal, M.; Rovira, J.; Segui, X.; et al. Human and Environmental Impact Produced by E-Waste Releases at Guiyu Region (China). *Handb. Environ. Chem.* 2012, 23, 349–384.

12. Ranzi, A.; Fustinoni, S.; Erspamer, L.; Campo, L.; Gatti, M.G.; Bechtold, P.; Bonassi, S.; Trenti, T.; Goldoni, C.A.; Bertazzi, P.A.; et al. Biomonitoring of the general population living near a modern solid waste incinerator: A pilot study in Modena, Italy. *Environ. Int.* 2013, 61, 88–97. [CrossRef] [PubMed]

13. Marchei, E.; Pellegrini, M.; Pacifici, R.; Zuccaro, P.; Pichini, S. *Composizione Chimica del Fumo Principale di Sigaretta*; Istituto Superiore di Sanità, Dipartimento del farmaco: Rome, Italy, 2003.

14. Gandini, M.; Berti, G.; Cattani, G.; Scarinzi, C.; De’Donato, F.; Accetta, G.; Angiuli, L.; Caldara, S.; Carreras, G.; Casale, P.; et al. Environmental indicators in EpiAir2 project: Air quality data for epidemiological surveillance. *Epidemiol. Prev.* 2013, 37, 209–219. (In Italian) [PubMed]

15. Sajani, S.Z.; Ricciardelli, I.; Trentini, A.; Bacco, D.; Maccone, C.; Castellazzi, S.; Lauriola, P.; Poluzzi, V.; Harrison, R.M. Spatial and indoor/outdoor gradients in urban concentrations of ultrafine particles and PM2.5 mass and chemical components. *Atmos. Environ.* 2015, 103, 307–320. [CrossRef]

16. Urso, P.; Cattaneo, A.; Garramone, G.; Peruzzo, C.; Cavallo, D.M.; Carrer, P. Identification of particulate matter determinants in residential home. *Build. Environ.* 2015, 86, 61–69. [CrossRef]

17. Mandin, C.; Trantallidi, M.; Cattaneo, A.; Canha, N.; Mihucz, V.G.; Szigeti, T.; Mabilia, R.; Perreca, E.; Spinazzè, A.; Fossati, S.; et al. Assessment of indoor air quality in office buildings across Europe—The OFFICAIR study. *Sci. Total Environ.* 2016, 579, 169–178. [CrossRef] [PubMed]

18. Cattaneo, A.; Peruzzo, C.; Garramone, G.; Urso, P.; Ruggeri, R.; Carrer, P.; Cavallo, D.M. Airborne particulate matter and gaseous air pollutants in residential structures in Lodi province, Italy. *Indoor Air* 2011, 21, 489–500. [CrossRef] [PubMed]

19. Meier, R.; Eeftens, M.; Phuleria, H.C.; Ineichen, A.; Corradi, E.; Davey, M.; Fierz, M.; Ducret-Stich, R.E.; Aguilera, I.; Schindler, C.; et al. Differences in indoor versus outdoor concentrations of ultrafine particles, PM_{2.5}, PM_{absorbance} and NO_{2} in Swiss homes. *J. Expo. Sci. Environ. Epidemiol.* 2015, 25, 499–505. [CrossRef] [PubMed]

20. Regione Emilia-Romagna. *I Risultati del Progetto Moniter. Gli Effetti Dell’Inceneritore Sull’Ambiente e la Salute in Emilia-Romagna*. ARPA Emilia-Romagna. Quaderni progetto MONITER. 2011. Available online: https://www.arpaie.it/cms3/documents/moniter/quaderni/04_Risultati_Moniter.pdf (accessed on 20 December 2018).

21. Società Italiana di Nutrizione Umana. *LARN: Livelli di Assunzione di Riferimento di Nutrienti ed Energia per la Popolazione Italiana*, 4th ed.; SICS: Milan, Italy, 2014.

22. Bocca, B.; Crebelli, R.; Menichini, E. *Presenza degli Idrocarburi Policiclici Aromatici negli Alimenti*; Rapporti ISTISAN: Rome, Italy, 2003.

23. Reinik, M.; Tamme, T.; Roasto, M.; Juhkam, K.; Tenno, T.; Kiis, A. Polycyclic aromatic hydrocarbons (PAHs) in meat products and estimated PAH intake by children and general population in Estonia. *Food Addit. Contam.* 2007, 24, 429–437. [CrossRef]

24. CCME (Canadian Council of Ministers of the Environment). *Canadian Soil Quality Guidelines for Carcinogenic and Other Polycyclic Aromatic Hydrocarbons (Environmental and Human Health Effects); Scientific Criteria Document (revised)*; Canadian Council of Ministers of the Environment: Winnipeg, MB, Canada, 2010.

25. Cicchella, D.; Hoogewerff, J.; Albanese, S.; Adamo, P.; Lima, A.; Taiani, M.V.E.; De Vivo, B. Distribution of toxic elements and transfer from the environment to humans traced by using lead isotopes. A case of study in the Sarno River basin, south Italy. *Environ. Geochem. Health* 2016, 38, 619–637. [CrossRef]

26. Danieli, P.P.; Serrani, F.; Primi, R.; Ponzetta, M.P.; Ronchi, B.; Amici, A. Cadmium, Lead, and Chromium in Large Game: A Local-Scale Exposure Assessment for Hunters Consuming Meat and Liver of Wild Boar. *Arch. Environ. Contam. Toxicol.* 2012, 63, 612–627. [CrossRef]

27. Larsen, J.C. Scientific Opinion of the Panel on Contaminants in the Food Chain on a request from the European Commission on Polycyclic Aromatic Hydrocarbons in Food. *EFSA J.* 2008, 724, 1–114.
28. Gray, P.J.; Mindak, W.R.; Cheng, J. Inductively Coupled Plasma-Mass Spectrometric Determination of Arsenic, Cadmium, Chromium, Lead, Mercury, and Other Elements in Food Using Microwave Assisted Digestion; Elemental Analysis Manual for Food and Related Products; US Food and Drug Administration: Montgomery, MD, USA, 2015.

29. Motorykin, O.; Santiago-Delgado, L.; Rohlman, D.; Schrlau, J.E.; Harper, B.; Harris, S.; Harding, A.; Kile, M.L.; Simonich, S.L.M. Metabolism and Excretion Rates of Parent and Hydroxy-PAHs in Urine Collected after Consumption of Traditionally Smoked Salmon for Native American Volunteers. Sci. Total Environ. 2015, 514, 170–177. [CrossRef] [PubMed]

30. Sarigiannis, D.; Gotti, A.; Karakitsios, S. User Guide of the INTEGRA Computational Platform; Centre for Research and Technology Hellas (CERTH): Thessaloniki, Greece, 2017.

31. Brochot, C. Documentation of the Models Implemented in 4FUN, the Human Model. 2016. Available online: https://merlin-expo.eu/learn/documentation/model-documentation (accessed on 10 October 2018).

32. Arnaut, L.; Burrows, H. Chemical Kinetics-From Molecular Structure to Chemical Reactivity; Elsevier: Amsterdam, The Netherlands, 2007.

33. Fesce, R.; Fumagalli, G. Farmacologia Generale e Molecolare, 4th ed.; UTET: Milan, Italy, 2016.

34. David, L.; Michael, M. Iprincipi di Biochimica di Lehninger, 4th ed.; Zanichelli: Bologna, Italy, 2006.

35. WHO (World Health Organization). Population health and waste management: Scientific data and policy options. In Proceedings of the Report of a WHO Workshop, Rome, Italy, 29–30 March 2007; Available online: http://www.euro.who.int/document/E91021.pdf (accessed on 13 May 2018).

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).