As the world is transitioning towards highly renewable energy systems, advanced tools are needed to analyze the complex energy networks. Energy system design is, however, challenged by real-world objective functions consisting of a blurry mix of technical and socioeconomic agendas, with limitations that cannot always be clearly stated. As a result, economically suboptimal solutions will likely be preferable. Here, a method capable of determining the continuum containing all economically near-optimal solutions is presented, moving the field of energy system modeling from discrete solutions to a new era where continuous solution ranges are available. The proposed method is applied to study a range of technical and socioeconomic metrics on a model of the European electricity system. The near-optimal region is found to be relatively flat allowing for solutions that are slightly more expensive than the optimum but better in terms of equality, land use, and implementation time.
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thorough presentation of such methods is available in Ref. [16], with a classic example application on ESOM’s seen in Ref. [17], where uncertainty related to temporal and cost data in a ESOM is investigated. Other applications of uncertainty analysis in ESOM’s include analysis of uncertainties related to sector coupling between energy sectors [18], or exploring the effect of inter annual variability in weather data [19].

The issue of structural uncertainty in energy system optimization models has, in recent years, gained strong attendance in the research community as researchers are starting to investigate solutions other than the optimum [20]. The exploration of other solutions than the economically optimal one is done using either multi-objective optimization [21], or methods such as the Modeling to Generate Alternatives (MGA) method [22]. Methods such as MGA can explore near-optimal solutions satisfying secondary objectives that cannot be clearly formulated in a linear mathematical expression, whereas multi-objective optimization requires a clear formulation of the secondary objectives. Furthermore, multi-objective optimization techniques are often limited to a handful of objectives, whereas MGA methods can explore problems of several hundred dimensions.

Most works addressing this issue share a common hypothesis arising from a paper by E. D. Brill from 1982 [23], where it is made clear that the real-world optimum cannot be determine due to inevitable uncertainties. Therefore, it is naive to study a single techno-economic optimal solution when it is most likely not the real-world optimum. Instead, the entire near-optimal solution space should be studied, as this set of solutions all represent possible real-world alternatives.

Several approaches have been proposed to study near-optimal solutions. Approaches range from the more indirect, where sensitivity analysis is conducted on constraints representing social acceptance issues [24]. Alternative approaches directly target the identification of near-optimal solutions. These approaches do so through iterative modification of the model objective function. The latter category of methods is known as Modeling to Generate Alternatives (MGA). The first MGA method was introduced in 1982 by Brill et al. [23] and then applied to energy system optimization models in 2011 by DeCarolis [25] is the so-called hop skip jump (HSJ) MGA method. It consists of three steps; (1) an optimal solution is found using the original model formulations. (2) a constraint is introduced, requiring that the value of the original objective function doesn’t exceed that of the optimal solution plus a specified slack. (3) the objective function is altered to minimize the use of previously utilized technologies. Step 3 is then repeated until a desired number of alternatives are identified. The work by DeCarolis [25,26] has led to a range of papers using variations of the HSJ MGA method within the field of energy system optimization such as [27]; where the EXPANSE method is presented, and [28] presenting a method maximizing the difference between the found alternative solutions. Nacken et al. [29] combine the use of classic scenario based optimization with MGA for a model of Germany. Other variations of the MGA method, such as the one presented in Ref. [30], seek to find the boundary of the near-optimal solution space, thereby providing information about the minimum/maximum needed capacities of several technologies. Alternative approaches for generating near-optimal solutions use genetic algorithms such as the firefly algorithm [31], towards identifying alternative solutions within a given slack on total system cost [32].

Current state-of-the-art MGA algorithms, are based on the HSJ MGA algorithm presented in Ref. [23], but use more rigorous routines to explore near-optimal solutions. Sasse and Trutnevyte [9] find 100 random near-optimal solutions to decarbonize the power system for countries in central Europe divided into 650 regions. This enables them to quantify the social and environmental impacts of the near-optimal solutions at a regional scale. Neumann and Brown [30] implemented a One At the Time (OAT) approach, where the MGA objective function is chosen to iteratively maximize and minimize the capacity of every technology included in the model, one at the time. This ensures that the most extreme points of the near-optimal feasible space are identified. However, using the OAT approach in high dimensional problems may leave the majority of the uncertainty unexplored [32]. Lombardi et al. [34] followed a different approach in which they find 500 random near-optimal solutions, after which a small number of alternatives with the highest Euclidean spacing are chosen for further analysis. The common identifier for all available methods of addressing structural uncertainty in energy system models is that the result is a small finite set of alternative solutions. Having identified only a small number of alternative solutions, these methods fail in providing a robust mapping of the near-optimal feasible solution space.
Specifically, the problem with the use of the current state-of-the-art MGA algorithms can be summarized as follows: a) the dimensionality of the near-optimal solution space in energy system models is high. In state-of-the-art models, the dimension of the solution space is around the order \( d = 10^2 \) considering only investment variables and \( d = 10^6 \) considering investment and dispatch variables. To ensure sufficient coverage when sampling such complex spaces, very large sample sizes are required. Current MGA methods rely on very small sample sizes and provide no measures of convergence. Therefore, these methods must be improved to gain sufficient knowledge about the near-optimal solution space. 

b) Current methods provide no guarantee for uniform coverage of the near-optimal feasible space. This introduces the possibility of bias towards certain solutions. 

c) Having identified only a small number of alternative solutions, it is not possible to extract information about variable distributions and correlations across the near-optimal solutions. Furthermore, as identified in Ref. [30], all MGA scenarios studied include an extreme implementation of one or more technologies thereby diminishing the investment flexibility for the remaining technologies. Not considering solutions with technology compromises is far from ideal.

In this paper the novel numerical method MAA (Modeling All Alternatives) capable of determining the continuum of near-optimal solutions from a given energy system optimization model building on the principles of MGA is presented. The method allows for an exploration of all techno-economical near-optimal solutions, thereby describing the entire continuum of near-optimal alternatives, thereby describing the mathematical formulation. It continues by introducing the MGA constraint and using the MAA objective function, allowing for full control over the search/optimization direction given by \( \mathbf{n} \). By discarding the original objective function, introducing the MGA constraint and using the MAA objective function \( f_{\text{MAA}} \), all vertices defining \( W \) can be found be iteratively changing \( \mathbf{n} \) and solving the optimization problem specified as:

\[
\text{minimize } \quad f_{\text{MAA}}(\mathbf{x}) = \mathbf{n} \cdot \mathbf{x} \\
\text{subject to } \quad f(\mathbf{x}) \leq f(\mathbf{x}^*) (1 + \epsilon)
\]

Here \( \epsilon \) is a user specified slack on the objective value. As all constraints defining \( X \) and the MGA constraint \( f(\mathbf{x}) \leq f(\mathbf{x}^*) (1 + \epsilon) \) are linear, the near-optimal feasible space \( W \) is a convex polyhedron as presented on Fig. 2. Because the near-optimal solution space \( W \) is closed, any choice of objective function will provide a solution located on the perimeter of the space. Using a unit vector \( \mathbf{n} \), multiplied with the variables to be optimized \( \mathbf{x} \), as the objective function, allows for full control over the search/optimization direction given by \( \mathbf{n} \). By discarding the original objective function, introducing the MGA constraint and using the MAA objective function \( f_{\text{MAA}} \), all vertices defining \( W \) can be found be iteratively changing \( \mathbf{n} \) and solving the optimization problem specified as:

\[
\text{minimize } \quad f_{\text{MAA}}(\mathbf{x}) = \mathbf{n} \cdot \mathbf{x} \\
\text{subject to } \quad \mathbf{x} \in W
\]

Changing the model objective function to be on the form given in Equation (2) and selecting search directions \( \mathbf{n} \) that seek to maximize and minimize every single variable in \( \mathbf{x} \) one by one, as the MGA method presented in Ref. [30], a set of alternative solutions are found.

Knowing that the feasible region can be defined by a polyhedron, it makes sense to imitate this shape by computing the polyhedron containing all points found so far. Computation of the polyhedron containing the found alternative solutions are done with the quickhull algorithm [36]. Using the face normal vectors of the found polyhedron to define the next set of search directions \( \mathbf{n} \), as seen in Fig. 2, ensures that if one of the faces in the polyhedron is not part of the polyhedron defining the near-optimal feasible region, then a new point will be found when searching in the normal direction of that particular face. The newly found points combined with all previously found points, are used to repeat the process of defining a polyhedron and searching in the face normal directions. As long as the polyhedron computed doesn’t describe the full near-optimal feasible region, new points will be found on the perimeter of the near-optimal feasible region, until all points defining the near-optimal feasible region are found. In other words, this method ensures that the polyhedron computed in every iteration converges towards the polyhedron defining the near-optimal solution space in a finite number of iterations.
the volume of the feasible region and implementing a convergence criteria on the volume provides a good termination criterion. Development in volume is represented in Fig. 2. The quickhull algorithm [36] is used to calculate polyhedron volume.

2.2. Phase 2

Due to convexity, all solutions located within the polyhedron spanned by the extreme solutions are valid near-optimal solutions to the optimization problem [37]. In the second phase of the MAA method, the found near-optimal feasible space is sampled to create a well-representing dataset. More generally speaking the task is to draw samples evenly inside a polyhedron, which can be further reduced to simply drawing samples evenly spaced inside a simplex, as the polyhedron can be split into a range of simplexes. By simplex, it is the simplest geometrical shape spanning a volume in the given space that is refereed to. In 2-D space, this would be a triangle, 3-D space a tetrahedron, etc. Using the Qhull software [36] build on the quickhull algorithm, the convex hull containing all near-optimal feasible solutions, are split into simplexes. By drawing several samples equivalent to the volume fraction of the simplex multiplied with the number of total sample points desired, from each simplex, it is possible to sample the entire solution space evenly.

Equation (5) can be used to draw a point randomly located within the simplex. Following this procedure for all simplexes provides an even sampling of the entire polyhedron.

Other approaches for sampling a convex polyhedron is available, such as the Hit-And-Run method presented in Ref. [39]. Alternatively one could also use MCMC (Markov Chain Monte Carlo) samplers such as a acceptance-rejection sampler [40]. These samplers could be used interchangeably without altering the method outcome significantly. The sampling method described in this section was chosen as it is capable of drawing more than $10^5$ samples pr. minute and is simple to implement.

Fig. 2. A schematic of the MAA method - The left column displays step 1 in the MAA method. From the optimal solution the boundary of possibly optimal solutions is expanded by altering the objective function to the optimization problem. The volume of possible solutions is used as termination criteria, as it converges towards the volume of all possible solutions. In the right column of the figure, step 2 of the MAA method is displayed. Step 2 samples the bounded region to generate a dataset representing all possible optimal solutions to the problem.
2.3. Limitations

The hardware used in this experiment is a 64 core compute node with 500 GB of ram. With this setup, it was not feasible to use the Quickhull algorithm [36] in dimensions larger than 10. Because of the large number of variables in energy system optimization models, a set of derived variables are studied rather than the individual variables in the model. Inspired by the work [30] the derived variables consists of technology capacity sums for individual technologies, e.g. global wind power capacity, global solar PV capacity, etc. The groups of variables could, however, also be formed in alternative ways, e.g. considering only the technology capacities in a single country. In this paper, the grouping of variables provides several derived variables equal to the number of technologies included in the model.

The MAA method requires that the optimization problem is convex, thus making it unsuitable for mixed integer problems. When studying the continuum of model solutions represented with derived variables, the density of the continuum varies across its extent, as some solutions can be achieved using a higher number of system configurations than others. This happens as a side effect, known as multiplicity, of simplifying the problem by summing model variables. Determining the variation in density is however very computationally intensive and is outside of the scope of this paper. Several approaches for determining the multiplicity are available, including Markov Chain Monte Carlo sampling or nested MAA iterations.

3. Application example

To verify the usefulness of the developed method, it has been tested on a model of the European electricity system presented in Ref. [35]. The optimization problem is formulated as a greenfield optimization problem and is used to determine the optimal power system configurations under several global CO2 emissions constraints. Long-term market equilibrium, as well as perfect competition and foresight, are assumed. The model is built on the open framework PyPSA [6]. A brief description of the model will be given here, based on the thorough walk-through given in Ref. [35].

Using the MAA method a range of alternative solutions to the optimization problem will be identified. These solutions will be near the optimal solution in terms of total system cost, as a maximum increase of 10% is allowed. Throughout the results four distinct scenarios will be highlighted. These are the cost-optimal configurations than others. This is however not considered in most works related to techno-economic energy system optimization with models spanning multiple countries. The Gini coefficient has been used to calculate two equality measures. The first being equality in energy generation relative to demand [47]. This measure will be referred to as the national self-sufficiency. The second is equality in investment relative to energy demand.

To calculate the Gini coefficient representing national self-

To compare the benefits and weaknesses of the MAA method compared to state-of-the-art MGA algorithms, a comparison study was performed. Using the MGA method presented in Ref. [39], the experiment was repeated for a global CO2 reduction constraint of 95%.

3.1. Model

The model consists of a network of 30 nodes each representing a country of Europe with 50 cross border AC and DC transmission lines operated by members of the European Network of Transmission System Operators, ENTSO-E [41]. Hourly temporal data resolution for energy demand and wind/solar profiles for the specific nodes is used. A full year is simulated using the reference year 2011 for energy demand and wind/solar profiles as it provides a worst case scenario. Fig. 3 shows the network topology, which is based on currently installed international transmission lines. The model is formulated as a single objective linear optimization problem, modeling power flows using Kirchoff's law [42].

Each node in the network has energy-producing technologies available, with initial capacities being zero. The generators used in this project are onshore wind, offshore wind, solar PV, and open-cycle gas turbines (backup capacity). In the model, all technology capacities are expandable limited only by the geographical potential. Two storage technologies are included in the model. These are hydrogen storage and battery storage. Hydrogen storage serves as long term storage with a storage capacity large enough to store energy from 168 maximum discharge hours. The hydrogen storage is modeled as an electrolyzer/fuel-cell stack linked to a hydrogen storage tank, with a charging efficiency of 75% and discharge efficiency of 58%. The battery storage serves as a short term storage only capable of storing energy from 6 maximum discharge hours. The battery is modeled with a charging and discharging efficiency of 90%.

The model input data consists of technology costs provided for the individual technologies, specific hourly energy demand for the 30 model nodes, and specific hourly wind and solar availability in the model nodes. Technology costs are prediction for 2030 and are found in Table 1. The hourly energy production of all variable renewable energy sources is limited by the production potential given by the weather. Following [35], the availability was calculated using historical weather data [43]. The data for the hourly electricity demand found in the European Network of Transmission System Operators (ENTSOE) data portal is used as energy demand [44]. A total of 3152 TWh of energy was consumed by the countries combined in 2011. For a detailed description of the mathematical formulation of constraints and objective function refer to Ref. [35].

The model is solved to optimality using the commercial solver Gurobi [45] and the Barrier algorithm. When put on MPS format the model has ~ 7 · 10⁶ rows, ~ 3 · 10⁶ columns and ~ 14 · 10⁶ nonzeros. It requires roughly 5 GB of memory and can be solved in less than 15 min on a 4 Core machine. When applying the MAA method the inequality constraint from equation (3) is added to the model, and the objective function is reformulated. This does not significantly alter the solving time.

3.2. Socio-economic metrics

To illustrate some of the possible applications of our method, a set of socio-economic variables is also considered. In this paper, the Gini coefficient has been used to measure national energy self-sufficiency and investment equality. A low Gini coefficient represents high self-sufficiency/equality and a high Gini coefficient means high dependence/inequality. Two further socio-economic metrics of the near-optimal solutions, i.e. land use and implementation time are also used to study the near-optimal solutions.

3.2.1. Gini coefficient

When modeling energy systems on the continental scale, it is important to consider how resources and workloads are distributed, as political incentives often favor an equal distribution, such that no single country or region has to carry a much larger burden than others. This is however not considered in most works related to techno-economic energy system optimization with models spanning multiple countries. The Gini coefficient has been used to

To calculate the Gini coefficient representing national self-

To calculate the Gini coefficient representing national self-
The cumulative share of demand per country is calculated and plotted against the cumulative share of generation per country. Thereby one gets the Lorentz curve for that specific solution, as shown with the blue line in Fig. 4. As inequality increases the Lorentz curve lies further and further away from the equality line, shown as the red line in Fig. 4.

The Gini coefficient is calculated as the ratio between the area enclosed by the Lorentz curve and the equality line (Area A on Fig. 4) relative to the total area under the equality line (Area A + B on Fig. 4). Thus, the Gini coefficient becomes $G = \frac{A}{A+B}$.

A scenario where every country over the duration of an entire year, produces as much energy as it consumes, would have a Gini coefficient of 0, and represent the equality line on Fig. 4. A scenario where one country is producing all energy, would, on the other hand, have a Gini coefficient of 1, and represent total inequality.

The Gini coefficient can also be modified to measure equality among other metrics, such as investment. By using the cumulative share of investment on the y-axis instead of the cumulative share of energy generation, a Gini coefficient representing equality in investment versus consumption is calculated.

### 3.2.2. Land use

Land use is calculated with energy density 20 MW/km² for onshore wind turbines, as the average turbine is set to have 5 MW capacity taking up a 500 x 500 m space. Offshore wind turbines are set to have zero land use. The energy density of solar PV plants used...
The wide spread in variable values indicates that the model optimizes with small changes in model objective (system cost). The flat nature of the model optimum underlines the importance of analyzing near-optimal solutions.

Throughout the plots in Fig. 5, the four scenarios (Optimum, High Equality, Large wind turbine capacity, Low CO2 emission) from Fig. 3 are shown. By analyzing a single scenario in Fig. 5, it is possible to see how a choice in one variable affects the allowable ranges in other variables. An example would be if high national self-sufficiency in energy production is desired (low Gini coefficient), then by analyzing the Gini coefficient versus backup capacity plot in Fig. 5, it can be seen that requiring a Gini coefficient below 0.15 constraints the amount of backup capacity to be around 150 GW. Furthermore, by analyzing the hydrogen storage versus Gini coefficient plot, it is seen that a hydrogen storage capacity is decreased slightly from the optimal solution to approximately 50 GW, to achieve the low Gini coefficient of 0.15. Essentially Fig. 5 serves as a tool allowing for decision-makers to design an optimal solution satisfying as many unmodeled objectives and constraints as possible, without having to select between discrete scenarios.

Studying variable correlations on the upper right half of Fig. 5, a strong negative correlation between wind and solar power of −0.6 is seen. As these two technologies are the only renewable energy sources included in the model, they are directly competing, thus such strong negative correlations are to be expected. Analyzing the correlations of wind and solar power with the Gini-coefficient representing national self-sufficiency, a strong negative correlation is seen for solar power, and a significantly lower correlation is seen for wind power. Remembering that a low Gini coefficient represents a high level of national self-sufficiency, the strong negative correlation seen for solar power indicates that increasing solar power capacity increases national self-sufficiency. This corresponds well with results from literature where local installations of solar power plants are seen as the solar availability time series have been found to correlate on a large spatial scale across Europe. Studying the role of hydrogen storage, a strong negative correlation is seen with OCGT backup capacity, indicating that hydrogen storage is directly competing with OCGT to provide energy in periods of scarce renewable energy sources. The short-term battery storage, on the other hand, has no significant negative correlation with OCGT backup capacity but does however have strong correlations with solar power.

Applying the MAA method to a series of scenarios with an increasing constraint on CO2 emission provides information about the possible variations in model solutions in the transition of an energy system. The data used in Fig. 6 was generated by using the MAA method at four CO2 reduction scenarios (unconstrained, 50, 80, and 95%). Three levels of slack on total system cost were used, 15, 30, and 45% calculated relative to the optimal solution without any constraint on CO2 emissions. As the only non-renewable energy source included in the model is open cycle gas turbines which are most suitable as backup generation, the unconstrained and 50% reduction scenario has a reduction in CO2 emissions above 60% relative to 1990 values. As a result, the lowest-cost scenario for this model has a CO2 emission reduction of 62% as seen in Fig. 6(f). Since the interest of this paper is highly renewable energy futures with large CO2 reductions, this behavior is accepted. Analyzing the Gini coefficient representing national self-sufficiency, it is seen how the Gini coefficient increases, indicating lower self-sufficiency, as CO2 emissions are reduced. This effect is seen as the cost optimization install renewable energy sources in locations with favorable resources, rather than where the power is needed when CO2 emissions are reduced. Fig. 6(a) does, however, reveal a lot of flexibility allowing for higher self-sufficiency at small increases in total system cost until CO2 emission reductions surpass 95%. Rising trends are, furthermore, seen for the remaining metrics on Fig. 6(b-e),

![Figure 4. Energy demand Lorentz curve - The figure shows the Lorentz curve (blue line) for the energy demand/generation in a given scenario. The equality line is shown as the red line. The two areas A and B used to calculate the Gini coefficient is shown on the figure. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)](image-url)
combined with rising system cost, 6(f). Using Fig. 6, decision-makers can design alternative transition pathways, late and rapid, or early and steady, as studied by Marta Victoria [11], towards a decarbonized energy system, without having to perform time-consuming modeling work. The figure allows decision-makers to take measures in the early stages to prevent undesirable developments such as increasing inequality.

5. Discussion

The results found using the presented MAA method reveal large variations among model solutions, at small variations in model objective (total system cost). These findings indicate that the model optimum is relatively flat, causing structural flaws in the model to have a large effect on model output. Looking at the results from a decision-maker’s perspective, the results reveal that large flexibility is available at only small changes in total system cost. In Ref. [48] a comprehensive review shows that only a limited number of studies based on ESOMs use systematic approaches to uncertainty quantification. Xiufeng Yue [48], further found that the majority of studies implement scenario analysis studying a small ensemble of alternatives centered around a base solution. The MAA
method provides a robust framework providing identification of uncertainty ranges and variable correlations.

Current state-of-the-art energy system studies often rely on scenario-based studies to identify possible futures. Using scenario-based optimization introduces bias as the modeler is responsible for selecting a diverse set of scenarios uncovering future possibilities. This bias is, however, removed when all possible solutions are identified with the MAA method, ensuring even coverage of future possibilities.

As recognized by Joseph DeCarlois [25], the HSJ and other MGA methods have no way of providing information about the robustness of found alternative solutions. As the MAA method identifies the entire set of near-optimal solutions within a given slack, information about variable robustness is implicitly identified. Analyzing variable distributions on the diagonal of Fig. 5, it is seen that the density varies across the variable range. The density is a measure of how many valid configurations of the model are achievable with a given variable value. Selecting a scenario with variable values having a high density provides a robust solution, hence it can be achieved in several ways.

When comparing the results found using the MAA method to results found using the one at the time MGA approach from Ref. [30], presented in Fig. 7, it is clear that vast regions of the near-optimal solution space are left unexplored when MGA methods are used. By analyzing the cost increase of the MGA and MAA solutions on Fig. 7 in the first columns, it is clear that all MGA solutions utilize the entire cost slack allowed. Thereby not providing information about intermediate solutions. Furthermore, looking at the wind capacity vs. hydrogen storage axes in Fig. 7, its is clear that the MGA method identifies most extreme solutions and a few solutions around the optimum, but fail in providing a complete picture of the near-optimal boundary. These results, support the conclusion made in Ref. [33], that global approaches towards identifying uncertainties are needed rather than one at the time approaches if the entire solution space is to be discovered. Looking at the MAA results, the density of solutions is much higher in the region around the optimum and quite low at the extremes. The increased density of solutions indicate that solutions located here are more likely to be implemented as they leave little room for deviations. Using the MAA problem on this specific problem required solving the optimization problem 244 times, whereas the MGA method only required solving the problem 12 times. The additional computational cost can make the MAA inapplicable to very detailed energy system models requiring several hours to solve.

As the only requirement for using the developed MAA method on an optimization problem is convexity, the method can easily be adapted to other fields than energy system modeling. Applications such as logistics, water management, and public planning, where traditional robust and stochastic optimization approaches are used, would be applicable for the MAA method.

In literature, large variations in results from studies analyzing similar energy systems are seen. As the region around the model optimum is relatively flat for the model used in this work, one can hypothesize that this is a general feature found in energy system models. A flat optimal region can lead to large variations in results with small changes in objective function formulation. Objective functions
functions subject to large uncertainties arising from real-world complexity, combined with the flat optimum found in energy system models, is a likely explanation for the large variations in results found in literature. All of those results may be near-optimal, but it is difficult to assess how robust they are and what other solutions exist out of the narrow view of classic optimization approaches. The MAA method presented in this paper avoids that limitation by providing all possible solutions and an indication of their probability, i.e., the MAA method widens our field of view when investigating energy systems and enables the simultaneous evaluation of different metrics.

6. Conclusion

In this paper, a method capable of identifying all near-optimal solutions to energy system optimization models is proposed. The method capabilities are explored by the application of the method on a model of the European energy supply.

Initially, the current state-of-the-art MGA methods applied in energy system optimization is considered. Two core problems are identified namely; a) no guarantee for uniform coverage of the near-optimal feasible space and b) too few, and extreme alternatives are identified, thereby not allowing for analysis of technology correlations and study of intermediate solutions.

Building on the principles of previous MGA methods the novel
MAA method is proposed. The proposed method distinguishes itself from current state-of-the-art methods on two accounts. a) it ensures convergence towards complete coverage of the near-optimal feasible space of a given optimization model. b) By sampling intermediate solutions from the near-optimal feasible space, the number of alternative solutions considered are increased with several orders of magnitude, going from the range of 10^2 alternatives to 10^5.

Applying the proposed MAA method on a model of the European energy supply reveals large variations among alternative solutions at small variations in total system cost. The large variations indicate that it is indeed naive to study a single optimal or a handful of near-optimal solutions, as the large solution flexibility will not be identified.

Using the large number of alternative solutions identified, technology correlations are determined and analyzed. Using technology correlations, expected results such as a strong correlation between solar PV capacity and battery storage are identified. Furthermore, hydrogen storage is found to have a strong negative correlation with OCGT backup capacity, indicating that these two technologies both can serve as a backup resource in periods of scarce availability of renewable energy sources. To further establish the usefulness of the proposed method, a series of increasing CO2 reduction scenarios are studied. Again, large variations among alternative solutions are found, indicating large flexibility in the design of transition paths for the European energy supply.
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