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Abstract—Cell-free massive multiple-input-multiple-output is promising to meet the stringent quality-of-experience (QoE) requirements of railway wireless communications by coordinating many successional access points (APs) to serve the onboard users coherently. A key challenge is how to deliver the desired contents timely due to the radical changing propagation environment caused by the growing train speed. In this paper, we propose to proactively cache the likely-requesting contents at the upcoming APs which perform the coherent transmission to reduce end-to-end delay. A long-term QoE-maximization problem is formulated and two cache placement algorithms are proposed. One is based on heuristic convex optimization (HCO) and the other exploits deep reinforcement learning (DRL) with soft actor-critic (SAC). Compared to the conventional benchmark, numerical results show the advantage of our proposed algorithms on QoE and hit probability. With the advanced DRL model, SAC outperforms HCO on QoE by predicting the user requests accurately.

I. INTRODUCTION

Proactively caching popular services at the local trackside access points (APs) is promising to improve the perceptual quality-of-experience (QoE) of the onboard wireless communication services for railway systems [1]. However, with the enormously increasing traffic load demands and the dynamic radio propagation environment caused by the growing train operation speed, it becomes challenging due to the limited network capacity and caching capacity at the local APs [2]. The former causes the wireless delay in the data transmission between the user equipments (UEs) and the APs; the latter induces additional download delay for collecting the transmitted contents, which are not locally cached, from the adjacent APs or the core network. Both of them will substantially reduce the QoE. Therefore, collaboration among the local APs is needed for appropriate content transmission and caching.

As a potential enabler for the beyond fifth-generation (5G) wireless, the cell-free massive multiple-input-multiple-output (CF mMIMO) system is capable of reducing the wireless delay by providing strong macro diversity and coordinating many APs serving the UEs simultaneously, which improves the spectral efficiency (SE) [3]. In railway systems, CF mMIMO alleviates the violent propagation environment fluctuation by removing the communication service outage caused by handover between the base stations in the cellular mMIMO. Moreover, it also increases the content diversity by performing collaborative cache placement at the local APs, which essentially reduces the download delay [4]–[6].

However, most of the existing caching schemes could not meet the strict QoE requirements of the onboard railway communications due to the heavy computation complexity or lacking the ability to predict the upcoming content requests [7]. Such cache placement optimization problems are usually formulated as mixed-integer linear programming problems that have been proven to be NP-hard [8]. Many heuristic, stochastic, and various optimization techniques have been applied to solving the cache placement problems but either are too simple to provide a good result or become too complicated to implement in the dynamic network [7]. Deep reinforcement learning (DRL) is recently proposed as an efficient tool to solve such NP-hard problems. Many policies based on DRL are adopted for edge caching in cellular systems (e.g., [9]), which are not suitable for the CF mMIMO system due to the difficulty in modeling the problem of collaboration. That motivates this work. We find that adopting an appropriate coding method can solve the problem of modeling so that DRL can utilize the global live spatial information provided by the CF mMIMO system to perform better. We summarize our major contributions as follows.

- We design a cache framework in the railway communications where CF mMIMO is used. A QoE maximization problem is formulated where the cache placement is optimized to reduce the download delay.
- Based on this framework, we propose a heuristic convex optimization (HCO) algorithm to improve QoE indirectly and design a soft actor-critic (SAC)-based caching algorithm to maximize the QoE directly.
II. System Model

We consider a cache-aided railway system where a train travels through the consecutive coverage areas served by a set of track-side multi-antenna APs, each equipped with a local cache of limited capacity $c_{ap}$ Mbits. As illustrated in Fig. [I] all APs coordinated by a central processing unit (CPU) via the fronthaul connections to perform the collaborative proactive caching and joint wireless transmission for the onboard UEs [10], [11]. We consider $K$ UEs in the carriage, communicating with the nearby $L$ track-side APs via a single-antenna relay node (RN) mounted on the top of the train. (In this paper, the relay is used for signal transmission so that the number of relays will not affect so much. The problem of multi-relay cooperation is left for future work.) The inboard transmission between the RN and the UE is assumed to be error- and delay-free. The outboard transmission between the RN and the track-side APs is assumed to have a stable achievable data rate of $R$ thanks to the almost uniform wireless communication service provided by CF mMIMO (compared to the cellular mMIMO), especially in the railway systems [12], [13].

A. Service Request

We consider $M$ kinds of data services (e.g., the video streaming services), each segmented into $s_m$ small content chunks following its fixed chunk order with normalized size. In each period $t \in \{1, \ldots, T\}$ of time $\tau$, each UE makes an independent request for one content chunk of a data service with the probability according to a given popularity pattern, e.g., the Zipf distribution [14]

$$p_m = \frac{(m)^{-\epsilon}}{\sum_{m'=1}^{M} (m')^{-\epsilon}}$$

where $p_m$ is the request probability of service $m$, satisfying $0 \leq p_m \leq 1$ and $\sum_{m=1}^{M} p_m = 1$, and $\epsilon$ is the skewness parameter. Each UE requests the content chunk next to its previous request of the current desired service following the chunk order. The service requests are collected by the RN and then reported to the CPU via the serving APs. We denoted by $r^t = [r^t_1, \ldots, r^t_M] \in \mathbb{N}^M$ the service requests collected in period $t$, where $r^t_m$ is the number of UEs requesting for the service $m$. Each UE has a certain patience for requesting a data service, which is decremented by 1 every period if the UE does not receive its requested data service. If the patience reduces to 0, then this UE will refresh its patience and request a service according to the (1) again.

B. Content Preparation, Transmission, and Placement

After receiving the service requests from the RN, the CPU coordinates the serving APs to a) first prepare the desired content chunks in their local caches, b) then jointly transmit these content chunks to the RN in sequence, and c) place the likely-requesting content chunks in local caches of the serving APs in the future coming periods to avoid congestion, which is elaborated in Section [II] and Section [IV].

The serving APs prepare the data of transmitted content chunks by acquiring them from their own caches, or the caches of other nearby APs via fronthaul connections, or the core network via the backhaul connections. To perform joint coherent transmission, the required content chunks need to be duplicated and cached in every serving APs. To simplify this operation, we adopt the Raptor Codes [15] to encode services as several fragments that can be stored at the serving APs and recover services during the transmission. More precisely, we denote by $\chi^t = \left\{ \chi^t_m : l = 1, \ldots, L, m = 1, \ldots, M \right\}$ the caching policy in period $t$, where element $0 \leq \chi^t_m \leq 1$ indicates $\chi^t_m$ fraction of the cache at AP $l$ is dedicated to the coded data (fragments) of service $m$, satisfying $\sum_{m=1}^{M} \chi^t_m = 1$, $\forall l, t$. With the help of the Raptor Codes, any serving AP can jointly recover the services when it gathers enough number of fragments from nearby $L'$ APs in those $L$ APs, i.e.,

$$\sum_{l=1}^{L'} \chi^t_{lm} c_{ap} \geq s_m, \quad m = 1, \ldots, M, L' \leq L. \tag{2}$$

and then send any chunk of the required service to the UEs.

Compared to cellular mMIMO, CF mMIMO alleviates the violent data rate fluctuation caused by physical movement in the railway systems, and, thus, is capable to provide stable wireless communication services [12], [16]–[18]. Given a limited achievable data rate $R$ for outboard transmission between the RN and the serving APs, the RN can download at most $\tau R$ data in a period of time $\tau$. For the case that more than $\tau R$ data of content chunks are requested, some of them might not be downloaded at the RN timely, causing the so-called data stream stalling. The service with chunks that have been either requested by many UEs and/or installed for a long time should be answered with priority. With this in mind, we use the total number of requests for the installed services by $t$ to compute $\omega_m^t$ to indicate the weight of priorities by $t$. It’s cumulative, i.e.,

$$\omega_m^t = \begin{cases} \omega_m^{t-1} + r^t_m & \text{if } m \text{ is installed} \\ 0 & \text{otherwise} \end{cases}$$

Then, we let $u^t = [u^t_1, \ldots, u^t_M] \in \mathbb{N}^M$, where $u^t_m = r^t_m + \omega_m^{t-1} \in \mathbb{N}$, to represent the priorities of dealing with the services in period $t$. The serving APs will jointly recover the contents of the requested services and transmit content chunks of the requested services in the descending order of $u^t$’s element.

C. Delay Model and QoE

Recall that the serving APs could acquire the transmitted content chunks from different entities, which causes different preparation delays. If an AP locally caches enough fragments to recover services to gain transmitted content chunks, then no preparation delay is induced. If an AP $l$ does not cache enough fragments but could recover the service $m$ exploiting the cached fragments in other $L'_l$ APs around itself satisfying $\sum_{l'=1}^{L'_l} \chi_{lm}^l c_{ap} \geq s_m$ and $L'_l \leq L$, the AP $l$ will find an AP $j_l$ that costs the most time in those $L'_l$ APs, i.e.,

$$j_l = \arg \max_{j \in L'_l} \chi_{lj}^l \lambda_{lj} \tag{3}$$

where $\lambda_{lj}$ is the weight related to the distance between the AP
the AP $l$. The preparation delay of $m$ in the fronthaul connections is related to the AP that costs the most time, i.e.,

$$\tau_{bh} (m) = \delta_{cap} \cdot \max_{l} \chi_{lm}^t \lambda_{jl}$$  \hspace{1cm} (5)$$

where $\delta$ is scale coefficient. If $\sum_{l=1}^{L} \chi_{lm}^t c_{ap} < s_m$, the serving APs have to get the rest fragments of the service $s_m - \sum_{l=1}^{L} \chi_{lm}^t c_{ap}$ from the core network via the CPU, which causes the preparation delay in the backhaul connections, as

$$\tau_{bh} (m) = \delta' \left( s_m - \sum_{l=1}^{L} \chi_{lm}^t c_{ap} \right)$$  \hspace{1cm} (6)$$

where $\delta'$ is another scale coefficient. The total delay with respect to service $m$ containing the wireless delay and download delay composed of $\tau_{bh}$ and $\tau_{re}$ can be formulated as:

$$\tau_{re} (m) = \tau_{bh} (m) + \tau_{re} (m) + \frac{1}{T}$$  \hspace{1cm} (7)$$

where $n_m$ is the number of chunks of $m$ required by UEs in total in the current period. According to the total delay of requesting to each service, we can get the number of installed services and compute the $\omega_m^t$. We define the QoE as below.

$$\text{QoE}^t = \frac{\sum_{m=1}^{M'} (r_m^t + \omega_m^t)}{\sum_{m=1}^{M} (r_m^t + \omega_m^t)}$$  \hspace{1cm} (8)$$

where $M'$ is the maximum of the number of services that can be served in the current period, i.e., $M' = \arg \max_{M} \sum_{m=1}^{M} \tau_{re} (m) \leq \tau$. Moreover, we introduce the hit probability of request

$$\sum_{m=1}^{M} r_m^t \min \left( \frac{c_{ap} \sum_{l=1}^{L} \chi_{lm}^t}{s_m}, 1 \right) / K$$  \hspace{1cm} (9)$$

to evaluate the performance of the cache solving the requests and the hit probability of QoE

$$\sum_{m=1}^{M} \left( r_m^t + \omega_m^t \right) \min \left( \frac{c_{ap} \sum_{l=1}^{L} \chi_{lm}^t}{s_m}, 1 \right) / \sum_{m=1}^{M} \left( r_m^t + \omega_m^t \right)$$  \hspace{1cm} (10)$$

to evaluate the performance of the cache improving the QoE in period $t$.

**III. PROBLEM FORMULATION**

The collaborative caching optimization problem can be formulated as the following long-term maximization problem

$$\max_{\{x^t\}} \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \text{QoE}^t$$

s.t. \hspace{1cm} \sum_{m=1}^{M} \chi_{lm}^t \leq 1 \hspace{1cm} (11)$$

which is non-convex and NP-hard. To solve this problem, we need to improve the hit probability of request of APs’ caches to reduce $\tau_{bh}$ and place the fragments cached at the APs more efficiently to reduce the $\tau_{bh}$. We develop two algorithms for this problem. One exploits a HCO algorithm to reduce the $\tau_{bh}$, and the other adopts a SAC-based caching algorithm to reduce both $\tau_{bh}$ and $\tau_{re}$ comprehensively.

**A. Heuristic Convex Optimization (HCO) Algorithm**

Since delay $\tau_{bh}$ on the backhaul connections has a domi- native impact, we could simplify the problem in (11) by maximizing the hit probability of request to minimize $\tau_{bh}$ without considering $\tau_{re}$.

Concentrated on the hit probability of request, we can formulate the collaborative caching optimization problem as

$$\max_{\{x^t\}} \sum_{m=1}^{M} r_m^t \min \left( \frac{c_{ap} \sum_{l=1}^{L} \chi_{lm}^t}{s_m}, 1 \right)$$

s.t. \hspace{1cm} \sum_{m=1}^{M} \chi_{lm}^t \leq 1 \hspace{1cm} (12)$$

Problem in (12) is a convex problem which can be solved by convex optimization since the constraints and objective function are composed of the maximum value and weighted sum of the convex functions. We design a heuristic algorithm based on convex optimization to realize the proactive cache. We first collect the statistics of the $N$ historical requests. Then, we obtain the cache solution of maximizing the hit probability of request according to these statistics. Due to the stationarity of the Zipf, we can treat this solution as an approximate solution for requests in the current period.
B. DRL Approach

Since HCO is aimed to reduce the $\tau_{th}$ based on the statistics of historical information, HCO is not accurate enough to predict the instantaneous request and could not deal with the issue of $\tau_{th}$ well. We utilize the DRL for each period as a remedy, which is shown in detail in the next section.

IV. SAC-BASED CACHING

Reinforcement learning (RL) is a promising tool to solve such NP-hard problems by learning policies like the human brain. The entire learning process includes so many episodes that an episode is the time for the train finishing the whole journey at one time. Each episode has lots of periods to train. In each period, based on observing the current state of the environment, an agent takes an action following a certain policy and obtains the reward and the next state from the environment. Utilizing the reward, the agent learns to develop the optimal policy to maximize the expected sum of rewards. And then, based on the next state, the agent will repeat the interactive process for the next period until the end of the episode. In general, RL problems can be defined as policy searches in an MDP.

A. Define of MDP

An MDP is characterized by a tuple $(\mathcal{S}, \mathcal{A}, p, \gamma_t)$ to describe the interaction between the agent and the environment, where $\mathcal{S}$, $\mathcal{A}$, $p$, and $\gamma_t$ represent the state space, the agent’s action space, the probability of the transition from the current state to the next state, the reward of performing an action $A_t \in \mathcal{A}$ based on a state $S_t \in \mathcal{S}$, respectively. We also use $\rho_\pi(S_t)$ and $\rho_\pi(S_t, A_t)$ to denote the state and state-action marginals of the trajectory distribution induced by a policy $\pi(S_t, A_t)$.

Exploiting the centralized network architecture, we treat the CPU as an agent to control the cache state of each AP that is going to serve the UEs. Based on this, the state, the action, and the reward are defined as below:

- We consider the $\chi^t$ and $r^t$ as the state $S_t$.
- Then, we assume that the action of the CPU or the agent in episode $t$ is described as a matrix $A_t \in \mathbb{R}^{L \times M}$, where the element $a_{lm}^t \in [-1, 1]$ at $l$-th row and $m$-th column of $A_t$ means the percentage of the cache that AP $l$ decides to adjust to store the $m$-th service.
- The reward $\gamma_t(S_t, A_t)$ is defined as $Q_0E^t$. And the expected sum of rewards is denoted by $\sum_{t=1}^{T} \mathbb{E}(S_t, A_t) \sim \rho_\pi[\gamma_t(S_t, A_t)]$.

B. SAC-Based Caching

To solve such an MDP more effectively, DRL utilizes the neural network (NN) as a function estimator based on RL to save the storage space, speed up the learning process, and solve large-scale RL problems. DRL has three implementation forms: value-based approaches, policy-based approaches, and actor-critic (AC) approaches. For our problem, we have a large and continuous state space and action space that value-based approaches and policy-based approaches are impractical to converge. Combining the advantages of them, AC approaches perform perfectly. It derives from the policy iteration that computes a value to evaluate a policy called policy evaluation and uses the value to evaluate a better policy called policy improvement. In this case, the policy and the value is regarded as the actor and the critic, respectively. Hence, we design a SAC-based caching algorithm under the category of AC, which is shown in Fig. 2.

SAC has five neural networks in total including an actor network, two critic networks, and two target critic networks. The actor network characterized by $\pi_\mu (A_t|S_t)$ is used to output means and covariances of Gaussians to generate elements of $A_t$ based on the input state $S_t$. Performing this action on the environment, the agent gets the reward $\gamma_t$ and the next state $S_{t+1}$. We store the transition $(S_t, A_t, \gamma_t, S_{t+1})$ in the replay buffer $B$ as the experience of the current period $t$. Then, we use the transitions from $B$ to update the networks to achieve our objective. Note that, different from the conventional RL, SAC aims to obtain the optimal policy to maximize the maximum entropy objective that generalizes the standard objective by augmenting it with an entropy term $H$ in [19], i.e.,

$$\pi^* = \arg \max_{\pi} \sum_{t=1}^{T} \mathbb{E}(S_t, A_t) \sim \rho_\pi[\gamma_t(S_t, A_t) + \alpha H(\pi(S_t))]$$

(13)

where $\alpha$ is the temperature parameter that determines the relative importance of the entropy term versus the reward and thus controls the stochasticity of the optimal policy. Utilizing such an objective, the policy explores much more widely and the learning speed is improved a lot.

The algorithm alternates between policy evaluation and policy improvement in the maximum framework for updating. In the policy evaluation step, we compute the soft $Q$ value of the policy $\pi$ by the $Q$-function according to the maximum entropy objective. We use the critic characterized by $Q(S_t, A_t|\theta)$ as the function estimator for the $Q$-function, which can be trained to minimize the soft Bellman residual [14],

$$J_Q(\theta) = \mathbb{E}(S_t, A_t) \sim B \left[ \frac{1}{2} (Q_{\theta}(S_t, A_t) - \gamma_t(S_t, A_t) + \zeta \mathbb{E}_{S_{t+1} \sim \rho(S_t, A_t)}[V_{\theta'}(S_{t+1})])^2 \right]$$

(14)

where $\zeta$ is the discount factor and $V$ is computed by

$$V_{\theta'}(S_t) = \mathbb{E}_{A_t \sim \pi_\mu}(Q_{\theta'}(S_t, A_t) - \alpha \log \pi_\mu(A_t|S_t))$$

(15)

using the target critic network characterized by $Q'(S_t, A_t|\theta')$. The target critic is aimed to output a target soft $Q$ value regarded as the true value of input action and state for updating the $Q(S_t, A_t|\theta)$ since the update of the network would change the soft $Q$ value that makes the parameters hard to converge in practice. The target critic has the same structure as the critic but is different in using Poyak averaging to update:

$$\theta' \leftarrow \sigma \theta + (1 - \sigma) \theta'$$

where $\sigma \in (0, 1)$ is the soft coefficient that is small to make sure that the target network updates slowly enough so that its output can be regarded as the true value. In the policy improvement step, we use the soft $Q$ value to gain the optimal...
Algorithm 1: SAC-Based Caching

1. Randomly initialize parameters $\theta_i$ and $\mu$ of the critic networks $Q(S_t, A_t | \theta_i)$, $i \in \{1, 2\}$ and actor network $\pi_{\mu}(A_t | S_t)$
2. Initialize parameters of the target networks with $\theta_i' \leftarrow \theta_i$, $i \in \{1, 2\}
3. Initialize replay buffer $B$

for each environment step do
   $A_t \sim \pi_{\mu}(A_t | S_t)$
   $S_{t+1} \sim p(S_{t+1} | S_t, A_t)$
   $B \leftarrow B \cup \{(S_t, A_t, r(S_t, A_t), S_{t+1})\}$

for each update step do
   $\theta_i \leftarrow \theta_i - \gamma Q_{\theta}(\theta_i)_{\theta_i}$, $i \in \{1, 2\}$
   $\mu \leftarrow \mu - \lambda \nabla_{\mu} J_{\mu}(\mu)$
   $\alpha \leftarrow \alpha - \lambda \nabla_{\alpha} J_{\alpha}(\alpha)$
   $\theta_i' \leftarrow \sigma \theta_i' + (1 - \sigma) \theta_i'$, $i \in \{1, 2\}$

V. NUMERICAL RESULTS

A. Setups

We consider that there are $K = 300$ UEs on the train and $L = 15$ APs equipped with half-wavelength spaced uniform linear arrays and a local cache of $c_{ap} = 6$ Mbits to serve the UEs at a certain period. Those UEs request services following the Zipf with the skewness parameter $\epsilon = 1.1$. Each request has a different size about 10 to 20 Mbits. Unless otherwise specified, we employ the well-known 3GPP Suburban Microcell model to compute the large-scale propagation conditions and other system parameters in Table I.

We train $2 \times 10^5$ episodes for our proposed SAC-based caching algorithm. Then, we use independent 10000 samples to form the test dataset for those three algorithms. Particularly, to use $\eta$HC with the Raptor Codes wisely, the cache in each AP is dedicated to all the contents fragments based on their percentage of preference ($\eta = 1$). Moreover, other details of SAC parameters are shown in Table I.

B. Results and discussions

We firstly evaluate the QoE of three algorithms with $M = 20$ and $M = 30$ in Fig. 3. It can be seen that with the SAC-based caching assignment, the $90\%$-likely QoE can be improved by about $10\%$ and $6\%$ compared to the $\eta$HC and the HCO algorithm for $M = 20$, respectively. As the number of services increases to $M = 30$, the QoE under three algorithms all decrease a lot while the gain of the SAC still remains about $10\%$ and $6\%$. The reason is that the SAC is implemented to learn the best policy to maximize the QoE straightly while the HCO is applied only to minimize the $\tau_{bh}$ to improve the QoE indirectly and ignores the influence of $\tau_{bh}$.

The hit probability of QoE of three algorithms is shown in Fig. 4. Focus on maximizing the hit probability of request, the HCO also performs well on the hit probability of QoE since QoE is highly related to the request, i.e., caching popular services is more likely to gain a high hit probability of QoE. However, as mentioned above, the HCO makes the service hard to recover that significantly increases $\tau_{bh}$ and then leads to a lower QoE than the SAC. Although the hit probability of QoE of the SAC performs less well, it is more concentrated.

TABLE I

| Parameters               | Values               |
|--------------------------|----------------------|
| Optimizer                | Adam                 |
| Learning rate            | $3 \times 10^{-4}$   |
| Discount factor $\zeta$  | 0.99                 |
| Size of replay buffer $B$| $1 \times 10^6$      |
| Number of hidden units per layer | 256          |
| Number of hidden layers  | 2                    |
| Entropy target           | -dim($A$)(e.g.,−20)  |
| Activation function      | ReLU                 |
| Soft update parameter $\sigma$ | 0.005          |
SAC outperforms the HCO. Since we only consider one relay running speed and QoE performance. Generally speaking, the maximize the QoE straightly, which leads to a better stability, the maximum entropy objective to learn the best policy to QoE but makes the service hard to recover that finally leads of request, the HCO improves the most hit probability of significantly improve QoE. Focus on maximizing the hit probability of request, the SAC-based caching algorithm to improve the QoE straightly. The simulation results show that both algorithms can significantly improve QoE. To analyze the time complexity of the investigated schemes, we investigate the running time on the ordinary computing platform with different $M$ in Fig. 5. Utilizing the maximum entropy objective as the learning target, the SAC runs much faster than the HCO.

VI. Conclusion

In this paper, we investigated the caching placement in a CF railway system. To maximize the QoE, we developed two algorithms including the HCO algorithm to maximize the hit probability of request to improve the QoE indirectly and the SAC-based caching algorithm to improve the QoE straightly. The simulation results show that both algorithms can significantly improve QoE. Focus on maximizing the hit probability of request, the HCO improves the most hit probability of QoE but makes the service hard to recover that finally leads to a lower QoE than the SAC. By contrast, SAC utilizes the maximum entropy objective to learn the best policy to maximize the QoE straightly, which leads to a better stability, running speed and QoE performance. Generally speaking, the SAC outperforms the HCO. Since we only consider one relay in this paper, the scenario of more relays cooperation is left for future work.
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