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Abstract

A generalized modular relation of the form $F(z, w, \alpha) = F(z, iw, \beta)$, where $\alpha \beta = 1$ and $i = \sqrt{-1}$, is obtained in the course of evaluating an integral involving the Riemann $\Xi$-function. This modular relation involves a surprising new generalization of the Hurwitz zeta function $\zeta(s, a)$, which we denote by $\zeta_w(s, a)$. We show that $\zeta_w(s, a)$ satisfies a beautiful theory generalizing that of $\zeta(s, a)$. In particular, it is shown that for $0 < a < 1$ and $w \in \mathbb{C}$, $\zeta_w(s, a)$ can be analytically continued to $\mathbb{R}(s) > -1$ except for a simple pole at $s = 1$. The theories of functions reciprocal in a kernel involving a combination of Bessel functions and of a new generalized modified Bessel function $K_{\nu,w}(x)$, which are also essential to obtain the generalized modular relation, are developed.
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1 Introduction

Regarding the results in Ramanujan’s only published paper [54] fully devoted to the study of the Riemann zeta function $\zeta(s)$, Hardy says [34]:

“It is difficult at present to estimate the importance of these results. The unsolved problems concerning the zeros of $\zeta(s)$ or of $\Xi(t)$ are among the most obscure and difficult in the whole range of Pure Mathematics. Any new formulæ involving $\zeta(s)$ or $\Xi(t)$ are of very great interest, because of the possibility that they may throw light on some of these outstanding questions. It is, as I have shown in a short note attached to Mr. Ramanujan’s paper, certainly possible to apply his formulæ in this direction; but the results which can be deduced from them do not at present go beyond those obtained already by Mr. Littlewood and myself in other ways. But I should not be at all surprised if still more important applications were to be made of Mr. Ramanujan’s formulæ in the future”.

One of the goals of this paper is not only to give non-trivial applications of Ramanujan’s formulæ but also to generalize an integral involving the Riemann $\Xi$-function (defined in (1.1.2) below) occurring in one of them. In the course of doing so, we are led to an inter-
esting generalization of the Hurwitz zeta function \( \zeta(s, a) \) whose theory is developed here. As will be seen, it is difficult to conceive a priori this generalized Hurwitz zeta function; however, we were naturally led to it through our quest to obtain a generalized modular relation which is a two-parameter generalization of yet another formula of Ramanujan ((1.1.11) below). Developing the theory of this generalized Hurwitz zeta function turned out to be an extremely interesting and a fruitful task, for, in this endeavor, we stumbled upon a new generalization of the modified Bessel function of the second kind. The rich theory of this generalized modified Bessel function is also developed here. We recover many classical results in the theories of Hurwitz zeta and modified Bessel functions as special cases of the results involving the aforementioned generalizations studied in this paper.

The first of the two results in Hardy’s aforementioned quote can be stated in an equivalent form as [54, Equation (13)]

\[
\alpha^\frac{1}{2} - 4\pi \alpha^\frac{3}{2} \int_0^\infty \frac{xe^{-\pi \alpha^2 x^2}}{e^{2\pi x} - 1} \, dx = \beta^\frac{1}{2} - 4\pi \beta^\frac{3}{2} \int_0^\infty \frac{xe^{-\pi \beta^2 x^2}}{e^{2\pi x} - 1} \, dx \\
= \frac{1}{4\pi^{3/2}} \int_0^\infty \Gamma \left( -\frac{1+i t}{4} \right) \Gamma \left( \frac{1}{2} \right) \Xi \left( \frac{t}{2} \right) \cos \left( \frac{1}{2} t \log \alpha \right) \, dt,
\]

(1.1.1)

where \( \Xi(t) \) is a function of Riemann defined by [61, p. 16]

\[
\Xi(t) := \xi \left( \frac{1}{2} + it \right),
\]

(1.1.2)

with

\[
\xi(s) := \frac{1}{2} s(s - 1) \pi^{-\frac{s}{2}} \Gamma \left( \frac{s}{2} \right) \xi(s),
\]

(1.1.3)

and \( \Gamma(s) \) being the Euler gamma function. Here, and throughout the sequel, unless specified otherwise, \( \alpha \) and \( \beta \) will always denote two positive numbers such that \( \alpha \beta = 1 \).

Even though Ramanujan does not explicitly mention, the first equality in (1.1.1) is a transformation satisfied by an integral analogue of partial theta function, namely,

\[
\int_0^\infty \frac{xe^{-\pi \alpha^2 x^2}}{e^{2\pi x} - 1} \, dx. \text{ The reason for this nomenclature is now explained. The transformation for the Jacobi theta function can be rephrased for } \alpha \beta = 1, \text{ Re}(\alpha^2) > 0 \text{ and Re}(\beta^2) > 0 \text{ in the form [8, p. 43, Entry 27(i)]}

\[
\sqrt{\alpha} \left( \frac{1}{2\alpha} - \sum_{n=1}^\infty e^{-\pi \alpha^2 n^2} \right) = \sqrt{\beta} \left( \frac{1}{2\beta} - \sum_{n=1}^\infty e^{-\pi \beta^2 n^2} \right),
\]

(1.1.4)

Since the variable of integration in \( \int_0^\infty \frac{xe^{-\pi \alpha^2 x^2}}{e^{2\pi x} - 1} \, dx \) runs only from 0 to \( \infty \) similar to the summation indices in the partial theta functions in (1.1.4) running only from 1 to \( \infty \), the integral is called an ‘integral analogue of partial theta function’ in [23].

It is well known that (1.1.4) is equivalent to the functional equation of \( \zeta(s) \) given by [61, p. 22, eqn. (2.6.4)]

\[
\pi^{-\frac{s}{2}} \Gamma \left( \frac{s}{2} \right) \zeta(s) = \pi^{-\frac{(1-s)}{2}} \Gamma \left( \frac{1-s}{2} \right) \zeta(1-s),
\]

(1.1.5)

Hardy [32] showed that both sides of (1.1.4) also equal

\[
\frac{2}{\pi} \int_0^\infty \Xi(t/2) \cos \left( \frac{1}{2} t \log \alpha \right) \, dt,
\]

(1.1.6)
and used this fact to prove the infinitude of zeros of the Riemann zeta function $\zeta(s)$ on the critical line. Regarding the integral involving $\Xi$-function in (1.1.1), Hardy [33] says:

“The integral has properties similar to those of the integral by means of which I proved recently that $\zeta(s)$ has an infinity of zeros on the line $\sigma = 1/2$, and may be used for the same purpose.”

Note that the first equality in (1.1.1) is of the form $F(\alpha) = F(\beta)$ for $\alpha \beta = 1$.

The integrals involving the Riemann $\Xi$-function under the sign of integration may provide new avenues toward understanding the Riemann Hypothesis (RH) as anticipated by Hardy in his quote at the beginning of this section. Indeed, consider the well-known result [61, p. 36, Equation (2.16.1)]

$$
\int_0^\infty \Xi(t) \cos(xt) \, dt = 2\pi^2 \sum_{n=1}^\infty \left(2\pi n^4 e^{-9n^2/2} - 3n^2 e^{-5n^2/2}\right) \exp\left(-n^2 \pi e^{-2x}\right). 
$$

(1.1.7)

By Fourier inversion, we can write

$$
\Xi(t) = 2 \int_0^\infty \left(2 \sum_{n=1}^\infty \left(2\pi n^4 e^{-9n^2/2} - 3n^2 \pi e^{-5n^2/2}\right) \exp\left(-n^2 \pi e^{-2u}\right)\right) \cos(ut) \, du.
$$

(1.1.8)

By analytic continuation, the above identity is valid for complex values of $t$. We now follow the notation in [56]. Let $H_0 : \mathbb{C} \to \mathbb{C}$ be defined by $H_0(z) := \frac{1}{8} \Xi \left(\frac{z}{2}\right)$. Then (1.1.8) becomes

$$
H_0(z) = \int_0^\infty \Phi(u) \cos(zu) \, du,
$$

where

$$
\Phi(u) := \sum_{n=1}^\infty \left(2\pi n^4 e^{-9n^2/2} - 3\pi n^2 e^{-5n^2/2}\right) \exp\left(-\pi n^2 e^{-4u}\right).
$$

Observe that $\Phi$ is an even function of $u$. For $\nu \in \mathbb{R}$, de Bruijn [16] considered

$$
H_\nu(z) := \int_0^\infty e^{\nu u^2} \Phi(u) \cos(zu) \, du,
$$

and Polya [50] showed that if $H_\nu$ has purely real zeros for some $\nu$, then $H_{\nu'}$ has purely real zeros for all $\nu' > \nu$. For $\nu \geq 1/2$, de Bruijn proved that the zeros of $H_{\nu}$ are purely real. Newman [46] showed that there exists a constant $\Lambda$ with $-\infty < \Lambda \leq 1/2$ having the property that $H_{\nu}$ has purely real zeros iff $\nu \geq \Lambda$. This constant is now known as the de Bruijn–Newman constant.

Note that RH is equivalent to saying all zeros of $H_0(z)$ are real. In other words, RH will hold provided $\Lambda \leq 0$. Very recently, Rodgers and Tao [56] have shown that $\Lambda \geq 0$. Thus RH is true provided $\Lambda = 0$.

Many integrals considered in this paper have the Riemann $\Xi$-function under the sign of integration and are more general than the one in (1.1.7) in that they contain more variables. This suggests their possible applicability toward studying the important questions related to the zeros of $\zeta(s)$.
The second integral that Ramanujan studied in [54, Section 5] is

$$F(z, n) := \int_{0}^{\infty} \Gamma \left( \frac{z-1+it}{4} \right) \Gamma \left( \frac{z-1-it}{4} \right) \times \Xi \left( \frac{t+iz}{2} \right) \Xi \left( \frac{t-iz}{2} \right) \frac{\cos(nt)}{(z+1)^2 + t^2} dt,$$  

(1.1.9)

where $n \in \mathbb{R}$, and represented it in terms of equivalent integrals [54, Equations (19), (20), (21)]\(^1\), for example, he shows that for $-1 < \text{Re}(z) < 1$,

$$F(z, n) = \frac{1}{8} (4\pi)^{-\frac{1}{2}(z-3)} \int_{0}^{\infty} x^2 \left( \frac{1}{\exp(xy) - 1} - \frac{1}{x^y} \right) \times \left( \frac{\exp(xy) - 1}{x^y} - 1 \right) dx.$$  

(1.1.10)

He does not specify any connection between the integral $F(n, z)$ and the corresponding one in (1.1.1). However, it was shown in [23, Section 6] that they are related through “squaring of the functional equation” of $\zeta(s)$. Recently, Darses and Hillion [15] have evaluated an integral similar in appearance to the $z = 0$ case of the right-hand side of (1.1.10), namely,

$$\int_{0}^{\infty} \left( \frac{1}{e^{mx} - 1} - \frac{1}{mx} \right) \left( \frac{1}{e^{kx} - 1} - \frac{1}{kx} \right) dx,$$

where $m$ and $k$ are coprime. Its evaluation is in terms of cotangent sums. Their result arises in their study of a probabilistic version of the Nyman–Beurling criterion for RH.

Regarding the special case $z = 0$ of the above integral, Hardy [33] says, “the properties of this integral resemble those of one which Mr. Littlewood and I have used, in a paper to be published shortly in Acta Mathematica to prove that\(^2\)

$$\int_{-T}^{T} \left| \zeta \left( \frac{1}{2} + ti \right) \right|^2 \frac{dt}{2} \sim \frac{2}{\pi} T \log T \quad (T \to \infty).$$

In his Lost Notebook [55, p. 220], Ramanujan found an exquisitely beautiful result linked to this special case $z = 0$ of the integral in (1.1.9), namely, if $\psi(s) = \Gamma'(s)/\Gamma(s)$, $\gamma$ denotes Euler’s constant and

$$\mathfrak{F}(\alpha) := \sqrt{\alpha} \left( \sum_{m=1}^{\infty} \left( -\psi(m\alpha) + \log(m\alpha) - \frac{1}{2m\alpha} \right) - \frac{\gamma - \log(2\pi \alpha)}{2\alpha} \right),$$

then

$$\mathfrak{F}(\alpha) = \mathfrak{F}(\beta) = \frac{1}{\pi^{3/2}} \int_{0}^{\infty} \Gamma \left( \frac{-1+it}{4} \right) \Gamma \left( \frac{-1-it}{4} \right) \Xi \left( \frac{t}{2} \right) \frac{\cos \left( \frac{1}{2} t \log \alpha \right)}{1 + t^2} dt.$$  

(1.1.11)

The reader is referred to [9] and [17] for proofs of this result. The extra variable $z$ in (1.1.9), however, suggests that the above result can be generalized. Indeed, the following generalization of (1.1.11) was obtained in [18, Theorem 1.4] (see also [19, Theorem 1.5]).

Let

$$\mathcal{F}(z, \alpha) := \alpha^{z+1} \left( \sum_{m=1}^{\infty} \left( \psi(z+1, m\alpha) - \frac{1}{z} \frac{(m\alpha)^{-z}}{z} - \frac{1}{2} (m\alpha)^{-z-1} \right) - \frac{\zeta(z+1)}{2\alpha^{z+1}} - \frac{\zeta(z)}{\alpha} \right),$$

\(^1\)See [18, Theorem 1.2] for the corrected versions of equations (19) and (21) of [54].

\(^2\)Note that there is a typo in this formula in that $\pi$ should not be present.
where $\zeta(s,x)$ is the Hurwitz zeta function, defined for $\text{Re}(s) > 1$ and $x \in \mathbb{C} \setminus (\mathbb{R}^- \cup \{0\})$, by
\[
\zeta(s,x) := \sum_{n=0}^{\infty} \frac{1}{(n+x)^s}.
\]
Then for $-1 < \text{Re}(z) < 1$,
\[
F(z, \alpha) = F(z, \beta) = \frac{2^2 \pi^{z-3}}{\Gamma(z+1)} \int_0^{\infty} \Gamma \left( \frac{z-1+it}{4} \right) \Gamma \left( \frac{z-1-it}{4} \right) \Xi \left( \frac{t+iz}{2} \right) \times \Xi \left( \frac{t-iz}{2} \right) \cos \left( \frac{1}{2} t \log \alpha \right) \frac{t}{(z+1)^2 + t^2} dt.
\]

Before commencing the main topic which led to this work, we turn our attention to the general theta transformation, also known as Jacobi’s imaginary transformation [64, p. 475]. This transformation, along with the corresponding integral involving $\Xi(t)$ which was obtained in [20, Theorem 1.2], together generalize (1.1.4) and (1.1.6). For $\alpha = 1$, $\text{Re}(\alpha^2) > 0$, $\text{Re}(\beta^2) > 0$, and $w \in \mathbb{C}$, this general theta transformation is given by
\[
\sqrt{\alpha} \left( e^{\frac{-w^2}{2\alpha}} - e^{\frac{w^2}{\alpha}} \sum_{n=1}^{\infty} e^{-\pi \alpha^2 n^2} \cos(\pi \alpha nw) \right)
= \sqrt{\beta} \left( e^{\frac{-w^2}{2\beta}} - e^{\frac{w^2}{\beta}} \sum_{n=1}^{\infty} e^{-\pi \beta^2 n^2} \cosh(\pi \beta nw) \right)
= \frac{1}{\pi} \int_0^{\infty} \frac{\Xi(t/2)}{1 + t^2} \sqrt{\alpha, w, \frac{1 + it}{2}} dt.
\]

where
\[
\nabla(x, w, s) := \rho(x, w, s) + \rho(x, w, 1 - s),
\rho(x, w, s) := x^{1-s} e^{\frac{-w^2}{2}} \Gamma_1 \left( \frac{1 - s}{2}; \frac{1}{2}; \frac{w^2}{4} \right),
\]
with $\Gamma_1(a; c) := \sum_{n=0}^{\infty} \frac{(a)_n}{(c)_n n!}$ being the confluent hypergeometric function and $(a)_n := a(a + 1) \cdots (a + n - 1)$. Note that the first equality in (1.1.13) is of the form $F(w, \alpha) = F(iw, \beta)$, where $\alpha \beta = 1$ and $i = \sqrt{-1}$.

It would be good at this juncture to explain not only what we mean by a modular relation but also by the one with a theta structure. The theta transformation (1.1.4) is a modular transformation since the Jacobi theta function is a weight 1/2 modular form on $\Gamma_0(4)$ twisted by $\chi$, the Dirichlet character modulo 4 defined by $\chi(n) := (\frac{-1}{n}) = (-1)^{(n-1)/2}$. By a modular relation or a modular-type transformation, however, we mean a transformation of the form $F(-1/z) = F(z)$, where $z \in \mathbb{H}$ (the upper-half plane). The $F$ in such a relation may not be governed by $z \rightarrow z + 1$. A generalized modular relation or a generalized modular-type transformation is the one which involves additional variable(s) besides $z$.

As explained in [21], any generalized modular relation may be recast in an equivalent form governed by the relation $\alpha \rightarrow \beta$, where $\alpha \beta = 1$ and $\text{Re}(\alpha) > 0$, $\text{Re}(\beta) > 0$. Thus, while the transformations in (1.1.4) and (1.1.13) are generalized modular relations coming from modular forms, the ones in (1.1.11) and (1.1.12) are only modular relations.
Generalized modular relations have many applications in analytic number theory, special functions and asymptotics. See [21] for a survey on them as well as for the necessary references.

A modular relation with a theta structure is the one in which the associated function, say \( F(w, \alpha) \), becomes invariant only when \( \alpha \) and \( w \) are simultaneously replaced by \( \beta \) and \( iw \) respectively. The prototypical example of this is (1.1.13). Several other examples can be found in [20].

The present work arose from answering the question - can one superimpose the theta structure on (1.1.12), that is, can one obtain a generalized modular relation of the form \( F(z, w, \alpha) = F(z, iw, \beta) \), where \( \alpha \beta = 1 \), which reduces to (1.1.12) when \( w = 0 \)? One reason why one may be interested in doing so is because, that would pave away toward obtaining a new Jacobi form. Loosely speaking, a Jacobi form is a function \( f : \mathbb{H} \times \mathbb{C} \to \mathbb{C} \) which is modular in the first variable and elliptic in the second. Note that the Jacobi theta function in (1.1.13) is a prototypical example of a Jacobi form.

One of the goals of this paper, indeed, is to obtain a relation of the form \( F(z, w, \alpha) = F(z, iw, \beta) \) generalizing (1.1.12). This transformation is given in Theorem 1.1.5. It is then used to evaluate a generalization of the integral in (1.1.9) (see Theorem 1.1.6).

The motivation for this work arose from the fact that answering a similar question in [24] in the context of the Ramanujan–Guinand formula (2.1.2) led us to its interesting generalization of the form \( F(z, w, \alpha) = F(z, iw, \beta) \) which is given in (2.1.4). The importance of having such a generalization is clear from the fact that the Ramanujan–Guinand formula itself is equivalent to the functional equation of the non-holomorphic Eisenstein series on \( SL_2(\mathbb{Z}) \) as can be seen, for example, from [12]. The framework in which this generalization lies is explained in detail in Sect. 2.

The modular relation of the form \( F(z, w, \alpha) = F(z, iw, \beta) \) generalizing (1.1.12) which we obtain in Theorem 1.1.5 contains a special feature—it involves a new generalization of the Hurwitz zeta function \( \zeta(s, a) \). The second goal of this paper is to develop the theory of this generalized Hurwitz zeta function.

Let \( \mathfrak{B} := \{ \xi : \text{Re}(\xi) = 1, \text{Im}(\xi) \neq 0 \} \). We define the generalized Hurwitz zeta function for \( w \in \mathbb{C} \setminus \{0\} \), \( \text{Re}(s) > 1 \) and \( a \in \mathbb{C} \setminus \mathfrak{B} \) by

\[
\zeta_w(s, a) := \frac{4}{w^2 \sqrt{\pi} \Gamma\left(\frac{s+1}{2}\right)} \sum_{n=1}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{(uv)^{s-1} e^{-(u^2+v^2)} \sin(wv) \sinh(wu)}{(n^2u^2 + (a-1)^2v^2)^{s/2}} \, du \, dv.
\]

(1.1.14)

Even though the definition may look intimidating at first glance, we hope to convince the reader that it is indeed an interesting new object satisfying a beautiful theory! This is owing to the fact that it naturally arises while generalizing (1.1.12), and is not concocted artificially. The first conspicuous appearance of this generalized Hurwitz zeta function is seen while evaluating a generalization of (1.1.12) as can be observed in (9.2.17). Another interesting fact is that, even though the double integral in the summand cannot be evaluated in closed-form in general, we are still able to develop the theory of \( \zeta_w(s, a) \). We will see in Theorem 1.1.2 that the Hurwitz zeta function \( \zeta(s, a) \) is just the constant term in the power series expansion of \( \zeta_w(s, a) \) around \( w = 0 \).

The series in (1.1.14) converges absolutely for \( \text{Re}(s) > 1 \). This is easy to see since the summand is \( O_{w,a}(n^{-\text{Re}(s)}) \) as \( n \to \infty \). Note that we require \( a \notin \mathfrak{B} \), for, otherwise, the
branch of logarithm in \((n^2u^2 + (a - 1)^2v^2)^{1/2}\) becomes multi-valued. In the case of the Hurwitz zeta function \(\zeta(s, a)\), one has to omit all non-positive real numbers to avoid it being multi-valued.

Note that \(w = 0\) is actually a removable singularity of \(\zeta_{w}(s, a)\) since the power series expansion of \(\frac{\sin(wv)\sinh(wu)}{w^2}\) around \(w = 0\) starts with 1. Hence, for \(\text{Re}(s) > 1\), by \(\zeta_{0}(s, a)\), we mean
\[
\zeta_{0}(s, a) = \lim_{w \to 0} \zeta_{w}(s, a).
\]

Indeed, from the fact that the summand in the series definition of \(\zeta_{w}(s, a)\) in (1.1.14) is \(O(w, a) = \left(\frac{n}{n^2 + (a - 1)^2v^2}\right)^2\) as \(n \to \infty\), we can interchange the order of \(\lim_{w \to 0}\) and summation. Also, the exponential decay of the integrand of the double integral as \(u, v \to \infty\) allows us to interchange the order of \(\lim_{w \to 0}\) and integration.

As will be seen in Theorem 1.1.2 below, \(\zeta_{0}(s, a)\) is the familiar Hurwitz zeta function.

Our first result is

**Theorem 1.1.1** Let \(w \in \mathbb{C}\) and let \(a \in \mathbb{R}\). Then the generalized Hurwitz zeta function \(\zeta_{w}(s, a)\) is analytic in \(\text{Re}(s) > 1\).

The generalized Hurwitz zeta function \(\zeta_{w}(s, a)\) is the first-of-its-kind generalization of \(\zeta(s, a)\) which, for \(\text{Re}(s) > 1\), is symmetric about the line \(a = 1\), that is,
\[
\zeta_{w}(s, 2 - a) = \zeta_{w}(s, a).
\]

Moreover, it is an even function of \(w\).

For \(a = 1\) and \(\text{Re}(s) > 1\), \(\zeta_{w}(s, a)\) reduces (essentially) to \(\zeta(s)\) since
\[
\zeta_{w}(s, 1) = \frac{4}{w^2\sqrt{\pi}} \sum_{n=1}^{\infty} \frac{1}{n^2} \int_{0}^{\infty} \int_{0}^{\infty} \frac{v^2 - 1}{u} e^{-(u^2 + v^2)} \sin(wv)\sinh(wu) du dv
\]
\[
= \frac{\sqrt{\pi}}{w} \text{erfi}\left(\frac{w}{2}\right)_{1}^{1} F_{1}\left(1 + \frac{s}{2}; \frac{3}{2}; -\frac{w^2}{4}\right) \zeta(s),
\]
as shown in Sect. 4.1. Here \(\text{erfi}(w)\) is the imaginary error function defined by
\[
\text{erfi}(w) := \frac{2}{\sqrt{\pi}} \int_{0}^{w} e^{-t^2} dt = \frac{2w}{\sqrt{\pi}} e^{w^2} _{1} F_{1}\left(1; \frac{3}{2}; -w^2\right).
\]

We also note the definition of the error function \(\text{erf}(w)\):
\[
\text{erf}(w) := \frac{2}{\sqrt{\pi}} \int_{0}^{w} e^{-t^2} dt = \frac{2w}{\sqrt{\pi}} e^{-w^2} _{1} F_{1}\left(1; \frac{3}{2}; w^2\right).
\]

From (1.1.17),
\[
\lim_{w \to 0} \zeta_{w}(s, 1) = \zeta(s).
\]
The analytic properties of \(\zeta_{w}(s, 1)\) are studied in Sect. 4.1. However, the more important case \(0 < a < 1\) is dealt in the remainder of that section. In Sect. 4, the following result is established too.
Theorem 1.1.2 For \( \text{Re}(s) > 1 \),
\[
\zeta_0(s, a) = \begin{cases} 
\zeta(s, a) & \text{if } \text{Re}(a) > 1, \\
\zeta(s, 2 - a) & \text{if } \text{Re}(a) < 1.
\end{cases}
\] (1.1.20)

The theory of any zeta function is fruitless unless one analytically continues the function beyond \( \text{Re}(s) > 1 \). We show in this paper that \( \zeta_w(s, a) \) admits analytic continuation to \( \text{Re}(s) > -1, s \neq 1 \), as can be seen from the following theorem. Before stating it, however, we recall the definition of Bessel function of the first kind be [63, p. 40]:
\[
J_\nu(z) := \sum_{m=0}^{\infty} \frac{(-1)^m(z/2)^{2m+\nu}}{m! \Gamma(m+1+\nu)}, \quad |z| < \infty.
\] (1.1.21)

Also, we will be working only with real \( a \) from now onward, and that too such that \( 0 < a < 1 \).

Theorem 1.1.3 Let \( 0 < a < 1 \) and \( w \in \mathbb{C} \). The generalized Hurwitz zeta function \( \zeta_w(s, a) \) can be analytically continued to \( \text{Re}(s) > -1 \) except for a simple pole at \( s = 1 \). The residue at this pole is
\[
e^{-\frac{w^2}{4}} \frac{1}{\sqrt{\pi}} \bar{F}_1(1; 3/2; -\frac{w^2}{4}) = \frac{\pi}{w^2} e^{-\frac{w^2}{4}} \text{erfi}\left(\frac{w}{2}\right),
\] (1.1.22)
where \( \text{erfi}(w) \) is defined in (1.1.18). Moreover near \( s = 1 \), we have
\[
\zeta_w(s, a + 1) = \frac{e^{\frac{w^2}{4}} \bar{F}_1(1; 3/2; -\frac{w^2}{4})}{s-1} - \psi_w(a + 1) + O_w(a(|s - 1|)),
\] (1.1.23)
where \( \psi_w(a) \) is a new generalization of the digamma function \( \psi(a) \) defined by
\[
\psi_w(a) := \frac{4}{w^2} \frac{1}{\sqrt{\pi}} \int_0^\infty \int_0^\infty \int_0^\infty \frac{e^{-(u^2+v^2+s)}}{u} \sin(wu) \sinh(wv) \left(1 - \frac{1}{1-e^{-x}}\right) dx \, du \, dv.
\] (1.1.24)

The above function \( \psi_w(a) \) generalizes the digamma function \( \psi(a) \) which is the constant coefficient in the Laurent series expansion of \( \zeta(s, a) \). See (1.1.30) and Corollary 5.2.1.

The analytic continuation of \( \zeta_w(s, a) \) to \( \text{Re}(s) > -1, s \neq 1 \), is not straightforward as in the case of \( \zeta(s, a) \). For example, Hermite’s formula for \( \zeta(s, a) \) given for \( s \in \mathbb{C}\setminus\{1\} \) and \( \text{Re}(a) > 0 \) by [48, p. 609, Formula 25.11.27]
\[
\zeta(s, a) = \frac{a^{-s}}{2} + \frac{a^{1-s}}{s-1} + 2 \int_0^\infty \frac{\sin \left( s \tan^{-1} \left( \frac{\zeta}{a} \right) \right) \sinh(wu)}{(e^{2\pi y} - 1)(y^2 + a^2)^{z}} dy
\] (1.1.25)
gives analytic continuation of \( \zeta(s, a) \) in \( \mathbb{C}\setminus\{1\} \) at once since the integral on the right-hand side is an entire function of \( s \). However, as will be shown in Sect. 5, the generalization of the above formula in the setting of \( \zeta_w(s, a) \) which we state in the theorem below gives analytic continuation only in \( \text{Re}(s) > -1, s \neq 1 \) owing to the fact that the triple integral in the theorem is analytic only in \( -1 < \text{Re}(s) < 2 \) (see Lemma 5.1.1).

The aforementioned generalization of Hermite’s formula is contained in the following theorem which is initially proved for \( 1 < \text{Re}(s) < 2 \).
Theorem 1.1.4  Let $A_w(z)$ be defined by

$$A_w(z) := \frac{\sqrt{\pi}}{w} \text{erf}\left(\frac{w}{2}\right) \left(1 + \frac{z}{2i} \frac{3}{2} \frac{w^2}{4}\right)$$

$$= e^{-\frac{w^2}{4}} \left(1 + \frac{z}{2i} \frac{3}{2} \frac{w^2}{4}\right).$$

(1.1.26)

Then for $a > 0$ and $1 < \text{Re}(s) < 2$,

$$\zeta_w(s, a + 1) = -\frac{a^{-s}}{2} A_w(s - 1) + \frac{a^{1-s}}{s-1} A_w(1-s) + \frac{2^{s+2}a^{1-s}}{w^2\Gamma(1-\frac{s}{2})\Gamma(s)}$$

$$\times \int_0^\infty \int_1^\infty \int_0^\infty \frac{t^{s-2}e^{-(w^2+t^2)}}{(\frac{w^2+t^2}{\pi})^{1/2}((t^2-1)^{1/2})} \sin(wv) \sinh(wu) \sinh(wv) \sinh(wu) \, dv \, dt \, du.$$  

(1.1.27)

In Lemma 5.1.1, we show that the triple integral on the right-hand side of (1.1.27) is analytic in $-1 < \text{Re}(s) < 2$. Since the first expression on the right-hand side of (1.1.27) is entire in $s$, and the second is analytic in $\mathbb{C}\setminus\{1\}$, we see that (1.1.27) and Lemma 5.1.1 give analytic continuation of $\zeta_w(s, a)$ in $-1 < \text{Re}(s) \leq 1, s \neq 1$ upon defining $\zeta_w(s, a + 1)$ to be the right-hand side of (1.1.27) in this region.

Remark 1  It is clear from Theorem 1.1.3 and the discussion following it that the first equality in Theorem 1.1.2 now holds for $s$ such that $\text{Re}(s) > -1$ and $1 < a < 2$, that is,

$$\zeta_0(s, a) = \zeta(s, a)$$

(1.1.28)

since the right-hand side of (1.1.27) for $w = 0$ reduces to that of (1.1.25) as can be seen from Lemma 4.2.31 below.

Remark 2  The reader may have noticed that in passing from Theorems 1.1.1 and 1.1.2 to Theorems 1.1.3 and 1.1.4, we have switched from stating results for $\zeta_w(s, a)$ to doing the same for $\zeta_w(s, a + 1)$. The reason for doing so is now explained. Firstly, in view of (1.1.28) and to recover the known results for $\zeta(s, a)$ from ours, if we let $0 < a < 1$, then we are forced to work with $\zeta_w(s, a + 1)$. Secondly, we are unable to find a relation between $\zeta_w(s, a + 1)$ and $\zeta_w(s, a)$ that would contain the relation \[ \text{[48, p. 607, Formula 25.11.3]} \]

$$\zeta(s, a) = \zeta(s, a + 1) + a^{-s} \quad (s \in \mathbb{C}, \ 0 < a \leq 1)$$

(1.1.29)

for $\text{Re}(s) > -1$ as its special case. However, stating the results for $\zeta_w(s, a + 1)$ causes no loss of generality, and hence in the sequel too we state most of the results for $\zeta_w(s, a + 1)$ with $0 < a < 1$ rather than for $\zeta_w(s, a)$ with $0 < a < 1$.

Since $J_0(-x) = J_0(x)$, as can be seen from (1.1.21), $\psi_w(a)$ defined in (1.1.24) satisfies

$$\psi_w(a) = \psi_w(2-a).$$

Similar to the case of $\zeta_w(s, a)$ for $\text{Re}(s) > 1$, we see that $\psi_w(a)$ also has a removable singularity at $w = 0$. Hence by $\psi_0(a)$, we mean\(^3\)

$$\psi_0(a) = \lim_{w \to 0} \psi_w(a).$$

\(^3\)The interchange of the order of $\lim_{w \to 0}$ and integration can be easily justified.
That
\[ \psi_0(a) = \begin{cases} \psi(a) & \text{if } \Re(a) > 1, \\ \psi(2-a) & \text{if } \Re(a) < 1 \end{cases} \quad (1.1.30) \]
is derived in Sect. 6. It is natural that \( \psi_w(a) \) turns out to be a triple integral since \( \psi(a) \) is given by a single integral [30, p. 911, Formula 8.361.1], namely for \( \Re(a) > 0 \),
\[ \psi(a) = \int_0^\infty \left( \frac{e^{-x}}{x} - \frac{e^{-ax}}{1-e^{-x}} \right) \, dx, \quad (1.1.31) \]
and, as can be seen from (4.2.2) below, the residue of \( \zeta_w(s, a) \) at \( s = 1 \) itself is a double integral!

Now that we have stated the basic properties of \( \zeta_w(s, a) \), we give below the generalized modular relation of the form \( F(z, w, \alpha) = F(z, iw, \beta) \), where \( \zeta_w(s, a) \) appears naturally. This result along with the one following it generalizes Theorem 1.5 from [19], that is, (1.1.12). To prove it, however, it is first necessary to obtain a generalized modular-type transformation between two triple integrals (see Theorem 9.1.1 below). The following theorem is then derived from it.

**Theorem 1.1.5** Let \( \zeta_w(s, a) \) be the generalized Hurwitz zeta function\(^4\). Let \( w \in \mathbb{C} \), \(-1 < \Re(z) < 1 \) and \( x > 0 \). Define \( \varphi_w(z, x) \) by
\[ \varphi_w(z, x) := \zeta_w(z + 1, x + 1) + \frac{1}{2} A_w(z) x^{2-z-1} - A_{iw}(-z) x^{-z} \quad (1.1.32) \]
where \( A_w(z) \) is defined in (1.1.26). Then for \( \alpha, \beta > 0 \) and \( \alpha \beta = 1 \), we have
\[ \alpha^{z+1} \left( \sum_{m=1}^\infty \varphi_w(z, m\alpha) - \frac{\zeta(z+1) A_w(z)}{2\alpha z+1} - \frac{\zeta(z) A_w(-z)}{\alpha z} \right) \]
\[ = \beta^{z+1} \left( \sum_{m=1}^\infty \varphi_{iw}(z, m\beta) - \frac{\zeta(z+1) A_{iw}(z)}{2\beta z+1} - \frac{\zeta(z) A_{iw}(-z)}{\beta z} \right). \quad (1.1.33) \]
The above theorem leads to the following integral evaluation.

**Theorem 1.1.6** Let \( \alpha > 0 \), \( w \in \mathbb{C} \) and \(-1 < \Re(z) < 1 \). Let \( A_w(z) \) and \( \varphi_w(z, x) \) be defined by (1.1.26) and (1.1.32), respectively. Define
\[ \Delta_2(x, z, w, s) := \omega(x, z, w, s) + \omega(x, z, w, 1-s), \]
\[ \omega(x, z, w, s) := e^{w^2} x^\frac{1-s}{2} \]
\[ \times 1F_1 \left( 1 - \frac{s+z}{2}; \frac{3}{2}; -\frac{w^2}{4} \right) \]
\[ \times 1F_1 \left( 1 - \frac{s-z}{2}; \frac{3}{2}; -\frac{w^2}{4} \right), \quad (1.1.34) \]
and
\[ F(z, w, \alpha) := \alpha^{z+1} \left( \sum_{m=1}^\infty \varphi_w(z, m\alpha) - \frac{\zeta(z+1) A_w(z)}{2\alpha z+1} - \frac{\zeta(z) A_w(-z)}{\alpha z} \right). \]

\(^4\)Note that \( \zeta_w(s, a) \) is defined for \( \Re(s) > 1 \) by (1.1.14), and for \(-1 < \Re(s) \leq 1 \), \( s \neq 1 \), by (1.1.27). The latter is inferred from the paragraph following (1.1.27).
Then
\[
\frac{2^{s-1} \pi^{\frac{s-3}{2}}}{\Gamma(z+1)} \int_0^\infty \gamma \left( \frac{z-1+it}{4} \right) \gamma \left( \frac{z-1-it}{4} \right) \\
\times \Xi \left( \frac{t+iz}{2} \right) \Xi \left( \frac{t-iz}{2} \right) \frac{\Delta_2(a, \frac{z}{2}, w, \frac{1+it}{2})}{(z+1)^2 + t^2} dt \\
= \mathcal{F}(z, w, a).
\]

(1.1.35)

**Remark 3**  Employing (3.1.7) below, it is easy to see that \[ \Delta_2 \left( \beta, \frac{z}{2}, iw, \frac{1+it}{2} \right) = \Delta_2 \left( a, \frac{z}{2}, w, \frac{1+it}{2} \right). \]

The analysis which leads to the generalized modular relation and the integral evaluation in Theorems 1.1.5 and 1.1.6 rests upon two theories—first, the theory of another new special function which is a new generalization of the modified Bessel function \( K_z(x) \) (different from (2.1.6)) and second, the theory of functions reciprocal in a kernel consisting of Bessel functions. The latter is developed in Sect. 7. Note that the modified Bessel function of the second kind of order \( z \) is defined by [63, p. 78, eq. (6)]

\[
K_z(x) := \frac{\pi}{2 \sin \pi z} (I_z(x) - I_{-z}(x)),
\]

(1.1.36)

where \( I_z(x) \) is the modified Bessel function of the first kind of order \( z \) given by [63, p. 77]

\[
I_z(x) := \begin{cases} 
  e^{-\frac{1}{2} \pi i} J_z(e^{\frac{1}{2} \pi i} x) & \text{if } -\pi < \arg x \leq \frac{\pi}{2}, \\
  e^{\frac{1}{2} \pi i} J_z(e^{-\frac{1}{2} \pi i} x) & \text{if } \frac{\pi}{2} < \arg x \leq \pi.
\end{cases}
\]

Our generalization of \( K_z(x) \) is defined for \( z, w \in \mathbb{C}, x \in \mathbb{C}\setminus\{x \in \mathbb{R} : x \leq 0\} \) and \( c := \text{Re}(s) > -1 \pm \text{Re}(z) \) by

\[
1_{K_z,w}(x) := \frac{1}{2\pi i} \int_{\gamma_c} \Gamma \left( \frac{1+s-z}{2} \right) \Gamma \left( \frac{1+s+z}{2} \right) \mathcal{F}_1 \left( \frac{1+s-z}{2}, \frac{3}{2}, -\frac{w^2}{4} \right) \\
\times \mathcal{F}_1 \left( \frac{1+s+z}{2}, \frac{3}{2}, -\frac{w^2}{4} \right) 2^{s-1} x^{-s} ds,
\]

(1.1.37)

where, here, and throughout the paper, \( \gamma_c \) is used to denote the line integral \( \gamma_c = [c+\infty, c] \), \( c \in \mathbb{R} \).

It is clear that \( 1_{K_z,w}(x) \) is an even function in both variables \( z \) and \( w \). When \( w = 0 \),

\[
1_{K_z,0}(x) := \frac{1}{2\pi i} \int_{\gamma_c} \Gamma \left( \frac{1+s-z}{2} \right) \Gamma \left( \frac{1+s+z}{2} \right) 2^{s-1} x^{-s} ds \\
= x K_z(x),
\]

(1.1.38)

where the last equality follows by replacing \( s \) by \( s + 1 \) in the well-known formula [47, p. 115, Formula 11.1], namely, for \( c := \text{Re}(s) > \pm \text{Re}(z), \)

\[
\frac{1}{2\pi i} \int_{\gamma_c} 2^{s-2} \Gamma \left( \frac{s}{2} - \frac{z}{2} \right) \Gamma \left( \frac{s}{2} + \frac{z}{2} \right) x^{-s} ds = K_z(x).
\]

(1.1.39)

While the theory of \( 1_{K_z,w}(x) \) is developed in Sect. 8, we record below an integral representation for it. The special case \( w = 0 \) of it was first considered by Hardy [31] in his research on the Epstein zeta-function.
Theorem 1.1.7 For \( z, w \in \mathbb{C} \) and \( |\arg x| < \frac{\pi}{4} \), we have

\[
1K_{z,w}(2x) = \frac{2^{x-z}}{w^z} \int_0^\infty u^{2z-1} e^{-u^2-x^2/u^2} \sin(wu) \sin\left(\frac{wx}{u}\right) \, du. \tag{1.1.40}
\]

The two new special functions, \( \zeta_{w}(s,a) \) and \( 1K_{z,w}(x) \), that we have introduced in this paper are connected by means of the following relation.

Theorem 1.1.8 For \( w \in \mathbb{C}, a > 0 \) and \( 1 < \text{Re}(s) < 2 \), we have

\[
\zeta_{w}(s,a+1) = \frac{2^{s+1} \pi^\frac{1}{2} e^{-\frac{w^2}{4}}}{a^{\frac{s}{2}} \Gamma\left(1-\frac{s}{2}\right) \Gamma(s)} \int_1^\infty \int_0^\infty \frac{\left(tx\right)^{\frac{s}{2}} iK_{x,w}^{-1}(2\pi atx)}{(t^2-1)^{\frac{s}{2}} (e^{2\pi tx}-1)} \, dx \, dt.
\]

2 Motivation behind the project

The transformation of the type (1.1.4) which is equivalent to the result obtained by squaring the functional equation of \( \zeta(s) \) was found by Koshliakov [39, p. 32]. For

\[
F(z,\alpha) := \frac{\sqrt{\alpha}}{\alpha \pi} \int_{0}^{\infty} 2z \left(\frac{t}{2}\right) \cos\left(\frac{1}{2} t \log \alpha\right) \frac{\cos \left(\frac{1}{2} t \log \alpha\right)}{(1 + t^2)^{2}} \, dt.
\]

It is well-known [12, p. 60] that the first equality in (2.1.2) is equivalent to the functional equation of the non-holomorphic Eisenstein series on \( SL_2(\mathbb{Z}) \). Koshliakov’s aforementioned formula is obtained by letting \( z \to 0 \) in (2.1.2).

The natural question that could be asked here is, can one superimpose the theta structure on (2.1.2)? In other words, does there exist a transformation of the form \( F(z, w, \alpha) = F(z, iw, \beta) \) whose special case is (2.1.2)?
This question was affirmatively answered in [24, Theorems 1.3, 1.5], where the following result was obtained for $w \in \mathbb{C}$ and $-1 < \text{Re}(z) < 1^5$:

$$
F(z, w, \alpha) = F(z, iw, \beta) = -\frac{16}{\pi} \int_0^\infty \Xi \left( \frac{t + iz}{2} \right) \Xi \left( \frac{t - iz}{2} \right) \frac{\nabla_2 \left( \alpha, \frac{z}{2}, w, \frac{1+it}{2} \right)}{(t^2 + (z + 1)^2)(t^2 + (z - 1)^2)},
$$

(2.1.4)

where

$$
F(z, w, \alpha) = \sqrt{\alpha} \left( \frac{z}{2} \right) \zeta(z) \pi^{-\frac{z}{2}} \alpha^{-\frac{1}{2}} 1F_1 \left( \frac{1 - z}{2}, \frac{1}{2}; \frac{w^2}{4} \right)
$$

$$
- 4 \sum_{n=1}^{\infty} \sigma_{-z}(n) n^z e^{-\frac{w^2}{4}} K_{\frac{z}{2},iw}(2\pi n \alpha)
$$

$$
+ \Gamma \left( -\frac{z}{2} \right) \zeta(-z) \pi^{-\frac{z}{2}} \alpha^{-\frac{1}{2}} 1F_1 \left( \frac{1 + z}{2}, \frac{1}{2}; \frac{w^2}{4} \right),
$$

(2.1.5)

Here $K_{z,w}(x)$ is the generalized modified Bessel function defined for $z, w \in \mathbb{C}$, $x \in \mathbb{C} \setminus \{x \in \mathbb{R} : x \leq 0\}$ and $c := \text{Re}(s) > \pm \text{Re}(z)$ by [24, Equation (1.3)]

$$
K_{z,w}(x) := \frac{1}{2\pi i} \int_{(c)} \Gamma \left( \frac{s - z}{2} \right) \Gamma \left( \frac{s + z}{2} \right) 1F_1 \left( \frac{s - z}{2}, \frac{1}{2}; \frac{-w^2}{4} \right)
$$

$$
\times 1F_1 \left( \frac{s + z}{2}, \frac{1}{2}; \frac{-w^2}{4} \right) 2^{s-2} x^{-s} ds,
$$

(2.1.6)

and

$$
\nabla_2(x, z, w, s) := \rho(x, z, w, s) + \rho(x, z, w, 1 - s),
$$

$$
\rho(x, z, w, s) := e^{\frac{w^2}{4} x^{-\frac{s-1}{2}}} 1F_1 \left( \frac{1 - s - z}{2}, \frac{1}{2}; \frac{-w^2}{4} \right) 1F_1 \left( \frac{1 - s + z}{2}, \frac{1}{2}; \frac{-w^2}{4} \right).
$$

The surprising thing is, each of the expressions in (2.1.3) is just the first term in the series expansion of the corresponding one in (2.1.5). In the same paper [24], the new special function $K_{z,w}(x)$ is shown to satisfy a theory whose richness is comparable to that of the modified Bessel function $K_{z}(x)$.

Thus, in view of the fact that (1.1.11) and (1.1.12) are analogous to (2.1.1) and (2.1.2), we are motivated to search for a corresponding analogue of (2.1.4).

### 3 Preliminaries

Here we collect some results from the literature that are used throughout the sequel.

The duplication and reflection formulas for the gamma function are given by [59, p. 46, Equations (3.4), (3.5)]

$$
\Gamma(s) \Gamma \left( s + \frac{1}{2} \right) = \frac{\sqrt{\pi}}{2^{2s-1}} \Gamma(2s),
$$

(3.1.1)

$$
\Gamma(s) \Gamma(1 - s) = \frac{\pi}{\sin(\pi s)} \quad (s \notin \mathbb{Z}).
$$

(3.1.2)

---

5The first equality in (2.1.4) is actually valid for $z \in \mathbb{C} \setminus \{-1, 1\}$. The condition $-1 < \text{Re}(z) < 1$ is required only for both equalities to hold. Same is the case with (2.1.2).
For $a > 0, b \in \mathbb{C}$ fixed and $|\arg(s)| < \pi - \delta$, where $\delta > 0$, Stirling’s formula for the gamma function [48, p. 141, Formula 5.11.7] is given by

$$\Gamma(as + b) \sim \sqrt{2\pi e^{-as}(as)^{as+b-1/2}}$$  \hspace{1cm} (3.1.3)

as $s \to \infty$. In the vertical strip $p \leq \sigma \leq q$, we also have [14, p. 224]

$$|\Gamma(s)| = \sqrt{2\pi |t|^\sigma - \frac{1}{2}e^{-\frac{1}{2}|t|}} \left(1 + O \left(\frac{1}{|t|}\right)\right)$$  \hspace{1cm} (3.1.4)

as $|t| \to \infty$. The functional equation (1.1.5) of $\zeta(s)$ can be alternatively written in the form

$$\zeta(1-s) = 2^{1-s}\pi^{s-1}\Gamma(s)\cos \left(\frac{\pi s}{2}\right).$$  \hspace{1cm} (3.1.6)

Kummer’s formula for the confluent hypergeometric function is given by

$$1F_1(a; c; z) = e^z_1F_1(c - a; c; -z).$$  \hspace{1cm} (3.1.7)

The error functions $\text{erfi}(w)$ and $\text{erf}(w)$ in (1.1.18) and (1.1.19) are related by

$$\text{erf}(iw) = i\text{erfi}(w).$$  \hspace{1cm} (3.1.8)

If $G(s)$ and $H(s)$ are the Mellin transforms of $g(x)$ and $h(x)$ respectively, then Parseval’s identity [49, p. 83, Equation (3.1.13)] reads

$$\int_0^\infty g(x)h \left(\frac{u}{x}\right) \frac{dx}{x} = \frac{1}{2\pi i} \int_{(c)} G(s)H(s)u^{-s}ds,$$  \hspace{1cm} (3.1.9)

whenever the following conditions hold with $t = \text{Im}(s)$:

$$\int_0^\infty x^{-c-t}h(u/x) \frac{dx}{x} \in L(-\infty, \infty) \text{ and } x^{c-1}g(x) \in L(0, \infty).$$  \hspace{1cm} (3.1.10)

A variant of this formula is [49, p. 83, Equation (3.1.11)]

$$\int_0^\infty g(x)h(x) \frac{dx}{x} = \frac{1}{2\pi i} \int_{(c)} G(1-s)H(s) \frac{ds}{s}.$$  \hspace{1cm} (3.1.11)

A useful inverse Mellin transform which we will need is [30, p. 507, Formula 3.952.7]

$$\frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{b}{2} a^{-\frac{1}{2}-i\frac{z}{2}} e^{-\frac{b^2}{4a}} \Gamma \left(\frac{s+1}{2}\right) 1F_1 \left(1 - \frac{s}{2}; \frac{3}{2}; \frac{b^2}{4a}\right) t^{-s} ds = e^{-at^2} \sin(bt)$$  \hspace{1cm} (3.1.12)

for $c := \text{Re}(s) > -1$ and $\text{Re}(a) > 0$. Equivalently,

$$\int_0^\infty t^{s-1}e^{-at^2} \sin(bt) dt = \frac{b}{2} a^{-\frac{1}{2}-i\frac{z}{2}} e^{-\frac{b^2}{4a}} \Gamma \left(\frac{s+1}{2}\right) 1F_1 \left(1 - \frac{s}{2}; \frac{3}{2}; \frac{b^2}{4a}\right).$$  \hspace{1cm} (3.1.13)

The following lemma will be used while proving Theorem 8.5.1.

**Lemma 3.1.1** *For $\text{Re}(s) < \text{Re}(z)$ and $0 < \text{Re}(s) < 2$, we have*

$$\int_0^\infty 2F_1 \left(1, \frac{z + 1}{2}; \frac{3}{2}; -\frac{x^2}{\pi^2 n^2}\right) x^{s-1} dx = \frac{n^2 \pi^{\frac{3}{2}+s}}{2 \sin \left(\frac{\pi s}{2}\right)} \Gamma \left(\frac{z+s}{2}\right) \Gamma \left(\frac{z}{2}\right).$$
Proof This follows from [48, p. 398, Formula 15.14.1]

\[
\int_{0}^{\infty} x F_1(a, b; c; -x) x^{s-1} dx = \frac{\Gamma(s)\Gamma(a - s)\Gamma(b - s)\Gamma(c)}{\Gamma(a)\Gamma(b)\Gamma(c - s)},
\]

which is valid for \(\min(\text{Re}(a), \text{Re}(b)) > \text{Re}(s) > 0\). \(\square\)

The following two results will be used several times in the sequel.

**Theorem 3.1.2** [59, p. 30, Theorem 2.1] Let \((a, b)\) be a given finite or an infinite interval, and let \(\{C_n(t)\}_{n=1}^{\infty}\) be a sequence of real or complex valued continuous functions, which satisfy the following conditions:

1. \(\sum_{n=0}^{\infty} C_n(t)\) converges uniformly on any compact interval in \((a, b)\).
2. At least one of the following two quantities is finite:
   \[\int_{a}^{b} \sum_{n=0}^{\infty} |C_n(t)| dt, \sum_{n=0}^{\infty} \int_{a}^{b} |C_n(t)| dt.\]

Then we have

\[
\int_{a}^{b} \sum_{n=0}^{\infty} C_n(t) dt = \sum_{n=0}^{\infty} \int_{a}^{b} C_n(t) dt.
\]

**Theorem 3.1.3** [59, p. 30, Theorem 2.1] Let \(t\) be a real variable ranging over a finite or infinite interval \((a, b)\) and \(z\) a complex variable ranging over a domain \(\Omega\). Assume that the function \(f: (\Omega \times (a, b)) \rightarrow \mathbb{C}\) satisfies the following conditions:

(i) \(f\) is a continuous function of both variables.
(ii) For each fixed value of \(t\), \(f(\cdot, t)\) is a holomorphic function of the first variable.
(iii) The integral \(F(z) = \int_{a}^{b} f(z, t) dt, z \in \Omega\), converges uniformly at both limits in any compact set in \(\Omega\).

Then \(F(z)\) is holomorphic in \(\Omega\), and its derivatives of all orders may be found by differentiating under the sign of integration.

We will be also needing the following result from Titchmarsh’s text [60, p. 25].

**Theorem 3.1.4** If \(f(x, y)\) is continuous in the rectangle \(c \leq x \leq d, m \leq y \leq n\), for all values of \(a, d\), and the integral \(\kappa(y) := \int_{c}^{d} f(x, y) dx\) converges uniformly with respect to \(y\) in the interval \((m, n)\), then \(\kappa(y)\) is a continuous function of \(y\) in this interval.

The following result from calculus of several variables [29, p. 87–88, Proposition 3.3 (iii)] is essential too.

**Theorem 3.1.5** For any \(f : [a, b] \times [c, d] \rightarrow \mathbb{R}\), if the partial derivatives \(\frac{\partial f}{\partial x}\) and \(\frac{\partial f}{\partial y}\) exist and one of them is bounded on \([a, b] \times [c, d]\), then \(f\) is continuous on \([a, b] \times [c, d]\).

Leibnitz’s rule for differentiating under the integral sign [43, p. 337–339] is given below.

**Theorem 3.1.6** Let \(f\) be a function of two variables \((v, x)\) defined for \(v \geq a\) and \(x\) in some interval \(J = [c, d], c < d\). Assume that \(\frac{\partial f}{\partial x}\) exists, and that both \(f\) and \(\frac{\partial f}{\partial x}\) are continuous. Assume that there are functions \(\phi(v)\) and \(\psi(v)\) which are \(\geq 0\), such that \(|f(v, x)| \leq \phi(v)\)
and \( \frac{\partial}{\partial x} f(v, x) \leq \psi(v) \), for all \( v, x \), and such that the integrals
\[
\int_{a}^{\infty} \phi(v) \, dv \quad \text{and} \quad \int_{a}^{\infty} \psi(v) \, dv
\]
converge. Then \( \int_{a}^{\infty} f(v, x) \, dv \) is differentiable, and
\[
\frac{d}{dx} \int_{a}^{\infty} f(v, x) \, dv = \int_{a}^{\infty} \frac{\partial}{\partial x} f(v, x) \, dv.
\]

\section{4 Theory of the generalized Hurwitz zeta function \( \zeta_{w}(s, a) \)}

The analytic properties of \( \zeta_{w}(s, a) \) are established here. We first consider the simpler case \( a = 1 \).

\subsection{4.1 The generalized Riemann zeta function \( \zeta_{w}(s, 1) \)}

This subsection is devoted to proving properties of the function \( \zeta_{w}(s, 1) \).

\textbf{Proof of (1.1.17)}: Make a change of variable \( u \to y/v \) in (4.2.1) and recall the definition of \( A_{w}(z) \) in (1.1.26) so that
\[
\int_{0}^{\infty} \int_{0}^{\infty} y^{z} v^{-\left(\nu^{2}+\nu^{2}\right)} \sin(wv) \sinh(wy) \, dy \, dv
\]
\[
= \frac{\pi w}{4} \Gamma\left(1 + \frac{z}{2}\right) \text{erf}\left(\frac{w}{2}\right) _{1}F_{1}\left(1 + \frac{z}{2}; 
\frac{3}{2}; -\frac{w^{2}}{4}\right).
\]
(4.1.1)

Now switch the roles of \( y \) and \( v \) in the above double integral and note that
\[
\int_{0}^{\infty} \int_{0}^{\infty} \frac{y^{z}}{v} e^{-\left(\nu^{2}+\nu^{2}\right)} \sin(wv) \sinh(wy) \, dy \, dv
\]
\[
= \int_{0}^{\infty} \int_{0}^{\infty} \frac{v^{z}}{y} e^{-\left(\nu^{2}+\nu^{2}\right)} \sin(wv) \sinh(wy) \, dy \, dv
\]
\[
= \int_{0}^{\infty} \int_{0}^{\infty} \frac{v^{z}}{y} e^{-\left(\nu^{2}+\nu^{2}\right)} \sin(wv) \sinh(wy) \, dy \, dv,
\]
(4.1.2)

where in the last step we applied Fubini’s theorem owing to the absolute convergence of the double integral. Equating the right-hand sides of (4.1.1) and (4.1.2), multiplying both sides by \( \frac{4}{w^{2} \sqrt{\pi} \Gamma\left(1 + \frac{z}{2}\right)} \), letting \( z = s - 1 \), replacing \( w \) by \( iw \), and using (3.1.8), we deduce that
\[
\frac{4}{w^{2} \sqrt{\pi} \Gamma\left(1 + \frac{z}{2}\right)} \int_{0}^{\infty} \int_{0}^{\infty} \frac{y^{z-1}}{y} e^{-\left(\nu^{2}+\nu^{2}\right)} \sin(wv) \sinh(wy) \, dy \, dv
\]
\[
= \frac{\sqrt{\pi}}{w} \text{erf}\left(\frac{w}{2}\right) _{1}F_{1}\left(1 + \frac{s}{2}; 
\frac{3}{2}; -\frac{w^{2}}{4}\right).
\]

This proves the second equality in (1.1.17).

\textbf{Remark 4} From (1.1.17) and the facts that \( _{1}F_{1}\left(1 + \frac{s}{2}; 
\frac{3}{2}; -\frac{w^{2}}{4}\right) \) is an entire function of \( s \) and \( \zeta(s) \) has analytic continuation in \( \mathbb{C} \setminus \{1\} \), it is clear that \( \zeta_{w}(s, 1) \) has analytic continuation in the whole \( s \)-complex plane except \( s = 1 \) given by the right-hand side of (1.1.17).

It is easy to obtain the functional equation for \( \zeta_{w}(s, 1) \). It is given in the following theorem.
Theorem 4.1.1 For $s, \omega \in \mathbb{C}$,
\[ \zeta_\omega(1 - s, 1) = 2e^{-\frac{\omega^2}{4}} \frac{\text{erfi}(\frac{\omega}{2})}{\text{erf}(\frac{\omega}{2})} \Gamma(s) \cos\left(\frac{\pi s}{2}\right) \zeta(s, 1). \quad (4.1.3) \]

Proof First let $s \neq 0, 1$. Since (1.1.17) holds for all $s \in \mathbb{C} \setminus \{1\}$,
\[ \zeta_\omega(1 - s, 1) = \frac{\sqrt{\pi}}{\omega} \text{erfi}\left(\frac{\omega}{2}\right) \cdot F_1\left(1 - s; \frac{3}{2}; -\frac{\omega^2}{4}\right) \zeta(1 - s) \]
\[ = e^{-\frac{\omega^2}{4}} \frac{\sqrt{\pi}}{\omega} \text{erfi}\left(\frac{\omega}{2}\right) F_1\left(1 + s; \frac{3}{2}; \frac{\omega^2}{4}\right) 2^{1-s} \pi^{-s} \Gamma(s) \cos\left(\frac{\pi s}{2}\right) \zeta(s) \]
\[ = 2e^{-\frac{\omega^2}{4}} \frac{\text{erfi}(\frac{\omega}{2})}{\text{erf}(\frac{\omega}{2})} \Gamma(s) \cos\left(\frac{\pi s}{2}\right) \zeta(s, 1), \]
where in the second step, we used (3.1.6) as well as (3.1.7). Now both sides of (4.1.3) have simple pole at $s = 0$ (due to $\zeta_\omega(s, 1)$ and $\Gamma(s)$). Also, even though $\zeta(s, 1)$ has a pole at $s = 1$, $\cos\left(\frac{\pi s}{2}\right)$ has a zero there. Hence we conclude that (4.1.3) holds for all $s \in \mathbb{C}$. □

4.2 The generalized Hurwitz zeta function $\zeta_\omega(s, a)$
We begin this subsection by proving Theorem 1.1.1. We first need a lemma.

Lemma 4.2.1 Let $\omega \in \mathbb{C}, n \in \mathbb{N}$ and $a \in \mathbb{R}$. Then the integral
\[ \int_0^\infty \int_0^\infty \frac{(uv)^{n-1} e^{-(u^2+v^2)} \sin(wu) \sinh(wv)}{(n^2u^2 + (a - 1)^2v^2)^{s/2}} \, du \, dv \]
is analytic for $\text{Re}(s) > 1$.

Proof This is achieved by repeatedly employing Theorem 3.1.3. Let
\[ f_n(s, u) := \frac{u^{s-1} e^{-u^2} \sinh(wu)}{(n^2u^2 + (a - 1)^2v^2)^{s/2}}. \]
We first show that $\int_0^\infty f_n(s, u) \, du$ is analytic for $\text{Re}(s) > 1$. It is easy to see that $f_n(s, u)$ is a continuous function in both $s$ and $u$ and also an analytic function of $s$ in $\text{Re}(s) > 1$. Now consider a compact subset of $\text{Re}(s) > 1$ given by
\[ \Omega := \{ s \in \mathbb{C} : 1 < \theta_1 \leq \text{Re}(s) \leq \theta_2, \gamma_1 \leq \text{Im}(s) \leq \gamma_2 \}. \]
We next show that $\int_0^\infty f_n(s, u) \, du$ converges uniformly at both the limits on compact subsets $\Omega$ of $\text{Re}(s) > 1$. Let $\epsilon > 0$ be given. Let $0 < A < B < 1$. Then
\[ \left| \int_A^B f_n(s, u) \, du \right| \leq \int_A^B \frac{\text{Re}(s)}{(nu)^{\text{Re}(s)}} |\sinh(wu)| \, du \]
\[ \leq \frac{\sinh(|w|)}{n^{\delta_1}} \int_A^B e^{-u^2} \, du \]
\[ = \frac{\sinh(|w|)}{n^{\delta_1}} \frac{\sqrt{\pi}}{2} (\text{erf}(B) - \text{erf}(A)), \]
for all $s \in \Omega$. Thus we can choose $\lambda_\epsilon$, $0 < \lambda_\epsilon < 1$, such that $\frac{\sqrt{\pi}\sinh(|w|)}{2n^{\delta_1}} (\text{erf}(B) - \text{erf}(A)) < \epsilon$ for $|A - B| < \lambda$. The uniform convergence at the upper limit can be similarly observed. Therefore by Theorem 3.1.3, integral $\int_0^\infty f_n(s, u) \, du$ is an analytic function of $s$ in $\text{Re}(s) > 1$. 
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Now we will show \( \int_0^\infty \int_0^\infty \nu^k e^{-\nu^2} \sin(\nu^2) f_c(s, u) \, du \, dv \) is analytic in \( \text{Re}(s) > 1 \).

It is clear that \( \int_0^\infty \nu^k e^{-\nu^2} \sin(\nu^2) f_c(s, u) \, du \) is continuous in \( s \) from what we just proved. To show the continuity of this integral in \( \nu \) on \( (0, \infty) \) as well, we make use of the Theorem 3.1.4. It is easy to see that \( \nu^k e^{-\nu^2} \sin(\nu^2) f_c(s, u) \, du \) is continuous on \( 0 \leq \nu \leq \kappa, \ 0 \leq \nu \leq \delta. \) Thus we need only show \( \int_0^\infty \nu^k e^{-\nu^2} \sin(\nu^2) f_c(s, u) \, du \) is uniformly convergent in \( \nu \) on \( (0, \delta) \). Let \( \epsilon > 0 \). We find an \( X_0 \) depending only on \( \epsilon \) such that for all \( \nu \in (0, \delta) \) and \( X \geq X_0 \),

\[
\left| \int_0^X \nu^k e^{-\nu^2} \sin(\nu^2) f_c(s, u) \, du - \int_0^X \nu^k e^{-\nu^2} \sin(\nu^2) f_c(s, u) \, du \right| < \epsilon.
\]

To that end,

\[
\left| \int_X^\infty \nu^k e^{-\nu^2} \sin(\nu^2) f_c(s, u) \, du \right|
\leq e^{-\nu^2} v_{\text{Re}(s)} \frac{|\sin(\nu^2)|}{\nu} \int_X^\infty u^{\text{Re}(s)-1} e^{-u^2} |\sin(u^2)| \, du
\leq \frac{\delta^{\text{Re}(s)-1}}{n^{\text{Re}(s)}} \sinh(|w|\delta) \int_X^\infty u^{\text{Re}(s)-1} e^{-u^2} |\sin(u^2)| \, du,
\]

for all \( \nu \in (0, \delta) \) and \( \text{Re}(s) > 1 \). Note that we can always find an \( X_0 \) large enough such that for \( X \geq X_0 \), we have

\[
\int_X^\infty u^{\text{Re}(s)-1} e^{-u^2} |\sin(u^2)| \, du < \epsilon, \frac{n^{\text{Re}(s)} \sinh(|w|\delta)}{\delta^{\text{Re}(s)-1}}.
\]

Therefore the integral \( \int_0^\infty \nu^k e^{-\nu^2} \sin(\nu^2) f_c(s, u) \, du \) is uniformly convergent on \( \nu \in (0, \delta) \). Hence by Theorem 3.1.4, this integral is continuous in \( \nu \) on \( (0, \delta) \) for every \( \delta > 0 \), and hence on \( (0, \infty) \). It is easy to see that condition (ii) of Theorem 3.1.3 is satisfied for \( \text{Re}(s) > 1 \). To show that the condition (iii) of Theorem 3.1.3 is also satisfied, let \( \epsilon > 0 \). Let \( 0 < \theta < \beta < 1 \). Then

\[
\left| \int_A^B \int_0^\infty \nu^k e^{-\nu^2} \sin(\nu^2) f_c(s, u) \, du \, dv \right|
\leq \int_A^B \int_0^\infty (\nu v)^k e^{-\nu^2 - v^2} |\sin(\nu v) \sin(\nu v)| \, du \, dv
\leq \int_A^B \nu^{\text{Re}(s)-1} e^{-v^2} |\sin(\nu v)| \int_0^\infty e^{-u^2} |\sin(u^2)| \, du \, dv
\leq \frac{1}{\theta_1 + 1} A_{n+1}^{\theta_1 + 1},
\]

for all \( s \in \Omega \), where \( C_w \) is a constant depending on \( w \). Therefore we can choose \( \delta, 0 < \delta < 1, \) such that \( C_w (B^\theta_1 + 1 - A^\theta_1 + 1) < \epsilon \) for \( |B - A| < \delta \). The uniform convergence at the upper limit can be similarly observed. Therefore by another application of Theorem 3.1.3, we see that the double integral \( \int_0^\infty \int_0^\infty \frac{(\nu v)^k e^{-\nu^2 - v^2} \sin(\nu v) \sin(\nu v)}{(n^2u^2 + (a-1)^2v^2)^{s/2}} \, du \, dv \) is analytic in \( \text{Re}(s) > 1 \). \( \square \)
Proof of Theorem 1.1.1} As stated in the introduction, it is easy to see that
\[
\int_0^\infty \int_0^\infty \frac{uv^{n-1}e^{-(u^2+v^2)} \sin(wv) \sinh(wu)}{(n^2u^2 + (a - 1)^2v^2)^{1/2}} \, du \, dv = \Omega_{w,a} \left( n - \text{Re}(s) \right)
\]
as \( n \to \infty \). Hence the series in (1.1.14) converges uniformly on \( \text{Re}(s) > 1 \). Since Lemma 4.2.1 implies that the above double integral is analytic in \( \text{Re}(s) > 1 \), by Weierstrass’ theorem on analytic functions, we conclude that \( \zeta_w(s, a) \) is analytic in \( \text{Re}(s) > 1 \). \( \square \)

Next, we prove a lemma which is crucial in proving not only (1.1.17) but also Theorems 1.1.3 and 1.1.6.

**Lemma 4.2.2** Let \( A_w(z) \) be defined in (1.1.26). For \( \text{Re}(z) > -2 \) and \( w \in \mathbb{C} \), we have
\[
\int_0^\infty \int_0^\infty u^{z-1}v^2 e^{-u^2(1+v^2)} \sin(wv) \sinh(wu) \, du \, dv = \frac{\sqrt{\pi} w^2}{4} \Gamma \left( 1 + \frac{z}{2} \right) A_w(z),
\]
and, for \( \text{Re}(z) > -1 \) and \( w \in \mathbb{C} \),
\[
\int_0^\infty \int_0^\infty u^{z-1}v^2 e^{-u^2(1+v^2)} \sin(wv) \sinh(wu) \, du \, dv = \frac{w^2}{4} \Gamma \left( 1 + \frac{z}{2} \right) A_{iw}(-z).
\]

**Proof** Let \( s = z + 1, a = v^2 \), and \( b = iwv \) in (3.1.13) so that for \( \text{Re}(z) > -2 \) and \( \text{Re}(v^2) > 0 \),
\[
\int_0^\infty u^z e^{-u^2v^2} \sinh(wuv) \, du = \frac{1}{2} \frac{wv^{1-z}}{wv} \Gamma \left( 1 + \frac{z}{2} \right) _1F_1 \left( 1 + \frac{z}{2} \right) \left( 1 + \frac{v^2}{2} + \frac{w^2}{4} \right),
\]
where we used (3.1.7) for simplification. Now multiply the above equation by \( v^2 e^{-v^2} \sin(wv) \) and integrate the resulting equation with respect to real \( v \) from 0 to \( \infty \) so that
\[
\int_0^\infty \int_0^\infty u^z v^2 e^{-u^2(1+v^2)} \sin(wv) \sinh(wu) \, du \, dv
\]
\[
= \frac{1}{2} \frac{wv^{1-z}}{wv} \Gamma \left( 1 + \frac{z}{2} \right) _1F_1 \left( 1 + \frac{z}{2} \right) \frac{w^2}{4} \int_0^\infty e^{-v^2} \sin(wv) \, dv
\]
\[
= \frac{\pi w^2}{4} \Gamma \left( 1 + \frac{z}{2} \right) \text{erf} \left( \frac{w}{2} \right) _1F_1 \left( 1 + \frac{z}{2} \right) \left( 1 + \frac{w^2}{4} \right),
\]
which follows from employing (3.1.13) with \( s = 0, b = w \), and \( a = 1 \), and then using (1.1.19). Equation (4.2.2) can be similarly proved. \( \square \)

To prove Theorem 1.1.2, we begin with a lemma.

**Lemma 4.2.3** For \( \text{Re}(s) > 0, n \in \mathbb{R}^+ \) and \( a \in \mathbb{C} \setminus \left\{ \xi : \text{Re}(\xi) = 1, \text{Im}(\xi) \neq 0 \right\} \), we have
\[
\frac{4}{\sqrt{\pi}} \frac{1}{\Gamma \left( \frac{1+z}{2} \right)} \int_0^\infty \int_0^\infty \frac{(uv)^{s-1}e^{-(u^2+v^2)}}{(n^2u^2 + (a - 1)^2v^2)^{1/2}} \, du \, dv = \begin{cases} (n + a - 1)^{-s} & \text{if } \text{Re}(a) > 1, \\ (n - a + 1)^{-s} & \text{if } \text{Re}(a) < 1, \\ n^{-s} & \text{if } a = 1. \end{cases}
\]

(4.2.4)
Proof The $a = 1$ case can be easily proved by noting that

$$\int_0^\infty e^{-u^2} \, du = \frac{\sqrt\pi}{2}, \quad \int_0^\infty \nu^s e^{-\nu^2} \, d\nu = \frac{1}{2} \Gamma\left(\frac{1+s}{2}\right),$$

the first of which is a well-known result and the second results from the integral representation of the Gamma function. Now assume $a \neq 1$.

We first prove the result for $1 < a < n\sqrt{2} + 1$ and later extend it to $\mathrm{Re}(a) > 1$ by analytic continuation. Employing change of variable $u = \left(\frac{(a-1)^2}{n^2}\right)^{1/4}$ in the second step below, we get

$$\int_0^\infty \frac{u^n e^{-u^2}}{(n^2 u^2 + (a-1)^2 v^2)^{n/2}} \, du = \frac{1}{n^2} \int_0^\infty \frac{e^{-u^2}}{\left(1 + \frac{(a-1)^2 v^2}{n^2}ight)^{n/2}} \, du$$

$$= \frac{(a-1)^n}{2n^{n+1}} \int_0^\infty \frac{t^{n/2} e^{-t} \left(\frac{a-1}{n^2}\right)^{n/2}}{(1+t)^{n/2}} \, dt.$$ 

From [48, p. 326, Equation (13.4.4)], for $\mathrm{Re}(b) > 0$ and $|\arg(\xi)| < \frac{\pi}{2}$,

$$U(b; c; \xi) = \frac{1}{\Gamma(b)} \int_0^\infty e^{-\xi t} t^{b-1} (1+t)^{c-b-1} \, dt,$$

where $U(b; c; \xi)$ is the Tricomi confluent hypergeometric function. Using this result with $b = \frac{\xi}{2} + 1$, $c = \frac{3}{2}$ and $\xi = \frac{(a-1)^2}{n^2}$ so that for $a > 1^6$ and $\mathrm{Re}(s) > 0$,

$$\int_0^\infty \frac{u^n e^{-u^2}}{(n^2 u^2 + (a-1)^2 v^2)^{n/2}} \, du = \frac{(a-1)^n}{2n^{n+1}} \Gamma\left(\frac{s+1}{2}\right) U\left(\frac{s+1}{2}; \frac{3}{2}; \frac{(a-1)^2 v^2}{n^2}\right).$$

This gives

$$\int_0^\infty \int_0^\infty \frac{(uv)^n e^{-(u^2+v^2)}}{(n^2 u^2 + (a-1)^2 v^2)^{n/2}} \, du \, dv$$

$$= \frac{(a-1)^n}{2n^{n+1}} \Gamma\left(\frac{s+1}{2}\right) \int_0^\infty v^{s+1} e^{-v^2} U\left(\frac{s+1}{2}; \frac{3}{2}; \frac{(a-1)^2 v^2}{n^2}\right) \, dv$$

$$= \frac{1}{4n^2} \left(\frac{n}{a-1}\right)^{s+1} \Gamma\left(\frac{s+1}{2}\right) \int_0^\infty y^{s+1} e^{-\frac{n^2 y}{a-1}} U\left(\frac{s+1}{2}; \frac{3}{2}; \frac{y}{n^2}\right) \, dy,$$  \hspace{1cm} (4.2.5)

where we again employed change of variable $\nu = \frac{n}{(a-1)^2} \sqrt{y}$. Next, from [30, p. 830, Equation (7.62.1.6)], for $\mathrm{Re}(\xi) > \frac{1}{2}$,

$$\int_0^\infty t^{b-1} U(a; c; t) e^{-\xi t} \, dt = \frac{\Gamma(b) \Gamma\left(b - c + 1\right)}{\Gamma\left(a + b - c + 1\right)} \xi^{-(b-2)} F_1\left(a, b; a+b-c+1; 1 - \frac{1}{\xi}\right).$$

Now let $b = \frac{\xi}{2} + 1$, $a = \frac{\xi}{2} + 1$, $c = \frac{3}{2}$ and $\xi = \frac{n^2}{(a-1)^2}$ in the above identity, substitute the resultant in (4.2.5), and then use (3.1.1) for simplification so that for $\frac{n}{a-1} > \frac{1}{\sqrt{2}},$

The result is, in fact, true for $\mathrm{Re}(a) > 1$. 

\footnote{This result is, in fact, true for $\mathrm{Re}(a) > 1$.}
Sincetheleft-handsideoftheaboveequationis \( \zeta(4.2.4) \), we have

where in the last step, we invoked Pfaff’s transformation [59, p. 110, Equation (5.5)]:

\[
2F_1(a, b; c; z) = (1 - z)^{-b} 2F_1\left(c - a, b; c; \frac{z}{z-1}\right) \quad (|\arg(1-z)| < \pi).
\]

From [59, p. 130, Exercise 5.7, Equation (3)], for \( \Re(b) > 0 \) and \( |\arg(1-z)| < \pi \),

\[
2F_1(a, b; 2b; z) = \left(1 + \frac{1}{2} \sqrt{1-z} \right)^{-2a} 2F_1\left(a, a-b + \frac{1}{2}, \frac{1}{2}; z - \frac{1}{2} \right)^{-2}.
\]

Thus from (4.2.6) and (4.2.7), for \( 1 < a < n/\sqrt{2} + 1 \) and \( \Re(s) > 0 \),

\[
\int_0^\infty \int_0^\infty \frac{\nu^{a-s} e^{-(\nu^2+v^2)}}{(n^2 \nu^2 + (a-1)^2 v^2)^2} \, d\nu \, dv = \frac{1}{(n + a - 1)^s}.
\]  

Now by a repeated application of Theorem 3.1.3, it can be seen that the integral

\[
\int_0^\infty \int_0^\infty \frac{\nu^{a-s} e^{-(\nu^2+v^2)}}{(n^2 \nu^2 + (a-1)^2 v^2)^2} \, d\nu \, dv \quad (4.2.8)
\]

is analytic for \( \Re(a) > 1 \). Since the right-hand side of (4.2.8) is also analytic for \( \Re(a) > 1 \), we conclude that (4.2.8) holds for \( \Re(a) > 1 \). To prove the remaining case when \( \Re(a) < 1 \), replace \( a \) by \( 2 - a \) in (4.2.8).

**Proof of Theorem 1.1.2** Let \( n \in \mathbb{N} \) in (4.2.4). Assume \( \Re(s) > 1 \) and sum both sides of (4.2.4) over \( n \) from 1 to \( \infty \) whence

\[
4 \sqrt{\pi} \Gamma(1 + \frac{1}{2}) \sum_{n=1}^{\infty} \int_0^\infty \int_0^\infty \frac{\nu^{a-s} e^{-(\nu^2+v^2)}}{(n^2 \nu^2 + (a-1)^2 v^2)^2} \, d\nu \, dv = \begin{cases} 
\zeta(s, a) & \text{if } \Re(a) > 1, \\
\zeta(s, 2-a) & \text{if } \Re(a) < 1.
\end{cases}
\]

Since the left-hand side of the above equation is \( \zeta_0(s, a) \), the proof is complete.

The Mellin transform representations of \( \zeta(s) \) and \( \zeta(s, a) \) [5, p. 251] are central to developing their theories. An analogous representation for the generalized Hurwitz zeta function \( \zeta_w(s, a) \) is now presented. The main ingredient toward obtaining it is Kapteyn’s result [38, p. 5] (see also [63, Equation (9), p. 386], [30, p. 710, Formula 6.24.7]) for \( \Re(v) > 0 \) and \( |\Im(b)| < \pi \):

\[
\sum_{n=1}^{\infty} \frac{1}{(n^2 \pi^2 + b^2)^{v+\frac{1}{2}}} = \sqrt{\pi} \frac{\Gamma(v + \frac{1}{2})}{(2b)^v} \int_0^\infty \frac{f_b(x)^v}{e^{2\pi x} - 1} \, dx. \tag{4.2.9}
\]  

\*We do not give the details of the argument here as a similar one is established in full detail in Lemma 5.1.1.
Theorem 4.2.4 Let \( a \in \mathbb{R} \) and \( \text{Re}(s) > 1 \),

\[
\zeta_w(s, a) = \frac{2^{s+1}}{w^2 \sqrt{\pi} \Gamma(s)} \int_0^\infty \int_0^\infty \left( \frac{(a-1)v}{u} \right) \frac{e^{-(u^2+v^2)}}{v^2-1} \sin(wv) \sinh(wu) \mathrm{d}u \mathrm{d}v.
\]

Proof Let \( b = (a-1)\pi v/u, \ v = (s-1)/2 \) in (4.2.9) and employ the change of variable \( x = y/\pi \) to obtain for \( \text{Re}(s) > 1 \),

\[
\sum_{n=1}^\infty \frac{1}{(n^2u^2 + (a-1)^2v^2)^{\frac{1}{2}}} = \frac{\sqrt{\pi} a^\frac{s+1}{2}}{2^{s-1} \Gamma(\frac{s}{2}) ((a-1)v)^{\frac{s-1}{2}}} \int_0^\infty \int_0^\infty \frac{y^\frac{s-1}{2}}{v^2-1} J_{\frac{s-1}{2}} \left( \frac{(a-1)v}{u} \right) \mathrm{d}y.
\]

Now interchange the order of summation and integration in the definition (1.1.14) of \( \zeta_w(s, a) \) by invoking Theorem 3.1.2 twice, substitute the above representation for the infinite sum, and simplify the results to arrive at (4.2.10).

Remark 5 Note that the function \( (a-1)^{\frac{s-1}{2}} J_{\frac{s-1}{2}} \left( \frac{(a-1)v}{u} \right) \) has a removable singularity at \( a = 1 \). Moreover, when we let \( a \to 1 \) in (4.2.10), we can pass the limit through the triple integral by appealing to Theorem 3.1.4. This results in (1.1.17).

Remark 6 If we let \( w \to 0 \) in Theorem 4.2.4, then the double integral over \( u \) and \( v \) can be explicitly evaluated leading to the Mellin transform representation of \( \zeta(s, a) \), namely [5, p. 251], whose equivalent form is given in Corollary 4.3.1 below.

We now derive a representation for \( \zeta_w(s, a) \) which is imperative in obtaining the modular-type transformation stated in Theorem 1.1.5.

Theorem 4.2.5 Let \( A_w(z) \) be defined in (1.1.26). For \( a > 0 \) and \( 1 < \text{Re}(s) < 2 \),

\[
\zeta_w(s, a + 1) = -\frac{a^{-s}}{2} A_w(s-1) + \frac{a^{1-s}}{s-1} A_{iw}(1-s) + \frac{2^{s+1} a^{1-s}}{w^2 \sqrt{\pi} \Gamma(s)} \int_0^\infty \int_0^\infty \frac{\sin(wv) \sinh(wu)}{v^2-1} \left( \frac{avx}{u} \right)
\times x^\frac{s-1}{2} \left( \frac{1}{e^x - 1} - \frac{1}{x} + \frac{1}{2} \right) \mathrm{d}x \mathrm{d}u \mathrm{d}v.
\]

Proof Replace \( a \) by \( a + 1 \) in Theorem 4.2.4 and rewrite it in the form

\[
\zeta_w(s, a + 1) = \frac{2^{s+1} a^{\frac{s-1}{2}}}{w^2 \sqrt{\pi} \Gamma(s)} \left\{ \int_0^\infty \int_0^\infty \int_0^\infty \frac{u^\frac{s-1}{2} v^\frac{s-1}{2}}{v^2-1} e^{-(u^2+v^2)} \sin(wv) \sinh(wu) y^\frac{s-1}{2} \right.
\times \left. J_{\frac{s-1}{2}} \left( \frac{avx}{u} \right) \left( \frac{1}{e^x - 1} - \frac{1}{x} + \frac{1}{2} \right) \mathrm{d}y \mathrm{d}u \mathrm{d}v + I_1(a, s, w) - I_2(a, s, w) \right\},
\]

(4.2.12)
where

\[
I_1(a, s, w) := \int_0^\infty \int_0^\infty \int_0^\infty u^{\frac{s-1}{2}} v^{\frac{s-1}{2}} e^{-(u^2+v^2)} \sin(wu) \sinh(wv) \times J_{\frac{s-1}{2}} \left( \frac{av}{u} \right) y^{\frac{s-1}{2}} dy du dv
\]

\[
I_2(a, s, w) := \frac{1}{2} \int_0^\infty \int_0^\infty \int_0^\infty u^{\frac{s-1}{2}} v^{\frac{s-1}{2}} e^{-(u^2+v^2)} \sin(wu) \sinh(wv) \times J_{\frac{s-1}{2}} \left( \frac{av}{u} \right) y^{\frac{s-1}{2}} dy du dv.
\]

We first evaluate \( I_2(a, s, w) \) followed by \( I_1(a, s, w) \).

From [30, p. 684, Formula 6.561.14], for \(-\Re(v) - 1 < \Re(\mu) < \frac{1}{2}, b > 0,\)

\[
\int_0^{\infty} x^\mu f_a(bx) \, dx = 2^\mu b^{-\mu - 1} \frac{\Gamma \left( \frac{1+\mu+v}{2} \right)}{\Gamma \left( \frac{1+\mu-v}{2} \right)}.
\] (4.2.13)

Let \( \mu = \frac{s-1}{2}, \nu = \frac{s-1}{2}, b = \frac{av}{u} \) in (4.2.13) so that for \( 0 < \Re(s) < 2, a > 0, u > 0, \) and \( v > 0, \)

\[
\int_0^{\infty} J_{\frac{s-1}{2}} \left( \frac{av}{u} \right) x^{\frac{s-1}{2}} \, dx = \frac{2^\frac{s-1}{2}}{\sqrt{\pi} a^{\frac{s-1}{2}}} \Gamma \left( \frac{s}{2} \right) \left( \frac{u}{av} \right)^{\frac{s+1}{2}},
\] (4.2.14)

and then evaluate the innermost integral in \( I_2(a, s, w) \) using (4.2.14) whence for \( 0 < \Re(s) < 2 \) and \( a > 0, \)

\[
I_2(a, s, w) = \frac{2^\frac{s-1}{2}}{\sqrt{\pi} a^{\frac{s-1}{2}}} \Gamma \left( \frac{s}{2} \right) \int_0^{\infty} \int_0^{\infty} u^{\nu-1} v^{\nu-1} e^{-(u^2+v^2)} \sin(wu) \sinh(wv) \, du \, dv
\]

\[
= \frac{2^{\frac{s-3}{2}} w^2}{4a^{\frac{s+1}{2}}} \Gamma \left( \frac{s}{2} \right) \Gamma \left( \frac{s+1}{2} \right) A_w(s-1),
\] (4.2.15)

where we used (4.2.1) with \( u \) replaced by \( u/v \) and \( z \) by \( s-1 \). Similarly, substituting (4.2.13), this time with \( v = \frac{s-1}{2}, \mu = \frac{s-3}{2}, b = \frac{av}{u}, \) in \( I_1(a, s, w), \) gives for \( 1 < \Re(s) < 4 \) and \( a > 0, \)

\[
I_1(a, s, w) = 2^{\frac{s-3}{2}} a^{\frac{s-1}{2}} \Gamma \left( \frac{s-1}{2} \right) \Gamma \left( \frac{s+1}{2} \right) w^2 A_{iv}(1-s),
\] (4.2.16)

where we used (4.2.2) with \( u \) replaced by \( u/v \) and \( z = s-1 \). Finally from (4.2.12), (4.2.15), (4.2.16) and simplifying using (3.1.1) twice, we deduce (4.2.11) for \( 1 < \Re(s) < 2 \) and \( a > 0. \)

As a corollary of the above result, we obtain a well-known representation of the Hurwitz zeta function [48, p. 609, Formula 25.11.27]. Before we get to it though, we need a lemma.

**Lemma 4.2.6** For \( x > 0. \) Let \( \Re(s) > -1, \) then we have

\[
\frac{2^{\frac{s+3}{2}}}{\sqrt{\pi}(ax)^{\frac{s+1}{2}}} \int_0^{\infty} \int_0^{\infty} u^{\frac{s+1}{2}} v^{\frac{s+1}{2}} e^{-(u^2+v^2)} J_{\frac{s+1}{2}} \left( \frac{av}{u} \right) \, du \, dv = \begin{cases} e^{-ax}, & \Re(a) > 0 \\ e^{ax}, & \Re(a) < 0. \end{cases}
\] (4.2.17)
Proof We first evaluate the inner integral over $u$. By change of variable $u = 1/t$, 

$$
\int_0^\infty t^{-(\xi+1)/2} e^{-t} \frac{\Gamma(\frac{\xi+1}{2})}{\Gamma(\nu+1)} F_2 \left( -\frac{1}{2} \nu + 1, \frac{1}{2}; \frac{1}{2} \nu + 1; 2; \frac{a^2\nu^2 x^2}{4} \right) \, dt.
$$

To evaluate the integral on the above right-hand side, we use [52, p. 187, Formula 2.12.9.14] valid for $\text{Re}(b) > 0$, $\text{Re}(c) > 0$ and $\text{Re}(\xi) < \frac{3}{2}$, namely,

$$
\int_0^\infty e^{-c/t^2} J_v(\xi t) \, dt = \frac{e^{\frac{c}{2}b^2}}{2^v \Gamma\left(\frac{v+1}{2}\right)} F_2 \left( -\frac{v+1}{2}, 1; \frac{v+1}{2}; \frac{c b^2}{4} \right) + \frac{2^v}{b^v} \Gamma\left(\frac{v}{2}\right) F_2 \left( -\frac{2-v}{2}, \frac{3}{2}; \frac{c b^2}{4} \right).
$$

(4.2.19)

Let $b = avx$, $c = 1$ and $v = \frac{\nu}{2}$, $\xi = -\frac{\nu+1}{2}$ in (4.2.19), so that for $\text{Re}(a) > 0$, $\nu > 0$, $x > 0$ and $\text{Re}(s) > -4$,

$$
\int_0^\infty t^{\nu} e^{-t} \frac{\Gamma(\frac{\nu}{2})}{\Gamma(\nu+1)} F_2 \left( -\frac{1}{2} \nu + 1, \frac{1}{2}; \frac{1}{2} \nu + 1; 2; \frac{a^2\nu^2 x^2}{4} \right) \, dt.
$$

(4.2.20)

since $\Gamma(-1/2) = -2\sqrt{\pi}$. Hence from (4.2.18) and (4.2.20),

$$
\int_0^\infty \int_0^\infty \nu^{\frac{\nu+1}{2} + 1} u^{\frac{\nu+1}{2}} e^{-(u^2+v^2)} J_{\frac{\nu+1}{2}} \left( \frac{avx}{u} \right) \, du \, dv
$$

$$
= \frac{(ax)^{\nu+1} \sqrt{\pi}}{2^{\nu+1} \Gamma\left(\frac{\nu+1}{2}\right)} \int_0^\infty \nu^{\frac{\nu+1}{2}} e^{-\nu^2} F_2 \left( -\frac{1}{2} \nu + 1, \frac{1}{2}; \frac{1}{2} \nu + 1; 2; \frac{a^2\nu^2 x^2}{4} \right) \, dv
$$

$$
- \frac{(ax)^{\nu+1} \sqrt{\pi}}{2^{\nu+1} \Gamma\left(\frac{\nu+1}{2}\right)} \int_0^\infty \nu^{\nu+1} e^{-\nu^2} F_2 \left( -\frac{3}{2} \nu + 1, \frac{3}{2}; \frac{a^2\nu^2 x^2}{4} \right) \, dv.
$$

(4.2.21)

Employ change of variable $\nu = \sqrt{t}$ in both the integrals on the above right-hand side, and evaluate the resulting ones by appropriately specializing the identity [30, p. 823, Formula 7.522.5]

$$
\int_0^\infty e^{-x} x^{\nu-\frac{1}{2}} F_0(a_1, \ldots a_p; b_1, \ldots, b_q; cx) \, dx = \Gamma(\xi) \, p+1 F_q(\xi; a_1, \ldots a_p; b_1, \ldots, b_q; c),
$$

(4.2.22)

valid for $p < q$ and $\text{Re}(\xi) > 0$. Simplify the resultant evaluations using $F_1 \left( -\frac{1}{2}; \frac{a^2x^2}{4} \right) = \cosh(ax)$ and $F_1 \left( -\frac{3}{2}; \frac{a^2x^2}{4} \right) = -\sinh\left(\frac{ax}{ax}\right)$, and put them together to get, in view of (4.2.21),

$$
\int_0^\infty \int_0^\infty \nu^{\nu+1} u^{\nu+1} e^{-(u^2+v^2)} J_{\frac{\nu+1}{2}} \left( \frac{avx}{u} \right) \, du \, dv = \sqrt{\pi} 2^{-\frac{\nu+1}{2}} (ax)^{\frac{\nu+1}{2}} e^{-ax}
$$

\footnote{This formula, which is given for $b > 0$ in [52], can be seen to be true for $\text{Re}(b) > 0$ by analytic continuation.}
for $\text{Re}(a) > 0$ and $\text{Re}(s) > -1$. This proves (4.2.17) for $\text{Re}(a) > 0$. To derive the second part when $\text{Re}(a) < 0$, just replace $a$ by $-a$ in the first, and use the well-known relation $J_n(-x) = (-1)^n J_n(x)$. 

\begin{proof} 
Let $w \to 0$ on both sides of (4.2.11). Since $a + 1 > 1$, by Theorem 1.1.2 and (1.115), the left-hand side becomes $\zeta(s, a + 1)$. On the other hand, note that the triple integral on the right-hand side of (4.2.11) is absolutely convergent because of the presence of exponential function. Hence interchange the order of integration using Fubini’s theorem so that the integration is first performed on $u$, then on $v$ and finally on $x$, then interchange the order of limit and integration, permissible due to the uniform convergence of the integral at the upper and lower limits in any compact subsets of the $w$-complex plane, and finally invoke Lemma 4.2.6 so as to arrive at the integral on the right-hand side of (4.2.23).
\end{proof}

\begin{proof}[Proof of Theorem 1.1.4] The Legendre’s integral for $t > 0$ is given by [54]

\begin{equation}
\int_0^\infty \frac{\sin(\pi yt)}{e^{\pi y} - 1} \, dy = \frac{1}{e^{2\pi t} - 1} - \frac{1}{2\pi t} + \frac{1}{2}. \tag{4.2.24}
\end{equation}

Invoke the above integral evaluation in the first step below to observe that the triple integral in Theorem 4.2.5 can be written in the form

\begin{align*}
&\int_0^\infty \int_0^\infty \int_0^\infty u^{\frac{i}{2}} v^{\frac{i}{2}} e^{-(u^2+v^2)} \sin(wv) \sinh(wu) f_{\lambda-1} \left( \frac{avx}{u} \right) \\
&\times x^{\frac{i}{2}} \left( \frac{1}{e^{\pi - 1} \frac{1}{x} + \frac{1}{2}} \right) \, dx \, du \, dv \\
&= \int_0^\infty \int_0^\infty \int_0^\infty u^{\frac{i}{2}} v^{\frac{i}{2}} e^{-(u^2+v^2)} \sin(wv) \sinh(wu) f_{\lambda-1} \left( \frac{avx}{u} \right) x^{\frac{i}{2}} \\
&\times \int_0^\infty \frac{\sin \left( \frac{\pi y}{2} \right)}{e^{\pi y} - 1} \, dy \, dx \, du \, dv \\
&= \int_0^\infty \int_0^\infty u^{\frac{i}{2}} v^{\frac{i}{2}} e^{-(u^2+v^2)} \sin(wv) \sinh(wu) \, du \, dv \\
&\times \int_0^\infty \frac{\sin \left( \frac{\pi y}{2} \right)}{e^{\pi y} - 1} \int_0^\infty f_{\lambda-1} \left( \frac{avx}{u} \right) x^{\frac{i}{2}} \sin \left( \frac{\pi y}{2} \right) \, dx. \tag{4.2.25}
\end{align*}

by interchanging the order of integration, which is easily justified. Now from [30, p. 738, Formula 6.699.1], for $-\text{Re}(\nu) - 1 < 1 + \text{Re}(\lambda) < \frac{3}{2}$.

\footnote{This result actually holds for $\text{Re}(a) > 0$ and $\text{Re}(s) > -1, s \neq 1$, by analytic continuation.}
\[
\int_0^\infty x^2 f_0(cx) \sin(bx) \, dx = \begin{cases} 
2^1 b e^{-c(x^2 + b^2)} f_1 \left( \frac{2c + 1}{2}, \frac{2c - 1}{2} \right), & \text{if } 0 < b < c, \\
\left( \frac{\pi}{2} \right)^{\frac{1}{2}} b e^{-\left(\frac{1}{2} + 1\right)} f_1 \left( \frac{1}{2} + 1, \frac{1}{2} + 1 \right) \sin \left( \frac{\pi}{2} \left( \frac{1}{2} + 1 \right) \right), & \text{if } 0 < c < b
\end{cases}
\] (4.2.26)

Thus, this is now justified for brevity, and we define

\[
\mathcal{F}(u, v) = \int_1^\infty e^{-u^2} \sin(uv) \, du
\]

where we used (3.1.1), (3.1.2) and the generalized binomial theorem [59, p. 108]. Thus from (4.2.25) and (4.2.27),

\[
\int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \frac{uv}{x^2 + 1} e^{-\left(u^2 + y^2\right)} \sin(wv) \sinh(wu) f_{\frac{1}{2}} \left( \frac{avx}{u} \right) \left( \frac{1}{e^x - 1} - \frac{1}{x + \frac{1}{2}} \right) dx \, du \, dv \, dw = \frac{2^{\frac{1}{4} + 1}}{a^{\frac{1}{4}} \Gamma \left( \frac{1}{2} + \frac{1}{2} \right)} \int_0^\infty \int_0^\infty \int_0^{2av} \frac{\sinh(wu) \sin(wv)}{e^{uv} - 1} (uv)^{\frac{1}{2} - 1} (u^2 y^2 - 4a^{2} v^2)^{\frac{1}{2}} \, du \, dv \, dw
\]

where, in the last step, we interchanged the order of integration using Fubini's theorem. This is now justified. For brevity, we define

\[
\mathcal{F}(u, v, a, s, w) = \int_1^\infty \frac{e^{-u^2} e^{-\left(u^2 + v^2\right)} \sin(uv) \sinh(wu)}{\left( e^{2av} - 1 \right) (t^2 - 1)^{\frac{1}{2}}} \, dt
\]

We first show

\[
\int_0^\infty \int_0^\infty \mathcal{F}(u, v, a, s, w) \, du \, dv = \int_0^\infty \int_0^\infty \mathcal{F}(u, v, a, s, w) \, dv \, du.
\] (4.2.29)

Upon deriving (4.2.29), the interchange in the last step in (4.2.28) will follow provided we show

\[
\int_0^\infty \int_1^\infty \frac{e^{-v^2} \sin(wv)}{\left( e^{2av} - 1 \right) (t^2 - 1)^{\frac{1}{2}}} \, dt \, dv = \int_1^\infty \int_0^\infty \frac{e^{-v^2} \sin(wv)}{\left( e^{2av} - 1 \right) (t^2 - 1)^{\frac{1}{2}}} \, dv \, dt.
\] (4.2.30)

To prove (4.2.29), it suffices to show

\[
I_1 := \left| \int_0^\infty \int_0^\infty \mathcal{F}(u, v, a, s, w) \, du \, dv \right| < \infty \quad \text{and} \quad I_2 := \left| \int_0^\infty \int_0^\infty \mathcal{F}(u, v, a, s, w) \, dv \, du \right| < \infty.
\]
Using $e^{\frac{2\pi atu}{\alpha}} - 1 \geq \frac{2\pi atu}{\alpha}$, we see that for $1 < \Re(s) < 2$,

$$I_1 \leq \frac{1}{2\pi a} \int_0^\infty u^{\Re(s)-1} e^{-u^2} |\sinh(wu)| \, du$$

$$\times \int_0^\infty v^{-1} e^{-v^2} |\sin(wv)| \, dv \int_1^\infty \frac{1}{t(t^2 - 1)\Re(s)} \, dt$$

$$< \infty,$$

as all integrals are finite. Similarly $I_2 < \infty$. This implies (4.2.29).

To prove (4.2.30), we need to show

$$J_1 := \left| \int_0^\infty \int_1^\infty \frac{e^{-v^2} \sin(wv)}{(e^{\frac{2\pi atu}{\alpha}} - 1)\left(t^2 - 1\right)^{\frac{3}{2}}} \, dt \, dv \right| < \infty,$$

and

$$J_2 := \left| \int_1^\infty \int_0^\infty \frac{e^{-v^2} \sin(wv)}{(e^{\frac{2\pi atu}{\alpha}} - 1)\left(t^2 - 1\right)^{\frac{3}{2}}} \, dv \, dt \right| < \infty.$$

This follows from using $e^{\frac{2\pi atu}{\alpha}} - 1 \geq \frac{2\pi atu}{\alpha}$ again since

$$J_1 \leq \frac{u}{2\pi a} \int_0^\infty v^{-1} e^{-v^2} |\sin(wv)| \, dv \int_1^\infty \frac{1}{t(t^2 - 1)\Re(s)} \, dt \, dv < \infty,$$

as $1 < \Re(s) < 2$. Similarly, $J_2 < \infty$. This proves (4.2.30), and so the last step in (4.2.28) follows from (4.2.29) and (4.2.30).

Upon substituting (4.2.28) in Theorem 4.2.5, we arrive at (1.1.27).

Before we derive Hermite’s formula as a special case of Theorem 1.1.4, we require a lemma which is interesting in itself since it requires Ramanujan’s transformation (1.1.1) in its proof.

**Lemma 4.2.8** For $10 1 < \Re(s) < 2$ and $a > 0$, we have

$$\int_0^\infty \int_1^\infty \int_0^\infty \frac{u^{s-1} e^{-(u^2+v^2)}}{(e^{\frac{2\pi atu}{\alpha}} - 1)(t^2 - 1)^{\frac{3}{2}}} \, dv \, dt \, du$$

$$= \frac{\Gamma(s)\Gamma(1 - \frac{s}{2})}{2\sqrt{\pi}a^{1-s}} \int_0^\infty \frac{\sin(s \tan^{-1}(\frac{\alpha}{a}))}{(e^{2\pi y} - 1)(y^2 + a^2)^{\frac{3}{2}}} \, dy. \quad (4.2.31)$$

**Proof** To transform the innermost integral on the left-hand side of (4.2.31), we invoke (1.1.1) with $\alpha = \frac{u}{\sqrt{\pi}at}$, $\alpha \beta = 1$, so as to obtain

$$\int_0^\infty x e^{\frac{u^2 x^2}{\alpha^2} / \alpha^2} \, dx = \frac{at}{4\sqrt{\pi}a} - \frac{a^2 t^2}{4u^2} + \frac{\pi}{u^3} \int_0^\infty e^{-\left(\frac{\pi atx}{\alpha}\right)^2} \, dx.$$

---

10 According to Remark 7 below, this result is actually valid for $-1 < \Re(s) < 2$. 

---
The change of variable $x = atv/u$ on the above left-hand side gives

$$
\int_0^\infty \frac{v e^{-v^2}}{e^{\frac{2\pi av}{u}} - 1} \, dv = \frac{u}{4\sqrt{\pi}at} - \frac{\pi^{\frac{3}{2}}at}{4} \int_0^\infty \frac{x e^{-(\pi atx)^2/u^2}}{e^{2\pi x} - 1} \, dx.
$$

From (4.2.32),

$$
\int_0^\infty \int_1^\infty \int_0^\infty \frac{u^{s-1}v e^{-(u^2+v^2)}}{(e^{\frac{2\pi av}{u}} - 1)t^2 - 1)} \, dv \, dt \, du = J_1(s,a) + J_2(s,a) + J_3(s,a),
$$

where

$$
\begin{align*}
J_1(s,a) & := \frac{1}{4\sqrt{\pi}a} \int_0^\infty \int_1^\infty \frac{u e^{u^2}}{t^2 - 1} \, dt \, du, \\
J_2(s,a) & := -\frac{1}{4} \int_0^\infty \int_1^\infty \frac{u^{s-1}e^{-u^2}}{(t^2 - 1)^{\frac{s}{2}}} \, dt \, du, \\
J_3(s,a) & := \pi^{\frac{3}{2}}a \int_0^\infty \int_1^\infty \frac{t u^{s-2}e^{-u^2}}{(t^2 - 1)^{\frac{s}{2}}} \int_0^\infty \frac{x e^{-(\pi atx)^2/u^2}}{e^{2\pi x} - 1} \, dx \, dt \, du.
\end{align*}
$$

Since, for $\text{Re}(s) > -1$,

$$
\int_0^\infty u^s e^{-u^2} \, du = \frac{1}{2} \Gamma \left( \frac{s+1}{2} \right),
$$

and for $0 < \text{Re}(s) < 2$,

$$
\int_1^\infty \frac{1}{t^2 - 1} \, dt = \frac{1}{2} \int_0^1 x^{\frac{s}{2}-1}(1-x)^{-\frac{s}{2}} \, dx = \frac{1}{2} \Gamma \left( \frac{s}{2} \right) \Gamma \left( 1 - \frac{s}{2} \right),
$$

we find that for $0 < \text{Re}(s) < 2$,

$$
J_1(s,a) = \frac{1}{2^{\frac{s+1}{2}}a} \Gamma(s) \Gamma \left( 1 - \frac{s}{2} \right),
$$

where we used (3.1.1) for simplification. Similarly for $1 < \text{Re}(s) < 2$,

$$
J_2(s,a) = -\frac{1}{2^{\frac{s+1}{2}}} \Gamma \left( 1 - \frac{s}{2} \right) \Gamma(s-1).
$$

Applying Fubini’s theorem, this time to the last integral in (4.2.34), we have

$$
J_3(s,a) = \pi^{\frac{3}{2}}a \int_0^\infty \frac{x \, dx}{e^{2\pi x} - 1} \int_1^\infty \frac{t \, dt}{(t^2 - 1)^{\frac{s}{2}}} \int_0^\infty \frac{u^{s-2}e^{-u^2-(\pi atx)^2/u^2}}{e^{2\pi x} - 1} \, du.
$$

The formula [30, p. 370, Formula 3.471.9]

$$
\int_0^\infty y^{\nu-1}e^{-\frac{y}{\gamma}} \, dy = 2 \left( \frac{\beta}{\gamma} \right)^{\frac{\nu}{2}} K_\nu(2\sqrt{\beta\gamma}),
$$

valid for \( \text{Re}(\beta) > 0 \) and \( \text{Re}(\gamma) > 0 \), gives upon letting \( v = \frac{x^2}{1 - x^2} \), \( \gamma = 1 \), \( \beta = (\pi atx)^2 \) and employing change of variable \( y = ux \),
\[
\int_0^\infty u^\frac{s-2}{2} e^{-ux} e^{-\frac{(u^2 + x^2)}{2}} \, du = (\pi atx)^{\frac{s-1}{2}} K_{\frac{s-1}{2}}(2\pi atx).
\]
(4.2.39)

Moreover, from [52, p. 346, Formula 2.16.3.8], we have for \( r > 0 \), \( \text{Re}(c) > 0 \) and \( \text{Re}(b) > 0 \),
\[
\int_r^\infty t^{v+1}(t^2 - r^2)^{b-1}K_v(ct) \, dt = 2^{b-1} c^{b-v} e^{-b} \Gamma(d)\Gamma(b)K_{v+b}(rt).
\]

Letting \( r = 1, \, b = 1 - s/2, \, v = (s - 1)/2 \) and \( c = 2\pi ax \) in the above equation, we note that for \( \text{Re}(s) < 2, \, a > 0 \) and \( x > 0 \),
\[
\int_1^\infty \frac{t^{\frac{s-1}{2}}}{(t^2 - 1)^{\frac{s}{2}}} K_{\frac{s-1}{2}}(2\pi atx) \, dt = \frac{1}{4} \pi \Gamma\left(\frac{s}{2} - 1\right) e^{-2\pi ax} \Gamma\left(1 - \frac{s}{2}\right).
\]
(4.2.40)

From (4.2.38), (4.2.39) and (4.2.40), we deduce that for \( 1 < \text{Re}(s) < 2 \),
\[
\mathcal{J}_3(s, a) = \frac{1}{4} \pi \Gamma\left(\frac{s}{2} - 1\right) \int_0^\infty \frac{x^{s-1}e^{-2\pi ax}}{e^{2\pi x} - 1} \, dx
\]
\[
= \frac{a^{s-1}}{2^{s+2}} \Gamma\left(1 - \frac{s}{2}\right) \int_0^\infty x^{s-1}e^{-ax} \left(\frac{1}{e^{x} - 1} - \frac{1}{x} + \frac{1}{2}\right) \, dx - \mathcal{J}_2(s, a) - \mathcal{J}_1(s, a),
\]
(4.2.41)

as can be seen from (4.2.36) and (4.2.37). Thus combining (4.2.33), (4.2.41), and then using (4.2.24) in the second step, we observe that for \( 1 < \text{Re}(s) < 2 \),
\[
\int_0^\infty \int_0^\infty \int_0^\infty \frac{t^{\frac{s-1}{2}} e^{-\left(u^2 + v^2\right)}}{\left(e^{\frac{\pi atx}{2}} - 1\right)(t^2 - 1)^{\frac{s}{2}}} \, dv \, dt \, du
\]
\[
= \Gamma\left(1 - \frac{s}{2}\right) \int_0^\infty x^{s-1}e^{-ax} \left(1 - \frac{1}{e^x - 1} - \frac{1}{x} + \frac{1}{2}\right) \, dx
\]
\[
= \Gamma\left(1 - \frac{s}{2}\right) \int_0^\infty e^{ax} x^{s-1} \sin(xy) \, dy \, dx
\]
\[
= \Gamma\left(1 - \frac{s}{2}\right) \int_0^\infty \int_0^\infty e^{ax} x^{s-1} \sin(xy) \, dx \, dy,
\]
(4.2.42)

where in the last step we again applied Fubini’s theorem. For \( \text{Re}(\mu) > -1 \) and \( \text{Re}(\beta) > |\text{Im}(\delta)| \), we have [30, p. 502, Formula 3.944.5]
\[
\int_0^\infty e^{-\delta x} x^{\mu-1} \sin(\delta x) \, dx = \Gamma(\mu) \frac{\sin(\mu \tan^{-1}(\delta/\beta))}{(\beta^2 + \delta^2)^{\frac{\mu}{2}+1}}.
\]

Set \( \mu = s, \, \beta = a \) and \( \delta = y \) in the above identity, substitute the resulting evaluation for the inner integral over \( x \) on the right-hand side of (4.2.42) and simplify to arrive at (4.2.31).

With the help of the lemma just proved, it is straightforward to obtain Hermite’s formula (1.1.25) as a special case of Theorem 1.1.4.

**Proof of (1.1.25)** Let \( w \to 0 \) in Theorem 1.1.4, interchange the order of limit and triple integral and then use Lemma 4.2.8 and (1.1.15).
4.3 A relation between $\zeta_w(s,a)$ and $1K_z,w(x)$

The two new special functions introduced in this paper, namely $\zeta_w(s,a)$ and $1K_z,w(x)$, are connected by means of a nice relation given in Theorem 1.1.8 which we now prove.

Proof of Theorem 1.1.8 We first transform the triple integral in (1.1.27). To do this, however, we need the following generalization of the first equality in (1.1.1) which was established in [23, Theorem 1.1], and which is analogous to (1.1.13), that is, it is a transformation of the form $F(w, \alpha) = F(iw, \beta)$:

$$\sqrt{\pi} e^{\frac{x^2}{4}} \left( \frac{\sqrt{\pi}}{w} \text{erf} \left( \frac{w}{2} \right) - \frac{4\sqrt{\pi}}{w} \int_0^\infty e^{-\pi \alpha^2 x^2} \sin(\sqrt{\pi} \alpha x w) \, dx \right)$$

$$= \sqrt{\pi} e^{\frac{x^2}{4}} \left( \frac{\sqrt{\pi}}{w} \text{erf} \left( \frac{w}{2} \right) - \frac{4\sqrt{\pi}}{w} \int_0^\infty e^{-\pi \beta^2 x^2} \sinh(\sqrt{\pi} \beta x w) \, dx \right).$$

Let $\alpha = \frac{w}{\sqrt{\pi} \alpha}$ in (4.3.1), simplify, and then employ change of variable $x = atv/u$ in the integral containing sine function so that

$$\int_0^\infty \frac{e^{-w^2}}{e^{2\pi atv/u} - 1} \, dv = \frac{u}{4at} \text{erf} \left( \frac{w}{2} \right) - \frac{\sqrt{\pi}}{4} e^{-\frac{w^2}{4}} \text{erf} \left( \frac{w}{2} \right)$$

$$+ \frac{\sqrt{\pi}}{4} e^{-\frac{w^2}{4}} \int_0^\infty e^{- \left( \frac{\pi atx/u}{w} \right)^2} \sin(\pi \alpha x w) \, dx$$

Substituting (4.3.2) for the innermost integral of the triple integral in (1.1.27), invoking (3.1.13) with appropriate specializations, (4.2.35) and the corresponding evaluation for $\int_1^\infty (t^2-1)^{-s/2} \, dt$ to evaluate the two double integrals on the right-hand side, and then simplifying, we see that for $1 < Re(s) < 2$,

$$\frac{1}{w^2} \int_0^\infty \int_1^\infty \int_0^\infty u^{s-2} e^{-u^2 - \left( \frac{\pi atx/u}{w} \right)^2} \sin(wv) \sinh(wu) \, dv \, du$$

$$= \frac{1}{2^{s+1} a} \Gamma(s) \Gamma \left( 1 - \frac{s}{2} \right) A_w(s-1) - \frac{1}{2^{s+2}} \Gamma(s-1) \Gamma \left( 1 - \frac{s}{2} \right) A_{iw}(1-s)$$

$$+ \frac{\sqrt{\pi}}{4} e^{-\frac{w^2}{4}} \int_0^\infty \int_1^\infty \int_0^\infty u^{s-2} e^{-u^2 - \left( \frac{\pi atx/u}{w} \right)^2} \sinh(wv) \sinh(\frac{\pi atx}{w}) \, dx \, dt \, du$$

(4.3.3)

where $A_w(z)$ is defined in (1.1.26). In the triple integral on the above right-hand side, apply Fubini’s theorem again so as to integrate first on $u$, then on $x$ and finally on $t$. Then evaluate the innermost integral on $u$ by letting $z = (s-1)/2$ in Theorem 1.1.7 as well as replacing $w$ and $x$ by $iw$ and $\pi atx$ respectively so that

$$\int_0^\infty \int_0^\infty \int_0^\infty u^{s-2} e^{-u^2 - \left( \frac{\pi atx/w}{w} \right)^2} \sinh(wv) \sinh(\frac{\pi atx}{w}) \, dx \, dt \, du$$

$$= \frac{w^{2(\pi a + 1)} - 1}{2} \int_1^\infty \int_0^\infty (tx)^{s-1} e^{-t^2 x + 2\pi atx} \, dx$$

$$\times \frac{e^{2\pi x - 1}}{(t^2 - 1)^{\frac{s}{2}}(e^{2\pi x} - 1)} \, dx \, dt$$

Now substitute the above equation in (4.3.3), and the resulting equation, in turn, in Theorem 1.1.4 to arrive at Theorem 1.1.8. \qed
Theorem 1.1.8 gives a well-known representation of $\zeta(s, a)$ as its special case.

**Corollary 4.3.1** For $\text{Re}(a) > 0$ and $\text{Re}(s) > 1$,

$$
\zeta(s, a + 1) = \frac{1}{\Gamma(s)} \int_0^\infty x^{s-1} e^{-ax} e^{x-1} \, dx.
$$

(4.3.4)

**Proof** Interchange the order of integration using Fubini’s theorem, then let $w \to 0$ in Theorem 1.1.8, interchange the order of limit and integration, apply (4.2.40) to evaluate the resulting inner integral, simplify and then employ change of variable $x \to x/(2\pi)$ in the last step so as to get (4.3.4) for $1 < \text{Re}(s) < 2$ and $a > 0$. The result now follows for all $\text{Re}(s) > 1$ and $\text{Re}(a) > 0$ by analytic continuation. $\square$

5 Analytic continuation of $\zeta_w(s, a)$

5.1 Analyticity of a triple integral in $-1 < \text{Re}(s) < 2$

Before proving Theorem 1.1.3, we prove a crucial lemma.

**Lemma 5.1.1** Let $w \in \mathbb{C}$ and $a > 0$ be fixed. Then the triple integral

$$
\int_0^\infty \int_1^\infty \int_0^\infty \frac{u^{s-2} e^{-\left(u^2 + v^2\right)}}{(e^{\frac{2\pi ut}{a}} - 1)(t^2 - 1)^2} \, dv \, dt \, du
$$

(5.1.1)

is an analytic function of $s$ in $-1 < \text{Re}(s) < 2$.

**Proof** This is achieved by a repeated application of Theorem 3.1.3. That the integral

$$
\int_0^\infty \int_1^\infty \int_0^\infty \frac{u^{s-2} e^{-\left(u^2 + v^2\right)}}{(e^{\frac{2\pi ut}{a}} - 1)(t^2 - 1)^2} \, dv \, dt \, du
$$

exists for $-1 < \text{Re}(s) < 2$ is shown first. (Note that Theorem 1.1.4 implies, in particular, that the above integral exists, but only in $1 < \text{Re}(s) < 2$.)

Note that from [23, Theorem 1.4], as $\alpha \to 0$,

$$
\frac{4}{\sqrt{\pi}} e^{-w^2/8} \int_0^\infty \frac{e^{-\alpha x^2} \sin(\sqrt{\alpha} x w)}{e^{2\pi x} - 1} \, dx \sim \frac{1}{6} e^{-w^2/8} a^{3/4}.
$$

Replacing $w$ by $iw$, we see that as $\alpha \to 0$,

$$
\int_0^\infty \frac{e^{-\alpha x^2} \sin(\sqrt{\alpha} x w)}{e^{2\pi x} - 1} \, dx \sim \frac{w\sqrt{\alpha}}{24}.
$$

(5.1.2)

Let $\sqrt{\alpha} = u/(at)$ in (5.1.2), where $u$ and $a$ are fixed. Then employ the change of variable $x = atv/u$ in the integral on the resulting left-hand side so that as $t \to \infty$,

$$
\int_0^\infty \frac{e^{-u^2} \sin(wv)}{e^{\frac{2\pi ut}{a}} - 1} \, dv \sim \frac{wu^2}{24a^2 t^2}.
$$

(5.1.3)

which implies, in particular, that for $t$ large enough,

$$
\int_0^\infty \frac{e^{-u^2} \sin(wv)}{e^{\frac{2\pi ut}{a}} - 1} \, dv \leq \frac{c |w| u^2}{24a^2 t^2}
$$

(5.1.4)
for a positive constant $c$. Now let $M$ be large enough. Then

$$
\left| \int_0^\infty \int_0^1 \int_0^\infty \frac{\mu e^{\mathcal{C}^{2} e^{-(u^2 + v^2)}} \sin(wv) \sinh(wu)}{\left( e^{2\pi \frac{a}{v}} - 1 \right) (t^2 - 1)^2} \, dv \, dt \, du \right| 
\leq \int_0^\infty \int_1^M \int_0^\infty \frac{\mu \Re(s)^{-2} e^{-(u^2 + v^2)} | \sin(wv) \sinh(wu)|}{\left( e^{2\pi \frac{a}{v}} - 1 \right) (t^2 - 1)^2} \, dv \, dt \, du 
+ \int_0^\infty \int_M^\infty \int_0^\infty \frac{\mu \Re(s)^{-2} e^{-(u^2 + v^2)} | \sin(wv) \sinh(wu)|}{\left( e^{2\pi \frac{a}{v}} - 1 \right) (t^2 - 1)^2} \, dv \, dt \, du 
\leq \frac{1}{2\pi a} \int_0^\infty \frac{\mu \Re(s)^{-1} e^{-u^2} | \sin(wu)| \, du}{t(t^2 - 1)^{\frac{3}{2}}} \int_1^M \frac{1}{t(2\pi \frac{a}{v} - 1)} \, dt
\times \int_0^\infty \nu^{-1} e^{-v^2} | \sin(wv)| \, dv 
+ \frac{c|w|}{24a^2} \int_0^\infty \frac{\mu \Re(s)^{-1} e^{-u^2} | \sin(wu)| \, du}{t^2(t^2 - 1)^{\frac{3}{2}}} \int_M^\infty \frac{1}{t(2\pi \frac{a}{v} - 1)} \, dt,
$$

where in the last step we used (5.1.4) as well as the fact that $e^{2\pi \frac{a}{v}} - 1 \geq 2\pi \frac{a}{v}$. Note that all of the integrals in the last expression exist and are finite as long as $-1 < \Re(s) < 2$. Hence the integral in (5.1.1) exists for $-1 < \Re(s) < 2$.

We now show that the triple integral in (5.1.1) is analytic in $-1 < \Re(s) < 2$ too. This is done in several steps below.

(A) Analyticity of $\int_1^\infty \frac{1}{t^2 - 1} \int_0^\infty \frac{e^{-t^2} \sin(wv)}{\left( e^{2\pi \frac{a}{v}} - 1 \right) (t^2 - 1)^{\frac{3}{2}}} \, dv \, dt$ in $-1 < \Re(s) < 2$: Let

$$f(s, t) := \frac{1}{t(2\pi \frac{a}{v} - 1)^{\frac{3}{2}}} \int_0^\infty \frac{e^{-t^2} \sin(wv)}{e^{2\pi \frac{a}{v}} - 1} \, dv.$$ 

Clearly, $f(s, t)$ is continuous in $s$ on $-1 < \Re(s) < 2$. We wish to show that $f(s, t)$ is also continuous in $t$ on $(1, \infty)$ so that hypothesis (i) of Theorem 3.1.3 is satisfied. It suffices to show that $\int_0^\infty \frac{e^{-t^2} \sin(wv)}{e^{2\pi \frac{a}{v}} - 1} \, dv$ is a continuous function of $t$ on $(1, \infty)$. This is done by appealing to Theorem 3.1.4. Consider the rectangle given by $0 \leq v \leq b$, $1 \leq t \leq D$. It is easy to see that $e^{-t^2} \sin(wv)$ is continuous on the rectangle. Next the uniform convergence of the integral $\int_0^\infty \frac{e^{-t^2} \sin(wv)}{e^{2\pi \frac{a}{v}} - 1} \, dv$ on $(1, D)$ is proved, that is, given $\epsilon > 0$, we find an $X_0$ depending only on $\epsilon$ such that for all $t \in (1, D)$ and $X \geq X_0$,

$$\left| \int_0^\infty \frac{e^{-t^2} \sin(wv)}{e^{2\pi \frac{a}{v}} - 1} \, dv - \int_0^X \frac{e^{-t^2} \sin(wv)}{e^{2\pi \frac{a}{v}} - 1} \, dv \right| < \epsilon. \tag{5.1.5}$$

To that end, observe that

$$\left| \int_0^\infty \frac{e^{-t^2} \sin(wv)}{e^{2\pi \frac{a}{v}} - 1} \, dv - \int_0^X \frac{e^{-t^2} \sin(wv)}{e^{2\pi \frac{a}{v}} - 1} \, dv \right| < \int_X^\infty \frac{e^{-t^2} | \sin(wv)| \, dv}{e^{2\pi \frac{a}{v}} - 1} < \frac{\mu}{2\pi a} \int_X^\infty \frac{e^{-t^2} | \sin(wv)| \, dv}{v} < \frac{\mu a}{2\pi a} \int_X^\infty e^{-v^2/2} \, dv.$$
where, the fact that $e^{-v^2/2} \sin(vw)|v|^{-1}$ is continuous and goes to zero as $v \to \infty$ implies that there exists a constant $A_w$ such that $|e^{-v^2/2} \sin(vw)|v|^{-1}| < A_w$ for all large enough $v$. Therefore, one can always choose $X_0$ large enough so that for all $X \geq X_0$,

$$\int_X^{\infty} e^{-v^2/2} dv < \varepsilon / 2 \pi a / u A_w.$$ 

This implies (5.1.5) and hence the uniform convergence of $\int_0^\infty e^{-v^2/2} \sin(vw) / v$ with respect to $t$ in the interval $[1, D]$. Hence by Theorem 3.1.4, $f(s, t)$ is continuous on $(1, D)$ for every $D > 1$, and hence on $(1, \infty)$. Thus, part (i) of Theorem 3.1.3 is satisfied.

Part (ii) of Theorem 3.1.3 follows easily as $f(s, t)$ is analytic in $-1 < \Re(s) < 2$ for every fixed $t \in (1, \infty)$.

To prove part (iii) of Theorem 3.1.3, consider the compact subset $\Omega$ of $-1 < \Re(s) < 2$ given by

$$\Omega := \{ s \in \mathbb{C} : -1 < \theta_1 \leq \Re(s) \leq \theta_2 < 2, \gamma_1 \leq \Im(s) \leq \gamma_2 \}. \quad (5.1.6)$$

Let $\varepsilon > 0$ be given. Let $1 < A < B < 1 + \tau$ for $\tau$ a small positive number. Then

$$\left| \int_A^B f(s, t) \, dt \right| \leq \int_A^B 1 / (t^2 - 1)^{\theta_1/2} \pi a / 2 \int_0^\infty e^{-v^2} | \sin(vw) | / v \, dv$$

$$\leq \frac{u B_w}{2 \pi a} \int_A^B 1 / (t^2 - 1)^{\theta_1/2} \, dt$$

for all $s \in \Omega$, where $B_w$ is a positive constant depending on $w$. Thus we can choose a $\delta, 0 < \delta < 1$, such that $\frac{u B_w}{2 \pi a} \int_A^B 1 / (t^2 - 1)^{\theta_1/2} \, dt < \varepsilon$ for $|A - B| < \delta$. This proves that integral $\int_1^\infty f(s, t) \, dt$ converges uniformly at the lower limit on $\Omega$ of $-1 < \Re(s) < 2$.

The uniform convergence at the upper limit is now shown. From (5.1.3), we have

$$\int_0^\infty e^{-v^2/2} \sin(vw) / v \, dv \leq \frac{C_{a,u,w}}{\pi a}$$

for a positive constant $C_{a,u,w}$ depending on $a, u$ and $w$. Hence for $B > A > \kappa$, where $\kappa$ is large enough,

$$\left| \int_A^B f(s, t) \, dt \right| \leq \int_A^B 1 / (t^2 - 1)^{\theta_1/2} \int_0^\infty e^{-v^2} \sin(vw) / (e^{2uv^2 / u} - 1) \, dv \, dt$$

$$\leq C_{a,u,w} \int_A^B 1 / (t^2 - 1)^{\theta_1/2} \, dt$$

for all $s \in \Omega$. Thus, given an $\varepsilon > 0$, there is a number $\kappa > 1$ such that $| \int_A^B 1 / (t^2 - 1)^{\theta_1/2} \, dt | < \varepsilon / C_{a,u,w}$ whenever $B > A > \kappa$.

By invoking Theorem 3.1.3, we conclude that $\int_1^\infty f(s, t) \, dt$ is analytic in $-1 < \Re(s) < 2$.

Let

$$g(s, u) := u^2 e^{-u^2} \sinh(uw) \int_1^\infty \int_0^\infty 1 / (t^2 - 1)^{1/2} \left( e^{2uv^2 / u} - 1 \right) \, dv \, dt. \quad (5.1.7)$$

(B) **Analyticity of $\int_0^\infty g(s, u) \, du$ in $-1 < \Re(s) < 2$:** We use Theorem 3.1.3 again. Note that (A) implies that $g(s, u)$ is continuous function of $s$ in $-1 < \Re(s) < 2$. We want to show that $g(s, u)$ is also continuous in $u$ on $(0, \infty)$ so that hypothesis (i) of Theorem 3.1.3 is satisfied. To show this we will use Theorem 3.1.4. However, this requires
the existence of partial derivatives of the above function with respect to T, to meet the hypotheses of Theorem 3.1.6. For any \( n \in \mathbb{N} \),

\[
g_u(s, u) := \int_{1+\frac{1}{n}}^{\infty} \int_{0}^{\infty} \frac{e^{-v^2}}{(t^2-1)^{\frac{7}{2}}} \frac{\sin(wv) \sinh(wu)}{(e^{x^2} - 1)} \, dv \, dt
\]

is continuous for \( u \in (0, c) \) for all values of \( c \) and then showing that the sequence \( \{g_u(s, u)\}_{n=1}^{\infty} \) converges uniformly to \( \int_{1}^{\infty} \int_{0}^{\infty} \frac{e^{-v^2}}{(t^2-1)^{\frac{7}{2}}} \frac{\sin(wv) \sinh(wu)}{(e^{x^2} - 1)} \, dv \, dt \), whence the latter will be continuous function of \( u \) in \( (0, c) \).

Consider the rectangle given by \( 0 \leq u \leq c, 1 + \frac{1}{n} \leq t \leq d \). To show the continuity of

\[
\frac{1}{(t^2-1)^{\frac{7}{2}}} \int_{0}^{\infty} \frac{e^{-v^2}}{(e^{x^2} - 1)} \, dv
\]

on the rectangle, we apply Theorem 3.1.5. However, this requires the existence of partial derivatives of the above function with respect to \( u \) and \( t \) as well as the boundedness of one of the partial derivatives. Note that it suffices to show the existence of the partial derivatives of \( f_0^{\infty} \frac{e^{-v^2} \sin(wv) \sinh(wu)}{(e^{x^2} - 1)} \, dv \), for then, the existence of the partial derivatives of \( \frac{1}{(t^2-1)^{\frac{7}{2}}} \int_{0}^{\infty} \frac{e^{-v^2} \sin(wv) \sinh(wu)}{(e^{x^2} - 1)} \, dv \) follows obviously. To show the existence of partial derivatives of the former with respect to \( u \) and \( t \), we need to apply Theorem 3.1.6 twice. Let

\[
f_{\ell,u}(v) := \frac{e^{-v^2} \sin(wv) \sinh(wu)}{e^{x^2} - 1}.
\]

To meet the hypotheses of Theorem 3.1.6, apart from the continuity of \( f_{\ell,u}(v) \), \( \frac{\partial}{\partial u} f_{\ell,u}(v) \) and \( \frac{\partial}{\partial v} f_{\ell,u}(v) \), we need to find the functions \( \phi_u(v) \), \( \psi_u(v) \), \( \phi_t(v) \), \( \psi_t(v) \) such that for all \( v > 0 \)

\[
|f_{\ell,u}(v)| \leq \phi_u(v), \quad |\frac{\partial}{\partial u} f_{\ell,u}(v)| \leq \psi_u(v) \\
|f_{\ell,u}(v)| \leq \phi_t(v), \quad |\frac{\partial}{\partial v} f_{\ell,u}(v)| \leq \psi_t(v)
\]

for \( u \in [0, c] \), and \( |f_{\ell,u}(v)| \leq \phi_t(v), \quad |\frac{\partial}{\partial t} f_{\ell,u}(v)| \leq \psi_t(v) \) for \( t \in [1 + 1/n, d] \), and such that the integrals \( \int_{0}^{\infty} \phi_u(v) \, dv \), \( \int_{0}^{\infty} \psi_u(v) \, dv \), \( \int_{0}^{\infty} \phi_t(v) \, dv \) and \( \int_{0}^{\infty} \psi_t(v) \, dv \) converge. It is tedious, albeit not difficult, to see that the following choices of \( \phi_u(v) \), \( \psi_u(v) \), \( \phi_t(v) \) and \( \psi_t(v) \) work:

\[
\phi_u(v) := \frac{u}{2 \pi av(1 + 1/n)} e^{-v^2} |\sin(wv) \sinh(wu)|,
\]

\[
\psi_u(v) := \frac{e^{-v^2}}{u} |\sin(wv) \sinh(wu)| + \frac{e^{-v^2}}{2 \pi av(1 + 1/n)} |\sin(wv) \sinh(wu)|
\]

\[
+ \frac{ue^{-v^2} |w \sin(wv)| \cosh(|w|u)}{2 \pi av(1 + 1/n)},
\]

\[
\phi_t(v) := \frac{c}{2 \pi at^2} e^{-v^2} |\sin(wv)| \sinh(|w|c),
\]

\[
\psi_t(v) := \frac{1}{t} e^{-v^2} |\sin(wv)| \sinh(|w|c) + \frac{c}{2 \pi at^2} e^{-v^2} |\sin(wv)| \sinh(|w|c).
\]

Also, one can check that \( \frac{\partial}{\partial u} f_{\ell,u}(v) \) is bounded on the rectangle \( 0 \leq u \leq c, 1 + \frac{1}{n} \leq t \leq d \). The details of this verification are left to the reader. Thus we conclude that

\[
\frac{1}{(t^2-1)^{\frac{7}{2}}} \int_{0}^{\infty} \frac{e^{-v^2} \sin(wv) \sinh(wu)}{(e^{x^2} - 1)} \, dv
\]

is continuous on the above rectangle. Thus, the first
The hypothesis of Theorem 3.1.4 is satisfied. To see that the other holds too, we now show that \( g_n(s, u) \) converges uniformly with respect to \( u \) in \((0, c)\). Thus, given an \( \epsilon > 0 \), we find an \( X_0 \) (depending only on \( \epsilon \)) such that for all \( u \in (0, c) \) and \( X \geq X_0 \),

\[
\left| g_n(s, u) - \int_{0}^{X} \int_{0}^{\infty} \frac{e^{-v^2} \sinh(wu) \sin(wv)}{(t^2 - 1)^{\frac{1}{2}} \left( e^{\frac{2\pi a}{u}} - 1 \right)} \, dv \, dt \right| < \epsilon. \tag{5.1.8}
\]

To that end,

\[
\left| \int_{0}^{X} \int_{0}^{\infty} \frac{e^{-v^2} \sinh(wu) \sin(wv)}{(t^2 - 1)^{\frac{1}{2}} \left( e^{\frac{2\pi a}{u}} - 1 \right)} \, dv \, dt \right|
\leq \frac{|u| \sinh(wu)|}{2\pi a} \int_{0}^{X} \int_{0}^{\infty} \frac{1}{t(t^2 - 1)^{\frac{1}{2}}} \, dt \, dv
\leq \frac{cD_w}{2\pi a} \int_{0}^{X} \int_{0}^{\infty} \frac{1}{t(t^2 - 1)^{\frac{1}{2}}} \, dt,
\]

where \( D_w \) is constant and depends on \( w \). Choose \( X_0 \) large enough so that for all \( X \geq X_0 \),

\[
\int_{0}^{X} \int_{0}^{\infty} \frac{1}{t(t^2 - 1)^{\frac{1}{2}}} \, dt < \epsilon. \tag{5.1.9}
\]

This implies (5.1.8) and hence the uniform convergence of \( g_n(s, u) \) with respect to \( u \) in \((0, c)\). Hence by Theorem 3.1.4, \( g_n(s, u) \) is continuous on \((0, c)\) for every \( c > 0 \). Next, we show \( g_n(s, u) \) converges uniformly to

\[
\mathcal{g}(s, u) := \int_{0}^{\infty} \int_{0}^{\infty} \frac{e^{-v^2} \sinh(wu) \sin(wv)}{(t^2 - 1)^{\frac{1}{2}} \left( e^{\frac{2\pi a}{u}} - 1 \right)} \, dv \, dt
\]

on \((0, c)\) whence \( \mathcal{g}(s, u) \) will be continuous in \( u \) in \((0, c)\) for every \( c > 0 \). To do this, we show that given an \( \epsilon > 0 \), there exists \( n_0 \) depending on \( \epsilon \) (and not on \( u \)) such that for all \( n \geq n_0 \),

\[
|g_n(s, u) - \mathcal{g}(s, u)| < \epsilon. \tag{5.1.9}
\]

This indeed is true since

\[
|g_n(s, u) - \mathcal{g}(s, u)| \leq \int_{1}^{1+1/n} \int_{0}^{\infty} \frac{e^{-v^2} |\sinh(wu) \sin(wv)|}{(t^2 - 1)^{\frac{1}{2}} \left( e^{\frac{2\pi a}{u}} - 1 \right)} \, dv \, dt
\leq \frac{|u| \sinh(wu)|}{2\pi a} \int_{1}^{1+1/n} \int_{0}^{\infty} \frac{1}{t(t^2 - 1)^{\frac{1}{2}}} \, dt \, dv
\leq F_{w,c,a} \int_{1}^{1+1/n} \frac{1}{t(t^2 - 1)^{\frac{1}{2}}} \, dt,
\]

where \( F_{w,c,a} \) is a positive constant depending on \( w, c \) and \( a \). It is now clear that one can choose \( n_0 \) large enough such that (5.1.9) holds. Therefore, by [57, p. 150, Theorem 7.12], we see that \( \mathcal{g}(s, u) \) is continuous in \( u \) in \((0, c)\) for every \( c > 0 \) and hence on \((0, \infty)\). This, in turn, implies the continuity of \( g(s, u) \), defined in (5.1.7), as a function of \( u \), on \((0, \infty)\).
Thus hypothesis (i) of Theorem 3.1.3 holds. Clearly, (ii) of Theorem 3.1.3 holds since for any fixed \( u \in (0, \infty) \), \( g(s, u) \) is analytic in \( -1 < \text{Re}(s) < 2 \) as can be seen from part (A). Thus we need only show that \( \int_0^\infty g(s, u) \, du \) converges uniformly at both the limits on \( \Omega \) defined in (5.1.6). This is now proved.

Let \( \epsilon > 0 \) be given. Let \( 0 < A < B < 1 \). Using (5.1.3) in the second step below with \( a \) and \( t \) fixed and \( u \) very small, we have

\[
\left| \int_A^B g(s, u) \, du \right| \\
\leq \int_A^B u^{\theta_1 - 2} e^{-u^2} |\sinh(wu)| \int_1^\infty \frac{1}{(t^2 - 1)^{\text{Re}(s)/2}} \int_0^\infty e^{-v^2} |\sinh(wv)| \, dv \, dt \, du \\
\leq c_1 \int_A^B u^{\theta_1 - 2} e^{-u^2} |\sinh(wu)| \int_1^\infty \frac{1}{(t^2 - 1)^{\text{Re}(s)/2}} \frac{|w|u^2}{24a^2 t^2} \, dt \, du \\
\leq c_1 \frac{|w|}{24a^2} \int_A^B u^{\theta_1 + 1} \, du \\
\leq \frac{G}{24a^2} (B^{\theta_1 + 2} - A^{\theta_1 + 2})
\]

for all \( s \in \Omega \), where \( G := G_{\omega, \theta_1, \theta_2} \) is a constant \( > 0 \). Thus one can choose a \( \delta, 0 < \delta < 1 \), such that \( \frac{G}{24a^2} (B^{\theta_1 + 2} - A^{\theta_1 + 2}) < \epsilon \) for \( |A - B| < \delta \). Therefore \( \int_0^\infty g(s, u) \, du \) converges uniformly at the lower limit. Similarly one can show the uniform convergence at the upper limit.

Finally, since all of the hypotheses of Theorem 3.1.3 are satisfied, we conclude that \( \int_0^\infty g(s, u) \, du \), that is, the triple integral in (5.1.1), is analytic in \(-1 < \text{Re}(s) < 2 \). \( \square \)

**Remark 7** The above lemma can be used to show that Lemma 4.2.8 actually holds for \(-1 < \text{Re}(s) < 2 \). To see this, first note that from [64, p. 270] the integral on the right-hand side of (4.2.31) is an entire function of \( s \). Hence the right-hand side itself is analytic in \( \mathbb{C} \setminus (2\mathbb{N} \cup \mathbb{Z}^-) \). However, Lemma 5.1.1 implies, in particular that the triple integral on the left-hand side of (4.2.31) is analytic in \(-1 < \text{Re}(s) < 2 \). Hence by the principle of analytic continuation, Lemma 4.2.8 is valid for \(-1 < \text{Re}(s) < 2 \).

### 5.2 Analytic continuation of \( \zeta_w(s, a) \) in \( \text{Re}(s) > -1, s \neq 1 \): Proof of Theorem 1.1.3

As explained in the introduction, \( \zeta_w(s, a) \), as is originally defined in (1.1.14), is analytic in \( \text{Re}(s) > 1 \). From what we just proved in Lemma 5.1.1, it is clear that the right-hand side of (1.1.27) is analytic for \(-1 < \text{Re}(s) < 2 \) except for a simple pole at \( s = 1 \). Thus we get a meromorphic continuation of \( \zeta_w(s, a) \) in the region \(-1 < \text{Re}(s) \leq 1 \) after we define \( \zeta_w(s, a + 1) \) to be the right-hand side of (1.1.27) for \(-1 < \text{Re}(s) \leq 1, s \neq 1 \). This gives meromorphic continuation of \( \zeta_w(s, a + 1) \) (and hence of \( \zeta_w(s, a) \)) in \( \text{Re}(s) > -1 \). As for the residue at \( s = 1 \), multiply both sides of (1.1.27) by \( s - 1 \), let \( s \to 1 \), and then use the analyticity of the triple integral in the neighborhood of \( s = 1 \) to see that

\[
\lim_{s \to 1} (s - 1)\zeta_w(s, a + 1) = A_{\infty}(0) = \frac{\pi}{w^2} e^{-\frac{w^2}{2}} \text{erfi}^2 \left( \frac{w}{2} \right) = e^{\frac{w^2}{4}} \text{erf}^2 \left( \frac{3}{2} \right) - \frac{w^2}{8}
\]
as can be seen from (1.1.18) and (1.1.26). It remains to prove only (1.1.23). This is done
by showing that for Re(s) > 1, we have
\[ \zeta_w(s, a + 1) = \frac{e^{\frac{w^2}{4} F_1^2 \left( \frac{3}{2}; \frac{3}{2}, \frac{w^2}{4} \right)}}{s - 1} - \psi_w(a + 1) + \sum_{n=1}^{\infty} c_n(w, a)(s - 1)^n, \]  
which, using analytic continuation of \( \zeta_w(s, a) \) in Re(s) > -1, \( s \neq 1 \) just proved above, is
easily seen to be true in a deleted neighborhood of \( s = 1 \). Here, \( c_n(w, a) \) are constants
depending only on \( w, a \) and \( n \). To that end, first write
\[ \zeta_w(s, a) = \frac{w^2}{s - 1} F_1^2 \left( \frac{1}{2}, \frac{3}{2}; \frac{w^2}{4} \right) \]
\[ = \frac{1}{\Gamma(s)} \left\{ \Gamma(s) \zeta_w(s, a) - \Gamma(s - 1) e^{\frac{w^2}{4} F_1^2 \left( \frac{1}{2}; \frac{3}{2}, \frac{w^2}{4} \right)} \right\}, \]  
Since Re(s) > 1, we can represent \( \Gamma(s - 1) \) as an integral
\[ \Gamma(s - 1) = \int_0^\infty e^{-u} u^{s-2} \, du. \]  
Also, replacing \( u \) by \( u/v \) in (4.2.2) and then letting \( z = 0 \), we have
\[ \frac{4}{w^2 \sqrt{\pi}} \int_0^\infty \int_0^\infty e^{-(a^2 + v^2) / u} \sin(wv) \sinh(wu) \, du \, dv = e^{\frac{w^2}{4} F_1^2 \left( \frac{1}{2}; \frac{3}{2}, \frac{w^2}{4} \right)}. \]  
Hence, combining (5.2.3) and (5.2.4) to write \( \Gamma(s - 1) e^{\frac{w^2}{4} F_1^2 \left( \frac{1}{2}; \frac{3}{2}, \frac{w^2}{4} \right)} \) as a triple integral, and also using Theorem 4.2.4 to write \( \Gamma(s) \zeta_w(s, a) \) as a triple integral, we have, using (5.2.2),
\[ \zeta_w(s, a) = \frac{w^2}{s - 1} F_1^2 \left( \frac{1}{2}, \frac{3}{2}; \frac{w^2}{4} \right) \]
\[ = \frac{4}{w^2 \sqrt{\pi} \Gamma(s)} \int_0^\infty \int_0^\infty \int_0^\infty e^{-(a^2 + v^2) / u} \sin(wv) \sinh(wu) \right\} \, dx \, du \, dv, \]  
Since \( s = 1 \) is the only (simple) pole of \( \zeta_w(s, a) \) in Re(s) > -1, we also have
\[ \zeta_w(s, a) = \frac{w^2}{s - 1} F_1^2 \left( \frac{1}{2}, \frac{3}{2}; \frac{w^2}{4} \right) = \sum_{n=0}^{\infty} c_n(w, a)(s - 1)^n. \]  
Now let \( s \to 1 \) in (5.2.5) and (5.2.6) and compare their resulting right-hand sides so as to get
\[ c_0(w, a) = \frac{-4}{w^2 \sqrt{\pi}} \int_0^\infty \int_0^\infty \int_0^\infty e^{-(a^2 + v^2 + x) / u} \sin(wv) \sinh(wu) \]
\[ \times \left( \frac{1}{x} - \frac{J_0 \left( (a - 1) \frac{\pi x}{w} \right)}{1 - e^{-x}} \right) \, dx \, du \, dv. \]
We refrain from justifying the interchange of the order of limit and the triple integral which can be done using standard methods. Hence from the above equation and (1.1.24), we see that \( c_0(w, a) = -\psi_w(a) \). After replacing \( a \) by \( a + 1 \) in (5.2.6), this proves (5.2.1) for \( \text{Re}(s) > 1 \), and hence in the neighborhood of \( s = 1 \) as argued after (5.2.1). Thus (1.1.23) is established. This proves Theorem 1.1.3.

\[ \square \]

Remark 8 The residue at the simple pole \( s = 1 \) of \( \zeta(s) \), and also of \( \zeta(s, a) \), is usually calculated using Euler’s summation formula. However, in the setting of \( \zeta_w(s, a) \), Euler’s formula leads to a cumbersome expression involving a double integral and a triple integral whose analyticity beyond \( \text{Re}(s) > 1 \) needs to be established first. On the other hand, calculating the residue using the generalization of Hermite’s formula (1.1.27), as shown in the above proof, necessitates analyticity of only one triple integral which is established in Lemma 5.1.1.

We now obtain a well-known result [7, p. 152] for \( \zeta(s, a) \) as a corollary of Theorem 1.1.3.

**Corollary 5.2.1** Let \( 0 < a < 1 \). In the neighborhood of \( s = 1 \), we have

\[ \zeta(s, a + 1) = \frac{1}{s - 1} - \psi(a + 1) + O_a(|s - 1|). \]  

(5.2.7)

**Proof** Let \( w = 0 \) in (5.2.1). From Remark 1, we see that \( \zeta_0(s, a + 1) = \zeta(s, a + 1) \). Also, from (1.1.30), we have \( \psi_0(a + 1) = \psi(a + 1) \). This leads to

\[ \zeta(s, a + 1) = \frac{1}{s - 1} - \psi(a + 1) + \sum_{n=1}^{\infty} c_n(0, a)(s - 1)^n. \]

\[ \square \]

5.3 Asymptotic estimate of \( \zeta_w(s, a) \) as \( a \to \infty \)

Here we prove a result which is instrumental in proving that the infinite series in (1.1.33) are absolutely and uniformly convergent in \(-1 < \text{Re}(z) < 1\).

**Theorem 5.3.1** For \(-1 < \text{Re}(s) < 2\), as \( a \to \infty \),

\[ \zeta_w(s, a + 1) = -\frac{a^{-s}}{2} A_w(s - 1) + \frac{a^{1-s}}{s - 1} A_{iw}(1 - s) + O_{s,w}(a^{-\text{Re}(s)-1}). \]  

(5.3.1)

**Proof** By analytic continuation, we know that (1.1.27) is valid for \(-1 < \text{Re}(s) < 2\). In view of this, it suffices to show that as \( a \to \infty \),

\[ \frac{2^{s+2} a^{1-s}}{w^2 \Gamma(1 - \frac{s}{2}) \Gamma(s)} \int_0^{\infty} \int_1^{\infty} \int_0^{\infty} u^{s-2} e^{-u^2 + v^2} \sin(wv) \sinh(wu) \left( \frac{e^{\frac{\text{Re}(s)}{2}}}{u} - 1 \right) (u^2 - 1) \frac{1}{2} \right) \right] \right) \right) \right) \right) \text{dv} \text{dt} \text{du} \]

\[ = O_{s,w}(a^{-\text{Re}(s)-1}). \]  

(5.3.2)

Observe that (5.1.3) holds also when \( t \) and \( u \) are fixed and \( a \to \infty \). Moreover, since \(-1 < \text{Re}(s) < 2\), the double integral \( \int_0^{\infty} \int_1^{\infty} u^{\text{Re}(s)} e^{-u^2} \sinh(wu) \left( \frac{1}{t^2 - 1} \frac{\text{Re}(s)}{2} \right) \right) \right) \right) \right) \right) \right) \text{dt} \text{du} \) converges. Hence along with (5.1.3), we arrive at (5.3.2). Substituting (5.3.2) in (1.1.27) results in (5.3.1).
5.4 Limitations of (1.1.27) in analytically continuing \(\zeta_w(s, a)\) in \(\text{Re}(s) \leq -1\)

It is well-known that Hermite’s formula (1.1.25) provides analytic continuation of \(\zeta(s, a)\) in \(\mathbb{C}\setminus\{1\}\). In contrast to this, our generalization of Hermite’s formula for \(\zeta_w(s, a)\), that is (1.1.27), does not give analytic continuation in \(\mathbb{C}\setminus\{1\}\) as will now be proved by showing that the triple integral on the right-hand side of (1.1.27) is not analytic at least at \(s = -1, -2, -3, \cdots\). We show this only for \(s = -1\).

Suppose the triple integral was analytic at \(s = -1\). Then we could define \(\zeta_w(-1, a + 1)\) by the right-hand side of (1.1.27) at \(s = -1\). Since \(\Gamma(s)\) has a pole at \(s = -1\), this would imply

\[
\zeta_w(-1, a + 1) = -\frac{a}{2} A_w(-2) - \frac{a^2}{2} A_{1w}(2)
\]

\[
= -\frac{a}{2} e^{-\frac{w^2}{4}} F_1 \left(1; \frac{3}{2}; -\frac{w^2}{4}\right)
\]

\[
- \frac{a^2}{2} e^{\frac{w^2}{4}} F_1 \left(1; \frac{3}{2}; -\frac{w^2}{4}\right)
\]

In particular, for \(w = 0\), we would have

\[
\zeta_0(-1, a + 1) = \zeta(-1, a + 1) = -\frac{a}{2} - \frac{a^2}{2},
\]

which is incorrect since [5, p. 264, Theorem 12.13] \(\zeta(-1, a + 1) = -\frac{a}{2} - \frac{a^2}{2} - \frac{1}{12}\). This shows the triple integral cannot be analytic at \(s = -1\); it very well contributes toward \(\zeta_w(-1, a + 1)\).

It can be similarly seen that the triple integral is not analytic also at \(s = 2\).

6 Some properties of the generalized digamma function \(\psi_w(a)\)

We begin this subsection by obtaining a special value of \(\psi_w(a)\).

**Theorem 6.1.1** Let \(w \in \mathbb{C}\). We have

\[
\psi_w(1) = -\gamma \frac{\pi}{w^2} e^{-\frac{w^2}{4}} \text{erfi}^2 \left(\frac{w}{2}\right).
\]

**Proof** Note that the definition of \(\psi_w(a)\) in (1.1.24) holds for any \(a \in \mathbb{C}\) as can be seen from the asymptotic expansion of \(J_0(x)\) [2, p. 360, Formula 9.1.7]. Let \(a = 1\) in this definition and use the fact \(J_0(0) = 1\) to observe that

\[
\psi_w(1) = \frac{4}{w^2 \sqrt{\pi}} \int_0^\infty \int_0^\infty e^{-\left(u^2 + v^2\right) / u} \sin(wv) \sinh(wu) \sinh(wv)
\]

\[
\times \int_0^\infty e^{-x} \left(\frac{1}{x} - \frac{1}{1 - e^{-x}}\right) dx \, du \, dv
\]

\[
= -\gamma \frac{4}{w^2 \sqrt{\pi}} \int_0^\infty \int_0^\infty e^{-\left(u^2 + v^2\right) / u} \sin(wv) \sinh(wu) du \, dv
\]

\[
= -\gamma \frac{\pi}{w^2} e^{-\frac{w^2}{4}} \text{erfi}^2 \left(\frac{w}{2}\right),
\]

where in the first step, we used (1.1.31), \(\psi(1) = -\gamma\), and in the second step, (5.2.4). \(\square\)

We now show how \(\psi_w(a)\) reduces to the digamma function \(\psi(a)\) when \(w = 0\).
Proof of (1.1.30) Let \( w \to 0 \) in (1.1.24) and interchange the order of limit and the triple integral to obtain
\[
\lim_{w \to 0} \psi_w(a) = \frac{4}{\sqrt{\pi}} \int_0^\infty \int_0^\infty \int_0^\infty ve^{-(a^2+v^2+x)} \left( \frac{1}{x} - \frac{f_0 \left( \frac{(a-1)x}{u} \right)}{1 - e^{-x}} \right) \, dx \, du \, dv = \frac{4}{\sqrt{\pi}} \int_0^\infty e^{-x} \left( \frac{\sqrt{\pi}}{4x} - \frac{1}{4} \frac{e^{-(a-1)x}}{1 - e^{-x}} \right) \, dx,
\]

where we used the fact that \( \int_0^\infty \int_0^\infty ve^{-(a^2+v^2)} \, du \, dv = \frac{\sqrt{\pi}}{4} \). Now replacing \( a \) by \( a - 1 \) and letting \( s = 1 \) in Lemma 4.2.6, we find that
\[
\int_0^\infty \int_0^\infty ve^{-(a^2+v^2)} f_0 \left( \frac{(a-1)x}{u} \right) \, du \, dv = \begin{cases} \frac{\sqrt{\pi}}{4} e^{-(a-1)x}, & \text{Re}(a) > 1, \\ \frac{\sqrt{\pi}}{4} e^{-(1-a)x}, & \text{Re}(a) < 1. \end{cases} \tag{6.1.2}
\]

From (6.1.1) and (6.1.2), for \( \text{Re}(a) > 1 \),
\[
\lim_{w \to 0} \psi_w(a) = \frac{4}{\sqrt{\pi}} \int_0^\infty e^{-x} \left( \frac{\sqrt{\pi}}{4x} - \frac{\sqrt{\pi}}{4} \frac{e^{-(a-1)x}}{1 - e^{-x}} \right) \, dx = \psi(a),
\]

where we used (1.1.31). Similarly for \( \text{Re}(a) < 1 \), we use (1.1.31) to derive that \( \lim_{w \to 0} \psi_w(a) = \psi(2 - a) \). \( \square \)

We now derive a result which gives asymptotic behavior of \( \psi_w(a + 1) \) as \( w \to \infty \).

**Theorem 6.1.2** For \( w \in \mathbb{C} \), \( 0 < a \leq 1 \), we have
\[
\psi_w(a + 1) = \frac{\pi}{2aw^2} e^{\frac{a^2}{2}} \text{erf}^2 \left( \frac{w}{2} \right) + \frac{\pi}{w^2} e^{-\frac{a^2}{2}} \text{erfi}^2 \left( \frac{w}{2} \right) \log a + \frac{\sqrt{\pi}}{2w} \text{erfi} \left( \frac{w}{2} \right) \sum_{n=0}^{\infty} \frac{(-w^2/4)^n}{(3/2)^n} (\psi(n + 1) + y) - \frac{8}{w^2 \sqrt{\pi}} \int_0^\infty \int_0^{\infty} \frac{e^{-(a^2+v^2)} \sin(ww) \sinh(wu)}{u \left( e^{2xaw} - 1 \right) \sqrt{x^2 - 1}} \, dv \, du. \tag{6.1.3}
\]

**Proof** Subtract \( \frac{1}{(s-1)} \frac{\pi}{w^2} e^{-\frac{a^2}{2}} \text{erfi}^2 \left( \frac{w}{2} \right) \) from both sides of (1.1.27) and then let \( s \to 1 \) to get
\[
\lim_{s \to 1} \left( \zeta_w(s, a + 1) - \frac{e^{\frac{a^2}{2}} \text{erf}^2 \left( \frac{1; 3; -\frac{w^2}{4}}{s-1} \right)}{s-1} \right) = -\frac{1}{2a} A_w(0) + \lim_{s \to 1} \left( \frac{a^{1-s}}{s-1} A_{iw}(1-s) - \frac{e^{\frac{a^2}{2}} \text{erf}^2 \left( \frac{1; 3; -\frac{w^2}{4}}{s-1} \right)}{s-1} \right) + \frac{8}{w^2 \sqrt{\pi}} \int_0^\infty \int_0^{\infty} \frac{e^{-(a^2+v^2)} \sin(ww) \sinh(wu)}{u \left( e^{2xaw} - 1 \right) \sqrt{x^2 - 1}} \, dv \, du.
\]
Hence using (1.1.22) and (1.1.23), we have

\[
\psi_w(a + 1) = \frac{\pi}{2aw^2} e^{\frac{w^2}{4}} \text{erf}(\frac{w}{2}) - \lim_{s \to 1} \left( \frac{a^{1-s}}{s-1} A_{iw}(1-s) - \frac{e^{\frac{w^2}{4}} \Gamma(1; \frac{3}{2}; -\frac{w^2}{4})}{s-1} \right)
- \frac{8}{w^2 \sqrt{\pi}} \int_0^\infty \int_1^\infty \int_0^\infty \frac{e^{-(u^2+v^2)}}{u} \frac{\sin(wv) \sinh(wu)}{(u^2-1)^{3/4}} \, dv \, dt \, du.
\]

(6.1.4)

To evaluate the limit, first note that, as \(s \to 1\),

\[
a^{-(s-1)} = e^{-(s-1) \log a} = 1 - (s-1) \log a + \frac{(s-1)^2 (\log a)^2}{2!} + O((s-1)^3),
\]

and

\[
\text{e}_1 F_1 \left( \frac{3-s}{2}; \frac{3}{2}; -\frac{w^2}{4} \right) = \frac{\sqrt{\pi} e^{-\frac{w^2}{4}} \text{erf}(\frac{w}{2})}{w} + (s-1) \frac{d}{ds} \text{e}_1 F_1 \left( \frac{3-s}{2}; \frac{3}{2}; -\frac{w^2}{4} \right) \bigg|_{s=1} + O(|s-1|^2).
\]

Now

\[
\lim_{s \to 1} \left( \frac{a^{1-s}}{s-1} A_{iw}(1-s) - \frac{e^{\frac{w^2}{4}} \Gamma(1; \frac{3}{2}; -\frac{w^2}{4})}{s-1} \right)
= \frac{\sqrt{\pi} \text{erf}(\frac{w}{2})}{w} \lim_{s \to 1} \left\{ \frac{a^{1-s}}{s-1} \text{e}_1 F_1 \left( \frac{s-3}{2}; \frac{3}{2}; -\frac{w^2}{4} \right) - \frac{1}{s-1} e^{-\frac{w^2}{4}} \sqrt{\pi} \text{erf}(\frac{w}{2}) \right\}
= -\frac{\sqrt{\pi} e^{-\frac{w^2}{4}} \text{erf}(\frac{w}{2})}{w} \log a + \frac{\sqrt{\pi} \text{erf}(\frac{w}{2})}{w} \frac{d}{ds} \text{e}_1 F_1 \left( \frac{3-s}{2}; \frac{3}{2}; -\frac{w^2}{4} \right) \bigg|_{s=1}.
\]

(6.1.5)

By using series definition of \(\text{e}_1 F_1\), we see that

\[
\frac{d}{ds} \text{e}_1 F_1 \left( \frac{3-s}{2}; \frac{3}{2}; -\frac{w^2}{4} \right) = -\frac{1}{2} \sum_{n=0}^{\infty} \left( \frac{-w^2}{4} \right)^n \frac{(3-s)}{n!} \sum_{j=0}^{n-1} \frac{1}{(\frac{3}{2}+j)}.\]

Since

\[
\lim_{s \to 1} \left( 1 + s - \frac{1}{2} \right) \left( 2 + s - \frac{1}{2} \right) \cdots \left( n + s - \frac{1}{2} \right)
\times \left( \frac{1}{1 + s - \frac{1}{2}} + \frac{1}{2 + s - \frac{1}{2}} + \cdots + \frac{1}{n + s - \frac{1}{2}} \right)
= n! (\psi(n+1) + \gamma),
\]

this gives

\[
\frac{d}{ds} \text{e}_1 F_1 \left( \frac{3-s}{2}; \frac{3}{2}; -\frac{w^2}{4} \right) \bigg|_{s=1} = -\frac{1}{2} \sum_{n=0}^{\infty} \left( \frac{-w^2}{4} \right)^n \left( \psi(n+1) + \gamma \right).
\]

(6.1.6)
Finally, from (6.1.4), (6.1.5) and (6.1.6), we arrive at (6.1.3). □

Remark 9  Note that either by letting \( s = 1 \) in (5.3.1) and then proceeding along the same lines as in the proof of Theorem 6.1.2 or by working from scratch with the triple integral in Theorem 6.1.2, we arrive at

\[
\psi_w(a + 1) = \frac{\pi}{2a} e^{\frac{w^2}{2}} \text{erf}^2 \left( \frac{w}{2} \right) + \frac{\pi}{w} e^{-\frac{w^2}{2}} \text{erfi}^2 \left( \frac{w}{2} \right) \log a
\]

\[
+ \frac{\sqrt{\pi}}{2w} \text{erfi} \left( \frac{w}{2} \right) \sum_{n=0}^{\infty} \frac{(-w^2/4)^n}{(3/2)^n} (\psi(n + 1) + \gamma) + O_w \left( \frac{1}{a^2} \right)
\]

as \( a \to \infty \). Of course, one can derive a complete asymptotic expansion for \( \psi_w(a + 1) \) by obtaining the same for the triple integral in (6.1.3). Note that when \( w = 0 \), the above estimate gives the well-known result

\[
\psi(a) = -\frac{1}{2a} + \log a + O \left( \frac{1}{a^2} \right).
\]

As a special case of Theorem 6.1.2, we get the following well-known formula.

**Corollary 6.1.3**  Let \( 0 < a \leq 1 \). Then

\[
\psi(a) = \log a - \frac{1}{2a} - 2 \int_0^\infty \frac{y \, dy}{(y^2 + a^2)(e^{2\pi y} - 1)}.
\]

**Proof**  Let \( w \to 0 \) in (6.1.3). Using (1.1.30), we see that

\[
\psi(a + 1) = \frac{1}{2a} + \log a - \frac{8}{\sqrt{\pi}} \int_0^\infty \int_1^\infty \int_0^\infty \frac{y e^{-(u^2 + v^2)}}{(e^{2\pi u} - 1) \sqrt{v^2 - 1}} \, dv \, dt \, du,
\]

where the interchange of the order of limit and the triple integral is justified using standard methods. To evaluate the triple integral, let \( s \to 1 \) in Lemma 4.2.8. This gives

\[
\int_0^\infty \int_1^\infty \int_0^\infty \frac{y e^{-(u^2 + v^2)}}{(e^{2\pi u} - 1) \sqrt{v^2 - 1}} \, dv \, dt \, du = \frac{\sqrt{\pi}}{4} \int_0^\infty \frac{\sin \left( \tan^{-1} \left( \frac{y}{\sqrt{\pi}} \right) \right)}{e^{2\pi y} - 1} \frac{y \, dy}{\sqrt{y^2 + a^2}}
\]

\[
= \frac{\sqrt{\pi}}{4} \int_0^\infty \frac{y \, dy}{(y^2 + a^2)(e^{2\pi y} - 1)},
\]

(6.1.9)

since \( \sin \left( \tan^{-1}(\theta) \right) = \theta / \sqrt{1 + \theta^2} \). Now substitute (6.1.9) in (6.1.8) and use the functional equation \( \psi(a + 1) = \psi(a) + 1/a \) to arrive at (6.1.7). □

7 Reciprocal functions in the second Koshliakov kernel

In [40, Equations (8), (13)], Koshliakov obtained two remarkable integral evaluations, namely, for \(-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}\),

\[
\int_0^\infty K_z(t) \left( \cos(\pi z) M_{2z}(2\sqrt{zt}) - \sin(\pi z) J_{2z}(2\sqrt{zt}) \right) \, dt = K_z(x),
\]

(7.0.1)

\[11\text{Koshliakov [40] stated them only for } -\frac{1}{2} < z < \frac{1}{2}, \text{ however, they are easily seen to be true for } -\frac{1}{2} < \text{Re}(z) < \frac{1}{2}.\]
and
\[ \int_0^\infty t K_n(t) \left( \sin(\pi z)J_{2z}(2\sqrt{xt}) - \cos(\pi z)L_{2z}(2\sqrt{xt}) \right) \, dt = xK_n(x), \quad (7.0.2) \]

where
\[ M_n(x) = \frac{2}{\pi} K_n(x) - Y_n(x) \quad \text{and} \quad L_n(x) = -\frac{2}{\pi} K_n(x) - Y_n(x), \quad (7.0.3) \]

\( Y_n(x) \) being the Bessel function of the second kind of non-integer order \( v \) defined by [63, p. 64]
\[ Y_n(x) = \frac{J_n(x) \cos (v\pi) - J_{-n}(x)}{\sin (v\pi)}, \]

and \( Y_n(x) \) for integer \( n \) defined by \( Y_n(x) = \lim_{v \to n} Y_n(x) \).

Owing to (7.0.1) and (7.0.2), we call the two kernels, namely, \( \cos(\pi z)M_{2z}(2\sqrt{xt}) - \sin(\pi z)J_{2z}(2\sqrt{xt}) \) and \( \sin(\pi z)J_{2z}(2\sqrt{xt}) - \cos(\pi z)L_{2z}(2\sqrt{xt}) \), the first and the second Koshliakov kernels respectively, and the integrals [10, Definition 15.1]
\[ \int_0^\infty f(t, z) \left( \cos(\pi z)M_{2z}(2\sqrt{xt}) - \sin(\pi z)J_{2z}(2\sqrt{xt}) \right) \, dt \]

and
\[ \int_0^\infty f(t, z) \left( \sin(\pi z)J_{2z}(2\sqrt{xt}) - \cos(\pi z)L_{2z}(2\sqrt{xt}) \right) \, dt, \]

the first and the second Koshliakov transforms of \( f(t, z) \) respectively whenever the integrals converge.

Let \( \phi \) and \( \psi \) be the second Koshliakov transforms of each other, \(^{12}\) that is,
\[ \phi(x, z, w) = 2 \int_0^\infty \psi(t, z, w) \left( \sin(\pi z)J_{2z}(4\sqrt{xt}) - \cos(\pi z)L_{2z}(4\sqrt{xt}) \right) \, dt, \quad (7.0.4) \]

and
\[ \psi(x, z, w) = 2 \int_0^\infty \phi(t, z, w) \left( \sin(\pi z)J_{2z}(4\sqrt{xt}) - \cos(\pi z)L_{2z}(4\sqrt{xt}) \right) \, dt, \quad (7.0.5) \]

Let the normalized Mellin transform \( Z_1(s, z, w) \) and \( Z_2(s, z, w) \) of the functions \( \phi(x, z) \) and \( \psi(x, z) \) be defined by
\[ \Gamma \left( \frac{1+s-z}{2} \right) \Gamma \left( \frac{1+s+z}{2} \right) Z_1(s, z, w) := \int_0^\infty x^{s-1} \phi(x, z, w) \, dx, \quad (7.0.6) \]

and
\[ \Gamma \left( \frac{1+s-z}{2} \right) \Gamma \left( \frac{1+s+z}{2} \right) Z_2(s, z, w) := \int_0^\infty x^{s-1} \psi(x, z, w) \, dx, \quad (7.0.7) \]

where each of the above equations holds in a particular vertical strip in the complex \( s \)-plane. Let
\[ Z(s, z, w) := Z_1(s, z, w) + Z_2(s, z, w) \]

and \( \Theta(x, z, w) := \phi(x, z, w) + \psi(x, z, w), \quad (7.0.8) \)

whence
\[ \Gamma \left( \frac{1+s-z}{2} \right) \Gamma \left( \frac{1+s+z}{2} \right) Z(s, z, w) = \int_0^\infty x^{s-1} \Theta(x, z, w) \, dx \]

for those values of \( s \) which lie in the intersection of the aforementioned vertical strips.

\(^{12}\)Throughout the analysis \( z \) and \( w \) will be fixed complex numbers in some domains of their respective complex planes.
7.1 Properties of functions reciprocal in the second Koshliakov kernel

A class of functions $\mathcal{O}_{n,\omega}$, called the ‘diamond class’, was introduced in [25]. We reproduce its definition below as the specific choices of the functions $\phi$ and $\psi$, satisfying (7.0.4) and (7.0.5), which are used to prove Theorem 7.2.1, and hence Theorem 1.1.6, need to be members of this class.

**Definition 7.1.1**  Let $0 < \omega \leq \pi$ and $\eta > 0$. Let $z$ be fixed. If $u(s, z, w)$ is such that

(i) $u(s, z, w)$ is an analytic function of $s = re^{i\theta}$ regular in the angle given by $r > 0$, $|\theta| < \omega$.

(ii) $u(s, z, w)$ satisfies the bounds

$$u(s, z, w) = \begin{cases} O_2(|s|^{-\delta}) & \text{if } |s| \leq 1, \\ O_2(|s|^{-\eta - 1 - \Re(z)}) & \text{if } |s| > 1, \end{cases}$$

for every positive $\delta$ and uniformly in any angle $|\theta| < \omega$, then we say that $u$ belongs to the diamond class $\mathcal{O}_{n,\omega}$ and write $u(s, z, w) \in \mathcal{O}_{n,\omega}$.

The following lemma is used to prove Theorem 7.2.1 of which Theorem 1.1.6 is a special case.

**Lemma 7.1.2**  Let $\eta > 0$, $0 < \omega \leq \pi$ and let $-1/4 < \Re(z) < 1/4$. Suppose that $\phi, \psi \in \mathcal{O}_{n,\omega}$ are reciprocal with respect to the second Koshliakov kernel $\sin(\pi z)f_{2\pi}(2\sqrt{xt}) - \cos(\pi z)L_{2\pi}(2\sqrt{xt})$. Let $Z(s, z, w)$ be defined in (7.0.8). Then

1. $Z(s, z, w) = Z(1 - s, z, w) \forall s$ such that $-\eta - |\Re(z)| < \Re(s) < 1 + \eta + |\Re(z)|$.
2. $Z(\sigma + it, z, w) \ll z e^{\left(\frac{\pi}{4} - \omega + \epsilon\right)t}$ for every $\epsilon > 0$.

**Proof**  We first show the validity of the first part of the lemma for $\frac{3}{4} < \Re(s) < 1 - |\Re(z)|$.

It is later extended to $-\eta - |\Re(z)| < \Re(s) < 1 + \eta + |\Re(z)|$ by analytic continuation. Define

$$h(s, z) := \Gamma\left(\frac{1 + s - z}{2}\right)\Gamma\left(\frac{1 + s + z}{2}\right).$$

Note that

$$h(1 - s, z)Z_1(1 - s, z, w)$$

$$= \int_0^\infty x^{-s}\phi(x, z, w)dx$$

$$= 2\int_0^\infty x^{-s} \int_0^\infty \psi(t, z, w) \left(\sin(\pi z)f_{2\pi}(4\sqrt{xt}) - \cos(\pi z)L_{2\pi}(4\sqrt{xt})\right) dt dx$$

$$= 2\int_0^\infty \psi(t, z, w) \int_0^\infty x^{-s} \left(\sin(\pi z)f_{2\pi}(4\sqrt{xt}) - \cos(\pi z)L_{2\pi}(4\sqrt{xt})\right) dx dt$$

$$= 2\pi^{2 - 2s} \int_0^\infty t^{s-1}\psi(t, z, w)$$

$$\times \int_0^\infty u^{-s} \left(\sin(\pi z)f_{2\pi}(4\pi \sqrt{u}) - \cos(\pi z)L_{2\pi}(4\pi \sqrt{u})\right) du dt, \quad (7.1.1)$$
where the justification of the interchange of the order of integration in the second step above for $\frac{3}{4} < \text{Re}(s) < 1 - |\text{Re}(z)|$ can be given similarly as in Lemma 2.1 of [25].

Replacing $s$ by $1 - s$, $z$ by $2z$ and letting $y = 1$ in [22, Lemma 5.2], we have, for $\frac{1}{4} < \text{Re}(s) < 1 \pm \text{Re}(z)$ and $y > 0$,

$$
\int_0^\infty x^{-\epsilon} \left( \sin(\pi x^2) \mathcal{J}_{2s}(4\pi \sqrt{x}) - \cos(\pi x^2) \mathcal{J}_{2s}(4\pi \sqrt{x}) \right) \, dx
= \frac{1}{2^{2s-3} \pi} \Gamma \left( 1 - s - z \right) \Gamma \left( 1 - s + z \right) (\cos(\pi z) + \cos(\pi s)).
$$

(7.1.2)

Thus from (7.1.1) and (7.1.2),

$$
\begin{align*}
\text{h}(1-s, z) Z_1(1-s, z, w)
&= \frac{2^{2s-1}}{\pi} \Gamma \left( 1 - s - z \right) \Gamma \left( 1 - s + z \right) (\cos(\pi z) + \cos(\pi s)) \int_0^\infty t^{s-1} \psi (t, z, w) \, dt,
&= \frac{2^{2s-1}}{\pi} \Gamma \left( 1 - s - z \right) \Gamma \left( 1 - s + z \right) (\cos(\pi z) + \cos(\pi s)) h(s, z) Z_2(s, z, w),
&= \Gamma \left( \frac{2-s+z}{2} \right) \Gamma \left( \frac{2-s-z}{2} \right) Z_2(s, z, w),
&= h(1-s, z) Z_2(s, z, w),
\end{align*}
$$

where in the penultimate step, we used (3.1.1) and (3.1.2) for simplification. This implies $Z_1(1-s, z, w) = Z_2(s, z, w)$. Similarly one can prove $Z_2(1-s, z, w) = Z_1(s, z, w)$. This, together with (7.0.8), implies $Z(1-s, z, w) = Z(s, z, w)$ and proves the functional equation of $Z(s, z, w)$ for $\frac{3}{4} < \text{Re}(s) < 1 - |\text{Re}(z)|$. Now, as shown in [25, p. 1117], the functions $Z_1(s, z, w)$ and $Z_2(s, z, w)$ are well-defined and analytic in $s$ in the region $\delta < \text{Re}(s) < 1 + \eta + |\text{Re}(z)|$ for every $\delta > 0$\footnote{There is a typo on page 1117 of [25], namely, all instances of $|\text{Re}(z)|/2$ should be replaced by $|\text{Re}(z)|$.}. Hence the functional equations $Z_1(1-s, z, w) = Z_2(s, z, w)$, $Z_2(1-s, z, w) = Z_1(s, z, w)$ and $Z(1-s, z, w) = Z(s, z, w)$ are valid in $-\eta - |\text{Re}(z)| < \text{Re}(s) < 1 + \eta + |\text{Re}(z)|$ by analytic continuation.

The proof of the second part of the lemma is along the similar lines as that of Lemma 2.1 in [25, p. 1117-1118] and is hence omitted.

□

Next, we obtain a useful inverse Mellin transform required for proving Theorem 7.2.1 below.

**Lemma 7.1.3** Let $x > 0$ and $z$ be fixed such that $-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}$. For $\pm \text{Re} \left( \frac{\pi}{2} \right) < c := \text{Re}(s) < 2 + \text{Re} \left( \frac{\pi}{2} \right)$, we have

$$
\frac{1}{2\pi i} \int_{(c)} \frac{\Gamma \left( 1 + \frac{\pi}{2} - \frac{\pi}{2} \right) \Gamma \left( \frac{\pi}{2} + \frac{\pi}{2} \right) \Gamma \left( \frac{\pi}{2} - \frac{\pi}{2} \right) x^{-s} \, ds
= \frac{2}{\sqrt{\pi}} \Gamma \left( \frac{\pi}{2} \right) \binom{1}{\frac{1}{2}; \frac{1}{2}; -x^{-2}} - 1.
$$

(7.1.3)

**Proof** We first prove the result for $0 < \text{Re}(z) < 1/2$ and then extend it to $-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}$ by analytic continuation.

\footnotetext[13]{The integrals $\int_0^\infty x^{-\epsilon} \mathcal{J}_{2s}(4\pi \sqrt{x}) \, dx$ and $\int_0^\infty x^{-\epsilon} \mathcal{J}_{2s}(4\pi \sqrt{x}) \, dx$ are absolutely convergent for $\frac{3}{4} < \text{Re}(s) < 1 - |\text{Re}(z)|$. So the result follows from Fubini’s theorem.}
From [47, p. 198, Equation (5.51)] for $0 < d := \text{Re}(s) < \min(\text{Re}(\alpha), \text{Re}(\beta))$,\[
\frac{1}{2\pi i} \int_{(d)} \frac{\Gamma(\alpha - s)\Gamma(\beta - s)\Gamma(s)}{\Gamma(\gamma - s)} x^{-s} ds = \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\gamma)} {}_2F_1(\alpha, \beta; \gamma; -x) = \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\gamma)} {}_2F_1(\alpha, \beta; \gamma; -x) \tag{7.1.3}
\]

Now let $\alpha = 1, \beta = \frac{\pi}{2}, \gamma = \frac{1}{2}$ and replace $s$ by $-(\frac{1}{2} - \frac{s}{2})$ so that for $-2\min\{1, \text{Re}(\frac{\pi}{2})\} + \text{Re}(\frac{\pi}{2}) < d' := \text{Re}(s) < \frac{\pi}{2} - \text{Re}(\frac{\pi}{2})$, that is, for $-\text{Re}(\frac{\pi}{2}) < d' := \text{Re}(s) < \frac{\pi}{2} - \text{Re}(\frac{\pi}{2})$ (since $\text{Re}(z) < \frac{1}{2}$),\[
\frac{1}{2\pi i} \int_{(d')} \frac{\Gamma(\frac{1}{2} - s)\Gamma(s)}{\Gamma\left(\frac{1}{2} + s\right)} x^{-s} ds = \frac{\Gamma\left(\frac{\pi}{2}\right)}{\sqrt{\pi}} \frac{\Gamma\left(\frac{\pi}{2} - \frac{s}{2}\right)}{\Gamma\left(\frac{\pi}{2} - s\right)} x^{-\frac{s}{2}} = \frac{\Gamma\left(\frac{\pi}{2}\right)}{\sqrt{\pi}} \cdot \frac{\Gamma\left(\frac{\pi}{2} - \frac{s}{2}\right)}{\Gamma\left(\frac{\pi}{2} - s\right)} x^{-\frac{s}{2}} \tag{7.1.4}
\]

Replace $x$ by $x^{-2}$ in the above equation to have\[
\frac{1}{2\pi i} \int_{(d')} \frac{\Gamma\left(\frac{1}{2} - s\right)\Gamma\left(\frac{s}{2}\right)\Gamma\left(\frac{\pi}{2} - \frac{s}{2}\right)}{\Gamma\left(\frac{1}{2} + s\right)} x^{-s} ds = \frac{2}{\sqrt{\pi}} x^{-\frac{s}{2}} \frac{\Gamma\left(\frac{s}{2}\right)}{\Gamma\left(\frac{\pi}{2}\right)} \cdot \frac{\Gamma\left(\frac{\pi}{2} - \frac{s}{2}\right)}{\Gamma\left(\frac{\pi}{2} - s\right)} x^{-\frac{s}{2}} \tag{7.1.4}
\]

Consider the contour $C$ formed by the line segments $[d' - iT, c - iT], [c - iT, c + iT], [c + iT, d' + iT]$ and $[d' + iT, d' - iT]$, oriented in the counter-clockwise direction, where $T > \text{Im}(z/2)$ and $\pm \text{Re}(\frac{\pi}{2}) < c := \text{Re}(s) < 2 + \frac{\text{Re}(z)}{2}$. Note that\[
1. \quad \Gamma\left(\frac{\pi}{2} - \frac{s}{2}\right) \text{ has poles at } s = \frac{\pi}{2}, 2 + 2\frac{\pi}{2}, 4 + 2\frac{\pi}{2}, \ldots
\]
\[
2. \quad \Gamma\left(\frac{1}{2} - \frac{s}{2}\right) \text{ has poles at } s = \frac{\pi}{2} - 2, 2 - 4\frac{\pi}{2}, \ldots
\]
\[
3. \quad \Gamma\left(\frac{s}{2}\right) \text{ has poles at } s = -\frac{\pi}{2}, -\frac{\pi}{2} - 2, \ldots
\]

It is clear that the only $s = z/2$ is the only pole of the integrand in (7.1.4) that lies inside the contour $C$. Hence applying Cauchy’s residue theorem, letting $T \to \infty$, noting that the integrals along horizontal segments vanish as $T \to \infty$ (due to (3.1.4)) and that the residue at $s = z/2$ is $-\frac{2}{\sqrt{\pi}} \Gamma\left(\frac{\pi}{2}\right) x^{-\frac{s}{2}}$, we find that for $\text{Re}(\frac{\pi}{2}) < c := \text{Re}(s) < 2 + \frac{\text{Re}(z)}{2}$,

\[
\frac{1}{2\pi i} \int_{(c)} \frac{\Gamma\left(\frac{1}{2} - \frac{s}{2}\right)\Gamma\left(\frac{s}{2}\right)\Gamma\left(\frac{\pi}{2} - \frac{s}{2}\right)}{\Gamma\left(\frac{1}{2} + \frac{s}{2}\right)} x^{-s} ds = \frac{1}{2\pi i} \int_{(d')} \frac{\Gamma\left(\frac{1}{2} - \frac{s}{2}\right)\Gamma\left(\frac{s}{2}\right)\Gamma\left(\frac{\pi}{2} - \frac{s}{2}\right)}{\Gamma\left(\frac{1}{2} + \frac{s}{2}\right)} x^{-s} ds - \frac{2}{\sqrt{\pi}} \Gamma\left(\frac{\pi}{2}\right) x^{-\frac{s}{2}}
\]

where in the last step we used (7.1.4). This proves (7.1.3) for $0 < \text{Re}(z) < 1/2$. Using Theorem 3.1.3, it is easy to see that (7.1.3) actually holds for $-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}$.

7.2 A general theorem for evaluating an integral involving the Riemann $\Xi$-function

We now prove a result of which is Theorem 1.1.6 is a special case.

**Theorem 7.2.1** Let $\eta > 0$ and let $-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}$. Suppose that $\phi, \psi \in \mathcal{D}_{\eta, \text{odd}}$ and are reciprocal with respect to the second Koshliakov kernel, that is, they satisfy (7.0.4) and (7.0.5). Let $Z(s, z, w)$ and $\Theta(x, z, w)$ be defined in (7.0.8). Then
\[
\pi^{-\frac{3}{2}} \int_0^\infty \frac{\Gamma \left( \frac{z - 1 + it}{4} \right) \Gamma \left( \frac{z - 1 - it}{4} \right)}{Z \left( \frac{1 + it}{2} \right) \frac{dt}{(z + 1)^2 + t^2}} 
\times \sum_{n=1}^{\infty} \sigma_z(n) \int_0^\infty \Theta \left( x, \frac{z}{2}, w \right) \left( 2F_1 \left( 1, \frac{z}{2} \frac{1}{2}; -\frac{x^2}{\pi^2 n^2} \right) - 1 \right) x^{\frac{z}{2}} dx
\]

where

\[
S(z, w) := 2^{-1-z} \Gamma(1 + z) \zeta(1 + z) \frac{1}{(1 + \frac{z}{2}, \frac{z}{2}, w)} + 2^{-z} \Gamma(z) \zeta(z) \frac{1}{(1 - \frac{z}{2}, \frac{z}{2}, w)}.
\]

**Proof** The convergence of the integral on the left-hand side of (7.2.1) follows easily from Stirling's formula (3.1.4) and part (2) of Lemma 7.1.2. We next show that the series

\[
\sum_{n=1}^{\infty} \sigma_z(n) \int_0^\infty \Theta \left( x, \frac{z}{2}, w \right) \left( 2F_1 \left( 1, \frac{z}{2} \frac{1}{2}; -\frac{x^2}{\pi^2 n^2} \right) - 1 \right) x^{\frac{z}{2}} dx
\]

converges for \(-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}\). Note that \(\phi, \psi \in \hat{\cup}_{n, \omega}\) imply that \(\Theta \in \hat{\cup}_{n, \omega}\). We first split the integral inside the sum as

\[
\int_0^\infty \Theta \left( x, \frac{z}{2}, w \right) \left( 2F_1 \left( 1, \frac{z}{2} \frac{1}{2}; -\frac{x^2}{\pi^2 n^2} \right) - 1 \right) x^{\frac{z}{2}} dx
\]

\[
= \left[ \int_0^1 + \int_1^n + \int_n^{\infty} \right] \Theta \left( x, \frac{z}{2}, w \right) \left( 2F_1 \left( 1, \frac{z}{2} \frac{1}{2}; -\frac{x^2}{\pi^2 n^2} \right) - 1 \right) x^{\frac{z}{2}} dx
\]

\[
=: I_1(n, z, w) + I_2(n, z, w) + I_3(n, z, w).
\]

Consider \(\sum_{n=1}^{\infty} \sigma_z(n) I_1(n, z, w)\) first. Since \(2F_1 \left( 1, \frac{z}{2} \frac{1}{2}; -\frac{x^2}{\pi^2 n^2} \right) - 1 = O_x \left( \frac{x^2}{n^2} \right)\) for \(x \in (0, 1)\), we see using \(\Theta \in \hat{\cup}_{n, \omega}\) that

\[
I_1(n, z, w) \ll \frac{1}{n^2} \int_0^1 x^{-\frac{\theta}{2} + \frac{1}{2} \text{Re}(z) + 1} dx \ll \frac{1}{n^2}.
\]

This implies that \(\sum_{n=1}^{\infty} \sigma_z(n) I_1(n, z, w)\) converges since \(\text{Re}(z) > -\frac{1}{2}\).

Next, consider \(\sum_{n=1}^{\infty} \sigma_z(n) I_2(n, z, w)\). Again, \(2F_1 \left( 1, \frac{z}{2} \frac{1}{2}; -\frac{x^2}{\pi^2 n^2} \right) - 1 = O_x \left( \frac{x^2}{n^2} \right)\) since \(x \in (1, n\pi)\).

\[
I_2(n, z, w) \ll \frac{1}{n^2} \int_1^{n\pi} x^{\frac{\theta}{2} - \frac{1}{2} |\text{Re}(z)| + \frac{1}{2} |\text{Re}(z)| + 1} dx = \frac{1}{n^2} \left\{ (n\pi)^{\eta - \frac{1}{2} |\text{Re}(z)| + \frac{1}{2} |\text{Re}(z)| + 1} - 1 \right\}
\]

Since \(\eta > 0\) and \(-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}\), this implies that \(\sum_{n=1}^{\infty} \sigma_z(n) I_2(n, z, w)\) converges.

We now show that \(\sum_{n=1}^{\infty} \sigma_z(n) I_3(n, z, w)\) converges. Note that

\[
I_3(n, z, w) = (n\pi)^{\frac{\theta}{2}} \int_1^{n\pi} \Theta \left( t\pi, \frac{z}{2}, w \right) \left( 2F_1 \left( 1, \frac{z}{2} \frac{1}{2}; -t^2 \right) - 1 \right) t^{\frac{z}{2}} dt.
\]
To that end, we use [59, p. 113, Equation (5.11)], namely, for $|\arg(-\xi)| < \pi$,

$$
\sum_{n=0}^{\infty} F_1(a, b; c; \xi) = \frac{\Gamma(c) \Gamma(b-a)}{\Gamma(b) \Gamma(c-a)} (-\xi)^{-a} F_1(a, 1 - c + a; 1 - b + a; \frac{1}{\xi}) + \frac{\Gamma(c) \Gamma(a-b)}{\Gamma(a) \Gamma(c-b)} (-\xi)^{-b} F_1(b, 1 - c + b; 1 - a + b; \frac{1}{\xi}).
$$

Let $a = 1, b = \frac{1}{2}, c = \frac{1}{2}$ and $\xi = -t^2$ in the above transformation to get

$$
F_1 \left( 1, \frac{z}{2}; \frac{1}{2}; -t^2 \right) = \frac{\Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{z}{2} - 1 \right)}{t^2 \Gamma \left( \frac{z}{2} \right) \Gamma \left( -\frac{1}{2} \right)} F_1 \left( 1, \frac{3}{2}; 2 - \frac{z}{2}; -1 \right) + \frac{\Gamma \left( \frac{1}{2} \right) \Gamma \left( 1 - \frac{z}{2} \right)}{t^2 \Gamma \left( \frac{1}{2} - \frac{z}{2} \right)} F_1 \left( 1 + \frac{z}{2}; -1 - \frac{1}{t^2} \right).
$$

Since $-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}$, for $t > M$, where $M$ is large enough, we have

$$
F_1 \left( 1, \frac{z}{2}; \frac{1}{2}; -t^2 \right) = O_{\varepsilon} \left( t^{-\text{Re}(z)} \right).
$$

Employing the above estimate in (7.2.4) along with the fact that $\Theta \in \diamond_{\eta, \alpha}$, we find that

$$
I_3(n, z, w) \ll n^{\frac{1}{2} \text{Re}(z) - \eta - 1 - \frac{1}{2} |\text{Re}(z)|} \left[ \int_1^M t^{-\eta - 1 - \frac{1}{2} |\text{Re}(z)|} \, dt \right] F_1 \left( 1, \frac{3}{2}; 2 - \frac{z}{2}; -1 \right) - 1 + \int_M^\infty \left( t^{-\eta - 1 - \frac{1}{2} |\text{Re}(z)| - \frac{1}{2} |\text{Re}(z)| - 2} + t^{-\eta - 1 - \frac{1}{2} |\text{Re}(z)| + \frac{1}{2} |\text{Re}(z)| - 2} \right) \, dt \right],
$$

which implies that $\sum_{n=1}^{\infty} \sigma(z) I_3(n, z, w)$ converges. This completes the proof of the fact that the series in (7.2.3) converges for $-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}$.

We now prove (7.2.1). First note that if

$$
f(t, z) = \phi(it, z) \phi(-it, z),
$$

where $\phi(\xi, z)$ is analytic in both $\xi$ and $z$, then

$$
\int_0^\infty f \left( \frac{t}{2}; z \right) \Xi \left( \frac{t + iz}{2} \right) \Xi \left( \frac{t - iz}{2} \right) Z \left( \frac{1 + it}{2}, \frac{z}{2} \right) \, dt
$$

$$
= \frac{1}{i} \int_0^\frac{1}{2} \phi \left( \frac{t - 1 + iz}{2} \right) \phi \left( \frac{1}{2} - s, z \right) \xi \left( s - \frac{z}{2} \right) \xi \left( s + \frac{z}{2} \right) Z \left( s, \frac{z}{2} \right) \, ds.
$$

This is proved by converting the integral on the left into the one along the whole real line and then letting $s = \frac{1 + it}{2}$ to convert it into a line integral. The former is easy to see since the integrand of the integral on the left is an even function of $t$, which can, in turn, be seen from the fact that (1.1.2) and (3.1.5) imply $\Xi \left( -t \pm \frac{it}{2} \right) = \Xi \left( t \mp \frac{it}{2} \right)$, and since $f$ and $Z \left( \frac{1 + it}{2}, \frac{z}{2} \right)$ are even functions of $t$. Note that the evenness of $Z \left( \frac{1 + it}{2}, \frac{z}{2} \right)$ follows from part (1) of Lemma 7.1.2 since $-\frac{1}{2} < \text{Re}(z) < \frac{1}{2}$.

Now specialize $f$ in (7.2.5) by choosing $\phi(s, z) = \frac{1}{(s + iz)^{\frac{1}{2}}} \Gamma \left( \frac{z - 1}{2} + \frac{s}{2} \right)$. Then (7.2.6) implies
\[\begin{align*}
4 \int_0^\infty & \Gamma\left(\frac{z - 1 + it}{4}\right) \Gamma\left(\frac{z - 1 - it}{4}\right) \Xi\left(\frac{t + iz}{2}\right) \\
& \times Z\left(\frac{1 + it}{2} \frac{z}{2} - \frac{t}{2}\right) \frac{dt}{(z + 1)^2 + t^2} \\
= & -\frac{1}{t} \int_{\left(\frac{1}{2}\right)} H(s, z, w) \pi^{-s} ds,
\end{align*}\]

where

\[H(s, z, w) := \Gamma\left(\frac{z}{4} - \frac{s}{2}\right) \Gamma\left(\frac{z}{4} - \frac{1}{2} + \frac{s}{2}\right) \Gamma\left(\frac{z}{4} + \frac{s}{2}\right) \Gamma\left(\frac{z}{4} + \frac{s}{2} + \frac{1}{2}\right)\]

\[\times \zeta\left(s - \frac{z}{2}\right) \zeta\left(s + \frac{z}{2}\right) Z\left(s, \frac{z}{2}, w\right),\]

where we used the definition of \(\zeta(s)\) in (1.1.3) and \(\Gamma(\omega + 1) = \omega \Gamma(\omega)\) for simplification.

Next, we would like to represent \(\zeta\left(s - \frac{z}{2}\right) \zeta\left(s + \frac{z}{2}\right)\) as an infinite series using the well-known Dirichlet series representation [61, p. 8, Equation (1.3.1)]

\[\zeta(s)\zeta(s - a) = \sum_{n=1}^{\infty} \frac{\sigma_a(n)}{n^s},\]

valid for \(\text{Re}(s) > \max(1, 1 + \text{Re}(a))\). However, note that the conditions \(-1/2 < \text{Re}(z) < 1/2\) and \(\text{Re}(s) = 1/2\) imply \(1/4 < \text{Re}(s + z/2) < 3/4\). Thus in order to use (7.2.8), with \(s\) replaced by \(s - z/2\) and \(a\) replaced by \(-z\) (which is then valid for \(\text{Re}(s) > 1 \pm \text{Re}(\xi)\)), we need to shift the line of integration from \(\text{Re}(s) = 1/2\) to \(\text{Re}(s) = 5/4\). In doing so, we encounter a simple pole at \(s = 1 + z/2\) (due to \(\zeta\left(s - \frac{z}{2}\right)\)) and a simple pole at \(s = 1 - z/2\) (due to \(\zeta\left(s + \frac{z}{2}\right)\)).

After an application of Cauchy’s residue theorem by considering the contour formed by the line segments \([1/2 - iT, 5/4 - iT], [5/4 - iT, 5/4 + iT], [5/4 + iT, 1/2 + iT]\) and \([1/2 + iT, 1/2 - iT]\) and noting that integral along horizontal lines vanishes as \(T \to \infty\) (as can be seen by invoking (3.1.4)), we get

\[\int_{\left(\frac{1}{2}\right)} H(s, z, w) \pi^{-s} ds = \int_{\left(\frac{1}{2}\right)} H(s, z, w) \pi^{-s} ds - 2\pi i \left(R_{1+\frac{z}{2}} + R_{1-\frac{z}{2}}\right),\]

where, here and throughout the rest of the paper, we use the notation \(R_b\) to denote the residue of the integrand of the associated integral at \(b\). Now employing (7.2.8), with \(s\) replaced by \(s - z/2\) and \(a\) replaced by \(-z\), and interchanging the order of summation and integration which is valid because of absolute convergence, we see from (7.2.7) and (7.2.9) that

\[\begin{align*}
4 \int_0^\infty & \Gamma\left(\frac{z - 1 + it}{4}\right) \Gamma\left(\frac{z - 1 - it}{4}\right) \Xi\left(\frac{t + iz}{2}\right) \\
& \times Z\left(\frac{1 + it}{2} \frac{z}{2} - \frac{t}{2}\right) \frac{dt}{(z + 1)^2 + t^2} \\
= & -\frac{1}{t} \sum_{n=1}^{\infty} \sigma_{-z}(n)n^\frac{z}{2} \int_{\left(\frac{1}{2}\right)} \Gamma\left(\frac{z}{4} - \frac{s}{2}\right) \Gamma\left(\frac{s}{2} - \frac{z}{4} + 1\right) \Gamma\left(\frac{z}{4} + \frac{s}{2}\right) \Gamma\left(\frac{z}{4} + \frac{s}{2} + \frac{1}{2}\right) \\
& \times Z\left(\frac{z}{2}\right) (n\pi)^{-s} ds - 2\pi i \left(R_{1+\frac{z}{2}} + R_{1-\frac{z}{2}}\right).
\end{align*}\]
The residues are easily computed to be

\[
R_{1+\frac{z}{2}} = -2^{-\frac{z}{4}}\pi^{(1-z)/2}\Gamma(1+z)\xi(1+z)Z\left(1 + \frac{z}{2}, \frac{z}{2}, w\right),
\]

\[
R_{1-\frac{z}{2}} = -2^{1-\frac{z}{4}}\pi^{(1-z)/2}\Gamma(z)\xi(Z)\left(1 - \frac{z}{2}, \frac{z}{2}, w\right).
\]

(7.2.11)

We now apply (3.1.9) with \(g(x) = \Theta(x, \frac{z}{2}, w)\) and \(h(x) = \frac{2}{\sqrt{\pi}}x^{-\frac{z}{2}}\Gamma\left(\frac{z}{2}\right)\left(\frac{\pi}{2}\right)\Gamma\left(1+\frac{z}{2}\right)\left(2; 1; \frac{1}{2}; -x^{-2}\right) - 1\). Since the conditions (3.1.10) needed for (3.1.9) are easily seen to be satisfied, by Lemma 7.1.3,

\[
\int_{\frac{z}{2}}^{\infty} \Gamma \left(\frac{z}{4} - \frac{s}{2} + 1\right) \Gamma \left(\frac{z}{4} + \frac{s}{2} + 1\right) \xi \left(1 + \frac{z}{2}, \frac{z}{2}, w\right) \left(2F_1\left(1, \frac{z}{2}, 1; -x^2\right) - 1\right) \frac{\pi n}{x} \frac{-x}{x} \frac{dx}{x}.
\]

(7.2.12)

Substituting (7.2.11) and (7.2.12) in (7.2.10) and then simplifying leads us to (7.2.1). \(\square\)

8 Theory of the generalized modified Bessel function \(1K_{z,w}(x)\)

The theory of the generalized modified Bessel function \(1K_{z,w}(x)\) defined in (1.1.37) is developed in this section. It is essential for evaluating an integral involving the Riemann \(\Xi\)-function stated in Theorem 1.1.6. The proofs of the properties of \(1K_{z,w}(x)\) are similar in nature to those occurring in the theory of another such generalization \(K_{z,w}(x)\) defined in (2.1.6). Since the latter was developed in detail in [24], our approach here will be terse.

8.1 Series and integral representations for \(1K_{z,w}(x)\)

We begin by proving Theorem 1.1.7.

Proof of Theorem 1.1.7 Replacing \(s\) by \(s - z\) and letting \(a = 1, b = w\) in (3.1.12), we see that for \(c_1 := \text{Re}(s) > -1 + \text{Re}(z)\),

\[
\frac{1}{2\pi i} \int_{c_1} \Gamma \left(\frac{1+s-z}{2}\right) \frac{1}{2F_1\left(1+s-z, 3; \frac{w^2}{4}\right)} t^{-z} dt = \frac{2t^{-\frac{z}{2}}}{w} e^{-\frac{t^2}{4}} \sin(wt).
\]

(8.1.1)

Similarly, for \(c_2 := \text{Re}(s) > -1 - \text{Re}(z)\),

\[
\frac{1}{2\pi i} \int_{c_2} \Gamma \left(\frac{1+s+z}{2}\right) \frac{1}{2F_1\left(1+s+z, 3; \frac{w^2}{4}\right)} t^{-z} dt = \frac{2t^{\frac{z}{2}}}{w} e^{-\frac{t^2}{4}} \sin(wt). \quad (8.1.2)
\]

From (8.1.1), (8.1.2), (3.1.9) and the definition of \(1K_{z,w}(x)\) in (1.1.37), we arrive at (1.1.40). \(\square\)

To find the asymptotic behavior of \(1K_{z,w}(x)\), we need to first prove the lemma given below and the theorem following it.

Lemma 8.1.1 For \(z, w \in \mathbb{C}\) and \(| \arg(x) | < \frac{\pi}{2}\), we have

\[
1K_{z,w}(2x) = 2x \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{(-w^2x)^n m}{(2n + 1)! (2m + 1)!} K_{n-m+z}(2x).
\]
Proof This is proved by starting with (1.1.40), writing the sine functions in the form of their Taylor series, interchanging the order of integration and double sum using Theorem 3.1.2, and then employing the formula [51, p. 344, Formula 2.3.16.1]

$$\int_0^\infty y^{s-1}e^{-y-q/y}dy = 2 \left( \frac{q}{p} \right)^{s/2} K_s(2\sqrt{pq}) \quad (\text{Re}(p) > 0, \text{Re}(q) > 0), \quad (8.1.3)$$

\[ \square \]

Basset’s integral for the modified Bessel function of the second kind is given by [63, p. 172]

$$K_z(xy) = \frac{\Gamma \left( z + \frac{1}{2} \right)}{\left( \frac{1}{2} \right)} \int_0^\infty \frac{\cos(yu)}{(x^2 + u^2)^{\frac{z+1}{2}}} du,$$

where \( \text{Re}(z) > -1/2, y > 0 \) and \( |\arg(x)| < \frac{\pi}{2} \). Performing integration by parts, we obtain

$$K_z(xy) = 2\frac{\Gamma \left( z + \frac{3}{2} \right)}{\left( \frac{1}{2} \right)} \int_0^\infty \frac{u \sin(yu)}{(x^2 + u^2)^{\frac{z+1}{2}}} du,$$

also valid for \( \text{Re}(z) > -1/2, y > 0 \) and \( |\arg(x)| < \frac{\pi}{2} \).

**Theorem 8.1.2** For \( z, w \in \mathbb{C} \), and \( |\arg(x)| < \pi \),

$$iK_{z,w}(2x) = \frac{1}{w^{2}} \sum_{m=-\infty}^{\infty} (-1)^m K_{m+z}(2x)(J_{2m}(2\sqrt{w}) - J_{2m}(2\sqrt{x})). \quad (8.1.5)$$

**Proof** We first prove the result for \(-\frac{1}{2} < \text{Re}(z) < \frac{1}{2} \) and \( |\arg(x)| < \frac{\pi}{4} \), and later extend it to any \( z \in \mathbb{C} \) and \( x \in \mathbb{C} \setminus \{ x \in \mathbb{R} : x \leq 0 \} \) by analytic continuation.

From (8.1.4) with \( y = 2 \),

$$K_{n-m+z}(2x) = \begin{cases} \frac{\Gamma \left( n - m + z + \frac{1}{2} \right)}{\sqrt{\pi}} \int_0^\infty \frac{u \sin(2u)}{(x^2 + u^2)^{n-m+z+\frac{1}{2}}} du, & \text{if } \text{Re}(n - m + z) > -\frac{1}{2}, \\
\frac{\Gamma \left( m - n - z + \frac{1}{2} \right)}{\sqrt{\pi}} \int_0^\infty \frac{u \sin(2u)}{(x^2 + u^2)^{m-n-z+\frac{1}{2}}} du, & \text{if } \text{Re}(m - n - z) > -\frac{1}{2}. \end{cases} \quad (8.1.6)$$

From Lemma 8.1.1,

$$iK_{z,w}(2x) = 2x \sum_{n=0}^{\infty} \left[ \sum_{m=0}^{n} \frac{(-w^2x)^{m+n}}{(2n+1)(2m+1)!} \right] K_{n-m+z}(2x). \quad (8.1.7)$$

Using the fact that \(-\frac{1}{2} < \text{Re}(z) < \frac{1}{2} \) and invoking (8.1.6) in (8.1.7), we see that

$$iK_{z,w}(2x) = S_1(z, w, x) + S_2(z, w, x), \quad (8.1.8)$$

\[ ^{15} \text{The conditions in the corresponding theorem given in [24], namely Theorem 1.9, are too restrictive. It is actually valid for } z, w \in \mathbb{C}, \text{ and } |\arg(x)| < \pi. \]
where

\[
S_1(z, w, x) := \frac{2x}{\sqrt{\pi}} \sum_{n=0}^{\infty} \sum_{m=0}^{n} (-w^2)^{m+n} x^{2n+z} \frac{\Gamma(n - m + z + \frac{3}{2})}{(2n + 1)!(2m + 1)!} \left( n - m + z + \frac{3}{2} \right)
\times \int_0^\infty \frac{u \sin(2u) \, du}{(x^2 + u^2)^{n-m+z+\frac{3}{2}}}
\]

\[
S_2(z, w, x) := \frac{2x}{\sqrt{\pi}} \sum_{n=0}^{\infty} \sum_{m=n+1}^{\infty} (-w^2)^{m+n} x^{2m-z} \frac{\Gamma(m - n - z + \frac{3}{2})}{(2n + 1)!(2m + 1)!} \left( m - n - z + \frac{3}{2} \right)
\times \int_0^\infty \frac{u \sin(2u) \, du}{(x^2 + u^2)^{m-n-z+\frac{3}{2}}}.
\] (8.1.9)

To evaluate \( S_1(z, w, x) \), we first write it in the form of a doubly infinite series as

\[
S_1(z, w, x) = \frac{2x}{\sqrt{\pi}} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} (-w^2)^{2m+k} x^{2m+2k+z} \frac{\Gamma(k + z + \frac{3}{2})}{(2m + 1)!(2m + 2k + 1)!} \sum_{n=0}^{\infty} \frac{w^{4m} x^{2m}}{m+1} \int_0^\infty \frac{u \sin(2u) \, du}{(x^2 + u^2)^{k+z+\frac{3}{2}}}.
\] (8.1.10)

Interchanging the order of the double sum because of absolute convergence, we find that

\[
S_1(z, w, x) = \frac{2x^{1+z}}{\sqrt{\pi}} \sum_{k=0}^{\infty} (-w^2 x^2)^{k} \Gamma(k + z + \frac{3}{2}) \sum_{m=0}^{k} \frac{w^{4m} x^{2m}}{2m + 1!(2m + 2k + 1)!} \int_0^\infty \frac{u \sin(2u) \, du}{(x^2 + u^2)^{k+z+\frac{3}{2}}}.
\] (8.1.11)

Observe that

\[
\sum_{m=0}^{\infty} \frac{w^{4m} x^{2m}}{(2m + 1)!(2m + 2k + 1)!} = \frac{1}{2(w^2 x^2)^{k+1}} (I_{2k}(2w \sqrt{x}) - J_{2k}(2w \sqrt{x})).
\] (8.1.12)

Replace \( z \) by \( k + z \) and let \( y = 2 \) in (8.1.4) so that for \( \text{Re}(z) < -k - 1/2 \),

\[
\int_0^\infty \frac{\sqrt{\pi}}{(x^2 + u^2)^{k+z+\frac{3}{2}}} = \frac{\sqrt{\pi}}{x^2} \frac{\Gamma(k + z + \frac{3}{2})}{K_{k+z}(2x)}.
\] (8.1.13)

Substituting (8.1.12) and (8.1.13) in (8.1.11), we are led to

\[
S_1(z, w, x) = \frac{1}{w^k} \sum_{k=0}^{\infty} (-1)^k K_{k+z}(2x) (I_{2k}(2w \sqrt{x}) - J_{2k}(2w \sqrt{x}))
\] (8.1.14)

for \( \text{Re}(z) > -1/2 \). Replace \( m \) by \( n + \ell \) in (8.1.9) and then use (8.1.10) to deduce that

\[
S_2(z, w, x) = \frac{2x}{\sqrt{\pi}} \sum_{n=0}^{\infty} \sum_{\ell=1}^{n} (-w^2)^{2n+\ell} x^{2n+2\ell-z} \Gamma(\ell - z + \frac{3}{2}) \left( \ell - z + \frac{3}{2} \right) \int_0^\infty \frac{u \sin(2u) \, du}{(u^2 + x^2)^{\ell+z+\frac{3}{2}}}
\]

\[
S_2(z, w, x) = S_1(-z, w, x) - \frac{2x}{w^2} K_{-z}(x) \left( I_0(2w \sqrt{x}) - J_0(2w \sqrt{x}) \right)
\] (8.1.15)

where we employed (8.1.12) with \( k = 0 \) and (8.1.4) with \( z \) replaced by \( -z \) which is legitimate since \( \text{Re}(z) < 1/2 \). Thus from (8.1.14) and (8.1.15),
Since \(1\), this proves Theorem 8.1.2 for functions in terms of exponential functions that satisfy

\[ P, Q \text{ and } R \text{ have the asymptotic expansions} \]

\[ \lim_{x \to \infty} P(x) = Q(x) = R(x) = 0 \]

Employ change of variable \( x = \frac{y}{2} \). The asymptotic estimate for \( \frac{1}{x} \) follows from substituting (8.1.14) and (8.1.16) in (8.1.8).

Now from the series definitions of \( J_v(\xi) \), \( I_v(\xi) \) and \( K_v(\xi) \), it is easy to see that as \( \nu \to \infty \), \( |\arg(\nu)| < \pi - \delta, \delta > 0 \) and \( \xi \neq 0 \),

\[
J_v(\xi) \sim \frac{1}{\sqrt{2\pi v}} \left( \frac{e^\xi}{2v} \right)^v \frac{e^{\nu}}{\nu^{v+3/2}}
\]

\[
I_v(\xi) \sim \frac{1}{\sqrt{2\pi v}} \left( \frac{e^\xi}{2v} \right)^v \frac{e^{\nu}}{\nu^{v+3/2}}
\]

\[
K_v(\xi) \sim \frac{1}{\sqrt{2\pi}} \left( \frac{e^\xi}{2v} \right)^v
\]

These easily show that the bilateral series in (8.1.5) is uniformly convergent not only on compact subsets of \( z \in \mathbb{C} \) but also on compact subsets of \( x \in \mathbb{C} \setminus \{x \in \mathbb{R} : x \leq 0\} \) and hence represents an analytic function for any complex \( x \) and \( z \in \mathbb{C} \setminus \{x \in \mathbb{R} : x \leq 0\} \). Since \( I_{2m}(2x) \) is also analytic in these regions as can be seen from (1.1.37), we see that Theorem 8.1.2 holds for these extended regions in \( z \)- and \( x \)-complex planes.

Remark 10 Let \( w \to 0 \) on both sides of Theorem 8.1.2. This results in the trivial identity \( 2xK_x(2x) = 2xK_2(2x) \) as can be seen from (1.1.38) and the fact that

\[
\lim_{w \to 0} \frac{I_{2m}(2w\sqrt{x}) - J_{2m}(2w\sqrt{x})}{w^2} = \begin{cases} 2x & \text{if } m = 0, \\ 0 & \text{if } m \neq 0. \end{cases}
\]

8.2 Asymptotic estimates of \( I_{2m}(2x) \)

The asymptotic estimate for \( I_{2m}(2x) \) for large values of \( |x| \) is given first.

Theorem 8.2.1 Let the complex variables \( w \) and \( z \) belong to compact domains, then for large values of \( |x| \), \( |\arg(x)| < \frac{1}{4}\pi \), we have

\[
i_{2m}(2x) = \frac{1}{2w^2} \sqrt{\frac{\pi}{x}} \left( e^{-2x} \left( \cos(2w\sqrt{x})P - \sin(2w\sqrt{x})Q - e^{-\frac{1}{2}w^2}R \right) \right),
\]

where \( P, Q \) and \( R \) have the asymptotic expansions

\[
P = 1 + \frac{32x^2 - 3w^2 - 8}{128x} + O(x^{-2}),
\]

\[
Q = \frac{w}{8\sqrt{x}} + O(x^{-2}),
\]

\[
R = 1 + \frac{(4x^2 - 1)(2 - w^2)}{32x} + O(x^{-2}).
\]

Proof Employ change of variable \( u = y \), \( y = \sqrt{x} \) in Theorem 1.17 and represent the sine functions in terms of exponential function so that

\[
S_2(z, w, x) = \frac{1}{w^2} \sum_{k=1}^{\infty} (-1)^k K_{k-z}(2x)I_{2k}(2w\sqrt{x}) = \frac{1}{w^2} \sum_{k=-\infty}^{-1} (-1)^k K_{k+z}(2x)I_{2k}(2w\sqrt{x}),
\]

(8.1.16)

where we used the well-known facts that \( J_{-n}(\xi) = (-1)^n J_n(\xi) \) and \( I_{-n}(\xi) = I_n(\xi) \) and \( K_{-n}(\xi) = K_n(\xi) \). The result now follows from substituting (8.1.14) and (8.1.16) in (8.1.8).
\[ K_{z,w}(2x) = -\frac{1}{2w^2} ((I_{i,i} + I_{-i,-i} - (I_{i,-i} + I_{-i,i})), \]

\[ I_{\sigma,\tau} = \int_0^{\infty} e^{-y^2 \varphi_{\sigma,\tau}(s)} 2s^{-2} \, ds, \]

\[ \varphi_{\sigma,\tau}(s) = s^2 + \frac{1}{s^2} + \frac{w}{y} (\sigma s + \frac{\tau}{s}), \quad \text{for (8.2.3)} \]

and

\[ \sigma = \pm i, \quad \tau = \pm i. \]

From [24, p. 416, Equation A.4, A.6], we have

\[ I_{i,i} + I_{-i,-i} = \sqrt{\pi} ye^{-2y^2} (\cos(2wy)P - \sin(2wy)Q), \quad I_{i,-i} + I_{-i,i} = \sqrt{\pi} ye^{-2y^2 - \frac{1}{4} w^2} R, \]

\[ \text{for (8.2.4)} \]

where \( P, Q, \) and \( R \) are defined in (8.2.2). Now let \( y = \sqrt{x} \) in each of the equations in (8.2.4) and substitute the resulting ones in (8.2.3) so as to obtain (8.2.1). \( \square \)

As a special case of the above, we get the familiar asymptotic estimate for \( K_z(x) \) as \( x \to \infty. \)

**Corollary 8.2.2** For \( |x| \) large enough and such that \( |\arg(x)| < \frac{\pi}{4}, \) we have

\[ K_z(2x) = \frac{1}{2} \sqrt{\frac{\pi}{x}} e^{-2x} \left( 1 + \frac{4z^2 - 1}{16x} + O \left( \frac{1}{x^2} \right) \right). \]

**Proof** For \( |x| \) large enough,

\[ \lim_{w \to 0} \frac{1}{w^2} \left\{ \cos(2w\sqrt{x})P - 1 \right\} = \lim_{w \to 0} \frac{1}{w^2} \left\{ \left( 1 - \frac{4w^2 x}{2!} + \frac{16w^4 x^2}{4!} - \ldots \right) \left( 1 + \frac{32z^2 - 3w^2 - 8}{128x} + O \left( \frac{1}{x^2} \right) \right) - 1 \right\} \]

\[ = -2x - \frac{4z^2 - 1}{8} + O \left( \frac{1}{x} \right), \quad \text{for (8.2.6)} \]

as well as

\[ \lim_{w \to 0} \frac{1}{w^2} \sin(2w\sqrt{x})Q = \lim_{w \to 0} \frac{1}{w^2} \left( 2w\sqrt{x} - \frac{(2w\sqrt{x})^3}{3!} + \ldots \right) \left( \frac{w}{8\sqrt{x}} + O \left( \frac{1}{x^2} \right) \right) \]

\[ = \frac{1}{4} + O \left( \frac{1}{x} \right). \quad \text{for (8.2.7)} \]

Again, for large value of \( |x|, \)

\[ \lim_{w \to 0} \frac{1}{w^2} \left\{ e^{-\frac{w^2}{x}} R - 1 \right\} = \lim_{w \to 0} \frac{1}{w^2} \left\{ \left( 1 - \frac{w^2}{4} + \frac{w^4}{216} - \ldots \right) \left( 1 + \frac{(4z^2 - 1)(2 - w^2)}{32x} + O \left( \frac{1}{x^2} \right) \right) - 1 \right\} \]

\[ = -\frac{1}{4} + O \left( \frac{1}{x} \right). \quad \text{for (8.2.8)} \]
Upon letting \( w \to 0 \) in (8.2.1) and using (8.2.6), (8.2.7) and (8.2.8), we see that

\[
\lim_{w \to 0} 1K_{x,w}(2x) = -\frac{1}{2} \sqrt{\frac{\pi}{x}} e^{-2x} \left( -2x - \frac{4x^2 - 1}{8} + O \left( \frac{1}{x} \right) \right),
\]

which implies (8.2.5) upon noting (1.1.38). \( \square \)

We now give the asymptotic formula for \( 1K_{x,w}(x) \) valid for small values of \( |x| \).

**Theorem 8.2.3** Let \( w \in \mathbb{C} \) be fixed.

(i) Consider a fixed \( z \) such that \( \text{Re}(z) > 0 \). Let \( \mathcal{D} = \{ x \in \mathbb{C} : |\arg(x)| < \frac{\pi}{4} \} \). Then as \( x \to 0 \) along any path in \( \mathcal{D} \), we have

\[
1K_{x,w}(x) \sim \Gamma(z) \left( \frac{x}{2} \right)^{1-z} F_1 \left( \frac{3}{2}; 3; -\frac{w^2}{4} \right),
\]

(ii) Let \( |\arg(x)| < \pi \). As \( x \to 0 \),

\[
1K_{0,w}(x) \sim -x \log x - \frac{w^2 x}{6} 2F_2 \left( 1, 1; 2; -\frac{w^2}{4} \right). \tag{8.2.9}
\]

**Proof** To prove (i), we use (1.1.40) with \( x \) replaced by \( x/2 \) and write it in the form

\[
1K_{z,w}(x) = \frac{2^{z+1}x^{1-z}}{w} \int_0^\infty t^{2z-1} e^{-t^2} \sin (wt) \sin \left( \frac{wx}{2t} \right) \, dt. \tag{8.2.10}
\]

Now

\[
\lim_{x \to 0} \frac{1}{xw} \int_0^\infty t^{2z-1} e^{-t^2} \sin (wt) \sin \left( \frac{wx}{2t} \right) \, dt \\
= \int_0^\infty \lim_{x \to 0} t^{2z-1} e^{-t^2} \sin (wt) \sin \left( \frac{wx}{2t} \right) \, dt \\
= \frac{w}{4} \Gamma(z) F_1 \left( \frac{3}{2}; 3; -\frac{w^2}{4} \right), \tag{8.2.11}
\]

where we used (3.1.13) with \( a = 1 \), \( b = w \) and \( s = 2z - 1 \), and then used (3.1.7). The result now follows from (8.2.10) and (8.2.11).

To prove part (ii), it is convenient to work with \( 1K_{0,w}(x)/x \) initially. By Theorem 8.1.2,

\[
\frac{1K_{0,w}(x)}{x} = \frac{1}{w^2} K_0(x) \left( I_0(w\sqrt{2x}) - J_0(w\sqrt{2x}) \right) \\
+ \frac{2}{w^2} \sum_{n=1}^{\infty} K_n(x) \left( I_{2n}(w\sqrt{2x}) - J_{2n}(w\sqrt{2x}) \right). \tag{8.2.12}
\]

First, using series definitions of \( I_{2n}(w\sqrt{2x}) \) and \( J_{2n}(w\sqrt{2x}) \), it is easy to see that for \( n \geq 0 \),

\[
\lim_{x \to 0} \frac{1}{x^{n+1}} \left( I_{2n}(w\sqrt{2x}) - J_{2n}(w\sqrt{2x}) \right) = \frac{w^{2n+2}}{2^n \Gamma(2n+2)}. \tag{8.2.13}
\]

Further, from [2, p. 375, Equations (9.7.1), (9.7.2)], as \( x \to 0 \),

\[
K_{z}(x) \sim \begin{cases} 
\frac{1}{2} \Gamma(z) \left( \frac{x}{2} \right)^z & \text{if } \text{Re}(z) > 0, \\
\log x & \text{if } z = 0.
\end{cases} \tag{8.2.14}
\]

\[
\begin{align*}
\lim_{x \to 0} \frac{1}{x} & \left( I_{2n}(w\sqrt{2x}) - J_{2n}(w\sqrt{2x}) \right) = \frac{w^{2n+2}}{2^n \Gamma(2n+2)}. \tag{8.2.13}
\end{align*}
\]

Further, from [2, p. 375, Equations (9.7.1), (9.7.2)], as \( x \to 0 \),

\[
K_{z}(x) \sim \begin{cases} 
\frac{1}{2} \Gamma(z) \left( \frac{x}{2} \right)^z & \text{if } \text{Re}(z) > 0, \\
\log x & \text{if } z = 0.
\end{cases} \tag{8.2.14}
\]
Hence using (8.2.13) and the first part of (8.2.14), we see that
\[
\lim_{x \to 0} \frac{2}{w^2 x} \sum_{n=1}^{\infty} (-1)^n K_n(x) \left( I_{2n}(w \sqrt{2x}) - J_{2n}(w \sqrt{2x}) \right) \\
= \frac{2}{w^2} \sum_{n=1}^{\infty} (-1)^n \left( \lim_{x \to 0} x^n K_n(x) \right) \left( \lim_{x \to 0} \frac{1}{x^{n+1}} \left( I_{2n}(w \sqrt{2x}) - J_{2n}(w \sqrt{2x}) \right) \right) \\
= \frac{1}{w^2} \sum_{n=1}^{\infty} \frac{(-1)^n \Gamma(n) w^{2n+2}}{\Gamma(2n + 2)} \\
= -\frac{w^2}{6} {}_2 F_2 \left( 1, 1; \frac{5}{2}, 2; -\frac{w^2}{4} \right). \tag{8.2.15}
\]
Next, from the \( n = 0 \) case of (8.2.13) and the second part of (8.2.14),
\[
\lim_{x \to 0} \frac{1}{w^2 x} K_0(x) \left( I_0(w \sqrt{2x}) - J_0(w \sqrt{2x}) \right) = -\log x. \tag{8.2.16}
\]
From (8.2.12), (8.2.15) and (8.2.16), as \( x \to 0 \),
\[
\lim_{x \to 0} \frac{1}{x} K_0,w(x) = -\log x - \frac{w^2}{6} {}_2 F_2 \left( 1, 1; \frac{5}{2}, 2; -\frac{w^2}{4} \right),
\]
which implies (8.2.9).

### 8.3 Further properties of \( 1K_{0,w}(x) \)
We commence this subsection by generalizing Basset’s integral representation (8.1.4) for \( 1K_{0,w}(x) \). We begin with a lemma.

#### Lemma 8.3.1
For \( |\arg(x)| < \frac{\pi}{4} \) and \( w \in \mathbb{C} \),
\[
\int_0^\infty e^{-t^2 - \frac{x^2}{4}} \sin(wt) \frac{dt}{t^2} = \frac{w}{2} \int_0^\infty \exp \left( -\frac{w^2 x^2}{4(x^2 + u^2)} \right) \frac{u \sin(2u)}{(x^2 + u^2)^{3/2}} du
\]

#### Proof
Observe that
\[
\int_0^\infty e^{-t^2 - \frac{x^2}{4}} \sin(wt) \frac{dt}{t^2} = \sum_{n=0}^{\infty} \frac{(-1)^n w^{2n+1}}{(2n + 1)!} \int_0^\infty e^{-t^2 - \frac{x^2}{4}} t^{2n} \frac{dt}{t} \\
= \sum_{n=0}^{\infty} \frac{(-1)^n w^{2n+1} x^n}{(2n + 1)!} K_n(2x) \quad \text{(from (8.1.3))} \\
= \sum_{n=0}^{\infty} \frac{(-1)^n w^{2n+1} x^n}{(2n + 1)!} \Gamma \left( n + \frac{3}{2} \right) x^{n/2} \frac{u \sin(2u)}{(x^2 + u^2)^{n+1/2}} \quad \text{(from (8.1.4))} \\
= \frac{w}{2} \int_0^\infty \exp \left( -\frac{w^2 x^2}{4(x^2 + u^2)} \right) \frac{u \sin(2u)}{(x^2 + u^2)^{3/2}} du,
\]
where all interchanges of the order of summation and integration can be justified through Theorem 3.1.2.

#### Theorem 8.3.2
For \( |\arg(x)| < \frac{\pi}{4} \) and \( w \in \mathbb{C} \), we have
\[
1K_{0,w}(x) = \frac{2}{w^2} \int_0^\infty \exp \left( -\frac{w^2 x^2}{2(x^2 + u^2)} \right) \sin \left( \frac{w^2 xu}{2(x^2 + u^2)} \right) \frac{\sin u}{(x^2 + u^2)^{1/2}} du. \tag{8.3.1}
\]
Proof First assume \( x > 0 \). For \( c = \text{Re}(s) > -1 \), define

\[
I(x, w) := \frac{1}{2\pi i} \int_{(c)} \Gamma^2 \left( \frac{1+s}{2} \right) \left[ \frac{1+s+3}{2} \right] \left( -\frac{w^2}{4} \right) x^{-s} ds.
\] (8.3.2)

Then

\[
I \left( \frac{x}{2}, w \right) = 21K_0(x).
\]

Use the following formula from [11, p. 121, Equation (43)] to write \( \frac{1}{F^2_1} \) in (8.3.2) as a series:

\[
\frac{1}{F^2_1(a; c; u)} \frac{1}{F^2_1(a; c; v)} = \sum_{n=0}^{\infty} \frac{(a)_n(c-a)_n}{n!(c)_n(c+2n)}(-uv)^n\frac{1}{F^2_1(a+n; c+2n; u+v)}.
\]

Along with (8.3.2), it gives

\[
I(x, w) = \frac{1}{2\pi i} \int_{(c)} \Gamma^2 \left( \frac{1+s}{2} \right) \sum_{n=0}^{\infty} \frac{(1+s)_n}{n!(3/2)_n} \frac{(2-s)_n}{(3/2)_n} \left( -\frac{w^4}{16} \right) ^n \times \frac{1}{F^2_1} \left( \frac{1+s+n}{2} + \frac{3}{2} + 2n; -\frac{w^2}{2} \right) x^{-s} ds.
\] (8.3.3)

We would now like to interchange the order of summation and integration. That this can be done is now justified. Employ the change of variable \( s = c + it \) in the above equation so that

\[
I(x, w) = \frac{x^{-c}}{2\pi} \int_{-\infty}^{\infty} \Gamma^2 \left( \frac{1+c+it}{2} \right) \sum_{n=0}^{\infty} \frac{(1+c+it)_n}{n!(3/2)_n} \frac{(2-c-it)_n}{(3/2)_n} \left( -\frac{w^4}{16} \right) ^n \times \frac{1}{F^2_1} \left( \frac{1+c+it+n}{2} + \frac{3}{2} + 2n; -\frac{w^2}{2} \right) x^{-it} dt.
\] (8.3.4)

Now

\[
\left| \left( \frac{1+c+it}{2} \right)^n \right| \leq \left| \left( \frac{1+c+it}{2} + n \right) \right| \left( \frac{1+c+it}{2} + n \right) \cdots \left( \frac{1+c+it}{2} + n \right) = \left( \frac{1+|c|+|t|}{2} + n \right)^n.
\]

Therefore, as \( n \to \infty \),

\[
\left| \left( \frac{1+c+it}{2} \right)^n \right| = O \left( n^n e^{\frac{1+|c|+|t|}{2}} \right).
\] (8.3.5)

Similarly,

\[
\left| \left( \frac{2-c-it}{2} \right)^n \right| = O \left( n^n e^{\frac{-2+|c|+|t|}{2}} \right).
\] (8.3.6)
as $n \to \infty$. By using (3.1.3), it is easy to see that, as $n \to \infty$,
\[
\Gamma(n+1) \sim \sqrt{2\pi n^{n+\frac{1}{2}}e^{-n}}, \quad \Gamma\left(\frac{3}{2} + n\right) \sim \sqrt{2\pi n^{n+\frac{1}{2}}e^{-n}},
\]
\[
\Gamma\left(\frac{3}{2} + 2n\right) \sim \sqrt{2\pi (2n)^{2n+1}e^{-2n}}.
\]
(8.3.7)

From [41, p. 318],
\[
M_{\frac{1}{2} - \frac{s}{2} + n}^1(-\frac{w^2}{2}) = \left(-\frac{w^2}{2}\right)^{n+\frac{1}{2}} \left(1 + O\left(\frac{1}{n}\right)\right),
\]
(8.3.8)

where $M_{\kappa,\mu}(z)$ is the Whittaker function given by [59, p. 178, Equation (7.17)]
\[
M_{\kappa,\mu}(z) = e^{-\frac{1}{2}z^2}z^{\frac{1}{2}+\mu} _1F_1\left(\frac{1}{2} + \mu - \kappa; 1 + 2\mu; z\right).
\]
(8.3.9)

Thus, as $n \to \infty$,
\[
_1F_1\left(\frac{1+s}{2} + n; \frac{3}{2} + 2n; -\frac{w^2}{2}\right) = e^{-\frac{w^2}{16}} \left(1 + O\left(\frac{1}{n}\right)\right).
\]

From (8.3.5), (8.3.6), (8.3.7) and (8.3.8), the series on the right hand side of (8.3.4) converges uniformly in $t$ on compact subsets of $(-\infty, \infty)$. From (8.3.4), for a large enough $M > 0$,
\[
|I(x,w)| \leq \frac{x^{-c}}{2\pi} \int_{-\infty}^{\infty} \left| \Gamma^2\left(\frac{1+c+it}{2}\right) \left| \sum_{n=0}^{M} + \sum_{n=M+1}^{\infty} \right| \frac{\Gamma^{\left(\frac{1-s}{2}\right)}\left(\frac{2-c-it}{2}\right)}{n!\left(\frac{3}{2}\right)_n\left(\frac{3}{2}\right)_n} \left(-\frac{w^2}{16}\right)\right| dt
\]
\[
\times _1F_1\left(\frac{1+c+it}{2} + n; \frac{3}{2} + 2n; -\frac{w^2}{2}\right)x^{-it} \right| dt
\]
\[
= I_1(x,w) + I_2(x,w).
\]

An application of (3.1.4) implies that $|I_1(x,w)| < \infty$. From (8.3.5), (8.3.6), (8.3.7), (8.3.8) and (3.1.4), we see that $|I_2(x,w)|$ is also finite, hence $|I(x,w)| < \infty$. Therefore, Theorem 3.1.2 allows us to interchange the order of integration and summation in (8.3.3) and hence
\[
I(x,w) = \sum_{n=0}^{\infty} \frac{(-\frac{w^2}{16})^n}{n!\left(\frac{3}{2}\right)_n\left(\frac{3}{2}\right)_n} A_n(x,w),
\]
(8.3.10)

where
\[
A_n(x,w) := \frac{1}{2\pi i} \int_{(c)} \frac{\Gamma^{\left(\frac{1+s}{2}\right)}\left(\frac{1+s}{2} + n\right)\Gamma^{\left(\frac{3-s}{2}\right)}\left(\frac{3-s}{2} + n\right)}{\Gamma^{\left(\frac{3-s}{2}\right)}\left(\frac{3-s}{2}\right)}
\]
\[
\times _1F_1\left(\frac{1+s}{2} + n; \frac{3}{2} + 2n; -\frac{w^2}{2}\right)x^{-s} ds
\]
\[
= \frac{1}{2\pi i} \int_{(c)} \frac{\Gamma^{\left(\frac{1+s}{2}\right)}\left(\frac{1+s}{2} + n\right)\Gamma^{\left(\frac{3-s}{2}\right)}\left(\frac{3-s}{2} + n\right)}{\Gamma^{\left(\frac{3-s}{2}\right)}\left(\frac{3-s}{2}\right)}
\]
\[
\times \sum_{m=0}^{\infty} \frac{(\frac{1+s}{2} + n)_m}{m!\left(\frac{3}{2} + 2n\right)_m} \left(-\frac{w^2}{2}\right)^m x^{-s} ds.
\]
Proceeding along the similar lines as in (8.3.3) to interchange the order of summation and integration, we see that

\[ A_n(x, w) = \Gamma\left(\frac{3}{2} + 2n\right) \sum_{m=0}^{\infty} \frac{(-w^2/2)^m}{m!} B_{nm}(x), \quad \text{(8.3.11)} \]

where

\[ B_{nm}(x) = \frac{1}{2\pi i} \int_{(c)} \frac{\Gamma\left(\frac{1+i}{2}\right) \Gamma\left(\frac{2+i}{2} + n\right) \Gamma\left(1 + m + n + m\right)}{\Gamma\left(\frac{3}{2} + 2n + m\right)} x^{-s} \, ds. \]

Next, from [47, p. 42, Formula 5.1] and the fact \( \Gamma\left(\frac{1+i}{2}\right) / \Gamma\left(\frac{2+i}{2}\right) = \pi^{-1/2} 2^{1-s} \Gamma(s) \sin\left(\frac{\pi s}{2}\right) \), we see that for \(-1 < d_1 = \text{Re}(s) < 1\),

\[ \frac{1}{2\pi i} \int_{(d_1)} \frac{\Gamma\left(\frac{1+i}{2}\right) \Gamma\left(\frac{2+i}{2} + n\right) \Gamma\left(1 + m + n + m\right)}{\Gamma\left(\frac{3}{2} + 2n + m\right)} x^{-s} \, ds = \frac{2}{\sqrt{\pi}} \sin(2x). \quad \text{(8.3.12)} \]

Also, Euler’s beta integral for \(0 < d = \text{Re}(s) < \text{Re}(z)\) is given by

\[ \frac{1}{2\pi i} \int_{(d)} \frac{\Gamma(s_1) \Gamma(z - s_1)}{\Gamma(z)} x^{-s_1} \, ds_1 = \frac{1}{(1+x)^2}. \]

Substitute \( s_1 = \frac{2+i}{2} + n, z = \frac{3}{2} + 2n + m \) and replace \( x \) by \( x^{-2} \) to have for \(-1 - 2n - 2m < d_2 = \text{Re}(s) < 2 + 2n\),

\[ \frac{1}{2\pi i} \int_{(d_2)} \frac{\Gamma\left(\frac{2+i}{2} + n\right) \Gamma\left(\frac{1+i}{2} + m + n + m\right)}{\Gamma\left(\frac{3}{2} + 2n + m\right)} x^{-s} \, dt = \frac{2x^{4+2m+2m}}{(1 + x^2)^2 + 2n + m}. \quad \text{(8.3.13)} \]

Hence from (8.3.12), (8.3.13) and (3.1.9),

\[ B_{nm}(x) = \frac{4}{\sqrt{\pi}} x^{1+2n+2m} \int_{0}^{\infty} \frac{t^{2n+1} \sin(2t)}{(x^2 + t^2)^{3/2 + 2n + m}} \, dt. \quad \text{(8.3.14)} \]

Thus from (8.3.11) and (8.3.14),

\[ A_n(x, w) = \frac{4x^{2n+1}}{\sqrt{\pi}} \Gamma\left(\frac{3}{2} + 2n\right) \sum_{m=0}^{\infty} \frac{(-w^2 x^2/2)^m}{m!} \int_{0}^{\infty} \frac{t^{2n+1} \sin(2t)}{(x^2 + t^2)^{3/2 + 2n + m}} \, dt. \]

Since the series \( \sum_{m=0}^{\infty} \frac{(-w^2 x^2/2)^m}{m!(x^2 + t^2)^m} \) converges uniformly to \( \exp\left(-\frac{w^2 x^2}{2(x^2 + t^2)}\right) \) on any compact interval of \((0, \infty)\) and \( \left| \int_{0}^{\infty} \frac{t^{2n+1} \sin(2t)}{(x^2 + t^2)^{3/2 + 2n}} \sum_{m=0}^{\infty} \frac{(-w^2 x^2/2)^m}{m!(x^2 + t^2)^m} \, dt \right| \) is finite, by Theorem 3.1.2,

\[ A_n(x, w) = \frac{4x^{2n+1}}{\sqrt{\pi}} \Gamma\left(\frac{3}{2} + 2n\right) \int_{0}^{\infty} \frac{t^{2n+1} \sin(2t) \exp\left(-\frac{w^2 x^2}{2(x^2 + t^2)}\right)}{(x^2 + t^2)^{3/2 + 2n}} \, dt. \quad \text{(8.3.15)} \]

Substituting (8.3.15) in (8.3.10), we deduce that

\[ I(x, w) = 2 \sum_{n=0}^{\infty} \frac{x^{2n+1}}{n!} \left(-\frac{w^4}{16}\right)^n \int_{0}^{\infty} \frac{t^{2n+1} \sin(2t)}{(x^2 + t^2)^{3/2 + 2n}} \exp\left(-\frac{w^2 x^2}{2(x^2 + t^2)}\right) \, dt. \]
\[
= 2x \int_0^\infty \exp \left( -\frac{w^2x^2}{2(x^2 + t^2)} \right) \frac{t \sin(2t)}{(x^2 + t^2)^{3/2}} \sum_{n=0}^\infty \frac{t^{2n}(-w^4x^4/16)^n}{n!(\frac{3}{2})^n(x^2 + t^2)^{2n}} \, dt \\
= \frac{4}{w^2} \int_0^\infty \exp \left( -\frac{w^2x^2}{2(x^2 + t^2)} \right) \frac{\sin(2t)}{(x^2 + t^2)^{3/2}} \left( \frac{w^2xt}{2(x^2 + t^2)} \right) \sin(2t) \frac{1}{(x^2 + t^2)^{1/2}} \, dt, \tag{8.3.16}
\]

where, in the second step above, we interchanged the order of summation and integration using Theorem 3.1.2 since \( t^{2n}(-w^4x^4/16)^n \) converges uniformly on any compact interval of \((0, \infty)\) to \( \frac{2}{w^2xt}(x^2 + t^2) \sin \left( \frac{w^2xt}{2(x^2 + t^2)} \right) \) and since

\[
\left| \int_0^\infty \exp \left( -\frac{w^2x^2}{2(x^2 + t^2)} \right) \sin(2t) \frac{1}{(x^2 + t^2)^{3/2}} \left( 2(x^2 + t^2) \sin \left( \frac{w^2xt}{2(x^2 + t^2)} \right) \right) \, dt \right| < \infty.
\]

Finally let \( t = u/2 \) in the integral on the extreme right of (8.3.16) and simplify to obtain (8.3.1) for \( x > 0 \). Now observe that both sides of (8.3.1) are analytic in \( |\arg(x)| < \frac{\pi}{4} \), so by analytic continuation, it holds for \( |\arg(x)| < \frac{\pi}{4} \).

We now derive a representation for \( 1K_{z,w}(x) \) as an infinite series of Laplace transforms of function involving \( {}_0F_2 \) hypergeometric functions.

**Theorem 8.3.3** Let \( w \in \mathbb{C}, \text{Re}(z) > -\frac{1}{2} \) and \( |\arg(x)| < \frac{\pi}{4} \). Then

\[
1K_{z,w}(x) = \frac{2^{z+1/2}x^{1+z}}{\Gamma(z + 1/2)} \sum_{n=0}^\infty \frac{(-\frac{x^2}{2})^n}{(2n+1)!} \int_0^\infty (t^2 + t)^{z-1/2} (2t + 1)^{-n-1/2} \frac{1}{4} K_{n+1/2}(x(2t + 1)) \\
\times {}_0F_2 \left( -; \frac{1}{2} + z, \frac{3}{2}; -\frac{w^2xt(t+1)}{4} \right) \, dt. \tag{8.3.17}
\]

**Proof** Replace \( x \) by \( \frac{x}{2} \) in Theorem 1.1.7, let \( u = \left( \frac{x}{2} \right)^{1/2} \) in the resulting equation, then replace \( z \) by \( -z \) and use the fact \( 1K_{-z,w}(x) = 1K_{z,w}(x) \) to obtain

\[
1K_{z,w}(x) = \frac{1}{w^2} \int_0^\infty \exp \left( -\frac{x}{2} \left( u + \frac{1}{u} \right) \right) \sin \left( \frac{w\sqrt{ux}}{\sqrt{2u}} \right) \sin \left( \frac{w\sqrt{ux}}{\sqrt{2u}} \right) u^{-z-1} \, du. \tag{8.3.18}
\]

From [47, p. 186, Formula 4.26]\(^{16}\), for \( \text{Re}(u) > 0, \text{Re}(z) > -\frac{1}{2} \),

\[
u^{-z} \sin(au^{-1/2}) = \frac{a}{\Gamma \left( \frac{1}{2} + z \right)} \int_0^\infty e^{-yu}y^{z-\frac{1}{2}} {}_0F_2 \left( -; \frac{1}{2} + z, \frac{3}{2}; -\frac{a^2y}{4} \right) \, dy.
\]

Replacing \( a \) by \( w\sqrt{2}x \) in the above equation, we have

\[
u^{-z} \sin \left( \frac{w\sqrt{x}}{2u} \right) = \frac{w\sqrt{x}}{\sqrt{2}\Gamma \left( \frac{1}{2} + z \right)} \int_0^\infty e^{-yu}y^{z-\frac{1}{2}} {}_0F_2 \left( -; \frac{1}{2} + z, \frac{3}{2}; -\frac{w^2xy}{8} \right) \, dy. \tag{8.3.19}
\]

\(^{16}\)There is typo in the argument of \( {}_0F_2 \). It should be \(-\frac{w^2x^2}{2u}\) instead of \(-\frac{w^2x}{2u}\). Also, \( y^{z-1/2} \) is missing from the integrand.
Substituting (8.3.19) in (8.3.18) and then interchanging the order of integration using Fubini’s theorem, we deduce that

\[
1 K_{z,w}(x) = \frac{\sqrt{x}}{\sqrt{2\pi} \Gamma(z + \frac{1}{2})} \int_0^\infty y^{z-\frac{1}{2}} {}_0F_2 \left( -; \frac{1}{2} + z; \frac{3}{2}; -\frac{w^2xy}{8} \right) dy \\
\times \int_0^\infty \exp \left( -u \left( y + \frac{x}{2} \right) - \frac{x}{2u} \right) \sin \left( \frac{w\sqrt{yu}}{\sqrt{2}} \right) \frac{du}{u}.
\]  
(8.3.20)

Now using the same logic as in the proof of Lemma 8.3.1, one can derive

\[
\int_0^\infty \exp \left( -u \left( y + \frac{x}{2} \right) - \frac{x}{2u} \right) \sin \left( \frac{w\sqrt{yu}}{\sqrt{2}} \right) \frac{du}{u} = \frac{2w(x/2)^{3/4}}{(y + \frac{x}{2})^{1/4}} \sum_{n=0}^\infty \frac{1}{(2n+1)!} \left( -\frac{w^2x^{3/2}}{2^{3/2} (y + \frac{x}{2})^{1/2}} \right)^n K_{n+\frac{1}{2}} \left( \sqrt{2x \left( y + \frac{x}{2} \right)} \right).
\]  
(8.3.21)

Substitute (8.3.21) in (8.3.20) and interchange the order of summation and integration to get

\[
1 K_{z,w}(x) = \frac{2(x/2)^{3/4}}{\Gamma(z + \frac{1}{2})} \int_0^\infty y^{z-\frac{1}{2}} {}_0F_2 \left( -; \frac{1}{2} + z; \frac{3}{2}; -\frac{w^2xy}{8} \right) \sum_{n=0}^\infty \left( -\frac{w^2x^{3/2}}{2^{3/2} (2n+1)!} \right)^n \\
\times \left( y + \frac{x}{2} \right)^{-\frac{z}{2} - \frac{1}{4}} K_{n+\frac{1}{2}} \left( \sqrt{2x \left( y + \frac{x}{2} \right)} \right) dy,
\]

which upon employing change of variable \(2t + 1 = \frac{\sqrt{y + \frac{x}{2}}}{\sqrt{2x}}\) and simplifying gives (8.3.17).

Remark 11 The integral in Theorem 8.3.3 is indeed a Laplace transform since [30, p. 934]

\[
K_{n+\frac{1}{2}}(y) = \sqrt{\frac{\pi}{2y}} e^{-\gamma} \sum_{k=0}^n \frac{(n+k)!}{k!(n-k)!(2y)^k}.
\]

Since only the \(n = 0\) term survives when \(w \to 0\) in (8.3.17), we recover [24, Equation (1.29)]

\[
K_{c}(x) = \frac{\sqrt{\pi} (2x)^{\frac{1}{2}-x}}{\Gamma(z + \frac{1}{2})} \int_0^\infty e^{-2xt} t^{z-\frac{1}{2}} (t + 1)^{z-\frac{1}{2}} dt
\]

for \(\text{Re}(z) > -\frac{1}{2}\) and \(|\arg(x)| < \frac{\pi}{4}\).

A double integral representation for \(1 K_{z,w}(x)\) is now given.

Theorem 8.3.4 Let \(w \in \mathbb{C}\). For \(\text{Re}(z) > -1\) and \(|\arg(x)| < \frac{\pi}{2}\),

\[
1 K_{z,w}(x) = \frac{x}{2\Gamma(z+1)} \int_0^\infty \int_0^\infty y^z t^{-\frac{1}{2}} \exp \left( -2\sqrt{y + \frac{x}{2}} \int_0^\infty \right) \left( t + \frac{x}{2} \right) \\
\times {}_0F_2 \left( -; 1 + z; \frac{3}{2}; -\frac{w^2xy}{8} \right) \cdot {}_0F_2 \left( -; 1 + \frac{3}{2}; -\frac{w^2xt}{8} \right) dt dy.
\]  
(8.3.22)
Proof Replace $z$ by $z + 1/2$ in (8.3.19), substitute the resulting equation in (8.3.18) and then interchange the order of integration so as to get for $\text{Re}(z) > -1$,

$$
\begin{align*}
1 K_{z,w}(x) &= \frac{\sqrt{x}}{w \sqrt{2 \Gamma(z + 1)}} \int_0^\infty y^z e^{1/2} F_2 \left( -; 1 + z, \frac{3}{2}; -\frac{w^2 x y}{8} \right) \\
&\quad \times \int_0^\infty \exp \left( u \left( y + \frac{x}{2} \right) - \frac{x}{2u} \right) \\
&\quad \times \sin \left( \frac{w \sqrt{x u}}{\sqrt{2}} \right) \frac{du}{\sqrt{u}} dy.
\end{align*}
$$

(8.3.23)

Next, let $z = 0$ in (8.3.19) and replace $u$ by $1/u$ in (8.3.19) so that

$$
\sin \left( \frac{w \sqrt{x u}}{\sqrt{2}} \right) = \int_0^\infty \frac{w \sqrt{x t}^{-1/2}}{\sqrt{2 \Gamma(1/2)}} F_2 \left( -; 1, \frac{3}{2}; -\frac{w^2 x t}{8} \right) e^{-t/u} dt.
$$

(8.3.24)

Substitute (8.3.24) in (8.3.23) and then interchange the order of integration to arrive at

$$
\begin{align*}
1 K_{z,w}(x) &= \frac{x}{2 \sqrt{\pi} \Gamma(z + 1)} \int_0^\infty \int_0^\infty y^z t^{-1/2} e^{1/2} F_2 \left( -; 1 + z, \frac{3}{2}; -\frac{w^2 x y}{8} \right) \\
&\quad \times F_2 \left( -; 1, \frac{3}{2}; -\frac{w^2 x t}{8} \right) \\
&\quad \times \int_0^\infty \exp \left( -u \left( y + \frac{x}{2} \right) - \left( t + \frac{x}{2} \right) \frac{1}{u} \right) \frac{du}{\sqrt{u}} dt dy.
\end{align*}
$$

(8.3.25)

Let $s = \frac{1}{2}, p = y + \frac{x}{2}$ and $q = t + \frac{x}{2}$ in (8.1.3) and use $K_{1/2}(x) = \sqrt{\frac{\pi}{x}} e^{-x}$ so that for $\text{Re}(x) > 0$,

$$
\int_0^\infty \exp \left( -u \left( y + \frac{x}{2} \right) - \left( t + \frac{x}{2} \right) \frac{1}{u} \right) \frac{du}{\sqrt{u}} = \frac{\sqrt{\pi}}{(y + \frac{x}{2})^{1/2}} e^{-2 \sqrt{(y + \frac{x}{2})(t + \frac{x}{2})}}.
$$

(8.3.26)

Finally, (8.3.22) follows by substituting (8.3.26) in (8.3.25). \hfill \square

Remark 12 Letting $w = 0$ in Theorem 8.3.4 gives us an integral representation for $K_{z}(x)$ that was recently obtained in [24, p. 393].

8.4 An explicit pair of functions reciprocal in the second Koshliakov kernel

Here we obtain a generalization of (7.0.2) which is the crux of the machinery needed to prove Theorem 1.1.6.

Theorem 8.4.1 Let $-\frac{3}{4} < \text{Re}(z) < \frac{3}{4}$ and let $w \in \mathbb{C}$. Let $L_{1}(x)$ be defined in (7.0.3). Let $\alpha, \beta > 0$ such that $\alpha \beta = 1$. The functions $e^{-w^2/2} 1K_{z,w}(2\alpha x)$ and $\beta 1K_{z,w}(2\beta x)$ form a pair of reciprocal functions with respect to the second Koshliakov kernel, that is,

$$
\begin{align*}
& e^{-w^2/2} 1K_{z,w}(2\alpha x) = 2 \int_0^\infty \beta 1K_{z,w}(2\beta t) \left( \sin(\pi z) f_{2z}(4\sqrt{t}) - \cos(\pi z) L_{2z}(4\sqrt{t}) \right) dt, \\
& \beta 1K_{z,w}(2\beta x) = 2 \int_0^\infty e^{-w^2/2} 1K_{z,w}(2\alpha t) \left( \sin(\pi z) f_{2z}(4\sqrt{t}) - \cos(\pi z) L_{2z}(4\sqrt{t}) \right) dt.
\end{align*}
$$

(8.4.1)

(8.4.2)
Proof Using Theorems 8.2.1, 8.2.3 and the bound
\[
\left| \sin(\pi z) J_{2z}(4\sqrt{xt}) - \cos(\pi z) L_{2z}(4\sqrt{xt}) \right| \ll_z \begin{cases} 
1 + |\log(tx)| & \text{if } z = 0, 0 \leq tx \leq 1, \\
(tx)^{-\text{Re}(z)} & \text{if } z \neq 0, 0 \leq tx \leq 1, \\
(tx)^{-1/4} & \text{if } tx \geq 1,
\end{cases}
\]
we see that the integrals in Theorem 8.4.1 converge for \(-\frac{3}{4} < \text{Re}(z) < \frac{3}{4}\). Now replacing \(x, z, y\) in [22, Lemma 5.2] by \(t/\pi^2, 2z, x\) respectively, for \(\pm \text{Re}(z) < \text{Re}(s) < \frac{3}{4}\) and \(x > 0\),
\[
\int_0^\infty t^{s-1} \left( \sin(\pi z) J_{2z}(4\sqrt{xt}) - \cos(\pi z) L_{2z}(4\sqrt{xt}) \right) dt
= \frac{\Gamma(s-z) \Gamma(s+z) (\cos(\pi z) - \cos(\pi s))}{2^{2s}\pi^{s^2}}.
\]
From (1.1.37), for \(\text{Re}(s) > -1 \pm \text{Re}(z)\),
\[
\int_0^\infty t^{s-1} \beta_1 K_{z,w}(2\beta t) dt
= \beta_1^{-s} \frac{1}{2} \Gamma\left( \frac{1 + s - z}{2} \right) \Gamma\left( \frac{1 + s + z}{2} \right) \beta_1^{\frac{s}{2}} F_1\left( \frac{1 + s - z}{2}, \frac{3}{2}, \frac{w^2}{4} \right)
\times F_1\left( \frac{1 + s + z}{2}, \frac{3}{2}, \frac{w^2}{4} \right).
\]
Using (8.4.3), (8.4.4) and Parseval's formula (3.1.11), and then employing (3.1.7), we see that for \(\pm \text{Re}(z) < c = \text{Re}(s) < \min\left(\frac{3}{4}, 2 \pm \text{Re}(z)\right)\),
\[
\int_0^\infty \beta_1 K_{z,w}(2\beta t) \left( \sin(\pi z) J_{2z}(4\sqrt{xt}) - \cos(\pi z) L_{2z}(4\sqrt{xt}) \right) dt
= e^{w^2/2} \frac{\beta_1^s}{2\pi i} \int_{(c)} \Gamma\left( \frac{2 - s - z}{2} \right) \Gamma\left( \frac{2 - s + z}{2} \right)
\times \frac{\Gamma(s-z) \Gamma(s+z)}{2^{2s}\pi^{s^2}} (\cos(\pi z) - \cos(\pi s))
\times F_1\left( \frac{1 + s + z}{2}, \frac{3}{2}, \frac{w^2}{4} \right) F_1\left( \frac{1 + s - z}{2}, \frac{3}{2}, \frac{w^2}{4} \right) ds
\]
Note that we need \(-3/4 < \text{Re}(z) < 3/4\) since both \(\pm \text{Re}(z) < 3/4\) and \(\pm \text{Re}(z) < 2 \pm \text{Re}(z)\) have to be satisfied. Now simplify the integrand on the above right-hand side using (3.1.1) and (3.1.2) and then use the fact \(\alpha \beta = 1\) to arrive at
\[
\int_0^\infty \beta_1 K_{z,w}(2\beta t) \left( \sin(\pi z) J_{2z}(4\sqrt{xt}) - \cos(\pi z) L_{2z}(4\sqrt{xt}) \right) dt
= \frac{e^{-w^2/2}}{4\pi i} \int_{(c)} \Gamma\left( \frac{1 + s - z}{2} \right) \Gamma\left( \frac{1 + s + z}{2} \right) F_1\left( \frac{1 + s + z}{2}, \frac{3}{2}, \frac{w^2}{4} \right)
\times F_1\left( \frac{1 + s - z}{2}, \frac{3}{2}, \frac{w^2}{4} \right) (2\alpha x)^{-s} 2s^{-1} \, ds
= \frac{1}{2} e^{-w^2/2} K_{z,w}(2\alpha x),
\]
as can be seen from (1.1.37). This proves (8.4.1). Similarly one can prove (8.4.2). \(\square\)

Remark 13 Letting \(\alpha = \beta = 1\) and then \(w = 0\) in either (8.4.1) or (8.4.2) leads to (7.0.2).
8.5 An integral evaluation involving $K_{z,w}(x)$ and a hypergeometric function

We now transform an integral involving $K_{z,w}(x)$ into a double integral. This is one of the main ingredients in the proof of Theorem 1.1.6.

**Theorem 8.5.1** Let $0 < \text{Re}(z) < 1$. Let $w \in \mathbb{C}$, $n \in \mathbb{N}$ and $\alpha > 0$. Then

$$
\int_0^\infty K_{z,w}(2ax)\left(2F_1\left(1, \frac{z}{2}; \frac{1}{2}; -\frac{x^2}{\pi^2 n^2}\right) - 1\right)x^{\frac{z-2}{2}}dx
= -\frac{4n^\frac{3}{2}\pi^\frac{3}{2}e^\frac{\pi}{2}}{w^2\Gamma\left(\frac{3}{2}\right)} \int_0^\infty \int_0^\infty u^{-\frac{1}{2} \frac{w}{2}} e^{-\frac{v^2}{2} (u^2+1)} K_{\frac{w}{2}}
\times \left(\frac{2n\pi \alpha}{w}\right) \sin(wv) \sinh(wuv) dv du.
(8.5.1)
$$

**Proof** From (1.1.37), for $\text{Re}(s) > -1 - \text{Re}(\frac{z}{2})$,

$$
\int_0^\infty x^{s-1}K_{z,w}(2ax)dx
\quad = \frac{1}{2\alpha^s} \Gamma\left(1 + \frac{s}{2} - \frac{z}{4}\right) \Gamma\left(1 + \frac{s}{2} + \frac{z}{4}\right)\left(1 + \frac{s}{2} - \frac{z}{4}\right)\frac{2}{\Gamma\left(\frac{3}{2}\right)}
\times 1F_1\left(1 + \frac{s}{2} + \frac{z}{4}; \frac{3}{2}; \frac{w^2}{4}\right).
(8.5.2)
$$

Replace $s$ by $s + \frac{z}{2} - 1$ in the above equation to get for $\text{Re}(s) > 0$,

$$
\int_0^\infty x^{s+\frac{z}{2}-2}K_{z,w}(2ax)dx
\quad = \frac{1}{2\alpha^{s+\frac{z}{2}-1}} \Gamma\left(\frac{s}{2}\right) \Gamma\left(\frac{s+z}{2}\right) 1F_1\left(\frac{s+z}{2}; \frac{3}{2}; \frac{w^2}{4}\right) 1F_1\left(\frac{s+z}{2}; \frac{3}{2}; \frac{w^2}{4}\right).
(8.5.3)
$$

From Lemma 3.1.1, (8.5.2) and (3.1.11), we have for $0 < c = \text{Re}(s) < \text{Re}(z)$,

$$
\int_0^\infty K_{z,w}(2ax)\left(1, \frac{z}{2}; \frac{1}{2}; -\frac{x^2}{\pi^2 n^2}\right)x^{\frac{z-2}{2}}dx
\quad = \frac{1}{2\pi i} \int_{c}^{\infty} 1 \left(-\frac{1}{2}\right) \left(1 - \frac{1}{2} + \frac{s+z}{2}\right) \left(1 - \frac{1}{2} + \frac{w^2}{4}\right)
\times \left(1 - \frac{1}{2} + \frac{s+z}{2}\right) \left(1 - \frac{1}{2} + \frac{w^2}{4}\right)
\times 1F_1\left(1 - \frac{s+z}{2}; \frac{3}{2}; \frac{w^2}{4}\right)
\times 1F_1\left(1 - \frac{s+z}{2}; \frac{3}{2}; \frac{w^2}{4}\right)
\quad = \frac{\sqrt{\pi}}{8\alpha^{z/2}\Gamma\left(\frac{3}{2}\right)} \int_{c}^{\infty} \frac{\Gamma\left(1 - \frac{s+z}{2}\right) \Gamma\left(\frac{s}{2}\right)}{\sin\left(\frac{s}{2}\right) \Gamma\left(\frac{1-s+z}{2}\right) \Gamma\left(\frac{s}{2}\right)}
\times 1F_1\left(1 - \frac{s+z}{2}; \frac{3}{2}; \frac{w^2}{4}\right) \left(\pi n\alpha\right)^s ds.
(8.5.3)
$$

Replace $x$ by $2n\pi \alpha / s$, $s$ by $-s + \frac{z}{2}$ and $z$ by $z/2$ in (1.1.39) to obtain for $c_1 = \text{Re}(s) < 0$,

$$
\frac{1}{2\pi i} \int_{c_1}^{\infty} \left(-\frac{s}{2}\right) \Gamma\left(\frac{z}{2}\right) \Gamma\left(\frac{z}{2}\right) \left(n\pi \alpha\right)^s x^{-s} ds = 4(n\pi \alpha)^s x^{-\frac{z}{2}} K_{\frac{w}{2}}\left(\frac{2n\pi \alpha}{x}\right).
(8.5.4)
$$
Replace $s$ by $s + 1$ in (3.1.12) and let $a = 1, b = w$ to see that, for $c_2 = \Re(s) > -2$,

$$\frac{1}{2\pi i} \int_{(c_2)} \Gamma \left( 1 \frac{1}{2} + \frac{s}{2} \right) _1 F_1 \left( \frac{1}{2} \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right) x^{-s} ds = \frac{2x}{w} e^{\frac{w^2}{4}} e^{-x^2} \sin(wx).$$

(8.5.5)

Apply (3.1.7) in (3.1.12), then replace $s$ by $z - s$, let $a = 1, b = iw$ and then replace $x$ by $1/x$ so that for $c_3 = \Re(s) < 1 + \Re(z)$,

$$\frac{1}{2\pi i} \int_{(c_3)} \Gamma \left( 1 \frac{1}{2} + \frac{s + z}{2} \right) _1 F_1 \left( 1 \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right) x^{-s} ds = \frac{2x - z}{w} e^{-1/s^2} \sinh \left( \frac{w}{x} \right).$$

(8.5.6)

From [35, p. 91] (see also [3, p. 121, Exercise (36)]), we have

$$\frac{1}{2\pi i} \int_{(\lambda)} f_1(s_1 f_2(s_2) f_3(s_3) ds = \int_0^\infty \int_0^\infty f_1(u) f_2(v) f_3(s) \left( \frac{1}{uv} \right) du dv,$$

(8.5.7)

where the conditions for its validity are given in [35]. One can check that the conditions for (8.5.7) to hold are satisfied by the functions on the right-hand sides of (8.5.4), (8.5.5) and (8.5.6) as long as $-2 < \lambda = \Re(s) < 0$. Hence upon using (3.1.2) in the first step below, we see that for $-2 < \lambda = \Re(s) < 0$,

$$\frac{1}{2\pi i} \int_{(\lambda)} \Gamma \left( \frac{1}{2} \frac{1}{2} + \frac{s + z}{2} \right) _1 F_1 \left( \frac{1}{2} \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right) \left( \frac{1}{2} \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right) (n\pi \alpha)^4 ds$$

$$= -\frac{1}{2\pi^2 i} \int_{(\lambda)} \Gamma \left( \frac{z - s}{2} \right) \Gamma \left( \frac{1}{2} + \frac{s}{2} \right) _1 F_1 \left( \frac{1}{2} \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right) \left( \frac{1}{2} \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right) (n\pi \alpha)^4 ds$$

$$\times \Gamma \left( \frac{1}{2} \frac{1}{2} + \frac{s + z}{2} \right) _1 F_1 \left( \frac{1}{2} \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right) (n\pi \alpha)^4 ds$$

$$= -16(n\pi \alpha)^2 \frac{z}{\pi w^2} e^{w^2/4} \int_0^\infty \int_0^\infty u^{-1 + \frac{z}{2}} v^{-1}(w^2 + 1)$$

$$\times K_\frac{z}{2} \left( \frac{2n\pi \alpha}{u} \right) \sin(wv) \sinh(wuv) du dv. \quad (8.5.8)$$

Now consider the contour formed by the line segments $[\lambda - iT, \lambda - iT], [\lambda - iT, \lambda + iT], [\lambda + iT, \lambda + iT]$, and $[\lambda + iT, \lambda - iT]$, where $0 < c < \Re(z)$. Then the only pole of the integrand of the left-hand side of (8.5.8) inside the contour is the simple pole at $s = 0$ (due to $\sin \left( \frac{\pi s}{2} \right)$). Since the integrals along the horizontal segments tend to zero as $T \to \infty$ because of (3.1.4), we find from (8.5.8) that for $0 < c = \Re(s) < \Re(z)$,

$$\frac{1}{2\pi i} \int_{(c)} \Gamma \left( \frac{1}{2} \frac{1}{2} + \frac{s + z}{2} \right) _1 F_1 \left( \frac{1}{2} \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right) \left( \frac{1}{2} \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right) (n\pi \alpha)^4 ds$$

$$= -16(n\pi \alpha)^2 \frac{z}{\pi w^2} e^{w^2/4} \int_0^\infty \int_0^\infty u^{-1 + \frac{z}{2}} v^{-1}(w^2 + 1)$$

$$\times K_\frac{z}{2} \left( \frac{2n\pi \alpha}{u} \right) \sin(wv) \sinh(wuv) du dv + R_0. \quad (8.5.9)$$

where $R_0 = \frac{2^{2-z}}{w} \Gamma(z) \text{erfi}(\frac{w}{2}) _1 F_1 \left( \frac{1}{2} \frac{1}{2} + \frac{3}{2} \frac{w^2}{4} \right).$ From (8.5.3) and (8.5.9), we find that

$$\int_0^\infty K_{\frac{z}{2}, c}(2\alpha x) _2 F_1 \left( 1 \frac{1}{2} \frac{1}{2} - \frac{x^2}{\pi^2 \mu^2} \right) x^{\frac{z}{2}} dx$$
For $\Re(z) > -3$, $n \in \mathbb{N}$ and $\alpha > 0$,

$$
\int_0^\infty 2ax^{\frac{3}{2}}K_\frac{3}{2}(2ax)\left(_2F_1\left(1, \frac{1}{2}; \frac{3}{2}; -\frac{x^2}{\pi^2 n^2}\right) - 1\right) \, dx
= -\sqrt{2\pi^{\frac{3}{2}}n^{\frac{1}{2}+\frac{1}{2}\alpha}}\frac{\Gamma(z+2)}{\Gamma\left(\frac{z}{2}\right)} S_{-z-\frac{1}{2}}(2\pi n\alpha).
$$

**Proof** We first obtain the result for $0 < \Re(z) < 1$ as a special case of Theorem 8.5.1 and later extend it to $\Re(z) > -3$ by analytic continuation.

Let $w = 0$ in (8.5.1) and use (1.1.38) so that

$$
\int_0^\infty 2ax^{\frac{3}{2}}K_\frac{3}{2}(2ax)\left(_2F_1\left(1, \frac{1}{2}; \frac{3}{2}; -\frac{x^2}{\pi^2 n^2}\right) - 1\right) \, dx
$$
\[= \frac{-4n\pi^{\frac{a+1}{2}}}{\Gamma\left(\frac{3}{2}\right)} \int_0^\infty \int_0^\infty u^{\frac{a}{2}+1} e^{-v^2(u^2+1)} K_{\frac{a}{2}}\left(\frac{2n\pi\alpha}{u}\right) \, du \, dv. \quad (8.5.14)\]

In [52, p. 353, Equation 2.16.8.13], let \( \alpha = -1 - \frac{\pi}{2}, \nu = \frac{\pi}{2} \) and \( p = \nu^2, \nu > 0 \), and \( c = 2n\pi\alpha, n > 0 \) so that for \( \text{Re}(\alpha) > 0 \),

\[
\int_0^\infty x^{-\frac{\pi}{2}} e^{-\frac{x^2}{\nu^2}} K_{\frac{a}{2}}(2n\pi\alpha x) \, dx
\]

\[
= \frac{(n\pi\alpha)^{\frac{a}{2}+\frac{1}{2}}}{4} \Gamma\left(-\frac{\pi}{2} - \frac{1}{2}\right) \Gamma\left(-\frac{1}{2}\right) \operatorname{F}_{2}\left(-; \frac{3}{2}, \frac{3}{2}; -(n\pi\alpha)^2\right)
\]

\[
+ \frac{(n\pi\alpha)^{\frac{a}{2}}}{4\nu} \Gamma\left(-\frac{\pi}{2} \right) \frac{1}{2} \times \operatorname{F}_{2}\left(-; -1 + \frac{1}{2}, \frac{3}{2}; -(n\pi\alpha)^2\right)
\]

\[
+ \frac{\nu^{-\frac{\pi}{2} - 1}}{4(n\pi\alpha)^2} \Gamma\left(-\frac{1}{2}\right) \operatorname{F}_{2}\left(-; -1 - \frac{1}{2}, \frac{1}{2}; -(n\pi\alpha)^2\right). \quad (8.5.15)
\]

Let \( x = \frac{1}{u} \) in the integral on the left-hand side of (8.5.15), then in the resultant multiply both sides by \( \nu^2 e^{-\nu^2} \) and integrate with respect to \( \nu \) from 0 to \( \infty \) to obtain

\[
\int_0^\infty \int_0^\infty u^{\frac{a}{2}+1} e^{-\nu^2(u^2+1)} K_{\frac{a}{2}}\left(\frac{2n\pi\alpha}{u}\right) \, du \, dv
\]

\[
= -\frac{\sqrt{\pi}}{2} (n\pi\alpha)^{\frac{a}{2}+\frac{1}{2}} \Gamma\left(-\frac{\pi}{2} - \frac{1}{2}\right) \int_0^\infty \nu^{\frac{a}{2}+1} e^{-\nu^2} \operatorname{F}_{2}\left(-; -1 + \frac{1}{2}, \frac{3}{2}; -(n\pi\alpha)^2\right) \, dv
\]

\[
+ \frac{\sqrt{\pi}}{4} (n\pi\alpha)^{\frac{a}{2}} \Gamma\left(-\frac{\pi}{2}\right) \frac{1}{2} \int_0^\infty \nu^{\frac{a}{2}+1} e^{-\nu^2} \operatorname{F}_{2}\left(-; -1 + \frac{1}{2}, \frac{3}{2}; -(n\pi\alpha)^2\right) \, dv
\]

\[
+ \frac{\sqrt{\pi} \Gamma(z)}{2^{\frac{\pi}{2} + 1}(n\pi\alpha)^2} \int_0^\infty \nu e^{-\nu^2} \operatorname{F}_{2}\left(-; -1 - \frac{1}{2}, \frac{1}{2}; -(n\pi\alpha)^2\right) \, dv.
\]

Now employ change of variable \( \nu = \sqrt{x} \) in all three integrals on the right-hand side and use (4.2.22) repeatedly to deduce that for \( n > 0, \text{Re}(\alpha) > -1 \) and \( \text{Re}(\alpha) > 0 \),

\[
\int_0^\infty \int_0^\infty u^{\frac{a}{2}+1} e^{-\nu^2(u^2+1)} K_{\frac{a}{2}}\left(\frac{2n\pi\alpha}{u}\right) \, du \, dv
\]

\[
= \frac{\pi^{\frac{\pi}{2}}}{8} (\pi\alpha)^{\frac{a}{2}} \sec \left(\frac{\pi}{2} z\right) \sin(2n\pi\alpha) - \frac{\pi^{\frac{\pi}{2}}}{8} (\pi\alpha)^{\frac{a}{2}} \csc \left(\frac{\pi}{2} z\right) \cos(2n\pi\alpha)
\]

\[
+ \frac{\sqrt{\pi} \Gamma(z)}{2^{\frac{\pi}{2} + 2}(n\pi\alpha)^2} \operatorname{F}_{2}\left(-; -1 - \frac{1}{2}, \frac{1}{2}; -(n\pi\alpha)^2\right)
\]

\[
= \frac{\sqrt{\pi}}{2} (\pi\alpha)^{\frac{\pi}{2} + 1} \Gamma(z + 2) S_{z, -\frac{1}{2} \frac{1}{2}} (2\pi \alpha), \quad (8.5.16)
\]

where we used (8.5.12). Thus from (8.5.14) and (8.5.16), we obtain (8.5.13) for \( 0 < \text{Re}(z) < 1 \). To see that the result is actually valid for \( \text{Re}(z) > -3 \), it suffices to show that both sides of (8.5.13) are analytic in \( \text{Re}(z) > -3 \). This is shown using Theorem 3.1.3. Let

\[g(x, z) := \frac{z^{\frac{\pi}{2}}}{\Gamma\left(\frac{3}{2}\right)} K_{\frac{a}{2}}(2\pi\alpha) \left(2F_{1}\left(\frac{1}{2}, \frac{1}{2}; z; -(\pi x^2)/\pi^2 m^2\right) - 1\right).\]

Clearly, for \( \text{Re}(z) > -3 \), \( g(x, z) \) is continuous in \( x \) and \( z \) and is also analytic in \( z \) in this region for a fixed \( x \). It only remains to show that \( \int_0^\infty g(x, z) \, dx \) converges uniformly at both the limits in any compact subset of \( \text{Re}(z) > -3 \).
Case I: \( x \) is small and positive.

For \( \text{Re}(z) > 0 \), (8.2.14) and \( _2F_1 \left( \frac{1}{2}; \frac{1}{2}; -\frac{x^2}{4\pi^2} \right) - 1 = O_{n,z}(x^2) \) implies that \( g(x, z) = O(x^2) \) as \( x \to 0 \). Similarly, for \( \text{Re}(z) < 0 \), from (8.2.14),

\[
K_{\frac{1}{2}}(2\alpha x) = K_{-\frac{1}{2}}(2\alpha x) \sim \frac{1}{2} \Gamma \left( -\frac{z}{2} \right) (\alpha x)^{\frac{z}{2}},
\]

and hence \( g(x, z) = O \left( x^{\text{Re}(z)+2} \right) \). It is thus easy to see that the integral converges uniformly in any compact subset of \( \text{Re}(z) > -3 \), \( \text{Re}(z) \neq 0 \). Next, for \( z = 0 \), (8.2.14) implies \( K_0(2\alpha x) \sim -\log(2\alpha x) \) as \( x \to 0 \), so in this case too the integral is uniformly convergent for \( \text{Re}(z) > -3 \). The remaining case \( \text{Re}(z) = 0 \), \( z \neq 0 \), follows from Dunster [26, Equation (2.14)].

Case II: \( x \) is large and positive.

As \( x \to \infty \),

\[
K_{\frac{1}{2}}(2\alpha x) \sim \sqrt{\frac{\pi}{4\alpha x}} e^{-2\alpha x}.
\]

The exponential decay ensures that the integral is uniformly convergent in any compact subset of \( \text{Re}(z) > -3 \).

Consequently, we see that the left-hand side of (8.5.13) is analytic for \( \text{Re}(z) > -3 \). Now consider the right-hand side. We know that \( S_{z-\frac{1}{2}}(\xi) \) is analytic in \( \text{Re}(z) > -3 \) except for possible poles at \( z = 2m \) or \( 2m - 1 \), where \( m \in \mathbb{N} \cup \{0\} \). However, these are removable singularities (see [63, p. 347-349]). Also, the possible pole of the right-hand side at \( z = -2 \) is easily seen to be a removable singularity since both \( \Gamma(z + 2) \) and \( \Gamma(z/2) \) have simple poles there. Hence the right-hand side of (8.5.13) is also analytic in \( \text{Re}(z) > -3 \).

By analytic continuation, we see that (8.5.13) holds for \( \text{Re}(z) > -3 \). \( \square \)

Remark 14 One could possibly extend the results in Theorem 8.5.1 to \( \text{Re}(z) > -3 \). However, among other things, this would require studying the asymptotics of \( K_{z,w}(x) \) for \( \text{Re}(z) = 0 \), which would generalize a result of Dunster [26, Equation (2.14)]. However, we do not venture into this since it is not needed for our immediate objectives.

9 Generalized modular relation with theta structure and the Riemann \( \Xi \)-function

We first obtain a generalized modular-type transformation of the form \( F(z, w, \alpha) = F(z, iw, \beta) \) between two triple integrals and then derive Theorem 1.1.5 from it. To the best of our knowledge, this modular-type transformation given in Theorem 9.1.1 below is first-of-its-kind in the literature to involve triple integrals. It involves the function \( \Omega(x, z) \) which was studied in [22, Section 6] and is defined by

\[
\Omega(x, z) := 2 \sum_{n=1}^{\infty} \sigma_{-z}(n)n^{z/2} \left( e^{\pi iz/4} K_z(4\pi e^{\pi i/4} \sqrt{nx}) + e^{-\pi iz/4} K_z(4\pi e^{-\pi i/4} \sqrt{nx}) \right).
\]

(9.0.1)

It plays a crucial role in deriving a short proof of the generalized Voronoï summation formula for \( \sigma_{-z}(n) \) [10, Theorem 6.1].
It satisfies two important properties, the first of which is, for \(-1 < \text{Re}(z) < 1, z \neq 0,\) and \(\text{Re}(x) > 0\) [22, Proposition 6.1],
\[
\Omega(x, z) = -\frac{\Gamma(z)\zeta(z)}{(2\pi \sqrt{x})^z} + \frac{x^{z/2-1}}{2\pi}\zeta(z) - \frac{x^{z/2}}{2}\zeta(z+1) + \frac{x^{z/2+1}}{\pi} \sum_{n=1}^{\infty} \frac{\sigma_x(n)}{n^2 + x^2},
\]
with [39, Equation (5)]
\[
\Omega(x, 0) = -\gamma - \frac{1}{2} \log x - \frac{1}{4\pi x} + x \sum_{n=1}^{\infty} \frac{d(n)}{x^2 + n^2}.
\]
The second property implies that the function \(\Omega(x, z) - \frac{1}{2\pi} \zeta(z)x^{\frac{z}{2}-1}\) is self-reciprocal (up to a constant) in the Hankel kernel, namely [25, Lemma 4.2], for \(z = \frac{1}{2}, \text{Re}(x) > 0,\)
\[
\int_0^\infty f_{\pi}(4\pi \sqrt{x}) \left( \Omega(y, z) - \frac{1}{2\pi} \zeta(z)y^{\frac{z}{2}-1} \right) dy = \frac{1}{2\pi} \left( \Omega(x, z) - \frac{1}{2\pi} \zeta(z)x^{\frac{z}{2}-1} \right).
\]

9.1 A generalized modular relation involving \(\zeta_w(s, a):\) Proof of Theorem 1.1.5
We commence this section by first obtaining a generalized modular relation between two triple integrals.

**Theorem 9.1.1** Let \(w \in \mathbb{C}, -1 < \text{Re}(z) < \frac{1}{2}.\) For \(\alpha, \beta > 0\) such that \(\alpha \beta = 1,\)
\[
\frac{\sqrt{\alpha}}{w^2} \int_0^\infty \int_0^\infty \int_0^\infty (uv)^{\frac{z}{2}} u e^{-(u^2 + v^2)} \sin(wu) \sin(wv) dx dv du
\times J_{\frac{z}{2}} \left( \frac{2\pi \alpha x v}{u} \right) \left( \Omega(x, z) - \frac{1}{2\pi} \zeta(z)x^{\frac{z}{2}-1} \right) dx dv
\times J_{\frac{z}{2}} \left( \frac{2\pi \beta x v}{u} \right) \left( \Omega(x, z) - \frac{1}{2\pi} \zeta(z)x^{\frac{z}{2}-1} \right) dx dv.
\]

*Proof* We first show that the triple integrals in (9.1.1) converge for the said values of the variables. This is shown only for the one on the left-hand side; the convergence of the integral on the right-hand side can be similarly shown. To do this, we first analyze the behavior of the innermost integral. From (9.0.2) and (9.0.3), it is clear that as \(x \to 0,\)
\[
\Omega(x, z) - \frac{1}{2\pi} \zeta(z)x^{\frac{z}{2}-1} = \begin{cases} O(\log(x)) & \text{if } z = 0, \\ O\left(\frac{x^{\text{abini}}}{x} \right) & \text{if } -1 < \text{Re}(z) < 1, z \neq 0, \end{cases}
\]
where
\[
a = \begin{cases} -1 & \text{if } 0 < \text{Re}(z) < 1 \text{ or } \text{Re}(z) = 0 \text{ and } z \neq 0, \\ 1 & \text{if } -1 < \text{Re}(z) < 0. \end{cases}
\]
\[\text{In [25, Lemma 4.2], the condition given was } -1 < \text{Re}(z) < 1 \text{ which is not correct.}\]
Using (8.5.17) in (9.0.1), we see that as \( x \to \infty \),

\[
\Omega(x, z) - \frac{1}{2\pi} \zeta(z)x^{\frac{\nu}{2}-1} = O\left(e^{-2\pi \sqrt{2x+\frac{3}{2}}|\text{Im}(z)|}\right) + O\left(x^{\frac{\nu}{2}-1}\right) = O\left(x^{\frac{\nu}{2}-1}\right).
\]

(9.1.3)

Also, from [2, p. 360], for \( \epsilon_1 \) small enough and \( M_1 \) large enough,

\[
J_{\nu}(x) \ll \begin{cases} x^{\text{Re}(\nu)} & \text{if } 0 \leq x < \epsilon_1, \\ A_{\epsilon_1, M_1} & \text{if } \epsilon_1 \leq x \leq M_1, \\ x^{-1/2} & \text{if } x > M_1, \end{cases}
\]

(9.1.4)

where \( A_{\epsilon_1, M_1} \) depends only on \( \epsilon_1 \) and \( M_1 \). Then from (9.1.2), (9.1.3) and (9.1.4), for \( \epsilon_2 \) small enough and \( M_2 \) large enough,

\[
J_{\frac{\nu}{2}}\left(\frac{2\pi \alpha x v}{u}\right) \left(\Omega(x, z) - \frac{1}{2\pi} \zeta(z)x^{\frac{\nu}{2}-1}\right) \ll \begin{cases} D(u, v, x, z) & \text{if } 0 < x < \epsilon_2, \\ B_{\epsilon_2, M_2} & \text{if } \epsilon_2 \leq x \leq M_2, \\ \left(\frac{x}{u}\right)^{-\frac{1}{2}} x^{\frac{\nu}{2}-\frac{3}{2}} & \text{if } x > M_2, \end{cases}
\]

(9.1.5)

where

\[
D(u, v, x, z) = \begin{cases} \left(\frac{v}{u}\right)^{\text{Re}(z)} x^{\frac{\nu}{2}} y^{\frac{\nu}{2}} & \text{if } -1 < \text{Re}(z) < \frac{1}{2}, z \neq 0, \\ \log(x) & \text{if } z = 0. \end{cases}
\]

Since \(-1 < \text{Re}(z) < \frac{1}{2}\), (9.1.5) implies

\[
\int_0^\infty J_{\frac{\nu}{2}}\left(\frac{2\pi \alpha x v}{u}\right) \left(\Omega(x, z) - \frac{1}{2\pi} \zeta(z)x^{\frac{\nu}{2}-1}\right) dx \ll \frac{(v/u)^{\text{Re}(z)/2}}{2} + C_{\epsilon_2, M_2} + (v/u)^{-1/2}.
\]

Substituting the above bound for the innermost integral on the left-hand side of (9.1.1), it is seen that the resulting double integral over \( u \) and \( v \) converges. This proves the convergence of the triple integral for \(-1 < \text{Re}(z) < \frac{1}{2}\).

Now let \( \mathcal{I}(z, w, \alpha) \) denote the expression on the left-hand side of (9.1.1). Employing (9.0.4) to represent \( \Omega(x, z) - \frac{1}{2\pi} \zeta(z)x^{\frac{\nu}{2}-1} \) in \( \mathcal{I}(z, w, \alpha) \) as an integral, we get, for \(-1 < \text{Re}(z) < \frac{1}{2}\),

\[
\mathcal{I}(z, w, \alpha) = \frac{2\pi \sqrt{\alpha}}{w^2} \int_0^\infty \int_0^\infty \int_0^\infty (uv)^{\frac{\nu}{2}} e^{-(u^2+v^2)} \sin(wv) \sinh(wu) \\
\times J_{\frac{\nu}{2}}\left(\frac{2\pi \alpha x v}{u}\right) \int_0^\infty I_z(4\pi \sqrt{xy}) \left(\Omega(y, z) - \frac{1}{2\pi} \zeta(z)y^{\frac{\nu}{2}-1}\right) dy 
\times \int_0^\infty \left(\frac{\Omega(y, z) - \frac{1}{2\pi} \zeta(z)y^{\frac{\nu}{2}-1}}{u}\right) \\
\times \int_0^\infty J_{\frac{\nu}{2}}\left(\frac{2\pi x \alpha v}{u}\right) I_z(4\pi \sqrt{xy}) dx dy du dv.
\]

(9.1.6)
where we interchanged the order of integration of the inner two integrals, permissible because of absolute convergence. From [52, p. 215, Formula 2.12.34.1], for \( b, c > 0 \), \( \text{Re}(\nu) > -\frac{1}{2} \),

\[
\int_0^\infty \int_0^\infty f_2(b\sqrt{x}) f_x(cx) \, dx = \frac{1}{c} f_c\left( \frac{b^2}{4c} \right).
\]

Letting \( b = 4\pi \sqrt{\gamma}, \quad c = \frac{2\pi uv}{u} \) and \( \nu = \frac{1}{2} \) in the above integral evaluation, for \( \text{Re}(z) > -1, y > 0, \alpha > 0, \nu > 0 \) and \( u > 0 \), we get

\[
\int_0^\infty \int_0^\infty \frac{1}{2\pi\alpha u} \left( 2\pi \alpha vx \right) f_2(4\pi \sqrt{xy}) \, dx = \frac{u}{2\pi\alpha v} f_\frac{1}{2}\left( \frac{2\pi uv}{v\alpha} \right).
\] (9.1.7)

From (9.1.6) and (9.1.7) and the fact \( \alpha\beta = 1 \), we deduce, for \( -1 < \text{Re}(z) < \frac{1}{2} \),

\[
\mathcal{I}(w, u, \alpha) = \frac{\sqrt{b}}{w^2} \int_0^\infty \int_0^\infty \int_0^\infty \frac{(uv)^{\frac{1}{2}}}{\nu} e^{-\left((w^2)v^2\right)} \sin(wu) \sinh(wu)
\times f_\frac{1}{2}\left( 2\pi y\beta \nu \right) \left( \Omega(y, z) - \frac{1}{2\pi} \zeta(z) \right) d\nu d\nu d
\]

\[
= \frac{\sqrt{b}}{w^2} \int_0^\infty \int_0^\infty \int_0^\infty \frac{(uv)^{\frac{1}{2}}}{\nu} e^{-\left((w^2)v^2\right)} \sin(wu) \sinh(wu)
\times f_\frac{1}{2}\left( 2\pi y\beta \nu \right) \left( \Omega(y, z) - \frac{1}{2\pi} \zeta(z) \right) d\nu d\nu d,
\]

where in the last step, we swapped the variables \( u \) and \( \nu \) and then interchanged the order of integration, permissible again because of absolute convergence. This completes the proof.

\[\square\]

**Remark 15** If we let \( w \to 0 \) in Theorem 9.1.1, we obtain [25, Equation (4.10)] as a special case, namely, for \( \alpha\beta = 1 \),

\[
\alpha^{\frac{1}{2}+1} \int_0^\infty e^{-2\pi\alpha x^2} x^{\frac{1}{2}} \left( \Omega(x, z) - \frac{\zeta(z)x^{\frac{1}{2}-1}}{2\pi} \right) dx
\]

\[
= \beta^{\frac{1}{2}+1} \int_0^\infty e^{-2\pi\beta x^2} x^{\frac{1}{2}} \left( \Omega(x, z) - \frac{\zeta(z)x^{\frac{1}{2}-1}}{2\pi} \right) dx,
\]

since the double integrals over \( u \) and \( \nu \) can be explicitly evaluated in closed-form using Lemma 4.2.6. This result is actually true for \( -1 < \text{Re}(z) < 1 \) by analytic continuation.

We prove Theorem 1.1.5 here.

**Proof of Theorem 1.1.5** It suffices to show that for any \( \alpha > 0 \) and \( -1 < \text{Re}(z) < \frac{1}{2} \),

\[
\frac{\sqrt{a}}{w^2} \int_0^\infty \int_0^\infty \int_0^\infty \frac{(uv)^{\frac{1}{2}}}{\nu} e^{-\left((w^2)v^2\right)} \sin(wu) \sinh(wu)
\times f_\frac{1}{2}\left( 2\pi\alpha vx \right) \left( \Omega(x, z) - \frac{1}{2\pi} \zeta(z) \right) d\nu d\nu d
\]

\[
= \Gamma(z + 1) \frac{\alpha^{\frac{1}{2}+1}}{2^{z+\pi} \pi^{\frac{1}{2}}} \left( \sum_{m=1}^\infty \varphi_m(z, m\alpha) - \frac{\zeta(z+1)A_w(z)}{2\alpha^{z+1}} - \frac{\zeta(z)A_w(-z)}{\alpha z} \right),
\] (9.1.8)
where \( \varphi_w(z, m\alpha) \) and \( A_m(z) \) are defined in (1.1.32) and (1.1.26) respectively, for then, one can replace \( \alpha \) by \( \beta \), and simultaneously \( w \) by \( iw \), in (9.1.8), use the fact \( \alpha \beta = 1 \), and then appeal to Theorem 9.1.1 to arrive at Theorem 1.1.5 for (9.1.8). Invoke (9.0.2) to rephrase the integral on the left-hand side of (9.1.8) as

\[
\varphi_w(z, m\alpha) = \text{Re}(\varphi_w(z, m\alpha)) \quad \text{where} \quad \varphi_w(z, m\alpha) = \frac{1}{\Gamma(2)} \left( \frac{\pi}{2} \right)^{\frac{1}{2}} \int_0^{\infty} \int_0^{\infty} \frac{(uv)^{\frac{1}{2}}}{u} e^{-(u^2 + v^2)} \sin(\omega u) \sin(\omega v) \left( \frac{2\pi \alpha \pi n}{u} \right) \sum_{n=1}^{\infty} \frac{\sigma_{-2}(n)}{x^2 + n^2} \right) dx du dv
\]

Observe from Theorem 1.1.3 that \( \zeta(z + 1, m\alpha + 1) \) is well-defined and analytic in \(-1 < \Re(z) < 1\) except for a simple pole at \( z = 0 \). However, at \( z = 0 \), the expression \(-A_m(-z)x^{-\frac{z}{2}}/z\) in (1.1.32) also has a simple pole. Hence we see that \( \varphi_w(z, m\alpha) \) is well-defined for \(-1 < \Re(z) < 1\). The convergence of the series \( \sum_{m=1}^{\infty} \varphi_w(z, m\alpha) \) in \(-1 < \Re(z) < 1\) (in fact, absolute and uniform convergence) follows from (5.3.1). We now prove (9.1.8). Invoke (9.0.2) to rephrase the integral on the left-hand side of (9.1.8) as

\[
\sqrt{\alpha} \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} \frac{(uv)^{\frac{3}{2}}}{u} e^{-(u^2 + v^2)} \sin(wu) \sin(wv) \left( \frac{2\pi \alpha \pi n}{u} \right) \sum_{n=1}^{\infty} \frac{\sigma_{-2}(n)}{x^2 + n^2} \right) dx du dv
\]

where

\[
T_1(z, w, \alpha) := \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} \frac{(uv)^{\frac{3}{2}}}{u} e^{-(u^2 + v^2)} \sin(wu) \sin(wv) \left( \frac{2\pi \alpha \pi n}{u} \right) \sum_{n=1}^{\infty} \frac{\sigma_{-2}(n)}{x^2 + n^2} \right) dx du dv
\]

\[
T_2(z, w, \alpha) := \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} \frac{(uv)^{\frac{3}{2}}}{u} e^{-(u^2 + v^2)} \sin(wu) \sin(wv) \left( \frac{2\pi \alpha \pi n}{u} \right) \sum_{n=1}^{\infty} \frac{\sigma_{-2}(n)}{x^2 + n^2} \right) dx du dv
\]

Note that

\[
T_1(z, w, \alpha) = \sum_{m=1}^{\infty} m^{-\frac{z}{2}} \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} \frac{(uv)^{\frac{3}{2}}}{u} e^{-(u^2 + v^2)} \sin(wu) \sin(wv) \left( \frac{2\pi \alpha \pi n}{u} \right) \sum_{n=1}^{\infty} \frac{\sigma_{-2}(n)}{x^2 + n^2} \right) dx du dv
\]

\[
= (2\pi)^{1-\frac{z}{2}} \sum_{m=1}^{\infty} m^{-\frac{z}{2}} \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} \frac{(uv)^{\frac{3}{2}}}{u} e^{-(u^2 + v^2)} \sin(wu) \sin(wv) \left( \frac{2\pi \alpha \pi n}{u} \right) \sum_{n=1}^{\infty} \frac{\sigma_{-2}(n)}{x^2 + n^2} \right) dx du dv
\]

where we interchanged the order of integration and summation in the first step and employed change of variable \( x = m\alpha / (2\pi) \) in the second. However, from [13, p. 191], for \( t \neq 0 \),

\[
2t \sum_{k=1}^{\infty} \frac{1}{t^2 + 4k^2\pi^2} = \frac{1}{e^t - 1} - \frac{1}{t} + \frac{1}{2}
\]
Hence
\[
T_1(z, w, \alpha) = (2\pi)^{1-\frac{z}{2}} \sum_{m=1}^{\infty} m^{-\frac{z}{2}} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{(uv)^{\frac{z}{2}} e^{-(u^2+v^2)}}{u} \sin(wv) \sinh(wu) \, du \, dv.
\]
\[
\times \frac{\pi^2 f_{\frac{z}{2}}}{\left( \frac{\alpha uv}{u} \right)} \left( \frac{1}{e^\gamma - 1} + \frac{1}{2} \right) \, dt \, du \, dv
\]
\[
= \frac{w^2 \Gamma(z + 1) \alpha^{z/2}}{2^{z+3} \pi^{\frac{z+1}{2}}} \sum_{m=1}^{\infty} \psi_w(z, ma),
\] (9.1.10)
where in the last step we invoked Theorem 4.2.5 with \( s = z + 1 \) and \( a = ma \), and then used the definition in (1.1.32).

To simplify \( T_2(z, w, \alpha) \), we first evaluate the inner integral over \( x \). To do this, we first let \( \mu = \frac{z}{2} = v \) and \( b = \frac{2\alpha v}{u} \) in (4.2.13) to observe for \( -1 < \text{Re}(z) < 1, \alpha > 0, v > 0 \) and \( u > 0 \),
\[
\int_{0}^{\infty} x^{\frac{z}{2}} f_{\frac{z}{2}} \left( \frac{2\pi \alpha vx}{u} \right) \, dx = \frac{2^{\frac{z}{2}} \Gamma \left( \frac{1 + z}{2} \right)}{\sqrt{\pi}} \left( \frac{2\pi \alpha v}{u} \right)^{-\frac{1}{2}}.
\] (9.1.11)
Similarly,
\[
\int_{0}^{\infty} x^{-\frac{z}{2}} f_{\frac{z}{2}} \left( \frac{2\pi \alpha vx}{u} \right) \, dx = \frac{2^{-\frac{z}{2}} \sqrt{\pi}}{\Gamma \left( \frac{1 + z}{2} \right)} \left( \frac{2\pi \alpha v}{u} \right)^{-\frac{1}{2}}.
\] (9.1.12)
Thus from (9.1.11) and (9.1.12),
\[
\int_{0}^{\infty} f_{\frac{z}{2}} \left( \frac{2\pi \alpha vx}{u} \right) \left( -x^{\frac{z}{2}}/2 \right) \zeta(z + 1) - \frac{\Gamma(z) \zeta(z)}{(2\pi \sqrt{x})^z} \, dx
\]
\[
= -\frac{1}{4\pi (z+3/2)} \Gamma \left( \frac{z+1}{2} \right) \frac{\alpha^2 v}{u} \Gamma (z + 1) \left( \frac{\alpha v}{u} \right)^{-\frac{1}{2}} \zeta(z) - \frac{1}{2^{z+1} \pi (z+1/2)} \Gamma \left( \frac{z+1}{2} \right) \frac{\alpha v}{u} \Gamma (z + 1) \left( \frac{\alpha v}{u} \right)^{-\frac{1}{2}} \zeta(z),
\]
so that
\[
T_2(z, w, \alpha) = -\frac{\alpha^{-\frac{z}{2}} \Gamma \left( \frac{z+1}{2} \right)}{4\pi (z+3/2)} \zeta(z + 1)
\]
\[
\times \int_{0}^{\infty} \int_{0}^{\infty} \frac{u^z}{v} e^{-u^2(v^2)} \sin(wv) \sinh(wu) \, du \, dv
\]
\[
\times \frac{\alpha^{-\frac{z}{2}} \Gamma \left( \frac{z+1}{2} \right)}{2^{z+1} \pi (z+1/2)} \zeta(z)
\]
\[
\times \int_{0}^{\infty} \int_{0}^{\infty} v^z e^{-(u^2+v^2)} \sin(wv) \sinh(wu) \, du \, dv
\]
\[
= -\frac{\alpha^{-\frac{z}{2}} w^2 \Gamma(z + 1) \zeta(z + 1) A_w(z) - \alpha^{-\frac{z}{2}} \Gamma(z) \zeta(z) A_w(-z)}{2^{z+4} \pi^{\frac{z+1}{2}}},
\] (9.1.13)
where in the second step we invoked Lemma 4.2.2. From (9.1.9), (9.1.10) and (9.1.13), we obtain (9.1.8) upon simplification. In view of the discussion following (9.1.8), we see that Theorem 1.1.5 is proved for \(-1 < \text{Re}(z) < \frac{1}{2}\). The result now follows for \(-1 < \text{Re}(z) < 1\) by analytic continuation as can be inferred from the paragraph preceding (9.1.9).
9.2 Evaluation of an integral involving the Riemann \( \Xi \) -function: Proof of Theorem 1.1.6

Proof of Theorem 1.1.6 We first prove the result for \( 0 < \Re(z) < 1 \) and later extend it to \(-1 < \Re(z) < 1\) by analytic continuation.

We know from Theorem 8.4.1\(^{18}\) that \( e^{-w^2/2}1_{Kz,iv}(2\alpha x) \) and \( \beta_1 K_{z,w}(2\beta x) \), where \( \alpha \beta = 1 \), are second Koshliakov transforms of each other. So let us choose \( \phi(x,z,w) \) and \( \psi(x,z,w) \) from (7.0.4) and (7.0.5) to be
\[
(\phi(x,z,w), \psi(x,z,w)) = \left( e^{-w^2/2}1_{Kz,iv}(2\alpha x), \beta_1 K_{z,w}(2\beta x) \right)
\]
so that from (1.1.37), (7.0.6), (7.0.7) and (7.0.8),
\[
\begin{align*}
\Theta(x,z,w) &= e^{-w^2/2}1_{Kz,iv}(2\alpha x) + \beta_1 K_{z,w}(2\beta x), \\
Z(s,z,w) &= Z_1(s,z,w) + Z_2(s,z,w),
\end{align*}
\]
where, using (1.1.37),
\[
\begin{align*}
Z_1(s,z,w) &= \frac{e^{-w^2/2}}{2\alpha^3} \, _1F_1 \left( \frac{1 + s - z}{2}, \frac{3w^2}{4} \right) _1F_1 \left( \frac{1 + s + z}{2}, \frac{3w^2}{4} \right) \\
&= \frac{1}{2\alpha^3} \, _1F_1 \left( \frac{1 - s - z}{2}, \frac{3w^2}{4} \right) _1F_1 \left( \frac{1 - s + z}{2}, \frac{3w^2}{4} \right), \\
Z_2(s,z,w) &= \frac{1}{2\beta^{s-1}}olding F_1 \left( \frac{1 + s - z}{2}, \frac{3w^2}{4} \right) _1F_1 \left( \frac{1 + s + z}{2}, \frac{3w^2}{4} \right).
\end{align*}
\]

Note that in the second equality in (9.2.3), we used (3.1.7) twice.

In order to use the above choices of \( \phi, \psi, \Theta \) and \( Z(s,z,w) \) in Theorem 7.2.1, we need to first verify that \( \phi \) and \( \psi \) indeed belong to \( \hat{\mathcal{O}}_{\eta,0} \). To that end, it suffices to show that \( 1_{Kz,w}(x) \in \hat{\mathcal{O}}_{\eta,0} \), which is done next.

From Theorem 1.1.7, it is clear that \( 1_{Kz,w}(x) \) is analytic in \( x \) for \( \arg(x) < \frac{\pi}{4} \). Therefore part (i) of Definition 7.1.1 is satisfied with \( \omega = \frac{\pi}{4} \). Next, from Theorem 8.2.3, for \( z \neq 0 \),
\[
1_{Kz,w}(x) = O \left( x^{1-\Re(z)} \right)
\]
as \( x \to 0 \). Since \( \Re(z) < 1 \) in the hypotheses of the theorem, we have
\[
1_{Kz,w}(x) = O(x^{-\delta}),
\]
for small values of \( x \) and for every \( \delta > 0 \). Note from (8.2.9) that (9.2.5) is valid for \( z = 0 \) too. Similarly, the near-exponential decay of \( 1_{Kz,w}(x) \) for large values of \( x \), as can be seen from Theorem 8.2.1, ensures that
\[
1_{Kz,w}(x) = O \left( x^{-\eta-1-|\Re(z)|} \right)
\]
for \( x \) large and \( \eta > 0 \). Hence (9.2.5) and (9.2.6) imply that part (ii) of Definition 7.1.1 is also satisfied whence \( 1_{Kz,w}(x) \in \hat{\mathcal{O}}_{\eta,0} \).

\(^{18}\)Even though this result is true only for \(-\frac{1}{2} < \Re(z) < \frac{1}{2}\), later while actually using the reciprocal functions in this result, we will replace \( z \) by \( z/2 \), in which case the result then actually holds for \(-\frac{1}{4} < \Re(z) < \frac{1}{4}\).
Next, from (1.1.34) and (9.2.2) and the hypothesis $\alpha \beta = 1$, we have

\[
Z \left( \frac{1 + it}{2}, \frac{z}{2}, \frac{w}{2} \right) = \frac{1}{2\sqrt{\alpha}} e^{-\frac{w^2}{2}} \Delta_2 \left( \alpha, \frac{z}{2}, w, \frac{1 + it}{2} \right). \tag{9.2.7}
\]

Also, from (9.2.3) and (9.2.4),

\[
Z_1 \left( 1 \pm \frac{z}{2}, \frac{z}{2}, \frac{w}{2}, w \right) = \frac{1}{2} \alpha^{-1} \frac{\sqrt{\pi} \text{erf} \left( \frac{w}{\sqrt{2}} \right)}{w} T_1 \left( \frac{1 \mp z}{2}, \frac{1}{2} \left( \frac{z}{2} \right) - \frac{w^2}{4} \right)
\]

\[
Z_2 \left( 1 \pm \frac{z}{2}, \frac{z}{2}, \frac{w}{2}, w \right) = \frac{1}{2} \beta^{-1} \frac{\sqrt{\pi} e^{-\frac{w^2}{2}} \text{erfi} \left( \frac{w}{\sqrt{2}} \right)}{w} T_1 \left( 1 \pm \frac{z}{2}, \frac{3}{2}, \frac{1}{2} \left( \frac{z}{2} \right) - \frac{w^2}{4} \right)
\]

so that from (7.2.2) and (9.2.2) and upon using (3.1.7) for each of $T_1$’s in the expressions involving $\alpha$, we find that

\[
S(z, w) = \frac{\Gamma(z + 1)e^{-\frac{w^2}{2}}}{2z + 1} \left\{ \frac{1}{2} \alpha^{-1} \left( \frac{1}{\sqrt{\alpha}} \right) \right\}
\]

\[
= \frac{\Gamma(z + 1)e^{-\frac{w^2}{2}}}{2z + 1} \left\{ \frac{\alpha}{2} \left( \frac{\text{erf}(z) + 1)A_w(z) + \frac{1}{2} \beta^{-1} \frac{\text{erfi}(z)}{z} A_{iw}(z) }{z} \right) \right\}
\]

\[
= \frac{\Gamma(z + 1)e^{-\frac{w^2}{2}}}{2z + 1} \left\{ \frac{\alpha}{2} \left( \frac{\text{erf}(z) + 1)A_w(z) + \frac{1}{2} \beta^{-1} \frac{\text{erfi}(z)}{z} A_{iw}(z) }{z} \right) \right\}
\]

where $A_w(z)$ is defined in (1.1.26).

Thus using the aforementioned choices of $\phi, \psi$ as well as (9.2.1), (9.2.2), (9.2.7) and (9.2.8) in Theorem 7.2.1, we arrive at

\[
e^{-\frac{w^2}{2}} \frac{\pi^{\frac{z+1}{2}}}{2\sqrt{\alpha}} \int_0^\infty \frac{\Gamma\left( \frac{z - 1 + i}{4} \right) T_1 \left( \frac{z - 1 - i}{4} \right)}{x^{\frac{z+1}{2}}} \left( \frac{t + iz}{2} \right) \left( \frac{t - iz}{2} \right) \Delta_2 \left( \alpha, \frac{z}{2}, w, \frac{1 + it}{2} \right) dt
\]

\[
= -\frac{1}{\pi} \frac{\Gamma\left( \frac{z}{2} \right)}{2^{\frac{z+1}{2}}\sqrt{\alpha}} \sum_{n=1}^{\infty} \sigma_{-z}(n) \int_0^\infty \left( e^{-\frac{x^2}{2}} K_{\frac{z}{2}+iw}(2ax) + \beta_1 K_{\frac{z}{2}+iw}(2bx) \right)
\]

\[
\times \left( 2F_1 \left( 1, \frac{z}{2}; \frac{1}{2} \right) \right) - 1 \right) x^{\frac{z}{2}} dx
\]

\[
= \frac{\Gamma(z + 1)e^{-\frac{w^2}{2}}}{2z + 1} \left\{ \frac{\alpha}{2} \left( \frac{\text{erf}(z) + 1)A_w(z) + \frac{1}{2} \beta^{-1} \frac{\text{erfi}(z)}{z} A_{iw}(z) }{z} \right) \right\}
\]

\[
= \frac{\Gamma(z + 1)e^{-\frac{w^2}{2}}}{2z + 1} \left\{ \frac{\alpha}{2} \left( \frac{\text{erf}(z) + 1)A_w(z) + \frac{1}{2} \beta^{-1} \frac{\text{erfi}(z)}{z} A_{iw}(z) }{z} \right) \right\}
\]

\[
= \frac{\Gamma(z + 1)e^{-\frac{w^2}{2}}}{2z + 1} \left\{ \frac{\alpha}{2} \left( \frac{\text{erf}(z) + 1)A_w(z) + \frac{1}{2} \beta^{-1} \frac{\text{erfi}(z)}{z} A_{iw}(z) }{z} \right) \right\}
\]

We will now be done if we can show that

\[
= \frac{\alpha}{2} \Gamma(z + 1)e^{-\frac{w^2}{2}} \sum_{n=1}^{\infty} \sigma_{-z}(n) \int_0^\infty e^{-\frac{x^2}{2}} K_{\frac{z}{2}+iw}(2ax) \left( 2F_1 \left( 1, \frac{z}{2}; \frac{1}{2} \right) \right) - 1 \right) x^{\frac{z}{2}} dx
\]

\[
= \frac{\alpha}{2} \Gamma(z + 1)e^{-\frac{w^2}{2}} \sum_{n=1}^{\infty} \sigma_{-z}(n) \int_0^\infty e^{-\frac{x^2}{2}} K_{\frac{z}{2}+iw}(2ax) \left( 2F_1 \left( 1, \frac{z}{2}; \frac{1}{2} \right) \right) - 1 \right) x^{\frac{z}{2}} dx
\]

\[
= \frac{\alpha}{2} \Gamma(z + 1)e^{-\frac{w^2}{2}} \sum_{n=1}^{\infty} \sigma_{-z}(n) \int_0^\infty e^{-\frac{x^2}{2}} K_{\frac{z}{2}+iw}(2ax) \left( 2F_1 \left( 1, \frac{z}{2}; \frac{1}{2} \right) \right) - 1 \right) x^{\frac{z}{2}} dx
\]
where \( \varphi_w(z, ma) \) is defined in (1.1.32), for then, replacing \( \alpha \) by \( \beta \) and simultaneously \( w \to iw \) in (9.2.10), and then multiplying both sides of the resulting equation by \( \beta e^{-\frac{w^2}{4}} \) will lead, upon noticing \( 1K_{\frac{z}{2},-w}(x) = 1K_{\frac{z}{2},w}(x) \), to

\[
- \frac{1}{\pi} \Gamma \left( \frac{z}{2} \right) \sum_{n=1}^{\infty} \sigma_{-z}(n) \int_0^{\infty} \beta_1K_{\frac{z}{2},nw}(2\beta x) \left( _2F_1 \left( 1, \frac{z}{2}; \frac{3}{2}; -\frac{x^2}{2\pi n^2} \right) - 1 \right) x^{\frac{z-2}{2}} \, dx
= \frac{\beta^{\frac{z}{2}+1} \Gamma(z+1)e^{-\frac{w^2}{4}}}{2^{z+1}} \sum_{m=1}^{\infty} \varphi_{iw}(z, m\beta),
\]

(9.2.11)

and then substituting (9.2.10) and (9.2.11) in (9.2.9), multiplying both sides of the resulting equation by \( \frac{2^{z+1} \pi^{\frac{z-3}{2}}}{\Gamma(z+1)} \) and simplifying would imply

\[
\frac{2^{z-1} \pi^{\frac{z-3}{2}}}{\Gamma(z+1)} \int_0^{\infty} \Gamma \left( \frac{z-1+it}{4} \right) \Gamma \left( \frac{z-1-it}{4} \right) \Xi \left( \frac{t+iz}{2} \right) \\
\times \Xi \left( \frac{t-iz}{2} \right) \delta \left( \frac{\alpha, \frac{z}{2}, w, \frac{1+it}{2}}{z+1} \right) \, dt \\
= \alpha^{\frac{z}{2}+1} \left( \sum_{m=1}^{\infty} \varphi_{w}(z, ma) - \frac{\zeta(z+1)A_{\omega}(z)}{2\alpha^{z+1}} - \frac{\zeta(z)A_{\omega}(-z)}{\alpha z} \right) \\
+ \beta^{\frac{z}{2}+1} \left( \sum_{m=1}^{\infty} \varphi_{iw}(z, m\beta) - \frac{\zeta(z+1)A_{iw}(z)}{2\beta^{z+1}} - \frac{\zeta(z)A_{iw}(-z)}{\beta z} \right).
\]

Then invoking Theorem 1.1.5, we would finally arrive at (1.1.35).

Thus our aim now is to establish (9.2.10). To that end, note that employing Theorem 8.5.1 in the first step below, we have

\[
- \frac{1}{\pi} \Gamma \left( \frac{z}{2} \right) \sum_{n=1}^{\infty} \sigma_{-z}(n) \int_0^{\infty} e^{-\frac{x^2}{2}} 1K_{\frac{z}{2},iw}(2\alpha x) \left( _2F_1 \left( 1, \frac{z}{2}; \frac{3}{2}; -\frac{x^2}{2\pi n^2} \right) - 1 \right) x^{\frac{z-2}{2}} \, dx \\
= \frac{4\pi^{\frac{z}{2}} \pi^{\frac{w^2}{2}}}{w^2} \sum_{n=1}^{\infty} \sigma_{-z}(n) n^\frac{z}{2} \int_0^{\infty} \int_0^{\infty} u^{-1+\frac{z}{2}} v^{\frac{z}{2}} e^{-v^2(u^2+1)} K_{\frac{z}{2}} \\
\times \left( \frac{2m\pi\alpha}{u} \right) \sin(wv) \sinh(wuv) \, du \, dv \\
= \frac{4\pi^{\frac{z}{2}} \pi^{\frac{w^2}{2}}}{w^2} \sum_{m=1}^{\infty} m^{-\frac{z}{2}} \int_0^{\infty} \int_0^{\infty} u^{-1+\frac{z}{2}} v^{\frac{z}{2}} e^{-v^2(u^2+1)} \sin(wv) \sinh(wuv) \\
\times \sum_{n=1}^{\infty} n^\frac{z}{2} K_{\frac{z}{2}} \left( \frac{2m\pi\alpha}{u} \right) \, du \, dv,
\]

(9.2.12)

where the interchange of the order of summation and integration follows from absolute convergence. Now from [62], we have for \( \text{Re}(\xi) > 0 \) and \( \text{Re}(\nu) > 0 \),

\[
\sum_{n=1}^{\infty} n^\nu K_{\nu}(2\pi n \xi) = \frac{1}{4} \sqrt{\pi} \xi^{\nu-1} \Gamma \left( \nu + \frac{1}{2} \right) - \frac{1}{4} \pi \xi^{-\nu} \Gamma(\nu) \\
+ \sqrt{\pi} \frac{\xi^{\nu+1}}{2^\nu} \Gamma \left( \nu + \frac{1}{2} \right) \sum_{n=1}^{\infty} (n^2 + \xi^2)^{-\nu-\frac{1}{2}}.
\]

(9.2.13)
Let $v = z/2$ and $\xi = ma/u$ in (9.2.13) and substitute the resulting right-hand side to simplify the inner sum on the extreme right-hand side of (9.2.12) thereby obtaining

$$\frac{1}{\pi} \Gamma \left( \frac{z}{2} \right) \sum_{n=1}^{\infty} \sigma_{-n}(n) \int_{0}^{\infty} e^{-w^2/2} K_{z,w}(2\pi x) \left( \text{erf} \left( \frac{1}{2} x^2 - \pi^2 n^2 \right) - 1 \right) x^{z-1} dx$$

$$= \sum_{m=1}^{\infty} m^{-z} \frac{4\pi^{z+1} e^{-w^2/4}}{w^2} \int_{0}^{\infty} \int_{0}^{\infty} u^{-1+z} v^x e^{-v^2(u^2+1)} \sin(wv) \sinh(wuv)$$

$$\times \left\{ \frac{\sqrt{\pi}}{4} \left( \frac{\pi m}{u} \right)^{-z} \Gamma \left( \frac{z+1}{2} \right) - \frac{1}{4} \left( \frac{\pi ma}{u} \right)^{-z} \Gamma \left( \frac{z}{2} \right) \right\} du dv$$

$$+ \frac{\sqrt{\pi} u}{2ma} \left( \frac{ma}{\pi u} \right)^{1+z} \Gamma \left( \frac{z+1}{2} \right) \sum_{n=1}^{\infty} \left( n^2 + \frac{m^2 a^2}{u^2} \right)^{-z-1} \right\} du dv$$

(9.2.14)

Our next job is to simplify the three double integrals occurring inside the sum over $m$. Using Lemma 4.2.2 and (3.1.1) and recalling the definition of $A_w(z)$ given in (1.1.26), we have

$$\frac{4\pi^{z+1} e^{-w^2/4}}{w^2} \int_{0}^{\infty} \int_{0}^{\infty} u^{-1+z} v^x e^{-v^2(u^2+1)} \sin(wv) \sinh(wuv)$$

$$\times \frac{\sqrt{\pi}}{4} \left( \frac{\pi ma}{u} \right)^{-z} \Gamma \left( \frac{z+1}{2} \right) \left( \frac{1}{2} A_w(z)(ma)^{-z-1} \right),$$

(9.2.15)

and

$$\frac{4\pi^{z+1} e^{-w^2/4}}{w^2} \int_{0}^{\infty} \int_{0}^{\infty} u^{-1+z} v^x e^{-v^2(u^2+1)} \sin(wv) \sinh(wuv)$$

$$\times \frac{1}{4} \left( \frac{\pi ma}{u} \right)^{-z} \Gamma \left( \frac{z}{2} \right) \left( \frac{1}{2} A_w(z)(ma)^{-z} \right).$$

(9.2.16)

Moreover, let $u = t/v$ in the last double integral occurring in (9.2.14) to see that

$$\frac{4\pi^{z+1} e^{-w^2/4}}{w^2} \int_{0}^{\infty} \int_{0}^{\infty} u^{-1+z} v^x e^{-v^2(u^2+1)} \sin(wv) \sinh(wuv)$$

$$\times \frac{\sqrt{\pi} u}{2ma} \left( \frac{ma}{\pi u} \right)^{1+z} \Gamma \left( \frac{z+1}{2} \right) \sum_{n=1}^{\infty} \left( n^2 + \frac{m^2 a^2}{u^2} \right)^{-z-1} \right\} du dv$$

$$= 2 \left( \frac{ma}{w^2} \right)^{z+1} \frac{e^{-w^2/4}}{4} \int_{0}^{\infty} \int_{0}^{\infty} t^z v^x e^{-(t^2+v^2)} \sin(wv) \sinh(wt)$$

$$\times \frac{1}{n^2 t^2 + m^2 a^2 v^2} \sum_{n=1}^{\infty} \left( n^2 t^2 + (ma)^2 v^2 \right)^{-z-1} \right\} dt dv$$

$$= 2 \left( \frac{ma}{w^2} \right)^{z+1} \frac{e^{-w^2/4}}{4} \int_{0}^{\infty} \int_{0}^{\infty} t^z v^x e^{-(t^2+v^2)} \sin(wv) \sinh(wt) \frac{dt dv}{(n^2 t^2 + (ma)^2 v^2)^{z+1}}$$

(9.2.17)
\begin{equation}
(\nu \pm \delta) \frac{\Gamma(z+1)e^{-\frac{\nu^2}{\delta}}}{2^{z+1}} \zeta_w(z+1, m\nu + 1),
\end{equation}
(9.2.17)

where \( \zeta_w(s, a) \) is defined in (1.1.14). Note that the interchange of the order of summation and integration in the second step of the above calculation is valid because of absolute convergence.

Thus from (9.2.14), (9.2.15), (9.2.16) and (9.2.17), we are led to (9.2.10). This completes the proof of Theorem 1.1.6 for \( 0 < \Re(z) < 1 \). However, both sides of (1.1.35) are analytic in \( -1 < \Re(z) < 1 \). (Note that \( z = 0 \) is the removable singularity of the right-hand side as can be seen from Theorem 1.1.3). Hence we conclude that the result holds for \( -1 < \Re(z) < 1 \).

\textbf{Corollary 9.2.1} \textit{Equation (1.1.12) holds for \( -1 < \Re(z) < 1 \).}

\textbf{Proof} Let \( w \to 0 \) in (1.1.33) and (1.1.35). To show that passing the limit through the summation is justified, it suffices to show that \( \sum_{n=1}^{\infty} \varphi_w(z, m\nu) \) is uniformly convergent on any compact subset of the \( w \)-complex plane containing the origin \( w = 0 \), say, \( |w| \leq M \) for \( M > 0 \). To that end, first note that from (1.1.27),

\[ \varphi_w(z, m\nu) = \frac{2^{z+3}(m\nu - z)}{w^2 \Gamma(\frac{1-z}{2}) \Gamma(z+1)} \times \int_0^\infty \int_0^\infty \int_1^\infty \frac{u^{z-1}e^{-(u^2+\nu^2)} \sin(wu) \sin(wv)}{(e^{\frac{2\pi m\nu t}{w}} - 1)(t^2 - 1)^{\frac{z+1}{2}}} \, dt \, du \, dv. \]

Using (5.1.3), we see that

\[ \left| \int_0^\infty \frac{e^{-\nu^2} \sin(wv)}{e^{\frac{2\pi m\nu t}{w}} - 1} \, dv \right| \ll \frac{|w|^2}{m^2 \nu^2 t^2} \]
as \( m \to \infty \). Thus,

\[ |\varphi_w(z, m\nu)| \ll_{z, \nu} \frac{1}{m^2 \Re(z)+1} \int_0^\infty \int_1^\infty \frac{u^{\Re(z)+1}e^{-u^2}}{t^2(t^2 - 1)^{\frac{\Re(z)+1}{2}}} \left| \frac{\sin(wu)}{w} \right| \, dt \, du \]

\[ \ll_{z, \nu} \frac{1}{m^2 \Re(z)+1} \int_0^\infty \int_1^\infty \frac{u^{\Re(z)+1}e^{-u^2}}{t^2(t^2 - 1)^{\frac{\Re(z)+1}{2}}} \left| \frac{\sin(Mu)}{M} \right| \, dt \, du \]

\[ \ll_{z, \nu, M} \frac{1}{m^2 \Re(z)+1}, \]

since the double integral over \( t \) and \( u \) converges for \( -1 < \Re(z) < 1 \). This implies the uniform convergence of the series \( \sum_{n=1}^{\infty} \varphi_w(z, m\nu) \) on \( |w| \leq M \) whence we can pass the limit through the summation.

Also, from [41, p. 318], for \( |\nu| \) large,

\[ M_{\nu, \mu}(z) = \Gamma(1+2\mu)\pi^{-1/4}z^{1/4}k^{-\mu - 1/4} \cos \left( 2\sqrt{x}\sqrt{z} - \frac{\pi}{4} (1+4\mu) \right) \]

\[ + O \left( |\nu|^{-\mu - 3/4} \right). \]

Hence from the above equation and (8.3.9), the confluent hypergeometric functions occurring in \( \Delta_2 \left( \alpha, \frac{\nu}{2}, \frac{w^2}{4} \right) \) in the integral in 1.1.6 satisfy, as \( |t| \to \infty \) and \( -1 < \Re(z) < 1 \),

\begin{equation}
\begin{aligned}
\frac{3 + it \pm z}{4} \frac{3 - w^2}{2} \sim 1 & \quad \frac{e^{-w^2/8}}{\sqrt{\frac{w^2}{4} \left( \pm \frac{it \pm z}{4} \right)}} \sin \left( \sqrt{-w^2 \left( \frac{\pm it \pm z}{4} \right)} \right),
\end{aligned}
\end{equation}
(9.2.18)
Thus, from Stirling’s formula (3.1.4), the fact that $\Xi(t) = O\left(t^A e^{-\frac{\pi}{4} t}\right)$ for $A > 0$, and the asymptotic in (9.2.18), we see that the limit $w \to 0$ can be passed through the integral in (1.1.35). The result now follows easily from (1.1.33), (1.1.35), Theorem 1.1.2 and (1.1.29).

\[\square\]

10 Concluding remarks

This project commenced with our desire to obtain a generalization of (1.1.12) in which the modular relation will be of the form $F(z, w, \alpha) = F(z, iw, \beta)$ with $\alpha \beta = 1$, thus incorporating the theta structure. In the course of evaluating the integral in (1.1.35) occurring in the generalization of the integral in (1.1.12), we stumbled upon a surprising new generalization of the Hurwitz zeta function $\zeta(s, a)$, that is, (1.1.14). It was then shown that this generalized Hurwitz zeta function $\zeta_w(s, a)$ satisfies a beautiful theory analogous to that of $\zeta(s, a)$ and $\zeta(s)$, and has a nice additional property not present in $\zeta(s, a)$ when $\Re(s) > 1$, namely, the symmetry along the line $\Re(a) = 1$ as can be seen from (1.1.16). This justifies the usefulness of working with the integrals involving the Riemann $\Xi$-function of the type we have studied here. They have also led us to several new and interesting special functions $K_{z,w}(x)$, $J_{z,w}(x)$ and $\zeta_w(s, a)$ defined in (2.1.6), (1.1.37) and (1.1.14) respectively. However, it would be interesting and worthwhile seeing what the deformation parameter $w$ in $\zeta_w(s, a)$ corresponds to, in the theory of Jacobi forms or related branches of number theory.

We would also like to emphasize that Theorem 1.1.6 is but one special case of Theorem 7.2.1, where we choose the pair of functions reciprocal in the kernel $\sin(\pi z)J_{z,2x}(4\sqrt{xt}) - \cos(\pi z)L_{z,2x}(4\sqrt{xt})$ to be $\left(e^{-w^2/2}, K_{z,2w}(2ax), \beta_1 K_{z,w}(2\beta x)\right)$ with $\alpha \beta = 1$, as done in Theorem 8.4.1. As such, one can start with other pairs of functions reciprocal in this kernel and obtain further new identities.

In his performance analysis of power line communication systems, Abou-Rjeily [1, p. 407] writes,

“...the CF [Characteristic Function] of $V_{EGC}$ [the noise term] is proportional to the square of a confluent hypergeometric function which, evidently, renders all subsequent manipulations very hard to accomplish. Consequently, additional approximations are mandatory”.

Even though the confluent hypergeometric function in our setting is different from Abou-Rjeily’s, the fact that from Theorem 1.1.3, we have

$$\lim_{s \to 1} (s - 1) \zeta_w(s, a) = e^{\frac{w^2}{4}} F_1^2\left(1; 3; \frac{1}{2} - \frac{w^2}{4}\right),$$

hints at possible applications of our new zeta function $\zeta_w(s, a)$ in Physics and Engineering where one might not need to resort to approximations but rather use exact representations for $\zeta_w(s, a)$ that are established in this paper for further analysis.

Problems for further study:

We list below potential problems that are worthy of investigation.

1. We strongly believe that $\zeta_w(s, a)$ can be analytically continued (in the variable $s$) to $\mathbb{C}\setminus\{1\}$ just like its special cases $\zeta(s, a)$ and $\zeta(s)$. However, this has been elusive to us as our attempts to establish this have so far been unsuccessful.
2. One of the fundamental formulas in the theory of Hurwitz zeta function $\zeta(s,a)$ is Hurwitz’s formula [61, p. 37, Equation (2.17.3)] given for $0 < a \leq 1$ and Re($s$) < 0 by\footnote{This result also holds for Re($s$) < 1 if $0 < a < 1$. See [5, p. 257, Theorem 12.6].} 

$$
\zeta(s,a) = \frac{2\Gamma(1-s)}{(2\pi)^{1-s}} \left\{ \sin \left( \frac{1}{2} \pi s \right) \sum_{n=1}^{\infty} \frac{\cos(2\pi na)}{n^{1-s}} + \cos \left( \frac{1}{2} \pi s \right) \sum_{n=1}^{\infty} \frac{\sin(2\pi na)}{n^{1-s}} \right\}.
$$

(10.0.1)

Several proofs of this result exist in the literature. We refer the interested reader to [36] for a survey of most of the existing proofs (see also [37], and [58] for the special case when $a$ is rational). In view of the fact that many generalizations of Hurwitz zeta function have corresponding generalizations of (10.0.1), for example, see Equation (1.12) of [6] for the Lerch zeta-function, it is definitely worthy of merit to find a generalization of Hurwitz’s formula in the setting of $\zeta_w(s,a)$. If obtained, it might be utilized to see if $\zeta_w(s,a)$ admits analytic continuation in $\mathbb{C}\setminus\{1\}$.

3. Find the role of the deformation parameter $w$ occurring in $\zeta_w(s,a)$, $K_{z,w}(x)$ and $K_{z,w}(x)$ in Mathematics and Physics.

4. Corollary 8.5.2 contains a new integral representation for $n^{z+1/2}S_{z-\frac{3}{2}}(2\pi na)$ (modulo a factor involving $z$ and $a$), where $S_{z-\frac{3}{2}}(2\pi na)$ is a special case of the first Lommel function. Theorem 8.5.1, which is a generalization of Corollary 8.5.2, therefore contains a generalized Lommel function in the form of an integral (on the left-hand side of (8.5.1)). This latter integral is the summand of the infinite series (9.2.10). The special case $w = 0$ of such infinite series are similar to those considered by Lewis and Zagier in [45, Equation (2.11)], and which represent the period functions of Maass wave forms with spectral parameter $(z + 1)/2$. Hence it would be of interest to see what do the generalized series in (9.2.10) represent in the context of Maass wave forms. Also, in view of (9.2.10), it would be worthwhile seeing if the generalized modular relation in Theorem 1.1.5 has an application in Maass wave forms.

5. We know of no other way to prove the generalized modular-type transformation in Theorem 1.1.5 and the integral evaluation in Theorem 1.1.6. It would be interesting to see if other proofs of these results could be constructed, especially since the special case (1.1.12) has several proofs [18], [19].

6. Find a relation between $\zeta_w(s,a) + 1$ and $\zeta_w(s,a)$ which would then generalize the well-known result (1.1.29).

7. Since Hermite’s formula (1.1.25) for $\zeta(s,a)$ is valid for Re($a$) > 0, it would nice to analytically continue (1.1.27) as a function of $a$ in Re($a$) > 0.

8. It would be nice to study special values of $\zeta_w(s,a)$. For example, note that from (1.1.27),

$$
\zeta_w(0,a+1) = \frac{\sqrt{\pi}}{w^2} \text{erfi} \left( \frac{w}{2} \right) \left\{ -\frac{1}{2} \frac{\sqrt{\pi}}{w^2} \text{erf} \left( \frac{w}{2} \right) - ae^{-\frac{w^2}{4}} \right\},
$$

which, for $w = 0$, gives the well-known special value of the Hurwitz zeta function, namely, [5, p. 264, Theorem 12.13]

$$
\zeta(0,a+1) = -\frac{1}{2} - a.
$$
9. In Theorem 1.1.3, we introduced a new generalization of the digamma function \( \psi(a) \), namely, \( \psi_w(a) \) defined in (1.1.24). Traditionally, however, \( \psi(a) \) is defined as the logarithmic derivative of the gamma function \( \Gamma(a) \). In view of this, it would be interesting to find the generalized gamma function \( \Gamma_w(a) \) related to \( \psi_w(a) \) in a similar way as \( \Gamma(a) \) is to \( \psi(a) \). Perhaps, a generalization of Lerch’s formula [64, p. 271], namely
\[
\frac{\mathrm{d}s}{\mathrm{d}s} \zeta(s, a) \bigg|_{s=0} = \log \Gamma(a) - \frac{1}{2} \log(2\pi),
\]
in the context of \( \zeta_w(s, a) \) would be a good place to start.

10. While developing the Theory of \( 1Kz,w(x) \) in Sect. 8, we found a Basset-type integral representation for \( 1K_0,w(x) \) (see Theorem 8.3.2). It would be interesting to find a Basset-type integral representation for \( 1Kz,w(x) \) in general. This would then generalize (8.1.4).

11. From [42, Equation (1.19)], we know that the hypergeometric function \( _2F_2 \left( 1, 1; 2, \frac{3}{2}; -w^2 \right) \) arises in a representation for the cumulative distribution function of the Voigt line profile which is an important model in molecular spectroscopy and radiative transfer, namely:
\[
F(x; \sigma, \beta) = \Re \left[ \frac{1}{2} + \frac{\text{erf}(w)}{2} + \frac{iw^2}{\pi} _2F_2 \left( 1, 1; 2, \frac{3}{2}; -w^2 \right) \right].
\]

Also, the generalized modified Bessel function \( K_{z,w}(x) \) defined in (2.1.6) has a nice connection with the Voigt line profile as shown in [42, Theorem 3]. It would be interesting to see if the functions \( _2F_2 \left( 1, 1; 2, \frac{3}{2}; -w^2 \right) \) arising in (8.2.9) also have a connection with some model in physics.

We conclude this paper with a quote by Andrews and Berndt [4, p. 4] since it harmonizes with the content of this paper. They say, ‘One of the hallmarks of Ramanujan’s mathematics is that it frequently generates further interesting mathematics…’. Also, as remarked by Dyson [27, p. 263], Ramanujan indeed left so much in his garden for other people to discover! We hope that the results obtained here stimulate further studies on \( \zeta_w(s, a) \).
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