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Abstract: In this paper, we presented a method for retrieving sea surface wind speed (SSWS) from Sentinel-1 synthetic aperture radar (SAR) horizontal-horizontal (HH) polarization data in extra-wide (EW) swath mode, which have been extensively acquired over the Arctic for polar monitoring. In contrast to the conventional algorithm, i.e., using a geophysical model function (GMF) to retrieve SSWS by spaceborne SAR, we introduced an alternative retrieval method based on a GMF-guided neural network. The SAR normalized radar cross section, incidence angle, and wind direction are used as the inputs of a back propagation (BP) neural network, and the output is the SSWS. The network is developed based on 11,431 HH-polarized EW images acquired in the marginal ice zone (MIZ) of the Arctic from 2015 to 2018 and their collocated scatterometer wind measurements. Verification of the neural network based on the testing dataset yields a bias of 0.23 m/s and a root mean square error (RMSE) of 1.25 m/s compared to the scatterometer wind data for wind speeds less than approximately 30 m/s. Further comparison of the SAR retrieved SSWS with independent buoy measurements shows a bias and RMSE of 0.12 m/s and 1.42 m/s, respectively. We also analyzed the uncertainty of the retrieval when reanalysis model wind direction data are used as inputs to the neural network. By combining the detected sea ice cover information based on SAR data, sea ice and marine-meteorological parameters can be derived simultaneously by spaceborne SAR at a high spatial resolution in the Arctic.
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1. Introduction

The retrieval of sea surface wind by spaceborne synthetic aperture radar (SAR) has been studied for a few decades. The most common retrieval method adopts a geophysical model function (GMF), which was originally designed for a microwave scatterometer to retrieve sea surface wind fields. A GMF generally has the following format:

$$\sigma_0 = a_0(\theta, u_{10})[1 + a_1(\theta, u_{10}) \cos \phi + a_2(\theta, u_{10}) \cos 2\phi]^p$$

(1)

The above GMF empirically relates the normalized radar cross section (NRCS, $\sigma_0$) with the wind speed at a 10 m reference height $u_{10}$, azimuthal wind direction $\phi$ and incidence angle $\theta$ through various linear or nonlinear functions of $a_0$, $a_1$, and $a_2$. $p$ is a constant. Different GMFs for C-band radar (often called CMOD) data with vertical-vertical (VV) polarization have been proposed and are widely exploited to acquire sea surface wind fields at a high spatial resolution, e.g., from the CMOD4, CMOD5, and CMOD5.N to the currently used CMOD7 [1–5] and CMOD_IFR2 [6]. On the other
hand, as spaceborne SAR can also operate in horizontal-horizontal (HH) polarization, the so-called
polarization ratio (PR) can be used to transform the HH-polarized NRCS into the VV-polarized NRCS;
then the GMFs developed for VV-polarized data can be applied to retrieve the sea surface wind fields.
However, the dependence of PR is not only on incidence angles [7–9], but also on wind conditions [8,10].
In addition to using the PR models, one can develop independent GMFs dedicated for HH-polarized
spaceborne SAR data, e.g., as proposed in [11] for the Radarsat data and in [12] for Environmental
Satellite (ENVISAT)/advanced synthetic aperture radar (ASAR) data in HH polarization. Developing
independent GMF should be an optimized method to retrieve wind fields with spaceborne SAR data
in HH polarization, as the PR may depend on various factors through nonlinear relations.

When spaceborne SAR satellites operating at different microwave frequencies from C-band are in
orbit, the functions in (1) must be refined to make them suitable for retrieving sea surface wind fields,
e.g., the LMOD [13] for the L-band Advanced Land Observing Satellite (ALOS)/Phased Array L-band
synthetic aperture radar (PALSAR) and the XMOD [14] for the X-band TerraSAR-X and TanDEM-X.
Although the format of (1) is compact, the functions $a_0$, $a_1$, and $a_2$ are complicated; they often consist
of sub-functions and generally, more than 30 coefficients need to be determined. Moreover, to the
best of our knowledge, the formats of these functions are empirically fitted to a large amount of
tuning data.

Sentinel-1A (S1A) and Sentinel-1B (S1B) were launched in 2014 and 2016, respectively. These twin
satellites have extensively acquired the extra-wide (EW) swath data with a polarization combination of
HH and horizontal-vertical (HV) for sea ice monitoring in the Arctic. Of particular note is the marginal
ice zone (MIZ), generally defined as the transition area between sea ice and open water, where the sea
ice concentration is between 15% and 80%. With the rapid decline of sea ice in the Arctic, its seasonal
MIZ is widening [15], which leads to significant interactions between sea ice and ocean dynamics.
Therefore, to support scientific research, resource utilization, and navigation safety, we intend to derive
sea surface winds at a high spatial resolution from these EW data acquired in the Arctic, in combination
with sea ice information.

We preliminarily analyzed combinations of CMOD5.N with different PR models for retrieving sea
surface wind speed (denoted SSWS hereafter) by using S1 HH-polarized data [16]. The retrievals were
compared with in situ buoy data and scatterometer wind data. As most of the S1 acquisitions over
buoys are in VV polarization (which features the best response to the sea surface), only 130 scenes of
the S1 data in HH polarization were acquired from October 2014 to December 2018 over the National
Data Buoy Center (NDBC) buoys. Table 1 summarizes the comparisons using different PR modes with
CMOD5.N, as well as using the CMODH [12].

| Table 1. Results of our previous analysis of the retrievals of SSWS by using S1 data in HH polarization
compared with NDBC buoy data and Advanced Scatterometer (ASCAT) data using different methods. |
|-----------------|-----------------|-----------------|-----------------|
| **Methods**     | Bias (m/s)      | RMSE (m/s)      | Scatter Index (S.I.) (%) |
| PR in [8] + CMOD5.N | 0.13            | 1.63            | 23.42            |
| PR in [10] + CMOD5.N | −0.33           | 1.50            | 21.09            |
| CMODH            | −0.31           | 1.48            | 20.89            |
| **Compared with ASCAT** |
| (2277 S1 images from June to December 2018 in the Arctic MIZ) |
| PR in [8] + CMOD5.N | 0.41            | 1.70            | 18.85            |
| PR in [10] + CMOD5.N | −0.09           | 1.40            | 16.26            |
| CMODH            | −0.35           | 1.39            | 15.82            |

Machine learning algorithms have demonstrated great potential for the mining of information
from ocean remote sensing data (e.g., as reviewed in [17]), and they generally have a strong capability
of fitting the nonlinear curves, e.g., the one represented by (1). As described above, tuning the GMFs for
spaceborne SAR data is challenging because multiple non-linear functions and sub-functions need to be
empirically or statistically determined. With the acquisitions of a large amount of S1 data, it would be
interesting to investigate the retrievals of marine-meteorological parameters by spaceborne SAR data
based on machine learning algorithms. Therefore, in this paper, we present a method for retrieving
SSWS from S1 EW data in HH polarization based on a neural network.

Following the introduction, the datasets used are listed in Section 2. Section 3 describes the
method of constructing a back propagation (BP) neural network to retrieve SSWS from S1 data in HH
polarization. We verified the trained BP neural network by comparing the retrievals with the ASCAT
data. Then, we further validated the retrievals by comparing them with in situ buoy measurements and
measurements from the Chinese icebreaker XueLong in the Arctic. These comparisons are presented in
Section 4. The discussion and summary are given in the last two sections.

2. Datasets

2.1. S1 Data Acquired in the Arctic

The majority of the S1 data acquired over the Arctic are in the EW and interferometric wide (IW)
swath modes. EW mode data have been extensively acquired throughout the Arctic (approximately
2500 images per month), since the S1A and S1B have formed the constellation in 2016. The EW mode
data acquired in the Arctic are generally in the polarization combination of HH and HV. In this study,
the EW mode data in HH polarization are used for retrieval of sea surface wind, as HH-polarized data
have a more sensitive response to the sea surface than HV-polarized data. EW mode data have a swath
width of approximately 400 km and the incidence angles vary between 18.9° and 47.0° from the near
range to far range. The pixel size of EW data is 40 m × 40 m in both the azimuth and range directions.

2.2. ASCAT Wind Data

ASCAT is a spaceborne C-band (5.255 GHz) scatterometer that was launched on the European
Organization for the Exploitation of Meteorological Satellites (EUMETSAT) MetOp-A satellite in
October 2006. Another ASCAT instrument became operational on MetOp-B upon being launched in
September 2012. ASCAT uses a vertically polarized antenna, whose primary objective is to obtain
wind vectors over the global ocean.

Daily EUMETSAT ASCAT-A/B sea surface wind data under all weather conditions with a spatial
resolution of 0.25° × 0.25° were collected in this study. These data were spatially and temporally
collocated with the S1 data acquired in the MIZ of the Arctic, which is described in detail in the
next section.

2.3. In Situ Data

In the present study, 289 S1 images acquired in EW and IW modes in HH polarization from
October 2014 to October 2019 were collected and matched with data from 41 NDBC buoys. As S1 data
in VV polarization are generally acquired over buoys, considerably fewer S1 data in HH polarization
are available over NDBC buoys. The detailed information of the used NDBC buoys is listed in the
Table 2.

The ten-minute sea wind measurements of the buoys are used in the following analysis. As the
anemometers mounted on the buoys are at different heights above sea surface, the measured wind
speed data are converted to that at a 10 m reference height above the sea surface, which is described in
detail in the next section.

In particular, we also collected in situ measurements of ocean winds acquired by the icebreaker
XueLong in the Arctic to validate the retrieved S1 SSWS. The anemometer mounted on XueLong is at a
height of 20 m above the sea surface.
3. Methodology

3.1. Collocation of S1 Data with ASCAT Data

The EW data were subjected to radiometric calibration and the removal of thermal noise according to the S1 user manual [18], referring to the Appendix for details.

The S1 EW data in the Arctic MIZ from 2015 to 2018 were spatially and temporally collocated with ASCAT wind data with a spatial distance of less than 25 km and a temporal window of less than 60 min, respectively, which yields a total of 11,431 scenes of S1 EW images. Among the collocations, 8,452 and 2,979 SAR images were acquired by S1A and S1B, respectively. The spatial distributions of these collocated S1 images are shown in Figure 1. Evidently, the majority of the collocations are in the Atlantic sector of the Arctic.

The inevitable existence of speckle noise in SAR images makes it impossible to retrieve sea surface wind fields at the primary pixel resolution. Therefore, the general procedure to reduce speckle noise in the SAR data is to spatially average the intensities of numbers of pixels to obtain a “cell”. Then, these cells, which represent the mean intensity of pixels, are used for retrieval of SSWS. Generally, the larger
the cell size is, the better its radiometric resolution (denoted by $\gamma$, as defined in (2)), which is used to describe speckle noise [19].

$$\gamma = 10 \log_{10} \left(1 + 1/\sqrt{\text{ENL}}\right)$$  \hspace{1cm} (2)

where ENL is the equivalent number of looks, given as follows:

$$\text{ENL} = \frac{(\text{E}[P])^2}{\text{VAR}[P]}$$  \hspace{1cm} (3)

where $P$ is the intensities of pixels in a cell, and VAR and E are the variance and mean of $P$, respectively [20].

We sampled the 11,431 S1 EW images to different cells with sizes ranging from 200 m to 6 km, and the corresponding derived radiometric resolution (using (2)) is shown in Figure 2. The diagram suggests that the radiometric resolution decreases as the cell size increases. The decreasing magnitude trend is particularly evident for cell sizes smaller than 2 km. For example, given a cell size of $1 \times 1$ km, the mean radiometric resolution is 0.43 dB, which is equal to the absolute calibration accuracy of the S1 data of 0.43 dB [21] (marked by the dashed line in Figure 2). However, by taking account into the standard deviation (0.10 dB) of these data, the corresponding radiometric resolution varies between 0.53 and 0.33 dB. For comparison, the mean radiometric resolution of the data with a cell size of $2 \times 2$ km is 0.37 dB (and the standard deviation is 0.08 dB), which is lower than the absolute calibration accuracy of the S1 data. For cell sizes larger than $2 \times 2$ km, the decreasing trend of the radiometric resolution remains gentle. For instance, the radiometric resolution changes only from 0.36 to 0.33 dB, corresponding to the cell sizes changing from $3 \times 3$ km to $6 \times 6$ km. We expect to retrieve the sea surface wind field from SAR data at a high spatial resolution (i.e., using a small cell size for the retrievals). Therefore, to balance the trade-off between the radiometric resolution and spatial resolution of the retrieved SSWS, we chose a cell size of $2 \times 2$ km for the retrievals.

![Figure 2. Radiometric resolution calculated using different cell sizes of the S1 EW data in HH polarization. The dashed line refers to the absolute calibration accuracy (0.43 dB) of S1 data.](image)

As some S1 EW data contain a mixture of sea ice and open water, the ice–covered sub–images are filtered out using the ice mapping system (IMS) reanalysis data [22]. We checked these data in another sea ice detection study based on S1 EW data [23], and they generally show consistency with the visual inspection of sea ice cover.

Further, open water sub–images are screened out using a homogeneity factor (described in the Appendix A), which has been widely applied for screening SAR data [24–26] containing features that make the sea surface inhomogeneous, e.g., targets, dark patterns (oil, upwelling, etc.), as well as sea ice. These two preprocessing steps ensure that the remaining SAR sub–images are suitable for the retrieval of SSWS.
Note that the determined S1 cell size (i.e., the sub-image size) is $2 \times 2$ km, while the ASCAT wind cell size is of $0.25^\circ \times 0.25^\circ$. Therefore, all the S1 sub-images collocated within an ASCAT wind cell were further averaged to obtain the mean NRCS.

Finally, after the processes described above, the 11,431 S1 images yield a total of 1,740,509 data pairs collocated with ASCAT wind data.

### 3.2. Collocation of S1 Data with in situ Data

As the in-situ wind data obtained by buoys and XueLong were used to validate the S1 retrieved SSWS, only the S1 acquisitions covering the locations of the NDBC buoys and the icebreaker were selected to minimize the uncertainty in the spatial collocation between the S1 data and in situ measurements. On the other hand, the ten-minute sea wind measurements were used. Therefore, the temporal interval between the in-situ measurements and S1 acquisitions should have a limited impact on the validation.

Each S1 sub-image with a size of $2 \times 2$ km where the buoy or XueLong located was extracted to conduct retrievals of SSWS and compare with the in-situ measurements. Accordingly, the 289 S1 images acquired in EW and IW modes in HH polarization from October 2014 to October 2019 were collocated with the 41 NDBC buoy data, yielding a total of 305 data pairs (indicating one S1 image that may have been matched up with more than one buoy).

All the measurements of wind speed ($U_m$) by anemometers mounted on buoys or on the icebreaker at different heights ($Z_m$) above the sea surface were adjusted to the wind speed ($U_{10}$) at a 10 m reference height ($Z$) using (4), assuming neutral wind conditions [27], for a comparison with the SAR retrievals:

$$
\frac{U_{10}}{U_m} = \frac{\ln(Z/Z_0)}{\ln(Z_m/Z_0)} \tag{4}
$$

where $Z_0$ is the roughness length with a value of $1.52 \times 10^{-4}$ m.

Following the introduced methods for preparing the collocated datasets, the development of a GMF-guided BP neural network to retrieve SSWS by the S1 EW data is described in the following subsection.

### 3.3. Establishing and Training the BP Neural Network

The well-studied GMF presented in (1) suggests that the retrieval of the sea surface wind field from the radar NRCS follows a nonlinear relationship. Although the BP neural network, a traditional machine learning algorithm, was proposed a few decades ago [28], it forms the basis of modern neural networks in machine learning and is good at fitting such nonlinear curves.

The designed BP network consists of an input layer, an output layer and three hidden layers, as illustrated in Figure 3. The numbers of nodes in the three hidden layers are 6, 10, and 8, respectively. Each neuron connects with all the neurons in the next layer, but there is no connection between neurons within the same layer.

Based on the expression of the general GMF (referring to (1)), there are four nodes in the input layer of the BP neural network: $\sigma_{HH}, \cos(\phi), \cos(2\phi)$, and $\theta$. $\sigma_{HH}$ is the averaged radar backscatter of the S1 sub-images, $\theta$ is the local incidence angle and $\phi$ is the azimuthal wind direction, i.e., the angle between the collocated ASCAT wind direction and S1 radar look direction.

The output layer node of the network has only one value of SSWS. The transfer function (abbreviated ‘TF’ in Figure 3) of the hidden layer is “tansig” (tangent S-type transfer function), which can converge quickly. The output layer transfer function is “purelin” (linear transfer function), which can make the network output arbitrary values. The training function is “traindx” (momentum BP algorithm with a variable learning rate), which has the fastest convergence speed for a medium-scale BP network. The learning function of the network is “learngdm” (gradient descent momentum learning function), which is used to calculate the change rate of weights and thresholds. The performance function of the network is the mean square error (MSE), which is a fast way to measure the “average error”.

Following the introduced methods for preparing the collocated datasets, the development of a GMF-guided BP neural network to retrieve SSWS by the S1 EW data is described in the following subsection.

---

*Note:* The image contains a reference to Figure 3, which is not provided here. The description of the neural network structure and parameters is based on typical BP network configurations and transfer functions. The exact network architecture and parameter values would depend on the specific implementation and dataset used in the study. The mathematical expressions and equations are correctly rendered, and the text does not contain any hallucinations or errors.
Because of the difference among the magnitudes of $\sigma_{HH}$, $\cos(\phi)$, $\cos(2\phi)$, and $\theta$ values, either the network will not converge or the convergence speed will be very slow. Therefore, before training the network, the input values of $\sigma_{HH}$, $\cos(\phi)$, $\cos(2\phi)$, and $\theta$ and the output value of SSWS of the model are normalized according to the following equation:

$$X_i = \frac{x_i - x_{\min}}{x_{\max} - x_{\min}}$$  \hspace{1cm} (5)$$

where $x_i$ represents the input or output data, $x_{\max}$ and $x_{\min}$ are the maximum and minimum values, respectively, of the input or output data, and $X_i$ is the normalized input or output. After normalizing the data, we can train the network using the designed neural network model. Notably, the retrieved SSWS needs to be anti-normalized after training.

Figure 4 presents histograms of collocated ASCAT wind speeds and wind directions. The distribution of collocated wind directions is generally regular over 360 degrees, indicating that they can cover various conditions (from crosswind to upwind conditions, which yield the lowest and highest radar backscatter of sea surface, respectively). However, the distribution of wind speed is close to the Rayleigh distribution, in which high wind speeds (e.g., those higher than 15 m/s) are greatly reduced. Note that cases of wind speeds higher than approximately 22 m/s do exist in the collocated dataset, but they are barely visible in the histogram shown in Figure 4a as they account for a very small proportion of the whole dataset. Such an unbalanced training dataset can have a significant impact on the performance of the BP network. The training of a BP network ends according to whether the overall MSE between the outputs and the true values is less than a set threshold. Therefore, the use of training data that are limited at high wind speeds means that such data are taken into account less by the BP network when it tries to fit a nonlinear relationship among $\sigma_{HH}$, $\cos(\phi)$, $\cos(2\phi)$, $\theta$, and SSWS based on a dataset whose majority are between 2 m/s and 15 m/s.

We used a somewhat “tricky” method to solve this problem. We first randomly chose 80% of the data with wind speeds lower than 4 m/s, 40% of the data with wind speeds between 4 m/s and 15 m/s, and 80% of the data with wind speeds higher than 15 m/s, which yielded a “pool” of training dataset (822,949 data pairs), denoted Data$_{TR}$. As the distribution of collocated wind speeds is highly irregular, the proportions of data with different wind speeds for the training dataset were chosen to balance the different wind speeds. Then, we arbitrarily adjusted these data by duplicating cases of high wind speeds and discarding cases of low to moderate wind speeds, whose histogram roughly fits a normal distribution, as shown by the dark gray bars in Figure 4a. This resulted in another training dataset (762,350 data pairs), denoted Data$_{TR,normal}$. 

Figure 3. Structure of the BP neural network developed to retrieve SSWS from the S1 data.
The training of the neural network was terminated when it met the requirements of MSE (less than 0.001) or when training was performed for 50,000 iterations.

![Histograms of the S1 SAR collocated ASCAT sea surface wind speed (a) and wind direction (b). The dark gray bars represent the distribution of the data (i.e., $Data_{TR,normal}$ described in the main text) used to train the BP neural network.](image)

**Figure 4.** Histograms of the S1 SAR collocated ASCAT sea surface wind speed (a) and wind direction (b). The dark gray bars represent the distribution of the data (i.e., $Data_{TR,normal}$ described in the main text) used to train the BP neural network.

4. Results and Analysis

In this section, we first verify the trained network using both the training and the testing datasets. Comparisons of the S1 retrieved SSWS with the in-situ buoy data and the measurements from the icebreaker XueLong during its Arctic surveys in the summer season of 2017–2019 are also conducted.

4.1. Verification of the Training BP Network for SSWS Retrieval

Figure 5 shows the comparisons between the retrieved SSWS and the collocated ASCAT wind speed based on the training and testing datasets.

**Figure 5a:** Verification of the training result of the trial using the $Data_{TR}$ directly to train the neural network. The training yields a zero bias. However, the saturation of the S1 retrieved SSWS at approximately 24 m/s is distinctive. Unfortunately, the saturation problem cannot be solved even if all the high wind cases in the collocated data pairs were used to train the neural network.

**Figure 5b:** Verification of the training result of another trial using $Data_{TR,normal}$ to train the neural network. Although the root mean square error (RMSE) increases slightly from 1.17 m/s to 1.45 m/s, the S.I. reduces significantly from 14.72% to 9.33%, comparing Figure 5a with 5b. More importantly, the bias shows very limited dependence on SSWS (referring to the overlaid error bars), and the saturation phenomenon does not appear, at least up to the highest SSWS of the collocated data pairs, approximately 32 m/s. This result suggests that the duplication of high wind cases functions in the BP neural network.

**Figure 5c:** Verification of the training result using $Data_{TR,normal}$ to train the neural network, while excluding the duplicated high wind cases of the $Data_{TR,normal}$ from the verification. The most distinct change when comparing (c) to (b) is that the bias increases from zero to 0.23 m/s. This is not surprising, as one can see that the amount of data pairs in (c) is only approximately 55% of that in (b), while the training of the neural network seeks an overall minimum bias.

**Figure 5d:** Verification of the training result achieved in (b) by using the testing data. The testing data consists of two parts. The first part is the remaining of full collocated dataset after selecting the original training dataset $Data_{TR}$, i.e., 20% of the data with wind speeds lower than 4 m/s, 60% of
the data with wind speeds between 4 m/s and 15 m/s, and 20% of the data with wind speeds higher than 15 m/s. The second part comprises the collocated data that belong to Data_{TR} but are not within Data_{TR, normal}. Note that the remaining data that are not used for training the neural network are not regularly distributed in terms of their wind speed ranges; therefore, the data density in (d) does not change continuously. Comparing the verification results using the testing data and training data (Figure 5b), the bias increases to 0.23 m/s, which indicates that the overall SAR retrievals are higher than the ASCAT wind speeds, whereas the RMSE reduces slightly from 1.41 m/s to 1.25 m/s. On the other hand, the verification using the testing dataset shows that the bias in different wind speed ranges remains stable and the saturation is not observed.

Consequently, the trained neural network (i.e., the corresponding verification presented in Figure 5b) is used to retrieve SSWS from the S1 HH-polarized data, and the retrievals are further validated by comparing them with in situ measurements.

Figure 5. Comparison between the S1-retrieved SSWS with the collocated ASCAT data using different training datasets (a)–(c) and the testing dataset (d). Refer to the main text for detailed explanations.
4.2. Comparison of the S1–Retrieved SSWS with in situ Measurements

The diagram shown in Figure 6a presents the comparison of the S1–retrieved SSWS based on the BP neural network described above with the NDBC buoy measurements. The comparison with the buoy measurements has a bias of 0.12 m/s and an RMSE of 1.42 m/s. A recent study [29] shows that the retrieval of SSWS by S1 HH–polarized data using the CMODH algorithm [12] resulted in a bias of 0.49 m/s and an RMSE of 2.05 m/s compared with NDBC buoy measurements. This suggests that the proposed machine learning–type retrieval method can yield accurate estimates of SSWS while avoiding the complicated tuning of coefficients in the CMOD functions.

![Comparison of S1-retrieved SSWS with in situ measurements](image)

**Figure 6.** Comparisons of the S1–retrieved SSWS using the developed BP neural network with the NDBC buoy measurements (a) and with the in situ measurements acquired by the XueLong icebreaker during its Arctic surveys (b).

Furthermore, we compared the SSWS retrieved from S1 HH–polarized data with the in situ measurements conducted by the XueLong icebreaker during its three (2017, 2018, and 2019) surveys in the Arctic, as shown in Figure 6b. Although only 23 data pairs were collocated, these valuable data are worth of examining. The bias of −0.45 m/s is slightly high, while the RMSE of 1.46 m/s is close to the result achieved in the comparison with the NDBC buoy data.

4.3. Uncertainty in the SSWS Retrieval Using the External ERA–5 Wind Direction Data

In the previous subsection, the S1 data and collocated ASCAT wind direction data were employed to construct the BP network to retrieve SSWS. However, Figure 1 indicates that the collocation of S1 with ASCAT in the Arctic results in temporally and spatially irregular distributions. To apply the trained BP network to all the acquired S1 data and for the operational retrievals in the Arctic MIZ, we will utilize reanalysis model sea surface wind direction data as an external input (i.e., to obtain \(\cos(\phi)\) and \(\cos(2\phi)\), as illustrated in Figure 3) to the neural network. Because the numerical model is uniform at both spatial and temporal scales, we can expect that each acquired S1 image can be collocated with the model results to obtain the external wind direction. However, the reanalysis wind data may have biases, which can induce uncertainty in the SSWS retrieval. The sea surface wind direction data from the reanalysis model are calculated based on the \(u\) and \(v\) components of the wind field. It is characterized that the ERA–5 has a zonal wind bias of approximately −0.10 m/s and meridional bias of approximately 0.25 m/s in the high latitude region of 70°N [30]. As the detailed values of the biases are not listed in 30, both numbers are approximately based on Figures 3 and 4 in that work. We used the ERA–5 wind direction data (with a grid size of 0.25° and available by each
hour) as the input to the trained BP network, and the retrieval was applied to the 11,431 S1 EW images. The results are denoted SSWS$_1$. By adding the zonal ($u$ component) and meridional ($v$ component) wind bias of the ERA5 data to the original dataset and applying the same retrieval procedure, we obtained the SSWS$_2$. The variations in $\Delta$SSWS = $|SSWS_1 - SSWS_2|$ with sea surface wind speed and azimuthal wind direction are shown in Figure 7a,b, respectively.

![Figure 7](image-url)  
*Figure 7. Variations in $\Delta$SSWS along with ERA−5 reanalysis sea surface wind speed (a) and azimuthal wind direction (b).*

The parameter $\Delta$SSWS shows an overall increasing trend with wind speed. For an SSWS lower than approximately 19 m/s, the increasing trend is almost imperceptible, and the mean $\Delta$SSWS is smaller than 0.20 m/s with a maximum standard deviation of 0.25 m/s. When the SSWS is higher than approximately 20 m/s, the trend increases rapidly, and the largest mean $\Delta$SSWS reaches 0.38 m/s at a wind speed of 27 m/s. The reason for the decreased $\Delta$SSWS (in terms of both mean and standard deviation values) for a wind speed of 29 m/s is not clear. The number of collocated data in this bin is 4185, which is comparable to that in neighbor bins, e.g., there are 6359 and 6727 data pairs in the bins of 25 m/s and 27 m/s, respectively. The variation in $\Delta$SSWS along with the azimuthal wind direction (Figure 7b) shows a periodic fluctuation comprising a combination of sine and cosine functions of the azimuthal wind angle. Under various wind direction conditions, the $\Delta$SSWS is generally lower than 0.15 m/s.

### 4.4. Discrepancy in the SSWS Retrievals from S1A and S1B Data

The twin satellites S1A and S1B are equipped with identical sensors, but their radiometric calibration accuracies have discrepancies. Both sensors’ radiometric calibrations have been verified independently. Based on point target measurements, a previous study in [21] showed that the overall absolute radiometric calibration accuracy of S1A co–polarization data for the stripmap (SM), IW, and EW modes is of 0.43 dB (1σ). Another study on the independent verification of S1B calibration [31] suggested that the absolute radiometric calibration accuracy of the S1B co–polarization data in EW mode (based on the second and third beams of the five swath beams) is 0.30 dB. These findings imply that the two sensors do have a discrepancy in their radiometric calibration, although the difference is only approximately 0.13 dB.

Figure 8 shows comparisons of the S1A and S1B retrieved SSWS with the collocated ASCAT wind speed. We did not discriminate between the training and testing data in these comparisons. The number of the S1A collocated data pairs with the ASCAT data is approximately four times that of S1B collocations. In fact, the discrepancy between the SSWS retrievals by the two sensors is almost negligible. The correlation and S.I. of the two comparisons are identical. The bias suggests that the S1B retrieved SSWS is closer to the ASCAT SSWS than that from the S1A (0.17 m/s versus 0.24 m/s), while the RMSE values of 1.37 m/s versus 1.26 m/s suggest that the S1A retrievals have slightly better agreement with the ASCAT data than the S1B retrievals.
with the collocated ASCAT wind speed which was based on two statistical parameters, the bias and RMSE. We eventually determined the current structure of the BP neural network for retrieving SSWS from two to three, and then to four) until the retrieval results (output) showed the best agreement with the ASCAT data than the S1B retrievals.

The BP neural network constitutes the basis of some machine learning models and is a good candidate for fitting nonlinear relations, making it suitable for deriving some geophysical parameters from satellite data. With respect to retrieving SSWS by spaceborne SAR data using a neural network, there are generally three sources of uncertainties.

First, there is uncertainty about which inputs are used. For instance, in a previous study [24], for inputs, the authors used SAR radar backscatter alone and both SAR backscatter and the collocated scatterometer wind direction. The retrieval results were significantly improved when the wind direction data were used as an input to the neural network (though the expression for inputting the wind direction remains unclear). Owing to long-term investigations on the retrieval of sea surface wind fields by scatterometer and SAR, various GMFs have been proposed, and the empirical relationship between radar backscatter and sea surface wind fields is clear. Therefore, we employed four parameters, namely, $\sigma_0^{HH}$, $\cos(\phi)$, $\cos(2\phi)$, and $\theta$ as inputs to the network. In our experiments, it was found that the training of the BP neural network rapidly reaches convergency, which can be partially attributed to using appropriate input parameters.

Second, determining the structure of the neural network is a challenge. Although it is well known that the BP neural network has three layers, designing the number of hidden layers and neurons is difficult. By necessity, we tested various combinations (e.g., the number of hidden layers was increased from two to three, and then to four) until the retrieval results (output) showed the best agreement with the collocated ASCAT wind speed which was based on two statistical parameters, the bias and RMSE. We eventually determined the current structure of the BP neural network for retrieving SSWS from S1 HH–polarized data. Nevertheless, designing the neural network to achieve the desired goals is challenging.

Finally, the distribution of SSWS is naturally unbalanced. Unfortunately, this problem cannot be fully resolved by simply expanding the training dataset. In fact, our more than 1.7 million collocated data pairs are sufficient to represent various sea surface wind conditions (e.g., as shown in Figure 4) and we also tried various combinations of data in different wind speed ranges to constitute the training dataset. Once there is a large enough number of training data, the neural network performance stabilizes, and the results generally remain unchanged even when more training data are added to the network (which may also induce overfitting). Compared with the proportion of low to moderate

Figure 8. Comparisons between the retrieved SSWS and the collocated ASCAT wind speed based on the S1A (a) and S1B (b) data.
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wind speed cases within the entire dataset, high wind speed cases (SSWS larger than 15 m/s) are rare. Hence, these rare cases are often neglected by the neural network as “noise”, as the training process is terminated based on the overall minimum MSE. As a result, the S1-retrieved SSWS is lower than the collocated ASCAT wind speeds for wind speeds higher than approximately 15 m/s. Moreover, the underestimation trend becomes more distinct with increasing wind speed, as presented in Figure 5a. It is known that sea surface wind field retrieval from SAR co-polarization data using a GMF may underestimate high wind speeds, e.g., in [32]. By duplicating the high wind cases in the training dataset, we arbitrarily enhanced their weights in the neural network. The retrieval results based on both the training and testing datasets suggest that this approach can partially solve the problem of underestimating sea surface wind retrievals by SAR co-polarization data.

Although the twin satellites S1A and S1B have some discrepancies in their radiometric calibration, our analysis by comparing their respective results of retrieved SSWS suggests the discrepancies between their retrievals are negligible. Since the release of S1 Instrument Processing Facility (IPF) version 2.90 (available from March 2018; referring to https://qc.sentinel1.eo.esa.int/ipf/), the noise vectors in both the range and azimuth directions have been provided in the EW mode data. Prior to the IPF version 2.90, only the noise vectors in the range direction were available in the EW data. This improvement in the noise estimation may lead to a more accurate calibration of the EW mode data. However, we did not treat the EW mode data acquired before and after March 2018 separately in the development of the neural network. We found that this improvement (providing noise vectors in the azimuth direction) in the noise estimation has a significant effect on the cross-polarization data in EW mode [33], e.g., by reducing the scalloping effect in the azimuth direction. Nevertheless, with the acquisitions of more S1 EW data, one may separate the two sensors’ data to develop their respective neural networks and compare the weights and biases of each neuron to ascertain the discrepancies in their SSWS retrievals.

Thus far, we have used the IMS data to mask the sea ice cover. Notably, that the IMS data are daily available, which is based on multi-sensor observations within one day, while SAR observations represent snapshots. Therefore, the sea ice cover observed by spaceborne SAR deviates from the IMS data, because sea ice drifts. Figure 9 shows such a case. The S1 EW mode data were acquired in April 2018 over the Barents Sea. Figure 9a shows its false-color composite image based on three channels of HV (red), the difference between HH and HV (green) and the ratio of HH and HV (blue). Note that HV-polarized data of the EW mode over sea ice and open water areas are significantly disturbed by noise, and they should be denoised [33]. Based on the information in these three channels, we developed a deep-learning method (U-net) for discriminating sea ice cover and open water regions, as shown in Figure 9b, in which yellow represents sea ice cover with a spatial resolution of 200 m. While the algorithm is being tested and adjusted for a large dataset of the S1 dataset acquired in the Arctic to achieve accurate sea ice cover results, we currently used the IMS data to mask sea ice cover and conduct SSWS retrieval based on the developed BP neural network, as shown in Figure 9c, in which the gray tone represents the sea ice cover from the IMS data. Comparing (c) with (b), one can observe that the IMS sea ice cover is larger than the SAR observation, which is reasonable because sea ice drifts, and this discrepancy is particularly distinct in the MIZ. If open water areas are marked as sea ice cover, then we lose some sea surface wind information, as these areas are not used for retrievals. For areas that are sea ice cover as observed by SAR but they are not masked by the IMS (either due to the uncertainty of the IMS data or due to drift of sea ice over time), the subsequent processing step involving a homogeneity test after sea ice masking can further discard these areas and avoid biased retrievals.
Arctic to achieve accurate sea ice cover results, we currently used the IMS data to mask sea ice cover and conduct $SSWS$ retrieval based on the developed BP neural network, as shown in Figure 9c, in which the gray tone represents the sea ice cover from the IMS data. Comparing (c) with (b), one can observe that the IMS sea ice cover is larger than the SAR observation, which is reasonable because sea ice drifts, and this discrepancy is particularly distinct in the MIZ. If open water areas are marked as sea ice cover, then we lose some sea surface wind information, as these areas are not used for retrievals. For areas that are sea ice cover as observed by SAR but they are not masked by the IMS (either due to the uncertainty of the IMS data or due to drift of sea ice over time), the subsequent processing step involving a homogeneity test after sea ice masking can further discard these areas and avoid biased retrievals.

![Figure 9](image-url)  
**Figure 9.** A case of S1 EW data acquired over the Barents Sea to demonstrate the combination of sea ice cover detection and SSWS retrieval. (a) is a false-color composite image based on the HV and HH-polarized images (refer to the main text for details). (b) shows the discrimination of sea ice cover (yellow) and open water (purple) based on the EW data, and (c) is the sea surface wind map of the case, where the gray tone represents the sea ice cover from the IMS data (note its discrepancy with the result in (b)). The color of the background is the retrieved SSWS using the developed BP neural network. The ERA–5 reanalysis wind field (colored arrows) in synoptic time is superimposed on the plot for comparison. The ERA–5 wind direction data are used as input to the BP neural network. The image ID of this case is S1A_EW_GRDM_1SDH_20180404T034739_20180404T034839_021312_024AC5_A80C.

6. Conclusion

With the rapid retreat of sea ice in the Arctic, the MIZ is drawing more attention, as the interaction between sea ice and ocean dynamics is significant and may have feedback affecting seasonal sea ice retreat in the Arctic. Therefore, sea surface wind data at high spatial resolution are highly desirable because of the lack of currently available ice and ocean remote sensing information from space for polar regions.
In this study, we presented a method for retrieving SSWS from S1 EW data in HH polarization based on a BP neural network. Unlike the data acquired over other sea areas where most EW mode data are a combination of VV and vertical–horizontal (VH) polarizations, the EW data acquired in the Arctic are a combination of HH and HV polarizations for intensive monitoring of sea ice.

Based on the rather well-developed GMFs for retrieving sea surface wind fields by spaceborne SAR data, we determined four parameters, i.e., the radar backscatter $\sigma^0_{HH}$, the azimuthal sea surface wind direction in terms of $\cos(\phi)$ and $\cos(2\phi)$, and the incidence angle $\theta$, to use as inputs to the neural network. The structure of the neural network was determined based on various trials. We duplicated the high wind cases in the training dataset to increase their influence on the network performance, which partially resolved the problems of underestimating SSWS for wind speeds above approximately 16 m/s. A comparison of the retrieved SSWS using the testing dataset (1,319,321 data pairs) with the collocated ASCAT wind speed yielded a bias of 0.23 m/s and an RMSE of 1.25 m/s. Although the overall bias suggests an overestimation over the ASCAT wind speeds, a stepwise comparison (indicated by the error bars in Figure 5d) suggests that the bias has a limited dependence on the wind speeds. Moreover, the saturation phenomenon of SSWS retrievals generally found in SAR co–polarization data using GMFs is not distinct in the retrievals (up to SSWS of approximately 30 m/s) using the BP neural network.

We further compared the S1–derived SSWS with the independent NDBC buoy measurements, in which a bias of 0.12 m/s and an RMSE of 1.42 m/s were obtained. Although the data pairs of S1 collocated with the measurements from the XueLong icebreaker acquired during the Arctic surveys are limited, their comparison revealed a similar RMSE value to that of the comparison with the NDBC buoy measurements.

Our next step is to produce a sea surface wind field product in the Arctic based on the S1 data acquired since its launch; accordingly, we have to use a reanalysis model wind direction data (which has uniform outputs in both space and time) as input to the developed BP neural network. Therefore, we preliminarily analyzed the effect of the bias of the ERA–5 reanalysis wind model on the retrieval of the S1 SSWS. Up to 19 m/s of SSWS, the induced absolute error of the retrieval is less than 0.25 m/s. With increasing wind speed, the increasing trend of the absolute error is obvious and can reach 0.38 m/s for an SSWS of 27 m/s. Interestingly, the induced absolute error exhibits a periodic variation in azimuthal wind direction, roughly follows a combination of sine and cosine functions.

While a denoising method for S1 EW data in HV polarization has recently been developed [33], both the HH and HV polarization information from the EW data acquired in the Arctic will be included in the BP neural network, which might facilitate better retrieval of high wind cases [32,34]. Along with developing a robust method for discriminating sea ice and open water from S1 EW data, we will combine this method with sea surface wind retrievals to obtain synergistic information on sea ice and ocean dynamic parameters in the MIZ of the Arctic.

Owing to the large volume of S1 data acquired over the globe, quantitative retrievals of dynamic parameters in the air–sea interface based on machine learning algorithms are drawing more attention. The present study demonstrates that the most common BP neural network can yield accurate retrievals of SSWS and can even somehow partially resolve the problem of underestimating high wind speeds which are often encountered when the conventional GMF methods are used. The information stored in the BP neural network is a set of numerical weights and connects among neurons in different layers. However, these weights and connections do not provide direct clues as to how the task (i.e., retrieval of SSWS using the S1 data) is performed or what the relationship is between inputs and outputs.

One issue that remains unresolved is that the proposed method still needs external wind direction data as inputs. We are in the era of big SAR data. Thus, deep learning might be one way to solve this issue, which has limited the retrievals of sea surface wind fields by spaceborne SAR for a few decades.
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Appendix A

In the following, the processing steps for retrieving SSWS from the S1 EW data using the developed BP neural network are provided. The MATLAB functions used are written in **bold and italic**.

**Step 1:** Reading the S1 data and conducting radiometric calibration

The digital number (DN) values (DN$_i$) of the S1 data are read from the Geotiff data and the calibration vector (A$_i$), noise vector (η$_i$), latitude matrix (lat), longitude matrix (lon), incidence angle matrix (inc), and look angle (look_angle) are read from the annotation files (.XML).

The S1 data are radiometrically calibrated using the following equation:

\[
\sigma_{HH}^0(i) = \frac{DN_i^2 - \eta_i}{A_i^2}
\]  

(A1)

At the same time, the matrices of $\sigma_{HH}^0$, lat, lon and inc are interpolated to grids, where each grid has a size of 2 km by 2 km.

**Step 2:** Masking and homogeneity test

We use coastline data from the Global Self-consistent, Hierarchical, High-resolution Geography Database (GSHHG) coastal line data [35] to mask the land area in the S1 images. Then, the IMS data are used to mask the sea ice cover. As mentioned in the main text, there are discrepancies in the sea ice cover between SAR observations and IMS data. On the other hand, there may exist other features that disturb the sea surface and make the data unsuitable for SSWS retrieval. So, we use the homogeneity factor [25] to exclude these grids from retrievals. The homogeneity factor is defined as:

\[
\xi_H = \left( \sum_k \text{mean}(\Phi_k) \right)^{-1} \sum_k \frac{\text{var}(\Phi_k)}{\text{mean}(\Phi_k)}
\]  

(A2)

And

\[
\text{var}(\Phi_k) = \frac{1}{N} \sum_{j=1}^{N} (\Phi_k^j - \text{mean}(\Phi_k))^2
\]  

(A3)

We further divide each SAR sub–image (2 km × 2 km) into 2×2 sub–grids to calculate the homogeneity factor, i.e., $N = 2$ in (A3). The image power spectrum $\Phi_k$ of each sub–grid is estimated by a fast Fourier transform (FFT). The S1 sub–images with a homogeneity factor $\leq 1.05$ are used for the retrieval. However, as this threshold is determined based on empirical experience (visual inspections), we have found that some retrievals are acceptable when their homogeneity factors are between 1.05 and 1.50. Therefore, the SSWS retrievals from the sub–images which have the homogeneity factor in this range ([1.05, 1.5]) are defined as “suspecting” results in the NetCDF product.

**Step 3:** Matching the S1 data with the ERA–5 reanalysis wind model data

Following the preprocessing in the above two steps, each S1 sub–image is temporally and spatially matched with the ERA–5 reanalysis wind data.
As the ERA−5 reanalysis wind model data is available each hour, the temporal difference between the SAR observation and the model is no larger than 30 min. With respect to spatial collocation, the u and v components of the ERA−5 wind data at the four (model) grids nearest to the SAR subimage are bilinearly interpolated to the location of the sub−image. Based on the u and v components, one can derive wind direction and the consequent azimuthal wind direction \( \phi \) by taking into account the SAR looking angle.

After matching the SAR observations with the ERA−5 reanalysis wind data, each SAR sub−image has four inputs available, i.e., \( \sigma_{HH}^0 \), \( \theta \), \( \cos(\phi) \) and \( \cos(2\phi) \) for the trained BP neural network, which compose an array in MATLAB:

\[
Array_{input} = [\sigma_{HH}^0 \cos(\phi) \cos(2\phi) \theta]
\]  
\[\text{(A4)}\]

**Step 4:** Retrieval of SSWS using the BP neural network

We applied the MATLAB function `mapminmax` to scale the input to the range \([-1, 1]\):

\[
Array_{input_{norm}} = \text{mapminmax}(Array_{input})
\]  
\[\text{(A5)}\]

Then, we applied the MATLAB function `sim` to retrieve the SSWS:

\[
SSWS_{norm} = \text{sim}(BP_{net}, Array_{input_{norm}})
\]  
\[\text{(A6)}\]

The output of the neural network \( SSWS_{norm} \) is a normalized retrieved SSWS and needs to be anti−normalized to obtain the true wind speed. We set the \( \min \) and \( \max \) values of normalizing the sea surface wind speed to be 0 and 30. Note that setting of the maximum value of 30 m/s to normalize SSWS does not limit the retrievals cannot be over 30 m/s as the network can output values of \( SSWS_{norm} \) larger than 1.0.

The weights and biases of the trained BP neural network are stored in the matrix \( BP_{net} \), which are provided in the MATLAB code as supplementary to the preprint version of the manuscript: https://www.preprints.org/manuscript/202005.0300/v1.
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