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Abstract

Let \( A \) be an order \( t \) dimension \( m \times n \times \cdots \times n \) tensor over complex field. In this paper, we study some generalized inverses of \( A \), the \( k \)-T-idempotent tensors and the idempotent tensors based on the general tensor product. Using the tensor generalized inverse, some solutions of the equation \( A \cdot x^{t-1} = b \) are given, where \( x \) and \( b \) are dimension \( n \) and \( m \) vectors, respectively. The generalized inverses of some block tensors, the eigenvalues of \( k \)-T-idempotent tensors and idempotent tensors are given. And the relation between the generalized inverses of tensors and the \( k \)-T-idempotent tensors is also showed.
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1. Introduction

In recent years, there has been extensive attention and interest in the work of spectral theory of tensors and hypergraphs \([4]-[10]\), since the research of Qi \([1]\), Lim \([2]\) and Shao \([3]\).

For a positive integer \( n \), let \( [n] = \{1, \ldots, n\} \). An order \( t \) tensor \( \mathcal{A} = (a_{i_1 \cdots i_t})_{1 \leq i_j \leq n_j} \ (j = 1, \ldots, t) \) is a multidimensional array with \( n_1 n_2 \cdots n_t \) entries. Let \( \mathbb{C}^{n_1 \times \cdots \times n_t} \) be the set of all the order \( t \) dimension \( n_1 \times \cdots \times n_t \) tensors.
over complex field $\mathbb{C}$. Clearly, an order 2 tensor is a matrix. Let $\mathbb{C}^{m,n}$ denote the set of all the $m \times n \times \cdots \times n$ tensors of order $t$ over complex field. Let $\mathcal{D} = \text{diag}(d_{1\cdots 1}, \ldots, d_{n\cdots n}) \in \mathbb{C}^{n,n}_t$ be a diagonal tensor whose entries are all zero except for $d_{ii\cdots i}, i = 1, \ldots, n$. If $d_{ii\cdots i} = 1, i = 1, \ldots, n$, then $\mathcal{D}$ is the unit tensor with order $t$, denoted by $I$. For the vector $x = (x_1, x_2, \ldots, x_n)^T \in \mathbb{C}^n$ and the tensor $\mathcal{A} \in \mathbb{C}^{m,n}_t$, let $\mathcal{A} \cdot x^{t-1}$ be a dimension $m$ vector whose $i$-th component is

$$
(\mathcal{A} \cdot x^{t-1})_i = \sum_{i_2, \ldots, i_t \in [n]} a_{i_2 \cdots i_t} x_{i_2} x_{i_3} \cdots x_{i_t},
$$

where $i \in [m]$. In [1], Qi defined the eigenvalue of tensors. For $\mathcal{A} \in \mathbb{C}^{n,n}_t$, $\lambda \in \mathbb{C}$ is called the eigenvalue of $\mathcal{A}$ if there exists nonzero vector $x \in \mathbb{C}^n$ such that $\mathcal{A} \cdot x^{t-1} = \lambda x^{[t-1]}$, where $x^{[r]} = (x_1^r, x_2^r, \ldots, x_n^r)^T$.

Shao defined the general tensor product in [3]. For tensors $\mathcal{A} \in \mathbb{C}^{n,n}_t$ and $\mathcal{B} \in \mathbb{C}^{n,n}_k$, the general tensor product of them is $\mathcal{A} \mathcal{B} \in \mathbb{C}^{n,n}_{(t-1)(k-1)+1}$ with entries as

$$
(\mathcal{A} \mathcal{B})_{i_1 \alpha_1 \cdots \alpha_{t-1}} = \sum_{i_2, \ldots, \alpha_t \in [n]} a_{i_2 \cdots i_t} b_{i_2 \alpha_1} \cdots b_{i_t \alpha_{t-1}},
$$

where $i \in [n], \alpha_1, \ldots, \alpha_{t-1} \in [n]^{k-1}$. Bu et al. showed that the general product of $\mathcal{A} \in \mathbb{C}^{n,n}_t$, $\mathcal{B} \in \mathbb{C}^{n,m}_k$ also can be written as Eq.(2), where $i \in [m], \alpha_1, \ldots, \alpha_{t-1} \in [m]^{k-1}$.

The definition of the inverse of tensors was given in [11]. For $\mathcal{A} \in \mathbb{C}^{n,n}_t$, $\mathcal{B} \in \mathbb{C}^{n,n}_k$, if $\mathcal{A} \mathcal{B} = I$, then $\mathcal{A}$ is called an order $t$ left inverse of $\mathcal{B}$, denoted by $\mathcal{B}^L$; $\mathcal{B}$ is called an order $k$ right inverse of $\mathcal{A}$, denoted by $\mathcal{A}^R$.

It is well known that there are many types of generalized inverses of matrices (operators) [12]. Let $\mathbb{H}$ be a Hilbert space and $\mathcal{L}(\mathbb{H})$ be the set of the linear operators on $\mathbb{H}$. Let $A \in \mathbb{C}^{n \times n} (\in \mathcal{L}(\mathbb{H})), X \in \mathbb{C}^{n \times m} (\in \mathcal{L}(\mathbb{H}))$,

$$
(1) AXA = A; \quad (2) XAX = X; \quad (5) XA = AX.
$$

The matrix (operator) $X$ is said to be the $\{i\}$ inverse of the matrix (operator) $A$ if the above equation (i) holds. $A\{i\}$ is the set of all the $\{i\}$ inverses of $A$. The matrix (operator) $X$ is called the group inverse of the matrix (operator) $A$ if the equations (1), (2) and (5) hold, denoted by $A^\#$. And the group inverse is a kind of spectral generalized inverse [12].

The generalized inverses of block matrices (operators) have important applications in algebraic connectivity and algebraic bipartiteness of graphs.
Markov chains ([14,15]), resistance distance [16] and so on. Scholars gave many results on the representations of the generalized inverses of block matrices [17]-[19].

In this paper, we study the generalized inverses of tensors, the $k$-T-idempotent tensors and the idempotent tensors. This paper is organized as follows. In section 2, we show the definitions of some generalized inverses of tensors. And using the generalized inverse, some solutions of the equation \( A \cdot x^{-1} = b \) is gotten, where \( A \in \mathbb{C}^{m,n} \), the vectors \( x \in \mathbb{C}^n \), \( b \in \mathbb{C}^m \). The tensor generalized inverses of some block tensors are given. In the section 3, we give the definitions of the $k$-T-idempotent tensors and idempotent. There also some results on the eigenvalues of the $k$-T-idempotent tensors and idempotent tensors; the relation between the $k$-T-idempotent tensors (idempotent tensors) and the tensor generalized inverses. In the section 4, some examples of tensor generalized inverses and idempotent tensors are presented.

2. Generalized inverse of tensors

In this section, we show the \( \{1\} \) inverse of a tensor \( A \in \mathbb{C}^{m,n}_t \) first.

For a tensor \( A \in \mathbb{C}^{m,n}_t \), let \( R(A) = \{ A \cdot y^{-1} | y \in \mathbb{C}^n \} \), \( N(A) = \{ x | A \cdot x^{-1} = 0, \ x \in \mathbb{C}^n \} \). Obviously, the equation \( A \cdot x^{-1} = b \) is solvable iff \( b \in R(A) \), where \( x \in \mathbb{C}^n \). Next, we consider the problem that for the tensor \( A \in \mathbb{C}^{m,n}_t \), whether \( G \cdot (b^{[\frac{1}{k}]})^{k-1} \) is a solution of \( A \cdot x^{-1} = b \) for all the vectors \( b \in R(A) \), where \( G \in \mathbb{C}_{k,m}^n \) and \( s = (t-1)(k-1) \). If it is a solution of \( A \cdot x^{-1} = b \) for all the \( b \in R(A) \). Then, \( AG \cdot (b^{[\frac{1}{k}]})^s = b \), that is

\[
AG \cdot [(A \cdot y^{-1})^{[\frac{1}{k}]}]^s = A \cdot y^{-1} \quad \text{for all } y \in \mathbb{C}^n.
\]

On the other hand, if \( G \) satisfies \( AG \cdot [(A \cdot y^{-1})^{[\frac{1}{k}]}]^s = A \cdot y^{-1} \) for all \( y \in \mathbb{C}^n \). Since \( b \in R(A) \), there exists a vector \( y \in \mathbb{C}^n \) such that \( AG \cdot (b^{[\frac{1}{k}]})^s = AG \cdot [(A \cdot y^{-1})^{[\frac{1}{k}]}]^s = A \cdot y^{-1} = b \). It implies that \( G \cdot (b^{[\frac{1}{k}]})^{k-1} \) is a solution of \( A \cdot x^{-1} = b \).

From the above discussion, we give the concept of the \( \{1\} \) inverse of tensors as follows.

**Definition 2.1.** Let \( A \in \mathbb{C}^{m,n}_t \) and \( X \in \mathbb{C}^{k,n}_m \). If the equation

\[
AX \cdot [(A \cdot y^{-1})^{[\frac{1}{k}]}]^s = A \cdot y^{-1}
\]

holds for all \( y \in \mathbb{C}^n \), where \( s = (t-1)(k-1) \), then \( X \) is called the order \( k \) \( \{1\} \) inverse of \( A \), denoted by \( A^{(1)}k \). Denote the set of all the order \( k \) \( \{1\} \) inverses of \( A \) by \( A\{1\}_k \).
If an order $k$ right inverse of the tensor $\mathcal{A} \in \mathbb{C}^{m,n}_t$ exists, then $\mathcal{A} \mathcal{A}^R_k = \mathcal{I}$, $\mathcal{A} \mathcal{A}^R_k \cdot [(\mathcal{A} \cdot y^t)^{1/2}]^s = \mathcal{I} \cdot [(\mathcal{A} \cdot y^t)^{1/2}]^s = \mathcal{A} \cdot y^t$, where $y \in \mathbb{C}^n$ is an arbitrary vector and $s = (t-1)(k-1)$. Hence, $\mathcal{A}^R_k$ is a $\{1\}$ inverse of $\mathcal{A}$. The $\{1\}$ inverse (with fixed order) of a tensor is not unique in general. If an order $k$ tensor $\mathcal{X}$ is a $\{1\}$ inverse of $\mathcal{A}$, we write $\mathcal{A}^{(1)_k} = \mathcal{X}$. When $t = k = 2$, it is easy to see that Definition 2.1 is the definition of the $\{1\}$ inverse of matrices (see [12]).

**Proposition 2.2.** Let $\mathcal{A} \in \mathbb{C}^{m,n}_t$ and $x \in \mathbb{C}^n$. Let $\mathcal{A}^{(1)_k}$ denote a $\{1\}$ inverse of $\mathcal{A}$. If the equation $\mathcal{A} \cdot x^{t-1} = b$ is solvable, then $x = \mathcal{A}^{(1)_k} \cdot (b^{1/2})^{k-1}$ is a solution of it, where $s = (t-1)(k-1)$.

For $a \in \mathbb{C}$, let $a^+ = \{a^{-1}$, $a \neq 0$, $0$, $a = 0$. 

**Proposition 2.3.** Let $\mathcal{A} = \text{diag}(a_1, a_2, \ldots, a_n) \in \mathbb{C}^{n,n}_t$ be a diagonal tensor. Then 

$$\text{diag}((a_1^+)^{-1/2}, (a_2^+)^{-1/2}, \ldots, (a_n^+)^{-1/2}) \in \mathbb{C}^{n,n}_k$$

is an order $k$ $\{1\}$ inverse of $\mathcal{A}$.

**Proof.** Let $\mathcal{X} = \text{diag}((a_1^+)^{-1/2}, (a_2^+)^{-1/2}, \ldots, (a_n^+)^{-1/2})$. It follows from Eq. (1) that $(\mathcal{A} \cdot y^t)^{1/2} = a_i y_i^{t-1}$, $i \in [n]$, $y \in \mathbb{C}^n$. By Eq. (2), it yields that $\mathcal{A} \mathcal{X}$ is a diagonal tensor with the diagonal entries 1 or 0. By directly computation, we have 

$$\mathcal{A} \mathcal{X} \cdot [(\mathcal{A} \cdot y^t)^{1/2}]^s = \mathcal{A} \cdot y^t,$$

for all the $y \in \mathbb{C}^n$, where $s = (k-1)(t-1)$. Hence, $\mathcal{X}$ is an order $k$ $\{1\}$ inverse of $\mathcal{A}$.

The order $k$ right inverse of unit tensor exists and is not unique in general (see [11]), the order $k$ right inverse of a unit tensor is the order $k$ $\{1\}$ inverse of itself.

Next, we show some results on the $\{1\}$ inverse of block tensors. Let $\mathcal{A} = (a_{i \ldots i}) \in \mathbb{C}^{m,n}_t$. Let $\tilde{\mathcal{A}} = (a_{i \ldots i}) \in \mathbb{C}^{r,l}_t$ be a subtensor of $\mathcal{A}$, where $r \leq m$, $l \leq n$ (see [21]).

**Theorem 2.4.** Let $\mathcal{A} \in \mathbb{C}^{m,n}_t$ and let $\tilde{\mathcal{A}} \in \mathbb{C}^{r,l}_t$ be the subtensor of $\mathcal{A}$. If the entries of $\mathcal{A}$ are all zero except for $\tilde{\mathcal{A}}$. Then each tensor $\mathcal{G} \in \mathcal{A} \{1\}_k$ is a tensor with the subtensor $\tilde{\mathcal{G}} \in \mathcal{A} \{1\}_k$ and all the other entries are arbitrary.
Proof. Let $G = (g_{i_1 \cdots i_k}) \in \mathbb{C}_k^{n,m}$ be an order $k\{1\}$ inverse of $A$. $\tilde{G} \in \mathbb{C}_k^{l,r}$ denotes the subtensor of $G$. Let $y = \begin{pmatrix} Y_1 \\ Y_2 \end{pmatrix} \in \mathbb{C}^a$ be an arbitrary vector, where $Y_1 = (y_1, \ldots, y_l)^T$ and $Y_2 = (y_{l+1}, \ldots, y_n)^T$.

By the general tensor product, it yields that the $i$-th component of vector $A \cdot y^{t-1}$ is

$$(A \cdot y^{t-1})_i = \begin{cases} \sum_{i_2, \ldots, i_t \in [l]} a_{i_2 \cdots i_t} y_{i_2} \cdots y_{i_t} = (\tilde{A} \cdot Y_1^{t-1})_i, & i \leq r; \\
0, & i > r. \end{cases}$$

That is $A \cdot y^{t-1} = \begin{pmatrix} \tilde{A} \cdot Y_1^{t-1} \\ 0 \end{pmatrix}$. By computing, we get

$$(A G)_{i \alpha_1 \cdots \alpha_{t-1}} = \sum_{i_2, \ldots, i_t \in [l]} a_{i_2 \cdots i_t} g_{i_2 \alpha_1} \cdots g_{i_t \alpha_{t-1}} = (\tilde{A} \tilde{G})_{i \alpha_1 \cdots \alpha_{t-1}},$$

if all the indices in $i, \alpha_1, \ldots, \alpha_{t-1}$ are less than or equal to $r$; $(A G)_{i \alpha_1 \cdots \alpha_{t-1}} = 0$ if $i > r$.

Let $z = (A \cdot y^{t-1})^{[\frac{1}{2}]} = \begin{pmatrix} (\tilde{A} \cdot Y_1^{t-1})^{[\frac{1}{2}]} \\ 0 \end{pmatrix}$, where $s = (t-1)(k-1)$. By Eq.(1), it yields that

$$(A G \cdot z^s)_i = \begin{cases} (\tilde{A} \tilde{G} \cdot [(\tilde{A} \cdot Y_1^{t-1})^{[\frac{1}{2}]}]^s)_i, & i \leq r; \\
0, & i > r. \end{cases}$$

That is $A G \cdot z^s = \begin{pmatrix} \tilde{A} \tilde{G} \cdot [(\tilde{A} \cdot Y_1^{t-1})^{[\frac{1}{2}]}]^s \end{pmatrix}$. Since $G$ is an order $k\{1\}$ inverse of $A$, it yields that $A G \cdot z^s = A \cdot y^{t-1}$, so $\tilde{A} \tilde{G} \cdot [(\tilde{A} \cdot Y_1^{t-1})^{[\frac{1}{2}]}]^s = \tilde{A} \cdot Y_1^{t-1}$. Thus, we get $\tilde{G}$ is an order $k\{1\}$ inverse of $\tilde{A}$ and all the other entries of $G$ are arbitrary.

When the tensor $A$ in Theorem 2.4 is an order 2 tensor, the following result can be gotten.

**Corollary 2.5.** Let the block matrix $A = \begin{pmatrix} A_1 & 0 \\ 0 & 0 \end{pmatrix} \in \mathbb{C}^{m \times n}$ and $A_1 \in \mathbb{C}^{r \times l}$. Then

$$A\{1\} = \left\{ \begin{pmatrix} W & X \\ Y & Z \end{pmatrix} \in \mathbb{C}^{n \times m} \middle| \begin{array}{c} W \in A_1\{1\}, \ X, Y \text{ and } Z \text{ are proper matrices with arbitrary entries} \end{array} \right\}. $$

5
The tensor $\mathcal{A} \in \mathbb{C}_t^{n,n}$ is a diagonal block tensor as

$$\mathcal{A} = \text{diag}(\mathcal{A}_1, \mathcal{A}_2),$$

where $\mathcal{A}_1 = (a_{i_1 \cdots i_r})$ ($i_1, \ldots, i_r \leq r \leq n$, $r$ is a positive integer); $\mathcal{A}_2 = (a_{i_1 \cdots i_t})$ ($i_1, \ldots, i_t > r$). And the other entries of $\mathcal{A}$ are all zero (see [22]).

**Theorem 2.6.** Let $\mathcal{A}$ be the form as in [3]. Then $\text{diag}(\mathcal{A}_1^{(1)}, \mathcal{A}_2^{(1)}) \in \mathbb{C}_k^{n,n}$ is an order $k$ $\{1\}$ inverse of $\mathcal{A}$.

**Proof.** Let $\mathcal{G}_1 = \mathcal{A}_1^{(1)}, \mathcal{G}_2 = \mathcal{A}_2^{(1)}$ and $\mathcal{G} = \text{diag}(\mathcal{G}_1, \mathcal{G}_2)$. And $y = \left( \begin{array}{c} Y_1 \\ Y_2 \end{array} \right) \in \mathbb{C}^n$ is an arbitrary vector, where $Y_1 = (y_1, \ldots, y_r)^T$ and $Y_2 = (y_{r+1}, \ldots, y_n)^T$.

By calculating, it yields that

$$(\mathcal{A} \cdot y^{t-1}) = \left( \begin{array}{c} (A_1 \cdot Y_1^{t-1})_i, \text{ if } i \leq r; \\ (A_2 \cdot Y_2^{t-1})_i, \text{ if } i > r. \end{array} \right)$$

That is $\mathcal{A} \cdot y^{t-1} = \left( \begin{array}{c} A_1 \cdot Y_1^{t-1} \\ A_2 \cdot Y_2^{t-1} \end{array} \right)$. It follows from Eq.(2) that: if all the indices in $i, \alpha_1, \ldots, \alpha_{t-1}$ are less than or equal to $r$, then

$$(\mathcal{A}\mathcal{G})_{i\alpha_1 \cdots \alpha_{t-1}} = (\mathcal{A}_1\mathcal{G}_1)_{i\alpha_1 \cdots \alpha_{t-1}};$$

if all the indices in $i, \alpha_1, \ldots, \alpha_{t-1}$ are greater than $r$, then

$$(\mathcal{A}\mathcal{G})_{i\alpha_1 \cdots \alpha_{t-1}} = (\mathcal{A}_2\mathcal{G}_2)_{i\alpha_1 \cdots \alpha_{t-1}};$$

the other entries of $\mathcal{A}\mathcal{G}$ are all zero. It implies that $\mathcal{A}\mathcal{G} = \text{diag}(\mathcal{A}_1\mathcal{G}_1, \mathcal{A}_2\mathcal{G}_2)$.

Let $z_1 = A_1 \cdot (Y_1^{t-1})_1, z_2 = A_2 \cdot (Y_2^{t-1})_1$ and $z = \left( \begin{array}{c} z_1 \\ z_2 \end{array} \right) = (\mathcal{A} \cdot y^{t-1})_{11}$. By Eq.(1), we have

$$(\mathcal{A}\mathcal{G} \cdot z^s)_i = \left\{ \begin{array}{ll} (A_1\mathcal{G}_1 \cdot z_1^s)_i = (A_1\mathcal{G}_1 \cdot [(A_1 \cdot Y_1^{t-1})_{11}])^s)_i = (A_1 \cdot Y_1^{t-1})_i, \text{ if } i \leq r; \\ (A_2\mathcal{G}_2 \cdot z_2^s)_i = (A_2\mathcal{G}_2 \cdot [(A_2 \cdot Y_2^{t-1})_{11}])^s)_i = (A_2 \cdot Y_2^{t-1})_i, \text{ if } i > r. \end{array} \right.$$
We partition a tensor $\mathbf{A} \in \mathbb{C}^{m,n}$ into the row blocks as

$$
\mathbf{A} = \left( \begin{array}{c}
\mathbf{A}_1 \\
\mathbf{A}_2
\end{array} \right),
$$

(4)

where $\mathbf{A}_1 = (a_{i_1 \ldots i_t})$ ($i_1 \leq r$); $\mathbf{A}_2 = (a_{i_1 \ldots i_t})$ ($i_1 > r$, $r \leq m$, $r$ is a positive integer). And we also can partition $\mathbf{A}$ into the column blocks as

$$
\mathbf{A} = \left( \begin{array}{c}
\mathbf{A}_1 \\
\mathbf{A}_2
\end{array} \right),
$$

(5)

where $\mathbf{A}_1 = (a_{i_1 \ldots i_t})$ ($i_1, \ldots, i_t \leq r \leq n$); $\mathbf{A}_2 = (a_{i_1 \ldots i_t})$ otherwise (see [11]).

**Theorem 2.7.** (1) Let $\mathbf{A}$ be the form as in (4) and $\mathbf{A}_1 \{1\}_k$ be the set of all the order $k \{1\}$ inverses of $\mathbf{A}_1$. If $\mathbf{A}_2 = 0$, then

$$
\mathbf{A} \{1\}_k = \left\{ \left( \begin{array}{c}
\mathbf{W} \\
\mathbf{X}
\end{array} \right) \in \mathbb{C}^{n,m} \right| \mathbf{W} \in \mathbf{A}_1 \{1\}_k, \text{ } \mathbf{X} \text{ is a proper tensor with arbitrary entries} \right\};
$$

(2) Let $\mathbf{A}$ be the form as in (5) and $\mathbf{A}_1 \{1\}_k$ be the set of all the order $k \{1\}$ inverses of $\mathbf{A}_1$. If $\mathbf{A}_2 = 0$, then

$$
\mathbf{A} \{1\}_k = \left\{ \left( \begin{array}{c}
\mathbf{W} \\
\mathbf{Y}
\end{array} \right) \in \mathbb{C}^{n,m} \right| \mathbf{W} \in \mathbf{A}_1 \{1\}_k, \text{ } \mathbf{Y} \text{ is a proper tensor whose entries are arbitrary} \right\}.
$$

**Proof.** (1) Let the column blocks tensor $\mathbf{G} = (\mathbf{G}_1, \mathbf{G}_2) \in \mathbb{C}^{n,m}$ be an order $k \{1\}$ inverse of $\mathbf{A}$, where $\mathbf{G}_1 \in \mathbb{C}^{n,r}$. And $\mathbf{y} = \left( \begin{array}{c}
\mathbf{Y}_1 \\
\mathbf{Y}_2
\end{array} \right) \in \mathbb{C}^{n}$ is an arbitrary vector, where $\mathbf{Y}_1 = (y_1, \ldots, y_r)^T$ and $\mathbf{Y}_2 = (y_{r+1}, \ldots, y_n)^T$.

By calculating, it yields that the $i$-th component of vector $\mathbf{A} \cdot \mathbf{y}^{t-1}$ is

$$
(\mathbf{A} \cdot \mathbf{y}^{t-1})_i = \left\{ \begin{array}{ll}
\sum_{i_2, \ldots, i_t \in [n]} a_{ii_2 \ldots i_t} y_{i_2} y_{i_3} \cdots y_{i_t} = (\mathbf{A}_1 \cdot \mathbf{y}^{t-1})_i, & \text{if } i \leq r; \\
(\mathbf{A} \cdot \mathbf{y}^{t-1})_i = 0, & \text{if } i > r.
\end{array} \right.
$$

That is $\mathbf{A} \cdot \mathbf{y}^{t-1} = \left( \begin{array}{c}
\mathbf{A}_1 \cdot \mathbf{y}^{t-1} \\
0
\end{array} \right)$. It follows from the general tensor product that

$$
(\mathbf{A} \mathbf{G})_{i_1 \ldots i_t t-1} = \left\{ \begin{array}{ll}
\sum_{i_2, \ldots, i_t \in [n]} a_{ii_2 \ldots i_t} g_{i_2 a_1} \cdots g_{i_t a_t-1} = (\mathbf{A}_1 \mathbf{G})_{i_1 \ldots i_t-1}, & \text{if } i \leq r; \\
0, & \text{if } i > r.
\end{array} \right.
$$
It implies that \( \mathcal{A} \mathcal{G} = \begin{pmatrix} \mathcal{A}_1 \mathcal{G} \\ 0 \end{pmatrix} \). Let \( z = (\mathcal{A} \cdot y^{t-1})^{[\frac{1}{2}]} = \begin{pmatrix} (\mathcal{A}_1 \cdot y^{t-1})^{[\frac{1}{2}]} \\ 0 \end{pmatrix} \), where \( s = (t - 1)(k - 1) \). By calculating, we have

\[
(\mathcal{A} \mathcal{G} \cdot z^s)_i = \begin{cases} (\mathcal{A}_1 \mathcal{G}_1 \cdot [(\mathcal{A}_1 \cdot y^{t-1})^{[\frac{1}{2}]}]^s)_{i} & \text{if } i \leq r; \\ 0 & \text{if } i > r. \end{cases}
\]

Since \( \mathcal{G} \) is a \( \{1\} \) inverse of \( \mathcal{A} \), that is \( \mathcal{A} \mathcal{G} \cdot z^s = \mathcal{A} \cdot y^{t-1} \), so \( \mathcal{A}_1 \mathcal{G}_1 \cdot [(\mathcal{A}_1 \cdot y^{t-1})^{[\frac{1}{2}]}]^s = \mathcal{A}_1 \cdot y^{t-1} \). Thus, we get \( \mathcal{G}_1 \) is a \( \{1\} \) inverse of \( \mathcal{A}_1 \) and \( \mathcal{G}_2 \) is arbitrary.

(2) Let the row blocks tensor \( \mathcal{G} = \begin{pmatrix} \mathcal{G}_1 \\ \mathcal{G}_2 \end{pmatrix} \in \mathbb{C}^{m \times m} \) be an order \( k \) \{1\} inverse of \( \mathcal{A} \), where \( \mathcal{G}_1 \in \mathbb{C}_k^{m \times m} \). And \( y = \begin{pmatrix} Y_1 \\ Y_2 \end{pmatrix} \in \mathbb{C}^m \) is an arbitrary vector, where \( Y_1 = (y_1, \ldots, y_r)^T \) and \( Y_2 = (y_{r+1}, \ldots, y_n)^T \).

By calculation, it yields that

\[
(\mathcal{A} \cdot y^{t-1})_i = \sum_{i_2 \cdots i_r \in [n]^{t-1}} a_{i_2 \cdots i_r} y_{i_2} y_{i_3} \cdots y_{i_t} \\
+ \sum_{i_2 \cdots i_r \in \mathbb{Z}^r} a_{i_2 \cdots i_r} y_{i_2} y_{i_3} \cdots y_{i_t} \\
= (A_1 \cdot Y_1^{t-1} + 0)_i.
\]

It follows from the general tensor product that

\[
(\mathcal{A} \mathcal{G})_{i_1 \alpha_1 \cdots \alpha_{t-1}} = \sum_{i_2 \cdots i_r \in [n]^{t-1}} a_{i_2 \cdots i_r} g_{i_2 \alpha_1} \cdots g_{i_r \alpha_{t-1}} \\
+ \sum_{i_2 \cdots i_r \in \mathbb{Z}^r} a_{i_2 \cdots i_r} g_{i_2 \alpha_1} \cdots g_{i_r \alpha_{t-1}} \\
= (A_1 \mathcal{G}_1 + 0)_{i_1 \alpha_1 \cdots \alpha_{t-1}}.
\]

Let \( z = (\mathcal{A} \cdot y^{t-1})^{[\frac{1}{2}]} = (A_1 \cdot Y_1^{t-1})^{[\frac{1}{2}]} \), where \( s = (t - 1)(k - 1) \). Then \( (\mathcal{A} \mathcal{G} \cdot z^s)_i = (A_1 \mathcal{G}_1 \cdot [(A_1 \cdot Y_1^{t-1})^{[\frac{1}{2}]}]^s)_{i} \). Since \( \mathcal{G} \) is a \( \{1\} \) inverse of \( \mathcal{A} \), it yields that \( \mathcal{A} \mathcal{G} \cdot z^s = \mathcal{A} \cdot y^{t-1} \), so \( A_1 \mathcal{G}_1 \cdot [(A_1 \cdot Y_1^{t-1})^{[\frac{1}{2}]}]^s = A_1 \cdot Y_1^{t-1} \). Thus, we get \( \mathcal{G}_1 \) is a \( \{1\} \) inverse of \( \mathcal{A}_1 \) and \( \mathcal{G}_2 \) is arbitrary.

When the tensor \( \mathcal{A} \) in Theorem 2.7 is an order 2 tensor, the following result can be gotten.
Corollary 2.8. (1) Let the block matrix $A = \begin{pmatrix} A_1 & 0 \end{pmatrix} \in \mathbb{C}^{m \times n}$ and $A_1 \in \mathbb{C}^{m \times r}$. Then

$A\{1\} = \left\{ \begin{pmatrix} W \\ Y \end{pmatrix} \in \mathbb{C}^{n \times m} \mid W \in A_1\{1\}, Y \text{ is a proper matrix with arbitrary entries} \right\} ;$

(2) Let the block matrix $A = \begin{pmatrix} A_1 & 0 \end{pmatrix} \in \mathbb{C}^{m \times n}$ and $A_1 \in \mathbb{C}^{r \times n}$. Then

$A\{1\} = \left\{ \begin{pmatrix} W & X \end{pmatrix} \in \mathbb{C}^{n \times m} \mid W \in A_1\{1\}, X \text{ is a proper matrix with arbitrary entries} \right\} .

Theorem 2.9. Let $\mathcal{A} = \text{diag}(a_1, a_2, \ldots, a_n) \in \mathbb{C}_t^{n,n}$ be a diagonal tensor, where $a_i \neq 0$ ($i = 1, \ldots, n$). Then the order $2 \{1\}$ inverse of $\mathcal{A}$ is the following diagonal matrix

$$\text{diag}(a_1^{\frac{-1}{t-1}}, a_2^{\frac{-1}{t-1}}, \ldots, a_n^{\frac{-1}{t-1}}) \in \mathbb{C}^{n \times n}.$$ 

Proof. Let $X = (x_{ij}) \in \mathbb{C}^{n \times n}$ be the order $2 \{1\}$ inverse of $\mathcal{A}$ and $y \in \mathbb{C}^n$ be an arbitrary vector. By computation, we have the components of $\mathcal{A} \cdot y^{t-1}$ and $X(\mathcal{A} \cdot y^{t-1})[\frac{1}{t-1}]$ are

$$(\mathcal{A} \cdot y^{t-1})_i = a_i y_i^{t-1} \text{ and } (X(\mathcal{A} \cdot y^{t-1})[\frac{1}{t-1}])_i = \sum_{j=1}^n x_{ij} a_j^{\frac{1}{t-1}} y_j$$

respectively. Then the component of $\mathcal{A}X \cdot [(\mathcal{A} \cdot y^{t-1})[\frac{1}{t-1}]]^{t-1}$ is

$$(\mathcal{A}X \cdot [(\mathcal{A} \cdot y^{t-1})[\frac{1}{t-1}]]^{t-1})_i = a_i \left( \sum_{j=1}^n x_{ij} a_j^{\frac{1}{t-1}} y_j \right)^{t-1} .$$

It follows from the Definition of tensor $\{1\}$ inverse that $\mathcal{A}X \cdot [(\mathcal{A} \cdot y^{t-1})[\frac{1}{t-1}]]^{t-1} = \mathcal{A} \cdot y^{t-1}$, that is

$$a_i \left( \sum_{j=1}^n x_{ij} a_j^{\frac{1}{t-1}} y_j \right)^{t-1} = a_i y_i^{t-1}, \quad i = 1, \ldots, n.$$ 

Note that the above equation holds for all $y \in \mathbb{C}^n$, it is easy to see that $x_{ij} = 0$ if $i \neq j$ and $x_{ii} = a_i^{\frac{1}{t-1}}$ ($i, j = 1, \ldots, n$). \hfill \Box
By the above theorem and Theorem \[2.4\], the following result can be gotten.

**Theorem 2.10.** Let \( A \in \mathbb{C}^{m,n} \) and let \( \tilde{A} = \text{diag}(a_1, a_2, \ldots, a_r) \in \mathbb{C}^{r,r} \) be the subtensor of \( A \), where \( a_i \neq 0, \ i = 1, \ldots, r \). If the entries of \( A \) are all zero except for \( \tilde{A} \), then the set of the order 2 \( \{1\} \) inverse of \( A \) is

\[
A\{1\}_2 = \left\{ \begin{pmatrix} X & Y \\ Z & W \end{pmatrix} \in \mathbb{C}^{n \times m} \mid X = \text{diag}(a_1^{-1}, \ldots, a_r^{-1}, \ldots), \ Y, Z \text{ and } W \text{ are proper matrices with arbitrary entries} \right\}.
\]

**Theorem 2.11.** Let \( A \in \mathbb{C}^{m,n} \), \( B \in \mathbb{C}^{m,n} \) and let \( B^{(1)}_k \in \mathbb{C}^{n_1,m} \) be an order \( k \) \( \{1\} \) inverse of \( B \). If \( A = PBQ \), then \( A^{(1)}_k = Q^{(1)}B^{(1)}_k P^T \), where \( P \in \mathbb{C}^{m \times m} \) is a permutation matrix, \( Q \in \mathbb{C}^{n_1 \times n} \) is a matrix with full row rank.

**Proof.** Since \( Q \) is a full row rank matrix, then \( QQ^{(1)} = I \), where \( I \) is a unit matrix (see [12]). Let \( G = Q^{(1)}B^{(1)}_k P^T \) and \( y \in \mathbb{C}^n \) is an arbitrary vector, we have

\[
(PBQ \cdot y^{t-1})^\frac{1}{k^s} = P(BQ \cdot y^{t-1})^\frac{1}{k^s},
\]

where \( s = (t-1)(k-1) \). By computation, it yields that

\[
AG \cdot [(A \cdot y^{t-1})^\frac{1}{k^s}] = PBQQ^{(1)}B^{(1)}_k P^T \cdot [(PBQ \cdot y^{t-1})^\frac{1}{k^s}] = PBB^{(1)}_k \cdot [(BQ \cdot y^{t-1})^\frac{1}{k^s}]^s.
\]

It follows from Definition \[2.1\] that

\[
PBB^{(1)}_k \cdot [(BQ \cdot y^{t-1})^\frac{1}{k^s}]^s = PBQ \cdot y^{t-1} = A \cdot y^{t-1}.
\]

Thus, we get \( AG \cdot [(A \cdot y^{t-1})^\frac{1}{k^s}]^s = A \cdot y^{t-1} \), so \( G \) is an order \( k \) \( \{1\} \) inverse of \( A \).

**Corollary 2.12.** Let \( A \in \mathbb{C}^{m,n} \), \( B \in \mathbb{C}^{m,n} \) and let \( B^{(1)}_k \in \mathbb{C}^{n,m} \) is an order \( k \) \( \{1\} \) inverse of \( B \). If \( A = PBQ \), then \( A^{(1)}_k = Q^{-1}B^{(1)}_k P^T \), where \( P \in \mathbb{C}^{m \times m} \) is a permutation matrix, \( Q \in \mathbb{C}^{n \times n} \) is an invertible matrix.

Obviously, when \( P, Q \) are both permutation matrices, Theorem \[2.11\] also holds.

In the following, we show the definitions of the \( \{i\} \) inverse and group inverse of tensors, \( k\)-T-idempotent tensors and idempotent tensors.
Definition 2.13. Let $\mathcal{A} \in \mathbb{C}^{m,n}_t$ and $\mathcal{X} \in \mathbb{C}^{n,m}_k$.

1. $\mathcal{A}\mathcal{X} \cdot ([A \cdot y^{t-1}]^{(2)})^{s} = \mathcal{A} \cdot y^{t-1}$, for all $y \in \mathbb{C}^n$;
2. $\mathcal{X}\mathcal{A}\mathcal{X} \cdot (y^{1/2})^{s(k-1)} \mathcal{X} \cdot y^{k-1}$, for all $y \in \mathbb{C}^m$;
3. $\mathcal{A}\mathcal{X} \cdot (y^{1/2})^{s} = \mathcal{X} \cdot ([A \cdot y^{t-1}]^{(2)})^{k-1}$, for all $y \in \mathbb{C}^n$;

where $s = (t - 1)(k - 1)$. If the equation (i) holds, then $\mathcal{X}$ is called the order $k$ \{i\} inverse of $\mathcal{A}$, denoted by $\mathcal{X} = \mathcal{A}^{(i)k}$. And the set of all the order $k$ \{i\} inverses of $\mathcal{A}$ is denoted by $\mathcal{A}\{i\}_k$. For a tensor $\mathcal{A} \in \mathbb{C}^{n,m}_t$, if the equations (1), (2) and (3) hold for all $y \in \mathbb{C}^n$, then the tensor $\mathcal{X} \in \mathbb{C}^{n,m}_k$ is called an order $k$ group inverse of $\mathcal{A}$, denoted by $\mathcal{A}\#^k$. And the set of all the order $k$ group inverse of $\mathcal{A}$ is denoted by $\mathcal{A}\{\#\}_k$.

If an order $k$ right inverse of $\mathcal{A} \in \mathbb{C}^{n,m}_t$ exists, then $\mathcal{A}\mathcal{A}^{Rk} = \mathcal{I}$, $\mathcal{A}^{Rk}\mathcal{A}\mathcal{A}^{Rk} \cdot (y^{1/2})^{s(k-1)} = \mathcal{A}^{Rk} \cdot y^{k-1}$, where $s = (t - 1)(k - 1)$ and $y \in \mathbb{C}^n$ is an arbitrary vector. Hence, $\mathcal{A}^{Rk}$ is a \{2\} inverse of $\mathcal{A}$. It is clear that the \{i\} inverse of a tensor $\mathcal{A} \in \mathbb{C}^{n,m}_t$ is not unique in general and the group inverse of a tensor $\mathcal{A} \in \mathbb{C}^{n,m}_t$ (t $\geq$ 3) is not unique in general. When $t = k = 2$, the Definition 2.13 is the definitions of the \{i\} inverse and the group inverse of matrices (see [12]).

Similar to Proposition 2.3, we can obtain the following result.

Proposition 2.14. Let $\mathcal{A} = \text{diag}(a_1, a_2, \ldots, a_n) \in \mathbb{C}^{n,m}_t$ is a diagonal tensor. Then

$$\text{diag}([a_1^{(1)}]^{(t)}, [a_2^{(1)}]^{(t)}, \ldots, [a_n^{(1)}]^{(t)})$$

is an order $k$ group inverse of $\mathcal{A}$.

Similar to the \{1\} inverse of a unit tensor, the group inverse (with fixed order) of a unit tensor is not unique in general.

Theorem 2.15. Let $\mathcal{A}$ be the diagonal block tensor as in [3]. Then $\text{diag}(\mathcal{A}_1\#, \mathcal{A}_2\#) \in \mathbb{C}^{n,m}_k$ is an order $k$ group inverse of $\mathcal{A}$.

Proof. Let $\mathcal{G}_1 = \mathcal{A}_1\#$, $\mathcal{G}_2 = \mathcal{A}_2\#$ and $\mathcal{G} = \text{diag}(\mathcal{G}_1, \mathcal{G}_2)$. And $y = \begin{pmatrix} Y_1 \\ Y_2 \end{pmatrix} \in \mathbb{C}^n$ is an arbitrary vector, where $Y_1 = (y_1, \ldots, y_t)^T$ and $Y_2 = (y_{r+1}, \ldots, y_n)^T$.

It follows from Theorem 2.6 that $\mathcal{G}$ is an order $k$ \{1\} inverse of $\mathcal{A}$. Similar to Theorem 2.6, we have the vector $\mathcal{G} \cdot y^{k-1} = \begin{pmatrix} \mathcal{G}_1 \cdot Y_1^{k-1} \\ \mathcal{G}_2 \cdot Y_2^{k-1} \end{pmatrix}$ and $\mathcal{G}\mathcal{A} = \text{diag}(\mathcal{G}_1\mathcal{A}_1, \mathcal{G}_2\mathcal{A}_2)$. Let $z_1 = \mathcal{G}_1 \cdot Y_1^{[1]}(k-1)$, $z_2 = \mathcal{G}_2 \cdot Y_2^{[1]}(k-1)$ and
\[ z = \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} = \mathcal{G} \cdot (y^{[\frac{1}{s}]})^{k-1}, \text{ where } s = (t-1)(k-1). \] By calculating, it yields that
\[
(\mathcal{G} \mathcal{A} \cdot z^s)_i = \begin{cases} 
(\mathcal{G}_1 \mathcal{A}_1 \mathcal{G}_1 \cdot (y^{[\frac{1}{s}]})^{s(k-1)})_i = (\mathcal{G}_1 \cdot Y_1^{k-1})_i, & \text{if } i \leq r; \\
(\mathcal{G}_2 \mathcal{A}_2 \mathcal{G}_2 \cdot (y^{[\frac{1}{s}]})^{s(k-1)})_i = (\mathcal{G}_2 \cdot Y_2^{k-1})_i, & \text{if } i > r.
\end{cases}
\]

From the above discussion, we have \( \mathcal{G} \mathcal{A} \cdot z^s = \begin{pmatrix} \mathcal{G}_1 \cdot Y_1^{k-1} \\ \mathcal{G}_2 \cdot Y_2^{k-1} \end{pmatrix} = \mathcal{G} \cdot y^{k-1}, \) so \( \mathcal{G} \mathcal{A} \mathcal{G} \cdot (y^{[\frac{1}{s}]})^{s(k-1)} = \mathcal{G} \cdot y^{k-1}. \) Hence, we have \( \mathcal{G} \) is an order \( k \) \{2\} inverse of \( \mathcal{A}. \)

By the general tensor product, it yields that
\[
\mathcal{G} \cdot [(\mathcal{A} \cdot y^{t-1})^{[\frac{1}{s}]})^{k-1}] = \begin{pmatrix} 
\mathcal{G}_1 \cdot [(\mathcal{A}_1 \cdot Y_1^{t-1})^{[\frac{1}{s}]})^{k-1}] \\
\mathcal{G}_2 \cdot [(\mathcal{A}_2 \cdot Y_2^{t-1})^{[\frac{1}{s}]})^{k-1}] 
\end{pmatrix}
\]
and
\[
\mathcal{A} \mathcal{G} \cdot (y^{[\frac{1}{s}]})^s = \begin{pmatrix} 
\mathcal{A}_1 \mathcal{G}_1 \cdot (y^{[\frac{1}{s}]})^s \\
\mathcal{A}_2 \mathcal{G}_2 \cdot (y^{[\frac{1}{s}]})^s 
\end{pmatrix}.
\]
According to the definition of the tensor \{5\} inverse, we get \( \mathcal{G} \cdot [(\mathcal{A} \cdot y^{t-1})^{[\frac{1}{s}]})^{k-1} = \mathcal{A} \mathcal{G} \cdot (y^{[\frac{1}{s}]})^s. \) Hence, we get \( \mathcal{G} \) is an order \( k \) \{5\} inverse of \( \mathcal{A}. \)

Thus, we get \( \mathcal{G} \) is an order \( k \) group inverse of \( \mathcal{A}. \) \( \square \)

**Theorem 2.16.** Let \( \mathcal{A} \in \mathbb{C}^{m,n}, \mathcal{B} \in \mathbb{C}^{n,m} \) and let \( \mathcal{B}^{(2)_k} \in \mathbb{C}^{n_1,m} \) be an order \( k \) \{2\} inverse of \( \mathcal{B}. \) If \( \mathcal{A} = PBQ, \) then \( \mathcal{A}^{(2)_k} = Q^{(2)} \mathcal{B}^{(2)_k} P^T, \) where \( P \in \mathbb{C}^{m \times m} \) be a permutation matrix, \( Q \in \mathbb{C}^{n_1 \times n} \) be a matrix with full row rank.

**Proof.** Since \( Q \) is a full row rank matrix, then \( QQ^{(2)} = I, \) where \( I \) is a unit matrix (see [12]). Let \( \mathcal{G} = Q^{(2)} \mathcal{B}^{(2)_k} P^T. \) By computation, it yields that
\[
\mathcal{G} \mathcal{A} \mathcal{G} \cdot (y^{[\frac{1}{s}]})^{s(k-1)} = Q^{(2)} \mathcal{B}^{(2)_k} P^T P B Q Q^{(2)} \mathcal{B}^{(2)_k} P^T \cdot (y^{[\frac{1}{s}]})^{s(k-1)}
\]
\[
= Q^{(2)} \mathcal{B}^{(2)_k} B B^{(2)_k} : [(P^T y)^{[\frac{1}{s}]})]^{s(k-1)},
\]
where \( s = (t-1)(k-1) \) and \( y \in \mathbb{C}^m \) is an arbitrary vector. It follows from the definition of tensor \{2\} inverse that
\[
Q^{(2)} \mathcal{B}^{(2)_k} B B^{(2)_k} : [(P^T y)^{[\frac{1}{s}]})]^{s(k-1)} = Q^{(2)} \mathcal{B}^{(2)_k} P^T \cdot y^{k-1} = \mathcal{G} \cdot y^{k-1}.
\]
Thus, we get $GAG \cdot (y^{[1]}^{s(k-1)}) = G \cdot y^{k-1}$, so $G$ is an order $k \{2\}$ inverse of $A$.

\[\square\]

**Theorem 2.17.** Let $A \in \mathbb{C}^{n \times n}$ and $G \in \mathbb{C}^{n,n}$ be an order $k$ group inverse of $A$. If $\lambda$ is an eigenvalue of $A$, then $\lambda^+$ is an eigenvalue of $G$.

**Proof.** Let $\lambda$ be an eigenvalue of $A$, then $Ax = \lambda x$, $0 \neq x \in \mathbb{C}^n$. Clearly, $(Ax)^{[1]}^{s(k-1)} = \lambda^{x^{[1]}(x-1)}^{s(k-1)}$. By the (1) in Definition 2.13, it yields that $AG \cdot [(Ax)^{[1]}^{s(k-1)}]^{k-1} = Ax = \lambda x$. Since $AG \cdot (\lambda^{x^{[1]}(x-1)}^{s(k-1)}) = \lambda AG \cdot (x^{[1]}^{s(k-1)})^{k-1}$, it is obtained that

$$\lambda AG \cdot (x^{[1]}^{s(k-1)})^{k-1} = \lambda x. \quad (6)$$

It follows from the (5) in Definition 2.13 that

$$AG \cdot (x^{[1]}^{s(k-1)})^{k-1} = G \cdot [(Ax)^{[1]}^{s(k-1)}]^{k-1} = G \cdot (\lambda^{x^{[1]}(x-1)}^{s(k-1)})^{k-1} = \lambda G \cdot (x^{[1]}^{s(k-1)})^{k-1}. \quad (7)$$

That is

$$AG \cdot (x^{[1]}^{s(k-1)})^{k-1} = \lambda G \cdot (x^{[1]}^{s(k-1)})^{k-1}. \quad (7)$$

Applying Eq. (6) and (7), it yields that

$$\lambda^2 G \cdot (x^{[1]}^{s(k-1)})^{k-1} = \lambda x.$$

If $\lambda \neq 0$, then $G \cdot (x^{[1]}^{s(k-1)})^{k-1} = \lambda^{-1}(x^{[1]}^{s(k-1)})^{k-1}$. Hence, $\lambda^{-1}$ is an eigenvalue of $G$.

If $\lambda = 0$, then there exists a vector $0 \neq x \in \mathbb{C}^n$ such that $Ax = 0$. Substituting it into the (5) of Definition 2.13 it yields that $AG \cdot (x^{[1]}^{s(k-1)})^{k-1} = G \cdot [(Ax)^{[1]}^{s(k-1)}]^{k-1} = 0$. And it follows from the (2) of Definition 2.13 that $G \cdot x^{k-1} = GAG \cdot (x^{[1]}^{s(k-1)})^{k-1} = 0$. Hence, 0 is an eigenvalue of $G$. \[\square\]

From the above theorem, it is easy to see that if $\lambda$ is an eigenvalue of a matrix $A$, then $\lambda^+$ is an eigenvalue of the matrix $A^\#$.

Let $\mathbb{H} \subset \mathbb{C}^n$ and $\mathbb{H}[s] = \{x[s] | x \in \mathbb{H}\}$, where $s \geq 0$. 
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Proposition 2.18. Let \( A \in \mathbb{C}^{m,n} \), let \( A^{(i)k} \in \mathbb{C}^{n,m} \) and \( A^{\#k} \in \mathbb{C}^{n,n} \) be the order \( k \) \{i\} inverse and group inverse of \( A \), respectively. Then the following results hold:

1. \( R(\mathcal{A}A^{(1)k}) = R(A) \);
2. \( R(\mathcal{A}A^{(2)k}A) = R(\mathcal{A}A^{(2)k}) \);
3. \( R(\mathcal{A}\mathcal{A}^{\#k}) = R(\mathcal{A}) \), \( R(\mathcal{A}^\#kA) = R(\mathcal{A}^\#k) \);
4. \( R(A) \subset R(\mathcal{A}A^{\#k}) \);
5. \( N(A) \subset \left( N(AA^{(5)k}) \right)_{[s]} \);
6. \( \left( N(AA^{(2)k}) \right)_{[s]} \subset N(A^{(2)k}) \);
7. \( N(A) \subset N(A^{(2,5)k}) \), (\( A^{(2,5)k} \in \mathbb{C}^{n,n} \) is an order \( k \) \{2\} inverse and \{5\} inverse of \( A \));

where \( s = (t-1)(k-1) \).

Proof. (1) It is easy to see that \( R(\mathcal{A}A^{(1)k}) \subset R(A) \). For each \( y \in R(A) \), there exists a vector \( x \in \mathbb{C}^n \) such that \( y = A \cdot x^t - 1 \). Since \( y = A \cdot x^t - 1 = A\mathcal{A}^{(1)k} \cdot [(\mathcal{A} \cdot x^t - 1)^{[\frac{1}{2}]}]^s \in R(\mathcal{A}A^{(1)k}) \), we have \( R(A) \subset R(\mathcal{A}A^{(1)k}) \).

(2) It is clear that \( R(\mathcal{A}^{(2)k}A) \subset R(A^{(2)k}) \). For each \( y \in R(A^{(2)k}) \), there exists \( x \in \mathbb{C}^m \) such that \( y = A^{(2)k} \cdot x^k - 1 \). Since \( y = A^{(2)k} \mathcal{A}A^{(2)k} \cdot (x^k)^{s(k-1)} \in R(A^{(2)k}) \), we get \( R(A^{(2)k}) \subset R(A^{(2)k}) \).

(3) From the above results (1) and (2), it is easy to see that (3) holds.

(4) For each \( y \in R(A) \), it follows from (3) that there exist a vector \( x \in \mathbb{C}^n \) such that \( y = \mathcal{A}A^{\#k} \cdot [(x^s)^{[\frac{1}{2}]]}^s = \mathcal{A}^{\#k} \cdot [(\mathcal{A} \cdot (x^s)^{t-1})^{[\frac{1}{2}]}]^k - 1 \), it yields that \( y \in R(\mathcal{A}^{\#k}) \). That is \( R(A) \subset R(\mathcal{A}^{\#k}) \).

(5) For each \( x \in N(A) \), we have \( A \cdot x^t - 1 = 0 \), so

\[
\mathcal{A}A^{(5)k} \cdot (x^{[\frac{1}{2}]})^s = \mathcal{A}^{(5)k} \cdot [(A \cdot x^t - 1)^{[\frac{1}{2}]}]^k - 1 = 0.
\]

Hence, \( x^{[\frac{1}{2}]} \in N(\mathcal{A}A^{(5)k}) \). That is \( x \in \left( N(\mathcal{A}A^{(5)k}) \right)_{[s]} \).

(6) For each \( x \in \left( N(\mathcal{A}A^{(2)k}) \right)_{[s]} \), we have \( x^{[\frac{1}{2}]} \in N(\mathcal{A}A^{(2)k}) \), so \( \mathcal{A}A^{(2)k} \cdot (x^{[\frac{1}{2}])}^s = 0 \). Multiplying by \( A^{(2)k} \) on the left hand side of the above equation, it yields that

\[
\mathcal{A}^{(2)k} \mathcal{A}A^{(2)k} \cdot (x^{[\frac{1}{2}])}^s = A^{(2)k} \cdot x^{k-1} = 0.
\]

Hence, \( x \in N(\mathcal{A}^{(2)k}) \).
For each \( x \in \mathbb{N}(A) \), there exists a vector \( x \in \mathbb{C}^{n} \) such that \( A \cdot x^{t-1} = 0 \). So \( (A \cdot x^{t-1})^{\frac{1}{2}} = 0 \). It follows from Definition 2.13 that

\[
A^{(2,5)k} \cdot x^{k-1} = A^{(2,5)k} A A^{(2,5)k} \cdot ((A \cdot x^{t-1})^{\frac{1}{2}})^{(k-1)^2} = 0.
\]

Hence, \( x \in \mathbb{N}(A^{(2,5)k}) \).

3. \( k \)-T-idempotent tensors and idempotent tensors

In this section, we give the definitions of the \( k \)-T-idempotent tensors and idempotent tensors first.

**Definition 3.1.** Let \( A \in \mathbb{C}_t^{n,n} \) and the positive integer \( k \geq 2 \). If the equation

\[
A^{k} \cdot (y^{\frac{1}{(t-1)^{k-1}}})^{(t-1)^k} = A \cdot y^{t-1}
\]

holds for all \( y \in \mathbb{C}^{n} \), where \( s = (t - 1)^{(k-1)} \), then \( A \) is called the \( k \)-T-idempotent tensor. When \( k = 2 \), \( A \) is called the T-idempotent tensor.

If \( A \in \mathbb{C}_t^{n,n} \) is a T-idempotent tensor, we have \( A^{2} \cdot (y^{\frac{1}{(t-1)^{k-1}}})^{(t-1)^2} = A \cdot y^{t-1} \) for all \( y \in \mathbb{C}^{n} \). By computing, it yields that

\[
A^{k} \cdot (y^{\frac{1}{(t-1)^{k-1}}})^{(t-1)^k} = A^{k-2} A^{2} \cdot [(y^{\frac{1}{(t-1)^{k-2}}})^{(t-1)^2}]^{(t-1)^k}
\]

\[
= A^{k-2} A \cdot (y^{\frac{1}{(t-1)^{k-2}}})^{(t-1)^2}
\]

\[
= A^{k-1} \cdot (y^{\frac{1}{(t-1)^{k-2}}})^{(t-1)^2}
\]

\[
= \cdots = A \cdot y^{t-1},
\]

where \( s = (t - 1)^{(k-1)} \). Hence, a T-idempotent tensor is a \( k \)-T-idempotent tensor for all the positive integer \( k \geq 2 \).

**Definition 3.2.** Let \( A \in \mathbb{C}_t^{n,n} \), if the equation \( A \cdot [(A \cdot y^{t-1})^{\frac{1}{t-1}}]^{t-1} = A \cdot y^{t-1} \) holds for all \( y \in \mathbb{C}^{n} \). Then \( A \) is called the idempotent tensor.

**Proposition 3.3.** Let \( A \in \mathbb{C}_t^{n,n} \).

(1) If \( A \) is a T-idempotent tensor, then \( A \) is an order \( t \) \( \{2\} \) inverse of itself;

(2) If \( A \) is both idempotent tensor and T-idempotent tensor, then \( A \) is an order \( t \) \( \{1\} \) inverse of itself and \( A \cdot (b^{\frac{1}{(t-1)^{t-1}}})^{t-1} \) is a solution of the solvable equation \( A \cdot x^{t-1} = b \), where \( x \in \mathbb{C}^{n} \).
Proof. (1) Since $\mathcal{A}$ is a T-idempotent tensor, it yields that $\mathcal{A}^2 \cdot (y^{[t^{-1}]})^{(t-1)^2} = \mathcal{A} \cdot y^{t-1}$, for all $y \in \mathbb{C}^n$. Multiplying by $\mathcal{A}$ on the left hand side of the above equation, we get $\mathcal{A}^3 \cdot (y^{[t^{-1}]})^{(t-1)^3} = \mathcal{A}^2 \cdot y^{(t-1)^2}$, then $\mathcal{A}^3 \cdot (y^{[t^{-1}]})^{(t-1)^3} = \mathcal{A} \cdot (y^{[t^{-1}]})^{(t-1)^3}$. Let $z = y^{[t-1]}$, then $\mathcal{A}^3 \cdot (z^{[t^{-1}]})^{(t-1)^3} = \mathcal{A} \cdot z^{t-1}$. Thus, we have $\mathcal{A} = \mathcal{A}^{(2t)}$.

(2) Since $\mathcal{A}$ is a T-idempotent tensor, then $\mathcal{A}^2 \cdot (z^{[t^{-1}]})^{(t-1)^2} = \mathcal{A} \cdot z^{t-1}$, for all $z \in \mathbb{C}^n$. Let $z = (\mathcal{A} \cdot y^{[t^{-1}]})^{[t^{-1}]}, y \in \mathbb{C}^n$ is an arbitrary vector, then

$$\mathcal{A}^2 \cdot [(\mathcal{A} \cdot y^{[t^{-1}]})^{[t^{-1}]})^{(t-1)^2} = \mathcal{A} \cdot [(\mathcal{A} \cdot y^{[t^{-1}]})^{[t^{-1}]})^{(t-1)^2}.$$

Since $\mathcal{A}$ is an idempotent tensor, it yields that $\mathcal{A} \cdot [(\mathcal{A} \cdot y^{[t^{-1}]})^{[t^{-1}]})^{(t-1)^2} = \mathcal{A} \cdot y^{t-1}$. So $\mathcal{A}^2 \cdot [(\mathcal{A} \cdot y^{[t^{-1}]})^{[t^{-1}]})^{(t-1)^2} = \mathcal{A} \cdot y^{t-1}$. Hence, $\mathcal{A}$ is an order $t \{1\}$ inverse of itself. From Proposition 2.2, it is easy to see that $\mathcal{A} \cdot (b^{[t^{-1}]})^{t-1}$ is a solution of the solvable equation $\mathcal{A} \cdot x^{t-1} = b$. \hfill \square

Theorem 3.4. If $\mathcal{A} \in \mathbb{C}_{t}^{n,n}$ is a $k$-T-idempotent tensor, then the eigenvalues of $\mathcal{A}$ are the roots of $\lambda^{(t-1)^k} = 1$ or 0.

Proof. Let $\lambda$ be an eigenvalue of $\mathcal{A}$, then $\mathcal{A} \cdot x^{t-1} = \lambda x^{[t-1]}, 0 \neq x \in \mathbb{C}^n$. Multiplying by $\mathcal{A}^k$ on the left hand side of it, we get

$$\mathcal{A}^{k+1} \cdot x^{(t-1)^{k+1}} = \mathcal{A}^k \cdot (\lambda x^{[t-1]})^{(t-1)^k} = \lambda^{(t-1)^k} \mathcal{A}^k \cdot (x^{[t-1]})^{(t-1)^k}$$

$$= \lambda^{(t-1)^k} \mathcal{A}^k \cdot \left(\left(x^{[t-1]}\right)^{[t^k]}\right)^{(t-1)^k},$$

where $s = (t-1)^{(k-1)}$. Since $\mathcal{A}$ is a $k$-T-idempotent tensor, it yields that

$$\mathcal{A}^k \cdot (y^{[t^{-1}]})^{(t-1)^k} = \mathcal{A} \cdot y^{t-1},$$

for all $y \in \mathbb{C}^n$. Then

$$\mathcal{A}^{k+1} \cdot x^{(t-1)^{k+1}} = \lambda^{(t-1)^k} \mathcal{A}^k \cdot \left(\left(x^{[t-1]}\right)^{[t^k]}\right)^{(t-1)^k}$$

$$= \lambda^{(t-1)^k} \mathcal{A} \cdot \left(x^{[t-1]}\right)^{t-1}$$

$$= \lambda^{(t-1)^k} \mathcal{A} \cdot (x^{[t-1]^{(k-1)}})^{t-1}.$$
So, $\mathcal{A}^{k+1} \cdot x^{(t-1)^{k+1}} = \lambda^{(t-1)^k} \mathcal{A} \cdot (x^{(t-1)^k})^{t-1}$. By the $k$-T-idempotency, we have

$$
\mathcal{A}^{k+1} \cdot x^{(t-1)^{k+1}} = \mathcal{A}^{k+1} \cdot \left[ \left( x^{(t-1)^k} \right)^{(t-1)^k} \right]^{(t-1)^k} = \mathcal{A} \cdot (x^{(t-1)^k})^{t-1}.
$$

Hence,

$$
\lambda^{(t-1)^k} \mathcal{A} \cdot (x^{(t-1)^k})^{t-1} = \mathcal{A} \cdot (x^{(t-1)^k})^{t-1},
$$

that is

$$
(\lambda^{(t-1)^k} - 1) \mathcal{A} \cdot (x^{(t-1)^k})^{t-1} = 0.
$$

If $\mathcal{A} \cdot (x^{(t-1)^k})^{t-1} \neq 0$, then $\lambda^{(t-1)^k} = 1$. If $\mathcal{A} \cdot (x^{(t-1)^k})^{t-1} = 0$, then 0 is an eigenvalue of $\mathcal{A}$. \hfill \Box

**Corollary 3.5.** (1) If $\mathcal{A} \in \mathbb{C}^{n,n}$ is a $T$-idempotent tensor, then the eigenvalues of $\mathcal{A}$ are the roots of $\lambda^{(t-1)^2} = 1$ or 0;

(2) If $\mathcal{A} \in \mathbb{C}^{n \times n}$ is a $k$-idempotent matrix, then the eigenvalues of $\mathcal{A}$ are the roots of $\lambda^k = 1$ or 0.

**Theorem 3.6.** If $\mathcal{A} \in \mathbb{C}^{n,n}$ is an idempotent tensor, then the eigenvalues of $\mathcal{A}$ are 1 or 0.

**Proof.** Let $\lambda$ be an eigenvalue of $\mathcal{A}$, then $\mathcal{A} \cdot x^{t-1} = \lambda x^{t-1}$, $0 \neq x \in \mathbb{C}^n$. So $\mathcal{A} \cdot x^{t-1} = \lambda x^{(t-1)}$. Multiplying by $\mathcal{A}$ on the left hand side of it, we obtain $\mathcal{A} \cdot [(\mathcal{A} \cdot x^{t-1})^{(t-1)}]^{(t-1)} = \lambda \mathcal{A} \cdot x^{t-1}$. Since $\mathcal{A}$ is an idempotent tensor, $\mathcal{A} \cdot x^{t-1} = \lambda \mathcal{A} \cdot x^{t-1}$, that is $(\lambda - 1) \mathcal{A} \cdot x^{t-1} = 0$. If $\mathcal{A} \cdot x^{t-1} \neq 0$, then $\lambda = 1$. If $\mathcal{A} \cdot x^{t-1} = 0$, then 0 is an eigenvalue of $\mathcal{A}$. \hfill \Box

**Proposition 3.7.** Let $\mathcal{A} \in \mathbb{C}^{m,n}_t$ and let $\mathcal{A}^{(1)}_k$, $\mathcal{A}^{(2)}_k \in \mathbb{C}^{n,m}_k$ be the order $k$ {1} inverse and {2} inverse of $\mathcal{A}$, respectively. Then

(1) $\mathcal{A} \mathcal{A}^{(2)}_k$ is a $T$-idempotent tensor;

(2) $\mathcal{A} \mathcal{A}^{(1)}_k$ is an idempotent tensor and the eigenvalues of it are 1 or 0.

**Proof.** (1) Form the definition of the tensor {2} inverse, it yields that

$$
(\mathcal{A} \mathcal{A}^{(2)}_k)^2 \cdot (y_j^{[k]})^{s^2} = \mathcal{A} (\mathcal{A}^{(2)}_k \mathcal{A} \mathcal{A}^{(2)}_k) \cdot (y_j^{[k]})^{s^2} = \mathcal{A} \mathcal{A}^{(2)}_k \cdot y^s,
$$

for all $y \in \mathbb{C}^n$, where $s = (t-1)(k-1)$. Hence, $\mathcal{A} \mathcal{A}^{(2)}_k$ is a T-idempotent tensor.
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(2) By the definition of the tensor \( \{1\} \) inverse, we have \( \mathcal{A} \mathcal{A}^{(1)_k} \cdot \left[ (\mathcal{A} \cdot \mathcal{z}^{-1})^{(1)_k} \right] = \mathcal{A} \cdot \mathcal{z}^{t-1} \), for all \( z \in \mathbb{C}^n \), where \( s = (t-1)(k-1) \). Let \( z = \mathcal{A}^{(1)_k} \cdot y^{k-1} \), \( y \in \mathbb{C}^n \) is an arbitrary vector. Then \( \mathcal{A} \mathcal{A}^{(1)_k} \cdot \left[ (\mathcal{A} \mathcal{A}^{(1)_k} \cdot y^*)^{(1)_k} \right] = \mathcal{A} \mathcal{A}^{(1)_k} \cdot y^* \). It yields that \( \mathcal{A} \mathcal{A}^{(1)_k} \) is an idempotent tensor. And it follows from Theorem 3.3 that the eigenvalues of it are 1 or 0.

4. Some examples

Let the vector \( \alpha_i \in \mathbb{C}^{m_i} \) \( (i = 1, \ldots, t) \), the outer product of \( \alpha_1, \ldots, \alpha_t \), denoted by \( \alpha_1 \otimes \cdots \otimes \alpha_t \), is a tensor \( \mathcal{A} = (a_{i_1 \cdots i_t}) \in \mathbb{C}^{n_1 \times \cdots \times n_t} \) with entries \( a_{i_1 \cdots i_t} = (\alpha_1)_{i_1} \cdots (\alpha_t)_{i_t} \), where \( (\alpha_i)_{j} \) is the \( j \)-th component of \( \alpha_i \). The tensor \( \mathcal{A} = (a_{i_1 \cdots i_t}) \in \mathbb{C}^{n_1 \times \cdots \times n_t} \) can be decomposed into the form as

\[
\mathcal{A} = \sum_{j \in [r]} \alpha_j^1 \otimes \cdots \otimes \alpha_j^t,
\]

where \( \alpha_j^i \in \mathbb{C}^{m_i} \) \( (i \in [t], j \in [r]) \) (see 20). Let the matrix \( B_k \in \mathbb{C}^{m_k \times n_k} \) \( (k \in [t]) \) and let \( (B_k)_{j,i} \) be the \( (j, i) \)-entry of \( B_k \). By the Tucker’s product, we get a tensor \( \mathcal{A}' = (a'_{j_1 \cdots j_t}) \in \mathbb{C}^{m_1 \times \cdots \times m_t} \) as follows (see 20)

\[
\mathcal{A}' = (B_1, \ldots, B_t) \cdot \mathcal{A} = \sum_{j \in [r]} B_1 \alpha_j^1 \otimes \cdots \otimes B_t \alpha_j^t,
\]

where

\[
a'_{j_1 \cdots j_t} = \sum_{i_1, \ldots, i_t = 1}^{n_1, \ldots, n_t} (B_1)_{j_1, i_1} \cdots (B_t)_{j_t, i_t} \alpha_{i_1 \cdots i_t}.
\]

If a tensor \( \mathcal{A} \in \mathbb{C}^{n_1 \times \cdots \times n_t} \) can be decomposed into the form as

\[
\mathcal{A} = \sum_{i \in [r]} \lambda_i e_i \otimes \alpha_i \otimes \alpha_i \otimes \cdots \otimes \alpha_i,
\]

where the vectors \( \alpha_1, \ldots, \alpha_r \in \mathbb{C}^n \) are linearly independent, \( \lambda_i \in \mathbb{C} \). Let the matrix \( A = (\alpha_1, \alpha_2, \ldots, \alpha_r) \in \mathbb{C}^{n \times r} \) and \( B = (e_1 e_2 \cdots e_r) \in \mathbb{C}^{m \times r} \), \( e_i \) is the unit vector with \( i \)-th component being 1, then

\[
\mathcal{A} = (B, A, \ldots, A) \cdot \mathcal{D} = B \mathcal{D} A^T,
\]

where \( \mathcal{D} \in \mathbb{C}^{m \times r} \) is a diagonal tensor with the diagonal entries \( \lambda_1, \ldots, \lambda_r \) (see 23). Let \( \mathcal{D}^{(1)_k}, \mathcal{D}^{(2)_k} \in \mathbb{C}^{r \times r} \) be the order \( k \) \{1\} inverse and \{2\} inverse of \( \mathcal{A} \), respectively. Similar to Theorem 2.11 and Theorem 2.16 we get

\[
\mathcal{A}^{(1)_k} = (A^T)^{(1)_k} \mathcal{D}^{(1)_k} B^T \in \mathbb{C}^{n \times m}.
\]
\[ \mathcal{A}^{(2)k} = (A^T)^{(2)k} D^{(2)k} B^T \in \mathbb{C}^{n,m} \]

Next, two examples are showed by the above discussion. Let \( A = (A_1 | A_2 | \cdots | A_t) \in \mathbb{C}^{n_1 \times \cdots \times n_t} \), where \( A_i = (a_{i_1 \cdots i_t}), i \in [n_1] \).

**Example 4.1.** Let \( A \) be a 3 \( \times \) 3 \( \times \) 3 tensor as follows

\[
A = \begin{pmatrix}
1 & 2 & 3 & 16 & 8 & 4 & 4 & 6 & 8 \\
2 & 4 & 6 & 8 & 4 & 2 & 6 & 9 & 12 \\
3 & 6 & 9 & 4 & 2 & 1 & 8 & 12 & 16
\end{pmatrix},
\]

then the below tensor \( B \) is both a \( \{1\} \) inverse and a \( \{2\} \) inverse of \( A \),

\[
B = \begin{pmatrix}
5 & -5 & 0 & -14 & 14 & 0 & 8 & -8 & 0 \\
5 & 1 & 0 & 14 & -2 & 0 & 8 & 1 & 0 \\
0 & 0 & -4 & 0 & 0 & 11 & 0 & 0 & -6
\end{pmatrix}.
\]

In the following, the examples of T-idempotent tensor and idempotent tensor are given.

**Example 4.2.**

The tensor \( A = (A_1 | A_2) = \begin{pmatrix}
25 & -15 & 100 & -60 \\
-15 & 9 & -60 & 36
\end{pmatrix} \) is an idempotent tensor;

The tensor \( B = (B_1 | B_2) = \begin{pmatrix}
9 & -6 & 36 & -24 \\
-6 & 4 & -24 & 16
\end{pmatrix} \) is a T-idempotent tensor.
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