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Abstract. In a number of recent papers, the idea of generalized boundaries has found use in fractal and in multiresolution analysis; many of the papers having a focus on specific examples. Parallel with this new insight, and motivated by quantum probability, there has also been much research which seeks to study fractal and multiresolution structures with the use of certain systems of non-commutative operators; non-commutative harmonic/stochastic analysis. This in turn entails combinatorial, graph operations, and branching laws. The most versatile, of these non-commutative algebras are the Cuntz algebras; denoted $O_N$, $N$ for the number of isometry generators. $N$ is at least 2. Our focus is on the representations of $O_N$. We aim to develop new non-commutative tools, involving both representation theory and stochastic processes. They serve to connect these parallel developments.

In outline, boundaries, Poisson, or Martin, are certain measure spaces (often associated to random walk models), designed to encode the asymptotic behavior, e.g., how trajectories diverge when the number of steps goes to infinity. We stress that our present boundaries (commutative or non-commutative) are purely measure-theoretical objects. Although, as we show, in some cases our boundaries may be compared with more familiar topological boundaries.
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1. Introduction

We propose a new notion of Martin boundary for representations of the Cuntz algebras. It bridges two ideas which have been studied extensively in the literature, but so far have not been connected in a systematic fashion. In summary, they are: (i) the non-commutativity of the Cuntz algebras (see, e.g., [Cun77, BJ02, BJOk04]), and the subtleties of their representations [Gli60, Gli61], on the one hand; and (ii) symbolic representations of Markov chains and their classical Martin boundaries, on the other (see, e.g., [JT15, SBM07, Kor08, Tak11]). Applications include an harmonic analysis of iterated function system (IFS) measures. (See [Sto13, Rug16, MU15, JR05, Rue04, Pap15].)

In the study of representations of $\mathcal{O}_N$ on a Hilbert space $\mathcal{H}$, an identification of suitably closed invariant subspaces of $\mathcal{H}$ plays a central role. Here we refer to a representation in the form of a system operators $S_i$ and their adjoints $S_i^*$ satisfying the Cuntz relations. Of the possibilities for subspaces, invariance under the $S_i^*$ operators is more interesting: i.e., invariance under a system of generalized backwards shifts. In many cases, these invariant subspaces have small dimension, and they help us define new isomorphism invariants for the representations under discussion. For example, a permutative representation is one with the property that the vectors in some choice of ONB are permuted by the $S_i^*$ operators. Moreover, in important applications to quantum statistical mechanics, certain subspaces of states that are invariant under the adjoints $S_i^*$, are often finite-dimensional. They are called finitely correlated states. And they are one of the main features of interest in statistical mechanics, see e.g., [FNW92, FNW94, BJ97, Mat98, Ohn07, BJKW00]. They are analogues of “attractors” in classical (commutative) symbolic dynamics.
As we show in Section 5 in the present paper, there is a way to associate families of representations of the Cuntz algebras to a certain analyses of iterated function systems (IFSs), and for this reason, some of the earlier work on IFSs is relevant to our present considerations. For this part of the literature, we refer the reader to the papers \[JLW12, LN14, KLW17, LN12, Vee12, EGW17, FGJ+17, FGJ+18b, FGJ+18a\], and the papers cited there.

2. Preliminaries

We begin with a technical lemma regarding projections in Hilbert space; to be used inside the arguments throughout the paper.

Let $H$ be a Hilbert space. By an orthogonal projection $P$ on $H$, we mean an operator satisfying $P = P^* = P^2$. There is a bijective correspondence between projections $P$ (we shall assume that $P$ is orthogonal even if not stated) on the one hand, and closed subspaces $F = F_P$ in $H$ on the other, given by $F = P H$; see e.g., [JT17].

We shall use the following

**Lemma 2.1.** Let $P$ and $Q$ be projections, and let $F_P$ and $F_Q$ be the corresponding closed subspaces, then TFAE:

1. $P = PQ$;
2. $P = QP$;
3. $F_P \subseteq F_Q$;
4. $\|Ph\| \leq \|Qh\|$, $\forall h \in H$;
5. $\langle h, Ph \rangle \leq \langle h, Qh \rangle$, $\forall h \in H$.

When the conditions hold we say that $P \leq Q$.

**Proof.** This is standard in operator theory. We refer to [JT17] for details. \[\square\]

**Definition 2.2.**

1. Let $H$ be a Hilbert space, and $V$ an operator in $H$. If $P := V^*V$ is a projection, we say that $V$ is a partial isometry. In that case, $Q = VV^*$ is also a projection: We say that $P$ is the initial projection of $V$, and that $Q$ is the final projection.

2. If $\mathfrak{A}$ is a $C^*$-algebra, and $V, P, Q$ are as above. If $V$ is in $\mathfrak{A}$, then we say that the two projections $P$ and $Q$ are $\mathfrak{A}$-equivalent.

**Lemma 2.3.** Let $\{P_k\}_{k \in \mathbb{N}}$ be monotone, i.e.,

$$P_1 \leq P_2 \leq \cdots,$$

then the limit

$$P_\infty := \lim_{k \to \infty} P_k$$

(2.1)
(in the strong operator topology of $\mathcal{B}(\mathcal{H})$) exists, and $P_\infty$ is the projection onto the closed span of the subspaces $\{\mathcal{F}_k\}_{k \in \mathbb{N}}$.

The analogous conclusion holds for monotone decreasing sequence of projections

$$\cdots \leq Q_{n+1} \leq Q_n \leq \cdots \leq Q_2 \leq Q_1.$$  \hspace{1cm} (2.3)

In this case

$$Q_\infty = \lim_{k \to \infty} Q_k$$  \hspace{1cm} (2.4)

is the projection onto $\bigcap_k \mathcal{F}_{Q_k}$.

3. A Projection Valued Random Variable

The theme of our paper falls at the crossroads of representation theory and the study of fractal measures and their stochastic processes.

The past two decades has seen a burst of research dealing with representations of classes of infinite $C^*$-algebras, which includes the Cuntz algebras [Cun77], $O_N$ (see (3.5)) as well as other graph-$C^*$-algebras [FGJ+17, FGJ+18b]. (For details on a number of such earlier studies and applications, readers are referred to the papers cited below.) A source of motivation for our present work includes more recent research which includes both pure and applied mathematics: branching laws for endomorphisms, subshifts, endomorphisms from measurable partitions, Markov measures and topological Markov chains, wavelets and multiresolutions, signal processing and filters, iterated function systems (IFSs) and fractals, complex projective spaces, quasicrystals, orbit equivalence, and substitution dynamical systems, and tiling systems [AJ15, JT15, AJL17, JT17, AJL18].

A projection $P$ is said to be infinite if (Def) it contains proper subprojections, say $Q$, $Q \lesssim P$, such that $P$ and $Q$ are equivalent; (see Definition 2.2 (ii)). The Cuntz algebras $O_N$ contain infinite projections; see Sections 4-5.

The questions considered here for representations of the Cuntz algebras are of independent interest as part of non-commutative harmonic analysis, i.e., the study of representations of non-abelian groups and $C^*$-algebras. A basic question in representation theory is that of determining parameters for the equivalence classes of representations, where “equivalence” refers to unitary equivalence. Since analysis and synthesis of representations must entail direct integral decompositions, a minimal requirement for a list of parameters for the equivalence classes of representations, is that it be Borel. When such a choice is possible, we say that there is a Borel cross section for the representations under consideration.

A pioneering paper by J. Glimm [Gli60] showed that there are infinite $C^*$-algebras whose representations do not have Borel cross sections. (Loosely speaking, the representations do not admit classification.) It is known that the Cuntz algebras, and
\(C^*\)-algebras of higher-rank graphs, fall in this class. Hence, the approach to representations must narrow to suitable and amenable classes of representations which arise naturally in applications, and which do admit Borel cross sections.

A leading theme in our paper is a formulation of a boundary theory for representations of the Cuntz algebra. This in turn ties in with multiresolutions and with iterated function system (IFS) measures. A boundary theory for the latter has recently been suggested in various special cases.

A multiresolution approach to the study of representations of the Cuntz algebras was initiated by the first named author and O. Brattelli [BJKR01, BJKR02, BJ02, BJOk04]; and it includes such applications as construction of new multiresolution wavelets, and of wavelet algorithms from multi-band wavelet filters. And yet other applications studied by the first named author and D. Dutkay lead to the study of such classes of representations as monic, and permutative [DJ14, FGJ+18a]; and their use in fractal analysis. The introduction of these classes begins with the fact that every representation of the Cuntz algebra corresponds in a canonical fashion to a certain projection valued measure. We begin with these projection valued measures in this and the next section below.

Let \(N\) be a positive integer, and let \(A\) be an alphabet with \(|A| = N\); set
\[
\Omega_N := A^\mathbb{N} = A \times A \times A \times \cdots \cdots \cdots \text{\(\#\)0–infinite Cartesian product. (3.1)}
\]
Points in \(\Omega_N\) are denoted \(\omega := (x_1, x_2, \cdots)\), and we set
\[
\pi_n (\omega) := x_n, \quad \forall \omega \in \Omega_N. (3.2)
\]
When \(k \in \mathbb{N}\) is fixed, and \(\omega = (x_i) \in \Omega_N\), we set
\[
\omega|_k = (x_1, x_2, \cdots, x_k) = \text{the } k\text{-truncated (finite) word. (3.3)}
\]

Let \(\mathcal{H}\) be a separable Hilbert space, \(\dim \mathcal{H} = \mathbb{N}_0\), and let \(\mathfrak{M}\) be a commutative family of orthogonal projections in \(\mathcal{H}\).

By an \(\mathfrak{M}\)-valued random variable \(X\), we mean a measurable function
\[
X : \Omega_N \longrightarrow \mathfrak{M. (3.4)}
\]
See, e.g., [AJ15, AJL17, AJL18].

Let \(\mathcal{O}_N\) denote the Cuntz algebra with \(N\) generators [Cun77], i.e., the \(C^*\)-algebra on symbols \(\{s_i\}_{i=1}^N\), satisfying the following two relations:
\[
s_i^* s_j = \delta_{ij} \mathbb{1}, \quad \text{and} \quad \sum_{i=1}^N s_i s_i^* = \mathbb{1}, (3.5)
\]
where \(\mathbb{1}\) denotes the unit element in \(\mathcal{O}_N\).
By a representation of $\mathcal{O}_N$ we mean a function $s_i \mapsto S_i = \pi(s_i)$ such that

$$S_i^*S_j = \delta_{ij}I, \quad \text{and} \quad \sum_{i=1}^N S_iS_i^* = I \quad (3.6)$$

where $\delta_{ij}$ denotes the Kronecker delta, and $I$ denotes the identity operator in $\mathcal{H}$; we say that $\pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H})$ if (3.6) holds.

The following lemma is basic and will be used throughout in the remaining of the paper.

**Lemma 3.1.** Let $\pi = (S_i)_{i=1}^N$ be a representation of $\mathcal{O}_N$ acting in a fixed Hilbert space $\mathcal{H}$, i.e., $\pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H})$. For finite words $f = (x_1, \cdots, x_n)$ in the alphabet $A = \{1, 2, \cdots, N\}$, set

$$P_f := S_{x_1}S_{x_2}\cdots S_{x_k}S_{x_{k-1}}^* \cdots S_{x_1}^* \quad (3.7)$$

with the conventions:

$$P_i := S_iS_i^*, \quad \text{and} \quad P_\emptyset = 0 \quad (3.8)$$

(i) Then as $f$ varies over all finite non-empty words, the projections $\{P_f\}$ form an abelian family.

(ii) Moreover,

$$\sum_{i=1}^N P_{(fi)} = P_f \quad (3.9)$$

and in particular,

$$P_{(fg)} \leq P_f \quad (3.10)$$

for any pair of finite non-empty words $f$ and $g$. Here $(fg)$ denotes concatenation of the two words.

**Proof.** This is an application of (3.6), and the details are left for the reader. \qed

**Theorem 3.2.** Let $N$, $\mathcal{H}$, $\mathcal{O}_N$, and $\pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H})$ be as above.

(i) Then there is a unique random variable $X$ (projection-valued, see (3.4)) such that

$$X(\omega) = \lim_{k \to \infty} S_{\omega|k}S_{\omega|k}^*, \quad \omega \in \Omega_N \quad (3.11)$$

where

$$S_{\omega|k} = S_{x_1}S_{x_2}\cdots S_{x_k} \quad (3.12)$$

and $\omega|_k$ is the corresponding truncated word as in (3.3).

(ii) Moreover, the following relations hold:

If $a \in A$, and $\omega = (x_1, x_2, x_3, x_4, \cdots) \in \Omega_N$, then

$$S_aX(\omega)S_a^* = X(a\omega) \quad (3.13)$$
and
\[ S_a^* X(\omega) S_a = \delta_{\alpha, \pi_1(\omega)} X(\sigma(\omega)), \]
where
\[ \sigma(\omega) = (x_2, x_3, x_4, \cdots), \quad \text{and} \quad a\omega = (a, x_1, x_2, x_3, \cdots). \]

(iii) Finally, we have:
\[ X(\omega) X(\omega') = \delta_{\omega, \omega'} X(\omega), \]
for all \( \omega, \omega' \in \Omega_N \).

Proof. Let \( N \in \mathbb{N}, N \geq 2 \), and let \( \mathcal{H} \) be a separable Hilbert space. Let \( O_N \) denote the Cuntz algebra with \( N \) generators \( \{s_i\}_{i=1}^N \), and let \( \pi \in \text{Rep}(O_N, \mathcal{H}), \pi(s_i) := S_i, 1 \leq i \leq N \), be fixed.

Let \( \Omega_N \) be as in (3.1). For \( \omega = (i_1, i_2, i_3, \cdots) \in \Omega_N \), and \( k \in \mathbb{N} \), set \( \omega|_k = (i_1, i_2, \cdots, i_k) \), the truncated word; see (3.3). Set \( S_{\omega|_k} = S_{i_1} \cdots S_{i_k} \), and
\[ P(\omega|_k) := S_{\omega|_k} S_{\omega|_k}^*. \]
Then \( \{P(\omega|_k)\}_{k \in \mathbb{N}} \) in (3.16) is a monotone decreasing family of projections, i.e.,
\[ P(\omega|_1) \geq P(\omega|_2) \geq \cdots \geq P(\omega|_k) \geq P(\omega|_{k+1}) \geq \cdots; \]
and so, by Lemma 2.3, the following limit projection exists:
\[ X(\omega) := \lim_{k \to \infty} P(\omega|_k). \]
Specifically, the limit exists in the strong operator topology on \( \mathcal{B}(\mathcal{H}) \), and \( X(\omega) \) is the projection onto the intersection of the closed subspaces in \( \mathcal{H} \) given by
\[ S_{\omega|_k} \mathcal{H} = S_{i_1} S_{i_2} \cdots S_{i_k} \mathcal{H} \]
as \( k \) varies over \( \mathbb{N} \).

The proof of monotonicity in (3.17) is the following estimate in the order of projections (see Lemma 2.1):
\[ \underbrace{S_{i_1} \cdots S_{i_k} S_{i_{k+1}}^* S_{i_{k+1}}^* \cdots S_{i_1}^*}_{P(\omega|_{k+1})} \leq \underbrace{S_{i_1} \cdots S_{i_k} S_{i_{k+1}}^* \cdots S_{i_1}^*}_{P(\omega|_k)}. \]
See also Lemma 3.1. Once the limits are established, conclusion (i) in the theorem is clear.

The remaining conclusions (ii)-(iii) follow from passing to the limit \( k \to \infty \) as follows. Here \( \omega, \omega' \in \Omega_N \) are fixed infinite words, \( \omega = (i_1, i_2, i_3, \cdots) \), \( \omega' = (j_1, j_2, j_3, \cdots) \), and let \( a \in A = \{1, 2, \cdots, N\} \).

Conclusion (3.13) follows from:
\[ S_{\omega} S_{i_1} \cdots S_{i_k} S_{i_{k+1}}^* \cdots S_{i_1}^* S_{\omega} = S_{\omega|_k} S_{\omega|_k}^*, \]
and then passing to the limit, \( k \to \infty \), using (i).
Conclusion (3.14) follows from
\[ S^*_a S_{i_1} \cdots S_{i_k} S^*_a = \delta_{a,i_1} S_{i_2} \cdots S_{i_k} S^*_i \cdots S^*_i. \]
Here we used (3.6), since \( \pi \) is given to be in \( \text{Rep}(\mathcal{O}_N, \mathcal{H}) \). Now (3.14) follows from taking the limit \( k \to \infty \), and using again Lemma 2.3.

Finally, conclusion (iii) in the theorem follows from the computation:
\[ S_{i_1} \cdots S_{i_k} (S^*_{j_1} \cdots S^*_{j_k}) S^*_{j_1} \cdots S^*_{j_k} = \delta_{i_1,j_1} \delta_{i_2,j_2} \cdots \delta_{i_k,j_k} S_{i_1} \cdots S_{i_k} S^*_{i_1} \cdots S^*_{i_k}. \]
Passing to the limit \( k \to \infty \), the desired conclusion (iii) now follows. \( \square \)

4. A Projection Valued Path-Space Measure

Let \( \mathcal{H} \) be a separable Hilbert space, and fix \( N \geq 2 \), and \( \pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H}) \). We shall be concerned with two tools directly related to the study of representations of \( \mathcal{O}_N \) on \( \mathcal{H} \). (Also see [Mey93, Jor07, BKW12].)

With \( \pi (s_i) = S_i \), \( 1 \leq i \leq N \) fixed, set \( \beta = \beta_{\pi} \in \text{End}(\mathcal{B}(\mathcal{H})) \), endomorphism, and \( Q = Q_{\pi} \), a canonical projection-valued path-space measure. Before giving the precise details, we shall need a few facts about the path space,
\[ \Omega_N = \{1, 2, \ldots, N\}^N. \] (4.1)

This version of path-space is chosen for simplicity: We have taken as alphabet the set \( A := \{1, 2, \ldots, N\} \), but the fixed alphabet could be any finite set \( A \) with \( |A| = N \); and so \( \Omega_N = A^N = \underbrace{A \times A \times \cdots}_{\aleph_0} \), the infinite Cartesian product; see Section 2.

**Definition 4.1.** For \( T \in \mathcal{B}(\mathcal{H}) \), set
\[ \beta_{\pi} (T) = \sum_{i=1}^{N} S_i T S^*_i. \] (4.2)

Then \( \beta_{\pi} \in \text{End}(\mathcal{B}(\mathcal{H})) \), i.e.,
\[ \beta_{\pi} (TT') = \beta_{\pi} (T) \beta_{\pi} (T') , \forall T, T' \in \mathcal{B}(\mathcal{H}); \] (4.3)
\[ \beta_{\pi} (T^*) = \beta_{\pi} (T)^* , \text{ and} \] (4.4)
\[ \beta_{\pi} (I) = I. \] (4.5)

Given a representation \( \pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H}) \), then the corresponding endomorphism,
\[ \beta_{\pi} : \mathcal{B}(\mathcal{H}) \longrightarrow \mathcal{B}(\mathcal{H}) \] (4.6)
plays an important role in representation theory. For example, for decompositions of \( \pi \), by Schur, we will need the commutant \( \{\pi\}' \), defined as follows:
\[ \{\pi\}' := \{T \in \mathcal{B}(\mathcal{H}) ; T \pi (A) = \pi (A) T, \forall A \in \mathcal{O}_N \}. \] (4.7)
Lemma 4.2. Let $\pi$ and $\beta_\pi$ be as in (4.2) and (4.6); then
\[
\{\pi\}' = \{T \in \mathcal{B}(\mathcal{H}) \; ; \; \beta_\pi(T) = T\} (= \text{Fix}(\beta_\pi)). \tag{4.8}
\]

Proof. We have the following bi-implications:
\[
\begin{align*}
\beta_\pi(T) &= T \\
&\Downarrow \quad S_i^* \beta_\pi(T) = S_i^* T, \quad 1 \leq i \leq N \\
&\Downarrow \quad (\text{by (4.2)}) \\
TS_i^* &= S_i^* T, \quad 1 \leq i \leq N \\
&\Downarrow \quad T \in \{\pi\}'.
\end{align*}
\]

In applications to statistical mechanics, given $\pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H})$, it is important to determine the closed subspaces $\mathcal{K} \subset \mathcal{H}$, invariant under the operators $S_i^*$, $1 \leq i \leq N$.

Notation: When $\mathcal{K}$ is a closed subspace, we shall denote the corresponding projection by $P (= P_\mathcal{K})$ (see Lemma 2.1.)

Lemma 4.3. Let $(\pi, \mathcal{H}, \mathcal{K} \text{ (with projection } P))$ be as above; then TFAE:
1. $S_i^* \mathcal{K} \subseteq \mathcal{K}$, $1 \leq i \leq N$;
2. $PS_i^* P = S_i^* P$, $1 \leq i \leq N$;
3. $P \leq \beta_\pi(P)$, in the order of projections (see Section 2); and
4. $P \leq \beta_\pi(P) \leq \cdots \leq \beta_{k+1}^k(P) \leq \cdots$.

Proof. The argument is the same as that used in the proof of Lemma 4.2. \qed

Lemma 4.4. Let $(\pi, \mathcal{H}, \mathcal{K} \text{ (with projection } P))$ be as in Lemma 4.3, and set
\[
Q = \bigvee_{k=1}^\infty \beta_{k+1}^k(P); \tag{4.9}
\]
then $Q \in \{\pi\}'$, and $Q$ is the smallest projection in $\{\pi\}'$ satisfying $P \leq Q$.

Proof. The conclusion is immediate from the formula:
\[
S_i^* \beta_{k+1}^k(P) = \beta_{k+1}^k(P) S_i^*, \quad 1 \leq i \leq N.
\]
Assuming (4.9), we then get
\[
S_i^* Q = Q S_i^*, \quad 1 \leq i \leq N,
\]
and by taking adjoints

\[ QS_i = S_i Q; \]

so \( Q \in \{ \pi \}' \). The remaining parts of the proof are immediate. \( \square \)

**Definition 4.5.** We shall use the standard \( \sigma \)-algebra \( \mathcal{C} \) of subsets of \( \Omega_N \) (the path-space). The \( \sigma \)-algebra is generated by cylinder sets \( E_f \). Here \( f = (i_1, i_2, \cdots, i_k) \) is a finite word, \( |f| = k \); and

\[ E_f := \{ \omega \in \Omega_N \mid \omega_j = i_j, \ 1 \leq j \leq k \}; \]  

is one of the basic cylinder sets (see Fig 4.1). The \( \sigma \)-algebra \( \mathcal{C} \) is the smallest \( \sigma \)-algebra containing the sets \( E_f \) as \( f \) varies over all finite words in the fixed alphabet \( A \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{cylinder_set.png}
\caption{A basic cylinder set.}
\end{figure}

**Definition 4.6** (Operators on path-space). We recall the shift operators on \( \Omega_N \), as follows: If \( \omega = (i_1, i_2, i_3, \cdots) \in \Omega_N \), set

\[ \sigma (\omega) := (i_2, i_3, i_4, \cdots) \], and
\[ \hat{\tau}_j (\omega) := (j, i_1, i_2, i_3, \cdots). \]

If \( E \subseteq \Omega_N \) is a subset, and \( f \) is a finite word, we set

\[ \sigma (E) = \{ \sigma (\omega) \mid \omega \in E \}, \]  
\[ \hat{\tau}_j (E) = \{ \hat{\tau}_j (\omega) \mid \omega \in E \}, \]  
\[ \sigma^{-1} (E) = \{ \omega \in \Omega_N \mid \sigma (\omega) \in E \}, \]  
\[ fE = \{ f\omega \mid \omega \in E \} \]  
(concatination of words).

Note

\[ \sigma^{-1} (E) = \bigcup_{j=1}^{N} \hat{\tau}_j (E). \]

**Lemma 4.7.**
(i) The sample space $\Omega_N = \{1, 2, \ldots, N\}^N$ is a compact metric space when equipped with the metric $d_N$ as follows: Given $\omega, \omega' \in \Omega_N$, and set

$$k := \sup \{j \in \mathbb{N} \mid \omega_i = \omega'_i, 1 \leq i \leq j\}$$

with the convention that $k = \infty$ iff $\omega = \omega'$. Then

$$d_N (\omega, \omega') = N^{-k}.$$  \hspace{1cm} (4.18)

(ii) The shift maps $\{\hat{\tau}_j\}_{j=1}^N$ in (4.12) are contractive as follows:

$$d_N (\hat{\tau}_j (\omega), \hat{\tau}_j (\omega')) \leq N^{-1} d_N (\omega, \omega')$$

for all $1 \leq j \leq N$, $\forall \omega, \omega' \in \Omega_N$.

Proof. Uses standard facts about infinite products, and is left to the reader. \hfill \Box

When discussing measures $Q$ on $(\Omega_N, \mathcal{C})$, we refer to $\sigma$-additivity; i.e., if $\{E_j\}_{j \in \mathbb{N}}$, $E_j \in \mathcal{C}$, $E_i \cap E_j = \emptyset$, $i \neq j$, is given, we require that

$$Q \left( \bigcup_{j=1}^\infty E_j \right) = \sum_{j=1}^\infty Q (E_j).$$

We say that a measure $Q$ on $(\Omega_N, \mathcal{C})$ is projection valued, i.e., $Q (E)$ is a projection in $\mathcal{H}$, for all $E \in \mathcal{C}$, and

$$Q (\Omega_N) = I, \quad \text{and} \quad Q (\emptyset) = 0. \hspace{1cm} (4.19)$$

Let $Q$ be the projection valued measure on $(M, \mathcal{C})$ taking values in $\mathcal{B} (\mathcal{H})$ for a fixed Hilbert space $\mathcal{H}$, and let $\psi \in \mathcal{H}$; we then get a scalar valued measure

$$\mu_\psi (E) := \langle \psi, Q (E) \psi \rangle_{\mathcal{H}} = \|Q (E) \psi\|^2_{\mathcal{H}}, \quad \forall E \in \mathcal{C}.$$ 

Conversely, $Q (\cdot)$ is determined by these measures.

In the discussion below, the projection valued measures will depend on a prescribed (fixed) representation $\pi \in \text{Rep} (\mathcal{O}_N, \mathcal{H})$.

**Theorem 4.8.** Given $\pi \in \text{Rep} (\mathcal{O}_N, \mathcal{H})$, then there is a unique projection valued measure $Q = Q_\pi$ on $(\Omega_N, \mathcal{C})$ which is specified on the basic cylinder sets $E_f$, $f = (i_1, \ldots, i_k)$, as follows:

$$Q_\pi (E_f) = S_f S_f^* = S_{i_1} \cdots S_{i_k} S_{i_k}^* \cdots S_{i_1}^*.$$ \hspace{1cm} (4.20)

The measure satisfies the following properties:

$$\beta_\pi (Q_\pi (E)) = Q_\pi (\sigma^{-1} (E)), \quad \forall E \in \mathcal{C};$$ \hspace{1cm} (4.21)

(see (4.2) for the definition of $\beta_\pi$.)

$$S_i Q_\pi (E) = Q (iE) S_i, \quad \forall i \in A, \quad \forall E \in \mathcal{C};$$ \hspace{1cm} (4.22)
and

\[ S_i^* Q_\pi (E) = \delta_{i, \pi_1(E)} Q_\pi (\sigma(E)) S_i^* . \] (4.23)

**Proof.** We begin with \( Q_\pi \) defined initially only on the basic cylinder sets \( E_f, f \in \{ \text{finite words} \} \); see (4.20). To show that it extends to the full \( \sigma \)-algebra \( \mathcal{C} \), we make use of Kolmogorov’s consistency principle (see [Kol83, Hid80]). Specifically, we must check from (4.20) that

\[ Q_\pi (E_f) = \sum_{i=1}^{N} Q_\pi (E_{fi}) \] (4.24)

where \( E_f \) is one of basic cylinder-sets. But (4.24) is immediate from:

\[ S_f S_f^* = \sum_{i=1}^{N} S_i S_i^* S_f S_f^* = \sum_{i=1}^{N} S_{(fi)} S_{(fi)}^*. \]

The Kolmogorov extension also implies that the values \( Q_\pi (E), E \in \mathcal{C} \), are determined by those on \( E_f, f \) finite; this is a standard inductive limit argument; see e.g., [Hid80, Kol83, Tum08, HJr94, MO86, Tju72].

Hence, to verify that these three conditions (4.21)-(4.23) in the theorem, we may restrict the checking to the case when \( E \) has the form \( E_f, \) for some finite word \( f = (i_1, \ldots, i_k) \) fixed.

The argument for (4.21) is:

\[ \sum_{i=1}^{N} S_i S_f S_f^* S_i^* = \sum_{i=1}^{N} S_{(if)} S_{(if)}^* = Q_\pi (\sigma^{-1} (E_f)) . \]

The argument for (4.22) is:

\[ S_i (S_f S_f^*) = (S_{(if)} S_{(if)}^*) S_i ; \]

and finally the argument for (4.23) is:

\[ S_j^* S_f S_f^* = \delta_{ji_1} S_{(i_2, \ldots, i_k)} S_{(i_2, \ldots, i_k)}^* S_j^* . \]

When these identities are combined with the Kolmogorov consistency / inductive limit arguments [Kol83, Hid80], the conclusions of the theorem now follow. We turn to the details of this in Section 4.1 below. \( \Box \)

**Definition 4.9.** A projection-valued measure \( \mathbb{Q} \) on \((\Omega_N, \mathcal{C})\), taking values in \( \mathcal{B}(\mathcal{H}) \), is said to be **orthogonal** iff (Def.)

\[ \mathbb{Q} (E \cap E') = \mathbb{Q} (E) \mathbb{Q} (E') \] (4.25)

for all sets \( E \) and \( E' \) in \( \mathcal{C} \).
Remark 4.10. The condition in (4.25) is called orthogonality because of the following: If (4.25) is satisfied, and if \( E \cap E' = \emptyset \) where \( E \) and \( E' \) are picked from \( \mathcal{C} \) (the \( \sigma \)-algebra), then

\[
Q_\pi (E) \mathcal{H} \perp Q_\pi (E') \mathcal{H}.
\]  

(4.26)

To see this, compute the inner products of vectors \( h, h' \in \mathcal{H} \):

\[
\langle Q_\pi (E) h, Q_\pi (E') h' \rangle = \langle h, Q_\pi (E \cap E') h' \rangle = \langle h, 0h' \rangle = 0,
\]

which is the orthogonality (4.26).

4.1. The Kolmogorov consistency construction. Fix \( N > 1 \), and a Hilbert space \( \mathcal{H} \). Let \( \pi \in \text{Rep} (O_N, \mathcal{H}) \), \( \pi (s_i) = S_i, 1 \leq i \leq N \). Let \( \Omega = \Omega_N := (\mathbb{Z}_N)^N \) (= the infinite Cartesian product). For \( \omega \in \Omega \), and \( k \in \mathbb{N} \), set \( \omega |_k = (\omega_1, \omega_2, \cdots, \omega_k) \), the truncated word. Let \( C (\Omega) := \) all continuous functions on \( \Omega \). Set

\[
\mathcal{F}_k = \{ F \in C (\Omega) \mid F (\omega) = F (\omega |_k) \},
\]

(4.27)
i.e., \( \mathcal{F}_k \) consists of functions depending on only the first \( k \) coordinates. \( \mathcal{F}_0 \) = the constant functions on \( \Omega \). Finally, we set

\[
\mathcal{F}_\infty := \bigcup_{k=0}^\infty \mathcal{F}_k.
\]

(4.28)

Lemma 4.11. With the notation from above, \( \mathcal{F}_\infty \) is a dense subalgebra in \( C (\Omega) \), i.e., dense in the uniform norm on \( C (\Omega) \).

Proof sketch. The conclusion follows from the Stone-Weierstrass theorem [Hel69]: We only need to show that \( \mathcal{F}_\infty \) is an algebra, contains the constant function \( 1 \), and separates points in \( \Omega \).

But the properties are immediate from (4.27). Indeed, if \( \omega, \omega' \in \Omega \), and \( \omega \neq \omega' \). Pick \( k \) such that \( \omega_k \neq \omega'_k \); then take \( F = \pi_k \) (= the coordinate projection); it is in \( \mathcal{F}_k \), and satisfies \( F (\omega) \neq F (\omega') \).

\[ \square \]

Proof of Theorem (4.8) continued. We now turn to the projection-valued measure \( Q_\pi \), defined initially only for \( \mathcal{F}_\infty \). We define \( Q_\pi \) as a positive linear functional, taking values in the projections in \( \mathcal{H} \); see Fig 4.2.
| $\mathcal{H}$ |  
|---|---|
| $P_0$ | $P_1$ |
| $P_{00}$ | $P_{01}$ | $P_{10}$ | $P_{11}$ |
| $P_{000}$ | $P_{001}$ | $P_{011}$ | $P_{100}$ | $P_{101}$ | $P_{110}$ | $P_{111}$ |

$P(i_1, i_2, \ldots, i_k) = S_{i_1} \cdots S_{i_k} S_{i_k}^* \cdots S_{i_1} = S_I S_I^*$

**Figure 4.2.** Multiresolution as a nested family of projections.

In detail: If $F \in \mathcal{F}_k$, set

$$Q^{(k)} \Pi (F) = \sum_{I = (i_1, \ldots, i_k) \in \mathbb{Z}_N^k} F(I) S_I S_I^*.$$  \hfill (4.29)

To show that $Q^{(k)} \Pi$, as defined in (4.29) is positive, we need to check that

$$Q^{(k)} \Pi (F^2) \geq 0.$$  \hfill (4.30)

(Recall, we have restricted the checking to real valued functions, but this can easily be modified to apply to the complex valued case. In that case, we must consider $Q^{(k)} \Pi (|F|^2)$ in (4.30).)

For $I, J \in (\mathbb{Z}_N)^k$, we have

$$S_I S_I^* S_J S_J^* = \delta_{I,J} S_I S_I^*$$  \hfill (4.31)

where $\delta_{I,J} = \prod_{l=1}^k \delta_{i_l, j_l}$. Now, combining (4.29) and (4.31), we get

$$Q^{(k)} \Pi (F)^2 = \sum_I \sum_J F(I) F(J) S_I S_I^* S_J S_J^*$$

$$= \sum_I F(I)^2 S_I S_I^* = Q^{(k)} \Pi (F^2),$$

and the desired positivity (4.30) follows.

To get the desired *Kolmogorov extension* (see [Kol83, Hid80]), we only need to check consistency: Let $F \in \mathcal{F}_k \subseteq \mathcal{F}_{k+1}$, i.e., $F$ is considered as a function on $(\mathbb{Z}_N)^{k+1}$, but constant in the last variable $i_{k+1}$.

We now have:

$$Q^{(k+1)} \Pi (F) = Q^{(k)} \Pi (F).$$  \hfill (4.32)

Indeed,

\[
\text{LHS}_{(4.32)} = \sum_{I \in (\mathbb{Z}_N)^k} \sum_{J \in \mathbb{Z}_N} F(I) S_I S_J S_J^* S_I^*
\]
\[ \sum_{I \in (\mathbb{Z}_N)^k} F(I) S_I S_I^* = \text{RHS (4.32)}, \]

since \( \sum_j S_j S_j^* = I \) by (3.6).

Now Kolmogorov consistency, and an application of the Riesz representation theorem (see [Hel69]), yields the final conclusion: The projection valued measure \( Q_\pi \) arises as a projective limit of the individual measures \( \left( Q_\pi^{(k)} (\cdot) , \mathcal{F}_k \right) \) introduced above in (4.29).

\[ \square \]

Remark 4.12. Consider the family \( \{ \mathcal{F}_k \}_{k \in \mathbb{N}_0} \) in (4.27). By abuse of notation, we may also consider this as a family of \( \sigma \)-algebras, i.e.,

\[ \mathcal{F}_k = \text{the } \sigma \text{-algebra generated by } \{ \pi_1, \pi_2, \ldots, \pi_k \}, \quad (4.33) \]

see (3.2). Moreover, \( \mathcal{C} = \bigvee_k \mathcal{F}_k \), where we use the lattice operation for \( \sigma \)-algebras.

From (4.32), we obtain the projection valued measure \( Q_\pi \) as a solution to the problem

\[ Q_\pi^{(k)} (\cdot) = Q_\pi (\cdot | \mathcal{F}_k) \quad (4.34) \]

where “ \( \cdot | \mathcal{F}_k \) ” refers to conditional expectation.

Hence the solution \( Q_\pi (\cdot) \) may be viewed as a martingale limit: We have for all \( k, l \in \mathbb{N}, k < l \):

\[ Q_\pi (\cdot | \mathcal{F}_k) = Q_\pi (\cdot | \mathcal{F}_l | \mathcal{F}_k); \quad (4.35) \]

and for all measurable functions \( F \) on \( (\Omega, \mathcal{C}) \), we have

\[ Q_\pi (F) = \lim_{k \to \infty} Q_\pi^{(k)} (F) = \lim_{k \to \infty} Q_\pi (F | \mathcal{F}_k) \]

where

\[ Q_\pi (F) := \int_{\Omega} F(\omega) Q_\pi (d\omega). \]

Remark 4.13. Let \( E \subset \Omega \), and assume \( E \in \mathcal{F}_k = \sigma \text{-algebra}(\{ \pi_i \}_{i=1}^k) \):

Let \( j \in \mathbb{Z}_N \). Then \( E j := \bigcup_{e \in E} (e j) \in \mathcal{F}_{k+1} \), and

\[ Q_\pi (E) = \sum_{j \in \mathbb{Z}_N} Q_\pi (E j); \quad (4.36) \]

but, in general,

\[ \sum_{i \in \mathbb{Z}_N} Q_\pi (i E) \neq Q_\pi (E). \quad (4.37) \]

Note in general,

\[ \bigcup_{i \in \mathbb{Z}_N} i E = \sigma^{-1} (E), \quad (4.38) \]
(as a disjoint union on the left hand side) where \( \sigma \) is the shift in \( \Omega \); see (4.11) and (4.16). So the assertion in (4.37) above is that, in general, we may have:

\[
Q_{\pi} (\sigma^{-1} E) \neq Q_{\pi} (E).
\]

**Corollary 4.14.** Let \( \pi \in \text{Rep} (\mathcal{O}_N, \mathcal{H}) \), and let \( Q_{\pi} \) be the corresponding projection valued measure introduced in Theorem 4.8. Then \( Q_{\pi} \) is orthogonal, i.e., (4.25) holds.

**Proof.** Because of the Kolmogorov-consistency construction, it is enough to verify the orthogonality (4.25) for \( Q_{\pi} \) in the special case when the two sets have the form \( E_f, E_g \), where \( f \) and \( g \) are finite words in the alphabet, say \( f = (i_1, i_2, \cdots, i_k) \) and \( g = (j_1, j_2, \cdots, j_l) \) where \( k \) and \( l \) denote the respective word lengths. We say that containment holds for the two words iff one of the two contains the other in the following manner: say \( f \subseteq g \), if \( k \leq l \) and \( i_1 = j_1, \cdots, i_k = j_k \). In this case \( g = (fh) \) where \( h \) is the tail end in the word \( g \). (There is a symmetric condition when instead \( g \subseteq f \).)

When \( f \subseteq g \), then

\[
E_f \cap E_g = E_g.
\]

(4.39)

Hence we must verify that, in this case,

\[
Q_{\pi} (E_g) = Q_{\pi} (E_f) Q_{\pi} (E_g).
\]

(4.40)

But using \( g = (fh) \) for some finite word \( h \), we get for the RHS in (4.40):

\[
\text{RHS}_{(4.40)} = S_f (S_f S_f S_f S_h S_f S_f^* S_f) = S_f S_h S_f S_f^* (\text{since } g = fh)
\]

\[
= Q_{\pi} (E_g) = \text{LHS}_{(4.40)}
\]

and the desired conclusion follows.

The remaining case is, if none of the possible containment holds, i.e., \( f \) not contained in \( g \), and \( g \) not contained in \( f \). In this case, \( E_f \cap E_g = \emptyset \), and so both sides in equation (4.40) are zero. See also Fig 5.2.

Having verified that \( Q_{\pi} \) satisfies condition (4.25) for basic cylinder-sets, it now follows that it must also hold for all pairs of sets \( E, E' \in \mathcal{C} \). This is an application of the Kolmogorov extension principle. The proof of the theorem is concluded. \( \square \)

**Corollary 4.15.** Let the setting be as above, \( \pi \in \text{Rep} (\mathcal{O}_N, \mathcal{H}) \), and let \( Q_{\pi} (\cdot) \) be the corresponding projection valued measure.

(i) For \( \omega \in \Omega_N \), and \( k \in \mathbb{N} \), set \( Z_k (\omega) = \omega_k (\in A_N \simeq \{1,2,\cdots,N\}) \), then the following projection-valued Markov property holds: Let \( k > 1 \), then

\[
\text{Prob}^{(\pi)} (Z_{k+1} = j \mid Z_k = i) = \beta_{\pi}^{k-1} (S_i S_j S_i^* S_j^*),
\]

(4.41)

where \( \beta_{\pi} \) is the endomorphism in Definition 4.1 (eq. (4.2)).
(ii) If $\psi \in \mathcal{H}$, $\|\psi\| = 1$, let $\mu_\psi (\cdot) := \langle \psi, Q_\pi (\cdot) \psi \rangle_{\mathcal{H}}$ be the corresponding scalar valued measure. Then the associated transition probabilities are

$$
\text{Prob}^{(\mu_\psi)} (Z_{k+1} = j \mid Z_k = i) = \frac{\langle \psi, \beta_n^{k-1} (S_i S_j S_j^* S_i^*) \psi \rangle_{\mathcal{H}}}{\langle \psi, \beta_n^{k-1} (S_i^* S_i) \psi \rangle_{\mathcal{H}}} = \frac{\| \beta_n^{k-1} (S_j S_i^*) \psi \|^2_{\mathcal{H}}}{\| \beta_n^{k-1} (S_i^*) \psi \|^2_{\mathcal{H}}}.
$$

(4.42)

(iii) The Markov property holds for the process in (ii) if and only if $\beta_n$-invariance holds, in the following sense:

$$
\langle \psi, \beta_n (Q_\pi (\cdot)) \psi \rangle_{\mathcal{H}} = \langle \psi, Q_\pi (\cdot) \psi \rangle_{\mathcal{H}} = \mu_\psi (\cdot).
$$

Proof. For (4.41), we have

$$
\text{Prob}^{(\pi)} (Z_{k+1} = j \mid Z_k = i) = \sum_{I \in \mathbb{Z}_N^{k-1}} Q_\pi (E (Iij))
$$

$$
= \sum_{I \in \mathbb{Z}_N^{k-1}} S_i S_j S_j^* S_i^* S_i^* = \beta_n^{k-1} (S_i S_j S_j^* S_i^*).
$$

Parts (ii) and (iii) follow immediately from this. 

Monic Representations.

Let $\pi \in \text{Rep} (\mathcal{O}_N, \mathcal{H})$, and let $Q_\pi$ be the corresponding projection valued measure. Let $\mathfrak{M}_\pi$ be the abelian $*$-algebra generated by $Q_\pi$, i.e., the operators

$$
\int_{\Omega_N} f (\omega) Q_\pi (d \omega)
$$

where $f$ ranges over the measurable functions on $(\Omega_N, \mathcal{F})$.

Following [DJ14], we make the following:

Definition 4.16. We say that $\pi$ is monic iff (Def.) there is a vector $\psi_0 \in \mathcal{H}$, $\|\psi_0\| = 1$, such that

$$
[\mathfrak{M}_\pi \psi_0] = \mathcal{H},
$$

i.e., $\psi_0$ is $\mathfrak{M}_\pi$-cyclic.

Starting with $Q_\pi$ and (4.44), we use the construction outlined before Theorem 4.8, to get a scalar measure via:

$$
\mu_0 (E) = \langle \psi_0, Q_\pi (E) \psi_0 \rangle_{\mathcal{H}}, \ E \in \mathcal{F}.
$$

(4.45)

Using [DJ14], we then get a random variable $Y : \Omega_N \to M$ for a measure space $(M, \mathcal{B})$ such that the measure $\mu := \mu_0 \circ Y^{-1}$ satisfies the conditions listed below:
It was proved in [DJ14] that a representation $\pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H})$ is monic iff it is unitarily equivalent to one realized in $L^2(M, \mu)$ as follows for some measure space $(M, \mu)$:

There are endomorphisms $\{\tau_i\}_{i=1}^N, \sigma$, such that $\sigma \circ \tau_i = id_M$, $\mu \circ \tau_i^{-1} \ll \mu$, and $L^2(\mu)$-function $f_i$ on $M$, such that

$$d \left( \mu \circ \tau_i^{-1} \right) / d\mu = |f_i|^2, \quad 1 \leq i \leq N; \quad (4.46)$$

$$f_i \neq 0 \quad \text{a.e. } \mu \text{ in } \tau_i(M). \quad (4.47)$$

Then the isometries $S_i$ are as follows:

$$S_i(\mu) = f_i \circ \sigma, \quad 1 \leq i \leq N, \quad (4.48)$$

i.e., $\left\{ S_i(\mu) \right\}_{i=1}^N \in \text{Rep}(\mathcal{O}_N, L^2(\mu))$; see (3.6).

4.2. Atoms of the Path-Space Measure $Q_{\pi}(\cdot)$. In Section 3 we introduced a random variable $X$ on path space $(\Omega_N, \mathcal{C})$; and in Section 4, a path-space-measure $Q_{\pi}(\cdot)$. The starting point in both cases is a fixed $\pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H})$. Specifically, a separable Hilbert space $\mathcal{H}$ is given, $N \in \mathbb{N}$, $N \geq 2$, fixed; and $\pi$ is a representation of $\mathcal{O}_N$, $\pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H})$, $\pi(s_i) =: S_i$, $1 \leq i \leq N$, with the isometries $S_i : \mathcal{H} \to \mathcal{H}$ satisfying (3.6). To summarize, the random variable $X = X_{\pi}$ is specified in (3.11) in Theorem 3.2, and the path-space measure $Q_{\pi}$ in Theorem 4.8. Both take values in the projections in $\mathcal{H}$, see Section 2, and also [AJ15, AJL17, AJL18].

The question addressed here is: What are the atoms of $Q_{\pi}$?

We say that a sample path $\omega \in \Omega_N$ is an atom if the singleton $\{\omega\}$ satisfies $Q(\{\omega\}) > 0$; so the closed subspace $Q_{\pi}(\{\omega\}) \mathcal{H} = \mathcal{H}_{\omega}$ is non-zero. The answer to the question is given in the corollary below where we prove the following:

$$Q_{\pi}(\{\omega\}) = X_{\pi}(\omega), \quad \forall \omega \in \Omega_N. \quad (4.49)$$

We note that (4.49) holds even if one of the two sides (and hence both) is zero.

Details:

**Corollary 4.17.** We have:

$$X_{\pi}(\omega) = Q_{\pi}(\{\omega\}), \quad \forall \omega \in \Omega_N. \quad (4.50)$$

**Proof.** Fix $\omega \in \Omega_N$, then

$$\{\omega\} = \bigcap_{k=1}^{\infty} E(\omega|k); \quad (4.51)$$

see also Fig 5.2. To see (4.51), note that

$$E(\omega|k) = \{\xi \in \Omega_N \mid \xi_i = \omega_i, \quad 1 \leq i \leq k\}, \quad (4.52)$$
so that $\xi \in \bigcap_k E(\omega|_k) \iff \xi = \omega$ (see Fig 5.2).

Remark 4.18. The notation in (4.51) is consistent with convergence along a filter (see e.g. [Bou98, Wil04]) as follows: Let $\Omega_N = A^N$ be as above where $A$ is a given (and fixed) alphabet. If $f = (x_1, x_2, \ldots, x_k)$, $x_i \in A$, is a finite path, we introduced the sets $E_f$ (or $E(f)$) where

$$E_f := \{ \omega \in \Omega_N \mid \omega_i = x_i, \ 1 \leq i \leq k \}. \quad (4.53)$$

In particular, if $\omega \in \Omega_N$, $k \in \mathbb{N}$, set $f = \omega|_k = (\omega_1, \omega_2, \ldots, \omega_k)$ and we get the sets in (4.52).

Now consider the filter $\mathcal{F}$ of subsets of $\Omega_N$, defined as follows:

A subset $E$ is in $\mathcal{F}$ iff (Def.) $[\exists f$ (a finite word) such that $E_f \subseteq E]$. (4.54)

(We say that $\{E_f\}$ forms a filter basis.)

The sets in $\mathcal{F}$ satisfy the two filter axioms:

(i) If $E_i$, $i = 1, 2$, are in $\mathcal{F}$, then $\exists F \in \mathcal{F}$ such that $F \subseteq E_i$, for $i = 1, 2$.

(ii) If $E \in \mathcal{F}$, and $F$ is a subset of $\Omega_N$ such that $E \subseteq F$, then $F \in \mathcal{F}$.

Now condition (4.51) above is the assertion that

$$\lim_{k \uparrow \mathcal{F}} \omega|_k = \omega; \quad (4.55)$$

stating that $E(\omega|_k), k \in \mathbb{N}$, converges to $\{\omega\}$ along the filter $\mathcal{F}$.

4.3. Symbol Space Representations as Groups. In the study of iterated function systems (IFSs), and more generally, in symbolic dynamics, we consider a fixed finite alphabet $A$, as well as words in $A$. Both finite as well as infinite words are needed. For many purposes, it is helpful to give $A$ in the form of a cyclic group $\mathbb{Z}/N\mathbb{Z} \simeq \{0, 1, 2, \ldots, N - 1\}$. In this case both the finite words $\Omega_N^*$, as well as infinite words $\Omega_N := A^\mathbb{N}$ become groups. In the representation below, we identify $\Omega_N$, and $\Omega_N$, as a pair of abelian groups in duality. Since $\Omega_N^*$ (finite words) is discrete, we get $\Omega_N$ realized as a compact abelian group.

Lemma 4.19. Let $N \in \mathbb{N}, N \geq 2$, be fixed, and let $\Omega_N^*$, resp. $\Omega_N$, denote the finite, resp., infinite words in $\mathbb{Z}/N\mathbb{Z}$.

(i) If $x = (x_j)_{j=1}^\infty \in \Omega_N$, and $y = (y_j)_{j=1}^{finite} \in \Omega_N^*$, are fixed, then set

$$\langle x, y \rangle := \prod_{k=1}^\infty \exp \left( i2\pi \left( \frac{x_k y_k}{N^k} \right) \right), \quad (4.56)$$

so we have

$$\langle x + x', y \rangle = \langle x, y \rangle \langle x', y \rangle, \quad (4.57)$$
\langle x, y + y' \rangle = \langle x, y \rangle \langle x, y' \rangle, \quad (4.58)

for all \( x, x' \in \Omega_N \), and \( y, y' \in \Omega_N^* \).

(ii) In the category of abelian groups, we get

\[
dual(\Omega_N) = \Omega_N^* \quad \text{and} \quad \dual(\Omega_N^*) = \Omega_N, \quad (4.59)
\]

“dual” refers to Pontryagin duality. Note \( \Omega_N^* = \bigcup_{k=1}^{\infty} N^{-k} \mathbb{Z} \); and

\[
\mathbb{Z} \subset N^{-1} \mathbb{Z} \subset N^{-2} \mathbb{Z} \subset \cdots \subset N^{-k} \mathbb{Z} \subset N^{-(k+1)} \mathbb{Z} \subset \cdots. \quad (4.60)
\]

(iii) The Haar measure on \( \Omega_N \) is the infinite product norm on \((\mathbb{Z}_N)^N\) with weights \((\frac{1}{N}, \frac{1}{N}, \cdots, \frac{1}{N})\) on each factor.

**Proof.** The lemma follows from results in the literature (see [DHJ15, DJ15]), and is left to the reader.

Identify a finite word \( y = (y_1, \cdots, y_k) \in \Omega_N^* \) \((y_j \in \mathbb{Z}_N = \{0, 1, \cdots, N-1\})\) with

\[
\bar{y} = \frac{y_1 N^{k-1} + \cdots + y_{k-1} N + y_k}{N^k} = \frac{y_1}{N} + \cdots + \frac{y_k}{N^k} \in N^{-k} \mathbb{Z}; \quad (4.62)
\]

see (4.61). Set

\[
S_y = S_{y_1} S_{y_2} \cdots S_{y_k}; \quad (4.63)
\]

and if \( x = (x_j)_{j=1}^{\infty} \in \Omega_N \) \((x_j \in \mathbb{Z}_N)\), define an automorphism action \( \alpha(x) \) of \( \mathcal{O}_N \) by its values on generators \( S_y \) as follows:

\[
\alpha(x) S_y = \langle x, y \rangle S_y; \quad (4.64)
\]

called the gauge-action.

In particular,

\[
\alpha(x) (S_y S'_y) = S_y S'^*_y. \quad (4.65)
\]

The abelian \(*\)-subalgebra \( \mathcal{M}_N \) in \( \mathcal{O}_N \) generated by the projections \( \{S_y S'^*_y\}_{y \in \Omega_N^*} \) \((\Omega_N^* = \text{finite words})\) is \( \mathcal{M}_N = \{M \in \mathcal{O}_N \mid \alpha(x) M = M, \forall x \in \Omega_N \} \).

**Remark 4.20.** It follows from Lemma 4.19 that the projection valued measures from Theorems 3.2 and 4.8 may be realized on the compact group \( \Omega_N \).

For the study of Markov chains, the following extension of the lemma will be useful:

**Lemma 4.21.** Let \( M \) be a fixed \( N \times N \) matrix over \( \mathbb{Z} \), and assume its eigenvalues \( \lambda_j \) satisfy \(|\lambda_j| > 1\).

From the nested chain of groups we then obtain inductive, and projective limits, in the form of discrete groups \( \Omega_M \), and compact dual \( \Omega_M \).
Case 1 (inductive)

\[ \mathbb{Z}^N/M^{k+1}\mathbb{Z}^N \hookrightarrow \mathbb{Z}^N/M^k\mathbb{Z}^N \]

and the dual projective group formed from the groups

\[ (M^T)^k \mathbb{Z}^N \]

where \( M^T \) denotes the transposed matrix:

\[ \Omega_M^* = \bigcup_{k=1}^{\infty} M^{-k}(\mathbb{Z}_N) ; \]

and note \( \mathbb{Z}_N \subset M^{-1}\mathbb{Z}_N \subset M^{-2}\mathbb{Z}_N \subset \cdots \subset M^{-k}\mathbb{Z}_N \subset M^{-(k+1)}\mathbb{Z}_N \subset \cdots \).

When \( M \) is fixed, and pair \( x = (x_j) \) and \( y = (y_j) \) are infinite, resp., finite, words in \( \mathbb{Z}^N/M\mathbb{Z}^N \), then the Pontryagin duality is then

\[ \langle x, y \rangle_M := \prod_{k=1}^{\infty} \exp \left( i2\pi (M^T)^{-k} x_j \cdot y_j \right) . \]

(4.68)

Proof. See, e.g., [BJKR01, BJKR02, BJOk04].

Note that if \( x \) and \( y \in \mathbb{Z}_N \), and \( k \in \mathbb{N} \), then in the quotient group we have

\[ (M^T)^{-k} x \cdot y = (M^T)^{-(k+1)} x \cdot My . \]

5. Iterated Function Systems (IFS), and \( \text{Rep}(\mathcal{O}_N, \mathcal{H}) \)

Recall, when \( N \) is a fixed integer, at least 2, the corresponding Cuntz algebra \( \mathcal{O}_N \) has a rich family of representations (see, e.g., [Gli60, Gli61, Cun77, BJ02, BJOk04]). They are studied in the previous two sections, with the use of the associated projection-valued measures. As noted in Section 4.3, some of the \( \mathcal{O}_N \) representations correspond to iterated function systems (IFSs), where the iteration of branching laws is given by a system of \( N \) prescribed endomorphisms in a measure space. One reason the use of IFSs is powerful is that the framework allows one to make precise iteration of self-similarity in Cantor-dynamics, and, more generally, in non-reversible dynamics, as well as the corresponding “chaos-limits.” (See [Hut81, Hut95, DJ14, AJL17].) The setting of IFS-systems includes a rich class of fractals, e.g., those corresponding to affine IFSs, and others to complex dynamics.

Two themes are addressed in this section: (i) We present the correspondence between representations of the Cuntz algebra \( \mathcal{O}_N \), on one hand, and IFSs with \( N \) generating endomorphisms, on the other. (ii) Our focus will be a use of the \( \mathcal{O}_N \) representations in a realization of generalized Martin boundaries for the IFSs under consideration. For
this purpose, it will be convenient to first fix an alphabet \( A \), of size \( N \). We then consider kernels indexed by both finite words in \( A \), as well as by infinite words; see Section 4 for details.

In Theorem 5.8 below, we show that such a boundary theory may be derived from the random variables \( Y \) which we introduced in Section 3. In broad outline, our boundary representations will be obtained as limits of kernels indexed initially by finite words in the alphabet \( A \); the limit referring to finite vs infinite words in the symbolic representations. This theme will be expanded further in Section 7 below.

The present section concludes with a number of explicit examples.

Let \((M, d)\) be a compact metric space, \( N \in \mathbb{N} \) fixed, \( N \geq 2 \),

\[
p_1, \ldots, p_N, \ p_i > 0, \quad \sum_{i=1}^{N} p_i = 1, \text{ fixed.} \tag{5.1}
\]

Let \( \tau_i : M \to M, \ 1 \leq i \leq N \), be a system of strict contractions in \((M, d)\). Let \( \Omega_N = \{1, 2, \cdots, N\}^N \), and let

\[
\mathbb{P} = \times_{\aleph_0}^\infty p = p \times p \times p \cdots. \tag{5.2}
\]

(see [Kak43, Hid80].)

In this section, we construct random variables \( Y \) with values in \( M \) (some measure space \((M, \mathcal{B}_M)\)), so \( Y : \Omega \to M \), such that the corresponding distribution \( \mu := \mathbb{P} \circ Y^{-1} \) satisfies

\[
\mu = \sum_{i=1}^{N} p_i \mu \circ \tau_i^{-1}.
\]

Here \( \mathbb{P} \) is the infinite-product measure (5.2).

**Example 5.1** (A Julia construction). Although the early analysis (e.g., [Hut81]) of many of the iterated function systems (IFSs) focused on iteration of systems of affine maps in some ambient \( \mathbb{R}^d \), there is also a rich literature dealing with complex dynamics, and iteration of conformal maps, see e.g., [Mil06]. Also in these cases, there are IFS measures, see Theorem 5.2 ii. In the simplest cases these Julia iteration limits arise from an iteration of branches of the inverse of complex polynomials. The corresponding IFS limits are typically Julia sets; named after Gaston Julia. Examples are included in Fig 5.1.
Figure 5.1. $\mathbb{C} \ni z \rightarrow z^2 + c$ ($c \in \mathbb{C}\setminus\{0\}$ fixed), $\tau_{\pm}: z \rightarrow \pm \sqrt{z - c}$.

**Theorem 5.2.** For points $\omega = (i_1, i_2, i_3, \cdots) \in \Omega_N$ and $k \in \mathbb{N}$, set

$$\omega|_k = (i_1, i_2, \cdots, i_k), \quad \tau_{\omega|_k} = \tau_{i_1} \circ \tau_{i_2} \circ \cdots \circ \tau_{i_k}. \quad (5.3)$$

Then $\bigcap_{k=1}^{\infty} \tau_{\omega|_k}(M)$ is a singleton, say $\{x(\omega)\}$. Set $Y(\omega) = x(\omega)$, i.e.,

$$\{Y(\omega)\} = \bigcap_{k=1}^{\infty} \tau_{\omega|_k}(M); \quad (5.4)$$

then:

(i) $Y: \Omega_N \rightarrow M$ is an $(M,d)$-valued random variable.

(ii) The distribution of $Y$, i.e., the measure

$$\mu = \mathbb{P} \circ Y^{-1} \quad (5.6)$$

is the unique Borel probability measure on $(M,d)$ satisfying:

$$\mu = \sum_{i=1}^{N} p_i \mu \circ \tau_i^{-1}; \quad (5.7)$$

equivalently,

$$\int_{M} f d\mu = \sum_{i=1}^{N} p_i \int_{M} (f \circ \tau_i) d\mu, \quad (5.8)$$

holds for all Borel functions $f$ on $M$. 

(A) $c = 0.125 + 0.625i$

(B) $c = 0.375 - 0.125i$
(iii) The support \( M_\mu = \text{supp}(\mu) \) is the minimal closed set (IFS), \( \neq \emptyset \), satisfying

\[
M_\mu = \bigcup_{i=1}^{\infty} \tau_i (M_\mu) .
\]  

\[ (5.9) \]

\[
E(\omega_1) \supset E(\omega_2) \supset \cdots \supset E(\omega_k) \supset E(\omega_{k+1}) \supset \cdots
\]

**Figure 5.2.** \( \{\omega\} = \bigcap_{k=1}^{\infty} E(\omega_k) \). Monotone families of tail sets. Let \( \Omega_N \) be the set of all infinite words, i.e., the infinite Cartesian product. Start with a fixed infinite word \( \omega \), so \( \omega \) in \( \Omega_N \) (highlighted in 5.2.) For every positive \( k \), we truncate \( \omega \), thus forming a finite word \( \omega|_k \). Then the set \( E(\omega|_k) \) is the set of all infinite words that begin with \( \omega|_k \), but unrestricted after \( k \). The intersection in \( k \) of all these sets \( E(\omega|_k) \) is then the singleton \( \{\omega\} \).

**Proof.** We shall make use of standard facts from the theory of iterated function systems (IFS), and their measures; see e.g., [Hut81, BHS08, Hut95].

**Proof of (5.5).** We use that when \( \omega \in \Omega_N \) is fixed then the sets \( \tau_{\omega|_k}(M) \) is a monotone family of compact subsets

\[
\tau_{\omega|_{k+1}}(M) \subset \tau_{\omega|_k}(M),
\]  

\[ (5.10) \]

and since \( \tau_i \) is strictly contractive for all \( i \), we get

\[
\lim_{k \to \infty} \text{diameter } (\tau_{\omega|_k}(M)) = 0,
\]  

\[ (5.11) \]

and so (5.5) follows; i.e., the intersection \( \bigcap_{i=1}^{\infty} \) is a singleton depending only on \( \omega \).
Monotonicity: This conclusion again follows from the assumptions placed on \( \{\tau_i\}_{i=1}^N \), but we shall specify the respective \( \sigma \)-algebras, the one on \( \Omega_N \) and the one on \( M \).

The \( \sigma \)-algebra of subsets of \( \Omega_N \) will be generated by cylinder sets: If \( f = (i_1, i_2, \cdots, i_k) \) is a finite word, the corresponding cylinder set \( E(f) \subset \Omega_N \) is
\[
E(f) = \{ \omega \in \Omega_N \mid \omega_j = i_j, \ 1 \leq j \leq k \}.
\]
(5.12)

On \( M \), we pick the Borel \( \sigma \)-algebra determined from the fixed metric \( d \) on \( M \). The measure \( P = P_\mu \) is specified by its values on cylinder sets; i.e., set
\[
P(E(f)) = p_{i_1} p_{i_2} \cdots p_{i_k} =: p_f
\]
(5.13)
where the numbers \( p_1, \cdots, p_N \) are as in (5.1).

Proof of (5.7). The argument is based on the following: On \( \Omega_N \), introduce the shifts \( \hat{\tau}_b(i_1, i_2, i_3, \cdots) = (b, i_1, i_2, i_3, \cdots) \), \( b \in \{1, 2, \cdots, N\} \), and let \( Y \) be as in (5.5)-(5.6). Then
\[
\tau_b Y = Y \hat{\tau}_b,
\]
(5.14)
or equivalently,
\[
\begin{array}{ccc}
\Omega_N & \xrightarrow{Y} & M \\
\hat{\tau}_b \downarrow & & \tau_b \downarrow \\
\Omega_N & \xrightarrow{Y} & M \\
\end{array}
\]

\[
\tau_b(Y(\omega)) = Y(\hat{\tau}_b(\omega)), \ \forall \omega \in \Omega_N.
\]
(5.15)

Now (5.15) is immediate from (5.5).

We now show (5.8), equivalently (5.7). Let \( f \) be a Borel function on \( M \), then
\[
\int_M f \ d\mu = \int_{\Omega_N} (f \circ Y) \ dP
\]
(by (5.6))
\[
= \sum_{i=1}^N p_i \int_{\Omega_N} f \circ Y \circ \hat{\tau}_i \ dP \quad \text{(since \( P \) is the product measure \( \times_1^N P_i \), see (5.13))}
\]
\[
= \sum_{i=1}^N p_i \int_{\Omega_N} f \circ \tau_i \circ Y \ dP \quad \text{(by (5.14))}
\]
\[
= \sum_{i=1}^N p_i \int_M f \circ \tau_i \ d\mu \quad \text{(by (5.6))}
\]
which is the desired conclusion. \( \square \)

Using \( \Omega_N = \{1, 2, \cdots, N\}^N \) for encoding iterated function systems (IFS).
Figure 5.3. Encoding of words into IFS. Infinite words $\omega \in \Omega \rightarrow$ singletons in the Sierpinski gasket.

Example 5.3 (Sierpinski gasket). $M = [0,1] \times [0,1]$ with the usual metric,

$$\tau_0 (x,y) = \left( \frac{x}{2}, \frac{y}{2} \right), \quad \tau_1 (x,y) = \left( \frac{x + 1}{2}, \frac{y}{2} \right), \quad \tau_2 (x,y) = \left( \frac{x}{2}, \frac{y + 1}{2} \right),$$

and so the Sierpinski gasket $M_{Si}$ satisfies

$$M_{Si} = \tau_0 (M_{Si}) \bigcup \tau_1 (M_{Si}) \bigcup \tau_2 (M_{Si}).$$

See Figure 5.3.

5.1. The Projection Valued Path Space Measure Corresponding to IFS Representations. In Theorem 5.2, we introduced the class of contractive iterated function systems (IFSs), $\{\tau_i\}_{i=1}^{N}$. We shall point out that, for each of these IFSs, there is a natural representation of $\mathcal{O}_N$; as follows:
For simplicity, we shall assume in addition to the conditions listed in Theorem 5.2, that we also have non-overlap as follows: If \( i \neq j \), then we assume
\[
\mu (\tau_i (M) \cap \tau_j (M)) = 0. \quad (5.16)
\]
We also fix weights \( \{p_i\}_{i=1}^{N} \), and we let \( \mu \) be the corresponding IFS-measure, see (5.7) in the theorem. Also we recall the associated endomorphism \( \sigma \) in \((M, d)\) satisfying:
\[
\sigma \circ \tau_i = \id_M, \quad \forall i = 1, \ldots, N. \quad (5.17)
\]
Once (5.16) is assumed, it is easy to construct \( \sigma \) such that (5.17) holds, i.e., the system \( \{\tau_i\}_{i=1}^{N} \) constitutes branches of the inverse for \( \sigma \), and
\[
\sigma^{-1} (E) = \bigcup_{i=1}^{N} \tau_i (E) \quad (5.18)
\]
for all Borel subsets \( E \subset M \).

**Proposition 5.4.** Let \( \{\tau_i\}_{i=1}^{N}, \{p_i\}_{i=1}^{N}, \mu \) be as stated; and set \( \mathcal{H} = L^2 (M, \mu) \). Then the following operators \( \{S_i\}_{i=1}^{N}, \{S_i^*\}_{i=1}^{N} \) constitute a representation
\[
\pi \in \Rep (O_N, L^2 (\mu)). \quad (5.19)
\]
We set, for \( f \in L^2 (\mu) \):
\[
S_i f = \frac{1}{\sqrt{p_i}} \chi_{\tau_i (M)} f \circ \sigma \quad (5.20)
\]
and
\[
S_i^* f = \sqrt{p_i} f \circ \tau_i. \quad (5.21)
\]

**Proof.** Let \( S_i, S_i^* \) denote the system of \( 2N \) operators in \( L^2 (\mu) \), given in (5.20)-(5.21). It is immediate that \( S_i^* S_j = \delta_{ij} I_{L^2 (\mu)} \). For this we use that
\[
\chi_{\tau_i (M)} \circ \tau_j = \delta_{ij} 1, \quad (5.22)
\]
the constant function \( 1 \) in \( L^2 (\mu) \).

A direct computation using (5.7) in Theorem 5.2 yields
\[
\int_M f (S_i g) d\mu = \int_M (S_i^* f) g d\mu, \quad (5.23)
\]
valid for all \( f, g \in L^2 (\mu) \).
Moreover, we have
\[
S_i S_i^* = \text{multiplication by } \chi_{\tau_i (M)} \text{ in } L^2 (M). \quad (5.24)
\]
Since $\bigcup_{i=1}^{N} \tau_i(M) = M$, as a disjoint union, we also get
\[ \sum_{i=1}^{N} S_i S_i^* = I_{L^2(\mu)}, \tag{5.25} \]
and so $\pi \in \text{Rep}(\mathcal{O}_N, L^2(\mu))$ as asserted in the Proposition. \hfill \Box

**Corollary 5.5.** Let $\{\tau_i\}_{i=1}^{N}$ and $\pi \in \text{Rep}(\mathcal{O}_N, L^2(\mu))$ be as in Proposition 5.4; then for the projection-valued path space measure $Q_\pi$ in Theorem 4.8, we have the following formula:

Let $f = (i_1, \ldots, i_N)$ be a finite word, and let $E_f$ denote the corresponding basic cylinder subset, $E_f \subseteq \Omega_N$, then
\[ Q_\pi(E_f) = \text{multiplication by the indicator function } \chi_{\tau_1 \tau_2 \cdots \tau_k}(M). \tag{5.26} \]

**Proof.** Immediate from Theorem 4.8. \hfill \Box

A self-dual representation.

**Corollary 5.6.** Let the setting be as in Proposition 5.4 and Corollary 5.5. In particular, we fix $(N, \{p_i\}_{i=1}^{N}, \mu)$, and the $\mathcal{O}_N$-representation $\pi(\mu) := \{S_i^{(\mu)}\}_{i=1}^{N}$ as specified in (5.20)-(5.21). This representation is self-dual in the following sense.

Let $1$ denote the constant function $1$ in $L^2(M, \mu)$, and let $Q_\pi$ be the corresponding projection valued measure (see Corollary 4.14). Set
\[ \langle 1, Q_\pi(\cdot) \rangle_{L^2(\mu)} = \nu_\pi(\cdot), \tag{5.27} \]
as a measure on $\Omega_N$; then
\[ \nu_\pi \circ Y^{-1} = \mu. \tag{5.28} \]

**Proof.** Since $\pi(\mu) = \{S_i^{(\mu)}\}_{i=1}^{N}$ in (5.20)-(5.21) is in $\text{Rep}(\mathcal{O}_N, L^2(\mu))$, we get from (5.25):
\[ \sum_{i=1}^{N} \left\| S_i^{(\mu)*} f \right\|_{L^2(\mu)}^2 = \| f \|_{L^2(\mu)}^2, \quad \forall f \in L^2(\mu). \tag{5.29} \]
Introducing (5.21), we then conclude:
\[ \sum_{i=1}^{N} p_i \int_{M} |f|^2 \circ \tau_i d\mu = \int_{M} |f|^2 d\mu, \]
and so, by (5.24),
\[ \int_{M} |f|^2 d\mu = \int_{\Omega_N} (|f|^2 \circ Y) d\nu_\pi = \int_{M} |f|^2 (\nu_\pi \circ Y^{-1}) d\mu, \]
valid for all \( f \in L^2(\mu) \). The desired conclusion (5.28) follows.

5.2. **Boundaries of Representations.** Let \( M \) be a compact Hausdorff space, with Borel \( \sigma \)-algebra \( \mathcal{B} \), and let \( A \) be a finite alphabet, \(|A| = N\). Let \( \{\tau_i\}_{i \in A} \) be a system of endomorphisms. For every \( \omega \in \Omega_N (= A^\mathbb{N}) \), and \( k \in \mathbb{N} \), set \( \omega|_k = (\omega_1, \ldots, \omega_k) \) (= the truncated finite word), and set

\[
\tau_{\omega|_k} = \tau_{\omega_1} \circ \cdots \circ \tau_{\omega_k}. \tag{5.30}
\]

**Definition 5.7.** We say that \( \{\tau_i\}_{i \in A} \) is **tight** iff

\[
\bigcap_{k=1}^{\infty} \tau_{\omega|_k} (M) = \{Y(\omega)\} \tag{5.31}
\]

is a singleton for \( \forall \omega \in \Omega_N \); and we define \( Y : \Omega_N \to M \) by eq. (5.31).

**Theorem 5.8.** Let \((M, \{\tau_i\}_{i \in A})\) be as above, assume tight. Let \( \pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H}) \) for some Hilbert space, and let \( Q_\pi \) be the corresponding projection-valued measure. Assume \( Q_\pi \) has one-dimensional range; see Corollary 4.14; set

\[
\mu := Q_\pi \circ Y^{-1}. \tag{5.32}
\]

Then for all \( \omega \in \Omega_N = A^\mathbb{N} \), we have

\[
\mu \circ \tau_{\omega|_k}^{-1} \xrightarrow[k \to \infty]{} \delta_{Y(\omega)}, \tag{5.33}
\]

i.e., for all \( f \in C(M) \), we have

\[
\lim_{k \to \infty} \int_M f \circ \tau_{\omega|_k} d\mu = f(Y(\omega)). \tag{5.34}
\]

**Proof.** Let \( \varepsilon > 0 \). Since \( f \) is uniformly continuous, there is a neighborhood \( O_\omega \) of \( Y(\omega) \) such that

\[
|f(\omega) - f(\omega')| < \varepsilon \quad \text{for } \forall \omega, \omega' \in O_\omega. \tag{5.35}
\]

Since by assumption \( \mu(M) = 1 \), we conclude from (5.35) and (5.31), that for \( \forall k, l \geq k_0 \), we have

\[
|f \circ \tau_{\omega|_k} - f \circ \tau_{\omega|_l}| \leq \varepsilon; \tag{5.36}
\]

as a uniform estimate on \( M \). Since

\[
\int_M f \circ \tau_{\omega|_k} d\mu = \int_M f d\left(\mu \circ \tau_{\omega|_k}^{-1}\right), \tag{5.37}
\]

a second application of (5.31) now yields:

\[
\lim_{k \to \infty} \int_M f \circ \tau_{\omega|_k} d\mu = f(Y(\omega))
\]

which is the desired conclusion. \( \square \)
5.3. **Three Examples.** Below we give three examples of IFS-measures, as in Theorem 5.2: (i) the Lebesgue measure restricted to the unit interval $[0, 1]$, (ii) the middle-third Cantor measure $\mu_3$, and (iii) the $1/4$-Cantor measure $\mu_4$ with two gaps. Their respective properties follow from Theorem 5.2, and are summarized in Table 5.1. Also see Figures 5.4, 5.5, and 5.7.

The difference in the graphs of the cumulative distributions in Ex 2 and Ex 3, is explained by the following: In Ex 3, we have *two omitted intervals in each iteration step*, as opposed to just one in Ex 2, the Middle-third Cantor construction. See Fig 5.6.

| $\{\tau_i\}_{i=1}^2$ | $\sigma$ | $(p_i)_{i=1}^2$ | Scaling dimension (SD) of the IFS-measure $(\mu, M_\mu)$ |
|------------------------|---------|-----------------|---------------------------------------------------|
| $\tau_0 (x) = \frac{x}{2}, \tau_1 (x) = \frac{x+1}{2}$ | $\sigma (x) = 2x \mod 1$ | $(\frac{1}{2}, \frac{1}{2})$ | $\mu = \lambda =$ Lebesgue measure, $SD = 1$ |
| $\tau_0 (x) = \frac{x}{3}, \tau_1 (x) = \frac{x+2}{3}$ | $\sigma (x) = 3x \mod 1$ | $(\frac{1}{2}, \frac{1}{2})$ | $\mu = \mu_3 =$ middle-third Cantor measure, $SD = \frac{\ln 2}{\ln 3}$ |
| $\tau_0 (x) = \frac{x}{4}, \tau_1 (x) = \frac{x+2}{4}$ | $\sigma (x) = 4x \mod 1$ | $(\frac{1}{2}, \frac{1}{2})$ | $\mu = \mu_4 =$ the $1/4$-Cantor measure, $SD = \frac{1}{2}$ |

**Table 5.1.** Three inequivalent examples, each with $\Omega_N = A^N$, $|A| = 2$, and infinite product measure $\chi_1^\infty (\frac{1}{2}, \frac{1}{2})$. See also Fig 5.7.

(A) The middle-third Cantor set.  
(b) The $1/4$-Cantor set.

**Figure 5.4.** Examples of Cantor sets.

In each of the three examples in Table 5.1, we give the initial step in the IFS iteration. Each IFS-limit yields a measure, and a support set. The second and the
third examples are the fractal limits known as the Cantor measure $\mu_3$, and the Cantor measure $\mu_4$. The details of the iteration steps are outlined in the subsequent figures and algorithms. Figures 5.5 and 5.6 deal with the associated cumulative distribution $F(x) := \mu([0, x])$. The latter will be used in Section 7.3 at the end of our paper.

$F_\lambda(x) = \lambda([0, x])$; points of increase = the support of the normalized $\lambda$, so the interval $[0, 1]$.

$F_{1/3}(x) = \mu_3([0, x])$; points of increase = the support of $\mu_3$, so the middle third Cantor set $C_{1/3}$ (the Devil’s staircase).

$F_{1/4}(x) = \mu_4([0, x])$; points of increase = the support of $\mu_4$, so the double-gap Cantor set $C_{1/4}$.

**Figure 5.5.** The three cumulative distributions. The three support sets, $[0, 1]$, $C_{1/3}$, and $C_{1/4}$ are IFSs, and they are also presented in detail inside Table 5.1 above.

$\mu_4([0, 1/4]) = 1/2$

$\mu_4([0, 3/4^3]) = 1/2$

$\mu_4([0, 3/4^3]) = 1/2$

**Figure 5.6.** Illustration of $F_{1/4}(x) = \mu_4([0, x])$ in Ex 3. Note that $\inf\{F_{1/4}^{-1}(1/2)\} = \frac{1}{4} - \left(\frac{1}{3}\right) = \frac{1}{6}$, and $\inf\{F_{1/4}^{-1}(1)\} = \frac{2}{3}$. 
Ex 1

\[ \tau_0(x) = \frac{x}{2} \]
\[ \tau_1(x) = \frac{x+1}{2} \]
\[ \sigma(x) = 2x \mod 1 \]

Ex 2

\[ \tau_0(x) = \frac{x}{3} \]
\[ \tau_1(x) = \frac{x+2}{3} \]
\[ \sigma(x) = 3x \mod 1 \]

Ex 3

\[ \tau_0(x) = \frac{x}{4} \]
\[ \tau_1(x) = \frac{x+2}{4} \]
\[ \sigma(x) = 4x \mod 1 \]

**Figure 5.7.** The endomorphisms in the three examples.

**Bit-representation of the respective IFSs in each of the three examples.**

In the three examples from Table 5.1, the associated random variable \( Y \) (from Theorem 5.2, eq (5.5)) is as follows:

Ex 1 \[ Y_\lambda(\varepsilon_i) = \frac{1}{2} \sum_{i=1}^{\infty} \frac{\varepsilon_i}{2^i}, \]
Ex 2 \[ Y_{\mu_3}(\varepsilon_i) = \sum_{i=1}^{\infty} \frac{\varepsilon_i}{3^i}, \] and

Ex 3 \[ Y_{\mu_4}(\varepsilon_i) = \sum_{i=1}^{\infty} \frac{\varepsilon_i}{4^i}, \varepsilon_i \in \{0, 2\}, (\varepsilon_i) \in \Omega_2. \]

**Boundary Representation for the two measures** \( \mu_3 \) and \( \mu_4 \), (see Theorem 5.2, and Figs 5.4-5.5.)

**Definition 5.9.** Let \( \mu \) be a (singular) measure with support contained in the interval \( I = [0, 1] \simeq \partial \mathbb{D} \), the boundary of the disk \( \mathbb{D} = \{ z \in \mathbb{Z} ; |z| < 1 \} \).

A function \( K : \mathbb{D} \times I \rightarrow \mathbb{C} \) is said to be a *boundary representation* iff (Def) the following four axioms hold:

(i) \( K(\cdot, x) \) is analytic in \( \mathbb{D} \) for all \( x \in I \);
(ii) \( K(z, \cdot) \in L^2(\mu) \), \( \forall z \in \mathbb{D} \);
(iii) Setting, for \( f \in L^2(I, \mu) \),

\[ (Kf)(z) = \int_0^1 f(x) K(z, x) d\mu(x), \tag{5.38} \]

then \( Kf \in H_2(\mathbb{D}) \), the Hardy-space; and

(iv) The following limit exists in the \( L^2(\mu) \)-norm:

\[ \lim_{r \uparrow 1} (Kf)(re(x)) = f(x), \]

where \( e(x) := e^{i2\pi x}, x \in I \).

We say that \( K \) is *self-reproducing* if there is a kernel \( K_C : \mathbb{D} \times \mathbb{D} \rightarrow \mathbb{C} \) satisfying

\[ \lim_{r \uparrow 1} K_C(z, re(x)) = K(z, x), \forall z \in \mathbb{D}, x \in I; \tag{5.39} \]

and

\[ \int_0^1 K(z, x) \overline{K(w, x)} d\mu(x) = K_C(z, w), \forall (z, w) \in \mathbb{D} \times \mathbb{D}. \tag{5.40} \]

**Remark 5.10.** When \((K, K^C)\) satisfy the two conditions (5.39)-(5.40), it is immediate that \( K^C \) is then a *positive definite kernel* on \( \mathbb{D} \times \mathbb{D} \). We shall denote the corresponding reproducing kernel Hilbert space RKHS by \( \mathcal{H}^R(K_C) \); see [Aro50, AS57].

Furthermore, the assignment

\[ T_\mu : \underbrace{K_C(\cdot, z)}_{\text{as a function on } \mathbb{D}} \mapsto \underbrace{K(z, \cdot)}_{\text{in } L^2(I, \mu)} \tag{5.41} \]
extends by linearity, and norm-closure to an isometry:
\[ T_\mu : \mathcal{H} (K^C) \rightarrow L^2 (\mu); \]  
(5.42)

with “isometry” relative to the respective Hilbert norms in (5.42).

Moreover, the adjoint operator
\[ T^*_\mu : L^2 (\mu) \rightarrow \mathcal{H} (K^C) \]  
(5.43)
is the original operator \( Kf \) specified in (5.38), i.e., for \( \forall f \in L^2 (\mu) \), we have:
\[ (T^*_\mu f) (z) = \int_0^1 f (x) K (z, x) d\mu (x), \forall z \in \mathbb{D}. \]  
(5.44)

**Corollary 5.11.** If the measure \( \mu \) (as above) has a self-reproducing kernel \( K^C \), then the corresponding operator \( K \) (see (5.38)) satisfies
\[ KT_\mu = I_{\mathcal{H}(K^C)} \]  
(5.45)
where the subscript refers to the identity operator in the RKHS \( \mathcal{H} (K^C) \).

**Proposition 5.12.** Each of the measures \( \mu_3 \) and \( \mu_4 \) from Fig 5.5 has a boundary representation.

**Proof.** We shall refer the reader to the two papers [JP98] and [HJW18]. In the case of \( \mu_4 \), the construction is as follows:
\[ K_4 (z, x) = \prod_{n=0}^{\infty} \left( 1 + \left( e (x) z \right)^{4n} \right), \]  
(5.46)
and we refer to [JP98] for details.

In the case of \( \mu_3 \), let \( b \) be the inner function corresponding to \( \mu_3 \) via the Herglotz-formula; then
\[ K_3 (z, x) = \frac{1 - b (z) b (e (x))}{1 - ze (x)}. \]  
(5.47)
For the proof details, showing that \( K_3 \) in (5.47) satisfies conditions (i)-(iv), readers are referred to [HJW18]. \( \square \)

**Corollary 5.13.** The two kernels \( K_4 \) and \( K_3 \) are self-reproducing.

### 6. Endomorphisms and Invariance

The purpose of this section is to make precise connections between the following three tools from non-commutative analysis: The representations, \( \text{Rep} (\mathcal{O}_N, \mathcal{H}) \); (ii) endomorphisms in \( \mathcal{B} (\mathcal{H}) \) of index \( N \), and (iii) certain unitary operators in \( \mathcal{H} \).

These interconnections will play a role in the rest of the paper. Some references relevant to (ii) are [Arv03b, BJ97, BJOk04].
Definition 6.1. Let \( \mathcal{H} \) be a separable Hilbert space, and let \( \alpha : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}) \) be linear, satisfying (for all \( A, B \in \mathcal{B}(\mathcal{H}) \)):

(i) \( \alpha(AB) = \alpha(A)\alpha(B) \),

(ii) \( \alpha(A^*) = \alpha(A)^* \), and

(iii) \( \alpha(I) = I \).

We then say that \( \alpha \) is an endomorphism.

Lemma 6.2. Fix an endomorphism \( \alpha \in \text{End}(\mathcal{B}(\mathcal{H})) \), and let \( \pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H}) \), \( \pi(s_i) := S_i \), see (3.5)-(3.6).

(i) Then a given unitary operator, \( U : \mathcal{H} \to \mathcal{H} \), satisfies

\[
US_i = \alpha(S_i), \quad \forall i \in \{1, \cdots, N\}
\]

if and only if

\[
U = U_\alpha = \sum_{i=1}^{N} \alpha(S_i) S_i^*.
\]

(ii) Conversely, if an operator \( U_\alpha \) is given by eq. (6.2), then it is a unitary operator in \( \mathcal{H} \).

Proof. (6.1)⇒(6.2). If (6.1) holds, right-multiply by \( S_i^* \), and perform the summation \( \sum_{i=1}^{N} \), using (3.6).

(6.2)⇒(6.1). If (6.2) holds, right-multiply by \( S_j \), and use (3.6).

We now turn to (ii): Given \( \alpha \in \text{End}(\mathcal{B}(\mathcal{H})) \), then set

\[
U_\alpha = \sum_{i=1}^{N} \alpha(S_i) S_i^*;
\]

it follows that:

\[
U_\alpha U_\alpha^* = \sum_{i} \sum_{j} \alpha(S_i) S_i^{*} S_j \alpha(S_j^*)
\]

\[
= \sum_{i} \alpha(S_i) \alpha(S_i^*) = \alpha \left( \sum_{i} S_i S_i^{*} \right) = \alpha(I) = I.
\]

Similarly,

\[
U_\alpha^* U_\alpha = \sum_{i} \sum_{j} S_i \alpha(S_i)^* \alpha(S_j) S_j^{*}
\]

\[
= \sum_{i} \sum_{j} S_i \alpha(S_i^{*} S_j) S_j^{*}
\]
\[
\sum_i S_i \alpha(I) S_i^* = \sum_i S_i I S_i^* = \sum_i S_i S_i^* = I,
\]
which is the desired conclusion. \[\Box\]

**Theorem 6.3.** Let \( \mathcal{H} \) be a separable Hilbert space. Fix \( N \in \mathbb{N}, N > 2 \). Let \( \alpha \in \text{End}(\mathcal{B}(\mathcal{H})) \), and \( \pi \in \text{Rep}(\mathcal{O}_N, \mathcal{H}) \), and

\[
X : \Omega_N \rightarrow \mathfrak{M}
\]

be the random variable from Theorem 3.2, and set \( U = U_\alpha \) (see (6.2)).

Then we have:

\[
\alpha \left( S_{\pi_1(\omega)} \right) X(\sigma(\omega)) \alpha \left( S_{\pi_1(\omega)}^* \right) = U_\alpha X(\omega) U_\alpha^*
\]

for all \( \omega \in \Omega_N \). (For terminology, see Theorem 3.2 above.)

The corresponding covariance formula for the projection valued measure \( Q_\pi(\cdot) \) from Theorem 4.8 is:

\[
\alpha \left( S_{\pi_1(E)} \right) Q_\pi(E) \alpha \left( S_{\pi_1(E)}^* \right) = U_\alpha Q_\pi(E) U_\alpha^*,
\]

for all \( E \in \mathcal{C} \) (the \( \sigma \)-algebra of subsets of \( \Omega_N \)).

**Proof.** By (3.11) in Theorem 3.2, it is enough to consider finite words, e.g., \( f = (i_1, i_2, \ldots, i_k), i_j \in \{1, 2, \ldots, N\} \). Set \( S_f := S_{i_1} S_{i_2} \cdots S_{i_k} \). For the approximation to the RHS in (6.5), we have:

\[
U_\alpha S_f S_f^* U_\alpha^* = \alpha \left( S_{i_1} \right) S_{i_2} \cdots S_{i_k} S_{i_k}^* \cdots S_{i_2}^* \alpha \left( S_{i_1}^* \right)
\]

(by (6.1) in Lemma 6.2)

and the desired conclusion (6.5) now follows from (3.11) in Theorem 3.2. \[\Box\]

7. Representations in a Universal Hilbert Space

Our starting point is a compact Hausdorff space \( M \) and continuous maps \( \sigma : M \rightarrow M, \tau_i : M \rightarrow M, i = 1, \ldots, N \), such that

\[
\sigma \circ \tau_i = id_M.
\]

(7.1)

It follows from (7.1) that \( \sigma \) is onto, and that each \( \tau_i \) is one-to-one. We will be especially interested in the case when there are distinct branches \( \tau_i : M \rightarrow M \) such that

\[
\bigcup_{i=1}^{N} \tau_i(M) = M.
\]

(7.2)

For such systems, we show that there is a *universal* representation of \( \mathcal{O}_N \) in a Hilbert space \( \mathcal{H}(M) \) which is functorial, is naturally defined, and contains every representation of \( \mathcal{O}_N \).
The elements in the universal Hilbert space $\mathcal{H}(M)$ are equivalence classes of pairs $(\varphi, \mu)$ where $\varphi$ is a Borel function on $M$ and where $\mu$ is a positive Borel measure on $M$. We will set $\varphi \sqrt{d\mu} := \text{class } (\varphi, \mu)$ for reasons which we spell out below.

While our present methods do adapt to the more general framework when the space $M$ of (7.1)-(7.2) is not assumed compact, but only $\sigma$-compact, we will still restrict the discussion here to the compact case. This is for the sake of simplicity of the technical arguments. But we encourage the reader to follow our proofs below, and to formulate for him/herself the corresponding results when $M$ is not necessarily assumed compact. Moreover, if $M$ is not compact, then there is a variety of special cases to take into consideration, various abstract notions of "escape to infinity". We leave this wider discussion for a later investigation, and we only note here that our methods allow us to relax the compactness restriction on $M$.

There is a classical construction in operator theory which lets us realize point transformations in Hilbert space. It is called the Koopman representation; see, for example, [Mac89, p. 135]. But this approach only applies if the existence of invariant, or quasi-invariant, measures is assumed. In general such measures are not available. We propose a different way of realizing families of point transformations in Hilbert space in a general context where no such assumptions are made. Our Hilbert spaces are motivated by S. Kakutani [Kak48], L. Schwartz, and E. Nelson [Nel69], among others. The reader is also referred to an updated presentation of the measure-class Hilbert spaces due to Tsirelson [Tsi03] and Arveson [Arv03b, Chapter 14].

We say that $(\varphi, \mu) \sim (\psi, \nu)$ if there is a third positive Borel measure $\lambda$ on $M$ such that $\mu \ll \lambda$, $\nu \ll \lambda$, and

$$
\varphi \sqrt{d\mu} = \psi \sqrt{d\nu}, \quad \lambda \text{ a.e. on } M,
$$

(7.3)

where $\ll$ denotes relative absolute continuity, and where $d\mu/d\lambda$ denotes the usual Radon-Nikodym derivative, i.e., $d\mu/d\lambda \in L^1(\lambda)$, and $d\mu = (d\mu/d\lambda) d\lambda$.

One checks that $\sim$ for pairs $(\varphi, \mu)$, i.e., (function, measure), indeed defines an equivalence relation. Notation: class $(\varphi, \mu) =: \varphi \sqrt{d\mu}$.

We shall review some basic properties of the Hilbert space $\mathcal{H}(M)$. This space is called the Hilbert space of $\sigma$-functions, or square densities, and it was studied for different reasons in earlier papers of L. Schwartz, E. Nelson [Nel69], and W. Arveson [Arv03a].

**Theorem 7.1.** Isometries $S_i : \mathcal{H}(M) \to \mathcal{H}(M)$ are defined by

$$
S_i : (\varphi, \mu) \mapsto (\varphi \circ \sigma, \mu \circ \tau_i^{-1}),
$$

(7.4)

or equivalently, $S_i : \varphi \sqrt{d\mu} \mapsto \varphi \circ \sigma \sqrt{d\mu} \circ \tau_i^{-1}$, and these operators satisfy the Cuntz relations.
Proof. Note that, at the outset, it is not even clear \textit{a priori} that \( S_i \) in (7.4) defines a transformation of \( \mathcal{H}(M) \). To verify this, we will need to show that if two equivalent pairs are substituted on the left-hand side in (7.4), then they produce equivalent pairs as output, on the right-hand side. Recalling the definition (7.3) of the equivalence relation \( \sim \), there is no obvious or intuitive reason for why this should be so.

Before turning to the proof, we shall need some preliminaries and lemmas. \qed

To stress the intrinsic transformation rules of \( \mathcal{H}(M) \), the vectors in \( \mathcal{H}(M) \) are usually denoted \( \varphi \sqrt{d\mu} \) rather than \( (\varphi, \mu) \). This suggestive notation motivates the definition of the inner product of \( \mathcal{H}(M) \). If \( \varphi \sqrt{d\mu} \) and \( \psi \sqrt{d\nu} \) are in \( \mathcal{H}(M) \), we define their Hilbert inner product by

\[
\langle \varphi \sqrt{d\mu}, \psi \sqrt{d\nu} \rangle := \int_M \varphi \psi \sqrt{d\mu} \sqrt{d\nu} d\lambda,
\]

where \( \lambda \) is some positive Borel measure, chosen such that \( \mu \ll \lambda \) and \( \nu \ll \lambda \). For example, we could take \( \lambda = \mu + \nu \). To be in \( \mathcal{H}(M) \), \( \varphi \sqrt{d\mu} \) must satisfy

\[
\| \varphi \sqrt{d\mu} \|^2 = \int_M |\varphi|^2 d\mu d\lambda = \int_M |\varphi|^2 d\mu < \infty.
\]

7.1. Isometries in \( \mathcal{H}(M) \). In this preliminary section we prove three general facts about the process of inducing operators in the Hilbert space \( \mathcal{H}(M) \) from underlying point transformations in \( M \). The starting point is a given continuous mapping \( \sigma: M \to M \), mapping onto \( M \). We will be concerned with the special case when \( M \) is a compact Hausdorff space, and when there is one or more continuous branches \( \tau_i: M \to M \) of the inverse, i.e., when

\[
\sigma \circ \tau_i = id_M.
\]

Recall that elements in \( \mathcal{H}(M) \) are equivalence classes of pairs \( (\varphi, \mu) \) where \( \varphi \) is a Borel function on \( M \), \( \mu \) is a positive Borel measure on \( M \), and \( \int_M |\varphi|^2 d\mu < \infty \). An equivalence class will be denoted \( \varphi \sqrt{d\mu} \), and we show that there are isometries

\[
S_i: \varphi \sqrt{d\mu} \mapsto \varphi \circ \sigma \sqrt{d\mu} \circ \tau_i^{-1},
\]

with orthogonal ranges in the Hilbert space \( \mathcal{H}(M) \). Moreover, we calculate an explicit formula for the adjoint co-isometries \( S_i^* \).

Lemma 7.2. Let \( M \) be a compact Hausdorff space, and let the mapping \( \sigma: M \to M \) be onto. Suppose \( \tau: M \to M \) satisfies \( \sigma \circ \tau = id_M \). Assume that both \( \sigma \) and \( \tau \) are continuous. Let \( \mathcal{H} = \mathcal{H}(M) \) be the Hilbert space of classes \( (\varphi, \mu) \) where \( \varphi \) is a Borel function on \( M \) and \( \mu \) is a positive Borel measure such that \( \int |\varphi|^2 d\mu < \infty \). The equivalence relation is defined in the usual way: two pairs \( (\varphi, \mu) \) and \( (\psi, \nu) \) are said to
be equivalent, written \( (\varphi, \mu) \sim (\psi, \nu) \), if for some positive measure \( \lambda \), \( \mu \ll \lambda \), \( \nu \ll \lambda \), we have the following identity:

\[
\varphi \sqrt{\frac{d\mu}{d\lambda}} = \psi \sqrt{\frac{d\nu}{d\lambda}} \quad \text{(a.e. } \lambda)\].

(7.9)

Then there is an isometry \( S : \mathcal{H} \to \mathcal{H} \) which is well defined by the assignment

\[
S((\varphi, \mu)) := (\varphi \circ \sigma, \mu \circ \tau^{-1}),
\]

or

\[
S : \varphi \sqrt{d\mu} \mapsto \varphi \circ \sigma \sqrt{d\mu \circ \tau^{-1}},
\]

where \( \mu \circ \tau^{-1}(E) := \mu(\tau^{-1}(E)) \), and \( \tau^{-1}(E) := \{ x \in M \mid \tau(x) \in E \} \), for \( E \in \mathcal{B}(M) \).

Proof. We leave the verification of the following four facts to the reader; see also \([Nel69]\).

(i) If \( \varphi \sqrt{d\mu} = \psi \sqrt{d\nu} \) for some \( \lambda \) such that \( \mu \ll \lambda \), \( \nu \ll \lambda \), and if some other measure \( \lambda' \) satisfies \( \mu \ll \lambda' \), \( \nu \ll \lambda' \), then

\[
\varphi \sqrt{d\mu} = \psi \sqrt{d\nu} \quad \text{(a.e. } \lambda').
\]

(ii) The “vectors” in \( \mathcal{H} \) are equivalence classes of pairs \( (\varphi, \mu) \) as described in the statement of the lemma. For two elements \( (\varphi, \mu) \) and \( (\psi, \nu) \) in \( \mathcal{H} \), define the sum by

\[
(\varphi, \mu) + (\psi, \nu) := \left( \varphi \sqrt{\frac{d\mu}{d\lambda}} + \psi \sqrt{\frac{d\nu}{d\lambda}}, \lambda \right),
\]

(7.11)

where \( \lambda \) is a positive Borel measure satisfying \( \mu \ll \lambda \), \( \nu \ll \lambda \). The sum in (7.11) is also written \( \varphi \sqrt{d\mu} + \psi \sqrt{d\nu} \). The definition of the sum (7.11) passes through the equivalence relation \( \sim \), i.e., we get an equivalent result on the right-hand side in (7.11) if equivalent pairs are used as input on the left-hand side. A similar conclusion holds for the definition (7.12) below of the inner product \( \langle \cdot, \cdot \rangle \) in the Hilbert space \( \mathcal{H} \).

(iii) Scalar multiplication, \( c \in \mathbb{C} \), is defined by \( c(\varphi, \mu) := (c \varphi, \mu) \), and the Hilbert space inner product is

\[
\left\langle \varphi \sqrt{d\mu}, \psi \sqrt{d\nu} \right\rangle = \langle (\varphi, \mu), (\psi, \nu) \rangle := \int_M \varphi \psi \sqrt{\frac{d\mu}{d\lambda}} \sqrt{\frac{d\nu}{d\lambda}} d\lambda
\]

(7.12)

where \( \mu \ll \lambda \), \( \nu \ll \lambda \).
(iv) It is known, see [Nel69], that $\mathcal{H}$ is a Hilbert space. In particular, it is complete:

$$\lim_{n,m \to \infty} \|(\varphi_n, \mu_n) - (\varphi_m, \mu_m)\|^2 = 0,$$

then there is a pair $(\varphi, \mu)$ with

$$\int_M |\varphi|^2 \frac{d\mu}{d\lambda} d\lambda = \int_M |\varphi|^2 d\mu < \infty,$$

where

$$\lambda := \sum_{n=1}^{\infty} 2^{-n} \mu_n (M)^{-1} \mu_n,$$

and $\|(\varphi, \mu) - (\varphi_n, \mu_n)\|^2 \to 0$.

Assuming that the expression in (7.10) defines an operator $S$ in $\mathcal{H}$, it follows from (7.11) that $S$ is linear. To see this, let $(\varphi, \mu), (\psi, \nu)$, and $\lambda$ be as stated in the conditions below (7.11). Then $\mu \circ \tau^{-1} \ll \lambda \circ \tau^{-1}$, and $\nu \circ \tau^{-1} \ll \lambda \circ \tau^{-1}$, and a calculation shows that the following formula holds for the transformation of the Radon-Nikodym derivatives: setting

$$\frac{d\mu \circ \tau^{-1}}{d\lambda \circ \tau^{-1}} = k_{\mu},$$

we have

$$k_{\mu} \circ \tau = \frac{d\mu}{d\lambda} \text{ (a.e. $\lambda$)}.$$  

(7.15)

Similarly, $k_{\nu} := \frac{d\nu \circ \tau^{-1}}{d\lambda \circ \tau^{-1}}$ satisfies

$$k_{\nu} \circ \tau = \frac{d\nu}{d\lambda} \text{ (a.e. $\lambda$)}.$$  

(7.16)

The argument above yields:

**Lemma 7.3.** Let $\tau$ and $\sigma$ be endomorphisms in $M$ such that $\sigma \circ \tau = id_M$. Let $\mu, \lambda$ be a pair of positive measures with $\mu \ll \lambda$, and set $L := d\mu/d\lambda$; then

$$\frac{d (\mu \circ \tau^{-1})}{d (\lambda \circ \tau^{-1})} = L \circ \sigma,$$

i.e., composition on the RHS in (7.18).

To show that $S$ is linear, we must calculate the sum

$$(\varphi \circ \sigma, \mu \circ \tau^{-1}) + (\psi \circ \sigma, \nu \circ \tau^{-1}),$$  

(7.19)
or, in expanded notation, we must verify that
\[
\left( (\varphi \circ \sigma \sqrt{k_\mu} + \psi \circ \sigma \sqrt{k_\nu}, \lambda \circ \tau^{-1} \right) \sim \left( \left( \varphi \sqrt{\frac{d\mu}{d\lambda}} + \psi \sqrt{\frac{d\nu}{d\lambda}} \right) \circ \sigma, \lambda \circ \tau^{-1} \right).
\] (7.20)

We get this class identity by an application of (7.16) as follows:
\[
k_\mu (x) = k_\mu (\tau (\sigma (x))) = \left( \sqrt{\frac{d\mu}{d\lambda}} \circ \sigma \right) \mid_{\tau(M)} (x) \quad \text{(a.e. } \lambda \circ \tau^{-1}).
\]
Similarly, for the other measure, we get
\[
k_\nu = \left( \sqrt{\frac{d\nu}{d\lambda}} \circ \sigma \right) \mid_{\tau(M)} (a.e. \lambda \circ \tau^{-1}). \quad (7.21)
\]

Assuming again that $S$ in (7.10) is well defined, we now show that it is isometric, i.e., that $\|S (\varphi, \mu)\|^2 = \|(\varphi, \mu)\|^2$, referring to the norm of $H$. In view of (7.11) and (7.20), it is enough to show that
\[
\int_M |\varphi \circ \sigma|^2 k_\mu d\lambda \circ \tau^{-1} = \int_M |\varphi|^2 \frac{d\mu}{d\lambda} d\lambda. \quad (7.22)
\]
But, using (7.16), we get
\[
\int_M |\varphi \circ \sigma|^2 k_\mu d\lambda \circ \tau^{-1} = \int_M |\varphi \circ \sigma \circ \tau|^2 k_\mu \circ \tau d\lambda
\]
\[
= \int_M |\varphi|^2 \frac{d\mu}{d\lambda} d\lambda,
\]
which is the desired formula (7.22).

It remains to prove that $S$ is well defined, i.e., that the following implication holds:
\[
(\varphi, \mu) \sim (\psi, \nu) \implies (\varphi \circ \sigma, \mu \circ \tau^{-1}) \sim (\psi \circ \sigma, \nu \circ \tau^{-1}). \quad (7.23)
\]
To do this, we go through a sequence of implications which again uses the fundamental transformation rules (7.16) and (7.21).

\[\square\]

**Lemma 7.4.** Pick some $\lambda$ such that $\mu \ll \lambda$ and $\nu \ll \lambda$. We then have the following implication:
\[
\varphi \sqrt{\frac{d\mu}{d\lambda}} = \psi \sqrt{\frac{d\nu}{d\lambda}} \quad \text{(a.e. } \lambda) \implies (\varphi \circ \sigma) \sqrt{k_\mu} = (\psi \circ \sigma) \sqrt{k_\nu} \quad \text{(a.e. } \lambda \circ \tau^{-1}), \quad (7.24)
\]
where $k_\mu = \frac{d\mu \circ \tau^{-1}}{d\lambda \circ \tau^{-1}}$ and $k_\nu = \frac{d\nu \circ \tau^{-1}}{d\lambda \circ \tau^{-1}}$. (The desired conclusion (7.23) follows from this.)
Proof. We now turn to the proof of the implication (7.24). We pick a third measure \( \lambda \) as described, and assume the identity

\[
\varphi \sqrt{\frac{d\mu}{d\lambda}} = \psi \sqrt{\frac{d\nu}{d\lambda}} \quad \text{a.e.} \; \lambda.
\]

Let \( f \) be a bounded Borel function on \( M \). In the following calculations, all integrals are over the full space \( M \), but the measures change as we make transformations, and we use the definition of the Radon-Nikodym formula. First note that

\[
\int f k_\mu \left( \frac{d\nu}{d\lambda} \circ \sigma \right) d\lambda \circ \tau^{-1} = \int f \left( \frac{d\nu}{d\lambda} \circ \sigma \right) d\mu \circ \tau^{-1}
\]

\[
= \int f \circ \tau \frac{d\nu}{d\lambda} d\mu = \int f \circ \tau \frac{d\nu}{d\lambda} \frac{d\mu}{d\lambda} d\lambda.
\]

But by symmetry, we also have

\[
\int f k_\nu \left( \frac{d\mu}{d\lambda} \circ \sigma \right) d\lambda \circ \tau^{-1} = \int f \circ \tau \frac{d\mu}{d\lambda} d\lambda.
\]

Putting the last two formulas together, we arrive at the following identity:

\[
\int_M f k_\mu \left( \frac{d\nu}{d\lambda} \circ \sigma \right) d\lambda \circ \tau^{-1} = \int_M f k_\nu \left( \frac{d\mu}{d\lambda} \circ \sigma \right) d\lambda \circ \tau^{-1}.
\]

Since the function \( f \) is arbitrary, we get

\[
k_\mu \left( \frac{d\nu}{d\lambda} \circ \sigma \right) = k_\nu \left( \frac{d\mu}{d\lambda} \circ \sigma \right) \quad \text{a.e.} \; \lambda \circ \tau^{-1}
\]

and, of course,

\[
\sqrt{k_\mu} \sqrt{\frac{d\nu}{d\lambda} \circ \sigma} = \sqrt{k_\nu} \sqrt{\frac{d\mu}{d\lambda} \circ \sigma} \quad \text{a.e.} \; \lambda \circ \tau^{-1}.
\]

Using now the identity

\[
\varphi \sqrt{\frac{d\mu}{d\lambda}} = \psi \sqrt{\frac{d\nu}{d\lambda}} \quad \text{a.e.} \; \lambda,
\]

we arrive at the formula

\[
\varphi \circ \sigma \sqrt{k_\mu} \sqrt{\frac{d\mu}{d\lambda} \circ \sigma} \sqrt{\frac{d\nu}{d\lambda} \circ \sigma} = \psi \circ \sigma \sqrt{k_\nu} \sqrt{\frac{d\mu}{d\lambda} \circ \sigma} \sqrt{\frac{d\nu}{d\lambda} \circ \sigma},
\]

and by cancellation,

\[
\varphi \circ \sigma \sqrt{k_\mu} = \psi \circ \sigma \sqrt{k_\nu} \quad \text{a.e.} \; \lambda \circ \tau^{-1}.
\]

This completes the proof of the implication (7.24), and therefore also of (7.23). This means that, if the linear operator \( S \) is defined as in (7.10), then the result is independent of which element is chosen in the equivalence class represented by the pair
(ϕ, µ). Putting together the steps in the proof, we conclude that \( S : \mathcal{H} \to \mathcal{H} \) is an isometry, and that it has the properties which are stated in the lemma.

Combining the lemmas, the proof of Theorem 7.1 is now completed. □

**Lemma 7.5.** Let \( M \) be a compact Hausdorff space, and let \( σ \) be as in the statement of Lemma 7.2, i.e., \( σ : M \to M \) is onto and continuous. Suppose \( σ \) has two distinct branches of the inverse, i.e., \( τ_i : M \to M, i = 1, 2 \), continuous, and satisfying \( σ \circ τ_i = id_M, i = 1, 2 \). Let \( S_i : \mathcal{H} \to \mathcal{H} \) be the corresponding isometries, i.e.,

\[
S_i((φ, µ)) := (φ \circ σ, µ \circ τ_i^{-1}), \tag{7.25}
\]

or

\[
S_i : φ \sqrt{dµ} \longmapsto φ \circ σ \sqrt{dµ \circ τ_i^{-1}}. \tag{7.25'}
\]

Then the two isometries have orthogonal ranges, i.e.,

\[
\langle S_1((φ, µ)), S_2((ψ, ν)) \rangle = 0 \tag{7.26}
\]

for all pairs of vectors in \( \mathcal{H} \), i.e., all \((φ, µ) ∈ \mathcal{H}\) and \((ψ, ν) ∈ \mathcal{H}\).

**Proof.** Note that in the statement (7.26) of the conclusion, we use \( \langle · , · \rangle \) to denote the inner product of the Hilbert space \( \mathcal{H} \), as it was defined in (7.12).

With the two measures \( µ \) and \( ν \) given, then the expression in (7.26) involves the transformed measures \( µ \circ τ_1^{-1} \) and \( ν \circ τ_2^{-1} \). Now pick some measure \( λ \) such that

\[
µ \circ τ_1^{-1} \ll λ \quad \text{and} \quad ν \circ τ_2^{-1} \ll λ. \tag{7.29}
\]

Then the expression in (7.26) is

\[
\int_M \frac{φ \circ σ}{dλ} \psi \circ σ \sqrt{\frac{dµ \circ τ_1^{-1}}{dλ}} \sqrt{\frac{dν \circ τ_2^{-1}}{dλ}} dλ. \tag{7.27}
\]

But \( \frac{dµ \circ τ_1^{-1}}{dλ} \) is supported on \( τ_1(M) \), while \( \frac{dν \circ τ_2^{-1}}{dλ} \) is supported on \( τ_2(M) \). Since \( τ_1(M) \cap τ_2(M) = ∅ \) by the choice of distinct branches for the inverse of \( σ \), we conclude that the integral in (7.27) vanishes. □

**Corollary 7.6.** Let \( M \) be a compact Hausdorff space, and let \( N ∈ \mathbb{N}, N ≥ 2 \), be given. Let \( σ : M \to M \) be continuous and onto. Suppose there are \( N \) distinct branches of the inverse, i.e., continuous \( τ_i : M \to M, i = 1, \ldots, N \), such that

\[
σ \circ τ_i = id_M. \tag{7.28}
\]

Suppose there is a positive Borel measure \( µ \) such that \( µ(M) = 1 \), and

\[
µ \circ τ_i^{-1} \ll µ, \quad i = 1, \ldots, N. \tag{7.29}
\]

Then the isometries

\[
S_iφ := φ \circ σ \sqrt{\frac{dµ \circ τ_i^{-1}}{dµ}} \tag{7.30}
\]
satisfy
\[ \sum_{i=1}^{N} S_i S_i^* = I_{L^2(\mu)} \] (7.31)
if and only if
\[ \bigcup_{i=1}^{N} \tau_i(M) = M. \] (7.32)

**Proof.** We already know from Lemma 7.5 that the isometries \( S_i : L^2(\mu) \to L^2(\mu) \) are mutually orthogonal, i.e., that
\[ S_i^* S_j = \delta_{i,j} I_{L^2(\mu)}. \] (7.33)
It follows that the terms in the sum (7.31) are commuting projections. Hence
\[ \sum_{i=1}^{N} S_i S_i^* \leq I_{L^2(\mu)}. \] (7.34)
Moreover, we conclude that (7.31) holds if and only if
\[ \sum_{i=1}^{N} \| S_i^* \varphi \|^2 = \| \varphi \|^2, \quad \varphi \in L^2(\mu). \] (7.35)
Setting \( p_i := \frac{d\mu \circ \tau_i^{-1}}{d\mu} \), we get
\[ S_i^* \varphi = \varphi \circ \tau_i (p_i \circ \tau_i)^{-1/2}. \] (7.36)
It follows that
\[ \| S_i^* \varphi \|^2 = \int_M |\varphi \circ \tau_i|^2 (p_i \circ \tau_i)^{-1} \, d\mu \\
= \int_{\tau_i(M)} |\varphi|^2 p_i^{-1} d\mu \circ \tau_i^{-1} = \int_{\tau_i(M)} |\varphi|^2 \, d\mu. \]
Recall that the branches \( \tau_i \) of the inverse are distinct, and so the sets \( \tau_i(M) \) are non-overlapping. The equivalence (7.31) \( \iff \) (7.32) now follows directly from the previous calculation. \( \square \)

### 7.2. Distributions

Consider the following setting, generalizing that of the three examples in Section 5.3: Let \((\Omega_N, \mathcal{C}, \mathbb{P})\) be a probability space, and \((M, \mathcal{B})\) be a measure space; see Section 5.2 for definitions.
Let $\mathcal{H}(M)$ be the Hilbert space of equivalence classes, see Lemma 7.2 above. As shown in [Nel69], if $\mu$ is a fixed positive $\sigma$-finite measure on $(M, \mathcal{B})$, then the subspace $\{ f\sqrt{d\mu} \mid f \in L^2(\mu) \}$ in $\mathcal{H}(M)$ is closed, denoted $\mathcal{H}(\mu)$; and

$$L^2(\mu) \ni f \mapsto f\sqrt{d\mu} \in \mathcal{H}(\mu)$$  \hspace{1cm} (7.37)

is an isometric isomorphism; called the canonical isomorphism.

The following is known; see e.g. [Nel69]: For two $\sigma$-finite positive measures $\mu_1, \mu_2$ on $(M, \mathcal{B})$, we have the following three equivalences:

$$\mu_1 \ll \mu_2 \iff \mathcal{H}(\mu_1) \subseteq \mathcal{H}(\mu_2),$$ \hspace{1cm} (7.38)

$$\left( \begin{array}{c} \mu_1 \text{ and } \mu_2 \text{ are} \\
\text{mutually singular} \end{array} \right) \iff \mathcal{H}(\mu_1) \perp \mathcal{H}(\mu_2),$$ \hspace{1cm} (7.39)

$$\left( \begin{array}{c} \mu_1 \text{ and } \mu_2 \text{ are} \\
\text{equivalent} \end{array} \right) \iff \mathcal{H}(\mu_1) = \mathcal{H}(\mu_2).$$ \hspace{1cm} (7.40)

**Corollary 7.7.** Let $Y_i: \Omega_N \to M$, $i = 1, 2$, be two random variables; i.e., the two are measurable functions w.r.t. the respective $\sigma$-algebras $\mathcal{C}$ and $\mathcal{B}$. The corresponding distributions

$$\mu_i := \mathbb{P} \circ Y_i^{-1}, \quad i = 1, 2$$  \hspace{1cm} (7.41)

are measures on $(M, \mathcal{B})$; and

$$T_i f := f \circ Y_i, \quad i = 1, 2,$$ \hspace{1cm} (7.42)

(see Fig 7.1) are isometries

$$L^2(\mu_i) \simeq \mathcal{H}(\mu_i) \xrightarrow{T_i} L^2(\mathbb{P}), \quad i = 1, 2.$$  \hspace{1cm} (7.43)

\begin{figure}[h]
\centering
\begin{tikzpicture}
\node (N) at (0,0) {$\Omega_N$};
\node (M) at (3,0) {$M$};
\node (R) at (1.5,-1) {$\mathbb{R}$};
\node (f) at (1.5,-1.5) {$f$};
\node (Yi) at (1.5,1.5) {$Y_i$};
\node (fYi) at (0,1.5) {$f \circ Y_i$};
\draw[->] (N) -- (R) node[draw=none,fill=none, pos=.5] {$f_0 Y_i$};
\draw[->] (R) -- (f) node[draw=none,fill=none, pos=.5] {$f$};
\draw[->] (N) -- (M) node[draw=none,fill=none, pos=.5] {$Y_i$};
\draw[->] (M) -- (R) node[draw=none,fill=none, pos=.5] {$f$};
\end{tikzpicture}
\caption{Figure 7.1}
\end{figure}

Hence the three conditions in (7.38), (7.39) and (7.40) are statements about the two random variables.

For the operators $T_2^* T_1$, see Fig 7.2, we have the following: For $f \in L^2(\mu_1)$, and $x \in M$:

$$(T_2^* T_1)(f)(x) = \mathbb{E}_{Y_2=x}(f \circ Y_1 \mid \mathcal{F}_{Y_2}).$$  \hspace{1cm} (7.44)
Proof. For \( f \in L^2(\mu_1) \) and \( g \in L^2(\mu_2) \), we have:
\[
\langle T_2^* T_1 f, g \rangle_{\mathcal{H}(\mu_2)} = \langle T_1 f, T_2 g \rangle_{L^2(\mathbb{P})} = \mathbb{E} \left[ (f \circ Y_1) (g \circ Y_2) \right] = \mathbb{E} \left[ \mathbb{E} (f \circ Y_1 | \mathcal{F}_{Y_2}) (g \circ Y_2) \right] = \int_M \mathbb{E}(Y_2 = x) (f \circ Y_1 | \mathcal{F}_{Y_2}) g(x) \, d\mu_2(x),
\]
and the desired formula (7.44) follows from this, and (7.37). \( \square \)

7.3. Fractional Calculus. In recent papers [FS15, FHH17], a number of authors have studied gradient operators computed with respect to singular measures. The purpose of this subsection is to combine results from the present Sections 5 and 7 to display some operator theoretic properties of these gradients \( \nabla_\mu \), and to connect them to our boundary analysis.

In order to add clarity, we shall consider singular measures \( \mu \) supported on compact subsets of the real line \( \mathbb{R} \), but the ideas extend to more general measure spaces. For particular examples, readers are referred to the three examples in Section 5.3 above.

Let \( I = [0,1] \) be the unit-interval with the Borel \( \sigma \)-algebra. By \( \mathcal{H}(I) \) we shall denote the Hilbert space of equivalence classes as in Section 7.1. When \( \mu \) is a fixed positive measure, we considered the isometric isomorphism \( T_\mu : L^2(\mu) \simeq \mathcal{H}(\mu) \) in (7.37).

In Proposition 7.9 below, we shall identity the gradient \( \nabla_\mu \) with the adjoint operator \( T_\mu^* \), referring to the respective inner products from (7.37).

**Definition 7.8.** Let \( F \) be a function on \( \mathbb{R} \) of bounded variation, and let \( dF \) be the corresponding Stieltjes measure, with variation measure \( |dF| \) defined in the usual way. If \( |dF| \ll \mu \), then the Radon-Nikodym derivative
\[
RN_\mu (dF) =: \nabla_\mu F \quad (7.45)
\]
is well defined; we have:
\[
(dF)(B) = \int_B (\nabla_\mu F) \, d\mu, \ \forall B \in \mathcal{B}; \quad (7.46)
\]
where $\mathcal{B}$ is the Borel $\sigma$-algebra. For the case of $(I, \mathcal{B})$, (7.46) is equivalent to

$$F(x) = \int_0^x dF = \int_0^x \nabla \mu F \, d\mu, \quad \forall x \in [0,1]$$  \hspace{1cm} (7.47)

(We shall adopt the normalization $F(0) = 0$.)

**Proposition 7.9.** If $T_\mu : L^2(\mu) \to \mathcal{H}(\mu)$ is as in (7.37), then the adjoint operator $T_\mu^*$ agrees with $\nabla \mu$.

**Proof.** In view of Corollary 7.7 in Section 7.2, the desired conclusion will follow if we check that, when $F$ is of bounded variation with $|dF| \ll \mu$, and if $\varphi \in L^2(\mu)$, then

$$\langle T_\mu \varphi, dF \rangle_{\mathcal{H}(\mu)} = \langle \varphi, \nabla \mu F \rangle_{L^2(\mu)}.$$  \hspace{1cm} (7.48)

But, using our analysis from Sections 7.1-7.2 above, the verification of (7.48) is equivalent to:

$$\text{LHS}(7.48) = \int \varphi \left( \nabla \mu F \right) \, d\mu = \text{RHS}(7.48);$$

and the conclusion follows. \hfill \Box
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