Quantum Control at the Boundary

A. Balmaseda and J.M. Pérez-Pardo

November 18, 2021

Abstract

We introduce a scheme for controlling the state of a quantum system by manipulating its boundary conditions. This contrasts with the usual approach based on direct interactions with the system, that is, by adding interaction terms to the Hamiltonian of the system. We address this infinite-dimensional control problem, providing conditions to the existence of dynamics and approximate controllability for a family of quantum one-dimensional systems.

1 Introduction

The development of quantum technologies is of full demanding challenges. From a technological point of view there is the difficulty of manipulating coherently quantum systems made of few particles while maintaining the quantum correlations. This implies that quantum systems have to be kept under very low temperatures and interaction with them has to be performed very fast in order to avoid decoherence [4].

A basic requirement for an effective quantum information processing system, quantum sensor or simulator is the ability to control the quantum state of the system at the individual level. The control of quantum spin systems can be addressed by means of the geometrical control theory. For instance, Khaneja et al. showed that finding sub-Riemannian geodesics on a quotient space of $SU(4)$ allows to obtain RF pulse trains for two-spin and three-spin NMR systems [31] and also studied the associated numerical implementations [32]. Also in [38] they study the control of quantum spin systems using a geometrical control approach, and the optimal control problem for blocks of quantum algorithms has been considered in [42] (see also [12] Chaps. 5,6, [5, 22] and references therein for more recent reviews on geometric quantum control). Other recent approach to optimal control of coupled spin systems is described in [13].

However, geometric control theory and its extension to optimal control problems suffers serious drawbacks when extended to genuine infinite dimensional quantum systems. Mainly because of the intrinsic mathematical difficulties of infinite-dimensional geometry. Nevertheless, it has been applied to the finite dimensional approximations used to model the aforementioned quantum devices such as Ion Traps, NMR quantum computers and others. One of the sources of decoherence comes precisely by the neglect of the highest energy levels in order to perform the finite-dimensional approximations [20].

There are not many results on controllability of infinite dimensional systems (see, e.g. [5, 6], [11] and references therein). As an alternative method to geometric control theory, there is the use of quadrature operators. There the usual approach is to associate quadrature operators to the problem and study the control of their dynamics (see for instance [2, 10, 22]).

The quantum control at the boundary (QCB) method is a radically different approach to the problem of controlling the state of a qubit. Instead of seeking the control of the quantum state by directly interacting with it using external magnetic or electric fields, the control of the state will be achieved by manipulating the boundary conditions of the system. The spectrum of a quantum system, for instance an electron moving in a box, depends on the boundary conditions imposed on it. The typical situation is to consider either Dirichlet or Neumann boundary conditions. A modification of such boundary conditions modifies the state of the system allowing for its manipulation and, eventually, its control [20]. Addressing the problem
from the genuine infinite dimensional setting provides a natural way of avoiding sources of decoherence.

The QCB paradigm has been used to show how to generate entangled states in composite systems by suitable modifications of the boundary conditions \[39\]. The relation of QCB and topology change has been explored in \[39\] and recently used to describe the physical properties of systems with moving walls \([18, 19, 10, 17, 21]\), but in spite of its intrinsic interest some basic issues such as the QCB controllability of simple systems has never been addressed.

In developing the theory it will be shown first, by means of a suitable chosen time-dependent unitary transformation, that the variation of the boundary conditions of the system can be implemented as a time-dependent family of Hamiltonian operators, an idea that was already anticipated in \[29\]. The particular instance of quasi-periodic boundary conditions will be worked out explicitly and it will be shown that the system reduces to a linear system similar to those studied by Chambrion et al. \[11\].

This article is organised as follows. In Section 2 we review the notions of controllability in quantum systems that we will need to address the problem. The main difficulties will also be presented. In Section 3 we introduce the magnetic Laplacian. This provides a simple model where we will be able to implement the scheme of QCB and prove controllability rigorously. Section 4 and Section 5 are devoted respectively to prove the well-posedness of the dynamics in the particular system of quantum control at the boundary considered and its approximate controllability.

## 2 Control of Quantum Systems

As stated in the introduction, one of the main objectives of the research presented in this article is to show that the paradigm of quantum control at the boundary is feasible. That is, we will prove controllability, in the sense that we are going to introduce later in this section, of a quantum system by means of modifications of the boundary conditions. Before doing that, let us review briefly some important concepts of the standard theory of control.

To fix the ideas in the context of Quantum Control, cf. \[12\], consider the following setting. The space of pure states is given by the complex projective space \( \mathcal{P}(\mathcal{H}) \), of the separable Hilbert space \( \mathcal{H} \), \[24, 15, 9\]. In what follows we will denote the norm and scalar product of the Hilbert space by the usual notation, i.e. \( \|\cdot\| \) and \( \langle \cdot, \cdot \rangle \) respectively.

Evolution in a quantum system is governed in general by the time-dependent Schrödinger Equation. The final purpose of Control Theory is to study how to introduce an interaction into a system in order to be able to drive the state of the system from a given initial state to a desired target state. A simple, yet convenient, setting to define quantum control is to consider a time-dependent Hamiltonian of the form

\[
H(t) = H_0 + \sum_{i=1}^{n} f_i(t) H_i, \tag{2.1}
\]

where \( H_0 \) and \( H_i \) are self-adjoint operators on the Hilbert space and where \( f_i(t) \in \mathcal{C} \) are one variable functions on a convenient space of functions. The latter has to be specified and depends on the particular problem that one wants to address. Since Control Theory is devised ultimately to be applied to some concrete experimental setting, the limitations or restrictions to be imposed on the family of controls \( \mathcal{C} \) will come from the experimental setup. For simplicity let us consider for the moment that \( \mathcal{C} \equiv \mathcal{C}^\infty(\mathbb{R}) \), the space of smooth and real-valued functions. Given an initial state \( \Psi_0 \in \mathcal{P}(\mathcal{H}) \) and a target state \( \Psi_T \in \mathcal{P}(\mathcal{H}) \), the problem of controllability consists on determining if there exists a choice of the functions \( f_i(t) \in \mathcal{C} \) such that the solution of the time-dependent Schrödinger Equation is such that the initial state \( \Psi_0 \) is driven to the target state \( \Psi_T \) in a time \( T > 0 \). In order to give a more precise definition of controllability let us introduce the reachable set.

**Definition 2.1.** Let \( \Psi_0 \in \mathcal{P}(\mathcal{H}), f_i(t) \in \mathcal{C}, i = 1, \ldots, n \) and let \( \Psi(t) \) be the solution of the time dependent Schrödinger Equation

\[
i \frac{d}{dt} \Psi(t) = H(t)\Psi(t). \]

The **reachable set** \( \mathcal{R}_{\Psi_0}(T) \) of the state \( \Psi_0 \) at time \( T \in \mathbb{R} \) is defined to be

\[
\mathcal{R}_{\Psi_0}(T) = \{ \Psi \in \mathcal{P}(\mathcal{H}) \mid \Psi = \Psi(t), t < T \in \mathbb{R}, \Psi(0) = \Psi_0, f_i(t) \in \mathcal{C}, i = 1, \ldots, n \}. \]
That is, the reachable set of the state $\Psi_0$ is the set of all those states that can be accessed starting at the state $\Psi_0$ under all the possible evolutions described by the family of controls. We postpone until later in this section the considerations of existence of solutions of this time-dependent Schrödinger Equation. For the definition of reachable set it is implicitly assumed that the initial value problem is well-posed. We are ready now to define the notion of exact controllability.

**Definition 2.2.** Let $C$ be a family of controls, let the quantum system defined by the space of states $\mathcal{P}(H)$ and evolution determined by the time-dependent Schrödinger Equation

$$
i \frac{d}{dt} \Psi(t) = H(t)\Psi(t),$$

with Hamiltonian $H(t) = H_0 + \sum_{i=1}^n f_i(t)H_i, f_i(t) \in C, i = 1, \ldots, n$. The quantum system is said to be **exactly controllable** if for all $\Psi_0 \in \mathcal{P}(H)$ one has that

$$\bigcup_{t \in \mathbb{R}} R_{\Psi_0}(T) = \mathcal{P}(H).$$

This notion is also called in the literature pure state controllability. We are only interested in the evolution of pure states $\Psi \in \mathcal{P}(H)$, in contrast to the more general density states.

Let us say now that the problem of controllability is a problem of existence of controls such that any target state can be achieved. The problem of (optimal) determination of the controls will not be considered here.

In general, the quantum systems are defined on infinite-dimensional Hilbert spaces. Moreover, typically the Hamiltonians are unbounded operators acting on the Hilbert space of the system. Unbounded operators are not continuous operators on the Hilbert space and therefore, existence of solutions of the time-dependent Schrödinger Equation is compromised. For instance, the domains of the operators may depend also on time, and the range of the operators may not preserve the domains. These facts introduce a set of stringent conditions on the families of available Hamiltonians, and thus of available controls, in order to define well-posed control problems. One of the aims of this article is to show that the setting of quantum control at the boundary is feasible. In particular this implies guaranteeing the existence of solutions of the evolution equation.

Quantum systems of mechanical type are governed by Hamiltonians defined by differential operators on Riemannian manifolds. Typically, the Laplace-Beltrami operator or other second order differential operator related to it. If the Riemannian manifold has boundaries those operators are in general symmetric operators but not self-adjoint, cf. [11] or [29] and references therein for an introduction to the topic. Each self-adjoint extension describes a different physical situation. Consider, for example, the case of the Laplace operator on a compact interval. One can consider Dirichlet boundary conditions or Neumann boundary conditions. These two operators define two completely different self-adjoint extensions of the same operator and thus describe completely different evolutions. The space of self-adjoint extensions of a symmetric, second order differential operator (in any dimension) can be characterised by certain families of boundary conditions, cf. [29], [27] and references therein.

We will consider the use of these spaces of boundary conditions as spaces of controls. This idea was firstly introduced in [29]. The appearance of the controls in the Hamiltonian are now more subtle than they are in Eq. (41) since they will not appear directly in the functional form of the operator, but will appear in the boundary conditions that define the different domains of the operators at every instant of time. That is, we are going to consider families of Hamiltonians $(H, D(f_i)), f_i(t) \in C$, where the space of controls $C$ is now the space of self-adjoint extensions (or a subset of it) of the symmetric operator $H$.

From these previous considerations it follows that the setting of quantum control at the boundary requires of infinite-dimensional Hilbert spaces and unbounded operators. Unfortunately, the usual notions of control introduced at the beginning of this section are not suitable to handle the infinite dimensional situation. In particular, they turn out be too strict and there is the need to introduce a notion of controllability that is slightly weaker. Consider the quantum control system defined by the Harmonic oscillator over the real line

$$H_0 = -\frac{1}{2} \frac{d^2}{dx^2} + \frac{1}{2} x^2, \quad H_1 = x, \quad C \equiv C^\infty(t),$$
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reachability set \(R\) that the reachable set \(R(\Psi^T)\) of the state \(\Psi^T\). Therefore, one can come as close to the target state \(\Psi^T\) as desired. It is remarkable that approximate controllability has been proven, cf. [11], for linear systems with one control \((n = 1)\) under suitable assumptions on the spectral properties of the operators \(H_0\) and \(H_1\). On Section 5 we will rely on that result to prove controllability for a particular instance of quantum control at the boundary. We should mention here that more general notions of controllability, suitable for quantum systems, are also possible, e.g. [28].

3 Magnetic Laplacian

During the rest of this work we will concentrate in one particular class of quantum systems, namely magnetic Laplacians in one dimension. The reason behind this choice is twofold. On one hand these systems are simple enough such that we will be able to prove rigorously the existence of dynamics and to address the boundary controllability problem. On the other hand, this simple system can be implemented physically, thus opening an interesting path to devise applications of the scheme of quantum control at the boundary to quantum computation and quantum information. Let \(L \subset \mathbb{R}\) be a compact interval that for convenience we will consider to be \(L = [0, l]\). The Hamiltonian of the magnetic Laplacian takes the form:

\[
H = -\left(\frac{d}{dx} - iA(x)\right)^2 = -D^2,
\]

where \(A \in \mathcal{H}^1(L)\) is a function in the Sobolev space of order 1 and is called the magnetic potential.

From its definition it can be seen the similarity of this Hamiltonian with the Laplace operator. This operator describes the so called minimal coupling of an electrically charged particle with a magnetic potential. This justifies the name of magnetic Laplacian. It is a second order differential operator and we need to determine a domain for it in order to have it well defined. Following [34, 3, 27] we will identify the domains of self-adjointness by looking for maximal domains where the boundary term of Green’s formula vanishes identically. This boundary term reads in this case:

\[
i\Sigma(\Phi, \Psi) := i(\langle \Psi, D^2\Phi \rangle - \langle D^2\Psi, \Phi \rangle) = \langle \Psi + i\hat{D}\Psi, \Phi \rangle_{\partial L} - \langle \Psi - i\hat{D}\Psi, \Phi \rangle_{\partial L}.
\]

The underline notation stands for restrictions to the boundary, while the arrows over the symbols mean that the restriction to the boundary is taken having into account the orientation. That is, derivatives are taken with orientation pointing outwards to the boundary as well as the restriction to the boundary of the potentials (they are one-forms evaluated on the normal vector to the boundary). The subindex \(\partial L\) means that it is considered the scalar product of the Hilbert space induced at the boundary of \(L\). Therefore, cf. [3], the self-adjoint extensions of \(D^2\) are parametrized by an unitary operator \(U \in \mathcal{U}(\mathcal{L}^2(\partial L))\) with

\[
\text{dom } D_U^2 = \{\Phi \in \mathcal{H}^2(L) : \Phi - i\hat{D}\Phi = U(\Phi + i\hat{D}\Phi)\},
\]

where \(\mathcal{H}^2(L)\) is the Sobolev space of order 2.

It is going to be convenient for the next section to keep in mind the following well-known property about magnetic Laplacians (see, e.g., [35] for a more detailed study of this properties).
Proposition 3.1. Let \( D^2_U \) be a self-adjoint extension of the magnetic Laplacian associated to a vector potential \( A \). Then, for any \( \tilde{A} \) there exists a self-adjoint extension of the associated magnetic Laplacian, \( \tilde{D}^2_U \), and an isometry \( T \) on \( L^2(L) \) mapping \( \text{dom} \tilde{D}^2_U \) into \( \text{dom} D^2_U \) such that
\[
T^{-1}D^2_U T = \tilde{D}^2_U.
\]
Moreover, \( V = \tilde{T}^{-1}UT \) with \( \tilde{T} \) the restriction to the boundary of \( T \), i.e. the operator \( \tilde{T} : L^2(\partial L) \to L^2(\partial L) \) such that \( \tilde{T}\Phi = \tilde{T}\Phi \) for any \( \Phi \in H^2(L) \).

Proof. As we already said, the magnetic vector potential is taken to be continuous and therefore, by the Poincaré Lemma, there exists \( \chi : L \to \mathbb{R} \) differentiable such that \( \chi' = A - \tilde{A} \). Let \( T \) denote the multiplication map defined by
\[
T : \Phi \in L^2(L) \mapsto e^{i\chi}\Phi \in L^2(L).
\]
It follows directly from this definition that \( T \) is an isometry on \( L^2(L) \). Using the product rule, it is easy to check that
\[
\left( \frac{d}{dx} - iA(x) \right) T\Psi = T \left( \frac{d}{dx} - i\tilde{A}(x) \right) \Psi.
\]
Evaluating at the boundary, it follows
\[
\tilde{D}_U T\Psi = \tilde{T}\tilde{D}_U \Psi = \tilde{T} \tilde{D}_U \Psi,
\]
where \( \tilde{T} \) is the diagonal matrix \( \tilde{T} = \text{diag}(\{e^{i\chi(x)}\})_{x \in \partial L} \).

Using this, it is straightforward to show that for any \( \Phi \in \text{dom} \tilde{D}_U \), \( \Psi = T^{-1}\Phi \) is in \( \text{dom} \tilde{D}_U \), if \( V = \tilde{T}^{-1}UT \). Moreover,
\[
\tilde{D}_U T\Psi = T \tilde{D}_U^{-1}U\tilde{T},
\]
which concludes the proof. \( \square \)

As a consequence of this property, we show the following result which will allow us to consider constant vector potentials.

Corollary 3.2. Every self-adjoint extension of a magnetic Laplacian \( \tilde{D}^2_U \), associated with a potential \( \tilde{A} \), is equivalent to one associated with a constant potential \( \tilde{A} \) such that \( \text{dom} \tilde{D}^2_U = \text{dom} D^2_U \).

Proof. Let \( l \) denote the length of the interval, i.e. \( \int_L dx = l \). Take \( \tilde{A} = l^{-1} \int_L A(x) dx \) and \( \chi(x) = \int_0^x (A(x) - \tilde{A}) dx \). Define
\[
\tilde{D}^2_U = \left( \frac{d}{dx} - i\tilde{A} \right)^2
\]
and \( T \) as in Proposition 3.1 it follows that \( \tilde{T} = I_{2 \times 2} \) and therefore by Proposition 3.1
\[
T^{-1}D^2_U T = \tilde{D}^2_U.
\]
\( \square \)

Finally, it follows straightforwardly from the previous corollary the next result, which will be the base result for our main purpose to prove controllability at the boundary.

Corollary 3.3. Let \( \Delta \) stand for the Laplacian, i.e. \( D^2 \) with \( A \equiv 0 \). For every magnetic Laplacian, \( D^2_U \), there is an equivalent self-adjoint extension of the Laplacian. Moreover, if \( T \) is the multiplication operator defined on Equation \( (3.1) \) with \( \chi \) such that \( \chi' = \tilde{A} \), then
\[
T^{-1}D^2_U T = \Delta_{\tilde{U}}^{-1}U\tilde{T}.
\]

Among the possible unitary operators \( U \in U(\partial L) \simeq U(\mathbb{C}^2) \) that one can consider, there are different relevant particular choices. It is important to mention that \( U = I_{2 \times 2} \) defines Neumann boundary conditions while \( U = -I_{2 \times 2} \) defines Dirichlet boundary conditions. A simple calculation shows that \( U = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) defines periodic boundary conditions, i.e. \( \Phi(0) = \Phi(l) \), \( (D\Phi)(0) = (D\Phi)(l) \). The previous corollaries allow us to define the family of boundary conditions that we will use for the implementation of quantum control at the boundary.
Definition 3.4. Let $D_U$ be a magnetic Laplacian on the interval $L$ with periodic boundary conditions and with a constant magnetic potential. Let $T$ be the multiplication operator defined by Equation (3.1) with $\chi : L \mapsto \mathbb{R}$ such that $d\chi = A$. Then $V = \mathbb{T}^{-1}U\mathbb{T}$ defines quasi-periodic boundary conditions.

A simple computation shows that the unitary operators appearing in this definition are:

$$V = \begin{bmatrix} 0 & e^{-iAt} \\ e^{iAt} & 0 \end{bmatrix}, \quad \mathbb{T} = \begin{bmatrix} 1 & 0 \\ 0 & e^{iA} \end{bmatrix} e^{ib},$$

where $b$ is the constant of integration in the definition of the function $\chi(x)$.

The way in which we are going to make use of the result in Corollary 3.3 is as follows. As the quantum control system we will take a free particle moving in the interval $L$. That is, the family of Hamiltonians is taken to be the standard Laplacian or, equivalently, the magnetic Laplacian with $A \equiv 0$. As explained earlier in this section, these operators are not well defined until we fix the corresponding domains. Each operator in this family is going to be characterised by a different quasi-periodic boundary condition. By Corollaries 3.2 and 3.3 each of these systems is unitarily equivalent to a magnetic Laplacian with constant magnetic potential $A$ and periodic boundary conditions. We stress here that by constant we mean that the potential has the same value, independent of the point of the interval. From now on we will use the same symbol $A$ to denote the constant magnetic potential $A \in H^1(L)$ and its value $A \in \mathbb{R}$. We are going to consider that the constant $b = 0$. The transformation $T$ of Equation (3.1) is defined in this case by the function $\chi(x) = Ax$.

We want now to implement the scheme of quantum control at the boundary. This means that we are going to use the parameter $A$ defining the boundary condition as our control and we will suppose that now $A = A(t)$ is a function of time. At every instant of time it will still be a constant magnetic potential along the interval $L$, but its magnitude will depend on time and constitute our control parameter.

Thus, we consider a quantum control system whose Hamiltonians are standard Laplacians with time-dependent quasi-periodic boundary conditions such that

$$\Psi(0) = e^{-i\chi(t,t)l}\Psi(l), \quad (3.2)$$

where now

$$\chi(x, t) = A(t)x \quad (3.3)$$

forms a family of functions from $L$ to $\mathbb{R}$. One should notice that the time dependence of these Hamiltonians is subtle: usually one faces the problem where dom $H(t)$ does not depend on time but the explicit, functional form of $H(t)$ does, while here we have $-\Delta$ for every $t$ and dom $\Delta$ varying with time. That is, we are considering at each time a different self-adjoint extension of the Laplacian on our interval $L$.

Therefore, as anticipated in the previous section, looking for solutions of the time-dependent Schrödinger equation is harder than in the most common situations. However, based on the equivalence established in this section we will be able to transform these problems into equivalent ones with Hamiltonian $H(t)$ such that dom $H(t)$ remains independent of $t$ and time dependence appears explicitly in the form of $H(t)$.

In summary, we are interested in the following control problem.

**Definition 3.5.** Consider the compact interval $L = [0, l]$. The boundary control system associated to $L$ is the family of quantum Hamiltonians defined by the Laplace operator and domains given by quasi-periodic boundary conditions dom $\Delta_{U(t)}$, with

$$U(t) = \begin{bmatrix} e^{iA(t)t} & 0 \\ 0 & e^{-iA(t)t} \end{bmatrix}.$$
$A : \mathbb{R} \to \mathcal{H}^1(L)$ varies smoothly with time. Quantum systems’ evolution is given by a Hamiltonian operator $H(t)$, which in the most general setting depends itself on the time $t$, and according to Schrödinger equation

$$i \frac{d}{dt} \Psi(t) = H(t) \Psi(t). \quad (4.1)$$

In the case we are interested on $H(t)$ is a family of differential operators on $\mathcal{L}^2(L)$ and $\Psi(t)$ is a curve in the state space $\mathcal{P}(\mathcal{H})$.

Concerning the existence of solutions for the Schrödinger equation with a given Hamiltonian, there are several results establishing conditions for solutions to exist [33][41]. It is customary to search for solutions using the idea of unitary propagators, which are families of operators which allow us to write the solution of the Schrödinger equation with initial state $\Psi_s$ at $t = s$ as $\Psi(t) = U(t,s)\Psi_s$ for $t > s$. A proper definition of a unitary propagator would be as follows:

**Definition 4.1.** A two-parameter family of unitary operators $U(s, t)$, with $s, t \in \mathbb{R}$, that satisfies:

1. $U(r, s)U(s, t) = U(r, t)$
2. $U(t, t) = I$
3. $U(s, t)$ is jointly strongly continuous in $s$ and $t$

is called a **unitary propagator**.

After unitary propagators are introduced, the existence of the solutions for the associated Cauchy problems is equivalent to the existence of a unitary propagator for the Eq. (4.1). For the most general setting, in which $\text{dom } H(t)$ varies with $t$, J. Kisyński gave conditions that $H(t)$ must satisfy for the unitary propagator to exist [33]. However, we will be interested in the less general case in which $\mathcal{D} = \text{dom } H(t)$ is the same for every $t$ and thus it is enough to consider a less general result by M. Reed and B. Simon [41][§X.12]. Instead of treating the case of families of self-adjoint operators, they study the more general case of families of generators of contraction semigroups, which can be directly applied to the case of families of self-adjoint operators since for $H$ self-adjoint, $\pm iH$ is the generator of a contraction semigroup (see Theorem X.47a and Example 1 on §X.8 of [41]).

Let $S(t)$ denote a family of generators of a contraction semigroup. For such a case, Reed and Simon define an approximation for the propagator $U(t, s)$ solving the equation

$$\frac{d}{dt} \varphi(t) = -S(t)\varphi(t), \quad \varphi(s) = \varphi_s$$

in the following way. First there is considered a partition of the time interval, taking a generator which is constant on each element of the partition and providing conditions ensuring that it converges to the solution. If, for example, the time interval we are interested in is $I = [0, 1]$, they take the partition made of $k$ elements $I_j = \left[\frac{j-1}{k}, \frac{j}{k}\right]$, $1 \leq j \leq k$, and define the approximate propagator

$$U_k(t, s) = \begin{cases} 
\exp \left( -i(t-s)S \left( \frac{t-s}{k} \right) \right) & \text{if } \frac{j-1}{k} \leq s \leq t \leq \frac{j}{k} \\
U_k(t, \frac{j-1}{k})U_k(\frac{j-1}{k}, \frac{j}{k}) \cdots U_k(\frac{j}{k}, s) & \text{if } \frac{j-1}{k} \leq s \leq \frac{j}{k} \leq \frac{j+1}{k} \leq t \leq \frac{j}{k}.
\end{cases} \quad (4.2)$$

That is, if $s, t$ lie in the same interval $I_j$ they consider the evolution operator given by the action of the contraction semigroup generated by $S(\frac{t-s}{k})$ and if $t, s$ lie in different intervals, they use the product property of the unitary propagator to define it.

Before stating the Theorem by M. Reed and B. Simon let us prove the following result that allows to treat the boundary control problem as a time dependent problem with fixed domain. Following the ideas exposed in the previous section, we can find a natural equivalence between a boundary control system and a magnetic controlled one:

**Proposition 4.2.** Every boundary control system is (unitarily) equivalent to a magnetic control system, that is, a system whose evolution is given by the Hamiltonian

$$H(t) = -\left[ \left( \frac{d}{dx} - iA(t) \right)^2 + A'(t)x \right]$$

with periodic boundary conditions and controls $A : I \subset \mathbb{R} \mapsto \mathcal{H}^1(L)$, where $I$ is some compact interval and $\mathcal{H}^1(L)$ is the Sobolev space of order 1 on the interval $L$. 7
Proof. Take the family of unitary transformations \( T(t) \) as in (3.11) with \( \chi = \chi(t) \):

\[ T(t) : \Psi \in L^2(L) \mapsto e^{i\chi(t)}\Psi \in L^2(L). \]

Define \( \Phi(t) = T(t)\Psi(t) \). The chain rule implies

\[ \frac{d}{dt}\Phi(t) = \frac{dT}{dt}(t)\Psi(t) + T(t)\frac{d}{dt}\Psi(t), \]

where the derivatives of the operators have to be understood in the strong operator topology sense. Using the Schrödinger equation for \( \Psi \), cf. Eq. (3.11), and the definition of \( T(t) \), we have

\[ i \frac{d}{dt}\Phi(t) = \left[ -\frac{d}{dx} A(t) - T(t)\Delta T(t)^{-1} \right] \Phi(t). \]

Take \( \chi(t) = A(t)x \) as in Equation (3.3) and remember that we are assuming that the integration constant is \( b = 0 \). Thus, we have \( \chi(t) = A(t)x \) and \( T(t)\Delta T(t)^{-1} = -\left( \frac{d}{dx} - iA(t) \right)^2 = -D^2 \). Thus we have finally that

\[ i \frac{d}{dt}\Phi(t) = \left[ \left( \frac{d}{dx} - A(t) \right)^2 + A'(t)x \right] \Phi(t), \]

with periodic boundary conditions for every \( t \in I \):

\[ \begin{cases} 
\Phi(0) = \Phi(l) \\
(D\Phi)(0) = (D\Phi)(l) \Leftrightarrow \left. \frac{d\Phi}{dx} \right|_{x=0} = \left. \frac{d\Phi}{dx} \right|_{x=l}.
\end{cases} \]

Notice that the equivalence in the last condition follows because we are considering magnetic potentials that are constant on the interval \( L \). This proposition shows how to treat the boundary control system applying a unitary transformation which leads to a magnetic controlled system, where the time-dependence of the Hamiltonian’s domain has been removed.

For each \( t \in \mathbb{R} \) let \( S(t) : \mathcal{D} \subset \mathcal{H} \rightarrow \mathcal{H} \) be the generator of a contraction semigroup, densely defined on \( \mathcal{D} \). Notice that we are assuming that the domain \( \mathcal{D} \) remains fixed for every \( t \). Let \( \rho(S(t)) \) denote the resolvent set of the operator \( S(t) \) and assume that \( 0 \in \rho(S(t)) \) for all \( t \in \mathbb{R} \). For convenience of the notation it is defined a two-parameter family of operators

\[ C(t, s) = S(t)S(s)^{-1} - I. \]

Note that \( 0 \in \rho(S(t)) \) for all \( t \) implies that \( S(t) \) is a bijection of \( \mathcal{D} \) onto \( \mathcal{H} \), and therefore \( C(t, s) \) it is a bounded operator by the Closed Graph Theorem. Moreover, for every \( \Phi \in \mathcal{H} \) and every \( s \in \mathbb{R} \) there exists \( \Psi \in \mathcal{D} \) such that \( \Phi = S(s)\Psi \). Thus, for that \( \Phi \),

\[ C(t, s)\Phi = S(t)\Psi - S(s)\Psi. \]

That is, studying the behaviour of \( C(t, s)\Phi \) for any \( \Phi \in \mathcal{H} \) can be understood as studying that of \( S(t)\Psi - S(s)\Psi \) for any \( \Psi \in \mathcal{D} \). In order to prove existence of dynamics of the boundary control system we are going to use the next result by M. Reed and B. Simon in what follows.

**Theorem 4.3** (M. Reed and B. Simon, [III Thm. X.70]). Let \( \mathcal{H} \) be a Hilbert space and let \( I \) be an open interval in \( \mathbb{R} \). For each \( t \in I \), let \( S(t) \) be the generator of a contraction semigroup on \( \mathcal{H} \) so that \( 0 \in \rho(S(t)) \) and

(a) The \( S(t) \) have common domain \( \mathcal{D} \).

(b) For each \( \Phi \in \mathcal{H}, (t-s)^{-1}C(t,s)\Phi \) is uniformly strongly continuous and uniformly bounded in \( s \) and \( t \) for \( t \neq s \) lying in any fixed compact subinterval of \( I \).

(c) For each \( \Phi \in \mathcal{H}, C(t)\Phi \) is uniformly strongly continuous on each compact subinterval of \( I \) and \( C(t) \) is bounded and strongly continuous in \( t \).
Then for all \( s \leq t \) in any compact subinterval of \( I \) and any \( \Phi \in \mathcal{H} \),
\[
U(t, s)\Phi = \lim_{k \to \infty} U_k(t, s)\Phi
\]
evaluates uniformly in \( s \) and \( t \), where \( U_k(t, s) \) is given by Equation (4.2). Further, if \( \Phi_* \in \mathcal{D} \),
then \( \Phi(t) = U(t, s)\Phi_* \) is in \( \mathcal{D} \) for all \( t \) and satisfies
\[
\frac{d}{dt}\Phi(t) = -S(t)\Phi(t), \quad \Phi(s) = \Phi_*
\]
and \( \|\Phi(t)\| \leq \|\Phi_*\| \) for all \( t \geq s \).

The rest of this section is devoted to prove that the family of magnetic Laplacians of Proposition 4.2 meets the conditions of the Theorem 4.3.

We are going to work with Hamiltonians whose time-dependent structure can be written as
\[
H(t) = \sum_{i=1}^{n} f_i(t)H_i,
\]
with \( f_i : \mathbb{R} \to \mathbb{R} \) containing all the time dependence and \( H_i \) being constant symmetric operators. Applying Theorem 4.3 to this type of Hamiltonians is the purpose of Theorem 4.4 which establishes sufficient conditions to be fulfilled so that the existence of a unitary propagator is guaranteed.

**Theorem 4.4.** Let \( \{H_i\}_{i=1}^{n} \) be a family of symmetric operators densely defined on \( \mathcal{D} \subset \mathcal{H} \)
and let \( f_i : I \subset \mathbb{R} \to \mathbb{R} \) be real valued functions for \( 1 \leq i \leq n \). Define the time-dependent operator
\[
H(t) = \sum_{i=1}^{n} f_i(t)H_i, \quad \text{dom}H(t) = \mathcal{D}.
\]
If it holds
(i) \( H(t) \) is self-adjoint for all \( t \in I \),
(ii) \( f_i \in C^1(I) \) for every \( i \), and
(iii) for every \( i \) there exists a \( K > 0 \) (not depending on \( t \)) such that for every \( \Psi \in \mathcal{D} \),
\[
\|H\Psi\| \leq K(\|H(t)\Psi\| + \|\Psi\|)
\]
for every \( t \in I \).

Then, there exists a strongly differentiable unitary propagator \( U(t, s) \) with \( s, t \in I \) such that, for any \( \Psi_* \in \mathcal{D} \), \( \Psi(t) = U(t, s)\Psi_* \) satisfies
\[
\frac{d}{dt}\Psi(t) = -iH(t)\Psi(t), \quad \Psi(s) = \Psi_*.
\]

Before we introduce the proof it is useful to introduce the following lemmas.

**Lemma 4.5.** Let \( H(t) \) be as in Theorem 4.4 and define \( S_i = iH_i \) and \( \tilde{S}(t) = iH(t) + I \).
Then, for every \( \Phi \in \mathcal{H} \), there exists \( K > 0 \), independent of \( \Phi \) and \( t \), such that
\[
\|S_i\tilde{S}(t)^{-1}\Phi\| \leq K\|\Phi\|.
\]

**Proof.** Since \( H(t) \) is self-adjoint, the spectrum of \( \tilde{S}(t) \) is a subset of \( i\mathbb{R} + 1 = \{i\alpha + 1 : \alpha \in \mathbb{R}\} \subset \mathbb{C} \). Thus \( \tilde{S}^{-1} \) is bounded and maps \( \mathcal{H} \) onto \( \mathcal{D} \).

That said, this lemma is a direct consequence of hypothesis (iii) of Theorem 4.4. For every \( \Psi \in \mathcal{D} \),
\[
\|S_i\Psi\| = \|H\Psi\| \leq K(\|H(t)\Psi\| + \|\Psi\|) = K(\|\tilde{S}(t)\Psi - \Psi\| + \|\Psi\|) \leq K(\|\tilde{S}(t)\Psi\| + 2\|\Psi\|)
\]
for every \( t \). Since \( \tilde{S}(t)^{-1}\Phi \in \mathcal{D} \), for every \( \Phi \in \mathcal{H} \) it holds:
\[
\|S_i\tilde{S}(t)^{-1}\Phi\| \leq K(\|\Phi\| + 2\|\tilde{S}(t)^{-1}\Phi\|).
\]
The distance from 0 to \( \sigma(\tilde{S}(t)) \) is at least 1, and thus \( \|\tilde{S}(t)^{-1}\| \leq 1 \). Hence, renaming the constant we get
\[
\|S_i\tilde{S}(t)^{-1}\Phi\| \leq K\|\Phi\|.
\]

\(\square\)
Lemma 4.6. Let $H(t)$ be as in Theorem 4.4 and define $S_i = iH_i$ and $\tilde{S}(t) = iH(t) + I$. Then, for $s, t$ lying in a compact subset of $I$ and for every $\Phi \in \mathcal{H}$, $\lim_{t \to s} \tilde{S}(t)\tilde{S}(s)^{-1}\Phi = \Phi$ uniformly on $s$.

Proof. We need to prove the limit uniformly on $s$, i.e., that

$$\lim_{t \to s} \left\| \tilde{S}(t)\tilde{S}(s)^{-1}\Phi - \Phi \right\| = 0$$

uniformly on $s$. We have

$$\left\| \tilde{S}(t)\tilde{S}(s)^{-1}\Phi - \Phi \right\| = \left\| \sum_{i=1}^{n} [f_i(t) - f_i(s)]S_i\tilde{S}(s)^{-1}\Phi \right\| \leq \sum_{i=1}^{n} |f_i(t) - f_i(s)| \left\| S_i\tilde{S}(s)^{-1}\Phi \right\| .$$

Now, using Lemma 4.5 one gets

$$\left\| \tilde{S}(t)\tilde{S}(s)^{-1}\Phi - \Phi \right\| \leq K \sum_{i=1}^{n} |f_i(t) - f_i(s)| \left\| \Phi \right\| .$$

Hence, $\lim_{t \to s} \left\| \tilde{S}(t)\tilde{S}(s)^{-1}\Phi - \Phi \right\| = 0$ uniformly on $s$ since every $f_i$ is uniformly continuous on $I$ (which follows from [ii] and the fact that we are considering a fixed, compact subset of $I$). \[ \square \]

Proof of Theorem 4.4. This theorem is a consequence of Theorem 4.3 and the fact that $S(t) = iH(t)$ is the generator of a contraction semigroup by Hille–Yoshida theorem (see [11], Theorem X.47a and Example 1 on §X.8). In order to apply Theorem 4.3 we need to have $0 \in \rho(iH(t))$ for every $t$, which is not satisfied in general. However, since $H(t)$ is self-adjoint $i \in \rho(H(t))$ for every $t$ and therefore $-1 \in \rho(S(t))$ which implies $\tilde{S} = S(t) + I$ has 0 in its resolvent set. Note that if $\Phi(t) = \tilde{U}(t, s)\xi$ satisfies

$$\frac{d}{dt}\Phi(t) = -\tilde{S}(t)\Phi(t), \quad \Phi(s) = \xi,$$

then $\Psi(t) = U(t, s)\xi$ with $U(t, s) := \tilde{U}(t, s)e^{-i(s-t)}$ satisfies, by the product rule,

$$\frac{d}{dt}\Psi(t) = -S(t)\Psi(t), \quad \Psi(s) = \xi.$$

Thus, existence of $\tilde{U}(t, s)$ with the properties in the statement of Theorem 4.3 guarantee the existence of $U(t, s)$ with the same properties.

Hence, it is enough to show that $\tilde{S}(t)$ satisfies the hypothesis of Theorem 4.3. It is clear that $\tilde{S}(t)$ can be written as

$$\tilde{S}(t) = I + i\sum_{j=1}^{n} f_j(t)H_j = \sum_{j=1}^{n+1} f_j(t)S_j$$

with $S_i = iH_j$, $f_{n+1} = 1$ and $S_{n+1} = I$. Also is easy to check using Hille–Yoshida theorem that $\tilde{S}(t)$ is the generator of a contraction semigroup.

Hypothesis [i] of Theorem 4.3 is satisfied since, by definition, every $H(t)$ (and therefore $\tilde{S}(t)$) has the same domain $D$.

Regarding [ii] and [iii] it is useful to write

$$(t-s)^{-1}C(t, s) = (t-s)^{-1}[\tilde{S}(t) - \tilde{S}(s)]\tilde{S}(s)^{-1} = \sum_{i=1}^{n} \frac{f_i(t) - f_i(s)}{t-s}S_i\tilde{S}(s)^{-1}.$$ (4.3)

For convenience, let us denote $g_i(t, s) = \frac{f_i(t) - f_i(s)}{t-s}$, which clearly is $C^1$ in $s$ and $t$ for $t \neq s$ in $I$. Moreover, for $s \neq t$ lying in any fixed compact subinterval of $I$, $g_i$ is uniformly continuous because $f_i(t)$ is $C^1(I)$.

From the previous equation it follows that for $\Phi \in \mathcal{H}$

$$\left\| (t-s)^{-1}C(t, s)\Phi \right\| \leq \sum_{i=1}^{n+1} |g_i(t, s)| \left\| S_i\tilde{S}(s)^{-1}\Phi \right\| \leq K \sum_{i=1}^{n+1} |g_i(t, s)| \left\| \Phi \right\| .$$
where we have used Lemma 4.5 in the last inequality. For \( s \neq t \) lying in any fixed compact subinterval of \( I \), \( |g_i(t, s)| \) is bounded uniformly on \( s \) and \( t \) since it is continuous and thus \( \|(t-s)^{-1}C(t, s)\Phi\| \) is uniformly bounded for such \( s, t \).

For the uniform strong continuity with respect to \( t \), it is clear that

\[
\|(t_0 - s)^{-1}C(t_0, s)\Phi - (t-s)^{-1}C(t, s)\Phi\| \leq \sum_{i=1}^{n+1} |g_i(t_0, s) - g_i(t, s)| \|S_i \tilde{S}(s)^{-1}\Phi\|
\]

\[
\leq K \sum_{i=1}^{n+1} |g_i(t_0, s) - g_i(t, s)| \|\Phi\|
\]

and, thus, uniform continuity of \( t \mapsto g_i(t, s) \) implies uniform strong continuity of the operator-valued function \( t \mapsto (t-s)^{-1}C(t, s) \).

On the other hand, regarding uniform strong continuity respect to \( s \) we have

\[
\|(t-s_0)^{-1}C(t, s_0)\Phi - (t-s)^{-1}C(t, s)\Phi\| \leq \sum_{i=1}^{n+1} \|g_i(t, s_0)S_i \tilde{S}(s_0)^{-1}\Phi - g_i(t, s)S_i \tilde{S}(s)^{-1}\Phi\|
\]

\[
\leq \sum_{i=1}^{n+1} |g_i(t, s_0)| \|S_i \tilde{S}(s_0)^{-1}\Phi - S_i \tilde{S}(s)^{-1}\Phi\| + \sum_{i=1}^{n+1} |g_i(t, s_0) - g_i(t, s)| \|S_i \tilde{S}(s)^{-1}\Phi\|.
\]

Let us examine separately the two terms on the right-hand side. First,

\[
\sum_{i=1}^{n+1} |g_i(t, s_0) - g_i(t, s)| \|S_i \tilde{S}(s)^{-1}\Phi\| \leq K \sum_{i=1}^{n+1} |g_i(t, s_0) - g_i(t, s)| \|\Phi\|
\]

and therefore because \( g_i \) is uniformly continuous for \( s \neq t \) in a compact subinterval of \( I \), for every \( s \neq t \) and every \( \varepsilon > 0 \) there exists \( \delta_1 > 0 \) such that for \( |s_0 - s| < \delta_1 \) it holds

\[
\sum_{i=1}^{n+1} |g_i(t, s_0) - g_i(t, s)| \|S_i \tilde{S}(s)^{-1}\Phi\| \leq \frac{\varepsilon}{2}.
\]

For the first term in Eq. (4.4),

\[
\sum_{i=1}^{n+1} |g_i(t, s_0)| \|S_i \tilde{S}(s_0)^{-1}\Phi - S_i \tilde{S}(s)^{-1}\Phi\| \leq K \sum_{i=1}^{n+1} |g_i(t, s_0)| \|\tilde{S}(s_0)^{-1}\Phi - \tilde{S}(s)^{-1}\Phi\|
\]

and thus by Lemma 4.10 and the fact that \( g_i \) is uniformly bounded for \( s \neq t \), for every \( s \neq t \) and every \( \varepsilon > 0 \) there exists \( \delta_2 > 0 \) such that for \( |s_0 - s| < \delta_2 \) it holds

\[
\sum_{i=1}^{n+1} |g_i(t, s_0)| \|S_i \tilde{S}(s_0)^{-1}\Phi - S_i \tilde{S}(s)^{-1}\Phi\| \leq \frac{\varepsilon}{2}.
\]

Hence, taking \( \delta = \min\{\delta_1, \delta_2\} \) and substituting into Eq. (4.4) we have that for \( |s_0 - s| < \delta \)

\[
\|(t-s_0)^{-1}C(t, s_0)\Phi - (t-s)^{-1}C(t, s)\Phi\| \leq \varepsilon
\]

which shows that hypothesis (c) is fulfilled.

Regarding hypothesis (c) of Theorem 4.3 it is easy to see that \( C(t)\Phi = \sum_{i=1}^{n+1} f_i(t)S_i \tilde{S}(t)^{-1}\Phi \). Indeed, from Eq. (4.3) we get

\[
\|(t-s)^{-1}C(t, s)\Phi - \sum_{i=1}^{n+1} f_i(t)S_i \tilde{S}(t)^{-1}\Phi\| = \sum_{i=1}^{n+1} |g_i(t, s)S_i \tilde{S}(s)^{-1} - f_i(t)S_i \tilde{S}(t)^{-1}| \|\Phi\|
\]

\[
\leq \sum_{i=1}^{n+1} |f_i(t)| \|S_i \tilde{S}(s)^{-1}\Phi - S_i \tilde{S}(t)^{-1}\Phi\| + \sum_{i=1}^{n+1} |g_i(t, s) - f_i(t)| \|S_i \tilde{S}(s)^{-1}\Phi\|
\]
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Theorem of Calculus we have

\[ \text{By Theorem 4.4, there exist unitary propagators} \]

\[ \parallel \implies \text{for every } \Psi \in D \]

\[ \text{Hence, it is enough to take} \]

\[ i, \ldots, n \]

\[ \text{evolution induced by two of these Hamiltonians is when they are similar} \]

\[ \text{to approximate controllability of a quantum system with Hamiltonian} \]

\[ \text{introduced in Theorem 4.7).} \]

\[ \text{Approximate controllability of the boundary control system is, by Proposition 4.2, equivalent} \]

\[ \to \text{to approximate controllability of a quantum system with Hamiltonian} \]

\[ \text{Using again Lemma 4.3, Lemma 4.6 and the fact that we are considering a compact subinterval, the continuity of every} f'_i \text{ and the definition of derivative implies the limit } C(t)\Phi = \lim_{t\to t} (t-s)^{-1} C(t,s)\Phi \text{ exists uniformly on } t \text{ and is equal to } C(t)\Phi. \]

\[ \text{Boundedness of } C(t) \text{ as an operator follows directly from Lemma 4.3 and the continuity of } f'_i(t): \]

\[ \| C(t)\Phi \| = \left\| \sum_{i=1}^{n+1} f'_i(t)S_iS(t)^{-1}\Phi \right\| \leq \sum_{i=1}^{n+1} \left\| f'_i(t) \right\| \| S_iS(t)^{-1}\Phi \| \leq 2K \sum_{i=1}^{n+1} |f'_i(t)|\|\Phi\|. \]

\[ \square \]

Besides existence of unitary propagators for Schrödinger equations associated with Hamiltonians of the type we are dealing with, we are going to need a result on how close the evolution induced by two of these Hamiltonians is when they are similar (in the precise sense introduced in Theorem 4.7).

**Theorem 4.7.** Let \( H_i \) be symmetric operators with common domain \( D \). Let \( f_i, g_i \in C^1(I), \) \( i = 1, \ldots, n \) and \( I \subset \mathbb{R} \). Suppose that \( H_1(t) = \sum_{i=1}^{n} f_i(t)H_i \) and \( H_2(t) = \sum_{i=1}^{n} g_i(t)H_i \), with common domain \( D \) are self-adjoint operators, satisfying the hypothesis of Theorem 4.4. Then, for every \( \Psi \in D \), every \( T > 0 \) and every \( \varepsilon > 0 \) there exist \( \delta > 0 \) such that \( \| f_i - g_i \|_\infty < \delta \) implies \( \| U_1(T,s)\Psi - U_2(T,s)\Psi \| < \varepsilon \).

**Proof.** By Theorem 4.3 there exist unitary propagators \( U_1(t,s), U_2(t,s) \) associated with \( H_1(t), H_2(t) \) respectively. Since for any \( \Psi \in D \), \( t \mapsto U_1(t,s)\Psi \) is strongly differentiable (\( \ell = 1, 2 \)), we have \( t \mapsto \| U_1(t,s)\Psi - U_2(t,s)\Psi \| \) is differentiable and by the Fundamental Theorem of Calculus we have

\[ \| U_1(T,s)\Psi - U_2(T,s)\Psi \| = \int_s^T \frac{d}{dt} \| U_1(t,s)\Psi - U_2(t,s)\Psi \| \, dt. \]

Strong differentiability implies that we can take the derivative into the norm and get

\[ \| U_1(T,s)\Psi - U_2(T,s)\Psi \| = \int_s^T \left\| \frac{d}{dt} U_1(t,s)\Psi - \frac{d}{dt} U_2(t,s)\Psi \right\| \, dt \]

\[ = \int_s^T \| H_1(t)\Psi - H_2(t)\Psi \| \, dt \]

\[ \leq \sum_{i=1}^{n} \int_s^T |f_i - g_i| \| H_i\Psi \| \, dt \]

\[ \leq (T-s) \sum_{i=1}^{n} |f_i - g_i| \| H_i\Psi \| \]

Hence, it is enough to take

\[ \delta = \inf \left\{ \frac{\varepsilon}{n(T-s) \| H_i\Psi \|} \right\}. \]

\[ \square \]

### 5 Approximate Controllability of Boundary Control Systems

Approximate controllability of the boundary control system is, by Proposition 4.2, equivalent to approximate controllability of a quantum system with Hamiltonian

\[ H(t) = - \left( \frac{d}{dx} - iA(t) \right)^2 + A'(t)x \]

and periodic boundary conditions.

Unlike control on a finite dimensional Hilbert space, control on an infinite dimensional Hilbert space has no general result giving necessary and sufficient conditions for (approximate) controllability. However, it will be enough for us to rely on a theorem by T. Chambrion et al.
where we denote by $U$ the conditions of Theorem 4.4 and also those of Theorem 5.1 and such that for every $H$

**Proof.**

Let $H_0, H_1$ are self-adjoint operators not depending on $t$,

(A1) there exists an orthonormal basis $\{\phi_n\}_{n \in \mathbb{N}}$ of $\mathcal{H}$ made of eigenvectors of $H_0$, and

(A2) there exists an orthonormal basis $\{\phi_n\}_{n \in \mathbb{N}}$ of $\mathcal{H}$ made of eigenvectors of $H_0$, and

(A3) $\phi_n \in \text{dom } H_1$ for every $n \in \mathbb{N}$.

Control systems satisfying conditions (A1), (A2), (A3) will be called **normal quantum control systems**. For them, the following theorem is proven:

**Theorem 5.1** (Chambrión et al. [11] Thm. 2.4). Consider a normal quantum control system, with $c > 0$ as described above. Let $\{\lambda_n\}_{n \in \mathbb{N}}$ denote the eigenvalues of $H_0$, each of them associated to the eigenfunction $\phi_n$. Then, if the elements of the sequence $\{\lambda_{n+1} - \lambda_n\}_{n \in \mathbb{N}}$ are $\mathbb{Q}$-linearly independent and if $\langle \phi_{n+1}, H_1 \phi_n \rangle \neq 0$ for every $n \in \mathbb{N}$, the system is approximately controllable.

Based on this theorem we will prove the main result of this work which ensures the approximate controllability of the boundary control systems. This is the first instance in which controllability of a system using boundary controls is considered. Before doing that it is convenient to introduce the following lemma:

**Lemma 5.2.** Consider a normal quantum control system $i \frac{d}{dt} \Psi = H_0 \Psi + u(t) H_1 \Psi$ with $H_0, H_1$ such that $H(t) = H_0 + u(t) H_1$ satisfies hypothesis of Theorem 4.4. Then given any $\varepsilon > 0$ there exist perturbed Hamiltonians $\tilde{H}_0, \tilde{H}_1$ with the same domain as $H_0$ such that they satisfy the conditions of Theorem 4.4 and also those of Theorem 5.1 and such that for every $t > s$ and every $C^1$ piecewise function $u : [s, t] \rightarrow \mathbb{R}$, it holds:

$$\left\| U(t,s)\Psi - \tilde{U}(t,s)\Psi \right\| < \varepsilon, \quad (\forall \Psi \in \text{dom } H_0),$$

where we denote by $U(t, s)$ and $\tilde{U}(t, s)$ the unitary propagators associated with $H(t)$ and $\tilde{H}(t) = \tilde{H}_0 + u(t) \tilde{H}_1$, respectively.

**Proof.** Let $\lambda_k, \phi_k$ denote the eigenpairs of $H_0$. If it is the case that $\mathbb{Q}$-linear independence condition of Theorem 5.1 hold, we set $\tilde{H}_0 = H_0$; otherwise take an increasing sequence of positive irrational numbers $\nu_k$ such that they are rationally independent and $\nu_k < 2^{-n}$. Then define

$$H_{0,p} = \sum_{k \in \mathbb{N}} \nu_k \phi_k \phi_k^\dagger.$$ 

Obviously $H_{0,p}$ has the same domain as $H_0$ because $\|H_{0,p} \Psi\|^2 \leq \sum_k 2^{-2k} |\langle \phi_k, \Psi \rangle|^2$, from what we get $\|H_{0,p} \Psi\| \leq \|H_0 \Psi\|$ and $H_{0,p}$ can be chosen to have the same domain as $H_0$.

Define $\tilde{H}_0 = H_0 + \mu_0 H_{0,p}$ with $\mu_0 \in \mathbb{Q}$. Then $\tilde{H}_0$ has eigenvalues $\lambda_k + \mu_0 \nu_k$ satisfying the rationally independence condition of Theorem 5.1.

If $H_1$ is such that $\langle \phi_{n+1}, H_1 \phi_n \rangle = 0$ for $n \in N \subset \mathbb{N}$, take a sequence of positive, non-vanishing terms $\{\alpha_n\}_{n \in N}$ such that $\alpha_n < 2^{-n}$ and define

$$H_{1,p} = \sum_{n \in N} \alpha_n \phi_{n+1} \phi_n^\dagger.$$ 

Again the domain of $H_{1,p}$ can be chosen to be dom $H_0$, since $\|H_{1,p} \Psi\|^2 \leq \sum_{n \in N} 2^{-2n} |\langle \phi_n, \Psi \rangle|^2$ and thus $\|H_{1,p} \Psi\| \leq \|\Psi\|$.

Defining $\tilde{H}_1 = H_1 + \mu_1 H_{1,p}$ with $\mu_1$ real it is clear that $\tilde{H}_1$ satisfies $\langle \phi_{n+1}, \tilde{H}_1 \phi_n \rangle \neq 0$ for any $n \in N$.

From what we already said, taking into account that $H_{0,p}$ and $H_{1,p}$ are bounded, it follows that if $H(t)$ satisfies the hypothesis of Theorem 4.4 so does $\tilde{H}(t)$ on each interval in which $u(\tau)$ is $C^1$ and therefore, taking $\mu_0$ and $\mu_1$ small enough we have

$$\left\| U(t,s)\Psi - \tilde{U}(t,s)\Psi \right\| < \varepsilon, \quad \text{for all } \Psi \in \text{dom } H_0.$$
Suppose that $A \in C^2(I)$ defines the time dependent magnetic vector potential. Then $H(t)$ fulfills all the hypothesis of Theorem 4.3 but (iii) which requires some work to prove. The following lemma shows that the families of Hamiltonians $H(t)$ that we consider, i.e., those on Proposition 4.2, satisfy hypothesis (iii) of Theorem 4.3 and therefore have well defined evolutions.

**Lemma 5.3.** Let $A : L \to \mathbb{R}$ be a constant magnetic vector potential, and denote by $-D_A^2$ a self-adjoint extension of the associated magnetic Laplacian, whose domain we denote by $D \subset H^2(L)$. Let $r > 0$, and suppose that $|A| < r$. Then there exists a constant $K$ (not depending on $A$) such that

$$
\left\| \frac{d^2 \psi}{dx^2} \right\| \leq K \left( \left\| D_A^2 \psi \right\| + \| \psi \| \right)
$$

for all $\psi \in D$.

**Proof.** Let us examine the first term in the parenthesis. By the definition of the Magnetic Laplacians,

$$
D_A^2 \psi = \left\{ \frac{d}{dx} \left( D_A + iI \right)^{-1} \frac{d}{dx} \right\} \psi
$$

is a bounded operator on $L^2(L)$. Therefore, for any $\psi \in D,

$$
\left\| \frac{d^2 \psi}{dx^2} \right\| = \left\| \frac{d}{dx} \left( D_A^2 + iI \right)^{-1} \left( D_A^2 + iI \right) \psi \right\| \leq K_A \left( \left\| (D_A^2 + iI) \psi \right\| \right) \leq K_A \left( \left\| D_A^2 \psi \right\| + \| \psi \| \right) \tag{5.2}
$$

where we have defined $K_A = \left\| \frac{d}{dx} (D_A^2 + iI)^{-1} \right\|.$

Once we have proved Equation (5.2), we can prove that for every constant vector potential $A$ there exists an $\varepsilon_A > 0$ such that for any constant magnetic vector potential $B$ satisfying $|A - B| \leq \varepsilon_A$ it holds

$$
\left\| \frac{d^2 \psi}{dx^2} \right\| \leq K_A \left( \left\| D_B^2 \psi \right\| + \| \psi \| \right),
$$

with $K_A > 0$ not depending on $B$. Indeed, from Equation (5.2) we have

$$
\left\| \frac{d^2 \psi}{dx^2} \right\| \leq K_A \left( \left\| D_A^2 \psi \right\| + \| \psi \| \right) \leq K_A \left( \left\| D_A^2 \psi - D_B^2 \psi \right\| + \left\| D_B^2 \psi \right\| + \| \psi \| \right). \tag{5.3}
$$

Let us examine the first term in the parenthesis. By the definition of the Magnetic Laplacians,

$$
\left\| D_A^2 \psi - D_B^2 \psi \right\| = \left\| (A^2 - B^2) \psi + 2i(A - B) \frac{d\psi}{dx} \right\|. \tag{5.4}
$$

Denoting $\varepsilon = |A - B|$ and using the triangle inequality one gets

$$
\left\| (A^2 - B^2) \psi + 2i(A - B) \frac{d\psi}{dx} \right\| \leq \varepsilon (|A| + \varepsilon) \left\| \psi \right\| + 2\varepsilon \left\| \frac{d\psi}{dx} \right\|. \tag{5.5}
$$

Now, using the well-known fact (Thm. 5.2) that

$$
\left\| \frac{d\psi}{dx} \right\| \leq \tilde{K} \left( \left\| \frac{d^2 \psi}{dx^2} \right\| + \| \psi \| \right),
$$

we get

$$
\left\| (A^2 - B^2) \psi + 2i(A - B) \frac{d\psi}{dx} \right\| \leq \varepsilon (|A| + \varepsilon + 2\tilde{K}) \left( \left\| \psi \right\| + \left\| \frac{d^2 \psi}{dx^2} \right\| \right). \tag{5.6}
$$

Let us define the function $\kappa(\varepsilon) := \varepsilon (|A| + \varepsilon + 2\tilde{K})$, which is a continuous monotone function of $\varepsilon$ with range $[0, \infty)$. Substituting back into Equation (5.4) we get

$$
\left\| D_A^2 \psi - D_B^2 \psi \right\| \leq \kappa(\varepsilon) \left( \left\| \psi \right\| + \left\| \frac{d^2 \psi}{dx^2} \right\| \right).
$$
Hence, from Equation (5.3) we have that
\[(1 - \kappa(\varepsilon)K_A) \left\| \frac{d^2 \Psi}{dx^2} \right\| \leq K_A (1 + \kappa(\varepsilon)) \left( \|D^2\Psi\| + \|\Psi\| \right).\]

Obviously we can choose \(\varepsilon_A\) such that \(\kappa(\varepsilon)K_A = 1/2\), and then
\[\left\| \frac{d^2 \Psi}{dx^2} \right\| \leq 2K_A (1 + \kappa(\varepsilon_A)) \left( \|D^2\Psi\| + \|\Psi\| \right) = K_A \left( \|D^2\Psi\| + \|\Psi\| \right).

The proof can be finished by a compacity argument. Since we are only considering constant vector potentials, each potential \(A\) defines a point in \(\mathbb{R}\). The subset \(K\) of \(\mathbb{R}\) associated to the set of vector potentials satisfying \(|A| \leq r\) is a compact subset. Now, define \(U_A = \{B \in \mathbb{R} \mid |B - A| < \varepsilon_A\}\); the family \(\{U_A\}_{A \in U}\) forms a covering of \(K\) and by compacity it admits a finite subcovering \(\{U_{A_i}\}_i\). Taking the maximum of the associated constants,
\[K = \max_i K_{A_i},\]
concludes the proof. 

**Theorem 5.4.** Let \(C_p(0, T)\) the set of piecewise two times continuously differentiable functions on the interval \([0, T]\). The boundary control system with controls \(C_p(0, T)\) is approximately controllable.

**Proof.** By Proposition 5.4.2, the boundary control system is controllable if and only if so is the magnetic controlled system given by
\[H(t) = -\left( \frac{d}{dx} - iA(t) \right)^2 + A'(t)x \]
and periodic boundary conditions. We will proof that this equivalent system is approximately controllable using Theorem 5.1. The main problem to do this is the fact that \(A(t)\) and \(A'(t)\) are not independent, and to avoid this problem we need to proceed in two steps. First we define an auxiliary system to which Theorem 5.1 applies and then we use Theorem 5.1 to show that for any controls on the auxiliary system, its evolution is approximately the same as the evolution of the original system with some controls related to those on the auxiliary system.

Let us start with the first step. Take a constant magnetic vector potential \(a \in \mathcal{H}^1(L)\) with associated magnetic Laplacian \(-D^2 = -\left( \frac{d}{dx} - ia \right)^2\). We consider
\[A'(t) = u(t),\]
where \(u : I \rightarrow \mathbb{R}\) is a control, and define the auxiliary system with Hamiltonian
\[\tilde{H}(t) = -D^2 - u(t)x,\]
It is easy to check that the assumptions made by Chambrion et al. are satisfied in our case: \(H_0 = -D^2\) and \(H_1 = x\) are self-adjoint operators not depending on \(t\), there exists an orthonormal basis of the Hilbert space \(\mathcal{H}\) made of eigenfunctions of any magnetic Laplacian over \(L\) provided that \(L\) is compact [2, Thm. 3.1.1], and \(H_1\) is a self-adjoint bounded operator (since \(L\) is compact) and thus dom \(H_1 = \mathcal{H}\).

By Lemma 5.4.2, Theorem 5.1 can be applied (either to \(\tilde{H}(t)\) or to a perturbed system with evolution as closed as desired) and so the system is approximately controllable. Hence, for every initial state \(\Psi_0\), every target state \(\Psi_T\), every \(\varepsilon > 0\) and every \(c > 0\) there exists \(T > 0\) and \(u(t) : [0, T] \rightarrow (0, c)\) piecewise constant such that the evolution induced by \(\tilde{H}(t)\) and denoted \(\tilde{\Psi}(t)\), satisfies \(\tilde{\Psi}(0) = \Psi_0\) and \(\left\| \tilde{\Psi}(T) - \Psi_T \right\| < \varepsilon/2\). Denote by \(\tilde{U}(t, s)\) the unitary propagator associated to \(\tilde{H}\) with controls \(u(t)\).

Now, choosing the vector potential from the original system (5.7) in such a way that its induced evolution is close enough to that of the auxiliary system, one guarantees that the evolved state reaches near the target state at time \(T\). In order to do that, we split the time
interval $[0, T]$ into $N$ pieces of length $\tau = T/N$, and for each of those subintervals define $A_k : [k\tau, (k + 1)\tau) \to \mathbb{R}$ as

$$A_k(t) = a + \int_{k\tau}^t u(s) \, ds,$$

with $u(t)$ the piecewise control given by Chambrion et al.'s theorem. Taking

$$A(t) = \sum_{k=0}^{N-1} \chi_{[k\tau, (k+1)\tau)}(t)A_k(t),$$

it is clear that $A'(t) = u(t)$ and $A \in C_\rho(0, T)$. Also, by the mean value theorem,

$$\|A - a\|_\infty = \sup_{k \leq n, k\tau \leq t \leq (k+1)\tau} \int_{k\tau}^t u(s) \, ds \leq c\tau$$

(5.10)

For the moment, $\tau$ is arbitrary but later on we will need to choose it small enough.

Expanding the square on (5.9) and having into account Lemma 5.3, it is easy to check that the Hamiltonian of the original system, $H(t)$, fulfills the hypothesis of Theorem 4.1 in every interval $[k\tau, (k + 1)\tau)$.

Hence, there exists a unitary propagator $U_k(t, s)$ describing the evolution induced by it for $t, s \in [k\tau, (k + 1)\tau)$. For $t \in [k\tau, (k + 1)\tau]$, $s \in [\ell\tau, (\ell + 1)\tau]$ with $\ell < k$ the unitary propagator is constructed multiplying them:

$$U(t, s) = U_k(t, k\tau)U_{k-1}(k\tau, (k-1)\tau)\cdots U_{\ell}(\ell\tau, (\ell + 1)\tau, s).$$

In what follows we omit the subscript on $U_k$ since the values of its arguments $t, s$ identify the index $k$ unambiguously.

Finally, let $\{I_j\}$ with $I_j = [t_j, t_{j+1}]$ be the coarser partition of $[0, T]$ which is a common refinement of both the partition $\{[k\tau, (k + 1)\tau)\}_k$ and that given by the piecewise definition of $u(t)$. Remember that Theorem 5.1 proves approximate controllability for $u(t)$ piecewise-constant control functions. It is clear that the state of the system at time $T \in I_n$, assumed the evolution induced by $H(t)$ (defined in Equation (??)) starting at $\Psi_0$, can be written as

$$\Psi(T) = U(T, t_n)U(t_n, t_{n-1})\cdots U(t_1, 0)\Psi_0.$$  

And similarly for the state $\tilde{\Psi}(T)$ if we assume evolution by $\tilde{H}$ defined in Equation (5.9) (using the unitary propagator $\tilde{U}$ instead of $U$).

It is straightforward to check that in every $I_j$ both Hamiltonians satisfy the hypothesis of Theorem 4.4, the domain of magnetic Laplacians is fixed by periodic boundary conditions independent of $t$, and the multiplication operator $x$ is bounded. Remember that $u(t)$ being $C^1(I_j)$, in fact constant on $I_j$, implies that the functions giving the time dependence of the Hamiltonians (after expanding the magnetic Laplacians) are also $C^1(I_j)$. Both Hamiltonians satisfy the hypothesis of Theorem 4.4 (see Lemma 5.3). Hence, for any $t, s \in I_j$, and any $\varepsilon_2 > 0$ we can choose $\delta = c\tau$ as in Theorem 4.4 so that

$$\left\| \tilde{U}(t, s)\Psi_0 - U(t, s)\Psi_0 \right\| < \varepsilon_2.$$  

Hence, we have

$$\left\| \tilde{\Psi}(T) - \Psi(T) \right\| = \left\| \tilde{U}(T, t_n)\cdots \tilde{U}(t_1, s)\Psi_0 - U(T, t_n)\cdots U(t_1, s)\Psi_0 \right\|$$

$$\leq \left\| \tilde{U}(T, t_n)\cdots \tilde{U}(t_2, t_1)U(t_1, s)\Psi_0 - U(T, t_n)\cdots U(t_1, s)\Psi_0 \right\| + \varepsilon_2$$

$$\vdots$$

$$\leq (n+1)\varepsilon_2.$$

Taking $\varepsilon_2 = \varepsilon/(2n + 2)$, we have

$$\left\| \tilde{\Psi}(T) - \Psi(T) \right\| \leq \frac{\varepsilon}{2}.$$  
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Using that for the auxiliary system we have that \( \| \tilde{\Psi}(T) - \Psi_T \| < \frac{\varepsilon}{2} \), we conclude
\[
\| \Psi(T) - \Psi_T \| < \varepsilon.
\]

Hence, we have found a control \( A : [0, T] \to \mathbb{R} \) piecewise two times continuously differentiable such that from any \( \Psi_0 \) we can reach as close as we want to any \( \Psi_T \) and so the system is approximately controllable.

Using Theorem 5.4 and an approximating argument similar to that in its proof, is easy to show that controls can also be smooth functions of time.

**Corollary 5.5.** Every boundary control system with smooth controls \( A : [0, T] \to \mathbb{R} \) is approximately controllable.

**Proof.** By Proposition 5.4 the boundary control system is approximately controllable if and only if so is the magnetic controlled system with
\[
H(t) = -\left[ \left( \frac{d}{dx} - iA(t) \right)^2 + A'(t)x \right]
\]

and periodic boundary conditions.

From Theorem 5.4, for every initial state \( \Psi_0 \), every target state \( \Psi_T \) and every \( \varepsilon > 0 \), we have piecewise two times continuously differentiable controls \( \tilde{A}(t) \) such that the evolution \( \tilde{\Psi}(t) \) induced by
\[
\tilde{H}(t) = -\left[ \left( \frac{d}{dx} - i\tilde{A}(t) \right)^2 + \tilde{A}'(t)x \right],
\]

satisfies \( \tilde{\Psi}(0) = \Psi_0 \) and \( \| \tilde{\Psi}(T) - \Psi_T \| < \varepsilon/2 \). Denote by \( \tilde{U}(t, s) \) the unitary propagator associated to \( \tilde{H}(t) \).

Using some well-known approximation result (see, for example, [13, §5.3]) one can find \( A(t) \) smooth such that \( \| A - \tilde{A} \| < \delta_1 \) and \( \| A' - \tilde{A}' \| < \delta_2 \). Taking \( \{ I_j \} \) the partition of \([0, T]\) given by the subintervals on which \( \tilde{A}(t) \) is \( C^2 \) and using the same argument as in the proof of Theorem 5.4, one can use Theorem 4.7 to show that the evolution induced by \( H(t) \) satisfies
\[
\| \Psi(T) - \Psi_T \| < \varepsilon.
\]

**6 Conclusions**

We proposed a scheme for quantum control at the boundary and rigorously proved its controllability. It is the first time that the controllability of such a quantum system has been considered. This shows that the scheme of quantum control at the boundary is feasible. Moreover, the particular system considered presents the advantage that it could be experimentally implemented. Indeed, this quantum system represents a quantum particle moving in a spire controlled by the flux of a magnetic field that traverses the plane of the spire.

**Acknowledgments.**

J.M.P.P. is supported by QUITEMAD+, S2013/ICE-2801 and the “Juan de la Cierva - Incorporación” Project 2018/00002/001 and is partially supported by Spanish Ministry of Economy and Competitiveness through project DGI MTM2017-84098-P.

A.B. is supported by QUITEMAD+, S2013/ICE-2801 and the UC3M University through Ph.D. program grant PIPF UC3M 01-1819 and is partially supported by Spanish Ministry of Economy and Competitiveness through project DGI MTM2017-84098-P.
References

[1] Adams, R., and Fournier, J. *Sobolev Spaces*. Pure and Applied Mathematics. Elsevier Science, 2003.

[2] Agarwal, G. S. *Quantum Optics*, 1 edition ed. Cambridge University Press, Nov. 2012.

[3] Asorey, M., Ibort, A., and Marmo, G. Global theory of quantum boundary conditions and topology change. *International Journal of Modern Physics A* 20, 05 (2005), 1001–1025.

[4] Bacciagaluppi, G. *The Role of Decoherence in Quantum Mechanics*. The Stanford Encyclopedia of Philosophy (Fall 2016 Edition), Edward N. Zalta (ed.)

[5] Beauchard, K. Local controllability of a 1-D Schrödinger equation. *Journal de Mathématiques Pures et Appliquées* 84, 7 (July 2005), 851–956.

[6] Beauchard, K., and Coron, J.-M. Controllability of a quantum particle in a moving potential well. *Journal of Functional Analysis* 232, 2 (Mar. 2006), 328–389.

[7] Berkolaiko, G., and Kuchment, P. *Introduction to quantum graphs*. No. 186. American Mathematical Soc., 2013.

[8] Bonnard, B., Glaser, S. J., and Sugny, D. A Review of Geometric Optimal Control for Quantum Systems in Nuclear Magnetic Resonance, 2012.

[9] Cariñena, J.F., Ibort, A. and Marmo, G. *Geometry from Dynamics, Classical and Quantum*. Springer, Netherlands, 2015.

[10] Carlini, A., Mari, A., and Giovannetti, V. Time-optimal thermalization of single-mode Gaussian states. *Physical Review A* 90, 5 (Nov. 2014), 052324.

[11] Chambrion, T., Mason, P., Sigalotti, M., and Boscain, U. Controllability of the discrete-spectrum Schrödinger equation driven by an external field. *Annales de l'Institut Henri Poincare (C) Non Linear Analysis* 26, 1 (Jan. 2009), 329–349.

[12] D’Alessandro, D. *Introduction to Quantum Control and Dynamics*. CRC Press, Aug. 2007.

[13] Delgado-Téllez, M., Ibort, A., Peña, T. R. D. L., and Salomón, R. Optimal control of two coupled spinning particles in the Euler–Lagrangian picture. *Journal of Physics A: Mathematical and Theoretical* 49, 1 (2016), 015206.

[14] Evans, L. C. *Partial Differential Equations*. American Mathematical Society, 1998.

[15] Ercolessi, E., Marmo, G., and Morandi, G. From the Equations of Motion to the Canonical Commutation Relations *Nuovo Cimento Soc. Ital. Fis.* 33 (2010)

[16] Facci, P., Garnier, G., and Ligabò, M. Quantum cavities with alternating boundary conditions. *Journal of Physics A: Mathematical and Theoretical* 51, 10 (2018), 105301.

[17] Facci, P., Garnier, G., and Ligabò, M. Self-adjoint extensions and unitary operators on the boundary. *Letters in Mathematical Physics* 108, 1 (Jan. 2018), 195–212.

[18] Facci, P., Garnier, G., Marmo, G., and Samuel, J. Moving walls and geometric phases. *Annals of Physics* 372 (Sept. 2016), 201–214.

[19] Facci, P., Garnier, G., Marmo, G., Samuel, J., and Sinha, S. Boundaries without boundaries. *Annals of Physics* 394 (July 2018), 139–154.

[20] Garg, A. Vibrational Decoherence in Ion Trap Quantum Computers *Fortschritte der Physik* 46 (November 1998), 749–757.

[21] Garnier, G. *Quantum Boundary Conditions*. PhD thesis, Univ. Di Bari, 2018.

[22] Genoni, M. G., Mancini, S., and Serafini, A. Optimal feedback control of linear quantum systems in the presence of thermal noise. *Physical Review A* 87, 4 (Apr. 2013), 042333.

[23] Glaser, S. J. et. al. Training Schrödinger’s cat: quantum optimal control. *The European Physical Journal D* 69, 12 (Dec. 2015), 279.
[24] Grabowski, J., Kus, M. and Marmo, G. Geometry of quantum systems: density states and entanglement. J. Phys. A 38 (2005).

[25] Grubb, G. A characterization of the non local boundary value problems associated with an elliptic operator. Annali della Scuola Normale Superiore di Pisa - Classe di Scienze 22, 3 (1968), 425–513.

[26] Ibort, A. Quantum holonomic computation and quantum boundary control. International Conference on Combinatorics an Control. June 21, 2010, La Cristalera, Mirafl ores de la Sierra, Madrid, Spain.

[27] Ibort, A., Lledó, F., and Pérez-Pardo, J. M. Self-adjoint extensions of the Laplace-Beltrami operator and unitaries at the boundary. Journal of Functional Analysis 268, 3 (Feb. 2015), 634–670.

[28] Ibort, A. and Pérez-Pardo, J. M. Quantum control and representation theory. J. Phys. A: Math. Theor. 42, (2009), 205301.

[29] Ibort, A. and Pérez-Pardo, J. M. On the theory of self-adjoint extensions of symmetric operators and its applications to quantum physics. Int. J. Geom. Methods in Modern Phys. 12, (2015), 1560005.

[30] Ibort, A., Marmo, G., and Pérez-Pardo, J. M. Boundary dynamics driven entanglement. Journal of Physics A: Mathematical and Theoretical 47, 38 (Sept. 2014), 385301.

[31] Khaneja, N., Glaser, S. J., and Brockett, R. Sub-Riemannian geometry and time optimal control of three spin systems: Quantum gates and coherence transfer. Physical Review A 65, 3 (Jan. 2002), 032301.

[32] Khaneja, N., Reiss, T., Kehlet, C., Schulte-Herbrüggen, T., and Glaser, S. J. Optimal control of coupled spin dynamics: design of NMR pulse sequences by gradient ascent algorithms. Journal of Magnetic Resonance 172, 2 (Feb. 2005), 296–305.

[33] Kisyński, J. Sur les opérateurs de Green des problèmes de Cauchy abstraits. Studia Mathematica 3, 23 (1964), 285–328.

[34] Kochubei, A. N. Extensions of symmetric operators and symmetric binary relations. Mathematical notes of the Academy of Sciences of the USSR 17, 1 (Jan 1975), 25–28.

[35] Kosygin, V., and Schrader, R. Quantum wires with magnetic fluxes. Communications in mathematical physics 237, 1-2 (2003), 161–179.

[36] Lions, J. L., and Magenes, E. Problèmes aux limites non homogènes et applications, vol. 1. Dunod, 1968.

[37] Moseley, C. G. Geometric control of quantum spin systems. In Quantum Information and Computation II (Aug. 2004), vol. 5436, International Society for Optics and Photonics, pp. 319–324.

[38] Pérez-Pardo, J. M., Barbero-Liñán, M., and Ibort, A. Boundary dynamics and topology change in quantum mechanics. International Journal of Geometric Methods in Modern Physics 12, 08 (Sept. 2015), 1560011. arXiv: 1501.02826.

[39] Ramakrishna, V., Salapaka, M. V., Dahleh, M., Rabitz, H., and Peirce, A. Controllability of molecular systems. Physical Review A 51, 5 (May 2004), 745–747.

[40] Reed, M., and Simon, B. Methods of Modern Mathematical Physics II: Fourier Analysis, Self-Adjointness. Elsevier, Nov. 1975.

[41] Schulte-Herbrüggen, T., Spörl, A., Khaneja, N., and Glaser, S. J. Optimal control-based efficient synthesis of building blocks of quantum algorithms: A perspective from network complexity towards time complexity. Physical Review A 72, 4 (Oct. 2005), 042331.

[42] Weedbrook, C., Pirandola, S., García-Patrón, R., Cerf, N. J., Ralph, T. C., Shapiro, J. H., and Lloyd, S. Gaussian quantum information. Reviews of Modern Physics 84, 2 (May 2012), 621–669.