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Objective: Opioids are a class of drugs that are known for their use as pain relievers. They bind to opioid receptors on nerve cells in the brain and the nervous system to mitigate pain. Addiction is one of the chronic and primary adverse events of prolonged usage of opioids. They may also cause psychological disorders, muscle pain, depression, anxiety attacks etc. In this study, we present a collection of predictive models to identify patients at risk of opioid abuse and mortality by using their prescription histories. Also, we discover particularly threatening drug-drug interactions in the context of opioid usage.

Methods and Materials: Using a publicly available dataset from MIMIC-III, two models were trained, Logistic Regression with L2 regularization (baseline) and Extreme Gradient Boosting (enhanced model), to classify the patients of interest into two categories based on their susceptibility to opioid abuse. We’ve also used K-Means clustering, an unsupervised algorithm, to explore drug-drug interactions that might be of concern.

Results: The baseline model for classifying patients susceptible to opioid abuse has an F1 score of 76.64% (accuracy 77.16%) while the enhanced model has an F1 score of 94.45% (accuracy 94.35%). These models can be used as a preliminary step towards inferring the causal effect of opioid usage and can help monitor the prescription practices to minimize the opioid abuse.

Discussion and Conclusion: Results suggest that the enhanced model provides a promising approach in preemptive identification of patients at risk for opioid abuse. By discovering and correlating the patterns contributing to opioid overdose or abuse among a variety of patients, machine learning models can be used as an efficient tool to help uncover the existing gaps and/or fraudulent practices in prescription writing. To quote an example of one such incidental finding, our study discovered that insulin might possibly be interacting with opioids in an unfavourable way leading to complications in diabetic patients. This indicates that diabetic patients under long term opioid usage might need to take increased amounts of insulin to make it more effective. This observation backs up prior research studies done on a similar aspect. To increase the translational value of our
INTRODUCTION

Drug overdose is the leading cause of accidental deaths in the US, with 52,404 lethal drug overdoses in 2015 (Rudd et al., 2016). Opioid use disorder is the primary driver of the epidemic, with 20,101 overdose deaths related to prescription pain relievers and 12,990 overdose deaths related to heroin in 2015 (Rudd et al., 2016). This has become known in popular culture as the “Opioid Epidemic.” The overdose death rate in 2008 was nearly four times that in 1999 and the sales of prescription pain relievers in 2010 were four times those in 1999 (Hall et al., 2008). A study done by Jeffery et al., highlights the fact that despite all the increased attention to opioid abuse and awareness of risks, the opioid use and average daily dose have not substantially decreased from their peaks (Jeffery et al., 2018). Drug overdose continues to be an alarming public health problem and thus, it needs immediate attention. However, a part of this problem could be addressed if we can pre-emptively identify those patients who are most susceptible to adverse outcomes when prescribed opioid or opiate therapies. We provide a potential solution to this by using simple yet robust machine learning techniques involving classification algorithms. In addition to this identification task, we've also explored the interactions between opioids and other drugs that could result in increased incidence of side effects by performing a K-Means clustering. This exercise acts as a testimony for the ability of machine learning algorithms to look at complex patterns efficiently and uncover the most relevant ones. Also, as aptly described in Khader et al., this study combines the robustness of both statistical analysis and machine learning techniques (Shameer et al., 2018) and also exemplifies the utility of publicly available biomedical datasets and its application for improving public health as emphasized by Khader et al (Shameer et al., 2017). Despite its status as a major problem in American healthcare, the opioid epidemic has been understudied by artificial intelligence researchers who work on problems in healthcare. The study done by Che et al., is one of the few attempts to classify patients based on opioid usage (Che et al., 2017). This study categorizes patients into three groups (short term, long term and opioid dependent users) based on the number of prescriptions given.

Here, opioid dependent users refer to those who are diagnosed with “opioid dependence.” This study describes two classification tasks: a) whether a short-term user will turn into a long-term user and b) whether a long-term user is an opioid dependent user. One issue with such a type of classification is that the study is ignoring the possibility of a short-term user developing the symptoms of opioid dependence.

When a patient is prescribed opioids only a few times but with high dosages the patient could still be prone to adverse effects and/or drug-drug interactions (Bartoli and Kominek, 2019). We note that in this study, the best performing model for identifying opioid dependent users is a deep learning model that uses Recurrent Neural Network (RNN). As highlighted by Miotto et al., deep learning models perform better when trained on large datasets.8 However, as the number of patients who experienced opioid dependence symptoms in Che et al., was only 749, this study has randomly generated 14 datasets by downsampling non-opioid-dependent patients which formed two-thirds of the dataset and then trained the RNN model.6 This might not be the most technically robust way to generate data. Even with such a random generation the accuracy of the model is found to be 76.07% with a recall of only 52.05%. That means, the chances of identifying a long-term patient who could be prone to opioid dependence using this model is better than tossing a fair coin by a mere margin of 2%. Also, as Miotto et al., pointed out, deep learning models are often regarded as models lacking interpretability in healthcare (Miotto et al., 2017). To overcome all these issues, our study advocates the use of more interpretable machine learning models to achieve better classification accuracies by extracting data in a more robust way.

Another study done by Averill et al., was aimed at improving the decision-making in opioid-analgesic prescriptions through a model called Opioid Abuse Risk Screener (OARS) (Averill et al., 2017). OARS is a Support Vector Machine (SVM) based model and has performed better than the widely used Screener and Opioid Assessment for Patients with Pain Revised (SOAPP-R) both as a predictor of aberrant same-day urine drug testing (UDT) and aberrant controlled substance database (CSDB) checks within 1year of assessment date (Butler et al., 2008; Butler et al., 2009). A recent study done by Gong et al., used probabilistic modelling to identify phenotypes responsible pertinent to opioid use and opioid use disorders (Gong et al., 2018). These phenotypes were predictive of future opioid use-related outcomes. In addition to these, Wong et al. briefed about how Natural Language Processing (NLP) can effectively automate medication safety tasks and near real-time identification of adverse events for post-marketing surveillance (Wong et al., 2018).

Calcaterra et al., built a parsimonious statistical model for predicting hospitalized patients who will progress to chronic opioid therapy (COT) following their discharge from the hospital (Calcaterra et al., 2018). This model predicted COT correctly in 79% of the patients and no COT in 78% of the patients. Interestingly, a study done by Chiu et al., suggested that lowering the default number of opioid pills prescribed in an Electronic Medical Record (EMR) system can eventually change prescriber behavior and decrease the amount of opioid medication prescribed after procedures (Chiu et al., 2018). However, Steinman et al., explain the psychological obstacles involved in discontinuing a medication even if they’re found to be inappropriate (Steinman and Landefeld, 2018).
Apart from the above-mentioned preemptive methods which are still under active research, the healthcare sector is already using antagonists like naltrexone and naloxone as an alternative treatment to opioid addiction. Latif et al., conducted a randomized clinical trial in abstinence motivated adults with opioid dependence and assessed symptoms of anxiety, depression, and insomnia periodically. It was found that the Extended-Release Naltrexone and combined buprenorphine-naloxone worked equally well for anxiety and depression while the former gave a significantly lower score for insomnia (Latif et al., 2018).

Genotyping-based drug therapy decision could be another solution for this problem. Kringel et al., suggested separating pain patients requiring extremely high opioid doses from controls by using a bioinformatics-based classifying biomarker that uses emergent properties in genetics (Kringel et al., 2016).

In 2016, Center for Disease Control and Prevention (CDC) proposed a framework and guidelines for better and safer prescribing of opioids (Dowell et al., 2016). Furthermore, many researchers emphasized the role of education in restricting the opioid prescriptions. Tyndale et al., suggested that the prescribers and patients could change their behavior and benefit from being educated about pain management (Tyndale and Sellers, 2018). Wiese et al., also highlighted that not only postgraduate professionals but also pre-graduate health professionals require intensive integrated education efforts (Wiese et al., 2018).

### MATERIALS AND METHODS

#### Dataset

The MIMIC-III dataset is a publicly released, deanonynized dataset consisting of data from 46,520 patients at the Beth Israel Deaconess Medical Center, Boston, Massachusetts. Among these patients, 29,959 patients were identified with prescriptions of opioids or opiates such as Morphine, Meperidine, Codeine, Buprenorphine, Hydromorphone, Methadone, Fentanyl, Oxycodone, Oxymorphone, and Hydrocodone. Furthermore, 1,405 patients out of these were prescribed Naloxone, which is an anti-narcotic medication known for its usage as opioid overdose reversal drug. In a few cases, Buprenorphine could also be prescribed in combination with Naloxone to minimize the possibility of opioid dependence. In order to accommodate the fact that such opioids have mixed traits of triggering and treating opioid dependence, they are considered as both narcotic and anti-narcotic drugs simultaneously for this study.

#### Cohort Selection

All the patients with opioid prescriptions are divided into eight age groups. Age is calculated by taking the difference of the date of birth of the patient and the date of prescription issued. The statistics of each of these age groups is presented in Table 1. In order to create a better balance between the patients with side effects and those without side effects, the age boundaries of each group are adjusted such that the group has a good proportion of both these patients. This would help in choosing groups with higher proportion to be retained.

In order to identify patients with side effects, we checked the diagnoses of every patient prescribed with opioids for symptoms related to overdose and/or dependence using the International Classification of Diseases, Ninth Revision (ICD 9) codes. A few of the ICD nine codes and categories are listed in Table 2. A total of only 749 patients were identified to have side effects. This table is prepared based on the information released by the National Center for Biotechnology Information and Moore et al. (Heslin et al., 2015; Moore and Barrett, 2017) Also work done by Koob et al., suggested that psychostimulants can cause dependence in their works (Koob and Moal, 2006; Koob et al., 2014).

### Table 1 | Statistics of subjects in different age groups.

| Age group | Age range (Years) | Total no. Of subjects | No. Of subjects with side effects | Proportion |
|-----------|------------------|-----------------------|----------------------------------|------------|
| 1         | <13              | 269                   | 0                                | 0.000      |
| 2         | 13–19            | 253                   | 7                                | 0.028      |
| 3         | 20–40            | 2949                  | 254                              | 0.114      |
| 4         | 41–50            | 3273                  | 203                              | 0.062      |
| 5         | 51–65            | 8507                  | 251                              | 0.030      |
| 6         | 66–75            | 5974                  | 26                               | 0.004      |
| 7         | 76–85            | 5906                  | 7                                | 0.001      |
| 8         | >85              | 2861                  | 1                                | 0.00003    |

### Table 2 | List of ICD 9 codes used for identifying subjects with adverse events.

| Broad category                              | ICD 9 codes                                                                 |
|---------------------------------------------|-------------------------------------------------------------------------------|
| Opioid type or combination of opioid type with other drug dependence | 30400 30401 30402 30403 30470 30471 30472 30473 30450 30451 30452 30453 |
| Psychological effects                        | 30410 30411 30412 30413 30430 30431 30432 30433                             |
| Psychostimulant dependence                   | 30440 30441 30442 30443                                                     |
| Poisoning                                    | 96502 96509 9701 E8500 E8501 E8502                                          |
| Hallucinogen dependence                      | 30450 30451 30452 30453                                                      |
| Miscellaneous dependence                     | 30420 30421 30422 30423 30430 30431 30432 30433                             |
DATA EXTRACTION METHODOLOGIES

Feature Selection
A total of 25 features are chosen using data-driven techniques to represent the opioid prescription information of the selected cohort. The target variable, SIDE EFFECTS FLAG, is set to 1 if the patient is diagnosed with any of the adverse events listed in Table 2 and 0 otherwise. The gender of a patient is represented by a binary variable - 0 for female and 1 for male. For patients with one or more Naloxone prescriptions, the ANTI NARCOTIC flag is set to 1 and for those with opioids of mixed traits both NARCOTIC and ANTI NARCOTIC are set to 1. For the prescriptions of all other opioids under study, the NARCOTIC flag is set to 1. Every opioid is allocated a discrete variable to represent the total number of prescriptions of that particular opioid given to each patient. In addition, the total number of anti-narcotic (Naloxone) and narcotic (opioids excluding Naloxone) prescriptions are represented by two discrete variables. If a patient had stayed in Intensive Care unit (ICU) then the binary flag, ICU, is set to 1 and 0 otherwise. Finally, feature normalization is done by performing an affine transformation on each feature so that all the values in the dataset are in the range of (0,1). Figure 1 shows the correlation of features. The target variable, SIDE EFFECTS FLAG, has the highest positive correlation with TOTAL ANTI NARCOTIC PRESCRIPTIONS and ANTI NARCOTIC flag. Intuitively, this makes sense because a patient would be treated with anti-narcotics when adverse events start to arise. Also, among opioids the number of prescriptions associated with BUPRENORPHINE and METHADONE have a relatively higher positive correlation with the target variable. In a few cases, the prescriptions of patients did not have the start and/or end dates. Such instances are dropped from the study. Also, another reasonable assumption made in the study is that the patients with a NAN value for ICU ID haven’t stayed in the ICU.

Dealing With Class Imbalance
It can be observed from Table 1 that there is a large imbalance between patients with side effects and those without side effects. Running a classification algorithm on such a data would result in overfitting the model and hence it will learn to predict the majority class. As a result, the classification
accuracy might be high even when the number of true positives for patients with SIDE EFFECTS FLAG as 1 is terribly low. This is evident from 3 which shows a huge difference between precision and recall.

We’ve taken the following two steps to address this problem:

- Down-sampling majority class

  Among 749 patients identified with side effects, only 15 belonged to age groups 1, 2, 7, and 8. On the other hand, these age groups accounted for, approximately, 10,000 samples of majority class.
TABLE 3 | Summary of best parameters for XGBoost.

| Parameter         | Value |
|-------------------|-------|
| learning rate     | 0.1   |
| max depth         | 10    |
| n estimators      | 200   |
| objective         | “binary: logistic” |
| Base score        | 0.5   |
| booster           | “gbtree” |
| max delta step    | 0     |
| colsample bylevel | 1     |
| colsample bynode  | 1     |
| req alpha         | 0     |
| req lambda        | 1     |
| scale pos weight  | 1     |
| gamma             | 0     |

Although excluding these age groups has resulted in a much better ratio of patients with side effects to those with no side effects (734: 19969 vs. 749:29959), the data is still highly imbalanced.

- SMOTE—Oversampling minority class

In order to deal with the high class imbalance in the data, Synthetic Minority Oversampling Technique (SMOTE) developed by Bowyer et al., was used (Bowyer et al., 2011). This algorithm works by choosing the nearest neighbors of data with minority class label and upsamples them. This method was used after performing Linear Discriminant Analysis (LDA) on the data which provided evidence that both the classes were quite separable from each other. Implementing this algorithm not only led to the expansion of the dataset in a statistically robust way but also minimized the imbalance in the dataset.

PRINCIPAL COMPONENT ANALYSIS FOR ADDRESSING THE ISSUE OF SPARSE FEATURES

As described earlier, quite a number of features were based on the opioids given to the patients. A few opioids like Morphine were prescribed very often while the other opioids such as Oxymorphone were rarely prescribed. As every patient had features related to every opioid, the less frequently prescribed opioids led to sparse features. In order to have a better subset of features, we performed Principal Component Analysis. From Figure 2, it can be observed that the maximum variance is retained from component 6 onwards. But, the regression resulted in maximum accuracy with 11 components. Hence, the number of features have been reduced to 11.

MODELLING

The entire dataset was split into 80% training set and 20% test set for running the classification models. We’ve chosen Logistic Regression with L2 regularization as a baseline and Extreme Gradient Boosting (XGBoost) developed by Chen et al., as an enhanced model (Chen and Guestrin, 2016). For both the models, 20% of the training set was set aside as the validation set. Grid Search was done over this validation set to get the best parameters for the model.

Baseline Model—Logistic Regression

Logistic Regression model with L2 penalty of 0.001 was run on the dataset before and after performing SMOTE and PCA. The mean AUC and Precision Recall curves with average precision (AP) from 10 fold cross validation can be observed in Figures 3A,B.

Enhanced Model—XGBoost

For XGBoost, the best parameters obtained through Grid Search are listed in Table 3. Few of the important parameters include max depth and reg lambda. While a higher max depth for each tree let’s the model capture interactions specific to a particular sample, reg lambda is similar to L2 regularization in the Logistic Regression. Both these parameters control over-fitting of the model and hence provide better performance over the Baseline. Also, the Receiver Operating Characteristic (ROC) curve and Precision Recall curve (PRC) before and after performing SMOTE and PCA for XGBoost are shown in Figures 4A,B.

Mortality as the Target Variable

Until now we attempted to predict if a patient will show side effects when prescribed opioids. But a far more fatal consequence associated with opioids is loss of life. Being able to segregate patients with high risk of mortality could be a huge problem in itself. Therefore, to facilitate such a preemptive identification, we ran a classification algorithm on the cohort that has experienced side effects. XGBoost model was trained on 80% of these patients (n = 587) and tested on the remaining 20% (n = 147). The accuracy of the model is given in the Table 4.

Interactions Between Opioids and Other Drugs

This part of the study aims at discovering the interactions between opioids and other drugs that could lead to potential side effects in patients. In order to carry out this assessment, we considered the cohort of 749 patients who were diagnosed with side effects in the previous section (including all age groups). These patients were prescribed at least one of the 11 opioids under consideration and 3,710 other drugs put together. We categorized the side effects into seven groups and the summary is provided in Supplementary Table S1. All the opioids were assigned an index between 1 and 11 and the other drugs were also indexed in the same fashion. For each opioid and other drug combination, the number of patients who were diagnosed with side effects in each of the above seven groups were tabulated. These numbers are normalized between the range of 0 and 1 and then used for performing K-means clustering. From the elbow plot shown in Figure 5, the number of optimal clusters were found to be 4. Apart from the variants of regular salts like potassium chloride and sodium chloride, insulin is one important drug that has been classified into the predominant cluster. Additional information on this part of the study can be found in the Supplementary Material.
RESULTS

The results of this study can be summarized in three sections: (a) Predictive modelling for classifying patients susceptible to opioid abuse, (b) Predictive modelling for classifying patients susceptible to death and (c) Interactions between opioids and other drugs.

Predictive Modeling for Classifying Patients Susceptible to Opioid Abuse

As previously described, we implemented two models for classifying patients who may be prone to adverse events upon opioid consumption. Table 4 shows that XGBoost has
outperformed the Logic Regression model. This could be due to the fact that each patient is associated with consumption of few opioids more than the others. And hence only a subset of features which are related to those particular opioids are more important than the others. Since XGBoost works by sub-sampling the features, the classification accuracy of the enhanced model is much higher than that of the baseline. From Figure 6, it can be observed that XGBoost has classified the AGE 3, a group with patients between 20 and 40 years of age, as the most important feature in deciding the patient’s susceptibility to adverse events, followed by the MEPERIDINE prescriptions and TOTAL NARCOTIC PRESCRIPTIONS. A more obvious result that follows our analysis of feature correlation is that NALOXONE and MORPHINE are also among the important contributing features.

Also, as hypothesized, XGBoost model is more sensitive in classifying patients with adverse events than those with no adverse events. Hence, the number of true positives for label 1 are more than those for label 0 (Figure 7). In other words, the model gave a better recall score than precision.

### Predictive Modeling for Classifying Mortality Risk

Unlike the previous model, it can be seen from Table 4 that the model used for classifying patients with high risk of mortality following opioid prescription has a higher precision score than the recall. This could be largely due to the small dataset (587) used for training the model.

### Adverse Event Risk due to Interactions Between Opioids and Other Drugs

As previously stated, insulin has been found to be in the predominant cluster associated with all categories of side effects. Not only has insulin been used widely in patients prescribed with opioids but the incidence of side effects has been comparatively large in the case of opioid and insulin combination. This observation backs up the results from two earlier studies conducted by Li et al., and Sharma et al. (Yu et al., 2003; Sharma and Balhara, 2016) The first study states that morphine could lead to desensitization of insulin receptor signaling. This could be one reason for increased usage of insulin in patients prescribed with opioids. The second study indicates that islet cells, which are responsible for the production of insulin, do not respond in an appropriate manner to the glucose signals in patients with opioid addiction.

| Model          | Target variable | Precision (PPV) | Recall (%) | NPV (%) | F1 score (%) | Accuracy (%) |
|----------------|-----------------|-----------------|------------|---------|--------------|--------------|
| Logistic Regression | Side effects   | 78.45           | 74.91      | 75.60   | 76.64        | 77.17        |
| XGBoost        | Side effects    | 92.64           | 95.45      | 95.30   | 94.02        | 94.35        |
| XGBoost        | Mortality       | 66.67           | 31.82      | 76.20   | 43.07        | 74.83        |
DISCUSSION

While acknowledging the fact that the study done by Che et al., used a different dataset, it might be useful to have a glance over the performance in both the studies since the total number of patients experiencing opioid dependence and/or adverse effects in both the studies is same (Che et al., 2017). Our results show that the current models classify the patients with a better accuracy and recall by just using traditional machine learning models. Also, our enhanced model (94.35%) has better performance scores over the RNN model (76.07%) in Che et al., and can classify the patients irrespective of whether they are a short term or a long-term user (Che et al., 2017).

Limitations of the Current Study

There are a few drawbacks associated with this study. The model for predicting mortality, unlike those for predicting the side effects, might not be robust since the reason for death of the patient remains undisclosed. Though the patient has experienced side effects, his/her death might not necessarily be related to opioid exposure. This analysis of mortality prediction should be considered as a preliminary step. Further, the study of interactions between opioids and other drugs is based solely on the frequency of prescription and the frequency of incidence of side effects. As we wanted to study the correlation between the incidence of side effects and the prescription opioids/drugs, irrespective of a patient’s characteristics, we didn’t include other interactions such as protein-protein, drug-target protein etc. like that in the study done by Zitnik et al. (2018).

CONCLUSION

Opioids are a class of drugs used as pain relievers by binding to opioid receptors on nerve cells in the brain and the nervous system to mitigate pain. Addiction is one of the chronic and primary adverse events of prolonged usage of opioids. They may also cause psychological disorders, muscle pain, depression, anxiety attacks, etc. This study is intended to assist prescription of opioids. It aims at building a predictive model to classify the patients of interest into two categories based on their susceptibility to opioid abuse. We trained two classification models, Logistic Regression with L2 regularization (baseline) and Extreme Gradient Boosting (enhanced model), to achieve this task. These results suggest that the enhanced model provides a promising approach to identify patients who are most vulnerable to adverse events when given opioids. If employed as a reassurance technique, this study could be of tremendous help to medical practitioners in designing an appropriate action plan for their patients before prescribing them opioids and will help combat the opioid epidemic.
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