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ABSTRACT

Learning node representation on dynamically-evolving, multi-relational graph data has gained great research interest. However, most of the existing models for temporal knowledge graph forecasting use Recurrent Neural Network (RNN) with discrete depth to capture temporal information, while time is a continuous variable. Inspired by Neural Ordinary Differential Equation (NODE), we extend the idea of continuum-depth models to time-evolving multi-relational graph data, and propose a novel Temporal Knowledge Graph Forecasting model with NODE. Our model captures temporal information through NODE and structural information through a Graph Neural Network (GNN). Thus, our graph ODE model achieves a continuous model in time and efficiently learns node representation for future prediction. We evaluate our model on six temporal knowledge graph datasets by performing link forecasting. Experiment results show the superiority of our model.

1. INTRODUCTION

A Knowledge Graph (KG) is a graph structured knowledge base containing human knowledge and facts. It is widely used to study complex problems regarding human activities. A KG uses triplets \((s, r, o)\) to represent the facts \([29]\), where \(s, o, r\) means subject entity, object entity and the relation between them, respectively. However, if we want to model the reality, representing the facts in such triplets is not enough. The relation between two specific entities may change over time, which means the triplets may not be true forever. To represent the temporal events happening at a specific time, quadruples \((s, r, o, t)\) are introduced by incorporating the event time \(t\) into the triplets from semantic KGs. A knowledge graph which uses the quadruples \((s, r, o, t)\) to describe the events is called a temporal knowledge graph (tKG).

The tKG reasoning has gained great research interest. Some works \([10, 9, 12, 14]\) focus on tKG completion, i.e. interpolated tKG reasoning, while other works \([15, 18, 8]\) pay attention to future forecasting, i.e. extrapolated tKG reasoning. Given a sequence of observed events in a time period \(t \in [t_1, t_2]\), for interpolated tKG reasoning, unseen events within this time period are to be predicted, however, for extrapolated tKG reasoning, unseen events which occur after \(t_F\) are to be predicted. In our work, we focus on extrapolated tKG reasoning by designing a model for future link prediction.

Modeling tKG dynamics is critical in solving tKG reasoning problems. We characterize tKG dynamics as a changing state by learning time-aware entity representations and relation representations. Inspired by neural ordinary differential equations (NODEs) \([5]\), we extend the idea of continuum-depth models to encoding tKG dynamics. NODE-based models use ordinary differential equations (ODEs) to model the continuous dynamics of a dynamic system. To apply NODEs to tKG reasoning, we employ a NODE coupled with graph neural network (GNN) \([34]\) layers. GNN layers are used to capture the structural information of graph data, while the NODE works as a tool to learn the evolution of the tKG dynamics over time, including the dynamic representation of entities and relations. We integrate the tKG state over time, and output the time-aware dynamic representation directly from the integration result at any time. During the integration in NODE, the graph state goes through a continuum-depth of GNN layers. The exact depth of the GNN-based module is controlled by the length of integration, i.e. the length of time. Unlike many existing tKG reasoning models which learn tKG dynamics by employing recurrent model structure with discrete depth, our model takes advantage of NODE to interpret the time duration between the timestamps in tKGs as a continuum depth in the network structure, making it possible to learn a continuous tKG dynamics over time.

Besides, to better learn tKG dynamics, we propose a novel stochastic jump method to model the influence of the stochastic events occurring over time. In various real-world situations \([11, 16, 23]\), the system dynamics evolves continuously until some stochastic events occur to interrupt it. By analyzing the appearance and the disappearance of triplets \((s, r, o)\) over time, we formally define a new kind of stochastic jump events, acting as the stochastic events occurring in the context of tKG databases, and use a GNN-based stochastic jump layer to capture their influence.

In this work, we propose a model to perform tKG link Forecasting with NODE. The main contributions of our work are summarized as follows:

- We propose a graph reasoning model for extrapolated link prediction on temporal knowledge graphs (tKGs). We study a new approach to derive time-aware dynamic representations for graph data based on neural
ordinary differential equations (NODEs). The NODE enables our model to learn continuous representations of entities and relations over time, while previous models can only learn discrete graph representations specified at some timestamps. Our model is the first model that adapts NODEs to learning the tKG dynamics.

- We define a new kind of stochastic jump events for tKG databases and propose a novel stochastic jump method to learning their influence. The method does not require additional data and can effectively improve our model performance.

- We propose two new tasks, namely inductive link prediction and long horizontal link forecasting, for tKG representation learning models. They evaluate a model’s potential by testing the model performance on previously unseen entities and predicting the links happening in the further future, respectively.

- Our model can achieve state-of-the-art performance on extrapolated link prediction on tKGs.

2. BACKGROUND AND RELATED WORK

2.1 Graph Convolutional Networks

Graph neural networks (GNNs) have shown strong performance in learning graph data. A large number of GNNs are designed based on the idea of generalizing convolution in CNN to graph learning scenarios. Some works use spectral method, e.g. [20][7], while other works use spatial method, e.g. [26][10]. The definition of Kipf et al. [20] has become the most popular among all the works regarding Graph Convolutional Network (GCN), and most further GCN variants are developed on top of it. In [33], a GCN variant named Composition-based Multi-relational Graph Convolutional Network (COMPGCN) is proposed to leverage a variety of entity-relation composition operations from Knowledge Graph Embedding (KGE) techniques. It is compatible with KGs and it also generalizes several of the existing multi-relational GCN models. We derive our GNN module on top of [33], and generalize it into the context of tKG, aiming to learn tKG dynamics for extrapolated link prediction.

2.2 Neural Ordinary Differential Equations

Neural Ordinary Differential Equation (NODE) [5] is a continuous deep neural network model. It represents the derivative of the hidden state with a neural network:

\[
\frac{dz(t)}{dt} = f(z(t), t, \theta) \tag{1}
\]

where \(z(t)\) denotes the hidden state of the whole system at time point \(t\), and \(f\) denotes a function defined by a neural network to describe the derivative of the hidden state w.r.t. time. \(\theta\) represents the parameters in the neural network which defines \(f\).

The output of a NODE system is calculated by using an ODE solver coupled with an initial value problem:

\[
z(t_1) = z(t_0) + \int_{t_0}^{t_1} f(z(t), t, \theta) dt \tag{2}
\]

Here, \(t_0\) is the initial time point and \(t_1\) is the output time point. \(z(t_1)\) and \(z(t_0)\) represent the hidden state at \(t_0\) and \(t_1\), respectively. Thus, a NODE can output the hidden state of a dynamic system at any time point and deal with continuous data, which is extremely useful in modeling continuous and dynamic systems.

Moreover, to reduce the memory cost in the backpropagation, Chen et al. [3] introduced the adjoint sensitivity method [28] into NODEs. An adjoint \(a(t) = \frac{dL}{d\theta}\), where \(L\) is loss. The gradient of loss \(L\) w.r.t. network parameters \(\theta\) can be directly computed by using the adjoint and an ODE solver:

\[
\frac{dL}{d\theta} = - \int_{t_1}^{t_0} a(t) \frac{\partial f(z(t), t, \theta)}{\partial \theta} dt \tag{3}
\]

which means these gradients do not need to be stored in the process of backpropagation, thus reducing memory cost.

2.2.1 Temporal Knowledge Graph Reasoning

There have been some recent works related to tKG reasoning. [30] and [15] take advantage of temporal point processes to model the tKG event sequences over time. For a tKG quadruple \((s, r, o, t)\), [21] and [9] incorporate time information \(t\) into the existing embedding techniques, e.g. TransE [3], by designing time aware embedding techniques. [30][15][14] learn tKG dynamics as a graph state which evolves over time for tKG reasoning. Most previous works are designed for interpolated tKG reasoning, while only a few models, e.g. [30][15][8], are designed for future forecasting.

3. OUR MODEL

We present our model in this section. Our model is designed to model dynamically-evolving, multi-relational, large-scale graph data by jointly learning entity representations and relation representations. It consists of a NODE-based encoder and a KG-oriented decoder. The application of the NODE enables our model to learn a continuous graph representation. To capture structural graph information, we employ a modified version derived by two GNN modules, Graph Convolutional Network (GCN) [20] and Composition-based Multi-relational Graph Convolutional Network (COMPGCN) [33], inside NODE. For the KG-oriented decoder, we use two decoders for comparison, i.e. Distmult [35] and TuckER [4].

To show the strength of our model, we perform extrapolated link prediction on tKGs. Details of the experiments will be presented in section 4. In the following part of this section, we will first explain our task and then provide the details of our model.

3.1 Task Formulation

In our work, we focus on tKGs represented by graph slices over time. A tKG can be described as \(\mathcal{G} = \{\mathcal{G}(1),...,\mathcal{G}(T)\}\). Here, \(T\) denotes the number of timestamps, and \(\mathcal{G}(t) = (\mathcal{V}, \mathcal{E}(t))\) is the graph snapshot at the \(t\). \(\mathcal{G}\) denotes all the entities, i.e. tKG entities, in \(\mathcal{G}\), and \(\mathcal{E}(t) = \{(s, r, o, t)\}_{i=1}^{r}\) denotes all the events occurring at \(t\).

Formally, we describe our task in the following way. Consider a tKG \(\mathcal{G} = \{\mathcal{G}(1),...,\mathcal{G}(T)\}\). To perform link prediction, we aim to predict the missing object entity for every object prediction query \((s, r, ?, t)\). All the prediction queries are derived by removing the object from a tKG event. In our work, we augment every quadruple \((s, r, o, t)\) with another quadruple \((o, r, ?, s, t)\) where \(r^{-1}\) means the reciprocal relation of \(r\). Therefore, both object and subject prediction are
3.2 Relational Graph Aggregator

GNN-based models have shown great effect on capturing structural information of graph data. To deal with the relations existing in tKGs, we use a relational aggregator derived on top of the model proposed by [33]. At \( t \), for every object entity \( o \in \mathcal{V} \), with \( \mathcal{N}(o) = \{(s, r)\} \) \((s, r, o, t) \in \mathcal{E}(t)\), \( o \)'s entity representation evolves as follows:

\[
\mathbf{h}_o^{t+1} = \sigma \left( \frac{1}{|\mathcal{N}(o)|} \sum_{(s, r) \in \mathcal{N}(o)} \mathbf{W}^{l}_{ent} \phi(\mathbf{h}_s^l, \mathbf{h}_r^l) \right) \quad (4)
\]

\( \mathbf{W}^{l}_{ent} \) is a trainable weight matrix on the \( l \)th layer and \( \phi \) denotes a composition-based operator inspired by [33]. We take \( \phi(\mathbf{h}_s^l, \mathbf{h}_r^l) = \mathbf{h}_s^l \ast \mathbf{h}_r^l \). Additionally, we employ another weight matrix for learning relation representation:

\[
\mathbf{h}_r^{t+1} = \mathbf{W}^{l}_{rel} \mathbf{h}_r^l \quad (5)
\]

From the view of the whole graph, we can represent our relational graph aggregator as follows:

\[
\mathbf{H}^{t+1} = f(\mathbf{H}^t, \mathbf{W}^l_{ent}, \mathbf{W}^l_{rel}, \mathcal{G}_t) \quad (6)
\]

where \( f \) denotes the neural network layer specified by the relational graph aggregator. \( \mathbf{H} \in \mathbb{R}^{(|\mathcal{V}| + |\mathcal{N}|) \times d} \) is the hidden state of the graph. \( \mathcal{N} \) is the number of relations, and each row of \( \mathbf{H} \) represents the entity representation of an entity or the relation representation of a relation. By using this aggregator, we can effectively capture the structural information of knowledge graphs.

3.3 Learning tKGs with NODE

To incorporate time information, we use a NODE coupled with our relational graph aggregator. In this section, we present how we capture temporal dependencies on tKGs with NODE.

3.3.1 Graph Convolutional NODE

Given a tKG \( \mathcal{G} = \{\mathcal{G}(1), ..., \mathcal{G}(T)\} \), we can use our relational graph aggregator to learn its entity representation and relation representation. Similar to Eq.(1), we can combine the aggregator with a NODE:

\[
\frac{d\mathbf{H}(t)}{dt} = F(\mathbf{H}(t), t, \Theta, \mathcal{G}(t)) \quad (7)
\]

Here, \( \mathbf{H}(t) \in \mathbb{R}^{(|\mathcal{V}| + |\mathcal{N}|) \times d} \) denotes the hidden state of the graph at \( t \). \( F \) denotes a neural network which consists of stacked layers (or a single layer) of the relational graph aggregator, and \( \Theta \) denotes all the parameters of \( F \). And the output of the system at \( t + 1 \) can also be formulated according to Eq.(2):

\[
\mathbf{H}(t + 1) = \mathbf{H}(t) + \int_t^{t+1} F(\mathbf{H}(t), t, \Theta, \mathcal{G}(t)) dt \quad (8)
\]

In this way, we manage to use the NODE to learn the dynamics of tKGs.

3.3.2 Residual Layer

To improve the performance of our model, we change the relational graph aggregation layer stated in Eq.(6) into a residual layer:

\[
\mathbf{H}^{t+1} = \mathbf{H}^t + \delta f(\mathbf{H}^t, \mathbf{W}^l_{ent}, \mathbf{W}^l_{rel}, \mathcal{G}_t) \quad (9)
\]

where \( \delta \) is a trainable parameter which is used to control how much residual information we want to learn. We can also change Eq.(7) and Eq.(8) into:

\[
\begin{cases}
\frac{d\mathbf{H}(t)}{dt} = F_{agg}(\mathbf{H}(t), t, \Theta_{agg}, \mathcal{G}(t)) \\
\mathbf{H}(t + 1) = \mathbf{H}(t) + \int_t^{t+1} F_{agg}(\mathbf{H}(t), t, \Theta_{agg}, \mathcal{G}(t)) dt
\end{cases} \quad (10)
\]

where \( F_{agg} \), illustrated in Figure 1 (a), now represents a neural network which consists of several stacked (or a single) residual aggregation layers, and \( \Theta_{agg} = \{\Theta, \delta\} \) denotes all the parameters in \( F_{agg} \).

3.4 Stochastic Jump Method

The dynamics of a system can be influenced by the occurrence of stochastic events. In previous works [17][11][16][23], stochastic events represent the stochastically incoming data over time which incur changes in the system dynamics. In our work, we define a new kind of stochastic events in tKGs named stochastic jump events, and use a GNN-based stochastic jump layer to capture the influence. By including the influence of stochastic jump events, we can effectively enhance our model performance.

3.4.1 Motivation

In tKGs, KG facts are not always valid or invalid. Assume we have a KG fact, described as a triplet \((s, r, v)\), which is valid at \( t \). However, it is not valid at \( t + 1 \), which means it disappears over time from \( t \) to \( t + 1 \). Similarly, a KG fact that is invalid at \( t \) may be valid at \( t + 1 \), which can be taken as the appearance of this fact over time from \( t \) to \( t + 1 \). The change of tKG events over time can therefore be interpreted as the appearance and the disappearance of KG facts, and this change contains implicit information which is helpful in graph representation learning. For example, we have a KG fact \((x, \text{Reject economic cooperation}, y)\), where \( x, y \) denote two countries. It is invalid at \( t \), but it becomes valid at \( t + 1 \). Besides, we have another KG fact \((x, \text{Threaten with sanctions}, y)\) which is valid at \( t + 2 \). Intuitively, the appearance of \((x, \text{Reject economic cooperation}, y)\) implies the existence of \((x, \text{Threaten with sanctions}, y)\) after \( t + 1 \), thus providing implicit information for link forecasting. We define the change of tKG events over time as stochastic jump events and design a method to capture the information brought by them. By applying this method, we can better model the changes in tKG dynamics between timestamps and better learn entity and relation representations.
3.4.2 Stochastic Jump Events for tKGs

The formal derivation of the stochastic jump event which occurs at \( t \) is defined as follows. Assume we have two tKG snapshots \( G(t) \) and \( G(t+1) \), we construct the following jump tensor to denote the changes in tKG events from \( t \) to \( t+1 \):

\[
T^\Delta(t) = T(t + 1) - T(t) \quad (11)
\]

\( T(t) \in \mathbb{R}^{|V| \times |N_r| \times |V|} \) is a tensor containing the information of the existence of all KG triplets \((s, r, o)\) at \( t \). If \((s, r, o)\) exists at \( t \), which means there exists a tKG event \((s, r, o, t)\), \( T(t)_{sro} = 1 \), otherwise, \( T(t)_{sro} = 0 \). Intuitively, \( T^\Delta \) contains the information of the appearance and the disappearance of the triplets among tKG entities and relations. If \( T^\Delta(t)_{sro} = 1 \), that means there exists a triplet \((s, r, o)\) at \( t \), but it disappears at \( t + 1 \). Similarly, \( T^\Delta(t)_{sro} = 0 \) means that there appears a triplet \((s, r, o)\) at \( t + 1 \) while there is no such triplet at \( t \). For the other elements in \( T(t) \), their values are equal to 0, indicating the existence, or inexistence, of the corresponding triplets remains unchanged. We take \( T^\Delta \) over time to represent the stochastic jump events for tKGs, and we use a GNN-based module to extract the information provided by them.

\[
\begin{align*}
\Delta h^+_o &= \sigma \left( \frac{1}{|N_r^\Delta(o)|} \sum_{(s, r) \in N_r^\Delta(o)} W_{\text{jump}, o}^j (T_{sro}^\Delta \phi(h_s^t, h_r^t)) \right) \\
\Delta h^+_r &= W_{\text{jump}, r}^j h_r^t
\end{align*}
\quad (12)
\]

Here, \( N_r^\Delta(o) = \{(s, r) | T^\Delta_{sro} \neq 0\} \). \( W_{\text{jump}, o}^j \) and \( W_{\text{jump}, r}^j \) are two diagonal trainable weights for the stochastic jump layer. \( \phi(h_s^t, h_r^t) = h_s^t \odot h_r^t \) is defined as same in the graph aggregation layer. By employing this stochastic jump layer, we enable our model to preserve the graph structure as it learns from the stochastic jump events. The output of the jump module is then defined as:

\[
H = H_{\text{agg}} + w f_{\text{jump}}(H, W_{\text{jump}, r}, W_{\text{jump}, o}, T^\Delta) \quad (13)
\]

\( H_{\text{agg}} \) is the output of the stacked layers of relational graph aggregator and \( f_{\text{jump}} \) is the stochastic jump layer. \( w \) is a hyperparameter with a fixed value, acting as the coefficient deciding how much the model learns from stochastic jump events. Notice that the stochastic jump layer takes the graph hidden state before graph aggregators as its input. By combining our relational graph aggregation layers and the stochastic jump method, we get our final network \( F_{\text{model}} \) applied in the NODE. The network structure is described in Figure 1 (b).

3.5 Learning and Inference with Our Model

Our model is an autoregressive model. It specifies the entity representation at a specific time point \( t \) by utilizing the graph information before \( t \). To perform the link prediction task, our model takes three steps. First, our model computes the graph representation at the query timestamp. Then our model uses KG decoders to compute the scores of all the \((s, r, o)\) triplets of interest. Finally, our model ranks the scores of the potential missing entities and does the prediction.

We will present the parameter learning and the extrapolated link prediction procedure in this section.

3.5.1 Temporal Graph Representation Inference

Assume we want to perform link prediction at \( t + 1 \). To get the graph hidden state at \( t + 1 \), we first let the graph hidden state at \( t - k \), \( H(t - k) \), equal the global graph embedding \( H_{\text{global}} \in \mathbb{R}^{(|V| + |N_r|) \times d} \). Here, \( H_{\text{global}} \) is a trainable parameter which acts as a universal input at timestamp \( t - k \) for link prediction at any \( t + 1 \). We take \( H(t - k) = H_{\text{global}} \) as the NODE input at \( t - k \), and integrate it with an ODE solver ODE Solve \((H(t - k), F_{\text{model}}, t - k, t - k + 1, \Theta_{\text{model}}) \) over time. We use \( \mathcal{G}(t - k), \ldots, \mathcal{G}(t) \) to specify the graphs in the relational graph aggregation layers in \( F_{\text{model}} \) from \( t - k \) to \( t \). As the hidden state evolves with time, it learns from different graph snapshots corresponding to the different time points. The whole process is described in Figure 2 and Algorithm 1 (Appendix A). In Figure 2, set_graph and set_jump stand for two functions used to feed graph snapshots \( \mathcal{G} \) and jump tensors \( T^\Delta \) into neural network \( F_{\text{model}} \). They are called at every timestamp before integration. The output hidden state \( H(t + 1) \) serves as the temporal graph representation at \( t + 1 \).

3.5.2 Score Function

With the temporal graph representation at the prediction timestamp, we can compute the scores of every \((s, r, o)\) triplets. In our work, we take advantage of two popular knowledge graph static models, i.e. DistMult [35] and TuckER [1]. Given a triplet \((s, r, o)\), its score is computed as shown in Table 1. The entity representation of \( s, r \), and the relation representation of \( r \) are used for score computation, and they are learned together with other parameters by minimizing the loss function.

3.5.3 Parameter Learning and Model Training

For parameter learning, we employ the following loss function:
Table 1: Score Functions. $h_s, h_r, h_o$ denote the entity representation of the subject entity $s$, object entity $o$, and the relation representation of the relation $r$, respectively. $d_e$ is the dimension of each entity’s representation. $W \in \mathbb{R}^{d_e \times d_e \times d_e}$ is the core tensor specified in [1], where $d_e$ is the dimension of each relation’s representation. As defined in [31], $\times_1, \times_2, \times_3$ are three operators indicating tensor product in three different modes.

| Method | Score Function |
|--------|----------------|
| Distmult [35] $<$ $h_s, h_r, h_o$ $>$ | $h_s, h_r, h_o \in \mathbb{R}^{d_e}$ |
| TuckER [1] $W \times_1 h_s \times_2 h_r \times_3 h_o$ | $h_s, h_r, h_o \in \mathbb{R}^{d_e}$ |

$$L = \sum_t \sum_{(s, r, o) \in \mathcal{G}(t)} -\log \left( \frac{\exp(\text{score}(s, r, o))}{\sum_v \exp(\text{score}(s, r, v))} \right)$$

where $v \in \mathcal{V}$ represents an object candidate, and score is the score function used to compute the score of a triplet. In Eq. (14), we use the scores of the triplets together with the softmax function to compute the probability of an entity being the ground-truth object in each prediction query. Minimizing $L$ is as same as maximizing the probability of selecting the ground-truth entities.

During training, adaptive ODE solvers may incur huge time consumption in our work. To keep the training time tractable, we use fix grid ODE solvers coupled with the Interpolated Adjoint Method (IAM) proposed by [6]. IAM uses Barycentric Lagrange interpolation (BLI) [2] on a Chebyshev grid [32] to approximate the solution of the hidden state $z(t)$ in the reverse-mode of NODE. During backpropagation, we do not need to solve the following ODE:

$$\begin{align*}
\frac{dz(t)}{dt} &= f(z(t), t, \theta), t \in [t_1, t_0] \\
z(t_1) &= z_1
\end{align*}$$

because the value of $z(t)$ at any $t \in [t_1, t_0]$ can be approximated by the value of Chebyshev nodes which are saved before in the forward pass. IAM can lower the time cost in backpropagation and maintain good learning accuracy.

4. EXPERIMENTS

4.1 Experimental Setup

We evaluate our model by performing future link prediction on six tKG datasets. We compare our model’s performance with several existing methods and validate its potential with inductive link prediction and long horizontal link forecasting. Besides, an ablation study is conducted to show the superiority of our stochastic jump method.

4.1.1 Datasets

Six public tKG datasets are used for evaluation: 1) ICEWS14 [30], 2) ICEWS18 [3], 3) ICEWS05-15 [9] 4) GDELT [22] 5) WIKI [21] 6) YAGO [24].

Integrated Crisis Early Warning System (ICEWS) [4] is a dataset containing political events over time. We use three ICEWS datasets, namely ICEWS14, ICEWS18, and ICEWS05-15, for model evaluation. ICEWS14 contains all the events occurring in 2014, while ICEWS18 contains all the events from January 1, 2018, to October 31, 2018. ICEWS05-15 is a long-term dataset that contains the events between 2005 to 2015. Global Database of Events, Language, and Tone (GDELT) [22] is a database recording all the events driving our global society every second of every day. We also use a subset of the complete database. The GDELT dataset used in our work contains all the data from January 1, 2018, to January 31, 2018. WIKI and YAGO are two datasets extracted from Wikipedia and the English WordNet dataset [25], respectively. We use the preprocessed version proposed in [18]. We follow the dataset split strategy in [18]. For every dataset except ICEWS14, we split it by timestamps into three parts, i.e. 80%–10%–10% (training-validation-test). For ICEWS14, we follow the split from [30], i.e. 50%–50% (training-test). The detailed statistics of the datasets are presented in Appendix B.1.

4.1.2 Implementation Details

We train our model with the following setting. We set the length of input graph history to 4, and the embedding dimension of both entity and relation to 300. We use Adam optimizer [19] and set the learning rate to 0.001. To improve the precision in NODE training, we normalize the range of timestamps from 0 to 0.01. This step restricts the length of ODE integration, preventing the high error induced by ODE solvers. We use a fixed-grid ODE solver, Fourth Order Runge-Kutta, as the ODE solver, and implement the Interpolated Adjoint Method [6] with 3 Chebyshev nodes to keep training time tractable and maintain high precision at the same time. According to different datasets, we choose different values for the jump coefficient $w$. Our model is implemented with PyTorch [27] and all the experiments are run on GeForce RTX 2080 Ti.

4.1.3 Evaluation Metrics

We use two metrics to evaluate the model performance on extrapolated link prediction, namely Mean Reciprocal Rank (MRR) and Hits@k. MRR is the mean of the reciprocal values of the actual missing entities’ ranks for all the queries,
while Hits@k denotes the proportion of the actual missing entities which are ranked in the top k.

We also report the results in three settings, namely raw, time-unaware filtered, and time-aware filtered. For time-unaware filtered results, we follow the filtering setting proposed by [3], by removing from the list of corrupted triplets all the triplets that appear either in the training, validation, or test set except the test triplet of interest. Time-unaware filtered results are over-optimistic in many cases, while fairer results can be produced in the time-aware filtered setting. For time-aware filtered results, we follow the setting proposed by [15], by only removing from the list of corrupted triplets all the triplets that appear at the same timestamp of the test triplet of interest. We explain the difference between time-unaware and time-aware filtered results with the example stated in Appendix B.2. We report the raw results in Appendix B.4. By reporting the results in all three settings, we achieve a fair evaluation.

4.1.4 Baseline Methods

We compare our model performance with several existing baseline models. Both static methods and temporal methods are considered. We take several knowledge graph models as static KG reasoning baselines, including Distmult [35], TuckER [1] and COMPGCN [33]. We remove the timestamps in the quadruples for static methods, and only use the unique triplets (s, r, o) for training, validation, and test. In this case, the tKG collapses into a cumulative knowledge graph. Since we abandon the timestamps for static KG reasoning models, we can only report the model performance in the raw setting and in the time-unaware filtered setting. For tKG reasoning baselines, we report the performance of TTransE [21], TA-Distmult [9] and RE-Net [18]. Detailed experimental settings of baselines are presented in Appendix B.3.

4.2 Experiment Results and Ablation Study

We run all the baselines and our model model five times and obtain the averaged results of all three settings, i.e. raw, time-aware filtered, and time-unaware filtered. On account of the lack of time information in static KG reasoning baselines, we can only compare the static baselines with our model in raw and time-unaware filtered settings.

4.2.1 Time-aware Filtered Results

The time-aware filtered results are presented in Table 2. As explained in section 4.1.3, we take the time-aware filtered setting as the fairest evaluation setting. Results demonstrate that our model outperforms all the models on every dataset. In this setting, our model achieves much stronger results when it is coupled with Distmult on WIKI and YAGO, while it works better with TuckER on every ICEWS dataset and GDELT.

4.2.2 Time-unaware Filtered Results

In Table 3, the time-unaware filtered results of all the models are presented. All the static KG reasoning baselines underperform compared with our model. This implies the importance of utilizing temporal information in tKG datasets. The comparison between Distmult and our model plus Distmult shows the superiority of our NODE-based encoder. This can also be observed with the comparison between TuckER and our model plus TuckER. Our model achieves much better results than COMPGCN, indicating the strength of our method in incorporating temporal factors into tKG representation learning.

Similarly, our model outperforms all the tKG reasoning baselines as well. Different from TTransE and TA-Distmult, RE-Net uses a recurrent event encoder to capture temporal information, which shows a great effect on model performance. Our model also implements a NODE-based encoder in the recurrent style to learn temporal factors and it achieves even better results than RE-Net.

We can also observe that TTransE and TA-Distmult are beaten by static baseline methods on several datasets. The reason for this result is that TTransE and TA-Distmult are initially designed for interpolated graph completion. They can not reach the same performance on future link prediction because they are not allowed to use the graph information after the prediction timestamp in the extrapolated setting. Static baseline models are trained and tested on a static, cumulative knowledge graph, thus not considering timestamps in the extrapolated link prediction task. Different settings for static and temporal methods lead to this result.

4.2.3 Inductive Prediction Analysis

As reported in [13], in many real-world applications, new graph nodes emerge as time evolves, e.g. posts on Reddit. It is likely that the model deals with newly appeared nodes that are unseen in the training set. A superior model requires a strong generalization power to prove that it is capable of achieving good performance not only on the observed data, but also on the unseen data. We, therefore, propose a new task, namely inductive link prediction, to validate the model potential in predicting the links regarding previously unseen entities in the test set.

A test quadruple is selected for the inductive prediction, if either its subject or its object, or both of them act as unseen entities in the training set:

\[ \{(s_{\text{induct}}, r, o, t)\} \cup \{(s, r, o_{\text{induct}}, t)\} \cup \{(s_{\text{induct}}, r, o_{\text{induct}}, t)\} \]

\[ s_{\text{induct}}, o_{\text{induct}} \] denote the unseen subjects and objects. An example of an inductive test quadruple is discussed in Appendix B.5. We then perform the extrapolated link prediction on these inductive prediction quadruples and the results are shown in Table 4. We compare our model with RE-Net, our strongest baseline, on ICEWS05-15. We also report the results achieved by our model without the stochastic jump method to show the performance boost brought by it.

As shown in Table 4, our model coupled with TuckER achieves the best results for all metrics in all settings. Regardless of which KG decoder is employed, our model can beat RE-Net, showing the strength of our model in inductive link prediction. The results achieved by our complete models are much better than their variants without the stochastic jump method, which proves that our proposed stochastic jump method plays an important role in inductive link prediction.

4.2.4 Long Horizontal Link Forecasting

In the regular extrapolated link prediction task, given the graph information in a specific time window, the links at the next upcoming timestamp are to be predicted. For example, given a sequence of graph snapshots \( G = \{G(t-k), \ldots, G(t)\} \), whose length is \( k \), the test quadruples happening at \( t+1 \) are to be predicted. However, in some contexts, the graph infor-
| Dataset   | Model                  | MRR Hits@1 | Hits@3 | Hits@10 |
|-----------|------------------------|------------|--------|---------|
| ICEWS14   | TA-DistMult            | 28.77      | 21.68  | 28.08   |
|           | COMPGCN                | 26.75      | 19.60  | 26.36   |
|           | TuckER                 | 24.69      | 19.27  | 24.26   |
|           | RE-Net                 | 22.03      | 16.61  | 21.53   |
| ICEWS18   | TA-DistMult            | 26.42      | 20.97  | 26.26   |
|           | COMPGCN                | 24.68      | 18.63  | 24.23   |
|           | TuckER                 | 22.37      | 16.88  | 22.02   |
|           | RE-Net                 | 20.43      | 14.99  | 20.14   |
| GDELF     | TA-DistMult            | 28.12      | 21.29  | 27.61   |
|           | COMPGCN                | 26.65      | 19.72  | 26.30   |
|           | TuckER                 | 24.40      | 18.21  | 23.99   |
|           | RE-Net                 | 21.72      | 16.21  | 21.41   |
| WIKI      | TA-DistMult            | 29.37      | 22.80  | 28.92   |
|           | COMPGCN                | 26.89      | 20.69  | 26.48   |
|           | TuckER                 | 24.04      | 17.96  | 23.74   |
|           | RE-Net                 | 22.95      | 17.52  | 22.67   |
| YAGO      | TA-DistMult            | 26.95      | 20.53  | 26.09   |
|           | COMPGCN                | 24.26      | 18.32  | 23.84   |
|           | TuckER                 | 21.92      | 16.61  | 21.42   |
|           | RE-Net                 | 20.92      | 15.70  | 20.61   |

Table 2: Extrapolated link prediction results on six datasets. Evaluation metrics are time-aware filtered MRR (%) and Hits@1/3/10 (%). The best results are marked in bold.

| Dataset   | Model                  | MRR Hits@1 | Hits@3 | Hits@10 |
|-----------|------------------------|------------|--------|---------|
| ICEWS05-15 | TA-DistMult       | 28.12      | 21.29  | 27.61   |
|           | COMPGCN              | 26.65      | 19.72  | 26.30   |
|           | TuckER               | 24.40      | 18.21  | 23.99   |
|           | RE-Net               | 21.72      | 16.21  | 21.41   |
| GDELF     | TA-DistMult            | 28.12      | 21.29  | 27.61   |
|           | COMPGCN                | 26.65      | 19.72  | 26.30   |
|           | TuckER                 | 24.40      | 18.21  | 23.99   |
|           | RE-Net                 | 21.72      | 16.21  | 21.41   |
| WIKI      | TA-DistMult            | 29.37      | 22.80  | 28.92   |
|           | COMPGCN                | 26.89      | 20.69  | 26.48   |
|           | TuckER                 | 24.04      | 17.96  | 23.74   |
|           | RE-Net                 | 22.95      | 17.52  | 22.67   |
| YAGO      | TA-DistMult            | 26.95      | 20.53  | 26.09   |
|           | COMPGCN                | 24.26      | 18.32  | 23.84   |
|           | TuckER                 | 21.92      | 16.61  | 21.42   |
|           | RE-Net                 | 20.92      | 15.70  | 20.61   |

Table 3: Extrapolated link prediction results on six datasets. Evaluation metrics are time-unaware filtered MRR (%) and Hits@1/3/10 (%). The best results are marked in bold.

| Dataset   | Model                  | MRR Hits@1 | Hits@3 | Hits@10 |
|-----------|------------------------|------------|--------|---------|
| ICEWS05-15 | TA-DistMult       | 28.12      | 21.29  | 27.61   |
|           | COMPGCN              | 26.65      | 19.72  | 26.30   |
|           | TuckER               | 24.40      | 18.21  | 23.99   |
|           | RE-Net               | 21.72      | 16.21  | 21.41   |
| GDELF     | TA-DistMult            | 28.12      | 21.29  | 27.61   |
|           | COMPGCN                | 26.65      | 19.72  | 26.30   |
|           | TuckER                 | 24.40      | 18.21  | 23.99   |
|           | RE-Net                 | 21.72      | 16.21  | 21.41   |
| WIKI      | TA-DistMult            | 29.37      | 22.80  | 28.92   |
|           | COMPGCN                | 26.89      | 20.69  | 26.48   |
|           | TuckER                 | 24.04      | 17.96  | 23.74   |
|           | RE-Net                 | 22.95      | 17.52  | 22.67   |
| YAGO      | TA-DistMult            | 26.95      | 20.53  | 26.09   |
|           | COMPGCN                | 24.26      | 18.32  | 23.84   |
|           | TuckER                 | 21.92      | 16.61  | 21.42   |
|           | RE-Net                 | 20.92      | 15.70  | 20.61   |

Table 4: Inductive extrapolated link prediction results on ICEWS05-15. Evaluation metrics are raw, time-aware filtered, and time-unaware filtered MRR (%), Hits@1/3/10 (%). w.o. jump means without stochastic jump method. The best results are marked in bold.

Figure 3: Graphical illustration of long horizontal link forecasting. Given a sequence of graph snapshots $G = \{G(t-k), ..., G(t)\}$, whose length is $k$, test quadruples at $t + \Delta t$ are to be predicted.

4.2.5 Ablation Study

To observe the effectiveness of our stochastic jump method, we conduct an ablation study on two datasets, i.e. ICEWS05-15 and WIKI. We choose these two datasets as the representative of the first type and the second type of datasets. The difference between the two types is explained in Appendix B.1. The improvement of the time-aware filtered MRR brought by the stochastic jump method is illustrated in Figure 4 (a). The stochastic jump method can effectively boost the model performance by incorporating the information provided only by $G(t)$, thus leading to the degradation in capturing the information regarding the links not appearing in $G(t)$.

4.2.6 Time Cost Analysis

Keeping the training time short while achieving a strong performance is significant in model evaluation. We report in Figure 4 (c) the total training time of our model as well as
5. CONCLUSIONS

We propose a novel model for extrapolated link prediction. It is the first model using NODE in temporal knowledge graph reasoning and it learns a continuous graph representation over time. We couple our model with the stochastic jump method, a method to capture the information provided by the change of knowledge graph facts over time. According to experiment results, our model achieves state-of-the-art performance and beats all the baselines. Besides, we also propose two new tasks to validate the potential of link forecasting models, namely inductive link prediction and long horizontal link forecasting. Our model performs well in both tasks and shows its great potential.
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Algorithm 1: Temporal Graph Representation Inference

Input: Global graph embedding \( H_{global} \), timestamps \( t = k, \ldots, t \), tKG snapshots \( G(t-k), \ldots, G(t) \), adjacency matrices \( T(t-k), \ldots, T(t) \), neural network \( F_{model} \), jump coefficient \( w \).

Output: Graph hidden state \( H(t+1) \) at \( t+1 \).

1. \( \text{def set_graph}(F_{model}, G(t)); \)
2. for each graph aggregation layer \( t \) in \( F_{model} \) do
3. \( G^t_i = G(t_i) \)
4. Input \( G^t_i \) into \( F_{model} \)
5. return \( F_{model} \)
6. \( \text{def set_jump}(F_{model}, T(t_i), T(t_k+1)); \)
7. \( T^t = T(t_k+1) \)
8. \( T^t = T(t_k+1) \)
9. Input \( T^t \) into \( F_{model} \)
10. return \( F_{model} \)
11. Initialize \( H(t-k) = H_{global}. \)
12. for \( t' \) in \( [t-k, t] \) do
13. \( F_{model} = \text{set_graph}(F_{model}, G(t')) \)
14. if \( t' = t \) then
15. \( F_{model} = \text{set_jump}(F_{model}, T(t'), T(t') \)
16. else
17. \( F_{model} = \text{set_jump}(F_{model}, T(t-k), T(t')) \)
18. \( H(t+1) = \text{ODESolve}(H(t'), F_{model}, t', t+1, \Theta_{model}, w) \)

Algorithm 1 describes the inference procedure of our model. set_graph and set_jump are defined as same in Figure 2. They stand for two functions to input graph snapshots and jump tensors into neural network \( F_{model} \). In line 3, \( G^t_i \) denotes the input graph of the \( i \)th aggregation layer in \( F_{model} \), and in line 7, \( T^t \) denotes the input jump tensor of \( F_{model} \).

### APPENDIX

#### A. ALGORITHM OF INference PROCEDURE

**Algorithm 1: Temporal Graph Representation Inference**

**Input:** Global graph embedding \( H_{global} \), timestamps \( t = k, \ldots, t \), tKG snapshots \( G(t-k), \ldots, G(t) \), adjacency matrices \( T(t-k), \ldots, T(t) \), neural network \( F_{model} \), jump coefficient \( w \).

**Output:** Graph hidden state \( H(t+1) \) at \( t+1 \).

1. \( \text{def set_graph}(F_{model}, G(t)); \)
2. for each graph aggregation layer \( t \) in \( F_{model} \) do
3. \( G^t_i = G(t_i) \)
4. Input \( G^t_i \) into \( F_{model} \)
5. return \( F_{model} \)
6. \( \text{def set_jump}(F_{model}, T(t_i), T(t_k+1)); \)
7. \( T^t = T(t_k+1) \)
8. \( T^t = T(t_k+1) \)
9. Input \( T^t \) into \( F_{model} \)
10. return \( F_{model} \)
11. Initialize \( H(t-k) = H_{global}. \)
12. for \( t' \) in \( [t-k, t] \) do
13. \( F_{model} = \text{set_graph}(F_{model}, G(t')) \)
14. if \( t' = t \) then
15. \( F_{model} = \text{set_jump}(F_{model}, T(t'), T(t') \)
16. else
17. \( F_{model} = \text{set_jump}(F_{model}, T(t-k), T(t')) \)
18. \( H(t+1) = \text{ODESolve}(H(t'), F_{model}, t', t+1, \Theta_{model}, w) \)

Algorithm 1 describes the inference procedure of our model. set_graph and set_jump are defined as same in Figure 2. They stand for two functions to input graph snapshots and jump tensors into neural network \( F_{model} \). In line 3, \( G^t_i \) denotes the input graph of the \( i \)th aggregation layer in \( F_{model} \), and in line 7, \( T^t \) denotes the input jump tensor of \( F_{model} \).

#### B. EXPERIMENT DETAILS

| Dataset  | \#Nodes  | \#Edges | \#Train | \#Val | \#Test | Time Transatlantic |
|----------|----------|---------|--------|------|-------|-------------------|
| ICEWS14 | 305,495  | 3,145,572 | 269,800 | 263,000 | 263,000 | 24 hours |
| ICEWS18 | 373,018  | 4,995,552 | 49,548 | 49,031 | 49,031 | 24 hours |
| YAGO    | 666,666  | 13,333,333 | 133,333 | 133,333 | 133,333 | 24 hours |
| GDELT   | 365,104  | 46,188,46,037 | 46,188,46,037 | 46,188,46,037 | 46,188,46,037 | 24 hours |
| TTransA | 724,734  | 238,765,305,241 | 7,691 | 7,691 | 7,691 | 15 mins |
| TTransE | 585,364  | 67,585,61,130 | 12,544 | 12,544 | 12,544 | 1 year |
| WIKI    | 165,540  | 19,523,20,026 | 10,623 | 10,623 | 10,623 | 1 year |

**Table 6:** Dataset statistics.

### B.1 Dataset Details

The details of the datasets are stated in Table 6. As explained in [18], the difference between the first type (ICEWS datasets and GDELT) and the second type (WIKI and YAGO) of tKG datasets is that the first type datasets consist of facts that happen multiple times (even periodically) in the whole timeline, while the facts from the second type datasets last much longer and are not likely to happen multiple times. In all the datasets, a fact spans across several timestamps is transformed, following the fashion of [18], into several separate events that take place on a consecutive sequence of timestamps. For example, a fact \((s, r, o, t)\) which lasts from \(t_s\) to \(t_e\) is transformed into several events \(\{ (s, r, o, t_1), (s, r, o, t_1+1), ..., (s, r, o, t_e) \}\), where \(t_1\) represents a unit time.

#### B.2 Time-aware Filtered Setting Example

The following example is stated to explain the reason why the time-aware filtered results are fairer than the time-unknown filtered results. For example, in ICEWS14, we have a test quadruple of interest \((Xi Jinping, Make a visit, New Zealand, 2014-11-26)\) in the test set, and we want to perform the link prediction on the object prediction query \((Xi Jinping, Make a visit, ?)\). We also have another quadruple \((Xi Jinping, Make a visit, South Korea, 2014-07-05)\) in the test set. According to the time-unknown filtered setting 3, \((Xi Jinping, Make a visit, ?)\) from the test set \((Xi Jinping, Make a visit, South Korea, 2014-07-05)\) will be taken as the corrupted triplet, thus causing the triplet \((Xi Jinping, Make a visit, ?)\) from the test set \((Xi Jinping, Make a visit, South Korea, 2014-07-05)\) to be filtered. However, it is unreasonable, because (Xi Jinping, Make a visit, South Korea) is not valid at 2014-11-26. We, therefore, use the time-aware filtered setting, which, in our example, will only filter the triplets \((Xi Jinping, Make a visit, o)\) appearing at 2014-11-26. Here, \(o\) denotes all the objects which form triplets with Xi Jinping and Make a visit at timestamp 2014-11-26.

#### B.3 Detailed Experimental Settings of Baselines

We implement Distmult by ourselves. The embedding sizes are 200. We use the binary cross-entropy loss for parameter learning. We use the original implementation of TuckER[2] The embedding sizes are 200. We use the binary-cross entropy loss for parameter learning. We use the original implementation of COMPGCN[2] We choose COMPGCN coupled with multiplication operator and Distmult score function. The embedding sizes are 200. The hidden layer size is 150. We use the binary cross-entropy loss for parameter learning. We use the implementation of TTransE and T-Distmult provided in [18]. The embedding sizes are 200. We use the binary cross-entropy loss for parameter learning. For T-Distmult, the vocabulary of temporal tokens consists of year, month, day for all the datasets except GDELT. On GDELT, the vocabulary consists of year, month, day, hour,
We use the original implementation of RE-Net\footnote{https://github.com/INK-USC/RE-Net}. The embedding sizes are 200. We follow the setting proposed in \cite{15}. We set the history length to 10 and use the max-pooling when training the global model. In testing, we use the ground truth graph information for link prediction, rather than performing multi-step inference. All the baselines are trained with Adam Optimizer \cite{19} and the batch size is set to 512.

\textbf{B.4 Raw Results}

Raw results are stated in Table 5. our model outperforms all the baseline methods.

\textbf{B.5 Inductive Link Prediction Example}

In a tKG dataset, there exist a group of entities that have interactions with other entities only in the test set. For example, in the test set of ICEWS05-15, we have a test quadruple (Raheel Sharif, Express intent to meet or negotiate, Chaudhry Nisar Ali Khan, 2014-12-29). The entity Raheel Sharif does not appear in the training set, indicating that the aforementioned quadruple contains an entity that only has interactions with other entities in the test set. We call the evaluation of this kind of test quadruples the inductive link prediction analysis because it analyzes the performance of the model regarding the entities which are not seen in the training process.