CONVOLUTION ALGEBRAS FOR RELATIONAL GROUPOIDS
AND REDUCTION
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Abstract. We introduce the notions of relational groupoids and relational convolution algebras. We provide various examples arising from the group algebra of a group $G$ and a given normal subgroup $H$. We also give conditions for the existence of a Haar system of measures on a relational groupoid compatible with the convolution, and we prove a reduction theorem that recovers the usual convolution of a Lie groupoid.
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1
1. Introduction

1.1. Motivation. Symplectic groupoids are fundamental objects in Poisson geometry. Every symplectic groupoid \( G \Rightarrow M \) induces a Poisson structure on \( M \) [24]. Such Poisson manifolds are called integrable, and \( G \) is also called a symplectic realization of \( M \). It is a well-known fact that not all Poisson manifolds are integrable and that there are explicit obstructions to the integration [25]. However, one can associate to every Poisson manifold \( M \) a relational symplectic groupoid [9, 22] which is an infinite-dimensional symplectic manifold, equipped with Lagrangian submanifolds that model the structure maps of a symplectic groupoid. In [29] Hawkins showed that a Poisson manifold can be quantized\(^1\) via a twisted polarized convolution \( C^* \)-algebra of a symplectic groupoid integrating that Poisson manifold.

The first main idea behind this paper is to generalize Hawkins’ approach to arbitrary Poisson manifolds (integrable or not) by generalizing this construction to relational symplectic groupoids. In order to achieve this objective, we introduce the notion of relational groupoids and their corresponding relational convolution algebras, which is an analogue of the convolution algebra in the partial category \( \text{Rel} \) of sets and relations.

We study various examples of relational convolution algebras that arise from extending Haar systems of measures to relational groupoids, and we prove our main result: a reduction theorem for relational convolution algebras, which recovers the usual groupoid convolution algebra. This is also the first step towards proving the “quantization commutes with reduction” conjecture by Guillemin and Sternberg [28] in the setting of groupoid quantization.

In particular, this result serves as the first step towards reduction of its quantization (convolution algebras for relational groupoids). The next step is to construct the polarized algebra for relational symplectic groupoids. In addition to this, we hope to use relational convolution algebras to recover the \( C^* \)-algebra quantization of Poisson pencils via reduction, recovering the results obtained in [8] regarding the Bohr-Sommerfeld groupoid.

The second main idea behind this paper is that the relational symplectic groupoids could be used to study the relation between groupoid quantization and deformation quantization in a field-theoretic way, as follows. Relational symplectic groupoids were introduced in [9, 22] in order to describe the groupoid structure of the phase space of a 2-dimensional topological field theory, the Poisson Sigma Model (PSM)

\(^1\)Loosely speaking, a “quantization” of a Poisson manifold is a non-commutative deformation of the algebra of functions, or a Lie subalgebra of it, subject to a subset of certain axioms put forward by Dirac [26].
[32, 37, 13], before gauge reduction [12]. In [11], Cattaneo and Felder have shown that the perturbative quantization of the PSM using the Batalin–Vilkovisky (BV) formalism [4, 5, 6] yields Kontsevich’s star product [33], a deformation quantization associated to any Poisson manifold. It was shown by Cattaneo, Mnev and Reshetikhin in [15], that the BV formalism can be extended to deal with the perturbative quantization of gauge theories on manifolds with boundary by coupling the Lagrangian approach of the Batalin–Vilkovisky construction [4, 5, 6] in the bulk to the Hamiltonian approach of the Batalin–Fradkin–Vilkovisky construction [3, 27, 38] on the boundary. This is known today as the BV-BFV formalism [16]. Recently [17], this formalism has been applied to the relational symplectic groupoid for constant Poisson structures, linking the BV-BFV perturbative quantization of the relational symplectic groupoid and Kontsevich’s star product in this case by methods of cutting and gluing for Lagrangian evolution relations.

These constructions have been partially extended to a wider class of Poisson structures and source manifolds in [19] and more general AKSZ theories [1] in [18]. We expect these results to be generalized to yield a BV-BFV description of a global deformation quantization for general Poisson manifolds, not necessarily Kontsevich’s star product, which might produce some interesting algebraic structures. A clear and explicit connection between geometric quantization (in terms of $C^*$-algebras) of the reduced phase space and deformation quantization of Poisson manifolds, via the PSM [11], remains an open question. By constructing relational convolution algebras for the PSM, we hope to connect Kontsevich’s and Hawkins’ approaches via BV-BFV quantization of the relational symplectic groupoid in the future. Eventually, these techniques might also help to generalize Kontsevich’s star product to higher genera. In particular, the convolution algebra of a relational symplectic groupoid is the first step towards prescribing a field-theoretic interpretation of the $C^*$-algebra quantization of Poisson manifolds, in terms of the non perturbative PSM [7].

Another motivation to this paper is the connection between groupoids and Frobenius objects in a dagger monoidal category. For instance, a representative example of a relational convolution algebra is the relational group algebra, a version up to equivalence, of the group algebra of a group $G$. Group algebras are particular cases of Frobenius algebras, so relational convolution algebras provide a new class of examples of Frobenius objects in the category of sets and relations, which are also in correspondence with groupoids [30, 34]. In a work in preparation [23], we study Frobenius objects arising from groupoids in the category of spans, via simplicial sets.

1.2. Notation and conventions. We will denote groups or groupoids by usual letters $G, H, K$ and relational groups or relational groupoids by calligraphic letters $\mathcal{G}, \mathcal{H}, \mathcal{K}$. Moreover, we will use Greek letters to denote elements in the set of morphisms of a groupoid. Latin letters $g, h, k$ (or $g_1, g_2, \ldots$) will be used for elements of a relational groupoid $(\mathcal{G}, L, I)$. We will put an underline for a (relational) group(oid)
to express the corresponding space observed after reduction. Underlined Latin letters \(g, h, k\) (or \(g_1, g_2, \ldots\)) will denote that the given object is obtained by reduction. A slashed arrow between two sets \(A \not\rightarrow B\) denotes a relation from \(A\) to \(B\), i.e. a subset of \(A \times B\). In this manuscript we treat relations as subsets of the Cartesian product, and the domain and codomain of the relation are prescribed in case it is ambiguous. Latin letters \(x, y, z\) (or \(x_1, x_2, \ldots\)) will denote elements in the space of objects (base) of a (relational) groupoid. Functions will be denoted by \(f_1, f_2, \ldots\) to avoid confusion with elements of a (relational) group(oid).
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2. Background material

2.1. Groupoids. Recall that a groupoid is a small category whose morphisms are invertible. We denote a groupoid by \(G \Rightarrow M\), endowed with source map \(s: G \to M\) and target map \(t: G \to M\), where \(G\) is the set of morphisms and \(M\) the set of objects. We denote by \(G^{(k)} \subset G^{\times k}\) the subset of \(k\)-composable morphisms, that is

\[
G^{(k)} = \{ (\alpha_1, \ldots, \alpha_k) \in G^{\times k} | t(\alpha_{i+1}) = s(\alpha_i), i = 1, \ldots, k - 1 \} = G \times_{(s,t)} \cdots \times_{(s,t)} G.
\]

We denote by \(m: G^{(k)} \to G\) the multiplication (composition of morphisms).

Definition 2.1 (Lie groupoid). A Lie groupoid is a groupoid where \(M\) and \(G\) are smooth manifolds and all structure maps are smooth. The source and target maps are surjective submersions, which guarantees that the spaces of \(k\)-composable morphisms are smooth manifolds.

A particular item of interest are Lie groupoids with a symplectic structure [40].

Definition 2.2 (Symplectic groupoid). A symplectic groupoid is a Lie groupoid \(G \Rightarrow M\), where the space of morphisms is endowed with a symplectic form \(\omega \in \Omega^2(G)\).
such that the graph of the multiplication \( m: G \times G \to G \) is a Lagrangian submanifold of \((G, \omega) \times (G, \omega) \times (G, -\omega)\).

The definition above is equivalent to saying that the symplectic form \( \omega \) is multiplicative, i.e.

\[
m^*(\omega) = \pi_1^*(\omega) + \pi_2^*(\omega),
\]

where \( \pi_1 \) and \( \pi_2 \) are projections of \( G^{(2)} = G \times_{(s,t)} G \) onto its first and second component, respectively. Definition 2.2 is restrictive, e.g. one can show that there are no symplectic groups. Furthermore, the following theorem holds [40]:

**Theorem 2.3.** Let \((G, \omega) \rightrightarrows M\) be a symplectic groupoid. Then

(i) There is a unique Poisson structure \( \Pi \) on \( M \) such that the source map \( s \) is a Poisson map.

(ii) If \( \varepsilon \) denotes the unit map, then \( \varepsilon(M) \) is a Lagrangian submanifold of \( G \).

(iii) If \( \iota \) denotes the inverse map, then the graph of \( \iota \) is a Lagrangian submanifold of \( G \times G \).

2.2. **Groupoid convolution algebras.** There are several equivalent ways to define a convolution algebra on groupoids. They differ on the choice of the spaces in which the measures are defined. We first recall the construction of a Haar system on source fibers [21, 31], and then we describe an equivalent system of measures on \((s \times t)\)-fibers. The latter is more suitable for the generalization to relational groupoids. In the sequel \( C_c(G) \) denotes the space of continuous functions on \( G \) with compact support.

**Definition 2.4 (Right Haar system on \( s \)-fibers).** A right Haar system on a Lie groupoid \( G \rightrightarrows M \) is a smooth family of smooth measures \( (\mu_x)_{x \in M} \) on the source fibers \( G_x := s^{-1}(x) \) such that

(i) For all \( f \in C_c(G) \), then \( s_* f(x) = \int_{G_x} f d\mu_x \) defines a smooth function \( s_* f \in C_c(M) \).

(ii) For \( \gamma: x \to y \), the right-multiplication diffeomorphism \( R_\gamma: G_y \to G_x \) is measure-preserving:

\[
(R_\gamma)_* \mu_y = \mu_x.
\]

**Definition 2.5 (Groupoid convolution algebra).** Let \( G \rightrightarrows M \) be a Lie groupoid with a right Haar system \((\mu_x)_{x \in M} \). Then its groupoid convolution algebra is \((C_c(G, \mathbb{C}), \star)\), continuous functions with compact support on \( G \) with values in \( \mathbb{C} \), equipped with the groupoid convolution product

\[
\star: C_c(G, \mathbb{C}) \times C_c(G, \mathbb{C}) \to C_c(G, \mathbb{C})
\]

defined by

\[
(f_1 \star f_2)(\gamma) = \int_{G_{s(\gamma)}} f_1(\gamma \circ \eta^{-1}) f_2(\eta) d\mu_{s(\gamma)}(\eta).
\]

**Proposition 2.6.** The convolution product \( \star \), defined as in (2.4), is associative.
Proof. Let \( f_1, f_2, f_3 \in C_c(G, \mathbb{C}) \) and consider, on the one hand,

\[
((f_1 \star f_2) \star f_3)(\gamma) = \int_{G_{s(\gamma)}} (f_1 \star f_2)(\gamma \circ \eta^{-1}) f_3(\eta) d\mu_{s(\gamma)}(\eta)
\]

\[
= \int_{G_{s(\gamma)}} \int_{G_{s(\gamma)}} f_1(\gamma \circ \eta^{-1} \circ \beta^{-1}) f_2(\beta) f_3(\eta) d\mu_{s(\gamma)}(\beta) d\mu_{s(\gamma)}(\eta)
\]

Now set \( \tau = \beta \circ \eta \). We have \( R_\eta : G_{s(\gamma \circ \eta^{-1})} \rightarrow G_{s(\gamma)} \), and using right-invariance of the measure, it follows that the above expression equals

\[
\int_{G_{s(\gamma)}} \int_{G_{s(\gamma)}} f_1(\gamma \circ \eta^{-1} \circ (\tau \circ \eta^{-1})^{-1}) f_2(\tau \circ \eta^{-1}) f_3(\eta) d\mu_{s(\gamma \circ \eta^{-1})}(\beta) d\mu_{s(\gamma)}(\eta)
\]

\[
(2.5) = \int_{G_{s(\gamma)}} \int_{G_{s(\gamma)}} f_1(\gamma \circ \eta^{-1}) f_2(\eta) f_3(\eta) d\mu_{s(\gamma)}(\gamma) d\mu_{s(\gamma)}(\eta)
\]

On the other hand,

\[
(f_1 \star (f_2 \star f_3))(\gamma) = \int_{G_{s(\gamma)}} f_1(\gamma \circ \eta^{-1}) (f_2 \star f_3)(\eta) d\mu_{s(\gamma)}(\eta)
\]

\[
= \int_{G_{s(\gamma)}} \int_{G_{s(\eta)}} f_1(\gamma \circ \eta^{-1}) f_2(\eta \circ \tau^{-1}) f_3(\tau) d\mu_{s(\eta)}(\eta) d\mu_{s(\gamma)}(\gamma)
\]

This expression equals (2.5) upon exchanging \( \eta \) and \( \tau \). \qed

The following equivalent definition of groupoid Haar system can be found in [41].

**Definition 2.7** (Haar systems on \((s, t)\)-fibers). Let \( G_{(x,y)} = \{ g \in G \mid s(g) = x, t(g) = y \} \). A **Haar system** on these fibers is defined similarly as in Definition 2.4, with the requirement that, for \( f \in C_c(G_{(x,y)}, \mathbb{C}) \), if

\[
\mu_{xy}(f) = \int_{G} f(g_{x,y}) d\mu(g_{x,y}),
\]

the function

\[
\mu(f) : M \times M \rightarrow \mathbb{C}, \quad (x, y) \mapsto \mu_{xy}(f_{G_{x,y}})
\]

is in \( C_c(M \times M) \), whenever \( f \in C_c(G) \).

**Example 2.8** (Action groupoid). Let \( G \) be a locally compact group acting continuously on a locally compact Hausdorff space \( X \), then \( G \times X \) (as an action groupoid) admits a (right) Haar system \( \{ \delta_x, \mu \} \) where \( \mu \) is a Haar measure on \( G \) and \( \delta_x \) is the Dirac measure at \( x \in X \).

**Remark 2.9.** The groupoid convolution algebra has an involutive \(*\)-operation given by

\[
(2.6) \quad f^*(\gamma) = \overline{f(\gamma^{-1})}.
\]

In order to obtain groupoid \( C^*\)-algebras we need to use completion with respect to a certain norm and a given convolution algebra representation.
Definition 2.10 (Left regular representation). The left regular representation of the groupoid convolution algebra is a map, for all \( x \in M \),

\[
\lambda_x : C_c(G) \to B(L^2(G_x))
\]

which for \( f \in C_c(G), h \in L^2(G_x) \) and \( \gamma \in G_x \) is given by

\[
(\lambda_x(f)h)(\gamma) = (f \ast h)(\gamma) = \int_{G_s(\gamma)} f(\gamma \circ \eta^{-1})h(\eta) d\mu_s(\gamma)(\eta).
\]

Definition 2.11 (Reduced groupoid \( C^* \)-algebra). The reduced groupoid \( C^* \)-algebra of \( G \) is the completion of a groupoid convolution algebra \( C_c(G) \) with respect to the norm

\[
||f|| = \sup_x ||\lambda_x(f)||_{B(L^2(G_x))}.
\]

3. Relational groupoids

3.1. The category of relational groupoids.

Definition 3.1 (Relational groupoid). A relational groupoid is a triple \((G, L, I)\) such that

1. \( G \) is a set.
2. \( L \) is a subset of \( G \times G \times G \)
3. \( I : G \to G \) is a function,

satisfying the following axioms:

- **A.1** \( L \) is cyclically symmetric, i.e. if \((g, h, k) \in L\), then \((h, k, g) \in L\).
- **A.2** \( I \) is an involution (i.e. \( I^2 = \text{id} \)).
- **A.3** Let \( T \) denote the transposition map:

\[
T : G \times G \to G \times G
\]

\[
(g, h) \mapsto (h, g).
\]

Then

\[
I \circ L = L \circ T \circ (I \times I).
\]

- **A.4** Let

\[
L_3 := I \circ L : G \times G \to G.
\]

The following equality holds

\[
L_3 \circ (L_3 \times \text{id}) = L_3 \circ (\text{id} \times L_3)
\]

- **A.5** Denoting by \( L_1 \) the morphism \( L_1 := L_3 \circ I : * \to G \), then

\[
L_3 \circ (L_1 \times L_1) = L_1.
\]

- **A.6**

If we define the morphism

\[
L_2 := L_3 \circ (L_1 \times \text{id}) : G \to G,
\]

then the following equations hold
(i) \( L_2 = L_3 \circ (\text{id} \times L_1) \).

(ii) \( L_2 \) leaves \( L_1, L_2 \) and \( L_3 \) invariant, i.e.

\[
\begin{align*}
L_2 \circ L_1 &= L_1 \\
L_2 \circ L_2 &= L_2 \\
L_2 \circ L_3 &= L_3 \circ (L_2 \times L_2) = L_3.
\end{align*}
\]

(iii) \( I \circ L_2 = L_2 \circ I \) and \( L_2 \) is a symmetric relation.

**Definition 3.2** (Relational Lie groupoid). A relational Lie groupoid \( (\mathcal{G}, L, I) \) such that \( \mathcal{G}, L \) and \( I \) are smooth manifolds and smooth relations, respectively.

The next proposition says we can equally well define a relational groupoid through the relations \( L_1, L_2, L_3 \) defined in Definition 3.1 above.

**Proposition 3.3.** The data \( (\mathcal{G}, L, I) \) and \( (\mathcal{G}, I, L_1, L_2, L_3) \) are equivalent.

**Proof.** Clearly we are able to obtain the relations \( L_i \) from \( (\mathcal{G}, L, I) \). Now, assume that \( (\mathcal{G}, I, L_1, L_2, L_3) \) is given. Then \( L \) is recovered using that \( L = I \circ L_3 \), and therefore the axioms \( \textbf{A.1} - \textbf{A.6} \) can be written just in terms of \( L_i \) and \( I \). \( \square \)

**Definition 3.4** (Relational subgroupoid). Let \( (\mathcal{G}, L, I) \) be a relational groupoid. A relational groupoid \( (\mathcal{H}, L_{\mathcal{H}}, I_{\mathcal{H}}) \) is a relational subgroupoid of \( \mathcal{G}, L, I \) if \( \mathcal{H} \subseteq \mathcal{G}, L_{\mathcal{H}} \subseteq L, I_{\mathcal{H}} \subseteq I \).

**Definition 3.5** (Morphism of relational groupoids). Let \( (\mathcal{G}_1, L_{\mathcal{G}_1}, I_{\mathcal{G}_1}) \) and \( (\mathcal{G}_2, L_{\mathcal{G}_2}, I_{\mathcal{G}_2}) \) be two relational groupoids. A morphism \( F : \mathcal{G}_1 \to \mathcal{G}_2 \) is a relational subgroupoid of \( \mathcal{G}_1 \times \mathcal{G}_2 \).

We can extend the category of groupoids \( \text{Grpd} \) to the category of relational groupoids \( \text{RelGrpd} \).

**Remark 3.6.** The category \( \text{RelGrpd} \) is endowed with an involution \( \dagger : \text{(RelGrpd)}^{op} \to \text{RelGrpd} \) that is the identity on objects and is the relational converse of morphisms, i.e. for \( f : A \to B \) we get \( f^\dagger := \{(b, a) \in B \times A \mid (a, b) \in f\} \).

### 3.2. Graphical interpretation of the axioms.

- **A.1** encodes the cyclic behaviour of the multiplication and inversion maps for groups, namely, if \( g, h, k \) are elements of a group \( G \) with unit \( e \) such that \( ghk = e \), then \( gh = k^{-1}, hk = g^{-1}, kg = h^{-1} \).
- **A.2** encodes the involutivity property of the inversion map of a group, i.e. \( (g^{-1})^{-1} = g, \forall g \in G \).
- **A.3** encodes the compatibility between multiplication and inversion: \( (gh)^{-1} = h^{-1}g^{-1}, \forall g, h \in G \).
• A.4 encodes the associativity of the product: \( g(hk) = (gh)k, \forall g, h, k \in G. \)
• A.5 encodes the property of the unit of a group of being idempotent: \( ee = e. \)
• The axiom A.6 states an important difference between the construction of relational groupoids and usual groupoids. The compatibility between the multiplication and the unit is defined up to an equivalence relation, denoted by \( L_2, \) whereas for groupoids such compatibility is strict; more precisely, for groupoids such equivalence relation is the identity. In addition, the multiplication and the unit are equivalent with respect to \( L_2. \)

Figure 1 illustrates the diagrammatic of the relational groupoid axioms.

3.3. **Relational groups as relational groupoids.** The following is a representative example of relational groupoids: it is given by a group \( G \) and a normal subgroup \( H \) of \( G. \)

**Example 3.7** (Relational groups). Let \( G \) be a group with multiplication \( m: G \times G \to G \) and \( H \trianglelefteq G \) a normal subgroup. Denote by \( \sim_H \subset G \times G \) the equivalence relation \( g_1 \sim_H g_2 \iff \exists h \in H \) such that \( m(h, g_1) = g_2. \) Moreover, define

\[
\begin{align*}
L_3 &:= \{(g_1, g_2, m(m(g_1, g_2), h)) \mid g_1, g_2 \in G, h \in H\} \subset G \times G \times G, \\
L_2 &:= \sim_H \subset G \times G, \\
L_1 &:= H \trianglelefteq G, \\
I &:= g \mapsto g^{-1}.
\end{align*}
\]

Then the quintuple \((G, I, L_1, L_2, L_3)\) defines a relational groupoid.

**Proof.** We need to check the axioms of a relational groupoid as in Definition 3.1 explicitly. We will not always write the multiplication map by \( m \) but instead \( g_1, g_2 := m(g_1, g_2). \) To see Axiom A.1, let \((g_1, g_2, g_3) \in L, \) we want to show \((g_3, g_1, g_2) \in L \) or \((g_3, g_1, g_2^{-1}) \in L_3. \) Then \( g_3 = (g_1 g_2 h)^{-1} \) for some \( h \in H \) and \( g_3 g_1 = h^{-1} g_2^{-1}. \)

By normality, \( h^{-1} g_2^{-1} = g_2^{-1} h' \) with \( h' \in H \) and so \((g_3, g_1, g_2^{-1}) \in L_3. \) Clearly \( I \) is an involution, hence A.2 holds. Axiom A.3 (3.1) follows from the fact that \( L = I \circ L_3 \) and that for group elements \( g_1, g_2 \) we have \( I(g_1 g_2) = (g_1 g_2)^{-1} = g_2^{-1} g_1^{-1} = I(g_2) I(g_1), \) and normality. Next we want to show A.4 (3.2). Consider an element \((g_1, g_2, g_1 g_2 h) \in L_3 \) for some \( h \in H. \) Consider the diagram of relations

\[
\begin{align*}
&\xymatrix{ \mathcal{G} \rtimes \mathcal{G} \ar[rrr]^{L_3 \circ (L_3 \times \text{id})} \ar[rrrrl]_{L_3 \circ (\text{id} \times L_3)} & & & \mathcal{G} \times \mathcal{G} & \mathcal{G} \times \mathcal{G} \ar[lllll]_{L_3} } \\
&\xymatrix{ \mathcal{G} \times \mathcal{G} \ar[rrr]^{L_3 \circ (L_3 \times \text{id})} \ar[rrrrl]_{L_3 \circ (\text{id} \times L_3)} & & & \mathcal{G} \times \mathcal{G} & \mathcal{G} \times \mathcal{G} \ar[lllll]_{L_3} } \\
&\xymatrix{ \mathcal{G} \times \mathcal{G} \ar[rrr]^{L_3 \circ (L_3 \times \text{id})} \ar[rrrrl]_{L_3 \circ (\text{id} \times L_3)} & & & \mathcal{G} \times \mathcal{G} & \mathcal{G} \times \mathcal{G} \ar[lllll]_{L_3} }
\end{align*}
\]

Let us first look at the relation \( L_3 \circ (L_3 \times \text{id}). \) It follows that \((g_1, g_2, g_3) \sim (g_1 g_2 h_1, g_3) \sim g_1 g_2 h_1 g_3 h_2 \) with \( h_1, h_2 \in H \) and \( g_1, g_2, g_3 \in \mathcal{G}. \) Now using normality of \( H \) we get
The special relations $L$, $I$, $T$ and $\text{id}$

The structure relations $L_1$, $L_2$ and $L_3$

The axioms A.1–A.6

Figure 1. Diagrammatics of a relational groupoid

$h_1g_3 = g_3h'_1$, for some $h'_1 \in \mathcal{H}$, and setting $\bar{h} := h'_1h_2$ we get $g_1g_2h_1g_3h_2 = g_1g_2g_3\bar{h} \in g_1g_2g_3\mathcal{H}$. On the other hand, if we look at the relation $L_3 \circ (\text{id} \times L_3)$, we get
Next we show A.5 (3.3). Consider the relations

\[(g_1, g_2, g_3) \sim (g_1, g_2g_3h_3) \sim g_1g_2g_3h_3h_4 \in g_1g_2g_3H.\]

where we have \(* \sim (h_1, h_2)\) with \(h_1, h_2 \in H\) and then \((h_1, h_2) \sim h_1h_2h_3 =: \tilde{h} \in H\).

On the other hand we have a relation \(L_1\) for \(* \sim h\) for any element \(h\) of \(H\). Next we show A.6 (3.4). Let us look at

\[(3.15)\]

and consider first the relation \(L_3 \circ (\text{id} \times L_1)\). Take \(g \in G\) then we get \(g \sim (g, h_1)\) for \(h_1 \in H\) and \((g, h_1) \sim g\tilde{h} \in gH\) with \(\tilde{h} = h_1h_2 \in H\). On the other hand if we consider the relation \(L_2\) we get for \(g \in G\) and \(h \in H\) that \(g \sim gh \in gH\). Next we show A.6 (3.5). Consider the relations

\[(3.16)\]

and let us first look at the relation \(L_2 \circ L_1\). The relation \(L_1\) is \(* \sim h\) for any element in \(h \in H\) and then by \(L_2\) we get \(* \sim \tilde{h} \sim \tilde{h} := hh \in H\). Since \(H\) is in particular a subgroup, we get \(* \sim h\) for any \(h \in H\), which is \(L_1\). Finally, we show A.6 (3.6). Then we have the following relations
and clearly we have that \( L_2 \) gives for an element \( g \in G \) that \( g \sim gh_1 \) for \( h_1 \in H \) and then again \( gh_1 \sim gh_1h_2 = gh \in gH \) with \( h = h_1h_2 \in H \), which gives the same relation as just \( L_2 \). Similarly, we can show for A.6 (3.7) that also the last diagram commutes, completing the proof.

For later use we record some simple examples of relational groups below.

**Example 3.8** (A finite example). One can check that \( G = \mathbb{Z}_4 \) with normal subgroup \( H = \mathbb{Z}_2 \triangleleft \mathbb{Z}_4 \) together with the canonical relations as in Example 3.7 is a relational group and hence a relational groupoid.

**Example 3.9** (Discrete example: integers modulo \( n \)). We want to consider the example of \( \mathbb{Z}/n\mathbb{Z} \) for some \( n \geq 2 \). Hence, let \( G = \mathbb{Z}, L_1 = n\mathbb{Z}, L_2 = \{(a,b) \in \mathbb{Z} \times \mathbb{Z} \mid a - b \in n\mathbb{Z}\} \) and \( L_3 = \{(a,b,c) \in \mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} \mid \exists k \in \mathbb{Z} : a + b + nk = c\} \).

**Example 3.10** (A continuous example). Let \( G = S^1 := \{z \in \mathbb{C} \mid |z| = 1\} \) and let \( L_1 = \{\zeta \in \mathbb{C} \mid \zeta^n = 1\} \triangleleft S^1 \) be the normal subgroup of \( n \)-th roots of unity. We define the relation

\[
L_2 = \left\{(z,w) \in S^1 \times S^1 \mid \exists k \in \{0,1,\ldots,n-1\} \text{ such that } \arg(w) - \arg(z) = \frac{2\pi k}{n}\right\}.
\]

In particular, \( z \sim w \) if and only if \( \exists \zeta \in L_1 \) such that \( z \cdot \zeta = w \) for \( z, w \in S^1 \). We define \( L_3 = \{(z,w,z \cdot w \cdot \zeta) \in S^1 \times S^1 \times S^1 \mid |z,w,\zeta| \in L_1\} \subset S^1 \times S^1 \times S^1 \). Moreover, we define the map \( I \) by complex conjugation \( z \mapsto \bar{z} \). Then one can check that this is indeed a relational group as in Example 3.7 and hence a relational groupoid.
3.4. Additional Examples. Here are some other simple examples of relational groupoids that are not relational groups.

**Example 3.11** (Relational group bundle). Example 3.7 can be extended to a parametrized family of relational groups. The local model in this example is $\mathcal{G} \times \mathbb{R}^k$, where at each point $p$ in $\mathbb{R}^k$ there is a fiber that we identify with $\mathcal{G}$. For instance, Example 3.10 can be extended to the relational bundle $S^1 \times \mathbb{R} \to \mathbb{R}$, where each fiber is isomorphic to the relational group $\mathcal{G} = S^1$ and at each fiber, the normal subgroup of $n$-th roots of unity is chosen.

**Example 3.12** (Groupoids). Of course, groupoids, as in Section 2.1, are also examples of relational groupoids. If $(G, m)$ is a groupoid, then $L := \text{Graph}(I \circ m)$, $I(g) = g^{-1}$ makes $G$ into a relational groupoid. In this case, the special relations are given as follows: $L_1 \subset G$ is the unit section, $L_2 = \text{diag}_G \subset G \times G$ is the diagonal, and $L_3 = \text{Graph}(m)$.

3.5. Relational symplectic groupoids.

**Definition 3.13.** A relational symplectic groupoid is a relational groupoid $(G, L, I)$ where

1. $G$ is a weak symplectic manifold
2. $L$ is an immersed Lagrangian submanifold of $G \times G \times G$, where $\mathcal{G}$ denotes $G$ equipped with the negative of the given symplectic form.
3. $I$ is an antisymplectomorphism of $G$.

**Example 3.14.** In [9, 22] it is proven that the phase space of the Poisson Sigma Model (PSM) $^3$ is an example of a infinite-dimensional relational symplectic groupoid.

3.6. Reduction of relational groupoids. One of the key properties of a relational groupoid is the fact that $L_2$ encodes the information of an equivalence relation. In general $L_2$ is not necessarily an equivalence relation on the whole of $G$, but on a subset $C$, called the constraint set.

**Proposition 3.15.** Define $C := L_2 \circ \mathcal{G}$, where $\mathcal{G}$ is considered as the relation $\ast \to \mathcal{G}$. Then $L_2$ is an equivalence relation on $C$.

**Proof.** The fact that $L_2$ is transitive and symmetric follows from Axiom A.6 ($L_2 \circ L_2 = L_2$ and $L_2^\dagger = L_2$). Reflexivity follows from the definition of $C$. $\square$

**Theorem 3.16.** Let $(G, I, L_1, L_2, L_3)$ be a relational groupoid. Then $\mathcal{G} = C/L_2$ is a groupoid and the quotient map $q$ is a morphism of relational groupoids.

---

$^2$In the infinite-dimensional setting we restrict to the case of Banach manifolds (when the regularity type of fields is fixed) $\mathcal{G}$ endowed with a closed 2-form $\omega$, such that the induced map $\omega^\sharp: T\mathcal{G} \to T^*\mathcal{G}$ is injective. The result also holds for smooth fields and Fréchet manifolds.

$^3$where the source space is a disk, and the target space is a Poisson manifold.
Proof. First, let us consider the following relations, that are the relational analogues of the source and target maps:

\[ S := \{(c, \ell) \in C \times L_1 \mid \exists g \in \mathcal{G} \text{ s.t. } (\ell, c, g) \in L_3\} \]

and

\[ T := \{(c, \ell) \in C \times L_1 \mid \exists g \in \mathcal{G} \text{ s.t. } (c, \ell, g) \in L_3\}. \]

It follows from the definition that \( T = I \circ S \) and furthermore, if \( M := L_1/L_2 : s := \mathcal{S} : \mathcal{G} \to M \) is a surjective map, where \( \mathcal{S} = q \circ S \) is the reduction of \( S \).

\[ \square \]

Example 3.17 (Relational group). Following Example 3.7, the reduction of a relational group is a (set theoretical) group. If in addition we impose the condition that \( G \) is a Lie group, and \( H \) is closed subgroup, then the quotient is a Lie group.

Example 3.18 (Relational pair groupoid). Let \( G \) be a set. Then one can define its pair groupoid by \( G \times G \rightrightarrows G \), where \( s \) and \( t \) are given by projection to the first and second factor respectively. For two elements \((g, h)\) and \((h, k)\), composition is given by \((g, h)(h, k) = (g, k)\). The inverse is defined by \((g, h)^{-1} = (h, g)\). We can define a relational pair groupoid in a similar way. For a relational version of this example, let \( \mathcal{G} \) be a set and an equivalence relation \( R \). We then define the relational groupoid \( \mathcal{G} \times \mathcal{G} \), where \( L_1 = \mathcal{G} \), \( L_2 = R \times R \), and \( L_3 \) is given by composition of relations. In case that the equivalence relation \( R \) is the identity, we recover the pair groupoid after \( L_2 \)-reduction.

Example 3.19 (Relational symplectic groupoid). If \( M \) is an integrable Poisson manifold, then the reduction of the infinite-dimensional relational symplectic groupoid of Example 3.14 is a finite-dimensional symplectic groupoid integrating the Poisson manifold \( M \). See [9, 22] for the details of the reduction procedure and how it coincides with the gauge reduction of the Poisson Sigma Model.

The previous results and examples allow us to connect different constructions on relational groupoids with standard notions on groupoids, via reduction. For instance, in the next subsection we introduce actions of relational groupoids, that are necessary to describe the compatibility of measures (relational Haar systems) and the structure relations in Section 4.

3.7. Relational groupoid actions. First, following the characterization of the Haar measure on groups via right-invariance, we introduce the notion of relational right action. Right, left, and adjoint group actions are natural examples of relational group actions, and also Haar measures (on groups and relational groups) are invariant with respect to the right relational group action. Also, the conditions (i) and (ii) of a relational Haar system in Definition 4.2 encode the invariance with respect to relational right actions.

Definition 3.20 (Relational right action). Let \((\mathcal{G}, L, I)\) be a relational groupoid and let \( Z \) be a set with an equivalence relation \( L_Z \). A relational right action of \( \mathcal{G} \) on \( Z \) is a relation \( \rho : Z \times \mathcal{G} \rightrightarrows Z \) such that
(1) we have
\[ \rho \circ (\rho \times \text{id}_G) = \rho \circ (\text{id}_Z \times L_3) \]
as relations \( Z \times \mathcal{G} \times \mathcal{G} \not\rightarrow Z \).

(2) The relation \( \rho_{L_1} : Z \not\rightarrow Z \) given by
\[ \rho_{L_1} = \{ (x, y) \in Z \times Z \mid \exists g \in L_1, (x, g, y) \in \rho \} \]
coincides with the equivalence relation \( L_Z \) on \( Z \), i.e. \( \rho_{L_1} = L_Z \).

We also say that \((G, L, I)\) acts on \((Z, L_Z)\) by relations from the right. Sometimes we drop \( L_Z \) notation.

An obvious example is the action of a relational groupoid on itself from the right:

**Example 3.21.** Let \( \mathcal{G} \) be a relational groupoid. Then setting \( \rho = L_3 \) defines a relational right action of \( \mathcal{G} \) on \((G, L_1)\).

**Proof.** This follows directly from axioms **A.4** (associativity) and **A.6** (unitality) of Definition 3.1. \( \square \)

Of course, there is an analogous definition of left relational action, and relational groupoids also act on themselves from the left.

We can generalize the relation \( \rho_{L_1} \) defined above to an arbitrary subset of \( \mathcal{G} \).

**Definition 3.22** (Relational action). Let \((\mathcal{G}, L, I)\) be a relational groupoid and suppose that \( \mathcal{G} \) acts on \( Z \) by relations and let \( S \subset \mathcal{G} \) be any subset of \( \mathcal{G} \). Then we define the relation \( R_S : Z \rightarrow Z \) by
\[ R_S := \{ (z_1, z_2) \in Z \times Z \mid \exists g \in S, (z_1, g, z_2) \in \rho \} \]
For \( S = \{ g \} \subset \mathcal{G} \), we write \( R_S = R_g \).

For \( g, h \in \mathcal{G} \), we denote \( gh := \{ x \in \mathcal{G} \mid (g, h, x) \in L_3 \} \). With this notation, we have the following proposition:

**Proposition 3.23.** Let \((\mathcal{G}, L, I)\) be a relational groupoid and let \( g, h \in \mathcal{G} \), which acts on a set \( Z \) from the right. Then
\[ R_h \circ R_g = R_{gh}. \]

4. Relational convolution algebras

4.1. Relational Haar systems. Let \((\mathcal{G}, L, I)\) be a relational groupoid. As for a usual groupoid, we denote by
\[ \mathcal{G}^{(2)} := \{ (g, h) \in \mathcal{G} \times \mathcal{G} \mid \exists k \in \mathcal{G} \text{ s.t. } (g, h, k) \in L_3 \} \]
the set of composable pairs in \( \mathcal{G} \). For \( k \in \mathcal{G} \), we denote by \( \mathcal{G}_k^{(2)} \) the set of pairs that compose to \( k \), i.e. we have
\[ \mathcal{G}_k^{(2)} := \{ (g, h) \in \mathcal{G} \times \mathcal{G} \mid (g, h, k) \in L_3 \} \]
Recall that we have the quotient groupoid \( \mathcal{G}/L_2 \) and there is a relation \( q : \mathcal{G} \rightarrow \mathcal{G} \) which, restricted to \( \mathcal{C} \times \mathcal{G} \), is the graph of a surjective map that we will also denote \( q \).

It is clear from the definitions that for every \( g \in \mathcal{C} \) we have \( \mathcal{G}_g^{(2)}/(L_2 \times L_2) = \mathcal{G}_g^{(2)} \).
and we denote the quotient map \( q_g : G_g^{(2)} \rightarrow \tilde{G}_g^{(2)} \), where we denote \( q(g) =: \overline{g} \).

We will need the following terminology from measure theory (see e.g. \([2, 20]\)).

**Definition 4.1** (Disintegrating measure). Let \( \mu \) be a measure on a set \( Y \) and let \( q : Y \rightarrow X \) be a map. Moreover, let \( \nu = q_*\mu \) be the pushforward measure on \( X \). We say that \( \mu \) disintegrates with respect to \( q \) if there exists a family of probability measures \((\mu_x)_{x \in X}\) such that

- For all \( \mu \)-measurable sets \( E \subset Y \), the function \( x \rightarrow \mu_x(E) \) is \( \nu \)-measurable.
- \( \mu_x(Y \setminus q^{-1}(x)) = 0 \) for \( \nu \)-almost every \( x \in X \).
- For all \( \mu \)-measurable functions \( f : Y \rightarrow \mathbb{R} \), we have
  \[
  \int_Y f \, d\mu = \int_X \int_{q^{-1}(x)} f(y) \, d\mu_x(y) \, d\nu(x).
  \]

A measure \( \mu \) disintegrates under fairly general assumptions, e.g. when \( X, Y \) are Radon spaces and \( q \) is Borel-measurable. The family \( \mu_x \) is uniquely determined \( \nu \)-almost everywhere (and in turn determines the measure \( \mu \)). See \([36]\) for a detailed account.

We now define a relational Haar system as follows.

**Definition 4.2** (Relational Haar system). Let \( G \) be a relational groupoid, \( \mathcal{G} \) its quotient groupoid and \( q : C \rightarrow \mathcal{G} \) the quotient map. A relational Haar system on \( G \) is a system of measures \( \mu_g \) on \( G_g^{(2)} \), \( g \in G \) such that \( \mu_g = 0 \) for \( g \in G \setminus C \) and for \( g \in C \) we have

(i) If \( g = q(g') \) then \( (q_g)_*\mu_g = (q_{g'})_*\mu_{g'} \).

(ii) The system of measures \( \nu_g := (q_g)_*\mu_g \) on \( G_g^{(2)} \) defines a right Haar system on the quotient groupoid \( \mathcal{G} \) (recall that \( \overline{g} = q(\overline{g}) \)).

(iii) \( \mu_g \) disintegrates with respect to \( q_g \).

Equivalently, a relational Haar system on \( G \) is determined by a right Haar system \( (\nu_g)_{g \in G} \) on the quotient groupoid \( \mathcal{G} \) and a family of probability measures \( (\mu_g)_{g \in G} \) on the fibers \( q_g^{-1}(g_1, g_2) \) for \( g_1, g_2 \in G \).

**Remark 4.3.** A relational Haar system is invariant under the relational right action of the relational groupoid on itself, in the following sense. Let \( A \subset G_g^{(2)} \) be an \( L_2 \)-saturated set, i.e. \( (L_2 \times L_2) \circ A = A \). Then, if we have \( (g, h, k) \in L_3 \), we have \( \mu_g(A) = \mu_k((id \times R_h) \circ A) \).

Notice also that the condition that \( \mu_g \) vanishes for \( g \notin C \) is automatic because in this case \( G_g^{(2)} = \emptyset \) (see also Proposition A.1). In some sense, the axioms presented above are the weakest possible set of axioms that ensure existence of a well-defined Haar system on the quotient. However, these measures can have extra properties with regard to the structure relations that define a relational groupoid:

\(^4\)We are slightly abusing notation here, \( q_g \) is actually the restriction of \( q \times q \) to \( G_g^{(2)} \).
Definition 4.4 ($L_2$-invariant measure). We say that a relational Haar system $\mu_g$ is $L_2$-invariant if $\mu_g = \mu_h$ whenever $(g, h) \in L_2$.

Notice that this condition is stronger than condition (i) of Definition 4.2, which merely demands that the pushforwards be the same.

Definition 4.5 (Split relational Haar system). We say that a relational Haar system $\mu_g$ splits if, for all $g \in G$, there is a family of probability measures $(\tau_{g, g_1, g_2}^q)_{g_1, g_2 \in G}$ on $G$ with $\tau_{g, g_1, g_2}^q$ supported on $q^{-1}(g_1)$ such that for all $g_1, g_2 \in G$ with $g_1 g_2 = q(g)$

\[(\mu_g)_{g_1, g_2} = \tau_{g, g_1, g_2}^q \times \tau_{g, g_2}^q.\]

Definition 4.6 (Strongly split relational Haar system). We say that a relational Haar system $\mu_g$ splits strongly if there is a family of probability measures $(\tau_{g, g_1, g_2}^q)_{g_1, g_2 \in G}$ on $G$ with $\tau_{g, g_1, g_2}^q$ supported on $q^{-1}(g_1)$ such that for all $g \in G$ and $g_1, g_2 \in G$ with $g_1 g_2 = q(g)$

\[(\mu_g)_{g_1, g_2} = \tau_{g_1, g_2}^q \times \tau_{g_2}^q.\]

In particular, a strongly split relational Haar system is split and $L_2$-invariant.

Example 4.7. Consider the relational group $G = \mathbb{Z}_4$ with normal subgroup $H = \mathbb{Z}_2 \triangleleft \mathbb{Z}_4$, as in Example 3.8. The sets $G^{(2)}_g$ are given by

- $G^{(2)}_0 = \{(0, 0), (1, 1), (2, 2), (3, 3), (0, 2), (1, 3), (3, 1)\} = G^{(2)}_2$
- $G^{(2)}_1 = \{(1, 0), (0, 1), (1, 2), (2, 1), (3, 0), (0, 3), (2, 3), (3, 2)\} = G^{(2)}_3$

and in the quotient we have

- $G^{(2)}_0 \cong \{(0, 0), (1, 1)\}$
- $G^{(2)}_1 \cong \{(0, 1), (0, 1)\}$

Let $\mu_{\text{count}}$ denote the counting measure, $\mu_{\text{count}}(A) = \# A$. The unique Haar system (up to normalization) on the quotient is given by letting $\nu_0 = \nu_1 = \frac{1}{2} \mu_{\text{count}}$, and of course this corresponds to the natural Haar measure $\mu_{\text{count}}$ on $\mathbb{Z}_2$. A relational Haar system can now be given by assigning, for $g_1, g_2 = q(g) \in \mathbb{Z}_2$, probability measures $(\mu_g)_{g_1, g_2}$ on the fibers $q^{-1}(g_1, g_2) = \{g_1, g_1 + 2\} \times \{g_2, g_2 + 2\}$ for $g_1, g_2 = q(g)$. An obvious choice is to assign $(\mu_g)_{g_1, g_2} = \frac{1}{4} \mu_{\text{count}}$. This yields the family of measures $(\mu_g = \frac{1}{4} \mu_{\text{count}})_{g \in \mathbb{Z}_4}$, which is strongly split, with $\tau_0 = \tau_1 = \frac{1}{2} \mu_{\text{count}}$. But other choices are possible: For instance, we can define a split, but not $L_2$-invariant measure by setting $\tau_0^0 = \delta_0 - \text{the Dirac measure at } g \in q^{-1}(g_1)$ - whenever $q(g) = g_1$ and $\tau_0^0 = \frac{1}{2} \mu_{\text{count}}$ otherwise. Concretely, we have

\[
\tau_0^0 = \delta_0, \quad \tau_0^1 = \frac{1}{2} \mu_{\text{count}}, \quad \tau_1^0 = \delta_2, \quad \tau_1^1 = \frac{1}{2} \mu_{\text{count}}
\]

and similarly for $\tau_2^0$ and $\tau_2^1$. On the other hand, we can define an $L_2$-invariant system which is not split by letting $(\mu_0)_{g_1, g_2} = (\mu_2)_{g_1, g_2}$ any probability measure on
$q^{-1}(g_1, g_2)$ which is not a product measure, for instance $(\mu_0)_{g_0}(0, 0) = (\mu_0)_{g_0}(2, 0) = (\mu_0)_{g_0}(0, 2) = \frac{1}{3}$, $(\mu_0)_{g_0}(2, 2) = 0$, and similarly for the other probability measures.

**Example 4.8.** Consider again the example of the relational group $G$ corresponding to $n\mathbb{Z} \triangleleft \mathbb{Z}$ as in Example 3.9. In this case, assigning for $l \in \mathbb{Z}$ the counting measure $\mu_{\text{count}}$ on $G^{(2)}_l$ does not provide an example of relational Haar system, since it does not disintegrate in the sense of Definition 4.1. The point is that the fibers are infinite and thus the “measures along the fibers” $(\mu_l)_{l \in \mathbb{Z}}$ are not probability measures. One possibility to define a (strongly split) relational Haar system is to define probability measures $\tau_l$ on $l + n\mathbb{Z}$, for $l \in \mathbb{Z}$ (for instance the Dirac measure supported at some representative). However, these measures will necessarily fail to be translation-invariant.

4.2. **The relational convolution algebra.** Given the definition of a relational Haar system, we now define a generalization of the convolution algebra to the case of relational groupoids. To define a set of functions on which the convolution product is well-defined, we will from now on assume that our relational groupoids are equipped with a topology. A relational Haar systems is assumed to be continuous and given by Radon measures with respect to this topology. The following subspace of functions is a convenient one:

**Definition 4.9 (Admissible functions).** Let $G$ be a topological relational groupoid and $\mu = (\mu_g)_{g \in G}$ a Haar system given by Radon measures. Denote $\mathcal{G}$ the quotient groupoid of $G$ equipped with the quotient topology. Then a continuous function $f$ is admissible if it is bounded and there is a compact set $K \subset \mathcal{G}$ such that $\text{supp}(f) \cap C \subset q^{-1}(K)$. The set of admissible functions is denoted by $\mathcal{A}(\mathcal{G})$.

The point about admissible functions is that they have a well-defined convolution product which is again an admissible function.

**Proposition 4.10.** Let $f_1, f_2 \in \mathcal{A}(\mathcal{G})$. Then the convolution product defined by

$$
(f_1 \star f_2)(g) = \int_{\mathcal{G}^{(2)}} f_1(h)f_2(k)d\mu_g(h,k)
$$

converges for all $g \in \mathcal{G}$ and $g \mapsto (f_1 \star f_2)(g) \in \mathcal{A}(\mathcal{G})$.

**Proof.** First, notice that $(f_1 \star f_2)(g) = 0$ if $g \notin C$ - this follows from the fact that $\mathcal{G}^{(2)}_g = \emptyset$ in this case (see Proposition A.1). Otherwise, we use the axiom that the Haar measure $\mu_g$ disintegrates to write

$$
(f_1 \star f_2)(g) = \int_{(g_1, g_2) \in \mathcal{G}^{(2)}_g} \int_{q^{-1}((g_1, g_2))} f_1(h)f_2(k)d\mu_{g_2,g_2}(h,k)d\nu_{g_2}(g_1, g_2) =: f(g_1, g_2)
$$

---

5One way to phrase this is that for every continuous function $f$ on $\mathcal{G}^{(3)}$ the function $k \mapsto \int_{(g, h) \in \mathcal{G}(g)} f(g, h, k)d\mu_k$ is continuous.
Since \( f_1 \) and \( f_2 \) are bounded, integrating \( f_1 \cdot f_2 \) along the fibers results in a bounded continuous function \( \tilde{f} \) on the base \( G'(2) \) and \( |\tilde{f}| \leq |f_1||f_2| \). Let \( K_1 \) denote compact sets containing \( q(\text{supp}(f_1)) \). The support of \( \tilde{f} \) is contained in \( K_1 \times K_2 \), which is compact. Since \( \mu_q(g) \) is also a Radon measure, the integral is finite and in fact \( |(f_1 \star f_2)(g)| \leq \nu_{g}(K_1 \times K_2)|f_1 \times f_2| \). Hence \( f_1 \star f_2 \) is defined pointwise. By continuity of the Haar system, it follows that \( f_1 \star f_2 \) is also continuous. It remains to check that \( f_1 \star f_2 \) is admissible. Let \( m \) denote the multiplication in the quotient groupoid, and denote \( K \) the set \( m((K_1 \times K_2) \cap G^{(2)}) \). Then \( K \) is compact since the multiplication is continuous. The arguments above imply that \( \text{supp}(f_1 \star f_2) \subset q^{-1}(K) \), and hence in the preimage of a compact set. To see that \( f_1 \star f_2 \) is bounded, note that \( |(f_1 \star f_2)| \leq |f_1||f_2|\sup_{g \in K} \nu_{g}(K) \). Again by compactness, the supremum is obtained and \( f_1 \star f_2 \) is bounded, and hence admissible. □

The definition of the convolution algebra is now straightforward:

**Definition 4.11.** Let \( (G, L, I) \) be a relational groupoid with a relational Haar system \( (\mu_g)_{g \in G} \). Denote by \( \mathcal{A}(G) \) the space of admissible functions. The relational convolution algebra is then \( (\mathcal{A}(G), \star) \) with the convolution product defined in Equation (4.5).

**Remark 4.12.** Another possible domain for the convolution product is given by continuous functions which are just compactly supported. This is a subspace of the space of admissible functions. However, below we want to consider \( L_2 \)-invariant functions, to recover the algebra of functions on the quotient. If the \( L_2 \)-fibers are not compact (for instance, this happens for the relational group associated to \( G = \mathbb{Z}, H = k\mathbb{Z} \)), then such functions will never be compactly supported. This motivates our choice of space of admissible functions. Of course, for compact relational groupoids the spaces of admissible, compactly supported, and continuous functions all coincide.

**4.3. Associativity.** A natural question when defining an algebra is whether or not it is associative. This is the question we investigate in this subsection. It turns out that in general, the convolution is associative only when restricted to \( L_2 \)-invariant functions, or when the Haar system satisfies some restrictive condition.

**Proposition 4.13.** The space of \( L_2 \)-invariant functions is an associative subalgebra of \( (\mathcal{A}(G), \star) \).

Notice that for an \( L_2 \)-invariant function \( f \) there is a well-defined continuous function \( \tilde{f} \) on the quotient groupoid \( \tilde{G} \), defined by \( \tilde{f}(g) = f(g) \). By Axiom (ii) of Definition 4.2, to a Haar system \( \mu \) on \( G \) there is an associated Haar system \( \nu \) on \( \tilde{G} \). Let us denote its convolution product on compactly supported functions by \( \star_{\tilde{G}} \). The proof of Proposition 4.13 is a direct corollary of the following Lemma:

**Lemma 4.14.** For \( L_2 \)-invariant functions \( f_1, f_2 \in \mathcal{A}(G) \), the convolution is given by

\[
(4.7) 
\begin{align*}
\quad & f_1 \star f_2 = \begin{cases} 
q^*(\tilde{f}_1 \star_{\tilde{G}} \tilde{f}_2) & \text{on } \mathcal{C} \\
0 & \text{on } \mathcal{G} \setminus \mathcal{C}
\end{cases}
\end{align*}
\]
Proof. First, we recall that by definition the support of the convolution of any two admissible functions is contained in \( C \), since \( G^{(2)}_g = \emptyset \) for \( g \in G \). Notice further that if \( f_1, f_2 \in A(G) \) are \( L^2 \)-invariant then by definition their associated functions on \( G \) are compactly supported, hence the right hand side of Equation (4.7) is defined.

Now, we use again the fact that the Haar system disintegrates to write

\[
(f_1 \star f_2)(g) = \int_{(\bar{g}_1, \bar{g}_2) \in G^{(2)}_g} \int_{q^{-1}(\bar{g}_1, \bar{g}_2))} f_1(h)f_2(k)d\mu_{\bar{g}_1, \bar{g}_2}(h, k)d\nu_{\bar{g}_2}(\bar{g}_1, \bar{g}_2)
\]

\[
= \int_{(\bar{g}_1, \bar{g}_2) \in G^{(2)}_g} \tilde{f}_1(\bar{g}_1)\tilde{f}_2(\bar{g}_2)d\nu_{\bar{g}}(\bar{g}_1, \bar{g}_2)
\]

\[
= (\tilde{f}_1 \star \tilde{G} \tilde{f}_2)(g).
\]

Here, the second equation follows from normalization of the disintegrating measures and the fact that \( L^2 \)-invariance is equivalent to being constant on fibers of \( q \). Integrating a constant function against a probability measure, we simply obtain that constant.

\[\square\]

By associativity of the convolution in the quotient groupoid, we obtain Proposition 4.13.

Next, we give a sufficient criterion on the Haar system for the convolution algebra to be associative:

**Proposition 4.15.** Suppose that the relational Haar system \( \mu \) is strongly split as in Definition 4.6. Then the convolution algebra \( A(G) \) is associative.

**Proof.** Another way to write formula (4.7) is

\[
(4.8) \quad f_1 \star f_2 = q^*(q_\ast f_1 \star q_\ast f_2)
\]

where we denoted \( \tilde{f} := q_\ast f \) the pushforward of \( L^2 \)-invariant functions. Associativity of the convolution restricted to \( L^2 \)-invariant functions follows from the property

\[
(4.9) \quad q_\ast \circ q^* = id
\]

i.e. \( q_\ast \) is defined as the left inverse of the injective map \( q^*: C_c(G) \to A(G) \) on its image. Thus, the convolution is associative on all function is we can find an extension of the map \( q_\ast \) to all of \( A(G) \) in such a way that property (4.8) is still true. In this case, there is a family of probability measures \( \tau_{\bar{g}} \) on \( \bar{G} \) and we can extend \( q_\ast \) by setting

\[
q_\ast f(g) = \int_{q^{-1}(g)} f(g)d\tau_{\bar{g}}(g)
\]

and again, we have properties (4.8) and (4.9). Thus associativity again follows from associativity of the convolution algebra of the quotient. \[\square\]

**Remark 4.16.** In the two examples above, we were able to infer associativity from the fact that the convolution algebra on the quotient is associative. However, both of these examples are “well behaved” with respect to the quotient, since they satisfy the strongly split condition. Already on the simplest relational groupoid with
nontrivial $L_2$ relation, one can find examples of (split, invariant) relational Haar systems such that the convolution algebra is not associative, see Example 4.17 below. However, since the $L_3$ relation in the relational groupoid is strictly associative, and $L_2$-invariant, one might ask whether there is a remnant of this fact that is visible at the level of the convolution algebra, i.e. whether the algebra is “associative up to homotopy” in general. This is an interesting question that the authors plan to address in a future paper.

The relational convolution algebra associated to a split $L_2$-invariant relational Haar system which is not strongly split is not necessarily associative, as follows from the counterexample below.

**Example 4.17.** We consider again the relational group given by $G = \mathbb{Z}_4, H = \mathbb{Z}_2$. Denote $\delta$, the function with $\delta(g) = 1$ and $\delta(h) = 0$ for $h \neq g$. Unraveling the definitions, we can compute

$$
\delta_0 \ast \delta_0 = \mu_0(0, 0)\delta_0 + \mu_2(0, 0)\delta_2
$$
$$
\delta_0 \ast \delta_1 = \mu_1(0, 1)\delta_1 + \mu_3(0, 1)\delta_3
$$
$$
\delta_2 \ast \delta_1 = \mu_1(2, 1)\delta_1 + \mu_3(2, 1)\delta_3
$$
$$
\delta_0 \ast \delta_3 = \mu_1(0, 3)\delta_1 + \mu_3(0, 3)\delta_3
$$

$$
\delta_0 \ast (\delta_0 \ast \delta_1) = \underbrace{\mu_1(0, 1)^2 + \mu_3(0, 1)\mu_1(0, 3)}_A \ast \delta_1
$$
$$
+ \underbrace{(\mu_1(0, 1)\mu_3(0, 1) + \mu_3(0, 1)\mu_3(0, 3))}_B \ast \delta_3
$$
$$
(\delta_0 \ast \delta_0) \ast \delta_1 = \underbrace{\mu_0(0, 0)\mu_1(0, 1) + \mu_2(0, 0)\mu_1(2, 1)}_C \ast \delta_1
$$
$$
+ \underbrace{(\mu_0(0, 0)\mu_3(0, 1) + \mu_2(0, 0)\mu_3(2, 1))}_D \ast \delta_3
$$

The condition for $\mu$ being a relational Haar system implies that

$$
\mu_g(g_1, g_2) = \nu_{g_2}(\mu_g)_{g_1, g_2}(g_1, g_2) = \frac{1}{2} (\mu_g)_{g_1, g_2}(g_1, g_2)
$$

where $(\mu_g)_{g_1, g_2}(g_1, g_2)$ is some probability measure on $q^{-1}(g_1, g_2)$. It is clear that in general $A, B, C, D$ are pairwise different. If we suppose the measure is $L_2$-invariant, we obtain

$$
A = B = \mu_1(0, 1)^2 + \mu_1(0, 1)\mu_1(0, 3),
$$
$$
C = D = \mu_0(0, 0)(\mu_1(0, 1) + \mu_1(2, 1)).
$$

Furthermore, if we suppose that $\mu$ is split, we obtain $\mu_0(0, 0) = \frac{1}{3}\tau^0_0(0)^2$. Letting $\tau^0_0$ be the measure on $\{0, 2\}$ supported at 2, we see that $C = D = 0$ (in fact in this case $\delta_0 \ast \delta_0 = 0$). On the other hand, $A = B$ depends only on $\tau^1_0$ and $\tau^1_1$. Thus, this
is an example of a split $L_2$-invariant Haar system with non-associative convolution algebra.

4.4. Reduction of the algebra of admissible functions. In this subsection we show that the reduction of the relational convolution algebra is isomorphic to the convolution algebra of the groupoid which is the reduction of the relational groupoid. We will obtain this result via a two-step reduction: one reduction with respect to the constraint set, followed by a reduction with respect to the $L_2$ relation. Let $(\mathcal{G}, L, I)$ be a relational groupoid, and let $\mathcal{C}$ be its constraint set. We denote by $I_C$ the subset of functions in $C_c(\mathcal{G})$ that vanish on $\mathcal{C}$. The set $I_C$ is usually called the vanishing ideal, since it is an ideal inside $C_c(\mathcal{G})$ with the standard (commutative) product. Furthermore we obtain the following isomorphism of convolution algebras.

**Proposition 4.18.** $I_C$ is also an ideal in $\mathcal{A}(\mathcal{G})$ and

$$\mathcal{A}(\mathcal{G})/I_C \cong \mathcal{A}(\mathcal{C}).$$

**Proof.** The fact that $I_C$ is an ideal of $\mathcal{A}(\mathcal{G})$ follows from the fact that if $f_1 \in I_C$, then $f_1$ vanishes on $\mathcal{C}$, and hence $f_1 \star f_2|_C = 0$, for all $f_2 \in \mathcal{A}(\mathcal{G})$. □

**Definition 4.19.** Denote by $(\mathcal{A}(\mathcal{C}))^{L_2} \subset \mathcal{A}(\mathcal{C})$ the subspace of admissible functions on $\mathcal{C}$ that are constant along $L_2$, i.e. the subspace of functions $f \in \mathcal{A}(\mathcal{C})$ satisfying $(h, k) \in L_2 \Rightarrow f(h) = f(k)$.

**Proposition 4.20.** $(\mathcal{A}(\mathcal{C})^{L_2}, \ast)$ is a subalgebra of $(\mathcal{A}(\mathcal{C}), \ast)$.

**Proof.** It follows directly from Lemma 4.14. □

**Definition 4.21** (Reduced convolution algebra). Let $\mathcal{G}$ be a relational groupoid. Its reduced convolution algebra (with respect to $L_2$) is

$$\mathcal{A}(\mathcal{G}) = (\mathcal{A}(\mathcal{G})/I_C)^{L_2} \cong \mathcal{A}(\mathcal{C})^{L_2}. \quad (4.10)$$

We are now ready to state our main result.

**Theorem 4.22.** The reduced convolution algebra of a relational groupoid is isomorphic to the (groupoid) convolution algebra of its reduction:

$$\mathcal{A}(\mathcal{G}) \cong \mathcal{A}(\mathcal{G}). \quad (4.11)$$

**Proof.** Since $\mathcal{G} = \mathcal{C}/L_2$, it follows that the sets $\mathcal{A}(\mathcal{G})$ and $\mathcal{A}(\mathcal{G})$ are in bijection. The fact that the map

$$\Phi : \mathcal{A}(\mathcal{G}) \to \mathcal{A}(\mathcal{G})
\quad f \mapsto \underline{f}$$

is an isomorphism of convolution algebras follows from $L_2$-invariance and Proposition 4.20. □
5. Future Directions

5.1. Relational $C^*$-algebras and higher structures. A natural next step is to introduce the $C^*$-completion of the relational convolution algebra. In particular, we will study the relational analogue of the algebra $M(n, \mathbb{C})$ of complex valued $n \times n$-matrices and the algebra $B(H)$ of bounded linear operators on a complex Hilbert space $H$. We will also study the representations of relational convolution algebras and how this construction relates to $C^*$-algebras for 2-groups and higher-categorical versions of relational groupoids.

5.2. Field theory. In a follow-up work, we intend to describe the groupoid convolution algebra for the relational symplectic groupoid obtained via the Poisson Sigma Model. This would provide a positive answer for the Guillemin–Sternberg conjecture for this particular 2-dimensional TFT. In particular, we will use Hawkins’ approach to $C^*$-algebra quantization of symplectic groupoids [29], in the context of relational groupoids.

More precisely, Hawkins developed a $C^*$-algebra quantization procedure that is compatible with the groupoid structure maps, as well as with the multiplicative symplectic structure on the space of morphisms. The construction is based on prescribing the following data (each built based on the previous ones):

1. A symplectic groupoid $G \rightrightarrows M$ integrating a Poisson manifold $M$.
2. A prequantum line bundle $(L, \nabla)$ over $G$.
3. A symplectic groupoid polarization $\mathcal{P}$ of $G$.
4. A “half-form” bundle $\Omega^1_{\mathcal{P}}$.
5. A twisted, polarized convolution algebra $C^*_\mathcal{P}(G, \sigma)$ (where $\sigma$ encodes the twisting data).

Our construction serves as a first step towards a field theoretic interpretation of the geometric quantization procedure introduced by Hawkins. In particular, we conjecture that the final object in step (5) can be obtained via transgression in the AKSZ formulation of the Poisson Sigma Model. A natural candidate for the relational Haar system comes from the path space construction, analogous to the Wiener measure on loop groups. This interpretation will help connect the perturbative quantization of the Poisson Sigma Model via relational symplectic groupoids [17] and non-perturbative approaches, i.e. geometric quantization [7]. Such interpretation will be independent of the integrability of the Poisson manifold.

5.3. Relational convolution and split relations. In [10], split relations were studied in the context of relational symplectic groupoids. A relation is called split if it is isotropic and it has a closed isotropic complement. It turns out that the structure relations of every finite-dimensional symplectic groupoid is split, as well as the infinite-dimensional relational symplectic groupoid obtained via the PSM. We will study the relationship between split relations and the convolution algebra for split relational groupoids.
5.4. **Relational convolution and Frobenius algebras.** In [30], it has been proven that special dagger Frobenius objects in \textbf{Rel} (the category of sets and relations) are in one-to-one correspondence with groupoids. Recently [34], this result has been generalized using a characterization of Frobenius objects in \textbf{Rel} using simplicial sets. Relational convolution algebras are natural examples of Frobenius objects in \textbf{Rel}, in the same way that group algebras are a special class of Frobenius algebras. We expect to have a simplicial interpretation of these extension in the future [23].

**Appendix A. Some results on relational groupoids**

In this appendix we prove some results about the structure of the sets

\[
G_g^{(2)} = \{(h,k) \in G^{(2)} \mid (h,k,g) \in L_3\}.
\]

Moreover, let \(C\) be defined as in Proposition 3.15. Then we have the following proposition.

**Proposition A.1.** If \(G_g^{(2)}\) is nonempty then \(g \in C\).

**Proof.** Let \((h,k) \in G_g^{(2)}\). Then \((h,k,g) \in L_3 = L_2 \circ L_3\) by \(L_2\)-invariance (3.7). It follows that there is \(g'\) such that \((g',g) \in L_2\). In particular, \(g \in L_2 \circ G = C\). \(\Box\)

For a usual groupoid \(G \rightrightarrows M\), these sets are the fibers of the fibration \(G^{(2)} \to G\). In a relational groupoid, this is no longer true. Instead we have the following statement.

**Proposition A.2.** For two distinct elements \(g, g' \in G\), the sets \(G_g^{(2)}\) and \(G_{g'}^{(2)}\) are equal if and only if \((g,g') \in L_2\) and disjoint otherwise.

**Proof.** First, suppose that \((g,g') \in L_2\) and let \((h,k,g) \in L_3\). Then \((h,k,g) \in L_3 = L_2 \circ L_3\) by \(L_2\)-invariance (3.7). It follows that there is \(g'\) such that \((g',g) \in L_2\). In particular, \(g \in L_2 \circ G = C\).

An immediate corollary is the following.

**Corollary A.3.** Let \((h,k) \in G_g^{(2)}\), then the set \(hk := \{g' \in G \mid (h,k,g') \in L_3\}\) satisfies \(hk = L_2(g)\). In particular, we have

\[
(A.1) \quad G_{hk}^{(2)} = \bigcup_{g' \in hk} G_g^{(2)} = G_g^{(2)}.
\]

Analogous to the right relational action, we can define left relational actions. In particular, a relational groupoid acts on itself by left and right multiplication and the sets \(G_g^{(2)}\) behave nicely under this action.
Proposition A.4. Let \((\mathcal{G}, L, I)\) be a relational groupoid and suppose that \((g, h) \in \mathcal{G}^{(2)}\). Then, we have
\[
(id \times R_h) \circ \mathcal{G}_{g}^{(2)} = \mathcal{G}_{gh}^{(2)},
\]
and similarly
\[
(L_g \times id) \circ \mathcal{G}_{h}^{(2)} = \mathcal{G}_{gh}^{(2)}.
\]

Proof. For the first equation, we have
\[
(id \times R_h) \circ \mathcal{G}_{g}^{(2)} = \{(g_1, g_2) \mid \exists k, (g_1, k) \in G_{g}^{(2)}, (k, g_2) \in R_h, \}
\]
\[
= \{(g_1, g_2) \mid \exists k, (g_1, k) \in \mathcal{G}_{g}^{(2)}, (g_2, k) \in (R_h)^T = R_{I(h)}, \}
\]
\[
= \{(g_1, g_2) \mid \exists k, (g_1, k, g) \in L_3, (g_2, I(h), k) \in L_3 \}
\]
\[
= \{(g_1, g_2) \mid (g_1, g_2, I(h), g) \in L_3 \circ (id \times L_3) \}
\]
\[
= \{(g_1, g_2) \mid (g_1, g_2, I(h), g) \in L_3 \circ (L_3 \times id) \}
\]
\[
= \{(g_1, g_2) \mid \exists k \in \mathcal{G}: (g_1, g_2, k) \in L_3, (k, I(h), g) \in L_3 \}
\]
\[
= \{(g_1, g_2) \mid \exists k \in \mathcal{G}: (g_1, g_2, k) \in L_3, (k, I(h), I(g)) \in L_3 \}
\]
\[
= \{(g_1, g_2) \mid \exists k \in \mathcal{G}: (g_1, g_2, k) \in L_3, (I(h), I(g), I(k)) \in L_3 \}
\]
\[
= \{(g_1, g_2) \mid \exists k \in \mathcal{G}: (g_1, g_2, k) \in L_3, (g, h, k) \in L_3 \}
\]
\[
= \mathcal{G}_{gh}^{(2)}.
\]

The other equation is proven similarly. \(\square\)

In particular, we have the following.

Corollary A.5. Let \((\mathcal{G}, L, I)\) be a relational groupoid and suppose that \((g, h) \in \mathcal{G}^{(2)}\). Then
\[
(L_{I(g)} \times R_h) \circ \mathcal{G}_{g}^{(2)} = \mathcal{G}_{h}^{(2)}
\]

Proof. By Proposition A.4, we have \((L_{I(g)} \times R_h) \circ \mathcal{G}_{g}^{(2)} = \mathcal{G}_{I(g)gh}^{(2)}\). By definition of \(L_2\)
this is can be rewritten as \(\mathcal{G}_{I(g)gh}^{(2)} = \mathcal{G}_{L_2(h)}^{(2)}\). We conclude the proof using Proposition A.4. \(\square\)
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