A mushy source for the geysers of Enceladus
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Abstract

Enceladus is a primary target for astrobiology due to the H2O plume ejecta measured by the Cassini spacecraft and the inferred subsurface ocean sustained by tidal heating. Sourcing the plumes via a direct connection from the ocean to the surface requires a fracture through the entire ice shell (~10 km). Here we explore an alternative mechanism in which shear heating within shallower tiger stripe fractures produces partial melting in the ice shell and interstitial convection allows fluid to be ejected as geysers. We use an idealized two-dimensional multiphase reactive transport model to simulate the thermomechanics of a mushy region generated by an upper bound estimate for the localized shear heating rate in a salty ice shell. From our simulations, we predict the temperature, porosity, salt content, melting rate, and liquid volume of an intrashell mushy zone surrounding a fracture. We find that the rate of internal melting can match the observed H2O eruption rate and that there is sufficient brine volume within the mushy zone to sustain the geysers for ~350 kyr without additional melting. The composition of the liquid brine is, however, distinct from that of the ocean, due to partial melting. This shear heating mechanism for geyser formation applies to Enceladus and other icy moons and has implications for our understanding of the geophysical processes and astrobiological potential of icy satellites.

After the discovery of eruptive jets on Saturn’s moon Enceladus (Porco et al., 2006), two distinct mechanisms were proposed to explain their origin. First, Nimmo et al. (2007) proposed that tidally driven shear heating along the south pole fractures causes solid ice to sublimate, generating a vapor source for the plumes. Second, Huford et al. (2007) argued that tidally driven crack opening exposes a subsurface ocean directly to space, later reinforced by Kite and Rubin (2016). It is the second explanation that is now generally favored for three reasons: first, the librations of Enceladus are consistent with the existence of a global liquid ocean (Thomas et al., 2016); second, the plume is modulated on an orbital period, as originally predicted by Huford et al. (2007) and later corroborated by several independent groups (Hedman et al., 2013; Nimmo et al., 2014; Ingersoll and Ewald, 2017); and third, the erupted material is salty (Postberg et al., 2009, 2011). This last observation is the strongest indication of a connection between the subsurface ocean and the eruptive material, as most models assume a salt-free ice shell. Kite and Rubin (2016) showed that turbulent dissipation of tidally driven water within a fracture is sufficient to maintain an open crack from the ocean to the surface. On the other hand, Nakajima and Ingersoll (2016) found that refreezing condensation onto the fracture walls above the water level produces thin fractures (~0.1 m wide) that close on timescales of less than a year, making it difficult to explain how near-surface fractures stay open. Motivated by Cassini’s Composite Infrared Spectrometer (CIRS) observations, Abramov and Spencer (2009) constrained the width of the fracture zone in a two-dimensional thermal model and found that a narrow crack with a temperature
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that is far below the melting point of pure ice (i.e. \( \sim 225 \) K crack temperature for their geometry) fits the observed thermal spectrum. Considering the difficulties of fracturing through a \( \sim 10 \) km ice shell (see supplement) and rapid closure, it is of interest to investigate whether we can find a mechanism explaining the salty jets which does not require direct connection to a subsurface ocean. In this paper, we demonstrate that shear heating along a tiger stripe fracture in a salty ice shell can induce localized partial melting and provide an alternative explanation for the observed salty plumes particles that does not rely on a direct connection with the ocean.

In many frozen terrestrial and planetary contexts, strike-slip shear heating along narrow zones of deformation efficiently warms the surrounding ice (Nimmo and Gaidos, 2002; Golding et al., 2010; Meyer and Minchew, 2018). By modeling the transport of heat and sublimation vapor flow in a pure ice porous region around a tiger stripe fracture, Nimmo et al. (2007) found a partitioning of sensible and latent heat that explained the vapor transport as well as the thermal anomaly. Observations, however, show that the erupting material consists of pure and salty ice grains as well as molecular hydrogen \( \text{H}_2 \), and silica nanoparticles, providing evidence for an oceanic origin for the plumes and signatures of water-rock interactions (Postberg et al., 2011; Hsu et al., 2015; Waite et al., 2017). Sublimation cannot produce ice grains with dissolved salts or dust. A liquid source must therefore be responsible for the formation of the geyser ice grains, i.e. either a direct connection to the ocean or a reservoir within the shell. Freezing of the shell from a parent ocean could have trapped salt, suspended dust, and incorporated dissolved gases in the shell (Waite et al., 2006, 2017; Buffo et al., 2021a). Molecular hydrogen \( \text{H}_2 \) could be trapped in near-surface clathrates with stabilization from \( \text{CH}_4 \) and \( \text{CO}_2 \) (Waite et al., 2017) or persist as entrained gas bubbles within the ice shell, as found in ice sheets on Earth (Bender et al., 1997). Substantial depletion of the ice shell by diffusion is unlikely: laboratory evidence shows that the diffusion of \( \text{H}_2 \) through ice at Earth temperatures (with diffusivity \( D_{\text{H}_2} \sim 10^{-11} \) m\(^2\) s\(^{-1}\)) is at least an order of magnitude smaller than the first-order estimate of the diffusivity \( D \sim h^2/t \sim 7 \times 10^{-10} \) m\(^2\) s\(^{-1}\) required for gas to escape from an \( h \sim 10 \) km shell in \( t_{\text{age}} \sim 4.5 \) billion years. The diffusivity \( D_{\text{H}_2} \) is likely even smaller at Enceladus temperatures (Patterson and Saltzman, 2021), further reducing the possibility of substantial diffusive escape of \( \text{H}_2 \).

Physicochemically heterogeneous materials are common throughout mantles and crusts in planetary geophysics, e.g. magma dynamics in the Earth’s mantle (Katz, 2008), sea ice growth (Hunke et al., 2011; Buffo et al., 2018), and marine ice accumulation under ice shelves (Bombosch and Jenkins, 1995). Given the oceanic origin and geophysical reworking of active planetary ice shells (e.g., Europa, Enceladus), it is likely that there is a significant and heterogeneous distribution of salt frozen into the shells of these icy satellites (Postberg et al., 2011; Trumbo et al., 2019). Oceanic salt and silica nanoparticles could be incorporated into the ice shell by freezing during Enceladus’ formation, or during resurfacing (Hammond et al., 2018; Buffo et al., 2021a,b). Thinner ice shells will have a larger conductive heat flux and faster growth. Since the amount of impurities incorporates increases with the freezing rate, the near-surface ice is likely to be saltier than the ice at greater depths (Buffo et al., 2021a). Entrained salt in the shell means that the melting temperature of the ice is depressed: the impurities in heterogeneous systems facilitate partial melting at lower temperatures than the melting point of pure ice. Shear heating along a tiger stripe fracture could therefore induce partial melting within the shell and generate a near-surface salty liquid source for the south polar plume of Enceladus (figure 1).

In a multicomponent system, the eutectic temperature \( T_e \) is the lowest temperature at which interstitial liquid is stable (Worster, 2000). Given that the ocean temperature is above the eutectic, there is likely a thin mushy zone of salty water surrounding ice crystals at the ice-ocean interface of icy satellite shells (Buffo et al., 2021a). The minimum depth within the shell where salt exists in a liquid solution is determined by the eutectic temperature, cf. figure 1 (left). Figure 1 (right) shows a schematic equilibrium phase diagram for a eutectic binary alloy, such as \( \text{NaCl} \) and \( \text{H}_2\text{O} \) with \( T_e = 252 \) K. For Enceladus, the rapid loss of heat to outer space leads to near-surface temperatures of about \( T_s \approx 75 \) K, i.e. below the eutectic, where solid salts can be maintained within the ice shell as a composite phase. At places in the shell where the temperature is above the eutectic (see figure 1) the salts are dissolved in the interstitial fluid and occupy the pore space around nearly fresh ice crystals. This region is a mushy zone, a region of two-phase coexistence where the liquid and solid phases are in equilibrium, that corresponds to the region between the solubus and liquidus in figure 1 (right). Close to the fracture, shear heating can warm the ice above the eutectic temperature \( T_e \) (viz. figure 1, left) and form a mushy zone.

We describe the equations for the evolution of a mushy zone in the supplement (Fowler, 1985; Worster,
Figure 1: Model for a mushy region around the tiger stripes of Enceladus: (left) Schematic for the composition of Enceladus’ shell demonstrating strike-slip friction along a tiger stripe fracture. Slip on the finite-length fault varies over time in both directions, although we only depict one direction of the strike-slip motion here. Shear heating on the fracture generates a mushy zone of salty water surrounding ice crystals, providing a liquid source for the geyser material. Darker colors qualitatively correspond to higher expected salt content (Buffo et al., 2021a). (right) Idealized equilibrium phase diagram for a eutectic binary alloy (e.g. NaCl and H₂O) as a function of temperature and concentration, after Worster (2000). At temperatures above the liquidus, the mixture is entirely liquid. In the region between the liquidus and solidus, there is two-phase coexistence, i.e. a mushy zone, where saline liquid occupies the interstices of a solid ice matrix. Below the eutectic point (Cₑ, Tₑ), a solid forms that is a composite of salt and ice.

2000; Hunke et al., 2011). We solve the mushy layer equations numerically in SOFTBALL (SOlidification, Flow, and Thermodynamics in a Binary ALloy, see methods section; Parkinson et al., 2020). In figure 2, we show the set up of the problem, the key parameters, and the numerically computed temperature field. We consider an isolated fracture in a compositionally homogeneous ice shell (see schematics in figures 1 and 2) where the time-averaged effect of many cycles of strike-slip friction (back and forth due to tidal forces) is approximated by steady shear heating localized at the crack. We take a given value of the nondimensional heat flux $F = \mu \rho_i g h u H / (k_o \Delta T)$, with friction coefficient $\mu$, ice density $\rho_i$, gravity $g$, crack depth $h$, slip velocity $u$, ice shell thickness $H$, thermal conductivity $k_o$, and temperature difference $\Delta T$ (see methods and supplement). We then numerically solve for the temperature, salinity, and porosity around the fracture using SOFTBALL (see figure 2 and methods). We take a nominal slip velocity of 1.8 to 3.4 $\mu$m/s, following Nimmo et al. (2007) (see supplement for table of parameters). The model conserves mass, salt, energy, and momentum for flow in a reactive porous medium with a porosity dependent permeability. We approximate the densities of ice and water as equal and neglect the viscous deformation of the ice matrix. For the present model, we focus on melt generation and do not include melt extraction along the cracks due to geyser eruptions (see supplement).

Results

We find cold surface temperatures and a mushy zone around the fracture (figure 2, right). The computed temperature profiles are similar to the results of Kalousova et al. (2016), Hammond (2020), and Stevenson (1996), which are all for a pure ice shell. In the supplement, we show that the leading-order thermal structure can be understood from steady conduction, with reactive flow causing subsequent modifications to the porosity structure, composition and shape of the inclusion. Using SOFTBALL, we find that there is a significant amount of interstitial brine within the mushy zone. Cold, saline brine sinks in the outer part of the mushy inclusion driving convection, with warmer and fresher fluid rising near the crack (see vertical velocity arrows in figure 3 and in supplement figure 4). This is broadly consistent with a simplified model
Figure 2: Numerical simulations of mushy zones around a fracture. (left) Schematic showing the simulation domain, initial conditions (teal), boundary conditions (purple), and heating along the fracture (black) where \( \theta \) is dimensionless temperature, \( \phi \) is porosity, \( C \) is composition, and \( \text{St} = \mathcal{L}/(c_p \Delta T) \) is the Stefan number, with latent heat \( \mathcal{L} \) and heat capacity \( c_p \). (right) Temperature contours showing the development of a mushy zone \( (T \geq T_e = 252 \text{ K}) \) around the fracture (dimensionless heating rate, \( F = 500 \), corresponding to a slip rate of 3.4 \( \mu \text{m/s} \)).

The circulation of brine through the porous ice matrix results in a pooling of salt towards the bottom of the mushy inclusion, with further drainage prevented in our model by the colder impermeable ice below. This region thus has enhanced phase-weighted salinity, and more easily melts, eventually leading to a region of nearly pure fluid near the bottom of the crack (see figure 3). Accounting for deformation of the ice matrix, it is possible that the pure fluid region could propagate downward as a dike, thereby initiating a connection from the surface to the ocean. In the supplement, we quantify the timescale for dike propagation based on Lister (1990) and find that it is comparable to the timescale of our simulations. At the same time, plume eruptions would reduce the volume of melt in the mushy zone, reducing the likelihood of dike formation. At present, however, our model neglects the potential for sinking of the melt-rich pocket via fracturing or viscous deformation of the surrounding ice, due to the density difference between water and ice (cf. Kalousová et al., 2016).

We quantify the amount of interstitial water in the mushy zone as the total brine volume

\[
v = \ell \int_A \phi \, dS,
\]

where \( \ell = 500 \text{ km} \) is the length of the tiger stripe fractures perpendicular to the model domain, and \( A \) the area of the domain (see figure 3). Here we choose \( \ell \) to be the combined length of all four tiger stripe fractures, so that our calculations represent the total effects rather than the dynamics of a single fracture.

The observed flux of ice and vapor from the plume is on the order of 200 kg/s, which is a volume flux of about 0.2 \( \text{m}^3/\text{s} \) (Hansen et al., 2008). With the volume for \( F = 500 \), this flux would take about 350 thousand years to deplete the reservoir, if no new melting occurred. The volume calculation for \( F = 500 \) elucidates two important ideas. First, that there is sufficient interstitial brine in the mushy zone surrounding the fracture to
account for the plume volume. Second, the volume of material required for the jets is relatively small when compared to the size of the ocean, which is on the order of 20 million km$^3$ (Spencer and Nimmo, 2013). In other words, it is conceivable that the plumes could be maintained without direct access to a large reservoir, such as a subsurface ocean. Thus, plumes on Enceladus and on other icy satellites may be sourced from smaller liquid reservoirs produced by shear heating along faults driven by tidal motion.

From transient simulations, we determine how the liquid volume approaches steady state, which allows us to calculate the peak liquid volume production rate (blue, right axis, figure 3). The peak melt rate estimate for $F = 500$ (slip velocity of $u = 3.4 \mu m \ s^{-1}$, see methods) is consistent with the inferred H$_2$O flux and sufficient for E-ring particle source estimates (Ingersoll and Ewald, 2011). Although the melt rate is not necessarily equal to the ejection rate, sufficient melt must be available to replenish the liquid source. Here we assume that the dominant impurity is NaCl; the presence of additional impurities with lower eutectic points would likely lead to a larger predicted melt volume and melt production rate, which is something we will explore in future work. Smaller values of the nondimensional heat flux imply lower peak melt rates, but can still maintain large volume fluxes for a long time (e.g., $\sim 30,000$ years for $F = 200$). In this case, when the reservoir is depleted the friction on the fault would increase and shear heating would build up a new mushy zone, leading to a long-period oscillation in geyser activity, with a period on the order of the depletion time, i.e., $\sim 30,000$ years for $F = 200$. This could be analogous to the hypothesis that Enceladus’ ocean varies in thickness periodically, due to mismatches in heat output and tidal heat input (Spencer and Nimmo, 2013; Nimmo et al., 2018). Although these simulations represent an upper bound on the rate of shear heating, this mechanism is sufficient to explain the observed geyser ejection rate and required brine volume.

**Discussion**

Observations show that the plume brightness varies diurnally with a phase lag (Nimmo et al., 2014; Porco et al., 2014), which is consistent with Hurford et al. (2007), i.e. that as normal stresses on the faults change into a more tensile state due to tides, the brightness of the plume also changes. As the cracks open up, more material is able to come up from the fluid reservoir and emanate out as the jets. Here we postulate that the
reservoir is not necessarily a subsurface ocean, but could instead be a mushy zone within the ice shell. A connection from the surface to a reservoir is still required, but it is not necessary for the fracture to extend all the way through the ice shell. The lag from the tidal variation observed by Nimmo et al. (2014) is still consistent with this mechanism so long as the opening of the fractures allows material to emerge, just as in the Hurford et al. (2007) model. Moreover, the mushy zone would naturally generate a low-viscosity region around the tiger stripes that Běhounková et al. (2015) used to explain the phase lag. Kite and Rubin (2016) proposed that the phase lag pushes the crack faces together causing the fluid to rise turbulently. However, the tidal squeezing implied by their model is difficult to reconcile because the plumes are still active during the full tidal cycle. In any case, if there are salts present in the shell a mushy zone around the crack will likely form in the Kite and Rubin (2016) case too because of the heat flux on the crack.

The double ridges observed around the tiger stripe fractures on the south pole of Enceladus (Patterson et al., 2018) and in many places on Europa may provide an additional line of evidence suggesting that shear heating along the fractures produces internal melting. Culberg et al. (2022) describe double-ridge formation on icy satellites building on evidence from refreezing in the surface snow of the Greenland Ice Sheet. As liquid water freezes in a near-surface reservoir, it expands and drives the sides of the crack vertically. Similarly, freezing of a liquid-water pocket could propagate a vertical crack, leading to geysers and double ridges (Lesage et al., 2022). The mushy zone that we propose could be a near-surface water source and the double ridges could be evidence for episodic geysering followed by refreezing dormant periods. Triton is another place where double ridges may be associated with shear heating (Prockter et al., 2005).

Within the mushy zone generated by the shear heating mechanism, the source brine is concentrated interstitial liquid produced from the remelting of the ice shell. Thus, it may not be representative of the underlying ocean chemistry (see figure 5 in the supplement). The difference between interstitial brine and the ocean has fundamental implications for how we relate observed plume properties to interior liquid water reservoirs. Cryoconcentrative processes in the shell and ion fractionation during droplet solidification may result in plume compositions that vary significantly from that of the shell or ocean (Buffo et al., 2021a, 2023; Fox-Powell and Cousins, 2021). Such uncertainties feed into predictions of ocean geochemistry and habitability based on observed plume compositions. We suggest caution in extrapolating plume properties to interior ocean properties. Without corroborating evidence of a direct ocean-to-surface conduit, the plume may be sourced from an intrashell brine reservoir whose composition and concentration will depend on the geophysical history and dynamics of the hydrologic body and surrounding ice shell.

Conclusions

We have described the potential for a mushy source for the geysers of Enceladus, by revisiting the Nimmo et al. (2007) idea that shear heating along the tiger stripes is responsible for the jet material. Instead of treating the shell as pure ice, we consider a composite of solid ice and salt, which would naturally form when freezing a salty ocean. Using an idealized model, we have shown that shear heating along the tiger stripe fractures can generate a mushy zone at depth, while maintaining cold surface temperatures, in line with Abramov and Spencer (2009). Within the mushy zone, we find that there is sufficient liquid volume in the interstices to source the volume of observed geyser material and that the melting rate can match the geyser ejection rate. However, the composition of the liquid brine within the mushy zone may be distinct from that of the ocean.

Methods

We consider shear heating on a fault with tidally driven back-and-forth strike-slip motion. The shear stress on the fault depends on the friction coefficient $\mu$ and the effective normal stress $N$ (overburden weight $\rho_i g z$ less liquid pore pressure $p_w$, i.e. $N = \rho_i g z - p_w$, where $z$ is the depth below the surface). When melting occurs on the fault, fluid pressure can limit fault stress by lowering the effective normal stress (Rice, 2006). Shear heating $\mu N u$ is given by the shear stress $\mu N$ multiplied by the slip velocity $u$ (Nielsen et al., 2008). Due to model constraints and simplicity, we use a constant overburden stress, rather than a depth-increasing overburden, and do not incorporate the water pressure on the crack face. In other words, we take the rate of shear heating to be the slip velocity $u$ multiplied by the overburden stress, i.e.
\(\mu \rho_i g h u\), where \(\rho_i\) the ice density, \(g\) the gravity, and \(h\) the crack depth (Nimmo and Gaidos, 2002). In effect, our heat flux into the crack is an upper bound on the total potential shear heating. Sliding beneath the fracture is accommodated by viscous deformation but we do not explicitly account for viscous deformation and thermal weakening (e.g. Meyer and Minchew, 2018) in this region. We also consider the heating rate to be temporally constant, i.e. not varying with time due to tides. This is an acceptable simplification because the heat diffusion timescale is much longer than the orbital timescale. Acknowledging these simplifications, we assume that the friction decreases with added melt according to \(\mu(1-\phi)\) where the porosity \(\phi\) is a variable that is solved for in the simulation. The shear heating along the fault \(f_c\) is defined as

\[f_c = \mu(1-\phi)\rho_i g h u.\]  

As the porosity grows, the heat flux will decay due to liquid reducing friction along the fault, reducing the heat production.

Following Parkinson et al. (2020), we write the nondimensional temperature \(\theta\) as

\[\theta = \frac{T - T_e}{\Delta T}, \quad \Delta T = T_L(C_i) - T_e\]  

where \(T_e\) is the eutectic temperature and \(T_L(C_i)\) is the temperature on the liquidus at the initial salt concentration \(C_i\). Here we use the idealized liquidus equation

\[T_L = T_m - mC,\]  

where \(T_m = 273.15\ °C\) is the pure ice melting temperature and \(C\) is the salt concentration (see figure 1). We scale heights with a characteristic shell thickness \(H = 10\ km\) and use NaCl parameters with \(m = 0.0913\ K/ppt\) and an initial concentration of \(C_i = 35\ ppt\), similar to Earth's ocean and in the range of observations for Enceladus' plumes (Postberg et al., 2009). A full table of parameters is given in the supplemental information. Our choice of parameters, such as the crack depth and composition, affects the results quantitatively but not qualitatively.

Considering the scales for depth and temperature, we write the constant part of the nondimensional heat flux into the fracture \(F\) as

\[F = \frac{\mu \rho_i g h u H}{k_o \Delta T},\]  

where \(k_o\) is the thermal conductivity of saltwater. The full nondimensional heat flux (i.e. equation 2 divided by \(k_o \Delta T / H\)) is therefore given as

\[F_c = F(1-\phi).\]  

In our simulations, \(F\) is the primary control parameter. Taking the parameter values of slip velocity \(u = 3.4 \times 10^{-6}\ m\ s^{-1}\), coefficient of friction \(\mu = 0.3\) (Golding et al., 2013), ice density \(\rho_i = 940\ kg\ m^{-3}\) (Golden et al., 1998), gravity \(g = 0.113\ m\ s^{-2}\), and crack depth \(h = 5\ km\), we find that \(\mu \rho_i g h u = 0.54\ W\ m^{-2}\) and \(F = 500\) (see table in the supplement). Here the value for \(u\) is in the range described by Nimmo et al. (2007) and produces the value for \(F\) that we use in figures 2 and 3.

SOFTBALL (SOlidification, Flow, and Thermodynamics in a Binary ALloy) is an open-source reactive transport code that we use to solve for temperature, porosity, and salt content as well as fluid flow through the interstices of evolving mushy zones (Parkinson et al., 2020; Adams et al., 2021). The set up is shown schematically in figure 2. We apply a linearized radiative condition at the top of the ice shell, and insulating conditions on the sides of the domain. We also set the temperature at the eutectic at the bottom of the domain to simulate the top of the ice-ocean interfacial mushy zone. We run the simulations in two dimensions, treating the out-of-plane dimension as invariant along the tiger stripe fractures. The heat flux \(f_c\) is implemented via a Gaussian heat source localized at the center of the domain (width \(\lesssim 500\ m\)) and a hyperbolic function in the vertical direction (decay away from the crack tip \(\lesssim 1000\ m\)). We initialize the SOFTBALL simulations with a steady state conductive temperature profile and a uniformly distributed initial salt concentration \((C_i = 35\ ppt)\). We then run the simulation to steady state (\(\sim 4\ million\ years;\ figure 2\ in\ the\ supplement\)). Additional details on the simulations are included in the supplement.
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1 Fracture depths

It is unclear how easy it is to produce a fracture spanning the entire ice shell of Enceladus. Due to the limited tidal stresses (~100 kPa), when compared to the overburden pressure (~600 kPa at the base of a 6 km ice shell), it is hard for near-surface fractures to extend downwards more than 1–2 km (Smith-Konter and Pappalardo, 2008; Olgin et al., 2011; Walker et al., 2021). This is less than the estimated minimum shell thickness of 6 km at the south pole (Hemingway et al., 2018). Fractures extending upwards from the base of the shell are less affected by overburden pressure because they would be water-filled (Crawford and Stevenson, 1988; Shibley and Laughlin, 2021). However, ice at the base of the shell is more ductile and thus harder to fracture than ice at the surface (Schulson and Duval, 2009).

The current paradigm for the source of geyser material is that fractures extend down to the subsurface ocean (Hurford et al., 2007). To get an idea for the depth of the tiger stripe fractures, we balance the extensional stress required to open a fracture with the overburden ice pressure acting to close it (i.e. the zero-stress Nye (1955) criterion for closely spaced glacier crevasses). Estimates for the extensional stress are on the order of $\tau \sim 1$ bar (Nimmo et al., 2007, 2011). Gravity on Enceladus is $g = 0.113$ m s$^{-2}$ (Hansen et al., 2006, 2008) and the salty ice density is about $\rho_{\text{ice}} = 940$ kg m$^{-3}$ (Timco and Frederking, 1996). The fracture close-off depth $h_{\text{top}}$ is given as

$$h_{\text{top}} \sim \frac{\tau}{\rho_{\text{ice}} g} \sim 1 \text{ km},$$

(1)
which is an estimate for the likely depth of surface fractures and agrees with more sophisticated calculations (Smith, 1976; Broberg, 1999; Smith-Konter and Pappalardo, 2008; Olgin et al., 2011). The fact that the surface fractures are only likely to propagate to \( \sim 1 \) km depth is important because \( \sim 1 \) km is shallower than the minimum predicted shell thickness of \( \sim 6 - 30 \) km (Hemingway et al., 2018), which casts doubt on the idea that the fractures penetrate from the surface down to the ocean. Moreover, it would be a considerable feat for a fracture to extend up from the ocean (i.e. a basal crevasse) to within \( \sim 1 \) km of the surface, based on the extensional stress just mentioned. A water-filled basal crevasse does lead to a larger close-off height \( h_{\text{bottom}} \), given by

\[
h_{\text{bottom}} \sim \frac{\tau}{(\rho_{\text{water}} - \rho_{\text{ice}}) g} \sim 10 \text{ km},
\]

where we use a value of seawater density, \( \rho_{\text{water}} = 1030 \text{ kg m}^{-3} \). This is sufficient to fracture the shell if (i) the fracture emanates up from the bottom and (ii) if the shell is on the lower end of thickness range (i.e. \( \sim 6 - 30 \) km Hemingway et al., 2018). However, the lower shell is likely ductile and less prone to fracturing (Nimmo, 2004; Schulson and Duval, 2009). On the other hand, there are additional sources of stress available to open cracks which likely exceed the tidal stresses. These include the effects of shell thickening (Rudolph et al., 2022) and flexural stresses from plume loading (Hemingway et al., 2020). Thus, opening of through-going fractures appears possible but not certain. At the same time, the dike mechanism discussed in the main text could allow for the initiation of downward-propagating through-going fractures that could be maintained by turbulent water flow and shear heating. We discuss the dike mechanism further in section 5.

2 Analytical temperature solution

Here we demonstrate that the leading order thermal structure can be understood from steady state conduction, with reactive flow causing subsequent modifications to the porosity structure, composition and shape of the inclusion. We consider a fracture of depth \( h \) in a shell of thickness \( H \) with a shear heat flux of \( \mu \rho_i g h u \). So long as the latent heat sink of partial melting and heat transport by interstitial flow are relatively small, then the steady state temperature \( T \) around the fracture is given by the solution to Laplace’s equation, i.e.

\[
\nabla^2 T = 0,
\]

where we treat the thermal conductivity as temperature independent to facilitate analytical progress. Equation (3) is subject to the boundary conditions

\[
-k \frac{\partial T}{\partial x} = 0 \quad \text{on} \quad x = 0 \ (z < h) \quad \text{and} \quad x = L,
\]

\[
-k \frac{\partial T}{\partial x} = \mu \rho_i g h u \quad \text{on} \quad x = 0 \ (z \geq h),
\]

\[
-k \frac{\partial T}{\partial z} = r_1 + r_2(T - T_s) \quad \text{on} \quad z = H,
\]

\[
T = T_e \quad \text{on} \quad z = 0.
\]

The surface condition is a linearized radiative condition, with respect to the background temperature \( T_s \) of space near Enceladus (see table 1), rather than the full black-body radiation condition as used by Abramov and Spencer (2009). This choice for the surface
boundary condition allows for an analytical solution and is the condition used in SOFT-
BALL. To derive the linearized condition, we start from the surface energy balance where conduc
tive heat fluxes from the ice balance net black-body radiation as

\[-k \frac{\partial T}{\partial z} = \epsilon \sigma \left( T^4 - T_s^4 \right), \quad (8)\]

where \( \epsilon \) is the emissivity and \( \sigma \) is the Stefan-Boltzmann constant (values in table 1).

Expanding the temperature as a small deviation from the space temperature, i.e. \( T = T_s + \delta T \), then we can use the binomial expansion and discard terms of second order and higher, to find that

\[-k \frac{\partial T}{\partial z} = 4 \epsilon \sigma T_s^3 (T - T_s), \quad (9)\]

which is in the form of the boundary condition above, with \( r_1 = 0 \) and \( r_2 = 4 \epsilon \sigma T_s^3 \).

We nondimensionalized the problem, by taking

\[ T = T_e + \Delta T \theta, \quad x = H \tilde{x}, \quad z = H \tilde{z}, \]

which yields

\[ \tilde{\nabla}^2 \theta = 0, \quad (10) \]

subject to the boundary conditions

\[-\frac{\partial \theta}{\partial \tilde{x}} = 0 \text{ on } \tilde{x} = 0 (\tilde{z} < \delta) \text{ and } \tilde{x} = \lambda, \quad (11)\]
\[-\frac{\partial \theta}{\partial \tilde{x}} = F \text{ on } \tilde{x} = 0 (\tilde{z} \geq \delta), \quad (12)\]
\[-\frac{\partial \theta}{\partial \tilde{z}} = G + b (\theta - \theta_s) \text{ on } \tilde{z} = 1, \quad (13)\]
\[ \theta = 0 \text{ on } \tilde{z} = 0. \quad (14)\]

Here we define the parameters as

\[ \delta = \frac{h}{H}, \quad \lambda = \frac{L}{H}, \quad F = \frac{\mu \rho \gamma h H u}{k_o \Delta T}, \quad G = \frac{H r_1}{k_o \Delta T}, \quad b = \frac{H r_2}{k_o}, \quad \theta_s = \frac{T_s - T_e}{\Delta T}. \]

Due to convergence issues in the SOFTBALL simulations, we could not use large values
for \( b \), and so the value quoted in table 1 is artificially lower than what we would calculate
from the parameters. The main effect of this difference is on the surface temperature
profile and not the size, shape, or liquid volume of the mushy zone. Asymptotically,
our analytical solutions shows that large values of \( b \) pin the surface temperature to the
space temperature, except very near the crack, where there is a narrow boundary layer
region of rapid temperature change. The boundary layer becomes thinner as \( b \) increases.
Additionally, since \( G = 0 \) here, we disregard it in subsequent calculations.

To simplify the problem in the vertical direction, we write the total solution \( \theta \) as a sum
of a particular solution \( \theta_I \) to the inhomogeneous problem and the homogenous solution
\( \theta_H \), i.e.

\[ \theta = \theta_I(\tilde{z}) + \theta_H(\tilde{x}, \tilde{z}). \]

Solving first for the inhomogeneous part, we have that

\[ \frac{\partial^2 \theta_I}{\partial \tilde{x}^2} + \frac{\partial^2 \theta_I}{\partial \tilde{z}^2} = 0 \rightarrow \frac{\partial^2 \theta_I}{\partial \tilde{z}^2} = 0, \]

3
\[ \theta_I = A \tilde{z} + B. \]

Using the boundary conditions, we find that
\[ B = 0 \quad \text{and} \quad A = \frac{b \theta_s}{1 + b}. \]

For large values of \( b \), the slope \( A \) is approximately \( \theta_s \), which is consistent with the asymptotic description above, that the surface temperature mostly stays close to the space temperature.

Now we can examine the homogeneous problem using separation of variables, i.e.
\[ \theta_H(\tilde{x}, \tilde{z}) = f(\tilde{x})g(\tilde{z}), \quad \text{which implies} \quad f'' + fg'' = 0. \]

Dividing through and choosing the separation constant \( \alpha^2 \), we find the two ODEs
\[ f'' = \alpha^2 f \quad \text{and} \quad g'' = -\alpha^2 g. \]

Solving the vertical equation first, we have that
\[ g = C \sin(\alpha \tilde{z}) + D \cos(\alpha \tilde{z}). \]

With \( g = 0 \) at \( \tilde{z} = 0 \), we know that \( D = 0 \). The homogeneous surface boundary condition is
\[ -g' = bg \quad \text{at} \quad \tilde{z} = 1, \]
which results in the transcendental eigenvalue condition
\[ -\alpha \cos(\alpha) = b \sin(\alpha). \quad (15) \]

This yields a full set of distinct eigenvalues \( \alpha_n \) for \( n = 1, 2, 3, \ldots \), which can be computed numerically. In the horizontal direction, we have that
\[ f = De^{\alpha \tilde{x}} + Ee^{-\alpha \tilde{x}}. \]

Using the no heat flux boundary condition at \( \tilde{x} = \lambda \), we have that
\[ -f' = 0 \quad \text{at} \quad \tilde{x} = \lambda \quad \text{implies} \quad E = De^{2\alpha \lambda}. \]

Thus, the full solution with unknown coefficients is given by
\[ \theta = \frac{b \theta_s}{1 + b} \tilde{z} + \sum_{n=1}^{\infty} c_n [ e^{\alpha_n \tilde{x}} + e^{2\alpha_n \lambda} e^{-\alpha_n \tilde{x}} ] \sin(\alpha_n \tilde{z}). \quad (16) \]

We find the values for \( c_n \) by using orthogonality and integrating over the heat flux condition at \( \tilde{x} = 0 \), which gives
\[ \int_0^1 F \sin(\alpha_m \tilde{z}) \, d\tilde{z} = \sum_{n=1}^{\infty} c_n \alpha_n \left[ 1 - e^{2\alpha_n \lambda} \right] \int_0^1 \sin(\alpha_n \tilde{z}) \sin(\alpha_m \tilde{z}) \, d\tilde{z}. \quad (17) \]

The integral on right is zero for \( \alpha_n \neq \alpha_m \), using the transcendental eigenvalue condition from equation (15) implying orthogonality of the eigenfunctions \( \sin(\alpha_n \tilde{z}) \). When \( \alpha_n = \alpha_m \), we have that
\[ \int_0^1 \sin(\alpha_m \tilde{z}) \sin(\alpha_m \tilde{z}) \, d\tilde{z} = \frac{1}{2} - \frac{\sin(2\alpha_m)}{4\alpha_m}. \]
We evaluate the integral on the left as

\[ \int_{\delta}^{1} F \sin(\alpha_m \tilde{z}) \, d\tilde{z} = -\frac{F}{\alpha_m} \left[ \cos(\alpha_m) - \cos(\alpha_m \delta) \right]. \]

Putting it all together gives,

\[ c_n = -\frac{4F}{2\alpha_n^2 - \alpha_n \sin(2\alpha_n)} \frac{\left[ \cos(\alpha_n) - \cos(\alpha_n \delta) \right]}{1 - e^{2\alpha_n \lambda}}. \] (18)

We show the analytical solution in figure 1 and find that a mushy zone will form along the crack face in regions with \( T > T_e \). These results are similar to what we find in the main text as well as Hammond (2020), Kalousová et al. (2016), and Stevenson (1996). This analytical solution also allows us to predict the size of the mushy zone, by looking for the contour where \( T = T_e \).

### 3 Mushy zone physics

To analyze the effect of shear heating on a fracture in an icy shell, we use SOFTBALL (SOlidification, Flow and Thermodynamics in Binary ALLoys), a mushy layer code with adaptive mesh refinement. The github repository for this open-source code
Figure 2: Liquid volume in the mushy zone for $F = 500$: (a) evolution to a steady state and average effective heat flux as well as (b) rate of liquid volume production, which can support the entire flux observed by the Cassini spacecraft from a single tiger stripe fracture.

is: https://github.com/jrgparkinson/mushy-layer (accessed 8 April 2023). This state-of-the-art code solves the equations of mushy layer theory, as described below, in two-dimensional geometries (Wells et al., 2019; Parkinson et al., 2020). The code uses a finite volume discretization and adaptive time steps. In our simulations we use a spatial scale of $N_x = 512$ grid points in the horizontal direction and $N_z = 256$ in the vertical direction. This gives a resolution of $\sim 40$ meters in both the horizontal and vertical directions. The time steps adjust and are on the order of $\sim 30$ years. The simulations take on the order of a day to run on the linux system (2-16 cores) at Dartmouth College.

Conservation of mass in a mushy layer dictates that

$$
\frac{\partial (\phi \rho)}{\partial t} = M_f \quad \text{and} \quad \frac{\partial [(1 - \phi) \rho]}{\partial t} + \nabla \cdot q = -M_f,
$$

(19)

where the solid and liquid densities $\rho$ are approximated as equal (using an extended form of the Boussinesq approximation; Parkinson et al., 2020), the solid fraction is $\phi$, the fluid flux relative to the solid is $q$, and the rate of mass phase change per volume is $M_f$. The sum of equations (19) yields $\nabla \cdot q = 0$, i.e. a solenoidal fluid flow field. Here we assume that the porous solid matrix is stationary. Fluid flux is a function of pressure gradients and gravity, which can be described by Darcy’s law, as

$$
q = -\frac{\Pi}{\eta} (\nabla p + \rho_b g \mathbf{z}),
$$

(20)

where $\eta$ is the liquid viscosity, $\rho_b$ is the density of liquid brine (which is a function of the brine concentration and temperature), $\mathbf{z}$ is the vertical unit vector, and $\Pi$ is the solid-fraction-dependent permeability (Tait and Jaupart, 1992; Katz and Worster, 2008), given by

$$
\Pi = \left[ \frac{12}{d^2} + \frac{1}{K_0 \phi^b} \right]^{-1}.
$$

(21)

Following Katz and Worster (2008), SOFTBALL uses a permeability regularization for pure liquid regions (i.e. as $\phi \rightarrow 1$) such that there is a background permeability and Darcy’s law is solved everywhere, rather solving Navier-Stokes in the pure fluid region.
The ratio of the background permeability $d^2/12$ to the permeability prefactor $K_0$ is the reluctance $R = d^2/(12K_0)$.

Conservation of energy in the mushy layer is given by

$$\frac{\rho c_p}{\rho b c_b} \frac{\partial T}{\partial t} + \rho c_b q \cdot \nabla T = \nabla \cdot (k \nabla T) + \mathcal{L} M_f,$$

where $\rho c_p$ and $k$ are the solid-fraction-weighted functions of ice and brine properties for heat capacity and thermal conductivity, respectively. The latent heat is $\mathcal{L}$. We write a conservation law for the concentration of brine, i.e.

$$(1 - \phi) \frac{\partial C}{\partial t} + q \cdot \nabla C = \nabla \cdot (\overline{D} \nabla C) + \frac{(C - C_s)}{\rho} M_f,$$

where $\overline{D}$ is the phase-weighted salt diffusivity arising from transport through the interstitial liquid.

The evolution of temperature and concentration are coupled in the mushy region, as shown in figure 1 in the main text, where the ice and liquid phases are at an equilibrium temperature given by the liquidus. This imposes a constraint on the evolution equations (22) and (23) in mushy regions, where the concentration and temperature are tied together by the liquidus relationship $T = T_L(C)$. In idealized form, the liquidus relationship is given as

$$T_L = T_m - mC,$$

where $T_m$ is the pure substance melting temperature and $m$ is the liquidus slope. This constraint no longer applies when $T < T_c$, where $M_f = 0, q = 0, \phi = 1$, (22) becomes the heat equation for thermal conduction and salt conservation (23) implies constant bulk salinity.

4 Liquid volume and rates of production

In the main text, we show steady state temperature and porosity fields. We treat the rate of shear heating as constant, given that the thermal diffusion timescale is much longer than the tidal cycle (Nimmo and Gaidos, 2002; Nimmo et al., 2007). Here, in figure 2(left), we show the approach to steady state for the liquid volume in the mushy zone. Initially, there is no mushy zone and therefore no liquid volume. Then a mushy zone forms and the liquid volume increases rapidly. Due to the temperature field reaching a steady state and the porosity-weakening of the fault friction saturates causing the heat flux $F(1 - \phi)$ to saturate in figure 2(left). In all simulations, the local value of $\phi$ is used to calculate the shear heating rate. Here we show the average value over fracture as an aggregate measure of the effect of reducing the shear heating flux. From the curve of liquid volume with time, we take the derivative to find the rate of liquid production, as shown in figure 2(right). This shows the same three regimes: no initial liquid volume, growth of a mushy zone, and approach to steady state.

The observed geyser ejection rate for all four tiger stripes is $\sim 0.2$ m$^3$ s$^{-1}$ (Hansen et al., 2006, 2008). Following a step change in heating and for the range of heat fluxes we used in these simulations, we find that the maximum rate of liquid volume production is greater than $0.2$ m$^3$ s$^{-1}$ ($F = 500$), which is sufficient to explain the geyser flux from all of the tiger stripe fractures. Figure 2 shows that the melt rate is equal to the observed geyser ejection rate initially and stays at a comparable magnitude for $\sim 200$ thousand
years. At later times, the melt rate reduces and melt volume saturates because a region of large porosity develops and weakens the frictional heating on the crack. However, venting of liquid from the crack will limit porosity growth, and enable sustained heating and melting rates.

The fact that peak melt rates exceed the observed geyser flux is an exciting demonstration of the viability of the shear heating model for the genesis of plumes on Enceladus and other icy satellites. While the simple configuration with steady heating doesn’t account for the inherent complexities of the transient evolution, our impulse-response cal-

![Figure 3: Temperature and porosity plots for three different values of the nondimensional heat flux: (left) $F = 180$, (middle) $F = 240$, and (right) $F = 420$. Note that porosity is shown with different axis than the temperature plots. Similar to the main text, we show vertical velocity arrows with logarithmic magnitude with the largest arrows representing about 1 mm/year.](image1)

![Figure 4: Flow velocity in the mushy zone for $F = 500$: (left) vertical velocity, showing buoyant fluid rising along the crack and (right) horizontal velocity, demonstrating the buoyant plume is stable at $Ra_c = 200$ (Boury et al., 2021) with periodic structures in the outer region of the mushy zone.](image2)
culations likely elucidate the order of magnitude and timescale of heating. In figure 3, we show the steady state temperature and porosity for three increasing nondimensional flux values, $F = 180$, $F = 240$, and $F = 420$. These figures mirror figures 2(right) and 3(right) in the main text, where we show the temperature and porosity structure for $F = 500$. For $F = 260$, the maximum rate of liquid volume production is on the order of $0.05 \text{ m}^3 \text{s}^{-1}$, which is less than rate required to indefinitely produce plumes with the observed ejection rate, but the mushy zone liquid reservoir could sustain geysers for tens of thousands of years. This suggests that there is a parallel to the Enceladus heat signal, which may be an indication of oscillations in thermal activity and hence plume activity (Spencer and Nimmo, 2013; Nimmo et al., 2018). In other words, the liquid volume production rate by shear heating may allow for a large reservoir to develop periodically, leading to geysers that transiently exhausts the supply. Lastly, in our simulations, we reduce the shear heating rate as liquid is generated in the vicinity of the fracture. If we were to remove the liquid as geyser material, however, the shear heating could stay high, leading to additional liquid volume production. We currently do not remove the liquid from our simulation domain and leave these simulations to future work.

Within the mushy zone, there is convection of the pore fluid and the fluid near the fracture rises buoyantly, as shown in the main text and in figures 4 and 5. The intensity of convection is controlled by the thermal and compositional mushy Rayleigh numbers,

$$\text{Ra}_T = \frac{\rho_w g \alpha \Delta T K_0 h}{\kappa_0 \eta}, \quad \text{Ra}_C = \frac{\rho_w g \beta \Delta C K_0 h}{\kappa_0 \eta},$$

respectively. Boury et al. (2021) show that the rising plume along the fracture is unstable, with the development of the instability here resulting in rapid variation in horizontal velocity leading to numerical convergence issues in SOFTBALL (figure 5). To find solutions that converge in a reasonable amount of time for our grid resolution, we follow Boury et al. (2021) and restrict the Rayleigh numbers to values below the instability threshold, $\text{Ra}_C \approx 205$ for our system and use $\text{Ra}_C = 200$ for the results we present. There is a large uncertainty in the permeability prefactor $K_0$ and the Rayleigh numbers that we present use a value of $K_0$ that is on the lower end for sea ice simulations (Polashenski et al., 2017; Buffo et al., 2018; Boury et al., 2021). The low permeability limits convection and allows the simulations to converge numerically. In figure 5, we compare three increasing Rayleigh numbers $\text{Ra}_C = 200, 400, \text{ and } 800$, where the latter two simulations do not converge. The higher Rayleigh numbers show that the flow-and-phase-change instability leads to fine-scale structures that ultimately approach the grid resolution, affecting the pattern of the horizontal velocity field. The porosity field, however, is similar across the three Rayleigh numbers, suggesting that the results for total volume and peak melt rate would approximately hold as the Rayleigh number increased.

Near the fracture, shear heating melts the ice and dissolves the salt. Therefore, the pore fluid in this region has a higher salinity (figure 6) than the surrounding shell. Here we plot the bulk salinity $C$, which is given as

$$C = \phi C_\ell + (1 - \phi)C_s,$$

where $\phi$ is the porosity, $C_\ell$ is the liquid salinity, and $C_s$ is the solid salinity. Starting from a step change in heating, the evolution of the bulk salinity is shown in figure 7.
Ra_C = 200  
Figure 5: Increasing instability with stronger convection for $F = 500$: (left) $\text{Ra}_C = 200$ showing a stable interior plume and an onset of instability in the region around the liquid inclusion. (middle) $\text{Ra}_C = 400$ showing an onset of instability in the interior plume. (right) $\text{Ra}_C = 800$ showing an unstable interior plume and a stable outer region that becomes unstable at the edge of the mushy zone. The three porosity plots, however, are similar.

First, shear heating warms the salty ice above the eutectic temperature generating a permeable zone. Since the brine salinity and temperature are connected through the liquidus constraint within the mushy zone, colder and saltier brine along the top then sinks and the resulting convective desalination reduces the bulk salinity when compared to the background value. Next, the sinking brine cannot escape and collects near the base of the porous inclusion along the fracture, generating a salt-rich zone with porosity near unity. Convection continues within the mushy zone. The convective desalination leaves behind regions of high bulk salinity in the outer parts of the porous inclusion, that are trapped due to the reduction of permeability in the neighbouring desalinated ice which now has low porosity. Due to the partial melting within the mushy zone, the chemical composition of the geyser ejecta sourced from the shear heating model that we propose here will be different from geyser ejecta sourced from the ocean. In our simulations, the salinity in the fluid around the crack is higher than the background shell salinity. The shell likely froze from the underlying ocean and will have a salinity structure that varies with depth (Buffo et al., 2021).

5 Dike propagation

In our steady state simulations, a region of salty brine develops along the fracture with a porosity approaching a value of $\phi \approx 1$. Here we do not allow the liquid to escape as geysers, therefore the liquid volume can build up within the mushy zone. The question then arises as to whether the brine pocket can hydraulically fracture through the ice shell and into the underlying ocean, thereby generating a dike that opens a surface-to-base connection. We analyze this possibility through a scaling analysis, following Lister (1990) and Kalousová et al. (2016). For $F = 500$, we take the half width of brine region...
Figure 6: Salinity for the mushy zone with $F = 500$. (left) Bulk salinity $C$, showing that the fluid within the interstices is saltier than the surrounding shell, which froze from the underlying ocean. (right) Liquid salinity $C_\ell$ showing the increase in salinity with depth in the mushy zone. High-salinity channels form at an oblique angle, due to the competition between melting and gravity drainage (Buffo et al., 2023).

to be $a \sim 200$ m, the breadth into the page as $w \sim 500$ km, and the height as $\ell \sim 4$ km, we have two options for the balance of gravity. Either, viscous stresses resist propagation or the fracture toughness $K_I \sim 100$ kPa m$^{1/2}$ resists opening. Starting with the case of viscous stress, we have that

$$\phi \Delta \rho g a \ell w \sim \mu V a^2 \ell w,$$

where $\phi \sim 0.25$ is a representative average porosity in the brine pocket; $\Delta \rho \sim 90$ kg m$^{-3}$ is the density difference between the brine and the surrounding ice; $\mu \sim 10^{14}$ Pa s is the brine-saturated temperate ice viscosity; and $V$ is the rate of dike propagation. Canceling terms, we find that the rate of propagation scales as

$$V \sim \frac{\phi \Delta \rho g a^2}{\mu}.$$  

(29)

The time $t_{\text{dike}}$ for a dike to propagate a distance $\ell$, then scales as

$$t_{\text{dike}} \sim \frac{\ell}{V} \sim \frac{\mu \ell}{\phi \Delta \rho g a^2} \sim 110 \text{ kyr}.$$  

(30)

This timescale is on the same order of magnitude as the time to steady state in our shear heating calculations, indicating that the brine pocket could form and then propagate as a dike within that time frame, if the porosity grows to order 1 without significant venting of the liquid from the crack.

If the balance is instead between gravity and the fracture toughness, we have that

$$\phi \Delta \rho g a \ell w \sim \frac{K_I}{\ell^{1/2} a w},$$

which determines whether the fracture will propagate or not. Simplifying and plugging in numbers, we have that

$$\phi \Delta \rho g \ell^{3/2} \sim 700 \text{ kPa m}^{1/2} > K_I \sim 100 \text{ kPa m}^{1/2}.$$  

(32)
Thus, we find that \( \phi \Delta \rho g \ell^{3/2} \) is greater than the ice fracture toughness \( K_I \) and much larger than values measured in brine-saturated sea ice, e.g. \( \sim 50 \) kPa m\(^{1/2} \) (Schulson and Duval, 2009), demonstrating that the ice will not provide significant resistance to fracture.

In both cases, we see that dike propagation is possible if the porosity reaches order 1 over an extended region, before the liquid is vented. The time scale for diking is on the same order of magnitude as the for our simulations to reach a steady state and the ice fracture toughness is not large enough to prevent fracture. These scaling calculations spawn a few ideas. An internal dike is interesting because there could be periodic brine pocket generation, leading to opening a connection between surface and ocean, then Kite and Rubin (2016)-style eruptions. Or the dike could drain all of the fluid internally, leading to a stronger fault with larger shear heating, and a periodic mushy zone source for the geysers. However, by not allowing for interstitial liquid to escape, our estimates for the liquid brine volume are artificially high, meaning that a region with porosity approaching 1 may never form within the mushy zone. In this case, there would be no prospect for a dike and the material generated would only emanate out as geysers. We leave additional analysis exploring these ideas to future work.
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