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Abstract: Tree-level color-ordered Yang-Mills (YM) amplitudes can be decomposed in terms of \((n - 2)!\) bi-scalar (BS) amplitudes, whose expansion coefficients form a basis of Bern-Carrasco-Johansson (BCJ) numerators. By the help of the recursive expansion of Einstein-Yang-Mills (EYM) amplitudes, the BCJ numerators are given by polynomial functions of Lorentz contractions which are conveniently described by graphic rule. In this work, we extend the expansion of YM amplitudes to off-shell level. We define different types of off-shell extended numerators that can be generated by graphs. By the use of these extended numerators, we propose a general decomposition formula of off-shell Berends-Giele currents in YM. This formula consists of three terms: (i). an effective current which is expanded as a combination of the Berends-Giele currents in BS theory (The expansion coefficients are one type of off-shell extended numerators) (ii). a term proportional to the total momentum of on-shell lines and (iii). a term expressed by the sum of lower point Berends-Giele currents in which some polarizations and momenta are replaced by vectors proportional to off-shell momenta appropriately. In the on-shell limit, the last two terms vanish while the decomposition of effective current precisely reproduces the decomposition of on-shell YM amplitudes with the expected coefficients (BCJ numerators in DDM basis). We further symmetrize these coefficients such that the Lie symmetries are satisfied. These symmetric BCJ numerators simultaneously satisfy the relabeling property of external lines and the algebraic properties (antisymmetry and Jacobi identity).
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1 Introduction

The recursive expansion relation of tree level Einstein-Yang-Mills (EYM) amplitudes [1–5] serves as a bridge between Einstein gravity (GR) and Yang-Mills theory (YM). By this expansion, any tree-level EYM amplitude can be given by a combination of amplitudes with fewer gravitons and/or gluon traces. The expansion coefficients are polynomial functions of Lorentz contractions between external polarizations and/or momenta. When the recursive expansion is applied repeatedly, an EYM amplitude is finally written in terms of color-ordered pure YM amplitudes, which was earlier studied in [6–9] by evaluating explicit examples. By the help of the recursive expansion as well as the relationship between GR and EYM amplitudes [1], one can finally express a tree-level GR amplitude as a combination of $(n - 2)!$ color-ordered YM amplitudes. The polynomial coefficients in this expansion can be considered as the Bern-Carrasco-Johansson (BCJ) [10, 11] numerators (which are characterized by cubic diagrams and satisfy antisymmetry and Jacobi identity) in Del Duca-Dixon-Maltoni (DDM) basis [12].

It was shown in [1, 3–5, 13, 14] that the EYM recursive expansion and the resulted pure-YM expansion of GR amplitudes could be understood from the framework of Cachazo-He-Yuan (CHY) [15–19] formula. This fact allows one to generalize the expansions to various theories. For example, a color-ordered YM amplitude can be expanded in terms of color ordered bi-adjoint scalar (BS) amplitudes,\(^1\) with the same expansion coefficients (i.e. BCJ numerators in DDM form) in the pure-YM expansion of GR amplitudes. Systematic study of the recursive expansions in different theories can be found in [22, 23].

When the Lorentz contractions between external polarizations and/or momenta are expressed by graphs [3–5, 24–27], the coefficients (BCJ numerators) for the pure-YM (BS) expansion of GR (YM) amplitudes can be given by a sum over proper graphs. This method provides a convenient approach to the study of related properties of GR, EYM and YM amplitudes. In particular, the relationship between symmetry induced identities and BCJ relations in YM was founded through the graphs [26, 27]. In addition, sectors of EYM (YM) amplitudes were naturally constructed through graphic rule, which further inspired a symmetric formula [28] of double trace maximally-helicity-violeting (MHV) amplitude in EYM theory.

Although the graphic expansion has already been applied to investigate many properties of on-shell tree amplitudes, it is still lack of a study at the off-shell level, which may be helpful for understanding loop amplitudes. In this paper, we generalize the graphic rule to off-shell level by studying Berends-Giele currents [29] in YM theory. We first generalize the graphs to three types of off-shell extended graphs and then define the corresponding off-shell extended numerators. Using Berends-Giele recursion [29], we prove that a Berends-Giele current in YM can be decomposed into the following three terms: (i). a combination of the Berends-Giele currents in BS theory [20] accompanied by off-shell extended polynomial coefficients (numerators), (ii). a term which is proportional to the total momentum as well as (iii). a combination of lower point Berends-Giele currents in which the polarizations and momenta of some external lines are proportional to off-shell momenta in a proper way. The

\(^1\)The supersymmetric version of this expansion can be found in [20, 21].
latter two terms in fact vanish under on-shell limit while the expansion coefficients in the first term have the same graphic interpretation with those for on-shell amplitudes \cite{4}. Thus this decomposition of Berends-Giele currents precisely reproduces the graphic expansion of on-shell YM amplitudes. Since the Berends-Giele recursion is essentially a proper way for collecting Feynman diagrams and the expansion of on-shell YM amplitudes has been derived from CHY formula \cite{4}, this work establishes a connection between CHY formula and Feynman diagram approach, via graphs.

The expansion coefficients of BS currents can be considered as the BCJ numerators in DDM basis. Other BCJ numerators at tree-level are generated by Jacobi identity and antisymmetry straightforwardly. Nevertheless, these numerators do not satisfy relabeling properties, i.e., distinct numerators for a given topology of cubic graphs can not be related to one another by relabeling the external lines. To remedy this disadvantage, we symmetrize the off-shell extended numerators so that they satisfy Lie symmetries. As pointed in \cite{30–32}, numerators with Lie symmetries naturally satisfy the relabeling property and the algebraic properties (Jacobi identity and antisymmetry).

The structure of this paper is following. In section 2, we review the Berends-Giele recursion for YM and BS amplitudes as well as the graphic rule for the expansion of YM amplitudes. Three types of off-shell extended graphs and numerators are introduced in section 3. We show the expansion of Berends-Giele currents in YM by explicit examples in section 4. The general expansion formula and its proof are presented in section 5. Off-shell extended BCJ numerators with Lie symmetries are constructed in section 6. We summarize this work in section 7 and provide the proofs of some helpful formulas in the appendix.

2 Preparations: Berends-Giele recursions and the graphic expansion

In this section, we review the Berends-Giele recursions in YM theory and BS theory. The graphic expansion of color-ordered YM amplitudes is also reviewed.

2.1 Berends-Giele recursion in YM

Color-ordered YM amplitudes can be reconstructed by Berends-Giele recursion which is essentially the sum of all Feynman diagrams. Specifically, an \((n-1)\)-point Berends-Giele current \(J^\rho(1, \ldots, n-1)\) in Feynman gauge is expressed by lower-point currents as follows \cite{29}

\[
J^\rho(1, \ldots, n-1) = \frac{1}{s_{1 \ldots n-1}} \left[ \sum_{1 \leq i < n-1} V_3^{\mu\nu\rho} J_\mu(1, \ldots, i) J_\nu(i+1, \ldots, n-1) + \sum_{1 \leq i < j < n-1} V_4^{\mu\nu\tau\rho} J_\mu(1, \ldots, i) J_\nu(i+1, \ldots, j) J_\tau(j+1, \ldots, n-1) \right].
\]

(2.1)

In the above equation, \(s_{1 \ldots n-1} \equiv (k_1 + k_2 + \ldots + k_{n-1})^2\) where \(k_i^\mu (i = 1, \ldots, n-1)\) denotes the momentum of external gluon \(i\). The 3-point vertex \(V_3^{\mu\nu\rho}\) and 4-point vertex \(V_4^{\mu\nu\tau\rho}\) are
When momentum conservation

\[ J_{\text{a}} \]

where the total momentum \( \sum_{i} p_i \) denotes the sum of momenta of all elements in the consecutive sequence \( \{a_i, a_i + 1, \ldots, b_i\} \). The \( J^\rho(1, \ldots, n-1) \) stands for the \('Berends-Giele current'\) where \( k^\rho_{a_i, b_i} \) is considered as both the momentum and the

\[ V_3^{\mu\nu\rho} = \eta^{\mu\nu}(k_A - k_B)^\rho + \eta^{\rho\nu}(k_B - k_C)^\mu + \eta^{\rho\mu}(k_C - k_A)^\nu \]  \quad (2.2)

\[ V_4^{\mu\nu\tau\rho} = 2\eta^{\mu\rho}\eta^{\nu\tau} - \eta^{\mu\tau}\eta^{\nu\rho} - \eta^{\mu\nu}\eta^{\rho\tau} \]  \quad (2.3)

In the 3-point vertex, \( k_A, k_B \) and \( k_C \) correspondingly denote the momenta of lines \( A, B \) and \( C \) (dressed by the Lorentz indices \( \mu, \nu \) and \( \rho \)) that are attached to the vertex. The \( \eta^{\mu\nu} \) stands for Minkowskian metric. In this paper, we define so-called effective 3-point vertex \( \tilde{V}_3^{\mu\nu\rho} \) by

\[ \tilde{V}_3^{\mu\nu\rho} \equiv \left[ (2k_B^\rho \eta^{\nu\rho} - \eta^{\mu\nu}2k_B^\rho) - \eta^{\mu\rho}2k_A^\rho \right]. \]  \quad (2.4)

When momentum conservation \( k_A^\mu + k_B^\mu + k_C^\mu = 0 \) is applied, the full 3-point vertex (2.2) is rewritten as

\[ V_3^{\mu\nu\rho} = \tilde{V}_3^{\mu\nu\rho} + \eta^{\rho\nu}k_A^\mu - \eta^{\mu\rho}k_B^\mu + \eta^{\mu\nu}(k_A + k_B)^\rho. \]  \quad (2.5)

The starting point of the Berends-Giele recursion is the one-point current \( J^\rho(l) = \epsilon^\rho_l \), where \( \epsilon^\rho_l \) is the polarization vector of the external gluon \( l \). The color ordered on-shell amplitude \( A(1, \ldots, n) \) is obtained through the following on-shell limit

\[ A(1, \ldots, n) = \left[ s_{1\ldots n-1} \epsilon_n \cdot J(1, \ldots, n-1) \right] \bigg|_{k_2^2 = s_{1\ldots n-1} \to 0}. \]  \quad (2.6)

An important identity satisfied by the Berends-Giele current \( J^\rho(1, \ldots, n-1) \) in YM theory is the ‘conservation condition’

\[ k_1, n-1 \cdot J(1, \ldots, n-1) = 0, \]  \quad (2.7)

where the total momentum \( k_1^{\mu} \equiv \sum_{i=1}^{n-1} k_i^\mu \) of on-shell lines \( 1, \ldots, n-1 \) is not necessarily on-shell. This identity can be further extended to more generic cases:

\[ 0 = k_{1, n-1} \cdot J(1, \ldots, a_i-1, k_{a_i, b_i}, b_i + 1, \ldots, a_2-1, k_{a_2, b_2}, \ldots, k_{a_I, b_I}, b_I + 1, \ldots, n-1), \]  \quad (2.8)

\[ 0 = \epsilon_n \cdot J(1, \ldots, a_i-1, k_{a_i, b_i}, b_i + 1, \ldots, a_2-1, k_{a_2, b_2}, \ldots, k_{a_I, b_I}, b_I + 1, \ldots, n-1), \]  \quad (2.9)

where \( a_i \) and \( b_i \) (for a given \( i \)) are two arbitrary elements s.t. \( a_i \leq b_i \). The \( k^{\mu}_{a_i, b_i} (i = 1, \ldots, I) \) denotes the sum of momenta of all elements in the consecutive sequence \( \{a_i, a_i + 1, \ldots, b_i\} \).

---

\[ ^2 \text{In standard textbook, 3-point vertex, 4-point vertex and propagator are correspondingly dressed by factors } \frac{1}{\sqrt{2}}, \frac{1}{2} \text{ and } -i. \text{ In this paper, an overall factor } \left( \frac{1}{\sqrt{2}} \right)^{n-2} \left( -i \right)^n \text{, which comes from these factors, has been absorbed into the normalization factor for convenience. This does not affect our discussions.} \]
polarization of the line between \(a_i - 1\) and \(b_i + 1\). Explicit examples are displayed as follows

\[
J^\rho(1, k_{2,3}) = \frac{1}{s_{1,3}} V_{3\mu
u}^\rho J_\mu(1) (k_{2,3})_\nu,
\]

\[
J^\rho(k_1, k_{2,3}) = \frac{1}{s_{1,3}} V_{3\mu
u}^\rho (k_1)_\mu (k_{2,3})_\nu,
\]

\[
J^\rho(1, k_{2,3}, 4) = \frac{1}{s_{1,4}} \left[ V_{3\mu
u}^\rho J_\mu(1, k_{2,3}) J_\nu(4) + V_{4\mu\nu\rho}^\rho J_\mu(1, k_{2,3}) J_\nu(k_{2,3}, 4) \right],
\]

\[
J^\rho(1, k_{2,3}, 4, k_{5,7}) = \frac{1}{s_{1,7}} \left[ V_{3\mu
u}^\rho J_\mu(1, k_{2,3}) J_\nu(4, k_{5,7}) + V_{4\mu\nu\rho}^\rho J_\mu(1, k_{2,3}) J_\nu(4, k_{5,7}) \right] + V_{4\mu\nu\rho}^\rho J_\mu(1) (k_{2,3})_\nu J_\tau(4).
\]

In the property (2.9), the momentum of \(n\) is considered as \(k_n^\mu = -(k_1^\mu + \ldots + k_{n-1}^\mu)\). The on-shell condition \(k_n^2 = 0\) and the physical condition \(\epsilon_n \cdot k_n = 0\) are implied in (2.9).

### 2.2 Berends-Giele recursion for BS amplitudes

The Berends-Giele current \(\phi(1, \ldots, n - 1|\sigma_1, \ldots, \sigma_{n-1})\) in BS theory is defined by [20]

\[
\phi(1, \ldots, n - 1|\sigma_1, \ldots, \sigma_{n-1}) = \frac{1}{s_{1\ldots n-1}} \sum_{i=1}^{n-2} \left[ \phi(1, \ldots, i|\sigma_1, \ldots, \sigma_i) \phi(i + 1, \ldots, n - 1|\sigma_{i+1}, \ldots, \sigma_{n-1}) - \phi(1, \ldots, i|\sigma_{n-i}, \ldots, \sigma_{n-1}) \phi(i + 1, \ldots, n - 1|\sigma_1, \ldots, \sigma_{n-i}) \right],
\]

(2.10)

where \(\sigma = \{\sigma_1, \ldots, \sigma_{n-1}\}\) is a permutation of external lines \(1, \ldots, n - 1\). The starting point of the recursion is

\[
\phi(l|l') = \begin{cases} 1 & (l' = l) \\ 0 & (l' \neq l) \end{cases}.
\]

(2.11)

As a result of (2.10), the BS current \(\phi(a_1, \ldots, a_i|b_1, \ldots, b_i)\) has to vanish when \(\{a_1, \ldots, a_i\} \setminus \{b_1, \ldots, b_i\} = \emptyset\). The on-shell BS amplitude \(\mathcal{A}(1, \ldots, n|\sigma_1, \ldots, \sigma_n)\) is then obtained by taking the following limit

\[
\mathcal{A}(1, 2, \ldots, n|\sigma_1, \ldots, \sigma_n) = \left[ s_{1\ldots n-1} \phi(1, 2, \ldots, n - 1|\sigma_1, \ldots, \sigma_{n-1}) \right]_{s_{1\ldots n-1} = k_n^2 = 0}.
\]

(2.12)

The BS current (2.10) satisfies many important relations which were first founded in YM theory:

- Reflection relation

\[
\phi(1, \ldots, n - 1|\sigma_1, \ldots, \sigma_{n-1}) = (-1)^n \phi(1, \ldots, n - 1|\sigma_{n-1}, \ldots, \sigma_1).
\]

(2.13)

- Kleiss-Kuijf (KK) relation [33]

\[
\phi(1, 2, \ldots, n - 1|\beta, 1, \alpha) = \sum_{\omega} (-1)^{\beta_\omega} \phi(1, 2, \ldots, n - 1|1, \alpha \cup \beta^T).
\]

(2.14)
• Two generalized KK relations

\[ \sum_{\omega} \phi(1, 2, \ldots, n - 1|\alpha \cup \beta) = 0, \tag{2.15} \]
\[ \sum_{\omega} \phi(1, 2, \ldots, n - 1|\beta \cup \gamma^T, 1, \alpha) = \sum_{\omega} (-1)^{|\gamma|} \phi(1, 2, \ldots, n - 1|\beta, 1, \alpha \cup \gamma). \tag{2.16} \]

In these relations \( \alpha, \beta \) and \( \gamma \) stand for ordered sets. The \(|\beta|, |\gamma|\) denote the number of elements in \( \beta \) and \( \gamma \), while \( \beta^T \) is the inverse permutation of \( \beta \). The shuffling permutations \( A \cup B \) of two ordered sets \( A \) and \( B \) are defined by all those permutations obtained by merging \( A \) and \( B \) together such that the relative order of elements in each set is preserved. The reflection relation (2.13) is apparently the KK relation (2.14) in the special case \( \alpha = \emptyset \), the relation (2.15) was proved by KK relation (as pointed in [34]), while the relation (2.16) can also be proven by the KK relation (2.14) straightforwardly.

2.3 Graphic expansion of color-ordered YM amplitudes

Tree level color-ordered YM amplitude \( A(1, \ldots, n) \) can be expanded in terms of tree level BS amplitudes \( A(1, \ldots, n|1, \sigma, n) \):

\[ A(1, \ldots, n) = \sum_{\sigma \in P(2, n-1)} N(1, \sigma, n)A(1, \ldots, n|1, \sigma, n), \tag{2.17} \]

where the expansion coefficients \( N(1, \sigma, n) \) are known as BCJ numerators in DDM basis [12] and \( P(2, n-1) \) denotes the set of all \((n-2)!\) permutations of elements 2, 3, \ldots, \( n - 1 \). Through the recursive expansion of Yang-Mills-scalar amplitudes [1], the BCJ numerators \( N(1, \sigma, n) \) are constructed as polynomial functions of Lorentz contractions between external momenta and polarizations according to the following rule [4].

Graphic rule for \( N(1, \sigma, n) \):

• **Step-1.** Define a reference order \( R = \{1, \gamma, n\} \) where \( \gamma \equiv \{\gamma_1, \ldots, \gamma_{n-2}\} \in P(2, n-1) \). In sections 3, 4, 5, \( R \) is chosen as the inverse of the normal order, i.e., \( R = \{n, n - 1, \ldots, 2, 1\} \). Other reference orders will be used in the symmetrization in section 6. The position of each element in \( R \) is called its weight.

• **Step-2.** Pick out \( 1, n \) as well as some nodes \( i_1, i_2, \ldots, i_l \) such that \( \sigma^{-1}(i_1) < \sigma^{-1}(i_2) < \ldots < \sigma^{-1}(i_l) \),\(^3\) then construct a chain of the following form

\[ \epsilon_1 \cdot F_{i_1} \cdot F_{i_2} \cdot \ldots \cdot F_{i_l} \cdot \epsilon_n, \tag{2.18} \]

which is accompanied by a factor\(^4\) \((-1)^{n-l}\). The strength tensor \( F_i^{\mu\nu} \) is defined by \( F_i^{\mu\nu} \equiv 2k_i^\mu \epsilon_i^\nu - 2k_i^\nu \epsilon_i^\mu \). The chain (2.18) in this paper is mentioned as a master chain.

---

\(^3\)In this paper, \( \sigma^{-1}(a) \) denotes the position of element \( a \) in the permutation \( \sigma \). This can be understood as follows, if \( \sigma_x \equiv \sigma(x) = a \), then \( x = \sigma^{-1}(a) \).

\(^4\)The factor and the following definition of \( F_i^{\mu\nu} \) differ from those in the original paper [1] by a \((-1)\) and a factor 2 respectively. This difference can be absorbed into the normalization factor and does not affect our discussions.
Figure 1. The master chain of the form (a) corresponds to a factor $(-1)^{n-1} \epsilon_1 \cdot F_{i_1} \cdot \ldots \cdot F_{i_l} \cdot \epsilon_n$. If $\{i_1, \ldots, i_l\} = \emptyset$, the master chain becomes (b) which contributes a factor $(-1)^n \epsilon_1 \cdot \epsilon_n$. A chain defined by step-3 and -4 has the general form (c), which stands for a factor $\epsilon_a \cdot F_{i'_1} \cdot \ldots \cdot F_{i'_l} \cdot 2k_b$. The special case with $\{i_1, \ldots, i_l\} = \emptyset$ is given by (d), corresponding to the factor $\epsilon_a \cdot 2k_b$. A full graph is shown by (e).

and presented by the graphs figure 1(a) or (b) (here we follow the graphs used in [25]).

Redefine the reference order $R$ by removing $1, i_1, \ldots, i_l, n$:

$$R \rightarrow R \setminus \{1, i_1, \ldots, i_l, n\}. \quad (2.19)$$

Define the root set $\mathcal{R}$ by

$$\mathcal{R} = \{1, i_1, \ldots, i_l\}, \quad (2.20)$$

where the element $n$ is not involved.

**Step-3.** Pick out the highest-weight element (i.e. the last element in the reference order that was redefined in the previous step) say, $a$ as well as elements $i'_1, \ldots, i'_{l'}$, which satisfy $\sigma^{-1}(i'_1) < \ldots < \sigma^{-1}(i'_{l'}) < \sigma^{-1}(a)$, from the new defined $R$ and construct a chain towards an element $b \in \mathcal{R}$ satisfying $\sigma^{-1}(b) < \sigma^{-1}(i'_1)$

$$\epsilon_a \cdot F_{i'_{l'}} \cdot \ldots \cdot F_{i'_1} \cdot 2k_b. \quad (2.21)$$

The above chain is conveniently presented by figure 1(c) and (d), where the nodes $a$, $i'_1, \ldots, i'_{l'}$ and the node $b$ are respectively mentioned as the starting node, the internal nodes and the ending node of this chain. Redefine the reference order and the root set respectively as follows

$$R \rightarrow R \setminus \{i'_1, \ldots, i'_{l'}, a\}, \quad \mathcal{R} \rightarrow \mathcal{R} \cup \{i'_1, \ldots, i'_{l'}, a\}. \quad (2.22)$$

**Step-4.** Repeat step-3 until the ordered set $R$ becomes empty, then we obtain a connected tree graph $\mathcal{F}$ (as shown by figure 1(e)) which stands for a term $C_{\mathcal{F}}(\sigma)$ in the BCJ numerator $N(1, \sigma, n)$. When all graphs $\mathcal{F} \in \mathcal{G}[\sigma]$ corresponding to the permutation $\sigma$ are collected together, we get the full BCJ numerator

$$N(1, \sigma, n) = \sum_{\mathcal{F} \in \mathcal{G}[\sigma]} C_{\mathcal{F}}, \quad (2.23)$$

which is a polynomial function of the Lorentz contractions $\epsilon \cdot \epsilon$, $\epsilon \cdot 2k$ and $2k \cdot 2k$. 
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Briefly speaking, a graph is described by (i) a given reference order $R$, (ii) a master chain (2.18) and (iii) trees planted at roots in the set $R = \{1, i_1, \ldots, i_l\}$, which are constructed according to step-3 and step-4. A numerator $N(1, \sigma, n)$ is given by the sum of all graphs that are consistent with the permutation $\sigma$. It is worth pointing out that the decomposition formula (2.17) can be rearranged as [26, 27]

$$A(1, \ldots, n) = \sum_{\mathcal{F}} C_{\mathcal{F}} \left[ \sum_{\sigma^{\mathcal{F}}} A(1, \ldots, n|1, \sigma^{\mathcal{F}}, n) \right],$$

(2.24)

where we have summed over all possible graphs and all permutations $\sigma^{\mathcal{F}}$ allowed by a given graph. The permutations $\sigma^{\mathcal{F}}$ are determined as follows (see [26, 27]): (i) the element 1 is the leftmost one, (ii) for any two adjacent nodes $i$ and $j$, if $i$ is nearer to 1 than $j$, we have $i \prec j$, (iii) if there are more than one branch attached to a node, we should shuffle the permutations established by these branches together. An explicit example is that the permutations $\sigma^{\mathcal{F}}$ established by the graph figure 1(e) are given by

$$\sigma^{\mathcal{F}} \in \{1, 4\} \sqcup \{2, 5, \{3\} \sqcup \{9\}\} \sqcup \{7\}, 10\}.$$  

(2.25)

In the coming sections, graphs are naturally generalized to off-shell level, based on which, off-shell numerators are defined. We further provide an expansion formula for off-shell Berends-Giele currents in YM with these off-shell extended numerators. In the on-shell limit, this expansion reproduces the formula (2.17).

3 Off-shell extended graphs and numerators

In the previous section, we have introduced a graphic rule to express the polynomial expansion coefficients (i.e., BCJ numerators in DDM basis) for on-shell color-ordered YM amplitudes. In this section, we generalize these graphs and numerators to three-types of off-shell extended graphs and numerators, by extracting the polarization vector $(\epsilon_n)_\rho$ or both $(\epsilon_1)_\rho$ and $(\epsilon_n)_\rho$ out from the master chain in a proper way.

3.1 Type-A graphs and numerators

A type-A graph is a graph where the $(\epsilon_n)_\rho$ on the master chain (2.18) is extracted out. In a type-A graph, the outer Lorentz index $\rho$ (expressed by a cross in this paper) plays as the rightmost node and the reference order is given by $R = \{\rho, n - 1, \ldots, 2, 1\}$. The master chain has the form $(-1)^{n-l} (\epsilon_1 \cdot F_{i_1} \cdot \ldots \cdot F_{i_l})^\rho$ and the root set of a graph has the form $R = \{1, i_1, \ldots, i_l\}$ which does not involve the outer Lorentz index $\rho$. A type-A numerator $N_A^\rho(1, \sigma)$ is defined by collecting all type-A graphs corresponding to the permutation $\sigma \in P(2, n-1)$, i.e.,

$$N_A^\rho(1, \sigma) \equiv \sum_{\mathcal{F} \in \mathcal{G}_A[\sigma]} C_{\mathcal{F}}^\rho,$$  

(3.1)

The ‘consistent’ means that the graphs can be generated from the permutation $\sigma$ according to the graphic rule.

Here $i \prec j$ denotes $(\sigma^{\mathcal{F}})^{-1}(i) \prec (\sigma^{\mathcal{F}})^{-1}(j)$ for short.
where $G_A[\sigma]$ denotes the set of all type-A off-shell extended graphs that correspond to the permutation $1, \sigma$ ($\sigma \in P(2, n-1)$). In the special case $n = 2$, the permutation $\sigma = \emptyset$ and $N_A^\rho = \epsilon_1^\rho$.

**Example-1.** All possible type-A graphs with on-shell nodes 1, 2 and Lorentz index $\rho$ are displayed by figure 2. Thus the corresponding type-A numerator $N_A^\rho(1, 2)$ is given by

$$N_A^\rho(1, 2) = [\epsilon_1 \cdot F_2 - \epsilon_1 (\epsilon_2 \cdot 2k_1)]^\rho,$$

(3.2)

where the first term in the square bracket refers to $\epsilon_1 \cdot F_2$ while the second means $(\epsilon_2 \cdot 2k_1) \epsilon_1 \eta^{\rho \nu}$ (Such convention will be widely used in the coming discussions).

**Example-2.** All type-A graphs with on-shell nodes 1, 2, 3 and Lorentz index $\rho$ are displayed by figure 3. The type-A numerators $N_A^\rho(1, \sigma)$ ($\sigma = \{2, 3\} \text{and} \{3, 2\}$) are then explicitly written as

$$N_A^\rho(1, 2, 3) = [\epsilon_1 \cdot (F_2 - \epsilon_2 \cdot 2k_1) \cdot (F_3 - \epsilon_3 \cdot (2k_2 + 2k_1))]^\rho,$$

$$N_A^\rho(1, 3, 2) = \left[\epsilon_1 \cdot F_3 \cdot (F_2 - \epsilon_2 \cdot 2k_3) - (\epsilon_2 \cdot 2k_1) \epsilon_1 \cdot F_3 \right.$$

$$- (\epsilon_3 \cdot 2k_1) \epsilon_1 \cdot F_2 + (\epsilon_2 \cdot 2k_1)(\epsilon_3 \cdot 2k_1) \epsilon_1 + (\epsilon_2 \cdot F_3 \cdot 2k_1) \epsilon_1 \left.]^\rho,\right.$$  

(3.3)

which are respectively depicted by figure 3 (a), (b), (c), (d), (e), (h) and (f), (g), (h), (c), (e), (i).
When contracted with the polarization vector \( \epsilon_n^\rho \), a type-A graph precisely has the same structure with a graph for on-shell amplitudes. Hence the type-A numerator \( N_A^\rho(1, \sigma) \) reproduces the polynomial numerator \( N(1, \sigma, n) \) in eq. (2.23) by

\[
\epsilon_n \cdot N_A(1, \sigma) = N(1, \sigma, n). \tag{3.4}
\]

### 3.2 Type-B graphs and numerators

A type-B graph is obtained when we extract out the \( \epsilon_n^\rho \) from the master chain and reverse the order of elements on the master chain in a proper way. Particularly, the reference order is defined by \( R = \{ \rho, n-1, \ldots, 2, 1 \} \), while the master chain for each graph of type B has the form \((-1)^{n-l} (F_{i_l} \cdots F_{i_1} \cdot \epsilon_1)^\rho \) (note that the relative order of nodes is now \( \{ \rho, i_l, \ldots, i_1 \} \)) and the corresponding root set is given by \( R = \{ \rho, i_l, \ldots, i_1, 1 \} \) which involves both the outer Lorentz index \( \rho \) and the last element (i.e. the element 1) on the master chain. If there is a tree planted at the root \( \rho \), it always means that any node in the substructure which is contracted with \( \rho \) can play as the root. Type-B numerator \( N_B^\rho(\sigma) \) is defined by

\[
N_B^\rho(\sigma) \equiv \sum_{\mathcal{F} \in \mathcal{G}^B} C_{\mathcal{F}}^\rho, \tag{3.5}
\]

where we have summed over all type-B graphs for the permutation \( \sigma (\sigma \in P(1, n-1)) \). In the special case \( n = 2, \sigma = \{ 1 \} \) the type-B numerator is defined by \( N_B^\rho = \epsilon_1^\rho \). Type-B graphs/numerators have the following two features that are different from the type-A ones. (i). A chain connected to the leftmost node \( \rho \) on the master chain has the form \( \epsilon_a \cdot F_{i_l} \cdots F_{i_1} \cdot 2k_A \) where \( k_A \) is the total momentum of the substructure which is contracted with the type-B graph. (ii). Since the last element 1 on the master chain may also be a root, it may not play as the last element in the full permutation \( \sigma \) (any node \( x \) living on the tree planted at 1 must satisfy \( \sigma^{-1}(1) \prec \sigma^{-1}(a) \)). As a result, \( \sigma \) is an element in \( P(1, n-1) \). Explicit examples are given as follows.

**Example-1.** All type-B graphs with on-shell nodes 1, 2 and Lorentz index \( \rho \) are shown by figure 4. The type-B numerators \( N_B^\rho(1, 2) \) and \( N_B^\rho(2, 1) \) are explicitly given by

\[
N_B^\rho(1, 2) = (-\epsilon_1^\rho) [ (\epsilon_2 \cdot 2k_1) + (\epsilon_2 \cdot 2k_A) ], \quad N_B^\rho(2, 1) = (F_2 \cdot \epsilon_1)^\rho + (-\epsilon_1^\rho)(\epsilon_2 \cdot 2k_A), \tag{3.6}
\]

which get contributions from figure 4 (a), (c) and figure 4 (b), (c), respectively. The momentum \( k_A \) denotes the total momentum of all nodes in the substructure that is contracted with this graph.

**Example-2.** All type-B graphs with on-shell nodes 1, 2, 3 and the outer Lorentz index \( \rho \) are shown by figure 5, while the contributions of type-B graphs to the numerators with all \( 3! = 6 \) permutations are presented in table 1. Therefore, these numerators are explicitly
given by

\[ N_B^\nu(1, 2, 3) = \epsilon_1^\nu(\epsilon_2 \cdot 2k_1)(\epsilon_3 \cdot 2k_1 + \epsilon_3 \cdot 2k_2) \]
\[ + \epsilon_1^\nu[(\epsilon_2 \cdot 2k_A)(\epsilon_3 \cdot 2k_2 + \epsilon_3 \cdot 2k_A + \epsilon_2 \cdot 2k_1) + (\epsilon_3 \cdot 2k_A)(\epsilon_2 \cdot 2k_1)] \]
\[ N_B^\nu(1, 3, 2) = \epsilon_1^\nu[(\epsilon_2 \cdot 2k_1)(\epsilon_3 \cdot 2k_1) + \epsilon_2 \cdot F_3 \cdot 2k_1], \]
\[ + \epsilon_1^\nu(\epsilon_2 \cdot F_3 \cdot 2k_A + (\epsilon_2 \cdot 2k_A)(\epsilon_3 \cdot 2k_A + \epsilon_3 \cdot 2k_1) + (\epsilon_3 \cdot 2k_A)(\epsilon_2 \cdot 2k_1)], \]
\[ N_B^\nu(2, 1, 3) = -(F_2 \cdot 1)^\rho(\epsilon_2 \cdot 2k_1 + \epsilon_3 \cdot 2k_2) \]
\[ + [-(\epsilon_3 \cdot 2k_A)(F_2 \cdot 1)^\rho + \epsilon_1^\nu(\epsilon_2 \cdot 2k_A)(\epsilon_3 \cdot 2k_2 + \epsilon_3 \cdot 2k_A) + \epsilon_1^\nu(\epsilon_3 \cdot 2k_A)(\epsilon_2 \cdot 2k_1)], \]
\[ N_B^\nu(2, 3, 1) = [(F_2 \cdot F_3 \cdot 1)^\rho - (F_2 \cdot 1)^\rho(\epsilon_3 \cdot 2k_2)] \]
\[ + [-(\epsilon_3 \cdot 2k_A)(F_2 \cdot 1)^\rho - (\epsilon_2 \cdot 2k_A)(F_2 \cdot 1)^\rho + \epsilon_1^\nu(\epsilon_2 \cdot 2k_A)(\epsilon_3 \cdot 2k_2 + \epsilon_3 \cdot 2k_A)], \]
\[ N_B^\nu(3, 1, 2) = -(F_3 \cdot 1)^\rho(\epsilon_2 \cdot 2k_1 + \epsilon_2 \cdot 2k_3) \]
\[ + [-(\epsilon_2 \cdot 2k_1)(F_3 \cdot 1)^\rho + \epsilon_1^\nu(\epsilon_3 \cdot 2k_3)(\epsilon_2 \cdot 2k_3 + \epsilon_2 \cdot 2k_1)], \]
\[ N_B^\nu(3, 2, 1) = [-(F_3 \cdot 1)^\rho(\epsilon_2 \cdot 2k_3) + (F_3 \cdot F_2 \cdot 1)^\rho] \]
\[ + [-(\epsilon_2 \cdot 2k_A)(F_3 \cdot 1)^\rho - (\epsilon_3 \cdot 2k_A)(F_2 \cdot 1)^\rho + \epsilon_1^\nu(\epsilon_2 \cdot F_3 \cdot 2k_A + (\epsilon_2 \cdot 2k_A)(\epsilon_3 \cdot 2k_A)]. \]
\[ (3.7) \]

### 3.3 Type-C graphs and numerators

In a graph of type-C, both ends of the master chain are outer Lorentz indices. The reference order is \( R = \{\rho, n - 1, \ldots, 2, 1, \nu\} \) where \( \nu, \rho \) are the two outer indices and \( 1, \ldots, n - 1 \) are the on-shell nodes. The master chain for each graph of this type has the form \((-1)^{n+1-l}(F_1 \cdot \ldots \cdot F_l)^{\nu \rho}\) while the root set corresponding to this master chain is \( R = \{\nu, i_1, \ldots, i_l\} \). Type-C numerators \( N_C^{\nu \rho}(\sigma) \) (\( \sigma \in P(1, n - 1) \)) are defined by collecting all type-C graphs corresponding to the permutation \( \sigma \), i.e.

\[ N_C^{\nu \rho}(\sigma) = \sum_{F \in \mathcal{G}^{\nu \rho}[\sigma]} C_F^{\nu \rho}, \]
\[ (3.8) \]

where \( \sigma \in P(1, n - 1) \) and the momentum \( k_\nu \) of the leftmost node \( \nu \) is the total momentum of all nodes in the subgraph which is connected to the index \( \nu \). According to the definition, the case \( n = 2 \) is trivial, \( N_C^{\nu \rho}(1) = F_1^{\nu \rho} \). The nontrivial cases with \( n = 3 \) and \( n = 4 \) are given as follows.
Figure 5. Type-B graphs with three on-shell nodes.

| Type-B numerators | $N_{\rho B}^\sigma(1, 2, 3)$ | $N_{\rho B}^\sigma(1, 3, 2)$ | $N_{\rho B}^\sigma(2, 1, 3)$ | $N_{\rho B}^\sigma(2, 3, 1)$ | $N_{\rho B}^\sigma(3, 1, 2)$ | $N_{\rho B}^\sigma(3, 2, 1)$ |
|-------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Graphs in figure 5 with explicit labels | (i)(k)(m) | (j)(k)(l) | (b)(c)(e) | (a)(b)(d) | (d)(g)(h) | (d)(e)(f) |
| Graphs in figure 5 with explicit labels | (n)(o)(p) | (n)(o)(p) | (i)(n)(o) | (e)(i)(n) | (j)(n)(p) | (g)(j)(n) |

Table 1. The type-B graphs in figure 5 contributing to each type-B numerator $N_{\rho B}^\sigma(\sigma \in P(1, n-1))$.

Example-1. Type-C graphs with $n = 3$ are given by figure 6, while type-C numerators $N_{\nu C}^{\rho\sigma}(1, 2)$ and $N_{\nu C}^{\rho\sigma}(2, 1)$ are expressed as

\[
N_{\nu C}^{\rho\sigma}(1, 2) = \left[ F_1 \cdot (F_2 - \epsilon_2 \cdot 2k_1) - F_1(\epsilon_2 \cdot 2k_A) - F_2(\epsilon_1 \cdot 2k_A) \right]^{\nu\rho},
\]

\[
N_{\nu C}^{\rho\sigma}(2, 1) = \left[ F_2 \cdot (F_1 - \epsilon_1 \cdot 2k_2) - F_1(\epsilon_2 \cdot 2k_A) - F_2(\epsilon_1 \cdot 2k_A) \right]^{\nu\rho},
\]

which are respectively characterized by the type-C graphs figure 6 (a), (b), (c), (f) and (d), (e), (c), (f).

Example-2. All possible structures of type-C graphs for $n = 4$ are shown by figure 7. When collecting graphs corresponding to different permutations $\sigma \in P(1, n-1)$ as shown by table 2, we get all type-C numerators

\[
N_{\nu C}^{\rho\sigma}(1, 2, 3) = (F_1 \cdot F_2 \cdot F_3)^{\nu\rho} - (F_1 \cdot F_2)^{\nu\rho} \epsilon_3 \cdot 2(k_1 + k_2) - (F_1 \cdot F_3)^{\nu\rho} (\epsilon_2 \cdot 2k_1) + (\epsilon_3 \cdot 2k_2)(\epsilon_2 \cdot 2k_1)F_1^{\nu\rho} + (\epsilon_2 \cdot 2k_1)(\epsilon_3 \cdot 2k_1)F_1^{\nu\rho} + (\ldots),
\]

\[
N_{\nu C}^{\rho\sigma}(1, 3, 2) = (F_1 \cdot F_3 \cdot F_2)^{\nu\rho} - (F_1 \cdot F_3)^{\nu\rho} \epsilon_2 \cdot 2(k_1 + k_3) - (F_1 \cdot F_2)^{\nu\rho} (\epsilon_3 \cdot 2k_1) + (\epsilon_2 \cdot F_3 \cdot 2k_1)F_1^{\nu\rho} + (\epsilon_2 \cdot 2k_1)(\epsilon_3 \cdot 2k_1)F_1^{\nu\rho} + (\ldots),
\]

\[
N_{\nu C}^{\rho\sigma}(2, 1, 3) = (F_2 \cdot F_1 \cdot F_3)^{\nu\rho} - (F_2 \cdot F_1)^{\nu\rho} \epsilon_3 \cdot 2(k_1 + k_3) - (F_2 \cdot F_3)^{\nu\rho} (\epsilon_1 \cdot 2k_2) + (\epsilon_3 \cdot F_1 \cdot 2k_2)F_2^{\nu\rho} + (\epsilon_1 \cdot 2k_2)(\epsilon_3 \cdot 2k_2)F_2^{\nu\rho} + (\ldots),
\]

\[
N_{\nu C}^{\rho\sigma}(2, 3, 1) = (F_2 \cdot F_3 \cdot F_1)^{\nu\rho} - (F_2 \cdot F_3)^{\nu\rho} \epsilon_1 \cdot 2(k_2 + k_3) - (F_2 \cdot F_1)^{\nu\rho} (\epsilon_3 \cdot 2k_2) + (\epsilon_1 \cdot F_3 \cdot 2k_2)F_2^{\nu\rho} + (\epsilon_1 \cdot 2k_2)(\epsilon_3 \cdot 2k_2)F_2^{\nu\rho} + (\ldots),
\]

\[
N_{\nu C}^{\rho\sigma}(3, 1, 2) = (F_3 \cdot F_1 \cdot F_2)^{\nu\rho} - (F_3 \cdot F_1)^{\nu\rho} \epsilon_2 \cdot 2(k_2 + k_1) - (F_3 \cdot F_2)^{\nu\rho} (\epsilon_1 \cdot 2k_1) + (\epsilon_2 \cdot F_1 \cdot 2k_1)F_3^{\nu\rho} + (\epsilon_1 \cdot 2k_1)(\epsilon_2 \cdot 2k_1)F_3^{\nu\rho} + (\ldots),
\]

\[
N_{\nu C}^{\rho\sigma}(3, 2, 1) = (F_3 \cdot F_2 \cdot F_1)^{\nu\rho} - (F_3 \cdot F_2)^{\nu\rho} \epsilon_1 \cdot 2(k_2 + k_1) - (F_3 \cdot F_1)^{\nu\rho} (\epsilon_2 \cdot 2k_2) + (\epsilon_1 \cdot F_2 \cdot 2k_2)F_3^{\nu\rho} + (\epsilon_1 \cdot 2k_2)(\epsilon_2 \cdot 2k_2)F_3^{\nu\rho} + (\ldots),
\]
\[ N_{\nu \rho}^C(2,1,3) = (F_2 \cdot F_1 \cdot F_3)^{\nu \rho} - (F_2 \cdot F_1)^{\nu \rho} \epsilon_3 \cdot 2(k_1 + k_2) - (F_2 \cdot F_3)^{\nu \rho} (\epsilon_1 \cdot 2k_2) \\
+ (\epsilon_3 \cdot 2k_1)(\epsilon_1 \cdot 2k_2)F_2^{\nu \rho} + (\epsilon_3 \cdot 2k_2)(\epsilon_1 \cdot 2k_2)F_2^{\nu \rho} + (\ldots), \\
N_{\nu \rho}^C(2,3,1) = (F_2 \cdot F_3 \cdot F_1)^{\nu \rho} - (F_2 \cdot F_3)^{\nu \rho} \epsilon_1 \cdot 2(k_2 + k_3) - (F_2 \cdot F_1)^{\nu \rho} (\epsilon_3 \cdot 2k_2) \\
+ (\epsilon_1 \cdot F_3 \cdot 2k_2)F_2^{\nu \rho} + (\epsilon_3 \cdot 2k_2)(\epsilon_1 \cdot 2k_2)F_2^{\nu \rho} + (\ldots), \\
N_{\nu \rho}^C(3,1,2) = (F_3 \cdot F_1 \cdot F_2)^{\nu \rho} - (F_3 \cdot F_1)^{\nu \rho} \epsilon_2 \cdot 2(k_1 + k_3) - (F_3 \cdot F_2)^{\nu \rho} (\epsilon_1 \cdot 2k_3) \\
+ (\epsilon_2 \cdot 2k_1)(\epsilon_1 \cdot 2k_3)F_3^{\nu \rho} + (\epsilon_2 \cdot 2k_3)(\epsilon_1 \cdot 2k_3)F_3^{\nu \rho} + (\ldots), \\
N_{\nu \rho}^C(3,2,1) = (F_3 \cdot F_2 \cdot F_1)^{\nu \rho} - (F_3 \cdot F_2)^{\nu \rho} \epsilon_1 \cdot 2(k_2 + k_3) - (F_3 \cdot F_1)^{\nu \rho} (\epsilon_2 \cdot 2k_3) \\
+ (\epsilon_1 \cdot F_2 \cdot 2k_3)F_3^{\nu \rho} + (\epsilon_2 \cdot 2k_3)(\epsilon_1 \cdot 2k_3)F_3^{\nu \rho} + (\ldots), \\
(3.10) \]

where we have only explicitly written down the contribution of graphs in which no tree is planted at \( \nu \) (i.e. graphs (a), (b), (c), (g), (h), (i)). The dots in each numerator denote the
Type-C numerators

| Graphs in figure 7 with explicit labels |
|----------------------------------------|
| (a)[1,2,3]                             |
| (b)[1,2,3]                             |
| (b)[1,3,2]                             |
| (c)[1,3,2]                             |
| (d)[1,2,3]                             |
| (d)[1,3,2]                             |
| (d)[2,3,1]                             |
| (e)[1,3,2]                             |
| (f)[1,3,2]                             |
| (g)[1,3,2]                             |
| (i)[1,2,3]                             |
| (j)[1,2,3]                             |
| (j)[1,3,2]                             |
| (k)[1,2,3]                             |
| (k)[1,3,2]                             |
| (k)[2,1,3]                             |
| (k)[2,3,1]                             |

Table 2. Contributions of graphs for all type-C numerators $N_C^\rho(\sigma)$ where $\sigma \in P(1, 3)$. The notation, e.g., (a)[1,2,3] stands for the graph which is obtained from figure 7(a), via replacing $x$, $y$, and $z$ by nodes 1, 2 and 3, respectively.

Graphs involving tree(s) planted at $\nu$, whose expression contains the total momentum (say $k_A$) of all nodes in the substructure that is contracted with the leftmost Lorentz index $\nu$.

3.4 A relation between the three types of numerators

Now we demonstrate an important property of the type-A numerator $N_A^\rho(1, \sigma)$: if a permutation $\sigma = \{\sigma_2, \ldots, \sigma_{n-1}\} \in P(2, n - 1)$ can be divided into two parts $\sigma_L = \{\sigma_2, \ldots, \sigma_{i-1}\}$ and $\sigma_R = \{\sigma_i, \ldots, \sigma_{n-1}\}$ which respectively satisfy $\sigma_L \in P(2, i - 1)$ and $\sigma_R \in P(i, n - 1)$ (in the special case $i = 2$, $\sigma_L = \emptyset$), the numerator $N_A^\rho(1, \sigma)$ can be expressed by lower-point type-A, -B and -C numerators via the following relation

$$N_A^\rho(1, \sigma) = [N_A(1, \sigma_L) \cdot N_C(\sigma_R) - N_A(1, \sigma_L) N_B(\sigma_R) \cdot 2k_{1,i-1}]^\rho. \quad (3.11)$$

To understand eq. (3.11), we first study the type-A numerator $N_A^\rho(1, 2, 3)$. In this case $\sigma = \{2, 3\}$ can be divided into $\sigma_L = \{2\}$, $\sigma_R = \{3\}$ or $\sigma_L = \emptyset$, $\sigma_R = \{2, 3\}$. Correspondingly, the relation (3.11) gives

$$N_A^\rho(1, 2, 3) = [N_A(1, 2) \cdot N_C(3) - N_A(1, 2) N_B(3) \cdot 2k_{1,2}]^\rho$$

$$= [N_A(1) \cdot N_C(2, 3) - N_A(1) N_B(2, 3) \cdot 2k_1]^\rho, \quad (3.12)$$

where $N_A(1) = \epsilon_1$. The above equation can be verified by contractions between graphs straightforwardly. Particularly, the two terms in the first equality are shown by figure 8(a),
Figure 8. Relations between the type-A graphs $\mathcal{F} \in \mathcal{G}^A[2,3]$ and the graphs with fewer points for the division $\sigma = \{2,3\} \rightarrow \sigma_L = \{2\}, \sigma_R = \{3\}$.

Figure 9. Relations between the type-A graphs $\mathcal{F} \in \mathcal{G}^A[2,3]$ and the graphs with fewer points for the division $\sigma = \{2,3\} \rightarrow \sigma_L = \emptyset, \sigma_R = \{2,3\}$.

(b) which respectively reproduce figure 3 (d), (e) and figure 3 (a), (h), (b), (c). The two terms in the second equality can be respectively understood by figure 9 (a) and (b) which reproduce figure 3 (a), (h) and figure 3 (b), (c), (d), (e). Hence, both divisions give rise to the expected expression of $N^\rho_A(1,2,3)$ (see eq. (3.3)).

Another example is given by $N^\rho_A(1,3,2)$. The division $\{3,2\} \rightarrow \sigma_L = \{3\}, \sigma_R = \{2\}$ is invalid because $\{3\} \not\in P\{2\}$. Thus there is only one possible division: $\{3,2\} \rightarrow \sigma_L = \emptyset, \sigma_R = \{3,2\}$ which corresponds to the following relation

$$N^\rho_A(1,3,2) = [N_A(1) \cdot N_C(3,2) - N_A(1)N_B(3,2) \cdot 2k_1]^{\rho}.$$  \hspace{1cm} (3.13)

In the above expression, the first term on the r.h.s. is shown by figure 10 (a) which reproduces figure 3 (e), (i), while the second term is shown by figure 10 (b) which reproduces figure 3 (f), (g), (h), (c). All together, we get the expected expression of $N^\rho_A(1,3,2)$ (see eq. (3.3)).
3.4.1 A general proof of eq. (3.11)

Now let us understand the general relation (3.11) by manipulations of graphs. According to the definition (3.1), $N_A^\rho(1, \sigma)$ is given by the sum of all graphs which are consistent with the permutation $\sigma$. Since $\sigma$ can be divided into a left part $\sigma_L = \{\sigma_2, \ldots, \sigma_i-1\} \in P(2, i-1)$ and a right part $\sigma_R = \{\sigma_i, \ldots, \sigma_{n-1}\} \in P(i, n-1)$, a graph $F \in G^A[\sigma]$ in general can be given by a contraction of two subgraphs $F_L$ and $F_R$ (as shown by figure 11(a1) and (b1)) which are respectively consistent with the permutations $\sigma_L (\in P(2, i-1))$ and $\sigma_R (\in P(i, n-1))$.

These subgraphs have the following crucial properties:

(i). The structure of $F_L$ The subgraph $F_L$ (see figure 11(a1) and (b1)) is just a type-A graph whose reference order is $R_L = \{\nu, i-1, \ldots, 1\}$, the master chain has the form $(-1)^{i-1} (\epsilon_1 \cdot F_{a_1} \cdot \ldots \cdot F_{a_l})^\nu$ $(a_1, \ldots, a_l \in \{2, \ldots, n-1\})$, while the corresponding root set is $R_L = \{1, a_1, \ldots, a_l\}$.

(ii). The structure of $F_R$ The subgraph $F_R$, is determined by the reference order $R_R = \{\rho, n-1, \ldots, i, \nu\}$. As displayed in figure 11(a1), the master chain in $F_R$ has the form $(-1)^{(n-i+2)-m}(F_{b_1} \cdot \ldots \cdot F_{b_m})^\nu$, while the corresponding root set is given by $R_R = \{1, 2, \ldots, i-1\} \cup \{b_1, \ldots, b_m, \rho\}$. The special case $\{b_1, \ldots, b_m\} = \emptyset$ is shown by figure 11(b1), in which the master chain has the form $(-1)^{n-i+2} \eta^\rho$ and the root set is given by $R_R = \{1, 2, \ldots, i-1\}$.

(iii). Any node in $F_L$ can not play as an internal node of a chain which starts from $F_R$. This can be understood as follows. If a node $x \in F_L$ is an internal node of a chain whose starting node is $y \in F_R$, $y$ must have a higher weight than the node $x$ in the reference order $R = \{n-1, \ldots, 1\}$, i.e., $y < x$. Consequently, $\sigma_L$ cannot be a permutation of elements $1, \ldots, i-1$, which is in conflict with our assumption $\sigma_L \in P(1, i-1)$. 

Figure 10. Relations between the type-A graphs $F \in G^A[3, 2]$ and the graphs with fewer points for the division $\sigma = \{2, 3\} \rightarrow \sigma_L = \emptyset, \sigma_R = \{3, 2\}$.
Figure 11. If \( \sigma = \{\sigma_1, \ldots, \sigma_{n-1}\} \) can be divided into \( \sigma_L = \{\sigma_1, \ldots, \sigma_{i-1}\} \in P(1, i-1) \) and \( \sigma_R = \{\sigma_i, \ldots, \sigma_{n-1}\} \in P(i, n-1) \), a graph \( F \in \mathcal{G}[\sigma] \) is decomposed into \( F_L \) and \( F_R \), as shown by (a1) and (b1). If a graph \( F_R \) is consistent with the permutation \( \sigma_R \), a change of the roots of trees \( T_s \) which are planted at \( c_s \in F_L \) must also result in a graph consistent with the permutation \( \sigma_R \). Thus all choices of \( c_s \) must be included in the summation over \( F_R \), as shown by (a2) and (b2).

Here, an arrow line pointing to a boxed region means that we sum over all possible graphs where the arrow line ends at a node in this regions. A type-A graph is finally factorized into a type-A graph and a type-C graph (see (a3)), or a type-A graph and a type-B graph (see (b3)).

(iv). If a graph \( F_R \), which involves trees \( T_1, \ldots, T_j \) correspondingly planted at given nodes \( c_1, \ldots, c_j \in \{1, \ldots, i-1\} \) (see figure 11 (a1) and (b1)), is consistent with the permutation \( \sigma_R \), those graphs obtained by changing \( c_1, \ldots, c_j \in \{1, \ldots, i-1\} \) arbitrarily are also consistent with \( \sigma_R \). This is because a change of roots \( c_1, \ldots, c_j \in F_R \) does not affect the possible relative orders of nodes in \( F_R \).

With the above features, the type-A numerator \( N_A^\rho(1, \sigma) \) is decomposed as follows

\[
N_A^\rho(1, \sigma) = \sum_{F \in \mathcal{G}[\sigma]} C_F^\rho = \left( \sum_{F_L \in \mathcal{G}[\sigma_L]} C_{F_L}^\nu \right) \left( \sum_{F_R} C_{F_R}^{\rho'} \right),
\]  

(3.14)
where the outer Lorentz indices in each factor are carried by the master chain. Besides, the upper indice \( \nu \) in \( C_{\nu R}^F \) and \( C_{\nu R}^{\nu \rho} \) here refers to a contraction of the two parts. As pointed in property (i), the expression in the first parenthesis is just the type-A numerator \( N_A^\nu(1, \sigma_L) \).

In the following, we study the expression in the second parenthesis according to whether \( \{b_1, \ldots, b_m\} \neq \emptyset \).

**The case \( \{b_1, \ldots, b_m\} \neq \emptyset \).** Assuming there are trees \( T_1, \ldots, T_j \) in \( F_R \) rooted at \( c_1, \ldots, c_j \in \{1, 2, \ldots, i - 1\} \) and trees \( T_{j+1}, \ldots, T_r \) rooted at \( d_1, \ldots, d_k \in \{b_1, \ldots, b_m\} \neq \emptyset \), the second factor in eq. (3.14) is explicitly written as

\[
\sum_{\mathcal{F}_R} C_{\mathcal{F}_R}^{\nu \rho} = \sum_{\text{master chains}} (-1)^{(n-i+2)-m}(F_{b_1} \cdots F_{b_m})^{\nu \rho}
\]

\[
\times \sum_{\text{tree structures}} \left[ \sum_{c_1, \ldots, c_j} \prod_{s=1}^j (C_{T_s} \cdot 2k_{c_s}) \right] \sum_{d_1, \ldots, d_k} \prod_{t=j+1}^r (C_{T_t} \cdot 2k_{d_t})
\]

where \( (C_{T_s} \cdot 2k_{c_s}) \) and \( (C_{T_t} \cdot 2k_{d_t}) \) are respectively the contributions of trees planted at roots \( c_s \in \mathcal{F}_L \) and \( d_t \in \mathcal{F}_R \) (noting that \( c_s \) must be an ending node of a chain which starts from \( \mathcal{F}_R \), as pointed in property (iii)). According to (iv), the summation over \( c_1, \ldots, c_j \) should be taken over all \( c_1, \ldots, c_j \in \{1, \ldots, i - 1\} \) (see figure 11 (a2)). It follows that the second factor in eq. (3.14) can be reexpressed by

\[
\sum_{c_1, \ldots, c_j \in \{1, \ldots, i - 1\}} \prod_{s=1}^j (C_{T_s} \cdot 2k_{c_s}) = \prod_{s=1}^j (C_{T_s} \cdot 2k_{1,i-1}).
\]

where \( k_{1,i-1} = \sum_{c_s \in \{1, \ldots, i-1\}} k_{c_s} \) is the total momentum of on-shell nodes in \( \mathcal{F}_L \). Then eq. (3.15) turns into

\[
\sum_{\mathcal{F}_R} C_{\mathcal{F}_R}^{\nu \rho} = \sum_{\text{master chains}} \sum_{\text{tree structures}} \sum_{d_1, \ldots, d_k} (-1)^{(n-i+2)-m}(F_{b_1} \cdots F_{b_m})^{\nu \rho}
\]

\[
\times \prod_{s=1}^j (C_{T_s} \cdot 2k_{1,i-1}) \prod_{t=j+1}^r (C_{T_t} \cdot 2k_{d_t})
\]

where the first factor in the square brackets can be considered as the contribution of trees planted at \( \nu \) (whose momentum is defined as the total momentum of elements in the subgraph \( \mathcal{F}_L \)), the second factor is the contribution of trees planted at the roots in \( \{b_1, \ldots, b_k\} \). Therefore, each term in the above expression is just a contribution of a type-C graph (as shown by figure 11 (a3)) with the reference order \( \mathcal{R}_R = \{\rho, n-1, \ldots, i, \nu\} \), the master chain of the form \((-1)^{(n-i+2)-m}(F_{b_1} \cdots F_{b_m})^{\nu \rho}\) and the root set \( \mathcal{R}_R = \{\nu, b_1, \ldots, b_m, \rho\} \). When all possible configurations of the master chains, tree structures and all choices of roots \( d_1, \ldots, d_k \in \{i, \ldots, n - 1\} \), which are consistent with the permutation \( \sigma_R \), are summed over, eq. (3.17) becomes the type-C numerator

\[
\sum_{\mathcal{F}_R} C_{\mathcal{F}_R}^{\nu \rho} = N_C^{\nu \rho}(\sigma_R).
\]
The case \( \{b_1, \ldots, b_m\} = \emptyset \). The master chain of \( \mathcal{F}_R \) in this special case is just the metric \( \eta^{\mu \rho} \) and the summation over \( \mathcal{F}_R \) in eq. (3.14) becomes

\[
\sum_{\mathcal{F}_R} C^{\mu \rho}_{\mathcal{F}_R} = (-1)^{n-i} \eta^{\mu \rho} \sum_{\text{tree structures}} \left( \prod_{s=1}^{r} \left( C_{T_s} \cdot 2k_{c_{s}} \right) \right),
\]

where \( \mathcal{T}_1, \ldots, \mathcal{T}_r \) are planted at roots \( c_1, \ldots, c_r \in \mathcal{F}_L \). We have summed over all choices of roots \( c_1, \ldots, c_r \in \mathcal{F}_L \) as shown by figure 11 (b2) and used \( k_{1,i-1} = \sum_{c_{s} \in \{1, \ldots, i-1\}} k_{c_{s}} \) on the second line as shown by figure 11 (b3). Now we illustrate that the expression in the square brackets is \( [-N_B(\sigma_R) \cdot 2k_{1,i-1}] \). Without loss of generality, we assume that the tree \( \mathcal{T}_1 \) contains the chain that is led by the highest-weight node \( i \) in \( \mathcal{F}_R \). The expression in the square brackets in eq. (3.19) is thus written as

\[
- \left[ (-1)^{n-i+1} C_{\mathcal{T}}^{\mu} \prod_{s=2}^{r} \left( C_{T_s} \cdot 2k_{1,i-1} \right) \right] \cdot (k_{1,i-1})_{\mu}.
\]

Then the trees \( \mathcal{T}_2, \ldots, \mathcal{T}_r \) can be considered as trees planted at the node \( \mu \), while the \( \mathcal{T}_1 \) stands for the structure with trees planted at the on-shell nodes on the chain that is led by \( i \). The expression in the square brackets is just the contribution of a type-B graph whose reference order is \( R_R = \{\mu, n-1, n-2, \ldots, i\} \), the master chain has the form \( (-1)^{n-i+1} (\epsilon_{i} \cdot F_{x_1} \cdot \ldots \cdot F_{x_u})^\mu = (-1)^{(n-i+1)-u} (F_{x_u} \cdot \ldots \cdot F_{x_1} \cdot \epsilon_i)^\mu \) and the corresponding root set is \( \{x_1, \ldots, x_u, i\} \). Thus the above expression is just (upto a minus) the type-B graph contracted with \( (k_{1,i-1})_{\mu} \) (as shown by figure 11 (b3)) and eq. (3.19) can be written as

\[
\sum_{\mathcal{F}_R} C^{\mu \rho}_{\mathcal{F}_R} = \eta^{\mu \rho} \sum_{\text{tree structures}} \left[ - \prod_{s=1}^{r} N_B(\sigma_R) \cdot 2k_{1,i-1} \right].
\]

When contracted with the first factor in eq. (3.14), the expressions (3.18) and (3.21) reproduce the first term and the second term in eq. (3.11), respectively. Hence eq. (3.11) has been proven.

4 Decompositions of two- and three-point Berends-Giele currents

In this section, we investigate an off-shell extension of the decomposition formula (2.17), through direct evaluations of two-point and three-point Berends-Giele currents in YM theory. The starting point of the recursion is the expansion of one-point current

\[
\tilde{J}^\rho(l) = J^\rho(l) = c_l^\rho \phi(l|l) = N_A^\rho(l)\phi(l|l),
\]

where the effective current \( \tilde{J}^\rho(l) \) is introduced as the part of the current \( J^\rho(l) \) that reproduces the same graphic expansion formula (2.17) for on-shell amplitudes. In this special case, \( \tilde{J}^\rho(l) \) is defined by \( J^\rho(l) \).
4.1 Two-point current

To express the two-point current $J^\rho(1, 2)$ appropriately, we substitute the 3-point vertex (2.5) into the Berends-Giele recursion (2.1). Then the current $J^\rho(1, 2)$ is given by

$$J^\rho(1, 2) = \frac{1}{s_{12}} V_3^{\mu \nu \rho} J_\mu(1) J_\nu(2)$$

$$= \frac{1}{s_{12}} \{ [J(1) \cdot F_2 - J(1)(J(2) \cdot 2k_1)]^\rho + [J(1) \cdot J(2)] k_{1,2}^\rho \}$$

$$= [\epsilon_1 \cdot F_2 - \epsilon_1 (\epsilon_2 \cdot 2k_1)]^\rho \phi(12|12) + \frac{1}{s_{12}} [\tilde{J}(1) \cdot \tilde{J}(2)] k_{1,2}^\rho, \quad (4.2)$$

where the form of 3-point vertex (2.5), the fact $J(1) \cdot k_1 = J(2) \cdot k_2 = 0$ and the Berends-Giele recursion (2.10) for BS amplitude have been applied. The first term on the last line is the effective current that satisfies the following expansion formula

$$\tilde{J}^\rho(1, 2) \equiv [\epsilon_1 \cdot F_2 - \epsilon_1 (\epsilon_2 \cdot 2k_1)]^\rho \phi(12|12) = N_A^\rho(1, 2) \phi(12|12), \quad (4.3)$$

in which, the coefficient of $\phi(12|12)$ is just the type-A numerator (3.2) which gives rise to the expected BCJ numerator $N(1, 2, 3)$ when contracted with $\epsilon_2^3$. The second term on the last line of eq. (4.2), i.e., $K^\rho(1, 2) \equiv \frac{1}{s_{12}} [\tilde{J}(1) \cdot \tilde{J}(2)] k_{1,2}^\rho$ is proportional to the total momentum of on-shell lines and has to vanish under the on-shell limit since $\epsilon_3 \cdot k_{1,2} = -\epsilon_3 \cdot k_3 = 0$.

Noting that $\phi(12|21) = -\phi(12|21)$, the effective current (4.3) can be rearranged into a sum over two permutations:

$$\tilde{J}^\rho(1, 2) = -\epsilon_1^2 (\epsilon_2 \cdot 2k_1) \phi(12|12) - (\epsilon_1 \cdot F_2)^\rho \phi(12|21)$$

$$= (-\epsilon_1^2) (\epsilon_2 \cdot 2k_1) \phi(12|12) + [(F_2 \cdot \epsilon_1)^\rho + (-\epsilon_1^2)(\epsilon_2 \cdot 2k_A)] \phi(12|21)$$

$$= N_B^\rho(1, 2) \phi(12|12) + N_B^\rho(2, 1) \phi(12|21), \quad (4.4)$$

where the antisymmetry of the strength tensor has been applied. The $k_A$ on the second line is an arbitrarily chosen momentum, because the terms with $k_A$ are finally cancelled with each other due to the antisymmetry of $\phi(12|12)$. When we choose $k_A$ as the total momentum of the subgraph which are contracted with this part, the expansion coefficients are just the type-B numerators $N_B^\rho(1, 2)$ and $N_B^\rho(2, 1)$ which are given by eq. (3.6).

Having defined the effective current $\tilde{J}^\rho(1, 2)$, we further generalize the strength tensor $F_i^{\mu \nu}$ to an off-shell extended one

$$\tilde{F}^{\mu \nu}(1, 2) \equiv 2k_{1,2}^\mu \tilde{J}^\nu(1, 2) - 2k_{1,2}^\nu \tilde{J}^\mu(1, 2), \quad (4.5)$$

where $k_{1,2}^\mu \equiv k_1^\mu + k_2^\mu$. When the explicit expression (4.4) is inserted into eq. (4.5), $\tilde{F}^{\mu \nu}(1, 2)$ is expanded as

$$\tilde{F}^{\mu \nu}(1, 2) = [F_1 \cdot (F_2 - \epsilon_1 \cdot 2k_1)]^{\mu \nu} \phi(12|12) + [F_2 \cdot (F_1 - \epsilon_1 \cdot 2k_2)]^{\mu \nu} \phi(12|21) + 2(\epsilon_1^2 \epsilon_2^\rho - \epsilon_2^2 \epsilon_1^\rho)$$

$$= [F_1 \cdot (F_2 - \epsilon_1 \cdot 2k_1) - F_1 (\epsilon_2 \cdot 2k_A) - F_2 (\epsilon_1 \cdot 2k_A)]^{\mu \nu} \phi(12|12)$$

$$+ [F_2 \cdot (F_1 - \epsilon_1 \cdot 2k_2) - F_1 (\epsilon_2 \cdot 2k_A) - F_2 (\epsilon_1 \cdot 2k_A)]^{\mu \nu} \phi(12|21) + 2(\epsilon_1^2 \epsilon_2^\rho - \epsilon_2^2 \epsilon_1^\rho)$$

$$= N_C^{\mu \nu}(1, 2) \phi(12|12) + N_C^{\mu \nu}(2, 1) \phi(12|21) + 2(\epsilon_1^2 \epsilon_2^\rho - \epsilon_2^2 \epsilon_1^\rho), \quad (4.6)$$
in which, the first equality can be straightforwardly verified, by expanding $F_1$ and $F_2$ according to the definition and considering the antisymmetry of $\phi(12|12)$. An arbitrarily chosen momentum $k_A$ is introduced in the second equality. It is easy to see that the terms containing $k_A$ cancel with each other, due to the antisymmetry of $\phi(12|12)$. When we choose $k_A$ as the total momentum of nodes in the subgraph which is contracted with the $\nu$ index, the expansion coefficients for $\phi(12|12)$ and $\phi(12|21)$ in eq. (4.6) are just the type-C numerators $N_C^{\nu \rho}(1, 2)$ and $N_C^{\nu \rho}(2, 1)$ which are presented by eq. (3.9).

4.2 Three-point current

According to Berends-Giele recursion (2.1), the three-point current $J^\rho(1, 2, 3)$ can be expressed by one- and two-point currents

$$J^\rho(1, 2, 3) = \frac{1}{s_{123}} \left[ V_3^{\mu \nu \rho} J_\mu(1, 2) J_\nu(3) + V_3^{\mu \nu \rho} J_\mu(1) J_\nu(2, 3) + V_4^{\mu \nu \rho \tau} J_\mu(1) J_\nu(2) J_\tau(3) \right].$$

In the following, we evaluate these three terms separately.

- (i). When the 3-point vertex (2.5) and the expression (4.2) of two-point current are considered, we write the first term of eq. (4.7) as

$$J^\rho((1, 2)(3)) = \frac{1}{s_{123}} \tilde{V}_3^{\mu \nu \rho} \tilde{J}_\mu(1, 2) J_\nu(3) + \frac{1}{s_{123}} (J(1, 2) \cdot J(3)) k_1^\rho, \quad (4.8)$$

where we have applied $J(1, 2) \cdot k_{12} = J(3) \cdot k_3 = 0$. The first term in the square brackets in eq. (4.8) contributes

$$\frac{1}{s_{123}} \tilde{V}_3^{\mu \nu \rho} \tilde{J}_\mu(1, 2) J_\nu(3) = \frac{1}{s_{123}} \left\{ \tilde{J}_\mu(1, 2) \cdot [F_3 - \epsilon_3 \cdot (2k_1 + 2k_2)] \right\}^\rho \phi(3|3) \quad (4.9)$$

where the effective 3-point vertex $\tilde{V}_3^{\mu \nu \rho}$ and the fact $\phi(3|3) = 1$ were considered, while the decomposition (4.3) for $\tilde{J}_\mu(1, 2)$ and the relation (3.12) were applied. The second term in the square brackets in eq. (4.8) contributes

$$\frac{1}{s_{123}} \tilde{V}_3^{\mu \nu \rho} K_{\mu}(1, 2) J_\nu(3)$$

$$= \frac{1}{s_{123}} \left[ V_3^{\mu \nu \rho} K_{\mu}(1, 2) J_\nu(3) - \tilde{J}^\rho(3) K(1, 2) \cdot (k_1 + k_2) - (K(1, 2) \cdot J(3)) k_1^\rho \right]$$

$$= \frac{1}{s_{123}} \left[ V_3^{\mu \nu \rho} K_{\mu}(1, 2) J_\nu(3) - \tilde{J}^\rho(3) \left( \tilde{J}(1) \cdot \tilde{J}(2) \right) - (K(1, 2) \cdot J(3)) k_1^\rho \right], \quad (4.10)$$

where the effective 3-point vertex $\tilde{V}_3^{\mu \nu \rho}$ was expressed by the usual vertex $V_3^{\mu \nu \rho}$ via eq. (2.5), the definition of $K_{\mu}(1, 2)$ and the fact $J^\rho(3) = \tilde{J}^\rho(3) = \epsilon^\rho_3$ were considered. Summing eq. (4.9) and eq. (4.10) together, we get

$$J^\rho((1, 2)(3)) = \frac{1}{s_{123}} N^\rho_A(1, 2, 3) \phi(12|12) \phi(3|3)$$

$$+ \frac{1}{s_{123}} \left[ V_3^{\mu \nu \rho} K_{\mu}(1, 2) J_\nu(3) - \tilde{J}^\rho(3) \left( \tilde{J}(1) \cdot \tilde{J}(2) \right) \right] + \frac{1}{s_{123}} \left( \tilde{J}(1, 2) \cdot \tilde{J}(3) \right) k_1^\rho. \quad (4.11)$$
• (ii). The second term in eq. (4.7) reads

\[ J^\rho((1)(2, 3)) \equiv \frac{1}{s_{123}} \tilde{V}_3^{\mu
u\rho} \tilde{J}_\mu(1) [\tilde{J}_\nu(2, 3) + K_\nu(2, 3)] + \frac{1}{s_{123}} (J(1) \cdot J(2, 3)) k_{1,3}^\rho. \]  

(4.12)

When the explicit expression of the reduced 3-point vertex \( \tilde{V}_3^{\mu
u\rho} \) is considered, the first term in the square brackets of eq. (4.12) becomes

\[
\frac{1}{s_{123}} \tilde{V}_3^{\mu\nu\rho} J_\mu(1) \tilde{J}_\nu(2, 3) \\
= \frac{1}{s_{123}} \left[ \epsilon_1 \cdot \tilde{F}(2, 3) - \epsilon_1 (\tilde{J}(2, 3) \cdot 2k_1) \right]^\rho, \\
= \frac{1}{s_{123}} \left\{ \sum_{\sigma \in P(2,3)} \left[ \epsilon_1 \cdot N_C(\sigma) - \epsilon_1 (N_B(\sigma) \cdot 2k_1) \right]^\rho \phi(23|\sigma) + \left[ 2(\epsilon_1 \cdot \epsilon_2) \epsilon_3^\rho - 2(\epsilon_1 \cdot \epsilon_3) \epsilon_2^\rho \right] \right\} \\
= \frac{1}{s_{123}} \left\{ N_{A}^\rho(1, 2, 3) \phi(23|23) + N_{A}^\rho(1, 3, 2) \phi(23|32) + \left[ 2(\epsilon_1 \cdot \epsilon_2) \epsilon_3^\rho - 2(\epsilon_1 \cdot \epsilon_3) \epsilon_2^\rho \right] \right\}. 
\]  

(4.13)

where the decomposition formulas (4.4), (4.6) (with the replacement 1, 2 \( \rightarrow \) 2, 3) and the relation (3.12) were applied. The second term in the square brackets of eq. (4.12) is given by

\[
\frac{1}{s_{123}} \tilde{V}_3^{\mu\nu\rho} J_\mu(1) K_\nu(2, 3) \\
= \frac{1}{s_{123}} \left[ V_3^{\mu\nu\rho} J_\mu(1) K_\nu(2, 3) + J^\rho(1) K(2, 3) \cdot (2k_{2,3}) - (J(1) \cdot K(2, 3)) k_{1,3}^\rho \right] \\
= \frac{1}{s_{123}} \left[ V_3^{\mu\nu\rho} J_\mu(1) K_\nu(2, 3) + \tilde{J}^\rho(1) \left( \tilde{J}(2) \cdot \tilde{J}(3) \right) - (J(1) \cdot K(2, 3)) k_{1,3}^\rho \right]. 
\]  

(4.14)

Here, the \( \tilde{V}_3^{\mu\nu\rho} \) was expressed via eq. (2.5) and the fact \( J_{\mu}(1) = \tilde{J}_{\mu}(1) \) was considered. Substituting eq. (4.13) and eq. (4.14) into eq. (4.12) and considering the explicit expressions of \( N_{B}^\rho(\sigma) \) and \( N_{C}^\rho(\sigma) \) (see eq. (4.4) and eq. (4.5)), we obtain

\[
J^\rho((1)(2, 3)) = \frac{1}{s_{123}} \left( N_{A}^\rho(1, 2, 3) \phi(1|1) \phi(23|23) + N_{A}^\rho(1, 3, 2) \phi(1|1) \phi(23|32) \right) \\
+ \frac{1}{s_{123}} \left[ 2\tilde{J}^\rho(3) \left( \tilde{J}(1) \cdot \tilde{J}(2) \right) - 2\tilde{J}^\rho(2) \left( \tilde{J}(1) \cdot \tilde{J}(3) \right) + \tilde{J}^\rho(1) \left( \tilde{J}(2) \cdot \tilde{J}(3) \right) \right] \\
+ \frac{1}{s_{123}} \left( \tilde{J}(1) \cdot \tilde{J}(23) \right) k_{1,3}^\rho + \frac{1}{s_{123}} V_3^{\mu\nu\rho} J_\mu(1) K_\nu(2, 3), 
\]  

(4.15)

where \( \tilde{J}^\rho(3) = \epsilon_3^\rho \) has been used.

• (iii). The third term in eq. (4.7) reads

\[
J^\rho((1)(2,3)) = \frac{1}{s_{123}} \left[ 2\tilde{J}^\rho(2) \left( \tilde{J}(1) \cdot \tilde{J}(3) \right) - \tilde{J}^\rho(3) \left( \tilde{J}(1) \cdot \tilde{J}(2) \right) - \tilde{J}^\rho(1) \left( \tilde{J}(2) \cdot \tilde{J}(3) \right) \right]. 
\]  

(4.16)

Summing eq. (4.11), eq. (4.15) and eq. (4.16) together and considering the Berends-Giele recursion expression of BS currents

\[
\phi(123|123) = \frac{1}{s_{123}} [\phi(1|1) \phi(23|23) + \phi(12|12) \phi(3|3)], \quad \phi(123|132) = \frac{1}{s_{123}} \phi(1|1) \phi(23|32), 
\]  

(4.17)
we find that the terms of the form $\tilde{J}^\rho(\tilde{J} \cdot \tilde{J})$ all cancel out and the current $J^\rho(1, 2, 3)$ can be decomposed as
\[
J^\rho(1, 2, 3) = \tilde{J}^\rho(1, 2, 3) + K^\rho(1, 2, 3) + L^\rho(1, 2, 3).
\]
(4.18)
The $\tilde{J}^\rho(1, 2, 3)$ term in eq. (4.18) is explicitly written as
\[
\tilde{J}^\rho(1, 2, 3) = N^\rho_0(1, 2, 3)\phi(123) + N^\rho_0(1, 3, 2)\phi(123132),
\]
(4.19)
where $N^\rho_0(1, 2, 3)$ and $N^\rho_0(1, 3, 2)$ are just the type-A numerators which were already given by eq. (3.3). The $K^\rho(1, 2, 3)$ term in eq. (4.18) is proportional to the total momentum of the on-shell lines
\[
K^\rho(1, 2, 3) = \frac{1}{s_{123}} \left[ \tilde{J}(1, 2) \cdot \tilde{J}(3) + \tilde{J}(1) \cdot \tilde{J}(2, 3) \right] k^\rho_{123}.
\]
(4.20)
The $L^\rho(1, 2, 3)$ term is given by
\[
L^\rho(1, 2, 3) = \frac{1}{s_{123}} \left[ V^{\mu\nu\rho}_{3} K_{\mu}(1, 2) J_{\nu}(3) + V^{\mu\nu\rho}_{3} J_{\mu}(1) K_{\nu}(2, 3) \right] = J^\rho(K(1, 2), 3) + J^\rho(1, K(2, 3)),
\]
(4.21)
where $J^\rho(K(1, 2), 3)$ is obtained by replacing the polarization and the momentum of an external line in a two-point current by $K^\rho(1, 2)$ and $k^\rho_{12}$, respectively.

In on-shell limit, the expansion formula (4.19) for the effective current precisely reproduce the expansion of on-shell amplitude $A(1, 2, 3)$. The $K^\rho(1, 2, 3)$ term and $L^\rho(1, 2, 3)$ term have to vanish due to $\epsilon_4 \cdot k_{13} = -\epsilon_4 \cdot k_4 = 0$ and the property (2.9), respectively.

5 The general expansion formula of Berends-Giele currents

From the three-point example (4.18), we learn that the Berends-Giele current in YM can be decomposed into three terms: (i). an effective current $\tilde{J}^\rho$ which is written in terms of BS currents whose coefficients are the type-A numerators in DDM form, (ii). a term $K^\rho$ which is proportional to the total momentum and (iii). an $L^\rho$ term that is a sum of currents where the polarization vector and momenta of some external lines are replaced by lower-point $K^\rho$ terms and the corresponding momenta, respectively. This pattern also holds for the two-point current $J^\rho(1, 2)$ if we define $L^\rho(1, 2) \equiv 0$ and for the one-point current if we define $K^\rho(l) = L^\rho(l) \equiv 0$. In this section, we generalize the above observation to an arbitrary-point current $J^\rho(1, 2, \ldots, n-1)$ in YM theory:
\[
J^\rho(1, 2, \ldots, n-1) = \tilde{J}^\rho(1, 2, \ldots, n-1) + K^\rho(1, 2, \ldots, n-1) + L^\rho(1, 2, \ldots, n-1),
\]
(5.1)
where the three terms are respectively demonstrated as follows.

(i). The $\tilde{J}^\rho(1, 2, \ldots, n-1)$ term in eq. (5.1) is mentioned as the effective current which can be decomposed in terms of BS currents $\phi(1, 2, \ldots, n-1|1, \sigma)$ accompanied by type-A numerators $N^\rho_A(1, \sigma)$:
\[
\tilde{J}^\rho(1, 2, \ldots, n-1) = \sum_{\sigma \in P(2, n-1)} N^\rho_A(1, \sigma) \phi(1, 2, \ldots, n-1|1, \sigma).
\]
(5.2)
In the above expression, the summation is taken over all possible permutations $\sigma \in P(2, n-1)$ of elements $2, 3, \ldots n-1$. This decomposition reproduces eq. (2.17) via $s_{1\ldots n-1} [\epsilon_n \cdot \tilde{J}(1, 2, \ldots, n-1)]$. 
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(ii). The $K^\rho(1, 2, \ldots, n-1)$ term in eq. (5.1) is proportional to the total momentum $k_{1,n-1}^\rho \equiv \sum_{j=1}^{n-1} k_j^\rho$ of the on-shell lines $1, \ldots, n-1$ and is expressed via Lorentz contraction of lower-point effective currents

$$K^\rho(1, 2, \ldots, n-1) = \frac{1}{s_{12\ldots n-1}} k_{1,n-1}^\rho \sum_{i=1}^{n-2} \tilde J(1, \ldots, i) \cdot \tilde J(i+1, \ldots, n-1). \quad (5.3)$$

(iii). The $L^\rho(1, 2, \ldots, n-1)$ term in eq. (5.1) is presented as

$$L^\rho(1, 2, \ldots, n-1) = \sum_{\{a_i, b_i\} \subset \{1, \ldots, n-1\}} (-1)^{I+1} J^\rho(S_{1,a_1-1}, K_{(a_1,b_1)}, S_{b_1+1,a_2-1}, K_{(a_2,b_2)}, \ldots, K_{(a_I,b_I)}, S_{b_I+1,n-1}). \quad (5.4)$$

In the above expression, we use $S_{1,a_1-1}$ to denote the sequence $1, 2, \ldots, a_1 - 1$ and $K_{(a_i, b_i)}$ to denote $K(a_i, \ldots, b_i)$ for short. The $J^\rho(S_{1,a_1-1}, K_{(a_1,b_1)}, \ldots, K_{(a_I,b_I)}, S_{b_I+1,n-1})$ stands for the Berends-Giele current when $\{a_i, b_i\}$ ($i = 1, \ldots, I$) is considered as a single external line with the polarization vector $K^\mu_{(a_i, b_i)} \equiv K^\mu(a_i, \ldots, b_i)$ and momentum $k^\mu_{a_i, b_i}$. We have summed over all possible choices of ordered pairs $\{a_i, b_i\}$ which satisfy the following conditions: (i). $1 \leq a_1 < b_1 \leq a_2 < b_2 \leq \ldots \leq a_I < b_I \leq n-1$, (ii). if $I = 1$, i.e. there is only $K_{(a_1,b_1)}$, $\{a_1, b_1\}$ cannot be chosen as $\{1, n-1\}$. To clarify this summation, we take the $n = 5$ case as an example, in which we can pick out $a_i, b_i$ pairs from the ordered set $\{1, 2, 3, 4\}$. If $I = 1$, the $\{a_1, b_1\}$ can be either one of

$$\{1, 2\}, \{2, 3\}, \{3, 4\}, \{1, 3\}, \{2, 4\}. \quad (5.5)$$

If $I = 2$, the $\{a_1, b_1\}$ and $\{a_2, b_2\}$ can only be given by

$$\{a_1, b_1\} = \{1, 2\}, \quad \{a_2, b_2\} = \{3, 4\}. \quad (5.6)$$

Therefore, $L^\rho(1, 2, 3, 4)$ is explicitly expressed as

$$L^\rho(1, 2, 3, 4) = J^\rho(K_{(1,2)}, 3, 4) + J^\rho(1, K_{(2,3)}, 4) + J^\rho(1, 2, K_{(3,4)})$$

$$+ J^\rho(K_{(1,2,3)}, 4) + J^\rho(1, K_{(2,3,4)}) - J^\rho(K_{(1,2)}, K_{(3,4)}), \quad (5.7)$$

where the first five terms correspond to contributions with $I = 1$, while the last term corresponds to the $I = 2$ case. The following properties of $L^\rho(1, 2, \ldots, n-1)$ term will be helpful in the coming discussions:

- Since $K^\rho_{(a_i, b_i)}$ is proportional to the total momentum $k^\mu_{a_i, b_i}$ of gluons in the sector $\{a_i, a_i+1, \ldots, b_i\}$, each term in eq. (5.4) is proportional to $J^\rho(S_{1,a_1-1}, k_{a_1,b_1}, \ldots, k_{a_I,b_I}, S_{b_I+1,n-1})$. Consequently, $L^\rho(1, 2, \ldots, n-1)$ satisfies the identity

$$k_{1,n-1} \cdot L(1, 2, \ldots, n-1) = 0 \quad (5.8)$$

and the following identity under on-shell limit

$$\epsilon_n \cdot L(1, 2, \ldots, n-1) = 0, \quad (5.9)$$

which correspond to the properties (2.8), (2.9) satisfied by $J^\rho(S_{1,a_1-1}, k_{a_1,b_1}, \ldots, k_{a_I,b_I}, S_{b_I+1,n-1})$. 

\[ -23 - \]
If we write each $J^\rho(S_{1,a_1-1}, K_{a_1,b_1}, \ldots, K_{a_t,b_t}, S_{b_t+1,n-1})$ in eq. (5.4) according to the Berends-Giele recursion and reorganize the terms by collecting all contributions with the same partition of momenta connecting to the 3- or 4-point vertex, the $L^\rho(1, 2, \ldots, n-1)$ can be expressed by lower-point $J$, $K$ and $L$. Roughly speaking

$$L \sim \frac{1}{s_{1\ldots n-1}} \sum \left[ V_3(L + K)J + V_3J(L + K) - V_3(L + K)(L + K) \right]$$

$$+ \frac{1}{s_{1\ldots n-1}} \sum \left[ V_4(L + K)JJ + V_4J(L + K)J + V_4(L + K)JJ \right.$$

$$\left. - V_4(L + K)(L + K)J - V_3J(L + K)(L + K) - V_4(L + K)J(L + K) \right.$$ 

$$+ V_4(L + K)(L + K)(L + K) \right], \quad (5.10)$$

where a term, e.g., $\sum V_3(L + K)J$ stands for $\sum_{i=1}^{n-2} [V_3^{\mu \nu \rho}(L^\mu(1, \ldots, i) + K^\mu(1, \ldots, i)) J^\rho(i + 1, \ldots, n - 1)]$ for short.

When we take the on-shell limit, the $n$-point amplitude $A(1, 2, \ldots, n)$ is given by

$$A(1, 2, \ldots, n) = \left[ s_{12\ldots n-1} \epsilon_n \cdot J(1, 2, \ldots, n-1) \right]_{s_{12\ldots n-1} = k_n^2 \rightarrow 0}$$

$$= \left[ s_{12\ldots n-1} (\epsilon_n \cdot \tilde{J}(1, 2, \ldots, n-1) \right.$$ 

$$\left. + \epsilon_n \cdot K(1, 2, \ldots, n-1) + \epsilon_n \cdot L(1, 2, \ldots, n-1)) \right]_{s_{12\ldots n-1} = k_n^2 \rightarrow 0}. \quad (5.11)$$

The first term in the above equation precisely reproduces the decomposition (2.17) of on-shell amplitude with the expected BCJ numerators (2.23). The second term, vanishes because of momentum conservation and the transversality condition $\epsilon_n \cdot k_n = 0$. The last term cancels out due to eq. (5.9). Therefore, in the on-shell limit, the decomposition formula (5.1) reproduces the expected decomposition formula (2.17) for $n$-point amplitudes.

In the following subsections, we prove the decomposition formula (5.1) by Berends-Giele recursion (2.1). We first show that the current $J^\rho(1, 2, \ldots, n-1)$ can be written as the form (5.1) with the expected $K^\rho$ term (5.3) and $L^\rho$ term (5.4). We further prove that the remaining term is just $J^\rho(1, 2, \ldots, n-1)$ that satisfies the expansion formula (5.2).

### 5.1 General decomposition formula for Berends-Giele currents

Supposing that the decomposition formula (5.1) is satisfied by $J^\rho(1, \ldots, m)$ ($m < n - 1$), we now evaluate the YM current $J^\rho(1, \ldots, n - 1)$ according to Berends-Giele recursion (2.1).

When the lower-point currents are expressed by the decomposition formula (5.1), the first term in the Berends-Giele recursion (2.1), which corresponds to the contribution of 3-point vertex, is written as

$$T^\rho_A \equiv \frac{1}{s_{12\ldots n-1}} \sum_{1 \leq i < n-1} \tilde{V}_3^{\mu \nu \rho} \left[ \tilde{J}_\mu(1, \ldots, i) + K_\mu(1, \ldots, i) + L_\mu(1, \ldots, i) \right] \times \left[ \tilde{J}_\nu(i + 1, \ldots, n - 1) + K_\nu(i + 1, \ldots, n - 1) + L_\nu(i + 1, \ldots, n - 1) \right]$$

$$+ \frac{1}{s_{12\ldots n-1}} \sum_{1 \leq i < n-1} \left[ J(1 \ldots i) \cdot J(i + 1 \ldots n - 1) \right] k^\rho_{1,n-1}, \quad (5.12)$$
where we have expressed the 3-point vertex \( V_3 \) by the effective one \( \tilde{V}_3 \) according to eq. (2.5) and applied the identity (2.7) for lower point Berends-Giele currents. The above expression can be further arranged as

\[
T_A^\rho = \frac{1}{s_{12\ldots n-1}} \sum_{1 \leq i < n-1} \tilde{V}_3^{\mu\nu\rho} \tilde{J}_\mu(1,\ldots,i) \tilde{J}_\nu(i+1,\ldots,n-1) + \frac{1}{s_{12\ldots n-1}} \sum_{1 \leq i < n-1} \tilde{V}_3^{\mu\nu\rho} J_\mu(1,\ldots,i) \left[ K_\nu(i+1,\ldots,n-1) + L_\nu(i+1,\ldots,n-1) \right] \\
+ \sum_{1 \leq i < n-1} \tilde{V}_3^{\mu\nu\rho} \left[ K_\mu(i,\ldots,i) + L_\mu(1,\ldots,i) \right] J_\nu(i+1,\ldots,n-1) - \sum_{1 \leq i < n-1} \tilde{V}_3^{\mu\nu\rho} \left[ K_\mu(i,\ldots,i) + L_\mu(1,\ldots,i) \right] \left[ K_\nu(i+1,\ldots,n-1) + L_\nu(i+1,\ldots,n-1) \right] \\
+ \frac{1}{s_{12\ldots n-1}} \sum_{1 \leq i < n-1} \left[ J(1\ldots i) \cdot J(i+1\ldots n-1) \right] k^\rho_{1,n-1}.
\]  

(5.13)

When we reexpress the effective 3-point vertices \( \tilde{V}_3^{\mu\nu\rho} \) in the braces by \( V_3^{\mu\nu\rho} \) according to eq. (2.5), the above expression turns into

\[
T_A^\rho = \frac{1}{s_{12\ldots n-1}} \sum_{1 \leq i < n-1} \tilde{V}_3^{\mu\nu\rho} \tilde{J}_\mu(1,\ldots,i) \tilde{J}_\nu(i+1,\ldots,n-1) + \frac{1}{s_{12\ldots n-1}} \sum_{1 \leq i < n-1} \tilde{J}(1\ldots i) \cdot \tilde{J}(i+1\ldots n-1) k^\rho_{1,n-1} \\
+ \frac{1}{s_{12\ldots n-1}} \sum_{1 \leq i < n-1} \left[ V_3^{\mu\nu\rho} J_\mu(1,\ldots,i) \right] \left[ K_\nu(i+1,\ldots,n-1) + L_\nu(i+1,\ldots,n-1) \right] \\
+ \sum_{1 \leq i < n-1} V_3^{\mu\nu\rho} \left[ K_\mu(i,\ldots,i) + L_\mu(1,\ldots,i) \right] J_\nu(i+1,\ldots,n-1) - \sum_{1 \leq i < n-1} V_3^{\mu\nu\rho} \left[ K_\mu(i,\ldots,i) + L_\mu(1,\ldots,i) \right] \left[ K_\nu(i+1,\ldots,n-1) + L_\nu(i+1,\ldots,n-1) \right] \\
+ \frac{1}{s_{12\ldots n-1}} \sum_{1 \leq i < n-1} \tilde{J}_\rho(1,\ldots,i) \left[ k_{i+1,n-1} \cdot (K(i+1,\ldots,n-1) + L(i+1,\ldots,n-1)) \right] \\
+ \sum_{2 \leq j < n-1} \left[ k_{1,j} \cdot (K(1,\ldots,j) + L(1,\ldots,j)) \right] \tilde{J}_\rho(j+1,\ldots,n-1),
\]  

(5.14)

where the second term is just the \( K^\rho(1,\ldots,n-1) \) term (see eq. (5.3)). We should note that the identity (2.7) for a full Berends-Giele current \( J^\rho \) is not satisfied by the object \( [K_\mu(1,\ldots,i) + L_\mu(1,\ldots,i)] \) which only plays as a part of the current. According to the inductive assumption, the \( L^\mu(1,\ldots,j) \) term has the pattern (5.4) thus satisfies the identity (5.8), while the \( K^\mu(1,\ldots,j) \) term with the form (5.3) survives when contracted.
with \((k_{1,j})_\mu\). Therefore, the last term in the above expression can be simplified as

\[
\sum_{i=1}^{n-1} \sum_{j=i+1}^{n-2} \tilde{T}^\rho(i, \ldots, i) \{ \tilde{J}(i + 1, \ldots, j) \cdot \tilde{J}(j + 1, \ldots, n - 1) \}
- \sum_{i=1}^{j-1} \sum_{j=2}^{n-2} \{ \tilde{J}(1, \ldots, i) \cdot \tilde{J}(i + 1, \ldots, j) \} \tilde{T}^\rho(j + 1, \ldots, n - 1),
\]

(5.15)

where \(k_{1,i} \cdot k_{1,n-1} = s_{1,n-1}\) has been divided out. The \(T_A^\rho\) in eq. (5.12) is then arranged as

\[
T_A^\rho = T_{A1}^\rho + T_{A2}^\rho + \rho(1, \ldots, n - 1),
\]

(5.16)

in which the explicit expressions of \(T_{A1}^\rho\) and \(T_{A2}^\rho\) are respectively given by

\[
T_{A1}^\rho = \frac{1}{s_{12, \ldots, n-1}} \sum_{i=1}^{n-2} V_{ij}^{\mu\nu\rho} \tilde{J}_\mu(1, \ldots, i) \tilde{J}_\nu(i + 1, \ldots, n - 1)
+ \frac{1}{s_{12, \ldots, n-1}} \sum_{1 \leq i < j \leq n-2} \{ \tilde{T}^\rho(1, \ldots, i) \{ \tilde{J}(i + 1, \ldots, j) \cdot \tilde{J}(j + 1, \ldots, n - 1) \}
- \{ \tilde{J}(1, \ldots, i) \cdot \tilde{J}(i + 1, \ldots, j) \} \tilde{T}^\rho(j + 1, \ldots, n - 1) \},
\]

(5.17)

\[
T_{A2}^\rho = \frac{1}{s_{12, \ldots, n-1}} \sum_{i=1}^{n-1} V_{ij}^{\mu\nu\rho} [K_\nu(i + 1, \ldots, n - 1) + L_\nu(i + 1, \ldots, n - 1)]
+ \frac{1}{s_{12, \ldots, n-1}} \sum_{i=1}^{n-1} V_{ji}^{\mu\nu\rho} [K_\mu(1, \ldots, i) + L_\mu(1, \ldots, i)] \tilde{J}_\nu(i + 1, \ldots, n - 1)
- \frac{1}{s_{12, \ldots, n-1}} \sum_{i=1}^{n-1} V_{ji}^{\mu\nu\rho} [K_\mu(1, \ldots, i) + L_\mu(1, \ldots, i)] \times \{ K_\nu(i + 1, \ldots, n - 1) + L_\nu(i + 1, \ldots, n - 1) \}.
\]

(5.18)

The second term in the Berends-Giele recursion (2.1), which corresponds to the contribution of 4-point vertex, can be written as the following sum

\[
T_B^\rho = T_{B1}^\rho + T_{B2}^\rho,
\]

(5.19)

where \(T_{B1}\) and \(T_{B2}\) are respectively defined by

\[
T_{B1}^\rho = \frac{1}{s_{1, \ldots, n-1}} \sum_{1 \leq i < j \leq n-2} V_4^{\mu\nu\rho\tau} \tilde{J}_{\mu}(1, \ldots, i) \tilde{J}_{\nu}(i + 1, \ldots, j) \tilde{J}_{\rho}(j + 1, \ldots, n - 1),
\]

(5.20)

\[
T_{B2}^\rho = \frac{1}{s_{1, \ldots, n-1}} \sum_{1 \leq i < j \leq n-2} V_4^{\mu\nu\rho\tau} \{ \tilde{J}_{\mu}(1, \ldots, i) \tilde{J}_{\nu}(i + 1, \ldots, j) \tilde{J}_{\tau}(j + 1, \ldots, n - 1)
- \tilde{J}_{\mu}(1, \ldots, i) \tilde{J}_{\nu}(i + 1, \ldots, j) \tilde{J}_{\tau}(j + 1, \ldots, n - 1) \}.
\]

(5.21)
Decomposing lower-point Berends-Giele currents according to (5.1), one can verify the following expression of $T_{B2}^\rho$

$$T_{B2}^\rho \equiv \frac{1}{s_{1,\ldots,n-1}} \sum_{1 \leq i < j \leq n-2} \left\{ V_4^{\mu\nu\tau\rho} \left[ K_{(1,i)} + L_{(1,i)} \right] J_\nu(S_{i+1,j}) J_\tau(S_{j+1,n-1}) 
+ V_4^{\mu\nu\tau\rho} J_\mu(S_{1,i}) \left[ K_{(i+1,j)} + L_{(i+1,j)} \right] J_\nu(S_{i+1,n-1}) 
+ V_4^{\mu\nu\tau\rho} J_\mu(S_{1,i}) J_\nu(S_{i+1,j}) \left[ K_{(j+1,n-1)} + L_{(j+1,n-1)} \right] J_\tau(S_{j+1,n-1}) 
- V_4^{\mu\nu\tau\rho} \left[ K_{(1,i)} + L_{(1,i)} \right] \left[ K_{(i+1,j)} + L_{(i+1,j)} \right] J_\nu(S_{i+1,n-1}) J_\tau(S_{j+1,n-1}) 
- V_4^{\mu\nu\tau\rho} \left[ K_{(1,i)} + L_{(1,i)} \right] J_\nu(S_{i+1,j}) \left[ K_{(j+1,n-1)} + L_{(j+1,n-1)} \right] J_\tau(S_{j+1,n-1}) 
+ V_4^{\mu\nu\tau\rho} \left[ K_{(1,i)} + L_{(1,i)} \right] \left[ K_{(i+1,j)} + L_{(i+1,j)} \right] J_\nu(S_{i+1,n-1}) J_\tau(S_{j+1,n-1}) \right\}. \quad (5.22)$$

Here, we have respectively written the sequence $a, a+1, \ldots, b$ as $S_{a,b}$ and the $K^\mu(a, a+1, \ldots, b)$, $L^\mu(a, a+1, \ldots, b)$ as $K_{(a,b)}^\mu$, $L_{(a,b)}^\mu$ for short.

The sum $T_{A2}^\rho + T_{B2}^\rho$ is just the expected Berends-Giele recursion expression (5.10) of the $L^\rho(1, \ldots, n-1)$ term. Hence the total current is finally given by

$$J^\rho(1, \ldots, n-1) = T_{A1}^\rho + T_{B1}^\rho + L^\rho(1, \ldots, n-1) + K^\rho(1, \ldots, n-1), \quad (5.23)$$

with the expected $K$ term and $L$ term. In the remaining part of this section, we introduce an $(n-1)!$-expansion of the effective current and an expansion of the generalized strength tensor. By the use of these helpful expansions, we prove that $T_{A1}^\rho + T_{B1}^\rho = \tilde{J}^\rho(1, \ldots, n-1)$, where $\tilde{J}^\rho(1, \ldots, n-1)$ is the effective current that satisfies the expansion formula (5.2).

### 5.2 Expansions of effective currents and generalized strength tensors

Before proving the expansion formula (5.2) for $T_{A1}^\rho + T_{B1}^\rho$, we introduce an $(n-1)!$-expansion formula for effective currents and an expansion formula for a generalized strength tensor, which correspond to eq. (4.4) and eq. (4.5) in section 4. These formulas will be helpful in the study of the expansion of $T_{A1}^\rho + T_{B1}^\rho$.

#### 5.2.1 $(n-1)!$-expansion formula of effective currents

The effective current $\tilde{J}^\rho(1, 2, \ldots, n-1)$ that satisfies the expansion formula (5.2) with $(n-2)!$ terms can also be expressed by the following $(n-1)!$-expansion:

$$\tilde{J}^\rho(1, 2, \ldots, n-1) = \sum_{\sigma \in P(1,n-1)} N_B^\rho(\sigma) \phi(1, 2, \ldots, n-1|\sigma), \quad (5.24)$$

where $N_B^\rho(\sigma)$ are the type-B numerators (3.5). For example, on can directly check that the three-point effective current $\tilde{J}^\rho(1, 2, 3)$ (see eq. (4.19)) satisfies the following expansion formula

$$\tilde{J}^\rho(1, 2, 3) = N_B^\rho(1, 2, 3)\phi(123|123) + N_B^\rho(1, 3, 2)\phi(123|132) + N_B^\rho(2, 1, 3)\phi(123|213) + N_B^\rho(2, 3, 1)\phi(123|231) + N_B^\rho(3, 1, 2)\phi(123|312) + N_B^\rho(3, 2, 1)\phi(123|321), \quad (5.25)$$
Figure 12. The structure of a graph in the decomposition formula (5.2).

in which the type-B generalized numerators are explicitly given by eq. (3.7). We now prove the general expansion formula (5.24) by the following steps.

**Step-1.** Reexpress the $(n-2)!$-expansion formula (5.2) of the effective current $\tilde{J}^\rho$ by (i). summing over all possible graphs $\mathcal{F} \in \mathcal{G}^A[\sigma]$ for the $\tilde{N}_A^\rho(1, \sigma)$ in (5.2), (ii). summing over all permutations $\sigma^\mathcal{F}$ (where the node 1 is always the leftmost one) corresponding to a given graph $\mathcal{F}$. The effective current then becomes

$$\tilde{J}^\rho(1,2,\ldots,n-1) = \sum_{\mathcal{F} \in \mathcal{G}^A} C^\rho_{\mathcal{F}} \sum_{\sigma^\mathcal{F}} \phi(1,2,\ldots,n-1|1,\sigma^\mathcal{F}),$$

(5.26)

which is just the off-shell extended version of eq. (2.24). The permutations $\sigma^\mathcal{F}$ are explicitly given as follows: (i). 1 is the leftmost element, (ii). for two adjacent nodes $i, j$, we have $i \prec j$, if $i$ is nearer to 1 than $j$, (iii). the relative orders of nodes on two branches which attach to a same node are given by shuffling the relative orders corresponding to both branches together. Since each graph $\mathcal{F}$ (as shown by figure 12) contains a master chain $(-1)^{n-l} [\epsilon_1 \cdot F_{i_1} \cdot F_{i_2} \cdot \ldots \cdot F_{i_l}]^\rho$ as well as trees $\mathcal{T}_1, \mathcal{T}_2, \ldots, \mathcal{T}_I$ which are respectively planted at nodes $a_1, a_2, \ldots, a_I \in \{1,i_1,\ldots,i_l\}$ on the master chain, the effective current (5.31) can be formally written as

$$\tilde{J}^\rho(1,2,\ldots,n-1) = \sum_{\text{master chains}} \sum_{\text{tree structures} \mathcal{T}_1, \ldots, \mathcal{T}_I} (-1)^{n-l} [\epsilon_1 \cdot F_{i_1} \cdot F_{i_2} \cdot \ldots \cdot F_{i_l}]^\rho C^{\mathcal{T}_1} C^{\mathcal{T}_2} \ldots C^{\mathcal{T}_I} \times \left[ \sum_{\sigma} \phi(1,2,\ldots,n-1|1,\sigma) \right],$$

(5.27)

in which we have summed over all permutations $\sigma$ satisfying

$$\sigma \in \left[ \{ i_1, i_2, \ldots, i_l \} \sqcup \mathcal{T}_1|_{b_1} \sqcup \mathcal{T}_2|_{b_2} \sqcup \ldots \sqcup \mathcal{T}_I|_{b_I} \right]_{a_j \prec b_j \ (i=1,\ldots,I)},$$

(5.28)

where $\mathcal{T}_i|_{b_i}$ denotes the permutations established by the tree structures $\mathcal{T}_i$ when $b_i \in \mathcal{T}_i$ is considered as the leftmost element in $\mathcal{T}_i$ (i.e. the node nearest to root $a_i$).

**Step-2.** We rewrite the coefficient in eq. (5.27) by the antisymmetry of strength tensors on the master chain

$$C_{\mathcal{F}} = (-1)^{n-l} [\epsilon_1 \cdot F_{i_1} \cdot F_{i_2} \cdot \ldots \cdot F_{i_l}]^\rho C^{\mathcal{T}_1} C^{\mathcal{T}_2} \ldots C^{\mathcal{T}_I}$$

$$= (-1)^{n} (F_{i_l} \cdot F_{i_{l-1}} \cdot \ldots \cdot F_{i_1} \cdot \epsilon_1)^\rho C^{\mathcal{T}_1} C^{\mathcal{T}_2} \ldots C^{\mathcal{T}_I},$$

(5.29)
which is the coefficient corresponding to a type-B graph $F \in G^B$, where no tree is planted at the off-shell node $\rho$. On another hand, when the reflection relation (2.13) and the generalized KK relation (2.16) are applied, the summation over $\sigma$ turns into

$$
\sum_{\sigma} \phi(1,2,\ldots,n-1|\sigma \in \{1,i_1,i_2,\ldots,i_l\} \bigcup T_i|_{\rho} |_{a_{i_j}<b_j \ (i=1,\ldots,l)}) = (-1)^n \sum_{\sigma} \phi(1,2,\ldots,n-1|\sigma \in \{i_1,i_{l-1},\ldots,i_1,1\} \bigcup (T_i|_{\rho})^T |_{a_{i_j}<b_j \ (i=1,\ldots,l)})
$$

$$
= (-1)^{l+1} \sum_{\sigma} \phi(1,2,\ldots,n-1|\sigma \in \{i_1,i_{l-1},\ldots,i_1,1\} \bigcup (T_i|_{\rho})^T |_{a_{i_j}<b_j \ (i=1,\ldots,l)}) \cdot
$$

(5.30)

On the second line of the above expression, $(T_i|_{\rho})^T$ denotes the inverse permutations of $(T_i|_{\rho})$ where $b_i$ is considered as the rightmost node in $T_i$. On the third line, only the relative order of elements on the master chain is reversed. Permutations $\sigma$ on the third line of eq. (5.30) are just those established by the type-B graph $F$ whose contribution is (5.29). Hence eq. (5.27) is further written as

$$
\tilde{J}^\rho (1,2,\ldots,n-1) = \sum_{F \in G^B} C_F^\rho \sum_{\sigma^F} \phi(1,2,\ldots,n-1|\sigma^F),
$$

(5.31)

where we only summed over those type-B graphs $F$ in which no tree is planted at the off-shell node $\rho$. For a given graph $F \in G^B$, permutations $\sigma^F \in P(1,n-1)$ are summed over and the coefficient $C_F^\rho$ is given by

$$
C_F^\rho = (-1)^{n-l} (F_{i_1} \cdot F_{i_{l-1}} \cdots \cdot F_{i_1} \cdot \epsilon_1)^\rho C^{T_i} C^{T_2} \cdots C^{T_l}.
$$

(5.32)

Step-3. The contribution of all type-B graphs where at least a tree is planted at the off-shell node $\rho$ is given by

$$
\sum_{F \in \{ \text{graphs with trees planted at } \rho \}} C_F^\rho \sum_{\sigma^F} \phi(1,2,\ldots,n-1|\sigma^F).
$$

(5.33)

Assuming that a tree $T_0$ in a graph $F$ is planted at the off-shell node $\rho$, all permutations $\sigma^F$ allowed by this graph have the pattern

$$
T_0|_{\rho} \bigcup \{i_1,\ldots,i_l\} \bigcup T_i|_{\rho} \bigcup \ldots \bigcup T_i|_{\rho}.
$$

(5.34)

Hence eq. (5.33) is a vanishing object because of the generalized KK identity (2.15). That is why we can introduce an arbitrariness $k_A$ into the coefficient $C_F$ for graphs $F \in G^B$.

Step-4. When the vanishing expression (5.33) is added and the momentum $k_A$ of the off-shell node is chosen as the total momentum of the substructure contracted to $\rho$, eq. (5.31) becomes

$$
\tilde{J}^\rho (1,2,\ldots,n-1) = \sum_{F \in G^B} C_F^\rho \sum_{\sigma^F} \phi(1,2,\ldots,n-1|\sigma^F),
$$

(5.35)

which can be further arranged as eq. (5.24) when we exchange the order of the two summations.
5.2.2 Expansion of generalized strength tensors

Generalized strength tensor \( \tilde{F}^{\nu \rho}(1, \ldots, n-1) \) is defined by

\[
\tilde{F}^{\nu \rho}(1, \ldots, n-1) \equiv 2k_{1,n-1}^\rho \tilde{J}^\rho(1, \ldots, n-1) - 2k_{1,n-1}^\nu \tilde{J}^\nu(1, \ldots, n-1),
\]

(5.36)

where \( \tilde{J}^\rho(1, \ldots, n-1) \) is the effective current (5.2). This generalized strength tensor can be decomposed into two parts (i). a combination of BS currents and (ii). an extra term which is a sum of products of two lower-point effective currents. Particularly,

\[
\tilde{F}^{\nu \rho}(1, \ldots, n-1) = \sum_{\sigma \in P(1,n-1)} N_C^\nu(\sigma) \phi(1, \ldots, n-1|\sigma) + \sum_{1\leq i<n-1} 2 \left[ \tilde{J}_i^\nu \tilde{J}_{(i+1,n-1)}^\rho - \tilde{J}_{(i+1,n-1)}^\nu \tilde{J}_i^\rho \right],
\]

(5.37)

where we have respectively used \( \tilde{F}^{\nu \rho}_{(1,n-1)} \) and \( \tilde{J}^\nu_{(1,i)} \) to denote \( \tilde{F}^{\nu \rho}(1, \ldots, n-1) \) and \( \tilde{J}^\nu(1, \ldots, i) \) for short. The expansion coefficients \( N_C^\nu(\sigma) \) are the type-C numerators which have already been defined by eq. (3.8). The full proof of eq. (5.37) is complicated and we just provide a sketch of the proof in the appendix.

5.3 The expansion of \( T_{A1} + T_{B1} \)

Having the expansion formulas (5.24) and (5.37) in hand, let us prove that \( T_{A1}^\rho + T_{B1}^\rho \) satisfies the decomposition formula (5.2).

To proceed, we insert the effective 3-point vertex (2.4) and the 4-point vertex (2.3) into eq. (5.17) and eq. (5.20), respectively. Then the \( T_{A1}^\rho \) becomes

\[
T_{A1}^\rho = \frac{1}{s_{1\ldots n-1}} \sum_{1\leq i<n-1} \left[ (\tilde{J}_{(1,i)} \cdot \tilde{F}_{(i+1,n-1)})^\rho - \tilde{J}_{(i+1,n-1)}^\rho (\tilde{J}_{(1,i)} \cdot 2k_{1,i}) \right] \\
+ \frac{1}{s_{1\ldots n-1}} \sum_{1\leq i<j<n-1} \left[ \tilde{J}_{(1,i)}^\rho (\tilde{J}_{(i+1,j)} \cdot \tilde{J}_{(j+1,n-1)}) - (\tilde{J}_{(i+1,j)} \cdot \tilde{J}_{(1,i)}) (\tilde{J}_{(j+1,n-1)})^\rho \right],
\]

(5.38)

where the definition (5.36) of generalized strength tensor has been used. The \( T_{B1}^\rho \) term is given by

\[
T_{B1}^\rho = \frac{1}{s_{1\ldots n-1}} \sum_{1\leq i<j<n-1} \left[ 2(\tilde{J}_{(1,i)} \cdot \tilde{J}_{(i+1,j+1,n-1)}) \tilde{J}_{(i+1,j)}^\rho \\
- (\tilde{J}_{(1,i)} \cdot \tilde{J}_{(i+1,j)}) \tilde{J}_{(j+1,n-1)}^\rho \right] - (\tilde{J}_{(i+1,j)} \cdot \tilde{J}_{(1,i)}) (\tilde{J}_{(j+1,n-1)})^\rho \right].
\]

(5.39)

Hence the sum of \( T_{A1}^\rho \) and \( T_{B1}^\rho \) is presented as

\[
T_{A1}^\rho + T_{B1}^\rho = \frac{1}{s_{1\ldots n-1}} \sum_{1\leq i<n-1} \left[ (\tilde{J}_{(1,i)} \cdot \tilde{F}_{(i+1,n-1)})^\rho - \tilde{J}_{(i+1,n-1)}^\rho (\tilde{J}_{(1,i)} \cdot 2k_{1,i}) \right] \\
+ \frac{1}{s_{1\ldots n-1}} \sum_{1\leq i<j<n-1} \left[ 2(\tilde{J}_{(1,i)} \cdot \tilde{J}_{(i+1,j+1,n-1)}) \tilde{J}_{(i+1,j)}^\rho \\
- (\tilde{J}_{(1,i)} \cdot \tilde{J}_{(i+1,j)}) \tilde{J}_{(j+1,n-1)}^\rho \right] - 2(\tilde{J}_{(1,i)} \cdot \tilde{J}_{(i+1,j)}) (\tilde{J}_{(j+1,n-1)})^\rho \right].
\]

(5.40)
Expressing the $\tilde{J}_{(1,i)}^\rho$, $\tilde{J}_{(i+1,n-1)}^\rho$ and $\tilde{F}_{(i+1,n-1)}^{\nu\rho}$ on the first line of eq. (5.41) by the expansion formulas (5.2), (5.24) and (5.37) respectively, we get

$$T_{A1} + T_{B1} = \frac{1}{s_{1...n-1}} \sum_{i=1}^{n-2} \sum_{\alpha \in P(2,i)} \sum_{\beta \in P(i+1,n-1)} \left[ N_A(1,\alpha) \cdot N_C(\beta) - N_A(1,\alpha)N_B(\beta) \cdot 2k_{1,i} \right] \rho \times \phi(1,2,...,i\rangle 1,\alpha)\phi(i+1,...,n-1\rangle \beta),$$

where the second line in eq. (5.41) has been canceled with the corresponding contribution of the second term in eq. (5.37). According to eq. (3.11), the expression in the square brackets for given $\alpha \in P(2,i)$ and $\beta \in P(i+1,n-1)$ is just $N_A^\rho(1,\alpha,\beta)$. Thus, $T_{A1} + T_{B1}$ turns into

$$T_{A1} + T_{B1} = \frac{1}{s_{1...n-1}} \sum_{i=1}^{n-2} \sum_{\alpha \in P(2,i)} \sum_{\beta \in P(i+1,n-1)} N_A^\rho(1,\alpha,\beta) \phi(1,2,...,i\rangle 1,\alpha)\phi(i+1,...,n-1\rangle \beta)$$

where

$$\sum_{\{l_1,...,l_i\} \subset \{2,...,n-1\}} \sum_{\alpha \in P(l_2,l_i)} \sum_{\beta \in P(l_{i+1},l_{n-1})} N_A^\rho(1,\alpha,\beta) \left[ \phi(1,2,...,i\rangle 1,\alpha)\phi(i+1,...,n-1\rangle \beta) - \phi(1,2,...,n-i-1\rangle \beta)\phi(n-i,...,n-1\rangle 1,\alpha) \right].$$

On the second line, we summed over all possible choices of order-$i$ subset $\{1,l_2,...,l_i\}$ while the elements in $\{1,...,n\} \setminus \{1,l_2,...,l_i\}$ are denoted as $l_{i+1},...,l_{n-1}$. In the boundary case $i = 1$, we have $\alpha = \emptyset$ and $\beta \in P(2,n-1)$. The fact that the BS current $\phi(1,2,...,i\rangle l_1,...,l_i)$ has to vanish if $\{1,2,...,i\} \setminus \{1,l_2,...,l_i\} \neq \emptyset$ has been considered. The above summation can be further arranged by collecting terms corresponding to a given permutation $\sigma$, then summing over all possible $\sigma \in P(2,n-1)$. Thus $T_{A1} + T_{B1}$ becomes

$$T_{A1} + T_{B1} = \frac{1}{s_{1...n-1}} \sum_{\sigma \in P(2,n-1)} N_A^\rho(1,\sigma) \sum_{i=1}^{n-2} \sum_{\sigma_L,\sigma_R} \left[ \phi(1,2,...,i\rangle 1,\sigma_L)\phi(i+1,...,n-1\rangle \sigma_R) - \phi(1,2,...,n-i-1\rangle \sigma_R)\phi(n-i,...,n-1\rangle 1,\sigma_L) \right].$$

where $\sigma \rightarrow \sigma_L, \sigma_R$ stands for the division of $\sigma \rightarrow \sigma_L = \{\sigma_2,...,\sigma_i\}, \sigma_R = \{\sigma_{i+1},...,\sigma_{n-1}\}$ (If $i = 1$, then $\sigma_L = \emptyset$). In the above equation, we have applied the Berends-Giele recursion (2.10) for BS currents. Hence the proof for $T_{A1}^\rho + T_{B1}^\rho = \tilde{J}^\rho$ where $\tilde{J}^\rho$ is the effective current satisfying eq. (5.2), has been completed.

6 Off-shell extended BCJ numerators with Lie symmetries

So far, the decomposition formula (5.1) for Berends-Giele currents, whose on-shell limit reproduces the decomposition (2.17) of YM amplitudes, have been proved. Since the leftmost
Figure 13. Half-ladder diagrams that characterize the numerators in DDM basis where 1 and the off-shell line $n$ (with the Lorentz index $\rho$) are considered as the leftmost and the rightmost elements.

Figure 14. Graphs (a) and (b) are the cubic diagrams corresponding to numerators $N^{\rho}(2, 1)$ and $N^{\rho}(1, 2)$ which are related with each other by antisymmetry. Numerators $N^{\rho}(1, 2, 3)$, $N^{\rho}_A(1, 2, 3)$ and $N^{\rho}_A(1, 3, 2)$ that are respectively characterized by (c), (d) and (e) are related via Jacobi identity.

and the rightmost elements in the off-shell extended BCJ numerators $N^{\rho}(1, \sigma) \equiv N^{\rho}_A(1, \sigma)$ in (5.1) are respectively fixed as the element 1 and the off-shell line (say the element $n$ with the Lorentz index $\rho$), these numerators correspond to the BCJ numerators in the DDM basis [12] that are characterized by half-ladder cubic diagrams (as shown in figure 13). Other BCJ numerators can be expressed in terms of $N^{\rho}_A(1, \sigma)$ via anti-symmetry and Jacobi identity. For example, the numerator $N^{\rho}(2, 1)$ which corresponds to figure 14(a) can be expressed by $N^{\rho}(1, 2)$ which corresponds to figure 14(b) via antisymmetry:

$$N^{\rho}(2, 1) \equiv - N^{\rho}(1, 2) = - N^{\rho}_A(1, 2). \quad (6.1)$$

Moreover, having the numerators $N^{\rho}(1, 2, 3) \equiv N^{\rho}_A(1, 2, 3)$ and $N^{\rho}(1, 3, 2) \equiv N^{\rho}_A(1, 3, 2)$ which are characterized by figure 14(c) and (d) respectively, we can define the BCJ numerator $N^{\rho}(2, 3, 1)$ corresponding to figure 14(e) by considering the Jacobi identity and antisymmetry:

$$N^{\rho}(2, 3, 1) \equiv - [N^{\rho}(1, 2, 3) - N^{\rho}(1, 3, 2)] = - [N^{\rho}_A(1, 2, 3) - N^{\rho}_A(1, 3, 2)]. \quad (6.2)$$

Although, these artificial constructions can be extended to more generic cases straightforwardly, the numerators constructed in this way do not have relabelling property. Specifically, different numerators corresponding to a same topology (for example $N^{\rho}(2, 1)$ and $N^{\rho}(1, 2)$) of cubic graph cannot be simply related with each other by relabelling the external lines. In this section, we symmetrize\footnote{Symmetrization of numerators was earlier proposed in [35], where the symmetric numerators were obtained by averaging the full on-shell color-dressed YM amplitudes (or gravity amplitudes). The symmetrization process in this paper can be considered as the generalization of [35] to off-shell color-ordered currents.} the off-shell extended numerators so that they have Lie
numerators. Such numerators were first solved in earlier work [31, 32] for supersymmetric YM theory. As pointed in [30–32], numerators with Lie symmetries simultaneously have relabelling properties and satisfy the Jacobi identity and antisymmetry. The explicit relation between (the bosonic part of) numerators constructed in [31] and in the current paper is investigated via two- and three-point examples.

6.1 Off-shell extended numerators with Lie symmetries

The symmetrization of numerators is achieved by the following two steps: (i). We symmetrize the type-A numerators (3.1) by taking the average over all choices of the reference order while the first (i.e. the element 1) and last elements (i.e. the Lorentz index \( \rho \)) are fixed. (ii). We construct the numerators with Lie symmetries by taking the average of distinct expressions of the full color-dressed Berends-Giele currents, and then apply the KK relation properly. These two steps are separately demonstrated in the following.

6.1.1 Numerators with \((n-2)!\)-relabelling property

Although the type-A numerators defined in the previous sections are obtained by fixing the reference order \( R = \{ \rho, n-1, \ldots, 2, 1 \} \), one can also define type-A numerators with a different choice of reference order \( R = \{ \rho, \gamma_{n-2}, \ldots, \gamma_{1} \} \) where \( \gamma = \{ \gamma_{1}, \ldots, \gamma_{n-2} \} \in P(2, n-1) \). We use the notation \( N_{A}^{R, \rho}(1, \sigma) \) to specify the type-A numerator with the reference order \( R \). Symmetric numerator \( \tilde{N}^{\rho}(1, \sigma_{1}, \ldots, \sigma_{n-2}) \) with the \((n-2)!\)-relabelling property is introduced as follows

\[
\tilde{N}^{\rho}(1, \sigma_{1}, \ldots, \sigma_{n-2}) = \frac{1}{(n-2)!} \sum_{\gamma \in P(2, n-1)} N_{A}^{\{\rho, \gamma_{1}\}, \rho}(1, \sigma_{1}, \ldots, \sigma_{n-2}). \tag{6.3}
\]

Apparently, all \( \tilde{N}^{\rho}(1, \sigma_{1}, \ldots, \sigma_{n-2}) \) can be obtained from \( \tilde{N}^{\rho}(1, 2, \ldots, n-1) \) by a simple relabelling \( 2 \rightarrow \sigma_{1}, 3 \rightarrow \sigma_{2}, \ldots, n-1 \rightarrow \sigma_{n-2} \). With this symmetrization, the Berends-Giele current \( J^{\rho}(1, 2, \ldots, n-1) \), which has been shown to satisfy eq. (5.1), is reexpressed by

\[
J^{\rho}(1, 2, \ldots, n-1) = \sum_{\sigma \in P(2, n-1)} \tilde{N}^{\rho}(1, \sigma) \phi(1, 2, \ldots, n-1, 1|1, \sigma) + H^{\rho}(1, 2, \ldots, n-1). \tag{6.4}
\]

The \( H^{\rho}(1, 2, \ldots, n-1) \) in the above expression is given by

\[
H^{\rho}(1, 2, \ldots, n-1) \equiv K^{\rho}(1, 2, \ldots, n-1) + L^{\rho}(1, 2, \ldots, n-1) + \sum_{\sigma \in P(2, n-1)} \Delta N^{\rho}(1, \sigma) \phi(1, 2, \ldots, n-1, 1|1, \sigma), \tag{6.5}
\]

where \( K^{\rho} \) and \( L^{\rho} \) were respectively defined by eq. (5.3) and eq. (5.4), while \( \Delta N^{\rho}(1, \sigma) \) for a given \( \sigma \) is explicitly written as

\[
\Delta N^{\rho}(1, \sigma) \equiv \frac{1}{(n-2)!} \sum_{\gamma \in P(2, n-1)} \sum_{\gamma \neq \{n-1, \ldots, \rho \}} \left[ N_{A}^{\{\rho, n-1, \ldots, 2\}, \rho}(1, \sigma) - N_{A}^{\{\rho, \gamma_{1}\}, \rho}(1, \sigma) \right]. \tag{6.6}
\]

As pointed in [1, 4], numerators corresponding to all reference orders can reproduce the correct on-shell amplitude \( A(1, 2, \ldots, n) \) via eq. (2.17). Thus \( \Delta N^{\rho}(1, \sigma) \) has to vanish in
the on-shell limit. As a consequence, the $H^\rho(1, 2, \ldots, n - 1)$ must also vanish and eq. (6.4) precisely gives a decomposition of amplitude $A(1, 2, \ldots, n)$ with BCJ numerators in DDM basis, when the on-shell limit is taken.

**Two-point case.** The numerator $\tilde{N}^\rho(1, 2)$ is just given by $N_A^{\{\rho, 2, 1\}; \rho}(1, 2)$ (see eq. (3.2)), thus it is written as

$$\tilde{N}^\rho(1, 2) = \text{figure 2 (a) + figure 2 (b)}.$$ \hfill (6.7)

Since the $L^\rho$ and $\Delta N^\rho$ in this case are both zero, the $H^\rho(1, 2)$ term is

$$H^\rho(1, 2) = K^\rho(1, 2) = \frac{1}{s_{12}}(\epsilon_1 \cdot \epsilon_2)k_{1,2}^\rho.$$ \hfill (6.8)

**Three-point case.** According to eq. (6.3), the numerator $\tilde{N}^\rho(1, 2, 3)$ is defined by the following expression

$$\tilde{N}^\rho(1, 2, 3) = \frac{1}{2} \left[ N_A^{\{\rho, 2, 1\}; \rho}(1, 2, 3) + N_A^{\{\rho, 2, 3\}; \rho}(1, 2, 3) \right],$$ \hfill (6.9)

where $N_A^{\{\rho, 2, 1\}; \rho}(1, 2, 3)$ was already given by the first line of eq. (3.3). According to the graphic rule, the numerator $N_A^{\{\rho, 2, 3\}; \rho}(1, 2, 3)$ with the reference order $R = \{\rho, 2, 3, 1\}$ is given by the sum of figure 3 (a), (b), (c), (e), (h) and (i)$(2 \leftrightarrow 3)$. Therefore, the $\tilde{N}^\rho(1, 2, 3)$ is finally expressed as the following sum of graphs

$$\tilde{N}^\rho(1, 2, 3) = \text{figure 3 (a) + figure 3 (b) + figure 3 (c) + figure 3 (e) + figure 3 (h)}$$

$$+ \frac{1}{2} \left[ \text{figure 3 (d) + figure 3 (i) (2 \leftrightarrow 3)} \right].$$ \hfill (6.10)

The numerator $\tilde{N}^\rho(1, 3, 2)$ is straightforwardly obtained by exchanging 2 and 3 in $\tilde{N}^\rho(1, 2, 3)$:

$$\tilde{N}^\rho(1, 3, 2) = \text{figure 3 (f) + figure 3 (g) + figure 3 (h) + figure 3 (c) + figure 3 (e)}$$

$$+ \frac{1}{2} \left[ \text{figure 3 (i) + figure 3 (d) (2 \leftrightarrow 3)} \right].$$ \hfill (6.11)

In this example, $H^\rho(1, 2, 3)$ is given by

$$H^\rho(1, 2, 3) \equiv K^\rho(1, 2, 3) + L^\rho(1, 2, 3) + \sum_{\sigma \in P(2, 3)} \Delta N^\rho(1, \sigma)\phi(1, 2, 3 | 1, \sigma),$$ \hfill (6.12)

where $K^\rho(1, 2, 3)$ and $L^\rho(1, 2, 3)$ have already been presented by eq. (4.20) and eq. (4.21), respectively. The $\Delta N^\rho(1, \sigma)$ reads

$$\Delta N^\rho(1, \sigma) \equiv \frac{1}{2} \left[ N_A^{\{\rho, 2, 1\}; \rho}(1, \sigma) - N_A^{\{\rho, 2, 3\}; \rho}(1, \sigma) \right].$$ \hfill (6.13)

When the graphic expression of type-A numerators defined with different reference orders are considered, $\Delta N^\rho(1, \sigma)$ ($\sigma \in P(2, 3)$) can be written explicitly

$$\Delta N^\rho(1, 2, 3) = \frac{1}{2} \left[ \text{figure 3 (d) - figure 3 (i) (2 \leftrightarrow 3)} \right] = \frac{1}{2}(\epsilon_3 \cdot \epsilon_2)(2k_2 \cdot 2k_1)\epsilon_1^\rho,$$

$$\Delta N^\rho(1, 3, 2) = \frac{1}{2} \left[ \text{figure 3 (i) - figure 3 (d) (2 \leftrightarrow 3)} \right] = \frac{1}{2}(\epsilon_2 \cdot \epsilon_3)(2k_3 \cdot 2k_1)\epsilon_1^\rho.$$ \hfill (6.14)
Comment on graphs contributing to $\bar{N}^{\rho}(1, \sigma)$. In the three-point example, graphs contributing to the $\bar{N}^{\rho}(1, 2, 3)$ in eq. (6.10) are independent of the choice of reference order. In fact, they can be obtained by the following steps: (i) Construct all possible graphs (as shown by figure 15) corresponding to the permutation 1, 2, 3, $\rho$ without distinguishing line styles (all lines in figure 15 are dashed lines [26, 27], which only encode the relative orders between nodes and do not imply any kinematic information); (ii) For a given structure obtained in the previous step (e.g. figure 15 (f)), draw all possible graphs (where the path between 1 and $\rho$ is considered as the master chain) corresponding to distinct reference orders (e.g. for the structure figure 15 (f), there are two graphs figure 3 (d) and figure 3 (i) (2 $\leftrightarrow$ 3) corresponding to the reference order $\{\rho, 3, 2, 1\}$ and $\{\rho, 2, 3, 1\}$) and then take the average of them. This observation is straightforwardly generalized to an arbitrary $\bar{N}^{\rho}(1, \sigma)$.

6.1.2 Numerators with Lie symmetries

Although, the numerators $\bar{N}^{\rho}(1, \sigma)$ in eq. (6.4) already has $(n-2)!$-relabeling property, they are still not the numerators which simultaneously satisfy the $(n-1)!$-relabeling property and the algebraic identities. To make up this shortcoming, we introduce a further symmetrization by rewriting eq. (6.4) as

$$J^{\rho}(1, 2, \ldots, n-1) = \frac{1}{n-1} \sum_{i=1}^{n-1} \sum_{\sigma \in P(1, \ldots, i-1, i+1, \ldots, n-1)} \bar{N}^{\rho}(i, \sigma)\phi(1, 2, \ldots, n-1|i, \sigma) + H^{\rho}(1, 2, \ldots, n-1),$$

(6.15)

where $P(1, \ldots, i-1, i+1, \ldots, n-1)$ denotes the set of all permutations of elements in $\{1, 2, \ldots, i-1, i+1, \ldots, n-1\}$, $\bar{N}^{\rho}(i, \sigma)$ are the numerators with $(n-2)!$-relabeling property, in which $i$ plays as the first element. The $H^{\rho}(1, 2, \ldots, n-1)$ in the above is defined by

$$H^{\rho}(1, 2, \ldots, n-1) = H^{\rho}(1, 2, \ldots, n-1) + \frac{1}{n-1} \sum_{i=2}^{n-1} \sum_{\sigma \in P(2, n-1)} \bar{N}^{\rho}(1, \sigma)\phi(1, 2, \ldots, n-1|1, \sigma)$$

$$- \sum_{\sigma \in P(1, \ldots, i-1, i+1, \ldots, n-1)} \bar{N}^{\rho}(i, \sigma)\phi(1, 2, \ldots, n-1|i, \sigma).$$

(6.16)

The critical point is following: when contracting the last term (for a given $i$) in the square brackets with $\epsilon_n$ and taking the on-shell limit, we also get the color-ordered YM amplitude
As pointed in [12, 36], when the above expression is substituted into the first term of eq. (6.4), which can be conveniently described by a binary graph (see figure 16) [31, 32, 37–39]. As with Lie symmetries which are defined by nested commutators
\[ H_{\bar{\rho}}^{\gamma L}(1, 2, \ldots, n, 1, \sigma_L, 1, \sigma_R) \] of the reduced Pfaffian over all \( \sigma_L \) and \( \sigma_R \) are collected together, eq. (6.15) turns into
\[ J^p(1, 2, \ldots, n-1) \]
\[ = \frac{1}{n-1} \sum_{\gamma \in P(2,n-1)} \tilde{N}^p([1, \gamma_1, \gamma_2, \ldots]) \phi(1, 2, \ldots, n-1|1, \gamma) + H^p(1, 2, \ldots, n-1), \] where \( H^p(1, 2, \ldots, n-1) \) is given by
\[ H^p(1, 2, \ldots, n-1) = H^p(1, 2, \ldots, n-1) \]
\[ + \frac{1}{n-1} \sum_{\sigma \in P(2,n-1)} \left[ \tilde{N}^p(1, \gamma) - \tilde{N}^p([1, \gamma_1, \gamma_2, \ldots]) \right] \phi(1, 2, \ldots, n-1|1, \gamma). \]
In eq. (6.18) and eq. (6.19), we have introduced numerators \( \tilde{N}^p([a_1, a_2, a_3, \ldots, a_{n-1}]) \) with Lie symmetries which are defined by nested commutators \([\ldots, 1, \gamma, 2, \ldots] \). For each \([A, B]\), \( \tilde{N}^p([A, B]) \) is defined by
\[ \tilde{N}^p([A, B]) = \tilde{N}^p(A, B) - \tilde{N}^p(B, A), \] which can be conveniently described by a binary graph (see figure 16) [31, 32, 37–39]. As demonstrated in [31, 32, 37–39], \( \tilde{N}^p([a_1, a_2, a_3, \ldots, a_{n-1}]) \) with Lie symmetries are the

\[ 8^{\text{This point can be clarified in the framework of CHY formula [15–19]: (i) Since the expansion of reduced Pfaffian in [4] is independent of the choice of reference orders, one can also take the average of the expansions of the reduced Pfaffian over all \((n-2)!\) possible choices of reference orders \((\rho, \gamma, 1)\). This corresponds to the on-shell limit of the first term of eq. (6.4). (ii) One can also expand the reduced Pfaffian in terms of the KK basis of Parke-Taylor factors where \(i\) and \(n\) play as the first and the last elements, then take the average over all choices of reference orders. After this step, the coefficient of each Parke-Taylor factor is just the on-shell limit of \( \tilde{N}^p(i, \sigma) \), while the factor accompanied to this coefficient (i.e. the corresponding BS amplitude) is just \( A(1, 2, \ldots, n|i, \sigma, n) \) which is the on-shell limit of \( \phi(1, 2, \ldots, n-1|i, \sigma) \). Thus, if we average expansions of reduced Pfaffians over all the choices of \(i\), the CHY formula also gives rise to the on-shell YM amplitude \( A(1, 2, \ldots, n) \).}
symmetric objects corresponding to the half-ladder diagrams which simultaneously satisfy (i) relabeling property and (ii) the algebraic properties including Jacobi identity and antisymmetry. Therefore, it is reasonable to define numerators with Lie symmetries as
\[ N_{\text{sym}}(a_1, a_2, \ldots, a_{n-1}) \equiv \frac{1}{n-1} \tilde{N}^{\rho}([[a_1, a_2, a_3], \ldots, a_{n-1}]), \] (6.21)
which correspond to the half-ladder diagram figure 17. All other BCJ numerators can be generated by numerators of the form \( N_{\text{sym}}(a_1, \ldots) \), where \( a_1 \) and the off-shell line \( n \) (with the Lorentz index \( \rho \)) are fixed as the first and the last elements. We now provide the explicit expressions of the \( N_{\text{sym}}^{\rho} \) with two and three external particles, as examples.

**Two-point case.** BCJ numerator \( N_{\text{sym}}^{\rho}(1, 2) \) with Lie symmetry, which corresponds to the cubic graph figure 14 (b), is presented as
\[ N_{\text{sym}}^{\rho}(1, 2) = \frac{1}{2} [\tilde{N}^{\rho}(1, 2) - \tilde{N}^{\rho}(2, 1)], \] (6.22)
where \( \tilde{N}(1, 2) \) is given by eq. (6.7) and \( \tilde{N}(2, 1) \) is obtained by exchanging 1 and 2 in \( \tilde{N}(1, 2) \). The antisymmetry of \( \tilde{N}(1, 2) \) is naturally encoded in the construction (6.22). When the graphs are expressed explicitly, we get
\[ N_{\text{sym}}^{\rho}(1, 2) = \frac{1}{2} [\epsilon_1 \cdot (F_2 - \epsilon_2 \cdot 2k_1) - \epsilon_2 \cdot (F_1 - \epsilon_1 \cdot 2k_2)]^\rho. \] (6.23)

**Three-point case.** Three-point BCJ numerator \( N_{\text{sym}}^{\rho}(1, 2, 3) \) with Lie symmetries, which corresponds to the cubic graph figure 14 (c), reads
\[ N_{\text{sym}}^{\rho}(1, 2, 3) = \frac{1}{3} [\tilde{N}^{\rho}(1, 2, 3) - \tilde{N}^{\rho}(2, 1, 3) - \tilde{N}^{\rho}(3, 1, 2) + \tilde{N}^{\rho}(3, 2, 1)], \] (6.24)
where \( \tilde{N}(1, 2, 3) \) is given by eq. (6.10), while other \( \tilde{N}(a, b, c) \) are obtained from \( \tilde{N}(1, 2, 3) \) via the replacement \( 1 \rightarrow a, 2 \rightarrow b \) and \( 3 \rightarrow c \). Numerators of the form \( N_{\text{sym}}^{\rho}(a, b, c) \) are defined by imposing the replacement \( 1 \rightarrow a, 2 \rightarrow b \) and \( 3 \rightarrow c \) on \( N_{\text{sym}}^{\rho}(1, 2, 3) \). With this definition, the anti-symmetries are naturally encoded, while the Jacobi identity between numerators
\[ N_{\text{sym}}^{\rho}(1, 2, 3) + N_{\text{sym}}^{\rho}(2, 3, 1) + N_{\text{sym}}^{\rho}(3, 1, 2) = 0 \] (6.25)
is also satisfied.
6.2 Comment on the numerators with Lie symmetries

In the papers [31, 32], off-shell extended BCJ numerators with Lie symmetries in supersymmetric YM theory have been constructed by solving nonlinear equations, while supersymmetric version of the decomposition of Berends-Giele currents in terms of BS currents were suggested in [20, 21]. Along this line, a decomposition of the Berends-Giele currents in terms of local BCJ numerators was introduced. Thus, results in [31, 32] have a strong relation with the constructions in the current paper. Particularly, the $J^\rho(1, 2, \ldots, n-1)$ on the l.h.s. of eq. (6.18) corresponds to the Berends-Giele current in Lorentz gauge [31, 32], while the first term on the r.h.s. of eq. (6.18) corresponds to the Berends-Giele current in BCJ gauge [31, 32]. The $H'^\rho$ term, which gets contributions of the $K^\rho$, $L^\rho$ as well as terms which can be expressed via off-shell extended graphs (i.e. the last term in eq. (6.12) and the last term in eq. (6.18)), correspond to the gauge transformation term of the (3.10) in [31] (where the $k_{12\ldots p}\hat{H}_{[12\ldots p-1]}$ correspond to the $K^\rho$ term in this paper). Furthermore, eq. (5.37) satisfied by generalized strength tensor correspond to the (2.14) in [31] where the extra terms with lower-point currents come from the nonlinear definition of the strength tensor ((2.4) in [31]). In the following, we compare the explicit two-point and three-point constructions (6.22) and (6.24) with those given in [31].

In the paper [31], the two-point numerator is given by the $K_{12} = A_{12}$ in eq. (3.12) (of [31]), whose explicit expression is eq. (3.3) (of [31]). Since we are only considering the bosonic part, terms with $\hat{W}$ do not appear, and the $A_{12}$ in [31] can be written as is

$$A_{12}^\rho = \frac{1}{4} N^\rho_{\text{sym}}(1, 2) = \frac{1}{2} N^\rho_{\text{sym}}(1, 2). \quad (6.26)$$

Thus the $A_{12}$ in [31] (upto a normalization factor $\frac{1}{2}$) has the same form with the numerator (6.22) that is given in the current paper.

The three-point case is more subtle. In the paper [31], three-point numerator with Lie symmetry is displayed by the second equation in (3.13). When we only consider the pure-YM sector and express the result in [31] in terms of graphs, we find that the three-point numerator in [31] can be rearranged into

$$A_{123}^\rho = \frac{\hat{A}^\rho}{[12,3]} - k_{123}\hat{H}_{[12,3]}$$

$$= \frac{1}{4} N^\rho_{\text{sym}}(1, 2, 3) - \frac{1}{12} [\epsilon_4 \cdot (\epsilon_1 \epsilon_2 - \epsilon_2 \epsilon_1) \cdot k_{1,3}] k_{1,3}^\rho, \quad (6.27)$$

where $N^\rho_{\text{sym}}(1, 2, 3)$ is the numerator (6.24) in the current paper. Apparently, the two numerators are not proportional to each other. Nevertheless, they only differ by a term which is proportional to the total momentum of the on-shell lines. This difference must vanish in the on-shell limit since $\epsilon_4 \cdot k_4 = -\epsilon_4 \cdot k_{1,3} = 0$. Therefore, the two constructions reproduce the same amplitude at on-shell level, only upto a normalization factor $\frac{1}{4}$.

7 Conclusions

In this work, we studied the expansion of Berends-Giele current in YM theory. We proposed three types of off-shell extended graphs and the corresponding off-shell extended numerators.
By the help of the Berends-Giele recursion, we showed that a Berends-Giele current in Feynman gauge could split into three parts: the effective current, a term proportional to the total momentum and a term expressed by lower point Berends-Giele currents (where some external lines are redefined). The last two parts vanish in the on-shell limit, while the effective current can be decomposed in terms of the Berends-Giele currents in BS theory. The coefficients for the BS currents are the type-A numerators which reproduce the same graphic interpretations with the on-shell numerators proposed in [4]. BCJ numerators with Lie symmetries that satisfy both relabeling property and algebraic properties have also been obtained via a symmetrization procedure.

This work provides a connection between Feynman diagrams and the CHY formula via graphs, for the graphic expansion of YM amplitudes has been derived from the CHY formula. In addition, the expansion formula may provide a hint for generalizing the discussions to loop levels. Specifically, the expansion formula (5.1) still holds if the current is attached to a vertex on loop. Moreover, if a 3-gluon vertex is attached by a tree level Berends-Giele current and two loop gluons, it can also be expressed by the effective vertex which further induces a generalized strength tensor satisfying eq. (5.37). We leave a systematic study of the loop level extensions to future work. Although we have discussed the relationship between constructions provided in [31, 32] and results presented in this paper, it is still worth studying the full connection between this work and other earlier progresses on Berends-Giele currents/off-shell extended BCJ numerators, (see e.g., [20, 31, 32, 37, 38, 40]) in a systematical way.
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A A sketch of the proof of eq. (5.37)

Now we prove eq. (5.37), via expanding the effective currents in eq. (5.36) according to eq. (5.24). Since the graphs in eq. (5.24) and eq. (5.37), which involve tree(s) planted at the outer Lorentz index, all cancel out, we neglect these graphs in the following discussions. The property (5.37) for the generalized strength tensor (5.36) can be proved by the following steps.\(^9\)

**Step-1: manipulation of graphs.** When the effective currents in eq. (5.36) are expanded according to eq. (5.35), \(\tilde{F}^{\nu\rho}_{(1,n-1)}\) becomes

\[
\tilde{F}^{\nu\rho}_{(1,n-1)} = \sum_{i=1}^{n-1} \left[ \sum_{\mathcal{F} \in \mathcal{G}_1^B} k_i^\nu C_\sigma^{\nu\rho} \sum_{\sigma^F} \phi(1,2,\ldots,n-1|\sigma^F) - \sum_{\mathcal{F} \in \mathcal{G}_2^B} k_i^\nu C_\sigma^{\nu\rho} \sum_{\sigma^F} \phi(1,2,\ldots,n-1|\sigma^F) \right],
\]

(A.1)

\(^9\)A full proof involves much more details, we just provide a rough sketch of the proof and claim that all details in the proof have been confirmed.
where the two terms correspond to the two terms in the definition (5.36). The $G^B_1$ and $G^B_2$ stand for the sets of type-B graphs with the outer Lorentz indices $\rho$ and $\nu$, respectively. Each graph in the first or the second term, associated with a $k^{\nu}_i$ or $k^{\rho}_i$ correspondingly, can be expressed by a graph with two Lorentz indices, as shown by figure 18 (a) or (b). To reduce these graphs, we start from a graph in the first term of eq. (A.1) (e.g. figure 18 (a)) and find out the path from the node $i$ (in figure 18 (a) the node $a_2$) to the master chain. Along this path, we apply the relations figure 19 or figure 20 again and again, when we encounter the corresponding substructure on the l.h.s. of figure 19 or figure 20. This process terminates till we get a graph in which the path between $\nu$ and $\rho$ has the form $$(F \cdot F \cdot \ldots \cdot F)^{\nu \rho}$$ (such as figure 18 (a-1-1-1)). For example, figure 18 (a) turns into figure 18 (a-1) and (a-2) while figure 18 (a-1) further turns into figure 18 (a-1-1) and (a-1-2). The graph figure 18 (a-1-1) is finally reduced into figure 18 (a-1-1-1) and figure 18 (a-1-1-2). To summarize

$$\text{figure 18 (a)} = \text{figure 18 (a-1-1-1)} + \left[ \text{figure 18 (a-2)} + \text{figure 18 (a-1-2)} \right] + \text{figure 18 (a-1-1-2)}. \tag{A.2}$$

The first term, figure 18 (a-1-1-1), in the above equation is a standard type-C graph (with an incorrect sign $(-1)^{n-l'}$ ($l'=4$) which inherits from the original type-B graph figure 18 (a-1)), while the terms figure 18 (a-2) and figure 18 (a-1-2) are graphs which involve a chain of the form $2k \cdot F \cdot \ldots \cdot F \cdot 2k$. The graph figure 18 (a-1-1-2) is a graph whose master chain is of the form $(F \cdot \ldots \cdot F \cdot \epsilon)^\nu$ and the path from $\rho$ toward the master chain has the form $(F \cdot \ldots \cdot F \cdot 2k)^\rho$ (the sign is also $(-1)^{n-l'}$ ($l'=4$)). On another hand, any graph in the second term of eq. (A.1) can be reduced in the same way. Nevertheless, instead of producing a type-C graph, we just terminate the reduction process once the path from $\rho$ to the master chain becomes the form $(F \cdot \ldots \cdot F \cdot 2k)^\rho$. Then a graph in the second term of eq. (A.1) is in general given by the sum of two kinds of graphs: (i). graphs involving a chain of the form $2k \cdot F \cdot \ldots \cdot F \cdot 2k$ and (ii). graphs involving a chain $(F \cdot \ldots \cdot F \cdot 2k)^\rho$ towards the master chain. As an example

$$\text{figure 18 (b)} = \text{figure 18 (b-1)} + \text{figure 18 (b-2)}. \tag{A.3}$$

In general, we classify all graphs, which are obtained from the above reduction, into the following four categories.

- **Graphs in category-1**: type-C graphs (with incorrect sign $(-1)^{n-l'}$) such as figure 18 (a-1-1-1).
- **Graphs in category-2 and -3**: graphs which contain a chain $2k \cdot F \cdot \ldots \cdot F \cdot 2k$ and the master chain of the form $(F \cdot \ldots \cdot F \cdot \epsilon)^\rho$ (or $(F \cdot \ldots \cdot F \cdot \epsilon)^\nu$) are mentioned as graphs in category-2 (or -3), such as figure 18 (a-2), (a-1-2) (or (b-2)).
- **Graphs in category-4**: graphs where the master chain has the form $(F \cdot \ldots \cdot F \cdot \epsilon)^\nu$ and the path from $\rho$ toward the master chain has the form $(F \cdot \ldots \cdot F \cdot 2k)^\rho$, such as figure 18 (a-1-1-2) and (b-1).

---

Graphs with all strength tensors expanded are mentioned as refined graphs in [26, 27].
Figure 18. In these graphs, $c_1$ denotes the node 1, which is the highest-weight node in the reference order. The master chain in each graph is colored blue while a chain of the form $2k \cdot F \cdots F \cdot 2k$ is colored red. By transforming the nodes step by step, graph (a) can be decomposed into graphs in three categories: (a-1-1-1) in category-1, (a-2) and (a-1-2) in category-2, and (a-1-1-2) in category-4. Similarly, graph (b) is decomposed into (b-2) in category-3 and (a-1) in category-4.

\[
\begin{align*}
\nu & \quad a \quad \mu \\
\circ & \quad - \quad \circ
\end{align*}
\]

Figure 19. When $k_\mu^a$ is denoted by an arrow line pointing towards node $a$ and $\epsilon^\nu$ is denoted by a line with no arrow, the strength tensor $F_\mu^\nu^a$ can always be decomposed into the difference of the two graphs on the r.h.s.

\[
\begin{align*}
\nu & \quad a \quad \mu \\
\circ & \quad + \quad \circ
\end{align*}
\]

Figure 20. A graphic interpretation of the relation $F_\mu^\nu^a 2k_\mu^a = F_\mu^\nu^a 2k_\mu^a + F_\mu^\nu^a 2k_\mu^a$, which can be verified directly.
A graph in the first term of eq. (A.1) is in general written as

\[ \text{A graph in category-1 + graphs in category-2 + a graph in category-4}, \]  

(A.4)

while a graph in the second term of eq. (A.1) becomes

\[ \text{A graph in category-3 + a graph in category-4}. \]  

(A.5)

**Step-2: transformations of BS currents.** Accompanied by the manipulations of graphs, the combination of BS currents corresponding to each graph can also be transformed in a proper way. For any graph \( F \in G^B_1 \), the combination of BS currents is given by

\[ \sum_{\sigma} \phi(1, 2, \ldots n-1|\sigma). \]  

(A.6)

In the above expression, \( \sigma \in F \mid x_1 \) are permutations established by the type-B graph \( F \) where the node \( x_1 \), which is the one nearest to the Lorentz index \( \rho \), is considered as the leftmost node in \( \sigma \mid F \). Assuming that \( x_2 \in F \) is a node adjacent to \( x_1 \), we have the following relation

\[ \sum_{\sigma \in (F \mid x_1)} \phi(1, 2, \ldots n-1|\sigma) = (-1)^{l-1} \sum_{\sigma \in (F \mid x_2)} \phi(1, 2, \ldots n-1|\sigma). \]  

(A.7)

This relation is a consequence of the generalized KK relation (2.15). Applying this relation, one can transform the combination of the BS currents which was defined according to a type-B graph (such as figure 18(a)) to a new combination based on a type-C graph (such as figure 18(a-1-1-1)). In particular, supposing there are \( l \) nodes between \( \nu \) and \( \rho \) and the nodes nearest to \( \nu \) and \( \rho \) are respectively \( x \) and \( y \), we must have

\[ \sum_{\sigma \in (F \mid y)} \phi(1, 2, \ldots n-1|\sigma) = (-1)^{l-1} \sum_{\sigma \in (F \mid x)} \phi(1, 2, \ldots n-1|\sigma). \]  

(A.8)

In the case of figure 18(a), \( x = a_2, y = c_5, l = 7 \).

**Step-3: contributions of graphs in different categories.** Having the relations between graphs which were discussed in step-1 and the relations (A.7), (A.8) between BS currents which were given in step-2, we now collect the contribution of graphs of distinct categories.

- **Category-1.** The contribution of the graph figure 18(a-1-1-1) is given by

\[ (-1)^{n-l} (F_{a_2} \cdot F_{a_3} \cdot F_{b_1} \cdot F_{b_2})^\nu (F_{c_5} \cdot F_{c_4})^{\nu} (2k_{c_4} \cdot F_{c_3} \cdot F_{c_2} \cdot \epsilon)(\ldots) \left[ \sum_{\sigma \in (F \mid c_5)} \phi(1, 2, \ldots n-1|\sigma) \right] \]

\[ = (F_{a_2} \cdot F_{a_3} \cdot F_{b_1} \cdot F_{b_2} \cdot F_{c_4} \cdot F_{c_5})^{\nu} (\epsilon \cdot F_{c_2} \cdot F_{c_3} \cdot 2k_{c_4})(\ldots) \left[ (-1)^{n-l} \sum_{\sigma \in (F \mid c_5)} \phi(1, 2, \ldots n-1|\sigma) \right] \]

\[ = C^\nu_{\nu} \sum_{\sigma} \phi(1, 2, \ldots n-1|\sigma), \]  

(A.9)
where \((\ldots)\) denotes the contribution of other parts of this graph which was not changed. The first line in the above equation comes from the reduction of the original type-B graph figure 18 (a) in which there are \(l' = 4\) internal nodes (i.e. \(F'\)s) on the master chain. On the second line, the sign \((-1)^{n-l'}\) has been absorbed into the coefficient, while the relation (A.8) reproduces a sign \((-1)^{n-l+1}\) \((l = 7)\). The coefficient together with the sign on the second line precisely match with the \(C_{\mathcal{F}}^{\nu_{\rho}}\) where \(\mathcal{F}\) is a standard type-C graph. This example reveals the general pattern: any graph in category-1 contributes a type-C graph with the correct sign. Conversely, for any type-C graph (for example figure 18 (a-1-1-1)) in the first summation on the r.h.s. of eq. (5.37), one can reverse the above discussion and find out a unique type-B graph (e.g. figure 18(a)) corresponding to it. Therefore, we conclude that the contribution of all graphs in category-1 gives rise to the first summation on the r.h.s. of eq. (5.37).

- **Category-2 and -3.** We claim\(^{11}\) that the total contribution of all graphs in category-2 can be written as

\[
\sum_{\{1, \ldots, n\} \rightarrow A_1, A_2} \sum_{\mathcal{F}_1 \in \mathcal{G}^B_{A_1}} \sum_{\mathcal{F}_2 \in \mathcal{G}^B_{A_2}} C_{\mathcal{F}_1}^{\nu_0} \sum_{a \in \mathcal{F}_1} \sum_{b \in \mathcal{F}_2} f^b(-2k_a \cdot 2k_b) \sum_{\sigma_{\mathcal{F}_1}^{\nu_0}, \sigma_{\mathcal{F}_2}^{\nu_0}} \phi(1, \ldots, n-1 | \sigma_{\mathcal{F}_1}^{\nu_0} \sqcup \sigma_{\mathcal{F}_2}^{\nu_0} |_{a < b}) \tag{A.10}
\]

where the first summation is taken over all possible splittings of \(\{1, \ldots, n-1\} \rightarrow A_1, A_2\) such that the highest-weight node, say 1, belongs to the set \(A_1\). The \(\mathcal{G}^B_{A_1}\) and \(\mathcal{G}^B_{A_2}\) denote the type-B graphs constructed by nodes in \(A_1\) and \(A_2\) with the reference order \(\{n-1, \ldots, 1\} \setminus A_2\) and \(\{n-1, \ldots, 1\} \setminus A_1\), respectively. Coefficients \(C_{\mathcal{F}_1}^{\nu_0}\) and \(C_{\mathcal{F}_2}^{\nu_0}\) are the coefficients corresponding to the type-B graphs. For given \(\mathcal{F}_1\) and \(\mathcal{F}_2\) in figure 21, we pick out a pair of nodes \(a \in \mathcal{F}_1\) and \(b \in \mathcal{F}_2\) and connect these two nodes by a \((-2k_a \cdot 2k_b)\) line. We then sum over (i). all possible permutations established by \(\mathcal{F}_1\) (where the node nearest to \(\rho\) is considered as the leftmost one) and \(\mathcal{F}_2\) where the node \(b\) is considered as the leftmost one and (ii). all \(\sigma_{\mathcal{F}_1}^{\nu_0} \sqcup \sigma_{\mathcal{F}_2}^{\nu_0}\) s.t. \(a < b\). Finally, we sum over all \(a \in \mathcal{F}_1\) and \(b \in \mathcal{F}_2\). The sign \(f^b\) is determined as follows: if \(b\) is the node nearest to \(\rho\), \(f^b = 1\), (ii). for two adjacent nodes \(x\) and \(y\), \(f_x = -f_y\). The expression in the square brackets has a similar form with the l.h.s. of the so called *graph-based BCJ relation* [26].\(^{12}\) We just present our observation on the expression in the square brackets and propose the following off-shell extended graph based BCJ relation:

\[
\sum_{a \in \mathcal{F}_1} \sum_{b \in \mathcal{F}_2} f^b(-2k_a \cdot 2k_b) \sum_{\sigma_{\mathcal{F}_1}, \sigma_{\mathcal{F}_2}|_{b}} \phi(1, \ldots, n-1 | \sigma_{\mathcal{F}_1} \sqcup \sigma_{\mathcal{F}_2} |_{a < b})
\]

\[
= -2f^{b_0} \sum_{\sigma_{\mathcal{F}_1}, \sigma_{\mathcal{F}_2}|_{b_0}} \left[ \phi(1, \ldots, i | \sigma_{\mathcal{F}_1})(i+1, \ldots, n-1 | \sigma_{\mathcal{F}_2}|_{b_0}) - \phi(1, \ldots, n-1 - i | \sigma_{\mathcal{F}_2}|_{b_0})(n-i, \ldots, n-1 | \sigma_{\mathcal{F}_1}) \right], \tag{A.11}
\]

\(^{11}\)The proof in fact is analogous to the intricate discussion in [26].

\(^{12}\)They are not exact the same one since the l.h.s. of graph-based BCJ relation is given by a combination of on-shell amplitudes in KK basis (i.e. the \((n-2)!\) basis), while the expression in the square brackets is a combination of \((n-1)!\) off-shell currents.
Figure 21. Suppose $b'$ is the highest-weight node in $\mathcal{F}_2$. Any $a \in \mathcal{F}_1$ and $b \in \mathcal{F}_2$ are connected through the red line (the $2k \cdot 2k$ line). The chain colored blue is the master chain of $\mathcal{F}_1$. This corresponds to a term in eq. (A.10).

where $i$ is the number of on-shell nodes in the graph $\mathcal{F}_1$ (in other words, the elements in $A_1$) and $b_0$ is an arbitrarily chosen node in $\mathcal{F}_2$. When we multiply both sides by $s_{1\ldots n-1}$ and take the on-shell limit $s_{1\ldots n-1} = k_n^2 \to 0$, we get an on-shell version of graph based BCJ relation where the r.h.s. is zero. We leave the details of the proof of eq. (A.11) in a future work and just insert eq. (A.11) into eq. (A.10). Since the node 1 is always involved in $\mathcal{F}_1$ and the BS current satisfies $\phi(A|B) = 0$ if $A \setminus B \neq \emptyset$, only the first term in eq. (A.11) provides nonvanishing contribution when the nodes in $\mathcal{F}_1$ are $1, 2, \ldots, i$. Therefore, (A.10) becomes

$$
-2 \sum_{i=1}^{n-2} \left[ \sum_{F_1 \in G_{A_1}^\rho} C_{F_1}^\rho \sum_{\sigma F_1} \phi(1, \ldots, i | \sigma F_1) \right] \left[ \sum_{F_2 \in G_{A_2}^\nu} C_{F_2}^\nu \sum_{\sigma F_2} \phi(i+1, \ldots, n-1 | \sigma F_2) \right]
$$

$$
= -\sum_{i=1}^{n-2} 2 \tilde{J}_{(1,i)}^\rho \tilde{J}_{(i+1,n-1)}^\nu \tag{A.12}
$$

where $A_1 = \{1, \ldots, i\}$, $A_2 = \{i+1, \ldots, n-1\}$ for a given $i$ on the first line, while the $b_0$ denotes the node nearest to the Lorentz index $\nu$. The above expression precisely agrees with the second term in the second summation of eq. (5.37). Following a similar discussion, the contribution of all graphs in category-3 reproduces the first term in the second summation of eq. (5.37).
To sum up, the contribution of all graphs in eq. (A.1) matches with the r.h.s. of eq. (5.37), hence the proof of eq. (5.37) has been completed.

B The identity of Berends-Giele current

Identities (2.8) and (2.9) are generalizations of (2.7) which was proved in [29]. The (2.9) can always be obtained via replacing the $k_{1,n-1}$ in (2.8) by another momentum, e.g., $k_{a_1,b_1}$.

In this part, we briefly review the proof of (2.7), based on which, the proof of eq. (2.8) is further given.

The proof of eq. (2.7) which was given in [29]. When we expand the current $J_\mu(1,\ldots,n-1)$ according to Berends-Giele recursion eq. (2.1), the l.h.s. is given by summing all terms that have the following forms

$$V_3^{\mu
u\rho}J_\mu(A)J_\nu(B)(k_A+k_B)_{\rho} = (s_A-s_B)J(A)\cdot J(B) + J(A)\cdot k_BJ(B)\cdot k_B - J(B)\cdot k_A J(A)\cdot k_A,$$

$$V_4^{\mu\nu\rho\sigma}J_\mu(A)J_\nu(B)J_{\rho}(C)(k_A+k_B+k_C)_{\sigma} = V_3^{\mu
u\rho}[J_\rho(A)J_\mu(B)J_{\nu}(C)-J_\mu(A)J_\nu(B)J_{\rho}(C)],$$

where the $A$ and $B$ in eq. (B.1) are supposed to be the ordered sets produced by a division \{1,2,\ldots,n-1\} $\rightarrow A,B$. For example, if $n=4$, $A, B$ can be \{1\}, \{2,3\} or \{1,2\}, \{3\}. Similarly, the $A, B$ and $C$ in eq. (B.2) are produced by the division \{1,2,\ldots,n-1\} $\rightarrow A, B, C$. When all possible divisions are summed over and $V_3^{\mu\nu\rho}J_\mu(B)J_{\nu}(C)$ is expressed by subtracting the contribution of the four-point vertex term (i.e. the second term in eq. (2.1)) from the current $J_\mu(B,C)$, as pointed in [29], the total contribution of all terms of the form eq. (B.2) is reduced into

$$\sum_{m=1}^{n-2} (s_{m+1\ldots n-1} - s_{1\ldots m})J(1,\ldots,m)\cdot J(m+1,\ldots,n-1) + k_1^2J(1)\cdot J(2,\ldots,n-1) - k_{n-1}^2J(1,\ldots,n-2)\cdot J(n-1),$$

where, the last two terms vanish due to the on-shell condition $k_1^2 = k_{n-1}^2 = 0$. On another hand, the last two terms in eq. (B.1) vanish according to our inductive assumption. When all divisions are summed over, the first term in eq. (B.1) precisely cancel with the first term in eq. (B.3). Thus the identity (2.7) is proven.

Proof of the identity (2.8). Now we prove eq. (2.8) via replacing some of the external lines in the above proof by $k_{a_1,b_1}$. The starting point of eq. (2.8) is given by

$$J(1,2)\cdot (k_1+k_2) = J(k_1,2)\cdot (k_1+k_2) = J(k_1,k_2)\cdot (k_1+k_2) = 0,$$
which can be verified straightforwardly. The above relation can be directly generalized to
\[
J(k_{1,n-2}, n-1) \cdot k_{1,n-1} = J(k_1, k_{2,n-1}) \cdot k_{1,n-1} = J(k_{1,i}, k_{i+1,n-1}) \cdot k_{1,n-1} = 0, \tag{B.5}
\]
for any \(1 \leq i < n-2\). Suppose that the identity (2.8) holds for all lower-point cases and all possible choices of the consecutive sequences \(\{a_i, \ldots, b_i\}\). The subcurrents \(J(A)\), \(J(B)\) and \(J(C)\) in eq. (B.1) and eq. (B.2) are then replaced by those involving external lines \(k_{a_i,b_i}\). (i). All cancellations in the previous proof work, if the first element 1 and the last element \(n-1\) are not replaced by any \(k_{a_i,b_i}\). (ii). If the element 1 (or \(n-1\)) is replaced by \(k_{a_1,b_1}\) (or \(k_{a_i,b_i}=n-1\)), the cancellation also works except the special terms: the term \(-J(B) \cdot k_A J(A) \cdot k_A\) (or \(J(A) \cdot k_B J(B) \cdot k_B\)) for \(A = \{a_1 = 1, b_1\}\) (or the term \(B = \{a_1, b_1 = n-1\}\)) in eq. (B.1) must be replaced by \(-(J(b_1+1, \ldots, n-1) \cdot k_{1,b_1})^2\) (or \((J(1, \ldots, a_1-1) \cdot k_{a_1,b_1})^2\) which does not vanish, while the term \(k_2^2 J(1,2, \ldots, n-1)\) (or \(-k_{a_1,b_1}^2 J(1, \ldots, n-2)\)) in (B.3) is replaced by \(k_{a_1,b_1}^2 (k_{a_1,b_1} \cdot J(b_1+1, \ldots, n-1))\) (or \(-k_{a_1,b_1}^2 J(1, \ldots, a_1-1) \cdot k_{a_1,b_1}\)). They also cancel in pair.
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