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Abstract

Background

Coronavirus Disease 2019 is a pandemic that is straining healthcare resources, mainly hospital beds. Multiple risk factors of disease progression requiring hospitalization have been identified, but medical decision-making remains complex.

Objective

To characterize a large cohort of patients hospitalized with COVID-19, their outcomes, develop and validate a statistical model that allows individualized prediction of future hospitalization risk for a patient newly diagnosed with COVID-19.

Design

Retrospective cohort study of patients with COVID-19 applying a least absolute shrinkage and selection operator (LASSO) logistic regression algorithm to retain the most predictive features for hospitalization risk, followed by validation in a temporally distinct patient cohort. The final model was displayed as a nomogram and programmed into an online risk calculator.

Setting

One healthcare system in Ohio and Florida.

Participants

All patients infected with SARS-CoV-2 between March 8, 2020 and June 5, 2020. Those tested before May 1 were included in the development cohort, while those tested May 1 and later comprised the validation cohort.
Measurements
Demographic, clinical, social influencers of health, exposure risk, medical co-morbidities, vaccination history, presenting symptoms, medications, and laboratory values were collected on all patients, and considered in our model development.

Results
4,536 patients tested positive for SARS-CoV-2 during the study period. Of those, 958 (21.1%) required hospitalization. By day 3 of hospitalization, 24% of patients were transferred to the intensive care unit, and around half of the remaining patients were discharged home. Ten patients died. Hospitalization risk was increased with older age, black race, male sex, former smoking history, diabetes, hypertension, chronic lung disease, poor socioeconomic status, shortness of breath, diarrhea, and certain medications (NSAIDs, immunosuppressive treatment). Hospitalization risk was reduced with prior flu vaccination. Model discrimination was excellent with an area under the curve of 0.900 (95% confidence interval of 0.886–0.914) in the development cohort, and 0.813 (0.786, 0.839) in the validation cohort. The scaled Brier score was 42.6% (95% CI 37.8%, 47.4%) in the development cohort and 25.6% (19.9%, 31.3%) in the validation cohort. Calibration was very good. The online risk calculator is freely available and found at https://riskcalc.org/COVID19Hospitalization/.

Limitation
Retrospective cohort design.

Conclusion
Our study crystallizes published risk factors of COVID-19 progression, but also provides new data on the role of social influencers of health, race, and influenza vaccination. In a context of a pandemic and limited healthcare resources, individualized outcome prediction through this nomogram or online risk calculator can facilitate complex medical decision-making.

Introduction
Based on the latest estimates from the Centers for Disease Control (week ending in June 6, 2020), hospitalization rates in the United States due to Coronavirus disease of 2019 (COVID-19) range from 5.6/100,000 population in patients 4 years or younger and up to 273.8/100,000 population in those 65 years or older, posing a significant capacity challenge to the healthcare system. Strategies to address this challenge have focused on imposing social distancing to reduce viral transmission and increasing hospital bed capacity by drastically reducing usual occupancy, eliminating elective surgical procedures, and creating makeshift surge hospitals [1]. Social distancing practices have indeed helped in curbing the acute need for hospital beds—at least momentarily—but the long-term healthcare capacity requirements remain unclear as strategies for lifting restrictions and resuming normal activities are in flux. Improving our understanding of the clinical outcomes of patients infected with COVID-19 is therefore paramount. In addition, we need predictive algorithms that identify the COVID-19 patients at highest risk of progressing to severe disease to develop alternative approaches to safely manage...
them. These predictive algorithms could also be used at a population level to guide social distancing and other risk limiting strategies in a focused fashion, rather than the blanket approaches of shelter-in-place for society.

Older age [2–3], smoking [4], and medical co-morbidities such as diabetes, hypertension, cardiovascular disease, chronic kidney disease, chronic lung disease [5], and cancer [5–6] have been correlated with disease worsening in patients who are already hospitalized with COVID-19. It is unclear how these comorbidities, or other patient characteristics, factor into clinical worsening that leads to hospitalization. Translating their significance at an individual patient care level when faced with a decision to hospitalize patients presenting with symptoms of COVID-19 is even more elusive. The end result is patients being told to go home from the emergency room only to return much more ill and be admitted days later, or patients hospitalized for observation for several days without any significant clinical deterioration.

We present the clinical characteristics and outcomes of patients with COVID-19, including a subset who were hospitalized. We also develop and validate a statistical model that can assist with individualized prediction of hospitalization risk for a patient with COVID-19. This model allows us to generate a visual statistical tool (a nomogram) that can consider numerous variables to predict an outcome of interest for an individual patient [7].

**Methods**

**Patient selection**

We included all patients, regardless of age, who had positive COVID-19 testing at Cleveland Clinic between March 8, 2020 and June 5, 2020. The study cohort included all Covid positive patients, whether they were hospitalized or not, from across the Cleveland clinic health system which includes >220 outpatient locations and 18 hospitals in Ohio and Florida. As testing demand increased, we adapted our organizational policies and protocols to reconcile demand with patient and caregiver safety. Prior to March 18, any primary care physician could order a COVID-19 test. After that date, testing resources were streamlined through a “COVID-19 Hotline” which followed recommendations from the Centers for Disease Control (recommending to focus on high risk patients as defined by any of the following: Age older than 60 years old or less than 36 months old; on immune therapy; having comorbidities of cancer, end-stage renal disease, diabetes, hypertension, coronary artery disease, heart failure with reduced ejection fraction, lung disease, HIV/AIDS, solid organ transplant; contact with known COVID 19 patients; physician discretion was still allowed).

**Cleveland clinic COVID-19 registry**

Demographics, co-morbidities, travel and COVID-19 exposure history, medications, presenting symptoms, socioeconomic measures, treatment, disease progression, and outcomes were collected. Registry variables were chosen to reflect available literature on COVID-19 disease characterization, progression, and proposed treatments, including medications thought to have benefits through drug-repurposing studies [8]. Capture of detailed research data was facilitated by the creation of standardized clinical templates that were implemented across the healthcare system as patients were seeking care for COVID-19-related concerns. Outcome capture was facilitated by a home monitoring program whereby patients who tested positive were called daily for 14 days after–test result to monitor their disease progression.

Data were extracted via previously validated automated feeds [9] from our electronic health record (Epic, Epic Systems Corporation) and manually by a study team trained on uniform sources for the study variables. The COVID-19 Research Registry team includes a “Reviewer”
group and a “Quality Assurance” group. The reviewers were responsible for manually abstracting and entering a subset of variables (signs and symptoms upon presentation) that cannot be automatically extracted from the electronic health record, and for verifying high-priority variables (co-morbidities) that have been automatically pulled into the database from the electronic health record. The Quality Assurance group provided an independent second layer of review. Study data were collected and managed using REDCap electronic data capture tools hosted at Cleveland Clinic [10–11]. REDCap (Research Electronic Data Capture) is a secure, web-based software platform designed to support data capture for research studies, providing 1) an intuitive interface for validated data capture; 2) audit trails for tracking data manipulation and export procedures; 3) automated export procedures for seamless data downloads to common statistical packages; and 4) procedures for data integration and interoperability with external sources.

This research was approved by the Cleveland Clinic Institutional Review Board (IRB# 20–283). Consent was waived by IRB.

COVID-19 testing protocols

Nasopharyngeal and oropharyngeal swab specimens were both collected in all patients and pooled for testing by trained medical personnel. Given previous beliefs that co-infection with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and other respiratory viruses is rare [12–13], a reflex testing algorithm was implemented to conserve resources. All patient specimens were first tested for the presence of influenza A/B and respiratory syncytial virus (RSV), and only those negative for influenza and RSV were subsequently tested for SARS-CoV-2.

Infection with SARS-CoV-2 was confirmed by laboratory testing using the Centers for Disease Control and Prevention (CDC) reverse transcription polymerase chain reaction (RT-PCR) SARS-CoV-2 assay that was validated in the Cleveland Clinic Robert J. Tomsich Pathology and Laboratory Medicine Institute. This assay uses Roche Magnapure extraction and ABI 7500 DX PCR instruments. Between March 8 and 13, the tests were sent out to LabCorp, Burlington, North Carolina. All testing was authorized by the Food and Drug Administration under an Emergency Use Authorization (EUA), and in accordance with the guidelines established by the CDC.

Statistical methods

Baseline data are presented as median [interquartile range [IQR]) and number (%)]. Continuous variables were compared using the Mann-Whitney U test, and categorical variables were compared using the Chi-square test. The outcome of interest was hospitalization anytime within three days of a positive COVID test. The model was built using a development cohort (patients with COVID positive test resulted before May 1, 2020), and subsequently tested in a validation cohort (patients with COVID positive test resulted between May 1 and June 5, 2020). This allowed us to test the model’s validity over time. A full multivariable logistic model was initially constructed to predict hospital admission with COVID-19 based on demographic variables, comorbidities, immunization history, symptoms, travel history, lab variables, and medications that were identified pre-admission. For modeling purposes, methods of missing value imputation for labs variables were compared using median values and using values from multivariate imputation by chained equations (MICE) via the R package mice. Restricted cubic splines with 3 knots were applied to continuous variables to relax the linearity assumption. A least absolute shrinkage and selection operator (LASSO) logistic regression algorithm was performed to retain the most predictive features. A 10-fold cross validation method was
applied to find the regularization parameter lambda which gave the minimum mean cross-
validated concordance index. Predictors with nonzero coefficients in the LASSO regression
model were chosen for calculating predicted risk. The final model was internally validated by
assessing the discrimination and calibration with 1000 bootstrap resamples. Discrimination
was measured with the concordance index [14]. Calibration was assessed visually by plotting
the nomogram predicted probabilities against the observed event proportions over a series of
equally spaced values within the range of the predicted probabilities. The closer the calibration
curve lies along the 45˚ line, the better the calibration. A scaled Brier score, called the index of
predictive accuracy (IPA) [15], was also calculated, as this has some advantages over the more
popular concordance index. The IPA ranges from -1 to 1, where a value of 0 indicates a useless
model, and negative values imply a harmful model. We adhered to the TRIPOD checklist for
reporting the prediction model [16].

We calculated sensitivity, specificity, positive predictive value, negative predictive value at
different cutoffs of predicted risk. We used R, version 3.5.0 (R Project for Statistical Comput-
ing) [17], with tidyverse [18], mice [19], caret [20], and risk Regression [21] packages for all
analyses. Statistical tests were 2-sided and used a significance threshold of P < .05. We
included all COVID positive patients during the study period in this model development and
validation to optimize model performance: no specific sample size calculations were
performed.

**Sensitivity analyses**

An outcome of "hospitalized versus not" allows us to predict the likelihood that the patient is
actually getting admitted to the hospital. This decision, however, is influenced by multiple
“non-medical” factors including bed availability, regulatory systems, and individual physician
preferences. To test the applicability of our model towards a determination of whether a
patient *should* have been admitted or not, we subdivided patients included in our validation
cohort and development cohorts into 4 categories: A- hospitalized and not sent home within
24 hours; B- sent home (not initially hospitalized) but ultimately hospitalized within 1 week of
being sent home; C- not hospitalized at all; D- hospitalized but sent home within 24 hours. In
this construct, categories A and C represent patients who were “correctly managed”, at catego-
ries B and D represent those who were “incorrectly managed”. We then tested the discrimina-
tion of our model in each one of those categories separately.

No model recalibration was done.

**Results**

**Patient characteristics and outcomes**

4,536 patients tested positive during the study period, including 2,852 patient in the develop-
ment cohort (DC) of whom 582 (20.4%) were hospitalized, and 1,684 patients in the validation
cohort (VC) of whom 376 (22.3%) were hospitalized. Table 1 provides demographic, exposure,
clinical, laboratory, social characteristics, and medication history of COVID-19 patients who
were hospitalized versus those who completed their treatment on an outpatient basis in both
the DC and VC. At the time of hospital admission, 260 patients were known to have COVID-
19, while the results of the (RT-PCR) SARS-CoV-2 nasopharyngeal assay were still pending on
698. Six hundred and sixty five were admitted from the emergency room, 32 were transferred
from other hospitals, and 261 were directly admitted from the outpatient areas. Overall out-
comes illustrated in Fig 1 show the cumulative incidence of hospital discharge, transfer to
intensive care unit, and death in our hospitalized cohort.
Table 1. Detailed descriptive statistics of demographic, exposure, clinical, laboratory, social characteristics, and medication history of COVID-19 positive patients who were hospitalized versus not. Statistically significant variables (p-value < 0.05) are bolded. The development data is before 05/01 and the validation data is between 05/01 and 06/05. The percentages presented are per row.

| Demographics: | Development Cohort | Validation Cohort | p-value | p-value |
|---------------|-------------------|------------------|---------|---------|
| N             | Not hospitalized  | 2270             | 582     | 1308    | 376     | <0.001 | <0.001 |
| Race (%)      |                   |                   |         |         |
| Asian         | 27 (77.1)         | 8 (22.9)         | 8 (53.3)| 7 (46.7)|         |         |
| Black         | 498 (70.0)        | 213 (30.0)       | 422 (68.0)| 199 (32.0)|         |         |
| Other         | 362 (93.5)        | 25 (6.5)         | 239 (90.5)| 25 (9.5)|         |         |
| White         | 1383 (80.5)       | 336 (19.5)       | 639 (81.5)| 145 (18.5)|         |         |
| Male (%)      | 1049 (76.5)       | 323 (23.5)       | 556 (75.3)| 182 (24.7)<0.001 | 356 (75.3)| 182 (24.7)<0.001 |
| Ethnicity (%) |                   |                   |         |         |
| Hispanic      | 326 (93.9)        | 21 (6.1)         | 99 (84.6)| 18 (15.4)|         |         |
| Non-Hispanic  | 1677 (75.2)       | 553 (24.8)       | 925 (72.8)| 345 (27.2)|         |         |
| Unknown       | 267 (97.1)        | 8 (2.9)          | 284 (95.6)| 13 (4.4)|         |         |
| Smoking (%)   |                   |                   |         |         |
| Current Smoker| 136 (78.6)        | 37 (21.4)        | 111 (71.2)| 45 (28.8)|         |         |
| Former Smoker | 642 (74.4)        | 221 (25.6)       | 301 (70.2)| 128 (29.8)|         |         |
| No            | 1182 (79.6)       | 302 (20.4)       | 613 (78.8)| 165 (21.2)|         |         |
| Unknown       | 310 (93.4)        | 22 (6.6)         | 283 (88.2)| 38 (11.8)|         |         |
| Age (median [IQR]) Missing: 0.5% | 50.57 [35.75, 64.40] | 64.37 [54.83, 76.58] | <0.001 | 45.57 [30.49, 65.93] | 64.94 [52.45, 76.78] | <0.001 |
| Exposure history: |               |                   |         |         |
| Exposed to COVID-19? YES (%) | 1725 (81.6) | 390 (18.4) | <0.001 | 732 (78.3) | 203 (21.7) | 0.535 |
| Family member with COVID-19? YES (%) | 1565 (80.3) | 383 (19.7) | 0.161 | 557 (75.0) | 186 (25.0) | 0.021 |
| Presenting symptoms: |               |                   |         |         |
| Cough? Yes (%) | 1889 (79.8) | 478 (20.2) | 0.576 | 662 (77.3) | 194 (22.7) | 0.781 |
| Fever? Yes (%) | 1534 (79.2) | 403 (20.8) | 0.472 | 505 (77.3) | 148 (22.7) | 0.838 |
| Fatigue? Yes (%) | 1479 (76.8) | 446 (23.2) | <0.001 | 531 (73.9) | 188 (26.1) | 0.001 |
| Sputum production? Yes (%) | 1042 (78.8) | 280 (21.2) | 0.365 | 458 (75.5) | 149 (24.5) | 0.114 |
| Flu-like symptoms? Yes (%) | 1711 (80.0) | 429 (20.0) | 0.439 | 659 (78.9) | 176 (21.1) | 0.245 |
| Shortness of breath? Yes (%) | 1098 (72.3) | 421 (27.7) | <0.001 | 379 (66.5) | 191 (33.5) | <0.001 |
| Diarrhea? Yes (%) | 995 (78.6) | 271 (21.4) | 0.256 | 370 (74.0) | 130 (26.0) | 0.022 |
| Loss of appetite? Yes (%) | 1222 (77.2) | 360 (22.8) | 0.001 | 464 (73.0) | 172 (27.0) | <0.001 |
| Vomiting? Yes (%) | 711 (81.7) | 159 (18.3) | 0.069 | 282 (75.2) | 93 (24.8) | 0.217 |
| Co-morbidities: |               |                   |         |         |
| BMI (median [IQR]) Missing: 52.7% | 29.27 [25.73, 33.98] | 30.30 [26.29, 35.46] | <0.001 | 30.05 [25.71, 35.18] | 29.02 [24.80, 34.95] | 0.15 |
| COPD/emphysema? Yes (%) | 102 (58.0) | 74 (42.0) | <0.001 | 43 (50.6) | 42 (49.4) | <0.001 |
| Asthma? Yes (%) | 264 (67.9) | 125 (32.1) | <0.001 | 198 (75.6) | 64 (24.4) | 0.419 |
| Diabetes? Yes (%) | 358 (60.3) | 236 (39.7) | <0.001 | 193 (57.1) | 145 (42.9) | <0.001 |
| Hypertension? Yes (%) | 800 (65.6) | 419 (34.4) | <0.001 | 462 (64.7) | 252 (35.3) | <0.001 |
| Coronary artery disease? Yes (%) | 172 (57.3) | 128 (42.7) | <0.001 | 125 (61.3) | 79 (38.7) | <0.001 |
| Heart failure? Yes (%) | 122 (52.4) | 111 (47.6) | <0.001 | 80 (51.6) | 75 (48.4) | <0.001 |
| Cancer? Yes (%) | 230 (66.7) | 115 (33.3) | <0.001 | 124 (72.1) | 48 (27.9) | 0.079 |
| Transplant history? Yes (%) | 10 (41.7) | 14 (58.3) | <0.001 | 2 (22.2) | 7 (77.8) | <0.001 |
| Multiple sclerosis? Yes (%) | 23 (76.7) | 7 (23.3) | 0.863 | 11 (68.8) | 5 (31.2) | 0.576 |
| Connective tissue disease? Yes (%) | 165 (69.3) | 73 (30.7) | <0.001 | 47 (74.6) | 16 (25.4) | 0.658 |
| Inflammatory Bowel Disease? Yes (%) | 80 (72.1) | 31 (27.9) | 0.059 | 27 (75.0) | 9 (25.0) | 0.852 |
| Immunosuppressive disease? Yes (%) | 164 (59.0) | 114 (41.0) | <0.001 | 125 (59.8) | 84 (40.2) | <0.001 |

(Continued)
Prediction modeling results

Imputation methods were evaluated with 1000 repeated bootstrapped samples. We found that models based on median imputation appeared to outperform those based on data from MICE imputation, so median imputation was selected for the basis of the final model. Variables that we examined and were not found to add value beyond those included in our final model for predicting hospitalization included exposure to COVID-19, other family members with COVID-19, fever, fatigue, sputum production, flu-like symptoms, recent international travel, coronary artery disease, heart failure, on immunosuppressive treatment, other heart disease, other lung disease, pneumovax vaccine, BUN, on angiotensin converting enzyme inhibitor, angiotensin receptor blocker, toremifene, and paroxetine. Model discrimination was excellent with an area under the curve of 0.900 (95% confidence interval of 0.886–0.914) in the development cohort, and 0.813 (0.786, 0.839) in the validation cohort. The scaled Brier score was 42.6% (95% CI 37.8%, 47.4%) in the development cohort and 25.6% (19.9%, 31.3%) in the validation cohort. The nomogram is presented in Fig 2, and an online version of the statistical

**Table 1.** (Continued)

| Vaccination history: | Development Cohort | Validation Cohort | p-value | Development Cohort | Validation Cohort | p-value |
|----------------------|--------------------|-------------------|---------|--------------------|-------------------|---------|
| N                    | 2270               | 582               |         | 1308               | 376               |         |
| Influenza vaccine? Yes (%) | 818 (72.5)          | 311 (27.5)        | <0.001  | 423 (67.6)          | 203 (32.4)        | <0.001  |
| Pneumococcal polysaccharide vaccine? Yes (%) | 264 (57.9)          | 192 (42.1)        | <0.001  | 178 (56.3)          | 138 (43.7)        | <0.001  |
| Laboratory findings upon presentation: |                     |                   |         |                    |                   |         |
| Pre-testing platelets (median [IQR]) Missing: 67.3% | 213.00 [163.00, 267.00] | 190.00 [153.25, 241.75] | <0.001  | 213.00 [171.00, 270.50] | 207.00 [156.00, 273.00] | 0.266  |
| Pre-testing AST (median [IQR]) Missing: 72.0% | 28.00 [21.00, 40.00] | 36.00 [25.00, 52.00] | <0.001  | 25.00 [20.00, 34.50] | 31.50 [22.00, 47.00] | <0.001  |
| Pre-testing BUN (median [IQR]) Missing: 67.8% | 13.00 [10.00, 19.00] | 18.00 [12.00, 30.00] | <0.001  | 13.00 [10.00, 18.00] | 19.00 [12.00, 30.75] | <0.001  |
| Pre-testing Chloride (median [IQR]) Missing: 67.8% | 100.00 [98.00, 103.00] | 98.00 [95.00, 101.00] | <0.001  | 101.00 [98.00, 103.00] | 99.00 [96.00, 103.00] | 0.004  |
| Pre-testing Creatinine (median [IQR]) Missing: 67.7% | 0.90 [0.74, 1.11] | 1.10 [0.84, 1.57] | <0.001  | 0.87 [0.71, 1.11] | 1.05 [0.79, 1.48] | <0.001  |
| Pre-testing Hematocrit (median [IQR]) Missing: 67.7% | 40.60 [36.40, 44.12] | 40.00 [36.30, 43.80] | 0.421   | 39.35 [36.00, 42.50] | 39.00 [36.40, 42.70] | 0.285  |
| Pre-testing Potassium (median [IQR]) Missing: 67.2% | 4.00 [3.70, 4.20] | 4.00 [3.70, 4.40] | 0.034   | 3.90 [3.60, 4.20] | 4.00 [3.70, 4.40] | 0.005  |
| Home medications: |                     |                   |         |                    |                   |         |
| Immunosuppressive treatment? Yes (%) | 162 (67.8)          | 77 (32.2)         | <0.001  | 69 (63.9)          | 39 (36.1)        | 0.001  |
| NSAIDS? Yes (%) | 388 (66.2)          | 198 (33.8)        | <0.001  | 187 (61.1)         | 119 (38.9)       | <0.001  |
| Steroids? Yes (%) | 192 (67.1)          | 94 (32.9)         | <0.001  | 86 (63.7)         | 49 (36.3)        | <0.001  |
| Carvedilol? Yes (%) | 38 (50.7)          | 37 (49.3)         | <0.001  | 17 (53.1)         | 15 (46.9)        | 0.002  |
| ACE inhibitor? Yes (%) | 160 (62.5)          | 96 (37.5)        | <0.001  | 83 (62.9)          | 49 (37.1)        | <0.001  |
| ARB? Yes (%) | 128 (66.0)          | 66 (34.0)         | <0.001  | 38 (53.5)         | 33 (46.5)        | <0.001  |
| Melatonin? Yes (%) | 51 (60.0)          | 34 (40.0)         | <0.001  | 24 (48.0)          | 26 (52.0)        | <0.001  |
| Social influencers of health: |                     |                   |         |                    |                   |         |
| Population Per Sq Km (median [IQR]) | 3.09 [2.68, 3.32] | 3.04 [2.67, 3.31] | 0.42    | 3.06 [2.60, 3.32] | 3.15 [2.77, 3.38] | <0.001  |
| Median Income ($1000, median [IQR]) | 57.85 [44.78, 76.40] | 55.18 [36.27, 73.09] | <0.001  | 50.80 [36.06, 65.76] | 41.67 [29.38, 64.08] | <0.001  |
| Population Per Housing Unit (median [IQR]) | 2.29 [1.99, 2.61] | 2.15 [1.92, 2.40] | <0.001  | 2.22 [1.93, 2.46] | 2.06 [1.79, 2.31] | <0.001  |

* transformed as $log_{10}(x+1)$

https://doi.org/10.1371/journal.pone.0237419.t001
model (Fig 3) is available at https://riskcalc.org/COVID19Hospitalization/. The calibration curves are shown in Fig 4 and suggest that predicted risk matches observed proportions relatively well throughout the risk range. Table 2 shows the sensitivity, specificity, negative predictive value, and positive predictive value at different cutoffs of predicted risk.

**Sensitivity analysis**

Appropriately managed patients represented the majority of the cohort: 750 patients were hospitalized with a length of stay that exceeded 24 hours (431 in DC and 319 in VC), and 3549 patients were not hospitalized at all (2258 in DC and 1291 in VC). A minority of patients (237 patients, 5.4%) fell in the category of inappropriate initial management: 208 had been initially sent home from the emergency room but were then admitted within 1 week of emergency room visit (151 in DC, 57 in VC), and 29 patients were hospitalized but then discharged within 24 hours (12 in DC, and 17 in VC). When tested in each one of those categories, the predictive model performed very well in the appropriately managed subgroup (area under the curve of 0.821), but its performance was inadequate in the 5.4% of patients who fell in the inappropriate initial management category.
**Discussion**

**Predictors of hospitalization**

Our results confirm a higher risk of hospitalization with older age (median age in hospitalized patients of 65.5 years compared to 48.0 years in non-hospitalized patients), male sex (56.9% of...
hospitalized vs 48.3% of non-hospitalized), and medical co-morbidities most prominently hypertension, diabetes, and immunosuppressive disease (variables significant on univariable analysis in Table 1, but also relevant in final model). The significant association of shortness of breath and diarrhea with hospitalization may reflect the need for inpatient supportive care with these symptoms, regardless of the etiology. Beyond the expected, our results provide some insights that advance the existing literature:

1. **Smoking**: The World Health Organization warns of a higher morbidity for COVID-19 in smokers, and proposes multiple possible mechanisms including frequent touching of face and mouth during the act of smoking, sharing cigarettes, and underlying lung disease [22]. We found that former smokers rather than current smokers are at higher risk of COVID-related hospitalization (Table 1), favoring the underlying lung disease mechanism.

2. **Medications**: We found a higher risk of hospitalizations in COVID-19 patients who were on Angiotensin Converting Enzyme (ACE) inhibitors, or angiotensin II type-I receptor blockers (ARBs) on univariable analysis [16,23–24]. However, being on these medications did not influence the final multivariable model, suggesting that prior associations between ACEI’s and ARBs with COVID severity may be confounded by the underlying medical comorbidities (hypertension and diabetes) that are linked to highest COVID hospitalization rates, and which are most often treated with these same drugs. ACE2 can also be increased by thiazolidinediones and ibuprofen, potentially explaining the higher hospitalization risk seen in our patients on non-steroidal anti-inflammatory drugs (NSAIDs); in fact, the latest FDA guidance cautions against the use of NSAIDs in COVID patients [25]. Overall, we recommend caution using retrospective data to draw robust conclusions assigning causation to drugs vs underlying co-morbidity vs genetically driven ACE2 polymorphism. We
highlight the need for carefully designed, large observational studies or randomized clinical trials to address these critical questions.

3. **Race**: African American race was correlated with a higher hospitalization risk (36.2% of hospitalized vs 21% of non-hospitalized). This is consistent with a recent look at hospitalizations for COVID-19 across 14 states from March 1 to 30 [26]. Race data, which were available for 580 of 1,482 patients, revealed that African Americans accounted for 33 percent of the hospitalizations, but only 18 percent of the total population surveyed [26]. The authors proposed explanations like higher rates of medical co-morbidities, higher exposure risks, and distrust of the medical community as a postulated rationale. Our data, however, show

![Calibration curve for the model predicting likelihood of hospitalization](https://doi.org/10.1371/journal.pone.0237419.g004)

**Table 2. Sensitivity, specificity, positive predictive value, and negative predictive value of the model in the validation dataset at different cutoffs of predicted hospitalization risk.**

| Cutoff | Sensitivity | Specificity | PPV    | NPV    |
|--------|-------------|-------------|--------|--------|
| 10%    | 0.769       | 0.726       | 0.447  | 0.916  |
| 30%    | 0.519       | 0.918       | 0.646  | 0.896  |
| 50%    | 0.388       | 0.963       | 0.749  | 0.846  |
| 70%    | 0.253       | 0.979       | 0.772  | 0.820  |
| 90%    | 0.117       | 0.992       | 0.800  | 0.796  |

![Development data](https://doi.org/10.1371/journal.pone.0237419.t002)
that the effect of race on the individualized hospitalization risk prediction far outweighs that of any medical co-morbidity (Fig 2). It is already known that race influences the effectiveness of an immune response [27]. A deeper exploration of the underlying genetics and biology of race in the defense against and the response to a SARS-CoV-2 infection is needed. This should be paired with a deeper exploration of social influencers of health such as population per square kilometer, and population per household which were also relevant in our nomogram. In our online risk calculator, only the zip code entry is required: the relevant social influencers data are derived from the zip code by our program.

Why do we need a prediction tool?
Given the multitude of risk factors discussed, the nomogram and online risk calculator assist with obviating challenges of translating complex information to patient-level clinical decision-making [28]. During a pandemic, with hospital beds in short supply, it is critical to empower front-line healthcare providers with tools that can supplement and support decision-making about who to admit. Advances in tele-health can be leveraged for home monitoring to guide care delivery in an outpatient setting for those determined to be low risk based on the nomogram calculation. Models like ours developed with data obtained through an automated abstraction from the electronic health record (EHR) offer the promise of integration within the EHR to facilitate rapid and efficient implementation into the clinical workflow. Such a strategy is a pragmatic application of overdue calls for a Learning Health System [29].

How well does this nomogram perform?
Model performance, as measured by the concordance index, is excellent (c-statistic = 0.900). This level of discrimination is clearly superior to a coin toss or assuming all patients are at equivalent risk (both c-statistics = 0.5). The calibration of the model is excellent in both the DC and VC (see Fig 4). The metric that considers calibration, the IPA value, confirms that the model predicts substantially better than chance or no model at all. Overall, the model performs very well. Our next step will be to integrate this model into the clinical workflow.

How can this model be integrated in a clinical workflow?
Manually abstracting data and inputting it in an online calculator is cumbersome in a busy clinical practice. Interpreting the prediction without some frame of reference is complex. However, failing to see beyond these hurdles risks wasting opportunities to innovate and improve patient care. It is therefore imperative to develop a clear implementation strategy that aligns with the existing clinical needs and clinical operations of a health organization. One could start by identifying the clinical problems that would benefit from this prediction tool, and reference the information in Table xx on sensitivity, specificity, positive predictive value, and negative predictive value at different prediction cutoffs to provide a framework for clinical application. An illustrative example now being explored from our own health system is the use of this calculator to tailor the intensity of home monitoring for COVID positive patients. Currently, every patient who tests positive for COVID is being called daily for 14 days to check on their symptoms and identify disease progression early enough for intervention. With only 20–30% of COVID positive patients progressing to the point of requiring hospitalization, the nurses can use our prediction tool to identify this high risk group and only call them daily, while reducing the intensity of follow-up with the rest.
Limitations
This is not a multicenter study. It is important to note though that it includes all hospitals and outpatient facilities of the Cleveland Clinic Health System within the US (>220 outpatient locations and 18 hospitals in Ohio and Florida) creating robust sampling of the COVID-19 population. As with any other statistical model, other hospital systems may elect to validate this model internally for their specific patient populations as they contemplate options for integrating it in their workflow. Given the alternative of no or constantly changing practice guidelines, implementation of this nomogram into our clinical workflow will allow prospective evaluation of its impact on patient care and outcomes. Our model includes age as a predictor: this may mitigate our ability to identify risk factors for disease progression specific in the younger population, and may underestimate the risks in the younger population with less severe disease and less likely to seek medical care. Lastly, although our model performs very well in the majority of COVID positive patients, more research is needed to optimize it for the sub group (5.4% of the total cohort in our series) with either delayed or unnecessary admission.

Conclusions
Drivers of disease progression and worsening in COVID-19 are multiple and complex. We developed a statistical model with excellent predictive performance (c-statistic of 0.926) to individualize the hospitalization risk assessment at the patient level. This could help guide clinical decision-making and resource allocation.

Supporting information
S1 Checklist.
(PDF)

Author Contributions
Conceptualization: Lara Jehi, Steve Gordon, Michael W. Kattan.
Data curation: Alex Milinovich.
Formal analysis: Xinge Ji, Michael W. Kattan.
Funding acquisition: Lara Jehi.
Investigation: Lara Jehi.
Methodology: Lara Jehi, Steve Gordon, Michael W. Kattan.
Project administration: Lara Jehi.
Resources: Lara Jehi, Amy Merlino, James B. Young, Michael W. Kattan.
Software: Michael W. Kattan.
Supervision: Lara Jehi, James B. Young, Michael W. Kattan.
Validation: Michael W. Kattan.
Visualization: Michael W. Kattan.
Writing – original draft: Lara Jehi.
Writing – review & editing: Serpil Erzurum, Amy Merlino, Steve Gordon, James B. Young, Michael W. Kattan.
References

1. Tsai T, Jacobson B, Jha A. American Hospital Capacity And Projected Need for COVID-19 Patient Care. Health Affairs. https://www.healthaffairs.org/do/10.1377/hblog20200317.457910/full/ accessed April 10, 2020.

2. Chen J, Qi T, Liu L, Ling Y, Qian Z, Li T, et al. Clinical progression of patients with COVID-19 in Shanghai, China. J Infect. 2020. Mar 19, pii: S0163-4453(20)30119-5.

3. Zhou F, Yu T, Du R, Fan G et al. Clinical course and risk factors for mortality of adult inpatients with COVID-19 in Wuhan, China: a retrospective cohort study. Lancet. 2020; 395(10229):1054. Epub 2020 Mar 11. https://doi.org/10.1016/S0140-6736(20)30567-3 PMID: 32171076

4. Liu W, Tao ZW, Lei W, Ming-Li Y, Kui L, Ling Z, et al. Analysis of factors associated with disease outcomes in hospitalized patients with 2019 novel coronavirus disease. Chin Med J (Engl). 2020 Feb 28. https://doi.org/10.1097/CM9.0000000000000775 [Epub ahead of print] PMID: 32118640.

5. Wu Z, McGloogan JM. Characteristics of and Important Lessons From the Coronavirus Disease 2019 (COVID-19) Outbreak in China: Summary of a Report of 72314 Cases From the Chinese Center for Disease Control and Prevention. JAMA. 2020.

6. Liang W, Guan W, Chen R, et.al. Cancer patients in SARS-CoV-2 infection: a nationwide analysis in China. Lancet Oncol. 2020; 21(3):335. Epub 2020 Feb 14. https://doi.org/10.1016/S1470-2045(20)30096-6 PMID: 32066541

7. Kattan MW. Nomograms. Introduction. Semin Urol Oncol; 2002; 20(2): 79–81. PMID: 12030248

8. Zhou Y., Hou Y., Shen J. et al. Network-based drug repurposing for novel coronavirus 2019-nCOV/ SARS-CoV-2. Cell Discov 6, 14 (2020). https://doi.org/10.1038/s41421-020-0153-3 PMID: 32194980

9. Milinovich A, Kattan MW. Extracting and utilizing electronic health data from Epic for research. Ann Transl Med. 2018 Feb; 6(3):42. https://doi.org/10.21037/atm.2018.01.13 PMID: 29610734; PubMed Central PMCID: PMC5879514

10. Harris PA, Taylor R, Thielke R, Payne J, Gonzalez N, Conde JG, Research electronic data capture (REDCap)– A metadata-driven methodology and workflow process for providing translational research informatics support, J Biomed Inform. 2009 Apr; 42(2):377–81. https://doi.org/10.1016/j.jbi.2008.08.010 PMID: 18929686

11. Harris PA, Taylor R, Minor BL, Elliott V, Fernandez M, O’Neal L, et al, REDCap Consortium, The REDCap consortium: Building an international community of software partners, J Biomed Inform. 2019 May 9 https://doi.org/10.1016/j.jbi.2019.103208 PMID: 31078660

12. Schuchat A; CDC COVID-19 Response Team. Public Health Response to the Initiation and Spread of Pandemic COVID-19 in the United States, February 24-April 21, 2020. MMWR Morb Mortal Wkly Rep. 2020; 69(18):551-556. Published 2020 May 8. https://doi.org/10.15585/mmwr.mm6918e2 PMID: 32379733

13. Zwald ML, Lin W, Sondermeyer Cooksey GL, et al. Rapid Sentinel Surveillance for COVID-19—Santa Clara County, California, March 2020. MMWR Mortal Mortal Wkly Rep. 2020; 69(14):419-421. Published 2020 Apr 10. https://doi.org/10.15585/mmwr.mm6914e3 PMID: 32271724

14. Harrell F. E. Jr., Califf R. M., Pryor D. B., Lee K. L., & Rosati R. A. (1982). Evaluating the yield of medical tests. JAMA, 247(18), 2543–2546. PMID: 7069920

15. Kattan M. W., & Gerds T. A. (2018). The index of prediction accuracy: an intuitive measure useful for evaluating risk prediction models. Diagn Progn Res, 2, 7. https://doi.org/10.1186/s41512-018-0029-2 PMID: 31095557

16. Collins GS, Reitsma JB, Altman DG, Moons KG. Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis (TRIPOD): the TRIPOD statement [published correction appears in Ann Intern Med. 2015 Apr 21;162(8):600]. Ann Intern Med. 2015; 162(1):55-63. https://doi.org/10.7326/M14-0657 PMID: 25560714

17. R Core Team (2018). R: A language and environment for statistical computing. R Foundation for Statistical Computing, Vienna, Austria. URL https://www.R-project.org/

18. Hadley Wickham (2017). tidyverse: Easily Install and Load the ‘Tidyverse’. R package version 1.2.1. https://CRAN.R-project.org/package=tidyverse

19. van Buuren Stef, Groothuis-Oudshoorn Karin (2011). mice: Multivariate Imputation by Chained Equations in R. Journal of Statistical Software, 45(3), 1–67. URL https://www.jstatsoft.org/v45/i03/

20. Max Kuhn. Contributions from Jed Wing, Steve Weston, Andre Williams, Chris Keefer, Allan Engelhardt, Tony Cooper, Zachary Mayer, Brenton Kenkel, the R Core Team, Michael Benesty, Reynald Lescarbeau, Andrew Ziem, Luca Scrucca, Yuan Tang, Can Candan and Tyler Hunt. (2019). caret: Classification and Regression Training. R package version 6.0–84. https://CRAN.R-project.org/package=caret
21. Thomas Alexander Gerds and Brice Ozenne (NA). riskRegression: Risk Regression Models and Prediction Scores for Survival Analysis with Competing Risks. R package version 2019.11.03.

22. WHO team. Department of Communications. Posted on March 24, 2020. https://www.who.int/news-room/q-a-detail/q-a-on-smoking-and-covid-19. Accessed April 11, 2020.

23. Wan Y, Shang J, Graham R, et.al. Receptor recognition by novel coronavirus from Wuhan: An analysis based on decadelong structural studies of SARS. J Virology 2020; published online Jan 29. https://doi.org/10.1128/JVI.00127-20 PMID: 31996437

24. Li XC, Zhang J, Zhuo JL. The vasoprotective axes of the renin-angiotensin system: physiological relevance and therapeutic implications in cardiovascular, hypertensive and kidney diseases. Pharmacol Res 2017; 125: 21–38. https://doi.org/10.1016/j.phrs.2017.06.005 PMID: 28619367

25. https://www.fda.gov/drugs.drug-safety-and-availability/fda-advises-patients-use-non-steroidal-anti-inflammatory-drugs-nsaids-covid-19. Content current as of: 03/19/2020. Accessed on 4/11/2020

26. Garg S, Kim L, Whitaker M, et al. Hospitalization Rates and Characteristics of Patients Hospitalized with Laboratory-Confirmed Coronavirus Disease 2019—COVID-NET, 14 States, March 1–30, 2020. MMWR Morb Mortal Wkly Rep. ePub: 8 April 2020. http://dx.doi.org/10.15585/mmwr.mm6915e3externalcon.

27. Quach H, Rotival M, Pothlichet J, et.al. Genetic Adaptation and Neandertal Admixture Shaped the Immune System of Human Populations. Cell. 2016 Oct 20; 167(3):643–656.e17. https://doi.org/10.1016/j.cell.2016.09.024 PMID: 27768888

28. Formica V, Minieri M, Bernardini S, et al. Complete blood count might help to identify subjects with high probability of testing positive to SARS-CoV-2 [published online ahead of print, 2020 Jul 2]. Clin Med (Lond). 2020;clinmed.2020–0373. https://doi.org/10.7861/clinmed.2020-0373 PMID: 32620590

29. Institute of Medicine (US) Roundtable on Evidence-Based Medicine; Olsen LA, Aisner D, McGinnis JM, editors. The Learning Healthcare System: Workshop Summary. Washington (DC): National Academies Press (US); 2007. Available from: https://www.ncbi.nlm.nih.gov/books/NBK53494/ https://doi.org/10.17226/11903 PMID: 21452449