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We explore the features of the $U_A(1)$ and chiral symmetry breaking of the Nambu–Jona-Lasinio model without the Kobayashi-Maskawa’s Hooft determinant term in the presence of a parallel electromagnetic field. We show that the electromagnetic chiral anomaly can induce both finite neutral pion condensate and isospin-singlet pseudo-scalar $\eta$ condensate and thus modifies the chiral symmetry breaking pattern. In order to characterize the strength of the $U_A(1)$ symmetry breaking, we evaluate the susceptibility associated with the $U_A(1)$ charge. The result shows that the susceptibility contributed from the chiral anomaly is consistent with the behavior of the corresponding $\eta$ condensate. The spectra of the mesonic excitations are also studied.

I. INTRODUCTION

As is well known, the Lagrangian of the quantum chromodynamics (QCD) for light flavors ($u, d$ quarks) has approximate $SU_A(2)$ chiral symmetry and $U_A(1)$ axial symmetry. However, the $U_A(1)$ symmetry will be violated by the chiral anomaly due to the nontrivial topological configurations of the gluon fields \cite{1,2}. The remained $SU_A(2)$ chiral symmetry is also broken spontaneously in vacuum by chiral condensate $\langle \bar{\psi}\psi \rangle \neq 0$ which gives rise to three (pseudo) Goldstone modes identified as pions.

The chiral symmetry breaking and the $U_A(1)$ symmetry breaking are closely related. For example, it was argued that the order and the critical properties of the chiral phase transition are sensitive to the fate of the $U_A(1)$ symmetry at the chiral critical temperature $T_c$ \cite{4}. But it is still unclear whether the $U_A(1)$ symmetry is effectively restored at and above $T_c$. As The nontrivial gluon-field configurations produce both the chiral anomaly and the topological susceptibility, one can use the latter to quantify the strength of the $U_A(1)$ symmetry breaking in both the quenched and the unquenched cases \cite{5,6}. It was found in both cases that the topological susceptibility always drops down above $T_c$ but the topological charge itself still keeps an obvious deviation from zero, which indicates partial restoration of the $U_A(1)$ symmetry and is consistent with the simulation using the instanton model \cite{7} and other effective model \cite{8}. Recently, there were also important progresses from the lattice QCD simulations, we refer the readers to the Refs. \cite{9,10} for more details.

In addition to the temperature and density, the electromagnetic (EM) field provides another way to explore the features of the chiral symmetry breaking and restoration in quark-gluon matter \cite{11}. This kind of study is important because it is relevant to the environments in the compact stars \cite{12,13}, the heavy-ion collisions \cite{14,15}, and the early universe \cite{16} where very strong magnetic fields can exist. Usually, the presence of the magnetic field enhances the chiral condensate in vacuum which is called the magnetic catalysis effect \cite{21,22}, but the interplay between the magnetic field and the temperature demonstrates the inverse magnetic catalysis effect near $T_c$, the underlying mechanism of which is still not fully understood \cite{23,24}. The effect of the electric field was found always to restore the chiral symmetry because it tends to break the scalar quark-antiquark pairs \cite{25,26}. Furthermore, various chiral-anomaly induced quantum phenomena are also closely related to the EM field, including the chiral magnetic effect \cite{27,28}, the chiral magnetic wave \cite{29}, the chiral separation effect \cite{30,31}, the chiral electric separation effect \cite{32,33}, the anomalous magnetovorticity coupling \cite{34}, the chiral electrodynamics \cite{35}, etc; see recent reviews \cite{36,37}.

In Ref. \cite{38}, the effect of EM chiral anomaly (which should not be confused with the chiral anomaly due to gluons) on the chiral symmetry breaking and restoration was investigated in the parallel EM field (i.e., the EM field configuration with parallel electric and magnetic fields) and the isospin-triplet neutral pseudo-scalar $\pi^0$ condensate was found to increase with the second Lorentz invariant $I_2 = E \cdot B$ (without loss of generality, we will assume $I_2 \geq 0$) and to saturate at a critical $I_2$. This finding was also confirmed by the calculations using the Wigner function formalism \cite{39,40}. As the isospin-singlet neutral pseudo-scalar $\eta$ meson (more precisely, the two-flavor counterpart of the $\eta$ meson) has the same quantum numbers as $\pi^0$ meson except for isospin, one can expect that $\eta$ would also condensate in parallel EM field via the EM chiral anomaly, which would then give rise to a macroscopic $U_A(1)$ current divergence via $m_0 \langle \bar{\psi}\gamma^5\psi \rangle$. The purpose of the present paper is to give a detailed study of the properties of the chiral symmetry breaking and $U_A(1)$ symmetry breaking under a parallel EM field. We will adopt the Nambu–Jona-Lasinio (NJL) model with $U_L(2) \otimes U_R(2)$ symmetric interactions in the following discussions, which allows us to illuminate how the sole parallel EM field breaks the $U_A(1)$ symmetry. The vacuum properties and the mesonic fluctuations will be both investigated. Here, it is proper to mention a recent work \cite{41} which studies the generation of chiral density due to Schwinger mechanism and its feedback to the thermodynamic properties of the NJL model. As the feedback is small for a reasonable relaxation time, especially at lower temperatures, we will not discuss such a effect in out study. Our main focus will be the pseudo-scalar $\eta$ and $\pi_0$ channels which were not discussed in Ref. \cite{41}.

The paper is organized as follows. In Sec. \ref{sec:1} we develop a formalism to evaluate several neutral condensates in a parallel
EM field within the chosen NJL model. Section III is composed of three parts. We first introduce the topological charge to describe the $U_A(1)$ symmetry breaking in Sec III A then the corresponding susceptibility is evaluated to show the strength of $U_A(1)$ symmetry breaking in Sec III B and pole masses of mesonic excitation modes are shown in Sec III C. A summary will be given in Sec IV.

II. NEUTRAL CONDENSATES IN PARALLEL ELECTROMAGNETIC FIELD

As our aim is to study how the parallel EM field influences the $U_A(1)$ and chiral symmetry, we will adopt a two-flavor NJL model without the Kobayashi-Maskawa-'t Hooft (KMT) determinant term so that the Lagrangian density preserves the $U_L(2) \otimes U_R(2)$ symmetry. The Lagrangian in Euclidean space is given by the following form [50, 59, 60].

\[
\mathcal{L}_{\text{NJL}} = \hat{\psi}(i\partial - m_0)\psi + G[(\hat{\psi}\tau\psi)^2 + (\hat{\psi}\gamma^5\tau\psi)^2],
\]

(1)

where \( \tau = (\tau_0, \tau) \) (\( \tau_0 \) is the unit matrix and \( \tau \) are Pauli matrices in flavor space), \( \psi = (u, d)^T \) represents the two-flavor quark fields, \( m_0 \) is the current mass of quarks, and \( G \) is the four-fermion coupling constant. The parallel EM field is introduced through the covariant derivative \( D_\mu = \partial_\mu + iQA_\mu \) with the vector potential chosen as \( A_\mu = (iEz, 0, -Ex) \) (\( E, B \geq 0 \)) and the quark charge matrix \( Q = \text{diag}(2/3, -1/3) \). Note that the presence of the EM field explicitly breaks the symmetry of \( \mathcal{L}_{\text{NJL}} \) to \( U_A(1) \otimes U_Y(1) \).

In order to explore the ground state in this case, we introduce eight auxiliary boson fields, \( \sigma = -2G\psi\psi, \alpha = -2G\psi\tau\psi, \eta = -2G\gamma^5\tau\psi, \) and \( \pi = -2G\gamma^5\pi\psi \), via the Hubbard-Stratonovich transformation. Then, by integrating out the quark degrees of freedom, the action is bosonized to the following form:

\[
S_{\text{NJL}} = \int d^4x \frac{\sigma^2 + a^2 + \eta^2 + \pi^2}{4G} - \text{Tr} \ln \left[ iD - m_0 - \sigma - \tau \cdot a - i\gamma^5 \eta - i\gamma^5 \pi \cdot \tau \right].
\]

(2)

As the charged condensates are energetically unfavored in the EM field [51], it is enough only to consider the following four neutral condensates: \( \langle \sigma \rangle \equiv m - m_0, \langle \alpha \rangle \equiv \delta m, \langle \eta \rangle \equiv \eta \) and \( \langle \pi^0 \rangle \equiv \pi^0 \). The corresponding gap equations can be obtained by minimizing the thermodynamic potential with respect to these order parameters, that is, \( \partial \Omega / \partial x = 0 \) \( (x = m, \delta m, \eta, \pi^0) \), which give the following forms:

\[
\left. \begin{array}{l}
\frac{m - m_0}{2G} - \frac{1}{\beta V} \text{Tr} \mathcal{S}_A(x) = 0, \\
\frac{\delta m}{2G} - \frac{1}{\beta V} \text{Tr} \mathcal{S}_A(x)\tau_3 = 0, \\
\frac{\eta}{2G} - \frac{1}{\beta V} \text{Tr} \mathcal{S}_A(x)\gamma^5 = 0, \\
\frac{\pi^0}{2G} - \frac{1}{\beta V} \text{Tr} \mathcal{S}_A(x)\gamma^5\tau_3 = 0.
\end{array} \right\}
\]

(3-6)

Here the fermion propagator in the constant EM field is defined as \( \mathcal{S}_A(x) = -\left[ iD - m - \delta m\tau_3 - i\gamma^5 \eta - i\gamma^5 \pi^0 \tau_3 \right]^{-1} \) which is diagonal in flavor space. For brevity and convenience which will be illuminated later, we define \( m_{u,d} = m \pm \delta m, \sigma_{u,d} = \sigma \pm \delta m, \) and \( \pi^0_{u,d} = \pi^0 \pm \eta \). By following the same procedure as in Ref. [51], the propagator of \( f = u, d \) favor quark can be written out explicitly in energy-momentum space as

\[
\hat{S}_f(p) = \int_0^\infty ds \exp \left\{ -[m_f^2 + (\pi^0_f)^2]s - \frac{\text{sgn}(q_f)\gamma^5 p_0^2}{q_f E} - \frac{\text{sgn}(q_f)\gamma^5 p_1^2}{q_f E} - \frac{\text{sgn}(q_f)\gamma^5 p_2^2}{q_f E} \right\} \\
\times \left[ m_f - i \text{sgn}(q_f)\gamma^5 p_0^2 - \gamma^5(p_4 - \text{sgn}(q_f)\gamma^5 p_3^2) - \gamma^5(p_5 + \text{sgn}(q_f)\gamma^5 p_4^2) - \gamma^5(p_6 - i\text{sgn}(q_f)\gamma^5 p_5^2) \right] \\
\times \left[ 1 - i\gamma^5 \text{sgn}(q_f)\gamma^5 \text{sgn}(q_f)\gamma^5 \gamma^5 \right]
\]

(7)

where the Schwinger phase has been dropped because it does not change any conclusion in this work. In order to simplify the discussions, we choose the field strengths as in Ref. [55] where the first Lorentz invariant of the EM field \( I_1 = B^2 - E^2 = 0 \). Substituting this explicit form back to the gap equations Eq. (2), we find

\[
\frac{m - m_0}{2G} = N_c \frac{1}{4\pi^2} \int_0^\infty \frac{ds}{s^2} e^{-s^2} \frac{m_f^2 \sqrt{2s}}{\text{sgn}(q_f) \gamma^5 \text{sgn}(q_f) \gamma^5 \text{sgn}(q_f) \gamma^5} \\
\frac{\delta m}{2G} = N_c \frac{1}{4\pi^2} \int_0^\infty \frac{ds}{s^2} e^{-s^2} \frac{m_f^2 \sqrt{2s}}{\text{sgn}(q_f) \gamma^5 \text{sgn}(q_f) \gamma^5 \text{sgn}(q_f) \gamma^5} \\
\frac{\eta}{2G} = N_c \frac{1}{4\pi^2} \int_0^\infty \frac{ds}{s^2} e^{-s^2} \frac{m_f^2 \sqrt{2s}}{\text{sgn}(q_f) \gamma^5 \text{sgn}(q_f) \gamma^5 \text{sgn}(q_f) \gamma^5} \\
\frac{\pi^0}{2G} = N_c \frac{1}{4\pi^2} \int_0^\infty \frac{ds}{s^2} e^{-s^2} \frac{m_f^2 \sqrt{2s}}{\text{sgn}(q_f) \gamma^5 \text{sgn}(q_f) \gamma^5 \text{sgn}(q_f) \gamma^5}
\]

(8-11)
where \( I_2 = EB \). It is easy to see that Eq. (9) \( \pm \) Eq. (9), and Eq. (11) \( \pm \) Eq. (10) split the four coupled gap equations to two independent sets of gap equations for \( u \) and \( d \) quarks, separately. Thus, the thermodynamic potential can be derived consistently by combining the integration over \( m \) of Eq. (8), the integration over \( \delta m \) of Eq. (9), the integration over \( \eta \) of Eq. (10) and the integration over \( \pi^0 \) of Eq. (11). The result is
\[
\Omega = \sum_{i=u,d} \left[ \frac{(m_i - m_0)^2 + (\pi^0_i)^2}{4G} \right. + \frac{N_c}{8\pi^2} \int_0^\infty \frac{ds}{s^3} e^{-(m_i^2 + (\pi^0_i)^2)/(s^2)} - \frac{N_c}{4\pi^2} \text{sgn}(q_i) \text{tan}^{-1}\left( \frac{\pi^0_i}{m_i} \right) (q_i \sqrt{T^2_2})^2 \right].
\] (12)

Using the same regularization scheme as in Refs. [31, 45], the gap equations and the thermodynamic potential become
\[
\frac{m_i - m_0}{2G} = \frac{N_c m_i M_i}{2\pi^2} \left[ \lambda + \lambda^2 M_i^2 \right]^{1/2} \left[ -M_i + \left( 1 + \lambda^2 M_i^2 \right)^{1/2} \right] + \frac{N_c}{4\pi^2} \int_0^\infty \frac{ds}{s^3} e^{-M_i^2} \left[ \frac{(q_i \sqrt{T^2_2})^2}{\text{tan}(q_i \sqrt{T^2_2}) \text{tan}(q_i \sqrt{T^2_2})} - 1 \right]
\] (13)
\[
\frac{\pi^0_i}{2G} = \frac{N_c m_i M_i}{2\pi^2} \left[ \lambda + \lambda^2 M_i^2 \right]^{1/2} \left[ -M_i + \left( 1 + \lambda^2 M_i^2 \right)^{1/2} \right] + \frac{N_c}{4\pi^2} \int_0^\infty \frac{ds}{s^3} e^{-M_i^2} \left[ \frac{(q_i \sqrt{T^2_2})^2}{\text{tan}(q_i \sqrt{T^2_2}) \text{tan}(q_i \sqrt{T^2_2})} - 1 \right]
\] (14)
\[
\frac{\Omega}{4G} = \sum_{i=u,d} \left[ \frac{(m_i - m_0)^2 + (\pi^0_i)^2}{4G} - \frac{N_c}{8\pi^2} \left[ \lambda + \lambda^2 M_i^2 \right] \left[ -M_i + \left( 1 + \lambda^2 M_i^2 \right)^{1/2} \right] \right]
\] (15)

where \( M_i = [m_i^2 + (\pi^0_i)^2]^{1/2} \).

It is easy to check from Eq. (13) and Eq. (14) that
\[
\pi^0_i = \frac{N_c G}{\pi^0 m_0} (q_i \sqrt{T^2_2})^2 = \text{sgn}(q_i) \frac{N_c m^*}{2\pi^2 m_0^2 f_{2s}} (q_i \sqrt{T^2_2})^2,
\] (16)
where we have used the Gell-Mann–Oakes–Renner relation in NJL model, \( m_0^2 f_{2s} = m_0 m^*(2G)^{-1} \) with \( m^* \) the quark mass in vacuum. Thus, the following model parameter independent results can be extracted,
\[
\eta = \frac{N_c m^*}{4\pi^2 m_0^2 f_{2s}} \left[ (q_u \sqrt{T^2_2})^2 + (q_d \sqrt{T^2_2})^2 \right],
\] (17)
\[
\pi^0 = \frac{N_c m^*}{4\pi^2 m_0^2 f_{2s}} \left[ (q_u \sqrt{T^2_2})^2 - (q_d \sqrt{T^2_2})^2 \right],
\] (18)
which can also be obtained from Eqs. (8)-(10) without explicitly solving them (in the \( I_2 \) region where \( m_i > 0 \)). As discussed in Ref. [45], the above \( \eta \) and \( \pi^0 \) condensates are consequence of the EM chiral anomaly as shown in Fig. 1. Moreover, the above results show that the condensate is always larger than \( \pi^0 \) condensate under given \( I_2 \).

By fixing the model parameters as \( G = 4.93 \text{ GeV}^{-2}, \lambda = 0.653 \text{ GeV} \) and \( m_0 = 5 \text{ MeV} \) [52], the numerical results by solving the coupled gap equations Eq. (13) and Eq. (14) for \( E = B \) are shown in Fig. 2. The solutions to each equation set \( f = u \) or \( d \), i.e., \( m_u \) and \( \pi^0_u \) or \( m_d \) and \( \pi^0_d \) show the same features as those found in Ref. [45], though the critical points \( I_i \) at which \( m_i = 0 \) are different for different flavor. The critical \( I_i \) for \( u \) quark corresponds to the peak of \( |\delta m| \) while the one for \( d \) quark corresponds to the peak of \( \eta \). At large enough \( I_2 \), all the condensates vanish because the strong electric field breaks the mesonic pairs. However, we note that the \( U_2(1) \) symmetry is not completely restored at any \( I_2 \) because the triangle anomaly is always finite in parallel EM field.

As we have stated in the introduction, the electric field and the magnetic field have opposite effects on the chiral condensate at zero temperature. For the case of \( E = B \), Fig. 2 shows that not only \( m_u \) but also \( M_i \) decreases with increasing \( I_2 \) which indicates that the electric restoration effect takes over the magnetic catalysis effect. This is actually consistent with the previous result in Ref. [29] where similar anti-catalysis effect of \( I_2 \) on the chiral condensate was observed. To understand this \( I_2 \) dependence of \( M_i \), we first note that the decreases
ing of \( m_0 \) in the region \( I_2 < I_2^* \) is mainly due to the chiral rotation effect induced by EM chiral anomaly [45], but at the same time the electric field slightly reduces \( M_F \). For \( I_2 > I_2^* \), the scalar condensate vanishes, so let us focus on the pseudo-scalar condensate \( \pi_0^0 \). In this case (note that \( E = B \)), the gap equation for \( \pi_0^0 \) can be rewritten as

\[
\frac{1}{2G} = F(\pi_0^0) + \frac{N_c}{4\pi^2} \int_0^\infty \frac{d\bar{s}}{s^2} e^{-s\pi_0^0} \left[ \left( \frac{q_0E\bar{s}}{\tanh(q_0E\bar{s})} - 1 \right) \frac{q_0Bs}{\tanh(q_0Bs)} + \frac{q_0Bs}{\tanh(q_0Bs)} - 1 \right],
\]

with

\[
F(\pi_0^0) = N_c \frac{\pi_0^0}{2}\left[ \Lambda \left( 1 + \frac{\Lambda^2}{(\pi_0^0)^2} \right)^{1/2} - \pi_0^0 \ln \left( \frac{\Lambda}{\pi_0^0} + \left( 1 + \frac{\Lambda^2}{(\pi_0^0)^2} \right)^{1/2} \right) \right]
\]

being a monotonically decreasing function of \( \pi_0^0 \). The terms originate from the magnetic field in the integrand of Eq. (19) can be reexpressed in terms of the Landau levels by using

\[
\frac{1}{\tanh(q_0E\bar{s})} = \sum_{n=0}^\infty (2 - \delta_{n0}) e^{-2\delta_{n0}q_0E\bar{s}}.
\]

For large \( I_2 \), we can take the lowest Landau level approximation and Eq. (19) will just be reduced to the gap equation in a pure electric field. Thus, the behavior of \( \pi_0^0 \) at large \( I_2 \) would be similar to the case with a pure electric field which favors chiral symmetry restoration [30]. In a word, it is the Landau levels induced by magnetic field that make the effect of \( I_2 \) more like electric field.

III. \( U_A(1) \) SUSCEPTIBILITY AND COLLECTIVE EXCITATIONS

A. Chiral current and \( U_A(1) \) charge

In the absence of the EM field, the Lagrangian density Eq. (1) has the symmetry \( U_A(1) \otimes U_A(1) \otimes SU_3 \otimes SU_3 \) in chiral limit \( m_0 = 0 \). However, in the presence of the EM field, the symmetry \( SU_3 \otimes SU_3 \) reduces to \( U_A(1) \otimes U_A(1) \) with the neutral transformations \( \exp (i\frac{1}{2}y^\gamma \gamma_5 \tau_3 \bar{\theta}) \), because \( u \) and \( d \) quarks have different charges. The \( U_A(1) \) symmetry is still expected to be exact in the chiral limit at classical level, but for finite current quark mass \( m_0 \) and nonvanishing \( \mathbf{E} \cdot \mathbf{B} \), this symmetry is broken with the divergence of chiral current given by

\[
\partial_\mu J_\mu^5 = 2i\bar{\psi}m_0\gamma^5 \psi + N_c \frac{q_u^2 + q_d^2}{2\pi^2} \mathbf{E} \cdot \mathbf{B},
\]

where \( J_\mu^5 = \bar{\psi}\gamma^\mu \gamma^5 \psi \). In equilibrium state, the expectation value \( \langle J_\mu^5 \rangle \) must be uniform in spacetime and thus the divergence \( \partial_\mu J_\mu^5 = 0 \). This gives \( \langle \bar{\psi}\gamma^\mu \gamma^5 \psi \rangle = -N_c(q_u^2 + q_d^2)\mathbf{E} \cdot \mathbf{B}/(4m_0^2\pi^2) \) which is nothing but Eq. (17).

Similarly, we can consider the current \( J_\mu^\delta = \bar{\psi}\gamma^\mu \gamma^5 \tau_\delta \psi \). The vanishing of its divergence at equilibrium can give us the \( \pi^0 \) condensate which is identical to Eq. (18). Therefore, the mean field relations Eq. (17) and Eq. (18) have their wholly origins from the EM chiral anomaly at equilibrium with the effective coupling \( G \) just giving the definitions of \( \eta \) and \( \pi^0 \).

We now turn to study the fluctuations on top of the mean-field solutions. The first quantity that we want to describe is the \( U_A(1) \) susceptibility which characterizes the fluctuation of the \( U_A(1) \) charge (which will be defined soon) and the strength of the \( U_A(1) \) symmetry breaking. The starting point is the mean-field Lagrangian for quarks

\[
\mathcal{L}_{\text{MF}} = \bar{\psi}(i\partial - m - i\gamma^5 \eta - \delta m \tau_3 - i\gamma^5 \tau_3 \pi^0) \psi,
\]

in which the condensates \( m, \eta, \delta m, \pi^0 \) are all uniform, i.e., they are not dynamical fields. Then one can derive the divergence

\[
\partial_\mu J_\mu^5 = 2i\bar{\psi}m_0\gamma^5 \psi + N_c \frac{q_u^2 + q_d^2}{2\pi^2} \mathbf{E} \cdot \mathbf{B},
\]
of the axial current which reads
\[ \partial_\mu J_\mu^{(a)} = 2i\tilde{\psi}m_0\gamma^\mu\psi + N_c\frac{q_i^2 + q_j^2}{2\pi^2}E \cdot B + 2N_fQ_A, \]
where \((N_f = 2)\)
\[ Q_A = \frac{1}{N_f}\bar{\psi}(i\gamma^\nu(\sigma + \delta m_\tau^0) - (\eta + \pi^0_\tau))\psi. \]  

One can check that in the ground state specified by the mean-field solutions, the expectation value of \(Q_A\) vanishes. In Eq. (24), the quantity \(Q_A\) is defined in an analogous way as the topological charge in QCD. In QCD, the topological charge represents the violation of the \(U_A(1)\) symmetry due to the instanton effects and its susceptibility measures the strength of the violation; see Refs. [53,54] for the NJL model mimic of the QCD topological charge. In Eq. (24), \(Q_A\) represents the violation of the \(U_A(1)\) symmetry by the appearance of the condensates \(\sigma, \delta m, \pi^0, \eta\) and we will use its susceptibility to quantify the strength of such violation. In this sense, the \(Q_A\) term in Eq. (24) can be regarded to express a “spontaneous breaking of \(U_A(1)\) symmetry” by the condensates \(\sigma, \delta m, \pi^0, \eta\), especially induced by \(I_2\). Thus, \(Q_A\) has very different meaning from the topological charge and we will therefore call it the \(U_A(1)\) charge (should not be confused with the axial charge \(J_5^{(a)}\)).

### B. The \(U_A(1)\) Susceptibility

The topological susceptibility in QCD is a fundamental correlation function and is the key to understand many distinctive dynamics in the \(U_A(1)\) channel. In this section, in order to quantify the strength of the “spontaneous \(U_A(1)\) symmetry breaking”, we calculate the analogous susceptibility by using the \(U_A(1)\) charge density \(Q_A\). The \(U_A(1)\) susceptibility \(\chi\) can be regarded as the zero energy-momentum limit of the Fourier transformation of the correlation function \(\langle TQ_A(x)Q_A(0)\rangle_C\), that is,
\[ \chi = \int d^4x \langle TQ_A(x)Q_A(0)\rangle_C \]
\[ = \lim_{k \to 0} \int e^{-ikx}d^4x \langle TQ_A(x)Q_A(0)\rangle_C. \]  

Here, \(T\) denotes the time-ordering operator and the subscript \(C\) means to pick out only the connected diagrams. Then, by substituting the charge Eq. (25) into Eq. (26), we can get the explicit form of \(U_A(1)\) susceptibility,
\[ \chi = \frac{1}{4}\sum_{f=u,d} \text{Tr} \int d^4x(0)[\bar{\psi}(x)i\gamma^\nu\sigma_1 - sgn(q_f)\pi^0_1\psi(x)\bar{\psi}(0)]x(i\gamma^\nu\sigma_1 - sgn(q_f)\pi^0_1\psi(0))|0\rangle_C, \]
where \(\bar{\psi}_d(x)\) and \(\psi_d(x)\) stand for \(u\) and \(d\) quark fields, respectively. It is much more convenient to work in energy-momentum space:
\[ \chi = \chi_1 + \chi_2 + \chi_3, \]
\[ \chi_1 = -\frac{1}{4}\sum_{f=u,d} \text{Tr} \int d^4p \frac{1}{2\pi^2} \hat{J}_f(p)\hat{J}_f(p), \]
\[ \chi_2 = -\frac{1}{4}\sum_{f=u,d} \text{Tr} \int d^4p \frac{1}{2\pi^2} \hat{J}_f(p)i\gamma^\nu\hat{J}_f(p)i\gamma^\nu, \]
\[ \chi_3 = \frac{1}{2}\sum_{f=u,d} \text{sgn}(q_f)\sigma_1\pi^0_1 \text{Tr} \int d^4p \frac{1}{2\pi^2} \hat{J}_f(p)i\gamma^\nu\hat{J}_f(p), \]
which are closely related to the mesonic polarization functions as will be shown in the next section.

To evaluate \(\chi\) numerically, we need to regularize the above equations as they are divergent. We choose a three-momentum cutoff \(\Lambda\) to make the regularization. The regularized susceptibilities, \(\chi_i^{\Lambda}\), \(i = 1, 2, 3\), can be decomposed in the following way,
\[ \chi_i(B, E) = [\chi_i(B, E) - \chi_i(0, 0)] + \chi_i^{\Lambda}, \]
where the parts in the square bracket are finite and independent of \(\Lambda\) and the \(\Lambda\)-dependent parts, \(\chi_i^{\Lambda}\), are independent of the EM field. Their expressions are
\[ \chi_1^{\Lambda} = \frac{N_c}{4\pi^2} \sum_{f=u,d} (\sigma_1^0)^2 \int_0^{\Lambda} p^2 dp \frac{m_0^2 + p^2}{(M_f^2 + p^2)^{3/2}}, \]
\[ \chi_2^{\Lambda} = \frac{N_c}{4\pi^2} \sum_{f=u,d} (\sigma_1^0)^2 \int_0^{\Lambda} p^2 dp \frac{(\pi_1^0)^2 + p^2}{(M_f^2 + p^2)^{3/2}}, \]
\[ \chi_3^{\Lambda} = \frac{N_c}{4\pi^2} \sum_{f=u,d} \sigma_1 \pi_1^0 \int_0^{\Lambda} p^2 dp \frac{(\pi_1^0)^2 + p^2}{(M_f^2 + p^2)^{3/2}}, \]

The numerical results for the total \(U_A(1)\) susceptibility \(\chi\),
the one induced by $\pi_0^0$ condensations, $\chi_1$, and the one generated by $\sigma_1$ condensations, $\chi_2$, are illuminated in Fig. 3 for the case $\hat{E} = B$. As we can see, $\chi_2$ always decreases with increasing $I_2$ due to both the chiral rotation in $\sigma - \pi_0$ plane and the tendency of chiral restoration as we have analyzed in last section; but $\chi_1$ increases with $I_2$ for not too large EM field because of the chiral rotation \cite{45}. The total susceptibility $\chi$ always decreases with $I_2$. Thus, with increasing $I_2$ not only the chiral symmetry tends to be restored, the $U_A(1)$ symmetry is also effectively restored in terms of $\chi$.

FIG. 3: The $U_A(1)$ susceptibility $\chi$ and its constitute parts $\chi_1$ and $\chi_2$ as functions of the second Lorentz invariant $I_2$ for $E = B$ in the NJL model.

C. Collective excitations

We now consider the collective mesonic excitations on top of the mean-field ground state. Comparing to the case of pion superfluidity at large isospin chemical potential or color superconductivity at large baryon chemical potential, the parallel EM field will develop mixing among the flavor collective modes $\hat{\sigma}, \hat{\eta}, \hat{\eta}$ in the neutral sector rather than in the charged $\pi^\pm$ or color diquark sectors. In the following, we are going to calculate the pole masses of the eigen collective charge-neutral excitations. For the charged modes such as $\hat{\pi}^\pm, \hat{a}^\pm$, the masses can be evaluated similarly by neglecting the overall Schwinger phases. However, these charged modes are not the focus of the present paper and we thus will not consider them. Expanding the action Eq. (2) to quadratic order of the fluctuation fields which is known as the random phase approximation (RPA), the polarization functions in the neutral sector can be generally written as

$$\Pi_{MM'}(q) = \int \frac{d^4p}{(2\pi)^4} \text{Tr} \tilde{S}_I(q + p)\Gamma_{M}\tilde{S}_I(p)\Gamma_{M'},$$

where the interaction vertices are given by

$$\Gamma_M = \Gamma_{M'} = \begin{cases} I, & M = \hat{\sigma}; \\ \tau_3, & M = \hat{a}_0; \\ i\gamma_5, & M = \hat{\eta}; \\ i\gamma_5\tau_3, & M = \hat{\eta}_0. \end{cases} \quad (39)$$

The pole masses of the collective excitations are obtained by setting $q_a = i m_M$ and $q_{a\pm} = 0$ in the corresponding Euclidean propagators. We preserve the lengthy derivations of the polarization functions in Appendix A. In the matrix form, the polarization function can be represented as the following:

$$\Pi(q) = \begin{pmatrix} \Pi_{\hat{\sigma}\hat{\sigma}}(q_4) & \Pi_{\hat{\sigma}\hat{\eta}}(q_4) & \Pi_{\hat{\eta}\hat{\eta}}(q_4) \\ \Pi_{\hat{\sigma}\hat{\eta}}(q_4) & \Pi_{\hat{\eta}\hat{\eta}}(q_4) & \Pi_{\hat{\eta}\hat{\eta}}(q_4) \\ \Pi_{\hat{\sigma}\hat{\eta}}(q_4) & \Pi_{\hat{\eta}\hat{\eta}}(q_4) & \Pi_{\hat{\eta}\hat{\eta}}(q_4) \end{pmatrix}. \quad (40)$$

Then, the inverse of the effective mesonic propagator in the matrix form is given by

$$\mathcal{G}^{-1}(q_4) = \frac{1}{2G} - \Pi(q_4). \quad (41)$$

By diagonalizing $\mathcal{G}^{-1}$, we obtain the inverse propagator of the mass eigen modes which we denote as $\Sigma_\alpha, \Sigma_\beta, \Pi^0_\alpha$, and $\Pi^0_\beta$;

$$\begin{align*} 
\mathcal{G}_\Sigma^{-1} &= \frac{1}{2G} + \Pi^\alpha_{\hat{\sigma}\hat{\sigma}} + \Pi^\beta_{\hat{\eta}\hat{\eta}} + \sqrt{\left(\Pi^\alpha_{\hat{\sigma}\hat{\sigma}} - \Pi^\beta_{\hat{\eta}\hat{\eta}}\right)^2 + 4\left(\Pi^\beta_{\hat{\sigma}\hat{\eta}}\right)^2}, \\
\mathcal{G}_\Pi^{-1} &= \frac{1}{2G} + \Pi^\alpha_{\hat{\sigma}\hat{\eta}} + \Pi^\beta_{\hat{\eta}\hat{\eta}} + \sqrt{\left(\Pi^\beta_{\hat{\sigma}\hat{\eta}} - \Pi^\alpha_{\hat{\eta}\hat{\eta}}\right)^2 + 4\left(\Pi^\alpha_{\hat{\sigma}\hat{\sigma}}\right)^2}, \\
\mathcal{G}_\Sigma^{-1} &= \frac{1}{2G} + \Pi^\alpha_{\hat{\sigma}\hat{\sigma}} + \Pi^\beta_{\hat{\eta}\hat{\eta}} + \sqrt{\left(\Pi^\alpha_{\hat{\sigma}\hat{\sigma}} - \Pi^\beta_{\hat{\eta}\hat{\eta}}\right)^2 + 4\left(\Pi^\beta_{\hat{\sigma}\hat{\eta}}\right)^2}, \\
\mathcal{G}_\Pi^{-1} &= \frac{1}{2G} + \Pi^\alpha_{\hat{\sigma}\hat{\eta}} + \Pi^\beta_{\hat{\eta}\hat{\eta}} - \sqrt{\left(\Pi^\beta_{\hat{\sigma}\hat{\eta}} - \Pi^\alpha_{\hat{\eta}\hat{\eta}}\right)^2 + 4\left(\Pi^\alpha_{\hat{\sigma}\hat{\sigma}}\right)^2}. \end{align*} \quad (42)$$

where $\hat{\sigma}_d = (\hat{\sigma} \pm \hat{\eta})/2$ and $\hat{a}_d = (\hat{a} \pm \hat{\eta})/2$. One should notice that these eigen modes are linear combinations of the original modes $\sigma, \eta_0, \eta, \eta$ and are diagonal in flavor space. The fields $\Sigma_\alpha$ and $\Sigma_\beta$ are dominated by the $\sigma$ sector while the fields $\Pi^0_\alpha$ and $\Pi^0_\beta$ are dominated by the $\eta$ sector for small $I_2$, but the dominances exchange around the end of chiral rotation. Finally, the pole masses of these modes can be obtained by setting $\mathcal{G}_M^{-1}(q_a = i m_M) = 0 \ (M = \Sigma_\alpha, \Sigma_\beta, \Pi^0_\alpha, \Pi^0_\beta)$ and the numerical results are shown in Fig. 3.

For clarity, we choose the range of $I_2^{1/4}$ from 0 to 0.2 GeV where $U_A(1)$ susceptibility is the largest. In this region, all the pole masses of collective excitations evolve slowly with $I_2$, but the masses of $\Sigma_\alpha$ and $\Pi^0_\alpha$ drop a bit faster than those of $\Sigma_\beta$ and $\Pi^0_\beta$ due to the larger change of $u$ quark than that of $d$ quark. To understand the decreasing features with respect to $I_2$, we can consider the small $I_2$ limit. In this case, the masses of the lighter modes $\Pi^0_\alpha$ and $\Pi^0_\beta$ are

$$m^0_{\Pi^0_\alpha} \approx m_\sigma \left(1 - \frac{N_c}{48\pi^2} \frac{\sigma^2}{m^4} I_2^2 \right),$$

$$m^0_{\Pi^0_\beta} \approx m_\eta \left(1 - \frac{N_c}{48\pi^2} \frac{\sigma^2}{m^4} I_2^2 \right), \quad (43)$$

where the slopes are negative and proportional to $q_+^2$, which are then qualitatively consistent with the numerical results.

IV. SUMMARY

In this paper, we study the NJL model with a $U(2) \otimes U(2)$ symmetry under a parallel EM field at zero temperature and
FIG. 4: The pole masses of the eigen collective excitations as functions of $I_2$ in the case of $E = B$. The upper panel shows the $\Sigma$ sector and the lower one shows the $\Pi$ sector.

quark chemical potential. In particular, we focus on the breaking and restoration of the chiral symmetry and the $U_A(1)$ symmetry as the second Lorentz invariant $I_2$ varies. This study extends the previous work [45] to include both isospin singlet $\eta$ condensation and mass splitting $\delta m$ between different flavors. In such a way, the four coupled gap equations Eq.(8-11) can be split into two independent equation sets for $u$ and $d$ quarks, respectively.

Our first finding is that the EM chiral anomaly induces not only the isospin triplet $\pi^0$ condensation but also the isospin singlet $\eta$ condensation. The result is presented in Fig. 2. Although the quark masses $m_i$ and neutral pion condensate $\pi^0$ show quite similar features as the previous work [45], the $\eta$ and mass splitting $\delta m$ behave differently. Actually, the critical $I_2$ for $u$ and $d$ quarks correspond to the peaks of $\delta m$ and $\eta$ condensates, respectively. In order to show the strength of $U_A(1)$ symmetry breaking in the parallel EM field, we calculate the susceptibility by defining a $U_A(1)$ charge in analogue to the topological charge in QCD. The total susceptibility $\chi$ decreases with $I_2$ indicating an effective decrement of the $U_A(1)$ symmetry breaking. At last, we explore the eigen excitation modes, the pole masses of which all decrease with $I_2$ as shown in Fig. 4.

Finally, we comment about the stability of the $\pi^0$ and $\eta$ condensed vacuum. Under the exertion of the electric field, the charged particle-antiparticle pairs (mostly $\pi^\pm$ in the confined phase) can be induced through the Schwinger mechanism and may drive the vacuum unstable. However, as discussed in Ref. [45], for a parallel EM field with the configuration of $E = B$, such a pair production rate is strongly suppressed due to the enhancement of the charged pion mass by the magnetic field. Therefore, we are eligible to consider the “equilibrium” property of the vacuum.

Most recently, this work has been extended to the case with finite temperature and quark chemical potential [55]. In the future, this work can also be extended to three-flavor NJL model with the KMT determinant. Then the effect of the interplay between QCD anomaly represented by KMT determinant and QED anomaly induced by parallel EM field on both the ground state and meson properties can be studied.

Acknowledgments— LW and PZ are supported by the NSFC and MOST grant No. 11350005, 11575093, 2013CB922000 and 2014CB845400. GC and XGH are supported by the Thousand Young Talents Program of China and NSFC with Grant No. 11535012 and No. 11675041. GC is also supported by China Postdoctoral Science Foundation with Grant No. KLH1512072.

Appendix A: Polarization Functions

In this appendix, we derive the polarization functions involved in the neutral sector by adopting the imaginary proper time presentations for the quark propagators [30] and finally regularize them as in Ref. [45]. In this way, the proper time integrations are well defined and the pole masses of collective excitations can be estimated numerically. The polarization function of $\pi^0$ with
transformation energy $q_4$ nonzero can be evaluated as the following,

$$
\Pi_{\varphi\varphi}(B, E, q_4) = \int \frac{d^4p}{(2\pi)^4} \text{Tr} \hat{S}(p + q_4) i\gamma_5 \hat{S}(p) i\gamma_5 \tau_3 \\
= -N_c \sum_{l=0}^{N_c} \int_{0}^{\infty} d s \int_{0}^{\infty} d s' \int \frac{d^4p}{(2\pi)^4} \exp \left\{ i \left[ -M_l^2 (s + s') - \left( \frac{\tan(q_l B s)}{q_l B} + \frac{\tan(q_l B s')}{q_l B} \right)(p_2^2 + p_2') - \frac{\tanh(q_l E s')}{q_l E} \left( (p_4 + q_4)^2 + p_4^2 \right) \right] \right\} \text{tr} \left[ m_t - \text{sgn}(q_l) i\gamma_5 \gamma^0 i - \gamma^0 ((p_4 + q_4) - i \text{tanh}(q_l E s)p_3) - \gamma^0 (p_3 + i \text{tanh}(q_l E s)(p_4 + q_4)) - \gamma^0 (p_2 + \text{tanh}(q_l B s)p_1) - \gamma^0 (p_1 - \text{tanh}(q_l B s)(p_4 + q_4)) \right] \right\}, \\
\text{(A1)}
$$

where we’ve used partial integral to remove $\sin^{-2}(q_l B t)$ in the last step due to the non-overlapping condition [56]. Similarly, the $\sigma$-mode polarization function and the corresponding mixing term can be given as the following:

$$
\Pi_{\varphi\sigma}(B, E, q_4) = \int \frac{d^4p}{(2\pi)^4} \text{Tr} \hat{S}(p + q_4) \hat{S}(p) \\
= N_c \sum_{l=0}^{N_c} \frac{q_l E q_l B}{8\pi^2} \int_{0}^{\infty} d t \int_{-1}^{1} d u \exp \left\{ - i \left[ M_l^2 t + \frac{\tan(q_l E \frac{t(1+u)}{2})}{q_l E (\tan(q_l E \frac{t(1+u)}{2}) + \tan(q_l E \frac{t(1-u)}{2}) \right] q_4^2 \right\} \\
\text{tr} \left[ 2\text{sgn}(q_l) m_2 \gamma^0 i + \frac{q_4^2 \tan(q_l E \frac{t(1+u)}{2}) \tan(q_l E \frac{t(1-u)}{2})\sinh^{-2}(q_l E t)}{(\tan(q_l E \frac{t(1+u)}{2}) + \tan(q_l E \frac{t(1-u)}{2})}) \tan(q_l B t) + \frac{1}{\text{tanh}(q_l E t) \tan(q_l E t) \left( i + 2\pi i \right) - q_4^2 \frac{1}{2} \csc(q_l E t)} \\
\left( u \sinh(q_l E t) - \coth(q_l E t) \cosh(q_l E t) + \csc(q_l E t) \right) \right] \right\}, \\
\text{(A2)}
$$

$$
\Pi_{\varphi\sigma}(B, E, q_4) = \Pi_{\varphi\sigma}(B, E, q_4) = \int \frac{d^4p}{(2\pi)^4} \text{Tr} \hat{S}(p + q_4) i\gamma_5 \hat{S}(p) \\
= -N_c \sum_{l=0}^{N_c} \frac{q_l E q_l B}{8\pi^2} \int_{0}^{\infty} d t \int_{-1}^{1} d u \exp \left\{ - i \left[ M_l^2 t + \frac{\tan(q_l E \frac{t(1+u)}{2})}{q_l E (\tan(q_l E \frac{t(1+u)}{2}) + \tan(q_l E \frac{t(1-u)}{2}) \right] q_4^2 \right\} \\
\text{tr} \left[ m_t^2 - (\gamma^0)^2 \right] + \frac{2\text{sgn}(q_l) m_2 \gamma^0 i}{\tan(q_l E t) \tan(q_l E t) \left( i + 2\pi i \right) - q_4^2 \frac{1}{2} \csc(q_l E t)} \\
\text{cosh}(q_l E t) + \csc(q_l E t) \right] \right\}, \\
\text{(A3)}
$$

and the other polarization functions can be easily obtained by modifying the three equations Eq.(A1) [A3].

Then, by following the "vacuum regularization" scheme as in Ref. [3] [45], the regularized forms of the polarization functions can be written as

$$
\Pi_{\varphi\varphi}^{\Lambda}(q_4) = \left[ \Pi_{\varphi\varphi}(B, E, q_4) - \lim_{B,E \to 0} \Pi_{\varphi\varphi}(B, E, q_4) \right] \\
+ \Pi_{\varphi\varphi}^{\Lambda}(q_4), \\
\text{(A4)}
$$

where $\Pi_{\varphi\varphi}^{\Lambda}(q_4)$ are the polarization functions with vanishing EM field which can be regularized by three momentum cutoff $\Lambda$.
\[ \Pi_{N}^{\phi, \sigma} = N_c \int_0^\Lambda d^4 p \left[ \frac{8 \left( \left( m^2 + (\pi^0)^2 \right)^2 + \left( \pi^0, p \right)^2 + \left( \pi^0, q \right)^2 + \left( \pi^0, r \right)^2 \right)}{\pi^2 \sqrt{m^2 + p^2 + (\pi^0)^2}} \right] \]  

(A5)

\[ \Pi_{\phi, \sigma} = N_c \int_0^\Lambda d^4 p \frac{8 \left( (\pi^0)^2 + p^2 \right)}{\pi^2 \sqrt{m^2 + p^2 + (\pi^0)^2}} \quad (A6) \]

\[ \Pi_{\phi, \sigma} = -N_c \int_0^\Lambda d^4 p \frac{8\pi_0^2 m_0}{\pi^2 \sqrt{m^2 + p^2 + (\pi^0)^2}} \quad (A7) \]
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