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Abstract
The clonal expansion of T cells during an infection is tightly regulated to ensure an appropriate immune response against invading pathogens. Although experiments have mapped the trajectory from expansion to contraction, the interplay between mechanisms that control this response is not fully understood. Based on experimental data, we propose a model in which the dynamics of CD4+ T cell expansion is controlled through the interactions between T cells and antigen-presenting cells, where T cell stimulation is proportional to antigen availability, and antigen availability is regulated through downregulation of antigen by T cells. This antigen-dependent-feedback mechanism operates alongside an intrinsic reduction in cell proliferation rate that may also be responsible for slowing expansion. Our model can successfully predict T cell recruitment rates into division, expansion, and clonal burst size per cell when initial precursors are varied or when T cells are introduced late into an ongoing immune response. Importantly, the findings demonstrate that a feedback mechanism between T cells and antigen-presenting cells, along with a reduction in cell proliferation rate, can explain the ability of the immune system to adapt its response to variations in initial conditions or changes that occur later in the response, ensuring a robust yet controlled line of defence against pathogens.
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1 Introduction

A primary T cell response triggers T cell division and differentiation in a highly organised manner, occurring almost synchronously for a limited time (Beverley and Maini 2000; Homann et al. 2001). Although this controlled expansion is essential to mount an appropriate response to pathogens and protect against autoimmune diseases, the mechanisms that drive this behaviour are not well understood. One explanation is that T cell proliferation and resulting clonal expansion are dependent on continual antigen stimulation, which has been observed experimentally for CD4+ T cells (Rabenstein et al. 2014; Yarke et al. 2008). During an immune response, antigen-specific, naive CD4+ T cells interact with mature antigen-presenting cells (APCs) in lymph nodes and become activated. Here, the theory is that the activated T cells continue to interact with APCs leading to a period of clonal expansion. If T cells are stimulated by antigen to continue dividing, then we must consider the mechanism that limits the expansion. One theory is that T cells downregulate antigen presented by APCs and this behaviour controls the overall T cell clonal expansion, ensuring that larger populations of T cells experience more competition for antigen than smaller populations. Specific antigen downregulation during T cell responses has been observed experimentally (Furuta et al. 2012; Kedl et al. 2000) and may be mediated via an intercellular molecular transfer process called trogocytosis, reviewed by (Dhainaut and Moser 2014).

The mechanisms that drive the controlled behaviour of CD4+ T cell proliferation in relation to antigen availability have been explored using mathematical models. Borghans et al. used ordinary differential equations to experiment with a variety of T cell proliferation functions. Fitting models to in vitro data providing proliferation estimates of a CD4+ T cell clone over a 24-hour culture, they concluded that T cells compete for antigen sites on APCs, and this competition controls the overall level of T cell expansion (Borghans et al. 1999).

De Boer et al., designed a model that assumes CD4+ T cell expansion is proportional to the average concentration of antigen (peptide–MHC concentration) on an APC, and antigen concentration is affected by a T cell downregulation mechanism, called grazing. Grazing (the consumption of surface antigen by interacting T cells) saturates for large T cell numbers under the assumption that APCs can bind to a limited number of T cells at a time (De Boer and Perelson 2013). This model successfully explained in vivo experimental results by Quiel et al., in which initial T cell numbers were varied and the factor of expansion (the ratio of the number of T cells at day 7 to the number of T cells at day 1) was measured (Quiel et al. 2011). Following this work, Mayer et al. also explained the experimental results by Quiel et al. using a T cell competition model in which T cell proliferation is regulated by antigen presentation (concentration of peptide–MHC molecules), the number of T cells present and the affinity of T cells to antigen. In this model, T cells do not influence the downregulation of peptides, and overall expansion is limited by antigen decay (Mayer et al. 2019).

The role of CD4+ T cells has also been included in models capturing the broader dynamics and interactions involved in cell-mediated immunity response. Pappalardo et al. adopted an agent-based approach to describe the response of immune cells (B lymphocytes, CD4+ T cells, CD8+ T cells, macrophages, and dendritic cells) to influenza A virosome when administered in conjunction with pre-selected adjuvants (a substance
that can improve the immune response) (Pappalardo et al. 2016). In this model, CD4+ T cells activate and proliferate through interactions with B cells and macrophages. The model predicts the most suitable adjuvant to be used in conjunction with influenza A virosome based on the response of antibodies (immunoglobulin G). The authors show that the model prediction is in good agreement with in vivo results. Pennisi et al. modelled the efficacy of the RUTI vaccine against Mycobacterium tuberculosis (MTB) by using the Universal Immune System Simulator (UISS), an agent-based computational framework (Pennisi et al. 2019). The authors used this simulator to build a complex system of interactions, considering both innate and adaptive immunity. The model captures interactions between cells and cytokines released during the immune response. Naïve CD4+ T cells differentiate into phenotypes and interact with B cells driving the response. The model is in good agreement with the results from a phase II clinical trial where the subjects with latent tuberculosis infection were treated with RUTI.

In this paper, we consider a model in which CD4+ T cell expansion is controlled at a rate proportional to antigen concentration and antigen concentration is downregulated by T cells as in Fig. 1; however, our model does not assume saturation due to limitations in space or binding of T cells to MHC molecules. We base this assumption on experiments by Spencer et al. (Spencer et al. 2020), where the behaviour of monoclonal, high-affinity CD4+ T cells responding to specific peptide–MHC complexes in vivo is observed. The authors showed that the response to a second, independent antigen did not limit the initial response even when the same dendritic cells presented both antigens [refer to Figs. 4-7 in (Spencer et al. 2020)]. Our model also considers an intrinsic reduction in cell proliferation upon subsequent divisions, which is implied by fitting the model to experimental data. Building a mechanistic system of delay differential equations, we track T cell divisions and total T cell numbers to explain the dynamics of T cell expansion during a primary immune response from two separate experimental scenarios: one in which the overall clonal expansion of CD4+ T cells is measured against initial T cell numbers, and another in which T cell recruitment and division is measured for a cohort of T cells that is introduced later in an ongoing immune response. By fitting our model to these scenarios, we demonstrate that the regulation of T cell clonal expansion may result from an antigen-competitive environment along with a reduction in T cell proliferation rate.

The work is organised as follows. In Sect. 1.1, we summarise the experimental method. In Sects. 2 and 3, we introduce our model and discuss model calibration to three experimental data sets. In Sect. 4, we compare our model prediction to the experimental results. Finally, we discuss the implications of our model and future work in Sect. 5.

1.1 Overview of Experimental Method

We summarise the experiments of Smith et al. and Spencer et al., which we will use to quantify the dynamics of CD4+ T cell expansion during an immune response.

- Experiment 1 (Smith and Fazekas de St Groth 2020) measures T cell clonal expansion during an immune response in relation to initial T cell numbers. In
this experiment, transgenic lymph node T cells are injected into non-transgenic Ly5.1 congenic recipient mice in doses of $10^4$, $10^5$, $10^6$ and $10^7$ cells. T cells in the system are measured on day 0 and all mice receive a fixed dose (10µg) of cognate antigen, injected on the same day. T cells are counted on days 7 and 42. Results in Fig. 12 show the number of Tg+ T cells per $10^5$ leukocytes measured in the draining lymph nodes.

- Experiment 2 (Spencer et al. 2020) measures the percentage of T cells recruited and their division profiles when CD4+ T cells are injected later in an ongoing immune response. In this experiment, two cohorts of 5C.C7 T cells are injected into recipient mice. The first cohort is the competing T cells and the second is the CFSE-labelled cells, which we are tracking. Group (i) is the control group where no competing cohort is injected. In Group (ii), both cohorts are injected on the same day, and in Group (iii), the competing cohort is injected 24 hours prior to the labelled cells. All recipient mice receive the same dose of cognate antigen (10µg) 12 hours prior to the start of experiment. The results for this experiment are shown in Fig. 13.

- Experiment 3 (Spencer et al. 2020) is similar to Experiment 2 but with an extended delay for the CFSE-labelled cells. In this experiment, we have a control group Group (i) with no competing cohort, Group (ii) with a 24-hour delay between the competing cohort and the labelled cells, and Group (iii) with a 72-hour delay for the labelled cells. Results are shown in Fig. 14.

We optimise the parameters in our model by fitting to all three experiments simultaneously.

2 Model

We consider a scenario in which adoptively transferred, naive CD4+ T cells interact with mature antigen-presenting cells (APCs) in lymph nodes during a primary immune response. For simplicity, we model the general level of antigen, instead of explicitly introducing a population of APCs. Our model includes antigen, $A(t)$; naive T cells, $N(t)$; and activated T cells, $T_1(t), T_2(t), ..., T_i(t), ...$, where the subscript $i$ represents the number of cell divisions undergone by the population by time $t$. Along with estimating the total number of T cells in time, we will also use this model to estimate the
number of divisions in the timespan of 3.5 and 5.5 days. These are the timespans for Experiments 2 and 3, respectively. For this reason, we use a system of delay differential equations to capture the time delay between divisions more accurately. The following system of delay differential equations (DDE) describes the interactions between our populations:

\[ A'(t) = f_A(t) - \left( s_N N + \sum_{i=1}^{\infty} s_{Ti} A \right) - d_A A, \]  
\[ N'(t) = f_N(t) - r_N N A, \]

with activated T cell populations

\[ T_1'(t) = 2r_N N(t - \sigma)A(t - \sigma) - r_1 T_1 A - dT_1, \]
\[ T_2'(t) = 2r_1 e^{-d\tau} T_1(t - \tau)A(t - \tau) - r_2 T_2 A - dT_2, \]
\[ \vdots \]
\[ T_i'(t) = 2r_{i-1} e^{-d\tau} T_{i-1}(t - \tau)A(t - \tau) - r_i T_i A - dT_i, \]

In Eq. (1), antigen is supplied to the lymph nodes at rate \( f_A(t) \). We assume downregulation of antigen occurs at mass-action rates proportional to antigen availability and T cell population size. We also consider that downregulation may occur at different rates for naive cells compared with activated cells. Therefore, the rates \( s_{NA} + \sum_{i=1}^{\infty} s_{Ti} A \) describe the downregulation of antigen by naive and activated T cells, respectively. Antigen decays at rate \( d_A A \).

In Eq. (2), naive T cells, \( N(t) \), enter the lymph nodes at rate \( f_N(t) \) and activate at mass-action rate \( r_N N A \) upon interaction with antigen with coefficient \( r_N \). The half-life of naive CD4+ T cells in mice is approximately 7 weeks (den Braber et al. 2012), so for the timescale of our model, we assume naive T cells do not decay and remain constant in lymph nodes if no antigen is present.

The first term of Eq. (3) accounts for T cells that have undergone their first round of divisions arriving in state \( T_1 \). The time delay \( \sigma \) accounts for the time taken for naive T cells to activate and divide once. The next round of divisions occur at rate \( r_1 T_1 A \) and daughter cells move to state \( T_2 \) after a delay of \( \tau \). The population of T cells continues to divide in this manner with each T cell state having a distinct activation/proliferation rate \( r_i \). Equation (5) describes the general form for the number of T cells in state \( i \).

We note that subsequent divisions following \( T_1 \) experience the same delay of length \( \tau \). The factor \( e^{-d\tau} \) accounts for the cells that decay or leave the lymph nodes during the delay period. All T cells \( T_i \) decay or exit lymph nodes at rate \( dT_i \). The population interactions are illustrated in Fig. 2.
Fig. 2 T cell dynamics as described by the model. We implicitly model the interactions of T cells with APCs by measuring a general concentration of antigen, $A(t)$, available in lymph nodes. Naive T cells, $N(t)$, downregulate antigen at rate $s_N A$ and activate at rate $r_N A$, proliferating $\sigma$ hours later. The daughter cells move to state $T_1$. Cells in state $T_1$ decay at rate $d_{T_1}$ and proliferate at rate $r_{T_1} A$, moving to state $T_2$ a time delay of $\tau$ hours later. Cells continue to proliferate, decay and downregulate antigen in this manner. A cell in state $T_i$ proliferates at rate $r_{T_i} A$, decays or exits lymph nodes at rate $d_{T_i}$ and downregulates antigen at rate $s_{T_i} A$. In addition, antigen decays at rate $d_A A$.

3 Parameter Estimates

In keeping with Experiment 1’s design, we scale the T cell population as numbers of cells per $10^5$ leukocytes and antigen as proportions of the injected dose $A_{inj}$, so that the initial dose scales to 1. We administer this dose using the supply rate $f_A(t)$. As we have a system of delay differential equations, we need to specify a history for our populations, so we set all populations, $A(t)$, $N(t)$ and $T_i(t)$ to zero, for $t < 0$. Initial populations at time 0 will be outlined in Sect. 4 as they are unique to each experiment.

After transfer, CD4$^+$ T cells migrate to lymph nodes within minutes with substantial numbers entering 2 to 4 hours later (Liou et al. 2012). Using this information, we set a normal distribution function for the naive T cell supply at time $t$:

$$f_N(t) \sim \mathcal{N}(\mu, p^2),$$

(6)

where $\mu = t_c + 3$, $t_c$ is the time of injection of naive T cells and $p = 3/4$ as illustrated in Fig. 3a. Our choice in $\mu$ and $p$ means that the supply peak is at 3 hours following T cell transfer, with the majority (91%) of cells supplied by the fourth hour. Increasing $p$ up to 5 so that T cells are supplied over 48 hours does not significantly alter the outcome.

Previous experiments in mice have shown that activated dendritic cells begin to appear in the draining lymph nodes 8 to 16 hours following footpad injections (Liou et al. 2012). Allan et al. measured small numbers of DCs in the lymph nodes at 12 hours with peak numbers 1 to 2 days after treatment (Allan et al. 2006). Data presented by Tomura et al. described a steep rise in DCs for the first 24 hours following treatment with a very small increase in the next 24 hours (Tomura et al. 2014). With
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Fig. 3  a Naive T cell supply function, $f_N(t)$. We use a normal distribution function with cells injected at time $t_c$ and peak numbers arriving in lymph nodes 3 hours following injection time. b Antigen supply function, $f_A(t)$, using a long-tailed distribution. Antigen begins to enter the lymph nodes in large quantities 12 hours following injection time $t_k$. The rate declines but small levels of antigen continue to flow into the lymph nodes.

This information in mind, we assume that antigen enters the lymph nodes 12 hours following injection time, $t_k$, with the majority of antigen supplied within the first day. We use a stable distribution

$$f_A(t) \sim S(\alpha, \beta, \gamma, \delta; 0)$$

with shape parameters $\alpha = 0.5$ and $\beta = 1$, scale parameter $\gamma = 1$ and location parameter $\delta = t_k + 12$ to supply the lymph nodes with antigen. Antigen injection time, $t_k$, depends on the experiment and will be detailed in Sect. 4. These parameters produce a long tailed supply function as in Fig. 3b. Using a decreasing step function is also suitable for this system and produces similar results as long as we are in the range of 2 days for the delivery of the majority of antigen.

The first division of CD4+ T cells takes approximately 24 hours (Obst 2015), so we let $\sigma = 24$ hours. In recreating Experiment 2 and Experiment 3, we need to track the number of divisions experienced by T cells in a short time period of 3.5 and 5.5 days, respectively. This means that the initial delay is an important parameter to capture the wait time between T cell activation and the time at which T cells begin to rapidly divide and downregulate antigen. The equivalent ordinary differential equation system without delay cannot capture the initial mean division time even at very low proliferation rates. The delay of subsequent divisions $\tau$ is fitted to experimental data with an optimum fit value of 3.9863, which agrees with the observed range of 4 to 6 hours (Rabenstein et al. 2014; Van de Velde and Murray 2016).

We model T cell activation and division as proportional to antigen availability. As stated previously, we do not consider saturation or space limitations as a cause for reduction in T cell divisions; instead, we assume that T cell division rate slows with subsequent divisions. This reduction in proliferation rates has been observed experimentally. For example, Homman et al. measured the division rates of CD4+ T cells during an immune response and concluded that the average division rates are 9–20 hours between days 5 and 7 reducing to 20–40 hours between days 7 and 9 (Homann...
et al. 2001). We will treat this reduction in division as a function of the number of divisions \(i\), rather than a reduction in time. We choose a proliferation function for \(r_i\) that is linearly decreasing with each division, reaching a constant division rate \(r_{\text{min}}\) after \(M\) divisions as in Fig. 4. Therefore, our proliferation parameter \(r_i\) is a piece-wise function of the number of divisions \(i\):

\[
r_i = \begin{cases} 
    r_e (1 - g(i - 1)), & \text{if } 1 \leq i < M, \\
    r_e (1 - gM), & \text{if } i \geq M,
\end{cases}
\]

where \(r_e\) is the maximum division rate of T cells and \(r_{\text{min}} = r_e (1 - gM)\). We note that an exponentially decaying proliferation function such as \(r_i = r_e (0.85)^i\) or a step function constant at \(r_i = r_e\) when divisions are below approximately 7 or 8 and reducing to a fraction of \(r_e\) for larger divisions describes the data equally well. Therefore, the model does not heavily depend on the type of function, rather that the proliferation rate decreases as cells divide. The experimental results in Figs. 13c and 14c show that T cells divided up to 7 times in 2.5 days following an immune response, so we choose \(M = 10\). Our choice in using a linear function is motivated so as to not over-dampen the divisions experienced per cell. We fit \(r_e\) and \(g\) to the experimental data. The fitted maximum proliferation rate \(r_e = 1.5412\). This value equates to an average doubling time of \(\frac{\ln 2}{1.5412} + 4 \approx 4.6\) hours in agreement with experimental results reporting 5 to 8 divisions in 24 to 36 hours (Van de Velde and Murray 2016) and another reporting divisions every 4 to 6 hours (Rabenstein et al. 2014).

We also need to consider the activation and first division rate, \(r_N\), of naive T cells. This parameter controls the number of cells that are recruited to the response and is measured in Experiment 2 (see Fig. 13b) and Experiment 3 (see Fig. 14b). We fit this parameter to the experimental data.
Given that we are implicitly modelling presentation of antigen on APCs, we estimate that the rate $d_A$ corresponds to the turnover of APCs. Mature dendritic cells have an estimated half-life of 2 to 3 days under steady-state conditions (Diao et al. 2006; Kamath et al. 2002). Assuming the majority of our antigen-presenting cells are dendritic cells, we use 2.5 days (60 hours) for the half-life of our $A(t)$ population so that $d_A = \ln(2)/60 \approx 0.01\text{hr}^{-1}$.

Lambrecht et al., showed that CD4+ T cells begin to exit the lymph nodes approximately 2 days following immunisation (Lambrecht et al. 2000). From our simulations, cells enter $T_1$ state approximately 1.5 days following infection. For simplicity, we fit a constant clearance rate $d$ to all populations of T cells. The clearance rate accounts for T cells leaving the lymph nodes in the early stages of the response and dying at later stages. For the purpose of this model, we consider these cells as permanently removed from the lymph nodes, although it is likely that a small number will continue to recirculate through the priming node.

Lastly, we consider downregulation of antigen for naive and activated T cells with rates $s_N$ and $s$, respectively. By optimising $S_N$ to data, we find that the optimal value for this parameter is very small and the confidence interval contains the null value. Therefore, we simplify our model by setting this parameter to zero. The removal of this parameter means that we assume naive T cells do not significantly contribute to the downregulation of antigen. The parameter $s$ is fitted to experimental data.

All parameter estimates can be found in Table 1. Parameters $r_e, r_N, g, d, \tau$ and $s$ are optimised to data by solving model (1–5) in MATLAB R2018a and performing a simultaneous fit of model output to experimental data in Figs. 12, 13b, c, and 14b and c. We use the built-in fitter ‘lsqcurvefit’, nonlinear least-squares, trust-region-reflective algorithm.

4 Results

We solve (1)–(5) numerically using ‘dde23’ in MATLAB R2018a. We first consider the case in which initial naive T cell counts are varied for a fixed dose of antigen, see Fig. 12. In this experiment, naive CD4+ T cells are injected into recipient mice in four different doses, increasing incrementally by factors of 10. The T cells are injected 3 days prior to the start of the experiment and numbers are measured at day 0. We run the model with each initial condition $N_0$ as the average measured at day 0, namely $N_0 = 0.1, 1.3, 8.5$ and 94.7 (cells/10^5 leukocytes). In the experiment, no additional T cells are introduced into the system, so $f_N(t) = 0$ for all $t$. Since the cognate antigen is injected on day 0 of the experiment, we set $t_k = 0$ for the antigen supply function, $f_A(t)$ described in Eq. (7). To track total T cells in time, we calculate the sum of T cells in all states at time $t$ as

$$\text{total T cells} = N(t) + \sum_{i=1}^{20} T_i(t) + D_N(t) + \sum_{i=1}^{19} D_i(t).$$

(9)
Table 1  List of parameter estimates. Parameters $r_e, r_N, g, d, \tau$ and $s$ are optimised by solving model (1–5) numerically in MATLAB, using ‘dde23’ and fitting the model output simultaneously to Experiments 1, 2 and 3 (see Figs. 12, 13, and 14) using the built-in nonlinear least-squares, trust-region-reflective algorithm ‘lsqcurvefit’.

| Parameter | Description | Units | Estimate | Source/conf interval |
|-----------|-------------|-------|----------|---------------------|
| $r_e$     | Maximum T cell proliferation rate | hr$^{-1}$ | 1.5412 | 1.5333–1.5491 |
| $r_N$     | Naive T cell proliferation rate | hr$^{-1}$ | 0.0497 | 0.0443–0.0551 |
| $g$       | Change in T cell proliferation rate per division | – | 0.0994 | 0.0899–0.1089 |
| $d$       | T cell clearance rate | hr$^{-1}$ | 0.0009 | 0.0003–0.0016 |
| $M$       | Largest number of divisions before $r_i$ reaches a constant | – | 10 | Estimated |
| $s$       | Antigen downregulation | hr$^{-1}$ | 0.0009 | 0.0007–0.0011 |
| $\sigma$  | Naive T cell activation/first division delay | hours | 24 | (Obst 2015) |
| $\tau$    | Activated T cell proliferation delay | hours | 3.9796 | 3.9752–3.9841 |
| $d_A$     | Death rate of APCs | hr$^{-1}$ | 0.01 | (Diao et al. 2006; Kamath et al. 2002) |
| $t_c$     | Time of injection for naive T cells | – | Details in Sect. 4 |
| $t_k$     | Time of injection for antigen | – | Details in Sect. 4 |
| $f_A(t)$  | Supply rate of antigen | hr$^{-1}$ | $S(0.5, 1, 1, t_k + 12; 0)$ | (Allan et al. 2006; Tomura et al. 2014) |
| $f_N(t)$  | Supply rate of naive T cells | hr$^{-1}$ | $\mathcal{N}(t_c + 3, \frac{3^2}{4})$ | (Liou et al. 2012) |

In this equation, $D_N$ represents cells undergoing first division, where

$$D_N(t) = \int (r_N NA - r_N T_N(t - \sigma) A(t - \sigma)) \, dt,$$  \hspace{1cm} (10)

and $D_i$ represents cells undergoing the $i^{th}$ division, where

$$D_i(t) = \int \left( r_i T_i A - r_i T_i(t - \tau) A(t - \tau) e^{-d\tau} - dD_i \right) \, dt,$$  \hspace{1cm} (11)

so that $D_N$ is the transition state between $T_N$ and $T_1$, and $D_i$ is the transition state between $T_i$ and $T_{i+1}$. From Eq. (10), naive T cells enter at rate $r_N NA$ and remain in this state for $\sigma$ hours before exiting to $T_1$. For higher division states $D_i$, the exponential factor in the second term accounts for the fraction of cells that survive the division.
In Fig. 5, we have the total number of T cells over 42 days from expansion to contraction (semi-log) fitted to experimental data taken at days 0, 7, and 42. The results show that our model can capture the behaviour in the data for varying initial precursor doses of antigen-specific naive T cells. If we compare the rise in T cell numbers between the precursors at the three time points, 0, 7, and 42, as in Fig. 6a, there is a clear reduction in clonal expansion of T cells as the precursor dose is increased from $N_0 = 0.1$ (blue) to $N_0 = 94.5$ (purple) in agreement with results in Fig. 12. As initial precursors are increased, antigen levels decrease more rapidly due to T cell downregulation of antigen, controlling the size of clonal expansion. In Fig. 6b, we see that antigen levels diminish faster as initial precursors rise. In the smaller precursors, where antigen is available over a longer period of time, the cell-intrinsic proliferation rate, $r_i$, limits the expansion. Together, antigen availability and reduction in cell proliferation capture the observations from Experiment 1.

The fold difference (ratio of largest population ($N_0 = 94.7$) to smallest population ($N_0 = 0.1$)) from experimental results are 1000 at day 0 and 12 at day 7. Our model predicts a fold difference of 9.3 on day 7. We can also use our model to estimate the percentage of cells that are recruited into division by calculating the ratio of naive cells on the last day of experiment to naive cells on day 0 as
Comparisons between precursor doses of T cells. a Tracking total T cells for the 3 measured time points from data shows that T cell expansion decreases with increasing precursors. Fold difference, between smallest and largest precursors of 1000 at day 0 reduces to 9.7 on day 7 followed by 5.0 on day 42. b Antigen availability in time decreases as precursors are increased due to downregulation of antigen by T cells.

\[
R = 1.1963 - 0.06048T
\]

Predicted ratio of recruited T cells to transferred T cells. Model estimates a 6% decrease in recruitment of T cells to division for each factor of 10 increase in initial T cell counts. \(R\)-Squared = 0.969

\[
\% \text{ of cells recruited into division} = \left(1 - \frac{N(\text{last day of experiment})}{N(0)}\right) \times 100.
\]

In Fig. 7, we have the ratio of recruitment into division for each group of transferred cells. From the line of best fit, we can estimate a reduction of 6% per factor 10 increase in initial naive cell counts.

In the next experiment, the efficiency of CD4+ T cells to contribute to an ongoing immune response is determined by transferring two separate cohorts of naive T cells into recipient mice and increasing the time delay between the two transfers (Fig. 13a). The results in Fig. 13 track the delayed population (CFSE-labelled cells) and compare the effect of delay on the percentage of cells recruited into division (Fig. 13b) and division profiles on the final day of the experiment (day 3.5) (Fig. 13c). To simulate
these results, we introduce a second cohort of T cells with naive cells, $\tilde{N}(t)$, and activated cells in state $i$, $\tilde{T}_i$. We also define a T cell supply rate $f_N(t)$, such that $f_N(t) \sim N(\tilde{\mu}, p^2)$, where $\tilde{\mu} = \tilde{t}_c + 3$, $p = 3/4$ and $\tilde{t}_c$ is the transfer time for the second cohort of T cells. These populations mirror our original system, (1–5), with total T cells as measured in Eq. (9). We will refer to our original population as the CFSE-labelled cells (or just labelled cells) and the second cohort as the competing cells. In this experiment, antigen is injected approximately 12 hours prior to the first injection of naive T cells, so we set time of antigen injection $t_k = -12$ for our antigen supply function $f_A(t)$. Since the injected dose of antigen in this series of experiments is the same as the previous, we assume that a similar antigen concentration will be presented by the APCs, and therefore, total antigen dose is 1. From experimental design in Fig. 13a, in all three groups (i) to (iii), our labelled T cell population $N(t)$ is injected 24 hours after day 0. Therefore, we set time of injection $t_c = 24$ and $\mu = 27$ for our T cell supply function $f_N(t)$. Each injected dose of T cells is $2 \times 10^6$. In the previous experiment (Fig. 12), a cell transfer of $1 \times 10^6$ resulted in 8.5 cells/10$^5$ leukocytes measured in the lymph nodes on day 0. Doubling this, we set the T cell dose at 17 cells/10$^5$ leukocytes for each injection and supply it using $f_N(t)$ for CFSE-labelled cells and $f_N(t)$ for the competing cohort of cells. To match the experimental design, we set $f_N(t)$ as follows:

- Group (i)—control group, no competing cohort, $f_N(t) = 0$.
- Group (ii)—competing cohort injected at the same time as labelled cells ($\tilde{\mu} = 27$).
- Group (iii)—competing cohort injected 24 hours prior to labelled cells ($\tilde{\mu} = 3$).

We now compare experimental results in Fig. 13 with model output in Fig. 8, tracking the CFSE-labelled cells. Our results in Fig. 8a demonstrate that if the competing cohort is released on the same day as the labelled cells (group (ii)), there is no change in the division profile compared with control group (i). However, if the competing cohort is injected one day prior to the labelled cells, the model estimates a significant drop in division profiles in line with experimental results (Fig. 13c). In Fig. 8b, we see how antigen downregulation by T cells affects each population. No significant difference in loss of antigen is apparent between groups (i) and (ii) until approximately day 3. For group (iii), downregulation of antigen begins earlier, limiting the division of labelled cells as the competing cohort is injected at an earlier time. The similarity in antigen availability for groups (i) and (ii) means that naive and activated T cells experience almost identical dynamics in the timespan of the experiment as in Fig. 8c and d, respectively. On the other hand, the delay of 24 hours in group (iii) causes the naive population to stabilise much earlier than when we have no delay (group (ii)) or no competing cohort (group (i)). As a result, the total activated population in group (iii) reaches peak numbers around day 3 while the other groups continue to grow. Using Eq. (12), with $N(0) = 17$, there is a minimal effect on cell recruitment into division between (i) and (ii) from 76 to 74%. The delayed cohort, group (iii), only experiences 58% recruitment. The estimated percentages are a good approximation to the experimental results in Fig. 13b. We can compare the contribution of total activated T cells in the immune response from each cohort (competing cells versus labelled cells) in Fig. 9. From Fig. 9a, when both cohorts are injected at the same time, they contribute equally to the overall expansion (trajectories trace each other). With a 24-hour delay
between transfer of competing cohort and labelled cells, there is a significant drop in the contribution of labelled cells. These results suggest that for a given number of initial precursors, the observed reduction in T cell divisions and recruitment can be explained by restrictions in antigen availability as growing cohorts of T cells downregulate antigen ensuring that T cells arriving late to an ongoing response will experience only limited activation and proliferation.

We now simulate the experimental set-up in Fig. 14, which tests the response of T cells to a longer delay between the labelled cells and competing cohort. Following the experimental design in Fig. 14a, the CFSE-labelled cells are injected on day 3. We set \( \mu = 75 \) in \( f_N(t) \) so that peak of T cell supply occurs at \( t = 75 \) hours. We also need to specify the supply of the competing cohort. From experimental design, they are injected at \( t = 48 \) hours for group (ii) and \( t = 0 \) for group (iii). We set \( f_N(t) \) as follows:

- Group (i)—control group, no competing cohort, \( f_N(t) = 0 \).
- Group (ii)—competing cohort injected at \( t = 48 \) (\( \bar{\mu} = 51 \)).
- Group (iii)—competing cohort injected at \( t = 0 \) (\( \bar{\mu} = 3 \)).

Our results indicate a significant drop in division profiles for the labelled cells as the delay in transfer of CFSE cells is increased from no delay (no competing cohort) in group (i), to a 1-day delay (competing cohort injected 1 day earlier) in group (ii) and finally a 3-day delay (competing cohort injected 3 days earlier) in group (iii) (Fig. 10a). Figure 10b shows that antigen downregulation by T cells is very rapid in
group (iii) due to the growing competing cohort injected at \( t = 0 \). The effect of rapid downregulation of antigen on the labelled T cell populations can be seen in Fig. 10(c, d), where hardly any naive T cells get activated in group (iii). Our model calculates the number of cells recruited into division as 62%, 46% and 0.21% for groups (i), (ii), and (iii), respectively, which is in line with experimental outcome in Fig. 14b. Comparing the total number of activated cells in each cohort, Fig. 11 indicates that increasing the delay in arrival of cells to an ongoing response significantly reduces the contribution of the CFSE-labelled cells.

Overall, the simulations from our model are a close approximation to experimental results showing that limitations in antigen supply, along with a reduction in T cell proliferation rate can explain the controlled behaviour of CD4+ T cell dynamics during an immune response. Specifically, the model recreates the findings where clonal expansion of T cells decreases as precursor numbers increase as in Experiment 1 and T cell recruitment in to division and subsequent cell burst size drastically decrease as T cells are delayed into an ongoing immune response as in Experiments 2 and 3. We will now present a general discussion as to the significance of the results.

5 Discussion

The experiments by Smith et al. and Spencer et al. demonstrated that the immune system exerts a tight control on CD4+ T cell clonal expansion by restricting recruitment into division and the number of divisions experienced per parent cell. To explain this behaviour, we used a mathematical model describing a negative feedback between
Simulations for Experiment 3 (Fig. 14). In a, there is a significant change in number of divisions per recruited cell as the delay between competing cohort of T cells and labelled T cells is increased from control group (i) to a 24-hour delay in group (iii) and a 72-hour delay in group (iii). These division profiles are comparable with those in Fig. 14d. In b, the antigen level decreases more rapidly as the delay is increased, controlling T cell divisions. In c and d, cell recruitment is drastically reduced in group (iii) with a 72-hour delay.

Activated T cells from each cohort for a group (ii) and b group (iii). In a, labelled cells are transferred 24 hours following transfer of competing cohort. Labelled cells contribute minimally to the overall clonal expansion. With a 3-day delay in b, the contribution of labelled cells is insignificant.
antigen stimulation of T cells and T cell downregulation of antigen. In this way, we simulated an environment where T cells compete for limited antigen. Fitting our model to Experiment 1 demonstrated that antigen availability can explain the reduction in T cell expansion as initial precursors were increased by factors of ten. This suggests that the clonal expansion during an infection may be determined and limited by the magnitude of infection and antigen downregulation. Interestingly, we found that when antigen is available for longer, as with the smallest precursor population, a reduction in T cell proliferation rate may be responsible in further controlling the clonal expansion. This extra control would ensure that cell division is limited at high antigen doses. Limitations in clonal expansion when antigen is increased have been observed experimentally. An in vitro study by Jelley-Gibbs et al. (Jelley-Gibbs et al. (2005)) showed that when antigen presentation is limited to 2 days, maximum CD4+ effector expansion is achieved while repeated antigen stimulation impaired T cell generation. Quiel et al. (Quiel et al. (2011)) measured the factor of expansion (ratio of the number of antigen-specific T cells at day 7 to the number of cells before immunisation) in two different sizes of antigen-specific precursors, 300 and 30 000 cells, when the cells were exposed to two levels of antigen, 100 μg and 1 mg. They found that increasing antigen dose resulted in a modest increase in the factor of expansion in each population size [((Quiel et al. 2011), Fig. 5A]. The reduction in the proliferation rate as T cells continue to be stimulated by antigen could also arise from T cell anergy (Schwartz 2003). This is a process in which T cells become unresponsive to the proliferative effect of IL-2 following antigen exposure. Yamamoto et al. demonstrated in vivo, that Th1, CD4+ T cells become anergic depending on intensity of antigen stimulation and duration of exposure (Yamamoto et al. 2007). Therefore, if a proportion of T cells become anergic after a period of time, then the overall proliferation rate would decrease.

Our model estimated a 6% drop in T cell recruitment into division for each factor 10 increase in precursors, so that when a competing cohort of cells was released at the same time as the labelled cells, effectively doubling the initial T cell dose (Experiment 2, group (ii)), there was no significant change in recruitment into division or burst size per cell. This can be seen by comparing the division profiles for control group (i) with no competing cohort against group (ii) as in Fig. 8a. Our result captures the experimental outcome showing that there is no significant alteration in recruitment of the CFSE-labelled cells when there is no delay in response or if the response is in the same order of magnitude. Tracking activation profiles, we found that the two populations contributed equally to the response.

Increasing the delay between the competing cohort and the labelled cells reduced both recruitment and burst size in line with experimental results. The activation profiles from these simulations revealed that cells arriving late to an ongoing response were excluded from recruitment and division, and this exclusion increased for increasing delay (from 24 to 72 hours). Our model attributed this drastic change to antigen downregulation by cells arriving earlier to the response. Mayerova et al. obtained similar results, showing a decrease in expansion of a delayed cohort for CD8+ T cells, (Mayerova et al. 2006). In their case, the authors attributed the reduction in clonal expansion to phenotypic changes in the APCs (Langerhans cells), which were proposed to compromise the stimulation of the naïve T cells; however, additional experiments by Spencer et al. showed that a competing cohort responding to the same...
Fig. 12  Experiment 1 results from Smith et al. (Smith and Fazekas de St Groth 2020). The graph shows the number of Tg+ T cells per 10^5 leukocytes measured in the draining lymph nodes (LN). Experimental procedure: Transgenic LN T cells are injected into non-transgenic Ly5.1 congenic recipient mice in doses of 10^4, 10^5, 10^6 and 10^7. Four days after transfer, 3 mice from each group are sacrificed to establish initial number of precursors in lymph nodes and spleen. Three days later, on day 0 of the experiment, the remaining 8 mice from each group (32 in total) are immunised subcutaneously with 10 µg of moth cytochrome c (MCC87–103). Draining LNs, distal LNs, spleens, and peripheral blood is examined on days 7 and 42 after immunisation.

APCs but an unrelated antigen specificity had no effect on the activation of labelled cells, regardless of delay (Spencer et al. 2020). This allowed the authors to exclude changes in APC phenotype and other antigen non-specific effects (such as T cell crowding around APCs) as causes of reduction in recruitment and division.

Studies have also suggested that cytokine signalling molecules such as interleukins can control the response of T cells to antigen presentation. One such cytokine is interleukin 2 (IL-2), a cytokine linked to T cell growth, differentiation, and suppression of the immune response (Bachmann and Oxenius 2007). Experiments by Villarino et al. suggested a negative feedback loop for the production of IL-2 by CD4+ T cells (Villarino et al. 2007). They demonstrated in vivo, that when CD4+ T cells are introduced into an environment rich in IL-2, they suppress their production of this growth signal during an immune response. This effect was deemed to be transient and requires continual availability of IL-2. In another study by Blattman et al., the introduction of IL-2 during the expansion phase reduced peak numbers of CD4+ T cells by 80%, interestingly IL-2 introduction did not affect CD8+ T cell response (Blattman et al. 2003). In contrast, IL-2 introduction during the contraction and memory phases resulted in increased proliferation and survival of T cells. IL-12 and interferon-gamma (IFN-γ) have also been shown to impact T cell response. Eriksson et al. showed that CD4+ cell proliferation in IL-12 deficient mice was poor (Eriksson et al. 2001b). On the other hand, mice that were deficient in IFN-γ developed autoimmune disease. The role of IFN-γ as a cytokine responsible for the downregulation of T cell response has been reported in other studies (Bachmann and Kopf 2002; Badovinac et al. 2000; Eriksson et al. 2001a; Hosking et al. 2016). Regulatory T cells (Tregs) have also been
implicated in the suppression of T cell response. Dowling et al. demonstrated that Tregs can mediate the magnitude of effector T cells by changing the number of overall T cell divisions (Dowling et al. 2018). In an opinion article by Gasteiger and Kastenmuller, it was proposed that the availability of IL-2 is mediated by Tregs, restricting the CD4+ T cell response (Gasteiger and Kastenmuller 2012).

The examples above demonstrate that the complexity of the interactions during a T cell-mediated immune response has led to a diverse range of experimental results. A variety of mathematical models also explain these dynamics by investigating the effects of cytokines and Tregs. As an example, Ganusov et al. produced a mathematical model that describes the in vitro dynamics of CD4+ T cells with respect to IL-2 concentration (Ganusov et al. 2007). The model suggests that at low IL-2 concentrations fewer cells are recruited into division and the rate of cell death also increases. Overall, the authors summarised that IL-2 concentration affects cell death rate and not cell division rate. An overview of combined mathematical models and experiments can be found in (Morel et al. 2014). We leave this discussion by considering that it is likely that T cells exhibit many traits during an immune response and in modelling the dynamics we can attempt to find the extent of dependency of the clonal expansion on these characteristics. In our model, the clonal expansion of T cells can successfully be described by antigen downregulation, a conclusion that is supported by the
Fig. 14  Experiment 3 plan and results from Spencer et al. (Spencer et al. (2020)). a Experimental plan. Three groups of 4 recipient mice were immunised with 10g MCC peptide in CFA and 3.5 days later were adoptively transferred with CFSE-labelled 5C.C7 TCR transgenic lymph node cells containing $2.5 \times 10^6$ CD4+ T cells. In the control group (i), no other cells were administered. Groups (ii) and (iii) received an equal number of 5C.C7 cells 1 or 3 days before the CFSE-labelled cohort. Draining lymph nodes were harvested 2.5 days after the CFSE-labelled adoptive transfer. b Percentage of CFSE-labelled TCR transgenic CD4+ T cells recruited into cell division. Each point represents an individual mouse and the group mean is indicated by the horizontal line. d Percentage of divided CFSE-labelled TCR transgenic CD4+ T cells in each division peak at day 5.5. Each point represents the mean calculated from the 4 mice in each group and the error bars show the standard error measurement.

Experimental findings that competing responses to a different antigen have no effect on clonal expansion (Spencer et al. 2020); however, the addition of cytokines and Tregs into the model could assist in understanding the impact of signalling in this scenario and is an opportunity for future investigation.

6 Conclusion

Our results indicate that the dynamics of T cell expansion may heavily depend on antigen availability. From this perspective, T cells require continual communication with APCs during the expansion phase leading to an antigen-competitive environment. Subsequently, competition for antigen leads to an appropriate immune response corresponding to the magnitude of infection. Further to this, our results also suggest that an extra layer of control is established by an intrinsic reduction in T cell proliferation rate, especially for a large antigen dose or prolonged antigen exposure. Testing our model against experimental data where the extent of T cell expansion is measured in relation to variations in antigen dose and duration of infection will greatly assist in calibrating this model to gain a deeper understanding into the mechanisms that drive a robust and tailored response to pathogens.
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