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ABSTRACT
Existing network embedding approaches tackle the problem of learning low-dimensional node representations. However, networks can also be seen in the light of edges interlinking pairs of nodes. The broad goal of this paper is to introduce edge-centric network embeddings. We present an approach called ECNE, which instead of computing node embeddings directly, computes edge embeddings by relying on the notion of line graph coupled with an edge weighting mechanism to preserve the dynamic of the original graph in the line graph. We also present a link prediction framework called ECNE-LP, which given a target link \((u,v)\) first collects paths between nodes \(u\) and \(v\), then directly embeds the edges in these paths, and finally aggregates them toward predicting the existence of a link. We show that both ECNE and ECNE-LP bring benefit wrt the state-of-the-art.
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1 INTRODUCTION
The problem of learning network representations, in the form of low-dimensional embeddings, has been extensively studied in the last years [4, 24]. In particular, a variety of approaches has been proposed to learn node embeddings such that nodes that are (structurally) similar have embeddings that are close together. Early work like Deepwalk [17] and node2vec [9] to define node similarity leverage the notion of context, which mimics on graphs the reasoning behind the SkipGram model used to learn word embeddings from text [14]. Here, random walks in a graph (i.e., sequences of neighborhood nodes) play the same role as text sentences (i.e., sequences of words). Struc2vec [19] is a more recent approach also based on random walks. LINE [20] guides the generation of random walks by using 1-hop and 2-hop neighborhoods. On the other hand, SDNE [22] uses autoencoders to preserve structural similarity. A very recent piece of work is NetMF [18], which bridges the worlds of matrix factorization and random-walk-based approaches.

Other categories of node embedding techniques include Graph Neural Networks (GNNs) that refine the notion of node neighborhood; for instance, GraphSage [10] incorporates fixed-size neighborhood information of nodes when computing their embeddings. Graph Convolutional Networks (GCN) [11] port the convolutions operations on graphs while Graph Attention Networks (GAT) introduce mechanisms to weight the importance of all neighbors [21]. Despite the variety of existing approaches, we observe that all of them have focused on learning node embeddings only, although networks can also be seen in the lights of their edges.

1.1 Motivation
Edge-centric views of networks have shown their usefulness in a variety of tasks. Evans and Lambiotte [7] studied how to define communities as a partition of the links rather than the nodes of a network. It has been shown that link communities naturally incorporate overlap while revealing hierarchical organization and that a link-based approach is superior to existing node-based approaches [2] especially when one needs to find overlapping communities. Edge-centric network analysis is very important in biology and spans from the analysis of reaction networks [15] to the human connectome [5], that is, the network resulting from neural interactions.

We observe that embeddings gained popularity much later than the above-mentioned pieces of work [14]. Therefore, we believe that rethinking edge-centric tasks on the light of edge embeddings can provide a refreshing perspective. We will provide an extensive evaluation on the task of edge-centric community detection (§5.3). Furthermore, a number of recent applications making usage of node embeddings can be also rethought of in the light of edge embeddings. As an example, we show how recent approaches for link prediction that leverage paths between a pair of nodes to establish the plausibility of a link between them (e.g., [1]), can benefit from edge embeddings. With our approach, instead of vectorizing paths as sequences of node embeddings, we can vectorize them as sequences of edge embeddings able to better capture the peculiarity of each link in a path (§4).

1.2 Contributions and Outline
We set two main goals in this paper. The first is to present a framework to directly learn edge embeddings instead of node embeddings. The second is to show the usefulness of edge embeddings in the task of link prediction (see [13] for a survey), which is usually tackled by leveraging node embeddings.

To tackle the first goal, we introduce the Edge Centric Network Embedding (ECNE) technique, which relies on the notion of line graph of a graph [23]. The line graph \( \mathcal{L} \) of a graph \( G \) is such that its nodes are edges of the original graph and an edge is inserted between adjacent nodes (i.e., edges sharing a node).
The main contributions of this paper are as follows:

- Two vertices of \( G \)

The notion of line graph \([23]\) is crucial toward this goal. We report on an experimental some definitions \((\S 2)\). Then, introduce \( G \) as a weighting strategy for \( G \) based on the centrality of nodes of \( G \). However, the size of the line graph is usually much larger than that of the original graph. To overcome this issue, in the implementation of ECNE we make usage of a recent graph coarsening strategy \([12]\). The idea is to repeatedly coarsen the (line) graph into smaller ones, apply any embedding method on the coarsest graph and refine the embeddings to the original graph through a graph neural convolution network. We show that ECNE’s direct edge embedding approach can scale to large graphs and brings an improvement as compared to the indirect way based on the aggregation of edges endpoints’ embeddings \((\S 5.3)\).

To tackle the second goal, we present a learning model called ECNE-LP, which starts by collecting paths between the nodes \( u \) and \( v \) for which the existence of a link has to be estimated. Then, it embeds the edges in these paths via ECNE, and finally aggregates them, according to different strategies, toward providing a verdict for the \((u,v)\) link.

The main contributions of this paper are as follows:

1. A direct way to compute edge embeddings based on the notion of line graph;
2. an edge-weighting mechanism for the line graph, which preserves the dynamics of the original graph in the line graph;
3. an approach for link prediction based on path embeddings;
4. an extensive experimental evaluation and comparison with related work.

The remainder of the paper is organized as follows. We provide some definitions \((\S 2)\). Then, introduce ECNE \((\S 3)\) and the ECNE-LP link prediction approach \((\S 4)\). We report on an experimental evaluation \((\S 5)\), draw some conclusions and sketch future work \((\S 6)\).

2 PRELIMINARIES

ECNE works on a given graph \( G = (V_G, E_G) \), where \( V_G \) is the set of nodes and \( E_G \subseteq V_G \times V_G \) is the set of edges. An edge can be directed or undirected, weighted or unweighted, and signed or unsigned. A path \( \pi \) of length \( l \) between the pair of nodes \((u,v)\) consists of a sequence of the form \( \pi = (u_0, u_1, \ldots, u_k, u_l) \), with \( u_0 = u \) and \( u_l = v \). We denote by \( \Pi_{(u,v)}^l \) the set of paths of length \( l \) between \( u \) and \( v \).

2.1 Line Graph

The main intuition behind ECNE is to find a way to turn edges of the original graph into nodes and then apply existing node-embeddings methods. The notion of line graph \([23]\) is crucial toward this goal.

**Definition 2.1.** Given a graph \( G = (V_G, E_G) \), its line graph \( G_L = (V_L, E_L) \) is such that: (i) each node of \( G_L \) represents an edge of \( G \); (ii) two vertices of \( G_L \) are adjacent if, and only if, their corresponding edges in \( G \) have a node in common.

Starting from \( G = (V_G, E_G) \) it is possible to compute the number of nodes and edges of \( G_L = (V_L, E_L) \) as follows: (i) the number of nodes of \( G_L \) is equal to the number of edges of \( G \), i.e., \( |V_L| = |E_G| \); (ii) the number of edges is \( |E_L| = \frac{1}{2} \sum_{e \in E_G} d_e^2 - |E_G| \), where \( d_e \) denotes the degree of the edge \( e \in V_G \). The concept of line graph has been extended to other types of graphs, including multigraphs and directed graphs.

2.2 Node Embeddings

Given a graph \( G = (V_G, E_G) \) and a predefined dimensionality \( d \) \((d << |V_G|)\), the problem of graph embedding is to learn a \( d \)-dimension vector representation for each node in \( G \) that best preserve the properties of \( G \). If we see a graph as an adjacency matrix, an embedding is essentially a function \( f_G : \mathbb{R}^{V_G} \times |V_G| \rightarrow \mathbb{R}^{V_G} \times ad \), which maps the adjacency matrix to a lower dimension matrix. Motivated by the fact that existing graph embedding methods focus on the embeddings of nodes, our goal is to define a direct way for computing edge embeddings. In other words, given a graph \( G = (V_G, E_G) \), devise an edge embedding function \( f_e : \mathbb{R}^{V_G} \times |E_G| \rightarrow \mathbb{R}^{V_G} \times ad \), this time considering edge-adjacency.

3 ECNE: EDGE-CENTRIC NETWORK EMBEDDINGS

We now outline the edge-centric network embedding approach. The idea is to leverage the line graph of a graph where edges of the original network become nodes. With this in mind, once the line graph of a graph has been constructed, any existing node embedding approach can be used in principle. However, we show that directly working on the line graph is not enough and present a strategy to learn more precise edge embeddings \((\S 3.1)\).

3.1 Weighted Line Graph

The structure of the line graph \( G_L \) is such that high-degree nodes in the original graph \( G \) are over-represented in the line graph; a node of \( G \) having degree \( k \) creates \( k(k-1)/2 \) edges in \( G_L \). While the Whitney graph isomorphism \([23]\) does guarantee that the line graph preserves the topology of the original graph, it does not offer the same guarantee when it comes to the dynamics. This can be better understood in terms of how a random walker walks in \( G \) and \( G_L \).

In general, a random walk on each node of \( G \) will pass along a generic edge \( e \) with a certain frequency \( f^e \). As this edge is mapped to node \( e \) in \( G_L \), the same random walk on \( G_L \) the frequency of visiting \( e \) can be completely different from \( f^e \). Concretely, if we were to apply approaches like DeepWalk or node2vec to \( G_L \) as it is, we would obtain low-quality embeddings as also confirmed by experiments on several networks in an early-version of ECNE.

To overcome this issue, one can think of a weighting mechanism. \([6]\) \((\S 7)\), proposed a weighted line graph where edges are scaled by a factor \( O(1/k) \). In this work, we consider an edge weighting mechanism based on current-flow betweenness \([3]\), which considers the importance of each node in a graph in terms of the number of times it lies on a path between two other nodes (note that it extends the notion of betweenness centrality which focuses on shortest paths only). This allows to better differentiate the edges in \( G_L \) assigning a value that does not only depend on the degree of a node of \( G \).
In particular, the edge from $n_p=(i,j)$ to $n_q=(j,k)$ in $G_L$ (representing a path from $i$ to $k$ passing through $j$ in $G$) is assigned a weight as follows:

$$w(n_p, n_q) = 1/cb(i) + 1/cb(j) + 1/cb(k)$$

with $cb(x)$ being the current-flow centrality of the node $x$ in $G$, with $x \in \{i, j, k\}$. We leave the investigation of other weighing mechanisms as future work.

### 3.2 Computing Edge Embeddings

Once the (weighted) line graph is available, ECNE can learn the final edge embeddings by using a variety of existing techniques (e.g., Deepwalk [17], node2vec [9], SDNE [22]). In the current implementation ECNE uses a language model approach based on a set of truncated random walks $W$. The embedding ECNE learns is a function $f_e : V_L \rightarrow \mathbb{R}^d$, which projects nodes of the weighted line graph $G_L$ into a low dimensional vector space, where $d \ll |V_L|$, so that neighboring nodes are close in the vector space. For every node $u \in V_L$, $N(u) \subset V_L$ is the set of neighbors and the co-occurrence probability of two nodes $v_l$ and $v_{l+1}$ in a set of walks $W$ is given by:

$$p_l(e_{v_l}, e_{v_{l+1}}) \in W) = \sigma(e^T_{v_l}e_{v_{l+1}})$$

where $\sigma$ is the softmax function and $e^T_{v_l}e_{v_{l+1}}$ is the dot product of the vectors $e_{v_l}$ and $e_{v_{l+1}}$. As the computation of (1) is demanding [9], we use negative sampling to train the Skip-gram model [14]. Negative sampling randomly selects nodes that do not appear together in a walk as negative examples, instead of considering all nodes in a graph.

### 4 PATH EMBEDDING FOR LINK PREDICTION

We now focus our attention on the link prediction task (see [8] for a survey) and present an approach called ECNE-LP, which leverages edge embeddings. As the goal of this paper is not to specifically tackle link prediction, but to show the potential usage of edge embeddings in a downstream application, we consider the state-of-the-art LEAP system [1] and adapt it to use edge embeddings instead of node embeddings.

The problem we face can be stated as follows: given a pair of nodes $(u, v)$ assess whether a link between them should hold. The idea is to leverage paths between $u$ and $v$ to collect structural information that can help in assessing the plausibility of a link between $u$ and $v$. ECNE-LP is outlined in Fig. 1. It includes three main modules: (i) path extractor; (ii) path embedder; (iii) path aggregator, (iv) link predictor. We will outline each of them in the following.

#### 4.1 Path Finder

This module is responsible for finding a set of paths between nodes $u$ and $v$ that will help in assessing the plausibility of the link $(u, v)$. Due to the potential large number of paths, to make this step practically feasible in all networks considered in the experiments (§5), we use the efficient graph-tool library\(^1\) to obtain paths. We note that also LEAP starts from a set of paths between the nodes $u$ and $v$. However, what makes ECNE-LP is the way these paths are embedded for link prediction.

\(^1\)https://graph-tool.skewed.de/
summarized as follows:

\[ P^{V}_{l} = \text{MaxPool}(\{\sigma(W_{l} \cdot \mathbf{n}^{l} + b_{l}), \forall \mathbf{n}^{l} \in P^{l}\}) \]  (3)

where MaxPool is the one-dimension max pool operation (which selects bit-wise the maximum value from multiple vectors to derive a single final vector), \( W_{l} \) are the weights to be learned, \( b_{l} \) the bias, and \( \sigma \) the activation function.

4.3.3 LSTM Max Pool. We now outline the most sophisticated aggregator we considered. The idea is to treat a (vectorized) path as a sequence and employ an LSTM network to cater for sequential dependencies between edges in a path. With this reasoning, each edge in a path represents a point of a sequence. Fig. 2 provides an overview of the architecture of the LSTM Max Pool aggregator. At each step \( l = 1 \), the LSTM layer outputs a hidden state vector \( h_{l-1} \), consuming sub-sequence of embedded edges \( \{f_{l}, \ldots, f_{l-1}\} \). In other words, \( x_{l-1} = f_{l-1} \). The input \( x_{l-1} \) and the hidden state \( h_{l-1} \) are used to learn the hidden state of the next path step \( l \). As our final goal is to leverage the representations of all paths, after processing all of them via the LSTM, the aggregator employs another LSTM followed by a max pool operation (see Fig. 2) to produce the combined path representation \( P^{V}_{l} \).

4.4 Link Predictor

As paths are grouped according to their different lengths, the aggregation mechanism processes each set of paths separately. Finally, the path representations for each length are concatenated together to give the final length-specific path representation \( P^{V}_{l} \) (see Fig. 1).

The last step consists of providing the final prediction about a link. This is done by the link predictor module, which takes as input the output of the Path Aggregator (i.e., the vector representation \( P^{V}_{l} \)) and feeds it into a classifier. We treat the link prediction problem as a binary classification problem, where an existing link and non-existing link are assigned 1 and 0 as target values, respectively. The final goal is to optimize the negative log-likelihood objective function, which defined as follows:

\[ L = - \sum_{f \in \mathcal{F}^{+}} \log \hat{y}_{f} + \sum_{f \in \mathcal{F}^{-}} \log(1 - \hat{y}_{f}) \]  (4)

where \( \mathcal{F}^{+} = \{f \mid y_{f} = 1\} \) and \( \mathcal{F}^{-} = \{f \mid y_{f} = 0\} \) are the true and false links, respectively. Given a target link \((u, v)\), the link predictor outputs a plausibility score \( \eta \in [0, 1] \).

5 EVALUATION

The goal of the experimental evaluation was twofold. First, to show that directly computing edge embeddings leads to better performance as compared to indirect edge embeddings obtained from edges’ endpoints. Second, to show that edge embeddings are useful in applications where paths between nodes in a network can be exploited. The framework has been implemented in Python using Keras\(^2\).

Moreover, to make the computation of (edge) embeddings feasible on the line graph, which usually contains a larger number of nodes, the implementation of ECNE leverages the MILE framework [12].

\(^2\)http://keras.io
Table 1: Summary of the datasets used for evaluation.

| Task                  | Name     | Nodes  | Edges  |
|-----------------------|----------|--------|--------|
| Classif & Clustering  | Karate Club | 34     | 78     |
|                       | Power Grid | 4,941  | 6,594  |
|                       | Facebook  | 4,039  | 88,234 |
|                       | Erdos     | 6,100  | 9,939  |
|                       | Astrophysics | 17,900 | 197,000|
|                       | ArXiv     | 18,772 | 198,110|
| Link Prediction       | USAir     | 332    | 2,126  |
|                       | NS        | 1,589  | 2,742  |
|                       | PB        | 1,222  | 16,714 |
|                       | C. Ele    | 297    | 2,148  |
|                       | E. coli   | 1,805  | 14,660 |
|                       | ArXiv     | 18,772 | 198,110|
|                       | DBLP      | 123,456| 651,756|

It uses MILE\(^3\) to repeatedly coarsen the weighted line graph into smaller ones, apply the embedding method described above on the coarsest graph and refine the embeddings to the original graph via graph convolution. We make available the code of ECNE\(^4\).

5.1 Datasets and Experimental Setting

We performed experiments to investigate the above-mentioned goals on the real-world datasets summarized in Table 1. The datasets for edge classification and clustering are popular networks\(^5\) used in the context of community detection [9]. As for link prediction, we considered the datasets used to evaluate the state-of-the-art LEAP systems [1], which is our direct competitor\(^6\).

We are not aware of any approach that focuses on directly learning edge embeddings. Therefore, we adapt a sample of the most popular and well-performing node embedding systems to construct edge embeddings as done by Grover and Leskovec [9]. Given an edge \(e = (u, v)\), its embedding is obtained as \(\text{EmbEdge}(e) = \text{EmbNode}(u) \odot \text{EmbNode}(v)\), where \(\odot\) is the average, Hadamard product, Weighted-L or Weighted-L2 operator. We considered the following competitors:

- **DeepWalk** learns node embeddings via random walks and the Skip-gram model.
- **node2vec** improves upon DeepWalk in both the way random walks are generated (by balancing the breadth-first search and depth-first search strategies).
- **NetMF** [18] is a very recent piece of work, which shows that Deepwalk, LINE, and node2vec with negative sampling can be unified into the matrix factorization framework with closed forms\(^7\).
- **struct2vec** [19] is a recent approach also based on random walks, which imposes similar embeddings to nodes that are structurally similar\(^8\).
- **SDNE** [22] uses autoencoders to preserve structural similarity\(^9\).
- **GraphSage** [10] aggregates fixed-size neighborhood information of nodes\(^10\).

We used the values of the parameters \(n\) (number of walks per node), \(L\) (max. walk length), \(w\) (window size for the Skipgram model), and negative samples \((\Gamma)\) in line with values used by the competitors as reported in their respective paper. Ditto for specific parameters (e.g., \(p\) and \(q\) for node2vec). We set \(n=10, L=100, w=10,\) and \(\Gamma=100\) for all systems in all experiments.

5.2 Setting the embedding dimension

A different strategy is adopted for the dimension of the embeddings \(d\). On one hand, we note that the number of node embeddings found by the competitors corresponds to the number of nodes of the networks. In this case, we used \(d=128\) for all datasets, which is in line with values used by recent competitors (e.g., NetMF [18]).

On the other hand, we observe that for ECNE the number of nodes (of the weighted line graph) to embed corresponds to the number of edges of the original graph, which is usually larger. This inherently makes the number of parameters for ECNE larger. Therefore, for ECNE, we performed experiments in two different settings. The first assumes \(d=128\) in all datasets, while in the second we adapted the embedding dimensionality for each dataset in order for ECNE to use the same number of parameters as the competitors.

We refer to this variant of ECNE as ECNE\(^d\). For instance, for the Erdos dataset including 6100 nodes, the number of parameters used by the competitors was 6100*128=780800. In order for ECNE to use (roughly) the same number of parameters we have to consider \(d=80\) as the number of edges 9939 multiplied by 80 gives 795120.

5.3 Community Detection via Edge Embeddings

We start by presenting experiments in the task of community detection via edge clustering. While Evans and Lambiotte [7] treated the problem from a modularity-optimization perspective, our goal is to tackle this problem from an edge-embedding perspective and show...
Figure 3: Edge classification on varying the amount of labeled data used for training (average of 5 runs).
its usefulness. To conduct experiments, we proceeded as follows. For each considered network in Table 1, we first found communities by using a modularity-based algorithm [16]. Then, for each community, intended as a set of nodes, we identified the set of intra-community edges and labeled each of such edges with the id of the community it belongs to. To evaluate ECNE and competitors we computed the edge embeddings for each network; while for ECNE (and ECNE\textsuperscript{d}) edge embeddings are directly computed, for the other approaches we used the bootstrapping approach previously described (§5.1). After obtaining edge embeddings for all approaches, we trained a one-vs-rest Logistic regression model giving as input the edge embeddings and the labels (the community they belong to) and computed the Micro and Macro F1 scores.

Results when varying the amount of labeled data used for training are reported in Fig. 3. We point out that for the competitors the figure reports the best edge embeddings obtained over all the operators on node embeddings considered (§5.1). In particular, we observed that for node2vec and Deepwalk in most of the cases (e.g., on Astrophysics and ArXiv) the average of the node embeddings gave the best results while for NetFM, struct2vec, SDNE, and GraphSage in some cases (e.g., on ArXiv) the Weighted-L2 performed better. Fig. 3 shows that ECNE\textsuperscript{d} performs better than the competitors in almost all cases. We recall that this variant of ECNE, instead of considering a fixed embedding size (i.e., $d=128$) adapts the dimension to the number of edges in the network (§5.1). It seems that for networks of moderate size ($\sim 10K$ edges), the size of embeddings equal to 128 leads to slightly inferior results. However, when the size of the network (in terms of edges) increases (i.e., on Astrophysics and ArXiv) we note that ECNE performs slightly better. This may be explained by the fact that the value of $d$ automatically set may not be enough to correctly separate edge embeddings. As an example, to obtain the same number of parameters as the competitors on ArXiv, ECNE\textsuperscript{d} used $d=20$ instead of $d=128$. We also observe that when moving to larger networks the difference wrt the competitors of both ECNE variants becomes clearer.

5.4 Experiments on edge clustering

We also completed experiments in an edge clustering task. We considered the K-means algorithm to which we gave as input both the edge embeddings obtained by ECNE (in its two variant) and competitors and the number of clusters. In particular, the number of clusters considered coincided with the number of communities previously found. To evaluate the performance of the systems, we compute the Normalized Mutual Information (NMI), which is used to estimate the clustering quality. Results are reported in Fig. 4. We observe that ECNE and ECNE\textsuperscript{d} perform equally or better than the competitors in all networks. We observe that also in this case the improvement wrt the competitors becomes clearer as the network size increases. Note that we only report the best performance for the competitors in terms of the aggregation mechanism on node embeddings that, even in this case, in most cases was the average. On the contrary, neither ECNE nor ECNE\textsuperscript{d} require aggregation as they directly learn edge embeddings. As observed in the previous experiments, even in this case we note that ECNE\textsuperscript{d} performs slightly better than ECNE for
moderately large networks. As the number of edges of the network increases, the difference in performance is no more tangible.

We mention that the main goal of this paper neither is to specifically devise a community detection algorithm nor a clustering one. The goal is to introduce the novel task of edge-centric network embeddings and show its usefulness in concrete downstream applications. This leaves room for further investigations related to edge-driven community detection and clustering. Examples are alternative weighting mechanisms for the line graph or a different way of computing embeddings from the line graph (e.g., using SDNE instead of the Skip-graph model).

### 5.5 Link Prediction

In this set of experiments, the goal was as follows: given a graph $G = (V_G, E_G)$ and a pair of nodes $(u, v)$, what is the probability of the existence of the link between $u$ and $v$? To set-up the learning model described in Section 4, we can consider each existing edge $(x, y) \in V_G$ as a positive example while negative examples can be sampled such that the edge $(x, y) \not\in V_G$. With this reasoning, we assign as a label 1 to positive pairs and 0 to negative pairs.

To evaluate our proposal and compare it with competitors, we sampled a variable number of both positive and negative edges and further split them into train and test examples according to the state-of-the-art [1]. In particular, for small datasets, we leverage 90% of edges for training and the remaining for test also considering an equal number of negative edges. For datasets with more than 4K nodes, we adopt a 50% split. For our approach and LEAP (the other competitor using paths) we considered as path lengths $l = 3$ and $l = 4$ and used up to 100 paths for each such lengths randomly selected. To train the model, we used the Adam optimizer (and learning rate of 0.001) with binary cross-entropy for a maximum of 50 epochs with early-stop enabled. For the other competitors, we used the best configuration reported in their respective papers [1].

The competitors considered are node2vec, Deepwalk, NetFM that do not make usage of multi-hop information. We also considered SDNE and struct2vec that learn node embeddings by transforming the original network into an edge-centric network via the line graph. We discussed how directly operating on the construction leads to poor results and introduced an edge weighting mechanism for the line graph that preserves the dynamics of random walks. What also makes our approach useful is a combination of two aspects. First, it allows to revisit edge-centric tasks like community detection, that were introduced a decade ago, in the light of edge embeddings that were not consolidated at that time. Second, our approach also results useful in more recent downstream applications like path-based link prediction.

We showed that embeddings paths as sequences of edges instead of sequences of nodes brings an immediate benefit. We also considered some potential limitations of our approach and proposed effective solutions. To face the fact that the line graph is much larger (in terms of nodes) than the original graph, we adopted a graph coarsening approach in the implementation.

To deal with the potential larger number of parameters that results from the higher number of nodes in the line graph, we devised a strategy that automatically adapts the embedding dimension on the basis of the number of nodes of the original graph (the ECNE variant). There is room for several improvements. Considering alternative edge weighting mechanisms for ECNE and path aggregation strategies for ECNE-LP is in our research agenda.

### 6 Concluding Remarks and Future Work

We introduced the task of edge-centric network embeddings. The main intuition of our approach is to directly compute edge embeddings by transforming the original network into an edge-centric network via the line graph. We discussed how directly operating on this construction leads to poor results and introduced an edge weighting mechanism for the line graph that preserves the dynamics of random walks. What also makes our approach useful is a combination of two aspects. First, it allows to revisit edge-centric tasks like community detection, that were introduced a decade ago, in the light of edge embeddings that were not consolidated at that time. Second, our approach also results useful in more recent downstream applications like path-based link prediction.

We showed that embeddings paths as sequences of edges instead of sequences of nodes brings an immediate benefit. We also considered some potential limitations of our approach and proposed effective solutions. To face the fact that the line graph is much larger (in terms of nodes) than the original graph, we adopted a graph coarsening approach in the implementation.

To deal with the potential larger number of parameters that results from the higher number of nodes in the line graph, we devised a strategy that automatically adapts the embedding dimension on the basis of the number of nodes of the original graph (the ECNE variant). There is room for several improvements. Considering alternative edge weighting mechanisms for ECNE and path aggregation strategies for ECNE-LP is in our research agenda.
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