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Abstract

This work introduces the Efficient Transformed Gaussian Process (ETGP), a new way of creating $C$ stochastic processes characterized by: 1) the $C$ processes are non-stationary, 2) the $C$ processes are dependent by construction without needing a mixing matrix, 3) training and making predictions is very efficient since the number of Gaussian Processes (GP) operations (e.g. inverting the inducing point’s covariance matrix) do not depend on the number of processes. This makes the ETGP particularly suited for multi-class problems with a very large number of classes, which are the problems studied in this work. ETGP exploits the recently proposed Transformed Gaussian Process (TGP), a stochastic process specified by transforming a Gaussian Process using an invertible transformation. However, unlike TGP, ETGP is constructed by transforming a single sample from a GP using $C$ invertible transformations. We derive an efficient sparse variational inference algorithm for the proposed model and demonstrate its utility in 5 classification tasks which include low/medium/large datasets and a different number of classes, ranging from just a few to hundreds. Our results show that ETGP, in general, outperforms state-of-the-art methods for multi-class classification based on GPs, and has a lower computational cost (around one order of magnitude smaller).

1. Introduction

Gaussian Processes (GPs) are stochastic processes characterized by their finite-dimensional distributions being multivariate Gaussian (Rasmussen & Williams, 2006), which have become a uniquely popular modeling tool. For example, in the machine learning community GPs are used as prior distributions over functions, used to solve tasks such as regression, classification, feature extraction or hyperparameter optimization (Rasmussen & Williams, 2006; Lawrence, 2003; Snoek et al., 2012). Their non-parametric nature means that they become more expressive with more data (Rasmussen & Williams, 2006). Furthermore, GPs are characterized by a predictive distribution which provides information about what the model does not know (Gal, 2016) and are easy to interpret since the covariance function gives insights about the nature of the latent function to be inferred (Duvenaud et al., 2013). GPs have also been applied in spatial statistics (Krige, 1951), and to explain physics phenomena such as those that arise when studying molecular dynamics (Leimkuhler & Matthews, 2015; Uhlenbeck & Ornstein, 1930). Moreover, they are used as a theoretical tool to understand Deep Neural Networks (DNN) (Neal, 1996; Yang, 2019) and lie at the core of a recent family of Deep Generative Models that generate samples attending to the dynamics of a diffusion process (Song et al., 2021).

In this paper, we focus on multi-class classification problems with $C > 2$ classes. For this, one often defines $C$ independent GPs, one per each class (Rasmussen & Williams, 2006). In this case, the number of GP operations (such as inverting the covariance matrix associated to the inducing points) grows linearly with $C$. Thus, if $C$ is large, this can be too expensive. Some speed-up tricks include sharing the inducing points or the covariance function across GPs, but this may reduce prediction performance, as we show in our experiments. Even with this trick, computing the predictive distribution still has complexity $O(CM^2)$ per datapoint.

We can gain additional performance by defining a prior process using $C$ dependent GPs, which can be done by combining $Q$ latent GPs with a mixing matrix $\Phi \in \mathbb{R}^{Q \times C}$. In practice, however, these dependencies are often ignored since the memory complexity scales as $O(C^2)$ per datapoint. In fact, modern SOTA GP software’s like GPFLOW (Matthews et al., 2017; van der Wilk et al., 2020) require significant source code modification (up to early 2023) to handle these dependencies in an efficient way.

A disadvantage of GPs is that they usually impose strong
assumptions about the nature of the latent function. For example, most covariance functions are stationary and assume a constant level of smoothness for the latent function on the input domain (Rasmussen & Williams, 2006). If this is not the case, the performance can be degraded. gps can be made more expressive using non-stationary processes. However, this is usually only justified if one has prior knowledge about the nonstationarity of the particular application, e.g. in Bayesian Optimization (Snook et al., 2014), Geostatistics (Wang et al., 2020; Wilson et al., 2012; Hamelijnck et al., 2019; Sampson & Guttorp, 1992; Schmidt et al., 2000) or temporal gene expression modeling (Heinonen et al., 2016).

The flexibility of gps can also be increased by using non-linear transformations. Examples include deep gps (DGPs) (Damianou & Lawrence, 2013) and transformed gps (TGPs) (Maroñas et al., 2021). In DGPs, the output of a GP is used as the input of another GP systematically, following a fully connected neural network (NN) architecture in which units are gps. As a result of the concatenation, the resulting process need not be stationary. By contrast, in TGP the initial GP prior is transformed iteratively using input-dependent invertible transformations (Maroñas et al., 2021). Because of this input dependence, the resulting process need not be stationary. Importantly, TGP often generate models that are as accurate as DGPs at a lower computational cost.

In this work, we introduce the Efficient Transformed Gaussian Process (ETGP), a new model where C processes are specified by sampling from a single GP, and then transforming this sample using C invertible transformations (throughout the paper we refer to the invertible transformations by flows or warping functions as well). By construction, the C processes are non-stationary (due to the input-dependence of the transformation) and dependent, with dependencies modeled by the copula of the base GP.\(^1\) Importantly, ETGP does not have the computational and memory complexity of an equivalent number of gps, since only one GP is used in the construction of the C processes. A special case of the ETGP family specified by using a linear flow includes non-stationary dependent gps, which we also characterize and study. We derive an efficient sparse variational inference (VI) algorithm for training ETGPS and evaluate its prediction performance and computational cost in the context of multi-class problems with a large number of classes C. More precisely, we carry out experiments on several large and small datasets with up to 153 class labels. The results obtained show that ETGP, in general, outperforms sota methods for multi-class classification based on gps. Moreover, ETGP has a computational cost that is around one order of magnitude smaller. Finally, our experiments also show that usual non-stationary covariance functions are not useful for black-box function approximation and that the particular inductive bias of the ETGP gives better results.

2. Background

We start by introducing gps for multi-class classification problems and some notation. We also describe how to improve gps using the TGP method of Maroñas et al. (2021).

2.1. Multi-class Gaussian Process Classification

Consider assigning a class label \( y \in \mathcal{Y} = \{1, \ldots, C\} \) with \( C \) the number of classes, to an input \( x \in \mathcal{X} \subseteq \mathbb{R}^d \). Our goal is to learn \( C \) functions mapping \( x \) to class label probabilities. For this, we are given a set of \( N \) instances \( \mathcal{D} = \{x^n, y^n\}_{n=1}^N \) generated from some distribution. Define \( \mathbf{X} = (x^1, \ldots, x^N) \) and \( \mathbf{y} = (y^1, \ldots, y^N) \). One can model each function by placing an independent GP over each of them. This prior is then updated into a posterior over functions given \( \mathcal{D} \) using Bayes rule, resulting in a predictive distribution for the label of new data.

A GP is a stochastic process whose finite-dimensional distributions are given by a multivariate Gaussian. Specifically, let \( f = (f(x^1), \ldots, f(x^N))^T \) and define \( f_n := f(x^n) \). Then, \( f \sim \mathcal{N}(\mu_0(\mathbf{X}), K_0(\mathbf{X}, \mathbf{X})) \), where the mean vector \( \mu_0(\mathbf{X}) = (\mu_0(x^1), \ldots, \mu_0(x^N))^T \) is given by a mean function \( \mu_0 : \mathcal{X} \to \mathbb{R} \), and \( K_0(x, x) \) is a \( N \times N \) matrix whose \( i \)-th row and \( j \)-th column entry is \( K_0(x^i, x^j) \), given by \( K_0 : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \), a covariance function; both parameterized by \( \nu \). However, without loss of generality, we assume zero mean gps.

Consider \( C \) independent gps and denote \( \tilde{f} = (f^1, \ldots, f^C) \), where a bar over a letter \( \pi \) summarizes the corresponding \( C \) elements \( x^1, \ldots, x^C \). Often, a Softmax link function \( \pi_c(\mathcal{J}_n) = \exp(f^c(x^n)) / \sum_{c=1}^C \exp(f^c(x^n)) \) is applied to \( \tilde{f} \) to obtain class label probabilities \( \pi_c \) (Rasmussen & Williams, 2006). Then, these probabilities are linked to actual class labels \( y \) by a categorical likelihood. Under these conditions, the joint distribution of \( y \) and \( \tilde{f} \) is:

\[
p(y, \tilde{f}) = p(y \mid \tilde{f})p(\tilde{f}) = \left[ \prod_{n=1}^N \prod_{c=1}^C \pi_c(\mathcal{J}_n)^I(y^n=c) \right] \times \prod_{c=1}^C \mathcal{N}(f^c \mid 0, K_0^c(\mathbf{X}, \mathbf{X})),
\]

where \( I(\cdot) \) is the indicator function. To make predictions we need to approximate the intractable posterior \( p(\tilde{f} \mid \mathcal{D}) \). However, even if tractable, its computation would scale cubically with \( N \) (Rasmussen & Williams, 2006). For both reasons, we use approximate sparse variational inference (VI) gps (SVGPS) (Chai, 2012; Titsias, 2009), with the modifications introduced in Hensman et al. (2013) to scale to very large datasets. SVGPS work by introducing a set of \( M \ll N \) inducing points locations \( \mathbf{Z} = (z^1, \ldots, z^M) \), \( z \in \mathcal{X} \) with associated process values \( u = (f(z^1), \ldots, f(z^M))^T \) per

\(^1\)This might not be the case for non-diagonal transformations (Maroñas et al., 2021; Rios, 2020), not considered in this work.
each of the $C$ functions (Titsias, 2009). The joint Gaussian prior $p(\tilde{f}, \tilde{u} \mid X, Z)$ is easily obtained in terms of the covariance function. These inducing points act as sufficient statistics of the data $x$, and represent the posterior $p(\tilde{f} \mid D)$ compactly using $M$ points, reducing the overall training complexity from $O(CN^3)$ to $O(CM^2)$.

The key point of Titsias (2009) is to treat $Z$ as variational parameters, which are optimized by minimizing the Kullback-Leibler Divergence (KL) between a variational posterior $q(\tilde{f}, \tilde{u})$ and the augmented joint posterior $p(\tilde{f}, \tilde{u} \mid D, Z)$, or equivalently by maximizing the Evidence Lower Bound (ELBO). Since $Z$ are variational parameters, they are protected from overfitting. The speed-up is achieved by constraining the form of the variational distribution $q(\tilde{f}, \tilde{u})$ to $\prod_{c=1}^{C} p(f^c \mid u^c)q(u^c)$, which is defined using the conditional model’s prior $p(f^c \mid u^c)$ and a Gaussian variational distribution $q(u^c)$ with mean and covariance matrix $m^c \in \mathbb{R}^M$ and $s^c \in \mathbb{R}^{M \times M}$. With this, the ELBO is:

$$
\text{ELBO} = \sum_{n=1}^{N} \sum_{c=1}^{C} \mathbb{I}(y^n = c) \mathbb{E}_q \left[ \log \pi_c(f^n) \right] - \sum_{c=1}^{C} \text{KL}[q(u^c) \mid \mathcal{P}(u^c)],
$$

where $\text{KL}[q(u^c) \mid \mathcal{P}(u^c)]$ can be computed in closed form and the expectation with respect to $q$ can be approximated by Monte Carlo. The above expression allows using stochastic variational inference and optimizing the ELBO, by sub-sampling the data using mini-batches (Hensman et al., 2013). We use path-wise derivatives for black-box low-variance gradient estimators. The variational distribution $q(f^*(x^n)) = \int p(f^c(x^n) \mid u^c)q(u^c)du^c$ is Gaussian with mean and covariance given by $K^c_{\nu}(x^n, Z^n)K_{\nu}^{-1}(Z^c, Z^n)$ and $K^c_{\nu}(x^n, Z^n) - K^c_{\nu}(x^n, Z^n)K_{\nu}^{-1}(Z^c, Z^n) + S^c|K_{\nu}^{-1}(Z^c, Z^n)K_{\nu}^{-1}(Z^c, Z^n)\nu\nu-c$, respectively. The predictive distribution for the label $y^*$ associated to a new point $x^*$, can also be efficiently approximated via Monte Carlo by sampling from $q(f^*(x^*))$ for $c = 1, \ldots, C$.

2.2. Transformed Gaussian Processes

A limitation of GPs is that they place strong assumptions over the latent function. This can be for example assuming the same level of smoothness across the input domain, as it is often done by considering a stationary covariance function (Rasmussen & Williams, 2006). The Transformed Gaussian Process (TGP) (Maroñas et al., 2021) is a model that increases the flexibility of GPs by non-linearly and input-dependently transforming the GP prior using invertible transformations. We describe the TGP, since it is the building block of the proposed approach ETGP.

Let $f_0(\cdot) \sim \mathcal{GP}(0, K_0(\cdot, \cdot))$ be a GP sample. Consider a composition of $K$ individual invertible mappings $G_{\theta} = G_{\theta_0} \circ G_{\theta_1} \circ \ldots \circ G_{\theta_{K-1}} : \mathcal{F}_0 \rightarrow \mathcal{F}_K$ each parameterized by $\theta \in \Theta$, with $\Theta = \{\theta_0, \theta_1, \ldots, \theta_{K-1}\}$. The TGP is defined by the following generative process:

$$
f_0(\cdot) \sim \mathcal{GP}(0, K_0(\cdot, \cdot)), \quad f_K(\cdot) = G_{\theta}(f_0(\cdot)). \quad (3)
$$

An easy way to specify $G_{\theta}$ so that $p(f_K)$ is a consistent finite-dimensional distribution (i.e. Kolmogorov extension theorem applies) is to use element-wise mappings (also known by diagonal flows), characterized by: $\forall x^n \in \mathcal{X}$, $f_K(x^n) = G_{\theta}(f_0(x^n))$, as described in Rios (2020)$^2$. Due to these element-wise mappings, the resulting process is a Gaussian Copula process (Wilson & Ghahramani, 2010) since it has arbitrary marginals with dependencies driven by the copula of the GP, something derived from Sklar’s theorem (Sklar, 1959). In other words, $f_0$ and $f_K$ share the same dependencies but differ in their marginal distributions. By increasing $K$, we can make the flow as complicated as we want, increasing flexibility.

Maroñas et al. (2021) show that one can create non-stationary processes $f_K$ by making the parameters of the flow depend on the input using a Neural Network (NN) $\mathcal{N} : \mathcal{X} \rightarrow \Theta$ parameterized by $W$. In Maroñas et al. (2021) they show that this non-stationary process is way more expressive than a GP and also a stationary TGP.

Since the parameters of the NN play the same role of hyper-parameters in a GP, this work shows how using a Bayesian Neural Network (BNN), with prior distribution $p(W \mid \lambda)$, can effectively avoid over-fitting as this makes the NN’s parameters play the same role in the graphical model as GP’s latent functions, see Fig. 1.
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In a classification problem, we can write the joint conditional distribution over the $C$ independent TGP$s$ by applying the change of variable formula and inverse function theorem (Maroñas et al., 2021):

$$
p(\tilde{f}_K \mid W) = \prod_{c=1}^{C} p(f_0 \mid \nu^c) \prod_{k=0}^{K-1} |\det \frac{\partial G_{\theta_k}}{\partial f_0}(W, x^c)(f_0)|^{-1}.
$$

$^2$App. A gives all mathematical details about equations describing the method an inference algorithm, which assumes diagonal flows. See e.g. the appendix of Maroñas et al. (2021) for the particularities that might arise for non-diagonal flows.
This warping procedure can also be used when defining a variational approximation \( q(f_K, u_K) = p(f_K | u_K) q(u_K) \), where the cancellations of several factors in the ELBO result in an efficient training algorithm (Maroñas et al., 2021). Note that we use \( K^K \) since each flow for each class can have a different functional form (linear, \( \text{sal} \), etc) and a different number of compositions.

3. Efficient Transformed Gaussian Processes

In this section, we describe the proposed method for multi-class GP classification, which we show is a more efficient application of the \( \text{TGP} \) to classification problems with large \( C \). Moreover, it has the additional benefit of naturally modeling dependencies among the latent functions. Our proposed method (ETGP) is specified by transforming a single sample from a GP using \( C \) invertible transformations, each of them mapping the GP to a latent function, one for each class label. The generative process is:

\[
\begin{align*}
f_0(\cdot) & \sim \text{GP}(0, K_\nu(\cdot, \cdot)), \\
f_K^1(\cdot) & = \mathcal{G}_{\theta(\mathbf{W}^1, \mathbf{x})}^1(f_0(\cdot)), \\
& \vdots \\
f_K^C(\cdot) & = \mathcal{G}_{\theta(\mathbf{W}^C, \mathbf{x})}^C(f_0(\cdot)).
\end{align*}
\]

Using again the change of variable formula and inverse function theorem employed in Sec. 2.2. the joint conditional distribution of the \( C \) processes is given by:

\[
p(f_K | \mathbf{W}) = p(f_0) \prod_{k=0}^{k=C-1} | \det \frac{\partial \mathcal{G}_{\theta(\mathbf{W}^k, \mathbf{x})}^k}{\partial f_k} |^{-1} \\
\times \prod_{k=2}^{C} \delta(f_k - \mathcal{G}_{\theta(\mathbf{W}^C, \mathbf{x})}^C \circ \mathbb{H}_{\theta(\mathbf{W}^C, \mathbf{x})}^C(f_k)),
\]

where \( \delta(\cdot) \) denotes the Dirac measure and we define \( \mathbb{H} = \mathbb{G}^{-1} \) to be the corresponding inverse transformation. Note that this decomposition is not unique. We label \( f_K^1 \) as the pivot and note that this joint distribution can be written equivalently w.r.t. any other pivot \( f_K^c \) with \( c \neq 1 \).

Our formulation has the advantage that a single GP is used in practice. This implies a constant scaling of GP operations w.r.t. the number of classes, speeding-up computations. By contrast, a naive use of TGPS or the model described in Sec. 2.1 involves as many GPs as class labels. This motivates the name given to our method: the Efficient Transformed Gaussian Processes (ETGP), particularly suited for multi-class problems with large \( C \). Moreover, the resulting \( C \) processes are dependent since they share the same latent sample \( f_0 \) from the original process. Also, since we use NNs to parameterize the flows, the \( C \) processes are non-stationary. Fig. 1 compares the graphical models of the naive use of TGP for multi-class classification and the proposed method ETGP, highlighting their differences.

We describe ETGP as a good performance method at a low computational cost. Therefore, we also propose an efficient NN parameterization of the flow parameters, illustrated in Fig. 2. In principle, we could use a NN per flow parameter, implemented efficiently using batched operations (Blackford et al., 2002). However, by using a single NN whose output layer coincides with the number of parameters per flow times the number of classes, we achieve a more efficient parameterization. For example, if we are modeling Imagenet \((C = 1000)\) with a linear flow \((|\theta| = 2)\), then we would use an output layer of 2000 neurons. Besides being more efficient, this could also serve as a possible regularizer in the same fashion as sharing parameters regularizes DNNs, something commonly used in computer vision applications through a back-bone convolutional model.

Another appealing property of the ETGP is that we can efficiently create \( C \) non-stationary dependent GPs, by using a linear flow: \( f_K(x) = a(x)f_0(x) + b(x) \), as shown in Fig. 2. The next proposition characterizes the corresponding joint conditional prior distribution \( p(f_K | \mathbf{W}) \):

**Proposition 3.1.** The joint conditional distribution of \( C \) non-stationary GPs obtained via a linear flow is given by:

\[
p(f_K | \mathbf{W}) = \mathcal{N}(f_K^1 | b^1, A_1 K_\nu(\mathbf{X}, \mathbf{X}) A_1^T) \\
\prod_{c=2}^{C} \delta(f_c - \mathcal{G}_{\theta(\mathbf{W}^C, \mathbf{x})}^C \circ \mathbb{H}_{\theta(\mathbf{W}^C, \mathbf{x})}^C(f_c)),
\]

with \( b^1 = (b^1(\mathbf{x}^1), \ldots, b^1(\mathbf{x}^N))^T \) and \( A_1 \in \mathbb{R}^{N \times N} \) a diagonal matrix with entries \( a^1(\mathbf{x}^1), \ldots, a^1(\mathbf{x}^N))^T \). Each marginal \( p(f_K^c) \) is Gaussian with mean and covariance given by \( b^c \) and \( A_c K_\nu(\mathbf{X}, \mathbf{X}) A_c^T \), respectively. The covariance matrix between the pivot \( f_K^1 \) and \( f_K^c \), for \( c \neq 1 \), is given by: \( a^1(a^c)^T \circ K_\nu(\mathbf{X}, \mathbf{X}) \) with \( \circ \) denoting Hadamard product. Proof given in App. A.

**Figure 2.** Architecture of the NN used. Hidden layers are shared, with the final layer giving each of the parameters of the \( C \) flows.

3.1. Approximate Inference

Our inference algorithm is inspired by the key observations of related works (Titsias, 2009; Hensman et al., 2013;
with the same flows as the prior (Maroñas et al., 2021). We do not marginalize out the process values at the inducing points to allow for mini-batch optimization svi (Hensman et al., 2013). Furthermore, we define the variational distribution over the GP space and then warp it with the same flows as the prior (Maroñas et al., 2021).

To start with, a set of $M$ inducing points is defined on the GP space $f_0(\cdot)$. Note, however, that we can easily extend our framework to use inter-domain inducing points (Lázaro-Gredilla & Figueiras-Vidal, 2009), since we just need to derive the corresponding cross-covariances. Let $\mathbf{u}_K$ be defined as $\mathbf{r}_K$ in Eq. 6 summarizing the $C$ transformed process values at the inducing points $\mathbf{Z}$. In App. A we show that the joint conditional prior is:

$$p(\mathbf{r}_K, \mathbf{u}_K | \mathbf{W}) = p(f_0 | \mathbf{u}_0) \prod_{k=0}^{K-1} \left| \det \frac{\partial G_{\theta_k}(\mathbf{w}, \mathbf{x})}{\partial \mathbf{u}_k} \right|^{-1} \times \prod_{c=2}^C \delta(f_c(\mathbf{r}_K) - G_{\Theta}^{c}(\mathbf{w}^c, \mathbf{x}^c) \circ \mathbb{E}^{c}_{\theta}(\mathbf{w}^c, \mathbf{x}^c)(f_0(\cdot))) \times p(\mathbf{u}_0) \prod_{k=0}^{K-1} \left| \det \frac{\partial G_{\theta_k}(\mathbf{w}^c, \mathbf{z}_k)}{\partial \mathbf{u}_k} \right|^{-1} \times \prod_{c=2}^C \delta(u_k^c - G_{\Theta}^{c}(\mathbf{w}^c, \mathbf{z}_k) \circ \mathbb{E}^{c}_{\theta}(\mathbf{w}^c, \mathbf{x}^c)(\mathbf{u}_K)). \tag{7}$$

This is possible because ETGP defines a valid stochastic process (i.e. consistent finite dimensional joint distribution), which means we can extend its finite dimensional distribution with inducing point locations as in standard gvs (Maroñas et al., 2021).

The variational distribution is assumed to have a similar form to the prior with some factors that are shared between them and others that are specific of the posterior approximation: $q(\mathbf{r}_K, \mathbf{u}_K | \mathbf{W}) = q(\mathbf{r}_K, \mathbf{u}_K | \mathbf{W})q(\mathbf{W})$ as in Maroñas et al. (2021), where the variational distribution over the $\alpha$ has parameters $\mathbf{d}$ and is assumed to factorize across classes. Following Titsias (2009); Maroñas et al. (2021), the variational distribution over the values of the random processes at $\mathbf{x}$ and $\mathbf{Z}$, $q(\mathbf{r}_K, \mathbf{u}_K | \mathbf{W}) = q(\mathbf{r}_K, \mathbf{u}_K | \mathbf{W})q(\mathbf{W})$, is defined using the conditionals model’s prior $p(\mathbf{r}_K | \mathbf{u}_K)$, given in Eq. 6, and a free form variational distribution $q(\mathbf{u}_K)$. As in Maroñas et al. (2021), $q(\mathbf{u}_K)$ is defined by warping a multivariate Gaussian defined on the original $f_0$ space $q(\mathbf{u}_0 | \mathbf{m}, \mathbf{S})$ using $\mathcal{G}_c$, where $\mathbf{m} \in \mathbb{R}^M$, $\mathbf{S} \in \mathbb{R}^{M \times M}$ are the mean and covariance matrix variational parameters:

$$q(\mathbf{u}_K) = q(\mathbf{u}_0) \prod_{k=0}^{K-1} \left| \det \frac{\partial G_{\theta_k}(\mathbf{w}^c, \mathbf{z}_k)}{\partial \mathbf{u}_k} \right|^{-1} \times \prod_{c=2}^C \delta(u_k^c - G_{\Theta}^{c}(\mathbf{w}^c, \mathbf{z}_k) \circ \mathbb{E}^{c}_{\theta}(\mathbf{w}^c, \mathbf{z}_k)(\mathbf{u}_K)). \tag{8}$$

The resulting ELBO on the log-marginal-likelihood is, after several factor cancellations, equal to:

$$\text{ELBO} = \left\{ \sum_{n=1}^N \sum_{c=1}^C I(y^n = c)p_q(f_{(0:n)} | \mathbf{w}) \left[ \log p_c(G_{\Theta}^{c}(\mathbf{w}^c, \mathbf{x}^c)(f_{(0:n)})), \ldots, G_{\Theta}^{C}(\mathbf{w}^C, \mathbf{x}^C)(f_{(0:n)})) \right] \right\} - \text{KL}(q(\mathbf{u}_0) \| p(\mathbf{u}_0)) - \sum_{c=1}^C \text{KL}(q(\mathbf{W}^c) \| p(\mathbf{W}^c)), \tag{9}$$

where $q(f_0)$ is computed as in Sec. 2.1. The expectation wrt. $q(\mathbf{w})$ is computed via Monte Carlo and a single 1-d quadrature is used to compute expectations over $q(f_0)$.

Predictions for $y^*$ associated to a new $\mathbf{x}^*$ are computed using an approximate predictive distribution:

$$p(y^* | \mathbf{x}^*, D) \approx E_{q(f_{(0:n)} | \theta)}[p(y^* | \mathbf{f}(\mathbf{x}^*), D)]. \tag{10}$$

where the integral is approximated by Monte Carlo and 1-d quadrature methods, after having marginalized out $\mathbf{u}_K$.

3.2. Summary of the Proposed Method and Computational Cost

ETGP creates $C$ dependent processes since $f_0$ is shared. We have characterized the dependencies of these $C$ processes for a linear flow in Prop. 3.1. The flows, however, need not be linear and can be arbitrarily complicated. Because $G_{\Theta}^{c}$ is input-dependent the $C$ processes are also non-stationary.

Expectations wrt. the NN’s parameters can be computed using batched matrix multiplications. Expectations wrt. $q(f_0)$ in Eq. 9 and Eq. 10 can be computed with 1-d quadrature. By contrast, the svGP method from Sec. 2.1 cannot use quadrature methods since it considers $C$ independent processes. Moreover, the number of GP operations in ETGP is constant with $C$. To get $q(\mathbf{f}^*)$ in svGPS Sec. 2.1 one needs a cubic operation to invert $K_{\nu}(\mathbf{z}, \mathbf{z})$ and $M^2$ operation to compute the variational parameters per class and datapoint, giving a complexity of $O(CM^3 + CM^2)$. This can be alleviated by sharing $K_{\nu}$ and $\mathbf{Z}$ across gvs, resulting in $O(M^3 + CM^2)$, at the cost of limiting expressiveness, as we’ll show. ETGP cost is always $O(M^3 + NM^2)$.
(without considering the NN’s computations, which for the architecture presented is often much faster and can be done in parallel to GP operations).

4. Related Work

To model non-stationary data, the typical approach is to use non-stationary covariance functions such as the Neural Network (Williams, 1996) or the Arcosine (Cho & Saul, 2009). Our experiments, however, show that ETGP provides superior results in the multi-class setting when compared to a method using these kernels. One can also make stationary kernels non-stationary by making the parameters of the kernel depend on the input (Heinonen et al., 2016). However, the work in (Heinonen et al., 2016) is limited to small datasets since it does not consider sparse GP and it relies on Hamilton Monte Carlo for approximate inference, which is computationally expensive. A sparse GP approach would require a GP per kernel hyperparameter which can lead to a big number of GPs for high d. Another approach to obtain non-stationary processes considers processes mixing using hierarchical models (Wang et al., 2020). One can also place GPs over the mixing matrix entries, achieving input-dependent length scales and amplitudes (Wilson et al., 2012). These works either don’t scale for high C (Wilson et al., 2012) or require domain knowledge to avoid misspecification (Wang et al., 2020).

Non-stationary data can also be modeled by warping the input space. More precisely, one can use a non-linear transformation before introducing the data into the kernel (Sampson & Guttorp, 1992; Schmidt et al., 2000; Calandra et al., 2016; Wilson et al., 2016). These methods, however, either run the risk of over-fitting, as a consequence of not regularizing the parameters of the non-linear transformation or using a fully Bayesian approach, or either do not scale to large datasets.

One can also use more sophisticated processes such as the GP Product Model (Adams & Stegle, 2008), DGPs (Damianou & Lawrence, 2013) or TGFs (Maroñas et al., 2021) to achieve non-stationarity. The GP Product Model, however, does not scale to large datasets. DGPs have been shown to give similar results to those of TGFs. However, TGFs have a lower computational cost than DGPs and slightly higher than SVGPs. Therefore, the proposed method, ETGP, is expected to be faster than TGFs and also faster than DGPs, in consequence.

From the dependence point of view, several approaches have been considered, which range from using process convolutions (Boyle & Frean, 2004), to combining latent GPs via a mixing matrix (Álvarez et al., 2012) whose entries can be parameterized by a GP (Wilson et al., 2012). More recently, (Jankowiak & Gardner, 2019) extends Multi-output GPs (Álvarez et al., 2012), Gaussian Process Regression Networks (Wilson et al., 2012) and DGP (Damianou & Lawrence, 2013) by using NNS to replace different building blocks of these methods. Since the computational cost of considering several GPs for inference is high (not necessarily for multi-class learning), several methods have tried to alleviate this cost by, e.g., using sparse methods (Álvarez & Lawrence, 2008) or more recently by assuming that the data lives around a linear subspace and then exploit a low-rank structure of the covariance matrix (Bruinsma et al., 2020). All these works, however, use several GPs for modeling the data, unlike the proposed method ETGP, and are hence expected to be significantly more expensive computationally.

5. Experiments

We evaluate ETGP in 5 UCI datasets (Lichman, 2013) (see Fig. 3 for details). We compare ETGP with LINEAR, SAL and TANH flows with Bayesian (BA-ETGP) and point estimate (PE-ETGP) predictions. We compare against a stationary independent (RBF), as described in Sec. 2.1, and dependent (RBFCORR) SVGP, where dependencies are obtained by mixing C latent GPs (Álvarez et al., 2012). We also compare against two non-stationary SVGP with an arcosine (ARCCOS) (Cho & Saul, 2009) and a Neural Network (NNET) (Williams, 1996) kernels. In SVGP, we run the model with separate/shared kernels and inducing points for each class label, indicated with separate/shared Kc in the results. We report accuracy (ACC) here. App. B contains test log-likelihood (LL) results and gives all training details. We highlight that on each SVGP run (one per training hyperparameters), we pick the best result on the test set, so that the comparison with the ETGP is the most optimistic. By contrast, we perform model selection with a validation set for ETGP. The code will be released in this repository https://github.com/jmaronas/Efficient_Multiclass_Gaussian_Processes_using_TGP3.

5.1. Prediction Performance Analysis

We compare ETGP in terms of prediction performance against stationary dependent/independent and non-stationary SVGPs. The results obtained are displayed in Fig. 3 (and Fig. 9 in App. B.) We observe that on the big datasets with a large number of classes C (i.e., characterfont and devangeri) ETGP clearly outperforms or gives comparable results to SVGPs, but around one order of magnitude faster, see Sec. 5.2 and Fig. 4. In the worst case, the ACC gain goes from 0.34 RBFCORR to 0.36 TANH. In the best case, we see a boost from 0.29 SVGP to 0.36 TANH in characterfont. In devangeri ETGPs are clearly better in all cases boosting accuracy from 0.93 RBFCORR to

---

3This repository is being used for other projects so at the moment stays closed. Drop us an email and we will happily share the code.
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---

| Dataset   | Dx  | N   | C   |
|-----------|-----|-----|-----|
| vowel     | 10  | 990 | 11  |
| absenteesm| 19  | 708 | 17  |
| avila     |     | 20867 | 12  |
| characterfont | 400 | 57499 | 153 |
| devangari | 1024 | 92000 | 46  |

---

**Figure 3.** Accuracy (right is better) comparing ETGP vs. independent/dependent stationary GPs. and non-stationary.

---

**Figure 4.** Average training time per epoch in minutes (left is better) comparing ETGP with SVGPs. NNET kernel is omitted as it is slower. Times for absenteeism and vowel are scaled by $10^3$.

---

0.96 TANH and LINEAR, nearly matching the result obtained by a convolutional neural network (0.98) (Acharya et al., 2015). This increment in performance is obtained around one order of magnitude faster as well. In \textit{avila}, a medium size dataset, ETGP (0.985 TANH 0.970 LINEAR) works better than SVGP (0.962) and comparable to correlated SVGP (0.988). However, again, ETGP is one order of magnitude faster. In \textit{vowel} we observe SVGP working better than ETGP, being the model with shared kernel the best (see App. B). Further analysis is provided in the appendix but we observe it’s due to domain shift between training and test sets and due to the way models are selected for the SVGP. On absenteeism we observe that ETGP works similarly to SVGP. However, ETGP is much faster to train. Finally, across all datasets, the \textit{sal} flow is the worst one (see App. B for possible explanations). This also suggests that the results from Maroñas et al. (2021) can be improved since they only used \textit{sal} flow in their non-stationary TGP. We remark the good performance of ETGP LINEAR, which defines C non-stationary dependent GPs, opening its use in other applications.

Regarding LL (see Fig. 9 in App. B), we observe similar results across all datasets. For small datasets BA-ETGP provides much better uncertainty quantification (LL) than its non-Bayesian counterpart ETGP. This is particularly the case in \textit{vowel}, supporting our previous justification about the decrease in performance of ETGP relative to SVGP in this dataset. In our experiments we observed that the models trained with higher dropout probability worked even better in the small datasets, since they are incorporating more epistemic uncertainty. However, this boost is not observed in the medium/large datasets in either ACC or LL. This matches findings from Maroñas et al. (2021) where being Bayesian
does not show improvements in classification datasets. This is expected as with big $N$ epistemic uncertainty vanishes, however for vowel and due to its domain-shift between training and test set, a model with higher dropout probability is not being selected. Overall, this suggests that alternatives that fix the dropout probability depending on the number of training points, such as concrete dropout (Gal et al., 2017), are a potential line of research to enhance the performance of ETGP.

Regarding comparison against non-stationary kernels, we do not observe a general tendency in the way they perform. This remarks the importance of having background knowledge about the non-stationarity of the particular task. Our work and Maroñas et al. (2021) show that the non-stationarity achieved by input-dependent flows is beneficial and easy to interpret since we just make each of the marginals depend directly on the part of the feature space that we are modeling, with no cross interactions between data points beyond those given by the base stationary kernel. We do not report results for arccos on absenteeism as we found training runs to saturate numerically (using float64 precision).

5.2. Training Timing Comparison

We report average training time in Fig. 4 and prediction time in App. B. By using mcdrop, the training time of the pe-ETGP and ba-ETGP is the same. Predictions for the Bayesian ETGP can be computed in parallel. We observe that ETGP is the fastest method, with a gain, in many cases, of one order of magnitude, compared to SVGP. SVGP with shared $K_v$ is competitive with ETGP in terms of training time, but has a drop in performance (see Sec. 5.3), unlike ETGP which typically performs better.

5.3. Comparison with SVGPS with Shared Kernel and Inducing Points and with DGP

We observe that sharing $K_v$ and $Z$ across the C GPS clearly drops performance as shown in Fig. 5 for accuracy and also for log-likelihood (see App. B). We’ve refactorized GPFLOW’s source code so that the shared correlated SVGP

![Figure 5. Accuracy (right is better) comparing ETGP vs. SVGPS with shared kernels.](image)

Table 1. Results for 2 layers DGP.

|       | Accuracy | Log Likelihood | Training Time |
|-------|----------|----------------|---------------|
| avila | 0.888    | −0.310         | 0.089         |
| characterfont | 0.171     | −3.636         | 0.197         |
| devangari | 0.909     | −0.369         | 0.177         |

Table 2. Ablation study comparing TGP and ETGP trained (not) freezing the GP parameters.

|       | avila | characterfont | devangari |
|-------|-------|---------------|-----------|
| etgp frozen | 0.951 | −0.146        | 0.269     |
| etgp | 0.973 | −0.089        | 0.301     |
| tgp frozen | 0.936 | −0.139        | 0.269     |
| tgp | 0.990 | −0.044        | 0.327     |

model is more efficient, see App. C. This drop in performance affects not only SVGPS but also a 2 layer’s DGP with the configuration from Salimbeni & Deisenroth (2017), which shares $K_v$ and $Z$ across layers, as shown in Tab. 1. Also, some of these models needed considerably more RAM memory than the SVGP or ETGP. The results for vowel and absenteeism are discussed in App. B. We also observe that the training time of these shallow DGP is superior to ETGP.

5.4. Ablation Study and Comparison with TGP

We perform an ablation study that shows that the expressiveness of the ETGP and TGP not only comes from the BNN but also from the GP. In other words, the ETGP cannot be reduced to a model which could simply transform a white noise process. We train several ETGPs and TGPs freezing the parameters from the GP during optimization. Results in Tab. 2 shows that the GP part is relevant and that TGP is usually more expressive than ETGP, as expected. Unsurprisingly there is less difference between freezing and not freezing the ETGP for the more expressive flow (TANH). This suggests that in a real application, we could find a trade-off between having a more expressive flow at the benefit of not training the GP at all, or having a less expressive one, since more expressive flows usually require higher computations. This would be a new stochastic process specified by transforming a white-noise process, which we let for future work.

5.5. Comparison with Point Estimate Neural Networks

As suggested by one of the reviewers we run experiments comparing with Neural Networks. In particular, we run two-layers fully connected neural network with BNN and GPU.
and a dropout probability of 0.5. We have optimized these networks using different training hyperparameters and we report those that obtained the best result on the test set following our experimental procedure on the baselines.

We have avoided comparison with vowel and absenteeism since these datasets have very few training points and hence a DNN typically over-fits (Hernández-Lobato & Adams, 2015). We also avoid devanagari since it is a tabular dataset where it is known that DNNs perform poorly and require specialized architectures (Du et al., 2021).

Results for characterfont and devangari are provided in Tab. 3. As mentioned before a Convolutional Neural Network obtains 0.98 ACC on devanagari. We observe that fully connected networks perform either better (characterfont) or comparable (devangari) to the method presented. This is to be expected as these are image datasets with a similar structure to MNIST, where a Fully Connected Neural Network works often better than a standard GP, as reported in the literature (see, e.g., (van der Wilk et al., 2017)). Notwithstanding, again, we would like to remark that the results above for characterfont and devangari are too optimistic and an upper bound of the actual results of the DNN, since selection is done by looking at test metrics.

6. Conclusions and Future Work

We have introduced the Efficient Transformed Gaussian Process (ETGP) for creating C dependent non-stationary stochastic processes in an efficient way. For this, a single initial GP is transformed C times using (non-)linear invertible transformations. This has the benefit of reducing the computational cost while providing enough model flexibility to learn complex tasks. We have provided an efficient training algorithm for ETGP based on variational inference. This method has been evaluated in the context of multi-class classification. Our results show that ETGP is competitive or even better than typical sparse SVGPs, at a lower computational cost. A limitation of ETGP is, however, that it leads to a model that is more difficult to interpret than SVGPS, as a consequence of the non-linear transformations. However, particular flows may allow controlling the moments of the induced distributions, improving interpretability (Rios & Tobar, 2019).

Future work may focus on extending ETGP to multi-task and multi-label problems, where a large number of processes may also be needed. The use of ETGP in a deep kernel learning framework can also be investigated (Wilson et al., 2016). Moreover, an analysis of how the dependencies among process values are modeled by sharing the copula of the base GP can be carried out. Additional dependencies can be incorporated by further mixing each latent function in ETGP using a mixing matrix. The use of concrete dropout and GPs instead of NNS to parameterize each flow are also alternatives to improve different aspects of ETGP, such as computational performance, well-specified Bayesian priors, and epistemic uncertainty. Their use is left for future work.

Societal Impact

This work introduces a new probabilistic machine learning method that can be used to make predictions quantifying its uncertainty. Uncertainty quantification makes probabilistic methods particularly suited to be deployed in high-risk scenarios such as autonomous driving or medicine. In all these problems it is required the model to be interpretable and to provide reliable predictions. As a consequence, a careful analysis of the correct modeling of these properties must be done before deploying the model to avoid potential negative societal impacts.

Also, one needs to consider the particular limitations of the approximate inference algorithm and model assumptions on each particular application. For example, the presented inference algorithm can only be used with diagonal flows, which leaves the dependencies (copula) of the GP unchanged. Thus, if one believes the copula is non-Gaussian, deploying ETGP can result in biased predictions that may have harmful consequences.
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A. Math Appendix

In this appendix we provide a wider description of the equations involved in this paper, ranging from the model definition to the sparse variational inference algorithm. For completeness, and to make the improvements of the proposed model clearer, we start by describing the sparse variational inference algorithm applied to multi-class problems with independent \( \mathcal{GP} \) prior, previous to the definition of our model. Although we compare against correlated \( \mathcal{GPs} \) using a mixing matrix, we don’t provide its derivation since it goes beyond the scope of this appendix. In the end of this appendix we proof Prop. 3.1. If possible we keep all the conditioning set explicit in the equations presented.

A.1. Classification with Independent \( \mathcal{GP} \) Priors

Given a classification problem with inputs \( x \in \mathcal{X} \subseteq \mathbb{R}^d \) and \( C \) outputs \( y \in \mathcal{Y} \subset \mathbb{N} \), we want to learn \( C \) mapping functions from \( x \) to the probability of belonging to each \( y \); given a set of observations \( D = \{ x^n, y^n \}_{n=1}^N \) with \( X = (x^1, \ldots, x^N) \) and \( Y = (y^1, \ldots, y^N) \).

If this modeling procedure is done using \( \mathcal{GPs} \), then we place an independent \( \mathcal{GP} \) on each of these \( C \) functions, each one parameterized by a mean function \( \mu_\nu(x) \) (which we assume to be zero) and a covariance matrix \( K_\nu(x, x') \), parameterized by \( \nu \). Following the notation introduced in the main paper, the joint distribution of \( C \) processes at locations \( X \) is given by:

\[
p(\mathbf{f}_0 | \nu) = \prod_{c=1}^C \mathcal{N}(f_0^c | 0, K_\nu(X, X))
\]

where \( \mathbf{f}_0 = \{ f_0^1, \ldots, f_0^C \} \). This prior is combined with a likelihood \( p(y | \mathbf{f}_0) \) that links latent functions to observations. In classification, a common choice is the Categorical Likelihood, giving the joint distribution:

\[
p(y, \mathbf{f}_0) = p(y | \mathbf{f}_0) p(\mathbf{f}_0) = \prod_{n=1}^N \prod_{c=1}^C \pi_c(\mathbf{f}_{0,n}^c)^I(y^n=c) \prod_{c=1}^C \mathcal{N}(f_0^c | 0, K_\nu(X, X)),
\]

where \( \pi_c(\mathbf{f}_{0,n}^c) = \exp(f_0^c(x^n))/\sum_{c'=1}^C \exp(f_0^{c'}(x^n)) \) is the Softmax link function mapping latent vectors to probabilities, and \( I(\cdot) \) the indicator function.

In Bayesian learning, we are interested in the posterior \( p(\mathbf{f}_0 | D) \), which is intractable for many likelihoods, and computationally unfeasible since its complexity scales cubically with the number of training points. We now introduce the variational sparse derivation.

A.1.1. Variational Sparse Derivation

The idea behind sparse \( \mathcal{GPs} \) is to use a set of \( M \) inducing points \( z \in \mathcal{X} \), with \( Z = (z^1, \ldots, z^M) \), that acts as summary statistics of the data. Each inducing point \( z \) has an associated latent value \( u_0 \). Following the \( \mathcal{GP} \)’s prior definition, then at \( Z \) we have \( u_0 \sim \mathcal{GP}(u_0 | 0, K_\nu(Z, Z)) \). Thus, given \( X, Z \) the joint distribution is Gaussian given by:

\[
p(f_0, u_0 | X, Z, \nu) = \mathcal{N}\left( \begin{array}{c} f_0 \\ u_0 \end{array} \middle| \begin{array}{cc} 0 & K_\nu(X, X) \\ 0 & 0 \end{array}, K_\nu(Z, Z) \right)
\]

One key contribution from Titsias (2009) is to define these inducing points to be variational parameters that are learned by minimizing the \( \mathrm{KL} \) between the approximate \( q(f_0, u_0) \) and true posterior \( p(f_0, u_0 | D, Z, \nu) \). Since \( z \) do not belong to the model parameters, then they don’t increase the model expressiveness hence protecting the learning procedure from overfitting.

The other key contribution from Titsias (2009) is how the variational distribution is defined. In particular, \( q(f_0, u_0) = p(f_0 | u_0)q(u_0) \) so that the conditional’s model prior \( p(f_0 | u_0) \) gets canceled. Later, Hensman et al. (2013) propose to keep \( q(u_0 | m, S) \) explicit by parameterizing it with a Gaussian distribution with parameters \( m \in \mathbb{R}^M, S \in \mathbb{R}^{M \times M} \). With this, the ELBO can be optimized with stochastic variational inference.

If \( C \) independent \( \mathcal{GPs} \) are going to be used, we can easily extend the presented equations as follows. The joint prior factorizes
across $C$ as above:

$$p(\tilde{\mathbf{f}}_0, \mathbf{u}_0 \mid \mathbf{X}, \mathbf{Z}, \nu) = \prod_{c=1}^{C} \mathcal{N} \left( \begin{array}{cc} \mathbf{f}_0^c & 0 \\ \mathbf{u}_0 & K_{\nu}(\mathbf{X}, \mathbf{X}) \end{array} \right)$$

(14)

and the approximate posterior can be defined by factorizing across $C$ as well:

$$q(\tilde{\mathbf{f}}_0, \mathbf{u}_0 \mid \mathbf{X}, \mathbf{Z}, \nu, \nu_c, \mathbf{m}^c, \mathbf{S}^c) = \prod_{c=1}^{C} p(\mathbf{f}_0^c \mid \mathbf{u}_0^c, \mathbf{X}, \mathbf{Z}, \nu_c)q(\mathbf{u}_0^c \mid \mathbf{m}^c, \mathbf{S}^c)$$

(15)

The kl. minimization between the approximate posterior and the true posterior is equivalent to maximizing the Evidence Lower Bound (ELBO), which we now derive:

$$\text{ELBO} = \int_{f_0^c} \cdots \int_{f_0^c} \int_{u_0^c} \cdots \int_{u_0^c} q(\tilde{\mathbf{f}}_0, \mathbf{u}_0) \log \frac{p(y \mid \tilde{\mathbf{f}}_0)p(\tilde{\mathbf{f}}_0, \mathbf{u}_0)}{q(\tilde{\mathbf{f}}_0, \mathbf{u}_0)} df_0^1 \cdots df_0^C du_0^1 \cdots du_0^C$$

$$= \int_{u_0^c} \cdots \int_{u_0^c} q(\mathbf{u}_0^c) \log \frac{p(\mathbf{f}_0^c \mid \mathbf{u}_0^c)p(\mathbf{u}_0^c)}{q(\mathbf{f}_0^c \mid \mathbf{u}_0^c)} df_0^1 \cdots df_0^C du_0^1 \cdots du_0^C$$

$$+ \int_{f_0^c} \cdots \int_{f_0^c} \int_{u_0^c} \cdots \int_{u_0^c} q(\tilde{\mathbf{f}}_0, \mathbf{u}_0) \log \frac{p(\mathbf{f}_0^c \mid \mathbf{u}_0^c)}{q(\mathbf{f}_0^c \mid \mathbf{u}_0^c)} df_0^1 \cdots df_0^C du_0^1 \cdots du_0^C$$

(16)

where we have dropped the conditioning set for clarity. We now workout each term separately:

$$-\text{KL} = \int_{f_0^c} \cdots \int_{f_0^c} \int_{u_0^c} \cdots \int_{u_0^c} q(\tilde{\mathbf{f}}_0, \mathbf{u}_0^c) \log \frac{p(\mathbf{f}_0^c \mid \mathbf{u}_0^c)}{q(\mathbf{f}_0^c \mid \mathbf{u}_0^c)} df_0^c du_0^c$$

$$= \int_{u_0^c} \cdots \int_{u_0^c} q(\mathbf{u}_0^c) \log \frac{p(\mathbf{f}_0^c \mid \mathbf{u}_0^c)p(\mathbf{u}_0^c)}{q(\mathbf{f}_0^c \mid \mathbf{u}_0^c)} du_0^c$$

$$= \int_{u_0^c} \cdots \int_{u_0^c} \prod_{c' = 1}^{C} q(\mathbf{u}_0^{c'}) \sum_{c = 1}^{C} \log \frac{p(\mathbf{u}_0^c)}{q(\mathbf{u}_0^c)} du_0^1 \cdots du_0^C$$

$$= \sum_{c = 1}^{C} \int_{u_0^c} q(\mathbf{u}_0^c) \log \frac{p(\mathbf{u}_0^c)}{q(\mathbf{u}_0^c)} du_0^c$$

$$= -\sum_{c = 1}^{C} \text{KL}(q(\mathbf{u}_0^c) || p(\mathbf{u}_0^c))$$

The Expected log likelihood (ELL) is given by:

$$\text{ELL} = \int_{f_0^c} \cdots \int_{f_0^c} \int_{u_0^c} \cdots \int_{u_0^c} q(\tilde{\mathbf{f}}_0, \mathbf{u}_0) \log p(y \mid \tilde{\mathbf{f}}_0) df_0^1 \cdots df_0^C du_0^1 \cdots du_0^C$$

$$= \int_{f_0^c} \cdots \int_{f_0^c} q(\mathbf{f}_0^c) \prod_{n=1}^{N} p(y^n \mid \mathbf{f}_0^c) df_0^1 \cdots df_0^C$$

(18)

$$= \sum_{n=1}^{N} \sum_{c=1}^{C} \mathbb{I}(y^n = c) \int_{f_{0,n}^c} \cdots \int_{f_{0,n}^c} q(\mathbf{f}_{0,n}^c) \log \pi_c(\mathbf{f}_{0,n}^c) df_{0,n}^1 \cdots df_{0,n}^C$$
recovering the bound of the main paper (Eq. 2):

\[
\text{ELBO} = \sum_{n=1}^{N} \sum_{c=1}^{C} \mathbb{I}(y^n = c) \int_{f_{0,n}^C} \cdots \int_{f_{0,n}^C} q(f_{0,n}^1) \cdots q(f_{0,n}^C) \log \pi_c(f_{0,n}^1) df_{0,n}^1 \cdots df_{0,n}^C \\
- \sum_{c=1}^{C} \text{KL}[q(u_0^c)||p(u_0^c)]
\]  

(19)

Note that this bound is amenable to stochastic optimization using minibatches, where the integrals are approximated by Monte Carlo using reparameterized gradients (a.k.a. path-wise gradients). The KL can be computed in closed form. Most importantly, each \( q(f_{0,n}^c) \) is a univariate Gaussian distribution given by:

\[
q(f_{0,n}^c) = \mathcal{N}(f_{0,n}^c | K_{\nu} \mathbf{Z}^c \mathbf{K} + \mathbf{S}^c) \mathbf{Z}^{-1} f_{0,n}^c,
\]

\[
K_{\nu} \mathbf{Z}^c \mathbf{K} + \mathbf{S}^c = \prod_{c=1}^{C} \int_{u_0^c} \mathbf{p}(f_{0}^c | \mathbf{u}_0^c, \mathbf{X}, \mathbf{Z}^c, \nu_c) q(\mathbf{u}_0^c | \mathbf{m}^c, \mathbf{S}^c) d\mathbf{u}_0^c \cdots d\mathbf{u}_0^C = \prod_{c=1}^{C} \int_{u_0^c} \mathbf{p}(f_{0}^c | \mathbf{u}_0^c, \mathbf{X}, \mathbf{Z}^c, \nu_c) q(\mathbf{u}_0^c | \mathbf{m}^c, \mathbf{S}^c) d\mathbf{u}_0^c.
\]

This computation needs to be computed \( C \) times requiring a complexity of \( O(CM^3 + CMN^2) \), which can be reduced to \( O(M^3 + CMN^2) \) if the inducing points are shared. We can gain additional performance if the kernel is shared as noted in App. C. However, as shown in the experiments sharing kernel and inducing points can drop performance.

### A.2. Classification with Efficient Transformed Gaussian Processes

We now present the derivations required for the proposed model. This model is specified by transforming a single sample from an \( \mathcal{GP} \) using \( C \) invertible transformations \( \mathbb{G} \) by the following generative procedure:

\[
f_0(\cdot) \sim \mathcal{GP}(0, K_{\nu}(\cdot, \cdot))
\]

\[
f_K(\cdot) = \mathbb{G}_{\theta}(\mathbf{W}^1, \mathbf{X})(f_0(\cdot)), \cdots f_K^C(\cdot) = \mathbb{G}_{\theta}(\mathbf{W}^C, \mathbf{X})(f_0(\cdot)).
\]  

(21)

The prior distribution over \( C \) processes is derived as follows. For exemplification purposes consider \( C = 3 \) and consider the processes evaluation at the index set \( \mathbf{X} \), then we have:

\[
f_{0} \sim p(f_{0} | \mathbf{X}, \nu)
\]

\[
f_{K} = \mathbb{G}_{\theta}(\mathbf{W}^{1}, \mathbf{X})(f_{0}) ; f_{K}^{1} = \mathbb{G}_{\theta}(\mathbf{W}^{2}, \mathbf{X})(f_{0}) ; f_{K}^{2} = \mathbb{G}_{\theta}(\mathbf{W}^{3}, \mathbf{X})(f_{0}) \]

(22)

with \( \mathbb{G} = \mathbb{G}^{-1} \). In order to define the prior probability of the classes we first observe that the following conditional independence holds from the construction introduced above:

\[
p(f_{1}^C, f_{2}^C, f_{3}^C) = p(f_{1}^C | f_{2}^C)p(f_{2}^C | f_{3}^C)p(f_{1}^C | f_{3}^C, f_{2}^C)
\]

(23)

where we have chosen to write the 3 out of 6 possibilities just for exemplification purposes. This conditional independence holds because the probability of \( f_{1}^C \) given \( f_{2}^C \) is given by a direct mapping either from \( f_{1}^C \) or \( f_{2}^C \) as illustrated in Eq. 22.

We define the pivot to be the member on which we always condition, i.e. if \( p(f_{1}^C | f_{2}^C, f_{3}^C) = p(f_{1}^C | f_{3}^C) \) then the pivot is \( f_{1}^C \). Note, however, that it will also be valid to choose any other member as a pivot, for example \( p(f_{1}^C | f_{2}^C, f_{3}^C) = p(f_{1}^C | f_{2}^C) \). Finally, note that we can write the conditional distribution \( p(f_{1}^C | f_{2}^C) \) as:

\[
p(f_{1}^C | f_{2}^C) = \delta \left(f_{1}^C - \mathbb{G}_{\theta}(\mathbf{W}^{3}, \mathbf{X})(f_{2}^C)\right)
\]  

(24)
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with $\delta$ being the Dirac measure. Using both observations we can write the prior joint conditional distribution over the classes as:

$$p(\mathbf{f}_K \mid \mathbb{G}_\theta, \mathbf{W}, \mathbf{X}, \nu) = p(\mathbf{f}_0 \mid \mathbf{X}, \nu) \prod_{k=0}^{K-1} \left| \begin{array}{c}
\det \frac{\partial \mathbb{G}_{\theta_k}^{(1)}(\mathbf{w}^1, \mathbf{x})}{\partial \mathbf{f}_k} \\
C \\
c=2 \\
\prod_c \delta \left( \mathbf{f}_k - \mathbb{G}_{\theta}^c(\mathbf{x}) \circ \mathbb{G}_{\theta}^{(1)}(\mathbf{w}^1, \mathbf{x}) \right) \\
\end{array} \right|^{-1}$$

(25)

recovering the expression in Eq. 6 in the main paper. The overall joint is given by:

$$p(\mathbf{f}_K, \mathbf{W} \mid \mathbb{G}_\theta, \mathbf{X}, \nu) = p(\mathbf{f}_K \mid \mathbb{G}_\theta, \mathbf{W}, \mathbf{X}, \nu)p(\mathbf{W} \mid \mathbf{X})$$

(26)

with $p(\mathbf{W} \mid \mathbf{X})$ denoting the prior over the parameters of the Bayesian Neural Network (BNN).

A.2.1. Prior Conditional Distribution $p(\mathbf{f}_K \mid \mathbf{u}_K)$

We now derive the prior conditional distribution $p(\mathbf{f}_K \mid \mathbf{u}_K)$. In a similar vein to GPs we will derive a sparse variational inference algorithm, from where inducing points need to be incorporated. Note that since we use diagonal flows, the resulting joint distribution is consistent (i.e. is a finite dimensional realization of a stochastic process), which means we can extend its index set introducing inducing points $\mathbf{u}_K$ at inducing locations $\mathbf{Z}$, similar to what we do in GPs.

First, note that following the previous section we can write the marginal distribution at the inducing points by:

$$p(\mathbf{u}_K \mid \mathbb{G}_\theta, \mathbf{W}, \mathbf{Z}, \nu) = p(\mathbf{u}_0 \mid \mathbf{Z}, \nu) \prod_{k=0}^{K-1} \left| \begin{array}{c}
\det \frac{\partial \mathbb{G}_{\theta_k}^{(1)}(\mathbf{w}^1, \mathbf{x})}{\partial \mathbf{u}_k} \\
C \\
c=2 \\
\prod_c \delta \left( \mathbf{u}_k - \mathbb{G}_{\theta}^c(\mathbf{x}) \circ \mathbb{G}_{\theta}^{(1)}(\mathbf{w}^1, \mathbf{x}) \right) \\
\end{array} \right|^{-1}$$

(27)

The overall joint can be derived following a similar procedure. Note that we have:

$$f_0, u_0 \sim p(f_0, u_0 \mid \mathbf{X}, \mathbf{Z}, \lambda)$$

$$f_k^1 = \mathbb{G}_{\theta}^{(1)}(\mathbf{w}^1, \mathbf{x})(f_0)$$

$$f_k^2 = \mathbb{G}_{\theta}^{(2)}(\mathbf{w}^2, \mathbf{x})(u_0)$$

$$f_k^3 = \mathbb{G}_{\theta}^{(3)}(\mathbf{w}^3, \mathbf{x})(u_0)$$

$$u_k^1 = \mathbb{G}_{\theta}^{(1)}(\mathbf{w}^1, \mathbf{z})(u_0)$$

$$u_k^2 = \mathbb{G}_{\theta}^{(2)}(\mathbf{w}^2, \mathbf{z})(u_0)$$

$$u_k^3 = \mathbb{G}_{\theta}^{(3)}(\mathbf{w}^3, \mathbf{z})(u_0)$$

Following similar ideas as before, the pivots are now defined to be $f_k^1$ and $u_k^1$. We can also apply a similar conditional independence, and note that the joint distribution over the non pivots $f_k^c, u_k^c$ also factorizes. Conditional independence holds because any $f_k^c, f_k^c$ only depends on $f_k^1, u_k^1$ by a direct mapping; and the conditional distribution over the non pivots $pivots.
Because we use a diagonal flow, the full Jacobian factorizes as \( \prod_{k=0}^{K-1} \left| \det \frac{\partial G_{\theta_k}(W_k, X_k)}{\partial f_k} \right|^{-1} \), allowing us to explicitly write \( p(f_k^c \mid u^c_K) \) and \( p(u^c_K) \) (see appendix of Maroñas et al. (2021)). Thus, the overall joint distribution is given by:

\[
p(\mathbf{f}_K, \mathbf{u}_K, \mathbf{W} \mid \mathcal{G}_\theta, \mathbf{X}, \mathbf{Z}, \nu, \lambda) = \prod_{c=1}^{C} p(W^c \mid \lambda^c)
\]

\[
p(f_0 \mid u_0, X, Z, \nu) \prod_{k=0}^{K-1} \left| \det \frac{\partial G_{\theta_k}(W_k, X_k)}{\partial f_k} \right|^{-1} \prod_{c=2}^{C} \delta \left( f_k^c - \mathbb{G}_{\theta}(W^c, X) \circ \mathbb{H}_{\theta}(W^c, X)(f_k^c) \right)
\]

\[
p(u_0 \mid Z, \nu) \prod_{k=0}^{K-1} \left| \det \frac{\partial G_{\theta_k}(W_k, Z_k)}{\partial u_k} \right|^{-1} \prod_{c=2}^{C} \delta \left( u_k^c - \mathbb{G}_{\theta}(W^c, Z) \circ \mathbb{H}_{\theta}(W^c, Z)(u_k^c) \right)
\]

where now the **pivots** are \( u^c_K \) and \( f_0^c \). To fully characterize the joint distribution we shall derive where the expression for \( p(f_K \mid u_K) \) in Eq. 29 comes from. This conditional distribution is derived by inspection as follows. We factorize the joint distribution in the following two equivalent ways:

\[
p(f_1^c, f_2^c, f_3^c, u^c_K, u_1^2_K, u_1^3_K) = p(f_1^c \mid f_1^c, f_2^c, f_3^c, u^c_K, u_1^2_K) p(f_2^c, f_3^c \mid u_1^2_K, u_1^3_K) p(u_1^2_K, u_1^3_K)
\]

\[
p(f_1^c, u^c_K) p(f_2^c, f_3^c \mid u^c_K, u_1^2_K, u_1^3_K) p(u_1^2_K, u_1^3_K)
\]

and used the form of the third line, which is the one we know how to write (Eq. 28), to derive the expression for the second
where we use the conditional model’s prior derived in the previous section and a marginal conditional variational distribution
then, by careful inspection of Eq. 30 we can derive the conditional distribution, which is given by:

\[
\delta \left( \mathbf{f}_K^2 - \mathbb{G}_\theta^{(2)}(\mathbf{w}_2, \mathbf{x}_1)(\mathbf{f}_K^2) \right) \delta \left( \mathbf{u}_K^2 - \mathbb{G}_\theta^{(2)}(\mathbf{w}_2, \mathbf{z})(\mathbf{u}_K^2) \right) \delta \left( \mathbf{u}_K^3 - \mathbb{G}_\theta^{(2)}(\mathbf{w}_3, \mathbf{x}_1)(\mathbf{f}_K^3) \right)
\]

Then, since we know the form of \( p(\mathbf{u}_K^1, \mathbf{u}_K^2, \mathbf{u}_K^3) \):

\[
p(\mathbf{u}_K^1, \mathbf{u}_K^2, \mathbf{u}_K^3) = p(\mathbf{u}_0) \prod_{k=0}^{K-1} \left| \frac{\partial \mathbb{G}_\theta^{(1)}(\mathbf{w}_1, \mathbf{z})(\mathbf{u}_K^1)}{\partial \mathbf{u}_K^1} \right|^{-1}
\]

\[
\delta \left( \mathbf{u}_K^2 - \mathbb{G}_\theta^{(2)}(\mathbf{w}_2, \mathbf{x}_1)(\mathbf{f}_K^2) \right) \delta \left( \mathbf{u}_K^3 - \mathbb{G}_\theta^{(2)}(\mathbf{w}_3, \mathbf{x}_1)(\mathbf{f}_K^3) \right)
\]

and thus the remaining must belong to the conditional. This gives the prior conditional for \( C \) processes:

\[
p(\mathbf{f}_K | \mathbf{u}_K, \mathbf{W}, \mathbf{X}, \mathbf{Z}, \nu) = p(\mathbf{f}_0 | \mathbf{u}_0, \mathbf{X}, \mathbf{Z}, \nu) \prod_{k=0}^{K-1} \left| \frac{\partial \mathbb{G}_\theta^{(1)}(\mathbf{w}_1, \mathbf{x}_1)(\mathbf{f}_K^i)}{\partial \mathbf{f}_K^i} \right|^{-1}
\]

matching the result in Eq. 29. With this, we are now ready to derive the sparse variational inference algorithm.

A.2.2. MARGINAL VARIATIONAL DISTRIBUTION \( q(\mathbf{f}_K) \)

The variational distribution is defined following the ideas from Maroñas et al. (2021); Titsias (2009); Hensman et al. (2013):

\[
q(\mathbf{f}_K, \mathbf{u}_K, \mathbf{W}) = p(\mathbf{f}_K | \mathbf{u}_K, \mathbf{W}) q(\mathbf{u}_K | \mathbf{W}) q(\mathbf{W})
\]

where we use the conditional model’s prior derived in the previous section and a marginal conditional variational distribution that is defined by warping a multivariate Gaussian in the original \( \mathbb{G} \) space \( q(\mathbf{u}_0 | \mathbf{m}, \mathbf{S}) \) using \( \mathbb{G} \), where \( \mathbf{m} \in \mathbb{R}^M, \mathbf{S} \in \mathbb{R}^{M \times M} \), with the flows from the prior \( \mathbb{G} \):

\[
q(\mathbf{u}_K | \mathbf{m}, \mathbf{S}, \mathbf{W}, \mathbf{Z}) = q(\mathbf{u}_0 | \mathbf{m}, \mathbf{S}) \prod_{k=0}^{K-1} \left| \frac{\partial \mathbb{G}_\theta^{(1)}(\mathbf{w}_1, \mathbf{z})(\mathbf{u}_K^i)}{\partial \mathbf{u}_K^i} \right|^{-1}
\]

\[
\prod_{c=2}^{C} \delta \left( \mathbf{u}_K^c - \mathbb{G}_\theta^{(c)}(\mathbf{w}_c, \mathbf{z})(\mathbf{u}_K^c) \right)
\]
and where the distribution over the NN weights factorizes:

\[ q(\mathbf{W} | \phi) = \prod_{c=1}^{C} q(\mathbf{W}^c | \phi_c) \]  

(36)

where \( \phi \) denote variational parameters. Note that the dependence of the marginal \( q(\mathbf{u}_K) \) on \( \mathbf{W} \) is required since this distribution is parameterized by the flows of the prior and so inference over \( \mathbf{W} \) requires dependence between \( q(\mathbf{u}_K) \) and \( q(\mathbf{W} | \phi) \).

To derive our inference algorithm, we need to show how to integrate out inducing points, which turns out that can be done analytically when using diagonal flows, as in Maroñas et al. (2021):

\[
q(\mathbf{f}_K | \mathbf{W}) = \int_{\mathbf{u}_K} \ldots \int_{\mathbf{u}_K} p(\mathbf{f}_K | \mathbf{u}_K) q(\mathbf{u}_K) d\mathbf{u}_K \ldots d\mathbf{u}_K^C
\]

\[
= \int_{\mathbf{u}_K} \ldots \int_{\mathbf{u}_K} p(\mathbf{f}_K | \mathbf{u}_K) \prod_{c=2}^{C} \delta \left( \mathbf{f}_K^c - \epsilon_{\theta(\mathbf{w}_c, X)} \circ \mathbb{H}_{\theta(\mathbf{w}_1, X)}(\mathbf{f}_K^1) \right) \\
q(\mathbf{u}_K^1) \prod_{c=2}^{C} \delta \left( \mathbf{u}_K^c - \epsilon_{\theta(\mathbf{w}_c, Z)} \circ \mathbb{H}_{\theta(\mathbf{w}_1, Z)}(\mathbf{u}_K^1) \right) d\mathbf{u}_K^1 \ldots d\mathbf{u}_K^C
\]

\[
= \prod_{c=2}^{C} \delta \left( \mathbf{f}_K^c - \epsilon_{\theta(\mathbf{w}_c, X)} \circ \mathbb{H}_{\theta(\mathbf{w}_1, X)}(\mathbf{f}_K^1) \right)
\int_{\mathbf{u}_K} \ldots \int_{\mathbf{u}_K} p(\mathbf{f}_K^1 | \mathbf{u}_K^1) q(\mathbf{u}_K^1) d\mathbf{u}_K^1
\]

\[
= \prod_{c=2}^{C} \delta \left( \mathbf{f}_K^c - \epsilon_{\theta(\mathbf{w}_c, X)} \circ \mathbb{H}_{\theta(\mathbf{w}_1, X)}(\mathbf{f}_K^1) \right) \int_{\mathbf{u}_K} p(\mathbf{f}_K^1 | \mathbf{u}_K^1) q(\mathbf{u}_K^1) d\mathbf{u}_K^1
\]

\[
= \prod_{c=2}^{C} \delta \left( \mathbf{f}_K^c - \epsilon_{\theta(\mathbf{w}_c, X)} \circ \mathbb{H}_{\theta(\mathbf{w}_1, X)}(\mathbf{f}_K^1) \right) \prod_{k=0}^{K-1} \left| \det \frac{\partial \mathbb{G}_{\theta_k(\mathbf{w}_1, X)}(\mathbf{f}_K^1)}{\partial \mathbf{f}_K^1} \right|^{-1} \\
\int_{\mathbf{f}_K} \ldots \int_{\mathbf{f}_K} p(\mathbf{f}_K | \mathbf{u}_K) q(\mathbf{u}_K) d\mathbf{u}_K
\]

\[
= q(\mathbf{f}_0) \prod_{k=0}^{K-1} \left| \det \frac{\partial \mathbb{G}_{\theta_k(\mathbf{w}_1, X)}(\mathbf{f}_K^1)}{\partial \mathbf{f}_K^1} \right|^{-1} \prod_{c=2}^{C} \delta \left( \mathbf{f}_K^c - \epsilon_{\theta(\mathbf{w}_c, X)} \circ \mathbb{H}_{\theta(\mathbf{w}_1, X)}(\mathbf{f}_K^1) \right)
\]

where \( q(\mathbf{f}_0) \) is given by Eq. 20. Note that the form of this marginal variational distribution \( q(\mathbf{f}_K) \) implies the following generative procedure already used in the definition of the ETGP:

\[
\mathbf{f}_0 \sim q(\mathbf{f}_0) \\
\mathbf{f}_K^1 = \mathbb{G}_{\theta(\mathbf{w}_1, X)}(\mathbf{f}_0), \ \mathbf{f}_K^2 = \mathbb{G}_{\theta(\mathbf{w}_2, X)}(\mathbf{f}_0) \ldots \mathbf{f}_K^C = \mathbb{G}_{\theta(\mathbf{w}_C, X)}(\mathbf{f}_0)
\]  

(38)

The sequence of steps used in the derivation are the followings. We start by writing the marginalization in terms of the conditional distribution \( p(\mathbf{f}_K | \mathbf{u}_K^1, \mathbf{W}) \) and the proposed marginal variational \( q(\mathbf{u}_K | \mathbf{W}) \). From second to third equality we take out from the integral the terms that do not depend on \( \mathbf{u}_K^1 \). Then from third to fourth equality we integrate out all \( \mathbf{u}_K \) except the pivot \( \mathbf{u}_K^1 \). Note that integration here is straightforward since the Dirac measure integrates to 1\(^3\). This let us with one integral over \( \mathbf{u}_K^1 \). From fourth to fifth equality, we write \( p(\mathbf{f}_K^1 | \mathbf{u}_K^1) \) using the expression in Eq. 33, and since the Jacobian does not depend on \( \mathbf{u}_K^1 \) it is taken out from the integral. Lastly, we apply the LOTUS rule (see appendix in Maroñas et al. (2021) and below) by noting an expectation over \( q(\mathbf{u}_K) \), which give us a simple Gaussian integral, from which analytical solution \( q(\mathbf{f}_0) \) is well known. This distribution coincides with the SVGP marginal variational given by Eq. 20, as in TGPS.

For self-contained purposes we copy the LOTUS rule definition in Maroñas et al. (2021):

\footnote{Readers concerned with the integration of the Dirac measure in this context can replace it by a Gaussian density taking the limit of \( \sigma \rightarrow 0 \).}
\textbf{LOTUS rule:} Given an invertible transformation \( G \), and the distribution \( p(f_K) \) induced by transforming samples from a base distribution \( p(f_0) \), then it holds that expectations of any function \( h() \) under \( p(f_K) \) can be computed by integrating w.r.t. the base distribution \( p(f_0) \). This is formally known as probability under change of measure. Formally, the above statement implies:

\[
E_{p(f_K)}[h(f_K)] = E_{p(f_0)}[h(G(f_0))]
\]  

\subsection*{A.2.3. Evidence Lower Bound elbo}

The Evidence Lower Bound resulting from the prior model and the variational approximate posterior can be written down as:

\[
\text{ELBO} = \int_{f_{\mathbf{K}}} \int_{\mathbf{u}_{\mathbf{K}}} \int_{\mathbf{W}} q(f_{\mathbf{K}}, \mathbf{u}_{\mathbf{K}} | \mathbf{W}) q(\mathbf{W}) \log p(y | f_{\mathbf{K}}) p(\mathbf{f}_{\mathbf{K}}, \mathbf{u}_{\mathbf{K}} | \mathbf{W}) p(\mathbf{W}) \, df_{\mathbf{K}} d\mathbf{u}_{\mathbf{K}} d\mathbf{W} = \int_{f_{\mathbf{K}}} \int_{\mathbf{u}_{\mathbf{K}}} \int_{\mathbf{W}} q(f_{\mathbf{K}}, \mathbf{u}_{\mathbf{K}} | \mathbf{W}) q(\mathbf{W}) \log p(y | f_{\mathbf{K}}) \, df_{\mathbf{K}} d\mathbf{u}_{\mathbf{K}} d\mathbf{W}
\]

\[
= \int_{f_{\mathbf{K}}} \int_{\mathbf{u}_{\mathbf{K}}} \int_{\mathbf{W}} q(f_{\mathbf{K}}, \mathbf{u}_{\mathbf{K}} | \mathbf{W}) q(\mathbf{W}) \log \frac{p(f_{\mathbf{K}}, \mathbf{u}_{\mathbf{K}} | \mathbf{W}) p(\mathbf{W})}{q(f_{\mathbf{K}}, \mathbf{u}_{\mathbf{K}} | \mathbf{W}) q(\mathbf{W})} \, df_{\mathbf{K}} d\mathbf{u}_{\mathbf{K}} d\mathbf{W}
\]

\[
= \int_{f_{\mathbf{K}}} \int_{\mathbf{u}_{\mathbf{K}}} \int_{\mathbf{W}} q(f_{\mathbf{K}}, \mathbf{u}_{\mathbf{K}} | \mathbf{W}) q(\mathbf{W}) \log \frac{\prod_{c=2}^{C} \delta \left( u_{K}^c - G_{\theta}^{c}(w^{c}, z) \circ H_{\theta}^{c}(w^{c}, z)(u_{K}^{c-1}, u_{K}^{c}) \right)}{p(f_{\mathbf{K}}) p(\mathbf{W})} \, df_{\mathbf{K}} d\mathbf{u}_{\mathbf{K}} d\mathbf{W}
\]

\[
+ \int_{f_{\mathbf{K}}} \int_{\mathbf{u}_{\mathbf{K}}} \int_{\mathbf{W}} q(f_{\mathbf{K}}, \mathbf{u}_{\mathbf{K}} | \mathbf{W}) q(\mathbf{W}) \log \frac{p(u_{K}^c | \mathbf{W}_{1}) p(\mathbf{W})}{q(u_{K}^c | \mathbf{W}_{1}) q(\mathbf{W})} \, df_{\mathbf{K}} d\mathbf{u}_{\mathbf{K}} d\mathbf{W}
\]

\[
= \int_{u_{K}} q(u_{K} | \mathbf{W}) \prod_{c=2}^{C} \delta \left( u_{K}^c - G_{\theta}(w^{c}, z) \circ H_{\theta}(w^{c}, z)(u_{K}^{c-1}, u_{K}^{c}) \right) q(\mathbf{W}) \log \frac{p(u_{K}^c | \mathbf{W}_{1}) p(\mathbf{W})}{q(u_{K}^c | \mathbf{W}_{1}) q(\mathbf{W})} \, du_{K} d\mathbf{W}
\]

\[
= \int_{u_{K}} q(u_{K} | \mathbf{W}) \prod_{c=2}^{C} \delta \left( u_{K}^c - G_{\theta}(w^{c}, z) \circ H_{\theta}(w^{c}, z)(u_{K}^{c-1}, u_{K}^{c}) \right) q(\mathbf{W}) \log \frac{p(u_{K}^c | \mathbf{W}_{1}) p(\mathbf{W})}{q(u_{K}^c | \mathbf{W}_{1}) q(\mathbf{W})} \, du_{K} d\mathbf{W}
\]

\[
= \int_{\mathbf{W}} q(\mathbf{W}) \int_{u_{K}} q(u_{K} | \mathbf{W}) \log \frac{p(u_{K}^c | \mathbf{W}) p(\mathbf{W})}{q(u_{K}^c | \mathbf{W}) q(\mathbf{W})} \, du_{K} d\mathbf{W} + \int_{\mathbf{W}} q(\mathbf{W}) \log \frac{p(\mathbf{W})}{q(\mathbf{W})} \, d\mathbf{W}
\]

\[
= \text{KL}[q(u_{0}) || p(u_{0})] - \text{KL}[q(\mathbf{W}) || p(\mathbf{W})]
\]

where in the second and third equalities we cancel common terms. From equality 3 to 4 we integrate out all \( f_{\mathbf{K}} \) since nothing depends on them. In step from equality 4 to 5 we integrate out the Dirac measures over all the non-pivot elements. From equality 5 to 6 we separate expectations and step 6 to 7 can be derived in two ways. First, since KL is invariant under a parameter transformation (reparameterization) and both the prior and variational distributions are transformed with the same warping function \( G_{\theta} \), then the KL can be written as that on the original cp space. Another way to derive this KL is by noting an expected value of a log-ratio w.r.t. \( q(\mathbf{u}_{\mathbf{K}}) \), allowing us to apply the LOTUS rule, and corresponding Jacobian cancellations.
More precisely:

$$\int_{\mathbf{u}_K} q(\mathbf{u}_K^1) \log \frac{p(\mathbf{u}_K^1)}{q(\mathbf{u}_K^1)} d\mathbf{u}_K^1$$

$$= \int_{\mathbf{u}_K} q(\mathbf{u}_K^1) \log \frac{p(\mathbf{u}_0 | \mathbf{z}, \nu) \prod_{k=0}^{K-1} \det \frac{\partial G_{\theta(x, \nu)}^{\mathbf{u}_k^1 (\mathbf{u}_k^1)}}{\partial \mathbf{u}_k^1}}{q(\mathbf{u}_0 | \mathbf{m}, \mathbf{S}) \prod_{k=0}^{K-1} \det \frac{\partial G_{\theta(x, \nu)}^{\mathbf{u}_k^1 (\mathbf{u}_k^1)}}{\partial \mathbf{u}_k^1}} d\mathbf{u}_K^1$$

$$= \int_{\mathbf{u}_0} q(\mathbf{u}_0) \log \frac{p(\mathbf{u}_0 | \mathbf{z}, \nu)}{q(\mathbf{u}_0 | \mathbf{m}, \mathbf{S})} d\mathbf{u}_0 \quad (42)$$

which is a similar derivation to that in Maroñas et al. (2021). Note that we could also recognize the LOTUS rule being applied from equality 3 to equality 7 directly in Eq. 41, by previously integrating out $\mathbf{f}_K$ and without the $\delta(\cdot)$ cancellations. In other words, we can see the full KL over $\pi_K$ as a direct reparameterization applied to $\mathbf{u}_0$.

We next derive the ELL:

$$\text{ELL} = \int_{\mathbf{W}_1} \int_{\mathbf{f}_K} \int_{\pi_K} q(\mathbf{f}_K, \pi_K | \mathbf{W}) q(\mathbf{W}) \log p(\mathbf{y} | \mathbf{f}_K) d\mathbf{f}_K d\pi_K d\mathbf{W}$$

$$= \int_{\mathbf{W}_1} \int_{\mathbf{f}_k} q(\mathbf{f}_K | \mathbf{W}) q(\mathbf{W}) \log p(\mathbf{y} | \mathbf{f}_K) d\mathbf{f}_K d\mathbf{W}$$

$$= \int_{\mathbf{W}_1} \int_{\mathbf{f}_0} q(f_0) q(\mathbf{W}) \log p(\mathbf{y} | \mathbf{W}) \prod_{c=1}^{C} \frac{\pi_c(\mathbf{W}, \mathbf{x}_n)(f_{0,n})}{\mathbf{f}_{0,n}} d\mathbf{f}_0 d\mathbf{W}$$

$$= \int_{\mathbf{W}_1} \int_{\mathbf{f}_0} q(f_0) q(\mathbf{W}) \log \prod_{c=1}^{C} \int_{f_{0,n}} q(f_{0,n}) \log \frac{\pi_c(\mathbf{W}, \mathbf{x}_n)(f_{0,n})}{\mathbf{f}_{0,n}} d\mathbf{f}_{0,n} d\mathbf{W} \quad (43)$$

$$\approx \sum_{n=1}^{N} \sum_{c=1}^{C} \sum_{s=1}^{S} \int_{f_{0,n}} q(f_{0,n}) \log \frac{\pi_c(\mathbf{W}, \mathbf{x}_n)(f_{0,n})}{\mathbf{f}_{0,n}} d\mathbf{f}_{0,n} \mathbf{W}_s \sim q(\mathbf{W})$$

where we first integrate out $\pi_K$ yielding the derived conditional marginal $q(\mathbf{f}_K | \mathbf{W})$ and then apply the LOTUS rule to expectation w.r.t. $q(\mathbf{f}_K | \mathbf{W})$. The remaining steps are similar to SVGP when plugging the specific Categorical Likelihood used in this work.

Using both derivations we recover the ELBO in the main paper (Eq. 9):

$$\text{ELBO} = \sum_{n=1}^{N} \sum_{c=1}^{C} \mathbb{I}(y^n = c) \int_{\mathbf{W}_1} q(\mathbf{W}) \int_{f_{0,n}} q(f_{0,n}) \log \frac{\pi_c(\mathbf{W}, \mathbf{x}_n)(f_{0,n})}{\mathbf{f}_{0,n}} d\mathbf{f}_{0,n} d\mathbf{W}$$

$$- \text{KL}[q(\mathbf{u}_0) || p(\mathbf{u}_0)] - \text{KL}[q(\mathbf{W}) || p(\mathbf{W})] \quad (44)$$

A.2.4. Computational Advantages

We highlight differences between our proposed model and SVGPs. First, expectations w.r.t. $q(f_0)$ in Eq. 44 can be computed with 1-d quadrature. By contrast, the SVGP method cannot use quadrature methods and require Monte Carlo. This makes our algorithm computationally advantageous. On the other side expectations w.r.t. the NN’s parameters can be computed using batched matrix multiplications and in practice we use Monte Carlo Dropout (Gal & Ghahramani, 2016) with one Monte Carlo sample for training, making this computation very efficient. Moreover, the number of GP operations is constant with $C$. To get $q(f^*)$ in SVGPs one needs a cubic operation to invert $K_{y}(\mathbf{Z}, \mathbf{Z})$ and $M^2$ operation to compute the variational parameters per class and datapoint, giving a complexity of $O(CM^3 + CNM^2)$. This can be alleviated by sharing $K_{y}$ and $\mathbf{Z}$ across GPS, resulting in $O(M^3 + CNM^2)$, at the cost of limiting expressiveness, as shown in the experiment section. ETGP cost is always $O(M^3 + NM^2)$ (without considering the NN’s computations, which for the architecture presented is often much faster and can be done in parallel to GP operations).
A.3. Proof of Proposition 1

In this section we prove proposition 1, which we restate for clarity.

**Proposition 1.** The joint conditional distribution of $C$ non-stationary $\mathcal{GP}$s obtained via a linear flow is given by:

$$p(\mathbf{f}_K \mid \mathbf{W}) = \mathcal{N}(\mathbf{f}_K^1 \mid \mathbf{b}^1, \mathbf{A}_1 K_\nu(\mathbf{X}, \mathbf{X}) \mathbf{A}_1^T) \prod_{c=2}^C \delta\left(\mathbf{f}_K^c - \mathbb{G}_{\theta(\mathbf{W}; \mathbf{x})} \circ \mathbb{H}_{\theta(\mathbf{W}; \mathbf{x})}(\mathbf{f}_K^1)\right),$$

(45)

with $\mathbf{b}^1 = (b_1^1(x^1), \ldots, b_1^1(x^N))^T$ and $\mathbf{A}_1 \in \mathbb{R}^{N \times N}$ a diagonal matrix with entries $a_1^1 = (a_1^1(x^1), \ldots, a_1^1(x^N))^T$. Each marginal $p(\mathbf{f}_K^c)$ is Gaussian with mean and covariance given by $\mathbf{b}^c$ and $\mathbf{A}_c K_\nu(\mathbf{X}, \mathbf{X}) \mathbf{A}_c^T$, respectively. The covariance matrix between the pivot $\mathbf{f}_K^c$ and $\mathbf{f}_K^c$, for $c \neq 1$, is given by: $a_1^c (a_1^c)^T \otimes K_\nu(\mathbf{X}, \mathbf{X})$ with $\otimes$ denoting Hadamart product.

The proof is divided in two steps. We first derive the marginal distributions $\{p(\mathbf{f}_K^c)\}_{c=1}^C$ and then the covariances. For all the proof we will assume that the pivot is $\mathbf{f}_K^1$. First, since a linear flow is used, we can write the flow mapping over a set of samples $\mathbf{X} = (x^1, \ldots, x^N)$ in matrix form as:

$$\mathbf{f}_K^1 = \mathbf{A}_1 \mathbf{f}_0 + \mathbf{b}^1$$

(46)

with $\mathbf{A}_1 \in \mathbb{R}^{N \times N}$ being a diagonal matrix with entries $a_1^1 = (a_1^1(x^1), \ldots, a_1^1(x^N))^T$. Thus, using the fact that $p(\mathbf{f}_0 \mid \mathbf{X}, \nu) = \mathcal{N}(f_0 \mid 0, K_\nu(\mathbf{X}, \mathbf{X}))$ and the resulting density when applying a linear transformation to a Gaussian density, the marginal distribution over $\mathbf{f}_K^1$ is:

$$\mathcal{N}(\mathbf{f}_K^1 \mid \mathbf{b}^1, \mathbf{A}_1 K_\nu(\mathbf{X}, \mathbf{X}) \mathbf{A}_1^T)$$

(47)

Note that for non-zero mean $\mathcal{GP}$ the mean would be given by $m^1 + \mathbf{A}_1 \mu_\nu(\mathbf{X})$. To derive the marginal distribution for each $c$ we solve the following integral:

$$p(\mathbf{f}_K^c) = \int_{\mathbf{f}_K^c} p(\mathbf{f}_K^c)p(\mathbf{f}_K^c \mid \mathbf{f}_K^1)df_K^c$$

$$= \int_{\mathbf{f}_K^c} \mathcal{N}(\mathbf{f}_K^1 \mid \mathbf{b}^1, \mathbf{A}_1 K_\nu(\mathbf{X}, \mathbf{X}) \mathbf{A}_1^T) \delta\left(\mathbf{f}_K^c - \mathbb{G}_{\theta(\mathbf{W}; \mathbf{x})} \circ \mathbb{H}_{\theta(\mathbf{W}; \mathbf{x})}(\mathbf{f}_K^1)\right) df_K^c$$

(48)

Before solving it note that for any $c$ we have:

$$\mathbf{f}_K^c = \mathcal{G}_{\theta(\mathbf{W}; \mathbf{x})} \circ \mathbb{H}_{\theta(\mathbf{W}; \mathbf{x})}(\mathbf{f}_K^1)$$

$$= \mathbf{A}_c^{-1} \left[\mathbf{f}_K^c - \mathbf{b}^1\right] + \mathbf{b}^c$$

(49)

yielding:

$$p(\mathbf{f}_K^c) = \int_{\mathbf{f}_K^c} \mathcal{N}(\mathbf{f}_K^1 \mid \mathbf{b}^1, \mathbf{A}_1 K_\nu(\mathbf{X}, \mathbf{X}) \mathbf{A}_1^T) \delta\left(\mathbf{f}_K^c - \mathbf{A}_c^{-1} \left[\mathbf{f}_K^c - \mathbf{b}^1\right] - \mathbf{b}^c\right)df_K^c$$

$$= \int_{\mathbf{f}_K^c} \mathcal{N}(\mathbf{f}_K^1 \mid \mathbf{b}^1, \mathbf{A}_1 K_\nu(\mathbf{X}, \mathbf{X}) \mathbf{A}_1^T) \delta(\mathbf{f}_K^c - \mathbf{A}_c^{-1} \mathbf{f}_K^1 + \mathbf{A}_c^{-1} \mathbf{b}^1 - \mathbf{b}^c)df_K^c$$

(50)

We then rewrite this last expression to highlight the integral to be solved:

$$\int_{\mathbf{f}_K^c} \mathcal{N}(\mathbf{f}_K^1 \mid \mathbf{m}, \mathbf{S}) \delta(\mathbf{f}_K^c - \mathbf{Qf}_K^1 - \mathbf{r})df_K^c$$

(51)

with:

$$\mathbf{m} = \mathbf{b}^1$$

$$\mathbf{S} = \mathbf{A}_1 K_\nu(\mathbf{X}, \mathbf{X}) \mathbf{A}_1^T$$

$$\mathbf{Q} = \mathbf{A}_c^{-1}$$

$$\mathbf{r} = -\mathbf{A}_c^{-1} \mathbf{b}^1 + \mathbf{b}^c$$

(52)
The marginal distribution for any \( f_K \) where we apply some standard matrix identities. In particular the transpose of the product is the product of the transposes in reverse order, and the transpose of a diagonal matrix is equal to the diagonal matrix. For the mean we have:

\[
\mathcal{N} ( f_K^c - r \mid m, S) = \mathcal{N} ( f_K^c - r - m = f_K^c - (m + r) )
\]

where the last step holds by writing the Gaussian density and checking it.

\[
= \mathcal{N} ( f_K^c - r \mid m, S ) = \mathcal{N} ( f_K^c \mid m + r, S )
\]

The second part of the proof characterizes some of the linear dependencies (covariance) in the joint distribution. For this reason, in this proposition we just characterize the covariances between any \( f_K^c \) and the \( \text{pivot} f_K^d \). For this we use the expression:

\[
\text{COV}[f_K^d, f_K^c] = E[f_K^d (f_K^c)^T] - E[f_K^d]E[f_K^c]^T
\]
The expected values can be directly obtained from the marginal distributions obtained in the first part of the proof. In particular:

\[
E[f_K^1] = b^1 \\
E[f_K^c] = b^c
\]

(60)

To derive the covariance, it is easier to do it by just looking at its entries at two single points locations \(x^n\) and \(x^{n'}\) and then generalizing the result. Following the main paper notation we have \(f_{0,n} := f_0(x^n), b^c(x^n) := b^c_n \) and \(a^c(x^n) := a^c_n\).

**A.3.1. Covariance Between \(f_{1,K},n\) and \(f_{K,n}\) at a Single Location \(n\)**

For this we compute:

\[
E[f_{1,K,n} f_{K,n}^c] =
\int_{f_{1,K,n}^0} \int_{f_{K,n}^0} f_{K,n} f_{K,n}^c \mathcal{N} \left( f_{K,n}^1 \mid b_1^n, a_1^n K_\nu(x^n, x^n) a_1^n \right) \delta \left( f_{K,n} - \frac{a_n^c}{a_n^c} \left[ f_{1,K,n}^1 - b_1^n \right] - b_n^c \right) \, df_{1,K,n} \, df_{K,n}
\]

\[
= \int_{f_{1,K,n}^0} \int_{f_{K,n}^0} \left[ \frac{a_n^c}{a_n^c} f_{1,K,n} f_{K,n}^1 - \frac{a_n^c}{a_n^c} \frac{b_1^n}{a_1^n} f_{1,K,n}^1 + b_n^c f_{K,n} \right] \mathcal{N} \left( f_{K,n}^1 \mid b_1^n, a_1^n K_\nu(x^n, x^n) a_1^n \right) \, df_{1,K,n} \, df_{K,n}
\]

\[
= \frac{a_n^c}{a_n^c} \left[ a_n^c K_\nu(x^n, x^n) a_1^n + \left( b_1^n \right)^2 - \frac{a_n^c}{a_1^n} \left( b_1^n \right)^2 + b_n^c b_1^n \right]
\]

\[
= a_n^c K_\nu(x^n, x^n) a_1^n + b_n^c b_1^n
\]

yielding,

\[
\text{COV}[f_{1,K,n}, f_{K,n}^c] = E[f_{1,K,n} f_{K,n}^c] - E[f_{1,K,n}] \, E[f_{K,n}^c]
\]

\[
= a_n^c K_\nu(x^n, x^n) a_1^n + b_n^c b_1^n - b_n^c b_n^c
\]

\[
= a_n^c K_\nu(x^n, x^n) a_1^n
\]

(62)

So the covariance between two processes at all locations \(N \) will be given by the diagonal of \(K_\nu(X, X)\) element-wise multiplied by the diagonal of \(a^c(a^c)^T\).

**A.3.2. Covariance Between \(f_{1,K},n\) and \(f_{K,n}'\) at Different Locations \(n, n'\)**

We again emphasize the main paper notation for easier presentation and re-highlight that for this particular section \(f_K = (f_{1,K}, f_{K,n'})^T\) and similar for any parameter short cut e.g. \(b^1\). For this we compute:

\[
E[f_{1,K,n} f_{K,n'}] =
\int_{f_{1,K,n}^0} \int_{f_{K,n'}^0} f_{K,n} f_{K,n'} \mathcal{N} \left( f_K^1 \mid b^1, A_1 K_\nu(X, X) A_1^T \right) \delta \left( f_K - \frac{a_n^c}{a_n^c} \left[ f_{1,K,n}^1 - b_1^n \right] - b_n^c \right) \, df_{1,K,n} \, df_{K,n'}
\]

\[
= \int_{f_{1,K,n}^0} \int_{f_{K,n'}^0} \left[ \frac{a_n^c}{a_n^c} f_{1,K,n} f_{K,n'} - \frac{a_n^c}{a_n^c} \frac{b_1^n}{a_1^n} f_{1,K,n} + b_n^c f_{K,n'} \right] \mathcal{N} \left( f_K^1 \mid b^1, A_1 K_\nu(X, X) A_1^T \right) \, df_{1,K,n} \, df_{K,n'}
\]

\[
= \frac{a_n^c}{a_n^c} \left[ a_n^c K_\nu(x^n, x^{n'}) a_1^n + b_1^n b_1^n - \frac{a_n^c}{a_1^n} b_1^n b_1^n + b_n^c b_1^n \right]
\]

\[
= a_n^c a_1^n K_\nu(x^n, x^{n'}) + b_n^c b_1^n
\]

(63)

yielding,

\[
\text{COV}[f_{1,K,n}, f_{K,n'}] = E[f_{1,K,n} f_{K,n'}] - E[f_{1,K,n}] \, E[f_{K,n'}]
\]

\[
= a_n^c a_1^n K_\nu(x^n, x^{n'}) + b_n^c b_1^n - b_n^c b_n^c
\]

\[
= a_n^c a_1^n K_\nu(x^n, x^{n'})
\]

(64)

Note that from the above integral is easy to see that \(\text{COV}[f_{1,K,n}, f_{K,n'}] = a_n^c a_1^n K_\nu(x^n', x^n)\).
A.3.3. Covariance Between $f^K$ and $f^K_o$

We have derived the covariance between the pivot and any other process at the same location $x^n$ and between two different locations $x^n, x^{n'}$. Note that for $N$ arbitrary locations $X$, the covariance between any pair of elements can be obtained by any of the two derivations shown above.

In summary, at a given location $x^n$ the covariance between two processes is $\alpha^c(x^n)\alpha^1(x^n)K_{cr}(x^n, x^{n'})$ and at two different locations $x^n$ and $x^{n'}$ the covariance between two processes is $\alpha^c(x^n)\alpha^1(x^n)K_{rr}(x^n, x^{n'})$.

Thus, the covariance between the processes at $N$ locations $X$ is given by $\alpha^1(x^*)^T \circ K_{cr}(X, X)$.

A.4. Alternative Derivation of Eq. 56

We found a simpler way of obtaining Eq. 56 by approximating the Dirac measure with a Gaussian and taking the limit of the variance to 0. With this, we can apply standard Gaussian integration and yield the desired result.

First:

$$\delta(f^K_r - Qf^K_r - r) = \lim_{\lambda \to 0} \mathcal{N}(f^K_r | Qf^K_r + r, \lambda I)$$

and so the integral is solved by:

$$p(f^K_r) = \lim_{\lambda \to 0} \int_{f^K_r} \mathcal{N}(f^K_r | m, S) \mathcal{N}(f^K_r | Qf^K_r + r, \lambda I) df^K_r$$

$$= \lim_{\lambda \to 0} \mathcal{N}(f^K_r | Qm + r, \lambda I + QSQ^T)$$

$$= \mathcal{N}(f^K_r | Qm + r, QSQ^T)$$

A.5. Algebra Manipulation of the Gaussian Distribution

We are interested in showing:

$$\mathcal{N}(Q^{-1}(f^K_r - r) | m, S) = \det Q \mathcal{N}(f^K_r | Qm + r, QSQ^T)$$

We provide the steps to be performed since we haven’t found the steps available in the references searched. We can show this equivalence either by the technique of completing the square or by making simple manipulations to the argument in the Gaussian distribution. We assume these Gaussian distributions have dimensionality $n$. Our manipulations use standard matrix operations that can be found in the matrix cookbook (Petersen & Pedersen, 2012).

A.5.1. Manipulation of the Exponent

We have:

$$\mathcal{N}(Q^{-1}(f^K_r - r) | m, S)$$

$$= \frac{1}{(2\pi)^{n/2}(\det S)^{1/2}} \exp \left\{ (Q^{-1}(f^K_r - m))^T S^{-1}(Q^{-1}(f^K_r - m)) \right\}$$

$$= \frac{1}{(2\pi)^{n/2}(\det S)^{1/2}} \exp \left\{ ((Q^{-1}f^K_r)^T - (Q^{-1}r)^T - m^T)Q^T(Q^{-1})^{-1}S^{-1}Q(Q^{-1}f^K_r - Q^{-1}r - m) \right\}$$

$$= \frac{1}{(2\pi)^{n/2}(\det S)^{1/2}} \exp \left\{ ((Q^{-1}f^K_r)^TQ^{-1} - (Q^{-1}r)^TQ^{-1} - m^TQ^{-1})((Q^{-1})^{-1}S^{-1}Q^{-1}(f^K_r - r - Qm) \right\}$$

$$= \frac{1}{(2\pi)^{n/2}(\det S)^{1/2}} \exp \left\{ (f^K_r^T(Q^{-1})^{-1}Q^{-1} - Q^{-1}r^T(Q^{-1})^{-1}Q^{-1} - (Qm)^T((Q^{-1})^{-1}S^{-1}Q^{-1}(f^K_r - r - Qm) \right\}$$

$$= \frac{1}{(2\pi)^{n/2}(\det S)^{1/2}} \exp \left\{ (f^K_r^T - r^T - (Qm)^T)(QSQ^{-1})(f^K_r - r - Qm) \right\}$$

This gives an unnormalized Gaussian distribution with mean $Qm + r$ and covariance $QSQ^T$.
A.5.2. Completing the square method

We can obtain a similar result by the technique of completing the square. Since we know that a scale and shift on a function argument does not change the function shape, i.e. scaling and shifting a Gaussian will give a Gaussian curve, we can use the technique of completing the square to recognize the mean and covariance matrix (Bishop, 2007).

From:

\[
\mathcal{N}(Q^{-1}(f_K - r) \mid m, S) = \frac{1}{(2\pi)^{n/2}(\det S)^{1/2}} \exp \left\{ (Q^{-1}(f_K - r) - m)^T S^{-1} (Q^{-1}(f_K - r) - m) \right\}
\]

We expand the quadratic form:

\[
\begin{align*}
(Q^{-1}(f_K - r) - m)^T S^{-1} (Q^{-1}(f_K - r) - m) \\
= (Q^{-1}(f_K - r))^T S^{-1} (Q^{-1}(f_K - r)) - 2(Q^{-1}(f_K - r))^T S^{-1} m + m^T S^{-1} m
\end{align*}
\]

and first recognize the terms depending quadratically on \( f_K \):

\[
(Q^{-1} f_K)^T S^{-1} Q^{-1} f_K = f_K^T (Q^{-1})^T S^{-1} Q^{-1} f_K
\]

Recognizing the covariance to be \( QSQ^T \). Now looking at the terms that depend linearly on \( f_K \) we have:

\[
\begin{align*}
- (Q^{-1} f_K)^T S^{-1} Q^{-1} r - (Q^{-1} r)^T S^{-1} Q^{-1} f_K - 2(Q^{-1} f_K)^T S^{-1} m \\
= -f_K^T (Q^{-1})^T S^{-1} Q^{-1} r - r^T (Q^{-1})^T S^{-1} Q^{-1} f_K - 2f_K^T (Q^{-1})^T S^{-1} m
\end{align*}
\]

Looking closely at \( r^T (QSQ^T)^{-1} f_K \) we have:

\[
\begin{align*}
r^T (QSQ^T)^{-1} f_K &= f_K^T ((QSQ^T)^{-1})^T r \\
&= f_K^T ((QSQ^T)^T)^{-1} r \\
&= f_K^T (QS^T Q^T)^{-1} r \\
&= f_K^T (QSQ^T)^{-1} r
\end{align*}
\]

since \( S \) is symmetric i.e. \( S = S^T \). This yields a final linear term given by:

\[
- f_K^T (QSQ^T)^{-1} r - f_K^T (QSQ^T)^{-1} r - 2f_K^T (Q^{-1})^T S^{-1} m
\]

By rewriting \(-2f_K^T (Q^{-1})^T S^{-1} m\) as:

\[
-2f_K^T (Q^{-1})^T S^{-1} m = -2f_K^T (Q^{-1})^T S^{-1} Q^{-1} Q m
\]

We obtain the final desired linear term:

\[
\begin{align*}
- f_K^T (QSQ^T)^{-1} r - f_K^T (QSQ^T)^{-1} r - 2f_K^T (Q^{-1})^T S^{-1} m \\
= -2f_K^T (QSQ^T)^{-1} r - 2f_K^T (QSQ^T)^{-1} Q m
\end{align*}
\]

Recognizing \( Qm + r \) as the mean of the distribution.
Finally, we would have to check if there is a way for the remaining constant terms to be re-written as $[Qm + r]^{\top}S^{-1}[Qm + r]$ otherwise the probability density would not be correctly normalized. Since we know from the previous section that this yields an unnormalized density we omit this step. Anyway we can skip this step since we know that function argument scaling is a non-volume preserving transformation, something that can be trivially checked by computing the area of a function $x(t) = u(t) - u(t - 1)$ and its scaled version $x(2t)$, where $u(t)$ is the unit (or Heaviside) step function.

This can be more formally check if we consider the probability under change of variable. If we have $y = f(x)$ for some invertible function $f(\cdot)$ with $y \sim p(y)$, then:

$$p(x) = p(y = f(x)) \left| \frac{\nabla f(x)}{x} \right|$$

(77)

for a linear transformation $y = Qx + r$, this gives:

$$p(x) = p(y = Qx + r) |\det Q|$$

(78)

formally showing that a scale in the argument of a density implies a non-volume preserving transformation and thus without the Jacobian correction it would not be a proper normalized density.

A.5.3. THE REMAINING NORMALIZATION CONSTANT

It is clear that the scaling of the Gaussian argument gives an unnormalized density with mean $Qm + r$ and covariance $QSQ^\top$. A proper normalized Gaussian density would have a multiplication constant equal to:

$$\frac{1}{(2\pi)^{n/2}(\det QSQ^\top)^{1/2}}$$

(79)

but our result has:

$$\frac{1}{(2\pi)^{n/2}(\det S)^{1/2}}$$

(80)

Operating the determinant we see:

$$(\det QSQ^\top)^{1/2} = (\det Q \det S \det Q^\top)^{1/2}$$

$$= (\det S)^{1/2}(\det Q \det Q)^{1/2} = (\det S)^{1/2} |\det Q|$$

(81)

where since the determinant is a scalar value we know that $\sqrt{x^2} = |x|$. This means that we need to scale our density by $1/|\det Q|$, or, in other words, our density has been unnormalized by multiplying it by $|\det Q|$. With this, we conclude:

$$\mathcal{N}(Q^{-1}(f_K - r) \mid m, S) = |\det Q| \mathcal{N}(f_K \mid Qm + r, QSQ^\top)$$

(82)
B. Experiment Appendix

In this appendix we provide training/evaluation details alongside additional results.

Information about the different datasets used can be found in the code, where a link to the website of each particular dataset can be found. Information about dataset preprocessing can also be found in the code since datasets are very different (images, tabular, tabular with discrete inputs etc) and so different preprocessing was done. General preprocessing steps are the normalization to [0, 1] range of image datasets, normalization by the mean and standard deviation in continuous tabular datasets, and different normalization procedures depending on the type of feature. For example, a dataset containing working age information was normalized by dividing by 65 since that is the maximum number of years (on average) of a standard worker’s life. Also for absenteeism we change the task target in order to increase the number of class labels.

With characterfont we did not use all the available data due to computational constraints. We did this since there is no clear standarization about how these tasks should be evaluated and so we adapted to evaluate the proposed algorithm, which needs high $C$ and a reasonable amount of training data. All this information can be checked in the code’s repository.

Common to all experiments is the following information. Experiments are run using GPFLOW (Matthews et al., 2017; van der Wilk et al., 2020). Unless mentioned we use default GPFLOW parameters. Inducing points are initialized using Kmeans algorithm for vowel, absenteeism and avila with 10 reinitializations and parallel Kmeans for characterfont and devangari with 3 reinitializations. The length scale of RBF kernels was initialized to 2.0 and the mixing matrix randomly. Non-stationary kernels are initialized with a length scale of 2.0 for the arcsine and with an identity matrix for the Neural Network kernel. All kernels employ automatic relevance determination if possible. The variational mean is initialized to zero and the Cholesky factorization of the variational covariance to the identity matrix multiplied by $1e-5$. In all the experiments the model used to compute the train/valid/test metrics was the model corresponding to the epoch with the best (highest) ELBO. We use Adam optimizer with a batch size of 10000. This implies that on the small datasets we are performing full batch gradient descent. This in addition with our deterministic initialization procedure removes most of the randomness in the results, removing the necessity of running several times the same experiments with different seeds. Note that in the ETGP, although the parameters of the NN are initialized randomly, we run an initialization procedure several times removing the influence from the random initialization. On the big datasets we perform stochastic gradient descent however running the models several times to remove possible noise in the stochastic gradient algorithm is unfeasible especially for SVGPs where some of the models took 4 days to run in our computer cluster.

For all the SVGP models we run models with learning rate values of 0.01 and 0.001. For certain choices of hyper-parameters if we saw that 0.01 was providing better results than 0.001 we keep searching just with 0.01. In some cases we also look for other learning rates e.g. 0.05 in light of finding the best baseline model to compare against. We run either 10000 or 15000 epochs for vowel, absenteeism and avila and 100, 200, 500, 1000, 2000 epochs for characterfont and devangari. For these last two dataset we do not always launch 2000 epochs, and only did it if we found a big increase in performance from the run with 500 to 1000 epochs. Note that training times are averages over epochs and we do not provide the full time of the experiment (which in turns imply that the ETGP is even faster since we run them just for 500 epochs). We run models with number of inducing points $\{100, 50, 20\}$ for (vowel, absenteeism and avila) and 100 for characterfont and devangari. We also experiment with the parameters of the covariance (including the mixing matrix parameters in RBFCORR) being frozen for 2000 (vowel, absenteeism and avila) or 50 (characterfont and devangari) epochs or trained end to end, i.e. no freezing is applied, following Maroñas et al. (2021); Hensman et al. (2015). Once all these experiments were launched, we select for each set of kernel, number of inducing points etc, the model giving the best performance by directly looking at the test set, in order to evaluate the proposed model in the most optimistic situation for each SVGP baseline.

For the ETGP model selection was done using a validation split with a different number of points per dataset. This information is provided by looking at the code that loads the data. For the ETGP all the models are run for 15000 epochs for vowel, absenteeism and avila and 500 epochs for characterfont and devangari (which implies that the total training time of our models is even faster), and the best selected model on validation for 100 inducing points, is run for 50 and 20, in contrast with SVGP where each 50 and 20 inducing points model can have its own set of training hyperparameters. Bayesian flows are trained with 1 Monte Carlo dropout sample and evaluated (i.e. posterior predictive computation) using 20 dropout samples. The learning rate experimented was 0.01 and 0.001 and all the parameters are trained from the beginning without freezing. The NN architectures were chosen depending on the input size of the dataset. All these architectures have an input layer equal to the dimensionality of the data and an output layer given by the number of parameters of the flow multiplied by the number of classes. We tested linear, sal (Rios & Tobar, 2019) with length 3 and tanh (Snelson et al.,
with length 3 and 4 elements in the linear combination. The length of the flow corresponds to the value of $K$ in the flow parameterization, i.e. it is the number of, e.g. individual SAL transformations, being concatenated. All the NN use hyperbolic tangent activation function and we use a variance of a Gaussian prior over flow parameters set to 5000, 50000, 5000 which corresponds to a weight decay factor of $1e^{-4}$, $1e^{-5}$, $1e^{-6}$ without considering the constant value of the Gaussian prior that depends on the number of parameters. For vowel, absenteeism and avila we test networks with 0, 1, 2 hidden layers with 25, 50, 100 neurons per layer and with dropout probabilities of 0.25, 0.5, 0.75 except avila that only uses 0.25, 0.5. We tested 0.75 to see if higher uncertainty in the NN posterior could help in regularizing the datasets with fewer number of training points. For devangari we test 0, 1, 2 hidden layers with 512, 1024 neurons per layer. We also tested a projection network of 0, 1 hidden layers with 512 neurons per hidden layer and 256 neurons per output layer. The output of this projection network is fed into another neural network that maps the 256 dimensions to the number of parameters. This second NN has 0, 1 hidden layers with 256, 128 neurons per layer. All these networks have a dropout probability of 0.5. For characterfont we also use a dropout probability of 0.5 and NN with 0, 1, 2 hidden layers with 256 neurons per layer. We also test projection networks of 0, 1, 2 hidden layers with 512, 256 neurons per hidden layer and output layer of 256 neurons. This is then feed into another neural network with 0, 1, 2 hidden layers and 256 neurons per layer.

Regarding the initialization of the flows we follow Maroñas et al. (2021) and initialize the flows to the identity by first learning the identity mapping using a non-input dependent flow, and then learning the parameters of the neural network to match each point in the training dataset to the learned non-input dependent parameters. Both initialization procedures are launched 5 times with a learning rate of 0.05 and Adam optimizer for any dataset and flow architecture. The input-dependent initialization is run for 1000 epochs in vowel, absenteeism and avila and for 100 epochs in characterfont and devangari. Some preliminary runs were done to test if these hyperparameters allow the flow to be properly initialized and then all these parameters were used for any flow initialization in our validation search without further analysis. We found in general that with fewer epochs the flow could be also initialized properly, but decided to run a considerable number of initialization epochs. We highlight that this procedure can be done in parallel to Kmeans initialization, for readers concerned with the training time associated with this initialization procedure.

### B.1. SAL Flow Discussion

In the work from Maroñas et al. (2021) input dependent TGPS only used the SAL flow parameterization. These flows have the good property that they can recover the identity function, see (Rios & Tobar, 2019), making them suitable for these applications since the marginal likelihood can penalize complexity in the warping function and ‘choose’ to use a GP by setting a linear mapping.

In this work, we have shown that SAL flows provide, in general, worse results than the TANH or LINEAR flows. On one side, this shows the potential improvements that can be achieved by the versatility of the different flows that can be parameterized. Beyond being able to control moments of the induced distributions (Rios & Tobar, 2019), different flows combination can be more expressive or make the training procedure more stable.

In particular, a problem with the SAL flow is that small changes in its parameters can lead to mappings with a high derivative (like an exponential curve). This implies a big change in the gradients and thus while training we can suffer either from numerical saturation or convergence issues. This can be a possible explanation for this performance drop. In fact, in our experiments, we found SAL to be the most saturating flow, i.e. the one making the optimization procedure more unstable.

Nevertheless, exploring architectures with fewer parameters, such as SAL flows, that can learn arbitrary non-linear mappings such as those of TANH, are an interesting line of research. For example, the TANH flow used has 12 parameter, which implies an output NN layer of 1836 neurons for $C = 153$ which considerably increases the computational burden when making Bayesian predictions, and also affects the speed improvement obtained. Anyway, this flow has similar training runs as SVGP while providing much better performance.

### B.2. Analysis of vowel and absenteeism Dataset

For this dataset we observe that SVGP with sharing kernel and inducing points works the best, see Figs. 7,8,3,9. This is because the training and test sets were collected from different speakers pronouncing vowels, and this domain shift can’t be captured by these models. As a consequence, the shared $K_ν$ model generalizes better since it under-fits the training set (reflected by worse ACC, LL and ELL in the training set), unlike separate $K_ν$ and ETGP. Since ETGP chooses hyper-parameters using validation data extracted from the training set, this method cannot capture this domain shift. Note that in this particular case, choosing the SVGP with the best test performance is much more beneficial for the SVGP than in other datasets since this
domain shift does not affect the model selected, i.e. the model selected is the one that best captures the domain shift, at the cost of not representing as well the training data. It is expected that if we’d used a validation set to select between SVGP shared and SVGP separate (in a real application), the selected model would be the separate SVGP. Also if the SVGP shared would have been selected using a validation set it is expected that the more expressive one, i.e. the one giving higher training and validation performance (as in ETGP) would likely suffer from domain shift.

As a follow up, we also noted that in some runs the ETGP (mostly those with higher dropout probability i.e. higher epistemic uncertainty) was able to match the results of SVGP with shared covariances. This also supports our claim since when the validation set is close to the training set, the model does not need high epistemic uncertainty to give reliable results on the validation set, and thus a model with low dropout probability is chosen. We expect that techniques that adjust the dropout probability depending on the number of training points will reliably model this dataset since dropout rate is removed from the hyperparameters and its value is fixed depending on the entropy and the number of datapoints (Gal et al., 2017). In any case, our experimental results reflect that epistemic uncertainty is beneficial in domain-shift small datasets, as expected.

We emphasize that this is not a problem of the ETGP but derived from the characteristics of the dataset itself since it also suffers by SVGP with separate $K_\nu$.

On absenteeism (fewer training points than vowel) we see that the proposed model ($0.307$ linear and $0.315$ tanh) performs similarly to SVGP ($0.314$) and correlated SVGP ($0.319$) in terms of accuracy with separate kernels and inducing points, and better than SVGP with shared kernels and inducing points. This is another sign that domain-shift is responsible for the drop in performance of the more expressive models w.r.t. the SVGP with shared kernels and inducing points in vowel. In terms of LL, we observe the opposite, being the SVGP with shared kernels and inducing points the one performing best. However, the reason behind this performance is that more expressive models tend to provide higher probabilities towards the wrong class in the errors, increasing the log probability. In other words, the expressive model tends to be more overconfident without sacrificing accuracy, something already observed in Deep Neural Networks (Guo et al., 2017). This is also observed in the ETGP since the Bayesian linear flow (simplest ETGP) performs best on the small datasets vowel and absenteeism.

### B.3. Prediction Time Results

We provide the average prediction time results in Fig. 6, where we can see a similar trend as in the training time results. Our model can be one order of magnitude faster while providing similar or better prediction results. We can see how the reimplementation discussed in App. C boosts the computational performance of the SVGP RBFCORR considerably.

![Figure 6](image)

*Figure 6. Average prediction time per epoch in minutes (left is better) comparing ETGP with SVGPs. NNET kernel is omitted as it is slower.*

### B.4. Rest of Results

In this subsection, we provide the missing LL and ACC results. Fig. 7 provides the accuracy comparing ETGP with SVGP with shared kernels and inducing points; Fig. 8 provides the log likelihood comparing ETGP with SVGP with shared kernels and inducing points; Fig. 9 reports log likelihood comparing ETGP with SVGP with separate kernels and inducing points per GP.
and Figs. 10,11.
Figure 7. Accuracy comparing ETGP against SVGP with shared kernel and inducing points.

Figure 8. Log Likelihood comparing ETGP against SVGP with shared kernel and inducing points.

Figure 9. Log Likelihood comparing ETGP against SVGP with separate kernel and inducing points.
Figure 10. Accuracy of all the models considered in this work. With this figure we can see the relative performance of the different models. Note that the performance increase/decrease might look smaller due to the scale on the x-axis which is increased due to the shared SVGP models. Zoomed versions of this figure are provided in the rest of the work.

Figure 11. Log Likelihood of all the models considered in this work. With this figure we can see the relative performance of the different models. Note that the performance increase/decrease might look smaller due to the scale on the x-axis which is increased due to the shared SVGP models. Zoomed versions of this figure are provided in the rest of the work.
B.5. Using Less Inducing Points

In Maroñas et al. (2021) it is showed that TGP$s could match SVGP$s performance in regression problems using 20 times less inducing points. We additionally found that using fewer inducing points can serve also as a regularizer, since the GP posterior is expected to parameterize smoother functions in that case. With this goal, we report results for ETGP using 20, 50 and 100 inducing points, see Figs. 12,13. We observed that ETGP gets regularized when using fewer inducing points regarding ACC. In vowel it improves results, and matches or improves SVGP$s performance in avila and absenteeism. We also see how the Bayesian flow provides, in the setting of fewer inducing point, better results than the point estimate. This is especially significant in terms of LL, where we see that all the inducing points provide similar performance.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{Results comparing ACC (right is better) using less inducing points.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure13.png}
\caption{Results comparing LL (right is better) using less inducing points.}
\end{figure}
B.6. Complete Results of DGP

For the rest of datasets (vowel and absenteeism) we observe similar results as those with SVGP with shared kernel and inducing points, e.g. DGPs do not suffer from domain shift due to lack of expressiveness. This suggests that even though DGPs with this particular inference algorithm are more expressive than their SVGP counterpart (Salimbeni & Deisenroth, 2017), SVGPs with separate kernels and inducing points are even more expressive. We shall note that most of the experiments in Salimbeni & Deisenroth (2017) require only one GP so there is no way we can compare shared/separate kernels and inducing points. Overall this is an important observation regarding the expressiveness of DGPs, highlighting that the TGP and ETGP family are a good computational and performance alternative to GPs and DGPs.

Table 4. Results for 2 layers DGP

|            | Accuracy | Log Likelihood | Training Time |
|------------|----------|----------------|---------------|
| avila      | 0.888    | −0.310         | 0.008         |
| characterfont | 0.171  | −3.636         | 0.197         |
| devangari  | 0.909    | −0.369         | 0.177         |
| vowel      | 0.658    | −0.894         | 0.0007        |
| absenteeism | 0.292 ± 0.038 | −2.579 ± 0.075 | 0.001 ± 3.278 · 10⁻⁵ |
C. Refactorizing GPFLOW Source Code

In our experiments we found an issue in the source code of GPFLOW, which considerably speed-up the performance of SVGP where the kernel is shared. We used GPFLOW version 2.1.3 and have found that the current issue also appears in the last stable version 2.5.2. However, since the source code has considerably changed, our provided implementation is only valid for the earlier version.

We refactorize the source code in a way that is clear where the issue comes from, but note that better refactorizations could be done but would require a high-level and careful check of all the elements involved and how it would generalize to other computations.

The computation is concerned with the evaluation of the marginal variational distribution:

\[
q(f_0) = \mathcal{N}(f_0 | m^c, K_{0,x}^{-1} + \Sigma^{-1})
\]

of each of the \( C \) latent processes when they are later mixed by a mixing matrix. If we see, for a batch of samples \( X \) we need to evaluate \( K_{0,x} \) \( C \) times if the kernel is not shared and only 1 if the kernel is shared. We found GPFLOW to always evaluate it \( C \) times regardless of the type of kernel when a mixing matrix is later applied. In GPFLOW version 2.1.3 we can see that the LinearCoregionalization kernel does not differentiate if the latent GP is shared or not, see https://github.com/GPflow/GPflow/blob/v2.1.3/gpflow/kernels/multioutput/kernels.py line 174. Thus, when computing the covariance, we can see in line 130 here https://github.com/GPflow/GPflow/blob/v2.1.3/gpflow/conditionals/multioutput/conditionals.py that the evaluation is performed \( C \) times which in a quick code snippet in https://github.com/GPflow/GPflow/blob/v2.1.3/gpflow/conditionals/multioutput/conditionals.py line 199 do not make distinctions on whether the latent kernel is shared or not and this kernel is still inheriting from “Combination” class. Thus, the dispatcher in https://github.com/GPflow/GPflow/blob/v2.5.2/gpflow/posteriors.py will not perform the computation starting in 778 (note it checks if the kernel is SharedIndependent but LinearCoregionalization is type Combination) but that starting in 791, which again evaluates the kernel \( C \) times.

We observed similar issues in the newest GPFLOW version 2.5.2. We see that the LinearCoregionalization kernel in https://github.com/GPflow/GPflow/blob/v2.5.2/gpflow/kernels/multioutput/kernels.py line 199 do not make distinctions on whether the latent kernel is shared or not and this kernel is still inheriting from "Combination" class. Thus, the dispatcher in https://github.com/GPflow/GPflow/blob/v2.5.2/gpflow/posteriors.py will not perform the computation starting in 778 (note it checks if the kernel is SharedIndependent but LinearCoregionalization is type Combination) but that starting in 791, which again evaluates the kernel \( C \) times.

Another option, as employed by GPYTORCH (Gardner et al., 2018), could be to evaluate the kernel directly using batched computations. We believe that the computational bottleneck comes from performing the kernel evaluation using a loop in python. This is because computing the squared distance in most kernels has a linear cost, so at most the corresponding added complexity should be \( O(Cd) \), with \( d \) the dimensionality of the data. However, we found that without doing our improvement the code was much slower. Thus we further believe that computing the squared distance using batched computations rather than loops would also bridge the gap between the computational times of the SVGp with a separate kernel and the ETGP.

Nevertheless our model is still competitive or even provides better results and faster since cubic computations do not scale linearly with \( C \) which in a quick code snippet in TENSORFLOW we found to be 1 order of magnitude slower for \( C = 153 \) and \( M = 100 \) and 5 times slower for \( C = 10 \). The code snippet is:
import tensorflow as tf
import time
import numpy as np

C = 10
runs = 100

X_ = np.random.randn(1,100,100)
X = X_@X_.transpose(0,2,1)
X = tf.constant(X)

Y_ = np.random.randn(C,100,100)
Y = Y_@Y_.transpose(0,2,1)
Y = tf.constant(Y)

acc = 0.0
for i in range(runs):
    start = time.process_time();
    tf.linalg.cholesky(X);
    acc += time.process_time()-start
print(acc/runs)

acc = 0.0
for i in range(runs):
    start = time.process_time();
    tf.linalg.cholesky(Y);
    acc += time.process_time()-start
print(acc/runs)