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Abstract—In this paper, we study the problem of distributed estimation with an emphasis on communication-efficiency. The proposed algorithm is based on a windowed maximum a posteriori (MAP) estimation problem, wherein each agent in the network locally computes a Kalman-like filter estimate that approximates the centralized MAP solution. Information sharing among agents is restricted to their neighbors only, with guarantees on overall estimate consistency provided via logarithmic opinion pooling. The problem is efficiently distributed using the alternating direction method of multipliers (ADMM), whose overall communication usage is further reduced by a value of information (VoI) censoring mechanism, wherein agents only transmit their primal-dual iterates when deemed valuable to do so. The proposed censoring mechanism is mission-aware, enabling a globally efficient use of communication resources while guaranteeing possibly different local estimation requirements. To illustrate the validity of the approach we perform simulations in a target tracking scenario.

I. INTRODUCTION

Distributed estimation plays an important role in many systems and domains. The desire for distributed operation stems from many different sources. In some cases, centralization is simply not possible, and in other cases, distributed operation is strongly preferred, whether it be due to issues related to scalability, robustness to single point of failure, or any other reasons. Importantly, decentralized operation introduces a new set of concerns into the estimation problem, as issues such as distributed computation or communication efficiency take a prominent role in algorithm design.

Under the traditional assumption of linear-Gaussian dynamics, the Kalman filter [1] provides an optimal centralized solution to the sequential estimation problem. Due to this, distributed variants of the Kalman filter have received considerable attention in the literature. Chief among them is the consensus Kalman filter [2] and a large body of related variants [3]–[5]. A key challenge among these methods is the fact that consensus is only achieved to the mean of the estimate, with covariances possibly diverging among different nodes in the network [6]. Issues that are usually alleviated by combining these methods with covariance intersection rules [7], [8]. Furthermore, these concerns also exist and have been studied for more general non-linear and non-Gaussian systems. In the general case, the optimal filtering process is provided by the Bayes’ filter [9], of which distributed versions have been obtained via logarithmic opinion pooling [10], [11].

Another major concern of distributed estimation methods is communication efficiency. In general, approximating the centralized estimate requires flooding information across the network [12], which can be prohibitively expensive in communication resources. Attempts to mitigate this problem have led to algorithms based on a single round of communication among neighbors [13], [14] and further reductions have been achieved by the use of censoring and communication-triggered estimation mechanisms [3]–[5], [15].

This work presents a communication-efficient distributed filtering algorithm. We formulate a maximum a posteriori (MAP) estimation problem, which, to solve it in a sequential manner while staying close to the batch estimate, we reformulate as a rolling window tracking problem. Motivated by [16], we distribute the problem using the alternating direction method of multipliers (ADMM) [17]. Under linear-Gaussian assumptions, the iterates of the algorithm can be computed in closed form, resulting in a variant of the Kalman filter. The proposed distributed algorithm approximates the centralized solution, addressing the issue of covariance discrepancy among network nodes via the use of logarithmic opinion pooling. This method aggregates information with neighborhood-only communication, providing guarantees in estimate consistency.

In order to further reduce the communication overhead, we introduce a censoring mechanism based on Value of Information (VoI) [18], which we have previously applied with success to distributed filtering [19]. At a given time instance, this censoring mechanism compares by way of the Kullback-Leibler divergence, a node’s local information and the incoming information from its measurements and neighbors, transmitting when information is deemed sufficiently valuable. In contrast to our previous work [19], in which the state of the target determines the VoI, in this work the role of information pertains to the primal-dual variables. This enables the VoI censoring mechanism to be further enhanced by the introduction of mission-awareness, accounting for individual requirements that must be satisfied by agents to operate successfully. These local mission requirements are introduced in the form of estimation constraints distributed by the ADMM mechanism. This allows for different agents in the network to guarantee different estimation requirements, while making an efficient use of communication resources across the network. Finally, we test the proposed algorithm in a simulated target tracking scenario, where a set of heterogeneous nodes with different sensing capabilities attempt to jointly estimate the trajectory of a target. Compared to our previous work [19], these results show that the proposed method is capable of achieving lower estimation error while being communication-efficient and guaranteeing node-specific mission requirements.
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II. PROBLEM FORMULATION

We begin by considering a discrete-time dynamic process with state $x_k \in \mathbb{R}^n$ at a given $k$-th time instant. This process evolves following linear-Gaussian dynamics given by

$$x_{k+1} = A_k x_k + w_k,$$  \hspace{0.5cm} (1)

with dynamics matrix $A_k \in \mathbb{R}^{n \times n}$ and independent and identically distributed (i.i.d.) additive Gaussian noise $w_k \sim \mathcal{N}(0, Q_k)$. We consider a set of $N$ sensors performing an estimation task. The $i$-th sensor at time $k$ obtains an observation vector $z_k^i \in \mathbb{R}^{m_i}$ given by

$$z_k^i = H_k^i x_k + v_k^i,$$  \hspace{0.5cm} (2)

with measurement matrix $H_k^i \in \mathbb{R}^{m_i \times n}$ and measurement noise $v_k^i \in \mathbb{R}^{m_i}$ distributed according to $v_k^i \sim \mathcal{N}(0, R_k^i)$. First, for simplicity, we will formulate the centralized estimation problem. To this end, we can concatenate all the measurements to obtain the joint centralized observation

$$z_k = H_k x_k + v_k,$$  \hspace{0.5cm} (3)

where $z_k$, $H_k$, and $v_k$, correspond to the column-wise concatenations of the specific $i$-th agent counterparts.

**A. Formulating the Centralized MAP Estimation Problem**

In order to obtain a centralized estimate, we infer the state based on the joint centralized observations, and a prior $\bar{x}_0$ with covariance $\bar{P}_0$. We can then formulate the maximum a posteriori (MAP) batch estimate as follows

$$\tilde{x}_{0:k}^{\text{MAP}} = \arg\max_{\tilde{x}_{0:k}} p(x_k | x_0, z_{1:k})$$  \hspace{0.5cm} (4)

where we have introduced the notation $x_{0:k}$ to denote the state trajectory over the time horizon $[0, \ldots, k]$ and equivalently with $z_{1:k}$ for the set of observations $\{z_1, \ldots, z_k\}$. Now, using Bayes’ rule we can rewrite this problem as

$$\tilde{x}_{0:k}^{\text{MAP}} = \arg\max_{x_{0:k}} p(x_0) \prod_{l=1}^{k} p(x_l | x_{l-1}) \prod_{l=1}^{k} p(z_l | x_l).$$  \hspace{0.5cm} (5)

Under the linear-Gaussian model (1)–(3), the previous maximization can be solved by forming a system of linear equations. In practice, we might however opt to solve (5) in a sequential manner. The Kalman filter does so, obtaining the estimate $\tilde{x}_k$ by conditioning on the prior estimate $\tilde{x}_{k-1}$. In any case, the Kalman filter only replicates the solution of the batch estimate (5) at the final time instance $k$. To ameliorate this shortcoming, we include a rolling window into the estimation problem, which has shown success in practice [16]. We can then write the rolling window tracking (RWT) estimate over time horizon $H$ as

$$\tilde{x}_{k-H:k}^{\text{RWT}} = \arg\max_{x_{k-H:k}} p(x_{k-H:k-1} | x_{k-H:k-1}) p(x_k | x_{k-1}) p(z_k | x_k)$$  \hspace{0.5cm} (6)

Then, under the linear-Gaussian model (1)–(3), we can define the cost

$$J(x_{k-H:k}) = \|x_k - A_{k-1} x_{k-1}\|^2_{Q_{k-1}} + \|z_k - H_k^i x_k\|^2_{R_k^i} + \|x_k-H:k-1 - \bar{x}_{k-H:k-1}\|^2_{\bar{R}_{k-H:k-1}}.$$  \hspace{0.5cm} (7)

and write the estimation task in the optimization problem form as simply the minimization of this cost, [9]

$$\tilde{x}_{k-H:k}^{\text{RWT}} = \arg\min_{x_{k-H:k}} J(x_{k-H:k}).$$  \hspace{0.5cm} (8)

III. DISTRIBUTED ESTIMATION PROBLEM

The problem (8) introduced in the previous section is a centralized problem, which requires centralized observations (3). In practice, we have a network of agents, each obtaining different observations (2) of the target. In order to perform the estimation task, the sensors must communicate with each other. They do so over a communication network given by the network graph $\mathcal{G} = (\mathcal{N}, \mathcal{E})$, with $\mathcal{N}$ being the set of $N$ nodes in the network and $\mathcal{E} \subseteq \mathcal{N} \times \mathcal{N}$ the set of communication links, such that if node $i$ is capable of communicating with node $j$, we have $(i, j) \in \mathcal{E}$. Furthermore, we denote the neighborhood of node $i$ by the set $\mathcal{N}_i = \{j | (i, j) \in \mathcal{E}\}$.

Since communicating all measurements among all nodes in order to solve the centralized problem is prohibitively expensive in communication resources, we resort to a distributed formulation. We obtain a distributed formulation of the problem via the introduction of consensus constraints

$$\min_{x_{k-H:k}} \sum_{i=1}^{N} J_i(x_{k-H:k}^i)$$  \hspace{0.5cm} (9a)

subject to

$$x_{k-H:k}^i = t_{ij}^{ij} \quad \forall j \in \mathcal{N}_i, \forall i \in \mathcal{N}$$  \hspace{0.5cm} (9b)

where now $x_{k-H:k}^i$ denotes the rolling window estimate at the $i$-th agent, and the auxiliary variables $t_{ij}^{ij}$ have been introduced to enable the distributed operation of the problem. Further, the per-agent cost is defined as

$$J_i(x_{k-H:k}^i) = \|x_{k-H:k}^i - A_{k-1} x_{k-1}^i\|^2_{Q_{k-1}} + \|z_k^i - H_k^i x_k^i\|^2_{R_k^i} + \|x_k^i-H:k-1 - \bar{x}_{k-H:k-1}^i\|^2_{\bar{R}_{k-H:k-1}^i}.$$  \hspace{0.5cm} (10)

This decomposition matches the centralized one if the prior covariance matrices $\bar{P}_{k-H:k-1}^i$ across the network satisfy $\bar{P}_{k-H:k-1}^i = \sum_{i=1}^{N} \bar{P}_{k-H:k-1}^i$, i.e., they are equivalently decomposed. In practice this would require an asymptotic consensus loop on the covariance matrices, which might pose to be prohibitively expensive, as it requires full communication over the whole network at all instances, defeating some of the purpose of a fully distributed formulation. This problem is at the heart of distributed filtering. When desiring to operate in a neighborhood communication only basis, we resort to a single logarithmic opinion pool (LogOP) consensus step [20]. Namely, at the $i$-th node of the network, the prior covariance is updated following

$$\bar{P}_{k-H:k-1}^i = \bar{P}_{k-H:k-1}^i + \sum_{j \in \mathcal{N}_i} \bar{P}_{k-H:k-1}^j.$$  \hspace{0.5cm} (11)

While this will result in a suboptimal solution (when compared to the centralized one), using this covariance update has several desirable properties. Besides being computable with neighborhood-only communication, it guarantees the
consistency of the resulting estimates, preventing the estimate belief across the network does from diverging [11].

We can now proceed to solve the distributed problem (9). To do so we resort to the alternating direction method of multipliers (ADMM) [17], an efficient method to solve problems of this form. We start by constructing the augmented Lagrangian of the problem. Namely,

$$
\mathcal{L}_\rho(x, \lambda) = \sum_{i=1}^{N} J_i(x^i) + \frac{\rho}{2} \sum_{i \in \mathcal{N}, j \in \mathcal{N}_i} \| x^i - t^{ij} \|^2 + \sum_{i \in \mathcal{N}_i} \nu^j_i (x^i - t^{ij}) \tag{12}
$$

where $\rho$ is the scalar penalty parameter of the augmented Lagrangian, and we have introduced the dual variables $\mu^j_i$ and $\nu^j_i$, associated with constraints (9b) and (9c), respectively. We can aggregate the per-agent dual variables by defining $\lambda^i = \sum_{j \in \mathcal{N}_i} (\mu^j_i + \nu^j_i)$ [21]. The primal update is given by

$$
x^i_{k+1} = \arg \min_{x^i} \left( J_i(x^i) + \lambda^i_{k+1} x^i \right)
+ \frac{\rho}{2} \sum_{j \in \mathcal{N}_i} \| x^i - x^j_{k+1} \|^2 \tag{13}
$$

which by substituting the linear-Gaussian model (1)–(3), we can obtain in closed-form

$$
x^i_{k+1} = \left( C^i_{k+1} = \left( C^i_{k} W^i_k t^{-1} C^i_k + 2 N \rho I \right)^{-1}
\times \left( C^i_{k} W^i_k r^i_k - \lambda^i_k + \rho \sum_{j \in \mathcal{N}_i} (x^j_k + x^i_k) \right) \tag{14}
$$

and the covariance update is given by

$$
P^i_{k+1} = \left( C^i_{k+1} W^i_k r^{-1} C^i_k \right)^{-1}, \tag{15}
$$

where we have defined the auxiliary rolling window vector $r^i_k$, and matrices $W^i_k$ and $C^i_k$ as:

$$
r^i_k = \begin{bmatrix} 0 \\ x^i_k \\ \bar{x}^i_{k-1} \end{bmatrix},
W^i_k = \begin{bmatrix} Q_{k-1} & 0 & 0 \\ 0 & R^i_k & 0 \\ 0 & 0 & P^i_{k-1} \end{bmatrix},
C^i_k = \begin{bmatrix} 0 & \cdots & -A^i_{k-1} \\ 0 & \cdots & 0 \\ I & \cdots & 0 \\ \vdots & \vdots & \vdots \\ 0 & \cdots & I \end{bmatrix}. \tag{16}
$$

Finally, the dual update at the $i$-th node is simply obtained by performing gradient ascent on the augmented Lagrangian with respect to the dual variables, resulting in the iterate

$$
\lambda^i_{k+1} = \lambda^i_k + \rho \sum_{j \in \mathcal{N}_i} (x^j_k - x^i_k) \tag{18}
$$

Alternating between the primal minimization (14) and dual gradient ascent (18), the agents are guaranteed to converge to the optimal solution of the distributed problem [17].

IV. COMMUNICATION EFFICIENCY

By solving the distributed problem (9) instead of the centralized problem (8) we have avoided the need of sharing all the information among all the nodes in order to solve the centralized problem. While obtaining the same solution as (8) is still a communication expensive problem to solve, we have further reduced the communication needs by using a LogOP aggregation of prior beliefs, avoiding an inner consensus loop on the covariances. Still, we can obtain further reductions in communication use by censoring information and only transmitting when it is valuable to do so. In order to address this, we introduce the concept of value of information.

A. Value of Information

Value of Information (VoI) [18] consists on quantifying the information acquired at each node and making transmit decisions depending on it. Formally, we define the value of information as the divergence between local and new information

$$
D_{KL}(N(y^i_{k+1}, Y^i_{k+1}) \| N(\bar{y}^i_{k+1}, \bar{Y}^i_{k+1})) \geq \gamma \tag{19}
$$

where $D_{KL}(p||q) = \int p(x) \log \left( \frac{p(x)}{q(x)} \right) dx$ is the Kullback-Leibler (KL) divergence, and $(y^i_{k+1}, Y^i_{k+1})$ are the aggregated primal-dual variables,

$$
y^i_{k+1} = \begin{bmatrix} x^i_{k+1} \\ A^i_{k+1} \end{bmatrix},
Y^i_{k+1} = \begin{bmatrix} p^i_{k+1} & 0 \\ 0 & 1 \end{bmatrix}. \tag{20}
$$

The variables $(\bar{y}^i_{k+1}, \bar{Y}^i_{k+1})$, correspond to the baseline local values obtained from the last primal-dual iteration (14)–(18) being updated without new information, either from local measurements or neighbor transmissions, i.e., $\mathcal{N}_i = \emptyset$. The parameter $\gamma$ corresponds to the censoring level. Only for value on information over this level will the agent transmit its variables $(x^i_{k+1}, P^i_{k+1})$ to its neighbors.

B. Mission-aware Censoring Mechanism

In a communication scenario without censoring, all the required information is transmitted at all times and all agents obtain the best possible estimate. In contrast, this is not necessarily the case when using a censoring mechanism, as a trade-off occurs between communication use and resulting estimation error. Thus, if individual nodes have specific estimation needs, they must be explicitly specific. We denote these as mission requirements. Agents have a specific mission (i.e., a task that they need to perform) and their ability to accomplish this task is tied to the estimate itself (e.g., requiring the estimation error to be under a certain threshold).

To account for this, we introduce the following mission requirement function

$$
g^i(x^i) \leq c_i, \quad i \in \mathcal{N}_m \tag{21}
$$

where $c_i$ is the level of requirement and $\mathcal{N}_m \subseteq \mathcal{N}$ is the subset of nodes that have a mission specified. We can then
introduce this into the distributed estimation problem (9), formulating the mission-aware estimation problem

\[
\min_{x_{k-H:k}} \sum_{i=1}^{N} J^i(x_{k-H:k})
\]

subject to

\[
x^i_{k-H:k} = t^{ij}, \quad \forall j \in \mathcal{N}_i, \forall i \in \mathcal{N}
\]

\[
x^i_{k-H:k} = t^{ij}, \quad \forall j \in \mathcal{N}_i, \forall i \in \mathcal{N}
\]

\[
g^i(x^i_{k-H:k}) \leq c_i, \quad \forall i \in \mathcal{N}_m
\]

Similarly to Section III, we can distribute this problem by constructing the mission-aware augmented Lagrangian

\[
\mathcal{L}_\rho(x, \lambda) = \sum_{i=1}^{N} J^i(x^i) + \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \mu^T_{ij} (x^i - t^{ij}) + \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \nu^T_{ij} (x^i - t^{ij})
\]

\[
+ \frac{\rho}{2} \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \|x^i - t^{ij}\|^2 + \frac{\rho}{2} \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}_i} \|x^i - t^{ij}\|^2
\]

\[
+ \sum_{i \in \mathcal{N}_m} \Phi^T_{ij} (g^i(x^i) - c_i) + \frac{\rho}{2} \sum_{i \in \mathcal{N}_m} \|g^i(x^i) - c_i\|^2,
\]

where we have introduced the new Lagrange multipliers \(\Phi^i\) associated to the mission constraints (22d). The process to obtain the primal update follows the same steps as before, where instead of the primal update (13) we have now a primal minimization which depends on the mission. Namely,

\[
x^i_{k+1} = \arg \min_{x^i} \left( J^i(x^i) + \rho \sum_{j \in \mathcal{N}_i} \|x^i - x^j + x^j\|^2 / 2 \right.
\]

\[
+ \lambda^i_k x^i + \rho/2 \|g^i(x^i) - c_i + \Phi^i_k\|^2 I\{i \in \mathcal{N}_m\}\right)
\]

(24)

where \(I\{i \in \mathcal{N}_m\}\) denotes the indicator function such that \(I\{i \in \mathcal{N}_m\} = 1\) if \(i \in \mathcal{N}_m\). The closed-form solution to this minimization will depend on the structure of the mission function \(g^i(x^i)\). In the case that a specific node has no mission specified, the closed-form solution corresponds to (14). Furthermore, the introduction of the new mission constraints to the optimization problem (22), results in an additional dual variable that is updated by gradient ascent

\[
\Phi^i_{k+1} = \left[ \Phi^i_k + \rho (g^i(x^i_k) - c_i) \right]^+.
\]

(25)

Additionally, the aggregated primal-dual variables \((y^i_{k+1}, y^i_{k+1})\) over which the VoI censoring decision is taken are further augmented with the dual variables associated with the mission requirement. Thus,

\[
y^i_{k+1} = \left[ x^i_{k+1} \lambda^i_{k+1} \Phi^i_{k+1} \right], \quad y^i_{k+1} = \left[ p^i_{k+1} 0 0 \right]
\]

\[
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}.
\]

(26)

Finally, in order to guarantee knowledge of mission requirements across the network, a consensus mechanism is utilized. Nodes keep local copies of the dual variables associated to the mission requirements of other nodes, and update them following an average consensus step,

\[
\Phi^i_{k+1} = \frac{1}{|\mathcal{N}_i|} \sum_{j \in \mathcal{N}_i} \Phi^j_{k+1}.
\]

(27)

The agents under the mission update the evolution of the requirement via (25) while the rest of the agents in the network receive this information via network consensus (27). This ensures that appropriate knowledge is disseminated across the network, ensuring mission-aware VoI censoring decisions. Overall, the resulting algorithm is summarized in Algorithm 1.
Fig. 1. Map of the evaluation scenario. Axis’ distances are shown in Kilometers. The red line corresponds to the target’s trajectory. Two types of agents are deployed, equipped with Direction-Of-Arrival (DOA, red) and Time-Of-Arrival (TOA, blue) sensors. All agents have a uniform sensing range of 1.25km (illustrated by the dashed circle). Underlying network connectivity is shown in green.

V. NUMERICAL RESULTS

We provide now simulations to evaluate the performance of the proposed mission-aware and VOI-censored distributed estimation mechanism. We consider a canonical target tracking problem [22]. Consider a system with linear-Gaussian dynamics, where the state of the system is given by the tracked target’s position along the x- and y-axis and its corresponding velocities, namely $x_k = [\hat{x}, \dot{x}, \hat{y}, \dot{y}]^T$. At the k-th time instance, this state evolves according to

$$x_{k+1} = Ax_k + w_k,$$  \hspace{1cm} (28)

where the process noise is Gaussian distributed according to $w_k \sim \mathcal{N}(0, Q)$, with covariance matrix $Q$ given by [22]

$$Q = \begin{bmatrix} \frac{\Delta^2}{2} & \frac{\Delta^2}{2} & 0 & 0 \\ \frac{\Delta^2}{2} & \Delta & 0 & 0 \\ 0 & 0 & \frac{\Delta^3}{2} & \frac{\Delta^2}{2} \\ 0 & 0 & \frac{\Delta^3}{3} & \Delta \end{bmatrix},$$  \hspace{1cm} (29)

where $\Delta$ is the sampling interval of the system. The system dynamics follow a nearly constant velocity model with

$$A = \begin{bmatrix} 1 & \Delta & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & \Delta \\ 0 & 0 & 0 & 1 \end{bmatrix},$$  \hspace{1cm} (30)

A network of agents is deployed to estimate the trajectory of the target. Heterogeneous measurements are considered, with ranging (TOA) and bearing (DOA) nodes being considered. These two types of nodes acquire target measurements using the following model

$$z_k^i = \begin{cases} \sqrt{(x_k - x_i)^2 + (y_k - y_i)^2} + v_k^{i,r} & \text{if TOA} \\ \arctan\left(\frac{y_k - y_i}{x_k - x_i}\right) + v_k^{i,\theta} & \text{if DOA} \end{cases},$$  \hspace{1cm} (31)

where $v_k^{i,r} \sim \mathcal{N}(0, \sigma_r)$ and $v_k^{i,\theta} \sim \mathcal{N}(0, \sigma_\theta)$. The non-linearity of the measurement model is addressed following the usual extended Kalman filter procedure. To estimate the target’s state, the nodes use the proposed filter (Algorithm 1). A map of the environment is shown in Fig. 1.

We start by evaluating the region of operation of the proposed filter, as shown in Fig. 2. This corresponds to the trade-off between error and medium access, obtained by sweeping over a range of possible censoring values $\gamma$. As the threshold $\gamma$ increases in value, the nodes produce more censoring decisions. Hence, reducing the number of transmission, but unavoidably leading to an increase in the overall estimation error. However, as previously discussed, a large reduction of transmission can be obtained with minimal effect in the estimation error. We compare the algorithm introduced in this work, with the baseline VOI algorithm introduced in our previous work [19]. The baseline filter utilizes a similar (mission-agnostic) VOI censoring mechanism and LogOP aggregation, but is formulated in a simpler first-order manner, without relying on an augmented Lagrangian and ADMM formulation. We observe that the ADMM approach introduced in this work allows us to obtain a more efficient region of operation for the filter. With a characterized region of operation, a choice in trade-off between estimation error and transmissions can be made, which in the following we set to the knee of the curve.

As discussed in Section IV-B, the proposed algorithm allows for mission-aware operation. In this case, we evaluate the same scenario highlighted in Fig. 1, but now we require the DOA agent situated at the top left corner to have an
average estimation error under 10 m. The resulting estimation error is shown in Fig. 3. For this mode of operation, the mission-agnostic form of the filter does not satisfy the requirement, which is not a fault of the algorithm, as it is simply not specified. In contrast, the mission-aware version of the filter succeeds in satisfying the average requirement.

To better understand the network behavior induced by the mission-aware filter, we show in Fig. 4 how information flows among nodes. In this figure, we compare the same mission but specified for two distinct agents. The left figure corresponds to the behavior discussed previously in Fig. 3. For this case, the average transmission rate across the network is of 27%, with the highlighted node transmitting 41% of the time. In contrast, specifying the same mission to the node shown on the right requires an average transmission of 18% across the network, with the highlighted node transmitting in 19% of the time instances. In this scenario, the left specification is more restrictive, as it is placed on an isolated node that heavily relies on a small number of surrounding nodes to access the rest of the network. The node on the right is more densely connected, so when the mission changes to that node, the overall level of transmissions across the network are reduced, and as expected, the communication for the top left nodes is reduced dramatically. Importantly, regardless of the underlying network usage, both cases satisfy the mission requirement. Further, we can observe how certain nodes play an important role in the distributed estimation task, regardless of the mission requirement, e.g., the DOA node in the center of the network (7.1, 4.5) is both well-situated to sense the target and is mostly surrounded by TOA nodes, resulting in high value of information and consequently a relatively higher than average level of transmissions for both missions.

VI. Conclusions

In this paper, we have introduced a new communication-efficient and mission-aware distributed filtering algorithm. By formulating the MAP estimation problem and having each agent sequentially solve a windowed version of the batch problem, we have more closely approximated the centralized solution. A distributed version of the problem has been achieved by the use of ADMM, wherein communication has been restricted to neighbors only. We have provided further communication reductions by the use of a mission-aware VoI censoring mechanism that provides communication-efficiency while ensuring that agents satisfy their local estimation requirements. Target tracking simulations have served to validate the viability of our approach.
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