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Abstract
The traditional K-singular value decomposition (K-SVD) algorithm has poor image-denoising performance under strong noise. An image-denoising algorithm is proposed based on improved K-SVD and dictionary atom optimization. First, a correlation coefficient-matching criterion is used to obtain a sparser representation of the image dictionary. The dictionary noise atom is detected according to structural complexity and noise intensity and removed to optimize the dictionary. Then, non-local regularity is incorporated into the denoising model to further improve image-denoising performance. Results of the simulated dictionary recovery problem and application on a transmission line dataset show that the proposed algorithm improves the smoothness of homogeneous regions while retaining details such as texture and edge.

1 INTRODUCTION
In the process of digital image acquisition and transmission, images are often contaminated by noise due to weather, light occlusion, and other reasons, which has a great impact on follow-up image processing. Image denoising, therefore, is one of the hotspots in image processing, and it remains a challenge for researchers because noise removal introduces artefacts and causes blurring of images. The main traditional approaches to image denoising include spatial filtering methods and transform domain filtering methods. Spatial filtering methods include non-local means [1], block-matching, and 3-D filtering (BM3D) [2]. Transform domain filtering methods include wavelet transform [3, 4], curvelet transform [5], and Fourier transform [6]. However, most traditional algorithms lose some image details while suppressing noise. Some algorithms combine transform domain filtering and spatial domain filtering but still have the problems of a complex algorithm, substantial memory use, and low efficiency.

Recently, sparse representation and dictionary learning have received extensive research interest and have been widely used in image-processing applications including image denoising [7–9], face recognition [10, 11], and image compression [12]. Image-denoising methods based on sparse representation and dictionary learning mainly use the redundancy of the overcomplete dictionary to represent the image sparsely, which can effectively capture the structural features of the image and effectively preserve image information while eliminating noise. The authors in [7] proposed a K-singular value decomposition (K-SVD)-based denoising method with good performance removing mild noise. In a traditional K-SVD sparse representation, dictionary training is a time-consuming process, and the sparse decomposition mostly stops by setting a fixed hard threshold leading to loss of part of the effective content of the image [13, 14].

Addressing the above problems, the authors in [15] formulated image denoising as an optimization problem that can be iteratively solved by constructing a rank-sparsity...
representation on a propagated dictionary. In [16], an improved K-SVD algorithm called sequential generation of K-means (SGK) [17] was proposed for sparse representation denoising, which has improved dictionary training time, but the denoising effect of this algorithm is similar to that of K-SVD, and the algorithm is complex. In [18], the authors provided a parameterized fuzzy adaptive way of adapting dictionaries. The update of the dictionary columns was combined with an update of the sparse representations by embedding a new mechanism of fuzzy set. For high-dimension data, Yi S et al. [19] presented an objective function including a robust reconstruction error term and a regularization term constrained by a Schatten-p norm and proposed a fast algorithm by eliminating the zero eigenvalues of the data matrix. To reduce the gap that exists between local processing and global image recovery, Romano et al. defined a disagreement-strained by a Schatten reconstruction error term and a regularization term containing the number of non-zeros in each representation vector. To accurately restore the surficial information underlying large-scale clouds, Li X. et al. [22] expanded the dictionary learning into two multitemporal, that is, K-SVD and Bayesian, counterparts. Furthermore, sparse representation models were analyzed in [23], and a model was proposed for recovering missing information in remote sensing images. These approaches greatly improve denoising performance, but it is still a challenge to deal with strong noise because the noisy image itself is used for training samples in the K-SVD denoising method. In addition, the K-SVD denoising algorithm based on dictionary learning only uses the inner information of the image block for independent sparse coding without considering the information related to other blocks, such as the overlap and similarity between blocks. Thus, it has insufficient ability to express prior information. Furthermore, sparse decomposition in overcomplete dictionaries is potentially an unstable problem and is prone to visual artefacts.

We propose a new image-denoising algorithm based on improved K-SVD and atom optimization in which the correlation coefficient matching criterion is combined with the dictionary clipping method. Considering the strong non-local self-similarity (NSS) of image blocks located at different locations, we introduce it into the image-denoising model as a regularized prior constraint. The flow chart of our proposed algorithm is presented in Figure 1. Compared with block-matching and 3-D filtering (BM3D) [2], discrete cosine transform (DCT) [24], K-SVD [14], and SGK [25], our method retains important information such as edge and texture and has good denoising performance for processing power line inspection images.

The remainder of the paper is organized as follows. In Section 2, we review the denoising model based on sparse representation. The proposed algorithm with the derived solution is described in Section 3. The experimental results are given in Section 4, and conclusions are presented in Section 5.

2 | IMAGE DENOISING ALGORITHM BASED ON K-SINGULAR VALUE DECOMPOSITION

2.1 | Denoising model based on sparse representation

Let \( Y \) be the noisy observed image of size \( \sqrt{N} \times \sqrt{N} \) and \( X \) be the unknown output denoised image. The image-denoising model can be established as [16]

\[
\min_{\alpha, X, D} \left\{ \lambda \| X - Y \|_2^2 + \sum_{ij} \mu_{ij} \| \alpha_{ij} \|_0 + \sum_{ij} \| Da_{ij} - R_{ij} X \|_2^2 \right\}
\]

(1)

where \( \lambda \) and \( \mu_{ij} \) are the penalty factors, \( R_{ij} \) is an \( n \times N \) matrix that extracts the \((ij)\) block from the image of size \( \sqrt{n} \times \sqrt{n} \), \( D \in \mathbb{R}^{n \times k} \) is the dictionary with \( k > n \), and \( \alpha_{ij} \) is the sparse vector of coefficients corresponding to the \((ij)\) block of the image.

Setting the initial dictionary \( D \), the sparse representation coefficient \( \alpha_{ij} \) can be solved by the orthonormal matching pursuit (OMP) algorithm [26] as

\[
\hat{\alpha}_{ij} = \arg \min_{\alpha} \mu_{ij} \| \alpha \|_0 + \| Da - x_{ij} \|_2^2
\]

(2)

where \( x_{ij} \) is the \((ij)\) block of the unknown denoised image. Dictionary \( D \) can then be updated by the K-SVD algorithm. After \( m \) iterations, the denoised image \( \hat{X} \) is obtained by Equation (3)

\[
\hat{X} = \left( \lambda I + \sum_{ij} R_{ij}^T R_{ij} \right)^{-1} \left( \lambda Y + \sum_{ij} R_{ij}^T Da_{ij} \right)
\]

(3)

2.2 | Dictionary optimization

When sparse coding, the sparse representation coefficients of signals under a given dictionary \( D \) need to be calculated. To obtain an adaptive dictionary, the noisy image itself is usually chosen as the training sample, leading to a contradiction between signal extraction and noise suppression. So we introduce a correlation coefficient matching criterion to extract a more meaningful training structure to obtain an optimal dictionary for more accurate image approximation. Furthermore, the training dictionary is optimized based on noise atom clipping.

In the sparse coding stage, the iterative stopping criteria of the dictionary learning methods are that the inner product of the residual and atom is less than the threshold value. When the noise intensity and the dimension of the overcomplete
dictionary become larger, the criterion terminates OMP [26] iteration prematurely, resulting in the omission of useful signals. The OMP algorithm is constrained by non-zero elements, and the dictionary atoms are selected greedily iteratively as

\[ \forall j \min_{\alpha} \| \alpha \|_0 \quad \text{s.t.} \quad \| D\alpha_j - R_j \|_2^2 \leq (C\sigma)^2 \]  

(4)

where \( C \) is the noise gain, \( \sigma \) is the noise standard deviation, and \( \alpha_j \) are the sparse representation coefficients.

To avoid premature termination of the algorithm, we adopt a weak selection iteration threshold [27] strategy, and the set of indices is \( \{ i : |\hat{g}_i^k| \geq T \} \), where \( k \) represents the current iteration, and \( T \) is a given threshold. We select any one element such that \( |\hat{g}_i^k| \geq \max_j |\hat{g}_j^k| \), where \( \hat{g}_i^k \) is the correlation coefficient, which is the inner product of the residual and the column of sensing matrix. The weak selection iteration threshold \( T^k \) of the current iteration \( k \) is \( T^k = a \max_j |\hat{g}_j^k| \), where \( a \) is the weakness parameter such that \( a \in (0, 1] \). The weak selection matching pursuit has good performance handling the iterating termination problem caused by the dimension of the overcomplete dictionary being infinite and the dimension of the inner product of the residual and the atom being finite.

As mentioned above, the dictionary trained by the K-SVD method contains noise atoms matched with noise, which results in the noise suppression process hindering the extraction of related signals. Therefore, it is necessary to delete these noise atoms from the dictionary as much as possible and optimize the dictionary. We use the Bartlett test [28] to detect noise atoms. Assuming that \( \nu_i \) is the variance of eigenvectors, the Bartlett test is used to test whether the variances of eigenvectors of atoms in four directions are equal or at least two atoms with different variances. The Bartlett test statistic \( Q \) is defined as

\[ Q = \frac{(n-2)(4 \ln(\sum_{i=1}^{4} \nu_i^2)/4) - \sum_{i=1}^{4} \ln \nu_i^2)}{1 + (4/(n-2) - 1/(n-2))/9} \]  

(5)

where \( n \) is the dimension of the dictionary atom. The random distribution of Gaussian noise makes the correlation of noise atoms in all directions almost zero. If an atom satisfies \( Q < \chi^2(\alpha : 3) \), the atom can be considered to contain only noise and can be removed from the atomic library, where \( \chi^2(\alpha : 3) \) represents the \( \alpha \) – percentile position of chi-squared distribution with three degrees of freedom. Because only the noise atoms are deleted from the dictionary without affecting the information atoms, image denoising performance can be improved.

3 | PROPOSED ALGORITHM

As mentioned in Section 1, the K-SVD dictionary learning denoising method only uses the internal information of image blocks for independent sparse coding without considering the relevant information of the neighbouring images, so it has insufficient ability to express prior information. Meanwhile, sparse decomposition based on the overcomplete dictionary is a potential unstable problem. Therefore, it is necessary to introduce a regularization term into the denoising model.

3.1 | Non-local similarity

Natural images usually contain many similar image blocks in local regions that are called NSS prior knowledge. Considering that image blocks can be used as multivariable vector samples, NSS priori training image blocks can be applied to dictionary learning based on sparse representation. Bзадас et al. used the non-local similarity of image blocks for image denoising [29]. The estimated value of the current pixel was obtained by the weighted average of the pixels with a similar neighbourhood structure in the image. The neighbourhood of the pixel to be denoised is used to represent its features for image restoration with the maximum possible number of image details.

Suppose the noisy image is \( p \) and the denoised image is \( \hat{p} \); the central pixel value is thus

\[ \hat{p}(x) = \sum_{y \in I} \frac{1}{Z(x)} \exp \left( -\frac{||x-y||^2}{b^2} \right) * p(y) \]

(6)

where \( Z(x) \) is the normalized coefficient, and \( b \) is the control factor of the Gaussian kernel. The proposed algorithm has
good denoising performance if the image is composed of a large number of similar blocks. However, in some specific areas with fewer similar blocks, denoising performance is not good, and robustness to noise is poor. Many approaches have improved the non-local mean image-denoising algorithm. To obtain more pixels or patches with higher similarity, Ji Z. et al. [30] calculated the Zernike moments in the small local windows of each pixel in the image based on the similarity rather than the intensity of pixels. Zhang Q. et al. [31] proposed a new framework that uses adaptive non-local energy to regulate the inverse linear imaging problem. A fast iterative algorithm was proposed for the regularization process to search similar image blocks and calculate weights.

3.2 Non-local regularization and atom optimization

We jointly exploit an image external patch prior and internal self-similarity prior and adopt an external patch prior-guided internal-clustering algorithm for image denoising. Zhang J. et al. [32] proposed a group-based model (GSM) to enforce intrinsic local sparsity and the NSS of images simultaneously. Li X. et al. [33] utilized local correlations in the temporal domain and non-local correlations in the spatial domain to efficiently exploit the non-local correlations owing to the patch matching of similar patches. Inspired by GSM, we adopt Gaussian mixture models (GMMs) to cluster similar patches. The learned GMMs from clean images are then used to guide the clustering of noisy patches of the input noisy images. The flow chart of the learning process of the patch-based GMM prior model is shown in Figure 2.

The implementation process is as follows.

Step 1: Use K-means clustering method to train the natural images to obtain \( K \) groups and then subtract the mean value from each patch group to obtain the non-local similar blocks. The reason for subtracting the mean is that after subtracting the mean value, the texture features of two patch groups with different texture features have a great degree of similarity, as shown in Figure 3.

Step 2: Combine the non-local similar patches and clustered groups.

Step 3: Train the non-local similar model again and extract the non-local similar patch groups.

Mahalanobis distance is used to measure the similarity of non-local block groups. For local-similarity patch group, the clustering method is guided by the prior knowledge, and the GMM learning method is used to obtain the local patch with high similarity.

When denoising the collected noisy image \( Y \), the K-means method is used to introduce the prior information of the non-local patch group. Then, the GMMs are built to train the local patch groups, and the average value of the patch groups is calculated to measure local similarity. The similar patches are searched around the non-local patches, and the maximum average value of each similar patch is calculated. Finally, the non-local prior information is estimated from the transmission line image, and the sparse representation is used for the internal block.

In sparse representation, the sparse coefficient vector conforms to the Laplace distribution, so the sparse coefficient vector can be weighted to obtain the weight vector \( \alpha = 2\sqrt{2c\sigma^2} \), where \( c \) is constant and \( \sigma \) is the noise standard deviation. An adaptive regularization term [10] is added to the optimization term of the weighted sparse coding model. Adopting the prior knowledge in the model training process, the image blocks are searched and assigned weights as \( W = \exp(-\mu e^2) \), where \( \mu \) is a positive constant and \( e \) is the coding residual used to suppress image noise [16].

In the denoising stage, dictionary and regularization parameters can be obtained by training the Gaussian mixture model, while the weighted sparse coding model is used for image denoising. To make the weighted coding model more effective in removing Gaussian noise, the regularization term in the optimization term can use the prior model of the natural image to build the model. The orthogonal dictionary is obtained by image training, and then the local K-SVD dictionary is selected from the given image blocks adaptively. In the iterative process of dictionary learning, we calculate the coding residuals \( e \) and optimize the weights \( W \). The added non-local regularization term is

\[
\tilde{d} = \vartheta \| Y - W\Phi \|_2^2 + \psi \| \omega (\alpha - \tau) \|_1
\]

where \( \vartheta \) is the regularization factor, \( \vartheta \| Y - W\Phi \|_2^2 \) represents the constraint between the non-local estimation matrix \( W\Phi \) and the original image \( Y \); \( \psi \) is the definition constant, and \( \tau \) is non-local expectation among the weighted blocks. \( \psi \| \omega (\alpha - \tau) \|_1 \) represents the constraint among non-local similar blocks. The adaptive weighting of the estimation matrix and original image can improve the quality of image restoration.

In (1), only an overcomplete dictionary is used to sparsely reconstruct the internal information of the image. The details of the image are smoothed in the same way as the noise, and the effect of image restoration is not obvious. We reconstruct the image-denoising model by combining the K-SVD algorithm with NSS prior knowledge. Thus, we introduce \( \omega \) as a regularization constraint and obtain our image-denoising model as

\[
\min_{\alpha_i, X} \lambda \| X - Y \|_2^2 + \sum_{ij} \mu_j \| a_{ij} \|_0 + \sum_{ij} \| D\alpha_{ij} - R_i \|_2^2 \\
+ (\vartheta \| Y - W\Phi \|_2^2 + \psi \| \omega (\alpha - \tau) \|_1)
\]

The optimization solution of Equation (8) can be decomposed into two block-related sub-problems as

\[
\min_{\alpha_i, D} \| a_{ij} \|_0 + \| D\alpha_{ij} - R_i \|_2^2
\]
Then dictionary $D$ and $\alpha_j$ are updated by the improved K-SVD algorithm. The details are described in Algorithm 1.

**Algorithm 1 Dictionary atom optimization**

1: Task: solution of (9)
2: Initialization: initialize dictionary $D^{(0)} \in \mathbb{R}^{m \times k}$, composed by overcomplete DCT basis, sparse vector $\alpha_j^{(0)}$, and noisy image $Y$ with $\alpha = 0.01$;
3: For $J = 1, \ldots, J_{\text{max}}$
4: Sparse coding using stWGP algorithm until $|g_j^T < \alpha_{\text{max}}| ^2$ 
5: Dictionary atoms are decomposed by singular value decomposition
6: Noise atoms are deleted by the Bartlett test to establish an optimal overcomplete dictionary $\hat{D}$
7: End for

Step 2. To solve Equation (10), we first calculate the self-similarity weight matrix $W$. Then, substituting the updated sparse representation dictionary $\hat{D}$, sparse representation coefficient $\hat{\alpha}$, and weight matrix $W$ into (14), we can obtain the estimated image matrix $\hat{X}$. The details are described in Algorithm 2:

$$\hat{X} = \left[\phi(I - W) + \sum_{ij} R_{ij}^T R_{ij} + \lambda I\right]^{-1} \left(\lambda Y + \sum_{ij} R_{ij}^T D \alpha_j\right)$$ (14)
Algorithm 2 Image reconstruction based on non-local regularization K-SVD

1: Task: solution of (10)
2: Input: dictionary $\mathcal{D}$ and sparse representation coefficient $\hat{\alpha}$
3: For $j = 1, \ldots, J_{\text{max}}$
4: Residual $\varepsilon = y - \hat{x}^{(0)}$
5: Regularization factor $\vartheta = 0$
6: While $J < J_{\text{max}}$
7: Select Gauss component according to the mean value of block for weighted sparse coding
8: Calculate $y^{(k)} = \hat{x}^{(k-1)} + \nabla(y - y^{(k-1)})$ and update regularization factor $\vartheta$
9: Update sparse vector $\alpha^{(k)}$ and reconstruct image block $\tilde{x}^{(k)} = \mathcal{D}^\dagger \hat{\alpha}^{(k)}$
10: Update coding residual $\varepsilon^{(k)} = y - \tilde{x}^{(k)}$ and weight $\hat{w} = \exp(-\mu \varepsilon^2)$
11: End
12: End for
13: Output: denoised image

3.3 Adaptable regularization term optimization

To improve image reconstruction quality, the binomial regularization parameters $\lambda$ in Equation (10) must be able to balance the precise term and concentrated sparse term adaptively. We build a centralized local discrete model using the Bayesian maximum a posteriori probability estimation method. The non-local redundancy of the image can be estimated by calculating the non-local similar blocks and updating the parameters dynamically. The objective function can be solved by the iterative constraint in the sparse constraint problem.

Let $\theta = \alpha - \beta$, where $\beta$ is the estimation of the sparse coefficients $\alpha$. For a given $\beta$, the estimation of $\theta$ can be expressed as

$$\theta_y = \arg\max_{\theta} P(\theta | y)$$

The estimation term obeys the Gaussian distribution in the maximum prior probability as

$$P(y | \theta) = P(y | \alpha, \beta) = \frac{1}{\sqrt{2\pi \sigma_n}} \exp \left( - \frac{1}{2\sigma_n^2} |y - H\Phi\alpha|_2^2 \right)$$

The estimation of sparse coding coefficient $\beta$ and the sparse coding noise both meet the Laplace distribution. Similarly, assume further that $\theta$ meets the Laplace distribution as

$$P(\theta) = \prod_{i,j} \left\{ \frac{1}{\sqrt{2\pi \sigma_{ij}}} \exp \left( - \frac{|\theta_{ij}(j)|}{\sigma_{ij}} \right) \right\}$$

where $\theta_{ij}(j)$ represents the element of $j$-th iteration and $\sigma_{ij}$ represents the standard deviation of $\theta_{ij}(j)$. Substituting Equations (16) and (17) into Equation (15), we can obtain $\theta_y$ as

$$\theta_y = \arg\max_{\theta} \left\{ \|y - H\Phi\alpha\|_2^2 + 2\sqrt{2\sigma_n^2} \sum_{i,j} \frac{1}{\sigma_{ij}} |\theta_{ij}(j)| \right\}$$

Therefore, for a given $\beta$, sparse coding $\alpha$ can be obtained by minimizing the objective function. The optimal solution of Equation (17) can be solved by using the iterative contraction algorithm as

$$\alpha_y = \arg\min_{\alpha} \left\{ \|y - H\Phi\alpha\|_2^2 + \sum_{i,j} \lambda_{ij} |\alpha_{ij}(j) - \beta_{ij}(j)| \right\}$$

4 EXPERIMENTAL RESULTS

In this section, we conduct extensive experiments to verify the effectiveness of the proposed method and apply it to actual transmission line image denoising. The proposed denoising method is compared with BM3D [2], DCT dictionary [24], K-SVD [14], and SGK [25] algorithms. In the first part, we present a set of experiments on standard images to test the denoising performance of our algorithm. In the second part, we present experimental results on typical defects in an actual transmission line image denoising. The proposed denoising effectiveness of the proposed method and apply it to actual transmission line image such as strand breakage, wear, and bubble. Each image is contaminated artificially by adding zero mean white Gaussian noise at different variances $\sigma^2$. For convenience, the images are preprocessed into $512 \times 512$ black-and-white images, the window size is set to $8 \times 8$, and the number of atoms in the dictionary is 256.

We use an overcomplete DCT dictionary as the initialization for all training algorithms. Sparse coding in the denoising process is realized via OMP. The parameters in our experiments are set as follows.

1. The iteration number of K-SVD $f_{\text{max}} = 10$
2. The terminating threshold for OMP $\varepsilon = 1.15\sigma$, and the Lagrange multiplier $\lambda = \frac{30}{\sigma}$
3. The weakness parameter $\alpha = 0.8$
4. The number of clusters $= 5$
5. The training images are 200 images of transmission line of size $512 \times 512$

We use peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) as denoising criteria. We use DCT,
K-SVD, BM3D, SGK, and the proposed algorithms to denoise image *Lena* with \( \sigma = 10 \). As we can see in the denoising results of the five algorithms from Figure 4(c)–4(g), the image’s details are basically well preserved, but the denoising effects of SGK and our algorithm have clearer textural features in hair and brim. The quantitative results of the five algorithms for images *Lena, Boat*, and *Peppers* are shown in Table 1 and are the average values of the five denoising results. The PSNR of our algorithm are superior to that of the others. The PSNR of SGK is similar to that of K-SVD, and it is superior to the DCT and BM3D algorithms. Our algorithm achieves better performance in terms of SSIM, which implies better perceptual quality of the denoised image.

**Figure 4** Denoising results with \( \sigma = 10 \) on image *Lena*; (a) original image; (b) noisy image; (c) discrete cosine transform; (d) K-singular value decomposition; (e) block-matching and 3-D filtering; (f) sequential generation of K-means; (g) proposed

**Table 1** Comparison of five algorithms in PSNR and SSIM with different noise levels

| Algorithm | Noise Level | Lena PSNR | Lena SSIM | Boat PSNR | Boat SSIM | Peppers PSNR | Peppers SSIM |
|-----------|-------------|-----------|-----------|-----------|-----------|--------------|--------------|
| DCT       | \( \sigma = 10 \) | 35.2729   | 0.872     | 25.8044   | 0.621     | 32.2520      | 0.894        |
|           | \( \sigma = 25 \) | 30.9089   | 0.862     | 25.8037   | 0.621     | 27.7958      | 0.632        |
|           | \( \sigma = 50 \) | 27.4847   | 0.841     | 22.4144   | 0.433     | 23.2055      | 0.408        |
| BM3D      | \( \sigma = 10 \) | 35.4499   | 0.914     | 33.9068   | 0.887     | 35.0037      | 0.898        |
|           | \( \sigma = 25 \) | 31.3357   | 0.908     | 29.9038   | 0.801     | 32.0216      | 0.831        |
|           | \( \sigma = 50 \) | 27.8693   | 0.897     | 26.7787   | 0.705     | 29.2699      | 0.782        |
| K-SVD     | \( \sigma = 10 \) | 35.4038   | 0.913     | 33.4484   | 0.879     | 34.6797      | 0.875        |
|           | \( \sigma = 25 \) | 31.2192   | 0.876     | 29.1689   | 0.768     | 31.4541      | 0.821        |
|           | \( \sigma = 50 \) | 27.8169   | 0.795     | 25.8540   | 0.656     | 28.4243      | 0.761        |
| SGK       | \( \sigma = 10 \) | 35.1774   | 0.905     | 34.783    | 0.877     | 33.4926      | 0.881        |
|           | \( \sigma = 25 \) | 32.5742   | 0.843     | 32.0455   | 0.834     | 30.8280      | 0.854        |
|           | \( \sigma = 50 \) | 28.0373   | 0.770     | 31.1943   | 0.863     | 28.0063      | 0.770        |
| Proposed  | \( \sigma = 10 \) | 36.5994   | 0.917     | 33.7417   | 0.903     | 32.2579      | 0.871        |
|           | \( \sigma = 25 \) | 32.7201   | 0.911     | 32.6558   | 0.883     | 30.7926      | 0.861        |
|           | \( \sigma = 50 \) | 30.0854   | 0.905     | 31.3390   | 0.875     | 28.1209      | 0.772        |

Abbreviations: BM3D, block-matching and 3-D filtering; DCT, discrete cosine transform; K-SVD, K-singular value decomposition; PSNR, peak signal-to-noise ratio; SGK, sequential generation of K-means; SSIM, structural similarity index.

**Figure 5** Denoising results with \( \sigma = 20 \) on the image of broken strands on power line; (a) original image; (b) noisy image; (c) discrete cosine transform; (d) K-singular value decomposition; (e) block-matching and 3-D filtering; (f) sequential generation of K-means; (g) proposed.
FIGURE 6 Denoising results with $\sigma = 25$ on the image of worn power line, (a) original image; (b) noisy image; (c) discrete cosine transform; (d) K-singular value decomposition; (e) block-matching and 3-D filtering; (f) sequential generation of K-means; (g) proposed

FIGURE 7 Denoising results with $\sigma = 50$ on the image of bubbles power line, (a) original image; (b) noisy image; (c) discrete cosine transform; (d) K-singular value decomposition; (e) block-matching and 3-D filtering; (f) sequential generation of K-means; (g) proposed

| Algorithm | Noise Level | Transmission Line Images | Bubbles |
|-----------|-------------|--------------------------|---------|
|           |             | Broken Strands            | Worn    | Bubbles |
|           |             | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM |
| DCT       | $\sigma = 10$ | 37.3667 | 0.877 | 35.8883 | 0.861 | 35.4215 | 0.883 |
|           | $\sigma = 20$ | 36.9300 | 0.871 | 33.5872 | 0.858 | 34.2245 | 0.879 |
|           | $\sigma = 25$ | 35.3251 | 0.866 | 32.1442 | 0.854 | 32.8094 | 0.867 |
|           | $\sigma = 50$ | 30.6582 | 0.847 | 27.5616 | 0.826 | 28.9838 | 0.844 |
| BM3D      | $\sigma = 10$ | 38.7796 | 0.915 | 36.0925 | 0.905 | 35.7921 | 0.928 |
|           | $\sigma = 20$ | 37.9922 | 0.911 | 34.2494 | 0.904 | 34.8303 | 0.924 |
|           | $\sigma = 25$ | 36.6261 | 0.906 | 32.9150 | 0.894 | 33.4411 | 0.916 |
|           | $\sigma = 50$ | 32.2137 | 0.890 | 28.2973 | 0.882 | 29.6799 | 0.904 |
| K-SVD     | $\sigma = 10$ | 38.6224 | 0.915 | 36.0409 | 0.907 | 36.6158 | 0.911 |
|           | $\sigma = 20$ | 37.7521 | 0.912 | 33.9209 | 0.904 | 34.6397 | 0.906 |
|           | $\sigma = 25$ | 36.4954 | 0.908 | 32.5499 | 0.898 | 33.2746 | 0.899 |
|           | $\sigma = 50$ | 31.9573 | 0.896 | 28.1569 | 0.887 | 29.6354 | 0.890 |
| SGK       | $\sigma = 10$ | 38.4238 | 0.906 | 36.0385 | 0.907 | 36.7084 | 0.910 |
|           | $\sigma = 20$ | 37.8962 | 0.899 | 35.8092 | 0.897 | 35.9196 | 0.905 |
|           | $\sigma = 25$ | 36.8770 | 0.877 | 32.0386 | 0.853 | 34.3193 | 0.892 |
|           | $\sigma = 50$ | 34.6443 | 0.868 | 31.0381 | 0.829 | 30.5065 | 0.875 |
| Proposed  | $\sigma = 10$ | 38.5971 | 0.921 | 37.7362 | 0.911 | 37.3172 | 0.914 |
|           | $\sigma = 20$ | 38.0412 | 0.919 | 35.8751 | 0.908 | 36.3104 | 0.912 |
|           | $\sigma = 25$ | 36.8911 | 0.912 | 34.6633 | 0.904 | 35.0462 | 0.906 |
|           | $\sigma = 50$ | 35.5271 | 0.907 | 31.2994 | 0.899 | 31.6513 | 0.901 |

TABLE 2 Comparison of different methods in PSNR and SSIM under different noise levels

Abbreviations: BM3D, block-matching and 3-D filtering; DCT, discrete cosine transform; K-SVD, K-singular value decomposition; PSNR, peak signal-to-noise ratio; SGK, sequential generation of K-means; SSIM, structural similarity index.
To evaluate the actual denoising performance of our algorithm, we have conducted experiments on a self-building dataset of a power transmission line collected from the unmanned aerial vehicle images. There are three types of power line defects, broken strands, worn power lines, and bubbles. The denoising results of the three defects are shown in Figures 5–7, respectively. We can see from Figures 5(g), 6(g), and 7(g) that our algorithm can handle the edge-blurring problem in image recovery. For example, the textural feature in Figure 5(g) of the obscure part of the gully below the power line is recovered well compared with Figure 5(c)–5(f). Figure 6 displays the original, noisy, and denoised images of the worn power line with $\sigma = 25$. As we can see from Figure 6(c)–6(f), there still exists worn edge blurring in the denoised image. As shown in Figure 6(g), our proposed algorithm has a good subjective detail recovery effect and solves the problem of feature blurring in the smooth part of the traditional algorithm. For the collected power line images with bubbles, Figure 7(c)–7(f) displays the denoised images using DCT, BM3D, K-SVD, and SGK algorithms, respectively. As we can see from Figure 7(c)–7(f), the details of the restoring image are lost under high noise. Our proposed algorithm can solve the problem of mistaking image information as noise under high noise, so the texture recovery is remarkable.

The complete experimental data are shown in Table 2. As we can see from Table 2, for broken strands images, the denoising performance of all algorithms are good, our algorithm outperforms the other algorithms less than 1 dB in terms of PSNR. For worn and bubbles images, our algorithm outperforms DCT algorithm 2$\sim$4 dB, BM3D algorithm 1$\sim$3 dB, K-SVD algorithm 1$\sim$2 dB, and 0.6$\sim$1.5 dB in terms of PSNR.

In summary, the edge details of the reconstructed image using the proposed algorithm are clear under strong Gaussian noise, and the subjective visual effect is better. The proposed algorithm can solve the problem of blurring features at the smoothing point of noisy image and treating image information as noise. The PSNR and SSIM values of three typical defects were increased by 1.83 dB and 0.01, respectively. The proposed algorithm is more suitable for image denoising with strong Gaussian noise, and especially in practical transmission line applications, the denoising performance is better than that of experimental simulation.

Furthermore, we have conducted experiments on eight standard image datasets and our self-building image dataset of the power line. The standard image datasets include three grey image datasets (Set12, BSD68, and RN16) and five colour

| Table 3 | Average PSNR (in dB) results by different denoising methods under different noise levels |
|---------|-------------------------------------------------------------------------------------------------|
| Datasets | Set12 | BSD68 | RN16 | Kodak24 | McMaster | RN15 | CBSD68 | CSet8 | Transmission Line Images |
| Noise level $\sigma = 15$ | | | | | | | | | |
| DCT | 30.57 | 30.36 | 30.27 | 30.18 | 30.78 | 30.42 | 30.52 | 30.91 | 30.94 | 30.23 | 30.42 |
| BM3D | 32.45 | 31.93 | 32.91 | 31.43 | 32.19 | 32.93 | 32.15 | 32.63 | 32.72 | 32.14 | 31.81 |
| K-SVD | 32.17 | 32.32 | 33.61 | 32.14 | 32.53 | 32.18 | 32.90 | 32.00 | 32.53 | 33.06 | 32.63 |
| SGK | 32.90 | 33.07 | 33.14 | 31.92 | 32.47 | 32.25 | 32.71 | 32.19 | 33.44 | 34.07 | 33.48 |
| Proposed | 33.78 | 33.14 | 32.12 | 31.74 | 33.04 | 32.92 | 33.41 | 32.42 | 34.17 | 34.62 | 34.27 |
| Noise level $\sigma = 25$ | | | | | | | | | |
| DCT | 29.44 | 28.91 | 28.60 | 27.89 | 28.41 | 28.34 | 27.94 | 26.52 | 28.32 | 27.14 | 27.81 |
| BM3D | 30.84 | 31.72 | 31.43 | 29.22 | 30.14 | 30.93 | 31.03 | 28.29 | 30.62 | 30.91 | 31.44 |
| K-SVD | 31.52 | 31.83 | 31.02 | 30.98 | 31.01 | 30.72 | 31.14 | 29.46 | 31.49 | 31.46 | 31.27 |
| SGK | 31.97 | 32.01 | 31.72 | 30.86 | 32.06 | 31.07 | 31.11 | 30.84 | 33.02 | 32.19 | 31.30 |
| Proposed | 32.12 | 32.58 | 31.36 | 31.59 | 32.35 | 31.36 | 31.58 | 31.17 | 32.18 | 32.66 | 32.04 |
| Noise level $\sigma = 50$ | | | | | | | | | |
| DCT | 22.46 | 22.60 | 22.26 | 22.70 | 22.39 | 22.01 | 21.96 | 22.31 | 22.65 | 22.41 | 22.98 |
| BM3D | 25.62 | 24.67 | 24.97 | 24.37 | 25.88 | 25.02 | 25.52 | 24.67 | 26.02 | 26.25 | 24.93 |
| K-SVD | 25.31 | 25.74 | 25.01 | 24.36 | 25.72 | 25.37 | 25.41 | 25.53 | 25.60 | 25.59 | 24.77 |
| SGK | 25.56 | 26.03 | 25.17 | 25.74 | 25.67 | 25.68 | 26.13 | 25.96 | 25.73 | 25.23 | 25.89 |
| Proposed | 26.15 | 26.61 | 25.85 | 26.27 | 26.35 | 26.91 | 26.42 | 26.15 | 26.13 | 25.93 | 26.01 |

Abbreviations: BM3D, block-matching and 3-D filtering; DCT, discrete cosine transform; K-SVD, K-singular value decomposition; PSNR, peak signal-to-noise ratio; SGK, sequential generation of K-means; SSIM, structural similarity index.
image datasets (CBSD68, Kodak24, McMaster, RN115, and CSet8). In total, these datasets include 229 images. Our collected dataset includes 300 images of three defects (i.e., broken strands, wear, and bubbles). The average PSNR performance of DCT, BM3D, K-SVD, SGK, and the proposed method are tabulated in Table 3.

Finally, the execution time of denoising 50 standard images with different methods is reported in Table 4 and is the average of 10 experiments.

5 | CONCLUSION

An image-denoising method is presented based on improved K-SVD and atom optimization that can be applied to strong noise. The proposed method not only considers image feature extraction and noise atom suppression but also introduces sparse coding based on correlation coefficient matching and iterative stopping criteria of an OMP algorithm based on weak selection iterative threshold strategy in dictionary training. The dictionary is optimized by tailoring the atomic library. Furthermore, considering the NSS of the image, a non-local regularization term is introduced into the denoising model. The experimental results show that compared with similar denoising algorithms, the proposed algorithm not only removes the noise in the smoothing area and reduces the wrinkle phenomenon in the smoothing area but also preserves details such as edge texture and can remove Gaussian noise in the transmission line image.
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