More on algebraic properties of the discrete Fourier transform raising and lowering operators
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Abstract - In the present work, we discuss some additional findings concerning algebraic properties of the N-dimensional discrete Fourier transform (DFT) raising and lowering difference operators, recently introduced in [1,2]. Perhaps, it is worthwhile to recall first that the DFT based on points N is represented by an N × N unitary symmetric matrix

Φ(N) = [Φ(m,n)] with entries

Φ(m,n) = 1
√N exp(2πiN mn) = 1
√N qmn,

q := exp(2πi/N), m, n ∈ {0, 1, ..., N−1}.

(1)

This matrix Φ(N) was introduced by Sylvester [3] in 1867 and frequently referred to as Schur’s matrix.

Given a complex valued vector y with components {yk}N−1 k=0, one can compute another vector z with components

z(m) = Σn=0 N−1 Φ(m,n) y(n).

(2)
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referred to as the DFT of the vector \( \vec{y} \). Those vectors \( \vec{f}^{(k)} \), which are solutions of the standard equations

\[
\sum_{n=0}^{N-1} \Phi_{n,m}^{(N)} f_n^{(k)} = \lambda_k f_m^{(k)}, \quad k \in \{0, 1, \ldots, N-1\},
\]

then represent eigenvectors of the DFT operator \( \Phi^{(N)} \), associated with the eigenvalues \( \lambda_k \). Since the fourth power of \( \Phi^{(N)} \) is the unit operator, the only four distinct eigenvalues among \( \lambda_k \)'s are \( \pm 1 \) and \( \pm i \).

An important aspect to observe at this point is that the same type of degeneracy of the eigenvalues is characteristic of the continuous counterpart of the DFT, the Fourier integral transform (FIT) that is also a unitary operator of order 4 with the same eigenvalues \( \pm 1, \pm i \). Note also that it is customary to reduce the problem of deriving the eigenfunctions of FIT to that of finding a differential operator of the lowest order with distinct eigenvalues, that commutes with the FIT operator and therefore has the same set of eigenfunctions as the FIT operator. Such differential operator was found to be a second-order differential number operator

\[
N = \frac{1}{2} \left( x^2 - \frac{d^2}{dx^2} - 1 \right)
\]

which has distinct eigenvalues \( \lambda_n := n, n = 0, 1, 2, \ldots \), associated with the eigenfunctions

\[
f_n(x) := H_n(x) \exp(-x^2/2),
\]

where \( H_n(x) \) are the Hermite polynomials [4]. Thus in this way not only the eigenfunctions of the FIT are found, but their degeneracies are lifted by enumerating those eigenfunctions with the aid of the distinct eigenvalues \( \lambda_n = n \) of the number operator \( N \). Note that the functions \( f_n(x) \) are usually referred to as Hermite functions in the mathematical literature and, properly normalized, they represent the wave functions of the linear harmonic oscillator in non-relativistic quantum mechanics [5].

So, an attempt has been made in [1] to find, in complete analogy with the case of FIT operator, such an operator with distinct eigenvalues that commutes with the DFT operator \( \Phi^{(N)} \). Since from the outset it was evident that this required operator cannot be any differential operator of a finite order, it was proposed to construct first two difference lowering and raising operators \( b_N \) and \( b_N^\dagger \) with the aid of the standard intertwining relations

\[
b_N \Phi^{(N)} = \i \Phi^{(N)} b_N, \quad b_N^\dagger \Phi^{(N)} = -\i \Phi^{(N)} b_N^\dagger, \quad N \geq 3,
\]

with the DFT operator \( \Phi^{(N)} \). Then it is straightforward to verify, by using definition (6), that a discrete number operator, defined as a difference operator of the form

\[
\mathcal{N}^{(N)} := b_N^\dagger b_N,
\]

does commute with the DFT operator \( \Phi^{(N)} \). Therefore, it was conjectured in [1] that the eigenvalues of the discrete number operator \( \mathcal{N}^{(N)} \), based on an arbitrary number of points \( N \), are represented by distinct non-negative numbers and the corresponding eigenvectors \( \vec{f}_k^0 \), \( 0 \leq k \leq N - 1 \), can be successively defined, with the aid of the raising operator \( b_N^\dagger \), as

\[
\vec{f}_{j+1} = \frac{1}{\lambda_{j+1}^{1/2}} b_N^\dagger \vec{f}_j, \quad 0 \leq j \leq N - 2,
\]

starting with the lowest eigenvector \( \vec{f}_0 \), which is found as a solution of the difference equation

\[
b_N \vec{f}_0 = 0.
\]
the $\mathcal{N}^{(N)}$ and relevantly ordering them. In Section 3, it is shown that this heretofore undetected distinction between DFTs based on odd and even points $N$ is very consistent with the well-known formula [7,8] for the multiplicities of the eigenvalues, associated with the $N$-dimensional DFT operator $\Phi^{(N)}$. Finally, in Section 4, we put forward a general algorithm for constructing the eigenvectors of the discrete number operators $\mathcal{N}^{(N)}$, that avoids the above-mentioned pitfalls in the structure of each even-dimensional case $N = 2L$.

**N-dimensional raising and lowering operators**

Algebraic properties of the $N$-dimensional DFT lowering $b_N$ and raising $b_N^\dagger$ difference operators were broached in [2] by the first two authors of this presentation. The development is continued here. In particular, in this section we extend those results by evaluating the rank of the operators $b_N$ and $b_N^\dagger$ for an arbitrary dimension $N$ and demonstrating that the characteristic equations for those operators have a particular ‘cyclic’ form.

The $N$-dimensional lowering difference operator is represented by the $N \times N$ matrix

$$b_N := \sqrt{\frac{N}{16\pi}} \begin{bmatrix} 0 & 1 & 0 & 0 \cdots & 0 & 0 & 0 & -1 \\ -1 & s_1 & 1 & 0 \cdots & 0 & 0 & 0 & 0 \\ 0 & -1 & s_2 & 1 \cdots & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & s_3 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & s_{N-4} & 1 & 0 \\ 0 & 0 & 0 & 0 & \cdots & -1 & s_{N-3} & 1 \\ 0 & 0 & 0 & 0 & \cdots & 0 & -1 & s_{N-2} \\ 1 & 0 & 0 & 0 & \cdots & 0 & 0 & -1 \end{bmatrix} ,$$

(10)

where we introduced for brevity $s_k := 2 \sin \frac{2\pi k}{N}$, $0 \leq k \leq N - 1$, and $N$ is an arbitrary positive integer, $N \geq 3$.

Notice that the matrix in (10) is traceless, because one checks easily that $\sum_{k=1}^{N-1} s_k = 0$. Also, since $s_{N-k} = -s_k$ by definition of the parameters $s_k$, the diagonal elements of the matrix in (10) are of the form

$$\{0, s_1, s_2, \ldots, s_{L-1}, 0, -s_{L-1}, \ldots, -s_2, -s_1\}, \quad N = 2L,$$

$$\{0, s_1, s_2, \ldots, s_{L}, -s_{L}, \ldots, -s_2, -s_1\}, \quad N = 2L + 1,$$

(11)

for even and odd dimensions $N$, respectively. This means that the operator $b_N$ depends only on the $L$ independent parameters $\{s_1, s_2, \ldots, s_L\}$ if $N = 2L + 1$ and on the $L - 1$ parameters $\{s_1, s_2, \ldots, s_{L-1}\}$ if $N = 2L$.

The matrix $b_N$ is noninvertible (singular) and its rank is different for the even and odd dimensions $N$. This can be shown in the following way.

We recall first that the space spanned by the rows (columns) of a matrix $A$ is called the row (column) space of $A$; its dimension is called the row (column) rank. The rank of a matrix equals the row (column) rank [9]. There are simple procedures available for finding bases for the row and column spaces of a matrix.

To find a basis of the row (column) space of a matrix $A$, use elementary row (column) operations to put $A$ in reduced row (column) echelon form. Discard any zero rows (columns); then the remaining rows (columns) will form a basis of the row (column) space of $A$ (see, for example, pages 41, 44, 49 and 127 in [10]).

So, let us begin with examining the matrix $b_N = \sqrt{N/16\pi} \times M_L$ for odd $N = 2L + 1$, $L \geq 1$, where the matrix $M_L$ is

$$M_L := \begin{bmatrix} 0 & 1 & 0 & 0 \cdots & 0 & 0 & 0 \cdots & 0 & -1 \\ -1 & s_1 & 1 & 0 \cdots & 0 & 0 & 0 \cdots & 0 & 0 \\ 0 & -1 & s_2 & 1 \cdots & 0 & 0 & 0 \cdots & 0 & 0 \\ 0 & 0 & -1 & s_3 & \cdots & 0 & 0 & 0 \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & -1 & s_L & 1 & 0 \cdots & 0 \\ 0 & 0 & \cdots & 0 & 0 & -1 & -s_L & 1 \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & -1 & -s_3 \\ 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & -1 & -s_2 \\ 1 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & -1 \end{bmatrix} ,$$

(12)
By elementary column operations one may cast the matrix $M_L$ into the form

$$M_L' = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & -1 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & -1 \\
-1 & s_2 & 1 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & -1 & s_3 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & -1 & s_L & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & \cdots & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & -1 & -s_2 & 1 \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 & -1 & -s_1 & 1 \\
\end{bmatrix}, \quad (13)$$

which is almost in the column echelon form, except for the two elements equal to $-1$ on the upper right corner of this matrix. But it is not hard to eliminate them by further elementary column operations over the last two columns, and bring $M_L'$ into complete column echelon form. Indeed, let us add to the penultimate column in (13) its first column plus the last one, multiplied by the parameter $s_1$, to get

$$M_L'' = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
-1 & s_2 & 1 & \cdots & 0 & 0 & 0 & \cdots & 0 & -1 & 0 \\
0 & -1 & s_3 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & -1 & s_L & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 & -1 & -s_2 & 1 \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 & -1 & 0 & 1 \\
\end{bmatrix}. \quad (14)$$

So, the next step is to add to the last column in (14) the second column plus the penultimate one, multiplied by the parameter $s_2$; this results in

$$M_L''' = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
-1 & s_2 & 1 & \cdots & 0 & 0 & 0 & \cdots & 0 & -1 & 0 \\
0 & -1 & s_3 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & -1 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & -1 & s_L & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 & -1 & -s_2 & 1 \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 & -1 & 0 & 0 \\
\end{bmatrix}. \quad (15)$$

Let us emphasize that this form $M_L'''$ of the initial matrix $M_L$ contains the principal minor $(M_L''')_{i,j}$, $3 \leq i, j \leq N$, of order $N - 2 \equiv 2(L - 1) + 1$, which results from the deletion of the first two rows and columns in (15), as indicated there by dashed line. This minor has a structure similar to the matrix $M_L''_{i,j}$ in (13). One therefore may employ the same type of elementary column operations as above in order to move those two elements equal to $-1$ in the last two columns in (15) another two rows down. Repeating those steps $L - 1$ times, one finally arrives at the form, which contains a principal minor of order 3 on its lower right corner; this minor has the same structure as $M_1'$. It is plain that in the latter case

$$M_1' = \begin{bmatrix}
1 & -1 & 0 \\
1 & -1 & 0 \\
-1 & -s_1 & 1 \\
\end{bmatrix} \Rightarrow \begin{bmatrix}
1 & 0 & 0 \\
1 & 0 & 0 \\
1 & -1 & -1 \\
\end{bmatrix} \Rightarrow \begin{bmatrix}
1 & 0 & 0 \\
1 & 0 & 0 \\
-1 & -1 & 0 \\
\end{bmatrix}, \quad (16)$$
where we added the first column plus the third column, multiplied by \( s_1 \), to the second column at the first step, and the second column to the third one at the second step. This means that the matrix \( M_L \) is finally reduced to the complete column echelon form of a lower triangular matrix, which has nonzero first \( N - 1 \) diagonal elements and only one zero element on its main diagonal. Hence \( \det M_L = 0 \), rank \( M_L = N - 1 \) and the null space of the matrix \( M_L \) is one-dimensional. One therefore sees that the lowest eigenvector \( \vec{f}_0 \) of the discrete number operator \( \mathcal{N}^{(N)} \) is uniquely determined (up to normalization by a proper constant) by the equation \( \mathbf{b}_N \vec{f}_0 = 0 \) and all other \( N - 1 \) eigenvectors \( \vec{f}_j \), \( 1 \leq j \leq N - 1 \) of the operator \( \mathcal{N}^{(N)} \), successively defined by (8), are linearly independent.

Turning now to the case of the matrix \( \mathbf{b}_N \) with even \( N = 2L \), \( L \geq 2 \), it should be noted that the corresponding matrix in (10) for even \( N = 2L \) has almost the same structure as \( \mathbf{M}_L \) in the odd case, except that only diagonal elements of those two matrices are different: as indicated in (11), there are two zero diagonal elements in the even case \( N = 2L \) and only one zero element in the odd case \( N = 2L + 1 \). Therefore, one may likewise employ the same inductive procedure in \( L \) as in the odd case \( N = 2L + 1 \) in order to move downwards those two elements equal to \(-1\) in the last two columns of the matrix \( \mathbf{b}_{2L} \equiv \sqrt{L/8\pi} \times \mathbf{M}_L \), finally arriving at the form with a principal minor of order 4 on its lower right corner. This principal minor has the same structure as \( \mathcal{M}_1 \),

\[
\mathcal{M}_4 = \begin{bmatrix}
1 & 0 & -1 & 0 \\
2 & 1 & 0 & -1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & -2 & 1
\end{bmatrix} \quad \Rightarrow \quad \begin{bmatrix}
1 & 0 & 0 & 0 \\
2 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{bmatrix},
\]

(17)

which is readily reduced to the echelon form, indicated in the above. One therefore checks that all even case matrices can be transformed, by elementary column operations, into the complete echelon form with two zero columns at the end. Thus in the even \( N = 2L \) case \( \det \mathbf{b}_N = 0 \), rank \( \mathbf{b}_N = N - 2 \) and the null space of the matrix \( \mathbf{b}_N \) is two-dimensional. This means that in the even case there are two linearly independent solutions of the difference equation \( \mathbf{b}_N \vec{f}_0 = 0 \) for defining the lowest eigenvector of the discrete number operator \( \mathcal{N}^{(N)} \).

Let us draw attention now to the remarkable ‘cyclic’ properties of the lowering and raising difference operators \( \mathbf{b}_N \) and \( \mathbf{b}_N^\dagger \), which can be formulated in the following way. Recall first that the equation which is solved to find eigenvalues of \( N \times N \) matrix \( M \) is usually interpreted as the equation for finding roots of the characteristic polynomial

\[
p_M(\lambda) := \det(\lambda I - M) = \lambda^N + c_1 \lambda^{N-1} + c_2 \lambda^{N-2} + \cdots + c_{N-1} \lambda + c_N,
\]

(18)

where \( I \) is the \( N \times N \) identity matrix and the coefficient \( c_k \) is \((-1)^k\) times the sum of the determinants of all of the principal \( k \times k \) minors of \( M \) (note that by this definition \( c_1 = -\text{trace}(M) \) and \( c_N = (-1)^N \det M \)). The Cayley–Hamilton theorem then states that an \( N \times N \) matrix \( M \) is annihilated by its characteristic polynomial (18), that is,

\[
p_M(M) = M^N + c_1 M^{N-1} + c_2 M^{N-2} + \cdots + c_{N-1} M + c_N I = 0.
\]

(19)

It is plain that for a singular traceless matrix \( M \) the coefficients \( c_1 \) and \( c_N \) vanish. It turns out that for the particular traceless matrices of the form \( \mathbf{b}_N \) and \( \mathbf{b}_N^\dagger \) there are many more vanishing coefficients in the identity (19). The point is that from the defining intertwining relations (6) for the lowering and raising difference operators \( \mathbf{b}_N \) and \( \mathbf{b}_N^\dagger \) it follows at once that

\[
(\Phi^{(N)})^\dagger \mathbf{b}_N \Phi^{(N)} = i \mathbf{b}_N, \quad (\Phi^{(N)})^\dagger \mathbf{b}_N^\dagger \Phi^{(N)} = -i \mathbf{b}_N^\dagger.
\]

(20)

This means that if, for instance, \( \mathbf{b}_N \vec{f} = \lambda \vec{f} \) and \( \lambda \neq 0 \), then \( \mathbf{b}_N \vec{f}' = -i \lambda \vec{f}' \), where the eigenvector \( \vec{f}' \) of the operator \( \mathbf{b}_N \) is defined as \( \vec{f}' := (\Phi^{(N)})^\dagger \vec{f} \). Hence, if the operator \( \mathbf{b}_N \) has nonzero eigenvalue \( \lambda \), associated with the eigenvector \( \vec{f} \), then it has another eigenvalue \(-i \lambda \), associated with the eigenvector \( \vec{f}' \), as well. Moreover, since the DFT operator \( \Phi^{(N)} \) is of order 4, each nonzero eigenvalue \( \lambda \) is actually accompanied by the 3 other eigenvalues \( i^k \lambda, k = 1, 2, 3 \). Since the polynomial \((z - \lambda)(z - i\lambda)(z + i\lambda)(z + \lambda) = z^4 - \lambda^4\), one therefore concludes that in the characteristic equation (19) for the lowering operator \( \mathbf{b}_N, N \geq 5 \), the only nonzero coefficients are \( c_4, c_8, \ldots, c_{4k} \), where \( k := [N/4] \) and the symbol \([X]\) stands for the greatest integer in \( X \). This characteristic equation can be thus written in the ‘cyclic’ form as

\[
\mathbf{b}^N_N + c_4 \mathbf{b}^{N-4}_N + \cdots + c_{4k} \mathbf{b}^{N-4k}_N = \left( \mathbf{b}^4_N - \lambda_1^4 \right) \left( \mathbf{b}^4_N - \lambda_2^4 \right) \cdots \left( \mathbf{b}^4_N - \lambda_k^4 \right) \mathbf{b}^4_N = 0,
\]

(21)

where \( 0 \leq l := N - 4k \leq 3 \) and \( \lambda_1, \lambda_2, \ldots, \lambda_k \) are some constants.
To close this section, we recall here that the raising difference operator $b_N^\dagger$ is the matrix transpose of the lowering difference operator $b_N$; hence the former operator has the same set of properties as the latter one: the vanishing determinant and trace, the same rank, distinct for even and odd dimensions $N$, and the same characteristic equation (21).

**Multiplicities**

As a starting point in this section, let us take the two so-called Chebyshev sets

\[
\{ \sin t, \sin 2t, \ldots, \sin nt \}, \quad \{ 1, \cos t, \cos 2t, \ldots, \cos nt \},
\]

which are defined on intervals $(0, \pi)$ and $[0, \pi]$, respectively. These sets were employed in [7,8] to give a simple proof of the explicit expressions for the multiplicities $m_k(i^k)$ of the eigenvalues $i^k$, $0 \leq k \leq 3$, for the $N$-dimensional DFT operator $\Phi^{(N)}$ of the form:

\[
m_0(1) = \left[ \frac{N}{4} \right] + 1, \quad m_1(i) = \left[ \frac{N + 1}{4} \right],
\]

\[
m_2(-1) = \left[ \frac{N + 2}{4} \right], \quad m_3(-i) = \left[ \frac{N + 3}{4} \right] - 1.
\]

Note that the lowering $b_N$ and raising $b_N^\dagger$ difference operators, as well as their product, the discrete number operator $N^{(N)}$, do depend on the set of parameters $\{s_1, s_2, \ldots, s_{N-1}\}$, which may be regarded as the particular case of the Chebyshev set of smooth functions taken at the distinct points $t_k := 2\pi k/N$, $1 \leq k \leq (N-1)$. Thus, the fact that this particular set of parameters $\{s_1, s_2, \ldots, s_{N-1}\}$ plays a key role in our study, is not accidental at all. But the real reason for mentioning here the formula (23) for multiplicities is the following.

The formula (23) had been known for a long time before the appearance of the above-mentioned papers [7,8]. Nevertheless, what seems to remain unnoticed is that this formula clearly points out the dissimilarity between ordering the even-dimensional eigenvectors and odd-dimensional eigenvectors of the DFT operator $\Phi^{(N)}$. This can be argued in the following way.

Imagine that one has a set of $N$ marbles in 4 colors: $m_0(1)$ green, $m_1(i)$ blue, $m_2(-1)$ yellow, and $m_3(-i)$ red ones; the marbles of the same color are assumed for the moment to be identical. Also, there are boxes of various sizes with $n + 1$ compartments, which are consecutively labeled by $0, 1, 2, \ldots, n$. The question is how to select a box of minimal size in order to arrange in it, one by one, all the $N$ marbles, taking into account that the green marbles may be placed only into compartments, marked as $0, 4, 8, \ldots$, blue marbles – into compartments, marked as $1, 5, 9, \ldots$, yellow marbles – into compartments, marked as $2, 6, 10, \ldots$, and red ones – into compartments $3, 7, 11, \ldots$.

To solve this rather simple combinatorial problem, observe that all odd dimensions $N \geq 3$ can be divided into two sets as:

\[a) \quad N = 3 \pmod{4}, \quad \text{i.e.,} \quad N = 3 + 4l, \quad l = 0, 1, 2, 3, \ldots, \]

\[m_0(1) = m_1(i) = m_2(-1) = l + 1, \quad m_3(-i) = l, \]

\[\sum_{k=0}^{3} m_k(i^k) = 3(l + 1) + l = 4l + 3 = N; \]

in particular, for $N = 3$ (i.e., $l = 0$) this set can be schematically depicted as

\[\text{Fig. 1.}\]

\[b) \quad N = 5 \pmod{4}, \quad \text{i.e.,} \quad N = 5 + 4l, \quad l = 0, 1, 2, 3, \ldots, \]

\[m_0(1) = l + 2, \quad m_1(i) = m_2(-1) = m_3(-i) = l + 1, \]

\[\sum_{k=0}^{3} m_k(i^k) = l + 2 + 3(l + 1) = 4l + 5 = N; \]
in particular, for \( N = 5 \) (i.e., \( l = 0 \)) this set can be schematically depicted as

\[
\begin{array}{cccccc}
0 & 1 & 2 & 3 & 4 & 5
\end{array}
\]

Fig. 2.

By the same token, all even dimensions \( N \geq 4 \) can be divided into two sets of the form:

\( a) \ N = 4 \pmod{4}, \mbox{ i.e., } N = 4 + 4l, \ l = 0, 1, 2, 3, \ldots, \)

\[
m_0(1) = l + 2, \quad m_1(i) = m_2(-1) = l + 1, \quad m_3(-i) = l,
\]

\[
\sum_{k=0}^{3} m_k(i^k) = l + 2 + 2(l + 1) + l = 4(l + 1) = N;
\]

in particular, for \( N = 4 \) (i.e., \( l = 0 \)) this set can be schematically depicted as

\[
\begin{array}{cccccc}
0 & 1 & 2 & 3 & 4 &
\end{array}
\]

Fig. 3.

\( b) \ N = 6 \pmod{4}, \mbox{ i.e., } N = 6 + 4l, \ l = 0, 1, 2, 3, \ldots, \)

\[
m_0(1) = l + 2, \quad m_1(i) = l + 1, \quad m_2(-1) = l + 2, \quad m_3(-i) = l + 1,
\]

\[
\sum_{k=0}^{3} m_k(i^k) = 2(l + 1) + 2(l + 2) = 4l + 6 = N;
\]

in particular, for \( N = 6 \) (i.e., \( l = 0 \)) this set can be schematically depicted as

\[
\begin{array}{cccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6
\end{array}
\]

Fig. 4.

Inspection of Figures 1–4 indicates that for each odd number \( N \) of marbles it is sufficient to use a box, which contains only \( N \) compartments in it; whilst in the case of all even numbers \( N \) of marbles one needs to use boxes with \( N + 1 \) compartments in them. Thus simply by examining the well-known equation (23) for the multiplicities of the eigenvalues for the \( N \)-dimensional DFT operator \( \Phi^{(N)} \) one arrives at the same conclusions concerning essential differences between symmetry properties of the eigenvectors for the even- and odd-dimensional DFT operator, as we elaborated at the end of the previous section.

**Eigenvectors for the even cases \( N=2L \)**

It is evident now that for all even dimensions \( N = 2L \) there are multiple eigenvalues in the spectrum of the discrete number operator \( N^{(2L)} \) and there is always a gap in the associated with them multiplicities (23) (see Figs. 3 and 4). Hence, it is not possible to employ the same conventional algorithm for finding the eigenvectors of the operator \( N^{(2L)} \) as in the case of odd dimensions \( N = 2L + 1 \), when all appropriate eigenvectors are successively constructed with the aid of the difference raising \( b_N^1 \) and lowering \( b_N \) operators via (8) and (9). However, it turns out that there is a more elaborate way of finding the eigenvectors for the \( N^{(2L)} \), which enables one to surmount the above-mentioned obstacles in the structure of the each even-dimensional discrete number operator \( N^{(2L)} \) and its spectrum.

The key step in our approach towards finding the eigenvectors of the operator \( N^{(2L)} \) is the use of certain properties of an additional lowering-raising operator \( \text{LR}^{(N)} \) of the form

\[
\left( \text{LR}^{(N)} \right)_{kl} := \cos \left( \frac{2\pi k}{N} \right) \frac{1}{2} \left( \delta_{k+1,l} + \delta_{k-1,l} \right), \quad (24)
\]
where \(0 \leq k, l \leq N - 1\), \(\delta_{-1,l} = \delta_{N-1,l}\) and \(\delta_{N,l} = \delta_{0,l}\). As detailed in Section 3 of [1], thus introduced operator \(\text{LR}^{(N)}\) anticommutes with the DFT operator \(\Phi^{(N)}\), that is,

\[
\text{LR}^{(N)} \Phi^{(N)} = - \Phi^{(N)} \text{LR}^{(N)}.
\]  

(25)

From (25) it follows at once that the action of the operator \(\text{LR}^{(N)}\) on the eigenvector \(\vec{f}_k\) of the DFT operator \(\Phi^{(N)}\), associated with the eigenvalue \(i^k\), \(0 \leq k \leq 3\), is a linear combination of the two eigenvectors \(\vec{f}_{k-2}\) and \(\vec{f}_{k+2}\) of the DFT operator \(\Phi^{(N)}\), i.e.,

\[
\text{LR}^{(N)} \vec{f}_k = c_1 \vec{f}_{k-2} + c_2 \vec{f}_{k+2}.
\]  

(26)

That is why this operator is regarded as a double step lowering–raising difference operator and denoted by the symbol \(\text{LR}^{(N)}\).

**Remark 1.** The algebraic interpretation of the lowering and raising difference operators \(b_N\) and \(b_N^\dagger\) is more transparent when they are expressed in terms of the complementary pair of the unitary operators \(U\) and \(V\) on \(\mathbb{C}^N\) as

\[
b_N = \sqrt{\frac{N}{16\pi}} \left[ V^\dagger - V + i \left( U^\dagger - U \right) \right], \quad b_N^\dagger = \sqrt{\frac{N}{16\pi}} \left[ V - V^\dagger + i \left( U^\dagger - U \right) \right].
\]  

(27)

where \(U_{k,l} := q^k \delta_{k,l}\) and \(V_{k,l} := \delta_{k,l+1}\) (see [1,2]). The self-adjoint difference operator \(\text{LR}^{(N)}\) can be written in terms of these unitary operators \(U\) and \(V\) as

\[
\text{LR}^{(N)} = \frac{1}{2} \left[ U + U^\dagger - V - V^\dagger \right].
\]  

(28)

We are now in a position to discuss an appropriate algorithm for finding the eigenvectors of the discrete number operator \(N^{(2L)}\). Recall first that all even dimensions \(N \geq 4\) under study in this section can be divided into two subsets of dimensions \(N = 4 \mod 4\) and \(N = 6 \mod 4\). Moreover, all hierarchies of the eigenvectors of the \(N^{(2L)}\) within the first subset have the same structure as in the case of \(N = 4\) (see Fig. 3), whereas all sets of the eigenvectors from the second subset exhibit the same structure as in the case of \(N = 6\) (see Fig. 4).

(a) Let us begin with examining the case of \(N = 4\), when the lowering difference operator \(b_4\) is represented by the \(4 \times 4\) matrix,

\[
b_4 = \frac{1}{2\sqrt{\pi}} \begin{bmatrix}
0 & 1 & 0 & -1 \\
-1 & 2 & 1 & 0 \\
0 & -1 & 0 & 1 \\
1 & 0 & -1 & -2
\end{bmatrix}.
\]  

(29)

As in the odd case with \(N = 2L + 1\), the lowest eigenvector \(\vec{f}_0 = \text{const.} \{a, b, c, b\}^T\) is found as a solution of the difference equation \(b_4 \vec{f}_0 = 0\). Unlike the odd case with \(N = 2L + 1\), this equation has two linearly independent solutions of the form

\[
\vec{f}_0^{(1)} := \frac{1}{\sqrt{2\pi}} \{1, 1, -1, 1\}^T, \quad \vec{f}_0^{(2)} := \frac{1}{\sqrt{\pi}} \{1, 0, 1, 0\}^T,
\]  

(30)

and both of these solutions are eigenvectors of the DFT operator \(\Phi^{(4)}\), associated with the same eigenvalue \(i^0 = 1\). It is to be remarked that in this case one readily identifies that the second solution \(\vec{f}_0^{(2)}\) actually represents the last eigenvector \(\vec{f}_4\) in the hierarchy of all eigenvectors of the discrete number operator \(N^{(4)}\) (see Fig. 3), because it is annihilated also by the raising difference operator \(b_4^\dagger\), that is, \(b_4^\dagger \vec{f}_0^{(2)} = 0\). As for the first solution \(\vec{f}_0^{(1)}\), it may be used to find the two remaining linearly independent eigenvectors of the discrete number operator \(N^{(4)}\) as

\[
\vec{f}_1 := \frac{1}{\sqrt{\lambda_1}} b_4^\dagger \vec{f}_0 = \frac{1}{\sqrt{\pi}} \{0, 1, 0, -1\}^T, \quad \vec{f}_2 := \frac{1}{\sqrt{\lambda_2}} b_4^\dagger \vec{f}_1 = \frac{1}{\sqrt{2\pi}} \{-1, 1, 1, 1\}^T,
\]  

(31)

where \(\vec{f}_0 \equiv \vec{f}_0^{(1)}\) and \(\lambda_1 = \lambda_2 = 2/\pi\). The 4 orthonormal vectors \(\vec{f}_0, \vec{f}_1, \vec{f}_2\) and \(\vec{f}_4\) thus form a complete set of the eigenvectors for the discrete number operator \(N^{(4)}\), associated with the eigenvalues \(\lambda_0 = 0, \lambda_1 = \lambda_2 = 2/\pi, \lambda_4 = 0\), respectively.
It remains only to add that in this case with \( N = 4 \) there is no need to use the lowering-raising operator

\[
\mathbf{LR}^{(4)} = \frac{1}{2} \begin{bmatrix} 2 & -1 & 0 & -1 \\ -1 & 0 & -1 & 0 \\ 0 & -1 & -2 & -1 \\ -1 & 0 & -1 & 0 \end{bmatrix}
\]

(32)
in order to find the eigenvector \( \vec{f}_4 \) next to the gap in the set of all eigenvectors \( \vec{f}_k \), \( 0 \leq k \leq 4 \), since from the very beginning this eigenvector surfaces as the second solution in (30) of the difference equation \( \mathbf{b}_4 \vec{f}_0 = 0 \). However, as the consistency check of our approach to finding the eigenvectors of the discrete number operator \( \mathbf{N}^{(4)} \), one may verify that the operator \( \mathbf{LR}^{(4)} \) does express the vector \( \vec{f}_4 \) in terms of the vector \( \vec{f}_2 \), i.e., over the above-mentioned gap, as

\[
\mathbf{LR}^{(4)} \vec{f}_2 = -\sqrt{2} \vec{f}_4.
\]

(33)

(b) In the case of \( N = 6 \) the lowering difference operator \( \mathbf{b}_6 \) is represented by the \( 6 \times 6 \) matrix,

\[
\mathbf{b}_6 = \sqrt{\frac{3}{8\pi}} \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & -1 \\ -1 & \sqrt{3} & 1 & 0 & 0 & 0 \\ 0 & -1 & \sqrt{3} & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 & -\sqrt{3} & 1 \\ 1 & 0 & 0 & 0 & -1 & -\sqrt{3} \end{bmatrix}.
\]

(34)

Similar to the odd case with \( N = 2L + 1 \), the lowest eigenvector \( \vec{f}_0 \) = const. \{ \( a, b, c, d, c, b \) \} \( ^T \) is found as a solution of the difference equation \( \mathbf{b}_6 \vec{f}_0 = 0 \). This equation has only one solution of the form

\[
\vec{f}_0 = \frac{1}{c_0} \left\{ 1 + \sqrt{3} \left( 1 + \sqrt{2} \right), 1 + \sqrt{2}, 1, 1 + \sqrt{2} - 3, 1, 1 + \sqrt{2} \right\} ^T, \quad c_0 = 2\sqrt{\pi \left( 2 + \sqrt{2} \right)}.
\]

(35)

which represents at the same time the eigenvector of the DFT operator \( \Phi^{(6)} \), associated with the eigenvalue \( i^6 = 1 \).

Since the rank of the difference raising operator \( \mathbf{b}_6 ^\dagger \) is equal to 4, the next 4 linearly independent eigenvectors are then successively defined to be

\[
\vec{f}_1 = \frac{\sqrt{2}}{c_0} \left\{ 0, 1 + \sqrt{2}, 1, 0, -1, - \left( 1 + \sqrt{2} \right) \right\} ^T, \quad (36)
\]

\[
\vec{f}_2 = \frac{1}{\sqrt{3} c_0} \left\{ -2 \left( 1 + \sqrt{2} \right), \sqrt{3} \left( 1 + \sqrt{2} \right) - 1, 1 + \sqrt{2} + \sqrt{3}, 2, 1 + \sqrt{2} + \sqrt{3}, \sqrt{3} \left( 1 + \sqrt{2} \right) - 1 \right\} ^T, \quad (37)
\]

\[
\vec{f}_3 = \frac{1}{\sqrt{3} c_0} \left\{ 0, -1, 1 + \sqrt{2}, 0, - \left( 1 + \sqrt{2} \right) \right\} ^T, \quad (38)
\]

\[
\vec{f}_4 = \frac{1}{3 c_0} \left\{ 2, - \left( 1 + \sqrt{2} + \sqrt{3} \right), \sqrt{3} \left( 1 + \sqrt{2} \right) - 1, 2 \left( 1 + \sqrt{2} \right), \sqrt{3} \left( 1 + \sqrt{2} \right) - 1, - \left( 1 + \sqrt{2} + \sqrt{3} \right) \right\} ^T, \quad (39)
\]

by using the conventional sequence of formulas (8). All these eigenvectors \( \vec{f}_k \), \( 1 \leq k \leq 4 \), are associated with the same eigenvalues \( \lambda_k = 9/4\pi \) of the discrete number operator \( \mathbf{N}^{(6)} \); at the same time they are associated with the eigenvalues \( i^k \) of the DFT operator \( \Phi^{(6)} \), respectively.

Observe that the subsequent action of the raising difference operator \( \mathbf{b}_6 ^\dagger \) on the eigenvector \( \vec{f}_4 \) gives

\[
\mathbf{b}_6 ^\dagger \vec{f}_4 = -\frac{1}{2\sqrt{\pi}} \vec{f}_1,
\]

(40)

which is consistent with the equation (23) for the multiplicities in the 6-dimensional case (see Fig. 4).

To find the last eigenvector \( \vec{f}_6 \) of the discrete number operator \( \mathbf{N}^{(6)} \), let us evaluate first

\[
\mathbf{LR}^{(6)} \vec{f}_4 = -\frac{1 + \sqrt{3}}{3\sqrt{2} c_0} \left\{ 1 - \sqrt{3} \left( 1 + \sqrt{2} \right), 1 + \sqrt{2}, 1, 1 + \sqrt{2} + \sqrt{3}, 1, 1 + \sqrt{2} \right\} ^T =: -\vec{g}_6.
\]

(41)
From (26) it follows that \( \tilde{g}_0 = c_1 \tilde{f}_2 + c_2 \tilde{f}_6 \) and to define the first coefficient \( c_1 \) in this linear combination of the vectors \( \tilde{f}_2 \) and \( \tilde{f}_6 \), one evaluates next that

\[
(\tilde{f}_6, \tilde{f}_2) = c_1 (f'_2, f'_2) = \frac{\sqrt{2} \left( 1 + \sqrt{3} \right)}{3\pi}, \quad c_1 = \frac{1 + \sqrt{3}}{3\sqrt{2}}.
\]

Consequently,

\[
c_2 \tilde{f}_6 = \tilde{g}_0 - c_1 \tilde{f}_2 = \frac{c_1}{\sqrt{3}c_0} \left\{ \sqrt{3} - \sqrt{2} - 1, 1, -(1 + \sqrt{2}), 1 + (1 + \sqrt{2})\sqrt{3}, -(1 + \sqrt{2}), 1 \right\}^T,
\]

from which it follows at once that \( c_2 = c_1 \) and

\[
\tilde{f}_6 := \frac{1}{\sqrt{3}c_0} \left\{ \sqrt{3} - \sqrt{2} - 1, 1, -(1 + \sqrt{2}), 1 + (1 + \sqrt{2})\sqrt{3}, -(1 + \sqrt{2}), 1 \right\}^T.
\]

It is not hard to verify that thus defined vector \( \tilde{f}_6 \) is the eigenvector of the discrete number operator \( N^{(6)} \), associated with the vanishing eigenvalue \( \lambda_0 = 0 \); and of the DFT operator \( \Phi^{(6)} \), associated with the eigenvalue \( i^2 = -1 \). Note that the gap in this particular case of \( N = 6 \), originated from the absence of the eigenvector labeled \( n = 5 \), is justified by the readily verified identity \( b_6 \tilde{f}_6 = 0 \). Also, the subsequent action of the raising difference operator \( b_0^\dagger \) on the eigenvector \( \tilde{f}_6 \) does not generate anything novel since

\[
b_0^\dagger \tilde{f}_6 = -\frac{3}{\sqrt{2\pi}} \tilde{f}_3.
\]

The 6 orthonormal vectors \( \tilde{f}_k \), \( 0 \leq k \leq 4 \) and \( \tilde{f}_6 \), defined by equations (35)–(39) and (44), thus form a complete set of the eigenvectors for the discrete number operator \( N^{(6)} \), associated with the eigenvalues \( \lambda_0 = 0 \), \( \lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = 9/4\pi \), and \( \lambda_6 = 0 \), respectively.

This concludes our use of the difference operator \( LR^{(N)} \) to illustrate a systematic approach to deriving the eigenvectors of the discrete number operator \( N^{(N)} \) for even \( N \)’s.

**Concluding remarks**

It is well known that from the outset the \( N \)-dimensional DFT operator \( \Phi^{(N)} \) was conceived as a discrete (finite) analogue of the FIT. But it was not quite clear how ‘close’ is the analogy between the DFT of the form (1) and the classical FIT. The point is that the eigenfunctions \( f_n(x) = H_n(x) \exp(-x^2/2) \) of the FIT represent an important explicit example of an orthonormal and complete system in the Hilbert space \( L^2(\mathbb{R}, dx) \) of square-integrable functions on the full real line \( x \in \mathbb{R} \). It is further well known that the functions \( f_n(x) \) exhibit some particular symmetry properties, which are direct consequences of the underlying symmetries of the number operator \( N \) that governs them. For instance, the functions \( f_n(x) \) are either reflection symmetric or antisymmetric, that is, \( f_n(-x) = (-1)^n f_n(x) \). Also, the functions \( f_n(x) \) form a ladder-type hierarchy, in which the lowest function \( f_0(x) \) is defined as an eigenfunction of the lowering operator, associated with the zero eigenvalue, and all higher eigenfunctions are successively defined by the action of the raising operator (cf. (8) and (9)). So, the question of defining how close are the DFTs to their continuous archetype FIT actually can be formulated as ‘how many symmetry properties of the FIT eigenfunctions \( f_n(x) \) are shared by the eigenvectors of discrete Fourier transforms’.

We have seen in Section 2 that the eigenvectors of the discrete number operator \( N^{(N)} \) based on points \( N \) do have symmetry properties in common with the eigenfunctions \( f_n(x) \) of FIT only if the number of those points is odd. The case of even \( N \)’s turns out to be more complicated: although the discrete number operator \( N^{(N)} \) and the number operator \( N \) have similar symmetry properties for generic \( N \), the set of the eigenvectors of the \( N^{(N)} \) with even \( N \) has a different structure than its continuous counterpart. An important aspect to observe in this connection is that there is a close similarity of this case of even \( N \)’s with those quantum and classical systems, in which symmetries are (hidden) spontaneously broken, in spite of the fact that ‘spontaneous symmetry breaking (SSB) actually does not occur in the case of finite physical systems’ (see, for example, [11]). So, finite systems with SSB seem to show up in the discrete (finite) analogues of the quantum-mechanical harmonic oscillator.

It may also be worth mentioning that due to SSB in the case of even dimensions \( N \) it is not possible to use the same procedure of constructing eigenvectors for the discrete number operator \( N^{(N)} \) in the form of the ladder-type hierarchy, defined by (8) and (9). Nevertheless, we have found a systematic way for explicitly constructing the eigenvectors of the discrete number operator \( N^{(N)} \) for even \( N \)’s.
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