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Abstract

Virtual reality and augmented reality (XR) bring increasing demand for 3D content generation. However, creating high-quality 3D content requires tedious work from a human expert. In this work, we study the challenging task of lifting a single image to a 3D object and, for the first time, demonstrate the ability to generate a plausible 3D object with 360° views that corresponds well with the given reference image. By conditioning on the reference image, our model can fulfill the everlasting curiosity for synthesizing novel views of objects from images. Our technique sheds light on a promising direction of easing the workflows for 3D artists and XR designers. We propose a novel framework, dubbed NeuralLift-360, that utilizes a depth-aware neural radiance representation (NeRF) and learns to craft the scene guided by denoising diffusion models. By introducing a ranking loss, our NeuralLift-360 can be guided with rough depth estimation in the wild. We also adopt a CLIP-guided sampling strategy for the diffusion prior to provide coherent guidance. Extensive experiments demonstrate that our NeuralLift-360 significantly outperforms existing state-of-the-art baselines. Project page: https://vita-group.github.io/NeuralLift-360/

1. Introduction

Creating 3D content has been a long-standing problem in computer vision. This problem enables various applications in game studios, home decoration, virtual reality, and augmented reality. Over the past few decades, the manual task has dominated real scenarios, which requires tedious professional expert modeling. Modern artists rely on special software tools (e.g., Blender, Maya3D, 3DS Max, etc.) and time-demanding manual adjustments to realize imaginations and transform them into virtual objects. Meanwhile, automatic 3D content creation pipelines serve as effective tools to facilitate human efforts. These pipelines typically capture hundreds of images and leverage multi-view stereo [71] to quickly model fine-grained virtual landscapes.

More recently, researchers have started aiming at a more ambitious goal, to create a 3D object from a single image [9, 10, 12, 21, 27, 51, 66, 68]. This enables broad applications since it greatly reduces the prerequisite to a minimal request. Existing approaches can be mainly categorized into two major directions. One line of work utilizes learning priors from large-scale datasets with multi-view images [10,21,51,66,68]. These approaches usually learn a conditional neural network to predict 3D information based on input images. However, due to their poor generalization ability, drastic performance degradation is observed when the testing image is out-of-distribution.

Another direction constructs the pipeline on top of the depth estimation techniques [65]. Under the guidance of monocular depth estimation networks [43, 44], the 2D image is first back-projected to a 3D data format (e.g., point cloud or multi-plane image) and then re-projected into novel views. After that, advanced image inpainting techniques are then adopted to fill missing holes [52] produced during the projection. However, most of them can be highly affected by the quality of the estimated depth maps. Though LeRes [73] attempted to rectify the predicted depth by refining the projected 3D point cloud, their results do not generalize well to an arbitrary image in the wild. Overall, the aforementioned approaches are either adopted in limited scenarios (e.g. face or toy examples [4, 75]), or only produce limited viewing directions [8, 70] when being applied to scenes in the wild. Different from all these approaches, we focus on a more challenging task and for the first time, show promising results by lifting a single in-the-wild image into a 3D object with 360° novel views.

Attracted by the dramatic progress of neural volumetric rendering on 3D reconstruction tasks, we consider building our framework based on Neural Radiance Fields (NeRFs) [35]. The original NeRF takes hundreds of training views and their camera poses as inputs to learn an implicit representation. Subsequent models dedicate tremendous efforts [8, 19, 70, 75] to apply NeRF to sparse training views. The most similar work [70] to our method proposes to optimize a NeRF using only a single image and its corresponding depth map. However, it renders limited views from a small range of angles, and the prerequisite of a high-quality
depth map largely constrains its practical usage.

To address the above issues, we propose a novel framework, coined as NeuralLift-360, which aims to ease the creation of 3D assets by building a bridge to convert diverse in-the-wild 2D photos to sophisticated 3D contents in 360° views and enable its automation. The major challenge in our work is that the content on the back side is hidden and hard to hallucinate. To tackle these hurdles, we consider the diffusion priors together with the monocular depth estimator as the cues for hallucination. Modern diffusion models [41,48,50] are trained on a massive dataset (e.g., 5B text-to-image pairs [24]). During inference time, they can generate impressive photorealistic photos based on simple text inputs. By adopting these learning priors with CLIP [40] guidance, NeuralLift-360 can generate plausible 3D consistent instances that correspond well to the given reference image while only requiring minimal additional input, the correct user prompts. Moreover, rather than simply taking the depth map from the pre-trained depth estimator as geometry supervision, we propose to use the relative ranking information from the rough depth during the training process. This simple strategy is observed to robustly mitigate geometry errors for depth estimations in the wild.

Our contributions can be summarized as follows,

• Given a single image in the wild, we demonstrate promising results of them being lifted to 3D. We use NeRF as an effective scene representation and integrate prior knowledge from the diffusion model.

• We propose a CLIP-guided sampling strategy that effectively marries the prior knowledge from the diffusion model with the reference image.

• When the reference image is hard to describe exactly, we finetune the diffusion model on the single image while maintaining its ability to generate diverse contents to guide the NeRF training.

• We introduce scale-invariant depth supervision that uses the ranking information. This design alleviates the need for accurate multi-view consistent depth estimation and broadens the application of our algorithms.

2. Related Works

2.1. 3D from Single Image

Inferring 3D worlds from a single image has been a popular direction over the past years. Previous works try to solve this problem by firstly adopting a monocular depth estimator (e.g., MiDaS [44]) to predict the 3D geometry and then using multi-plane images (MPI) [20, 52] or point cloud [36] to render artistic effects. Meanwhile, the missing holes from novel views are inpainted by a pre-trained modern deep network [76]. While these approaches are powerful and efficient, the depth estimator could be unstable, and the inpainting techniques may produce artifacts that make the rendered images look fake. While our method also applies a monocular depth estimator as the geometry cues, we propose a depth ranking loss that can mitigate the instability of depth estimation in the wild. Later approaches [28,75] train their model on a large-scale 3D assets dataset. During inference time, they directly predict a 3D object using a single image. However, their performance faces drastic degradation when being applied to an in-the-wild image, due to the domain gap. The most similar work to ours is SinNeRF [70], which trains a neural radiance field only on a single RGB image and its corresponding depth map. However, their approach requires a high-quality depth map for geometry guidance, and it can only render views from a small range of angles. Thanks to the proposed depth ranking loss, our method can reconstruct impressive geometry information only using guidance from a pre-trained monocular depth estimator.

2.2. Neural Radiance Fields

Neural Radiance Fields (NeRFs) [34] have shown encouraging performance for view synthesis. After its origin, tremendous efforts have been devoted to improving it [2,3,5,6,11,14,16,18,31,37,45,57,59,61,63,67,75]. Unlike most NeRF-like models, which at least require several different views to reconstruct scenes, we focus on reconstructing 3D content with single views. Analogously, recent works [18, 39] try to generate 3D content from text inputs directly. Although they also rely on the text prompt as guidance, their rendered objects are only conditioned on text sentences without image constraints, which can not reach our goal. Different from them, we aim at lifting a single image (either real or synthetic) to photorealistic 3D objects.

3. Preliminaries

Neural Radiance Field NeRFs [34] render images by sampling 5D coordinates (location \((x, y, z)\) and viewing direction \((\theta, \phi)\)) along camera rays. After mapping them to color \(\langle r, g, b\rangle\) and volume density \(\sigma\), additional volumetric rendering techniques are adopted to fuse the information along the ray. Given \(o\) as the camera origin and \(d\) as the ray direction, 3D point locations along the ray can be expressed as \(r(t) = o + td\). The predicted color accumulated is defined as follows:

\[
C(r) = \int_{t_m}^{t_f} T(t)\sigma(r(t))c(r(t), d)dt, \tag{1}
\]

where \(T(t) = \exp\left( -\int_{t_m}^{t} \sigma(r(s))ds \right)\), \(\sigma(\cdot)\) and \(c(\cdot, \cdot)\) are densities and color predictions. To numerically evaluate
Eq. 1, the continuous integral is estimated using quadrature [34]. Our model is built upon Instant-NGP [37], which reduces computation cost by inferring color and density from a multiresolution hash table implemented by CUDA.

4. Method

Overview. In this section, we propose our method, dubbed NeuralLift-360, which reconstructs a 3D object from a single image. An overview of NeuralLift-360 is illustrated in Fig. 1. NeuralLift-360 combines the best of the two worlds: NeRF and diffusion model, where the former is leveraged to universally model a 3D scene and the latter is utilized to hallucinate the unseen views. To inject knowledge of a diffusion model into a radiance field, we derive a training framework in Sec. 4.1, whose supervision consists of two parts: (1) a prior distillation loss from a generative model (Sec. 4.2), (2) a straight loss on the given image (Sec. 4.4). Moreover, we introduce a domain adaption technique to adapt the diffusion prior to in-the-wild images (Sec. 4.3).

Figure 1. Overview of the proposed pipeline. NeuralLift-360 learns to recover a 3D object from a single reference image y. We derive a prior distillation loss \( L_{\text{diff}} \) for CLIP-guided diffusion prior and utilize rough depth estimation with the help of a ranking loss \( L_{\text{ranking}} \).
where we assume $\Phi$ is independent of $z$. Merging Eq. 3 and Eq. 5, we can get rid of the implicit prior term and obtain a sampling efficient ELBO of the original objective as below:

$$
\log \mathbb{E}_{\Phi \sim p(\Phi)} p(y|V, \Phi, z)p(V|\Phi, z) \\
\geq \mathbb{E}_{\Phi \sim p(\Phi)} [\log p(y|V, \Phi, z) + \log p(V|\Phi, z)].
$$

(7)

Furthermore, we define $p(y|V, \Phi, z) = p(y|h(V, \Phi), z)$ and $p(V|\Phi, z) = p(h(V, \Phi)|z)$, where $h(V, \Phi)$ renders the 3D scene with respect to the camera pose $\Phi$. Then we derive our final training objective for NeuralLift-360:

$$
L = -\mathbb{E}_\Phi \left[ \log p(y|h(V, \Phi), z) + \log p(h(V, \Phi)|z) \right].
$$

(8)

At each training step, we sample a camera pose with respect to a distribution (more on Sec. 5.1), and then render the view associated with this camera parameter (via volume rendering Eq. 1). The loss computed on the rendered image consists of two parts: image-referenced guidance and reference-free regularization. The referenced loss will enforce $V$ to have a close appearance with given $y$, while the non-referenced term hallucinates the image information with prior knowledge. In the next section, we introduce a diffusion model to implement our loss function Eq. 8.

### 4.2. CLIP-guided Diffusion Priors

Diffusion models [17, 54–56], which synthesize images by gradually denoising from a Gaussian noise, have undeniably been successful in the realm of image generation, editing, and processing tasks. When trained on large-scale datasets for text-to-image tasks, these models can accurately represent the distribution of images based on textual descriptions [41, 42, 48]. Consequently, we are inspired to utilize a diffusion model’s generative prior to complement the 3D information. To accomplish this, we re-parameterize our Eq. 8 with a diffusion model. Nevertheless, the derived loss function contains both discriminative and generative terms. Taking inspiration from classifier guidance techniques [26, 30, 56], we show that we can leverage the training loss of a diffusion model to surrogate the generative part and utilize CLIP space similarity to model the discriminative part.

Following the derivation in [17] and [32], we lower bound Eq. 8 by:

$$
\log p_0(y|x, z) + \log p_0(x|z) \\
\geq -\mathbb{E}_{t, \epsilon \sim N(0, I)} \left[ D_{KL}(q(x_{t-1} | x_t, x_0) \| p_0(x_{t-1} | x_t, y, z)) \\
- \mathbb{E}_{t, \epsilon \sim N(0, I)} \left[ w(t) \| \nabla \log p_0(x_t | y, z) - \epsilon \right] \right].
$$

(9)

where $x_t = \alpha_t x_0 + \sigma_t \epsilon$ and $w(t)$ is a constant dependent on noise scale $\alpha_t$ and $\sigma_t$. The expectation of $t \sim U\{1, \cdots, T\}$ is usually taken over a uniform distribution. We provide detailed derivation in supplementary. At first glance, we may directly plug in the pre-trained denoiser $\varepsilon_\theta(x_t; z)$ of a diffusion model to surrogate $\nabla p_0(x_t | y, z)$ similar to [39]. However, note that $p_0(x_t | y, z)$ is also conditioned on the reference image $y$, which requires further efforts to inject the reference image information into the diffusion process.

To this end, NeuralLift-360 leverages a Mixed Reference Guidance that guides the diffusion process with a mixture of references. Similar to classifier guidance techniques [26, 30, 32, 56], we rewrite $p_0(x_t | y, z) = p_0(y | x_t, z)p_0(x_t | z)/p_0(y | z)$, and we adopt classifier-free guidance to model $p_0(x_t | z)$, then we can obtain a modified score function [55] as below:

$$
e_\theta(x_t; y, z) = (1 + w)e_\theta(x_t; z) - w e_\theta(x_t) \\
+ \sqrt{1 - \alpha_t} \nabla \log p_0(y | x_t, z),
$$

(10)

where $w$ is a hyper-parameter that controls the strength of the classifier guidance. We further measure the discrimination with a distance metric on the feature space $p_0(y | x_t, z) \propto \exp \left\{-\phi \left( \frac{x_t - \varepsilon_\theta(x_t; z)}{\alpha_t}, y \right) \right\}$. Specifically, we choose the inner product on the CLIP embedding space [40] as the distance metric, i.e., $\log p_0(y | x_t, z) \propto -\left\langle F \left( \frac{x_t - \varepsilon_\theta(x_t; z)}{\alpha_t} \right), F(y) \right\rangle$, which spurs on semantic similarity between denoised rendered image and reference image $y$, where $F$ is the CLIP image encoder.

In each training iteration, we alternate two camera pose sampling strategies: (1) we fix a camera pose $\Phi_0$ (i.e., a Delta distribution) as the reference view, and when rendering on that view, we only penalize the RGB differences by Delta distribution) as the reference view, and when rendering on that view, we only penalize the RGB differences by

$$
L = \frac{1}{\sigma^2} \left\| h(V, \Phi_0) - y \right\|_2^2 + \mathbb{E}_{\Phi, t, \epsilon \sim N(0, I)} \left[ w(t) \| \varepsilon_\theta(\alpha_t h(V, \Phi) + \sigma_t e, y, z) - \epsilon \right] \right\|_2^2.
$$

(11)

Compared with DreamFusion [39], NeuralLift-360’s training objective grounds the 3D scene with the given image which enables the generated scene to have consistent appearance with the specified object.

### 4.3. Domain Adaption to In-the-wild Images

A primary challenge, however, lies in assigning an appropriate text prompt for our reference image. Given that
large diffusion models are predominantly trained for text-to-image tasks, they typically require a text embedding as conditional input. For images in the wild, it is generally hard to exactly describe an image since images contain more fine-grained information than texts.

Adapting to in-the-wild images necessitates finetuning the Stable Diffusion model on the reference image Textual inversion [15] and Dreambooth [49] enable finetuning the Stable Diffusion model on a limited number of images for a subject-driven generation. However, in our situation, we only have access to a single image, which significantly hampers the effectiveness of these methods. Imagic [22] and UniTune [60] support finetuning on a single image, but their primary objective is to perform real image editing, which can be quite successful even if the diffusion model overfits the given image. Nevertheless, in our context, we need the diffusion model to generate images resembling the provided reference but not identical to it. If the supervision for each view is the same, NeRF will otherwise produce an isotropic surface.

We draw inspiration from Pivotal Tuning [47] and Imagic [22] when fine-tuning Stable Diffusion [48] on our own. To start with, we optimize the CLIP text embedding \( z \) so that it fits our reference image \( y \) better. During finetuning, we use Eq. 2 to supervise the noise estimate. As we expect that our denoised result will resemble the reference image, we also apply a CLIP image loss to the estimated denoised image \( \hat{x}_0 \).

\[
\mathcal{L}_{\text{finetune}} = \mathbb{E}_{t,e} \left[ \| \epsilon - \epsilon_\theta (x_t; z) \|^2_2 \right] - \mathbb{E}_{t,e} \left( F^\prime \left( x_t - \sigma_t \epsilon_\theta (x_t; z) \right) \right) \cdot F(y), \quad (12)
\]

where \( F(\cdot) \) is the pre-trained CLIP image encoder.

Then, we fix the optimized text embedding \( z^* \) and finetune the diffusion model \( \epsilon_\theta(\cdot) \) using the same loss function as above. To preserve the generalization ability of the diffusion model, we introduce several augmentations during the finetuning. Specifically, in each iteration, we perform random image-level augmentations such as flip, transpose, shift, scale, and rotate. As shown in Fig. 2, we are able to overcome the overfitting issue and preserve the diffusion model’s ability to generate diverse similar but not identical contents. Similar to Imagic [22] and UniTune [47], we observe that after finetuning, the optimized text embedding will have an overfitting issue and it is critical to perform interpolation between the original text embedding and the optimized text embedding to preserve the diffusion model’s ability to generate diverse contents. We obtain \( z' = \eta z^* + (1 - \eta) z \), where \( \eta \) is a weighting hyper-parameter.

During sampling, we aim to amplify the conditional likelihood for our optimized embedding \( z^* \), while decreasing both the unconditional likelihood and the conditional likelihood for the original embedding \( z \). Hence for 50% of all iterations, we use the original Eq. 10, while for the others, we replace the unconditional sampling \( \epsilon_\theta(x_t) \) in Eq. 10 with conditional sampling using the original text embedding \( z \):

\[
\tilde{\epsilon}_\theta(x_t; y, z', z) = (1 + w) \epsilon_\theta(x_t; z') - w \epsilon_\theta(x_t; z) + \sqrt{1 - \alpha t} \nabla \log p_{\theta}(y|x_t, z'), \quad (13)
\]

### 4.4. Supervision from Rough Depth

While the aforementioned pipeline laid the foundation for the success of our method, we observe that obtaining a high-quality 3D object without geometry regularization is inherently challenging, if relying solely on learning priors. As shown in SinNeRF [70] and DS-NeRF [8], accurate depth information can largely help improve the rendering quality. However, their impressive outcomes are contingent upon the 3D consistency of the accessible high-quality depth, a requirement that is not easily fulfilled in real-life scenarios.

In spite of the significant progress in monocular depth estimation for in-the-wild scenarios, current state-of-the-art depth estimators are insufficient for recovering 3D shapes. Due to unknown camera baselines and stereoscopic post-processing in data, these methods [7, 25, 44, 64, 69, 72] utilize loss functions invariant to shift and scale or adopt ranking loss that utilizes relative information. Therefore, their results cannot be used to reconstruct plausible 3D scene shapes directly due to unknown depth shifts [74]. Though there are also attempts [74] that improve off-the-shelf depth estimators, they generally can not generalize well to unseen objects in the wild.

Given that the acquired depth is imperfect, the absolute depth scale lacks the reliability necessary for recovering a high-quality 3D object. In contrast to previous depth-supervised NeRFs [8, 70], which rely solely on precise values from the depth map, our approach represents the first attempt to maximize the utilization of depth information by adopting the relative ranking information. Drawing inspiration from [7, 38], we adopt a pairwise depth ranking loss to supervise the rendered depth from our NeRF backbone. In this way, we enforce the depth we rendered to be consistent...
with the depth from the reference view in terms of internal ranking instead of actual value. The loss is formulated as follows,

\[ L_{\text{ranking}} = \begin{cases} \max (z_{jk} - z_{ik}, 0) , & r_k \in \{ > \} \\ \max (z_{ik} - z_{jk}, 0) , & r_k \in \{ < \} \end{cases} \]

(14)

where \( r_k \) refers to the pairwise ranking relationship between pixel \( z_{ik} \) and \( z_{jk} \) in the monocular depth estimation. This loss function is used alongside the photo-metric loss and diffusion loss mentioned in Eq. 11 and serves as additional supervision on geometry.

5. Experiments

In this section, we will first describe a unique training recipe that we propose to train our framework, then the implementation details.

5.1. Training Recipe

Diverse Camera Pose and Intrinsics Sampling  
During training, we observe that a diverse camera pose and intrinsics are essential for the model to learn a coherent 3D object. If the camera pose is not sampled from a diverse distribution, the 3D object will collapse towards the major viewing directions and thus generate unpleasant results. Specifically, we alter between two pose sampling strategies; (1) we have a fixed camera pose \( \Phi_0 \) (i.e., a Delta distribution) for the reference view, (2) we uniformly sample the camera rotation on the surface of a unit sphere and then uniformly sample the radius in \([0.4, 1.0]\) to locate the camera. We start with the Delta distribution, and as training progresses, we gradually shift to the other sophisticated camera pose distribution. The camera intrinsics provide additional augmentation on the viewing direction. By uniformly sampling the field of view in \([50, 70] \), we zoom in and out to get different resolution projections for the scene. We also add Gaussian noise to the camera pose sampling phase. Such perturbations help us render more diverse images during training.

Foreground Aware Diffusion Prior  
ERNIE-ViLG [13] utilizes a weighting mechanism during the training of diffusion models to let the model generate. Using an additional object detection model, their weighted loss forces the model to focus on salient regions. Similarly, we hope to strengthen the guidance on the foreground object region. We propose to weight the score matching distance with the predicted density. Specifically, we penalize the regions with higher density so that our NeRF gains more guidance on the foreground regions. Hence, for each rendered image, we first obtain the bounding box for the non-zero density regions. Then, we extend the \( w(t) \) in \( L_{\text{diff}} \) (Eq. 11) into a spatial function:

\[ W_{i,j} = \begin{cases} 2, & \text{if } (i,j) \text{ is inside the bounding box} \\ 1, & \text{otherwise.} \end{cases} \]

Geometry Regularization  
We also include a series of geometry regularizations to avoid undesired artifacts in our 3D object. To avoid foggy and semi-transparent artifacts at the back of the scene, we utilize the orient loss from RefNeRF [61] to prevent the surface normals from facing backward from the camera. We also incorporate depth smoothness loss [62], sparsity loss, and distortion loss [3, 58] to avoid the NeRF filling empty space with floaters. Full details for these regularizations are provided in the supplementary material.

Timestep Annealing  
At the start of training, the quality of the rendered images is poor, and we need the diffusion prior to provide more thorough guidance. As a result, we need to add more noise to perturb the rendered image. As the training progresses, the quality of rendered images gradually improves, and we choose to reduce the timestep range accordingly. By annealing the timestep where we add noise, we are lowering the noise level of the perturbation, and the noise estimate becomes more accurate.

5.2. Evaluation Workflow

We conduct extensive experiments using both text-to-image synthetic images and real-world images. Synthetic images in our experiments are generated using PNNDM Sampler [29] with 50 sampling steps. Real images are either from CO3Dv2 dataset [46] or randomly crawled from the Google search engine. For each image, we use a pre-trained background removal framework [1] to segment the foreground objects. Then we obtain their depth using LeRes [73] with the “Boost Your Own depth” [33] strategy. [33] infers the monocular depth estimation network on multiple patches and then fuses the results for better details. We compare with previous sparse view NeRFs, including Depth-supervised NeRF [8] and SinNeRF [70]. We also compare with DietNeRF [19] that uses CLIP as guidance.

5.3. Comparisons

We present quantitative results in eight scenes. We report the average CLIP distance between rendered image and the reference image as a metric for how well the object is represented. During testing, we use a CLIP model different from training time and evaluate on held out viewing directions with a larger distance-to-origin than training. We render 100 images on each scene for each method. As shown in Tab. 1, our method achieves the best CLIP distance among existing approaches.

We also provide visual comparisons in Fig. 3. Since DSNeRF and SinNeRF rely on the exact value of the available depth information, their performance using monocular depth estimation is far from satisfactory. It can also be seen that the DietNeRF suffers from unconstrained geometry. Our method, on the other hand, is able to synthesize visually pleasing novel views with 3D consistency.
Figure 3. Visual comparisons for novel view synthesis results. We provide video comparisons in supplementary.
Table 1. Quantitative evaluation by comparing the proposed method with previous state-of-the-art approaches.

| CLIP Distance ↓ | Apple   | Bench    | Baseball | Hydrant | Remote | Suitcase | Statue | Sandwich | Average |
|-----------------|---------|----------|----------|---------|--------|----------|--------|----------|---------|
| DSNeRF [15]     | 0.5309  | 0.5447   | 0.5306   | 0.6226  | 0.6441 | 0.5533   | 0.5992 | 0.6110   | 0.5821  |
| DietNeRF [19]   | 0.4245  | 0.5579   | 0.4545   | 0.5190  | 0.5718 | 0.4890   | 0.5947 | 0.5179   | 0.5162  |
| SinNeRF [70]    | 0.5192  | 0.5769   | 0.6230   | 0.6343  | 0.6496 | 0.5705   | 0.5605 | 0.6015   | 0.5918  |
| NeuralLift-360 (Ours) | 0.3914  | 0.4785   | 0.3974   | 0.5146  | 0.4916 | 0.4186   | 0.4411 | 0.4655   | 0.4498  |

Figure 4. Ablation study on the baseline variants. Given a single reference image, we run different variants to render its 360° views.

Figure 5. Ablation study on CLIP guidance for the diffusion prior.

5.4. Ablation Study

Variants of supervision. In this section, we perform detailed ablation studies on different components of our framework. “w/o $L_{\text{rank}}$” replaces the ranking loss with $L_1$ loss on depth. “w/o $L_{\text{diff}}$” replaces the CLIP guided diffusion prior with CLIP. “w/o fine-tuning” refers to using the pre-trained diffusion model. As shown in Fig. 4, our full model delivers the best performance, while other variants have different issues. “w/o $L_{\text{rank}}$” relies on the exact value from depth information and suffers from unreliable depth. “w/o $L_{\text{diff}}$” uses CLIP as a prior, and the optimized result is blurry and collapsed. “w/o fine-tuning” uses a pre-trained diffusion model, since the text prompt is not very accurate, the resulting object has lettuce which doesn’t exist in the reference image.

Effectiveness of CLIP guided diffusion prior. We validate the effectiveness of CLIP guidance in our diffusion prior design in Fig. 5. It can be seen that without the CLIP guidance, although the model produces a 3D object, it doesn’t look like the reference image and has a strange shape. In comparison, our full model generates a better shape and looks more similar to the reference image.

6. Conclusions and Future Work

We present NeuralLift-360, a novel framework to lift an in-the-wild 2D photo into a 3D object with 360-degree views. NeuralLift-360 learns probabilistic-driven 3D lifting with CLIP-guided diffusion priors and mitigates the depth errors by a scale-invariant depth ranking loss. Comprehensive experiments are conducted on real and synthetic images, where NeuralLift-360 outperforms the current state-of-the-art methods. While our current implementation is based on Stable Diffusion [48] version 1.4, the framework should also work well with other diffusion models such as Imagen [50] or DALL-E2 [41], once they are open-sourced.

Limitations. Despite the encouraging visual results rendered by NeuralLift-360, the target resolution (128 × 128) is still behind large generative models [41, 50]. Moreover, challenging cases (e.g., multiple objects with occlusion) are not included in our assumptions, which need to be further explored. Going forward, we will investigate how to expand our method to more general scenarios.
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