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Abstract

In this paper, we address the challenging problem of selecting tuning parameters for high-dimensional sparse regression. We propose a simple and computationally efficient method, called path thresholding (PaTh), that transforms any tuning parameter-dependent sparse regression algorithm into an asymptotically tuning-free sparse regression algorithm. More specifically, we prove that, as the problem size becomes large (in the number of variables and in the number of observations), PaTh performs accurate sparse regression, under appropriate conditions, without specifying a tuning parameter. In finite-dimensional settings, we demonstrate that PaTh can alleviate the computational burden of model selection algorithms by significantly reducing the search space of tuning parameters.

1 Introduction

Sparse regression is a powerful tool used across several domains for estimating a sparse vector $\beta^*$ given linear observations $y = X\beta^* + w$, where $X$ is the known measurement matrix and $w$ is the observation noise. Examples of applications include the analysis of gene expression data [1], fMRI data [2], and imaging data [3]. Furthermore, sparse regression forms the basis of other important machine learning algorithms including dictionary learning [4] and graphical model learning [5].

Several efficient algorithms now exist in the literature for solving sparse regression; see Lasso [6], OMP [7], and their various extensions [8–11]. Several works have also analyzed the conditions required for reliable identification of the sparse vector $\beta^*$; see [12] for a comprehensive review. However, the performance of most sparse regression algorithms depend on a tuning parameter, which in turn depends either on the statistics of the unknown noise in the observations or on the unknown sparsity level of the regression coefficients.

Examples of methods to select tuning parameters include the Bayesian information criterion (BIC) [13], the Akaike information criterion (AIC) [14], cross-validation (CV) [15, 16], and methods based on minimizing the Stein’s unbiased risk estimate (SURE) [17–19]. All of the above methods are only suitable for low-dimensional settings, where the number of observations $n$ is much larger than the number of variables $p$. In high-dimensional settings, where $p > n$, all of the above methods typically overestimate the locations of the non-zero elements in $\beta^*$. Although the overestimation could be empirically corrected using multi-stage algorithms [8, 9, 20, 21], this process is computationally demanding with no known theoretical guarantees for reliable estimation of $\beta^*$. Stability selection [22] is popular for high dimensional problems, but it is also computationally demanding.

In this paper, we develop an algorithm to select tuning parameters that is (i) computationally efficient, (ii) agnostic to the choice of the sparse regression method, and (iii) asymptotically reliable. Our proposed algorithm, called PaTh, computes the solution path of a sparse regression method and thresholds a quantity computed at each point in the solution path. We prove that, under appropriate conditions, PaTh is asymptotically tuning-free, i.e., when the problem size becomes large (in the number of variables $p$ and the number of observations $n$), PaTh reliably estimates the location of the non-zero entries in $\beta^*$ independent of the choice of the threshold. We compare PaTh to algorithms in the literature that use the Lasso to jointly estimate $\beta^*$ and the noise variance [23–25]. We compliment our theoretical results with numerical simulations and also demonstrate the potential benefits of using PaTh in finite-dimensional settings.
The rest of the paper is organized as follows. Section 2 formulates the sparse regression problem. Section 3 presents the PaTh algorithm. Section 4 proves the asymptotic tuning-free property of PaTh. Section 5 compares PaTh to scaled Lasso [24], which is similar to square-root Lasso [23]. Section 6 presents numerical simulations on real data. Section 7 summarizes the paper and outlines some future research directions.

2 Problem Formulation

In this section, we formulate the sparse linear regression problem. We assume that the observations $y \in \mathbb{R}^n$ and the measurement matrix $X \in \mathbb{R}^{n \times p}$ are known and related to each other by the linear model

$$y = X \beta^* + w, \quad (1)$$

where $\beta^* \in \mathbb{R}^p$ is the unknown sparse regression vector that we seek to estimate. We assume the following throughout this paper:

(A1) The matrix $X$ is fixed with normalized columns, i.e., $\|X_i\|_2^2 / n = 1$ for all $i \in \{1, 2, \ldots, p\}$.

(A2) The entries of $w$ are i.i.d. zero-mean Gaussian random variables with variance $\sigma^2$.

(A3) The vector $\beta^*$ is $k$-sparse with support set $S^* = \{j : \beta^*_j \neq 0\}$. Thus, $|S^*| = k$.

(A4) The number of observations $n$ and the sparsity level $k$ are all allowed to grow to infinity as the number of variables $p$ grows to infinity. In the literature, this is referred to as the high-dimensional framework.

For any set $S$, we associate a loss function, $\mathcal{L}(S; y, X)$, which is the cost associated with estimating $S^*$ by the set $S$. An appropriate loss function for the linear problem in $\text{Alg}$ is the least-squares loss, which is defined as

$$\mathcal{L}(S; y, X) := \min_{\alpha \in \mathbb{R}^{|S|}} \|y - X_S \alpha\|_2^2 = \|\Pi^\perp [S] y\|_2^2, \quad (2)$$

where $X_S$ is an $n \times |S|$ matrix that only includes the columns indexed by $S$ and $\Pi^\perp [S] = I - \Pi [S] = I - X_S (X_S^T X_S)^{-1} X_S^T$ is the orthogonal projection onto the kernel of the matrix $X_S$.

In this paper, we mainly study the problem of estimating $S^*$, since, once $S^*$ has been estimated, an estimate of $\beta^*$ can be easily computed by solving a constrained least-squares problem. Our main goal is to devise an algorithm for estimating $S^*$ that is asymptotically tuning-free so that when $p \to \infty$, $S^*$ can be estimated with high probability without specifying a tuning parameter.

3 Path Thresholding (PaTh)

In this section, we develop PaTh. Recall that we seek to estimate the support of a sparse vector $\beta^*$ that is observed through $y$ and $X$ by the linear model in (1). Let $\text{Alg}$ be a generic sparse regression algorithm with the following structure:

$$\text{Alg} = \text{Alg}(y, X, s) \quad \text{s.t. } s = \text{Desired sparsity level}$$

$$\hat{S}_s = \text{Estimate of } S^* \text{ s.t. } |\hat{S}_s| = s.$$  

The tuning parameter in $\text{Alg}$ is the sparsity level $s$, which is generally unknown. All standard sparse regression algorithms can be defined using $\text{Alg}$ with appropriate modifications. For example, algorithms based on sparsity, including OMP [7], marginal regression [26, 27], FoBa [9], and CoSaMP [28], can be written as (3). Algorithms based on real valued tuning parameters, such as the Lasso [6], can be written as (3) after mapping the tuning parameter to the sparsity level. We refer to Remark 3.3 for more details about this transformation.

3.1 Motivating Example

Before presenting PaTh, we discuss an example to illustrate the challenges in selecting tuning parameters for high-dimensional problems. Let $p = 1000$, $k = 20$, and $X_{1i} \sim \mathcal{N}(0, \sigma^2)$, where $\sigma = 2$. Furthermore, let the non-zero entries in $\beta^*$ be sampled uniformly between $[0.5, 1.0]$. Figure 1 plots the log(loss/n) versus the sparsity level. The loss at sparsity level $s$ is equal to $\|\Pi^\perp [S_s y]\|_2^2$ and $\hat{S}_s$ is computed using the Forward-Backward (FoBa) sparse regression algorithm [9]. We refer to the sequence of estimates $\hat{S}_1, \hat{S}_2, \ldots, \hat{S}_s$ as the solution path of FoBa. Furthermore, we consider a low-dimensional setting ($n = 2000$) and a high-dimensional setting ($n = 10000$).
setting \( (n = 200) \). In both settings, \( \hat{S}_k = S^* \), i.e., FoBa outputs the true support.

In the low-dimensional setting, we clearly see that Figure 1 has a visible change at the sparsity level \( s = 20 \). This suggests that the unknown sparsity level could be inferred by appropriately thresholding some quantity computed over the solution path of a sparse regression algorithm. However, in the high-dimensional setting, no such change is visible. Thus, it is not clear if the unknown sparsity could be detected from the solution path. As it turns out, we show in the next Section that an appropriate algorithm could be devised on the solution path to infer the sparsity level in an asymptotically reliable manner.

3.2 Overview of PaTh

Algorithm 1: Path Thresholding (PaTh)

**Inputs:** Observations \( y \), measurement matrix \( X \), and a parameter \( c \)

1. for \( s = 0, 1, 2, \ldots, \min\{n, p\} \) do
2. \( \hat{S}_s \leftarrow \text{Alg}(y, X, s) \)
3. \( \hat{\sigma}_s^2 \leftarrow \|\Pi^+[\hat{S}_s]y\|^2/n \)
4. \( \Delta_s \leftarrow \max_{j \in (\hat{S}_s)^c} \left\{ \|\Pi^+[\hat{S}_s]y\|^2 - \|\Pi^+[\hat{S}_s \cup j]y\|^2 \right\} \)
5. if \( \Delta_s < 2c\hat{\sigma}_s^2 \log p \) then
6. \[ \text{Return } \hat{S} = \hat{S}_s. \]

Algorithm 1 presents path thresholding (PaTh) that uses the generic sparse regression algorithm \( \text{Alg} \) in (3) to estimate \( S^* \). Besides \( y \) and \( X \), the additional input to PaTh is a parameter \( c \). We will see in Section 4 that as \( p \to \infty \), under appropriate conditions, PaTh reliably identifies the true support as long as \( c > 1 \).

From Algorithm 1 it is clear that PaTh evaluates \( \text{Alg} \) for multiple different values of \( s \), computes \( \Delta_s \), defined in Line 4, and stops when \( \Delta_s \) falls below a threshold. The quantity \( \Delta_s \) is the maximum possible decrease in the loss when adding an additional variable to the support computed at sparsity level \( s \). The threshold in Line 5 of Algorithm 1 is motivated from the following proposition.

**Proposition 3.1.** Consider the linear model in (1) and assume that (A1)–(A4) holds. If \( \hat{S}_k = S^* \), then \( \mathbb{P}(\Delta_k < 2c\sigma^2 \log p) \geq 1 - (p - k)/p^c \).

**Proof.** Using simple algebra, \( \Delta_s \) in Line 4 of Algorithm 1 can be written as

\[
\Delta_s = \max_{j \in (\hat{S}_s)^c} \frac{|X_j^T \Pi^+[\hat{S}_s]y|^2}{\|\Pi^+[\hat{S}_s]X_j\|^2}. \tag{4}
\]

Under the conditions in the proposition, it is easy to see that \( \Delta_k = \max_{j \in (\hat{S}_k)^c} \|P_jw\|^2, \) where \( P_j \) is a rank one projection matrix. The result follows from the Gaussian tail inequality and properties of projection matrices.

**Proposition 3.1** says that if \( \sigma \) were known, then with high probability, \( \Delta_k \) could be upper bounded by \( 2c\sigma^2 \log p \), where \( c \) is some constant. Furthermore, under some additional conditions that ensure that \( \Delta_s > 2c\sigma^2 \log p \) for \( s < k \), Algorithm 1 could estimate the unknown sparsity level with high probability. For the marginal regression algorithm, the authors in [27] use a variant of this method to interchange the parameter \( s \) and \( \sigma^2 \).

Since \( \sigma \) is generally unknown, a natural alternative is to use an estimate of \( \sigma \) to compute the threshold. In PaTh, we use an estimate of \( \sigma \) computed from the loss at each solution of \( \text{Alg} \), i.e., \( \hat{\sigma}_s^2 = \|\Pi^+[\hat{S}_s]y\|^2/n \). Thus, for each \( s \) starting at \( s = 0 \), PaTh checks if \( \Delta_s < 2c\hat{\sigma}_s^2 \log p \) and then stops the first time the inequality holds (see Line 5). We can also use the estimate \( \|\Pi^+[\hat{S}_s]y\|^2/n \) with minimal change in performance since \( s \) is generally much smaller than \( n \). Before illustrating PaTh using an example, we make some additional remarks regarding PaTh.

**Remark 3.1.** (Selecting the parameter \( c \)) In Section 4 we prove that the performance of PaTh is independent of \( c \) as \( p \to \infty \) and \( c > 1 \). However, in finite-dimensional settings, we need to set \( c \) to an appropriate value. Fortunately, the choice of \( c \) is independent of the noise variance, which is not the case for popular sparse regression algorithms like the Lasso, the OMP, and the FoBa. In our numerical simulations, we observed that the performance of PaTh is insensitive to the choice of \( c \) as long as \( c \in [0.5, 1.5] \).

**Remark 3.2.** (Computational Complexity) Besides computing the solution path of \( \text{Alg} \), PaTh requires computing \( \Delta_s \), which involves taking a maximum over at most \( p \) variables. For each \( s \), assuming that that the residual \( \Pi^+[\hat{S}_s]y \) and the projection matrix \( \Pi^+[\hat{S}_s] \) is computed by the sparse regression algorithm, the additional complexity of PaTh is \( O(n^2p) \). Furthermore, assuming that PaTh stops after computing \( O(k) \) solutions, the total additional complexity of PaTh is \( O(n^2kp) \). This complexity can be reduced to \( O(nkp) \), with no change in the theoretical results that we present in Section 4 by modifying the \( \Delta_s \) computations so that \( \Delta_s = \max_{j \in (\hat{S}_s)^c} |X_j^T \Pi^+[\hat{S}_s]y|^2 \). This scaling of the additional complexity of PaTh is nearly the same as the complexity of computing the solution path of sparse regression algorithms. For example, assuming that \( p > n \), the solution path of the Lasso can be computed in time \( O(n^2p) \) using the LARS algo-
Remark 3.3. (Generalizing Algorithm 1 to real valued tuning parameters) We present PaTh in Algorithm 1 using the sparsity level as a tuning parameter. However, several sparse regression algorithms, such as the Lasso, depend on a real-valued tuning parameter. One simple way to map such algorithms to the sparsity level is to compute the solution path, order the solutions in increasing level of sparsity, compute the loss at each solution, and finally select a solution at each sparsity level with minimal loss. The last step ensures that there is a unique solution for each sparsity level. We use this approach in all the implementations used in this paper. Alternatively, depending on the sparse regression algorithm, we can also directly apply PaTh to the solution path. For example, consider the Lasso that solves \( \min_{\beta} \| y - X \beta \|_2^2 / (2n) + s \| \beta \|_1 \). As \( s \) decreases, \( |S| \) generally increases. Thus, we can use Algorithm 1 with the Lasso by simply replacing Line 1 with “for \( s = s_1, s_2, s_3, \ldots \)”, where \( s_{i'} > s_{j'} \) for \( i' < j' \).

3.3 Illustrative Example

In this section, we illustrate the performance of PaTh. We use data from [30] composed of 216 observations of monthly stock returns from 84 companies. This results in a matrix \( X \). We let \( k = 30 \) and select a \( \beta^* \) such that the non-zero entries in \( \beta^* \) are uniformly distributed between 0.5 and 1.5. We simulate two sets of observations; one using \( \sigma^2 = 1 \) and another one using \( \sigma^2 = 4 \). We apply PaTh using Lasso [1] and FoBa [2]. To evaluate the performance of an estimate \( \hat{\beta} \) with support \( \hat{S} \), we compute the \( F_1 \) score and the error in estimating \( \beta^* \):

\[
F_1 \text{ score} = 1/(1/\text{Recall} + 1/\text{Precision}),
\]

\[
\text{Precision} = |S^* \cap \hat{S}|/|\hat{S}|
\]

\[
\text{Recall} = |S^* \cap \hat{S}|/|S^*|
\]

\[
\text{err} = \| \hat{\beta} - \beta^* \|_2.
\]

Naturally, we want \( F_1 \) to be large (close to 1) and err to be small (close to 0). Figure 2 shows box plots of the error measures, where red corresponds to the Lasso and blue corresponds to FoBa. The horizontal axis in the plots refer to the different choices of the threshold \( 2c \log p \), where \( c \in [0.6, 1.3] \). For \( \sigma \) small, we clearly see that the threshold has little impact on the final estimate. For larger \( \sigma \), we notice some differences, mainly for FoBa, as the threshold is varied. Overall, this example illustrates that PaTh can narrow down the choices of the final estimate of \( \beta^* \) or \( S^* \) to a few estimates in a computationally efficient manner. In the next section, we show that when \( p \) is large, PaTh can accurately identify \( \beta^* \) and \( S^* \).

4 Tuning-Free Property of PaTh

In this section, we prove that, under appropriate conditions, PaTh is asymptotically tuning-free. We state our result in terms of the generic sparse regression algorithm \( \text{Alg} \) defined in [3]. For a constant \( c > 1 \), we assume that \( \text{Alg} \) has the following property:

\[
\text{(A5) } \text{Alg} \text{ can reliably estimate the true support } S^*,
\]

i.e., \( \mathbb{P}(S^* = \text{Alg}(y, X, k)) \geq 1 - 1/p^c \), where \( c \) is the input to PaTh.

Assumption (A5), which allows us to separate the analysis of PaTh from the analysis of \( \text{Alg} \), says that \( \text{Alg} \) outputs the true support for \( s = k \) with high probability. Under appropriate conditions, this property holds for all sparse regression algorithms under various conditions [7]. The next theorem is stated in terms of the following two parameters:

\[
\beta_{\min} = \min_{i \in S^*} |\beta_i|,
\]

\[
\rho_{2k} = \min \left\{ \frac{\| X_A v \|_2^2}{n \| v \|_2^2} : S^* \subseteq A, v \in \mathbb{R}^k \right\}.
\]

The parameter \( \beta_{\min} \) is the minimum absolute value over the non-zero entries in \( \beta^* \). The parameter \( \rho_{2k} \),
referred to as the restricted eigenvalue (RE), is the minimum eigenvalue over certain blocks of the matrix $X^TX/n$.

**Theorem 4.1.** Consider the linear model in (1) and assume that (A1)-(A4) holds. Let $\hat{S}$ be the output of PaTh used with the sparse regression method Alg defined in (3) that satisfies (A5). Select $\epsilon > k/n$ used with the sparse regression method and then

$$n \geq \frac{2ck\log p}{\rho_{2k}} + \frac{8c\sqrt{k}\log p}{\beta_{\text{min}}p_{2k}^2} + \frac{8\sigma^2\epsilon\log p}{\beta_{\text{min}}p_{2k}^2},$$

(11)

then $\mathbb{P}(\hat{S} = S^*) \geq 1 - Cp^{1-(1-\epsilon)c}$.

The proof of Theorem 4.1 given in Appendix A simply identifies sufficient conditions under which $\Delta_s \geq 2\epsilon\log p$ for $s < k$ and $\Delta_k < 2\epsilon\log p$. We now make some remarks regarding Theorem 4.1.

**Remark 4.1.** (Tuning-Free Property) Recall from (A4) that $k, n \to \infty$ as $p \to \infty$. Furthermore, based on the conditions on $n$ in (11), it is clear that $\lim_{p \to \infty} (k/n + \sqrt{1/k}) = 0$. This means that for any $c > 1$, if (11) holds, then $\lim_{p \to \infty} \mathbb{P}(\hat{S} = S^*) \to 1$. This shows that PaTh is asymptotically tuning-free.

**Remark 4.2.** (Numerical Simulation) To illustrate the tuning-free property of PaTh, we consider a simple numerical example. Let $p = 1000$, $k = 50$, and $\sigma = 1$. Assume that the non-zero entries in $\beta^*$ are drawn from a uniform distribution on $[1, 2]$. Next, randomly assign each non-zero entry either a positive or a negative sign. The rows of the measurement matrix $X$ are drawn i.i.d. from $\mathcal{N}(0, \Sigma)$. We consider two cases: $\Sigma = I$ and $\Sigma = 0.8I + 0.211^T$, where $1$ is a vector of ones. For both cases, we use PaTh with Lasso and FoBa. Figure 3 plots the mean $F_1$ score, defined in (4), and mean log(err), defined in (5), over 100 trials as $n$ ranges from 200 to 1000. Note that $F_1 = 1$ corresponds to accurate support recovery. For both Lasso and FoBa, we used PaTh with $c = 1$ and $c = 1.5$. We clearly see that once $n$ is large enough, both algorithms, with different choices of $c$, lead to accurate support recovery. This naturally implies accurate estimation of $\beta^*$.

**Remark 4.3.** (Superset Recovery) We have analyzed PaTh for reliable support recovery. If Alg can only output a superset of $S^*$, which happens when using the Lasso under the restricted strong convexity condition (31) (32), then (A5) can be modified and the statement of Theorem 2 can be modified to reflect superset recovery. The only change in (11) will be to appropriately modify the definition of $\rho_{2k}$ in (11).

**Remark 4.4.** (Extension to sub-Gaussian noise) Our analysis only uses tail bounds for Gaussian and chi-squared random variables. Hence, we can easily extend our analysis to sub-Gaussian noise using tail bounds for sub-Gaussian and sub-exponential random variables in (39).

**Remark 4.5.** (Scaling of $n$) For an appropriate parameter $c_2$ that depends on $\rho_{2k}$, $\sigma$, and $\beta_{\text{min}}$, (11) holds if $n > c_2k\log p$. When using the Lasso, under appropriate conditions, in the most general case, $n > c_2k\log p$ is sufficient for reliable support recovery. Thus, both the Lasso and the PaTh require the same scaling on the number of observations. An open question is to analyze the tightness of the condition (11) and see if the dependence on $k$ in (11) can be improved. One way may be to incorporate prior knowledge that $k \geq k_{\text{min}}$. In this case, the scaling in (11) can be improved to $n > c_2(k - k_{\text{min}})\log p$.

5 Connections to Scaled Lasso

In this Section, we highlight the connections between PaTh and the scaled Lasso algorithm proposed in (25). Let $\hat{\sigma}$ be an initial estimate of the noise variance. Consider the following computations on the solution path until an equilibrium is reached:

$$t \leftarrow \min_{s} \{s : \Delta_s < 2c\hat{\sigma}^2\log p\}$$

(12)

$$\tilde{S}_t \leftarrow \text{Alg}(y, X, t)$$

(13)

$$\hat{\sigma}_{\text{new}} \leftarrow \frac{\|\Pi^+[\tilde{S}_t]y\|}{\sqrt{n}}$$

(14)

If $\hat{\sigma}_{\text{new}} \neq \hat{\sigma}$, then set $\hat{\sigma} \leftarrow \hat{\sigma}_{\text{new}}$ and go to (12).

(15)

The next theorem shows that, under an additional condition on the solution path, $(12)$-$(15)$ is equivalent to implementing PaTh.

**Theorem 5.1.** Suppose $\hat{\sigma}_0 > \hat{\sigma}_1 > \cdots > \hat{\sigma}_{n-1} > \hat{\sigma}_n$, where $\hat{\sigma}_s = \|\Pi^+[\tilde{S}_s]y\|/\sqrt{n}$. If $\hat{\sigma} = \hat{\sigma}_0 = \|y\|_2/\sqrt{n}$, then the output of PaTh is equal to the output of $(12)$-$(15)$.\]
Proof. Let \( \hat{S} \) be the output of \text{PaTh} and \( \hat{T} \) be the output of (12)-(15). From the properties of \text{PaTh}, we know that \( \Delta_s > 2\sigma^2_s \log n \) for all \( s < |\hat{S}| \). Furthermore, we know that \( \hat{\sigma}_1 > \hat{\sigma}_2 > \cdots > \hat{\sigma}_s \). This means that \( \Delta_s > 2\hat{\sigma}^2_s \log n \) for any \( t \leq s < |\hat{S}| \). Thus, (12)-(15) reaches an equilibrium when \( \hat{T} = \hat{S} \). 

The condition in Theorem 5.1 ensures that the loss decreases as the tuning parameter \( s \) in Alg increases. This condition easily holds for sparse regression algorithms, including the OMP and the FoBa, that are based on greedy methods.

Interestingly, (12)-(15) resemble the scaled Lasso algorithm [25]. In particular, scaled Lasso starts with an initial estimate of \( \sigma \), selects an appropriate tuning parameter, selects an estimate from the solution path of Lasso, and repeats until an equilibrium is reached.

Furthermore, as shown in [25], scaled Lasso solves the following problem:

\[
(\hat{\beta}, \hat{\sigma}) = \arg\min_{\beta \in \mathbb{R}^p, \sigma > 0} \left[ \frac{\|y - X\beta\|_2^2}{2n\sigma} + \frac{\sigma}{2} + \lambda \|\beta\|_1 \right]. \tag{16}
\]

The theoretical results in [25] show that, under appropriate restricted eigenvalue conditions, selecting \( \lambda_0 = \sqrt{2c \log p/n} \), where \( c \) is a constant, results in accurate estimation of \( \beta^* \). This choice of \( \lambda_0 \) comes from the upper bound of the random variable \( \|X^Tw\|_\infty/(\sigma n) \). The motivation for scaled Lasso grew out of the results in [24] and related discussions in [34, 35]. Furthermore, as shown in [25], scaled Lasso is equivalent to square-root Lasso [23].

\text{PaTh} can be seen as a solution to the more general problem

\[
(\hat{\beta}, \hat{\sigma}) = \arg\min_{\beta \in \mathbb{R}^p, \|\beta\|_0 \leq s, \sigma > 0} \left[ \frac{\|y - X\beta\|_2^2}{2n\sigma} + \frac{\sigma}{2} \right], \tag{17}
\]

where \( \|\beta\|_0 \) is the \( \ell_0 \)-norm that counts the number of non-zero entries in \( \beta \) and the parameter \( s \) is implicitly related to the threshold \( 2c \log p \) in Line 4 of \text{PaTh} (Algorithm 1). The advantage of \text{PaTh} is that it can be used with \text{any} sparse regression algorithm and the choice of the threshold does not depend on the measurement matrix.

We now empirically compare scaled Lasso (SL) to \text{PaTh} used with Lasso (PL). In particular, we want to compare the sensitivity of both methods to the choice of the parameter \( \lambda_0 = \sqrt{2c \log p/n} \) in SL and the choice of the parameter \( 2c \log n \) in PL. We consider the same setting as in Figure 2 (see Section 3.3 for the details). Figure 4 shows the box plots for the \( F_1 \) score and err for PL (in red) and SL (in green) as \( c \) ranges from 0.05 to 1.2. It is clear that there exists a parameter \( c \) for both SL and PL such that their performance is nearly equal. For example, in the first plot, the \( F_1 \) score of SL at \( c = 0.5 \) is nearly the same as the \( F_1 \) score of PL at \( c = 1.0, 1.2 \). Furthermore, it is clear from the plot that PL is relatively insensitive to the choice of \( c \) when compared to SL. This suggests the possible advantages of using \text{PaTh} with Lasso over the scaled Lasso estimator.

6 Application to Real Data

In this Section, we demonstrate the advantages of using \text{PaTh} on real data. Although, we have shown that \text{PaTh} is asymptotically tuning-free, this may not be true in finite-dimensional settings. Instead, our main goal is to demonstrate how \text{PaTh} can significantly reduce the possible number of solutions for various regression problems by reparametrizing the sparse regression problem in terms of the parameter \( c \) in \text{PaTh}.

We consider the following two real data sets:

- UCI Communities and Crime Data [37, 38]: This data set contains information about the rate of violent crimes from 1994 communities. The goal is to find a sparse set of attributes, from the 122 given attributes, that best predict the rate of violent crimes. We removed 22 attributes due to insufficient data, randomly selected 100 communities, and normalized the columns to get a matrix \( X \in \mathbb{R}^{100 \times 100} \) and observations \( y \in \mathbb{R}^{100} \).

- Prostate cancer data [39]: This data set contains information about gene expression values of 12533...
genes from 50 patients with prostate cancer. We consider the problem of finding relationships between the genes. For this, we randomly select the expression values from one gene, say \( y \in \mathbb{R}^{50} \), and regress on the remaining gene expression values \( X \in \mathbb{R}^{50 \times 12532} \).

Figure 5 presents our results on applying FoBa [9] to the gene data (last two figures). Figure 5: Comparison of the solution paths of FoBa and \( \text{PaTh} \) + FoBa. The first figure shows the solution path of FoBa applied to the crime data. The horizontal axis specifies the sparsity level and the vertical axis specifies the coefficient values. The second figure applies \( \text{PaTh} \) to the solution path in the first figure for 50 different values of \( c \) in the range \([0.1, 1]\). \( \text{PaTh} \) reduces the total number of solutions from 50 to 4. We observe similar trends for the gene data (last two figures).

7 Conclusions

We have proposed a new computationally efficient algorithm, called path thresholding (\( \text{PaTh} \)), for selecting tuning parameters in any high-dimensional sparse regression method. Our main contribution shows that (i) \( \text{PaTh} \) is agnostic to the choice of the sparse regression method, and (ii) \( \text{PaTh} \), under appropriate conditions, selects the optimal tuning parameter with high probability as the problem size grows large. Thus, using \( \text{PaTh} \) with any tuning-dependent regression algorithm leads to an asymptotically tuning-free sparse regression algorithm. In finite-dimensional settings, we have shown that \( \text{PaTh} \) can drastically reduce the possible number of solutions of a sparse regression problem. Thus, \( \text{PaTh} \) can be used to significantly reduce the computational costs associated with cross-validation and stability selection.

Our work motivates several avenues of future research. For example, it will be interesting to explore the use of \( \text{PaTh} \) for estimating approximately sparse vectors. Furthermore, it will also be useful to study the use of \( \text{PaTh} \) in asymptotically tuning-free learning of graphical models.
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A Proof of Theorem 4.1

We want to show that \( \text{PaTh} \) stops when \( s = k \), where recall that \( k \) is the unknown sparsity level of the sparse vector \( \beta^* \) that we seek to estimate. For this to happen, it is sufficient to find conditions under which the following two equations are true:

\[
\Delta_s \geq \delta_s \tau_p, \quad \text{whenever } s < k, \\
\Delta_k < \delta_k \tau_p,
\]

where \( \tau_p = 2c \log p \), \( \delta^2 = \| \Pi^{\perp} [\hat{S}_s] y \|^2_2 / n \), and \( \Delta_s \) is defined in Line 4 of Algorithm 1. It is clear that if (18) holds, then Algorithm 1 will not stop for \( s < k \). Furthermore, if (19) holds, then Algorithm 1 stops when \( s = k \). The rest of the proof is centered around finding conditions under which both (18) and (19) hold.

Finding conditions under which (18) holds. Using (11), we can lower bound \( \Delta_s \) as follows:

\[
\Delta_s = \max_{j \in (S) \cap (\hat{S}_s)} \frac{|X^T \Pi^{\perp} [\hat{S}_s] y|^2}{\| \Pi^{\perp} [\hat{S}_s] X_j \|^2_2} \geq \frac{1}{n} \max_{j \in \hat{S}_s \setminus \hat{S}_s} \frac{|X^T \Pi^{\perp} [\hat{S}_s] y|^2}{\| \Pi^{\perp} [\hat{S}_s] X_j \|^2_2} \geq \frac{1}{k_s n} \|X^T \Pi^{\perp} [\hat{S}_s] y\|^2_2, \\
p.s. \quad k_s = |S^c \setminus \hat{S}_s| \geq \frac{1}{k_s n} \left( \| \mathcal{R} \|^2_2 - 2 \| (\mathcal{R})^T w \|_2 \right) \geq \frac{1}{k_s n} \left( \| \mathcal{R} \|^2_2 - 2 \| (\mathcal{R})^T w \|_2 \right) \geq \frac{1}{k_s n} \left( \| \mathcal{R} \|^2_2 - 2 \| (\mathcal{R})^T w \|_2 \right).
\]
Step (a) restricts the size over which the maximum is taken and uses the equation \( \| \Pi^\perp \hat{S}_n X_j \|_2^2 \leq \eta \) for all \( j \). Step (b) uses the \( \ell_\infty \)-norm notation. Step (c) uses the fact that \( \| v \|_2^2 \geq \| v \|_2^2 / k_s \) for any \( k_s \times 1 \) vector \( v \).

Using (20) and (22), (18) holds if the following equation holds for \( s < k \):

\[
\frac{\| \mathcal{R} \|_2^2}{\tau_p k_s} - \frac{\| \Pi^\perp \hat{S}_n X \beta^* \|_2^2}{\tau_p k_s} \geq 2 \frac{\| (\Pi^\perp \hat{S}_n X \beta^*)^T \|_2}{\tau_p k_s} + \| \Pi^\perp \hat{S}_n X \beta^* \|_2^2.
\]

Next, we find a lower bound for the left hand side (LHS) of (23) and an upper bound for the right hand side (RHS) of (23). Using (21), we have

\[
\frac{\| \mathcal{R} \|_2^2}{\tau_p k_s} - \frac{\| \Pi^\perp \hat{S}_n X \beta^* \|_2^2}{\tau_p k_s} \geq \frac{2\rho_p k_s}{\tau_p k_s} \| \Pi^\perp \hat{S}_n X \beta^* \|_2^2 + 2(\Pi^\perp \hat{S}_n X \beta^*)^T w.
\]

Next, note that \( \| \mathcal{R} \|_2 \leq k_s n \| \beta^*_S \|_2 \) and \( \| \Pi^\perp \hat{S}_n X \beta^* \|_2 \leq \sqrt{n k_s} \| \beta^*_S \|_2 \). Furthermore, choosing \( \tau_p < 2 \), (24) can be upper bounded by

\[
2\sigma n \| \beta^*_S \|_2^2 \sqrt{\tau_p / \rho_p} + 2\sigma \sqrt{n k_s} \| \beta^*_S \|_2 \sqrt{\tau_p / \rho_p} + 4\sigma^2 n.
\]

Rearranging terms, using \( \| \beta^*_S \|_2 \geq k_s \rho^2_{min}, n \geq \tau_p k_s, \) and \( k_s \leq k \), (23) holds with probability at least \( 1 - 3e^{-\tau_p / 2} \) if the following holds:

\[
n \geq \frac{k_p \rho_p}{\rho_p k_s} + \frac{4\sigma^2 \tau_p}{\rho_p k_s} + \frac{4\sigma \sqrt{\tau_p}}{\rho_p k_s} + \frac{\| \beta^*_S \|_2}{\rho_p k_s}.
\]

Finding conditions under which (19) holds. Assuming that \( \hat{S}_k = S^* \) and using the definition of \( \Delta_k \) and \( \delta_k \), we can write (19) as

\[
\max_{j \in (S^*)^c} \| P_j w \|_2^2 / \alpha^2 \leq \| \Pi^\perp \hat{S}_n X \beta^* \|_2^2 / \alpha^2,
\]

where \( P_j \) is a rank one projection matrix. Note that \( \| P_j w \|_2^2 / \alpha^2 \) is the square of a \( N(0,1) \) random variable. Using the Gaussian tail inequality, we have that

\[
P \left( \max_{j \in (S^*)^c} \| P_j w \|_2^2 / \alpha^2 \geq \nu_p \right) \leq 2(p - k) e^{-\nu_p / 2 / \sqrt{\nu_p}}.
\]

Moreover, using standard bounds for chi-square random variables, we have that

\[
P \left( \| \Pi^\perp \hat{S}_n X \beta^* \|_2^2 / \alpha^2 \leq n - k - 2 \sqrt{(n - k) \alpha_p} \right) \leq e^{-\alpha_p}.
\]

Thus, (19) holds with probability at least \( 1 - 3p(1 - \epsilon) e^{-\nu_p / 2 / \sqrt{\nu_p}} \).

\[
\frac{\nu_p}{\rho_p < 1 - \frac{k_p \rho_p}{\rho_p k_s} - \nu_p / 2 / \sqrt{\nu_p}}.
\]

Let \( \nu_p = 2(1 - \epsilon) \log p \). Then, the above conditions holds if \( \epsilon > k / n + \sqrt{2 \log p \over n} \). Since \( n \geq 2 \log p \), if \( \epsilon > k / n + \sqrt{1 / k} \), then (19) holds with probability at least \( 1 - 3p(1 - \epsilon) / \sqrt{2(1 - \epsilon) \log p} \).

Combining both results, and using (A5), we have that \( \nu_p \) is independent of \( \log p \).
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