Ionic forces and stress tensor in all-electron DFT calculations using enriched finite element basis

Nelson D. Rufus  
Department of Mechanical Engineering, University of Michigan, Ann Arbor, Michigan 48109, USA

Vikram Gavini  
Department of Mechanical Engineering, University of Michigan, Ann Arbor, Michigan 48109, USA and  
Department of Materials Science & Engineering, University of Michigan, Ann Arbor, Michigan 48109, USA

The enriched finite element basis—wherein the finite element basis is enriched with atom-centered numerical functions—has recently been shown to be a computationally efficient basis for systematically convergent all-electron DFT ground-state calculations. In this work, we present the expressions to compute variationally consistent ionic forces and stress tensor for all-electron DFT calculations in the enriched finite element basis. In particular, we extend the formulation of configurational forces in [Motamarri & Gavini (2018)] to the enriched finite element basis and elucidate the additional contributions arising from the enrichment functions. We demonstrate the accuracy of the formulation by comparing the computed forces and stresses for various benchmark systems with those obtained from finite-differencing the ground-state energy. Further, we also benchmark our calculations against Gaussian basis for molecular systems and against the LAPW+lo basis for periodic systems.

I. INTRODUCTION

Density functional theory (DFT) has been the workhorse of electronic structure calculations for many decades, providing important qualitative and quantitative insights into many materials properties. The success of DFT is attributed to the reduced computational complexity—cubic scaling with system size—via the Kohn-Sham (KS) formulation, which reduces the many-body Schrödinger equation to an effective single-electron problem for ground-state properties. Thus, the electronic ground-state, for given positions of nuclei, can be computed by solving the Kohn-Sham eigenvalue problem. However, computing the ground-state energy of the system also requires structural relaxations, which necessitates the evaluation of ionic forces, and, in the context of periodic geometries, also the stress tensor associated with the cell geometry.

The ionic force on a nucleus is simply the negative derivative of the electronic ground-state energy with respect to the position of the nucleus. The dependence of the electronic ground-state energy on the position of nuclei comes about in the following two ways. Firstly, a change in nuclear positions results in a change in the electrostatic interaction energy, specifically the electron-nuclear and the nuclear-nuclear electrostatic energy. Secondly, the wavefunctions and the electron-density, implicitly depend on the nuclear positions. However, the latter does not contribute to the ionic forces as the first variation of the electronic ground-state energy with respect to the wavefunctions and the electron density vanishes. Thus, in principle, in a continuous setting, the ionic force is simply the classical electrostatic force, which is the celebrated Hellman-Feynman theorem. However, in practice, in a discrete setting, there is often a need to account for additional contributions known as Pulay forces, arising due to the dependence of the basis set on the positions of the nuclei. Similar considerations are needed while computing the stress tensor, which is the derivative of the electronic ground-state energy with respect to the strain tensor. As a consequence, there exists a large body of work describing the calculation of nuclear forces and stress tensor in the discrete basis-sets used to solve the Kohn-Sham problem.

In this work, we derive the expressions for ionic forces and stress tensor in DFT calculations using the enriched finite element (EFE) basis, and conduct verification studies to ascertain the accuracy. The finite element (FE) basis, which comprises of local piecewise continuous polynomials as basis functions, offers systematic convergence and excellent parallel scalability in DFT calculations, given the local nature of the basis. While many prior efforts have developed and explored the use of FE basis for DFT calculations (cf. e.g. [10,25,32–47]), recent developments have demonstrated the utility of FE basis for conducting fast and accurate large-scale pseudopotential DFT calculations involving many tens of thousands of electrons. However, for all-electron electronic structure calculations, although prior works have demonstrated the systematic convergence of the FE basis, the computational cost remains high, given the large number of FE basis functions that are needed to accurately describe the all-electron wavefunctions. The EFE basis, which enriches the FE basis with compactly supported enrichment functions—such as, for e.g., those constructed from single-atom wavefunctions—can be used to significantly reduce the number of FE basis functions, and consequently improve the computational efficiency of all-electron calculations. While EFE basis has been employed for both all-electron calculations as well as calculations involving hard pseudopotentials in the
present work we consider the framework of all-electron density functional theory.

The general approach to computing atomic forces or stresses in most numerical implementations relies on the outer variations of the Kohn-Sham energy functional with respect to the position of atoms (for computing forces) or the lattice vectors (for computing stress tensor). In the present work, however, we adopt a configurational force approach, which is based on inner variations of the Kohn-Sham energy functional. The configurational forces correspond to the generalized variational derivative of the Kohn-Sham energy functional with respect to the position of a material point \( \mathbf{x} \). The formulation is closely related to a recent work by Motamarri and Gavini\(^1\), who proposed the configurational force approach for the FE basis. In the present work, we extend the formulation of configurational forces to the enriched FE basis proposed in\(^1\), and derive the additional contributions that arise from the atom-centered enrichment functions. An advantage of the configurational force approach is that it provides a unified framework to compute ionic forces as well as cell stresses for geometry optimization.

We present numerical results that demonstrate the accuracy and efficacy of the proposed formulation to compute forces and cell stresses using the enriched FE basis for all-electron calculations. We perform calculations on two molecular systems—carbon monoxide (CO) and sulfur trioxide (SO\(_3\))—to demonstrate the applicability of the formulation to compute ionic forces in non-periodic systems. Further, we consider two periodic calculations, involving stress computations for the diamond 8-atom unit cell as well as ionic forces for silicon carbide (SiC) with a divacancy. In each case, we find convergence rates of close to \( O(h^{2p-1}) \) with respect to the mesh size \( h \) and the FE order \( p \). Additionally, the ionic forces and stresses computed from finite-differencing the electronic ground-state energy were in excellent agreement with those obtained from the derived expression, thus ascertaining the accuracy and variational consistency of the expressions. Moreover, we also compare the obtained ionic forces and cell-stresses against other widely used codes, and demonstrate good agreement.

The remainder of the paper is organized as follows. In Sec. II A we derive expressions for the ionic forces and stress tensor for all-electron Kohn-Sham density functional theory calculations using the enriched FE basis. We do so by first presenting the real-space formulation of the Kohn-Sham variational problem employed in this work in Sec. II A and Sec. II B. Subsequently, we provide details of the enriched finite element basis employed in this work in Sec. II C. The expressions of the configurational forces are derived in Sec. II D for the enriched finite element basis. We conclude the section by describing the utility of configurational forces to evaluate ionic forces and the stress tensor in Sec. II E. Next, in Sec. II we present the numerical study and results that demonstrate the accuracy and efficacy of the proposed formulation to compute ionic forces and cell stresses. Finally, in Sec. IV we summarize our findings and present an outlook.

**II. FORMULATION**

In this section, we derive the expressions for ionic forces and stress tensor in all-electron Kohn-Sham density functional theory calculations using the enriched FE basis. In particular, we use the configurational forces approach which facilitates the computation of both the ionic forces and cell stresses in a unified framework. A configurational force is simply the Gâteaux derivative of the Kohn-Sham electronic ground-state energy functional along the direction of a prescribed deformation of the underlying space, with the deformation being characterized by a generator function. The configurational forces corresponding to an appropriate choice of generator functions are in turn used to evaluate the ionic forces and the stress tensor. The idea of using configurational forces to evaluate ionic forces and stress tensor in the context of FE basis was previously proposed for orbital-free DFT\(^8\) and Kohn-Sham DFT\(^9\). In this work, we extend the formulation to all-electron Kohn-Sham DFT calculations using enriched FE basis, which is a mixed basis constructed by augmenting the FE basis with atom-centered numerical enrichment functions. While the derivation presented in this work is similar in spirit to\(^1\), there are some key differences. Firstly, we consider the discrete Kohn-Sham energy functional as our starting point, as opposed to the continuous setting in which the configurational forces were derived in the previous work\(^1\). This is essential in order to account for, as well as delineate, the contributions from the enrichment functions to the configurational forces. In the absence of basis enrichment functions, the expressions derived in this work would reduce to the ones presented in\(^1\). Secondly, in this work, we use the smeared charge approach proposed in\(^1\), which enables a more efficient treatment of the electrostatic interactions arising from nuclear charges.

In the following subsections, we present the formulation and derive the expressions for computing the ionic forces and stress tensor. For brevity, we only consider periodic systems. The expressions for the non-periodic case may be deduced by simply replacing the Brillouin zone sampling by an evaluation at \( \mathbf{k} = 0 \). In Sec. II A and II B we present the Kohn-Sham energy functional and the real-space formulation used in this work. This is followed by a brief description of the enriched FE employed in this work in Sec. II C. We present the configurational forces in Sec. II D and present the approach to evaluate the ionic forces and stress tensor in Sec. II E.

**A. Kohn-Sham Density Functional Theory**

Consider a periodic unit cell \( \Omega \) containing \( N_e \) electrons and \( N_a \) nuclei with ionic position vectors \( \mathbf{R} = \ldots \)
\{ \mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_{N_e} \}. \) Neglecting spin, the free energy of the system in Kohn-Sham density functional theory\cite{Kohn1965} at finite temperature\cite{Hohenberg1964} is given by

\[
\mathcal{F}(\Gamma^{u_k}, \mathbf{u}_k, \mathbf{R}) = T_s(\Gamma^{u_k}, \mathbf{u}_k, \mathbf{R}) + E_{xc}(\rho) + E_{cl}(\rho, \mathbf{R}) - E_{\text{ent}}(\Gamma^{u_k}),
\]

where \( \mathbf{u}_k = \{ u_{1,k}(\mathbf{x}), u_{2,k}(\mathbf{x}), \ldots, u_{N,k}(\mathbf{x}) \} \) (\( N > N_e/2 \)) represent electronic wavefunctions corresponding to \( \mathbf{k} \), a point in the reciprocal space. These wavefunctions are considered to be non-orthogonal, in general. \( \Gamma^{u_k} \) represents the matrix corresponding to the single-particle density operator (\( \hat{\Gamma} \)) expressed in the non-orthogonal basis \( \mathbf{u}_k \). Hence, the elements of the matrix are given by

\[
\Gamma^{u_k}_{pq} = \sum_{r=1}^{N} S^{k \to 1}_{pr} \langle u_{r,k} \hat{\Gamma} | u_{q,k} \rangle, \quad \text{where} \quad S^{k} \text{ is the overlap matrix whose elements are given by}
\]

\[
S^{k}_{m,n} = \int_{\Omega} u^{*}_{m,k}(\mathbf{x}) u_{n,k}(\mathbf{x}) d\mathbf{x}. \quad (2)
\]

The exchange-correlation functional in the local density approximation (LDA)\cite{Hohenberg1964, Kohn1965} adopted in this work is given by

\[
E_{xc}(\rho) = \int_{\Omega} F(\rho) d\mathbf{x} = \int_{\Omega} \varepsilon_{xc}(\rho(\mathbf{x})) d\mathbf{x}. \quad (5)
\]

\( E_{cl} \) represents the classical electrostatic interaction energy between the electrons and nuclei and can be written as follows:

\[
E_{cl}(\rho, \mathbf{R}) = E_{H}(\rho) + E_{\text{ext}}(\rho, \mathbf{R}) + E_{ZZ}(\mathbf{R}), \quad (6)
\]

where \( E_{H} \) and \( E_{ZZ} \) are the Hartree energy and the nuclear repulsive energy, respectively, and are given by

\[
E_{H}(\rho) = \frac{1}{2} \int_{\Omega} \int_{\mathbb{R}^3} \frac{\rho(\mathbf{x}) \rho(\mathbf{x'})}{|\mathbf{x} - \mathbf{x'}|} d\mathbf{x'} d\mathbf{x}, \quad (7)
\]

\[
E_{ZZ}(\mathbf{R}) = \frac{1}{2} \sum_{I,J} \sum_{J \neq I} \frac{Z_I Z_J}{|\mathbf{R}_I - \mathbf{R}_J|}. \quad (8)
\]

Note that, in the above equation, the sum over \( J \) represents all nuclei in \( \mathbb{R}^3 \) while the sum over \( I \) includes only those in the domain \( \Omega \). \( E_{\text{ext}} \) in Eq. (6) represents the interaction between electrons and nuclei and is given by

\[
E_{\text{ext}}(\rho, \mathbf{R}) = -\sum_{\mathbf{j}} \int_{\Omega} \rho(\mathbf{x}) \frac{Z_{\mathbf{j}}}{|\mathbf{x} - \mathbf{R}_{\mathbf{j}}|} d\mathbf{x}. \quad (9)
\]

Lastly, the entropic energy of the electrons in Eq. (1) is given by

\[
E_{\text{ent}}(\Gamma^{u_k}) = -2\sigma \int_{\Omega_{\text{BZ}}} \text{tr} [\Gamma^{u_k} \ln \Gamma^{u_k} + (I - \Gamma^{u_k}) \ln (I - \Gamma^{u_k})] d\mathbf{k}, \quad (10)
\]

where \( \sigma = k_B T \) with \( k_B \) denoting the Boltzmann constant and \( T \) denoting the electronic temperature.

The electronic ground-state, for given nuclear positions, is given by the following variational problem:

\[
\min_{\mathbf{u}_k \in \mathbb{R}^{N \times N}} \min_{\mathbf{u}_k \in (H^+_{\text{per}}(\Omega))^{\infty}} \mathcal{F}_c(\Gamma^{u_k}, \mathbf{u}_k, \mathbf{R}), \quad \forall \mathbf{k} \in BZ, \quad (11)
\]

where \( \mathcal{F}_c \) is a constrained free-energy functional given by

\[
\mathcal{F}_c = \mathcal{F} - \mu \left[ 2 \text{tr} \left( \int_{\Omega_{\text{BZ}}} \Gamma^{u_k} d\mathbf{k} \right) - N_e \right]. \quad (12)
\]

In the above equation, \( \mu \), which is the Lagrange multiplier corresponding to the constraint on the number of electrons, also denotes the Fermi level. We note that \( H^+_{\text{per}}(\Omega) \) denotes the Hilbert space of periodic functions such that the functions and their first-order derivatives are square-integrable in \( \Omega \).
B. Local real-space formulation of Kohn-Sham DFT

Here we present the local real-space formulation that forms the basis for the derivation of the configurational forces expression. To begin with, the electrostatic interaction energy Eq. (6) presented in the last section are extended in real-space. However, these extended interactions can be recast into a local variational formulation using auxiliary electrostatic potentials \( \phi \) as:

\[
E_{\text{el}}(\rho, \mathbf{R}) = \max_{\phi \in H^1_\text{loc}(\Omega)} \left\{ \int_\Omega \left[ (\rho(x) + b(x, \mathbf{R})) \phi(x) - \frac{1}{8\pi} |\nabla \phi(x)|^2 \right] dx \right\} - \sum_{l=1}^N \max_{V_I \in H^1(\mathbb{R}^3)} \left\{ \int \left[ b_I(x, \mathbf{R}) V_I(x) - \frac{1}{8\pi} |\nabla V_I(x)|^2 \right] dx \right\}.
\]

(13)

In the above equation, \( b(x, \mathbf{R}) = \sum_I b_I(x, \mathbf{R}) = \sum_I -Z_I \delta(|x - \mathbf{R}_I|) \) is the nuclear charge density represented using regularized Dirac-delta functions centered at the nucleus. Also, the second term in Eq. (13) serves the purpose of removing the nuclear self-interaction contribution contained in the first term.

In the present work, however, we adopt the smeared charge representation for the nuclear charge \( \rho \) using regularized Dirac-delta functions centered at the nucleus. Also, the second term in Eq. (13) serves the purpose of removing the nuclear self-interaction contribution contained in the first term.

The \( r_{c,l} \)’s are chosen to be the largest possible values that avoid overlap between two neighboring smeared charges. We note that, while not explicitly indicated, the smeared charge sphere is considered to wrap around the periodic boundary should it breach the boundaries of the computational domain. The local reformulation for the electrostatic energy using smeared nuclear charge is given by

\[
E_{\text{el}}(\rho, \mathbf{R}) = E_{\text{el}}(\rho) = \max_{\phi \in H^1_\text{loc}(\Omega)} \left\{ \int_\Omega \left[ (\rho(x) + b_s(x, \mathbf{R})) \phi(x) - \frac{1}{8\pi} |\nabla \phi(x)|^2 \right] dx \right\} - \sum_{l=1}^N \max_{V_I \in H^1(\mathbb{R}^3)} \left\{ \int \left[ b_I(x, \mathbf{R}) V_I(x) - \frac{1}{8\pi} |\nabla V_I(x)|^2 \right] dx \right\},
\]

(16)

where

\[
L_{\text{el}}(\phi, \rho, \mathbf{R}) = \int_\Omega \left[ (\rho(x) + b_s(x, \mathbf{R})) \phi(x) - \frac{1}{8\pi} |\nabla \phi(x)|^2 \right] dx + \sum_{l=1}^N \int_{\Omega_l} \rho(x) \left[ V_I(|x - \mathbf{R}_I|) - V_{s,I}(|x - \mathbf{R}_I|, r_{c,l}) \right] dx
\]

(17)

In the above, \( (\rho(x) + b_s(x, \mathbf{R})) \) constitutes a charge-neutral system. The second term is a correction term containing the difference between the exact nuclear potential \( V_I \) corresponding to the point nuclear charge and the smeared nuclear potential \( V_{s,I} \) corresponding to \( b_s,I \). These are given by

\[
V_I(r) = -\frac{Z_I}{r},
\]

(18)

\[
V_{s,I}(r, r_{c,l}) = -Z_I v_g(r, r_{c,l}),
\]

(19)

where \( v_g(r, r_{c}) \) is the potential corresponding to the \( g(r, r_{c}) \) and is given by

\[
v_g(r, r_{c}) = \begin{cases} 
\frac{9\pi^3 - 30r^6 r_{c} + 28r^4 r_{c}^3 - 14r^2 r_{c}^5 + 12r_{c}^7}{5r_{c}^5}, & 0 \leq r \leq r_{c} \\
\frac{1}{r^7}, & r > r_{c}
\end{cases}
\]

(20)

We note that since \( V_I \) and \( V_{s,I} \) are identical for \( r > r_{c,I} \), the correction for each nucleus is evaluated only inside the sphere of radius \( r_{c,I} \) around \( \mathbf{R}_I \), whose domain is denoted by \( \Omega_I \). The last term in Eq. (17) removes the self-interaction energy corresponding to the smeared nuclear charges.
Finally, the electronic ground-state energy for a given positions of the nuclei $\mathbf{R}$ can be computed using Eq. \ref{eq:energy} and Eq. \ref{eq:force} as the following variational problem:

\[
E_0(\mathbf{R}) = \mathcal{L}(\Gamma^{\text{us}}, \mathbf{u}_k, \bar{\phi}, \mathbf{R}) = \min_{\Gamma^{\text{us}} \in \mathbb{R}^{N \times N}} \min_{\mathbf{u}_k \in \mathcal{H}^1_{\text{ext}}(\Omega)^N} \max_{\phi \in \mathcal{H}^1_{\text{ext}}(\Omega)} \mathcal{L}(\Gamma^{\text{us}}, \mathbf{u}_k, \phi, \mathbf{R}) ,
\]

where

\[
\mathcal{L}(\Gamma^{\text{us}}, \mathbf{u}_k, \phi, \mathbf{R}) = T_e(\Gamma^{\text{us}}, \mathbf{u}_k, \mathbf{R}) + E_{\text{xc}}(\rho) + \mathcal{L}_{\text{el}}(\phi, \rho, \mathbf{R}) - E_{\text{ent}}(\Gamma^{\text{us}}) - \mu \left[ 2 \text{tr} \left( \int_{\Omega_{\text{ext}}} \Gamma^{\text{us}}d\mathbf{k} \right) - N_e \right] .
\]

In the above, $\mathcal{L}$ denotes the local reformulation of the constrained free-energy functional $\mathcal{F}$, and $\Gamma^{\text{us}}$, $\mathbf{u}_k$ and $\phi$ denote the extremizers of the variational problem.

### C. Enriched Finite Element basis

The enriched finite element (EFE) basis used in this work is constructed by augmenting the finite element (FE) basis with atom-centered enrichment functions. The enrichment functions, which attempt to capture the highly oscillatory behavior of the wavefunctions around the nuclei, obviate the need for highly refined finite element mesh near the nuclei, thus greatly reducing the computational cost. In this work, we derive configurational forces in the context of enriched finite element basis presented by Kamungo and Gavin\cite{Kamungo2009}. We note that using the EFE basis tends to yield ill-conditioned matrices in both the generalized eigenvalue problem and the linear system of equations (electrostatics). This affects the robustness of the self-consistent field iterations. There are many approaches\cite{Cockburn2000, Cockburn2003} proposed in recent years to address this problem. In particular, Rufus et. al\cite{Rufus2012} have proposed the orthogonalized enriched FE (OEFE) basis, in which, the atomic solutions are orthogonalized with respect to the underlying FE basis before augmenting as enrichments. The OEFE basis yields well-conditioned matrices ensuring numerical robustness. However, we note that the EFE basis presented in\cite{Cockburn2000} and the OEFE basis presented in\cite{Rufus2012} span the same function space. First, we compute the electronic ground-state using the OEFE basis. We subsequently transform the fields from the OEFE to the EFE basis. Finally, we evaluate the forces and stresses using the expressions presented in this work. We derive the configurational force expressions in the EFE basis to avoid accounting for the additional contributions arising from the orthogonalizing terms in the OEFE basis.

Next, we provide a brief overview of the EFE basis.

In the EFE basis, the wavefunctions $u_{\alpha,k}(\mathbf{x})$ are approximated as

\[
u_{\alpha,k}(x) \approx u_{\alpha,k}(x) = \sum_{i=1}^{n_i} N_i^C(x) u_{\alpha,k,i} + \sum_{j=1}^{N_e} \sum_{l=1}^{n_{j,k,l}} N_{l,j} E_{\text{wk}}(x - \mathbf{R}_j) u_{\alpha,k,j,l}.
\]

In the above equation, the superscript $h$ indicates a discrete field, and the superscript $C$ and $E$ are used to distinguish the classical and the enrichment components, respectively. In particular, $N_i^C(x)$ denotes the $i$th classical FE basis function and $u_{\alpha,k,i}$ denotes the expansion coefficient for $u_{\alpha,k}$ at point $\mathbf{R}_j$. The index $I$ runs over all the atoms ($N_a$) in the system, and the index $j$ runs over all the atomic Kohn-Sham orbitals ($n_j$) we include for the atom $I$. In other words, the $I$th atom, situated at $\mathbf{R}_j$, contributes $n_j$ enrichment functions, each centered around $\mathbf{R}_j$. $u_{\alpha,k,j,l}^E(x - \mathbf{R}_j)$ represents the expansion coefficient of $N_{l,j} E_{\text{wk}}(x - \mathbf{R}_j)$ corresponding to $u_{\alpha,k}$. The reader is referred to\cite{Dion2016} for the form of $N_{l,j} E_{\text{wk}}(x - \mathbf{R}_j)$.

In a similar vein, the electrostatic potential $\phi$ is given as

\[
\phi(x) \approx \phi^E(x) = \sum_{j=1}^{n_i} N_j^C(x) \phi_j^C + \sum_{l=1}^{N_e} N_{l,j} E_{\text{wk}}(x - \mathbf{R}_j) \phi_j^E.
\]

As with the discretization of $u_{\alpha,k}$ (Eq.\cite{Cockburn2000}), $N_j^C(x)$ denotes the $j$th classical FE basis function and $\phi_j^C$ denotes its corresponding coefficient. Similarly, $N_{l,j} E_{\text{wk}}(x - \mathbf{R}_j)$ is the $l$th enrichment function with a corresponding coefficient $\phi_j^E$.

Thus, in the finite-dimensional EFE basis, the electronic ground-state energy is given by
\[
E_0^h(R) = \mathcal{L}\left(\tilde{\Gamma}^u, \left\{ v_{a,k}^h \left( \{ N_i^C(x) \}, \{ \bar{u}_{a,k,i} \}, \{ N_{j,l}^{E,uk}(x - R_j) \}, \{ \bar{u}_{a,k,j,l} \} \right) \right\}, \phi^h \left( \{ N_i^C(x) \}, \{ \phi_C^i \}, \{ N_{j,\phi}^{E,\phi}(x - R_j) \}, \{ \phi_f^i \} \right), R \right)
\]
\[
= \min_{\tilde{\Gamma}^u \in \mathbb{R}^{N \times N}} \min_{(u_{a,k,i}^h)^C \in \mathbb{C}^{N \times n_h}} \min_{(\phi_f^i)^C \in \mathbb{R}^{N_h}} \max_{(\phi_f^i)^E} \max_{(\phi_f^i)^E} \mathcal{L}\left(\tilde{\Gamma}^u, \left\{ v_{a,k}^h \left( \{ N_i^C(x) \}, \{ \bar{u}_{a,k,i}^C \}, \{ N_{j,l}^{E,uk}(x - R_j) \}, \{ \bar{u}_{a,k,j,l} \} \right) \right\}, \phi^h \left( \{ N_i^C(x) \}, \{ \phi_C^i \}, \{ N_{j,\phi}^{E,\phi}(x - R_j) \}, \{ \phi_f^i \} \right), R \right).
\]

(25)

In the above equation, \( \{ . \} \) are used to denote lists of functions or scalar coefficients running over all indices. \( \tilde{\Gamma}^u \), \( \{ \bar{u}_{a,k,i}^C \} \), \( \{ \bar{u}_{a,k,j,l} \} \), \( \{ \phi_C^i \} \) and \( \{ \phi_f^i \} \) denote the discrete ground-state solution (stationarity point of \( \mathcal{L} \)) for given nuclear positions \( R \) and basis functions. These quantities can be computed by solving the Kohn-Sham equations in the EFE basis. In particular, in the context of canonical eigenfunctions, \( \{ \bar{u}_{a,k,i}^C \} \) and \( \{ \bar{u}_{a,k,j,l} \} \) are the solution of the generalized Kohn-Sham eigenvalue problem; \( \tilde{\Gamma}^u \) contains the fractional occupancies of the eigenstates given by the Fermi-Dirac distribution; \( \{ \phi_C^i \} \) and \( \{ \phi_f^i \} \) are solutions to the Poisson problem governing the electrostatic interactions.

D. Configurational forces

We now derive expressions for the configurational force corresponding the electronic ground-state free energy in Eq. (21). We employ the approach of inner variations, where the generalized force corresponding to a perturbation of underlying space is evaluated. To this end, we define a bijective mapping \( \tau^\varepsilon : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) which represents an infinitesimal perturbation of the underlying space, mapping a material point \( x \) to a new point \( x^\varepsilon = \tau^\varepsilon(x) \). Using a Taylor series expansion in \( \varepsilon \), this mapping can be written as

\[
\tau^\varepsilon(x) = x + \varepsilon \mathbf{Y}(x) + \mathcal{O}(\varepsilon^2),
\]

(26)

where \( \mathbf{Y}(x) = \frac{d}{d\varepsilon} \tau^\varepsilon(x) \big|_{\varepsilon=0} \) is the generator of the spatial perturbation. We note that \( x^0 = x \) denotes the reference configuration.

The configurational force corresponding to a prescribed \( \tau^\varepsilon(x) \) is given by

\[
\frac{d}{d\varepsilon} \mathcal{L}^\varepsilon\left( \tilde{\Gamma}^u_{\varepsilon}, \bar{u}_k^C, \phi^f, R \right) \bigg|_{\varepsilon=0},
\]

(27)

where \( \tilde{\Gamma}^u_{\varepsilon}, \bar{u}_k^C \) and \( \phi^f \) are the extremizers of constrained free energy functional in the perturbed configuration \( \mathcal{L}^\varepsilon \). In other words, the configurational force is the Gateaux derivative of \( \mathcal{L}^\varepsilon \) in the direction of \( \mathbf{Y}(x) \) with all the electronic fields set to the electronic ground-state.

In the discrete setting with the enriched finite element basis, the configurational force is given by

\[
\hat{F}^h(\mathbf{Y}(x)) = \frac{d}{d\varepsilon} \mathcal{L}^\varepsilon\left( \tilde{\Gamma}^u_{\varepsilon}, \left\{ v_{a,k}^h \left( \{ N_i^{C,\varepsilon}(x^\varepsilon) \}, \{ \bar{u}_{a,k,i}^{C,\varepsilon} \}, \{ N_{j,l}^{E,uk}(x^\varepsilon - R_j) \}, \{ \bar{u}_{a,k,j,l}^{E,\varepsilon} \} \right) \right\}, \phi^h \left( \{ N_i^{C,\varepsilon}(x^\varepsilon) \}, \{ \phi_C^{i,\varepsilon} \}, \{ N_{j,\phi}^{E,\phi}(x^\varepsilon - R_j) \}, \{ \phi_f^{i,\varepsilon} \} \right), R \right) \bigg|_{\varepsilon=0}.
\]

(28)

We note that in computing the configurational force in the discrete setting, we choose the generator from the subspace spanned by the FE basis (cf. Sec [IIE]) as it allows us to take advantage of the isoparametric nature of FE basis functions. In the above, \( \tilde{\Gamma}^u_{\varepsilon}, \{ \bar{u}_{a,k,i}^{C,\varepsilon} \}, \{ \bar{u}_{a,k,j,l}^{E,\varepsilon} \} \) and \( \{ \phi_f^{i,\varepsilon} \} \) represent the ground-state electronic fields in the discrete setting, i.e., the extremizers of \( \mathcal{L}^\varepsilon \) in subspace spanned by the enriched FE basis. It is important to note here that the enrichment functions \( \{ N_{j,\phi}^{E,uk}(x^\varepsilon - R_j^\varepsilon) \} \) and \( \{ N_{j,\phi}^{E,\phi}(x^\varepsilon - R_j^\varepsilon) \} \) retain their form even when the underlying space is deformed, as these are a priori computed enrichment functions independent of the finite element discretization.

For the sake of further simplification, we express the constrained free energy functional in terms of the energy density \( f \) as
\[ L\left( \Gamma_{uk}, \left\{ u_{a,k}^h \left( \{ N_{i}^C(x) \}, \{ u_{a,k,i}^E \}, \{ N_{j,l}^E u_{j,l}(x - R_j) \}, \{ u_{a,k,j,l}^E \} \right) \right\}, \phi^h \left( \{ N_{i}^C(x) \}, \{ \phi^C \}, \{ N_{j,l}^E \phi(x - R_j) \}, \{ \phi^E \} \right), R \right) = \int_{\Omega} f \left( \Gamma_{uk}, \left\{ u_{a,k}^h \left( \{ N_{i}^C(x) \}, \{ u_{a,k,i}^E \}, \{ N_{j,l}^E u_{j,l}(x - R_j) \}, \{ u_{a,k,j,l}^E \} \right) \right\}, \phi^h \left( \{ N_{i}^C(x) \}, \{ \phi^C \}, \{ N_{j,l}^E \phi(x - R_j) \}, \{ \phi^E \} \right), R \right) dx . \] (29)

The configurational force is decomposed as follows (refer to Appendix for details):

\[
\hat{F}^h(\mathbf{Y}(x)) = \frac{d}{dx} \left[ \int_{\Omega} f(\Gamma_{uk}, \left\{ u_{a,k}^h \left( \{ N_{i}^C(x) \}, \{ u_{a,k,i}^E \}, \{ N_{j,l}^E u_{j,l}(x - R_j) \}, \{ u_{a,k,j,l}^E \} \right) \right\}, \phi^h \left( \{ N_{i}^C(x) \}, \{ \phi^C \}, \{ N_{j,l}^E \phi(x - R_j) \}, \{ \phi^E \} \right), R \right) dx \right]_{\epsilon = 0}.
\] (30)

\[
\hat{F}_1(\mathbf{Y}(x)) + \hat{F}_2(\mathbf{Y}(x)),
\]

where \( \hat{F}_1 \) denotes the contribution to the configurational force that arise from all dependencies on \( \epsilon \) excepting those that arise from the enrichment functions, and \( \hat{F}_2 \) denotes the contribution to the configurational force that arise from the enrichment functions. In particular,

\[
\hat{F}_1(\mathbf{Y}(x)) = \frac{d}{dx} \left[ \int_{\Omega} f(\Gamma_{uk}, \left\{ u_{a,k}^h \left( \{ N_{i}^C(x) \}, \{ u_{a,k,i}^E \}, \{ N_{j,l}^E u_{j,l}(x - R_j) \}, \{ u_{a,k,j,l}^E \} \right) \right\}, \phi^h \left( \{ N_{i}^C(x) \}, \{ \phi^C \}, \{ N_{j,l}^E \phi(x - R_j) \}, \{ \phi^E \} \right), R \right) dx \right]_{\epsilon = 0}.
\] (31)

We note that, in writing the above expression, we have made use of the isoparametric nature of the FE basis functions, i.e., \( N_{i}^{C,\epsilon}(x) = N_{i}^{C}(x) \). We note that the configurational force is of a similar form as the one considered in Motamarri & Gavini, albeit in a discrete setting. Thus, using the previously derived result we note that we can evaluate \( \hat{F}_1(\mathbf{Y}(x)) \) in terms of the canonical Kohn-Sham eigenfunctions as follows:

\[
\hat{F}_1(\mathbf{Y}(x)) = \int_{\Omega} \mathbf{E} : \nabla \mathbf{Y}(x) dx + F^K + F^S ,
\] (32)

where the Eshelby tensor \( \mathbf{E} \) is given by

\[
\mathbf{E} = \left( \int_{\Omega_{E}} \left\{ \sum_{a} \bar{f}_{a,k} \left( \nabla \hat{u}_{a,k}^h(x) \cdot \nabla \hat{u}_{a,k}^h(x) - 2i \hat{u}_{a,k}^h(x) \cdot \nabla \hat{u}_{a,k}^h(x) + (|k|^2 - 2\bar{u}_{a,k}^h)\hat{u}_{a,k}^h(x) \right) \right\} d\mathbf{k} \right)
\]

\[
+ \epsilon \nabla \epsilon \bar{\rho}^h(x) (\bar{\rho}^h(x) + \rho^h(x) + b_s(x, R)) \hat{\rho}^h(x) - \frac{1}{8\pi} |\nabla \hat{\rho}^h(x)|^2 I
\]

\[
- \int_{\Omega_{E}} \left\{ \sum_{a} \bar{f}_{a,k} \left( \nabla \hat{u}_{a,k}^{h^s}(x) \cdot \nabla \hat{u}_{a,k}^{h^s}(x) + \nabla \hat{u}_{a,k}^{h^s}(x) \cdot \nabla \hat{u}_{a,k}^{h^s}(x) - 2i \hat{u}_{a,k}^{h^s}(x) \nabla \hat{u}_{a,k}^{h^s}(x) \right) \right\} d\mathbf{k} \]

\[
+ \frac{1}{4\pi} \nabla \hat{\rho}^h(x) \cdot \nabla \hat{\rho}^h(x) ,
\] (33)

and

\[
F^K = \int_{\Omega_{E}} \left\{ \sum_{a} \bar{f}_{a,k} \int_{\Omega} \left\{ -2i \hat{u}_{a,k}^{h^s}(x) \frac{d}{d\epsilon} |k|^2 \right\} \left| \nabla \hat{u}_{a,k}^{h}(x) + \frac{d}{d\epsilon} |k|^2 \right| \right\} d\mathbf{k} .
\] (34)

We note that, in the above expression, \( k^\epsilon \) depends on the nature of the generator. For a Gaussian-type generator
used in the force calculations (cf. Sec. II E), since there is no change in the lattice vectors, we have

\[
k^\varepsilon(k) = k \Rightarrow \frac{d}{d \varepsilon} k^\varepsilon \bigg|_{\varepsilon=0} = 0 \tag{35}\]

However, under affine deformations, this dependence is given by:

\[
k^\varepsilon(k) = (I - \varepsilon C^T)k \Rightarrow \frac{d}{d \varepsilon} k^\varepsilon \bigg|_{\varepsilon=0} = -C^T k, \tag{36}\]

where C is a second order tensor independent of x.

\(\mathbf{F}^S\) in Eq.(33) contains contributions from the smeared nuclear charges, and is given by

\[
\mathbf{F}^S = \sum_l \left[ \int_{\Omega_l} \tilde{\rho}^h(x) \nabla \left( V_l (|x - R_l|) - V_{s,l} (|x - R_l|, r_{c,l}) \right) \cdot \left( \mathbf{Y}(x) - \mathbf{Y}(R_l) \right) \, dx \right] \\
+ \sum_l \left[ \int_{\Omega_l} \tilde{\rho}^h(x) \left\{ V_l (|x - R_l|) - V_{s,l} (|x - R_l|, r_{c,l}) \right\} \nabla \cdot \mathbf{Y}(x) \, dx \right] \\
- \sum_l \left[ \int_{\Omega_l} \tilde{\phi}^h(x) Z_l \nabla g(|x - R_l|, r_{c,l}) \cdot \left( \mathbf{Y}(x) - \mathbf{Y}(R_l) \right) \, dx \right]. \tag{37}\]

We now turn our attention to \(\hat{\mathbf{F}}_2(\mathbf{Y}(x))\) in Eq.(30), which contains the contributions arising from the \(\varepsilon\)-dependence of the enrichment functions. We provide here the expression for \(\hat{\mathbf{F}}_2(\mathbf{Y}(x))\), and refer to the Appendix for the details of the derivation:

\[
\hat{\mathbf{F}}_2(\mathbf{Y}(x)) = \int_{\Omega_{\text{nz}}} \left[ \sum_{\alpha} f_{\alpha,k} \int_{\Omega} \left\{ \nabla \left( \frac{d}{d \varepsilon} \tilde{u}_{\alpha,k}^{h,\varepsilon}(x^\varepsilon) \right) \bigg|_{\varepsilon=0} \cdot \nabla \tilde{u}_{\alpha,k}^{h}(x) + \nabla \tilde{u}_{\alpha,k}^{h,*}(x) \cdot \nabla \left( \frac{d}{d \varepsilon} \tilde{u}_{\alpha,k}^{h,\varepsilon}(x^\varepsilon) \right) \bigg|_{\varepsilon=0} \right. \\
- 2i \frac{d}{d \varepsilon} \tilde{u}_{\alpha,k}^{h,\varepsilon}(x^\varepsilon) \bigg|_{\varepsilon=0} \right) k \cdot \nabla \tilde{u}_{\alpha,k}^{h}(x) - 2i \frac{d}{d \varepsilon} \tilde{u}_{\alpha,k}^{h,*}(x) k \cdot \nabla \tilde{u}_{\alpha,k}^{h,\varepsilon}(x^\varepsilon) \bigg|_{\varepsilon=0} \right. \\
+ |k|^2 \frac{d}{d \varepsilon} \tilde{u}_{\alpha,k}^{h,\varepsilon}(x^\varepsilon) \bigg|_{\varepsilon=0} \right) \, dx \right] \, dk \\
+ \int_{\Omega} \left[ \frac{d}{d \varepsilon} \tilde{\rho}^{h,\varepsilon}(x^\varepsilon) \bigg|_{\varepsilon=0} \right] \left[ V_{xc}(x) + \tilde{\phi}^h(x) + \sum_l \left( V_l (|x - R_l|) - V_{s,l} (|x - R_l|) \right) \right] \, dx \\
+ \int_{\Omega} \left( \tilde{\rho}^h(x) + b_s(x, R_l) \right) \frac{d}{d \varepsilon} \tilde{\phi}^{h,\varepsilon}(x^\varepsilon) \bigg|_{\varepsilon=0} \right) \, dx - \int_{\Omega} \frac{1}{4\pi} \nabla \left( \frac{d}{d \varepsilon} \tilde{\phi}^{h,\varepsilon}(x^\varepsilon) \right) \bigg|_{\varepsilon=0} \right) \cdot \nabla \tilde{\phi}^h(x) \, dx \\
- \int_{\Omega_{\text{nz}}} \left[ \sum_{\alpha} f_{\alpha,k} \int_{\Omega} 2 \tilde{\epsilon}_{\alpha,k} \left( \frac{d}{d \varepsilon} \tilde{u}_{\alpha,k}^{h,\varepsilon}(x^\varepsilon) \bigg|_{\varepsilon=0} \right) \tilde{u}_{\alpha,k}^{h}(x) + \tilde{u}_{\alpha,k}^{h,*}(x) \frac{d}{d \varepsilon} \tilde{u}_{\alpha,k}^{h,\varepsilon}(x^\varepsilon) \bigg|_{\varepsilon=0} \right) \, dx \right] \, dk, \tag{38}\]

where

\[
\frac{d}{d \varepsilon} \tilde{u}_{\alpha,k}^{h,\varepsilon}(x^\varepsilon) \bigg|_{\varepsilon=0} = \frac{d}{d \varepsilon} u_{\alpha,k}^{h} \left( \left\{ N_1^C(x), \left\{ u_{\alpha,k}^{C}, \{ N_{i,j,l}^{E,uk}(x^\varepsilon - R_l) \right\}, \{ u_{\alpha,k,j,l}^{E} \} \right\} \bigg|_{\varepsilon=0} \right. \\
\left. = \sum_{l=1}^{N_a} \sum_{j=1}^{N_l} u_{\alpha,k,j,l}^{E} \nabla N_{i,j,l}^{E,uk}(x - R_l) \cdot \left( \mathbf{Y}(x) - \mathbf{Y}(R_l) \right) \tag{39}\right)
and
\[
\frac{d}{d\varepsilon} \phi_n^h(x^\varepsilon)\bigg|_{\varepsilon=0} := \frac{d}{d\varepsilon} \phi^h \left( \{ N_j^C(x) \}, \{ \tilde{\phi}_j^C \}, \{ N_j^{E,\phi}(x^\varepsilon - R_j^I) \}, \{ \tilde{\phi}_j^E \} \right)\bigg|_{\varepsilon=0} = \sum_{I=1}^{N_u} \tilde{\phi}_j^E \nabla N_j^{E,\phi}(x - R_j) \cdot \left( \Upsilon(x) - \Upsilon(R_I) \right)
\]

(40)

account for contributions from the enrichment functions. We note that \( \frac{d}{d\varepsilon} \phi^h(x^\varepsilon)\bigg|_{\varepsilon=0} \) can be computed using Eq. (39). We remark that \( \tilde{F}_2(\Upsilon(x)) \) vanishes when the enrichment functions are absent, i.e., when \( \tilde{u}_a^{E} = \phi_j^E = 0 \).

E. Computation of ionic forces and stress tensor

We now discuss the approach to compute the ionic forces and stress tensor from the configurational force. In order to compute the force on a nucleus along the \( i \)-th direction, we choose a generator whose \( i \)-th component is a function centered at the nucleus with all other components to be zero. For instance, to compute the force on the \( I \)-th nucleus in the x-direction, we consider the following generator

\[
\Upsilon(x) = \begin{cases} f(x) & 0 \\ 0 & 0 \end{cases}
\]

(41)

In particular, as the FE basis functions can also be used to perturb the space, owing to the isoparametric nature of the basis functions, we choose generators constructed from the FE basis. To this end, we use the lowest-order subspace of the typically higher-order finite element function space employed. In other words, we choose \( f \) to be given by

\[
f(x) = \sum_{i=1}^{8} N_i^{C,\text{lin}}(x)c_i,
\]

(42)

where \( N_i^{C,\text{lin}}(x) \) are trilinear FE basis functions which constitute a subspace of the original classical FE basis spanned by functions \( N_i^C(x) \). The coefficients, \( c_i \)'s, are computed to be the value of \( f \) at the corner vertices of finite element cells. The typical form of \( f \) we employ in this work is a Gaussian centered at the nucleus whose ionic force we are interested in computing. Thus,

\[
c_k = f(x_k) = g(|x_k - R_I|).
\]

(43)

We note that \( g(r) \) is chosen such that it satisfies the following constraints: a) the support of the function is such that it does not contain any other nuclei other than the one under consideration, and b) \( g(0) = 1 \). The former constraint is essential to ensure that the sole contribution to the configurational force is from the nucleus of interest. The latter constraint mimics the perturbation of the underlying space displacing the \( I \)-th nucleus by \( \varepsilon \) (Eq. (26)). In the present work we choose

\[
g(r) = \exp(\alpha r^\beta),
\]

(44)

with \( \alpha = -0.8 \) and \( \beta = 4 \). The force on the \( I \)-th nucleus in the x-direction is simply the negative of the configurational force evaluated using the above generator (Eq. (41)). More importantly, in the context of structural relaxation, the value of the computed force and the nature of the generator determine not only the next position of the given nucleus, but also the FE mesh around it.

In order to compute the stress tensor associated with cell relaxations, the prescribed perturbations correspond to an affine deformation of the periodic domain \( \Omega_p \), which preserves the periodicity of the cell. To elaborate, the generator is given by \( \Upsilon(x) = Cx \), where \( C \), a second order tensor, is independent of \( x \). By writing the stress tensor in terms of the derivative of the energy density with respect to strain tensor, and expanding the energy density in terms of the strain, it can be shown that

\[
\frac{d}{d\varepsilon} F_c(\tilde{u}^\varepsilon, \tilde{\varepsilon}^\varepsilon, \tilde{\phi}_j^\varepsilon, R_I^\varepsilon) \bigg|_{\varepsilon=0} = \frac{1}{2} \epsilon_{p} \left( (C + C^T) : \sigma \right),
\]

(45)

where \( \sigma \) is the stress tensor whose individual components can be computed by appropriately selecting the components of \( C \). For instance, to compute \( \sigma_{xx} \), we choose \( C \) to be

\[
C = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]

III. RESULTS AND DISCUSSION

In this section, we present numerical results that demonstrate the accuracy of the proposed formulation to compute forces and stresses using the enriched FE basis for all-electron calculations. We first consider two molecular systems, carbon monoxide (CO) and sulfur trioxide (SO\(_3\)), to demonstrate the applicability of the
formulation to non-periodic systems. This is followed by two periodic calculations, diamond 8-atom cubic cell and silicon carbide (SiC) cubic cell with a divacancy. For each of these benchmark systems, we perform the following studies. Firstly, we study the rate of convergence of the ionic force or stress tensor component with respect to discretization, i.e., decreasing finite element mesh size. We also benchmark the accuracy of our calculations with Gaussian basis for non-periodic systems and the linearized augmented plane wave with local orbitals (LAPW+lo) basis for periodic systems. In the next study, we use the finite difference test wherein the underlying space is deformed by an infinitesimal amount using a generator and the force or the stress component is computed by finite-difference of the electronic ground-state energy at each configuration. This is compared against the values obtained using the configurational force expression. This finite difference test serves as a verification of the derived expressions, as well as establishes the variationality of the expression. Finally, to further ascertain the variationality of the computed ionic force or stress tensor component, we vary the position of the nucleus or the lattice vector and study the agreement between the ionic force/stress tensor obtained by fitting the electronic ground-state energy to a higher order polynomial and the corresponding value evaluated using the configurational force expression.

In all the following simulations, we use an n-stage Anderson mixing for density mixing with a stopping criterion of $10^{-8}$ on the $L_2$ norm of the density difference. Moreover, we set the electronic temperature, $T$, to 500K.

### A. Non-periodic systems

#### 1. Carbon monoxide

We consider a CO molecule of bond length 2.4 Bohr (cf. Fig. 1) in a simulation box of 80 Bohr. We consider the x-component of the force acting on the O atom as metric to ascertain the accuracy. In order to demonstrate the convergence with respect to discretization, for a given set of enrichment functions, we compute the force $F_h$ using three levels of increasingly refined finite element meshes. We conduct this study using quadratic and cubic spectral finite elements. Figure 2 plots the error in the force against $(1/N_{el})^{1/3}$, where $N_{el}$ represents the number of finite elements. We note that $(1/N_{el})^{1/3}$ provides a measure of the finite element mesh size for convergence studies. The exact value of force, $F_0$, is computed by performing the same calculation using an EFE basis containing a highly refined quartic FE mesh. We find the $F_0$ to be 0.202802 Ha/Bohr. The corresponding force value using a pc-4 Gaussian basis in NWChem is 0.202830 Ha/Bohr. The error in the force for finite element discretization is expected to be of the form,

$$|F_h - F_0| = C \left( \frac{1}{N_{el}} \right)^{q/3},$$

with $q$ denoting the rate of convergence. We note that,

![FIG. 1. Schematic: CO molecule of bond length 2.4 Bohr.](image)

![FIG. 2. Convergence of force on the O atom of CO molecule.](image)
2. Sulfur trioxide

We consider the planar SO$_3$ molecule of bond length 3 Bohr (cf. Fig. 5) in a simulation box of 80 Bohr. We consider the x-component of the force acting on the O atom as the metric of interest. For a given set of enrichment functions, we compute the force, $F_h$, using three levels of increasingly refined finite element meshes, using quadratic and cubic spectral finite elements. Figure 6 plots the error in the force against $(1/N_{el})^{1/3}$. The value of $F_0$ is computed by performing the same calculation using an enriched basis containing a highly refined quartic FE mesh, which is computed to be 0.121280 Ha/Bohr. The corresponding force value using a pc-3 Gaussian basis (performed using NWChem) is 0.121051 Ha/Bohr. We note that the more accurate pc-4 basis calculations could not be performed due to SCF non-convergence arising from linear dependence in the basis. The rates of convergence, $q = 2.7$ and $q = 4.5$ for quadratic and cubic finite elements, respectively, are close to the optimal rates of convergence.

The finite-difference test by perturbing the underlying space, in a manner similar to the CO molecule, is in agreement with the configurational force to within $3.5 \times 10^{-6}$ Ha/Bohr. Further, Fig. 7 demonstrates the variationality by varying the x-coordinate of the O atom lying on the x-axis. Again, we find an excellent agree-
| Species | Fractional Coordinates |
|---------|------------------------|
| C       | (0.0,0.0,0.0)          |
| C       | (0.5,0.5,0.0)          |
| C       | (0.0,0.5,0.5)          |
| x       | (0.5,0.0,0.5)          |
| Si      | (0.25,0.25,0.25)       |
| Si      | (0.75,0.75,0.25)       |
| Si      | (0.75,0.25,0.75)       |
| x       | (0.25,0.75,0.75)       |

TABLE I. SiC Divacancy fractional coordinates. x denotes vacancy site

ment between the computed force and the force deduced from the energy.

B. Periodic systems

1. Silicon carbide periodic cell with a divacancy

We consider a silicon carbide cubic diamond-structured periodic cell with vacancies introduced as shown in Table I. The quantity of interest we consider here is the force on the first C atom in the x-direction. All calculations performed for this material system involve sampling the Brillouin zone at the Γ-point. As with the previous two systems, we perform the convergence study using quadratic and cubic spectral finite elements.

Figure 8 plots the error in the force against \((1/N_{el})^{1/3}\). As evident from the figure, close to optimal rates of convergence are obtained for both the element types. The exact value of force \(F_0\) is computed by performing the same calculation using an enriched basis containing a highly refined quartic FE mesh. We find the \(F_0\) to be 0.0237091 Ha/Bohr. The corresponding force value obtained using the LAPW+lo basis in the Elk code is 0.0237962 Ha/Bohr. We note that this value was obtained using a low muffin-tin radius of 1.0 Bohr, as opposed to 1.8-2.0 Bohr typically used for the energy calculations. The spherical averaging inside the muffin-tins may have a more pronounced effect on the forces as compared to the energies. Calculations with muffin-tin radius lower than 1.0 Bohr were not performed in this study due to the steep increase in the cost associated with reducing the muffin-tin radius.

In the finite difference test, we observe that the computed force and the finite-difference force agree to within \(3.3 \times 10^{-6}\) Ha/Bohr. Next, we vary the z-coordinate of the first C atom to study the variationality of the computed force. The comparison between the calculated force and the force obtained using the derivative of the energy is shown in Fig. 9. In the figure, t is used to denote the z-coordinate of the first C atom.

2. Diamond unit cell

We consider an 8-atom diamond unit cell of lattice constant \(a = 7.0\) Bohr. The quantity of interest we consider for this system is the hydrostatic stress. We first study the convergence rates of the stress with respect to the mesh size. We perform this study using quadratic and cubic spectral finite elements. For these calculations, the Brillouin zone is sampled at \(k = (0.2,0.3,0.4)\) to verify the accuracy of the derived expressions and implementation when the computed KS wavefunctions are complex-valued.

Figure 10 plots the error in the force against \((1/N_{el})^{1/3}\). As evident from the figure, close to optimal rates of convergence are obtained for both the element types. An enriched FE calculation using a highly re-
fined quartic mesh yielded $\sigma_0 = 0.00155146$ Ha/Bohr$^3$. The corresponding value of stress obtained using the LAPW+lo basis is $0.00154724$ Ha/Bohr$^3$. We note that this value was obtained by performing a finite-difference on the energy since the Elk code, used for benchmarking, does not currently have the capability to directly evaluate the value of stress.

In order to conduct the finite difference test, we first deduce the value of hydrostatic stress from the electronic ground-state energies at lattice constants $a, a(1+\varepsilon), a(1\pm 2\varepsilon)$ using $\varepsilon = 0.01$. This value is then compared with the hydrostatic stress evaluated using configurational forces, and we find an agreement of $1.1 \times 10^{-6}$ Ha/Bohr$^3$. Finally, to study the variationality of the computed hydrostatic stress, we compare the computed value of stress using configurational forces at various lattice constants with the stress obtained by fitting the electronic ground-state energy to a polynomial of the lattice constant. The comparison is shown in Fig. 11 and we observe good agreement ascertaining the variational nature of the formulation.

FIG. 10. Convergence of hydrostatic stress for diamond unit cell.

In order to conduct the finite difference test, we first deduce the value of hydrostatic stress from the electronic ground-state energies at lattice constants $a, a(1+\varepsilon), a(1\pm 2\varepsilon)$ using $\varepsilon = 0.01$. This value is then compared with the hydrostatic stress evaluated using configurational forces, and we find an agreement of $1.1 \times 10^{-6}$ Ha/Bohr$^3$. Finally, to study the variationality of the computed hydrostatic stress, we compare the computed value of stress using configurational forces at various lattice constants with the stress obtained by fitting the electronic ground-state energy to a polynomial of the lattice constant. The comparison is shown in Fig. 11 and we observe good agreement ascertaining the variational nature of the formulation.

FIG. 11. Comparison of computed stress $\sigma$ & derivative of energy fit $E(t)$ for diamond.

The accuracy of the formulation was verified using the four benchmark systems. Force calculations were demonstrated for CO and SO$_3$ molecules, and SiC periodic cell with a divacancy. Stress calculations were demonstrated for the diamond unit cell. In each case, we found convergence rates of $O(h^\alpha)$, $\alpha \approx 2p - 1$, with respect to mesh size $h$, where $p$ denotes the polynomial order of the finite element basis. The finite difference test for each system showed a tight agreement between the force deduced from the energy and that evaluated using the derived configurational force expression. Moreover, for all systems we demonstrated the variationality of the proposed approach by showing a good agreement between the evaluated configurational force and the derivative of the polynomial fit of the electronic ground-state energy.

Previous works have shown the merits of enriched finite elements for all-electron DFT calculations, such as systematic convergence, numerical efficiency and scalability. This work extends the utility of the enriched finite element basis by presenting an approach to compute the ionic forces and stress tensor for performing structural relaxations in all-electron DFT calculations.

IV. SUMMARY

In the present work, we derived and implemented the configurational force approach in the context of enriched finite element basis to compute ionic forces and the stress tensor in all-electron density functional theory calculations. The approach provides a unified expression for both ionic forces and stress tensor to conduct structural relaxations. The derived configurational force is variational, and inherently accounts for Pulay corrections arising from the dependence of the basis on the nuclear positions. Further, both periodic and non-periodic calculations can be handled using the same framework.
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V. APPENDIX

We present the details of the derivation of the configurational force expression given in Sec. II. The notation used here is consistent with the main text. We recall from Eq. (28) that the configurational force is defined as

\[
\hat{F}(\mathbf{y}(\mathbf{x})) = \frac{d}{d \varepsilon} \mathcal{L}^\varepsilon \left( \Gamma^\varepsilon \left\{ u_{\alpha,k} \left\{ \{ N_i^{C,\varepsilon}(\mathbf{x}) \}, \{ \bar{u}^{C,\varepsilon}_{\alpha,k,i} \}, \{ N_{j,l}^{E,\varepsilon}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \}, \{ \bar{u}_{\alpha,k,j,l}^{E,\varepsilon} \} \right\} \right) \right|_{\varepsilon = 0},
\]

(47)

where \( \Gamma^\varepsilon \), \( \bar{u}^{C,\varepsilon}_{\alpha,k,i} \), \( \bar{u}^{E,\varepsilon}_{\alpha,k,j,l} \), \( \phi_{\varepsilon} \) and \( \phi_{\varepsilon}^E \) constitute the stationarity point of the constrained free-energy functional \( \mathcal{L}^\varepsilon \), the partial derivative of \( \mathcal{L}^\varepsilon \) with respect to any of these quantities vanishes. Hence, the configurational force expression reduces to

\[
\hat{F}(\mathbf{y}(\mathbf{x})) = \frac{d}{d \varepsilon} \mathcal{L}^\varepsilon \left( \Gamma^\varepsilon \left\{ u_{\alpha,k} \left\{ \{ N_i^{C,\varepsilon}(\mathbf{x}) \}, \{ \bar{u}^{C,\varepsilon}_{\alpha,k,i} \}, \{ N_{j,l}^{E,\varepsilon}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \}, \{ \bar{u}_{\alpha,k,j,l}^{E,\varepsilon} \} \right\} \right) \right|_{\varepsilon = 0},
\]

(48)

where \( \Gamma^\varepsilon \), \( \bar{u}^{C,\varepsilon}_{\alpha,k,i} \), \( \bar{u}^{E,\varepsilon}_{\alpha,k,j,l} \), \( \phi_{\varepsilon} \) and \( \phi_{\varepsilon}^E \) are computed in the unperturbed (\( \varepsilon = 0 \)) configuration.

Next, we turn our attention to the basis functions. We note that, under a spatial perturbation, the form of the classical finite element basis function changes owing to the deformation of the underlying finite element mesh. However, the form of the enrichment functions, which are \textit{a priori} constructed, remains the unchanged. As noted in the main text, given the isoparametric nature of the FE basis functions, we have

\[
N_i^{C,\varepsilon}(\mathbf{x}^\varepsilon) = N_i^C(\mathbf{x}).
\]

(49)

Using the notion of the energy density \( f \) defined in Eq. (29), the free-energy functional in the deformed configuration is given by

\[
\mathcal{L}^\varepsilon \left( \Gamma^\varepsilon \left\{ u_{\alpha,k} \left\{ \{ N_i^C(\mathbf{x}) \}, \{ \bar{u}^{C}_{\alpha,k,i} \}, \{ N_{j,l}^{E,\varepsilon}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \}, \{ \bar{u}_{\alpha,k,j,l}^{E} \} \right\} \right) \right)
\]

\[
\phi^h \left( \{ N_j^C(\mathbf{x}) \}, \{ \bar{\phi}_j^C \}, \{ N_j^{E,\phi}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \}, \{ \bar{\phi}_j^E \} \right), \mathbf{R}^\varepsilon
\]

\[
= \int_{\Omega} f^\varepsilon \left( \Gamma^\varepsilon \left\{ u_{\alpha,k} \left\{ \{ N_i^C(\mathbf{x}) \}, \{ \bar{u}^{C}_{\alpha,k,i} \}, \{ N_{j,l}^{E,\varepsilon}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \}, \{ \bar{u}_{\alpha,k,j,l}^{E} \} \right\} \right) \right)
\]

\[
\phi^h \left( \{ N_j^C(\mathbf{x}) \}, \{ \bar{\phi}_j^C \}, \{ N_j^{E,\phi}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \}, \{ \bar{\phi}_j^E \} \right), \mathbf{R}^\varepsilon \right) dx^\varepsilon
\]

\[
= \int_{\Omega} g^\varepsilon \left( \Gamma^\varepsilon \left\{ u_{\alpha,k} \left\{ \{ N_i^C(\mathbf{x}) \}, \{ \bar{u}^{C}_{\alpha,k,i} \}, \{ N_{j,l}^{E,\varepsilon}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \}, \{ \bar{u}_{\alpha,k,j,l}^{E} \} \right\} \right) \right)
\]

\[
\phi^h \left( \{ N_j^C(\mathbf{x}) \}, \{ \bar{\phi}_j^C \}, \{ N_j^{E,\phi}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \}, \{ \bar{\phi}_j^E \} \right), \mathbf{R}^\varepsilon \right) dx,
\]

where, \( g^\varepsilon(\cdots) = f^\varepsilon(\cdots) det(\frac{\partial \mathbf{x}^{\varepsilon}}{\partial \mathbf{x}}) \).

We note that the expression for the configurational force derived in Motamarri & Gavini (2018) holds for classical finite element basis. However, it is the case of enriched finite element basis, the enrichment functions in the perturbed space \( \{ \{ N_{j,l}^{E,\varepsilon}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \}, \{ N_j^{E,\phi}(\mathbf{x}^\varepsilon - \mathbf{R}_j^\varepsilon) \} \} \) are dependent on \( \varepsilon \). We perform the following simplification to arrive at the additional contributions arising from the enrichment functions:
\[ \hat{F}^h(\mathbf{Y}(\mathbf{x})) = \int_\Omega \left[ \sum_\alpha \left\{ \frac{\partial g^e}{\partial u_{\alpha,k}^h} \frac{d}{dx} \tilde{n}_{\alpha,k}^h(\mathbf{x}) \right|_{\varepsilon=0} + \frac{\partial g^e}{\partial u_{\alpha,k}^h} \frac{d}{dx} \tilde{n}_{\alpha,k}^h,\varepsilon^*(\mathbf{x}) \right|_{\varepsilon=0} + \frac{\partial g^e}{\partial u_{\alpha,k}^h} \frac{d}{dx} \tilde{n}_{\alpha,k}^h,\varepsilon^*(\mathbf{x}) \right|_{\varepsilon=0} + \frac{\partial g^e}{\partial u_{\alpha,k}^h} \frac{d}{dx} \tilde{n}_{\alpha,k}^h,\varepsilon^*(\mathbf{x}) \right|_{\varepsilon=0} \right] dx \]
\[ + \frac{d}{dx} \int_\Omega g^e \left\{ \tilde{\mathbf{H}}_\alpha^h \left\{ \{ \tilde{N}_i^\alpha(\mathbf{x}) \}, \{ \tilde{u}_{\alpha,k}^C(\mathbf{x}) \}, \{ \tilde{N}_{ij}^{E,\alpha}(\mathbf{x}-\mathbf{R}_j) \}, \{ \tilde{\phi}_C^E \} \right\} \right\} \right|_{\varepsilon=0} . \]

The last term in the above equation is denoted by \( \hat{F}_1(\mathbf{Y}(\mathbf{x})) \) in the main text (cf. Eq. (30)), which is the contribution to the configurational force from the classical finite element basis, and it is written out using the expressions presented in Motamarri & Gavini (2018). The additional contribution arising from the enrichment functions is given by

\[ \hat{F}_2(\mathbf{Y}(\mathbf{x})) = \int_\Omega \left[ \sum_\alpha \left\{ \frac{\partial g^e}{\partial u_{\alpha,k}^h} \frac{d}{dx} \tilde{n}_{\alpha,k}^h(\mathbf{x}) \right|_{\varepsilon=0} + \frac{\partial g^e}{\partial u_{\alpha,k}^h} \frac{d}{dx} \tilde{n}_{\alpha,k}^h,\varepsilon^*(\mathbf{x}) \right|_{\varepsilon=0} + \frac{\partial g^e}{\partial u_{\alpha,k}^h} \frac{d}{dx} \tilde{n}_{\alpha,k}^h,\varepsilon^*(\mathbf{x}) \right|_{\varepsilon=0} + \frac{\partial g^e}{\partial u_{\alpha,k}^h} \frac{d}{dx} \tilde{n}_{\alpha,k}^h,\varepsilon^*(\mathbf{x}) \right|_{\varepsilon=0} \right] dx , \]

where \( \frac{d}{dx} \tilde{n}_{\alpha,k}^h(\mathbf{x}) \right|_{\varepsilon=0} \) and \( \frac{d}{dx} \tilde{n}_{\alpha,k}^h,\varepsilon^*(\mathbf{x}) \right|_{\varepsilon=0} \) are defined in Eq. (39) and Eq. (40), respectively.

In the above equation, we also require the derivatives of \( g^e \) with respect to various fields, evaluated at \( \varepsilon = 0 \), which we present next. For clarity, we drop the \( \varepsilon \) suffix when we derive expressions for these derivatives. We note that \( g \) can be written as

\[ g = g_{\text{KE}} + g_{\text{xc}} + g_{\text{elec}} + g_{\text{ent}} + g_{\text{const}} , \]

where \( g_{\text{KE}}, g_{\text{xc}}, g_{\text{elec}}, g_{\text{ent}} \) and \( g_{\text{const}} \) represent energy densities corresponding to the kinetic energy, exchange-correlation energy, electrostatic energy, entropic energy and the constraint, respectively. From Eq. (4), \( g_{\text{KE}} \) can be written as

\[ g_{\text{KE}}(\mathbf{u}_k^h, \{ u_{\alpha,k}^h \}, \{ \nabla u_{\alpha,k}^h \}) \]

\[ = 2 \sum_{p,q,r=1}^N \int_{\Omega_{\text{hz}}} \Gamma_{pq}^{\mathbf{k}} S_k^{-1} \left( \frac{1}{2} \nabla u_{r,k}^h \cdot \nabla v_{p,k}^h - iv_{r,k}^h \nabla h_{r,k}^h \cdot \nabla h_{p,k}^h + \frac{1}{2} k^2 |v_{r,k}^h|^2 \right) d\mathbf{k} . \]

Hence,

\[ \frac{\partial g_{\text{KE}}}{\partial u_{\alpha,k}^h} = 2 \sum_{p,q,r=1}^N \int_{\Omega_{\text{hz}}} \Gamma_{pq}^{\mathbf{k}} S_k^{-1} \left[ \frac{1}{2} \nabla u_{r,k}^h \delta_{po} - i v_{r,k}^h \nabla h_{r,k}^h \delta_{po} \right] d\mathbf{k} , \]

where \( \delta_{ij} \) is the Kronecker delta. When wavefunctions are given by the canonical (orthogonal) Kohn-Sham eigenfunctions, \( S_k \) is an identity matrix and \( \Gamma_{pq}^{\mathbf{k}} \) is simply a diagonal matrix containing fractional occupancies \( f_{\alpha,k} \). Hence, the above expression can be further simplified as follows:

\[ \frac{\partial g_{\text{KE}}}{\partial \nabla u_{\alpha,k}^h} = \int_{\Omega_{\text{hz}}} f_{\alpha,k} \left[ \nabla h_{\alpha,k}^h - 2i v_{\alpha,k}^h \right] d\mathbf{k} = C_1 . \]

On similar lines, we have

\[ \frac{\partial g_{\text{KE}}}{\partial \nabla h_{\alpha,k}^h} = \int_{\Omega_{\text{hz}}} f_{\alpha,k} \nabla u_{\alpha,k}^h d\mathbf{k} = C_2 . \]
The derivative of $g_{\text{KE}}$ with respect to the wavefunction is given by

$$\frac{\partial g_{\text{KE}}}{\partial u_{\alpha,k}^h} = 2 \sum_{p,q,r=1}^{N} \int_{\Omega_{BZ}} \Gamma_{pq}^{au} \left( \frac{\delta S_k^{q,r}}{\delta u_{\alpha,k}^h} \left( \frac{1}{2} \nabla u_{r,k}^h \cdot \nabla u_{p,k}^h - i u_{r,k}^h k \nabla u_{p,k}^h + \frac{1}{2} |k|^2 u_{r,k}^h u_{p,k}^h \right) + \xi_{q,r}^{k} - \frac{1}{2} |k|^2 u_{r,k}^h \delta_{pq} \right) dk . \quad (58)$$

Using $S_k S_k^{-1} = I$, we can show the following in the context of orthogonal Kohn-Sham eigenfunctions:

$$\frac{\delta S_k^{q,r}}{\delta u_{\alpha,k}^h} = - \frac{\delta S_k}{\delta u_{\alpha,k}^h} . \quad (59)$$

Using this result in Eq. $58$, we have

$$\frac{\partial g_{\text{KE}}}{\partial u_{\alpha,k}^h} = A_1 + C_3 : \quad (60)$$

where,

$$A_1 = - 2 \sum_{p,q,r=1}^{N} \int_{\Omega_{BZ}} \Gamma_{pq}^{au} \frac{\delta S_k}{\delta u_{\alpha,k}^h} \left( \frac{1}{2} \nabla u_{r,k}^h \cdot \nabla u_{p,k}^h - i u_{r,k}^h k \nabla u_{p,k}^h + \frac{1}{2} |k|^2 u_{r,k}^h u_{p,k}^h \right) dk \quad (61)$$

and

$$C_3 = 2 \int_{\Omega_{BZ}} f_{\alpha,k} \frac{1}{2} |k|^2 u_{\alpha,k}^h dk . \quad (62)$$

Similarly, we can show that the derivative of $g_{\text{KE}}$ with respect to $u_{\alpha,k}^{h,*}$ can be given by

$$\frac{\partial g_{\text{KE}}}{\partial u_{\alpha,k}^{h,*}} = B_1 + C_4 , \quad (63)$$

where

$$B_1 = - 2 \sum_{p,q,r=1}^{N} \int_{\Omega_{BZ}} \Gamma_{pq}^{au} \frac{\delta S_k}{\delta u_{\alpha,k}^{h,*}} \left( \frac{1}{2} \nabla u_{r,k}^{h,*} \cdot \nabla u_{p,k}^h - i u_{r,k}^{h,*} k \nabla u_{p,k}^h + \frac{1}{2} |k|^2 u_{r,k}^{h,*} u_{p,k}^h \right) dk \quad (64)$$

and

$$C_4 = 2 \int_{\Omega_{BZ}} f_{\alpha,k} \left( - ik \cdot \nabla u_{\alpha,k}^{h,*} + \frac{1}{2} |k|^2 u_{\alpha,k}^{h,*} \right) dk \quad (65).$$

We note that the derivative of $g_{\text{KE}}$ with respect to the potential $\phi^h$ is zero. Before we move on to the terms beyond kinetic energy, we derive a useful result for the electron density. Recall that the electron density (cf. Eq. $53$) is given by

$$\rho^h(x) = 2 \sum_{p,q,r=1}^{N} \int_{\Omega_{BZ}} \Gamma_{pq}^{au} \xi_{q,r}^{k} u_{r,k}^{h,*} u_{p,k}^h dk . \quad (66)$$

Hence, we have the following results for the electron density:

$$\frac{\delta \rho^h}{\delta u_{\alpha,k}^h} = A_2 + C_5 \quad \text{and} \quad \frac{\delta \rho^h}{\delta u_{\alpha,k}^{h,*}} = B_2 + C_6 . \quad (67)$$
where,

\[ A_2 = -2 \sum_{p,q,r=1}^{N} \int_{\Omega_{NZ}} \Gamma_{pq}^{ur} \frac{\delta \varphi^k}{\delta u_{\alpha, k}^{h, s}} u_{\alpha, k}^{h, s} \, d\mathbf{k} \quad \text{and} \quad C_5 = 2 \int_{\Omega_{NZ}} f_{\alpha, k} u_{\alpha, k}^{h, s} \, d\mathbf{k} , \]  

(68)  

and

\[ B_2 = -2 \sum_{p,q,r=1}^{N} \int_{\Omega_{NZ}} \Gamma_{pq}^{ur} \frac{\delta \varphi^k}{\delta u_{\alpha, k}^{h, s}} u_{\alpha, k}^{h, s} \, d\mathbf{k} \quad \text{and} \quad C_6 = 2 \int_{\Omega_{NZ}} f_{\alpha, k} u_{\alpha, k}^{h, s} \, d\mathbf{k} . \]  

(69)  

Moving on to the other terms in Eq. [5], beyond \( g_{KE} \), we can write the energy density for the exchange-correlation energy as

\[ g_{xc} = F(\rho^h) . \]  

(70)  

Therefore, the derivative with respect to the wavefunctions are given by

\[ \frac{\delta g_{xc}}{\delta u_{\alpha, k}^{h, s}} = V_{xc} \frac{\delta \rho^h}{\delta u_{\alpha, k}^{h, s}} = C_7 \quad \text{and} \quad \frac{\delta g_{xc}}{\delta u_{\alpha, k}^{h, s}} = V_{xc} \frac{\delta \rho^h}{\delta u_{\alpha, k}^{h, s}} = C_8 , \]  

(71)  

where \( V_{xc} = \frac{\delta E}{\delta \rho^h} \) is the exchange-correlation potential. The derivative of \( g_{xc} \) with respect to the potential \( \phi^h \) is zero. From Eq. [17], the electrostatic energy density is given by

\[ g_{elec} = (\rho^h + b_s) \phi^h - \frac{1}{8\pi} |\nabla \phi^h|^2 + \sum_{I} \rho^h (V_I - V_{s,I}) - \sum_{I} \frac{1}{2} b_{s,I} V_{s,I} . \]  

(72)  

Hence, we can write derivatives of \( g_{elec} \) with respect to the wavefunctions as follows:

\[ \frac{\partial g_{elec}}{\partial u_{\alpha, k}^{h, s}} = \frac{\delta \rho^h}{\delta u_{\alpha, k}^{h, s}} \left( \phi^h + \sum_{I} (V_I - V_{s,I}) \right) = C_9 \quad \text{and} \quad \frac{\partial g_{elec}}{\partial u_{\alpha, k}^{h, s}} = \frac{\delta \rho^h}{\delta u_{\alpha, k}^{h, s}} \left( \phi^h + \sum_{I} (V_I - V_{s,I}) \right) = C_{10} . \]  

(73)  

The derivative with respect to the electrostatic potential and its gradient are given by:

\[ \frac{\partial g_{elec}}{\partial \phi^h} = \rho^h + b_s = C_{11} \quad \text{and} \quad \frac{\partial g_{elec}}{\partial \nabla \phi^h} = -\frac{1}{4\pi} \nabla \phi^h = C_{12} . \]  

(74)  

We note that \( g_{ent} \) and \( g_{const} \) do not contribute to \( \hat{F}_2(\mathbf{Y}(x)) \) since they are not directly dependent on the wavefunctions or the electrostatic potential.

We now substitute all constituents derived above into Eq. [5], and write the expression for \( \hat{F}_2(\mathbf{Y}(x)) \) as follows:

\[ \hat{F}_2(\mathbf{Y}(x)) = A + B + C . \]  

(75)  

In the above, \( C \) includes all terms excepting those involving \( A_1, A_2, B_1 \) and \( B_2 \), and is given by

\[ C = \int_{\Omega_{NZ}} \left[ \sum_{\alpha} \int_{\Omega} \left\{ \nabla \left( \frac{d}{d\varepsilon} u_{\alpha, k}^{h, s}(\mathbf{x}) \right) \right. \cdot \nabla \tilde{u}_{\alpha, k}^{h, s}(\mathbf{x}) + \nabla \tilde{u}_{\alpha, k}^{h, s}(\mathbf{x}) \cdot \nabla \left( \frac{d}{d\varepsilon} u_{\alpha, k}^{h, s}(\mathbf{x}) \right) \right\} \cdot \left. \nabla \tilde{u}_{\alpha, k}^{h, s}(\mathbf{x}) \right|_{\varepsilon=0} + |\mathbf{k}|^2 \frac{d}{d\varepsilon} \tilde{u}_{\alpha, k}^{h, s}(\mathbf{x}) \right|_{\varepsilon=0} \cdot \tilde{u}_{\alpha, k}^{h, s}(\mathbf{x}) \right) d\mathbf{k} \]

\[ + \int_{\Omega} \left[ V_{xc}(\mathbf{x}) + \phi^h(\mathbf{x}) + \sum_{I} (V_I(|\mathbf{x} - \mathbf{R}_I|) - V_{s,I}(|\mathbf{x} - \mathbf{R}_I|)) \right] \frac{d}{d\varepsilon} \tilde{u}_{\alpha, k}^{h, s}(\mathbf{x}) \left|_{\varepsilon=0} \right. \cdot \nabla \tilde{u}_{\alpha, k}^{h, s}(\mathbf{x}) \right] d\mathbf{x} \]

\[ + \int_{\Omega} \left( \rho^h(\mathbf{x}) + b_s(\mathbf{x}, \mathbf{R}) \right) \frac{d}{d\varepsilon} \tilde{u}_{\alpha, k}^{h, s}(\mathbf{x}) \left|_{\varepsilon=0} \right. d\mathbf{x} - \int_{\Omega} \frac{1}{4\pi} \nabla \left( \frac{d}{d\varepsilon} \tilde{u}_{\alpha, k}^{h, s}(\mathbf{x}) \right) \right|_{\varepsilon=0} \cdot \nabla \phi^h(\mathbf{x}) d\mathbf{x} , \]

(76)
where,
\[
\frac{d}{d\epsilon} \rho^{h,e}(\mathbf{x}) \bigg|_{\epsilon=0} := 2 \int_{\Omega_{\mathbf{BZ}}} \sum_{\alpha} f_{\alpha,k} \left( \frac{d}{d\epsilon} u^{h,e}_{\alpha,k}(\mathbf{x}) \bigg|_{\epsilon=0} \right) \tilde{u}^{h}_{\alpha,k}(\mathbf{x}) + \tilde{u}^{h,*}_{\alpha,k}(\mathbf{x}) \left( \frac{d}{d\epsilon} u^{h,e}_{\alpha,k}(\mathbf{x}) \bigg|_{\epsilon=0} \right) \right) d\mathbf{k}.
\] (77)

In Eq. (77), A and B include all terms not accounted by C. These can be rearranged and written as follows:
\[
A + B = -2 \sum_{p,q,r=1}^{N} \int_{\Omega_{\mathbf{BZ}}} \frac{d}{d\epsilon} \tilde{S}_{p}^{k} \bigg|_{\epsilon=0} \sum_{q,p} \int_{\Omega} \left( \frac{1}{2} \nabla \tilde{u}^{h,*}_{r,k} \cdot \nabla \tilde{u}^{h}_{p,k} - i\tilde{u}^{h,*}_{r,k} \nabla \tilde{u}^{h}_{p,k} \right) \frac{1}{2} |\tilde{u}^{h,*}_{r,k} \tilde{u}^{h}_{p,k}|^2 + \frac{1}{2} |\tilde{u}^{h,*}_{r,k} \tilde{u}^{h}_{p,k}|^2 d\mathbf{k} \right)
\[
+ \left[ V_{xc}(\mathbf{x}) + \tilde{\phi}^{h}(\mathbf{x}) \right] \sum_{l} \left( V_{l}(|\mathbf{x} - \mathbf{R}_{l}|) - V_{l}(|\mathbf{x} - \mathbf{R}_{l}|) \right) \tilde{u}^{h,*}_{r,k} \tilde{u}^{h}_{p,k} d\mathbf{k} \right]
\] (78)

where the integral over \( \Omega \) in the above equation reduces to the eigenvalues of the Kohn-Sham eigenfunctions \( \{ \tilde{u}^{h}_{\alpha,k} \} \). Further, \( \frac{d}{d\epsilon} \tilde{S}_{p}^{k} \bigg|_{\epsilon=0} \) is a diagonal matrix with elements given by
\[
\frac{d}{d\epsilon} \tilde{S}_{p}^{k} \bigg|_{\epsilon=0} \equiv \int_{\Omega} \left( \frac{d}{d\epsilon} u^{h,e}_{\alpha,k}(\mathbf{x}) \bigg|_{\epsilon=0} \right) \tilde{u}^{h}_{\alpha,k}(\mathbf{x}) + \tilde{u}^{h,*}_{\alpha,k}(\mathbf{x}) \left( \frac{d}{d\epsilon} u^{h,e}_{\alpha,k}(\mathbf{x}) \bigg|_{\epsilon=0} \right) d\mathbf{x}.
\] (79)

Hence, we have
\[
A + B = -2 \int_{\Omega_{\mathbf{BZ}}} \sum_{\alpha} f_{\alpha,k} \int_{\Omega} \tilde{S}_{p}^{k} \left( \frac{d}{d\epsilon} u^{h,e}_{\alpha,k}(\mathbf{x}) \bigg|_{\epsilon=0} \right) \tilde{u}^{h}_{\alpha,k}(\mathbf{x}) + \tilde{u}^{h,*}_{\alpha,k}(\mathbf{x}) \left( \frac{d}{d\epsilon} u^{h,e}_{\alpha,k}(\mathbf{x}) \bigg|_{\epsilon=0} \right) d\mathbf{x} \right) d\mathbf{k} \right)
\] (80)

Using the results in Eq. (76) and Eq. (80), we obtain the expression for \( \hat{F}_{2}(\mathbf{y}(\mathbf{x})) \) presented in Eq. (38).
