Abstract—A flood event induced by heavy rainfall hit the Taiyuan basin in north China in early October of 2021. In this study, we map the flood event process using the multitemporal synthetic aperture radar (SAR) images acquired by Sentinel-1. First, we develop a spatiotemporal filter based on low-rank tensor approximation (STF-LRTA) for removing the speckle noise in SAR images. Next, we employ the classic log-ratio change indicator and the minimum error threshold algorithm to characterize the flood using the filtered images. Finally, we relate the flood inundation to the land subsidence in the Taiyuan basin by jointly analyzing the multitemporal SAR change detection results and interferometric SAR (InSAR) time-series measurements (preflood). The validation experiments compare the proposed filter with the Refined-Lee filter, Gamma filter, and a statistically homogeneous pixels selection based multitemporal SAR filter. The results demonstrate the effectiveness and advantage of the proposed STF-LRTA method in SAR despeckling and detail preservation, and the applicability to change scenes. The joint analyses reveal that land subsidence might be an important contributor to the flood event, and the flood recession process linearly correlates with time and subsidence magnitude.

Index Terms—Flood mapping, interferometric SAR (InSAR), land subsidence, multitemporal change detection, synthetic aperture radar (SAR).

I. INTRODUCTION

From October 2 to 6, 2021, a large-scale heavy rainfall struck Shanxi Province, China, with the average and maximum precipitation of 119.5 mm and 285.2 mm, respectively. The precipitation in 18 counties is up to 200 mm. Such intensive rainfall caused waterlogging, riverbank breaking, and floods, resulting in 15 deaths and huge economic losses. In this article, we analyze multitemporal spaceborne synthetic aperture radar (SAR) images to restore this flood event.

In the past decades, the spatial flood extent was usually modeled as spatial feature extraction or dual-temporal change detection by one or a pair of SAR images [1], [2], [3], which, however, is not reasonable, as flood events are long-term dynamic processes. Disaster assessment should consider the spatiotemporal change of floods. The temporal evolution of the flood could be inferred by a Bayesian network using multitemporal SAR intensity, coherence, and other ground information [4]. Another Bayesian approach was applied to generate time-series probabilistic flood maps rather than binary flood information to constrain the correlation between the distribution of flooded areas and the rainfall [5]. The water persistence estimated by the Otsu method was used to evaluate the area of the flooded agricultural land [6]. These studies assess the long-term impacts of floods considering the temporal and spatial features of flood events using more than two SAR images, to achieve disaster monitoring and mitigation.

The studies above focus on advanced algorithms for change extraction but ignore the SAR speckle noise reduction. Speckle noise affects the change detection and prevents accurate extraction of flood changes [7]. Therefore, as the first step of change detection, SAR despeckling is essential to ensure the accuracy of change detection. Classical filters for single SAR images, such as Refined-Lee and Gamma filters with boxcar window [8], [9], have been used for data preprocessing, but they may blur image details, resulting in misclassification of the boundary of change patches and missing the areas with small changes.

Meanwhile, single-image filters ignore the temporal features. The multitemporal SAR filters with statistically homogeneous pixels selection (SHPS) take the temporal features of SAR data stack into account and can maintain spatial details [10], [11], but they require a lot of images with unchanged ground objects when identifying homogeneous pixels, so they cannot work well in the regions with changes. A robust multitemporal SAR filter applicable for an area with changes is needed to improve the change detection accuracy. Tensor decomposition is often used in high-dimensional feature extraction. The feature of polarimetric SAR local tensor is applied to improve the classification accuracy [12]. The redundancy of spatial and polarimetric information reduces the impact of speckle noise on classification. Similarly, multitemporal SAR images with low-rank property in spatial and temporal dimensions contribute to despeckling and are not affected by the changes of time series, which, however, is rarely studied.
The Taiyuan basin, hit worst by this flood event, has serious surface subsidence due to long-term excessive groundwater exploitation, according to interferometric SAR (InSAR) time-series analysis [13], [14], [15]. The distribution of subsidence funnels and belts suggests the impacts of human activities on this region. Similarly, the subsidence of New Orleans in the U.S. is also related to groundwater withdrawal [16], [17], and it was stricken by a flood event brought by Hurricane Katrina in August 2005. The InSAR measurements in this area revealed that rapid subsidence may have led to levee failures during the storm surge [18]. However, the evolution process of the flood was rarely mentioned. Although time series InSAR analysis and multitemporal change detection are two different methods, their results can be jointly applied to disaster analysis. The correlation between land subsidence and flood event should be studied by jointly analyzing the InSAR displacement time series and the spatiotemporal change detected using both SAR amplitude and phase data.

In this study, we first propose a spatiotemporal filter based on low-rank tensor approximation (STF-LRTA) and apply it to the SAR dataset acquired by Sentinel-1. Next, we use the log-ratio change indicator and minimum error threshold algorithms, to extract flood inundation from the filtered images. A reservoir and cultivated land are selected to validate the method for simple and complicated scenes, respectively. We compare the proposed STF-LRTA with the Refined-Lee filter, Gamma filter, and an SHPS-based multitemporal SAR filter to assess the filtered images and change detection results. Finally, we investigate the evolution process of the flood event and measure the annual surface deformation velocity in the whole Taiyuan basin before the flood event, and discuss their correlation.

II. STUDY AREA AND DATASETS

The Taiyuan basin is located between the mountain ranges of Taihang and Lvliang, with an average altitude of 800–900 m (see Fig. 1). The Fen River and some small rivers run through the central part of the basin, and the secondary terraces are widely developed along the bank. Except the Fen River, the rivers in the Taiyuan basin are relatively small and have high sediment content. The riverbed is wide and shallow. So this region is vulnerable to floods. Due to long-term excessive groundwater exploitation, many regions in this basin subside, though the velocity has reduced by up to ∼70% from 2017 to 2020 to the period of 2007 and 2010 [19]. From October 2 to 6, 2021, this area was stricken by continuous rainstorms, resulting in the water level rise of tributaries of Fen River, which are the Wuma River and Ciyao River, and flood outburst. A large area of agricultural land and bare land was flooded and become open water as the water could not be discharged timely. Since both agricultural land and bare land are permeable surface, the process of flood recession is affected by the evaporation and infiltration.

The data used in this study are listed in Table I. The ground range detected (GRD) and single look complex (SLC) data of VV polarization over the study area acquired by Sentinel-1 were collected for extracting flood change and time-series deformation, respectively. The accuracy of flood detection in VV polarization is higher than that in VH polarization [20], [21], so we selected the SAR images in VV polarization. The L2A products obtained by Sentinel-2 were processed to generate the modified normalized difference water index (MNDWI) [22] for validation. Fig. 2 shows the two test areas, the Wenyuhe Reservoir (test area A) and cultivated land (test area B), which are located in or near the Taiyuan basin. The manually labeled ground truths are from MNDWI and SAR images.
III. METHODOLOGY

The data processing consists of three steps (see Fig. 3). Step one maps the flood changes, taking the GRD datasets spanning the flood event as input. The GRD data are geometrically coregistered and radiometrically normalized. Step two maps the preflood land subsidence through InSAR time-series analysis of the SLC data stack. The above two steps are conducted with different datasets. Step three jointly analyzes the flood change map and the land subsidence map to explore their relationship.

A. Multitemporal SAR Images Despeckling by STF-LRTA

1) Principle of Low-Rank Tensor Approximation (LRTA): Tensor $A \in \mathbb{R}^{I_1 \times L_2 \times \ldots \times L_n}$ is the high-order equivalent of vector (first-order tensor) and matrix (second-order tensor). Each order is the tensor’s nth mode. And a stack of SAR amplitude images, which is a three-dimensional data cube, can be expressed as a third-order tensor $X \in \mathbb{R}^{I \times J \times K}$, in which $I$ and $J$ are the spatial dimensions, and $K$ is the number of temporal acquisitions. It follows the basic operation rule of tensors and the solution of tensor decomposition [23], [24], [25].

Generally, a third-order tensor can be decomposed into a linear combination of $R$ rank-1 tensors, as follows:

$$X = \sum_{r=1}^{R} \lambda_r \cdot a_r \otimes b_r \otimes c_r$$  \hspace{1cm} (1)

where $a_r, b_r,$ and $c_r$ are the vectors on three modes, $\lambda_r$ is the weight of each rank-1 tensor, and $\otimes$ denotes the outer product operation. In this equation, $R$ is called the rank of tensor $X$. The value of $R$ cannot be solved accurately, and it needs to be determined in advance to solve (1). Assuming that a given rank of $X$ is equal to $m$ and $m$ is less than $R$, the low-rank decomposition of $X$ can be solved approximately by the iterative method until the convergence condition is satisfied, and the low-rank tensor $\hat{X}$ should be

$$\min_{\hat{X}} \| X - \hat{X} \|, \hat{X} = \sum_{r=1}^{m} \lambda_r \cdot a_r \otimes b_r \otimes c_r = [\lambda; A, B, C]$$ \hspace{1cm} (2)

in which $A = [a_1, a_2, \ldots, a_m], B = [b_1, b_2, \ldots, b_m],$ and $C = [c_1, c_2, \ldots, c_m]$ are the factor matrices formed by combining the vectors of the same mode with $m$ rank-1 tensors. The process of solving $\hat{X}$ is called LRTA, and $\hat{X}$ contains the main information of $X$.

For a tensor constructed by SAR image stacks, speckle noises are considered to be independent of the signal. On the premise that rank $m$ is limited, redundant information is compressed in a low-rank tensor, and the noise can be removed directly by LRTA, which can be written as

$$X = \hat{X} + X_{noise}.$$ \hspace{1cm} (3)

From formulas (2) and (3), the LRTA can preserve the main features in different modes of a third-order tensor. Therefore, it can reduce the spatial noise, and also detect the features in the images with temporal changes. Thus, we propose the spatiotemporal filter, STF-LRTA, which is described below.

2) Solution for STF-LRTA: The size of the original tensor $X$ is determined by the size and number of SAR images. Therefore, when solving the low-rank tensor $\hat{X}$, the optimal rank $m$ should be changed with tensor $X$, which affects the efficiency and robustness of the method. STF-LRTA improves the solution strategy by denoising SAR stack in small patches without determining the rank value. First, a SAR image is divided into super-pixel patches. Each patch is composed of adjacent pixels with similar brightness and textures [26], [27]. Proper segmentation considers the edge features of ground objects and rejects complicated scenes and changes. The super-pixel patches are processed separately, and the average equivalent filtering window size for the whole image is

$$W = \sqrt{\frac{I \times J}{N}}$$ \hspace{1cm} (4)

where $I \times J$ is the image size and $N$ is the number of super-pixel patches. $W$ can be empirically set according to image resolution and ground complexity, so $N$ is easy to calculate.

Afterward, the minimum third-order tensor is constructed for each super-pixel patch to perform the LRTA procedure. Because the tensor is small, uncomplicated, and even homogeneous, we set very low ranks, $m = 1, 2, \text{ or } 3$, to solve the approximate tensor without considering the size of the original tensor. The change of rank at such a low level does not affect the results, so STF-LRTA does not need to find the optimal rank. For a given rank $m$, the alternating least squares (ALS) method is used to solve formula (2), which fixes two of factor matrices $A$, $B$, and $C$ and solves the rest one. This operation is repeated until the convergence conditions are met. For example, if $B$ and $C$ are...
Another classical algorithm, the minimum error threshold [29] evolved from the Bayes minimum error probability criterion, is used for difference map binarization. It minimizes the criterion function $J(T)$ to optimize the binary classification of the difference map. The equation is

$$J(T) = \sum_g h(g) \cdot \varepsilon(g, T), \quad T^* = \min_T J(T) \tag{9}$$

where $h(g)$ represents the probability density histogram and $\varepsilon(g, T)$ denotes the cost function calculated by the posterior probability in the changed or unchanged situation with a given pixel value $g$ and threshold $T$. It has good performance in detecting large-scale changes, which present a two-peaks distribution in the difference map histogram.

We choose these two algorithms for two reasons. First, these two methods apply to different change scenes and support rapid mapping. Second, to emphasize the change detection improvement resulting from filtering, we use these traditional algorithms that have few effects on the results.

### C. Time-Series InSAR Processing

In the past two decades, many time-series InSAR methods have been widely used to obtain surface subsidence. Among them, persistent scatterer (PS) and small baseline subset (SBAS) InSAR techniques estimate surface deformation based on point targets and distributed targets [30], [31], respectively. Given the rural environment of the Taiyuan basin, we select SBAS to estimate the large-scale land subsidence to ensure high spatial density of coherent points. Using a digital elevation model data, we first perform the batch processing of differential interferometry with the SLC dataset (see Fig. 4). The interferometric pairs are selected according to the given temporal and spatial baselines. Then the interferogram stack is used as the input to execute the StaMPS-SBAS method [32]. After coherent points selection, phase unwrapping, terrain residual phase, and atmospheric delay phase estimation, the time-series deformation will be obtained finally.

The result of time-series InSAR processing will be presented as the annual average deformation velocity of point targets. We will interpolate the values of discrete points into a raster image with the same resolution as the change detection map. The raster map presents the long-term ground deformation distribution before the flood, and it will be divided into several levels as the annual average deformation velocity of point targets.

### IV. RESULTS

#### A. Evaluation of the Despeckling and Change Detection Results

The experiments were carried out according to the processing flow in Fig. 3. First, the GRD data with a size of $5000 \times 7500$ pixels were empirically divided into 240,000 super-pixel patches

**TABLE II**

| Algorithm | Pseudo code of ALS |
|-----------|-------------------|
| **Input:** | Patch tensor $X$, a rank of patch tensor $m$, convergence threshold $\delta$ and maximum number of iterations $\text{ITER}_{max}$ |
| **Initialization:** | Set factor matrices $A, B, C$, and $C = X$ |
| for $i \in (1, ..., \text{ITER}_{max})$ do | |
| // Calculate new factor matrices | $\hat{A} \leftarrow X_{(1)}^T [(C \odot B)^T]^i$ |
| // Calculate new factor matrices | $\hat{B} \leftarrow X_{(1)}^T [(C \odot A)^T]^i$ |
| // Calculate new factor matrices | $\hat{C} \leftarrow X_{(1)}^T [(A \odot B)^T]^i$ |
| // Reconstruct new tensor $X^{e:i}$ | $X^{e:i} \leftarrow \sum_{i=1}^m \lambda_i \cdot \hat{a}_i \odot \hat{b}_i \odot \hat{c}_i$ |
| // Judge the convergence criterion | $\|X^{e:i} - X\| \leq \delta$ |
| break | |
| end if | |
| end for | |
| **Output:** | Noise-free tensor $\hat{X}$ |
for LRTA with rank $m = 2$, so the average equivalent filtering tensor is about $13 \times 13 \times 5$. Then, we extracted the changes between each postflood image and the reference image (preflood) to extract the flood changes, which can be expressed as a flood duration map.

To assess the performance of the proposed filter, we compared it with two classical filters, Gamma filter and Refined-Lee filter, and an advanced multitemporal SHPS-based filter [11]. The window size was set as $5 \times 5$ for the Gamma filter and the Refined-Lee filter to ensure the details can be maintained while reducing noises. The search window of $13 \times 13$ pixels was set for the SHPS-based method to identify the homogeneous pixels in five time-series GRD images. The SAR images of two test areas acquired on September 6 and November 17, close to the acquisition time of clear optical images, were selected for evaluation. As the filtered images in Fig. 5 show, all methods reduced the noises, but the Refined-Lee filter and Gamma filter got excessively smoothed results, and the SHPS-based and STF-LRTA methods can preserve more linear and point features (e.g., narrow rivers and small buildings). Two indicators were employed for the comparison. The speckle strength index (SSI) measures the noise level, and the edge sharpness index (ESI) estimates the edge preservation in the vertical and horizontal directions [33]. Their expressions are as follows:

$$\text{SSI} = \frac{\sqrt{\text{var}(\hat{x})}}{E[\hat{x}]}$$

$$\text{ESI} = \text{mean}(|x_{1f} - x_{2f}|)$$

where $\text{var}(\cdot)$, $E[\cdot]$, and $\text{mean}(\cdot)$ are variance, expectation, and mean operators, respectively. $\hat{x}$ is the pixel value in the region of interest. $x_{1f}$ and $x_{2f}$ are values on either side of the edge. The smaller the SSI, the lower the noise level, and the larger the ESI, the better the edge detail enhancement. We calculated the SSI of the flood inundation region and the ESI of the linear features in the whole patch in post-event images. As listed in Table III, in both the two test areas, the Refined-Lee filter performed best in speckle noises reduction, but worst in edge information preservation as the images were excessively smoothed. The Gamma filter also smoothed most areas of the images, but it overemphasized the highlight features, so its SSI value is larger than that of the Refined-Lee filter. Both SSI and ESI suggest that the SHPS-based method has poor performance, because of the identification error of homogeneous pixels caused by the small number of available images and images with significant changes. The STF-LRTA method preserved the most edge information and ranked second in noise reduction.

After denoising, we mapped the flood inundation by the methods described in Section III. Fig. 6 and Table IV present the binary change detection results and evaluation indicators, respectively. Precision and recall were calculated to indicate the false alarm and missed detection, whose expressions are

$$P_r = \frac{TP}{TP + FP}$$

$$R_e = \frac{TP}{TP + FN}$$

where true positive ($TP$) is the number of changed pixels correctly classified, false positive ($FP$) denotes the number of unchanged pixels misclassified as changed ones, and false negative ($FN$) is the number of changed pixels misclassified into unchanged ones.

All four methods detected the main change patterns, but have different levels of false alarm and missed detection. As shown in Table IV, the proposed method has the highest change detection precisions, 0.735 in test area A and 0.902 in test area B, which means lower noise level and fewer $FP$ detections than the other methods. All methods have similar recall rates in test
area A, the simple test scene, because the change areas were concentrated and easy to be detected. In the complicated test scene, area B, small change patterns were dispersed, which increased the difficulty of change extraction. But our method had stable performance and extracted flood inundation areas with clear boundaries. The results have the least missed detection, confirming the obvious advantage of the proposed method.

The above experimental results indicate that the proposed STF-LRTA retains more image details while achieving good results in despeckling. And the images filtered by STF-LRTA are suitable for change detection.

### B. InSAR Time-Series Measurements and Flood Dynamic Change

We employed 128 SAR SLC images spanning from February 2016 to December 2020 over the Taiyuan basin for InSAR time-series processing. The coregistration and differential interferometry were processed with the GAMMA software. And the thresholds of temporal intervals and spatial baselines were set as 180 days and 300 m, respectively, to ensure a good coherence of interferometric pairs. Then we applied 617 interferograms to generate the average deformation velocity in the line of sight direction using the StaMPS software as shown in Fig. 7.

As shown in Fig. 7, the ground deformation in the Taiyuan basin is relatively concentrated, showing the feature of large-scale regional subsidence. In theory, PS method can also reconstruct the surface deformation [34]. However, the Taiyuan basin is mainly covered by distributed targets, such as bare land or farmland, which is unsuitable for the PS method. Therefore, SBAS is chosen to estimate the surface deformation of the experimental area.

Based on the results of test areas A and B, we mapped the time-series changes of flood inundation in the Taiyuan basin using four postevent images and one pre-event image. Since there was little rainfall from October 7 to November 17 (a total of 42 days), this result can be regarded as the flood duration. We applied four grey levels to denote the duration of the flood, and superposed them on the deformation velocity map (see Fig. 8). Most regions
of the Taiyuan basin had subsidence before the flood event, with the highest subsidence velocity of more than 30 mm/year. Two concentrated subsiding regions are distributed in the northeast and southwest, where the positions of dike-break were located. In addition, the inundated areas are irregularly distributed on the whole map, relatively dense near the positions of dike-break, but have no obvious correlation with the land subsidence, which is confirmed by the statistical histograms of flood distribution on October 12 (6 days after the flood event) and November 17 (42 days after the flood event) (see Fig. 9). Then, we calculated the ratio of the flood inundation area on November 17 to that on October 12 in the subsidence regions with the deformation levels of \((-\infty, -30], (-30, 20], (-20, -10], \) and \((-10, +\infty)\).

We found that in the area with a subsidence velocity greater than 30 mm/year, the flood persistence rate was the smallest, only 11.1%, and it increased almost linearly with the decrease of deformation velocity. This means that the water recession may be related to surface deformation.

V. DISCUSSION

A. Spatiotemporal Features of Images Based on Different Filters

To understand the change detection results, we analyzed the texture features of the flood inundation area in multitemporal SAR images filtered by different methods. We take a region from test area B for example. The region is marked by a short red line and a blue line in the pre-event SAR image [see Fig. 10(a)] and the postevent image [see Fig. 10(b)], respectively. After the flood event, half of this region was inundated. The spatial features of the original image and the image filtered by different methods are presented in Fig. 10(c)–(g). In the unchanged part, all four methods reduce the speckle noise and process images smoothly. However, on the boundary of the flood inundation area outlined by dotted lines in Fig. 10(d) and (e), the Refined-Lee filter and Gamma filter smoothed the sudden change to be a gradual change, which may hinder the change extraction. Therefore, although the SAR images filtered by Refined-Lee had the optimal SSI, the fuzzy details may cause more noisy false alarms. In addition, due to the selection error of homogeneous pixels caused by flood changes, the SHPS method cannot remove much noises in the flooded area as shown in Fig. 10(f).

We also studied the temporal features of the unchanged ground object in multi-temporal SAR images, as shown in Fig. 11. We selected all five GRD SAR images over test area B [see Fig. 11(a)–(e)], and analyzed the statistical box plots of a column of unchanged pixels next to the flooded area. The results are shown in Fig. 11(f). The statistical medians of the box plots in the original SAR images indicate that the pixel values have no temporal change trend. However, the box plots of the images filtered by the Refined-Lee and Gamma methods show obvious changes from the second image. As these two methods can smooth details, ambiguous spatial features will lead to errors in temporal features extraction. And such errors will be further introduced into the process of change detection, resulting in false alarm or missed detection. The SHPS method extracts correct temporal features from the five images, and the box plots are relatively concentrated, indicating that the filtered images are smooth. But there are many outliers caused by homogeneous
Fig. 11. (a)–(e) SAR images over test area B. The blue labels are the unchanged pixels next to a flood inundation area. (f) Statistical box plot of the labeled position in the five images.

Fig. 12. (a) and (b) Enlarged views of the dike-break areas. (c) Time-series deformation of dike-break in (a) and (b).

pixels selection errors due to the small number of images. The box plots of STF-LRTA also show correct temporal features. The value range of the five filtered images is similar, which helps the change detection.

The above-mentioned analysis proved that the proposed STF-LRTA method has advantages in despeckling and feature extraction, and it is more suitable for multitemporal SAR change detection than the other three methods.

B. Joint Analysis of Flood Dynamic Change and Land Subsidence

We selected the dike break on the Ciyao River and Wuma River (see Fig. 12), to analyze the effect of land subsidence on dike-break. The dike-break position on the Ciyao River is located in the center of a subsidence funnel [see Fig. 12(a)]. As the red curve in Fig. 12(c) shows, the total subsidence of this region has reached 127 mm from 2016 to 2020, which may cause unstable segments of the river bank. Fig. 12(b) presents the dike break on the Wuma River. The surface subsidence magnitudes on the north bank and south bank of the river are different. The broken dike is just located near the junction of different subsidence levels. Such inconsistent deformation may damage the levee. Besides, the two dike breaks were found near the confluences of rivers. After the heavy rainfall, greater water flow struck the unstable bank and finally broke the dike.

To further explore the correlation between flood changes and subsidence, we calculated the flood recession rates of four deformation levels (see Fig. 13). The flood recession rate at temporal \( O \) is

\[
FR^O = \frac{FI^{O-1} - FI^O}{FI^{O-1}} \tag{14}
\]

where \( FI \) is the number of flood inundation pixels.

In Fig. 13, three of the four deformation levels, i.e., \((-30, 20]\), \((-20, -10]\), and \((-10, +\infty] \), show that the flood recession rates decreased linearly with time. The water recession rates are linearly correlated with the subsidence velocity during the first 30 days of the flood event and tend to be similar 42 days later. This is consistent with the result in Fig. 9, confirming that the flood recession process is related to surface deformation. The possible reason is that the subsidence of the Taiyuan basin was caused by groundwater exploitation, and the flood may penetrate the underground cavity. The more serious the subsidence, the faster the penetration. As the groundwater level rose, the flood recession rate reduced and became stable. But the recession rate of the largest subsidence level \((-\infty, -30] \) is different. It is the highest on the 18th day and 42nd day, but the lowest on the 30th day among the four deformation levels. In the regions with the subsidence level of \((-\infty, -30] \), the water penetrates the underground cavity quickly after the rainfall, so the recession rate is as high as 0.76 on the 18th day. The left water has lower pressure and the cavity is gradually filled, so the recession rate
is reduced. The low value on the 30th day may further affect the recovery of the flood recession rate on the 42nd day. To get the exact reasons we need detailed groundwater and geological data, and SAR data with a higher temporal resolution, which is unavailable in this study. But this does not affect the overall trend of flood recession and its relationship with surface subsidence.

VI. CONCLUSION

In this study, we monitored the 2021 October flood event in the Taiyuan basin, Shanxi Province, China using Sentinel-1 SAR images. First, we proposed a multitemporal SAR despckling method, STF-LRTA, to obtain accurate spatiotemporal flood changes. Then, we employed the classical log-ratio change indicator and the minimum error threshold algorithm to extract the flood inundation features from the filtered GRD SAR images, and obtained the surface deformation velocity by the StaMPS-SBAS method from a 5-year pre-flood SLC dataset. Finally, we analyzed the interaction between the flood event and land subsidence by superposing the change detection results of flood inundation and time-series deformation.

Comparative experiments prove that the proposed STF-LRTA method has a good performance in reducing noises and maintaining spatiotemporal features. The images filtered by this method are quite suitable for multitemporal change detection, as the precision and the recall rate of change detection results are both improved, either in simple or complicated scenes. The joint analyses indicate that the land subsidence in the Taiyuan basin might be an important contributing factor to this flood event. The underground cavities in the subsidence area might be filled with the flood, resulting in the flood recession rate slowing down almost linearly and becoming stable within 42 days after the flood breakout. There is also a correlation between the flood recession process and surface subsidence level. The more serious the subsidence, the greater the flood recession rate, and vice versa. These findings, combined with geological data, may contribute to the emergency response to flood disasters.

Further work will focus on characterizing flood changes using multiple features of SAR images, e.g., amplitude, coherence, and polarization. And the filtering method applies to other applications.

ACKNOWLEDGMENT

The authors would like to thank European Space Agency (ESA) for providing the Sentinel-1 and Sentinel-2 data through the ESA-MOST Dragon 5 Program (id 59332). The authors would also like to thank A. Hooper for sharing the StaMPS program.

REFERENCES

[1] A. Dasgupta, S. Grimaldi, R. Ramsankaran, V. Pauwels, and J. Walker, “Towards operational SAR-based flood mapping using neuro-fuzzy texture-based approaches,” Remote Sens. Environ., vol. 215, pp. 313–329, 2018.
[2] S. Martinis, A. Twelle, and S. Voigt, “Towards operational near real-time flood detection using a split-based automatic thresholding procedure on high resolution TerraSAR-X data,” Nat. Hazard Earth Syst., vol. 9, no. 2, pp. 303–314, 2009.
[3] S. Martinis, A. Twelle, and S. Voigt, “Unsupervised extraction of flood-induced backscatter changes in SAR data using markov image modeling on irregular graphs,” IEEE Trans. Geosci. Remote Sens., vol. 49, no. 1, pp. 251–263, Jan. 2011.
[4] A. D’Addabbo, A. Refice, G. Pasquariello, F. P. Lovergine, D. Capolongo, and S. Manfreda, “A Bayesian network for flood detection combining SAR imagery and ancillary data,” IEEE Trans. Geosci. Remote Sens., vol. 54, no. 6, pp. 3612–3625, Jun. 2016.
[5] S. F. Shera, M. Shirzaei, C. Ojha, S. Werth, and R. Hostache, “Probabilistic mapping of August 2018 flood of kerala, India, using space-borne synthetic aperture radar,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 13, pp. 896–913, 2020.
[6] D. P. Samuele, S. Filippo, and B. Enrico, “Multi-temporal mapping of flood damage to crops using sentinel-1 imagery: A case study of the sesis river (October 2020),” Remote Sens. Lett., vol. 12, no. 5, pp. 459–469, 2021.
[7] J. Fritz and V. Chandrasekar, “The impact of adaptive speckle filtering on multi-channel SAR change detection,” in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2008, pp. IV–561–IV–564.
[8] J. S. Lee, “Refined filtering of image noise using local statistics,” Comput. Graph. Image Process., vol. 15, no. 4, pp. 380–389, 1981.
[9] A. Baraldi and F. Parmiggiani, “A refined gamma MAP SAR speckle filter with improved geometrical adaptivity,” IEEE Trans. Geosci. Remote Sens., vol. 33, no. 5, pp. 1245–1257, Sep. 1995.
[10] J. Dong, M. Liao, L. Zhang, and J. Gong, “A unified approach of multitemporal SAR data filtering through adaptive estimation of complex covariance matrix,” IEEE Trans. Geosci. Remote Sens., vol. 56, no. 9, pp. 5320–5333, Sep. 2018.
[11] M. Jiang, X. Ding, R. F. Hanssen, R. Mallhotra, and L. Chang, “Fast statistically homogeneous pixel selection for covariance matrix estimation for multitemporal InSAR,” IEEE Trans. Geosci. Remote Sens., vol. 53, no. 3, pp. 1213–1224, Mar. 2015.
[12] X. Huang, H. Qiao, B. Zhang, and X. Nie, “Supervised polarimetric SAR image classification using tensor local discriminant embedding,” IEEE Trans. Image Process., vol. 27, no. 6, pp. 2966–2979, Jun. 2018.
[13] W. Tang, P. Yuan, M. Liao, and T. Bätz, “Investigation of ground deformation in taiyuan basin, China from 2003 to 2010, with atmosphere-corrected time series InSAR,” Remote Sens., vol. 10, no. 9, 2018, Art. no. 1499.
[14] W. Zhu, Q. Zhang, X. Ding, C. Zhao, C. Yang, and W. Qu, “Recent ground deformation of taiyuan basin (China) investigated with C-, L-, and X-bands SAR images,” J. Geodyn., vol. 70, pp. 28–35, 2013.
[15] C. Yang, Q. Zhang, and C. Zhao, “Ground deformation investigation over taiyuan basin (China) by InSAR technology,” in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2016, pp. 6831–6834.
[16] R. K. Dokka, “The role of deep processes in late 20th century subsidence of new Orleans and coastal areas of southern Louisiana and Mississipp,” J. Geophys. Res. Sol. Earth, vol. 116, 2011, Art. no. B06403.
[17] J. Long and X. Ding, “Monitoring ground subsidence in new orleans with persistent scatterers interferometry,” in Proc. Int. Conf. Multimedia Technol., 2010, pp. 1–5.
[18] T. H. Dixon et al., “Subsidence and flooding in new orleans,” Nature, vol. 441, pp. 587–588, 2006.
[19] W. Tang et al., “Land subsidence and rebound in the taiyuan basin, northern China, in the context of inter-basin water transfer and groundwater management,” Remote Sens. Environ., vol. 269, 2022, Art. no. 112792.
[20] T. Bangira, L. Iannini, M. Menenti, A. Niekier, and Z. Vekerdy, “Flood extent mapping in the caprivi floodplain using sentinel-1 time series,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 14, pp. 5667–5683, 2021.
[21] H. Iriyabataashi, C. Hong, T. Igarashi, Y. Asooka, B. Tjihjono, and J. R. Permata, “Flooded rice paddy detection using sentinel-1 and planetscope data: A case study of the 2018 spring flood in west java, Indonesia,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 14, pp. 6291–6301, 2021.
[22] H. Jiang, M. Wang, H. Hu, and J. Xu, “Evaluating the performance of Sentinel-1A and sentinel-2 in small waterbody mapping over urban and mountainous regions,” Water, vol. 13, no. 7, 2021, Art. no. 945.
[23] T. G. Kolda and B. W. Bader, “Tensor decompositions and applications,” SIAM Rev., vol. 51, no. 3, pp. 455–500, 2009.
[24] X. Guo, X. Huang, L. Zhang, and L. Zhang, “Hyperspectral image noise reduction based on rank-1 tensor decomposition,” ISPRS J. Photogramm. Remote Sens., vol. 83, pp. 50–63, 2013.
[25] Y. Wang, J. Peng, Q. Zhao, X. Leung, X. L. Zhao, and D. Meng, “Hyperspectral image restoration via total variation regularized low-rank tensor decomposition,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 11, no. 4, pp. 1227–1243, Apr. 2018.
[26] R. Achanta, A. Shaji, K. Smith, A. Lucchi, P. Fua, and S. Süsstrunk, “SLIC superpixels compared to state-of-the-art superpixel methods,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 34, no. 11, pp. 2274–2282, Nov. 2012.

[27] R. Zhao, G. Peng, W. Yan, L. Pan, and L. Wang, “Change detection in SAR images based on superpixel segmentation and image regression,” Earth Sci. Inform., vol. 14, pp. 69–79, 2021.

[28] E. J. M. Rignot and J. J. van Zyl, “Change detection techniques for ERS-1 SAR data,” IEEE Trans. Geosci. Remote Sens., vol. 31, no. 4, pp. 896–906, Jul. 1993.

[29] J. Kittler and J. Illingworth, “Minimum error thresholding,” Pattern Recogn., vol. 19, no. 1, pp. 41–47, 1986.

[30] M. Crosetto, O. Monserrat, M. Cuevas-Gonzalez, N. Devanthery, and B. Crippa, “Persistent scatterer interferometry: A review,” ISPRS J. Photogramm. Remote Sens., vol. 115, pp. 78–89, 2016.

[31] R. Lanari et al., “An overview of the small BAseline subset algorithm: Temporal InSAR algorithms and geological disaster monitoring.”

[32] R. Achanta, A. Shaji, K. Smith, A. Lucchi, P. Fua, and S. Süsstrunk, “SLIC superpixels compared to state-of-the-art superpixel methods,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 34, no. 11, pp. 2274–2282, Nov. 2012.

[33] R. Zhao, G. Peng, W. Yan, L. Pan, and L. Wang, “Change detection in SAR images based on superpixel segmentation and image regression,” Earth Sci. Inform., vol. 14, pp. 69–79, 2021.

[34] E. J. M. Rignot and J. J. van Zyl, “Change detection techniques for ERS-1 SAR data,” IEEE Trans. Geosci. Remote Sens., vol. 31, no. 4, pp. 896–906, Jul. 1993.

[35] J. Kittler and J. Illingworth, “Minimum error thresholding,” Pattern Recogn., vol. 19, no. 1, pp. 41–47, 1986.

[36] M. Crosetto, O. Monserrat, M. Cuevas-Gonzalez, N. Devanthery, and B. Crippa, “Persistent scatterer interferometry: A review,” ISPRS J. Photogramm. Remote Sens., vol. 115, pp. 78–89, 2016.

[37] R. Lanari et al., “An overview of the small BAseline subset algorithm: Temporal InSAR algorithms and geological disaster monitoring.”

[38] R. Zhao, G. Peng, W. Yan, L. Pan, and L. Wang, “Change detection in SAR images based on superpixel segmentation and image regression,” Earth Sci. Inform., vol. 14, pp. 69–79, 2021.

[39] E. J. M. Rignot and J. J. van Zyl, “Change detection techniques for ERS-1 SAR data,” IEEE Trans. Geosci. Remote Sens., vol. 31, no. 4, pp. 896–906, Jul. 1993.

[40] J. Kittler and J. Illingworth, “Minimum error thresholding,” Pattern Recogn., vol. 19, no. 1, pp. 41–47, 1986.

[41] M. Crosetto, O. Monserrat, M. Cuevas-Gonzalez, N. Devanthery, and B. Crippa, “Persistent scatterer interferometry: A review,” ISPRS J. Photogramm. Remote Sens., vol. 115, pp. 78–89, 2016.

[42] R. Lanari et al., “An overview of the small BAseline subset algorithm: Temporal InSAR algorithms and geological disaster monitoring.”

Hao Feng received the B.S. degree in geographic information system from Nanjing University of Posts and Telecommunications, Nanjing, China, in 2014, and the M.Eng. degree in surveying and mapping engineering from Wuhan University, Wuhan, China, in 2016. He is currently working toward the Ph.D. degree in photogrammetry and remote sensing with the State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing, Wuhan University, Wuhan, China. His research interests include multitemporal SAR images processing and change detection.

Lu Zhang received the B.Eng. and M.Eng. degrees in computer science and technology from Wuhan University of Hydraulic and Electrical Engineering, Wuhan, China, in 1997 and 2000, respectively, and the Ph.D. degree in photogrammetry and remote sensing from Wuhan University, Wuhan, China, in 2005. From 2005 to 2007, he was a Postdoctoral Research Fellow with the Institute of Space and Earth Information Science, Chinese University of Hong Kong, Hong Kong. Since 2007, he has been working with State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing, where he became a Full Professor in 2013. He has been involved in several research projects funded by the National Natural Science Foundation of China and Ministry of Science and Technology. In recent years, he has authored or coauthored more than 40 peer-reviewed scientific papers. His research interests include synthetic aperture interferometry as well as remote sensing classification and change detection.

Jie Dong received the B.Eng. degree in surveying and mapping engineering from China University of Mining and Technology, Xuzhou, China, in 2011, the M.A. degree in geodesy and survey engineering from Hohai University, Nanjing, China, in 2014, and the Ph.D. degree in photogrammetry and remote sensing from the State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing, Wuhan University, Wuhan, China, in 2018. Since 2018, he has been working with the School of Remote Sensing and Information Engineering, Wuhan University, Wuhan, China. His current research interests include multitemporal InSAR algorithms and geological disaster monitoring.

Sihui Li received the B.S. degree in geographic conditions monitoring from School of Remote Sensing and Information Engineering, Wuhan University, Wuhan, China, in 2020. Since 2020, she has been working with the School of Remote Sensing and Information Engineering, Wuhan University, Wuhan, China. Her research focuses on time-series InSAR analysis.

Qixuan Zhao has been working toward the B.Eng. degree in information technology from Wuhan University of Technology, Wuhan, China, since 2019. His research focuses on computer vision and image processing.

Jiayin Luo received the B.S. degree in geomatics engineering from Northeastern University, Shenyang, China, in 2018, and the M.S. degree in geomatics engineering from the State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing, Wuhan University, Wuhan, China, in 2020. She is currently working toward the Ph.D. degree in computer science from the University of Alicante, Spain. Her research interests include polarimetric SAR imagery and advanced multitemporal InSAR techniques.

Mingsheng Liao received the B.S. degree in electronic engineering from Wuhan Technical University of Surveying and Mapping (WTUSM), Wuhan, China, in 1982, the M.A. degree in electronic and information engineering from Huazhong University of Science and Technology, Wuhan, China, in 1985, and the Ph.D. degree in photogrammetry and remote sensing from WTUSM, in 2000. He has been working with the State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing, Wuhan University, Wuhan, China, where he became a Professor in 1997. He is currently the Principal Investigator of several projects funded by the Ministry of Science and Technology (MOST), China, and the Natural Science Foundation of China. He is also the Co-Principal Investigator of the ESA-MOST Cooperative Dragon I from 2004 to 2008, II from 2008 to 2012, III from 2012 to 2016, and IV from 2016 to 2020 Projects. He has authored or coauthored more than 60 peer-reviewed journal papers and several book chapters focused on synthetic aperture radar interferometry techniques and applications. His research interests include remote sensing image processing and analysis, algorithms for interferometric synthetic aperture radar, integration and fusion of multisource spatial information, and applications of remote sensing data.