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Abstract

In this paper, we present three estimators of the ROC curve when missing observations arise among the biomarkers. Two of the procedures assume that we have covariates that allow to estimate the propensity and the estimators are obtained using an inverse probability weighting method or a smoothed version of it. The other one assumes that the covariates are related to the biomarkers through a regression model which enables us to construct convolution–based estimators of the distribution and quantile functions. Consistency results are obtained under mild conditions. Through a numerical study we evaluate the finite sample performance of the different proposals. A real data set is also analysed.

1 Introduction

The Receiver Operating Characteristic (ROC) curves are useful in statistical procedures such as classification or discrimination, where we typically have a set of individuals or
The use of ROC curves has become more and more popular in medicine from the early 60’s (see Gonçalves et al., 2014, for a historical note). In fact, ROC curves are a very well known technique in medical studies where a continuous variable or biomarker is used to diagnose a disease or to evaluate its evolution. However, assignments are not perfect and may lead to classification errors. In fact, during the assignment procedure some classification errors may occur, in the sense that an individual or object may be allocated into the wrong class. At this point, ROC curves become an interesting strategy either to evaluate the quality of a given assignment rule or to compare two available procedures.

To be more precise, let us fix some notation. Assume that we are in a medical decision scenario and that we deal with two populations, identified as diseased and healthy. Besides, assume that a continuous score (or marker or diagnostic variable), $Y$, is considered for the assignment procedure in the classification purpose and that the rule is based on a cut–off value $c$. Thus, according to this assignment rule, an individual is classified as diseased if $Y \geq c$ and as healthy when $Y < c$. Let $F_D$ be the distribution of the marker on the diseased population and $F_H$ the distribution of $Y$ in the healthy one. Henceforth, for practical reasons, we denote as $Y_D \sim F_D$ the marker in the diseased population and $Y_H \sim F_H$ the score in the healthy one. Without loss of generality, we will assume that $Y_D$ is stochastically greater than $Y_H$, that is, $\mathbb{P}(Y_D \leq c) \leq \mathbb{P}(Y_H \leq c)$ for all $c$. Typically, some individuals belonging to the diseased population may present a marker $Y_D < c$ and in that case, would be classified as healthy, corresponding to the false negative cases. In contrast, among healthy individuals, there may be cases with a score $Y_H \geq c$ that would be assigned to the diseased population, corresponding to the false positive cases. It is clear that the classification errors depend on the threshold $c$. Therefore, it becomes of interest to study the triplets $\{(c, 1 - F_H(c), 1 - F_D(c)), \ c \in \mathbb{R}\}$, which describe a geometrical object called ROC curve, that reflects the discriminatory capability of the marker. More precisely, associated with each threshold value $c$ is the probability of a true positive (sensitivity) and the probability of a true negative (specificity) result. If we take into account that the sensitivity of a test corresponds to the probability of a true positive
$1 - F_D(c)$, while the specificity to that of a true negative, that is, to $F_H(c)$, the ROC curve corresponds to the plot of the sensitivity versus $1$ minus the specificity for all possible cut-off values $c$. A re-parametrization of this curve in terms of the false positive rate, $p = 1 - F_H(c)$, is usually considered, leading to \( \{(p, 1 - F_D(F_H^{-1}(1 - p))): p \in (0, 1)\} \) and therefore, to

\[
\text{ROC}(p) = 1 - F_D(F_H^{-1}(1 - p)), \quad p \in (0, 1).
\]

In this way, the ROC curve is a complete picture of the performance of the assignment procedure over all the possible threshold values. Nevertheless, different summary measures of the ROC curve are useful to sum up particular features of the curve. One of the most popular indices is the area under the curve (AUC), which is computed as

\[
\text{AUC} = \int_0^1 \text{ROC}(p) dp.
\]

This summary index takes values between 0 and 1 corresponding to low and high discriminatory capability, respectively, while the interesting cases is when $\text{AUC} > 0.5$. After a change of variable and a bit of algebra, it is easy to see that $\text{AUC} = \mathbb{P}(Y_D > Y_H)$, where $Y_D$ and $Y_H$ are the markers of two independent individuals randomly chosen from the diseased and healthy populations, respectively. Hence, another interpretation of the area under the curve is that it measures the probability that the markers of a randomly chosen pair of subjects selected from the diseased and healthy population, were in the correct order. For that reason, values of AUC close to 1 suggest a high diagnostic accuracy of the marker.

An extensively used model is the bi-normal model, which assumes that in both populations the marker is normally distributed. In this case, the distributions are characterized by their parameters, i.e., the means $\mu_D$ and $\mu_H$ and the standard deviations $\sigma_D$ and $\sigma_H$. The resulting ROC curve can be written as

\[
\text{ROC}(p) = \Phi\left(\frac{\mu_D - \mu_H}{\sigma_D} + \frac{\sigma_H}{\sigma_D} \Phi^{-1}(p)\right),
\]

while $\text{AUC} = \Phi\left((\mu_D - \mu_H)/\sqrt{\sigma_D^2 + \sigma_H^2}\right)$.

In this paper, we face the problem of estimating the ROC curve when missing biomarkers arise in one or both populations. In fact, there are occasions where the diagnostic
variables can not be observed for all the individuals leading to missing observations. One of such situations has been described in Long et al. (2011a) in which the biomarker are missing but auxiliary variables with prediction capability may be fully recorded. This context of missing data must be distinguish from the setting of verification bias where the biomarker is always obtained and a gold standard biomarker is obtained only for some subjects.

Different perspectives were given to estimate the ROC curve when missing biomarkers arise. On one hand, under a completely at random model for dropouts, Liu and Zhao (2012), An(2012), Yan and Zhao(2015) impute the missing observations using either hot deck imputation or by assuming a parametric model and selecting random samples from a maximum likelihood estimator. On the other hand, when covariates are present and under a missing at random model, Li and Ning (2015) use weighted or fully augmented weighted estimating equations to estimate a covariate-specific time-dependent roc curve with missing biomarkers. Similarly, Long et al. (2011a) use auxiliary covariates to propose estimators of the AUC using an inversely probability weighing procedure combined with doubly robust techniques. Besides, Long et al.(2011b) propose a multiple imputation procedure to estimate the AUC and the ROC curve.

In this paper, we assume that the covariates are related to the biomarkers through a regression model which enables us to construct convolution–based estimators of the distribution and quantile functions. These convolution estimators are then used to construct estimators of the ROC curves. We also define an estimator which uses the covariates only to estimate the propensity and which extends the estimator defined in Pulit (2016) to the case of missing biomarkers. Section 2 reviews some approaches when all the observations are available. The estimating procedures when missing biomakers arise are described in Section 2.2. Some consistency results are given in Section 3. Finally, a numerical study carried out to evaluate the finite sample performance of the proposals is described in Section 4. Proofs are relegated to the Appendix.
### 2 The estimators

#### 2.1 The case of complete observations

Several estimators of the ROC curve and the area under the curve have been proposed. Pepe (2003) and Krzanowski and Hand (2009) give a deep insight of different statistical aspects of their estimation, we also refer to Pardo-Fernández et al. (2014) for an overview on this topic.

In particular, estimators of the ROC curve can be obtained by plugging-in appropriate estimators of the marginal distributions $F_D$ and $F_H$. For instance, the empirical distribution function can be used to merge marginal distribution estimators into the definition of the ROC curve. More precisely, let us assume that for $i = D, H$, we have data sets $y_{i,j}$, $1 \leq j \leq n_i$, then the empirical distribution estimator of the marginal distribution function $F_i$, $i = D, H$, is defined as
\[
\hat{F}_i(y) = \frac{1}{n_i} \sum_{j=1}^{n_i} I_{(-\infty,y]}(y_{i,j}),
\]

Hence, estimators of the ROC curve can be defined as
\[
\hat{\text{ROC}}_{\text{emp}}(p) = 1 - \hat{F}_D \left( \hat{F}_H^{-1} (1 - p) \right), \quad p \in (0, 1),
\]
while an estimator of the area under the curve can be defined as
\[
\hat{\text{AUC}}_{\text{emp}} = \int_0^1 \hat{\text{ROC}}_{\text{emp}}(p) \, dp
\]
and approximated as $(1/N) \sum_{\ell=1}^N \hat{\text{ROC}}_{\text{emp}}(p_{\ell})$ with $\{p_{\ell}\}_{1 \leq \ell \leq N}$ an equidistant grid over $(0, 1)$.

As noted in Pulit (2016), the ROC curve can be written as the distribution function of $Z = 1 - F_H(y_D)$. Based on this property, that author proposed to estimate the ROC curve by means of the pseudo-observations $\hat{Z}_j = 1 - \hat{F}_H(y_{D,j})$, $1 \leq j \leq n_D$, using a kernel approach. The estimator defined in Pulit (2016) equals
\[
\hat{\text{ROC}}_{\text{ker}}(p) = \frac{1}{n_D} \sum_{j=1}^{n_D} K \left( \frac{p - \hat{Z}_j}{h} \right),
\]
where $K(t) = \int_{-\infty}^{t} K(u) \, du$ with $K$ a continuous symmetric density function with support $[-1, 1]$, $h$ is the smoothing parameter. A possible choice for $h$ is suggested in Pulit (2016).
2.2 The situation of missing biomarkers

As in other settings, when the biomarker value is missing for some observations, the ROC analysis based solely on the complete cases may be biased. Some authors such as Long et al. (2011a,b) have investigated proposals based on multiple imputation of the missing biomarkers. However, when ignorable missing biomarkers arise and the practitioner has some covariates with predictive capability on the missingness, the inverse probability weighted estimators is a common approach. Let us assume that for \( i = D, H \), we have incomplete data sets \((y_{i,j}, x_{i,j}^T, \delta_{i,j})\), \(1 \leq j \leq n_i\) where the binary indicator \( \delta_{i,j} = 1 \) if \( y_{i,j} \) is observed and \( \delta_{i,j} = 0 \) if \( y_{i,j} \) is missing and the covariates \( x_{i,j} \in \mathbb{R}^{d_i} \) allow to predict drop-outs. Furthermore, assume that the responses are missing at random (MAR), that is, we assume an ignorable missing mechanism such that the binary variables and the responses are conditionally independent given the covariates, i.e.,

\[
P(\delta_{i,j} = 1 | (y_{i,j}, x_{i,j})) = P(\delta_{i,j} = 1 | x_{i,j}) = \pi_i(x_{i,j}) .
\]

The inverse probability weighting (IPW) estimation approach introduced in Horvitz and Thompson (1952), reduces bias by weighting each observation according to the inverse of the estimated probability of dropouts. The IPW estimator of the marginal distribution function \( F_i, i = D, H, \) is defined as

\[
\hat{F}_{i,\text{IPW}}(y) = \frac{1}{n_i} \sum_{\ell=1}^{n_i} \frac{\delta_{i,\ell}}{\widehat{\pi}_i(x_{i,\ell})} \mathbb{I}(-\infty,y)(y_{i,\ell}) = \sum_{j=1}^{n_i} \tau_{i,j} \mathbb{I}(-\infty,y)(y_{i,j}) ,
\]

Note that when there are no missing data, the estimator \( \hat{F}_{i,\text{IPW}} \) reduces to \( \hat{F}_{i,\text{EMP}} \). Uniform strong consistency results for \( \hat{F}_{i,\text{IPW}} \), under mild assumptions, are derived in Bianco et al. (2010) when \([3]\) holds. In contrast, under a non-ignorable missing setting, Ding and Tang (2018) obtained the pointwise asymptotic distribution of \( \sqrt{n}(\hat{F}_{i,\text{IPW}}(y) - F_i(y)) \) for a family of kernel-based propensity score estimators.

Estimators of the ROC curve based on an inverse probability weighting can be defined as

\[
\hat{\text{ROC}}_{\text{IPW}}(p) = 1 - \hat{F}_{D,\text{IPW}} \left( \hat{F}_{H,\text{IPW}}^{-1}(1 - p) \right), \quad p \in (0, 1) ,
\]
while an estimator of the area under the curve can be defined as \( \hat{\text{AUC}}_{ipw} = \int_0^1 \hat{\text{ROC}}_{ipw}(p) dp \) and approximated as \( (1/N) \sum_{\ell=1}^N \hat{\text{ROC}}_{ipw}(p_\ell) \) with \( \{p_\ell\}_{1 \leq \ell \leq N} \) an equidistant grid over \((0,1)\).

The estimator defined in Pulit (2016) can also be extended to the case of missing biomarkers as follows. First of all, for each \( 1 \leq j \leq n_D \) such that \( \delta_{D,j} = 1 \), define pseudo-observations \( \hat{Z}_j = 1 - \hat{F}_H(y_{D,j}) \). We propose to estimate the ROC curve using a kernel approach combined with inverse probability weighting, that is,

\[
\hat{\text{ROC}}_{\text{KER}}(p) = \frac{1}{\sum_{\ell=1}^{n_D} \hat{\pi}_D(x_{D,\ell})} \sum_{\ell=1}^{n_D} \frac{\delta_{D,j}}{\hat{\pi}_D(x_{D,j})} K \left( \frac{p - \hat{Z}_j}{h} \right)
\]

where as above \( K(t) = \int_{-\infty}^t K(u) du \) with \( K \) a continuous symmetric density function with support \([-1,1]\) and \( h \) is the smoothing parameter.

When the practitioner records covariates \( x_{i,j} \) with predictive capability for \( y_{i,j} \) and when missing data arise among \( y_{i,j} \), using an approach related to that considered in Müller (2009) for linear functionals, a different estimator of the marginal distribution function may be obtained using the regression model and the fact that \( F_y \) is the convolution of the errors and the regression function distributions. This procedure can also be used in the complete data framework. It is worth mentioning that the covariates used to fit the biomarkers do not need to be the same as those involved when estimating the drop-out probability. For notation simplicity, we will assume that the same set of explanatory variables is considered.

In this framework, one assumes that, for \( i = D, H \),

\[
y_{i,j} = \mu_i(x_{i,j}) + \epsilon_{i,j} \quad 1 \leq j \leq n_i \, ,
\]

where the error \( \epsilon_{i,j} \) are independent, independent of \( x_{i,j} \) and \( \mu_i \) denote the regression functions. Denote as \( F_{i,\epsilon} \) and \( F_{i,\mu_i} \) the distribution functions of the errors \( \epsilon_{i,j} \) and of the true regression function \( \mu_i(x_{i,j}) \), respectively. Using the convolution property, i.e., \( F_i = F_{i,\epsilon} * F_{i,\mu_i} \), a consistent estimator for \( F_i \) can be obtained plugging-in consistent estimators \( \hat{F}_{i,\epsilon} \) and \( \hat{F}_{i,\mu_i} \) of \( F_{i,\epsilon} \) and \( F_{i,\mu_i} \), respectively.
More precisely, let \( \hat{\mu}_i(x) \) be a consistent estimator of \( \mu_i(x) \). This consistent estimation can be accomplished in different ways according to the model structure assumed on the regression function which may be parametric, nonparametric or semiparametric. Define
\[
\hat{F}_{i,\mu_i}(u) = \frac{1}{n_i} \sum_{j=1}^{n_i} \mathbb{I}_{[\mu_i(x_{i,j})]}(\hat{\mu}_i(x_{i,j})).
\]

When \( \delta_{i,j} = 1 \), the residuals can be effectively predicted as \( \hat{\epsilon}_{i,j} = y_{i,j} - \hat{\mu}_i(x_{i,j}) \), so that an estimator of \( F_{i,\epsilon} \) can be computed as
\[
\hat{F}_{i,\epsilon}(\epsilon) = \frac{1}{n_i} \sum_{j=1}^{n_i} \sum_{\ell=1}^{n_i} \kappa_{i,j} \mathbb{I}_{[-\infty,\epsilon]}(\hat{\epsilon}_{i,j}),
\]
with \( \kappa_{i,j} = \delta_{i,j} / \sum_{\ell=1}^{n_i} \delta_{i,\ell} \). The convolution–based estimator of \( F_i \) is then defined as \( \hat{F}_{i,\text{conv}} = \hat{F}_{i,\epsilon} \ast \hat{F}_{i,\mu_i} \) and is a weighted empirical distribution since it can be written as
\[
\hat{F}_{i,\text{conv}}(y) = \frac{1}{n_i} \sum_{j=1}^{n_i} \sum_{\ell=1}^{n_i} \kappa_{i,j} \mathbb{I}_{[-\infty,y]}(\hat{y}_{i,j,\ell})
\]
where \( \hat{y}_{i,j,\ell} = \hat{\mu}_i(x_{i,\ell}) + \hat{\epsilon}_{i,j} \), for \( j \in \{ \delta_{i,\ell} = 1 \} \). Note that for complete data sets, that is when no missing biomarkers are present in the \( i \)-th population, \( \delta_{i,j} = 1 \) for all the observations so the estimator reduces to
\[
\hat{F}_{i,\text{conv}}(y) = \frac{1}{n_i} \sum_{j=1}^{n_i} \sum_{\ell=1}^{n_i} \mathbb{I}_{[-\infty,y]}(\hat{y}_{i,j,\ell})
\]
where \( \hat{y}_{i,j,\ell} = \hat{\mu}_i(x_{i,\ell}) + \hat{\epsilon}_{i,j} \) for all \( j \).

The convolution–based estimators of the ROC curve are defined as in (4), but plugging–in the convolution–based estimators of the distribution and quantile functions, that is,
\[
\hat{\text{ROC}}_{\text{conv}}(p) = 1 - \hat{F}_{D,\text{conv}}(\hat{F}_{H,\text{conv}}^{-1}(1 - p)), \quad p \in (0, 1),
\]
and
\[
\hat{\text{AUC}}_{\text{conv}} = \int_0^1 \hat{\text{ROC}}_{\text{conv}}(p) dp.
\]

3 Consistency results

In this section, we will derive uniform consistency results for the ROC curve estimators defined in Section 2.2. We begin, by stating the results for \( \hat{\text{ROC}}_{\text{ipw}} \) and \( \hat{\text{ROC}}_{\text{conv}} \). From now on, \( S_i \) stands for the support of \( x_{i,1}, i = D, H \).
C1 $\inf_{x \in S_i} \pi_i(x) = A_i > 0$, for $i = D, H$.

C2 $\sup_{x \in S_i} |\hat{\pi}_i(x) - \pi_i(x)| \xrightarrow{a.s.} 0$, for $i = D, H$.

C3 $\sup_{x \in K_i} |\hat{\mu}_i(x) - \mu_i(x)| \xrightarrow{a.s.} 0$, for $i = D, H$, for any compact set $K_i \subseteq \mathbb{R}^d$.

C4 $F_H : \mathbb{R} \to (0, 1)$ has an associated density $f_H$ such that $f_H(y) > 0$, for all $y \in \mathbb{R}$.

C5 $F_D : \mathbb{R} \to (0, 1)$ has an associated bounded density $f_D$.

The following result is a direct consequence of Theorem 4.1 in Bianco et al. (2010) and Theorem 3.2 in Bianco et al. (2019), see also Theorem 1 in Sued and Yohai (2013) for the situation of a parametric regression model.

**Proposition 3.1.** Let $(y_{i,j}, x_{i,j}, \delta_{i,j}), 1 \leq j \leq n_i, i = D, H$, be such that (3) hold.

a) Under C1 and C2, we have that $\|\hat{F}_{i,pw} - F_i\|_\infty \xrightarrow{a.s.} 0$.

b) Assume that model (6) holds. Under C3, we have that $\|\hat{F}_{i,conv} - F_i\|_\infty \xrightarrow{a.s.} 0$.

From Proposition 3.1 and the continuity of the quantile functionals when C4 holds, we get the following result for the healthy subjects.

**Proposition 3.2.** Let $(y_{H,j}, x_{H,j}, \delta_{H,j}), 1 \leq j \leq n_H$, be such that (3) holds.

a) Under C1, C2 and C4, we have that

i) $\hat{F}_{H,pw}^{-1}(p) \xrightarrow{a.s.} F_H^{-1}(p)$, for each $0 < p < 1$.

b) Assume that model (6) holds. Under C3 and C4, we have that

i) $\hat{F}_{H,conv}^{-1}(p) \xrightarrow{a.s.} F_H^{-1}(p)$, for each $0 < p < 1$.

We then get the following result for the ROC curve estimator.

**Theorem 3.1.** Let $(y_{i,j}, x_{i,j}, \delta_{i,j}), 1 \leq j \leq n_i, i = D, H$, be such that (3) is verified. Assume that C4 and C5 hold.
a) If in addition $C1$ and $C2$ are satisfied, we have that
$$\sup_{0<p<1} \left| \hat{ROC}_{ipw}(p) - ROC(p) \right| \overset{a.s.}{\rightarrow} 0.$$ 

b) Furthermore, under the regression model (6), if $C3$ holds, we have that
$$\sup_{0<p<1} \left| \hat{ROC}_{conv}(p) - ROC(p) \right| \overset{a.s.}{\rightarrow} 0.$$ 

In order to obtain point–wise weakly consistency results for the smoothed estimator $\hat{ROC}_{ker}$ defined in (5), we will need the following additional assumptions

$C6$ $K$ is bounded, continuously differentiable with bounded derivative and with support on $[-1, 1]$.

$C7$ $n_D/(n_D + n_H) \rightarrow \tau$ with $0 < \tau < 1$.

$C8$ $h \rightarrow 0$ and $n_D h^2 \rightarrow \infty$.

Furthermore, in the next condition we will assume a parametric model for the propensity in the healthy population and that a root-$n$ estimate of the unknown parameter exists. An example of such situation is when the propensity is modelled using a logistic regression model for which assumption $C9$ is satisfied when second moments exist for the covariate $x_H$.

$C9$ For the healthy population, the missingness probability is given by
$$\pi_H(x) = G_H(x, \theta_H)$$
where $\theta_H \in \mathbb{R}^{q_H}$ and is such that

a) $G_H(x, \theta)$ is twice continuously differentiable with respect to $\theta$. We will denote by $G'_H(x, \theta)$ and $G''_H(x, \theta)$ the gradient and Hessian matrix of $G_H(x, \theta)$, respectively.

b) $\mathbb{E} \{\|G'_H(x_H, \theta_H)\|/G_H(x_H, \theta)\}$ exists and is bounded in a neighbourhood $V$ of $\theta_H$. Moreover, $\sup_{\theta \in V, \alpha \in V} \mathbb{E} \{\lambda_1(G''_H(x_H, \alpha))/G_H(x_H, \theta)\} < \infty$, where for a symmetric matrix $A$, $\lambda_1(A)$ stands for the largest eigenvalue of $A$. 
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c) The family of functions $\mathcal{G}_H = \{1/G_H(x, \theta) : \theta \in \mathbb{R}^{q_H}\}$ satisfies the uniform–entropy condition, that is,
\[
\int_0^\infty \sup_Q \sqrt{\log N(\epsilon, \mathcal{G}_H, L^2(Q))} \, d\epsilon < \infty,
\]
where, for any class of function $\mathcal{F}$, $N(\epsilon, \mathcal{F}, L^2(Q))$ stands for the covering number of the class $\mathcal{F}$ with respect to $L^2(Q)$ and $Q$ stands for any finitely discrete probability.

**Theorem 3.2.** Let $(y_{i,j}, x_{i,j}^T, \delta_{i,j}), 1 \leq j \leq n_i, i = D, H$, be such that (3) is satisfied. Assume that $C1, C2, C4$ to $C9$ hold and that $\hat{\pi}_H(x) = G_H(x, \hat{\theta}_H)$, where $\sqrt{n_H}(\hat{\theta}_H - \theta_H) = O_P(1)$. Then, we have that $\hat{\text{ROC}}_{\text{ker}}(p) \xrightarrow{p} \text{ROC}(p)$.

According to Theorem 3.2, we should use a $\sqrt{n}$–consistent estimator of the parameter $\theta_H$ of the propensity model. In the aforementioned situation of the logistic regression fit, we could employ the maximum likelihood estimator which satisfies this requirement under regularity conditions (see Fahrmeir and Kaufmann, 1985).

It is worth mentioning that when no missing biomarkers arise, Theorem 1 in Pulit (2016), allow to conclude that, under $C4$ to $C8$ the kernel–based estimator of the ROC curve is point–wise weakly consistent.

### 4 Monte Carlo study

In this section, we summarize the results of a simulation study conducted to study the small sample performance of the proposal. In all cases, we generate $N_{\text{rep}} = 1000$ datasets of equal size $n_D = n_H = n$. The quantiles $p$ were chosen over an equidistant grid, $\mathcal{G}_p$ between 0 and 1 of length $N_p = 99$. Several summary measures were considered to evaluate the performance of the estimators. To provide a global measure of discrepancy over samples, for each replication, we compute the mean over replications of the following summary measures which quantify the global mismatch between the estimated ROC curve, denoted $\hat{\text{ROC}}(p)$, and the true one, $\text{ROC}(p)$,
• the mean squared error given by

\[ MSE = \frac{1}{N_p} \sum_{j=1}^{N_p} \left( \widehat{ROC}(p_j) - ROC(p_j) \right)^2, \]

• a measure inspired on the Kolmogorov distance calculated as

\[ KS = \sup_{p_j \in \mathcal{G}} \left| \widehat{ROC}(p_j) - ROC(p_j) \right|. \]

For the estimators of the AUC, we have computed the bias and the mean squared error (\( MSE \)) over replications as well as the mean relative bias (\( RB \)) defined as

\[ RB = \frac{\text{mean}_{1 \leq \ell \leq N_{rep}} \left| \widehat{AUC}_\ell - AUC \right|}{AUC}, \]

with \( \widehat{AUC}_\ell \) the estimate obtained at the \( \ell \)–th replication and \( AUC \) corresponds to the true area under the curve for the current situation. This measure has been used in Long et al. (2011b) and adapts for the size of the AUC.

### 4.1 Numerical study for data sets without missing biomarkers

We consider homoscedastic regression models for each populations. More precisely, we assume that

\[
Y_{D,i} = 2 + X_{D,i}^T \beta_D + \frac{1}{3} \epsilon_{D,i},
\]

\[
Y_{H,i} = 0.5 + X_{H,i}^T \beta_H + \sqrt{\frac{24}{9}} \epsilon_{H,i},
\]

where \( \beta_D = (4,20)^T \), \( \beta_H = (\sqrt{17/2},20)^T \). For all \( i = 1, \ldots, n \) \( \epsilon_{j,i} \sim N(0,1) \) are independent and independent from \( X_{j,i} \sim N(0,I/9) \), for \( j = D,H \), where \( I \) denotes the identity matrix. Besides, the sample from one population was generated independently from the other one. The choice of the parameters ensure that \( Y_D \) is stochastically greater than \( Y_H \).

Under this model the true area under the curve equals \( AUC = 0.56196 \).

The results corresponding to the estimators defined using the empirical distribution function, \( \widehat{ROC}_{\text{EMP}} \), those defined in Pulit (2016) denoted \( \widehat{ROC}_{\text{KER}} \) and those using a convolution approach labelled \( \widehat{ROC}_{\text{CONV}} \) are reported in Table 1 for sample sizes \( n = 20, 50 \).
and 100. For the kernel–based estimator, the local bandwidth suggested by Pulit (2016), i.e., \( h(p) = c_n D \sqrt{(5p(1-p))/(2nH)} \), with \( c_n = 1 + 1.8 n^{-1/5} \) was considered.

Besides, the situation in which the correct model is adjusted, we consider different settings where the regression is misspecified to analyse the sensitivity of the convolution based estimator. We considered a misspecification in which the intercept is omitted and two situations in which the model is estimated as a linear regression one depending only on the first component of the covariates. In the first case, we fit the model assuming that it depends linearly on \( X_{D,j,1} \) or \( X_{H,j,1} \), while in the second one we consider a misspecified regression depending on \( X_{D,j,1}^2 \) or \( X_{H,j,1}^2 \). Tables 2 to 4 report the summary measures in these three settings.

Functionals boxplots introduced by Sun and Genton (2011) are useful to visualize a collection of curves. The area in purple represents the 50% inner band of curves, the dotted red lines correspond to outlying curves, the black line indicates the central (deepest) function, while we add a green line in the plot that corresponds to the true ROC curve. Figure 1 presents the functional boxplots of the estimated ROC curves for the situation in which the regression is correctly specified. Taking into account that the convolution based method depends on the fit of the regression model, Figures 2 to 4 display the boxplots of \( \hat{ROC}_{\text{conv}} \) for different sample sizes when the model is correctly fitted and under misspecification of the regression function.

The ROC curve estimators obtained using the estimator proposed by Pulit (2016) show their advantage over the other competitors both when considering the mean squared error or the measure based on the Kolmogorov distance. When the regression function is properly fitted, the convolution–based estimators outperform \( \hat{ROC}_{\text{emp}} \). Note that when \( n = 20 \) the MSE of \( \hat{ROC}_{\text{conv}} \) is a 40% larger than that of \( \hat{ROC}_{\text{ker}} \), while for \( n = 100 \) it shows only a 5% increase, while the \( \hat{ROC}_{\text{emp}} \) have values of MSE more than a 10% larger than those obtained with the convolution method for all sample sizes.

Figure 1 illustrates the smoothness of the kernel–based estimators \( \hat{ROC}_{\text{ker}} \). To compare the smoothness of the estimators, we have computed the mean over replications of
the following measure that gives an approximation of $\int_0^1 \left( \hat{\text{ROC}}'(p) \right)^2 dp$

$$SM(\hat{\text{ROC}}) = \frac{1}{d^2} \frac{1}{N_p - 1} \sum_{j=2}^{N_p} \left( \hat{\text{ROC}}(p_j) - \hat{\text{ROC}}(p_{j-1}) \right)^2$$

where $p_1 \leq p_2 \leq \cdots \leq p_{N_p}$ are the values of the equidistant grid $G_p$ and $d = p_j - p_{j-1}$ is the spacing. For the considered situation, we have that $SM(\hat{\text{ROC}}_{\text{EMP}}) = 2.74$ while $SM(\hat{\text{ROC}}_{\text{CONV}}) = 1.34$. Besides, for the kernel smoothing procedure defined in Pulit (2016), we have $SM(\hat{\text{ROC}}_{\text{KER}}) = 1.12$, while the smoothness of the true curve equals $SM(\text{ROC}) = 1.04$. The obtained results mean that, as expected, the convolution indeed smooths the estimation, but less than the kernel smoother.

Regarding the estimation of the area under the curve, again the kernel–based estimators outperform the other two in mean squared error and when considering the mean relative bias. However, when looking at the bias, the estimator $\hat{\text{AUC}}_{\text{EMP}}$ has a smaller bias than the other two for $n = 20$ and $n = 50$, while for $n = 100$ its bias is larger than that of the convolution based proposal.

Quite surprisingly the considered regression misspecification settings do not seem to affect the convolution–based estimators of the ROC curve. Both the summary measures and the functional boxplots of $\hat{\text{ROC}}_{\text{CONV}}$ displayed in Figures 2 to 4 remain quite stable when an incorrect model is fitted.

In summary, from this first numerical experiment, we have that both, the smoothness of $\hat{\text{ROC}}_{\text{KER}}$ and its performance under the smaller sample sizes, make this estimator as a good competitor.
|       | $n = 20$ |       | $n = 50$ |       | $n = 100$ |       |
|-------|----------|-------|----------|-------|-----------|-------|
|       | $\hat{ROC}_{IPW}$ | $\hat{ROC}_{KER}$ | $\hat{ROC}_{CONV}$ | $\hat{ROC}_{IPW}$ | $\hat{ROC}_{KER}$ | $\hat{ROC}_{CONV}$ | $\hat{ROC}_{IPW}$ | $\hat{ROC}_{KER}$ | $\hat{ROC}_{CONV}$ |
| $MSE$ | 16.28    | 10.25 | 14.78    | 6.45  | 4.93      | 5.77  | 3.21    | 2.67 | 2.83 |
| $KS$  | 247.81   | 135.12| 210.63   | 158.63| 103.86    | 130.36| 112.74  | 82.48| 92.10 |
|       | $\hat{AUC}_{IPW}$ | $\hat{AUC}_{KER}$ | $\hat{AUC}_{CONV}$ | $\hat{AUC}_{IPW}$ | $\hat{AUC}_{KER}$ | $\hat{AUC}_{CONV}$ | $\hat{AUC}_{IPW}$ | $\hat{AUC}_{KER}$ | $\hat{AUC}_{CONV}$ |
| Bias  | -0.71    | -8.10 | -2.58    | 0.66  | -2.89     | -0.97 | 1.62    | -0.93| 0.01 |
| $RB$  | 130.48   | 120.71| 130.50   | 80.23 | 78.11     | 79.85 | 55.64   | 55.00| 55.59 |
| $MSE$ | 8.43     | 7.20  | 8.43     | 3.27  | 3.10      | 3.24  | 1.54    | 1.50 | 1.53 |

Table 1: Summary measures for ROC and AUC when $X \in \mathbb{R}^2$. 
Table 2: Summary measures for the ROC curve and the AUC when $X \in \mathbb{R}^2$ under misspecification of the regression model which is assumed to be a linear one without intercept: (a) in both populations, (b) only in the diseased population and (c) only in the healthy one.
Table 3: Summary measures for the ROC curve and the AUC when $X \in \mathbb{R}^2$ under misspecification of the regression model which is assumed to be a linear model depending only on the first component of $X$: (a) in both populations, (b) only in the diseased population and (c) only in the healthy one.
| 1000× | \( \text{ROC}_{\text{IPW}} \) | \( \text{ROC}_{\text{KER}} \) | \( \text{ROC}_{\text{CONV}} \) | \( \text{ROC}_{\text{IPW}} \) | \( \text{ROC}_{\text{KER}} \) | \( \text{ROC}_{\text{CONV}} \) | \( \text{ROC}_{\text{IPW}} \) | \( \text{ROC}_{\text{KER}} \) | \( \text{ROC}_{\text{CONV}} \) |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|     | \( n = 20 \)    | \( n = 50 \)    | \( n = 100 \)   | \( n = 20 \)    | \( n = 50 \)    | \( n = 100 \)   | \( n = 20 \)    | \( n = 50 \)    | \( n = 100 \)   |
| \( MSE \) | 16.28 10.25 14.84 | 6.45 4.93 5.99 | 3.21 2.67 3.04 | 16.28 10.25 14.38 | 6.45 4.93 5.64 | 3.21 2.67 2.81 | 16.28 10.25 15.23 | 6.45 4.93 6.13 | 3.21 2.67 3.06 |
| \( KS \)  | 247.81 135.12 214.31 | 158.63 103.86 140.33 | 112.74 82.48 103.00 | 247.81 135.12 201.88 | 158.63 103.86 128.58 | 112.74 82.48 92.86 | 247.81 135.12 221.32 | 158.63 103.86 142.32 | 112.74 82.48 102.57 |

| 1000× | \( \text{AUC}_{\text{IPW}} \) | \( \text{AUC}_{\text{KER}} \) | \( \text{AUC}_{\text{CONV}} \) | \( \text{AUC}_{\text{IPW}} \) | \( \text{AUC}_{\text{KER}} \) | \( \text{AUC}_{\text{CONV}} \) | \( \text{AUC}_{\text{IPW}} \) | \( \text{AUC}_{\text{KER}} \) | \( \text{AUC}_{\text{CONV}} \) |
|-----|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|     | \( n = 20 \)    | \( n = 50 \)    | \( n = 100 \)   | \( n = 20 \)    | \( n = 50 \)    | \( n = 100 \)   | \( n = 20 \)    | \( n = 50 \)    | \( n = 100 \)   |
| \( Bias \) | -0.71 -8.10 -2.41 | 0.66 -2.89 -0.75 | 1.62 -0.93 0.02 | -0.71 -8.10 -2.50 | 0.66 -2.89 -1.06 | 1.62 -0.93 0.01 | -0.71 -8.10 -2.34 | 0.66 -2.89 -0.70 | 1.62 -0.93 0.01 |
| \( RB \)  | 130.48 120.71 130.92 | 80.23 78.11 80.24 | 55.64 55.00 55.84 | 130.48 120.71 130.83 | 80.23 78.11 79.71 | 55.64 55.00 55.64 | 130.48 120.71 130.68 | 80.23 78.11 80.39 | 55.64 55.00 55.80 |
| \( MSE \) | 8.43 7.20 8.48 | 3.27 3.10 3.27 | 1.54 1.50 1.54 | 8.43 7.20 8.48 | 3.27 3.10 3.27 | 1.54 1.50 1.54 | 8.43 7.20 8.43 | 3.27 3.10 3.28 | 1.54 1.50 1.54 |

Table 4: Summary measures for the ROC curve and the AUC when \( X \in \mathbb{R}^2 \) under misspecification of the regression model which is assumed to be a linear model depending only on the square of the first component of \( X \): (a) in both populations, (b) only in the diseased population and (c) only in the healthy one.
Figure 1: Functional boxplots of $\hat{\text{ROC}}(p)$ for $X \in \mathbb{R}^2$ and $n_D = n_H = n = 20, 50$ and 100. The green line corresponds to the true $\text{ROC}(p)$ and the dotted red lines to the outlying curves detected by the functional boxplot.
Figure 2: Functional boxplots of $\hat{\text{ROC}}_{\text{conv}}(p)$ for $\mathbf{X} \in \mathbb{R}^2$, when the correct model is fitted (d) and under misspecification of the regression which is assumed to be a linear one without intercept: (a) in both populations, (b) only in the diseased population and (c) only in the healthy one. The green line corresponds to the true $\text{ROC}(p)$ and the dotted red lines to the outlying curves detected by the functional boxplot.
Figure 3: Functional boxplots of $\hat{\text{ROC}}_{\text{conv}}(p)$ and $X \in \mathbb{R}^2$, when the correct model is fitted (d) and under misspecification of the regression which is assumed to be a linear model depending only on the first component of $X$: (a) in both populations, (b) only in the diseased population and (c) only in the healthy one.
| \(n = 20\) | \(n = 50\) | \(n = 100\) |
|---|---|---|
| ![Boxplot](image1) | ![Boxplot](image2) | ![Boxplot](image3) |
| ![Boxplot](image4) | ![Boxplot](image5) | ![Boxplot](image6) |
| ![Boxplot](image7) | ![Boxplot](image8) | ![Boxplot](image9) |
| ![Boxplot](image10) | ![Boxplot](image11) | ![Boxplot](image12) |

Figure 4: Functional boxplots of \(\hat{\text{ROC}}_{\text{conv}}(p)\) and \(X \in \mathbb{R}^2\), when the correct model is fitted (d) and under misspecification of the regression which is assumed to be a linear model depending only on the square of the first component of \(X\): (a) in both populations, (b) only in the diseased population and (c) only in the healthy one.
4.2 Numerical study for data sets with missing biomarkers

For the situation in which missing data arise, we only report the results corresponding to $n = 100$.

4.2.1 The case of $x \in \mathbb{R}$

We consider an homoscedastic regression models for each populations, such that

\begin{align*}
Z_{D,i} &= 2 + 4X_{D,i} + \epsilon_{D,i} \\
Z_{H,i} &= 0.5 + X_{H,i} + \sqrt{\frac{24}{9}}\epsilon_{H,i},
\end{align*}

where for all $i = 1, \ldots, n$ $\epsilon_{j,i} \sim N(0,1)$ are independent and independent from $X_{j,i} \sim N(0,1/9)$, for $j = D, H$. Besides, the sample from one population was generated independently from the other one.

Missing data are generated according to two models denoted $M_1$ and $M_2$ which correspond to two logistic models for generating the missing probability. More precisely, under model $M_1$, $\pi(x) = \pi_{M_1}(x) = 1/(1 + \exp(2(x - 0.5)))$ while under $M_2$, $\pi(x) = \pi_{M_2}(x) = 1/(1 + \exp(-(x - 0.5)/2))$. To generate the missing biomarkers, we first generate $\delta_{j,i} \sim Bi(1, \pi(X_{j,i}))$ and then, we define $Y_{j,i} = Z_{j,i}$, if $\delta_{j,i} = 1$, and missing otherwise.

To construct the estimators $\widehat{\text{ROC}}_{\text{IPW}}$ or $\widehat{\text{ROC}}_{\text{KER}}$, estimators of the propensity are needed. We considered the situation in which the propensity is assumed to be known and equal to the true one denoted as $\hat{\pi}_D = \pi$, $\hat{\pi}_H = \pi$ in all Tables and Figures as well as a situation in which the parameters of the true logistic model are estimated from the data. This last case is labelled as $\hat{\pi}_D = \pi_{\log}$, $\hat{\pi}_H = \pi_{\log}$ in all Tables. The results for the three estimators $\widehat{\text{ROC}}_{\text{IPW}}$, $\widehat{\text{ROC}}_{\text{KER}}$ and $\widehat{\text{ROC}}_{\text{CONV}}$ of the ROC curve as well as the corresponding estimates of the area under the curve, are given in Table 5 when the correct regression model is correctly fitted and the propensity is assumed to be known or estimated as mentioned above.

Two misspecification settings are considered. In the first one, which will affect only
the propensity is estimated assuming a completely at random (MCAR) model, either for one or for both populations. The results are reported in Table 6 where we label as \( \pi_c \) the situation when the propensity is assumed to be constant. In the second misspecification setting whose goal is to analyse the sensitivity of \( \hat{\text{ROC}}_{\text{conv}} \) to regression misspecification, the regression is estimated using an incorrect model since the intercept is omitted. The summary measures for this situation are given in Table 7.

We also provide the functional boxplots of \( \hat{\text{ROC}}(p) \) in Figures 5 and 6 for the situation in which both the regression and propensity are correctly specified. On the other hand, Figure 7 illustrates the functional boxplots for misspecification of the propensity, while Figure 8 corresponds to misspecification of the regression.

The existence of missing biomarkers affect the good performance of the kernel estimator described for complete data sets. As it can be observed in Table 5, the best performance with respect to both the MSE and KS measures is now attained by \( \hat{\text{ROC}}_{\text{conv}} \) in all cases, except when \( \pi_D = \pi_{M_2} \) and \( \pi_H = \pi_{M_1} \) and the propensity is estimated using a logistic model. The advantage of \( \hat{\text{ROC}}_{\text{conv}} \) over \( \hat{\text{ROC}}_{\text{ipw}} \) and \( \hat{\text{ROC}}_{\text{ker}} \) is also reflected in the functional boxplots given in Figures 5 and 6, since narrow central bands (containing the 50\% of the curves) are obtained. Regarding the estimation of the area under the curve, again in most situations the convolution based estimator leads to smaller biases and mean squared errors.

The misspecification of the propensity affects the estimators \( \hat{\text{ROC}}_{\text{ipw}} \) and \( \hat{\text{ROC}}_{\text{ker}} \), but in a small extent, since the central areas of the functional boxplots still contain the true ROC curve. The same behaviour is observed for \( \hat{\text{ROC}}_{\text{conv}} \) under misspecification of the regression function. As shown in Table 6, the propensity misspecification also affects the inverse probability weighting and the smoothed kernel estimates of the AUC which present large biases, even though the RB and mean squared error are less affected. The same behaviour is observed for \( \hat{\text{AUC}}_{\text{conv}} \) under misspecification of the regression model.
| 1000× | $\hat{\pi}_D = \pi$, $\hat{\pi}_H = \pi$ | $\hat{\pi}_D = \pi_{\log}$, $\hat{\pi}_H = \pi_{\log}$ |
|-------|---------------------------------|---------------------------------|
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ | | |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ |
| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
| $1000 \times$ | $\widehat{\pi}_D = \pi_c$, $\widehat{\pi}_H = \pi_c$ | $\widehat{\pi}_D = \pi_{\log}$, $\widehat{\pi}_H = \pi_c$ |
|-----------------|------------------|------------------|
| **MSE**         | 5.01  4.43  2.97 | 3.98  3.17  2.97 |
| **KS**          | 156.14  113.24  104.26 | 151.69  103.35  104.26 |

| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_1}$ | $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_2}$ |
|-----------------|------------------|
| **MSE**         | 7.11  5.77  4.57 | 6.57  5.39  4.57 |
| **KS**          | 199.16  139.19  129.25 | 189.51  132.63  129.25 |

| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_1}$ | $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_2}$ |
|-----------------|------------------|
| **MSE**         | 7.61  6.84  4.13 | 5.49  4.54  4.13 |
| **KS**          | 187.91  138.12  126.46 | 178.94  124.64  126.46 |

| $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_2}$ | $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_1}$ |
|-----------------|------------------|
| **MSE**         | 6.15  4.95  3.39 | 5.05  4.02  3.39 |
| **KS**          | 179.24  124.99  108.19 | 165.92  114.51  108.19 |

| 1000× | $\widehat{\text{AUC}}_{\text{ipw}}$ | $\widehat{\text{AUC}}_{\text{ker}}$ | $\widehat{\text{AUC}}_{\text{conv}}$ | $\widehat{\text{AUC}}_{\text{ipw}}$ | $\widehat{\text{AUC}}_{\text{ker}}$ | $\widehat{\text{AUC}}_{\text{conv}}$ |
|-----------------|------------------|------------------|------------------|------------------|------------------|------------------|
| **Bias**        | -22.11  -25.19  -0.34 | 7.87  4.41  -0.34 |
| **RB**          | 53.00  53.94  43.90 | 44.52  43.28  43.90 |
| **MSE**         | 2.46  2.55  1.64 | 1.65  1.57  1.64 |

| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_1}$ | $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_2}$ |
|-----------------|------------------|
| **Bias**        | -35.06  -37.89  -0.16 | -3.22  -6.42  0.28 |
| **RB**          | 68.49  69.77  51.25 | 53.01  52.61  51.25 |
| **MSE**         | 4.05  4.19  2.22 | 2.36  2.34  2.22 |

| $\pi_H = \pi_{M_2}$, $\pi_D = \pi_{M_1}$ | $\pi_H = \pi_{M_1}$, $\pi_D = \pi_{M_2}$ |
|-----------------|------------------|
| **Bias**        | 27.07  23.36  0.13 | 8.95  5.47  0.13 |
| **RB**          | 59.50  56.80  47.55 | 49.72  48.31  47.55 |
| **MSE**         | 2.92  2.67  1.96 | 2.09  1.98  1.96 |

Table 6: Summary measures for the ROC curve and the AUC, under misspecification of the propensity.
| 1000× | \( \hat{\pi}_D = \pi, \hat{\pi}_H = \pi \) | \( \hat{\pi}_D = \pi_{\log}, \hat{\pi}_H = \pi_{\log} \) |
|---|---|---|
| | \( \pi_H = \pi_{M1}, \pi_D = \pi_{M1} \) | \( \pi_H = \pi_{M1}, \pi_D = \pi_{M1} \) |
| **MSE** | 4.44 | 4.22 |
| \( KS \) | 158.60 | 155.90 |
| | \( \pi_H = \pi_{M2}, \pi_D = \pi_{M2} \) | \( \pi_H = \pi_{M2}, \pi_D = \pi_{M2} \) |
| **MSE** | 7.05 | 6.54 |
| \( KS \) | 194.76 | 190.46 |
| | \( \pi_H = \pi_{M2}, \pi_D = \pi_{M2} \) | \( \pi_H = \pi_{M2}, \pi_D = \pi_{M2} \) |
| **MSE** | 5.73 | 5.46 |
| \( KS \) | 182.73 | 180.12 |
| | \( \pi_H = \pi_{M2}, \pi_D = \pi_{M2} \) | \( \pi_H = \pi_{M2}, \pi_D = \pi_{M2} \) |
| **MSE** | 5.71 | 5.26 |
| \( KS \) | 173.41 | 169.09 |

Table 7: Summary measures for the ROC curve and the AUC under misspecification of the regression model, the regression is estimated without intercept.
Figure 5: Functional boxplots of $\hat{\text{ROC}}(p)$. The green line corresponds to the true $\text{ROC}(p)$ and the dotted red lines to the outlying curves detected by the functional boxplot.
| \( \hat{\pi}_D = \pi, \) | \( \hat{\pi}_H = \pi \) | \( \hat{\pi}_D = \pi, \) | \( \hat{\pi}_H = \pi \) | \( \hat{\pi}_D = \pi, \) | \( \hat{\pi}_H = \pi \) | \( \hat{\pi}_D = \pi, \) | \( \hat{\pi}_H = \pi \) |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( \hat{\pi}_D = \pi_{\log}, \) | \( \hat{\pi}_H = \pi_{\log} \) | \( \hat{\pi}_D = \pi_{\log}, \) | \( \hat{\pi}_H = \pi_{\log} \) | \( \hat{\pi}_D = \pi_{\log}, \) | \( \hat{\pi}_H = \pi_{\log} \) | \( \hat{\pi}_D = \pi_{\log}, \) | \( \hat{\pi}_H = \pi_{\log} \) |

\[ \pi_H = \pi_{M_1}, \pi_D = \pi_{M_2} \]

Figure 6: Functional boxplots of \( \hat{\text{ROC}}(p) \). The green line corresponds to the true \( \text{ROC}(p) \) and the dotted red lines to the outlying curves detected by the functional boxplot.
Statistical analysis reveals that the estimated \( \hat{\pi}_D = \pi_{c_1} \) and \( \hat{\pi}_H = \pi_c \) yield the most accurate results under misspecification of the propensity. The green line on the plots corresponds to the true \( \text{ROC}(p) \) curve, while the dotted red lines indicate the outlying curves detected by the functional boxplot.

**Figure 7:** Functional boxplots of \( \hat{\text{ROC}}(p) \) under misspecification of the propensity. The green line corresponds to the true \( \text{ROC}(p) \) and the dotted red lines to the outlying curves detected by the functional boxplot.
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Figure 8: Functional boxplots of $\hat{ROC}_{\text{conv}}(p)$, under misspecification of the regression. The green line corresponds to the true $ROC(p)$ and the dotted red lines to the outlying curves detected by the functional boxplot.
As in Section 4.1, we consider homoscedastic regression models for both populations and generate missing data according to a model which depends only on the first component of the covariates. More precisely, we define \( Y_{j,i} = Z_{j,i} \) if \( \delta_{j,i} = 1 \), and missing otherwise, where \( Z_{D,i} \) and \( Z_{H,i} \) fulfil (10) and (11), respectively and \( \delta_{j,i} \sim Bi(1, \pi(X_{j,i,1})) \) with \( \pi(x) = 1/(1 + \exp(2x)) \).

We considered the situation in which the propensity is assumed to be known and equal to the true one as well as a situation in which the parameters of the true logistic model are estimated from the data. Two misspecification settings are considered. In the first one, the propensity is estimated assuming a completely at random (MCAR) model, either for one or for both populations. In the second one, the regression is misspecified and we considered a regression misspecification where the intercept is omitted and the situation in which the model is estimated as a linear one depending only on the first component of the covariates. Tables 8 and 9 report the results for the estimates of the ROC curve and AUC, respectively, while Figures 9 and 10 present the functional boxplots of the ROC estimates when the propensity and regression models are correctly estimated and under misspecification. In Figure 9 when the propensity is misspecified we do not plot the boxplots of \( \hat{\text{ROC}}_{\text{conv}} \), since these estimators do not depend on the propensity estimates.

Table 8 reveals that the convolution based estimator seems to have a stable performance even when a misspecified regression model is fitted. It becomes evident that it still outperforms the two other competitors in most cases, even when the MSE is duplicated when a regression model depending only on the first component of the covariates is fitted. The bias of \( \hat{\text{AUC}}_{\text{conv}} \) seems to be more affected by the regression misspecification. It should be noticed that the biases and mean squared errors of the estimates \( \hat{\text{AUC}}_{\text{ipw}} \) and \( \hat{\text{AUC}}_{\text{ker}} \) are larger when the true propensity is used than when it is estimated using the true logistic model, a fact that has been observed also when estimating the marginal parameter in some regression models, see for instance, Wang et al. (1997).
| 1000× | IPW | KER | CONV | IPW | KER | CONV |
|-------|-----|-----|------|-----|-----|------|
| $\hat{\pi}_D = \pi$, $\hat{\pi}_H = \pi$ | $\hat{\pi}_D = \pi_{\text{log}}$, $\hat{\pi}_H = \pi_{\text{log}}$ |
| $MSE$ | 7.32 | 6.12 | 2.93 | 5.68 | 4.48 | 2.93 |
| $KS$  | 169.95 | 124.14 | 93.74 | 158.50 | 112.01 | 93.74 |

Misspecified propensity

| $\hat{\pi}_D = \pi_c$, $\hat{\pi}_H = \pi_c$ | $\hat{\pi}_D = \pi_{\text{log}}$, $\hat{\pi}_H = \pi_c$ |
|-------|-----|------|------|-----|-----|------|
| $MSE$ | 6.61 | 5.54 | 2.93 | 6.26 | 5.10 | 2.93 |
| $KS$  | 160.11 | 117.06 | 93.74 | 161.46 | 116.33 | 93.74 |

Misspecified regression

Regression model estimated without intercept

| $\hat{\pi}_D = \pi$, $\hat{\pi}_H = \pi$ | $\hat{\pi}_D = \pi_{\text{log}}$, $\hat{\pi}_H = \pi_{\text{log}}$ |
|-------|-----|------|------|-----|-----|------|
| $MSE$ | 7.32 | 6.12 | 2.96 | 5.68 | 4.48 | 2.96 |
| $KS$  | 169.95 | 124.14 | 90.08 | 158.50 | 112.01 | 90.08 |

Misspecified regression

Regression model estimated depending only on $X_i,1$

| $\hat{\pi}_D = \pi$, $\hat{\pi}_H = \pi$ | $\hat{\pi}_D = \pi_{\text{log}}$, $\hat{\pi}_H = \pi_{\text{log}}$ |
|-------|-----|------|------|-----|-----|------|
| $MSE$ | 7.32 | 6.12 | 5.92 | 5.68 | 4.48 | 5.92 |
| $KS$  | 169.95 | 124.14 | 126.76 | 158.50 | 112.01 | 126.76 |

Table 8: Summary measures for ROC curve when $X \in \mathbb{R}^2$. 
| 1000× | \( \hat{\pi}_D = \pi, \hat{\pi}_H = \pi \) | \( \hat{\pi}_D = \pi_{\log}, \hat{\pi}_H = \pi_{\log} \) |
|-------|---------------------------------|---------------------------------|
| Bias  | 3.31  2.46  0.27                | 0.97  0.15  0.27                |
| RB    | 85.46 84.17 56.65                | 63.59 62.69 56.65                |
| MSE   | 3.59  3.49  1.61                | 2.04  1.98  1.61                |

**Misspecified propensity**

| Bias  | -1.99  -2.95  0.27                | 13.72  12.56  0.27                |
| RB    | 81.70  80.58  56.65                | 76.24  74.80  56.65                |
| MSE   | 3.27  3.19  1.61                | 2.79  2.68  1.61                |

**Misspecified regression**

| Regression model estimated without intercept | \( \hat{\pi}_D = \pi, \hat{\pi}_H = \pi \) | \( \hat{\pi}_D = \pi_{\log}, \hat{\pi}_H = \pi_{\log} \) |
|---------------------------------|---------------------------------|---------------------------------|
| Bias  | 3.31  2.46  -6.49                | 0.97  0.15  -6.49                |
| RB    | 85.46  84.17  58.22                | 63.59  62.69  58.22                |
| MSE   | 3.59  3.49  1.65                | 2.04  1.98  1.65                |

| Regression model estimated depending only on \( X_{i,1} \) | \( \hat{\pi}_D = \pi, \hat{\pi}_H = \pi \) | \( \hat{\pi}_D = \pi_{\log}, \hat{\pi}_H = \pi_{\log} \) |
|---------------------------------|---------------------------------|---------------------------------|
| Bias  | 3.31  2.46  2.88                | 0.97  0.15  2.88                |
| RB    | 85.46  84.17  83.68                | 63.59  62.69  83.68                |
| MSE   | 3.59  3.49  3.44                | 2.04  1.98  3.44                |

Table 9: Summary measures for the area under the curve (AUC) when \( X \in \mathbb{R}^2 \).
Figure 9: Functional boxplots of $\hat{\text{ROC}}(p)$ under the assumed models and under misspecification of the propensity for $X \in \mathbb{R}^2$. The green line corresponds to the true $\text{ROC}(p)$ and the dotted red lines to the outlying curves detected by the functional boxplot.
\[ \hat{\pi}_D = \pi, \]
\[ \hat{\pi}_H = \pi \]

\[ \hat{\pi}_D = \pi_{\text{log}}, \]
\[ \hat{\pi}_H = \pi_{\text{log}} \]

Figure 10: Functional boxplots of \( \hat{\text{ROC}}_{\text{CONV}}(p) \) for \( X \in \mathbb{R}^2 \). In panel (a) the regression model is correctly fitted, while in (b) it is fitted without intercept and in (c) it is fitted as depending only on \( X_{i,1} \). The green line corresponds to the true ROC\((p)\) and the dotted red lines to the outlying curves detected by the functional boxplot.
5 Data Analysis

In this section, we analyse a data set available at [https://archive.ics.uci.edu/ml/datasets/automobile](https://archive.ics.uci.edu/ml/datasets/automobile). The data set records the specification of a car in terms of various characteristics, its assigned insurance risk rating and its normalized losses in use as compared to other cars. The two populations considered in our analysis correspond to cars with high or low risk according to its price. More precisely, initially a risk factor is assigned to each car according to its price. Then, if it is more risky (or less), this symbol is adjusted by moving it up (or down) the scale. A high positive value indicates that the automobile is risky, while a negative with large absolute value indicates that it is safe. We then label as healthy population the cars with risk smaller or equal than 0 (safe cars) and as diseased those cars with positive risk (risky cars), leading to $n_H = 92$ and $n_D = 113$.

The biomarker or response variable, $Y$, is chosen as the normalized losses which contains 41 missing observations among the 205 cars corresponding 21 of them to the safe cars. We fit the propensity using a logistic regression model based on the covariates width, engine–size and style of the car (with levels: hardtop, wagon, sedan, hatchback and convertible). Besides, to implement the convolution–based estimator a linear regression model was fitted to the biomarker using as covariates the width, height and compression–ratio of the car.

| $\hat{AUC}_{\text{SIMP}}$ | $\hat{AUC}_{\text{IPW}}$ | $\hat{AUC}_{\text{KER}}$ | $\hat{AUC}_{\text{CONV}}$ |
|---------------------------|--------------------------|--------------------------|--------------------------|
| 0.766                     | 0.792                    | 0.792                    | 0.781                    |

Table 10: Estimated AUC for the automobile data set.

The estimates for the area under the curve are given in Table 10 where we report the obtained estimates of AUC when using the inverse probability weighting procedure, the smoothed kernel method as well as the convolution–based one, denoted $\hat{AUC}_{\text{IPW}}$, $\hat{AUC}_{\text{KER}}$ and $\hat{AUC}_{\text{CONV}}$, respectively. For comparison purposes we also report the simplified estimate, denoted $\hat{AUC}_{\text{SIMP}}$, that uses only the available biomarkers and which is known to be biased unless the missing is completely at random. In this data set, the simplified
estimator, that is based only on the complete available cases, seems to underestimate the area under the curve.

Figure 11: Estimated ROC curves for the automobile data set. Panels (a), (b) and (c) display the simplified estimator (in dashed black lines) jointly with $\hat{\text{ROC}}_{\text{IPW}}$, $\hat{\text{ROC}}_{\text{KER}}$ and $\hat{\text{ROC}}_{\text{CONV}}$ (in solid grey lines), respectively. The lower figure gives the plot of the four estimates, the red, blue and grey lines correspond to $\hat{\text{ROC}}_{\text{IPW}}$, $\hat{\text{ROC}}_{\text{KER}}$ and $\hat{\text{ROC}}_{\text{CONV}}$, respectively. We also plot the line $y = x$.

Figure 11 displays the ROC curve estimates obtained with the four methods. The simplified estimator, which uses only the observations at hand, is plotted with black dashed lines, while in panels (a), (b) and (c) the estimates $\hat{\text{ROC}}_{\text{IPW}}$, $\hat{\text{ROC}}_{\text{KER}}$ and $\hat{\text{ROC}}_{\text{CONV}}$ are given in solid grey lines. To compare the four estimators, panel (d) jointly represents all of them. In this case, the red, blue and grey lines correspond to $\hat{\text{ROC}}_{\text{IPW}}$, $\hat{\text{ROC}}_{\text{KER}}$ and
\( \hat{\text{ROC}}_{\text{conv}}, \) respectively. The largest differences between the inverse probability weighting and the simplified estimator are observed for values of \( p \) between 0.2 and 0.6. In this region, the IPW estimate is close to the smoothed kernel IPW (\( \hat{\text{ROC}}_{\text{ker}} \)). However, this last estimator as the convolution based one shows differences with the procedure that uses only the observations at hand for values of \( p \in [0.1, 0.2] \).

It is worth mentioning that any analysis of a real data set involves the choice of covariates with predictive capability on the propensity and also on the biomarker. These covariates indirectly influence the estimation of the ROC curve improving the estimation if properly chosen. In the considered data set, the recorded measurements allowed to construct more flexible procedures that lead to ROC estimates with better performance than the simplified estimator that only uses the subsample containing the complete cases with available biomarkers values. Based on the obtained results, in presence of dropouts we recommend the use of \( \hat{\text{ROC}}_{\text{ker}} \) since it gives better results in the range \([0.1, 0.2]\) and \([0.3, 0.7]\).
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A.1 Appendix

Proof of Theorem 3.1. We only derive a), since the proof of b) follows similarly. We begin by showing that for each fixed \( p \), we have that \( \left| \hat{\text{ROC}}_{\text{ipw}}(p) - \text{ROC}(p) \right| \overset{a.s.}{\rightarrow} 0 \). Note that \( \left| \hat{\text{ROC}}_{\text{ipw}}(p) - \text{ROC}(p) \right| \) can be bounded as

\[
\left| \hat{\text{ROC}}_{\text{ipw}}(p) - \text{ROC}(p) \right| \leq \left| \hat{F}_{D,\text{ipw}} \left( \hat{F}_{H,\text{ipw}}^{-1}(1-p) \right) - F_D \left( \hat{F}_{H,\text{ipw}}^{-1}(1-p) \right) \right| \\
+ \left| F_D \left( \hat{F}_{H,\text{ipw}}^{-1}(1-p) \right) - F_D \left( F_H^{-1}(1-p) \right) \right| \\
\leq \left\| \hat{F}_{D,\text{ipw}} - F_D \right\|_\infty + \| f_D \|_\infty \left| \hat{F}_{H,\text{ipw}}^{-1}(1-p) - F_H^{-1}(1-p) \right|
\]
which together with Proposition 3.1 and Proposition 3.2 leads to \( \left| \hat{\text{ROC}}_{\text{ipw}}(p) - \text{ROC}(p) \right| \overset{a.s.}{\longrightarrow} 0 \). The uniform convergence is a direct consequence of the fact that \( \hat{\text{ROC}}_{\text{ipw}} \) is a non-decreasing function of \( p \) and \( \text{ROC} : (0, 1) \to [0, 1] \) is a continuous non-decreasing function such that \( \lim_{p \to 0} \text{ROC}(p) = 0 \) and \( \lim_{p \to 1} \text{ROC}(p) = 1 \). \( \square \)

In order to prove Theorem 3.2, we will need the following Lemma.

Lemma A.1.1. Let \( (y_{H,j}, x_{H,j}, \delta_{H,j}), 1 \leq j \leq n_H, \) be such that (3) hold. Assume that C1, C2, C4 to C6 and C8 to C9 hold and that \( \hat{\pi}_H(x) = G_H(x, \hat{\theta}_H) \), where \( \sqrt{n_H}(\hat{\theta}_H - \theta_H) = O_P(1) \). Then, we have that \( \sqrt{n_H} \| \hat{F}_{H,\text{ipw}} - F_H \|_\infty = O_P(1) \).

PROOF. First note that analogous arguments to those considered in the proof of Theorem 4.1 in Bianco et al. (2010) allow to conclude that
\[
\frac{1}{n_H} \sum_{j=1}^{n_H} \frac{\delta_{H,j}}{\hat{\pi}_H(x_{H,j})} \overset{a.s.}{\longrightarrow} 1.
\]

Hence, it will be enough to show that
\[
\sqrt{n_H} \sup_{t \in \mathbb{R}} \left| \frac{1}{n_H} \sum_{j=1}^{n_H} \frac{\delta_{H,j}}{\hat{\pi}_H(x_{H,j})} \left\{ \mathbb{1}_{(-\infty,t]}(y_{H,j}) - F_H(y) \right\} \right| = O_P(1). \tag{A.1}
\]

Note that \( (1/n_H) \sum_{j=1}^{n_H} (\delta_{H,j}/\hat{\pi}_H(x_{H,j})) \left\{ \mathbb{1}_{(-\infty,t]}(y_{H,j}) - F_H(y) \right\} = S_{1,n_H}(t) - S_{2,n_H}(t) + S_{3,n_H}(t) \) where
\[
S_{1,n_H}(t) = \left\{ \frac{1}{n_H} \sum_{j=1}^{n_H} \frac{\delta_{H,j}}{\hat{\pi}_H(x_{H,j})} \mathbb{1}_{(-\infty,t]}(y_{H,j}) \right\} - F_H(t)
\]
\[
S_{2,n_H}(t) = \left\{ \frac{1}{n_H} \sum_{j=1}^{n_H} \frac{\delta_{H,j}}{\hat{\pi}_H(x_{H,j})} - 1 \right\} F_H(t)
\]
\[
S_{3,n_H}(t) = \frac{1}{n_H} \sum_{j=1}^{n_H} \left\{ \frac{1}{\hat{\pi}_H(x_{H,j})} - \frac{1}{\pi_H(x_{H,j})} \right\} \delta_{H,j} \left\{ \mathbb{1}_{(-\infty,t]}(y_{H,j}) - F_H(t) \right\}.
\]

The Central Limit Theorem and the fact that \( F_H(t) \leq 1 \) entail that \( \sqrt{n_H} \sup_{t \in \mathbb{R}} |S_{2,n_H}(t)| = O_P(1) \). On the other hand, taking into account that the class
\[
\mathcal{G} = \left\{ g(\delta, x, y) = \frac{\delta}{\pi_H(x)} \mathbb{1}_{(-\infty,t]}(y) \quad t \in \mathbb{R} \right\}
\]
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is a VC-class of functions, we immediately obtain that
\[ \sqrt{n_H} \sup_{t \in \mathbb{R}} \left| \frac{1}{n_H} \sum_{j=1}^{n_H} \frac{\delta_{H,j}}{\pi_H(x_{H,j})} \mathbb{I}_{(-\infty,t]}(y_{H,j}) - \mathbb{E} \frac{\delta_H}{\pi_H(x_H)} \mathbb{I}_{(-\infty,t]}(y_H) \right| = O_p(1), \]
which, together with the fact that
\[ \mathbb{E} \frac{\delta_H}{\pi_H(x_H)} \mathbb{I}_{(-\infty,t]}(y_H) = F_H(t), \]
implies that \( \sqrt{n_H} \sup_{t \in \mathbb{R}} |S_{1,n_H}(t)| = O_p(1) \).

It remains to show that \( \sqrt{n_H} \sup_{y \in \mathbb{R}} |S_{3,n_H}(t)| = O_p(1) \). For that purpose, define
\[ g_{\theta,t}(\delta, x, y) = \left\{ \frac{1}{G_H(x, \theta)} - \frac{1}{G_H(x, \theta_H)} \right\} \delta \mathbb{I}_{(-\infty,t]}(y) \]
and the class of functions \( G^*_H = \{ g_{\theta,t} : \theta \in \mathbb{R}^{n_H}, t \in \mathbb{R} \} \).

Note that \( S_{3,n_H}(t) = S_{4,n_H}(t) - S_{5,n_H}(t) + M(t, \hat{\theta}_H) \) with
\[ S_{4,n_H}(t) = \left\{ \frac{1}{n_H} \sum_{j=1}^{n_H} \left[ \frac{1}{\pi_H(x_{H,j})} - \frac{1}{\pi_H(x_{H,j})} \right] \delta_{H,j} \mathbb{I}_{(-\infty,t]}(y_{H,j}) \right\} - M(t, \hat{\theta}_H) \]
\[ = \frac{1}{n_H} \sum_{j=1}^{n_H} g_{\theta,t}(\delta_{H,j}, x_{H,j}, y_{H,j}) - M(t, \hat{\theta}_H), \]
with
\[ M(t, \theta) = \mathbb{E} g_{\theta,t}(\delta_H, x_H, y) = \mathbb{E} \left\{ \left[ \frac{G(x, \theta_H)}{G(x, \theta)} - 1 \right] F_H(t|x_H) \right\}, \]
where \( F_H(t|x_H) = \mathbb{E} (\mathbb{I}_{(-\infty,t]}(y_H)|x_H) \) stands for the conditional distribution of \( y_H \) given \( x_H \) and
\[ S_{5,n_H}(t) = \left\{ \frac{1}{n_H} \sum_{j=1}^{n} \left[ \frac{1}{\pi_H(x_{H,j})} - \frac{1}{\pi_H(x_{H,j})} \right] \delta_{H,j} \right\} F_H(t). \]

Assumption \((C9)\) and the fact that \( \{ \mathbb{I}_{(-\infty,t]}(y) : t \in \mathbb{R} \} \) is a VC-class implies that \( G^*_H \) is Donsker, so the uniform equicontinuity of the class and the fact that \( \hat{\theta}_H \xrightarrow{p} \theta_H \) implies that \( \sqrt{n_H} \sup_{t \in \mathbb{R}} |S_{4,n_H}(t)| = o_p(1) \). Using that the class \( G_H \) defined in assumption \((C9)\) has finite uniform–entropy, we immediately get that
\[ \frac{1}{\sqrt{n_H}} \sum_{j=1}^{n} \left[ \frac{1}{\pi_H(x_{H,j})} - \frac{1}{\pi_H(x_{H,j})} \right] \delta_{H,j} = o_p(1) \]
leading to $\sqrt{n_H} \sup_{t \in \mathbb{R}} |S_{5,n_H}(t)| = o_P(1)$. Hence, to conclude the proof it only remains to show that $\sqrt{n_H} \sup_{t \in \mathbb{R}} |M(t, \hat{\theta}_H)| = O_P(1)$. We first note that

\[
\frac{G(x, \theta_H)}{G(x, \hat{\theta}_H)} - 1 = \frac{G(x, \theta_H) - G(x, \hat{\theta}_H)}{G(x, \hat{\theta}_H)} = \frac{G(x, \hat{\theta}_H)}{G(x, \theta_H)} \frac{(\hat{\theta}_H - \theta_H)^T G'(x, \theta_H) + (\hat{\theta}_H - \theta_H)^T G''(x, \xi) (\hat{\theta}_H - \theta_H)}{G(x, \theta_H)}
\]

with $\xi$ and intermediate point between $\hat{\theta}_H$ and $\theta_H$. Hence, taking into account that $F_H(t|x_H) \leq 1$, we get that

\[
\sqrt{n_H} \sup_{t \in \mathbb{R}} |M(t, \hat{\theta}_H)| \leq \sqrt{n_H} \|\hat{\theta}_H - \theta_H\| \sup_{\theta \in \mathcal{V}} \mathbb{E} \left( \frac{\|G'(x, \theta_H)\|}{G(x, \theta)} \right) + \sqrt{n_H} \|\hat{\theta}_H - \theta_H\|^2 \sup_{\theta \in \mathcal{V}, \alpha \in \mathcal{V}} \mathbb{E} \left\{ \lambda_1 \left( \frac{G''(x_H, \alpha)}{G'H(x_H, \theta)} \right) \right\}
\]

which together with the fact that $\sqrt{n_H} (\hat{\theta}_H - \theta_H) = O_P(1)$, entails that $\sqrt{n_H} \sup_{t \in \mathbb{R}} |M(t, \hat{\theta}_H)| = O_P(1)$, concluding the proof. □

**Proof of Theorem 3.2.** Recall that

\[
\widehat{\text{ROC}}_{\text{ker}}(p) = \frac{1}{n_D} \sum_{\ell=1}^{n_D} \frac{\delta_{D,\ell}}{\pi_D(x_{D,\ell})} \sum_{j=1}^{n_D} \delta_{D,j} \mathcal{K} \left( \frac{p - \tilde{Z}_j}{h} \right)
\]

where $\tilde{Z}_j = 1 - \tilde{F}_{H,ipw}(y_{D,j})$ and $\mathcal{K}(t) = \int_{-\infty}^{t} K(u)du$. Denote as $Z_j = 1 - F_H(y_{D,j})$ and

\[
\widehat{\text{ROC}}_{\text{ker}}^*(p) = \frac{1}{n_D} \sum_{\ell=1}^{n_D} \frac{\delta_{D,\ell}}{\pi_D(x_{D,\ell})} \sum_{j=1}^{n_D} \frac{\delta_{D,j}}{\pi_D(x_{D,j})} \mathcal{K} \left( \frac{p - Z_j}{h} \right)
\]

As in the proof of Theorem 4.1 in Bianco et al. (2010), standard arguments allow to show that

\[
\frac{1}{n_D} \sum_{\ell=1}^{n_D} \frac{\delta_{D,\ell}}{\pi_D(x_{D,\ell})} \xrightarrow{a.s.} 1.
\]  \hspace{1cm} (A.2)

Then, we have that $\widehat{\text{ROC}}_{\text{ker}}^*(p) \xrightarrow{a.s.} \text{ROC}(p)$, since $h \to 0$ and $n_D h \to \infty$. Effectively, from $\text{C1}$ and $\text{C2}$ and using that $\text{C6}$ entails that $\mathcal{K}$ is bounded, we easily get that

\[
\frac{1}{n_D} \sum_{j=1}^{n_D} \left\{ \frac{1}{\pi_D(x_{D,j})} - \frac{1}{\pi_D(x_{D,j})} \right\} \delta_{D,j} \mathcal{K} \left( \frac{p - Z_j}{h} \right) \xrightarrow{a.s.} 0,
\]
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which together with the fact that
\[
\frac{1}{n_D} \sum_{j=1}^{n_D} \frac{\delta_{D,j}}{\hat{\pi}_D(x_{D,j})} K \left( \frac{p - Z_j}{h} \right) \xrightarrow{p} F_Z(p) = \text{ROC}(p),
\]
entail that \(\hat{\text{ROC}}_{\text{KER}}^*(p) \xrightarrow{p} \text{ROC}(p)\).

On the other hand, if \(\xi_j\) stands for an intermediate point between \(\hat{Z}_j\) and \(Z_j\) we get that
\[
\left| \hat{\text{ROC}}_{\text{KER}}(p) - \hat{\text{ROC}}_{\text{KER}}^*(p) \right| = \frac{1}{n_D} \sum_{\ell=1}^{n_D} \frac{1}{\hat{\pi}_D(x_{D,\ell})} \left| \sum_{j=1}^{n_D} \frac{\delta_{D,j}}{\hat{\pi}_D(x_{D,j})} \left\{ K \left( \frac{p - \hat{Z}_j}{h} \right) - K \left( \frac{p - Z_j}{h} \right) \right\} \right|
\leq \frac{1}{n_D} \sum_{\ell=1}^{n_D} \frac{1}{\hat{\pi}_D(x_{D,\ell})} \frac{1}{n_D h} \left| \sum_{j=1}^{n_D} \frac{\delta_{D,j}}{\hat{\pi}_D(x_{D,j})} K \left( \frac{p - Z_j}{h} \right) \right| \left| \hat{Z}_j - Z_j \right|
+ \frac{1}{n_D} \sum_{\ell=1}^{n_D} \frac{1}{\hat{\pi}_D(x_{D,\ell})} \frac{1}{n_D h^2} \left| \sum_{j=1}^{n_D} \frac{\delta_{D,j}}{\hat{\pi}_D(x_{D,j})} K' \left( \frac{p - \xi_j}{h} \right) \left( \hat{Z}_j - Z_j \right)^2 \right|
\leq \frac{1}{n_D} \sum_{\ell=1}^{n_D} \frac{1}{\hat{\pi}_D(x_{D,\ell})} \frac{1}{n_D h} \left| \sum_{j=1}^{n_D} \frac{\delta_{D,j}}{\hat{\pi}_D(x_{D,j})} K \left( \frac{p - Z_j}{h} \right) \right| \| \hat{F}_{H,\text{IPW}} - F_H \|_\infty
+ \frac{1}{2 n_D h^2} \| K' \|_\infty \frac{1}{n_D} \| \hat{F}_{H,\text{IPW}} - F_H \|_2^2.
\]

As above, using that \(\text{C1}\) and \(\text{C2}\) hold, it is easy to see that
\[
\frac{1}{n_D h} \sum_{j=1}^{n_D} \left\{ \frac{1}{\hat{\pi}_D(x_{D,j})} - \frac{1}{\pi_D(x_{D,j})} \right\} \delta_{D,j} K \left( \frac{p - Z_j}{h} \right) \xrightarrow{a.s.} 0,
\]
which together with the fact that
\[
\frac{1}{n_D h} \sum_{j=1}^{n_D} \frac{\delta_{D,j}}{\pi_D(x_{D,j})} K \left( \frac{p - Z_j}{h} \right) \xrightarrow{p} f_Z(p) = \text{ROC}'(p),
\]
entail that
\[
\frac{1}{n_D h} \sum_{j=1}^{n_D} \frac{\delta_{D,j}}{\pi_D(x_{D,j})} K \left( \frac{p - Z_j}{h} \right) \xrightarrow{p} \text{ROC}'(p).
\]

Therefore, from \(\text{C7}\) and \(\text{C8}\) we have that \(n_D/n_H \to \tau/(1 - \tau)\) with \(0 < \tau < 1\) and \(n_D h^2 \to \infty\), so from \(\text{A.2}\) and Lemma \(\text{A.1}\), we get that \(\hat{\text{ROC}}_{\text{KER}}(p) - \hat{\text{ROC}}_{\text{KER}}^*(p) \xrightarrow{p} 0\), concluding the proof. \(\square\)
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