Citation: Caudrelier, V., Mintchev, M. and Ragoucy, E. (2014). Exact scattering matrix of graphs in magnetic field and quantum noise. Journal of Mathematical Physics, 55, 083524. doi: 10.1063/1.4893354

This is the accepted version of the paper.

This version of the publication may differ from the final published version.

Permanent repository link: http://openaccess.city.ac.uk/4303/

Link to published version: http://dx.doi.org/10.1063/1.4893354

Copyright and reuse: City Research Online aims to make research outputs of City, University of London available to a wider audience. Copyright and Moral Rights remain with the author(s) and/or copyright holders. URLs from City Research Online may be freely distributed and linked to.
Exact scattering matrix of graphs in magnetic field and quantum noise

Vincent Caudrelier\textsuperscript{a}, Mihail Mintchev\textsuperscript{b} and Eric Ragoucy\textsuperscript{c}\textsuperscript{1}

\textsuperscript{a} Department of Mathematical Science, City University London, Northampton Square, London EC1V 0HB, UK

\textsuperscript{b} Istituto Nazionale di Fisica Nucleare and Dipartimento di Fisica dell’Università di Pisa, Largo Pontecorvo 3, 56127 Pisa, Italy

\textsuperscript{c} LAPTh, Laboratoire d’Annecy-le-Vieux de Physique Théorique, CNRS, Université de Savoie, BP 110, 74941 Annecy-le-Vieux Cedex, France

Abstract

We consider arbitrary quantum wire networks modelled by finite, noncompact, connected quantum graphs in the presence of an external magnetic field. We find a general formula for the total scattering matrix of the network in terms of its local scattering properties and its metric structure. This is applied to a quantum ring with \(N\) external edges. Connecting the external edges of the ring to heat reservoirs, we study the quantum transport on the graph in ambient magnetic field. We consider two types of dynamics on the ring: the free Schrödinger and the free massless Dirac equations. For each case, a detailed study of the thermal noise is performed analytically. Interestingly enough, in presence of a magnetic field, the standard linear Johnson-Nyquist law for the low temperature behaviour of the thermal noise becomes nonlinear. The precise regime of validity of this effect is discussed and a typical signature of the underlying dynamics is observed.
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1 Introduction

The study of transport properties on networks of quantum wires offers both a basis for deep theoretical insight as well as a benchmark for physical applications and comparisons with experiments. The wealth of literature on various aspects of this topic indicates that it is a very lively and important subject. Up to now, most of the efforts have been focused on the computation of the one-point current correlator \( \langle j \rangle \) in order to extract the conductance properties. Several methods have been used to achieve this: bosonization techniques [1–9], renormalization group analysis [10–13], conformal field theory [14,15] or Landauer-Büttiker formalism [16]. In this paper, we study the two-point function \( \langle jj \rangle \) and extract from it the quantum noise. Since we are looking for finite size effects, the most suitable formalism is the Landauer-Büttiker approach [17,18]. The latter relies crucially on the scattering properties of the system under consideration. The typical setup is to connect the sample of interest to a number of heat reservoirs which drive the system out of equilibrium. Under certain conditions, they bring it to a steady state where physical quantities such as the conductance, the current or the noise can be computed. The key to make predictions is to gain information on the scattering through the sample since all the formulas in the Landauer-Büttiker approach rely on the transmission amplitudes from one external lead to another via the sample.

It turns out that in the case where the sample is taken to be a finite, connected quantum graph representing a model for one-dimensional transport in a network of quantum wires, one has powerful methods to compute the total scattering matrix of the resulting sample, knowing only the metric structure and the local scattering at each node (or vertex) of the graph [19]. In turn, the local scattering is completely determined by the classification of the self-adjoint extensions of the underlying differential operator used to model the dynamics of the particles one is interested in. For instance, in the case of the free Schrödinger equation, one can use the results of [20]. This means that the class of total scattering matrices of a given arbitrary quantum graph is completely determined. It can then be used to study transport analytically and exactly on such structures.

The presence of a magnetic field can have dramatic effects on quantum transport properties and it is one the purposes of this paper to extend the method of [19] to the case with external magnetic field. The total scattering matrix [2,19] has the same structure as in the case without magnetic field but all the information on the magnetic flux is encoded in the matrix describing the propagation of particle modes along the wires (or edges) of the graph. In the case where the graph contains loops or cycles, the magnetic field is captured in fluxes through these structures and can strongly influence transport as seen for instance in the resonant tunneling effect on a quantum ring [21,22]. Equipped with our computationally efficient formula for the total scattering matrix, one can in principle study the quantum transport properties on an arbitrary graph and for several kinds of compatible dynamics on the edges, like the free Schrödinger, the free Dirac equation or the Tomonaga-Luttinger model. In this paper, we carry out this program from start to end by focusing our attention
on the following combination of graph/systems/physical quantity of interest: a quantum ring connected to an arbitrary number of reservoirs with the free Schrödinger or free massless Dirac equation on the edges for which we study the properties of the pure thermal noise. In particular, we show that the low temperature behaviour of the pure thermal noise is strongly affected by the presence of a magnetic flux through the ring. The usual linear temperature dependence (Johnson-Nyquist law) is dramatically changed to a quadratic (Schrödinger) or cubic (Dirac) dependence. These results were presented numerically in the free Schrödinger case on a ring connected to only three reservoirs in a companion letter [22]. The present paper provides the full analytical treatment in the general case of $N$ reservoirs and for both the Schrödinger and Dirac cases. This relies on thorough analysis of the total scattering matrix and in particular of what we call its fundamental eigenvalue.

The paper is organised as follows. In section 2, we present the extension of the method of [19] to compute the total scattering matrix of an arbitrary finite, connected quantum graph in the presence of a magnetic field. This is then applied to the case of a quantum ring with $N$ external edges. In this particular case, we show that all the relevant information about the total scattering matrix can be reduced to a single eigenvalue, the fundamental eigenvalue. In section 3, we present the setup whereby the quantum graph is connected to external reservoirs thus allowing us to use the usual Landauer-Büttiker transport formulas for the current and the noise. Using our detailed knowledge of the fundamental eigenvalue, we are able to study exactly the behaviour of the pure thermal noise. This is done both for the Schrödinger and Dirac cases. The main result there is the derivation of an important effect of the magnetic flux on the power law appearing in the low temperature behaviour of the thermal noise. This provides an analytical confirmation of the similar numerical observation made in [22]. Section 4 contains a discussion of the results, our conclusions and some directions for future investigations.

2 Total scattering matrix of a graph in magnetic field

2.1 General method

In [19], two of the authors presented a general method to compute systematically and efficiently the total scattering matrix of a quantum graph knowing only the local scattering matrices and the metric structure of the graph, in the absence of a magnetic field. From a mathematical point of view, this was achieved by using the algebraic structure of the so-called Reflection-Transmission algebras [23]. From the physical point of view, it amounts to a systematic generalization of the scattering formalism à la Landauer-Büttiker.

In this paper, we generalise the formalism to incorporate an external magnetic field and we adapt the procedure explained in [24] to the method of [19]. To make this paper more self-contained, we present the main setting and notations as in Section 2.1 of [19] that are useful in the present paper.
We consider a finite, noncompact, and connected graph with $N$ vertices that we label with $a = 1, \ldots, N$ and with internal and external edges. The graph is compact if it has no external edges. At each vertex $a$ are attached possibly several edges. One can endow the graph with a metric structure: the external edges are associated to infinite half-lines and are connected to a unique vertex; the internal edges are associated to intervals of finite length and connect two vertices, possibly not distinct. In the case where an internal edge connects the same vertex, we call it a loop (also called tadpole in the literature). Two edges are adjacent if they are connected by an internal edge. We consider a connected graph i.e. a graph such that for any two vertices $a, b$ there is a sequence $\{a_1 = a, a_2, \ldots, a_q = b\}$ of adjacent vertices. We define an orientation on the edges, and in the case of internal edges, $(ab)$ will define an edge with orientation from vertex $a$ to vertex $b$. By convention, external edges ($a0$) are always oriented from the vertex to infinity. On each of these edges, we attach operators or modes

$$a_j^{ab}(k) \quad j = 1, \ldots, N_{ab} ; \quad b = 0, 1, \ldots, N ; \quad a = 1, \ldots, N ; \quad a \neq b,$$

$k$ being an orientation dependent parameter which has the interpretation of a momentum or a rapidity in applications to quantum fields on graphs and with the following conventions:

- $a = 1, 2, \ldots, N$ denotes the vertex to which the edge is attached;
- $b = 0, 1, 2, \ldots, N$ denotes the vertex linked to $a$ by the edge under consideration, with the convention that external edges corresponds to $b = 0$;
- $j = 1, \ldots, N_{ab}$ numbers the different edges between $a$ and $b$, $N_{ab}$ being their total number. We set $N_{ab} = 0$ if $a$ is not connected to $b$.

In this way the ordered triplet $(a, b, j)$ uniquely defines all the oriented edges of the graph. Obviously, $(a, b, j)$ and $(b, a, j)$ define the same edge, but with a different orientation. Hence we have $N_{ab} = N_{ba}$. We will call internal mode (resp. external mode) a mode living on an internal edge (resp. external edge). The length of the edge $(a, b, j)$ is denoted $d_{ab}^j = d_{ba}^j$. We denote $A_j^{ab}(x)$ the projection of the ambient vector potential $A(x)$ on the unit tangent vector $t_j^{ab}(x)$ of the edge $(a, b, j)$ chosen in accordance with the orientation of the edge and with $x \in [0, d_{ab}^j]$ being the variable of the parametrization of the embedded edge. As explained in [24], the physical motivation of seeing the graph embedded in $\mathbb{R}^3$ with an ambient vector potential is convenient in introducing the $A_j^{ab}$’s but in the sequel we may as well consider that these functions are given to us as part of the graph data. The effect of the external potential is now encoded easily in our formalism. One simply has to modify the relations describing the propagation of a mode $a_{j}^{ab}(k)$ (eq (2.2) in [19]) to

$$a_{j}^{ab}(k) = \exp(-ikd_{j}^{ab} + i\theta_{j}^{ab})a_{j}^{ba}(-k), \quad (2.1)$$
where
\[ \theta_{ab}^j = \int_0^{d_{ab}^j} A_{ab}^j(x) \, dx. \] (2.2)

To see this, we simply note that instead of using the standard eigenfunctions of the operator \( \frac{d}{dx} \), i.e. \( e^{-ikx} \), we now use the following eigenfunctions of the operator \( \frac{d}{dx} - iA_{ab}^j(x) \) on the edge \((a, b, j)\): \( e^{-ikx+i\int_0^x A_{ab}^j(t) \, dt} \). The consistency of (2.1) is ensured by the fact that \( d_{ab}^j = d_{ba}^j \) and the property
\[ \theta_{ab}^j = -\theta_{ba}^j, \] (2.3)
which in turn follows from the fact that \( t_{ab}^j(x) = -t_{ba}^j(x) \).

In the presence of a magnetic field, it is important to discuss loops and cycles. In this paper, we call a loop an internal edge that connects a vertex to itself. A cycle is a closed simple path in the graph i.e. a sequence of vertices such that each two adjacent vertices in the sequence are connected by an edge, and each two nonadjacent vertices in the sequence are not connected by any edge, with the starting and ending edge in the sequence being the same. These are sometimes also called simple cycles or chordless cycles or polygons or holes. Note that a cycle of length 1 is a loop. For a cycle of length \( n > 1 \), denoting \( \theta_1, \ldots, \theta_n \) the line integrals of the \( A \)'s corresponding to the edges involved in the cycle and with the appropriate orientation, we see that the sum of the \( \theta_j \)'s is the flux of the magnetic field through the cycle by Stokes theorem. For a loop, we adapt the formalism of Section 3 in [19] along the same lines as above by defining \(^2\)

\[ e_{ab}^j(k, \theta) = \begin{cases} e^{-ikd_{ab}^j+i\theta_{ab}^j}, & \text{if } b \neq a \text{ and } N_{ab} \neq 0, \\
 e^{-ikd_{ab}^j} \begin{pmatrix} 0 & e^{i\theta_{ab}^j} \\
 e^{-i\theta_{ab}^j} & 0 \end{pmatrix}, & \text{if } b = a \text{ and } N_{aa} \neq 0, \end{cases} \] (2.4)

where \( \theta_{ab}^j = \int_0^{d_{ab}^j} A_{ab}^j(t) \, dt \) is the flux of the magnetic field through the loop, and then by writing the propagation relations as
\[ a_{ab}^j(k) = e_{ab}^j(k, \theta) a_{ab}^{ba}(-k) \quad \forall j = 1, \ldots, N_{ab} ; \forall b = 0, 1, \ldots, N. \] (2.5)

Matrix form

As in [19], one can present the above relations in matrix form. However, since the determination of the sizes of the involved matrices is rather delicate, we prefer to recall here the main steps of [19].

\(^2\)For convenience and conciseness, we add a variable \( \theta \) in the arguments of \( e_{ab}^j \) to account for the presence of the line integrals \( \theta_{ab}^j \).
We first look at the modes at a given vertex \( a = 1, \ldots, N \). One wishes to gather the internal modes \( a^b_j(k) \) \((b \neq 0)\) in a vector \( B_a(k) \) of minimal size. For a given vertex \( a \), let \( M_a \) be the number of vertices connected to \( a \), and \( \{a_1, a_2, \ldots, a_{M_a}\} \) be these vertices \( (i.e. \ N_{a,a_i} \neq 0 \) and \( N_{ab} = 0 \) for \( b \neq a_i , i = 1, \ldots, M_a \)). Let us denote by \( v \) a generic basis vector of \( C^p \) with \( p \) being the appropriate dimension according to the context (indicated in the formulas below). The modes are then arranged into the vector \( B_a(k) \) as

\[
B_a(k) = \sum_{a=1}^{M_a} \sum_{j=1}^{N_{a,a}} v_a^{M_a} \otimes v_j^{N_{aa}} a^a_{j}(k) \equiv \sum_{b=1}^{N_{ab}} \sum_{j=1}^{N_{ab}} v_b^{M_a} \otimes v_j^{N_{ab}} a^{ab}_{j}(k) \tag{2.6}
\]

The first expression of \( B_a(k) \) shows clearly the minimal structure \((\text{where we indicated the size of the basis vectors } v)\) while the second expression, easier to use in the following, has to be handled with the understanding that there is no slot created in \( B_a \) when \( N_{ab} = 0 \). The indicated sizes in this second expression are there to remind this.

The full set of modes is then gathered in the vector

\[
\mathcal{B}(k) = \sum_{a=1}^{N} v_a^{N} \otimes B_a(k), \tag{2.7}
\]

which has \( M_1 + \cdots + M_N \) components.

Then, the influence of the magnetic field is entirely encoded in the following matrix

\[
E(k, \theta) = \sum_{a,b=1}^{N} \sum_{j=1}^{N_{ab}} E_{ab}^{N_{ab}} \otimes E_{ba}^{M_a \times M_a} \otimes E_{jj}^{N_{ab} \times N_{ab}} \otimes e^{ab}_{j}(k, \theta) \tag{2.8}
\]

where the matrix \( E_{mn} \) is the square matrix with 1 at position \((m, n)\) and 0 elsewhere and appropriate dimension \((\text{given by the context and indicated explicitly in (2.8)})\). In the following sections, we will consider "simple" graphs with \( N_{ab} = 1 \) \((a \neq b)\) and \( N_{aa} = 0 \), so that the matrices \( E_{jj} \) above will just drop out. An example \((\text{corresponding to a ring with } N \text{ external edges})\) of matrix \( E(k, \theta) \) is given in the proof of proposition 2.1.

The relations (2.5) are then totally encoded in the following relation

\[
\mathcal{B}(k) = E(k, \theta) \mathcal{B}(-k). \tag{2.9}
\]

The matrix \( E(k, \theta) \) is the crucial ingredient in the total scattering matrix and enjoys the following important properties

\[
E(k, \theta)^\dagger = E(-k, \theta) = E(k, \theta)^{-1}, \quad \theta, k \in \mathbb{R}, \tag{2.10}
\]

\[
E(k, \theta)^T = E(k, -\theta), \tag{2.11}
\]
where the notation \( E(k, -\theta) \) means that all the \( \theta_{ij}^{ab} \) are changed to \(-\theta_{ij}^{ab}\) in \( E \). One collects in a similar manner all the external modes \( \mathbf{a}_j^0(k) \) in a vector \( \mathbf{A}(k) \) of size \( N_{10} + \cdots + N_{N0} \). The relations of local scattering at each vertex read

\[
\mathbf{a}_j^{ab}(k) = \sum_{c=0}^{N_{ac}} \sum_{\ell=1}^{N_{ac}} s_{a\ell}^{bc}(k) a_{c}^{ac}(-k) \quad \forall j = 1, \ldots, N_{ab} \quad \forall b = 0, 1, \ldots, N
\]  

(2.12)

where \( s_{\alpha,jk}^{\beta\gamma}(p) \) are the components of the local scattering matrix \( S_\alpha(k) \). These relations are then gathered into

\[
\mathbf{A}(k) = S^{(\text{out-out})}(k) \mathbf{A}(-k) + S^{(\text{out-in})}(k) \mathbf{B}(-k)
\]  

(2.13)

\[
\mathbf{B}(k) = S^{(\text{in-out})}(k) \mathbf{A}(-k) + S^{(\text{in-in})}(k) \mathbf{B}(-k)
\]  

(2.14)

where

\[
S^{(\text{out-out})}(k) = \sum_{a=1}^{N} \sum_{j=1}^{N_{ab}} E_{aa} \otimes \begin{pmatrix} v_{j}^{T} \\ M_{a} \end{pmatrix} \otimes s_{a\ell}^{00}(k),
\]

(2.15)

\[
S^{(\text{out-in})}(k) = \sum_{a,c=1}^{N} \sum_{j=1}^{N_{ab}} \sum_{\ell=1}^{N_{ac}} E_{aa} \otimes \begin{pmatrix} v_{j}^{T} \\ M_{a} \end{pmatrix} \otimes s_{a\ell}^{0c}(k),
\]

(2.16)

\[
S^{(\text{in-out})}(k) = \sum_{a,b=1}^{N} \sum_{j=1}^{N_{ab}} \sum_{\ell=1}^{N_{ac}} E_{aa} \otimes \begin{pmatrix} v_{j}^{T} \\ M_{a} \end{pmatrix} \otimes s_{a\ell}^{bc}(k),
\]

(2.17)

\[
S^{(\text{in-in})}(k) = \sum_{a,b,c=1}^{N} \sum_{j=1}^{N_{ab}} \sum_{\ell=1}^{N_{ac}} E_{aa} \otimes \begin{pmatrix} v_{j}^{T} \\ M_{a} \end{pmatrix} \otimes s_{a\ell}^{bc}(k).
\]

(2.18)

The explicit form of these matrices when considering the particular case of a ring with \( N \) external edges is given in the proof of proposition 2.1.

Eliminating the internal modes \( \mathbf{B}(k) \) from equations (2.9), (2.13) and (2.14), one obtains the expression of the total scattering matrix of the given graph

\[
\mathbf{S}(k, \theta) = S^{(\text{out-out})}(k) + S^{(\text{out-in})}(k) \left[ E(k, \theta) - S^{(\text{in-in})}(k) \right]^{-1} S^{(\text{in-out})}(k).
\]

(2.19)

This formula applies to a completely general finite, connected, noncompact graph \((i.e.\) even with tadpoles and multiples edges between two vertices). For practical calculations in scattering problems, it is more amenable than the general results obtained in [25]. Note that a similar formula appeared in the context of chaotic on graphs in [26] in the special case of a single edge between any two vertices and of symmetric local scattering matrices.

We can now see in detail an important general fact: the presence of a magnetic field breaks time-reversal invariance. It is known that time-reversal invariance is equivalent to having a
symmetric scattering matrix. So the fundamental source of time-reversal invariance breaking is equation (2.11). Indeed, even when all the local scattering matrices are symmetric, hence giving
\[ S^{(\text{out-in})}(k)^T = S^{(\text{in-out})}(k), \quad S^{(\text{in-in})}(k)^T = S^{(\text{in-in})}(k), \quad S^{(\text{out-out})}(k)^T = S^{(\text{out-out})}(k), \]
we still get
\[ S(k, \theta)^T = S(k, -\theta). \tag{2.20} \]
The total scattering matrix is no longer symmetric in the presence of a magnetic field.

2.2 Example of a quantum ring with \( N \) external edges

2.2.1 Explicit form of the scattering matrix

We apply the general method for computing the total scattering to a regular ring with \( N \) external edges obtained by gluing \( N \) three-edge vertices (see Fig. 2.2.1).

As explained in [19], the total scattering matrix is always defined up to a permutation accounting for the freedom in choosing a numbering and labelling of the vertices and edges. For convenience we number the vertices clockwise and we arrange the internal modes clockwise too, starting from the the external mode \( \alpha^{a0}(k), a = 1, \ldots, N \) at each vertex. The other two modes at a vertex are \( \alpha^{a,a+1}(k) \) and \( \alpha^{a,a-1}(k) \).

Note that we drop the index \( j \) for convenience as there is only one edge between any two adjacent vertices.

\[^3\text{Of course, at vertex 1, the other modes are } \alpha^{12}(k) \text{ and } \alpha^{1N}(k), \text{ while at vertex } N \text{ they are } \alpha^{N1}(k) \text{ and } \alpha^{N,N-1}(k).\]

Figure 1: Gluing of \( N \) three-edge identical star-graphs to obtain a regular ring.
The total scattering matrix

Proposition 2.1 clear that there is a cyclic structure on this graph (see Fig. 2).

The local scattering matrices are all taken to be the same $3 \times 3$ matrix $S(k)$, satisfying the usual properties

$$S(k)S(-k) = \mathbb{I}, \quad S(k)S^\dagger(k^*) = \mathbb{I}. \quad (2.21)$$

To help the reader with notations and make the connection with the previous section, at vertex $a = 1, \ldots, N$ we write

$$
\begin{pmatrix}
    a^0(k) \\
    a^{aa+1}(k) \\
    a^{aa-1}(k)
\end{pmatrix} = S(k)
\begin{pmatrix}
    a^0(-k) \\
    a^{aa+1}(-k) \\
    a^{aa-1}(-k)
\end{pmatrix} =
\begin{pmatrix}
    S_{11}(k) & S_{12}(k) & S_{13}(k) \\
    S_{21}(k) & S_{22}(k) & S_{23}(k) \\
    S_{31}(k) & S_{32}(k) & S_{33}(k)
\end{pmatrix}
\begin{pmatrix}
    a^0(-k) \\
    a^{aa+1}(-k) \\
    a^{aa-1}(-k)
\end{pmatrix}.
$$

(2.22)

The second line of (2.22) uses the notation of the general framework depicted in section 2.1, while the first line of (2.22) uses a simplified notation, allowed by the particular case we consider in this section.

We assume that the magnetic field $B$ is constant and uniform along the direction normal to the plane containing the ring. Setting up a right-handed set of axis $(Ox, Oy, Oz)$ with some fixed origin $O$ and such that the polygon lies in the $(x, y)$ plane, $B$ is taken in the positive $z$ direction. Given the symmetry of the problem, the line integrals of the corresponding vector potential along the edge relating $a$ to $a+1$ are all equal to $\frac{\Phi}{N}$, where $\Phi$ is the (negative) total flux of $B$ through the surface of the ring. We denote $\theta = -\frac{\Phi}{N}$ the ”flux per edge”. It is then clear that there is a cyclic structure on this graph (see Fig. 2).

**Proposition 2.1** The total scattering matrix $S(k, \theta)$ of the quantum ring with $N$ external edges and pierced by the flux $\Phi$ is a circulant matrix and can be diagonalized as

$$S(k, \theta) = W^{-1} \Lambda(k, \theta) W, \quad (2.23)$$

where

$$W = \frac{1}{\sqrt{N}} \sum_{a,b=1}^{N} \omega^{(a-1)(b-1)} E_{ab} = \frac{1}{\sqrt{N}} \begin{pmatrix} 1 & 1 & \ldots & 1 \\ 1 & \omega & \ldots & \omega^{N-1} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \omega^{N-1} & \ldots & \omega \end{pmatrix}, \quad \omega = e^{\frac{2i\pi}{N}}, \quad (2.24)$$

and

$$\Lambda_{ab}(k, \theta) = \delta_{ab} \lambda \left( k, \theta + \frac{2(b-1)\pi}{N} \right), \quad a, b = 1, \ldots, N. \quad (2.25)$$
The eigenvalue $\lambda(k, \theta)$ is called the fundamental eigenvalue and reads

$$
\lambda(k, \theta) = \frac{e^{2ikd} \det S + e^{ikd} \left[ (S_{11}S_{23} - S_{13}S_{21})e^{i\theta} + (S_{11}S_{22} - S_{21}S_{12})e^{-i\theta} \right] - S_{11}}{e^{2ikd}(S_{22}S_{33} - S_{23}S_{32}) + e^{ikd}(S_{23}e^{i\theta} + S_{32}e^{-i\theta}) - 1},
$$

where we have dropped the $k$-dependence in the entries $S_{ab}$ for conciseness.

Let us stress that the above formulas are valid whatever the local matrix $S(k)$ (provided it is the same at each vertex).

Proof: Denote by $E_{ab}^P$ the matrix of size $P \times P$ with 1 at position $(a, b)$. Then, the $2N \times 2N$ matrix $E(k, \theta)$ reads

$$
E(k, \theta) = e^{-ikd} \sum_{a=1}^{N} \left( e^{-i\theta} E_{a,a+1}^N \otimes E_{12}^2 + e^{i\theta} E_{a+1,a}^N \otimes E_{21}^2 \right)
$$

$$
= e^{-ikd} \sum_{a=1}^{N} \left( e^{-i\theta} E_{2a-1,2a+2}^{2N} + e^{i\theta} E_{2a+2,2a-1}^{2N} \right).
$$

Denoting $S_{ab}, a, b = 1, 2, 3$ the elements of the local scattering matrix $S(k)$, we obtain the four matrices $S^{(\text{out-out})}(k), S^{(\text{out-in})}(k), S^{(\text{in-in})}(k), S^{(\text{in-out})}(k)$ that correspond to connection between external (out) or internal (in) edges. Explicitly, they read

$$
S^{(\text{out-out})}(k) = \left( \begin{array}{ccc}
S_{11} & & \\
& \ddots & \\
& & S_{11}
\end{array} \right) = S_{11} \mathbb{I}_N,
$$
For simplicity, we denote 

$$S^{(\text{in-in})}(k) = \begin{pmatrix} S_{22} & S_{23} \\ S_{32} & S_{33} \\ S_{22} & S_{23} \\ S_{32} & S_{33} \\ \vdots & \vdots \\ \vdots & \vdots \\ S_{22} & S_{23} \\ S_{32} & S_{33} \end{pmatrix} ,$$

(2.30)

and

$$S^{(\text{in-out})}(k) = \begin{pmatrix} S_{21} \\ S_{31} \\ S_{21} \\ S_{31} \\ \vdots \\ \vdots \\ S_{21} \\ S_{31} \end{pmatrix} = \mathbb{I}_N \otimes \begin{pmatrix} S_{21} \\ S_{31} \end{pmatrix} ,$$

(2.32)

$$S^{(\text{out-in})}(k) = \begin{pmatrix} S_{12} & S_{13} \\ S_{12} & S_{13} \\ \vdots & \vdots \\ \vdots & \vdots \\ S_{12} & S_{13} \end{pmatrix} ,$$

(2.34)

$$S^{(\text{out-in})}(k) = \mathbb{I}_N \otimes \begin{pmatrix} S_{12} & S_{13} \end{pmatrix} .$$

(2.35)

One can see that $S(k, \theta)$ is a circulant matrix by noticing that it commutes with the $N \times N$ shift operator

$$D = E_{N1}^N + \sum_{a=1}^{N-1} E_{a,a+1}^N \quad \text{with} \quad D^N = \mathbb{I}_N .$$

(2.36)

This follows immediately from

$$DS^{(\text{out-out})} = S^{(\text{out-out})} D , \quad DS^{(\text{out-in})} = S^{(\text{out-in})} \Delta , \quad S^{(\text{in-out})} D^{-1} = \Delta^{-1} S^{(\text{in-out})} ,$$

(2.37)

and

$$\Delta \left( E(k, \theta) - S^{(\text{in-in})}(k, \theta) \right) = \left( E(k, \theta) - S^{(\text{in-in})}(k, \theta) \right) \Delta ,$$

(2.38)
where \(\Delta = D \otimes \mathbb{1}_2\). Therefore, \(S(k, \theta)\) is diagonalizable by the matrix \(W\). We write

\[
S(k, \theta) = W^{-1} \sum_{a=1}^{N} \left( \lambda_a(k, \theta) E_{aa}^N \right) W. \tag{2.39}
\]

Next, noting that

\[
WS^{\text{(out-in)}}(W \otimes \mathbb{1}_2) = S^{\text{(out-in)}}(W \otimes \mathbb{1}_2)W^{-1} = (W^{-1} \otimes \mathbb{1}_2)S^{\text{(in-out)}}, \tag{2.40}
\]

and

\[
(W \otimes \mathbb{1}_2)(E(k, \theta) - S^{\text{(in-in)}})(W \otimes \mathbb{1}_2)^{-1} = \sum_{a=1}^{N} E_{aa}^N \otimes \begin{pmatrix} -S_{22} & e^{-ikd - i\theta \omega_a^{1-a}} - S_{23} \\ e^{-ikd + i\theta \omega_a^{a-1}} - S_{32} & -S_{33} \end{pmatrix}, \tag{2.41}
\]

and inserting in (2.19), we obtain

\[
\lambda_a(k, \theta) = \frac{e^{2ikd} \det S + e^{ikd} \left[ (S_{11}S_{23} - S_{13}S_{21})e^{i\theta \omega_a^{a-1}} + (S_{11}S_{32} - S_{31}S_{12})e^{-i\theta \omega_a^{1-a}} \right] - S_{11}}{e^{2ikd}(S_{22}S_{33} - S_{23}S_{32}) + e^{ikd}(S_{23}e^{i\theta \omega_a - 1} + S_{32}e^{-i\theta \omega_a}) - 1}. \tag{2.42}
\]

The final result follows from the observation

\[
\lambda_a(k, \theta) = \lambda_1 \left( k, \theta + \frac{2(a-1)\pi}{N} \right), \tag{2.43}
\]

and setting \(\lambda_1 = \lambda\).

### 2.2.2 Miscellaneous properties of \(S(k, \theta)\):

Note that the property \(S(k)S(-k) = \mathbb{1}_3\) allows us to give a more symmetric form of the fundamental eigenvalue

\[
\lambda(k, \theta) = -\det S(k) \frac{g(k, \theta)}{g(-k, \theta)}, \tag{2.44}
\]

where

\[
g(k, \theta) = e^{ikd} - \left( S_{23}(-k)e^{i\theta} + S_{32}(-k)e^{-i\theta} \right) - \det S(-k) S_{11}(k)e^{-ikd}. \tag{2.45}
\]

The unitarity of \(S(k, \theta)\) is equivalent to the relations

\[
g^*(k^*, \theta) = g(-k, \theta). \tag{2.46}
\]

In particular we have \(\lambda^*(k^*, \theta)\lambda(k, \theta) = 1\) as required.
Consequently, another interesting form is the following discrete Fourier type representation

\[
S(k, \theta) = \frac{1}{N} \sum_{j, \ell=0}^{N-1} \lambda(k, \theta + \frac{2j\pi}{N}) e^{-i \frac{2\pi j \ell}{N}} D^\ell.
\] (2.47)

Finally, we note the quasi-periodicity of \(S(k, \theta)\)

\[
S(k, \theta + \frac{2\pi}{N}) = \Omega^{-1} S(k, \theta) \Omega,
\] (2.48)

where \(\Omega = \text{diag}(1, \omega, \ldots, \omega^{N-1})\) with \(\omega = e^{\frac{2\pi i}{N}}\). In particular, the independent elements of \(S(k, \theta)\) (e.g. the elements of the first row) satisfy

\[
\left( S(k, \theta + \frac{2\pi}{N}) \right)_{1b} = \omega^{-(b-1)} \left( S(k, \theta) \right)_{1b}, \quad b = 1, \ldots, N,
\] (2.49)

and it is sufficient to consider \(\theta \in [0, \frac{2\pi}{N}]\).

In the important special case of a scale invariant local matrix, we see that the only dependence of \(S(k, \theta)\) on \(k\) is through the term \(e^{ikd}\). Hence, in that case, \(S(k, \theta)\) is periodic in its first argument with period \(\frac{2\pi}{d}\)

\[
\forall z \in \mathbb{C}, \quad S(z, \theta) = S(z + \frac{2\pi}{d}, \theta).
\] (2.50)

Therefore, we only need to study the poles of \(S(k, \theta)\) in the strip \(-\frac{\pi}{d} \leq \text{Re}(z) < \frac{\pi}{d}\).

### 2.2.3 Properties of the fundamental eigenvalue

In the second half of this paper, we want to apply our general framework to study the effect of the magnetic flux on transport properties of a quantum ring. One clear effect of the flux is that it discriminates between clockwise and anticlockwise rotation around the ring. We want this effect to come solely from the flux and not from local details of the junctions of the ring to the external edges. So, from now on, we concentrate on local matrices satisfying

\[
PS(k)P^{-1} = S(k),
\] (2.51)

where

\[
P = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0 \\
\end{pmatrix}.
\] (2.52)
Of particular interest to us will be the following scale-invariant (independent of $k$) local scattering matrix

$$S^C = \begin{pmatrix}
\frac{1 - 2t}{\sqrt{2t(1-t)}} & \frac{\sqrt{2t(1-t)}}{\sqrt{2t(1-t)}} & \frac{\sqrt{2t(1-t)}}{\sqrt{2t(1-t)}} \\
\sqrt{2t(1-t)} & t - 1 & t \\
\sqrt{2t(1-t)} & t & t - 1
\end{pmatrix}, \quad \text{with} \quad t \in [0, 1]. \quad (2.53)$$

The fundamental eigenvalue \([2.26]\) then reads

$$\lambda(k, \theta) = -\frac{t(\cos \theta - \cos kd) + i(t - 1) \sin kd}{t(\cos \theta - \cos kd) - i(t - 1) \sin kd}. \quad (2.54)$$

The two special values $t = 0$ and $t = 1$ yield trivial results and will not be considered in the rest of this paper. The following observation will have important consequences in the next section. If $\theta = 0$ then

$$\lambda(k, \theta) = 1 - i\frac{td}{t - 1} k - \frac{d^2 t^2}{2(t - 1)^2} k^2 + O(k^3) \equiv 1 - i\chi_0 k - \frac{\chi_0^2}{2} k^2 + O(k^3), \quad (2.55)$$

while, for $\theta \neq 0$,

$$\lambda(k, \theta) = -1 + i\frac{(t - 1)d}{t \sin^2 \frac{\theta}{2}} k + \frac{2(t - 1)^2 d^2}{t^2 \sin^4 \frac{\theta}{2}} k^2 + O(k^3) \equiv -1 + i\chi(\theta) k + 2\chi(\theta)^2 k^2 + O(k^3). \quad (2.56)$$

In other words,

$$\lim_{k \to 0} \lim_{\theta \to 0} \lambda(k, \theta) \neq \lim_{\theta \to 0} \lim_{k \to 0} \lambda(k, \theta). \quad (2.57)$$

The pole structure of $S(k, \theta)$ is controlled by the poles of its fundamental eigenvalue given by the equation

$$e^{-2ikd} = 2S_{23} \cos \theta e^{-ikd} + S_{23}^2 - S_{22}^2 = 0. \quad (2.58)$$

In general, it cannot be solved in closed form. When considering $S^C$ they are given by

$$e^{-ikd} = t \cos \theta \pm \sqrt{(1 - t(1 - \sin \theta))(1 - t(1 + \sin \theta))} \quad (2.59)$$

$$= t \cos \theta \pm \sqrt{1 - 2t + t^2 \cos^2 \theta} \quad (2.60)$$

It admits real solution for $k$ only when $t = 1$ or when $\cos \theta = \pm 1$.

For $t \sim 1$, it simplifies to $e^{-ikd} \sim e^{\pm t \theta} \mp (1 - t) \sin \theta$. When $\cos \theta = \pm 1$, we have $kd = (2n + 1)\frac{\pi}{2}$, $n \in \mathbb{Z}$. 
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3 Physical models

For applications to mesoscopic systems, we want to think of the previous formalism as a support to formulate theories of fermions (or bosons) propagating in (effectively) one-dimensional structures (the edges of the graph), being scattered at localized points in space (the vertices of the graph) and originating from reservoirs connected to the external edges of the graph (see Fig. 3). The modes $a^{ab}_j(k)$ of section 2 are now seen as annihilation operators of particles with momentum $k$ and living on edge $(a, b, j)$. Corresponding creation operators $a^{ab}_j(k)$ are also considered. The point of view taken here is that one is only interested in the correlations and transport properties between the external edges of the graph. This is reminiscent of the B"uttiker approach where the sample connected to the reservoirs is seen as a sort of black box entirely described by its scattering properties. The crucial new ingredient here is that we have detailed information on the internal structure of the black box: it is a graph whose metric structure and local scattering properties are known. This is what allows us to derive the total scattering matrix of our special sample. Finally, only the creation and annihilation operators corresponding to the states on the external edges are kept and they form a Reflection-Transmission algebra [23] with the scattering matrix given by the total scattering matrix of the graph as calculated in the previous section.

This formalism accommodates fermions and bosons and any dispersion relation of the underlying theory. In particular, nonrelativistic (Schrödinger) and relativistic (Dirac) systems are equally well and easily described. Note that special interactions amenable to bosonization techniques can also be studied this way. All these ideas have been studied in the context of the formulation of quantum field theory on a star-graph in a series of papers by one of the...
authors and collaborators [9]. In the following, we argue that the main transport formulas derived in this way can be used directly for an arbitrary graph with magnetic field simply by using the total scattering matrix described in the previous section. In a sense, this represents a rigorous justification of the traditional Landauer-Büttiker formalism using QFT methods. In particular, the incorporation of the magnetic field follows from a minimal coupling of the particle fields to an external vector potential.

In the following, since we consider a ring connected to reservoirs, we will drop the index \( j \), as in section 2.2. Moreover, we will compute only quantities referring to external edges, the role of the internal edges being encoded in the total scattering matrix. Then, instead of labeling these external edges by \((a, 0)\), as in the general formalism, we will simply use the index \( a \).

### 3.1 Schrödinger ring

We recall the main transport formulas for our setup before applying them in the next section by taking full advantage of the fact that we have a complete analytic knowledge of the total scattering matrix of the quantum ring. For conciseness, we denote \( S(k, \theta) \) by \( S^\Phi(k) \) where \( \theta = -\Phi/N \).

#### 3.1.1 Current

Using a direct adaptation of the explicit construction [27] of the steady state describing the quantum ring connected to the reservoirs with inverse temperature \( \beta_a \) and chemical potential \( \mu_a \), one finds the following Landauer-Büttiker [17, 18] formula for the expectation value of the current operator

\[
\langle j_x(t, x, a) \rangle_{\beta, \mu} = \int_0^\infty \frac{dk}{2\pi} \frac{k}{m} \sum_{b=1}^N \left[ \delta_{ab} - |S^\Phi_{ab}(k)|^2 \right] d_a(k),
\]

where

\[
d_a(k) = \frac{e^{-\beta_a[\omega(k)-\mu_a]}}{1 + e^{-\beta_a[\omega(k)-\mu_a]}}, \quad \omega(k) = \frac{k^2}{2m},
\]

is the familiar Fermi distribution. Let us emphasize that the matrix elements \( S^\Phi_{ab}(k) \) appearing in equation (3.1) are the ones for the total scattering matrix encoding the full information about the quantum ring, as computed in section 2.2.

The periodicity of \( S^\Phi \) in \( \Phi \), established in the previous section, indicates that the current oscillates with period \( \Phi_0 = 2\pi \). The unitarity of \( S^\Phi \) implies the following \( t \)-independent bound

\[
\left| \langle j_x(t, x, a) \rangle_{\beta, \mu} \right| \leq \sum_{b \neq a} \left( \log \left[ 1 + e^{\mu_a \beta_a} \right] \frac{2\pi \beta_a}{2\pi \beta_b} + \log \left[ 1 + e^{\mu_b \beta_b} \right] \frac{2\pi \beta_b}{2\pi \beta_a} \right) .
\]
From that expression, one sees that in the pure thermal regime \( \mu_a = \mu \to 0 \), the current vanishes (as it should). However, as we show in the next section, its fluctuations, encoded in the thermal noise, do not. Moreover, the magnetic field has a non-trivial effect on the noise, as we now discuss.

3.1.2 Noise

The zero frequency noise power is defined as usual [28] by

\[
P_{ab} = \lim_{\nu \to 0^+} \int_{-\infty}^{\infty} dt e^{i\nu t} \langle j_x(t, x_1, a) j_x(0, x_2, b) \rangle^\text{conn}_{\beta,\mu},
\]  

(3.4)

where \( \langle j_x(t_1, x_1, a) j_x(t_2, x_2, b) \rangle^\text{conn}_{\beta,\mu} \) is the connected current-current correlation function in the state \( \Omega_{\beta,\mu} \). It turns out [27] that \( P_{ab} \) is \( x_1, x_2 \)-independent and is given by

\[
P_{ab} = \frac{1}{m} \int_{0}^{\infty} \frac{dk}{2\pi} k \left\{ \delta_{ab} d_a(k) c_a(k) - |S_{ab}(k)|^2 d_b(k) c_b(k) - |S_{ba}(k)|^2 d_a(k) c_b(k) + \frac{1}{2} \sum_{e,f=1}^{N} S_{ae}(k) S_{be}(k) S_{bf}(k) S_{af}(k) [c_e(k) d_f(k) + c_f(k) d_e(k)] \right\},
\]  

(3.5)

where \( c_a(k) \equiv 1 - d_a(k) \). \( P \) is a symmetric matrix [27]. If we assume now \( \mu_a = \mu \) and \( \beta_a = \beta \), so that the setup of Fig. 3 respects the cyclic symmetry of the ring, then \( P \) is also a circulant matrix. Combining this fact with the Kirchhoff rule

\[
\sum_{b=1}^{N} P_{ab} = 0, \quad a = 1, 2, ..., N,
\]  

(3.6)

we get \( P_{ab} = P_{ba} = P_{|a-b|} \) with \( P_n = P_{N-n}, n = 0, 1, .., N - 1 \), given by

\[
P_n = \frac{2}{m} \int_{0}^{\infty} \frac{dk}{2\pi} \frac{e^{-\beta \frac{k^2}{2m} - \mu}}{(1 + e^{-\beta \frac{k^2}{2m} - \mu})^2} \left\{ \delta_{n,0} - |\sigma_n(k, \theta)|^2 \right\},
\]  

(3.7)

where

\[
N \sigma_n(k, \theta) = \sum_{\ell=1}^{N} \omega^{(\ell-1)n} \lambda(k, \theta + (\ell - 1) \frac{2\pi}{N}).
\]  

(3.8)

Since \( \lambda(k, \theta) \) is a phase (when \( k \) and \( \theta \) are real), we immediately get a bound

\[
0 \leq |\sigma_n(k, \theta)|^2 \leq 1
\]  

(3.9)
that implies
\[ 0 \leq P_n \leq \frac{2}{1 + e^{-\beta \mu}} \frac{1}{\pi \beta}. \]  

(3.10)

The general framework presented in this paper has been applied in [22] to the case of a ring with \( N = 3 \) edges. Numerics have shown a surprising small temperature behavior of the pure thermal noise. Here we provide an analytic treatment of this behaviour for general \( N \), using the case \( N = 2 \) as a detailed illustration. We focus on the pure thermal noise both analytically. These features are specific of the scale-invariant case and we illustrate this fact by considering a model for energy-dependent local scattering on the ring.

### 3.1.3 \( N = 2 \) case

From the general treatment given above, we know the eigenvalues:

\[
\lambda(k, \theta) = -\frac{t(\cos(kd) - \cos \theta) - i(1 - t) \sin(kd)}{t(\cos(kd) - \cos \theta) + i(1 - t) \sin(kd)}
\]

(3.11)

\[
\lambda_2(k, \theta) = \frac{t(\cos(kd) + \cos \theta) - i(1 - t) \sin(kd)}{t(\cos(kd) + \cos \theta) + i(1 - t) \sin(kd)}
\]

(3.12)

They lead to

\[
\rho(k, \theta) = \frac{1}{4} \left| \lambda(k, \theta) + \lambda_2(k, \theta) \right|^2 = \frac{(t^2 \cos^2(\theta) - (t - 1)^2 + (1 - 2t) \cos^2(kd))^2}{n(k, \theta) n(k, \pi - \theta)}
\]

(3.13)

\[
\tau(k, \theta) = \frac{1}{4} \left| \lambda(k, \theta) - \lambda_2(k, \theta) \right|^2 = \frac{4t^2(t - 1)^2 \cos^2(\theta) \sin^2(kd)}{n(k, \theta) n(k, \pi - \theta)}
\]

(3.14)

\[
n(k, \theta) = t^2(\cos(\theta) + \cos(kd))^2 + (1 - t)^2 \sin^2(kd)
\]

(3.15)

\[
\rho(k, \theta) + \tau(k, \theta) = 1
\]

(3.16)

Note the invariance \( \tau(k, -\theta) = \tau(k, \theta + \pi) = \tau(k, \theta) \), so that we focus on \( \theta \in [0, \frac{\pi}{2}] \).

Again we get

\[
\lim_{\theta \to n\pi} \lim_{t \to 1} \tau(k, \theta) = 1 \text{ and } \lim_{\theta \to n\pi} \lim_{t \to 1} \tau(k, \theta) = 0
\]

(3.17)

\[
\lim_{\theta \to n\pi} \lim_{t \to 1} \tau(k, \theta) = 1 \text{ and } \lim_{\theta \to n\pi} \lim_{t \to 1} \tau(k, \theta) = 0
\]

(3.18)

The noise has the form (for \( \mu_1 = \mu_2 \equiv \mu \) and \( \beta_1 = \beta_2 = \beta \)):

\[
P = P_{11}(\theta, \beta, \mu)
\begin{pmatrix}
1 & -1 \\
-1 & 1
\end{pmatrix}
\]

(3.19)

with

\[
P_{11}(\theta, \beta, \mu_1, \mu_2) = \frac{1}{m} \int_{0}^{\infty} \frac{kdk}{2\pi} 2d(k, \beta, \mu) c(k, \beta, \mu) \tau(k, \theta)
\]

(3.20)
We analyse below the behaviour of the noise at small temperature (i.e. large $\beta$). Performing in $P_{11}$ a change of variable $\varepsilon = \frac{z}{\beta} + \mu$ with $\varepsilon = k^2$ (we set $m = \frac{1}{2}$), we get

$$P_{11}(\theta, \beta, \mu) = \frac{2}{\beta} \int_{-\mu \beta}^{\infty} \frac{dz}{2\pi} \tau(\sqrt{\frac{z}{\beta}} + \mu, \theta) \frac{e^\varepsilon}{(1+e^\varepsilon)^2}. \quad (3.21)$$

Depending on the vanishing of $\mu$, the behaviour will be different, and thus we divide our study in two parts: $\mu = 0$ and $\mu$ finite.

We start with $\mu = 0$, and rewrite (3.21) as

$$P_{11}(\theta, \beta, 0) = \frac{2}{\beta} \int_0^\Lambda \frac{dz}{2\pi} \tau(\sqrt{\frac{z}{\beta}}, \theta) \frac{e^\varepsilon}{(1+e^\varepsilon)^2} + 2 \frac{2}{\beta} \int_0^\infty \frac{dz}{2\pi} \tau(\sqrt{\frac{z}{\beta}}, \theta) \frac{e^\varepsilon}{(1+e^\varepsilon)^2} = I_0 + I_1, \quad (3.22)$$

where $\Lambda$ is a parameter. Since $0 \leq \tau(x, \theta, \mu) \leq 1$, we get an upper value for the second integral $I_1 \leq \frac{1}{\pi \beta} \frac{1}{1+e^\Lambda}$ that decays exponentially with $\Lambda$. For large values of $\beta$ in $I_0$, $x = \frac{z}{\beta}$ is small, and we can expand $\tau(\sqrt{x}, \theta)$ around $x = 0$. We find

$$\tau(\sqrt{\frac{z}{\beta}}, \theta) = \frac{4(1-t)^2d^2 \cos^2(\theta) \, z}{t^2 \sin^4(\theta) \, \beta} + ... \text{ when } \theta \neq 0 \quad (3.23)$$

$$\tau(\sqrt{\frac{z}{\beta}}, 0) = 1 - \frac{(1-2t)^2d^2 \, z}{4(1-t)^2 t^2 \beta} + ... \quad (3.24)$$

Plugging this expansion into $I_0$, we get

$$I_0 = \frac{4(1-t)^2d^2 \cos^2(\theta)}{t^2 \sin^4(\theta) \, \beta} \left\{ \ln(2) - \ln(1 + e^{-\Lambda}) - \frac{\Lambda}{1 + e^\Lambda} \right\} + ... \text{ for } \theta \neq 0 \quad (3.25)$$

$$I_0 = \frac{1}{\pi \beta} \left\{ \frac{1}{2} - \frac{1}{1+e^\Lambda} \right\} + ... \text{ for } \theta = 0 \quad (3.26)$$

Sending $\Lambda \to \infty$, we find that

$$P_{11}(\theta, \beta, 0) \sim \left\{ \begin{array}{ll}
\frac{1}{\pi^2} & \text{when } \theta \neq 0, \\
\frac{1}{\beta} & \text{when } \theta = 0.
\end{array} \right. \quad (3.27)$$

Now we consider the case $\mu \neq 0$ and rewrite (3.21) as

$$P_{11}(\theta, \beta, \mu) = \frac{2}{\beta} \int_{-\mu \beta}^{\beta \mu} \frac{dz}{2\pi} \tau(\sqrt{\frac{z}{\beta}} + \mu, \theta) \frac{e^\varepsilon}{(1+e^\varepsilon)^2} + 2 \frac{2}{\beta} \int_{-\mu \beta}^{\infty} \frac{dz}{2\pi} \tau(\sqrt{\frac{z}{\beta}} + \mu, \theta) \frac{e^\varepsilon}{(1+e^\varepsilon)^2} = J_0 + J_1, \quad (3.28)$$

Again we get an exponential decay for $J_1$:

$$J_1 \leq \frac{1}{\pi \beta} \frac{1}{1+e^{\beta \mu}} \quad (3.29)$$
while the expansion of $\tau$ in $J_0$ gives

$$J_0 = \frac{4(1-t)^2}{t^2} d^2 \cos^2(\theta) \frac{\mu}{\sin^4(\theta) \pi \beta} \tanh \left( \frac{\beta \mu}{2} \right) + \ldots \text{ for } \theta \neq 0$$  \hspace{1cm} (3.30)

$$J_0 = \frac{1}{\pi \beta} \tanh \left( \frac{\beta \mu}{2} \right) + \ldots \text{ for } \theta = 0$$  \hspace{1cm} (3.31)

Thus we get

$$P_{11}(\theta, \beta, \mu) \sim \frac{1}{\beta} \forall \theta$$  \hspace{1cm} (3.32)

The interpolation between these two regimes can be obtained by considering that $\mu$ scales as $\frac{1}{\beta}$, for instance with $\mu \beta = L$. Then, repeating the argument associated to (3.22), one can derive again the $\frac{1}{\beta}$ behaviour for $\theta \neq 0$ and the $\frac{1}{\beta}$ behaviour for $\theta = 0$, which is consistent with the limits of (3.30) and (3.31) in this regime.

### 3.1.4 General $N$ case

The same analysis can be done and it goes as follows. First, let us count the number of independent entries in the noise matrix $P_{ab}$. Using the fact that it is a symmetric, circulant matrix such that each line (or column) adds up to zero (Kirchhoff rule), one finds that if $N = 2p$ is even or $N = 2p + 1$ is odd then there are $p$ independent matrix elements, say $P_0, \ldots, P_{p-1}$ in (3.7). In view of (3.8), the case $n = 0$ must then be considered separately from the case $n \neq 0$ in the discussion of the small $k$ behaviour of $\sigma_n$ both for generic values of $\theta$ and for the specific values $\theta = -\frac{2\pi n}{N}$, $n \geq 0$ where one has to use the expansion (2.55) instead of (2.56). Performing the calculations, one finds

$$1 - |\sigma_0(k, \theta)|^2 = -\frac{C_0(\theta)^2}{N^2} k^2 + O(k^4) \text{ when } \theta \neq 0$$ \hspace{1cm} (3.33)

$$1 - |\sigma_0(k, 0)|^2 = 4 \frac{N - 1}{N^2} - \frac{A_0^2}{N^2} k^2 + O(k^4)$$ \hspace{1cm} (3.34)

and, for $n = 1, \ldots, p - 1$,

$$|\sigma_n(k, \theta)|^2 = \frac{C_n(\theta)^2}{N^2} k^2 + O(k^4) \text{ when } \theta \neq 0$$ \hspace{1cm} (3.35)

$$|\sigma_n(k, 0)|^2 = \frac{4}{N^2} + \frac{A_n^2}{N^2} k^2 + O(k^4)$$ \hspace{1cm} (3.36)

where, for $n = 0, \ldots, p - 1$,

$$A_n = \sum_{\ell=2}^{N} \omega^{n(\ell-1)} \chi \left( (\ell - 1) \frac{2\pi}{N} \right) - \chi_0 \quad , \quad C_n(\theta) = \sum_{\ell=1}^{N} \omega^{n(\ell-1)} \chi \left( \theta + (\ell - 1) \frac{2\pi}{N} \right) ,$$  \hspace{1cm} (3.37)
and $\chi_0$, $\chi(\theta)$ are defined in (2.55) and (2.56). Therefore, all the conclusions obtained for $N = 2$ for the case $\mu = 0$ or $\mu \neq 0$ go over to the general $N$ case. For instance, for $\mu = 0$, we find

$$P_0(\theta, \beta, 0) = \begin{cases} -C_0(\theta)^2 \frac{\ln 2}{\beta^2} + O(\frac{1}{\beta^4}) & \text{when } \theta \neq 0, \\ \frac{2(N-1)}{\pi N^2} \frac{1}{\beta} + O(\frac{1}{\beta^2}) & \text{when } \theta = 0. \end{cases} \quad (3.38)$$

And in general, we find that when $\mu = 0$ or vanishingly small, $P_n$ behaves like $1/\beta^2$ for $\theta \neq 0$ but recovers the usual behaviour in $1/\beta$ at $\theta = 0$. When $\mu$ is a finite constant, $P_n$ behaves like $1/\beta$ for all values of $\theta$. Note that the case $N = 3$ was studied numerically in detail in [22] and the present results confirm and complete the numerical study.

### 3.2 Dirac ring

In [22], some results analogous to the previous ones case were announced for the Dirac case. In this section, we perform the analytic study of the Dirac ring in the general $N$ case and present some numerical results for the case $N = 3$ that mimic those presented in [22] for the Schrödinger case. We find that the Dirac case shares the same small temperature peculiar behaviour as the Schrödinger case, albeit with a different power law which is a signature of the different underlying dispersion relation (relativistic as opposed to non-relativistic).

Let us consider now relativistic fermions. In this case, one finds [27] the following steady current

$$\langle j_x(t, x, a) \rangle_{\beta, \mu, \tilde{\mu}} = \int_0^\infty \frac{dk}{2 \pi} \sum_{b=1}^N \left[ \delta_{ab} - |S_{ab}^\Phi(k)|^2 \right] \left[ f_b(k) - \tilde{f}_b(k) \right], \quad (3.39)$$

where

$$f_a(k) = \frac{e^{-\beta_a(|k|+\mu_a)}}{1 + e^{-\beta_a(|k|+\mu_a)}}, \quad \tilde{f}_a(k) = \frac{e^{-\beta_a(|k|+\tilde{\mu}_a)}}{1 + e^{-\beta_a(|k|+\tilde{\mu}_a)}} \quad (3.40)$$

are the Fermi distributions for particles and antiparticles.

The zero frequency noise power is given by

$$P_{ab} = \int_0^\infty \frac{dk}{2 \pi} \left\{ \delta_{ab} F_{aa}(k) - |S_{ab}^\Phi(k)|^2 F_{bb}(k) - |S_{ba}^\Phi(k)|^2 F_{aa}(k) \right\}$$

$$+ \frac{1}{2} \sum_{c,d=1}^N S_{ac}^\Phi(k) S_{bc}^\Phi(k) S_{bd}^\Phi(k) S_{ad}^\Phi(k) \left[ F_{cd}(k) + F_{dc}(k) \right], \quad (3.41)$$

where

$$F_{ab}(k) = f_a(k)[1 - f_b(k)] + \tilde{f}_a(k)[1 - \tilde{f}_b(k)]. \quad (3.42)$$

Let us now discuss the case of the quantum ring with $N$ edges with the choice of $N$ identical local scattering matrices given by [29]

$$S(k) = \theta(k) U + \theta(-k) U^{-1}, \quad (3.43)$$
where $U$ is taken to be the matrix in (2.53). In this case, the fundamental eigenvalue of the total scattering matrix is again given by (2.54) and we can use all the relevant results of Section 2.2. Let us set $\mu_a = -\tilde{\mu}_a = \mu$ and $\beta_a = \beta$ for $a = 1, \ldots, N$. The same argument as before leads to the following expression for the independent noise matrix elements $P_{n}^{\text{Dirac}}$, $n = 0, \ldots, p-1$ (where $N = 2p$ or $N = 2p+1$),

$$P_{n}^{\text{Dirac}} = \frac{4}{\beta} \int_{-\beta \mu}^{\infty} \frac{dz}{2\pi} \frac{e^z}{(1+e^z)^2} \left\{ \delta_{n,0} - \left| \sigma_n \left( \frac{z}{\beta} + \mu, \theta \right) \right|^2 \right\}, \quad (3.44)$$

with $\sigma_n(k, \theta)$ given as before by (3.8). The main difference between the Dirac case and the Schrödinger case in our context is the dispersion relation which is linear in the Dirac case. This manifests itself in the previous equation by the fact that the first argument of $\sigma_n$ does not contain a square root. When we combine this fact with the arguments of Sections 3.1.3 and 3.1.4 which are still completely valid here, we obtain the following important results. When $\mu = 0$ or vanishingly small, $P_{n}^{\text{Dirac}}$ behaves like $1/\beta^3$ for $\theta \neq 0$ but recovers the usual behaviour in $1/\beta$ at $\theta = 0$. When $\mu$ is a finite constant, $P_{n}^{\text{Dirac}}$ behaves like $1/\beta$ for all values of $\theta$. The result of a numerical simulation performed for $N = 3$ and $\mu = 0$ and plotted in Fig. 3.2 confirms this statement. It also shows that there is an interpolation region between the two regimes. This interpolation region has been studied numerically in more details in [22] (for the Schrödinger case) and shows that the ”jump” from the value at $\theta = 0$ to the plateau value (3 in the Dirac case) is smooth and follows a universal profile. An analytical treatment of this region remains an interesting open problem. We see that, as in the Schrödinger case,

![Figure 4: Plot of the power $g(\theta)$ of $1/\beta$ as a function of $\theta \in [0, \pi/6]$ in the behaviour of $P_{0}^{\text{Dirac}}$.](image)

magnetic fluxes $\Phi \neq n\Phi_0$ modify for $T \sim 0$ the usual linear temperature dependence of the pure thermal noise. In spite of the fact that the scattering matrix $S^\alpha$ for both Schrödinger and Dirac junctions is the same, the difference of the dispersion relations is clearly visible.
from the critical exponents of $1/\beta$ which for $\Phi \neq n\Phi_0$ equal 2 and 3 respectively. In other words, in the small temperature regime, we find that the usual linear behaviour of the pure thermal noise as a function of the temperature (Johnson-Nyquist law) is changed to a cubic behaviour in the presence of a magnetic flux for the Dirac dynamics. This is in sharp contrast with the change to a quadratic law in the Schrödinger case. In principle, this fact could be used experimentally to determine whether a given junction is best described by the Schrödinger or the Dirac equation.

4 Discussion and conclusion

We have presented a general method to construct an exact total scattering matrix from given scattering matrices localized on the vertices of a graph. The method is explicit and can be also applied in the presence of an ambient electromagnetic field. We found that, when the graph admits some symmetry, the properties of the total scattering matrix are entirely captured by its so-called fundamental eigenvalue, which we computed exactly.

The expression of the total scattering matrix can be used for the study of particle and energy transport on the graph. If the external edges of the graph are connected to heat bath with different temperatures and chemical potentials, the system is away from equilibrium and one can evaluate the correlation functions of the current flowing in the external edges.

As an example, we considered the one-point and two-point current correlation functions in the case of a ring with $N$ external edges and a magnetic flux $\Phi$. Focusing first on the free Schrödinger case, we computed the total scattering matrix, and the quantum noise and their dependence on $\Phi$. When the local scattering matrices are scale invariant and the chemical potentials vanish, the pure thermal noise behaves as $1/\beta^2$ at low temperatures for non-zero magnetic field, showing a deviation from the $1/\beta$ Johnson-Nyquist law. For non scale invariant local matrices (and/or non vanishing chemical potentials) one recovers the standard Johnson-Nyquist behavior, as shown on an example in the appendix A below. Thus, the knowledge of local scattering matrices and the exact form of the total one are crucial to see this effect that cannot be observed by using effective total scattering matrices. Indeed, this effect on the thermal noise depends heavily on $k$-dependence of the total scattering matrix. When the local scattering matrices are scale invariant, this $k$-dependence comes only through the combination $kd$, where $d$ is the typical length of the ring: it can therefore be interpreted as a finite size effect. This effect cannot be detected through other usual approaches, such as conformal field theory, renormalization group techniques or bosonization.

We also performed the same analysis in the free massless Dirac case, obtaining a non-standard $1/\beta^3$ behaviour for the thermal noise. It is interesting to remark that the dynamics of the system is reflected in this non-standard behaviour.
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A Non scale invariant local matrices

So far, we have studied scale invariant local scattering matrices, which can be considered as critical points of a general scattering matrix. Indeed, the former are also fixed points of renormalization group flows. Suppose that instead of using \( S^C \) to model the local scattering between the ring and the external leads, we use the following energy-dependent generalization of it

\[
S^E(k) = \frac{1}{k + i\eta} \begin{pmatrix}
(1-2t)k-i\eta & k\sqrt{2t(1-t)} & k\sqrt{2t(1-t)} \\
k\sqrt{2t(1-t)} & (t-1)k-i\eta & tk \\
k\sqrt{2t(1-t)} & tk & (t-1)k-i\eta
\end{pmatrix},
\]

(A.1)

with \( \eta \in \mathbb{R} \) and \( t \in (0,1) \). Note that \( S^E(k) \) reproduces \( S^C \) for \( \eta = 0 \). For \( S^E(k) \), the fundamental eigenvalue reads

\[
\lambda(k,\theta) = -\frac{tk(\cos(kd) - \cos(\theta)) + \eta \sin(kd) - i(t-1)k \sin(kd)}{tk(\cos(kd) - \cos(\theta)) + \eta \sin(kd) + i(t-1)k \sin(kd)}.
\]

(A.2)

Therefore, the small \( k \) expansion now reads

\[
\lambda(k,\theta) = -1 + \frac{2i(t-1)d}{t(1-\cos \theta) + d\eta}k + O(k^2),
\]

(A.3)

for all values of \( \theta \) (assuming \( \eta \neq 0 \)). In other words, the expansion (A.3) stands for both (2.55) and (2.56).

Consequently, when scale invariance is locally broken, the magnetic flux has no influence and the pure thermal noise has the usual \( 1/\beta \) Johnson-Nyquist behaviour.
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