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Abstract

Multisite trials, in which treatment is randomized separately in multiple sites, offer a unique opportunity to disentangle treatment effect variation due to “compositional” differences in the distributions of unit-level features from variation due to “contextual” differences in site-level features. In particular, if we can re-weight (or “transport”) each site to have a common distribution of unit-level covariates, the remaining effect variation captures contextual differences across sites. In this paper, we develop a framework for transporting effects in multisite trials using approximate balancing weights, where the weights are chosen to directly optimize unit-level covariate balance between each site and the target distribution. We first develop our approach for the general setting of transporting the effect of a single-site trial. We then extend our method to multisite trials, assess its performance via simulation, and use it to analyze a series of multisite trials of welfare-to-work programs. Our method is available in the balancer R package.
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1 Introduction

Multisite randomized controlled trials (RCTs) randomize treatment assignment separately within each of several sites. Although they can be more complicated to plan and execute than single-site RCTs (Kraemer, 2000), they offer several methodological advantages (Weinberger et al., 2001) and have been conducted across a variety of domains. Multisite RCTs have been used to study, for example, the effects of the Head Start program on childhood educational outcomes (Puma et al., 2010), of welfare-to-work programs on participant earnings (Riccio and Friedlander, 1992; Kemple and Haimson, 1994), of police body-worn camera usage on citizen complaints (Ariel et al., 2017), and of psychoeducational interventions on cancer patients’ emotional health (Stanton et al., 2005).

Multisite RCTs show promise in part because they can reveal how treatment effects vary across different settings. Specifically, they can help disentangle treatment effect variation due to “compositional” differences in sites’ distributions of unit-level features from variation due to “contextual” differences in site-level features (Rudolph et al., 2018). For example, a multisite RCT might allow researchers to determine how much of the variation in an educational intervention’s effects across schools is due to differences in the type of school (e.g., whether it is public, private, or charter) as opposed to differences in student population characteristics (e.g., family income, parents’ level of education, and race). This type of decomposition can then inform decisions about where and when to implement the intervention. Statistically, this analysis can be framed as a special case of a broad class of problems seeking to “transport” or “generalize” treatment effects from a given site to a target population. In particular, if we transport the treatment effect from each site to the same target distribution of unit-level covariates, we can attribute any remaining variation in the transported treatment effects to differences in site-level features and unobserved unit-level features.

Many transportation and generalization methods rely on weighting estimators, including doubly robust estimators that combine weighting and outcome modeling (see Egami and Hartman, 2020b). Traditional inverse propensity score weighting (IPW) is the workhorse method (e.g., Rudolph et al., 2018) but can perform poorly with many covariates or with extreme estimated propensity scores. IPW is also limited by requiring unit-level data in the target distribution. More recently, Josey et al. (2020) proposed to instead use entropy balancing (Hainmueller, 2012), which seeks to find weights that exactly balance a few covariates. But, while promising, entropy balancing is often infeasible with even a moderate number of covariates.

In this paper, we develop a framework for transporting treatment effects using approximate balancing weights, a method recently developed in the observational causal inference literature (Zubizarreta, 2015; Hirshberg and Wager, 2020; Ben-Michael et al., 2021). Our approach chooses the weights to directly optimize unit-level covariate balance between each site and the target distribution. Unlike existing estimators, this approach can accommodate high-dimensional covariates, including higher-order interactions and kernels, and can target an arbitrary covariate distribution without requiring unit-level data. We first develop our approach for the general task of transporting the treatment effect from a single site. We then adapt it to our motivating special case of decomposing treatment effect variation in multisite trials. To decompose treatment effect variation, we first transport every site’s treatment effect to a common target distribution of unit-level covariates. We can then descriptively analyze the variation in these transported treatment effects (net of unit-level differences), including their relationship to site-level covariates.
We apply our approach to a collection of seminal studies on welfare-to-work policies between 1988 and 1994. Specifically, we re-examine three separate multisite experiments: Project GAIN, Project Independence (PI), and the National Evaluation of Welfare-to-Work Strategies (NEWWS). These multisite experiments collectively spanned 59 sites across seven states, totaling 69,399 participants. Within each site, participants were randomly assigned either to attend or to be barred from a job training program. The primary outcomes were employment status and earnings two years after random assignment. For each participant, we also observe 23 pre-treatment covariates, including earnings prior to randomization, number of dependent children, and high school completion. As Figure 1 shows, these covariates are distributed differently in each site and across the three experiments as a whole. As a result, direct comparisons of treatment effects across individual sites and the overall experiments might be difficult to interpret.

We therefore use our method to transport the treatment effects from the 59 sites to the same target covariate distribution. After re-weighting, however, we find that differences in sites’ observed unit-level covariate distributions explain little of the treatment effect heterogeneity between sites—about 10 percent, by one measure we use. Other factors, like differences in site-level features, likely play a greater role.

The remainder of this paper is organized as follows. Section 2 establishes the basic setting for our problem, identifies our estimand, and distinguishes our work from recent literature. Section 3 introduces our proposed estimator based on approximate balancing weights. Section 4 shows how our setup and proposed estimators naturally extend to multisite RCTs and sketches our framework for decomposing treatment effect variation in this context. Section 5 compares our proposed estimator to other standard estimators via simulation. Section 6 applies our method to investigate treatment effect variation in the welfare-to-work experiments. Section 7 concludes.
2 Setup

2.1 Estimand and Assumptions

We first consider a single-site RCT with a binary treatment, turning to multisite RCTs in Section 4. Of the $n$ units in the experiment, $n_1$ are assigned to treatment and $n_0$ are assigned to control. Let $Z_i \in \{0, 1\}$ be a binary treatment indicator for the $i^{th}$ unit. In addition to treatment assignment, we observe for each unit a vector of pre-treatment covariates $X_i$ and the unit’s post-treatment outcome $Y_i$. We adopt the potential outcomes framework (Neyman, 1923; Rubin, 1974) and assume that each unit has a potential outcome under treatment $Y_i(1)$ and a potential outcome under control $Y_i(0)$; implicit in this notation is the stable unit treatment value assumption. We also assume stability of potential outcomes, so that $Y_i = Z_i Y_i(1) + (1 - Z_i) Y_i(0)$. Additionally, we assume that the units in the experiment are drawn i.i.d. from some distribution $P: \{X_i, Z_i, Y_i(0), Y_i(1)\} \text{i.i.d.} \sim P$ for $i = 1, \ldots, n$.

Throughout this paper, we use several conditional expectations defined over the experimental population’s distribution $P$. First we denote the propensity score for the experimental population as $e(x) := \mathbb{E}_P (Z \mid X = x)$. To simplify notation, we assume throughout the main text that this is some constant $\pi$ known by design. But our results are easily generalized to non-constant propensity scores. Second, we denote the prognostic score, the expected control potential outcome conditioned on the observed covariates, as $m_0(x) := \mathbb{E}_P \{Y(0) \mid X = x\}$. Analogously, we denote the expected potential outcome under treatment conditioned on the observed covariates as $m_1(x) := \mathbb{E}_P \{Y(1) \mid X = x\}$. Finally, we denote the conditional average treatment effect (CATE) function as

$$\tau(x) := \mathbb{E}_P \{Y(1) - Y(0) \mid X = x\}.$$ 

We seek to characterize the average treatment effect (ATE) for some target population beyond the finite population of experimental units at hand. Let $P^*$ denote the distribution of this target population. The experimental population can but need not be a subset of the target population. Our primary estimand is the ATE in the experimental population if it had the same distribution of observed covariates as the target population:

$$\tau^* := \mathbb{E}_{P^*} \left[ \mathbb{E}_P \{Y(1) - Y(0) \mid X\} \right] = \mathbb{E}_{P^*} \{\tau(X)\} = \int \tau(x) dP^*(x).$$

(1)

The inner expectation in (1) is taken over the experimental population’s distribution of potential outcomes conditioned on $X$; the outer expectation in (1) is taken over the target population’s distribution of observed covariates $X$.

Because $\tau^*$ represents an effect hybridized between the target and experimental populations, it can provide a useful framing for decomposing treatment effect variation across different populations. Heuristically, because the CATE function in both $\tau^*$ and the experimental population’s ATE is the same,

$$\tau := \mathbb{E}_P \{Y(1) - Y(0)\} = \mathbb{E}_P [E_P \{Y(1) - Y(0) \mid X\}] = \mathbb{E}_P \{\tau(X)\} = \int \tau(x) dP(x)$$

(2)

we can attribute any difference between $\tau$ and $\tau^*$ to differences in the observed covariate distributions of the
target and experimental populations. And, as we show in Section 4 when we extend our setup to multisite RCTs, analogous reasoning in the opposite direction—comparing ATEs defined by different CATE functions integrated over the same distribution of observed unit-level covariates—can help isolate treatment effect variation due to site-level or unobserved unit-level covariate differences between sites.

In addition to the foundational assumptions stated at the start of this section, we make three assumptions that together identify \( \tau^* \). We assume that treatment is randomized, that the probability of treatment is strictly between 0 and 1, and that the target distribution of observed covariates overlaps with the experimental distribution of observed covariates.

**Assumption 1 (Randomization).** Each unit’s treatment assignment is independent of its potential outcomes: \( Y(0), Y(1) \perp Z \) for \( \{X, Z, Y(0), Y(1)\} \sim P \).

**Assumption 2 (Positivity of Treatment Assignment).** If \( x \) satisfies \( p(x) > 0 \), then \( 0 < e(x) < 1 \).

**Assumption 3 (Absolute Continuity).** The target distribution of observed covariates is absolutely continuous with respect to the experimental distribution of observed covariates: \( p^*(x) \ll p(x) \).

One advantage of the framework we have established thus far is that the assumptions involved are fairly light. Randomization and positivity of treatment assignment are typically satisfied by design in RCTs. And the target population can be chosen to satisfy absolute continuity, although this can be more difficult in high dimensions. (See, for example, D’Amour et al. (2021) for discussion of issues that can arise.) Under Assumptions 1-3, \( \tau^* \) can be identified by

\[
\tau^* = \mathbb{E}_{P^*} \{ \mathbb{E}_P (Y \mid Z = 1, X) - \mathbb{E}_P (Y \mid Z = 0, X) \} \\
= \mathbb{E}_P \left[ \left\{ \frac{ZY}{e(X)} - \frac{(1 - Z)Y}{1 - e(X)} \right\} \frac{dP^*}{dP} \right]. \tag{3}
\]

Throughout this paper, we rely only on Assumptions 1-3 or, in Section 4, their extensions to multisite RCTs. However, we pause here to note that other work often invokes some form of the following assumption as well (Dahabreh et al., 2019).

**Assumption 4 (Mean Generalizability of Treatment Effects).** For all \( x \) satisfying \( p^*(x) > 0 \),

\[
\mathbb{E}_{P^*} \{ Y(1) - Y(0) \mid X = x \} = \mathbb{E}_P \{ Y(1) - Y(0) \mid X = x \}.
\]

Assumption 4 implies that the CATE function is the same in both the experimental population and the target population wherever the target covariate distribution has positive density. A common variation of this assumption is that units’ potential outcomes are independent of the population to which they belong, conditional on covariates (Hotz et al., 2005; Flores and Mitnik, 2013; Allcott, 2015). Under Assumption 4, our estimand \( \tau^* \) is equivalent to the ATE in the target population \( \tilde{\tau}^* := \mathbb{E}_{P^*} \{ Y(1) - Y(0) \} = \mathbb{E}_{P^*} \{ \mathbb{E}_{P^*} \{ Y(1) - Y(0) \mid X \} \} \), a standard estimand in the transportability and generalizability literature. However, we do not use Assumption 4, nor do we make \( \tilde{\tau}^* \) our estimand, because doing so would in effect
assume away the phenomenon we seek to isolate. That is, rather than assuming that observed unit-level co-

variate heterogeneity explains all treatment effect variation across populations, we seek to develop a realistic
account of the extent to which it explains treatment effect variation relative to other possible factors.

2.2 Related Work

This paper builds on a growing literature on the transportability and generalizability of treatment effects. For
the most part, the setup and assumptions established in Section 2.1 are common in this literature. See, for ex-
ample, Hotz et al. (2005), Allcott (2015), Crepon et al. (2018), Dahabreh et al. (2019), and Egami and Hartman
(2020b).

However, two features of our work are worth emphasizing. First, we consider identification and estima-
tion of site ATEs transported to an arbitrary target population. This target population can be finite or infinite.
And it can but need not contain the experimental population. By contrast, previous work mostly focuses on
transportation to an observed, finite target population of units and specifies whether the target population
contains the experimental population or not (Hotz et al., 2005; Dahabreh et al., 2019, 2020). Second, as we
note above, we seek to identify and estimate $\tau^*$ rather than $\tilde{\tau}^*$. So we do not require Assumption 4,
which is often quite strong and difficult to verify in practice.

Despite these two differences, we can naturally adapt standard estimators for transported ATEs to esti-
mate $\tau^*$ in our present setup. These estimators, which can be obtained by plug-in estimation of the terms
that identify $\tau^*$ in (3), generally mirror standard outcome-modeling and IPW estimators from the observ-
ational causal inference literature; see Ackerman et al. (2019) and Egami and Hartman (2020b) for recent
discussion. For example, if the conditional mean outcome model $m_z(x) := \mathbb{E}_P\{Y(z) \mid X = x\}$ is correctly
specified for $z \in \{0, 1\}$, then the outcome-modeling estimator

$$\hat{\tau}_{om} := \mathbb{E}_{P^*}\{\hat{m}_1(X) - \hat{m}_0(X)\}$$

is consistent for $\tau^*$ (see, for example, Kern et al., 2016) when the distribution $P^*$ is known. Additionally,
the IPW estimator

$$\hat{\tau}_{ipw} := \frac{1}{n} \sum_{i=1}^{n} \frac{dP^*}{dP}(X_i) \left\{ \frac{Z_i Y_i}{\pi} - \frac{1 - Z_i Y_i}{1 - \pi} \right\}$$

is consistent for $\tau^*$ if $\frac{dP^*}{dP}(x)$ is correctly specified. When both the experimental and target populations
are finite, we can estimate $\frac{dP^*}{dP}(x)$ as follows. Let $E \in \{0, 1\}$ indicate inclusion in the experimental population
and $T \in \{0, 1\}$ indicate inclusion in the target population. By Bayes’ rule, the change in measure is

$$\frac{dP^*}{dP}(x) = \frac{p^*(x)}{p(x)} = \frac{\Pr(T = 1 \mid X = x) \Pr(E = 1)}{\Pr(E = 1 \mid X = x) \Pr(T = 1)}.$$

We can then separately estimate the conditional probabilities in (6). See Westreich et al. (2017) and Dahabreh et al.
(2020) for analogous discussion in a similar setting. Finally, the doubly robust estimator

$$
\hat{\tau}^*_\text{dr} := \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{dP^*}{dP}(X_i) \frac{Z_i}{\pi} \{ Y_i - \hat{m}_1(X_i) \} + \mathbb{E}_{P^*} \{ \hat{m}_1(X) \} \right] - \left[ \frac{1}{n} \sum_{i=1}^{n} \frac{dP^*}{dP}(X_i) \frac{1 - Z_i}{1 - \pi} \{ Y_i - \hat{m}_0(X_i) \} + \mathbb{E}_{P^*} \{ \hat{m}_0(X) \} \right]
$$

(7)

is consistent for \( \tau^* \) if either the outcome model or the change of measure model is correctly specified. Targeted maximum likelihood estimators for transported site ATEs (Rudolph and van der Laan, 2017) can similarly be adapted to our setup, but we do not discuss them at length.

IPW and outcome-modeling estimators, however, can perform poorly in many settings. IPW can produce extreme estimates when there is limited overlap between the experimental and target populations or when there are many covariates (Kang and Schafer, 2007). And outcome modeling can also perform poorly in moderate to high dimensions, when the performance of more flexible outcome models can start to degrade (see Kern et al., 2016).

Our proposed weighting approach draws on the recent literature on approximate balancing weights in observational causal inference. See, for example, Zubizarreta (2015); Athey et al. (2018); Hirschberg and Wager (2020). Ben-Michael et al. (2021) give a recent review. These methods find weights that minimize a measure of covariate imbalance between two groups of units, typically between treated and control units in observational studies. A special case of this approach called entropy balancing (Hainmueller, 2012) arises when the weights can achieve exact balance in the covariates. In a set of papers closely aligned with ours, Josey et al. (2020) and Josey et al. (2020) propose adapting entropy balancing to transport treatment effects. These papers offer an important conceptual advance relative to transportation methods that rely on traditional IPW. However, weights that achieve exact balance are often infeasible in practice, even with a moderate number of covariates. Thus, our proposed approach extends their basic framework to allow for approximate balance, following a suggestion in the conclusion of Josey et al. (2020). Finally, for a related setting, Crepon et al. (2018) propose using outcome modeling for dimension reduction and then entropy balancing for transportation. It is straightforward to adapt their approach to use approximate balancing weights, as proposed here, rather than entropy balancing.

3 Weighting Estimators for Transported Site Average Treatment Effects

We propose estimating \( \tau^* \) via a linear weighting estimator \( \hat{\tau}^* \) with weights \( \hat{\gamma} \in \mathbb{R}^n \):

$$
\hat{\tau}^* := \frac{1}{n} \sum_{i=1}^{n} \hat{\gamma}_i \frac{Z_i}{\pi} Y_i - \frac{1}{n} \sum_{i=1}^{n} \hat{\gamma}_i \frac{1 - Z_i}{1 - \pi} Y_i = \frac{1}{n} \sum_{i=1}^{n} \hat{\gamma}_i \frac{Z_i - \pi}{\pi(1 - \pi)} Y_i.
$$

(8)

Recall that we assume for clarity of exposition that the propensity score is constant: \( e(X_i) = \pi \). This is satisfied by design in many simple experimental setups. The methods we propose in this section can be extended by analogy to non-constant propensity scores.
Intuitively, we want to choose weights that optimize the performance of \( \hat{\tau}^* \) as an estimator for \( \tau^* \) by some metric. In this paper, we specifically consider choosing weights to minimize the estimation error given by \( \hat{\tau}^* - \tau^* \), adapting arguments and estimators from Athey et al. (2018) and Hirshberg and Wager (2020) designed for observational studies to estimate transported effects. We discuss in Section 3.1 one way of decomposing this estimation error, then show in Section 3.2 how we can use convex optimization to choose weights that minimize in a controlled way the constituent parts of the decomposed estimation error.

### 3.1 Estimation Error Decomposition

First, we decompose the estimation error \( \hat{\tau}^* - \tau^* \) into three terms: (1) covariate imbalance between treated and control units in the experimental population, (2) covariate imbalance between treated units in the experimental population and the target population, and (3) error due to noise. Doing so yields

\[
\hat{\tau}^* - \tau^* = \frac{1}{n} \sum_{i=1}^{n} \hat{\gamma}_i \frac{Z_i - \pi}{\pi (1 - \pi)} m_0(X_i) + \frac{1}{n \pi} \sum_{i=1}^{n} \hat{\gamma}_i Z_i \tau(X_i) - \mathbb{E}_{P^*} \{ \tau(X) \} + \frac{1}{n} \sum_{i=1}^{n} \hat{\gamma}_i \frac{Z_i - \pi}{\pi (1 - \pi)} \varepsilon_i,
\]

where \( \varepsilon_i := Y_i - m_0(X_i) - Z_i \tau(X_i) \). The first term in (9) is the imbalance in the expected control potential outcome \( m_0(\cdot) \) within the study. It is largely controlled by design via treatment randomization; if the weights \( \hat{\gamma} \) are simply uniform, then this term will be zero in expectation by Assumption 1. However, any particular experiment will have some chance imbalance. In Section 3.2, we propose choosing weights \( \hat{\gamma} \) that adjust for this in a manner similar to regression adjustment or post-stratification (Lin, 2013). The second term in (9) measures the discrepancy between the treatment effect in the treated experimental population and the treatment effect in the target population \( P^* \). We are primarily interested in controlling this term. The final term in (9) arises from noise in the outcomes and is related to the variance of the estimator.

If the prognostic score \( m_0(\cdot) \) is in model class \( \mathcal{M} \) and the CATE \( \tau(x) \) is in model class \( \mathcal{T} \), then we can bound the estimation error by

\[
|\hat{\tau}^* - \tau^*| \leq \sup_{m \in \mathcal{M}} \left| \frac{1}{n} \sum_{i=1}^{n} \hat{\gamma}_i \frac{Z_i - \pi}{\pi (1 - \pi)} m(X_i) \right| + \sup_{\tau \in \mathcal{T}} \left| \frac{1}{n \pi} \sum_{i=1}^{n} \hat{\gamma}_i Z_i \tau(X_i) - \mathbb{E}_{P^*} \{ \tau(X) \} \right| + \left| \frac{1}{n} \sum_{i=1}^{n} \hat{\gamma}_i \frac{Z_i - \pi}{\pi (1 - \pi)} \varepsilon_i \right|.
\]
3.2 Minimizing the Worst-case Estimation Error

To control the estimation error (9) given model classes for the prognostic score $M$ and the CATE $T$, we use convex optimization to find weights that solve

\[
\min_{\gamma} \sup_{m_0 \in M_0} \left| \frac{1}{n} \sum_{i=1}^{n} \gamma_i Z_i - \pi \left( \frac{m_0(X_i)}{\pi} \right) \right|^2 \\
+ \sup_{\tau \in T} \left| \frac{1}{n\pi} \sum_{i=1}^{n} \gamma_i Z_i \tau(X_i) - E_{P^*}\{\tau(X)\} \right|^2 + \lambda \sum_{i=1}^{n} \gamma_i^2 \left( \frac{Z_i}{\pi} + \frac{1 - Z_i}{1 - \pi} \right) \\
\text{subject to } \sum_{i=1}^{n} Z_i \gamma_i = n_1, \quad \sum_{i=1}^{n} (1 - Z_i) \gamma_i = n_0, \quad \gamma_i \geq 0.
\]

(11)

The objective in optimization problem (11) directly targets the upper bound on the estimation error (10). First, the optimization problem finds weights that optimize external validity by weighting treated units so that the weighted CATE functions resemble the target distribution’s treatment effect $\tau^*$ for the worst-case CATE function. At the same time, the optimization problem maintains internal validity by weighting the control units so that they are comparable to the weighted distribution of treated units with respect to the prognostic score $m_0(\cdot)$. The final term in the objective penalizes the weights for non-uniformity via an $L^2$ regularization term; this is a proxy for the variance due to noise in (10). We include a regularization hyperparameter $\lambda$ that controls this tradeoff between better balance (lower bias) and more uniform weights (lower variance). We describe the choice of $\lambda$ in practice in Section 6.

The optimization problem (11) includes three constraints for stability of the estimator. The first two constrain the weights on the treated units to sum to the number of treated units $n_1$ and constrain the weights on the control units to sum to the number of control units $n_0$. This ensures that the estimator is robust to constant shifts in the outcome (Ben-Michael et al., 2021). The third constraint restricts weights to be non-negative. This prohibits extrapolation from the support of the experimental sample when estimating $\tau^*$ (see King and Zeng, 2006; Zubizarreta, 2015; Ben-Michael et al., 2020). Taken together, these constraints also ensure that the estimator is sample-bounded.

Denoting $\hat{\mu}_1^n = \frac{1}{n_1} \sum_{i=1}^{n_1} Z_i \hat{\gamma}_i Y_i$ and $\hat{\mu}_0^n = \frac{1}{n_0} \sum_{i=1}^{n_0} (1 - Z_i) \hat{\gamma}_i Y_i$ as the weighted average of treated and control units, we estimate standard errors via the heteroskedasticity-robust sandwich estimator

\[
\hat{V} = \frac{1}{n_1 - 1} \sum_{i=1}^{n_1} Z_i \hat{\gamma}_i^2 (Y_i - \hat{\mu}_1^n)^2 + \frac{1}{n_0 - 1} \sum_{i=1}^{n_0} (1 - Z_i) \hat{\gamma}_i^2 (Y_i - \hat{\mu}_0^n)^2.
\]

(12)

In defining $\hat{V}$, we use the constraints that the weights over the treated units sum to $n_1$ and the weights over the control units sum to $n_0$. Note that, with uniform weights, (12) is the usual variance estimator for the treatment effect in a randomized trial. See Hirshberg and Wager (2020) for discussion of asymptotic normality and efficiency of estimators of this form.
3.3 Implementation

We conclude by discussing how we can implement the optimization problem (11) for two pairs of model classes when the target distribution $P^*$ is the empirical distribution over $m$ units with covariates $\{\bar{X}_1, \ldots, \bar{X}_m\}$. In the first, both $m_0(\cdot)$ and $\tau(\cdot)$ are linear in transformations of the observed covariates: $\mathcal{M} = \{\beta_0 \cdot \phi_0(x) \mid \|\beta_0\| \leq C_0\}$ and $\mathcal{T} = \{\beta_x \cdot \phi_x(x) \mid \|\beta_x\| \leq C_x\}$. In this formulation, we allow the models to use different transformations of the covariates so that, e.g., $m_0(\cdot)$ has a more flexible basis expansion while $\tau(x)$ is restricted to a simpler CATE function. (See Künzel et al., 2019; Hahn et al., 2020, for related discussion.) By the Cauchy-Schwarz inequality, the special case of optimization problem (11) when we use the $L^2$ norm $\| \cdot \|_2$ in the objective function is

$$\min_{\gamma} \left\| \frac{1}{n\pi} \sum_{i=1}^{n} \gamma_i \phi_\tau(X_i) - \frac{1}{m} \sum_{\ell=1}^{m} \phi_\tau(\bar{X}_\ell) \right\|_2^2 + \left\| \frac{1}{n} \sum_{i=1}^{n} \gamma_i \frac{Z_i - \pi}{\pi(1 - \pi)} \phi_0(X_i) \right\|_2^2 + \lambda \sum_{i=1}^{n} \gamma_i^2 \left( \frac{Z_i}{\pi} + \frac{1 - Z_i}{1 - \pi} \right)$$

subject to $\sum_{i=1}^{n} Z_i \gamma_i = n_1$, $\sum_{i=1}^{n} (1 - Z_i) \gamma_i = n_0$, $\gamma_i \geq 0$.  

(13)

This optimization problem is a quadratic program (QP), so it can be efficiently solved even with many units and high-dimensional $\phi_0(X_i)$ and $\phi_\tau(X_i)$—by, for example, the alternating direction method of multipliers (Boyd et al., 2010). Note that reweighting to the target distribution requires only the average of $\phi_\tau(\bar{X}_\ell)$ over the target distribution and we can solve (13) without access to the full underlying distribution $\{\bar{X}_1, \ldots, \bar{X}_m\}$. This reduced data requirement can be useful in practice.

Second, we consider a generalization to linearity with infinite-dimensional transformations $\phi_0(\cdot)$ and $\phi_\tau(\cdot)$. Let $\mathcal{H}_{k_0}$ and $\mathcal{H}_{k_\tau}$ be reproducing kernel Hilbert spaces with associated kernels $k_0 : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ and $k_\tau : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$. Then we can consider the model class for the prognostic score to be $\mathcal{M} = \{m_0(\cdot) \in \mathcal{H}_{k_0} \mid \|m_0\|_{\mathcal{H}_{k_0}} \leq 1\}$ and for the CATE to be $\mathcal{T} = \{\tau(\cdot) \in \mathcal{H}_{k_\tau} \mid \|\tau\|_{\mathcal{H}_{k_\tau}} \leq 1\}$. By the reproducing property, with these model classes we can write the prognostic score and the CATE as linear functions $m_0(x) = \langle m_0(\cdot), k_0(x, \cdot) \rangle$ and $\tau(x) = \langle \tau(\cdot), k_\tau(x, \cdot) \rangle$, where the representations $\phi_0(x) = k_0(x, \cdot)$ and $\phi_\tau(x) = k_\tau(x, \cdot)$ are defined by the kernel functions $k_0$ and $k_\tau$, respectively. As above, by Hölder’s inequality the suprema in (10) are the imbalances in the infinite-dimensional transformations of the covariates, $\phi_0(X_i)$ and $\phi_\tau(X_i)$. Using the “kernel trick”—$\langle \phi_0(x), \phi_0(y) \rangle = k_0(x, y)$ and $\langle \phi_\tau(x), \phi_\tau(y) \rangle = k_\tau(x, y)$—we can write the balancing weights optimization problem as

$$\min_{\gamma} \left\| \frac{1}{n^2\pi^2} \sum_{i,j=1}^{n} \gamma_i \gamma_j Z_i Z_j k_\tau(X_i, X_j) \right\|_2^2 + \left\| \frac{1}{nm\pi} \sum_{i=1}^{n} \sum_{\ell=1}^{m} \gamma_i Z_i k_\tau(X_i, \bar{X}_\ell) \right\|_2^2 + \lambda \sum_{i=1}^{n} \gamma_i^2 \left( \frac{Z_i}{\pi} + \frac{1 - Z_i}{1 - \pi} \right)$$

subject to $\sum_{i=1}^{n} Z_i \gamma_i = n_1$, $\sum_{i=1}^{n} (1 - Z_i) \gamma_i = n_0$, $\gamma_i \geq 0$. 

As above, this optimization problem is a QP. To compute the imbalance terms, we only need to compute
the kernel evaluations $k_0(X_i, X_j)$ and $k_\tau(X_i, X_j)$ in the experimental population, as well as the expected kernel evaluation in the target distribution $\mathbb{E}_{P^*} \{ k(X_i, X) \}$ for each treated experimental unit $X_i$. However, unlike in (13), the full set of unit-level covariates in the target population $\{\tilde{X}_1, \ldots, \tilde{X}_n\}$ are needed in (14) to compute the kernel evaluations between the treated units and the target population, $k_\tau(X_i, \tilde{X}_\ell)$. Solutions to both of these optimization problems can be found using the osqp QP solver (Stellato et al., 2020).

4 Extension to Multisite RCTs

Consider a multisite RCT with $n$ total units across $J$ sites, in which the $n_j$ units in site $j$ are separately randomized with probability of treatment $\pi_j$. To extend our framework to this setting, we simply repeat the analysis in Sections 2 and 3 separately for each of the $J$ sites. Our estimand for the $j$th site is the ATE in the site if its population had the same distribution of observed unit-level covariates as the target population:

$$\tau_j^* := \mathbb{E}_{P^*} \{ \mathbb{E}_P \{ Y(1) - Y(0) \mid X, S = j \} \} = \mathbb{E}_{P^*} \{ m_{1j}(X) - m_{0j}(X) \} = \int \tau_j(x) \ dP^*(x), \quad (15)$$

where $S \in \{1, \ldots, J\}$ indicates the unit’s site membership, $m_{zj}(x) := \mathbb{E}_P \{ Y(z) \mid X = x, S = j \}$ is the conditional mean potential outcome function in the $j$th site, and $\tau_j(x) = m_{1j}(x) - m_{0j}(x)$ is the CATE in the $j$th site. If Assumptions 1–3 hold within each site, then $\tau_j^*$ is identifiable as in (3) for each $j \in \{1, \ldots, J\}$.

Our weighting approach to estimating $\tau^*$ in the single-site setting can be directly applied to estimate $\tau_j^*$ for any $j \in \{1, \ldots, J\}$: We simply treat the units in the $j$th site as the experimental population and ignore experimental units in other sites. We thus refer to our weighting estimator in this multisite context as $\hat{\tau}_j^*$. By sequentially solving (11) for each $j \in \{1, \ldots, J\}$, we can obtain the weights $\hat{\gamma}$ that define our weighting estimators $\hat{\tau}_1^*, \ldots, \hat{\tau}_J^*$. The standard outcome-modeling, IPW, and doubly robust estimators from Section 2.2 can similarly be extended to this multisite setting by restricting attention only to the units from the site of interest $j$.

We can then use this approach to decompose treatment effect variation across the site effects. In particular, researchers often want to understand how much treatment effect variation is attributable to differences in observed unit-level covariate distributions across sites, as opposed to differences in unobserved unit-level covariate distributions or differences in site-level features. Direct comparisons of the site ATEs $\tau_1, \ldots, \tau_J$ typically cannot disaggregate these sources of variation, since the site ATEs incorporate all sources of variation simultaneously. But having access to $\tau_j^*$ for different sites $j$ and target distributions $P^*$, in addition to the untransported $\tau_j$, can help answer questions like:

1. What would the distribution of site ATEs be if all sites had the same distribution of observed unit-level covariates?
2. What is the relationship between the site ATEs and site-level covariates, net of differences in unobserved unit-level covariate distributions between sites?
3. How much variation in site ATEs can be explained by the observed unit-level covariates?
Data from multisite RCTs are rich enough to answer these questions because treatment is randomized in all sites, so the CATE function $\tau_j(x)$ of each site is identifiable. The first question can be answered by examining the distribution of $\tau_1^*, \ldots, \tau_J^*$ for a fixed target distribution $P^*$—i.e., by integrating each site’s CATE function over the same target covariate distribution. The second question can be answered by a descriptive analysis of the relationship between site-level covariates and estimates of $\tau_1^*, \ldots, \tau_J^*$ for a fixed $P^*$.

To answer the third question, we compare the variability of $\tau_1, \ldots, \tau_J$ to that of $\tau_1^*, \ldots, \tau_J^*$. We can think of the change in variability after transportation as an $R^2$-type measure that approximates the amount of variability in site ATEs attributable to differences in observed unit-level covariate distributions. Heuristically, if $\theta$ and $\theta^*$ denote the finite-sample variances of $\tau_1, \ldots, \tau_J$ and $\tau_1^*, \ldots, \tau_J^*$, then the pseudo-$R^2$ measure

$$R^2 := 1 - \left( \frac{\theta^*}{\theta} \right)^2$$

(16)

approximates the amount of variability attributable to observed unit-level covariates. This is only a pseudo-$R^2$ measure since variability might increase after transportation ($\theta^* > \theta$) if differences in observed unit-level covariate distributions were masking variability due to differences in site-level features.

To estimate $\theta$ and $\theta^*$, we use the “$Q$-statistic” approach from the meta-analysis literature (see, e.g., Hedges and Pigott, 2001). Keele et al. (2020) apply it in a similar setting. An advantage of the approach is that it isolates the variability of the true site ATEs from the variability of their estimates. This is especially important in our context since weighting tends to reduce effective sample size and thus increase estimation variability. Given a hypothesized amount of variability in site ATEs $\theta$, the $Q$-statistic is

$$Q(\theta) := \sum_{j=1}^J \frac{(\hat{\tau}_j - \overline{\tau})^2}{\hat{\text{se}}_j^2 + \theta},$$

(17)

where $\overline{\tau}$ is the estimated overall ATE and $\hat{\text{se}}_j^2$ is the estimated standard error of the estimated ATE in the $j^{th}$ site $\hat{\tau}_j$.

Under the null hypotheses that $\theta = \theta_0$, $Q(\theta_0)$ approximates a $\chi^2_{J-1}$ distribution. So we can estimate $\theta$ using a Hodges-Lehman point estimate (corresponding to the $\theta$ with the largest $p$-value, realized at $Q(\theta) = J - 1$), and generate a confidence interval via test inversion. By applying this procedure for both the untransported site ATEs $\tau_1, \ldots, \tau_J$ and the transported site ATEs $\tau_1^*, \ldots, \tau_J^*$, we can estimate the variability in site ATEs before and after transportation. We then plug these estimates into (16) to get our pseudo-$R^2$ measure.

We demonstrate how the above analyses can be conducted in our study of welfare-to-work experiments in Section 6.

---

$^1$For intuition on the terms in the denominator of (17), note that $\hat{\tau}_j - \overline{\tau} = (\hat{\tau}_j - \tau_j) - (\overline{\tau} - \tau_j)$. Roughly speaking, $\hat{\text{se}}_j^2$ reflects the variation due to estimation error, $(\hat{\tau}_j - \tau_j)$. And $\theta$ reflects the variation due to deviations of $\tau_j$ from $\overline{\tau}$, $(\overline{\tau} - \tau_j)$.
5 Simulation Study

In this section, we examine the behavior of our proposed estimators and compare them to outcome-modeling, IPW, and doubly robust estimators via simulation. We base our simulation on data from the welfare-to-work experiments analyzed by Bloom et al. (2001) and Bloom et al. (2003), introduced in Section 1. Our outcome of interest is log earnings; we add 100 before logging to avoid undefined values.

We generate data for our simulation using this dataset as follows. First, we define the CATE $\tau_j(x)$ in the $j^{th}$ site to be a sparse linear function of unit-level covariates $X_i$ plus an intercept term specific to the multisite experiment to which the $j^{th}$ site belongs. For most covariate values observed in the data, $\tau_j(x)$ was less than 1 in magnitude. Its most extreme value was $-4.5$. In each simulation repetition, we generate a bootstrap sample of each of the 59 sites, define the potential outcomes under control $Y_i(0)$ to be the observed outcomes of the bootstrapped units plus a noise term $\epsilon_i \sim \mathcal{N}(0, 0.5^2)$, and generate potential outcomes under treatment $Y_i(1)$ by adding $\tau_j(X_i)$ and another independent noise term $\delta_i \sim \mathcal{N}(0, 0.5^2)$ to $Y_i(0)$. We then randomize treatment assignment, keeping the proportion of treated units in each site the same as in the original dataset, and set the observed outcome to be the corresponding potential outcome. Thus generated, the observed and potential outcomes had standard deviations of about 2.3.

In each repetition, our estimands are the site ATEs transported to the bootstrapped population of 46,977 units in the NEWWS experiment. In other words, we seek to estimate $\tau_1^*, \ldots, \tau_{59}^*$ defined in (15), where $P^*$ is the bootstrapped population of units from NEWWS. Note that, for any two sites $k$ and $\ell$, $\tau_k^*$ and $\tau_{\ell}^*$ differ only by their experiment-specific intercepts since the unit-level covariates define $\tau_j(x)$ in the same way for all $j \in \{1, \ldots, 59\}$ by design. To be concrete, these estimands ranged between about $-1.25$ and $0.3$.

We estimate $\tau_1^*, \ldots, \tau_{59}^*$ using two versions of our weighting estimator $\hat{\tau}_j^*$. The first, which we refer to as “linear,” optimizes the weights over the class of linear functions of $X_i$ that could define $m_{0j}(x)$ and $\tau_j(x)$, as in (13). The second version, which we refer to as “RBF,” optimizes the weights to solve (14) where the kernel function for the control potential outcomes, $k_0(\cdot, \cdot)$, is the radial basis function (RBF) kernel, and the kernel for the CATE, $k_r(\cdot, \cdot)$ is linear. The linear and RBF versions of $\hat{\tau}_j^*$ both require only the covariate means, not the full covariate distribution, of the target population. And they both correctly specify $\tau_j(x)$. But the RBF version of $\hat{\tau}_j^*$ allows a more flexible model for $m_{0j}(x)$ than the linear version does. Since only one covariate is continuous, however, it is not obvious that this greater flexibility will appreciably advantage the RBF version.

We also estimate $\tau_1^*, \ldots, \tau_{59}^*$ using the outcome-modeling, IPW, and doubly robust estimators described in Section 2.2. For these models, we use logistic regression to estimate $\Pr(S = j \mid X)$ and linear regression to estimate $m_{zj}(x)$. Finally, as a benchmark for comparison, we also use the naive, unadjusted difference-in-sample-means estimate of each site ATE

$$\frac{1}{\pi_j n_j} \sum_{i:S_i = j} Z_i Y_i(1) - \frac{1}{(1 - \pi_j) n_j} \sum_{i:S_i = j} (1 - Z_i) Y_i(0),$$

for $j = 1, \ldots, 59$ to estimate $\tau_1^*, \ldots, \tau_{59}^*$.

We evaluate the estimators’ performance by computing in each repetition their root mean squared errors.
Figure 2: Mean absolute bias and root mean squared error of each estimator over 120 repetitions of the welfare-to-work simulation. Observed outcomes are used as potential outcomes under control, and the CATE is defined as a sparse linear function of unit-level covariates plus an experiment-specific intercept term. Results for the outcome-modeling and doubly robust estimators are omitted because they are an order of magnitude larger. For comparison, the estimands $\tau_1^*, \ldots, \tau_{59}^*$ are no greater in magnitude than 1.3, and the CATEs are no greater in magnitude than 4.5.

We note four salient features of Figure 2. First, under a range of regularization levels, our weighting estimators have lower RMSEs and mean absolute biases than the other estimators. Second, our weighting estimators are least biased when almost completely unregularized. Third, the RMSEs of our weighting estimators are lowest at some medium level of regularization. Finally, our weighting estimators reduce to the naive estimator when heavily regularized. These trends illustrate the bias-variance tradeoff of regularization.

6 Empirical Application

In this section, we apply our method to characterize treatment effect variation in the welfare-to-work experimental data. Our outcome of interest in this analysis is a binary indicator of employment two years after treatment assignment, measured by nonzero earnings. Figure 3 plots the point estimate and 95% confidence interval for the ATE in each site. In many sites, assignment to welfare-to-work programs increased the probability of employment two years later. However, interpreting these site-specific estimates collectively is difficult because there are several different sources of treatment effect variation across sites. For example, a welfare-to-work program might be more effective in urban sites. But it also might be more effective for non-Hispanic white people, who are more common in rural and suburban sites than in urban ones. A principled framework for cross-site effect comparisons is needed to disentangle these sources of variation.

We adopt the framework from Section 4. Under this framework, we first estimate what the ATE in each
Figure 3: Point estimate and 95% confidence interval for the untransported ATE in each site.

The site would be if all sites had the same population of units. We can then attribute the remaining treatment effect variation across sites to differences in site-level or unobserved unit-level covariates. In this case, we transport the ATE estimates to the overall population of 69,399 units. We do so by solving the optimization problem \( \phi_\tau(x) \) and \( \phi_0(x) \) each map the 23 observed covariates to themselves and a few of their interactions, such as the interactions between race and baseline income bracket. We standardize the covariates and their interactions to have unit variance.

As discussed in Section 3, we must choose the regularization parameter \( \lambda \) in (13). To do so, we first solve (13) for a range of values of \( \lambda \), then compare the resulting reductions in covariate imbalance and effective sample size. Given weights \( \hat{\gamma}_i \), we measure covariate imbalance between the treated and control groups by

\[
\frac{1}{59} \sum_{j=1}^{59} \frac{1}{n_j} \sum_{i:S_i=j} \hat{\gamma}_i \frac{Z_i - \pi_j}{\pi_j(1 - \pi_j)} \phi_0(X_i) \|_2.
\]

We measure covariate imbalance between the treated group and the target population by

\[
\frac{1}{59} \sum_{j=1}^{59} \frac{1}{n_j \pi_j} \sum_{i:S_i=j} \hat{\gamma}_i Z_i \phi_\tau(X_i) - \mathbb{E}_{\hat{\nu}} \{ \phi_\tau(X) \} \|_2.
\]

To measure effective sample size, we compute Kish’s effective sample size in each site (Kish, 1965), then average those values over the sites.

Figure 4 shows the tradeoff between imbalance reduction and effective sample size reduction. Since treatment was randomized in each site, the treated and control groups were fairly balanced even before weighting. So we focus on covariate imbalance between the treated group and the target distribution. Setting \( \lambda = 0.03 \) reduces covariate imbalance by 80%. The remaining imbalance is less than the imbalance between the unweighted treated and control groups, which, recall, is due to chance randomization alone. This imbalance reduction comes at the cost of an approximately 70% reduction in effective sample size.

Figure 5 shows the covariate imbalance in each site before and after weighting with \( \lambda = 0.03 \). These weights reduce covariate imbalance across the board, with particularly reduced imbalance relative to the
Figure 4: Reductions in covariate imbalance and effective sample size due to weighting with different levels of regularization. The dashed line marks the level of covariate imbalance observed between the treated and control groups without weighting. This imbalance is due to chance randomization alone. Regularization manages the tradeoff between covariate imbalance (bias) and effective sample size (variance).

To better visualize the cost of transporting the site ATE estimates, Figure 6 shows boxplots of the distribution of weights within each site, with weights less than 0.1% excluded. The distribution of weights in some sites is heavily skewed so that a few units are given outsize weight. This lowers those sites’ effective sample sizes and increases the standard errors of their transported ATE estimates. Figure 6 also plots the effective sample size of each site as a percentage of the site’s original sample size. In most sites, the reduction in sample size was substantial but perhaps not debilitating. The median sample size before weighting was 729, while the median after weighting was 181. The smallest effective sample size in a site was 18. Overall, PI sites had more skewed distributions of weights and lower effective sample sizes than NEWWS and GAIN sites.

Based on these tradeoffs, we choose to optimize the weights in (13) with $\lambda = 0.03$. Figure 7 shows the resulting transported ATE point and 95% confidence interval estimate in each site, plotted against the untransported ATE estimates. Transportation substantially changed some sites’ ATE estimates, though most sites saw little change. Nor did transportation substantially change the overall variability in site ATEs. Our $Q$-statistic analysis from Section 4 estimates the standard deviation of the true untransported ATEs to be 0.060 with a 95% confidence interval of (0.048, 0.075). The corresponding estimate for the true transported ATEs is 0.057 with a 95% confidence interval of (0.036, 0.083). Using our pseudo-$R^2$ measure, we estimate that observed unit-level covariate heterogeneity explains less than 10% of the variability in site ATEs. So we conclude that treatment effect heterogeneity in these experiments is primarily driven by other factors such as site-level features. This is consistent with others’ findings (e.g., Bloom et al., 2003).

Our analysis also affects our conclusions about how effective treatment is in different types of sites. Consider the relationship between the treatment’s effect and the experiment in which the treatment was administered. Figure 9 plots the estimated overall ATE in each experiment before and after transportation. Before transportation, treatment appeared most effective in the GAIN experiment and least effective in the PI experiment. After transporting the sites to the same target distribution of unit-level covariates, we find the NEWWS experiment least effective. We also see a remarkable increase in the ATE estimate and associated
Figure 5: Root mean squared covariate imbalance between the treated group and the control group (blue) and between the treated group and the target population (red) before and after weighting. Note that the covariates were standardized to have unit variance. In most sites, the covariate imbalance between the treated and control groups before weighting (i.e., due to chance randomization alone) did not exceed 0.15, marked by the vertical dashed line. In most sites, weighting brought the covariate imbalance between the treated group and the target population within this range.

Figure 6: Distribution of non-zero weights in each site (left) and effective sample size after weighting, plotted also as a percentage of the original unweighted sample size (right).

Figure 7: Point estimate and 95% confidence interval for the transported ATE, plotted against the untransported ATE estimates. Points are sized by percent effective sample size after weighting.
Figure 8: The absolute change in each site’s estimated ATE after weighting, plotted against the effective sample size as a percentage of original sample size.

Figure 9: Point estimate and 95% confidence interval for the ATE in each experiment before and after transportation. Transporting all of the sites to the same target distribution changed our conclusions about the relative effectiveness of treatment across the three experiments.

uncertainty for the PI experiment; clearly the non-representative nature of the units in this experiment vs the overall population (note the low percentages of original sample size for the sites in Figure 7) make comparison beyond individual differences difficult. That being said, its original poor average performance is quite possibly due to more difficult to treat participants.

7 Discussion

It is important for researchers and policymakers to understand how treatment effects vary across contexts. This is especially true in multisite trials, which afford the opportunity to observe treatment in a variety of settings. However, variation in treatment effects can reflect variation in both the population of individuals and different contextual and site-level characteristics. Building on the literature on treatment effect generalization and transportation, we propose to estimate the sites’ ATEs if they all were to have the same population of units. We estimate these transported site-level treatment effects via an approximate balancing weights procedure and find that this procedure outperforms more traditional IPW. Applying it to the welfare-to-work experiments, we find that heterogeneity in the sites’ populations accounts for less than 10% of the overall heterogeneity in treatment effects across sites.
There are several avenues for future work. First, while we choose to re-weight to the overall population in our welfare-to-work analysis, other target populations might lead to substantively different conclusions. If there are important and substantial interactions between unit-level and site-level attributes in determining treatment effects, then we may wish to use several target populations and characterize the variation across the different targets. An important area of future work is how to characterize and present this variation in an interpretable and useful way.

Second, we assess site-level heterogeneity by using a common target for all sites. This makes the different sites more directly comparable. But we could ask a different question instead: For any given site \( j \), how would the ATE in the site change if the site had the \( k \)th site’s distribution of observed unit-level covariates, for \( k \in \{1, \ldots, J\} \)? This question can be answered by transporting the \( j \)th site’s ATE estimate to each site—i.e., by integrating the \( j \)th site’s CATE function over each site’s observed covariate distribution. This analysis is conceptually similar to “internal benchmarking” in the criminology literature (Ridgeway and MacDonald, 2014).

Third, we propose to construct weights by decomposing the estimation error into (1) error due to imbalance in baseline potential outcomes between the treated and control groups and (2) error due to imbalance in the CATE function between the treated group and the target population. But other decompositions are possible and can lead to different forms of the optimization problem (11) that may have different computational and statistical performance.

Finally, throughout this work, we have considered the unit-level covariates of interest to be known and fixed \textit{a priori}. However, different sets of covariates will lead to different CATE functions and different transported site treatment effects. Deciding \textit{which} covariates are of interest will be important to future work; see, e.g. Egami and Hartman (2020a).
References

Ackerman, B., I. Schmid, K. E. Rudolph, M. J. Seamans, R. Susukida, R. Mojtabai, and E. A. Stuart (2019). Implementing statistical methods for generalizing randomized trial findings to a target population. *Addictive Behaviors* 94, 124–132.

Allcott, H. (2015). Site selection bias in program evaluation. *The Quarterly Journal of Economics* 130(3), 1117–1165.

Ariel, B., A. Sutherland, D. Henstock, J. Young, P. Drover, J. Sykes, S. Megicks, and R. Henderson (2017). “Contagious accountability”: A global multisite randomized controlled trial on the effect of police body-worn cameras on citizens’ complaints against the police. *Criminal Justice and Behavior* 44(2), 293–316.

Athey, S., G. W. Imbens, and S. Wager (2018). Approximate residual balancing: Debiased inference of average treatment effects in high dimensions. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)* 80(4), 597–623.

Ben-Michael, E., A. Feller, D. A. Hirshberg, and J. Zubizarreta (2021). The balancing act for causal inference.

Ben-Michael, E., A. Feller, and J. Rothstein (2020). The augmented synthetic control method. *arXiv preprint arXiv:1811.04170*.

Bloom, H. S., C. J. Hill, and J. Riccio (2001). Modeling the performance of welfare-to-work programs: The effects of program management and services, economic environment, and client characteristics. MDRC working papers on research methodology. Technical report, Manpower Demonstration Research Corporation, New York, NY.

Bloom, H. S., C. J. Hill, and J. A. Riccio (2003). Linking program implementation and effectiveness: Lessons from a pooled sample of welfare-to-work experiments. *Journal of Policy Analysis and Management* 22(4), 551–575.

Boyd, S., N. Parikh, E. Chu, B. Peleato, and J. Eckstein (2010). Distributed optimization and statistical learning via the alternating direction method of multipliers. *Foundations and Trends in Machine Learning* 3(1), 1–122.

Crepon, B., E. Duflo, E. Huillery, W. Pariente, J. Seban, and P.-A. Veillon (2018). Cream skimming and the comparison between social interventions: Evidence from entrepreneurship programs for at-risk youth in France.

Dahabreh, I. J., S. E. Robertson, J. A. Steingrimsson, E. A. Stuart, and M. A. Hernán (2020). Extending inferences from a randomized trial to a new target population. *Statistics in Medicine* 39(14), 1999–2014.

Dahabreh, I. J., S. E. Robertson, E. J. Tchetgen, E. A. Stuart, and M. A. Hernán (2019). Generalizing causal inferences from individuals in randomized trials to all trial-eligible individuals. *Biometrics* 75(2), 685–694.

D’Amour, A., P. Ding, A. Feller, L. Lei, and J. Sekhon (2021). Overlap in observational studies with high-dimensional covariates. *Journal of Econometrics* 221(2), 644–654.

Egami, N. and E. Hartman (2020a). Covariate selection for generalizing experimental results: Application to large-scale development program in Uganda. *arXiv preprint arXiv:1909.02669*.
Egami, N. and E. Hartman (2020b). Elements of external validity: Framework, design, and analysis.

Flores, C. A. and O. A. Mitnik (2013). Comparing treatments across labor markets: An assessment of nonexperimental multiple-treatment strategies. *Review of Economics and Statistics* 95(5), 1691–1707.

Hahn, P. R., J. S. Murray, and C. M. Carvalho (2020). Bayesian regression tree models for causal inference: Regularization, confounding, and heterogeneous effects. *Bayesian Analysis* 15(3), 965–1056.

Hainmueller, J. (2012). Entropy balancing for causal effects: A multivariate reweighting method to produce balanced samples in observational studies. *Political Analysis* 20(1), 25–46.

Hedges, L. V. and T. D. Pigott (2001). The power of statistical tests in meta-analysis. *Psychological Methods* 6(3), 203–217.

Hirshberg, D. A. and S. Wager (2020). Augmented minimax linear estimation. *arXiv preprint arXiv:1712.00038*.

Hotz, V. J., G. W. Imbens, and J. H. Mortimer (2005). Predicting the efficacy of future training programs using past experiences at other locations. *Journal of Econometrics* 125(1-2), 241–270.

Josey, K. P., S. A. Berkowitz, D. Ghosh, and S. Raghavan (2020). Transporting experimental results with entropy balancing. *arXiv preprint arXiv:2002.07899*.

Josey, K. P., F. Yang, D. Ghosh, and S. Raghavan (2020). A calibration approach to transportability with observational data. *arXiv preprint arXiv:2008.06615*.

Kang, J. D. Y. and J. L. Schafer (2007). Demystifying double robustness: A comparison of alternative strategies for estimating a population mean from incomplete data. *Statistical Science* 22(4), 523–539.

Keele, L., E. Ben-Michael, A. Feller, R. Kelz, and L. Miratrix (2020). Hospital quality risk standardization via approximate balancing weights. *arXiv preprint arXiv:2007.09056*.

Kemple, J. J. and J. Haimson (1994). Florida’s project independence. Program implementation, participation patterns, and first-year impacts. Technical report, Manpower Demonstration Research Corporation, New York, NY.

Kern, H. L., E. A. Stuart, J. Hill, and D. P. Green (2016). Assessing methods for generalizing experimental impact estimates to target populations. *Journal of Research on Educational Effectiveness* 9(1), 103–127.

King, G. and L. Zeng (2006). The dangers of extreme counterfactuals. *Political Analysis* 14(2), 131–159.

Kish, L. (1965). *Survey Sampling*. New York, NY: John Wiley & Sons.

Kraemer, H. C. (2000). Pitfalls of multisite randomized clinical trials of efficacy and effectiveness. *Schizophrenia Bulletin* 26(3), 533–541.

Künzel, S. R., J. S. Sekhon, P. J. Bickel, and B. Yu (2019). Metalearners for estimating heterogeneous treatment effects using machine learning. *Proceedings of the National Academy of Sciences of the United States of America* 116(10), 4156–4165.

Lin, W. (2013). Agnostic notes on regression adjustments to experimental data: Reexamining Freedman’s critique. *The Annals of Applied Statistics* 7(1), 295–318.

Neyman, J. (1990 [1923]). On the application of probability theory to agricultural experiments. Essay on principles. Section 9. *Statistical Science* 5(4), 465–472.
Puma, M., S. Bell, R. Cook, C. Heid, G. Shapiro, P. Broene, F. Jenkins, P. Fletcher, L. Quinn, J. Friedman, J. Ciarico, M. Rohacek, G. Adams, and E. Spier (2010). Head Start impact study. Final report. *Administration for Children & Families*.

Riccio, J. and D. Friedlander (1992). GAIN: Program strategies, participation patterns, and first-year impacts in six counties. California’s Greater Avenues for Independence Program. Technical report, Manpower Demonstration Research Corporation, New York, NY.

Ridgeway, G. and J. M. MacDonald (2014). A method for internal benchmarking of criminal justice system performance. *Crime & Delinquency* 60(1), 145–162.

Rubin, D. B. (1974). Estimating causal effects of treatments in randomized and nonrandomized studies. *Journal of Educational Psychology* 66(5), 688–701.

Rudolph, K. E., N. M. Schmidt, M. M. Glymour, R. Crowder, J. Galin, J. Ahern, and T. L. Osypuk (2018). Composition or context: Using transportability to understand drivers of site differences in a large-scale housing experiment. *Epidemiology* 29(2), 199–206.

Rudolph, K. E. and M. J. van der Laan (2017). Robust estimation of encouragement-design intervention effects transported across sites. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)* 79(5), 1509–1525.

Stanton, A. L., P. A. Ganz, L. Kwan, B. E. Meyerowitz, J. E. Bower, J. L. Krupnick, J. H. Rowland, B. Leedham, and T. R. Belin (2005). Outcomes from the Moving Beyond Cancer psychoeducational, randomized, controlled trial with breast cancer patients. *Journal of Clinical Oncology* 23(25), 6009–6018.

Stellato, B., G. Banjac, P. Goulart, A. Bemporad, and S. Boyd (2020). OSQP: An operator splitting solver for quadratic programs. *Mathematical Programming Computation* 12(4), 637–672.

Weinberger, M., E. Z. Oddone, W. G. Henderson, D. M. Smith, J. Huey, A. Giobbie-Hurder, and J. R. Feussner (2001). Multisite randomized controlled trials in health services research: Scientific challenges and operational issues. *Medical Care* 39(6), 627–634.

Westreich, D., J. K. Edwards, C. R. Lesko, E. Stuart, and S. R. Cole (2017). Transportability of trial results using inverse odds of sampling weights. *American Journal of Epidemiology* 186(8), 1010–1014.

Zubizarreta, J. R. (2015). Stable weights that balance covariates for estimation with incomplete outcome data. *Journal of the American Statistical Association* 110(511), 910–922.