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\section*{ABSTRACT} The Industrial Control System (ICS) is widely used in industrial processes, such as power grids, water conservancy, natural gas, petrochemical and so on. More and more cyber attacks are targeting the ICS worldwide. This paper presents a novel honeynet-based epidemic model in ICS network. The honeynet is an active approach that can attract malware attacks and provide sample information and immunization strategy of the malware. An epidemic model with immunization and quarantine in ICS network is formulated to explore the dynamics of the malware propagation, and the honeynet potency is analyzed as well. Theoretical analysis reveals the disease-free and endemic equilibrium of our model, then the local and global stability of the disease-free (endemic) equilibrium are examined by the basic reproduction number. Furthermore, numerical experiments show that the honeypot with more system vulnerabilities is conducive to suppress the malware epidemic, and the honeynet with lower average degree power low index can be more effectively. In addition, simulation experiments provide the actual behavior of malware propagation in the ICS network and verification of our derivations.
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\section*{I. INTRODUCTION}

\subsection*{A. MOTIVATION}

With deep application of the Industrial Control Systems (ICS), ICS network security plays a more and more important role in nowadays. A growing number of cybersecurity incidents indicate that ICS is becoming increasingly susceptible to sophisticated and targeted attacks, and malware plays an important role in the attacks against ICS. ICS usually cover three major types of control systems, namely Supervisory Control and Data Acquisition (SCADA), Distributed Control Systems (DCS), and Programmable Logic Controller (PLC). Due to the weak network security awareness of the ICS and the extremely high requirements for real-time, reliability and continuity of the industrial control business, ICS security products can not be deployed and used at large scale at this stage. Under the premise of not affecting the current business reliability and network structure, how to carry out ICS security detection, prediction and response is a research hotspot. Nowadays, with the development of industrial informatization, to facilitate operations by engineers, ICS networks are often not physically isolated from external networks. Then protocols and devices used by ICS are often intended to be vulnerable to various cyber-attacks. For instance, the Bushehr Nuclear Power Plant in Iran was attacked by the malicious worm Stuxnet \cite{1}, that remind people the serious harm of worms to industry. After that, many cyber-attacks that against ICS network broke out, such as Modbus Stager \cite{2}, PLC Blaster \cite{3}, Duqu \cite{4} and so on. Especially, PLC Blaster can live solely in PLCs and they can propagate through the control system of Siemens SIMATIC S7–1200 without any computers involved. PLC Blaster can scan ICS network for new targets, attack the PLCs, and replicate itself in the compromised PLCs \cite{3}. The appearance of PLC...
Blaster means that the security situation of ICS is becoming increasingly severe.

The conventional techniques against malware intrusion are usually based on a known set of malware samples [14]. Since the ICS network is different with the internet and the system can not stop running optionally, restarting and patching are not very suitable methods for ICS network security. However, the honeypot technology provides an approach to solve this problem and it brings a great innovation in ICS network security. The honeypot does not impact the normal operation of the ICS, it is essentially a technique of deceiving an attacker. By arranging some hosts, network services or information as bait, the attacker is induced to attack them, so that the attack behavior can be captured and analyzed. The honeypot can elucidate the malware’s characteristics by monitoring and analyzing the attacks, so that it will provide feedback about immunization strategy to defenders. Meanwhile, attacks captured by honeypots can also serve as an “early warning” system for defenders, it can provide more time to deal with the attacks and waste the attacker’s time and resources. Based on honeypots, the honeynet is a network system rather than a single honeypot, it looks more like an ordinary network. Usually, the honeynet consists of a large number of honeypots, it is “a security resource whose value lies in being probed, attacked and compromised” [16]. The honeynet does not depend on any specific ICS architecture, and it can respond to attacks to gain information more efficiently. The state of art of study researches that deals with honeynet to get enhanced security. The honeynet does not impact the normal operation of the ICS, it is essentially a technique of deceiving an attacker.

In this section, we aim to formulate an epidemic model with conclusion for this paper. In addition, some approaches to detect and constrain malware have been studied, such as firewall, intrusion detection system (IDS) and benign worms defending system [13]. By using mathematical models and computational methods, epidemic dynamics on complex networks has been studied [20]–[22]. And some studies have shown that the topology (such as average degree and power-law index) of networks has significant influence on the propagation of malware [23]–[26]. Wang et al. [27] investigate an epidemic propagation on the three-layer interdependent networks, their analysis provides a basic framework for better understanding of epidemic propagation on multi-layered complex networks. A general formal study to obtain the reproduction number and discuss the positivity and stability properties of equilibrium points is proposed and formally discussed [34]. Existence and stability of equilibrium points of the models have been extensively studied [35], [36]. Consequently, epidemic models about malwares is used for reference in our study.

C. PAPER ORGANIZATION

Inspired by the mentioned works above, we propose an epidemic model in the ICS network to study the interplay between malware epidemics and honeynet potency. This paper is organized as follows. Section II introduces a honeynet-based malware propagation model in a two-layer (ICS network and honeynet) complex network. Section III analyzes the epidemic dynamics of our proposed malware propagation system, the disease-free equilibrium, endemic equilibrium and stability are discussed in detail. Numerical and simulation experiments are showed in Section IV and Section V, respectively. Section VI presents the discussion and conclusion for this paper.

II. MODEL FORMULATION

In this section, we aim to formulate an epidemic model with quarantine strategy. Since the two networks (ICS network and honeynet) are connected in some way, a two-layer, coupled network is formed. The basic topology of the two-layer complex network is shown in Figure 1. Each PLC (resp. honeypot) has two types of link-degrees: internal degrees and external degrees. Some models have introduced quarantine strategy into epidemic dynamics, but they are only suitable for a single-layer network [31]. We assume that the PLCs and honeypots in ICS network are the nodes, the links represent the communication relationships among the nodes. Total network size is fixed, and the nodes are divided into two categories, namely, PLCs and honeypots with respective network sizes $N_p$ and $N_H$.

A. THE PROPAGATION OF MALWARE AMONG PLCs

In our model, the PLC is partitioned into four compartments depending on the states of the nodes under malware attacks: susceptible state ($S_p$, which denotes the number of PLCs vulnerable to malware attacks), infected state ($I_p$, which denotes the number of infected PLCs), quarantined state ($Q_p$, which denotes the number of quarantined PLCs) and recovered state.
(R_p, which represents the number of PLCs that recovered after infection). At every time step, the susceptible PLCs can be infected by the infected PLCs at a rate \( \beta_{11} \), and the infected PLCs can be restored by using anti-malware software or installing patches at a rate \( \varphi_1 \). In some cases the patches are temporary and they may be loss of function if the system is updated or the malware is mutated. When the malware - variants or unknown malwares appear, recovered PLCs may change to susceptible PLCs at a rate \( \delta_1 \).

\[ P_p(i, j) = \frac{N_{ij}^P}{N_{ij}^P}, \]
\[ P_H(k, l) = \frac{N_{k,l}^H}{N_{k,l}^H}. \]

The average degree values are as follows:

\[ < k >_{11} = \sum_{i=0}^{n_{11}} iP_p(i, \cdot), < k >_{12} = \sum_{j=0}^{n_{12}} jP_p(\cdot, j) \]
\[ < k^2 >_{11} = \sum_{i=0}^{n_{11}} i^2P_p(i, \cdot), < k^2 >_{12} = \sum_{j=0}^{n_{12}} j^2P_p(\cdot, j) \]
\[ < k^2 >_{21} = \sum_{k=0}^{n_{21}} k^2P_H(k, \cdot), < k^2 >_{22} = \sum_{l=0}^{n_{22}} l^2P_H(\cdot, l) \]

C. Interaction Between Honeypots and PLCs

In the honeynet context, an infected PLC can infect the honeypot in susceptible state at a rate \( \beta_{22} \). As it is mentioned above, an infected honeypot can never infect other PLCs, so susceptible nodes can only be infected by the infected PLCs. However, the infected honeypot can capture the malware samples. Once the information related to a malware sample is captured by a honeypot, quarantine strategy for PLCs can be carried out and the PLCs in susceptible state will be quarantined at a rate \( \beta_{12} \). Then the specific immunization measures to counter the malware should be taken, thus, a part of quarantined PLCs will turn to recovered states at a rate \( \omega \).

We assume our model into a heterogeneous honeynet. Then a two-layer complex network which the node degree distribution follows a power law \( (P(k) = k^{-\gamma}) \) is formed, where \( P(k) \) stands for the probability that a randomly chosen node within the network has degree \( k \) pointing to this node. For a PLC, we use \( (i, j) \) to denote its degree, which means it is connected with \( i \) (internal) other PLC nodes and \( j \) (external) honeypot nodes. Similarly, for a honeypot, the degree \( (k, l) \) means that it is connected with \( k \) (internal) honeypots and \( l \) (external) PLC nodes. The maximum node degree of the network is \( n_{11} = \max(i), n_{12} = \max(j), n_{21} = \max(k) \) and \( n_{22} = \max(l) \). We further define \( P_p(i, j) \) and \( P_H(k, l) \) as the joint degree distribution in PLCs and honeypots, respectively. And marginal degree distributions are

\[ P_p(i, j) = \frac{N_{ij}^P}{N_{ij}^P}, \]
\[ P_H(k, l) = \frac{N_{k,l}^H}{N_{k,l}^H}. \]
and the probability of communicating with susceptible honeypots is:

\[ \Theta_{12}(t) = \frac{1}{k} \sum_{k=0}^{n_2} \sum_{l=0}^{n_2} I_{P}(k, l) H_{K_{i,j}}(t), \quad (5) \]

Similarly, for susceptible honeypots, the probability of communicating with infected honeypots is:

\[ \Theta_{21}(t) = \frac{1}{k} \sum_{k=0}^{n_2} \sum_{l=0}^{n_2} k P_H(k, l) H_{K_{i,j}}(t), \quad (6) \]

and the probability of communicating with infected PLCs is:

\[ \Theta_{22}(t) = \frac{1}{k} \sum_{k=0}^{n_2} \sum_{l=0}^{n_2} j P_P(i, j) I_{P}^*(t). \quad (7) \]

The transition diagram among the states of the nodes in the two-layer complex network is shown in Figure 2 according to the transition relationship and formulations.

III. EQUILIBRIUM AND STABILITY ANALYSIS OF THE MODEL

The dynamical behaviors of (8) proposed in Section II is studied in this section. An equilibrium of (8) under which the malware remain epidemics or become extinct is determined, that is, the disease-free equilibrium and endemic equilibrium. Then the local and global stability of the disease-free (endemic) equilibrium is examined by the basic reproduction number \( R_0 \).

A. DISEASE-FREE EQUILIBRIUM

For PLCs and the honeypots, we have

\[
\begin{align*}
S_{i,j}^H(t) + I_{i,j}^H(t) + Q_{i,j}^H(t) + R_{i,j}^H(t) &= N^H, \\
S_{i,j}^P(t) + I_{i,j}^P(t) + Q_{i,j}^P(t) + R_{i,j}^P(t) &= N^P. 
\end{align*}
\]

\[
P_A(i, j) = \frac{N_{i,j}^P}{N^P}, \quad P_B(k, l) = \frac{N_{k,l}^H}{N^H}. \quad (10)
\]

To express the disease-free equilibrium, we set all equations in (8) to be zero with \( I_{i,j}^P(t) = 0 \) for all \( i, j \) and \( I_{i,j}^H(t) = 0 \) for all \( k, l \). Then we have

\[
\begin{align*}
\Theta_{11}(t) &= \Theta_{12}(t) = \Theta_{21}(t) = \Theta_{22}(t) = 0, \\
\Theta_{21}(t) &= \Theta_{12}(t) = \Theta_{22}(t) = \Theta_{11}(t) = 0.
\end{align*}
\]

\[
\begin{align*}
\frac{dS_{i,j}^P(t)}{dt} &= \delta_1 R_{i,j}^P(t) - \beta_{11} i S_{i,j}^P(t) - \beta_{12} j S_{i,j}^P(t) - \Theta_{12}(t), \\
\frac{dI_{i,j}^P(t)}{dt} &= \beta_{11} i S_{i,j}^P(t) - \phi_1 I_{i,j}^P(t), \\
\frac{dQ_{i,j}^P(t)}{dt} &= \beta_{12} j S_{i,j}^P(t) - \omega Q_{i,j}^P(t), \\
\frac{dR_{i,j}^P(t)}{dt} &= \phi_1 I_{i,j}^P(t) + \omega Q_{i,j}^P(t) - \delta_1 R_{i,j}^P(t) - \Theta_{12}(t), \\
\frac{dS_{k,l}^H(t)}{dt} &= -\beta_{22} S_{k,l}^H(t) - \Theta_{22}(t), \\
\frac{dI_{k,l}^H(t)}{dt} &= \beta_{22} S_{k,l}^H(t) - \phi_2 I_{k,l}^H(t), \\
\frac{dQ_{k,l}^H(t)}{dt} &= \beta_{22} S_{k,l}^H(t) - \omega Q_{k,l}^H(t) - \delta_2 Q_{k,l}^H(t) - \Theta_{22}(t) \\
\frac{dR_{k,l}^H(t)}{dt} &= \phi_2 I_{k,l}^H(t) + \omega Q_{k,l}^H(t) - \delta_2 Q_{k,l}^H(t) - \Theta_{22}(t). 
\end{align*}
\]

TABLE 1. Notations in the paper.

| Notation | Definition |
|----------|------------|
| \( N^P \) | total number of PLCs |
| \( N^H \) | total number of honeypots |
| \( N_{i,j}^P \) | number of PLCs whose degree is \((i, j)\) at all times |
| \( N_{i,j}^H \) | number of honeypots whose degree is \((k, l)\) at all times |
| \( S_{i,j}^P(t) \) | number of susceptible PLCs whose degree is \((i, j)\) at time \( t \) |
| \( I_{i,j}^P(t) \) | number of infected PLCs whose degree is \((i, j)\) at time \( t \) |
| \( Q_{i,j}^P(t) \) | number of quarantined PLCs whose degree is \((i, j)\) at time \( t \) |
| \( R_{i,j}^P(t) \) | number of recovered PLCs whose degree is \((i, j)\) at time \( t \) |
| \( S_{k,l}^H(t) \) | number of susceptible honeypots whose degree is \((k, l)\) at time \( t \) |
| \( I_{k,l}^H(t) \) | number of infected honeypots whose degree is \((k, l)\) at time \( t \) |
| \( Q_{k,l}^H(t) \) | number of quarantined honeypots whose degree is \((k, l)\) at time \( t \) |
| \( \beta_{11} \) | infection rate of susceptible PLCs that are infected by PLCs |
| \( \beta_{12} \) | quarantine rate of susceptible PLCs |
| \( \beta_{22} \) | infection rate of susceptible honeypots that are infected by PLCs |
| \( \phi_1 \) | recovery rate of infected PLCs |
| \( \phi_2 \) | quarantine rate of infected honeypots |
| \( \delta_1 \) | rate at which the recovered PLCs lose immunity |
| \( \delta_2 \) | deployed rate of the quarantined honeypots |
| \( \omega \) | recovery rate of quarantined PLCs |
Obviously, the disease-free equilibrium is
\[
E^0 \left( S^0_{i,j}, I^0_{i,j}, Q^0_{i,j}, R^0_{i,j}, S^0_{k,l}, I^0_{k,l}, Q^0_{k,l} \right),
\]
where
\[
\begin{align*}
S^0_{i,j} &= N^P, I^0_{i,j}(t) = 0, Q^0_{i,j}(t) = 0, R^0_{i,j}(t) = 0, \\
S^0_{k,l} &= N^H, I^0_{k,l}(t) = 0, Q^0_{k,l}(t) = 0,
\end{align*}
\]
and
\[
\begin{align*}
i &= 1, 2, \ldots, n_{11}, \\
j &= 1, 2, \ldots, n_{12}, \\
k &= 1, 2, \ldots, n_{21}, \\
l &= 1, 2, \ldots, n_{22}.
\end{align*}
\]

**B. ENDEMIC EQUILIBRIUM**

The endemic equilibrium means that there are no more state changes in our model, and infected PLCs and honeypots are present in the complex network. In our model, the endemic equilibrium is equivalent to setting all equations in (8) to be zero (no more state changes), which will lead to the following equations,
\[
\begin{align*}
\delta_1 R^P_{i,j}(t) - \beta_{111} S^P_{i,j}(t) \Theta_{11}(t) - \beta_{122} S^P_{i,j}(t) \Theta_{12}(t) &= 0, \\
\beta_{111} S^P_{i,j}(t) \Theta_{11}(t) - \phi_1 I^P_{i,j}(t) &= 0, \\
\beta_{122} S^P_{i,j}(t) \Theta_{12}(t) - \omega Q^P_{i,j}(t) &= 0, \\
\phi_1 I^P_{i,j}(t) + \omega Q^P_{i,j}(t) - \delta_1 R^P_{i,j}(t) &= 0, \\
- \beta_{222} S^H_{k,l}(t) \Theta_{22}(t) + \delta_2 Q^H_{k,l}(t) &= 0, \\
\beta_{222} S^H_{k,l}(t) \Theta_{22}(t) - \phi_2 I^H_{k,l}(t) &= 0, \\
\phi_2 I^H_{k,l}(t) - \delta_2 Q^H_{k,l}(t) &= 0.
\end{align*}
\]

However, since there are infectious nodes, the condition \( I^P_{i,j}(t) = 0 \) and \( I^H_{k,l}(t) = 0 \) do not hold anymore. Instead, \( I^P_{i,j}(t) \) and \( I^H_{k,l}(t) \) are now of some positive values. Thus, all the derivatives on the left of equal sign in (8) are set to be zero and assuming given \( S^P_{i,j} \) and \( S^H_{k,l} \), then we can derive the endemic equilibrium point:
\[
E^* \left( S^P_{i,j}, I^P_{i,j}, Q^P_{i,j}, R^P_{i,j}, S^H_{k,l}, I^H_{k,l}, Q^H_{k,l} \right),
\]
where
\[
\begin{align*}
S^P_{i,j}(t) &= \frac{\phi_1}{\beta_{111} \Theta_{11}(t)} I^P_{i,j}(t), \\
Q^P_{i,j}(t) &= \frac{\omega}{\beta_{111} \Theta_{11}(t)} I^P_{i,j}(t), \\
R^P_{i,j}(t) &= \frac{\delta_1}{\beta_{111} \Theta_{11}(t)} I^P_{i,j}(t), \\
S^H_{k,l}(t) &= \frac{\phi_2}{\beta_{222} \Theta_{22}(t)} I^H_{k,l}(t), \\
Q^H_{k,l}(t) &= \frac{\delta_2}{\beta_{222} \Theta_{22}(t)} I^H_{k,l}(t).
\end{align*}
\]

**C. STABILITY OF THE MODEL**

To analyze the stability of the model, we calculate the basic reproduction number \( R_0 \) in this subsection. The basic reproduction number \( R_0 \) is an important threshold parameter in epidemiology, which is “the expected number of secondary cases produced, in a completely susceptible population, by a typical infective individual” [27]. Driessche et al. depict a general compartmental disease transmission model suited to heterogeneous populations and demonstrate a detailed calculation method of the basic reproduction number [28]. It is shown that, if \( R_0 < 1 \), then the malware will be extinct; whereas if \( R_0 > 1 \), there will exist an endemic equilibrium. For a heterogeneous population, \( R_0 \) is characterized as the spectral radius of the next generation matrix. Driessche and Watmough [29] put forward a general compartmental disease transmission model suitable to heterogeneous populations and illustrated a detailed calculation method of \( R_0 \). Because the joint degree distributions are assumed independent in this paper, thus,
\[
P_P(i,j) = P_P(i, \cdot) P_P(\cdot, j),
\]
\[
P_H(k, l) = P_H(k, \cdot) P_H(\cdot, l).
\]

For briefness, we denote \( \theta_{0,0} = y_1, \ldots, \theta_{0,n_{12}} = y_{n_{12}+1}, \)
\[
i_0^P = y_{n_{12}+2}, \ldots, i_{0,n_{12}} = y_{n_{12}+2}, \ldots, i_{n_{11},0} = y_{n_{11}+1}, \ldots, i_{n_{11},n_{22}} = y_{n_{21}+1}.
\]

Similarly, \( \theta_{0,1} = y_{n_{11}+1},\ldots, \theta_{0,n_{21}} = y_{n_{21}+1} \), whereas if \( i = 1, \ldots, n \), then the basic reproduction number of model is \( R_0 = \rho(\Gamma) \), where \( \rho(\Gamma) \) is the spectral radius of matrix \( \Gamma \) [30], and
\[
\Gamma = FV^{-1}.
\]

\( F \) is the rate of new occurring infections, \( V \) is a diagonal matrix, and it is the rate of transferring individuals out of the original group, and \( \rho(\Gamma) \) is the spectral radius of the next generation matrix \( \Gamma \). \( \Gamma \) is a complex matrix:
\[
\Gamma = \left( \begin{array}{cc}
\left( A_{i,j} \right)_{(n_{11}+1) \times (n_{11}+1)} & \left( B_{i,j} \right)_{(n_{12}+1) \times (n_{21}+1)} \\
\left( C_{i,j} \right)_{(n_{21}+1) \times (n_{21}+1)} & \left( D_{i,j} \right)_{(n_{21}+1) \times (n_{21}+1)}
\end{array} \right),
\]

where \( A_{i,j}, B_{i,j}, C_{i,j} \) and \( D_{i,j} \) are block matrices, and each element of them represents a sub-matrix satisfying is obtained by the equation as shown at the bottom of next page. Through a series of similarity transformations, matrix (15) can be simplified to is obtained by the equation as shown at the bottom of next page.

Because the joint degree distributions are independent in our model, through a series of transformations, matrix (15) can be further simplified to:
\[
\Gamma = 
\begin{bmatrix}
\frac{\beta_{11} k^2}{\varphi_1} & \frac{\beta_{11} k^2}{\varphi_1} & < k >_{11} & 0 & 0 \\
0 & \frac{\beta_{11} k^2}{\varphi_1} & < k >_{11} & 0 & 0 \\
0 & 0 & \frac{\beta_{22} k^2}{\varphi_2} & < k >_{21} & 0 \\
0 & 0 & 0 & \frac{\beta_{22} k^2}{\varphi_2} & < k >_{22}
\end{bmatrix}
\]

\( E \) is the unit matrix of (16), then let
\[
|\lambda E - \Gamma| = 0,
\]
and we can calculate the eigenvalues of matrix (17),
\[
\lambda_1 = \frac{\beta_{11} k^2}{\varphi_1} < k >_{11}, \quad \lambda_2 = \frac{\beta_{22} k^2}{\varphi_2} < k >_{22}.
\]
According to paper [29],
\[ R_0 = \rho(\mathbf{F}) = \max(|\lambda_1|, |\lambda_2|). \] (19)

Since \( \mathbf{F} \) is a nonnegative matrix, and according to Perron–Frobenius theorem, \( R_0 = \max(|\lambda_1|, |\lambda_2|) \) is a positive eigenvalue of matrix \( \mathbf{F} \). Based on [28], Chavez et al. outline the second generation operator approach developed and collaborators for the computation of the basic reproductive number [37], it is denoted that \( s(\mathbf{F} - \mathbf{V}) = \max(|\rho_\mathbf{\lambda}_1|, |\rho_\mathbf{\lambda}_2|) \) is an eigenvalue of \( \mathbf{F} \) and \( \rho_\mathbf{\lambda}_1 \) is the real part of \( \lambda_i \). In paper, the following formula is given,
\[ s(\mathbf{F} - \mathbf{V}) \leq 0 \Leftrightarrow \rho(\mathbf{FV}^{-1}) < 1, \]
\[ s(\mathbf{F} - \mathbf{V}) > 0 \Leftrightarrow \rho(\mathbf{FV}^{-1}) > 1. \]

The results in paper [28] are suited to heterogeneous group, and the PLCs and honeypots in our model are heterogeneous and the coupled network in our model is a heterogeneous complex network, so the results of [28] are applicable to our model. Therefore, we can obtain the following theorems.

**Theorem 1:** If the basic reproduction number \( R_0 < 1 \), the disease-free equilibrium \( E^0 \) is locally asymptotically stable; if \( R_0 > 1 \), \( E^0 \) is unstable. Then the positivity and boundedness of the solutions of (8) are examined.

**Theorem 2:** For (8), the set
\[ \Omega \equiv \{ y = (y_1, y_2, \cdots, y_n) \in \mathbb{R}^n_+ : 0 \leq y_i \leq 1, i = 1, \cdots, n \} \] (20)
is positive invariant.

**Proof:** For all \( t > 0, y_i(t) \geq 0 \), where \( i = 1, \cdots, n \), and the initial value \( y(0) \in \Omega \). Besides, there would exist \( k_0 \in \{1, \cdots, n\} \) and \( t_0 > 0 \), such that \( y_k(t_0) = 0 \). To ensure the generality, let \( y_k(t) = p_{i_0,j_0}^k(t) \) and \( t^* = \inf \{ t > 0, p_{i_0,j_0}^k(t) = 0 \} \). It follows from (8):
\[
\frac{dp_{i_0,j_0}^k(t^*)}{dt} = \beta_{i_1} p_{i_0,j_0}^k(t^*) > 0. \] (21)

However, the definition of \( r^* \) yields \( \int_{t^*}^{\infty} dt \left( 1 \right) \leq 0 \), which leads to a contradiction. Then based on the Theorem 3.2 in [38], we derive the global stability of the disease-free equilibrium of (8).

**Lemma 1:** For a constant differential autonomous system
\[ dy(t)/dt = f(y) \] (22)
where \( y \in \mathbb{R}^n \) and \( f: \mathbb{R}^n_+ \rightarrow \mathbb{R}^n \) is a continuously differentiable map. The following conditions are assumed:

1) \( f \) is cooperative in \( R \), that is, for \( \forall y \in \mathbb{R}^n_+ \) and \( i, j = 1, 2, \cdots, n \), if \( i \neq j \), then \( \partial f_i / \partial y_j \geq 0 \). Meanwhile, \( D^2f(y) = (\partial f_i / \partial y_j)_{1 \leq i, j \leq n} \) is irreducible for \( \forall y \in \mathbb{R}^n_+ \);

2) \( f(0) = 0 \) and for all \( y \in \mathbb{R}^n_+ \), if \( y_i = 0 \), then \( f_i(y) \geq 0, i = 1, 2, \cdots, n \);

3) \( f \) is strictly nonlinear in \( \mathbb{R}^n_+ \), that is, for \( \forall \alpha \in (0, 1) \) and \( y \gg 0, f(\alpha y) > \alpha f(y) \). Then the following two results are obtained:

a) If \( s(DF(0)) = \max(Re \lambda; det(\mathbf{\lambda} - DF(0))) \leq 0, y = 0 \) is globally asymptotically stable in \( \mathbb{R}^n_+ \);

b) If \( s(DF(0)) = \max(Re \lambda; det(\mathbf{\lambda} - DF(0))) > 0 \), then

i) For \( \forall y \in \mathbb{R}^n_+, \lim_{t \rightarrow \infty} \{ y_1(t), y_2(t), \cdots, y_n(t) \} = +\infty \), or ii) Equation (22) has a unique positive equilibrium point \( y^* \gg 0 \), and \( y=y^* \) is globally asymptotically stable in \( \mathbb{R}^n_+ \).

Then according to **Lemma 1, Theorem 3** can be obtained.

**Theorem 3:** If \( R_0 \leq 1 \), the disease-free equilibrium is globally asymptotically stable in \( \Omega \); and if \( R_0 > 1 \), the model (8) has a unique positive equilibrium \( E^* \) which is globally asymptotically stable in \( \Omega - \{0\} \).

**Proof:** Obviously, the function \( f: \Omega \rightarrow \mathbb{R}^n \) is continuously differentiable and \( f(0) = 0 \) for all \( y \in \Omega \) with \( y_i = 0 \), \( i = 1, 2, \cdots, n \). In addition, \( \partial f_i / \partial y_j \geq 0 \) for \( y \in \Omega, i \neq j \). Thus, the function \( f \) is a cooperative system. Particularly, for all \( y \in \Omega, Df = (\partial f_i / \partial y_j)_{1 \leq i, j \leq n} \) is irreducible; and for any \( \epsilon \in (0, 1) \) and \( y \in \Omega, f_i(\epsilon y) \geq \epsilon f_i(y) \)
TABLE 2. Parameters for disease-free equilibrium.

| Notation | Value |
|----------|-------|
| $N^c$    | 10000 |
| $N^d$    | 10000 |
| $R_{11}, R_{22}, R_{12}, R_{21}$ | 50    |
| $\langle k \rangle_{11}, \langle k \rangle_{22}, \langle k \rangle_{12}, \langle k \rangle_{21}$ | 6     |
| $\beta_1$ | 0.0000015 |
| $\beta_2$ | 0.0000016 |
| $\phi_1$ | 0.04   |
| $\phi_2$ | 0.012  |
| $\delta_1$ | 0.014   |
| $\omega$ | 0.01  |

with $i = 1, 2, \ldots, n$. It implies that $f$ is strictly sublinear in $\Omega$. So the proof is completed by applying lemma 1.

From Theorem 3, we prove that equation (19) is an accurate threshold for disease transmission. If there are infected nodes at the initial moment, no matter what the number of infected nodes are, as long as $R_0 \leq 1$, the malware will slowly die out. According to equation (19), it is related to the average degrees ($\langle k \rangle_{11}, \langle k \rangle_{22}$), recovery (quarantine) rate ($\phi_1, \phi_2$), and the infection rate ($\beta_{11}, \beta_{22}$) in our model.

IV. NUMERICAL EXPERIMENTS

In this section, numerical experiments in the complex network is conducted to verify our theoretical research above, and some dynamical properties of our model is showed. In the following experiments, it is assumed that there are 10000 PLCs and 10000 honeypots in, and there are 250 infected PLCs. The complex network is supposed to be scale-free, and the node-degree follows the power-low distribution.

A. DISEASE-FREE EQUILIBRIUM

Three parts experiments are presented as following, disease-free equilibrium, endemic equilibrium and the effectiveness of the honeynet.

The parameters for disease-free equilibrium are listed in Table 2. And the power-low index of the complex network is set $\gamma = 3$. Figure 3 and Figure 4 show the variation of every state in the complex network. With the parameters given in Table 2, a disease-free equilibrium is revealed before 500 time units.

B. ENDEMIC EQUILIBRIUM

To contrast with the disease-free equilibrium, the endemic equilibrium is showed in Figure 5 and Figure 6. The parameters are listed in Table 3.

The power-low index of the complex network is also set $\gamma = 3$. According to the physics significance, the parameters are adjusted to show the endemic equilibrium. Then we can see that before 1000 time units, the number of PLCs and honeypots reaches about 1500 and 2800, respectively.

C. THE EFFECT OF THE HONEYNET

Our goal is to deploy honeypots in the honeynet more effectively and economically, so comparisons are made between different parameters to optimize the honeynet deployment.
TABLE 3. Parameters for endemic equilibrium.

| Notation | Value   |
|----------|---------|
| $N^F$    | 10000   |
| $N^H$    | 10000   |
| $n_{11}, n_{12}, n_{21}, n_{22}$ | 50     |
| $\langle k \rangle_{11}, \langle k \rangle_{12}, \langle k \rangle_{21}, \langle k \rangle_{22}$ | 6      |
| $\beta_1$ | 0.0000035 |
| $\beta_{12}$ | 0.0000024 |
| $\beta_2$ | 0.0000038 |
| $\phi_1$ | 0.028   |
| $\phi_2$ | 0.024   |
| $\delta_1$ | 0.036   |
| $\delta_2$ | 0.02    |
| $\omega$ | 0.018   |

strategy. As we know, honeypots are utilized to attract the malware attacks and provide quarantine strategy. Considering (8) with the parameters given in Table 3 except for the average degree. A comparison about different average degrees is made. Figure 7 shows that the number of infected honeypots changes with different average degrees when the system reaches the endemic equilibrium. The experiment show that the number of infected honeypots increases as the average degree decreases. It means that the honeynet with lower average degree is more attractive to the attackers, and more honeypots are infected so that the honeynet can collect the information of malware more effectively.

In Figure 8, we consider (8) with the parameters given in Table 3 except for the parameter $\beta_{12}$. And it exhibits the variation trend of infected PLCs with different $\beta_{12}$. When tending to the equilibrium state, the number of infected PLCs decreases with $\beta_{12}$ increases, and larger $\beta_{12}$ means that the honeypot in the honeynet exists more system vulnerabilities. So the honeypots with more system vulnerabilities is conducive to ensure the malware epidemic to a lower level.

In addition, the power-law index of the complex network plays an important role in the propagation of malware. Figure 9 shows that the evolution of the number of infected honeypots with different power-law index of honeynet in the case of endemic equilibrium. We can find that the number of infected honeypots increases with the power-law index decreases when tending to the equilibrium state. That is the honeynet with lower power-law index will be more attractive to the attackers. Another interesting phenomenon is that the number of infected honeypots decreases much more when the power-law index $\gamma = 3.2$ in the case of endemic equilibrium. It indicates that it is better to keep the power-law index $\gamma \leq 3$ when deploying honeynet.

V. SIMULATIONS EXPERIMENTS

In this section, simulation results are presented to verify the actual behavior of malware propagation in the complex network. The topology of the network is set to be scale-free, identical to Section IV, meaning that the node degree distribution follows the power-law distribution ($p^k = k^{-3}$). The simulations are built on the scale-free network generated by the simulation software MATLAB, the physical process of worm propagation in the network is implemented by C++ programming language. There are 10,000 PLCs and 10,000 honeypots in our simulation experiments, and the parameters are the same as which we use in numerical experiments (Table 3). The epidemic simulation process is consistent with the state transition diagram in Figure 2, so it will not be covered here again. The detailed process of our simulation experiments are presented as follows:

1) Firstly, we randomly choose 250 infected PLCs and other nodes are susceptible. In each round of the simulation experiments, all nodes in various states perform according to (8);
2) For susceptible PLCs which connected with infected PLCs, they can be infected by infected PLCs with
rate $\beta_{11}$. This process also applies to susceptible honeypots with rate $\beta_{22}$.

3) Then the susceptible PLCs can be quarantined with rate $\beta_{12}$, and the infected PLCs can be recovered with probability $\varphi_1$. The infected honeypots can be quarantined with probability $\varphi_2$.

4) The quarantined PLCs will be recovered with probability $\omega$.

5) Recovered PLCs (honeypots) transform into susceptible state again with probability $\delta_1$ ($\delta_2$).

Figure 10 (a-f) shows the comparisons between numerical (dashed curves) and simulation (solid curves) results of susceptible, infected, and quarantined PLCs (honeypots), and it implies that the simulation curves match the numerical curves well. We can find that there are some differences between numerical and simulation curves because of the high precision of numerical experiments. Namely, the data in simulation experiments is double type and the data in simulation experiments is integer type. However, the small differences do not affect the validity of our results.

VI. DISCUSSION

In our proposed model, the honeynet is introduced as inhibition strategy to suppress the malware propagation. And the honeynet is a key factor to inhibit the propagation of malware. Thus, a comparison is showed in a numerical experiment to verify the effect of the honeynet. At first we replace the honeynet with an ICS network. It means that all nodes are PLCs in the two-layer ICS network. It is different from (8), the infected PLCs in both two layers can infect other PLCs. The parameters and the process of malware propagation is same as (8). Then the infected PLCs in the same layer of the two models are compared.

It is easy to confirm that the effect of honeynet in Figure 11. When the system reach endemic equilibrium, the number of infected PLCs without honeynet is much larger than that with honeynet. And the peak in the model with honeynet is much lower than that without honeynet. The result indicates that the honeynet can inhibit the propagation of malware in ICS network effectively. Figure 12 is a partially enlarged view of Figure 10 (b) that shows the tiny propagation tendency in the simulation experiment. Actually, the number of infected PLCs always fluctuates within an interval. And the infected honeypots also performs like this. It means that the defense strategy can control the malware in a quantity interval.

Another influence to the honeynet is the network traffic. In this paper, the infection rate $\beta_{22}$ is used to represent the amount of traffic, because the larger the amount of attack traffic, the more susceptible honeypots are to infection, vice versa. When all of the traffic from honeypot nodes is allow to be transmitted in the honeynet, like the traffic from PLC nodes, the infection rate $\beta_{22}$ obtains its maximum value $\beta_{22}^*$. The intrusion detection system (IDS) can detect related attack traffic with the generated detection signatures. Referring to the experimental results in [39], [40], we define the detection rate $d$ as follows,

$$d = 1 - e^{\beta_{22}/\beta_{22} - \beta_{22}^*}.$$  \hspace{1cm} (23)

If we want to know the relationship between the traffic and infected honeypots, we will study the relationship between infection rate $\beta_{22}$ and detection rate $d$. We assume that $\beta_{22}^* = 2.4 \times 10^{-3}$, and it is shown in Figure 13. Obviously, the infection rate $\beta_{22}$ and detection rate $d$ is positively related. Then Figure 14 shows the relationship between infection rate $\beta_{22}$ and infected honeypots. When infection rate $\beta_{22}$ increases,
the detection rate \( d \) increases as well, it means that the traffic increases. Thus, we can find that the increasing traffic will cause more honeypots to be infected.

In Figure 7 and Figure 9, the comparison of infected honeypots with different average degrees and power-law index are studied when the system reaches the endemic equilibrium. Moreover, the influence of the honeynet topologies (power-law index) and connectivity (average degree) also needs to be studied when the system reaches disease-free equilibrium. Figure 15 shows the comparison of susceptible honeypots with different average degrees. It shows that decreasing average degree will lead the minimum value of susceptible honeypots to decrease in the case of the disease-free equilibrium. It means that if the average degree is lower, fewer honeypots are susceptible. Then the attraction of the honeynet to the attackers may decrease. However, Figure 7 shows that more honeypots will be infected with lower average degree so that the honeynet can collect the information of malware more effectively. Then we know that the effectiveness of average degree depends on the state of our model. For the honeynet topologies (power-law index), Figure 16 shows that the number of infected honeypots increases much more when the power-law index \( \gamma = 2.5 \). The different performances of the honeynet in the case of endemic equilibrium and disease-free equilibrium are very interesting. Therefore, a dynamic connection mode of the honeynet may protect the ICS network more efficiently, which happened to be the excellent ability of the intelligent honeynet. And we will focus on the model of intelligent honeynet and study the intelligent honeynet detailedly in our future work.

VII. CONCLUSION

In summary, we introduce a new mathematical honeynet-based model in ICS network, and the epidemic dynamics in the two-layer complex network is analyzed. Theoretical analysis has revealed the relations between disease epidemics and honeynet potency. The influence of the average degree and the power-law index in the two-layer complex network has been analyzed. In particular, the following conclusions can be obtained,

1) A honeynet-based malware propagation model with immunization and isolation as the defensive measures in a two-layer (ICS network and honeynet) complex network is proposed.

2) The epidemic dynamics of our proposed malware propagation system is analyzed, it has a disease-free equilibrium \( E^0 \) and an endemic equilibrium \( E^* \). And the local and global stabilities of the disease-free equilibrium are proved.

3) Numerical experiments are conducted to reveal the dynamics of malware propagation. It shows honeypots with more system vulnerabilities is conducive to ensure the malware epidemic to a lower level. In addition, simulation experiments provide the actual behavior of malware propagation and verification of our derivations.

4) The effect of the honeynet is discussed and it is demonstrated that the honeynet with lower average degree or lower power low index is more attractive to
the attackers. The results provide proper advice about how to deploy honeypots within a honeynet more effectively.

Our analysis provides a better understanding of the interaction relations between malware epidemics and honeynet potency. Based on the analysis results, several practical suggestions are also proposed about how to deploy honeypots more effectively (honeynet with more system vulnerabilities, lower average degree, or lower power low index). Furthermore, the comparison in discussion also indicates that the number of infected PLCs can be controlled to a smaller range under the potency of honeynet. In a word, the honeynet brings a great change in the area of ICS network security.
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