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Abstract—We present a robust visual-inertial SLAM system that combines the benefits of Convolutional Neural Networks (CNNs) and planar constraints. Our system leverages a CNN to predict the depth map and the corresponding uncertainty map for each image. The CNN depth effectively bootstraps the back-end optimization of SLAM and meanwhile the CNN uncertainty adaptively weighs the contribution of each feature point to the back-end optimization. Given the gravity direction from the inertial sensor, we further present a fast plane detection method that detects horizontal planes via one-point RANSAC and vertical planes via two-point RANSAC. Those stably detected planes are in turn used to regularize the back-end optimization of SLAM. We evaluate our system on a public dataset, i.e., EuRoC, and demonstrate improved results over a state-of-the-art SLAM system, i.e., ORB-SLAM3.

I. INTRODUCTION
Simultaneous Localization and Mapping (SLAM) aims to reconstruct the 3D map of a scene and localize the position of an agent with respect to the map at the same time. It has been extensively researched over the years [3] and has found various applications, such as autonomous navigation, Virtual Reality (VR), and Augmented Reality (AR).

The sensor types that SLAM can work with include monocular/stereo cameras, depth sensor, and the inertial measurement unit (IMU). The monocular mode is the minimal setup for visual SLAM but does not produce scale information. Stereo and RGB-D modes can provide metric scale recovery for map points and camera poses; however, extra sensor requirements (e.g., stereo cameras and depth sensors) hinder their wide applicability. Nowadays, with inertial sensors becoming cheaper and easily accessible via devices such as mobile phones, visual-inertial SLAM has become a popular option for self-localization, e.g., in mobile-based AR applications [24], as inertial sensors can help SLAM achieve metric-scale reconstruction. Nonetheless, visual-inertial SLAM still suffers from scale drift because the inertial sensor inevitably accumulates errors over time [24].

On the other hand, depth prediction from a single image using CNNs has also achieved great success [10], [11], demonstrating complimentary features to traditional geometric methods. Hence, a few works [21], [26], [27], [29], [30] try to combine the best of both worlds, i.e., deep-learning-based depth prediction and geometry-based SLAM. However, they do not incorporate the inertial sensors that are currently easy to access and the structural constraints that are commonly presented in real-world scenes.

In this paper, we target an accurate and robust visual-inertial SLAM system that uses a monocular camera and an IMU sensor to capture input data. To this end, we propose to augment the visual-inertial SLAM with CNNs that predict the depth map and the uncertainty map for each image, forming a pseudo RGB-D inertial SLAM system. As such our SLAM system combines the best of geometry and deep learning, albeit still using a minimal sensor setup. Furthermore, since gravity direction can be estimated from inertial measurements, we can fit the dominant planes much faster with fewer points required to sample. We further enhance the robustness of plane detection leveraging the depth and uncertainty estimated by the CNN, and in turn use the detected planes to regularize the back-end optimization of SLAM.

In summary, our contributions include:
(a) a robust visual-Inertial SLAM system augmented with CNN depth and uncertainty;
(b) a fast and robust plane fitting method using gravity direction from inertial measurements, map points from SLAM, and depth and uncertainty from the CNN;
(c) a simple yet effective plane regularization energy term for SLAM back-end optimization.

II. RELATED WORK
A. Geometric SLAM
SLAM has been a long standing problem in the community of robotics and computer vision. Existing geometric SLAM systems can be roughly divided into two categories: feature-based SLAM [22], [25] and direct SLAM [7], [8]. Feature-based SLAM systems first detect feature points and then compute the geometry using feature correspondences. The performance of those systems degrades significantly when feature detection and tracking work poorly, e.g., in scenes with little texture. In contrast, direct SLAM systems rely on the photometric error, i.e., the difference of pixel intensities, to optimize the geometry, and thus bypass the need of extracting feature points and computing feature descriptions. However, direct methods assume brightness constancy and suffer a lot in environments that have rapid lighting changes.

The robustness of SLAM can be improved using multimodality sensors, such as the RGB-D camera and the IMU sensor. Along this line, the ORB-SLAM family of methods [4], [22], [23] gradually support more sensors. Starting from the monocular ORB-SLAM [22], ORB-SLAM2 [23] adds both stereo and RGB-D modes, and ORB-SLAM3 [4] further incorporates the inertial sensor, demonstrating the state-of-the-art performance. Due to its robustness and versatility, we build our system upon ORB-SLAM3.

There have also been other efforts [1], [12], [13], [16], [19], [31] that exploit structural information, e.g., planar
constraints, to improve the performance of geometric SLAM. A few of them [1], [19], [32] detect and fit 3D planes within feature-based monocular SLAM, which have difficulties in finding large textureless planes. Others [12], [13], [16], [31] enforce planar constraints for RGB-D SLAM; thus achieving more reliable results. However, none of them utilize the inertial sensor to simplify the plane fitting problem. In our work, we combine the inertial measurements, sparse map points, dense CNN depth and uncertainty, to build a fast and robust method for plane detection and fitting.

B. CNN-Augmented SLAM

Depth prediction using deep CNNs has recently achieved great success [10], [11], [14], [15], [20], [27], [33]. Hence, a few works [21], [26], [27], [29], [30] try to combine deep learned depth/pose and geometric SLAM. In particular, [26], [21] and [29] leverage deep depth, pose and/or uncertainty to bootstrap a semi-dense visual odometry system. [27] uses the CNN depth as the input to an RGB-D SLAM system and builds a self-improving loop for depth prediction and monocular SLAM. However, none of them incorporates the inertial sensors, which are widely available on mobile devices, and the planar constraints, which commonly exist in indoor environments. In contrast, our system is incarnated with deep neural networks, visual-inertial SLAM, plane detection, and planar constraints.

III. METHOD

In this section, we present our CNN-augmented visual-inertial SLAM and show how we can detect and fit 3D planes fast and robustly under our framework.

A. Overall Pipeline

Our visual-inertial SLAM combines conventional geometric SLAM and modern CNN-based depth/uncertainty predictions, and further enforces planar constraints to improve performance. The overall pipeline is depicted in Figure 1. We first train a CNN to predict the depth map \( \mathbf{D}_t \) and its uncertainty map \( \mathbf{U}_t \) from a single image \( \mathbf{I}_t \). The CNN can be trained in a supervised [17] or self-supervised manner [29]. The image \( \mathbf{I}_t \), its predicted depth map \( \mathbf{D}_t \), uncertainty map \( \mathbf{U}_t \), and inertial measurements \( \mathbf{Y}_t \) are then used as the input to an uncertainty-guided visual-inertial SLAM system. Planes are detected in a separate thread of the front-end. Planar constraints are enforced in the back-end through the factor graph optimization after a set of reliable planes are detected. The outputs of the system include map points and camera poses in the metric scale and steadily detected 3D planes.

B. CNN Depth and Uncertainty

Deep learning is complementary to geometry in many scenarios. For instance, geometric SLAM tends to fail totally in textureless regions, whereas CNN-based methods can still predict reasonable depth values in such regions leveraging rich priors in the training data. So we leverage a CNN that predicts the depth and the uncertainty to augment the geometric SLAM. Following [29], we train the network in a self-supervised manner. However, note that our system is agnostic to the training strategy of the deep neural network and a supervised method shall also work. The network structure for depth and uncertainty prediction from an image is outlined in Figure 2. The CNN takes an auto-encoder structure with skip-connections between the encoder and the decoder. We refer the reader to [29] for the detailed network structure.

CNN depth is not equally accurate in different regions of an image [17]. We thus design the network to simultaneously predict the confidence or uncertainty score for the depth prediction. Specifically, we follow [17], [29] and define the uncertainty weighted self-supervised loss as follows,

\[
L_{\text{self}} = \sum \frac{r_{\text{pho}}}{u} + \log u, \\
\]

where \( r_{\text{pho}} \) is the photometric loss as defined in [11], and \( u \) is the uncertainty value predicted for each pixel. The total loss function is the summation of the uncertainty weighted self-supervised loss and a depth smoothness loss [11],

\[
L_{\text{total}} = L_{\text{self}} + \lambda L_{\text{smooth}},
\]

where \( \lambda \) is a weighting parameter and is set to \( 1.0 \times 10^{-3} \). After the network is trained, we do inference for each coming image to predict its depth map and the uncertainty map, and feed them into our SLAM system.

C. Uncertainty-Guided Visual-Inertial SLAM

Our system is built upon ORB-SLAM3 [4], but is compatible with any existing feature-based SLAM that supports RGB-D inertial input. Instead of relying a depth sensor to get the depth image, we use the CNN predicted depth as
the depth input to form a pseudo RGB-D inertial SLAM. We further augment SLAM with the uncertainty prediction to adaptively weigh the contribution of feature points in the back-end optimization of bundle adjustment [28].

Given map points \( X^i \in \mathbb{R}^3 \) in the world coordinates and the 2D observations \( x^i_j \in \mathbb{R}^2 \) in frame \( i \), their re-projection errors can be computed as,

\[
e_{ij} = x^i_j - \pi(T_iX^i),
\]

where \( \pi \) is the projection function, \( T_i \in \mathbb{R}^{3 \times 4} \) is the transformation from the world coordinate system to frame \( i \), and \( X^i \in \mathbb{R}^4 \) corresponds to the homogeneous coordinates of \( X^i \). Bundle adjustment aims to minimize the reprojection errors of map points across a bundle of frames,

\[
C^l = \sum_{i,j} \rho_h(e_{ij}^T \Omega_{ij}^{-1} e_{ij}),
\]

where \( \rho_h \) is the robust Huber cost function and \( \Omega_{ij} \) is the covariance matrix measuring the uncertainty of each detected feature point. In a conventional geometric SLAM system, e.g., ORB-SLAM, the covariance is pre-computed according to the scale at which the feature point is detected; thus all feature points detected from the same scale share the same covariance. In this paper, we instead propose to use the CNN learned uncertainties to adaptively weigh the re-projection errors. Specifically, we use a simple method to convert the uncertainty value to a covariance matrix, i.e.,

\[
\Omega_{ij} = 1/(1 - U_{ij}),
\]

where \( U_{ij} = u_{ij}J_{2 \times 2} \). Therefore, the uncertainty-guided reprojection errors become

\[
C_{\text{uncer}} = \sum_{i,j} \rho_h(e_{ij}^T(I - U_{ij})e_{ij}).
\]

Since our SLAM system takes CNN predicted depth as input and CNN depth is not always accurate, this uncertainty guidance help to downweigh the contributions of those map points that potentially have high depth errors.

Following ORB-SLAM3 [23], we use the depth and left features to generate feature points on a virtual right view. We then compute the reprojection errors for the virtual right view so that we have the overall reprojection cost as follows,

\[
C_{\text{reproj}} = C_{\text{uncer}} + \alpha C_{\text{uncer}}^r.
\]

where \( C_{\text{uncer}}^r \) is the reprojection cost for the virtual right view and \( \alpha \leq 1 \).

**D. Fast Plane Fitting**

The world is mostly made of planes, especially for indoor environments. At the application side, AR often requires generating virtual objects on top of real-world planar surfaces. So, in our system, we also make use of 3D planar information for back-end regularization. However, solely utilizing 3D map points suffers a lot from under-constrained situations, as many walls are texture-less. Instead, we draw upon both the dense CNN depth cue and sparse 3D map points.

It would be slow if we naively fit planes using the dense depth map and all map points. We thus propose a novel fast plane fitting method, leveraging the prior information of gravity direction and uncertainty measurements. In particular, we seek to find two types of dominant planes: i) horizontal planes that are perpendicular to the gravity direction; ii) vertical planes that are parallel to the gravity direction.

In the general case where the gravity direction is unknown, we would have to sample three points to fit a plane. In contrast, given the gravity direction, the degree-of-freedom (DoF) of horizontal planes becomes one, so we only need to sample one point to determine a horizontal plane. Similarly, the DoF of vertical planes is two and we only need two points to determine a vertical plane. Note that, reduction in DoF of a parametric model can significantly speed up the RANSAC algorithm [9]. Theoretically, the number of iterations for RANSAC equals

\[
k = \frac{\log(1 - p)}{\log(1 - w^2)},
\]

where \( p \) is the desired success probability, \( w \) is the inlier ratio, and \( n \) is the number of points to fit the model. Assume \( p = 0.99, w = 0.2 \). If \( n = 3 \), then \( k = 249 \); if \( n = 2 \), then \( k = 49 \); if \( n = 1 \), then \( k = 9 \). From this example, we can see the benefits of applying the one-point RANSAC (for horizontal planes) and two-point RANSAC (for vertical planes) in terms of computational complexity, as compared to the vanilla three-point RANSAC.

We further assume that indoors scenes consist mainly of planes that are orthogonal to one another in a “Manhattan world” manner [5], [6]. This assumption allows us to further accelerate the detection of wall planes. Once we have detected one main wall plane using two-point RANSAC method, we assume there are additional planes parallel or orthogonal to the main wall plane. This enables us to remove one DoF from the problem and test subsequent plane hypotheses with only one point per sample.

When detecting planes from SLAM map points, we observe that false positive plane inliers such as points belonging to other surfaces can introduce errors in plane normal direction estimation. We also find that clusters of colinear points can often lead to false positive detection. We mitigate these challenges by augmenting map points with normal direction computed from CNN depth, which is computed as follows:

\[
n_{x,y} = R \cdot (K^{-1}((x,y,1)^T - (x,y,1)^T)) \times (K^{-1}((x - \delta,y,1)^T - (x,y,1)^T)),
\]

where \( n_{x,y} \) is the normal direction at image coordinate \((x,y)\), \( K \) is the camera intrinsic matrix, \( \delta \) stands for a small pixel shift where the corresponding surface is assumed to be piece-wise planar and \( R \) represents the rotation matrix from the camera to the world coordinate system. Map point normals are maintained and updated with each CNN depth frame. Map point normals can help significantly reduce false positive inlier points, resulting in more robust plane detection especially for vertical planes.
Moreover, we observe that CNN depth often has a global scale shift. To overcome this issue, we additionally employ a simple yet effective method to refine CNN depth by using SLAM map points. As map points are continually optimized in the back-end and in general more accurate, it is therefore able to reproject them onto images to compute an average scale difference with CNN depth:

$$s_{\text{correction}} = \frac{1}{N} \sum_{i=1}^{N} \frac{D_i^{\text{SLAM}}}{D_i^{\text{CNN}}} \quad \text{(10)}$$

where $N$ is the number of visible map points, $D_i^{\text{SLAM}}$ is the depth from the $i$th map point, and $D_i^{\text{CNN}}$ is the corresponding CNN depth. Then, the computed factor is applied to CNN depth for scale correction.

We use the refined dense CNN depth map to assist recovering planes. Instead of equally sampling the CNN depth map, we utilize CNN uncertainties to guide the sampling process. In regions of higher uncertainties, the depth points are sampled with lower probability, and vice versa. The inlier count of CNN depth points is downweighted by 0.5 as they are less accurate than SLAM map points.

### E. Planar Constraints

Given steadily detected planes, we build an extra energy term on top of the re-projection error term for back-end optimization. If a plane has a high probability lying on a plane, the distance between them should be as small as possible. Therefore, for each detected plane $v \in \mathbb{R}^4$, we first find its inlying map points $X_i^j$ by thresholding the distance from map points to planes, which is controlled by $\theta$. Then the plane constraint term in the back-end optimization can be expressed as:

$$C_{\text{plane}} = \sum_{j,s} \rho_s(v^j \tilde{X}_i^j), \quad \text{(11)}$$

where $\tilde{X}_i^j$ corresponds to the homogeneous coordinates of $X_i^j$. Since the plane types used in our work, such as walls and the ground, are well defined, it is not necessary to optimize plane parameters along with other variances in the back-end. Instead, we adopt an iterative manner, where planes are recomputed asynchronously in every $N_d$ frames. We set $N_d = 30$ in all of our experiments. Then the newly updated inlying planar points and plane parameters are used in the following graph optimization. In this manner, we can effectively express the planar constraint as a serial of unary edges in the factor graph optimization [18], as shown in Figure 3. The observations on these edges are set to 0, as theoretically the residual between planes and inlying points should be 0. Our overall cost for bundle adjustment is the summation of $C_{\text{reproj}}$ and $C_{\text{plane}}$, i.e.,

$$C = C_{\text{reproj}} + \beta C_{\text{plane}} \quad \text{(12)}$$

where $\beta \leq 1$, and is set to 0.1 in our experiments. The planar constraint can be applied in both local and full bundle adjustment processes as a guidance for map points optimization.

### IV. EXPERIMENTS

We evaluate our system on the EuRoC MAV dataset [2] which provides stereo images, IMU data, and grountruth camera 6-DoF poses. We choose the VICON Room sequences of EuRoC to perform the evaluation because these sequences contain large planes, such as the ground plane and walls. We exclude Sequence V203 due to many missing frames in one of the cameras [29]. In the following subsections, we first discuss the implementation details of our system, and then present both quantitative and qualitative results of ORB-SLAM3 [4] and our method on EuRoC.

#### A. Implementation Details

We follow [29] to train the network to predict the depth and uncertainty using monocular and stereo images in a self-supervised manner. Due to the limited size of this dataset, we use five VICON Room sequences for training to achieve the best model. A supervised method can also be used to predict the depth map. The depth and uncertainty maps of some sample images are shown in Figure 2. We replace the covariance matrix in the back-end bundle adjustment with the CNN uncertainty prediction as in Eq. (6) and set $\alpha$ to 1. To better gauge the drift in camera poses, we disable loop closure for all competing methods.
TABLE I

|                  | V101    | V102    | V103    | V201    | V202    | Mean    |
|------------------|---------|---------|---------|---------|---------|---------|
| ORB-SLAM3        | 0.0367  | 0.0605  | 0.0767  | 0.0480  | 0.0620  | 0.0568  |
| Mono-Inertial    |         |         |         |         |         |         |
| ORB-SLAM3        | 0.0293  | 0.0596  | 0.0729  | 0.0699  | 0.0637  | 0.0591  |
| Stereo-Inertial  |         |         |         |         |         |         |
| Our Mono-CNN     | 0.0352  | 0.0151  | 0.0381  | 0.0320  | 0.0404  | 0.0322  |
| Inertial         |         |         |         |         |         |         |
| Our Mono-CNN     | 0.0346  | 0.0143  | 0.0352  | 0.0315  | 0.0393  | 0.0310  |
| Inertial + U     |         |         |         |         |         |         |
| Our Mono-CNN     | 0.0355  | 0.0127  | 0.0315  | 0.0244  | 0.0583  | 0.0325  |
| Inertial + U + P |         |         |         |         |         |         |

In plane detection, map point surface normal estimated from CNN depth are used to help filter out outliers. We maintain a hash map from map point ID to their surface normals as well as their last observed distance. Surface normals of map points in view are updated by new CNN depth frames. The new normal vector is a weighted average based on inverse of observation distance,

\[
\vec{n} = \frac{\vec{n}_{\text{new}} \cdot d + \vec{n} \cdot d_{\text{new}}}{d_{\text{new}} + d},
\]

where \(\vec{n}\) is the estimated map point surface normal, \(d\) is the observation distance of the map point and subscript new indicates new values estimated from the current frame.

We implement multi-plane detection by iteratively detecting the max inlier count plane, recording its inlier points and detecting the next plane from the remaining points. We found the inlier distance threshold \(\theta = 0.05m\) and ratio \(w = 0.1\) work well for VICON sequences of the EuRoC dataset.

B. Experimental Results

Following [4], we use the RMSE absolute translation error (ATE) as the quantitative evaluation metric. We compare our method with both the mono-inertial mode and the stereo-inertial mode of ORB-SLAM3, and show the performance comparison in Table I where all numbers are computed by taking the median of 5 runs. We note that the mono-inertial mode and the stereo-inertial mode of ORB-SLAM3 work on par with each other. To ablate the contribution of each new component, we add one new module each time to the baseline system (i.e., ORB-SLAM3 Mono-Inertial), leading to four versions of our system, denoted as Our Mono-CNN Inertial, Our Mono-CNN Inertial + P(lane), Our Mono-CNN Inertial + U(ncertainty), and Our Mono-CNN Inertial + U(ncertainty) + P(lane), respectively. By comparing Our Mono-CNN Inertial and ORB-SLAM3 Mono-Inertial in Table I it is evident that CNN depth consistently improves the accuracy of camera poses in all five sequences, and in some cases by a large margin (e.g., for V102). This verifies the contribution of CNN depth in bootstrapping the performance of feature-based SLAM. Adding uncertainty prediction into the system (i.e., Our Mono-CNN Inertial + U) further improves the performance in 3 out of 5 sequences. Comparing Our Mono-CNN Inertial + P and Our Mono-CNN Inertial + U + P, we can also observe that the mean RMSE of ATE improves by using CNN uncertainty. Our final system (i.e., Our Mono-CNN Inertial + U + P) consistently outperforms Our Mono-CNN Inertial + U and achieves the best performance, combining the benefits of CNN depth, uncertainty, and structural constraints.

To investigate the stability of our system, we show the boxplot of the RMSE values of ATE over 5 runs for all the 5 sequences in Figure 6. We can observe that, on V101 and V102, our system not only achieves lower the RMSE ATE than ORB-SLAM3, but is also more stable with smaller variance. On V103 and V201, our system is on par with ORB-SLAM3 in terms of performance stability. However, our system demonstrates larger variance on V202. We conjecture that this is due to much more violent motions in V202 which cause difficulties in self-supervised depth and uncertainty prediction [29].

In Figure 6 we further give a visual comparison of camera trajectories computed by ORB-SLAM3 and our system. From the figure, it is clear that our system recovers more accurate camera poses.

Our system can detect and fit multiple dominant planes that are present in the scene. We visualize the plane detection in a sample scene in Figure 4. Our system is able to detect and find 3D horizontal planes and vertical planes reliably. We also encourage the reader to watch the supplementary demo video for our plane detection.

V. CONCLUSIONS

The proposed system maintains the minimal sensor setup of using a monocular camera and an inertial sensor (e.g., IMU) for SLAM, yet achieving the benefits of using the
In this sense, the proposed system combines the best of both worlds (i.e., geometry and deep learning). In addition, we present a fast and effective plane detection method along with our SLAM system. Our system is fast (real-time) and accurate in reconstructing map points, camera poses, and major planes.
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