Dynamic changes in size-fractionated dissolved organic matter composition in a seasonally ice-covered Arctic River
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Abstract

Arctic rivers are sensitive to climate and environmental change, but the biogeochemical response remains poorly understood. Monthly size-fractionated dissolved organic matter (DOM) samples from the lower Yukon River were characterized using UV-visible, fluorescence, and Fourier transform-infrared (FT-IR) spectroscopy techniques. The EEM-PARAFAC analysis revealed three major fluorescent DOM components, including two humic-like components (C480 and C400) and one protein-like component (C310), with their relative importance following the order of C480 ≥ C400 > C310 in the high-molecular-weight DOM (1 kDa–0.4 μm) and C400 > C480 > C310 in the low-molecular-weight DOM pool (< 1 kDa). Transformation in DOM and change in sources were manifested in major fluorescent components and optical properties, including biological index (BIX), humification index (HIX), spectral slope (S275–295) and specific UV absorbance at 254 nm (SUVA254). These changes occurred within different DOM size-fractions and among ice-covered, spring freshet, and open seasons. Joint analysis of EEM and FT-IR spectra using a data fusion technique showed that humic-like DOM is mostly associated with C–H, C=C, and C–O bonds, while protein-like DOM is correlated more with C–N and N–H related structures. DOM aromaticity and the ratios of HIX to BIX and protein-like to humic-like components may be used as a compelling proxy to measure change in source waters and to infer permafrost dynamics. Our results provide insight into the seasonal variation in DOM composition for different size-fractions in the lower Yukon River, and a baseline dataset against which future changes can be understood in the context of arctic basin biogeochemical cycling.

Arctic terrestrial and aquatic ecosystems have experienced rapid climate and environmental change over the last several decades, resulting in evident impacts on hydrological cycles, permafrost dynamics, biogeochemical processes, and ecosystems as a whole. Of particular concern is the biogeochemical response of Arctic ecosystems to amplified warming, increased discharge, and accelerated permafrost degradation (McGuire et al. 2009; Abbott et al. 2016; Turetsky et al. 2020). Indeed, changes in sources, export fluxes, and chemical composition of dissolved organic matter (DOM) and other chemical species in Arctic rivers have attracted considerable attention (Frey and Smith 2005; Finlay et al. 2006; Guo et al. 2007). While recent studies have advanced our understanding of the sources, composition, and fluxes of DOM in Arctic rivers, little is known about the seasonal variations in DOM dynamics and cycling pathways especially when there is an ice cover (Shogren et al. 2020; O’Donnell et al. 2021).

The Yukon River, one of the largest northern rivers, has a prolonged seasonal ice cover and drainage basins that contain large areas of continuous and discontinuous permafrost (Brabets et al. 2000). Although there has been relatively little anthropogenic disturbance within the drainage basin itself, the position of this river just below the Arctic Circle places it...
in a state of high vulnerability to amplified global warming and significant impacts have already been observed (Striegl et al. 2005; O’Donnell et al. 2021). Most of the previous studies on the dynamics of DOM in the Yukon River basin have relied on data collected during open seasons between spring freshet and early fall (Guo and Macdonald 2006; Striegl et al. 2007; Spencer et al. 2008), partly due to the extremely harsh sampling conditions during winters and partly due to cost. Although a few studies have accumulated a sparse set of winter data for organic carbon (Spencer et al. 2008; Stedmon et al. 2011; Aiken et al. 2014), detailed seasonal variations in DOM compositions/functionalities, optical properties, and PARAFAC-derived fluorescent DOM components in the Yukon River, especially during cold seasons under the ice, remain poorly observed.

In addition to bulk dissolved organic carbon (DOC), measurements of chromophoric DOM (CDOM), including UV-absorbance and fluorescence DOM (FDOM) using excitation-emission matrices (EEM), have been reported for the Yukon River (Belzile and Guo 2006; Spencer et al. 2009; Aiken et al. 2014). Over the last two decades, EEM coupled with parallel factor (PARAFAC) analysis have been widely used to characterize natural DOM in both freshwater and saltwater ecosystems (Stedmon and Bro 2008; Murphy et al. 2013; Yang et al. 2019). To the best of our knowledge, there is not a single study thus far reporting the characteristics and fluorescent components of the DOM in the lower Yukon River using these recently developed techniques. Likewise, reports characterizing CDOM and FDOM in size-fractionated DOM, such as the high-molecular-weight (HMW-) and low-molecular-weight (LMW-) DOM fractions are also scarce for the Yukon River.

In the upper Yukon River, elemental compositions (C and N) and fatty acid contents have been shown to differ significantly between the < 1 kDa LMW-DOM and the > 1 kDa HMW-DOM during ice open season from May to September (Zou et al. 2006). In the lower Yukon River, Belzile and Guo (2006) observed contrasting DOM absorbance and fluorescence signatures between the LMW- and colloidal DOM size-fractions, but these authors did not further investigate the differences using EEM-PARAFAC analysis. Specific differences in functional groups, fluorescent-DOM analysis, and other optical properties between the LMW- and HMW-DOM fractions, as well as the temporal variation from growing season to winter ice-covered periods, remain to be discovered.

Fluorescence spectroscopy, a highly sensitive and cost-effective method, has been widely used in the optical characterization of DOM in aquatic environments (Coble 2007; Murphy et al. 2014; Osburn et al. 2019). Based on fluorescence EEM, aquatic DOM consists predominantly of two broad groups of chemical species: protein-like and humic-like. However, there are limitations in using only EEM data given that they do not provide detailed molecular level information. Similarly, Fourier transform-infrared (FT-IR) spectroscopy is another cost-effective analytical technique for DOM characterization (Abdulla et al. 2010; Yang et al. 2015). It provides molecular level information, such as functional groups, which can be highly complementary to fluorescence spectroscopy.

Data fusion, the process of joint analysis of multiple datasets to generate more useful information than what a single dataset can provide (Acar et al. 2011), has been applied to the characterization of DOM in aquatic environments. For example, Wünsch et al. (2018) used advanced coupled matrix tensor factorization (ACMTF) to integrate two datasets of fluorescence EEM, and Fourier transform ion cyclotron resonance mass spectrometry (FT-ICR-MS) to improve the understanding of DOM biogeochemistry. Similarly, joint analysis of the FT-IR spectra and fluorescence EEM datasets should provide more comprehensive information about DOM dynamics.

In this study, monthly water samples from the lower Yukon River were collected to size-fractionate the bulk DOM into the LMW- (< 1 kDa) and HMW-DOM (1 kDa-0.4 μm) size-fractions using cross-flow ultrafiltration. The size-fractionated DOM samples were characterized using UV–visible absorption, fluorescence, and FT-IR spectroscopy techniques, as well as EEM-PARAFAC modeling and data fusion. Our major goals were to (1) provide the first baseline dataset on EEM-PARAFAC derived fluorescent DOM components in the lower Yukon River, (2) investigate biogeochemical characteristics of size-fractionated DOM and determine seasonal variations in DOM abundance, size distributions, optical properties, and chemical composition, and (3) apply a state-of-the-art data fusion technique (ACMTF) to elucidate relationships between fluorescent components decomposed from EEM and organic functional groups revealed by FT-IR spectra. Our results show that selected DOM optical properties have a promising potential to provide proxies for change in hydrological conditions and permafrost dynamics consequent to warming, as reflected by the composition of DOM fractions carried by the Yukon River.

**Methods and materials**

**Study area**

The Yukon River is fed by three major classes of tributaries (Fig. 1), which are commonly categorized as blackwater, clearwater, and meltwater rivers (Brabets et al. 2000; Striegl et al. 2007). Blackwater rivers, such as the Porcupine River, exhibit highly colored river water with high DOC concentrations and relatively low dissolved inorganic carbon (DIC) loadings because they drain through permafrost-dominated wetlands and peatlands. Clearwater rivers are supplied by headwater lakes with low DOC and suspended sediment concentrations. Glacier-fed rivers, such as the Tanana River, are dominated by meltwater with low DOC concentrations, but high DIC and sediment loadings. Our sampling station, which is located in the lower Yukon River (Fig. 1), is supplied by a mix of water from all major tributaries of the Yukon River and therefore integrates the varied water chemistry, vegetation cover, DOM and other biogeochemical characteristics of the drainage basin (Brabets et al. 2000).
Sampling procedures

Nine water samples from the lower Yukon River were collected monthly or bi-monthly for DOM size-fractionation using ultrafiltration between September 2004 and September 2005 at Pilot Station, Alaska (65°56′10″ N, 162°53′00″ W, Fig. 1). Other sampling details and measurements of water quality parameters have been described elsewhere (Guo et al. 2012) and the instantaneous discharge and selected hydrographic parameters during the sampling time period are given in Fig. S1. Briefly, using a peristaltic pump with acid-cleaned polypropylene tubing, water samples were pumped from the river through a 0.45 μm polycarbonate filter cartridge (Osmonics) into acid-cleaned 20 L HDPE containers. A manual ice auger was used to drill through the ice before sampling when the river was ice-covered between November and May. Nutrients (N, P, and Si), bulk DOM, and other hydrographic data for these water samples have been presented in Guo et al. (2012).

The < 0.45 μm filtrate was further ultrafiltered using a spiral-wound 1 kDa cartridge (regenerated cellulose, Amicon, S10YI) to size-fractionate the bulk DOM into HMW- (1 kDa-0.45 μm) and LMW- (< 1 kDa) DOM size-fractions. A total of 40 L of pre-filtered water sample was used for ultrafiltration to isolate sufficient amounts of HMW-DOM for other chemical and isotopic characterization (e.g., Guo and Macdonald 2006; O’Connor et al. 2020). The first 20 L was ultrafiltered to quantify the abundance of HMW-DOM using the ultrafiltration permeation model and time series DOC concentrations of permeate samples (Belzile and Guo 2006; Guo and Santschi 2007). The final retentate volume was reduced to 500 mL, corresponding to a concentration factor of 80. The cleaning and calibration of the ultrafiltration system are described in previous studies (Guo and Santschi 2007). Right after ultrafiltration, the retentate or HMW-DOM samples were further diafiltered to remove residual salts and LMW-DOM. The HMW-DOM and aliquots of the LMW-DOM and bulk DOM samples, including 9 HMW-, 9 LMW-, and 9 bulk DOM samples (a total of 27), were freeze-dried immediately after sample processing each month for further optical/fluorescence and chemical/molecular characterization.

Measurements of DOC, UV–vis absorption, and fluorescence EEM

Concentrations of DOC were measured on a TOC-Analyzer (Shimadzu TOC-L) using the high-temperature combustion method (Guo et al. 1995). Since one of our major objectives was to integrate both EEM and FT-IR datasets using ACMTF modeling, freeze-dried DOM samples were consistently used for both optical characterization and FT-IR analyses. For the measurements of UV–vis absorbance and fluorescence EEM
spectra, predetermined amounts of the freeze-dried DOM samples, including HMW-, LMW-, and bulk-DOM, were redisolved in boric acid-borate buffer solution with a pH = 8 similar to the pH range (7.2–8.4) of Yukon River waters (Guo et al. 2012) and shaken for 2 h (on a VWR Mini Shaker) followed by ultrasonication for 2 h (using a VWR Symphony Ultrasonic cleaner). Absorption spectra were obtained using a UV-visible spectrophotometer (Agilent 8453) with a 1-cm quartz cuvette. Specific UV Absorbance at 254 nm (SUVA254), which has been used as an indicator of DOM aromaticity (Weishaar et al. 2003), was calculated as: 

$$\text{SUVA}_{254} = \frac{A_{254}}{[\text{DOC}]}$$

where $A_{254}$ is the UV-absorbance at 254 nm (m$^{-1}$), and [DOC] is the DOC concentration (mg-C L$^{-1}$). The spectral slope between 275 and 295 nm ($S_{275-295}$), which is a proxy for apparent DOM molecular weight, was calculated using a nonlinear exponential model based on 

$$A_{254} = a_0e^{(1-\lambda)}$$

(Helms et al. 2008).

Fluorescence EEM were measured using a spectrofluorometer (Fluoromax-4, Horiba). Samples in a 1 cm path-length quartz cuvette were scanned at excitation wavelengths ranging from 250 to 480 nm with 5 nm intervals, and emission wavelengths ranging from 240 to 600 nm with 2 nm intervals. Humification index (HIX) is the ratio of fluorescence signals over the emission range of 435–480 nm to those over the range of 300–345 nm with excitation at 254 nm (Zsolnay et al. 1999). Biological index (BIX), an indicator of autochthonous fluorescent DOM (Huguet et al. 2009), is the ratio of fluorescence intensity at 380 nm over that at 430 nm under the excitation wavelength of 310 nm.

### Fourier transform infrared spectroscopy

The freeze-dried DOM samples were further characterized using FT-IR spectroscopy (IRTracer-100, Shimadzu). To increase the reproducibility, FT-IR absorbance spectra were obtained by collecting 30 scans at each wavenumber to reduce errors and subtracted from the air background scan. These FT-IR spectra ranging from 4000 to 400 cm$^{-1}$ had a resolution of 1 cm$^{-1}$. The spectra in the 4000–1800 cm$^{-1}$ region contain one broad peak from O–H stretching, while the 900–400 cm$^{-1}$ region contains mostly noise (Fig. S2). Therefore, only the spectral region between 1800 and 900 cm$^{-1}$ was selected for data fusion modeling. This region covers major bands from natural organic matter, such as amide, carboxylic, ester and carbohydrate functional groups (Abdulla et al. 2010) although O–H and N–H stretching at the >3000 cm$^{-1}$ has been observed in treated wastewater samples (Yang et al. 2015).

### PARAFAC analysis

PARAFAC analysis was conducted on all EEM data using the dREEM toolbox (v.0.5.0) in MathWorks® Matlab (R2020a) software platform (Murphy et al. 2013). Rayleigh and Raman scattering peaks were first eliminated for conformity to the linear assumptions required for PARAFAC models. Fluorescence intensities were corrected for the inner-filter effect using the UV–vis absorbance spectra and calibrated into quinine sulfate equivalent (QSE). A total of 18 samples, including nine HMW-DOM and nine LMW-DOM samples, were assembled and normalized. The models were constrained to nonnegative values. Split-half validations were performed based on a randomized split of the dataset and the comparisons of Tucker Congruence Coefficient (TCC) between split models. It is worth noting that although HMW-DOM and LMW-DOM are derived from their corresponding bulk samples, marked differences in optical properties and fluorescence composition between the HMW- and LMW-DOM indicate that they are independent samples. To enhance the robustness and confidence of the PARAFAC model, comparisons between our results and known fluorescent components taken from online OpenFluor dataset (Murphy et al. 2014) were conducted, and the results are discussed.

### ACMTF model

To explore the potential connections between EEM and FT-IR spectra, ACMTF analysis was conducted to analyze these spectroscopic data jointly. To potentially increase variances, EEM data from nine bulk DOM samples were incorporated into the ACMTF analysis. Before ACMTF analysis, EEM spectra were corrected, calibrated, normalized, and assembled as described above. Data of FT-IR were scaled to the maximum absorption of each FT-IR spectra. The dimension of the assembled EEM tensor and FT-IR spectra matrix are $27 \times 181 \times 47$ (sample $\times$ emission $\times$ excitation) and $27 \times 935$ (sample $\times$ wavenumber), respectively.

ACMTF analysis was performed on both EEM and FT-IR datasets using the CMTF toolbox (Acar et al. 2011), Tensor toolbox (Bader and Kolda 2007), and SNOPT toolbox (Gill et al. 2005) in Matlab. ACMTF analysis is based on three assumptions, similar to PARAFAC models, including variability, additivity, and linearity (Murphy et al. 2013). For the variability assumption, all components have distinct excitation/emission/FT-IR spectral loadings. Second, fluorescence spectroscopy and FT-IR spectroscopy are both based on the Beer-Lambert Law, which satisfies the additivity assumption. Lastly, fluorescence EEM have tri-linearity in terms of component concentrations, excitation spectra, and emission spectra. The FT-IR absorption is linearly related to FT-IR spectral loadings and its invariant spectral wavenumber.

ACMTF decomposed the EEM and FT-IR spectra into a set of trilinear fluorescence components and bilinear molecular formula components. Briefly, the ACMTF model can be expressed as:

$$x_{ijk} = \sum_{f=1}^{F} \sigma_i \sigma_j \sigma_k \epsilon_{ijk} + \epsilon_{ijk}$$

$$y_{im} = \sum_{f=1}^{F} \sigma_f \delta_f v_{mf} + \eta_{im}$$

where $i = 1, \ldots, I; j = 1, \ldots, J; k = 1, \ldots, K; f = 1, \ldots, F; m = 1, \ldots, M$. The $x_{ijk}$ is the fluorescence signal intensity of sample
i measured at \( \lambda_{Em} = j \) and \( \lambda_{Ex} = k \). \( f \) is the underlying component (factor in statistics) with a range from 1 to \( F \) (the total number of factors). \( \mu_f \) and \( \sigma_f \) are penalty terms, which are the differences between ACMTF and PARAFAC models. These terms determine whether one specific component, \( f \), is shared between the EEM and FT-IR spectra (Wünsch et al. 2018). For example, in a case where the \( \mu_f \) is 0.9, but the \( \sigma_f \) is 0.03, component \( f \) might be unshared between these datasets. \( a_{jk} \), \( b_{jk} \), and \( c_{jkf} \) are model-derived parameters representing the fluorescence maximum (\( F_{\text{max}} \), which could be used to approximate fluorescence concentration) of \( f \)th component in sample \( i \), excitation loadings of the \( f \)th component in \( \lambda_{Em} = j \), and emission loadings of the \( f \)th component in \( \lambda_{Ex} = k \), respectively. The final terms, \( \varepsilon_{ijk} \) and \( \eta_{im} \), are residuals representing noise and variation uninvolved in the model. \( y_{im} \) is the FT-IR absorption of sample \( i \) measured at wavenumber \( m \). The \( r_{mf} \) is the FT-IR spectral loading of the \( f \)th component at wavenumber \( m \). Overall, ACMTF models two datasets using Eqs. 1 and 2, fitting the equation by minimizing the sum of squares of the residuals (\( \varepsilon_{ijk} \) and \( \eta_{im} \)). All models were constrained to nonnegative values. Model comparisons and validations are quantified using Tucker Congruence Coefficient (TCC) similar to those in Murphy et al. (2018).

Statistical analysis
Statistical data analyses, including \( t \)-test and F-test for comparisons of variances and correlations, were conducted with a Matlab statistics toolbox (MathWorks, R2020a). A significant level of 0.05 was selected for F-test and 0.01 for \( t \)-test.

Results
Environmental parameters in the lower Yukon River
In the lower Yukon River, the discharge during the spring freshet of 2005 (up to 33,428 m\(^3\) s\(^{-1}\), Fig. S1) at the downstream USGS hydrological station at Pilot Station is almost double the maximum discharge in spring 2004 (at 18,406 m\(^3\) s\(^{-1}\)), showing high variability in river discharge between hydrological years. Water isotopic composition (\( \delta^{18}O \) and \( \delta^2H \)) exhibited similar patterns, with higher values during the ice-covered season due to a larger relative contribution of isotopically heavier groundwater input but lower values during snowmelt and river open seasons (Fig. S1c). Intense precipitation during 2005 (including snow and rainwater) resulted in lower stable isotope values compared with summer 2004. In 2004, [DOC] increased slightly between September and November (Fig. S1b), likely due to the exclusion of DOC from ice during freeze-up, followed by a steady decrease from 428 to 182 \( \mu M \) during the ice-covered season, reaching the lowest concentration in April, 2005 (Guo et al. 2012). During the spring freshet (May 2005), [DOC] increased abruptly to as high as 1682 \( \mu M \), dropped rapidly after freshet, and then decreased monotonically between June and September (Fig. S1b). In contrast to [DOC], SUVA\(_{254} \) showed elevated values during both ice-covered (November 2004) and ice-free (September 2005) periods with the lowest values observed between February and May 2005 (Fig. S1d).

Variations in SUVA\(_{254} \) and S\(_{275-295} \) between HMW- and LMW-DOM
For the > 1 kDa HMW-DOM pool, the SUVA\(_{254} \) value, an indicator of DOM aromatocity (Weishaar et al. 2003), varied from 3.30 ± 0.60 L mg C\(^{-1}\) m\(^{-1}\) in the ice-covered season (with a water temperature at or below 0°C) to 3.95 ± 0.36 L mg C\(^{-1}\) m\(^{-1}\) in the ice-free season (post-May 2005, Fig. 2a). The abrupt increase in SUVA\(_{254} \) values during the freshet period is concurrent with the peak [DOC] during spring freshet with heavy loads of terrestrial DOM. After the spring freshet, SUVA\(_{254} \) declined from June to September, similar to the trend of [DOC], but to a relatively smaller extent. On average, the SUVA\(_{254} \) value of the HMW-DOM is higher during the summer growing season than the ice-covered season (\( p < 0.05 \)), indicating overall higher aromatocity in the HMW-DOM pool during summer. In the ice-covered season, similar to changes in [DOC] (Fig. S1b), the initial river-ice formation and thus the exclusion of DOM from ice (Belzile et al. 2002) also resulted in a slight increase of the HMW-DOM’s SUVA\(_{254} \) value in November, followed by a general decrease between November and April (Fig. 2a).

For the LMW-DOM pool (Fig. 2a), SUVA\(_{254} \) values are relatively less variable compared to those of the HMW-DOM (\( p < 0.025 \)). However, they showed a general decrease during the ice-covered season from 2.57 L mg C\(^{-1}\) m\(^{-1}\) in September 2004 to 1.86 ± 0.03 L mg C\(^{-1}\) m\(^{-1}\) during December–April, followed by an increase during the spring freshet with a SUVA\(_{254} \) value of 2.12 L mg C\(^{-1}\) m\(^{-1}\) in May 2005. After snowmelt (May 2005), SUVA\(_{254} \) values changed little, ranging from 2.12 to 2.19 L mg C\(^{-1}\) m\(^{-1}\) with an average of 2.15 ± 0.05 L mg C\(^{-1}\) m\(^{-1}\) in the lower Yukon River.

Overall, SUVA\(_{254} \) values of the LMW-DOM samples are systematically lower than those of the HMW-DOM (2.06 ± 0.23 vs. 3.31 ± 0.49 L mg C\(^{-1}\) m\(^{-1}\), \( p < 0.01 \)), indicating that the HMW-DOM pool is of higher aromatocity than the LMW-DOM pool. SUVA\(_{254} \) values observed here are consistent with previous measurements for the bulk DOM pool at Pilot Station (Striegl et al. 2007; Spencer et al. 2008; Aiken et al. 2014). Compared to SUVA\(_{254} \), the values of SUVA\(_{370} \) showed greater temporal variability in the HMW-DOM pool (Fig. S3), although both the HMW- and LMW-DOM pools had similar trends in their variability and were highly correlated with one another (\( r^2 = 0.979 \), \( p < 0.01 \)).

Spectral slope (\( S_{275-295} \)), a proxy for DOM apparent molecular weight (Helms et al. 2008), showed a general temporal change opposite to the pattern of SUVA\(_{254} \) (Fig. 2b). For both HMW- and LMW-DOM, the \( S_{275-295} \) increased gradually when SUVA\(_{254} \) declined during the ice-covered season, suggesting a general decrease in the apparent DOM molecular weight with decreasing aromatocity. In particular, the SUVA\(_{254} \) of the HMW-DOM sharply increased during spring freshet, accompanied by a simultaneous decline in the \( S_{275-295} \) values of the
HMW-DOM (Fig. 2b). After freshet, the decrease in SUVA\textsubscript{254} of the HMW-DOM pool was accompanied by an increase in its $S_{275-295}$ values, indicating a decrease in the DOM molecular weight. These relationships suggest that terrestrial HMW-DOM during spring freshet in the lower Yukon River was of both higher aromaticity and higher molecular weight, while DOM under the ice was of lower SUVA\textsubscript{254} with lower molecular weight or higher spectral slope values.

Compared with the HMW-DOM, values of $S_{275-295}$ in the LMW-DOM pool changed little ($p < 0.05$) but showed a general increase over the entire sampling period from September 2004 to September 2005 (Fig. 2b). SUVA\textsubscript{254} in both HMW- and LMW-DOM decreased to the lowest values during the ice-covered season, whereas the corresponding $S_{275-295}$ values increased, suggesting that the average DOM molecular weight decreased in both HMW- and LMW-DOM pools during winter under the ice. After the spring freshet, the $S_{275-295}$ values in the LMW-DOM pool remained relatively high but stable.

**Fig. 2.** Temporal variations in (a) SUVA\textsubscript{254}, (b) $S_{275-295}$, (c) BIX, and (d) HIX between HMW-DOM and LMW-DOM pools in the lower Yukon River with dashed lines denoting the beginning of spring freshet.

**Seasonal variations in fluorescence indices between HMW- and LMW-DOM**

Values of BIX in the HMW-DOM pool increased consistently during the ice-covered season from September 2004 up until May 2005 (Fig. 2c), indicating an increase in autochthonous DOM sources under ice. However, during the ice melt season, the BIX dropped abruptly from 0.57 in April under the ice to 0.43 in May (spring freshet). Values of BIX in the LMW-DOM pool also had a variation trend similar to the HMW-DOM, increasing from September (0.60) to early April (0.72) during the ice-covered season, declining slightly during the spring freshet with a slight decrease from May (0.68) to July (0.65), and an elevated value in September 2005 (Fig. 2c). During the spring freshet, values of BIX in the HMW-DOM pool dropped to their lowest value (0.42), while the LMW-DOM pool always exhibited a higher BIX value than the HMW-DOM pool ($p < 0.01$).

Similar to BIX, the values of HIX in the HMW-DOM pool also increased generally from September 2004 to early May 2005 during the ice-covered season (Fig. 2d). The highest HIX value of the HMW-DOM was found in April under the ice, followed in mid-May by the lowest HIX during the spring freshet. For the LMW-DOM pool, the HIX values during the winter season were, on average, lower than those during the open season ($p < 0.05$, Fig. 2d). HIX reached its maximum during spring freshet and then decreased monotonically from May to September 2005. Overall, HIX values in the HMW-DOM pool were slightly higher than those in the LMW-DOM pool (4.30 ± 1.11 vs. 3.22 ± 1.15, $p < 0.10$), consistent with the difference in SUVA\textsubscript{254} between HMW- and LMW-DOM pools in the lower Yukon River.

**Major functionalities of DOM derived from FT-IR spectra**

FT-IR spectroscopy was applied to identify major functional groups in size-fractionated DOM and their seasonal variations in the lower Yukon River. Samples from February and May were used to represent the ice-covered and ice-free seasons, respectively, and examples of FT-IR spectra of both HMW- and LMW-DOM samples, along with examples of their EEM
spectra, are shown in Fig. S4. There are three main peaks with locations at 1620–1640 cm$^{-1}$, 1400–1410 cm$^{-1}$, and 1040–1120 cm$^{-1}$, respectively. These peaks correspond to functional groups of C=O stretching of amide, quinone, or ketones at 1620–1640 cm$^{-1}$, O–H deformation, C–O stretching of phenolic OH$^-$ or COO$^-$ asymmetric stretching at 1400–1410 cm$^{-1}$, and C–O stretching of polysaccharide or polysaccharide-like substances at 1040–1120 cm$^{-1}$ (Abdulla et al. 2010). In general, major functional groups are broadly similar, especially in the HMW-DOM between the winter and spring-freshet samples. For the LMW-DOM, the absorbance for each major functional group was lower in the winter season between September 2004 and 2005. In contrast, the C480/DOC in the LMW-DOM (Fig. 3a) increased in general from September 2004 to April 2005, decreased during the spring freshet, and then increased again from June to September 2005. In contrast, the C480/DOC in the LMW-DOM (Fig. 3a) decreased during the winter season between September 2004

**Major fluorescent DOM components derived from EEM-PARAFAC analysis**

Examples of EEM spectra of size-fractionated HMW- and LMW-DOM samples are shown in Fig. S4. Based on all EEM data, PARAFAC analysis revealed three major fluorescent DOM components (Fig. S5), including two humic-like components (C480 and C400) and one protein-like component (C310), whose characteristics are given in Table S1. Component C480 (Ex/Em = 250/480 nm) is one of the most widely distributed humic-like fluorescent components in aquatic environments (Zhou et al. 2013; Wünsch et al. 2019; Lin and Guo 2020). Its EEM contour covers Peak A and Peak C areas defined in Coble (2007), which are UVC and UVA humic fluorophores. Component C400 (Ex/Em = 260/400 nm) is the second most abundant fluorescent DOM component, with characteristics of Peak M and part of Peak A (Wünsch et al. 2019). This C400 component was previously recognized as a marine-derived humic-like fluorophore (Coble 2007), but has recently been found widely distributed in freshwater environments (DeVilbiss et al. 2016; Zhou et al. 2016). Component C310 (Ex/Em = 275/310 nm) is a protein-like component covering tryptophan-like Peak T (Ex/Em = 275/340 nm) and tyrosine-like Peak B (Ex/Em = 275/305 nm). Component C310 was found to be strongly related to microbial activities and autochthonous DOM production (Coble 2007; Zhao et al. 2017).

Online comparisons to the OpenFluor dataset (Murphy et al. 2014) show that these three fluorescent DOM components are similar to PARAFAC-derived components identified in previous studies (TCC$_{ex,em}$ > 0.95). For example, component C480 has 64 pairs of match-ups, including components found in fresh waters to salt waters in coastal seas (e.g., Gonçalves-Araujo et al. 2016; Osburn et al. 2016). Within the 64 model pairs, TCC$_{ex,em}$ for 5 pairs are larger than 0.99, 28 pairs between 0.97 and 0.99, and 31 pairs between 0.95 and 0.97. The five highly similar pairs include samples from drinking water (Shutova et al. 2014), wetlands (Yamashita et al. 2010), and Japan Sea (Tanaka et al. 2014). Match-ups for components C400 and C310 are also found in 58 and 27 previous studies, respectively, from both natural waters (Yamashita et al. 2010; Tanaka et al. 2014; Kulkarni et al. 2018) and wastewaters/drinking waters (Shutova et al. 2014). However, both components did not seem to exhibit a high match up (i.e., TCC$_{ex,em}$ > 0.99) with any previous reported components in the OpenFluor database. Apparently, the higher the threshold of TCC$_{ex,em}$, the stronger the support for the identification of fluorescent components between different models (Wünsch et al. 2019). In fact, samples in the OpenFluor database are from different aquatic environments, and data were obtained under different instrumental specifications (such as, sensitivity, signal/noise ratio, etc.) and handling procedures. Thus, the probability is likely low for TCC$_{ex,em}$ to reach the highest values during model comparisons between different studies; nevertheless, a stringent TCC$_{ex,em}$ criterion is highly recommended for PARAFAC model validations.

To compare these DOM components on an intensive-property basis, fluorescence intensities (quinine sulfate equivalent, QSE) of each fluorescent component were normalized to DOC concentration (Fig. 3). The DOC-normalized C480 (C480/DOC) in the HMW-DOM (Fig. 3a) increased in general from September 2004 to April 2005, decreased during the spring freshet, and then increased again from June to September 2005. In contrast, the C480/DOC in the LMW-DOM (Fig. 3a) decreased during the winter season between September 2004

**Fig. 3.** Temporal variations in DOC-normalized major fluorescent components, including C480/DOC (a), C400/DOC (b), and C310/DOC (c) in both HMW- and LMW-DOM pools (dashed lines denote the beginning of spring freshet).
and April/May 2005, but increased during the spring freshet, and decreased again in September 2005. The $C_{400}/DOC$ (Fig. 3b) was less variable in the HMW-DOM over the entire sampling period but was elevated during spring freshet and then decreased from May to September 2005 in the LMW-DOM pool ($p < 0.01$). The seasonal variation in the $C_{310}/DOC$ (Fig. 3c) differs distinctly between the HMW- and LMW-DOM pools. For example, this DOC-normalized protein-like component, $C_{310}/DOC$, in the HMW-DOM pool generally decreased over the whole sampling time period except for a slightly higher value during ice opening and an elevated value in September 2005, while values in the LMW-DOM increased consistently below the ice, attaining its lowest values during spring freshet (May and June), and increasing thereafter in July and September.

To compare the relative contribution of each component to the total fluorescence, percentages were calculated as $C_i = \frac{F_{\text{max}}}{EG} \times 100$, where $C_i$ is the $F_{\text{max}}$ of the $i$th component derived from EEM-PARAFAC analysis. Both $C_{480}$ and $C_{400}$ are approximately equally dominant fluorescence components, comprising $44.4 \pm 2.7\%$ and $40.6 \pm 1.5\%$ in the HMW-DOM pool and $33.0 \pm 3.8\%$ and $44.3 \pm 5.4\%$ in the LMW-DOM pool, respectively, while $C_{310}$ contributes a smaller component, making up $15.0 \pm 3.4\%$ of the fluorescence in the HMW-DOM and $22.8 \pm 7.0\%$ in the LMW-DOM (Fig. 5c). The percentage of each component varied less in the HMW-DOM pool than in the more dynamic LMW-DOM pool. For example, in the LMW-DOM pool, $C_{480}$ decreased consistently, whereas $C_{310}$ increased from September to April, while $C_{400}$ changed little. These compositional changes resulted in a large increase in the $C_{310}$ in the LMW-DOM during winter (Fig. 5c). During the ice-free season, the $C_{480}$ in the LMW-DOM pool changed little, and the $C_{400}$ became higher or predominated, while the $C_{310}$ was lower than it was in the winter season. The main implication of these data in terms of monitoring is that dynamic changes occur between ice-covered and ice-free seasons in the DOM components for both HMW- and LMW-DOM pools, and these two pools respond differently.

### Integrating EEM and FT-IR datasets using data fusion

The ACMTF modeling on both EEM and FT-IR datasets identified three model-derived components, $C_{480}$, $C_{400}$, and $C_{310}$, named after their characteristic emission wavelengths (Table 1). Their scores, excitation loadings, and emission loadings are highly congruent with those generated from the EEM-PARAFAC model (Fig. 7). TCC_{ex,em} values for $C_{480}$, $C_{400}$ and $C_{310}$ are 0.9993, 0.9998, and 0.9999, respectively, indicating that both the ACMTF model and the EEM-PARAFAC model highly resemble each other (Fig. 7). Online comparisons between our model-derived components and those previously identified in the OpenFluor database also show identical results (TCC_{ex,em} > 0.95), further validating the ACMTF and PARAFAC models.

### Discussion

#### Details on ACMTF model validations

The validation of the ACMTF model includes explained variance, the randomness of residuals, chemical coherence of component loadings, and reproducibility. Three models, including a two-component, a three-component, and a four-component model, were tested. The two-component model explained 95.66% and 96.67% of total variances for EEM and FT-IR spectra, respectively, which was considered to be a low explanation of total variance. The three-component model (98.69% EEM, 96.76% FTIR) and four-component model (99.21% EEM, 96.82% FT-IR) have very close explained percentages of total variances, which also implies that increasing a model's component number from three to four does not significantly improve the fit for the FT-IR spectra. As shown in Fig. S8, the three-component and the four-component models for EEM have similar sum of squared error (SSE) values and distributions, and both of them have much smaller SSE compared to the two-component model. For the FT-IR spectra, however, increasing the component number in the ACMTF models did not yield a smaller SSE. As for the distributions of residuals between all three models (Fig. S9), the EEM contour from the two-component model poorly resembled the original EEM contour, and most of the residuals are larger than $\pm 10\%$ of the original signals. Residuals from both the three-component and four-component models are smaller and are within $\pm 10\%$ of the original signals, with major losses in the UVA areas (Ex 300–400 nm, Em > 400 nm) and major gains in the UVC areas (Ex 250–300 nm), having residuals mostly around Ex = 250 nm. For the FT-IR spectra (Fig. S10), the residuals of all three models are within 5%. The negative residuals are mostly in the regions between 1700–1650 cm$^{-1}$ and 1000–900 cm$^{-1}$, representing double-bond stretching (majorly C=C and C=O) and bending (C=C), respectively. On
the other hand, the positive residuals are mostly within the 1650–1000 cm\(^{-1}\) area, especially the 1500–1400 cm\(^{-1}\) and 1100–1000 cm\(^{-1}\), representing bonds with C–H bending and C–O stretching, respectively. Overall, the model seemed to miss small signals of double bonds and added some single-bond signals, but the model results are all within ±5%, which is similar to errors associated with most analytical methods.

Compared to the three-component model, the four-component model seems to perform better in residuals, errors, and the percentage of explained variances. However, the most important reason for adopting the three-component model is that some derived FT-IR spectra in the four-component model exhibited several unexpected sharp peaks. Thus, a three-component ACMTF model was adopted as more chemically realistic even though the explained variance was slightly lower compared to the EEM-PARAFAC model where >99% of the variance can be explained.

Uniqueness is validated using random initialization validation, which was run 100 times to obtain an optimized model least square error (Fig. S11). Loadings of excitation, emission and FTIR spectra are compared in Figs. S12 and S13. Due to the constraint of computational resources, the criterion for the convergence is set to 10\(^{-3}\). The average \(\lambda\) and \(\sigma\) values for the three model-derived components with standard deviations (Table 1 and Fig. S11) indicate that all components are shared.

The penalty terms \(\mu_f\) and \(\sigma_f\) were used to gauge whether a specific component is shared between the EEM and FT-IR datasets in the ACMTF model. Theoretically, values of both \(\mu_f\)

---

**Table 1.** Characteristics and properties of the three ACMTF model-derived components. \(\mu_f\) and \(\sigma_f\) are factors representing the sharedness of components for EEM and FT-IR spectra, respectively.

| Component | \(C_{480}\) | \(C_{400}\) | \(C_{310}\) |
|-----------|-------------|-------------|-------------|
| Ex/Em (nm) | 250/480 | 260, 310/400 | 275/310 |
| \(\mu_f/\sigma_f\) | 20.35 ± 1.03/9.36 ± 0.65 | 21.28 ± 1.08/9.15 ± 0.67 | 21.63 ± 0.96/9.20 ± 0.68 |
| Peaks in EEM | A and C | A and M | T and B |
| Peaks in FT-IR (cm\(^{-1}\)) | 1060, 1230, 1400, 1470 | 1085, 1190, 1400, 1650 | 1114, 1417, 1621 |
| Major bonds | C–H bending, C–O stretching | C–H bending, C–O stretching, C=C stretching | C=N stretching, C–H bending, N–H bending |

**Fig. 4.** Integrated EEM fluorescent components and FT-IR spectra using the data fusion technique, showing major functional groups associated with each fluorescent component (\(C_{480}\), \(C_{400}\), and \(C_{310}\)).
and $\sigma_f$ should be either 0 or 1, representing unshared or shared components, respectively. However, when the model is applied on field data instead of a randomly-distributed experimental dataset, the $\mu_f$ and $\sigma_f$ are influenced by several distinct factors or parameters. For example, fluorescence quantum yield and ionization efficiency have been identified as potential factors controlling the sharedness of model-derived components between EEM and FT-ICR-MS datasets (Wünsch et al. 2018), while centering across the subject mode could have significant effects on these terms of a model integrating multiple instrument datasets (Acar et al. 2019). Thus, the $\mu_f$ and $\sigma_f$ in this case could be regarded as weights or contribution of one component to the total variances to EEM and FT-IR spectra. As shown in Table 1, weights of all components for EEM ($\mu_f$) are significantly higher ($p < 0.01$) than those for FT-IR spectra ($\sigma_f$), indicating that FT-IR spectra are potentially unshared (Fig. S11). However, considering that the percentage of total explained variances for FT-IR spectra is larger than 96%, lower contributions from FT-IR spectra ($\sigma_f$) might result from a different instrumental response since fluorescence is generated from excited electrons, while FT-IR spectra are based on rotational and/or vibration energy of chemical bonds. Similarly, Wünsch et al. (2018) found that $C_{310}$ had significantly different component-weights for EEM and FT-ICR-MS and was regarded as a shared component. There is likely a small possibility of unsharedness between EEM and FT-IR spectra, which should be further evaluated using larger datasets in future studies. In addition, the more chemically meaningful results also render a strong support for the sharedness of $C_{310}$ between EEM and FTIR spectra. Overall, although values of the penalty terms, $\mu_f$ and $\sigma_f$, are significantly different, all three components are regarded as shared components.

**Dynamic changes in composition, source and sink of DOM across ice-covered and ice-free seasons**

Arctic terrestrial ecosystems have undergone the effects of amplified warming, which have been manifested in the Arctic by changes including increasing river discharge, accelerated permafrost degradation, and changes in sources and fluxes of fluvial organic carbon (McGuire et al. 2009; Schuur et al. 2015). Despite the importance of such changes, the detailed biogeochemical responses of Arctic rivers to climate and environmental change remains poorly characterized (Pokrovsky et al. 2011; Shogren et al. 2020; O’Donnell et al. 2021). Arctic rivers generally have a strong seasonality in discharge and DOM fluxes compared to other world rivers (Finlay et al. 2006; Guo et al. 2012; Shogren et al. 2020). Time-series sampling that includes all seasons is thus indispensable to a better understanding of river DOM biogeochemistry and a more robust way to design long-term monitoring. However, sampling and characterization of DOM during ice-covered seasons remain scarce, due partly to the difficulty of sampling during a prolonged ice-covered season and harsh weather conditions during winter, and partly to the remoteness of most locations. The results of the year-long time-series study, presented here, clearly elucidate a dynamic change in DOM aromaticity, composition, fluorescent components, and optical properties during the transition from low productivity, ice-covered conditions, to spring freshet and higher productivity seasons. Given the resolution implied by nine samples collected monthly/bimonthly during the 2004–2005 sampling year, the data set presented here will likely not capture events of short duration, especially during spring freshet. Future studies with more frequent sampling, producing higher temporal resolution during periods of seasonal change are needed.

Other than changes in water and DOM sources, we speculate that physicochemical and microbial processes under the ice might significantly change the molecular structure of DOM and transform aromatic components to less aromatic DOM (Lee et al. 2018; Murphy et al. 2018), resulting in both a aromaticity decrease and an increase in $S_{275-295}$ or decrease in DOM molecular weight (Helms et al. 2008). Bacterial transformation and production would also induce higher and increased BIX values during the ice-covered period (Frenette et al. 2008; Huguet et al. 2009; Birdwell and Engel 2010). The concurrently high HIX and BIX values are seemingly contradictory, but the higher HIX values in the HMW-DOM pool under the ice may signal a shift in DOM sources from mostly surface soils during the open seasons to increasing groundwater and deeper soil during winter (Striegler et al. 2007; O’Donnell et al. 2010) compounded by the preservation and accumulation of humic-like DOM components under the ice due to their relative resistance to biological degradation (Chen and Jaffé 2016; Xu and Guo 2018). In addition, the assembly of less aromatic LMW-DOM into HMW-DOM components (Xu and Guo 2018) may be another factor contributing to the SUVA$_{254}$ decrease in the HMW-DOM, as supported by the changes in spectral slope or apparent DOM molecular weight (Fig. 2b).

During the spring freshet, BIX in the HMW-DOM pool dropped to its lowest value (0.42), while SUVA$_{254}$ and HIX increased abruptly, owing to the increased contribution from terrestrial DOM input resulting in a decrease in the proportion of autochthonous DOM. Interestingly, the LMW-DOM pool always exhibited a higher BIX value than the HMW-DOM pool ($p < 0.01$), indicating the former LMW-DOM pool contained a relatively higher proportion of autochthonous components in this terrestrial DOM-dominated river, probably due to the preferential decomposition of autochthonous HMW-DOM (Benner and Amon 2015) and the transformation and production of DOM from HMW- to LMW-DOM during decomposition either under the ice or from a deeper active layer. After spring freshet, the decrease in SUVA$_{254}$ may reflect increased photodegradation due to decrease in turbidity and prolonged sun irradiation and the change in DOM sources/composition due to a deepened active layer, permitting leaching of older soils (Guo and Macdonald 2006; Zou et al. 2006; Aiken et al. 2014).
Compared to other aquatic ecosystems, DOM from the Yukon River is generally characterized as having intermediate to high HIX (between 1 and 7) and low BIX values (<0.6–0.8), consistent with a terrestrial DOM-dominated river system. For example, DOM from the Milwaukee River and Green Bay, both in Wisconsin and somewhat hypereutrophic, had medium HIX (<8) and BIX (0.55–0.8) values (DeVilbiss et al. 2016; Teber 2016), whereas DOM from the Laurentian Great Lakes with predominantly autochthonous DOM (Zhou et al. 2016) and Veterans Park Lagoon, a highly eutrophic ecosystem, both were characterized by lower HIX (<4), especially the open Great Lakes samples, but high BIX (>0.8) values (Fig. 5). There is generally an inverse relationship between HIX and BIX, with a nonlinear transition along a trophic gradient from high HIX-low BIX in terrestrial DOM-dominated river systems to medium BIX (with a wide range in HIX) in hypereutrophic ecosystems, to low HIX-high BIX values in eutrophic, mostly autochthonous ecosystems (Fig. 5). Thus, a tandem plot of both HIX and BIX indices and/or their ratios may be used as a compelling proxy to illustrate relative changes in DOM sources and trophic states as responses to a changing climate.

Heterogeneity of DOM in properties and source between HMW- and LMW-DOM pools

Natural DOM has been shown to be highly heterogeneous in chemical properties, composition, and reactivities (Benner and Amon 2015; Xu and Guo 2017). In the upper Yukon River, the HMW-DOM was found exclusively contemporary while the LMW-DOM had an average 14C age of 976 ± 212 y-BP during river open seasons (Guo and Macdonald 2006). In addition, fatty acids and biomarker composition were also distinctly different between the HMW- and LMW-DOM pools (Zou et al. 2006). In the lower Yukon River, the HMW-DOM is mostly associated with aromatic DOM compounds with much higher SUVA254 values compared to its LMW-DOM counterpart (Fig. 2a), deriving from either high vascular plant-derived DOM or leaching of surface organic-rich soil layers (Guo et al. 2007; Striegl et al. 2007). Similarly, higher SUVA254 values and higher contents of hydrophobic organic acid were found for the HMW-DOM pool in the lower Mississippi River (Cai et al. 2015). During the cold season, the decrease of SUVA254 in the HMW-DOM (November 2004–April 2005) suggests a change in DOM sources: a decrease in surface soil leached DOM and increase in groundwater DOM, consistent with increased 14C ages between November and April (Aiken et al. 2014; Guo and Lin 2017).

In the lower Yukon River, the HMW-DOM is dominated by terrigenous organic components. In contrast, the LMW-DOM is mostly derived from microbial activity and degraded organic matter and has a higher BIX and protein-like component (C310) during the ice-covered season (Figs. 2c, 3c). River water below the ice is generally much warmer than the air temperature during winter, and not so different from water temperature in summer, which promotes microbial activity during early spring. Psychrophilic bacteria can thrive in such conditions and contribute to the production of LMW-DOM through DOM transformation from either HMW-DOM or particulate organic matter (Deming 2002). Indeed, the LMW-DOM in Yukon River water contained abundant protein-like DOM components during the late winter season (Fig. 3), which may have a priming effect on the degradation of terrigenous DOM in open seasons although the normalized contents of these protein-like components are lower during spring freshet. Later in the summer season, both LMW- and HMW-DOM had a higher abundance of the protein-like C310 component (Fig. 3c) due to in situ production and transformation processes. Our results show that DOM characteristics of the LMW-DOM and HMW-DOM pools are distinct from one another, attesting to the need to characterize not just the bulk DOM, but also the DOM associated with different molecular weight- or size-fractions.

Previous studies have shown that DOM during the spring freshet is mostly terrigenous with high bio-lability. For example, Spencer et al. (2008) reported a maximum concentration of DOM in the Yukon River during spring freshet with high aromaticity and biological lability. Holmes et al. (2008) also reported higher DOM biological reactivity during spring freshet in Alaskan Arctic rivers, with a loss of labile DOM as high as 20%–40% in samples incubated for 90 d. This rate of loss is much higher than the actual loss in DOM in the Yukon River during summer. High biological lability of DOM during spring freshet is likely associated with its contemporary or young 14C age in Arctic rivers (Guo and Macdonald 2006; Raymond et al. 2007). However, old DOC released from ancient permafrost in Arctic River basins can also be labile (Vonk et al. 2013; Gao et al. 2018). Together, these observations imply that natural DOM is highly heterogeneous and contains a variety of components with diverse functional
groups distributed across a wide range of molecular size-fractions. Furthermore, DOM of varied composition and molecular size would likely have varying degradation potentials or varying photochemical and biological reactivities (Benner and Amon 2015; Xu and Guo 2018; Yang et al. 2019). Thus, understanding changes in DOM sources, composition, optical properties, and molecular weight distributions is essential to constrain the response of DOM biogeochemistry to seasonal processing and to understand what drives long-term environmental changes in Arctic River basins.

Implications

The data presented here show that dynamic changes in DOM composition and spectral properties occur throughout the year (ice covered, freshet, open season) in the lower Yukon River, and such changes differ among HMW- and LMW-DOM size fractions. Physicochemical and microbial processes, changes in sources of river water (especially groundwater vs. surface runoff), climate factors (e.g., temperature, precipitation, hydrology), and permafrost dynamics likely all play a role in regulating river DOM quantity and composition, and the response of river biogeochemistry to climate and environmental change. The results presented here provide a baseline against which future changes in the context of a warming climate may be assessed. We strongly suggest that multiyear observations incorporating additional organic biomarkers and organic molecular structural data are needed in future studies to make further progress in establishing specific linkages between the forcing by climate change, and the biogeochemical response occurring in Arctic rivers basins.
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