An experimental study of flow and heat transfer in a differentially side heated cavity filled with coarse porous media
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1. Introduction

Natural convection in enclosures differentially heated from the sides and containing porous media or solid obstacles has attracted a great deal of attention due to its fundamental nature and the broad range of applications in, for example, iron and steel making [1], food processing [2], electronics cooling [3], and indoor air conditioning [4].

Most theoretical and computational studies in the field of natural convection in differentially side heated cavities filled with porous media have been based on Darcy’s law and its extensions to include inertia and viscous diffusion effects (Forchheimer and Brinkman modifications), using so-called volume averaging over representative elementary volumes (REVs) [5–8]. This is a suitable approach when the pore length scale is much smaller than the macroscopic flow length scales. Lauriat and Prasad [6] numerically solved the Darcy-Brinkman-Forchheimer equations for a differentially heated cavity and reported that the heat transfer rate always decreases as the effective thermal conductivity of the porous medium, \(k_{\text{eff}}\), increases with the fluid Rayleigh number, \(Ra\), the Darcy number, \(Da\), and the effective thermal conductivity of the porous medium.

Other researchers have studied natural convection in 2D differentially side heated enclosures containing disconnected solid objects [3,11–14]. They considered solid and fluid constituents separately and solved the Navier-Stokes equations to obtain detailed information on the interaction between the flow and temperature fields with the discrete solid objects. Merrikh and Lage [11] numerically studied natural convection in a differently heated square enclosure containing several disconnected and conducting solid blocks for Rayleigh numbers between \(10^5\) and \(10^8\) and solid-to-fluid conductivity ratios between 0.1 and 100. They found that the flow tends to migrate away from the vertical hot/cold walls and penetrates into the interior channels as the number of blocks increases (and the size of the blocks decreases). They derived an analytical expression for the minimum number of blocks necessary for the flow to divert from the hot/cold walls.

They concluded that a porous medium can transport more heat than a pure fluid if the porous matrix is highly permeable and the thermal conductivity of solid particles is higher than that of the fluid.

There are only a few experimental studies on natural convection in differentially side heated cavities filled with porous media and these are limited to heat transfer measurements to verify the mentioned theoretical and computational models [9,10].
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Raji et al. [14] carried out a similar numerical study for Rayleigh numbers $10^2 \leq \text{Ra} \leq 10^4$, solid-to-fluid conductivity ratios $10^{-3} \leq \kappa_s/\kappa_f \leq 10^2$, and a varying number of solid blocks. They observed that by increasing the number of blocks the heat transfer and flow intensity are significantly reduced, especially at low and moderate Rayleigh numbers ($\text{Ra} \leq 10^3$). They also reported that the blocks with lower conductivity enhance the convection heat transfer.

With the above literature focusing on either Darcy-type modeling of convection and heat transfer in fine-grained porous media with an REV approach, or on convection around disconnected coarse-grained solid objects, in many applications natural convection occurs in porous media consisting of relatively large solid objects which are in contact with each other. Examples include stacks of agricultural products for drying or in cold storages [15] and relatively large coke particles in the hearth of blast furnaces [16]. In the chain of steel production, the blast furnace converts iron ore into hot liquid iron. The furnace hearth has a coarse-grained porous carbon structure with a typical grain size up to 100 mm. With the hot metal flowing in from the top and the walls of the hearth being cooled, the flow of liquid metal in the hearth is a natural convection flow in a coarse-grained porous medium. This flow can cause erosion of refractory walls due to the local wall heat transfer non-uniformities (hot spots). This has a severe impact on the lifetime of the blast furnaces. For such coarse-grained porous media, the REV approach and the use of (extended) Darcy laws are questionable. Therefore, Laguerre et al. [17] compared direct CFD and volume averaged Darcy-Brinkman-Forchheimer to experiments for natural convection in a differentially side heated enclosure filled with a $6 \times 6 \times 5$ cubic arrangement of spheres at $\text{Ra} = 2.3 \times 10^6$. Both modeling approaches were found to lead to good agreement with fluid and solid temperatures measured at various locations using thermocouples. Velocities in the pores between the spheres, however, could not be measured to validate the CFD velocity results.

Indeed, visualizing natural convection flow in porous media has always been a challenge. Shattuck et al. [18] measured vertically-averaged vertical velocities in bottom-heated natural convection cells filled with packings of spheres using magnetic resonance imaging (MRI). Laguerre et al. [19] used Particle Image Velocimetry (PIV) partially to visualize the air flow in a differentially heated rectangular cavity containing cylindrical obstacles which occupied about 15% of the cavity volume. They were not able to visualize the areas behind the obstacles and also at the bottom of the cavity since the laser light sheet was blocked by the obstacles and a support plate at the bottom. Recently, experimental [20] and numerical [21] studies have investigated detailed flow and temperature structures in bottom-heated natural convection cavities filled with relatively large spheres.

In summary, there are still many open questions regarding differentially side-heated natural convection flow and heat transfer in media with a relatively large porous length scale, where (extended) Darcy models are not valid and the relatively large solid particles are in contact with each other. For such systems, the heat transfer, the pore-scale flow structure and the interaction between natural convection flow and coarse-grained porous media need to be studied in more detail. Detailed experimental data on flow and heat transfer are also required for the development and validation of computational models.

The objective of the present study is to improve the understanding of differentially side heated natural convection flow and heat transfer in coarse porous media in the form of a packed bed of relatively large spheres. We carried out a series of heat transfer measurements in a differentially side heated cubic $H \times H \times H$ cavity to identify the effect of different parameters such as sphere size $(d/H = 0.065–0.20)$, solid-to-fluid conductivity ratio $(\kappa_s/\kappa_f = 0.32–618)$, and packing structure on the overall heat transfer. To obtain detailed information on the pore-scale velocity and temperature distribution throughout the porous medium we performed Particle Image Velocimetry (PIV) and Liquid Crystal Thermography (LCT) measurements in a refractive index matched porous medium (hydrogel spheres in water).

## 2. Experimental setup

The experimental setup is very similar to our recent work and is described in [20] in more details. Herein, only the main and novel features of the experimental setup will be described. The sample cubical cavity with internal dimensions of $77 \times 77 \times 77$ mm$^3$ was used in all the experiments (see Fig. 1a). The main difference is that in the present study the cavity is rotated over 90° resulting in a differentially side heated configuration. The left and right walls of the cavity are made of copper plates, serving as isothermal hot wall and cold wall, respectively. The other four walls are made of glass. The left wall was heated with an electrical heating foil attached to the copper plate. Cold water from a thermostatic bath flows through channels inside the right wall to keep it at a lower temperature. The temperatures of the isothermal walls were measured with Pt100 temperature sensors with an accuracy of ±0.03 °C. The temperature non-uniformities were measured to be below 0.06 °C for the hot wall and below 0.02 °C for the cold wall.

In the heat transfer measurements, the temperature difference $\Delta T$ between the isothermal walls, and the electrical power of the heating foil, $P$, were used to obtain the Rayleigh and Nusselt numbers. The overall Nusselt number $Nu$ is determined by subtracting the total heat loss $Q_{loss}$ from the electrical power supplied to the heating foil as

$$ Nu = \frac{(P - Q_{loss})}{(Ak_s\Delta T/H)} , $$

(1)

where $H$ is the height of the cubical cavity (77 mm), and $k_s$ is the thermal conductivity of the fluid. $A_k$ is the internal cross-sectional area of the cavity $A_k = H^2$. The electrical power of the heating foil, $P$, was determined by measuring the electrical current and the voltage difference at the electrical connections near the heating foil. The total heat loss $Q_{loss}$ was determined by performing experiments in the same cavity with the hot plate at the top and the cold plate at the bottom filled with the working fluids (water or methanol). In this configuration, the convective heat transfer is zero and only conduction takes place. The heat that is supplied in addition to the expected fluid conductive heat transfer was taken as the total heat loss.

Using the temperature difference between the hot and cold walls, $\Delta T$, the Rayleigh number $Ra$ is determined as

$$ Ra = \beta \Delta T g H^4/(\alpha \nu) , $$

(2)

where $\beta$ is the thermal expansion coefficient of the fluid, $g$ is the gravitational acceleration, $\nu$ is the kinematic viscosity of the fluid and $\alpha$ is its thermal diffusivity. The Nusselt number and the Rayleigh number in Eqs. (1) and (2) are defined based on the fluid properties rather than the porous medium properties. In this way, the overall heat transfer results can be compared to that of the pure fluid cavity. In the experiments, the Rayleigh number was varied in the range $1.9 \times 10^3 \leq Ra \leq 1.7 \times 10^5$. The first decade was achieved by varying $\Delta T$ using water as a working fluid, and the second decade was reached by varying $\Delta T$ using methanol. The two fluids have very similar Prandtl numbers, i.e. $Pr_{\text{water}} = 6.75$; $Pr_{\text{methanol}} = 7.63$ at 22 °C. The maximum uncertainties in the measured values of the Rayleigh and Nusselt numbers occur at the lowest temperature difference and are equal to 2.8% and 3.0%, respectively.

Four different sphere solid materials (polypropylene, glass, steel, and brass), three different sphere sizes (5.0 mm, 10.5 mm,
Dimensionless numbers are defined as dimensionless groups. These porous medium dimensionless numbers are defined as

\[ Ra_m = Ra \frac{D_a}{k_{eff}} \]  

and

\[ Nu_m = Nu \frac{k}{k_{eff}} \]  

where \( Da \) is the Darcy number defined as \( Da = \frac{K}{H^2} \) and \( K \) is the permeability of the packed bed of spheres. The value of \( K \) is estimated using the Ergun expression [22], \( K = \phi^4 d^3 (150(1 - \phi)^2) \), where \( \phi \) is the porosity of the packed bed and \( d \) is the diameter of the spheres. In Eqs. (3) and (4), \( k_{eff} \) is the effective thermal conductivity of the porous medium which is defined as the overall thermal conductivity through the combination of solid and fluid constituents, in the absence of fluid motion. As discussed in [20], the effective thermal conductivities for the geometries and the solid-fluid combinations considered in this study were numerically computed from the 3D heat conduction equation for solid and stagnant fluid. For completeness, the resulting values are shown again in the present paper in Table 1.

**Table 1**

| Sphere and fluid materials          | \( k_b \) | \( k_{eff} \) |
|------------------------------------|-----------|--------------|
| Brass - Methanol                   | 618       | 17.3         |
| Steel - Methanol                   | 222       | 14.0         |
| Brass - Water                      | 196       | 13.6         |
| Steel - Water                      | 70.4      | 9.45         |
| Glass - Methanol                   | 4.19      | 2.30         |
| Glass - Water                      | 1.33      | 1.22         |
| Polypropylene - Methanol           | 1.00      | 1.00         |
| Polypropylene - Water              | 0.32      | 0.79         |

To be able to visualize the flow in between the spheres at the core of the porous media, we used water as the liquid and hydrogel spheres - which consist of approximately 99.5% water, are transparent and have virtually the same refractive index as that of water - for the solid packing. This makes the porous medium optically accessible both for illumination and imaging, thus enabling the use of the optical measurement techniques PIV and LCT. As discussed in our recent work [20], the advantage of using water as working fluid, over frequently-used refractive index matching liquids, is that the refractive index of water has the lowest sensitivity to temperature variations which makes it an ideal liquid for refractive index matching to study a thermally-driven flow. As a result, the refractive index of the hydrogel spheres matches the refractive index of water at various temperatures with a difference less than 0.1%.

In the PIV and LCT experiments, hydrogel spheres with a diameter of approximately 15.3 mm \( (d/H = 0.20) \) were arranged in a BCT packing. The measurements were performed in a vertical plane at \( y/H = 0.4 \) (see Fig. 1a).

The same PIV system as described in [20] was used to obtain velocity fields with high spatial resolution. Velocity vectors were calculated from the raw images based on a multi-pass cross-correlation with a final interrogation window size of 16 \( \times \) 16 pixels and an overlap of 50% using the LaVision software (Davis 8.4.0). The resulting vector spacing resolution is 0.60 mm.

LCT measurements were performed to obtain planar temperature fields inside the cavity. The LCT experimental setup is described in details in [20]. In the lightsheet configuration with a 90° viewing angle, the measurable temperature range of the liquid crystals was found to be between 20.0 °C and 30.2 °C. Fully making use of this temperature range leads to \( \Delta T = 10.2 \) °C and hence \( Ra = 9.0 \times 10^7 \).

Temperature-hue calibration as described in [20] was carried out to quantitatively determine temperatures from the LCT color images. The uncertainty of the measured temperatures was estimated to be ±0.5 °C.

**3. Results and discussion**

**3.1. Heat transfer measurements**

Fig. 2 presents the Nu-Ra data points obtained from heat transfer measurements in the side-heated cavity filled with...
15.3 mm \((d/H = 0.20)\) polypropylene spheres in BCT packing, along with the results obtained from the same cavity filled with the fluids only. In this figure, the results obtained in water (lower \(Ra\) range) and in methanol (higher \(Ra\) range) are depicted by closed and open markers, respectively. In the remainder of the paper, we do not distinguish between measurements in water and methanol and use the same marker for both. The \(Nu-Ra\) data for the pure-fluid cavity. The reductions continue to exist at \(Ra\) values as high as 1.7\(\times 10^9\). This implies that the Nusselt number reduces with decreasing sphere size. In random packing - due to the large value of \(d/H\) and the effects of wall constraints - the spheres are spontaneously arranged in a similar way. While at the lowest Rayleigh number the largest difference in the Nusselt numbers of the three different packings is approximately 14\%, the difference is less than 3\% at the highest Rayleigh number. This behavior implies that as Rayleigh number increases, the Nusselt number becomes more independent of the packing structure.

### 3.1.1. Effect of packing type

To study the influence of the type of packing on Nusselt number in a side-heated cavity, three different packing types were examined: BCT packing, SC packing, and a random packing. Glass spheres with a diameter of 15.3 mm \((d/H = 0.20)\) were used to make these packings. In the small cubical cavity considered in this study, a BCT packing resulted in a porosity of \(\phi = 42.0\%\), a simple cubic packing in \(\phi = 48.6\%\), and a random packing in \(\phi = 49.8\%\). Fig. 4 shows the Nusselt number as a function of Rayleigh number, \(Ra\), along with the pure-fluid reference curve, Eq. (5). It can be observed that the Nusselt numbers are slightly higher for random packing, which has the highest porosity and permeability, and it is lower for BCT packing, which is the least permeable packing. The results generally imply that Nusselt number in packed beds of spheres is not largely influenced by the type of packing. This is due to the fact that the arrangements of the spheres adjacent to the hot/cold walls are very similar in all the three different packing structures. In both BCT and SC packings, the spheres have the same 5 \(\times\) 5 arrangement at the hot/cold walls, whereas in random packing - due to the large value of \(d/H\) and the effects of wall constraints - the spheres are spontaneously arranged in a similar way. While at the lowest Rayleigh number the largest difference in the Nusselt numbers of the three different packings is approximately 14\%, the difference is less than 3\% at the highest Rayleigh number. This behavior implies that as Rayleigh number increases, the Nusselt number becomes more independent of the packing structure.

### 3.1.2. Effect of sphere size

To study the effect of the size of the spheres on the Nusselt number, glass spheres with three different sizes \(d = 15.3 \text{ mm}, d = 10.5 \text{ mm},\) and \(d = 5.0 \text{ mm}\) \((d/H = 0.20, 0.14,\) and \(0.065)\) in random packings have been examined. The resulting porosity values are \(\phi = 49.8\%, \phi = 45.3\%,\) and \(\phi = 42.1\%,\) respectively. The corresponding Nu-Ra data points are included in Fig. 4, which shows that the Nusselt number reduces with decreasing sphere size. The heat transfer reduction occurs over the entire range of Rayleigh numbers, but the reduction is strongest at lower Rayleigh numbers. This can be explained by the fact that, although the overall porosities for the three studied sphere sizes are not very different, the local porosities near the hot/cold vertical walls are much lower for the 5 mm \((d/H = 0.065)\) spheres compared to those for 15.3 mm \((d/H = 0.20)\) spheres.

### 3.1.3. Effect of a gap between the hot/cold walls and the porous medium

A 3D printed \(4 \times 5 \times 5\) simple cubic packing of 15.3 mm \((d/H = 0.20)\) plastic spheres was placed in the cavity to create a gap between the porous medium and the thermally active hot/cold vertical walls. The gap size is \(w/H = 0.10\), which is larger than the thickness of the thermal and velocity boundary layers obtained from \(\delta_v/Ra = 1/4\) and \(\delta_v = Pr^{1/2} \delta_t\) [25]. For the working fluids used in this study \(Pr > 1\) so that the velocity boundary layer will be thicker than the thermal boundary layer. The thickness of the velocity boundary is \(\delta_v/H \sim 0.039\) at the lowest Rayleigh number, and \(\delta_v/H \sim 0.014\) at the highest Rayleigh number. The Nu-Ra data points obtained from this configuration are plotted in Fig. 5, along with the pure-fluid reference curve and
the results from the porous medium consisting of 15.3 mm polypropylene spheres without the gap. The figure clearly shows that creating a sufficiently large gap near the thermally active walls can substantially enhance the Nusselt number with respect to the case where the spheres touch these walls. While in the packing without gap the Nusselt number is reduced by 53% at the lowest Ra, and by 13% at the highest Rayleigh number with respect to the pure-fluid cavity, the reduction is only 11% and 0.6% for the cases with a gap between the hot/cold walls and the porous medium. In other words, when the hot/cold walls are not covered by the porous medium, the heat transfer reduction is significantly smaller, and at the highest Rayleigh numbers (Ra > 10⁸) the Nusselt values reach those for the pure-fluid cavity. The reduction of the Nusselt number at low Rayleigh numbers can be explained by the fact that heat should be convected horizontally from one side of the cell to the other side through the porous medium. At low Rayleigh numbers, the flow length scales are large compared to the pore length scale. Therefore, the flow cannot easily penetrate into the pores and, consequently, the convective transfer of heat in the horizontal direction through the porous medium is hampered. In general, it can be understood that the spheres located close to the vertical hot/cold walls play the most hindering role in the heat transfer mechanism. These observations imply that the interaction between the natural convection flow and the spheres near the hot/cold walls determines most of the heat transfer reduction in a side-heated cavity filled with spheres.

3.1.4. Effect of conductivity ratio

To study the effect of the solid-to-fluid conductivity ratio in a coarse-grained porous media filled side heated cavity, porous media consisting of 15.3 mm spheres made from four different materials were placed in water and methanol in a BCT packing. The four materials are polypropylene, glass, steel, and brass, with the solid-to-fluid conductivity ratios \( k_s/k_f \) listed in Table 1. Fig. 6 presents the Nu-Ra data points for the four materials along with the pure-fluid curve as a reference. Small discontinuities can be observed at the transition from water to methanol (around Ra = 2 × 10⁸), due to the associated jump in \( k_s/k_f \). The results show that the Nusselt number increases with increasing conductivity ratio, for the entire range of Rayleigh numbers considered in this study. It is also observed that if a porous medium consists of highly conductive spheres, it can transport more heat compared to the pure-fluid cavity at sufficiently high Rayleigh numbers. The increased heat transfer is due to the contribution of both conductive and convective heat transfer. In the studied cases, the heat transfer enhancement at the highest Rayleigh number with respect to the pure-fluid cavity is 29% for the brass spheres and 20% for the steel spheres. For the case with \( k_s/k_f = 1 \), the heat transfer reduction with respect to the pure-fluid cavity is 14% at the highest Rayleigh number.

The Nusselt number dependency on the conductivity ratio \( k_s/k_f \) at a low (Ra = 2.0 × 10⁸), an intermediate (Ra = 2.0 × 10⁹), and a high (Ra = 1.7 × 10¹⁰) Rayleigh number is plotted in Fig. 7 by examining different combinations of the four solid materials and the two fluids. It is observed that the Nusselt number increases with solid-to-fluid conductivity ratio at all Rayleigh numbers. Fig. 7 shows that the equations that fit the data-points for all the three Rayleigh numbers are in the form

\[
\text{Nu} = \text{Nu}_0 (1 + k_s/k_f)^{m}.
\]

The Nusselt number asymptotically approaches a constant value of \( \text{Nu}_0 \) as \( k_s/k_f \) goes to zero which represents the cavity filled with adiabatic spheres, where heat transfer is merely due to the fluid convection. The asymptotic values \( \text{Nu}_0 \) are found to be 10.6, 28.8, and 55.6 for the low, the intermediate, and the high Rayleigh numbers, respectively. Fig. 7 also shows that as the Rayleigh number increases, the Nusselt number dependency on solid-to-fluid conductivity ratio decreases. This is reflected in a decrease of the value

![Fig. 4. Effect of sphere size. Nu-Ra data for porous media consisting of three different sizes of glass spheres in random packings compared to the pure-fluid reference curve.](image)

![Fig. 5. Nu-Ra data for porous media consisting of 15.3 mm polypropylene spheres with and without a gap of \( w/H = 0.10 \) from the active walls. The solid line represents the pure-fluid reference curve, Eq. (5).](image)

![Fig. 6. Effect of sphere conductivity. Nu-Ra data for porous media consisting of 15.3 mm (\( d/H = 0.20 \)) spheres in BCT packing with different conductivities compared to the pure-fluid reference curve.](image)
of the slope $m$ value in Eq. (6) with increasing Rayleigh number, being 0.14, 0.10, and 0.07 for the low, intermediate, and high Rayleigh numbers, respectively. This behavior indicates that at higher Rayleigh numbers conduction through the solid structure of a porous medium becomes less important compared to fluid convection.

### 3.1.5. Heat transfer scaling based on porous medium dimensionless numbers

The heat transfer data for eight different solid-fluid combinations reported in the previous section cover a wide range of porous medium Rayleigh numbers $10^2 < R_{am} < 10^5$ (see Eq. (3) for definition), and porous medium conductivity ratios $0.79 < (k_{eff}/k_f) \leq 17.3$ (see Section 2 for definition and Table 1). Fig. 8 shows $N_{um}$ proportional to $R_{am}$ for all combinations of solids and fluids considered in this study. It is seen that for coarse-grained porous media consisting of $d/H = 0.20$ spheres, $N_{um}$ is correlated to $R_{am}$ and $k_{eff}/k_f$ by the following relation

$$N_{um} = 1.349R_{am}^{0.325}(k_{eff}/k_f)^{-0.49}.$$  (7)

The exponent of $R_{am}$ is found to be 0.325 which is in good agreement with the values that have been reported in the literature for the non-Darcy flow regime $[9,10,26,27]$. Eq. (7) also presents the scaling of $N_{um}$ with the porous medium conductivity ratio $(k_{eff}/k_f)$. This correlation confirms that the porous medium Nusselt number $N_{um}$ cannot be described as a function of $R_{am}$ only, but in addition, there is a strong dependence on thermal conductivity that is captured well by the term $(k_{eff}/k_f)^{-0.49}$. The porous medium Nusselt number $N_{um}$ represents the ratio of the total heat transfer over the conduction heat transfer through the combined stagnant fluid plus porous solid medium. At increased thermal conductivity of the porous medium, a larger fraction of the heat is transferred by conduction compared to convection, and $N_{um}$ (but not $Nu$) decreases. Overall, the above correlation can be used to determine Nusselt numbers for side-heated natural convection in coarse porous media for a wide range of conductivity ratios $k_{eff}/k_f$ and porous medium Rayleigh numbers, $R_{am}$.

Fig. 9 shows $N_{um}(k_{eff}/k_f)^{0.49}$ versus $R_{am}$ for porous media consisting of glass spheres with three different sizes ($d/H = 0.20, 0.14,$ and 0.065). The curves fitted to the data show that for $R_{am}$ higher than approximately $10^3$, $N_{um}$ scales with $R_{am}$ to the power $0.33$ for $d/H = 0.20$ glass spheres, and to the power 0.36 for $d/H = 0.14$ glass spheres. For smaller $d/H = 0.065$ glass spheres, we observe a transition from a power 0.64 at $R_{am}$ lower than approximately $10^3$, to a smaller power of 0.42 at higher $R_{am}$. Such a decrease in the slope of the $N_{um}$-$R_{am}$ relation with increasing $d/H$ or $R_{am}$ is due to the breakdown of the Darcian behavior and was also observed in other experimental studies which reported values for the $R_{am}$ exponent from 0.61 to 0.64 $[27,28]$ in the Darcy regime to 0.28–0.33 $[9,10,27]$ when deviating from the Darcy regime at high $R_{am}$ and for larger grains. Theoretical studies suggest a decrease in the slope of the $N_{um}$-$R_{am}$ relation, with $N_{um}$ proportional to $R_{am}^{1/2}$ in the Darcy limit $[5]$ and to $R_{am}^{1/4}$ in the non-Darcy limit $[29]$. Our present study suggests that for large spheres $(d/H = 0.14-0.20)$ and $R_{am}$ larger than approximately $10^3$ the flow is non-Darcian, whereas for smaller spheres $(d/H = 0.065)$ a transition from Darcy to non-Darcy behavior occurs around $R_{am} = 10^3$.

### 3.2. Velocity and temperature distribution

PIV and LCT measurement techniques were used to provide insight into the pore-scale flow and heat transfer in differentially side heated coarse porous media. The resulting velocity and temperature fields are reported in this section.

#### 3.2.1. Velocity fields

Fig. 10 shows the mean velocity fields in the pure-water cavity (left) and in the cavity filled with 15.3 mm ($d/H = 0.20$) hydrogel...
spheres in BCT packing (right) at $Ra = 9.0 \times 10^7$. The mean velocity fields were obtained by averaging over 7200 image pairs that were taken at 1 Hz. The color map represents the distribution of velocity magnitude. The velocity field in the pure-water side-heated cavity is dominated by thin high-velocity boundary layers close to the thermally active hot and cold vertical walls. The flow along the horizontal walls occurs in much thicker layers with much lower velocities, while the flow in the core of the cavity is quiescent. These results are consistent with what has been reported in other studies on pure-fluid differentially heated natural convection at similar Rayleigh numbers [23,30,31].

Fig. 10 shows that in the presence of the coarse porous medium consisting of relatively large solid spheres, the development of a thin high-velocity layer along the vertical walls is substantially hindered. Instead, a wavy behavior with local maxima and minima in velocity is observed. This wavy behavior is also visible in Fig. 12, which presents the vertical velocity component ($v_z$) along a vertical line very close to the hot wall at $x/H = 0.03$. In Fig. 11 the velocity magnitude color map is shown on a logarithmic scale in order to be able to observe the flow distribution in the regions away from the walls. It shows that a portion of the fluid penetrates into the adjacent pores and is thus channeled away from the main stream along

Fig. 10. Mean velocity field at $Ra = 9.0 \times 10^7$ (a) in the pure-water cavity, and (b) in the cavity filled with 15.3 mm hydrogel spheres in BCT packing.

Fig. 11. Mean velocity magnitude shown on a logarithmic scale at $Ra = 9.0 \times 10^7$ (a) in the pure-water cavity, and (b) in the cavity filled with 15.3 mm hydrogel spheres in BCT packing.
the active hot/cold walls. Consequently, there is less interaction between the fluid and the hot/cold walls, which contributes to the heat transfer reduction with respect to the pure-fluid cavity, see red crosses in Fig. 2. This also explains the heat transfer results for the case with a gap between the active vertical walls and the porous medium presented in Section 3.1.3. When the gap is sufficiently large to allow for the formation of the thin high-velocity boundary layer, the heat transfer reduction will be small.

To make a quantitative comparison of the local velocity distributions for the two studied cases, Fig. 13 depicts profiles of the vertical velocity component ($v_z$) along three horizontal lines at $z/H = 0.5, 0.6,$ and $0.7$. The velocity profiles in Fig. 13 as well as in Fig. 12 show that the local velocity can be higher or lower depending on the vertical position.

Fig. 14 shows profiles of the horizontal velocity component ($v_x$) along three vertical lines at $x/H = 0.37, 0.50,$ and $0.63$ for the pure-water and hydrogel sphere filled cavity. The results in this figure and in Fig. 10 show that in the pure-water cavity the horizontal flow from one side of the cavity to the opposite side occurs over a relatively thick layer with relatively low velocities. In the cavity filled with spheres, the horizontal flow is more concentrated near the horizontal walls with significantly higher maximum velocities. (i.e. a factor of about 4.5 higher maximum horizontal velocity compared to the pure-water cavity). The slight heat transfer reduction observed in Fig. 5 (Section 3.1.3) for the case in which there is a gap between the vertical walls and the packing, relative to the pure-fluid cavity, could be due to the fact that the horizontal flow is hindered and confined to the region between the spheres and the horizontal walls. According to the heat transfer results, the hindering effect of the porous medium in the horizontal direction only accounts for 22% (at the lowest Ra) and 4.8% (at the highest Ra) of the total heat transfer reduction.

3.2.2. Temperature fields

Fig. 15 shows the mean temperature fields obtained from LCT measurements in the pure-water cavity (left) and in the cavity filled with 15.3 mm ($d/H = 0.20$) hydrogel spheres in BCT packing (right). In both cases, the temperatures of the cold and hot walls were 20.0 °C and 30.2 °C, respectively, leading to $Ra = 9.0 \times 10^7$. The temperature field in the pure-water cavity shown in Fig. 15a illustrates the stratification in the core of the cavity and the thin thermal boundary layers along the vertical hot/cold walls. The stratified temperature distribution was also reported in previous studies on differentially heated natural convection in pure-fluid cavities at similar Rayleigh numbers [23,31]. The temperature field in the cavity filled with spheres shown in Fig. 15b is very different from that in the pure-water cavity. While in the pure-water cavity isotherms are horizontal, in the cavity filled with spheres, these are tilted with the temperature gradient roughly in the diagonal direction. The reason is that a portion of the high-velocity flow near the hot/cold vertical walls diverts away from the walls and penetrates into the pores and subsequently moves diagonally towards the opposite corner. This is consistent with the observations in the velocity fields in Fig. 11. The absence of temperature stratification also implies that the overall strength of convection decrease in the cavity filled with spheres, which leads to a reduced convective heat transfer as evidenced in the Nu-Ra results. Fig. 16 compares the fluid temperature profiles averaged over vertical lines spanning the entire height of the cavity ($H$) for the pure-water cavity and the cavity filled with spheres (excluding the locations occupied by the spheres), as a function of $x/L$. It can be seen that in the pure-water cavity, the temperature
profile is nearly horizontal in the core region of the cavity and significant temperature variations take place only in the thin thermal boundary layers close to the hot/cold walls. In the cavity filled with spheres, the vertically-averaged fluid temperature profile clearly reflects the presence of the spheres, and on average varies much more gradually from one vertical plate to the other. Fig. 17 compares the vertically-averaged fluid temperature profiles in a narrow region near the cold wall $0.965 \leq x/H \leq 1$. (The cold wall is chosen due to the higher color-temperature sensitivity of the liquid crystals in the colder part of the effective temperature range which leads to higher accuracy.) This figure shows that the gradient of the vertically-averaged temperature profile near the cold wall is smaller for the cavity filled with spheres compared to that for the pure-water cavity. The overall Nusselt number is defined as $Nu = q_{av} H/ (k_l \Delta T)$ where $q_{av}$ is the average heat flux (in W/m$^2$) at the cold wall. The heat flux at the cold wall is proportional to the slope of the vertically-averaged temperature profile (Fig. 17) at the wall at $x/H = 1$, i.e. $q_{av} = -k_l (dT_{av}/dx)|_{x=H}$. The reduced slope of the vertically-averaged temperature profile at the cold wall illustrates the reduced Nusselt number due to the presence of the porous medium. Fig. 17 shows that the slope of the vertically-averaged temperature profile at the cold wall for the cavity filled with spheres is approximately 30% smaller than that for the pure-water cavity which is consistent with the 30% reduction of heat transfer at the same Rayleigh number seen in Fig. 2 (red crosses). To study the temperature distributions at the cold wall in more detail, and to better understand the behavior of the temperature profiles at different heights, Fig. 18 shows temperature profiles along four horizontal lines at $z/H = 0.2$, 0.4, 0.6, and 0.8. It can be seen that in the upper part of the cold wall at
When moving towards the bottom of the cavity, the temperature gradient at the cold wall reduces more significantly for the cavity filled with spheres compared to the pure-water cavity. At \( z/H = 0.2 \), the temperature is almost uniform near the cold wall so that the heat flux is almost zero at the lower part of the cold wall in the cavity filled with spheres. On the other hand, for the pure-water cavity, the heat flux reduces to a lesser extent from top to the bottom and there is a considerable temperature gradient at \( z/H = 0.2 \). This implies that the local Nusselt number at the hot and cold walls is less uniform for the cavity filled with spheres, and that the reduction in overall Nusselt number for the cavity filled with spheres is mostly caused by the very low heat flux in the lower part of the cold wall (and the upper part of the hot wall).

4. Conclusions

Natural convection flow and heat transfer in a differentially side-heated cubic cavity filled with coarse porous media consisting of relatively large spheres were studied experimentally. Nusselt numbers were measured for fluid Rayleigh numbers varying between \( 10^7 \) and \( 10^9 \), solid-to-fluid conductivity ratios ranging from 0.32 to 618, three different sphere sizes (\( d/H = 0.065, 0.14, 0.20 \)), and three different packing types (body-centered tetragonal, simple cubic, and random). A partially-filled cavity with a gap between the porous medium and the hot/cold walls was also considered.

It was found that the Nusselt number is reduced in the cavity filled with spheres compared to the pure-fluid cavity, unless the solid spheres are highly conductive. The Nusselt number reduction is higher for smaller spheres and is not very sensitive to the packing type, especially at high Rayleigh numbers. For the porous medium with a gap between the hot/cold walls and the spheres, the heat transfer reduction is significantly smaller and the Nusselt numbers reach those for the pure-fluid cavity at the highest Rayleigh numbers (\( Ra > 10^9 \)). The following Nusselt number correlation was derived for coarse porous media with \( d/H = 0.2 \):

\[
\text{Nu}_{\text{in}} = 1.349 Ra_{\text{in}}^{0.325} \left( \frac{k_{\text{eff}}}{k_f} \right)^{0.49}
\]

for porous medium Rayleigh numbers \( 10^2 < Ra_{\text{in}} < 10^5 \) and porous medium conductivity ratios \( 0.79 < k_{\text{eff}}/k_f \leq 17.3 \). This expression takes into account the strong dependence of the porous medium Nusselt number on the porous medium conductivity ratio, and its scaling with the porous medium Rayleigh number is consistent with the power-law scaling reported in the literature for the non-Darcy regime.

Measured velocity and temperature fields show that the layers of spheres close to the vertical hot/cold walls hinder the formation
of high-velocity boundary layers and divert a portion of the fluid away from these walls towards the inner pores. This phenomenon reduces the temperature stratification in the core of the cavity and leads to a reduced mean temperature gradient at the walls, which explains the heat transfer reduction in porous media.

It is also concluded that, although the overall Nusselt number is lower for the cavity filled with a coarse-grained porous medium, the local Nusselt number at the cold/hot walls can be significantly higher than in the corresponding pure-fluid cavity. The presence of a coarse-grained porous medium thus causes strong non-uniformities in the local wall heat transfer, leading to so-called hot-spots which may have severe consequences in practical applications such as lowering the lifespan of blast furnace refractory walls.
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