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The first quantum algorithm to offer an exponential speedup (in the query complexity setting) over classical algorithms was Simon's algorithm for identifying a hidden exclusive-or mask. Here we observe how part of Simon's algorithm can be interpreted as a Clebsch-Gordan transform. Inspired by this we show how Clebsch-Gordan transforms can be used to efficiently find a hidden involution on the group $G^n$ where $G$ is the dihedral group of order eight (the group of symmetries of a square.) This problem previously admitted an efficient quantum algorithm but a connection to Clebsch-Gordan transforms had not been made. Our results provide further evidence for the usefulness of Clebsch-Gordan transform in quantum algorithm design.
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I. INTRODUCTION

The most widely known computational task under which quantum computers outperform classical computers is for the problem of factoring an integer [1]. This can be done in polynomial time on a quantum computer using Shor's algorithm, while the best classical algorithm requires superpolynomial time to complete this task. Since the problem of factoring is the basis upon which the security of the most widely used public key cryptosystems is built [2], Shor's algorithm is a threat to the security of our modern computer infrastructure. While this is certainly of great importance, a question which has been burning a hole in the theoretical quantum computing community is what other problems can be exponentially sped up using a quantum computer. Of particular significance are algorithms for the nonabelian hidden subgroup problem (defined below), as an efficient algorithm for these problems over the appropriate groups would lead to efficient algorithms for graph isomorphism [3, 4, 5, 6] and certain unique shortest vector in a lattice problems [7].

The first quantum algorithm which showed an exponential speedup (in the query complexity setting) over classical algorithms was the problem considered by Simon [8]. In Simon's problem, one is given access to a function on $n$ bits which is guaranteed to be constant and distinct on an unknown XOR mask and the goal of the problem is to identify this hidden XOR mask. In the language of the hidden subgroup problem [8, 9], Simon's problem is the hidden subgroup problem over the abelian group $\mathbb{Z}_2^n$ with the hidden subgroups being order two subgroups (involutions.) Simon's algorithm consists of two components, one in which a Fourier transform over $\mathbb{Z}_2^n$ is applied, and second step in which the hidden subgroup is extracted from many samples of the first part and the use of Gaussian elimination. Interestingly, there are groups, $G$, for which the hidden subgroup problem is already known to admit efficient quantum algorithms (besides the obvious Abelian cases.) For example, if $G = D_4$, the dihedral group of order eight, then the hidden involution problem over $D_4^n$, then the algorithm of Friedl, Ivanyos, Magniez, Santha, and Sen [12] efficiently solves this problem (since $D_4^n$ is a solvable group having a smoothly solvable commutator subgroups). When applying the algorithm of Alagic, Moore, and Russell [10] to this group one obtains a superpolynomial time quantum algorithm for $D_4^n$. Is there a way to design a hidden subgroup problem algorithm which uses Clebsch-Gordan transforms, but not Clebsch-Gordan sieving, for this group? Here we show how a quantum computer can efficiently solve such a hidden involution problem by using a multiplicity space algorithm for $D_4^n$. While we do not obtain a new efficient quantum algorithm, we are able to show how Clebsch-Gordan multiplicity space algorithms can be developed and lead.
to polynomial time quantum algorithms. We present this as more evidence that multiplicity space Clebsch-Gordan transforms are a viable new tool for efficiently solving hidden subgroup problems.

II. THE HIDDEN SUBGROUP PROBLEM

The hidden subgroup problem has a long and vexing history in quantum computing (see [13] for a review of this problem. Note however that a considerable amount of progress has been made on this problem since this review was written.) After Shor’s discovery of efficient quantum algorithms for factoring and computing the discrete logarithm [1], it was quickly realized that these problems could be seen as instances of the hidden subgroup problem over abelian groups [1, 3, 14]. The hidden subgroup problem is defined as follows:

Hidden Subgroup Problem. (HSP) Let $f$ be function from a group $\mathcal{G}$ to a set $S$ which is promised to be constant and distinct on different left cosets of an unknown subgroup $\mathcal{H}$: $f(g) = f(g')$ iff $g\mathcal{H} = g'\mathcal{H}$. The goal of the hidden subgroup problem is, by querying $f$, to identify the subgroup $\mathcal{H}$. An algorithm for the hidden subgroup problem is efficient if the running time is polynomial in $\log |\mathcal{G}|$.

The hidden subgroup problem can be efficiently solved in a variety of cases, including when the group is Abelian, the subgroups are normal, the group is extraspecial and more [12, 15, 16, 17, 18, 19, 20, 21, 22, 23]. Two notable cases where there is no known efficient quantum algorithm for the hidden subgroup problem are the symmetric group hidden subgroup problem and the dihedral group hidden subgroup problem. An efficient algorithm for the former would yield an efficient algorithm for certain unique shortest vector in a lattice problems [7]. These two reductions form the foundation upon which interest in the hidden subgroup problem is based, since efficient algorithms for either of these two problems would expand the known power of quantum computers over classical computers for significant computational problems.

The standard approach to solving the hidden subgroup problem for the group $\mathcal{G}$ on a quantum computer is as follows. First one creates a superposition over all possible group elements, $\sum_{g \in \mathcal{G}} |g\rangle$. Following this one computes the function $f$ from the HSP in an ancillary register, producing the states

$$\frac{1}{\sqrt{|\mathcal{G}|}} \sum_{g \in \mathcal{G}} |g\rangle \otimes |f(g)\rangle.$$  

(1)

Since the function $f$ is generally assumed to have no structure, this register is then measured or discarded. If the function $f$ hides the subgroup $\mathcal{H}$, then this produces a random coset state $|g\mathcal{H}\rangle$, where

$$|g\mathcal{H}\rangle = \frac{1}{\sqrt{|\mathcal{H}|}} \sum_{h \in \mathcal{H}} |gh\rangle.$$  

(2)

Here $g$ is a coset representative, and each of the coset states is produced at random with equal probability. If we express this state as a density matrix, we obtain the so-called hidden subgroup state

$$\rho_{\mathcal{H}} = \frac{|\mathcal{H}|}{|\mathcal{G}|} \sum_{\text{cosets } g\mathcal{H}} |g\mathcal{H}\rangle \langle g\mathcal{H}|.$$  

(3)

The standard approach to the hidden subgroup problem attempts to construct efficient quantum circuits for identifying $\mathcal{H}$ given a polynomial number of copies of the hidden subgroup state $\rho_{\mathcal{H}}$.

Given a hidden subgroup state $\rho_{\mathcal{H}}$ a symmetry argument immediately tells you that without a loss of generality, one can perform a unitary transform on this state which better expresses the structure of the information stored in $\rho_{\mathcal{H}}$. In particular if we define the left regular representation of the group $\mathcal{G}$, via $D_L(g)|g'\rangle = |gg'\rangle$, then $\rho_{\mathcal{H}}$ commutes with this representation: $D_L(g)\rho_{\mathcal{H}} = \rho_{\mathcal{H}}D_L(g)$ for all $g \in \mathcal{G}$ and all possible subgroups $\mathcal{H}$. Via Schur’s lemma this tells us that there is a basis in which every $\rho_{\mathcal{H}}$ is block diagonal. In particular we can decompose $\rho_{\mathcal{H}}$ into a direct sum of states as

$$\rho_{\mathcal{H}} = \bigoplus_{\mu} \sigma_{\mathcal{H},\mu} \otimes I_{d_{\mu}},$$  

(4)

where the direct sum is over all irreps $\mu$ of $\mathcal{G}$, $d_{\mu}$ is the dimension of the $\mu$th irrep, and

$$\sigma_{\mathcal{H},\mu} = \frac{1}{|\mathcal{G}|} \sum_{h \in \mathcal{H}} D_{\mu}(h),$$  

(5)
with $D_\mu$ is the $\mu$th irreducible representation (irrep) of $G$. The transform which block diagonalizes $\rho_\mu$ is the quantum Fourier transform over $G$. We refer the reader to [11] for details. The main point here being, however, that the hidden subgroup state $\rho_\mu$ is symmetric with respect to a representation of $G$, and without loss of generality this symmetry implies that a unitary basis change can be made which better reveals the information stored in $\rho_\mu$.

### III. Simon’s Algorithm and Clebsch-Gordan Transforms

Simon’s algorithm is the hidden subgroup problem on the group $\mathbb{Z}_2^n$ where the hidden subgroup is an order two subgroup. We denote elements of this group as length $n$ bitstrings $z \in \{0,1\}^n$, and group multiplication simply corresponds to bitwise addition modulo 2. The hidden involution can be specified by a single bitstring $z \in \{0,1\}^n$ corresponding to the subgroup $\{0^n, z\}$. We are guaranteed that the function $f$ hiding $z$ satisfies $f(x) = f(y)$ iff $y = x$ or $y = x + z$. The representation theory of $\mathbb{Z}_2^n$ is quite simple. Every irrep is one dimensional and is parameterized by a vector $r \in \{0,1\}^n$. In particular the irrep is given by $D_r(x) = (-1)^{x \cdot r}$, where $a \cdot b = \sum_{i=1}^n a_i b_i \mod 2$.

Let us briefly review Simon’s original algorithm for this problem [8]. Simon’s algorithm proceeds by the standard procedure, which is called the direct product representation, given by $D_\nu \otimes D_\mu$. Then the Clebsch-Gordan transform is quite simple. Every irrep is one dimensional and is parameterized by a vector $r \in \{0,1\}^n$. The representation theory of $\mathbb{Z}_2^n$ is simple. Recall that irreps of $\mathbb{Z}_2^n$ satisfy $f(x + y) = f(x) f(y)$ for any $x, y \in \{0,1\}^n$. The main point here being, however, that the hidden subgroup state $\rho_\mu$ is symmetric with respect to a representation of $G$, and without loss of generality this symmetry implies that a unitary basis change can be made which better reveals the information stored in $\rho_\mu$.

Next notice that if you measure this state you will obtain a random vector $y$ such that $y \cdot z = 0$. Notice, importantly, that in terms of group representation theory, $y \in \{0,1\}^n$, is an irrep label. Thus we perform the quantum Fourier transform over $\mathbb{Z}_2^n$ and measure the irrep label. Up to this stage, all of Simon’s algorithm could have been motivated by simple observations about the symmetry of the hidden subgroup state. But the next stage of the algorithm is does not appear to have a symmetry argument. In particular, the next step in Simon’s algorithm is to perform the above procedure $n - 1$ times and then uses Gaussian elimination to identify $y$. Note that with high probability random $y$’s such that $y \cdot z = 0$ are linearly independent, so that this procedure succeeds with high probability. While the Gaussian elimination here is an obvious approach to the problem, a natural question to ask is whether this part of the transform can be interpreted in terms of symmetry.

Consider two irreducible representations of a group $G$: $D_{\mu_1}$ and $D_{\mu_2}$. Then there is a representation of this group, which is called the direct product representation, given by $D(g) = D_{\mu_1}(g) \otimes D_{\mu_2}(g)$. Since this is a representation of the group, it is decomposable into a direct sum of irreducible representations of $G$:

$$D(g) = D_{\mu_1}(g) \otimes D_{\mu_2}(g) = \bigoplus_\mu I_{n_{\mu_1, \mu_2}} \otimes D_\mu(g),$$

where $n_{\mu_1, \mu_2}$ is the number of times irrep $\mu$ appears in this representation. The unitary transform that enacts the above basis change is the Clebsch-Gordan transform [11, 24, 25].

For the group $\mathbb{Z}_2^n$, like for all Abelian groups, the Clebsch-Gordan transform is rather simple. Recall that irreps of $\mathbb{Z}_2^n$ are parameterized by vectors $r \in \{0,1\}^n$. Then the Clebsch-Gordan transform is

$$D_{r_1}(g) \otimes D_{r_2}(g) = D_{r_1 + r_2}(g),$$

where $r_i$ are the irrep labels and $r_1 + r_2$ is the new irrep label produced by bitwise addition modulo 2. In other words, a Clebsch-Gordan transform over $\mathbb{Z}_2^n$ corresponds to nothing more than bitwise addition modulo 2 of the irrep labels. But this is exactly what is performed in Gaussian elimination: one selectively performs addition between the different
y vectors, which, recall, are irrep labels. In other words, the Gaussian elimination step in Simon’s algorithm can be reinterpreted as selective Clebsch-Gordan transforms over \( \mathbb{Z}_4^2 \). Thus while this last step of Simon’s algorithm is usually not understood in terms of a representation theoretic explanation, one can indeed provide such an interpretation by noting that this step is nothing more than a Clebsch-Gordan sieve \(^{9,10,11}\).

Given that there is a Clebsch-Gordan transform hidden inside of Simon’s algorithm, a natural question is to ask whether Clebsch-Gordan transforms can be used to efficiently solve the hidden involution problem for groups \( G \) for some constant sized group \( G \). Further, as has been argued previously, an important class of algorithms are those which use the multiplicity space of the Clebsch-Gordan transform \(^{11}\). Here we will consider the hidden involution problem that Clebsch-Gordan transforms could be used to understand how an efficient quantum algorithm for the Heisenberg group can be used to solve the hidden subgroup problem when \( G \) is a semidirect product of \( \mathbb{Z}_4 \) and \( \mathbb{Z}_2 \). We return to this group thus not to derive the algorithm of Friedl, Ivanyos, Magniez, Santha, and Sen \(^ {12}\) can be used to solve the hidden subgroup problem over this group. We explore a small example of a hidden subgroup problem where one can make progress by thinking about Clebsch-Gordan transforms. This complements our previous work wherein we showed how efficient Clebsch-Gordan transforms could be used to understand how an efficient quantum algorithm for the Heisenberg group can be used to efficiently solve the hidden involution problem for groups \( G \) for some constant sized group \( G \). Further, as has been argued previously, an important class of algorithms are those which use the multiplicity space of the Clebsch-Gordan transform \(^ {11}\).

IV. THE GROUP \( D_4 \)

We begin by describing some relevant facts about the group \( D_4 \). \( D_4 \) is the group of symmetries of a square (it is not the group of the quaternions which is the other non-abelian group of order eight.) It has eight group elements which we will label by \( r^t s^k \) where \( t \in \{0,1\} \) and \( s \in \{0,1,2,3\} \) and is defined by the multiplication rule \( r^t s^k r^{t'} s^{k'} = r^{t+t'} s^{(-1)^t k+k'} \). \( D_4 \) is a semidirect product of \( \mathbb{Z}_4 \) and \( \mathbb{Z}_2 \).

The representation theory of \( D_4 \) is straightforward \(^ {26}\). There are five different irreducible representations (irreps) of \( D_4 \), four one dimensional irreps and one two dimensional irrep. The one dimensional irreps are given by

\[
D_i(r^t s^k) = 1, \quad D_o(r^t s^k) = (-1)^t, \quad D_r(r^t s^k) = (-1)^k, \quad \text{and} \quad D_{ra}(r^t s^k) = (-1)^{k+t},
\]

while the two dimensional irrep is given by

\[
D_1(r^t s^k) = \begin{bmatrix} \omega^k \delta_{t,0} & \omega^{-k} \delta_{t,1} \\ \omega^k \delta_{t,1} & \omega^{-k} \delta_{t,0} \end{bmatrix},
\]

where \( \omega = \exp \left( \frac{2\pi i}{4} \right) = i \). Instead of using these irreducible representations, we will find it useful to introduce the follow two dimensional (sometimes reducible) representations of \( D_4 \),

\[
D_j(r^t s^k) = \begin{bmatrix} \omega^{jk} \delta_{t,0} & \omega^{-jk} \delta_{t,1} \\ \omega^{jk} \delta_{t,1} & \omega^{-jk} \delta_{t,0} \end{bmatrix},
\]

where \( j \in \mathbb{Z}_4 \). It is easy to check that \( D_0 \) is reducible to \( D_a \) and \( D_1 \), \( D_2 \) is reducible to \( D_r \) and \( D_{ra} \), and \( D_3 \) is equivalent to \( D_1 \). Also note that \( XD_3 X = D_{-j} \) where \( X \) is the Pauli \( X \) operator.

There are ten different subgroups of \( D_4 \). We will be interested in the trivial and order two subgroups which contain a reflection. We let \( \mathcal{H}_{0,0} = \{e\} \) be the trivial subgroup and \( \mathcal{H}_{1,t} = \{e, rs^t\}, t \in \{0,1,2,3\} \) be the order two subgroups labeled naturally. Note that \( \mathcal{H}_{1,0} \) is conjugate to \( \mathcal{H}_{1,2} \) and \( \mathcal{H}_{1,1} \) is conjugate to \( \mathcal{H}_{1,3} \).

The motivation behind our algorithm is the Clebsch-Gordan series for \( D_4 \). In fact we will be most interested in the Clebsch-Gordan series, not over the irreps, but over the (sometimes) reducible representations \( D_j \) defined in Eq. (13). In this case the Clebsch-Gordan series is

\[
D_i(g) \otimes D_j(g) = D_{i+j}(g) \oplus D_{i-j}(g),
\]

where \( i, j \in \mathbb{Z}_4 \) and the addition and subtraction are done mod 4.

V. SIMON’S PROBLEM ON \( D_4 \)

We will consider Simon’s problem on \( D_4 \). In particular we will consider the HSP over \( D_4 \) when the hidden subgroup is order two. We can label these subgroups by

\[
((t_1, l_1), (t_2, l_2), \ldots, (t_n, l_n)), \quad \text{where} \quad (t_i, l_i) \in \{(0,0), (1,0), (1,1), (2,1), (1,3)\},
\]

where \( (t_i, l_i) \in \{(0,0), (1,0), (1,1), (2,1), (1,3)\} \).
corresponding to the subgroup consisting of the identity and the element \( x_{t=1}^{n} r^{t} s^{k_{i}} \) (if all the \( t_{i} = 0 \) only the identity element is included, we will exclude this case for now.) It will be useful to label the hidden subgroup by the vectors \( t \in \mathbb{Z}_{2}^{n} \) and \( l \in \mathbb{Z}_{2}^{n} \).

We will follow the standard method for the hidden subgroup problem. When we query the function \( f \) which hides the hidden subgroup \( H \) in superposition over all possible group elements we obtain the state

\[
\frac{1}{\sqrt{S_{n}}} \sum_{t \in Z_{2}^{n}} \sum_{k \in Z_{2}} | x_{i=1}^{n} r^{t_{i}} s^{k_{i}} \rangle \otimes | f(x_{i=1}^{n} r^{t_{i}} s^{k_{i}}) \rangle. \tag{16}
\]

If we now throw away the register where the function has been evaluated, we obtain a random coset state

\[
|u, k\rangle = \frac{1}{\sqrt{2}} \left( | x_{i=1}^{n} r^{u_{i}} s^{k_{i}} \rangle + | x_{i=1}^{n} (r^{u_{i}} s^{k_{i}} t_{i}^{u_{i}}) \rangle \right) \tag{17}
\]

where \( u \in \mathbb{Z}_{2}^{n} \) and \( k \in \mathbb{Z}_{2}^{n} \). We will obtain a particular coset state with uniform equal probability over all possible \( u \) and \( k \) vectors. Now suppose that we perform a quantum Fourier transform or its inverse over \( \mathbb{Z}_{4} \) on the individual \( s \) registers conditional on whether the \( r \) register is \( e \) (forward QFT) or \( r \) (inverse QFT) for the above state. If we then measure the resulting register we will obtain \( \mu \in \mathbb{Z}_{4}^{n} \), uniformly at random, and the state

\[
\frac{1}{\sqrt{2}} \left( | r^{u_{i}} \rangle + \omega \sum_{i=1}^{n} (-1)^{u_{i}+1} \mu_{i} | r^{u_{i}+1} \rangle \right). \tag{18}
\]

If instead of using the group elements to label these states, we use a binary bit string to represent this register, we obtain the state

\[
\frac{1}{\sqrt{2}} \left( | b \rangle + \omega \sum_{i=1}^{n} (-1)^{b_{i}+1} \mu_{i} | b + t \rangle \right), \tag{19}
\]

where \( b \in \mathbb{Z}_{2}^{n} \) and the addition \( b + t \) is done componentwise. Thus to recap, the above procedure produces a uniformly random \( \mu \in \mathbb{Z}_{4}^{n} \) along with the state in Eq. (19) where \( b \) is chosen uniformly from \( \mathbb{Z}_{2}^{n} \). Recall that we wish to determine \( t \) and \( l \).

VI. CLEBSCH-GORDAN TRANSFORM MOTIVATION FOR THE QUANTUM ALGORITHM

Now we will explain in slightly more detail our motivation for the algorithm which we are about to derive. A variation on the hidden subgroup problem which is often as difficult as the full hidden subgroup problem is to identify, instead of the subgroup, the set of the conjugate subgroups to which the hidden subgroup belongs. This problem is called the hidden subgroup conjugacy problem \([11]\). Two subgroups \( H_{1} \subset G \) and \( H_{2} \subset G \) are conjugate to each other if there exists an element \( g \in G \), such that \( H_{1} = \{ g h g^{-1}, h \in H_{2} \} \). The notion of conjugate subgroups forms an equivalence relation among subgroups. For many groups, including the important symmetric group, the hidden subgroup conjugacy problem is equivalent to the hidden subgroup problem \([11, 27]\). The hidden subgroup conjugacy problem, when cast as a state identification problem for quantum states, has an extra symmetry. In particular for the case where we have queried a the hidden subgroup \( m \) times using the standard method, the state distinction problem has a symmetry related to the diagonal action of the group on these states. We refer the reader to \([11]\) for a more detailed discussion of this symmetry.

In \([10]\) the symmetry of the hidden subgroup conjugacy problem states was shown to lead naturally to the Clebsch-Gordan transform over the relevant finite group. In \([10]\) it was shown that for the hidden subgroup conjugacy problem, information about the hidden subgroup conjugacy is found in the multiplicity space of multiple copies of the hidden subgroup states. For the case of the Heisenberg hidden subgroup group, a case which had previously been shown to admit an efficient quantum algorithm in \([20]\), it was shown that measurement of the multiplicity space could be used to solve the hidden subgroup problem efficient \([11]\). Thus motivated, we can examine the hidden subgroup conjugacy problem for \( n \) copies of the dihedral group where the hidden subgroups are involutions. For the dihedral group of order eight, the subgroups \( \{ e, r \} \) and \( \{ e, rs^{3} \} \) are conjugate to each other, as are \( \{ e, rs \} \) and \( \{ e, rs^{3} \} \). For the reducible \( D_{4} \) representations described above, the Clebsch-Gordan transform is rather simple, being related to the simple Clebsch-Gordan series \( D_{4}(g) \otimes D_{4}(g) = D_{4+4}(g) \oplus D_{4-4}(g) \). Define the double controlled-not

\[
U = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{20}
\]
This operation takes the computational basis state \(|x, y\rangle\) to \(|x \oplus y, x\rangle\). If we apply this transform to two reducible representation \(D_i\) and \(D_j\), this transform enacts a Clebsch-Gordan transform. In particular,

\[
U(D_i(g) \otimes D_j(g))U^\dagger = \bigoplus_{s=\pm 1} D_{s+i+j}(g).
\]

(21)

In other words, after applying the \(U\) transform, the first qubit will contain the multiplicity of the new representation and the second qubit will be the space where this representation acts. For \(D_4^n\), a bitwise application of \(n\) \(U\)s is the Clebsch-Gordan transform over \(D_4^n\). Now from analysis of the hidden subgroup conjugacy problem we know that information about the subgroup conjugacy of the hidden subgroup must lie in the multiplicity space after a Clebsch-Gordan transform. Thus motivated our algorithm will proceed from exactly this first step to produce an efficient quantum algorithm.

**VII. THE QUANTUM ALGORITHM**

Recall from the previous section that the standard method plus a conditional quantum Fourier transform produces a uniformly random \(\mu \in \mathbb{Z}_4^n\) and \(b \in \mathbb{Z}_2^n\) along with the state

\[
\frac{1}{\sqrt{2}} \left( |b\rangle + \omega^{\sum_{i=1}^{n} (-(1)^{(b_1)_i} + t_i) (\mu_1)_i |b + t\rangle \right)
\]

Our quantum algorithm will proceed in three stages. In the first stage we will determine \(t\). In the second stage we will determine the parity of \(l\). In the final stage we will determine \(l\).

**A. Determining \(t\)**

Suppose we have two coset states

\[
\frac{1}{\sqrt{2}} \left( |b_1\rangle + \omega^{\sum_{i=1}^{n} (-(1)^{(b_1)_i} + t_i) (\mu_1)_i |b_1 + t\rangle \right) \otimes \frac{1}{\sqrt{2}} \left( |b_2\rangle + \omega^{\sum_{i=1}^{n} (-(1)^{(b_2)_i} + t_i) (\mu_2)_i |b_2 + t\rangle \right),
\]

(23)

and we apply, bitwise, \(n\) double controlled-not’s (Us) between these two registers and the addition is done over \(\mathbb{Z}_2^n\). This will produce the state

\[
\begin{align*}
\frac{1}{2} |b_1 + b_2\rangle & \otimes \left( |b_1\rangle + \omega^{\sum_{i=1}^{n} (-(1)^{(b_1)_i} + t_i) (\mu_1)_i |b_1 + t\rangle \right) \\
& + \frac{1}{2} |b_1 + b_2 + t\rangle \otimes \left( \omega^{\sum_{i=1}^{n} (-(1)^{(b_2)_i} + t_i) (\mu_2)_i |b_1 + t\rangle |b_1 + t\rangle \right).
\end{align*}
\]

(24)

We can rewrite this in the form

\[
\begin{align*}
\frac{1}{2} |b_1 + b_2\rangle & \otimes \left( |b_1\rangle + \omega^{\sum_{i=1}^{n} (-(1)^{(b_1)_i} + t_i) (\mu_1)_i |b_1 + t\rangle \right) \\
& + \frac{1}{2} \sum_{c_2 \in \mathbb{Z}_2} \omega^{\sum_{i=1}^{n} (-(1)^{(b_2)_i} + t_i) (\mu_2)_i |c_2| b_1 + b_2 + c_2 t\rangle} \otimes \left( |b_1\rangle + \omega^{\sum_{i=1}^{n} (-(1)^{(b_1)_i} + t_i) (\mu_1)_i |b_1 + t\rangle |b_1 + t\rangle \right).
\end{align*}
\]

(25)

A further simplification is to write this in a summed form:

\[
\frac{1}{2} \sum_{c_2 \in \mathbb{Z}_2} \omega^{\sum_{i=1}^{n} (-(1)^{(b_2)_i} + t_i) (\mu_2)_i |c_2| b_1 + b_2 + c_2 t\rangle} \otimes \left( |b_1\rangle + \omega^{\sum_{i=1}^{n} (-(1)^{(b_1)_i} + t_i) (\mu_1)_i |b_1 + t\rangle |b_1 + t\rangle \right).
\]

(26)

Notice, now that the second register contains a state just like the original coset states, except now for different \(\mu\)‘s. In particular, for the first part of the superposition, the new \(\tilde{\mu}\) has \(\tilde{\mu}_1 = (\mu_1)_i + \omega^{-(1)^{(b_1)_i} + t_i} (\mu_2)_i\), while for the second part of the superposition, the new \(\tilde{\mu}\) has \(\tilde{\mu}_1 = (\mu_1)_i - \omega^{-(1)^{(b_1)_i} + t_i} (\mu_2)_i\). Note that the sign of this addition of \(\mu_1\) and \(\mu_2\) components is given by the bitstring in the first register. Indeed, the above transform corresponds exactly to the Clebsch-Gordan transform over \(D_4^n\).
Suppose that we produce $m$ coset states and in a cascade perform the double control-not operation on these states. The resulting state will be

$$\frac{1}{\sqrt{2^m}} \sum_{c_2, \ldots, c_m \in \mathbb{Z}_2} \omega \sum_{j=2}^{m} \sum_{i=1}^{n} (-1)^{(b_i)_{j+1} + t_i} i c_j |b_1 + b_2 + c_2 t_1 \otimes |b_1 + b_3 + c_3 t_2 \otimes \cdots \otimes |b_1 + b_m + c_m t_m \rangle$$

$$\otimes \left( |b_1\rangle + \omega \sum_{i=1}^{n} (-1)^{(b_1)_{j+1} + t_j i} (\mu_i)_{j} l_i c_j ) l_i |b_1 + t_1\rangle \right) \right)$$

(27)

Now notice the following. From the first $m - 1$ registers, along with the values of the $\mu_j$ we can compute part of that phase which appears in the last register

$$(\mu_{tot})_i = (\mu_1)_i + \sum_{j=2}^{m} (-1)^{(b_1)_{j+1} + (b_j)_j + c_j t_j (\mu_j)_i}.$$ 

(28)

We can compute this value an place it in an ancilla register, thus producing the state

$$\frac{1}{\sqrt{2^m}} \sum_{c_2, \ldots, c_m \in \mathbb{Z}_2} \omega \sum_{j=2}^{m} \sum_{i=1}^{n} (-1)^{(b_1)_{j+1} + t_j i} (\mu_i)_{j} l_i c_j ) l_i |b_1 + b_2 + c_2 t_1 \otimes |b_1 + b_3 + c_3 t_2 \otimes \cdots \otimes |b_1 + b_m + c_m t_m \rangle$$

$$\otimes \left( |b_1\rangle + \omega \sum_{j=2}^{m} \sum_{i=1}^{n} (-1)^{(b_1)_{j+1} + (b_j)_j + c_j t_j (\mu_j)_i} l_i |b_1 + t_j\rangle \right) \right)$$

(29)

Now notice the following. From the first $m - 1$ registers, along with the values of the $\mu_j$ we can compute part of that phase which appears in the last register

$$(\mu_{tot})_i = (\mu_1)_i + \sum_{j=2}^{m} (-1)^{(b_1)_{j+1} + (b_j)_j + c_j t_j (\mu_j)_i}.$$ 

(28)

We can compute this value an place it in an ancilla register, thus producing the state

$$\frac{1}{\sqrt{2^m}} \sum_{c_2, \ldots, c_m \in \mathbb{Z}_2} \omega \sum_{j=2}^{m} \sum_{i=1}^{n} (-1)^{(b_1)_{j+1} + t_j i} (\mu_i)_{j} l_i c_j ) l_i |b_1 + b_2 + c_2 t_1 \otimes |b_1 + b_3 + c_3 t_2 \otimes \cdots \otimes |b_1 + b_m + c_m t_m \rangle$$

$$\otimes \left( |b_1\rangle + \omega \sum_{j=2}^{m} \sum_{i=1}^{n} (-1)^{(b_1)_{j+1} + (b_j)_j + c_j t_j (\mu_j)_i} l_i |b_1 + t_j\rangle \right) \right)$$

(29)

We will now measure this last ancilla register. Now for $m$ much less than $n$, the most likely outcome is that the above superposition will contain a unique value in this last register for each term in the superposition (ignoring superpositions over the $m$th register.) This is because for random $\mu_i$ the phase in Eq. (28) a random ± combination of these terms will likely only produce only one solution. This changes, however, when $m = n + 2$.

In order to understand this, consider the following problem, motivated by the hidden subgroup problem over $D_4$ (which is not hard, but which is illustrative.) In this problem you are given $k$ random $v_i \in \mathbb{Z}_4$. Consider the function from $\{+1, -1 \}^k$ to $\{0, 1, 2, 3\}$,

$$f(s_1, \ldots, s_k) = \sum_i s_i v_i \text{ mod } 4.$$  

(30)

First note that because $-0 = 0 \mod 4, -2 = 2 \mod 4, -1 = 3 \mod 4,$ and $-3 = 1 \mod 4$, the parity of $f(s_1, \ldots, s_k)$ for all $s_i \in \{+1, -1 \}$ is the same. In other words, for any possible $s_i = \pm 1$, $f$ can either be in $\{0, 2 \}$ or $\{1, 3 \}$. Thus suppose you are given random $v_i \in \mathbb{Z}_4$, and a value of $v_{tot} = f(s_1, \ldots, s_k)$ for some fixed $s_i$. Given this information, you are then required to return a list of $s_i$ whose sign can be flipped and still retain the total $v_{tot}$. This can easily be done as follows. Let $w_i$ denote the parity of $v_i$ (i.e. 0 if $v_i \in \{0, 2 \}$ and 1 otherwise.) If $w_i = 0$, then flipping the sign of $s_i$ will produce the same $v_{tot}$, since $0 \equiv 0 \mod 2$ and $2 \equiv 2 \mod 2$. Further since $\{1, 3 \} \equiv \{1, 3 \} \mod 2$, flipping any even number of $s_i$ where $w_i = 1$ also keeps the $v_{tot}$. In other words if you consider all vectors $y \in \mathbb{Z}_2^k$ such that $y \cdot w = 0$, then simultaneously flipping the sign where $y_i = 1$ preserves the sum. (Note there is a degenerate case where all $w_i = 0$ which we will ignore for now.)

Now extend this problem to the case we are considering where $m = n + 2$. For each $i$ we can apply the above procedure to the numbers $(\mu_2)_i, \ldots, (\mu_m)_i$ with a total of $(\mu_{tot})_i - (\mu_1)_i$. This will produce a $w_i$ such that simultaneously flipping the $w_i = 1$ bits where $w_i \cdot w_i = 0$ will keep this term in the sum the same. Since we need to simultaneously flip the bits not just for a fixed $i$ but across all $i$ and retain the same total, we will obtain a series of $n$ equation $w_i \cdot s = 0$, where the $w_i \in \mathbb{Z}_2^{m-1}$. With probability greater than one half we will obtain a $s$ which satisfies these equations (and this vector can be found efficiently using Gaussian elimination.)

Thus with high probability we have identified a vector $s \in \mathbb{Z}_2^{n+1}$ indicating which of the $m = 2, \ldots, n + 2$ signs can be flipped to obtain the same sum in the last register. Having identified those locations where the sign can be flipped an obtain the same sum, now consider the $i$th registers where $s_i = 1$. The state of these registers will be

$$\frac{1}{\sqrt{2}} \left[ \sum_{\mu_j = 1} \sum_{l_i = 1} (-1)^{(b_1)_{j+1} + t_j l_i (\mu_j)_{j} l_i c_j} \otimes |b_1 + b_i + c_i t_i \rangle + \sum_{\mu_j = 1} \sum_{l_i = 1} (-1)^{(b_1)_{j+1} + t_j l_i (\mu_j)_{j} l_i (1-c_j)} \otimes |b_1 + b_i + (1-c_i) t_i \rangle \right]$$

(31)

where $c_j$ are now some fixed but unknown $\{0, 1\}$s. The global phase can be pulled out obtaining

$$\frac{1}{\sqrt{2}} \left[ \sum_{\mu_j = 1} \sum_{l_i = 1} (-1)^{(b_1)_{j+1} + t_j l_i (\mu_j)_{j} l_i c_j} \otimes |b_1 + b_i + c_i t_i \rangle + \sum_{\mu_j = 1} \sum_{l_i = 1} (-1)^{(b_1)_{j+1} + t_j l_i (\mu_j)_{j} l_i (1-2c_j)} \otimes |b_1 + b_i + (1-c_i) t_i \rangle \right]$$

(32)
Note that by measuring the other registers where \( s_i = 0 \) and using the value of the total \( \mu_{\text{tot}} \) in the ancilla register, we can calculate in another ancilla register the value

\[
\sum_{j=2|s_j=1}^{m} (-1)^{(b_j)_i + (b_j)_1 + c_j t_i} (\mu_j)_i
\]  

(33)

A consequence of finding the \( s_i = 1 \) where flipping the sign of the \( \pm \mu_i \) terms obtain the same sum is that the \( \pm \mu_i \) sums over these \( i \) must all be made up of vectors from \( \{0, 2\}^n \). Thus the above terms must be in \( \{0, 2\} \). Since \( \pm 0 = 0 \) and \( \pm 2 = 2 \) over \( \mathbb{Z}_4 \), this sum must be

\[
r_i = - \sum_{j=2|s_j=1}^{m} (-1)^{(b_j)_i + c_j t_i} (\mu_j)_i.
\]  

(34)

Now noting that the phase in Eq. (33) is zero where \( t_i = 0 \) (since this implies \( l_i = 0 \)), we can express the state in Eq. (34) as

\[
\frac{1}{\sqrt{2}} \left[ \bigotimes_{i|s_i=1} |b_1 + b_i + c_i t_i\rangle + \omega^{\sum_{i=1}^{n} r_i t_i l_i} \bigotimes_{i|s_i=1} |b_1 + b_i + (1 - c_i) t_i\rangle \right]
\]  

(35)

Note that \( r_i \in \{0, 2\} \), so that we could write this as

\[
\frac{1}{\sqrt{2}} \left[ \bigotimes_{i|s_i=1} |b_1 + b_i + c_i t_i\rangle + (-1)^{\sum_{i=1}^{n} p_i t_i l_i} \bigotimes_{i|s_i=1} |b_1 + b_i + (1 - c_i) t_i\rangle \right]
\]  

(36)

where \( p_i = r_i/2 \). Since \( b_i \) and \( c_i \) are given uniformly, we can rewrite this state as

\[
\frac{1}{\sqrt{2}} \left[ |v\rangle + (-1)^{\sum_{i=1}^{n} p_i t_i l_i} |v + \bar{t}\rangle \right]
\]  

(37)

where \( v \) is a uniformly random element of \( \mathbb{Z}_2^n \), \( s \) is the number of \( s_i \) which equal 1, and \( \bar{t} \) is the vector in \( \mathbb{Z}_2^n \) which consists of \( s \) repetitions of \( t \). We can further simplify this by applying double-controlled NOTs bitwise to this expression starting with the first \( n \) elements acting on the second, the second on the third, etc. This then reduce the first \( s \) \( \mathbb{Z}_2^n \)'s to random vectors and the final vector will be

\[
\frac{1}{\sqrt{2}} \left[ |w\rangle + (-1)^{\sum_{i=1}^{n} p_i t_i l_i} |w + \bar{t}\rangle \right]
\]  

(38)

where \( w \) is a uniformly random element of \( \mathbb{Z}_2^n \).

Now we are in a similar situation to where we started, however instead of the phase being a power of \( \omega \) the phase is a power of \(-1\): in other words we have a procedure for producing from \( n + 2 \) copies of states like that in Eq. (22) a state of a similar form but with the phase doubled. It therefore follows that if we apply this procedure to \( n + 2 \) of the above states, we will double the phase once more. Thus by using \( (n + 2)^2 \) copies of these states in Eq. (22) we can produce another doubling of the phase and therefore the state

\[
\frac{1}{\sqrt{2}} \left[ |x\rangle + (-1)^{\sum_{i=1}^{n} 2p_i t_i l_i} |x + t\rangle \right] = \frac{1}{\sqrt{2}} \left[ |x\rangle + |x + t\rangle \right]
\]  

(39)

This, however, is just the state which serves as input to Simon’s algorithm for determining a hidden subgroup in \( \mathbb{Z}_2^n \) where the hidden subgroup is \( \{0, t\} \). Thus by using \( O(n) \) copies of this state we can use Simon’s algorithm to determine \( t \). In total we have used \( O(n^3) \) queries to determine the \( t \).

\section*{B. Determining the Parity of \( l \)}

Having determined \( t \), we now show how to determine the parity of \( l \). Since we know \( t \), we can now query the function \( f \) over different superpositions where the \( t_i = 1 \) and a fixed (irrelevant) bit string in the locations where \( t_i = 0 \). After doing this we will produce the following state over the locations where \( t_i = 1 \):

\[
\frac{1}{\sqrt{2}} \left( |\bar{b}\rangle + \omega^{\sum_{i=1}^{n} (-1)^{p_i} l_i} |\bar{b}\rangle \right)
\]  

(40)
If we now run the algorithm described in the previous subsection on \( n + 2 \) copies of this state, we will obtain the state
\[
\frac{1}{\sqrt{2}} \left( |v\rangle + (-1)^{p_i} |\bar{v}\rangle \right)
\]
where the \( p_i \) are uniformly random elements of \( \mathbb{Z}_2 \) which we know. Now suppose that we perform a measurement of such a state in the basis \( |\psi_{x,\pm}\rangle = \frac{1}{\sqrt{2}} (|x\rangle \pm |\bar{x}\rangle) \). Then, depending on whether you get a \( |\psi_{x,+}\rangle \) or \( |\psi_{x,-}\rangle \), we know that the \( l_i \) are solutions to
\[
\sum_i p_i l_i = c \mod 2
\]
where \( c \in \{0,1\} \). Thus by running this procedure \( n \) times we will obtain a set of equations for the parity of the \( l_i \) which, with high probability are linearly independent and can be obtained efficiently using Gaussian elimination. Thus we have can determine the parity of the \( l_i \) using \( O(n^2) \) queries to the hidden subgroup oracle.

\section{Determining \( l \)}

The final stage of the algorithm is determining \( l \) beyond the parity of the \( l_i \). Note that having determined \( t \) and the parity of the \( l_i \) is equivalent to the hidden subgroup conjugacy problem for \( D_4^2 \). Suppose that we wish to determine the value of a particular \( l_i \) and we know that parity of \( l_i \) is such that \( l_i \in \{0,2\} \). When we are querying the function in the standard setup for the hidden subgroup problem we also compute an extra function in an ancilla register on the particular \( i \)th element of \( D_4^2 \). In particular if we calculate the function which maps the \( \{r^t s^k \} \) to \( k + 2t \mod 2 \), then this function will be constant on the same subgroup as before if \( l_i = 0 \). If, however \( l_i = 2 \), the subgroup will no longer be constant on this subgroup. Thus by running, either of the procedures in the previous two subsections, we can determine which of these two cases hold and therefore whether \( l_i = 0 \) or \( l_i = 2 \). A similar approach can be taken for \( l_i = 1 \) versus \( l_i = 3 \). Further each of these can be carried out for the different \( i \)th terms in the hidden subgroup problem, and therefore \( l_i \) can be efficiently computed for all \( i \) using this procedure.

\section{CONCLUSION}

We have shown that the Gaussian elimination in Simon’s algorithm can be interpreted in terms of a Clebsch-Gordan transform. This led us to consider the hidden involution problem for \( D_4^2 \). Using Clebsch-Gordan transforms over \( D_4^2 \), along with measurements on the multiplicity space of this transform, an efficient quantum algorithm for the hidden involution problem over \( D_4^2 \) was derived. An important open question is, of course, whether the approach of using Clebsch-Gordan transforms can be used to obtain efficient quantum algorithms for the dihedral group or the symmetric group. While we do not know the answer to this question, we do note that our algorithm uses the Clebsch-Gordan transform in a recursive fashion (first to filter the phase to powers of \((-1)^{t} \) and then to filter this phase to 1.) While this procedure appears to be a particular to dihedral group of order eight, it is important to investigate this approach for dihedral groups which are higher powers of two.

\section{ACKNOWLEDGEMENTS}

We thank Andrew Childs for useful discussions of this work. This work was supported by ARO/NSA quantum algorithms grant number W911NSF-06-1-0379 and NSF grant number 0523359 and NSF grant number 0621621.

[1] P. W. Shor. Algorithms for quantum computation: Discrete log and factoring. In S. Goldwasser, editor, \textit{Proceedings of the 35th Annual Symposium on the Foundations of Computer Science}, pages 124–134, Los Alamitos, CA, 1994. IEEE Computer Society.

[2] R. L. Rivest, A. Shamir, and L. Adleman. A method of obtaining digital signatures and public-key cryptosystems. \textit{Comm. of the ACM}, 21:120–126, 1978.

[3] R. Boneh and R. Lipton. Quantum cryptoanalysis of hidden linear functions. \textit{Lecture Notes in Computer Science}, 963:424–437, 1995.
[4] R. Beals. Quantum computation of Fourier transforms over symmetric groups. In *Proceedings of the 29th Annual ACM Symposium on Theory of Computing*, pages 48–53, New York, NY, May 1997. ACM Press.

[5] M. Ettinger and P. Höyer. A quantum observable for the graph isomorphism problem. 1999.

[6] P. Höyer. Efficient quantum transforms. 1997, arXiv:quant-ph/9702028.

[7] O. Regev. Quantum computation and lattice problems. In *43rd Symposium on Foundations of Computer Science*, pages 520–529. IEEE Computer Society, 2002.

[8] D. Simon. On the power of quantum computation. In S. Goldwasser, editor, *Proceedings of the 35th Annual Symposium on the Foundations of Computer Science*, pages 116–123, Los Alamitos, CA, 1994. IEEE Computer Society.

[9] G. Kuperberg. A subexponential-time quantum algorithm for the dihedral hidden subgroup. *SIAM Journal of Computing*, 35:170–188, 2005.

[10] G. Alagic, C. Moore, and A. Russell. Subexponential-time algorithms for hidden subgroup problems over product groups. In *Proc. 18th ACM-SIAM Symposium on Discrete Algorithms*, 2006.

[11] D. Bacon. How a Clebsch-Gordan transform helps to solve the Heisenberg hidden subgroup problem. *Quantum Information & Computation*, 8:438–467, 2008.

[12] K. Friedl, G. Ivanyos, F. Magniez, M. Santha, and P. Sen. Hidden translation and orbit coset in quantum computing. In *Proceedings of 35th ACM Symposium on Theory of Computing*, pages 1–9, New York, NY, 2003. ACM Press.

[13] C. Lomont. The hidden subgroup problem - review and open problems, 2004, arXiv:quant-ph/0411037.

[14] A. Kitaev. Quantum measurements and the abelian stabilizer problem, 1995, arXiv:quant-ph/9511026.

[15] M. Grigni, L. Schulman, M. Vazirani, and U. Vazirani. Quantum mechanical algorithms for the nonabelian hidden subgroup problem. In *Proceedings of the 33rd Annual ACM Symposium on Theory of Computing*, pages 68–74, New York, NY, 2001. ACM Press.

[16] S. Hallgren, A. Russell, and A. Ta-Shma. Normal subgroup reconstruction and quantum computing using group representations. In *Proceedings of the 32nd annual ACM symposium on Theory of computing*, pages 627–635, New York, NY, 2000. ACM Press.

[17] G. Ivanyos, F. Magniez, and Miklos Santha. Efficient quantum algorithms for some instances of the non-abelian hidden subgroup problem. In *Proceedings of the 13th Annual ACM Symposium on Parallel Algorithms and Architectures*, pages 263–270, New York, NY, 2001. ACM Press.

[18] C. Moore, D. N. Rockmore, A. Russell, and L. J. Schulman. The power of basis selection in Fourier sampling: hidden subgroup problems in affine groups. In *Proceedings of the 15th Annual ACM-SIAM Symposium on Discrete Algorithms*, pages 1113–1122, Philadelphia, PA, 2004. ACM.

[19] D. Gavinsky. Quantum solution to the hidden subgroup problem for poly-near-hamiltonian groups. *Quantum Inform. Comput.*, 4:229–235, 2004.

[20] D. Bacon, A. M. Childs, and W. van Dam. From optimal measurement to efficient quantum algorithms for the hidden subgroup problem over semidirect product groups. In *Proceedings of the 46th Annual Symposium on Foundations of Computer Science*, page 469, Los Alamitos, California, 2005. IEEE.

[21] A. M. Childs and W. van Dam. Quantum algorithm for a generalized hidden shift problem. In *Proceedings of the eighteenth annual ACM-SIAM symposium on Discrete algorithms*, pages 1225–1232, Philadelphia, PA, USA, 2007. Society for Industrial and Applied Mathematics.

[22] G. Ivanyos, L. Sanselme, and M. Santha. An efficient quantum algorithm for the hidden subgroup problem in extraspecial groups, 2007, arXiv:quant-ph/0701235.

[23] G. Ivanyos, L. Sanselme, and M. Santha. An efficient quantum algorithm for the hidden subgroup problem in nil-2 groups, 2007, arXiv:0707.1260.

[24] J. J. Sakurai. *Modern Quantum Mechanics*, chapter 3, page 214. Addison-Wesley, New York, NY, 1994.

[25] J. Chen, J. Ping, and F. Want. *Group Representation Theory for Physicists*. World Scientific, New Jersey, 2002.

[26] J. Serre. *Linear Representations of Finite Groups*. Springer, New York, NY, 1977.

[27] S. Fenner and Y. Zhang. The central nature of the hidden subgroup problem. 2006, arXiv:0610086.