Universal Properties of Mesoscopic Fluctuations of the Secondary ”Smile” Gap
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The energy levels of a quasi-continuous spectrum in mesoscopic systems fluctuate in positions, and the distribution of the fluctuations reveals information about the microscopic nature of the structure under consideration. Here, we investigate mesoscopic fluctuations of the secondary ”smile” gap, that appears in the quasiclassical spectrum of a chaotic cavity coupled to one or more superconductors. Utilizing a random matrix model, we compute numerically the energies of Andreev levels and access the distribution of the gap widths. We mostly concentrate on the universal regime $E_{Th} \gg \Delta$ with $E_{Th}$ being the Thouless energy of the cavity and $\Delta$ being the superconducting gap. We find that the distribution is determined by an intermediate energy scale $\Delta_g$ with the value between the level spacing in the cavity $\delta$, and the quasiclassical value of the gap $E_g$. From our numerics we extrapolate the first two cumulants of the gap distribution in the limit of large level and channel number. We find that the scaled distribution in this regime is the Tracy-Widom distribution: the same as found by Vavilov at al. [Phys. Rev. Lett. 86, 874 (2001)] for the distribution of the minigap edge in the opposite limit $E_{Th} \ll \Delta$. This leads us to the conclusion that the distribution found is a universal property of chaotic proximity systems at the edge of a continuous spectrum.

I. INTRODUCTION

Normal metals connected to one or more superconductors are subject to the so-called proximity effect [1], which arises due to the penetration of superconducting correlations into the normal metal. Its influence is most striking for the properties of structures with the normal metal part’s size being of the order of the superconducting coherence length, which is the length scale for the decay of superconducting correlations inside the normal part. Whereas systems with more than one superconductor involved can host equilibrium supercurrents [2], the most eye-catching observable which is strongly modified by the proximity of even a single superconductor is the local density of states (LDOS) in the normal part. Besides the emergence of a gap around the Fermi energy $E_F$ [3], which is known as the minigap, another secondary ”smile” gap was recently reported for a special class of normal structures consisting of a chaotic cavity connected to superconductors via ideally transmitting ballistic channels [6].

Such disordered systems are known to exhibit a universal behavior in the sense that the statistical properties of the spectrum in the quasiclassical limit do not depend on microscopic details of the system, such as the exact distribution of impurities or the exact shape of a ballistic cavity with chaotic scattering at the boundaries. Rather, they are determined by the presence or absence of fundamental symmetries [7] in the Hamiltonian of the system. This assumption is only true, if the system is sufficiently chaotic. The time an excitation spends inside the normal region before reentering a connector towards a superconductor, the dwell time $\tau_{dwell}$ must be much larger than the ergodic time $\tau_{erg}$ required to exploring the whole phase space system[7]. The only parameter describing the normal metal properties is thus the energy scale related to the inverse dwell-time: the Thouless energy [8],

$$E_{Th} = \hbar/\tau_{dwell}.$$ 

The fundamental symmetries in the system are time-reversal symmetry, which can broken by an external magnetic field, and spin rotation symmetry, which is broken in systems where spin-orbit interaction plays a role [9][10]. In this study, we restrict ourselves to the case where both symmetries are present.

This universality makes possible a description in terms of random matrices respecting the appropriate symmetries. These matrices are either random Hamiltonians in the description of finite systems, or random scattering matrices in the description of open systems [7]. This method - termed Random Matrix Theory (RMT) - turned out to be a powerful tool in the description of average properties [11], as well as in the description of mesoscopic fluctuations of average values [12]. So far most interest was attributed to the description of the minigap and its statistical properties [13][14]. In the regime $E_{Th} \ll \Delta$ the system can be described by an effective Hamiltonian [15], whose smallest eigenvalue indicates the gap with an average given by $E_{Th}$. This eigenvalue was found to be distributed according to the universal Tracy-Widom distribution function, which is generally valid for random hermitian matrices [12][16][17] at the edge of a spectral gap.

In this article, we address the opposite regime $E_{Th} \gg \Delta$. No effective Hamiltonian description of Andreev energy levels below the superconducting gap edge $\Delta$ is possible in this case. The energy positions are found numer-
In this Section, we motivate and specify the random matrix model in use. In general, random matrix models permit evaluation of the average density of states (e. g. [15]) where the results in the limit of the large dimension of the matrices are equivalent to the results of quasiclassical Green’s function calculations. Same random matrix models also permit evaluation of mesoscopic fluctuations, for instance, the fluctuations of energy positions of Andreev levels and their statistics [12].

The energy positions of Andreev levels in a generic proximitized nanostructure are determined by solutions of Beenakker’s determinant equation [18, 19]

\[
\det \left[ 1 - \hat{S}_N^v(E)\hat{S}_A^{eh}(E)\hat{S}_N^v(E)\hat{S}_A^{he}(E) \right] = 0. \tag{1}
\]

They are thus determined by an energy-dependent electron scattering matrix \( \hat{S}_N^v(E) \) inside the normal region (N). This is an \( N \times N \) matrix in the space of all transport channels coming into or going out of the nanostructure. The scattering matrix for holes is related to that of electrons, \( \hat{S}_N^h(E) = \hat{S}_N^v(-E) \). The transport channels are opened to superconducting terminals where electrons are converted into holes and vice versa. This is described by Andreev scattering matrices \( \hat{S}_A^{eh,he}(E) \) that can be chosen to be diagonal, \( \hat{S}_A^{eh,he}(E)_{ii} = \exp[-i \arccos(E/\Delta_i)] \exp(\pm i\phi_i) \), \( \Delta_i, \phi_i \) being the modulus and phase of the superconducting order parameter in a terminal the channel \( i \) belongs to. For the same phase and modulus in all terminals, \( \hat{S}_A^{eh,he}(E) = \exp[-i \arccos(E/\Delta)] \), the Andreev scattering matrices can be just replaced by an energy-dependent phase factor.

If the nanostructure is sufficiently short so that \( E_{Th} \gg \Delta \), one can neglect the energy dependence of scattering matrix. For ballistic transport in a chaotic cavity, \( \hat{S}_N^v(E) \) can be taken as a random member of one of the circular ensembles of RMT [7, 20]. In this work, we imply time reversibility and, hence, assume a time-reversible scattering matrix that is a member of the circular orthogonal ensemble. However, the existence of smile gaps implies \( E_{Th} \gg \Delta \), so the energy dependence of the scattering matrix cannot be neglected. To model the situation, we adopt a Hamiltonian representation of the scattering matrix proposed in [21] and utilized in [13, 22] in superconducting context,

\[
\hat{S}_N = 1 - 2\pi i\hat{W}^\dagger \left( E - \hat{H} + i\pi \hat{W}\hat{W}^\dagger \right)^{-1} \hat{W} \tag{2}
\]

Here, the Hamiltonian \( \hat{H} \) is an \( M \times M \) Hermitian matrix describing the electron states in an isolated cavity. For a chaotic cavity, this Hamiltonian is a member of the Gaussian orthogonal ensemble, whose probability distribution is defined by [23]

\[
P(\hat{H}) \sim \exp(-\frac{\pi^2}{4\hbar^2 M} \text{Tr} \hat{H}^2). \tag{3}
\]
\( \delta_s \) being the mean level spacing of the isolated cavity.

The \( N \times M \) matrix \( W \) describes the connection between the electron states in the cavity and terminals via \( N \) transport channels with transmissions \( T_n \). It is defined upon unitary transformations in the spaces of channels and states. The transmission coefficients of \( N \) transport channels are related to \( N \) eigenvalues of \( W^\dagger W \),

\[
w_n = \frac{M \delta_s}{\pi^2 T_n} (2 - T_n - 2 \sqrt{1 - T_n})
\]

(4)

For ballistic connectors, \( T_n = 1 \), \( w_n = M \delta_s / \pi^2 \). The simplest way to choose \( \hat{W} \) is to set \( W_{nm} = \delta_{nm} \sqrt{w_n} \).

It has been shown in \([13, 22]\) that Eq. (1) with this scattering matrix can be transformed to

\[
det(E\hat{1} - \hat{H} + \hat{W}(E)) = 0.
\]

(5)

Here, an extra \( 2 \times 2 \) Nambu structure has been introduced and the matrices \( \hat{H} \) and \( \hat{W} \) are defined as

\[
\hat{H} = H\hat{\sigma}_3,
\]

\[\hat{W}(E) = \frac{\pi}{\sqrt{\Delta^2 - E^2}} \begin{pmatrix} EWW^\dagger & \Delta WW^\dagger \\ \Delta WW^\dagger & EWW^\dagger \end{pmatrix}.\]

While Eq. (5) may resemble an eigenvalue equation defining a spectrum of a Hamiltonian, it is not one since the Hamiltonian \( \hat{H} \) of the isolated normal part is accompanied by the energy-dependent selfenergy \( \hat{W}(E) \). This significantly complicates the numerical solution.

For this model, the \( 2M \times 2M \) Green’s function can be defined as follows:

\[
\hat{G}(z) = \frac{\hat{1}}{z\hat{1} - \hat{H} + \hat{W}(z)}
\]

(6)

After the averaging over the random \( \hat{H} \), it is diagonal in the space of electron states.

The average density of states can be computed from this Green’s function as

\[
\rho(E) = \sum_n \langle \delta(E - E_n) \rangle
\]

\[
= -\frac{1}{\pi} \Im \langle \text{Tr} \left[ (\hat{1} + d\hat{W}/dE)\hat{G}(E + i\delta^+) \right] \rangle
\]

(7)

the first sum is a sum over Andreev levels. The factor \((\hat{1} + d\hat{W}/dE)\) has to be incorporated to account for evanescent propagation of Andreev states into the superconducting terminals. We can also define the local DOS in the normal region that can be immediately measured by a tunnel contact connected to the normal part. In this case, each Andreev bound state is weighted with probability \( P_n \) to be in the normal region. The local DOS is expressed by similar relation without the factor,

\[
\rho_{\text{loc}}(E) = \sum_n \langle P_n \delta(E - E_n) \rangle
\]

\[
= -\frac{1}{\pi} \Im \langle \text{Tr} \left[ \hat{G}(E + i\delta^+) \right] \rangle
\]

(8)

In our numerics, the energies of Andreev levels are computed by finding the roots of the determinant given Eq. (9). For Andreev levels close to the secondary gap \([4]\) with energies \( E_A \lesssim \Delta \), there is no obvious possibility to reduce this problem to an eigenvalue problem of an effective Hamiltonian. This was possible in similar studies \([12]\) of the level statistics of the minigap in the limit \( E_{\text{Th}} \ll \Delta \) and appeared to simplify the calculations greatly.

For the model under consideration, \( E_{\text{Th}} = N\delta_s / (2\pi) \). To account for constant density of normal electron states at \( E < \Delta \) the width of the spectrum of \( \hat{H} \), \( \simeq M\delta_s \), should significantly exceed \( \Delta \). This is why the semiclassical regime with \( E_{\text{Th}} \gg \Delta \) implies \( M \gg N \gg 1 \).

III. AVERAGE DENSITY OF STATES

In this Section, we evaluate the average DOS for the RMT model formulated in the previous section. We will show explicitly the equivalence of the results with those obtained by the semiclassical Green’s function method employed in \([6]\). We thus prove the occurrence of the secondary gap in an RMT model.

In our treatment of the RMT model, we follow the approach by Melsen et al. \([13]\) modifying it for a calculation that is valid in the whole energy interval \([0, \Delta]\) and gives both the full and local densities of states in the system. We will work in the limit \( M \gg N \gg 1 \) using the perturbation expansion in \( 1/M \) to average over the Hamiltonians of the Gaussian orthogonal ensemble. We introduce the average Green’s function that is a matrix in Nambu space, and upon the sign change of the elements, it is equivalent to the quasiclassical Green’s function used in \([6]\):

\[
\hat{G}(z) = \frac{\delta_s}{\pi} \begin{pmatrix} \text{Tr} G_{11} & \text{Tr} G_{12} \\ \text{Tr} G_{21} & \text{Tr} G_{22} \end{pmatrix}
\]

\( G_{ij} \) are the \( M \times M \) subblocks of the matrix \( \hat{G} \) from Eq. (9).

To compute this matrix, we employ a traditional self-consistent Born approximation valid for \( M \gg 1 \),

\[
\hat{G}(z) = \frac{\delta_s}{\pi} \sum_{n=1}^{M} \frac{1}{(G_n^{(0)})^{-1} - \Sigma},
\]

\[
(G_n^{(0)})^{-1} = z + \frac{\pi w_n}{\sqrt{\Delta^2 - z^2}} \begin{pmatrix} \Delta & z \\ z & \Delta \end{pmatrix};
\]

\[
\Sigma = \frac{M\delta_s}{\pi} \begin{pmatrix} G_{11} & -G_{12} \\ -G_{21} & G_{22} \end{pmatrix}
\]

(11)

We note the symmetry of the elements \([15]\):

\[
G_{11} = G_{22}, \ G_{12} = G_{21}, \ G_{12}^2 = 1 + G_{11}^2
\]

To proceed, we implement a simple model of a transmission distribution where all channels have the same transmission \( T \) and therefore the same \( w \) given by Eq. (4).
With this, the sum over \( n \) can be readily computed and Eq. \( 9 \) can be reduced to
\[
zG_{12} \sqrt{\frac{T - z^2(T - 2) - T(zG_{11} + G_{12})}{G_{11} + zG_{12}}} = \frac{TN\delta_s}{2\pi}. \tag{12}
\]

This model has been also used in Ref. 6. In the following steps, we introduce the Thouless energy \( E_{Th} = TN\delta_s/(2\pi) \), express \( G_{12} \) via \( G_{11} \) and identify \( G_{11} = -ig \). With this, Eq. \( 12 \) becomes precisely equal to Eq. \( 2 \) in Ref. 6. We have therefore demonstrated the equivalence of RMT and quasiclassical Green’s functions approaches.

With this, we can compute the local DOS. To evaluate the full DOS, we have to account for the term arising from the coupling to the superconductors. This contribution is energy-dependent and diverges for energies close to \( \Delta \), this reflects the fact, that Andreev states with energies \( E_\Delta \approx \Delta \) are mainly located in the superconductors.

\[
\rho(E) = -\frac{2}{\delta_s} \Im \left[ G_{11}(E) - \frac{E\Delta}{\Delta^2 - E^2} G_{12}(E) \right]. \tag{14}
\]

In addition to the contribution to the full DOS from the part of the Andreev states located inside the normal part, that is proportional to \( G_{11} \), there is also a contribution from the parts leaking into the superconductors. This contribution is related to the anomalous component of the Green’s function \( G_{12} \), which is caused by the proximity of the superconductors. This contribution is energy-dependent and diverges for energies close to \( \Delta \), this reflects the fact, that Andreev states with energies \( E_\Delta \approx \Delta \) are mainly located in the superconductors.

**IV. NUMBER OF ANDREEV LEVELS IN ENERGY INTERVALS**

Before addressing the fluctuations of the gap, we need to know how many Andreev levels are situated in the energy interval between the minigap and the secondary gap.

**FIG. 1.** (a) The fluctuations of the number of Andreev levels in an energy interval \([0, E]\) as a function of number of channels \( N \). The solid red lines indicate the secondary gap edges in quasiclassical approximation. The fluctuations are strongly suppressed but non-zero in the quasiclassically forbidden domain. (b) The fluctuations and average number of Andreev levels in the interval \([0, \Delta]\). For \( E_{Th} > \Delta \) the fluctuations are suppressed and the number of levels is pinned to \( N \). For \( N \to 0 \), the cavity is uncoupled from the superconductors and the average number of levels is \( 2\Delta/\delta_s \).

In our numerical calculations, we fix the number of levels inside the cavity to \( M = 500 \) and the level spacing to \( \delta_s = 0.1\Delta \). We generate 2000 pseudo-random Hamiltonian matrices with the distribution given by Eq. \( 3 \). For each realization, we solve Eq. \( 5 \) to find the energy levels at various \( E_{Th} \) that is tuned by varying the number of channels \( N \) opened to the superconductor. Changing \( N \) from 0 to 100 corresponds to \( E_{Th} \) being increased from 0 to approximately \( 1.6\Delta \).

The results are presented in Fig. 1. The color plot in Fig. 1 shows the fluctuations of the number of levels in an interval \([0, E]\) as a function of \( E_{Th} \) (x-axis) and as a function of energy \( E \) (y-axis) close to the gap edge. Generally, the fluctuations are of the order of 1 as expected from the spectral rigidity of the random matrices.
The solid red lines show the boundaries of the secondary gap found from the above quasiclassical calculations. We see the strong suppression of the fluctuations in the quasiclassically forbidden domain yet they are still non-zero corresponding to single isolated Andreev levels that enter the domain as fluctuations. These fluctuations decrease at larger Thouless energies $E_{\text{Th}} > \Delta$.

Fig. 2(b) shows detailed results for the energy interval $[0, \Delta]$. Here, we plot the fluctuations of the number of Andreev levels along the average number of levels. Till $E_{\text{Th}} \approx 0.8\Delta$ the number of Andreev levels fluctuates at usual scale. This indicates that in this regime the discrete spectrum of Andreev levels is not separated from the continuum, a level can merge with the continuum or come back as a result of a fluctuation. At bigger $E_{\text{Th}}$ the fluctuations decrease rapidly. For the parameters $M$, $\delta$, chosen we see no fluctuations above $E_{\text{Th}} = 1.2\Delta$ and the number of the bound states is exactly $N$ corresponding to the number of open channels. This indicates a perfect separation of continuous and discrete spectrum. These values of $E_{\text{Th}}$ correlate with $E_{\text{Th}} = \Delta$ at which the upper boundary of the secondary gap merges with the continuum. The same tendency we see in the $E_{\text{Th}}$ dependence of average number of levels. At $E_{\text{Th}} = 0$, where the normal region is isolated from the superconductors, the average number of levels is given by $2\Delta/\delta_s$ (The factor 2 arises since both electron and hole states are counted as Andreev levels). Upon increasing $N$, the average number grows slower than $N$, becomes equal to $N$ at about $E_{\text{Th}} = \Delta$ and does not change any further being pinned to the number of channels.

This suggests that the secondary gap opens up exactly between the $N^{\text{th}}$ and $N + 1^{\text{st}}$ level.

This result can also be obtained from the quasiclassical density of states. We consider here the limit $E_{\text{Th}} \gg \Delta$. It was shown in Eq. (13) that in this limit all quantities in Eq. (12) can be rescaled with factors $(E_{\text{Th}}/\Delta)^k$ of appropriate power $k$ in a way that the Thouless energy drops out of this equation and the rescaled density of states has a universal shape. In order to calculate the total number of Andreev levels from this result one has to pay special attention to the fact that in this limit all Andreev levels have energies close to $\Delta$, given by $\Delta - E_{\text{A}} \sim \Delta^3/E_{\text{Th}}^2$. These states are mostly localized in the superconductors. In terms of Eq. (14) for the full density of states this means that $E\Delta/(\Delta^2 - E^2) \gg 1$ is the dominant contribution. To find the total number of Andreev levels, the anomalous Green’s function $G_{12}$ is expressed via $G_{11}$ via the normalization condition, then this expression is expanded in $1/G_{11} \sim 1/E_{\text{Th}}$ which is small in the limit $E_{\text{Th}} \to \infty$:

$$G_{12} = -\sqrt{1 + G_{11}^2} \approx -G_{11} - 1/(2G_{11})$$

Introducing rescaled quantities $(\Delta - E)/\Delta = x(\Delta/E_{\text{Th}})^2$ and $G_{11} = yE_{\text{Th}}/\Delta$, the leading order contribution to the full DOS becomes

$$\rho(E) = -\frac{NT}{\pi E_{\text{Th}}} \left(\frac{E_{\text{Th}}}{\Delta}\right)^3 \Im \left(\frac{y}{2x}\right).$$

The difference between the full DOS and the local DOS is shown in Fig. 2. The scaling of both curves with $E_{\text{Th}}/\Delta$ is different and for large $E_{\text{Th}}$ the local DOS can be neglected in comparison with the full one. We make use of the solution for $y$, found in [6] and [23], and integrate Eq. (15) from the minigap edge $\delta_{\text{mini}}$ to the secondary gap edge $\delta_c$. In the universal limit $E_{\text{Th}}/\Delta \to \infty$ these boundaries are given by

$$\delta^{b}_{\text{mini}} = \left(17/2 + 6\sqrt{2}\right) (\Delta/E_{\text{Th}})^2,$$

$$\delta^{b}_{c} = \left(17/2 - 6\sqrt{2}\right) (\Delta/E_{\text{Th}})^2.$$

For a more general case of constant contact transmission $T$, these boundaries are computed in [23]. For tunnel contacts, they are given by

$$\delta^{T}_{\text{mini}} = \delta^{b}_{\text{mini}} = 8(\Delta/E_{\text{Th}})^2,$$

$$\delta^{T}_{c} = 0,$$

there is no secondary gap for the tunnel case. Both for ballistic and tunnel case, the integration can be done analytically. For the case of general transmission, the integration has to be done numerically. In any case, the integration yields exactly $N$ Andreev levels for any value of $T$. This perfectly agrees with our numerical calculations.

The statistics of the secondary gap is thus the statistics of the level spacing between the $N^{\text{th}}$ and $N + 1^{\text{st}}$ Andreev level.

V. STATISTICS OF THE SECONDARY GAP

In this Section, we present the results of numerical investigation of the distribution of the secondary gap. We
concentrate on the limit of large Thouless energies, where the average density of states is given by an analytical expression and has a universal shape. In this limit, the upper gap edge is fixed to the edge of the continuum spectrum $\Delta$ and, as shown in the previous section, no levels from the continuum enter the gap region. Thus the gap is given by the energy of the highest Andreev level. For $M \gg N \gg 1$ we expect a universal behavior not only for the average DOS, but also for the fluctuations of the gap. In previous complementary studies \[12\] of the minigap statistics in the limit of small $E_{Th}$, the latter condition was automatically satisfied by reducing the problem to an eigenvalue problem of an effective Hamiltonian. In this case the only two parameters affecting the result are $M$ and $N$. For the case in hand, the situation is slightly more complicated, since the condition $E_{Th}/\Delta \gg 1$ is not fulfilled automatically. There are three parameters to vary: the number of levels $M$, the number of channels $N$ and furthermore the level spacing inside the normal part $\delta_s$. They have to be chosen such that the condition $E_{Th} = N\delta_s/(2\pi) \gg \Delta$ is fulfilled.

Like in case of \[12\], the energy scale governing the fluctuations should be the same as the one for the average density of states. In the limit $M \gg N \gg 1$ where the quasiclassical calculation is valid we expand the universal result for the full DOS below the gap in a series to find in lowest order a square-root behavior near the gap edge,

$$
\rho(E) \approx \frac{1}{\pi} \sqrt{\frac{E - E_g}{\Delta_g}},
$$

where the energy scale $\Delta_g$ is given by

$$
\Delta_g = c E_{sm}^{4/3} s^{2/3} / \Delta.
$$

Here, $E_{sm} = \Delta - E_c$ is the secondary smile gap and $c \approx 1.19$ is a numerical prefactor. This energy scale is thus of the order of the energy spacing between the last Andreev levels at the gap edge. The definition of $\Delta_g$ is similar to the definition in \[12\], with the minigap energy $E_{sm}$ being replaced by $E_{sm}^{4/3}$. There are two reasons for this difference. The first reason is as follows: for the minigap in the limit $E_{Th}/\Delta \ll 1$ Andreev levels are close to 0 and the contribution from the superconductors to the DOS is negligible. It is thus sufficient to consider the local DOS in the normal part. For the secondary gap it is essential to consider the full density of states to determine $\Delta_g$, since the secondary gap is situated close to $\Delta$ and Andreev levels are mostly localized in the superconductors. The second reason is the different scaling of $E_{sm}$ with $E_{Th}$ for $E_{Th} \gg \Delta$.

Using the relations $E_{sm} \sim \Delta^3 / E_{Th}^2$, which is valid for $E_{Th} \gg \Delta$ and $E_{Th} \sim N\delta_s$, we find that $E_{sm}/\Delta_g \approx N^{2/3}$ in this regime. Thus in universal units of $\Delta_g$ the smile gap $E_{sm}$ only depends on $N$. In the following consideration, the energies are normalized to $\Delta_g$ and expressed as to $x = (\Delta - E)/\Delta_g$. The value for $\Delta_g$ is universal only in the limit $M \gg N \gg 1$. In the following, we use this definition for finite values of $M$ and $N$. It turns out that this mostly affects the average position of the gap edge, while the distribution only weakly depends on the exact values of $M$ and $N$.

**A. Gap distribution for $M/N = 5$**

![](https://via.placeholder.com/150)

Here we consider the gap distribution for a fixed finite ratio $M/N = 5$. We take $N = 200$ and five different values for $\delta_s$ ranging from $\delta_s = 0.1\Delta$ to $\delta_s = 0.5\Delta$. We calculate the distribution of the gap from $10^4$ random realizations of the normal part Hamiltonian $H$. The results

FIG. 3. The distributions of the energy of the highest (N-th) Andreev level at a fixed ratio $M/N = 5$. (a) The number of channels is fixed to $N = 200$ while the level spacing $\delta_s$ is changing from $\delta_s = 0.1\Delta$ to $\delta_s = 0.5\Delta$. The distributions are identical but shifted by $\approx 3\Delta_g$ with respect to the quasiclassical edge. (b) The level spacing is fixed to $\delta_s = 0.4\Delta$. The distributions are computed for different values of $N$ ranging from $N = 150$ to $N = 600$. (c) The fit of $N$-dependence of the average values of these distributions. (d) Shifting the distributions with the values obtained from the fitting model confirms the agreement of the distributions for different $N$. The inset in this plot shows the ratio of the quasiclassical gap and the shift at $M/N = 5$. 


are presented in Fig. 3 (a). The energies are measured relative to the quasiclassical gap energy \( E_c \) and are normalized on the corresponding \( \Delta_q \). The extent of the smile gap \( E_{sm} \) is thus not visible on the scale of the Figure, while different values of \( \delta_s \) give rise to different Thouless energies and thus to different values of \( E_{sm} \). We thus confirm that in the universal energy units the gap distribution does not depend on \( \delta_s \), same as the quasiclassical value of the gap. We observe however that the averages of the distributions are shifted by several \( \Delta_g \) from the quasiclassical value of the gap edge.

Next, we fix the level spacing to \( \delta_s = 0.4 \Delta \) and compute the gap distributions for several different values of \( N \) ranging from \( N = 150 \) to \( N = 600 \). Each distribution was obtained from \( 10^4 \) random Hamiltonians generated. The results are presented in Fig. 3 (b). As before, the energies are measured from the quasiclassical gap edge \( E_c \) and normalized to the particular value of \( \Delta_q \). The strong differences in the distributions are due to \( N \)-dependent shifts. The shapes of the distributions are indistinguishable with numerical accuracy. This behavior is similar to that of the mesoscopic minigap fluctuations [12]. To account for the shifts, we fit the average values with \( \Delta_{\text{shift}}(N) = a + b N^{2/3} \), \( a \) and \( b \) being the fitting parameters. The fit is within several per cent as shown in Fig. 3 (c). The constant term \( a \) in this expression reminds the constant shift for the universal minigap distribution. To quantify the agreement even further, we compute the average \( \langle x \rangle \) and the variance \( \sigma \) for finite \( M \) and \( N \) and extrapolate to the limit \( M \rightarrow \infty \). We repeat this for different values of \( N \), and finally extrapolate to the limit \( N \rightarrow \infty \). The results are presented in Fig. 5 where we consider the sets \( N = 25 \), \( N = 50 \), \( N = 75 \), \( N = 100 \) and \( N = 200 \). For each value of \( N \) we calculate the distribution of the gap for different values of \( M \), where we always choose \( M \gg N \). From these distributions we calculate the averages \( \langle x \rangle \) (Fig. 5 (a)) and variances (Fig. 5 (b)) and plot them as a function of \( M^{-1} \). Employing the linear fit, we determine the \( M \rightarrow \infty \) limit from the crossing of the fit with the \( y \)-axis. At the second step, we fit these results for finite \( N \) with a linear fit, assuming \( N^{-1} \) and \( N^{-1/2} \) corrections for the average and variance, respectively. The fits are shown in insets of Fig. 5. From this procedure, we find \( \langle x \rangle_{\text{univ}} \approx 1.47 \) and \( \sigma_{\text{univ}} \approx 1.18 \). This we need to compare with the cumulants of the universal distribution: \( \sigma_{\text{univ}} \approx 1.27 \) and \( \langle x \rangle_{\text{univ}} \approx 1.21 \). We observe the correspondence within 10% for the variation. The discrepancy in \( \langle x \rangle_{\text{univ}} \) is about two times larger and can be attributed to the uncertainty in the shifts.

**VI. CONCLUSION**

In conclusion, we have studied the statistics of the secondary gap, so-called smile gap, in the spectrum of superconducting nanostructures. We employ a random matrix
FIG. 5. Averages (a) and variances (b) of the secondary gap distribution for different values of $N$ ranging from $N = 25$ to $N = 200$ as a function of $M^{-1}$. The fit of a straight line for each $N$ allows to estimate the limit $M \to \infty$. Averages as well as variances seem to be only weakly $N$-dependent. Especially for the averages the crossing points with the y-axis seem to coincide. The insets in (a) and (b) contain plots of the $M \to \infty$ extrapolated values of $\langle x \rangle$ and $\sigma$ for finite $N$ as a function of $N^{-1}$ and $N^{-1/2}$ respectively. The averages seem to be almost constant as a function of $N$. The $N$-dependence of $\sigma$ is well approximated by fitting a straight line to the data. This allows to estimate the limit $N \to \infty$. The functional form of the fits are given in both cases. For the limit $M \to \infty$ and $N \to \infty$ we estimate the first two cumulants as $\langle x \rangle_{\text{univ.}} \approx 1.47$ and $\sigma_{\text{univ.}} \approx 1.18$, which are quite close to the first two cumulants of the universal curve of Fig. 4.

Remarkably, the statistics of the width of the “smile” gap, which we investigated in the limit $E_{\text{Th}} \gg \Delta$, is the same as the one found in [12] for a more familiar minigap formed at $E_{\text{Th}} \ll \Delta$ around the Fermi level. In distinction from [12], the universal energy scale $\Delta_{g}$ for the fluctuations of the “smile” gap depends not only on the average level-spacing $\delta_{s}$: instead, it is a combination of the width of the “smile” gap $E_{g}$ and the level spacing $\delta_{s}$.

Our findings emphasize the universality of the Tracy-Widom distribution in the spectrum of superconducting nanostructures with very different origins forming the edge of a quasi-continuous spectrum. It will be interesting to establish the connections of our findings with the universal singularities occurring at the gap closures in the random-matrix theory uncovered in [20], as well as with the phase transitions within the random-matrix theory description of large-$N$ lattice gauge theories [27].

ACKNOWLEDGMENT

J. R. and W. B. were supported by the Carl Zeiss Foundation. Yu. N. acknowledges the support by the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (grant agreement No. 694272). L. G. acknowledges the support by NSF DMR-2002275.

[1] G. Deutscher and P. G. de Gennes, in Superconductivity, edited by R. D. Parks (Dekker, New York, 1969), Vol. 2, p. 1005.
[2] B. D. Josephson, Phys. Letters 1, 251 (1962).
[3] W. Belzig, C. Bruder, and G. Schön, Phys. Rev. B 54, 9443 (1996).
[4] A. Levchenko, Phys. Rev. B 77, 180503(R) (2008).
[5] W. L. McMillan, Phys. Rev. 175, 537 (1968).
[6] J. Reutlinger, L. Glazman, Yu. V. Nazarov and W. Belzig Phys. Rev. Lett. 62, 12462 (2014).
[7] C. W. J. Beenakker, Rev. Mod. Phys. 69, 731 (1997).
[8] D. J. Thouless, Phys. Rev. Lett. 39, 1167 (1977).
[9] F. J. Dyson, Journal of Math. Phys. 3, 1199 (1962).
[10] M. R. Zirnbauer, in The Oxford Handbook of Random Matrix Theory, edited by G. Akemann, J. Baik and P. Di Francesco (Oxford University Press, Oxford, 2011).
[11] J. A. Melsen, P. W. Brouwer, K. M. Frahm, and C. W. J. Beenakker Physica Scripta T69, 223 (1997).
[12] M. G. Vavilov, P. W. Brouwer, V. Ambegaokar, and C. W. J. Beenakker, Phys. Rev. Lett. 86, 874 (2001).
[13] C. W. J. Beenakker, Lect. Notes Phys. 667, 131 (2005).
[14] M. G. Vavilov and A. I. Larkin, Phys. Rev. B 67, 115335 (2003).
[15] J. A. Melsen, P. W. Brouwer, K. M. Frahm, and C. W. J. Beenakker, Europhys. Lett. 35, 7 (1996).
[16] C. A. Tracy and H. Widom, Commun. Math. Phys. 159, 151 (1994).
[17] C. A. Tracy and H. Widom, Commun. Math. Phys. 177, 727 (1996).
[18] C. W. J. Beenakker, Phys. Rev. Lett. 67, 3836 (1991); 68 1442(E) (1992).
[19] Yu. V. Nazarov and Ya. M. Blanter, Quantum Transport (Cambridge University Press, Cambridge, 2009).
[20] R. Blümel and U. Smilansky, Phys. Rev. Lett. 64, 241 (1990).
[21] T. Guhr, A. Müller-Groeling, and H. A. Weidenmüller, Phys. Rep. 299, 189 (1998).
[22] K. M. Frahm, P. W. Brouwer, J. A. Melsen, and C. W. J. Beenakker, Phys. Rev. Lett. 76, 2981 (1996).
[23] J. Reutlinger, L. Glazman, Yu. V. Nazarov, and W. Belzig Phys. Rev. B 90, 014521 (2014).
[24] M. L. Mehta, Random Matrices (Academic, New York, 1991).
[25] P. W. Brouwer and C. W. J. Beenakker, Chaos, Solitons & Fractals 8, 1249 (1997).
[26] E. Brézin and S. Hikami Phys. Rev. E 57, 4140 (1998).
[27] David J. Gross and Edward Witten Phys. Rev. D 21, 446 (1980).