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### Abstract

K-nearest neighbors (KNN) is one of the earliest and most established algorithms in machine learning. For regression tasks, KNN averages the targets within a neighborhood which poses a number of challenges: the neighborhood definition is crucial for the predictive performance as neighbors might be selected based on uninformative features, and averaging does not account for how the function changes locally. We propose a novel method called Differential Nearest Neighbors Regression (DNNR) that addresses both issues simultaneously: during training, DNNR estimates local gradients to scale the features; during inference, it performs an n-th order Taylor approximation using estimated gradients. In a large-scale evaluation on over 250 datasets, we find that DNNR performs comparably to state-of-the-art gradient boosting methods and MLPs while maintaining the simplicity and transparency of KNN. This allows us to derive theoretical error bounds and inspect failures. In times that call for transparency of ML models, DNNR provides a good balance between performance and interpretability.²

### 1. Introduction

K-nearest neighbors (KNN) is an early machine learning algorithm (Cover & Hart, 1967) and a prototypical example for a transparent algorithm. Transparency means that a model’s decision can be explained by inspecting its parts. KNN’s transparency follows from its simplicity: it can be expressed in simple terms as "the system averages the targets of the most similar points to the query". At the same time, the algorithm’s simplicity makes it amenable for theoretical analysis, such as obtaining bounds on KNN’s prediction error (Chaudhuri & Dasgupta, 2014).

However, KNN’s predictive performance is limited. Most works aiming to improve KNN primarily focused on the selection of the neighbors, the distance metric, and the number of nearest neighbors $k$ (Wettschereck & Dietterich, 1993; Weinberger & Tesauro, 2007; Cleary & Trigg, 1995). KNN’s averaging scheme assumes that the target variable’s changes are independent of those in the input features. Here, we introduce **Differential Nearest Neighbor Regression** (DNNR) to make use of that very gradient information. For each neighbor of a query point, we estimate the gradient of the function, and then – instead of averaging the targets – we average a Taylor approximation. KNN can then be seen as a zero-order Taylor approximation, while DNNR uses higher orders of the Taylor’s theorem. A visual summary of the differences between KNN regression and DNNR can be found in Figure 1.

In a theoretical analysis, we derived a bound on the point-wise error of DNNR in relation to parameters such as the number of training points and the neighborhood size and found that the error bound favors DNNR over KNN. In an empirical evaluation on over 250 different datasets, we confirmed that DNNR outperforms KNN regression and performs on par with gradient boosting methods. An ablation study then confirmed that both the gradient-based prediction and the feature scaling contribute to the performance gains. Using a synthetic dataset generated with known underlying ground truth, we simulated the error bound and found that DNNR requires fewer training points than KNN. Furthermore, we present an investigation on a DNNR failure and showcase how the model’s transparency can be used in such an analysis.

The regulation of Machine Learning algorithms in high-risk applications is being discussed globally or already under preparation (European Commission, 2021). We contribute to the overall goal of transparent and safer ML models in the following ways:

- We propose a new regression method (DNNR) that performs on par with state-of-the-art algorithms;
- DNNR is theoretically grounded: we provide a proof to bound DNNR’s point-wise error (Theorem 1) and validate its usefulness empirically;
2. Related Work

KNN is a non-parametric model based on a simple voting decision rule where the target of a given point is predicted by averaging the targets of neighboring samples (Cover & Hart, 1967). For an introduction to KNN, we refer the reader to (Chen & Shah, 2018).

Numerous methods have been proposed to improve this simple decision rule. (Kulkarni & Posner, 1995; Chaudhuri & Dasgupta, 2014) investigated the KNN convergence rate under different sampling conditions while (Balasubramani et al., 2019) and (Wetschereck & Dietterich, 1993) proposed different methods for an adaptive choice of $k$.

Although the choice of the number of neighbors is critical, it is not the only factor governing KNN performance. A large subset of the KNN literature proposed techniques for the choice of the distance metric that defines the neighborhood. (Cleary & Trigg, 1995) introduced an entropy-based distance metric, and (Wang et al., 2007) proposed an adaptive distance. Metric learning methods propose data-driven learning mechanisms for the distance function (Weinberger & Tesauro, 2007; Weinberger et al., 2006; Wang et al., 2018). A similar approach changes the data representation upon which the distance function operates via feature weighting or feature selection (Aha, 1998; Vivencio et al., 2007). (Bhatia & Vandana, 2010) provides a more comprehensive overview of the different KNN techniques. However, all these methods do not change how the prediction is being performed – all use an averaging scheme of the targets that effectively does not account for how the function changes within the local neighborhood.

A method that uses local changes is local linear regression (LL) (Fan, 1992). Similar to KNN, local linear regression selects $k$-nearest neighbors and then fits a hyperplane locally. This differs from our proposed method as we fit the gradient for all nearest neighbors separately. The single hyperplane of LL regression assumes an identical gradient for each neighbor. We show results for LL regression in the quantitative evaluation.

Gradient Approximation Estimating the gradient from data has been studied for various reasons, including variable selection and dimensionality reduction (Hristache et al., 2001; Mukherjee & Zhou, 2006). Several non-parametric methods exist to estimate the gradient from data (Fan & Gijbels, 1996; De Brabanter et al., 2013), and bounds of convergence already exist for some techniques (Berahas et al., 2021; Turner et al., 2010). An error bound on L1-penalized gradient approximation using KNN is derived in (Ben-Shabat & Gould, 2020) using local gradient approximation for 3D model reconstruction by fitting truncated jets in the KNN neighborhoods. (Ausset et al., 2021). The work also applied the estimated gradient to variable selection and gradient optimization problems, but did not utilize it to improve the prediction. As we will present in detail, our method combines non-parametric gradient estimation using KNN, Taylor expansion, and feature scaling for regression modeling. To our surprise, this combination was neither explored theoretically nor empirically before.

3. Method

Algorithm 1 Pseudocode of DNNR’s prediction for a query point $X$. The feature scaling is omitted in this pseudocode. The OLS function solves an ordinary least-squares problem.

Require: a query point $x$, train data $\{(X_i,Y_i)\}$, nearest neighbors $k$, nearest neighbors for gradient estimation $k'$, range for target value $y_{\text{min}}, y_{\text{max}}$:

\[
M \leftarrow \text{nn}(x,k)
\]

# $M$ contains the indices of the $k$ nearest neighbors predictions = []

for each neighbor index $m \in M$

\[
A \leftarrow \text{nn}(X_m,k')
\]

# $A$ contains indices of the $k'$ neighbors for $X_m$

\[
\Delta X \leftarrow X_A - x_{\text{in}}
\]

\[
\Delta Y \leftarrow Y_A - y_{\text{in}}
\]

\[
\hat{\gamma}_m \leftarrow \text{OLS}(\Delta X, \Delta Y)
\]

# $\hat{\gamma}_m$ approximates the gradient

\[
y_m \leftarrow y_{\text{in}} + \hat{\gamma}_m(x_{\text{in}} - x)
\]

predictions.append($y_m$)

end for

\[
\hat{y} = \text{mean}(\text{predictions})
\]

return clip($\hat{y}, y_{\text{min}}, y_{\text{max}}$)
This simple averaging scheme can be seen as a zeroth-term Taylor expansion around the inference point. If we would know the gradient of the function $\eta$, we could easily extend it to a first degree Taylor expansion:

$$\eta_{\text{known}}(x) = \frac{1}{|B_x|} \sum_{m \in B_x} (Y_m + \nabla \eta(X_m)(x - X_m)).$$

(2)

Of course, we only have access to the training data, not the underlying target function. Therefore, we approximate the gradient using nearby points. We can approximate $\nabla \eta(X_m)$ by solving a least-squares problem:

$$\hat{\gamma}_m = \arg\min_{\gamma_m} ||A\gamma_m - q||,$$

(3)

where $\hat{\gamma}_m \in \mathbb{R}^d$ is the estimated gradient at point $X_m$, $A \in \mathbb{R}^{k' \times d}$ contains the normalized differences $(X_i - X_m)/h_i$ as row vectors, $h_i = \|X_i - X_m\|$, $k'$ is the number of points used to approximate the gradient, $i$ indexes these $k'$ nearby points around $X_m$, and $q \in \mathbb{R}^{k'}$ denotes the differences in the labels $q = (Y_i - Y_m)/h_i$. The result $\hat{\gamma}_m$ can then substitute the real gradient in equation (2) to yield the DNNR approximation:

$$\eta_{\text{DNNR}}(x) = \frac{1}{|B_x|} \sum_{m \in B_x} (Y_m + \hat{\gamma}_m(x - X_m)).$$

(4)

Using the approximate Taylor expansion, we aim to improve the prediction performance by also utilizing the local change in the function. The pseudocode of DNNR is listed in Algorithm 1. The algorithm can also be extended easily to higher-orders of a Taylor expansion. In the evaluation, we will report results using the diagonal of the Hessian, i.e. the elements corresponding to $\frac{\partial^2 \eta}{\partial x_i \partial x_j}$.

**Feature Weighting** Using an isotropic distance weighs each dimension equally. This way, a neighbor may be picked based on irrelevant dimensions. A simple improvement is to scale the feature dimensions as done in previous work (Weinberger & Tesauro, 2007). We use a common approach for a distance metric $d$ using a diagonal matrix $W$ to scale each dimension:

$$d(x_i, x_j) = (x_i - x_j)^T W (x_i, x_j)$$

(5)

DNNR’s predictions are differentiable w.r.t. the input dimensions, so a loss can be backpropagated to the scaling matrix $W$ and optimized using gradient descent. Inspired by the Taylor theorem, we require that nearby points predict each other well while predictions of far points may come with a larger error. Therefore, the loss enforces a correlation between distance and the prediction error:

$$W^* = \arg\min_{W} \sum_{i,j \in I} \text{cossim}(d(X_i, X_j), [Y_i - \hat{\eta}_{\text{DNNR}}(X_{nn(i,k')}[[i]])]_j),$$

(6)

where $I$ is an index set of nearby points, and cossim denotes the cosine similarity.

At first sight, an alternative might have been minimizing the prediction’s mean squared error (MSE). However, minimizing the MSE would not alter the scaling, as the prediction is scale-invariant, i.e. downsampling a dimension will increase the gradient, and the prediction will stay the same. Therefore, a spatial inductive bias in equation 6 is needed.

### 4. Theoretical Analysis

We focus on the point-wise error estimate of DNNR vs. KNN regression. The proof contains two parts: the approximation error of the gradient and the point-wise prediction error. In Appendix C.2, we show that:

**Lemma 1** Let $f : D \subset \mathbb{R}^d \rightarrow \mathbb{R}$ be of class $C^\mu$, $a \in D$, and $B(a) \subset D$ be some neighborhood of $a$. Suppose that around point $a$ we have $m$ neighboring points $v_k$, $k = 1, \ldots, m$ with $a$, $v_1, \ldots, v_m \in B(a) \subset D$. Suppose further that all $\mu$-th order derivatives are Lipschitz, $i \in 1 \ldots \mu$.
We built on the same assumptions except Assumption Lipschitz \((A)\) w.r.t. \(P\) (Turner et al., 2010). The gradient approximation depends on the Lipschitz constant \(\eta\), and distance \(d\) form a separable metric space. The feature space \(\mathcal{X}\) and probability are identical. To compare DNNR and KNN, the error decreases quadratically in \(h\) for DNNR will be lower than for KNN. As \(h\) increases, the number of training points \(n\) satisfies:

\[
n \geq \frac{8}{\mathbb{P}_X(B_\varepsilon,h)} \log \frac{2}{\delta},
\]

and the number of nearest neighbors satisfies

\[
2(y_{\text{max}} - y_{\text{min}})^2 \log 4 \leq k \leq \frac{1}{2} n \mathbb{P}_X(B_{\varepsilon,h}),
\]

then with probability at least \(1 - \delta\) over randomness in sampling the training data, DNNR regression at point \(x\) has error

\[
|\hat{\eta}_{\text{DNNR}}(x) - \eta(x)| \leq \varepsilon. \tag{11}
\]

If we know that \(A_\eta^{\text{Lipschitz}}(\theta_{\max})\) also holds, we can pick \(h_{\text{DNNR}}\) as:

\[
h_{\text{DNNR}}^2 = \frac{\varepsilon}{\theta_{\max}(1 + \tau)}, \tag{12}
\]

where \(\tau = \mathbb{E}\left[\sqrt{\sum_{i=1}^{\min(\nu, \sigma_1)} \|\nu_i\|_1^2} \right] \mid X \in B_{\varepsilon,h}\). \(\nu\), \(\sigma_1\), and \(\theta_{\max}\) are defined as in Lemma 1.

The theorem states that we can bound the point-wise error locally with a high probability given that the conditions on \(n\) and \(k\) are fulfilled. Theorem 3.3.1 from (Chen & Shah, 2018) provides a KNN regression point-wise error bound (their theorem is in turn based on (Chaudhuri & Dasgupta, 2014)). For KNN, the restriction on the maximum distance \(h_{\text{KNN}}^2 = \frac{\varepsilon}{2\theta_{\max}},\) while the other conditions on sample size and probability are identical. To compare DNNR and KNN, it is beneficial to solve for the error tolerance \(\varepsilon\).

\[
\varepsilon_{\text{DNNR}} = h_{\text{DNNR}}^2 \theta_{\max}(1 + \tau), \tag{13}
\]

and for KNN:

\[
\varepsilon_{\text{KNN}} = 2\theta_{\max} h_{\text{KNN}}. \tag{14}
\]

The influence of the different variables is as follows:

- Both depend on the Lipschitz constant \(\theta_{\max}\) linearly.
- Distance to nearest neighbors: \(h_{\max}\) vs \(h_{\max}^2\). For DNNR, the error decreases quadratically in \(h_{\max}\). When \(h_{\max}\) becomes small, \(h_{\max}^2\) will be even smaller.
- \(\tau\) represents the error in estimating the gradient. As \(\tau \propto \frac{1}{\sigma_1}\), an ill-conditioned matrix \(A\) might increase DNNR’s error.

5. Experiments

We compared DNNR against other methods, including state-of-the-art gradient boosting methods. First, we discuss
which baselines we compared against and the general experimental setup. Then, we present large-scale quantitative evaluations followed by an ablation study and further qualitative analyses.

5.1. Setup

We compared DNNR against state-of-the-art boosting methods (CatBoost, XGBoost, Gradient Boosted Trees (Dorogush et al., 2018; Chen & Guestrin, 2016)), classical methods such as (KNN, multi-layer perceptron (MLP), and TabNet, that is a deep learning approach for tabular data (Arik & Pfister, 2021). We also included KNN-Scaled, which uses DNNR’s feature weighting but KNN’s averaging scheme.

We used standard scaling for all datasets (zero mean, unit variance per dimension). Each model, except TabNet, was optimized using a grid search over multiple parameters, and the models were re-fit using their best parameters on the validation data before test inference. We ensured that each method had a comparable search space, which are listed in Appendix D). Due to its long training times, we had to skip the grid search for TabNet. Approximately 4.1k CPU hours were used to run the experiments. For the larger benchmarks (Feynman and PMLB), we followed the setup in (Cava et al., 2021). Our baselines report similar or slightly better performance than on SRBench

5.2. Quantitative Experiments

**Benchmark Datasets:** The goal of this benchmark is to inspect DNNR’s performance on eight real-world regression datasets: Yacht, California, Protein, Airfoil, Concrete, Sarcos, CO2 Emissions, and NOX emissions. The last two datasets are part of the Gas Emission dataset. All datasets were taken from the UCI repository (Dua & Graff, 2017), except California (Kelley Pace & Barry, 1997) and Sarcos (Rasmussen & Williams, 2006). These datasets were also used in previous work (Bui et al., 2016). Some datasets also have discrete features (Yacht, Airfoil), which challenges DNNR’s assumption of continuity. All the datasets were evaluated using a 10-fold split, except for the Sarcos dataset which comes with a predefined test set. Additionally, we fixed the data leakage in the Sarcos dataset by removing all test data points from the training set.

In Table 1, we report the averaged mean squared error (MSE) over the 10-folds for each dataset and model. Each model, except CatBoost, is the best performing method. We find that DNNR achieves the best performance on the Sarcos and California datasets and the second-order achieves the best performance on Protein. For NOxEmissions, CO2Emissions, and Protein, DNNR is within 5% percentage difference to the best performing method (see Table 3). Discrete features violate

![Figure 2. Accuracy on the Feynman Symbolic Regression Database under three levels of noise. The marks show the percentage of solutions with $R^2 > 0.999$. The bars denote 95% confidence intervals.](image1)

![Figure 3. Results on the PMLB benchmark. The markers show the median $R^2$ performance over all datasets runs. Horizontal bars indicate the 95% bootstrapped confidence interval.](image2)

DNNR’s assumptions, which can affect its performance, as the results on Airfoil and Yacht indicate. On these two datasets, DNNR is not under the best-performing methods (e.g. CatBoost: 1.25, XGBoost: 1.63, for Airfoil) but still performs better than vanilla KNN (2.30 vs. 4.25).

Discrete features can render the Taylor approximation meaningless, e.g. all neighbors may have the same value in one dimension rendering the gradient zero, or a linear approximation may not be sufficient when values exhibit large jumps. Interestingly, the second-order DNNR yields better results on the Airfoil and Concrete datasets, presumably because the second-order approximates sharp gradients better. On the other datasets, DNNR delivers a significant improvement over KNN and also over KNN with DNNR feature scaling (KNN-Scaled).

**Feynman Benchmark** As the second benchmark, we selected the Feynman Symbolic Regression Database, which consists of 119 datasets sampled from classical and quantum physics equations (Udrescu & Tegmark, 2020). These equations are continuous differentiable functions. The difficulty can be increased by adding noise.

---

3See results here: https://cavalab.org/srbench/blackbox/
Table 1. The MSE on eight regression datasets averaged over 10-folds. The best-performing values are marked as bold. The standard deviations are given after the ± signs. For the Sarcos dataset, we only evaluate on the given test set.

| Method          | Protein | CO\textsuperscript{2}Emission | California | Yacht | Airfoil | Concrete | NO\textsubscript{X}Emission | Sarcos |
|-----------------|---------|-------------------------------|------------|-------|---------|----------|-----------------------------|--------|
| CatBoost        | 11.82 ± 0.33 | 1.11 ± 0.40                     | 0.19 ± 0.01 | 0.25 ± 0.25 | 1.26 ± 0.24 | 14.00 ± 5.35 | 14.65 ± 1.00 | 1.313 |
| Grad. B. Trees  | 12.15 ± 0.41 | 1.25 ± 0.44                     | 0.20 ± 0.01 | 0.33 ± 0.15 | 1.76 ± 0.51 | 16.03 ± 6.13 | 15.60 ± 1.00 | 1.813 |
| LGBM            | 12.74 ± 0.35 | 1.17 ± 0.41                     | 0.19 ± 0.01 | 6.86 ± 9.10 | 2.03 ± 0.38 | 16.10 ± 5.11 | 15.66 ± 1.00 | 1.613 |
| MLP             | 14.34 ± 0.44 | 1.23 ± 0.47                     | 0.35 ± 0.26 | 4.34 ± 10.21 | 10.17 ± 3.01 | 35.27 ± 12.17 | 19.91 ± 1.82 | 1.277 |
| Rand. Forest    | 11.80 ± 0.25 | 1.12 ± 0.43                     | 0.23 ± 0.02 | 1.13 ± 0.73 | 2.81 ± 0.66 | 22.75 ± 5.64 | 16.35 ± 1.03 | 2.264 |
| XGBoost         | 12.01 ± 0.28 | 1.21 ± 0.44                     | 0.20 ± 0.02 | 0.26 ± 0.16 | 1.63 ± 0.40 | 16.76 ± 6.68 | 14.99 ± 0.98 | 1.824 |
| KNN             | 13.39 ± 0.37 | 1.17 ± 0.43                     | 0.39 ± 0.03 | 68.46 ± 51.11 | 4.25 ± 0.96 | 60.76 ± 14.19 | 17.37 ± 1.26 | 1.752 |
| KNN-Scaled      | 12.54 ± 0.57 | 1.20 ± 0.44                     | 0.19 ± 0.02 | 2.66 ± 1.92 | 4.14 ± 0.94 | 40.25 ± 7.00 | 15.41 ± 1.21 | 1.770 |
| LL              | 14.07 ± 0.18 | 1.20 ± 0.46                     | 0.33 ± 0.07 | 50.83 ± 14.81 | 7.04 ± 1.39 | 51.40 ± 10.50 | 16.69 ± 1.10 | 0.792 |
| LL-Scaled       | 12.90 ± 0.29 | \textbf{1.10 ± 0.43}             | 0.21 ± 0.02 | 2.47 ± 1.70 | 3.53 ± 1.24 | 32.54 ± 6.33 | 14.57 ± 0.96 | 0.786 |
| Tabnet          | 17.02 ± 2.68 | 1.22 ± 0.38                     | 0.39 ± 0.04 | 2.83 ± 2.59 | 9.98 ± 3.04 | 43.73 ± 14.59 | 16.69 ± 1.10 | 0.727 |
| DNNR            | 12.31 ± 0.35 | 1.12 ± 0.47                     | \textbf{0.19 ± 0.02} | 1.05 ± 0.63 | 2.83 ± 0.60 | 36.52 ± 18.03 | 13.34 ± 0.96 | \textbf{0.708} |
| DNNR-2 ord.     | \textbf{11.64 ± 0.44} | 1.24 ± 0.50                     | 0.22 ± 0.02 | 0.48 ± 0.43 | 2.30 ± 0.48 | 28.35 ± 13.47 | 15.61 ± 1.94 | 0.727 |

The evaluation for the Feynman benchmark was executed with 10 different splits for each dataset and noise level (std=0, 0.001, 0.01) – similar to (Cava et al., 2021). For the first split, we divided the data into 70/5/25% train, validation, and test sets. The hyperparameter tuning was done with validation data of the first split. Then the models were refit using the best parameters and evaluated on the 25% test set. Subsequent splits (75/25% train/test) then used these hyperparameters.

For the Feynman benchmark, accuracy is defined as the percentage of datasets that were solved with a coefficient of determination $R^2 > 0.999$. We report this accuracy in Figure 2. DNNR is the second-best performing method after MLP. CatBoost’s performance is also notable, with an accuracy of more than 80%. The different noise levels had minor effects on the methods.

**PMLB Benchmark** The PMLB benchmark contains real and synthetic datasets with categorical features, discrete targets, and noisy data in general. In total, we used 133 PMLB datasets. The evaluation setup for the PMLB datasets was similar to the Feynman benchmark. Figure 3 shows the median $R^2$ performance of the different models with a 95% confidence interval. CatBoost is the best performing method with an $R^2$ median $> 0.9$ with DNNR second-order closely in the second position. DNNR, XGBoost, and Gradient Boosted Trees perform similarly well. The worst-performing method is KNN regression. While adding feature weighting (KNN-Scaled) improves the $R^2$ median considerably by over 0.1, only DNNR’s additional use of gradient information yields results comparable to gradient boosting methods.

**5.3. Ablation**

In the previous evaluations, we already included KNN-Scaled to measure the effect of the scaling versus the gradient information. We dissected DNNR even further and tested various design alternatives: such as scaling of the neighborhood (MLKR (Weinberger & Tesauro, 2007)) and regularization on the gradient estimation (Lasso (Ausset et al., 2021)). We based this analysis on the Airfoil, Concrete, and 5000 samples from Friedman-1 datasets (see Section 5.4). As before, we conducted a hyperparameters sweep for each model configuration and used a 10-fold validation for each dataset.

For the Concrete and Friedman-1 datasets, using only gradient information and no feature scaling (DNNR-Unsc.) already improved over KNN’s performance. For the Airfoil dataset, which contains categorical features, using gradients without scaling (DNNR-Unsc.) leads to worse results. MLKR improves KNN’s performance more than DNNR’s scaling for KNN. However, when using gradient estimation, MLKR is less suitable as can be seen in the difference between DNNR and DNNR-MLKR on Airfoil and Concrete. MLKR draws apart local neighborhoods as points are scaled based on similarities in the target value. The inference might than be carried out by points that are drastically different from the query, both in L2-metric and a different gradient.

Furthermore, we would like to note that MLKR is also computationally more expensive than DNNR’s scaling as they use Gaussian kernels resulting in a runtime quadratic in the number of samples. These results highlight that while the gradient information might be helpful for unscaled neighborhoods, scaling yields better gradients and results in better approximations.

Using Lasso regularization on the gradient estimation as done in (Ausset et al., 2021) did not perform well. We speculate that the regularization limits the gradient estimation. Future work might test if DNNR benefits from Lasso regularization in high-dimensional problems as motivated by the authors.
Table 2. Ablation study. We report the MSE for different variations of DNNR for three datasets.

|          | Airfoil | Concrete | Friedman-1 |
|----------|---------|----------|------------|
| DNNR     | 2.83 ± 0.60 | 36.52 ± 18.03 | **0.01 ± 0.00** |
| DNNR-Unsc. | 4.82 ± 0.74 | 49.97 ± 13.59 | 1.03 ± 0.15 |
| KNN-MLKR | 3.32 ± 0.84 | 36.85 ± 9.89 | 0.40 ± 0.07 |
| KNN-Scaled | 4.14 ± 0.94 | 40.25 ± 7.00 | 7.27 ± 0.53 |
| DNNR-MLKR | 3.20 ± 1.08 | 1.5e13 ± 4e13 | 0.03 ± 0.00 |
| KNN      | 4.25 ± 0.96 | 60.76 ± 14.19 | 3.93 ± 0.43 |
| DNNR Rand. | 24.38 ± 3.44 | 115.14 ± 20.52 | 6.07 ± 0.56 |
| DNNR-Lasso | 5.25 ± 1.05 | 40.24 ± 8.43 | 7.33 ± 0.52 |
| DNNR-2 ord. | **2.30 ± 0.48** | **28.35 ± 13.47** | **0.01 ± 0.00** |

5.4. Effect of noise, #samples, and #features

This analysis investigates how different data properties affect the model’s performance. Such an analysis requires a controlled environment: we used the Friedman-1 dataset (Friedman, 1991). This dataset is based on the following equation:

\[
y(x) = 10x_3 + 5x_4 + 20(\frac{x_2 - 0.5}{2})^2 + 10 \sin(\pi x_0 x_1) + s\epsilon,
\]

where \( x_i \) is uniformly distributed in \([0, 1]\), the noise \( \epsilon \) is sampled from a standard normal distribution, and \( s \) controls the variance of the noise. Unimportant features can be added by simply sampling \( x_j \sim U(0, 1) \). Friedman-1 allowed us to test the models under different sampling conditions: the number of samples, the magnitude of noise, and the number of unimportant features.

As defaults, we choose the number of samples = 5000, the number of features = 10, and the noise level = 0. Besides DNNR, we also evaluated Gradient Boosted Trees, CatBoost, Random Forest, MLP, and KNN. For each setting, we run a 5-fold evaluation (the hyperparameters of each method are fitted on the first fold and then fixed for the remaining 4).

We report the effect of each condition in Appendix Figure 8. For the number of samples, we note that DNNR’s error declined rapidly. Second-best is CatBoost. For noise, we observed two groupings. While one group (MLP & KNN) performed poorly, their MSE did not increase when adding noise. For the better performing group (DNNR, Gradient Boosted Trees, CatBoost, Random Forest), the error did increase when adding noise. In this group, DNNR performed the best for low noise levels but was beaten by CatBoost slightly for higher levels of noise.

Increasing the number of unimportant features impacted KNN and MLP particularly. DNNR dropped from being the best method to sharing the second place with Gradient Boosted Trees as the feature scaling cannot entirely mitigate the effect of unimportant features. Tree-based methods were barely affected, as they are adept at handling unimportant features and operate on the information gain of each feature.

5.5. Application of the theoretical bound

In this evaluation, we analyze the error bounds from section 4. As dataset, we use the Friedman-1 dataset introduced before in section 5.4. The synthetic dataset allows the sampling of arbitrary points. Thereby we can also simulate very dense neighborhoods.

First, we apply Theorem 1 to the dataset. We pick a probability tolerance of 0.95 (\( \delta = 0.05 \)), and a Lipschitz constant for equation (15) of \( \delta_{\max} = 40 \). For DNNR, we estimate a value of \( \tau \approx 5.59 \) from the data. We show the dependency between error tolerance and the number of samples required in Figure 5. In this exemplary calculation, KNN requires multiple orders of magnitude more training data than DNNR to achieve the same theoretical guarantee on the error tolerance. Still, even DNNR would require an unrealistic amount of samples, e.g. around \( 10^{15} \) for an error tolerance of \( \epsilon = 0.1 \).

As a more practical application, we investigated how local conditions, e.g. distance to the neighbors and the Lipschitz constant, influence the local prediction error. Therefore, we sampled a realistically sized train and test set (10,000 and 2,000 samples) and then compared the error tolerance for KNN and DNNR according to equations (13) and (14). For both methods, we choose \( k = 7 \), and for the number of
neighbors to approximate the gradient, we used \( k' = 32 \). We purposely violate the conditions on \( k \) and \( n \) of Theorem 1, as we want to analyze how applicable the estimated error tolerances are in a more realistic setting. In Figure 4, we sorted the 2000 test points according to the error tolerances of KNN and DNNR respectively. For both methods, we see that the error tolerances strictly bound the actual errors by a gap of around one order of magnitude. We also observe that the error tolerances were correlated with the actual errors, e.g., as the error tolerances decrease, so does the actual error.

5.6. Feature importance & Inspecting a prediction

DNNR allows inspecting which neighbors were used for the prediction and how they contributed. For the following exemplary inspection, we use the California Housing dataset (Kelley Pace & Barry, 1997). The dataset’s dependent variable is the median house value per block group (a block group is an aggregation of a local area). The eight observational variables represent the location, median income, and information about the houses, such as average rooms or occupation. For this study, we analyzed DNNR Unscaled, i.e., DNNR without the feature scaling. We omitted the feature scaling, as the feature relevance would be impacted by the scaling and the DNNR with scaling is also performing so well that the error would be minor to inspect.

First, we can provide a simple local feature relevance score by multiplying the estimated gradient with the difference in the input:

\[
\xi_m = |(x - x_m) \odot \hat{\gamma}_m|, \quad (16)
\]

where \( x_m \) is the point where we estimate the gradient and \( \hat{\gamma}_m \), the locally fitted gradient. This formulation of feature importance is analogous to a linear model where one would take \( w \odot x \) (Molnar, 2019, sec. 5.1.). It is a known property that the gradient reflects the model’s sensitivity and can be used for feature importance, and variable selection (Mukherjee & Zhou, 2006; Guyon & Elisseeff, 2003). We show the distributions of the local feature importance in Figure 6a.

![Feature relevances](image)

**Figure 6.** (a) Feature relevance of DNNR Unscaled on the California Housing dataset. (b) A failure of DNNR Unscaled. The red circle marks the query point. The prediction is done by approximating the gradient locally for each nearest neighbors (crosses). The circles visualize the points used for gradient approximation. As DNNR Unscaled weights each dimension equally, it does not use spatially nearby points, even though longitude and latitude are scored important.

The most important dimensions are longitude, latitude, and median income. We validate the local feature importance by applying it to variable selection. Using all dimensions, we get an MSE of around 0.34 (this is lower than in Table 1 as we do not use feature weighting). When deleting the three most important dimensions, the MSE increases to 0.99. However, keeping only the most important dimensions, the MSE slightly improves to 0.33. Therefore, we conclude that the feature importance has found the most important dimensions.

We now move on to inspect a failure case of DNNR. In Figure 6b, we show how the neighborhood of a poorly predicted point can be inspected. The prediction (red circle) is off by 4.85. From looking at the projection of the data to the longitude and latitude dimensions, we can see that the prediction is based on points (crosses) far away from the query. These points might have a similar number of bedrooms but differ in the location. As we found in the previous experiment, the latitude/longitude belong to the most important features. This inspection motivates the feature scaling once again, as DNNR Unscaled weights all dimension equally, it selected the nearest neighbors using less relevant dimensions.

6. Conclusion, Limitations, and Future Work

**Conclusion** DNNR showed that local datapoint gradients carry valuable information for prediction and can be exploited using a simple Taylor expansion to provide a significant performance boost over KNN regression. In large-scale evaluations, DNNR achieved comparable results to state-of-the-art complex gradient boosting models. An advantage of DNNR’s simplicity is that we can obtain error bounds by extending KNN’s theory. Our theoretical analysis illustrates the benefits of using DNNR over KNN. DNNR strikes a good balance between performance and transparency and may therefore be the method of choice in problems with elevated requirements for the system’s interpretability.

**Limitations** Our evaluation of DNNR points to a potential limitation on discrete data. When features or targets have the same value, the gradient is zero, and DNNR falls back to KNN’s decision. On partially discrete datasets, DNNR always performs at least as well as KNN, e.g., the results of DNNR and KNN on the Yacht dataset (Table 1). DNNR also inherits some limitations from KNN, such that the L2-metric might not represent similarities optimally.

**Future Work** DNNR was designed for regression tasks but could also be adapted for classification, e.g., by fitting
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A. Figures

Figure 7. The selected neighbors for different queries on the California dataset. The red circle marks the query point. The prediction is done by approximating the gradient locally for each nearest neighbors (crosses). The filled circles visualize the points used for gradient approximation. The neighbors are further away for higher errors (a) & (g) while close to the query for lower errors (c) & (e).

Figure 8. The effect of different parameters of the dataset. The results are obtained on the Friedman-1 dataset. The confidence intervals denote the standard derivation over multiple folds.
DNNR: Differential Nearest Neighbors Regression

B. Tables

Table 3. Mean percentage difference from the best performing model on each dataset.

| Model         | Protein | CO2 Emission | California | Yacht | Airfoil | Concrete | NOxEmission | Sarcos |
|---------------|---------|--------------|------------|-------|---------|----------|-------------|--------|
| CatBoost      | 1.54%   | 1.09%        | 0.00%      | 0.00% | 0.00%   | 0.00%    | 12.91%      | 85.45% |
| Grad. B. Trees| 4.42%   | 13.71%       | 7.94%      | 32.14%| 39.32%  | 14.53%   | 20.26%      | 156.07%|
| KNN           | 15.03%  | 6.63%        | 108.47%    | 27065.48% | 326.23% | 334.12% | 39.32%      | 147.46%|
| KNN-neigh     | 9.51%   | 6.09%        | 3.17%      | 2623.41%| 60.36%  | 15.05%   | 20.26%      | 127.82%|
| LGBM          | 10.83%  | 0.00%        | 12.70%     | 880.95%| 179.35% | 132.46% | 12.35%      | 11.02% |
| LL            | 10.83%  | 0.00%        | 12.70%     | 880.95%| 179.35% | 132.46% | 12.35%      | 11.02% |
| XGBoost       | 1.39%   | 11.99%       | 84.13%     | 1623.02%| 704.43% | 151.99% | 26.08%      | 80.37% |
| DNNR-2 ord.   | 5.79%   | 1.27%        | 0.00%      | 315.08%| 123.58% | 160.93% | 2.86%       | 0.00%  |
| DNNR          | 5.79%   | 1.27%        | 0.00%      | 315.08%| 123.58% | 160.93% | 2.86%       | 0.00%  |

C. Approximation Bounds

| Notation          | Meaning                                                                 |
|-------------------|--------------------------------------------------------------------------|
| \( x \)           | An input vector                                                          |
| \( X \)           | The random variable of the input                                          |
| \( Y \)           | The random variable of the output                                         |
| \( k \)           | The number of nearest neighbors                                          |
| \( k' \)          | The number of neighbors to estimate the gradient                         |
| \( \eta(x) \)     | The expected target value: \( \eta(x) = E[Y | X = x] \)                  |
| \( \nabla \eta(x) \) | The gradient of \( \eta(x) \) w.r.t. \( x \)                           |
| \( \eta_{KNN}(x) \) | Estimated regression function for KNN regression                         |
| \( \eta_{DNNR}(x) \) | Estimated regression function for DNNR                                   |
| \( \text{nn}(x,k) \) | Returns the indices of the \( k \) nearest neighbors of \( x \)         |
| \( \hat{Y}_{m,x} \) | Estimated regression value for \( x \) from point \( X_m \)             |
| \( \vartheta_{\text{max}} \) | Maximum Lipschitz constant                                              |
| \( A \)           | Matrix to estimate the gradient using OLS                                 |
| \( \sigma_1 \)    | Smallest singular value of \( A \)                                       |
| \( C^\mu \)       | Set of \( \mu \) times differentiable continuous functions             |
| \( (v \cdot \nabla)^\mu f \) | The \( \mu \)-order directional derivative of \( f \) w.r.t. \( v \) |
| \( E_n[.] \)      | Expectation over \( n \) training points \( (X_i, Y_i)_{1 \leq i \leq n} \) |
| \( \hat{\gamma}_m \) | Locally estimated gradient for point \( m \).                          |
| \( \hat{\omega}_m \) | Locally estimated gradient and higher order terms                       |
| \( \varepsilon \)  | The error tolerance                                                      |
| \( \delta \)      | Probability tolerance                                                    |
| \( h_m \)         | Distance between \( x \) and point \( X_m \)                           |
| \( \rho(x,x') \)  | Distance metric                                                          |

Table 4. Notation used in this work.

The proof of the approximation bounds of DANN extends the the proof of KNN approximation bounds given in (Chen & Shah, 2018, p. 68ff.) by a Taylor Approximation. For the approximation of the gradient, we will rely on results given in (Turner et al., 2010).
We list here some inequalities used in the later proof.

Jensen’s Inequality Given a random variable $X$ and a convex function $f(X)$ then:

$$f(\mathbb{E}[X]) \leq \mathbb{E}[f(X)].$$  \hfill (17)

Hoeffding’s Inequality Let $X_1, \ldots, X_k$ be independent random variables bounded between $[a, b]$. The empirical mean is given by: $\bar{X} = \frac{1}{k}(X_1 + \ldots + X_k)$. Then:

$$\mathbb{P}(|\bar{X} - \mathbb{E}[\bar{X}]| > t) \leq 2 \exp \left(-\frac{2kt^2}{(b - a)^2}\right).$$  \hfill (18)

Chernoff Bound for Binomial distribution Let $X = \sum_{i=1}^{n} X_i$ be a sum of $n$ independent binary random variable each $X_i = 1$ with probability $p_i$. Let $\mu = \mathbb{E}[X] = \sum_{i=1}^{k} p_i = np$, where $\bar{p} = \frac{1}{n} \sum_{i=1}^{k} p_i$. Then

$$\mathbb{P}(X \leq (1 - \delta)\mu) \leq \exp(-\mu\delta^2/2).$$  \hfill (19)

C.2. Gradient Approximation

Here, we first proof two lemmas for bounding the gradient. They generalize the proof in (Turner et al., 2010, section 3.1) from 2 to $d$-dimensions.

The first Lemma bounds terms of a Taylor series and is need for the proof of Lemma 2.

**Lemma 2** Let $f : D \subset \mathbb{R}^{d} \rightarrow \mathbb{R}$ be of class $C^\mu$, $a \in D$, and $B(a) \subset D$ some neighborhood of $a$. Suppose that for $i = 0, 1, \ldots, n$ we have $\frac{\partial^{i+1}f}{\partial a_i} \in \text{Lip}_{\vartheta_i}(B(a))$ and $\vartheta_{\max} = \max_{i, \ldots, n} \vartheta_i$. Then for any $a + h\nu \in B(a)$ with $||\nu|| = 1$

$$\left|\sum_{k=1}^{\mu} \frac{h^{k-1}}{k!} (\nu \cdot \nabla)^k f(a) - \frac{f(a + h\nu) - f(a)}{h}\right| \leq \frac{h^\mu}{(\mu + 1)!}\vartheta_{\max}||\nu||^\mu.$$  \hfill (20)

**Proof Lemma 2.** The proof starts with rearranging the Taylor Series which is given here:

$$f(a + h\nu) = f(a) + h(\nu \cdot \nabla)f(a) + \ldots + h^\mu(\nu \cdot \nabla)^\mu f(a) + R_\mu.$$  \hfill (21)

The remainder $R_\mu$ has the following form:

$$R_\mu = \frac{h^{\mu+1}}{\mu!} \int_{0}^{1} (1 - t)^\mu(\nu \cdot \nabla)^{\mu+1} f(a + th\nu)dt.$$  \hfill (22)

By dividing by $h$ and rearranging some terms, we have:

$$\frac{f(a + h\nu) - f(a)}{h} - \sum_{k=1}^{\mu-1} \frac{h^{k-1}}{k!} (\nu \cdot \nabla)^k f(a) = \frac{R_{\mu-1}}{h}. \hfill (23)$$

Now, we add the same quantity to both sides of the previous equation, using $\int_{0}^{1} (1 - t)^{\mu-1} dt = \frac{1}{\mu}$:

$$\frac{h^{\mu-1}}{\mu!}(\nu \cdot \nabla)^\mu f(a) - \frac{f(a + h\nu) - f(a)}{h} + \sum_{k=1}^{\mu-1} \frac{h^{k-1}}{k!} (\nu \cdot \nabla)^k f(a)$$

$$= \frac{h^{\mu-1}}{(\mu - 1)!} \int_{0}^{1} (1 - t)^{\mu-1} \left((\nu \cdot \nabla)^\mu f(a) - (\nu \cdot \nabla)^\mu f(a + th\nu)\right)dt.$$
Therefore, we have:

\[
\begin{align*}
\left| &\sum_{k=1}^{\mu^{-1}} \frac{h^{k-1}}{k!} (\nu \cdot \nabla)^k f(a) - \frac{f(a + h\nu) - f(a)}{h} \right| \\
= &\left| \frac{h^{\mu-1}}{(\mu - 1)!} \int_0^1 (1 - t)^{\mu-1} \left\{ (\nu \cdot \nabla)^\mu (f(a) - f(a + th\nu)) \right\} dt \right| \\
= &\left| \frac{h^{\mu-1}}{(\mu - 1)!} \int_0^1 (1 - t)^{\mu-1} \left\{ (\nu \cdot \nabla)^\mu (f(a) - f(a + th\nu)) \right\} dt \right| \\
\leq &\left| \frac{h^{\mu-1}}{(\mu - 1)!} \int_0^1 (1 - t)^{\mu-1} \left| (\nu \cdot \nabla)^\mu (f(a) - f(a + th\nu)) \right| dt \right| \\
\leq &\frac{h^{\mu+1}}{(\mu + 1)!} \theta_{\max} |\nu|^\mu_1.
\end{align*}
\]

In last step, we rewrote the \(\mu\)-th directional derivative using partial derivative and bounded it using the Lipschitz-continuity as follows:

\[
\begin{align*}
|\langle \nu \cdot \nabla \rangle^\mu (f(a) - f(a + th\nu))| \\
= &\left| \sum_{k_1, \ldots, k_d = \mu} \left( \prod_{i=1}^{d} \nu_i^{k_i} \right) \frac{\partial^\mu (f(a) - f(a + th\nu))}{\partial a_1^{k_1} \cdots \partial a_d^{k_d}} \right| \\
= &\left| \sum_{k_1, \ldots, k_d = \mu} \left( \prod_{i=1}^{d} \nu_i^{k_i} \right) \frac{\partial^\mu |f(a) - f(a + th\nu)|}{\partial a_1^{k_1} \cdots \partial a_d^{k_d}} \right| \\
\leq &\sum_{k_1, \ldots, k_d = \mu} \left( \prod_{i=1}^{d} \nu_i^{k_i} \right) \theta_{\max} |a - a + th\nu| \quad \text{(Lipschitz continuity of order \(\mu\))} \\
= &\theta_{\max} |thh| |\nu|^\mu_1. \\
\end{align*}
\]

This finishes the proof of Lemma 2. \(\square\)

**Lemma 3** Let \(f : D \subset \mathbb{R}^d \to \mathbb{R}\) be of class \(C^\mu, a \in D, \) and \(B(a) \subset D\) be some neighborhood of \(a.\) Suppose around point \(a\) we have \(m\) neighboring points \(v_k, k = 1, \ldots, m\) with \(a, v_1, \ldots, v_m \in B(a) \subset D.\) Suppose further that \(\frac{\partial f}{\partial a_1 \cdots \partial a_d} \in \text{Lip}_{\max}(B(a))\) for \(l_1 + \cdots + l_d = \mu\), and we approximate the gradient locally at \(a\) by \(E_1 \dot{\omega} \) via the least-squares solution \(\dot{\omega} = \arg \min_{\omega \in \mathbb{R}^d} \|A\omega - q\|,\) where

\[
A = \begin{pmatrix}
\nu_1^T \\
\nu_2^T \\
\vdots \\
\nu_m^T
\end{pmatrix} \in \mathbb{R}^{m \times d}, \quad q = \begin{pmatrix}
\sum_{i=1}^m (f(a + h_1 \nu_i) - f(a)) \\
\sum_{i=1}^m (f(a + h_2 \nu_i) - f(a)) \\
\vdots \\
\sum_{i=1}^m (f(a + h_m \nu_i) - f(a))
\end{pmatrix} \in \mathbb{R}^{m \times 1},
\]

\(E_1 = (I_d 0) \in \mathbb{R}^{d \times p}, \) \(h_k = \|v_k - a\|\) with \(h_k \nu_k = v_k - a; \nu_k = (\nu_1, \ldots, \nu_d),\)

\(\nu_{k^*} = (h_{\mu' + 1} \nu_1, \ldots, h_{\mu' + l_d} \nu_d)_{2 \leq \mu' + l_1 + \ldots + l_d = \mu',}\)

and \(p = \sum_{i=1}^m \frac{(d^\mu + \mu)}{d!}.\) Then a bound on the error in the least-squares gradient estimate is given by:

\[
\|\nabla f(a) - E_1 \dot{\omega}\| \leq \frac{\theta_{\max} h_{\max}^{\mu}}{\sigma_1 (\mu + 1)!} \left( \sum_{i=1}^m |\nu_i|^2 \right)^{\mu_2},
\]

(25)
where $\sigma_1$ is the smallest singular value of $A$, which is assumed to have $\text{rank}(A) = p$. $\vartheta_{\text{max}}$ is as defined in Lemma 2, and $h_{\text{max}} = \max_{1 \leq k \leq m} h_k$.

**Proof.** Let $E_2 \in \mathbb{R}^{(p-d) \times p}$ be the last $p - d$ rows of the identity matrix $I_p$ and

$$U = \left( \frac{\partial f}{\partial a_1}(a), \ldots, \frac{\partial f}{\partial a_d}(a), \frac{\partial^2 f}{\partial a_1^2}, \ldots, \frac{\partial^2 f}{\partial a_d^2}, \ldots, \frac{\partial^\mu f}{\partial a_1^\mu}, \ldots, \frac{\partial^\mu f}{\partial a_d^\mu} \right)^T \in \mathbb{R}^{p \times 1}. \quad (26)$$

Now $U - \hat{\omega}$ can be partitioned as $(E_1(U - \hat{\omega}), E_2(U - \hat{\omega}))$, and hence:

$$\|U - \hat{\omega}\|^2 = \|E_1(U - \hat{\omega})\|^2 + \|E_2(U - \hat{\omega})\|^2 \geq \|E_1(U - \hat{\omega})\|^2 = \|\nabla f(a) - E_1\hat{\omega}\|^2. \quad (27)$$

Next, with $\hat{\omega} = A^\dagger q$ and $\|A^\dagger\| = \frac{1}{\sigma_1}$, we have

$$\|U - \hat{\omega}\|^2 = \|U - A^\dagger q\|^2 = \|A^\dagger (AU - q)\|^2 \leq \|A^\dagger\|^2 \|AU - q\|^2 = \frac{1}{\sigma_1^2} \|AU - q\|^2. \quad (28)$$

Now using the result in Lemma 2, the following upper bound can be derived:

$$\|AU - q\|^2 = \sum_{i=1}^m \left| \sum_{k=1}^p A_{i,k} U_k - q_k \right|^2 = \sum_{i=1}^m \left| \sum_{k=1}^p A_{i,k} U_k - q_k \right|^2$$

$$= \sum_{i=1}^m \left| \sum_{k=1}^p A_{i,k} U_k - q_k \right|^2$$

$$= \sum_{i=1}^m \left| \sum_{k=1}^p \frac{h_i^{k-1}}{k!} (\nu_i \cdot \nabla)^k f(a) - \frac{f(a + h
u) - f(a)}{h} \right|^2$$

$$\leq \sum_{i=1}^m \left( \frac{\vartheta_{\text{max}}}{(\mu + 1)!} \|\nu_i\|\mu^2 \right)^2 \quad \text{(using Lemma 2)}$$

$$= \left( \frac{\vartheta_{\text{max}}}{(\mu + 1)!} \right)^2 \sum_{i=1}^m (h_i^\mu \|\nu_i\|\mu^2)^2$$

$$\leq \left( \frac{\vartheta_{\text{max}}}{(\mu + 1)!} \right)^2 (h_i^\mu)^2 \sum_{i=1}^m \|\nu_i\|\mu^2$$

The result follows from

$$\|\nabla f(a) - E_1\hat{\omega}\| \leq \|U - \hat{\omega}\| \leq \frac{\vartheta_{\text{max}} h_i^\mu}{\sigma_1 (\mu + 1)!} \sqrt{\sum_{i=1}^m \|\nu_i\|\mu^2}. \quad \square$$

**C.3. DaNN pointwise error**

The proof follows the one from (Chen & Shah, 2018). In (Chen & Shah, 2018), also a method to break ties, e.g. points with the same distance is proposed – a common problem when the data is discrete and not continuous. We will not discuss how to break ties, as the gradient estimation assumes continuous dimensions where ties should a.s. never happen.

**Technical Assumptions ($A^\text{technical}_{X, \rho, \mathbb{P}_X}$):**

- The feature space $\mathcal{X}$ and distance $\rho$ form a separable metric space.
- The feature distribution $\mathbb{P}_X$ is a Borel probability measure.
Assumptions Besicovitch ($A^\text{Besicovitch}_\eta$): The regression function $\eta$ satisfied the Besicovitch condition if $\lim_{r \downarrow 0} \mathbb{E}[Y | X \in B_{x,r}] = \eta(x)$ for $x$ almost everywhere w.r.t. $P_X$.

Assumption Lipschitz ($A^\text{Lipschitz(\vartheta_{\max})}_\eta$): The regression function $\eta$ is Lipschitz continuous with parameter $\vartheta_{\max}$ if $|\eta(x) - \eta(x')| \leq \vartheta_{\max} \rho(x, x')$ for all $x, x' \in \mathcal{X}$.

**Lemma 4** Under assumptions $A^\text{technical}_{X,p,\vartheta,X_\eta}$ and $A^\text{Assumptions Besicovitch}_\eta$, let $x \in \text{supp}(P_X)$ be a feature vector, and $\eta(x) = \mathbb{E}[Y | X = x] \in \mathbb{R}$, be the expected label value for $x$. Let $\varepsilon > 0$ be an error tolerance in estimating expected label $\eta(x)$, and $\delta \in (0, 1)$ be a probability tolerance. Suppose that $Y \in [y_{\min}, y_{\max}]$ for some constants $y_{\min}$ and $y_{\max}$. Let $\xi \in (0, 1)$. Then there exists a threshold distance $h^* \in (0, \inf) such that for any smaller distance $h \in (0, h^*)$ and with the number of nearest neighbors satisfying $k \leq (1 - \xi)nP_X(B_{x,h})$, then with probability at least

$$1 - 2\exp\left(-\frac{k\varepsilon^2}{2(y_{\max} - y_{\min})^2}\right) \leq \exp\left(-\frac{\xi^2 nP_X(B_{x,h})}{2}\right).$$

(36)

we have

$$|\hat{\eta}_\text{DNNR}(x) - \eta(x)| \leq \varepsilon.$$  

(37)

Furthermore, if the function $\eta$ satisfies assumptions $A^\text{Lipschitz(\vartheta_{\max})}_\eta$, then we can take

$$h^*_{\text{DNNR}} = \sqrt{\frac{\varepsilon}{\vartheta_{\max} (1 + \tau)},}$$

(38)

where $\tau = \mathbb{E}\left[\sqrt{\sum_{i=1}^{\infty} n_{\nu} \|r_{\nu} x\|_2^2} \mid X \in B_{x,h}\right]. \nu, \sigma_1,$ and $\vartheta_{\max}$ are defined as in Lemma 1.

**Proof of Lemma 4**: Fix $x \in \text{supp}(P_X)$. Let $\varepsilon > 0$. We upper-bound the error $|\hat{\eta} - \eta(x)|$ with the triangle inequality:

$$|\hat{\eta}(x) - \eta(x)| = |\hat{\eta}(x) - \mathbb{E}_n[\hat{\eta}(x)] + \mathbb{E}_n[\hat{\eta}(x)] - \eta(x)|$$

$$\leq \left|\hat{\eta}(x) - \mathbb{E}_n[\hat{\eta}(x)]\right| + \left|\mathbb{E}_n[\hat{\eta}(x)] - \eta(x)\right|$$

(1) (2)

The proof now continues by showing that both (1) and (2) are below $\varepsilon/2$ with high probability. The proof is adapted from the KNN pointwise regression proof in (Chen & Shah, 2018, p. 68ff.). The part (1) is almost identical to the proof in (Chen & Shah, 2018, p. 68ff.). For part (2), we will use the Taylor Approximation and then bound the gradient using the results from Lemma 1.

**Part (1)** $|\hat{\eta}(x) - \mathbb{E}_n[\hat{\eta}(x)]| \leq \frac{\varepsilon}{2}$:

**Lemma 5** Under same assumption of Theorem 1, we have:

$$\mathbb{P}\left(|\hat{\eta}(x) - \mathbb{E}_n[\hat{\eta}(x)]| \geq \frac{\varepsilon}{2}\right) \leq 2\exp\left(-\frac{k\varepsilon^2}{2(y_{\max} - y_{\min})^2}\right).$$

(39)

**Proof Lemma 5**: As we want to apply the Hoeffding’s inequality, we have to show that the $\hat{Y}$ are independent

**Probability Model**: The randomness of the $\hat{\eta}_\text{DNNR}(x)$ can be described as:

1. Sample a feature vector $\hat{X} \in \mathcal{X}$ from the marginal distribution of the $(k + 1)$-st nearest neighbor of $x$, let $h_{k+1} = \rho(x, \hat{X})$ denote the distance between $x$ and $\hat{X}$.
2. Sample $k$ feature vectors i.i.d. from $P_X$ conditioned on landing in the ball $B^0_{x,\rho(x, \hat{X})}$.
3. Sample $n - k - 1$ feature vectors i.i.d. from $P_X$ conditioned on landing in $\mathcal{X} \setminus B^0_{x,h_{k+1}}$.
4. Randomly permute the $n$ feature vectors sampled,
5. For each feature vector $X_i$ generated, sample its label $Y_i$ based on the conditional distribution $\mathbb{P}_{Y|X=x_i}$.

Therefore, we can write the expectation over the $n$ training points as:

$$\mathbb{E}_n[\hat{\eta}(x)] = \mathbb{E}_{h_{k+1}}[\mathbb{E}[\hat{Y}|X \in B_{x,h_{k+1}}]],$$  \hspace{1cm} (40)

where $\hat{Y} = Y + \nabla Y(X - x)$ denotes the prediction for point $x$ from a data point $X$ with label $Y$ and gradient $\nabla Y$.

The points samples in step 2 are precisely the $k$ nearest neighbors of $x$, and their $\hat{Y}$ values i.i.d. with expectation $\mathbb{E}_n[\hat{\eta}(x)] = \mathbb{E}_X[\mathbb{E}[\hat{Y}|X \in B_{x,h_{k+1}}]]$. As they are bounded between $y_{\min}$ and $y_{\max}$ (this can be enforced by clipping), Hoeffding’s inequality yields:

$$\mathbb{P} \left( |\hat{\eta}(x) - \mathbb{E}_n[\hat{\eta}(x)]| \geq \frac{\varepsilon}{2} \right) \leq 2 \exp \left( -\frac{k\varepsilon^2}{2(y_{\max} - y_{\min})^2} \right) \hspace{1cm} \text{(41)}$$

This finishes the proof of Lemma 5. \hspace{1cm} $\square$

**Part 2**: $|\mathbb{E}_n[\hat{\eta}(x)] - \eta(x)| \leq \frac{\varepsilon}{2}$.

As discussed above (40) the expectation of $\hat{\eta}(x)$ is

$$\mathbb{E}_n[\hat{\eta}(x)] = \mathbb{E}_{h_{k+1}}[\mathbb{E}[Y|X \in B_{x,h_{k+1}}]]$$  \hspace{1cm} (42)

Suppose that we could show that there exists some $h > 0$ such that

$$|\mathbb{E}[Y|X \in B_{x,r}] - \eta(x)| \leq \frac{\varepsilon}{2} \hspace{1cm} \text{for all } r \in (0, h].$$  \hspace{1cm} (43)

Then provided that $h_{k+1} \leq h$:

$$|\mathbb{E}_n[\hat{\eta}(x) - \eta(x)]| = |\mathbb{E}_{h_{k+1}}[\mathbb{E}[Y|X \in B_{x,h_{k+1}}] - \eta(x)]|$$  \hspace{1cm} (44)

$$\leq \mathbb{E}_{h_{k+1}}[|\mathbb{E}[Y|X \in B_{x,h_{k+1}}] - \eta(x)|]$$  \hspace{1cm} (Jensen’s ineq.) \hspace{1cm} (45)

$$\leq \frac{\varepsilon}{2}$$  \hspace{1cm} (inequality (43)) \hspace{1cm} (46)

Before establishing the existence of $h$, we first show that for any distance $r > 0$, with high probability we can ensure that $h_{k+1} \leq r$. Thus, once we show that $h$ exists, we also know that we can ensure that $h_{k+1} \leq h$ with high probability.

**Lemma 6**. Let $r > 0$ and $\xi \in (0, 1)$. For positive integer $k \leq (1 - \xi)n\mathbb{P}_X(B_{x,r})$,

$$\mathbb{P}_X(h_{k+1}(x) \geq r) \leq \exp \left( -\frac{\xi^2n\mathbb{P}_X(B_{x,r})}{2} \right).$$  \hspace{1cm} (47)

Thus, we have $h_{k+1}(x) \leq r$ with probability at least $1 - \exp \left( -0.5\xi^2n\mathbb{P}_X(B_{x,r}) \right)$. **Proof of Lemma 6**. Fix $r > 0$ and $\xi \in (0, 1)$. Let $N_{x,r}$ be the number of training points that land in the closed ball $B_{x,r}$. Note that $N_{x,r} \sim \text{Binomial}(n, \mathbb{P}_X(B_{x,r}))$. Then by a Chernoff bound for the binomial distribution, for any integer $k \leq (1 - \xi)n\mathbb{P}_X(B_{x,r})$, we have

$$\mathbb{P}(N_{x,r} \leq k) \leq \exp \left( -\frac{(n\mathbb{P}_X(B_{x,r}) - k)^2}{2n\mathbb{P}_X(B_{x,r})} \right)$$  \hspace{1cm} (48)

$$\leq \exp \left( -\frac{(n\mathbb{P}_X(B_{x,r}) - (1 - \xi)n\mathbb{P}_X(B_{x,r}))^2}{2n\mathbb{P}_X(B_{x,r})} \right)$$  \hspace{1cm} (49)

$$= \exp \left( -\frac{\xi^2n\mathbb{P}_X(B_{x,r})}{2} \right).$$  \hspace{1cm} (50)

If $N_{x,r} \leq k$, then also $h_{k+1}(x) \geq r$. Therefore, the event $\{h_{k+1}(x) \geq r\} \subset \{N_{x,r} \leq k\}$ and we have:

$$\mathbb{P}_X(h_{k+1}(x) \geq r) \leq \mathbb{P}(N_{x,r} \leq k) \leq \exp \left( -\frac{\xi^2n\mathbb{P}_X(B_{x,r})}{2} \right).$$  \hspace{1cm} (51)
Now, we show which distance $h$ ensures that inequality (43) holds. When we only know that
\[
\lim_{r \to 0} \mathbb{E}[Y \mid X \in B_{x,r}^\circ] = \eta(x),
\]
then the definition of a limit implies that there exists $h^* > 0$ (that depends on $x$ and $\varepsilon$) such that
\[
|\mathbb{E}[Y \mid X \in B_{x,h}^\circ] - \eta(x)| \leq \frac{\varepsilon}{2} \quad \text{for all } h \in (0, h^*),
\]
i.e., inequality (43) holds, and so we have $|\mathbb{E}_n[\hat{\eta}(x)] - \eta(x)| \leq \frac{\varepsilon}{2}$ as shown earlier in inequality (46).

In the following derivation, we will assume $\eta$ to be Lipschitz continuous with parameters $\vartheta_{\max}$. Further, we move $\eta(x)$ inside the expectation and use its first term of Taylor series with $X$ as root point: $\eta(x) = \eta(x) + \eta'(x)(x - X) + o(|x - X|)$, where $o(|x - X|)$ bounds the higher-order terms.

\[
\begin{align*}
\mathbb{E}[\hat{\eta}(x) \mid X \in B_{x,h}] &= \mathbb{E}[Y + \nabla Y(x - X) \mid X \in B_{x,h}] - \eta(x) \\
&= \mathbb{E}[Y + \nabla Y (x - X) - \eta(x) - \eta'(x)(x - X) + o(|x - X|) \mid X \in B_{x,h}] \\
&= \mathbb{E}[Y - \eta(x) + (\nabla Y - \eta'(x))(x - X) + o(|x - X|) \mid X \in B_{x,h}]
\end{align*}
\]

Now, we know that $\mathbb{E}[(Y - \eta(X)) \mid X \in B_{x,h}] = 0$, as the noise term has zero mean.

\[
\begin{align*}
&= \mathbb{E}[(\nabla Y - \eta'(X))(x - X) + o(|x - X|) \mid X \in B_{x,h}] \\
&\leq \mathbb{E}[(\nabla Y - \eta'(X))(x - X) + o(|x - X|) \mid X \in B_{x,h}]
\end{align*}
\]

We can bound $|x - X| < h_{\max}$ and $|\nabla Y - \eta'(X)|$ by using the results from Lemma 2. The higher order terms $o(|x - X|)$ can be bound by the remainder of the Taylor series: $|R_{\mu}| \leq \frac{\vartheta_{\max}|x-x|^\mu}{(\mu+1)!}$, where $\vartheta_{\mu} \leq \vartheta_{\max}$.

\[
\begin{align*}
\mathbb{E}[(\nabla Y - \eta'(X))(x - X) + o(|x - X|) \mid X \in B_{x,h}] &\leq \mathbb{E} \left[ \frac{\vartheta_{\max} h_{\max}^{\mu+1}}{(\mu+1)!} \sum_{i=1}^m \frac{||\nu_i||_1 2^\mu}{\sigma_1} \mid X \in B_{x,h} \right] + \mathbb{E} \left[ \frac{\vartheta_{\max} h_{\max}^2}{2} \mid X \in B_{x,h} \right] \\
&\leq \frac{\vartheta_{\max} h_{\max}^{\mu+1}}{(\mu+1)!} \mathbb{E} \left[ \sum_{i=1}^m \frac{||\nu_i||_1^2 2^\mu}{\sigma_1} \mid X \in B_{x,h} \right] + \vartheta_{\max} h_{\max}^2 \frac{\varepsilon}{2} \\
&\leq \frac{\tau \vartheta_{\max} h_{\max}^{\mu+1}}{(\mu+1)!} + \vartheta_{\max} h_{\max}^2 \frac{\varepsilon}{2} \leq \frac{\varepsilon}{2}
\end{align*}
\]

We used in the last step $\tau = \mathbb{E} \left[ \sum_{i=1}^m \frac{||\nu_i||_1^2}{\sigma_1} \mid X \in B_{x,h} \right]$. As this proof only concerns first-order approximations, we use $\mu = 1$:

\[
\frac{\tau \vartheta_{\max} h_{\max}^3}{2} + \vartheta_{\max} h_{\max}^2 \frac{\varepsilon}{2} \leq \frac{\varepsilon}{2}
\]

\[
\Leftrightarrow h_{\max} \leq \sqrt{\frac{\varepsilon}{\vartheta_{\max}(1 + \tau)}}
\]

This finishes the proof of Lemma 4 $\Box$.

Theorem 1 follows from selecting $\xi = \frac{1}{2}$ and observing that:
DNNR: Differential Nearest Neighbors Regression

\begin{align*}
  n \geq & \frac{8}{P_X(B_{x,h})} \log_2 \frac{2}{\delta} \Rightarrow \exp \left( -\frac{\xi^2 n P_X(B_{x,h})}{2} \right) \leq \frac{\delta}{2}, \\
  k \geq & \frac{2(y_{\text{max}} - y_{\text{min}})^2}{\varepsilon^2} \log_2 \frac{4}{\delta} \Rightarrow \exp \left( -\frac{k \varepsilon^2}{2(y_{\text{max}} - y_{\text{min}})^2} \right) \leq \frac{\delta}{2}.
\end{align*}

(60) (61)

D. Hyperparameters

Table 5. Number of Hyperparameters tuned for each model on the benchmark datasets. For DNNR, KNN and MLP, we take small datasets to be \( n < 2000 \), and medium datasets to be \( n < 50000 \). The same applies for PMLB and Feynman. We were unable to tune TabNet model due to computation constraints and used their Tabnet-L configuration for larger datasets (Sarcos, Protein, CO\(^2\) and NOx Emissions) and Tabnet-S (\( n_d \) and \( n_a = 16 \)) for smaller datasets.

| Model         | Airfoil | CO\(^2\)Emission | California | Concrete | NOxEmission | Protein | Yacht |
|---------------|---------|-------------------|------------|----------|-------------|---------|-------|
| DNNR          | 150     | 40                | 40         | 150      | 40          | 40      | 150   |
| LL            | 50      | 50                | 50         | 50       | 50          | 50      | 50    |
| Random Forest | 12      | 12                | 12         | 12       | 12          | 12      | 12    |
| Grad. B. Trees| 48      | 48                | 48         | 48       | 48          | 48      | 48    |
| MLP           | 594     | 72                | 72         | 594      | 72          | 72      | 594   |
| CatBoost      | 48      | 48                | 48         | 48       | 48          | 48      | 48    |
| XGBoost       | 48      | 48                | 48         | 48       | 48          | 48      | 48    |
| LGBM          | 48      | 48                | 48         | 48       | 48          | 48      | 48    |
| KNN           | 384     | 64                | 64         | 384      | 64          | 64      | 384   |
| Tabnet        | 1       | 1                 | 1          | 1        | 1           | 1       | 1     |

Table 6. XGBoost Hyperparameters

| learning_rate | max_depth | n_estimators |
|---------------|-----------|--------------|
| [0.001,0.01,0.1,0.3] | [3,5,10]     | [50,100,500,1000] |

Table 7. LightGBM Hyperparameters

| learning_rate | max_depth | n_estimators |
|---------------|-----------|--------------|
| [0.001,0.01,0.1,0.3] | [3,5,10]     | [50,100,500,1000] |

Table 8. CatBoost Hyperparameters

| verbose | learning_rate | max_depth | n_estimators |
|---------|---------------|-----------|--------------|
| [False] | [0.001,0.01,0.1,0.3] | [3,5,10]     | [50,100,500,1000] |

Table 9. Gradient Boosting Hyperparameters

| learning_rate | max_depth | n_estimators |
|---------------|-----------|--------------|
| [0.001,0.01,0.1,0.3] | [3,5,10]     | [50,100,500,1000] |
### DNNR: Differential Nearest Neighbors Regression

#### Table 10. Random Forests Hyper Parameters

| criterion   | n_estimators | max_features       |
|-------------|--------------|--------------------|
| [mse]       | [50,100,500,1000] | [auto,sqrt,log2]   |

#### Table 11. MLP Hyperparameters for small datasets

| hidden_layer_sizes          | alpha     | batch_size | learning_rate       | learning_rate_init | early_stopping |
|----------------------------|-----------|------------|---------------------|---------------------|----------------|
| [(25,), (50,), (100,), (250,), (25, 25), (50, 50), (100, 100), (250, 250), (25, 25, 25), (50, 50, 50), (100, 100, 100)] | [0,0.01,1] | [64,128] | [constant,invscaling,adaptive] | [0.001,0.01,0.1] | [True] |

#### Table 12. MLP Hyperparameters for medium datasets

| hidden_layer_sizes          | alpha     | batch_size | learning_rate       | learning_rate_init | early_stopping |
|----------------------------|-----------|------------|---------------------|---------------------|----------------|
| [(128,), (128, 128),(128, 128, 128)] | [0,0.01] | [512] | [constant,invscaling,adaptive] | [0.0001,0.001,0.01,0.1] | [True] |

#### Table 13. MLP Hyperparameters for large datasets

| hidden_layer_sizes          | alpha     | batch_size | learning_rate       | learning_rate_init | early_stopping |
|----------------------------|-----------|------------|---------------------|---------------------|----------------|
| [(128,), (128, 128),(128, 128, 128)] | [0] | [512] | [constant,adaptive] | [0.0001,0.001,0.01] | [True] |

#### Table 14. KNN Hyperparameters for small datasets

| n_neighbors | weights       | algorithm   | leaf_size | p           |
|-------------|---------------|-------------|-----------|-------------|
| [2,5,7,10,20,30,40,50] | [uniform,distance] | [ball_tree,kd_tree,brute] | [10,30,50,100] | [1,2] |

#### Table 15. KNN Hyperparameters for medium datasets

| n_neighbors | weights       | leaf_size | p           |
|-------------|---------------|-----------|-------------|
| [2,5,7,10,25,50,100,250] | [distance,uniform] | [10,30,50,100] | [2] |

#### Table 16. KNN Hyperparameters for large datasets

| n_neighbors | weights | leaf_size | p           |
|-------------|---------|-----------|-------------|
| [2,3,5,7,10,12,15,20,25] | [distance] | [10,30,50,100] | [2] |
Table 17. Tabnet Hyperparameters for large datasets

| n_d | verbose | n_a | lambda_sparse | batch_size | virtual_batch_size |
|-----|---------|-----|---------------|------------|--------------------|
| [128]| [False]| [128]| [0.0001]     | [4096]     | [128]              |

| momentum | n_steps | gamma | optimizer_params | scheduler_params | max_epochs | patience |
|----------|---------|-------|-----------------|------------------|------------|----------|
| [0.8]    | [5]     | [1.5] | [{'lr': 0.02}] | [{'step_size': 8000, 'gamma': 0.9}] | [3000] | [100] |

Table 18. Tabnet Hyperparameters for small datasets

| n_d | n_a | verbose | lambda_sparse | batch_size | virtual_batch_size |
|-----|-----|---------|---------------|------------|--------------------|
| [8,16]| [8,16]| [False]| [0.0001]     | [64,128]   | [8,16]             |

| momentum | n_steps | gamma | optimizer_params | scheduler_params | max_epochs | patience |
|----------|---------|-------|-----------------|------------------|------------|----------|
| [0.02]   | [3]     | [1.3] | [{'lr': 0.02}] | [{'step_size': 10, 'gamma': 0.95}] | [3000] | [100] |

Table 19. DNNR Hyperparameters for small datasets, \( n_{\text{neighbors}} \) corresponds to the \( k \). For the \( k' \) (number of neighbors used in approximating the gradient) we use \( n \) values sampled between lower_bound \( \times d \) and lower_bound \( \times d \)

| n_neighbors | upper_bound | lower_bound | n   |
|-------------|-------------|-------------|-----|
| [1, 2, 3, 5, 7] | [15] | [2] | [30] |

Table 20. DNNR Hyperparameters for medium datasets, \( n_{\text{neighbors}} \) corresponds to the \( k \). For the \( k' \) (number of neighbors used in approximating the gradient) we use \( n \) values sampled between lower_bound \( \times d \) and lower_bound \( \times d \)

| n_neighbors | upper_bound | lower_bound | n   |
|-------------|-------------|-------------|-----|
| [3,4]      | [18]        | [2]         | [20] |

Table 21. DNNR Hyperparameters for large datasets, \( n_{\text{neighbors}} \) corresponds to the \( k \). For the \( k' \) (number of neighbors used in approximating the gradient) we use \( n \) values sampled between lower_bound \( \times d \) and lower_bound \( \times d \)

| n_neighbors | upper_bound | lower_bound | n   |
|-------------|-------------|-------------|-----|
| [3]         | [12]        | [2]         | [14] |

Table 22. LL Hyperparameters \( n_{\text{neighbors}} \) corresponds to the \( k \). For the size of the neighborhood we use \( n \) values sampled between lower_bound \( \times d \) and lower_bound \( \times d \)

| upper_bound | lower_bound | n   |
|-------------|-------------|-----|
| [25]        | [2]         | [50] |