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Abstract: A formal model of an imprecise number can be given as, inter alia, a fuzzy number or oriented fuzzy numbers. Are they formally equivalent models? Our main goal is to seek formal differences between fuzzy numbers and oriented fuzzy numbers. For this purpose, we examine algebraic structures composed of numerical spaces equipped with addition, dot multiplication, and subtraction determined in a usual way. We show that these structures are not isomorphic. It proves that oriented fuzzy numbers and fuzzy numbers are not equivalent models of an imprecise number. This is the first original study of a problem of a dissimilarity between oriented fuzzy numbers and fuzzy numbers. Therefore, any theorems on fuzzy numbers cannot automatically be extended to the case of oriented fuzzy numbers. In the second part of the article, we study the purposefulness of a replacement of fuzzy numbers by oriented fuzzy numbers. We show that for a portfolio analysis, oriented fuzzy numbers are more useful than fuzzy numbers. Therefore, we conclude that oriented fuzzy numbers are an original and useful tool for modelling a real-world problems.
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1. Introduction

An imprecise number is an approximation of a fixed value crisp number. A commonly accepted model of an imprecise number is a fuzzy number (FN) [1,2], determined as a fuzzy subset of the space of real numbers. The intuitive concept of ordered FN was introduced by Kosiński and his co-workers [3–5] as an extension of the FN concept. Ordered FNs’ usefulness follows from the fact that it is interpreted as FN equipped with information about the position of the approximated number. Ordered FNs have already begun to find their use in modelling a real-world problems [6–19].

Unfortunately, the ordered FNs’ theory has one significant drawback. Kosiński shows that there exist such ordered FNs that their sum cannot be represented by a membership function [20]. For this formal reason, the Kosiński’ theory was revised in [21] in this way that a new definition of ordered FNs corresponds to the intuitive definition by Kosiński. An Ordered FN defined in the context of the revised theory is now called an oriented FN (OFN) [22]. OFNs are already used in decision analysis, economics, and finance [23–29].

In the field of fuzzy sets, many authors propose such new concepts and theories that are isomorphic with the existing elements of the general theory of fuzzy sets [30]. Klement and Mesiar show a lot of such examples in their paper [30]. For this reason, they recommend an in-depth confrontation of the newly proposed concepts with the existing historically shaped elements of the fuzzy set theory. Finally, they emphasize that any modification of an existing fuzzy concept may be accepted if it is more useful in certain applications. The authors of this article fully agree with the postulates expressed by Klement and Mesiar.

The FN is a commonly accepted model of an imprecise number. In our work [21], we propose the concept of OFN as a new model of an imprecise number. Therefore, in line with Klement and Mesiar postulates [30], our main goal is to look for formal differences between the FN and OFN. To the best of our knowledge, it is the first study devoted to this...
problem. We will examine algebraic structures composed of numerical spaces equipped with addition and dot multiplication. In each considered case, subtraction is determined in a usual way. We will look here for an answer to the question of whether these structures are isomorphic. Moreover, at the end of the article, we will examine the advisability of replacing FNs by OFNs in the portfolio analysis. A negative answer to the first question and a positive solution to the other problem will confirm the fact that OFNs are an original and useful tool for modelling real-world problems.

Our paper is organized in a following way. Section 2 presents the concept of fuzzy sets defined as some extension of isomorphism between crisp sets and indicator functions. Section 3 briefly describes the idea of FNs. The arithmetic of FNs is presented. In Section 4, the original Kosiński’s theory of ordered FNs is discussed. The OFN notion is introduced in Section 5. The same chapter describes arithmetic operations on OFNs. In Section 6, the authors present results of their observations of differences between FNs and OFNs. Section 7 provides some suggestions for imprecision measures dedicated to OFNs. In Section 8, we consider imprecision measures determined for the case of trapezoidal OFNs. Section 9 describes the effects of replacing FNs by OFNs in portfolio analysis. Section 10 summarizes the main findings of our research and suggests some new directions of future investigation. Appendix A presents such modified notation of numerical intervals which is used in this paper.

2. Fuzzy Sets–Basic Facts

The space of all declarative sentences is noted by the symbol \( \mathbb{P} \). Subjects of any cognitive-application activity are elements of a space \( X \). The basic tool for classifying these elements is the concept of a set. For any predicate \( \varphi_A : X \rightarrow \mathbb{P} \), the set \( A \subset X \) can be determined in the following way

\[
A = \{ x \in X : \varphi_A(x), \varphi_A \in \mathbb{P}^X \}
\]

(1)

The predicate \( \varphi_A \in \mathbb{P}^X \) is called a predicate of the set \( A \subset X \). Any set and its predicate are one-to-one link. For unique determination of a set form, it is necessary to determine the manner in which the relationship between the actual state of affairs and the information contained in the sentence about this state is given.

The starting point for a discussion on this topic is to reduce our considerations to the classical propositional calculus. The subject of the classical propositional calculus are only those declarative sentences that are true or false. Any sentence that meet this condition is called a logical sentence. The space of all logical sentences is noted by the symbol \( \mathbb{P}_0 \subset \mathbb{P} \).

For each true sentence \( p \in \mathbb{P}_0 \), we assign the truth value

\[
v(p) = 1
\]

(2)

For each false sentence \( p \in \mathbb{P}_0 \), we assign the truth value

\[
v(p) = 0.
\]

(3)

In this way, we define the function of a logical evaluation \( v \in \{0; 1\}^{\mathbb{P}_0} \). Any set

\[
A = \{ x \in X : \varphi_A(x), \varphi_A \in \mathbb{P}_0^X \}
\]

(4)

is a set (crisp set) described in the classical set theory. The family of all such sets is noted by the symbol \( \mathcal{B}(X) \). For any set \( A \in \mathcal{B}(X) \), we determine its characteristic function \( \chi_A \in \{0, 1\}^X = 2^X \) given by the identity

\[
\chi_A(x) = v(\varphi_A(x))
\]

(5)
The characteristic function value \( \chi_A(x) \) is equal to the truth value of the sentence 
“\( x \in A \)”. Two-valued logic has been criticized many times. Therefore, it was extended by Łukasiewicz [31,32] to multivalued logic. The subject of considerations in multivalued logic are those sentences for which the connected relation “no less true” is uniquely defined. The space of all sentences meeting this condition is noted by the symbol \( \mathbb{P}_1 \subset \mathbb{P} \). We have \( \mathbb{P}_0 \subset \mathbb{P}_1 \subset \mathbb{P} \). Using multivalued logic, we assume that:

- Any sentence is not less true than any false sentence,
- Any true sentence is not less true than any sentence.

For each sequence \( p \in \mathbb{P}_1 \), we assign the truth value \( \tilde{v}(p) \) understood as a “degree in which the evaluated sentence is true”. Because multivalued logic is an extension of two-valued logic, for any sentence \( p \in \mathbb{P}_0 \) we have

\[
\tilde{v}(p) = v(p). \quad (6)
\]

In this way, we define the function of logical evaluation \( \tilde{v} \in [0,1]^{\mathbb{P}_1} \). Any set

\[
A = \left\{ x \in \mathbb{X} : \varphi_A(x) \text{ and } \varphi_A \in [0,1]^{\mathbb{P}_1} \right\} \quad (7)
\]

is a fuzzy set intuitively introduced by Zadeh [33], Menger [34,35], and Klaua [36,37] (see [38]). We denote the family of all fuzzy sets by the symbol \( F(\mathbb{X}) \). For any fuzzy set \( A \in F(\mathbb{X}) \), we determine its membership function \( \mu_A \in [0,1]^{\mathbb{X}} \) given by the identity

\[
\mu_A(x) = \tilde{v}(\varphi_A(x)). \quad (8)
\]

The membership function value \( \mu_A(x) \) is equal to the truth value of the sentence 
“\( x \in A \)”. We can define any fuzzy set in a more formal way. The spaces \( B(\mathbb{X}) \) and \( 2^\mathbb{X} \) are isomorphic. This isomorphism is determined by the increasing bijection \( \Phi : 2^\mathbb{X} \rightarrow B(\mathbb{X}) \) i.e.,

\[
\forall_{\chi_A, \chi_B \in 2^\mathbb{X}} : \chi_A \leq \chi_B \Rightarrow \Phi(\chi_A) \subset \Phi(\chi_B). \quad (9)
\]

Then we have

\[
B(\mathbb{X}) = \Phi(2^\mathbb{X}). \quad (10)
\]

It means that the family \( B(\mathbb{X}) \) of all crisp sets is determined by isomorphism \( \Phi \) as the image of the family \( 2^\mathbb{X} \) of all characteristic function on the space \( \mathbb{X} \). Because \( 2^\mathbb{X} \subset [0,1]^\mathbb{X} \), we can extend the isomorphism \( \Phi : 2^\mathbb{X} \rightarrow B(\mathbb{X}) \) to an increasing injection \( \tilde{\Phi} \) determined on \([0,1]^\mathbb{X}\). For any membership function \( \mu_A \in [0,1]^\mathbb{X} \), the value

\[
A = \tilde{\Phi}(\mu_A) \quad (11)
\]

is called a fuzzy set. Then, the space \( F(\mathbb{X}) \) is determined in the following way

\[
F(\mathbb{X}) = \tilde{\Phi}([0,1]^\mathbb{X}) \quad (12)
\]

Increasing bijection \( \tilde{\Phi} \) used above is not uniquely defined. The identity (8) shows that the unique form of the isomorphism depends on the type of multivalued logic used.

On the other hand, this multivalued logic determines the set operators in \( F(\mathbb{X}) \). In our considerations, a set operators are determined in the following way

\[
\begin{align*}
\mu_A \cup B(x) &= \mu_A(x) \lor \mu_B(x) = \max\{\mu_A(x), \mu_B(x)\}, \\
\mu_A \cap B(x) &= \mu_A(x) \land \mu_B(x) = \min\{\mu_A(x), \mu_B(x)\}, \\
\mu_A \setminus B(x) &= 1 - \mu_A(x).
\end{align*}
\]

(13) (14) (15)
The development trends of fuzzy set theory are restricted by Zadeh’s extension principle [39–41]. This principle can be formally described as follows.

Let the fixed notion $Q$ be explicitly defined with the use of two-valued logic as some relationship between elements of space $X$. Then this notion is described by predicate $\varphi_Q \in \mathbb{P}_0^X$. Then Zadeh’s extension principle states that any extension $\hat{Q}$ of the notion $Q$ in the fuzzy case is described by the same predictor $\varphi_Q \in \mathbb{P}_1^X$ evaluated with the use of multivalued logic.

Any fuzzy subset $A \in F(X)$ may be characterized using the following crisp sets:

- the $a$–cuts $[A]_a$ determined for each $a \in [0,1]$ as follows
  \[ [A]_a = \{ x \in X : \mu_A(x) \geq a \}, \quad (16) \]

- the support closure $[A]_{0^+}$ given in the following way
  \[ \text{Sup} (A) = [A]_{0^+} = \lim_{a \to 0^+} [A]_a, \quad (17) \]

- the core $\text{Core}(A)$ distinguished with the use of the formula
  \[ \text{Core}(A) = [A]_1 = \{ x \in X : \mu_A(x) = 1 \}. \quad (18) \]

3. Fuzzy Number–Basic Facts

An imprecise number may be considered as a family of real values belonging to it in a varying degree. For this reason, an imprecise number is usually represented by a FN defined as a fuzzy subset of the family $\mathbb{R}$ of all real numbers. The most general definition of FN was proposed by Dubois and Prade [1,2].

**Definition 1.** The fuzzy number (FN) is such a fuzzy subset $L \in F(\mathbb{R})$ represented by its upper semi-continuous membership function $\mu_L \in [0,1]^\mathbb{R}$ satisfying the conditions:

\[ \text{Core}(L) \neq \emptyset, \quad (19) \]

\[ \forall (x,y,z) \in \mathbb{R}^3 : x \leq y \leq z \Rightarrow \mu_L(y) \geq \min\{ \mu_L(x), \mu_L(z) \}, \quad (20) \]

\[ \forall (a,d) \in \mathbb{R}^2 : \text{Sup}(L) = [a,d] \quad (21) \]

The set of all FN we denote by the symbol $\mathbb{F}$. Each FN $L$ is interpreted as an imprecise number “about $z” for any $z \in \text{Core}(L)$. Understanding the phrase “about $z” depends on the applied pragmatics of the natural language. Any real number $a \in \mathbb{R}$ is such FN $[a] \in \mathbb{F}$ that

\[ \text{Core}([a]) = \text{Sup}([a]) = \{a\}. \quad (22) \]

It implies that $\mathbb{R} \subset \mathbb{F}$. On the other hand, any FN fulfilling (22) is a real number. Moreover, we immediately obtain from conditions (22) that any number $[a]$ is represented by its membership function $\mu_{[a]} \in [0,1]^{\mathbb{R}}$ given by the identity

\[ \mu_{[a]}(x) = \begin{cases} 1 & x = a, \\ 0 & x \neq a. \end{cases} \quad (23) \]

Let symbol $*$ denotes any arithmetic operation defined in $\mathbb{R}$. By symbol $\otimes$ we denote an extension of arithmetic operation $*$ to $\mathbb{F}$. According to the Zadeh’s Extension Prin-
ciple, for any pair \((K,L) \in \mathbb{F}^2\) represented respectively by their membership functions 
\(\mu_K, \mu_L \in [0,1]^\mathbb{R}\), Dubois and Prade [2] define the FN
\[
M = K \oplus L
\]  
by means of its membership function \(\mu_M \in [0,1]^\mathbb{R}\) given by the identity:
\[
\mu_M(z) = \sup\{\min\{\mu_K(x), \mu_L(y)\} : z = x \ast y, (x,y) \in \mathbb{R}\}. \tag{25}
\]
In line with the above, we can extend basic arithmetic operators to a fuzzy case in a following way:

- For any pair \((\beta, L) \in \mathbb{R} \times \mathbb{F}\), the “dot multiplication”
\[
M = \beta \odot L
\] \tag{26}
determined with the use of its membership function \(\mu_M \in [0,1]^\mathbb{R}\) given by the identity
\[
\mu_M(z) = \sup\{\mu_L(y) : z = \beta \cdot y \in \mathbb{R}\}; \tag{27}
\]
- For any pair \((K,L) \in \mathbb{F}^2\), the “addition”
\[
M = K \oplus L
\] \tag{28}
determined with the use of its membership function \(\mu_M \in [0,1]^\mathbb{R}\) given by the identity
\[
\mu_M(z) = \sup\{\min\{\mu_K(x), \mu_L(y)\} : z = x + y, (x,y) \in \mathbb{R}^2\}. \tag{29}
\]
In this article, we will discuss an algebraic structure \(\langle \mathbb{F}, \odot, \oplus \rangle\) understood as the space \(\mathbb{F}\) equipped with dot multiplication \(\odot\) and addition \(\oplus\). From the identity (29) we get that the addition \(\oplus\) is associative and commutative. Moreover, we have

**Lemma 1.** The number \([0]\) is the additive identity (The additive identity is also sometimes called an additive neutral element) in the algebraic structure \(\langle \mathbb{F}, \odot, \oplus \rangle\).

**Proof of Lemma 1.** Let us take any FN \(L \in \mathbb{F}\) represented by its membership function \(\mu_L \in [0,1]^\mathbb{R}\). The identities (23) and (29) imply that the sum
\[
M = [0] \oplus L
\] \tag{30}
is represented by its membership function \(\mu_M \in [0,1]^\mathbb{R}\) given as follows
\[
\mu_M(z) = \sup\{\min\{\mu_{[0]}(x), \mu_L(y)\} : z = x + y, (x,y) \in \mathbb{R}^2\} = \min\{\mu_{[0]}(0), \mu_L(z)\} = \mu_L(z).
\]
This together with the addition commutativity proves that
\[
[0] \oplus L = L \oplus [0] = L. \tag{31}
\]
\(\square\).

For the algebraic structure \(\langle \mathbb{F}, \odot, \oplus \rangle\), we can determine following operators:
- The unary minus operator “−” on \(\mathbb{R}\) extended to the minus operator \(\ominus\) on \(\mathbb{F}\) by the identity
\[
\ominus L = (-1) \odot L, \tag{32}
\]
• The subtraction “−” on $\mathbb{R}$ extended to the subtraction $\ominus$ on $\mathcal{F}$ by the identity

$$K \ominus L = K \oplus (\ominus L).$$  

(33)

The unary minus operator $\ominus$ and the subtraction $\ominus$ meet the condition (25) of Dubois and Prade definition.

Equations (25) and (29) are very difficult to apply. A great facilitation here is the fact that any FN can be equivalently defined as follows:

**Theorem 1** [42]. For any FN $L$ there exists such a non-decreasing sequence $(a, b, c, d) \subset \mathbb{R}$ that $L(a, b, c, d, L, R) = L \in F(\mathbb{R})$ determined by its membership function $\mu_L(\cdot | a, b, c, d, L, R) \in [0, 1]^R$ given as follows

$$\mu_L(\cdot | a, b, c, d, L, R) = \begin{cases} 
0 & x \notin [a, d] \\
L(x) & x \in [a, b] \\
1 & x \in [b, c] \\
R(x) & x \in [c, d] 
\end{cases}$$

(34)

where the left reference function $L \in [0, 1]^{[a,b]}$ and the right reference function $R \in [0, 1]^{[c,d]}$ are upper semi-continuous monotonic ones meeting the condition (21).

In further considerations, we will use the following concepts.

**Definition 2.** For any upper semi-continuous non-decreasing function $L \in [0, 1]^{[a,v]}$, its cut-function $L^* \in [u,v]^{[0,1]}$ is determined by the identity

$$L^*(a) = \min \{ x \in [u,v] : L(x) \geq a \}. $$

(35)

**Definition 3.** For any upper semi-continuous non-increasing function $R \in [0, 1]^{[a,v]}$ its cut-function $R^* \in [u,v]^{[0,1]}$ is determined by the identity

$$R^*(a) = \max \{ x \in [u,v] : R(x) \geq a \}. $$

(36)

**Definition 4.** For any bounded continuous and non-decreasing function $l \in \{l(0), l(1)\}^{[0,1]}$ its pseudo inverse $l^\ominus \in [0, 1]^{[\ominus(0), l(1)]}$ is determined by the identity

$$l^\ominus(x) = \max \{ a \in [0, 1] : l(a) = x \}. $$

(37)

**Definition 5.** For any bounded continuous and non-increasing function $r \in \{r(1), r(0)\}^{[0,1]}$ its pseudo inverse $r^\ominus \in [0, 1]^{[r(1), r(0)]}$ is determined by the identity

$$r^\ominus(x) = \min \{ a \in [0, 1] : r(a) = x \}. $$

(38)

Using results obtained in [43], for any pair $(L(a, b, c, d, L_K, R_K), L(e, f, g, h, L_M, R_M)) \in \mathbb{F}^2$ we get the sum

$$L(a, b, c, d, L_K, R_K) \oplus L(e, f, g, h, L_M, R_M) = L(a + e, b + f, c + g, d + h, L_I, R_I), $$

(39)

where

$$\forall a \in [0,1] \quad l_I(a) = L^K_k(a) + L^*_M(a), $$

(40)

$$\forall a \in [0,1] \quad r_I(a) = R^K_k(a) + R^*_M(a), $$

(41)
Example 2. Let us calculate the sum

\[ J = K \oplus M, \]  

(58)
where FN $K$ is characterized by its membership function (50) and FN $M = L(5, 6, 11, 15, L_M, R_M)$ is determined by membership function

\[
\mu_M(x) = \begin{cases} 
0 & x \notin [5, 15] \\
L_M(x) & x \in [5, 6] \\
1 & x \in [6, 11] \\
R_M(x) & x \in [11, 15]
\end{cases}
\]

In addition, reference functions $L_M$ and $R_M$ are strictly monotonic. Using dependences (39)–(43), we get

\[
J = L(2 + 5, 4 + 6, 8 + 11, 10 + 15, L_J, R_J) = L(7, 10, 19, 25, L_J, R_J),
\]

where

\[
L^*_M(\alpha) = \min\{x \in [5, 6] : L_M(x) \geq \alpha\} = L^{-1}_M(\alpha) = \frac{3\alpha - 15}{\alpha - 3},
\]

\[
R^*_M(\alpha) = \max\{x \in [11, 15] : R_M(x) \geq \alpha\} = R^{-1}_M(\alpha) = \frac{23\alpha - 45}{\alpha - 3},
\]

\[
I_J(\alpha) = \frac{4}{2 - \alpha} + \frac{3\alpha - 15}{\alpha - 3} = \frac{(3\alpha - 7)(\alpha - 6)}{(\alpha - 2)(\alpha - 3)},
\]

\[
r_J(\alpha) = \frac{14\alpha - 30}{\alpha - 3} + \frac{23\alpha - 45}{\alpha - 3} = \frac{37\alpha - 75}{\alpha - 3},
\]

\[
L_J(x) = \max\left\{a \in [0; 1] : \frac{(3\alpha - 7)(\alpha - 6)}{(\alpha - 2)(\alpha - 3)} = x\right\} = \max\left\{\frac{\sqrt{\alpha^2 - 10\alpha x + 121} + \sqrt{5x - 25}}{2\alpha - 6}, \frac{\sqrt{\alpha^2 - 10\alpha x + 121} - \sqrt{5x - 25}}{2\alpha - 6}\right\} = \frac{3\alpha - 75}{\alpha - 3},
\]

\[
R_J(x) = \min\left\{a \in [0; 1] : \frac{37\alpha - 75}{\alpha - 3} = x\right\} = \frac{3\alpha - 75}{\alpha - 3}.
\]

Example 2 shows a very high level of formal complexity of any FNs addition. Therefore, in many applications researchers limit their considerations to the following kind of FNs.

**Definition 6.** For any nondecreasing sequence $(a, b, c, d) \subset \mathbb{R}$, the trapezoidal fuzzy number (TrFN) is the FN $T r(a, b, c, d) = T \in \mathbb{F}$ determined explicitly by its membership functions $\mu_T \in [0, 1]^{\mathbb{R}}$ as follows

\[
\mu_T(x) = \mu_{T r}(x|a, b, c, d) = \begin{cases} 
0 & x \notin [a, d] \\
\frac{x-a}{b-a} & x \in [a, b] \\
\frac{c-x}{d-c} & x \in [b, c] \\
\frac{d-x}{e-d} & x \in [c, d]
\end{cases}
\]

The space of all TrFNs is denoted by the symbol $\mathbb{F}_{Tr}$. For any $a \in \mathbb{R}$ The TrFN we have

\[
Tr(a, a, a, a) = \lfloor a \rfloor.
\]

Therefore, we can write $\mathbb{R} \subset \mathbb{F}_{Tr} \subset \mathbb{F}$.

Using identities (39)–(43), for any pair $(Tr(a, b, c, d), Tr(e, f, g, h)) \in \mathbb{F}_{Tr}^2$, we get the sum

\[
Tr(a, b, c, d) \oplus Tr(e, f, g, h) = Tr(a + e, b + f, c + g, d + h).
\]
Using identities (44)–(48), for any pair \((β, Tr(a, b, c, d)) \in \mathbb{R} \times \mathbb{F}_T\), we get the dot product
\[
β \odot Tr(a, b, c, d) = \begin{cases} 
Tr(β \cdot a, β \cdot b, β \cdot c, β \cdot d), & β \geq 0, \\
Tr(β \cdot d, β \cdot c, β \cdot b, β \cdot a), & β < 0.
\end{cases}
\]
(70)

Using identities (33), (69), and (70) for any pair \((Tr(a, b, c, d), Tr(e, f, g, h)) \in \mathbb{F}_T^2\), we get the subtraction
\[
Tr(a, b, c, d) \oplus Tr(e, f, g, h) = Tr(a - h, b - g, c - f, d - e).
\]
(71)

The main disadvantage of FN arithmetic is described by lemma below.

**Lemma 2.** The subtraction \(\oplus\) is not an inverse operator to addition \(\oplus\).

**Proof of Lemma 2.** Let us take into account TrFN \(Tr(a, b, c, d) \notin \mathbb{R}\). In accordance with (23), we have \(a < d\). Using (71), we get
\[
Tr(a, b, c, d) \oplus Tr(a, b, c, d) = Tr(a, b, c, d) \oplus (\ominus Tr(a, b, c, d)) = \\
= Tr(a, b, c, d) \oplus (d - a, -c, -b, a) = Tr(a - d, b - c, c - b, d - a) \neq [0]
\]
(72)

because of \(a - d < d - a\). \(\square\)

This raises problems concerning the solution of fuzzy linear equations and with the interpretation of specific improper fuzzy arithmetic results.

4. Kosiński’s Theory

The notion of ordered FN is intuitively introduced by Kosiński and his co-writers [3–5] as such a model of an imprecise number and its arithmetic that subtraction is the inverse operator to addition. Kosiński was going to define ordered FN as an extension of a concept of FN. The original definition of ordered FNs was formulated in the following way.

**Definition 7.** For any sequence \((a, b, c, d) \subset \mathbb{R}\), the ordered FN \(S(a, b, c, d, f_s, g_s)\) is an ordered pair \((f_s, g_s)\) of continuous bijections \(f_s : [0, 1] \rightarrow UP_S = [a, b] \neq [a, a]\) and \(g_s : [0, 1] \rightarrow DOWN_S = [c, d] \neq [d, d]\) fulfilling the condition:
\[
f_s(0) = a \land f_s(1) = b \land g_s(1) = c \land g_s(0) = d
\]
(73)

For any ordered FN \(\overline{S}(a, b, c, d, f_s, g_s)\) the function \(f_S : [0, 1] \rightarrow UP_S\) is called an up-function. Then the function \(g_S : [0, 1] \rightarrow DOWN_S\) is called a down-function.

In Definition 7, Kosiński assumed implicitly the monotonicity of the sequence \((a, b, c, d) \subset \mathbb{R}\). He has marked this condition on the graphs only. Some example of such Kosiński’s graphs are presented in Figure 1a. Using additional assumption, Kosiński stated that the ordered FN \(\overline{S}(a, b, c, d, f_s, g_s)\) determine the FN \(L(a, b, c, d, f_s^{-1}, g_s^{-1}) = L\) determined with the use of its membership function \(\mu_L(\cdot a, b, c, d, f_s^{-1}, g_s^{-1}) \in [0, 1]^{\mathbb{R}}\) given by the identity (34). An example of a graph of such FN is shown in Figure 1b.
Figure 1. (a) Ordered fuzzy number (FN), (b) membership function of FN related to ordered FN, (c) arrow describes the positive orientation of ordered FN. Source: [20].

By $\mathfrak{K}$, we denote an extension of an arithmetic operation $*$ defined on $\mathbb{R}$ to the space of all ordered FN. For any pair $\left( \mathfrak{S}(a,b,c,d,f_K,g_K), \mathfrak{S}(e,f,g,h,f_L,g_L) \right)$ of ordered FNs, Kosiński defines extension $\mathfrak{K}$ in a following way

$$\mathfrak{S}(a,b,c,d,f_K,g_K) \mathfrak{K} \mathfrak{S}(e,f,g,h,f_L,g_L) = \mathfrak{S}(a*e,b*f,c*g,d*h,f_k*f_L,g_k*g_L) \quad (74)$$

In the Kosiński’s theory, definition (74) replaces definition (25) proposed by Dubois and Prade [2]. Kosiński has developed his theory without using the results obtained by Goetschel and Voxman [43]. Nevertheless, the Kosiński’s definition of addition is coherent with identity (29) describing addition $\oplus$ of FNs.

Any sequence $(a,b,c,d) \subset \mathbb{R}$ meets exactly one of the following conditions

$$b < c \lor (b = c \land a < d), \quad (75)$$
$$b > c \lor (b = c \land a > d), \quad (76)$$
$$a = b = c = d. \quad (77)$$

If the condition (75) is fulfilled then the ordered FN $\mathfrak{S}(a,b,c,d,f_s,g_s)$ is positively oriented. For this case, some examples of graphs of Kosiński’s maps are presented in Figure 1a. The graph of FN $L(a,b,c,d,f_s^{-1},g_s^{-1})$ membership function with a positive orientation is shown in Figure 1c. This graph has an arrow denoting the orientation, which provides additional information. A positively oriented ordered FN is interpreted as an imprecise number, which may increase. Some example of membership function of FN determined by a positively oriented ordered FN is presented in Figure 2a.

Figure 2. The membership function of ordered FN with: (a) A positive orientation, (b) a negative orientation.
If the condition (76) is fulfilled then the ordered FN \( S(a, b, c, d, f_s, g_s) \) is negatively oriented. A negatively oriented ordered FN is interpreted as such an imprecise number, which may decrease. Some example of a membership function of FN determined by a negatively oriented ordered FN is presented in the Figure 2.

If the condition (77) is fulfilled then the ordered FN \( S(a, b, c, d, f_s, g_s) \) is not related to any FN. This disadvantage of original Kosiński’s theory will be discussed below.

If the sequence \((a, b, c, d) \subset \mathbb{R}\) is not monotonic then using the identity (34) we get the membership relation \( \mu_L(\{a, b, c, d, f_s^{-1}, g_s^{-1}\}) \subset \mathbb{R} \times [0, 1] \), which is not a function. Therefore, this relation cannot be considered as a membership function of any fuzzy set. For this reason, for any non-monotonic sequence \((a, b, c, d) \subset \mathbb{R}\) the ordered FN \( S(a, b, c, d, f_s, g_s) \) is called an improper one [4]. Some example of a membership relation determined by a negatively oriented improper ordered FN is presented in Figure 3. The remaining ordered FNs are called proper ones. Some examples of proper ordered FNs are presented in Figure 2.

![Figure 3. Membership relation of improper ordered FN.](image)

We note above that for the case (77), the ordered FN \( S(a, b, c, d, f_s, g_s) \) is undefined. We can remove the disadvantage by means of the generalization of Kosiński’s theory to the case when an up-function and a down-function are monotonic continuous surjections. Thanks to the use of Goetschel–Voxman results [43], we can generalize the ordered FN theory in such a manner that fully corresponds to the intuitive Kosiński’s approach to the notion of ordered FN. We agree with other scientists [13,15] that the ordered FN should be called the Kosiński’s number. For this reason, the generalized ordered FN will be called Kosiński’s numbers.

**Definition 8.** For any sequence \((a, b, c, d) \subset \mathbb{R}\), the Kosiński’s number (KN) \( S(a, b, c, d, f_s, g_s) \) is an ordered pair \((f_s, g_s)\) of continuous monotonic surjections \( f_s : [0, 1] \rightarrow \text{UP}_S = [a, b] \) and \( g_s : [c, d] \rightarrow \text{DOWN}_S = [a, b] \) fulfilling the condition (73).

In [21], it is shown that we have:

**Theorem 2.** For any sequence \((a, b, c, d) \subset \mathbb{R}\), the KN \( S(a, b, c, d, f_s, g_s) \) is explicitly determined by its membership relation \( \mu_S(\{a, b, c, d, f_s^c, g_s^c\}) \subset \mathbb{R} \times [0, 1] \) given by the identity

\[
\mu_L(x | a, b, c, d, f_s^c, g_s^c) = \begin{cases} 
0 & x \notin [a, d] \equiv [d, a] \\
\frac{f_s^c(x)}{f_s^c(b)} & x \in [a, b] \equiv [b, a] \\
1 & x \in [b, c] \equiv [c, b] \\
\frac{g_s^c(x)}{g_s^c(c)} & x \in [c, d] \equiv [d, c] 
\end{cases} \quad (78)
\]

In Theorem 2, we use a modified notation of numerical intervals, which is explained in Appendix A. The space of all KN is denoted by the symbol \( \mathbf{\hat{K}} \). Any KN \( S(a, b, c, d, f_s, g_s) \) fulfilling the condition (75) is positively oriented. Any KN \( S(a, b, c, d, f_s, g_s) \) fulfilling
the condition (76) is negatively oriented. Any KN \( S(d, d, d, f_s, g_s) \) is an unoriented FN \( [d] \in \mathbb{F} \) fulfilling the condition (22). Then, we have identities

\[
f_s(a) = g_s(a) = d. \tag{79}
\]

Of course, then KN represents the crisp number \( d \in \mathbb{R} \).

Let symbol \(*\) denote any arithmetic operation defined in \( \mathbb{R} \). By \( \oplus_{\mathbb{K}} \) we denote an extension of arithmetic operation \(*\) to \( \mathbb{K} \). In the Kosiński’s theory, the arithmetic operations \( \oplus_{\mathbb{K}} \) are defined by (74). In this way we obtain Kosiński’s arithmetic.

Using (74), for any pair \( \left( \beta, \mathbb{S}(a, b, c, d, f_s, g_s) \right) \in \mathbb{R} \times \mathbb{K} \) we get dot product

\[
\beta \oplus_{\mathbb{K}} \mathbb{S}(a, b, c, d, f_s, g_s) = \mathbb{S}(\beta \cdot a, \beta \cdot b, \beta \cdot c, \beta \cdot d, \beta \cdot f_s, \beta \cdot g_s) \quad \tag{80}
\]

Comparing (44) with (80), we notice that the dot product \( \odot \) and the dot product \( \oplus_{\mathbb{K}} \) are different arithmetic operations. It implies that the Dubois–Prade definition (25) and the Kosiński’s definition (74) are not equivalent.

In an analogous way, for any pair \( \left( \mathbb{S}(a, b, c, d, f_K, g_K), \mathbb{S}(e, f, g, h, f_L, g_L) \right) \in \mathbb{K}^2 \) we get the sum

\[
\mathbb{S}(a, b, c, d, f_K, g_K) \ominus_{\mathbb{K}} \mathbb{S}(e, f, g, h, f_L, g_L) = \mathbb{S}(a + e, b + f, c + g, d + h, f_K + f_L, g_K + g_L). \tag{81}
\]

The condition (74) implies that the unary operator minus \( \ominus_{\mathbb{K}} \) and the subtraction \( \ominus_{\mathbb{K}} \) may be expressed for \( \mathbb{K} \) in the same way as for \( \mathbb{F} \). Kosiński [20] has shown that:

- The addition \( \oplus_{\mathbb{K}} \) is commutative and associative,
- The number \([0]\) is additive identity in the algebraic structure \( (\mathbb{K}, \ominus_{\mathbb{K}}, \oplus_{\mathbb{K}}) \),
- The subtraction \( \ominus_{\mathbb{K}} \) is inverse operator to addition \( \oplus_{\mathbb{K}} \).

Therefore, we can say that KNs fulfil the postulates put formulated by Kosiński. It is important advantages of Kosiński’s theory. On the other hand, let us look at the following example.

**Example 3.** We add proper KNs \( \left( \mathbb{S}(2, 4, 8, 10, f_K, g_K), \mathbb{S}(15, 11, 6, 5, f_L, g_L) \right) \in \mathbb{K}^2 \), where

\[
f_K(a) = 2a + 2, \quad \tag{82}
\]

\[
g_K(a) = -2a + 10, \quad \tag{83}
\]

\[
f_L(a) = -4a + 15, \quad \tag{84}
\]

\[
g_L(a) = a + 5. \quad \tag{85}
\]

Using (81), we get

\[
\mathbb{M} = \mathbb{S}(2, 4, 8, 10, f_K, g_K) \ominus_{\mathbb{K}} \mathbb{S}(15, 11, 6, 5, f_L, g_L) = \mathbb{S}(17, 14, 15, f_M, g_M),
\]

where

\[
f_M(a) = -2a + 17, \quad \tag{86}
\]

\[
g_M(a) = -a + 15. \quad \tag{87}
\]

The KN \( \mathbb{M} \) is an improper one because the sequence \((17, 15, 14, 15)\) is not monotonic. The above example shows that the sum of proper KNs may be an improper KN. This fact was already known to Kosiński [20].
On the other hand, this property of addition $\boxplus_K$ results in the fact that the improper KNs cannot be omitted from the Kosinski theory. This is a major inconvenience because improper numbers cannot be interpreted in the context of the fuzzy set theory. Such an assessment of the Kosinski theory indicates the need of revision.

5. Oriented Fuzzy Numbers

Under the influence of the above argumentation, Kosinski’s theory was revised in [21]. In the revised theory, KNs are replaced by a following kind of ordered FNs.

**Definition 9** [21]. For any monotonic sequence $(a, b, c, d) \subset \mathbb{R}$, the oriented fuzzy number (OFN) $L(a, b, c, d, S_L, E_L) = L$ is the pair of the orientation $\rightarrow$, $\leftarrow$ is $a, d = (a, d)$ and FN $L \in \mathbb{F}$ determined with the use of its membership function $\mu_L(a, b, c, d, S_L, E_L) \in [0, 1]$ given by (78), where the starting function $S_L \in [0, 1]^{[a, b]}$ and the ending function $E_L \in [0, 1]^{[c, d]}$ are upper semi-continuous monotonically one meeting the condition (21).

The symbol $\mathbb{K}$ denotes the space of all OFNs. Theorem 2 shows that $\mathbb{K} \subset \mathbb{K}$. All OFNs are proper KNs. Any OFN represents an imprecise number equipped with information about the position of the approximated number. This information is expressed by an orientation of OFN. If $a < d$ then OFN $L(a, b, c, d, S_L, E_L)$ has the positive orientation $\rightarrow$. For any $z \in [b, c]$, the positively oriented OFN $L(a, b, c, d, S_L, E_L)$ is interpreted as an imprecise number “about or slightly above” $z$. By symbol $\mathbb{K}^+$ we denote the space of all positively oriented OFNs. If $a > d$, then OFN $L(a, b, c, d, S_L, E_L)$ has the negative orientation $\leftarrow$. For any $z \in [c, b]$, the negatively oriented TrOFN $L(a, b, c, d, S_L, E_L)$ is interpreted as an imprecise number “about or slightly below” $z$. By symbol $\mathbb{K}^-$ we denote the space of all negatively oriented OFNs. Understanding the phrases “about or slightly above $z$” and “about or slightly below $z$” depends on the used language pragmatics. If $a = d$, OFN $L(a, a, a, a, S_L, E_L) = \llbracket a \rrbracket$ represents the number $a \in \mathbb{R}$, which is unoriented. All above facts imply that

$$\mathbb{K}^+ \cup \mathbb{R} \cup \mathbb{K}^- = \mathbb{K} \subset \mathbb{K}. \quad (88)$$

Let symbol $\ast$ denote any arithmetic operation defined in $\mathbb{R}$. By the symbol $\boxplus_{\mathbb{K}}$ we denote an extension of arithmetic operation $\ast$ to $\mathbb{K}$. In the revised theory, the arithmetic operations $\boxplus_{\mathbb{K}}$ are defined by

$$L(a, b, c, d, S_L, E_L) \boxplus_{\mathbb{K}} L(a, b, c, d, S_L, E_L) = L(a, b, c, d, S_L, E_L), \quad (89)$$

where we have

$$\hat{a}_j = a_K \ast a_M, \quad (90)$$

$$b_j = b_K \ast b_M, \quad (91)$$

$$c_j = c_K \ast c_M, \quad (92)$$

$$d_j = d_K \ast d_M, \quad (93)$$

$$a_j = \begin{cases} \min \{a_j, b_j\}, & (b_j < c_j) \lor \left( b_j = c_j \land \hat{a}_j \leq \hat{d}_j \right), \\ \max \{a_j, b_j\}, & (b_j > c_j) \lor \left( b_j = c_j \land \hat{a}_j > \hat{d}_j \right), \end{cases} \quad (94)$$

$$d_j = \begin{cases} \max \{d_j, c_j\}, & (b_j < c_j) \lor \left( b_j = c_j \land \hat{a}_j \leq \hat{d}_j \right), \\ \min \{d_j, c_j\}, & (b_j > c_j) \lor \left( b_j = c_j \land \hat{a}_j > \hat{d}_j \right). \end{cases} \quad (95)$$

$$\forall a \in [0, 1] s_j(a) = \begin{cases} S_K^+(a) \ast S_M^+(a), & a_j \neq b_j, \\ b_j, & a_j = b_j. \end{cases} \quad (96)$$
\[ \forall a \in [0,1] \quad e_f(a) = \begin{cases} E^*_K(a) + E^*_M(a), & c_j \neq d_j, \\ c_j, & c_j = d_j. \end{cases} \]

\[ \forall x \in [a_j, b_j] \quad S_f(x) = s^a_j(x), \]

\[ \forall x \in [c_j, d_j] \quad E_f(x) = e^a_j(x). \]

In this way, we obtain the revised arithmetic. Theorem 2 implies that

\[ \forall (K, M) \in \mathbb{K}^2 : \quad \hat{K} \oplus \hat{M} \in \mathbb{K} \Rightarrow \hat{K} \otimes \hat{M} = \hat{K} \otimes \hat{M}. \]

It means that the revised arithmetic does not change proper results obtained with the use of Kosinski’s arithmetic. In other cases, results obtained with the use of revised arithmetic are the best approximation of results obtained with the use of Kosinski’s arithmetic [21].

Using (89), for any pair \( \left( \hat{L}(a_K, b_K, c_K, d_K, S_K, E_K), \hat{L}(a_M, b_M, c_M, d_M, S_M, E_M) \right) \in \mathbb{K}^2 \) we get their sum

\[ \hat{L}(a_K, b_K, c_K, d_K, S_K, E_K) \oplus \hat{L}(a_M, b_M, c_M, d_M, S_M, E_M) = \hat{L}(a_J, b_J, c_J, d_J, S_J, E_J), \]

where we have

\[ a_j = a_K + a_M, \]

\[ b_j = b_K + b_M, \]

\[ c_j = c_K + c_M, \]

\[ d_j = d_K + d_M, \]

\[ a_j = \begin{cases} \min\{a_J, b_J\}, & (b_j < c_j) \lor (b_j = c_j \land a_j \leq d_j), \\ \max\{a_J, b_J\}, & (b_j > c_j) \lor (b_j = c_j \land a_j > d_j). \end{cases} \]

\[ d_j = \begin{cases} \max\{d_J, c_J\}, & (b_j < c_j) \lor (b_j = c_j \land d_j \leq d_j), \\ \min\{d_J, c_J\}, & (b_j > c_j) \lor (b_j = c_j \land d_j > d_j). \end{cases} \]

\[ \forall a \in [0,1] \quad s_f(a) = \begin{cases} S^*_K(a) + S^*_M(a), & a_j \neq b_j, \\ b_j, & a_j = b_j. \end{cases} \]

\[ \forall a \in [0,1] \quad e_f(a) = \begin{cases} E^*_K(a) + E^*_M(a), & c_j \neq d_j, \\ c_j, & c_j = d_j. \end{cases} \]

\[ \forall x \in [a_j, b_j] \quad S_f(x) = s^a_j(x), \]

\[ \forall x \in [c_j, d_j] \quad E_f(x) = e^a_j(x). \]

In an analogous way, for any pair \( \left( \hat{L}(a, b, c, d, S_K, E_K) \right) \in \mathbb{R} \times \mathbb{K} \) we get the dot product

\[ \beta \odot \hat{L}(a, b, c, d, S_K, E_K) = \hat{L}(\beta \cdot a, \beta \cdot b, \beta \cdot c, \beta \cdot d, S_W, E_W), \]

where

\[ \forall a \in [0,1] \quad s_W(a) = \beta \cdot S^*_K(a), \]

\[ \forall a \in [0,1] \quad e_W(a) = \beta \cdot E^*_K(a), \]

\[ \forall x \in [\beta \cdot a, \beta \cdot b] \quad S_W(x) = s^\beta_W(x), \]

\[ \forall x \in [\beta \cdot c, \beta \cdot d] \quad E_W(x) = e^\beta_W(x). \]
Example 4. Let us calculate the dot product
\[ \vec{W} = (-3) \odot \vec{K} \]
where the OFN \( \vec{K} = \vec{L}(2, 4, 8, 10, L_K, R_k) \) is characterized by its membership function (50). Using dependences (112)–(116), we get
\[ \vec{W} = \vec{L}(-3, -2, -3, -4, -3, 10, L_W, R_W) = \vec{L}(-6, -12, -24, -30, L_W, R_W), \]
where the starting function \( L_W \) and ending function \( R_W \) are given respectively by (56) and (57).

Example 5. Let us calculate the sum
\[ \vec{H} = \vec{K} \boxplus \vec{N}, \]
where the OFN \( \vec{K} = \vec{L}(2, 4, 8, 10, L_K, R_k) \) is determined by its membership function (50) and the OFN \( \vec{N} = \vec{L}(15, 11, 6, 5, R_M, L_M) \) where the functions \( R_M \) and \( L_M \) are given by (59). Using dependences (102)–(107), we get
\[ \alpha_j = 2 + 15 = 17, \]
\[ \beta_j = 4 + 11 = 15, \]
\[ \gamma_j = 8 + 6 = 14, \]
\[ d_j = 10 + 5 = 15, \]
\[ d_j = \left\{ \begin{array}{ll}
\min\{17, 15\}, & (15 < 14) \vee (15 = 14 \wedge 17 \leq 15), \\
\max\{17, 15\}, & (15 > 14) \vee (15 = 14 \wedge 17 > 15),
\end{array} \right. = 17, \]
\[ d_j = \left\{ \begin{array}{ll}
\min\{15, 14\}, & (15 < 14) \vee (15 = 14 \wedge 17 > 15), \\
\max\{15, 14\}, & (15 > 14) \vee (15 = 14 \wedge 17 > 15),
\end{array} \right. = 14. \]

Therefore, using (101) and (108–111) we get
\[ \vec{H} = \vec{L}(17, 15, 14, 14, S_H, E_H), \]
where the functions \( L^+_{K} \) and \( R^+_{M} \) are given, respectively, by (52) and (62) and we have
\[ s_H(\alpha) = L^+_{K}(\alpha) + L^+_{K}(\alpha) = \frac{4}{2 - \alpha} + \frac{23\alpha - 45}{\alpha - 3} = -\frac{23\alpha^2 - 95\alpha + 102}{(2 - \alpha)(\alpha - 3)}, \]
\[ S_H(x) = \min\left\{ a \in [0; 1] : -\frac{23x^2 - 95x + 102}{(2 - x)(x - 3)} = x \right\} = \min\left\{ \frac{\sqrt{x^2 + 10x - 359} - 5x + 95}{46 - 2x}, \frac{\sqrt{x^2 + 10x - 359} + 5x - 95}{46 - 2x} \right\} = \frac{\sqrt{x^2 + 10x - 359} + 5x - 95}{46 - 2x}, \]
\[ E_H(x) = 1. \]

We note that the above determined arithmetic operations on OFNs and analogous operations on FN are quite different. Nevertheless, in an analogous way, we can determine following operators:
- The unary minus operator “–” on \( \mathbb{R} \) extended to the minus operator \( \boxminus \) on \( \mathbb{K} \) by the identity
  \[ \boxminus \vec{L} = (-1) \boxminus \vec{L}, \]
- The subtraction “–” on \( \mathbb{R} \) extended to the subtraction \( \boxminus \) on \( \mathbb{K} \) by the identity
  \[ \vec{K} \boxminus \vec{L} = \vec{K} \boxminus (\boxminus \vec{L}). \]
The unary minus operator $\ominus$ and the subtraction $\ominus$ meet the condition (89–99) of the revised definition.

**Lemma 3.** The number $[0]$ is the additive identity in the algebraic structure $\langle K, \ominus, \oplus \rangle$.

**Proof of Lemma 3.** The OFN $[0]$ is explicitly represented by its membership function given as follows

$$
\mu_L(x|0, 0, 0, 0, S_0, E_0) = \begin{cases} 
0 & x \notin [0, 0] \\
S_0(x) & x \in [0, 0] \\
1 & x \in [0, 0] \\
E_0(x) & x \in [0, 0] 
\end{cases}
$$

(130)

where the starting function $S_0 \in [0, 1]^0$ and the ending function $E_0 \in [0, 1]^0$ are determined in the following way

$$
S_0(0) = E_0(0) = 1.
$$

Then from (35) or (36), we get

$$
\forall \alpha \in [0, 1] : S_0^0(\alpha) = E_0^0(\alpha) = 0.
$$

(132)

Let us take into account any OFN $\overset{\leftarrow}{K} = \overset{\leftarrow}{L}(a, b, c, d, S_K, E_K)$. Then we have

$$
\overset{\leftarrow}{W} = K \oplus [0] = \overset{\leftarrow}{L}(a, b, c, d, S_K, E_K) \oplus \overset{\leftarrow}{L}(0, 0, 0, 0, S_0, E_0) = \overset{\leftarrow}{L}(a, b, c, d, S_W, E_W) = \overset{\leftarrow}{L}(a, b, c, d, S_K, E_K)
$$

(133)

and due to (108–111) we obtain

$$
\forall \alpha \in [0, 1] \quad s_W(\alpha) = S_K^*(\alpha) + S_0^*(\alpha) = S_K^*(\alpha),
$$

(134)

$$
\forall \alpha \in [0, 1] \quad e_W(\alpha) = E_K^*(\alpha) + E_0^*(\alpha) = E_K^*(\alpha),
$$

(135)

$$
\forall x \in [a, b] \quad S_W(x) = S_W^*(x) = S_K(x),
$$

(136)

$$
\forall x \in [c, d] \quad E_W(x) = E_W^*(x) = E_K(x).
$$

(137)

\[\square\]

**Lemma 4.** The subtraction $\ominus$ is an inverse operator to addition $\oplus$.

**Proof of Lemma 4.** Let us take into account any OFN $\overset{\leftarrow}{K} = \overset{\leftarrow}{L}(a, b, c, d, S_K, E_K)$. Then using (131), (112), and (101) we have

$$
\overset{\leftarrow}{W} = K \ominus \overset{\leftarrow}{K} = \overset{\leftarrow}{L}(a, b, c, d, S_K, E_K) \ominus \overset{\leftarrow}{L}(-a, -b, -c, -d, -S_K, -E_K) = \overset{\leftarrow}{L}(0, 0, 0, 0, S_0, E_0) = [0],
$$

(138)

where the starting function $S_0 \in [0, 1]^0$ and the ending function $E_0 \in [0, 1]^0$ are determined by (133). $\square$

Example 5 shows a very high level of formal complexity of any OFNs addition. Therefore, in many applications, researchers limit their considerations to the following kind of OFNs.

**Definition 10 [21].** For any monotonic sequence $(a, b, c, d) \subset \mathbb{R}$, $\overset{\leftarrow}{\text{TrOFN}} \overset{\leftarrow}{\text{Tr}}(a, b, c, d) = \overset{\leftarrow}{T}$ is OFN $T \in K$ determined explicitly by its membership functions $\mu_T \in [0, 1]^\mathbb{R}$ as follows
\[ \mu_T(x) = \mu_T(x|a, b, c, d) = \begin{cases} 
0 & x \notin [a, d] \equiv [d, a] \\
\frac{x-a}{d-a} & x \in [a, b] \equiv [a, b] \\
1 & x \in [b, c] \equiv [c, b] \\
\frac{x-d}{c-d} & x \in [c, d] \equiv [c, d] 
\end{cases} \]  

(139)

The symbol \( \mathbb{K}_T \) denotes the space of all TrOFNs. The space of all positively oriented TrOFNs is denoted by the symbol \( \mathbb{K}_T^+ \). The space of all negatively oriented TrOFNs we denote by the symbol \( \mathbb{K}_T^- \). TrOFN \( \widehat{Tr}(a, a, a) = [a] \) represents a crisp number \( a \in \mathbb{R} \), which is unoriented. Summing up, all above facts imply that

\[ \mathbb{K}_T = \mathbb{K}_T^+ \cup \mathbb{R} \cup \mathbb{K}_T^- \]  

(140)

For any pair \( \left( \widehat{Tr}(a, b, c, d), \widehat{Tr}(p - a, q - b, r - c, s - d) \right) \in \mathbb{K}_T^2 \), the identities (101–111) imply that their sum is given as follows

\[ \widehat{Tr}(a, b, c, d) \oplus \widehat{Tr}(p - a, q - b, r - c, s - d) = \begin{cases} 
\widehat{Tr}(\min\{p, q\}, q, r, \max\{r, s\}), & (q < r) \lor (q = r \land p \leq s), \\
\widehat{Tr}(\max\{p, q\}, q, r, \min\{r, s\}), & (q > r) \lor (q = r \land p > s).
\end{cases} \]  

(141)

The identity (112) implies that for any pair \( \left( \beta, \widehat{Tr}(a, b, c, d) \right) \in \mathbb{R} \times \mathbb{K}_T \) we get the dot product

\[ \beta \otimes \widehat{Tr}(a, b, c, d) = \widehat{Tr}(\beta \cdot a, \beta \cdot b, \beta \cdot c, \beta \cdot d). \]  

(142)

It is very easy to check that if \( \left( \widehat{Tr}(a, b, c, d), \widehat{Tr}(e, f, g, h) \right) \in \mathbb{K}_T^+ \times \mathbb{K}_T^+ \cup \mathbb{K}_T^- \times \mathbb{K}_T^- \), then the sequence \( (a + e, b + f, c + g, d + h) \) is monotonic. This together with (143) implies that

\[ \widehat{Tr}(a, b, c, d) \oplus \widehat{Tr}(e, f, g, h) = \widehat{Tr}(a + e, b + f, c + g, d + h). \]  

(143)

When we compare the above relationship with (69), then for any pair \( \left( \widehat{Tr}(a, b, c, d), \widehat{Tr}(e, f, g, h) \right) \in \mathbb{K}_T^+ \times \mathbb{K}_T^+ \cup \mathbb{K}_T^- \times \mathbb{K}_T^- \) we get

\[ \widehat{Tr}(a, b, c, d) \oplus \widehat{Tr}(e, f, g, h) = \widehat{Tr}(a + e, b + f, c + g, d + h) = \widehat{Tr}(a, b, c, d) \oplus \widehat{Tr}(e, f, g, h). \]  

(144)

6. Oriented Fuzzy Numbers Arithmetic vs. Fuzzy Numbers Arithmetic

Let us compare the algebraic structure \( \langle \mathbb{F}, \ominus, \oplus \rangle \) determined by (27) and (29) with the algebraic structure \( \langle \mathbb{K}, \oslash, \oplus \rangle \) determined by (112) and (101).

For the algebraic structure \( \langle \mathbb{F}, \ominus, \oplus \rangle \) we can conclude as follows:

- From the identity (29), we immediately get that the addition \( \oplus \) is associative and commutative,
- Lemma 1 shows that the number \([0]\) is the additive identity,
- Lemma 2 shows that the subtraction \( \ominus \) is not an inverse operator to addition \( \oplus \).

For the algebraic structure \( \langle \mathbb{K}, \oslash, \oplus \rangle \) we conclude:

- From the identity (101), we immediately get that the addition \( \oplus \) is commutative,
- In [21] it is proved that the addition \( \oplus \) is not associative,
- Lemma 3 shows that the number \([0]\) is the additive identity,
Lemma 4 shows that the subtraction \( \ominus \) is an inverse operator to addition \( \oplus \).

The above comparison shows that algebraic structures \( (F, \odot, +) \) and \( (K, \ominus, \oplus) \) are not isomorphic. Therefore, OFNs and FNs should be considered as a different models of imprecision numbers. For this reason, any theorem on FNs cannot be automatically applied to OFNs.

On the other hand, we have the following nice relationship between FNs and OFNs. Let us consider the mapping \( U : K \rightarrow K \) given by identity

\[
U\left( \overset{\ominus}{L}(a, b, c, d, S_L, E_L) \right) = \overset{\ominus}{L}(d, c, b, a, E_L, S_L)
\]

(145)

For this mapping we have:

\[
\overset{\ominus}{L} \in K^+ \Rightarrow U\left( \overset{\ominus}{L} \right) \in K^-,
\]

(146)

\[
\overset{\ominus}{L} \in K^- \Rightarrow U\left( \overset{\ominus}{L} \right) \in K^+,
\]

(147)

\[
\overset{\ominus}{L} \in \mathbb{R} \Rightarrow U\left( \overset{\ominus}{L} \right) = \overset{\ominus}{L}.
\]

(148)

We see that the mapping (147) is such axial symmetry on the space \( K \) that the symmetry axis is equal to the \( \mathbb{R} \). Moreover, Theorem 1 and Definition 9 imply that the space \( F \) and the space \( K^+ \cup \mathbb{R} \) are isomorphic. This fact together with (149) and (150) proves that the space \( K \) is a symmetry closure of the space \( F \).

7. Evaluation of Imprecision for Oriented Fuzzy Numbers

After Klir [44] we understand information imprecision as a superposition of ambiguity and indistinctness of information. Ambiguity is understood as a lack of an explicit recommendation one alternative among various others. Indistinctness is interpreted as a lack of a clear distinction between recommended and not recommended alternatives.

The increase in an OFN ambiguity causes a higher number of recommended alternatives. This results in an increase in the risk of choosing an incorrect alternative from recommended ones. This may cause one to make a decision, which will result in the loss of chances ex post. The possibility of such an event is called the ambiguity risk. Therefore, the increase in the ambiguity of OFN implies the increase in ambiguity risk. The right tool for measuring the OFN ambiguity is an extension of energy measure \( d \in [R_0^+]^F \) defined for FNs by de Luca and Termini [45].

For any FN \( L = L(a, b, c, d, L_L, R_L) \in F \), de Luca and Termini [45] propose to use energy measure determined as follows

\[
d(L(a, b, c, d, L_L, R_L)) = \int_a^d \mu_L(x|a, b, c, d, L_L, R_L)dx,
\]

(149)

where \( \mu_L \in [0, 1]^R \) is the membership function determining FN \( L \).

In this paper, we propose to generalize the energy measure (151) to the ambiguity index \( a \in R^K \) assessing the ambiguity of any OFN \( \overset{\ominus}{L} = L(a, b, c, d, L_L, R_L) \) in a following way

\[
a\left( \overset{\ominus}{L}(a, b, c, d, L_L, R_L) \right) = \int_a^d \mu_L(x|a, b, c, d, L_L, R_L)dx
\]

(150)

where \( \mu_L \in [0, 1]^R \) is the membership function determining OFN \( \overset{\ominus}{L} \).

For any negatively oriented OFN, its ambiguity index is negative and for any positively oriented OFN its ambiguity index is positive. For the case \( a \leq d \) the membership function of OFN \( \overset{\ominus}{L}(a, b, c, d, S_L, E_L) \) is equal to the membership function of FN \( L(a, b, c, d, S_L, E_L) \).
This fact implies the existence of isomorphism in the space $F$ and the space $\mathbb{K}^+ \cup \mathbb{R}$. For this reason, the mapping $d \in [\mathbb{R}_0^+]^F$ given by the identity

$$d(\bar{L}(a, b, c, d, L_L, R_L)) = |a(\bar{L}(a, b, c, d, L_L, R_L))|$$

is an extension of energy measure $d \in [\mathbb{R}_0^+]^F$ to the domain of all OFNs. We propose to use this extension as energy measure of any OFN. It all means that ambiguity index stores the information on energy measure and additionally also about the orientation of the assessed OFN. In decision analysis, we use the energy measure as a measure of the ambiguity risk.

An increase in the indistinctness suggests that the distinction between recommended and not recommended alternatives is more difficult. This causes an increase in the indistinctness risk, that is, in a possibility of choosing a not recommended alternative. The indistinctness risk is an extension of the entropy measure of any OFN. It means that the indistinctness index stores the information on energy measure and additionally also about the orientation of the assessed OFN. In decision analysis, we use the energy measure as a measure of the ambiguity risk.

### Imprecision Evaluation for Trapezoidal Oriented Fuzzy Numbers

The most widely known kind of entropy measure is described by Kosko [48]. On the other hand, in [49,50], it is shown that Kosko’s entropy measure is not convenient for portfolio analysis. Therefore, we propose to evaluate indistinctness of an arbitrary FN by Czogała–Gottwald–Pedrycz entropy measure introduced in [51].

For any FN $L = L(a, b, c, d, L_L, R_L) \in F$, Czogała–Gottwald–Pedrycz entropy measure is determined as follows

$$e(L(a, b, c, d, L_L, R_L)) =$$

$$= \int_a^d \min\{\mu_L(x|a, b, c, d, L_L, R_L), 1 - \mu_L(x|a, b, c, d, L_L, R_L)\} dx$$

where $\mu_L \in [0,1]^R$ is a membership function determining FN $L$.

In this paper, we propose to generalize the entropy measure (152) to the indistinctness index $g \in \mathbb{R}^F$ assessing the indistinctness of any OFN $\bar{L} = \bar{L}(a,b, c, d, L_L, R_L)$ in the following way

$$g(\bar{L}(a, b, c, d, L_L, R_L)) =$$

$$= \int_a^d \min\{\mu_L(x|a, b, c, d, L_L, R_L), 1 - \mu_L(x|a, b, c, d, L_L, R_L)\} dx$$

where $\mu_L \in [0,1]^R$ is the membership function determining OFN $\bar{L}$.

For any negatively oriented OFN, its indistinctness index is negative and for any positively oriented OFN its indistinctness index is positive. In an analogous way, as above presented, we can justifiy that the mapping $e \in [\mathbb{R}_0^+]^F$ given by the identity

$$e(\bar{L}(a, b, c, d, L_L, R_L)) = |g(\bar{L}(a, b, c, d, L_L, R_L))|$$

is an extension of the entropy measure $e \in [\mathbb{R}_0^+]^F$ to the domain of all OFNs. We propose to use this extension as the entropy measure of any OFN. It means that the indistinctness index stores the information on the entropy measure and additionally about the orientation of the assessed OFN. In decision analysis, we use the entropy measure as a measure of the indistinctness risk.

Imprecision risk consists of both ambiguity and indistinctness risk, combined. The notions of ambiguity index and of indistinctness one give new perspectives for imprecision management.

### 8. Imprecision Evaluation for Trapezoidal Oriented Fuzzy Numbers

Due to the high computational complexity, the practical applications of OFNs are limited in economics, finance, and decision analysis to the use of TrOFNs. Therefore, for greater clarity of exposition, we can confine our discussion to the case of TrOFNs. For any
TrOFN $\vec{\text{Tr}}(a, b, c, d)$, its ambiguity index and indistinctness index are determined based on the following relations

$$a \left( \vec{\text{Tr}}(a, b, c, d) \right) = \frac{1}{2}(d + c - b - a),$$  \hspace{1cm} (155)

$$g \left( \vec{\text{Tr}}(a, b, c, d) \right) = \frac{1}{4}(d - c + b - a).$$  \hspace{1cm} (156)

For any monotonic sequence $(a, b, c, d) \subseteq \mathbb{R}$, we have

$$\forall (a, d) \in [a, b] \times [c, d]:
\begin{align*}
d \left( \vec{\text{Tr}}(b, b, c, c) \right) &\leq d \left( \vec{\text{Tr}}(a, b, c, d) \right) \leq d \left( \vec{\text{Tr}}(a, b, c, d) \right), \\
e \left( \vec{\text{Tr}}(a, b, c, d) \right) &\leq e \left( \vec{\text{Tr}}(a, b, c, d) \right).
\end{align*}$$  \hspace{1cm} (157)

It is very easy to check that for any pair $(\beta, L) \in \mathbb{R} \times \mathbb{K}_{\vec{\text{Tr}}}$ we have

$$a(\beta \odot \vec{L}) = \beta \cdot \vec{a}(L),$$  \hspace{1cm} (159)

$$d(\beta \odot \vec{L}) = \lvert \beta \rvert \cdot d(\vec{L}),$$  \hspace{1cm} (160)

$$g(\beta \odot \vec{L}) = \beta \cdot g(\vec{L}),$$  \hspace{1cm} (161)

$$e(\beta \odot \vec{L}) = \lvert \beta \rvert \cdot e(\vec{L}).$$  \hspace{1cm} (162)

Moreover, for any pair $(\vec{K}, \vec{L}) \in (\mathbb{K}_{\vec{\text{Tr}}}^+ \times \mathbb{K}_{\vec{\text{Tr}}}^-) \cup ((\mathbb{K}_{\vec{\text{Tr}}}^+ \cup \mathbb{R}) \times (\mathbb{K}_{\vec{\text{Tr}}}^- \cup \mathbb{R}))$, by using the identity (144) and (145) we can easily get

$$a(\vec{K} \boxplus \vec{L}) = a(\vec{K}) + a(\vec{L}),$$  \hspace{1cm} (163)

$$d(\vec{K} \boxplus \vec{L}) = d(\vec{K}) + d(\vec{L}),$$  \hspace{1cm} (164)

$$g(\vec{K} \boxplus \vec{L}) = g(\vec{K}) + g(\vec{L}),$$  \hspace{1cm} (165)

$$e(\vec{K} \boxplus \vec{L}) = e(\vec{K}) + e(\vec{L}).$$  \hspace{1cm} (166)

In other cases, analogous imprecision assessments are a little more complicated. We have here:

**Theorem 3.** For any pair $(\vec{K}, \vec{L}) \in (\mathbb{K}_{\vec{\text{Tr}}}^+ \cup \mathbb{R}) \times \mathbb{K}_{\vec{\text{Tr}}}^-$, we have

$$d(\vec{K} \boxplus \vec{L}) = d(\vec{L} \boxplus \vec{K}) \leq a(\vec{K} \boxplus \vec{L}) =$$

$$= \begin{cases}
\lvert \vec{K} \rvert - d(\text{Core}(\vec{L})), & \vec{K} \boxplus \vec{L} \in \mathbb{K}_{\vec{\text{Tr}}}^+ \cup \mathbb{R}, \\
\lvert \vec{L} \rvert - d(\text{Core}(\vec{K})), & \vec{K} \boxplus \vec{L} \in \mathbb{K}_{\vec{\text{Tr}}}^- \cup \mathbb{R}.
\end{cases}$$  \hspace{1cm} (167)

**Proof of Theorem 3.** Let $(\vec{K}, \vec{L}) = (\vec{\text{Tr}}(a, b, c, d), \vec{\text{Tr}}(e, f, g, h)) \in (\mathbb{K}_{\vec{\text{Tr}}}^+ \cup \mathbb{R}) \times (\mathbb{K}_{\vec{\text{Tr}}}^- \cup \mathbb{R})$. The addition $\boxplus$ is commutative. Therefore, we can restrict our considerations to the value $d(\vec{K} \boxplus \vec{L})$.

If $\vec{K} \boxplus \vec{L} \in \mathbb{K}_{\vec{\text{Tr}}}^+ \cup \mathbb{R}$ then using (143) and (159) we get
Theorem 4. \( \hat{d}(K \boxplus L) = d(K \boxplus L) = a(\hat{d}(a + \epsilon, b + f, c + g, \delta + \chi)) \\
= a(\hat{d}(a, b, c, \delta) + a(\hat{d}(a, f, g, \chi))) \\
= d(\hat{d}(a, b, c, \delta)) - d(\hat{d}(a, f, g, \chi)) \leq d(\hat{d}(a, b, c, d)) - d(\hat{d}(a, f, g, g)) = d(K) - d(Core(L)), \tag{168} \)

where
\[
(a, \epsilon) \in \{(a, e), (b, f)\}, \\
\delta + \chi = \max\{d + h, c + g\}. \tag{169}
\]

We see that condition (169) is fulfilled for any sum \( (\hat{K} \boxplus \hat{L}) \in \mathbb{K}_{\mathfrak{T}^\uparrow} \cup \mathbb{R} \).

If \( (\hat{K} \boxplus \hat{L}) \in \mathbb{K}_{\mathfrak{T}^\uparrow} \cup \mathbb{R} \), then using (143) and (159) we obtain
\[
d(\hat{K} \boxplus \hat{L}) = -a(\hat{d}(K \boxplus L)) = -a(\hat{d}(a + \epsilon, b + f, c + g, \delta + \chi)) = \\
= -a(\hat{d}(a, b, c, \delta)) - a(\hat{d}(a, f, g, \chi)) = -a(\hat{d}(a, b, c, \delta)) + d(\hat{d}(a, f, g, g)) \leq d(L) - d(Core(K)), \tag{170} \)

where
\[
(a, \epsilon) \in \{(a, e), (b, f)\}, \\
\delta + \chi = \min\{d + h, c + g\}. \tag{171} \]

We see that condition (169) is also met for any sum \( (\hat{K} \boxplus \hat{L}) \in \mathbb{K}_{\mathfrak{T}^\uparrow} \cup \mathbb{R} \).

\[ e(\hat{K} \boxplus \hat{L}) \leq \min\{e(\hat{K}), e(L)\}. \tag{172} \]

Proof of Theorem 4. As we know, we can restrict our considerations to the case \( (\hat{K}, \hat{L}) = (\hat{d}(a, b, c, d), \hat{d}(e, f, g, h)) \in (\mathbb{K}_{\mathfrak{T}^\uparrow} \cup \mathbb{R}) \times (\mathbb{K}_{\mathfrak{T}^\uparrow} \cup \mathbb{R}) \).

If \( K \boxplus L \in \mathbb{K}_{\mathfrak{T}^\uparrow} \cup \mathbb{R} \) then using (143) and (160) we get
\[
e(\hat{K} \boxplus \hat{L}) = g(\hat{d}(a + \epsilon, b + f, c + g, \delta + \chi)) = g(\hat{d}(a, b, c, \delta) + g(\hat{d}(a, f, g, \chi))) = \\
= e(\hat{d}(a, b, c, \delta)) - e(\hat{d}(a, f, g, \chi)) \leq e(\hat{d}(a, b, c, d)) - e(\hat{d}(a, f, g, g)) = \\
= e(\hat{K}) - e(\text{Core}(L)) \leq e(\hat{K}), \tag{173} \)

where the sequence \( (a, \delta, \epsilon, \chi) \) is determined by (171). Moreover, here we have
\[
(\delta + \chi - c) - g + f - (a + \epsilon - b) = \begin{cases} \\
(d + h - c) - g + f - (a + e - b), & \epsilon = e, \chi = h, \\
(\delta + \chi - c) - g + f - f, & \epsilon = f, \chi = h, \\
g - g + f - (a + \epsilon - b), & \epsilon = e, \chi = g, \\
g - g - f - f, & \epsilon = f, \chi = g. \tag{174} \end{cases} 
\]

It implies that
\[
\frac{1}{2}((\delta + \chi - c) - g + f - (a + \epsilon - b)) \leq g(\hat{d}(a, f, g, h)) \leq 0. \tag{175} \]
Therefore, we get
\[
e(K \oplus L) = g(K \oplus L) = g(\text{Tr}(b, b, c, c)) + \frac{1}{2} \cdot ((\delta + \chi - c) + g - f - (a + \varepsilon - b)) \leq\]
\[
e(\text{Core}(K)) + g(\text{Tr}(e, f, g, h)) = e(L).
\]
(176)

We see that condition (174) is fulfilled for any sum \( (K \oplus L) \in \mathbb{K}_{Tp}^+ \cup \mathbb{R} \).

If \( (K \oplus L) \in \mathbb{K}_{Tp}^- \cup \mathbb{R} \), then we have
\[
e(K \oplus L) = -g(K \oplus L) = -e(\text{Tr}(a, b, c, \delta)) + e(\text{Tr}(e, f, g, \chi)) \leq\]
\[
e(\text{Tr}(e, f, g, h)) - e(\text{Tr}(b, b, c, c)) = e(L) - e(\text{Core}(K)) = e(L),
\]
(177)

where the sequence \( (a, \delta, e, \chi) \) is determined by (173).

Moreover, then we have \( \Box(K \oplus L) \in \mathbb{K}_{Tp}^- \cup \mathbb{R} \). Therefore, by using (164), (175), and (178), we obtain
\[
e(K \oplus L) = e(\Box(K \oplus L)) = e((\Box L) \oplus (\Box K)) \leq e(\Box K) = e(\overset{\rightarrow}{K}).
\]
(178)

We see that condition (170) is also met for any sum \( (K \oplus L) \in \mathbb{K}_{Tp}^- \cup \mathbb{R} \). \( \square \)

9. Portfolio Diversification

All the results presented above may be presented in a form suitable for financial portfolio analysis. The relative benefit of the asset owning is defined as a function of the quotient of a benefit value to the asset value. The return rate and discount factor are examples of relative benefits. The value of a relative benefit of asset owning is shortly called asset benefit index.

We will consider two-assets portfolio without short positions. Then, the considered portfolio benefit index is equal to an average of the portfolio component benefit indexes. It is a typical financial model used to study the effects of portfolio diversification.

Let us consider a case when the portfolio component benefit indexes are imprecisely valued. We will consider two cases:

- Portfolio component benefit indexes are valued with the use of TrFNs \( K, L \in \mathbb{F}_{Tp} \). Then the portfolio benefit index is determined by the function \( \pi : (\mathbb{F}_{Tp})^2 \times [0, 1] \rightarrow \mathbb{F}_{Tp} \), given by the identity
  \[
  \pi(K, L, \lambda) = (\lambda \odot K) \oplus ((1 - \lambda) \odot L).
  \]
(179)

- Portfolio component benefit indexes are valued with the use of TrOFNs \( K, L \in \mathbb{K}_{Tp} \). Then the portfolio benefit index is determined by the function \( \omega : (\mathbb{K}_{Tp})^2 \times [0, 1] \rightarrow \mathbb{K}_{Tp} \), given by the identity
  \[
  \omega(K, L, \lambda) = (\lambda \oplus K) \oslash ((1 - \lambda) \oslash L).
  \]
(180)

The method of determining the parameter \( \lambda \) depends on the kind of considered relative benefits [50]. We can easily prove the following theorems:

**Theorem 5.** For any real number \( \lambda \in [0, 1] \) we have:

- For any pair \( (K, L) \in (\mathbb{K}_{Tp}^- \times \mathbb{K}_{Tp}^-) \cup ((\mathbb{K}_{Tp}^- \cup \mathbb{R}) \times (\mathbb{K}_{Tp}^- \cup \mathbb{R})) \)
  \[
d(\omega(K, L, \lambda)) = \lambda \cdot d(K) + (1 - \lambda) \cdot d(L),
  \]
(181)
e(\alpha(K, L, \lambda)) = \lambda \cdot e(K) + (1 - \lambda) \cdot e(L); \quad (182)

- For any pair \((K, L) \in ((\mathbb{K}_\mathcal{T}^+ \cup \mathbb{R}) \times \mathbb{K}_\mathcal{T}^-)\)

\[
d(\alpha(K, L, \lambda)) \leq \begin{cases} 
\lambda \cdot d(K) - (1 - \lambda) \cdot d(\text{Core}(K)), & \alpha(K, L, \lambda) \in \mathbb{K}_\mathcal{T}^+ \cup \mathbb{R}, \\
\lambda \cdot d(L) - (1 - \lambda) \cdot d(\text{Core}(K)), & \alpha(K, L, \lambda) \in \mathbb{K}_\mathcal{T}^- \cup \mathbb{R},
\end{cases}
\quad (183)

- For any pair \((K, L) \in ((\mathbb{K}_\mathcal{T}^+ \cup \mathbb{R}) \times \mathbb{K}_\mathcal{T}^-) \cup (\mathbb{K}_\mathcal{T}^+ \times (\mathbb{K}_\mathcal{T}^+ \cup \mathbb{R}))\)

\[
e(\alpha(K, L, \lambda)) \leq \min \left\{ \lambda e(K), (1 - \lambda) e(L) \right\}. \quad (184)
\]

**Proof of Theorem 5.** All the above conditions are obtained by means of replacing \(\hat{K}\) by \(\hat{K}\) and \(\hat{L}\) by \((1 - \lambda) \circ \hat{L}\). The identities \((162)\) and \((166)\) imply the identity \((183)\). The identity \((184)\) follows from \((164)\) and \((168)\). The inequality \((185)\) results from \((162)\) and \((169)\). The inequality \((174)\) together with the identity \((164)\) imply the inequality \((186)\). \(\Box\)

**Theorem 6.** For any triple \((K, L, \lambda) \in \mathbb{F}_\mathcal{T} \times \mathbb{F}_\mathcal{T} \times [0, 1]\) we have:

\[
d(\pi(K, L, \lambda)) = \lambda \cdot d(K) + (1 - \lambda) \cdot d(L), \quad (185)
\]

\[
e(\pi(K, L, \lambda)) = \lambda \cdot e(K) + (1 - \lambda) \cdot e(L). \quad (186)
\]

**Proof of Theorem 6.** Due to the existence of an isomorphism between \(\mathbb{F}_\mathcal{T}\) and \(\mathbb{K}_\mathcal{T}^+ \cup \mathbb{R}\), the inequalities result immediately from \((146)\), \((183)\), and \((184)\). \(\Box\)

The Theorem 6 shows that when we use TrFNs, portfolio diversification only averages the imprecision risk assessments. This is illustrated by the results obtained in Example 6.

**Example 6.** We consider TrFNs \(K = \text{Tr}(0, 4, 8, 12)\) and \(M = \text{Tr}(4, 10, 16, 18)\). Let us take into account the value

\[\pi(K, M, 0.5) = \text{Tr}(2, 7, 12, 15).\]

By using \((151), (154), (187)\), and \((188)\) we get

\[
d(K) = 8, \quad d(M) = 10, \quad d(\pi(K, M, 0.5)) = 9,
\]

\[
e(K) = 2, \quad e(M) = 2, \quad e(\pi(K, M, 0.5)) = 2,
\]

\[
d(K) = 8 < d(\pi(K, M, 0.5)) = 9 = 0.5 \cdot d(K) + 0.5 \cdot d(M) < 10 = d(M),
\]

\[
e(\pi(K, M, 0.5)) = 2 = 0.5 \cdot e(K) + 0.5 \cdot e(M) = e(K) = e(M).
\]

The obtained results confirm the pessimistic theses of the Theorem 6. The applied portfolio diversification only averaged the imprecision risk.

Theorem 6 shows that when we use TrOFNs, portfolio diversification may reduce the imprecision risk assessments. This is illustrated by the results obtained in Example 7.

**Example 7.** Let TrOFNs \(\hat{K} = \hat{\text{Tr}}(0, 4, 8, 12), \hat{L} = \hat{\text{Tr}}(18, 16, 10, 4)\) and \(\hat{M} = \hat{\text{Tr}}(4, 10, 16, 18)\). TrOFNs \(\hat{K}\) and \(\hat{M}\) are positively oriented. TrOFN \(\hat{L}\) is negatively oriented. Let us take into account the values
\[ \omega(\overset{\rightarrow}{K}, L, 0.5) = \text{Tr}(10, 10, 9, 8) \in \mathbb{K}_T \cup \mathbb{R}, \omega(\overset{\rightarrow}{K}, M, 0.5) = \text{Tr}(2, 7, 12, 15) \in \mathbb{K}_T \cup \mathbb{R}. \]

By using (152) and (153), we get
\[
\begin{align*}
a(\overset{\rightarrow}{K}) &= 8, \quad d(\overset{\rightarrow}{K}) = 8, \quad d(\text{Core}(\overset{\rightarrow}{K})) = 4, \\
a(\overset{\rightarrow}{L}) &= -10, \quad d(\overset{\rightarrow}{L}) = 10, \quad d(\omega(\overset{\rightarrow}{K}, L, 0.5)) = -1.5, \quad d(\omega(\overset{\rightarrow}{K}, L, 0.5)) = 1.5, \\
a(\overset{\rightarrow}{M}) &= 10, \quad d(\overset{\rightarrow}{M}) = 10, \quad a(\omega(\overset{\rightarrow}{K}, M, 0.5)) = 9, \quad d(\pi\omega(\overset{\rightarrow}{K}, M, 0.5)) = 9.
\end{align*}
\]

Therefore, from (185) we have
\[
\begin{align*}
d(\omega(\overset{\rightarrow}{K}, L, 0.5)) &= 1.5 < 3 = 0.5 \cdot d(\overset{\rightarrow}{L}) - 0.5 \cdot d(\text{Core}(\overset{\rightarrow}{K})) < 8 = \min\{d(\overset{\rightarrow}{K}), d(\overset{\rightarrow}{L})\}, \\
d(\overset{\rightarrow}{K}) &= 8 < d(\omega(\overset{\rightarrow}{K}, M, 0.5)) = 9 = 0.5 \cdot d(\overset{\rightarrow}{K}) + 0.5 \cdot d(\overset{\rightarrow}{L}) < 10 = d(\overset{\rightarrow}{L}).
\end{align*}
\]

We see that if portfolio component benefit indexes have different orientation, then portfolio diversification significantly reduces the ambiguity measure of portfolio benefit index. This reduction is impossible if asset benefit indexes are valued by TrFN. It proves that in portfolio analysis, utilizing TrOFNs is more useful than utilizing TrFNs. On the other hand, if portfolio component benefit indexes have identical orientation, then portfolio diversification only averages the ambiguity of portfolio benefit index.

By using (155) and (156), we get
\[
\begin{align*}
g(\overset{\rightarrow}{K}) &= 2, \quad \varepsilon(\overset{\rightarrow}{K}) = 2, \quad g(\overset{\rightarrow}{L}) = -2, \quad \varepsilon(\overset{\rightarrow}{L}) = 2, \quad g(\omega(\overset{\rightarrow}{K}, L, 0.5)) = -0.25 \cdot \varepsilon(\omega(\overset{\rightarrow}{K}, L, 0.5)) = 0.25, \\
g(\overset{\rightarrow}{M}) &= 2, \quad \varepsilon(\overset{\rightarrow}{M}) = 10, \quad g(\omega(\overset{\rightarrow}{K}, M, 0.5)) = 2, \quad \varepsilon(\omega(\overset{\rightarrow}{K}, M, 0.5)) = 2.
\end{align*}
\]

Therefore, from (186) and (184), we get
\[
\begin{align*}
\varepsilon(\omega(\overset{\rightarrow}{K}, L, 0.5)) &= 0.25 < 2 = \min\{\varepsilon(\overset{\rightarrow}{K}), \varepsilon(\overset{\rightarrow}{L})\}, \\
\varepsilon(\omega(\overset{\rightarrow}{K}, M, 0.5)) &= 2 = 0.5 \cdot \varepsilon(\overset{\rightarrow}{K}) + 0.5 \cdot \varepsilon(\overset{\rightarrow}{M}) = \varepsilon(\overset{\rightarrow}{K}) = \varepsilon(\overset{\rightarrow}{M}).
\end{align*}
\]

We see that if portfolio component benefit indexes have different orientation, then portfolio diversification significantly reduces the indistinctness measure of portfolio benefit index. This reduction is impossible if asset benefit indexes are valued by TrFN. It proves that in portfolio analysis, utilizing TrOFNs is more useful than utilizing TrFNs. On the other hand, if portfolio component benefit indexes have identical orientation, then portfolio diversification only averages the indistinctness measures of portfolio benefit indexes.

10. Final Conclusions

The aim of this work was to justify the expediency of developing the OFNs theory. In Section 6, we showed that algebraic structures \((\mathbb{K}, \oplus, \ominus)\) and \((\mathbb{K}, \boxplus, \boxminus)\) are not isomorphic. For this reason, OFNs and FN s should be considered as a different models of imprecision numbers. In addition, in Section 9 we showed that for portfolio analysis TrOFNs are more useful than TrFNs. This demonstrates the need to replace TrFN by TrOFN in a portfolio analysis.

We can conclude that the OFNs theory meets the requirements of the postulates formulated by Klement and Mesiar [30]. Therefore, we recommend OFNs as:

- Original research subject,
- Useful tool for modelling a real-world problems.

In this work, four functionals were proposed to assess OFN imprecision: Ambiguity index, indistinctness index, energy measure, and entropy measure. The pair of ambiguity
and indistinctness indexes is a very suitable formal tool, which may be applied for a formal analysis of properties of energy and entropy measures.

Imprecision risk is a possibility of negative consequences of taking actions under the influence of imprecise information. The pair of energy and entropy measures can be applied as two dimensional vector measure of imprecision. Section 9 gives an example of using this measure for management of financial assets portfolio. The results presented there can be directly applied to the financial portfolio model described in [10].

The results presented in the numerical example show the possibility of finding smaller dominant of a portfolio imprecision risk measure. In our opinion, the subject of further research should be a more accurate estimation of the portfolio ambiguity measure for the case when the portfolio component benefit indexes are differently oriented. Determining a more precise inequality will increase the effectiveness of ambiguity risk management.

In Section 9, it is proved that if asset benefit indexes have different orientation, then portfolio diversification reduces the imprecision ratings of portfolio benefit index. The example discussed there shows that this reduction may be significant. On the other hand, if asset benefit indexes have identical orientation, then portfolio diversification only averages the imprecision ratings of portfolio benefit index. Presumably, the differently oriented benefit indexes can play the same role in imprecision risk management, which negatively correlated return rates play in uncertainty risk management. The study of this phenomenon may constitute an interesting new research direction. It is purposeful to undertake research on the relations between diversified orientation and negative correlation of benefit indexes. Noticing such relationships should have a significant impact on risk management.
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Appendix A

If we discuss problems related to ordered fuzzy numbers (ordered FNs), Kosiński numbers (KNs), and oriented fuzzy numbers (FN), then we use implicitly an equivalency relation $\equiv$ on the space of all numerical intervals. For each such pair $(a, b) \in \mathbb{R}$ that $a \leq b$, the relation $\equiv$ is determined by following equations:

\begin{align*}
]a, b[ & \equiv ]b, a[, \\
]a, b] & \equiv ]b, a[, \\
[a, b[ & \equiv ]b, a[, \\
[a, b] & \equiv ]b, a[.
\end{align*}

(A1)  \hspace{1cm} (A2)  \hspace{1cm} (A3)  \hspace{1cm} (A4)

This relation describes such modified notation of numerical intervals that is applied for ordered FNs, KNs, and OFNs. The notation $I \equiv K$ means that "if in any sentence we replace interval $I$ by the interval $K$ then we obtain an equivalent sentence".
References

1. Dubois, D.; Prade, H. Operations on fuzzy numbers. Int. J. Syst. Sci. 1978, 9, 613–629. [CrossRef]
2. Dubois, D.; Prade, H. Fuzzy real algebra: Some results. Fuzzy Sets Syst. 1979, 2, 327–348. [CrossRef]
3. Kosinski, W.; Slezek; P. Fuzzy numbers and their quotient space with algebraic operations. Bull. Pol. Acad. Sci. 1993, 41, 285–295.
4. Kosinski, W.; Prokopowicz, P.; Slezak, D. Fuzzy Numbers With Algebraic Operations: Algorithmic Approach. In Intelligent Information Systems 2002, Proceedings of the IIS’ 2002 Symposium, Poland, 3–6 June 2002; Klopotek, M., Wierzchoń, S.T., Michalewicz, M., Eds.; Physica: Heidelberg, Germany, 2002; pp. 311–320.
5. Kosinski, W.; Prokopowicz, P.; Slezak, D. Ordered fuzzy numbers. Bull. Pol. Acad. Sci. 2003, 51, 327–339.
6. Prokopowicz, P.; Czerniak, J.; Mikolajewski, D.; A pieczonek, L.; Slezak, D. Theory and Applications of Ordered Fuzzy Number. Tribute to Professor Witold Kosiński; Studies in Fuzziness and Soft Computing, 356; Springer: Berlin, Germany, 2017.
7. Kacprzak, D. A doubly extended TOPSIS method for group decision making based on ordered fuzzy numbers. Expert Syst. Appl. 2018, 116, 243–254. [CrossRef]
8. Kacprzak, D.; Kosinski, W. Optimizing Firm Inventory Costs as a Fuzzy Problem. Stud. Log. Gramm. Rhetor. 2014, 37, 89–105. [CrossRef]
9. Kacprzak, D.; Kosinski, W.; Kosinski, W.K. Financial Stock Data and Ordered Fuzzy Numbers. In Proceedings of the Artificial Intelligence and Soft Computing: 12th International Conference IEEE, Piscataway, NJ, USA, 9–13 June 2013; pp. 259–270. [CrossRef]
10. Łyczkowska-Hanckowiak, A.; Piatecki, K. Present value of portfolio of assets with present values determined by trapezoidal ordered fuzzy numbers. Oper. Res. Decis. 2018, 28, 41–56. [CrossRef]
11. Piatecki, K. Expected return rate determined as oriented fuzzy number. In Proceedings of the Second International Conference Mathematical Methods in Economics Conference Proceedings; Pražák, P., Ed.; Gaudeamus, University of Hradec Králové: Hradec Králové, Czech Republic, 2017; pp. 561–565.
12. Rudnik, K.; Kacprzak, D. Fuzzy TOPSIS method with ordered fuzzy numbers for flow control in a manufacturing system. Appl. Soft Comput. 2016, 52. [CrossRef]
13. Prokopowicz, P.; Pedrycz, W. The Directed Compatibility Between Ordered Fuzzy Numbers—A Base Tool for a Direction Sensitive Fuzzy Information Processing. In International Conference on Artificial Intelligence and Soft Computing, Proceedings of the 14th International Conference, ICAISC 2015, Poland, 14–18 June 2015; Springer: Cham, Switzerland, 2015; pp. 249–259. [CrossRef]
14. Roszkowska, E.; Kacprzak, D. The fuzzy SAW and fuzzy TOPSIS procedures based on ordered fuzzy numbers. Inf. Sci. 2016, 369, 564–584. [CrossRef]
15. Prokopowicz, P. The Directed Inference for the Kosinski’s Fuzzy Number Model. In Proceedings of the Second International Afro-European Conference for Industrial Advancement AECLA 2015. Advances in Intelligent Systems and Computing; Abbaham, A., Wegryn-Wolska, K., Hassanien, A., Snaesl, V., Alimi, A., Eds.; Springer: Cham, Switzerland, 2016; Volume 427. [CrossRef]
16. Prokopowicz, P.; Mikolajewski, D. OFN-Based Brain Function Modeling. In Theory and Applications of Ordered Fuzzy Numbers, Studies in Fuzziness and Soft Computing; Springer: Berlin/Heidelberg, Germany, 2018. [CrossRef]
17. Prokopowicz, P. The use of Ordered Fuzzy Numbers for modelling changes in dynamic processes. Inf. Sci. 2019, 470. [CrossRef]
18. Apiecionok, L.; Czerniak, J.M.; Dobrosielski, W.; Ewald, T. Fuzzy Logic Load Balancing for Cloud Architecture Network—a Simulation Test. In Advances in Fuzzy Logic and Technology 2017; Springer: Berlin/Heidelberg, Germany, 2018. [CrossRef]
19. Zarzycki, H.; Apiecionok, L.; Czerniak, J.M.; Dobrosielski, W.; Ewald, T. The Proposal of Fuzzy Observation and Detection of Massive Data DDOS Attack Threat. In Uncertainty and Imprecision in Decision Making and Decision Support: New Challenges, Solutions and Perspectives; Springer: Berlin/Heidelberg, Germany, 2021. [CrossRef]
20. Kosinski, W. On fuzzy number calculus. Int. J. Appl. Math. Comput. Sci. 2006, 16, 51–57.
21. Piatecki, K. Revision of the Kosinski’s Theory of Ordered Fuzzy Numbers. Axioms 2018, 7, 16. [CrossRef]
22. Piatecki, K. Relation “Greater than or Equal to” between Ordered Fuzzy Numbers. Appl. Syst. Innov. 2019, 2, 26. [CrossRef]
23. Piatecki, K.; Roszkowska, E. On application of ordered fuzzy numbers in ranking linguistically evaluated negotiation offers. Adv. Fuzzy Syst. 2018. [CrossRef]
24. Łyczkowska-Hanckowiak, A. Sharpe’s Ratio for Oriented Fuzzy Discount Factor. Mathematics 2019, 7, 272. [CrossRef]
25. Piatecki, K.; Roszkowska, E.; Łyczkowska-Hanckowiak, A. Simple Additive Weighting Method Equipped with Fuzzy Ranking of Evaluated Alternatives. Symmetry 2019, 11, 482. [CrossRef]
26. Piatecki, K.; Roszkowska, E.; Łyczkowska-Hanckowiak, A. Impact of the Orientation of the Ordered Fuzzy Assessment on the Simple Additive Weighted Method. Symmetry 2019, 11, 1104. [CrossRef]
27. Piatecki, K.; Łyczkowska-Hanckowiak, A. Representation of Japanese Candlesticks by Oriented Fuzzy Numbers. Econometrics 2020, 8, 1. [CrossRef]
28. Wójcicka, A.; Łyczkowska-Hanckowiak, A.; Piatecki, K. Application of the SAW Method in Credit Risk Assessment. In Contemporary Trends and Challenges in Finance: Proceedings from the 5th Wroclaw International Conference in Finance, 20th ed.; Springer: Berlin/Heidelberg, Germany, 2020. [CrossRef]
29. Łyczkowska-Hanckowiak, A. On Application Oriented Fuzzy Numbers for Imprecise Investment Recommendations. Symmetry 2020, 12, 1672. [CrossRef]
30. Klement, E.P.; Mesiar, R. L-Fuzzy Sets and Isomorphic Lattices: Are All the “New” Results Really New? Mathematics 2018, 6, 146. [CrossRef]
31. Łukasiewicz, J. Interpretacja liczbowa teorii zdania. Ruch Filoz. 1922, 7, 92–93.
32. Borkowski, L. (Ed.) Selected Works by Jan Łukasiewicz; North-Holland: Amsterdam, The Netherlands; Polish Scientific Publishers: Warsaw, Poland, 1970.
33. Zadeh, L.A. Fuzzy sets. *Inf. Control* 1967, 8, 338–353. [CrossRef]
34. Menger, K. Probabilistic geometry. *Proc. Natl. Acad. Sci. USA* 1951, 37, 226–229. [CrossRef] [PubMed]
35. Menger, K. Ensembles flous et fonctions aléatoires. *C. R. Acad. Sci. Paris Sér. A* 1951, 232, 2001–2003. (In French)
36. Klaua, D. Über einen Ansatz zur mehrwertigen Mengenlehre. *Monatsb. Deutsch. Akad. Wiss.* 1965, 7, 859–867. (In German)
37. Klaua, D. Einbettung der klassischen Mengenlehre in die mehrwertige. *Monatsb. Deutsch. Akad. Wiss.* 1967, 9, 258–272. (In German)
38. Gottwald, S. An early approach toward graded identity and graded membership in set theory. *Fuzzy Sets Syst.* 2010, 161, 2369–2379. [CrossRef]
39. Zadeh, L.A. The concept of a linguistic variable and its application to approximate reasoning. Part I. Information linguistic variable. *Expert Syst. Appl.* 1975, 9, 301–357. [CrossRef]
40. Zadeh, L.A. The concept of a linguistic variable and its application to approximate reasoning. Part II. *Inf. Sci.* 1975, 8, 301–357. [CrossRef] [PubMed]
41. Zadeh, L.A. The concept of a linguistic variable and its application to approximate reasoning. Part III. *Inf. Sci.* 1975, 8, 43–80. [CrossRef]
42. Delgado, M.; Vila, M.A.; Voxman, W. On a canonical representation of fuzzy numbers. *Fuzzy Sets Syst.* 1998, 93, 125–135. [CrossRef]
43. Goetschel, R.; Voxman, W. Elementary fuzzy calculus. *Fuzzy Sets Syst.* 1986, 18, 31–43. [CrossRef]
44. Klir, G.J. Developments in uncertainty-based information. *Adv. Comput.* 1993, 36, 255–332. [CrossRef]
45. De Luca, A.; Termini, S. Entropy and Energy Measures of Fuzzy Sets. In *Advances in Fuzzy Set Theory and Applications*; Gupta, M.M., Ragade, R.K., Yager, R.R., Eds.; North-Holland: Amsterdam, The Netherlands, 1979; pp. 321–338.
46. De Luca, A.; Termini, S. A definition of a nonprobabilistic entropy in the setting of fuzzy sets theory. *Inf. Control* 1972, 20, 301–312. [CrossRef]
47. Piasecki, K. Some remarks on axiomatic definition of entropy measure. *J. Intell. Fuzzy Syst.* 2017, 33, 1945–1952. [CrossRef]
48. Kosko, B. Fuzzy entropy and conditioning. *Inf. Sci.* 1986, 40, 165–174. [CrossRef]
49. Piasecki, K.; Siwek, J. Two-Asset Portfolio with Triangular Fuzzy Present Values—An Alternative Approach. In *Contemporary Trends in Accounting, Finance and Financial Institutions*; Choudhry, T., Mizerka, J., Eds.; Springer: Cham, Switzerland, 2018. [CrossRef]
50. Piasecki, K.; Siwek, J. Multi-asset portfolio with trapezoidal fuzzy present values. *Stat. Rev.* 2018, 65, 183–199. [CrossRef]
51. Pedrycz, W.; Gottwald, S.; Czogała, E. Measures of fuzziness and operations with fuzzy sets. *Stochastica* 1982, 6, 187–205.