Abstract

Although vital to computer vision systems, few-shot action recognition is still not mature despite the wide research of few-shot image classification. Popular few-shot learning algorithms extract a transferable embedding from seen classes and reuse it on unseen classes by constructing a metric-based classifier. One main obstacle to applying these algorithms in action recognition is the complex structure of videos. Some existing solutions sample frames from a video and aggregate their embeddings to form a video-level representation, neglecting important temporal relations. Others perform an explicit sequence matching between two videos and define their distance as matching cost, imposing too strong restrictions on sequence ordering. In this paper, we propose Compromised Metric via Optimal Transport (CMOT) to combine the advantages of these two solutions. CMOT simultaneously considers semantic and temporal information in videos under Optimal Transport framework, and is discriminative for both content-sensitive and ordering-sensitive tasks. In detail, given two videos, we sample segments from them and cast the calculation of their distance as an optimal transport problem between two segment sequences. To preserve the inherent temporal ordering information, we additionally amend the ground cost matrix by penalizing it with the positional distance between a pair of segments. Empirical results on benchmark datasets demonstrate the superiority of CMOT.

1. Introduction

The ability to learn with limited data is important, especially when data collection is difficult. In computer vision systems, it may be impossible to obtain abundant images of rare targets, restricting the application of image classification [49], object detection [46, 19] and image segmentation [28]. Action recognition means recognizing a human action from a video containing complete action execution [22], which is another non-negligible technology in computer vision. It extends over many real-world applications, from human-computer interaction to video surveillance and information retrieval [16]. Reducing the demand for training instances in action recognition is critical owing to the high expense of gathering annotated videos.

Few-shot learning aims to endow a learner with the ability to recognize new classes from a small number of labeled examples. Directly training a model with limited instances easily falls into the dilemma of over-fitting. Thus, we often assume that another large related dataset containing seen classes is available, and the target is to classify unseen classes given a few annotated instances. Among few-shot learning algorithms, metric-based algorithms have achieved promising results [44, 37, 31, 49]. These methods try to learn a generalizable embedding function from seen classes and reuse it to measure instance distances or similarities on unseen classes. We can build a metric-based classifier (e.g., nearest neighbour classifier) to make predictions with assistance of the learned embedding function. Although successful in few-shot image classification, the aforementioned algorithms are not especially designed for video data, making it hard to reuse them in few-shot action recognition.

Some existing methods are direct extensions from few-
shot image classification algorithms [3, 1, 4]. They first obtain semantic representations of video frames (or video segments) by a CNN (or 3DCNN), and then aggregate the sequence of vectors into a single video embedding. The simplest aggregation function is average pooling [7], which naively sums up the vectors in the sequence. Attention is also widely used when aggregating segment representations [12, 51]. By considering the similarities between segments, attention can output a weighted sum of segment features. However, these aggregation-based methods ignore the long-term temporal relations between segments, resulting in a sub-optimal measurement of video distances. Consider two different actions, i.e., moving an object from left to right and moving an object from right to left. Since the aggregation process neglects the ordering of segments, the distance between these two actions will be small, which is harmful to the performance of classifier. Figure 1 (upper right part) is an illustration of aggregation-based methods.

To overcome this issue, researchers have proposed to explicitly match two videos by aligning their segment sequences without obtaining video-level representations. In OTAM [6], the authors use Dynamic Time Warping (DTW) to find the best alignment between two sequences and define the distance between them as the alignment cost. As shown in Figure 1 (bottom right part), this kind of matching-based methods ensures that the long-term ordering information is considered during the computation of video distances. For example, if we inverse the frame sequence of a video to generate a new video, the matching cost between them will be large and OTAM tends to predict them as different classes. This characteristic helps to differ actions that are sensitive to long-term ordering (e.g., aforementioned left2right and right2left). However, for actions that are irrelevant to temporal ordering but sensitive to content, OTAM may work badly owing to DTW’s strong restriction on matching rules.

From the above introduction about two kinds of methods, we can see that they are complementary. Aggregation-based methods focus on semantic information while matching-based methods emphasize temporal ordering. Actually, both semantic and temporal information should be considered in few-shot action recognition. In this paper, we propose Compromised Metric via Optimal Transport (CMOT), which simultaneously compares two videos’ content difference and ordering difference to give a compromised measurement under Optimal Transport (OT) framework [43, 9]. CMOT balances semantic and temporal information in videos, achieving competitive performance in both content-sensitive tasks and ordering-sensitive tasks.

In CMOT, we first sample several segments from a video, and get their embeddings by 3DCNN [41, 8] to form a sequence of content representations. Given two videos, we can compute the semantic cost matrix between their content representations. To preserve the inherent temporal ordering information, we additionally amend the semantic cost matrix by penalizing it with the positional distance between a pair of segments. To be specific, the cost between two segments at relatively far positions (e.g., the first segment of a video and the last segment of another one) will be enlarged. Performing OT on such a fused cost matrix induces an optimal transportation plan between two videos based on both semantic and temporal information. We then take the transportation cost as two videos’ distance, and build a metric-based classifier to optimize the 3DCNN.

We demonstrate the superiority of balancing semantic and temporal information in a synthetic experiment. CMOT also achieves competitive performance on several benchmark datasets, e.g., UCF-101 [38], HMDB-51 [23], and SMSM-V2 [13]. Our contributions are threefold:

- We jointly consider semantic and temporal information.
- We formulate the distance between two videos as transportation cost, and encapsulate the OT algorithm into metric-based few-shot learning framework.
- We empirically demonstrate the effectiveness of CMOT on synthetic experiment and action recognition datasets.

2. Related Work

Meta-Learning. Meta-Learning [40] aims at extracting task-level experience from seen data, while generalizing the learned meta-knowledge to unseen tasks efficiently. It acts as one main tool for few-shot learning. Meta-learning algorithms can be classified into three categories based on what kind of meta-knowledge they catch. Memory-based methods [14, 35, 30] use external memory to facilitate task learning. Optimization-based methods [10, 27, 32, 45, 34] try out some optimization strategies and accelerate the training process of unseen tasks. Our proposed method falls into the remaining category, metric-based algorithms [44, 37, 25, 21, 49, 31, 26, 36, 17], which offer a shared embedding for instances from new tasks. Metric-based methods are suitable for video problems because they are more efficient than others. In our proposed CMOT, two videos’ distance is defined as the optimal transportation cost based on a fused cost matrix. We further encapsulate the OT algorithm into the metric-based meta-learning framework to make the whole model differentiable [50].

Few-Shot Action Recognition. Following the idea of memory-based meta-learning, CMN [53] learns several key-value pairs to represent a video in a large space. Apart from CMN, most of the existing few-shot action recognition algorithms follow the idea of metric-based meta-learning. They extract a generalizable video metric on previous seen tasks, and transfer it to unseen new tasks. This line of methods can be classified into two categories,
i.e., aggregation-based methods and matching-based methods. Both of these two kinds of methods first sample frames or segments from a video and get their content representations, but aggregation-based methods generate a video-level representation for distance calculation by pooling [7, 24, 47, 54, 1, 5], adaptive fusion [11, 4], dynamic images [39], or attention [3, 51, 12] while matching-based methods explicitly align two sequences and define distance between videos as their matching cost by DTW [6] or other matching strategies. Aggregation-based methods focus on semantic contents while matching-based methods emphasize temporal ordering, and our proposed CMOT simultaneously considers two aspects to form a compromised metric.

3. Preliminary

In this section, we will describe two basic components of our proposed method. Firstly, we will introduce the problem setting of few-shot learning, and present a simple solution by transferring the embedding function [37]. Secondly, we give a concise review of optimal transport [43, 9].

3.1. Few-Shot Learning

Few-shot learning means learning from limited examples. In action recognition scenario, an $N$-way $K$-shot task is composed of $N$ classes and $K$ training videos per class. Another testing set sampled from the same $N$ classes is provided to evaluate the classifier. In few-shot learning literature, the small training set of each task is referred as support set $S = \{ (x_i, y_i) \}_{i=1}^{NK}$ and the testing set is called query set $Q = \{ (x_j, y_j) \}_{j=1}^{NQ}$. That is, a task $T$ is defined as $T = (S, Q)$. We assume that each video $x$ is composed of $M$ segments $x = [x^1, \ldots, x^m, \ldots, x^M]$, and each segment $x^m$ contains a certain number of consecutive frames.

Researchers often utilize meta-learning to tackle few-shot action recognition problems. A key idea in meta-learning is to mimic meta-testing process in meta-training phase. Since the learned meta-model is intended for $N$-way $K$-shot classification tasks, we sample episodic $N$-way $K$-shot tasks from meta-training set $D^{tr}$ (composed of SEEN classes) to optimize our model. The main target is to extract knowledge from sampled tasks and reuse it when a new task comes. In meta-testing phase, $N$-way $K$-shot tasks are sampled from a meta-testing set $D^{ts}$ (composed of UNSEEN classes) to evaluate model performance. Figure 2 gives an illustration of this protocol.

A simple solution is to meta-learn an embedding function $\phi$, which maps an input video segment $x^m$ to a vectorial representation $\phi(x^m)$. With a bit abuse of notations, we denote by $\phi(x)$ the sequence of embedded segments $[\phi(x^1), \ldots, \phi(x^m), \ldots, \phi(x^M)]$. In a meta-training task $T^{tr}$, the label of a query video $x_j$ could be determined by its mean distance to videos belonging to each class in the support set $S^{tr}$ as shown in the following two equations.

$$p(\hat{y}_j = n|x_j) = \frac{\exp \{-\text{DIS}(\phi(x_j); n)\}}{\sum_{n'=1}^{N} \exp \{-\text{DIS}(\phi(x_j); n')\}}$$

$$\text{DIS}(\phi(x_j); n) = \frac{1}{K} \sum_{(x_i, y_i) \in S^{tr} \land y_i = n} \text{dis}(\phi(x_i), \phi(x_j))$$

Cross-entropy loss is optimized on all sampled tasks.

$$\min_{\phi} \sum_{T^{tr}} \sum_{(x_j, y_j) \in Q^{tr}} - \log p(\hat{y}_j = y_j|x_j)$$

After meta-training phase, we apply the learned embedding function $\phi$ to $N$-way $K$-shot tasks $T^{ts}$ sampled from $D^{ts}$.

Obviously, the distance function $\text{dis}(. , .)$ will influence the model performance to a great extent. Aggregation-based methods [51] define $\text{dis}(. , .)$ as the Euclidean distance between aggregated video representations, i.e., $\text{dis}_{\text{AGG}}(\phi(x_i), \phi(x_j)) = ||\text{AGG}(\phi(x_i)) - \text{AGG}(\phi(x_j))||_2$ where AGG is an aggregation function like average pooling. Important temporal relations in $\phi(x_i)$ and $\phi(x_j)$ are neglected. Matching-based methods [6] define $\text{dis}(. , .)$ as the matching cost between two sequences $\phi(x_i)$ and $\phi(x_j)$, i.e., $\text{dis}_{\text{MAT}}(\phi(x_i), \phi(x_j)) = \text{MAT}(\phi(x_i), \phi(x_j))$. By performing sequence alignment algorithm such as DTW, matching-based methods find a strictly progressive route from the first segment to the last segment, imposing too strong restrictions on the ordering of videos. In CMOT, we specially design a distance function that combines two methods under a unifying OT framework.
3.2. Optimal Transport

The theory of optimal transport defines a geometry to compare measures supported on metric probability spaces [2]. It finds a best matching between two distributions to minimize the transportation cost given a cost matrix, based on which we can define a distance between these two distributions. OT is used in many applications, e.g., semantic correspondence analysis [29], unsupervised domain adaptation [48], and label distribution learning [52]. In this paper, we focus on discrete optimal transport.

**Definition 1 (Transportation Plan)** For two discrete distributions \( \mu, \nu \in \Delta_d \) where \( \Delta_d = \{ \alpha \in \mathbb{R}_+^d | \alpha^T 1_d = 1 \} \) is the set of d-dimensional probability simplexes, let \( \Pi(\mu, \nu) \) be the set of transport polytopes, which contains all legal transportation plans from \( \mu \) to \( \nu \).

\[
\Pi(\mu, \nu) = \{ T \in \mathbb{R}_+^{d \times d} | T 1_d = \mu, T^T 1_d = \nu \} \tag{4}
\]

**Definition 2 (Optimal Transport)** Given a cost matrix \( C \in \mathbb{R}^{d \times d} \), the total cost of mapping from \( \mu \) to \( \nu \) using transportation plan \( T \) can be quantified as \( \langle T, C \rangle \). The distance between \( \mu \) and \( \nu \) is defined as an OT problem.

\[
\eta_C \triangleq \min_{T \in \Pi(\mu, \nu)} \langle T, C \rangle \tag{5}
\]

The optimization problem defined in Equation (5) is a classic optimal transport formulation. However, solving such a problem is computationally expensive. According to [9], adding an entropy regularization term to the transport object gives rise to a smoothed version of the underlying problem. This makes the objective function strictly convex, and we have efficient algorithms to solve it.

**Definition 3 (Sinkhorn Distance)** Define the entropy of \( T \) as \( \mathcal{H}(T) = -\sum_{i=1}^{d} \sum_{j=1}^{d} T_{ij} \log(T_{ij}) \). By solving a smoothed version of optimal transport problem, we have the Sinkhorn distance between \( \mu \) and \( \nu \).

\[
\eta_C \triangleq \min_{T \in \Pi(\mu, \nu)} \langle T, C \rangle - \frac{1}{\lambda} \mathcal{H}(T) \tag{6}
\]

**Theorem 1 (Sinkhorn Algorithm [9])** Define matrix \( G = \exp(\lambda C) \) as the element-wise exponential of \( \lambda C \). The optimizer \( T^* \) of problem Equation (6) can be represented as the following form, where vector \( u \) and \( v \) can be obtained by an iterative algorithm \( u \leftarrow \mu \otimes (Gv), v \leftarrow \nu \otimes (G^t u) \).

Refer to the supplement for proof and more details.

\[
T^* = \text{diag}(u) G \text{diag}(v) \tag{7}
\]

4. Main Approach

In this section, we will describe our proposed CMOT. Firstly, we will introduce segment descriptor for extracting content representations, and then show how to use optimal transport to measure the semantic gap between two videos. Secondly, we add a soft restriction on video ordering by penalizing the ground cost matrix with positional distance between a pair of segments. We show that semantic and temporal information can be jointly considered in a unifying framework. Finally we formulate the entire CMOT.

4.1. Semantic Matching

In this part, we will describe how to use optimal transport to match the contents of two videos. After extracting segment embeddings by 3DCNN [41, 8], we formulate the semantic distance between two videos as the optimal transportation cost between their segment sequences.

**Segment Descriptor.** As we know, a video describing an action may be split into several segments, each of which corresponds to a sub-action. Studying the short-term sub-actions benefits to the recognition of human motions. In CMOT, we assume all the videos at hand have similar lengths, and each video \( x \) can be represented by a series of ordered segments, i.e., \( x = [x^1, \cdots, x^m, \cdots, x^M] \). With assistance of a 3DCNN \( \phi \), we are able to embed a short segment \( x^m \) to a \( D \)-dimensional vector \( \phi(x^m) \). Thus, the entire video is represented as \( [\phi(x^1), \cdots, \phi(x^m), \cdots, \phi(x^M)] \).

With a bit abuse of notations, we denote the transformed segment sequence of length \( M \) by \( \phi(x) \).

**How to transport between videos?** Following the thoughts in Section 3, now we need to design a distance function \( \text{dis}(\cdot, \cdot) \) to measure the semantic gap between two segment sequences. First of all, we introduce a probabilistic viewpoint of instance generation, which is widely adopted by machine learning society. For example, in NLP, a sentence can be defined as a probability distribution over words [18]. Here we define each video as a distribution over segments, and then use Sinkhorn distance Equation (6) to measure the dissimilarity between two videos. The cost matrix can be obtained by computing Euclidean distances between segment features. To summarize, the semantic distance between two videos \( x_1 \) and \( x_2 \) are formalized as Equation (8) and Equation (9), where \( \mu_1 \) and \( \mu_2 \) are segment distributions of \( x_1 \) and \( x_2 \) respectively. Without any prior knowledge, we can set \( \mu_1 \) and \( \mu_2 \) as \( M \)-dimensional uniform distribution. If we know that some segment are

\[1\mathbb{R}_+ \text{ is the set of non-negative real numbers.}
\[2\otimes \text{mean element-wise division.}
\[3\text{For simplicity we assume all the videos have } M \text{ segments, but our method can handle videos that have different numbers of segments without any modification.}
The purpose of considering long-term relations is to ensure that a segment in \( x_1 \) is mapped to a segment in \( x_2 \) at near positions. This helps to differ actions that are sensitive to orderings. For example, consider two actions: moving an object from left to right (left2right) and moving an object from right to left (right2left). If we ignore the ordering of sub-actions and only focus on video contents, these two actions will not be separated easily. In OTAM [6], the authors proposed to use DTW to align two videos. DTW is a dynamic programming algorithm and is strictly progressive in time dimension. That is, for two segments \( x_1^p \) and \( x_2^q \) in video \( x_1 \), if \( x_1^p \) is located before \( x_2^q \), it must be mapped to a segment in video \( x_2 \) before the target segment of \( x_1^p \). This characteristic imposes too strong restrictions on the ordering of videos, and is harmful to the robustness of the learned distance metric. In this paper, we define a positional cost matrix \( C^{\text{PO}} \) as Equation (18), whose value increases with the relative positional distance \( \left( \frac{p}{M} - \frac{q}{M} \right)^2 \). Here \( \sigma \) is a hyper-parameter.

\[
C_{pq}^{\text{PO}} = \exp \left( -\frac{1}{\sigma^2} \left( \frac{p}{M} - \frac{q}{M} \right)^2 + 1 \right), \forall p, q \in [M] \tag{10}
\]

Similar to Equation (8), we can further define two videos’ positional distance as Equation (11).

\[
dis^{\text{PO}}(x_1, x_2) = \min_{T \in \Pi(\mu_1, \mu_2)} \langle T, C^{\text{PO}} \rangle - \frac{1}{\lambda} H(T) \tag{11}
\]

Obviously, \( C^{\text{PO}} \) imposes a soft regularization on the ordering of videos by assigning a larger transportation cost between distant segments.

### 4.3. CMOT Framework

In this subsection, we show that semantic matching and temporal matching can be unified under a single OT problem, and give the formal expression of CMOT.

**Compromised Distance Metric.** By simultaneously considering semantic contents and temporal orderings, we can easily come up with a compromised distance function, \( i.e., \), the weighted sum of \( \text{dis}^{\text{SE}}(\cdot, \cdot) \) and \( \text{dis}^{\text{PO}}(\cdot, \cdot) \):

\[
\text{dis}(x_1, x_2) = \text{dis}^{\text{SE}}(x_1, x_2) + \alpha \text{dis}^{\text{PO}}(x_1, x_2) \tag{12}
\]

In Equation (12), \( \alpha \) is a hyper-parameter balancing the importance of two parts. By the linearity of matrix inner-production, we can rewrite the distance in Equation (12) as the following OT problem.

\[
\text{dis}(x_1, x_2) = \min_{T \in \Pi(\mu_1, \mu_2)} \langle T, C \rangle - \frac{1}{\lambda} H(T) \tag{13}
\]

s.t. \( C = C^{\text{SE}} + \alpha C^{\text{PO}} \)
We now summarize the formal expression of Objective. For an N-way K-shot task $T_{tr} = (S^{tr}, Q^{tr})$ sampled from meta-training set $D^{tr}$, the label of query instance $x_j$ is predicted as Equation (14) and Equation (15).

$$p(y_j = n | x_j) = \frac{\exp \{-\text{DIS}(x_j; n)\}}{\sum_{n'=1}^{N} \exp \{-\text{DIS}(x_j; n')\}} \tag{14}$$

$$\text{DIS}(x_j; n) = \frac{1}{K} \sum_{(x_i, y_j) \in S^{tr} ; y_i = n} \text{dis}(x_i, x_j) \tag{15}$$

Here $\text{dis}(x_i, x_j)$ is defined as Equation (12), i.e., Sinkhorn distance based on fused cost matrix. The main objective of CMOT is shown as Equation (16).

$$\min_{\phi} \sum_{T_{tr} \sim D^{tr}} \sum_{(x_j, y_j) \in Q^{tr}} - \log p(y_j = y_j | x_j)$$

s.t. $$\text{dis}(x_i, x_j) = \min_{T \in \Pi(\mu_i, \mu_j)} \langle T, C \rangle - \frac{1}{\lambda} \mathcal{H}(T) \tag{16}$$

$$C = C^{SE} + \alpha C^{PO}$$

Figure 3 shows the whole framework of CMOT.

5.1. Semantic-Temporal Trade-off

Settings. The most important advantage of CMOT is the ability to simultaneously consider semantic and temporal information. Moreover, we can achieve a trade-off between them by tuning hyper-parameter $\alpha$. To show this, we specially design a synthetic experiment in this part by reversing the frame sequences of videos. To be specific, we have a new video $\hat{x}$ by reversing video $x$, and consider two different label assignments. (1) Content-Dominated. We assign the same label to $\hat{x}$ as $x$. Some actions are not sensitive to frame ordering. For example, when reversing a video showing “talk”, we still get a “talk”. (2) Ordering-Dominated. We assign a new label to $\hat{x}$. Some actions have totally different meanings after being reversed. Intuitively, in the first setting, matching-based methods like OTAM won’t work well. OTAM tries to find a strictly progressive matching between segment sequences, but now there exist two inverse videos with a same label, making it impossible for OTAM to pull them close in the metric space. In the second setting, aggregation-based methods will fail. Since typical aggregation-based methods generate a video-level representation by pooling and neglect the temporal information, they can’t differ two videos with same frames but different orderings. However, our proposed CMOT can jointly consider semantic contents and temporal orderings, and it can achieve good performances in both settings.

Datasets. We conduct this synthetic experiment on HMDB-51. Firstly, we split HMDB-51 into meta-training, meta-validation, and meta-testing set. They contain 31, 10, and 10 classes respectively. After that, we reverse videos in meta-validation set and meta-testing set to obtain new instances and assign labels to them. In Content-Dominated setting, a reversed video has a same label as its raw version, and the total number of classes in meta-validation set and meta-testing set keeps unchanged. In Ordering-Dominated setting, we assign new labels to reversed videos. Thus, the total number of classes in both meta-validation set and meta-testing set comes to 20.

Results. We implement an aggregation-based method TARN [3] and a matching-based method OTAM [6]. We train these two models and our proposed CMOT on the meta-training set of HMDB-51, and test them on different meta-testing set. We show the testing accuracy on two different meta-testing set in Table 1. As expected, aggregation-based method fails the Ordering-Dominated setting while matching-based method fails the Content-Dominated setting. Our proposed method works well in both two settings, verifying the effectiveness of semantic-temporal trade-off.

|          | Content-Dominated | Ordering-Dominated |
|----------|-------------------|--------------------|
|          | 5-way 1-shot       | 5-way 1-shot       |
| TARN [3] | 45.0 ± 0.4         | 33.2 ± 0.3         |
| OTAM [6] | 36.1 ± 0.4         | 46.3 ± 0.5         |
| CMOT     | 53.2 ± 0.6         | 49.4 ± 0.4         |

Table 1: Average accuracies (%) with 95% confidence intervals on tasks sampled from two different meta-testing sets.
Table 2: Average accuracies (%) with 95% confidence intervals on tasks sampled from meta-testing set of UCF-101, HMDB-51, and SMSM-V2. Best results are in bold. Red values are results from re-implementation. Black values are results cited from papers. For methods that use 3DCNN backbone, we re-implement them with pre-trained C3D. For methods that use CNN backbone, we re-implement them with ResNet-50 [15] pre-trained on ImageNet [33].

Table 3: Statistics about three benchmark datasets.

5.2. Benchmark Evaluation

Datasets. UCF-101 [38], HMDB-51 [23], and SMSM-V2 [13] are three widely used datasets for action recognition. In our experiments, we re-sample and split them into meta-training set, meta-validation set, and meta-testing set to fit few-shot learning setting following [51, 6]. Some statistics about these datasets are shown in Table 3. More information can be found in the supplement.

Implementation Details. As in many previous papers [24, 51, 1, 3], we use C3D [41] pre-trained on Sports-1M [20] as the embedding network for segment representations. For each video, we uniformly sample $M = 4$ segments, each of which contains 16 consecutive frames. Since we have no prior knowledge on these videos, the target distribution $\mu$ in Equation (16) is set to a 4-dimensional uniform distribution for all videos. In meta-training phase, we randomly sample 20000 episodes from meta-training set. In meta-testing phase, we sample 1000 episodes from meta-testing set, and report the average test accuracies with 95% confidence intervals. More implementation details can be found in the supplementary material.

Results. We compare our proposed CMOT to other few-shot action recognition methods. These methods can be classified into two categories, i.e., aggregation-based methods and matching-based methods. We summarize experiment results in Table 2. CMOT achieves state-of-the-art performance in most cases. ITA [5] achieves best result on 5-way 5-shot UCF-101, and this method utilizes an implicit segment alignment and considers temporal information to some extent, verifying that it is beneficial to incorporate sequence matching in few-shot action recognition. Different from UCF-101 and HMDB-51, SMSM-V2 dataset contains actions that are sensitive to temporal ordering, e.g., putting something on a surface, moving something from left to right. Thus, matching-based method (OTAM) achieves the highest performance among all the comparison methods. Our proposed CMOT simultaneously considers video contents and temporal information and outperforms OTAM.

Visualization of Transportation. A key component in CMOT is optimal transport based on fused cost matrix $C$. It is necessary to check whether this module can output a reasonable matching based on both semantic and temporal information. Figure 4 shows the transportation matrix between two videos sampled from UCF-101. We can see that segments with similar semantics are matched (first and second segments in two videos), and segments at same position are matched. This means the transportation plan generated by CMOT jointly considers video contents and orderings.

5.3. Further Analyses

Ablation Study. In this part, we evaluate the effectiveness of each module in CMOT. We sample tasks from HMDB-51 to evaluate several variants of CMOT. We summarize experiment results in Table 4. By removing optimal transport...
Table 4: Average test accuracies (%) with 95% confidence intervals of several variants on HMDB-51. OT stands for optimal transport. PO means positional cost matrix. C3D + LSTM means using an LSTM to capture temporal relations in segment features generated by C3D. C3D + DTW means using DTW to align segment sequences, which is similar to OTAM (different embeddings).

| Model     | OT | PO | 5-way 1-shot | 5-way 5-shot |
|-----------|----|----|--------------|--------------|
| 0         | ×  | ×  | 63.4 ± 0.3   | 79.4 ± 0.3   |
| 1         | ✓  | ×  | 64.9 ± 0.2   | 79.2 ± 0.1   |
| C3D + LSTM| ×  | ×  | 51.8 ± 0.4   | 70.0 ± 0.3   |
| C3D + DTW | ×  | ×  | 62.6 ± 0.4   | 77.3 ± 0.2   |
| CMOT      | ✓  | ✓  | 66.9 ± 0.5   | 81.5 ± 0.4   |

Table 5: Average test accuracies (%) with 95% confidence intervals for different $\lambda$ values. Best results are in bold. Blue: we choose $\lambda = 7 \times \text{med}(C)$ in our experiments where $\text{med}(\cdot)$ is medium value operator.

| $\lambda$ | UCF-101 | HMDB-51 |
|-----------|---------|---------|
| 5 x med   | 89.0 ± 0.3 | 65.2 ± 0.2 |
| 7 x med   | 90.4 ± 0.4 | 95.7 ± 0.3 |
| 9 x med   | 89.4 ± 0.3 | 95.1 ± 0.5 |

Figure 5: Average test accuracies (%) on 5-way 1-shot tasks sampled from UCF-101 and SMSM-V2. We try different $\alpha$ values. Hyper-parameter $\alpha$ has relatively small influence on UCF-101 since it is a coarse-grained dataset. However, for SMSM-V2, we should pay more attention to long-term temporal ordering to obtain a higher accuracy.

6. Conclusion

In this paper, we propose Compromised Metric via Optimal Transport (CMOT), a new framework that jointly considers video contents and temporal relations in few-shot action recognition. Different from existing methods that either focus on semantic information by aggregation or emphasize temporal information by sequence alignment, we simultaneously take two aspects into account within a single OT problem. CMOT defines two videos’ distance as the transportation cost between their segment sequences based on a fused cost matrix, and then predicts the label using a metric-based meta-learning method. On several benchmark datasets, CMOT achieves state-of-the-art results.
Algorithm 1 Algorithm flow for solving Sinkhorn problem.

Require: Cost matrix $C$, target distribution $\mu$ and $\nu$, smoothing parameter $\lambda$.
Compute $G = \exp(-\lambda C)$.
Initialize $u$ and $v$.
repeat
Compute $u = \mu \odot (Gv)$.
Compute $v = \nu \odot (G^T u)$.
until Convergence
Compute $T^* = \text{diag}(u)G\text{diag}(v)$.

Appendix A: Review of CMOT

CMOT is designed for few-shot action recognition problems. It jointly considers semantic and temporal information in videos and unites them in an Optimal Transport (OT) framework. In this section, we will first give a concise review of CMOT, and then discuss several details.

Algorithm Review

CMOT belongs to metric-based meta-learning methods [21, 44, 37, 25, 49]. These algorithms often meta-learn an embedding function from meta-training set, and then reuse the learned representation on meta-testing set. Obviously, a key point in applying these methods to few-shot action recognition is the design of distance metric function. In few-shot action recognition, it is more difficult to measure the distance between videos than images owing to the complex temporal structures.

Existing few-shot action recognition algorithms can be classified into two categories, i.e., aggregation-based methods and matching-based methods. Both of these two kinds of methods first sample frames or segments from a video and get their content representations, but aggregation-based methods generate a video-level representation for video and get their content representations, but aggregation-based methods impose a strict regulation on video orderings. For tasks that are sensitive to video orderings, we are supposed to set a smaller $\sigma$.

Positional Cost Matrix

In order to capture long-term temporal relations in videos, CMOT additionally penalize the semantic cost matrix with relative distances between segments, as shown in Equation (18). This means the transportation cost between distant segments will be enlarged, encouraging OT algorithm to assign a lower value to the corresponding transportation plan.

$$C_{pq}^{PO} = \exp \left\{ -\frac{1}{\sigma^2} \left( \frac{p}{M} - \frac{q}{M} \right)^2 + 1 \right\}, \forall p, q \in [M]$$

In Equation (18), $\sigma$ is a hyper-parameter that rescales the values in positional cost matrix. We check the influence of $\sigma$ on UCF-101 dataset. The results are shown in Figure 6. We can see that $\sigma$ has a non-neglectable influence on model performance. A larger $\sigma$ makes the distribution of values in $C$ smoother, weakening the impact of temporal relations between segment sequences. For tasks that are sensitive to video orderings, we are supposed to set a smaller $\sigma$.

Positional cost matrix can be defined as other formulations. For example, we can borrow the idea of positional encoding [42], and defines the transportation cost between two segments as the difference between their positional encodings. Assuming that a video is composed of $M$ segments and the dimension of positional encoding is $D$, there are two commonly used positional encodings:

- Uniform Positional Encodings. $P_{md} = \frac{m}{M}, \forall m \in [M], \forall d \in [D]$. 

Sinkhorn Algorithm

An important step in computing video distances with CMOT is solving the OT problem in Equation (17).

$$\text{dis}(x_1, x_2) = \min_{T \in \Pi(\mu_1, \mu_2)} \langle T, C \rangle - \frac{1}{\lambda} H(T)$$

subject to $C = C^{SE} + \alpha C^{PO}$.

Here $C^{SE}$ is the semantic cost matrix and $C^{PO}$ is the positional cost matrix. $\mu_1$ and $\mu_2$ are target distributions for two videos, and we empirically set them as uniform $M$-dimensional distributions. OT problem is not easy to solve, but by adding an entropy term $\frac{1}{\lambda} H(T)$, we make the objective function smoother and have efficient numerical algorithms [9] as shown in Algorithm 1.

After executing Algorithm 1, we obtain a ‘closed form’ of optimal transportation plan $T^* = \text{diag}(\mu_1)G\text{diag}(\mu_2)$, and can differentiate the transportation cost w.r.t. cost matrix $C$. The learnable parameters contained in 3DCNN can be updated by sub-gradient descent.
Table 6: Average accuracies (%) with 95% confidence intervals on tasks sampled from meta-testing set of UCF-101 and HMDB-51. Best results are in bold. Our proposed positional cost matrix achieves best results.

Table 7: Average test accuracies (%) on 5-way 1-shot tasks and 5-way 5-shot tasks sampled from SMSM-V2. We try three different sampling strategies.

Appendix B: Experiment Details

Datasets

In this paper, we use three action recognition benchmark datasets, i.e., UCF-101 [38], HMDB-51 [23], and SMSM-V2 [13] to evaluate CMOT and comparison methods. We split each dataset into meta-training set, meta-validation set, and meta-testing set to fit few-shot learning setting. UCF-101 contains 101 classes while HMDB-51 contains 51 classes. These two datasets contain coarse-grained actions.
that are more sensitive to video contents. SMSM-V2 contains 100 classes, and is composed of fine-grained actions like ‘moving something from left to right’. Table 8, Table 9, and Table 10 show detailed split of these three datasets.

**Implementation Details**

In this section, we give more implementation details of CMOT. As in many previous works [24, 51, 1, 3], we use C3D [41] pre-trained on Sports-1M [20] as the embedding network for frame segment. For each video, we uniformly sample $M = 4$ segments, each of which contains 16 consecutive frames. The target distribution $\mu$ is set to an $M$-dimensional uniform distribution for all videos. In meta-training phase, we randomly sample 20000 episodes from meta-training set. In meta-testing phase, we sample 10000 episodes from meta-testing set. For an $N$-way $K$-shot task, we sample 1 video for each class to form the query set. We use SGD optimizer to train the model. The initial learning rate for pre-trained segment descriptor is set to 0.001, and the initial learning rate for other parameters is set to 0.01. Two learning rates are decreased by 0.2 after every 2000 episodes. As indicated in the paper, smoothing hyper-parameter $\lambda$ is set to 0.001, and the fused cost matrix. Hyper-parameter $\sigma$ is set as 0.4, 0.4, and 0.8 for UCF-101, HMDB-51, and SMSM-V2 respectively. Hyper-parameter $\alpha \cdot med(\cdot)$ is the medium value operator and $\text{med}(\cdot)$ is the fused cost matrix.
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