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1 Introduction

The study of BPS counting and BPS algebras [1] has been very active in the past few decades. In the case of non-compact Calabi-Yau (CY) threefolds, especially when they afford a toric description, various techniques have been developed involving quivers [2, 3], brane tilings [4–7] and crystal melting [8–10].

In [11, 12], the quiver Yangians were constructed as BPS algebras for type IIA string theory on toric CY threefolds from the crystal melting model. The realization of quiver Yangians should also incorporate the wall crossing phenomena [13, 14]. The crystal configurations for different chambers have also been studied such as in [15–17]. In particular, the quiver Yangians were extended to the shifted quiver Yangians in [18] which provides a nice framework for the study of wall crossing and closed/open BPS states counting problems.
The quiver Yangians should have intimate relations with cohomological Hall algebras (CoHAs) [19] and certain vertex operator algebras (VOAs) [20–23], as well as other Yangian algebras in literature. It is expected that the positive part of the quiver Yangian is the CoHA for the corresponding CY threefold. On the other hand, the quiver Yangian for \( \mathbb{C}^3 \), which is essentially the affine Yangian \( \widehat{\mathfrak{gl}}_1 \), is isomorphic to the universal enveloping algebra of \( W_1^{1+\infty} \) algebra, was then studied in [24, 25]. In particular, this should play a crucial role in the study of the higher spin symmetry structure in the tensionless limit of string theory in AdS\(_3\) as the dual CFT contains a \( W_\infty \) symmetry algebra [26–29]. The supersymmetric extension, namely the \( W_{1+\infty}^{N=2} \) algebra, was then studied in [20, 30–33]. This supersymmetric version of the \( W \) algebra contains two commuting \( W_{1+\infty} \) algebras and can be constructed from gluing the two subalgebras with extra fermionic or bosonic generators (see also [17]). Hence, its representation theory can be nicely encoded by the twin plane partitions. Later in [22, 23], the matrix extensions known as the \( W_{M|N\times\infty} \) algebras were constructed for generalized conifolds. For all such \( W \) algebras, their truncations are believed to give rise to various VOAs that are associated to gauge theories supported on certain divisors in the CY\(_3\). Moreover, \( W_{M|N\times\infty} \) should emerge from the Drinfeld double of the CoHA corresponding to the CY\(_3\). Thus, the quiver Yangians for generalized conifolds are expected to be closely related to the \( W_{M|N\times\infty} \) algebras. See also [34, 35] for summaries of recent developments on relevant topics.

Given a quiver \( Q \) with superpotential \( W \) associated to a toric CY, let us denote the sets of nodes and arrows as \( Q_0 \) and \( Q_1 \) respectively. Such quiver theory can be used to describe the supersymmetric quantum mechanics on the D-branes, where the BPS states arise from the \( D_p \)-branes wrapping holomorphic \( p \)-cycles of the CY\(_3\) in the type IIA compactification setting. The crystal melting model can then be thought of as the 3d uplift of the (periodic) quiver, where each atom in the crystal corresponds to a gauge node in the quiver while the bifundamental/adjoint arrows are chemical bonds. Moreover, the atoms associated to different gauge nodes have different “colours”.

More concretely, we shall choose an initial atom \( \sigma \) in the periodic quiver. All the other atoms are placed at the nodes in the periodic quiver level by level along the arrows. As the paths connecting two fixed atoms should be equivalent in the crystal, we have the path algebra defined modulo F-term relations, that is, \( \mathbb{C}Q/\langle \partial W \rangle \).

The molten crystal configurations which correspond to the BPS states are obtained following the crystal melting rule. An atom \( a \) is in the molten crystal \( \mathcal{C} \) if there exists an arrow \( I \in Q_1 \) such that \( I \cdot a \in \mathcal{C} \). This equivalently states that the complement of the molten crystal is an ideal of the path algebra. As we will review shortly, the generators of the quiver Yangian have natural actions on the molten crystal configurations.

On the other hand, as the name suggests, the quiver Yangian should enjoy an \( \mathcal{R} \)-matrix formalism [36, 37]. The \( \mathcal{R} \)-matrix can be defined by considering a set of vector spaces \( \mathcal{F}_i \) and the operator-valued functions \( \mathcal{R}_{\mathcal{F}_i,\mathcal{F}_j}(u) \in \text{End}(\mathcal{F}_i \otimes \mathcal{F}_j)(u) \). Here, \( u \) is the spectral parameter and the \( \mathcal{R} \)-matrix should satisfy the Yang-Baxter (YB) equation

\[
\mathcal{R}_{12}(u)\mathcal{R}_{13}(u+v)\mathcal{R}_{23}(v) = \mathcal{R}_{23}(v)\mathcal{R}_{13}(u+v)\mathcal{R}_{12}(u),
\]

where \( \mathcal{R}_{12} := \mathcal{R}_{\mathcal{F}_1,\mathcal{F}_2} \otimes 1_{\mathcal{F}_3} \). Henceforth, we shall slightly abuse the notation and simply write
$\mathcal{R}_{\mathcal{F}_i,\mathcal{F}_j}$ as $\mathcal{R}_{ij}$. Now, consider the tensor product of the Fock spaces, $\mathcal{F}_1(u_1) \otimes \cdots \otimes \mathcal{F}_n(u_n)$, and choose an auxiliary space $\mathcal{F}_0 \in \{\mathcal{F}_i\}$. We can define the operator

$$T_0(u) = \mathcal{R}_{0n}(u - u_n) \ldots \mathcal{R}_{01}(u - u_1).$$

(1.2)

The YB equation then implies the $\mathcal{RTT}$ relation

$$\mathcal{R}_{ij}(u - v)T_i(u)T_j(v) = T_j(v)T_i(u)\mathcal{R}_{ij}(u - v).$$

(1.3)

More rigorously, following [37], we should start with an integral domain $\mathbb{K} \supset \mathbb{Q}$ with $\otimes = \otimes_\mathbb{K}$ and $\text{End} = \text{End}_\mathbb{K}$. Then the Maulik-Okounkov (MO) Yangian acts on $F_i(u_i) := \mathcal{F}_i \otimes \mathbb{K}[u_i]$ for some free $\mathbb{K}$-module $\mathcal{F}_i$, or more generally on the tensor product $\bigotimes_i \mathcal{F}_i(u_i) = \bigotimes_i \mathcal{F}_i \otimes \mathbb{K}[u_1, \ldots, u_n]$. Given a quiver $Q$, the modules $F_i$ can be identified with certain equivariant cohomologies of the Nakajima quiver variety.

The precise relation between quiver Yangians and MO Yangians is still not clear, but they should be different for the same quiver $Q$. For $\mathbb{C} \times \mathbb{C}^2 / \mathbb{Z}_n$ whose quiver Yangian is $\mathcal{Y}(\hat{gl}_n)$, as it is the tripled quiver\(^1\) $\hat{Q}$ of the affine A-type quiver $Q$, we conjecture that its quiver Yangian $\mathcal{Y}_Q$ is isomorphic to the MO Yangian of $Q$. This is consistent with the conjecture in [38] regarding their positive parts.

For the $\mathbb{C}^3$ case, the construction of MO $\mathcal{R}$-matrix and its connection to certain Yangian algebras have been well-studied in various literature such as [25, 37, 39]. In this note, we shall make an attempt to generalize this story although the discussions here would be very basic and there are still many problems to study for future works.

The paper is organized as follows. In section 2, we review some basic concepts and properties for quiver Yangians that would be important for further discussions. In section 3, we will introduce the YB algebras for arbitrary quivers (mainly symmetric) and consider their $\mathcal{R}$-matrices. In section 4, we will mostly focus on generalized conifolds and discuss the relations of the quiver Yangians with some other Yangian algebras in literature. We will also show that certain quiver Yangians are actually generated by finitely many generators, which might shed light on the discussions on $\mathcal{R}$-matrices in section 3. In section 5, we will have a brief study on $\mathcal{W}_{M|N \times \infty}$ and contemplate the intertwiners from Miura transformations. Nevertheless, the general connection/map between (the generators of) the quiver Yangians/YB algebras and the $\mathcal{W}$ algebras would still require further study. In section 6, we will mention some future directions. As a special family of toric CY threefolds, in appendix A, we recall the construction of quivers for generalized conifolds. We give more examples of the computations of $\mathcal{R}$-matrices in appendix B.

## 2 Quiver Yangians

Let us first briefly review the concept of quiver Yangians as introduced in [11]. Given a quiver $Q = (Q_0, Q_1)$ with superpotential $W$, its quiver Yangian $\mathcal{Y}_{Q,W}$ is generated by the

---

\(^1\)Given a quiver $Q$, its tripled quiver is defined as follows. We first construct its doubled quiver $\overline{Q} = (Q_0, Q_1 \sqcup Q_1^*)$ where an arrow $f^*$ in the opposite direction is added for each $f \in Q_1$. Then the tripled quiver $\hat{Q}$ is obtained by adding a self-loop $\omega_a$ to each node $a$. It has (super)potential $W = \sum \omega_a [X, X^*]$. 

---
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modes $e_i^{(a)}, f_i^{(a)}$ and $\psi_j^{(a)}$ ($a \in Q_0$, $i \in \mathbb{N}$, $j \in \mathbb{Z}$)\(^2\) satisfying the relations
\begin{align}
\left[\psi_n^{(a)}, \psi_m^{(b)}\right] &= 0, \\
\left[e_n^{(a)}, f_m^{(b)}\right] &= \delta_{ab}\psi_{n+m}^{(a)}, \\
\sum_{k=0}^{[b-a]} (-1)^{[b-a]k} \sigma_{[b-a]-k}^{b-a} \left[\psi_n^{(a)} e_m^{(b)}\right]_k &= \sum_{k=0}^{[a-b]} \sigma_{[a-b]-k}^{a-b} \left[e_n^{(a)} \psi_m^{(b)}\right]_k, \\
\sum_{k=0}^{[b-a]} (-1)^{[b-a]k} \sigma_{[b-a]-k}^{b-a} \left[e_n^{(a)} e_m^{(b)}\right]_k &= \sum_{k=0}^{[a-b]} \sigma_{[a-b]-k}^{a-b} \left[\psi_n^{(a)} \psi_m^{(b)}\right]_k, \\
\sum_{k=0}^{[b-a]} (-1)^{[b-a]k} \sigma_{[b-a]-k}^{b-a} \left[f_n^{(a)} \psi_m^{(b)}\right]_k &= \sum_{k=0}^{[a-b]} \sigma_{[a-b]-k}^{a-b} \left[\psi_n^{(a)} f_m^{(b)}\right]_k, \\
\sum_{k=0}^{[b-a]} (-1)^{[b-a]k} \sigma_{[b-a]-k}^{b-a} \left[f_n^{(a)} f_m^{(b)}\right]_k &= \sum_{k=0}^{[a-b]} \sigma_{[a-b]-k}^{a-b} \left[\psi_n^{(a)} f_m^{(b)}\right]_k.
\end{align}

The notations require some explanation. The bracket $[-,-]$ is the super bracket, that is, anti-commutator for two fermionic modes and commutator otherwise. In a quiver, the nodes with (without) adjoint loops are bosonic (fermionic) such that $|[a]| = 0$ ($|[a]| = 1$). Then $e_i^{(a)}$ and $f_i^{(a)}$ have the $\mathbb{Z}_2$-grading same as the corresponding node $a$ while $\psi_j^{(a)}$ is always bosonic. We use $a \rightarrow b$ to denote the set of arrows from $a$ to $b$, and the total number is $|a \rightarrow b|$. For each edge $I \in Q_1$, we assign a weight/charge $\tilde{c}_I$ to it, and $\sigma_k^{a-b}$ is the $k$th symmetric sum of $\tilde{c}_I$ for all $I \in a \rightarrow b$. Moreover, we have
\begin{align}
[A_n B_m]_k := \sum_{l=0}^{k} (-1)^l \binom{k}{l} A_{n+k-l} B_{m+l}, \quad [B_m A_n]_k := \sum_{l=0}^{k} (-1)^l \binom{k}{l} B_{m+l} A_{n+k-l}.
\end{align}

For toric CYs, as the superpotential can be unambiguously determined for a given quiver, we shall sometimes abbreviate $Y_{Q,W}$ as $Y_Q$ or even $Y$ if it would not cause confusions.

To correctly recover the counting of crystal configurations/BPS states, we need to further mod out the Serre relations. A general expression of the Serre relations for any quiver Yangian is not known. For generalized conifolds, the Serre relations read
\begin{align}
\text{Sym}_{n_1,n_2} \left[ e_{n_1}^{(a)}, e_{n_2}^{(a)}, e_{m}^{(a)\pm 1}\right] &= 0, \quad \text{Sym}_{n_1,n_2} \left[ f_{n_1}^{(a)}, f_{n_2}^{(a)}, f_{m}^{(a)\pm 1}\right] = 0,
\end{align}
for $|[a]| = 0$, and
\begin{align}
\text{Sym}_{n_1,n_2} \left[ e_{m_1}^{(a)}, e_{m_2}^{(a+1)}, e_{m_2}^{(a)}, e_{m_2}^{(a-1)}\right] &= 0, \quad \text{Sym}_{n_1,n_2} \left[ f_{m_1}^{(a)}, f_{m_2}^{(a+1)}, f_{m_2}^{(a)}, f_{m_2}^{(a-1)}\right] = 0
\end{align}
for $|[a]| = 1$. The Yangian algebra after the quotient of the Serre relations is also called the reduced quiver Yangian. However, in this note, as we will mainly focus on the Yangian algebra with Serre relations included, we shall simply refer to it as the quiver Yangian $Y$. Thus, the quiver Yangian for the generalized conifold defined by $xy = z^{M,N}$ is essentially the affine Yangian $\mathfrak{g}l_{(M,N)}$.

\(^2\)In this paper, we have the convention $\mathbb{N} = \mathbb{Z}_{\geq 0}$. 
We can then introduce the currents
\[
\psi^{(a)}(u) := \sum_{n=0}^{\infty} \frac{\psi_n^{(a)}}{u^{n+1}}, \quad \psi^{(a)}(u) := \sum_{n=0}^{\infty} \frac{\psi_n^{(a)}}{u^{n+1}}.
\]

In the molten crystal, \( \psi^{(a)}(u) \) (\( \psi_n^{(a)} \)) creates atoms in the configuration while \( f^{(a)}(u) \) (\( f_n^{(a)} \)) annihilates atoms. Moreover, \( \psi^{(a)}(u) \) contains all the Cartan modes \( \psi_n^{(a)} \). It was shown in [11] that for toric CYs without compact divisors (or more generally, any symmetric quivers), \( \psi_n^{(a)} = 0 \) and \( \psi^{(a)} = 1 \).

We may then write the relations in terms of the currents as
\[
\left[\psi^{(a)}(u), f^{(b)}(v)\right] = \frac{\delta_{ab}}{u - v} \psi^{(a)}(u) - \psi^{(b)}(v) + \ldots,
\]

where
\[
g_{ba}(u - v) = \prod_{i=1}^{\mid a-b\mid} (z + \epsilon_{ba,i}), \quad g_{ab}(z) := \prod_{i=1}^{\mid b-a\mid} (z - \epsilon_{ba,i}).
\]

The ellipses indicate the local terms in the sense of [39] as they would not contribute when we compute the contour integrals to recover most of the mode relations.\footnote{More specifically, when applying the contour integral \( \oint_{\partial \mathcal{C}} \hat{m} u^n v^m \) with \( m, n \geq 0 \) (or taking the formal mode expansion), these terms do not contribute as they have zero residues. However, they would affect the results for relations such as \( \left[\psi^{(a)}(u), \psi^{(b)}(v)\right] \) which has \( m = -1 \). See for instance [39] for some explicit examples.}

By analyzing how the atoms in the molten crystal configuration can be added and removed, we can write down the action of the currents on any crystal state \( |\mathcal{C}\rangle \). Consider an atom \( a \) of colour \( a \) that can be added to (removed from) the molten crystal according to the melting rule. Then we shall use the notation \( a \in \mathcal{C}_+ \ (a \in \mathcal{C}_-) \) such that \( |\mathcal{C}\rangle \) would...
become $|\mathcal{C} + a\rangle (|\mathcal{C} - a\rangle)$ after the corresponding action. Suppose the initial atom $a$ in the crystal has colour $o = 1$. We have [11]

$$
\varphi^{(a)}(u)|\mathcal{C}\rangle = \Psi^{(a)}_c(u)|\mathcal{C}\rangle, 
$$
(2.19)

$$
\epsilon^{(a)}(u)|\mathcal{C}\rangle = \sum_{a \in \mathcal{C}_+} \pm \sqrt{-(-1)^{(a)}\text{Res}_{\epsilon(a)} \Psi^{(a)}_c(u)} \frac{|u - \tilde{\epsilon}(a)\rangle}{u - \tilde{\epsilon}(a)} |\mathcal{C} + a\rangle, 
$$
(2.20)

$$
f^{(a)}(u)|\mathcal{C}\rangle = \sum_{a \in \mathcal{C}_-} \pm \sqrt{\text{Res}_{\epsilon(a)} \Psi^{(a)}_c(u)} \frac{|u - \tilde{\epsilon}(a)\rangle}{u - \tilde{\epsilon}(a)} |\mathcal{C} - a\rangle, 
$$
(2.21)

where

$$
\Psi^{(a)}_c(u) := \frac{u + C}{u} \prod_{b \in Q_0} \prod_{b \in \mathcal{C}} \phi^{b \rightarrow a}(u - \tilde{\epsilon}(b)), 
$$
(2.22)

$$
\phi^{b \rightarrow a}(u) = \prod_{I \in a \rightarrow b} \frac{(u + \tilde{\epsilon}_I)}{(u - \tilde{\epsilon}_I)}, 
$$
(2.23)

$$
\tilde{\epsilon}(a) = \sum_{I \in \text{path}(a \rightarrow \text{c})} \tilde{\epsilon}_I. 
$$
(2.24)

Here, $C$ is some numerical constant known as the vacuum charge.\(^4\) The ± signs in the actions depend on the statistics of the algebra. Moreover, the charge assignment $\tilde{\epsilon}_I$ should be compatible with the superpotential.\(^5\) Therefore, the coordinate parameters $\tilde{\epsilon}_I$ of the arrows should satisfy the loop constraint

$$
\sum_{I \in L} \tilde{\epsilon}_I = 0, 
$$
(2.25)

for any closed loop $L$ in the periodic quiver. It turns out that the number of coordinate parameters is given by

$$
|Q_1| - |Q_2| - 1 = |Q_0| + 1, 
$$
(2.26)

where $Q_2$ denotes the faces of the periodic quiver, or equivalently, the monomial terms in the superpotential.

There are quite a few properties for the quiver Yangians discussed in [11]. Here, we shall only mention one feature that would be important in the following discussions. As pointed out in [11], there is a mixing of global and gauge symmetries associated to each node, and this would cause shifts of $\tilde{\epsilon}_I$. One can then introduce a gauge fixing condition to get rid of this shift. This is known as the vertex constraint:

$$
\sum_{I \in a} \text{sgn}_a(I) \tilde{\epsilon}_I = 0, 
$$
(2.27)

\(^4\)For toric CY without compact 4-cycles, it can be identified as the central term $\sum_{a \in Q_0} \psi^{(a)}_0$.

\(^5\)This means that $\tilde{\epsilon}_I$ can be viewed as charges under a global symmetry of the quiver quantum mechanics, and this charge constraint is the only role that the superpotential plays in the definition of $Y$. 
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where the sign function \( \text{sgn}_a(I) \) is equal to +1 (−1) when the arrow \( I \) starts from (ends at) the node \( a \), and 0 otherwise. As an overall \( U(1) \) symmetry decouples, the total number of the vertex constraints is \( |Q_0| - 1 \). Together with the \( |Q_0| + 1 \) loop constraints, we are then left with two independent parameters\(^6\) denoted as \( \epsilon_{1,2} \). It would also be convenient to introduce a third parameter \( \epsilon_3 \) such that \( \epsilon_1 + \epsilon_2 + \epsilon_3 = 0 \).

\[ \text{3 Yang-Baxter algebras and } \mathcal{R}\text{-matrices} \]

In [39, 40], the MO \( \mathcal{R} \)-matrices were constructed using the \( \mathcal{RTT} \) relation and some current algebras known as the Yang-Baxter algebras for \( \mathfrak{gl}_1 \) and \( \mathfrak{gl}_2 \). In this section, we shall first define the YB algebras for general quivers.

\[ \text{3.1 Yang-Baxter algebras} \]

Given a quiver \( Q \), the YB algebra \( \mathbb{YB}_Q \) is defined by the generators \( h_i^{(a)} \), \( c_i^{(a)} \), \( f_i^{(a)} \) and \( \psi_j^{(a)} \) \((a \in Q_0, i \in \mathbb{N}, j \in \mathbb{Z})\) subject to the relations

\[ \begin{align*}
[h_n^{(a)}, h_m^{(b)}] &= [h_n^{(a)}, \psi_m^{(b)}] = 0, \quad (3.1) \\
[h_n^{(a)}, \psi_m^{(b)}] &= \delta_{ab} \epsilon_3 \sum_{k=0}^n h_{n-k-1}^{(a)} e_{m+k}^{(b)}, \quad (3.2) \\
[f_m^{(b)}, h_n^{(a)}] &= \delta_{ab} \epsilon_3 \sum_{k=0}^n f_{m+k}^{(b)} h_{n-k-1}^{(a)}, \quad (3.3) \\
[\psi_n^{(a)}, \psi_m^{(b)}] &= 0, \quad (3.4) \\
[e_n^{(a)}, f_m^{(b)}] &= -\delta_{ab} \psi_{n+m+n}, \quad (3.5) \\
\sum_{k=0}^{[b \rightarrow a]} (-1)^{[b \rightarrow a]-k} \sigma_{[b \rightarrow a]-k}^{[b \rightarrow a]} \left[ \psi_n^{(a)} \psi_m^{(b)} \right]_k &= \sum_{k=0}^{[a \rightarrow k]} \sigma_{[a \rightarrow b]-k}^{[a \rightarrow b]} \left[ e_n^{(b)} e_m^{(a)} \right]_k, \quad (3.6) \\
\sum_{k=0}^{[b \rightarrow a]} (-1)^{[b \rightarrow a]-k} \sigma_{[b \rightarrow a]-k}^{[b \rightarrow a]} \left[ e_n^{(a)} e_m^{(b)} \right]_k &= (-1)^{[a \rightarrow b]} \sum_{k=0}^{[a \rightarrow b]} \sigma_{[a \rightarrow b]-k}^{[a \rightarrow b]} \left[ e_n^{(b)} e_m^{(a)} \right]_k, \quad (3.7) \\
\sum_{k=0}^{[b \rightarrow a]} (-1)^{[b \rightarrow a]-k} \sigma_{[b \rightarrow a]-k}^{[b \rightarrow a]} \left[ f_m^{(b)} \psi_n^{(a)} \right]_k &= \sum_{k=0}^{[a \rightarrow b]} \sigma_{[a \rightarrow b]-k}^{[a \rightarrow b]} \left[ \psi_n^{(a)} f_m^{(b)} \right]_k, \quad (3.8) \\
\sum_{k=0}^{[b \rightarrow a]} (-1)^{[b \rightarrow a]-k} \sigma_{[b \rightarrow a]-k}^{[b \rightarrow a]} \left[ f_m^{(b)} f_n^{(a)} \right]_k &= (-1)^{[a \rightarrow b]} \sum_{k=0}^{[a \rightarrow b]} \sigma_{[a \rightarrow b]-k}^{[a \rightarrow b]} \left[ f_n^{(a)} f_m^{(b)} \right]_k, \quad (3.9)
\end{align*} \]

Serre relations. \( \quad (3.10) \)

As we can see, the relations among \( e_i^{(a)}, f_i^{(a)} \) and \( \psi_j^{(a)} \) are exactly the same as the ones for their namesakes in the quiver Yangian \( \mathbb{Y}_Q \) except the extra minus sign in the \( e f \) relation. Moreover, similar to \( \psi_j^{(a)} \), the modes \( h_i^{(a)} \) are Cartan modes and are always bosonic for any

\[ \text{\( n \) These two coordinate parameters, along with the R-symmetry, give the \( U(1)^3 \) isometry of the toric CY threefold.} \]
node \(a\). Denoting the subalgebra of \(\text{YB}\) generated by \(e_i^{(a)}, f_i^{(a)}\) and \(\psi_j^{(a)}\) as \(\text{YB}_0\), it is then straightforward to see that given a quiver \(Q\), the map

\[
\rho : Y \to \text{YB}_0, \quad e_i^{(a)} \mapsto e_i^{(a)}, \quad -f_i^{(a)} \mapsto f_i^{(a)}, \quad \psi_i^{(a)} \mapsto \psi_i^{(a)}
\]

is an isomorphism.\(^7\) In general, the \(\text{YB}\) algebra is strictly larger than the quiver Yangian. For instance, \(Y(\hat{\mathfrak{gl}}_1)\) is the factorization of the \(\text{YB}\) algebra for \(\mathbb{C}^3\) over its centre as shown in [39]. In the remaining of this section (section 3), we shall always refer to \(f\) as the generators for the \(\text{YB}\) algebra.

We may then write the currents

\[
h^{(a)}(u) = 1 + \sum_{n=0}^{\infty} \frac{h_n^{(a)}}{u^{n+1}}, \quad e^{(a)}(u) = \sum_{n=0}^{\infty} \frac{e_n^{(a)}}{u^{n+1}}, \quad f^{(a)}(u) = \sum_{n=0}^{\infty} \frac{f_n^{(a)}}{u^{n+1}}, \quad \psi^{(a)}(u) = \sum_{n\in \mathbb{Z}} \frac{\psi_n^{(a)}}{u^{n+1}}
\]

In particular, we can define \(h_{-1}^{(a)} = 1\). In terms of currents, the relations read

\[
[h^{(a)}(u), h^{(b)}(v)] = [h^{(a)}(u), \psi^{(b)}(v)] = 0,
\]

\[
(u - v - \delta_{ab} \epsilon_3) h^{(a)}(u)e^{(b)}(v) = (u - v) e^{(b)}(v) h^{(a)}(u) - \delta_{ab} \epsilon_3 h^{(a)}(u) e^{(b)}(v),
\]

\[
(u - v - \delta_{ab} \epsilon_3) f^{(b)}(v) h^{(a)}(u) = (u - v) h^{(a)}(u) f^{(b)}(v) - \delta_{ab} \epsilon_3 f^{(b)}(v) h^{(a)}(u),
\]

as well as those for \(e^{(a)}(u), f^{(a)}(u)\) and \(\psi^{(a)}(u)\) being the same as in quiver Yangians (with minus signs correspondingly added due to different conventions of \(f\)). Again, the terms involving only the parameter \(u\) are called local terms.

**Remark 1.** Instead of introducing an \(h^{(a)}(u)\) for each node \(a\), we could also consider a single current \(h(u)\) such that \(h(u) := \prod_{a \in Q_b} h^{(a)}(u)\) with mode expansion \(h(u) = \sum_{n=-1}^{\infty} \frac{h_n}{u^{n+1}}\) (where \(h_{-1} = 1\)). This would slightly alter the definition of \(\text{YB}\), but the relations would still be very similar. We can simply remove the factors \(\delta_{ab}\) (and of course also the superscripts in \(h\)) to get both the mode and current relations for \(h\).

More generally, especially for CY\(_3\) with compact 4-cycles, we may also introduce negative modes for \(h^{(a)}(u)\) (or \(h(u)\)) in the definition of \(\text{YB}\) algebra just like \(\psi^{(a)}(u)\). This might be more convenient when discussing the relations between \(\text{YB}\) and \(Y\). However, for our purpose here (especially for symmetric quivers without negative \(\psi_j^{(a)}\) modes), it suffices to consider \(h^{(a)}(u)\) with modes \(n \geq -1\).

As the quiver Yangians have crystal representations, we may also find how \(\text{YB}\), or more specifically \(h^{(a)}(u)\), would act on the crystals. This can be done with the help of the actions of other generators. Write \(h^{(a)}(u)|\mathcal{C}\) = \(h^{(a)}|\mathcal{C}\) for an arbitrary crystal configuration \(\mathcal{C}\). Using the \(he\) relation, we have

\[
(u - v - \delta_{ab} \epsilon_3) h^{(a)}(u)e^{(b)}(v)|\mathcal{C} = \left( (u - v) e^{(b)}(v) h^{(a)}(u) - \delta_{ab} \epsilon_3 h^{(a)}(u) e^{(b)}(u) \right) |\mathcal{C}.
\]

\(^7\)The case for \(\mathbb{C}^3\) was proven in [41].
where we have used 

\begin{equation}
(u - v - \delta_{ab}\epsilon_3)h^{(a)}(u) \sum_{b \in \mathcal{C} \in \mathcal{C}'} \frac{\text{Num}(b)}{v - \tilde{\epsilon}(b)} |\mathcal{C} + b\rangle,
\end{equation}

(3.17)

where the numerator in the action of $e^{(b)}$ is denoted as $\text{Num}(b)$. The explicit expression can be found in section 2, but it is not important here. This yields

\begin{equation}
(u - v - \delta_{ab}\epsilon_3) \sum_{b \in \mathcal{C}} \frac{\text{Num}(b)}{v - \tilde{\epsilon}(b)} h^{(a)}_{\mathcal{C} + b} |\mathcal{C} + b\rangle = (u - v) \sum_{b \in \mathcal{C}} \frac{\text{Num}(b)}{v - \tilde{\epsilon}(b)} h^{(a)}_{\mathcal{C}} - \delta_{ab}\epsilon_3 \sum_{b \in \mathcal{C}} \frac{\text{Num}(b)}{u - \tilde{\epsilon}(b)} h^{(a)}_{\mathcal{C} + b}. \tag{3.18}
\end{equation}

In other words,

\begin{equation}
(u - v - \delta_{ab}\epsilon_3) \frac{\text{Num}(b)}{v - \tilde{\epsilon}(b)} h^{(a)}_{\mathcal{C} + b} = (u - v) \frac{\text{Num}(b)}{v - \tilde{\epsilon}(b)} h^{(a)}_{\mathcal{C}} - \delta_{ab}\epsilon_3 \frac{\text{Num}(b)}{u - \tilde{\epsilon}(b)} h^{(a)}_{\mathcal{C} + b}. \tag{3.19}
\end{equation}

By taking the contour integral $\oint_{v=\infty}$ (or equivalently, the large $v$ expansion), we have

\begin{equation}
h^{(a)}_{\mathcal{C} + b} = \frac{u - \tilde{\epsilon}(b)}{u - \tilde{\epsilon}(a) - \delta_{ab}\epsilon_3}. \tag{3.20}
\end{equation}

Let us choose the normalization $h^{(a)}(u)|\mathcal{C}\rangle = |\mathcal{C}\rangle$. Then we get

\begin{equation}
h^{(a)}(u)|\mathcal{C}\rangle = \prod_{a \in \mathcal{C}} \frac{u - \tilde{\epsilon}(a)}{u - \tilde{\epsilon}(a) - \epsilon_3} |\mathcal{C}\rangle. \tag{3.21}
\end{equation}

for any crystal configuration $\mathcal{C}$. Thus, $h^{(a)}(u)$ only sees the atoms of colour $a$ in the crystal.\(^8\)

By comparing the actions of $h^{(a)}(u)$ and $\psi^{(a)}(u)$ (with vertex constraints taken into account), we can write $\psi^{(a)}(u)$ in terms of $h^{(a)}(u)$. For instance, for generalized conifolds, we have the relation

\begin{equation}
\psi^{(a)}(u) = \left(\frac{u + \psi_0}{u}\right)^{\delta_{a1}} h^{(a-1)}(u + \sigma_a\epsilon_1) h^{(a-1)}(u + \sigma_a\epsilon_2) h^{(a+1)}(u + \sigma_{a+1}\epsilon_1) h^{(a+1)}(u + \sigma_{a+1}\epsilon_2) \left(h^{(a)}(u) h^{(a)}(u + \epsilon_3)\right)^{\frac{\sigma_a + \sigma_{a+1}}{2}}, \tag{3.22}
\end{equation}

where we have used $C = \sum_{a \in Q_0} \psi_0^{(a)} =: \psi_0$ for the vacuum charge as shown in [11] for generalized conifolds. The detailed description of the quivers and the definition of $\sigma_a$ can be found in appendix A.
3.2 Crystal melting and the $\mathcal{RTT}$ relation

Given a quiver and its quiver Yangian, we shall construct the $\mathcal{R}$-matrices by acting the $\mathcal{RTT}$ relation on the Fock modules of the algebra. For any quiver, we propose that we can consider a particular representation whose states are labelled by molten crystal configurations at depth 0 in the crystal melting model. In other words, such representation is a 2d crystal which is a surface of the 3d crystal constructed from the periodic quiver. Indeed, the Fock representation would arise when one considers the D4-brane framing for the quiver. On the other hand, it was shown in [42] that the torus fixed points of the D4 moduli space are in one-to-one correspondence with the 2d molten crystal configurations. Moreover, the 2d crystal structure, that is, the specific surface in the 3d crystal, is determined by the corresponding (non-compact) divisor in the toric diagram.\footnote{As studied in [11], the representation of $\mathcal{Y}$ constructed from crystal configurations would become reducible for some special values of $\epsilon_I$. In terms of crystals, truncations would appear to stop the molten crystal growing at certain atoms. Therefore, some Res$\Psi^{(\beta)}(u)$ would vanish in the actions of $e^{(\alpha)}(u)$ and $f^{(\alpha)}(u)$. The representation would then become irreducible in the truncated algebra. As the 2d crystal is essentially a surface of the 3d crystal, it could be possible to study this from the perspective of truncations. It would be interesting to see if there could be any new insights for the truncations by considering the relations between $\mathcal{Y}$ and $\mathcal{YB}$.}

In fact, this agrees with the modules used in [39, 40], where the states are labelled by partitions and bi-coloured partitions for $\mathfrak{gl}_1$ and $\mathfrak{gl}_2$ respectively (see also [12]). Now, if we know how the currents of $\mathcal{YB}$ are connected to $\mathcal{T}$, the actions of the $\mathcal{R}$-matrix can then be found using the relations among these currents.

The strategy is to consider the matrix element obtained by sandwiching $\mathcal{T}$ between two states $|\mu_{1,2}\rangle \in \bigoplus_a \mathcal{F}_{(a),0}(u)$, viz, $\mathcal{T}_{\mu_{1,2}}(u) := \langle \mu_1|\mathcal{T}(u)|\mu_2\rangle$. Here, we have further labelled the auxiliary spaces $\mathcal{F}_{(a),0}(u)$ with the colours $a$ as the 2d crystals can have different initial atoms of different colours. As the name of $\mathcal{YB}$ algebras suggests, we propose that the first matrix elements are related to our currents of $\mathcal{YB}$ by

$$
\begin{align*}
& h^{(a)}(u) = \mathcal{T}_{\square(a),\square(a)}(u), \quad h^{(a)}(u)e^{(a)}(u) = \mathcal{T}_{\varnothing(a),\square(a)}(u), \quad f^{(a)}(u)h^{(a)}(u) = \mathcal{T}_{\square(a),\varnothing(a)}(u), \\
& \psi^{(a)}(u) = \left(\mathcal{T}_{\square(a),\square(a)}(u) - \mathcal{T}_{\varnothing(a),\square(a)}(u)h^{(a)}(u)^{-1}\mathcal{T}_{\square(a),\varnothing(a)}(u)h^{(a)}(u)^{-1}\right)h^{(a)}(u)^{-1},
\end{align*}
$$

(3.23)

where $\varnothing(a)$ and $\square(a)$ denote the empty 2d crystal and one single atom of colour $a$ respectively. Intuitively, starting with the “empty” $h^{(a)}(u)$, we can create an atom by acting $f^{(a)}(u)$ ($e^{(a)}(u)$) on the empty bra (ket) vector. Nevertheless, the actual situation is more complicated (although we would have a conjectural expression for higher levels with a similar intuition involving integrals). Indeed, the expression for $\psi^{(a)}(u)$ in terms of the matrix elements already looks somewhat intricate.

Now we can try to find the actions of the $\mathcal{R}$-matrix on these states via the $\mathcal{RTT}$ relation. Let us take the normalization $\mathcal{R}_{12}(u-v)|\varnothing(a),\varnothing(b)\rangle = |\varnothing(a),\varnothing(b)\rangle$. Then

$$
\langle \varnothing(a),\varnothing(b)|\mathcal{R}_{12}(u-v)\mathcal{T}_1(u)\mathcal{T}_2(v)|\varnothing(a),\varnothing(b)\rangle = \langle \varnothing(a),\varnothing(b)|\mathcal{T}_2(v)\mathcal{T}_1(u)\mathcal{R}_{12}(u-v)|\varnothing(a),\varnothing(b)\rangle
$$

(3.24)
simply yields the \( hh \) relation

\[
h^{(a)}(u)h^{(b)}(v) = h^{(b)}(v)h^{(a)}(u). \tag{3.25}
\]

Next, we can consider

\[
\langle \Box(a), \varnothing(b) | R_{12}(u - v)T_1(u)T_2(v) | \varnothing(a), \varnothing(b) \rangle = \langle \Box(a), \varnothing(b) | T_2(v)T_1(u)R_{12}(u - v) | \varnothing(a), \varnothing(b) \rangle. \tag{3.26}
\]

The right hand side is actually

\[
T_{\varnothing(b), \varnothing(b)}(v)T_{\varnothing(a), \varnothing(a)}(u) = h^{(b)}(v)f^{(a)}(u)h^{(a)}(u). \tag{3.27}
\]

By applying the \( hf \) and \( hh \) relations, we get

\[
\langle \Box(a), \varnothing(b) | R_{12}(u - v)T_1(u)T_2(v) | \varnothing(a), \varnothing(b) \rangle = \frac{1}{v - u} \left( (v - u - \delta_{ab}\epsilon_3)f^{(a)}(v)h^{(b)}(u) + \delta_{ab}\epsilon_3f^{(a)}(v)h^{(b)}(u)h^{(a)}(u) \right)
\]

\[
= \frac{1}{v - u} \left( (v - u - \delta_{ab}\epsilon_3)f^{(a)}(u)h^{(b)}(v) + \delta_{ab}\epsilon_3f^{(a)}(u)h^{(b)}(v)h^{(a)}(u) \right)
\]

\[
= \frac{1}{v - u} (v - u - \delta_{ab}\epsilon_3)T_{\varnothing(a), \varnothing(a)}(u)T_{\varnothing(b), \varnothing(b)}(v) + \frac{1}{v - u} \delta_{ab}\epsilon_3T_{\Box(a), \varnothing(b)}(v)T_{\varnothing(a), \varnothing(a)}(u). \tag{3.28}
\]

Therefore, we find that

\[
\langle \Box(a), \varnothing(b) | R_{12}(u - v) = \langle \Box(a), \varnothing(b) | \frac{v - u - \delta_{ab}\epsilon_3}{v - u} + \langle \varnothing(a), \Box(b) | \frac{\delta_{ab}\epsilon_3}{v - u}. \tag{3.29}
\]

Likewise, \( R_{12}(u - v)\Box(a), \varnothing(b) \) can be obtained by using the \( he \) and \( ee \) relations.

One can then proceed to higher levels with more atoms. However, we do not know how general \( T_{\mu_1, \mu_2} \) correspond to the currents. A possible way is to look for currents at higher levels that appear in the local terms from \( ee \) and \( ff \) relations. These higher currents would then give rise to matrix elements of \( T \) at higher levels. However, the computations would get rather involved even at the levels with 2 atoms for a general quiver. In \([39, 40]\), for \( gl_1 \) and \( gl_2 \), it was found that any such matrix element can be expressed as some contour integral in terms of the currents. Here, we conjecture that this remains true for any general quiver. Explicitly, we have

\[
T_{\mu_1, \mu_2}(u) = \frac{1}{(2\pi i)^n} \oint_{C_1} \cdots \oint_{C_n} dz_1 \cdots dz_n F(z) \left( \prod_{j=k+1}^n f^{(a_j)}(z_j) \right) h^{(a_0)}(u) \left( \prod_{j=1}^k e^{(a_j)}(z_j) \right), \tag{3.30}
\]

where the rational function \( F(z) \) has poles at \( z_j = u \). The clockwise contour \( \mathcal{C}_j \) goes around \( z_j = u, \infty \) and can be deformed in a way such that the contributions from local terms would be cancelled when applying current relations to swap \( e^{(a_j)}(z_j) \) or \( f^{(a_j)}(z_j) \) with other currents. Moreover, the indices \( a_j \) (including \( a_0 \)) should correspond to the colours of the atoms in \( \mu_1 \) and \( \mu_2 \).
This conjecture does not tell us how to compute $F(z)$, which is the key to get the exact results. Nevertheless, we may still verify this with the expression at level 1. Indeed,

$$
\frac{1}{2\pi i} \oint_C \frac{1}{u - z} f^{(a)}(z) h^{(a)}(u) dz = -\text{Res}_u \left( \frac{f^{(a)}(z) h^{(a)}(u)}{u - z} \right) - \text{Res}_\infty \left( \frac{f^{(a)}(z) h^{(a)}(u)}{u - z} \right) \\
= f^{(a)}(u) h^{(a)}(u) + \text{Res}_0 \left( \frac{1}{z^2} \frac{f^{(a)}(1/z) h^{(a)}(u)}{u - 1/z} \right) \\
= f^{(a)}(u) h^{(a)}(u) 
$$

(3.31)

recovers $T_{\Box(a),\Box(a)}(u)$ with $F(z) = 1/(u - z)$. We also give some examples for states at higher levels in appendix B.

The motivation of this conjecture stems from the $\mathcal{R}$-matrix being the intertwiner between certain free field representations. For the $\mathbb{C}^3$ case, it was found in [39, 43] that we have the relations

$$
[a_{-n}, T_{\mu_1,\mu_2}] = T_{\mu_1,\mu_2}', \\
[a_{-n}, a_{n}] = T_{\mu_1,\mu_2}, \\
\text{where } a_{-n}\mu = |\mu\rangle, \text{ and } a_n|\mu\rangle = |\mu\rangle (n > 0) \text{ creates boxes/atoms in the Young tableau. Therefore,}
$$

$$
a_{-n} = \frac{1}{(-\epsilon_3)^k(n-1)!} \frac{1}{(2\pi i)^n} \oint \prod_{j=1}^n \left( \prod_{j=1}^n \frac{(-1)^{j-1}(n-1)}{z_j} \right) \prod_{j=1}^n c(z_j), \\
a_n = \frac{1}{(-\epsilon_3)^k(n-1)!} \frac{1}{(2\pi i)^n} \oint \prod_{j=1}^n \left( \prod_{j=1}^n \frac{(-1)^{j-1}(n-1)}{z_j} \right) \prod_{j=1}^n f(z_j).
$$

(3.33)

The integral expression for matrix elements of $T$ would then follow from their commutation relations with the modes. In general, such process is still not clear, and the explicit expression for the rational function $F(z)$ is desired. Nevertheless, we can still apply this to certain problems without the knowledge of its precise form. We will also further expound the contour integral conjecture in section 4.3 for a certain class of quivers.

### 3.3 Bethe ansatz

As an application of our previous results, let us now try to generalize the results in [39, 40] and obtain the Bethe ansatz equation for any quiver $Q$. Consider the quantum space which is the tensor product of $n$ Fock spaces, $\mathcal{F}(u_1) \otimes \cdots \otimes \mathcal{F}(u_n)$. We can define the Knizhnik-Zamolodchikov (KZ) operator

$$
T_1 := t_1^{L_1} \cdots t_n^{L_n} R_{1,n}(u_1 - u_n) \cdots R_{1,2}(u_1 - u_2),
$$

(3.34)

where $t_a \in [0, 1]$ are the twist parameters and $G = \{|Q_0|\}$. The quantum space is graded under each level operator $L_a$ via

$$
L_a := \sum_{j=1}^n L_{a,j} \text{ such that } L_{a,j}|\mu\rangle_u = N_{a,j}|\mu\rangle_u
$$

(3.35)
gives the number \(N_{a,j}\) of atoms with colour \(a\) in the \(j\)th 2-dimensional crystal, where the subscript \(u\) indicates that the state belongs to \(\otimes \mathcal{F}(u_j)\). By considering\(^{10}\)

\[
|\chi\rangle_x := |\square_1, \ldots, \square_1, \ldots, \square_G, \ldots, \square_G\rangle_x \\
\in \mathcal{F}_1(x_{1,1}) \otimes \cdots \otimes \mathcal{F}_1(x_{N_1,1}) \otimes \cdots \otimes \mathcal{F}_G(x_{G,1}) \otimes \cdots \otimes \mathcal{F}_G(x_{G,N_G}),
\]

let us further introduce the off-shell Bethe vector

\[
|B(x)\rangle_u := x\langle \varnothing | \mathcal{R}_{x_1,1, u_1} \cdots \mathcal{R}_{x_{N_1,1}, u_{N_1}} \cdots \mathcal{R}_{x_{G,1}, u_{G}} \cdots \mathcal{R}_{x_{G,N_G}, u_{G}} | \varnothing \rangle_u |\chi\rangle_x
\]

in the quantum space, where \(x\langle \varnothing, \ldots, \varnothing \rangle\) is abbreviated as \(x\langle \varnothing \rangle\) for brevity. We would like to find the condition such that the off-shell Bethe vector is an eigenvector of the KZ operator, that is, \(T_1 |B(x)\rangle_u = \tau |B(x)\rangle_u\). Pictorially, we have

\[
T_1 |B(x)\rangle_u = t^{l_1_{a_1}} \cdots t^{l_{a_{N_a}}}_{x_{a_{N_a}}} |\chi\rangle_x
\]

and

\[
|B(x)\rangle_u = t^{l_1_{a_1}} \cdots t^{l_{a_{N_a}}}_{x_{a_{N_a}}} |\chi\rangle_x
\]

following the \(RTT\) relations along with \(\mathcal{R}_{1,j} |\varnothing, \varnothing \rangle = |\varnothing, \varnothing \rangle\).

If we project the eigenvalue equation onto some state \(\mu\langle \mu\rangle\) satisfying \(\sum_{j=1}^n N_{a,j} = N_a\) for all \(a\), then

\[
\mu\langle \mu\rangle T_1 |B(x)\rangle_u = t^{N_{a,1}}_1 \cdots t^{N_{a,N_a}}_{G,1} x \langle \varnothing | T_{\mu_2, \varnothing}(u_2) \cdots T_{\mu_n, \varnothing}(u_n) T_{\mu_1, \varnothing}(u_1) |\chi\rangle_x
\]

\[
= t^x \langle \varnothing | T_{\mu_1, \varnothing}(u_1) T_{\mu_2, \varnothing}(u_2) \cdots T_{\mu_n, \varnothing}(u_n) |\chi\rangle_x.
\]

\(^{10}\)Note added in version 3: It was very recently pointed out in [44] that due to the non-trivial coproduct of the algebra from soliton contributions, in general \(|\chi\rangle_x\) should be a mixed state of the chains of crystals rather than simply being identified as a chain of single-atom states. See [44] for the modification of this subtlety. In the following discussions, this would change the eigenvalue of the KZ operator. Nevertheless, we expect that the effects of \(|\chi\rangle_x\) (namely actions of \(h^{(\alpha)}\)) would eventually cancel out.
By setting $\chi(\mu) = \chi(\varnothing, \mu_2, \ldots)$, i.e., $\mu_1 = \varnothing$, this equation becomes
\begin{equation}
t_1^0 \ldots t_G^0 \chi(\varnothing|T_{\mu_2, \varnothing}(u_2) \ldots T_{\mu_n, \varnothing}(u_n) h^{(a)}(u_1)|\chi)_x = t \chi(\varnothing|h^{(a)}(u_1) T_{\mu_2, \varnothing}(u_2) \ldots T_{\mu_n, \varnothing}(u_n)|\chi)_x.
\end{equation}

The actions of the currents/modes in YB on the 2d crystal are completely analogous to the actions on the 3d crystal discussed above. Therefore,\footnote{Notice that the coordinates are now given by $y + \tilde{\epsilon}(\alpha) = y + \sum_f N_f \tilde{\epsilon}_f$ for an atom $\alpha$ in $|\mu\rangle$ [39, 40].}
\begin{equation}
h^{(a)}(u)|\chi)_x = \prod_{j=1}^{N_a} \frac{u - x_{a,j}}{u - x_{a,j} + \epsilon} |\chi)_x,
\end{equation}
where we have used $\epsilon := \epsilon_1 + \epsilon_2 = -\epsilon_3$. As a result,
\begin{equation}
t = \prod_{j=1}^{N_1} \frac{u_1 - x_{1,j}}{u_1 - x_{1,j} + \epsilon}.
\end{equation}

Now let us consider the state $\chi(\mu)$ with $N_{a,1} = \delta_{a\alpha'}$ for some colour $\alpha'$. Using the contour integral form of $T_{\mu,\varnothing}$, the eigenvalue equation reads
\begin{equation}
t_1 \chi(\varnothing|F(z)\left(f^{(1)}(z_{1,1}) \ldots f^{(1)}(z_{1,N_1,a}) \ldots f^{(G)}(z_{G,1,a}) \ldots f^{(G)}(z_{G,N_0,a}) h^{(1)}(u_1)\right) \ldots f^{(1)}(z_{1,1}) \ldots f^{(1)}(z_{1,1}) h^{(1)}(u_2) |\chi)_x = t \chi(\varnothing|F(z)\left(f^{(1)}(z_{1,1}) \ldots f^{(1)}(z_{1,1}) \ldots f^{(1)}(z_{1,1}) h^{(1)}(u_1)\right) \ldots f^{(1)}(z_{1,1}) \ldots f^{(1)}(z_{1,1}) h^{(1)}(u_2) |\chi)_x.
\end{equation}

Given the different variables with three indices, it would be better to clarify the notation here. For $z^{(\alpha)}$, indicating the $\alpha$th state/2d crystal, * denotes the colour of an atom (as in $f^{(\alpha)}$), and enumerates the number of the atoms of such colour. Recall that each Fock space in the quantum space is $\mathcal{F}_1$ whose initial atom is of colour 1 (as in $h^{(1)}$).

Using the $hf$ and $ff$ relations, we can get
\begin{equation}
t_1 \left(\prod_{i=2}^{n} \frac{u_i - x_{1,1} + \epsilon}{u_i - x_{1,1}}\right) (-1)^{(1)} \sum_{a=1}^{G} |(a)\rangle |\chi\rangle = t \left(\prod_{a=1}^{G} \frac{\gamma_{1a}(x_{1,1} - x_{a,j})}{\gamma_{a1}(x_{1,1} - x_{a,j})} \right) \left(\prod_{j=1}^{N_a} \frac{u_1 - x_{1,j} + \epsilon}{u_1 - x_{1,j}}\right) = t.
\end{equation}

Notice that the parameters $\tilde{\epsilon}_{1a,j}$ and $\tilde{\epsilon}_{a1,i}$ in $\gamma_{1a}$ and $\gamma_{a1}$ should be correspondingly changed to $\epsilon_j$ in terms of the loop and vertex constraints from the quiver Yangian. Plugging in the value of $t$ yields the Bethe equation
\begin{equation}
\left(\prod_{i=2}^{n} \frac{u_i - x_{1,1} + \epsilon}{u_i - x_{1,1}}\right) \left(\prod_{a=1}^{G} \frac{\gamma_{1a}(x_{1,1} - x_{a,j})}{\gamma_{a1}(x_{1,1} - x_{a,j})} \right) = (-1)^{(1)} \sum_{a=1}^{G} |(a)\rangle |\chi\rangle t_1.
\end{equation}
One may then consider other states $x_\langle \mu \rvert$ with different 2d crystal configurations (whose initial atoms are still labelled by 1) so that the other twist parameters $t_j$ would also appear in the Bethe equations. There should be a set of $G$ independent such equations as the sufficient and necessary condition for the off-shell Bethe vector $|B(x)\rangle_u$ to be an eigenstate of the KZ operator $T_1$. These equations can then be labelled by (eqn)\$_1$,...,\$_G$ so that they are chosen by considering the state where the atom of colour $a$ first appears in the 2d crystal for (eqn)$_u$.

**Examples.** Consider the Jordan quiver, that is, one node with one loop. Taking the quantum (auxiliary) space to be a tensor product of $L(M)$ Fock space $F$, we simply have

$$\prod_{l=1}^L \frac{x_j - u_l}{x_j - u_l + \epsilon} = t \prod_{k \neq j}^M \frac{x_j - x_k - \epsilon}{x_j - x_k + \epsilon}.$$  \hfill (3.47)

This reduces to the familiar Bethe equation

$$\left( \frac{x_j + i}{x_j - i} \right)^L = t \prod_{k \neq j}^M \frac{x_j - x_k + 2i}{x_j - x_k - 2i}$$  \hfill (3.48)

for the XXX spin chain under $u_l = -i$, $\epsilon = -2i$.

As the simplest toric CY example, consider $\mathbb{C}^3$ whose quiver Yangian is the affine Yangian $Y(\widehat{gl}_1)$. Taking the quantum (auxiliary) space to be a tensor product of $n(N)$ Fock space $F$ (notice that we only have one node in the quiver), we get the equation

$$\prod_{l=1}^n \frac{x_j - u_l}{x_j - u_l - \epsilon_3} = t \prod_{k \neq j}^N \prod_{\alpha=1}^3 \frac{x_j - x_k + \epsilon_\alpha}{x_j - x_k - \epsilon_\alpha},$$  \hfill (3.49)

for any $j = 1, \ldots, N$, as obtained in \cite{39}.

The connection to Bethe ansatz equation would be of particular interest in the context of Bethe/gauge correspondence \cite{45–47} (see \cite{44} for a more recent discussion on this). For instance, the rapidities (denoted as $x_j$ in the above examples) in the Bethe equations correspond to the supersymmetric vacua of the associated 2d $\mathcal{N} = (2,2)$ theory. In terms of the $S$-matrix,\textsuperscript{12} due to its factorized scattering property, we expect that each (2-magnon) $S$-matrix would correspond to a bond factor $\phi^{b\rightarrow a}(x_j - x_k)$ as in (2.23) on the quiver side.

### 4 Yangians and coproducts

Let us now have a brief discussion on the connections of quiver Yangians to some other Yangian algebras. As their coproducts have been explicitly constructed, this might shed light on the study of coproducts and $R$-matrices for quiver Yangians. In this section, $f^{(a)}_n$ will be used to denote the generators in $Y$ (instead of $Y_B$).

\textsuperscript{12}We would like to thank the referee for pointing out this very interesting question.
4.1 Cartan doubled Yangians

For $\mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_N$, the quiver Yangian (with vertex constraints) is exactly Guay’s affine Yangian [48, 49] as pointed out in [11]. As a warm-up, we shall only consider a one-parameter “degeneration” here. In this subsection, we will mainly focus on the affine Lie algebra $A_{N-1}^{(1)}$ with $N > 2$. As introduced in [50, 51] (see also [52]), given a symmetrizable Kac-Moody algebra with simple roots $\{\alpha_a\}_{a \in G}$, the Cartan doubled Yangian $\mathcal{Y}_\infty$ is the $\mathbb{C}$-algebra with generators $E^{(a)}_i, F^{(a)}_i, H^{(a)}_i$ ($i \in \mathbb{N}^*, j \in \mathbb{Z}$ and $a \in I$)$^{13}$ satisfying the relations

\[
\begin{align*}
[H^{(a)}_n, H^{(b)}_m] &= 0, \\
[E^{(a)}_n, F^{(b)}_m] &= \delta_{ab} H^{(a)}_{m+n}, \\
[H^{(a)}_{n+1}, E^{(b)}_m] - [H^{(a)}_n, E^{(b)}_{m+1}] &= \frac{(\alpha_a, \alpha_b)}{2} \{H^{(a)}_n, E^{(b)}_m\}, \\
[H^{(a)}_n, F^{(b)}_{m+1}] - [H^{(a)}_{n+1}, F^{(b)}_m] &= \frac{(\alpha_a, \alpha_b)}{2} \{H^{(a)}_n, F^{(b)}_m\}, \\
[E^{(a)}_{n+1}, E^{(b)}_m] - [E^{(a)}_n, E^{(b)}_{m+1}] &= \frac{(\alpha_a, \alpha_b)}{2} \{E^{(a)}_n, E^{(b)}_m\}, \\
[E^{(a)}_{n+1}, F^{(b)}_m] - [E^{(a)}_n, F^{(b)}_{m+1}] &= \frac{(\alpha_a, \alpha_b)}{2} \{E^{(a)}_n, F^{(b)}_m\}, \\
\text{Sym}_{\mathbb{C}} \left[ E^{(a)}_{n_1}, E^{(a)}_{n_2}, \ldots, E^{(a)}_{n_k}, F^{(b)}_m \right] &= 0 (a \neq b, k = 1 - \alpha_a \cdot \alpha_b), \\
\text{Sym}_{\mathbb{C}} \left[ F^{(a)}_{n_1}, F^{(a)}_{n_2}, \ldots, F^{(a)}_{n_k}, F^{(b)}_m \right] &= 0 (a \neq b, k = 1 - \alpha_a \cdot \alpha_b).
\end{align*}
\]

In particular, for $A_{N-1}^{(1)}$, its Dynkin diagram has tripled quiver being the quiver for $\mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_N$. In fact, under the special choice $\epsilon_1 = \epsilon_2$, the map

\[
\iota : \mathcal{Y} \rightarrow \mathcal{Y}_\infty \left( A_{N-1}^{(1)} \right), \quad \iota(E^{(a)}_m) \mapsto \frac{1}{\sqrt{\alpha_3}} E^{(a)}_{m+1}, \quad \iota(F^{(a)}_m) \mapsto \frac{1}{\sqrt{\alpha_3}} F^{(a)}_{m+1}, \quad \iota(H^{(a)}_m) \mapsto \frac{1}{\sqrt{\alpha_3}} H^{(a)}_{m+1}
\]

is an isomorphism. The proof is also straightforward by checking the commutation relations of the generators on both sides. Since $\mathcal{Y}_\infty$ is a one-parameter Yangian algebra$^{14}$ while $\mathcal{Y}$ (with the vertex constraints) has two parameters, $\epsilon_1, \epsilon_2$ have to take special values for this isomorphism to hold.

As proven in [52], the Cartan doubled Yangian $\mathcal{Y}_\infty(g)$ has a coproduct uniquely determined by

\[
\begin{align*}
\Delta \left( H^{(a)}_0 \right) &= H^{(a)}_0 \otimes 1 + 1 \otimes H^{(a)}_0, \\
\Delta \left( E^{(a)}_0 \right) &= E^{(a)}_0 \otimes 1 + 1 \otimes E^{(a)}_0, \\
\Delta \left( F^{(a)}_0 \right) &= F^{(a)}_0 \otimes 1 + 1 \otimes F^{(a)}_0, \\
\Delta \left( H^{(a)}_1 \right) &= H^{(a)}_1 \otimes 1 + 1 \otimes H^{(a)}_1 + H^{(a)}_0 \otimes H^{(a)}_0 - \sum_{\alpha \in \Phi^+} \sum_{l=1}^{\dim \mathfrak{g}_a} (\alpha_a, \alpha) x^{(-\alpha)}_l \otimes x^{(\alpha)}_l.
\end{align*}
\]

$^{13}$Notice that we have a different convention to put the indices from the one in literature so as to be more consistent with the notation of the generators for $\mathcal{Y}$ above.

$^{14}$One can introduce an extra parameter for $\mathcal{Y}_\infty$ as in [52], but it is straightforward to see that the algebra remains the same for any value of the parameter.
The notation here requires some explanation. Here, \( g_\alpha \) denotes the positive root \( \alpha \) space with basis \( \{x_\alpha^{(a)}\} \) and dual basis \( \{x^{(-\alpha)}\} \) for \( g^{-\alpha} \) such that \( (x_\alpha^{(a)}, x^{(-\alpha)}_{l}) = \delta_{kl} \). Moreover, there is a homomorphism \( \tau \) from \( g \) to \( Y_\infty(g) \). Then in the above expression, we simply denote \( \tau\left(x_l^{(a)}\right) \) as \( x_l^{(a)} \) for brevity. In particular, \( x^{(a+\alpha)} = e_0^{(a)} \) and \( x^{(-\alpha-a)} = f_0^{(a)} \) for all \( a \in G \).

With the isomorphism \( \iota \), we now have the coproduct \( \Delta \) for the quiver Yangian \( \mathcal{Y} \) (at least under some special condition). By considering the permutation map \( \pi: x \otimes y \mapsto y \otimes x \), we can write another coproduct \( \Delta' := \pi \circ \Delta \). More generally, for any quiver Yangian, we would have \( \pi: x \otimes y \mapsto (\pi|_{|y|}) \otimes y \). Once we get the complete coproduct for \( \mathcal{R} \), we can obtain the universal \( R \)-matrix satisfying \( \Delta'(x)R = R\Delta(x) \), (\( \pi \otimes \Delta \))\( R = R_{13} R_{12} \) and \( (\Delta \otimes \pi)\)\( R = R_{13} R_{23} \). By considering the action on the crystals, this would lead to the \( R \)-matrices in the specific representation discussed above.

### 4.2 Affine super Yangians

Now, let us consider the quiver Yangians for generalized conifolds and compare them with Ueda’s affine super Yangians introduced in [53]. Let \( M, N \geq 2 \) and \( M \neq N \). Ueda’s affine super Yangian \( Y_{h_1 h_2} \) is the \( C \)-algebra with two parameters \( h_{1,2} \) and generators \( x_n^{\pm(a)}, h_i^{(a)} (i \in \mathbb{N}, a \in \mathbb{Z}_{M+N}) \) satisfying the relations

\[
\begin{align*}
[h_n^{(a)}, h_m^{(b)}] &= 0, \\
[x_n^{+(a)}, x_m^{-(b)}] &= \delta_{ab} h_{n+m}^{(a)}, \\
[h_0^{(a)}, x_m^{\pm(b)}] &= \pm a_b x_m^{\pm(b)}, \\
[h_n^{(a)}, x_m^{\pm(b)}] &= \pm a_b x_n^{\pm(b)}, \\
[h_{n+1}^{(a)}, x_m^{\pm(b)}] &= \pm a_b h_{n+m+1}^{(a)} x_m^{\pm(b)} - b_{ab} \frac{h_1 + h_2}{2} \left[ h_n^{(a)}, x_n^{\pm(b)} \right], \\
[x_n^{+(a)}, x_m^{+(b)}] &= \pm a_b \frac{h_1 + h_2}{2} \left[ x_n^{+(a)}, x_n^{+(b)} \right] - b_{ab} \frac{h_1 + h_2}{2} \left[ x_n^{+(a)}, x_m^{\pm(b)} \right], \\
\text{Sym}_{a \neq b} \left[ x_n^{\pm(a)}, x_n^{\pm(b)} \right] &= 0 \quad (a = 0, M), \\
\left\{ x_n^{\pm(a)}, x_0^{\pm(a)} \right\} &= 0 \quad (a = 0, M),
\end{align*}
\]

where

\[
\begin{align*}
a_{ab} &= \begin{cases}
(-1)^{p(a)} + (-1)^{p(a+1)}, & a = b \\
(-1)^{p(a+1)}, & b = a + 1 \\
-(-1)^{p(a)}, & b = a - 1 \\
0, & \text{otherwise,}
\end{cases} \\
b_{ab} &= \begin{cases}
(-1)^{p(a)}, & b = a + 1 \\
(-1)^{p(a+1)}, & b = a - 1 \\
0, & \text{otherwise,}
\end{cases}
\]

and the generators \( x_n^{\pm(a)} \) are fermionic for \( a = 0, M \) while all the other generators are bosonic.
It is worth noting that the defining relations bear resemblance to those for the quiver Yangian $\mathcal{Y}(\hat{\mathfrak{gl}}_{M|N})$. However, as we are now going to discuss, it seems that only a very special case would make the two Yangians (almost) coincide.

First of all, we need to identify the quivers associated to the two algebras. As described in appendix A, the $\mathbb{Z}_2$ grading of the $M + N$ nodes can be determined by the triangulation of the toric diagram. On the other hand, since $\mathcal{Y}_{h_1,h_2}(\hat{\mathfrak{sl}}_{M|N})$ only has fermionic generators when $a = 0, M$, we would expect the associated quiver (if there is one) should be related to the Dynkin diagram of the affine super algebra which has two fermionic nodes. Fortunately, given a generalized conifold, there always exists a quiver with precisely two fermionic nodes. This can be shown from the toric diagrams:

In particular, we shall choose $\sigma_1, \ldots, \sigma_M = 1$ and $\sigma_{M+1}, \ldots, \sigma_{M+N} = -1$. Moreover, different choices of $\sigma$ for a given generalized conifold should give isomorphic quiver Yangians as they are the rational limit of the same quantum toroidal $\mathfrak{gl}_{M|N}$ algebra \[11, 54, 55\].

Therefore, we have found the presentation of the quiver Yangian for a generalized conifold with fermionic generators $e^{(a)}_n$ and $f^{(a)}_n$ for $a = M, M + N$, and the quiver is actually the “tripled” quiver (in the sense of appendix A) of the Dynkin diagram with exactly two fermionic nodes.

With the choice of $\sigma_a$ as above, it is not hard to see that $(-1)^p(a) = \sigma_a$, and therefore

$$a_{ab} = \begin{cases} 
\sigma_a + \sigma_{a+1}, & a = b \\
-\sigma_{a+1}, & b = a + 1 \\
-\sigma_a, & b = a - 1 \\
0, & \text{otherwise},
\end{cases}$$

$$b_{ab} = \begin{cases} 
\sigma_a, & b = a + 1 \\
-\sigma_{a+1}, & b = a - 1 \\
0, & \text{otherwise},
\end{cases}$$

For convenience, let us further introduce $\mathcal{Y}$ and $\mathcal{Y}_{h_1,h_2}$ such that we have the quotients $\mathcal{Y} = \mathcal{Y}/(2.9)$ and $\mathcal{Y}_{h_1,h_2} = \mathcal{Y}_{h_1,h_2}/(4.18)$.

Now, consider the special case $\epsilon_1 = \epsilon_2$ and $h_1 = h_2$. Then the map

$$\xi : \mathcal{Y} \to \mathcal{Y}_{h_1,h_2}, \quad \psi^{(a)}_n \mapsto \epsilon_3 h^{(a)}_n, \quad e^{(a)}_n \mapsto \epsilon_3 x^{+,(a)}_n, \quad f^{(a)}_n \mapsto \epsilon_3 x^{-,(a)}_n$$

with $h_1 = h_2 = -\epsilon_1 = -\epsilon_2 = \epsilon_3/2$ is an isomorphism. In other words, when the parameters of the two Yangians take certain special values, $\mathcal{Y}(\hat{\mathfrak{gl}}_{M|N})$ and $\mathcal{Y}_{h_1,h_2}(\hat{\mathfrak{sl}}_{M|N})$ are isomorphic up to one Serre relation. The proof is rather straightforward by checking the defining relations for the generators of the two algebras. Nevertheless, let us give an explicit check.

\[15\]More generally, for any toric CY$_3$, as the corresponding quivers in different toric phases for are related by Seiberg duality (namely, crossing the wall of second kind [16]), it is conjectured that these quiver Yangians are isomorphic.
for one of the relations as an illustration. For instance, consider the relation (4.14). When $b = a$, we have

$$\left[ h_n^{(a)}, x_m^{\pm(a)} \right] - \left[ h_n^{(a)}, x_{m+1}^{\pm(a)} \right] = \pm \frac{\sigma_a + \sigma_{a+1}}{2} (h_1 + h_2) \left\{ h_n^{(a)}, x_{m+1}^{\pm(a)} \right\}. \quad (4.23)$$

This recovers the relations

$$\left[ \psi_{n+1}^{(a)}, e_n^{(a)} \right] - \left[ \psi_n^{(a)}, e_{n+1}^{(a)} \right] = \frac{\sigma_a + \sigma_{a+1}}{2} \epsilon_3 \left\{ \psi_n^{(a)}, e_m^{(a)} \right\},$$

$$\left[ \psi_{n+1}^{(a)}, f_n^{(a)} \right] - \left[ \psi_n^{(a)}, f_{n+1}^{(a)} \right] = -\frac{\sigma_a + \sigma_{a+1}}{2} \epsilon_3 \left\{ \psi_n^{(a)}, f_m^{(a)} \right\}. \quad (4.24)$$

in the quiver Yangian. When $b = a + 1$, we have

$$\left[ h_n^{(a)}, x_m^{\pm(a+1)} \right] - \left[ h_n^{(a)}, x_{m+1}^{\pm(a+1)} \right] = \mp \sigma_{a+1} \frac{h_1 + h_2}{2} \left\{ h_n^{(a)}, x_{m+1}^{\pm(a+1)} \right\} - \sigma_a \frac{h_1 - h_2}{2} \left\{ h_n^{(a)}, x_{m+1}^{\pm(a+1)} \right\}. \quad (4.25)$$

This has two cases. When $\sigma_a = \sigma_{a+1}$, the right hand side of (4.25) equals

$$\begin{cases} -\sigma_{a+1} \left( h_1 h_n^{(a)} x_{m+1}^{(a)} + h_2 x_m^{(a+1)} h_n^{(a)} \right) \\ \sigma_{a+1} \left( h_1 x_m^{-(a+1)} h_n^{(a)} + h_2 h_n^{(a)} x_m^{-(a+1)} \right). \end{cases} \quad (4.26)$$

This recovers the relations

$$\begin{cases} \left[ \psi_{n+1}^{(a)}, e_n^{(a+1)} \right] - \left[ \psi_n^{(a)}, e_{n+1}^{(a+1)} \right] = \sigma_{a+1} \left( \epsilon_1 \psi_n^{(a)} e_m^{(a+1)} + \epsilon_2 e_m^{(a+1)} \psi_n^{(a)} \right), \quad 0 < a < M \\ \left[ \psi_{n+1}^{(a)}, e_n^{(a+1)} \right] - \left[ \psi_n^{(a)}, e_{n+1}^{(a+1)} \right] = \sigma_{a+1} \left( \epsilon_2 \psi_n^{(a)} e_m^{(a+1)} + \epsilon_1 e_m^{(a+1)} \psi_n^{(a)} \right), \quad M < a < M + N \end{cases} \quad (4.27)$$

in the quiver Yangian and likewise for the $\psi f$ relations. When $\sigma_a = -\sigma_{a+1}$, the right hand side of (4.25) equals

$$\begin{cases} -\sigma_{a+1} \left( h_1 x_m^{+(a+1)} h_n^{(a)} + h_2 h_n^{(a)} x_m^{+(a+1)} \right) \\ \sigma_{a+1} \left( h_1 h_n^{(a)} x_{m+1}^{-(a+1)} + h_2 x_m^{(a+1)} h_n^{(a)} \right). \end{cases} \quad (4.28)$$

This recovers the relations

$$\begin{cases} \left[ \psi_{n+1}^{(a)}, e_n^{(a+1)} \right] - \left[ \psi_n^{(a)}, e_{n+1}^{(a+1)} \right] = \sigma_{a+1} \left( \epsilon_2 \psi_n^{(a)} e_m^{(a+1)} + \epsilon_1 e_m^{(a+1)} \psi_n^{(a)} \right), \quad a = M \\ \left[ \psi_{n+1}^{(a)}, e_n^{(a+1)} \right] - \left[ \psi_n^{(a)}, e_{n+1}^{(a+1)} \right] = \sigma_{a+1} \left( \epsilon_1 \psi_n^{(a)} e_m^{(a+1)} + \epsilon_2 e_m^{(a+1)} \psi_n^{(a)} \right), \quad a = M + N \end{cases} \quad (4.29)$$

in the quiver Yangian and likewise for the $\psi f$ relations. When $b = a - 1$, it is completely analogous to the discussions for $b = a + 1$. When $b \neq a, a \pm 1$, we have

$$\left[ h_n^{(a)}, x_m^{\pm(b)} \right] - \left[ h_n^{(a)}, x_{m+1}^{\pm(b)} \right] = 0. \quad (4.30)$$

This recovers the relations

$$\left[ \psi_{n+1}^{(a)}, e_m^{(b)} \right] - \left[ \psi_n^{(a)}, e_{m+1}^{(b)} \right] = 0, \quad \left[ \psi_{n+1}^{(a)}, f_m^{(b)} \right] - \left[ \psi_n^{(a)}, f_{m+1}^{(b)} \right] = 0 \quad (4.31)$$
in the quiver Yangian. One may check that the other relations would also match correspondingly.\footnote{When checking some relations, it is useful to notice that there are no consecutive fermionic nodes in the quiver.}

With this explicit check, we can also see the reason of this isomorphism holding only at $h_1 = h_2$, or equivalently, $\epsilon_1 = \epsilon_2$. Due to the existence of the two fermionic nodes, the weights of the two quiver arrows connecting two consecutive nodes would have $\epsilon_1$ and $\epsilon_2$ swapped in order to satisfy the loop and vertex constraints. This then leads to (4.27) and (4.29) while the parameters $h_{1,2}$ do not get swapped in the corresponding relations for $Y_{h_1,h_2}$.

Another subtlety that prevents us to get a perfect isomorphism between $Y$ and $Y_{h_1,h_2}$ is the discrepancy between one of their Serre relations, that is, (2.9) and (4.18). Nevertheless, it would be natural to expect that the properties (such as the coproduct and the relation with certain $\mathcal{W}$-algebras mentioned below) would still hold if we replace (4.18) with (2.9). The proofs (if they are true) should be similar to the ones in [53, 56].

As before, we can write the coproduct for Ueda’s affine super Yangian, which is uniquely determined by [53]

\[
\begin{align*}
\Delta \left( H_0^{(a)} \right) &= H_0^{(a)} \otimes 1 + 1 \otimes H_0^{(a)}, \\
\Delta \left( E_0^{(a)} \right) &= E_0^{(a)} \otimes 1 + 1 \otimes E_0^{(a)}, \\
\Delta \left( F_0^{(a)} \right) &= F_0^{(a)} \otimes 1 + 1 \otimes F_0^{(a)}, \\
\Delta \left( H_1^{(a)} \right) &= H_1^{(a)} \otimes 1 + 1 \otimes H_1^{(a)} + (h_1 + h_2) H_0^{(a)} \otimes H_0^{(a)} \\
&- (h_1 + h_2) \sum_{\alpha \in \Phi_{+}} \dim g_{\alpha} \sum_{l=1}^{\dim g_{\alpha}} (\alpha, \alpha) x_l^{(-\alpha)} \otimes x_l^{(\alpha)}.
\end{align*}
\] (4.32)

Notice that now $g$ is $\tilde{\mathfrak{sl}}_{M|N}$.

Moreover, in [56], it was proven that there exists a surjective homomorphism from $Y_{h_1,h_2}$ to the universal enveloping algebra of rectangular $\mathcal{W}$-superalgebras [57–59] when the parameters are set to be $h_1 = \alpha/(M - N)$ and $h_2 = 1 - \alpha/(M - N)$ for some complex $\alpha$. In fact, this is closely related to the $\mathcal{W}_{M|N \times \infty}$ algebras that will be mentioned in section 5.

The generators with spin 1 and 2 of the $\mathcal{W}_{M|N \times \infty}$ algebra, $U_{(1),AB}$ and $U_{(2),AB}$, are also part of the generators of the rectangular $\mathcal{W}$-algebras (and for certain values of $\alpha$, they fully generate the rectangular $\mathcal{W}$-algebras). As pointed out in [22], $U_{(1),AB}$ and $U_{(2),AB}$ are sufficient to generate the whole $\mathcal{W}_{M|N \times \infty}$ algebra.

It could be possible that the above discussions can be properly extended to arbitrary $\epsilon_i$ and arbitrary $M, N$, or even more generally, to any quiver Yangians $Y_Q$. We would expect that they would also have a similar coproduct as in (4.10) and (4.32) although we still need to figure out what the last term for $\Delta \left( \psi_1^{(a)} \right)$ would be.
4.3 Generators of quiver Yangians

Analogous to the Yangian algebras discussed above, for toric CYs without compact divisors whose quivers have more than two nodes, the quiver Yangians are actually generated by finitely many generators.

Recall that the generators are $e_i^{(a)}$, $f_i^{(a)}$ and $\psi_j^{(a)}$ with $a \in Q_0$, $i \in \mathbb{N}$ and $j \in \mathbb{Z}_{\geq -1}$. In particular, $\psi_{-1}^{(a)} = 1$. As $|a \to b| \leq 1$, we have the relations

$$[\psi_{n+1}^{(a)}, e_m^{(b)}] = \sigma_1 e_m^{(b)} \psi_n^{(a)} + \sigma_1' \psi_n^{(a)} e_m^{(b)} + [\psi_n^{(a)}, e_m^{(b)}],$$

$$[\psi_{n+1}^{(a)}, f_m^{(b)}] = -\sigma_1 f_m^{(b)} \psi_n^{(a)} - \sigma_1 \psi_n^{(a)} f_m^{(b)} + [\psi_n^{(a)}, f_m^{(b)}],$$

where $\sigma_1 := \sigma_1^{a \to b}$ and $\sigma_1' := \sigma_1^{b \to a}$. Then for $n = -1$, we have

$$[\psi_0^{(a)}, e_m^{(b)}] = \tilde{\sigma}_1 e_m^{(b)}, \quad [\psi_0^{(a)}, f_m^{(b)}] = -\tilde{\sigma}_1 f_m^{(b)},$$

where $\tilde{\sigma}_1 := \sigma_1 + \sigma_1'$. Notice that these were also used when discussing the relation of quiver Yangians and Ueda’s affine super Yangians. Therefore, for $n = 0$, we get

$$[\psi_0^{(a)}, e_m^{(b)}] = \frac{\sigma_1}{\sigma_1} \psi_0^{(a)} [\psi_0^{(a)}, e_m^{(b)}] + \frac{\sigma_1'}{\sigma_1} [\psi_0^{(a)}, e_m^{(b)}] \psi_0^{(a)} + \tilde{\sigma}_1 e_{m+1},$$

$$[\psi_0^{(a)}, f_m^{(b)}] = \frac{\sigma_1}{\sigma_1} \psi_0^{(a)} [\psi_0^{(a)}, f_m^{(b)}] + \frac{\sigma_1'}{\sigma_1} [\psi_0^{(a)}, f_m^{(b)}] \psi_0^{(a)} - \tilde{\sigma}_1 f_{m+1}. $$

Notice that we have chosen $a$ and $b$ with arrows connecting them so that $\sigma_1$ and $\sigma_1'$ are non-zero.

For $|(a)| = 0$, choosing $b = a$, we have

$$e_m^{(a)} = \frac{1}{2\sigma_1} \left[ \psi_0^{(a)} - \frac{1}{2} \left( \psi_0^{(a)} \right)^2, e_m^{(a)} \right], \quad f_m^{(a)} = -\frac{1}{2\sigma_1} \left[ \psi_0^{(a)} - \frac{1}{2} \left( \psi_0^{(a)} \right)^2, f_m^{(a)} \right].$$

For $|(a)| = 1$, choosing $a = b + 1$, we have

$$e_{m+1}^{(b)} = \frac{1}{\sigma_1} \left[ \psi_0^{(b+1)} - \frac{1}{\sigma_1} \left( \psi_0^{(b+1)} \right)^2, e_m^{(b)} \right] - \frac{\sigma_1 - \sigma_1'}{\sigma_1} \psi_0^{(b+1)},$$

$$f_{m+1}^{(b)} = -\frac{1}{\sigma_1} \left[ \psi_0^{(b+1)} - \frac{1}{\sigma_1} \left( \psi_0^{(b+1)} \right)^2, f_m^{(b)} \right] + \frac{\sigma_1 - \sigma_1'}{\sigma_1} \psi_0^{(b+1)} f_m^{(b)}.$$}

Notice that we can always write $\sigma_1$ and $\sigma_1'$ in terms of $\epsilon_{1,2,3}$ due to vertex constraints. For both bosonic and fermionic nodes, define

$$\tilde{\psi}_1^{(a)} := \psi_1^{(a)} - \frac{\sigma_1^{a \to b}}{\sigma_1^{a \to b} + \sigma_1^{b \to a}} \left( \psi_0^{(a)} \right)^2.$$ 

We can then compactly write the relations as

$$e_m^{(a)} = \frac{1}{\sigma_1^{a \to b} + \sigma_1^{a \to b}} \left[ \tilde{\psi}_1^{(b)}, e_m^{(a)} \right] - \frac{\sigma_1^{b \to a} - \sigma_1^{a \to b}}{\sigma_1^{b \to a} + \sigma_1^{a \to b}} e_m^{(a)} \psi_0^{(b)},$$

$$f_m^{(a)} = -\frac{1}{\sigma_1^{b \to a} + \sigma_1^{a \to b}} \left[ \tilde{\psi}_1^{(b)}, f_m^{(a)} \right] + \frac{\sigma_1^{b \to a} - \sigma_1^{a \to b}}{\sigma_1^{b \to a} + \sigma_1^{a \to b}} \psi_0^{(a)} f_m^{(b)},$$

where $\sigma_1^{a \to b}$ and $\sigma_1^{b \to a}$ denote the differences in the quiver Yangian relations.

\footnote{Notice that in this subsection, we do not have any further restrictions on the numbers of bosonic and fermionic nodes. More generally, the discussions here should work for any symmetric quiver with at most one pair of arrows between any two nodes.}
where \( b = a \) for \(| (a) | = 0 \) and \( b = a + 1 \) for \(| (a) | = 1 \). Moreover, we have

\[
\psi^{(a)}_{m+1} = \left[ e^{(a)}_{m+1}, f^{(a)}_0 \right].
\]  

(4.40)

As a result, we have shown that the quiver Yangian in this case is generated by \( e^{(a)}_0 \), \( f^{(a)}_0 \) and \( \psi^{(a)}_{0,1} \). The other modes can actually be inductively obtained using (4.39) and (4.40).

Moreover, we can now also get the matrix elements of \( T(u) \) at higher levels inductively. For instance,

\[
T_{\varnothing, \mu'}(u) = \langle \varnothing | T(u) | \mu' \rangle = \langle \varnothing | T(u) e^{(a)}_m | \mu \rangle.
\]  

(4.41)

Then using (4.39) and (4.40), we can express all \( T_{\mu_1, \mu_2}(u) \) in terms of \( e^{(a)}_0 \), \( f^{(a)}_0 \) and \( \psi^{(a)}_{0,1} \).

In fact, analogous to the known cases, we conjecture that for \(| \mu' \rangle = e^{(a)}_0 | \mu \rangle \), where \(| \mu \rangle \) is a state generated only from \( e^{(a)}_0 \), we have

\[
T_{\varnothing, \mu'}(u) = \frac{1}{2 \pi i} \oint_{\infty+u} \frac{dz}{\epsilon_3} \left( 1 - \frac{u - z - \epsilon}{u - z} \prod_{i=1}^{k} \frac{g_{a_i}(u - z)}{g_{a_i}(u - z)} \right) T_{\varnothing, \mu}(u) e^{(a)}(z)
\]  

(4.42)

where \( T_{\varnothing, \mu}(u) = \frac{1}{(2 \pi i)^2} \oint dz \oint du F(z) h^{(a)}(u) e^{(a)}(z_{1}) \ldots e^{(a)}(z_{k}) \). Similarly,\(^{18}\)

\[
T_{\mu', \varnothing}(u) = \frac{1}{2 \pi i} \oint_{\infty+u} \frac{dz}{\epsilon_3} \left( 1 - \frac{u - z - \epsilon}{u - z} \prod_{i=1}^{k} \frac{g_{a_i}(u - z)}{g_{a_i}(u - z)} \right) (-f^{(a)}(z)) T_{\mu, \varnothing}(u)
\]  

(4.43)

We can then get any \( T_{\mu_1, \mu_2}(u) \) inductively using the contour integral expressions. For instance, at level 1, we simply have

\[
T_{\varnothing, \square(1)}(u) = \frac{1}{2 \pi i} \oint_{\infty+u} \frac{dz}{\epsilon_3} \left( 1 - \frac{u - z - \epsilon}{u - z} \right) T_{\varnothing, \varnothing}(u) e^{(a)}(z)
\]  

\[
= \frac{1}{2 \pi i} \oint_{\infty+u} \frac{dz}{u - z} h^{(a)}(u) e^{(a)}(z),
\]  

(4.44)

which agrees with our discussions in section 3.2. More examples at higher levels can be found in appendix B.

\(^{18}\)Recall that the convention of \( f \) is the one for \( \mathcal{Y} \) instead of \( \mathcal{Y} \mathbb{B} \) in this section.
5 Generalized conifolds and $\mathcal{W}_{m|n \times \infty}$ algebras

Now, let us slightly digress from the previous discussions and consider the matrix extensions of $\mathcal{W}_{1+\infty}$ for generalized conifolds. As the quiver Yangian for the generalized conifold defined by $xy = z^M w^N$ is the affine Yangian $Y(\hat{\mathfrak{gl}}_{M|N})$, it is expected to be intimately related to the corresponding $\mathcal{W}_{M|N \times \infty}$ algebra as mentioned in section 1.

5.1 Miura transformations

Let us consider the fields $J_{AB}$ that generate the $\hat{\mathfrak{gl}}(M|N)_\kappa$ Kac-Moody (super)algebra with OPE \cite{[22, 23]}

$$J_{AB}(z)J_{CD}(w) \sim \frac{(-1)^{|B||C|} \kappa \delta_{AD} \delta_{CB} + \delta_{AB} \delta_{CD}}{(z-w)^2} + \frac{(-1)^{|A||B|+|C||D|+|C||B|} \delta_{AD} J_{CB}(w) - (-1)^{|B||C|} \delta_{CB} J_{AD}(w)}{z-w}. \quad (5.1)$$

As $J$ is an $m|n$ supermatrix, we have $|A| = 0$ for $1 \leq A \leq M$ and $|A| = 1$ for $M + 1 \leq A \leq M + N$. We can then write the mode expansion of $J_{AB}$,

$$J_{AB}(z) = \sum_{k \in \mathbb{Z}} \frac{a_{AB,k}}{z^{k+1}}, \quad (5.2)$$

and find the commutation relation

$$[a_{AB,n}, a_{CD,m}] = \delta_{n,-m} \left((-1)^{|B||C|} \kappa \delta_{AD} \delta_{CB} + \delta_{AB} \delta_{CD}\right) + (-1)^{|A||B|+|C||D|+|C||B|} \delta_{AD} a_{CB,m+n} - (-1)^{|B||C|} \delta_{CB} a_{AD,m+n}. \quad (5.3)$$

Now, we need to introduce a matrix-valued differential operator known as the Miura operator, $L_i := \kappa \partial + J_i$. One can then consider the product of $k$ Miura operators as

$$L_1 L_2 \ldots L_k = \sum_{i=0}^{k} U_{(i)} (\kappa \partial)^{k-i}. \quad (5.4)$$

The $U_{(i),AB}$ operators at each spin $i$ generate the $\mathcal{W}_{M|N \times \infty}$ algebra \cite{[22, 23]}, which is a matrix extension of the $\mathcal{W}_{1+\infty}$ algebra. As mentioned before, $U_{(1),AB}$ and $U_{(2),AB}$ should fully generate the whole algebra (while one further need $U_{(3)}$ in the case of $\mathcal{W}_{1+\infty}$) \cite{[22]}. The $\mathcal{W}_{M|N \times \infty}$ algebras are closely related to the rectangular $\mathcal{W}$-algebras. In particular, the construction using Miura basis reveals some remarkable features by considering the OPEs of $U_{(i),AB}$. See \cite{[22]} for more details.

Here, we shall consider the following intertwiner.\textsuperscript{19}

$$\mathcal{R}_{12} (L_1(z)L_2(z))_{AB} = (L_2(z)L_1(z))_{AB} \mathcal{R}_{12}. \quad (5.5)$$

\textsuperscript{19}Although we are using the same letter $\mathcal{R}$ here, it does not mean that this intertwiner should coincide with the $\mathcal{R}$-matrices discussed in the previous sections. In fact, it could also be possible for one to define a different operator that intertwines between two matrix-valued Miura operators, i.e., $\mathcal{R}_{12} L_1 L_2 = L_2 L_1 \mathcal{R}_{12}$. Nevertheless, the precise connection between quiver Yangians and $\mathcal{W}_{M|N \times \infty}$ still requires further study.
It is not hard to see that $\mathcal{R}_{ij}$ satisfies the Yang-Baxter equation. Consider
\[
(\mathcal{L}_3 \mathcal{L}_2 \mathcal{L}_1)_{AB} = \sum_k (\mathcal{L}_3 \mathcal{L}_2)_{Ak} \mathcal{L}_1_{kB} = \mathcal{R}_{23} \sum_k (\mathcal{L}_2 \mathcal{L}_3)_{Ak} \mathcal{L}_1_{kB} \mathcal{R}_{23}^{-1} = \mathcal{R}_{23}(\mathcal{L}_2 \mathcal{L}_3 \mathcal{L}_1)_{AB} \mathcal{R}_{23}^{-1}.
\] (5.6)

Further conjugated by $\mathcal{R}_{13}$ and then by $\mathcal{R}_{12}$, this becomes
\[
(\mathcal{L}_3 \mathcal{L}_2 \mathcal{L}_1)_{AB} = \mathcal{R}_{23} \mathcal{R}_{13} \mathcal{R}_{12} (\mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_3)_{AB} \mathcal{R}_{12}^{-1} \mathcal{R}_{13}^{-1} \mathcal{R}_{23}^{-1}.
\] (5.7)

On the other hand, conjugating $(\mathcal{L}_3 \mathcal{L}_2 \mathcal{L}_1)_{AB}$ by $\mathcal{R}_{12}$, $\mathcal{R}_{13}$ and $\mathcal{R}_{23}$ successively, we get
\[
(\mathcal{L}_3 \mathcal{L}_2 \mathcal{L}_1)_{AB} = \mathcal{R}_{12} \mathcal{R}_{13} \mathcal{R}_{23} (\mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_3)_{AB} \mathcal{R}_{23}^{-1} \mathcal{R}_{13}^{-1} \mathcal{R}_{12}^{-1}.
\] (5.8)

Thus, we have $\mathcal{R}_{23} \mathcal{R}_{13} \mathcal{R}_{12} = \mathcal{R}_{12} \mathcal{R}_{13} \mathcal{R}_{23}$. By writing $\mathcal{T}_0 \equiv \mathcal{R}_{0,1} \ldots \mathcal{R}_{0,k}$, we can also get the $\mathcal{RTT}$ relation.

By definition of the Miura operator, we can write
\[
\mathcal{R}_{12}((\kappa \partial + J_1)(\kappa \partial + J_2))_{AB} = ((\kappa \partial + J_2)(\kappa \partial + J_1))_{AB} \mathcal{R}_{12}.
\] (5.9)

Let us expand this and compare the terms at different orders of $\partial$ on both sides. At order $\partial^1$, we have
\[
\mathcal{R}_{12}(J_1 + J_2)_{AB} = (J_1 + J_2)_{AB} \mathcal{R}_{12}.
\] (5.10)

If we define $J_+ := J_1 + J_2$ and $J_- := J_1 - J_2$, we can see that $\mathcal{R}_{12}$ commutes with $J_{+,AB}$. At order $\partial^2$, we get
\[
\mathcal{R}_{12}((J_1 J_2)(\kappa \partial J_2(z))_{AB} = ((J_2 J_1)(\kappa \partial J_1(z))_{AB} \mathcal{R}_{12},
\] (5.11)

where we have used brackets to indicate normal ordering for simplicity. In [25], for the $\hat{\mathfrak{gl}}(1)$ case where every matrix is just $1 \times 1$, we can use the above two equations to write
\[
\mathcal{R}_{12}((J_+ J_-)(z) + 2 \kappa \partial J_-(z)) = ((J_- J_+)(z) - 2 \kappa \partial J_-)(z) \mathcal{R}_{12}.
\] (5.12)

This shows the connection to Liouville reflection operators [37, 60]. Here, we would like to write such equation for $J_-$ as well. However, we find that this would give rise to some extra terms:
\[
\mathcal{R}_{12}((J_+ J_-)(z) + 2 \kappa \partial J_-(z) + 2(J_2 J_1)(z) - 2(J_1 J_2)(z))_{AB} = ((J_- J_+)(z) - 2 \kappa \partial J_-)(z) - 2(J_2 J_1)(z) + 2(J_1 J_2)(z))_{AB} \mathcal{R}_{12}.
\] (5.13)

Nevertheless, let us still consider its mode expansion. Henceforth, we shall write $J \equiv J_-$ and $a_{AB} \equiv a_{-,AB}$ for brevity. At level $n$, we have
\[
\mathcal{R}_{12} \left( \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{Ak,l} a_{kB,n-l}) - 2\kappa(n+1)a_{AB,n} 
- 2 \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{1Ak,l} a_{2kB,n-l}) + 2 \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{2Ak,l} a_{1kB,n-l}) \right)
= \left( \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{Ak,l} a_{kB,n-l}) + 2\kappa(n+1)a_{AB,n} 
- 2 \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{1Ak,l} a_{2kB,n-l}) + 2 \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{2Ak,l} a_{1kB,n-l}) \right) \mathcal{R}_{12}.
\] (5.14)
Similar to [25, 60], it would be more useful to consider the mode expansion on the cylinder whose coordinate map relating the one on the complex plane is given by $z = e^{\tilde{z}}$. We can then make a conformal transformation to get the expression on the cylinder. As the stress tensor is [21]

$$T(z) = \frac{1}{2} \sum_{A,B} (J_{AB} J_{AB})(z) + \frac{\kappa}{2} \sum_A \partial J_{AA}(z),$$  \hspace{1cm} (5.15)

we find that

$$T(z) J_{AB}(w) \sim -\frac{2\delta_{AB}\kappa}{(z-w)^2} + \frac{J_{AB}(w)}{(z-w)^2} + \frac{\partial J_{AB}(w)}{z-w}$$  \hspace{1cm} (5.16)

(with a proper normalization of $T(z)$). Therefore, the off-diagonal fields transform as primaries while the diagonal ones have anomalous transformations. More explicitly,

$$J_{AB}(z) \rightarrow \tilde{J}_{AB}(\tilde{z}) = \left( \frac{d\tilde{z}}{dz} \right)^{-1} J_{AB}(z) + \delta_{AB} \kappa \left( \frac{d\tilde{z}}{dz} \right)^{-2} \left( \frac{d^2\tilde{z}}{d\tilde{z}^2} \right).$$  \hspace{1cm} (5.17)

On the cylinder, we then have

$$\tilde{J}_{AB} = \sum_{k \in \mathbb{Z}} a_{AB,k} e^{-k\tilde{z}} - \delta_{AB} \kappa.$$  \hspace{1cm} (5.18)

As we can see, this is the usual mode expansion on the cylinder but with the zero mode shifted by a constant. As we will mainly work with $\tilde{a}_{AB,n}$ on the cylinder in the followings, we shall simply denote $\tilde{a}_{AB,n}$ as $a_{AB,n}$. By virtue of the factor $\delta_{AB}$, the equation for the intertwiner becomes\(^{20}\)

$$\mathcal{R}_{12} \left( \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{Ak,l} a_{kB,n-l}) - 2\kappa a_{AB,n} ight)$$

$$-2 \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{1,Ak,l} a_{2,kB,n-l}) + 2 \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{2,Ak,l} a_{1,kB,n-l})$$

$$= \left( \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{Ak,l} a_{kB,n-l}) + 2\kappa a_{AB,n} ight)$$

$$-2 \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{1,Ak,l} a_{2,kB,n-l}) + 2 \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{2,Ak,l} a_{1,kB,n-l}) \right) \mathcal{R}_{12}$$

(5.19)

on the cylinder. This should be equivalent to the result from taking the mode expansions of $J_{AB}$ directly on the cylinder.

Incidentally, if we add all such equations for $A = B$, then we find that the extra pieces with $a_{1,2}$ get cancelled:

$$\mathcal{R}_{12} \sum_{A=1}^{M+N} \left( \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{Ak,l} a_{kA,n-l}) - 2\kappa a_{AA,n} \right)$$

$$= \sum_{A=1}^{M+N} \left( \sum_{k=1}^{M+N} \sum_{l \in \mathbb{Z}} (a_{Ak,l} a_{kA,n-l}) + 2\kappa a_{AA,n} \right) \mathcal{R}_{12}.$$

(5.20)

\(^{20}\)As pointed out in [25], $\mathcal{R}$ should intertwine between two opposite conformal transformations on $a_{AB,n}$ on the left and right hands.
It could be possible that there exist other combinations that would only keep a modes left. However, we shall still focus on (5.19) in the following discussions.

In the followings, we shall act (5.19) on different states/representations and mainly focus on level 1 with \( n = -1 \). One may also consider the higher levels for (5.19). For instance, at level 2 (which is necessary for fully analyzing the generators of the algebra), we have two sets of equations, either one factor of \( n = -2 \) or two factors of \( n = -1 \). Of course, the calculations would become more tedious when we consider higher levels, as well as larger \( M \) and \( N \). Therefore, a more systematic study would be quite helpful, especially for the comparison with quiver Yangians.

As \( T_0 = R_{0,1} \ldots R_{0,l} \), we have

\[
(a_{0,AB,n} + a_{1,AB,n} + \cdots + a_{l,AB,n}) T_0 = T_0 (a_{0,AB,n} + a_{1,AB,n} + \cdots + a_{l,AB,n}) \tag{5.21}
\]

for any \( n \in \mathbb{Z} \). Sandwiching this between some states \( \langle \lambda | \) and \( | \text{vac} \rangle \) for \( n > 0 \),

\[
\langle \lambda | \sum_{i=0}^{l} a_{i,AB,n} T_0 | \text{vac} \rangle = \langle \lambda | T_0 \sum_{i=0}^{l} a_{i,AB,n} | \text{vac} \rangle , \tag{5.22}
\]

we would get

\[
\langle \lambda | a_{0,AB,n} T_0 | \text{vac} \rangle + \sum_{i=1}^{l} a_{i,AB,n} T_{\lambda,\text{vac}} = 0 + T_{\lambda,\text{vac}} \sum_{i=1}^{l} a_{i,AB,n} , \tag{5.23}
\]

where we have defined the matrix element \( T_{\lambda_1,\lambda_2} := \langle \lambda_1 | T_0 | \lambda_2 \rangle \). In other words,

\[
T_{\lambda', \text{vac}} = \left[ T_{\lambda, \text{vac}} , \sum_{i=1}^{l} a_{i,AB,n} \right] , \tag{5.24}
\]

where \( \langle \lambda' | = \langle \lambda | a_{0,AB,n} \). Similarly, for any \( T_{\text{vac},\lambda} \) with \( n < 0 \) we may also write

\[
T_{\text{vac},\lambda'} = \left[ \sum_{i=1}^{l} a_{i,AB,n} , T_{\text{vac},\lambda} \right] . \tag{5.25}
\]

With these commutation relations, one can in principle get any matrix element \( T_{\lambda_1,\lambda_2} \) from lower levels. It could then be possible that, under some non-trivial change of generators, this would help us verify and find the explicit contour integral form discussed in section 3.2 although this process is still not clear in general.

### 5.2 Harmonic oscillator states

We would like to find the action of the intertwining operator on some states for certain representations. One natural choice would be the space spanned by the set of \( J_{AB} \) oscillators. We choose the normalization as \( R_{12} | \emptyset \rangle = | \emptyset \rangle \). Again, we will omit the labels in the states for brevity. Suppose \( a_{AB,n} | \emptyset \rangle = | \emptyset \rangle \) and \( a_{AB,0} | \emptyset \rangle = u_{AB} | \emptyset \rangle \) for any \( A, B \) and some coefficient \( u_{AB} \).\(^{21}\)

\(^{21}\)Here, we simply write \( u_{AB} \) for brevity. A better notation would perhaps be \( a_{AB,0} | \emptyset \rangle = (u_{AB} - v_{AB}) | \emptyset \rangle \) such that \( u_{AB} \) and \( v_{AB} \) are for \( a_{1,AB,0} \) and \( a_{2,AB,0} \) respectively.
For \( n = -1 \), we have\(^{22}\)

\[
R_{12} \left( \sum_{k=1}^{M+N} u_{kB} a_{Ak,-1} + \sum_{k=1}^{M+N} (-1)^{|A|+|k|} (|A|+|B|) u_{Ak} a_{kB,-1} + 2 \kappa a_{AB,-1} \right) \ 
-2 \sum_{k=1}^{M+N} u_{Ak} a_{2k,B,-1} - 2 \sum_{k=1}^{M+N} u_{kB} a_{1Ak,-1} + 2 \sum_{k=1}^{M+N} u_{Ak} a_{1kB,-1} + 2 \sum_{k=1}^{M+N} u_{kB} a_{2Ak,-1} \right) |\emptyset\rangle
= \left( \sum_{k=1}^{M+N} u_{kB} a_{Ak,-1} + \sum_{k=1}^{M+N} (-1)^{|A|+|k|} (|A|+|B|) u_{Ak} a_{kB,-1} - 2 \kappa a_{AB,-1} \right) \ 
+ 2 \sum_{k=1}^{M+N} u_{Ak} a_{2k,B,-1} + 2 \sum_{k=1}^{M+N} u_{kB} a_{1Ak,-1} - 2 \sum_{k=1}^{M+N} u_{Ak} a_{1kB,-1} - 2 \sum_{k=1}^{M+N} u_{kB} a_{2Ak,-1} \right) |\emptyset\rangle.
\]

Therefore, we can combine all the sporadic \( a_{12} \) into \( a \) and write

\[
R_{12} \left( - \sum_{k \neq B} u_{kB} a_{Ak,-1} + \sum_{k \neq A} (-1)^{|A|+|k|} (|A|+|B|) + 2 \right) u_{Ak} a_{kB,-1} + (3u_{AA} - u_{BB} + 2 \kappa) a_{AB,-1} \right) |\emptyset\rangle
= \left( \sum_{k \neq B} 3u_{kB} a_{Ak,-1} + \sum_{k \neq A} (-1)^{|A|+|k|} (|A|+|B|) - 2 \right) u_{Ak} a_{kB,-1} + (3u_{BB} - u_{AA} - 2 \kappa) a_{AB,-1} \right) |\emptyset\rangle.
\]

As a result, to get the action of \( R_{12} \) on the states of level 1, we need to solve a set of \((M+N) \times (M+N)\) equations. To simplify this a bit, a natural assumption we can take would be \( u_{AB} = u \) for any \( A, B \).

The simplest example would be \( \mathbb{C}^3 \) which has been extensively studied in various literature such as [25] with a dictionary for \( \mathcal{W}_{1+\infty} \) and \( \mathcal{Y}(\hat{\mathfrak{u}}_1) \). Therefore, let us consider the second simplest examples, that is, \( \mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_2 \) and the conifold.

### 5.2.1 Example 1: \( \mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_2 \)

For the case of \( \mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_2 \), we have four equations, and all the modes are bosonic. It turns out that

\[
R_{12} a_{11,-1} |\emptyset\rangle = A_1(u) a_{11,-1} |\emptyset\rangle + A_2(u) a_{12,-1} |\emptyset\rangle + A_3(u) a_{21,-1} |\emptyset\rangle + A_4(u) a_{22,-1} |\emptyset\rangle,
\]

\[
R_{12} a_{12,-1} |\emptyset\rangle = A_2(u) a_{11,-1} |\emptyset\rangle + A_1(u) a_{12,-1} |\emptyset\rangle + A_4(u) a_{21,-1} |\emptyset\rangle + A_3(u) a_{22,-1} |\emptyset\rangle,
\]

\[
R_{12} a_{21,-1} |\emptyset\rangle = A_3(u) a_{11,-1} |\emptyset\rangle + A_4(u) a_{12,-1} |\emptyset\rangle + A_1(u) a_{21,-1} |\emptyset\rangle + A_2(u) a_{22,-1} |\emptyset\rangle,
\]

\[
R_{12} a_{22,-1} |\emptyset\rangle = A_4(u) a_{11,-1} |\emptyset\rangle + A_3(u) a_{12,-1} |\emptyset\rangle + A_2(u) a_{21,-1} |\emptyset\rangle + A_1(u) a_{22,-1} |\emptyset\rangle,
\]

where

\[
A_1(u) = \frac{-5u^2 - \kappa u - \kappa^2 (u + \kappa)}{(3u + \kappa)(2u + \kappa)(u - \kappa)}, \quad A_2(u) = \frac{-u(u^2 + 4\kappa u + \kappa^2)}{(3u + \kappa)(2u + \kappa)(u - \kappa)},
\]

\[
A_3(u) = \frac{u(7u^2 - \kappa^2)}{(3u + \kappa)(2u + \kappa)(u - \kappa)}, \quad A_4(u) = \frac{u^2(5u + \kappa)}{(3u + \kappa)(2u + \kappa)(u - \kappa)}.
\]

\(^{22}\)Notice that for \( n \geq 0 \), (5.19) is trivially satisfied.
As $a_{AB,n} = a_{1,AB,n} - a_{2,AB,n}$, together with $R_{12}(a_{1,AB,n} + a_{2,AB,n}) = (a_{1,AB,n} + a_{2,AB,n})R_{12}$, we get

$$R_{12}a_{11,-1}|0,0\rangle = (B_1(u)a_{11,-1} - B'_1(u)a_{21,-1})|0,0\rangle + B_2(u)(a_{12,-1} - a_{22,-1})|0,0\rangle$$
$$+ B_3(u)(a_{21,-1} - a_{22,-1})|0,0\rangle + B_4(u)(a_{12,-1} - a_{22,-1})|0,0\rangle,$$

(5.33)

$$R_{12}a_{12,-1}|0,0\rangle = B_2(u)(a_{11,-1} - a_{21,-1})|0,0\rangle + (B_1(u)a_{12,-1} - B'_1(u)a_{22,-1})|0,0\rangle$$
$$+ B_4(u)(a_{12,-1} - a_{22,-1})|0,0\rangle + B_3(u)(a_{12,-1} - a_{22,-1})|0,0\rangle,$$

(5.34)

$$R_{12}a_{21,-1}|0,0\rangle = B_3(u)(a_{11,-1} - a_{21,-1})|0,0\rangle + B_4(u)(a_{12,-1} - a_{22,-1})|0,0\rangle$$
$$+ (B_1(u)a_{21,-1} - B'_1(u)a_{22,-1})|0,0\rangle + B_2(u)(a_{12,-1} - a_{22,-1})|0,0\rangle,$$

(5.35)

$$R_{12}a_{22,-1}|0,0\rangle = B_4(u)(a_{11,-1} - a_{21,-1})|0,0\rangle + B_3(u)(a_{12,-1} - a_{22,-1})|0,0\rangle$$
$$+ B_2(u)(a_{12,-1} - a_{22,-1})|0,0\rangle + (B_1(u)a_{22,-1} - B'_1(u)a_{22,-1})|0,0\rangle,$$

(5.36)

where

$$B_1(u) = \frac{u(u^2 - 5ku - 2\kappa^2)}{2(3u + \kappa)(2u + \kappa)(u - \kappa)},$$

$$B'_1(u) = A_1(u) - B_1(u) = \frac{-11u^3 + 3ku^2 - 6\kappa u^2 - 2\kappa^3}{2(3u + \kappa)(2u + \kappa)(u - \kappa)},$$

(5.37)

and $B_k(u) = A_k(u)/2$ ($k = 2, 3, 4$). In particular, we find that $B_1(u) - B'_1(u) = 1$. The actions of $R_{12}a_{2,AB,-1}|0,0\rangle$ are completely the same with $a_{1,AB,-1} \leftrightarrow a_{2,AB,-1}$.

Now let us try to construct the generators as matrix elements from the $\mathcal{RTT}$ relation. The first generator would be

$$\mathcal{H}(u) = \langle 0|T(u)|0\rangle.$$

(5.38)

As $\mathcal{R}_{12}|0,0\rangle = |0,0\rangle$, following

$$\langle 0,0\rangle R_{12}(u-v)|T_1(u)T_2(v)|0,0\rangle = \langle 0,0\rangle |T_2(v)T_1(u)R_{12}(u-v)|0,0\rangle,$$

(5.39)

it is straightforward to see that

$$\mathcal{H}(u)\mathcal{H}(v) = \mathcal{H}(v)\mathcal{H}(u).$$

(5.40)

Then at level 1, we would have

$$\mathcal{E}_{AB}(u) = \langle 0|T(u)a_{AB,-1}|0\rangle, \quad \mathcal{F}_{AB}(u) = \langle 0|a_{AB,1}T(u)|0\rangle.$$

(5.41)

Again, using the $\mathcal{RTT}$ relation

$$\langle 0,0\rangle R_{12}T_1T_2a_{1,AB,-1}|0,0\rangle = \langle 0,0\rangle |T_2T_1R_{12}a_{1,AB,-1}|0,0\rangle,$$

(5.42)
Similarly,
\[
\mathcal{E}_{11}(u)\mathcal{H}(v) = B_1(u-v)\mathcal{H}(v)\mathcal{E}_{11}(u) - B'_1(u-v)\mathcal{E}_{11}(v)\mathcal{H}(u) + B_2(u-v)(\mathcal{H}(v)\mathcal{E}_{12}(u) - \mathcal{E}_{12}(v)\mathcal{H}(u)) + B_3(u-v)(\mathcal{H}(v)\mathcal{E}_{21}(u) - \mathcal{E}_{21}(v)\mathcal{H}(u)) + B_4(u-v)(\mathcal{H}(v)\mathcal{E}_{22}(u) - \mathcal{E}_{22}(v)\mathcal{H}(u)),
\]
(5.43)
\[
\mathcal{E}_{12}(u)\mathcal{H}(v) = B_1(u-v)\mathcal{H}(v)\mathcal{E}_{12}(u) - B'_1(u-v)\mathcal{E}_{12}(v)\mathcal{H}(u) + B_2(u-v)(\mathcal{H}(v)\mathcal{E}_{11}(u) - \mathcal{E}_{11}(v)\mathcal{H}(u)) + B_3(u-v)(\mathcal{H}(v)\mathcal{E}_{22}(u) - \mathcal{E}_{22}(v)\mathcal{H}(u)) + B_4(u-v)(\mathcal{H}(v)\mathcal{E}_{21}(u) - \mathcal{E}_{21}(v)\mathcal{H}(u)),
\]
(5.44)
\[
\mathcal{E}_{21}(u)\mathcal{H}(v) = B_1(u-v)\mathcal{H}(v)\mathcal{E}_{21}(u) - B'_1(u-v)\mathcal{E}_{21}(v)\mathcal{H}(u) + B_2(u-v)(\mathcal{H}(v)\mathcal{E}_{22}(u) - \mathcal{E}_{22}(v)\mathcal{H}(u)) + B_3(u-v)(\mathcal{H}(v)\mathcal{E}_{12}(u) - \mathcal{E}_{12}(v)\mathcal{H}(u)) + B_4(u-v)(\mathcal{H}(v)\mathcal{E}_{11}(u) - \mathcal{E}_{11}(v)\mathcal{H}(u)),
\]
(5.45)
\[
\mathcal{E}_{22}(u)\mathcal{H}(v) = B_1(u-v)\mathcal{H}(v)\mathcal{E}_{22}(u) - B'_1(u-v)\mathcal{E}_{22}(v)\mathcal{H}(u) + B_2(u-v)(\mathcal{H}(v)\mathcal{E}_{21}(u) - \mathcal{E}_{21}(v)\mathcal{H}(u)) + B_3(u-v)(\mathcal{H}(v)\mathcal{E}_{12}(u) - \mathcal{E}_{12}(v)\mathcal{H}(u)) + B_4(u-v)(\mathcal{H}(v)\mathcal{E}_{11}(u) - \mathcal{E}_{11}(v)\mathcal{H}(u)).
\]
(5.46)

Similarly,
\[
\mathcal{H}(v)\mathcal{F}_{11}(u) = B_1(u-v)\mathcal{F}_{11}(u)\mathcal{H}(v) - B'_1(u-v)\mathcal{F}_{11}(u)\mathcal{H}(v) + B_2(u-v)(\mathcal{F}_{12}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{12}(v)) + B_3(u-v)(\mathcal{F}_{21}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{21}(v)) + B_4(u-v)(\mathcal{F}_{22}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{22}(v)),
\]
(5.47)
\[
\mathcal{H}(v)\mathcal{F}_{12}(u) = B_1(u-v)\mathcal{F}_{12}(u)\mathcal{H}(v) - B'_1(u-v)\mathcal{F}_{12}(u)\mathcal{H}(v) + B_2(u-v)(\mathcal{F}_{11}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{11}(v)) + B_3(u-v)(\mathcal{F}_{22}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{22}(v)) + B_4(u-v)(\mathcal{F}_{21}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{21}(v)),
\]
(5.48)
\[
\mathcal{H}(v)\mathcal{F}_{21}(u) = B_1(u-v)\mathcal{F}_{21}(u)\mathcal{H}(v) - B'_1(u-v)\mathcal{F}_{21}(u)\mathcal{H}(v) + B_2(u-v)(\mathcal{F}_{22}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{22}(v)) + B_3(u-v)(\mathcal{F}_{12}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{12}(v)) + B_4(u-v)(\mathcal{F}_{11}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{11}(v)),
\]
(5.49)
\[
\mathcal{H}(v)\mathcal{F}_{22}(u) = B_1(u-v)\mathcal{F}_{22}(u)\mathcal{H}(v) - B'_1(u-v)\mathcal{F}_{22}(u)\mathcal{H}(v) + B_2(u-v)(\mathcal{F}_{21}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{21}(v)) + B_3(u-v)(\mathcal{F}_{11}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{11}(v)) + B_4(u-v)(\mathcal{F}_{12}(u)\mathcal{H}(v) - \mathcal{H}(u)\mathcal{F}_{12}(v)).
\]
(5.50)

As the relations for $\mathcal{F}_{AB}(u)$ are completely analogous, we shall only discuss those for $\mathcal{E}_{AB}(u)$ explicitly below.

Now, let us take $\kappa = -2\epsilon_3$. In particular, we observe that
\[
\sum_{A,B=1}^{2} \mathcal{E}_{AB}(u)\mathcal{H}(v) = \frac{u-v}{u-v-\epsilon_3} \mathcal{H}(v) \sum_{A,B=1}^{2} \mathcal{E}_{AB}(u) - \frac{\epsilon_3}{u-v-\epsilon_3} \sum_{A,B=1}^{2} \mathcal{E}_{AB}(v)\mathcal{H}(u),
\]
(5.51)
and
\[
\sum_{A,B=1}^{2} (-1)^{A+B} \mathcal{E}_{AB}(u)\mathcal{H}(v) = \sum_{A,B=1}^{2} (-1)^{A+B} \mathcal{E}_{AB}(v)\mathcal{H}(u).
\]
(5.52)

\footnote{Notice that the variable $u$ used in $\mathcal{R}_{12a_{AB},-1}$ above is actually $u-v$ here. This is due to our notation for $a_{AB,0}[\emptyset] = (u-v)[\emptyset]$. See also Footnote 21.}
Moreover, we have
\[
2(\mathcal{E}_{11}(u) + \mathcal{E}_{22}(u))\mathcal{H}(v) = \frac{u-v}{u-v-\epsilon_3}\mathcal{H}(v)(\mathcal{E}_{11}(u) + \mathcal{E}_{22}(u)) - \frac{u-v-2\epsilon_3}{u-v-\epsilon_3}(\mathcal{E}_{11}(v) + \mathcal{E}_{22}(v))\mathcal{H}(u) \\
+ \frac{u-v}{u-v-\epsilon_3}(\mathcal{H}(v)(\mathcal{E}_{12}(u) + \mathcal{E}_{21}(u)) - (\mathcal{E}_{12}(v) + \mathcal{E}_{21}(v))\mathcal{H}(u)) ,
\]
(5.53)
and
\[
2(\mathcal{E}_{12}(u) + \mathcal{E}_{21}(u))\mathcal{H}(v) = \frac{u-v}{u-v-\epsilon_3}\mathcal{H}(v)(\mathcal{E}_{12}(u) + \mathcal{E}_{21}(u)) - \frac{u-v-2\epsilon_3}{u-v-\epsilon_3}(\mathcal{E}_{12}(v) + \mathcal{E}_{21}(v))\mathcal{H}(u) \\
+ \frac{u-v}{u-v-\epsilon_3}(\mathcal{H}(v)(\mathcal{E}_{11}(u) + \mathcal{E}_{22}(u)) - (\mathcal{E}_{11}(v) + \mathcal{E}_{22}(v))\mathcal{H}(u)) .
\]
(5.54)
From (5.51), it is straightforward to see that this contains the algebra for \(\mathbb{C}^3\) as we would expect since\(^{24}\)
\[
\mathcal{E}(u)\mathcal{H}(v) = \frac{u-v}{u-v-\epsilon_3}\mathcal{H}(v)\mathcal{E}(u) - \frac{\epsilon_3}{u-v-\epsilon_3}\mathcal{E}(v)\mathcal{H}(u)
\]
(5.55)
(and \(\mathcal{H}(u)\mathcal{H}(v) = \mathcal{H}(v)\mathcal{H}(u)\)) for the case associated to \(\widehat{\mathfrak{g}}_1\).

5.2.2 Example 2: conifold

Now let us consider the case of conifold which corresponds to \(\widehat{\mathfrak{g}}_{1|1}\). At level 1, we have
\[
\mathcal{R}_{12a_{11,-1}|0} = A_1(u)a_{11,-1}|0\rangle + A_2(u)a_{12,-1}|0\rangle + A_3(u)a_{21,-1}|0\rangle + A_4(u)a_{22,-1}|0\rangle ,
\]
(5.56)
\[
\mathcal{R}_{12a_{12,-1}|0} = A_5(u)a_{11,-1}|0\rangle + A_6(u)a_{12,-1}|0\rangle + A_7(u)a_{21,-1}|0\rangle + A_8(u)a_{22,-1}|0\rangle ,
\]
(5.57)
\[
\mathcal{R}_{12a_{21,-1}|0} = A_9(u)a_{11,-1}|0\rangle + A_{10}(u)a_{12,-1}|0\rangle + A_{11}(u)a_{21,-1}|0\rangle + A_{12}(u)a_{22,-1}|0\rangle ,
\]
(5.58)
\[
\mathcal{R}_{12a_{22,-1}|0} = A_1(u)a_{11,-1}|0\rangle + A_3(u)a_{12,-1}|0\rangle + A_5(u)a_{21,-1}|0\rangle + A_7(u)a_{22,-1}|0\rangle ,
\]
(5.59)
where
\[
A_1(u) = \frac{-u^3 - 3\kappa u^2 + \kappa^2 u + \kappa^3}{(u + \kappa)(u^2 - 2\kappa u - \kappa^2)}, \quad A_2(u) = \frac{-u(2u + \kappa)}{u^2 - 2\kappa u - \kappa^2}, \\
A_3(u) = \frac{u(2u + \kappa)}{u^2 - 2\kappa u - \kappa^2}, \quad A_4(u) = \frac{2u^3}{(u + \kappa)(u^2 - 2\kappa u - \kappa^2)} ,
\]
(5.60)
\[
A_5(u) = \frac{-u(2u^3 + 3\kappa u^2 + 4\kappa^2 u + \kappa^3)}{(u + \kappa)^2(u^2 - 2\kappa u - \kappa^2)}, \quad A_6(u) = \frac{-3u^3 - 5\kappa u^2 + \kappa^2 u + \kappa^3}{(u + \kappa)(u^2 - 2\kappa u - \kappa^2)}, \\
A_7(u) = \frac{2u^2(2u + \kappa)}{(u + \kappa)(u^2 - 2\kappa u - \kappa^2)}, \quad A_8(u) = \frac{u(2u + \kappa)(u^2 + 2\kappa u - \kappa^2)}{(u + \kappa)^2(u^2 - 2\kappa u - \kappa^2)}.\]

\(^{24}\)The derivation of such relations is completely similar to the examples discussed in this section. In terms of \(\mathbb{YB}\left(\widehat{\mathfrak{g}}_1\right)\), we have \(h(u)h(v) = h(v)h(u)\) and
\[
(h(u)e(u))h(v) = \frac{u-v}{u-v-\epsilon_3}h(v)(h(u)e(u)) - \frac{\epsilon_3}{u-v-\epsilon_3}(h(v)e(v))h(u) .
\]
Strictly speaking, one should also check the \(ee\) relations at a higher level.
Then
\begin{align}
\mathcal{R}_{12} a_{1,11,-1}|0, \emptyset\rangle &= (B_1(u)a_{1,11,-1} - B'_1(u)a_{2,11,-1})|0, \emptyset\rangle + B_2(u)(a_{1,12,-1} - a_{2,12,-1})|0, \emptyset\rangle \\
&+ B_3(u)(a_{1,21,-1} - a_{2,21,-1})|0, \emptyset\rangle + B_4(u)(a_{1,22,-1} - a_{2,22,-1})|0, \emptyset\rangle,
\end{align}
\tag{5.61}
\begin{align}
\mathcal{R}_{12} a_{1,12,-1}|0, \emptyset\rangle &= B_5(u)(a_{1,11,-1} - a_{2,11,-1})|0, \emptyset\rangle + (B_6(u)a_{1,12,-1} - B'_6(u)a_{2,12,-1})|0, \emptyset\rangle \\
&+ B_7(u)(a_{1,21,-1} - a_{2,21,-1})|0, \emptyset\rangle + B_8(u)(a_{1,22,-1} - a_{2,22,-1})|0, \emptyset\rangle,
\end{align}
\tag{5.62}
\begin{align}
\mathcal{R}_{12} a_{1,21,-1}|0, \emptyset\rangle &= B_5(u)(a_{1,11,-1} - a_{2,11,-1})|0, \emptyset\rangle + B_7(u)(a_{1,12,-1} - a_{2,12,-1})|0, \emptyset\rangle \\
&+ (B_6(u)a_{1,21,-1} - B'_6(u)a_{2,21,-1})|0, \emptyset\rangle + B_8(u)(a_{1,22,-1} - a_{2,22,-1})|0, \emptyset\rangle,
\end{align}
\tag{5.63}
\begin{align}
\mathcal{R}_{12} a_{1,22,-1}|0, \emptyset\rangle &= B_4(u)(a_{1,11,-1} - a_{2,11,-1})|0, \emptyset\rangle + B_3(u)(a_{1,12,-1} - a_{2,12,-1})|0, \emptyset\rangle \\
&+ B_2(u)(a_{1,21,-1} - a_{2,21,-1})|0, \emptyset\rangle + (B_1(u)a_{1,22,-1} - B'_1(u)a_{2,22,-1})|0, \emptyset\rangle,
\end{align}
\tag{5.64}
where
\begin{align}
B_1(u) &= \frac{-\kappa u(2u + \kappa)}{(u + \kappa)(u^2 - 2\kappa u - \kappa^2)}, & B'_1(u) &= A_1(u) - B_1(u) = \frac{-u^3 - \kappa u^2 + 2\kappa^2 u + \kappa^3}{(u + \kappa)(u^2 - 2\kappa u - \kappa^2)}, \\
B_6(u) &= \frac{-u(u^2 + 3\kappa u + \kappa^2)}{(u + \kappa)(u^2 - 2\kappa u - \kappa^2)}, & B'_6(u) &= A_6(u) - B_6(u) = \frac{-2u^3 - 2\kappa u^2 + 2\kappa^2 u + \kappa^3}{(u + \kappa)(u^2 - 2\kappa u - \kappa^2)},
\end{align}
\tag{5.65}

and $B_k(u) = A_k(u)/2$ for the remaining $k$. In particular, we find that $B_1(u) - B'_1(u) = 1$ and $B_6(u) - B'_6(u) = 1$. The actions of $\mathcal{R}_{12} a_{2,AB,-1}|0, \emptyset\rangle$ are completely the same with $a_{1,AB,-1} \leftrightarrow a_{2,AB,-1}$.

Again, let us try to construct the generators as matrix elements from the $\mathcal{R}\mathcal{T}\mathcal{T}$ relation. The first generator would be
\begin{equation}
\mathcal{H}(u) = \langle 0|\mathcal{T}(u)|0\rangle.
\end{equation}
\tag{5.66}
Following the $\mathcal{R}\mathcal{T}\mathcal{T}$ relation, it is straightforward to see that
\begin{equation}
\mathcal{H}(u)\mathcal{H}(v) = \mathcal{H}(v)\mathcal{H}(u).
\end{equation}
\tag{5.67}
At level 1, we would still have
\begin{equation}
\mathcal{E}_{AB}(u) = \langle 0|\mathcal{T}(u)a_{AB,-1}|0\rangle, \quad \mathcal{F}_{AB}(u) = \langle 0|a_{AB,1}\mathcal{T}(u)|0\rangle.
\end{equation}
\tag{5.68}
Therefore,
\begin{align}
\mathcal{E}_{11}(u)\mathcal{H}(v) &= B_1(u-v)\mathcal{H}(v)\mathcal{E}_{11}(u) - B'_1(u-v)\mathcal{E}_{11}(v)\mathcal{H}(u) + B_2(u-v)(\mathcal{H}(v)\mathcal{E}_{12}(u) - \mathcal{E}_{12}(v)\mathcal{H}(u)) \\
&+ B_3(u-v)(\mathcal{H}(v)\mathcal{E}_{21}(u) - \mathcal{E}_{21}(v)\mathcal{H}(u)) + B_4(u-v)(\mathcal{H}(v)\mathcal{E}_{22}(u) - \mathcal{E}_{22}(v)\mathcal{H}(u)),
\end{align}
\tag{5.69}
\begin{align}
\mathcal{E}_{12}(u)\mathcal{H}(v) &= B_5(u-v)\mathcal{H}(v)\mathcal{E}_{12}(u) - B'_5(u-v)\mathcal{E}_{12}(v)\mathcal{H}(u) + B_7(u-v)(\mathcal{H}(v)\mathcal{E}_{21}(u) - \mathcal{E}_{21}(v)\mathcal{H}(u)) \\
&+ B_6(u-v)(\mathcal{H}(v)\mathcal{E}_{22}(u) - \mathcal{E}_{22}(v)\mathcal{H}(u)) + B_8(u-v)(\mathcal{H}(v)\mathcal{E}_{21}(u) - \mathcal{E}_{21}(v)\mathcal{H}(u)),
\end{align}
\tag{5.70}
where
\[ \mathcal{E}_{21}(u) \mathcal{H}(v) = B_0(u-v) \mathcal{H}(v) \mathcal{E}_{21}(u) - B'_0(u-v) \mathcal{E}_{21}(v) \mathcal{H}(u) + B_5(u-v)(\mathcal{H}(v) \mathcal{E}_{22}(u) - \mathcal{E}_{22}(v) \mathcal{H}(u)) + B_7(u-v)(\mathcal{H}(v) \mathcal{E}_{11}(u) - \mathcal{E}_{11}(v) \mathcal{H}(u)) + B_8(u-v)(\mathcal{H}(v) \mathcal{E}_{12}(u) - \mathcal{E}_{12}(v) \mathcal{H}(u)), \]
\[ \mathcal{E}_{22}(u) \mathcal{H}(v) = B_1(u-v) \mathcal{H}(v) \mathcal{E}_{22}(u) - B'_1(u-v) \mathcal{E}_{22}(v) \mathcal{H}(u) + B_2(u-v)(\mathcal{H}(v) \mathcal{E}_{21}(u) - \mathcal{E}_{21}(v) \mathcal{H}(u)) + B_3(u-v)(\mathcal{H}(v) \mathcal{E}_{12}(u) - \mathcal{E}_{12}(v) \mathcal{H}(u)) + B_4(u-v)(\mathcal{H}(v) \mathcal{E}_{11}(u) - \mathcal{E}_{11}(v) \mathcal{H}(u)). \]

Similarly,
\[ \mathcal{H}(v) \mathcal{F}_{11}(u) = B_1(u-v) \mathcal{F}_{11}(u) \mathcal{H}(v) - B'_1(u-v) \mathcal{H}(u) \mathcal{F}_{11}(v) + B_2(u-v)(\mathcal{F}_{12}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{12}(v)) + B_3(u-v)(\mathcal{F}_{22}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{22}(v)), \]
\[ \mathcal{H}(v) \mathcal{F}_{12}(u) = B_6(u-v) \mathcal{F}_{12}(u) \mathcal{H}(v) - B'_6(u-v) \mathcal{H}(u) \mathcal{F}_{12}(v) + B_5(u-v)(\mathcal{F}_{11}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{11}(v)) + B_7(u-v)(\mathcal{F}_{22}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{22}(v)), \]
\[ \mathcal{H}(v) \mathcal{F}_{21}(u) = B_6(u-v) \mathcal{F}_{21}(u) \mathcal{H}(v) - B'_6(u-v) \mathcal{H}(u) \mathcal{F}_{21}(v) + B_5(u-v)(\mathcal{F}_{22}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{22}(v)) + B_7(u-v)(\mathcal{F}_{11}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{11}(v)) + B_8(u-v)(\mathcal{F}_{12}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{12}(v)), \]
\[ \mathcal{H}(v) \mathcal{F}_{22}(u) = B_1(u-v) \mathcal{F}_{22}(u) \mathcal{H}(v) - B'_1(u-v) \mathcal{H}(u) \mathcal{F}_{22}(v) + B_2(u-v)(\mathcal{F}_{21}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{21}(v)) + B_3(u-v)(\mathcal{F}_{12}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{12}(v)) + B_4(u-v)(\mathcal{F}_{11}(u) \mathcal{H}(v) - \mathcal{H}(u) \mathcal{F}_{11}(v)). \]

As the relations for \( \mathcal{F}_{AB}(u) \) are completely analogous, we shall only discuss those for \( \mathcal{E}_{AB}(u) \) explicitly below.

Now, let us take \( \kappa = -\epsilon_3 \). In particular, we observe that
\[ (\mathcal{E}_{11}(u) + \mathcal{E}_{22}(u)) \mathcal{H}(v) = \frac{u-v}{u-v-\epsilon_3} \mathcal{H}(v)(\mathcal{E}_{11}(u) + \mathcal{E}_{22}(u)) - \frac{\epsilon_3}{u-v-\epsilon_3} (\mathcal{E}_{11}(v) + \mathcal{E}_{22}(v)) \mathcal{H}(u), \]
and
\[ (\mathcal{E}_{12}(u) + \mathcal{E}_{21}(u)) \mathcal{H}(v) = \frac{u-v}{u-v-\epsilon_3} \mathcal{H}(v)(\mathcal{E}_{12}(u) + \mathcal{E}_{21}(u)) - \frac{\epsilon_3}{u-v-\epsilon_3} (\mathcal{E}_{12}(v) + \mathcal{E}_{21}(v)) \mathcal{H}(u) - \frac{\epsilon_3(u-v)}{(u-v-\epsilon_3)^2} (\mathcal{H}(v)(\mathcal{E}_{11}(u) + \mathcal{E}_{22}(u)) - (\mathcal{E}_{11}(v) + \mathcal{E}_{22}(v)) \mathcal{H}(u)). \]

In particular, (5.77) seems to give a copy of \( \mathfrak{gl}_1 \).

### 5.3 Highest weight states

In general, it would often be more useful to consider the highest weight states when studying the representation theory of the algebra. Recall that the generators are obtained from
\( \mathcal{L}_1 \mathcal{L}_2 \ldots \mathcal{L}_k = \sum_{i=0}^{k} U_i (\kappa \partial)^k \). The OPEs of \( U_{(i),AB} \) (at low levels) have been worked out in \([22, 23]\). If we consider the mode expansion

\[
U_{(s),AB}(z) = \sum_{m \in \mathbb{Z}} \frac{U_{(s),AB,m}}{z^{m+i}},
\]

(5.79)

then we can get the commutation relations of the modes from

\[
\left[ U_{(r),AB,m}, U_{(s),CD,n} \right] = \frac{1}{(2\pi i)^2} \oint_0 dw \oint_w dz z^{m+r-1} w^{n+s-1} U_{(r),AB,m}(z) U_{(s),CD,n}(w).
\]

(5.80)

Here, we list the following three relations which will be useful later:

\[
\left[ U_{(1),AB,m}, U_{(2),CD,n} \right] = k \delta_{n,-m} \left( (1-|A|^2) \delta_{AB} \delta_{CD} + \delta_{AB} \delta_{CD} \right) + (1-|A|^2) \delta_{AB} U_{(1),AB,m} - (1-|B|^2) \delta_{CD} U_{(1),AB,m+n},
\]

(5.81)

\[
\left[ U_{(1),AB,m}, U_{(3),CD,n} \right] = k(k-1) \frac{m(m-1)}{2} \delta_{n,-m} \left( (1-|A|^2) \delta_{AB} \delta_{CD} + \delta_{AB} \delta_{CD} \right) + m(k-1) \left( (1-|A|^2) \delta_{AB} U_{(2),AB,m} + \delta_{AB} U_{(1),AB,m+n} \right) + (1-|A|^2) \delta_{CD} U_{(2),AB,m+n} - (1-|B|^2) \delta_{CD} U_{(3),AB,m+n}.
\]

(5.82)

Notice that the first relation reduces to the one for \( a_{AB,n} \) when \( k = 1 \) as expected.

As studied in \([22]\), a highest weight state of the algebra should then satisfy \( U_{(s),AB,m}|z\rangle = 0 \) for \( m > 0 \) and all possible \( s, A, B \), as well as \( U_{(1),AB,0}|z\rangle = 0 \) for \( A < B \) such that it is also of highest weight for the global \( \mathfrak{gl}(M|N) \) subalgebra. Moreover, \( U_{(s),AA,0}|z\rangle = z|z\rangle \) for the Cartan generators. The Virasoro module can then be obtained by acting the negative modes and \( U_{(s),AB,0} \) with \( A > B \) on the highest weight state. With the OPEs taken into account, the conditions of a highest weight state are equivalent to\(^{25}\)

\[
U_{(1),AB,0}|z\rangle = 0 \quad (A = 1, \ldots, M + N - 1 \text{ and } B = A + 1),
\]

(5.84)

\[
U_{(1),11,1}|z\rangle = 0,
\]

\[
U_{(s),(M+N+1,1)}|z\rangle = 0 \quad (s = 1, 2, 3).
\]

\(^{25}\)Strictly speaking, only the \( \mathcal{W}_{M \times \infty} \) cases were considered in \([22]\), but we expect this to hold for any general \( \mathcal{W}_{M|N \times \infty} \).
Here, we shall consider a special example, namely $\mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_2$. (The conifold case as the other special example should be completely analogous where the extra signs from the $\mathbb{Z}_2$-grading would not affect the final results.) Using the above commutation relations for $U_{(s),AB,m}$, we find that

\[
U_{(1),12,0}U_{(1),21,0}\langle z \rangle = 0 + U_{(1),21,0}U_{(1),12,0}\langle z \rangle = 0, \\
U_{(1),11,1}U_{(1),21,0}\langle z \rangle = U_{(1),21,0}U_{(1),11,1}\langle z \rangle = 0, \\
U_{(s),21,1}U_{(1),21,0}\langle z \rangle = U_{(1),21,0}U_{(s),21,1}\langle z \rangle = 0 \quad (s = 1, 2, 3).
\]

(5.85)

Since we want a unique highest weight state, $U_{(1),21,0}\langle z \rangle$ should be a null vector, and we would consider the module quotienting out $U_{(1),21,0}\langle z \rangle = 0$ in this case.

As $U_{(1),AB,n}$ is $a_{AB,n}$ when $k = 1$, we may also consider the actions of $a_{AB,n}$ on the highest weight state/Verma module. Acting (5.19) on $\langle z \rangle$ with $R_{12}\langle z \rangle = \langle z \rangle$, when $n = -1$, we find that

\[
R_{12}a_{1,AB,-1}\langle z \rangle = \frac{z}{z + \kappa}a_{1,AB,-1}\langle z \rangle - \frac{-\kappa}{z + \kappa}a_{2,AB,-1}\langle z \rangle \quad (5.86)
\]

for any $A, B$. Take $\langle z \rangle = |u,v\rangle$, $z = u-v$ and $\kappa = -\epsilon_3$. We have

\[
R_{12}a_{1,AB,-1}|u,v\rangle = \frac{u-v}{u-v-\epsilon_3}a_{1,AB,-1}|u,v\rangle - \frac{\epsilon_3}{u-v-\epsilon_3}a_{2,AB,-1}|u,v\rangle. \quad (5.87)
\]

Likewise, the result of $R_{12}a_{2,AB,-1}$ is simply $a_{1,AB,-1} \leftrightarrow a_{2,AB,-1}$. In particular, we may take any linear combination of $a_{i,AB,-1}$ as $\alpha_{(i),n} = \sum_{A,B} N_{AB} a_{i,AB,n}$ such that

\[
R_{12}\alpha_{(1),-1}|u,v\rangle = \frac{u-v}{u-v-\epsilon_3}\alpha_{(1),-1}|u,v\rangle - \frac{\epsilon_3}{u-v-\epsilon_3}\alpha_{(2),-1}|u,v\rangle. \quad (5.88)
\]

Let us consider the generators\(^{26}\)

\[
\mathcal{H}(u) = \langle u|T(u)|u \rangle, \quad \mathcal{E}_\alpha(u) = \langle u|T(u)\alpha_{-1}|u \rangle, \quad \mathcal{F}_\alpha(u) = \langle u|\alpha_{1}T(u)|u \rangle. \quad (5.89)
\]

Using the $\mathcal{RTT}$ relation, we have

\[
\mathcal{H}(u)\mathcal{H}(v) = \mathcal{H}(v)\mathcal{H}(u), \quad (5.90)
\]

and

\[
\mathcal{H}(u)\mathcal{E}_\alpha(v) = \frac{u-v}{u-v-\epsilon_3}\mathcal{E}_\alpha(v)\mathcal{H}(u) - \frac{\epsilon_3}{u-v-\epsilon_3}\mathcal{H}(v)\mathcal{E}_\alpha(u) \quad (5.91)
\]

from the matrix element between $\langle u, v \rangle$ and $\alpha_{(2),-1}|u,v\rangle$. Recall that in the YB algebra, we can write $h(u) = \prod_{a \in Q_0} h^{(a)}(u)$, and then for any $e^{(a)}(u)$, we have

\[
h(u)h(v) = h(v)h(u), \quad (5.92)
\]

\[
\begin{align*}
h(u)h(v) = h(v)h(u), \\
h(u)
\bigg(h(v)e^{(a)}(v)\bigg) = \frac{u-v}{u-v-\epsilon_3}\bigg(h(v)e^{(a)}(v)\bigg)h(u) - \frac{\epsilon_3}{u-v-\epsilon_3}h(v)\bigg(h(u)e^{(a)}(u)\bigg).
\end{align*}
\]

Moreover, we can consider

\[
\langle u, v | \beta_{(2),1}R_{12}T_1T_2\alpha_{(1),-1}| u, v \rangle = \langle u, v | \beta_{(2),1}T_2T_1R_{12}\alpha_{(1),-1}| u, v \rangle, \quad (5.93)
\]

\(^{26}\)Notice that the generators are not the same as the ones discussed in the previous subsection although we are using the same letters. Again, as the relations for $\mathcal{F}_\alpha$ would be similar, we shall only explicitly discuss $\mathcal{E}_\alpha$ in the followings.
where \( \beta_{(i),n} \) is a different linear combination of \( a_{i,AB,n} \), and assume \( T_{\beta_1,\alpha_{-1}} = \langle u | \beta_1 T \alpha_{-1} | u \rangle = 0 \). Using the actions of \( R_{12} \) as well as the above current relations for \( H, E_\alpha, F_\alpha \), we get

\[
[E_\alpha(u), F_\alpha(v)] = \delta_{\alpha\beta} \frac{\Psi_\alpha(u) - \Psi_\alpha(v)}{u - v},
\]  

(5.94)

where

\[
\Psi_\alpha := \epsilon_3 \left( T_{\alpha_1,\alpha_{-1}} H(u)^{-1} - E_\alpha(u) H(u)^{-1} F_\alpha(u) H(u)^{-1} \right).
\]  

(5.95)

Therefore, it seems that we can give an explicit map from these generators to the ones of the YB algebra. However, the discussions here do not imply that we have found such map. First, we should check higher level relations. Second, we also need to find out what \( \alpha \) and \( \beta \) should be so that they would correspond to the two colours in \( YB \), or even whether we do have such combinations for constructing the map. More generally, there could be more systematic ways to study the connection between the Yangian algebras and \( W \) algebras (cf. \([56]\)), and we leave this to future work.

6 Outlook

The shallow discussion in this note is just the tip of the iceberg, and there are still many open problems left. We may consider representations different from those in the paper and construct the corresponding \( R \)-matrices. For instance, it could be useful to consider the free fermion representations \([61]\) in the discussions of \( R \)-matrices. As such formalism is intimately related to crystal melting \([8, 62]\), it could then be possible to give a full description of the contour integral forms in the \( RTT \) relation.

One may also use the Wakimoto representations \([63, 64]\). For the conifold case, this was analyzed very recently in \([65]\). It was shown that one can correctly recover the corresponding quiver Yangian starting from the \( \mathcal{N} = 2 \) superconformal \( W \) algebra. In general, a notable feature of \( R \)-matrices constructed from Wakimoto realizations is that they would depend not only on \( u - v \) but also on other more spectral parameters.

In the constructions of \( R \)-matrices for various representations to reproduce the quiver Yangian relations, the screening operator is always a useful tool. For instance, a free field realization for the (truncations of) \( W \) algebra was constructed in \([66]\) as the kernel of some screening fields acting on the tensor product of current algebras. This was shown to be equivalent to the free field realization from Miura operators in \([21]\). It would be interesting to investigate this in the context of matrix extended \( W \) algebras.

When starting from certain algebra/theory to construct the \( R \)-matrix and reproduce the quiver Yangian relations, one often benefits from the underlying Kac-Moody (super)algebra. Therefore, it would be helpful to see if there is any similar approach for any CY3/quivers that extends the cases of generalized conifolds. Moreover, the study of \( R \)-matrices for quiver Yangians might lead to further applications to the Bethe/gauge correspondence \([45–47]\).\(^{27}\)

\(^{27}\)Note added in version 3: It was later found in \([44]\) that a consistent construction of \( R \)-matrices is restricted to symmetric quivers (for unshifted quiver Yangians) and hence rules out those associated to CY3 with compact divisors. Therefore, any further generalization would require a more delicate treatment.
Apart from the above perspectives, it would be crucial to have a more unified picture for quiver Yangians and $\mathcal{W}_{M|N}$. In particular, it is believed that both the quiver Yangians and the $\mathcal{W}_{M|N}$ algebras should play the role as the double of the corresponding CoHAs [11, 23]. It is possible that we can find a map between the two types of algebras using the method similar to the one in [56] which connects Ueda’s affine super Yangians and rectangular $\mathcal{W}$ algebras. With appropriate presentations of the algebras, it could also help us understand the structures of the algebras better.

Moreover, truncations of both the quiver Yangians and the $\mathcal{W}$ algebras have led to extensive study. For quiver Yangians, the truncations have a nice interpretation in terms of the crystals. On the other hand, truncations of the $\mathcal{W}_{1+\infty}$ algebra give rise to the VOAs at the corner [67], and they serve as building blocks for more general VOAs upon gluing $\mathcal{W}_{1+\infty}$ [20, 21]. The truncations of the quiver Yangians should be quite relevant in the context of these $\mathcal{W}$-algebras. Generalizing this to the case of $\mathcal{W}_{M|N}$ might give a larger class of VOAs associated to generalized conifolds. As the truncations of both $\mathcal{Y}$ and $\mathcal{W}$ can be realized by D4-branes on the divisors of CY$_3$, it could also be possible to identify these VOAs with the truncations of quiver Yangians similar to some VOAs for the CY$_3$ case [11]. This could be then give new insights in the study of BPS/CFT correspondence [68–70].

As both the quiver Yangians and MO Yangians are constructed from quivers, it is natural to expect some connections of the two Yangian algebras. However, the precise relation between them is still not known in general. A possible direction could be the notion of tripled quivers. Further explorations of these quantum algebras might give us a deeper understanding of various physical and mathematical problems.
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A Quivers for generalized conifolds

Almost all the toric CY$_3$ without compact 4-cycles are generalized conifolds. Their quiver Yangians have salient features and have been systematically studied in [11]. Given a generalized conifold defined by $xy = z^M w^N$ ($M, N \in \mathbb{N}$), its toric diagram is

\begin{equation}
\begin{array}{c}
M \\
\downarrow \\
N \\
\end{array}
\end{equation}

and its quiver Yangian is essentially the affine Yangian $\hat{\mathcal{Y}}_{M|N}$.

Its quivers can be conveniently obtained from the triangulations of the lattice polygon [71, 72], corresponding to different toric phases. The triangulations can in turn be concisely
(a) (b)

Figure 1. Figure taken from [17]. In these examples, we have (a) \( \sigma = \{+1, -1\} \), (b) \( \sigma = \{+1, +1\} \) and (c) \( \sigma = \{+1, +1, -1, -1, +1, -1, -1, -1\} \).

\[
\begin{align*}
&\sigma_a \in \{\sigma_a, \sigma_a+1\} \\
&\text{(a)} & \sigma_{a+1} & \sigma_{a+1} & \sigma_{a+1} & \sigma_{a+1} \\
&\text{(b)} & \sigma_{a+1} & \sigma_{a+1} & \sigma_{a+1} & \sigma_{a+1} \\
&\text{(c)} & \sigma_{a+1} & \sigma_{a+1} & \sigma_{a+1} & \sigma_{a+1} \\
\end{align*}
\]

Figure 2. The charge assignment to bifundamentals and adjoints with the loop and vertex constraints for generalized conifolds. We have (a) \( \sigma_a = \sigma_a+1 \) and (b) \( \sigma_a = -\sigma_a+1 \).

encoded by a sequence of signs \( \sigma = \{\sigma_a | a \in \mathbb{Z}_{M+N}\} \), one for each node in the quiver/simplex in the toric diagram. There are \( M \) plus ones and \( N \) minus ones. When two simplices are glued side by side, they have the same sign. When they are glued in the alternative way, they have opposite signs. An illustration can be found in figure 1.

The quiver is then constructed as follows. First, there is always a pair of opposite arrows connecting node \( a \) and node \( a+1 \) \((a \in \mathbb{Z}_{M+N})\). Then the node \( a \) is bosonic and has a self-loop if \( \sigma_a = \sigma_{a+1} \). If \( \sigma_a = -\sigma_{a+1} \), then it is fermionic and has no self-loops.

The superpotential can be read off from \( \sigma \), which leads to the loop constraints. Recall that we can also have vertex constraints, which would especially be useful when comparing \( Y \) with other algebras. Here, we shall just report the resulting coordinate parameter assignment to the arrows with the loop and vertex constraints. The general rule is given in figure 2.

Let us give an explicit example to make this more concrete. The possible triangulations of the toric diagram for the suspended pinch point (SPP) with the defining relation \( xy = zw^2 \) are given in figure 3(a). Using the inverse algorithm in [73, 74], we can obtain the associated toric quiver. It turns out that in this case they all correspond to the same quiver as shown in 3(b). Suppose the only bosonic node is labelled by \( a \) with the two fermionic nodes labelled by \( a \pm 1 \) respectively. The charge assignment to the arrows is given in figure 3(b) where we
with $Y$ where we have set the bosonic node to have label 1. This stems from the corresponding quantum toroidal algebra in [54].

One of the (oriented) Dynkin diagrams for $\mathfrak{sl}_2$ is simply equal to the charge $\pm \epsilon_i$ associated to the single arrow $a \to b$ as in figure 3(b).

Before ending this section, let us give a brief remark on the quivers for generalized conifolds. For $\mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_N$ whose quiver Yangian is $Y(\mathfrak{gl}_N)$, its quiver is the tripled quiver of the (oriented) Dynkin diagram for the affine Lie algebra $A^{(1)}_{N-1}$. In particular, this could be closely related to the connection between quiver Yangians and MO Yangians. It is then tempting to wonder if there could be a similar notion for any generalized conifold $Y(\mathfrak{gl}_{M|N})$. Suppose the quiver has $B$ bosonic nodes and $F$ fermionic ones (satisfying $B + F = M + N$). Here, we propose that we can think of the quiver as a "tripled" quiver of the corresponding Dynkin diagram of $\mathfrak{gl}_{M|N}$ (with $B$ bosonic nodes and $F$ fermionic ones at the same positions) in the following sense. Every arrow (i.e., line endowed with an orientation) in the Dynkin diagram is still doubled. Then the loops are only added to the

\[ M \to N \]

\[ 1 \to a \to b \to 1 \]

\[ \text{Sym}_{m_1,n_2} \text{Sym}_{m_1,n_2} \left[ e^{(0)}_{m_1}, e^{(2)}_{m_2}, f^{(0)}_{m_1}, f^{(2)}_{m_2} \right] \]

\[ \text{Sym}_{m_1,n_2} \left[ f^{(0)}_{m_1}, f^{(2)}_{m_1}, f^{(2)}_{m_2}, f^{(2)}_{m_2} \right] \]

where we have set the bosonic node to have label $a = 1$ in the Serre relations. Here, $\sigma_1^{ab} := \sigma_2^{ba}$ is simply equal to the charge $\pm \epsilon_i$ associated to the single arrow $a \to b$ as in figure 3(b).

\[ \text{Sym}_{m_1,n_2} \left[ e^{(0)}_{m_1}, e^{(2)}_{m_2}, f^{(0)}_{m_1}, f^{(2)}_{m_2} \right] \]

\[ \text{Sym}_{m_1,n_2} \left[ f^{(0)}_{m_1}, f^{(2)}_{m_1}, f^{(2)}_{m_2}, f^{(2)}_{m_2} \right] \]

\[ (a) \text{ The triangulations of the toric diagram for SPP.} \]

\[ (b) \text{ The corresponding quiver of SPP.} \]

In the three triangulations, the signs are $\{+1, -1, +1\}, \{+1, +1, -1\}, \{-1, +1, +1\}$ respectively from left to right. They correspond to the same quiver but with the initial node $a + 1$, $a$, and $a - 1$ respectively.

\[ (a) \text{ (b)} \]

\[ \text{(a) The triangulations of the toric diagram for SPP. (b) The corresponding quiver of SPP.} \]

\[ \text{Figure 3:} \]

\[ \text{Before ending this section, let us give a brief remark on the quivers for generalized conifolds. For } \mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_N \text{ whose quiver Yangian is } Y(\mathfrak{gl}_N), \text{ its quiver is the tripled quiver of the (oriented) Dynkin diagram for the affine Lie algebra } A^{(1)}_{N-1}. \text{ In particular, this could be closely related to the connection between quiver Yangians and MO Yangians. It is then tempting to wonder if there could be a similar notion for any generalized conifold with } Y(\mathfrak{gl}_{M|N}). \text{ Suppose the quiver has } B \text{ bosonic nodes and } F \text{ fermionic ones (satisfying } B + F = M + N). \text{ Here, we propose that we can think of the quiver as a "tripled" quiver of the corresponding Dynkin diagram of } \mathfrak{gl}_{M|N} \text{ (with } B \text{ bosonic nodes and } F \text{ fermionic ones at the same positions) in the following sense. Every arrow (i.e., line endowed with an orientation) in the Dynkin diagram is still doubled. Then the loops are only added to the} \]

\[ \text{\[ (a) \text{ (b)} \] Figure 3. (a) The triangulations of the toric diagram for SPP. (b) The corresponding quiver of SPP.} \]

\[ \text{\[ (a) \text{ (b)} \] Figure 3. (a) The triangulations of the toric diagram for SPP. (b) The corresponding quiver of SPP.} \]

\[ \text{Notice that the expected Serre relations are slightly different from the generalized conifolds for } MN \neq 2. \text{ This stems from the corresponding quantum toroidal algebra in [54].} \]
bosonic nodes. Alternatively, we can think of the loops added to the fermionic nodes having weight 0. In other words, the self-loops on the fermionic nodes would cancel themselves. This is also consistent with the assignment in figure 2.

B Examples at higher levels

Here, we shall consider some examples at higher levels using the contour integral expressions for the matrix elements of $\mathcal{T}$.

B.1 Example 1: conifold

Let us first consider the conifold whose 2d crystal description can be found in [42, figure 29 and 30]. In particular, there is one atom of colour $a$ (or $b \neq a$) at the first level and only one atom of colour $b$ (or $a$) can be added at the second level. Following the $\mathcal{RTT}$ relation, we can write

$$\langle \mathcal{C}_a, \mathcal{D}_c | \mathcal{R}_{12}(u-v) \mathcal{T}_1(u) \mathcal{T}_2(v) | \mathcal{D}_a, \mathcal{D}_c \rangle = \langle \mathcal{C}_a, \mathcal{D}_c | \mathcal{T}_2(v) \mathcal{T}_1(u) \mathcal{R}_{12}(u-v) | \mathcal{D}_a, \mathcal{D}_c \rangle, \tag{B.1}$$

where $c$ is either $a$ or $b$ and $\mathcal{C}_a$ here stands for the 2d crystal with two atoms whose initial atom is of colour $a$. Based on the first part of contour integral conjecture (section 3.2), the right hand side is then

$$\mathcal{T}_{\mathcal{D}_a, \mathcal{D}_c}(u) \mathcal{T}_{\mathcal{D}_a, \mathcal{D}_c} = \frac{1}{2 \pi i} \oint_{\infty \pm u} dz F(z) h^{(c)}(v) f^{(b)}(z) f^{(a)}(u) h^{(a)}(u), \tag{B.2}$$

where we have used the fact that $\mathcal{T}_{\mathcal{D}_a, \mathcal{D}_c}(u) = f^{(a)}(u) h^{(a)}(u)$. Suppose $a = c \neq b$. After applying the current relations, we have

$$\langle \mathcal{C}_a, \mathcal{D}_a | \mathcal{R}_{12} \mathcal{T}_1 \mathcal{T}_2 | \mathcal{D}_a, \mathcal{D}_a \rangle = \left( \frac{v-u-\epsilon_3}{v-u} - \epsilon_3 \right) \frac{1}{2 \pi i} \oint_{\infty \pm u} dz F(z) f^{(b)}(z) f^{(a)}(u) h^{(a)}(u) h^{(a)}(v) \tag{B.3}$$

$$+ \frac{(u-v)\epsilon_3}{u-v-\epsilon_3} \frac{1}{2 \pi i} \oint_{\infty \pm u} dz F(z) f^{(b)}(z) h^{(a)}(u) f^{(a)}(v) h^{(a)}(v).$$

The first term clearly leads to a bra vector $\langle \mathcal{C}_a, \mathcal{D}_a \rangle$. For the second term, suppose the contour integral gives

$$\oint_{\infty \pm u} dz F(z) f^{(b)}(z) = P(u) f^{(b)}(u) + \sum_j Q_j(u) f_j^{(b)}, \tag{B.4}$$

where $P(u)$ comes from $-\text{Res}_u F(z) f^{(b)}(z) = P(u) f^{(b)}(u) + \ldots$ with the ellipsis denoting terms only with modes of $f^{(b)}$ (if $F(z)$ has a higher order pole at $z = u$). The terms with $Q_j(u)$ then include both such terms and those from the residue at infinity. Thus, using the $hf$ relation and writing the modes as contour integrals of the current, the second term in (B.3) becomes

$$\frac{(u-v)\epsilon_3}{u-v-\epsilon_3} h^{(a)}(u) P(u) \left( f^{(b)}(v) + \frac{1}{P(u)} \sum_j Q_j(u) f_j^{(b)} \right) f^{(a)}(v) h^{(a)}(v). \tag{B.5}$$
However, since this must become some matrix element(s) composed of allowed states/2d molten crystal configurations (with levels no greater than 2), we propose that $Q_j(u)$ must vanish or equal $P(u)$. Therefore,

$$
\frac{(u - v)\epsilon_3}{u - v - \epsilon_3} \frac{1}{2\pi i} \oint_{\infty+v} \! \! dz F(z) \frac{P(u)}{P(v)} h^{(a)}(u) f^{(b)}(z) f^{(a)}(v) h^{(a)}(v). 
$$

(B.6)

Hence, we get

$$
\langle \mathcal{C}_{(a)}, \mathcal{B}_{(a)} | \mathcal{R}_{12} = \langle \mathcal{C}_{(a)}, \mathcal{B}_{(a)} | \left( \frac{u - v - \epsilon_3}{v - u} - \epsilon_3 \right) + \langle \mathcal{B}_{(a)}, \mathcal{C}_{(a)} | \frac{(u - v)\epsilon_3 P(u)}{(u - v - \epsilon_3) P(v)}. 
$$

(B.7)

Now let us consider the case $b = c \neq a$. Then (B.2) becomes

$$
\frac{1}{2\pi i} \oint_{\infty+u} \! \! dz F(z) \frac{u - z - \epsilon_3}{v - z} f^{(b)}(z) f^{(a)}(u) h^{(a)}(u) h^{(b)}(v).
$$

(B.8)

The residue of the contour integral would be

$$
P(u) \frac{u - v - \epsilon_3}{v - u} f^{(b)}(u) + \sum_j Q_j^2 f^{(b)}(u).
$$

(B.9)

Therefore, $Q_j^2(u)$ should be equal to either $P(u)(v - u - \epsilon_3)/(v - u)$ or 0. As a result,

$$
\langle \mathcal{C}_{(a)}, \mathcal{B}_{(b)} | \mathcal{R}_{12} = \langle \mathcal{C}_{(a)}, \mathcal{B}_{(b)} | \frac{u - v - \epsilon_3}{v - u} P(u).
$$

(B.10)

As the two-atom configuration is $\epsilon_0^{(b)} \epsilon_0^{(a)} \mathcal{B}_{(a)}$ (and $\langle \mathcal{B}_{(a)} | f_0^{(a)} f_0^{(b)}$ for $a \neq b$, we can use the second part of the contour integral conjecture (section 4.3) to write\(^29\)

$$
\langle \mathcal{B}_{(a)} | f_0^{(a)} f_0^{(b)} T | \mathcal{B}_{(a)} \rangle
$$

$$
= \frac{1}{2\pi i} \oint_{\infty+u} \! \! dz \frac{1}{\epsilon_3} \left( 1 - \frac{u - z - \epsilon_3 (u - z - \epsilon_2)(u - z + \epsilon_2)}{u - z - (u - z - \epsilon_1)(u - z + \epsilon_1)} \right) f^{(b)}(z) f^{(a)}(u) h^{(a)}(u)
$$

$$
= -\frac{\epsilon_1^2}{\epsilon_1^2} f^{(b)}(u) f^{(a)}(u) h^{(a)}(u).
$$

(B.11)

Therefore, $P(u) = \epsilon_2^2/\epsilon_1^2$ (and indeed $Q_j$, $Q_j^2$ vanish). Hence,

$$
\langle \mathcal{C}_{(a)}, \mathcal{B}_{(b)} | \mathcal{R}_{12} = \begin{cases}
\langle \mathcal{C}_{(a)}, \mathcal{B}_{(a)} | \left( \frac{u - v + \epsilon_3}{u - v} - \epsilon_3 \right) + \langle \mathcal{B}_{(a)}, \mathcal{C}_{(a)} | \frac{(u - v)\epsilon_3}{u - v - \epsilon_3}, & a = b \\
\langle \mathcal{C}_{(a)}, \mathcal{B}_{(a)} | \frac{u - v + \epsilon_3}{u - v}, & a \neq b.
\end{cases}
$$

(B.12)

**B.2 Example 2:** $\mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_3$

Now, let us discuss $\mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_3$ with the specific state, say, $\epsilon_1^{(2)} \epsilon_0^{(3)} \epsilon_0^{(1)} | \mathcal{B}_{(1)} \rangle$. At level 1, we simply have $T_{\mathcal{B}_{(1)} \mathcal{B}_{(1)}} = h^{(1)}(u)e^{(1)}(u)$. At level 2, we have

$$
\langle \mathcal{B}_{(1)} | T e_0^{(3)} e_0^{(1)} | \mathcal{B}_{(1)} \rangle = \frac{1}{2\pi i} \oint_{\infty+u} \! \! dz \frac{1}{\epsilon_3} \left( 1 - \frac{u - z - \epsilon_3 u - z - \epsilon_1}{u - z - u - z + \epsilon_2} \right) h^{(1)}(u)e^{(1)}(u)e^{(3)}(z)
$$

$$
= -\frac{\epsilon_1}{\epsilon_2} h^{(1)}(u)e^{(1)}(u)e^{(3)}(u).
$$

(B.13)

\(^29\)Notice that here the convention of $f$ is the one for $\mathbb{Y}$ instead of $\mathbb{Y}$. 

Then at level 3, recall that
\[
e_1^{(2)} = \frac{1}{2\epsilon_3} \left[ \psi_1^{(2)} - \frac{1}{2} (\psi_0^{(2)})^2, e_0^{(2)} \right]
\] (B.14)
following the results in section 4.3. Therefore,
\[
e_1^{(2)} e_0^{(3)} e_0^{(1)} |\mathcal{O}(1)\rangle = \frac{1}{2\epsilon_3} \left( \psi_1^{(2)} e_0^{(2)} e_0^{(2)} - \frac{1}{2} \psi_0^{(2)} e_0^{(2)} - e_0^{(2)} \psi_1^{(2)} + \frac{1}{2} e_0^{(2)} \psi_0^{(2)} \right) e_0^{(3)} e_0^{(1)} |\mathcal{O}(1)\rangle.
\] (B.15)
By considering the action of the current $\psi^{(2)}(z)$ and taking the contour integral around $\infty$, we get
\[
\psi_0^{(2)} e_0^{(3)} e_0^{(1)} |\mathcal{O}(1)\rangle = (4u - 2\epsilon_3) e_0^{(3)} e_0^{(1)} |\mathcal{O}(1)\rangle,
\]
\[
\psi_0^{(2)} e_0^{(2)} e_0^{(1)} |\mathcal{O}(1)\rangle = 6ue_0^{(2)} e_0^{(1)} |\mathcal{O}(1)\rangle,
\]
\[
\psi_1^{(2)} e_0^{(3)} e_0^{(1)} |\mathcal{O}(1)\rangle = \left( 8u^2 - 8\epsilon_3 u + \epsilon_3^2 \right) e_0^{(3)} e_0^{(1)} |\mathcal{O}(1)\rangle,
\]
\[
\psi_0^{(2)} e_0^{(2)} e_0^{(1)} |\mathcal{O}(1)\rangle = 18u^2 e_0^{(2)} e_0^{(1)} |\mathcal{O}(1)\rangle.
\] (B.16)
Moreover,
\[
\langle \mathcal{O}(1) | \mathcal{T} e_0^{(2)} e_0^{(3)} e_0^{(1)} |\mathcal{O}(1)\rangle = \frac{1}{2\pi i} \int_{\infty+u} \frac{dz}{z} \left( 1 - \frac{u - z - \epsilon_3 u - z - \epsilon_1 u - z - \epsilon_2}{u - z + \epsilon_2 u - z + \epsilon_1} \right) h^{(1)}(u)e^{(1)}(u)e^{(3)}(u)e^{(2)}(z)
\]
\[
= \frac{\epsilon_1 \epsilon_3}{\epsilon_2} h^{(1)}(u)e^{(1)}(u)e^{(3)}(u)e^{(2)}(u).
\] (B.17)
Hence,
\[
\langle \mathcal{O}(1) | \mathcal{T} e_0^{(2)} e_0^{(3)} e_0^{(1)} |\mathcal{O}(1)\rangle = \left( \frac{\epsilon_1 \epsilon_3}{2\epsilon_2} h^{(1)}(u)e^{(1)}(u)e^{(3)}(u)e^{(2)}(u) \right).
\] (B.18)
One can then obtain, for example, $\mathcal{R}_{12}(u - v) \left( e_1^{(2)} e_0^{(3)} e_0^{(1)} |\mathcal{O}(1)\rangle \right) \otimes |\mathcal{O}(u)\rangle$ using the $\mathcal{RTT}$ relation and the relations among the currents.
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