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ABSTRACT

Background and Objectives. The use of conventional microscopy still forms the basis for the morphologic evaluation of erythrocytes despite widespread use of automated tests in the hematology laboratory. This requires a considerable length of time and expertise, and have the potential of becoming a source of errors and delay in reporting. Advances in image processing and machine learning in recent years have shown acceptable performance characteristics and have promising applications in the diagnostic laboratory. Use of these newly-developed technologies can address the stated problems and provide an alternative approach in the microscopic analysis of erythrocytes.

Methodology. This prospective validation study compared digital image analysis using a machine-learning based image recognition algorithm with conventional microscopy performed by a trained microscopist, which served as the reference standard. Random deidentified anticoagulated peripheral blood samples submitted to the hematology laboratory were assessed.

Results. A total of 956 erythrocytes were evaluated after image processing using support vector machine and routine microscopy as classifiers of erythrocytes into three categories: size, central pallor, and shape. The tested software was able to achieve a strong level of agreement compared to conventional microscopy, having kappa values ranging from 0.81 to 0.86. Accuracy for size, central pallor and shape were 89.88%, 93.72% and 87.89%, respectively.

Conclusion. The validated image recognition software is an acceptable diagnostic test in determining erythrocyte morphology in peripheral blood smears. Its integration can potentially minimize hands-on time and improve the diagnostic laboratory workflow.

Registration. Philippine Health Research Registry (PHRR) ID: PHRR191211-002348; University of the Philippines Manila Research Ethics Board (UPMREB): 2019-356-01
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INTRODUCTION

Background

The complete blood count (CBC) is one of the most commonly requested tests in a diagnostic laboratory, providing the clinician a reflection of the cellular constituents of blood which includes red blood cell (RBC), white blood cell (WBC) and platelet counts, as well as, red cell indices and white cell differential counts. With the advent of laboratory automation, the CBC result can be released by a hematology laboratory in a relatively rapid and reliable manner leading to faster turn-around times and specimen reporting. Depending on the manufacturer, these hematology analyzers (Beckman Coulter Hematology Analyzer, Siemens ADVIA®, Sysmex Hematology Analyzer, and Abbott CELL-DYN Sapphire®) rely on the principles of electrical impedance and light scatter, with the conventional microscopy in peripheral blood smears still forming the basis in erythrocyte morphologic classification. In high-volume settings, the use of peripheral blood smears remains a laborious and time-consuming process that can take...
several minutes from slide preparation to microscopic reading. In smaller laboratories handling relatively smaller number of specimens, the lack of expertise of the microscopist can be an attributable factor to incomplete or inaccurate results.2 With the considerable reliance of clinical hematology in diagnostic laboratory procedures for establishing a diagnosis, the need for accurate and timely results are of utmost priority.

As automated image recognition of cellular elements started becoming more accessible, the advantages of its application in the diagnostic field became apparent, from minimizing technologist hands-on time to improving work flow and decreasing turn-around time of specimens. In recent years, the rapid advance of artificial intelligence, specifically machine learning, provided benefits in data processing by focusing on the desired input-output behavior rather than manually coding for the desired response for all possible inputs. The image recognition software used in analyzing urine sediments is a good example of the latter, relying on a sizeable database provided by the equipment manufacturer. Depending on the machine learning algorithm used, the program can be ‘trained’ into appropriately classifying an input data into a desired output classifier. Applying this in the field of diagnostic hematology laboratory, an input data can be represented as captured microscopic images of red cells and the output classifier being represented by the size, pallor and shape characteristics. By providing the algorithm multiple images of, for example, echinocytes, the software, in theory, will be able to correctly identify other red cells with the same morphology.

Objectives of the Study

With the above presented concepts in mind, the present study aimed to prospectively validate a newly developed image recognition software that utilized machine learning algorithm in the classification of erythrocyte morphology and compared it to conventional microscopy performed by a trained microscopist. The specific objectives were as follows: 1) Using photomicrographs of erythrocytes, the cells were classified according to its morphologic characteristic (size of cell, area of central pallor and shape of cell) by a microscopist, which served as the reference standard for the purposes of the study, 2) the same images were classified by the image recognition software, 3) statistical agreement between the two methods was determined using kappa statistics, 4) sensitivity, specificity and accuracy of the image recognition software were calculated.

Significance of the Study

This study aims to provide a novel method in the identification of erythrocyte morphology in the diagnostic clinical laboratory and if proven as an acceptable alternative, will be beneficial to the following groups:

Pathologists. The results of this study will expand the knowledge of pathologists regarding the potential applications, advantages and inherent limitations of machine learning in the laboratory. This knowledge could help pathologists provide relatively accurate results with minimal subjectivity and improved turn-around times.

Medical Technologists. The results of this study can improve the test process by minimizing hands-on time in handling specimens, allowing the technologist to focus on other important aspects of the laboratory workflow. The study can also provide new knowledge regarding how machine-learning based algorithms can be applied in a diagnostic laboratory.

Clinicians and Patients. The expected improved turn-around time gained from the method can provide clinicians time-sensitive laboratory information and aid them in formulating treatment plans that can ultimately benefit the patient.

Review of Related Literature

Ever since the microscope was introduced in the field of health sciences, the microscopic study of blood elements has brought about several observations in the characteristics of erythrocytes, from the size of the cell, central pallor, and alterations in its shape. Through various observations, several disease states were correlated with the characteristic morphologic alteration of erythrocytes.3,4 In the 1930s, Wintrobe introduced the evaluation of red cell indices such as Mean cell volume (MCV), mean corpuscular hemoglobin (MCH), and mean corpuscular hemoglobin concentration (MCHC), which to this day are still used in the evaluation of erythrocytes.5 In many forms, these elements of the complete blood count have been adopted in the processes employed by automated hematology analyzers. However, the practice of evaluating peripheral blood smears for identifying erythrocyte morphology has endured despite the widespread use of automated analyzers.2,6

Currently, the need to perform peripheral blood smears in the evaluation of erythrocytes after using automated analyzers are set by individual laboratories and employ specific reporting methods and terminologies.7,8 Reasons as to why automated analyzers are currently unable to characterize red cell morphology has highlighted their limitations, specifically: 1) the analytical principles employed by automated hematology analyzers such as cell impedance and light scattering are physically unable to identify the specific red cell morphologies, 2) the methods employed intentionally alter the red cells as they pass through a measuring aperture used to calculate the cell volume, 3) the use of specialized procedures (three-dimensional optical measurement of erythrocytes, detection of high oxygen affinity hemoglobin) requires highly specialized equipment and reagents that are not readily available and uneconomical as part of routine screening, and compared to these methods, the manual peripheral blood smears are more feasible as a screening or adjunct method in specimens flagged by automated analyzers.4,9

The persistence of the manual counting and evaluation of the peripheral smears requires a significant amount of hands-on time, making it predisposed to interobserver variability and bias. The additional use of laboratory resources and the possible consequences in the test accuracy can lead to prolonged test reporting.6,8
The rapid development of machine learning algorithm as reflected by the number of published papers in the last decade has provided several glimpses on its application in laboratory medicine. Machine learning is different from the so-called “expert systems” that are commercialized for specific laboratory use. The latter follow predefined lines of code that state specific parameters, and by following logic rules, the system checks if the specimen characteristics fall into which set parameter. This rigid approach is vastly different from machine learning, where the parameters are “learned” by only providing input and output information. Laboratory parameters and data are ripe for application of machine learning systems because of the use of quantitative data that are relatively easy to categorize or coded. With the growing complexity and amount of data produced by the laboratory, machine learning systems can provide immediate feedback not only to the healthcare team, but to the patient as well.

Computer software-driven morphological cell analysis relies on mathematical algorithms to identify cellular features. It employs several processing techniques such as edge detection, image enhancement, skeletonization and pattern recognition to produce a geometric figure that can be analyzed. With the use of machine learning, these set of complex data can yield better performance in resolving the task of cellular morphological analysis. Support vector machine, one of the models of machine learning, utilizes supervised learning methods wherein the algorithm categorizes a set of training examples. It is able to resolve binary problems by maximizing margins of errors to make hyperplanes from support vectors and handle discriminatory functions. By providing several examples, a decision boundary and model is formed able to predict new examples into its category. Appropriate tuning of the model is performed by providing additional training examples and regression from erroneous results. The inputs from the dataset are known while the outputs are learned in the form of responses. These methods can increase reliability and accuracy, making its utilization more acceptable in the diagnostic laboratory.

METHODOLOGY

Ethical Considerations
The study was accomplished after seeking ethical approval from the University of the Philippines Manila Research Ethics Board (UPMREB). A waiver of consent was requested and approved as there were no risks to the study participants. All peripheral blood specimens and smears analyzed in the study were deidentified to ensure anonymity and confidentiality of the patients during data collection, specimen handling and storage.

Study Design
The study design used a validation of a novel assay platform in the form of machine learning-based algorithm in comparison with the conventional microscopic method used in erythrocyte morphologic assessment. Figure 1 summarizes the study methodology. Both procedures involved the evaluation of peripheral blood smears presenting with various erythrocyte parameters in accordance with the inclusion criteria stated below.

Sample Size
Study sample sizes were computed based on a test agreement between two rater using kappa statistic to detect a true kappa value of at least 0.80 (almost perfect agreement). The sample sizes are computed based on three (3) categories: for erythrocyte chromicity or central pallor, requiring at least 172 subjects, for erythrocyte size, requiring at least 144 subjects and erythrocyte shape, requiring 135 subjects. These power calculations are based on a significance level of 95%. Overall, this study needed at least 172 subjects. Random samples from the hematology laboratory were collected within two months (October to November 2019).

Inclusion Criteria
1) Ethylenediaminetetraacetic acid (EDTA)-anticoagulated blood from patients submitted to the section of Hematology for complete blood count with normal red cell counts and red cell indices.
2) Submitted EDTA-anticoagulated blood from patients for complete blood count and flagged by the hematology analyzer due to abnormal red cell counts or cell indices, requiring peripheral blood smears.
3) Submitted EDTA-anticoagulated blood from patients for complete blood count with physician-requested peripheral blood smear.

Exclusion Criteria
1) Blood from patients flagged due to improper specimen collection or presence of blood clots.
2) Blood from patients with hyperleukocytosis or other conditions presenting with inclusions and intracellular parasites which might impair red cell visualization.

Data collection
Cases were collected prospectively from EDTA-anticoagulated patient blood samples submitted to the section of Hematology submitted from October to November 2019.
November 2019. Blood smears were manually prepared and generated by placing a small drop of blood on one end of a clean glass slide and smeared using a spreader slide. The smear is then allowed to air-dry and stained with Wright-Giemsa stain in strict accordance with laboratory protocols to maintain standardization among all smears. No patient data or clinical information were collected in the study.

Each blood smear was evaluated by a single trained microscopist, who is an experienced medical technologist working in the hematology laboratory, and photomicrographs of the identified red cells were captured using a camera (Raspberry Pi camera module) attached to the eyepiece of a microscope (Olympus CX23) under the oil immersion objective (100X magnification). The field of the smear where the erythrocytes will be optimally evaluated will be initially identified by the microscopist and images will be taken. Depending on the number of optimal fields present, five to ten images were taken for each smear. The camera attachment is directly interfaced with a single board computer (Raspberry Pi) with LCD monitor which also contains the image recognition software (Photograph 1). The same identified cells in the photomicrograph will then be evaluated using an image recognition software as developed by Divina & Felices using Python OpenCV. The software utilized several image processing techniques (Photograph 2) and formed a machine learning model using Support vector machine in classifying erythrocytes as shown by the flow chart below (Figure 2).

The microscopist and computer engineer operating the image analyzer were blinded to the results of the other group.

RBC morphologies were classified by the microscopist and the image analysis software as to RBC size (normocytic, microcyte, and macrocyte), central pallor (hypochromic and normochromic), and RBC shape (normal, dacrocytes, echinocytes, elliptocytes, spherocytes, stomatocytes, and target cells). All data generated by the software are automatically compiled in a CSV file format (Microsoft® Office Excel®) for future reference.

**Data analysis**

The erythrocyte findings of the microscopist were considered the “true” value for the purposes of the study. Three confusion matrix tables were generated for each RBC classification (central pallor, size and shape) to demonstrate the performance of the image recognition software while the determination of the reliability between the two modalities was analyzed using Cohen’s kappa. This is a widely used method in the evaluation of machine learning-based systems. The kappa statistic guidelines established by McHugh20 was used in the interpretation of the values as seen in Table 1. Accuracy, sensitivity (true positive rate or recall) and specificity (true negative rate) were also computed from the generated confusion matrices. The 95% confidence intervals (CI) for sensitivity and specificity were computed using “exact” Clopper-Pearson confidence intervals.

**Table 1. Interpretation of Cohen’s Kappa**

| Value of Kappa | Level of Agreement | Percentage of Data that are Reliable |
|----------------|--------------------|-------------------------------------|
| 0.0 - 0.20     | None               | 0 - 4%                              |
| 0.21 - 0.39    | Minimal            | 4 - 15%                             |
| 0.40 - 0.59    | Weak               | 15 - 35%                            |
| 0.60 - 0.79    | Moderate           | 35 - 63%                            |
| 0.80 - 0.90    | Strong             | 64 - 81%                            |
| Above 0.90     | Almost Perfect     | 82 - 100%                           |

**Photograph 1.** Prototype with camera attachment for the microscope (A) and prototype with microscope set-up during photomicrography (B).
from the training set. Based on these features and the training datasets, a confidence value will be assigned by the software as to how definite is its classification on a particular erythrocyte. A confidence value of at least 70 is sufficient for the software to assign a specific classification. The images used for the machine learning algorithm training datasets were acquired from a different set of cases in relation to the current validation study.

RESULTS

The image recognition software was able to effectively isolate and identify each red blood cell (RBC) according to size, central pallor and shape. For classification, the software identified seven features (area, perimeter, diameter, shape geometric factor, deviation value, central pallor and target flag) and analyzed the image using the machine learning algorithm based on acquired patterns from the training set. Based on these features and the training datasets, a confidence value will be assigned by the software as to how definite is its classification on a particular erythrocyte. A confidence value of at least 70 is sufficient for the software to assign a specific classification. The images used for the machine learning algorithm training datasets were acquired from a different set of cases in relation to the current validation study.

Photograph 2. Image processing algorithm utilized by the software. Shown here are the original image (A), watershed segmentation (B), Sobel edge detection (C), output after image processing (D) and sample of cropped cells identified by the software (E).
A total of 956 erythrocytes from 24 peripheral blood smears were assessed using manual microscopic evaluation and image recognition software. For central pallor, red cell size, and red cell shape, a total of 207, 336, and 413 cells were tested, respectively. Confusion matrix tables for each red cell morphology classification are listed below (Tables 2, 3 and 4). Interpretation of the kappa values for each classification system showed a “strong” level of agreement between conventional microscopy and the image recognition software. Accuracy for each classification system were 93.72% for central pallor, 89.88% for size, and 87.89% for shape. Cell types identified as “Unknown” are images taken by the software that have low confidence value, insufficient for the machine to provide a definite cell morphology.

Table 5 summarizes the different cell morphologies, from the different classifications systems, that were isolated and identified by the software. Their corresponding sensitivity (true positive rate or recall) and specificity (true negative rate) were computed from the confusion matrices, and 95% confidence intervals (CI) for the sensitivity and specificity were computed using “exact” Clopper-Pearson confidence intervals.
DISCUSSION

In this study, we evaluated a machine-learning based digital image analysis of red blood cells in peripheral blood smears. Comparison of this system with manual microscopy showed a high kappa value representing a “Strong” level of agreement. The performance characteristics of the system based on its sensitivity and specificity demonstrates its acceptability as an alternative method to the routine blood smear evaluation.

Most of the encountered errors were from the evaluation of red cell shapes, specifically dacrocytes and elliptocytes, due to deviation of the cell from the original ovoid shape of erythrocytes, and, stomatocytes and target cells, due to variation in the features of the central pallor. During the image processing phase, segmentation and cropping of individual cells appear to be incomplete leading to classifying an elliptocyte as dacrocyte and vice versa (Photograph 3). This was reflected in the relatively lower sensitivity values (80.43% for dacrocytes and 85.29% for elliptocytes) of these cell types. For stomatocytes and target cells, the software has a propensity to classify them erroneously as normal erythrocytes (sensitivity of 76.92%). Overlapping cells were classified by the software into an unknown category as accurate segmentation is required to properly identify abnormal red cell morphology.

The intrinsic processes of a digital image analysis can provide the laboratory several key advantages. Review of digital images can provide timely consultation with experts and inter-institutional referral. These images can be easily stored for future review, education, and training purposes. Machine parameters can also be adjusted to the specific needs of the laboratory in flagging results for further review.

Other published works on erythrocyte classification have focused on classification of erythrocytes into normal or abnormal, limited number of erythrocyte shapes, or on correlation with specific disease processes based on the combination of extracted features from RBCs. These studies also demonstrated accuracy rates ranging from 80-91% while the validated method performed relatively similar with accuracy rates of 87.89-93.72% depending on the erythrocyte classification. The Cellavision® DM systems Advanced RBC Application (ARBCA) is a commercially available automated digital morphology analyzer that can classify RBCs into 21 categories based on size, shape, color and inclusions. This platform is considered an acceptable screening method prior to definitive classification by a microscopist. The systems in the aforementioned studies used artificial neural networks in classifying erythrocytes. Our study evaluated a machine-learning system that utilizes support vector machine providing optimum performance characteristics. Support vector machine has been shown to achieve higher accuracy rates from generated classification models after undergoing only a few rounds of training datasets.

Several authors have used this machine-learning method in successfully classifying blasts and other abnormal lymphoid cells in the peripheral blood smear.

With the ultimate goal of integration in any diagnostic laboratory setting, the evaluated system used relatively inexpensive components and widely available laboratory equipment in its application. Implementation of the software using a fully-automated and computerized system will require more specialized machines in smear preparation, staining and slide imaging. Several studies and commercially available instruments are tackling these issues with promising, albeit, proprietary technology.

CONCLUSION

We have demonstrated satisfactory performance of a newly-developed and machine-learning based digital image analysis system that is able to satisfactorily identify and classify erythrocytes in blood smears. The image recognition software provides an acceptable diagnostic method in a clinical laboratory setting.

During the conduct of the study, several observations for future implementation and opportunities for research were encountered. Variations in cell morphology secondary to the number of manual processes involved during smear preparation and staining process can be mitigated by using automated systems in smear preparation and staining. Adding more cell classes or features for detection, such as red cell inclusions, and other cell classes, such as leukocytes and platelets will not only provide a more robust software in peripheral blood analysis and refine the image processing. Studies on the effect of the image recognition software on turnaround time and feasibility in a diagnostic laboratory can be undertaken to determine the definite advantages or disadvantages in its utilization.
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