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ABSTRACT. We consider time-dependent Desch–Schappacher perturbations of non-autonomous abstract Cauchy problems and apply our result to non-autonomous uniformly strongly elliptic differential operators on $L^p$-spaces.

INTRODUCTION

For many processes in sciences, the coefficients of the partial differential equation describing a dynamical system as well as the boundary conditions of it may vary with time. In such cases one speaks of non-autonomous (or time-varying) evolution equations. For applications of non-autonomous dynamical systems we refer for examples to [29]. From an operator theoretical point of view one considers families of Banach space operators which depend on the time parameter and studies the associated non-autonomous abstract Cauchy problem. In particular, for fixed $T > 0$ and a family of linear (and typically unbounded) operators $(A(t), D(A(t)))_{t \in [0, T]}$ on a Banach space $X$ one considers the non-autonomous abstract Cauchy problem given by

\[
\dot{u}(t) = A(t)u(t), \quad T \geq t \geq s \geq 0, \\
u(s) = x \in X.
\]

While in the autonomous case operator semigroups yield fundamental solutions and thus provide an appropriate solution concept, for the non-autonomous case one needs to make use of so-called evolution families $(U(t, s))_{t \geq s}$, which give rise to a notion of well-posedness [37, Sect. 3.2]. Unfortunately, the existence of solutions of (nACP) is not as simple as in the autonomous case which, among others, comes from the lack of a differentiable structure of an evolution family as opposed to $C_0$-semigroups [37, Ex. 3.5]. Nevertheless, there are several independent and technical attempts to find sufficient conditions for (unique) solutions of (nACP), for example by Acquistapace and Terreni [3] or Kato and Tanabe [23, 47].

Perturbation theory is a powerful tool in order to study existence, uniqueness and other qualitative properties and allows for a more general and abstract view on non-autonomous abstract Cauchy problems. More precisely, additionally given a family $(B(t), D(B(t)))_{t \in [0, T]}$ of linear operators in $X$ one studies the perturbed Cauchy problem

\[
\dot{u}(t) = (A(t) + B(t))u(t), \quad T \geq t \geq s \geq 0, \\
u(s) = x \in X,
\]

trying to make use of information of the unperturbed Cauchy problem (nACP). Time-dependent perturbations of evolution equations have attracted a lot of interest in the past, see for example [14, 41].

In this article, we consider non-autonomous Desch–Schappacher perturbations, i.e., we demand that the perturbation is merely bounded with respect to suitable extrapolation spaces. In our context, there are several technicalities to deal with. First of all, one has to consider extrapolation of evolution families. For this purpose, we will assume that the extrapolation spaces regarding the given family $(A(t))_{t \in [0, T]}$ of operators are uniformly equivalent. This assumption is reasonable and has been made by several authors, see for example [5, 22]. We notice that the uniformity of
the extrapolation spaces does not imply that the domains $D(A(t))$ are independent of time as well.

The usage of extrapolation spaces first yields evolution families in this extrapolation space. In order to obtain an evolution family for the perturbed system in the original space $X$ we ask for a bit more regularity of the perturbation, namely by suitable mapping properties into the so-called Favard class. Our perturbation result is motivated by the work of Rhandi [41] for autonomous $A$ and non-autonomous perturbation. In order to treat the non-autonomous case, we make use of the work of Bertoni [7, 8, 9], who studied perturbations of so-called CD-systems.

It is worth to review the already existing literature regarding non-autonomous Desch–Schappacher perturbations. In [21], Hinrichsen and Pritchard consider stability for time-infinite systems of closed-loop output-feedback type by means of so-called weak evolution operators and piecewise continuous operator functions. They are particularly interested in perturbed system equations of the form

$$\dot{x}(t) = [A(t) + D(t)\Delta(t)E(t)]x(t), \quad t \geq 0.$$  

They obtain non-autonomous Desch–Schappacher type perturbations by specifying $\Delta(t) = I$ and $E(t) = I$. A few years later, Schnaubelt also studied time-infinite systems of closed-loop output-feedback type in [44] where he makes use of a Duhamel type formula in an approximative sense due to the lack of extrapolation theory for non-autonomous evolution equations. Within this framework he gets joint nonautonomous extension of the Desch–Schappacher and Miyadera perturbation theorem, cf. [44, Rem. 4.6(a)]. Last but not least, we want to mention the joint work of Maniar and Schnaubelt [32] where they follow the most general approach due to Acquistapace and Terreni [3] to develop a non-autonomous Desch–Schappacher perturbation theorem. In particular, the domains of the operators $(A(t), D(A(t)))$ are allowed to vary in time and to be non-dense and they allow Hölder continuity of the resolvent.

In this paper, we consider a “light” version of a non-autonomous Desch–Schappacher perturbation theorem. In particular, we ask for reasonable conditions which are easy to check in applications. Moreover, our approach, which relies on the works of Bertoni [7, 8, 9], provides a direct and easily accessible method to treat Desch–Schappacher perturbations in the non-autonomous setting.

Another more indirect way to tackle non-autonomous problems is given by means of so-called evolution semigroups. These have been used for non-autonomous perturbations of bounded and Miyadera–Voigt type, see [39] and [40]. However, we will not consider this method in the present paper.

Let us outline the paper. The first two sections have a preliminary character. We start by recalling the most important facts about autonomous abstract Cauchy problems as well as their associated extrapolation and Favard spaces. In Section 2, we revise non-autonomous abstract Cauchy problems and CD-systems. In Section 3, we state and prove the Desch–Schappacher perturbation result in our context, where we first consider extrapolation of CD-systems and then we prove our main result Theorem 3.10. The final section consists of an example discussing non-autonomous uniformly strongly elliptic differential operators on $L^p$-spaces, i.e. a so-called parabolic case.

1. Autonomous Systems and $C_0$-Semigroups

Let $X$ be a Banach space.

1.1. $C_0$-semigroups. The study of semigroups of operators started in the 1940’s, see e.g. the monograph by Hille and Phillips [20], and has since then attracted a lot of attention in the literature, see for example the manuscripts by Engel and Nagel [13], Goldstein [16] or Pazy [38], just to mention a few.

**Definition 1.1.** A family $(T(t))_{t \geq 0}$ of bounded linear operators on $X$ is called a $C_0$-**semigroup** if the following properties are satisfied:

(i) $T(0) = I$, and $T(t + s) = T(t)T(s)$ for all $t, s \geq 0$.
(ii) $\lim_{t \to 0} \|T(t)x - x\| = 0$ for all $x \in X$.
To each operator semigroup we can assign a closed operator \((A, D(A))\) called its (infinitesimal) generator.

**Definition 1.2.** Let \((T(t))_{t \geq 0}\) be a \(C_0\)-semigroup on \(X\). The (infinitesimal) generator \((A, D(A))\) of \((T(t))_{t \geq 0}\) is defined by

\[
Ax := \lim_{t \to 0} \frac{T(t)x - x}{t}, \quad D(A) := \left\{ x \in X : \lim_{t \to 0} \frac{T(t)x - x}{t} \text{ exists} \right\}.
\]

We notice that \(C_0\)-semigroups as well as their generators enjoy good properties, cf. [13, Chapter II, Lemma 1.3]. For example, if \((A, D(A))\) is the generator of a \(C_0\)-semigroup \((T(t))_{t \geq 0}\) then by [13, Chapter II, Thm. 1.10] the resolvent \(R(\lambda, A) := (\lambda - A)^{-1}, \lambda \in \rho(A)\), can be expressed by means of the Laplace transform whenever \(\Re(\lambda)\) is sufficiently large, i.e., one has

\[
R(\lambda, A)x = \int_0^\infty e^{-\lambda t}T(t)x \, dt, \quad x \in X,
\]

provided \(\Re(\lambda) > \omega_0\), where \(\omega_0\) denotes the growth bound of the semigroup \((T(t))_{t \geq 0}\), cf. [13, Chapter I, Def. 5.6]. The celebrated Hille–Yosida theorem, cf. [13, Chapter II, Thm. 3.8], characterises generators of \(C_0\)-semigroups. Moreover, \(C_0\)-semigroups exactly provide the solution concept for autonomous abstract Cauchy problems

\[
\begin{align*}
  u'(t) &= Au(t), \quad t > 0, \\
  u(0) &= x,
\end{align*}
\]

where \(A\) is a linear operator in \(X\) and \(x \in X\). Then \((1.3)\) is well-posed in the sense of Hadamard if and only if \(A\) is the generator of a \(C_0\)-semigroup \((T(t))_{t \geq 0}\), and then \(u := T(\cdot)x\) yields the solution, see e.g. [13, Corollary II.6.9].

### 1.2. Extrapolation spaces.

An important tool on our way towards a non-autonomous Desch–Schappacher theorem are the so-called extrapolation spaces. They are also important in several applications, see for example boundary perturbations [11, 13, 14] or maximal regularity [11, 36], just to mention a few. Let us recall the basic construction of extrapolation spaces, cf. [13, Chapter II, Def. 5.4] or [34, Def. 1.4]. Notice, that if \((A, D(A))\) is the generator of a \(C_0\)-semigroup then one may assume without loss of generality that \(0 \in \rho(A)\), i.e., \(A\) is invertible with bounded inverse.

**Definition 1.3.** Let \((A, D(A))\) be the generator of a \(C_0\)-semigroup \((T(t))_{t \geq 0}\) on \(X\). With \(\| \cdot \|_{-1}\) we denote the norm on \(X\) defined by

\[
\|x\|_{-1} := \|A^{-1}x\|, \quad x \in X.
\]

The completion of \((X, \| \cdot \|_{-1})\) is called the (first) extrapolation space and is denoted by \(X_{-1}\). If we want to emphasize that the extrapolation is with respect to the semigroup \((T(t))_{t \geq 0}\) with generator \((A, D(A))\) we write \(X_{-1}(T)\) or \(X_{-1}(A)\), respectively. Furthermore, we denote the continuous extension of the operators \(T(t)\) to the extrapolation space \(X_{-1}\) by \(T_{-1}(T)\).

The following result shows that in fact the family of operators \((T_{-1}(t))_{t \geq 0}\) yields again a \(C_0\)-semigroup but now on the extrapolated space \(X_{-1}\), cf. [13, Chapter II, Thm. 5.5] or [34, Thm. 1.5].

**Proposition 1.4.** (a) \(X_{-1}\) is a Banach space containing \(X\) as dense subspace.

(b) \((T_{-1}(t))_{t \geq 0}\) is a \(C_0\)-semigroup on \(X_{-1}\).

(c) The generator \(A_{-1}\) of \((T_{-1}(t))_{t \geq 0}\) has domain \(D(A_{-1}) = X\) and is the unique extension of \(A : D(A) \to X\) to an isometry from \(X\) to \(X_{-1}\).

Notice, that we only discussed the construction of the first extrapolation space since this is sufficient for our purpose. Furthermore, it follows from Proposition [1.4] that \(\|T_{-1}(t)\| = \|T(t)\|\) for all \(t \geq 0\), see also [35]. It is worth to mention that in general one can construct also extrapolation spaces of higher order, cf. [13, Chapter II, Sect. 5a] or [34, Sect. 1].

**Remark 1.5.** Observe, that whenever \(X\) is a separable Banach space, then \(X_{-1}\) is also separable. This follows directly from the construction of extrapolation spaces.
1.3. The Favard class. An important concept in the context of Desch–Schappacher perturbations is the so-called Favard class.

Definition 1.6. Let \((T(t))_{t \geq 0}\) be a \(C_0\)-semigroup on \(X\) with generator \((A, D(A))\) satisfying \([0, \infty) \subseteq \rho(A)\) and \(\|\lambda R(\lambda, A)\| \leq M\) for all \(\lambda > 0\) and some constant \(M \geq 1\). The Favard space \(F_1(A)\) corresponding to \(A\) and \((T(t))_{t \geq 0}\) is defined by

\[
F_1(A) := \left\{ x \in X : \sup_{t > 0} \frac{1}{t} \|T(t)x - x\| < \infty \right\},
\]
equipped with the norm \(\|\cdot\|_{F_1(A)}\) defined by

\[
\|x\|_{F_1(A)} := \sup_{t > 0} \frac{1}{t} \|T(t)x - x\|, \quad x \in F_1(A).
\]

By [13, Chapter II, Thm. 5.15] the space \(F_1(A)\) is a Banach space. If \(X\) is reflexive then one has \(F_1(A) = D(A)\).

Remark 1.7. Let \((T(t))_{t \geq 0}\) be a \(C_0\)-semigroup with generator \((A, D(A))\) satisfying \([0, \infty) \subseteq \rho(A)\) and \(\|\lambda R(\lambda, A)\| \leq M\) for all \(\lambda > 0\) and some constant \(M \geq 1\). Then \(F_1(A) = (X, D(A))_{1, \infty, K}\) (with equivalence of norms), see [8] Prop. 23 or [31] Prop. 5.7.

By Proposition 1.4 the extrapolated semigroup of a \(C_0\)-semigroup is a \(C_0\)-semigroup and hence we can construct the corresponding Favard space, which is then called the Favard class.

Definition 1.8. Let \((T(t))_{t \geq 0}\) be a \(C_0\)-semigroup on \(X\) with generator \((A, D(A))\) satisfying \([0, \infty) \subseteq \rho(A)\) and \(\|\lambda R(\lambda, A)\| \leq M\) for all \(\lambda > 0\) and some constant \(M \geq 1\). The Favard class \(F_0(A)\) is defined to be the Favard space corresponding to the extrapolated semigroup \((T_{-1}(t))_{t \geq 0}\) and its generator \(A_{-1}\), i.e.,

\[
F_0(A) := \left\{ x \in X_{-1} : \sup_{t > 0} \frac{1}{t} \|T_{-1}(t)x - x\|_{-1} < \infty \right\},
\]
equipped with the norm \(\|\cdot\|_{F_0(A)}\) defined by

\[
\|x\|_{F_0(A)} := \sup_{t > 0} \frac{1}{t} \|T(t)x - x\|_{-1}, \quad x \in F_0(A).
\]

Note that \(F_0(A) = F_1(A_{-1})\). In view of Proposition 1.4(c) and Remark 1.7 we have \(F_0(A) = (X_{-1}, X)_{1, \infty, K}\).

2. Non-autonomous abstract Cauchy problems

Let \(X\) be a separable Banach space.

2.1. Evolution families. In what follows we consider, for fixed \(T > 0\) and a given family of (unbounded) operators \(((A(t), D(A(t))))_{t \in [0,T]}\) in \(X\), the following non-autonomous abstract Cauchy problem

\[(nACP)\]

\[
\begin{align*}
  u'(t) &= A(t)u(t), \quad T \geq t \geq s \geq 0, \\
  u(s) &= x,
\end{align*}
\]

where \(x \in X\). For the sake of completeness we recall what we mean by a (classical) solution of \((nACP)\).

Definition 2.1. Let \((A(t), D(A(t))), t \in [0, T],\) be linear operators in \(X\) and take \(s \in [0, T]\) and \(x \in D(A(s))\). Then a (classical) solution of \((nACP)\) is a function \(u := u(\cdot; s, x) \in C^1([s, T], X)\) such that \(u(t) \in D(A(t))\) and \(u\) satisfies \((nACP)\) for \(t \geq s\). The non-autonomous abstract Cauchy problem \((nACP)\) is called well-posed (on spaces \(Y_t\)) if there are dense subspaces \(Y_s \subseteq D(A(s)), s \in [0, T]\), of \(X\) such that for \(s \in [0, T]\) and \(x \in Y_s\) there is a unique solution \(t \mapsto u(t; s, x) \in Y_t\).
of \( (\text{mACP}) \). In addition, for \( s_n \to s \) and \( Y_n \ni x_n \to x \), we have \( \tilde{u}(t; s_n, x_n) \to \tilde{u}(t; s, x) \) uniformly for \( t \) in compact intervals in \( \mathbb{R} \), where we set

\[
\tilde{u}(t; s, x) := \begin{cases} 
  u(t; s, x) & T \geq t \geq s \geq 0, \\
  x & t < s, \\
  u(T; s, x) & t > T.
\end{cases}
\]

Remark 2.2. Note that there are different notions of solutions in the literature. For example, [15] use so-called strong solutions with weaker regularity properties.

The solution concept of strongly continuous semigroups of linear operators, in the autonomous case, is now replaced by evolution families in the non-autonomous situation. Let \( \Delta_T := \{(t, s) \in [0, T]^2 : t \geq s\} \).

Definition 2.3. A family of bounded linear operators \( (U(t, s))_{t,s \in [0, T], t \geq s} \) on \( X \) is called a (strongly continuous) evolution family if

(i) \( U(s, s) = I \) and \( U(t, r) = U(t, s)U(s, r) \) for all \( t, s, r \in [0, T] \) with \( T \geq t \geq s \geq r \geq 0 \), and

(ii) the mapping \( \Delta_T \ni (t, s) \mapsto U(t, s) \) is strongly continuous.

We say that \( (U(t, s))_{t \geq s} \) solves the non-autonomous abstract Cauchy problem \( (\text{nACP}) \) (on spaces \( Y_t \)) if there are dense subspaces \( Y_s, s \in [0, T] \), of \( X \) such that \( U(t, s)Y_s \subseteq Y_t \subseteq D(A(t)) \) for \( T \geq t \geq s \geq 0 \) and the function \( t \mapsto U(t, s)x \) is a solution of \( (\text{nACP}) \) for \( s \in [0, T] \) and \( x \in Y_s \).

That evolution families are the right concept in the non-autonomous situation is justified by the following fact.

Proposition 2.4. The non-autonomous abstract Cauchy problem \( (\text{nACP}) \) is well-posed on \( Y_t \) if and only if there is an evolution family solving \( (\text{nACP}) \) on \( Y_t \).

Here and in the sequel we assume that \( (\text{nACP}) \) is well-posed in the sense of [13, Chapter VI, Def. 9.1]. Especially, there exists an evolution family \( (U(t, s))_{t \geq s} \) solving \( (\text{nACP}) \). Observe that some authors also call \( (U(t, s))_{t \geq s} \) a parabolic fundamental solution. The existence of such a fundamental solution is a priori not clear and is treated by Acquistapace and Terreni [3, 1] or Kato and Tanabe [15, 23, 46, 24] and many others.

2.2. CD-systems. The main ingredient for the non-autonomous Desch–Schappacher perturbation theory will be the notion of CD-systems. Before introducing such systems, we recall the notion of Kato stability which will be important for our purpose.

Definition 2.5 (Kato stability). Let \( T > 0 \). A family of linear operators \( (\{(A(t), D(A(t)))\}_{t \in [0, T]} \) of \( C_0 \)-semigroup generators on a Banach space \( X \) is called stable if there exist \( M \geq 1 \) and \( \omega \in \mathbb{R} \) such that \( (\omega, \infty) \subseteq \rho(A(t)) \) for each \( t \in [0, T] \) and

\[
(2.1) \quad \left\| \prod_{j=1}^{k} R(\lambda, A(t_j)) \right\| = \left\| R(\lambda, A(t_k)) \cdots R(\lambda, A(t_1)) \right\| \leq \frac{M}{(\lambda - \omega)^k},
\]

for all \( \lambda > \omega \) and every partition \( 0 \leq t_1 \leq t_2 \leq \cdots \leq t_k \leq T \), \( k \in \mathbb{N} \).

Remark 2.6. It has been shown by Kato [25] that \( (2.1) \) is equivalent to the existence of \( M \geq 1 \) and \( \omega \in \mathbb{R} \) such that

\[
(2.2) \quad \left\| \prod_{j=1}^{k} e^{\tau_j A(s_j)} \right\| = \left\| e^{\tau_k A(s_k)} \cdots e^{\tau_1 A(s_1)} \right\| \leq M e^{\omega \sum_{j=1}^{k} s_j},
\]

for all partitions \( 0 \leq s_1 \leq s_2 \leq \cdots \leq s_k \leq T \) and all \( \tau_k \geq 0, k \in \mathbb{N} \). Here, \( (e^{\tau A(s)})_{\tau \geq 0} \) denotes the \( C_0 \)-semigroup generated by the operator \( (A(s), D(A(s))) \) for fixed \( s \in [0, T] \).
Remark 2.7. Note that $X_{-1}$ is separable since $X$ is separable. As already mentioned by Pazy [38, Sect. 5.2], the order of the resolvent operators in $\{2.4\}$ is important since in general the resolvent operators do not commute. There it is also noticed, that if each operator $(A(t), D(A(t)))$, $t \in [0, T]$ is the generator of a quasi-contractive $C_0$-semigroup with a uniform growth bound then the family of operators $(A(t), D(A(t)))_{t \in [0, T]}$ is stable in the sense of Definition 2.5. In particular, any family $(A(t), D(A(t)))_{t \in [0, T]}$ of generators of contractive $C_0$-semigroups is stable.

Let us now come to the definition of CD-systems.

Definition 2.8 (CD-system). Let $T > 0$, $(A(t), D(A(t)))_{t \in [0, T]}$ a family of generators of $C_0$-semigroups on $X$. Let $D$ be a Banach space. Then the triplet $(A(t), D, X, D)$ is called a CD-system if the following properties are satisfied:

(a) The domain $D(A(t)) = D$ is independent of $t \in [0, T]$, where $D$ is continuously and densely embedded in $X$.

(b) The family $(A(t), D)_{t \in [0, T]}$ is stable in the sense of Definition 2.5.

(c) $A(\cdot) \in \text{Lip}([0, T], \mathcal{L}(D, X))$, i.e., $A(\cdot)$ is strongly Lipschitz continuous.

As a matter of fact, CD-systems automatically yield solutions of the associated non-autonomous abstract Cauchy problem (nACP), see e.g. [25, 26] or [27, Sect. 1.2].

Theorem 2.9. Let $T > 0$, $(A(t))_{t \in [0, T], X, D}$ a CD-system. Then there exists a unique evolution family $(U(t, s))_{0 \leq s \leq t \leq T}$ with the following properties:

(i) $U(t, r)U(r, s) = U(t, s)$ and $U(s, s) = I$ for all $t, r, s \in [0, T]$ with $t \geq r \geq s$.

(ii) $U(t, \cdot) \in C(\Delta T, \mathcal{L}(X)) \cap C(\Delta T, \mathcal{L}(D))$.

(iii) $\frac{\partial}{\partial r}U(t, s)x = A(t)U(t, s)x$ for all $x \in D$ and $t, s \in [0, T]$ with $t \geq s$.

(iv) $\frac{\partial}{\partial s}U(t, s)x = -U(t, s)A(s)x$ for all $x \in D$ and $t, s \in [0, T]$ with $t \geq s$.

(v) There exists $M \geq 1$ and $\omega \in \mathbb{R}$ such that $\|U(t, s)\| \leq Me^{\omega(t-s)}$ for all $t, s \in [0, T]$ with $t \geq s$.

Example 2.10. Let $T > 0$ and $g, \mu : [0, T] \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ such that $\mu$ is bounded away from zero, $g(t, \cdot) \in W^{1, \infty}(\mathbb{R}_{\geq 0})$ and $\frac{1}{g(t, t)}\mu(t, \cdot) \in L^\infty(\mathbb{R}_{\geq 0})$ for all $t \in [0, T]$, and $t \mapsto g(t, x), t \mapsto \frac{\partial}{\partial x}g(t, x)$ and $t \mapsto \mu(t, x)$ are Lipschitz continuous uniformly in a.e. $x \in \mathbb{R}_{\geq 0}$. Let $X := L^1(\mathbb{R}_{\geq 0})$ and define $(A(t), D(A(t)))_{t \in [0, T]}$ by

$$
(A(t)f)(x) := -\frac{\partial}{\partial x}g(t, x)f(x) - \mu(t, x)f(x), \quad t \in [0, T],
$$

on the constant domain

$$
D := D(A(t)) := \{f \in W^{1, 1}(\mathbb{R}_{\geq 0}) : f(0) = 0\}.
$$

Then [3] Prop. 19] shows that $(A(t))_{t \in [0, T], X, D}$ is a CD-system.

3. Non-autonomous Desch–Schappacher perturbations

Let $X$ be a separable Banach space and $T > 0$.

3.1. Perturbations of CD-systems. The following result by Bertoni [9] Prop. 6] regarding perturbations of CD-systems will be crucial for our non-autonomous Desch–Schappacher perturbation result. Note that given a CD-system $(A(t))_{t \in [0, T], X, D}$ we have that

$$
F_1(A(t)) = (X; D)_{1, \infty, K} = F_1(A(s)), \quad 0 \leq s, t \leq T,
$$

so the Favard spaces are constant. Let $F_1 := F_1(A(0)) = F_1(A(t))$ for all $t \in [0, T]$.

Proposition 3.1. Let $(A(t))_{t \in [0, T], X, D}$ be a CD-system. If

$$
B(\cdot) \in L^\infty([0, T], \mathcal{L}(D, F_1)) \cap \text{Lip}([0, T], \mathcal{L}(D, X))
$$

then $(A(t) + B(t))_{t \in [0, T], X, D}$ is again a CD-system.

In other words, Proposition 3.1 tells us that whenever we perturb a CD-system with a sufficiently regular family of operators then we obtain again a CD-system and hence by Theorem 2.9 an evolution family solving the associated (nACP).
3.2. CD-systems in extrapolation spaces. Let \( \left( (A(t), D(A(t))) \right)_{t \in [0,T]} \) be a family of closed and densely defined operators in \( X \). Under suitable assumptions we are going to show that the family of operators \( \left( (A(t)^{-1}, X_{-1}, X) \right) \) is CD-system. To get this result, we first state and comment on the assumptions we use.

**Assumption A.** There exist \( \theta \in \left( \frac{\pi}{2}, \pi \right) \) and \( M \geq 1 \) such that

1. (i) \( \Sigma_{\theta,0} \subseteq \rho(A(t)) \) for all \( t \in [0,T] \) and
2. (ii) \( \| R(\lambda, A(t)) \| \leq \frac{M}{|\lambda|} \) for all \( \lambda \in \Sigma_{\theta,0} \setminus \{0\} \) and \( \| A(t)^{-1} \| \leq M \) for all \( t \in [0, T] \),

where \( \Sigma_{\theta,0} := \{ z \in \mathbb{C} : \arg(z) \leq \theta \} \cup \{0\} \) is a sector in the complex plane.

**Remark 3.2.** We observe that Assumption A guarantees that each operator \( (A(t), D(A(t))) \), \( t \in [0,T] \) generates a strongly continuous and analytic semigroup on the Banach space \( X \). In particular, one can construct the extrapolation spaces \( X_{-1}(A(t)) \) and extrapolated operators \( A_{-1}(t) := A(t)^{-1} \) for each \( t \in [0,T] \). We notice that by construction of extrapolation spaces all operators \( A_{-1}(t) \) have the same domain, namely \( D(A_{-1}(t)) = X \) for all \( t \in [0,T] \). Furthermore, by [8, Chapter V, Prop. 1.3.1], it holds that \( \rho(A(t)) = \rho(A_{-1}(t)) \) for all \( t \in [0,T] \).

**Lemma 3.3.** Let \( \left( (A(t), D(A(t))) \right)_{t \in [0,T]} \) satisfy Assumption A and assume that \( D(A(t)) = D(A(s)) \) for all \( s, t \in [0,T] \).

(a) The following are equivalent.

1. (i) There exists \( C \geq 0 \) such that \( \| e^{\tau A(t)} - e^{\tau A(s)} \| \leq C |t - s| \) for all \( t, s \in [0,T] \), \( \tau \geq 0 \).
2. (ii) There exists \( C \geq 0 \) such that \( \| R(\lambda, A(t)) - R(\lambda, A(s)) \| \leq \frac{C}{|\lambda|} |t - s| \) for all \( t, s \in [0,T] \), \( \lambda \in \Sigma_{\theta,0} \setminus \{0\} \).

(b) Assume there exists \( C \geq 0 \) such that \( \| I - A(t)A(s)^{-1} \| \leq C |t - s| \) for all \( t, s \in [0,T] \). Then there exists \( C \geq 0 \) such that

\[
\| R(\lambda, A(t)) - R(\lambda, A(s)) \| \leq \frac{C}{|\lambda|} |t - s|
\]

for all \( t, s \in [0,T] \), \( \lambda \in \Sigma_{\theta,0} \setminus \{0\} \).

**Proof.** (a) The implication (i) \( \Rightarrow \) (ii) follows directly from the fact that the resolvent can be expressed in terms of the Laplace transformation (at first for \( \lambda > 0 \) which then implies the statement for all \( \lambda \in \Sigma_{\theta,0} \setminus \{0\} \)). The converse (ii) \( \Rightarrow \) (i) is [8, Cor. 2.6] and uses that

\[
e^{\tau A(s)} = \frac{1}{2\pi i} \int_{H} e^{\tau \lambda} R(\lambda, A(s)) \, d\lambda,
\]

see also [8, Chapter II, Def. 4.2].

(b) This follows from [2, Lemma 2.2] by observing that

\[
R(\lambda, A(t)) - R(\lambda, A(s)) = R(\lambda, A(t))(A(t)A(s)^{-1} - I)A(s)R(\lambda, A(s)).
\]

**Assumption B.** Let \( \left( (A(t), D(A(t))) \right)_{t \in \mathbb{R}} \) satisfy Assumption A and denote by \( X_{-1}(A(t)) \), \( t \in [0,T] \), the extrapolation space with respect to \( (A(t), D(A(t))) \), \( t \in [0,T] \). We assume that

\[
X_{-1}(A(t)) \cong X_{-1}(A(0)) =: X_{-1},
\]

for all \( t \in [0,T] \) and such that there exists \( \kappa > 0 \) with

\[
\frac{1}{\kappa} \| x \|_{X_{-1}} \leq \| x \|_{X_{-1}(A(t))} \leq \kappa \| x \|_{X_{-1}}, \quad x \in X_{-1}, \quad t \in [0,T].
\]

**Remark 3.4.** Assumption B appears to be natural in the context of extrapolation of evolution families. The problem is that, in general, for \( s, t \in [0,T], s \neq t \) the corresponding extrapolation spaces \( X_{-1}(A(s)) \) and \( X_{-1}(A(t)) \) may be completely different. However, Assumption B allows to extrapolate a given evolution family, cf. [5, Thm. 7.2]. Moreover, it allows us to transport the uniform resolvent estimate from Assumption A to the extrapolation space, i.e., we have that

\[
\| R(\lambda, A_{-1}(t)) \| \leq \frac{M}{|\lambda|}, \quad \lambda \in \Sigma_{\theta,0} \setminus \{0\} \quad \text{and} \quad \| A_{-1}(t)^{-1} \| \leq M, \quad t \in [0,T].
\]
To see this, observe that for all \( x \in X \) we have by (3.1) that
\[
\|R(\lambda, A_{-1}(t))x\|_{X_{-1}} \leq \kappa \|R(\lambda, A_{-1}(t))x\|_{X_{-1}(A(t))} = \kappa \|R(\lambda, A(t))A(t)^{-1}x\| \\
\leq \|R(\lambda, A(t))\| \cdot \kappa \|x\|_{X_{-1}(A(t))} \leq \|R(\lambda, A(t))\| \cdot \kappa^2 \|x\|_{X_{-1}}.
\]
Thus, we observe that by combining Assumptions [A] and [B] we observe that Assumption [A] also holds for the extrapolated family \((A_{-1}(t), X)\) (see Remark 3.2 for (i) and Remark 3.4 for (ii)). In particular, each operator \((A_{-1}(t), X), t \in [0, T]\) generates a \(C_0\)-semigroup.

**Example 3.5.** It was shown by Bertoni [8, Rem. 9] that the CD-system we mentioned in Example 2.10 has constant extrapolation spaces.

Remark 3.6. Observe that in assumption [2] Hypo. II], Acquistapace and Terreni make use of a slightly weaker regularity assumption than Assumption [C]. In fact, they assume Hölder instead of Lipschitz continuity, i.e., there exist \( L > 0 \) and \( \alpha \in (0, 1) \) such that
\[
\|I - A_{-1}(t)A_{-1}(s)^{-1}\| \leq L |t - s|^{\alpha}
\]
for all \( t, s \in [0, T] \). We can now show that \((A_{-1}(t))_{t \in [0, T]}, X_{-1}, X)\) is a CD-system.

**Theorem 3.7.** Let \((A(t), D(A(t)))\) \(t \in [0, T]\) satisfy Assumptions [A] [C]. Then \((A_{-1}(t))_{t \in [0, T]}, X_{-1}, X)\) is a CD-system.

Proof. Note that \( X_{-1} \) is separable since \( X \) is separable. First of all, we show that \((A_{-1}(t), X)\) \(t \in [0, T]\) is stable in the sense of Definition 2.5. By Remark 3.2 and Remark 3.4 we observe that the family of operators \((A_{-1}(t), X)\) \(t \in [0, T]\) has constant domain and satisfies Assumption [A]. From Lemma 3.3 we conclude that there exists \( C \geq 0 \) such that
\[
\|R(\lambda, A_{-1}(t)) - R(\lambda, A_{-1}(s))\| \leq \frac{C}{|\lambda|} |t - s|,
\]
for all \( t, s \in [0, T] \) and each \( \lambda \in \Sigma_{\rho, 0} \setminus \{0\} \) or equivalently that there exists \( C \geq 0 \) such that
\[
\|e^{\tau A_{-1}(t)} - e^{\tau A_{-1}(s)}\| \leq C |t - s|,
\]
for all \( t, s \in [0, T] \) and \( \tau \geq 0 \), which by [22] Prop. 4.9 implies that the family of operators \((A_{-1}(t), X)\) \(t \in [0, T]\) is stable. In order to show that the family \((A_{-1}(t))_{t \in [0, T]}, X_{-1}, X)\) is a CD-system, it remains to show that \( A_{-1}(\cdot) \) is strongly Lipschitz continuous, which directly follows from the Lipschitz continuity of the resolvents, see [52, and [2 Thm. 3(b)].

**Remark 3.8.** Theorem 3.7 yields that the Assumptions [A] [C] imply that \((A_{-1}(t))_{t \in [0, T]}, X_{-1}, X)\) is a CD-system and hence by Theorem 2.9 we obtain a unique evolution family \((\tilde{U}(t, s))_{t \geq s}\), corresponding to the family of operators \((A_{-1}(t), X)\) \(t \in [0, T]\). Moreover, by [5] Thm. 7.2, there exists an evolution family \((U_{-1}(t, s))_{t \geq s}\) associated with \((A_{-1}(t), X)_{t \in [0, T]}\) such that \(U_{-1}(t, s)[X] = U(t, s)\) (therefore also called extrapolated evolution family). Thus, uniqueness implies \(\tilde{U}(t, s) = U_{-1}(t, s)\) for all \( t, s \in [0, T] \) with \( t \geq s \).

**Remark 3.9.** By following the proof of Theorem 3.7 it suffices that (3.2) holds true (which by Lemma 3.2 follows from Assumption [C]). Since also Assumption [B] holds and \(R(\lambda, A_{-1}(t))_{|X} = R(\lambda, A(t))\) we obtain that (3.2) is already satisfied if we assume that the resolvents of \((A(t))_{t \in [0, T]}\) on \(X\) are commuting and Lipschitz continuous; that is,
\[
R(\lambda, A(t))R(\mu, A(s)) = R(\mu, A(s))R(\lambda, A(t)), \quad s, t \in [0, T], \lambda, \mu \in \Sigma_{\rho, 0},
\]
and that there exists $C' \geq 0$ such that
\[(3.3) \quad \|R(\lambda, A(t)) - R(\lambda, A(s))\| \leq \frac{C'}{|\lambda|} |t - s|,\]
for all $s, t \in [0, T]$ and each $\lambda \in \Sigma_{0,0} \setminus \{0\}$. Indeed, we then observe for $x \in X$ that
\[\|(R(\lambda, A_{-1}(t)) - R(\lambda, A_{-1}(s)))x\|_{X_{-1}} \leq \kappa\|A(t)^{-1}(R(\lambda, A(t)) - R(\lambda, A(s)))x\|_X = \kappa\| (R(\lambda, A(t)) - R(\lambda, A(s)))A(t)^{-1}x\|_X \leq \kappa^2 \frac{C'}{|\lambda|} |t - s| \|x\|_{X_{-1}} \]
for all $s, t \in [0, T]$ and $\lambda \in \Sigma_{0,0} \setminus \{0\}$, which implies (3.3) by density of $X$ in $X_{-1}$. Note that commuting resolvents, sometimes used as definition of commutation of unbounded operators, have also been used in other contexts.

In general, condition (3.3) can be checked easier than Assumption (C) due to the fact that one does not need the knowledge of the extrapolation spaces and the extrapolated operators.

### 3.3. A non-autonomous Desch–Schappacher perturbation

We are now able to state and prove our main result, a non-autonomous Desch–Schappacher perturbation type result. Let $(A(t), D(A(t)))_{t \in [0, T]}$ be a family of closed and densely defined operators in $X$ satisfying Assumption (A). Due to the fact that $D(A_{-1}(t)) = X$ for all $t \in [0, T]$ we conclude that the Favard classes $F_0(A(t))$ are also constant in time; that is, $F_0 := F_0(A(0)) = F_0(A(t))$ for all $t \in [0, T]$, since $F_0(A(t)) = (X_{-1}, X)_{[0, \infty, K} = F_0(A(0))$, see the last sentence of Section 1.

**Theorem 3.10.** Let $(A(t), D(A(t)))_{t \in [0, T]}$ satisfy Assumption (A) and assume that the corresponding (nACP) yields a solution $(U(t,s))_{t \geq s}$. If
\[B(\cdot) \in L^\infty([0, T], L^\infty(X, F_0)) \cap \text{Lip}([0, T], L^\infty(X, X_{-1})),\]
then there exists an evolution family $(V(t,s))_{t \geq s}$ on $X$ satisfying the variation of constant formula
\[V(t,s)x = U(t,s)x + \int_s^t U_{-1}(t, \sigma) B(\sigma)V(\sigma, s)x \, d\sigma, \quad t \geq s, x \in X.\]

**Proof.** By Theorem 3.7 we know that $(A_{-1}(t))_{t \in [0, T]}$, $X_{-1}, X$ is a CD-system, yielding the solution $(U_{-1}(t,s))_{t \geq s}$, see Remark 3.8. Due to the assumed regularity of $B(\cdot)$ we conclude by Proposition 3.11 that $(A_{-1}(t) + B(t))_{t \in [0, T]}$, $X_{-1}, X$ is also a CD-system. Therefore, Theorem 2.9 ensures the existence of a unique solution of the corresponding (nACP) which we call $(\tilde{V}(t,s))_{t \geq s}$. This family of operators satisfies the variation of constant formula on $X_{-1}$, i.e.,
\[\tilde{V}(t,s)x = U_{-1}(t,s)x + \int_s^t U_{-1}(t, \sigma) B(\sigma)\tilde{V}(\sigma, s)x \, d\sigma, \quad t \geq s, x \in X_{-1}.\]

By Theorem 2.9 we have that $\tilde{V} \in C(D, L^\infty(X, X_{-1})) \cap C(D, L^\infty(X, X))$. Thus, we know that the restriction $(V(t,s))_{t \geq s}$ of $(\tilde{V}(t,s))_{t \geq s}$ to $X$ yields a continuous family which then satisfies
\[V(t,s)x = U(t,s)x + \int_s^t U_{-1}(t, \sigma) B(\sigma)V(\sigma, s)x \, d\sigma, \quad t \geq s, x \in X. \quad \Box\]

**Remark 3.11.** Let us relate Theorem 3.10 to the existing literature.

(a) In [11], Thm. 2.3, non-autonomous perturbations of autonomous abstract Cauchy problems were considered, i.e. there exists a generator $A_0$ in $X$ such that $A(t) = A_0$ for all $t \in [0, T]$, where $B$ was only assumed to be continuous (with values in $L^\infty(X, A_0)$). We need Lipschitz continuity (with values in $L^\infty(X, X_{-1})$) due to the fact that we have non-autonomous $A(\cdot)$.

(b) In [18], Cor. 3.7, also non-autonomous perturbations of autonomous abstract Cauchy problems were considered, i.e. there exists a generator $A_0$ in $X$ such that $A(t) = A_0$ for all $t \in [0, T]$, where $B$ also only needs to be continuous (with values in $L^\infty(X)$) and bounded (with values in $L^\infty(D(A_0), F_1(A_0))$. We need a corresponding boundedness assumption on $B$ (with values in $L^\infty(X, F_0(A_0))$, which is the same assumption as in [18] considered in the extrapolation space), but Lipschitz continuity (with values in $L^\infty(X, X_{-1})$).
Remark 3.12. It is worth to mention that even if \( \text{ACP} \) is well-posed the perturbed non-autonomous abstract Cauchy problem does not have to be well-posed in general. In fact, the evolution family \( (V(t,s))_{t \geq s} \) one obtains from Theorem 3.10 can be interpreted as mild solution of the corresponding Cauchy problem. We also refer to [13] Chapter VI, Ex. 9.21.

In view of Remark 3.9 we can replace Assumption C by (3.3) in Theorems 3.7 and 3.10 if the resolvents of \( (A(t))_{t \in [0,T]} \) are commuting. We formulate this as a corollary.

Corollary 3.13. Let \( (A(t), D(A(t)))_{t \in [0,T]} \) satisfy Assumption A and let the resolvents of \( (A(t))_{t \in [0,T]} \) be commuting and satisfy (3.3). Then \( ((A_{-1}(t))_{t \in [0,T]}, X_{-1}, X) \) is a CD-system. Moreover, if we assume that the corresponding \( \text{ACP} \) yields a solution \( (U(t,s))_{t \geq s} \) and if

\[
B(\cdot) \in L^\infty([0,T], L^\infty) \cap \text{Lip}([0,T], L^\infty),
\]

then there exists an evolution family \( (V(t,s))_{t \geq s} \) on \( X \) satisfying the variation of constant formula

\[
V(t,s)x = U(t,s)x + \int_s^t U^{-1}(t, \sigma) B(\sigma)V(\sigma, s)x \, d\sigma, \quad t \geq s, x \in X.
\]

4. Example: Non-autonomous uniformly strongly elliptic differential operators

Let \( T > 0 \). Let \( m \in \mathbb{N} \) and for \( \alpha \in \mathbb{N}_0^d \) with \( |\alpha| \leq m \) let \( a_\alpha : [0, T] \to \mathbb{C} \) be Lipschitz continuous. Let \( a : [0, T] \times \mathbb{R}^d \to \mathbb{C}^d \) be defined by

\[
a(t, \xi) := \sum_{|\alpha| \leq m} a_\alpha(t)(i\xi)^\alpha.
\]

We assume that \( a \) is uniformly strongly elliptic, i.e. for the principal part \( a_m : [0, T] \times \mathbb{R}^d \to \mathbb{C}^d \),

\[
a_m(t, \xi) := \sum_{|\alpha| = m} a_\alpha(t)(i\xi)^\alpha
\]

of \( a \) there exists \( c > 0 \) such that

\[
\text{Re} \, a_m(t, \xi) \geq c|\xi|^m, \quad t \in [0, T], \xi \in \mathbb{R}^d.
\]

Additionally, let us further assume that there exists \( \omega > 0 \) such that \( \text{Re} \, a(t, \xi) \geq \omega \) for all \( t \in [0, T] \) and \( \xi \in \mathbb{R}^d \) (which we can achieve by adding a suitable constant to \( a_0 \)).

Let \( p \in (1, \infty) \). Then \( a \) gives rise to a family \( ((A_p(t), D(A_p(t))))_{t \in [0, T]} \) of negatives of m-sectorial differential operators in \( X := L^p(\mathbb{R}^d) \) as

\[
D(A_p(t)) := W^{p,m}(\mathbb{R}^d),
\]

\[
A_p(t)u := -\sum_{|\alpha| \leq m} a_\alpha(t)\partial^\alpha u
\]

for \( t \in [0, T] \), see, e.g., [13] Chapter 8, [10]. Note that by uniform strong ellipticity, \( \| \cdot \|_{W^{p,m}(\mathbb{R}^d)} \) and the graph norm of \( A_p(s) \) are equivalent (with uniform constants for \( s \in [0, T] \)).

By [13] Theorem 8.2.1, Assumption A is satisfied. Moreover, it is easy to see that the family of operators \( \{(A_p(t), W^{p,m}(\mathbb{R}^d))\}_{t \in [0, T]} \) satisfies Assumption B and that \( X_{-1} \cong W^{p,m}(\mathbb{R}^d)^\prime = W^{p',-m}(\mathbb{R}^d) \), which follows from a duality argument and [14] Chapter 3, 3.14]. Here, \( p' \in (1, \infty) \) is the Hölder dual exponent, i.e. \( \frac{1}{p} + \frac{1}{p'} = 1 \).

Moreover, since \( A_p(s) \) and \( A_p(t) \) commute on \( W^{p,2m}(\mathbb{R}^d) \) for all \( s, t \in [0, T] \) (as the coefficients are only depending on time and not on space), we observe that the resolvents of \( (A_p(t))_{t \in [0, T]} \) commute. In order to show that (3.3) is satisfied, we make use of Lemma 3.3(b). Let \( f \in L^p(\mathbb{R}^d) \),

\[
u(t) := A_p(t)^{-1}f \quad \text{for} \quad t \in [0, T].
\]

By the Lipschitz continuity of the coefficient functions \( a_\alpha \) there exists \( C \geq 0 \) such that

\[
\|(1 - A_p(t)A_p(s)^{-1})f\| = \|A_p(s)u(s) - A_p(t)u(s)\| \leq C|t - s| \sum_{|\alpha| \leq m} \|\partial^\alpha u(s)\|
\]

for \( t, s \in [0, T] \). Thus, there exists \( \tilde{C}_p \geq 0 \) such that

\[
\|(1 - A_p(t)A_p(s)^{-1})f\| \leq \tilde{C}_p|t - s|\|u(s)\|_{W^{p,m}(\mathbb{R}^d)}, \quad t, s \in [0, T].
\]
Hence, the uniform bound for \(\|A_p(s)^{-1}\|\) yields existence of \(C_p \geq 0\) such that
\[
\|((1 - A_p(t)A_p(s)^{-1})f\| \leq C_p \|t - s\| \|f\|, \quad f \in L^p(\mathbb{R}^d).
\]
By Lemma 3.3(b) we obtain that 3.3 is satisfied. Thus, the first part of Corollary 3.13 yields that \(((A_p)_{-1}(t))_{t \in [0, T]}, W^{p',-m}(\mathbb{R}^d, L^p(\mathbb{R}^d))\) is a CD-system. Moreover, by [30 Section 6.1], there exists a unique evolution family \((U_p(t,s))_{t \geq s}\) associated with \(((A_p(t), W^{p',-m}(\mathbb{R}^d)))_{t \in [0, T]}\). Furthermore, since \(W^{p',-m}(\mathbb{R}^d)\) is reflexive (see [3] Theorem 3.3.12), we obtain \(F_0 = D((A_p)_{-1}(t))\) and therefore \(F_0 = L^p(\mathbb{R}^d)\) for all \(t \in [0, T]\) by [13 Corollary II.5.21]. Hence, the second part of Corollary 3.13 yields that if
\[
B(\cdot) \in L^\infty([0, T], \mathcal{L}(L^p(\mathbb{R}^d), L^p(\mathbb{R}^d))) \cap \text{Lip}([0, T], \mathcal{L}(L^p(\mathbb{R}^d), W^{p',-m}(\mathbb{R}^d)))
\]
then there exists an evolution system \((V_p(t,s))_{t \geq s}\) on \(X\) giving rise to so-called mild solutions for the perturbed non-autonomous Cauchy problem
\[
u'(t) = (A(t) + B(t))u(t), \quad t \in [s, T], \quad u(s) = u_s \in L^p(\mathbb{R}^d).
\]
**Example 4.1.** As a particular example, for \(j \in \{1, \ldots, d\}\) let \(a_{2ej} : [0, T] \to \mathbb{C}\) be Lipschitz continuous with \(c := -\max_{j \in \{1, \ldots, d\}} \max_{t \in [0, T]} \Re a_{2ej}(t) > 0\), and for \(\alpha \in \mathbb{N}_0^d\) with \(|\alpha| \leq 1\) let \(a_\alpha : [0, T] \to \mathbb{C}\) be Lipschitz continuous. Let
\[
a(t, \xi) := \sum_{j=1}^d a_{2ej}(t)\xi_j^2 + \sum_{|\alpha| \leq 1} a_\alpha(t)(i\xi)^\alpha, \quad t \in [0, T], \xi \in \mathbb{R}^d,
\]
and hence \(A_p(t) = -\sum_{j=1}^d a_{2ej}(t)\partial^2_j - \sum_{|\alpha| \leq 1} a_\alpha(t)\partial^\alpha\) for \(t \in [0, T]\). As above, let us assume that there exists \(\omega > 0\) such that \(\Re a(t, \xi) \geq \omega\) for all \(t \in [0, T], \xi \in \mathbb{R}^d\). Then Assumptions [3][4] are satisfied, the resolvents of \((A_p(t))_{t \in [0, T]}\) are commuting and 3.3 are satisfied. For \(t \in [0, T]\) and \(f \in L^p(\mathbb{R}^d)\) let
\[
B(t)f := \left\{
\begin{array}{cl}
f & t = 0, \\
\frac{1}{(2\pi)^d}1_{(-1,1)^d} * f & t > 0.
\end{array}\right.
\]
Then clearly \(B(\cdot) \in C([0, T], \mathcal{L}(L^p(\mathbb{R}^d), L^p(\mathbb{R}^d)))\) (however, \(B(\cdot)\) is not Lipschitz continuous). Moreover, a short calculation reveals that
\[
B(\cdot) \in \text{Lip}([0, T], \mathcal{L}(L^p(\mathbb{R}^d), W^{p',-2}(\mathbb{R}^d))).
\]
Thus, Corollary 3.13 is applicable.
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