Herbal plant recognition using deep convolutional neural network
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ABSTRACT

This paper investigates the application of deep convolutional neural network (CNN) for herbal plant recognition through leaf identification. Traditional plant identification is often time-consuming due to varieties as well as similarities possessed within the plant species. This study shows that a deep CNN model can be created and enhanced using multiple parameters to boost recognition accuracy performance. This study also shows the significant effects of the multi-layer model on small sample sizes to achieve reasonable performance. Furthermore, data augmentation provides more significant benefits on the overall performance. Simple augmentations such as resize, flip and rotate will increase accuracy significantly by creating invariance and preventing the model from learning irrelevant features. A new dataset of the leaves of various herbal plants found in Malaysia has been constructed and the experimental results achieved 99% accuracy.
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1. INTRODUCTION

Malaysia’s high humidity and warm climate provide optimal growth to numerous species of fauna contributing to 12,500 species of seed plants with more than 740 endemic species [1]. There were 2013 herbal plants recorded in peninsular Malaysia with the additional survey conducted recently registered another 68 species in Gunung Ledang, Johor [2, 3]. In Malaysia, herbal plants study focuses more on the usage and treatments due to commercial value. Cataloguing herbaceous plants can be frustrating as they first need to be identified, followed by discussions with local folks on the usage and method of applications. Not to mention that the availability of the publicly accessible comprehensive database more often caused repetitive works. This process can be shortened by deploying automated herbal plant identification using deep learning.

Rapid technological advancement has significantly assisted in accelerating the ideas into reality. Mobile phone and digital camera can now capture useful information with higher quality image as well as the location or coordinates of where the picture was taken. Although the later may be underutilised, it can be beneficial if it’s being utilised in activities such as plant mapping and geotagging. Conventional plant identification method can be time-consuming as it requires in-depth knowledge as well as careful examination of the plant phenotypes. Plant identification can be done in multiple methods such as colours, flowers, leaf, textures and structures. The conventional method of plant identification follows generic plants
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2. METHOD

This study focuses on the application of deep learning in herbal plants identification that are commonly available and used for traditional medicinal purposes. Random herbal plants were selected and captured at a herbal nursery at Jalan Kebun, Shah Alam in January 2019. Twelve plants were photographed with at least ten images each using a mobile phone (Huawei P20 Pro) in different angles to increase the varieties of the photos. Each image was captured using phone camera default settings which were; ten Megapixels with the dimension of 2736 pixels x 3648 pixels. Based on the images captured, ten images were selected for each plant for CNN model creation. Additionally, these images underwent pre-processing steps as explained below. Figure 1 shows the sample of the images that have been captured.

2.1 Data pre-processing

Data pre-processing was performed using IMBatch® application due to its capability in handling multiple tasks for image processing. Data augmentation methods were performed using the configurations explained below and results of the augmentation can be seen in Figure 2. Running a CNN model against original sizes requires more computational power, therefore, the images were resized to 160 pixels x 120 pixels with 95% jpeg loss less transformation from the original format to ensure image features are retained while at the same time significantly reducing the processing power requirement. Each image was rotated by
ten-degree for the first three images and 30 degrees subsequently to increase the training data. This process was repeated 16 times from previously rotated images to create an additional number of 160 images. Thus, a total number of 170 images for each plant were generated during this process. Since the image rotation process performed previously created different sizes of images, each image was resized again to 160 pixels x 120 pixels to maintain a standard format across all pictures. The samples were grouped into two categories where one dataset contains only 10 images for each plant and another dataset contains 170 images generated during the pre-processing phase for each plant. The model was tested against these datasets and later was fine-tuned to achieve better performance.

![Sample plant images](attachment:image1.png)

Figure 2. Sample plant images for dataset 2

Proposed CNN model was executed using Matlab© 2018b with GPU of 1080TI and 3584 CUDA cores to utilise the hardware for higher processing power. Table 1 shows the proposed parameters for CNN architecture used while Table 2 describes each model that was used in the test.

**Table 1. The proposed parameters for CNN architecture**

| Layer                  | Parameter         |
|------------------------|-------------------|
| Convolve layer         | 3 x 3             |
| Pooling Layer          | 2 x 2 with Maxpooling |
| Activation function    | ReLU where f(x)=max(x,0) |
| Classification layer   | Softmax           |

**Table 2. Model description**

| Model     | Dataset | Class | Total sample | Layers | Convolve | Pooling | Epoch |
|-----------|---------|-------|--------------|--------|----------|---------|-------|
| Model 1   | 1       | 12    | 120          | 5      | 3 x 3    | Max     | 30    |
| Model 2   | 1       | 12    | 120          | 7      | 3 x 3    | Max     | 30    |
| Model 3   | 1       | 12    | 120          | 9      | 3 x 3    | Max     | 30    |
| Model 4   | 1       | 12    | 120          | 11     | 3 x 3    | Max     | 30    |
| Model 5   | 1       | 12    | 120          | 9      | 3 x 3    | Max     | 30    |
| Model 6   | 1       | 12    | 120          | 9      | 5 x 5    | Max     | 30    |
| Model 7   | 1       | 12    | 120          | 9      | 7 x 7    | Max     | 30    |
| Model 8   | 1       | 12    | 120          | 9      | 3 x 3    | Average | 30    |
| Model 9   | 1       | 12    | 120          | 9      | 3 x 3    | Average | 100   |
| Model 10  | 2       | 12    | 2040         | 5      | 3 x 3    | Max     | 30    |
| Model 11  | 2       | 12    | 2040         | 9      | 3 x 3    | Average | 30    |
| Model 12  | 2       | 12    | 2040         | 9      | 3 x 3    | Average | 28-47 |
| Alexnet   | 2       | 12    | 2040         | 9      | 3 x 3    | Default | Default|
| GoogleNet | 2       | 12    | 2040         | 9      | 3 x 3    | Default | Default|
| SqueezeNet| 2       | 12    | 2040         | 9      | 3 x 3    | Default | Default|

*Note: Model 8 and 11 are based on the same configuration with different dataset
Model 1 and 10 are based on the same configuration with different dataset
3. RESULTS AND DISCUSSION

Each model with different configurations was experimented and run ten times where results were logged for performance calculation.

3.1. Multi layers effect

Experiment was conducted on dataset 1 with different number of layers in order to see the effect of a high number of layers towards plant recognition accuracy. Figure 3 illustrates the performance of different CNN models with different number of layers. Significant improvement can be seen in accuracies when the layers were increased and slightly decreased when 11 layers were applied. The proposed model (model 1) with 5 layers has an average accuracy of 41.11%, 7 layers (71.11%), 9 layers (77.22%) and 11 layers (70.83%). While adding more layers would provide more features maps, the excessive layer may cause overfitting where additional features that are not part of the object were classified as the actual object [17]. Since model 3 performed better than the rest of the models and ran at a shorter time, this model was selected to be tweaked in the next experiment.

![Figure 3. Multi-layer effect to accuracy](image1)

3.2. Convolve layers features detector

This experiment focuses on fine-tuning convolve layer based on the model chosen previously which is model 3. Figure 4 illustrates the performance of different convolve layers where convolve layer with 3x3 kernel size has higher performance with an average accuracy of 77.22% compared to 5x5 with an average accuracy of 66.67%. Nonetheless, 7x7 kernel size could not be implemented since the input images are not large enough for convolving process to complete the model. Convolve layer acts as a learning filter where it will perform feature extraction. Since the input image in this test has been resized to 160x120 pixels, having lower input of feature detector is more suitable and provides more accurate features extraction compared to higher number of feature detector.

![Figure 4. Convolve layer feature map effect](image2)
3.3. Pooling layer

This experiment provides a comparison between pooling parameter using model 3 and model 8. Figure 5 illustrates the performance of different pooling method where average pooling with an average accuracy of 80.00% outperformed max pooling with an average accuracy of 77.22%. Max pooling is used to select brighter pixels from an image while average pooling smoothes the images. Pooling was used since it reduces sensitivity to image variances by aggregating the local activations to global representation. Besides that, it reduces computational efficiency by down-sizing the feature dimension [18-19]. Model 8 was used for the next experiment since it outperforms model 3.

![Figure 5. Pooling layer effect](image)

3.4. Epoch

Based on the experiments conducted earlier, model 8 is replicated with different epoch options. The default training options was set to 30 and in general higher epoch number may contribute to higher accuracy as it increases the round of optimization of the model during training process. The number of epoch for model 9 was increased to 100 and another condition was added where the training will automatically stop once the model achieved the same accuracy three times consecutively. Figure 6 illustrates the performance of models with different number of epoch where model 8 achieves slightly higher average accuracy compared to the model run with higher number of epoch. Similarities of accuracies achieved between different epoch are caused by the low number of sample data [20]. Therefore, it is suggested that the model with low number of samples to be run at small number of epoch as it can achieve similar accuracy without consuming additional resources.

![Figure 6. Epoch configuration](image)
3.5. Data augmentation

This experiment focuses on the effect of data augmentation on the model performance where models were tested with dataset 2 containing 2040 samples. Dataset 2 samples were generated by augmenting methods mentioned in the data pre-processing section. Figure 7 illustrates the model’s performances between model 10, model 11 and model 12. Model 11 which was built based on model 8 performed slightly better with an average accuracy of 99.56% compared to model 10 (99.41%) and model 12 (99.26%). Significant increase of accuracies across all models against dataset 2 indicates the importance of variations of sample data since it will significantly improve the performance and reduce overfitting [21-23].

Model 12 was experimented with an added condition where it will stop the running process when the accuracy achieved three similar results consecutively during every iteration. While this model has the lowest average of accuracy compared to the other model, it can be seen that some of the instances were running at lower epoch and shorter time. Additionally, model 12 also achieved the lowest average loss compared to the other models. Table 3 summarizes the results produces by model 10, 11 and 12.

![Multi Layer Comparison (Dataset 2)](image)

**Table 3. Model description with the best results**

| Model | Min  | Max  | Avg  | SD  | Epoch | Time (Sec) | Avg Loss |
|-------|------|------|------|-----|-------|------------|----------|
| 10    | 0.9853 | 1.0000 | 0.9941 | 0.0044 | 30 | 31 - 32 | 0.0306 |
| 11    | 0.9853 | 1.0000 | 0.9956 | 0.0042 | 30 | 31 - 32 | 0.0255 |
| 12    | 0.9771 | 0.9967 | 0.9926 | 0.0062 | 22 - 47 | 23 - 49 | 0.0222 |

3.6. Data augmentation performance comparison with pretrained models

This experiment compares the best performance model with pretrained models namely AlexNet, GoogleNet and SqueezeNet. These pretrained models are available and can be used with Matlab©. Dataset 2 images were resized to 227x227 pixels as this is the requirement needed by these pretrained models. Figure 8 illustrates the performance of pretrained models with the best model where model 11 has outperformed pretrained models. This shows that the model selected has better recognition performance compared to pretrained models that have higher number of layers due to invariance. Invariance occurred since the model was trained and validated against dataset 2 where the images were rotated and flipped multiple times to provide more training samples with different variations to prevent the model from learning irrelevant patterns [24-25].

Although our model outperforms pretrained models, this only occurred against dataset 2 which contains augmented images. These pretrained models have similar performance against dataset 1 that contains only 120 images where our model performs poorly as mentioned in the first test. This is due to the complexity of these pretrained models that makes them perform better even with lower samples. However, these pretrained models require GPU computational power while our model will still be run using CPU computational power.
4. CONCLUSION

Based on the experiments conducted previously, it can be concluded that high accuracy can be acquired when more sample data was used and by increasing the complexity of the model. The high number of layers achieved higher accuracy as it learns more features which is important in classifying the object. Additionally, increasing the complexity of the layers helped in getting a reasonable accuracy with a very small sample value with lower processing times. Fine-tuning the model would also, in general, help to increase the accuracy such as adding more convolve and pooling layers but it can be sample dependent because based on the experiment performed, the number of accuracy gained was small with high number of layers. The experiment performed also showed that data augmentation in general is able to increase the accuracy significantly as it enables the model to learn more features. Simple image augmentation such as rotation and flip were sufficient to create invariance and allow the model to learning relevant features. Future work includes adding more herbal plants as samples to further validate the model constructed in this study and develop GUI that is able to provide information such as benefit, usage and method of preparation for these herbal plants. Once this information is available, a mobile application can be developed, and later released for public usage as well as cataloguing purposes.
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