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Abstract

We construct new examples of exceptional Hahn and Jacobi polynomials. Exceptional polynomials are orthogonal polynomials with respect to a measure which are also eigenfunctions of a second-order difference or differential operator. In mathematical physics, they allow the explicit computation of bound states of rational extensions of classical quantum-mechanical potentials. The most apparent difference between classical or classical discrete orthogonal polynomials and their exceptional counterparts is that the exceptional families have gaps in their degrees, in the sense that not all degrees are present in the sequence of polynomials. The new examples have the novelty that they depend on an arbitrary number of continuous parameters.
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Exceptional and exceptional discrete orthogonal polynomials $p_n, n \in X \subseteq \mathbb{N}$, with $\mathbb{N} \setminus X$ a finite set, are complete orthogonal polynomial systems with respect to a positive measure which in addition are eigenfunctions of a second-order differential or difference operator, respectively. They extend the classical families of Hermite, Laguerre, and Jacobi or the classical discrete families of Charlier, Meixner, and Hahn.

The last decade and a half has seen a great deal of activity in the area of exceptional orthogonal polynomials (see, for instance, Refs. 1–8 (where the adjective exceptional for this topic was introduced), Refs. 9–14 and the references therein). The most apparent difference between classical or classical discrete orthogonal polynomials and their exceptional counterparts is that the exceptional families have gaps in their degrees, in the sense that not all degrees are present in the sequence of polynomials (as it happens with the classical families) although they form a complete orthonormal set of the underlying $L^2$ space defined by the orthogonalizing positive measure.

There are several applications of exceptional polynomials in mathematical physics (they allow the explicit computation of bound states of rational extensions of classical quantum-mechanical potentials, and also appear in connection with superintegrable systems\textsuperscript{15} or shape-invariant potentials\textsuperscript{16}), and in the construction of rational solutions for certain instances of the Painlevé equation.\textsuperscript{17,18}

In all the examples appeared before 2015 apart from the parameters associated to the classical and classical discrete weights, only discrete parameters appear in the construction of each exceptional family. This scenario changed in 2015, when Bagchi et al.\textsuperscript{19} and then Grandati and Quesne\textsuperscript{20} constructed exceptional Jacobi polynomials depending on one continuous parameter. More recently, in 2021, García Ferrero et al.\textsuperscript{21} have introduced exceptional Legendre polynomials depending on an arbitrary number of continuous parameters.

The purpose of this paper is to construct new examples of exceptional Hahn and Jacobi polynomials depending on an arbitrary number of continuous parameters. We use the same approach than in our previous papers,\textsuperscript{3–5} and hence we construct new families of exceptional Hahn polynomials by dualizing the examples of Krall dual Hahn polynomials introduced in Ref. 22 and which depend on an arbitrary number of continuous parameters. Krall or Krall discrete polynomials $q_n, n \geq 0$, are orthogonal polynomials which are eigenfunctions of a higher-order differential or difference operator, respectively. Krall polynomials we introduced more than 80 years ago when Krall raised the issue of orthogonal polynomials which are also common eigenfunctions of a higher-order differential operator. He obtained a complete classification for the case of a differential operator of order four.\textsuperscript{23} Since the 1980s a lot of effort has been devoted to find Krall polynomials (Refs. 24–41, the list is by no mean exhaustive).

Our starting point is the following example of exceptional Hahn and Jacobi polynomials. For $\alpha, \beta$ real numbers with $\alpha, \beta \neq -1, -2, ..., \text{and} \ N$ a positive integer let $h_{n}^{\alpha,\beta,N}, P_{n}^{\alpha,\beta}$ be the $n$th Hahn and Jacobi polynomial, respectively (see (41) and (49)). For a finite set $F$ of positive integers, consider the following polynomials (of degree $n$):

\[
h_{n}^{\alpha,\beta,N;F}(x) = \begin{bmatrix}
h_{n-\nu F}(x + j - 1) \\
\left[ h_{j}^{\alpha,\beta N}(x + j - 1) \right]^{1 \leq j \leq n_F + 1} \\
f \in F
\end{bmatrix},
\]
\[ P_{n}^{\alpha,\beta;F}(x) = \begin{vmatrix} P_{n-u_{F}}^{\alpha,\beta}(x) \\ \left(P_{f}^{\alpha,\beta}(j-1)(x) \right)_{f \in F} \end{vmatrix}_{1 \leq j \leq \sigma_{F}+1}, \]  

(2)

where \( n \in \sigma_{F} \) and

\[ \sigma_{F} = \{u_{F}, u_{F} + 1, \ldots\} \setminus \{u_{F} + f : f \in F\}, \quad u_{F} = \sum_{f \in F} f - \left(\frac{n_{F} + 1}{2}\right) \]  

(3)

(the examples (1) and (2) are the case \( F_{2} = \emptyset \) in Ref. 5).

Along this paper, we use the following notation: given a finite set of positive integers \( F = \{f_{1}, \ldots, f_{n_{F}}\} \), the expression

\[ \begin{bmatrix} z_{f,j} \\ f \in F \end{bmatrix}_{1 \leq j \leq n_{F}} \]  

(4)

inside of a matrix or a determinant will mean the submatrix defined by

\[ \begin{pmatrix} z_{f_{1},1} & z_{f_{1},2} & \cdots & z_{f_{1},n_{F}} \\ \vdots & \vdots & \ddots & \vdots \\ z_{f_{n_{F}},1} & z_{f_{n_{F}},2} & \cdots & z_{f_{n_{F}},n_{F}} \end{pmatrix}. \]  

(5)

The determinants (1) and (2) should be understood in this form. If \( X \) is a finite set, we denote by \( n_{X} \) the number of elements of \( X \).

It was proved in Ref. 5, that the polynomials \( h_{n}^{\alpha,\beta,N;F}, n \in \sigma_{F}, \) are eigenfunctions of a second-order difference operator, while the polynomials \( P_{n}^{\alpha,\beta;F}, n \in \sigma_{F}, \) are eigenfunctions of a second-order differential operator. Under certain admissibility conditions on \( \alpha, \beta \) and \( F \) both sequences of polynomials are orthogonal with respect to positive measures. For instance, that is the case when \( \alpha, \beta > -1 \) and \( \prod_{f \in F}(x - f) \geq 0, x \in \mathbb{N} \). In this paper, the families (1) and (2) are called standard examples.

The cases \( \alpha, \beta = -1, -2, \ldots \) were not considered in Ref. 5 (and, as far as this author knows, in any other paper on exceptional polynomials) because some of the Hahn and Jacobi polynomials collapse to zero and then both determinants (1) and (2) collapse also to zero. Apparently this degeneracy has the consequence that the cases \( \alpha, \beta = -1, -2, \ldots \) seem to have little interest. However, one should take into account that appearances can be very deceiving! Indeed, in the new examples of exceptional Hahn and Jacobi polynomials constructed in this paper the parameters \( \alpha \) and \( \beta \) are taken to be negative integers. By choosing the finite set \( F \) appropriately, we show that the degeneracy can be avoided and a plethora of new examples of exceptional Hahn and Jacobi polynomials, depending now of an arbitrary number of continuous parameters, can be constructed. More precisely, consider two negative integers \( a, b \) and a positive integer \( N \) satisfying \(-N \leq a \leq b \leq -1\)
(we use the notation \(a, b\) instead of the usual \(\alpha, \beta\) to stress that the numbers \(a\) and \(b\) are negative integers). Let \(F\) be a finite set of positive integers satisfying

\[
\{-b, \ldots, -a - b - 1\} \subset F.
\]

As explained above, the formulas (1) and (2) does not work because \(h^{a,b,N}_f = P^{a,b}_f = 0, f \in \{-a, \ldots, -a - b - 1\} \subset F\), and then \(h^{a,b,N}_n; P^{a,b}_n = 0, n \geq 0\). However, we can fix this problem by substituting some of the Hahn polynomials \(h^{a,b,N}_n\) in (1) or some of the Jacobi polynomials \(P^{a,b}_n\) in (2) by some relative families of polynomials \(h^{a,b,N}_n\) and \(P^{a,b}_n\), respectively. In fact, we have found such families which it turns out to depend on a finite set of \(-b\) real parameters. Miraculously, everything then works as in the standard examples: the new families are eigenfunctions of a second-order difference or differential operator, respectively, and, formally these operators are identical to the operators of the standard families. And there is a surprisingly simple admissibility condition for the new families of exceptional Hahn and Jacobi polynomials to be orthogonal with respect to positive measures. These measures are of the same form as the orthogonalizing measures of the standard families. The proofs of these results are however much more complicated, and some of them have needed a different approach to the one used for the standard families (for instance, we cannot use the Christoffel transform machinery as in Refs. 3–5 because the new Krall dual Hahn families constructed in Ref. 22 are not anymore Christoffel transform of the dual Hahn measure).

The content of this paper is as follows.

In Section 4, we construct new families of exceptional Hahn polynomials depending on an arbitrary number of parameters. We denote by

\[
\mathcal{M} = \{M_0, M_1, M_2, \ldots\}
\]

a set consisting of real parameters \(M_i\) with \(M_i \neq 0, 1\), and consider two negative integers \(a, b\) satisfying \(a \leq b \leq -1\) and a real number \(N \neq 0, -1, \ldots\).

We need to introduce some auxiliary functions. As usual, \([x]\) denotes the ceiling function: \([x] = \min\{n \in \mathbb{Z} : n \geq x\}\), and \((x)_m, m \in \mathbb{N}\), denotes the Pochhammer symbol \((x)_m = x(x + 1) \cdots (x + m - 1)\); we also set \((x, y)_m = (x)_m(y)_m\). For \(u \in \mathbb{N}, u \leq -a - 1\), we define

\[
\varphi^{a,b,N}_{u}(s, x) = (a + 1, -N)_{\max(u, -a - b - u - 1)} F_2 \left( \begin{array}{c} -u, u - s + a + b + 1, -x \\ a - s + 1, -N \end{array} ; 1 \right).
\]

Since \(u \in \mathbb{N}\), except for normalization, \(\varphi^{a,b,N}_{u}(s, x)\) is the Hahn polynomial \(h^{a-s,b,N}_{u}(x)\). Hence as a function of \(s\) \(\varphi^{a,b,N}_{u}(s, x)\) is a polynomial of degree at most \(u\), and as a function of \(s\) it is rational and analytic at \(s = 0\) when \(u \leq -a - 1\). We next define the sequence of polynomials \((h^{a,b,N;\mathcal{M}}_n)\), which are going to play the role of the Hahn polynomials in the new examples of exceptional Hahn polynomials.

**Definition 1.** Let \(a, b\) and \(N\) be two negative integers satisfying \(a \leq b \leq -1\) and a real number \(N \neq 0, -1, \ldots\). We define the sequence \((h^{a,b,N;\mathcal{M}}_n)\) of polynomials, \(h^{a,b,N;\mathcal{M}}_n\) of degree \(n\), as follows.
For \([-\frac{a-b}{2}] \leq n \leq -a - 1\),

\[
h^{a,b,N;M}_n(x) = \frac{\partial}{\partial s}q^{a,b,N}_n(0, x) - \frac{\partial}{\partial s}q^{a,b,N}_{-a-b-n-1}(0, x);
\]  

(9)

for \(-a \leq n \leq -a - b - 1\)

\[
h^{a,b,N;M}_n(x) = (-1)^{b+n}(n + b)! \left[ (-a - b - n - 1)!(-x)\gamma^{a,b,a+N}_{-a+b+n}(x + a) + \frac{(n + a)!(-N - a - b - n - 1)_{2n+a+b+1}^M}{M_{a+n} - 1}h^{a,b,N}_{-a-b-n-1}(x) \right];
\]

(10)

otherwise

\[
h^{a,b,N;M}_n(x) = h^{a,b,N}_n(x)
\]

(11)

(as before \(h^{a,b,N}_n\) denotes the \(n\)th Hahn polynomial, see (41)).

Notice that only the polynomials \(h^{a,b,N;M}_n\), \(-a \leq n \leq -a - b - 1\), depend on the parameters in \(M\), more precisely: only the polynomial \(h^{a,b,N;M}_{-a}\) depends on the parameter \(M_i, i = 0, ..., -b - 1\).

We introduced these polynomials in Ref. 22, but we will explain in Section 3 how these auxiliary polynomials \((h^{a,b,N;M}_n)_n\) can be constructed by taking limit in a suitable way in (1).

The new families of exceptional Hahn polynomials \(h^{a,b,N;M,F}_n, n \in \sigma_F\) (3), are defined by

\[
h^{a,b,N;M,F}_n(x) = \begin{cases} h^{a,b,N;M}_{n-u_F}(x + j - 1) & 1 \leq j \leq n_F + 1 \\ h^{a,b,N;M}_f(x + j - 1) & f \in F \end{cases}
\]

(12)

where \((h^{a,b,N;M}_n)_n\) are the polynomials introduced in Definition 1. Using Lemma 3.4 of Ref. 27, we deduce that the polynomial \(h^{a,b,N;M,F}_n\) has degree \(n\) for \(n \in \sigma_F\). The sequence of polynomials \(h^{a,b,N;M,F}_n, n \in \sigma_F\), depend on the \(-b - n_-\) parameters \(M_i, i \in F_b\), where

\[
F_b = \{0, 1, ..., -b - 1\} \setminus \{-b - f - 1 : f \in F\},
\]

(13)

and \(n_-\) is the number of positive integers in \(F\) which are less than \(-b\).

As mentioned above, we study the polynomials \((h^{a,b,N;M,F}_n)_n\) by dualizing the orthogonal polynomials with respect to the Krall dual Hahn measures constructed in Ref. 22. To introduce here these measures we assume \(N\) to be a positive integer with \(-N \leq a \leq b \leq -1\) and that the finite set \(F\) of positive integers satisfies (6). We adapt the notation to that of Ref. 22 and set

\[
a = -a, \quad b = -b, \quad \tilde{N} = N + a + b,
\]

(14)
so that $1 \leq a, b \leq N$. Consider finally the finite set of integers $U_F$ defined by

$$U_F = U_{F-} \cup U_{F+},$$  \hspace{1cm} (15)

$$U_{F-} = \{ f + a + b : f \in F \text{ and } 1 \leq f \leq -b - 1 \},$$  \hspace{1cm} (16)

$$U_{F+} = \{ f + a + b : f \in F \text{ and } -a - b \leq f \}.$$  \hspace{1cm} (17)

We then define the measures $\nu_{a,b,N}^{MU_F}$ and $\nu_{a,b,N}^M$ by

$$\nu_{a,b,N}^{MU_F} = \prod_{u \in U_F} (x - \lambda^{a,b}(u)) \nu_{a,b,N}^M,$$  \hspace{1cm} (18)

$$\nu_{a,b,N}^M = \sum_{x=-b}^{-1} \frac{(2x + a + b + 1)(\hat{N} + 1 - x)_{x+b}}{(\hat{N} + b + 1)_{x+a+1}} M_{x+b} \delta^{a,b}(x)$$

$$+ \frac{(\hat{N} + 1)^2}{(b+1)_{a-b}} \sum_{x=0}^{N} \frac{\rho_{b,a,N}(x)}{\prod_{i=0}^{b-1}(x + a + i + 1)(x + b - i)} \delta^{a,b}(x),$$  \hspace{1cm} (19)

where $\rho_{b,a,N}(x)$ is the mass at $x$ of the dual Hahn measure (see (39)) and

$$\lambda^{a,b}(x) = x(x + a + b + 1).$$  \hspace{1cm} (20)

Note that the measure $\nu_{a,b,N}^M$ depends on the parameters $M_i, i = 0, \ldots, -b - 1$, and it is positive if and only if these parameters are positive. However, the measure $\nu_{a,b,N}^{MU_F}$ depends on the parameters $M_i, i \in F_b$ (see (13)) because each integer $u \in U_{F-}$ kills the mass at $\lambda^{a,b}(-u - a - b - 1)$ of the measure $\nu_{a,b,N}^{MU_F}$ (note that $\lambda^{a,b}(-u - a - b - 1) = \lambda^{a,b}(u)$ and $-b \leq -u - a - b - 1 \leq -2$ when $u \in U_{F-}$).

In Lemma 3, we prove that the sequence of orthogonal polynomials with respect to the measure $\nu_{a,b,N}^{MU_F}$ (18) and $h_{n}^{a,b,N;M,F}$ are dual sequences.

As a consequence, we show in Theorem 1 that the polynomials $h_{n}^{a,b,N;M,F}, n \in \sigma_F$, are eigenfunctions of a second-order difference operator $D$, whose coefficients are rational functions (and which correspond to the coefficients of the three-term recurrence formula for the orthogonal polynomials with respect to the measure $\nu_{a,b,N}^{MU_F}$).

The most interesting case appears when the measure $\nu_{a,b,N}^{MU_F}$ is positive. This gives rise to the concept of admissibility:

**Definition 2.** We say that $a, b$ ($a \leq b \leq -1$), $M$ and $F$ (satisfying (6)) are admissible if the two following conditions hold:

1. $\text{sign} M_i = \text{sign}[\prod_{f \in F_{\text{ext}}}(i - f - a)(i + f + b + 1)], i \in F_b$ (13), where $F_{\text{ext}} = F \setminus \{-b, \ldots, -a - b - 1\}$. 


2. \( \prod_{f \in F; f \geq a - b} (x - f - a - b) \geq 0, x = 0, \ldots, \max\{f + a + b : f \in F\} \).

It is not difficult to see that \( a, b, M, \) and \( F \) are admissible if and only if the measure \( \nu^{M, U_F}_{a, b, N} \) is positive.

In Lemma 4, we prove that this admissibility condition is equivalent to

\[
\Omega^{a, b, N}_{M, F}(n) \Omega^{a, b, N}_{M, F}(n + 1) > 0, \quad n = 0, \ldots, N - n_F,
\]

where \( \Omega^{a, b, N}_{M, F} \) is the polynomial defined by

\[
\Omega^{a, b, N}_{M, F}(x) = \left. \left[ h^{a, b, N ; M}_{f}(x + j - 1) \right]_{f \in F} \right|_{1 \leq j \leq n_F}.
\]

The admissibility condition in Definition 2 allows us to define the positive measure

\[
\omega^{M, F}_{a, b, N} = \sum_{x=0}^{N-n_F} \frac{(a + n_F + x)! (b + N - x)!}{x! (N - n_F - x)!} \delta_x.
\]

In Theorem 2, we prove that under the assumption of the admissibility condition in Definition 2, the polynomials \( h^{a, b, N ; M, F}_n, n \in \sigma_F, n \leq N + n_F \), are orthogonal and complete with respect to the positive measure \( \omega^{M, F}_{a, b, N} \).

We complete Section 4 showing how to remove the assumption \( a \leq b \).

In Section 5, we construct new sequences of exceptional Jacobi polynomials depending on an arbitrary number of continuous parameters. We do that by taking limits in the exceptional Hahn families constructed in Section 4.

For \( u \in \mathbb{N}, u \leq -a - 1 \), we define

\[
\varphi^{a, b}_{u}(s, x) = \frac{(a + 1)_{\max(u, -a - b - u - 1)} F_1\left(\begin{array}{c}
-u, u - s + a + b + 1 \\
a - s + 1
\end{array} ; (1 - x)/2 \right)}{\max(u!, (-a - b - u - 1)!)}. \tag{24}
\]

Except for the normalization constant in front of the hypergeometric function, and since \( u \in \mathbb{N} \), \( \varphi^{a, b}_{u}(s, x) \) is the Jacobi polynomial \( P^{a-s, b}_{u}(x) \). Hence, as a function of \( x \), \( \varphi^{a, b}_{u}(s, x) \) is a polynomial of degree at most \( u \), and as a function of \( s \) it is rational and analytic at \( s = 0 \) when \( u \leq -a - 1 \). We next define the sequence of polynomials \( \left(P^{a, b ; M}_n\right)_n \) which are going to play the role of the Jacobi polynomials in the new examples of exceptional Jacobi polynomials.

**Definition 3.** Let \( a, b \) be negative integers satisfying \( a \leq b \leq -1 \). We define the sequence \( \left(P^{a, b ; M}_n\right)_n \) of polynomials, \( P^{a, b ; M}_n \), of degree \( n \), as follows.

For \( \left[-\frac{a-b}{2}\right] \leq n \leq -a - 1 \),

\[
P^{a, b ; M}_n(x) = \frac{\partial}{\partial s} \varphi^{a, b}_{n}(0, x) - \frac{\partial}{\partial s} \varphi^{a, b}_{-a-b-n-1}(0, x); \tag{25}
\]
for $-a \leq n \leq -a - b - 1$,

$$
P^{a,b,M}_n(x) = \frac{(n + a)! (n + b)! (-a - b - n - 1)!}{(-1)^{b+n} n!} \times \left[ \frac{1}{M_{a+n} - 1} P^{a,b}_{-a-b-n-1}(x) + \left( \frac{1 - x}{2} \right)^{-a} P^{a,b}_{a+n}(x) \right]; \quad (26)
$$

otherwise

$$
P^{a,b;M}_n(x) = P^{a,b}_n(x) \quad (27)
$$

(as before $P^{a,b}_n$ denotes the $n$th Jacobi polynomial, see (49)).

Notice that again, only the polynomial $P^{a,b;M}_{i-a}$ depends on the parameter $M_i$, $i = 0, \ldots, -b - 1$.

The polynomials $(P^{a,b;M}_{n})_n$ can be obtained in two different ways. We explain in Section 3 how these auxiliary polynomials $(P^{a,b;M}_{n})_n$ can be constructed by taking limit in a suitable way in (2). However also, the polynomial $P^{a,b;M}_n$ can be produced by changing $x \to (1 - x)N/2$ in $h^{a,b;N,M}_n$ and taking limit when $N \to \infty$ (i.e., in the same way as the $n$th Jacobi polynomial can be produced from the $n$th Hahn polynomial).

For $-a \leq n \leq -a - b - 1$, the polynomials $P^{a,b;M}_n$ (26) were introduced in 2012 by Calogero and Yi as the general solution of the second-order differential equation

$$
(1 - x^2)p'' + (b - a - (a + b + 2)x)p' + n(n + a + b + 1)p = 0. \quad (28)
$$

They are called para-Jacobi polynomials (the close formula (26) for the para-Jacobi polynomials in terms of two Jacobi polynomials does not appear in Ref. 42). The existence of a general solution of (28) that is a polynomial was noticed by Szegö in his classical treatise.

The new families of exceptional Jacobi polynomials $P^{a,b;M,F}_n$, $n \in \sigma_F$ (3), are defined by

$$
P^{a,b;M,F}_n(x) = \left[ \begin{array}{c}
(p^{a,b;M}_{n-u_F})^{(j-1)}(x) \\
(p^{a,b;M}_{j-1})(x) \\
f \in F
\end{array} \right]_{1 \leq j \leq n_F+1}, \quad (29)
$$

where $(P^{a,b;M,F}_n)_n$ are the polynomials introduced in Definition 3. The polynomial $P^{a,b;M,F}_n$ has degree $n$ for $n \in \sigma_F$. As for the exceptional Hahn family, the sequence of polynomials $P^{a,b;M,F}_n$, $n \in \sigma_F$, depend on the $-b - n_-$ parameters $M_i$, $i \in F_b$ (13).

Assuming that the finite set $F$ of positive integers satisfies (6), we prove in Theorem 3 that the polynomials $P^{a,b;M,F}_n$, $n \in \sigma_F$, are eigenfunctions of a second-order differential operator, whose coefficients are rational functions.
The most interesting case appears when \( a, b, M, \) and \( F \) are admissible (Definition 2). Admissibility is closely related to the fact that the polynomial

\[
\Omega_{M,F}^{a,b}(x) = \begin{vmatrix}
(\frac{p^{a,b,M}}{f})^{(j-1)}(x) \\
f \in F
\end{vmatrix}
\]

has not roots in \([-1, 1]\). In fact we prove that if

\[
\Omega_{M,F}^{a,b}(x) \neq 0, \quad x \in [-1, 1],
\]

then \( a, b, M, \) and \( F \) are admissible. We have computational evidence showing that the converse is also true, but we have not been able to prove it. Hence, we propose it here as a conjecture.

**Conjecture.** If \( a, b (a \leq b \leq -1), M, \) and \( F \) (satisfying (6)) are admissible (see Definition 2) then \( \Omega_{M,F}^{a,b}(x) \neq 0, \ x \in [-1, 1] \).

If (31) holds, we prove that the polynomials \( p^{a,b;M,F}_n, n \in \sigma_F, \) are orthogonal and complete with respect to the positive weight in \([-1, 1]\) defined by

\[
\omega_{a,b;M,F} = \frac{(1-x)^{a+n_F}(1+x)^{b+n_F}}{\Omega_{M,F}^{a,b}(x)^2}
\]

(see Theorem 4).

We complete Section 5 showing how to remove the assumption \( a \leq b, \) and comparing our examples with that constructed in Refs. 19–21. We point out that the exceptional Jacobi polynomials are constructed in Refs. 19–21 using a completely different approach (Darboux transformations in the first paper, confluent Darboux transformations in the second and third papers, respectively) and all of them seem to be particular cases of the exceptional Jacobi polynomials constructed in this paper. An interesting challenge, which somehow repeats the development of the already known examples of exceptional polynomials, is to understand why all of these methods lead to the same results, which lies at the core of bispectrality and factorization methods.

In the last section, we consider the case when the finite set \( F \) does not satisfy (6).

## 2 PRELIMINARES

In Section 4, we deal with discrete measures supported in a finite number of mass points. The following lemma will be useful to manage these measures.

**Lemma 1** (Lemma 2.1 of Ref. 26). Consider a discrete measure \( \mu = \sum_{i=0}^N \mu_i \delta_{x_i}, \) with \( \mu_i \neq 0, \ i = 0, \ldots, N. \)

1. If we assume that there exists a sequence \( p_i, i = 0, \ldots, N, \) of orthogonal polynomials, with \( \deg(p_i) = i \) and such that \( \langle p_i, p_i \rangle \neq 0 \) has constant sign, then either \( \mu_i > 0 \) or \( \mu_i < 0, \ i = 0, \ldots, N. \)
2. If we assume that there exists a sequence \((f_i)_{i=0}^{N+1}\) of orthogonal functions with nonnull \(L^2\) norm, then these functions form a basis of \(L^2(\mu)\).

We also will need the Sylvester’s determinant identity (for the proof and a more general formulation of the Sylvester’s identity, see Ref. [44 p. 32]).

**Lemma 2.** For a square matrix \(M = (m_{ij})_{i,j=1}^{k}\), and for each \(1 \leq i, j \leq k\), denote by \(M_{ij}^{l}\) the square matrix that results from \(M\) by deleting the \(i\)th row and the \(j\)th column. Similarly, for \(1 \leq i, j, p, q \leq k\) denote by \(M_{ij}^{p,q}\) the square matrix that results from \(M\) by deleting the \(i\)th and \(j\)th rows and the \(p\)th and \(q\)th columns. The Sylvester’s determinant identity establishes that for \(i_0, i_1, j_0, j_1\) with \(1 \leq i_0 < i_1 \leq k\) and \(1 \leq j_0 < j_1 \leq k\), then

\[
\det(M) \det(M_{i_0,j_1}^{l_0,l_1}) = \det(M_{i_0}^{l_0}) \det(M_{i_1}^{l_1}) - \det(M_{i_0}^{l_1}) \det(M_{i_1}^{l_0}).
\]  

Given a finite set of numbers \(X = \{x_1, ..., x_n\}\), \(x_i < x_j\) if \(i < j\), we denote by \(V_X\) the Vandermonde determinant defined by

\[
V_X = \prod_{1 \leq i < j \leq k} (x_j - x_i).
\]  

2.1 | Dual Hahn, Hahn, and Jacobi polynomials

We include here basic definitions and facts about dual Hahn, Hahn, and Jacobi polynomials, which we will need in the following sections.

We write \((R_n^{a,b,N})_n\) for the sequence of dual Hahn polynomials defined by

\[
R_n^{a,b,N}(x) = \sum_{j=0}^{n} \frac{(-n)_j (-N + j)_{n-j} (a + j + 1)_{n-j}}{n! (-1)^j j!} \prod_{i=0}^{j-1} (x - i(a + b + 1 + i))
\]  

(see Ref. [45, pp. 209-213]). We have taken a different normalization that in Ref. 26 since we deal here with the case when \(a\) is a negative integer.

Notice that \(R_n^{a,b,N}\) is always a polynomial of degree \(n\). Using that

\[
(-1)^j \prod_{i=0}^{j-1} (\lambda^{a,b}(x) - i(a + b + 1 + i)) = (-x)_j (x + a + b + 1)_j,
\]

we get the hypergeometric representation

\[
R_n^{a,b,N}(\lambda^{a,b}(x)) = \frac{(a + 1)_n (-N)_n}{n!} \frac{3F_2}{3} \left( \begin{array}{c} -n, -x, x + a + b + 1 \\ a + 1, -N \end{array} ; 1 \right),
\]

where \(\lambda^{a,b}(x)\) is defined by (20)
The dual Hahn polynomials satisfy the identity
\[
R^{a,b,N}_n (\lambda^{-a,b}(x)) = R^{a,-b,N+b}_n (\lambda^{-a,-b}(x + b)).
\] (38)

When \(N\) is a positive integer and \(a, b \neq -1, -2, ..., N, a + b \neq -1, ..., -2N - 1\), the dual Hahn polynomials \(R^{a,b,N}_n, n = 0, ..., N,\) are orthogonal with respect to the following measure:
\[
\rho_{a,b,N} = \sum_{x=0}^{N} \frac{(2x + a + b + 1)(a + 1)_x(-N)_x x!}{(-1)^x(x + a + b + 1)_x(b + 1)_x(N+1)_x x!} \delta_{\lambda^{-a,b}(x)},
\] (39)
\[
\left\langle R^{a,b,N}_n, R^{a,b,N}_n \right\rangle = \frac{(-N)^2(a+n)_n}{(b+N-n)_{N-n}}, \quad n = 0, ..., N.
\] (40)

The measure \(\rho_{a,b,N}\) is positive or negative only when either \(-1 < a, b\) or \(a, b < -N\), respectively. If \(N\) is not a nonnegative integer and \(a, -b-N-1\) \(\neq -1, -2, ...,\) the dual Hahn polynomials \((R^{a,b,N}_n)_n\) are always orthogonal with respect to a signed measure.

We write \((h^{a,b,N}_n)_n\) for the sequence of Hahn polynomials defined by
\[
h^{a,b,N}_n(x) = \sum_{j=0}^{n} \frac{(-n)_j(a + b + n + 1)_j(-N + j)(a + j + 1)n-j(-x)_j}{j!}.
\] (41)

We have taken a different normalization that in Ref. 26 since we deal here with the case when \(a\) is a negative integer (see Ref. [45, pp. 204-208]).

When \(a, b \in \{-1, -2, ...,\}, a \leq b,\) we have that
\[
h^{a,b,N}_n(x) = 0, \quad \text{for} \quad -a \leq n \leq -a-b-1,
\] (42)
\[
h^{a,b,N}_n \text{ has degree} -a-b-n-1, \quad \text{with} \quad -b \leq -a-b-n-1 < n,
\] (43)
\[
\text{for} \quad \left\lfloor \frac{-a-b}{2} \right\rfloor \leq n \leq -a-1,
\]
\[
h^{a,b,N}_n \text{ has degree} n, \quad \text{for} \quad n \not\in \left\{ \left\lfloor \frac{-a-b}{2} \right\rfloor, ..., -a-b-1 \right\},
\] (44)
\[
\text{and it is divisible by} (x + a + 1)_{-a} \text{ when} \ n \geq -a-b.
\]

The hypergeometric representation of the Hahn and dual Hahn polynomials shows the following duality when \(n, m \geq 0:\)
\[
(a + 1)_n(-N)_n h^{a,b,N}_m(n) = n!(a + 1)_m(-N)_m R^{a,b,N}_n(\lambda^{a,b}(m)).
\] (45)

Hahn polynomials also satisfy the following identities:
\[
(-1)^n h^{a,b,N}_n(x) = h^{b,a,N}_n(N - x),
\] (46)
\[
(-1)^n h^{a,b,N}_n(x) = h^{a,b,-a-b-2-N}_n(-x - a - 1),
\] (47)
\[ h^{−a−b,N+a+b}_{n+a+b}(x + a) = (n + 1)_{a+b}(x + 1)_a(x − N − b)_b h^{a,b,N}_n(x), \quad \text{when } a, b \in \mathbb{N}. \] (48)

For \( \alpha, \beta \in \mathbb{R} \), we use the standard definition of the Jacobi polynomials \( P^{\alpha,\beta}_n \)

\[ P^{\alpha,\beta}_n(x) = 2^{-n} \sum_{j=0}^{n} \left( \begin{array}{c} n + \alpha \\ j \end{array} \right) \left( \begin{array}{c} n + \beta \\ n - j \end{array} \right) (x − 1)^{n−j}(x + 1)^j \] (49)

(see Ref. [45, pp. 216-221]).

When \( a, b \in \{-1, -2, ..., \} \), \( a \leq b \), we have that

\[ P^{a,b}_n(x) = 0, \quad \text{for } -a \leq n \leq -a - b - 1, \] (50)

\( P^{a,b}_n \) has degree \( −a - b - n - 1 \), with \( -b \leq -a - b - n - 1 < n \),

for \( \left\lfloor \frac{-a - b}{2} \right\rfloor \leq n \leq -a - 1, \) (51)

\( P^{a,b}_n \) has degree \( n \), for \( n \notin \left\{ \left\lfloor \frac{-a - b}{2} \right\rfloor, ..., -a - b - 1 \right\} \). (52)

When \( \alpha, \beta > -1 \), Jacobi polynomials are orthogonal with respect to the positive weight

\[ (1 - x)^{\alpha}(1 + x)^{\beta}, \quad -1 < x < 1. \] (53)

One can obtain Jacobi polynomials from Hahn polynomials using the limit

\[ \lim_{N \to +\infty} h^{\alpha,\beta,N}_n \left( \frac{(1-x)N}{2} \right) \left( \frac{N}{2} \right) = (-1)^n n! P^{\alpha,\beta}_n(x) \] (54)

see Ref. [45, p. 207] (note that we are using for Hahn polynomials a different normalization to that in Ref. 45). This limit is uniform in compact sets of \( \mathbb{C} \).

### 3 WHERE DO THE POLYNOMIALS \( h^{a,b,N;M}_n \) AND \( P^{a,b,M}_n \) COME FROM?

As explained in Section 1, the polynomials \( (h^{a,b,N;M}_n)_n \) (Definition 1) and \( (P^{a,b,M}_n)_n \) (Definition 3) play in the new exceptional Hahn and Jacobi families the role played by the Hahn and Jacobi polynomials in the standard families, respectively. We find the polynomials \( (h^{a,b,N;M}_n)_n \) in Ref. 22. In this section, we show how to get the polynomials \( (h^{a,b,N;M}_n)_n \) and \( (P^{a,b,M}_n)_n \) by taking limit in a suitable way in (1) and (2), respectively.

Thus, let \( a, b \) be negative integers with \( a \leq b \leq -1 \). We do not need to assume here that \( N \) is a positive integer. Let \( F \) be a finite set of positive integers satisfying (6).
Write
\[ \alpha_s = a + s/M, \quad \beta_s = b - s, \]  

(55)

where \( s, M \) are positive real numbers with \( s \) small enough so that \( \alpha_s, \beta_s \not\in \mathbb{Z} \). Consider the exceptional Hahn family defined by

\[
h_n^{\alpha_s, \beta_s, N; F} (x) = \begin{vmatrix} h_{n-u_F}^{\alpha_s, \beta_s, N} (x + j - 1) \\ h_f^{\alpha_s, \beta_s, N} (x + j - 1) \\ f \in F \\
1 \leq j \leq k+1 \end{vmatrix}. \]  

(56)

We split the finite set \( F \) in four parts

\[
F_p = \left\{ f : f \in F \text{ and } f \leq \left\lfloor \frac{-a - b}{2} \right\rfloor - 1 \right\}, \quad F_s = \left\{ f : \left\lfloor \frac{-a - b}{2} \right\rfloor \leq f \leq -a - 1 \right\},
\]

\[
F_t = \left\{ f : -a \leq f \leq -a - b - 1 \right\}, \quad F_c = \left\{ f : f \in F \text{ and } -a - b \leq f \right\}. \]  

(57)

Note that \( f \in F_s \) if and only if \( -b \leq -a - b - f - 1 \leq \left\lfloor \frac{-a - b}{2} \right\rfloor - 1 \) and so if \( f \in F_s \) then \( -a - b - f - 1 \in F_p \) (since we assume (6)). Hence, except for the normalization constant \( s^{n_F + n_{F_t}} \), the exceptional Hahn polynomial \( h_n^{\alpha_s, \beta_s, N; F} \) (56) can be rewritten in the form

\[
\begin{array}{c}
\begin{vmatrix} h_{n-u_F}^{\alpha_s, \beta_s, N} (x + j - 1) \\ h_f^{\alpha_s, \beta_s, N} (x + j - 1) \\ f \in F_p \\
1 \leq j \leq k+1 \\
\frac{1}{s} \left( h_f^{\alpha_s, \beta_s, N} (x + j - 1) - \frac{h_f^{\alpha_s, \beta_s, N} (\tau_f)}{h_{n-u_F}^{\alpha_s, \beta_s, N} (\tau_f)} h_{n-u_F}^{\alpha_s, \beta_s, N} (x + j - 1) \right) \\ f \in F_s \\
\frac{1}{s} h_f^{\alpha_s, \beta_s, N} (x + j - 1) \\ f \in F_t \\
h_f^{\alpha_s, \beta_s, N} (x + j - 1) \\ f \in F_c \\
\end{vmatrix},
\end{array} \]  

(58)

where \( \tau_f \) is not a root of the polynomial \( h_{n-u_F}^{\alpha_s, \beta_s, N} \). Since

\[
F_s \cup F_t = \left\{ f : \left\lfloor \frac{-a - b}{2} \right\rfloor \leq f \leq -a - b - 1 \right\} \subset F, \]  

(59)

we deduce from the definition of \( \sigma_F \) (3) that \( n - u_F \not\in F_s \cup F_t \).
We next take limit in (58) as \( s \to 0 \). It is easy to see that for \( f \not\in \{ [-\frac{a-b}{2}, \ldots, -a- b-1] \} \) (i.e., \( f \not\in F_s \cup F_t \)), the Hahn polynomial \( h^{\alpha, \beta}_f(x+j-1) \) goes to \( h^{a,b,N}_f(x) \) which it is a polynomial of degree \( f \). This is the reason why we have defined in Definition 1 \( h^{a,b,N}_f(x) = h^{a,b,N}_f(x) \) when \( f \not\in \{ [-\frac{a-b}{2}, \ldots, -a- b-1] \} \).

If \( f \in F_t \), that is \(-a \leq f \leq -a-b-1\), a careful computation using (41) shows that except for the multiplicative constant \( M/(M-1) \), the limit

\[
\lim_{s \to 0} \frac{1}{s} h^{a+s/M,b-s,N}_f(x)
\]

(60) coincides with the combination of two Hahn polynomials in the right-hand side of the identity (10), and this is the reason why we have defined \( h^{a,b,N,M}_f(x) \) in that form when \(-a \leq f \leq -a-b-1\). Note that in Definition 1 we have taken an arbitrary parameter \( M_{a+f} \) for each \( f \), \(-a \leq f \leq -a-b-1 \). Hence, we conclude

\[
h^{a,b,N,M}_f(x) = \frac{M_{a+f}}{M_{a+f}-1} \lim_{s \to 0} \frac{1}{s} h^{a+s/M_{a+f},b-s,N}_f(x).
\]

(61)

If \( f \in F_s \), that is, \([ -\frac{a-b}{2}, \ldots, -a-1] \leq f \leq -a-1\), and \( \tau_f \) is not a root of \( h^{a,b,N}_f \), it is not difficult to see that

\[
\lim_{s \to 0} \frac{h^{a+s/M,b-s,N}_f(\tau_f)}{h^{a+s/M,b-s,N}_f(0)} = \frac{h^{a,b,N}_f(0)}{h^{a,b,N}_{f-a-b-1}(0)}.
\]

(62)

Hence, a careful computation shows that when \( \tau_f \) is not a root of \( h^{a,b,N}_{f-a-b-1} \), the limit

\[
\lim_{s \to 0} \frac{1}{s} \left( h^{a+s/M,b-s,N}_f(x) - \frac{h^{a+s/M,b-s,N}_f(\tau_f)}{h^{a+s/M,b-s,N}_{f-a-b-1}(\tau_f)} h^{a+s/M,b-s,N}_{f-a-b-1}(x) \right)
\]

(63)
is always a polynomial of degree \( f \). Any of these limit polynomials would be a good candidate for defining \( h^{a,b,N,M}_f(x) \). We choose \( \tau_f = 0 \) (which it seems to be the simplest choice). Then, it is easy to see that, except for the multiplicative constant \( M/(M-1) \), the limit

\[
\lim_{s \to 0} \frac{1}{s} \left( h^{a+s/M,b-s,N}_f(x) - \frac{h^{a+s/M,b-s,N}_f(0)}{h^{a+s/M,b-s,N}_{f-a-b-1}(0)} h^{a+s/M,b-s,N}_{f-a-b-1}(x) \right)
\]

(64) coincides with the combination of derivatives of the hypergeometric function in the right-hand side of the identity (9), and this is the reason why we have defined \( h^{a,b,N,M}_f(x) \) in this form when \([ -\frac{a-b}{2}, \ldots, -a-1] \leq f \leq -a-1\). Note that in this case, the parameter \( M \) does not play any role, and
moreover, we have

\[
h_f^{a,b,N;M}(x) = \lim_{s \to 0} \frac{1}{s} \left( h_n^{a-s,b,N}(x) - \frac{h_n^{a-s,b,N}(0)}{h_n^{a-s,b,N}(0)} h_{f-a-b-1}(x) \right).
\]

(65)

A careful computation gives the following explicit expression for the polynomial \( h_f^{a,b,N;M} \) in (9) when \( \left\lfloor -\frac{a-b}{2} \right\rfloor - 1 \leq f \leq -a - 1:

\[
\begin{align*}
&\left( -f, -x \right)_{a-b-f} \frac{2f+a+b}{(-1)^{f-a-b}} \sum_{j=0}^{2f+a+b} (j - a - b - f, j - b - f + 1)_{2f+a+b-j} \\
&\times \frac{(-2f - a - b, -x - a - b - f)_j}{(-f - a - b)(j-a-b-f)} \\
&+ \sum_{j=0}^{-a-b-f-1} \frac{(j - N, a + j + 1)_{f-j}(-f, f + a + b + 1, -x)_j}{j!} \\
&\times \sum_{i=0}^{j-1} \frac{(2f + a + b + 1)}{(-f + i)(f + a + b + 1 + i)}.
\end{align*}
\]

(66)

We can now adapt this approach for the case \( b \leq a \leq -1 \).

**Definition 4.** Let \( a, b \) be negative integers with \( b < a \leq -1 \) and \( N \) a real number. We define the sequence \((h_n^{a,b,N;M})_n\) of polynomials, \( h_n^{a,b,N;M} \) of degree \( n \), as follows.

For \( n \in \{\left\lfloor -\frac{a-b}{2} \right\rfloor, \ldots, -b - 1\} \),

\[
h_n^{a,b,N;M}(x) = \lim_{s \to 0} \frac{1}{s} \left( h_n^{a-s,b,N}(x) - \frac{h_n^{a-s,b,N}(N)}{h_n^{a-s,b,N}(N)} h_{n-a-b-1}(x) \right);
\]

(67)

for \( n \in \{-b, \ldots, -a - b - 1\} \),

\[
h_n^{a,b,N;M}(x) = \frac{M_{b+n}}{M_{b+n} - 1} \lim_{s \to 0} \frac{1}{s} h_n^{a+s/M_{b+n},b-s,N}(x);
\]

(68)

otherwise

\[
h_n^{a,b,N;M}(x) = h_n^{a,b,N}(x).
\]

(69)

With this definition, it is easy to see that the polynomials \((h_n^{a,b,N;M})_n\) inherit the symmetry of the Hahn polynomials with respect to the interchange of the parameters \( a \) and \( b \):

\[
(-1)^n h_n^{a,b,N;M}(x) = h_n^{b,a,N;M^{-1}}(N - x),
\]

(70)
where we write $\mathcal{M}^{-1}$ for the set of parameters $\{1/M_0, 1/M_1, \ldots\}$ (to get this identity is the reason why we have substituted 0 by $N$ in (67) with respect to (65)). Using (70), we can find explicit expressions for $h_{n}^{a,N;\mathcal{M}}$ when $b \leq a$ from those ones for $h_{n}^{a,N;\mathcal{M}}$.

From Definition 1 and the identity (70), it is not difficult to see that the polynomial $h_{n}^{a,N;\mathcal{M}}$ has degree $n$ and leading coefficient equal to

$$(-1)^{n+a+b}(2n + a + b)!(-a - b - n - 1)!,$$

$$\left[\frac{-a-b}{2}\right] \leq n \leq -a - b - 1,$$

$$\left(\frac{-a-b}{2}\right)^{2} \leq n \leq -a - b - 1,$$

$$\left(\frac{-a-b}{2}\right) + 1 \leq n \leq -a - b - 1.$$ (71)

As explained in Section 1, we can construct the polynomials $(P_{n}^{a,b;\mathcal{M}})$ (Definition 3) in two different ways. On the one hand, we can proceed similarly as we have done to get the polynomials $h_{n}^{a,N;\mathcal{M}}(x)$ but using the Jacobi polynomials in the determinant (2) instead of the Hahn polynomials in the determinant (1). In doing that, for $f$ satisfying $-a \leq f \leq -a - b - 1$, we get

$$P_{f}^{a,b;\mathcal{M}}(x) = \frac{M_{a+f}}{M_{a+f} - 1} \lim_{s \to 0} \frac{1}{s} P_{f}^{a+b/s,M_{a+f},b-s}(x).$$ (72)

When $\left[\frac{-a-b}{2}\right] \leq f \leq -a - 1$, we have

$$P_{f}^{a,b;\mathcal{M}}(x) = \lim_{s \to 0} \frac{1}{s} \left( P_{f}^{a-s,b}(x) - \frac{P_{f}^{a-s,b}(1)}{P_{f-a-b-1}^{a-s,b}(1)} P_{f-a-b-1}^{a-s,b}(x) \right).$$ (73)

A careful computation gives the following explicit expression for the polynomial $P_{f}^{a,b;\mathcal{M}}$ in (25) when $\left[\frac{-a-b}{2}\right] - 1 \leq f \leq -a - 1$:

$$(-1)^{f}(x + 1)^{-a-b-f} \sum_{j=0}^{2f+a+b} \frac{(-2f - a - b)(j - a - f + 1)_{2f+a+b-j}(x + 1)^{j}}{2^{-a-b-f+j}(-f - a - b)} \left(\frac{-a-b-f}{j}\right)$$

$$+ \frac{(-1)^{f}}{f!} \sum_{j=0}^{f-a-b-1} \frac{(b + j + 1)_{-f-j}(-f, f + a + b + 1)_{j}(x + 1)^{j}}{j!}$$

$$\times \left[ \sum_{i=0}^{j-1} \frac{(2f + a + b + 1)}{(-f + i)(f + a + b + 1 + i)} - \sum_{i=0}^{f-a-b} \frac{1}{-a - f + i} \right].$$ (74)

On the other hand, we can construct the polynomials $(P_{n}^{a,b;\mathcal{M}})$ in the same way as Hahn polynomials produce Jacobi polynomials, that is, using the limit (54). Hence, if we set $x \to (1 - x)N/2$ in $h_{n}^{a,b,N;\mathcal{M}}$ and take limit as $N \to +\infty$, using (54) we deduce

$$\lim_{N \to +\infty} \frac{h_{n}^{a,b,N;\mathcal{M}}(1-x)N/2}{N^{n}} = (-1)^{n}n!P_{n}^{a,b;\mathcal{M}}(x).$$ (75)
uniform in compact sets of \( \mathbb{C} \).

We can now adapt any of these approaches for the case \( b \leq a \leq -1 \).

**Definition 5.** Let \( a, b \) be negative integers with \( b < a \leq -1 \). We define the sequence \( (P_{n}^{a,b;M})_{n} \) of polynomials, \( P_{n}^{a,b;M} \), of degree \( n \), as follows.

For \( n \in \{ \left\lceil \frac{-a-b}{2} \right\rceil, \ldots, -b - 1 \} \),

\[
P_{n}^{a,b;M}(x) = \lim_{s \to 0} \frac{1}{s} \left( P_{n}^{a-s,b}(x) - \frac{P_{n}^{a-s,b}(-1)}{P_{-n-a-b-1}^{a-s,b}(-1)} P_{-n-a-b-1}^{a-s,b}(x) \right);
\]

for \( n \in \{ -b, \ldots, -a - b - 1 \} \),

\[
P_{n}^{a,b;M}(x) = \frac{M_{b+n}}{M_{b+n} - 1} \lim_{s \to 0} \frac{1}{s} P_{n}^{a+s/M_{b+n},b-s}(x);
\]

otherwise

\[
P_{n}^{a,b;M}(x) = P_{n}^{a,b}(x).
\]

With this definition, it is easy to see that the polynomials \( (P_{n}^{a,b;M})_{n} \) inherit the symmetry of the Jacobi polynomials with respect to the interchange of the parameters \( a \) and \( b \):

\[
(-1)^{n}P_{n}^{a,b;M}(x) = P_{n}^{b,a;M^{-1}}(-x).
\]

Using (79), we can find explicit expressions for \( P_{n}^{a,b;M} \) when \( b \leq a \) from those ones for \( P_{n}^{b,a;M} \).

From Definition 3 and the identity (79), it is not difficult to see that the polynomial \( P_{n}^{a,b;M} \), has degree \( n \) and leading coefficient equal to

\[
\begin{cases}
\left( \frac{2n+a+b}{2} \right) \left( \frac{-a-b-n-1}{2n+2} \right), & \left\lceil \frac{-a-b}{2} \right\rceil \leq n \leq -a - b - 1, \\
\left( \frac{a+b+n+1}{2} \right)_{n}, & \text{otherwise}.
\end{cases}
\]

The sequences \( (h_{n}^{a,b,N;M})_{n} \) and \( (p_{n}^{a,b;M})_{n} \) inherit many of the structural formulas that the Hahn and Jacobi polynomials enjoy, respectively. However, there are slight perturbations in these formulas (and the perturbations cause many problems in the proofs of the results of the next sections). Here, it is an instance of these formulas which we will use later on (note the perturbation in (82) with respect to (81)). The proof is a matter of calculation and is omitted.

For \( n \notin \{ \left\lceil \frac{-a-b}{2} \right\rceil, \ldots, -a - 1 \} \), we have

\[
h_{n}^{a,b,N;M}(x) = (-1)^{n}h_{n}^{a,b,-a-b-2-N;M}(-x - a - 1);
\]

and for \( n \in \{ \frac{-a-b}{2}, \ldots, -a - 1 \} \),

\[
h_{n}^{a,b,N;M}(x) = (-1)^{n}h_{n}^{a,b,-a-b-2-N;M}(-x - a - 1)
\]
\[ + \gamma_n^{a,b,N} h_{n-a-b-1}^{a,b,N}(x), \]  

where

\[ \gamma_n^{a,b,N} = (-1)^{a+b} (-n - b) \frac{2n+a+b}{2n+a+b+1} \sum_{j=0}^{2n+a+b} \frac{(N - n + 1)_{2n+a+b+1}}{N - n + j + 1}. \]  

4 | NEW EXCEPTIONAL HAHN FAMILIES DEPENDING ON AN ARBITRARY NUMBER OF CONTINUOUS PARAMETERS

As in the rest of this paper, \( \mathcal{M} \) denotes the set of real parameters \( \mathcal{M} = \{M_0, M_1, \ldots\} \), \( F \) a finite set of positive integers, and \( a \) and \( b \) denote negative integers. Along this section, \( N \) denotes a real number.

**Definition 6.** We associate to \( a, b, N, \mathcal{M}, \) and \( F \) the sequence of polynomials

\[ h_n^{a,b,N;M,F}(x) = \begin{vmatrix} h_{n-u_F}^{a,b,N;M}(x + j - 1) \\ \vdots \\ h_{f}^{a,b,N;M}(x + j - 1) \\ f \in F \end{vmatrix}^{1\leq j\leq n_F+1}, \]  

where \( n \in \sigma_F(3) \) and \( (h_n^{a,b,N;M})_n \) are the polynomials introduced in Definitions 1 and 4 (depending on whether \( a \leq b \) or \( b \leq a \)).

Using Ref. [27, Lemma 3.4], we deduce that \( h_n^{a,b,N;M,F}, n \in \sigma_F, \) is a polynomial of degree \( n \) with leading coefficient equal to

\[ V_F \prod_{i \in \{n-u_F\}, F} r_i^{a,b;M} \prod_{f \in F} (f - n + u_F), \]  

where \( V_F \) is the Vandermonde determinant (34) and \( r_i^{a,b;M} \) is the leading coefficient of the polynomial \( h_i^{a,b,N;M} \) (see (71)).

We only have to consider the case \( a \leq b \) because it follows easily from (70) that

\[ h_n^{a,b,N;M,F}(x) = (-1)^n h_n^{b,a,N;M^{-1},F}(N - x - n_F). \]  

Hence, from now on, we assume \( a \leq b \). There are some good reasons (which we explain in Section 6) to assume also that

\[ \{-b, \ldots, -a - b - 1\} \subset F. \]
The sequence of polynomials \( h_n^{a,b;N,M,F} \), \( n \in \sigma_F \), only depend on the parameters \( M_i, i \in F_b \), where

\[
F_b = \{0, 1, \ldots, -b - 1\} \setminus \{-b - f - 1 : f \in F\}. \tag{88}
\]

Indeed, if \( f \in F \), \( -a \leq f \leq -a - b - 1 \), and \( -a - b - f - 1 \in F \) then we can use the polynomial \( h_n^{a,b;N,M}_{-a-b-f-1} \) in the determinant (84) to remove the second summand in the right-hand side of the identity (10) which defines the polynomial \( h_f^{a,b;N,M} \). In doing that we remove the dependence of the polynomial \( h_n^{a,b;N,M,F} \) on the parameter \( M_{a+f} \). More precisely, enumerate the polynomials \( h_n^{a,b;N,M,F}, n \in \sigma_F \), in accordance to the position of \( n \) in the set \( \sigma_F \) (i.e., the first polynomial is \( h_n^{a,b;N,M,F}_{u_F} \)) and similarly enumerate the parameters \( M_i, i \in F_b \), in accordance to the position of \( i \) in the set \( F_b \). It is then not difficult to check that for \( i = 1, \ldots, n_{F_b} \), the \( i \)th polynomial \( h_n^{a,b;N,M,F} \) does not depend on the \( (n_{F_b} - i) \)th parameter, and for \( i \geq n_{F_b} + 1 \), the \( i \)th polynomial \( h_n^{a,b;N,M,F} \) depends on all the parameters \( M_i, i \in F_b \).

The following property will be useful to show that the exceptional Legendre polynomials introduced in Ref. 21 are particular cases of the exceptional Jacobi polynomials introduced here.

**Remark 1.** We first renormalize the polynomials \( h_n^{a,b;N,M,F} \) as follows:

\[
\tilde{h}_n^{a,b;N,M,F} = \left( \prod_{i=0}^{-b-1} (M_i - 1) \right) h_n^{a,b;N,M,F}, \quad n \in \sigma_F. \tag{89}
\]

For a finite set \( J \) of nonnegative integers, we denote by \( M_j \) the particular case of the set of parameters \( M \) obtained by setting \( M_j = 1, j \in J \).

If \( f \in \{-a, \ldots, -a - b - 1\} \cap F \) and \( -f - a - b - 1 \notin F \), write \( F = (F \setminus \{f\}) \cup \{-f - a - b - 1\} \) (i.e., we remove from \( F \) the positive integer \( f \) and include \( -f - a - b - 1 \)). Then for \( n \in \sigma_F, n \neq u_F - f - a - b - 1 \)

\[
\tilde{h}_{n}^{a,b;N,M,F}_{n-(2f+a+b+1)} = \frac{1 - M_{a+f}}{(-1)^n f_c} \tilde{h}_n^{a,b;N,M,F}_{M_{a+f};F}, \tag{90}
\]

where

\[
c_f = (-1)^{b+f}(f + b)!(f + a)!(-N - a - b - f - 1)_{2f+a+b+1}, \tag{91}
\]

and \( n_f \) denotes the number of elements in \( F \) which are bigger than \( -f - a - b - 1 \) and less than \( f \); similarly

\[
h_{u_F-f-a-b-1}^{a,b;N,M,F} = (-1)^{n_f-1} h_{u_F-f-a-b-1}^{a,b;N,M,F_{M_{a+f}};F}, \tag{92}
\]

Indeed, if \( f \in \{-a, \ldots, -a - b - 1\} \cap F \) then \( 0 \leq -f - a - b - 1 \leq -b - 1 \). (10) then gives \([h_{f}^{a,b;N,M}]_{M_{a+f}=1} = c_f h_{-f-a-b-1}^{a,b;N,M,F}\), from where the remark follows easily.
4.1 Duality with Krall dual Hahn families

As for the standard families, the tool we use to prove that the polynomials introduced in Definition 6 are exceptional Hahn polynomials is the duality of these polynomials and certain Krall dual Hahn polynomials. In this case, we consider the Krall dual Hahn polynomials constructed in Ref. 22 which we next display. We do not need to assume yet that \( N \) is a positive integer but assume that \( \mathcal{U} \leq \mathcal{S} \leq -1 \) and that the finite set \( \mathcal{F} \) satisfies \((6)\).

Using again the notation \((14)\) (i.e., \( a = -\mathcal{U}, b = -\mathcal{S}, \) and \( \hat{N} = N + \mathcal{U} + \mathcal{S} \)) we set

\[
W_n^{a,b,\hat{N};M}(x) = h_n^{a,b,-2-\hat{N};M}(x),
\]

(93)

where \((h_n^{a,b,-2-\hat{N};M})_n\) is the sequence of polynomials introduced in Definition 1. Consider the finite set of integers \( U_F(15) \) and define the polynomials

\[
q_n^{a,b,\hat{N};M,U_F}(x) = \begin{pmatrix}
(-1)^{j-1}R_{n-a+j-1}^{a,b,N}(x) \\
\begin{array}{c}
1 \leq j \leq n_F + 1 \\
u \in U_{F-}
\end{array} \\
\begin{array}{c}
(-1)^{j-1}R_{n-a+j-1}^{a,b,N}(\lambda_{a,b}(u)) \\
u \in U_{F-}
\end{array} \\
\begin{array}{c}
(a + b + \hat{N} - n - j + 2)_{j-1}W_f^{a,b,\hat{N};M}(-n + a - j) \\
f \in \{b, b + 1, \ldots, a + b - 1\}
\end{array} \\
\begin{array}{c}
(-1)^{j-1}R_{n-a+j-1}^{a,b,N}(\lambda_{a,b}(u)) \\
u \in U_{F+}
\end{array} \\
\begin{array}{c}
(-1)^{(n+a+b)(n_{U_F}+1)+\binom{n+b}{2}+\binom{\hat{N}}{2}+a} \prod_{u \in U_F}(x - \lambda_{a,b}(u))
\end{array}
\end{pmatrix}.
\]

(94)

We point out that in the determinant which appears in the right-hand side of \((94)\), we have rearranged rows and columns and renormalized with a sign with respect to the definition of the polynomials \(q_n^{a,b,\hat{N};M,U_F}(x)\) in Ref. 22.

Under mild conditions on the parameters, we prove in Ref. 22 that the polynomials \(q_n^{a,b,\hat{N};M,U_F}(x), n \geq 0,\) are orthogonal with respect to the measure \(\nu^{M,U_F}_{a,b,N}\) (see \((18)\)). In particular, that is the case when \( N \) is a positive integer and the measure \(\nu^{M,U_F}_{a,b,N}\) is positive; the polynomials \((94)\) have then positive norm when \( n = 0, \ldots, N - n_F.\) Although it is not important for the construction of the exceptional Hahn polynomials, we also prove in Ref. 22 that these polynomials \((94)\) are eigenfunctions of a higher-order difference operator. As a consequence of this fact, the exceptional Hahn polynomials will satisfy higher-order recurrence formulas of the type

\[
Q(x)h_n^{a,b,N;M,F} = \sum_{j=-\deg Q}^{\deg Q} a_{n,j}h_{n-j}^{a,b,N;M,F},
\]

(95)

where \(a_{n,j}\) are real sequences, the polynomial \(Q\) satisfies \(\nabla Q = \Omega_{M,F}^{a,b,N}\) (see \((22)\)) and \(\nabla\) is the first-order difference operator \(\nabla f = f(x) - f(x - 1).\) The exceptional Jacobi polynomials introduced
in Definition 3, as limit of the polynomials \( h_{n}^{a,b,N;M,F} \), \( n \in \sigma_F \), will inherit this property. We do not prove here those results because they are out of the scope of this paper.

We next prove that the polynomials \( h_{n}^{a,b,N;M,F} \) (12) are related by duality with the polynomials \( q_{n}^{a,b,N;M,U_F} \).

**Lemma 3.** If \( n \geq 0 \) and \( v \in \mathbb{N} \setminus F \), then

\[
\xi_{n} h_{v+u_F}^{a,b,N;M,F} (n) = \kappa_{M} \tau_{v} \xi_{v+a+b} \theta_{v}^{M} q_{n}^{a,b,N;M,U_F} (\lambda^{a,b} (v + a + b)),
\]

(96)

where

\[
\xi_{n} = (N - n + 1)^{a+n_F+1} \prod_{j=1}^{n_F+1} (N - n - j + 2)_{j-1},
\]

\[
\xi_{v} = (-N - a - b)_{v} (v + 1)_{-a} (v - a - b)!,
\]

\[
\kappa_{M} \left( \prod_{u \in U_F} (1 - M_{-u+a-1}) \right) \left( \prod_{u \in U_F} \xi_{u} \right),
\]

\[
\tau_{v} = \prod_{u \in U_F} (\lambda^{-a,-b} (v + a + b) - \lambda^{-a,-b} (u)),
\]

\[
\theta_{v}^{M} = \begin{cases} 1 - M_{-b-1-v}, & 0 \leq v \leq -b - 1, \\ 1, & \text{otherwise}. \end{cases}
\]

(97)

**Proof.** We dualize each entry \((i, j), i, j = 1 \ldots, n_F + 1,\) of (the determinant which defines) the polynomial \( h_{v+u_F}^{a,b,N;M,F} (n) \) (12) and compare with the entry \((i, j)\) of (the determinant which defines) the polynomial \( q_{n}^{a,b,N;M,U_F} (\lambda^{a,b} (v + a + b)) \) (94).

We proceed in several steps, depending on the rows and on \( v \in \mathbb{N} \setminus F \).

First step. Consider the first row \( i = 1 \) and assume that \( v \geq -a - b \). From (12) and Definition 1, we deduce that the entry \((1, j), j = 1, \ldots, n_F + 1,\) of \( h_{v+u_F}^{a,b,N;M,F} (n) \) has the form \( h_{v}^{a,b,N;M,F} (n + j - 1) \). We then prove that

\[
(N - n + 1)_{n+a+b} (N - n - j + 2)_{j-1} h_{v}^{a,b,N} (n + j - 1)
\]

\[
= (v + a + b + 1)_{-a} v! (-N - a - b)_{v+a+b}
\]

\[
\times (-1)^{n+j-1+a+b} R_{n-a+j-1}^{a,b,N} (\lambda^{a,b} (v + a + b)).
\]

(98)

Note that \( R_{n-a+j-1}^{a,b,N} (\lambda^{a,b} (v + a + b)) \) is the entry \((1, j)\) of the determinant which defines the polynomial \( q_{n}^{a,b,N;M,U_F} (\lambda^{a,b} (v + a + b)) \) (94). Indeed, if \( n + j - 1 \geq -a \), by applying to \( h_{v}^{a,b,N} (n + j - 1) \) firstly the identity (48) and then the duality (45) (to do that we need \( n + j - 1 \geq -a \), we get (98) after straightforward computations. For \( n + j - 1 \leq -a - 1 \), the identity (98) holds because both sides are equal to zero: the left-hand side because for \( v \geq -a - b \), \( h_{v}^{a,b,N} (n + j - 1) = 0 \) for
\( n + j - 1 = 0, \ldots, -a - 1 \) (see (44)), and the right-hand side because \( n - a + j - 1 \leq -1 \) and then \( R^{a,b,N}_{n-a+j-1} = 0 \).

**Second step.** Consider the first row \( i = 1 \) and assume now that \( v \leq -a - b - 1 \). Since \( v \not\in F \) (see (3)), we have \( 0 \leq v \leq -b - 1 \). If write \( g = -a - b - 1 - v \), then \( -a \leq g \leq -a - b - 1 \). In view of (10), we see that the polynomial \( h_{u}^{a,b,N}(x) \) (which defines the first row \( i = 1 \) of \( h^{a,b,N;M,F}_{u+uF}(n) \)) is the polynomial in the first summand of \( h^{a,b,N;M}_{g}(x) \). Since \( h^{a,b,N;M}_{g}(x) \) in turn defines the \((2 + n_{uF} + g + b)\)th row of the determinant (12) (from which \( h^{a,b,N;M,F}_{u+uF}(n) \) is defined), the polynomial \( h^{a,b,N;M,F}_{u+uF}(n) \) remains the same if we add the \((2 + n_{uF} + g + b)\)th row of the determinant (12) multiplied by

\[
\frac{(M_{a+g} - 1)(-1)^{b+g+1}}{(g + a)!(g + b)!(0 - a - b - g - 1)_{2g+a+b+1}}
\]

(99)
to the first row of the determinant (12). In doing that, we deduce from (10) that the entry \((1, j)\) in the first row of \( h^{a,b,N;M,F}_{u+uF}(n) \) can be taken to be

\[
F^{1,j}_{0,n} = \frac{(1 - M_{a+g})(-a - b - g - 1)!(-n - j + 1 - a)_{a}}{(g + a)!(0 - a - b - g - 1)_{2g+a+b+1}} h^{a,b,N}_{a+g}(n + j - 1 + a),
\]

(100)
j = 1, \ldots, n_{F} + 1. If \( n + j - 1 + a \geq 0 \), by applying to \( h^{a,b,N}_{a+g}(n + j - 1 + a) \) the duality (45) and then the identity (38), we get after careful computations

\[
(1 - a - b - g - 1)_{a}!(-n - j + 1 - a)_{a} h^{a,b,N}_{a+g}(n + j - 1 + a)
\]

\[
= (v + a + b + 1)_{-a}!(-N - a - b)_{v+a+b} \times (1 - M_{b-1-u}) R^{a,b,N}_{n-a+b-1} (\lambda^{a,b}(v + a + b)).
\]

(101)

For \( n + j - 1 \leq -a - 1 \), the identity (101) holds because both sides are equal to zero: the left-hand side because the factor \((-n - j + 1 - a)_{a} = 0 \) in \( h^{1,j}_{0,n} \), and the right-hand side because \( n - a + j - 1 \leq -1 \) and then \( R^{a,b,N}_{n-a+j-1} = 0 \).

**Third step.** Consider next the rows \( i = 2, \ldots, 1 + n_{uF} \). The entry \((i, j), j = 1, \ldots, n_{F} + 1, \) of \( h^{a,b,N;M,F}_{u+uF}(n) \) has now the form \( h^{a,b,N}_{f}(n + j - 1), f \in F, 1 \leq f \leq -b - 1 \) (see (16)). Hence \( u = f + a + b \in U_{F} \). Proceeding as in the second step (here \( f \) plays the role of \( v \)), we conclude that the entry \((i, j)\) in the \( i \)th row of \( h^{a,b,N;M,F}_{u+uF}(n) \) can be taken to be

\[
F^{i,j}_{i,n} = \frac{(1 - M_{u+a-1})_{1}(n - j + 1 - a)_{-a}}{(-b - f - 1)_{-a-b-2f-2} h^{a,b,N}_{a+g}(n + j - 1 + a),
\]

(102)
j = 1, \ldots, n_{F} + 1, and

\[
(1 - a - b - g - 1)_{a}!(-n - j + 1 - a)_{a} h^{a,b,N}_{a+g}(n + j - 1 + a)
\]

\[
= (u + 1)_{-a}!(-N - a - b)_{u} \times (1 - M_{u+a-1}) R^{a,b,N}_{n-a+j-1} (\lambda^{a,b}(u)).
\]

(103)
**Fourth step.** Consider next the rows \( i = 1 + n \cdot N_F + r \), \( r = 1, \ldots, -a \). From (12) and Definition 1, we deduce that the entry \((i, j)\), \( j = 1, \ldots, n \cdot F_F + 1 \), of \( h_{n \cdot N_F + r}^{a, b, N, M, F}(n) \) has the form \( h_f^{a, b, N, M}(n + j - 1) \), \( f = -b, \ldots, -a - b - 1 \). If \( f \not\in \left\{ \left\lfloor \frac{-a-b}{2} \right\rfloor, \ldots, -a - 1 \right\} \), using (93) and then (81) we have

\[
(N - n - j + 2)_{j-1} h_f^{a, b, N, M}(n + j - 1) = (-1)^j (N - n - j + 2)_{j-1} W_f^{a, b, N, M}(-n + a - j). \tag{104}
\]

Note that \((N - n - j + 2)_{j-1} W_f^{a, b, N, M}(-n + a - j)\) is the entry \((i, j)\) of the determinant which defines the polynomial \( q_n^{a, b, N, M, U_F}(\lambda^{a, b}(v + a + b)) \) (94).

If \( f \in \left\{ \left\lfloor \frac{-a-b}{2} \right\rfloor, \ldots, -a - 1 \right\} \), then \( g = -f - a - b - 1 \in \{-b, \ldots, \left\lfloor \frac{-a-b}{2} \right\rfloor - 1 \} \), and since \( h_g^{a, b, N, M}(n) = h_f^{a, b, N}(n) \) in turn defines the \((2 + n \cdot U_F + g + b)\)-th row of the determinant (12) (from which \( h_{n \cdot U_F + g + b}^{a, b, N, M, F}(n) \) is defined), the polynomial \( h_f^{a, b, N, M, F}(n) \) remains the same if we add the \((2 + n \cdot U_F + g + b)\)-th row of the determinant (12) multiplied by \(-\gamma_f^{a, b, N} \) to the \((2 + n \cdot U_F + f + b)\)-th row of \( h_{n \cdot U_F + f}^{a, b, N, M, F}(n) \). In doing that, we deduce that the entries of the \((2 + n \cdot U_F + f + b)\)-th row of \( h_{n \cdot U_F + f}^{a, b, N, M, F}(n) \) can be taken to be

\[
h_f^{a, b, N, M}(n + j - 1) - \gamma_f^{a, b, N} h_{f-a-b-1}^{a, b, N}(n + j - 1). \tag{105}
\]

Using (93) and then (82) we have

\[
(N - n - j + 2)_{j-1} (h_f^{a, b, N, M}(n + j - 1) - \gamma_f^{a, b, N} h_{f-a-b-1}^{a, b, N}(n + j - 1)) = (-1)^j (N - n - j + 2)_{j-1} W_f^{a, b, N, M}(-n + a - j). \tag{106}
\]

**Fifth step.** Consider finally the rows \( i = 2 - a + n \cdot U_F, \ldots, n \cdot F_F + 1 \). The entry \((i, j)\), \( j = 1, \ldots, n \cdot F_F + 1 \), of \( h_{n \cdot U_F + f}^{a, b, N, M, F}(n) \) has the form \( h_f^{a, b, N}(n + j - 1) \), for \( f \in F \) and \( f \geq -a - b \) (see (17)). Hence \( u = f + a + b \in U_{F_+} \). Proceeding as in the first step (here \( f \) plays the role of \( v \)), we have

\[
(-1)^{n+j-1+a+b}(N - n + 1)_{n+a+b}(N - n - j + 2)_{j-1} h_f^{a, b, N}(n + j - 1) = (u + 1)_{n-a}(u - a - b)!(-N - a - b)_{u} R_n^{a, b, N}(\lambda^{a, b}(u)). \tag{107}
\]

We can now prove the duality (96) from the identities (98), (101), (103), (104), (106), and (107).

### 4.2 The second-order difference operator

We next use the duality stated in Lemma 3 to construct a second-order difference operator with respect to which the polynomials \( h_n^{a, b, N, M, F}(x) \), \( n \in \sigma_F \), are eigenfunctions. The second-order difference operator is constructed from the polynomials \( \Omega_{N, M}^{a, b, N} \) defined in (22) and \( \Lambda_{N, M}^{a, b, N}(x) \) defined
by

\[ \Lambda_{\mathcal{M}, F}^{a, b, N}(x) = \begin{bmatrix} \lambda_{n-a+j-1}^{a, b, N}(u) \\ f \in F \end{bmatrix} \left[ \begin{cases} 1 \leq j \leq n_F + 1, j \neq n_F \\ h_{f}^{a, b, N; \mathcal{M}}(x + j) \end{cases} \right]. \] (108)

Both are polynomials of degree \( n_F + u_F \). The leading coefficient of \( \Omega_{\mathcal{M}, F}^{a, b, N} \) is

\[ V_F \prod_{i \in F} r_{i}^{a, b, M}, \] (109)

where \( V_F \) is the Vandermonde determinant (34) and \( r_{i}^{a, b, M} \) is the leading coefficient of the polynomial \( h_{i}^{a, b, N; \mathcal{M}} \) (see (71)).

We need some more definitions. We also define the sequences

\[ \Phi_{n; M, U_F}^{a, b, N} = \begin{bmatrix} (-1)^{j-1} R_{n-a+j-1}^{a, b, N}(u) \\ f \in \{b, b+1, \ldots, a+b-1\} \end{bmatrix} \begin{cases} 1 \leq j \leq n_F \\ u \in U_F \end{cases}, \] (110)

\[ \Psi_{n; M, U_F}^{a, b, N} = \begin{bmatrix} (-1)^{j-1} R_{n-a+j-1}^{a, b, N}(u) \\ f \in \{b, b+1, \ldots, a+b-1\} \end{bmatrix} \begin{cases} 1 \leq j \leq n_F + 1, j \neq n_F \\ u \in U_F \end{cases}. \] (111)

From Lemma 3, we can deduce the duality between the polynomials \( \Omega_{\mathcal{M}, F}^{a, b, N} \) (22), \( \Lambda_{\mathcal{M}, F}^{a, b, N} \) (108) and the sequences (110) and (111), respectively:

\[ \xi_n \Omega_{\mathcal{M}, F}^{a, b, N}(n) = (-1)^{n+b}(N - n - n_F + 1)_{n+a+b+n_F} \kappa_{\mathcal{M}, F}^{a, b, N; M, U_F}, \] (112)
Theorem 1. The polynomials \( h_{n}^{a,b,N;M,F} \) \((12)\), \( n \in \sigma_{F} \), are common eigenfunctions of the second-order difference operator

\[
D = h_{-1}(x)\delta_{-1} + h_{0}(x)\delta_{0} + h_{1}(x)\delta_{1},
\]

where

\[
\begin{align*}
    h_{-1}(x) &= \frac{x(x - b - N - 1)\Omega_{M,F}^{a,b,N}(x + 1)}{\Omega_{M,F}^{a,b,N}(x)}, \\
    h_{0}(x) &= -(x + n_{F})(x - b - N - 1 + n_{F}) - (x + a + 1 + n_{F})(x - N + n_{F}) \\
    &\quad + \Delta \left( \frac{(x + a + n_{F})(x - N - 1 + n_{F})\Lambda_{M,F}^{a,b,N}(x)}{\Omega_{M,F}^{a,b,N}(x)} \right), \\
    h_{1}(x) &= \frac{(x + a + n_{F} + 1)(x - N + n_{F})\Omega_{M,F}^{a,b,N}(x)}{\Omega_{M,F}^{a,b,N}(x + 1)},
\end{align*}
\]

and \( \Delta \) denotes the first-order difference operator \( \Delta f = f(x + 1) - f(x) \). Moreover, \( D(h_{n}^{a,b,N;M,F}) = \lambda_{n}^{a,b} (n - u_{F})h_{n}^{a,b,N;M,F} \), \( n \in \sigma_{F} \).

Proof. The proof is similar to that of Theorem 3.3 in Ref. 3 but using here the three term recurrence relation for the polynomials \( g_{n}^{a,b,N;M,F} \) in Ref. [22, Corollary 5.2] and the dualities in Lemma 3, (112) and (113). \[\square\]

4.3 Orthogonality of the polynomials \( h_{n}^{a,b,N;M,F} \), \( n \in \sigma_{F} \)

In this section, we assume that \( N \) is a positive integer, and define

\[
\sigma_{N;F} = \{ n \in \sigma_{F} : n \leq N + u_{F} \},
\]

where the set of nonnegative integers \( \sigma_{F} \) and the nonnegative integer \( u_{F} \) are defined in (3).

As we point out in Section 1, the key concept for the existence of a positive measure with respect to which the polynomials \( h_{n}^{a,b,N;M,F} \) are orthogonal is that of admissibility (see Definition 2). This admissibility arise from the positivity of the measure \( \nu_{a,b,N}^{M,F} \) (see (14) and (18)), but it can also be characterized by the sign of the polynomial \( \Omega_{M,F}^{a,b,N}(x) \) when \( x \in \{0, \ldots, N - n_{F} + 1\} \).

Lemma 4. Given two negative integers \( a, b \) and a positive integer \( N \), satisfying \( -N \leq a \leq b \leq -1 \), and a finite set \( F \) such that (6) holds, the following conditions are equivalent (we use again the notation (14), i.e., \( a = -a, b = -b \) and \( N = N + a + b \)).
1. The measure \( \nu_{a,b,N}^{M,F} \) is positive.
2. \( a, b, M, \) and \( F \) are admissible.
3. \( \Omega_{a,b,N}^{M,F}(n)\Omega_{a,b,N}^{M,F}(n+1) \) is positive for \( n = 0, \ldots, N - n_F \), where the polynomial \( \Omega_{a,b,N}^{M,F} \) is defined by (22).

**Proof.** Note that

\[
\lambda^{a,b}(u) - \lambda^{a,b}(v) = (u - v)(u + v + a + b + 1). \tag{117}
\]

The equivalence between parts 1 and 2 is now an easy consequence of Definition 2 (admissibility), the definition of the measures (18) and (19), and the assumptions on the parameters \( a, b, N \).

According to Ref. [22, Theorem 5.1], the norm of the polynomials \( q_n^{a,b,N;M,U,F} \) with respect to the measure \( \nu_{a,b,N}^{M,U,F} \) is given by

\[
\left\langle q_n^{a,b,N;M,U,F}, q_n^{a,b,N;M,U,F} \right\rangle_{\nu_{a,b,N}^{M,U,F}} = \frac{-n!(N+b)^2(N+a+b-n)^a}{(n+n_{U,F}!(N+a-n)!)(N+a+b-n)!} \cdot \frac{\phi_{n,M,U,F}^{a,b,N} \phi_{n+1,M,U,F}^{a,b,N}}{\xi_n \xi_{n+1} \Omega_{a,b,N}^{M,F}(n)\Omega_{a,b,N}^{M,F}(n+1)}.
\tag{118}
\]

Using the dualities (96) in Lemma 3 and (112), we get

\[
\left\langle q_n^{a,b,N;M,U,F}, q_n^{a,b,N;M,U,F} \right\rangle_{\nu_{a,b,N}^{M,U,F}} = \frac{n!(N+b)^2(N+a+b-n)^a}{(n+n_{U,F}!(N+a-n)!)(N+a+b-n)!} \cdot \frac{\xi_n \xi_{n+1} \Omega_{a,b,N}^{M,F}(n)\Omega_{a,b,N}^{M,F}(n+1)}{\xi_{N-n_{F}} \xi_{N-n_{F}+1} (N-n_{F})(N-n_{F}+1)^2_{n+a+b+n_{F}}}. \tag{119}
\]

From where we deduce that

\[
\text{sign} \left( \left\langle q_n^{a,b,N;M,U,F}, q_n^{a,b,N;M,U,F} \right\rangle_{\nu_{a,b,N}^{M,U,F}} \right) = \text{sign} \left( \Omega_{a,b,N}^{M,F}(n)\Omega_{a,b,N}^{M,F}(n+1) \right). \tag{120}
\]

Part 1 \( \Rightarrow \) part 2 is then an easy consequence of the positivity of the measure \( \nu_{a,b,N}^{M,U,F} \). And part 2 \( \Rightarrow \) part 1 follows from the part 1 of Lemma 1.

In the following theorem, we prove that when \( a, b, M, \) and \( F \) are Hahn admissible the polynomials \( h_n^{a,b,N;M,F} \), \( n \in \sigma_{N;F} \), are orthogonal and complete with respect to a positive measure.

**Theorem 2.** Let \( a, b \) and \( N \) be two negative integers and a positive integer satisfying \(-N \leq a \leq b \leq -1\), and let \( F \) be a finite set of positive integers such that (6) holds. Assume that \( a, b, M, \) and \( F \) are admissible, then the polynomials \( h_n^{a,b,N;M,F} \), \( n \in \sigma_{N;F} \), are orthogonal and complete with respect to
the positive measure

$$\omega_{\mathcal{M},F}^{a,b,N,n} = \sum_{x=0}^{N-n_F} \frac{(a+n_F+x)x}{\Omega_{\mathcal{M},F}^{a,b,N}(x)\Omega_{\mathcal{M},F}^{a,b,N}(x+1)} \delta_x. \quad (121)$$

Hence, $h_n^{a,b,N;\mathcal{M},F}$, $n \in \sigma_{N;F}$, are exceptional Hahn polynomials. Moreover, if we set $a = -a, b = -b, N = a + b$, we have for $n \in \mathbb{N}\setminus F$ and $n \leq N$

$$\left\| h_n^{a,b,N;\mathcal{M},F} \right\|_2^2 = \frac{\tau_v^2}{n_{U_F}!(-a + b + n_{U_F})!\nu^{\mathcal{M}}_{a,b,N}(n + a + b)}, \quad (122)$$

where $\tau_v$, $\tau_u$, and $\Omega^{\mathcal{M}}_v$ are defined in Lemma 3, and we denote by $\nu^{\mathcal{M}}_{a,b,N}(s)$ the mass of the discrete positive measure $\nu^{\mathcal{M}}_{a,b,N}$ (19) at the point $\lambda^{a,b}(s)$ (see also (14)).

**Proof.** First of all, the part 3 of Lemma 4 shows that the measure $\omega_{\mathcal{M},F}^{a,b,N}$ is positive. The measure $\nu^{\mathcal{M},U_F}_{a,b,N}$ (18) is also positive (part 1 of Lemma 4), and it is not difficult to see that it is supported in the finite set

$$\text{Supp}_{\nu^{\mathcal{M},U_F}_{a,b,N}} = \{\lambda^{a,b}(v + a + b) : v \in \mathbb{N}\setminus F, v \leq N\} \quad (123)$$

formed by $N - n_F + 1$ points.

Hence, the polynomials $q_n^{a,b,N;\mathcal{M},U_F}$ (see (94)), $n = 0, \ldots, N - n_F$, have degree $n$ and positive $L^2$-norm. Using part 2 of Lemma 1, we deduce that the finite sequence $q_n/\|q_n\|_2, n = 0, \ldots, N - n_F$, is an orthonormal basis in $L^2(\nu^{\mathcal{M},U_F}_{a,b,N})$ (to simplify the notation, we remove some of the parameters, and write $q_n$ instead of $q_n^{a,b,N;\mathcal{M},U_F}$).

The nonnegative integers in $\sigma_{N;F}$ has the form $v + u_F, v \in \mathbb{N}\setminus F$ and $v \leq N$. For such $v$, write $s = v + a + b$. Equation (123) says that $\lambda^{a,b}(s)$ is in the support of $\nu^{\mathcal{M},U_F}_{a,b,N}$. Consider then the function

$$\phi_v(x) = \begin{cases} 1/\nu^{\mathcal{M},U_F}_{a,b,N}(s), & x = \lambda^{a,b}(s), \\ 0, & x \neq \lambda^{a,b}(s), \end{cases} \quad (124)$$

where as before we denote by $\nu^{\mathcal{M},U_F}_{a,b,N}(s)$ the mass of the discrete positive measure $\nu^{\mathcal{M},U_F}_{a,b,N}$ at the point $\lambda^{a,b}(s)$.

The function $\phi_v \in L^2(\nu^{\mathcal{M},U_F}_{a,b,N})$ and its Fourier coefficients with respect to the orthonormal basis $(q_n/\|q_n\|_2)_n$ are $q_n(\lambda^{a,b}(s))/\|q_n\|_2, n = 0, \ldots, N - n_F$. Hence, if we take other nonnegative integer in $\sigma_{N;F}$, that is, a number of the form $\bar{v} + u_F, \bar{v} \in \mathbb{N}\setminus F$ and $\bar{v} \leq N$, we have that $\lambda^{a,b}(\bar{s})$, with
\( \tilde{s} = \tilde{v} + a + b \), is in the support of \( \nu_{a,b,N}^{M,U,F} \) and

\[
\sum_{n=0}^{N-n_F} q_n(\lambda^{a,b}(s))q_n(\lambda^{a,b}(\tilde{s})) = \langle \phi_s, \phi_{\tilde{s}} \rangle_{\nu_{a,b,N}^{M,U,F}} = \frac{1}{\nu_{a,b,N}^{M,U,F}(s)} \delta_{s,\tilde{s}}. \tag{125}
\]

This is the dual orthogonality associated to the orthogonality

\[
\sum_{s \in \text{Supp} \nu_{a,b,N}^{M,U,F}} q_n(\lambda^{a,b}(s))q_m(\lambda^{a,b}(s))\nu_{a,b,N}^{M,U,F}(s) = \langle q_n, q_m \rangle \delta_{n,m} \tag{126}
\]

of the polynomials \( q_n, n = 0, \ldots, N-n_F \), with respect to the positive measure \( \nu_{a,b,N}^{M,U,F} \) (see, for instance, Ref. [46, Appendix III], or Ref. [45, Theorem 3.8]).

Using the duality (96) in Lemma 3 and (119), we get from (125) (after careful computations)

\[
\sum_{n=0}^{N-n_F} h_{u+uf}^{a,b,N;M,F}(n)h_{u+uf}^{a,b,N;M,F}(n)\omega_{\alpha,\beta,N}(n) = \tau_v \delta_{v,\tilde{v}}(\theta_v)^2 \prod_{j=1}^{n-b} (N + a + b + j)^2
\]

\[
= \frac{\tau_v \delta_{v,\tilde{v}}(\theta_v)^2 \prod_{j=1}^{n-b} (N + a + b + j)^2}{n_{U_F}((-a + b + n_{U_F})\nu_{a,b,N}^{M,U,F}(v + a + b))} \delta_{v,\tilde{v}}. \tag{127}
\]

This shows that the polynomials \( h_{u}^{a,b,N;M,F}, v \in \sigma_{N,F} \), are orthogonal and have nonnull \( L^2 \) norm (actually, the admissibility conditions in Definition 2 show that the norm is positive). Since the positive measure \( \omega_{a,b,N}^{M,F} \) has \( N - n_F + 1 \) points in its support and we have \( N - n_F + 1 \) polynomials \( h_{u}^{a,b,N;M,F} \) of degree \( v \), we can conclude using part 2 of Lemma 1 that they form an orthogonal basis in \( L^2(\omega_{a,b,N}^{M,F}) \).

\[ \square \]

5 NEW EXCEPTIONAL JACOBI FAMILIES DEPENDING ON AN ARBITRARY NUMBER OF CONTINUOUS PARAMETERS

As in the rest of this paper, \( M \) denotes the set of parameters \( M = \{ M_0, M_1, \ldots \} \), \( F \) a finite set of positive integers, and \( a \) and \( b \) denote negative integers.

**Definition 7.** We associate to \( a, b, M, \) and \( F \) the sequence of polynomials

\[
P_{n}^{a,b;M,F}(x) = \begin{cases} 
\left( p_{n-uf}^{a,b;M} \right)^{(j-1)}(x) & \text{for } 1 \leq j \leq n_F + 1 \\
\left( p_{f}^{a,b;M} \right)^{(j-1)}(x) & \text{for } f \in F 
\end{cases} \tag{128}
\]
where $n \in \sigma_F(3)$ and $(P_n^{a;b;M})_n$ are the polynomials introduced in Definitions 3 (when $a \leq b$) and 5 (when $b \leq a$).

We next prove that the polynomial $P_n^{a;b;M,F}(x)$ can be obtained (up to normalization constants) from the polynomial $h_n^{a,b,N;M,F}(x)$ (84) setting $x \to (1-x)N/2$ and taking limit as $N \to +\infty$.

**Lemma 5.** For $n \in \sigma_F$,

$$\lim_{N \to +\infty} \frac{h_n^{a,b,N;M,F}((1-x)N/2)}{N^n} = v_n^F p_n^{a;b;M,F}(x)$$

uniformly in compact sets, where

$$v_n^F = (-1)^n 2^n \binom{n+1}{2} (n-u_F)! \prod_{f \in F} f!.$$  

**Proof.** The Lemma is an easy consequence of the following result.

For a finite set $K$ of positive integers, define

$$P_K(x) = \left[ \left( \left( (P_k^{a,b;M})^{(j-1)}(x) \right)_{1 \leq j \leq n_K} \right)_{k \in K} \right], \quad h_K(x) = \left[ \left( h_k^{a,b,N;M}(x + j - 1) \right)_{1 \leq j \leq n_K} \right]_{k \in K},$$

and set $g_K = u_K + n_K$. Then,

$$\lim_{N \to \infty} \frac{h_K((1-x)N/2)}{N^{g_K}} = v_K P_K(x), \quad x \in \mathbb{C},$$

where

$$v_K = (-1)^{g_K} 2^{n_K} \binom{n_K}{2} \prod_{k \in K} k!.$$  

We prove (132) in two steps.

**Step 1.** Let $p_N, N \in \mathbb{N}$, and $q$ be two polynomials of degree $g$ satisfying that

$$\lim_{N \to \infty} \frac{p_N((1-x)N/2)}{N^g} = q(x)$$

uniformly in compact set of $\mathbb{C}$. Write $r_N(x) = p_N(x + 1) - p_N(x)$. Then,

$$\lim_{N \to \infty} \frac{r_N((1-x)N/2)}{N^{g-1}} = -2q'(x)$$

uniformly in compact set of $\mathbb{C}$. 
Indeed, if we write \( p_N(x) = \sum_{j=0}^{g} a_j N^j x^j \) and \( q(x) = \sum_{j=0}^{g} b_j (1-x)^j \), we easily get from (134) that
\[
\lim_{N \to \infty} \frac{a_j N^j}{2^j N^{g-j}} = b_j, \quad j = 0, \ldots, g.
\] (136)

We now write
\[
r_N((1-x)N/2) = \sum_{j=0}^{g} a_j N^j \left( \frac{(1-x)N}{2} + 1 \right)^j - \sum_{j=0}^{g} a_j N^j \left( \frac{(1-x)N}{2} \right)^j
\]
\[
= \sum_{j=0}^{g} a_j N^j \sum_{l=0}^{j-1} \binom{j}{l} \left( \frac{(1-x)N}{2} \right)^l
\]
\[
= \sum_{l=0}^{g-1} \left( \frac{(1-x)N}{2} \right)^l \sum_{j=l+1}^{g} \binom{j}{l} a_j N^j.
\] (137)

Using (136), we deduce that
\[
\lim_{N \to \infty} \frac{\sum_{j=l+1}^{g-1} \binom{j}{l} a_j N^j}{2^j N^{g-l-1}} = 2(l+1) b_{l+1}, \quad l = 0, \ldots, g - 1,
\] (138)

from where (135) follows easily.

**Step 2.** We proceed by induction on \( n_K \). For \( n_K = 1 \), (132) is just (75).

Assume now that (132) holds for any finite set \( K \) of positive integers with less than \( s \) elements. If \( n_K = s \), write
\[
K_0 = K \setminus \{ \min K \}, K_1 = K \setminus \{ \max K \}, K_{0,1} = K \setminus \{ \min K, \max K \}.
\] (139)

Notice that \( g_K = u_K + n_K \) is the degree of \( h_K \) (see (109)). An easy computation using (3) shows that
\[
g_K = g_{K_1} + g_{K_0} - g_{K_{0,1}} - 1.
\] (140)

Applying Sylvester’s identity in Lemma 2 to \( h_K \) (for \( i_0 = 1, i_1 = n_K \) and \( j_0 = 1, j_1 = n_K \) and using (140), we get
\[
\frac{h_K(x)}{h_K(x)} = \frac{h_{K_1}(x+1) h_{K_0}(x) - h_{K_1}(x) h_{K_0}(x+1)}{N^{g_K} h_{K_0,1}(x+1)}
\]
\[
= \frac{h_{K_1}(x+1) - h_{K_1}(x)}{N^{g_{K_1}} h_{K_0}(x)} - \frac{h_{K_0}(x+1) - h_{K_0}(x)}{N^{g_{K_0}} h_{K_1}(x)}
\]
\[
= \frac{h_{K_{0,1}}(x+1)}{N^{g_{K_{0,1}}}}.
\] (141)
Setting $x \to (1 - x)N/2$, taking limit as $N \to +\infty$ and using the induction hypothesis and the first step, we deduce
\[
\lim_{N \to \infty} \frac{h_K((1 - x)N/2)}{N^{g_K}} = \frac{-2v_{K_0} v_{K_1} p'_{K_1}(x) \rho_{K_0}(x) - p_{K_1}(x) p'_{K_0}(x)}{p_{K_0}(x)}.
\] (142)

Applying again Sylvester’s identity in Lemma 2 to $P_K$ (for $i_0 = 1, i_1 = n_K$ and $j_0 = n_K - 1, j_1 = n_K$) and using (133), we finally deduce that the expression in the right-hand side of the previously identity is
\[
v_K P_K(x).
\] (143)

As a consequence of the lemma, we deduce that $P_n^{a, b; M, F}$ is a polynomial of degree $n$ with leading coefficient equal to
\[
V_F \prod_{i \in \{n - u_F\} \setminus F} s_i^{a, b; M} \prod_{f \in F} (f - n + u_F),
\] (144)
where $V_F$ is the Vandermonde determinant (34) and $s_i^{a, b; M}$ is the leading coefficient of the polynomial $P_i^{a, b; N; M}$ (see (80)).

As for the exceptional Hahn polynomials, we only have to consider the case $a \leq b$ because it follows easily from (79) that
\[
P_n^{a, b; M, F}(x) = (-1)^n P_n^{b, a; M^{-1}, F}(-x).
\] (145)

Hence, from now on, we also assume $a \leq b$.

There are some reasons (which we explain in Section 6) to assume also that
\[
\{-b, \ldots, -a - b - 1\} \subseteq F.
\] (146)

According to Definition 3, the polynomials $P_n^{a, b; M, F}, n \in \sigma_F$, seem to depend on the parameters $M_i, i = 0, 1, \ldots, -b - 1$. However, as for the exceptional Hahn family, the polynomials only depend on the parameters $M_i, i \in F_b$ (13). Indeed, if $f \in F, -a \leq f \leq -a - b - 1$ and $-a - b - f - 1 \in F$ then we can use the polynomial $P_{a, b; M, -a - b - f - 1}$ in the determinant (128) to remove the second summand in the right-hand side of the identity (26) which defines the polynomial $P_f^{a, b; M}$. In doing that we remove the dependence of the polynomial $P_n^{a, b; M, F}$ on the parameter $M_{a + f}$. As for the exceptional Hahn polynomials, we can be more precise: enumerate the polynomials $P_n^{a, b; M, F}, n \in \sigma_F$, in accordance to the position of $n$ in the set $\sigma_F$ (i.e., the first polynomial is $P_u^{a, b; M, F}$) and similarly enumerate the parameters $M_i, i \in F_b$, in accordance to the position of $i$ in the set $F_b$ (88). It is then not difficult to check that for $i = 1, \ldots, n_{F_b}$, the $i$th polynomial $P_n^{a, b; M, F}$ does not depend on the $(n_{F_b} - i)$th parameter, and for $i \geq n_{F_b} + 1$, the $i$th polynomial $P_n^{a, b; M, F}$ depends on all the parameters $M_i, i \in F_b$. 
We introduce the associated polynomial

$$\Omega_{a,b}^{\mathcal{M},F}(x) = \left| \begin{array}{c}
\left( p_{f}^{\mathcal{M}} \right)^{(j-1)}(x) \\
 f \in F
\end{array} \right|_{1 \leq j \leq n_{F}}. \hspace{1cm} (147)
$$

As a consequence of Lemma 5, we have

$$\lim_{N \to +\infty} \frac{\Omega_{a,b}^{\mathcal{M},N}((1-x)N/2)}{N^{u_{F}+n_{F}}} = v_{F}\Omega_{a,b}^{\mathcal{M},F}(x), \hspace{1cm} (148)$$

uniformly in compact set of $C$, where $v_{F}$ is defined by (133).

Notice that $\Omega_{a,b}^{\mathcal{M},F}$ is a polynomial of degree $u_{F} + n_{F}$ and leading coefficient

$$v_{F} \prod_{i \in F} s_{i}^{a,b;\mathcal{M}}, \hspace{1cm} (149)$$

where $v_{F}$ is the Vandermonde determinant (34) and $s_{i}^{a,b;\mathcal{M}}$ is the leading coefficient of the polynomial $p_{i}^{a,b;\mathcal{M}}$ (see (80)).

The following property will be useful to show that the exceptional Jacobi polynomials introduced in Ref. 20 and Ref. 21 are particular cases of the exceptional Jacobi polynomials introduced here.

**Remark 2.** We first renormalize the polynomials $p_{n}^{a,b;\mathcal{M},F}$ as follows:

$$p_{n}^{a,b;\mathcal{M},F}(x) = \left( \prod_{i=0}^{-b-1} (M_{i} - 1) \right) p_{n}^{a,b;\mathcal{M},F}(x), \hspace{1cm} n \in \sigma_{F}. \hspace{1cm} (150)$$

As in Remark 1, for a finite set $J$ of nonnegative integers, we denote by $\mathcal{M}_{J}$ the particular case of the set of parameters $\mathcal{M}$ obtained by setting $M_{j} = 1$, $j \in J$.

If $f \in \{-a, ..., -a - b - 1\} \cap F$ and $-f - a - b - 1 \notin F$, write $F = (F \setminus \{f\}) \cup -f - a - b - 1$. Then for $n \in \sigma_{F}, n \neq u_{F} - f - a - b - 1$

$$p_{n-(f+a+b+1)}^{a,b;\mathcal{M},F}(x) = \frac{(-1)^{n_{f}}(M(a + f) - 1)}{d_{f}} p_{n}^{a,b;\mathcal{M}_{(a+f)};F}(x), \hspace{1cm} (151)$$

where

$$d_{f} = \frac{(f + a)!(f + b)!(-a - b - f - 1)!}{(-1)^{b+f} f!}, \hspace{1cm} (152)$$

and $n_{f}$ denotes the number of elements in $F$ which are bigger than $-f - a - b - 1$ and less than $f$; similarly

$$p_{u_{F} - f - a - b - 1}^{a,b;\mathcal{M},F}(x) = (-1)^{n_{f}-1} p_{u_{F} - f - a - b - 1}^{a,b;\mathcal{M}_{(a+f)};F}(x). \hspace{1cm} (153)$$
The proof is analogous to that of Remark 1.

### 5.1 The second-order differential operator

Passing to the limit, we can transform the second-order difference operator \((114)\) for the polynomials \(h_n^{a,b,N,M,F}\), \(n \in \sigma_F\), in a second-order differential operator with respect to which the polynomials \(P_n^{a,b,M,F}\), \(n \in \sigma_F\), are eigenfunctions.

**Theorem 3.** The polynomials \(P_n^{a,b,M,F}\), \(n \in \sigma_F\), are common eigenfunctions of the second-order differential operator

\[
D = (1 - x^2) \frac{d^2}{dx^2} + h_1(x) \frac{d}{dx} + h_0(x),
\]

\[
h_1(x) = b - a - (a + b + 2n_F + 2)x - 2(1 - x^2) \frac{\left(\Omega_{a,b}^{M,F}\right)'(x)}{\Omega_{a,b}^{M,F}(x)},
\]

\[
h_0(x) = -\lambda^{a,b}(n_F) + [a - b + (2n_F + a + b)x] \frac{\left(\Omega_{a,b}^{M,F}\right)'(x)}{\Omega_{a,b}^{M,F}(x)} + (1 - x^2) \frac{\left(\Omega_{a,b}^{M,F}\right)''(x)}{\Omega_{a,b}^{M,F}(x)}.
\]

More precisely \(D(P_n^{a,b,M,F}) = -\lambda^{a,b}(n - u_F)P_n^{a,b,M,F}(x)\).

**Proof.** We omit the proof because proceeds as that of Theorem 5.1 in Ref. 3, using the limits \((129)\) and \((148)\).

### 5.2 Orthogonality of the polynomials \(P_n^{a,b,M,F}\), \(n \in \sigma_F\)

The key concept for the existence of a positive measure with respect to which the polynomials \((P_n^{a,b,M,F})_n\) are orthogonal is that of admissibility (see Definition 2). Admissibility is implied by the fact that the polynomial \(\Omega_{a,b}^{M,F}(x)\) does not vanish in the interval \([-1, 1]\).

**Lemma 6.** Let \(a, b\) be nonnegative integers with \(a \leq b\) and let \(F\) be a finite set of positive integers satisfying \((6)\). If \(\Omega_{a,b}^{M,F}(x) \neq 0, x \in [-1, 1]\), then \(a, b, M, \) and \(F\) are admissible.
Proof. Consider the polynomial $\Omega_{a,b,N}^{a,b,N}$ (22), and write $s = u_F + n_F$ for its degree. As a consequence of (148), we deduce that the sequence of derivatives

$$
\left( \frac{\Omega_{a,b,N}^{a,b,N}((1-x)N/2)}{N^{s-1}} \right)_{N}
$$

(155)

is uniformly bounded when $x \in [-1,1]$. Since when $x$ runs in $[-1,1]$, the number $(1-x)N/2$ runs in $[0,N]$, we can find a positive constant $C > 0$ such that

$$
sup_{y \in [0,N]} \left| \frac{\Omega_{a,b,N}^{a,b,N}(y)}{N^{s-1}} \right| \leq C.
$$

(156)

We now proceed by reductio ad absurdum. Assume then that $a$, $b$, $M$, and $F$ are not admissible. According to the part 3 of Lemma 4, for $N \in \mathbb{N}$ big enough, there exists $n$, $0 \leq n \leq N - n_F$, such that $\Omega_{a,b,N}^{a,b,N}(n)\Omega_{a,b,N}^{a,b,N}(n+1) < 0$. Hence, there exists $z_N$, $0 \leq z_N \leq N$ such that $\Omega_{a,b,N}^{a,b,N}(z_N) = 0$. Since $0 \leq z_N/N \leq 1$, we can find a sequence $N_k$ such that $N_k \to +\infty$ and $z_{N_k}/N_k \to \xi \in [0,1]$ as $k \to +\infty$. Write $z_{N_k} = (1-x_{N_k})N_k/2$, so that $x_{N_k} = 1 - 2z_{N_k}/N_k \to \theta = 1 - 2\xi \in [-1,1]$ as $k \to +\infty$. Hence, by applying the mean value theorem, we have

$$
\left| \Omega_{a,b,N}^{a,b,N}(N_k/2) \right| = \left| \Omega_{a,b,N}^{a,b,N}((1-x_{N_k})N_k/2) - \Omega_{a,b,N}^{a,b,N}((1-\theta)N_k/2) \right|
$$

(157)

for certain $y \in (z_{N_k},(1-\theta)N_k/2) \subset [0,N_k]$. Using (156), we get

$$
\frac{|\Omega_{a,b,N}^{a,b,N}((1-\theta)N_k/2)|}{N^s} \leq C \frac{|x_{N_k} - \theta|}{2}.
$$

(158)

Taking limit when $k$ goes to $+\infty$, we deduce using (148) that $\Omega_{a,b}^{a,b}(\theta) = 0$ with $\theta \in [-1,1]$, which it is a contradiction. ■

We guess that the converse of Lemma 6 is also true and proposed it as a conjecture in Section 1. We have a lot of computational support for it but no proof yet.

The fact that

$$
\Omega_{a,b}^{a,b}(x) \neq 0, \quad x \in [-1,1]
$$

(159)

implies the existence of a positive weight which respect to which the polynomials $P_n^{a,b,M,F}$, $n \in \sigma_F$, are orthogonal and complete.

**Theorem 4.** Let $a$ and $b$ be two negative integers satisfying $a \leq b \leq -1$, and let $F$ be a finite set of positive integers such that (6) holds. If we also assume (159), then the polynomials $P_n^{a,b,M,F}$, $n \in \sigma_F$,
are orthogonal and complete with respect to the positive weight

\[ \omega_{a,b,M_F} = \frac{(1 - x)^{a + n_F}(1 + x)^{b + n_F}}{\left(\Omega_{M_F}^a(x)\right)^2}, \quad x \in [-1,1]. \]  

(160)

Moreover, for \( n \notin F \),

\[ \left\| p_{n+u_F}^{a,b;M,F} \right\|_2 = \frac{2^{a+b+1} \varphi_n^M \left( \prod_{f \in F} (n - f) \right) \left( \prod_{u \in U_F} (n + u + 1) \right) \prod_{i=1}^{a} (n + a + b + i)}{2n + a + b + 1}, \]

(161)

where

\[ \varphi_n^M = \begin{cases} 
-\frac{(1-M-b-1-n)^2}{M-b-1-n}, & \text{if } 0 \leq n \leq -b - 1, \\
1, & \text{otherwise.} 
\end{cases} \]

(162)

Proof. Note that the assumption (6) implies that \( a + n_F, b + n_F \geq 0 \), and then the positive weight \( \omega_{a,b,M,F} \in L^1([-1,1]) \).

Since the proof is similar to other cases of exceptional polynomials, we only sketch it.

We first prove the identity for the \( L^2 \)-norm of the polynomial \( p_{n+u_F}^{a,b;M,F} \), \( n \notin F \).

Fixed a nonnegative integer \( n \notin F \), that is, \( n + u_F \in \sigma_F \), since \( a, b, M, \) and \( F \) are admissible, we consider the positive measure defined by

\[ \tau_N = \sum_{x=0}^{N-n_F} \frac{(a+n_F+x)(b+N-x)}{x(N-n_F-x)} \frac{h_{n+u_F}^{a,b,N,M_F}(x)}{\Omega_{M,F}^a(x)\Omega_{M,F}^a(x+1)} \delta_{y_N,x}, \]

(163)

where

\[ y_{N,x} = 1 - 2x/N. \]

(164)

We need the following limits:

\[ \lim_{N \to +\infty} \frac{\Omega_{M,F}^{a,b,N}(x)}{N_{u+F}^{n+u_F}} = \varphi_x \Omega_{M,F}^a(x), \]

(165)

\[ \lim_{N \to +\infty} \frac{\Omega_{M,F}^{a,b,N}(x)}{N_{u+F}^{n+u_F}} = \varphi_x \Omega_{M,F}^a(x), \]

(166)

\[ \lim_{N \to +\infty} \frac{h_{n+u_F}^{a,b,N,M_F}(x)}{N^{n+u_F}} = \varphi_{n+u_F} p_{n+u_F}^{a,b;M,F}(x), \]

(167)

\[ \lim_{N \to +\infty} \frac{(a+n_F+(1-x)N/2)(b+N-(1-x)N/2)(1-x)N/2}{N^{a+b+2n_F}} = \frac{(1-x)^{a+n_F}(1+x)^{b+n_F}}{c}, \]

(168)
uniformly in the interval \([-1, 1]\), where \(v_n^F\) and \(v_F\) are defined by (130) and (133), respectively, and \(c\) is given by

\[
c = 2^{a+b+2n_F}(a + n_F)!(b + n_F)!
\]  

(169)

The first limit is (148). The second one is a consequence of the first step in the proof of Lemma 5. The third one is (129). The fourth one is consequence of the asymptotic behavior of \(\Gamma(z + u)/\Gamma(z + v)\) when \(z \to \infty\) (see Ref. [47, vol. I (4), p. 47]).

Since \(\Omega_{\mathcal{A}_F}^{a,b}\) does not vanish in \([-1, 1]\), applying Hurwitz’s theorem to the limits (165) and (166) we can choose a sequence \(N_k\) of positive integers such that \(N_k \to +\infty\) as \(k \to \infty\) and \(\Omega_{\mathcal{A}_F}^{a,b,N_k}((1 - x)N_k/2) \neq 0, x \in [-1, 1]\).

Hence, using (130) and (133), we can combine the limits (165), (166), (167), and (168) to get

\[
\lim_{k \to +\infty} H_{N_k}(x) = \frac{4^n_F}{c} H(x), \quad \text{uniformly in } [-1, 1],
\]

where

\[
H_{N_k}(x) = \frac{(a + n_F + (1-x)N_k/2) \Omega_{\mathcal{A}_F}^{a,b,N_k}((1 - x)N_k/2)^2}{N^{a+b+2n_F} \Omega_{\mathcal{A}_F}^{a,b,N_k}((1 - x)N_k/2) \Omega_{\mathcal{A}_F}^{a,b,N_k}((1 - x)N_k/2 + 1) },
\]

\[
H(x) = \frac{(1-x)^{a+n_F}(1+x)^{b+n_F}(P_{n+1}^{a,b,M,F})^2(x)}{ \left( \Omega_{\mathcal{A}_F}^{a,b} \right)^2(x) }.
\]

(170)

We now prove that

\[
\lim_{k \to +\infty} \frac{2\tau_{N_k}([-1, 1])}{N_k^{a+b+n+1}} = \frac{4^n_F}{c} \int_{-1}^{1} H(x)dx.
\]

To do that, write \(I_{N_k} = \{l \in \mathbb{N} : 0 \leq l \leq N_k\}\), ordered in decreasing size. The numbers \(y_{N_k,l}, l \in I_{N_k}\), form a partition of the interval \([-1, 1]\) with \(y_{N_k,l+1} - y_{N_k,l} = 2/N_k\) (see (164)). Since the function \(H\) is continuous in the interval \([-1, 1]\), we get that

\[
\int_{-1}^{1} H(x)dx = \lim_{k \to +\infty} S_{N_k},
\]

where \(S_{N_k}\) is the Cauchy sum

\[
S_{N_k} = \sum_{l \in I_{N_k}} H(y_{N_k,l})(y_{N_k,l+1} - y_{N_k,l}).
\]

(173)

On the other hand, since \(l \in I_{N_k}\) if and only if \(-1 \leq y_{N_k,l} \leq 1\) (164), we get

\[
\frac{2\tau_{N_k}([-1, 1])}{N_k^{a+b+n+1}} = \frac{2}{N_k^{a+b+n+1}} \sum_{l \in I_{N_k}} \frac{a+n_F+1}{l} \binom{b+N_k-l}{N_k-n_F-l} \left( h_{n_F}^{a,b,N_k;M,F} \right)^2(l) \frac{\Omega_{\mathcal{A}_F}^{a,b,N_k}(l) \Omega_{\mathcal{A}_F}^{a,b,N_k}(l + 1)}{\Omega_{\mathcal{A}_F}^{a,b,N_k}((1 - x)N_k/2) \Omega_{\mathcal{A}_F}^{a,b,N_k}((1 - x)N_k/2 + 1)}
\]
\[
\sum_{l \in I_{N_k}} H_{N_k}(y_{N_k,l}) = \sum_{l \in I_{N_k}} H_{N_k}(y_{N_k,l})(y_{N_k,l+1} - y_{N_k,l}).
\] (174)

The limit (171) now follows from the uniform limit (170).

The formula for the \( L^2 \)-norm of the polynomial \( P^{a,b;M,F}_{n+u_F} \) follows now by using the formula for the \( L^2 \)-norm of the polynomial \( h^{a,b,N;M,F}_{n+u_F} \) (122), the definition of the measure \( \nu_{a,b,N}^{M,F} \) (19), and some careful computations.

Write \( \mathbb{A} \) for the linear space generated by the polynomials \( P^{a,b;M,F}_{n}, n \in \sigma_F \). One can check, using Lemma 2.6 of Ref. 3, that the second-order differential operator \( D \) in Theorem 3 is symmetric with respect to the pair \( (\omega_{a,b;M,F}, \mathbb{A}) \) (in the sense that

\[
\langle D(p), q \rangle_{\omega_{a,b;M,F}} = \langle p, D(q) \rangle_{\omega_{a,b;M,F}}, \quad p, q \in \mathbb{A}.
\] (175)

Since the polynomials \( P^{a,b;M,F}_{n}, n \in \sigma_F \), are eigenfunctions of \( D \) with different eigenvalues, Lemma 2.4 of Ref. 3 implies that they are orthogonal with respect to \( \omega_{a,b;M,F} \).

To prove the completeness of \( P^{a,b;M,F}_{n}, n \in \sigma_F \), we proceed in two steps.

**Step 1.** Write \( \mathbb{B} = \{ (\Omega_{M,F}^{a,b}(x))^2 : p \in \mathbb{P} \} \). Then, \( \mathbb{B} \) is dense in \( L^2(\omega_{a,b;M,F}) \).

Take a function \( f \in L^2(\omega_{a,b;M,F}) \) and define the function

\[
g(x) = f(x)/\left(\Omega_{M,F}^{a,b} \right)^2 \in L^2((1-x)^{a+n_F}(1+x)^{b+n_F}).
\] (176)

Given \( \varepsilon > 0 \), since the polynomials are dense in \( L^2((1-x)^{a+n_F}(1+x)^{b+n_F}) \), there exists a polynomial \( p \) such that

\[
\int_{-1}^{1} |g(x) - p(x)|^2 (1-x)^{a+n_F}(1+x)^{b+n_F} \, dx < \varepsilon.
\] (177)

We then have

\[
\int_{-1}^{1} |g(x) - p(x)|^2 (1-x)^{a+n_F}(1+x)^{b+n_F} \, dx
\]

\[
= \int_{-1}^{1} \left| f(x) - \left(\Omega_{M,F}^{a,b}(x) \right)^2 p(x) \right|^2 \, dx.
\] (178)

Using (177), we can conclude that \( \mathbb{B} \) is dense in \( L^2(\omega_{a,b;M,F}) \).

**Step 2.** \( \mathbb{A} \subset \mathbb{B} \).

This step can be proved as Lemma 1.1 in Ref. 48.

The theorem follows now from the first step.
5.3 Comparing with other families of exceptional Jacobi polynomials depending on continuous parameters

We finish this section comparing the exceptional Jacobi polynomials constructed in this paper with the exceptional Jacobi polynomials introduced in Refs. 19–21. As we will see the approach and definitions of those families are rather different to our determinantal Definition 128. In fact, we have not been able to prove that the exceptional polynomials constructed in those papers are particular cases of our exceptional Jacobi polynomials, although in all the cases we have plenty of computational evidence showing that this is the case.

We start with the families constructed in Ref. 19. The authors constructed exceptional Jacobi polynomials depending on one continuous parameter using a one-step Darboux (or Darboux–Bäcklund) transformation. The approach for constructing exceptional polynomials using Darboux transformations was introduced by Quesne 16 and it has been used later on by many authors. Bagchi et al. 19 use disconjugated seed functions associated to para-Jacob polynomials (instead of the more usual Hermite, Laguerre, or Jacobi polynomials). Although Ref. 19 is written in a different language and with a different motivation, the eigenfunctions of the quantum models associated to the trigonometric Darboux–Pöschl–Teller potential are a particular case of the exceptional Jacobi polynomials defined in this paper.

More precisely, they consider fixed integers \( n, N, M \) with \( n \geq 0, N, M \geq 1 \) and

\[
\frac{N + M}{2} \leq n < N + M.
\]  

(179)

Then the authors consider in Ref. 19 the (monic normalization of the) para-Jacobi polynomial which they denote by \( p_n^{(-N,-M)}(x; \lambda) \); I guess they are also implicitly assuming that \( N, M \leq n \), because this assumption is needed to define this para-Jacobi polynomial. If, in addition, we assume \( N \leq M \) the polynomial \( p_n^{(-N,-M)}(x; \lambda) \) is, up to a multiplicative constant, our polynomial \( P_{-N,-M} n n (x; \lambda) \) (notice that the polynomial \( P_{-N,-M} n n (x; \lambda) \) only depends on the continuous parameter \( M_{n-M} \)). They then define the sequence of polynomials

\[
Q^k_n(x; N, M; \lambda) = (1 - x^2) \frac{(k + M + N + 1)}{2} P_{k-1}^{N+1, M+1}(x) P_{n}^{-N, -M; M}(x) \\
- \left( P_{n}^{-N, -M; M}(x) \right)' P_{k}^{N, M}(x) \\
- ((N + M)x + N - M) P_{k}^{N, M}(x) P_{n}^{-N, -M; M}(x),
\]  

(180)

with \( k \in \mathbb{N} \), and

\[
Q^{(n)}_{-n-1}(x; N, M; \lambda) = 1,
\]  

(181)

(\( P_{k}^{N, M} \) denotes the \( k \)th Jacobi polynomial (49)). They prove that the polynomials \( Q^k_n(x; N, M; \lambda), k \in \{-n - 1, 0, 1, \ldots\} \), are eigenfunctions of a second-order differential operator
and that they are also orthogonal in $(-1, 1)$ with respect to the weight

$$
\frac{(1 - x)^{N-1}(1 + x)^{M-1}}{(P_n^{N,-M,M}(x))^2}
$$

(assuming mild condition on the parameter $M_{n-M}$). We have not been able to prove that the exceptional Jacobi polynomials $Q_k^{(n)}(x; N, M; \lambda)$ constructed in Ref. 19 are particular cases of our exceptional Jacobi polynomials, although we have plenty of computational evidence showing that this is the case.

Indeed, write

$$
a = N - n - 1, \quad b = M - n - 1, \quad F = \{1, 2, \ldots, n\}. \quad (183)
$$

Notice that then $a, b$ and $F$ satisfies (6) and that the polynomials $P_{k+n+1}^{a,b;M,F}(x), n \in \sigma_F (128)$, only depend on the continuous parameter $M_{n-M}$. Using Maple, we have been able to check that, up to a multiplicative constant, the polynomial $Q_k^{(n)}(x; N, M; \lambda)$ is equal to our polynomial $P_{k+n+1}^{a,b;M,F}(x)$.

Moreover, we also have that, up to a multiplicative constant, the polynomial $P_{n-N-M;M,F}(x)$ (from which the weight (182) is constructed) is equal to $\Omega_{M,F}^{a,b}(x)$ (from which the weight (160) is constructed):

$$
\Omega_{M,F}^{a,b}(x) = cP_{n-N-M;M}(x), \quad (184)
$$

where the nonnull constant $c$ does not depend on $x$.

It is worth mentioning here that the already known families of exceptional polynomials admit different and nontrivial determinantal representations. By nontrivial, we mean that one of such representations cannot be transformed in other different representation just by combining rows and columns in the corresponding determinants; in particular, the determinants corresponding to two different representations can have rather different sizes. These different and nontrivial determinantal representations are related to some invariance properties for Wronskian of Hermite, Laguerre, and Jacobi polynomials (see Refs. 1–4, 49–51). We guess that this is going to be also the case for Wronskian of para-Jacobi polynomials (and that this is going to be the key for proving that the polynomials $Q_k^{(n)}(x; N, M; \lambda)$ and $P_{k+n+1}^{a,b;M,F}(x)$ are, up to multiplicative constants, equal). In fact, the identity (184) can be obtained from Theorem 8.1 in Ref. 49 by changing $\alpha \to a + s/M_{n-M}$, $\beta \to b - s$ and taking limit as $s \to 0$ (as explained in Section 3).

The additional hypothesis $N \leq M$ is equivalent to $a \leq b$, so if $M > N$ we can proceed analogously.

We next consider the families introduced in Ref. 20. The authors constructed exceptional Jacobi polynomials depending on one continuous parameter using the so-called confluent Darboux transformation. That approach, known as the double commutator method, has been explored in a wider context by Gesztesy and Teschl,52 and several authors have investigated their application in the context of solvable models in quantum mechanics.20,53,54 Although those papers are written in a different language and with a different motivation, again the eigenfunctions of the quantum models associated to the trigonometric Darboux–Pöschl–Teller potential (constructed in Ref. 20) are essentially a subset of the exceptional Jacobi polynomials defined in this paper (although they do not use neither the determinant (128) nor the para-Jacobi polynomials (26)).
More precisely, for fixed integers \( n, N, M \) with \( n \geq 0 \) and \( N, M \geq 1 \), they define the polynomial

\[
Q_n^{(N,M)}(x) = -\frac{1}{2} \int_{-1}^{x} (1-z)^N(1+z)^M(P_n^{N,M}(z))^2dz,
\]

and the sequence of polynomials

\[
P_{n,k}^{(N,M)}(x) = 4(n-k)(n+k+N+M+1)P_k^{N,M}(x)(\lambda_1 + Q_n^{(N,M)}(x))
- (1-x)^{N+1}(1+x)^{M+1}P_{n,1}^{N,M}(x)P_{n,k}^{N,M}(x),
\]

with \( k \in \mathbb{N}, k \neq n \), where

\[
P_{n,k}^{(N,M)}(x) = (k+N+M+1)P_{n-1,k}^{N+1,M+1}(x)
- (n+N+M+1)P_{n-1,k}^{N+1,M+1}(x)P_{k}^{N,M}(x),
\]

and

\[
P_{n,n}^{(N,M)}(x; \lambda_1) = P_n^{N,M}(x).
\]

They prove that the polynomials \( P_{n,k}^{(N,M)}(x; \lambda_1), k \in \mathbb{N} \), are eigenfunctions of a second-order differential operator and that they are also orthogonal in \((-1,1)\) with respect to the weight

\[
\frac{(1-x)^N(1+x)^M}{(\lambda_1 + Q_n^{(N,M)}(x))^2}
\]

(assuming mild condition on the parameter \( \lambda_1 \)). As one can see these definitions are different to our determinantal Definitions 147 and 128. In fact, we have not been able to prove that the exceptional polynomials constructed in Ref. 20 are particular cases of our exceptional Jacobi polynomials, although we have plenty of computational evidence showing that this is the case.

Indeed, assume \( N \leq M \) and write

\[
a = -M - n - 1, \quad b = -N - n - 1, \quad F = \{1, 2, ..., N + M + n, N + M + 2n + 1\},
\]

and define

\[
\hat{\lambda}_1 = \frac{\Omega_{a,b}^{a,b}f^{(N,M)}(0)Q_n^{(N,M)}(1) - \Omega_{a,b}^{a,b}f^{(N,M)}(1)Q_n^{(N,M)}(0)}{\Omega_{a,b}^{a,b}f^{(N,M)}(1) - \Omega_{a,b}^{a,b}f^{(N,M)}(0)}.
\]

Using Maple, we have been able to check that

\[
P_{k}^{(N,M)}(x; \lambda_1) = \begin{cases} 
  c_kP_{k+N+M+2n+1}^{a,b;M,F}(x), & k \neq n, \\
  c_nP_{n}^{a,b;M,F}(x), & k = n,
\end{cases}
\]
where $c_k$ is a nonnull constant. Let us remark that the polynomials $\Omega^{a,b}_{M,F}$ and $P^{a,b;M,F}_{k+N+M+2n+1}$ (and hence the constant $\lambda_1$) only depend on the parameter $M_{n+N}$.

Moreover, we also have

$$Q_n^{(N,M)}(x) + \lambda_1 = c\Omega^{a,b}_{M,F}(x), \quad (193)$$

and $c \neq 0$.

Notice that $a, b$ and the finite set $F$ in $(190)$ do not satisfy $(6)$, but using the Remark 2, one can check that the exceptional Jacobi polynomials $P^{(n+1)}_{N,M,k}(x;\lambda_1)$ are actually the particular case of

$$a = -M - n - 1, \quad b = -N - n - 1, \quad F = \{n + 1, n + 2, \ldots, N + M + 2n + 1\}, \quad (194)$$

when $M_i = 1, i = N, \ldots, N + n - 1$.

We finally consider Ref. 21. The authors construct the exceptional Legendre families by the application of a finite number of confluent Darboux transformations to the Legendre second-order differential operator. The approach is again completely different to the one used here. For an $n$-tuple $m = (m_1, \ldots, m_n)$ of nonnegative integers, they associate $n$ real parameters $\tau_m = \{t_1, \ldots, t_n\}$ (which play the role of our set of parameters $M$) and define a sequence $P_{m;}(z;\tau_m), i \in \mathbb{N}\setminus J$, of polynomials, where $J$ is certain finite set of nonnegative integers. Their definition of the exceptional Legendre polynomial $P_{m;}(z;\tau_m)$ neither use Wronskian nor the polynomials $\mathcal{P}_{a,b;M,F}$ introduced in Definition 3.

Instead of that, they proceed as follows. Define the $n \times n$ matrix polynomial

$$R_m(z;\tau_m) = \begin{bmatrix} \delta_{k,l} + t_m R_{m_k,m_l}(z) \\ 1 \leq k \leq n \end{bmatrix}^{1 \leq l \leq n}, \quad (195)$$

where

$$R_{m_k,m_l}(z) = \int_{-1}^{z} P_{m_k}(u)P_{m_l}(u)du, \quad (196)$$

and $P_i$ denote the classical Legendre polynomials. They denote by $\tau_m(z;\tau_m)$ the determinant of $R_m(z;\tau_m)$ and define the $n$-tuple of polynomials

$$Q_m^T(z;\tau_m) = \tau_m(z;\tau_m)R_m(z;\tau_m)^{-1}(P_{m_1}(z), \ldots, P_{m_n}(z))^T, \quad (197)$$

and finally

$$P_{m;}(z;\tau_m) = [Q_{\tau_m}(z;\tau_m)]_{n+1}, \quad (198)$$

where $(m, i) = (m_1, \ldots, m_n, i)$ and $\tau_{m,i} = \{t_1, \ldots, t_n, t_i\}$ (see Ref. [21, Definition 3]).

They prove that these polynomials $(P_{m;}(z;\tau_m))$ are exceptional Legendre polynomials, that is, they are eigenfunctions of a second-order differential operator, and under mild conditions on the
parameters $t_m$, they are also orthogonal in $[-1, 1]$ with respect to the positive weight
\[ \frac{1}{\tau_m(z ; t_m)^2} . \] (199)

As one can see this definition is completely different to our Definition 7. In fact, we have not been able to prove that the exceptional polynomials constructed in Ref. 21 are particular cases of our exceptional Jacobi polynomials, although we have plenty of computational evidence showing that this is the case.

For instance, using Maple, we have been able to check that for a positive integer $m_1$ and $m = \{ m_1 \}$, the one parametric exceptional Legendre polynomial $P_{m_1}(z ; t_m)$, $i \neq m_1$, in Ref. [21, Section 4.1] is, up to multiplicative constant, equal to our polynomial $P_{\alpha, \beta, \gamma, \delta}^{a,b,m} \in F$, where
\[ a = b = -m_1 - 1, \quad F = \{ 1, \ldots, m_1, 2m_1 + 1 \}, \quad M_{m_1} = \frac{2m_1 + 1}{2m_1 + 1 + 2t_{m_1}} . \] (200)

Notice that $a, b$ and the finite set $F$ of positive integers in (200) does not satisfy (6), but using the Remark 2, one can check that the exceptional Legendre polynomials associated to $m_1$ are actually the particular case of
\[ a = b = -m_1 - 1, \quad F = \{ m_1 + 1, \ldots, 2m_1 + 1 \}, \] (201)
when $M_i = 1, i = 0, \ldots, m_1 - 1$, and $M_{m_1} = \frac{2m_1 + 1}{2m_1 + 1 + 2t_{m_1}}$.

6 | THE ASSUMPTION $\{-b, \ldots, -a - b - 1\} \subset F$

When the assumption $\{-b, \ldots, -a - b - 1\} \subset F$ (6) on the finite set of positive integers $F$ does not hold, one can still associated to $F$ the sequence of polynomials $h_n^{a,b,N;m,F}$ or $P_n^{a,b,m,F}$ as in Definition 6 or 7, respectively. Although we have proved that they are eigenfunctions of a second-order difference or differential operator only when $F$ satisfies (6), the result seems to be always true. In fact, using Ref. [22, Remark 5.3], the duality in Lemma 3 can be extended for many other sets $F$ which do not satisfy (6), and then Theorems 1 and 3 are also true for these sets $F$.

However, there are a number of reasons showing that the case when $F$ does not satisfy (6) is not very much interesting:

1. The assumption (6) implies that $0 \leq a + n_F \leq b + n_F$, and this is a necessary condition for defining the measures with respect to which our exceptional Hahn and Jacobi families are orthogonal. Hence if $F$ does not satisfy (6) and either $a + n_F < 0$ or $b + n_F < 0$, these measures cannot be defined.
2. Some of the cases when (6) fails show other kind of degenerateness which again imply that the measures with respect to which our exceptional Hahn and Jacobi families are orthogonal are not defined (for instance, because $\Omega^{a,b,N}_{M,F}(n) = 0$, for some $n = 0, \ldots, N - n_F + 1$, or because $\Omega^{a,b}_{M,F}(\pm 1) = 0$).
3. And moreover, we guess that when $F$ does not satisfy (6) and none of the above degenerateness happens, then the exceptional families defined from $F$ are particular cases of exceptional
families defined from a set $F$ satisfying (6). For instance, as noticed above this happens for $a, b$ and the sets $F$ defined in (190) or (200), which corresponds to the exceptional Jacobi polynomials introduced in Refs. 20 and 21, respectively.
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