Diagnosis of anomalies based on hybrid features extraction in thyroid images
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Abstract
Diagnosing benign and malignant glands in thyroid ultrasound images is considered a challenging issue. Recently, deep learning techniques have significantly resulted in extracting features from medical images and classifying them. Convolutional neural networks ignore the hierarchical structure of entities within images and do not pay attention to spatial information as well as the need for a large number of training samples. Capsule networks consist of different hierarchical capsules equivalent to the same layers in the convolutional neural networks. We propose a feature extraction method for ultrasound images based on the capsule network. Then, we combine those deep features with conventional features such as Histogram of Oriented Gradients and Local Binary Pattern together to form a hybrid feature space. We increase the accuracy percentage of a support vector machine (SVM) by balancing and reducing the data dimensions of samples. Since the SVM provides different training kernels according to the sample distribution method, the extracted textural features were categorized using each of these kernels to obtain the result. The parameters of classification evaluation using the researcher-made model have outperformed the other methods in this field. Experimental results showed that the combination of HOG, LBP, and CapsNet methods outperformed the others, with 83.95% accuracy in the SVM with a linear kernel.
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1 Introduction
Thyroid cancer is one of the diseases associated with the thyroid nodule [36]. This nodule is located in the human neck and this nodule preserves the body’s metabolism. Medical images
of this nodule help doctors in better diagnosing benign or malignant. Computer-aided diagnostic (CAD) systems plays important role in the anomaly diagnosis in the thyroid nodule images. The basis of this system is the extraction of key features of the images. In the study [51], the features are extracted and compared with each other. In [59, 60], the CAD systems were evaluated for breast cancer detection. The texture features along with other statistical features were used in breast cancer detection [27]. In [38], the accuracy of different computer-aided diagnostic systems for thyroid nodules classifications was determined. In recent years, thyroid cancer classification using ultrasound images was considered. The challenge of such classification problems commonly lies in how to select detectable features, thus much attention has been focused on the feature design of various types, such as morphometric features and traditional texture features [1, 58]. However, experimental results reveal that the internal simplicity and locality of low-level features determine their limitation on thyroid ultrasound images, for there exist built in disadvantages such as speckle noises and low contrast, along with the variations in shape, size, and stage of different glands. Thus, high-level features with semantic meaning should be induced to obtain better classification quality. The combination of those features may lead to a more wide representation of pathological characteristics of thyroid nodules. Among radiographic images of body structure, ultrasound is known as a valuable diagnostic method for the thyroid. In this case, the tissues of the target limb are examined to extract spatial and frequency characteristics (frequency range) therefrom. Next, the aggregation of textural features together forms the X vector and is assigned to classification models. The main challenge of diagnostic methods using ultrasound images is noise sensitivity and low accuracy due to the extraction of unnecessary features [29]. With the development of CAD systems and using deep learning as a branch of artificial intelligence, the accuracy of cancer diagnosis in ultrasound images was greatly improved [55]. In fact, the artificial intelligence is still in research state and it is growing day by day and increasing its scope in all possible fields [7]. The main challenge of diagnostic methods using ultrasound images is noise sensitivity and low accuracy due to the extraction of unnecessary features [29]. The effect of deep learning on the management of the thyroid glands in ultrasound images was also discussed in detail in the article [6]. Therefore, different models, such as convolutional neural networks (CNNs), receive images and extract their features with high precision by applying low- and high-pass filters [32]. These features can be a good description of key points in the image, but the important issue is the location of damaged tissues, which is less addressed in CNNs. Capsule networks have been introduced and designed to compensate for this feature. These networks can use gradient matrices to reverse the location and amount of variations in pixels, in addition to their frequency characteristics [43]. Additionally, a comprehensive review of the capsule network architecture and its use in different fields were discussed and then compared to CNN networks in the article [30]. The present study, therefore, uses a capsule network along with other traditional methods of extracting textural features. This combination can reverse the spatial variations of pixels as local features and the extent of their variations in various directions as global features. These points are a good descriptor for thyroid tissues and significantly increase the accuracy of classification models. To get better classification results, we propose a hybrid approach combining traditional features with deep features.

The main contribution of this study can be summarized in the following two aspects:

1- A capsule network (CAPSNET) was designed to remove the challenges of using CNN network in extracting deep features from images, and the extracted features were combined with the features of the Local Binary Pattern (LBP) and histogram of oriented
gradients (HOG) algorithms. Thus, finding these useful features was consequently led to better diagnosis.

2- The Principal Component Analysis (PCA) method was used to reduce the obtained features and the SVM classifier was also used to diagnose cancer and to use the benefits of deep learning and machine learning in combination.

The remained the article were organized as follows: Section 2 presents the previous related works, Section 3 describes the proposed method, Section 4 discusses the experimental results, and Section 5 reports the results.

2 Related works

For many years, human societies have been struggling with various health problems, one of which is the overgrowth of cells, known as cancer, in different parts of the body. Cancer is a disease that can be caused, for example, by hereditary and environmental factors, but changes in one’s DNA can lead to the disease in all cancer types [2]. There are different types of cancers, one of which is the thyroid gland, located below the larynx and above the clavicle, which controls the body’s metabolism and energy by secreting T4 and T3 hormones [5]. Diagnosis of thyroid-related diseases is known as one of the most important research areas related to the classification issues in data mining and machine learning science [23]. In [54], to compare the effect of several different data mining models on several different types of disease. The models used were decision trees, neural networks, logistic regression, support vector machine, and Naïve Bayes. Additionally, the diseases investigated were diabetes, breast cancer, and hyperthyroidism. Research results have shown that the support vector machine works better compared to the others. In [10] paper, analytical analysis is performed to find out the impact of COVID-19 in terms of total cases, total recovery and total death which has been reported during this pandemic that have been utilized Various Machine learning algorithms to perform this analysis. A data set of 7706 samples and 16 features was categorized through logistic regression and artificial neural networks (ANNs) which showed the superiority of ANNs in the classification of discrete features [22]. In a study [44] on a data set of 7547 samples with 30 features from the University of California, 776 samples had thyroid disorder and the rest were normal. A hybrid model of decision trees and random forests were used as classifiers in this research. The main challenge of this hybrid model is the imbalance in the input data set, which reduces the accuracy percentage to some extent. The use of three models of the decision tree, multilayer neural network (MLN), and RBF network on the University of California dataset with 215 samples (30 hypothyroid, 35 hyperthyroid, and 150 normal samples) were associated with an accuracy of 98.15 for MLN [41]. In [49], a linear analysis model was performed on a dataset with 3773 samples (184 thyroid cases) with 99.62% accuracy. An accuracy percentage of 95.38 was reported by combining statistical models, such as the Naive Bayes method [9] with the search algorithm. Decision tree models, MLNs, and RBF, along with Naive Bayes, were implemented on the datasets of the California and Romania Universities [20]. In this study, the decision tree with 96.5% accuracy on the California data set and the decision tree and MLN models with 82.4% accuracy on the Romanian data set outperformed other models. A version of the decision tree classification model, called CART, was responsible for detecting thyroid samples with 756 samples [21]. Due to the change in the selection of the branch point of different levels of the tree, this method
does not have the problems of the classic decision tree and records an accuracy of 94%. A combination of the SVM model with the particle swarm optimization algorithm was used for the University of California data set [4]. Here, the lost samples are filled using the nearest neighbor K algorithm. In another study, a different approach was proposed to solve the thyroid diagnosis problem [11], which aimed to analyze the medical data of the fissure and tongue to diagnose hyperthyroidism or hypothyroidism. Tongue tests can indicate the inner state of people. A semi-regulatory clustering model has been used for this purpose. The use of several separate indicators to extract features is another innovation of this research. In [39], images of the thyroid gland were collected by cytopathology, and these images were used to develop a deep learning model to diagnose thyroid bulges and disorders. The model was developed based on the concept of multi-sample learning. It assigns specific weights to each point of the image and the model is taught based on the local features of the image to discover the defects with the highest precision. The use of image features specific to thyroid failure improves the model performance. The detection precision of this model is 87%, which is more efficient than reference machine learning models. Applying association rules analysis methods is another approach to extract the rules for classifying thyroid samples. In [19], positive and negative rules are created concerning the features used in the database using the MS-Apriori algorithm. These rules are based on several support criteria and operate according to fuzzy logic. The function of this method is to map the features to a better answer space to fit the model and to rank the initial features. The most important ones remain and the weaker features are removed after ranking the features. Finally, thyroid disease is predicted using reference models, including decision tree, SVM, logistic regression, and Bernoulli Naïve Bayes. The proposed model in AUC outperformed the other models. Another study proposed a novel fuzzy anomaly detection system based on the hybridization of PSO and K-means clustering algorithms over Content-Centric Networks [25]. In the study [24], it was presented a hybrid approach of diagnosing anomalous run-time behaviors in distributed services from execution logs. Another study presented a survey of existing CAD systems that have been developed for the detection of gastric abnormalities based on their feature extraction techniques [3]. In [31], it was used hybrid features for human face recognition. Other research work presented a hybrid anomaly detection approach for seeded bearing faults [17]. In [52], it was presented a hybrid model where an Unsupervised DBN is trained to extract generic underlying features, and a one-class SVM is trained from the features learned by the DBN. The use of deep neural networks is one of the positive strategies in the extraction and classification of textural features. In one research, ultrasound data analysis, which is performed based on ultrasonic waves, was used to diagnose thyroid deficiencies. Of note, the algorithm used was the CNN method, and the accuracy of the diagnostic model was 95%. Regarding the claim of this article that there are great improvements in the extraction of thyroid-specific features in images of thyroid deficiency, improving the methods of extracting local features from the images turned to be the main goal in the proposed model of this study [33]. In [40], ultrasound images were categorized using the ResNet-50 pre-trained network, and the model was found to have higher accuracy than the VGG-19 pre-trained network. With the spread of pre-trained networks, a special type of network, called Google-Net [8], with a random forest classifier recorded a good percentage of accuracy. Vgg-f and Vgg-verydeep16 pre-trained networks are discussed in [28]. The combination of layers between deep nets in this structure is such that a dropout layer is used to prevent over-fitting. Another type of pre-trained network, called Image-Net, receives key points extracted from the image by SIFT methods and gradient-based histogram, with 92% classification accuracy [37]. Problems with deep classic networks, such as no consideration of
object placements in the image, led to the presentation of capsule neural networks (CapsNet). In [50], CIFAR and MNIST datasets were entrusted to the CapsNet and the results showed its high accuracy due to the dynamic routing of this network. In another study [48], several VGG16, GoogleNet, Alex-Net, and Inception-V3 pre-trained models were used to diagnose benign or malignant gland images by the learning transfer method. An important point in this study is the use of conventional ultrasound images and elasticity together, which in turn leads to better performance. Article [18] classified thyroid ultrasound images in a large range based on deep learning. Photo data was collected over two years and the Inception-V3 pre-trained network was used. The CIFAR-10 pre-trained network was used to extract high-level image features to reduce FP by the learning transfer method [53].

3 Suggested method

The model proposed by the researcher consists of three main phases: preprocessing, feature extraction, and final classification. Figure 1 shows the outline chart of the proposed model.

3.1 Pre-processing phase

Preliminary images include transcripts that contain information about patients and their condition by imaging systems. This section was deleted using the cropping method. In this method, the image border size is initially obtained using its main borders, and segmentation is done before the final deletion. The centroid points of the image objects are calculated and then the area of each part is returned in segmentation (each object is considered an island-shaped area of pixels with high brightness). Next, the areas with more area are considered as the main part of the image and the rest as the background. This can greatly reduce the sensitivity of images to noise (Fig. 2).

3.2 Extracting key feature

Feature extraction refers to the process of converting the raw pixels of an image into useful and meaningful information. These features can be extracted both manually and automatically by neural networks. During this process, the low-level features in the images such as color, texture, and shape are firstly identified, and then the high-level features are discovered by low-level features. Thereafter, the features extracted from the images are shown in numerical values. The feature extraction operation in convolutional networks is mostly done in two parts.
as follows: convolutional layers and pooling layers. Thus, using convolutional layers, the filter is multiplied in the local area of the input, and with this operation, feature maps is automatically obtained in several steps. In fact, in the obtained feature maps, the main elements are identified among the pixels of the image. In the next step, using the pooling layers, the dimensions of the extracted feature maps are reduced in several steps.

In this phase, the spatial features of each image are extracted using traditional methods, such as local binary pattern (LBP), histogram of oriented gradients (HOG), and the capsule network. Any method has its capabilities and can ultimately increase the accuracy of the classification model. In LBP, the ratio of each pixel to the central pixel is presented in the form of a power function with base two, and its sum determines the status of each (local features). In the HOG method, the rate of change in color intensity of pixels is presented in the form of a matrix with predetermined angles (global features). In capsule networks, global features are restored using a color intensity gradient, in addition to extracting local features. The difference between capsule networks and traditional methods is their high accuracy in investigating low-pass frequencies and the location of their changes. In the following, a complete description is provided of the performed methods.

3.2.1 Feature extraction using local binary pattern

In this method, each pixel of the image is examined separately and shown with the symbol c. Next, the neighboring pixels $C (g_c)$ with radius $R (g_r)$ and the number $P$ are examined one by one (in a row) and the status of pixel $c$ is specified using Eq. (1) [42].

$$LBP_{P,R} = \sum_{i=0}^{P-1} S(g_i-g_c)2^i, \quad S(g_i-g_c) = \begin{cases} 1 & g_i \geq g_c \\ 0 & g_i < g_c \end{cases}$$

The main problem with the local binary pattern is the sensitivity to location, which makes the output different with each rotation (at any angle) of the image. This problem has been overcome using rotational patterns around the central pixel. These uniform patterns calculate the number of spatial transitions around $C$, and if the output is greater than $U$ (in this study, the
value of U is considered to be 2), it means that the image does not rotate and with the outcome is a different matrix. Equations 2 and 3 show the calculation of uniform patterns [46].

\[
LBP_{P,R}^{u \leq 2} = \begin{cases} 
\frac{\sum_{i=0}^{P-1} s(g_i - g_c)}{P+1} & \text{if } U_{(LBP,P,R)} \leq 2 \\
0 & \text{otherwise}
\end{cases}
\]  \tag{2}

\[
U_{(LBP,P,R)} = |s(g_{P-1} - g_c) - s(g_0 - g_c)| + \sum_{i=1}^{P-1} |s(g_i - g_c) - s(g_{i-1} - g_c)|
\]  \tag{3}

The calculation of the uniform local patterns results in a matrix the size of the input image with M rows and N columns (P matrix), which is used to extract statistical components as follows:

- **Contrast**: This property calculates the intensity of the color contrast between a pixel, its adjacent neighbors, and the P matrix (the contrast of a fixed image is zero).

\[
Contrast = \sum_{i=1}^{M} \sum_{j=1}^{N} |i-j|^2 \times p(i,j)
\]  \tag{4}

- **Correlation coefficients of variables**: This property describes the relationship between adjacent pixels and the P matrix. Numbers 1, 0, and \(-1\) mean complete relation, no relation, and inverse relation, respectively (\(\mu_x\) and \(\sigma_x\) show the mean and variance of the pixels, respectively, near the central pixel \(c\)).

\[
Corr = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} (i,j)P(i,j) - \mu_x \mu_y}{\sigma_x \sigma_y}
\]  \tag{5}

- **Dissimilarity**: This property returns the difference in the brightness of adjacent pixels and the P matrix.

\[
Dissimilarity = -\sum_{i=1}^{M} \sum_{j=1}^{N} |i-j|P(i,j)
\]  \tag{6}

- **Energy**: This property calculates the square of the elements that make up the P matrix (the energy property is known as the homogeneity component in the LBP matrix). When the distribution of gray surfaces in LBP is fixed or reproducible, the energy component gains more value and vice versa.

\[
Energy = \sum_{i=1}^{M} \sum_{j=1}^{N} p(i,j)^2
\]  \tag{7}

- **Entropy**: Entropy is the amount of anomaly in the P matrix (imbalance). When all the components of the P matrix are equal (no texture in the image), the entropy value will be zero.
Entropy $= \sum_{i=1}^{M} \sum_{j=1}^{N} p(i,j) \log(p(i,j))$ \hfill (8)

- Homogeneity: This property indicates the homogeneity or uniformity of the pixels. The more uniform it is, the extracted features are statistically more powerful because they retain the uniqueness of the patterns.

\[ \text{Homogeneity} = \sum_{i=1}^{M} \sum_{j=1}^{N} \frac{1}{1 + (i,j)^2} p(i,j) \] \hfill (9)

### 3.2.2 Feature extraction using histogram of oriented gradients

In this method, the input image is divided into square blocks with a diameter of 8 units (pixels) and then the derivative of each pixel of the block (with coordinates r,c) is calculated in horizontal (IX) and vertical (IY) directions (Eq. 10). The gradient angle ($\theta$) with vertical to horizontal derivative inverse tangent is obtained by calculating the gradient of each pixel (Eq. 11). By determining the gradient angle as the slope of the pixel variations, the amount of variation (variation length or $\mu$) is also calculated using Eq. 12 [56].

\[ Ix(r,c) = Ix(r,c+1) - Ix(r,c-1) \] ,\[ Iy(r,c) = Iy(r-1,c) - Iy(r+1,c) \] \hfill (10)

\[ \theta = \tan^{-1} \frac{Iy}{Ix} \] \hfill (11)

\[ \mu = \sqrt{I_x^2 + I_y^2} \] \hfill (12)

Next, the blocks generated from the angle and gradient length matrices are examined one by one to determine the histogram vector. Here, the length of the vector is 9, which is set in the range of 10–170° with a step length of 20. In the last step, the histogram matrix is normalized using the zero (Euclidean) norm to reduce the effect of changes due to the contrast between images of an object.

### 3.2.3 Feature extraction by the capsule network

CapsNets are a special type of CNNs that adapt local features by changing their structure and creating a layer, called a capsule, consisting of hundreds of neurons [50]. Three general layers are used in the CapsNet. There is a classic CNN in the first layer. This layer extracts local features (low-pass level) according to the color intensity of the pixels and provides them to
the capsule layer. The convolution layer has 256 channels and 9 × 9 size kernels with stride 1 (the activation function of this layer is RELU). The second layer consists of the CapsNet, which is referred to as the primary capsules. There are 32 channels in the second layer, each of which includes eight primary capsules with a convolution layer with a length of 256 channels and 9 × 9 kernels. Therefore, the output vector of each capsule (w) is 256 × 81 long, which can extract local features with high accuracy. Generally, the primary capsules in the second layer will have an output of 32 × 56 × 56 long (each capsule consists of eight dimensions) according to the input image size. In the final layer, there are numerical capsules (calculators) that produce the final features from the capsule layer (this layer indicates the possible presence of a sample from each class). Given that the capsule layer contains 32 channels with a size of 56 × 56, and since 10 capsules are considered in the third layer, the size of this layer is 56 × 56 × 32 × 10. Figure 3 shows the general structure of the CapsNet.

It should be noted that only feature extraction is performed in the capsule network used by the researcher. Therefore, it is critical to use a dynamic routing algorithm between the second and third layer capsules (because the output of the first layer is one-dimensional, routing does not take place between this layer and the primary capsule layer). Here, the output of each capsule (u) is sent to the third layer capsules (v0-v9) with the same probability vector (at the beginning, there is the same probability of receiving u vector, i.e. local features, by the numerical capsules). In other words, the \( i \)th capsule in the \( L \)-layer tries to detect the output of the \( j \)th capsule in the \( L + 1 \) layer [61]. Over several consecutive rounds, the output of capsule \( j \) (\( v_j \)) is finally sent to capsule \( i \) by a nonlinear function called squash (Eq. 13). Here, \( s_j \) is the length of the vector received by the numerical layer (calculator). Finally, the output of \( V_j \) for each calculator capsule will be the vector of the features extracted by the CapsNet (10 capsules each extracting 16 features according to the length of vector \( w \)) (Figs. 4, 5 and 6).

\[
V_j = \frac{||S_j||^2}{1 + ||S_j||^2} \times \frac{S_j}{||S_j||} \tag{13}
\]

### 3.3 Balancing in the texture features set

The thyroid cancer sample label has two general classes where the number of positive samples (with cancer) is minor compared to negative samples. This can cause an imbalance of the data

![Fig. 3 Schematic of the CapsNet](image)
set and directly affect the classification process of learning models. For this reason, this section uses the synthetic minority oversampling technique (SMOTE) algorithm, in which synthetic samples are generated from real data (textural feature vector in the minority class) and added to the model. The different steps of the SMOTE algorithm are as follows [15]:

1. Isolation of minority classes, including positively labeled specimens (with thyroid cancer).
2. For all minority samples \( x \), a sample \( y \) is randomly selected from the neighboring \( k \) (in this article \( k \) is equal to 5) directly to calculate the difference between \( x \) and \( y \).
3. Generation of a new sample by multiplying a normal random number by the output obtained from the second step and adding it to the original sample or \( x \).

By generating new samples, a balance is established in the textural feature set and conditions are provided for the selection of effective feature vectors.

### 3.4 Reducing the dimensions of textural features using the principal component analysis

Considering the basic logic of the PCA, each numerical matrix can be represented as a linear combination of part of its input values in the form of new variables. These variables describe the main features of the matrix and remove the content overlap from the data due to their orthogonal nature [16, 34, 35, 57]. In the first step, a variable (e.g. \( P_1 \)) is sought to be able to establish the condition of Eq. 14 in a matrix of size \( X_{n \times k} \).

![Fig. 4](image_url)  
**Fig. 4** Comparative diagram of the performance of different feature extraction and classification methods with a linear kernel
In statistics, the higher the variance at one point, the higher the accumulation of information in that area. Therefore, Eq. 15 can be expressed as maximizing the variance of variable \( P_1 \) (matrix \( V \)) [47].

\[
P_1 = X_{t1} \quad ||t1|| = 1
\]  

(14)

**Fig. 5** Comparative diagram of the performance of different feature extraction and classification methods with the Gaussian kernel

**Fig. 6** Comparative diagram of the performance of different feature extraction and classification methods with polynomial kernels
\[ \text{Var}(P_1) = \frac{1}{n} \|P_1\|^2 = \frac{1}{n} i'X'Xi_1 = i_1', \quad Vt_1V = \frac{1}{n} X'X \]  

(15)

Equation 15 can be maximized using the Lagrangian coefficient.

\[ L = i_1'Vt_1 - \lambda (i_1't_1 - 1) \]  

(16)

By calculating the partial derivative of \( L \) relative to \( t_1 \) and \( \lambda_1 \), \( t_1 \) is the normalized vector \( V \) and \( \lambda_1 \) is its corresponding value.

\[
\begin{align*}
\frac{\partial L}{\partial t_1} &= 2vt_1 - 2\lambda_1 t_1 = 0 \\
\frac{\partial L}{\partial \lambda_1} &= -(i_1't_1 - 1) = 0 \\
\end{align*}
\]

(17)

After the steps mentioned above, the unknown value of \( t_1 \) is the normalized vector corresponding to the maximum value of \( \lambda_1 \) or the principal diameter (eigenvector) of matrix \( V \). The structural variable \( P_1 = X_{t_1} \) is the principal component of the first entry in the \( V \) matrix (hence, \( m \) principal component of \( V \) can be obtained using \( P_m = X_{t_m} \)). The final output of the PCA algorithm (matrix \( V \)) is the same size as the input matrix and each input refers to a specific score or value. In the last step, the sum of the information in \( P \) is returned by Eq. 18 to reduce the data dimensions and select the effective features of matrix \( V \) to reach the threshold value, \( t_h \), as the final features (here, \( t_h \) value is considered 0.9).

\[ \text{final indexes} = \sum_{i=1}^{m} \text{Var}(P_i) \leq th \]  

(18)

### 3.5 Classification using the SVM

In the last step of the proposed method, the principal components extracted from the features matrix are assigned to the SVM classifier. In this model, the choice of the location of the hyperplanes in the problem space and the maximization of the margins between them are directly related to the distribution style of samples. In general, the SVM has three main linear, polynomial, and Radial Basis Function kernels, each of which can select the location of the hyperplanes in the problem space with high accuracy. The basic challenge of SVM is low accuracy in dealing with low-repetition input samples. This feature has largely been eliminated using the K-Fold Cross Validation method. Here, the input dataset is assigned to the model in \( k \) steps, and each time \( \frac{1}{k} \) of data is considered as a test (main diameter of the data). In the current study, parameter \( k \) is set to five.

### 4 Experimental results

The dataset used in this study was thyroid ultrasound images data provided by the Society of Photo-Optical Instrumentation Engineers. Dataset is a publicly available thyroid ultrasound image database proposed by Pedraza et al. [45]. The thyroid dataset used in the present study
consists of 400 images with the .jpg extension and a size of 560 × 360 pixels, and each image has been resized to 128 × 128 pixels after applying the preprocessing phase. The numbers of positive and negative samples are 121 and 280 images, respectively. The number of positive samples has increased to 277 after producing artificial samples and creating a balance in the input database. The researcher’s proposed model is implemented in the Python programming language environment version 3.7 with a host system of 32 GB main memory, 2.9 GHz processor, 6 MB of cache, and 512 GB of SSD external memory. Success evaluation parameters of different feature extraction methods are model accuracy, sensitivity, specificity, and f1 score, as estimated in Eqs. (19)–(22).

\[
\begin{align*}
\text{Accuracy} &= \frac{TP + TN}{TP + FN + TN + FP} \\
\text{Sensitivity} &= \frac{TP}{TP + FN} \times 100 \\
\text{Specificity} &= \frac{TN}{TN + FP} \times 100 \\
F1\text{-score} &= \frac{TP}{TP + \frac{1}{2}(FP + FN)} \times 100
\end{align*}
\]

In the above equations, the TP parameter is the expected correctly classified samples in the current class, the TN is the other correctly classified samples from the other classes in the matrix. FP is the number of failed predictions of the current class in other classes, and the FN is the number of unsuccessfully predicted samples in the expected class. Tables 1, 2 and 3 show the results obtained from linear, Gaussian, and polynomial kernels (in all kernels, the gamma value is assumed to be 10).

The tests’ results of previous studies (which used pre-trained networks types) were compared with the results of the proposed method, based on several criteria. The tests’ results showed that the proposed method has better performance (Table 4).

According to Table 4, in papers [8, 40]and [53], which uses artificial neural networks; often the combination of texture features and reproduction of the input images are done by regarding the location of pixel variations (gradients), the substantial problems which can be mentioned as follows:

1. The main layout of different parts of the image is not properly examined and different parts of the target limb may be misidentified.
2. In the frequency domain; there is a possibility of interference in the high and low pass properties at the boundary among objects, which will ultimately reduce the accuracy of the model.
3. Frequency-based methods do not calculate minor changes such as curvature in distribution functions, which can be solved by the Hessian Matrix, but still high feature extraction time is a major problem with frequency domain methods.

As a result, it can be said that the researcher’s proposed methods in applying the local binary pattern matrix does not have the common problems of the frequency domain and the location of changes can be thoroughly observed.
In this regard, in the present study, a type of neural network called capsule has been employed that calculates the location of objects relative to each other and extracts the final features accordingly. Of course, capsule networks do also have challenges, the most important of which are:

1. High time in extracting tissue features
2. Long feature vector length that leads to fundamental complications in classification models
3. High computational complexity that requires powerful hardware

Examination of the outputs obtained from the model proposed by the researcher shows that the extracted patterns can isolate the adjacent tissues well and increase the accuracy by employing the local binary pattern matrix and the capsule neural network. Indeed, determining the maximum value of the threshold in the combination of different color channels perfectly states the rules governing medical images. These rules are based on the contrast distance of the pixels present in a particular color intensity, and when the tissues of the target limbs are considered to be the same spectrum as the healthy tissues due to the imaging conditions, the feature extraction is performed with high accuracy and all parts of the target limb are closely examined.

After this part, it is time to extract the spatial features in the category of different samples. To do so, first the polar coordinate calculation algorithm, which is a method of determining spatial points in image description, is implemented and it measures the amount of instantaneous variations in the borders and edges of the image.

The use of Gaussian filters with variance and prismatic scale as well as the use of capsule neural networks in determining the degree of curvature of the image function causes sharp and obviously instantaneous color intensity changes to be perfectly observed and key points to be extracted in predetermined neighborhoods. The advantages of using this method include the following:

| Feature extraction methods | Accuracy | Sensitivity | Specificity | F1_Score |
|---------------------------|----------|-------------|-------------|----------|
| HOG                       | 0.5954   | 0.5956      | 0.5976      | 0.5936   |
| LBP                       | 0.7569   | 0.7567      | 0.7562      | 0.7565   |
| CAPSNET                   | 0.4982   | 0.5017      | 0.3020      | 0.3511   |
| HOG + LBP                 | 0.7813   | 0.7812      | 0.7854      | 0.7804   |
| HOG + CAPSNET             | 0.5712   | 0.5712      | 0.5731      | 0.5677   |
| LBP + CAPSNET             | 0.7569   | 0.7569      | 0.7562      | 0.7565   |
| HOG + LBP + CAPSNET       | 0.8395   | 0.5397      | 0.7186      | 0.5239   |

| Feature extraction methods | Accuracy | Sensitivity | Specificity | F1_Score |
|---------------------------|----------|-------------|-------------|----------|
| HOG                       | 0.9878   | 0.9877      | 0.9883      | 0.9878   |
| LBP                       | 0.9982   | 0.9981      | 0.9983      | 0.9981   |
| CAPSNET                   | 0.5128   | 0.5034      | 0.3491      | 0.3392   |
| HOG + LBP                 | 0.9982   | 0.9981      | 0.9983      | 0.9979   |
| HOG + CAPSNET             | 0.9878   | 0.9877      | 0.9983      | 0.9980   |
| LBP + CAPSNET             | 0.9975   | 0.9974      | 0.9983      | 0.9980   |
| HOG + LBP + CAPSNET       | 0.8681   | 0.6237      | 0.9312      | 0.6582   |
1. High speed in feature extraction by image descriptor.
2. Using a second-order Gaussian filter in the capsule network, which reduces algorithm’s sensitivity to noise samples (in these filters, which perform the softening process, the output will never be zero, which reduces the sensitivity to noise data).
3. The difference between Gaussian distributions, acting as a low-pass filter, examines all the details and reverses rapid changes.
4. The output of the local binary pattern matrix and the capsule neural network reveal boundaries that are appropriate points for extracting key points.
5. Investigation of the angle of changes of pixels by the capsule neural network: this process extracts global properties and eliminates the demand for the model to produce multiple matrices at different angles.

Therefore, the chief problem in models based on local patterns, which is the time required to extract image textures, is largely solved. In addition, the key points extracted from the input image are important parts that can identify differences in classification and determine the ultimate accuracy of the model. At this point, the local binary pattern algorithm only runs on the points that are the main features of the image and no longer need to examine all the pixels. The proposed model is not sensitive to image rotations and returns the same patterns. Moreover, the proposed model of the researcher can (through the use of mapping-reduction architecture) increase the percentage of classification accuracy and flexibility in encountering new coming samples by reducing noise sensitivity and the ability to function in large-scale real-time environments (by using hyperplanes in the input space and maximizing the margins between them).

A list of nomenclature and Acronyms is provided in Table 5.

| Table 3 | Classification results using support vector machine with polynomial kernel function |
|---------|---------------------------------|
| Feature extraction methods | Accuracy | Sensitivity | Specificity | F1_Score |
| HOG | 0.5955 | 0.5959 | 0.6553 | 0.5532 |
| LBP | 0.9513 | 0.9514 | 0.9529 | 0.9529 |
| CAPSNET | 0.8264 | 0.8267 | 0.8434 | 0.8234 |
| HOG + LBP | 0.6076 | 0.6079 | 0.6662 | 0.5714 |
| HOG + CAPSNET | 0.6042 | 0.6045 | 0.6670 | 0.5655 |
| LBP + CAPSNET | 0.9513 | 0.9514 | 0.9529 | 0.9513 |
| HOG + LBP + CAPSNET | 0.8252 | 0.5010 | 0.4126 | 0.4521 |

| Table 4 | Comparison of a different CAD system in classifying benign and malignant thyroid gland images |
|---------|---------------------------------|
| Specificity | Sensitivity | Accuracy | Classifiers | Method for Feature Extraction | Reference |
| 87.20 | 88.20 | 87.80 | SVM | Fine-tuned VGG-16 | Shi, Z et al. [53] |
| 99.30 | 82.80 | 96.34 | Cost-sensitive Random Forest classifier | Fine-tuned Google-Net | Chi, J et al. [8] |
| 64.17 | 80.69 | 97.33 | Artificial neural network | Fine-tuned ResNet-50 | Moussa O et al. [40] |
| 99.83 | 99.74 | 99.75 | SVM | CAPSNET + LBP + HOG | Proposed model |
5 Conclusion

In this paper, a hybrid feature extraction method for the thyroid nodules classification is proposed. Feature extraction refers to the process of converting the raw pixels of an image into useful and meaningful information. These features can be extracted both from traditional and deep methods. Deep learning in the field of medical images has occupied the heavy burden of feature extraction. CNN neural networks play a significant role in this area. Because CNNs cannot evaluate images from different angles, capsule networks have been introduced. Accordingly, a capsule neural network was shown that can be more successful in the field of feature extraction by considering the spatial connections of features in the image. In this article, the potential of implementing a capsule neural network to extract appropriate features from thyroid ultrasound images was investigated, and then the researcher combined those deep features with traditional methods features to diagnose the type of tissue cancer in the thyroid nodule.

In our database, the results indicate that the combination of HOG, LBP, and CapsNet methods outperformed the others, with 83.95% accuracy in the SVM with a linear kernel. Similarly, the LBP algorithm recorded a better performance in Gaussian and polynomial kernels, with 99.82% and 95.13% accuracies, respectively. According to the results, the HOG algorithm with 98.78% accuracy has higher accuracy than the other kernels, meaning the nonlinearity of this method and the LBP algorithm. In the linear kernel, the combination of all three methods shows more accuracy than the others, which can be attributed to the almost linear process of feature extraction by the CapsNet.

One of the problems with the proposed model could be the large size of the local binary pattern matrix, which needs to calculate the 180-degree suppression line at best. To overcome this problem, it is possible to use separate graphic memories called CUDA to promote processing power as a concurrency element. In addition, the possibility of real-time use of the proposed model in portable devices has become more achievable and it can be called a real-time method.

Another challenge for the proposed model is to select the correct value of the support vector machine parameters. As a solution in the future, algorithms can be used in this field that take advantage of the possibility of extensive scanning of the problem space, in order to improve this feature and minimize the time required to combine the candidate parameters. In this case,

| Acronyms | Definition |
|----------|------------|
| ANN      | Artificial Neural Network |
| CAD      | Computer-aided Diagnosis |
| CAPS-NET | Capsule Network |
| CNNs     | convolutional neural networks systems |
| DBN      | Deep Belief Network |
| FN       | False Negative |
| FP       | False Positive |
| HOG      | Histogram of Oriented Gradients |
| LBP      | Local Binary Patterns |
| PCA      | Principal Component Analysis |
| RBF      | Radial Basis Function |
| SIFT     | Scale Invariant Features Transform |
| SMOTE    | Synthetic Minority Oversampling Technique |
| SVM      | Support Vector Machine |
| TP       | True Positive |
| TN       | True Negative |
the hope for the correct selection of key parameters is increased and we will probably witness an increase in the accuracy of the support vector machine. It is also possible to use the optimization algorithm introduced in studies [12–14, 26] with SVM to achieve better results.

The proposed methods could be applied for the detection of many other potential lesions, such as mass and polyp in other cancers. Also, the feature extraction method could be used to recognize faces, signatures, and fingerprints of individuals.

In the future, further investigations include evaluating it on more clinical data and promoting it in clinical practice with the help of radiologists and surgeons. As a solution in the future, noise removal methods based on low-pass filters can be used in the preprocessing phase to reduce the sensitivity of the model to noise. Next, key points of images can be isolated using extraction algorithms, such as Speed up Robust Features (SURF), and the number of texture changes can be calculated only in those areas. This not only reduces the time consumed but also increases both the accuracy of the model and its flexibility in the face of new samples. Also, in future works, we can use the combination of capsule network and CNN network to extract better features.
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