Experimental quantum kernel machine learning with nuclear spins in a solid
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We employ so-called quantum kernel estimation to exploit complex quantum dynamics of solid-state nuclear magnetic resonance for machine learning. We propose to map an input to a feature space by input-dependent Hamiltonian evolution, and the kernel is estimated by the interference of the evolution. Simple machine learning tasks, namely one-dimensional regression tasks and two-dimensional classification tasks, are performed using proton spins which exhibit correlation over 10 spins. We also performed numerical simulations to evaluate the performance without the noise inevitable in the actual experiments. The performance of the trained model tends to increase with the longer evolution time, or equivalently, with a larger number of spins involved in the dynamics for certain tasks. This work presents a quantum machine learning experiment using one of the largest quantum systems to date.

I. INTRODUCTION

Quantum machine learning is an emerging field that has attracted much attention recently. The major algorithmic breakthrough was an algorithm invented by Harrow-Hassidim-Lloyd [1]. This algorithm has been further developed to more sophisticated machine learning algorithms [2–9]. However, a quantum computer that is capable of executing those algorithms is yet to be realized. At present, noisy intermediate-scale quantum (NISQ) devices [4], which consist of several tens or hundreds of noisy qubits, are the most advanced technology. Although their performance is limited compared to the fault-tolerant quantum computer, simulation of the NISQ devices with 100 qubits and sufficiently high gate fidelity are beyond the reach for the existing supercomputer and classical simulation algorithms [5–7]. This fact motivates us to explore its power for solving practical problems.

Many NISQ algorithms for machine learning have been proposed in recent works [8–17]. Almost all of the algorithms require us to evaluate an expectation value of an observable, which is sometimes troublesome to measure by sampling, for example with superconducting or trapped-ion qubits. On the other hand, NMR can evaluate the expectation value with a one-shot experiment owing to its use of a vast number of duplicate quantum systems. It is therefore, in fact, a great testbed for those algorithms. A major weak point of NMR is that its initialization fidelity is quite low; at the thermal equilibrium of room temperature, the proton spins can effectively describe with a density matrix \( \rho_{\text{eq}} = \frac{1}{2}(I + \epsilon I_z) \) with \( \epsilon \approx 10^{-5} \). Nevertheless, ensemble spin systems can exhibit complex quantum dynamics that are classically intractable. For example, the dynamical phase transition between localization and delocalization has been observed in polycrystalline adamantane along with tens of correlated proton spins [18]. Discrete time-crystalline order has been observed in disordered [19] and ordered [20, 21] spin systems.

In this work, we employ such an ensemble spin system for machine learning. Specifically, we implement the kernel-based algorithm which utilizes the quantum state as a feature vector and is a variant of theoretical proposals [8, 9, 22]. The experimental verification has been provided in Refs. [15, 23] using either superconducting qubits or the photonic system. Our strategy to use the NMR is advantageous in that we can estimate the value of the kernel, which is the inner product of two quantum states, by single-shot experiments. We perform simple regression and binary classification tasks using the dynamics of nuclear spins in polycrystalline adamantane sample. Also, to carry out the performance analysis of our approach without the inevitable effect of noise in experiments, we present numerical simulations of 20 spin dynamics. For certain tasks, we observed that the performance of the trained model becomes better as more spins are involved in the dynamics. We employ one of the largest quantum systems to date for a quantum machine learning experiment in this work.

II. THEORY

A. Kernel methods in machine learning

In machine learning, you are asked to extract some patterns, or features, in a given dataset [3–24]. It is sometimes useful to pre-process them beforehand to achieve the objective. For example, a speech recognition task
FIG. 1. (a) Adamantane molecule. (b) Quantum circuit employed in this work to realize data-dependent quantum state \( \rho(x) \). (c) NMR kernel employed in this work. (d) Fourier transform of (c) which corresponds to the obtained \(^1\)H multiple-quantum spectra for \( N = 1 \) to \( N = 6 \).

might become easier when we work in the frequency domain; in this case, the useful pre-processing would be Fourier transform. The space in which such pre-processed data live is called feature space. For a given set of data \( \{x_i\}_{i=1}^{N_d} \subset \mathbb{R}^D \), a feature space mapping \( \phi(x) \) constructs the data in the feature space \( \{\phi(x_i)\}_{i=1}^{N_d} \subset \mathbb{R}^{D_f} \). The feature map has to be carefully taken as to maximize the performance in e.g. classification tasks.

The kernel methods are a powerful tool in machine learning. It uses a distance measure of two inputs defined as a kernel, \( k : \mathbb{R}^D \times \mathbb{R}^D \rightarrow \mathbb{R} \). For example, a kernel can be defined as an inner product of two feature vectors:

\[
k(x_i, x_j) = \phi(x_i)^T \phi(x_j).
\] (1)

Many machine learning models, such as support vector machine or linear regression, can be constructed using the kernel only, that is, we do not have to explicitly hold \( \phi(x) \). For example, for a given teacher dataset \( \{y_i\}_{i=1}^{N} \subset \mathbb{R} \) each corresponding to the input \( x_i \), a linear regression model can be constructed by,

\[
f_{LR}(x) = y^T K^{-1} k(x),
\] (2)

where we have defined the \( N_d \)-dimensional vector \( k(x) \),

\[
k(x) = \begin{pmatrix} k(x_1, x) \\ k(x_2, x) \\ \vdots \\ k(x_{N_d}, x) \end{pmatrix},
\] (3)

and a matrix \( K = \{K_{ij}\}_{i,j=1}^{N_d} = \{k(x_i, x_j)\}_{i,j=1}^{N_d} \). \( f_{LR} \) is equivalent to defining

\[
f_{LR}(x) = w^T \phi(x),
\] (4)

where \( w \in \mathbb{R}^{D_f} \) is chosen to minimize the mean squared error between the model prediction and the teacher; \( w = \text{argmin}_w \sum_i |w^T \phi(x) - y_i|^2 \).

B. Implementing kernel by NMR

In NMR, we can prepare a data-dependent operator \( A(x_i) \) by applying a data-dependent unitary transformation \( U(x_i) \) on the initial z-magnetization \( I_z = \sum_{\mu=1}^{n} I_{z,\mu} \), that is, \( A(x_i) = U(x_i)I_z U^\dagger(x_i) \). Here, \( I_{z,\mu} (\alpha = x, y, z) \) is the \( x, y, z \) component of the spin operator of the \( \mu \)-th
spin and \( n \) represents the number of spins. \( A(x_i) \) with a sufficiently large \( n \) is generally intractable by classical computers \[25\, 26\]. We employ this operator \( A(x_i) \) as a feature map \( \phi_{\text{NMR}}(x_i) \). \( A(x_i) \) can be regarded as a vector, for example, by expanding \( A(x_i) \) as a sum of Pauli operators. For an \( n \)-spin-1/2 system, \( A(x_i) \) is a vector in \( \mathbb{R}^{2^n} \). The dynamics of NMR can involve tens of spins maintaining its coherence \[13\, 27\, 29\], which means we can employ an approximately \( 2^n \times 10 \) dimensional feature vector for machine learning. Although the high dimensional feature space does not always mean the superiority in machine learning tasks, the fact that we can work with the feature space which has been intractable with a classical computer motivates us to explore its power.

The kernel method opens up a way to exploit \( A(x_i) \) directly for machine learning purposes. While we cannot evaluate each element of \( A(x_i) \) because it takes exponential amount of time, we can evaluate the inner product of two feature vector \( A(x_i) \) and \( A(x_j) \) efficiently. To see this, let us define the inner product of two feature vectors \( \phi_{\text{NMR}}(x_i) \) and \( \phi_{\text{NMR}}(x_j) \) as,

\[
k_{\text{NMR}}(x_i, x_j) = \phi_{\text{NMR}}(x_i)^T \phi_{\text{NMR}}(x_j)
\]

Then,

\[
\text{Tr} \left( A(x_i) A(x_j) \right) = \text{Tr} \left( U(x_i) I \right) \text{Tr} \left( U(x_j) I \right) = \text{Tr} \left( U(x_i) U(x_j) I \right) = \text{Tr} \left( U(x_i)^T U(x_j)^T I \right)
\]

This can easily be evaluated by NMR. Note that at the thermal equilibrium, the density matrix of spin systems is \( \rho_{\text{eq}} = \frac{1}{2^n} (I + \epsilon I_z + o(\epsilon^2)) \). Assuming \( \epsilon \ll 1 \), the above inner product can be evaluated from the following quantity,

\[
\phi_{\text{NMR}}(x_i)^T \phi_{\text{NMR}}(x_j) = \text{Tr} \left( U(x_i)^T U(x_j) \rho_{\text{eq}} U(x_j)^T U(x_i) \right)
\]

that is, we first evolve the system with \( U(x_i) \) and then with \( U(x_j)^T \), and finally measure \( I_z \). Note that when \( \|x_i - x_j\| \approx 0 \), the protocol resembles the famous Loschmidt echo \[30\, 31\]. A similar protocol is also used for measuring out-of-time-ordered correlator (OTOC) \[32\, 33\], which is considered as a certain complexity measure of quantum many-body systems.

**III. EXPERIMENT**

We propose to use \( U(x) \) for an input \( x = \{x_j\}_{j=1}^D \) that takes the form of,

\[
U(x) = e^{-iH(x_D)\tau} \cdots e^{-iH(x_2)\tau} e^{-iH(x_1)\tau}
\]

where \( \tau \) is a constant and \( H(x_j) \) is an input-dependent Hamiltonian (Fig. 1(b)). In this work, we choose \( H(x_j) \) to be

\[
H(x_j) = e^{-i x_j I_z} \sum_{\mu < \nu} d_{\mu \nu} (I_{y, \mu} I_{y, \nu} - I_{z, \mu} I_{z, \nu}) e^{i x_j I_z}
\]

where \( I_\alpha = \sum_m I_{\alpha m} \). The Hamiltonian \( H(0) \) can approximately be constructed from the dipole interaction among nuclear spins in solids with a certain pulse sequence \[18\, 24\, 33\] described in Supplementary Material with details of the experiment. Shifting the phase of the pulse by \( \pi \) provides us \( H(x) \) for general \( x \). This Hamiltonian with \( x_j = 0 \) created in adamantane has been shown to have a delocalizing feature in Refs. \[18\, 27\, 29\], which makes it appealing as we wish to involve as many spins as possible in the dynamics.

To illustrate character of the kernel function, we show the shape of the kernel for one-dimensional input \( x \) obtained with this sequence setting \( \tau = N \tau_1 \) where \( \tau_1 = 60 \mu s \) and \( N = 1, 2, \cdots, 6 \) as Fig. 1(c). Since \( H(x) \) is defined with the varying phase of the pulse, the value of the kernel \( k(x_i, x_j) \) for two one-dimensional inputs \( x_i \) and \( x_j \) only depends on their difference, \( x_i - x_j \). We therefore show the value of the kernel as a function of \( x_i - x_j \) in Fig. 1(c). The decay of the intensity of the signal with increasing \( N \) is due to decoherence. We show the Fourier transform of the measured NMR kernel (Fig. 1(c)) in Fig. 1(d). The frequency component of an integer \( m \) in this experiment, which is called coherence order, results from the existence of \( m \)-body spin operators in \( A(x) \), and its intensity is called multiple quantum spectrum \[18\, 29\, 32\]. Fig. 1(d) indicates that the dynamics involving 10 spins is present for \( N = 6 \) \[36\].

**A. One-dimensional regression task**

As the first demonstration, we perform the one-dimensional kernel regression task using the kernel shown in Fig. 1(c). To evaluate the nonlinear regression ability of the kernel, we use \( y = \sin(2\pi x/50) \) and \( y = \sin(2\pi x/50)/2\pi x/50 \), which will be referred to as sin and sinc functions, respectively. We randomly drew 40 samples of \( x \) from \([-45, 45]\) (in degrees) to construct the training data set which consists of the input \( \{x_j\}_{j=1}^{40} \) and the teacher \( \{y_j\}_{j=1}^{40} \) calculated at each \( x_j \). The NMR kernel \( k_{\text{NMR}}(x_i, x_j) \) is measured for each pair of data to construct the model by kernel Ridge regression \[24\]. We let the model predict \( y \) for 64 \( x \)’s including the training data. The regularization strength was chosen to minimize the mean squared error of the result at the 64 evaluation data.

The result for the sin function is shown in Fig. 2(a)-(f). That for the sinc function is shown in Supplementary Material. Fig. 3(a) shows the accuracy of learning evaluated by the mean squared error between the output from the trained model and true function. We see that the regression accuracy tends to increase with a larger \( N \). However, because of the deteriorating signal-to-noise ratio, the result also gets noisy with increasing \( N \).
Numerical simulation

To certify the trend without the effect of noise, we conducted numerical simulations of 20-qubit dynamics. We drew the interaction strength, $d_{\mu \nu}$, from uniform distribution on $[-1, 1]$ for all $\mu, \nu$. The evolution according to the Hamiltonian $H(x)$ is approximated by the first-order Trotter formula, that is,

$$e^{-iH(x)\tau} \approx e^{-ixI_z} \prod_{\mu<\nu} e^{-i\tau d_{\mu \nu}(I_y I_y + I_x I_z - I_x I_y)}/M \ e^{ixI_z}. \quad (11)$$

We set $\tau = 0.01, 0.02, \cdots, 0.06$ and $\tau/M = 0.001$ in the simulation. In order to reduce the computational cost, we set $A(x) = U(x) \prod_{\mu} (1/2 + I_z, \mu) U^\dagger(x)$, which allows us to evaluate $\text{Tr}(A(x)A(x_j))$ by computing $\langle 0 | U^\dagger(x_j) U(x) | 0 \rangle^2$, where $| 0 \rangle$ is the ground state of $I_z$. Since we can compute this quantity by simulating dynamics of a $2^{20}$-dimensional state vector, it is significantly easier than computing $A(x) = U(x)I_z U^\dagger(x)$ where we would need to simulate dynamics of $2^{40} \times 2^{20}$ matrices. All simulations are performed with a quantum circuit simulator Qulacs [27]. The result for the sin function is shown as Figs. 2 (g)-(l). For the sinc function, we place the result in Supplementary Material. The mean squared error of the prediction evaluated in the same manner is shown in Fig. 3 (b). We can see the performance gets better With increasing $\tau$, which corresponds to increasing $N$ in the experiment. This certifies the trend observed in the NMR experiment.
FIG. 4. (a) Classification with the NMR kernel. Left and right panels respectively show the results for “circle” and “moon” dataset. The dots in the figures represent training data. The background color indicates the decision function of the trained model. Top, middle, and bottom panels are the results with $N=1,2,3$ NMR kernels, respectively. (b) Results from the numerically simulated quantum kernel. Top, middle, and bottom panels are the results with simulated kernel with $\tau = 0.03, 0.06, 0.09$. All the other notations follow that of (a).

B. Two-dimensional classification task

As the second demonstration, we implement two-dimensional classification tasks. We employ the hard-margin kernel support vector machine [24] and its implementation in scikit-learn [38] for this task. The training data set is generated by the circle and moon dataset of scikit-learn [38]. We used the NMR kernel with $N=1,2,3$. We again conducted numerical simulations with the same setting as the previous section along with the experiment with $\tau = 0.03, 0.06, 0.09$. The value of this numerical kernel is shown in the Supplementary Material.

The results are shown in Fig. 4 We note that, for the moon dataset with $N=1$ experimental NMR kernel, the kernel matrix was singular, and we did not obtain a reliable result. We reason this to the broadness of the kernel at $N=1$. For these classification tasks, we do not observe particular changes with increased evolution time. It is also clear from the hinge loss, which is a measure of the accuracy in classification tasks, for each result given in Supplementary Material.

IV. DISCUSSION

In the one-dimensional regression task, we observed the trend of better performance with longer evolution time. This can be explained by the shape of the kernel generated by the NMR dynamics, which is shown in Fig. 1 (c). As mentioned earlier, this experiment is essentially the Loschmidt echo, and the shape of the signal sharpens as the evolution time increases. The sharpness of the kernel can directly be translated to the representability of the model as it can be in the popular gaussian kernel, because this property allows the machine to distinguish different data more clearly. However, it also causes overfitting problems if the data points are sparse. The most extreme case is when we use delta function as a kernel, where every training point is learned with the per-
ity of the kernel with longer evolution time. On the other hand, for the classification task, we did not observe any significant trend depending on the evolution time. We suspect that there is an optimal evolution time for this kind of task, which should be explored in future works.

We note that the shape of the kernel resembles the gaussian kernel which is widely employed in many machine learning tasks. One might think that we could have obtained similar results using the gaussian kernel. While this is true, it is also true that the NMR dynamics evolved by general Hamiltonian cannot be simulated classically under certain complexity conjecture [25, 26]. More experiments using different Hamiltonians are required to verify the power of this “quantum kernel” approach, but our results can be thought of as one of the baselines of this emerging field.
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V. CONCLUSION
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ACKNOWLEDGMENTS

KM thanks the METI and IPA for their support through the MITOU Target program. KM is also supported by JSPS KAKENHI No. 19J10978. KF is supported by KAKENHI No.16H02211, JST PRESTO JPMJPR1668, JST ERATO JPMJER1601, and JST CREST JPMJCR1673. MN is supported by JST PRESTO JPMJPR1666. This work is supported by MEXT Quantum Leap Flagship Program (MEXT Q-LEAP) Grant Number JPMXS0118067394.

[1] A. W. Harrow, A. Hassidim, and S. Lloyd, Phys. Rev. Lett. 103, 150502 (2009).
[2] J. Biamonte, P. Wittek, N. Pancotti, P. Rebentrost, N. Wiebe, and S. Lloyd, Nature 549, 195 (2017).
[3] M. Schuld and F. Petruccione, Supervised Learning with Quantum Computers (Springer, 2018).
[4] J. Preskill, Quantum 2, 79 (2018).
[5] S. Boixo, S. Isakov, V. Smelyanskiy, R. Babbush, N. Ding, Z. Jiang, M. J. Bremner, J. Martinis, and H. Neven, Nature Physics 14, 595600 (2018).
[6] B. Villalonga, D. Lyakh, S. Boixo, H. Neven, T. S. Humble, R. Biswas, E. G. Rieffel, A. Ho, and S. Mandrà, (2019). arXiv:1905.00444.
[7] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin, R. Barends, R. Biswas, S. Boixo, F. G. S. L. Brandao, D. A. Buell, B. Burkett, Y. Chen, Z. Chen, B. Chiaro, R. Collins, W. Courtney, A. Dunswood, E. Farhi, B. Foxen, A. Fowler, C. Gidney, M. Giustina, R. Graff, K. Guerin, S. Habegger, M. P. Harrigan, M. J. Hartmann, A. Ho, M. Hoffmann, T. Huang, T. S. Humble, S. V. Isakov, E. Jeffrey, Z. Jiang, D. Kafri, K. Kechedzhi, J. Kelly, P. V. Klimov, S. Knysh, A. Korotkov, F. Kostritsa, D. Landhuis, M. Lindmark, E. Lucero, D. Lyakh, S. Mandrà, J. R. McClean, M. McEwen, A. Megrant, X. Mi, K. Michielsen, M. Mohseni, J. Mutus, O. Naaman, M. Neeley, C. Neill, M. Y. Niu, E. Osby, A. Petukhov, J. C. Platt, C. Quintana, E. G. Rieffel, P. Roushan, N. C. Rubin, D. Sank, K. J. Satzinger, V. Smelyanskiy, K. J. Sung, M. D. Tocchini, A. Vainsencher, B. Villalonga, T. White, Z. J. Yao, P. Yeh, A. Zalcman, H. Neven, and J. M. Martinis, Nature 574, 505 (2019).
[8] K. Mitarai, M. Negoro, M. Kitagawa, and K. Fujii, Phys. Rev. A 98, 032309 (2018).
[9] M. Schuld and N. Killoran, Phys. Rev. Lett. 122, 040504 (2019).
[10] M. Benedetti, D. García-Pintos, O. Perdomo, V. Leyton-Ortega, Y. Nam, and A. Perdomo-Ortiz, npj Quantum Information 5, 45 (2019).
[11] P.-L. Dallaire-Demers and N. Killoran, Phys. Rev. A 98, 012324 (2018).
[12] I. Cong, S. Choi, and M. D. Lukin, Nature Physics (2019), 10.1038/s41567-019-0648-8.
[13] J.-G. Liu and L. Wang, Phys. Rev. A 98, 062324 (2018).
[14] W. Huggins, P. Patil, B. Mitchell, K. B. Whaley, and E. M. Stoudenmire, Quantum Science and Technology 4, 024001 (2019).
[15] V. Havlivc̆ek, Ā. D. Córcoles, K. Temme, A. W. Harrow, A. Kandala, J. M. Chow, and J. M. Gambetta, Nature 567, 209 (2019).
[16] K. Fujii and K. Nakajima, Phys. Rev. Applied 8, 024030 (2017).
[17] S. Ghosh, A. Opala, M. Matuszewski, T. Paterek, and T. C. H. Liew, npj Quantum Information 5, 35 (2019).
[18] G. A. Álvarez, D. Suter, and R. Kaiser, Science 349, 846 (2015).
[19] S. Choi, J. Choi, R. Landig, G. Kucsko, H. Zhou, J. Isoya, F. Jelezko, S. Onoda, H. Sumiya, V. Khemani, C. von...
Keyserlingk, N. Y. Yao, E. Demler, and M. D. Lukin, Nature 543, 221 (2017)

[20] J. Rovny, R. L. Blum, and S. E. Barrett, Phys. Rev. Lett. 120, 180603 (2018)

[21] J. Rovny, R. L. Blum, and S. E. Barrett, Phys. Rev. B 97, 184301 (2018)

[22] E. Farhi and H. Neven, (2018) arXiv:1802.06002

[23] K. Bartkiewicz, C. Gneiting, A. Černoch, K. Jiráková, K. Lemr, and F. Nori, (2019), arXiv:1906.04137

[24] C. M. Bishop, Pattern Recognition and Machine Learning (Information Science and Statistics) (Springer, 2011).

[25] T. Morimae, K. Fujii, and J. F. Fitzsimons, Phys. Rev. Lett. 120, 130502 (2018).

[26] K. Fujii, H. Kobayashi, T. Morimae, H. Nishimura, S. Tame, and S. Tani, Phys. Rev. Lett. 120, 200502 (2018).

[27] H. G. Krojanski and D. Suter, Phys. Rev. Lett. 93, 090501 (2004).

[28] H. G. Krojanski and D. Suter, Phys. Rev. A 74, 062319 (2006).

[29] G. A. Álvarez and D. Suter, Phys. Rev. Lett. 104, 230403 (2010).

[30] T. Gorin, T. Prosen, T. H. Seligman, and M. Žnidarič, Physics Reports 435, 33 (2006).

[31] C. M. Sánchez, P. R. Levstein, R. H. Acosta, and A. K. Chattah, Phys. Rev. A 80, 012328 (2009).

[32] M. Gärttner, J. G. Bohnet, A. Safavi-Naini, M. L. Wall, J. J. Bollinger, and A. M. Rey, Nature Physics 13, 781 (2017).

[33] K. X. Wei, C. Ramanathan, and P. Cappellaro, Phys. Rev. Lett. 120, 070501 (2018).

[34] J. Baum, M. Munowitz, A. N. Garroway, and A. Pines, The Journal of Chemical Physics 83, 2015 (1985).

[35] W. S. Warren, D. P. Weitekamp, and A. Pines, The Journal of Chemical Physics 73, 2084 (1980).

[36] J. Baum, M. Munowitz, A. Garroway, and A. Pines, The Journal of Chemical Physics 83, 2015 (1985).

[37] Qulacs https://github.com/qulacs/qulacs.

[38] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duchesnay, Journal of Machine Learning Research 12, 2825 (2011).

[39] K. Takeda, Journal of Magnetic Resonance 192, 218 (2008).
Supplementary Material

I. EXPERIMENTAL DETAILS

A pulse sequence to realize $H(0)$ is given in Fig. S1. In the experiment, we set the length of $\pi/2$ pulse, $\tau_p$, to 1.5 $\mu$s. For the waiting period, we used $\Delta' = 2\Delta + \tau_p$ with $\Delta = 3.5$ $\mu$s, which makes the evolution time for a cycle, $\tau_1$, 60 $\mu$s. By repeating the sequence for $N$ times, we can effectively evolve the spins with $e^{-iH(x_D)\tau}$ for $\tau = N\tau_1$. NMR spectroscopy with polycrystalline adamantane sample was performed at room temperature with OPENCORE NMR [39], operating at a resonant frequency of 400.281 MHz for $^1H$ nucleus observation.

![Pulse sequence to generate $H(0)$](image)

FIG. S1. Pulse sequence to generate $H(0)$. $X$ and $\bar{X}$ respectively stand for $\pi/2$ and $-\pi/2$ rotation around $x$-axis.

II. ONE-DIMENSIONAL REGRESSION TASK

We show the results for the regression task of sinc function performed with the experimental NMR kernel and that of numerical simulations in Fig. S2.

III. KERNEL FROM THE NUMERICAL SIMULATIONS

The kernel computed from numerical simulations for one-dimensional input is shown as Fig. S3. It is shown as a function of $x-x' \in [-\pi/2, \pi/2]$. We can observe the similar features as the experimental one, such as the sharpening of the kernel with increasing evolution time.

IV. CLASSIFICATION TASKS

A. Hinge loss of trained classification model

We define the hinge loss by $\frac{1}{N} \sum_i \max\{1 - \lambda_i y_i, 0\}$, where $N$, $\lambda_i$ and $y_i$ are the number of data, the model output and the teacher for the $i$-th data, respectively. The hinge loss for each result is computed with the training dataset and shown in Tabs. I and II. As mentioned in the main text, for the moon dataset, the $N=1$ NMR kernel produced a singular matrix and the result is unreliable.

| $\tau$ | 0.03 | 0.06 | 0.09 |
|--------|------|------|------|
| circle | 0.85 | 0.17 | 0.22 |
| moon   | 0.40 | 0.19 | 0.27 |

TABLE I. Hinge loss of the trained model with the experimental NMR kernel.

| $\tau$ | 0.03 | 0.06 | 0.09 |
|--------|------|------|------|
| circle | 0.85 | 0.17 | 0.22 |
| moon   | 0.40 | 0.19 | 0.27 |

TABLE II. Hinge loss of the trained model with the simulated kernel.

B. Kernel for two-dimensional data

Let $x = (x_1, x_2)$, $x' = (x'_1, x'_2)$ be two data points with which we wish to evaluate the kernel $k(x, x') = k(\{x_1, x_2\}, \{x'_1, x'_2\})$. Since our encoding of the data is performed by the unitary defined by Eq. 9 of the main text, the kernel satisfies the equality: $k(\{x_1, x_2\}, \{x'_1, x'_2\}) = k(\{x_1-x'_2, x_2-x'_1\}, \{x'_1-x_2, 0\})$. With this in mind, we define $P_1 = x_1-x'_2$, $P_2 = x_2-x'_1$, $P_3 = x'_1-x'_2$. The value of the experimental and simulated kernel is sliced by the value of $P_3$ and shown in Fig. S4-S6 and Figs. S7-S9.
FIG. S2. Demonstration of one-dimensional regression task of $y = \frac{\sin(2\pi x/50)}{2\pi x/50}$ performed with (a)-(f) the NMR kernel and (g)-(l) the numerically simulated kernel. Notations follow those of Fig. 2.

FIG. S3. Kernel from the numerical simulations. Here, $\tau = 0.01N$. 
FIG. S4. Experimental NMR kernel with $N = 1$ for two-dimensional classification task. See text for definitions of $P_1, P_2, P_3$. 
FIG. S5. Experimental NMR kernel with $N = 2$ for two-dimensional classification task. See text for definitions of $P_1$, $P_2$, $P_3$. 
FIG. S6. Experimental NMR kernel with $N = 3$ for two-dimensional classification task. See text for definitions of $P_1, P_2, P_3$. 

\[
\begin{align*}
P_3 &= -90 \\
&= -78.75 \\
&= -67.5 \\
&= -56.25 \\
P_3 &= -45 \\
&= -33.75 \\
&= -22.5 \\
&= -11.25 \\
P_3 &= 0 \\
&= 11.25 \\
&= 22.5 \\
&= 33.75 \\
P_3 &= 45 \\
&= 56.25 \\
&= 67.5 \\
&= 78.75 \\
P_3 &= 90
\end{align*}
\]
FIG. S7. Numerically simulated kernel with $\tau = 0.03$ for two-dimensional classification task. See text for definitions of $P_1, P_2, P_3$. 
FIG. S8. Numerically simulated kernel with $\tau = 0.06$ for two-dimensional classification task. See text for definitions of $P_1, P_2, P_3$. 
FIG. S9. Numerically simulated kernel with $\tau = 0.09$ for two-dimensional classification task. See text for definitions of $P_1, P_2, P_3$. 