Power system solution based on root matching method in FPGA environments
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Abstract—Digital electromagnetic transient simulation is an important means to analyze the operation, planning and control of power systems. Numerical integration algorithm is the core of electromagnetic transient simulation analysis. By analyzing the existing electromagnetic transient simulation methods of power systems, it is difficult to solve the numerical oscillation and decoupling problems, and the root matching method is proposed to solve such problems. From the perspectives of basic component modeling methods and basic simulation algorithms, the disadvantages of mainstream algorithms in solving electromagnetic oscillations are analyzed. Combining the calculation and simulation features in FPGA, the three-phase two-level inverter model of the power system built is verified.

1. Introduction

Real-time simulation of the power system needs to reproduce the output (voltage/current) waveforms with the required accuracy, and these waveforms represent the behavior of the actual power system being modeled. In order to achieve this goal, the digital real-time simulator needs to solve a model equation of a time step at the same time in the actual clock[1]. Therefore, it produces output at discrete time intervals, where the system state is calculated using a fixed time step at a specific discrete time. The system is represented by the component models available in the software tool library by using a graphical interface, and simulation is performed on a hardware platform using parallel computing. Since RTDS Technologies Inc. used DSP to demonstrate the first commercial real-time digital simulator (RTDS) in 1991, more and more real-time simulators such as RT-LAB, dSPACE, starsim, etc. appeared on the market[2]. The real-time simulator needs to solve the mesh model with a time step of about 50μs or less to faithfully reproduce the transient. Computing power can be defined as the product of the number of nodes/buses in the simulated power grid and the number of time steps taken per second. It requires more computing power and the ability to simulate in a small time step. However, obtaining these hardware emulation platforms often requires high costs[3]. And these commercial simulation platforms often use FPGAs to build their own company's products. Compared with traditional application specific integrated circuits, FPGA has the advantages of fast hardware speed and flexible software. In the past ten years, the application field of FPGA has been expanding continuously[4]. With the rapid development of the current power electronic technology and the introduction of a large number of power electronic devices in the power grid, many calculation and control problems in the power system have become increasingly complex[5]. At present, the modeling and analysis methods used in the more mature power system simulation platform for power system simulation can be roughly divided into: nodal analysis method, state-space techniques and state space nodal method. SSN)[7]. These three
analysis methods use different numerical calculation methods to solve the circuit. Each algorithm has
its own advantages and disadvantages. Different algorithms show significant differences in response to
model switching events. It is very necessary to choose a suitable algorithm. And the modeling is subject
to three constraints of space scale, time scale, and component complexity. The core part of power system
simulation is the calculation part with matrix calculation as the core. This paper considers the different
modeling analysis methods and matrix multiplication architectures used in power system solving, and
is used in FPGA hardware implementation. The structure of the paper is as follows. Section 2 briefly
summarizes the basic simulation algorithm and component modeling analysis method; section 3
introduces the difference between the root matching method and the above method and its advantages
in component decoupling; section 4 introduces the application of this method in matrix operation of the
electrical systems; section 5 introduces the design and implementation on FPGA.

2. Power system basic simulation algorithm and component modeling methods
For different types of applications, electromagnetic transient simulation can be divided into offline
simulation tools and real-time simulators[8]. Offline simulation tools include various common software
packages, such as EMTP-RV, ATP, EMTDC, MicroTran, etc. In the analysis and calculation of the
transient stability of the power system, the computer simulation of the dynamic process of the power
grid including the components is very valuable, and the basic method is the numerical integration
method[9]. At this stage, the solution of the electrical system is essentially to use different methods for
the solution of the system in the time domain. The main analysis methods are divided into three types:
1. Nodal analysis method, 2. State variable method, 3. State space node method. Since it is possible to
observe the amount of electricity that cannot be measured in a live power system due to technical
requirements, the simulation results are helpful to analyze the impact of the transient (abnormal) state
of the power system operation and also provide valuable data[10]. If you want to use a computer to realize
system simulation, it is necessary to convert a continuous model to a discrete model. There are many
different ways of expressing differentiation and integration, and transformations are not unique.
Therefore, the choice of numerical method directly determines the nature of the discrete model. The
numerical value of the discrete model is uncertain, which is specifically manifested as undamped
oscillation, even if the corresponding continuous model is stable. Arithmetic summaries that affect the
accuracy of numerical calculations may also lead to instability of the discrete model. In the power grid,
the basic differential equation of the branch with linear components (R, L, C) is in the form:

$$\frac{dy(t)}{dt} + \lambda y(t) = bw(t)$$  

(1)

Among them, w(t) is voltage, y(t) is current; λ, b are network parameters respectively.

2.1. Nodal analysis
The use of nodal analysis methods such as RTDS, offline simulation software PSCAD/EMTDC and so
on. This type of software is called EMTP[11]. The root of this type of software is that the transient process
of the circuit is solved by trapezoidal integration.

$$y(k) = y(k - 1) + \frac{Th(w(k) + w(k - 1))}{2}$$  

(2)

The core idea of the implicit ladder method is to replace all component models in the network with
constant equivalent resistances and equivalent current sources that reflect historical records. Then
establish the nodal equation according to this equivalent circuit, form the admittance matrix, and perform
the inversion operation to find the equation solution. The implicit trapezoidal integration method has the
advantages of small error, good numerical stability, local truncation error of o(h(3)), and large step size
simulation. However, when there is a circuit breaker operating in the electrical system, numerical
oscillations may occur.
2.2. State variable analysis

State variable (or state space) analysis uses a set of first-order differential equations to characterize the power system, which is then solved by numerical integration. The solution of the state equation is based on the number of state variables and the number of independent energy storage elements. The identification of state variables can be obtained by establishing a path correlation matrix[11,12]. The ladder column of the branch using Gaussian elimination calculation indicates the state variables, and then the state variables are specified in a special order (such as current source, voltage source, inductance, capacitance, resistance). But there are also certain problems. The system must re-operate every time the system topology changes. Therefore, this method is not suitable when the circuit contains similar switching components frequently breaking. One possible way to reduce the amount of calculation is to divide the power system into two parts: the steady part and the frequent topology change part. Then use the voltage source and the current source to link the two parts of the interface. At present, the simulation software using state variable analysis method includes Simulink, PLECS, etc. There are two main methods for the formation of the main state equations: transformation method and graphic method.

Based on what type of branch is connected to the node, it can be roughly divided into three types: (1) node α is connected to at least one capacitive branch; (2) node β is connected to at least one resistive branch, without capacitance; (3) γ The node is only connected to the inductor. You can use \( A_{RN}, A_{LN}, A_{CN} \) to represent the branch nodes of R, L, and C respectively. The basic branch equation can be derived:

**Resistance branch**
\[
I_r = R_r^{-1}(A_{R\alpha}V_a + A_{R\beta}V_b)
\]

(3)

**Inductive branch**
\[
E_L p(l_i * I_i) - R_i * I_i + A_{l\alpha}V_a + A_{l\beta}V_b + A_{l\gamma}V_c = 0
\]

(4)

**Capacitor branch**
\[
A_{n\alpha}I_c + A_{n\beta}I_r + A_{n\gamma}I_l + A_{ns}I_s = 0
\]

(5)

For calculations within one step, if the integral calculation converges, subsequent calculations need to calculate the dependent variable after calculating the state variable, and then calculate the derivative of the state variable from the state equation.

2.3. State space method

For power systems with short transmission lines, complex networks, and numerous power equipment, it is difficult to ensure that modeling and analysis are completed under the premise of a certain step size and accuracy by using traditional power system model decoupling methods, and the circuits are processed in parallel to achieve real-time The purpose of transformation. The basic principle of the state space method is to divide the circuit model into several sub-networks of arbitrary size, and use the state space method to model and calculate each sub-network, and solve the equivalent circuit corresponding to the network. By dividing the state space group, reducing the number of equivalent electrical nodes in the system, reducing the size of the sub-network, and reducing the number of switches connected to the Zhouwei network in each small grid network, high-level algorithms can be used inside the sub-network. The node method is used between each sub-network to establish an instant solution of the node network equation, and within the same simulation step, the equivalent circuit calculated by each network is combined to obtain the global result of the entire circuit. At the same time, avoid the
space complexity caused by decoupling and the corresponding artificial delay, and improve the simulation accuracy.

According to the known circuit, the differential equation of the circuit can be obtained. The exact solution obtained after the state equation is transformed into discretization is:

\[ x_{k+1} = e^{A\Delta t}x_k + \int_t^{t+\Delta t} e^{A(t-\tau)} Bu(\tau)d\tau \]  

(6)

2.4. Component modeling method

In a power grid with lumped parameters, the basic differential equation describing the dynamic relationship between the physical quantities observed in the branch with linear elements (R, L, C) takes the following form. Resistor is the simplest circuit element. It is shaped like a resistor connected between nodes k and m. It is described by the following equation based on Ohm’s law:

\[ i_{km}(t) = \frac{1}{R} [v_k(t) - v_m(t)] \]  

(7)

Inductance:

\[ v_L = v_k - v_m = \frac{di_{km}}{dt} \]  

(8)

Obtained by using the trapezoidal method:

\[ i_{km}(t) = \frac{1}{R_{eff}} [v_k(t) - v_m(t)] \]  

Similarly, the capacitor can also use the trapezoidal integral to obtain the equivalent current history item:

\[ I_{\text{history}}(t - \Delta t) = -i_{km}(t - \Delta t) - \frac{2C}{\Delta t} [v_k(t - \Delta t) - v_m(t - \Delta t)] \]  

(10)

Any form of implicit integral formula can be brought into the differential equation to form different differential equations and at the same time form the corresponding Norton equivalent circuit. Numerical integration substitution technology can be used to solve electromagnetic transient problems as a universal method. Its main characteristics are simplicity, comprehensiveness of application and high efficiency of calculation. Simple circuit components such as resistors, inductors, capacitors, and various transmission lines can be simplified to simply solve the Norton equivalent circuit with nodal equations. By choosing an appropriate integration step size, numerical integration substitution can be applied to all transient phenomena and any modeling system. However, in some cases, the truncation error of the trapezoidal method based on the truncated Taylor series will cause numerical oscillations. When simulating a power system that includes switches, the network will contain a large number of step responses, causing numerical oscillations.

3. The advantages of root matching method component decoupling

In recent years, as the development of electromagnetic transient programs has gradually deepened, it is inevitable that several major companies have invested a lot of time and energy to maintain their simplicity and efficiency. One of the major characteristics of the power system is that the power devices frequently complete the switching action under the action of the control system, which is also one of the difficulties that needs to be overcome in the development of electromagnetic transient simulation programs. The fundamental cause of numerical oscillations is that when some form of change occurs in the network, the non-state variables have abrupt changes. Methods to eliminate numerical oscillations:

1. Correctly obtain the non-state variables after the mutation; 2. Choose an integral format to avoid non-state variables. The former method is difficult to achieve for large-scale power system calculations. We can only find a way to avoid non-state variables and use integration methods with higher accuracy
instead. The integral method of truncated Taylor series has numerical oscillation problems during simulation, and the alternative method of numerical integration is to use numerical integration.

The purpose of root matching method in eliminating numerical oscillations is to accurately transfer the zeros and poles of the s-plane to the z-plane. Ensure that the continuous time of the simulation is lacking. For the RL series branch, the numerical integration substitution method and the trapezoidal rule can be used to obtain the following branch difference equation:

\[
i_k = \frac{1 - \Delta t R/(2L)}{1 + \Delta t R/(2L)} i_{k-1} + \frac{\Delta t}{2L} (v_k + v_{k-1})
\]

(11)

From the above formula, we can find that the first coefficient term is a first-order approximation of \(e^x\), where \(x = \Delta t R/L\). The second coefficient term is the first-order approximation of \((1-e^x)/2\), and we can see that the elimination of truncation error can be in the form of exponential expression. Then (9) can be expressed as:

\[
i_k = e^{-\Delta t R/L} i_{k-1} + \left(1 - e^{-\Delta t R/L}\right) v_k/R
\]

(12)

Although the difference equation can be obtained through numerical integration, and then the corresponding exponential form can be obtained from the difference equation, it is difficult to identify the original data form from the truncated formula. The root matching method completes the conversion of the continuous time system to the discrete time system mapping, and equivalently converts the s domain to the z domain. The root matching method changes the mapping process, thereby changing the resulting error.

Digital simulation needs to be carried out in the z-domain, or expressed in the form of a transfer function, or based on an equivalent difference equation. When the transfer function is used for research, the bilateral recursive forms are:

\[
\begin{align*}
(a_0 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_m z^{-m})U(z) & = (1 + b_1 z^{-1} + b_2 z^{-2} + \cdots + b_m z^{-m})Y(z) \\

\end{align*}
\]

(13)

The corresponding difference equation is:

\[
\begin{align*}
y(k\Delta t) & = (a_0 u + a_1 u_{-1} + a_2 u_{-2} + \cdots + a_m u_{-m}) \\
& - (b_1 y_{-1} + b_2 y_{-2} + \cdots + b_m y_{-m})
\end{align*}
\]

(14)

The poles remain stable in the s-domain on the left half plane, and the corresponding z-domain poles fall inside the unit circle. The purpose of digital simulation for frequency domain conversion is for the correct conversion of zeros and poles. In order to ensure the continuity of the simulation, the final value of the poles and zeros must match the actual system. Therefore, as long as the system is stable, regardless of the step size change, the difference equation will be stable, so \(z^{-1} = e^{-\Delta t}\) transformation equation.

4. Acknowledgments

In power system simulation, electromagnetic transient simulation is one of the main system simulation applications, and it is also a key component of power system safety analysis and operation. The core algorithm of this application is the solution of large-scale linear equations \(Ax = b\). In the third section, through the root matching method, we get a matrix expression that avoids oscillations. Field Programmable Gate Array has the advantages of large on-chip buffer, customizable transmission bandwidth, flexible scheduling, etc.\cite{13}, which can maximize the use of computing power of the computing system. The design of FPGA mainly involves several processes of design input, functional simulation, synthesis optimization, placement and routing, and online debugging. When it comes to matrix operations, the first problem to be solved is to perform matrix inversion operations on FPGA. Convert \(Ax = b\) into the form of \(x = A^{-1}b\), and then solve the value of \(x\) through a multiplier\cite{14}.

Matrix decomposition is to decompose a complex or unidentified matrix into several matrix products with simple forms or obvious features. The decomposed matrix can still effectively reflect some of the
numerical features before the tapping matrix, such as the rank and singularity of the determinant. Value, characteristic value, etc. Most of the process of matrix inversion is implemented according to different matrix decomposition methods. A single matrix triangulation decomposition mainly includes QR decomposition, LU decomposition and Cholesky decomposition. Design three IP cores respectively corresponding to the inverse of the matrix L, the lower triangle multiplying the diagonal matrix IP core and the upper triangle multiplying the lower triangle IP core.

In order to avoid the square root operation, we update the inversion algorithm of the matrix to:

\[
A^{-1} = (LDL^H)^{-1} = (L^H)^{-1}D^{-1}L^{-1} = B^H DB
\]  

(15)

This conversion brings certain advantages. The main performance is that the operation is easy to implement by FPGA, and it can take advantage of the parallel operation of FPGA to only perform multiplication and addition and reciprocal operations, and the results generated in the continuous storage and reading required during the operation can be obtained by Realization of RAM resources in FPGA.

5. Example verification and conclusion

Our design uses a three-phase inverter system simulation to verify. The circuit is divided into three parts: a 3-phase inverter part, the power electronic switch converts the input direct current under the action of the PWM control signal; a filter part; a 3-phase load output part

![Fig.2 Three-phase inverter](image)

For the FPGA board, we choose the ARTIX-7 XC7A35T FGG484ABX2017 (black gold series) board. After comparing the same model simulation we built in Matlab, we can see that except for the inevitable glitch, the rest are basically similar and meet the simulation requirements.

![Fig.3 FPGA on-chip simulation](image)  ![Fig.4 matlab simulation](image)

This section introduces the simulation test verification using the root matching method in the FPGA environment, and initially verifies the feasibility, correctness and effectiveness of the root matching method through the steady-state simulation test of the three-phase inverter circuit.

Acknowledgments

This work was financially supported by:

Scientific research project of Shanghai Municipal Science and Technology Commission, "Research on real-time simulation and grid connection test platform for high-power wind turbines and certification test technology" (17DZ1201200);

Scientific research project of Shanghai Zhenhua Heavy Industry (Group) Co., Ltd., "Container Lock
Pin Visual Recognition and Positioning System" (Z-19B306); A project funded by the Shanghai Graduate Education Association, "Research on the professional degree graduate training model based on the whole school-enterprise cooperation" (ShsgeY201711).

References

[1] A. M. Gole, S. Filizadeh, R. W. Menzies and P. L. Wilson, "Optimization-enabled electromagnetic transient simulation," in IEEE Transactions on Power Delivery, vol. 20, no. 1, pp. 512-518, Jan. 2005, doi: 10.1109/TPWRD.2004.835385.

[2] Wang Chengshan, Li Peng, Wang Liwei. Research progress of electromagnetic transient simulation algorithms for power systems[J]. Automation of Electric Power Systems, 2009, 33(07): 97-103.

[3] Lin Jikeng, Yan Yipeng, Liu Tao, Zheng Weihong. Summary of external system equivalence methods for electromagnetic transient simulation of power system[J]. Automation of Electric Power Systems, 2012, 36(11): 108-115. 281-304.

[4] Dong Yifeng, Wang Yanliang, Han Ji, Li Yaowang, Miao Shihong, Hou Junxian. Summary of high-efficiency electromagnetic transient simulation technology for power system[J]. Proceedings of the Chinese Society of Electrical Engineering, 2018, 38(08): 2213-2231 + 2532.

[5] J. Xie, D. Henneberg, M. Suberski, U. Rädel and J. Petzoldt, "Analysis and Implementation of a Novel four-step Commutation Method for Direct Matrix Converters based on FPGA and DSP," 2021 23rd European Conference on Power Electronics and Applications (EPE'21 ECCE Asia), 2021, pp. 1-9.

[6] Song Yankan, Chen Ying, Huang Shaowei, Zhang Jietan, Yang Libin. Parallel simulation algorithm and implementation of electromagnetic transients in large-scale power systems[J]. Power Construction, 2015, 36(12): 9-15.

[7] Liu Dong, Tang Shaopu, Hu Xiangnan, Zhang Shuqing, Shu Dewu, Hu Lu, Lu Junguang. Comparison and analysis of basic simulation algorithms for power systems[J]. Global Energy Internet, 2018, 1(02): 137-143.

[8] J. Gao, P. Zhan, S. Wang, N. Wang, J. Wang and Y. Liu, "Hardware-in-the-loop Real-time Simulation of High-power Inverter Based on Electro-thermal Coupling Effect," 2020 IEEE 9th International Power Electronics and Motion Control Conference (IPEMC2020-ECCE Asia), 2020, pp. 3531-3535, doi: 10.1109/IPEMC-ECCEAsia48364.2020.9368239.

[9] Gao Shilin, Song Yankan, Chen Ying, Huang Shaowei, Yu Zhitong, Tan Zhendong. Summary of the principle and application of frequency shift electromagnetic transient simulation in power system[J]. Automation of Electric Power System, 2021, 45(14): 173-183.

[10] P. Le-Huy, S. Guerette, L. A. Dessaint and H. Le-Huy, "Real-Time Simulation of Power Electronics in Power Systems using an FPGA," 2006 Canadian Conference on Electrical and Computer Engineering, 2006, pp. 873-877, doi: 10.1109/CCECE.2006.277356.

[11] K. Meddah, T. Ould-Bachir, M. Becherif and A. Benmouna, "An FPGA-based Real-Time Simulation of a Hybrid Fuel Cell/Battery Source," 2021 IEEE Canadian Conference on Electrical and Computer Engineering (CCECE), 2021, pp. 1-5, doi: 10.1109/CCECE53047.2021.9569167.

[12] X. Dai, C. Ke, Q. Quan and K.-Y. Cai, "Simulation Credibility Assessment Methodology With FPGA-based Hardware-in-the-Loop Platform," in IEEE Transactions on Industrial Electronics, vol. 68, no. 4, pp. 3282-3291, April 2021, doi: 10.1109/TIE.2020.2982122.

[13] F. Xu, Z. Guo, H. Chen, D. Ji and T. Qu, "A Custom Parallel Hardware Architecture of Nonlinear Model Predictive Control on FPGA," in IEEE Transactions on Industrial Electronics, doi: 10.1109/TIE.2021.3118427.

[14] Y. Wang and P. Li, "Algorithm and Hardware Co-Design for FPGA Acceleration of Hamiltonian Monte Carlo Based No-U-Turn Sampler," 2021 IEEE 32nd International Conference on Application-specific Systems, Architectures and Processors (ASAP), 2021, pp. 9-16, doi: 10.1109/ASAP52443.2021.00009.