Abstract—In next-generation wireless networks, reconfigurable intelligent surface (RIS)-assisted multiple-input multiple-output (MIMO) systems are foreseeable to support a large number of antennas at the transceiver as well as a large number of reflecting elements at the RIS. To fully unleash the potential of RIS, the phase shifts of RIS elements should be carefully designed, resulting in a high-dimensional non-convex optimization problem that is hard to solve with affordable computational complexity. In this paper, we address this scalability issue by partitioning RIS into sub-surfaces, so as to optimize the phase shifts in sub-surface levels to reduce complexity. Specifically, each sub-surface employs a linear phase variation structure to anomalously reflect the incident signal to a desired direction, and the sizes of sub-surfaces can be adaptively adjusted according to channel conditions. We formulate the achievable rate maximization problem by jointly optimizing the transmit covariance matrix and the RIS phase shifts. Under the RIS partitioning framework, the RIS phase shifts optimization reduces to the manipulation of the sub-surface sizes, the phase gradients of sub-surfaces, as well as the common phase shifts of sub-surfaces. Then, we characterize the asymptotic behavior of the system with an infinitely large number of transceiver antennas and RIS elements. The asymptotic analysis provides useful insights on the understanding of the fundamental performance-complexity tradeoff in RIS partitioning design. We show that in the asymptotic domain, the achievable rate maximization problem has a rather simple form with an explicit physical meaning of optimization variables. We develop an efficient algorithm to find an approximately optimal solution to the asymptotic problem via a one-dimensional (1D) grid search. Moreover, we discuss the insights and impacts of the asymptotic result on finite-size system design. By applying the asymptotic result to a finite-size system with necessary modifications, we show by numerical results that the proposed design achieves a favorable tradeoff between system performance and computational complexity.
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1. INTRODUCTION

Emerging data-intensive applications, such as virtual reality, holographic projection, and autonomous driving, give rise to urgent needs for high-speed and seamless data services in future wireless systems [2]. A main bottleneck for the improvement of the quality of service (QoS) lies in the randomness and uncontrollability of wireless communication environments, in which the reliability of a link may severely deteriorate due to deep fading and shadowing effects. Thanks to the recent advances on programmable metamaterials [3], [4], reconfigurable intelligent surface (RIS) has emerged as a promising new technology to improve the link reliability of wireless networks as it can artificially configure the wireless channel in a favorable manner. Typically, a RIS is a planar surface consisting of a large number of low-cost and passive reflecting elements. By inducing an appropriately designed phase shift at each passive element, a RIS can manipulate the incident signals to be constructively or destructively superimposed at receiver (Rx) (referred to as passive beamforming), thereby reshaping the wireless channel to boost the performance of communication systems [5], [6], [7].

Extensive research efforts [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18] have been devoted to the optimization of passive beamforming based on various design criteria for RIS-aided communication systems. Aiming to maximize the achievable rate, the joint optimization of transmit beamforming and RIS phase shifts (referred to as joint active and passive beamforming) are considered for multiple-input single-output (MISO) systems in [8], [9], and [10] and for multiple-input multiple-output (MIMO) systems in [11] and [12]. Reference [13] developed a RIS power consumption model to study the energy efficiency maximization problem, which shows that a passive RIS is more energy efficient than an amplify-and-forward (AF) relay. Thanks to its ability to suppress interference, RIS is also widely exploited in cognitive radio networks [14], device-to-device (D2D) communications [15], and non-orthogonal multiple access
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(NOMA) [16]. Moreover, the authors in [17] demonstrated the effectiveness of passive beamforming on improving the over-the-air federated learning (FL) performance.

The passive beamforming design mentioned above, however, faces a serious scalability issue in real implementation. On one hand, the transmitter-RIS-receiver (Tx-RIS-Rx) link suffers from the double fading effect, i.e., the equivalent path loss of the Tx-RIS-Rx link is the product (instead of the sum) of the path losses of the Tx-RIS and RIS-Rx links [19]. The double fading effect results in severe path loss of the Tx-RIS-Rx link. Thus, to achieve a substantial passive beamforming gain, a large RIS with hundreds and thousands of reflecting elements is needed. On the other hand, due to the non-convex unit-modulus constraint imposed on RIS phase shifts, the computational complexity involved in passive beamforming optimization is at least cubic in the number of RIS elements [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18]. This implies a prohibitively high computational complexity even for a RIS with a typical size, which may seriously impede the widespread application of the RIS technology in next-generation wireless communications.

To address the scalability issue, [20], [21], [22], [23], [24], [25] proposed to partition a RIS into sub-surfaces, where each sub-surface consists of a number of adjacent reflecting elements. Specifically, the authors in [20], [21], and [22] assumed a common phase shift of elements in each sub-surface, thereby reducing the number of passive beamforming variables to that of the sub-surfaces. More recently, the authors in [23], and [24] considered a linear phase variation structure in sub-surfaces, where a phase gradient and a common phase shift of each sub-surface can be adjusted for passive beamforming. By employing the linear phase variation structure, a sub-surface can work as an anomalous reflector to change the direction and wavefront of the reflected beam. Clearly, RIS partitioning exhibits a tradeoff between passive beamforming gain and computational complexity, which can be flexibly controlled by adjusting the number of partitioned sub-surfaces. However, the existing approaches in [20], [21], [22], [23], [24], and [25] are all based on heuristic optimization methods that provide limited insights into the utmost potential of the RIS partitioning technique. As such, it is of pressing importance to develop an analytical framework to characterize the fundamental performance-complexity tradeoff of RIS partitioning, which motivates the work presented in this paper.

Meanwhile, the use of large antenna arrays at both the Tx and Rx ends, referred to as large-scale MIMO, has recently attracted substantial research attention due to its great potential to improve spectral efficiency and spatial resolution [26], [27], [28], [29]. To name a few, [26] proposed a compressed-sensing-based algorithm to solve the hybrid beamforming problem in the point-to-point large-scale MIMO system. The proposed algorithm leverages the sparse nature of mmWave channels and achieves a performance close to the fully digital beamforming baseline. Reference [28] characterized the ergodic sum rate for large-scale MIMO multiple access channels. The derivations are based on large dimensional random matrix theory, assuming that the numbers of transceiver antennas approach infinity with a fixed ratio. Reference [29] provided a unified modeling for large-scale MIMO channels by taking the near-field radiation and the physical size of array elements into account. It is worth noting that the interplay between RIS and large-scale MIMO can undoubtedly further improve the performance of future wireless networks. This interplay, however, brings additional challenges to system design since the active and passive beamforming should be jointly optimized in a scalable manner.

In this paper, we study joint active and passive beamforming to maximize the achievable rate of the RIS-aided large-scale MIMO system. We take the RIS partitioning approach and provide a scalable solution to the problem of joint active and passive beamforming design. In our RIS partitioning design, each sub-surface adopts a linear phase variation structure to achieve anomalous reflection, and the size of each sub-surface can be adaptively adjusted based on channel conditions. The RIS optimization then reduces to the manipulation of the sub-surface sizes, the phase gradients of sub-surfaces, as well as the common phase shifts of sub-surfaces. Different from the existing works [20], [21], [22], [23], [24], [25], we focus on the asymptotic regime where the number of RIS reflecting elements and the number of transceiver antennas go to infinity. In this regime, the RIS and the transceiver arrays have infinitely high resolution to distinguish the Tx-RIS and RIS-Rx channel paths with different arrival and departure angles. We show that the Tx-RIS-Rx channel paths are asymptotically orthogonal to each other, implying that arbitrary common phase shifts of the sub-surfaces are optimal in the asymptotic regime. Based on that, we establish the asymptotic form of the rate maximization problem involving the sub-surface sizes, the phase gradients of sub-surfaces, and the power allocation among different channel paths at the Tx side.

We establish the analytical solution to the above asymptotic rate maximization problem. Specifically, by adopting the linear phase variation structure, each sub-surface needs to reflect the incident signals from a Tx-RIS arrival path to a RIS-Rx departure path, or in other words, the optimization of the sub-surface phase gradients reduces to a Tx-RIS-Rx path pairing problem. We show that the optimal path pairing strategy can be expressed in closed form. Furthermore, by analysing the Karush-Kuhn-Tucker (KKT) conditions of the problem, we show that the global optimum of the RIS partition sizes and the Tx power allocation is characterized by the solution to a set of non-linear scalar equations. To solve the equations, we propose a one-dimensional (1D) grid search algorithm which outputs an approximately optimal solution. As a low-complexity alternative, we outline the Levenberg-Marquardt (LM) method [30] which reaches a stationary point. Interestingly, the optimal RIS partitioning strategy allows for a water-filling-like interpretation. That is, the RIS is dedicated to serving the strongest Tx-RIS and RIS-Rx path pair in the low signal-to-noise (SNR) regime, and is evenly partitioned to serve every paired Tx-RIS-Rx path in the high SNR regime.

We further discuss the insights and impacts of the above asymptotically optimal solution on finite-size system design. We first discuss how to adapt the asymptotic solution to a finite-size system with practical antenna and RIS settings. Then, we show that the proposed RIS partitioning approach only has a marginal performance loss compared to the conventional element-wise optimization method [12], whereas the former reduces the computational time by orders of magnitudes especially when the number of RIS elements and the number of transceiver antennas go to infinity.
elements is large. Therefore, our proposed RIS partitioning approach strikes an appealing balance between performance and complexity, and provides a scalable solution to the design of large-scale RIS-aided systems.

The rest of this paper is organized as follows. Section II describes the system model of the RIS-aided large-scale MIMO communication with RIS partitioning, and then formulates the achievable rate maximization problem. Section III derives the asymptotic formulation of the problem. Section IV elaborates the algorithm design to solve the asymptotic problem, and then discusses the method to construct a feasible solution for finite-size systems. Section V provides the simulation results. Finally, we conclude this paper in Section VI.

Notations: Lower-case letters are used to denote scalars. Vectors and matrices are denoted by lower-case and upper-case boldface letters, respectively. \( A^T \), \( A^H \), \( A^{-1} \), and \( a_{i,j} \) denote the transpose, conjugate transpose, inverse, and \((i,j)\)-th entry of matrix \( A \), respectively. We use \( j \equiv \sqrt{-1} \), \( \mathbb{R} \), \( \text{diag}(\cdot) \), and \( \text{tr}(\cdot) \) to represent the imaginary unit, the real numbers, the diagonal operator, the expectation operator, and the trace of square matrix, respectively. In addition, \( [\cdot] \) returns the largest integer that is smaller than or equal to its argument, and \( \text{mod}(a,b) \) returns the remainder of the division \( a/b \). We use \( \mathbb{Z}_+ \) to denote the set of positive integers. The cardinality of set \( S \) is represented by \( |S| \). Finally, the distribution of a circularly symmetric complex Gaussian (CSCG) random vector with mean \( \mu \) and covariance matrix \( \Sigma \) is denoted by \( \mathcal{CN}(\mu, \Sigma) \); and \( \sim \) stands for “distributed as”.

II. RIS-AIDED LARGE-SCALE MIMO SYSTEM

A. System Model

Consider a RIS-aided large-scale MIMO system with \( M_t \) transmit antennas and \( M_r \) receive antennas (\( M_t, M_r \gg 1 \)), as illustrated in Fig. 1. We assume uniform linear arrays (ULAs) at the Tx and the Rx. A RIS is placed in the three-dimensional (3D) Cartesian coordinate system, where the RIS reflecting elements are arranged in a uniform rectangular array (URA) in the \( x-y \) plane with \( N_x \) elements in the \( x \)-vertical axis and \( N_y \) elements in the \( y \)-(horizontal) axis. Following [8], [9], [10], [11], [12], [13], the magnitudes of the reflection coefficients are assumed to be a constant. Without loss of generality, the reflection coefficient matrix of the RIS is given by \( \Theta = \text{diag}\{e^{j\theta_1}, \ldots, e^{j\theta_{NS}}\} \in \mathbb{C}^{N_x \times N_y} \), where \( N = N_x \times N_y \) is the number of reflecting elements, and \( \theta_n \) is the phase shift of the \( n \)-th reflecting element, \( n \in \mathbb{N} \triangleq \{1, \ldots, N\} \). We propose to horizontally partition the RIS into \( S \) sub-surfaces, each containing \( N_s = N_x \times N_y,s \) elements, where \( N_y,s = t_s N_y \) denotes the number of columns of the RIS array allocated to sub-surface \( s \) with partition ratio \( t_s \in [0, 1] \), \( s \in \mathbb{S} \triangleq \{1, \ldots, S\} \). Then, appropriate RIS partitioning can be found by optimizing \( t = [t_1, \ldots, t_S]^T \) under the constraints \( \sum_{s \in S} t_s = 1 \) and \( N_y,s \in \mathbb{Z}_+, \forall s \in S \).

We assume that the Tx, the Rx, and the RIS are all deployed in the far-field region of each other. The wireless channels are characterized by the ray-tracing based geometric channel model [31]. For ease of notation, we define the following normalized steering vector as a function of angle \( \phi \) and integer \( M \) as

\[
\mathbf{e}(\phi, M) = \frac{1}{\sqrt{M}} \left[ 1, e^{-j\phi}, \ldots, e^{-j(M-1)\phi} \right]^H \in \mathbb{C}^M. \tag{1}
\]

The array response of a ULA with \( M \) elements is expressed as

\[
\mathbf{a}_M(\theta) = \mathbf{e} \left( \frac{2d}{\lambda} \sin \theta, M \right), \tag{2}
\]

where \( \theta \) denotes the angle relative to the antenna boresight, \( \lambda \) denotes the carrier wavelength, and \( d \) stands for the element spacing between two adjacent antennas/elements. The RIS array response is expressed as

\[
\mathbf{b}_N(\phi, \psi) = \mathbf{e} \left( \frac{2d}{\lambda} \sin \phi \cos \psi, N_s \right) \otimes \mathbf{e} \left( \frac{2d}{\lambda} \sin \phi \sin \psi, N_y \right), \tag{3}
\]

where \( (\phi, \psi) \) is the angle of the transmitting/receiving signals defined by the spherical coordinates (as shown in Fig. 1). Based on the above notations, the baseband equivalent channel from the Tx to the RIS and from the RIS to the Rx, denoted by \( \mathbf{H}_1 \in \mathbb{C}^{N_x \times M_t} \) and \( \mathbf{H}_2 \in \mathbb{C}^{M_r \times N_y} \) respectively, are expressed as

\[
\mathbf{H}_1 = \sqrt{\frac{N M_t}{L_1}} \sum_{\ell=1}^{L_1} \alpha_\ell \mathbf{b}_N(\varphi_{\ell}^{\text{AoA}}, \varphi_{\ell}^{\text{AoD}}) \mathbf{a}_M^H(\varphi_{\ell}^{\text{AoA}}), \tag{4}
\]

\[
\mathbf{H}_2 = \sqrt{\frac{M_r N}{L_2}} \sum_{\ell=1}^{L_2} \beta_\ell \mathbf{a}_M(\varphi_{\ell}^{\text{AoA}}) \mathbf{b}_N^H(\varphi_{\ell}^{\text{AoD}}, \varphi_{\ell}^{\text{AoD}}), \tag{5}
\]

where \( L_1 \) (or \( L_2 \)) denotes the number of resolvable paths between the Tx and the RIS (or between the RIS and the Rx), \( \alpha_\ell \) (or \( \beta_\ell \)) denotes the complex gain of the corresponding \( \ell \)-th path, \( (\varphi_{\ell}^{\text{AoA}}, \varphi_{\ell}^{\text{AoD}}) \) (or \( (\varphi_{\ell}^{\text{AoD}}, \varphi_{\ell}^{\text{AoD}}) \)) denotes the \( \ell \)-th angle of arrival (AoA) (or angle of departure (AoD)) associated with the RIS, and \( \varphi_{\ell}^{\text{AoD}} \) (or \( \varphi_{\ell}^{\text{AoA}} \)) represents the \( \ell \)-th AoD (or AoA) associated with the Tx (or Rx) in the Tx-RIS (or RIS-Rx)
channel. Similarly, the channel $\mathbf{H}_3 \in \mathbb{C}^{M_x \times M_t}$ from the Tx to the Rx is expressed as

$$\mathbf{H}_3 = \sqrt{\frac{M_x M_t}{L_3}} \sum_{\ell=1}^{L_3} \gamma_\ell \mathbf{a}_{M_x} (\omega_\ell^{A0A}) \mathbf{a}_{M_t}^H (\omega_\ell^{A0D}),$$

(6)

where $L_3$ denotes the number of resolvable paths between the Tx and the Rx, $\gamma_\ell$ denotes the complex gain of the corresponding $\ell$-th path, and $\omega_\ell^{A0A}$ (or $\omega_\ell^{A0D}$) represents the $\ell$-th AoA (or AoD) associated with the Rx (or Tx) in the Tx-Rx channel. For convenience, we assume that the complex gains, $\{\alpha_\ell\}_{\ell=1}^{L_1}$, $\{\beta_\ell\}_{\ell=2}^{L_2}$, and $\{\gamma_\ell\}_{\ell=1}^{L_3}$, are all arranged in the descending order of their magnitudes. Moreover, we assume that the angular domain information, including the AoAs, AoDs, and corresponding complex path gains are perfectly known at the Tx. To accurately obtain the angular domain information, the Tx (or Rx) is required to have enough spatial resolution to distinguish different Tx-RIS and Tx-Rx channel paths (or different RIS-Rx and Tx-Rx channel paths) simultaneously. The RIS is required to have enough spatial resolution to distinguish different Tx-RIS and RIS-Rx channel paths. Thus, we assume $L_1 + L_3 \ll M_t$, $L_2 + L_3 \ll M_r$, and $L_1, L_2 \ll N$. This assumption is valid since only a limited number of scatterers exist in the wireless propagation environment. In the literature, various line spectrum estimation techniques [32], [33] are exploited in RIS-aided communications to estimate the angular domain information. Please see the multiple signal classification (MUSIC) method and the estimation of signal parameters via rotational invariance technique (ESPRIT) in [32], as well as the atomic norm estimation method in [33] for more details.

Based on the system model described above, the received signal vector $\mathbf{y} \in \mathbb{C}^{M_r}$ is given by

$$\mathbf{y} = \mathbf{H}_{\text{eff}} \mathbf{x} + \mathbf{n},$$

(7)

where

$$\mathbf{H}_{\text{eff}} \triangleq \sqrt{PL_t^d \mathbf{H}_2 \mathbf{H}_1^H} + \sqrt{PL_r^d \mathbf{H}_3}$$

(8)

is the effective MIMO channel matrix from the Tx to the Rx, with $PL_t^d$ and $PL_r^d$ being the path losses of the cascaded and Tx-Rx channels, respectively, $\mathbf{x} \in \mathbb{C}^{M_t}$ is the transmitted signal vector with zero mean, i.e., $\mathbb{E} [\mathbf{x}] = 0$, and $\mathbf{n} \sim CN (0, \sigma^2 \mathbf{I}_{M_r})$ denotes the independent CSCG noise vector at the Rx, with $\sigma^2$ being the average noise power. Moreover, the transmit signal covariance matrix is defined as $\mathbf{Q} \triangleq \mathbb{E} [\mathbf{x} \mathbf{x}^H] \in \mathbb{C}^{M_t \times M_t}$, where $\mathbf{Q} \succeq 0$. The power budget is denoted by $P$, i.e., $\mathbb{E} [\|\mathbf{x}\|^2] \leq P$, or equivalently, $\text{tr} (\mathbf{Q}) \leq P$.

**B. Phase-Shift Structure Specification**

The RIS partitioning design provides a new paradigm that treats the sub-surfaces instead of individual elements as design entities, thereby reducing the dimension of the optimization space involved in the passive beamforming design. In this paper, we propose to design each sub-surface to reflect the incident signals from an AoA of the Tx-RIS channel to an AoD of the RIS-Rx channel, referred to as *anomalous reflection*. Fig. 2 illustrates the basic idea of the proposed design where the RIS is partitioned into three sub-surfaces with sub-surface 1 serving the AoA $(\phi_3^{A0A}, \vartheta_3^{A0A})$ and the AoD $(\phi_1^{A0D}, \vartheta_1^{A0D})$, sub-surface 2 serving the AoA $(\phi_3^{A0A}, \vartheta_3^{A0A})$ and the AoD $(\phi_2^{A0D}, \vartheta_2^{A0D})$, and sub-surface 3 serving the AoA $(\phi_3^{A0A}, \vartheta_3^{A0A})$ and the AoD $(\phi_3^{A0D}, \vartheta_3^{A0D})$. This assumption is valid since only a limited number of scatterers exist in the wireless propagation environment. In the literature, various line spectrum estimation techniques [32], [33] are exploited in RIS-aided communications to estimate the angular domain information. Please see the multiple signal classification (MUSIC) method and the estimation of signal parameters via rotational invariance technique (ESPRIT) in [32], as well as the atomic norm estimation method in [33] for more details.

Based on the system model described above, the received signal vector $\mathbf{y} \in \mathbb{C}^{M_r}$ is given by
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the common phase shift \( \psi \) \( \text{ adjusts the reflected wavefront, and the phase gradient } g_s \text{ determines the direction of the beam reflected by sub-surface } s. \)

**C. Problem Formulation**

Based on the above RIS partitioning design, the total number of variables for passive beamforming optimization is reduced from \( N \) to \( 4S \), including the RIS partitioning vector \( t = [t_1, \ldots, t_s]^T \in \mathbb{R}^S \), the phase gradients \( G = [g_1, \ldots, g_S] \in \mathbb{R}^{2 \times S} \), and the common phase shifts \( \psi = [\psi_1, \ldots, \psi_S]^T \in \mathbb{R}^S \), where \( S \) is assumed to be given. We aim to maximize the RIS-aided MIMO channel capacity by jointly optimizing the transmit covariance matrix \( Q \) and the RIS reflection matrix \( \Theta \), subject to the joint power constraint at the Tx and the constraints introduced by RIS partitioning. This problem is formulated as

\[
\begin{align*}
(P1): \quad & \max_{Q, \Theta(t, s, v)} \log \det(I_M + \frac{1}{\sigma^2} H_{\text{eff}} Q H_{\text{eff}}^H) \\
\text{s. t.} \quad & C1: \text{tr}(Q) \leq P, \\
& C2: \Theta \geq 0, \\
& C3: \sum_{s \in S} t_s = 1, \\
& C4: t_s N_s \in \mathbb{Z}_+, \quad \forall s \in S, \\
& C5: g_s \in F, \quad \forall s \in S, \\
& C6: \psi_s \in [0, 2\pi), \quad \forall s \in S.
\end{align*}
\]

The difficulty for solving \( (P1) \) is twofold. Firstly, due to \( C4 \), the optimization w.r.t. \( t \) is an integer programming problem that is known to be NP-complete [34]. Secondly, \( C5 \) restricts the phase gradients to discrete values, which makes the problem even harder. As such, the RIS partitioning based system design seems to complicate the beamforming design problem. However, we next show that \( (P1) \) has a rather simple expression in the asymptotic regime, and the asymptotic solution can serve as a guideline for the finite-size system design.

**III. ASYMPTOTIC EXPRESSION OF (P1)**

RIS-assisted MIMO systems in next-generation wireless networks are foreseeable to support a large number of antennas at the Tx and Rx, as well as a very large number of reflecting elements at the RIS. This inspires us to study the formulation of \( (P1) \) in the asymptotic regime where \( M_t, M_r, N_s, N_y \) go to infinity, i.e.,

\[
M_t, M_r, N_s, N_y \to \infty. \tag{12}
\]

To this end, we rewrite the cascaded channel as

\[
\sqrt{PL'M_t M_r} \Omega H_{\text{eff}} H_1 = \sqrt{PL'M_t M_r} \left( \sum_{u=1}^{L_1} \alpha_u b_M(\varphi_{u}^{\text{AoD}}) b_N^{H}(\varphi_{u}^{\text{AoD}}, \varphi_{u}^{\text{AoD}}) \right) \Theta \left( \sum_{v=1}^{L_2} \alpha_v b_M(\varphi_{v}^{\text{AoA}}, \varphi_{v}^{\text{AoA}}) a_M^{H}(\varphi_{v}^{\text{AoD}}) \right) = \sqrt{PL'M_t M_r} \left( \sum_{u=1}^{L_1} \sum_{v=1}^{L_2} \alpha_u \beta_v d_{u,v} \right) a_M^{H}(\varphi_{v}^{\text{AoD}}),
\]

where

\[
d_{u,v} = \frac{1}{N} \sum_{n=1}^{N_s} \sum_{\eta_{s,u} = 1}^{N_y \eta_{s,u} + 1} e^{j\eta_{s,u} - jk((\eta_{s,u}-1)(\eta_{s,u}+1))} \tag{14}
\]

is referred to as the normalized passive beamforming gain associated with the \( u \)-th path from the Tx to the RIS and the \( v \)-th path from the RIS to the Rx, with \( k = \frac{2\pi d}{\lambda} \) and \( n = n_x + (n_y - 1)n_s \). From (13), we observe that the power gain of the \( (u, v) \)-th Tx-RIS-Rx path is determined not only by the path gains of the individual Tx-RIS and RIS-Rx channels, i.e., \( \alpha_u \) and \( \beta_v \), but also by the normalized passive beamforming gain \( d_{u,v} \) that can be adjusted by controlling the phase shifts of the reflecting elements. For notation simplicity, we define \( \eta_{s,u} = g_{s,u} - \psi_{s,u} \) and \( \eta_{s,u} = g_{s,u} - \psi_{s,u} \). Substituting (11) into (14) yields

\[
d_{u,v} = \sum_{s \in S} e^{j\psi_s} \left( \sum_{n=1}^{N_y \eta_{s,u} + 1} e^{j(n(n_y - 1)\eta_{s,u} - \psi_s)} \right)
\times \left( \sum_{s \in S} \frac{e^{j\psi_s} t_x}{\frac{2}{\pi} N_s |t_x|^{\eta_{s,u} - 1}} \sin \left( \frac{\pi}{2} N_s t_x |t_x|^{\eta_{s,u} - 1} \psi_s \right) \sin \left( \frac{\pi}{2} N_s t_x |t_x|^{\eta_{s,u} - 1} \psi_s \right) \right),
\]

where

\[
\psi_s = \psi_s + k = \frac{1}{k} (N_x - 1) \eta_{s,u} \eta_{s,u} + \frac{1}{k} (N_y - 1) \eta_{s,u} \eta_{s,u} \tag{16}
\]

with \( N_{s,t} = \sum_{s=1}^{S} N_{s,n} \), denoting the total number of columns of the first \( s \) sub-surface(s), \( s \in S \), and \( N_{s,t} = 0 \). Eq. (15) represents \( d_{u,v} \) as the summation of the passive beamforming gain brought by each sub-surface. The expression in (15) is still complicated due to the involvement of sinc functions.

We now introduce the asymptotic condition \( N_x, N_y \to \infty \) to simplify \( d_{u,v} \) as

\[
\lim_{N_x, N_y \to \infty} d_{u,v} = \sum_{s \in S} 1 \{ \eta_{s,u} = 0, \eta_{s,u} = 0 \} e^{j\psi_s} t_x, \tag{17}
\]

where the indicator function \( 1 \{ a, b \} \) is defined as

\[
1 \{ a, b \} = \begin{cases} 
1, & a = b = 0, \\
0, & \text{otherwise}. \tag{18}
\end{cases}
\]
The condition $\eta_{x,s,u,v} = \eta_{x,s,u,v} = 0$ means that the phase gradient $g_s$ of sub-surface $s$ is designed to reflect the signals from the AoA $(\phi^A_{u}, \theta^A_{u})$ to the AoD $(\phi^D_{v}, \theta^D_{v})$, or equivalently, to align the $u$-th path of the Tx-RIS channel with the $v$-th path of the RIS-Rx channel. Eq. (17) shows that when the RIS is infinitely large, only the sub-surfaces that exactly align $(\phi^A_{u}, \theta^A_{u})$ with $(\phi^D_{v}, \theta^D_{v})$ contribute to the passive beamforming gain $d_{u,v}$ of the $(u,v)$-th Tx-RIS-Rx path.

In the following, we show that in the considered asymptotic regime, restricting each Tx-RIS path and each RIS-Rx path to be served by at most one sub-surface does not lose the optimality of (P1).

- With $M_t, M_r \rightarrow \infty$, both the Tx and the Rx have infinite spatial resolution to create orthogonal sub-channels for different paths. If there exists more than one sub-surface serving the same Tx-RIS-Rx path, we can always adjust the corresponding common phase shifts to maximize the received power through this path and thus improve the achievable rate. This adjustment is equivalent to merging the involved sub-surfaces into a single sub-surface.

- If there exists two sub-surfaces serving a common Tx-RIS (or RIS-Rx) path but different RIS-Rx (or Tx-RIS) paths, the cascaded channel constructed by the two sub-surfaces is rank-one and thus cannot support multiplexing. Letting both the two sub-surfaces align with the stronger RIS-Rx (or Tx-RIS) path results in a higher received power, and hence achieves a higher data rate. Thus, the two sub-surfaces can be merged into one sub-surface.

Therefore, the asymptotically optimal solution can be achieved with at most $\min\{L_1, L_2\}$ sub-surfaces.

**Remark 2:** Denote the minimum $S_\text{min}$ required to achieve the asymptotically optimal solution as $S_\text{min}^t$, and we have $S_\text{min}^t \leq \min\{L_1, L_2\}$. For the case of $S = S_\text{min}^t$, the asymptotically optimal solution is achieved with arbitrary common phase shifts of the sub-surfaces, since the served Tx-RIS-Rx path pairs are distinct and asymptotically orthogonal to each other. For the case of $S > S_\text{min}^t$, the asymptotically optimal solution is achieved when some sub-surfaces serving the same Tx-RIS-Rx path pair, and the common phase shifts are properly adjusted to virtually merge these sub-surfaces into a single sub-surface. This, however, results in a larger optimization space and the adjustment of common phase shifts incurs additional computational cost. Therefore, we are interested in $S_\text{min}^t$ which achieves the asymptotic optimum with lowest computational complexity.

Based on the above, we restrict each Tx-RIS path and each RIS-Rx path to be served by at most one sub-surface, and therefore, $S \leq \min\{L_1, L_2\}$. For any $(u,v)$, there is at most one term in the summation of (17) being non-zero. Consequently, the optimization of the phase gradient $G$ reduces to the **tripartite matching** of the Tx-RIS paths, the sub-surfaces, and the RIS-Rx paths. From (17), the passive beamforming gain of a Tx-RIS-Rx path is determined by the partition ratio $t_u$ and the common phase shift $\psi_u$ of the serving sub-surface $s$, and is irrelevant to the specific position of sub-surface $s$ on the RIS. This implies that the specific position of a sub-surface on the RIS does not affect the performance in the asymptotic regime. Thus, the tripartite matching problem reduces to the **bipartite matching** between the Tx-RIS paths and the RIS-Rx paths. As such, we define a path pairing matrix $B \in \mathbb{C}^{L_1 \times L_2}$ with $b_{u,v}$ being the $(u,v)$-th entry of $B$. When there exists a sub-surface to align the $u$-th Tx-RIS path to the $v$-th RIS-Rx path, the corresponding entry of $B$ is given by $b_{u,v} = 1$; otherwise $b_{u,v} = 0$. The path pairing constraint is expressed as

$$
\begin{align*}
&\sum_{u=1}^{L_1} b_{u,v} \leq 1, &\forall v, \\
&\sum_{u=1}^{L_2} b_{u,v} \leq 1, &\forall u, \\
&b_{u,v} \in \{0,1\}, &\forall u,v, \\
&\sum_{u=1}^{L_1} \sum_{v=1}^{L_2} b_{u,v} = S. 
\end{align*}
$$

The effective channel $H_{\text{eff}}$ can be rewritten as

$$
H_{\text{eff}} = \sqrt{PL_1M_tM_r}{\frac{NA_{M_t} (\varphi^A \omega^A) \Sigma A_{M_t}^H (\varphi^D \omega^D)}{L_1L_2}} + \sqrt{PL_2M_tM_r}{\frac{NA_{M_t} (\omega^A \omega^D) \text{diag}(\gamma) A_{M_t}^H (\omega^D)}{L_3}},
$$

(19)

where $A_{M_t} (\varphi^A \omega^A) \triangleq \begin{bmatrix} a_{M_t} (\varphi^A_{1,1}) & \cdots & a_{M_t} (\varphi^A_{L_2}) \end{bmatrix} \in \mathbb{C}^{M_t \times L_2}$ collects the $L_2$ arrival steering vectors of the RIS-Rx channel. Similar definitions are applied to $A_{M_r} (\varphi^A \omega^A)$, $A_{M_r} (\omega^A \omega^D)$, and $A_{M_r} (\omega^D \omega^D)$, i.e.,

- $A_{M_t} (\varphi^A \omega^A) \triangleq \begin{bmatrix} a_{M_t} (\varphi^A_{1,1}) & \cdots & a_{M_t} (\varphi^A_{L_1}) \end{bmatrix} \in \mathbb{C}^{M_t \times L_1}$,
- $A_{M_r} (\omega^A \omega^D) \triangleq \begin{bmatrix} a_{M_r} (\omega^A_{1,1}) & \cdots & a_{M_r} (\omega^A_{L_3}) & \cdots & a_{M_r} (\omega^A_{L_3}) \end{bmatrix} \in \mathbb{C}^{M_r \times L_3}$, and
- $A_{M_r} (\omega^D \omega^D) \triangleq \begin{bmatrix} a_{M_r} (\omega^D_{1,1}) & \cdots & a_{M_r} (\omega^D_{L_3}) \end{bmatrix} \in \mathbb{C}^{M_r \times L_3}$.

The $(v,u)$-th entry of $\Sigma \in \mathbb{C}^{L_2 \times L_1}$ is given by $\sigma_{v,u} = \alpha_u \beta_u d_{u,v}$. We notice that $\Sigma$ has $S$ non-zero entries in total, with at most one non-zero entry in each row/column. Hence, we delete the steering vectors in $A_{M_t} (\varphi^A \omega^A)$ and $A_{M_r} (\varphi^A \omega^A)$ corresponding to the paths that are not served by any sub-surfaces, and rearrange the order of the remaining ones such that $\Sigma$ becomes a diagonal matrix $\Sigma$. Then, the first term of (19) can be equivalently expressed as

$$
\sqrt{PL_1M_tM_r}{\frac{NA_{M_t} (\varphi^A \omega^A) \Sigma A_{M_t}^H (\varphi^D \omega^D)}{L_1L_2}},
$$

where $\tilde{A}_{M_t} (\varphi^A \omega^A)$ and $\tilde{A}_{M_r} (\varphi^A \omega^A)$ are respectively the rearranged forms of $A_{M_t} (\varphi^A \omega^A)$ and $A_{M_r} (\varphi^A \omega^A)$. Define $A_{M_r} \triangleq \begin{bmatrix} \tilde{A}_{M_t} (\varphi^A \omega^A) & A_{M_r} (\omega^A \omega^D) \end{bmatrix}$ and $A_{M_r} \triangleq \begin{bmatrix} \tilde{A}_{M_t} (\varphi^A \omega^A) & A_{M_r} (\omega^A \omega^D) \end{bmatrix}$, we recast (19) more compactly as

$$
H_{\text{eff}} = A_{M_r} \Sigma_{\text{eff}} A_{M_t}^H,
$$

(20)

where

$$
\Sigma_{\text{eff}} = \begin{bmatrix} \sqrt{PL_1M_tM_r}{\frac{N}{L_1L_2}} \Sigma & 0 \\
0 & \sqrt{PL_2M_tM_r}{\frac{\text{diag}(\gamma)}}{L_3} \end{bmatrix}.
$$

(21)

Eq. (20) can be regarded as the virtual channel representation [35] of the effective channel $H_{\text{eff}}$ by viewing $H_{\text{eff}}$ in
beamspace. When $M_t, M_r \to \infty$, we can readily show that the array response vectors at the Tx and the Rx are asymptotically orthogonal, i.e., $A_{M_t}^H A_{M_r} \to I$ and $A_{M_t}^H A_{M_r} \to I$. Therefore, (20) can be approximated as the truncated singular value decomposition (SVD) of $\bf{H}_{\text{eff}}$.

With the above asymptotic SVD representation of $\bf{H}_{\text{eff}}$, the optimal transmit covariance matrix $\bf{Q}$ of (P1) is given by the eigenmode transmission [36]:

$$\bf{Q}^* = \bf{A}_{M_t} \text{diag} \{ \bf{p} \} \bf{A}_{M_t}^H,$$

where $\bf{p} = [(\bf{p})^T, (\bf{p})^T]^T = [p_i^1, \cdots, p_s^i, p_i^d]_t$ with $p_i^s$ being the transmit power allocated to the $s$-th Tx-RIS-Rx path, and $p_i^d$ being the transmit power allocated to the $i$-th Tx-Rx path. Substituting $\bf{Q}^*$ into the objective function of (P1), we obtain

$$C(\bf{p}, \bf{t}, \bf{B}) \triangleq \sum_{s \in S} \log \left( 1 + m_s i p_s^2 \right) + \sum_{i \in L_3} \log \left( 1 + m_i^d p_i^d \right),$$

where $m_s^i \triangleq \text{PL}^\text{t} M_t M_r N_s^2 |\alpha_{s, t}^2|$, $m_i^d \triangleq \text{PL}^\text{d} M_t M_r |\gamma_i|^2$, and $L_3 \triangleq \{1, \cdots, L_3\}$. The dependence of the objective on the path partitioning matrix $\bf{B}$ is shown implicitly in the first term of (23), i.e., how the indices $u_s$ and $v_s$ are associated in $m_s^i$. Note that the coefficients $m_s^i$ and $m_i^d$ are unbounded if $M_t, M_r, N_s, N_r \to \infty$. In practice, the values of $m_s^i$ and $m_i^d$ are relatively small since $\text{PL}^\text{t}$ and $\text{PL}^\text{d}$ are typically in the order of $10^{-12} \sim 10^{-16}$ and $10^{-6} \sim 10^{-8}$, respectively [19], [37], while $M_t$ and $M_r$ are in the order of hundreds and $N$ is in the order of thousands. Thus, we keep $m_s^i$ and $m_i^d$ as finite-valued parameters in (23).

Based on the above, (P1) has the following asymptotic form:

$$(\text{P2}): \max_{\bf{p}, \bf{t}, \bf{B}} \quad C(\bf{p}, \bf{t}, \bf{B})$$

s.t. $\quad C8$: $p_s^i \geq 0, \forall s \in S$,
$\quad C9$: $p_s^d \geq 0, \forall i \in L_3$,
$\quad C10$: $\sum_{s \in S} p_s^i + \sum_{i \in L_3} p_i^d = P$,
$\quad C11$: $t_s \geq 0, \forall s \in S$,
$\quad C3, C7$.

(P2) is a mixed-integer program, and the objective function is non-convex over the RIS partitioning vector $\bf{t}$. Notably, in (P2), the number $S$ of sub-surfaces is no longer predetermined. Instead, since we restrict each sub-surface to serve a distinct Tx-RIS-Rx path pair, the optimal $S$ of (P2) is exactly $S_{\text{min}}^*$. The asymptotic analysis in this section can be generalized to more arbitrary 2D shapes of the sub-surfaces. We leave the discussion to Appendix A.

IV. OPTIMAL SOLUTION TO (P2)

In this section, we first study the problem of optimizing the power allocation $\bf{p}$ and the RIS partitioning $\bf{t}$ for any fixed path partitioning matrix $\bf{B}$:

$$(\text{P3}): \max_{\bf{p}, \bf{t}} \quad C(\bf{p}, \bf{t})$$

s.t. $\quad C8, C9, C10, C11, C3$,

where $C(\bf{p}, \bf{t})$ is an abbreviation of $C(\bf{p}, \bf{t}, \bf{B})$ for fixed $\bf{B}$. Then, we derive the optimal $\bf{B}$ in Section IV-D, which is irrelevant to the choices of $\bf{p}$ and $\bf{t}$.

A. KKT Conditions of (P3)

The Lagrangian function of (P3) is expressed as

$$\mathcal{L}(\bf{p}, \bf{t}, \bf{\lambda}, \bf{\mu}, v, w) = -\sum_{s \in S} \log \left( 1 + m_s i p_s^2 \right) - \sum_{i \in L_3} \log \left( 1 + m_i^d p_i^d \right)$$

$$- \sum_{s \in S} \lambda_s^r p_s^r - \sum_{i \in L_3} \lambda_i^d p_i^d + v \left( \sum_{s \in S} p_s^r + \sum_{i \in L_3} p_i^d - P \right)$$

$$- \sum_{s \in S} \mu_s t_s + w \left( \sum_{s \in S} t_s - 1 \right),$$

where $\lambda^r = [\lambda_1^r, \cdots, \lambda_S^r]^T$, $\lambda^d = [\lambda_1^d, \cdots, \lambda_L_3^d]^T$, $\mu = [\mu_1, \cdots, \mu_S]^T$, $v$, and $w$ are the dual variables associated with constraints C8, C9, C11, C10, and C3, respectively, and $\bf{\lambda} = [\lambda^r, \lambda^d]^T$. The stationarity conditions are obtained by setting the first-order derivative of $\mathcal{L}(\bf{p}, \bf{t}, \bf{\lambda}, \bf{\mu}, v, w)$ w.r.t. $\bf{p}$ and $\bf{t}$ to zero, i.e.,

$$\begin{cases}
- m_s^i t_s^2 - \lambda_s^r + v = 0, \forall s \in S, \\
- m_i^d t_i^d - \lambda_i^d + v = 0, \forall i \in L_3,
\end{cases}$$

$$\begin{cases}
- 2 m_s^i t_s^2 - \lambda_s^r + w = 0, \forall s \in S, \\
- 2 m_i^d t_i^d - \lambda_i^d + w = 0, \forall i \in L_3.
\end{cases}$$

The dual feasibility and complementarity slackness conditions are given by

$$\begin{cases}
\lambda_s^r \geq 0, \forall s \in S, \\
\lambda_i^d \geq 0, \forall i \in L_3, \\
\lambda_s^r p_s^r = 0, \forall s \in S, \\
\lambda_i^d p_i^d = 0, \forall i \in L_3, \\
\mu_s \geq 0, \forall s \in S, \\
\mu_i t_i^d = 0, \forall s \in S.
\end{cases}$$

The KKT solutions can be calculated via solving the conditions in (25a)-(25c) and (26a)-(26f), together with the primal feasibility given in the constraints of (P3). As the KKT conditions are the first-order necessary condition for a solution to be optimal, we have the following properties on the optimal power and RIS partitioning strategy.

Lemma 1: The optimal $p_s^r$ and the optimal $t_s$ to (P3) satisfy the following equation:

$$t_s = \frac{2v}{w} p_s^r = \frac{1}{P^r} p_s^r, \forall s \in S,$$

where $P^r = \sum_{s \in S} p_s^r$ denotes the total power allocated to the cascaded channel.

Proof: We first consider the case of $\{t_s > 0, p_s^r > 0\}$. Combining (25a) and (25c) yields

$$t_s = \frac{2(\lambda_s^r - v)}{\mu_s - w} p_s^r,$$

From the complementary slackness conditions, we have $\lambda_s^r = \mu_s = 0$. Then, summing up (28) for all $s \in S$,
we get \( \frac{2\alpha}{w} = \frac{1}{r^2} \), and thus (27) is obtained. Second, (27) holds trivially if \( p^t_s = t_s = 0 \). It remains to consider the cases of \( \{t_s = 0, p^t_s \neq 0\} \) and \( \{t_s \neq 0, p^t_s = 0\} \). These two cases are impossible for an optimal pair of \( \{t_s, p^t_s\} \) since they cause a waste of either power or reflecting resource. This completes the proof.

Lemma 2: Suppose \( m^t_1 \geq m^t_2 \geq \cdots \geq m^t_S \). Then, the entries of the optimal RIS partitioning \( t \) and the optimal power allocation \( p^t \) are both arranged in the descending order, i.e., \( t_1 \geq t_2 \geq \cdots \geq t_S \) and \( p^t_1 \geq p^t_2 \geq \cdots \geq p^t_S \).

Proof: Suppose without loss of generality that \( p^t_i < p^t_j \) for some \( j > i \), where \( i, j \in S \). From Lemma 1, we have \( t_i < t_j \). For the case of \( m^t_i > m^t_j \), denote the optimal power allocation and RIS partitioning as \( p^t \) and \( t \), respectively. Let \( p^t = [p^t_1, \cdots, p^t_{i-1}, p^t_i, p^t_{i+1}, \cdots, p^t_j, p^t_{j+1}, \cdots, p^t_S, \cdots, p^t_1, p^t_2, \cdots, p^t_S]^T \) denote a modified transmit power vector, where the only difference between the optimal \( p \) lies in the exchanged ordering of \( p^t_i \) and \( p^t_j \). Similarly, we construct a modified RIS partitioning strategy as \( t = [t_1, \cdots, t_{i-1}, t_j, t_{i+1}, \cdots, t_{j-1}, t_i, t_{j+1}, \cdots, t_S]^T \). The difference between \( C(p, t) \) and \( C(p, t) \) is given by

\[
C(p, t) - C(p, t) = \log \left( 1 + \frac{(m^t_i - m^t_j) (p^t_j t_j^2 - p^t_i t_i^2)}{(1 + m^t_i p^t_i t_i)} \right) > 0, \tag{29}
\]

which leads to a contradiction.

Next we establish the optimal solution to (P3) based on Lemmas 1 and 2. To begin with, we consider two sub-problems of (P3) in the following.

B. Optimal Solutions to (P3.1) and (P3.2)

We construct two sub-problems (P3.1) and (P3.2). Specifically, (P3.1) is to optimize \( p \) with fixed \( t \), i.e.,

\[
(P3.1): \max_p C(p) \quad \text{s.t.} \quad C8, C9, C10,
\]

where \( C(p) \) is an abbreviation of \( C(p, t) \) for fixed \( t \). The KKT conditions of (P3.1) are given by (25a), (25b), (26a), (26b), (26c), (26d), C8, C9, and C10. The other sub-problem (P3.2) is constructed as

\[
(P3.2): \max_t C(t) = \sum_{s \in S} \log (1 + \tilde{m}_s t^2_s) \quad \text{s.t.} \quad C11, C3,
\]

where \( \tilde{m}_s \triangleq m^t_s p^t_s \) and \( C(t) \) is given by \( C(p, t) \) with \( p \) fixed and the constant terms omitted. From Lemma 2, we assume without loss of generality that \( \{\tilde{m}_s\}_{s=1}^S \) are arranged in the descending order. The KKT conditions of (P3.2) are given by (25c), (26e), (26f), C11, and C3. Clearly, the KKT conditions of (P3.1) and (P3.2) are two complementary subsets of those of (P3).

1) Optimal Solution to (P3.1): (P3.1) is convex and its optimal solution is readily given by the water-filling strategy [36]:

\[
p^t_s = \begin{cases} 
0, & \lambda^t_s > 0, \\
s - \frac{1}{m^t_s t^2_s}, & \lambda^t_s = 0
\end{cases}, \tag{30}
\]

and

\[
p^t_i = \begin{cases} 
0, & \lambda^t_i > 0, \\
\frac{1}{\sqrt{1 - \frac{1}{\lambda^t_i}}} - \frac{1}{\lambda^t_i}, & \lambda^t_i = 0.
\end{cases} \tag{31}
\]

2) Optimal Solution to (P3.2): (P3.2) is non-convex since the objective function is non-concave w.r.t. \( t \). Here, we obtain the global maximum of (P3.2) by carefully analysing the KKT conditions.

Lemma 3: The optimal solution to (P3.2) takes the form of

\[
t_s = \begin{cases} 
0, & \mu_s > 0, \\
\frac{1}{\sqrt{1 - \frac{1}{\mu_s}}} - \frac{1}{\mu_s}, & \mu_s = 0.
\end{cases} \tag{32}
\]

Proof: The optimal solution to (P3.2) satisfies the KKT conditions (25c), (26e) and (26f). If \( \mu_s > 0 \), we obtain \( t_s = 0 \) from (26f). Otherwise, \( \mu_s = 0 \) implies \( t_s \geq 0 \). The discussion of \( \mu_s = 0 \) is thus divided into the cases of \( t_s > 0 \) and \( t_s = 0 \). If \( t_s > 0 \), we have \( w = \frac{2\tilde{m}_s t_s^2}{1 + \tilde{m}_s t_s^2} > 0 \) by (25c), and correspondingly \( t_s = \frac{1}{\sqrt{1 - \frac{1}{\mu_s}}} \). Here, however, always exists a \( t_j > 0 \) (\( j \neq s \)) such that \( \mu_j = \frac{2\tilde{m}_j t_j^2}{1 + \tilde{m}_j t_j^2} > 0 \), which contradicts the complementary slackness condition by noting \( \mu_j t_j > 0 \). To summarize, the KKT conditions of (P3.2) are satisfied with \( t_s = 0 \) if \( \mu_s > 0 \), and with \( t_s = \frac{1}{\sqrt{1 - \frac{1}{\mu_s}}} - \frac{1}{\mu_s} \) if \( \mu_s = 0 \). This completes the proof.

For notation simplicity, we abbreviate the three possible expressions of each \( t_s \) in Lemma 3 as \( t_s^0 \equiv 0 \), \( t_s^+ \equiv \frac{1}{\sqrt{1 - \frac{1}{\mu_s}}} - \frac{1}{\mu_s} \), and \( t_s^- \equiv \frac{1}{\sqrt{1 - \frac{1}{\mu_s}}} - \frac{1}{\mu_s} \). Define \( t^{[1, 2, \cdots, l]_S} \) as a candidate solution to (P3.2), where \( l_1, l_2, \cdots, l_S \in \{0, +, -\} \). Note that for given \( \{\tilde{m}_s\}_{s=1}^S \), a specific pattern \( t^{[1, 2, \cdots, l]_S} \) is not necessarily a valid solution to (P3.2). We need to verify the validity of \( t^{[1, 2, \cdots, l]_S} \) by checking the feasibility of C3. Also, since C3 possibly has more than one solution, each pattern \( t^{[1, 2, \cdots, l]_S} \) may correspond to multiple solutions.

We now show that there is no need to exhaustively search over all the possible 3\(^S\) patterns specified by (32). In fact, the number of valid solutions is very limited, which allows us to readily find the global optimum. We first consider the special case that the RIS is partitioned into two sub-surfaces.

Lemma 4: For \( S = 2 \), the optimal solution to (P3.2) occurs only at \( [1, 0]^T \) and \( t^{++}, \) which is given by (33), as shown at the bottom of the next page.

Proof: Please refer to Appendix B.

Proposition 1 generalizes the results in Lemma 4 to arbitrary \( S \) sub-surfaces.

Proposition 1: For an arbitrary number \( S \) of sub-surfaces, the optimal solution to (P3.2) can appear only at \( [1, 0, 0, \cdots, 0]^T \), \( t^{++}, t^{+-}, \cdots, t^{---} \), \( t^{+++}, \cdots, t^{----} \), i.e., the optimal solution is given by

\[
t = \arg \max_t \left\{ C\left([1, 0, 0, \cdots, 0]^T\right), C\left(t^{++}\right), \cdots, C\left(t^{---}\right) \right\}. \tag{34}
\]

Proof: Please refer to Appendix C.

To better understand Proposition 1, in Fig. 3, we plot the achievable rate and the corresponding optimal solution over
different transmit SNR $\frac{P}{w}$. The coefficients of the paired Tx-RIS-Rx paths are set as $m_1 = 93$, $m_2 = 74$, $m_3 = 54$, and $m_4 = 15$. It is assumed that the Tx-Rx direct channel is totally blocked, and the transmit power is equally allocated to the four paired paths. In Regions I, II, III, and IV, the optimal solution is given by activating the first one, two, three, and four paired paths, respectively. In Fig. 3(a), we show that for a given SNR, not every pattern provides a valid solution. It is also observed that multiple solutions (corresponding to multiple patterns) may exist at a given SNR. For instance, the pattern $t^{(+,+,+,+)}$ appears when the SNR is greater than 4.71 dB, but it becomes the optimal solution only when the SNR exceeds 6.43 dB. This explains why the comparison of multiple patterns is required in (34) to find the optimum. Moreover, we see in Fig. 3(b) that at a relatively low SNR, to maximize the achievable rate, the cascaded channel prefers to concentrate the reflecting resources on a small number of the paired paths, which behaves similar to the water-filling solution. Similarly, when the SNR is high, the cascaded channel prefers to evenly assign the reflecting resources to all the paired paths.

C. Optimal Solution to (P3)

The optimal solution to (P3) is necessarily the optimal solutions to (P3.1) and (P3.2). Besides, Lemma 1 also provides a necessary condition for a solution to be optimal. In the following, we combine these necessary conditions to describe the optimal solution to (P3). From Proposition 1, the search over a different number of sub-surfaces, or equivalently, a different number of activated Tx-RIS-Rx paths, is required to find the optimum to (P3.2). For this reason, it is necessary to search the optimal solution to (P3) over a different number of activated Tx-RIS-Rx paths and Tx-Rx paths. Denote by $I_a$ that of the activated Tx-Rx paths. We have $S_a \in S_{\text{collection}} \triangleq \{\{1\}, \{1, 2\}, \ldots, \{1, 2, \ldots, \min\{L_1, L_2\}\}\}$ and $I_a \in I_{\text{collection}} \triangleq \{\{1\}, \{1, 2\}, \ldots, \{1, 2, \ldots, L_2\}\}$. Given $S_a$ and $I_a$, combining the aforementioned necessary conditions yields the following system of nonlinear equations:

\[
\begin{align*}
    p_s &= \frac{1}{w} - \frac{1}{m_s^2} p_s^r, & s &\in S_a, \\
    p_i^d &= \frac{1}{w} - \frac{1}{m_i^2} p_i^d, & i &\in I_a, \\
    t_s &= \frac{1}{w} + \sqrt{\frac{1}{w^2} - \frac{1}{m_s^2} p_s^r}, & s &\in S_a, \\
    t_s &= \frac{2w}{w} p_s^r = \frac{1}{p_s^r} p_s^r, & s &\in S_a, \\
    \sum_{s \in S_a} p_s^r + \sum_{i \in I_a} p_i^d &= P, \\
    \sum_{s \in S_a} t_s &= 1. 
\end{align*}
\]

The optimal solution to (P3) necessarily satisfies (35). By calculating and comparing all the feasible solutions to (35), we can reach the optimal $p$ and $t$ of (P3).

In the following, we propose a 1D grid search algorithm that outputs an approximately optimal solution to (P3). A key observation of (35) is that, for given $v$, we immediately obtain the power allocated to each Tx-Rx path from (35b), and the total power allocated to the cascaded channel is thus obtained according to (35e). Moreover, substituting (35d) into (35c)

\[
\begin{align*}
    t &= \begin{cases} [1, 0]^T, \\
    \arg \max_t \left\{ C \left( [1, 0]^T \right), C \left( t^{(+,+)} \right) \right\}, & 2 + \sqrt{1 - \frac{m_2}{m_1}} \geq \sqrt{m_2}, \\
    2 + \sqrt{1 - \frac{m_2}{m_1}} < \sqrt{m_2}. \end{cases}
\end{align*}
\]
Algorithm 1: Proposed 1D Grid Search Algorithm

1. Input: \( \{(m_i^1)_{i=1}^{L_1}, (m_i^1)_{i=1}^{L_2}\}, P, \text{grid size } s_{\text{grid}}, \) accuracy tolerance \( \epsilon_{\text{acc}} \).
2. Output: Optimal solution pair \((p, t)\).
3. Calculate \( p \) with \( t = [1, 0, \ldots, 0]^T \) by (30) and (31), and then save \((p, t)\).
4. for \( S_a \in \{S\}_a \) do
5.  for \( I_a \in \{I\}_a \) do
6.     Calculate the search lower bound
7.     \[ b_l = \max \left\{ \frac{\left|I_1\right|}{\sum_{i \in I_{a}} + \frac{1}{2P'}} \right\} \]
8.     Calculate the search upper bound
9.     \[ b_u = \min \left\{ \frac{\left|I_1\right|}{\sum_{i \in I_{a}} + \frac{1}{2P'_s}}, m^d_{I_1} \right\} \]
10. for \( v = b_l : s_{\text{grid}} : b_u \) do
11.    Calculate \( p'_s \) by (35b), \( \forall \in I_a \);
12.    Solve the cubic equation (36), \( \forall \in S_a \);
13.    Collect real \( p'_s \) that satisfies
14.    \[ p'_s \geq \max \left\{ \frac{4\alpha^2(p'_s)^2}{m_s'}, \frac{1}{2\epsilon'} \right\}, \forall \in S_a \]
15.    Collect all the feasible \( p \) that satisfies
16.    \[ \sum_{i \in S_a} p'_s + \sum_{i \in S_a} p'_s < \epsilon_{\text{acc}} \]
17.    Calculate \( t \) for each feasible \( p \) by (35d), and then save each \((p, t)\);
18. end
19. end
20. end
21. Return \((p, t)\) which yields the maximum achievable rate.

yields the following cubic equation for each \( s \):

\[
(p'_s)^3 - \frac{1}{v} (p'_s)^2 + \frac{(P'_s)^2}{m'_s} = 0, \quad s \in S_a, \tag{36}
\]

where \( p'_s \) is a valid solution only when \( p'_s \geq \max \left\{ \frac{4\alpha^2(p'_s)^2}{m_s'}, \frac{1}{2\epsilon'} \right\} \), by considering that the term in the square root of (35c) is non-negative. Solve (36) for all \( s \) and then substitute all the valid solutions into (35c) to verify whether the total power budget is satisfied. If satisfied, we calculate \( t \) and \( w \) by (35d) with the obtained \( p \). In the above process, a 1D grid search over \( v \) is required to find all the possible solutions to (35). We provide the implementation details in Algorithm 1. In Line 6, the lower bound of \( v \) in the search (denoted as \( b_l \)) is given by the maximum of the two arguments, where the first is obtained by plugging (35b) into the inequation \( \sum_{i \in S_a} p'_s \leq P \), and the second is obtained since \( P \geq P'_s \geq \frac{1}{2\epsilon'} \) in Line 7, the upper bound of \( v \) in the search (denoted as \( b_u \)) is given by the minimum of the two arguments, where the first is given by applying \( t_s \leq 1 \) to (35a), (35b), and (35e), and the second is given by applying \( p^d_s \geq 0 \) to (35f). From Line 8 to 14, the algorithm traverses \( vs \) from the search lower bound \( b_l \) to the search upper bound \( b_u \) with the grid size \( s_{\text{grid}} \).

The computational complexity of the 1D grid search algorithm is analyzed as follows. At each iteration, the operations in Line 9 and Line 10 have a complexity of \( O(|I_1|) \) and \( O(|S_a|) \), respectively. According to the Vieta’s formulas, the cubic equation (36) has one negative solution. This indicates that for each \( s \in S_a \), the number of solutions satisfying the condition in Line 11 is at most two. Consequently, the number of \( vs \) needed to be verified in Line 12 is at most \( 2|S_a| \). This corresponds to the worst-case complexity of Algorithm 1, given as \( O\left( \left| S_a \right| + \left| S_a \right| + 2\left| S_a \right| \right) \). By calculating the summation and ignoring the lower-order terms, the worst-case complexity can be simplified to \( O\left( \frac{b_{\text{grid}}}{\epsilon_{\text{acc}}} \right) \). We note that the above worst-case analysis overestimates the actual complexity. In our simulation, the cubic equation (36) usually has only one or no solution satisfying the condition in Line 11. This corresponds to the best case where at most a single \( p \) is processed in Line 12. The best-case complexity of Algorithm 1 is given by \( O\left( \frac{b_{\text{grid}}}{\epsilon_{\text{acc}}} \right) \) (35c), which is in accordance with our empirical experience of running the algorithm in practice.

As a low-complexity alternative, the LM method [30], a trust region approach that synthesizes the steepest descent and Gaussian-Newton methods can be adopted to find a solution to (35), which is also a stationary point to (P3). The computational complexity of the LM method is given by \( O\left( \min\{L_1, L_2\} L_3 \epsilon^{-2} \right) \), where \( \epsilon \) denotes the given convergence accuracy [38]. Simulation results show that the performance of the LM method is close to that of Algorithm 1.

D. Optimal Path Pairing Strategy

Proposition 2 gives the optimal path pairing matrix \( B \) in closed form.

Proposition 2: Assume without loss of generality that \( L_1 \leq L_2 \). The optimal path pairing matrix is given by \( B = [I_{L_1 \times L_1}, 0] \).

Proof: The result is trivial when \( L_1 = 1 \). When \( L_1 = 2 \), we only need to compare two different configurations of the pairing matrix, i.e.,

\[
B = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \\ 0 & 1 & 0 & \cdots & 0 \end{bmatrix}, \tag{37}
\]

and

\[
B = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ 1 & 0 & 0 & \cdots & 0 \end{bmatrix}. \tag{38}
\]

Applying \( B \) results in \( m'_s = c|\alpha_1\beta_s|^2, s = 1, 2 \), and applying \( B \) results in \( m'_s = c|\alpha_1\beta_1|^2 \) and \( m'_s = c|\alpha_2\beta_1|^2 \), where \( c = PL_1P_2\sum_{i=1}^{L_1} \sum_{i=2}^{L_2} x_i^2 \). Denote the optimal power and RIS partitioning associated with \( B \) as \( p = [p_1, p_2, p_3, \cdots, p_{L_3}]^T \) and \( t = [t_1, t_2]^T \), respectively. We have

\[
C(p, t, B) - C(p, t, B) = \log \left( 1 + \frac{c|\alpha_1|^2 - |\beta_2|^2}{c|\alpha_1|^2 p_1^2 - c|\alpha_2|^2 p_2^2} \frac{c|\alpha_1|^2 p_1^2 - c|\alpha_2|^2 p_2^2}{c|\alpha_1|^2 p_1^2 - c|\alpha_2|^2 p_2^2} \right). \tag{39}
\]

Suppose without loss of generality that \( |\alpha_1\beta_2| \geq |\alpha_2\beta_1| \), we have \( p_1 \geq p_2 \) and \( t_1 \geq t_2 \) according to Lemma 2. Recall that \( |\alpha_1| \geq |\alpha_2| \) and \( |\beta_1| \geq |\beta_2| \), we obtain
We note that (P4) is a more general form of (P1) by dropping the RIS partitioning constraints. The PB-element-wise AO method in [11] iteratively optimizes the transmit covariance matrix \( Q \) or one of the reflection coefficients \( \theta_n \) \( (n = 1, \ldots, N) \) with the other \( N \) blocks fixed. The PB-WMMSE method in [12] solves (P4) in two-layer iterations. In particular, the outer iteration involves the alternating optimization of \( Q \) and \( \Theta \), and the inner iteration involves the WMMSE relaxation. In Table I, \( I_0 \) denotes the number of iterations of the PB-element-wise AO method; \( I_1 \) and \( I_2 \) denote the numbers of outer and inner iterations of the PB-WMMSE method, respectively.

From Table I, the computational complexity of the PB-element-wise AO method is cubic with the number of receive antennas \( M_r \), which is further multiplied by the number of reflecting elements \( N \). The computational complexity of the PB-WMMSE method is both cubic with \( M_r \) and \( N \). However, the computational complexity of the RIS partitioning based methods is irrelevant to the numbers of transceiver antennas and reflecting elements, and is only polynomial to the number of channel paths for the 1D grid search (best case) and the LM method. This demonstrates the appealing scalability and low complexity of the proposed algorithms.

V. SIMULATION RESULTS

In this section, we provide numerical results to evaluate the performance of the RIS partitioning based beamforming design. Consider a simulation scenario where the distances from the Tx to the RIS, from the RIS to the Rx, and from the Tx to the Rx are set as \( d_1 = 100 \) m, \( d_2 = 60 \) m, and \( d_3 = 150 \) m, respectively. The channel coefficients are generated according to the channel model described in Section II, which is similar to the 3GPP ray-tracing model [31, Section 7.5]. In particular, the AoAs/AoDs are uniformly distributed in the continuous angle range, i.e., \( (-\frac{\pi}{2}, \frac{\pi}{2}) \) for the elevation angle and \( (0, 2\pi) \) for the azimuth angle. The complex gains \( \{\alpha_\ell\}_{\ell=1}^{L_1}, \{\beta_\ell\}_{\ell=1}^{L_2}, \) and \( \{\gamma_\ell\}_{\ell=1}^{L_3} \) are generated from the CSCG distribution with zero mean and unit variance, and then rearranged in the respective descending order in magnitude. The numbers of dominant channel paths are given by \( L_1 = 5, L_2 = 7, \) and \( L_3 = 4 \). Unless otherwise specified, we adopt the default values of the system parameters provided in Table II. It is worth noting that unlike many existing works assuming that the direct link is completely blocked or very weak [8], [9], [11], [12], [13], [23], we consider a more typical scenario where the path-loss exponents are equally set to 2.4 for both the cascaded and the direct links. The experiments are carried out on a Windows x64 machine with 2.90 GHz CPU and 16 GB RAM by MATLAB R2021b. All results are obtained by averaging over 1000 independent channel realizations.

In Fig. 4, we compare the performance and complexity of the proposed design with the baseline PB-WMMSE method [12]. Because of the heavy computation burden of the WMMSE method, we terminate the algorithm after 50 outer iterations, and plot the results when the number of iterations
Table I: Computational Complexity Comparisons

| Algorithm                        | Computational complexity |
|----------------------------------|--------------------------|
| RIS partitioning based methods   |                          |
| 1D search                        | $O\left( \frac{b-h}{\gamma \cdot \Delta f} \cdot (L_3^4 \min\{L_1, L_2\} + \min\{L_1, L_2\} L_3^2) \right)$ |
| Best case                        | $O\left( \frac{b-h}{\gamma \cdot \Delta f} \cdot (L_3^4 \min\{L_1, L_2\} + \min\{L_1, L_2\} L_3^2) \right)$ |
| Worst case                       | $O\left( \frac{b-h}{\gamma \cdot \Delta f} \cdot (L_3^4 \min\{L_1, L_2\} + 2\min\{L_1, L_2\} L_3^2) \right)$ |
| LM method                        | $O\left( \min\{L_1, L_2\} L_3 \cdot \frac{\gamma}{\Delta f} \right)$ |
| Element-wise optimization methods|                          |
| PB-element-wise AO [11]          | $O\left( I_0 \left( (3M_t^3 + 2M_t^2 M_r + M_t^2) N + M_t M_r \min\{M_t, M_r\} \right) \right)$ |
| PB-WMMSE [12]                   | $O\left( I_1 \left( M_t^3 + M_t^2 M_r + N^3 + I_2 N^2 \right) \right)$ |

Table II: Default Values of Simulation Parameters

| Parameter                        | Value            | Parameter                  | Value            |
|----------------------------------|------------------|----------------------------|------------------|
| Number of Tx antennas            | $M_t = 32$       | Transmission bandwidth    | $B = 251.1886$ MHz |
| Number of Rx antennas            | $M_r = 32$       | Noise power                | $\sigma^2 = -90$ dBm |
| Number of reflecting elements    | $N = 30 \times 90$ | Transmit power             | $P = 30$ dBm     |
| Antenna/element spacing          | $d = \frac{1}{2} \lambda$ | Path loss for the cascaded channel [19] | $PL' = \frac{\lambda^2}{64\pi^2 d^2} + \frac{\pi^2 d^2}{4} + \frac{1}{2} \ln(\frac{\pi d}{\lambda})$ |
| Carrier frequency                | $f = 28$ GHz     | Path loss for the Tx-Rx channel [19] | $PL' = \frac{\lambda^2}{16\pi^2 d^2} + \frac{\pi^2 d^2}{4} + \frac{1}{2} \ln(\frac{\pi d}{\lambda})$ |

Fig. 4. (a) Achievable rate; (b) average execution time vs. the number of reflecting elements $N$.

At each outer iteration, the inner iteration stops when the increase of the target function is less than $10^{-4}$, or the maximum number of inner iterations (set to 1000) is reached, whichever comes earlier. For the proposed design, we consider four different implementations of the algorithm, where $B$ is obtained by the optimal path pairing strategy given in Proposition 2, $p$ and $t$ are obtained by solving (35) either via the 1D search or via the LM method, and $\psi$ is obtained either by the WMMSE method or by random setting. From Fig. 4(a), we observe that all four implementations have comparable performance with the PB-WMMSE benchmark. For a moderate number of reflecting elements, e.g., $N = 900$, 30 outer iterations are enough for the PB-WMMSE method to converge, while for $N = 3600$, the performance improvement is still visible after 40 outer iterations. This implies that the convergence speed of the PB-WMMSE benchmark slows down as $N$ becomes large, which further increases the computation burden.

We plot the average execution times of different algorithms against $N$ in Fig. 4(b). The average execution times required by our proposed designs are all less than 5 seconds even when $N = 3600$, while it takes the PB-WMMSE method about 1000 seconds to conduct 50 outer iterations. Such a substantial complexity reduction makes our proposed method a more practical choice for RIS-aided MIMO communications. Remarkably, the proposed LM implementation with random $\psi$ has an extremely low complexity, namely less than 0.23 second to finish execution for all plotted $N$, and at the same time achieves almost the same performance with the other three proposed implementations in the large-scale MIMO scenario.

Fig. 5(a) plots the achievable rate against the number of transceiver antennas $M$ for different $N$, where we set $M_t = M_r = M$. The transmit power is normalized by $M_t$ and $M_r$ as $P = \frac{P_0}{M_t M_r}$, where $P_0 = 60.1030$ dBm. It is observed that solving (35) either by the 1D search or by the LM method yields almost the same performance, and the achievable rate differences are mainly brought by different methods for optimizing $\psi$. In particular, the WMMSE method for optimizing $\psi$ outperforms the random $\psi$ setting when $M$ is relatively small. The reason is that when $M$ is small, the transceiver antenna arrays do not have enough
spatial resolution to distinguish signals from different paths. As \( \psi \) controls the wavefront phase of the signal transmitted through each paired Tx-RIS-Rx path, it is crucial to choose an appropriate \( \psi \) to minimize the inter-path interference caused by limited spatial resolution.

To gain more insights, for the case of \( M = 16 \) in Fig. 5(a) employing the LM method, we provide in Fig. 5(b) the occurrence times of different numbers of activated paths in the cascaded channel and the Tx-Rx channel vs. the number of reflecting elements \( N \) for the LM method, where \( M = 16 \).

In Fig. 6(a), we show the achievable rate versus the transmit power \( P \) in various path pairing approaches. It is observed that the proposed optimal path pairing strategy has a superior performance compared to the inverse pairing case in which the Tx-RIS and RIS-Rx paths are paired inversely based on their own path gains, and the random pairing case in which the Tx-RIS and RIS-Rx paths are paired randomly. This is in agreement with Proposition 2. In addition, we consider a fixed equal partition of RIS, where \( \frac{S}{M} \) equal-sized sub-surface are assigned to serving distinct Tx-RIS-Rx path pairs, chosen from the \( S \) largest path pairs in magnitudes. We observe that there is a noticeable performance gap between the fixed partition when \( S = 5 \) and the proposed adaptive resizing by the LM method. The reason is that the case of \( S = 5 \) allocates much reflecting resource to serve the weak paths. For the case of \( S = 1 \), the RIS is dedicated to only serving the strongest Tx-RIS and RIS-Rx paths. We see that the performance gap between the fixed partition of \( S = 1 \) and the LM method is negligible when \( P \) is small. This can be explained in Fig. 6(b), which depicts the occurrence times of different numbers of activated paths versus the transmit power \( P \) employing the LM
method. In the low SNR regime, e.g., $P = 20$ dBm, the LM method only activates one or two paths in the cascaded channel for data transmission, where the fixed partition of $S = 1$ is close to optimal. However, as the transmit power increases, more paths in the cascaded channel need to be activated, which leads to an increased gap between the LM method and the fixed partition of $S = 1$.

VI. CONCLUSION

In this paper, we proposed a RIS-partitioning-based scalable beamforming design for RIS-aided large-scale MIMO systems. We formulated the achievable rate maximization problem by jointly optimizing active and passive beamforming, where the passive beamforming optimization reduces to the manipulation of the sub-surface sizes, the phase gradients of sub-surfaces, and the common phase shifts of sub-surfaces. We first focused on the asymptotic regime where the numbers of transceiver antennas and RIS elements go to infinity. The asymptotic formulation of the problem yields a clear and simple form, which allows to characterize the fundamental performance-complexity tradeoff of RIS partitioning. Moreover, we characterized the asymptotically optimal solution via a set of non-linear scalar equations. We also presented the 1D grid search algorithm and the LM method to efficiently solve the equations. Then, we discussed the insights and impacts of the asymptotically optimal solution on finite-size system design. Simulation results demonstrated appealing performance and low complexity of the proposed RIS partitioning design.

APPENDIX A

GENERALIZATION OF THE ASYMPTOTIC ANALYSIS TO 2D PARTITIONING OF RIS

We discuss how to generalize the asymptotic analysis for horizontal partitioning of RIS in Section III to more arbitrary 2D partitioning of RIS as follows. As shown in Fig. 7, we partition the RIS into $N^\alpha = N^\alpha_x \times N^\alpha_y$ rectangular tiles with $\alpha \in (0, 1)$ controlling the tile size. Each tile consists of $N^{1-\alpha} = N_x^{1-\alpha} \times N_y^{1-\alpha}$ reflecting elements. By merging multiple tiles into a sub-surface to employ the same phase gradient, we obtain more flexible 2D shapes of sub-surfaces. Denote $\mu_s N^\alpha$ as the number of tiles owned by the $s$-th sub-surface, where $\mu_s N^\alpha$ is assumed to be an integer with $\mu_s \in [0, 1]$. The normalized passive beamforming gain $d_{u,v}$ is expressed as

$$d_{u,v} = \frac{1}{N} \sum_{m_x=1}^{N_x^\alpha} \sum_{m_y=1}^{N_y^\alpha} e^{j\beta_{m_x,m_y}} \left( \sum_{n_x=1}^{N_x^{1-\alpha}} e^{j\kappa(m_x-1)\eta_s,u,v} \times \sum_{n_y=1}^{N_y^{1-\alpha}} e^{j\kappa(m_y-1)\eta_s,u,v} \right)$$

$$= \frac{1}{N^\alpha} \sum_{m_x=1}^{N_x^\alpha} \sum_{m_y=1}^{N_y^\alpha} \frac{\sin(c_k) \frac{k}{2} N_x^{1-\alpha} \eta_s,u,v}{\sin(c_k) \frac{k}{2} \eta_s,u,v} \times \frac{\sin(c_k) \frac{k}{2} N_y^{1-\alpha} \eta_s,u,v}{\sin(c_k) \frac{k}{2} \eta_s,u,v},$$

(40)

where $s$ is the sub-surface index of the $(m_x, m_y)$-th tile, $\psi_{m_x,m_y}$ is the common phase shift of the $(m_x, m_y)$-th tile, and

$$\tilde{\psi}_{m_x,m_y} = \psi_{m_x,m_y} + k/2 (N_x^{1-\alpha} - 1) \eta_s,u,v + \frac{k}{2} (N_y^{1-\alpha} - 1) \eta_s,u,v.$$

According to (41), we properly choose $\psi_{m_x,m_y}$ to ensure that all the tiles in the $s$-th sub-surface have the same $\tilde{\psi}_{m_x,m_y}$, denoted as $\tilde{\psi}_{s}$. Then, (40) can be recast to the summation of the normalized passive beamforming gains of the sub-surfaces as

$$d_{u,v} = \sum_{s \in S} e^{j\tilde{\psi}_s} \mu_s \frac{\sin(c_k) \frac{k}{2} N_x^{1-\alpha} \eta_s,u,v}{\sin(c_k) \frac{k}{2} \eta_s,u,v} \times \frac{\sin(c_k) \frac{k}{2} N_y^{1-\alpha} \eta_s,u,v}{\sin(c_k) \frac{k}{2} \eta_s,u,v},$$

(42)

Eq. (42) resembles the normalized passive beamforming gain for horizontal partitioning case in (15). When $N_x, N_y \to \infty$, we have

$$\lim_{N_x, N_y \to \infty} d_{u,v} = \sum_{s \in S} \mathbb{I} (\eta_s,u,v) e^{j\tilde{\psi}_s} \mu_s.$$  

(43)

The only difference between (43) and (17) is that, (43) replaces $t_s$ in (17) by $\mu_s$. Consequently, the subsequent analysis follows the same steps we elaborated in Section III. Moreover, the algorithms developed in Section IV are amenable to handling the 2D partitioning of RIS as well.

APPENDIX B

PROOF OF LEMMA 4

There are $3^S = 9$ possible patterns of the KKT solutions to (P3.2) for $S = 2$. Firstly, we note that the pattern $t^{(0,0)}$ does not exist since $t_1^0 + t_2^0 = 1$ cannot hold in any circumstance. We discuss the optimality of the remaining eight patterns subsequently.

A. $t^{(-0)}$, $t^{(+0)}$, $t^{(0,-)}$, and $t^{(0,+)}$

1) $t^{(-0)}$ and $t^{(+0)}$: Substituting the expression of $t^{(-0)}$ into C3 yields

$$1 - \sqrt{1 - \frac{u^2}{\frac{1}{m_1}}} = w,$$

(44)
where \(0 < w \leq \sqrt{m_1}\). It can be readily verified that the above equation has a solution when \(0 < \tilde{m}_1 \leq 1\), and the solution is unique due to the monotonicity of (44). Similarly, the pattern \(t^{(+,0)}\) exists when \(\tilde{m}_1 > 1\) and also corresponds to a unique KKT solution. We remark that \(t^{(-,0)}\) and \(t^{(+,0)}\) correspond to the same solution \(t = [1,0]^T\) even though they have different patterns.

2) \(t^{(0,-)}\) and \(t^{(0,+)}\): Similarly, the existence conditions of the patterns \(t^{(0,-)}\) and \(t^{(0,+)}\) are given as \(0 < \tilde{m}_2 \leq 1\) and \(\tilde{m}_2 > 1\), respectively. Also, they correspond to the same solution \(t = [0,1]^T\). However, since \(\tilde{m}_2 \leq \tilde{m}_1\), the achievable rate at \(t = [0,1]^T\) cannot be greater than that at \(t = [1,0]^T\), i.e., \(\log (1 + \tilde{m}_1) \leq \log (1 + \tilde{m}_2)\).

\[C \left( t^{(-,+)} \right) = \log \left(1 + \tilde{m}_1(t_1^-)^2\right) + \log \left(1 + \tilde{m}_2(t_2^+)^2\right) \leq \log \left(1 + \tilde{m}_1 \left( (t_1^-)^2 + (t_2^+)^2 + \tilde{m}_1(t_2^+)^2 \right) \right) \]
\[= \log \left(1 + \tilde{m}_1 \left( 1 - 2t_1^-t_2^+ + \tilde{m}_2(t_2^+)^2 \right) \right) \leq \log \left(1 + \tilde{m}_1 \right) = C \left( [1,0]^T \right), \]

where the third step applies the fact that \((t_1^-)^2 + (t_2^+)^2 = (t_1^+ + t_2^+)^2 - 2t_1^-t_2^+\), and the fourth step is obtained by taking the maximum of the quadratic function \(t_2^+ \mapsto 1 - 2t_1^-t_2^+ + \tilde{m}_2(t_2^+)^2\) over \(0, \frac{1}{\tilde{m}_2}\). This shows that \(t^{(-,+)}\) does not yield a global optimum.

2) \(t^{(+,-)}\): When the pattern \(t^{(+,-)}\) exists, it corresponds to two KKT solutions. The achievable rates at the two KKT solutions can be shown to be no greater than that at \(t = [1,0]^T\) by following almost the same arguments in discarding \(t^{(-,+)}\). We omit the details here.

3) \(t^{(+,+)}\): We prove the pattern \(t^{(+,+)}\) corresponds to a local maximum as follows. Firstly, the existence condition of \(t^{(+,+)}\) is given by

\[2 + \sqrt{1 - \frac{\tilde{m}_2}{\tilde{m}_1}} < \sqrt{\tilde{m}_2}. \]

It is observed that \(\tilde{m}_2 > 4\) is a necessary condition for the above inequality to hold. Moreover, if the pattern \(t^{(+,+)}\) exists (i.e., the existence condition in (51) is satisfied), the KKT solution employs this pattern is also shown to be unique (for the same reason of the case \(t^{(-,+)}\)). Thus, we use \(t^{(+,+)}\) in the following to represent the corresponding KKT solution without causing ambiguity. Next, we prove that \(t^{(+,+)}\) is not a global optimal solution for any \(\tilde{m}_1\) and \(\tilde{m}_2\), provided that the existence condition in (46) is satisfied. In this regard, we treat (45) as an implicit function of \(w\) w.r.t. \(\tilde{m}_1\) and \(\tilde{m}_2\). The partial derivative \(\partial w / \partial \tilde{m}_1\) can be expressed as

\[\frac{\partial w}{\partial \tilde{m}_1} = \frac{w^2}{2m_1 \sqrt{\tilde{m}_1^2 - m_1 w^2}} \times \left( \frac{w}{\sqrt{\tilde{m}_1^2 - m_1 w^2}} \frac{m_1^2}{\sqrt{\tilde{m}_1^2 - m_1 w^2}} - \frac{w}{\sqrt{\tilde{m}_1^2 - m_1 w^2}} \right)^{-1}. \]

It can be observed from (47) that \(\partial w / \partial \tilde{m}_1 < 0\) since \(\sqrt{\tilde{m}_1^2 - m_1 w^2} - \sqrt{\tilde{m}_1^2 - m_2 w^2} \leq 0\). Then, we have

\[\frac{\partial t_1^-}{\partial \tilde{m}_1} = -\frac{\partial t_2^+}{\partial \tilde{m}_1} = -\frac{\partial t_1^-}{\partial w} \frac{\partial w}{\partial \tilde{m}_1} < 0. \]

where the first step is due to \(t_1^- + t_2^+ = 1\), and the second step is from the chain rule. It can be shown that \(t_1^- t_2^+\) is monotonically decreasing as the increase of \(\tilde{m}_1\), since

\[\frac{\partial (t_1^- t_2^+)}{\partial \tilde{m}_1} = t_2^+ \frac{\partial t_1^-}{\partial \tilde{m}_1} + t_1^- \frac{\partial t_2^+}{\partial \tilde{m}_1} = (t_1^- - t_2^+) \frac{\partial t_1^-}{\partial \tilde{m}_1} < 0. \]

Since \(\tilde{m}_1 \geq \tilde{m}_2\), from (49) we obtain \(t_1^- t_2^+ \leq t_1^- t_2^+ \mid \tilde{m}_1 = \tilde{m}_2 = \left( \frac{1}{w} - \sqrt{\frac{1}{w^2} - \frac{1}{m_1}} \right) \left( \frac{1}{w} + \sqrt{\frac{1}{w^2} - \frac{1}{m_2}} \right) = \frac{1}{m_2}. \)

We now show that the achievable rate at \(t^{(-,+)}\) cannot be greater than that at \(t = [1,0]^T\):

\[C \left( t^{(-,+)} \right) = \log \left(1 + \tilde{m}_1(t_1^-)^2\right) + \log \left(1 + \tilde{m}_2(t_2^+)^2\right) \leq \log \left(1 + \tilde{m}_1 \left( (t_1^-)^2 + (t_2^+)^2 + \tilde{m}_1(t_2^+)^2 \right) \right) \]
\[= \log \left(1 + \tilde{m}_1 \left( 1 - 2t_1^-t_2^+ + \tilde{m}_2(t_2^+)^2 \right) \right) \leq \log \left(1 + \tilde{m}_1 \right) = C \left( [1,0]^T \right), \]

where the third step applies the fact that \((t_1^-)^2 + (t_2^+)^2 = (t_1^+ + t_2^+)^2 - 2t_1^-t_2^+\), and the fourth step is obtained by taking the maximum of the quadratic function \(t_2^+ \mapsto 1 - 2t_1^-t_2^+ + \tilde{m}_2(t_2^+)^2\) over \(0, \frac{1}{\tilde{m}_2}\). This shows that \(t^{(-,+)}\) does not yield a global optimum.
Lemma 4. The pattern $t^{(-, -)}$ corresponds to a local minimum if it exists. The proof is similar to the case of $t^{(+, +)}$ and the details are omitted for brevity.

Based on the discussions above, we conclude that when $S = 2$, the optimal solution to (P3.2) occurs only at $t^{(-, 0)}$, $t^{(+, 0)}$, and $t^{(+, +)}$, in which the first two patterns correspond to the same solution $t = [1, 0]^T$. This completes the proof of Lemma 4.

**APPENDIX C PROOF OF PROPOSITION 1**

For $S = 2$, Proposition 1 can be readily proven by Lemma 4. Thus, it suffices to consider the case of $S > 2$. We next show that the optimal solution can be obtained by comparing the $S$ solutions given in Proposition 1. Firstly, if $t_{ij}^0 = 0$, we have $t_{ij}^0 = 0$ for all $j > i$ according to Lemma 2.

Secondly, we prove by contradiction that the patterns $t_i^+$ and $t_j^-$ ($i \neq j$) cannot co-exist in the optimal solution. Suppose that the opposite is true. Then, $[t_i^+, t_j^-]^T$ is necessarily the optimal solution to the following problem:

$$\max_{[t_i, t_j]^T} \log (1 + \mu_i t_i^2) + \log (1 + \mu_j t_j^2)$$

s.t. $t_i \geq 0$, $t_j \geq 0$,

$$t_i + t_j = 1 - \sum_{k \in S \setminus \{i, j\}} t_k.$$  \hspace{1cm} (54a)

The only difference between the above problem and the one considered in Lemma 4 lies in the different RIS partitioning budget in (54c). The discussion in Lemma 4 can be directly applied here to show that the pattern $[t_i^+, t_j^-]^T$ cannot reach the optimum of the problem in (54), which leads to a contradiction. Thirdly, following similar arguments, we can prove that $t_i^+$ and $t_j^-$ ($i \neq j$) cannot co-exist in the optimal solution. Based on the above, we conclude that the optimal solution only occurs at $t^{(-, 0, -0, \cdots, 0)}$, $t^{(+, 0, -0, \cdots, 0)}$, $t^{(+, +, 0, \cdots, 0)}$, and $t^{(+, +, +, \cdots, +)}$, where the first two patterns correspond to the same solution $t = [1, 0, 0, \cdots, 0]^T$. Moreover, each pattern corresponds to a unique solution provided that its existence condition is satisfied. This can be shown by plugging the expressions into C3. The proof concludes here.
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