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Abstract

The solution of parameter-dependent linear systems, by classical methods, leads to an arithmetic effort that grows exponentially in the number of parameters. This renders the multigrid method, which has a well understood convergence theory, infeasible. A parameter-dependent representation, e.g., a low-rank tensor format, can avoid this exponential dependence, but in these it is unknown how to calculate the inverse directly within the representation. The combination of these representations with the multigrid method requires a parameter-dependent version of the classical multigrid theory and a parameter-dependent representation of the linear system, the smoother, the prolongation and the restriction. A derived parameter-dependent version of the smoothing property, fulfilled by parameter-dependent versions of the Richardson and Jacobi methods, together with the approximation property prove the convergence of the multigrid method for arbitrary parameter-dependent representations. For a model problem low-rank tensor formats represent the parameter-dependent linear system, prolongation and restriction. The smoother, a damped Jacobi method, is directly approximated in the low-rank tensor format by using exponential sums. Proving the smoothing property for this approximation guarantees the convergence of the parameter-dependent method. Numerical experiments for the parameter-dependent model problem, with bounded parameter value range, indicate a grid size independent convergence rate.
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1 Introduction

The modeling of modern scientific problems often leads to partial differential equations. Oftentimes one would like to consider a dependence on parameters or uncertainties within a model. After suitable discretization one obtains a parameter-dependent linear system of equations of the form

\[ A(p) \, u(p) = f(p), \]

where the operator \( A \), the solution \( u \) and the right-hand side \( f \) all depend on the parameter \( p := (p^{(1)}, p^{(2)}, \ldots, p^{(d)}) \).

Assuming \( n \) different choices for every \( p^{(\nu)} \) with \( \nu \in \{1, 2, \ldots, d\} \), one has to solve \( n^d \) linear systems. This exponential scaling in the dimension \( d \) is commonly known as curse of dimensionality, which renders classical methods for \( d > 2 \) infeasible.

To overcome the curse of dimensionality, one needs an efficient solver for linear systems on the one hand and on the other hand a tool to exploit the underlying structure of the problem in order to avoid exponential dependency on the number of parameters. The multigrid method is a state-of-the-art solver for large scale linear systems, since it often scales linearly in the problem size. Its convergence theory is well studied and understood, see, e.g., [3, 16, 31, 32].

For parameter-dependent problems multigrid methods have already been successfully used in [2, 11]. There the authors modeled the parameter dependency by means of tensor formats [5, 10, 18, 23, 28], which opens up new possibilities to represent parameter-dependent linear systems. As these formats allow us to perform arithmetic operations within them, we use tensor formats to formulate a multigrid method for parameter-dependent problems.

While there are results about the solution of parameter-dependent linear systems in tensor formats, e.g., based on iterative solvers [2, 22, 24] or local minimization [6, 29], the multigrid method for tensor formats was used in [2, 11] and only discussed shortly in [17].

To the best of our knowledge, there have been no authors who have presented and proven the multigrid theory for parameter-dependent problems in a general and detailed setting. For the parameter-dependent multigrid method, by means of tensor formats, we need an efficient smoother, e.g., the Jacobi method. As mentioned by Hackbusch, “in the tensor case, the performance of this iteration is already too complicated” and “[i]nstead one may try to use an approximation” [17].

To solve these problems, in Section 2 we introduce our model problem of a parameter-dependent partial differential equation. In Section 3 we establish and prove the theory for the parameter-dependent multigrid method for a general parameter-dependent representation using classical multigrid convergence results. Further in Section 4 we use tensor formats to represent the parameter-dependent multigrid method. For our model problem, we derive a parameter-dependent representation of the operator, which we discretize by finite differences. As a smoother, we approximate the parameter-dependent Jacobi method by exponential sums and prove that this approximation fulfills the smoothing property. We conclude in Section 5 with numerical experiments, observing a grid size in-
dependent convergence behavior of the multigrid method using our parameter-dependent Jacobi smoother.

2 Random diffusion model problem

We consider the following PDE as model problem, where the diffusion \( \sigma(x, p) \) depends on some parameter \( p \):

\[
- \nabla \cdot (\sigma(x, p) \nabla u(x, p)) = f(x) \quad \text{in } \Omega, \\
u(x, p) = 0 \quad \text{on } \partial \Omega.
\]

(1)

We assume that \( \sigma(x, p) \) is piecewise constant on each \( \Omega_\nu \subseteq \Omega \) for a partition \( (\Omega_\nu)_{\nu \in \{1, \ldots, d\}} \) of \( \Omega \). Using the multilinearity of the scalar product and the weak formulation of equation (1), we can formulate the problem as

\[
\left( \sum_{\nu=1}^{d} \sigma_\nu(p^{(\nu)}) A^{(\nu)} \right) u(p) = f ,
\]

(2)

where each \( A^{(\nu)} \) only depends on \( \Omega_\nu \) for \( \nu \in \{1, 2, \ldots, d\} \), i.e., \( A^{(\nu)} \) is parameter-independent.

A similar structure like in equation (2) is obtained, e.g., for a general random field with known mean field and covariance, instead of a parameter-dependent diffusion coefficient. After truncation to a finite number of terms, the Karhunen-Loève expansion, which separates stochastic and deterministic variables, gives an affine parameter-dependent linear system, see, e.g., [26, 27, 30].

Since the argumentation in Section 3 is independent of the underlying representation, the results hold also for other choices of representations, e.g., one could approximate \( \sigma \) or the operator, if the diffusion \( \sigma \) has a nonlinear dependency, cf. [21].

Here we discretize the parameter space by choosing a finite number of parameters \( p := (p^{(1)}, \ldots, p^{(\nu)}, \ldots, p^{(d)}) \) from a discrete set \( \mathcal{I} \). Therefore we need the following definition:

**Definition 2.1** (Mode and dimension). Let \( \mathcal{I} := \times_{\nu=1}^{d} \mathcal{I}_\nu \) be an index set with \( |\mathcal{I}_\nu| = n_\nu \) for all \( \nu \in D := \{1, \ldots, d\} \). We call each \( \nu \in D \) mode and \( d \) the dimension.

Choosing fixed discrete values for all \( p^{(\nu)} \), i.e., \( p^{(\nu)} \in \{p^{(\nu)}(1), p^{(\nu)}(2), \ldots, p^{(\nu)}(n_\nu)\} := \mathcal{I}_\nu \), we reformulate the problem as:

\[
\text{Solve} \quad A(p)u(p) = f \quad \text{for all } p \in \mathcal{I}.
\]

(3)

Applying classical methods one needs to solve a system of \( \prod_{\nu=1}^{d} n_\nu \approx n^d \) linear equations. Because of this exponential scaling in \( d \), we want to solve the parameter-dependent system simultaneously for all \( p \in \mathcal{I} \). For this reason we need an efficient iterative solution method. Next, we recapitulate some convergence results of the classical multigrid method.
3 Parameter-dependent multigrid method

The complexity of the multigrid method often scales linearly or quasilinearly in the grid size, which makes it well suited for large systems of equations. The basic idea is to find a smooth approximation for the error of a given estimate of the fine grid solution on a coarser grid. Since the linear system on the coarser grid is smaller, its solution can be computed with less work. Using this concept again to solve the equation system on the coarser grid, the recursion yields the multigrid method. We give the pseudocode of the V-cycle multigrid method in Procedure 1.

**Procedure 1**

\[
\begin{align*}
\text{u}_\ell & \leftarrow \text{multigrid}(u_\ell, f_\ell, \ell) \\
\text{if } \ell &= 0 \text{ then} \\
\quad u_\ell & \leftarrow A_\ell^{-1} f_\ell \\
\text{else} \\
\quad d_{\ell-1} & \leftarrow R_{\ell}(f_\ell - A_\ell u_\ell) \\
\quad e_{\ell-1} & \leftarrow 0 \\
\quad e_{\ell-1} & \leftarrow \text{multigrid}(e_{\ell-1}, d_{\ell-1}, \ell - 1) \\
\quad u_\ell & \leftarrow u_\ell + P_{\ell} e_{\ell-1} \\
\quad u_\ell & \leftarrow S_{\ell}^{\nu_2}(u_\ell, f_\ell) \\
\end{align*}
\]

Based on the convergence theory of Hackbusch [15, 16], we want to analyze the convergence of this method for parameter-dependent problems. Therefore we define the following notation:

Let \( X_\ell \) denote the grid of level \( \ell \in \mathbb{N} \) with grid size \( h_\ell > 0 \) and let \( A_\ell \) denote the matrix corresponding to this grid. Analogously let us denote with \( X_{\ell-1} \) the next coarser grid with corresponding matrix \( A_{\ell-1} \). Further let \( P_\ell : X_{\ell-1} \to X_\ell \) denote the prolongation and \( R_\ell : X_\ell \to X_{\ell-1} \) the restriction, as well as \( S_\ell \) the iteration matrix of the smoother corresponding to the grid of level \( \ell \). We define the iteration matrix of the two-grid method including \( \nu_1 \in \mathbb{N} \) presmoothing steps and \( \nu_2 \in \mathbb{N}_0 \) postsmoothing steps by

\[
M_\ell^\text{TGM}(\nu_1, \nu_2) := S_\ell^{\nu_2} \left( \text{Id} - P_\ell A_{\ell-1}^{-1} R_\ell A_\ell \right) S_\ell^{\nu_1}.
\]

For convenience we will choose \( \nu_1 = \nu \) and \( \nu_2 = 0 \) in the following theoretical analysis of the method. We will further denote the parameter-dependent version of an arbitrary object \( G \) by \( G(p) \), e.g., \( A_\ell(p) \) denotes the parameter-dependent operator, which corresponds to the grid of level \( \ell \). We also assume that \( A_\ell(p) \) is symmetric positive definite for all \( p \in \mathcal{I} \).

The main idea to prove the convergence of the multigrid method is to split the iteration matrix of the method into two parts

\[
\| M_\ell^\text{TGM}(\nu, 0) \|_2 \leq \| A_{\ell-1}^{-1} - P_\ell A_{\ell-1}^{-1} R_\ell \|_2 \| A_\ell S_\ell^\nu \|_2,
\]

where the first part must fulfill the approximation property and the second part must fulfill the smoothing property. Next, we extend these properties to the parameter-dependent case.
3.1 Smoothing property

We define the smoothing property in the parameter-dependent case analogously to [15, Definition 11.25].

**Definition 3.1** (Smoothing property). For an iteration with parameter-dependent iteration matrix \( S_\ell(p) \) the **smoothing property** is defined as

\[
\| A_\ell(p) S_\nu^\top(p) \|_2 \leq \eta(\nu) \| A_\ell(p) \|_2
\]

for all \( 0 \leq \nu \leq \nu(h_\ell), \ p \in \mathcal{I} \) and \( \ell \in \mathbb{N}_0 \), with functions \( \eta \) and \( \nu \) satisfying

\[
\lim_{\nu \to \infty} \eta(\nu) = 0, \quad \lim_{h \to 0} \nu(h) = \infty
\]

independent of the level \( \ell \).

This property ensures that the approximation of the fine grid error is smooth enough to be approximated on the coarser grid. We now define the iteration matrix of the damped Richardson method in case of parameter-dependent problems.

**Definition 3.2** (Damped Richardson method). The **damped Richardson method** is

\[
u_{\ell+1}^j(p) = u_\ell^j(p) + \omega(p) \left( f_\ell - A_\ell(p)u_\ell^j(p) \right),
\]

with damping factor \( \omega(p) \in (0, 1] \), parameter \( p \in \mathcal{I} \) and \( \ell \in \mathbb{N}_0 \). Its iteration matrix is given by

\[
S_{\text{Rich}, \omega, \ell}(p) := \text{Id} - \omega(p)A_\ell(p).
\]

To define the iteration matrix of the damped Jacobi method, we denote with \( D_\ell(p) := \text{diag}(A_\ell(p)) \) the diagonal of \( A_\ell(p) \).

**Definition 3.3** (Damped Jacobi method). The **damped Jacobi method** is

\[
u_{\ell+1}^j(p) = u_\ell^j(p) + \omega(p)D_\ell^{-1}(p) \left( f_\ell - A_\ell(p)u_\ell^j(p) \right),
\]

with damping factor \( \omega(p) \in (0, 1] \), parameter \( p \in \mathcal{I} \) and \( \ell \in \mathbb{N}_0 \). Its iteration matrix is given by

\[
S_{\text{Jac}, \omega, \ell}(p) := \text{Id} - \omega(p)D_\ell^{-1}(p)A_\ell(p).
\]

Next, we verify the smoothing property for those methods. Therefore we formulate and prove the parameter-dependent version of a classic result [15, Lemma 11.23].

**Lemma 3.4.** Let \( 0 \leq B(p) = B^T(p) \leq \text{Id} \) for all \( p \in \mathcal{I} \), then for any \( \nu \in \mathbb{N}_0 \)

\[
\| B(p) (\text{Id} - B(p))^\nu \|_2 \leq \eta_0(\nu)
\]

holds for all \( p \in \mathcal{I} \) with \( \eta_0(\nu) := \frac{\nu^\nu}{(\nu+1)^{\nu+1}} \).
Proof. We follow the proof from [15, Lemma 11.23] using a parameter-dependent representation.

For fixed $p \in \mathcal{I}$ the matrix $B(p)(\text{Id} - B(p))^\nu$ is symmetric. Let $\lambda(p) \in \mathbb{R}_+$ denote an arbitrary eigenvalue of $B(p)$. Then $\lambda(p)(1 - \lambda(p))^\nu$ is an eigenvalue of $B(p)(\text{Id} - B(p))^\nu$. Because $0 \leq B(p) \leq \text{Id}$ holds, $0 \leq \lambda(p) \leq 1$ and therefore $0 \leq \lambda(p)(1 - \lambda(p))^\nu \leq 1$ follows. Consequently $B(p)(\text{Id} - B(p))^\nu$ is positive semi-definite with

$$
\sup_{p \in \mathcal{I}} \|B(p)(\text{Id} - B(p))^\nu\|_2 = \max_{p \in \mathcal{I}} \left( \max_{\lambda(p) \in \sigma(B(p))} \lambda(p)(1 - \lambda(p))^\nu \right)
\leq \max_{\lambda \in [0,1]} \lambda(1 - \lambda)^\nu = \eta_0(\nu).
$$

The last equality follows by maximizing the term and hence the lemma follows. \hfill \Box

As $\lim_{\nu \to \infty} \eta_0(\nu) = 0$ holds and $\eta_0(\nu) \leq \frac{1}{2(\nu + 1)}$ for $\nu > 1$ holds, we can prove the smoothing property for the damped Richardson method and the damped Jacobi method in case of symmetric positive definite operators.

**Theorem 3.5.** Let $\omega(p) = \frac{c_0}{\rho(A_{\ell}(p))}$ for a constant $c_0 \in (0,1]$, then

$$
\|A_{\ell}(p)S_{\text{Rich},\omega,\ell}(p)\|_2 \leq \frac{1}{2c_0(\nu + 1)} \|A_{\ell}(p)\|_2 \quad \forall \nu \in \mathbb{N}
$$

holds for all $p \in \mathcal{I}$ and $\ell \in \mathbb{N}_0$.

**Proof.** With Definition 3.2 and Lemma 3.4 we calculate

$$
\|A_{\ell}(p)S_{\text{Rich},\omega,\ell}(p)\|_2 = \frac{1}{\omega(p)} \|\omega(p)A_{\ell}(p)S_{\text{Rich},\omega,\ell}(p)\|_2
= \frac{1}{\omega(p)} \|\omega(p)A_{\ell}(p)(\text{Id} - \omega(p)A_{\ell}(p))\|_2
\leq \frac{1}{2c_0(\nu + 1)} \rho(A_{\ell}(p)) \leq \frac{1}{2c_0(\nu + 1)} \|A_{\ell}(p)\|_2.
$$

As $\rho(S_{\text{Rich},\omega,\ell}(p)) < 1$ holds for all $p \in \mathcal{I}$, the method converges and hence $\mathfrak{v}(h) = \infty$ follows. \hfill \Box

Therefore the damped Richardson method 3.2 fulfills the smoothing property.

**Theorem 3.6.** Let $\omega(p) \in (0,\rho(D_{\ell}^{-1}(p)A_{\ell}(p))^{-1}]$, then

$$
\|A_{\ell}(p)S_{\text{Jac},\omega,\ell}(p)\|_2 \leq \frac{1}{2\omega(p)(\nu + 1)} \|A_{\ell}(p)\|_2 \quad \forall \nu \in \mathbb{N}
$$

holds for all $p \in \mathcal{I}$ and $\ell \in \mathbb{N}_0$. 


Proof. As $A_\ell(p)$ is symmetric positive definite for all $p \in I$, its diagonal satisfies $D_\ell(p) > 0$. Therefore we can define $\tilde{A}_\ell(p) := D_\ell^{-\frac{1}{2}}(p)A_\ell(p)D_\ell^{-\frac{1}{2}}(p)$. As now $0 \leq \omega(p)\tilde{A}_\ell(p) \leq \text{Id}$ holds, together with Definition 3.3 and Lemma 3.4, we calculate

$$\|A_\ell(p)S_{\text{Jac},\omega,\ell}(p)\|_2 = \|A_\ell(p)(\text{Id} - \omega(p)D_\ell^{-1}(p)A_\ell(p))\|_2 \leq \frac{1}{2\omega(p)(\nu + 1)} \|D_\ell(p)\|_2 \leq \frac{1}{2\omega(p)} \|A_\ell(p)\|_2.$$ 

As $\rho(S_{\text{Jac},\omega,\ell}(p)) < 1$ holds for all $p \in I$, the method converges and hence $\nu(h) = \infty$ follows.

Therefore the damped Jacobi method 3.3 fulfills the smoothing property.

We remark that one could choose $\omega = \min_{p \in I} \omega(p)$ to obtain a damping factor independent of $p$ in Theorems 3.5 and 3.6. Although this choice guarantees the convergence of both methods for all $p \in I$, it can be suboptimal for most $p$, e.g., if the value of $\omega(p)$ varies by orders of magnitude. This complicates the choice of a uniform optimal damping factor for the Richardson method and is a disadvantage compared to the Jacobi method, where the multiplication of the operator with its inverse diagonal scales the value range of $\omega(p)$.

### 3.2 Approximation property

We define the approximation property for parameter-dependent problems analogously to the classic definition in [15, 11.6.3.1].

**Definition 3.7 (Approximation property).** The approximation property is given by

$$\left\|A_\ell^{-1}(p) - P_\ell(p)A_{\ell-1}(p)R_\ell(p)\right\|_2 \leq \frac{C_A}{\|A_\ell(p)\|_2} \quad \forall \ell \in \mathbb{N}$$

with a constant $C_A > 0$ independent of $\ell$.

The approximation property assures that the error on the coarse grid is a good approximation of the error on the fine grid. Using Definition 3.7 to verify the approximation property involves the calculation of the parameter-dependent inverse. The computational effort makes this infeasible for $d > 2$. One would thus like to have a theorem, which allows the proof of the approximation property in the parameter-dependent case, involving only the operators themselves and not their inverses.

As a first idea, we propose the following ansatz by Hackbusch [15, 11.6.3.1]. Let the Galerkin-ansatz

$$A_{\ell-1}(p) = R_\ell(p)A_\ell(p)P_\ell(p)$$
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hold for all \( p \in I, \ell \in \mathbb{N} \) and let further \( p \in I \) fixed but arbitrary. For an arbitrary restriction \( R'(p) : X_\ell \to X_{\ell-1} \) the following factorization holds

\[
A_{\ell-1}^{-1}(p) - P_\ell(p)A_{\ell-1}^{-1}(p)R_\ell(p) = \left[ \text{Id} - P_\ell(p)A_{\ell-1}^{-1}(p)R_\ell(p)A_\ell(p) \right] A_{\ell-1}^{-1}(p) = \left[ \text{Id} - P_\ell(p)A_{\ell-1}^{-1}(p)R_\ell(p)A_\ell(p) \right] \left[ \text{Id} - P_\ell(p)R'(p) \right] A_{\ell-1}^{-1}(p).
\]

If the solution \( u_\ell(p) := A_{\ell-1}^{-1}(p)f_\ell \) is sufficiently smooth, e.g., discrete regular, the interpolation error

\[
d_\ell(p) = \left[ \text{Id} - P_\ell(p)R'(p) \right] u_\ell(p) = u_\ell(p) - P_\ell(p)R'(p)u_\ell(p)
\]

can be estimated by \( \|d_\ell(p)\|_2 \leq C\frac{\|f_\ell\|_2}{\|A_\ell(p)\|_2} \) with \( C > 0 \) independent of \( \ell \). The same argument can be used to show

\[
\left\| \text{Id} - P_\ell(p)A_{\ell-1}^{-1}(p)R_\ell(p)A_\ell(p) \right\|_2 \leq C,
\]

which implies the approximation property. Following this idea, using the Galerkin-ansatz, one can prove the next result under some additional requirements.

**Theorem 3.8.** Let the Galerkin-ansatz

\[
A_{\ell-1}(p) = R_\ell(p)A_\ell(p)P_\ell(p)
\]

hold for all \( p \in I \) and \( \ell \in \mathbb{N} \), where one chooses \( R_\ell(p) \) and \( P_\ell(p) \) as the canonical restriction and prolongation for all \( p \in I \) and \( \ell \in \mathbb{N} \). We assume that for \( m \in \mathbb{N} \) with constants \( C_E, C_K, C_P \) and \( C_h > 0 \) independent of \( \ell \)

\[
\|A_{\ell-1}(p) - P_\ell(p)A_{\ell-1}(p)R_\ell(p)\| \leq C_E h_\ell^m,
\]

\[
\|A_\ell(p)\|_2 \leq C_K h_\ell^{-2m},
\]

\[
\|P_\ell(p)(R_\ell(p)P_\ell(p))^{-1}\| \leq C_P,
\]

\[
\|(R_\ell(p)P_\ell(p))^{-1}R_\ell(p)\| \leq C_P,
\]

and \( h_{\ell-1} \leq C_h h_\ell \)

hold, then the approximation property is satisfied.

**Proof.** For fixed \( p \in I \) the theorem follows from \cite[Theorem 11.34]{15}. Because we choose \( p \in I \) arbitrary, the theorem also holds in the parameter-dependent case.

### 3.3 Convergence

By proving the smoothing and approximation properties one obtains the convergence of the two-grid method, presented in the following theorem.
Theorem 3.9. Assume the smoothing property of Definition 3.1 with \( \nu(h) = \infty \) and the approximation property of Definition 3.7 are fulfilled. For a given \( 0 < \zeta < 1 \), there exists a lower bound \( \nu \in \mathbb{N}_0 \), such that
\[
\| \mathbf{M}_{\ell}^{\text{TGM}(\nu,0)}(\mathbf{p}) \|_2 \leq C_{A\eta}(\nu) \leq \zeta
\]
holds for all \( \nu \geq \nu, \ell \in \mathbb{N} \) and \( p \in \mathcal{I} \).

**Proof.** We can factorize the two-grid iteration matrix via
\[
\mathbf{M}_{\ell}^{\text{TGM}(\nu,0)}(\mathbf{p}) = \left[ \text{Id} - P_{\ell}(\mathbf{p})A_{\ell-1}^{-1}(\mathbf{p})R_{\ell}(\mathbf{p})A_{\ell}(\mathbf{p}) \right] S_{\nu}^{\ell}(\mathbf{p})
= \left[ A_{\ell}^{-1}(\mathbf{p}) - P_{\ell}(\mathbf{p})A_{\ell-1}^{-1}(\mathbf{p})R_{\ell}(\mathbf{p}) \right] [A_{\ell}(\mathbf{p})S_{\nu}^{\ell}(\mathbf{p})].
\]
Using the smoothing property and the approximation property we directly obtain the result.

We have thus proved the convergence of the two-grid method for parameter-dependent problems. Using the convergence of the two-grid method, one obtains the multigrid convergence with help of some weak additional assumptions, similarly to the classical case, cf., e.g., [15, Theorem 11.42].

4 Representation of parameter-dependent problems

Because of our parameter-dependent multigrid theory we now introduce representations of the operator, the solution, the right-hand side, the smoother, the prolongation and the restriction in a parameter-dependent way, such that we can perform arithmetic operations with them.

One possible way for the representation of parameter-dependent problems are low-rank tensor formats, cf., e.g., [2, 11, 24]. To illustrate the idea, we assume that the parameter dependency is a scaling of a given operator \( A \), i.e., \( \sigma(\nu)A \) and that the right-hand side \( f \) is constant for all \( \sigma(\nu) \). With classical methods we would have to solve the following linear system.

\[
\begin{pmatrix}
\sigma(1)A & 0 & \cdots & 0 \\
0 & \sigma(2)A & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \sigma(n)A
\end{pmatrix}
\begin{pmatrix}
u(1) \\
u(2) \\
\vdots \\
u(n)
\end{pmatrix} =
\begin{pmatrix}
f(1) \\
f(2) \\
\vdots \\
f(n)
\end{pmatrix}.
\]

If we model this system using the Kronecker product
\[
(\text{diag}(\sigma(1), \sigma(2), \ldots, \sigma(n)) \otimes A) u(\sigma) = (1, \cdots, 1)^T \otimes f,
\]
we derive a data-sparse representation. We now generalize the above representation for the case of more than one parameter.
4.1 Operator

For a one-dimensional geometry, equation (1) reads
\[
-\frac{\partial}{\partial x} \left( \sigma(x,p) \frac{\partial}{\partial x} u(x,p) \right) = f(x) \quad \text{in } \Omega,
\]
\[
u(x,p) = 0 \quad \text{on } \partial \Omega.
\]

Let \( n \in \mathbb{N} \). We denote the grid size by \( h := \frac{1}{n} > 0 \), the grid points by \( x_i \) with \( i \in \{0, \ldots, n\} \), and the discrete diffusion at grid point \( x_i \) by \( \sigma_i \). For ease of presentation, we consider only finite difference discretization and therefore assume that \( u(x,p) \in C^4 \) and \( \sigma(x,p) \in C^1 \) for \( x \in \Omega \). A possible future work could be the generalization of the theoretical results, e.g., to the finite element method, where one has weaker requirements of regularity.

**Theorem 4.1.** For equation (4) a second-order consistent stencil is given by
\[
\frac{1}{h^2} \begin{bmatrix}
-\frac{\sigma_{i-1} + \sigma_i}{2} & \frac{\sigma_{i-1} + 2\sigma_i + \sigma_{i+1}}{2} & -\frac{\sigma_{i+1} + \sigma_{i-1}}{2}
\end{bmatrix}.
\]

**Proof.** Taylor’s theorem and equating the coefficients of
\[
(Au)_i = -(\sigma'(x_i,p)u'_i + \sigma(x_i,p)u''_i) \quad \text{and},
\]
\[
(A_h u)_i = -\frac{1}{h^2} (-\sigma_{i-1}u_{i-1} + (\sigma_i + \sigma_{i+1})u_i - \sigma_{i+1}u_{i+1}),
\]
yields \( \tilde{\sigma}_i = \frac{\sigma_{i-1} + \sigma_i}{2} \) for a second-order consistent stencil. \( \square \)

Using this result, we derive an affine representation of the discrete operator.

**Corollary 4.2.** An affine representation of the discrete operator in the one-dimensional case is given by
\[
\frac{1}{h^2} \begin{bmatrix}
-\frac{1}{2} & -1 & 0 & \frac{1}{2}
\end{bmatrix} + \sigma_i \begin{bmatrix}
0 & \frac{1}{2} & -\frac{1}{2}
\end{bmatrix} + \sigma_{i+1} \begin{bmatrix}
0 & 0 & -\frac{1}{2}
\end{bmatrix}.
\]

**Proof.** Follows from Theorem 4.1 with linearity. \( \square \)

We notice that in case of \( \sigma_i = 1 \) for all \( i \in \{0, \ldots, n\} \) the discretization from Corollary 4.2 is equivalent to the standard discretization of the Laplace operator and that the diagonal of a local operator \( A^{(\mu)} \) with \( \mu \in \{1, \ldots, d\} \) is given by
\[
\text{diag}(A^{(\mu)}) = \frac{1}{2h^2} \text{ diag } (0, \ldots, 0, 1, 3, 4, \ldots, 4, 3, 1, 0, \ldots, 0).
\]

Further we generalize these results to a two-dimensional geometry, there equation (1) reads
\[
-\nabla \cdot (\sigma(x,y,p)\nabla u(x,y,p)) = f(x,y) \quad \text{in } \Omega,
\]
\[
u(x,y,p) = 0 \quad \text{on } \partial \Omega,
\]
where the left-hand side of the PDE is equal to
\[
-\nabla \cdot (\sigma(x,y,p)\nabla u(x,y,p)) = -\frac{\partial}{\partial x} \left( \sigma(x,y,p) \frac{\partial}{\partial x} u(x,y,p) \right) - \frac{\partial}{\partial y} \left( \sigma(x,y,p) \frac{\partial}{\partial y} u(x,y,p) \right).
\]
Theorem 4.3. For equation (5) a second-order consistent stencil is given by

\[
\frac{1}{h^2} \begin{bmatrix}
-\sigma_{i-1,i} + \sigma_{i,i} & \sigma_{i,i-1} + \sigma_{i,i} + 4\sigma_{i,i} + \sigma_{i,i+1} & -\sigma_{i,i} + \sigma_{i,i+1} \\
\sigma_{i-1,i} + \sigma_{i,i} & -\sigma_{i,i} + \sigma_{i,i+1} + 2\sigma_{i,i+1} & -\sigma_{i,i+1} \\
\sigma_{i,i} + 2\sigma_{i,i+1} & \sigma_{i,i} & 0
\end{bmatrix},
\]

where \(\sigma_{i,j}\) denotes the discrete evaluation of \(\sigma(x,y,p)\) at \((x_i, y_j)\).

Proof. The statement follows from Theorem 4.1 taking into account the structure of equation (5).

Next, we derive an affine representation of the discrete operator.

Corollary 4.4. An affine representation of the discrete operator in the two-dimensional case is given by

\[
\frac{1}{h^2} \begin{bmatrix}
\sigma_{i,i-1} M_{i-1,i} & \sigma_{i,i} M_{i,i} & \sigma_{i,i+1} M_{i,i+1} \\
\sigma_{i,i} M_{i,i} & \sigma_{i,i} M_{i,i} & \sigma_{i,i} M_{i,i} \\
\sigma_{i,i} M_{i,i} & \sigma_{i,i} M_{i,i} & \sigma_{i,i} M_{i,i}
\end{bmatrix},
\]

where

\[
M_{i,i-1} = \begin{bmatrix}
0 & -\frac{1}{2} & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad M_{i-1,i} = \begin{bmatrix}
0 & 0 & 0 \\
-\frac{1}{2} & \frac{1}{2} & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

\[
M_{i,i} = \begin{bmatrix}
0 & -\frac{1}{2} & 0 \\
-\frac{1}{2} & \frac{1}{2} & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad M_{i,i+1} = \begin{bmatrix}
0 & 0 & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

\[
M_{i+1,i} = \begin{bmatrix}
0 & 0 & 0 \\
0 & -\frac{1}{2} & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad M_{i,i+1} = \begin{bmatrix}
0 & 0 & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]

Proof. Follows from Theorem 4.3 with linearity.

Therefore the operator of equation (1), discretized by the finite-difference method, has an affine structure of the form

\[A(p) := A^{(0)} + \sum_{\nu=1}^{d} p^{(\nu)} A^{(\nu)}.\]

One could also use, e.g., the finite-element method, to derive an affine operator structure \([11, 24]\). For the computation of the solution of equation (3) for all possible \(p \in \mathcal{I}\), we could define a large block-diagonal system with the following operator

\[A = \begin{bmatrix}
A_{1}^{(0)} & 0 & \cdots & 0 \\
0 & A_{2}^{(0)} & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & A_{n}^{(0)}
\end{bmatrix} = \text{blkdiag} \left( A_{1}^{(0)}, \ldots, A_{n}^{(0)} \right),\]
where $A^{(0)} = A^{(0)} + \sum_{\nu=1}^{d} p^{(\nu)}(\mu) A^{(\nu)}$ denotes the $\mu$th diagonal block.

Now, however, the memory requirement to store $A$ grows exponentially in $n$ and so, even for moderate values of $d$ and $n$, a classical representation of our problem is infeasible. Therefore we want to reformulate the problem. Using the notation $A_{\mu}^{(i)} = \sum_{\nu=1}^{d} p^{(\nu)}(\mu) A^{(\nu)}$ for an $i \in \{1, \ldots, d\}$, we get:

\[
A = \text{blkdiag} \left( A^{(0)} + A^{(1)}_{1}, A^{(0)} + A^{(1)}_{2}, \ldots, A^{(0)} + A^{(1)}_{n} \right)
= \text{blkdiag} \left( A^{(0)}, A^{(0)}, \ldots, A^{(0)} \right)
+ \text{blkdiag} \left( p^{(1)}(1) A^{(1)}, p^{(1)}(2) A^{(1)}, \ldots, p^{(1)}(n_1) A^{(1)} \right)
+ \text{blkdiag} \left( A^{(2)}_{1}, A^{(2)}_{2}, \ldots, A^{(2)}_{n} \right)
= \text{Id}_{n_d} \otimes \cdots \otimes \text{Id}_{n_2} \otimes \text{Id}_{n_1} \otimes A^{(0)}
+ \text{Id}_{n_d} \otimes \cdots \otimes \text{Id}_{n_2} \otimes \text{diag} \left( p^{(1)} \otimes A^{(1)} \right)
+ \cdots + \text{diag} \left( p^{(d)} \otimes \cdots \otimes \text{Id}_{n_2} \otimes \text{Id}_{n_1} \otimes A^{(d)} \right).
\]

This leads to the following data-sparse form of the operator

\[
A = \sum_{\nu=0}^{d} \sum_{\mu=0}^{d} A^{(\nu)}(\mu),
\]

where

\[
A^{(\nu)}(\mu) = \begin{cases} 
A^{(\nu)} & \text{if } \mu = d, \\
\text{diag} \left( p^{(\nu)} \right) & \text{if } \mu + \nu = d \text{ and } \nu \neq 0, \\
\text{Id}_{n_d-\nu} & \text{otherwise}
\end{cases}
\]

with $p^{(\nu)} = \left( p^{(\nu)}(1), \ldots, p^{(\nu)}(n_\nu) \right)$. Similar results can be obtained for the right-hand side.

Such a representation is called a CANDECOMP/PARAFAC, or short CP, representation, cf. Definition 4.5.

4.1.1 The CP decomposition

Definition 4.5 (CP decomposition). A CP representation of a tensor $B \in \mathbb{R}^I$ is defined as

\[
B = \sum_{\nu=1}^{k} \bigotimes_{\mu=1}^{d} b^{(\mu)}_{\nu} \quad \text{with } b^{(\mu)}_{\nu} \in \mathbb{R}^{I_{\mu}},
\]

where $I = \times_{\mu=1}^{d} I_{\mu}$ is an index set and $k \in \mathbb{N}_0$ is the according representation rank. The minimal $k$ is called the CP rank of $B$ and in this case equation (6) is called the CP decomposition of $B$. Tensors of the form $\bigotimes_{\mu=1}^{d} b^{(\mu)}_{\nu}$, i.e., rank 1, are called elementary tensors.
A big advantage of the CP format is the data-sparsity in case of a small representation rank \( k \), since a tensor \( B \in \mathbb{R}^{I} \) of the form (6) has storage cost in \( O(k \sum_{\mu=1}^{d} |I_{\mu}|) \).

The problem of finding conditions for the existence of a low-rank approximation for a given tensor is a research topic of its own [1, 4, 24, 25]. But since this goes beyond the scope of this article, we assume that our solution has a low-rank approximation, as we want to solve a parameter-dependent linear system using low-rank tensor formats.

For operators with rank \( k > 1 \) no algorithm is known that can calculate the inverse of such an operator in a direct way. Hence, we need iterative solvers and arithmetic operations within this formats. Such arithmetic operations often lead to a growth of the representation rank and therefore we need a truncation down to smaller rank. For matrices, the multigrid method together with truncation was used in [8] to solve large-scale Sylvester equations. Since we want to guarantee the convergence of our iterative method, we have to guarantee that the truncation error is small enough, cf. [19], because then the iterative method will still converge.

The problem concerning the CP decomposition is that the set of CP tensors of (almost) rank \( k \) is not closed. This makes the approximation of a CP tensor of (almost) rank \( k \) an ill-posed problem and therefore we cannot guarantee that the truncation error will be small enough. Because of this, we use the hierarchical Tucker format to represent the solution of a linear system.

4.1.2 The hierarchical Tucker decomposition

Next, we recall the hierarchical Tucker format, which was first introduced in [20] and further analyzed in [9].

Our solution \( u(p) \) depends on the parameters \( p := (p^{(1)}, \ldots, p^{(d)}) \in \mathcal{I} \), thus we can interpret the solution \( U \in \mathbb{R}^{I} \) as a tensor of dimension \( d \in \mathbb{N} \), where \( \mathcal{I} = \times_{\mu=1}^{d} I_{\mu} \) is a finite product index set. We call each \( \mu \in \{1, \ldots, d\} \) a mode.

The general idea of the hierarchical Tucker format is to define a hierarchy among the modes \( D := \{1, \ldots, d\} \). To do so, we define the so called dimension tree \( T \) analogously to [9, Definition 3.1].

**Definition 4.6** (Dimension tree). A dimension tree \( T \) for dimension \( d \in \mathbb{N} \) is a binary tree with nodes labeled by non-empty subsets of \( D \). Its root is labeled with \( D \) and each node \( q \in T \) satisfies exactly one of the following possibilities

(i) \( q \in \mathcal{L}(T) \) is a leaf of \( T \) and is labeled with a single-element subset \( t = \{j\} \subseteq D \).

(ii) \( q \in \mathcal{I}(T) := T \setminus \mathcal{L}(T) \) is an inner node of \( T \) and has exactly two sons \( q_1, q_2 \in T \), for which the corresponding labels \( t, t_1, t_2 \in \text{Pot}(D) \setminus \{\emptyset\} \) fulfill \( t = t_1 \cup t_2 \).

We show an example of a dimension tree for \( d = 4 \) in Figure 1. Each node \( q \in T \) represents a non-empty subset \( t \subseteq D \) of the modes. This leads to the corresponding matricization for each node, which we define analogously to [9] Definition 3.3]:
Definition 4.7 (Matricization). Let $B \in \mathbb{R}^I$, $t \subseteq D$ with $t \neq \emptyset$, and $s := D \setminus t$. The matricization of $B$ corresponding to $t$ is defined as $B^{(t)} \in \mathbb{R}^{I_t \times I_s}$, where $I_t := \times_{\mu \in t} I_\mu$ and $I_s := \times_{\mu \in s} I_\mu$, with

$$B^{(t)}[(i_j)_{j \in t}, (i_j)_{j \in s}] := B[i_1, \ldots, i_d] \quad \forall \ i = (i_j)_{j \in D}.$$ 

In particular $B^{(D)} \in \mathbb{R}^I$ holds.

A matricization corresponds vividly to an unfolding of the tensor as illustrated in Figure 2.

Based on the concept of matricizations, we define the hierarchical Tucker rank, accordingly to [9, Definition 3.4]:

Definition 4.8 (Hierarchical Tucker rank). Let $B \in \mathbb{R}^I$ and $T$ be a dimension tree. The hierarchical Tucker rank of $B$ is defined as

$$\text{rank}_T(B) := (r_t)_{t \in T},$$

where $r_t := \text{rank}(B^{(t)})$ denotes the matrix rank of the matricization $B^{(t)}$ for all $t \in T$. The set of tensors with hierarchical Tucker rank node-wise bounded by $(r_t)_{t \in T}$ is defined as

$$\mathcal{H}-\text{Tucker}(T, (r_t)_{t \in T}) := \{ C \in \mathbb{R}^I \mid \text{rank}(C^{(t)}) \leq r_t \quad \forall \ t \in T \}.$$

By construction the so called nestedness property

$$\text{span}\{B^{(t)}[\cdot, i] \mid 1 \leq i \leq r_t\} \subseteq \text{span}\{B^{(t_1)}[\cdot, i_1] \otimes B^{(t_2)}[\cdot, i_2] \mid 1 \leq i_j \leq r_{t_j}, j = 1, 2\}$$

holds for all $t \in \mathcal{I}(T)$ with sons $t_1, t_2$. 
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Definition 4.9 ((Nested) generator). Let $\mathcal{B} \in \mathbb{R}^I$, $\mathcal{T}$ be a dimension tree and $r_t \in \mathbb{N}$ for all $t \in \mathcal{T}$. A family of matrices $(U_t)_{t \in \mathcal{T}}$ (also called a frame tree) with frames $U_t = (U_t[\cdot, 1] \ldots U_t[\cdot, r_t]) \in \mathbb{R}^{I_t \times r_t}$ is called a generator of $\mathcal{B}$, if the following holds

$$\text{range}(\mathcal{B}(t)) \subseteq \text{range}(U_t) \quad \forall t \in \mathcal{T}.$$ 

The $(U_t)_{t \in \mathcal{T}}$ are called nested, if for all $t \in \mathcal{I}(\mathcal{T})$ with sons$(t) = \{t_1, t_2\}$

$$U_t[\cdot, i] \in \text{span}\{U_{t_1}[\cdot, i_1] \otimes U_{t_2}[\cdot, i_2] \mid 1 \leq i_j \leq r_{t_j}, j = 1, 2\}$$

holds for all $i \in \{1, \ldots, r_t\}$.

The nestedness property \cite{7} allows us to represent the tensor in an efficient way, similarly to \cite{9} Definition 3.5, as we only need the range of all matricizations.

Lemma 4.10. Let $\mathcal{B} \in \mathbb{R}^I$, $\mathcal{T}$ be a dimension tree, $(r_t)_{t \in \mathcal{T}}$ the hierarchical Tucker rank of $\mathcal{B}$ and $t \in \mathcal{I}(\mathcal{T})$ with sons$(t) = \{t_1, t_2\}$. Let further $U_s = (U_s[\cdot, 1] \ldots U_s[\cdot, r_s]) \in \mathbb{R}^{I_s \times r_s}$ be a matrix, which contains column by column a basis of range$(\mathcal{B}(s))$ for $s \in \{t, t_1, t_2\}$. Then there exist coefficients $B_t[i, i_1, i_2] \in \mathbb{R}$, such that

$$U_t[\cdot, i] = \sum_{i_1=1}^{r_{t_1}} \sum_{i_2=1}^{r_{t_2}} B_t[i, i_1, i_2] \langle U_{t_1}[\cdot, i_1] \otimes U_{t_2}[\cdot, i_2] \rangle$$

holds. The corresponding tensor $B_t \in \mathbb{R}^{r_t \times r_{t_1} \times r_{t_2}}$ is called transfer tensor.

Using the nestedness property \cite{7} we can represent $\mathcal{B}$ by providing the transfer tensors $B_t$ for all $t \in \mathcal{I}(\mathcal{T})$ and the frames $U_t$ for all $t \in \mathcal{L}(\mathcal{T})$. The matrices $U_t$ for $t \in \mathcal{T}$ can be calculated, e.g., through the singular value decomposition applied to the corresponding matricizations $\mathcal{B}(t)$.

Moreover, if the frames $U_s$ with $s \in \{t, t_1, t_2\}$ contain orthonormal bases of the range of the corresponding matricizations, the transfer tensor is given by

$$B_t[i, i_1, i_2] = \langle U_t[\cdot, i], U_{t_1}[\cdot, i_1] \otimes U_{t_2}[\cdot, i_2] \rangle,$$

where $\langle \cdot, \cdot \rangle$ denotes the Euclidean scalar product.

We can now define the hierarchical Tucker format representation of a tensor similarly to \cite{9} Definition 3.6.

Definition 4.11 (Hierarchical Tucker format). Let $\mathcal{B} \in \mathbb{R}^I$, $\mathcal{T}$ be a dimension tree, $r_t \in \mathbb{N}$ for all $t \in \mathcal{T}$ with $r_D = 1$, $(U_t)_{t \in \mathcal{L}(\mathcal{T})}$ with $U_t \in \mathbb{R}^{I_t \times r_t}$ a nested generator of $\mathcal{B}$, and $(B_t)_{t \in \mathcal{I}(\mathcal{T})}$ the corresponding transfer tensors. Then we call

$$\left((U_t)_{t \in \mathcal{L}(\mathcal{T)}}, (B_t)_{t \in \mathcal{I}(\mathcal{T)})\right)$$

a hierarchical Tucker representation of $\mathcal{B}$. The vector $(r_t)_{t \in \mathcal{T}}$ is called representation rank.
The memory required for a hierarchical Tucker representation of a tensor can be specified as follows.

**Lemma 4.12.** Let \( B \in \mathbb{R}^{I} \) with \( I = \times_{\mu=1}^{d} I_{\mu} \) and \( |I_{\mu}| = n_{\mu} \) for all \( \mu \in D \). Let further \( T \) be a dimension tree and \( (r_{t})_{t \in T} \) a representation rank of \( B \). Then the storage cost for the hierarchical Tucker representation of \( B \) is given by

\[
\sum_{t \in L(T)} n_{\mu} r_{\mu} + \sum_{t \in I(T), \text{sons}(t) = \{ t_{1}, t_{2} \}} r_{t_{1}} r_{t_{2}}.
\]

For \( n = \max_{\mu \in D} n_{\mu} \) and \( r = \max_{t \in T} r_{t} \) the storage cost is in \( \mathcal{O}(rdn + r^{3}d) \).

**Proof.** See [9, Lemma 3.7].

In [9] the existence of a quasi-optimal truncation of a tensor \( B \in \mathcal{H}\text{-Tucker}(T, (r_{t})_{t \in T}) \) down to lower rank \( (\tilde{r}_{t})_{t \in T} \) with an arithmetic cost in \( \mathcal{O}(r^{2}dn + r^{4}d) \) for \( n = \max_{\mu \in D} n_{\mu} \) and \( r = \max_{t \in T} r_{t} \) was proven. For the error of \( \tilde{B} \in \mathcal{H}\text{-Tucker}(T, (\tilde{r}_{t})_{t \in T}) \) the quasi-optimal error estimation

\[
\|B - \tilde{B}\| \leq \sqrt{2d - 3} \inf_{C \in \mathcal{H}\text{-Tucker}(T, (\tilde{r}_{t})_{t \in T})} \|B - C\|
\]

holds.

Moreover it is possible to transfer a CP representation with CP rank \( r \) of a tensor into a hierarchical Tucker representation with rank node-wise bounded by \( r \), cf. [18, Theorem 11.17]. We could therefore also represent the operator and the right-hand side in the hierarchical Tucker format. Inspired by [18, Chapter 13] we want to summarize some arithmetic operations in the hierarchical Tucker format and their costs in Table 1.

| Operation             | Cost           | Reference       |
|-----------------------|----------------|-----------------|
| Storage               | \( \mathcal{O}(dr^{3} + dnr) \) | [9, Lemma 3.7]  |
| Orthonormalization    | \( \mathcal{O}(2dnr^{2} + 4dr^{4}) \) | [18, (13.16b)] |
| Addition              | \( \mathcal{O}(8dnr^{2} + 8dr^{4}) \) | [18, 13.1.4]    |
| Evaluation            | \( \mathcal{O}(2dr^{3}) \) | [18, 13.2.3]    |
| Inner product         | \( \mathcal{O}(2dnr^{2} + 6dr^{4}) \) | [18, Lemma 13.7] |
| Operator application  | \( \mathcal{O}(2dn^{2}r) \) | [18, 13.9.1]    |
| Truncation            | \( \mathcal{O}(2dr^{2}n + 3dr^{4}) \) | [18, (11.46c)] |

### 4.2 Smoother

In this section we establish a parameter-dependent low-rank tensor representation of the damped Jacobi smoother for the multigrid method.
In the case of the Richardson method, the iteration matrix has a CP representation with rank \( d + 2 \), since we can represent the operator \( A_\ell \) and the identity in the CP format with rank \( d + 1 \) and 1 as

\[
S_{\text{Rich}, \omega, \ell} = \bigotimes_{\mu=0}^d \text{Id}_{\mu} - \sum_{\nu=0}^d \bigotimes_{\mu=0}^d \omega A_\ell^{(\nu)}(\mu).
\]

In [11] we used the damped Richardson method as smoother in a parameter-dependent multigrid method using low-rank formats. We now want to consider the Jacobi method.

For an efficient Jacobi method we need a low-rank representation of the inverse of the diagonal of \( A_\ell \) denoted by \( D_\ell^{-1} := \text{diag}(A_\ell)^{-1} \). Since we know a CP representation of \( A_\ell \) with representation rank \( d + 1 \), we also know a CP representation of \( D_\ell \). As mentioned in Section 4.1.1, the CP format is not closed and, in general, one cannot expect to find an exact CP decomposition of the inverse. We thus want to find a sufficiently accurate approximation of the inverse. Because \( D_\ell \) has a CP representation, we want to find an approximation of the inverse, again as a sum of separable elementary tensors and therefore as CP representation. In the following we want to approximate the inverse of \( D_\ell \) with help of exponential sums, using results from [14].

To illustrate the idea, we first take a look at an approximation of \( \frac{1}{x} + y \) by exponential sums. We can approximate the function \( x \mapsto \frac{1}{x} \) for \( x \in [1, R] \) by exponential sums through

\[
\frac{1}{x} \approx E_k(x) := \sum_{m=1}^k \alpha_m \exp(-\beta_m x)
\]

with weights \( \alpha_m, \beta_m \in \mathbb{R}_+ \). Hackbusch [14] was able to calculate weights corresponding to the interval \([1, R]\) and the number of summands \( k \in \mathbb{N} \), such that the approximation \( E_k \) fulfills an \( L^\infty \)-approximation property with error

\[
\epsilon_{[1,R]}(k) := \min_{E_k} \| \frac{1}{x} - E_k(\cdot) \|_{\infty,[1,R]} = \| \frac{1}{x} - E_k(\cdot) \|_{\infty,[1,R]}.
\]

Using this for the approximation of \( \frac{1}{x} + y \) we obtain

\[
\frac{1}{x + y} \approx \sum_{m=1}^k \alpha_m \exp(-\beta_m (x + y))
\]

\[
= \sum_{m=1}^k \alpha_m \exp(-\beta_m x) \exp(-\beta_m y)
\]

and therewith an approximation of the inverse of a separable sum again as a separable sum.

As a next step, we want to transfer such an exponential sum approximation to the inverse of \( D_\ell \). In this case, the summands are elementary tensors and hence matrices. For matrices \( A, B \in \mathbb{R}^{M \times M} \) the fundamental property of the exponential function
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\[ \exp(A + B) = \exp(A) \exp(B) \] holds, if \( A \) and \( B \) commute, i.e., \( AB = BA \). Since the diagonal of \( A_\ell \) is given through
\[ D_\ell = \sum_{\nu=0}^{d} \mathcal{D}(A^{(\nu)}(\mu)) \]

the single summands commute pairwise, such that the fundamental property of the exponential function holds.

In the following theorem we summarize some conditions needed to approximate the diagonal of a more general CP operator by exponential sums within the CP format.

**Theorem 4.13.** Let \( \mathcal{B} = \sum_{\nu=1}^{r} \bigotimes_{\mu=1}^{d} B^{(\nu)}(\mu) \in \mathbb{R}^{I \times I} \) be a CP operator with spectrum \( \sigma(diag(\mathcal{B})) \subseteq [1, R] \) for some \( 1 < R \leq \infty \). Further assume the diagonals of all \( B^{(\nu)}(\mu) \) with \( \nu \neq \mu \) to be constant with
\[ \text{diag}(B^{(\nu)}(\mu)) = b_{\nu,\mu} \cdot \text{Id} \quad \forall \, \nu \neq \mu . \]

Then for any \( k \in \mathbb{N} \) and weights \( \alpha_m, \beta_m \in \mathbb{R}_+ \) from \([14]\) the approximation
\[ E_k^*(\text{diag}(\mathcal{B})) := \begin{cases} \sum_{m=1}^{k} \alpha_m \prod_{\nu=1}^{r} \exp \left( -\beta_m H^{(\nu)} \right) \bigotimes_{\nu=r+1}^{d} \text{Id} & \text{if } r < d, \\ \sum_{m=1}^{k} \alpha_m \bigotimes_{\nu=1}^{d} \exp \left( -\beta_m H^{(\nu)} \right) & \text{otherwise}, \end{cases} \]

with \( H^{(\nu)} := (\prod_{j=1}^{d} b_{\nu,j}) \text{diag}(B^{(\nu)}(\nu)) \), fulfills
\[ \| (\text{diag}(\mathcal{B}))^{-1} - E_k^*(\text{diag}(\mathcal{B})) \|_2 \leq \epsilon_{[1,R]}(k). \]

**Proof.** It holds
\[ \text{diag}(\mathcal{B}) = \sum_{\nu=1}^{r} \bigotimes_{\mu=1}^{d} \text{diag}(B^{(\nu)}(\mu)) = \sum_{\nu=1}^{r} \bigotimes_{\mu<\nu} \text{Id} \otimes (H^{(\nu)}) \otimes \bigotimes_{\mu>\nu} \text{Id} \]

and since all summands of the CP representation commute pairwise, the approximation via exponential sums leads to
\[ E_k^*(\text{diag}(\mathcal{B})) = \sum_{m=1}^{k} \alpha_m \exp(-\beta_m \text{diag}(\mathcal{B})) \]
\[ = \sum_{m=1}^{k} \alpha_m \prod_{\nu=1}^{r} \exp \left( -\beta_m \bigotimes_{\mu<\nu} \text{Id} \otimes (H^{(\nu)}) \otimes \bigotimes_{\mu>\nu} \text{Id} \right) \]
\[ = \begin{cases} \sum_{m=1}^{k} \alpha_m \prod_{\nu=1}^{r} \exp \left( -\beta_m H^{(\nu)} \right) \bigotimes_{\nu=r+1}^{d} \text{Id} & \text{if } r < d, \\ \sum_{m=1}^{k} \alpha_m \bigotimes_{\nu=1}^{d} \exp \left( -\beta_m H^{(\nu)} \right) & \text{otherwise}. \end{cases} \]

\[ \square \]
Remark 4.14. Following an idea of [14], we can relax the requirements of Theorem 4.13 concerning the interval \([1,R]\) demanding the condition \(\sigma(\text{diag}(\mathcal{B})) \subseteq [a,b]\) for some \(0 < a < b \leq \infty\) by scaling the weights like

\[
\alpha_{m,[a,b]} = \frac{\alpha_{m,[1,R]}}{a} \quad \text{and} \quad \beta_{m,[a,b]} = \frac{\beta_{m,[1,R]}}{a}
\]

for all \(m \in \{1, \ldots, k\}\), where \(R = \frac{b}{a}\) and \(\epsilon_{[a,b]}(k) = \frac{\epsilon_{[1,R]}(k)}{a}\) holds.

It holds \(\mathcal{A}_\ell = \sum_{\nu=0}^{d} \otimes_{\mu=0}^{d} \mathcal{A}_{\ell}^{(\nu)}(\mu)\) with

\[
\mathcal{A}_{\ell}^{(\nu)}(\mu) = \begin{cases} A_{\ell}^{(\nu)} & \text{if } \mu = d, \\ \text{diag}\left(p^{(\nu)}\right) & \text{if } \mu + \nu = d \text{ and } \nu \neq 0, \\ \text{Id}_{n_d - \nu} & \text{otherwise}, \end{cases}
\]

and as all \(\mathcal{A}_{\ell}^{(\nu)}\) are local stiffness matrices, defined, e.g., as in Corollary 4.2 or 4.4, their diagonals are either part of stiffness matrices or zero.

Furthermore, the diagonal matrices \(\text{diag}(\mathcal{A}_{\ell}^{(\nu)})\) for \(\nu \in \{1, \ldots, d\}\) can be decomposed based on their piecewise different entries \(c_{\nu,\gamma} > 0\), such that

\[
\text{diag}(\mathcal{A}_{\ell}^{(\nu)}) = \sum_{\gamma=1}^{L_{\nu}} c_{\nu,\gamma} \tilde{\text{Id}}_{\nu,\gamma}
\]

holds, where \(L_{\nu} \in \mathbb{N}\) is the number of piecewise different entries and diagonal matrices \(\tilde{\text{Id}}_{\nu,\gamma} \in \{0,1\}^{n_0 \times n_0}\). With this equation and \(L_0 := 1\) it holds:

\[
\text{diag}(\mathcal{A}_\ell) = \sum_{\nu=0}^{d} \sum_{\gamma=1}^{L_{\nu}} \otimes_{\mu=0}^{d} \tilde{\mathcal{A}}_{\ell}^{(\nu)}(\mu, \gamma_\nu),
\]

with

\[
\tilde{\mathcal{A}}_{\ell}^{(\nu)}(\mu, \gamma_\nu) = \begin{cases} \text{diag}(\mathcal{A}_{\ell}^{(0)}) & \text{if } \mu = d \text{ and } \nu = 0, \\ \tilde{\text{Id}}_{\nu,\gamma} & \text{if } \mu = d \text{ and } \nu \neq 0, \\ c_{\nu,\gamma} \text{diag}\left(p^{(\nu)}\right) & \text{if } \mu + \nu = d \text{ and } \nu \neq 0, \\ \text{Id}_{n_d - \nu} & \text{otherwise}. \end{cases}
\]

Now we are able to formulate an approximate inverse of our operator via exponential sums. For the sake of simplicity, we will assume \(L_{\nu} = 1\) for all \(\nu \in \{1, \ldots, d\}\). We further assume that the partition \((\Omega_{\nu})_{\nu \in \{1, \ldots, d\}}\) of \(\Omega\) is so disjoint that

\[
\text{diag}(\mathcal{A}_{\ell}^{(\nu_1)}) \cdot \text{diag}(\mathcal{A}_{\ell}^{(\nu_2)}) = 0 \text{ for all } \nu_1 \neq \nu_2 \text{ and } \ell > 0
\]

holds true. This assumption is valid, e.g., for our model problem [14] if it is discretized as in Theorems 4.1 or 4.3 and the edges of the grid cells of the piecewise different parameters on the coarsest grid have positive distance. Such an assumption is invalid, e.g., in case of intersecting parameters, which occur through the Karhunen-Loève expansion. In future work, we want to generalize our results for such problems.
Theorem 4.15. Let $\sigma(D_\ell) \subseteq [a, b]$ for some $0 < a < b \leq \infty$, $L_\nu = 1$ for all $\nu \in \{0, \ldots, d\}$, assumption (10) holds true, $\ell, k \in \mathbb{N}$ and $\alpha_m, \beta_m \in \mathbb{R}_+$ be weights for the exponential sum approximation from Remark 4.14. Then $E_k^*(D_\ell)$ has a CP representation given by

$$E_k^*(D_\ell) = \sum_{m=1}^{k} \sum_{\nu=1}^{d} \sum_{\mu=0}^{\ell} \alpha_m \otimes \tilde{D}_\ell^{(m,\mu,\nu)},$$

where

$$\tilde{D}_\ell^{(m,\mu,\nu)} = \begin{cases} \exp(-\beta_m \operatorname{diag}(A_\ell^{(0)})) \tilde{I}_\nu & \text{if } \mu = d, \\ \exp(-\beta_m c_{d-\mu} D_\ell^{(d-\mu)}) & \text{if } \mu = \nu, \\ \text{Id}_{n_{d-\mu}} & \text{otherwise}. \end{cases}$$

Proof. Since all summands in the CP representation of $D_\ell$ are diagonal matrices they commute pairwise, which allows the factorization of the exponential function as

$$E_k^*(D_\ell) = \sum_{m=1}^{k} \alpha_m \prod_{\nu=0}^{\ell} \prod_{\gamma=1}^{n} \exp \left( \sum_{\mu=0}^{d} \tilde{A}_\ell^{(\nu)} (\mu, \gamma) \right).$$

Moreover for any quadratic matrix $M$ and $\tilde{\text{Id}}$ as in equation 8 it holds

$$\exp (\text{Id} \otimes M \otimes \text{Id}) = \text{Id} \otimes \exp (M) \otimes \text{Id} + \text{Id} \otimes \text{Id} \otimes (\text{Id} - \text{Id}),$$

since $(\text{Id})^j = \text{Id}$ for all $j \in \mathbb{N}$. With $L_\nu = 1$ we derive

$$E_k^*(D_\ell) = \sum_{m=1}^{k} \sum_{\ell \subseteq \{1, \ldots, d\}} \alpha_m \prod_{\nu=0}^{\ell} \prod_{\gamma=1}^{n} \exp \left( \sum_{\mu=0}^{d} \tilde{A}_\ell^{(\nu)} (\mu, \gamma) \right),$$

where

$$\tilde{D}_\ell^{(m,\mu,t)} = \begin{cases} \exp(-\beta_m \operatorname{diag}(A_\ell^{(0)})) \tilde{I}_t & \text{if } \mu = d, \\ \exp(-\beta_m c_{d-\mu} D_\ell^{(d-\mu)}) & \text{if } \mu \in t, \\ \text{Id}_{n_{d-\mu}} & \text{otherwise}, \end{cases}$$

with $\tilde{I}_t := \prod_{\nu \in t} \tilde{I}_\nu \prod_{\eta \in t^c} (\text{Id}_{n_\eta} - \tilde{I}_\eta)$. With assumption (10) we obtain $\tilde{I}_\ell = \text{Id}$ for $|t| \geq 2$ and therefore

$$\tilde{I}_{t,\nu} = \tilde{I}_\nu \prod_{\eta=1}^{d} (\text{Id}_{n_\eta} - \tilde{I}_\eta) = \prod_{\eta=1}^{d} (\tilde{I}_\nu - \text{Id}_\nu \tilde{I}_\eta) = \tilde{I}_\nu.$$ 

Thus, the theorem is true. \qed
Remark 4.16. The representation rank of the inverse diagonal from Theorem 4.15 is bounded by $k \cdot d$. Since $k$ derives from the approximation by exponential sums and can be uniformly bounded for all parameter values, the rank of the inverse of the diagonal of the operator grows linearly in the number of parameters.

With the result of Theorem 4.15 we define the iteration matrix and prove the smoothing property for the approximate damped Jacobi method.

Theorem 4.17. Let $\sigma(\mathcal{D}_\ell) \subseteq [a, b]$ for some $0 < a < b \leq \infty$, $L_\nu = 1$ for all $\nu \in \{0, \ldots, d\}$, $k \in \mathbb{N}$ and $\alpha_m, \beta_m \in \mathbb{R}_+$ be weights for the exponential sum approximation from Remark 4.14. The iteration matrix of the approximate damped Jacobi method is given by

$$S_{\text{approxJac},k,\omega,\ell} := \text{Id} - \omega E_k^*(\mathcal{D}_\ell) A_\ell,$$

and fulfills the smoothing property for any damping parameter $\omega \in (0, \omega_0)$, with

$$\omega_0 = \frac{1}{\rho(E_k^*(\mathcal{D}_\ell) A_\ell)}.$$

Proof. Since all $\tilde{\mathcal{D}}_\ell^{(m,\mu,\nu)}$ have positive diagonal entries and all weights $\alpha_m$ are positive, $E_k^*(\mathcal{D}_\ell)$ is symmetric positive definite. Therefore the theorem follows with Lemma 3.4 similarly to Theorem 3.6.

Since a high number of different diagonal values in equation [9] can lead to an increased representation rank of the approximative inverse, we want to find a relaxed approximation of the inverse independent of $L_\nu$. Therefore we approximate the diagonal $\mathcal{D}_\ell$ of our operator $A_\ell$ by

$$\tilde{\mathcal{D}}_\ell = \sum_{\nu=0}^{d} \prod_{\mu<\nu} \text{Id}_{n_{d-\mu}} \otimes c_{d-\nu} D_\ell^{(d-\nu)} \otimes \prod_{\mu>\nu} \text{Id}_{n_{d-\mu}}, \tag{11}$$

where $c_{\mu} := \max_{i \in \mathbb{I}_\mu} A_\ell^{(\mu)}[i,i] \geq 0$ for all $\mu \in \{1, \ldots, d\}$, $c_0 := 1$ and $D_\ell^{(0)} := \text{diag}(A^{(0)})$, to apply again exponential sums. For $k \in \mathbb{N}$ and corresponding weights we obtain

$$E_k^*(\tilde{\mathcal{D}}_\ell) = \sum_{m=1}^{k} \alpha_m \prod_{\mu=0}^{d} \exp(-\beta_m c_{d-\mu} D_\ell^{(d-\mu)}),$$

if the spectrum of $\tilde{\mathcal{D}}_\ell$ is sufficiently bounded. We prove the smoothing property for this approximation in the following theorem.

Theorem 4.18. Let $\text{diag}(A_\ell^{(\mu)})$ and $D_\ell^{(\mu)}$ have only nonnegative entries for all $\mu \in \{0, \ldots, d\}$. Let further $\tilde{\mathcal{D}}_\ell$ be defined as in equation [11] with spectrum $\sigma(\tilde{\mathcal{D}}_\ell) \subseteq [a, b]$ for some $0 < a < b \leq \infty$, $k \in \mathbb{N}$ and let $\alpha_m, \beta_m \in \mathbb{R}_+$ be weights for the exponential sum approximation from Remark 4.14. The iteration matrix of the modified approximate damped Jacobi method is given by

$$S_{\text{modJac},k,\omega} := \text{Id} - \omega E_k^*(\tilde{\mathcal{D}}_\ell) A_\ell,$$
and fulfills the smoothing property for any damping parameter \( \omega \in (0, \omega_0) \), where

\[
\omega_0 = \frac{1}{\rho \left( E_k^\tau \left( \overline{D}_\ell A_\ell \right) \right)}.
\]

Proof. Analogous to Theorem 4.17. \( \square \)

### 4.3 Prolongation and restriction

We want to find a parameter-dependent representation of the prolongation and the restriction for our affine operator. As we want to define the coarser grid using the Galerkin-ansatz, we choose the canonical prolongation and restriction as in [2].

**Corollary 4.19.** Assume that with

\[
R_\ell = \frac{1}{4} \begin{pmatrix} 1 & 2 & 1 \\ 1 & 2 & 2 \\ \vdots & & \ddots \\ 1 & 2 & 1 \end{pmatrix} \text{ and } P_\ell = 2R_\ell^T,
\]

the Galerkin-ansatz \( A_{\ell-1}(p) = R_\ell A_\ell(p) P_\ell \) holds for all \( p \in \mathcal{I} \), then \( R_\ell(p) \) and \( P_\ell(p) \) have a CP representation of rank 1.

Proof. Using the Galerkin-ansatz we get

\[
A_{\ell-1}(p) = R_\ell A_\ell(p) P_\ell = R_\ell A_\ell^{(0)} P_\ell + \sum_{\nu=1}^{d} p^{(\nu)} R_\ell A_\ell^{(\nu)} P_\ell.
\]

The same calculation as for the operator then yields

\[
R_\ell(p) = \text{Id}_{n_d} \otimes \text{Id}_{n_{d-1}} \otimes \cdots \otimes \text{Id}_{n_1} \otimes R_1;
\]

\[
P_\ell(p) = \text{Id}_{n_d} \otimes \text{Id}_{n_{d-1}} \otimes \cdots \otimes \text{Id}_{n_1} \otimes P_1
\]

and thus a CP representation of rank 1. \( \square \)

Concluding we have developed all components needed for a parameter-dependent multigrid method.

### 5 Numerical experiments

We derived parameter-dependent representations of the operator, the right-hand side, the prolongation, the restriction and an approximation of the smoother. Now, we present numerical experiment of the corresponding multigrid method for parameter-dependent problems. We display the geometry used in our numerical experiments in Figure 3 and discretize equation (1) by the finite-difference method.
As mentioned in Corollary 4.4, the operator has an affine structure and therefore we get the following parameter-dependent linear system:

$$\left( A_\ell^{(0)} + p^{(1)} A_\ell^{(1)} + p^{(2)} A_\ell^{(2)} \right) u_\ell(p) = f_\ell,$$

with $p^{(1)}, p^{(2)} \in \{0, \frac{1}{100}, \frac{2}{100}, \ldots, 1\}$, right-hand side $f_\ell \equiv 1$ and $A_\ell^{(d)}$ as in Theorem 4.3. We choose the grid such that the coarsest grid $\ell = 0$ has $7 \times 7$ points and refine this grid to $15 \times 15$, then to $31 \times 31$ and for $\ell = 3$ to $63 \times 63$ points.

We now want to solve equation (12) with the V-cycle multigrid method using the parameter-dependent damped Jacobi method by means of exponential sums from Section 4.2 as smoother. In our first numerical experiment we want to compare it with the V-cycle multigrid method using the damped Richardson method as smoother and with the parameter-dependent damped Jacobi method by means of exponential sums as an iterative solver. In the log-log plot, shown in Figure 4, we plot the relative residual of the finest grid error, i.e., $\ell = 3$, against the number of iteration. In our numerical experiments we use 5 presmoothing and 5 postsmoothing steps and we choose the damping factor of $\omega = 1 \times 10^{-5}$ for the Richardson method and of $\omega = \frac{1}{2}$ for the Jacobi method, since smaller factors seemed to slow down convergence, while the methods with larger damping factors sometimes diverged. We truncate the representation of the solution after each rank increasing operation using the method described in [9] with a tolerance value of $1 \times 10^{-7}$.

In Figure 4 we observe that the damped Jacobi method as a solver needs $\sim 16000$ iterations in order to reduce the relative residual to less than the prescribed tolerance of $\epsilon = 1 \times 10^{-4}$. Therefore the damped Jacobi method seems to have a slow convergence behavior. We also observe that using the damped Richardson method as smoother in a V-cycle multigrid method, we need $\sim 45$ iterations, and that instead using the damped Jacobi method as smoother in a V-cycle multigrid method, we need $\sim 5$ iterations to converge to the prescribed tolerance. Due to this, we observe for the V-cycle multigrid method using the Jacobi method as smoother a faster convergence behavior than using the Richardson method as smoother.

In our next numerical experiment we compare the V-cycle multigrid method using the parameter-dependent damped Jacobi method by means of exponential sums from Section 4.2 as smoother for different grid sizes. In the log-lin plot of Figure 5 we plot the
Figure 4: Comparison of different solvers of the parameter-dependent linear system from equation (12) up to a relative residual of $\epsilon = 1 \times 10^{-4}$.

relative residual of the finest grid solution against the number of iterations for some grid sizes. We used the grid of level $\ell = 0$ with $7 \times 7$ points from above as coarsest grid in all 3 cases.

In Figure 5 we observe that the convergence rate of the multigrid method using our damped Jacobi smoother seems to be grid size independent.

In future work, one could use the level-wise parallelism of the hierarchical Tucker format to accelerate the arithmetic operations within the format. Using a balanced tree allows the reduction of the cost dependency for most operations in Table 1 from $d$ to $\log(d)$, cf. [7, 11, 12, 13].

In summary, given a parameter-dependent representation of a linear system, such that the smoothing and approximation properties hold, we can guarantee the multigrid convergence. For a model problem, using low-rank tensor formats, we derived such a parameter-dependent representation and an approximation of the damped parameter-dependent Jacobi method by means of exponential sums. In numerical experiments we observed a grid size independent convergence rate using the multigrid method with our novel approximation of the damped Jacobi smoother.
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