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Abstract: In this paper, we propose a new multiple-input multiple-output (MIMO) transmission scheme, called parallel complex quadrature spatial modulation (PCQSM). The proposed technique is based on the complex quadrature spatial modulation (CQSM) to further increase the spectral efficiency of the communication system. CQSM transmits two different complex symbols at each channel use. In contrast with CQSM, the new transmission scheme splits the transmit antennas into groups, and modulates the two signal symbols using the conventional CQSM before transmission. Based on the selected modulation order and the number of possible groups that can be realized, the incoming bits modulate the two signal symbols and the indices of the transmit antennas in each group. We demonstrated that while the complexity and performance of the proposed scheme is the same as that of CQSM, the number of required transmit antennas is significantly reduced. The proposed PCQSM achieves such a benefit without requiring any additional radio frequency (RF) chains. The results obtained from Monte Carlo simulation showed that at a Bit Error Rate (BER) of $10^{-4}$, the performance of the PCQSM with two antenna groups closely matches that of CQSM, and outperformed quadrature spatial modulation (QSM) and parallel quadrature spatial modulation (PQSM) by over 0.7 dB. As the number of antenna groups increased to 4, the BER performance of PCQSM with reduced number of transmit antenna and modulation order matches that of QSM. The BER of the proposed scheme using maximum likelihood (ML) receiver is also analyzed theoretically and compared with the BER obtained via simulations.
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1. Introduction

Multiple-input multiple-output (MIMO) techniques have the potential to meet the high data rate demands of the future wireless communication generations [1]. Index modulation (IM) is a group of MIMO techniques that utilizes the indices of available communication systems’ resources to convey information bits to the receiver [2]. These indices can be physical antennas [3], spreading codes [4], polarities [5], sub-carriers [6], rotation angles [7], and virtual channels [8], among others. At each channel use, only one or a subset of a given resources is activated. Therefore, IM techniques provide an energy efficient advantage to the communication systems over the conventional spatial multiplexing MIMO.

Spatial modulation (SM) is an IM technique, where only one antenna is activated to transmit a quadrature amplitude modulation (QAM)/phase shift keying (PSK) signal symbol at each channel use [3,9]. Both the antenna index and signal symbol convey information to the receiver. Therefore, the SM needs only a single radio frequency (RF) chain at the transmitter and the system avoids inter-channel interference. A drawback of the SM is the exponential growth of the number of transmit antennas to increase the spectral efficiency.
Several SM schemes were proposed to improve the spectral efficiency while keeping the transmitter requirements relatively simple. Generalized spatial modulation (GSM) reduces the number of required transmit antennas to achieve a given spectral efficiency by transmitting a signal symbol from a combination of two or more transmit antennas at each channel use [10]. Multiple active SM (MA-SM) uses antenna combinations to transmit independent signal symbols from each active antenna [11]. As such, MA-SM compromises the system’s complexity to achieve higher multiplexing gain. Parallel SM (PSM) splits the antenna set into equal-size subsets to transmit a single signal symbol [12,13] or independent signal symbols [14,15] from each antenna subset. The constellation design of the PSM with one signal symbol is discussed in [16].

Quadrature spatial modulation (QSM) exploits the in-phase and quadrature component of the transmit antennas to convey additional information through the spatial dimension [17]. At each channel use, the real and imaginary part of a modulated symbol is transmitted on the in-phase and quadrature component of any of the transmit antennas, respectively. The parallel implementation of the QSM with one symbol and independent symbols is proposed in [18,19], respectively. Improved QSM (IQSM) transmits the real and imaginary parts of two signal symbols, respectively, through the in-phase and quadrature dimensions, using combinations of two antennas [20]. Compared to the IQSM, the authors of [21] introduce double QSM and parallel IQSM to reduce the required number of transmit antennas without additional number of RF chains.

In complex QSM (CQSM), two complex symbols are transmitted through any available transmit antennas, at each channel use [22]. To avoid ambiguity at the receiver, the first and second signal symbol is drawn from a conventional QAM/PSK constellation and an optimally rotated one, respectively. The performance of the CQSM was improved in [23], and the constellation design of the improved CQSM was investigated in [24]. Moreover, generalized implementations of the CQSM was proposed in [25].

To further exploit the benefits of the CQSM system, a parallel CQSM (PCQSM) is proposed in this paper. PCQSM divides the group of transmit antennas into equal-size subgroups to apply the CQSM in each group independently, using the same two signal symbols. As such, PCQSM requires two RF chains, keeping the same CQSM hardware requirements. Similar to the CQSM, the signal symbols are drawn from distinct constellations, where the second constellation is a rotated version of the first. The optimal rotation angles that minimize the error rate are obtained offline through extensive Monte Carlo simulations for each system configuration. The merits of the PCQSM are summarized in the following.

- The PCQSM increases the spatial spectral efficiency linearly with the number of antenna subgroups. As such, the PCQSM system extensively reduces the required number of transmit antennas to achieve a certain spectral efficiency. For example, to achieve 24 bits/s/Hz, the PCQSM requires 992, 224, and 32 less transmit antennas in contrast to QSM, CQSM, and PQSM, respectively.
- For the same number of transmit antennas, the PCQSM uses lower modulation order, and therefore achieves better bit error rate (BER) performance. Compared to the PQSM, our proposed scheme has a signal-to-noise ratio (SNR) gain of 4 dB, while using two and four subgroups.

The rest of this paper is structured as follows. Section 2 describes the system model and related works. The proposed parallel complex quadrature spatial modulation is discussed in Section 3. The performance analysis of the proposed scheme is analytically derived in Section 4. The receiver complexity of PCQSM is analyzed in Section 5. Simulations results are presented and discussed in Section 6. Last, Section 7 concludes the paper.

Notations: italicized letters represent scalars, bold capital letters represent matrices, and bold small letters represent vectors. $(\cdot)^{\dagger}$ denotes the Hermitian transpose of a vector/matrix, $|\cdot|$ indicates the absolute value of a scalar and $\|\cdot\|_F$ denotes the Frobenius norm of a vector/matrix. $Q(\cdot)$ denotes the tail distribution function of a standard normal distribution.
2. System Model and Related Works

We consider the downlink communication between a base station and mobile station in a massive MIMO wireless communication system. A number of transmit antennas $N_t$ and receive antennas $N_r$ are installed on the base station and the mobile station, respectively. The signal symbols are drawn from a modulation set of size $M$. The channel matrix $H$ of size $N_r \times N_t$ and the $N_r \times 1$ noise vector $n$ have i.i.d elements of circularly symmetric complex Gaussian variable with zero mean variances of one and $\sigma^2$, respectively. The channel state information is assumed to be known at the receiver side.

2.1. Quadrature Spatial Modulation

In QSM, the incoming bits stream is divided into three parts, where one part modulates a signal symbol $s_a$ and the remaining two parts are used to activate two transmit antennas indexed $l$ and $k$. The real part $s_{a_l}$ and the imaginary part $s_{a_k}$ are then transmitted through the $l$-th and $k$-th transmit antenna, respectively. The received signal vector is given by

$$y = h_l s_{a_l} + j h_k s_{a_k} + n,$$

where $h_l$ and $h_k$ correspond to the $l$-th and $k$-th column of $H$, respectively, with $l, k \in \{1, 2, \cdots, N_t\}$. The spectral efficiency of QSM is $\log_2(N_t^2 M)$ bits/s/Hz.

It is important to note that when the indices of the two active transmit antennas are the same, that is, $l = k$, there will only be one non-zero element in the transmission vector and (1) becomes

$$y = h_l(s_{a_l} + j s_{a_k}) + n.$$  

2.2. Parallel Quadrature Spatial Modulation

To increase the spectral efficiency of the QSM, the PQSM system transmits the real part $s_{a_l}$ and the imaginary part $s_{a_k}$ of one signal symbol from independent antenna subgroups of the transmit antennas set. Each group is of size $n_T = N_t/P$ and $P$ is the number of parallel subgroups. Accordingly, the received vector is given as follows,

$$y = \sum_{i=1}^{P} h_l s_{a_l} + j \sum_{i=1}^{P} h_k s_{a_k} + n,$$

where $l_i$ and $k_i$ are the in-phase and quadrature antenna indices from which the real and imaginary parts are transmitted, respectively, in the $i$-th subgroup. The spectral efficiency of the PQSM is $P \log_2(n_T^2) + \log_2(M)$ bits/s/Hz.

2.3. Complex Quadrature Spatial Modulation

To increase the spectral efficiency, CQSM transmits two complex signal symbols, $s_a$ and $s_b$, compared to a single symbol in QSM. To make it possible to recover the two signal symbols at the receiver side, $s_a$ and $s_b$ are drawn from distinct constellations $\Omega_a$ and $\Omega_b$, respectively. The received vector is given as follows,

$$y = \begin{cases} h_l s_a + h_k s_b + n, & \text{if } l \neq k \\ h_l(s_a + s_b) + n = h_l s_c + n, & \text{if } l = k, \end{cases}$$

where $s_c \in \Omega_c$ and $\Omega_c = \Omega_a \oplus \Omega_b$ with $\oplus$ denoting the Minkowski sum. As such, the full signal constellation of CQSM is of size $(|\Omega_a| + |\Omega_b| + |\Omega_a| \times |\Omega_b|)$. The modulation set $\Omega_b$ is a rotated version of $\Omega_a$ and is obtained as follows,

$$\Omega_b = \{s_a e^{j \theta_{opt}} | s_a \in \Omega_a\}, 1 \leq i \leq M,$$

where $\theta_{opt}$ is the optimal rotation angle that maximizes the error performance of the communication system. As such, CQSM achieves $2 \log_2(N_t M)$ bits/s/Hz at a cost of only one additional RF chain at the transmitter.
Figure 1. A block representation of parallel complex quadrature spatial modulation (PCQSM) with \( P \) antenna groups.

3. Parallel Complex Quadrature Spatial Modulation

In the PCQSM, the set of transmit antennas is divided into \( P \) equal-size subgroups and the system performs CQSM in each group, using the same two signal symbols, \( s_a \) and \( s_b \). Each subgroup has \( n_t = N_t/P \) transmit antennas that are indexed independently. As such, the spectral efficiency of PCQSM is \( \log_2(n_T^2M^2) \) bits/s/Hz. A block representation of the PCQSM system model is given in Figure 1. At the receiver side, the received signal vector is expressed as follows,

\[
y = \frac{1}{\sqrt{P}} \left( \sum_{i=1}^{P} h_{li}s_a + \sum_{i=1}^{P} h_{ki}s_b \right) + n, \tag{6}
\]

where \( h_{li} \in (h_{l1}, h_{l2}, \ldots, h_{lp}) \) and \( h_{ki} \in (h_{k1}, h_{k2}, \ldots, h_{kp}) \) represent the channel vectors that transmit \( s_a \) and \( s_b \), respectively, in the \( i \)-th group. The antenna indices for the \( i \)-th group range from \( (i-1)n_T + 1 \) to \( in_T \), such that \( 1 \leq i \leq P \). Similar to the CQSM, \( s_a \) and \( s_b \) belong to distinct constellations of size \( M \). The first constellation is a conventional QAM/PSK constellation and the second is a rotated version of the first. The results of the rotation angle optimization for the PCQSM are shown in Figure 2 for several system configurations with \( P = 2 \) and \( P = 4 \). The angle that minimizes the the BER is considered as the optimal angle and is used in subsequent simulations for the given system configuration. Employing the maximum-likelihood (ML) detection at the receiver side, the estimated transmitted symbols and antenna indices are given by

\[
[l, k, s_a, s_b] = \arg \min_{l, k, s_a, s_b} \| y - \sum_{i=1}^{P} h_{li}s_a - \sum_{i=1}^{P} h_{ki}s_b \|^2 = \arg \min_{l, k, s_a, s_b} \| y - g \|^2 = \arg \min_{l, k, s_a, s_b} \| g \|^2 - 2\Re\{y^Hg\}, \tag{7}
\]

where

\[
g \triangleq \sum_{i=1}^{P} h_{li}s_a + \sum_{i=1}^{P} h_{ki}s_b. \tag{8}
\]
The sets \( l = \{ l_1, l_2, \cdots, l_P \} \) and \( k = \{ k_1, k_2, \cdots, k_P \} \) are the spatial indices from which \( s_a \) and \( s_b \) are transmitted in each group, respectively.

**Example 1.** Assume a PCQSM system that achieves 12 bits/s/Hz with \( N_t = 8 \), \( N_r = 4 \), \( M = 4 \), and \( P = 2 \). Accordingly, the first and second group of the antenna set are \( \{1, 2, 3, 4\} \) and \( \{5, 6, 7, 8\} \), respectively. Let the information stream at one channel use be \([0 1 1 0 1 0 1 0 1 1 0 1 0]\), which is split into

\[
\begin{align*}
    m_a &= [0 1], \\
    m_b &= [1 0], \\
    p_1 &= [1 0 1 1], \\
    p_2 &= [0 0 1 1].
\end{align*}
\]

The first part \( m_a \) modulates \( s_{a2} = -1 + j \) from the QPSK constellation. The second part \( m_b \) modulates \( s_{b3} \), where \( s_{b3} = s_{a3} e^{j \theta_{opt}} \) and \( s_{a3} = 1 - j \). Using the same optimization method of [22], the optimal angle, obtained through extensive simulations, is \( \theta_{opt} = 43^\circ \) for the \( 8 \times 4 \) PCQSM system. Therefore, \( s_{b3} = -0.2767 - j1.3869 \). Based on the \( p_1 \) part, the transmit antennas of index 3 and 4 in the first group are activated to transmit \( s_{a2} \) and \( s_{b3} \), respectively. Similarly, the transmit antennas of index 5 and 8 in the second group are used to transmit the signal symbols. The signal symbols are normalized before transmission to achieve a unity transmission power. The received vector is then given by

\[
y = \frac{1}{\sqrt{2}} (s_{a2} (h_3 + h_5) + s_{b3} (h_4 + h_8)) + n.
\]

Figure 2. Optimized rotation angle for PCQSM with \( N_t = 8 \), \( N_r = 4 \).

4. **Performance Analysis**

Building upon the work in [26], let

\[
x = \frac{1}{\sqrt{P}} \sum_{i=1}^{P} (h_{li} s_{a} + h_{ki} s_{b}),
\]

\[
\hat{x} = \frac{1}{\sqrt{P}} \sum_{i=1}^{P} (h_{li} \hat{s}_a + h_{ki} \hat{s}_b).
\]
be two noiseless received codewords. The pairwise error probability (PEP) is accordingly given by

$$Pr[x - \hat{x}|H] = Q\left(\sqrt{\frac{||x - \hat{x}||^2}{2\sigma^2_n}}\right) = Q\left(\sqrt{\zeta}\right),$$  \hspace{1cm} (11)

where

$$\zeta = \frac{1}{2\sigma^2_n}(x - \hat{x})^H(x - \hat{x}),$$  \hspace{1cm} (12)

and $\zeta$ is determined in the same way as in [22], assuming $P$ antenna subgroups. The average PEP assuming $N_r$ receive antennas is thereby determined as follows,

$$\bar{P}_e(x - \hat{x}) = \gamma N_r \sum_{u=1}^{N_r-1} \binom{N_r - 1 + u}{u} [1 - \gamma]^u,$$  \hspace{1cm} (13)

where $\gamma = \frac{1}{2} \left(1 - \sqrt{\frac{\zeta}{1 + \zeta}}\right)$. Averaging (13), the BER of the proposed scheme is upper-bounded by the average bit-error probability (ABEP), and this is given by

$$P_b = \frac{1}{2R^2} \sum_{i=1}^{2R} \sum_{u=1}^{2R} \bar{P}_e(x - \hat{x}) e_{iu},$$  \hspace{1cm} (14)

where $R$ denotes the total spectral efficiency of the system and $e_{iu}$ is the number of bits that are erroneously detected in the error event $\bar{P}_e(x - \hat{x})$.

5. Computation Complexity of the Receiver

In addition to the performance analysis, the computation complexity of the ML receiver employed in PCQSM is analyzed and compared with that of PQSM and CQSM. The number of complex operations, specifically addition and multiplication operations, that are involved in the proposed PCQSM is determined from (7) and (8). To compute $g$ in (8), $2PN_r$ multiplications and $(2P - 1)N_r$ additions are required and in (7), $\|y - g\|^2$ requires $N_r$ additions and $2N_r - 1$ multiplications. The ML search is performed over the $R$-dimensional space. Therefore, the overall computation complexity of the ML receiver in PCQSM is given as

$$\eta_{PCQSM} = (4PN_r + 2N_r - 1)2^R.$$  \hspace{1cm} (15)

The complexity of ML detector in PQSM, $\eta_{PQSM}$ is provided in (Equation (26) in [18]). Assume that the spectral efficiency in PCQSM and PQSM are the same, the complexity ratio, $\eta_{PCQSM}/\eta_{PQSM} = 1$. This implies that the two transmission scheme have the same complexity at the same transmission rate while PCQSM can significantly reduce the required number of transmit antennas.

Compared to CQSM, the difference in complexities is in the computation of $g$, which requires $2N_r$ multiplications and $N_r$ addition. Altogether, CQSM requires $6N_r - 1$ complex operations. Therefore, the ML receiver complexity ratio of PCQSM to CQSM is given as follows.

$$\frac{\eta_{PCQSM}}{\eta_{CQSM}} = \frac{4PN_r + 2N_r - 1}{6N_r - 1}.$$  \hspace{1cm} (16)

The expression in (16) is expected as PCQSM involves antenna groups and the implication is that the ML complexity grows as $P$ increases. This slight increase in the computational complexity is tolerable, given the huge gains achieved by the PCQSM in terms of SNR and number of required transmit antennas.

6. Simulation Results

This section discusses the performance of the proposed scheme under different system configurations using Monte Carlo simulations. The obtained results are compared to
the analytical results derived in Section 4. The channel is assumed to be frequency-flat Gaussian channel. The number of groups that are selected in all simulations for PCQSM is either \( P = 2 \) or 4.

First, we investigated the performance of the PCQSM in terms of the rotation angle. For \( N_t = 8, N_r = 4 \) and a fixed SNR value of 28 dB, the BER versus the rotation angle for six different system configurations is illustrated in Figure 2. Based on the depicted simulations, the angle that minimizes the BER is announced as the optimal rotation angle. For 8-QAM, the optimal rotation angle using \( P = 2 \) is either 21° or 69° as the graph is symmetrical. When PCQSM uses four groups, i.e., \( P = 4 \), \( \theta_{opt} \) is either 30° or 60°. For \( M = 16 \), the optimal rotation angle is the same for both \( P = 2 \) and 4, with the value of \( \theta_{opt} \) being either 26° or 64°. For \( M = 32 \), \( \theta_{opt} \) has a unique value of 45°. This implies that at low values of \( M \), the optimal rotation angles are different. However, as the modulation order increases, \( \theta_{opt} \) is the same for \( P = 2 \) and 4. The details of the optimal rotation angles obtained for all PCQSM configurations that are selected for evaluation in this section are presented in Table 1. It is important to note that the optimal rotation angles for CQSM are determined independently using extensive simulations. The optimal rotation angles of CQSM for two different system configurations are provided in Table 2.

Table 1. Optimal rotation angle, \( \theta_{opt} \), for several PCQSM system configurations.

| \((N_t; N_r; P; M)\) | \( \theta_{opt} (°) \) | \((N_t; N_r; P; M)\) | \( \theta_{opt} (°) \) |
|------------------|------------------|------------------|------------------|
| \((8, 4, 2, 8)\) | 21/69 | \((8, 4, 4, 8)\) | 30/60 |
| \((8, 6, 2, 8)\) | \(8, 4, 8\) | \((8, 4, 4, 8)\) | \(8, 4, 8\) |
| \((8, 8, 2, 8)\) | 26/64 | \((8, 4, 2, 32)\) | 45 |
| \((8, 4, 2, 16)\) | \(8, 4, 16\) | \((8, 4, 2, 32)\) | \(8, 4, 16\) |
| \((32, 4, 4, 4)\) | \(36/27/41\) | \((16, 4, 4, 4)\) | \(31/41\) |
| \((32, 4, 2, 16)\) | \(12/21/43\) |

Table 2. Optimal rotation angle, \( \theta_{opt} \), for CQSM system configurations.

| \((N_t, N_r, M)\) | \( \theta_{opt} (°) \) |
|------------------|------------------|
| \((256, 4, 4)\) | 36 |
| \((256, 4, 16)\) | 44 |

As an example to validate the derived results, the analytical results of the performance of PCQSM using (14) is investigated for \( N_t = 8 \) and \( N_r = 4, 6, \) and 8 with modulation order of 8-QAM. This is illustrated in Figure 3a,b. Figure 3a depicts a comparison between the simulation and analytical results for PCQSM \( (P = 2) \). Figure 3b illustrates the same for PCQSM \( (P = 4) \). In all system configurations, the simulation results are upper bounded by the analytical results.

In Figure 4a, PCQSM is compared with the conventional SM schemes CQSM and QSM with the same modulation order and number of receive antennas, \( M = 4 \) and \( N_r = 4 \), respectively. While QSM and CQSM required 512 and 256 transmit antennas to achieve the transmission rate of 20 bit/s/Hz, PCQSM with \( P = 2 \) and \( P = 4 \) required 32 and 16 transmit antennas, respectively. The performances of the CQSM and PCQSM for \( P = 2 \) are similar, whereas PCQSM for \( P = 4 \) performed close to QSM. The 1 dB BER improvement in the performance of PCQSM with \( P = 2 \) as compared to PCQSM with \( P = 4 \) is due to the reduced number of antennas per subgroup. As the number of antennas reduces, the probability of transmitting the two signal symbols \( s_a \) and \( s_b \) from the same antennas increases. This leads to a slight degradation in error performance. This degradation is
tolerable given the huge gains in the terms of the number of required antennas for high \( p \) values.

\[
\begin{align*}
\text{SNR (dB)} & \\
\text{BER} & \\
\text{PCQSM, } N_r=4 & \\
\text{PCQSM, } N_r=6 & \\
\text{PCQSM, } N_r=8 & \\
\text{Analytical} & \\
\end{align*}
\]

**Figure 3.** Theoretical performance of PCQSM in comparison with PCQSM simulation for (a) \( P = 2 \) and (b) \( P = 4 \) at a transmission rate of 14 bits/s/Hz with 8-QAM, \( N_t = 8 \) and \( N_r = 4, 6, \) and 8, respectively.

\[
\begin{align*}
\text{SNR (dB)} & \\
\text{BER} & \\
\text{QSM, } N_t=512 & \\
\text{CQSM, } N_t=256 & \\
\text{PCQSM, } P=2, N_t=32 & \\
\text{PCQSM, } P=4, N_t=16 & \\
\text{PQSM, } P=2, N_t=32, M=16QAM & \\
\text{PCQSM, } P=4, N_t=16, M=16QAM & \\
\end{align*}
\]

**Figure 4.** Performance comparison of (a) SM schemes with transmission rate of 20 bits/s/Hz with same number of receive antenna, \( N_r = 4 \) and modulation order \( M = 4\text{-QAM} \). (b) PQSM and PCQSM schemes with 2 and 4 groups to achieve a transmission rate of 20 bits/s/Hz, \( N_r = 4 \).

To provide a fair comparison between the performances of PQSM and PCQSM, the same number of antenna groups is selected. The number of transmit antennas required in the two schemes is the same. However, to achieve the same spectral efficiency, PQSM requires higher modulation orders. Figure 4b depicts the error performance of the two systems for two configurations. While PQSM requires 16-QAM modulation to achieve a spectral efficiency of 20 bit/s/Hz, PCQSM on the contrary requires 4-QAM. As a result, the PCQSM outperforms PQSM by approximately 4 dB in both groups at a target BER of \( 10^{-4} \).

Finally, PCQSM is compared with the three conventional SM schemes to achieve the same spectral efficiency of 24 bit/s/Hz, using the same modulation order of \( M = 16 \). QSM requires 1024 transmit antennas, CQSM requires 256, PQSM \( (P = 2) \) requires 64,
and PCQSM \((P = 2)\) requires 32, the least number of transmit antenna, to achieve the same spectral efficiency of 24 bit/s/Hz. Figure 5 illustrates the BER performance of these transmission schemes. At a BER of \(10^{-4}\), PCQSM \((P = 2)\) attained negligible BER difference when compared to that of CQSM, and about 1 dB improvement as compared to QSM and PQSM \((P = 2)\).

**Figure 5.** Performance comparison of SM schemes with transmission rate of 24 bits/s/Hz with \(N_r = 4\) and modulation order, \(M = 16\)-QAM.

7. Conclusions

In this paper, we proposed the PCQSM MIMO technique to achieve a high spectral efficiency and reduction in the number of required transmit antennas of the conventional SM techniques. To achieve these advantages, the proposed PCQSM splits the available set of transmit antennas into subgroups of equal size. Two signal symbols are modulated and encoded using the conventional CQSM in each of the subgroups. By doing so, the proposed technique requires a small fraction of the number of transmitted antennas needed by the conventional systems to achieve a certain spectral efficiency. This is achieved without any sacrifice in the error performance or increase in the hardware requirements, as compared to CQSM. We provided the analytical performance of the proposed technique and validate it via simulation results. The simulation results show that the proposed PCQSM performs close to several conventional techniques and outperforms others, while maintaining low hardware requirements and number of required transmit antennas.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description                      |
|--------------|----------------------------------|
| ABEP         | Average bit error probability    |
| BER          | Bit error rate                   |
| CQSM         | Complex quadrature spatial modulation |
| IQSM         | Improved quadrature spatial modulation |
| IM           | Index modulation                 |
| MA-SM        | Multiple active spatial modulation |
| MIMO         | Multiple-input multiple-output    |
| ML           | Maximum likelihood               |
| PCQSM        | Parallel complex quadrature spatial modulation |
| PQSM         | Parallel quadrature spatial modulation |
| PSM          | Parallel spatial modulation       |
| PEP          | Pairwise-error probability       |
| PSK          | Phase shift keying               |
| QAM          | Quadrature amplitude modulation   |
| QSM          | Quadrature spatial modulation     |
| RF           | Radio frequency                  |
| SM           | Spatial modulation               |
| SNR          | Signal to noise ratio            |
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