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Problem definition: With the rise of the digital economy and an explosion of available information about consumers, effective personalization of goods and services has become a core business focus for companies to improve revenues and maintain a competitive edge. This paper studies the personalization problem through the lens of policy learning, where the goal is to learn a decision-making rule (a policy) that maps from consumer and product characteristics (features) to recommendations/treatments (actions) in order to optimize outcomes (rewards). We focus on using available historical data for offline learning with unknown data collection procedures, where a key challenge is the non-random assignment of recommendations. Moreover, in many business and medical applications, interpretability of a policy is essential. Methodology/results: We study the class of policies with linear decision boundaries to ensure interpretability, and propose learning algorithms using tools from causal inference to address unbalanced treatments. We propose several optimization schemes to solve the associated non-convex, non-smooth optimization problem, and find that a Bayesian optimization algorithm is fast and effective. We test our algorithm with extensive simulation studies and apply it to an anonymized online marketplace customer purchase dataset, where the learned policy outputs a personalized discount recommendation based on customer and product features in order to maximize gross merchandise value (GMV) for sellers. Our learned policy improves upon the platform’s baseline by 88.2% in net sales revenue, while also providing informative insights on which features are important for the decision-making process, e.g., when “Attribute 2” is large, marginal increase in GMV is low for discounts higher than 10%. Managerial implications: Our findings suggest that our proposed policy learning framework using tools from causal inference and Bayesian optimization provides a promising practical approach to interpretible personalization across a wide range of applications.
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1. Introduction

An increasingly prominent feature of the digital economy is the personalization of goods and services based on consumer, product, and contextual information to improve customer
experience and business revenues (Iyer et al. 2005, Li et al. 2010, Kim et al. 2011, Kallus and Zhou 2021b, a, Bastani et al. 2022b, 2021, DeCroix et al. 2021). In online platforms, product recommendations, advertisements, and offers are often based on customers’ characteristics, preferences, and browsing histories (Ettl et al. 2020, Pauphilet 2022). Similarly, in precision medicine and pharmacogenetics (Bertsimas et al. 2017, Hespanhol and Aswani 2018, Zhou et al. 2018, Drew 2016, Minor 2020, Bastani and Bayati 2020), different treatment options and dosages can be selected based on patients’ medical histories and genetic profiles in order to optimize patients’ outcomes. Even in the more traditional domain of public policy, individual heterogeneities are becoming increasingly important when determining what kind of policies should be applied to particular groups in order to balance optimizing individual outcomes with improving overall social welfare or reducing inequality (Kitagawa and Tetenov 2021).

The key phenomenon underlying the ubiquity of personalization across different domains is heterogeneity, that is, different individuals respond differently to particular recommendations/offers/treatments. As a result, the best option may vary significantly across individuals in a population. To quote a proverb provocatively: “One man’s poison is another man’s medicine”. Thanks to the growing availability of historical data on consumers, users, and patients, it is now possible to make better decisions based on such individual heterogeneities, and personalization has transformed from heuristics-based rules to sophisticated data-driven operations using increasingly detailed information.

To enable good personalization from historical data, the central problem we need to solve is that of offline policy learning: to learn a “good” personalized decision-making rule (a policy) that maps individual and contextual information to available actions, in order to achieve better outcomes, such as higher click-through rates for ads, increased sales and revenue in online marketplaces, and improved patient outcomes. One of our motivating applications comes from the e-commerce platform JD.com (Shen et al. 2020), which released large amounts of anonymized historical data on customer purchase behavior that contain information on customer and product characteristics (features/contexts), discounts available to customers at time of purchase (treatments/actions), and customers’ purchase decisions and sales value (rewards). A natural question is whether the platform and third-party sellers can improve net sales revenue by targeting and personalizing discount offers to potential buyers in order to encourage them to make a purchase decision.
Because of variations in the availability and amount of discounts, the historical dataset may already contain enough heterogeneity that allows sellers to learn a good policy offline, which recommends an optimal discount offer to each potential customer considering a particular product, without the need to conduct further online experiments that could take time and result in revenue losses. Such a policy learned using historical data provides a good operational starting point for personalized discount offers, and could also help the platform/sellers decide whether further online experiments are worthwhile. See also Ettl et al. (2020) for a related but different problem on personalizing discounted product bundles based on online consumer preferences and inventory constraints.

Despite the appeal of offline policy learning, the observational nature of the data also poses unique challenges. Most importantly, unlike in online policy learning, we do not have control over treatment assignments. Outcomes observed in historical data are results of the particular treatments selected, and the exact treatment assignment mechanism(s) used to collect the data may not be available information to us. In the purchase dataset from JD.com, some discount offers were assigned randomly by the platform, while others had to be claimed (“clipped”) first by customers before applying them. Yet other discounts were already results of targeting based on customer information using the platform’s machine learning algorithms (Shen et al. 2020). To learn from these diverse sources of data derived from different assignment mechanisms, a learning algorithm needs to handle selection bias (a.k.a. confounding) on the treatments observed, i.e., the assignment of discount offers can be correlated with customers’ potential purchase outcomes. This is certainly the case for targeted offers, but also for discounts actively claimed by customers, whose characteristics are correlated with discount-seeking behavior as well as purchase decisions. In the presence of confounding, simple supervised learning approaches using the observational dataset will result in biased estimates for rewards. Similarly, in a hospital setting (Bennett and Kallus 2020), since healthier patients (who are more likely to recover) tend to receive less invasive treatments, failure to address selection bias leads one to conclude that less invasive treatments always result in better patient outcomes.

Fortunately, the challenges posed by the observational nature of historical data are especially amenable to tools from causal inference (Imbens and Rubin 2015), and in particular the idea of propensity weighting (Horvitz and Thompson 1952, Rosenbaum and Rubin 1983, Robins et al. 1994, Hirano et al. 2003), whereby samples that are assigned to
less common treatment arms are given more weight when forming sample average estimates of treatment effects. Building on semiparametric causal estimates of potential rewards, a series of recent works on offline policy learning focus on optimal regret bound and sample complexity of general policy classes, e.g., Athey and Wager (2021), Kitagawa and Tetenov (2018), Zhou et al. (2022), Chernozhukov et al. (2019), Kallus and Zhou (2021b). However, despite the success of efficient causal estimates in providing theoretical guarantees for offline policy learning algorithms, practical considerations for operationally relevant policy classes remain to be explored further. In particular, many business and medical applications demand that learned policies be easy to understand and interpret, so that practitioners can assess and make sense of the relative importance and contributions of each feature in critical decision-making processes.

In this paper, we address the need for practical and interpretable personalization via offline policy learning and propose an end-to-end learning framework for policies with linear decision boundaries, where each treatment arm is parameterized by a linear model and the policy assigns an individual to the treatment arm with the largest model value given the individual’s features. Instead of approximating rewards directly with linear models in order to achieve interpretability, as is commonly done in the literature, our framework allows the use of flexible blackbox (and non-linear) reward estimators, and parameterizes the policies by linear functions in order to achieve interpretability. This decouples reward estimates from policy functions, and allows us to incorporate semiparametric estimates of rewards from causal inference in order to address challenges of selection bias in observational datasets as well as nonlinear dependence of rewards on features. Linear decision boundaries are arguably the most natural and simple policy class to use in practice, as they allow us to assess the relative importance of each feature in making a decision. Despite this simplicity, the optimization problem associated with the offline learning problem poses significant challenges due to the non-smooth and non-convex nature of the objective, which we will address in the present work using Bayesian optimization.

1.1. Our Message

Our philosophy is “Complex Environment, Interpretable Policy”, which entails first obtaining sophisticated estimates of the environment (using state-of-the-art blackbox estimation schemes) and then optimizing for the best interpretable policy using these estimates. This is different from—and superior to—making interpretable (e.g. linear) model
assumptions on the environment and then solving for the best policy based on that ("Simple Environment, Simple Policy"), which is the popular choice in applications that prioritize interpretability. Our approach also differs from decision rules directly based on complex models of the environment ("Complex Environment, Complex Policy") in that it offers interpretability, for which the practical significance is well understood (see for instance the excellent recent work of Bastani et al. (2022a)) and enjoys theoretical guarantees on regret.

Our main takeaways are twofold. First, when finding policies with linear decision boundaries, the interpretable policy class we focus on in this paper, it is crucial to solve the empirical reward maximization (ERM) problem directly rather than through any relaxation. This is because the ERM problem is built using highly accurate (blackbox) reward estimates, which lose their power if the ERM problem is not solved exactly. In our setting, this ERM problem is non-convex and non-smooth, hence posing a computational challenge if solved in a brute-force way. By adapting a general Bayesian optimization methodology (Zhou and Hu 2014) to our problem, we construct an algorithm (Algorithm 1) that provides an attractive computational option while retaining statistical efficiency. In comparison to the folklore convex relaxation and logistic relaxation approaches that may seem to be the most obvious candidates to address the challenges of non-convex and non-smooth problems, our Bayesian algorithm performs much better empirically (see simulations in Section 3) and is robust to noise. More broadly, our results suggest that Bayesian Optimization, which currently appears to be less popular in the policy learning community, can be an effective tool in the toolkit.

Second, to demonstrate the practical appeal of our learning framework as a decision-making tool for interpretable personalization to a broad range of problems, we apply our algorithm to a customer purchase dataset provided by JD.com (Shen et al. 2020), China’s largest online retailer. Our algorithm learns a policy that recommends personalized discount offers to consumers based on consumer, product, and other contextual information to maximize sellers’ gross merchandise value (GMV). A simple implementation using a Bayesian optimization approach suggests an increase in net sales revenue by 88.2% over the current baseline used by sellers. The learned policy also provides interpretable insights into how customer and product characteristics determine the impact of discounts, which helps inform the platform on which features are important for improving GMV. For example, we found that the marginal return in net sales revenue from discounts is relatively
small when the quality indicator “Attribute 2” of a product is high, with optimal discount above 0% but below 10%, especially for users with a “plus” membership.

1.2. Related Works

Policy Learning. The problem of policy learning from observational data, also known as optimal treatment allocation, has been studied simultaneously in several different disciplines, such as economics (Manski 2004, 2009, Hirano and Porter 2009, Kitagawa and Tetenov[2018], Athey and Wager 2021), machine learning and operations research (Dudík et al. 2011, Swaminathan and Joachims 2015, Zhou et al. 2022, Kallus and Zhou 2021b), and statistics (Zhang et al. 2012, Luedtke and Van Der Laan 2016, Zhao et al. 2012). From a theoretical perspective, the central measure of the quality of a policy is the asymptotic regret, i.e., the difference in expected outcomes associated with the optimal decision rule and that provided by the policy, as sample size grows large. To achieve the minimax optimal $O_p(1/\sqrt{n})$ asymptotic regret when the data collection mechanism is unknown and endogenous, most works with such guarantees, such as Athey and Wager (2021), Kallus and Zhou (2021b), Zhou et al. (2022), rely crucially on the doubly robust estimators of Robins et al. (1994) and the associated statistical theory on semiparametric estimation (Hahn 1998, Newey 1994, Robins and Rotnitzky 1995, Imbens 2004), although doubly robust estimators have already been used (without guarantees) for policy learning in applications such as healthcare (Tsiatis et al. 2011), education (Uysal 2015), and online recommendations (Wang et al. 2019). Recent works have also examined offline policy learning when the data distribution is not stationary. One idea is that adaptive data collection could improve offline policy learning (Zhan et al. 2021, Kallus 2021, Bibaut et al. 2021). Other works consider individuals reacting strategically to treatments (Munro 2020) or competing against each other under capacity constraints (Sahoo and Wager 2022). Although it would be interesting to examine the extent to which consumers react strategically to personalized treatments, in this paper, we will assume that the data distribution is stationary, and leave extensions to future work.

Bayesian Optimization. Although itself an established research field, the use of Bayesian optimization has been less common in policy learning. Our paper builds upon the line of works aiming to combine model-based Bayesian algorithms, which consider a population of potential solutions, with gradient-based algorithms, which enjoy fast convergence. In particular, Zhou and Hu (2014) propose a general framework based on a
stochastic quasi-Newton iteration, which iterates between sampling from the domain of solutions and updating the distribution on the solution space. The distribution eventually concentrates on the set of global optima for the original problem. A major advantage of this approach is its ability to overcome local optima, which methods based on updates of a single solution often suffer from. Moreover, it is applicable to non-smooth objectives, as the original objective function is replaced with a smooth problem over the parameter space of the sampling distribution. Importantly, these algorithms can often be viewed as a generalized Robbins-Monro algorithm ([Robbins and Monro 1951] [Chung 1954]), whose convergence can be studied with tools from stochastic approximation theory ([Borkar 2009]).

2. Problem Setup

In this section, we introduce the offline policy learning framework used to learn decision rules for personalization from observational data in this paper. Let $\mathcal{X} \subset \mathbb{R}^p$ be the underlying context space of dimension $p$ and $\mathcal{A} = \{a^1, \ldots, a^d\}$ be a set of $d (\geq 2)$ actions (or treatments). We posit that there is an underlying distribution $\mathbb{P}$ on $(X, Y(a^1), Y(a^2), \ldots, Y(a^d)) \in \mathcal{X} \times \prod_{i=1}^d \mathcal{Y}_i$, where $Y(a^j) \in \mathcal{Y}_j \subset \mathbb{R}$ denotes the potential outcome that represents the random reward if the corresponding action $a^j$ were taken ([Rubin 1974] [Imbens and Rubin 2015]). We assume that all $\mathcal{Y}_j$’s are bounded. Denote the expected reward as $\mu(x, a) := \mathbb{E}[Y(a) \mid X = x]$, which can have arbitrary non-linear dependence on $x$. In the example of targeted discount offers in online markets, $\mu(x, a)$ could represent the expected net sales revenue for the platform if a discount of type $a$ were recommended to a customer-product pair $x$.

We are given a dataset consisting of $n$ i.i.d. triples $\{(X_i, A_i, Y_i)\}_{i=1}^n$ sampled as follows. First, $(X_i, Y_i(a^1), Y_i(a^2), \ldots, Y_i(a^d))$ is sampled i.i.d. from $\mathbb{P}$; and then conditional on the context $X_i$, action $A_i \in \mathcal{A}$ is sampled using a probability vector of propensities $(e(X_i, a^1), \ldots, e(X_i, a^d))$ where $e(x, a^j) = \mathbb{P}[A_i = a^j \mid X = x]$, after which only $Y_i = Y_i(A_i)$ is revealed. Importantly, the data-collection rule underlying the propensity model is generally unknown to us, and could be a simple heuristic or a sophisticated machine learning model (or a combination of both). However, we make the following standard assumption in the causal inference literature that it only depends on observable $x$ and not on any $Y(a^j)$.

**Assumption 1 (Unconfoundedness).** $A_i \perp (Y_i(a^1), Y_i(a^2), \ldots, Y_i(a^d)) \mid X_i$
We emphasize that we only observe the reward associated with the realized action $A_i$ actually selected in the $i^{th}$ observation, even though all the other unobserved potential outcomes $Y_i(a)$ for $a \in \mathcal{A} \setminus \{A_i\}$—also known as counterfactuals (Imbens and Rubin 2015)—exist in the model and have been drawn in accordance with $\mathbb{P}$. The issue of missing counterfactuals poses great challenges for observational studies and is mitigated with the “overlap” assumption (Robins and Rotnitzky 1995, Hirano et al. 2003, Chernozhukov et al. 2018) that the data-collection rule has sufficient exploration, which is essential for accurately estimating the reward functions and learning policies.

**Assumption 2 (Overlap).** There exists some $\eta > 0$, such that the propensity $e(x,a) \geq \eta$, for any $(x,a) \in \mathcal{X} \times \mathcal{A}$.

The problem of offline policy learning is to learn a policy $\pi$, which maps a context vector $x \in \mathcal{X}$ to an action choice $a \in \mathcal{A}$, from the observational data $\{(X_i, A_i, Y_i)\}_{i=1}^{n}$ in order to maximize reward. Specifically, given a policy $\pi$, its expected policy value is

$$Q(\pi) := \mathbb{E}[Y_i(\pi(X_i))],$$  

(1)

where the expectation is taken over the data generating process. The optimal policy in a function class $\Pi$ is defined as $\pi^* := \arg\max_{\pi \in \Pi} Q(\pi)$. We measure the performance of a policy $\pi \in \Pi$ by its regret, which is its value gap from the optimal policy:

$$R_\Pi(\pi) := Q(\pi^*) - Q(\pi) = \mathbb{E}[Y(\pi^*(X))] - \mathbb{E}[Y(\pi(X))].$$  

(2)

Our goal is to learn a policy $\hat{\pi}$ from $\Pi$ such that the regret of $\hat{\pi}$ is small with high probability. Here the randomness comes the fact that $\hat{\pi}$ is a function of the stochastically collected observational dataset. Note, however, that in this paper, we consider the underlying distribution $\mathbb{P}$ to be stationary and the reward to be non-adversarial, so it suffices to learn a deterministic policy that maps each context to an action choice, as opposed to a random policy whose range is the probability simplex over the action set $\mathcal{A}$.

**Remark.** We make two comments that help distinguish offline policy learning from related problems and approaches. First, although both online and offline policy learning use regret as their performance metric, they are fundamentally different problems. In online policy learning problems such as contextual bandits (Agrawal and Goyal 2013, Bastani and Bayati 2020), the key challenge is balancing the exploration-exploitation trade-off
by carefully designing the treatment assignment mechanism. In offline policy learning problems, the exact treatment assignment mechanism used in data collection was predetermined and may not be available to us, but we assume that it only uses observable contexts and affords enough exploration to learn a good policy. Second, one may consider directly estimating $\mu(x, a)$ for each $a$ with regression or machine learning methods, using observations $(X_i, A_i, Y_i)$ where $A_i = a$. However, as long as $A_i$ depends on $x$, this will result in biased estimates due to confounding. In the JD.com example, the coupon offer $a$ could have been targeted at customers who are deemed more likely to spend more money. Naive regression approaches would bias $\mu(x, a)$ upwards. Therefore, offline policy learning cannot be solved simply with traditional supervised learning methods.

### 2.1. Learning Linear Decision Boundaries

Having set the stage for general offline policy learning, we now focus on a particular policy class $\Pi_{\text{linear}}$, known as linear decision boundaries, which are policies of the form:

$$\pi(x; \Theta) \in \arg\max_{a \in A} \langle \theta_a, x \rangle,$$

where $\theta_a \in \mathbb{R}^p$ for each $a \in A$, i.e., each action is associated with a parameter vector $\theta_a$, and $\Theta \in \mathbb{R}^{pd}$ is obtained by stacking up $\{\theta_a\}_{a \in A}$.

A main advantage of linear decision boundaries is that the coefficients can be interpreted as the relative importance of a given feature, which the learned policy places when trying to decide whether to employ a particular action or assign the unit to a particular treatment. For example, if the $j$-th component of $\theta_a$ is positive and large for a particular action $a$ while small in comparison or negative for other actions, then an increase in the $j$-th feature $x_j$ increases the likelihood of action $a$ being chosen, relative to other actions. In cases of decision-making where interpretability is critical, such as precision medicine, this property is desirable, as doctors are able to deduce that particular patient characteristics positively or negatively influence the decision to adopt or avoid particular treatments. Similarly, in an online marketplace such as JD.com, a learned policy with linear decision boundaries for personalized discount recommendation provides insights to the platform and vendors on which consumer and product characteristics are important when determining how a particular amount or type of discount offer influences consumers’ purchase behaviors.

**Remark.** Importantly, the policy class of linear decision boundaries includes—as a strict subset—policies based on linear models of rewards: whereas policies based on learning linear
models of $\mu(x, a)$ place the linear structure assumption on rewards (which could easily suffer from model mis-specification, in addition to the confounding problem discussed before), $\Pi_{\text{linear}}$ only requires that decision boundaries to be linear, while allowing rewards to have arbitrary dependence on covariates. This is the crucial difference between our approach to interpretable personalization using linear decision boundaries and the approach of linear reward modeling, and embodies our philosophy of “complex environment, simple and interpretable policy”. In the special case when rewards indeed depend linearly on covariates, the optimal policy in $\Pi_{\text{linear}}$ coincides with the one based on linear models of rewards; in general, however, these two are different and the optimal policy in $\Pi_{\text{linear}}$ is strictly better. Figure 1 provides a visualization of this difference in the toy example with two actions ($d = 2$) and one-dimensional feature ($p = 1$). We will illustrate this point further with simulations in settings where rewards depend non-linearly on features, but the optimal decisions are separated by linear boundaries in the feature space.

2.2. Policy Learning with Doubly Robust Reward Estimation

For any policy $\pi$, given an observational dataset satisfying Assumption 2, we will approximate its policy value $Q(\pi) = \mathbb{E}[Y_i(\pi(X_i))]$ by the empirical estimator

$$\hat{Q}(\pi) = \frac{1}{n} \sum_{i=1}^{n} \hat{Y}_i(\pi(X_i)), \quad (4)$$
where $\hat{\Gamma}_i(a)$ is an unbiased estimator of the expected reward $\mathbb{E}[Y_i(a)|X_i]$. The approach we take to learn an optimal policy in $\Pi_{\text{linear}}$ is by finding a solution to the following empirical reward maximization (ERM) problem:

$$\max_{\pi \in \Pi_{\text{linear}}} \hat{Q}(\pi) \iff \max_{\Theta \in \mathbb{R}^{dp}} \frac{1}{n} \sum_{i=1}^{n} \hat{\Gamma}_i(\pi(X_i; \Theta)).$$

(5)

Here we raise two important questions of theoretical and practical interest, respectively. The first one is whether the solution to the ERM problem is optimal in terms of asymptotic regret, while the second question concerns how to efficiently obtain a maximizer of the ERM problem. The answer to the first question is affirmative and can be proved using tools from statistical learning theory, more specifically, regret bounds for multi-action policy classes via Natarajan dimensions (Jin 2022). In this paper, we will focus on the latter practical question of optimization, but will follow prior works on optimal regret bounds for policy learning, e.g., Dudík et al. (2011), Athey and Wager (2021), Kitagawa and Tetenov (2021), Zhou et al. (2022), and consider the doubly robust (a.k.a. augmented inverse propensity weighting or AIPW) estimators:

$$\hat{\Gamma}_i(a) = \frac{Y_i - \hat{\mu}(X_i, a)}{\hat{e}(X_i, a)} \cdot 1\{A_i = a\} + \hat{\mu}(X_i, a) \quad (6)$$

where $\hat{\mu}$ and $\hat{e}$ are estimators for expected rewards $\mu$ and propensities $e$. Here double robustness refers to the fact that the estimator is consistent if either the estimators of propensities are consistent, or the estimators of expected rewards are consistent. Moreover, doubly robust estimators are also semiparametrically efficient, i.e., they achieve the lowest asymptotic variance among all semiparametric estimators (Robins et al. 1994). In principle, one can use different procedures to estimate the propensity scores and expected rewards for different arms in $A$, as long as the estimators satisfy certain rate conditions. In practice, even though some non-linear estimators of $\mu$ and $e$, such as deep neural networks, may not enjoy these rates, they may still be advantageous and yield good empirical performance if the propensity or reward models are highly nonlinear as functions of the features. We reiterate that the use of non-linear estimators for reward does not affect the interpretability of our learned policies, because the linearity assumption is placed on the policy’s decision boundaries, not on the rewards.
3. Bayesian Optimization for Learning Linear Decision Boundaries

We now move on to solving the ERM problem \( \max_{\Theta \in \mathbb{R}^d p} \frac{1}{n} \sum_{i=1}^{n} \hat{y}_i(\pi(x_i; \Theta)) \) defined in \( (5) \), with the goal of learning the optimal policy with linear decision boundaries from the observational data. It is challenging because the associated ERM problem is non-differentiable and non-convex due to the argmax components in linear decision boundaries \( \pi(x; \Theta) \in \arg \max_{a \in A} \langle \theta_a, x \rangle \).

To address these difficulties, prior works have focused on relaxation approaches (Shalev-Shwartz and Ben-David 2014, Bennett and Kallus 2020). In particular, the ERM problem can be interpreted as a weighted classification problem, which can then be relaxed to a multiclass support vector machine. The convex relaxation approach constructs a concave lower-bound of the original problem and then maximizes it via standard techniques that find the global optima of the lower bound (Shalev-Shwartz and Ben-David 2014).

Alternatively, we also propose searching in the space of multinomial logistic policy class \( \Pi_{\text{logistic}} \), where the random policies can be obtained via a softmax mapping:

\[
\Pi_{\text{logistic}} = \{ h(x; \Theta) = \text{Softmax}(x^T \theta_{a^1}, \ldots, x^T \theta_{a^d}) \}.
\]

The solution in \( \Pi_{\text{logistic}} \) is then projected into \( \Pi_{\text{linear}} \) to obtain the final learned policy. Such a logistic relaxation yields a differentiable but still non-convex ERM objective, which is often optimized using first-order algorithms such as stochastic gradient descent, but can be plagued by poor initialization, such that the algorithm may get stuck at a sub-optimal stationary point. Although logistic functions are popular in the context of other machine learning problems such as classification, this paper presents the first consideration of adapting the logistic policies for offline policy learning problems. Details on the convex and logistic relaxation approaches can be found in Appendix A.

A main contribution of this paper is using Bayesian optimization to solve the ERM problem \( (5) \). Specifically, we adapt the Gradient-based Adaptive Stochastic Search (GASS) algorithm proposed in Zhou and Hu (2014) tailored to non-convex, non-smooth objectives. On a high level, instead of optimizing the ERM problem from a single starting point in the policy class, as many algorithms such as logistic relaxation do, this Bayesian approach optimizes a distribution over the policy class and thus avoids local minima and achieves global robustness. We will demonstrate the effectiveness of Bayesian optimization at solving the ERM problem on simulated and real datasets. In particular, policies learned via
Bayesian optimization consistently outperform policies learned from the aforementioned convex and logistic relaxation approaches, and are impressively robust to noise.

3.1. A Bayesian Optimization Approach

This section formulates the Bayesian optimization approach in the context of maximizing the ERM objective (5), as adapted from Zhou and Hu (2014). The key idea is to smooth the objective by estimating its expected value over the policy class with respect to a parameterized smooth probability density function, which is then updated iteratively such that the distribution gradually concentrates on the set of global optima of the ERM problem. Algorithm 1 summarizes our implementation.

For completeness, we briefly summarize the Bayesian optimization framework proposed in Zhou and Hu (2014), which is a gradient-based stochastic search algorithm generalizing the Robbins-Monro algorithm (Robbins and Monro 1951, Chung 1954). One can apply this framework to any non-differentiable non-convex optimization problem, as long as the objective function is bounded below, and its value can be efficiently queried at any point of the domain. This is the case for our ERM problem over linear decision boundaries.

To be precise, suppose that our goal is to solve max$_z H(z)$, with $H(z)$ lower bounded. Denote $f$ as a smooth density function parameterized by $\omega$ over the domain of $H$. Define $L(\omega) \triangleq \int H(z)f(z;\omega)dz$ as the expected value. We then turn to solving the problem max$_\omega L(\omega)$, which is smooth in $\omega$. We immediately have max $L(\omega) \leq$ max $H(\omega) \triangleq H^*$; the equality holds if and only if the parameterized distribution $f(z;\omega)$ is only supported on the set of global optima of $H(z)$. The algorithm alternates between drawing samples $\{z_j\}$ from $f(z;\omega)$ and using the samples to estimate $L(\omega)$ and update parameter $\omega$ in a quasi-Newton step, with the guarantee that $f(z;\omega)$ becomes more and more concentrated on the set of global optima of $H$ under general conditions.

Operationally, consider $f$ as a distribution in an exponential family, i.e. $f(z;\omega) = \exp(\omega^T T(z) - \phi(\omega))$. In practice, $f(z;\omega)$ can be taken to be a normal distribution, for which we may view smoothing as a convolution. By direct algebra, we obtain the gradient and Hessian of $L(\omega)$ as follows,

$$\nabla_\omega L(\omega) = \mathbb{E}_\omega [H(z)T(z)] - \mathbb{E}_\omega [H(z)] \cdot \mathbb{E}_\omega [T(z)]$$

$$\nabla^2_\omega L(\omega) = \mathbb{E}_\omega [H(z)(T(z) - \mathbb{E}_\omega [T(z)])(T(z) - \mathbb{E}_\omega [T(z)])^T]$$

$$- \mathbb{V}_\omega [T(z)] \cdot \mathbb{E}_\omega [H(z)],$$

(8)
where \( V_\omega[T(z)] = \mathbb{E}[T(z)T(z)^T] - \mathbb{E}[T(z)]\mathbb{E}[T(z)]^T \). To maximize the objective \( L(\omega) \), a natural idea is to apply the Newton update and successively approximate the root to its gradient \( \nabla_\omega L(\omega) \) as follows:

\[
\omega \leftarrow \omega - (\nabla_\omega^2 L(\omega))^{-1} (\nabla_\omega L(\omega)).
\]

However, to ensure that the update direction in \([9]\) is an ascent direction of \( L(\omega) \) (recall that our goal is to maximize \( L(\omega) \)), we need to have the adaptive step size \( (\nabla_\omega^2 L(\omega))^{-1} \) be negative semidefinite, which unfortunately may not always hold. A common practice is to replace \( \nabla_\omega^2 L(\omega) \) by its second term \( -V_\omega[T(z)]E_\omega[H(z)] \), and thus we have,

\[
\omega \leftarrow \omega + \frac{(V_\omega[T(z)])^{-1}}{E_\omega[H(z)]} \nabla_\omega L(\omega).
\]

We claim that \( V_\omega[T(z)] \) is positive semi-definite. In fact, \( V_\omega[T(z)] \) is the Fisher information matrix and can be rewritten as \( V_\omega[T(z)] = E_\omega \left[ \nabla_\omega \ln f(z; \omega)(\nabla_\omega \ln f(z; \omega))^T \right] = E_\omega [-\nabla_\omega^2 \ln f(z; \omega)] \) (Rao 1945). For computational stability, we follow Zhou and Hu (2014) and add a positive perturbation term when calculating the inverse, i.e. replacing \( (V_\omega[T(z)])^{-1} \) in \([10]\) with \( (V_\omega[T(z)] + \epsilon I)^{-1} \) for some small \( \epsilon > 0 \).

However, one more problem remains with the update rule \([10]\), since \( E_\omega[H(z)] \) is not necessarily non-negative. To address this, Zhou and Hu (2014) propose to apply a \( \omega \)-dependent filtering function \( S_\omega(z) \) to \( H(z) \), such that (i) \( S_\omega(H(z)) \) is positive for all \( z \); and (ii) only \( z \)'s with large \( H(z) \) values are sampled with high probability. Specifically, define

\[
S_\omega(H(z)) \triangleq \frac{1}{1 + \exp(-S_0(H(z) - \gamma_\omega))},
\]

where \( S_0 \) is a large positive constant, \( H_{lb} \) is a lower bound of \( H(z) \), and \( \gamma_\omega \) is the \((1 - \rho)\)-quantile of \( H(z) \) with density \( f(z; \omega) \) and a small number \( \rho > 0 \). To estimate \( \gamma_\omega \) in practice, we sample \( \{z_m\}_{m=1}^M \) from \( f(z; \omega) \) and use the empirical quantile calculated from \( \{H(z_m)\}_{m=1}^M \). In fact, \( \frac{1}{1 + \exp(-S_0(H(z) - \gamma_\omega))} \) performs as a smooth approximation of the indicator function \( 1\{H(z) \geq \gamma_\omega\} \). Thus \( S_\omega(H(z)) \) is positive and is noticeably large only if \( H(z) \geq \gamma_\omega \). Moreover, we note that the filtering function \( S_\omega(y) \) is increasing in \( y \) and continuous in \( \omega \), such that the set of optimal solutions satisfies \( \arg \max_z S_\omega(H(z)) \subset \arg \max_z H(z) \) for any \( \omega' \). Therefore, instead of optimizing \( L(\omega) = \int H(z)f(z; \omega)dz \), we solve the following optimization problem:

\[
\max_{\omega} L^S(\omega; \omega') = \int S_{\omega'}(H(z))f(z; \omega)dz.
\]
Similar to before, we have the gradient and the Hessian of \( L^S(\omega; \omega') \) as follows:

\[
\nabla_\omega L^S(\omega; \omega') = \mathbb{E}_\omega [S_{\omega'}(H(z))T(z)] - \mathbb{E}_\omega [S_{\omega'}(H(z))] \cdot \mathbb{E}_\omega [T(z)] \\
\nabla^2_\omega L^S(\omega; \omega') = \mathbb{E}_\omega [S_{\omega'}(H(z))(T(z) - \mathbb{E}_\omega [T(z)])(T(z) - \mathbb{E}_\omega [T(z)])^T] \\
- \mathbb{V}_\omega [T(z)] \cdot \mathbb{E}_\omega [S_{\omega'}(H(z))],
\]

and following the quasi-Newton update rule discussed above, we choose \( \omega' = \omega \) and update the parameter \( \omega \) via

\[
\omega \leftarrow \omega + \frac{\mathbb{V}_\omega [T(z)] + \epsilon I}{\mathbb{E}_\omega [S_{\omega'}(H(z))]} \nabla_\omega L^S(\omega; \omega) \\
= \omega + \left( \frac{\mathbb{V}_\omega [T(z)] + \epsilon I}{\mathbb{E}_\omega [S_{\omega'}(H(z))]} - \mathbb{E}_\omega [T(z)] \right)^{-1} \left( \frac{\mathbb{E}_\omega [S_{\omega'}(H(z))T(z)]}{\mathbb{E}_\omega [S_{\omega'}(H(z))]} - \mathbb{E}_\omega [T(z)] \right). \tag{13}
\]

In practice, at step \( k \), to estimate the update direction in (13), we draw \( M \) samples \( \{z_m\}_{m=1}^M \) from the distribution \( f(z; \omega^{(k)}) \) and use empirical means and variance to estimate terms in (13). In addition, we apply a step size sequence \( \{\alpha_k\} \) to the update direction, which satisfies \( \sum_{k=0}^{\infty} \alpha_k = \infty \) to meet the algorithm convergence condition \cite{Zhou and Hu 2014}.

Algorithm 1 details our implementation of the algorithm adapted to solve the ERM problem in the policy class of linear decision boundaries. In particular, we search in the domain of \( \Theta \) and have \( H(\Theta) = \frac{1}{\gamma} \sum_{i=1}^n \hat{\Gamma}_i(\pi(X_i; \Theta)) \); we consider a Gaussian prior \( \mathcal{N}(\mu, \{\sigma_j^2\}_{j=1}^d) \) for the density function \( f(\Theta; \omega) \), where \( \omega = \left[ \frac{\omega_1}{\sigma_1}, \ldots, \frac{\omega_d}{\sigma_d}, -\frac{1}{2\sigma_1^2}, \ldots, -\frac{1}{2\sigma_d^2} \right] \). We also note that the exponentiation calculation in \( S_{\omega}(H(\Theta)) = (H(\Theta) - H_0) \frac{1}{1 + \exp(-S_0(H(x) - \gamma \omega))} \) requires the stable version to avoid numerical overflow problems, for which we use \( \frac{\exp(-a)}{1 + \exp(-a)} \) when \( a \) is positive, due to the fact that \( S_0 \) is a very large constant.

### 3.2. Synthetic Dataset with Linear Ground Truth Decision Boundaries

We next evaluate the linear policy learning algorithms on synthetic data with both ground-truth linear and nonlinear decision boundaries. Simulated data grant us access to the counterfactuals and therefore the true optimal policy, which enables us to calculate the value of the optimal policy and hence the regret of any policy. We leave the performance evaluation on a real dataset to Secion 4.

We start by describing the data generating process for linear ground truth decision boundaries. There are three actions which we label as \( \{0, 1, 2\} \). Each feature vector \( x = (x_0, x_1) \in \mathbb{R}^2 \) is generated i.i.d. from uniform distribution on \([-0.5, 0.5]^2\). The feature space is partitioned into three regions with linear boundaries in the 2-dimensional space:
Algorithm 1 Bayesian Optimization for ERM of Learning Linear Decision Boundaries, Adapted from Zhou and Hu (2014)

**Input:** Observational data \(\{(X_i, A_i, Y_i)\}_{i=1}^n\).

**Output:** \(\Theta \in \mathbb{R}^{pd}\), which determines a policy with linear decision boundaries \(\pi(x; \Theta) \in \arg\max_{a \in A} \langle \theta_a, x \rangle\).

1. **Construct** \(H(\Theta)\).
   1. Use cross-fitting to obtain \(\hat{\mu}(x, a)\) and \(\hat{\epsilon}(x, a)\) for the expected values \(\mathbb{E}[Y(a)|X = x]\) and propensities \(P[A = a|X = x]\).
   2. Construct doubly robust estimators \(\hat{\Gamma}_i(a) = \frac{Y_i - \hat{\mu}(X_i, a)}{\hat{\epsilon}(X_i, a)} \cdot 1\{A_i = a\} + \hat{\mu}(X_i, a)\).
   3. For any policy with linear decision boundaries specified by parameter \(\Theta\), we have \(H(\Theta) = \frac{1}{n} \sum_{i=1}^n \hat{\Gamma}_i(\pi(X_i; \Theta))\).

2. **Initialization and Hyperparameter Setting** for Bayesian optimization: \(\epsilon = 10^{-5}, \rho = 0.05, \sigma^2 = [100]^p \in \mathbb{R}^p, \sigma^2_{\text{min}} = 10^{-6}, \mu = \text{(uniform}\ [-1, 1]\text{)}^p, M = 10^3, S_0 = 10^6, \alpha_0 = 1, a = 0.05, k = 1\), set \(H_{lb}\) = lower bound of \(H\).

3. **while** not converged **do**
   4. Sample \(\{\Theta_m\}_{m=1}^M\) from \(\mathcal{N}(\mu, \text{diag}(\sigma^2))\).
   5. Evaluate \(H_\Theta = (H(\Theta_1), \ldots, H(\Theta_M)) \in \mathbb{R}^M\).
   6. Calculate \(\gamma = (1 - \rho)\text{th quantile of } \{H(\Theta_m)\}_{m=1}^M\).
   7. Calculate weights \(\beta = (H_\Theta - H_{lb}) \times \frac{1}{1 + \exp(-S_0(H_\Theta - \gamma))} \in \mathbb{R}^M\) and normalize \(\beta \rightarrow \frac{\beta}{\sum\beta}\).
   8. Define \(T = \begin{bmatrix} \Theta_1, \ldots, \Theta_m \\ \Theta_1^2, \ldots, \Theta_m^2 \end{bmatrix} \in \mathbb{R}^{2p \times M}\); Calculate \(\overline{T}_\omega = T \cdot \frac{1}{M}\) and \(\overline{T}_S = T \cdot \beta\).
   9. Calculate \(V = \frac{1}{n-1}(T - \overline{T}_\omega) \cdot (T - \overline{T}_\omega)^T \in \mathbb{R}^{2p \times 2p}\).
   10. Calculate step size \(\alpha_k = \alpha_0/k^\alpha\) and update \(\omega \leftarrow \omega + \alpha_k(\overline{V} + \epsilon I)^{-1}(\overline{T}_S - \overline{T}_\omega)\).
   11. Set \(\mu = -\frac{\omega[\cdot0]}{2 \times \omega[\cdot1:2]}\) and \(\sigma^2 = \max\left(-\frac{1}{2 \times \omega[\cdot1:2]} \cdot \sigma^2_{\text{min}}\right)\).
   12. \(k = k + 1\)

13. **end while**

- Region 0: \(x_1 > 0, 0.8x_1 > x_0 + 0.1\);
- Region 1: \(0.8x_1 < x_0 + 0.1, x_0 + x_1 + 0.1 > 0\);
- Region 2: \(x_1 < 0, x_0 + x_1 + 0.1 < 0\).
(a) Expected rewards for features in the partitioned regions.

| Region 0 | Action 0 | Action 1 | Action 2 |
|----------|----------|----------|----------|
|          | 1.0      | 0.6      | 0.4      |
| Region 1 | 0.5      | 1.0      | 0.3      |
| Region 2 | 0.5      | 0.8      | 1.0      |

(b) Propensities for features in the partitioned regions.

| Region 0 | Action 0 | Action 1 | Action 2 |
|----------|----------|----------|----------|
|          | 0.2      | 0.6      | 0.2      |
| Region 1 | 0.2      | 0.6      | 0.2      |
| Region 2 | 0.4      | 0.2      | 0.4      |

Table 1   Data generating process for linear ground truth decision boundaries.

The expected rewards for $x$ depend non-linearly on $x$. Specifically, rewards are decided purely by which region $x$ is in and are designed so that the optimal action in region $j$ is action $j$, as shown in Table 1a. The observed reward is perturbed by a Gaussian noise $\mathcal{N}(0,4)$. Similarly, the propensities (action selection probabilities) also depend non-linearly on which region $x$ is in and are given by Table 1b. Recall that the propensities are specified by the data collection mechanism but may not be known to policy learning algorithms. In practice, one can estimate the propensities via cross-fitting techniques from the observational data (Athey and Wager 2021).

To summarize, for each observation $i$, a feature vector $X_i$ is uniformly sampled from $[-0.5,0.5]^2$; depending on which region $X_i$ belongs to, an action $A_i$ is chosen with probability proportional to the propensities specified by Table 1b; an observed reward $Y_i$ is generated according to $\mathcal{N}(\mu(X_i,A_i),4)$, where the expected reward $\mu$ is given by Table 1a for each region. The dataset consists of 10000 such i.i.d. tuples $(X_i,A_i,Y_i)$.

Figure 2 presents the decision boundaries of the optimal policy and of learned policies from Bayesian optimization, convex relaxation, and logistic relaxation. One can see that the decision boundaries from Bayesian optimization closely resemble the optimal ones. The convex relaxation solves a problem that is a lower bound of the original objective, so its learned decision boundaries do not achieve exact recovery. Decision boundaries from the logistic relaxation also perform worse than those from Bayesian optimization, since as discussed, optimization through logistic relaxation may be plagued by bad initialization for non-convex problems. Table 3 further shows the aggregated results across 100 simulation replicates, which demonstrates the effectiveness of Bayesian optimization over the two relaxation approaches at finding policies with minimal regret.
Figure 2  Decision boundaries learned from 10000 samples with ground truth linear optimal decision boundaries.

3.3. Synthetic Dataset with Nonlinear Ground Truth Decision Boundaries

Data with nonlinear ground truth decision boundaries is generated similarly as the linear case in Section 3.2. We consider three actions \{0, 1, 2\}. Each feature vector \(x = (x_0, x_1) \in \mathbb{R}^2\) is i.i.d. sampled from Uniform\([0, 1]^2\). We divide the feature space into three regions with nonlinear boundaries:

- Region 0: \(x_0 < 0.6, \ x_1 > 0.35\);
- Region 1: \(((x_0 - 1)/0.4)^2 + ((x_1 - 1)/0.35)^2 > 1, \ x_0 > 0.6, \ x_1 < 0.35\);
- Region 2: \(((x_0 - 1)/0.4)^2 + ((x_1 - 1)/0.35)^2 < 1\).

The region-dependent expected rewards and propensities are specified in Table 2. Reward is realized by adding an i.i.d. Gaussian noise \(\mathcal{N}(0, 4)\).
(a) Expected rewards for features in the partitioned regions.

(1.3) Propensities for features in the partitioned regions.

Table 2 Data generating process for nonlinear ground truth decision boundaries.

| Region 0 | Region 1 | Region 2 |
|----------|----------|----------|
| Action 0 | 3.0      | 2.0      | 1.0      |
| Action 1 | 1.5      | 2.5      | 1.5      |
| Action 2 | -1.5     | 0        | 1.5      |

Optimal Policy

[Table showing decision boundaries for optimal policy]

Bayesian Optimization Policy

[Table showing decision boundaries for Bayesian optimization]

Convex Relaxation Policy

[Table showing decision boundaries for convex relaxation]

Logistic Relaxation Policy

[Table showing decision boundaries for logistic relaxation]

Figure 3 Decision boundaries learned from 10000 samples with ground truth nonlinear optimal decision boundaries. Bayesian optimization yields the best linear approximation to the nonlinear decision boundaries.
|                      | Linear Ground Truth | Non-Linear Ground Truth |
|----------------------|---------------------|------------------------|
| Optimal Policy       | 1.0                 | 2.5868                 |
| Bayesian Optimization| 0.9881(0.0136)      | 2.4588(0.0437)         |
| Convex Relaxation    | 0.9561(0.0195)      | 2.3310(0.0237)         |
| Logistic Relaxation  | 0.9598(0.0404)      | 2.2681(0.0372)         |

Table 3 Values of learned policies. Results are aggregated over 100 replicates. Numbers in the brackets denote standard deviations.

We compare the decision boundaries of the optimal policy and policies with linear decision boundaries learned via Bayesian optimization, convex relaxation, and logistic relaxation in Figure 3. By design, the optimal decision boundaries are nonlinear, which cannot be exactly recovered by any policy in the class of linear decision boundaries. However, we see that Bayesian optimization presents a sensible linear approximation solution, and also achieves higher policy value compared to the two relaxation counterparts as shown in Table 3. Convex relaxation also provides reasonable linear decision boundaries but performs worse empirically than the Bayesian optimization since it solves a lower bound of the original problem. Importantly, logistic relaxation performs worst in terms of both decision boundaries and policy values, since it easily gets stuck in a local optimum without a global optimization perspective like the Bayesian approach. This example further demonstrates the Bayesian approach is fundamentally different from the logistic relaxation approach.

4. Case Study: Personalizing Discount Offers on JD.com

We now move on to evaluating our algorithms on a real dataset from JD.com about customer purchase behavior under coupon and discount incentives (Shen et al. 2020).

4.1. Revenue Optimization with Targeted Discount Offers in Online Marketplaces

On an online shopping platform such as JD.com, customers are constantly browsing products, a.k.a. stock keeping units or SKUs in short, which they may be interested in purchasing. SKUs are either sold by third-party vendors or platform-owned brands, which we collectively refer to as sellers. Sellers have the option of offering discounts and coupons to customers, who make their decisions whether to purchase a particular item they are browsing based on discounts available to them as well as SKU characteristics. The net sales revenue, a.k.a. gross merchandise value (GMV) for a seller is the total sales value of the
SKUs subtracted by the discounts offered by the seller. Here a tradeoff arises for the seller: when discount is high, customers are more likely to make a purchase, but net revenue is smaller; when discount is low, fewer customers find it optimal to make a purchase, yielding more unrealized purchases which have zero value, but among realized purchases, net revenue is higher as the seller gave up less revenue through discounts.

Therefore, a natural and important revenue management problem for sellers is to offer an optimal discount amount to customers in order to maximize the GMV. Importantly, because of heterogeneities in customer preferences and SKU characteristics, the optimal discount amount likely varies for different customer-SKU pairs. To the extent possible, sellers can offer personalized discounts to improve GMV.

Learning such a decision rule from historical observational data poses several challenges. Crucially, we do not know how particular discounts were offered or whether they were targeted, and at least some discounts were actively claimed by users, so the dataset suffers from the confounding issue that would bias conventional estimators of expected rewards. Fortunately, with detailed transaction-level data made available by JD.com (Shen et al. 2020), we are able to apply our offline policy learning algorithms to this dataset to learn an optimal discount offering rule, with the goal of maximizing the GMV. We demonstrate that our interpretable policy learning framework solves this type of problems effectively, providing sellers with an interpretable and quantitative decision-making tool to offer personalized discounts to customers, improving significantly upon the GMVs achieved by both the baseline and naive estimators of rewards.

4.2. Learning Interpretable Personalized Discounts from JD.com Purchase Data

The JD.com dataset includes transaction-level purchase data, with information on the customer and SKU, quantity of purchase, as well as discounts applied at time of purchase. There are four possible types of discounts: direct discount (which are the most common), quantity discount (buy at least \( n > 1 \) items to receive discount), bundle discount (buy a specific set of SKUs to receive discount), and coupon discount (claimed by customers before purchase). Figure 4 displays the proportion of each discount present in purchases of the same SKU by 10 different groups of customers, which are obtained via \( k \)-means clustering based on customer and contextual features. Importantly, the proportion of available discounts varies considerably across these customer groups, and each group tends to receive a certain type of discount much more often than other types of discounts. This
suggests that there is indeed selection bias present in the assignment of discount offers. In fact, the data description in [Shen et al. (2020)] states that some customers already received personalized discounts based on past activities. This implies that a simple supervised learning approach using the observational dataset will result in biased estimates.

![Figure 4](image)

**Figure 4** Proportion of discounts present in purchases of SKU 581d5b54c1 by 3 different customer groups out of 10 clusters based on k-means. The heterogeneities suggest selection bias in discount offers.

To concretely map the discount personalization problem onto our policy learning framework, we treat each customer-SKU pair as one sample. Contexts consist of customer characteristics such as gender, age, city tier, anonymized SKU features and price, as well as other information such as time of day. Actions are discount offers, and since we are interested in how the total amount of discount offered to a customer for a particular SKU affects their purchase decision, the exact breakdown of the discount is less important. We thus combine the four discounts and discretize the total discount value into increments of 10 percent of the original unit price, as our framework requires a discrete action space. Figure 5 shows the distribution of actions in the data set. Finally, reward is the total net sales revenue for that SKU, i.e., price after applying discounts, multiplied by quantity.

As the purchase data only contains observations where customers decided to make a purchase, we also need observations where customers decided against making a purchase, yielding zero revenue for the seller. For this we use the “click dataset”, which records customers’ browsing history of SKUs. By comparing with the purchase data, we can identify customer-SKU pairs in the click dataset that did not eventually lead to a purchase and subsample from these null observations. Unfortunately, the click dataset does not contain information on the discounts available to customers when they were viewing the products.
Figure 5  Distribution of actions (discount percentages) in the JD.com dataset.

We use the following strategy to infer each of the four discounts available for each sampled customer-SKU pair from the click dataset using observations from the purchase dataset, for which discount information is available. First, for each SKU, if a particular discount type only has one value (usually 0) in all observations in the purchase dataset, then we assign the value to that discount type for all sampled observations in the click dataset with that SKU. Otherwise, for each discount type for a particular SKU, we train a collection of parametric and non-parametric predictors, including linear regression, random forest, and matching, that output the discount amount per unit given customer and other contextual features, using observations from the purchase data containing that SKU. We then select the predictor with the smallest validation RMSE and use it to predict the amount of discounts available to customers browsing that SKU. See Table 4 for a few samples from the click dataset and predicted discounts output by the best predictor. Predicted discounts are then merged and discretized in the same way as observed discounts from the purchase dataset. The resulting set of observations that we use to learn a policy with linear decision boundaries consists of \( \sim \)100k customer-SKU pairs with features (contexts), discount level (action), and the net sales revenue (reward). See Pauphilet (2022) for a more robust procedure to impute discounts available to customers who did not make a purchase. Pauphilet (2022) also discusses the importance of incorporating the imputation procedure for partially observed treatment assignments into the statistical estimation, although in this paper we focus on the optimization aspect of the problem.

With this observational dataset, we apply our offline policy learning algorithms to learn linear decision boundaries that choose the optimal discount level to offer to a particular
Table 4  Imputed discounts for four customer SKU pairs in the click dataset. For each discount type, we report the best predictor and associated RMSE.

| SKU ID          | User ID          | Direct Discount | Rmse Direct Discount | Best Predictor Direct | Quantity Discount | Rmse Quantity Discount | Best Predictor Quantity | Bundle Discount | Rmse Bundle Discount | Best Predictor Bundle | Coupon Discount | Rmse Coupon Discount | Best Predictor Coupon |
|-----------------|------------------|-----------------|----------------------|-----------------------|-------------------|-----------------------|------------------------|-----------------|---------------------|----------------------|-----------------|----------------------|----------------------|
| a1b0f57464      | 6aaf2a5c3a       | 8.11            | 0.0672924            | random forest         | 0                 | 0                     | single value            | 0               | 0                   | single value         | 0.496766 | 0.152163             | linear random forest |
| 2523d051fd      | 02194ae5bc       | 80              | 0.0422325            | matching              | 89.4              | 0.0977727             | linear                 | 104             | 0.264352            | random forest        | 0               | 0.504334             | logistic linear      |
| 66ab6d8963      | 207a5b513a       | 3.42153         | 0.147431             | linear                | 6.17357           | 0.278181              | random forest           | 23.5            | 0.771073            | single value         | 0               | 0.0116617            | linear               |
| dbd945bd02      | 62416a0df3       | 0               | 0                    | single value          | 3.78              | 0.156358              | random_forest           | 0               | 0                   | single value         | 0.21534 | 0.131212             | linear               |

Figure 6  Average train and test policy values of three optimization approaches during training. Final test policy values: Platform Baseline: 44.20; Bayesian: 83.20; Convex Relaxation: 79.69; Softmax Relaxation: 82.23.

customer-SKU pair. In order to evaluate a learned policy, ideally we need the actual purchase decision of a sampled customer when they are presented with a particular SKU and the discount level suggested by the policy, so that we can calculate the net sales revenue. Unfortunately, these counterfactuals are not available in our observational dataset. To overcome this problem, we split the data into training set and test set with ratio 2 : 1.
For each customer-SKU pair in the test set with a particular discount level suggested by our policy learned on the training data, we predict the counterfactual customer response and estimate the net revenue using doubly robust reward estimators that are cross-fitted on the test set (Zhou et al. 2022). We compare the total net sales revenue generated by policies learned from Bayesian optimization, convex relaxation, and logistic relaxation, with the baseline discount offer policy currently used by the platform. Figure 6 shows the train and test curves of policy values for the three optimization approaches. The final numbers suggest that personalized discount offers based on the policy learned using Bayesian optimization outperforms the baseline policy used by the platform by 88.2% in terms of average net sales revenue (GMV), followed by the policy from logistic relaxation with 86.0% and then by the policy from convex relaxation with 80.3%. While in the most ideal situation, we would be able to validate and assess our algorithms in a randomized experiment, we find these results based on counterfactual estimations highly encouraging.

As one of the main advantages of our approach is the interpretability of learned policies, we discuss some findings regarding what practical and simple recommendations we can make to sellers to help them improve GMV. For example, the feature “Attribute 2” for an SKU is a quality indicator (higher value means better quality), and our learned policy suggests that when this feature is large, the optimal discount level generally should be greater than 0% but less than 10%, especially if the user belongs to age groups of 16-25 years or > 56 years, or if the user is a “plus” member. This is plausible, since higher quality goods have higher utility and hence require less discounts to nudge customers to make a purchase decision in general. Moreover, since plus members enjoy free shipping and unconditional returns, their price elasticity of demand is smaller than others; similarly, customers in certain age groups tend to place greater importance on quality vs. price or may have particular brand loyalties, and are thus less price-sensitive for such products.

5. Concluding Remarks
In this paper, we apply the framework of offline policy learning to the important problem of interpretable personalization. We focus on the class of policies with linear decision boundaries, which allows sophisticated (non-linear) estimation schemes for the reward functions. We propose using cross-fitted doubly-robust estimators from the causal inference literature for reward estimation, and a Bayesian optimization scheme to accurately solve
the associated non-convex, non-smooth ERM problem. The Bayesian approach is shown to outperform relaxation approaches in simulations and on real data. Moreover, through the application to a customer purchase dataset from JD.com, we demonstrate that linear decision boundary policies can provide insights and actionable recommendations to the platform by taking into account the impact of customer and product heterogeneities on sellers’ revenues, helping to potentially improve the gross merchandise value (GMV) by as much as 88%. We see this as a major advantage of our framework over black-box approaches, and we believe that it could be useful in a wide range of applications with personalized decision-making problems where interpretability is critical.

There are at least two interesting directions we see for future works based on the current framework. The first is a more systematic integration of the discount imputation procedures into the optimization as well as statistical estimation workflows. As noted by Pauphilet (2022), this corresponds to a partially observable treatments setting with non missing-at-random (MAR) data, which is common in operations management problems. The resulting problem concerning statistical efficiency and regret minimization remains to be studied thoroughly. Second, as detailed in Ettl et al. (2020), there are often time-dependent inventory constraints for sellers on online shopping platforms, so the problem of inventory management creates a potential trade-off with the problem of revenue management. Consequently, an optimal personalization policy for such online platforms should also take into account such factors as product availability, inventory health, and shipping time and cost. We consider this aspect to be a very interesting future direction for policy learning-based personalization in operations management.
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Appendices

Appendix A  Relaxation Approaches to Solving the ERM Problem

A.1 Convex Relaxation

The convex relaxation approach seeks a differentiable, concave lower bound of the objective function of the ERM problem, and maximizes this concave surrogate instead. Our formulation is inspired by the convex relaxation technique commonly used in weighted classification (Shalev-Shwartz and Ben-David (2014)).

For notation convenience, denote $\Psi(x,a_j) = x \otimes a_j \in \mathbb{R}^{pd}$. Then for a policy $\pi$ specified by parameters of linear decision boundaries $\Theta$, we have $\pi(x; \Theta) = \arg \max_{j \in [d]} \langle \Theta, \Psi(x,a_j) \rangle$.

By definition,

$$\langle \Theta, \Psi(x,\pi(x; \Theta)) \rangle \geq \langle \Theta, \Psi(x,a') \rangle, \quad \forall a'. \quad (14)$$

Considering observation $i$ with reward estimator $\hat{\Gamma}_i(a)$, choose $a_i^* = \arg \max_{a \in A} \hat{\Gamma}_i(a)$ as the best action with respect to $\hat{\Gamma}_i$. We have

$$\hat{\Gamma}_i(\pi(X_i; \Theta)) \geq \hat{\Gamma}_i(\pi(X_i; \Theta)) - \langle \Theta, \Psi(X_i, \pi(X_i; \Theta)) - \Psi(X_i,a_i^*) \rangle. \quad (15)$$

We can lower bound the right hand side of the above by

$$\min_{a' \in A} \hat{\Gamma}_i(a') - \langle \Theta, \Psi(X_i,a') - \Psi(X_i,a_i^*) \rangle := V(\Theta, (X_i, \hat{\Gamma}_i)). \quad (16)$$

We see that the surrogate value function $V(\Theta, (X_i, \hat{\Gamma}_i))$ is associated with covariate $X_i$ and reward $\hat{\Gamma}_i$ (which determines $a_i^*$) and satisfies $V(\Theta, (X_i, \hat{\Gamma}_i)) \leq \hat{\Gamma}_i(\pi(X_i; \Theta))$. Since by definition, $V$ is the minimum of linear functions in $\Theta$, it is concave in $\Theta$ and its Lipschitz constant is $\min_{a' \in A} \| \Psi(x,a') - \Psi(x,a) \|$. Thus by solving the convex problem

$$\max_{\Theta} \frac{1}{n} \sum_i V(\Theta, (X_i, \hat{\Gamma}_i))$$

we can obtain a lower bound on the optimal value of the ERM problem. To solve the surrogate problem, we can use stochastic subgradient descent. At each step $k$, we sample $(X_i, \hat{\Gamma}_i)$ from the dataset, and find

$$\hat{a} \in \arg \min_{a' \in A} \hat{\Gamma}_i(a') - \langle \Theta, \Psi(X_i,a') - \Psi(X_i,a_i^*) \rangle \quad (17)$$

which is used for updating $\Theta^{(k+1)} = \Theta^{(k)} - \alpha_k (\Psi(X_i,\hat{a}) - \Psi(X_i,a_i^*))$ with step size $\alpha_k$. 
A.2 Logistic Policy Class Relaxation

Instead of considering a deterministic policy class with linear decision boundaries, we can relax the original ERM problem to searching solutions in the class of logistic policies. Given a feature vector \( x \in \mathbb{R}^p \) and action parameters \( \Theta \in \mathbb{R}^{pd} \), rather than selecting the action deterministically corresponding to the largest inner product, as does by \( \pi(x; \Theta) \in \arg \max_{a \in A} \langle \theta_a, x \rangle \), a logistic policy \( h \) applies a softmax transformation to the inner products and obtains a probabilistic policy:

\[
h(x; \Theta) = \begin{bmatrix}
\frac{\exp(\theta^T_{a_1} x)}{\sum_j \exp(\theta^T_{a_j} x)} \\
\vdots \\
\frac{\exp(\theta^T_{a_d} x)}{\sum_j \exp(\theta^T_{a_j} x)}
\end{bmatrix},
\]

which specifies the action selection probabilities. The solution of the ERM optimization problem over this different class of policies does not yield a lower bound on the objective, but solving it is differentiable, which allows us to directly apply techniques of stochastic gradient descent (SGD) to optimize it. Empirical performance of such logistic relaxation approach shows that its decision boundaries are often close to those of linear policies. This is because the learned logistic policy returns a probability vector for each context \( x \) that almost always has a dominant coordinate, so that with probability close to 1, the policy will take the corresponding action. An additional advantage of logistic policies is that they are amenable to nonlinear extensions, where the inner products are replaced with nonlinear functions such as neural networks. The resulting ERM problem can similarly be solved using SGD, and the resulting policy trades interpretability for the ability to learn nonlinear decision boundaries in the feature space.