Learning Proposals for Practical Energy-Based Regression

Fredrik K. Gustafsson
Dept. of Information Technology
Uppsala University, Sweden

Martin Danelljan
Computer Vision Lab
ETH Zürich, Switzerland

Thomas B. Schön
Dept. of Information Technology
Uppsala University, Sweden

Abstract

Energy-based models (EBMs) have experienced a resurgence within machine learning in recent years, including as a promising alternative for probabilistic regression. However, energy-based regression requires a proposal distribution to be manually designed for training, and an initial estimate has to be provided at test-time. We address both of these issues by introducing a conceptually simple method to automatically learn an effective proposal distribution, which is parameterized by a separate network head. To this end, we derive a surprising result, leading to a unified training objective that jointly minimizes the KL divergence from the proposal to the EBM, and the negative log-likelihood of the EBM. At test-time, we can then employ importance sampling with the trained proposal to efficiently evaluate the learned EBM and produce standalone predictions. Furthermore, we utilize our derived training objective to learn mixture density networks (MDNs) with a jointly trained energy-based teacher, consistently outperforming conventional MDN training on four real-world regression tasks within computer vision. Code is available at https://github.com/fregu856/ebms_proposals.

1 INTRODUCTION

Energy-based models (EBMs) (LeCun et al., 2006) have been extensively studied within the field of machine learning in the past (Teh et al., 2003; Bengio et al., 2003; Mnih and Hinton, 2005; Hinton et al., 2006; Osadchy et al., 2005). By using deep neural networks to parameterize the energy function (Xie et al., 2016), EBMs have recently also experienced a significant resurgence. Most widely, EBMs are now employed for generative modelling tasks (Xie et al., 2017; Gao et al., 2018; Xie et al., 2018; Nijkamp et al., 2019; Du and Mordatch, 2019; Grathwohl et al., 2020; Gao et al., 2020; Pang et al., 2020; Bao et al., 2020; Du et al., 2021). Recent work has further demonstrated the promise of EBMs for probabilistic regression, achieving impressive results for a variety of important low-dimensional regression tasks, including object detection, visual tracking, pose estimation, age estimation and robot policy learning (Danelljan et al., 2020; Gustafsson et al., 2020a; b; 2021; Hendriks et al., 2021; Murphy et al., 2021; Florence et al., 2021).

Probabilistic regression aims to estimate the predictive conditional distribution $p(y|x)$ of the target $y$ given the input $x$ (Kendall and Gal, 2017; Lakshminarayanan et al., 2017; Chua et al., 2018; Gast and Roth, 2018; Ilg et al., 2018; Makansi et al., 2019; Varamesh and Tuytelaars, 2020). As its primary advantage, the EBM directly represents this distribution by a neural network through a learnable energy function $f_\theta(x,y)$, as $p(y|x; \theta) = e^{f_\theta(x,y)}/Z(x, \theta)$. While this flexibility allows the EBM to learn highly complex and accurate distributions, it comes at a significant cost. Firstly, evaluating the resulting distribution $p(y|x; \theta)$ is generally intractable, as it requires the computation of the partition function $Z(x, \theta)$. This particularly imposes challenges for training the EBM, which often leads to application of Monte Carlo approximations with hand-tuned proposal distributions in order to pursue maximum likelihood-based learning. Secondly, EBMs are known to be difficult to sample from, which complicates their practical use at test-time. To produce predictions, prior work (Danelljan et al., 2020; Gustafsson et al., 2020a; b; 2021) resort to gradient-based refinement of an initial estimate generated by a separately trained network.

In this work, we address both aforementioned drawbacks of this energy-based regression approach by jointly learning a proposal distribution $q$ during EBM training. Specifically, we parametrize the proposal us-
In summary, our main contributions are as follows:

1. We derive an efficient and convenient objective that can be employed to train a parameterized distribution $q(y|x; \phi)$ by directly minimizing its KL divergence to a conditional EBM.
2. We employ the proposed objective to jointly learn an effective MDN proposal distribution during EBM training, thus addressing the main practical limitations of energy-based regression.
3. We further utilize the proposed objective to improve training of stand-alone MDNs, learning more accurate predictive distributions compared to MDNs trained by minimizing the NLL.
4. We perform comprehensive experiments on four challenging computer vision regression tasks.

## 2 BACKGROUND

Regression entails learning to predict targets $y^* \in \mathcal{Y}$ from inputs $x^* \in \mathcal{X}$, given a training set of $N$ i.i.d. input-target pairs $\{(x_i, y_i)\}_{i=1}^N$; $(x_i, y_i) \sim p(x, y)$. The target space $\mathcal{Y}$ is continuous, $\mathcal{Y} = \mathbb{R}^K$ for some $K \geq 1$. We focus on probabilistic regression, which aims to not only produce a prediction $y^*$, but also estimate the full predictive conditional distribution $p(y|x)$. This probabilistic formulation provides a more general view of the regression problem, allowing for the encapsulation of uncertainty, generation of multiple hypotheses, and handling of ill-posed settings (Kendall and Gal, 2017; Lakshminarayanan et al., 2017; Chua et al., 2018; Gast and Roth, 2018; Ilg et al., 2018; Makansi et al., 2019; Varamesh and Tuytelaars, 2020).

### 2.1 Energy-Based Regression

In energy-based regression (Danelljan et al., 2020; Gustafsson et al., 2020a,b), the task is addressed by learning to model the distribution $p(y|x)$ with a conditional EBM $p(y|x; \theta)$, defined according to,

$$p(y|x; \theta) = \frac{e^{f_\theta(x,y)}}{Z(x, \theta)},$$

where $Z(x, \theta) = \int e^{f_\theta(x, \bar{y})} d\bar{y}$. (1)
The EBM \( p(y|x; \theta) \) is directly specified via \( f_\theta : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \), a deep neural network (DNN) mapping any input-target pair \((x, y) \in \mathcal{X} \times \mathcal{Y}\) to a scalar \( f_\theta(x, y) \in \mathbb{R}\). The EBM in (1) is therefore highly flexible and capable of learning complex distributions directly from data. However, the resulting distribution \( p(y|x; \theta) \) is also challenging to evaluate or sample from, since its partition function \( Z(x, \theta) \) generally is intractable. The EBM \( p(y|x; \theta) \) is therefore quite challenging to train, and a variety of different approaches have recently been explored \citep{Gustafsson2020a,Gustafsson2020b,Song2021, Danelljan2020, Hendriks2021, Murphy2020}.

The most straightforward approach would be to directly minimize the NLL \( \mathcal{L}(\theta) = \sum_{i=1}^{N} \log Z(x_i, \theta) - f_\theta(x_i, y_i) \). While exact computation of \( \mathcal{L}(\theta) \) is intractable, importance sampling can be utilized to approximate the log \( Z(x_i, \theta) \) term. The DNN \( f_\theta(x, y) \) can therefore be trained by minimizing the resulting loss,

\[
 J(\theta) = \frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_\theta(x_i, y_i^{(m)})}}{q(y_i^{(m)})} \right) - f_\theta(x_i, y_i), \tag{2}
\]

where \( \{y_i^{(m)}\}_{m=1}^{M} \sim q(y) \) are \( M \) samples drawn from a proposal distribution \( q(y) \). The aforementioned approach is relatively simple, yet it has been shown effective for various regression tasks within computer vision \citep{Danelljan2020, Gustafsson2020a,Gustafsson2020b}. In these works, the proposal \( q(y) \) is set to a mixture of \( K \) Gaussian components centered at the true target \( y_t \), i.e. \( q(y) = \frac{1}{K} \sum_{k=1}^{K} \mathcal{N}(y; y_t, \sigma^2_k I) \). Training thus requires the task-dependent hyperparameters \( K \) and \( \{\sigma^2_k\}_{k=1}^{K} \) to be carefully tuned, limiting general applicability. Moreover, this proposal \( q(y) \) depends on \( y_t \) and can therefore only be utilized during training. To produce a prediction \( y^* \) at test-time, previous energy-based regression methods \citep{Danelljan2020, Gustafsson2020a,Gustafsson2020b, Hendriks2021, Hendriks2021, Murphy2021} employ gradient ascent to refine an initial estimate \( y_t \). This prediction strategy therefore requires access to a good initial estimate. Hence, most previous works \citep{Danelljan2020, Gustafsson2020a,Gustafsson2020b, Hendriks2021, Hendriks2021, Murphy2021} even rely on a separately trained DNN to provide \( y_t \), further limiting general applicability.

### 2.2 Mixture Density Networks

Alternatively, the regression task can be addressed by learning to model the conditional distribution \( p(y|x) \) with an MDN \( q(y|x; \phi) \) \citep{Bishop1994,Makansi2019, Li2019, Varamesh2019, Varamesh2019}. An MDN is a mixture of \( K \) components of a certain base distribution. Specifically for a Gaussian MDN, the distribution \( q(y|x; \phi) \) is defined according to,

\[
 q(y|x; \phi) = \sum_{k=1}^{K} \pi_\phi^{(k)}(x) \mathcal{N}(y; \mu_\phi^{(k)}(x), \sigma_\phi^{(k)}(x) I), \tag{3}
\]

where the set of Gaussian mixture parameters \( \{\pi_\phi^{(k)}, \mu_\phi^{(k)}, \sigma_\phi^{(k)}\}_{k=1}^{K} \) is outputted by a DNN \( g_\phi(x) \). In contrast to EBMs, the MDN distribution \( q(y|x; \phi) \) is by design simple to both evaluate and sample from. The DNN \( g_\phi(x) \) can thus be trained by directly minimizing the NLL \( \mathcal{L}(\phi) = \sum_{i=1}^{N} -\log q(y_i|x_i; \phi) \). While MDNs generally are less flexible models than EBMs, they are still capable of capturing multi-modality and other more complex features of the true distribution \( p(y|x) \). MDNs thus offer a convenient yet quite flexible alternative to EBMs.

Training an MDN \( q(y|x; \phi) \) via the NLL is however known to occasionally suffer from certain inefficiencies such as mode-collapse, and various more sophisticated training methods have therefore been explored \citep{Hjorth1999, Rupprecht2017, Makansi2019, Cui2019, Zhou2020}.

### 3 METHOD

We first address the main practical limitations of energy-based regression by proposing a method to automatically learn an effective proposal \( q(y; \phi) \) during training of the EBM \( p(y|x; \theta) \) in (1). To enable \( q(y; \phi) \) to be utilized also at test-time, we condition it on the input \( x \) instead of on the true target \( y_t \). We further require the resulting proposal distribution \( q(y|x; \phi) \) to be flexible, yet efficient and convenient to evaluate and sample from. In this work, we therefore parametrize the proposal \( q(y|x; \phi) \) using an MDN.

When training the EBM \( p(y|x; \theta) \) by minimizing the approximated NLL in (2), we wish to use the proposal \( q(y|x; \phi) \) that yields the best possible NLL approximation. In general, this is achieved when the proposal equals the EBM, i.e. when \( q(y|x; \phi) = p(y|x; \theta) \). We therefore aim to learn the proposal parameters \( \phi \) by directly minimizing the KL divergence to the EBM, \( D_{\text{KL}}(p \parallel q) \). While this approach is conceptually simple and attractive, exact computation of \( D_{\text{KL}}(p \parallel q) \) is intractable. This calls for an efficient and effective approximation, which can easily be employed during training.

In Section 3.1 we show that such an approximation, interestingly enough, is achieved by simply minimizing the objective (2) w.r.t. the proposal \( q(y|x; \phi) \).

In Section 3.2 we further employ this result to design a method for jointly learning the EBM \( p(y|x; \theta) \) and MDN proposal \( q(y|x; \phi) \). There, we also detail how \( q(y|x; \phi) \) can be utilized with importance sampling to approximately evaluate and sample from the EBM at test-time. Lastly, in Section 3.3 we propose to utilize our derived approximation of \( D_{\text{KL}}(p \parallel q) \) as an addi-

---

1Details are provided in the supplementary material.
tional loss for training MDNs. We argue that guiding an MDN towards a more flexible and accurate distribution learned by the EBM provides more extensive supervision for the MDN in a regression setting, leading to improved results.

3.1 Learning the Proposal to Match an EBM

We have a parameterized distribution $q(y|x; \phi)$ that we want to be a close approximation of the EBM $p(y|x; \theta)$. Specifically, we want to find the parameters $\phi$ that minimize the KL divergence between $q(y|x; \phi)$ and the EBM $p(y|x; \theta)$. Therefore, we seek to compute $\nabla_\phi D_{KL}(p(y|x; \theta) \| q(y|x; \phi))$, i.e. the gradient of the KL divergence w.r.t. $\phi$. The gradient $\nabla_\phi D_{KL}$ is generally intractable, but can be conveniently approximated by the following result.

**Result 1** For a conditional EBM $p(y|x; \theta) = \frac{e^{f_\theta(x,y)}}{\int e^{f_\theta(x,y)}dy}$ and distribution $q(y|x; \phi)$,

$$\nabla_\phi D_{KL}(p \| q) \approx \nabla_\phi \log \left( \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_\theta(x,y^{(m)}_i)}}{q(y^{(m)}_{i}|x; \phi)} \right),$$

(4)

where $\{y^{(m)}_i\}_{m=1}^{M}$ are $M$ independent samples drawn from $q(y|x; \phi)$.

A complete derivation of Result 1 is provided in the supplementary material. Note that the samples $\{y^{(m)}_i\}_{m=1}^{M}$ in (4) are drawn from $q(y|x; \phi)$ but not considered functions of $\phi$, making this approximation particularly simple to compute in practice. Importantly, the approximation (4) does not rely on the reparameterization trick and is therefore directly applicable for a wide class of distributions $q(y|x; \phi)$, including mixture models. Given data $\{x_i\}_{i=1}^{N}$, Result 1 implies that $q(y|x; \phi)$ can be trained to approximate the EBM $p(y|x; \theta)$ by minimizing the loss,

$$J_{KL}(\phi) = \frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{1}{M} \sum_{m=1}^{M} e^{f_\theta(x_i,y^{(m)}_i)} q(y^{(m)}_i|x; \phi) \right),$$

(5)

where $\{y^{(m)}_i\}_{m=1}^{M} \sim q(y|x; \phi)$. Note that $J_{KL}(\phi)$ is identical to the first term of the EBM loss $J(\theta)$ in (2).

In fact, since the second term $f_\theta(x_i,y_i)$ in (2) does not depend on $\phi$, (5) can be used as a joint objective for training both $q(y|x; \phi)$ and the EBM $p(y|x; \theta)$.

3.2 Practical Energy-Based Regression

We first employ Result 1 to jointly train the EBM $p(y|x; \theta) = \frac{e^{f_\theta(x,y)}}{\int e^{f_\theta(x,y)}dy}$ and the MDN proposal $q(y|x; \phi)$. We define the MDN $q(y|x; \phi)$ by adding a second network head $g_\phi$ onto the same backbone feature extractor shared with the EBM DNN $f_\theta$. The MDN head $g_\phi$ outputs the Gaussian mixture model parameters $\{\pi_\phi^{(k)}, \mu_\phi^{(k)}, \sigma_\phi^{(k)}\}_{k=1}^{K}$, as defined in (3). The resulting overall network architecture is illustrated in Figure 1.

3.2.1 Training

We train the EBM $p(y|x; \theta)$ and MDN proposal $q(y|x; \phi)$ jointly using standard techniques based on stochastic gradient descent. At each iteration, we first predict the MDN mixture parameters $\{\pi_\phi^{(k)}, \mu_\phi^{(k)}, \sigma_\phi^{(k)}\}_{k=1}^{K}$ and draw $M$ samples $\{y^{(m)}_i\}_{m=1}^{M} \sim q(y|x; \phi)$ from the resulting distribution. The MDN parameters $\phi$ are then updated via $J_{KL}(\phi)$ in (5), as defined in (3). In fact, this can be implemented by jointly minimizing (2) w.r.t. both $\theta$ and $\phi$.

EBMs can however be trained also via various alternative approaches, including noise contrastive estimation (NCE) (Gutmann and Hyvärinen, 2010; Ma and Collins, 2018). How EBMs should be trained specifically for regression tasks was extensively studied in (Gustafsson et al., 2020b), concluding that NCE should be considered the go-to method. NCE entails training the EBM DNN $f_\theta$ by minimizing the loss,

$$J_{NCE}(\theta) = -\frac{1}{N} \sum_{i=1}^{N} J^{(i)}_{NCE}(\theta),$$

$$J^{(i)}_{NCE}(\theta) = \log \frac{\exp\left\{f_\theta(x_i, y_i^{(0)}) - \log q(y_i^{(0)})\right\}}{\sum_{m=0}^{M} \exp\left\{f_\theta(x_i, y_i^{(m)}) - \log q(y_i^{(m)})\right\}},$$

(6)

where $y_i^{(0)} \triangleq y_i$, and $\{y_i^{(m)}\}_{m=1}^{M}$ are $M$ samples drawn from a noise distribution $q(y)$. The NCE loss $J_{NCE}(\theta)$ in (6) can be interpreted as the softmax max-entropy loss for a classification problem, distinguishing the true target $y_i$ from the $M$ noise samples $\{y_i^{(m)}\}_{m=1}^{M} \sim q(y)$. Moreover, $J_{NCE}(\theta)$ has much similarity with the importance sampling-based loss $J(\theta)$ in (2) (Ma and Collins, 2018; Jozefowicz et al., 2016). In particular, the noise distribution $q(y)$ in NCE directly corresponds to the the proposal $q$ in (2). In fact, all prior work (Gustafsson et al., 2020b; 2021; Hendriks et al., 2021) on energy-based regression using NCE has employed the same manually designed distribution $q(y) = \frac{1}{K} \sum_{k=1}^{K} N(y; \mu_k, \sigma_k^2 I)$. Due to the close relationship between NCE and importance sampling, our approach for learning the proposal distribution $q$ is also applicable for NCE-based training of the EBM. In this work, we therefore adopt the NCE loss to train the EBM $p(y|x; \theta)$, since it has been shown to achieve favorable results (Gustafsson et al., 2020b).

Our approach still entails jointly training the EBM $p(y|x; \theta)$ and MDN $q(y|x; \phi)$, but employs NCE with
\(q(y|x; \phi)\) acting as a noise distribution for training the EBM. At each iteration we thus draw samples \(\{y^{(m)}\}_{m=1}^M \sim q(y|x_i; \phi)\), update \(\phi\) via the loss \(J_{KL}(\phi)\) in (3), and update \(\theta\) via \(J_{\text{NCE}}(\theta)\) in (6). Note that the update of the MDN parameters \(\phi\) only affects the added network head in Figure 1, not the feature extractor. The effectiveness of this proposed joint training method is demonstrated on an illustrative 1D regression problem in Figure 2. In the supplementary material (Figure S3), we also show an example of how both the EBM and the MDN proposal iteratively converge towards the ground truth during joint training.

Training an EBM using our joint training method is somewhat slower than using standard NCE with the manually designed \(q(y) = \frac{1}{K} \sum_{k=1}^K N(y; y_i, \sigma_k^2 I)\), since we now also have to update the added network head \(g_\phi\) of the MDN proposal at each iteration. For both methods, the main computational bottleneck is however the backbone feature extractor. In fact, our proposed method usually requires less total training in practice, since the task-dependent hyperparameters \(K\) and \(\{\sigma_k^2\}_{k=1}^K\) have to be tuned for the NCE baseline.

### 3.2.2 Prediction

To avoid evaluating the intractable \(Z(x^*; \theta)\) at test-time, previous work on energy-based regression \cite{danelljan2020b, gustafsson2020a,b, gustafsson2021} approximately compute \(\arg\max_y p(y|x^*; \theta) = \arg\max_y f_\theta(x^*, y)\) to produce a prediction \(y^*\). Specifically, \(T\) steps of gradient ascent, \(y \leftarrow y + \lambda \nabla_y f_\theta(x^*, y)\), is used to refine an initial estimate \(\hat{y}\), moving it towards a local maximum of \(f_\theta(x^*, y)\). While shown to produce highly accurate predictions, this approach requires a good initial estimate \(\hat{y}\) to be provided at test-time, limiting its general applicability.

In contrast to previous work \cite{danelljan2020b, gustafsson2020a,b, gustafsson2021}, we have access to a proposal \(q(y|x; \phi)\) that is conditioned only on the input \(x\) and thus can be utilized also at test-time. Since our MDN proposal \(q(y|x; \phi)\) has been trained to approximate the EBM \(p(y|x; \theta)\), it can be utilized with self-normalized importance sampling \cite{owen2013} to efficiently approximate expectations \(E_p\) w.r.t. the EBM \(p(y|x; \theta)\),

\[
E_p[\xi(y)] = \int \xi(y)p(y|x; \theta)dy \approx \frac{1}{M} \sum_{m=1}^M w^{(m)} \xi(y^{(m)}),
\]

(7)

Here, \(\{y^{(m)}\}_{m=1}^M \sim q(y|x; \phi)\) are samples drawn from the MDN proposal, and \(\xi(y)\) is the quantity over which we are taking the expectation. For example, setting \(\xi(y) = y\) in (7) enables us to approximately compute the EBM mean. In this manner, we can thus directly produce a stand-alone prediction \(y^*\) for the EBM \(p(y|x; \theta)\). Using the same technique, we can also estimate the variance of the EBM as a measure of its uncertainty.

Note that we can also draw approximate samples from the EBM \(p(y|x; \theta)\) by re-sampling with replacement from the set \(\{y^{(m)}\}_{m=1}^M \sim q(y|x; \phi)\) of proposal samples,
drawing each $y^{(m)}$ with probability $w^{(m)}$ (Rubin, 1987). We demonstrate this sampling technique in Figure S4 in the supplementary material. There, we observe that the technique produces accurate EBM samples even when the proposal is unimodal and thus not a particularly close approximation of the EBM.

### 3.3 Improved MDN Training

Lastly, we employ Result 1 to improve the training of MDNs $q(y|x; \phi)$. We simply extend our proposed approach for jointly training an EBM $p(y|x; \theta)$ and MDN proposal $q(y|x; \phi)$ from Section 3.2. Instead of defining the MDN by adding a network head onto the EBM (Figure 1), we now define $q(y|x; \phi)$ in terms of a full DNN $g_\phi$, as illustrated in Figure 3. Now, we thus train two separate DNNs $f_\theta$ and $g_\phi$. As in Section 3.2.1, we train the EBM $p(y|x; \theta)$ and MDN $q(y|x; \phi)$ jointly. At each iteration, we draw samples $(y_i^{(m)})_{m=1}^M \sim q(y|x; \phi)$ and update $\theta$ via the loss $J_{NCE}(\theta)$ in (3). The EBM is thus trained using NCE with the MDN acting as a noise distribution. At each iteration, we also update the MDN parameters $\phi$ via the loss,

$$J_{MDN}(\phi) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} \log \left( \sum_{m=1}^{M} e^{f_\theta(x, y_i^{(m)})} \right) - \frac{1}{2} \log q(y_i|x; \phi).$$

The MDN $q(y|x; \phi)$ is thus trained by minimizing a sum of its NLL $-\log q(y_i|x; \phi)$ and the $J_{KL}(\theta)$ loss in (5). Compared to conventional MDN training, we thus employ our approximation of $D_{KL}(p \parallel q)$ as an additional loss, guiding $q(y|x; \phi)$ towards the EBM $p(y|x; \theta)$.

In contrast to MDNs, EBMs are not restricted to distributions which are convenient to evaluate and sample. The EBM $p(y|x; \theta)$ is thus generally a more flexible model than $q(y|x; \phi)$ and therefore able to better approximate the underlying true distribution $p(y|x)$. Compared to MDNs, which define a distribution $q(y|x; \phi)$ by mapping $x$ to the set $\{\pi_\phi^{(k)}, \mu_\phi^{(k)}, \sigma_\phi^{(k)}\}_{k=1}$, the EBM $p(y|x; \theta) = e^{f_\theta(x, y)} / \int e^{f_\theta(x, \tilde{y})} d\tilde{y}$ also offers a more direct representation of the distribution via its scalar function $f_\theta(x, y)$, potentially leading to a more straightforward learning problem. Therefore, we argue that guiding the MDN $q(y|x; \phi)$ towards the EBM $p(y|x; \theta)$ during training via the loss $J_{MDN}(\phi)$ in (8) should help mitigate some of the known inefficiencies of MDN training. We note that our proposed joint training approach is twice as slow compared to conventional MDN training, as two separate DNNs $f_\theta$ and $g_\phi$ are updated at each iteration. After training, the EBM can however be discarded and does therefore not affect the computational cost of the MDN at test-time.

### 4 RELATED WORK

Our proposed approach to automatically learn a proposal during EBM training is related to the work of (Kim and Bengio, 2016; Zhai et al, 2016; Kumar et al, 2019; Grathwohl et al, 2021), training EBMs for generative modelling tasks by jointly learning an auxiliary sampler via adversarial training. We instead train conditional EBMs for regression and are able to derive a particularly convenient KL divergence approximation (Result 1).

Our approach is also inspired by the concept of cooperative learning (Xie et al, 2018a, 2021b), which entails jointly training an EBM and a generator network via Markov chain Monte Carlo (MCMC) teaching. Specifically, the generator serves as a proposal and provides initial samples which are refined via MCMC to approximately sample from the EBM, training the EBM via contrastive divergence. Then, the generator network is trained to match these refined MCMC samples using a standard regression loss. Cooperative learning has recently also been extended to train EBMs for conditional generative modelling tasks (Xie et al, 2021a, Zhang et al, 2021). While our proposed method also entails jointly training conditional EBMs and proposals, we specifically study the important application of low-dimensional regression. In this setting, MCMC-based training of EBMs has been shown highly inefficient (Gustafsson et al, 2020b). By deriving Result 1, we can instead employ the more effective training method of NCE, and train the proposal by directly minimizing its KL divergence to the EBM. Since MCMC is not employed, our proposed method is also computationally efficient, and very simple to implement, compared to cooperative learning.

Our method to improve the training of an MDN by guiding it towards an EBM is related to (Gao et al, 2020), who train a generative flow-based model jointly with an EBM through a minimax game. In contrast, our joint training method is non-adversarial and can even be implemented by directly minimizing a unified objective. On a conceptual level, our MDN training approach is also related to work on teacher-student networks and knowledge distillation (Hinton et al, 2015; Mirzadeh et al, 2020; Xu et al, 2020; Ding et al, 2021a). In a knowledge distillation problem, a teacher network is utilized to improve the performance of a more lightweight student network. While knowledge distillation for regression is not a particularly well-studied topic, it has been studied for image-based regression tasks in very recent work (Ding et al, 2021a). A student network is thus enhanced by augmenting its training set with images and pseudo targets generated by a conditional GAN and a pre-trained teacher network, respectively.
Table 1: Results for the EBM 1D regression experiments. Results are in terms of approximate KL divergence for the first dataset ([Gustafsson et al., 2020b]), and in terms of approximate NLL for the second ([Brando et al., 2019]).

| Dataset          | Ours (NCE) | Ours (K = 1) | Ours (K = 4) | Ours (K = 16) |
|------------------|------------|--------------|--------------|---------------|
| Ours [2020b]     | 0.042      | 0.036        | 0.040        | 0.042         | 0.038 | 0.032 | 0.035 |
| Ours [2019]      | 2.30       | 1.98         | 1.72         | 1.67          | 1.69  | 1.67  | 1.65  |

Table 2: Results in terms of approximate NLL for the EBM steering angle prediction experiments.

| NCE              | Ours (K = 4) |
|------------------|--------------|
| $\sigma_1 = 0.1, \sigma_2 = 20$ | 1.59 ± 0.08  |
| $\sigma_1 = 1, \sigma_2 = 20$ | 1.51 ± 0.05  |
| $\sigma_1 = 1, \sigma_2 = 40$ | 1.58 ± 0.13  |

In contrast, our approach entails distilling the conditional EBM distribution $p(y|x; \theta)$ into a student MDN for each example in the original training set. Furthermore, our approach trains the teacher EBM and student MDN jointly, where the student MDN generates proposal samples used for training the EBM teacher.

5 EXPERIMENTS

We perform comprehensive experiments on illustrative 1D regression problems and four image-based regression tasks, which are all detailed below. We first evaluate our proposed method for automatically learning an effective proposal during EBM training in Section 5.1. There, we compare our EBM training method with NCE, achieving highly competitive performance across all five tasks without having to tune any task-dependent hyperparameters. In Section 5.2, we then evaluate our proposed approach for training MDNs. Compared to conventional MDN training, we consistently obtain improved test log-likelihoods. All experiments are implemented in PyTorch ([Paszke et al., 2019]). Example model and training code is found in the supplementary material, and our complete implementation is also made publicly available. All models were trained on individual NVIDIA TITAN Xp GPUs.

1D Regression We study two illustrative 1D regression problems with $x \in \mathbb{R}$ and $y \in \mathbb{R}$. The first dataset is specified in ([Gustafsson et al., 2020b]) and contains 2000 training examples. It is visualized in Figure 2. The second dataset is specified in ([Brando et al., 2019]), containing 1900 test examples and 1700 examples for training.

Steering Angle Prediction Here, we are given an image $x$ from a forward-facing camera mounted inside of a car. The task is to predict the corresponding steering angle $y \in \mathbb{R}$ of the car at that moment. We utilize the dataset from ([Ding et al., 2021b, 2020]), containing 12271 examples. We randomly split the dataset into training (80%) and test (20%) sets. All images $x$ are of size $64 \times 64$.

Cell-Count Prediction Given a synthetic fluorescence microscopy image $x$, the task is here to predict the number of cells $y \in \mathbb{R}_+$ in the image. We utilize the dataset from ([Ding et al., 2021b, 2020]), which consists of 200000 grayscale images of size $64 \times 64$. From this dataset, we randomly draw 10000 images each to construct training and test sets. An example image $x$ is visualized in Figure 1.

Age Estimation In age estimation, we are given an image $x$ of a person’s face and are tasked with predicting the age $y \in \mathbb{R}_+$ of this person. We utilize the UTKFace ([Zhang et al., 2017]) dataset, specifically the processed version provided by Ding et al. ([2021b, 2020]). This dataset contains 14760 examples, which we randomly split into training (80%) and test (20%) sets. All images $x$ are of size $64 \times 64$.

Head-Pose Estimation In this case, we are given an image $x$ of a person, and the task is to predict the orientation $y \in \mathbb{R}^3$ of this person’s head. Here, $y$ is the yaw, pitch and roll angles of the head. We utilize the BIWI ([Fanelli et al., 2013]) dataset, specifically the processed version provided by Yang et al. ([2019]). We employ protocol 2 as defined in ([Yang et al., 2019]), giving 5065 test images and 10613 images for training. All images $x$ are of size $64 \times 64$.

5.1 EBM Experiments

We first evaluate our proposed method for automatically learning an effective proposal during EBM training, by performing extensive experiments on all five regression tasks.

1D Regression The EBM DNN $f_\theta(x, y)$ is here a simple feed-forward network, taking $x \in \mathbb{R}$ and $y \in \mathbb{R}$ as inputs. Separate sets of fully-connected layers ex-
We compare our proposed approach with training the EBM using NCE, employing the noise distribution \(q(y) = \frac{1}{2} \sum_{k=1}^{N} \mathcal{N}(y; y_i, \sigma^2 I)\). For each of the four tasks, we initially set \(\{\sigma_1, \sigma_2\}\) to what was used for age estimation and head-pose estimation in \(\text{Gustafsson et al., 2020a}\) and then carefully tune them further. Based on the 1D regression results in Table 1, we use \(K = 4\) components in the MDN proposal for our proposed approach. We train 20 networks for each setting and dataset, and report the mean of the 5 best runs. The results are found in Table 2 to Table 5. We observe that our proposed training method achieves highly competitive performance. In particular, our method significantly outperforms the NCE baseline on the more challenging head-pose estimation task (Table 5), which has a multi-dimensional target space. Note that we use an identical architecture for the MDN proposal in our training method across all four tasks, while the task-dependent NCE hyperparameters \(\{\sigma_1, \sigma_2\}\) are tuned directly on each of the corresponding test sets. Thus, NCE is here a very strong baseline.

### 5.2 MDN Experiments

Lastly, we perform experiments on the four image-based regression tasks to evaluate our proposed approach for training MDNs \(q(y|x; \phi)\). For the EBM DNN \(f_\theta(x, y)\), an identical network architecture is used as in the EBM experiments (Section 5.1). The MDN network \(g_\phi(x)\) is now a full DNN. It consists of a ResNet18 \(\text{[He et al., 2016]}\) that extracts image features \(h_x \in \mathbb{R}^{512}\) from the input image \(x\). From the target \(y\), fully-connected layers extract features \(h_y \in \mathbb{R}^{128}\). After concatenation of \(h_x\) and \(h_y\), fully-connected layers then output \(f_\theta(x, y) \in \mathbb{R}\). The MDN network head \(g_\phi(x)\) takes the image features \(h_x \in \mathbb{R}^{512}\) as input and outputs \(\{\pi^{(k)}, \mu^{(k)}, \sigma^{(k)}\}_{k=1}^{K}\). As described in Section 3.3, the MDN DNN \(g_\phi\) is trained by minimizing the loss \(J_{\text{MDN}}(\phi)\) in (3), whereas \(f_\theta\) is trained via \(J_{\text{NCE}}(\theta)\) in (6). As in the previous experiments, ADAM is used to jointly train \(f_\theta\) and \(g_\phi\). We compare our proposed approach with the conventional MDN training method, i.e. minimizing the NLL \(\sum_{i=1}^{N} - \log q(y_i|x; \phi)\). We evaluate the training methods in terms of test set NLL,
for MDNs with $K \in \{4, 8, 16\}$ components. We train 20 networks for each setting and dataset, and report the mean of the 5 best runs. The results are found in Table 6. We observe that our proposed training method consistently outperforms the baseline of pure NLL training. For the steering angle prediction and age estimation tasks, our approach achieves substantial improvements. Moreover, in the particularly challenging head-pose estimation task, our approach outperforms the standard MDN by a significant margin.

6 CONCLUSION

We derived an efficient and convenient objective that can be employed to train a parameterized distribution $q(y|x; \phi)$ by minimizing its KL divergence to a conditional EBM $p(y|x; \theta)$. We then applied the derived objective to jointly learn an effective MDN proposal distribution during EBM training, thus addressing the main practical limitations of energy-based regression. We evaluated our proposed EBM training method on illustrative 1D regression problems and real-world regression tasks within computer vision, achieving highly competitive performance without having to tune any task-dependent hyperparameters. Lastly, we employed the derived objective to improve training of stand-alone MDNs, consistently obtaining more accurate predictive distributions compared to conventional MDN training. Future directions include estimating the EBM uncertainty via test-time use of the trained MDN proposal, and applying our MDN training approach to additional tasks.
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Supplementary Material:
Learning Proposals for Practical Energy-Based Regression

In this supplementary material, we provide additional details and results. It consists of Appendix A - Appendix G. After discussing limitations and societal impacts in Appendix A, we provide implementation details in Appendix B. Then, we describe all utilized datasets more closely in Appendix C. We then provide a complete derivation of Result 1 in Appendix D. Additional results for the 1D regression task is then provided in Appendix E. Lastly, Appendix F and Appendix G contain example model and training code. Note that figures in this supplementary material are numbered with the prefix "S". Numbers without this prefix refer to the main paper.

A LIMITATIONS & SOCIETAL IMPACTS

Our approach is primarily intended for regression tasks, where the target space has a limited number of dimensions. For each training sample, several target values are sampled from the proposal distribution. Our approach is therefore not intended to scale to very high-dimensional generative modeling tasks, such as image generation.

Training an EBM using our proposed method in Section 3.2 is somewhat slower than using the NCE baseline method, since we also have to update an MDN proposal at each iteration. The NCE baseline however requires hyperparameters to be tuned specifically for each task at hand. The total environmental impact due to training is therefore likely smaller for our proposed method. Our proposed approach for training MDNs in Section 3.3 does however not offer similar benefits compared to conventional MDN training, and is twice as slow to train. This issue would be mitigated to a certain extent by sharing parts of the network among the EBM and MDN, which could be explored in future work.

B IMPLEMENTATION DETAILS

We train all networks for 75 epochs with a batch size of 32. The number of samples $M$ is always set to $M = 1024$. All networks are trained on individual NVIDIA TITAN Xp GPUs. Training 20 networks for a specific setting and dataset on one such GPU takes at most 24 - 48 hours. Producing the results in Table 1 to Table 6 thus required approximately 50 GPU days of training. We utilized an internal GPU cluster.

PyTorch code defining the network architecture used for the head-pose estimation task in Section 5.1 is found in Appendix F below. PyTorch code for the corresponding main training loop is found in Appendix G.

In Section 5.1, the EBM $p(y|x; \theta) = e^{f_{\theta}(x,y)} / \int e^{f_{\theta}(x,\tilde{y})} d\tilde{y}$ is evaluated by approximately computing its test set negative log-likelihood (NLL). We do so by evaluating $f_{\theta}(x,y)$ at densely sampled $y$ values in an interval $[y_{\min}, y_{\max}]$. For the second 1D regression dataset, we evaluate at 8192 values in $[-12.5, 12.5]$. For steering angle prediction, 20,000 values in $[-100, 100]$. For cell-count prediction, 19,900 values in $[1, 200]$. For age estimation, 5,900 values in $[1, 60]$. For head-pose estimation, 27,000 values in $\{x \in \mathbb{R}^3 : x_i \in [-80, 80], i = 1, 2, 3\}$.

C DATASET DETAILS

The training data for the two 1D regression problems is visualized in Figure S1 and Figure S2.

For steering angle prediction, cell-count prediction and age estimation, our utilized datasets from (Ding et al., 2021b, 2020) are all available at https://github.com/UBCDingXin/improved_CcGAN. The original age estimation dataset UTKFace (Zhang et al., 2017) is available at https://susanqq.github.io/UTKFace/, for non-commercial research purposes only. The dataset consists of images collected from the internet, i.e. images collected without explicitly obtained consent to be used specifically for training age estimation models. Thus, we choose to not display any dataset examples.
To derive Result 1 in Section 3.1, we first rewrite \( \nabla_{\phi} D_{\text{KL}}(p(y|x; \theta) \parallel q(y|x; \phi)) \) according to,

\[
\nabla_{\phi} D_{\text{KL}}(p(y|x; \theta) \parallel q(y|x; \phi)) = \nabla_{\phi} \int p(y|x; \theta) \log \frac{p(y|x; \theta)}{q(y|x; \phi)} dy \\
= \int p(y|x; \theta) \nabla_{\phi} \log \frac{p(y|x; \theta)}{q(y|x; \phi)} dy \\
= \int p(y|x; \theta) \nabla_{\phi} \left( \log p(y|x; \theta) - \log q(y|x; \phi) \right) dy \\
= -\int p(y|x; \theta) \nabla_{\phi} \log q(y|x; \phi) dy \\
= -\int p(y|x; \theta) \frac{1}{q(y|x; \phi)} \nabla_{\phi} q(y|x; \phi) dy \\
= -\int \frac{e^{f_\phi(x,y)}}{\int e^{f_\phi(x,y)} dy} \frac{1}{q(y|x; \phi)} \nabla_{\phi} q(y|x; \phi) dy \\
= -\frac{1}{\int e^{f_\phi(x,y)} dy} \int e^{f_\phi(x,y)} \frac{1}{q(y|x; \phi)} \nabla_{\phi} q(y|x; \phi) dy.
\]

Then, we approximate the two integrals using Monte Carlo importance sampling,

\[
\nabla_{\phi} D_{\text{KL}}(p(y|x; \theta) \parallel q(y|x; \phi)) = -\frac{1}{\int e^{f_\phi(x,y)} dy} \int e^{f_\phi(x,y)} \frac{1}{q(y|x; \phi)} \nabla_{\phi} q(y|x; \phi) dy \\
= -\frac{1}{\int e^{f_\phi(x,y)} dy} \int \frac{e^{f_\phi(x,y)}}{q(y|x; \phi)} \left( \nabla_{\phi} q(y|x; \phi) \right) q(y|x; \phi) dy \\
= -\frac{1}{\int e^{f_\phi(x,y)} dy} \int \frac{e^{f_\phi(x,y)}}{q(y|x; \phi)} \left( \nabla_{\phi} q(y|x; \phi) \right) q(y|x; \phi) dy \\
\approx -\frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_\phi(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \left( \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_\phi(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \nabla_{\phi} q(y^{(m)}|x; \phi) \right).
\]

For head-pose estimation, the BIWI (Fanelli et al., 2013) dataset is available for research purposes only. The dataset was created by recording 20 people (research subjects) while they freely turned their heads around. The processed version provided by Yang et al. (2019) that we utilize is available at https://github.com/shamangary/FSA-Net. Since the dataset images could potentially contain personally identifiable information, we choose to not display any dataset examples.

D DERIVATION OF RESULT 1

Figure S1: Training data \( \{x_i, y_i\}_{i=1}^{2000} \) for the first 1D regression dataset (Gustafsson et al., 2020b).

Figure S2: Training data \( \{x_i, y_i\}_{i=1}^{1700} \) for the second 1D regression dataset (Brando et al., 2019).
where \( \{ y^{(m)} \}_{m=1}^{M} \) are \( M \) independent samples drawn from \( q(y|x; \phi) \). Finally, we further rewrite the resulting expression according to,

\[
\nabla_{\phi} D_{\text{KL}}(p(y|x; \theta) \parallel q(y|x; \phi)) = -\frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \left( \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \log \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \right)
\]

\[
= -\frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \left( \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \nabla_{\phi} \log \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \right)
\]

\[
= -\frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \left( \frac{1}{M} \sum_{m=1}^{M} \nabla_{\phi} \log \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \right)
\]

\[
= -\frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \left( \frac{1}{M} \sum_{m=1}^{M} \nabla_{\phi} \log \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x,y^{(m)})}}{q(y^{(m)}|x; \phi)} \right)
\]

**D.1 Best Possible Proposal**

We here expand on the footnote on page 3 of the main paper. When training the EBM \( p(y|x; \theta) = e^{f_{\theta}(x,y)} / Z(x, \theta) \) by minimizing the approximated NLL in (2), we wish to use the proposal \( q(y|x; \phi) \) that yields the best possible NLL approximation. In general, this is achieved when the proposal equals the EBM, i.e. when \( q(y|x; \phi) = p(y|x; \theta) \).

To see why this is true, we set \( q = p \) in (2),

\[
J(\theta) = \frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x, y^{(m)}_{i})}}{q(y^{(m)}_{i})} \right) - f_{\theta}(x_{i}, y_{i})
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x, y^{(m)}_{i})}}{p(y^{(m)}_{i}|x_{i}; \theta)} \right) - f_{\theta}(x_{i}, y_{i})
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{1}{M} \sum_{m=1}^{M} \frac{e^{f_{\theta}(x, y^{(m)}_{i})}}{Z(x_{i}, \theta)} \right) - f_{\theta}(x_{i}, y_{i})
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \log Z(x_{i}, \theta) - f_{\theta}(x_{i}, y_{i})
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} - \log \left( \frac{e^{f_{\theta}(x, y_{i})}}{Z(x_{i}, \theta)} \right)
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} - \log p(y_{i}|x_{i}; \theta),
\]

which corresponds to the exact NLL objective.

**E ADDITIONAL RESULTS**

Figure 2 in the main paper visualizes the fully trained EBM and MDN proposal, i.e. after 75 epochs of training. In Figure S3, we instead visualize the EBM and MDN after 5 (top row), 10, 15, 20 and 25 (bottom row) epochs.
Figure S3: An illustrative 1D regression problem (Gustafsson et al., 2020b), demonstrating the effectiveness of our proposed method to jointly train an EBM $p(y|x; \theta)$ and MDN proposal $q(y|x; \phi)$. In this example, the MDN has $K = 4$ components. The EBM is trained using NCE with $q(y|x; \phi)$ acting as the noise distribution, whereas the MDN is trained by minimizing its KL divergence to $p(y|x; \theta)$. The EBM and MDN are here visualized after 5 (top row), 10, 15, 20 and 25 (bottom row) epochs of training.
Figure S4: An illustrative 1D regression problem (Gustafsson et al., 2020b), demonstrating the effectiveness of our proposed method to jointly train an EBM $p(y|x; \theta)$ and MDN proposal $q(y|x; \phi)$. In this example, the MDN has $K = 1$ component. We here also demonstrate that we can draw approximate samples from the EBM using the method described in Section 3.2.2.

of training. We observe that the EBM is closer to the ground truth early on during training, guiding the MDN via the $J_{\text{KL}}(\phi)$ loss in (5).

In Figure [S4] we visualize the fully trained EBM and MDN proposal when instead using just $K = 1$ component in the MDN. We observe that the EBM still is close to the ground truth. Apart from visualizing the EBM using the technique from (Gustafsson et al., 2020b) (evaluating $f_\theta(x, y)$ at densely sampled $y$ values in the interval $[-3, 3]$ for each $x$), we here also demonstrate that we can draw approximate samples from the EBM using the method described in Section 3.2.2. For each $x$, we draw samples $\{y^{(m)}\}_{m=1}^{1024} \sim q(y|x; \phi)$ from the proposal, compute weights $\{w^{(m)}\}_{m=1}^{1024}$ according to (7), and then re-sample one value from this set $\{y^{(m)}\}_{m=1}^{1024}$ (drawing each $y^{(m)}$ with probability $w^{(m)}$). We observe in Figure [S4] that this method produces accurate EBM samples, even when the proposal is unimodal and thus not a particularly close approximation of the EBM.

F PYTORCH CODE - NETWORK ARCHITECTURE

class NoiseNet(nn.Module):
    def __init__(self, hidden_dim):
        super().__init__()
        self.K = 4

        self.fc1_mean = nn.Linear(hidden_dim, hidden_dim)
        self.fc2_mean = nn.Linear(hidden_dim, 3*self.K)

        self.fc1_sigma = nn.Linear(hidden_dim, hidden_dim)
        self.fc2_sigma = nn.Linear(hidden_dim, 3*self.K)

        self.fc1_weight = nn.Linear(hidden_dim, hidden_dim)
        self.fc2_weight = nn.Linear(hidden_dim, self.K)

    def forward(self, x_feature):
        means = F.relu(self.fc1_mean(x_feature))
        means = self.fc2_mean(means)

        log_sigma2s = F.relu(self.fc1_sigma(x_feature))
        log_sigma2s = self.fc2_sigma(log_sigma2s)

        weight_logits = F.relu(self.fc1_weight(x_feature))
        weight_logits = self.fc2_weight(weight_logits)
        weights = torch.softmax(weight_logits, dim=1)
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```python
return means, log_sigma2s, weights

class PredictorNet(nn.Module):
    def __init__(self, input_dim, hidden_dim):
        super().__init__()

        self.fc1_y = nn.Linear(input_dim, 16)
        self.fc2_y = nn.Linear(16, 32)
        self.fc3_y = nn.Linear(32, 64)
        self.fc4_y = nn.Linear(64, 128)

        self.fc1_xy = nn.Linear(hidden_dim+128, hidden_dim)
        self.fc2_xy = nn.Linear(hidden_dim, 1)

    def forward(self, x_feature, y):
        batch_size, num_samples, _ = y.shape
        x_feature = x_feature.view(batch_size, 1, -1).expand(-1, num_samples, -1)
        x_feature = x_feature.reshape(batch_size*num_samples, -1)
        y = y.reshape(batch_size*num_samples, -1)

        y_feature = F.relu(self.fc1_y(y))
        y_feature = F.relu(self.fc2_y(y_feature))
        y_feature = F.relu(self.fc3_y(y_feature))
        y_feature = F.relu(self.fc4_y(y_feature))

        xy_feature = torch.cat([x_feature, y_feature], 1)
        xy_feature = F.relu(self.fc1_xy(xy_feature))
        score = self.fc2_xy(xy_feature)
        score = score.view(batch_size, num_samples)

        return score

class FeatureNet(nn.Module):
    def __init__(self):
        super().__init__()

        resnet18 = models.resnet18(pretrained=True)
        self.resnet18 = nn.Sequential(*list(resnet18.children())[:-2])
        self.avg_pool = nn.AdaptiveAvgPool2d((1, 1))

    def forward(self, x):
        x_feature = self.resnet18(x)
        x_feature = self.avg_pool(x_feature)
        x_feature = x_feature.squeeze(2).squeeze(2)

        return x_feature

class Net(nn.Module):
    def __init__(self):
        super(Net, self).__init__()
```

hidden_dim = 512

self.feature_net = FeatureNet()
self.noise_net = NoiseNet(hidden_dim)
self.predictor_net = PredictorNet(3, hidden_dim)

def forward(self, x, y):
    x_feature = self.feature_net(x)
    return self.noise_net(x_feature)

G PYTORCH CODE - TRAINING LOOP

for step, (xs, ys) in enumerate(train_loader):
    xs = xs.cuda() # (shape: (batch_size, 3, img_size, img_size))
    ys = ys.cuda() # (shape: (batch_size, 3))

    x_features = network.feature_net(xs) # (shape: (batch_size, hidden_dim))
    # (means has shape: (batch_size, 3K))
    # (log_sigma2s has shape: (batch_size, 3K))
    # (weights has shape: (batch_size, K))
    sigmas = torch.exp(log_sigma2s/2.0) # (shape: (batch_size, 3K))
    means = means.view(-1, 3, K) # (shape: (batch_size, 3, K))
    sigmas = sigmas.view(-1, 3, K) # (shape: (batch_size, 3, K))

    q_distr = torch.distributions.normal.Normal(loc=means, scale=sigmas)
    q_ys_K = torch.exp(q_distr.log_prob(ys.unsqueeze(2)).sum(1)) # (shape: (batch_size, K))
    q_ys = torch.sum(weights*q_ys_K, dim=1) # (shape: (batch_size))

    y_samples_K = q_distr.sample(sample_shape=torch.Size([num_samples]))
    # (shape: (batch_size, num_samples, 1, 1))
    y_samples = y_samples_K.gather(3, inds).squeeze(3) # (shape: (num_samples, batch_size, 3))

    y_samples = y_samples.detach()
    q_y_samples_K = torch.exp(q_distr.log_prob(y_samples.unsqueeze(3)).sum(2))
    # (shape: (num_samples, batch_size, K))
    q_y_samples = torch.sum(weights.unsqueeze(0)*q_y_samples_K, dim=2)
    # (shape: (num_samples, batch_size))

    scores_gt = network.predictor_net(x_features, ys.unsqueeze(1)) # (shape: (batch_size, 1))
    scores_gt = scores_gt.squeeze(1) # (shape: (batch_size))

    scores_samples = network.predictor_net(x_features, y_samples) # (shape: (batch_size, num_samples))

    # compute loss:
f_samples = scores_samples
p_N_samples = q_y_samples.detach()
f_0 = scores_gt
p_N_0 = q_ys.detach()
exp_vals_0 = f_0-torch.log(p_N_0)
exp_vals_samples = f_samples-torch.log(p_N_samples)
exp_vals = torch.cat([exp_vals_0.unsqueeze(1), exp_vals_samples], dim=1)
loss_ebm_nce = -torch.mean(exp_vals_0 - torch.logsumexp(exp_vals, dim=1))

log_Z = torch.logsumexp(scores_samples.detach() - torch.log(q_y_samples), dim=1) - math.log(num_samples)
loss_mdn_kl = torch.mean(log_Z)

loss = loss_ebm_nce + loss_mdn_kl

optimizer.zero_grad()
loss.backward()
optimizer.step()