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Abstract

The eigenvalue density of a matrix plays an important role in various types of scientific computing such as electronic-structure calculations. In this paper, we propose a quantum algorithm for computing the eigenvalue density in a given interval. Our quantum algorithm is based on a method that approximates the eigenvalue counts by applying the numerical contour integral and the stochastic trace estimator applied to a matrix involving resolvent matrices. As components of our algorithm, the HHL solver is applied to an augmented linear system of the resolvent matrices, and the quantum Fourier transform (QFT) is adopted to represent the operation of the numerical contour integral. To reduce the size of the augmented system, we exploit a certain symmetry of the numerical integration. We also introduce a permutation formed by CNOT gates to make the augmented system solution consistent with the QFT input. The eigenvalue count in a given interval is derived as the probability of observing a bit pattern in a fraction of the qubits of the output state.

1. INTRODUCTION

The matrix eigenvalue problem is a fundamental linear algebraic problem and has many applications including electronic-structure calculations, vibration analysis, and shell-model calculations. An efficient method for solving large-scale sparse problems is needed to handle precise computational models of complex phenomena in various scientific fields.

Although the computations of individual eigenvalues are of practical importance, the density of the eigenvalues in a certain interval also has a wide variety of applications, such as the density of states in electronic-structure calculations. The eigenvalue density is also used for the parameter setting in projection methods used to compute the interior eigenvalues [1].

The simplest approach to computing the eigenvalue density is first splitting the interval of interest into bins, and then computing the eigenvalue count of each bin. Therefore, the core of the process is an algorithm for computing the eigenvalue counts within a given interval.

For classical computers, a stochastic estimation method based on a contour-integral was proposed for eigenvalue counts of (non-Hermitian) generalized eigenvalue problems [2]. A numerical contour integration of the traces of the resolvent matrices that represents a band-pass filter for the spectrum is applied. For computational efficiency, a stochastic trace estimator is utilized to avoid the direct computation of the elements of the matrix inverses. This method has been applied to large-scale scientific computing such as shell-model calculations [3].

During the last decade, quantum algorithms for linear algebraic computations have emerged owing to the development of the HHL algorithm [4] for solving linear systems. A quantum algorithm for computing a matrix-valued function based on the contour integral has recently been proposed [5]. The algorithm takes advantage of HHL to solve an augmented linear system derived from a numerical contour integration.

In this paper, we propose a quantum algorithm of the aforementioned contour integral-based method for computing the eigenvalue counts. The HHL algorithm is utilized to solve an augmented linear system, and the size of the augmented system is reduced by exploiting a certain symmetry of the numerical integration. The operation of the numerical integration using the trapezoidal rule is straightforwardly represented by the quantum Fourier transform (QFT) [6] with the help of a permutation applied to the augmented system solution. The permutation is formed using a group of CNOT gates. The eigenvalue count in a given interval is estimated based on the probability of observing a certain bit pattern in a fraction of the output qubits of our algorithm.

Throughout this paper, \( \| \cdot \| \) denotes the 2-norm of a vector. Here, \( A^H \) is the conjugate transpose of matrix \( A \). In addition, \( \text{Vec}(x_1, x_2, \ldots, x_n) \) returns the vector formed by vertically stacking the column vectors of the input matrix, i.e., \( [x_1^H, x_2^H, \ldots, x_n^H]^H = \text{Vec}([x_1, x_2, \ldots, x_n]) \).

The remainder of this paper is organized as follows. In the next section, we introduce a contour integral-based method for computing the eigenvalue counts and its implementation for classical computers. Section III describes our proposed quantum algorithm. Finally, we provide some concluding remarks in Section IV.

II. CONTOUR INTEGRAL-BASED STOCHASTIC ESTIMATION FOR EIGENVALUE COUNTS

We consider the Hermitian eigenvalue problem

\[ Aq = \lambda q, \]  

(1)

where \( A \in \mathbb{C}^{n \times n} \) is a complex Hermitian matrix, \( \lambda \in \mathbb{R} \) is an eigenvalue, and \( q \in \mathbb{C}^n \setminus \{0\} \) is the corresponding eigenvector. We compute considering the eigenvalue count \( m \) in an open interval \( I := (a, b) \).

In general, \( A \) can be diagonalized as

\[ A = QAQ^H = \sum_{j=1}^n \lambda_j q_j q_j^H, \]  

(2)

where \( \Lambda \) is a diagonal matrix with all eigenvalues, and \( Q \) is a unitary matrix whose columns are the eigenvectors.
Thus, we assume that (11) holds. Through Cauchy's integral expression, we have

$$P_{z} := \frac{1}{2\pi i} \oint_{\Gamma} (zI - A)^{-1} \, dz$$

$$= \frac{1}{2\pi i} \sum_{j=1}^{n} \oint_{\Gamma} \frac{1}{z - \lambda_j} \, dq_j q_{j}^{H}$$

$$= \sum_{j=1}^{n} g(\lambda_j) q_j q_j^{H}$$

where \( i := \sqrt{-1} \), \( I \) denotes the \( n \)-dimensional identity matrix, and

$$g(\lambda) := \frac{1}{2\pi i} \oint_{\Gamma} \frac{1}{z - \lambda} \, dz.$$  \hspace{1cm} (6)

Through Cauchy's integral expression, we have

$$g(\lambda) = \begin{cases} 
1 & \text{if } \lambda \in \mathcal{I}, \\
0 & \text{otherwise.} 
\end{cases}$$  \hspace{1cm} (7)

Therefore,

$$P_{z} = \sum_{j|\lambda_j \in \mathcal{I}} q_j q_j^{H}$$

$$= Q I_{\Gamma} Q^{H},$$  \hspace{1cm} (9)

where \( I_{\Gamma} \) is a diagonal matrix whose \( j \)-th diagonal element is \( g(\lambda_j) \). Because the trace of the matrix is invariant under any similarity transformation, \( \text{Tr}(P_{z}) = \text{Tr}(I_{\Gamma}) \) gives the eigenvalue count in \( \mathcal{I} \).

To approximate the contour integration, we use the numerical quadrature

$$\tilde{P}_{z} := \sum_{k=1}^{N} w_k (z_k I - A)^{-1},$$

where \( z_k \) and \( w_k \) are quadrature points and quadrature weights. In practice, a quadrature rule that satisfies

$$z_k = \frac{\pi N - k - 1}{2}, w_k = \frac{\pi N - k - 1}{2} \quad (k = 0, 1, \ldots, N/2 - 1).$$

is preferred to take advantage of the symmetry of \( A \). Thus, we assume that (11) holds.

The eigenvalue count \( m \) can be approximated by

$$\mu := \text{Tr}(\tilde{P}_{z})$$

$$= \text{Tr} \left( \sum_{k=0}^{N-1} w_k (z_k I - A)^{-1} \right)$$

$$= \sum_{j=1}^{n} \sum_{k=0}^{N-1} \frac{w_k}{z_k - \lambda_j}$$

$$= \sum_{j=1}^{n} f_{N}(\lambda_j),$$

where

$$f_{N}(\lambda) := \sum_{k=0}^{N-1} \frac{w_k}{z_k - \lambda}. \hspace{1cm} (16)$$

Here, \( f_{N} \) is regarded as an approximation of \( g \) and is regarded as a band-pass filter for the spectrum. The behavior of the filter function is analyzed in [7].

To avoid the direct computation of the trace involving the matrix inverses, we consider utilizing a stochastic estimation of the matrix trace described below.

Let \( M \in \mathbb{R}^{n \times n} \) be a general matrix, and \( v \in \mathbb{R}^{n} \) be a random vector whose mean is the zero vector and covariance matrix is the identity. It is known that the mean of the quadratic form involving \( M \) and \( v \) gives \( \text{Tr}(M) \) [8], namely,

$$\mathbb{E}(v^{T} M v) = \text{Tr}(M),$$

where \( \mathbb{E}(\cdot) \) indicates the mean. This is easily extended for the general complex matrix.

We define

$$x_{k} := (z_{k} I - A)^{-1} v$$

and

$$s := \tilde{P}_{z} v$$

$$= \sum_{k=0}^{N-1} w_{k} x_{k}.$$  \hspace{1cm} (20)

Therefore, \( \mu \) is represented by

$$\mu = \mathbb{E}(v^{H} \tilde{P}_{z} v) = \mathbb{E}(v^{H} s).$$

The eigenvalue count is estimated by computing the arithmetic mean of \( v^{H} s \) with samples of the random vector \( v \).

Because of the resolvent matrix in (18), the most computationally dominant part is to solve linear systems

$$(z_{k} I - A)x_{k} = v \quad (k = 0, 1, \ldots, N - 1).$$

For classical computers, Krylov subspace methods are utilized to solve the systems [2].

III. QUANTUM ALGORITHM

The estimator \( \mu \) can be used in general non-Hermitian cases [2]. By exploiting the symmetry of \( A \), we derive another formulation of estimating the eigenvalue count. The formulation is more compatible with our quantum algorithm described later. Hereafter, we assume that \( n \) and \( N \) are powers of 2 such that \( n = 2^{b_{n}} \) and \( N = 2^{b_{N}} \).

By computing

$$\nu := \text{Tr}(\tilde{P}_{z}^{2}),$$

$$= \sum_{j=1}^{n} f_{N}(\lambda_j),$$

$$= \sum_{j=1}^{n} \sum_{k=0}^{N-1} \frac{w_k}{z_k - \lambda_j}$$
we can also approximate $m$ because

$$
\text{Tr}(\hat{P}_z^2) = \sum_{j=1}^{n} f_N(\lambda_j)^2.
$$

(24)

When $f_N$ is a good approximation of $g$, $f_N(\lambda)$ is small where $\lambda$ is distant from $I$. In such a case, $f_N^2$ is also a good approximation unless $f_N$ oscillates excessively in $I$.

Because $A$ is Hermitian and $\Sigma$ holds, it can be easily shown that $\hat{P}_z$ is also Hermitian. Using the trace estimator, $\nu$ is estimated by

$$
\text{Tr} (\hat{P}_z^2) = \mathbb{E} (\nu^H \hat{P}_z^2 \nu)
$$

(25)

$$
= \mathbb{E} (\nu^H \hat{P}_z^H \hat{P}_z \nu)
$$

(26)

$$
= \mathbb{E} (\| \nu \|^2).
$$

(27)

Therefore, by sampling $\| \nu \|^2$ and computing the arithmetic mean, we can estimate the eigenvalue count.

To derive a quantum algorithm, we specifically assume that $\Gamma$ is a circle with center $\Gamma \in \mathbb{R}$ and radius $\rho > 0$, and consider using the trapezoidal rule for the numerical quadrature. Through this setting, $z_k$ and $w_k$ are given as

$$
z_k = \gamma + \rho w_k
$$

(28)

and

$$
w_k = \frac{\rho}{N} e^{-\frac{2\pi i (k+\frac{1}{2})}{N}} (j = 0, \ldots, N - 1).
$$

(29)

This quadrature rule satisfies $\Sigma$. Note that the term $\frac{1}{N}$ in $[29]$ is introduced to ensure that $(z_j I - A)$ $(j = 0, \ldots, N - 1)$ are non-singular (all eigenvalues of $A$ are real). In addition, $f_N$ with the trapezoidal rule on a circle does not oscillate in $I$. Thus, it is preferable to be used to compute $\mu$.

Here, we define quantum states $|\nu\rangle := \nu/\| \nu \|$ and $|s\rangle := s/\| s \|$. We propose a quantum algorithm to estimate $\| s \|$, whose mean gives an approximation of the eigenvalue count.

Herein, we define

$$
t_j := \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{\frac{2\pi i j k}{N}} x_k.
$$

(30)

We then have $s = \frac{e^{\pi i}}{\sqrt{N}} t_1$ and

$$
\| s \|^2 = \frac{\rho}{\sqrt{N}} \| t_1 \|^2.
$$

(31)

We show an algorithm to derive the quantum state $|t_1\rangle := t_1/\| t_1 \|$ using HHL and QFT.

We consider solving linear systems $[22]$ by forming an augmented linear system and using HHL as in a quantum algorithm for a contour integral-based matrix function operation $[5]$. Instead of the symmetrization used for HHL $[1]$, we apply a different form by taking advantage of a certain symmetry of the problem.

Let $A_k := z_k I - A$ and $A' := A_0 \oplus A_1 \cdots \oplus A_{N/2 - 1}$,

$$
w' := \text{Vec}([v_1, \ldots, v_N]) \in \mathbb{R}^{N^2}.
$$

(32)

where $O$ is the $n$-dimensional square zero matrix. Note that $C$ is Hermitian. The size of this augmented linear system is half that in the symmetrization form used for HHL. Because $\Sigma$ and $A = A^H$ hold,

$$
(z_{N-k-1} I - A) = (z_k I - A)^H (0, 1, \ldots, N/2 - 1).
$$

(33)

We therefore have

$$
Cy = v',
$$

(34)

where $y := \text{Vec}([x_0, x_1, \ldots, x_{N/2 - 1}, x_{N - 1}, x_{N - 2}, \ldots, x_{N/2}])$. By solving the augmented linear system $[34]$ using HHL, we obtain the quantum state $|y\rangle := y/\| y \|$, which can be represented as

$$
|y\rangle = \frac{1}{\| y \|} \sum_{k=0}^{N/2 - 1} (\| x_k \| | k \rangle | x_k \rangle
$$

(35)

$$
+ \| x_{N-1-k} \| | N/2 + k \rangle | x_{N-1-k} \rangle
$$

where $|x_k\rangle := x_k/\| x_k \|$. To obtain a quantum state proportional to $|y'\rangle := \text{Vec}([x_0, x_1, \ldots, x_{N-1}])$, we consider a unitary operator that transforms $|x_k\rangle$ into

$$
|y'\rangle := \frac{1}{\| y \|} \sum_{k=0}^{N-1} (\| x_k \| | k \rangle | x_k \rangle
$$

(36)

Such a unitary operator can be formed with a permutation $\Pi$ of $\{0, 1, \ldots, N - 1\}$

$$
\Pi(k) = \begin{cases} 
  k & \text{if } k < N/2 \\
  3N/2 - k - 1 & \text{otherwise.} 
\end{cases}
$$

(37)

This permutation can be implemented by 2-qubit CNOT gates controlled by the most significant bit.

By applying $U_{\text{QFT}} \otimes I$ to $|y'\rangle$, we have

$$
|\psi\rangle := (U_{\text{QFT}} \otimes I) |y'\rangle
$$

(38)

$$
= \frac{1}{\sqrt{N/|y|}} \sum_{j=0}^{N-1} (| j \rangle \left( \sum_{k=0}^{N-1} e^{\frac{2\pi i j k}{N}} \| x_k \| | x_k \rangle \right)
$$

(39)

$$
= \frac{1}{\| y \|} \sum_{j=0}^{N-1} (\| t_j \| | j \rangle | t_j \rangle
$$

(40)

Consequently, when we observe 00...01 at the significant $b_N$ qubits, we obtain a quantum state $|s\rangle := |t_1\rangle$. The probability $p$ of observing 00...01 is

$$
p = \frac{\| t_1 \|^2}{\| y \|^2}.
$$

(41)
FIG. 1. The quantum circuit of our algorithm where the number of quadrature points \(N = 2^4\).

Because of (31), \(p\) can be expressed as

\[
p = \frac{N \|s\|^2}{\rho^2 \|y\|^2}.
\]

Therefore, through \(p\) and \(\|y\|\), we can estimate \(\|s\|^2\) whose mean gives \(\mu\), which is an approximation of the eigenvalue count. In addition, by applying a swap test for \(|s\rangle\) and \(|v\rangle\), we can estimate \(v^H s\) to compute \(\nu\), which is an alternative to \(\mu\). Note that \(\|y\|^2\) can be estimated by the probability of observing 0 on the auxiliary bit of the HHL. The resulting quantum circuit of our algorithm is shown in FIG. [1]

IV. CONCLUSION

In this study, we proposed a quantum algorithm for estimating the eigenvalue density. Our algorithm is based on the eigenvalue count computation using the numerical contour integration and a stochastic matrix trace estimator. As the main component, the HHL algorithm is utilized to solve an augmented linear system involving the resolvent matrices derived from the numerical contour integration. In our formulation, the size of the augmented linear system is reduced by exploiting the symmetry of \(A\) and the quadrature rule. The QFT is utilized to represent the operation of the trapezoidal rule as a numerical quadrature. To make the augmented system solution consistent with the QFT input, we formulate a permutation based on CNOT gates. The resulting eigenvalue count is obtained through the probability of observing a certain bit pattern in a fraction of the qubits of the output state.
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