Enhanced Artificial Neural Network with Harris Hawks Optimization for Predicting Scour Depth Downstream of Ski-Jump Spillway
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Abstract: A spillway is a structure used to regulate the discharge flowing from hydraulic structures such as a dam. It also helps to dissipate the excess energy of water through the still basins. Therefore, it has a significant effect on the safety of the dam. One of the most serious problems that may be happening below the spillway is bed scouring, which leads to soil erosion and spillway failure. This will happen due to the high flow velocity on the spillway. In this study, an alternative to the conventional methods was employed to predict scour depth (SD) downstream of the ski-jump spillway. A novel optimization algorithm, namely, Harris hawks optimization (HHO), was proposed to enhance the performance of an artificial neural network (ANN) to predict the SD. The performance of the new hybrid ANN-HHO model was compared with two hybrid models, namely, the particle swarm optimization with ANN (ANN-PSO) model and the genetic algorithm with ANN (ANN-GA) model to illustrate the efficiency of ANN-HHO. Additionally, the results of the three hybrid models were compared with the traditional ANN and the empirical Wu model (WM) through performance metrics, viz., mean absolute error (MAE), root mean square error (RMSE), coefficient of correlation (CC), Willmott index (WI), mean absolute percentage error (MAPE), and through graphical interpretation (line, scatter, and box plots, and Taylor diagram). Results of the analysis revealed that the ANN-HHO model (MAE = 0.1760 m, RMSE = 0.2538 m) outperformed ANN-PSO (MAE = 0.2094 m, RMSE = 0.2891 m), ANN-GA (MAE = 0.2178 m, RMSE = 0.2981 m), ANN (MAE = 0.2494 m, RMSE = 0.3152 m) and WM (MAE = 0.1868 m, RMSE = 0.2701 m) models in the testing period. Besides, graphical inspection displays better accuracy of the ANN-HHO model than ANN-PSO, ANN-GA, ANN, and WM models for prediction of SD around the ski-jump spillway.
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1. Introduction

Dams are among the superstructures that require very precise studies to explore every part of them from many aspects of safety, performance, and environment. The main part of these structures is their spillway, which enables operators to dispose of excess inflows to reservoirs in a controlled or uncontrolled manner. When water with high velocity is passing through the spillway, it should be designed with energy dissipaters downstream. Ski jumps taking away water from the bucket and into the air in the form of a water jet are among widely used energy dissipaters in spillways. At the outlet of these spillways where water jets to the riverbed, a plunge pool is formed due to the energy of the high-velocity water, which is often capable of excavating holes into even hard rocks and soil. In order to prevent any possible erosion and to control the stability of the dam body and other structures accurately, and to have a safe design facing the dynamic process of this phenomena, precise prediction of this scouring is critical.

Physical hydraulic models and mathematical simulation are among practices employed in studying hydraulic related phenomena including erosion and scour. Being time and cost-inefficient, physical hydraulic models are merely employed in the final phases of studies. In addition, the reliability of these models is still questionable [1]. With advances in computer science, computational fluid dynamics (CFD) methods have been broadly used in these studies [2]. However, complexities and computational limitations are still drawbacks of these methods. Therefore, researchers are still investigating an easy and immediate technique for initial estimates of scour in the feasibility study phase.

In this regard, due to the growing interest in using soft computing practices recently in several disciplines [3], researchers used these techniques to estimate scour depth for different hydraulic structures [1,4–13]. Artificial neural networks (ANN) is a branch of artificial intelligence (AI), which are capable of perceiving complex nonlinear behavior of phenomena [6]. This approach, which is inspired by human brains’ functions, is employed in prediction studies of several hydraulic parameters [14–20]. Moreover, it has been used in the estimation of equilibrium bridge pier scour effectively [21,22]. Recently, Sharafati et al. [23] predicted scour depth downstream of weirs by employing the adaptive neuro-fuzzy inference system (ANFIS) coupled with biogeography based optimization (ANFIS-BBO), invasive weed optimization (ANFIS-IWO) and teaching-learning based optimization (ANFIS-TLBO) algorithms. They found better performance with the ANFIS-IWO model (RMSE = 0.148) over the other models. Table 1 summarizes a brief review of the application of soft computing techniques in hydraulic structures studies.

Due to uncertainties in soft computing modeling techniques, including the topology of the network and training algorithms, scientists have employed a broad range of techniques to improve the performance of these approaches. Applying different optimization tools has been among these solutions. To this end, ANNs and then other standalone intelligent models were combined with evolutionary algorithms such as genetic algorithms (GA) or particle swarm optimization (PSO) as optimization tools by numerous researchers to estimate scour depth at bridge piers [24]. Varaki et al. [25] evaluated the ability of a hybrid intelligent model (ANFIS-GA) in the estimation of scour depth around inclined bridge piers. Karkheiran et al. [26] developed two hybrid models, namely, ANN-APSO and ANN-GA, to predict scour depth at bridge piers and concluded that the models were more reliable in terms of precision and time consumption. Sreedhara and Mandal [27] developed a hybrid swarm intelligence-based support vector machine (PSO-SVM) method for the prediction of scour depth around bridge pier with different kernel functions. It was found that PSO-SVM with the radial basis function (RBF) kernel function model was more reliable in predicting scour depth around bridge piers. Dang et al. [28] applied hybrid models of particle swarm optimization (PSO) and firefly algorithms (FFA) with ANN to optimize the parameters of the ANN model to improve estimating the pier scour depth. The results of these hybrid models were compared with the results of the standalone ANN model trained by the Levenberg–Marquardt (LM) algorithm and with an empirical formula. Results showed a better performance of the developed hybrid models.
In a related context, recently intense application of soft computing techniques (simple and hybrid) has been found in civil engineering for modeling various aspects such as prediction of safety factor values of retaining walls [29], prediction of the critical buckling load of structural members under compression [30], estimation of surface treatment effects on the tribological performance of steel tools [31], modeling the Marshall stability of stone matrix asphalt materials [32], estimation of soil compression coefficient [33], rock tensile strength prediction [34], and forecasting pile settlement [35].

This study employs a novel hybrid optimization tool, namely, Harris hawks optimization (HHO) algorithm, for finding the most appropriate parameters of an ANN model for estimating scour depth downstream of a ski-jump spillway. To the best knowledge of the authors, there is no literature on the application of this hybrid ANN-HHO model in hydraulics and especially for the prediction of scouring depth downstream of hydraulic structures. The hybrid ANN-HHO model was employed in some cases in other disciplines such as Moayedi et al. [36] used ANN-HHO in predicting the soil compression coefficient and Essa et al. [37] applied it in a prediction of the productivity of distilling systems. Therefore, in the present research, three hybrid intelligent models ANN-HHO, ANN-PSO, and ANN-GA with the standalone ANN technique, and the Wu model were employed to predict scour depth downstream of a ski-jump spillway. The effectiveness of these models during training and testing was evaluated using five performance metrics (i.e., mean absolute error: MAE, root mean square error: RMSE, coefficient of correlation: CC, Willmott index: WI, and mean absolute percentage error: MAPE) and graphical interpretation (line, scatter, and box plots, and Taylor diagram).
Table 1. Review of application of soft computing techniques in hydraulic structures studies.

| Scholar(s)                  | Regression | Genetic Programming (GP) | Neuro-Fuzzy | ANN | ANN-GA | ANN-PSO | Other Techniques | Highlight                                                                 |
|-----------------------------|------------|--------------------------|-------------|-----|--------|---------|------------------|---------------------------------------------------------------------------|
| Azamathullah et al. [38]    | ×          | ×                        |             |     |        |         |                  | GP models are more accurate than ANN                                      |
| Bateni et al. [21]          | ×          | ×                        | ×            |     |        |         |                  | Multilayer perception with back-propagation algorithm (MLP/BP) provides better prediction than ANFIS |
| Muzzammil [6]               | ×          | ×                        |             |     |        |         |                  | ANN has been found better than the conventional regression models         |
| Guven et al. [12]           | ×          | ×                        | ×            |     |        |         |                  | Linear genetic programming (LGP) models were observed to be quite better than ANFIS and regression-based equation |
| Adarsh [13]                 | ×          | ×                        | ×            |     |        |         |                  | GP shows remarkably good performance in capturing nonlinear relationship between the predictors and predictands |
| Bonakdari et al. [5]        | ×          | ×                        | ×            |     |        |         |                  | GA was a little better than back-error propagation (BEP) technique        |
| Azamathullah et al. [24]    | ×          | ×                        |             |     |        |         |                  | The performance of GP was found more effective when compared to regression equations and ANNs |
| Emangholizadeh [19]         | ×          | ×                        |             |     |        |         |                  | The results of this research indicate that the MLP/BP model can predict the scour cone volume and length efficiently |
| Tahershamsi et al. [17]     | ×          | ×                        |             |     |        |         |                  | Results show that the neural network can adequately estimate and MLP with one hidden layer and eight hidden neurons was selected as the optimum network to predict the regime width |
| Onen [18]                   | ×          | ×                        | ×            |     |        |         |                  | The performance of GEP was found in slightly more influential than the ANN approach and multiple nonlinear regression (MNLR) |
| Najafzadeh and Azamathulla [22] | ×          | ×                        | ×            |     |        |         |                  | Application of evolutionary algorithms was used successfully as powerful soft computing tools as the other artificial intelligence methods |
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Table 1. Cont.

| Scholar(s)              | Soft Computing Techniques | Highlight                                                                 |
|-------------------------|---------------------------|---------------------------------------------------------------------------|
|                         | Regression                | Genetic Programming (GP) | Neuro-Fuzzy | ANN | ANN-GA | ANN-PSO | Other Techniques | Highlight                                                                 |
| Najafzadeh et al. [10]  | ×                         | ×                          | ×           | ×   | ×       | ×       | Model tree approach yielded the most precise predictions |
| Noori et al. [11]       | ×                         |                            | ×           |     | ×       |         | Multiple linear regression (MLR) results were also superior to those of well-known empirical equations |
| Pourzangbar et al. [15] | ×                         | ×                          | ×           |     |         |         | The results indicated that both the GP and ANNs models functioned significantly better than the existing empirical formulas. Furthermore, the capability of GP was used to produce meaningful mathematical rules |
| Varaki et al. [25]      | ×                         | ×                          | ×           |     | ×       |         | Comparison of results indicated that optimization of ANFIS parameters improved the accuracy of prediction |
| Parsaie et al. [9]      | ×                         | ×                          | ×           |     | ×       |         | Comparing the accuracy of SVM with ANN and SVM showed that the accuracy of SVM was a bit better than ANN |
| Karkheiran et al. [26]  | ×                         | ×                          | ×           |     |         |         | It can be seen that the ANN-GA algorithm has the best fitness values compared to those of the ANN-APSO algorithm |
| Zounemat-Kermani et al. [39] | ×                        | ×                          | ×           |     |         |         | Numerical tests indicate that feed-forward backpropagation (FFBP) model provides better prediction |
2. Materials and Methods

2.1. Data Collection

Estimating scour depth downstream of ski-jump bucket spillways has been studied in hydraulics laboratories over previous years. The Veronese formula, which suggests scouring as Equation (1), has been most widely used in scouring studies of these spillways [40]:

\[ ds = 1.90H_1^{0.225}q^{0.54} \quad (1) \]

where, \( ds \) represent the vertical depth of scour below tailwater (m), \( H_1 \) shows the effective energy of jet in tailwater (m), and \( q \) denotes the specific discharge passing through the spillway (\( \text{m}^3/\text{sec/m} \)). Besides, Wu [41] suggested Equation (2) and Martins [42] proposed Equation (3) for estimating relative scour in ski-jump spillways:

\[ SD = 2.11 \left( \frac{q}{\sqrt{qH_1^3}} \right)^{0.51} \quad (2) \]

where, \( SD = \left( \frac{d_s}{H_1} \right) \)

\[ ds = 1.5q^{0.6}H_1^{0.1} \quad (3) \]

2.2. Case Study

Experimental work conducted by previous studies was considered as a case study in this research. Therefore, data collected by Azamathulla et al. [38] were employed to study selected algorithms and their performance in SD estimation. In this study, scour depth (m) is taken as dependent variable and \( \left( \frac{q}{\sqrt{qH_1^3}} \right) \) as independent variable of the ANN network. The data set of Azamathulla et al. [38] includes 82 experiment data, in which 68 numbers were selected as the training data set and the other 14 were for testing the network’s performance. Figure 1 shows the cross-sectional view of ski-jump spillway scour adopted by Azamathulla et al. [38]. In Figure 1, \( q \) is the discharge intensity, \( H_1 \) height of fall, \( R \) is the radius of the bucket, \( \phi \) is the angle of bucket lip, \( d_s \) represent the vertical depth of scouring, T.W.L is tailwater level, \( d_w \) is downstream water depth, and G.L. is the ground level. Table 2 presents the statistical parameters of the dataset used in this study.

![Figure 1. A schematic cross-sectional view of ski-jump spillway scour.](image)
Table 2. Statistical parameters of data.

| Dataset | Mean  | Maximum | Minimum | Standard Deviation | Coefficient of Variation |
|---------|-------|---------|---------|-------------------|--------------------------|
| Inputs  |       |         |         |                   |                          |
| Total   | 0.1669| 4.4699  | 0.0040  | 0.5208            | 3.1208                   |
| Training| 0.1869| 4.4699  | 0.0040  | 0.5700            | 3.0496                   |
| Testing | 0.0696| 0.1850  | 0.0088  | 0.0562            | 0.8073                   |
| Output  |       |         |         |                   |                          |
| Total   | 0.7146| 6.3500  | 0.0572  | 0.8318            | 1.1641                   |
| Training| 0.7315| 6.3500  | 0.0572  | 0.8986            | 1.2285                   |
| Testing | 0.6323| 1.2936  | 0.1687  | 0.3747            | 0.5925                   |

Note: g acceleration due to gravity (m/sec²).

2.3. Artificial Neural Network (ANN)

ANN is a technique, which provides a black-box model and could be used to solve different complex problems [43]. Its network topologies and training algorithms have been discussed and reviewed broadly by many scientists. Multilayer perceptron (MLP) neural networks with the Levenberg–Marquardt algorithm (LMA), which is an efficient gradient-based network training method [44], were used in this study. ANN was used to capture the relationship between the inputs and output without any details about the internal process. The main concept of ANNs to handle the data is inspired by biological nervous systems for information processing [45]. ANNs consist of an uncounted number of neurons that have interconnected together to solve different problems (Figure 2).

Figure 2. Structure of the artificial neural network (ANN) model.

The common structure of any neural network system consists of three layers. These layers are known as the input, hidden, and output layers. Several studies proved that the ANN of one hidden layer could estimate the relationship of complex nonlinear function with acceptable accuracy [46,47]. It is likewise proposed that the furthest point for the numbers of neurons in the hidden layer be lesser than $2n + 1$, where $n$ is the input neurons number [48].

2.4. ANN-Particle Swarm Optimization (ANN-PSO) Model

PSO is a computational population-based method inspired by the social behavior of swarms in their search space built on their own and neighbors’ past successful experiments. In PSO terminology, swarm members are called “particles”, each one indicating a possible solution [49]. The immediate aim
of particles in this algorithm is to find a better position in the search space based on past experiences of flights they and their neighbors have had, to change their location and update their velocity.

In this algorithm, \( X_i = (x_{i1}, x_{i2}, \ldots, x_{iD}) \) represent particles, and the situation of these particles with best-fitting function is shown as the best current position, which is \( P_i = (p_{i1}, p_{i2}, \ldots, p_{iD}) \), and the corresponding fitting function is \( P_{best} \), and \( G_{best} \) is known as the best general position of records \( P_g = (p_{g1}, p_{g2}, \ldots, p_{gD}) \). Velocities of particles are denoted by \( V_i = (v_{i1}, v_{i2}, \ldots, v_{iD}) \). Below equations demonstrate how velocity and position of particles are updated in each iteration:

\[
V_{id}(t + 1) = \omega (V_{id}(t) + c_1 \text{rand}(0, \varphi_1).(P_{id}(t) - X_{id}(t)) + c_2 \text{rand}(0, \varphi_2).(P_{gd}(t) - X_{id}(t)))
\]

\[
X_{id}(t + 1) = X_{id}(t) + V_{id}(t + 1) \quad d = 1, 2, \ldots, D
\]

in which \( \varphi_1 \) and \( \varphi_2 \) are constant acceleration values. In Equation (4), \( \text{rand} \) generates a random number through the distance of its inputs, \( \omega, c_1 \) and \( c_2 \) respectively denote inertia weight, cognitive parameter, and social parameter. PSO is employed in an algorithm depicted in Figure 3a to explore the optimum weight values for the designed ANN network.

Figure 3. Flow chart of the hybrid algorithm of (a) ANN-PSO (ANN with particle swarm optimization), (b) ANN-HHO (ANN with Harris hawks optimization), and (c) ANN-GA (ANN with genetic algorithm).

### 2.5. ANN-Harris Hawks Optimization (ANN-HHO) Model

HHO is a new optimization algorithm developed by Heidari et al. [50], which employs a resemblance of Harris hawks cooperative behavior in optimization problems. In this algorithm, hawks aim to hunt the prey in three main phases of exploration, transferring, and exploiting.
The exploration phase is consistent with waiting, seeking, and discovering possible prey. The position of hawks is located by the following equation:

\[
Y(\text{iter} + 1) = \begin{cases} 
Y_{\text{rand}}(\text{iter}) - r_1 Y_{\text{rand}}(\text{iter}) - 2r_2 Y(\text{iter}) & \text{if } n \geq 0.5 \\
(Y_{\text{prey}}(\text{iter}) - Y_m(\text{iter})) - r_3 (LB + r_4 (UB - LB)) & \text{if } n < 0.5 
\end{cases}
\]

(6)

in which \(Y_{\text{rand}}\) is a randomly selected existing hawk, \(Y_{\text{prey}}\) denotes the prey’s position, and \(r_i (i = 1, 2, 3, 4, n)\) is a random number that ranges between 0 and 1. The average position is represented as \(Y_m\) and computed as follows:

\[
Y_m(\text{iter}) = \frac{1}{N} \sum_{i=1}^{N} Y_i(\text{iter})
\]

(7)

In the transition stage, the energy of prey is modeled as \(E = 2E_0(1 - \frac{\text{iter}}{T})\), in which \(T\) and \(E_0\) \(\in (-1, 1)\), indicating the fact that the energy of prey falls as it escapes. By computing \(E\), the hawk decides whether to search for different regions or exploit the neighborhood of the solutions, in short, starting the exploration phase when \(|E| \geq 1\), and exploiting the neighborhood when \(|E| < 1.0\). Once entering the exploiting phase, based on the value of \(|E|\), hawks decide to apply a soft or hard besiege. \(|E| \geq 0.5\) means the prey has enough energy to escape, but some misleading jumps result in it to fail and thus, a soft besiege works. On the other hand, when \(|E| < 0.5\), the prey is too fatigued to escape, so Harris’ hawks hardly encircle it to finally perform the surprise pounce [50]. The flow chart of the HHO algorithm employed to optimize the ANN network is depicted in Figure 3b. For detailed information about the HHO’s functioning, readers can refer to Heidari et al. [50].

2.6. ANN-Genetic Algorithm (ANN-GA) Model

GA is an evolutionary optimization technique inspired by Darwin’s theory of natural evolution, which highlights natural selection ideas [51,52]. This notion believes the fittest individuals survive to finally reproduce offspring. GA is a heuristic method for exploring the solution space of a given problem. Primary elements of natural genetics including reproduction, crossover, and mutation are used in this algorithm.

The first step of working with optimization algorithms is selecting a proper objective function. Afterward, in GA, a population should be initialized and its fitness is tested. The next step is selecting strings to form the current population to mate, crossover, or mutate and produce a new population. The procedure of how the GA algorithm optimizes ANN parameters is graphically shown in Figure 3c.

2.7. Performance Metrics

The prediction accuracy of optimized ANN models (i.e., ANN-HHO, ANN-PSO, and ANN-GA) and traditional ANN and WM model for SD prediction was evaluated through mean absolute error (MAE), root mean square error (RMSE), coefficient of correlation (CC), Willmott index (WI), mean absolute percentage error (MAPE), and through graphical interpretation (line, scatter, and box plots, and Taylor diagram). The MAE, RMSE, CC, WI, and MAPE performance metrics are expressed as follows:

I. Mean absolute error [53,54]

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |SD_{\text{pre},i} - SD_{\text{obs},i}| \quad (0 < \text{MAE} < \infty)
\]

(8)

II. Root mean square error [55–57]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (SD_{\text{obs},i} - SD_{\text{pre},i})^2} \quad (0 < \text{RMSE} < \infty)
\]

(9)
III. Coefficient of correlation [58,59]

\[
CC = \frac{\sum_{i=1}^{N} (SD_{obs,i} - SD_{obs})(SD_{pre,i} - SD_{pre})}{\sqrt{\sum_{i=1}^{N} (SD_{obs,i} - SD_{obs})^2} \sum_{i=1}^{N} (SD_{pre,i} - SD_{pre})^2}
\]

\[-1 < CC < 1 \] (10)

IV. Willmott index [60,61]

\[
WI = 1 - \frac{\sum_{i=1}^{N} (SD_{pre,i} - SD_{obs,i})^2}{\sum_{i=1}^{N} (|SD_{pre,i} - SD_{obs}| + |SD_{obs,i} - SD_{obs}|)^2}
\]

\[0 < WI \leq 1 \] (11)

V. Mean absolute percentage error [61]

\[
MAPE = \frac{\sum_{i=1}^{N} |SD_{obs,i} - SD_{pre,i}|}{N} \times 100
\]

\[0 < WAPE < \infty \] (12)

where, where, \(N, SD_{obs}\) and \(SD_{pre}\) are the data size, observed and predicted scour depth for the \(i^{th}\) observations, \(SD_{obs}\) and \(SD_{pre}\) are the average of observed and predicted scour depth, \(|SD_{pre,i} - SD_{obs}|\) = absolute difference between predicted and observed mean, and \(|SD_{obs,i} - SD_{obs}|\) = absolute difference between observed and mean of observed scour depth. By adopting the criteria of lower values of MAE, RMSE, and MAPE, and higher values of CC and WI during training and testing periods, the proposed models (i.e., ANN-HHO, ANN-PSO, and ANN-GA) and traditional ANN model are evaluated under a fair basis for scour depth prediction.

3. Results

3.1. Scour Depth Prediction by Optimized ANN Models

Three different metaheuristic algorithms (HHO, PSO, and GA) were applied to train (68 data; 83%) and test (14 data; 17%) an ANN for predicting scour depth around a ski-jump spillway. The controlling parameters of the HHO, PSO, and GA algorithms used in this study are listed in Table 3. Table 4 enlists values of performance metrics (MAE, RMSE, CC, WI, and MAPE) of ANN-HHO, ANN-PSO, ANN-GA, and ANN models during training and testing periods. Table 4 reveals that MAE, RMSE, CC, WI, and MAPE range from 0.1791–0.2657 m, 0.2626–0.3537 m, 0.9557–0.9197, 0.9769–0.9554, and 43.0994–80.9093% during training for ANN-HHO, ANN-PSO, ANN-GA, and ANN models, respectively. Similarly, during testing, MAE, RMSE, CC, WI, and MAPE vary from 0.1760–0.2494 m, 0.2538–0.3152 m, 0.7765–0.7708, 0.8030–0.4597, and 30.5081–51.3543% for the ANN-HHO, ANN-PSO, ANN-GA, and ANN models, respectively. According to the MAE, RMSE, CC, WI and MAPE values, ANN-HHO model has better performance MAE = 0.1791/0.1760 m, RMSE = 0.2626/0.2538 m, CC = 0.9557/0.7765, WI = 0.9769/0.8030, and MAPE = 43.0994/30.5081% during training/testing, respectively. Likewise, the ANN-HHO model follows the criteria of lower values of MAE, RMSE, MAPE, and higher values of CC and WI for both periods and is designated the first (or highest) rank for scour depth prediction. The ANN-PSO model closely follows the ANN-HHO model in both periods for scour depth prediction. The performance of a simple ANN and WM models was found to be the worst in scour depth prediction in this research.
Table 3. Optimal ANN parameters using HHO, PSO and GA algorithms.

| Model     | Parameters                                                                 |
|-----------|----------------------------------------------------------------------------|
| ANN-HHO   | $IW_1 = [1.2702; -4.5789; -2.3216]$                                        |
|           | $b_1 = 4.2473; 4.2087; -3.5027$                                            |
|           | $LW_2 = [-9.9710; -0.8578; -4.6376]$                                        |
|           | $b_2 = [1.0285]$                                                            |
| ANN-PSO   | $IW_1 = [0.3307; -2.3738; 0.4136]$                                          |
|           | $b_1 = [2.1814; -2.9212; 0.4245]$                                           |
|           | $LW_2 = [0.6612; -0.8655; 2.2048]$                                          |
|           | $b_2 = [-2.0182]$                                                           |
| ANN-GA    | $IW_1 = [1.5678; -2.4749; -0.5116]$                                         |
|           | $b_1 = [1.6005; -2.9850; 1.7257]$                                           |
|           | $LW_2 = [-1.9123; 0.7718; -1.7505]$                                         |
|           | $b_2 = [1.1099]$                                                            |

Table 4. Performance metrics of hybrid and simple ANN models during training and testing.

| Model      | Performance Metrics | MAE (m) | RMSE (m) | CC     | WI     | MAPE (%) |
|------------|---------------------|---------|----------|--------|--------|----------|
| Training period |                     |         |          |        |        |          |
| ANN-HHO    |                     | 0.1791  | 0.2626   | 0.9557 | 0.9769 | 43.0994  |
| ANN-PSO    |                     | 0.1887  | 0.2845   | 0.9491 | 0.9737 | 41.6057  |
| ANN-GA     |                     | 0.2228  | 0.3268   | 0.9308 | 0.9618 | 54.2987  |
| ANN        |                     | 0.2657  | 0.3537   | 0.9197 | 0.9554 | 80.9093  |
| Testing period |                   |         |          |        |        |          |
| ANN-HHO    |                     | 0.1760  | 0.2538   | 0.7765 | 0.8030 | 30.5081  |
| ANN-PSO    |                     | 0.2094  | 0.2891   | 0.7755 | 0.7323 | 32.7147  |
| ANN-GA     |                     | 0.2178  | 0.2981   | 0.7733 | 0.6544 | 37.3840  |
| ANN        |                     | 0.2494  | 0.3152   | 0.7708 | 0.4597 | 51.3543  |

The outcomes of ANN optimized by the HHO, PSO, and GA algorithms and traditional ANN and WM models were compared over other studies conducted on SD prediction by employing the simple and hybrid machine learning models [8,24,39,62–64]. Pourzangbar et al. [15] predicted maximum scour depth at seawalls by employing GP, and ANNs models, and compared their results to empirical equations through statistical measures. They found superior outcomes of GP and ANN models over empirical equations. Parsaie et al. [65] applied support vector machine (SVM), ANN, and ANFIS models to predict scour depth below the river pipeline system. Results of the comparison showed that a better prediction was achieved by SVM models (RMSE = 0.103 and $R^2 = 0.94$) over the ANN and ANFIS models. Dang et al. [28] optimized ANN with PSO (ANN-PSO) and firefly algorithms (ANN-FFA) to predict scour depths around circular piers and compared them with empirical formulas and the classical ANN model trained with Levenberg–Marquardt (LM) algorithm. Results revealed better outcomes yielded by ANN-PSO and ANN-FFA models than other models (i.e., empirical formulas and classical ANN). These studies also confirmed the supremacy of soft computing techniques in SD prediction.

Figure 4a–d to Figure 5a–d displays the comparison among measured (observed) vs. predicted scour depths by the ANN-HHO, ANN-PSO, ANN-GA, and ANN models during training and testing periods. As noted from these figures, ANN-HHO, ANN-PSO, ANN-GA, and ANN models have coefficients of determination ($R^2$) = 0.9133, 0.9099, 0.8664 and 0.8459 for training, and 0.6030, 0.6014, 0.5979 and 0.5944 for testing, respectively. Similarly, as can be seen from the figures, ANN optimized by the HHO algorithm has less scattering around the perfect line (1:1 line) than those PSO and GA algorithms as well as the standalone ANN model. Figure 6a–b demonstrates the distribution...
of modeled (predicted) scour depth values by the ANN-HHO, ANN-PSO, ANN-GA, and ANN models over the observed values during training and testing periods through the box plot. It can be seen from Figure 6a–b that the distributional variations among predicted vs. observed scour depth values are relatively minor. Therefore, the verdict based on performance measures (MAE, RMSE, CC, WI, and MAPE) and graphical inspection (coefficients of determination of regression line, scatter, and box plots) show a better scour depth prediction accuracy of ANN-HHO model than ANN-PSO, ANN-GA, and ANN models.

Figure 4. Line and scatter plots of (a) ANN-HHO, (b) ANN-PSO, (c) ANN-GA, and (d) ANN models during the training period.
Figure 5. Line and scatter plots of (a) ANN-HHO, (b) ANN-PSO, (c) ANN-GA, and (d) ANN models during the testing period.
Besides, the Taylor diagram [66], which is a consortium of standard deviation, RMSE, and the correlation coefficient, was employed to display the spatial variation of predicted scour depth by the ANN-HHO, ANN-PSO, ANN-GA, and ANN models over the observed one in single topology, as illustrated in Figure 7a,b. It can be seen from Figure 7a,b that the outcomes obtained by the ANN-HHO model are close to the observed one for SD prediction, showing superior performance of this model as discussed earlier in Table 4 and Figure 4a–d to Figure 5a–d.

Figure 6. Box plots of observed and predicted scour depth by ANN-HHO, ANN-PSO, ANN-GA, and ANN models during (a) training, and (b) testing periods.
Figure 7. Taylor diagrams of ANN-HHO, ANN-PSO, ANN-GA, ANN models during (a) training, and (b) testing periods.

3.2. Comparison and Discussion

Accurate prediction of scour depth plays an important role in the optimal design of hydraulic structures. So, the present study employs the application of three metaheuristic algorithms (i.e., HHO, PSO, GA) integrated with ANN and traditional ANN for SD prediction around the experimental setup of the ski-jump spillway. Their accuracy was evaluated through performance metrics and graphical interpretation. A comparison of results reveals better feasibility, suitability,
graphical interpretation. A comparison of results reveals better feasibility, suitability, and predictability of the ANN-HHO model, closely tracked by the ANN-PSO and ANN-GA models. Additionally, the outcomes of the best ANN-HHO model were compared with the existing Wu model (Equation (2)) as shown in Table 5. It can be seen from Table 5 that the ANN-HHO model had a better prediction than the WM model for SD in terms of performance metrics. Furthermore, to validate the reliability of models, the percentage of prediction accuracy is computed using MAE/RMSE values, which reveals reductions of 5.1%/19.6%/32.6%, and 7.7%/19.6%/25.8% during training and 16.0%/19.2%/29.4%, and 12.2%/14.9%/19.5% during testing with ANN-HHO model over ANN-PSO, ANN-GA, and ANN models, respectively. This analysis also confirms the viability of the Harris Hawks Optimization (HHO) algorithm embedded with ANN over the Particle Swarm Optimization (PSO) and Genetic algorithm (GA) in scour depth prediction.

Table 5. Comparison of performance metrics of hybrid ANN-HHO model with Wu Model (WM).

| Model       | MAE   | RMSE  | CC    | WI    | MAPE  |
|-------------|-------|-------|-------|-------|-------|
| Training    |       |       |       |       |       |
| ANN-HHO     | 0.1791| 0.2626| 0.9557| 0.9769| 43.0994|
| WM          | 0.2104| 0.3558| 0.9480| 0.9463| 35.2936|
| Testing     |       |       |       |       |       |
| ANN-HHO     | 0.1760| 0.2538| 0.7765| 0.8030| 30.5081|
| WM          | 0.1868| 0.2701| 0.7821| 0.7793| 27.3691|

4. Conclusions

One of the objectives of spillway design is to dissipate energy at high dams in order to prevent downstream scouring. Therefore, it has a significant effect on the safety of dams. Scouring is one of the most serious problems that may happen downstream of the spillway. In this study, soft computing models are developed for the prediction of scouring depth downstream of the ski-jump spillway. The novelty of the study lies in the use of a recently developed HHO algorithm for the optimization of ANN parameters for the development of scouring depth prediction models using the experimental data collected from the previous literature. The performance of the hybrid ANN-HHO model was compared with ANN-PSO, ANN-GA, traditional ANN, and WM to display the efficacy of the newly proposed hybrid model, i.e., ANN-HHO. The performance of the ANN-HHO model was found to be better in terms of all statistical metrics and graphical comparisons, where results indicate that the ANN-HHO model can predict scouring depth with the lowest value of RMSE, MAPE, and MAE and the highest CC and WI. The performance of ANN and WM was found to be poor in SD prediction. These results undoubtedly establish the efficacy of the new algorithm in the optimization of ANN model parameters and improve its prediction efficiency significantly. In the future, a study can be conducted to optimize the parameters of other AI models using the newly developed HHO algorithm for prediction of scour depth for other hydraulic structures.
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