MULTIPLE ERGODIC AVERAGES IN ABELIAN GROUPS AND
KHINTCHINE TYPE RECURRENCE

OR SHALOM

Abstract. Let $G$ be a countable abelian group. We study ergodic averages associated with configurations of the form \{ag, bg, (a + b)g\} for some $a, b \in \mathbb{Z}$. Under some assumptions on $G$, we prove that the universal characteristic factor for these averages is a factor (Definition 1.15) of a 2-step nilpotent homogeneous space (Theorem 1.18). As an application we derive a Khintchine type recurrence result (Theorem 1.3). In particular, we prove that for every countable abelian group $G$, if $a, b \in \mathbb{Z}$ are such that $aG, bG, (b - a)G$ and $(a + b)G$ are of finite index in $G$, then for every $E \subset G$ and $\varepsilon > 0$ the set
\[
\{g \in G : d(E \cap E - ag \cap E - bg \cap E - (a + b)g) \geq d(E)^4 - \varepsilon\}
\]
is syndetic. This generalizes previous results for $G = \mathbb{Z}$, $G = \mathbb{F}_p^\omega$ and $G = \bigoplus_{p \in P} \mathbb{F}_p$ by Bergelson Host and Kra [6], Bergelson Tao and Ziegler [8] and the author [31], respectively.

1. Introduction

Multiple ergodic averages play an important role in ergodic Ramsey theory. In the case of $\mathbb{Z}$-actions they were used by Furstenberg [16] to prove Szemerédi’s theorem [33] about the existence of arbitrary large arithmetic progressions in sets of positive upper Banach density. The goal of this paper is to study the convergence and limit of some multiple ergodic averages associated with 4-term arithmetic progressions and more general configurations in countable abelian groups. As usual, a $G$-system $X = (X, \mathcal{B}, \mu, T_g)$ is a probability space $(X, \mathcal{B}, \mu)$ which is regular\(^1\) together with an action of a countable abelian group $G$ on $X$ by measure preserving transformations $T_g : X \to X$. Fix $a, b \in \mathbb{Z}$, a Følner sequence $\Phi_N$ of $G$ and bounded functions $f_1, f_2, f_3 \in L^\infty(X)$, we study the multiple ergodic averages
\[
\mathbb{E}_{g \in \Phi_N} f_1(T_{ag}x)f_2(T_{bg}x)f_3(T_{(a+b)g}x)
\]
where $\mathbb{E}_{g \in \Phi_N} = \frac{1}{|\Phi_N|} \sum_{g \in \Phi_N}$. The $L^2$-convergence of these averages as $N$ goes to infinity is already known for all countable nilpotent groups (see Walsh [34]). In the case of $\mathbb{Z}$-actions, these averages were studied by Conze and Lesigne [9], [10], [11] and by Furstenberg and Weiss [18] using the theory of characteristic factors (see Definition 1.6).

\(^1\)meaning that $X$ is a compact metric space, $\mathcal{B}$ is the completion of the $\sigma$-algebra of Borel sets, and $\mu$ is a Borel measure.
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This theory were developed further by Host and Kra \cite{22} and Ziegler \cite{36} in order to deduce the convergence of some multiple ergodic averages associated with $\mathbb{Z}$-actions and by Bergelson Tao and Ziegler with $\mathbb{F}_p^\omega$ actions \cite{7}.

This paper is focused on one of the many applications for these structure theorems associated with the Khintchine type recurrence. For example, we begin with the following result by Bergelson Host and Kra \cite{6}.

**Theorem 1.1.** Let $(X, \mathcal{B}, \mu, T)$ be an invertible ergodic system. Then, for any measurable set $A \in \mathcal{B}$ and $\varepsilon > 0$ the set

$$\{ n \in \mathbb{Z} : \mu(A \cap T^{-n}A \cap T^{-2n}A \cap T^{-3n}A) > \mu(A)^4 - \varepsilon \}$$

is syndetic\footnote{Recall that a set $A$ in a group $G$ is syndetic if there exists a finite set $C \subseteq G$ such that $A + C = G$.}

In \cite{8} Bergelson Tao and Ziegler proved a counterpart to this result for $\mathbb{F}_p^\omega$-systems. This was generalized further by the author in \cite{31}.

**Theorem 1.2.** Let $P$ be a countable multiset of primes with $3 < \min_{p \in P} p$ and let $G = \bigoplus_{p \in P} \mathbb{F}_p$. Then for every ergodic $G$-system $(X, \mathcal{B}, \mu, \{T_g\}_{g \in G})$, measurable set $A \subseteq X$ and $\varepsilon > 0$ the set

$$\{ g \in G : \mu(A \cap T_gA \cap T_{2g}A \cap T_{3g}A) > \mu(A)^4 - \varepsilon \}$$

is syndetic.

In this paper we generalize the above to all countable abelian groups, under the following conditions.

**Theorem 1.3** (Khintchine type recurrence result for countable abelian groups). Let $G$ be a countable abelian group and fix $a, b \in \mathbb{Z}$. If $aG$, $bG$, $(a-b)G$ and $(a+b)G$ are of finite index in $G$, then for every ergodic $G$-system $(X, \mathcal{B}, \mu, \{T_g\}_{g \in G})$, measurable set $A \in \mathcal{B}$ and $\varepsilon > 0$, the set

$$\{ g \in G : \mu(A \cap T_{ag}A \cap T_{bg}A \cap T_{(a+b)g}A) \geq \mu(A)^4 - \varepsilon \}$$

is syndetic.

In a recent paper, Bergelson and Ferré Mortagues \cite{5} Theorem 2.8] proved an ergodic version of the Furstenberg correspondence principle. A direct application of the above is the following density result.

**Theorem 1.4** (Density result). Let $G$ be a countable abelian group and $a, b \in \mathbb{Z}$ such that $aG$, $bG$, $(b-a)G$ and $(a+b)G$ are of finite index. Let $\Phi_N$ be any Følner sequence for $G$ and $d_\Phi$ be the corresponding upper density. i.e. $d_\Phi(E) = \limsup_{N \to \infty} \frac{|E \cap \Phi_N|}{|\Phi_N|}$. Then for any set $E \subseteq G$ and $\varepsilon > 0$, the set

$$\{ g \in G : d_\Phi(E \cap E - ag \cap E - bg \cap E - (a+b)g) \geq d_\Phi(E)^4 - \varepsilon \}$$

is syndetic.
Remark 1.5. The case of double recurrence. Namely that
\[ \{ g \in G : \mu(A \cap T_{ag}A \cap T_{bg}A) \geq \mu(A)^3 - \varepsilon \} \]
is syndetic, is not covered in this paper. This and a more general version of double recurrence can be found in a recent paper by Ackelsberg Bergelson and Best [1].

Roughly speaking, we say that a factor of an ergodic system \( X \) is characteristic for an ergodic average if the limit behavior of the average can be reduced to this factor. The assumption on the indices of \( aG, bG, (b-a)G \) and \( (a+b)G \) in Theorem 1.3 is necessary to ensure that the systems we study in this paper are characteristic for average \( (1.1) \). It is an interesting question under which conditions on \( a \) and \( b \) the finite index assumptions in Theorem 1.3 can be removed.

Definition 1.6 (Characteristic factors). Let \( G \) be a countable abelian group and let \( X \) be an ergodic \( G \)-system. For \( k \in \mathbb{N} \) and \( 0 \neq a_1, ..., a_k \in \mathbb{Z} \), we say that a factor \( Y \) is characteristic for the tuple \( (a_1g, a_2g, ..., a_kg) \) if for every bounded functions \( f_1, ..., f_k \in L^\infty(X) \) and every Følner sequence \( \Phi_N \) of \( G \) we have that
\[
\lim_{N \to \infty} \left( \mathbb{E}_{g \in \Phi_N} \prod_{i=1}^{k} T_{a_ig} f_i - \mathbb{E}_{g \in \Phi_N} \prod_{i=1}^{k} T_{a_ig} E(f_i \mid Y) \right) = 0
\]
in \( L^2 \), where \( E(f_i \mid Y) \) denotes the conditional expectation with respect to the factor \( Y \).

Remark 1.7.
- \( X \) is a characteristic factor for any tuple.
- The mean ergodic theorem states that the trivial factor is characteristic for \((g)\).
- It is well known that for any countable abelian group \( G \), the Kronecker factor (the maximal group rotation factor) is a characteristic factor for \((g, 2g)\).
- If \( G = \mathbb{Z} \), then the Kronecker factor is also characteristic for \((ag, bg)\) for any \( 0 \neq a, b \in \mathbb{Z} \), and in [18] Furstenberg and Weiss proved that the Conze-Lesigne factor is characteristic for \((ag, bg, (a+b)g)\). We will discuss this below.

In the case of \( \mathbb{Z} \)-actions, Host and Kra [22] proved that characteristic factors for the tuple \((g, 2g, 3g, ..., kg)\) are closely related to an infinite version of the Gowers norms.

Definition 1.8 (Gowers Host Kra seminorms). Let \( G \) be a countable abelian group, let \( X = (X, \mathcal{B}, \mu, \{ T_g \}_{g \in G}) \) be a \( G \)-system, let \( \phi \in L^\infty(X) \), and let \( k \geq 1 \) be an integer. The Gowers-Host-Kra seminorm \( \| \phi \|_{U^k} \) of order \( k \) of \( \phi \) is defined recursively by the formula
\[
\| \phi \|_{U^1} := \lim_{N \to \infty} \frac{1}{|\Phi_N^1|} \left\| \sum_{g \in \Phi_N^1} \phi \circ T_g \right\|_{L^2}
\]
for \( k = 1 \), and
\[
\| \phi \|_{U^k} := \lim_{N \to \infty} \left( \frac{1}{|\Phi_N^k|} \sum_{g \in \Phi_N^k} \left\| \Delta_g \phi \right\|_{U^{k-1}}^{2^{k-1}} \right)^{1/2^k}
\]
for $k \geq 1$, where $\Delta_g \phi(x) = \phi(T_g x) \cdot \bar{\phi}(x)$ and $\Phi^1_N, \ldots, \Phi^k_N$ are arbitrary Følner sequences\footnote{All of the limits exist and are independent on the choice of the Følner sequences, see \cite{Host-Kra} Lemma A.18.}.

These seminorms were first introduced in the spacial case where $G = \mathbb{Z}/N\mathbb{Z}$ by Gowers in \cite{Gowers} where he derived quantitative bounds for Szemerédi’s theorem \cite{Szemeredi}.

The Host-Kra factors are defined by the following proposition.

**Proposition 1.9.** Let $G$ be a countable abelian group, let $X$ be an ergodic $G$-system, and let $k \geq 1$. Then, there exists a factor $Z_{<k}(X)$ of $X$ with the property that for every $f \in L^\infty(X)$, $\|f\|_{U^k(X)} = 0$ if and only if $E(f|Z_{<k}(X)) = 0$.

Proposition 1.9 is proved in \cite[Lemma 4.3]{Host-Kra} for $G = \mathbb{Z}$ (see \cite[Lemma A.32]{Host-Kra} for general countable abelian groups). In the case of $\mathbb{Z}$-actions, Leibman \cite{Leibman} showed that the $k$-th Host-Kra factor coincides with the $k$-th Ziegler factor \cite{Ziegler}. The latter is the universal (minimal) characteristic factor for all the tuples $(a_1g, a_2g, \ldots, a_kg)$, where $0 \neq a_1, \ldots, a_k \in \mathbb{Z}$ are distinct. Leibman’s proof can be generalized to arbitrary countable abelian groups, assuming that the following subgroups: $(a_iG)_{i=1}^k$, $((a_i - a_j)G)_{1 \leq i \neq j \leq k}$ are of finite index in $G$. Otherwise, $Z_{<k}(X)$ may not be a characteristic factor for the tuple $(a_1g, a_2g, \ldots, a_kg)$.

Proposition 1.9 leads to the following definition.

**Definition 1.10.** Let $k \geq 1$ be an integer. Let $G$ be a countable abelian group and $X$ be an ergodic $G$-system. We say that $X$ is a system of order $< k$ if it is isomorphic as a $G$-system to its factor $Z_{<k}(X)$.

**Remark 1.11.**

- The trivial system is the only system of order $< 1$.
- Any ergodic group rotation is of order $< 2$ (see \cite{Host-Kra}). The converse is also true (see \cite{Leibman}).
- Anti-example: No non-trivial weakly mixing system is of finite order.

**Convention.** For an ergodic $G$-system $X$, we call $Z_{<2}(X)$ the Kronecker factor and $Z_{<3}(X)$ the C.L. factor (named after Conze and Lesigne \cite{Conze-Lesigne1}, \cite{Conze-Lesigne2}, \cite{Conze-Lesigne3}) and we identify $Z_{<2}(X)$ with a group rotation (see Definition 5.1). Similarly, if $X = Z_{<2}(X)$ or $X = Z_{<3}(X)$, we say that $X$ is a Kronecker system or a C.L. system, respectively.

It is well known that the Conze-Lesigne factor is an abelian extension of the Kronecker factor by an abelian group and a C.L. cocycle. We define these notions below.

**Definition 1.12** (Abelian cohomology). Let $G$ be a countable abelian group, let $X$ be a $G$-system and let $(U, \cdot)$ be a compact abelian group. A measurable function $\rho : G \times X \to U$ is called a cocycle if $\rho(g + g', x) = \rho(g, x) \cdot \rho(g', T_g x)$ for every $g, g' \in G$ and $\mu$-almost
every $x \in X$. The abelian extension of $X$ by the cocycle $\rho$ is defined to be the product space

$$
X \times_\rho U = (X \times U, \mathcal{B}_X \otimes \mathcal{B}_U, \mu_X \otimes \mu_U, S_g)
$$

together with the action $S_g(x,u) = (T_gx, \rho(g,x)u)$. We denote this system by $X \times_\rho U$.

We say that two cocycles $\rho, \rho' : G \times X \to U$ are $(G, X, U)$-cohomologous (or just cohomologous), if there exists a measurable map $F : X \to U$ such that $\rho(g,x)/\rho'(g,x) = \Delta_g F(x)$ for all $g \in G$ and $\mu$-almost every $x \in X$. It is well known that cohomologous cocycles define isomorphic group extensions.\footnote{\textnormal{The isomorphism is given by $(x,u) \mapsto (x, F(x)u)$.}} We let $B(G, X, U)$ denote the group of all coboundaries, these are functions $G \times X \to U$ of the form $(g,x) \mapsto \Delta_g F(x)$, where $F : X \to U$ is a measurable map.

Observe that the group $U$ acts on the extension $X \times_\rho U$ by measure preserving transformations $V_u(x,v) = (x,uv)$. More generally, given an action of a compact abelian group $A$ on a system $X$ and $f : X \to U$ is a measurable map, we define $V_a f(x) = f(ax)$ and $\Delta_a f(x) = V_a f(x) \cdot f(x)^{-1}$.

Below we define the notion of a C.L. cocycle with respect to a group $A$.

**Definition 1.13 (Conze-Lesigne cocycles).** Let $G$ be a countable abelian group and let $X$ be an ergodic $G$-system. Let $U$ and $A$ be compact abelian groups and suppose that $A$ acts on $X$ by measure preserving transformations. We say that the cocycle $\rho : G \times X \to U$ is a C.L. cocycle with respect to $A$ if for every $a \in A$ there exist a homomorphism $c_a : G \to U$ and a measurable map $F_a : X \to U$ such that

$$
\Delta_a \rho(g,x) = c_a(g) \cdot \Delta_g F(x)
$$

for $\mu$-almost every $x \in X$ and all $g \in G$.

In \cite{furstenberg1973ergodic} Furstenberg and Weiss proved the following result.\footnote{\textnormal{Furstenberg and Weiss proved this result under the assumption that $X$ is normal. Host and Kra \cite{host2005factor} Lemma 6.2] gave another proof without this assumption. We also note that the same proof holds for $G$-systems where $G$ is a countable abelian group.}}

**Theorem 1.14 (Z<sub>3</sub>(X) is an extension of the Kronecker by a C.L. cocycle).** Let $(X, \mathcal{B}, \mu, T)$ be an ergodic invertible measure preserving system. Then there exist a compact abelian group $U$ and a cocycle $\rho : Z_{<3}(X) \to U$ such that $Z_{<3}(X) = Z_{<2}(X) \times_\rho U$ and for every $\chi \in \hat{U}$, $\chi \circ \rho$ is a C.L. cocycle with respect to $Z_{<2}(X)$.

1.1. **The Conze-Lesigne factor as a factor of a nilpotent system.** We briefly and informally explain how the methods we use in the proof of Theorem 1.3 differ from the previous cases for $\mathbb{Z}$ and $\bigoplus_{p \in P} \mathbb{F}_p$ (Theorem 1.1 and Theorem 1.2).

The main difficulty in the proof of these theorems is to show that the Conze-Lesigne factor admits some nilpotent structure. This nilpotent structure leads to a convenient formula for the limit of average (1.1), which can be used to derive the recurrence result.
In the generality of countable abelian groups we only managed to give partial results in this direction. More specifically, we show that for any ergodic system \((X, G)\) there exists an extension \((Y, H)\) (Definition 1.15) such that the C.L. factor of \(Y\) has the structure of a 2-step nilpotent homogeneous space. As usual, we reduce the study of the limit of average (1.1) to the case where the functions are measurable with respect to the Conze-Lesigne factor \(Z_{<3}(X)\) (Theorem 2.3). The main difference is that now we have to pull everything up to the extension \(Z_{<3}(Y)\). Using the nilpotent structure of \(Z_{<3}(Y)\) we derive a formula for the limit of some multiple ergodic averages (Theorem 6.1). This formula is used to deduce the Khintchine type recurrence result in Theorem 1.3.

We begin by introducing a notion of an extension outside of the category of \(G\)-systems. Observe, that for a \(G\)-system \(X = (X, B, \mu, T_g)\) and a countable abelian group \(H\) with a surjective homomorphism \(\varphi : H \rightarrow G\) there exists a natural \(H\)-action on \(X\) by \(S_h = T_{\varphi(h)}\). This leads to the following definition:

**Definition 1.15** (Extensions). Let \(G\) and \(H\) be countable abelian groups. We say that the system \(Y = (Y, (S_h)_{h \in H})\) is an extension of \((X, (T_g)_{g \in G})\) if there exists a surjective homomorphism \(\varphi : H \rightarrow G\) and a factor map \(\pi : Y \rightarrow X\) such that \(\pi \circ S_h = T_{\varphi(h)} \circ \pi\) for all \(h \in H\).

**Example 1.16.** Let \(G = \mathbb{Z}/2\mathbb{Z}\) act on the space \(X = \{-1, 1\}\) by \(T_gx = x^g\) and let \(H = \mathbb{Z}/4\mathbb{Z}\) act on \(Y = \{-1, -i, i, 1\}\) by \(S_y = y^h\). Then, the system \((Y, H)\) defines an extension of \((X, G)\) with respect to the homomorphism

\[
\varphi : H \rightarrow G
\]

\[
\varphi(h) = h \mod 2
\]

and the factor map \(\pi : Y \rightarrow X, \pi(y) = y^2\).

In particular, we see from this example that the family of ergodic \(H\)-extensions can be larger than the family of ergodic \(G\)-extensions (there is no ergodic \(G\)-action on \(Y\)). In example 1.23 below we see another advantage of these extensions.

The following group was studied by Conze and Lesigne [9], [10], [11] and generalized by Host and Kra [22] for systems of order \(k < k\), for any \(k \in \mathbb{N}\) (see Definition A.3).

**Definition 1.17** (The homogeneous group). Let \(G\) be a countable abelian group, let \(X\) be a C.L. \(G\)-system and write \(X = Z_{<2}(X) \times \rho U\) for some compact abelian group \(U\). For every \(s \in Z_{<2}(X)\) and \(F : Z_{<2}(X) \rightarrow U\), let \(S_{s,F} \in Z_{<2}(X) \times \mathcal{M}(Z_{<2}(X), U)\) be the measure preserving transformation \(S_{s,F}(z, u) = (s z, F(z) u)\). The C.L. group is given by

\[
\mathcal{G}(X) = \{S_{s,F} \in Z_{<2}(X) \times \mathcal{M}(Z_{<2}(X), U) : \exists c : G \rightarrow U \text{ such that } \Delta_s \rho = c \cdot \Delta F\}
\]

with the natural multiplication \(S_{s,f} \circ S_{t,h} = S_{st,hv_{sf}}\).

\(^6\)We also give a structure theorem for the Conze-Lesigne factor as a double co-set (see Theorem 1.21), but we do not use this result in the proof of the Khintchine recurrence.
Equipped with the topology of convergence in measure $\mathcal{G}(X)$ is a 2-step nilpotent locally compact polish group.

Our main result is the following structure theorem.

**Theorem 1.18 (Structure Theorem).** Let $G$ be a countable abelian group and let $X$ be an ergodic $G$-system. Then, there exist an extension $(Y, H)$ and a 2-step nilpotent locally compact polish group $G$ which acts transitively on $Z_{<3}(Y)$ by measure preserving transformations. Moreover, we can take $G = \mathcal{G}(Z_{<3}(Y))$ as in Definition 1.17.

The moreover part in Theorem 1.18 plays an important role in the proof of the Khintchine type recurrence (Theorem 1.3). More specifically, it is used in the proof of the limit formula for some multiple ergodic averages (Theorem 6.1), see Remark 6.5 for more details.

**Remark 1.19.** In [30], Rudolph gave an example of an invertible measure preserving system $(X, T)$ of order $< 3$ (i.e. $X = Z_{<3}(X)$) which is not isomorphic to a 2-step nilpotent homogeneous space. In this paper we show that one can avoid such examples by assuming that the group of eigenfunctions of $X$ is divisible (see Theorem 4.1). In Theorem 3.17 we show that every ergodic $G$-system $X$ admits an extension with that property.

The remark below contains important facts about the structure of $Z_{<3}(Y)$ as a homogeneous space. All of the properties in this remark are proved in the proof of Theorem 4.1.

**Remark 1.20.** In the settings of Theorem 1.18 the system $Z_{<3}(Y)$ is isomorphic to the $G$-system $(\mathcal{G}(Z_{<3}(Y))/\Gamma, \mathcal{B}, \mu, R_g)$ where $\Gamma$ is the stabilizer of some $x_0 \in Z_{<3}(Y_0)$, $\mathcal{B}$ is the Borel $\sigma$-algebra and $\mu$ the Haar measure. Moreover, $\Gamma$ is a totally disconnected closed co-compact subgroup of $\mathcal{G}(Z_{<3}(Y))$ and there exists a homomorphism $\phi : G \to \mathcal{G}(Z_{<3}(Y))$ such that the action $R_g$ is given by left multiplication by $\phi(g)$.

The factor map $\pi : Y \to X$, induces a factor $\tilde{\pi} : Z_{<3}(Y) \to Z_{<3}(X)$ and the following diagram commutes.

\[
\begin{array}{c}
\left( X, \mathcal{G} \right) \quad \xrightarrow{\pi} \quad \left( Y, H \right) \\
\pi_X \downarrow \quad \pi_Y \\
\left( Z_{<3}(X), \mathcal{G} \right) \quad \xrightarrow{\tilde{\pi}} \quad \left( Z_{<3}(Y), H \right) \cong \left( \mathcal{G}/\Gamma, H \right)
\end{array}
\]

\(^7\)This measure exists because locally compact nilpotent groups are uni-modular.
Theorem 1.18 shows that every ergodic C.L. system admits an extension with nilpotent structure. Below we prove a structure theorem for the C.L. factor itself (without passing to an extension).\footnote{I thank Yonatan Gutman who informed me that double cosets may be relevant in this work.}

**Theorem 1.21 (C.L. systems are double co-sets).** Let $G$ be a countable abelian group and let $X$ be an ergodic $G$-system. There exists a 2-step nilpotent locally compact polish group $\mathcal{G}$, a compact totally disconnected subgroup $K \leq \mathcal{G}$ and a closed totally disconnected subgroup $\Gamma \leq G$ such that $Z_{<3}(X) \cong K \backslash \mathcal{G} / \Gamma$ where $G$ acts on $K \backslash \mathcal{G} / \Gamma$ through a homomorphism $\phi : G \to \mathcal{G}$ whose image commutes with $K$.

A system $(X,G)$ is called a $k$-step nilsystem if it is isomorphic to a homogeneous space $G / \Gamma$ where $G$ is a $k$-step nilpotent Lie group, $\Gamma$ is a discrete co-compact subgroup and there exists a homomorphism $\phi : G \to G$ such that every $g \in G$ acts on $X$ by a left multiplication by $\phi(g)$. In [9], [10], [11] Conze and Lesigne proved that the C.L. factor of an ergodic $Z$-system is isomorphic to an inverse limit of 2-step nilsystems. Host and Kra [22] and Ziegler [36] generalized this result by showing that for every $k \in \mathbb{N}$, a $Z$-system of order $< k + 1$ is an inverse limit of $k$-step nilsystems. Let $(G / \Gamma, R_a)$ be a $k$-step $Z$-nilsystem where $R_a$ is a left translation by some $a \in G$. We denote by $\mu_G$ the Haar measure on $G$. For every $1 \leq r \leq k + 1$ let $G_r$ be the closed subgroup generated by the commutators of length $r$ in $G$ and let $m_r$ denote the Haar-measure on the quotient space $G_r / \Gamma_r$, where $\Gamma_r = \Gamma \cap G_r$. In [35] Ziegler proved the following limit formula.

**Theorem 1.22.** Let $X = (G / \Gamma, T)$ be a connected simply connected $k$-step nilsystem and let $f_1, ..., f_{k+1} \in L^\infty(X)$. Then for $\mu_G$-almost every $x \in G$ we have

$$
\lim_{N \to \infty} \sum_{n=0}^{N} \prod_{i=1}^{k+1} T^{n_i} f_i(x \Gamma) = \int_{G / \Gamma} \int_{G_2 / \Gamma_2} ... \int_{G_k / \Gamma_k} \prod_{i=1}^{k+1} f_i(x \cdot \prod_{j=1}^{i} y_j^{(i)} \Gamma) \prod_{i=1}^{k+1} dm_i(y_i \Gamma_i).
$$

Then, in [6] Bergelson Host and Kra generalized this result for non-connected nilsystems which satisfy that $G$ is generated by its connected component and $a$.

In [7] Bergelson Tao and Ziegler studied the structure of the universal characteristic factors associated with $F^\omega$-actions. They showed that any ergodic $F^\omega$-system has the structure of a Weyl system\footnote{A Weyl system is a tower of abelian extensions of the trivial system where the cocycles are phase polynomials (see Definition 3.1).} and proved a similar limit formula for multiple ergodic averages associated with this group [8]. Any Weyl system of order $< k + 1$ has the structure of a $k$-step nilpotent homogeneous space. This structure theorem was generalized by the author [31] for $\bigoplus_{p \in P} F^\omega_p$-systems in the special case $k = 2$ and in [32] for general $k \in \mathbb{N}$. 

\[ \text{\textcopyright OR SHALOM} \]
A key component in the proof of Theorem 1.18 is a result about the (point) spectrum of the $G$ action as a unitary operator on $L^2(X)$. Let $k \geq 1$. We say that a measurable function $P : X \to S^1$ is a phase polynomial of degree $< k$ if for any $g_1, ..., g_k \in G$ we have $\Delta_{g_1} ... \Delta_{g_k} P = 1$ and write $P_{< k}(X, S^1)$ for the group of all phase polynomials of degree $< k$. The $k$-th spectrum of $X$ is defined to be the group

$$\text{Spec}_k(X) = \{ \lambda : G^k \to S^1 : \exists P \in P_{< k+1}(X, S^1) \text{ s.t. } \forall g_1, ..., g_k, \lambda(g_1, ..., g_k) = \Delta_{g_1} ... \Delta_{g_k} P \}.$$ 

In Theorem 3.16 below we show that for any ergodic system $(X, G)$ there exists an extension $(Y, H)$ such that for every element in $\lambda \in \text{Spec}_k(X)$ and $n \in \mathbb{N}$ there is an $n$-th root for the corresponding element in $\text{Spec}_k(Y)$. In the special case where $k = 1$, we show (Theorem 3.17) that $P_{< 2}(Y, S^1)$ is a divisible group. The following example illustrates this phenomenon in a simple case.

**Example 1.23.** Let $(X, G)$ and $(Y, H)$ be as in Example 1.16.

The vector space of eigenfunctions of $X$ is spanned by the constant $1$ and the embedding $\chi : X \to S^1, \chi(x) = x$. This finite group $\{1, \chi\}$, under pointwise multiplication, is not divisible. For instance, because there is no square root for $\chi$. On the other hand, let $\chi \circ \pi$ be the lift of $\chi$ to $Y$. We see that the eigenfunction $\tau : Y \to S^1, \tau(x) = x$ is a square root of $\chi \circ \pi$.

This process can be iterated infinitely many times using inverse limits. The result is an extension of $X$ with a divisible group of eigenfunctions into $S^1$. We do this in detail in section 3 (see also Example 3.18).

If $(Y, H)$ is a Conze-Lesigne system with a divisible 1-spectrum, then $G(Y)$ acts transitively on $Y$ (Theorem 4.1). It is natural to ask whether the same holds for systems of higher order.

**Question.** Let $k \geq 3$, let $G$ be a countable abelian group, and let $(X, G)$ be an ergodic system such that $\text{Spec}_1(X), ..., \text{Spec}_{k-1}(X)$ are divisible. Is it true that $Z_{< k+1}(X)$ has the structure of a $k$-step nilpotent homogeneous space? More specifically, is it true that the Host-Kra group $G(X)$ (Definition A.3) acts transitively on $X$?

**Acknowledgment** I would like to thank my adviser Prof. Tamar Ziegler for many valuable discussions and suggestions.

2. **The Conze-Lesigne factor is characteristic**

In this section we prove that under the assumptions in Theorem 1.3, the C.L. factor is a characteristic factor for the tuple $(ag, bg, (a + b)g)$. Our main tool is the van der Corput lemma, (see e.g. [4]).

**Lemma 2.1** (van der Corput lemma). Let $\mathcal{H}$ be a Hilbert space and $G$ be an amenable group. Then, for every Folner sequence $\Phi_N$ and any bounded sequence $\{x_g\}_{g \in G} \subseteq \mathcal{H}$ we have: If $\lim_{N \to \infty} \mathbb{E}_{g \in \Phi_N} \langle x_{g+h}, x_g \rangle$ exists for every $h \in G$ and there exists $M \in \mathbb{R}$ such
that for any Følner sequence $\Psi_H$,

$$\lim_{H \to \infty} \sup_{N \to \infty} \left| \mathbb{E}_{g \in \Psi_H} \mathbb{E}_{g \in \Phi_N} \langle x_{g+h}, x_g \rangle \right| \leq M. \tag{2.1}$$

Then,

$$\lim_{N \to \infty} \sup \| \mathbb{E}_{g \in \Phi_N} x_g \|^2 \leq M.$$ 

In particular, if $\lim_{H \to \infty} \mathbb{E}_{g \in \Psi_H} \mathbb{E}_{g \in \Phi_N} \langle x_{g+h}, x_g \rangle = 0$, then $\lim_{N \to \infty} \mathbb{E}_{g \in \Phi_N} x_g = 0$.

**Proof.** Let $\varepsilon > 0$ be arbitrary. By the properties of a Følner sequence, we have that for sufficiently large $N$ and $H$,

$$\| \mathbb{E}_{g \in \Phi_N} x_g - \mathbb{E}_{h \in \Phi_H} \mathbb{E}_{g \in \Phi_N} x_{g+h} \| < \varepsilon.$$ 

We use $o(\varepsilon)$ to denote a positive quantity that goes to 0 as $\varepsilon \to 0$. Since $x_g$ is bounded, the triangle inequality gives

$$\| \mathbb{E}_{g \in \Phi_N} x_g \|^2 \leq \mathbb{E}_{g \in \Phi_N} \| \mathbb{E}_{h \in \Phi_H} x_{g+h} \|^2 + o(\varepsilon).$$

Then, the right hand side becomes

$$\mathbb{E}_{g \in \Phi_N} \mathbb{E}_{h \in \Phi_H} \mathbb{E}_{g \in \Phi_N} \langle x_{g+h}, x_{g+h'} \rangle + o(\varepsilon).$$

We make a change of variables and change the order of summation.

$$\mathbb{E}_{h' \in \Phi_H} \mathbb{E}_{g \in \Phi_{N+h'}} \mathbb{E}_{g \in \Phi_N} \langle x_{g+h-h'}, x_g \rangle + o(\varepsilon).$$

As $\Phi_N$ is a Følner sequence, taking a limit as $N \to \infty$ we get that for sufficiently large $H$, the above equals to

$$\mathbb{E}_{h' \in \Phi_H} \mathbb{E}_{h \in \Phi_H} \gamma_{h-h'} + o(\varepsilon).$$

Making a change of variables again this becomes

$$\mathbb{E}_{h' \in \Phi_H} \mathbb{E}_{h \in \Phi_{H+h'}} \gamma_h + o(\varepsilon). \tag{2.2}$$

Let $\varepsilon > 0$, and suppose by contradiction that there exists a subsequence $H_k \to \infty$ such that for every $k$,

$$\mathbb{E}_{h' \in \Phi_{H_k}} \mathbb{E}_{h \in \Phi_{H_k+h'}} \gamma_{h} \geq M + \varepsilon_1.$$ 

Then we can find $h'_k \in \Phi_{H_k}$ such that

$$\mathbb{E}_{h \in \Phi_{H_k+h'}} \gamma_{h} \geq M + \varepsilon_1.$$ 

However, $\Psi_k = \Phi_{H_k+h'_k}$ is a Følner sequence and we have a contradiction to (2.1). Therefore the $\limsup_{H \to \infty}$ of (2.2) is bounded above by $M + o(\varepsilon)$. As $\varepsilon > 0$ is arbitrary the claim follows. \[\square\]

The first application of this lemma is the following result of Furstenberg and Weiss [18].
**Lemma 2.2** (The Kronecker factor is characteristic for double averages). Let $G$ be a countable abelian group and let $X$ be an ergodic $G$-system. Suppose that $a,b \in \mathbb{Z}$ are such that $aG,bG$ and $(b-a)G$ are of index $d_a,d_b$ and $d_{b-a}$ in $G$, respectively. Fix $f_1,f_2 \in L^\infty(X)$ with $\|f_1\|_\infty, \|f_2\|_\infty \leq 1$ and let $x_g = T_{ag}f_1 \cdot T_{bg}f_2$. Then $\lim_{N \to \infty} \mathbb{E}_{g \in \Phi_N} x_g$ exists and
\[
\left\| \lim_{N \to \infty} \mathbb{E}_{g \in \Phi_N} x_g \right\|_{L^2(X)}^2 \leq d_{b-a} \cdot \min\{d_a \cdot \|f_1\|_{U^2(X)}, d_b \cdot \|f_2\|_{U^2(X)}\}
\]
in $L^2$ for every Følner sequence $\Phi_N$ of $G$.

**Proof.** We follow the argument in [18]. Set $x_g = T_{ag}f_1 \cdot T_{bg}f_2$ then,
\[
\langle x_{g+h}, x_g \rangle = \int_X T_{ag+ah}f_1 \cdot T_{bg+bh}f_2 \cdot T_{ag}f_1 \cdot T_{bg}f_2 d\mu.
\]
Since $T_{ag}$ is measure preserving we have,
\[
\lim_{N \to \infty} \mathbb{E}_{g \in \Phi_N} \langle x_{g+h}, x_g \rangle = \lim_{N \to \infty} \mathbb{E}_{g \in \Phi_N} \int_X \Delta_{ah}f_1 \cdot T_{(b-a)g}\Delta_{bh}f_2 d\mu.
\]
By the mean ergodic theorem the limit exists and equals to
\[
(2.3) \quad \int_X \Delta_{ah}f_1 P_{b-a}(\Delta_{bh}f_2) d\mu
\]
where $P_{b-a}$ is the projection to the $(b-a)G$-invariant functions. If $(b-a)G$ is ergodic, then this equals to
\[
\int_X \Delta_{ah}f_1 d\mu \cdot \int_X \Delta_{bh}f_2 d\mu.
\]
The limit of the average of this in absolute value
\[
\limsup_{H \to \infty} \mathbb{E}_{h \in \Phi_N} \left| \int_X \Delta_{ah}f_1 d\mu \cdot \int_X \Delta_{bh}f_2 d\mu \right|
\]
is bounded by $\min\{d_a \cdot \|f_1\|_{U^2}, d_b \cdot \|f_2\|_{U^2}\}$ and the claim follows by the van der Corput lemma. If $(b-a)G$ is not ergodic, then since $(b-a)G$ is of index $d_{b-a}$ in $G$ there are at most $d_{b-a}$ ergodic components. In particular, we can find a partition of $X$ to $(b-a)G$-invariant sets, $X = \bigcup_{i=1}^{d_{b-a}} A_i$ such that $P_{b-a}$ is an integral operator with kernel $\sum_{i=1}^{d_{b-a}} 1_{A_i}(x)1_{A_i}(y)$. We conclude that (2.3) equals to
\[
\int_X \int_X \bar{f}_1(x) \cdot \bar{f}_2(y) \cdot T_{ah}f_1(x) \cdot T_{bh}f_2(y) \sum_{i=1}^{d_{b-a}} 1_{A_i}(x)1_{A_i}(y)d\mu(x)d\mu(y).
\]
Taking another average on $h$ over any Følner sequence $\Psi_H$ and applying the mean ergodic theorem for the action of $T_{ah} \times T_{bh}$, the limit of the above becomes
\[
(2.4) \quad \int_X \int_X \bar{f}_1(x) \cdot \bar{f}_2(y) \sum_{i=1}^{d_{b-a}} H(x,y)1_{A_i}(x)1_{A_i}(y)d\mu(x)d\mu(y)
\]
Moreover, if we divide each function by a constant we can also assume that $f$ is $a$-invariant function can be written by sums of all products of $d_a$ eigenfunctions in $x$ and $d_b$ eigenfunctions in $y$. Since $1_{A_i}(x)$ is $T_{(b-a)h}$-invariant, it is a sum of $d_{b-a}$ eigenfunctions. Let $Z$ be the Kronecker factor, we conclude that the term in equation (2.4) is bounded by the minimum between $d_{b-a} \cdot d_a \cdot \max_{\chi \in \hat{Z}} |\langle f_1, \chi \rangle|$ and $d_{b-a} \cdot d_b \cdot \max_{\chi \in \hat{Z}} |\langle f_2, \chi \rangle|$.

Since the $U^2$-norm bounds the maximal Fourier coefficient the claim follows. To see this let $f \in L^2(X)$ be any function. We can decompose $f$ with respect to the orthogonal projection $E(\cdot|Z)$ and write $f = \sum_{\chi \in \hat{Z}} \langle f, \chi \rangle \cdot \chi + f'$, then

$$\|f\|^4_{L^2} = \|E(f|Z)\|^4_{L^2} = \sum_{\chi \in \hat{Z}} |\langle f, \chi \rangle|^4 \geq \max_{\chi \in \hat{Z}} |\langle f, \chi \rangle|^4.$$  

This clearly implies that $\|f\|^2_{L^2} \geq \max_{\chi \in \hat{Z}} |\langle f, \chi \rangle|$, and therefore, the van der Corput lemma gives the promised inequality.

It is left to show that the limit exists. By linearity we can reduce matters to the Kronecker factor. For $i = 1, 2$ let $\tilde{f}_i = E(f_i|Z)$. Then, by approximating $\tilde{f}_1, \tilde{f}_2$ by linear combinations of eigenfunctions direct computation gives,

$$\lim_{N \to \infty} E_{g \in \Phi_N} T_{ag} \tilde{f}_1(x) \cdot T_{bg} \tilde{f}_2(x) = \int_Z \tilde{f}_1(xy^a) \tilde{f}_2(xy^b) d\mu_Z(y)$$  

in $L^2$, where here we abuse notation and view $\tilde{f}_1$ and $\tilde{f}_2$ as functions on $Z$. This completes the proof. \[\square\]

Now, we generalize this for the tuple $(ag, bg, (a+b)g)$.

**Proposition 2.3** ($Z_{<3}(X)$ is characteristic for triple averages). Let $a, b \in \mathbb{Z}$ and $G$ be as in Theorem 1.3 and let $X$ be an ergodic $G$-system. Let $f_1, f_2, f_3 \in L^\infty(X)$ and for every $i = 1, 2, 3$ let $f_i = E(f_i|Z_{<3}(X))$. Then, assuming that the following limits exist in $L^2$, we have

$$\lim_{N \to \infty} E_{g \in \Phi_N} T_{ag} f_1 T_{bg} f_2 T_{(a+b)g} f_3 = \lim_{N \to \infty} E_{g \in \Phi_N} T_{ag} \tilde{f}_1 T_{bg} \tilde{f}_2 T_{(a+b)g} \tilde{f}_3.$$  

**Proof.** Let $d_a, d_b, d_{b-a}$ and $d_{a+b}$ denote the indices of $aG, bG, (b-a)G$ and $(a+b)G$ in $G$, respectively and let $f_1, f_2, f_3 \in L^\infty(X)$. By linearity it is enough to show that if either $\tilde{f}_1, \tilde{f}_2$ or $\tilde{f}_3$ is zero, then

$$\lim_{N \to \infty} E_{g \in \Phi_N} T_{ag} f_1 T_{bg} f_2 T_{(a+b)g} f_3 = 0.$$  

By the symmetry of the equation we can assume without loss of generality that $\tilde{f}_3 = 0$. Moreover, if we divide each function by a constant we can also assume that $\|f_1\|_\infty, \|f_2\|_\infty$ and $\|f_3\|_\infty$ are bounded by 1. Set $x_g = T_{ag} f_1 \cdot T_{bg} f_2 \cdot T_{(a+b)g} f_3$, then for every $g, h \in G$ and $N \in \mathbb{N}$ we have,

$$E_{g \in \Phi_N} \langle x_{g+h}, x_g \rangle = E_{g \in \Phi_N} \int_X T_{ag+ah} f_1 \cdot T_{bg+bh} f_2 \cdot T_{(a+b)(g+h)} f_3 \cdot T_{ag} \tilde{f}_1 \cdot T_{bg} \tilde{f}_2 \cdot T_{(a+b)g} \tilde{f}_3 d\mu.$$
Since \( T_{ag} \) is measure preserving the above equals to
\[
\mathbb{E}_{g \in \Phi_N} \int_X \Delta_{ab} f_1 \cdot T_{(b-a)g} \Delta_{bh} f_2 \cdot T_{bg} \Delta_{(a+b)h} f_3 d\mu.
\]
By the previous lemma this average converges in \( L^2 \). Observe that by the Cauchy-Schwartz inequality and since \( \|f_1\|_\infty \leq 1 \), the absolute value of the above is smaller or equal to
\[
\|\mathbb{E}_{g \in \Phi_N} T_{(b-a)g} \Delta_{bh} f_2 \cdot T_{bg} \Delta_{(a+b)h} f_3\|_{L^2}.
\]
By the previous lemma, the limit as \( N \to \infty \) is bounded by the square root of \( d_a \cdot \|\Delta_{(a+b)h} f_3\|_{L^2(X)}^2 \). Since \( \|f\|_{U^3(X)} \) is a seminorm, we conclude that for every Følner sequence \( \Psi_H \),
\[
\lim_{H \to \infty} \mathbb{E}_{h \in \Psi_H} \|\Delta_{(a+b)h} f_3\|_{L^2(X)}^2 \leq d_a \cdot \|f\|_{U^3(X)}^4.
\]
Therefore,
\[
\left| \lim_{H \to \infty} \mathbb{E}_{h \in \Psi_H} \lim_{N \to \infty} \mathbb{E}_{g \in \Phi_N} \langle x_{g+h}, x_g \rangle \right| \leq d_a \cdot d_{a+b} \cdot \|f_3\|_{U^3}^2 = 0
\]
and by the van der Corput lemma the claim follows. \( \square \)

3. Generalized spectrum

Let \( G \) be a countable abelian group, \( (X, G) \) an ergodic \( G \)-system and \( k \geq 1 \). In this section we construct an extension \( (Y, H) \) with the property that every phase polynomial \( p : X \to S^1 \) of degree \( < k \) admits a phase polynomial \( n \)-th root \( q : Y \to S^1 \) such that \( q^n = p \circ \pi \) for every \( n \in \mathbb{N} \) where \( \pi : Y \to X \) is the factor map. We begin with some definitions. First, we generalize the definition of a phase polynomial to functions taking values in an arbitrary compact abelian group.

**Definition 3.1** (Phase polynomials). Let \( X \) be an ergodic \( G \)-system, let \( k \geq 0 \) and let \( U \) be a compact abelian group. We say that a function \( P : X \to U \) is a phase polynomial of degree \( < k \) if for every \( g_1, \ldots, g_k \in G \) we have that \( \Delta_{g_1} \ldots \Delta_{g_k} P = 1_U \). We let \( P_{<k}(X, U) \) denote the group of phase polynomials \( P : X \to U \) of degree \( < k \).

Bergelson Tao and Ziegler proved that up to constant multiplication, there are at most countably many phase polynomials in \( P_{<k}(X, S^1) \). In other words, the quotient \( P_{<k}(X, S^1)/P_{e1}(X, S^1) \) is a countable (discrete) group\(^{10}\).

**Lemma 3.2** (Separation Lemma). \([7\text{ Lemma C.1}]\) Let \( X \) be an ergodic \( G \)-system, let \( k \geq 1 \), and let \( \phi, \psi \in P_{<k}(X, S^1) \) be such that \( \phi/\psi \) is non-constant. Then \( \|\phi - \psi\|_{L^2(X)} \geq \sqrt{2}/2^{k-2} \).

We also recall the following proposition from Appendix A.

**Proposition 3.3.** Let \( G \) be a countable abelian group and \( k, m \geq 1 \). Let \( X \) be an ergodic \( G \)-system of order \( < k \) and let \( P : X \to S^1 \) a phase polynomial of degree \( < m \). Then
\[^{10}\text{This assertion follows from the lemma below and the fact that } L^2(X) \text{ is separable.} \]
• $X$ is an abelian extension of $Z_{<k-1}(X)$ by a compact abelian group $U$.
• For every $u \in U$, $\Delta_u P$ is a phase polynomial of degree $< \max\{0, m - k + 1\}$. In particular, $P$ is measurable with respect to $Z_{<m}(X)$.
• If $p : G \times X \to U$ is a phase polynomial cocycle of degree $< k$, then $X \times_p U$ is a system of order $< k$.

Spectrum: The (point) spectrum of a $G$-system $X$ is the group of eigenvalues of the $G$ action on $L^2(X)$. We generalize this notion below.

**Definition 3.4** (Generalized spectrum). Let $X$ be an ergodic $G$-system and $1 \leq k \in \mathbb{N}$. We define the $k$-th spectrum of $X$ by

$$\text{Spec}_k(X) = \{ \lambda : G^k \to S^1 : \exists P \in P_{<k+1}(X, S^1) \text{ s.t. } \forall g_1, \ldots, g_k, \lambda(g_1, \ldots, g_k) = \Delta_{g_1} \cdots \Delta_{g_k} P \}.$$  

We are particularly interested in the case where this group is divisible.

**Proposition 3.5** (Definition and properties of divisible groups). A group $(H, \cdot)$ is said to be divisible if for every $h \in H$ and $1 \leq n \in \mathbb{N}$ there exists $g \in H$ with $g^n = h$. Divisible groups are injective in the category of discrete abelian groups. Namely, if $H \leq G$ are discrete abelian groups and $H$ is divisible, then $G \cong H \oplus G/H$.

Given two abelian groups $H$ and $G$ and an inclusion $i : H \hookrightarrow G$, we say that $H$ is divisible in $G$ if for every $n \in \mathbb{N}$ and $h \in H$ there exists $g \in G$ with $i(h) = n \cdot g$. This gives rise to the following definition of divisible systems.

**Definition 3.6** (Divisible systems). Let $G$ be a countable abelian group, let $X$ be an ergodic $G$-system, and let $k \geq 2$. We say that $X$ is $k$-divisible if $\text{Spec}_1(X), \ldots, \text{Spec}_{k-1}(X)$ are divisible. Similarly, if $(Y, H)$ is an extension of $X$, then $X$ is $k$-divisible in $Y$ if for every $1 \leq i \leq k - 1$, $\text{Spec}_i(X)$ is divisible in $\text{Spec}_i(Y)$ with respect to the natural inclusion.$^{11}$

If $X$ is $k$-divisible, then the group of phase polynomials of degree $< k$ is divisible. In fact, we prove the following stronger result.

**Theorem 3.7** ($k$-Divisible implies that $P_{<k}(X, S^1)$ is divisible). Let $G$ be a countable abelian group and $k \geq 2$. If $X$ is a $k$-divisible and ergodic $G$-system, then for every $d \leq k$ the group $P_{<d}(X, S^1)$ is divisible.

*Proof.* We prove the claim by induction on $d$. For $d = 1$, $P_{<1}(X, S^1) \cong S^1$ and the claim follows. Let $2 \leq d \leq k$ and suppose that the claim has already been proven for smaller values of $d$. Fix $P \in P_{<d}(X, S^1)$ and a natural number $n \in \mathbb{N}$ and let $\lambda(g_1, \ldots, g_{d-1}) = \Delta_{g_1} \cdots \Delta_{g_{d-1}} P$. Then, by assumption there exists $\gamma \in \text{Spec}_{d-1}(X)$ with $\gamma^n = \lambda$. Let $Q \in P_{<d}(X, S^1)$ be such that $\gamma(g_1, \ldots, g_{d-1}) = \Delta_{g_1} \cdots \Delta_{g_{d-1}} Q$. Then

$$\Delta_{g_1} \cdots \Delta_{g_{d-1}} Q^n = \Delta_{g_1} \cdots \Delta_{g_{d-1}} P.$$  

---

$^{11}$Let $\lambda \in \text{Spec}_i(X)$, then there exists a phase polynomial $P : X \to S^1$ such that $\Delta_{g_1} \cdots \Delta_{g_i} P = \lambda(g_1, \ldots, g_i)$. The natural inclusion is the map which sends $\lambda$ to the element $(h_1, \ldots, h_i) \mapsto \Delta_{h_1} \cdots \Delta_{h_i} P \circ \pi$ where $\pi : Y \to X$ is the factor map.
We see that \( P/Q^n \) is a phase polynomial of degree \(< d - 1 \). By induction hypothesis there exists \( Q' \in P_{<d-1}(X,S^1) \) with \( Q^n = P/Q^n \) and therefore \( P = (QQ')^n \), as required. □

The following proposition will play an important role in the proof of Theorem 1.18.

**Proposition 3.8** (Reducing C.L. equations to the circle). Let \( k \geq 2 \) and let \( X \) be a \( k \)-divisible and ergodic \( G \)-system. Let \( \rho : G \times X \to U \) be a cocycle into a compact abelian group \( U \) and suppose that for every \( \chi \in \tilde{U} \) there exists a phase polynomial \( q_\chi : G \times X \to U \) of degree \( < k - 1 \) and a measurable map \( F_\chi : X \to U \) such that \( \chi \circ \rho = q_\chi \cdot \Delta F_\chi \). Then, there exists a phase polynomial \( q : G \times X \to U \) and a measurable map \( F : X \to U \) such that \( \rho = q \cdot \Delta F \).

We note that the proposition above fails if the system is not \( k \)-divisible. We give an example: Let \( X = (\mathbb{R}/\mathbb{Z}, \alpha) \) be an irrational rotation on the torus and let \( \rho : \mathbb{R}/\mathbb{Z} \to C_2 \) be the cocycle \( \rho(x) = e \left( -\frac{\alpha}{2} + \frac{(x+\alpha)}{2} - \frac{(x)}{2} \right) \) where \( \{x\} \) is the fractional part of \( x \) and \( e(y) := e^{2\pi iy} \). Observe, that as a cocycle into \( S^1 \), \( \rho \) is cohomologous to the constant \( e(-\frac{\alpha}{2}) \), but not as a cocycle into \( C_2 \). To see that, let assume by contradiction that \( \rho = c \cdot \Delta F \) where \( c \in C_2 \) and \( F : X \to C_2 \). Then, \( c \cdot e \left( \frac{\alpha}{2} \right) \) is an eigenvalue for the eigenfunction \( e \left( \frac{(x)}{2} \right) \cdot F(x) \). This is a contradiction, because the eigenvalues of \( X \) are \( \{ e(n\alpha) : n \in \mathbb{Z} \} \).

**Proof of Proposition 3.8**. Let \( \rho : G \times X \to U \) be as in the proposition and let \( K \) be the group of all pairs \( (\chi, F) \) for which the equation in the claim holds. Namely,

\[
K = \{ (\chi, F) \in \tilde{U} \times \mathcal{M}(X,S^1) : \exists q \in P_{<k-1}(G,X,S^1) \text{ s.t. } \chi \circ \rho = q \cdot \Delta F \},
\]

\( K \) is a closed subgroup of the abelian group \( \tilde{U} \times \mathcal{M}(X,S^1) \). Moreover, it is easy to see that \( \ker p \cong P_{<k}(X,S^1) \) and by the assumptions in the proposition, it follows that the projection \( p : K \to \tilde{U} \) is onto. Therefore, by Theorem B.5, \( K \) is a locally compact abelian group and we have a short exact sequence

\[
1 \to P_{<k}(X,S^1) \to K \to \tilde{U} \to 1.
\]

By ergodicity \( P_{<1}(X,S^1) \cong S^1 \). Let \( A = P_{<k}(X,S^1)/P_{<1}(X,S^1) \). Then, by quotienting out \( P_{<1}(X,S^1) \) in (3.1) we conclude that

\[
1 \to A \to K/S^1 \to \tilde{U} \to 1
\]

is a short exact sequence. Since \( \tilde{U} \) and \( A \) are discrete (by Lemma 3.2), we deduce that so is \( K/S^1 \). Moreover, by Theorem 3.7, the group \( A \) is divisible. Therefore, Proposition 3.5 implies that

\[
K/S^1 \cong A \times \tilde{U}.
\]

Since the circle \( S^1 \) is injective in the category of locally compact abelian groups, the above implies that \( K \cong P_{<k}(X,S^1) \times \tilde{U} \). Thus, we can find a Borel cross section (see Definition B.3) \( \chi \mapsto (\chi, F_\chi) \) such that \( \chi \mapsto F_\chi \) is a homomorphism and for every \( \chi \in \tilde{U} \),
\( \chi \circ \rho = q_\chi \cdot F_\chi \) for some phase polynomial \( q_\chi : G \times X \to S^1 \) of degree \( < k - 1 \). It follows that \( \chi \mapsto q_\chi \) is also a homomorphism and so, by the Pontryagin duality theorem there exists a measurable map \( F : X \to U \) and a phase polynomial of degree \( < k - 1 \), \( q : G \times X \to U \) such that \( F_\chi = \chi \circ F \) and \( \chi \circ q = q_\chi \). Since the characters separate points, we conclude that \( \rho = q \cdot \Delta F \), as required. \( \square \)

Observe that every countable abelian group is a factor of a group with divisible dual (say \( \mathbb{Z}^\omega \)). Therefore for the sake of the proof of Theorem 1.18, it is enough to assume that the group \( G \) has a divisible dual (equivalently, that \( G \) is torsion free, see Proposition 3.11).

Let \( k \geq 1 \), then every element \( \lambda \in \text{Spec}_k(X) \) is a multilinear map (i.e. a homomorphism in every coordinate) from \( G^k \) to \( S^1 \). More formally we have the following definition.

**Definition 3.9 (Multilinear maps).** Let \( G \) be a countable abelian group, let \( X \) be a \( G \)-system, and let \( m \geq 1 \). We say that \( \lambda : G^m \to S^1 \) is a multilinear map if for every \( 1 \leq i \leq m, g_1,\ldots,g_m \in G \) and \( g_i' \in G \) we have

\[
\lambda(g_1,\ldots,g_i \cdot g_i',\ldots,g_m) = \lambda(g_1,\ldots,g_i,\ldots,g_m) \cdot \lambda(g_1,\ldots,g_i',\ldots,g_m).
\]

We denote by \( \text{ML}_m(G,S^1) \) the group of multilinear maps \( G^m \to S^1 \). We say that a multilinear map \( \lambda \) is symmetric if it is invariant to the permutations of coordinates and let \( \text{SML}_m(G,S^1) \) denote the group of symmetric multilinear maps.

The groups \( \text{ML}_m(G,S^1) \) and \( \text{SML}_m(G,S^1) \) are the Pontryagin dual of the tensor product and symmetric tensor product of \( m \) copies of \( G \), respectively.

**Definition 3.10 (Tensor products).** Let \( G \) be a countable abelian group. The \( m \)-tensor product of \( G \) is a group \( G \otimes^m \) satisfying the following universal property: There exists a multilinear map \( \iota : G^m \to G \otimes^m \) such that for every multilinear map \( \lambda \in \text{ML}_m(G,S^1) \) there exists a homomorphism \( \varphi_\lambda : G \otimes^m \to S^1 \) such that \( \lambda = \varphi_\lambda \circ \iota \). Similarly one can define the symmetric tensor product \( G \otimes^{\text{sym}}^m \).

Note that the tensor product and symmetric tensor product always exist and unique up to isomorphism. We recall some basic results about topological groups.

**Proposition 3.11.** [20 Corollary 8.5, page 377] Let \( G \) be a countable (discrete) abelian group. Then \( \hat{G} \) is divisible if and only if \( G \) is torsion free.

The following result will play a significant role in our argument.

**Proposition 3.12.** Let \( G \) be a countable torsion free abelian group. Then for every \( m \geq 1 \), \( \text{SML}_m(G,S^1) \) is a divisible group.

**Proof.** By Proposition 3.11 it is enough to show that \( G \otimes^{\text{sym}}^m \) is torsion free. We start with the case where \( G \) is finitely generated. Since \( G \) is torsion free, it is isomorphic to \( \mathbb{Z}^d \) for some \( d \in \mathbb{N} \). It is easy to see that \( G \otimes^{\text{sym}}^m \) is a free quotient of \( G^m \cong \mathbb{Z}^m \) and

\[ \text{it is common to denote the element } \iota(g_1,\ldots,g_m) \text{ by } g_1 \otimes \cdots \otimes g_m. \]
the claim follows. Now, let $G$ be an arbitrary countable torsion free abelian group and assume by contradiction that there exists $0 \neq g \in G^{\otimes \text{sym} m}$ of finite order. It is well known that the image of the map $\iota : G^m \to G^{\otimes \text{sym} m}$ generates the group $G^{\otimes \text{sym} m}$. Therefore, there exists $g_1, \ldots, g_k \in G^m$ such that $g = \varphi(g_1) \cdot \cdots \cdot \varphi(g_k)$. The coordinates of $g_1, \ldots, g_k$ generates a finitely generated subgroup $H$ of $G$ and $g \in H^{\otimes \text{sym} m}$. The finitely generated case provides a contradiction. \hfill \Box

We need the following result by Zimmer [37, Corollary 3.8].

**Definition 3.13** (Image and minimal cocycles). Let $G$ be a countable abelian group, let $X$ be a $G$-system, and let $\rho : G \times X \to U$ be a cocycle into a compact abelian group $U$. The image of $\rho$ is defined to be the closed subgroup $U_\rho \subseteq U$ generated by $\{\rho(g, x) : g \in G, x \in X\}$. We say that $\rho$ is minimal if it is not $(G, X, U)$-cohomologous to a cocycle $\sigma$ with $U_\sigma \not\subseteq U_\rho$.

**Lemma 3.14.** Let $X$ be an ergodic $G$-system and $\rho : G \times X \to U$ be a cocycle into a compact abelian group $U$. Then,

- $\rho$ is $(G, X, U)$-cohomologous to a minimal cocycle.
- $X \times_\rho U$ is ergodic if and only if $X$ is ergodic and $\rho$ is minimal with image $U_\rho = U$.

The following proposition is the main step in our argument. We show that for every ergodic $G$-system $X$, where $G$ is a torsion free countable abelian group and any symmetric multilinear map $\lambda : G^m \to S^1$ there exists an extension $Y$ such that $\lambda \in \text{Spec}_m(Y)$.

**Proposition 3.15.** Let $G$ be a torsion free countable abelian group and let $X$ be an ergodic $G$-system. Let $m \in \mathbb{N}$ and suppose that $(\lambda_n)_{n \in \mathbb{N}} \in SML_m(G, S^1)$ are countably many symmetric multilinear maps. Then, there exists an extension $\pi : (Y, G) \to (X, G)$ and phase polynomials $Q_n : Y \to S^1$ of degree $< m + 1$ such that $\lambda_n(g_1, \ldots, g_m) = \Delta_{g_1} \cdots \Delta_{g_m} Q_n$. In other words, $\lambda_n \in \text{Spec}_m(Y)$ for every $n \in \mathbb{N}$.

**Proof.** Let $\lambda : G^m \to (S^1)^\mathbb{N}$ be the multilinear map whose $n$-th coordinate is $\lambda_n$. We prove the claim by induction on $m$. If $m = 1$, then $\lambda : G \to (S^1)^\mathbb{N}$ is a homomorphism. Let $\tau : G \times X \to (S^1)^\mathbb{N}$ be a minimal cocycle which is cohomologous to $\lambda$ and let $F : X \to (S^1)^\mathbb{N}$ be such that $\lambda = \tau \cdot \Delta F$. Let $V \leq (S^1)^\mathbb{N}$ denote the image of $\tau$ and consider the extension $Y = X \times_\tau V$. By Lemma 3.14 this extension is ergodic. Let $\iota : V \to (S^1)^\mathbb{N}$ be the embedding of $V$ in $(S^1)^\mathbb{N}$ and let $Q(x, v) = \iota(v) \cdot F(x)$. Then $\Delta_g Q(x, v) = \tau \cdot \Delta F = \lambda(g)$, which clearly implies that $\Delta_g Q_n = \lambda_n(g)$ where $Q_n$ is the $n$-th coordinate of $Q$, as required. Let $m \geq 2$ and assume inductively that the claim has already been proven for smaller values of $m$. For every $g_m \in G$, the map $(g_1, \ldots, g_{m-1}) \mapsto \lambda(g_1, \ldots, g_{m-1}, g_m)$ is an element in $SML_{m-1}(G, S^1)$. By the induction hypothesis, there exists an extension $X_1$ of $X$ and phase polynomials $Q_{g_m}$ of degree $< m$ on $X_1$ such that

$$\lambda(g_1, \ldots, g_m) = \Delta_{g_1} \cdots \Delta_{g_{m-1}} Q_{g_m}. \tag{3.3}$$
In particular, for every \( g, g' \in G \) we have

\[
(3.4) \quad \frac{Q_g + g'}{Q_g T_g Q_{g'}} \in P_{< m-1}(X_1, S^1).
\]

In this case we say that \( g \mapsto Q_g \) is quasi-cocycle of order \( < m - 1 \). We claim by induction on \( 1 \leq j \leq m \), that there exist an extension \( X_j \) and phase polynomials \( Q_g^{(j)} : X_j \to S^1 \) of degree \( < m \) such that

\[
(3.5) \quad \lambda(g_1, \ldots, g_m) = \Delta_{g_1} \cdots \Delta_{g_{m-1}} Q^{(j)}_{g_m}
\]

and \( g \mapsto Q^{(j)}_g : X_j \to S^1 \) is a quasi-cocycle of order \( < m - j \). Set \( Q_g^{(1)} = Q_g \), the case \( j = 1 \) follows immediately by (3.4). Fix \( j \geq 2 \) and assume inductively that there exist an extension \( X_{j-1} \) and phase polynomials \( Q^{(j-1)}_g : X_{j-1} \to S^1 \) such that \( \lambda(g_1, \ldots, g_m) = \Delta_{g_1} \cdots \Delta_{g_{m-1}} Q^{(j-1)}_{g_m} \) and \( g \mapsto Q^{(j-1)}_g \) is a quasi-cocycle of degree \( < m - j + 1 \). For every \( g_1, \ldots, g_{m-j+1} \in G \) and every \( g, g' \in G \) we have

\[
\Delta_{g_1} \cdots \Delta_{g_{m-j+1}} \frac{Q^{(j-1)}_{g+g'}}{Q^{(j-1)}_g T_g Q^{(j-1)}_{g'}} = 1.
\]

Therefore, by ergodicity

\[
k^{(j-1)}_{g,g'}(g_1, \ldots, g_{m-j}) := \Delta_{g_1} \cdots \Delta_{g_{m-j}} \frac{Q^{(j-1)}_{g+g'}}{Q^{(j-1)}_g T_g Q^{(j-1)}_{g'}}
\]

is a constant. The map \( k : G \times G \to \text{SML}_{m-j}(G, S^1) \) which sends \( (g, g') \) to the symmetric multilinear map \( k_{g,g'} \) is a symmetric cocycle (as in Definition B.1). Therefore, it defines an abelian multiplication on the set \( B = G \times \text{SML}_{m-j}(G, S^1) \) by \( (g, \mu) \cdot (g', \mu') = (g + g', k(g, g') \cdot \mu \cdot \mu') \). We consider the following short exact sequence

\[
1 \to \text{SML}_{m-j}(G, S^1) \to B \to G \to 1.
\]

By Proposition 3.12, the group \( \text{SML}_{m-j}(G, S^1) \) is divisible and so by Proposition B.2 we can find a map \( c : G \to \text{SML}_{m-j}(G, S^1) \) such that \( \frac{c(g) + c(g')}{c(g)c(g')} = k(g, g') \). By the induction hypothesis, we can pass to an extension \( (X_j, G) \) of \( (X_{j-1}, G) \) where we can find phase polynomials \( Q'_g : X_j \to S^1 \) of degree \( < m \) such that \( c(g)(g_1, \ldots, g_{m-j}) = \Delta_{g_1} \cdots \Delta_{g_{m-j}} Q'_g \). Now let \( Q^{(j)}_g := Q^{(j-1)}_g \circ \pi_j/Q'_g \) where \( \pi_j : X_j \to X_{j-1} \) is the factor map. Then \( g \mapsto Q^{(j)}_g \) is a quasi-cocycle of order \( < m - j \). Moreover, since \( Q'_g \) are phase polynomials of degree \( < m - 1 \), equation (3.5) holds. This completes the proof by induction. The case \( j = m \) implies that we can choose \( g \mapsto Q_g \) to be a cocycle, where \( Q_g : X_m \to (S^1)^N \) are phase polynomial of degree \( < m \), \( X_m \) is an ergodic extension of \( X \) and equation (3.3) holds. The rest of the proof is the same as in the case where \( m = 1 \). Namely, we can find a minimal cocycle \( \tau : G \times X_m \to V \) which is cohomologous to \( (g, x) \mapsto Q_g(x) \). By Lemma 3.14, the extension \( Y = X_m \times \tau V \) is ergodic and the map \( Q(x, v) = v \cdot Q(x) \) satisfies
that $\Delta_g Q = Q_g$. This implies that that $\lambda(g_1, ..., g_m) = \Delta_{g_1}...\Delta_{g_m} Q$ and the proof is complete. \hfill \Box

We can finally prove the promised result.

**Theorem 3.16.** Let $G$ be a torsion free countable abelian group and $k \geq 2$. Then for every ergodic system $(X, G)$ there exists an extension $(Y, G)$, such that $X$ is $k$-divisible in $Y$.

**Proof.** Let $X$ be as in the theorem. Fix $k \in \mathbb{N}$, and let $\text{Spec}(X) = \bigcup_{i=1}^{k-1} \text{Spec}_i(X)$. For every $1 \leq i \leq k-1$, every $\lambda \in \text{Spec}_i(X)$, and every $n \in \mathbb{N}$ choose an $n$-th root $\lambda_n \in SML_i(G, S^1)$ for $\lambda$ (which exists, by Proposition 3.12). Then, by Proposition 3.15 we can find an extension $Y$ such that $\{\lambda_n : \lambda \in \text{Spec}(X), n \in \mathbb{N}\}$ belongs to $\text{Spec}(Y)$. This completes the proof. \hfill \Box

As a corollary we conclude the following stronger result for $k = 2$.

**Theorem 3.17.** Let $G$ be a torsion free countable abelian group. Then every ergodic $G$-system $X$ is a factor of a 2-divisible system.

**Proof.** Let $X$ be as in the theorem. Applying theorem 3.16 iteratively we obtain an increasing sequence of extensions $(X_n, G)$ with the property that $\text{Spec}_1(X_n)$ is divisible in $\text{Spec}_1(X_{n+1})$. Let $Y$ be the inverse limit of $X_n$ and recall that the factor map $\pi : Y \to X_n$ induces factors $\pi_n : Z_{k^2}(Y) \to Z_{k^2}(X_n)$ for every $n \in \mathbb{N}$. It is classical (see [18, Lemma 8.1]) that $Z_{\leq 2}(Y)$ is an inverse limit of the sequence

$$... \to Z_{\leq 2}(X_n) \to Z_{\leq 2}(X_{n-1}) \to ... \to Z_{\leq 2}(X_1) \to Z_{\leq 2}(X).$$

Let $f$ be an eigenfunction of $Y$, then for every $n \in \mathbb{N}$ and $g \in G$ we have

$$T_g E(f|Z_{\leq 2}(X_n)) = E(T_g f|Z_{\leq 2}(X_n)) = \lambda_g E(f|Z_{\leq 2}(X_n)).$$

In particular, if $E(f|Z_{\leq 2}(X_n)) \neq 0$, then $f$ is measurable with respect to $Z_{\leq 2}(X_n)$. Therefore, for sufficiently large $n$, $\Delta_g f \in \text{Spec}_1(X_n)$. Since $\text{Spec}_1(X_n)$ is divisible in $\text{Spec}_1(Y)$ this completes the proof. \hfill \Box

We give an example of the theorem above in a simple case. For the sake of simplicity, we will not construct a divisible extension of our initial system $X$, but instead we will define an extension $Y$ where $P_{\leq 2}(Y, S^1)$ is divisible by 2 (i.e. it contains all of its square roots.).

**Example 3.18.** Let $X = (\mathbb{R}/\mathbb{Z}, \alpha)$ be an irrational rotation $Tx = x + \alpha, \alpha \in \mathbb{R}\setminus\mathbb{Q}$. The maps $\{x \mapsto e(nx) : n \in \mathbb{N}\}$ form an orthonormal basis of eigenfunctions for $T : L^2(X) \to L^2(X)$ (recall that $e(y) := e^{2\pi iy}$). It follows that $P_{\leq 2}(X, S^1) = \{x \mapsto c \cdot e(nx) : c \in S^1, n \in \mathbb{Z}\} \cong S^1 \times \mathbb{Z}$ is not a divisible group. Let $\alpha_1 = \frac{\alpha}{2}$ and consider the new irrational rotation $X_1 = (\mathbb{R}/\mathbb{Z}, \alpha_1)$. We note that $X_1$ is isomorphic to a group extension of $X$ by $C_2$ and the cocycle $\tau(x) = \alpha_1 \cdot F(x + \alpha) \cdot F(x)^{-1}$ where $F$ is any measurable map with $F^2(x) = x$ and the isomorphism $X \times_r U \to X_1$ is given by $(x, u) \mapsto u \cdot \overline{F}(x)$. We follow this procedure and construct a system of extensions $X_n$. Namely, for every
$n \geq 2$, let $\alpha_n = \alpha/2^n$ and $X_n = (\mathbb{R}/\mathbb{Z}, \alpha_n)$ be the irrational rotation by $\alpha_n$. The map $\pi_n : X_n \to X_{n-1}$, $\pi_n(x) = x^2$ is a factor map and the sequence $(X_n, \pi_n)$ has an inverse limit which we denote by $Y$. As topological groups, the inverse limit of $X_n$ is isomorphic to the solenoid $(\mathbb{R} \times \mathbb{Z}_2)/\mathbb{Z}$ where $\mathbb{Z}_2 = \{(z_1, z_2, ...) \in (\mathbb{R}/\mathbb{Z})^\mathbb{N} : 2 \cdot z_i = z_{i-1} \forall i \geq 2\}$ are the 2-adic integers and the group $\mathbb{Z}$ is embedded in $\mathbb{R} \times \mathbb{Z}_2$ by sending 1 to $(1, (\omega_n))$ where $\omega_n = \frac{1}{2^{n+1}}$. Under this identification, the action on $Y$ is given by the rotation $R_{(\alpha, 0)}$ where 0 is the zero element in $(\mathbb{Z}_2, +)$. The factor map $\pi'_n : Y \to X_n$ is given by $(x, \tilde{z}) \mapsto \frac{x}{2^n} - z_n$. The Pontryagin dual of the solenoid $Y$ is isomorphic to the group $\mathbb{Z}[\frac{1}{2}] = \{\frac{a}{2^n} : a \in \mathbb{Z}, n \in \mathbb{N}\}$ and the group $P_{<2}(Y, S^1) \cong S^1 \oplus \mathbb{Z}[\frac{1}{2}]$ is divisible by 2. In other words, every element in $P_{<2}(Y, S^1)$ has a square root in that group.

4. Divisible C.L. systems are homogeneous

We prove Theorem 1.18 By Theorem 3.17 it is enough to show the following result.

**Theorem 4.1** (Divisible C.L. systems are homogeneous). Let $G$ be a countable group and let $X$ be an ergodic 2-divisible $G$-system. Then the action of $G(Z_{<3}(X))$ on $Z_{<3}(X)$ is transitive.

We prove Theorem 4.1 and the properties mentioned in Remark 1.20

**Proof.** Let $X$ be as in the Theorem. By Proposition A.11 we can write $Z_{<3}(X) = Z_{<2}(X) \times_U U$ for some compact abelian group $U$ and a cocycle $\rho : G \times Z_{<2}(X) \to U$. As usual we identify $Z_{<2}(X)$ with a compact abelian group $Z$. Let $\chi \in \hat{U}$ be a character and $s \in Z$, then by Proposition A.11 again, we can find a character $c_s(\chi) : G \to S^1$ and a measurable map $F_s(\chi) : Z \to S^1$ such that $\Delta^s \chi \circ \rho = c_s(\chi) \cdot \Delta F_s(\chi)$. Since $X$ is 2-divisible, Proposition 3.8 implies that for every $s \in Z$ there exists a measurable map $F_s : Z \to U$ such that $S_{s,F_s} \in G(Z_{<3}(X))$ (see Definition 1.17). Since the transformations $S_{s,u}$ for $u \in S^1$ are also in $G(Z_{<3}(X))$ the action of this group on $X$ is transitive. This completes the proof of Theorem 1.18. Now, let $x_0 = (1, 1) \in Z \times U$ and $\Gamma$ be the stabilizer of $x_0$ under the action of $G(X)$. Then,

$$\Gamma = \{S_{1,F} : F \in \text{Hom}(Z, U)\}$$

is a totally disconnected closed subgroup of $G(Z_{<3}(X))$. By Theorem B.4 the projection map $p : G(Z_{<3}(X)) \to G(Z_{<3}(X))/\Gamma$ is open and by Theorem B.6 $Z_{<3}(X)$ is homeomorphic to $G(Z_{<3}(X))/\Gamma$. It follows that $Z_{<3}(X)$ is isomorphic to $G(Z_{<3}(X))/\Gamma$ as $G$-systems, where the action of $g \in G$ on $G(Z_{<3}(X))/\Gamma$ is given by left multiplication by $S_{g,\rho(\chi)}$. \hfill \Box

We now prove Theorem 1.21

**Proof.** Let $X$ be as in the theorem and write $Z_{<3}(X) = Z \times_U U$ where $Z$ is the Kronecker factor and $\rho : G \times Z \to U$ is a cocycle into a compact abelian group $U$. Let $(\tilde{Z}, H)$ be an extension of $(Z, G)$ with divisible dual (as in Theorem 3.17). Let $\pi : \tilde{Z} \to Z$ be the quotient map and $K := \ker \pi$. Let $q : Z \to \tilde{Z}$ be a Borel cross section. The
map \( \varphi : \tilde{Z} \to Z \times K, \ z \mapsto (\pi(z), z \cdot q \circ \pi(z)^{-1}) \) is a measure-theoretical bijection. Let
\[
\tau : H \times \tilde{Z} \to K
\]
be the cocycle
\[
\tau(h, z) = \frac{T_h z \cdot q \circ \pi(T_h z)}{z \cdot q \circ \pi(z)^{-1}}
\]
where \( T_h \) denotes the action of \( h \in H \) on \( \tilde{Z} \). Observe that \( \tau \) is invariant to translations by \( K \) and so it induces a cocycle \( \tau' : H \times Z \to K \) and \( \tilde{Z} \cong Z \times_{\tau'} K \). It will be convenient to modify the group \( \mathcal{G} \) from Theorem 1.18. Let
\[
\mathcal{G} = \{(s, k, F) \in Z \times K \times \mathcal{M}(\tilde{Z}, U) : \exists c_s : H \to U \text{ such that } \Delta_s \tau'(h, \pi(z)) = \Delta_h F(z)\}
\]
and equip \( \mathcal{G} \) with the multiplication \((s, k, F) \cdot (s', k', F') = (ss', kk', F'V_{q(s),k}F')\). We define a topology on \( \mathcal{G} \) by letting a sequence \((s_n, k_n, F_n)\) converge to \((s, k, F)\) if \( s_n \to s \) in \( Z \), \( k_n \to k \) in \( K \) and \( F_n \to F \) in measure. With this topology and multiplication \( \mathcal{G} \) is a 2-step nilpotent polish group. Recall that in the proof of Theorem 1.18 we show that the projection \( \mathcal{G} \to \tilde{Z} \) is onto. In particular, it follows that \( \mathcal{G} \) acts transitively on \( X \times K \). Now, let \( \Gamma = \{1\} \times \{1\} \times \text{Hom}(\tilde{Z} \to U) \) and let \( \varphi : G \to \mathcal{G} \) be the homomorphism \( \varphi(g) = (T_\rho, 1, \rho(g, \pi(\cdot))) \) where \( T_\rho : Z \to Z \) denote the action of \( G \) on \( Z \). Since \( \rho \circ \pi \) is invariant to translations by \( K \), we have that \( \varphi(G) \) commutes with \( K \). Moreover, the action of \( g \in G \) on \( Z_{<3}(X) \) corresponds to multiplication by \( \varphi(g) \) under the homeomorphism \( Z_{<3}(X) \cong K \setminus \mathcal{G} / \Gamma \).

It is left to show that \( K \) is totally disconnected. We recall the relevant part in the proof of Theorem 3.17. For every \( \chi \in \tilde{Z} \) and \( n \in \mathbb{N} \) we find a homomorphism \( \lambda_n \in \tilde{G} \) such that \( \lambda_n^m(g) = \Delta_g \chi \). Then, we let \( \lambda : G \to (S^1)^N \) be the homomorphism whose \( n \)-th coordinate is \( \lambda_n \). Let \( \tau \) be a minimal cocycle which is cohomologous to \( \lambda \) and \( V_1 \) be its image. Then, as in the proof of Proposition 3.15, \( \lambda_1^m(1) = \Delta_1 \chi \). We first prove that \( V_1 \) is totally disconnected. Let \( F'_n : Z \to S^1 \) be any measurable map with \( F'_n = \chi \), then \( \lambda_n \cdot \Delta F'_n \) takes values in \( C_n \). Let \( F : Z \to (S^1)^N \) be the map whose \( n \)-th coordinate is \( F'_n \) then \( \lambda \cdot \Delta F \) takes values in \( \prod_n C_n \), which is totally disconnected. Since \( \tau \) is minimal, \( V_1 \) is a closed subgroup of \( \prod_n C_n \) and therefore totally disconnected. Now, we continue this process. In each step we construct a Kronecker system \( C_n \) as an extension of \( Z_{m-1} \) by a totally disconnected group \( V_{m-1} \). The group \( \tilde{Z} \) is the inverse limit of the sequence \( \tilde{Z}_m \). It follows that \( K \) is the inverse limit of \( V_m \). Since \( V_m \) is totally disconnected for every \( m \in \mathbb{N} \), we conclude that so is \( K \).

4.1. **Simple homogeneous spaces.** For completeness we show that any system with a nilpotent homogeneous structure as in Theorem 1.18 is an inverse limit of simpler homogeneous spaces in which the stabilizer \( \Gamma \) is a discrete subgroup. We will not use this result.

**Definition 4.2.** Let \( G \) be a countable abelian group and let \((X,G)\) be a C.L. system. We say that \( X \) is a simple homogeneous space if the C.L. group (Definition 1.17) acts transitively on \( X \) and the stabilizer of any \( x_0 \in X \) is a discrete subgroup.
Proposition 4.3. Let $G$ be a countable abelian group and let $(X,G)$ be a C.L. system. If $G(X)$ acts transitively on $X$ then $X$ is an inverse limit of simple homogeneous spaces.

Proof. Let $X$ as in the proposition and write $X = Z \times_{\rho} U$ where $Z = Z_{<2}(X)$ is the Kronecker factor. By Gleason-Yamabe theorem we can find a decreasing sequence of closed subgroups $K_n \leq U$ such that $\bigcap_{n \in \mathbb{N}} K_n = \{1\}$ and the quotients $L_n = U/K_n$ are Lie groups. Let $\pi_n : U \to L_n$ be the projection map and let $X_n = Z \times_{\pi_n \circ \rho} L_n$. Since $G(X)$ acts transitively on $X$, we have that for every $s \in Z$, there exists a measurable map $F : Z \to U$ such that $\Delta_s \rho = c \cdot \Delta F$. Observe that if $S_{s,F} \in G(X)$ and $\Delta_s \rho = c \cdot \Delta F$ for some $c : G \to U$, then $\Delta_s \pi_n \circ \rho = \pi_n \circ c \cdot \Delta \pi_n \circ F$ and $S_{s,\pi_n \circ F} \in G(X_n)$. As $S_{1,uK_n}$ belongs to $G(X_n)$, we conclude that the action of $G(X_n)$ on $X_n$ is transitive. Fix any $x_0 \in X_n$, then the stabilizer $\Gamma_n$ of $x_0$ is homeomorphic to the discrete group $\text{hom}(Z, U_n)$. Since $X$ is an inverse limit of $X_n$, the claim follows. \qed

5. The structure of a nilpotent system

Let $G$ be a countable abelian group and $X$ be a C.L. ergodic $G$-system such that the action of $G(X)$ on $X$ is transitive. Write $X = G(X)/\Gamma(X)$ where $\Gamma(X)$ the stabilizer of some $x_0 \in X$. We recall the definition of a group rotation.

Definition 5.1. Let $G$ be a countable abelian group. We say that a $G$-system $X$ is a group rotation if it is isomorphic to a compact abelian group $K$ and there exists a homomorphism $\varphi : G \to K$ such $T_g k = \varphi(g) k$ for every $g \in G$ and $k \in K$.

It is well known (see [R Theorem 6.1]) that the Kronecker factor is the maximal group rotation.

Theorem 5.2 (Maximal property of the Kronecker factor). Let $G$ be a countable abelian group and $X$ be a $G$-system. Then any group rotation factor $Y$ of $X$ is a factor of $Z_{<2}(X)$.

Recall that any C.L. system can be written as $X = Z \times_{\rho} U$ where $Z$ is the Kronecker factor, $U$ is a compact abelian group and $\rho : G \times Z \to U$ is a cocycle (Proposition A.11). The following lemma plays an important role in the proof of the limit formula (Theorem 6.1 below). We show that if $G(X)$ acts transitively on $X$ is transitive, then it is possible to express the groups $Z$ and $U$ in terms of the homogeneous group $G(X)$, its commutator $G(X)_2$ and the stabilizer $\Gamma(X)$.

Lemma 5.3. Let $G$ be a countable abelian group and $X = Z \times_{\rho} U$ be an ergodic C.L. $G$-system where $Z$ is the Kronecker factor and suppose that the action of $G(X)$ on $X$ is transitive. If $G$ is an open subgroup of $G(X)$ which contains the embedding of $G$ in $G(X)$, then $Z \cong G/G_2 \Gamma$ and $U \cong G_2$ where $\Gamma := \Gamma(X) \cap G$ and $G_2$ is the closed subgroup generated by the commutators $\{[a,b] : a,b \in G\}_{13}$

13where $[a,b] = a^{-1}b^{-1}ab$ as usual.
Proof. First we prove that $\mathcal{G}/\Gamma \cong \mathcal{G}(X)/\Gamma(X)$ as measure spaces. To see this observe that the projection $p : \mathcal{G}(X) \to \mathcal{G}(X)/\Gamma(X)$ is an open map (Theorem B.4). Therefore, $p(\mathcal{G})$ is a $G$ invariant open (and closed) subset of $\mathcal{G}(X)/\Gamma(X)$, hence by ergodicity $p(\mathcal{G}) = X$. We conclude that the map $g\Gamma \mapsto g\Gamma(X)$ from $\mathcal{G}/\Gamma$ to $\mathcal{G}(X)/\Gamma(X)$ is an isomorphism. In particular, there exists a factor map $\pi : \mathcal{G}/\Gamma \to Z$. Direct computation shows that $\mathcal{G}_2$ acts trivially on $Z$ and $\pi$ factors through $\mathcal{G}_2$. By Lemma 5.2 $\pi : \mathcal{G}/\mathcal{G}_2 \Gamma \to Z$ is an isomorphism, hence $Z \cong \mathcal{G}/\mathcal{G}_2 \Gamma$.

Let $p : \mathcal{G}(X) \to Z$ be the projection map $S_{s,F} \mapsto s$. The group $p(\mathcal{G})$ is an open and closed $G$-invariant subgroup of $Z$ and so by ergodicity $p(\mathcal{G}) = Z$. Choose a Borel cross section $s \mapsto S_{s,F_s}$ as in Theorem B.4. We have,

$$[S_{g,\sigma(g)}, S_{s,F_s}] = S_1 \frac{\Delta_s \sigma}{\Delta_{F_s}}$$

and $\frac{\Delta_s \sigma}{\Delta_{F_s}}$ is a constant in $U$. We identify $\mathcal{G}_2$ with the closed subgroup generated by these constants. Suppose by contradiction that $\mathcal{G}_2 \subseteq U$, then there exists a non-trivial character $\chi : U \to S^1$ such that $\Delta_s \chi \circ \sigma = \Delta_s \chi \circ F_s$. Theorem A.5 implies that factor $Y = Z \times \chi \circ \sigma \chi(U)$ is isomorphic to a group rotation and Theorem 5.2 provides a contradiction. □

We need the following weaker notion of divisibility.

**Definition 5.4.** Let $U$ be an abelian group and $n \in \mathbb{N}$. We denote by $U^n := \{u^n : u \in U\}$ and say that $U$ is $n$-divisible if $U^n = U$.

As a corollary of the previous lemma we conclude:

**Corollary 5.5.** Let $G$ be a countable abelian group and $a, b \in \mathbb{Z}$ as in Theorem 1.3. Let $(X, G)$ be an ergodic C.L. system and suppose that $\mathcal{G}(X)$ acts transitively on $X$. Then the commutator subgroup $\mathcal{G}(X)_2$ is a, $b$ and $(b \pm a)$-divisible.

*Proof.* By the previous lemma, we can write $X = Z \times_a U$ where $U = \mathcal{G}(X)_2$. Fix a number $m \in \{a, b, b \pm a\}$ and suppose by contradiction that $U$ is not $m$-divisible. Then, $U/U^m$ is non-trivial and so, since the characters separate points, there exists a non-trivial character $\chi : U \to C_m$. Let $s \mapsto S_{s,F_s}$ be a Borel cross section from $Z$ to $\mathcal{G}(X)$ and let $c_s : G \to S^1$ such that $\Delta_s \chi \circ \rho = c_s \cdot \Delta F_s$. Observe that $c_s^m \in B^1(G, X, S^1)$ is an eigenvalue. Since $mG$ is of finite index in $G$, the set $\{c_s : s \in Z\}$ is at most countable. Thus, the group $Z' = \{s \in Z : \Delta_s \chi \circ \rho \in B^1(G, X, S^1)\}$ is a $G$-invariant open subgroup of $Z$ and by ergodicity, $Z' = Z$. As before, Theorem A.5 implies that the extension by $\chi \circ \rho$ is a group rotation and Theorem 5.2 provides a contradiction. □

**Remark 5.6.** In the previous corollary, since at least one of $a, b, a + b$ is even, the group $\mathcal{G}(X)_2$ is automatically 2-divisible.
6. Limit Formula and Pointwise Convergence

We prove the following pointwise convergence for some multiple ergodic averages on a 2-step homogeneous space where the homogeneous group is the C.L. group (Definition 1.17).

**Theorem 6.1 (Limit formula).** Let \( X = G/\Gamma \) be an ergodic C.L. G-system, where \( G \) is the C.L. group and suppose that \( G_2 \) is 2-divisible. Let \( \mu_{G_2} \) denote the Haar measure on \( G_2 \). Then for every \( k \in \mathbb{N} \), \( f_1, f_2, \ldots, f_k \in L^\infty(X) \) and \( \mu \)-almost every \( x \in X \) we have,

\[
\lim_{N \to \infty} \mathbb{E}_{g \in \Phi_N} \prod_{i=1}^{k} T_{ig} f_i(x) = \int_{G/\Gamma} \int_{G_2} \prod_{i=1}^{k} f_i(xy_i y_2^{(i)}) d\mu_{G_2}(y_2) d\mu(y_1)
\]

with the abuse of notation that \( f(x) = f(x\Gamma) \).

As a corollary we conclude the following result.

**Corollary 6.2.** Let \( a, b \in \mathbb{Z} \). In the settings of Theorem 6.1 choose \( k = a + b \), let \( h_1, h_2, h_3 \in L^\infty(X) \) be any bounded functions and set \( f_a = h_1 \), \( f_b = h_2 \), \( f_{a+b} = h_3 \) and \( f_i = 1 \) for all \( i \neq a, b, a+b \). Then, for \( \mu \)-almost every \( x \in X \) we have,

\[
\lim_{N \to \infty} \mathbb{E}_{g \in \Phi_N} T_a h_1(x)T_b h_2(x)T_{(a+b)} h_3(x) = \int_{G/\Gamma} \int_{G_2} h_1(xy_1 y_2^{(a)}) h_2(xy_1 y_2^{(b)}) h_3(xy_1^{a+b} y_2^{(a+b)}) d\mu_{G_2}(y_2) d\mu(y_1).
\]

Note that the assumption that \( G_2 \) is 2-divisible in Theorem 6.1 is necessary. We give a counterexample in the case where this assumption is removed.

**Example 6.3.** Let \( G = \mathbb{F}_2^\omega \) be the countable direct sum of the field \( \mathbb{F}_2 = \{0, 1\} \). The map \( g \mapsto e^{\pi ig} \) defines an embedding of \( G \) in the infinite direct product \( Z = \prod_{n=1}^\omega C_2 \), where \( C_2 = \{-1, 1\} \) is a discrete group under multiplication. This embedding gives rise to an action of \( G \) on \( Z \) by \( T_g z = e^{\pi ig} \cdot z \) and the system \( (Z, G) \) is an ergodic Kronecker system. Let \( \sigma : \mathbb{F}_2^\omega \times \prod_{n=1}^\omega C_2 \to C_2 \) be the cocycle \( \sigma(g, x) = \prod_{i=1}^{\infty} x_i^{q_i} \cdot (-1)^{(t_i/2)} \).

The system \( X = Z \times_{a} C_2 \) is an ergodic G-system. Since \( \sigma \) is a phase polynomial of degree \( < 2 \), it is not hard to show that \( X = G(X)/\Gamma \) where \( G(X) \) is the Host-Kra group of \( X \) and \( \Gamma = \{ S_{1,p} : p \in \hat{Z} \} \). Moreover \( G(X)_2 = C_2 \) is not a 2-divisible group. Now let \( k = 2 \), \( f_1 = 1 \) and \( f_2(x, y) = y \). Since, every element of \( G \) is of order 2, the integral in equation 6.1 equals to \( \int_{C_2} u^{(2)} y d\mu_{C_2}(y) = 0 \). On the other hand \( \lim_{N \to \infty} E_{g \in \Phi_N} T_g f_1(x, y) \cdot T_{2g} f_2(x, y) = y \). Thus, equation 6.1 fails. Note that a similar

\[
\sum_{\chi \in \hat{Z}, \tau \in C_2} a_{\chi, \tau} \chi(x) \tau(y) = 0
\]

If \( f \) is invariant one can use the uniqueness of the Fourier series to deduce that \( a_{\chi, \tau} = 0 \) unless \( \chi \) and \( \tau \) are the trivial characters.
example where 2 is replaced by any odd integer \( n \), will not give a counterexample for (6.1), because odd \( n \)'s divide \( \binom{n}{2} \).

In order to prove Theorem 6.1 we follow an argument by Bergelson Host and Kra [6]. Let,

\[ \iota : \mathcal{G} \times \mathcal{G} \to \mathcal{G}^{k+1}, \]

\[ \iota(g, g_1, g_2) = (g, gg_1, gg_1g_2, \ldots, gg_1^k g_2^k). \]

We denote by \( \tilde{G} \) the image of \( \iota \). In 23 Leibman proved that \( \tilde{G} \) is a 2-step nilpotent group. The subgroup \( \tilde{\Gamma} = \iota(\Gamma \times \Gamma \times \{e\}) \) is a closed subgroup of \( \tilde{G} \) and the quotient space \( \tilde{X} = \tilde{G} / \tilde{\Gamma} \) is compact. Let \( \tilde{\mu} \) be the Haar measure on this space. We define an action of \( G \times \Gamma \) on \( (\tilde{X}, \tilde{\mu}) \) by left multiplication with \( g^\Delta := (g, g, \ldots, g) \) and \( g^* = (1, g, g^2, \ldots, g^k) \), where \( g \) is identified with the measure-preserving transformation \( T_g : X \to X \) in \( \mathcal{G}(X) \).

In Lemma 6.8 below we prove that this action is uniquely ergodic. Assuming this for now, we fix \( x \in X \) and consider the compact polish space

\[ \tilde{X}_x := \{ (x_1, x_2, \ldots, x_k) \in X^k : (x, x_1, x_2, \ldots, x_k) \in \tilde{X} \}. \]

Bergelson Host and Kra showed that the group \( \tilde{G}^* = \{ (g_1, g_1^2 g_2, \ldots, g_1^k g_2^k) : g_1 \in \mathcal{G}, g_2 \in \mathcal{G}_2 \} \) acts transitively on this space and \( \tilde{X}_x \cong \tilde{G}^* / \tilde{\Gamma}^* \) where \( \tilde{\Gamma}^* = \{ (\gamma, \gamma^2, \ldots, \gamma^k) : \gamma \in \Gamma \} \).

Observe that since \( \iota \) is injective, it induces an isomorphism of \( G \)-systems, \( \tilde{\iota} : \mathcal{G} / \Gamma \times \mathcal{G}_2 \to \tilde{X} \) where the action of \( G \) on \( \mathcal{G} \times \mathcal{G}_2 \) is given by \( T_g(y_1, y_2) = (g[y, x] y_1, [g, y] y_2) \).

We continue assuming that the action of \( G \times \mathcal{G} \) on \( \tilde{X} \) is uniquely ergodic. Let \( \tilde{\mu}_x \) be the Haar measure on \( \tilde{X}_x \), Bergelson Host and Kra [6] proved:

**Lemma 6.4.**

\[ \tilde{\mu} = \int_X \delta_x \otimes \tilde{\mu}_x d\mu(x). \]

We can now prove Theorem 6.1.

**Proof.** Since continuous functions are dense in \( L^\infty(X) \), it is enough to prove the theorem for continuous \( f_1, f_2, \ldots, f_k \). Let \( F : \mathcal{G} / \Gamma^k \to \mathbb{C}, F(x_1, x_2, \ldots, x_k) = f_1(x_1) \cdot f_2(x_2) \cdot \ldots \cdot f_k(x_k) \),

we can write average (6.1) as

\[ E_{g \in \Phi_N}(T_{g} \times T_{2g} \times \ldots \times T_{kg})F(x, x, \ldots, x). \]

Recall that every element in the orbit of \( (x, x, \ldots, x) \) belongs to \( \tilde{X}_x \). Thus, by the pointwise ergodic theorem average (6.1) converges pointwise everywhere to a function \( \phi(x) \) on \( X \). Let \( f \) be any continuous function on \( X \). Then,

\[ \int f(x)\phi(x)d\mu(x) = \lim_{N \to \infty} \int E_{g \in \Phi_N} f(x) \cdot \prod_{i=1}^{k} f_i(T_{ig}x)d\mu(x). \]
Since $\mu$ is $G$-invariant, the above equals to

\[(6.3) \lim_{N \to \infty} \int E_{g,h \in \Phi_N} f(T_h x) \prod_{i=1}^k f_i(T_{ig+h}x) d\mu(x).\]

Recall that we assume that the action of $G \times G$ by $T_g \triangleleft$ and $T_h \triangle$ is uniquely ergodic. Since $(x, x, ..., x)$ belongs to $\tilde{\Gamma}/\tilde{\Gamma}$, we conclude by the pointwise ergodic theorem that (6.3) converges everywhere to

\[
\int_{\tilde{X}} f(x_0) \prod_{i=1}^k f_i(x_0, x_1, ..., x_k)
\]

which by Lemma 6.4 equals to

\[
\int_{\tilde{X}} f(x) \left( \int_{\tilde{X}} \prod_{i=1}^k f_i(x_i) d\tilde{\mu}_x(x_1, ..., x_k) \right) d\mu(x).
\]

As this holds for every continuous function $f$, we conclude that

\[
\phi(x) = \int_{\tilde{X}} \prod_{i=1}^k f_i(x_i) d\tilde{\mu}_x(x_1, ..., x_k) = \int_{G/\Gamma} \int_{G_2} f_1(xy_1) f_2(xy_2)^2 \cdots f_3(xy_1^{k_1}) f_4(xy_2^{k_2}) d\mu_{G_2}(y_2) d\mu(y_1)
\]

for $\mu_G$-a.e. $x \in \mathcal{G}$, as required. \(\square\)

By Parry [28] an ergodic action on $\tilde{G}/\tilde{\Gamma}$ is uniquely ergodic (see also a proof by Leibman [25, Theorem 2.19] that holds in this generality). Therefore, in order to complete the proof of Theorem 6.1 it is left to prove that the action of $G \times G$ is ergodic.

**Remark 6.5.** A key component in the argument of Bergelson Host and Kra [6] is a result of Green [19] which was generalized by Leibman [25] to nilsystems $(\mathcal{G}/\Gamma, R_a)$ satisfying the property that $\mathcal{G}$ is generated by its connected component and $a$. This result asserts that the action of $R_a$ on $\mathcal{G}/\Gamma$ is ergodic if and only if the induced action of $R_a$ on $\mathcal{G}/G_2\Gamma$ is ergodic. Unfortunately, the connected component of $\tilde{\mathcal{G}}$ and the transformations $(g^\triangle)_{g \in G}$ and $(g^* \circ g)_{g \in G}$ may not generate $\tilde{\mathcal{G}}$. The main observation in our proof is that one can still apply Green’s theorem for the nilsystem $\tilde{\mathcal{G}}/\tilde{\Gamma}$ if the group $\mathcal{G}$ is the C.L. group (Definition 1.17). Lemma 5.3 plays an important role in the proof of this observation.

The following lemma is a corollary of Lemma 5.3

**Lemma 6.6.** Let $\tilde{\mathcal{G}}$ as in the proof of Theorem 6.1. If $V \leq \tilde{\mathcal{G}}$ is an open subgroup which contains $g^\triangle$ and $g^*$ for all $g \in G$, then

\[V_2 = \{ (g, gg_1, gg_1^2g_2, ..., gg_1^{k_1}g_2^{k_2}) : g, g_1, g_2 \in G_2 \}. \]

**Proof.** Let $\iota: \mathcal{G} \times \mathcal{G} \times G_2 \to \tilde{\mathcal{G}}$ be as in the proof of Theorem 6.1. Let $\mathcal{L}, \mathcal{L}' \leq \mathcal{G}$ be open subgroups such that $\mathcal{L} \times \mathcal{L}' \times \{ e \} \leq \iota^{-1}(V)$. Since $g^\triangle \in V$ we can assume that $g \in \mathcal{L}$ and since $g^* \in V$ that $g \in \mathcal{L}'$. By shrinking $\mathcal{L}, \mathcal{L}'$, we may assume that $g \in \mathcal{L} = \mathcal{L}'$. By
Lemma 5.3 we have that $L_2 = G_2$. Let $g, g_1, g_2 \in G_2$.
For every $s_1, s_2 \in L$, $(s_1, s_1, ..., s_1)$ and $(s_2, s_2, ..., s_2)$ belong to $V$ and therefore

$$(g, g, ..., g) \in V_2.$$ 

For every $t_1, t_2 \in L$, we have that $(t_1, t_1, ..., t_1)$ and $(e, t_2, t_2^2, ..., t_2^k)$ belong to $V$. Since
the commutator is a bilinear map, we conclude that

$$(e, g_1, g_2, ..., g_k) \in V_2.$$ 

Finally, for every $r_1, r_2 \in L$, $(e, r_1, r_1^2, ..., r_1^k)$ and $(e, r_2^1, r_2^2, ..., r_2^k)$ belong to $V$ and

$$(e, [r_1, r_2]^2, [r_1, r_2]^2, ..., [r_1, r_2]^k) \in V_2.$$ 

Since $(r_2, r_2, ..., r_2)$ also belongs to $V$, $(e, [r_1, r_2], [r_1, r_2]^2, ..., [r_1, r_2]^k) \in V_2$. We conclude that

$$(e, [r_1, r_2]^{k-1}, [r_1, r_2]^{k-2}, ..., [r_1, r_2]) \in V_2.$$ 

and since $G_2$ is 2-divisible,

$$(e, e, g_2, g_2^{(1)}, ..., g_2^{(k)}) \in V_2.$$ 

Combining everything we see that $V_2 = \{(g, gg_1, gg_1^2, ..., gg_1^k) : g, g_1, g_2 \in G_2\}$ as required.

Corollary 6.7. The induced action of $g^\Delta$ and $g^*$ on $\tilde{G}/\tilde{G}_2\Gamma$ is ergodic.

**Proof.** The map $\imath$ induces a factor map $\tilde{G}/\tilde{G}_2\Gamma \times \tilde{G}/\tilde{G}_2\Gamma \to \tilde{G}/\tilde{G}_2\Gamma$. The lift of $g^\Delta$ and $g^*$ in $\tilde{G}/\tilde{G}_2\Gamma \times \tilde{G}/\tilde{G}_2\Gamma$ corresponds to $T_g \times T_g$ and $Id \times T_g$ respectively. Since $\tilde{G}/\Gamma$ is ergodic the claim follows.

We can finally prove the ergodicity of the action.

Lemma 6.8. The action of $G \times G$ on $\tilde{G}/\Gamma$ by $g^\Delta$ and $g^*$ is ergodic.

**Proof.** We follow an argument of Parry [29]. Let $f : \tilde{G}/\Gamma \to S^1$ be an invariant function. The compact abelian group $\tilde{G}_2$ acts on $L^2(\tilde{G}/\Gamma)$. Therefore, we can find eigenfunctions $f_\lambda$, such that $f = \sum \lambda f_\lambda$ where $\lambda \in \mathbb{C}$ and $\lambda$ is a character of $\tilde{G}_2$. By the uniqueness of the decomposition, it follows that $f_\lambda$ is also an eigenfunction with respect to the action of $g^\Delta$ and $g^*$. By Corollary 6.7 we can assume that $f_\lambda$ takes values in $S^1$. Fix $u \in \tilde{G}$, and let $h = g^\Delta$ or $h = g^*$. Then,

$$f_\lambda(uhx) = f_\lambda([u^{-1}, h^{-1}] hx) = \lambda([u^{-1}, h^{-1}]) f_\lambda(hx) = \lambda([u^{-1}, h^{-1}]) c_h f_\lambda(uhx)$$

for some constant $c_h \in S^1$. Therefore, the function $\Delta_u f_\lambda(x)$ is an eigenfunction with respect to the action of $G \times G$ and is invariant under the action of $\tilde{G}_2$. By Corollary 6.7 and Lemma 3.2 the set $\{\Delta_u f_\lambda : u \in \tilde{G}\}$ is countable modulo constants. It follows that $V_\lambda := \{u \in \tilde{G} : \Delta_u f_\lambda$ is a constant$\}$ is an open subgroup. Observe that $u \mapsto \Delta_u f_\lambda$ is a homomorphism from $V_\lambda \to S^1$ and is therefore trivial on the commutator subgroup $(V_\lambda)_2$ which by Lemma 6.6 equals to $\tilde{G}_2$. We conclude that $f$ is invariant under the action of $\tilde{G}_2$, and by Corollary 6.7 is a constant.
7. Proof of the Khintchine type recurrence

In this section we finish the proof of the Khintchine type recurrence (Theorem 1.3). First, we prove a lifting lemma which allows us to replace any system \((X,G)\) with an extension \((Y,H)\).

Lemma 7.1. Let \(G\) be a countable abelian group and \((X,T_g)\) be a \(G\)-system. Let \(\varphi : H \to G\) be a surjective homomorphism and \((Y,S_h)\) be an \(H\)-extension of \(X\) with a factor map \(\pi : Y \to X\). Let \(\psi : G \times X \to \mathbb{C}\) be a measurable and suppose that for every Følner sequence \(\Psi_N\) of \(H\) we have that
\[
E_{h \in \Psi_N} \psi(\varphi(h), \pi(y))
\]
converges in \(L^2(Y)\) as \(N \to \infty\). Then the limit equals to \(\phi \circ \pi\), where \(\phi : X \to \mathbb{C}\) satisfies
\[
\phi = \lim_{N \to \infty} E_{g \in \Phi_N} \psi(g, x)
\]
for every Følner sequence \(\Phi_N\) of \(G\). In particular, this limit exists in \(L^2(X)\).

Note that we will apply this lemma with \(\psi(g, x) = T_{ag} f_1(x) \cdot T_{bg} f_2(x) \cdot T_{(a+b)g} f_3(x)\)
where \(f_1, f_2, f_3 \in L^\infty(X)\) in order to deduce the converges of average (1.1), but it is necessary to prove the result in this generality.

Let \(G\) be a countable abelian group. An invariant mean on \(G\) is an additive measure \(\mu\) on \(G\) which is invariant to translations by every \(g \in G\).

Proof. Let \(\Phi_N\) be a Følner sequence for \(G\). It is well known (see [14]) that there exists an invariant mean \(\mu_G\) on \(G\) with the property that: For every sequence \(\xi : G \to \mathbb{C}\), if \(\lim_{N \to \infty} E_{g \in \Phi_N} \xi(g)\) exists, then it equals to \(\int_G \xi(g) d\mu_G(g)\). Since every (discrete) abelian group is amenable, we can find an invariant mean on \(H\) with the property that \(\mu_H(A) = \mu_G(\varphi(A))\) for every \(A \leq H\). Again by a theorem of Følner, there exists a Følner sequence \(\Psi_N\) on \(H\) such that if \(\lim_{N \to \infty} E_{h \in \Psi_N} \xi(\varphi(h))\) exists, then it equals to
\[
\int_H \xi(\varphi(h)) d\mu_H(h) = \int_G \xi(g) d\mu_G(g).
\]
We now prove the claim in the lemma: Let \(\psi : G \times X \to \mathbb{C}\) and suppose that \(E_{h \in \Psi_N} \psi(\varphi(h), \pi(y))\) converges in \(L^2(Y)\). Since \(y \mapsto \psi(\varphi(h), \pi(y))\) are measurable with respect to the factor \(X\), we can find \(\phi : G \times X \to \mathbb{C}\) such that
\[
\lim_{N \to \infty} E_{h \in \Psi_N} \psi(\varphi(h), \pi(y)) = \phi \circ \pi.
\]
Now let \(\xi(g) = \|\psi(g, x) - \phi(x)\|_{L^2(X)}\). By assumption, \(E_{h \in \Psi_N} \xi(\varphi(h))\) converges to zero as \(N \to \infty\). From this and equation (7.1) we conclude that for every Følner sequence \(\Phi_N\) of \(G\), \(E_{g \in \Phi_N} \xi(g)\) also converges to zero. This completes the proof.

The rest of the proof follows an argument of Frantzikinakis [15].
Proof of Theorem 1.3. Let \((X, B, \mu, G)\) be an ergodic G-system and let 0 ≠ a, b ∈ Z be as in Theorem 1.3. We first prove the theorem in the case where \(a, b\) are coprime. For every \(f ∈ L^∞(X)\) let \(\tilde{f} = E(f|Z_{<3}(X))\). Recall that the Kronecker factor is a group rotation, and denote by \(α_g ∈ Z_{<3}(X)\) the rotation defined by \(g ∈ G\). Then,

Claim: For every continuous function \(η : X → \mathbb{R}^+\) which is measurable with respect to the Kronecker factor (i.e. \(η = \bar{η}\)) and \(f_1, f_2, f_3 ∈ L^∞(X)\) we have

\[
\lim_{N → ∞} E_{g ∈ Φ_N} η(α_g)T_{ag}f_1 · T_{bg}f_2 · T_{(a+b)g}f_3 = \lim_{N → ∞} E_{g ∈ Φ_N} η(α_g)T_{ag}\tilde{f}_1 · T_{bg}\tilde{f}_2 · T_{(a+b)g}\tilde{f}_3.
\]

Proof. By approximating \(η\) by linear combinations of eigenfunctions, we see that it is enough to prove the claim in the case where \(η\) is a character of \(\hat{Z}\). Since \(a, b\) are coprime, we can choose \(s, t ∈ Z\) such that \(η^a · η^{tb} = η\). Since \(η\) is an eigenfunction, it is measurable with respect to \(Z_{<3}(X)\) and \(E(η^a f_1|Z_{<3}(X)) = η^a E(f_1|Z_{<3}(X))\), \(E(η^b f_2|Z_{<3}(X)) = η^b E(f_2|Z_{<3}(X))\). Thus, by applying Proposition 2.3 for \(η^a · f_1, η^b · f_2\) and \(f_3\) the claim follows. □

Assume by contradiction that Theorem 1.3 fails. Then one can find \(ε > 0\) and a Følner sequence \(Φ_N\) for \(G\) such that

\[
(7.2) \quad \mu(A ∩ T_{ag}A ∩ T_{bg}A ∩ T_{(a+b)g}A) < \mu(A)^4 - ε
\]

for every \(g ∈ \bigcup_N Φ_N\).

By Theorem 1.18, we can find a surjective homomorphism \(ϕ : H → G\) and an \(H\)-extension \((X, H)\) of \((X, G)\) such that the factor \(Y = Z_{<3}(X)\) is a C.L. system and \(Y = G(Y)/Γ\). Note that since every extension in the proof of Theorem 1.18 only extends the Kronecker factor of \(X\) we have by Lemma 5.3 that \(G(Y) = G(Z_{<3}(X))\).

Let \(f ∈ L^∞(X)\), we can push-forward \(\tilde{f}\) to a function on \(Z_{<3}(X)\) and then let \(f^∗\) denote the pullback of this function to \(Y\). Let \(Φ^H_N\) be any Følner sequence for \(H\).

Claim: The average

\[
E_{h ∈ Φ^H_N} η^h(β_h)S_{ah}f_1^∗(y)S_{bh}f_2^∗(y)T_{(a+b)h}f_3^∗(y)
\]

converges to

\[
\int_Y \int_{G_{2}(Y)} η^∗(y_1)f_1^∗(y_1y_2^a)(y_2^b)f_2^∗(y_1y_2^a+y_2^{a+b})f_3^∗(y_1y_2^a+y_2^{a+b})dμ_{G_{2}(Y)}(y_2)dμ_Y(y_1)
\]

where \(β_h ∈ Z_{<2}(Y)\) denotes the rotation defined by \(h ∈ H\) on the Kronecker factor of \(Y\).

Proof. Since \(η\) is measurable with respect to the Kronecker factor, it is enough to prove the claim in the case where \(η\) is a character of \(Z_{<2}(X)\). As in the proof of the previous claim we can find \(s\) and \(t\) such that \(η^a · η^{tb} = η\). Now, we can apply Corollary 6.2 with \((η^a · f_1)^∗, (η^b · f_2)\) and \(f_3^∗\). This completes the proof. □

Set \(f_1 = f_2 = f_3 = 1\) in the claim above and apply lemma 7.1 We conclude that

\[
(7.3) \quad \lim_{N → ∞} E_{g ∈ Φ_N} η(α_g) = \lim_{N → ∞} E_{h ∈ Φ^H_N} η^h(β_h) = 1.
\]
Now let $\eta$ be arbitrary and set $f = f_0 = f_1 = f_2 = f_3 = 1_A$, we conclude that the average
\[ \mathbb{E}_{g \in \Phi_N} \eta^* (\beta_n) \int_Y f^*(y) \cdot S_{hg} f^*(y) \cdot S_{bg} f^*(y) \cdot S_{(a+b)g} f^*(y) d\mu_Y(y) \]
converges to
\[ \int_Y \int_{G(Y)^2} \eta^*(y_1) f^*(y) f^*(yy_1^a y_1^{(2)}) f^*(yy_1^b y_2^{(2)}) f^*(yy_1^{a+b} y_2^{(2)}) d\mu_{G(Y)^2}(y_2) d\mu_Y(y_1) d\mu_Y(y). \]
This holds for every continuous function $\eta$. Since continuous functions are dense in $L^2$, the above holds for every bounded $Z_{\leq 2}(X)$-measurable $\eta$. Let $\delta > 0$ and let $B(G(Y)^2, \delta)$ denote the union of all balls of radius $\delta$ with center in $G(Y)^2$. We consider the indicator function $\eta = \frac{1}{\mu_B(G(Y)^2, \delta)} 1_B(G(Y)^2, \delta)$. Since translations are continuous in $L^2$, taking a limit as $\delta \to 0$ the above is arbitrarily close to
\[ \int_Y \int_{G(Y)^2 \times G(Y)^2} f^*(y) f^*(yy_1^a y_1^{(2)}) f^*(yy_1^b y_2^{(2)}) f^*(yy_1^{a+b} y_2^{(2)}) d\mu_{G(Y)^2 \times G(Y)^2}(y_1, y_2) d\mu_Y(y). \]
We integrate everything to get this equals to
\[ \int_Y \int_{G(Y)^2} f^*(yy') f^*(yy'^a y_1^{(2)}) f^*(yy'^b y_2^{(2)}) f^*(yy'^{a+b} y_2^{(2)}) d\mu_{G(Y)^2}(y', y_1, y_2) d\mu_Y(y). \]
By Proposition [B.7] we can write the above integral as
\[ \int_Y \int_{G(Y)^2} f^*(u^{a+b}y) f^*(t \cdot u^{b-a}y) f^*(t \cdot v^{b-a}y) f^*(v^{a+b}y) d\mu_{G(Y)^2}(t, u, v) d\mu_Y(y). \]
This clearly equals to
\[ \int_Y \int_{G(Y)^2} \left( \int_{G(Y)^2} f^*(u^{a+b}y) f^*(tu^{b-a}y) d\mu_{G(Y)^2}(u) \right)^2 d\mu_{G(Y)^2}(t) d\mu_Y(y). \]
We take the square outside and change variables, the above is greater or equal to
\[ \int_Y \int_{G(Y)^2} \left( \int_Y f^*(t) d\mu_{G(Y)^2}(t) \right)^4 d\mu_Y(y) = \left( \int_Y f^*(x) d\mu_Y(y) \right)^4 = \mu(A)^4. \]
We conclude by Lemma [7.1] that for every $\varepsilon > 0$, for sufficiently large $N$ and a suitable $\eta$ we have,
\[ \mathbb{E}_{g \in \Phi_N} \eta(a_g) \mu(A \cap T_{ag} A \cap T_{bg} A \cap T_{(a+b)g} A) > \mu(A)^4 - \varepsilon/2. \]
Therefore if $a$ and $b$ are co-prime, equations (7.3) and (7.4) contradict equation (7.2) and the claim follows.
Now let $a$ and $b$ be arbitrary non-zero integers and write $a = a'd, b = b'd$ where $a'$ and $b'$ are coprime. Since $aG$ and $bG$ are of finite index in $G$ so is $dG$ and so $X$ has finitely many ergodic components with respect fo $dG$ with the same Kronecker factor. Choose
are coprime by equation (7.4) we have
as before (the same
for all 1
transformation
acts trivially on the invariant
abelian group and

\[ \varepsilon \leq \frac{\varepsilon}{2} \]
for all 1 \leq i \leq k. Since \( \mathbb{E}_{1 \leq i \leq k} (\mu_i(A)^4) \geq \mu(A)^4 \), we conclude as before that the set
\[ \{ g \in dG : \mu(A \cap T_{a'g} \cap T_{b'g}A \cap T_{(a'+b')g}A) > \mu(A)^4 - \varepsilon \} \]
is syndetic. Since \( dG \) is of finite index in \( G \) this is equivalent to the claim in the theorem. □

APPENDIX A. ABELIAN EXTENSIONS AND PHASE POLYNOMIALS

In this section we summarize previous results related to abelian extensions and phase polynomials.

The following proposition were proved by Host and Kra for \( \mathbb{Z} \)-actions [22]. The same argument holds for all countable abelian groups (for details see [1]).

**Proposition A.1.** Let \( k \geq 1 \), let \( G \) be a countable abelian group and let \( X \) be an ergodic \( G \)-system. Then \( \mathbb{Z}_{<k+1}(X) \) is an abelian extension of \( \mathbb{Z}_k(X) \).

It is natural to ask under which conditions an abelian extension of a system of order \( < k \) is of order \( < k + 1 \). To answer this we need the following definitions.

**Definition A.2** (Cubic measure spaces). [22, Section 3] Let \( G \) be a countable abelian group and \( X = (X, B, \mu, G) \) be a \( G \)-system. For each \( k \geq 0 \) we define a system \( X^{[k]} = (X^{[k]}, B^{[k]}, \mu^{[k]}, G^{[k]}) \) where \( X^{[k]} = X^{2^k} \) is the product of \( 2^k \) copies of \( X \), \( B^{[k]} = B^{2^k} \) and \( G^{[k]} = G^{2^k} \) acting on \( X^{[k]} \) in the obvious manner. We define the cubic measures \( \mu^{[k]} \) and \( \sigma \)-algebras \( \mathcal{I}_k \subseteq B^{[k]} \) inductively. \( \mathcal{I}_0 \) is defined to be the \( \sigma \)-algebra of invariant sets in \( X \), and \( \mu^{[0]} := \mu \). Once \( \mu^{[k]} \) and \( \mathcal{I}_k \) are defined, we identify \( X^{[k+1]} \) with \( X^{[k]} \times X^{[k]} \) and define \( \mu^{[k+1]} \) by the formula
\[
\int f_1(x)f_2(y)d\mu^{[k+1]}(x,y) = \int E(f_1|\mathcal{I}_k)(x)E(f_2|\mathcal{I}_k)(x)d\mu^{[k]}(x).
\]

For \( f_1, f_2 \) functions on \( X^{[k]} \) and \( E(\cdot|\mathcal{I}_k) \) the conditional expectation, and \( \mathcal{I}_{k+1} \) being the \( \sigma \)-algebra of invariant sets in \( X^{[k+1]} \).

This leads to the following generalization of Definition 1.17.

**Definition A.3** (The Host-Kra group for a system of order \( < k \)). Let \( G \) be a countable abelian group and \( k \geq 1 \). We define \( \mathcal{G}(X) \) to be the group of measure preserving transformations \( t : X \to X \) which satisfies the following property: For every \( l > 0 \), the transformation \( t^{[l]} : X^{[l]} \to X^{[l]} \), \( t^{[l]}(x_\omega)_{\omega \in 2^k} = (tx_\omega)_{\omega \in 2^k} \), leaves the measure \( \mu^{[l]} \) invariant and acts trivially on the invariant \( \sigma \)-algebra \( I_t \).
Equipped with the topology of convergence in measure $G(X)$ is a $(k-1)$-step nilpotent locally compact polish group [22, Corollary 5.9].

The cubic measure spaces of Host and Kra also lead to the following definition.

**Definition A.4 (Functions of type $< k$).** Let $G$ be a countable abelian group, let $X = (X, B, \mu, G)$ be a $G$-system. Let $k \geq 0$ and let $X^{[k]}$ be the cubic system associated with $X$.

- For each measurable $f : X \to U$, we define a measurable map $d^{[k]} f : X^{[k]} \to U$,
  \[ d^{[k]} f((x_{w})_{w \in \{-1, 1\}^k}) := \prod_{w \in \{-1, 1\}^k} f(x_{w})^{\text{sgn}(w)} \]
  where $\text{sgn}(w) = w_1 \cdot w_2 \cdot \cdots \cdot w_k$.

- Similarly, for each measurable $\rho : G \times X \to U$ we define a measurable map $d^{[k]} \rho : G \times X^{[k]} \to U$ by
  \[ d^{[k]} \rho(g, (x_{w})_{w \in \{-1, 1\}^k}) := \prod_{w \in \{-1, 1\}^k} \rho(g, x_{w})^{\text{sgn}(w)} \]

- A function $\rho : G \times X \to U$ is said to be a function of type $< k$ if $d^{[k]} \rho$ is a $(G, X^{[k]}, U)$-coboundary.

We now answer exactly when an abelian extension of a system of order $< k$ is of order $< k + 1$.

**Theorem A.5.** Let $k, m \geq 1$ and let $G$ be a countable abelian group. Let $(X, G)$ be an ergodic $G$-system of order $< k$ and $\rho : G \times X \to U$ be a cocycle into some compact abelian group $U$. Then,

- $X \times_{\rho} U$ is of order $< k + 1$ if and only if $\rho$ is of type $< k$.
- If $\rho$ is of type $< k - 1$, then $X \times_{\rho} U$ is of type $< k$.

**Proof.** The first claim is proved in [22, Proposition 6.4] and the second in [22, Proposition 7.6] for $Z$-actions. The general case follows by the same argument. \qed

In particular this implies that the C.L. factor of an ergodic $G$-system is an abelian extension of the Kronecker factor by a cocycle of type $< 2$. The following definition is closely related to the Conze-Lesigne equations in Definition 1.13.

**Definition A.6 (Automorphism).** Let $X$ be a $G$-system. A measure-preserving transformation $u : X \to X$ is called an automorphism if the induced action on $L^2(X)$ by $V_u(f) = f \circ u$ commutes with the action of $G$.

The following result is due to Bergelson Tao and Ziegler [7, Lemma 5.3].

**Lemma A.7 (Differentiation by an automorphism decreases the type).** Let $k, m \geq 1$, let $G$ be a countable abelian group, let $X$ be an ergodic $G$-system, and let $\rho : G \times X \to S^1$ be a cocycle of type $< m$. Then, for every automorphism $t : X \to X$ which preserves $Z_{< k}(X)$, the cocycle $\Delta_t \rho(g, x)$ is of type $< m - \min(m, k)$. 
We note that Bergelson Tao and Ziegler prove the lemma above only for automorphisms of specific form, but the same proof shows that the claim holds in this generality.

In a similar manner we have the following version for phase polynomials.

**Lemma A.8.** Let $k, m \geq 1$, let $G$ be a countable abelian group, and let $X$ be an ergodic $G$-system. If $f : X \to S^1$ is a phase polynomial of degree $< m$, then $\Delta_t f(x)$ is of degree $< m - \min(m, k)$.

*Proof.* This lemma is proved in the proof of [7, Lemma 8.8].

The following characterization of phase polynomials of degree $< k$ is due to Bergelson Tao and Ziegler [7, Lemma 4.3 (iii)].

**Lemma A.9.** Let $G$ be a countable abelian group and $X$ be an ergodic $G$-system. Then a function $f : X \to S^1$ is a phase polynomial of degree $< k$ if and only if $d^k f(x) = 1$ for $\mu$-almost every $x \in X^k$.

It is natural to ask whether a cocycle of type $< k$ is cohomologous to a phase polynomial of degree $< k$. This is true for $F_\omega$-systems [7] (at least if $p > k$), but wrong for general groups (see e.g. [21] or [31, Section 9]). However in the case $k = 1$ we have the following result by Moore and Schmidt [26] and Furstenberg and Weiss [18, Lemma 10.3].

**Theorem A.10** (Cocycles of type $< 1$ are cohomologous to constants). Let $G$ be a countable abelian group. Let $X$ be an ergodic $G$-system and $\rho : G \times X \to S^1$ be a cocycle of type $< 1$. Then, there exists a character $c : G \to S^1$ and a measurable map $F : X \to S^1$ such that $\rho(g, x) = c(g) \cdot \Delta_g F(x)$, for every $g \in G$ and $\mu$-almost every $x \in X$.

**Proposition A.11.** Let $G$ be a countable abelian group. Let $m, k \geq 1$, and suppose that $X$ is an ergodic $G$-system of order $< k + 1$ and $P : X \to S^1$ a phase polynomial of degree $< m$. Then the following holds.

- There exists a compact abelian group $U$ and a cocycle $\rho : G \times X \to U$ such that $X = Z_{<k}(X) \times_\rho U$. Moreover, if $k = 2$, then for every $\chi \in \hat{U}$, $\chi \circ \rho$ is a C.L. cocycle with respect to $Z = Z_{<2}(X)$.
- Let $X = Z_{<k}(X) \times_\rho U$. Then for every $u \in U$, $\Delta_u P$ is a phase polynomial of degree $< \max\{0, m - k\}$. In particular, $P$ is measurable with respect to $Z_{<m}(X)$.
- If $p : G \times X \to U$ is a phase polynomial cocycle of degree $< k$, then $X \times_p U$ is a system of order $< k$.

*Proof.* The first claim follows by Theorem [A.1]. If $k = 2$, then $\rho$ is of type $< 2$. Therefore, by Lemma [A.7], $\Delta_s \rho$ is of type $< 1$ for every $s \in Z$ and the C.L. equation follows by Theorem [A.10].

Let $P : X \to S^1$ be as in the theorem. We prove by downward induction on $l$ that $P$ is measurable with respect to $Z_{<l}(X)$ for every $m \leq l \leq k + 1$. The case $l = k + 1$ is trivial.
since $Z_{<k+1}(X) = X$. Fix $m \leq l < k + 1$ and assume inductively that $P$ is measurable with respect to $Z_{<l+1}(X)$, namely, there exists a polynomial $P_{l+1} : Z_{<l+1}(X) \to S^1$ such that $P = P_{l+1} \circ \pi_{l+1}$, where $\pi_{l+1} : X \to Z_{<l+1}(X)$ is the factor map. Write $Z_{<l+1}(X) = Z_{<l}(X) \times_U U$ for some cocycle $\rho$. By Lemma A.8 we have that $\Delta_u P_{l+1}$ is of degree $< m - \min\{m, l\} = 0$, hence $\Delta_u P = 1$. It follows that $P_{l+1}$ is invariant with respect to translations by $u \in U$. In other words, $P$ is measurable with respect to $Z_{<l}(X)$ and the case $l = m$ gives the desired result. Finally, the last claim is a direct application of Lemma A.9 and Theorem A.1. □

APPENDIX B. RESULTS ABOUT TOPOLOGICAL GROUPS AND A COMPUTATION

B.1. Divisible and injective groups.

Definition B.1. Let $Z$ and $U$ be locally compact abelian groups. A function $k : Z \times Z \to U$ is called a cocycle if for every $r, s, t \in Z$ we have

(B.1) \[ k(rs, t) \cdot k(r, s) = k(r, st) \cdot k(s, t). \]

Moreover, a cocycle is symmetric if

(B.2) \[ k(s, t) = k(t, s) \]

for every $s, t \in Z$.

Proposition B.2. Let $Z$ and $U$ be locally compact abelian groups and let $k : Z \times Z \to U$ be a symmetric cocycle. If one of the following holds

- $U$ is a torus. Or,
- $U, Z$ are discrete and $U$ is divisible.

Then there exists a continuous function $\varphi : Z \to U$ such that $k(s, t) = \frac{\varphi(st)}{\varphi(s)\varphi(t)}$.

Proof. Without loss of generality we may assume that $k(1, 1) = 1_U$. From equation (B.1) we see that $k(1, t) = k(t, 1) = 1_U$ for all $t \in Z$. The cocycle $k$ induces a multiplication on the set $K = Z \times U$ by $(s, u) \cdot (t, v) = (st, k(s, t)uv)$. Equations (B.1) and (B.2) imply that $K$ is an abelian group. Observe, that we have a short exact sequence \[ 1 \to U \xrightarrow{i} K \xrightarrow{p} Z \to 1 \]
where $i(u) = (1, u)$ and $p(z, u) = z$. By the assumptions in the claim the short exact sequence splits. Therefore, there exists an homomorphism $q : Z \to K$ with $p(q(z)) = z$. Let $\varphi : Z \to U$ be such that $q(z) = (z, \varphi(z))$. Since $q$ is a homomorphism, the claim follows. □

B.2. Polish spaces and group actions. Polish groups and polish spaces (homogeneous spaces in particular) play an important role in this paper. Below we summarize some important results.

We start with the definition of a Borel cross section.
Definition B.3. Let \( K \) be a quotient of a topological group \( G \) and let \( q : G \to K \) be the quotient map. A Borel cross section for \( q \) is a Borel measurable map \( s : K \to G \) satisfying that \( q \circ s : K \to K \) is the identity map.

Theorem B.4 (The open mapping Theorem). [3] Chapter 1] Let \( G \) and \( H \) be Polish groups and let \( p : G \to H \) be a surjective continuous homomorphism. Then \( p \) is open and there exists a Borel cross section \( s : H \to G \) such that \( p \circ s = \text{Id} \).

This theorem leads to the following results about quotient spaces.

Theorem B.5. Let \( G \) be a Polish group and let \( \mathcal{H} \) be a closed normal subgroup of \( G \). Then \( G \) is locally compact (resp. compact) if and only if \( \mathcal{H} \) and \( G/\mathcal{H} \) are locally compact (resp. compact).

Theorem B.6. [12] If \( G \) is a locally compact Polish group which acts transitively on a compact metric space \( X \). Then for any \( x \in X \) the stabilizer \( \Gamma = \{ g \in G : gx = x \} \) is a closed subgroup of \( G \) and \( X \) is homeomorphic to \( G/\Gamma \).

B.3. A computation. We will need the following computation for the Khintchine recurrence.

Proposition B.7. Let \( a, b \in \mathbb{Z} \) be coprime and \( U \) be a compact abelian group. Suppose that \( U \) is a, b, a + b and \( b - a \) is divisible. Then the sets
\[
A = \{(g, gg_1^{a/2}g_2^{a/2}, gg_1^b g_2^{b/2}, gg_1^{a+b} g_2^{(a+b)/2}) : g, g_1, g_2 \in U\}
\]
and
\[
B = \{(u^{a+b}, t \cdot u^{b-a}, t v^{b-a}, v^{a+b}) \in U^4 : u, t, v \in U\}
\]
are equal.

Proof. We first prove that \( A \subseteq B \). To see this fix any \( g, g_1, g_2 \in U \). Let \( s \in U \) be such that \( s^2 = g_1 \). Choose \( u \in U \) such that \( u^{a+b} = g \) and set \( v = u g_1 s^{a+b-1} \) and \( t = gg_1^{a/2}g_2^{a/2} \cdot u^{b-a} \). Clearly, \( v^{a+b} = gg_1^{a+b} g_2^{(a+b)/2} \) and it left to show that
\[
(gg_1^{a/2}g_2^{a/2}, u^{b-a}, v^{b-a}) = gg_1^{a/2}g_2^{a/2}.
\]
We substitute \( v = u g_1 s^{a+b-1} \) above and get
\[
g_1^{b-a} s^{(a+b-1)(b-a)} = g_1^{b-a} g_2^{(a+b-1)(b-a)}.
\]
Since either \( (a + b - 1) \) or \( b - a \) is even, we get that the equality holds.

As for the second inclusion fix any \( u, t, v \in U \). Set \( g = u^{a+b} \) and for every \( g_2 \in U \) choose \( s = s(g_2) \) such that \( s^2 = g_2 \) and set \( g_1 = v u^{-1} s^{1-a-b} \). It is left to find \( g_2 \) such that the following equations hold
\[
\begin{align*}
u^{a+b} \cdot (v u^{-1} s^{1-a-b}) s^{a^2-a} &= t \cdot u^{b-a} \\
u^{a+b} \cdot (v u^{-1} s^{1-a-b}) s^{b^2-b} &= t \cdot v^{b-a}
\end{align*}
\]
Rearranging the equations we get,

$$s^{ab} = t^{-1} \cdot (uv)^a.$$

Since $U$ is $a$ and $b$ divisible, there is a solution for $s$ and we can take $g_2 = s^2$. □
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