A Deep Learning Model for Traffic Flow State Classification Based on Smart Phone Sensor Data
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ABSTRACT

This study proposes a Deep Belief Network model to classify traffic flow states. The model is capable of processing massive, high-density, and noise-contaminated data sets generated from smartphone sensors. The statistical features of Vehicle acceleration, angular acceleration, and GPS speed data, recorded by smartphone software, are analyzed, and then used as input for traffic flow state classification. Data from a five-day experiment is used to train and test the proposed model. A total of 747,856 sets of data are generated and used for both traffic flow states classification and sensitivity analysis of input variables. The result shows that the proposed Deep Belief Network model is superior to traditional machine learning methods in both classification performance and computational efficiency.
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INTRODUCTION
Timely and accurate monitoring of traffic congestion is the foundation of many Intelligent Transportation Systems. It allows government administration to make data-driven decisions and provides real-time traffic information for travelers, lowering system cost and enhance social efficiency. As technologies evolve, vehicle-based driving data can now be collected directly from smartphones. Collecting data from smartphones addresses many limitations of traditional fixed sensors, such as complex installations, high maintenance costs, and insufficient coverages. User penetration has been greatly improved as a result of ubiquitous use of smartphones. This paper is particularly concerned with applying data from smartphones as a means to estimate traffic states. As discussed in Literature Review, a number of earlier efforts have attempted to infer traffic states based on data from Global Positioning System (GPS) traces. However, all of the approaches have relied on information of time-stamped speed data, which may contain large errors due to positioning deviations of the GPS units. For example, when traveling underground or in urban canyons, GPS signals may not be received accurately or may even be completely lost. As a result, GPS data could be incomplete or inaccurate. In addition, using speed solely may in some cases result in traffic analysis complication, such as misclassifications of transportation modes. In practice, misclassifications often happen to fast walking and slow biking, and to buses and cars on a congested road. Therefore, when speed information is not sufficient to distinguish different transportation modes or the GPS signal is lost, there is a need to develop methods that make use of additional data such as those from accelerometer for estimating traffic states.

Additionally, the massive and high-density data collected from smartphone sensor also contains noises. Hence, additional data processing and modeling are required to improve the accuracy of traffic flow state classification. However, traditional machine learning methods have been shown to have limitations in addressing massive noisy data. In contrast, deep learning model has achieved top-tier performance in many classification tasks in recent years. Yet, it has not been used in traffic flow state classification nor with the smartphone sensor data. Hence, the potential of the proposed model will be explored in this research.

This paper first provides a background review concerning the research of mobile devices data and deep learning networks in traffic analyses. Next, the proposed Deep Belief Network (DBN) model for traffic flow states classification is described in details. Smartphone sensor data was collected during a five-day experiment in Chengdu, China. In order to address the low accuracy and weak robustness issues from relying solely on speed, acceleration and angular acceleration data from smartphone sensor, combing GPS speed data, are used as inputs of traffic flow states classification. The classification results are then generated by the proposed DBN model. Finally, the proposed model’s computational capabilities and robustness are discussed and compared with other machine learning models.

LITERATURE REVIEW
Technology based on mobile devices has proven its usefulness in collecting activity-travel diary data. Mobile acquisition devices include GPS dedicated collection equipment, smartphone location and sensing devices (1). Comparing to conventional paper-based or phone-based data collection methods, data collection technology on mobile devices has been argued to reduce respondent and researcher burden. And the accuracy of the data would be better than those of conventional survey methods. Händel et al. analyzed approximately 4500 driving hours of road vehicle traffic data collected during the ten-month long project, i.e., the Berkeley Mobile Millennium Project. And then a framework was presented to deploy a smartphone-based measurement system for road vehicle traffic monitoring and usage-based insurance (2). Herrera presented a field experiment
nicknamed Mobile Century, which was conceived as a proof of concept of a GPS-enabled cell phone based traffic monitoring system (3). Then they proposed and assessed methods to perform traffic state estimation in the presence of data provided by GPS-enabled cell phones. Furthermore, some researches also started to use GPS data obtained from smartphones to derive personal trip data (4). These researches either combined a web-based diary system or Geographic Information System (GIS), to receive additional information of transportation modes and trip purposes (5-7).

Furthermore, accelerometers have been used to identify the type of people’s physical activity, such as walking, running, sitting and relaxing, watching TV, brushing teeth, and climbing (8). Recent research has attempted to combine GPS and accelerometer data to recognize transportation modes (9, 10). For example, Cooper et al. combined accelerometer and GPS data to investigate the transportation modes of children uses to attend school (11). Moreover, a few studies have also attempted to detect transportation modes using accelerometer data from smartphone sensors (12). Researchers also find that the smartphone-based algorithms can accurately detect four distinct patterns (braking, acceleration, left cornering and right cornering) (13). Drivers’ aggressive and risky behavior can be captured by the integrated GPS and accelerometer sensors based on smartphone (14). However, accelerometers record accelerations in three dimensions, which do not directly reflect the differences in transportation modes. Therefore, enhanced algorithms are required to better differentiate between different transportation modes, traffic network congestion classification (9, 15).

In the past decades, many traditional machine learning methods were used in the traffic states classification. However, with a great amount of noisy data from mobile sensor, computing time and calculation accuracy were far from ideal (16). The challenge of predicting traffic flows are the sharp nonlinearities due to transitions between free flow, breakdown, recovery, and congestion. In recent years, Deep Neural Network (DNN) has become a great success in processing massive data. DNN is a type of artificial neural networks (ANN), so it obeys the universal approximation theory. This ensures a neural network has global approximate ability for any nonlinear function if enough hidden units are given. Furthermore, by using a deep structure, DNN overcomes the shortcomings of exponential explosion and insufficient feature learning of traditional ANN such as Multi-layer Perceptron (MLP) (17, 18). Some researchers have explored this approach in several transportation tasks like traffic flow prediction and traffic sign classification. A deep architecture model was applied using autoencoders, and the model built blocks to represent traffic flow features for prediction. The experiments prove that the proposed model for traffic flow prediction has good performance (19). Huang et al. proposed a deep architecture for traffic flow prediction. The model consists of two parts, a deep belief network (DBN) at the bottom and a multi-task regression layer at the top. The results from experiments of traffic flow data sets demonstrate its very good performance to learn traffic flow features (20). Deep learning architectures are proven to capture these nonlinear spatio-temporal effectively (21). So in this research, we decided use a deep belief network (DBN) as an alternative for traffic state classification.

THE MODEL
An illustration of the DBN model is shown in FIGURE 1. It consists of three types of layers. The first is the visible layer that receives the original feature data and acts as the input layer. This input layer is followed by three hidden layers, with 300 neurons in each layer. Input layer and hidden layer 1 forms the first Restricted Boltzmann Machines (RBM), and hidden layer 1 and hidden layer 2 forms the second RBM, and so on. The structure of each RBM is of a two-way full connectivity between two layers. No connection exists
between units of the same layer. In the training process, each hidden layer extracts the last layer’s data features to form a better, although more abstract, distributed representation of input data. The last layer is the output layer that has the exact units associated with the classes.

**FIGURE 1 The structure of the DBN traffic flow states classification model**

RBM can be stacked and trained in a greedy manner to form Deep Belief Networks (DBN). DBN are graphical models which learn to obtain a deep hierarchical training data representation. Typically, all visible units are connected to all hidden units. The weights on the connections and the biases of the individual units define a probability distribution over the binary state vectors $v$ of the visible units via an energy function. The energy of the joint configuration $(v, h)$ is given by Eq. (1).

$$E(v, h; \theta) = -\sum_{i=1}^{V} \sum_{j=1}^{H} w_{ij} v_i h_j - \sum_{i=1}^{V} b_i v_i - \sum_{j=1}^{H} a_j h_j$$  

(1)

Where $\theta = (w, b, a)$, $w_{ij}$ represents the symmetric interaction term between visible unit $i$ and hidden unit $j$ while $b_i$ and $a_j$ are their bias terms. $V$ and $H$ are the numbers of visible and hidden units. The probability that the model assigns to a visible vector $v$ is given in Eq. (2).

$$p(v; \theta) = \frac{\sum_{h} e^{-E(v, h; \theta)}}{\sum_{v,u} \sum_{h} e^{-E(u, h; \theta)}}$$  

(2)
Since there are no hidden-hidden or visible-visible connections, the conditional distributions $p(v|h)$ and $p(h|v)$ are factorial and are given by Eqs. (3) and (4).

$$p(h_j = 1|v; \theta) = \sigma(\sum_{i=1}^{V} w_{ij}v_i + a_j)$$  \hspace{1cm} (3)$$

$$p(v_j = 1|h; \theta) = \sigma(\sum_{j=1}^{H} w_{ji}h_i + b_j)$$  \hspace{1cm} (4)$$

Where $\sigma(x) = (1 + e^{-x})^{-1}$. RBMs have an efficient approximate training procedure called “contrastive divergence” which makes them suitable as building blocks for learning DBN. We repeatedly update each weight, $w_{ij}$, using the difference between two measured, pairwise correlations:

$$\Delta w_{ij} = \{v_i h_j\}_{data} - \{v_i h_j\}_{model}$$  \hspace{1cm} (5)$$

The first term in Eq. (5) is the measured frequency with which visible unit $i$ and hidden unit $j$ are on together when the visible vectors are samples from the training set and the states of the hidden units are determined by Eq. (3). The second term is the measured frequency with which $i$ and $j$ are both on when the visible vectors are “reconstructions” of the data vectors and the states of the hidden units are determined by applying Eq. (5) to the reconstructions. Reconstructions are produced by applying Eq. (5) to the hidden states that are computed from the data when computing the first term of the Eq. (5).

After unsupervised pre-training, a set of labels will be attached to the top to present the classification categories. Then, traditional back propagation (BP) is applied to fine-tune the model. The DBN model is better than BP because BP is merely training a randomly initialized network. The part of BP algorithm in DBN model only needs a local search in the parameter weight space. So comparing to a global space search, the local search is faster with higher accuracy.

**EXPERIMENTAL SETUP AND RESULTS**

**Data collection**

In the data collection experiment, the hardware is a smartphone with motion sensors, placed in a fixed position in a moving vehicle. A smartphone app is used for data acquisition. The data acquisition module utilizes the hardware motion sensors, such as accelerometers, triaxle gyroscopes, and GPS modules to detect real-time motion data such as speed, acceleration and angular acceleration.

In this paper, the 2nd Ring Road in Chengdu is selected as the experimental site due to its access controlled status and good road conditions. The current traffic state is obtained from Variable Message Signs (VMS) based on video data. Traffic congestion status, provided by software GAODE map, is based on GPS floating car data. The results of comparing the above two statuses, obtained at the same time, were found to be relatively consistent. Therefore, this traffic state data was considered reliable to be the output labels for training the classification model. For the sake of simplicity, traffic flow is divided into three states: free flow, steady flow, and congested.
flow. There are eight variables in this experiment: acceleration in three axis directions AX, AY, AZ; angular acceleration in three axis directions GX, GY, GZ; speed; and corresponding traffic flow states.

A total of 747,856 observations were obtained from this five-day long experiment, as shown in FIGURE 2. Each observation contains eight variables of AX, AY, AZ, GX, GY, GZ, speed, and corresponding traffic flow states. 45.15% of the data is in the free flow state, 30.04% of the data is in the steady flow state, and the remaining 24.81% is in the congested flow. The distribution of the data in the three traffic flow states can be considered reasonably balanced.

FIGURE 2 The collected data with corresponding traffic flow states.

The accelerometer in the smartphone is a spring damped oscillator. Its working principle is that the mass block moves in the opposite direction due to inertial force when the smartphone accelerates. A proportional voltage signal is then shown as a result of that. The voltage signal represents the magnitude of the smartphone acceleration. Acceleration data is divided into three variables of AX, AY, and AZ, representing the acceleration value respectively in x-axis, y-axis, and z-axis three directions (FIGURE 3).

The built-in three-axis gyroscope, called a micromechanical gyroscope, is used to measure the angle of change and the direction to be maintained. According to the law of conservation of angular momentum, the angular acceleration of the rotational axis indirectly reflects the external force. GX, GY, and GZ represent the angular acceleration in the three directions in x-axis, y-axis, and z-axis respectively.

The GPS module is integrated in the mobile phone board radio frequency chip module. It can track the trajectory, and also provide time and space with the latitude and longitude coordinates. Speed can then be calculated accordingly.

The software retrieves the data from the accelerometer and the triaxle gyro module at a frequency of 50 Hz. Each data contains time, sensor call records, accelerometers, and three-axis
data, which are all collected by the three-axis gyroscope. In the meantime, the software collects the latitude and longitude of current location, along with current speed of movement every second.

FIGURE 3 Three axis coordinate directions of the three-axis gyroscope.

**Data pre-processing**

The acceleration data (AX, AY, AZ, GX, GY, GZ) and speed data are arranged in chronological order, as shown in FIGURE 4, where light blue indicates that the current traffic is free flow; blue indicates the current traffic is steady flow; and black indicates the current traffic state is congested flow. Comparing to congested flow, data has greater amplitude in free flow as a result of different vehicle speed, i.e., vehicle in free flow travels faster with a more constant speed. The data also shares a similarity with voice signal, as it fluctuates around its mean value.

AX, AY, and AZ represent the amount of acceleration in Gs (where G is one unit of gravity) for that axis respectively. For example, if the smartphone is stationary and placed vertically in portrait orientation, it would have acceleration of (AX: 0, AY: -1, AZ: 0); laying flat on its back on a surface would be (AX: 0, AY: 0, AZ: -1). The smartphone, used in this experiment, is placed on its back on a flat surface in the car.

After combining the calculated boxplot of AX, AY, AZ, GX, GY, GZ, and speed variables (FIGURE 5), most of data are found to be concentrated at and fluctuates around the value of 0. Only variable AZ is concentrated at value of -1. Variable AZ also contains more data anomalies and greater fluctuations.

According to the boxplot, distributions of acceleration and angular acceleration data are alike in all three states. If the data cannot show the statistical features of the moving vehicle, further statistical analysis on the data is required, to ensure the traffic flow state classification accuracy.
FIGURE 4 The time series data of AX, AY, AZ, GX, GY, GZ, and speed
A two-step feature calculation process is followed to extract the hidden information behind each variable data. The first step is to use data from a moving window of \( n_1 \) data points to calculate various new statistical features such as range, standard deviation, mean, quartile, variance, average absolute deviation, skewness, kurtosis, and coefficient of variation. The calculation process moves forward at a step size of \( m_1 \) data points and is repeated until it reaches the end of data stream. In the second step, in order to further extract the data features in different states, we calculate the number of these statistical eigenvalues that are greater than a certain threshold based on the result from the first step. The threshold is taken accordingly from TABLE 1. The methodology of step two is the same as the first step, \( n_2 \) data points are used each time for calculation and it moves forwards at a step size of \( m_2 \) data points, until all of the data are processed.

**FIGURE 5** Boxplot of \( AX, AY, AZ, GX, GY, \) and \( GZ \) data in different traffic flow states.
### TABLE 1 The selected statistical features and thresholds

| Variable Number | Statistical Feature          | Variable | Threshold | Unit |
|-----------------|------------------------------|----------|-----------|------|
| 1               | Standard Deviation           | AX       | 0.41      | g    |
| 2               | Mean                         | speed    | 0.9       | m/s  |
| 3               | Quartile                     | AX       | 0.41      | g    |
| 4               | Quartile                     | AZ       | 0.51      | g    |
| 5               | Variance                     | AZ       | 0.2       | g^2  |
| 6               | Average Absolute Deviation   | AX       | 0.4       | g    |
| 7               | Average Absolute Deviation   | GX       | 0.25      | rad/s|
| 8               | Coefficient of Variation     | AZ       | 0.5       | /    |
| 9               | Range                        | AX       | 0.2       | g    |
| 10              | Range                        | AZ       | 0.2       | g    |
| 11              | Standard Deviation           | AX       | 0.3       | g    |
| 12              | Standard Deviation           | AZ       | 0.2       | g    |
| 13              | Standard Deviation           | GX       | 0.1       | rad/s|
| 14              | Standard Deviation           | GY       | 0.15      | rad/s|
| 15              | Mean                         | speed    | 0.4       | m/s  |
| 16              | Quartile                     | AX       | 0.18      | g    |
| 17              | Quartile                     | AZ       | 0.26      | g    |
| 18              | Variance                     | AX       | 0.08      | g^2  |
| 19              | Variance                     | AZ       | 0.06      | g^2  |
| 20              | Average Absolute Deviation   | AX       | 0.26      | g    |
| 21              | Average Absolute Deviation   | AZ       | 0.25      | g    |
| 22              | Average Absolute Deviation   | GX       | 0.2       | rad/s|
| 23              | Coefficient of Variation     | AZ       | 0.22      | /    |

After the two-step feature calculation and data normalization, we can find that the data in different states are obviously separated from each other, as shown in FIGURE 6. The data label on boxplot’s x-axis corresponds to the variable number from TABLE 1. Comparing with the results from the first step, the mean values gradually decrease from free flow, to steady flow, and to congested flow. However, there is still a lot of noisy data and outliers, implying that it requires the classification model to be robust in dealing with noisy data.
FIGURE 6 Boxplot of statistical variables in different traffic flow states.

Analysis of classification results
We randomly divide the data into ten sets, and select seven sets as the training data and the remaining for testing. The above process is repeated ten times. A fixed value of 30 is set for the unsupervised training iterations in the DBN model. Unsupervised training learning rate is set at 2. Supervised training iteration value is changed accordingly to evaluate the classification errors, as shown in FIGURE 7. The average error of the ten test groups decreases from 9.91% to 3.93% as the supervised training iteration increases from 20 to 200. The average error drops to 2.44% when the iteration reaches 1000. Based on the result, the proposed DBN traffic flow states model demonstrates a powerful learning capability.
As a comparative experiment, we use Support Vector Machine (SVM) method, Discriminant Analysis Classifier method, the Ensemble method with adaptive boosting and decision Tree, and Naive Bayes Classifier algorithm for modeling references. Finally, we also consider the situation that uses only GPS speed data as input variables. Accuracy test of each group are calculated using DBN model, the results are shown in FIGURE 8:

FIGURE 7 Classification error of DBN model with ten test groups.

FIGURE 8 Classification accuracy with DBN model and other machine learning models
The average accuracy of test groups with DBN model is at 90.09%, and its average computing time is 519.734 s. The average accuracy of SVM model is at 84.22%, and its average calculation time is 7040.712 s. DBN model’s average calculation time is only 7.38% of SVM model’s, but the average accuracy is higher by 6.97%. We use some other traditional machine learning algorithms to calculate the same data set, and the result is that the discriminant analysis classifier method has an average accuracy of 68.00%, the Ensembles method 64.71%, and Naive Bayes Classifier method 59.80%. In contrast, the average accuracy of the DBN model increases the accuracy of the three machine learning methods by 32.48% and 39.21% and 50.65%, respectively. As a comparative experiment, we use only the speed variable as input and use DBN model to calculate the classification. Its average accuracy is only at 45.25%. Therefore, using only smartphone GPS speed data is insufficient to achieve highly accurate classification results. It demonstrates that acceleration and angular acceleration variables can provide additional information to describe the traffic flow states, and ultimately improves the state classification significantly.

**Sensitivity analysis**

To evaluate the impact of parameters $m_1, n_1, m_2,$ and $n_2$ on classification accuracy of traffic flow states, we use different values of the four parameters to calculate the classification accuracy of DBN model. The results are shown in FIGURE 9. In the first data feature calculation, the proposed classification method is not sensitive to the parameters $m_1$ and $n_1$. Despite a large range of changes of $m_1$ and $n_1$, the accuracy of the ten experiments remain high. But when parameter $n_1$ reaches a small value, such as 10, some of the test groups showed slightly reduced accuracy. Nevertheless, the accuracy of most groups remains above 88%.

In addition, in the second feature calculation, the model accuracy becomes more sensitive to parameters $m_2$ and $n_2$ with the classification accuracy decreasing as $m_2$ increases and $n_2$ decreases. The reason is that the second calculation has less data but contains more feature information compared to the first calculation. When the number of moving sets is very large or the amount of combined data is very small, feature learning is more likely to be affected due to loss of information. However, in general, the deep learning-based traffic state classification method has stable performance as long as each of the parameters $m_1, n_1, m_2,$ and $n_2$ is assigned with a value within a reasonable range.
CONCLUSIONS AND OUTLOOK

In this paper, we propose a new deep learning based model - Deep Belief Network for automatic classification of traffic flow states based on data from a smartphone. The smartphone data includes time stamped acceleration and angular acceleration rates and GPS speed readings. The former two are introduced to address the low accuracy problem caused by solely relying on GPS speed data. The DBN model is trained and tested using real data collected from a smartphone application and shown to perform exceptionally well in comparison to the traditional machine learning models.

To evaluate the proposed model, we conduct a five-day experiment, yielding a total of 747,856 observations. We find that acceleration data has small variations under different traffic flow states, with small changes in its mean. The same pattern is also found from angular acceleration data. Therefore, to extract the hidden information, we propose additional features that can be derived from the original data, such as range, standard deviation, mean, quartile, and variance. Each feature values above a certain threshold are used as the input variables for traffic flow state classification. The new features along with the original data are used as input to the DBN model. As the number of top level supervised training iterations increases, the classification accuracy of the 10 test groups increases and finally converges at 97.57%. The highest accuracy recorded is 98.26%. In contrast, using the same data sets, the SVM, discriminant analysis classifier method, the ensemble method with adaptive boosting and decision Tree, and Naive Bayes classifier algorithm, yield only accuracies of 84.22%, 68.00%, 64.71% and 59.80%, respectively. The result demonstrates that Deep Belief Network is capable of achieving higher classification accuracy in a shorter period of training time compared to traditional machine learning methods when the data set is relatively big and has a relatively high dimension.

FIGURE 9 Classification accuracy with different parameters $m_1$, $n_1$, $m_2$, and $n_2$.
As a point of outlook, traffic flow states and driver behaviors could also be investigated from smartphone sensor data such as GPS speed, acceleration, and angular acceleration. Such a method can be valuable for expanding the types of the data that are usually collected by conventional traffic data collection systems. As a result, both travelers and government agencies can gain better information about traffic patterns and conditions. Nevertheless, further research should be conducted to test the performance of the deep learning model under a wider range of conditions with larger datasets.
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