High-throughput image-based plant stand count estimation using convolutional neural networks
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Abstract

The landscape of farming and plant breeding is rapidly transforming due to the complex requirements of our world. The explosion of collectible data has started a revolution in agriculture to the point where innovation must occur. To a commercial organization, the accurate and efficient collection of information is necessary to ensure that optimal decisions are made at key points of the breeding cycle. In particular, recent technology has enabled organizations to capture in-field images of crops to record color, shape, chemical properties, and disease susceptibility. However, this new challenge necessitates the need for advanced algorithms to accurately identify phenotypic traits. This work, advanced the current literature by developing an innovative deep learning algorithm, named DeepStand, for image-based counting of corn stands at early phenological stages. The proposed method adopts a truncated VGG-16 network to act as a feature extractor backbone. We then combine multiple feature maps with different dimensions to ensure the network is robust against size variation. Our extensive computational experiments demonstrate that our DeepStand framework accurately identifies corn stands and out-performs other cutting-edge methods.

Introduction

The “phenotyping bottleneck” refers to the phenomenon that the agricultural community is not able to accurately and efficiently collect data on physical properties of crops in field [1]. This bottleneck is oftentimes due to resource limitations such as labor, time, and domain expertise in pathology and genetics, even for large scale farming operations and commercial breeding programs. A combination of systematic scalable technology and phenotyping is often referred to as high-throughput phenotyping (HTP). HTP is common in the commercial sector where resources are abundant due to the capabilities of large organizations to scale and
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Corn is known to be one of the world’s most essential crops due to the number of products that it can create (e.g. flour, bio-fuels) [25]. Additionally, a large percentage of corn is used in production of animal feed, ethanol fuel, and other agricultural products.

To analyze large reserves of images quickly modern analytical tools have been invoked by various crops. Recent literature has seen the combination of planting phenotyping and traditional machine learning techniques (neural networks, support vector machines, random forests, etc.) to count crops, detect color and classify stress in various crops through images [6–9]. These recent literature demonstrates the impact traditional machine learning has on the future of agriculture. However, these methods are not without limitations. Using traditional approaches oftentimes, requires high quality images, constant lighting conditions, and fixed camera distances. These limitations act as a barrier to true HTP due to restricting the flow of information due to physical constraints. With advances in state-of-the-art deep learning techniques, these constraints are no longer binding. Robust models can be constructed to analyze crops in numerous variable conditions. This is seen in the current literature combining deep learning and HTP.

Image-based phenotyping and deep learning can broadly be labeled as an application area of computer vision. Traditional tasks include classifying single images, counting objects, and detecting objects. Common deep learning frameworks using U-Net, CenterNet, and ResNet-50 architectures have been applied to classify various fruits and vegetables from single images [10–14]. Other deep learning models using VGG-16 as a feature extractor and the “You Only Look Once” model have been used to count and detect leaves, sorghum heads, and corn kernels [15–20]. Using novel frameworks to count corn tassels, [21] combined convolutional neural networks (CNNs) and regression into a framework they named TasselNet. Additionally, open-access, high-quality, annotated datasets are being created and released to the public to engage researchers in applying their deep learning knowledge to agriculture [22, 23]. Indeed, these works showcase the promise deep learning has in providing large scale image analysis for HTP. Alone, advanced analytical techniques cannot directly mitigate the data collection process, but considering the end-to-end approach of data collection, data analysis, and scalable deployment, deep learning can efficiently aid this task. We point the interested reader to [24] where they provide a comprehensive review of deep learning in horticulture.

Recognizing the data collection challenges facing modern agriculture, agronomists and researchers have turned to invest their resources into capturing images to be analyzed at a later date. Image-capturing devices like unmanned aerial vehicles, high definition cameras, and, even, cell phone cameras are being used as devices to collect information to be analyzed either live or at a later time [4, 5]. With these new technologies organizations and farmers are no longer bounded by the data collection time-window and now have the ability to manually analyze images at a later time. However, with this new approach comes additional problems such as storing massive amounts of image-based data and a familiar but new challenge—analyzing large scale image databases accurately and efficiently. To advance modern agriculture, new mechanisms should be made publicly available to agronomists that enable real-time decision making. The information contained within these images allows for timely management decision to optimize yield against harmful attack vectors (pests, diseases, drought, etc.).
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The information contained within these images allows for timely management decision to optimize yield against harmful attack vectors (pests, diseases, drought, etc.).
livestock farming to feed pigs, cattle, and cows. The world’s reliance on corn cannot be understated. Aside from the manufacturing aspect, corn has a large impact on the United States’ economy. In 2019, it is estimated that the U.S. corn market contributed approximately $140 billion to its economy. It is evident that the agricultural community and the world must act to ensure the continued optimal production of corn. [26] states that by 2050, the world’s population will be approximately 9 billion. With the increase in population combined with the non-increasing arable land, changes will need to occur so that we can continue to optimize corn yield while utilizing fewer resources. Prior literature evokes deep learning algorithms learning from genetics, environment, and satellite imagery data to predict corn yield. However, these works do not belong to the HTP area since they only act as a way to approximate yield potential throughout the crop’s growing cycle [27, 28].

Our research objective is to accurately identify the number of corn stands from a specific area on the field with an image taken during the early phenological stages (VE to V6) [29]. Roughly these phenological stages refer to the visible leaves on the stem. For instance, VE (emergence) is the first phenological stage where the stem breaks through the soil. V1 is the appearance of the first leaf. V2 is the appearance of the second leaf, and VN is the appearance of the n-th leaf. From a practical perspective, estimating early stand count values allow for the establishment of a planting rate and, ultimately, yield potential. If the proper rate is planted, then farmers/breeders can estimate yield based on product by population. However, if the population is not there i.e. poor germination/ bad planter, then farmers can identify the issue and replant, or at the very least establish what the new yield will be. Having an estimate of yield prior to harvest then allows for key financial decision making tasks such as how much grain to hold, or when to sell. Knowing that the planting density is below its desired threshold enables farmers to decide how they want to best manage their corn to make up for the difference in planting rating (e.g. more fertilizer, more aggressive pesticide control, etc.). Traditionally, farmers perform stand count estimations manually. However, this process is time consuming, labor intensive, and susceptible to human error. Because of this, there is a reluctance to perform a stand count, ultimately, leaving farmers at a net loss for the corn yield. In the end, if there was an efficient, deployable, framework that enabled large scale phenotyping for early stage stand counting, farmers would have additional information to maximize their yield potential and, ultimately, their net profit for each planting season. Utilizing an image-based approach to this problem will allow for the timely estimation of stand counts and as well as a consistent measure for the quality of data.

Due to the need for efficient and effective HTP, this work presents a deep learning algorithm, named DeepStand, to alleviate labor intensive stand counting. The proposed method evokes a truncated VGG-16 network as a feature extractor backbone and combines multiple feature maps with varying scales to create a network robust against scale variation. This approach is similar to common methods in crowd counting where models are used to detect individual people in large crowds. Due to the similarity of these problems, we utilize a point density based approach for detecting the corn stands.

**Methodology**

Image-based corn stand counting is challenging compared to the counting tasks in other fields due to multiple factors, including occlusions, scale variations, and small distance between corn stands. Fig 1 shows the corn stands at different growing stages. This paper offers an innovative deep learning framework, DeepStand, to count the number of corn stands based on a single 180-degree image taken at 4-6 feet above the ground. It is worth noting that as corn progresses through its phenological stages, accurately counting the planting density becomes a difficult
task for a computer due to the amount of overlapping leaves. However, from a pragmatic perspective, stand counting should be performed before V4 to ensure agronomists can act in a timely manner to mitigate any crop issues.

**Network architecture**

Corn stand images usually include high scale variations and occluded corn stands by nearby corn leaves. Because of this, we design our algorithm to robust against these factors. The designed stand counting approach is inspired by architectures used for counting task in other fields such as crowd counting [30] and dense object counting [31].

---

Fig 1. The images show corn stands at vegetative stages V1 to V6. The images include high scale variations, occlusions, and small distance between corn stands especially at stages V4 to V6.

https://doi.org/10.1371/journal.pone.0268762.g001
The architecture of the proposed network is outlined in Fig 2. Given an image as input, the proposed network generates a density map for the corn stands. The summation over the each density map provides the total number of corn stands in each image. DeepStand is a CNN-based density estimation method. We do not use other methods such as detection-based [32, 33] or regression-based [34–36] methods. This is because detection-based approaches such as single shot detection [37] or a detector via a sliding window [38] may not work well when applied to the scenes with occlusion and dense objects. Moreover, training these methods requires a large database of annotated images, which is not available to the public for corn stand counting. Additionally, we do not consider a regression-based approach because they disregard the spatial information in the input image. As such, these approaches do not know how much each image region contributes the final count.

We use a truncated VGG-16 [39] as a feature extraction backbone in our network. The truncated VGG-16 is composed of a fixed kernel size of $3 \times 3$ convolutional layers that extracts discriminative features from input image for further analysis of the network. We use the VGG-16 network backbone in our network mainly because of its good generalization ability to various computer vision applications such as object recognition and identification [40–43]. The truncated VGG-16 network includes all layers of the VGG-16 network with the exception of the fully connected layers and the last max-pooling layer. The truncated VGG-16 shrinks the input images’ resolution to the $1/8$ of its original size. We increase input size of the truncated VGG-16 network from $224 \times 224$ to $300 \times 300$ in our proposed network to learn more fine-grained features and patterns from the input image to improve the performance of our DeepStand model [44].
Our framework combines feature maps from multiple scales of the network. Other vision students have applied similar adaptive scaling architectures [45–47]. We concatenate feature maps with different spatial resolutions, by using zero padding to ensure each of the smaller feature maps have an equivalent dimension to the largest feature map. Finally to ensure that the output of our network produces an image that is the same size as the input, we apply three deconvolutional layers (transposed convolution) [48] with stride of two for upsampling.

Finally, we do a post processing on the predicted density map to visualize a bounding box for each detected corn stand. The post processing includes the following steps: (1) perform thresholding on the approximated density map to ignore negligible areas, (2) find peak coordinates on the density map as the center location of corn stands, (3) draw a bounding box around each corn stand, and (4) remove overlapping bounding boxes by a non-maximum suppression. The above-mentioned post processing has a very low computational cost and does not increase the inference time.

**Loss function**

Let \( I_i \), \( D_i \), \( \Theta \), and \( F(I_i, \Theta) \) denote \( i \)th image, the ground truth density map of the \( i \)th image, network parameters, the predicted density map of the \( i \)th image, and the number of input images, respectively. As such, we define our network loss function as follows:

\[
L(\Theta) = \frac{1}{N} \sum_{i=1}^{N} ||F(I_i, \Theta) - D_i||_2^2
\]

The Euclidean loss measures estimation error at the pixel level and is commonly applied in the computer vision domain [42, 49, 50].

**Experiments and results**

To begin, we explain the dataset, data augmentation techniques, evaluation metrics, and training procedure. Then, we report a numeric comparison between DeepStand with other cutting-edge competing methods. All experiments were conducted with an NVIDIA Tesla V100 SXM2 GPU and Tensorflow [51].

**Data**

**Ground truth density maps generation.** To compute ground truth density maps, we train the network parameters mimicking the process outlined by [30]. Given a single corn stand at pixel location \( x_i \), we define a delta function \( \delta(x - x_i) \). Therefore, given an image with \( M \) annotated corn stands provides the following the ground truth output:

\[
H(x) = \sum_{i=1}^{M} \delta(x - x_i)
\]

Following the ground truth output, we construct the density map \( D(x) \) by convolving a Gaussian kernel with \( H(x) \) with a standard deviation \( \sigma \), where \( k \)-nearest neighboring is used to compute the standard deviation. By taking the sum over the entire density map, we have the total number of corn stands present in the image.

\[
D(x) = \sum_{i=1}^{M} \delta(x - x_i) * G_{\sigma}(x)
\]
Stand count data. This section presents the procedure to prepare sufficient data to train and evaluate our proposed method. Our original dataset includes 394 images of corn stands at growing stages V1 to V6 with a fixed size of 1024 × 768 taken at 4-6 feet above the ground. This includes a total of 6,154 total stands across all images. We used a publicly available tool called LabelMe to annotate all images [52]. That is, the authors manually identified and counted each of the 6,154 corn using the LabelMe annotation tool to be used as our ground truth. The following Table 1 provides the summary of our dataset.

For our training-test split, we used an 80-20 split at random. That is, we designated 20% of the images (80 images) for testing and used the remaining images for training (314 images). We perform data augmentation in the training dataset to generate additional observations to train DeepStand to ensure our method is robust against scale variation. To perform augmentation, we created a multi-scale pyramidal representation for each image in our training set [53]. The multi-scale pyramidal representation of images includes scales ranging from 0.4 to 1.3 with a step-size increment of 0.1, times the original image dimension. Next, 300 × 300 image patches are cropped at random locations followed by randomly flipping and adding Gaussian noise.

Evaluation metrics

We use standard evaluation metrics, Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), mean absolute percentage error (MAPE), and bias to measure the counting performance of the proposed method. Generally, MAE indicate the accuracy of the results and RMSE measures the robustness. MAPE measures the accuracy in terms of error percentage, and bias shows if the model tends to overestimate or underestimate the actual counts. These four metrics are defined as follows:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |C^\text{pred}_i - C^\text{GT}_i| \tag{4}
\]

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (C^\text{pred}_i - C^\text{GT}_i)^2} \tag{5}
\]

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{C^\text{GT}_i - C^\text{pred}_i}{C^\text{GT}_i} \right| \times 100 \tag{6}
\]

\[
Bias = \frac{1}{N} \sum_{i=1}^{N} (C^\text{pred}_i - C^\text{GT}_i) \tag{7}
\]

where \(N\) is the number of test images, \(C^\text{pred}_i\) and \(C^\text{GT}_i\) are the estimated count and the ground truth count corresponding to the \(i\)th test image.
Training hyperparameter

We train our DeepStand network from end-to-end. Our deep learning network parameters are initialized with Xavier initialization \cite{54}. Adam optimizer \cite{55} with learning rate of $3 \times 10^{-4}$ and 24 as our mini-batch size are used to minimize the network loss function from Eq (1). The learning rate is gradually decayed to $2 \times 10^{-6}$ during the training process. The network is trained 80,000 iterations on 93,258 image patches generated following the data augmentation procedure in.

Comparison with state-of-the-art

We implement five state-of-the-art models to evaluate the efficiency of DeepStand. These five models were designed for crowd counting applications. However, due to the density of our corn stands, these approaches are also applicable for our use case. The following benchmark models include:

**CSRNet**: Utilizes a fully convolutional framework that includes a truncated VGG-16 network feature extractor on the front-end with dilated convolutional layers to estimate the density map \cite{43}.

**SaCNN**: Applies a scale-adaptive convolutional neural network to handle scale and perspective change in images. The SaCNN uses a backbone similar to a VGG-16 architecture for feature extraction and then combines feature maps from different layers to ensure robustness to scale variations \cite{56}.

**MSCNN**: Extracts scale-relevant features using a multi-scale CNN network. The MSCNN network consists of multiple Inception-like \cite{57} modules for multi-scale feature extraction \cite{58}.

**CrowdNet**: Uses a multi-column network architecture in two parts. The first is multiple CNN layers and the second is a shallow network to predict density map. The deep CNN has a VGG-like network architecture and the shallow CNN includes three convolutional layers \cite{30}.

**DeepCrowd**: Employs a regression-based method to establish a function from image patches to the total object count. The DeepCrowd network architecture applies a combinations of CNNs and fully connected layers \cite{35}.

Results

This section reports the numerical evaluation results and compares DeepStand with other cutting-edge algorithms for the task of corn stand counting. After having trained all methods, we assessed their prediction accuracy on the independent hold-out dataset which includes 80 images of corn stands from growing stages V1 to V6. Table 2 illustrate the stand counting

| Method       | MAE  | RMSE | MAPE(%) | Bias  |
|--------------|------|------|---------|-------|
| CSRNet \cite{43} | 2.23 | 2.84 | 16.18   | -0.78 |
| SaCNN \cite{56}   | 4.38 | 5.25 | 31.92   | -4.33 |
| MSCNN \cite{58}   | 2.26 | 2.65 | 14.65   | 0.53  |
| CrowdNet \cite{30} | 4.49 | 5.53 | 32.23   | 4.86  |
| DeepCrowd \cite{35} | 2.61 | 3.13 | 17.67   | 0.33  |
| DeepStand (our proposed) | 1.73 | 2.46 | 12.25   | 0.58  |

Table 2. The counting performances of the proposed and comparison methods on the test data.

https://doi.org/10.1371/journal.pone.0268762.t002
performance of DeepStand and comparison methods on the test data with respect to MAE and RMSE evaluation metrics.

Table 2 illustrates that our proposed stand counting method performs competitively to the other methods to varying extents. The MSCNN has a comparable performance with CSRNet demonstrating that they are the more accurate and robust benchmark algorithms. The main reason for the good performance of CSRNet is because of utilizing dilated convolutional layers to perform an estimation of the density maps. The performance of MSCNN can be attributed to the robustness against scale variations by the use of multi-scale features. Using a different approach, we see that the DeepCrowd method outperforms the SaCNN and the CrowdNet algorithm due to its regression framework. We believe DeepStand numerically outperforms other state-of-the-art methods because (1) our proposed method combines feature maps from multiple scales of the network to deal with scale variation, and (2) the use of deconvolution layers for up-sampling the feature maps increases the quality of the predicted density maps.

Even though the counting performance of the CSRnet, MSCNN, DeepCrowd, and SaCNN are respectable, the limitations are apparent when an entire image is used as input as opposed to mini-patches. As a result, an input image should be cropped into distinct partitions and fed to these methods to increase their inference time. Unlike competing algorithms, the inference time of DeepStand and CrowdNet is considerably faster because these two algorithms accept an entire image as input and provides predictions with a single forward path.

Fig 3 visualizes some stand counting results of our proposed method including original image, predicted density map, and the detected corn stands in an image.

In order to see how the growing stages (VE to V6) affect the counting performance of the proposed method, we divide the test data based on the growing stages into three classes of VE-V1, V2-V4, and V5-V6 and report the counting performances of the proposed and comparison methods on these classes. Table 3 summarizes our numerical results. We notice that our proposed method has a consistently low error across all growing stages which indicates the robustness of our proposed method. The results also indicate that the highest counting error of all methods except MSCNN belong to the stage V5-V6 due to the occlusion and background clutter.

Discussion and conclusion

Historically, intensive manual labor, time, and domain expertise were required to accurately record crop phenotypes—referred to as the phenotyping bottleneck. Given the need for efficient scalable crop phenotyping due to resource limitations, organizations have adapted to utilizing image capturing devices. That is, organizations have progressed towards innovative technologies for large scale phenotyping, also known as high-throughput phenotyping. These new mechanisms allow for the analysis and identification of traits through the use of advanced analytical methods. However, there is still work to be performed to maximize efficiency namely through the development of computer vision algorithms to accuracy analyze images.

Our manuscript provides a novel deep learning based algorithm we call DeepStand to count corn stands from images. This architecture adopts a truncated VGG-16 network as a backbone feature extractor and merges multiple feature maps with different scales to make the network robust against scale variation. Finally, DeepStand uses a set of deconvolutional layers as a back-end to up-sample the network output. From extensive experimental results, we illustrate that DeepStand can efficiently and effectively identify and detect corn stands regardless of the image scale and the lighting condition. Further, we implemented five state-of-the-art
competing algorithms and showed that DeepStand is competitive and, in all but three cases, outperforms those models.

Our numerical results provide hope towards the future of modernizing agriculture to enable true high-throughput phenotyping and, ultimately, better enabling agronomists with information to enhance decision making. Indeed, as shown in Table 3, DeepStand provides accurate stand estimates for phenological stages VE-V4, where farmers traditionally desire stand counts. Simply due to the difficulty of overlapping leaves and background clutter at this moment we are not able to construct a model which can handle stages beyond V4. However,

![Fig 3. A visual illustration of the localization of our DeepStand model. The three rows represent the input images, density map estimations, and identified corn stand, respectively. GT and Pred represent the ground truth number of stands and the predicted number of corn stands, respectively. The figure is best viewed in color.](https://doi.org/10.1371/journal.pone.0268762.g003)

| Method       | Growing stage | VE-V1 | V2-V4 | V5-V6 |
|--------------|---------------|-------|-------|-------|
|              | MAE | RMSE | MAPE(%) | Bias | MAE | RMSE | MAPE(%) | Bias | MAE | RMSE | MAPE(%) | Bias |
| CSRNet [43]  | 2.34 | 3.12 | 13.96 | -2.24 | 1.51 | 1.89 | 8.62 | 1.10 | 3.04 | 3.56 | 26.28 | -2.32 |
| SaCNN [56]   | 5.87 | 6.28 | 35.88 | -5.72 | 2.25 | 2.49 | 13.34 | -2.19 | 6.24 | 6.90 | 52.38 | -6.24 |
| MSCNN [58]   | 2.72 | 2.98 | 16.67 | -1.43 | 2.37 | 2.76 | 13.17 | 1.98 | 1.91 | 2.32 | 15.48 | -0.29 |
| CrowdNet [30]| 3.71 | 4.88 | 20.41 | 3.57 | 4.43 | 4.94 | 24.45 | 4.43 | 5.97 | 6.41 | 47.05 | 5.97 |
| DeepCrowd [35]| 3.23 | 3.67 | 20.25 | -2.09 | 2.57 | 2.91 | 14.59 | 2.49 | 2.39 | 3.11 | 20.15 | -1.12 |
| DeepStand (our proposed) | **1.0** | **1.31** | **5.89** | **-0.29** | **1.39** | **1.94** | **7.9** | **0.0** | **2.47** | **3.30** | **20.42** | **1.67** |

https://doi.org/10.1371/journal.pone.0268762.t003
from a practical perspective, this is inessential. With the continued development of computing resources and algorithms, we hope to one day revisit this problem to construct a robust model that will work no matter the growth stage.

Although this work focuses on counting corn stands, a similar approach may be generalized to similar yet different applications such as detecting sorghum heads, counting wheat heads, detecting weeds, identifying planting gaps, etc. The open challenges facing high-throughput phenotyping are vast and require the joint collaboration of machine learning researchers to be able to solve these problems.
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