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Abstract. This paper proposes a safe reinforcement learning algorithm for generation bidding decisions and unit maintenance scheduling in a competitive electricity market environment. In this problem, each unit aims to find a bidding strategy that maximizes its revenue while concurrently retaining its reliability by scheduling preventive maintenance. The maintenance scheduling provides some safety constraints which should be satisfied at all times. Satisfying the critical safety and reliability constraints while the generation units have an incomplete information of each others’ bidding strategy is a challenging problem. Bi-level optimization and reinforcement learning are state of the art approaches for solving this type of problems. However, neither bi-level optimization nor reinforcement learning can handle the challenges of incomplete information and critical safety constraints. To tackle these challenges, we propose the safe deep deterministic policy gradient reinforcement learning algorithm which is based on a combination of reinforcement learning and a predicted safety filter. The case study demonstrates that the proposed approach can achieve a higher profit compared to other state of the art methods while concurrently satisfying the system safety constraints.

1. Introduction

Finding an optimal bidding strategy and maintenance scheduling of generation units in an electricity market would lead to a higher profit and an improved reliability of the entire system. The electricity market creates competition among the units since the profit of each unit depends on the market clearing price which is determined by the system operator (ISO), while the market clearing price is impacted by the bidding strategies of all units [1]. This problem can be categorized as a multi-agent bi-level decision-making problem [2]. The units, which are referred to as agents, are strategic and price-takers. In the first level, the agents decide about their strategies individually. In the second level, the ISO clears the market and obtains the power generation amount for each unit such that the demand of the system can be satisfied in all periods of time [3, 4].

In this competition, the main aim of the unit is to maximize its profit by choosing the best bidding strategy. In addition to this goal, increasing the reliability and safety is another important objective that should be considered by the unit [5]. In order to retain the reliability, the units need to perform preventive maintenance actions that take a defined period of time enabling, thereby, to prolong the lifetime of the units. However, performing maintenance imposes maintenance costs on the units. In this case, the units need to obtain their optimal maintenance scheduling which makes a trade-off between increasing reliability and decreasing the maintenance cost of the system [6, 7]. Hence, in summary, the goal of the unit in the electricity market can be considered as finding the optimal bidding strategies and maintenance schedule which maximizes the system’s profits as well as reliability and minimizes the maintenance cost.

Nash equilibrium (NE) is one typical solution to the competition problem where no unit can increase its profit by changing its strategies while the other units are not changing their strategies [8]. Many papers address the optimal bidding of the electricity market using the game theory approach [9, 10, 1, 11, 12]. In these research studies, increasing reliability and maintenance schedules are, typically, not considered in the objective functions of the units. In fact, finding the NE of this problem is a challenging problem since the
units are neither aware of the bidding of others nor of the market-clearing price of the system. In addition, another challenge is that the electricity demand should be satisfied at all time even when some units are out of operation and are performing maintenance. This imposes some constraints on the maintenance scheduling of units and the NE of the game should satisfy these critical constraints. Hence, the units face the incomplete information game associated with some uncertainties and constraints [2]. This is a challenging problem and needs some coordination among the units [13, 14].

Besides the works that address the bidding strategies of units, many papers address the distributed maintenance scheduling problem [15, 16]. These papers proposed optimization approaches in which the units decide about their maintenance scheduling. To handle the challenges of electricity demand satisfaction, an algorithm based on the coordination and negotiation between ISO and units is proposed in [17, 18]. These papers assume that units send their marginal cost as the bidding price to the ISO. Therefore, obtaining the optimal bidding strategies is not their goal.

All of the above works assume that the units have complete information of the market-clearing price as well as the bidding of their competitors. Thereby, they can solve the optimization problem and reach their NE. It is worth noting that this is a limiting assumption in the real market system.

Reinforcement learning (RL) is a promising tool to handle challenges of incomplete information and system uncertainty [19]. In the case of an electricity market, this incomplete information and uncertainty are due to the unknown information about the actions of other units as well as the market clearing price.

Q-learning is one of the typical RL algorithms which applies look-up tables to find the optimal strategy in each state of the system [20]. However, since a bidding strategy in electricity markets is a continuous action, this method has a high computational time [21]. Deep Q-learning can tackle this challenge by using neural networks as function approximators for obtaining the strategies of the units [22, 23]. Some research studies address the bidding strategies using deep RL algorithm [2, 24, 25]. However, they do not consider maintenance scheduling in addition to the bidding strategies.

As mentioned above, applying maintenance scheduling as one of the aims of the generation units imposes some critical constraints on the system such as electricity demand satisfaction and allocating the time for performing preventive maintenance. These constraints related to system safety and reliability should be satisfied at all time periods. Unfortunately, deep RL cannot ensure that all the system constraints can be satisfied during the training of the units.

One way to solve this issue is to combine a predicted safety filter with a RL algorithm [26]. In the proposed approach, a safety filter is responsible for satisfying system safety constraints and finding strategies which are as close as possible to the RL strategies while also satisfying all the system constraints. In other words, if RL strategies violate some constraints of the system, the predicted safety filter adjusts the decisions of the units to ensure that the constraints are satisfied.

In this paper, we propose to define the joint bidding and maintenance scheduling of generation units in the electricity market system as a safe deep RL problem. The proposed approach is able to satisfy the safety constraints and also handle the challenges of incomplete information due to the unknown bidding strategies of other units. In this approach, the units do not need to know the model and the bidding strategies of other units. They can update their strategies by getting feedback and reward from the electricity market system in each time step of the learning algorithm. In other words, at each time step, the units obtain their strategies and send them to the ISO. Then, they obtain their profit based on the information that they get from ISO, and update their policy. The main contributions of this paper are as follows:

1) We propose to formulate the maintenance scheduling and electricity bidding process of multiple generation units as a bi-level optimization problem. In the first level, the units aim to obtain the strategies which maximize their reward function while satisfying the system safety constraints related to the maintenance scheduling of agents. In the second level, the ISO clears the market and obtains the electricity price
and power generation of each unit such that the total cost of the system is minimized and all the network constraints are satisfied.

2) We develop a multi-agent deep RL using the deterministic policy gradient (DDPG) algorithm to obtain the maintenance scheduling and bidding price such that the reward function of the agents is maximized without considering the safety constraints. This algorithm can handle the high-dimensional continuous action and state space. Moreover, it can tackle the non-stationary and uncertainties of the environment where each unit is not aware of the decisions of other units.

3) We design a predicted safety filter to guarantee that all the safety constraints are satisfied. This filter ensures that during the training as well as testing of the RL algorithm the units can perform maintenance for some specified time intervals. Moreover, this filter provides the conditions which ensure that the load of the system can be satisfied at all times by limiting the number of units that can perform maintenance simultaneously.

4) The proposed methodology can be applied online to the real system since the safety filter makes sure that even during the training of the learning algorithm all the safety and demand constraints can be satisfied. In other words, the agent does not need to learn its strategies offline and we do not need to build a virtual electrical market environment which is associated with many uncertainties.

The rest of the paper is organized as follows. The preliminaries on RL methodology and algorithm are introduced in Section 2. The units’ and ISO’s objective functions are formulated in Section 3. The solution method based on a combination of RL and predicted safety filter is proposed in Section 4. Simulation results of the case study are presented in Section 5. Concluding remarks are made in Section 6.

1.1. Indices and sets

\( \mathcal{N} \): set of units \( \{1, \cdots, N\} \) indexed by \( i \).
\( \mathcal{N}_s \): set of samples \( \{1, \cdots, N_s\} \) indexed by \( j \).
\( T \): set of operational intervals \( \{1, \cdots, T\} \) indexed by \( t \).

1.2. Parameters

\( t \): Number of time period
\( g_{i}^{\text{max}} \): maximum power generation of generation unit \( i \) (MW)
\( g_{i}^{\text{min}} \): minimum power generation of generation unit \( i \) (MW)
\( \lambda_{i,m} \): marginal cost of generation unit \( i \) ($/\text{MW}^2$)
\( k_{i}^{\text{max}} \): maximum bidding of generation unit \( i \)
\( R_{U}^{i}, R_{P}^{i} \): ramp up/down of generation unit \( i \)
\( M \): Maximum number of generation units that can perform maintenance simultaneously
\( H_{i} \): Required duration of preventive maintenance of generation unit \( i \)
\( D_{i} \): Minimum duration of a single maintenance action of generation unit \( i \)
\( c_{i} \): Maintenance cost of unit \( i \)

1.3. Variables

\( g_{i}(t) \): power generation of generation unit \( i \) at time \( t \) (MW)
\( \lambda(t) \): electrical market price at time \( t \) ($/\text{MW}^2$)
\( u_{i}(t) \): maintenance decision of generation unit \( i \) at time \( t \)
\( k_{i}(t) \): bidding decision of generation unit \( i \)
2. Preliminary on RL algorithm

The aim of RL is to maximize the total discounted reward function where the environment can be modeled as a Markov decision process (MDP) [19]. An action-value function is defined as follows:

\[ Q_\pi(s(t), a(t)) = \mathbb{E}_\pi \left[ \sum_{k=0}^{N_T} \gamma^k r(t + k + 1)|s(t), a(t), \pi \right], \]

where \( s(t) \in S \) and \( a(t) \in A \) are the state and the action at time \( t \). The policy is the probability of choosing action \( a \) given state \( s \). The reward and discount factor are expressed by \( r \) and \( \gamma \) where \( \gamma \in [0,1) \). The expected value of the reward over policy \( \pi \) is given by \( \mathbb{E}_\pi[\cdot] \). The aim of the RL algorithm is to find the policy which maximizes the action-value function as follows:

\[ Q^*(s_t, a_t) = \max_\pi Q_\pi(s_t, a_t). \tag{1} \]

The conventional RL methods such as Q-learning can solve the action-value function (2) using a look-up table. In this case, a table is established to store the action-value function values for all possible state-action pairs. One typical way to update a table is to implement the temporal difference method [27] in which the value-action function is updated as follows:

\[ Q^{l+1}_\pi(s(t), a(t)) = r(t) + \gamma \max_{a(t+1)} Q^l_\pi(s(t+1), a(t+1)), \]

where \( l \) is the iteration index.

However, in cases where either the state or action space is continuous, Q-learning faces the “curse of dimensionality” problem. Deep RL is one way to tackle this challenge. In this method, instead of a look-up table, a neural network is trained to estimate the action-value function. This network can create a continuous mapping from the state and action pairs to the action-value function.

3. Problem formulation

In this section, we formulate the optimization problem of generation units and ISO for the electrical market with a uniform price. In the proposed model, the generation units decide about their maintenance scheduling \( u_i \) and bidding strategy \( k_i \) while the ISO obtains the amount of power generation for each unit \( g_i \) and the electrical market price \( \lambda_i \) through the following optimization problems.

3.1. Maintenance model of generation units

In this part, inspired by [18], we model the unit maintenance cost and its corresponding constraints. In the proposed model we assume that unit \( i \) is charged the maintenance cost \( c_i \) at each time while performing maintenance and seeks to find the strategy that minimizes the total maintenance cost. In addition, we assume that during the decision horizon \( T \) unit \( i \) needs to perform maintenance at least for the total duration of \( H_i \). This preventive maintenance activity ensures that the generation unit can retain the system reliability. We assume that \( H_i \) is determined by the safety regulation for each unit which is set based on the generation unit’s data and model. Based on these preventive maintenance activities, we impose the following constraint:

\[ \sum_{t \in T} u_i(t) \geq H_i, \quad \forall i \in \mathcal{N}. \tag{2} \]

In addition, there is another constraint which represents the condition that if the maintenance of each unit starts at time \( t \), it should be completed, which takes \( D_i \) periods of time. We formulate this constraint as follows:

\[ u_i(t) - u_i(t - 1) \leq u_i(t + D_i - 1), \quad \forall t \in T, \forall i \in \mathcal{N}. \tag{3} \]
It is worth to mention that these two constraints, (3.1) and (3.1), imply that for the whole decision horizon of time \( t \in T \), unit \( i \) can perform maintenance several times with an interruption between them, provided that each maintenance action takes \( D_i \) periods of time and the total period of maintenance is larger than the required duration \( H_i \) of preventive maintenance of generation unit \( i \).

In the following, we propose the optimization model of generation units using the above discussion.

3.2. Optimization model of generation units

In this section, we propose the optimization problem in which the goal of the units is to obtain their optimal bidding and maintenance scheduling strategies which maximize their revenue and also satisfy the maintenance constraints (Equations (3.1) and (3.1)). In this optimization problem formulation for clarity reasons and without loss of generality, we assume that each producer has only one generation unit. In addition, we assume that the start up and shut down costs are zero and each unit has a linear marginal cost. The optimization problem is formulated as follows:

\[
\begin{align*}
\max_{k_i, u_i} & \sum_{t \in T} \left( \lambda(t) - \lambda_{i,m} - c_i u_i(t) \right) \\
\text{subject to:} & \\
A_1: & 1 \leq k_i(t) \leq k_{i}^{\text{max}}, \quad \forall t \in T, \\
A_2: & \sum_{t \in T} u_i(t) \geq H_i, \\
A_3: & u_i(t) - u_i(t - 1) \leq u_i(t + D_i - 1), \quad \forall t \in T, \\
A_4: & u_i(t) = \{0, 1\}, \quad \forall t \in T,
\end{align*}
\]

where the first term in the objective function \( \lambda(t) g_i(t) \) expresses the revenue that unit \( i \) obtains by producing and selling the power. The second term \( \lambda_{i,m} g_i(t) \) and the third term \( c_i u_i(t) \) are the marginal and the maintenance costs of unit \( i \). Constraint \( A_1 \) expresses the limit of the strategic bidding variable. In fact, each unit chooses a bidding strategy \( k_i(t) \) and offers \( k_i(t) \lambda_{i,m} \) where \( k_i(t) = 1 \) means that unit \( i \) offers its actual marginal cost and behaves competitively, and \( 1 < k_i(t) \leq k_{i}^{\text{max}} \) means that unit \( i \) behaves strategically. Constraints \( A_2 \) and \( A_3 \) are the maintenance constraints which have been explained in Section 3.1. Constraint \( A_4 \) denotes that the maintenance decision is a binary variable where \( u_i(t) = 1 \) indicates that the unit performs maintenance at time \( t \).

In problem (3.2), the price of the market \( \lambda(t) \) and the power generation of units \( g_i(t) \) are obtained through the ISO optimization problem which is described in the following section.

3.3. ISO optimization model

In this section, we derive the optimization formulation of ISO where the maintenance decision \( u_i \) and bidding strategy \( k_i \) of the units are obtained through Eq. (3.2). ISO optimization aims to minimize the cost of the market while satisfying the load demand of the system. To achieve this aim, we formulate the problem as follows:
\[
\min \sum_{i \in T} \sum_{t \in T} g_i(t) \lambda_{i,m} g_i(t)
\]
subject to:
\[
\begin{align*}
C_1 : & \quad \sum_{i \in N} g_i(t) = d(t), \quad \forall t \in T, \\
C_2 : & \quad (1 - u_i(t)) g_i^{\min} \leq g_i(t) \leq (1 - u_i(t)) g_i^{\max}, \quad \forall i \in N, \forall t \in T, \\
C_3 : & \quad -RU_i(t-1) \leq R_U(t), \quad \forall i \in N, \forall t \in T, \\
C_4 : & \quad g_i(t-1) - R_D i, \quad \forall i \in N, \forall t \in T,
\end{align*}
\]

where the objective function is to minimize the total costs of the units. The clearing price of the system \(\lambda\) is the dual multiplier of Constraint \(C_1\). Constraint \(C_1\) expresses the demand-supply balance constraint. Constraint \(C_2\) denotes the maximum and minimum power that unit \(i\) can produce. In fact, this constraint implies that when the unit is performing maintenance, its production output is zero. Constraints \(C_3\) and \(C_4\) express the ramp up and ramp down constraints of unit \(i\).

In the following section, we explain our proposed methodology to solve problems (3.2) and (3.3).

4. Solution methodology: safe multi-agent deep RL

As we can see from the problem formulation in Section 3, we face a bi-level optimization problem. In this problem, in the upper level, the units aim to maximize their reward by obtaining their optimal bidding strategies and maintenance schedule. Also, the objective function of problem (3.2) depends on the price \(\lambda(t)\) of the market which can be obtained through (3.3). Since the optimization of (3.3) depends on the decision variables of all units, \(\lambda(t)\) is the function of all other units’ decisions. The dependency of \(\lambda(t)\) on all the units’ decision variables makes problem (3.2) a challenging problem. On the one hand, each unit cannot obtain its decision variables without considering the decisions of other units. On the other hand, each unit is not aware of the decisions of other units. Hence, unit \(i\) faces some uncertainty when solving problem (3.2).

To solve these challenges, we propose a algorithm which is a combination of RL and a safety filter. The proposed algorithm comprises two parts. In the first part, the units learn the strategies of other units using RL algorithm. In the second part, all the critical safety constraints (A2, A3) are satisfied using the safety filter. In other words, the RL algorithms is able to find the strategies of the units without considering the safety constraints. Then, the units send their maintenance decisions to the safety filter and the filter obtains the decisions which are close to the decisions of the units while satisfying the safety constraints as well. In the next step, the bidding and maintenance decisions are sent to the ISO and it obtains the price and power generation of the units by clearing the market. Based on this information, the units update their strategies in order to gain more profit. The schematic of this approach is shown in Figure 1.

The formulation of the RL algorithm and the predicted safety filter are explained in the following sections.

4.1. Deep RL using DDPG algorithm

As mentioned above, the RL algorithm aims to obtain the strategies of the agents which consist of maintenance scheduling and bidding algorithm without considering the safety constraints A2-A3 of (3.2). Since the bidding strategy is a continuous action, we apply deep RL using deep deterministic policy gradient (DDPG) algorithm in which the two neural networks are used to obtain on the one hand the value function and on the other hand the policy for each of the units. To implement this algorithm, we need to define the state, the action, and the reward of each agent. Let us define the state of the system at time \(t\) as follows:

\[
s(t) = (\lambda(t-1), d(t-1)),
\]
which consists of the electrical price and the demand of the system at the previous time step. This state can be provided by ISO and describes the system environment. The action of unit $i$ can be defined as follows:

$$a_i(t) = (u_i(t), k_i(t)),$$

where $u_i(t) = \{0, 1\}$ and $1 \leq k_i(t) \leq k_{i_{\text{max}}}$ are the maintenance and bidding strategies of generating unit $i$.

Let us consider the objective function of (3.2), the reward function of unit $i$ at time $t$ can be formulated as:

$$r_i(t) = \lambda(t) - \lambda_i(t) - c_i u_i(t).$$

Equation (4.1) implies that the reward of unit $i$ is the price that it obtains by selling its power to the market subtracting its generation and maintenance cost.

In the following, we explain the details of the DDPG algorithm and how the neural network weights are updated. As mentioned before, this algorithm comprises two neural networks which are estimating the action-value function and the policy of the units. They are also known as actor-critic networks. It should be mentioned that since we have $N$ units and each unit decides about its own strategy individually, we have an individual actor-critic network for each unit. In other words, we have $N$ actor-critic networks in which each unit updates the weights of the corresponding network using the DDPG algorithm. In this algorithm, each agent first obtains its action $a_i(t)$ using the actor-network. In the next step, it executes the action and gets the reward $r_i(t)$ and the new state $s(t+1)$. Then, it stores the tuple $(s(t), s(t+1), a_i(t), r_i(t))$ and uses a mini-batch $(s^j(t), s^j(t+1), a_i^j(t), r_i^j(t))$ to update the actor-critic network weights. In the following, we explain the details of the DDPG algorithm.
**Critic network:** In the DDPG algorithm, for each unit, two critic networks are considered to estimate the action-value functions which are called target and behaviour critic networks. The inputs of the networks are the state \( s(t) \) and the action of the units \( a_i(t) \) which are defined as (4.1) and (4.1), respectively. The output is the associated action-value function \( Q_i(s(t), a_i(t)) \). Let us consider \( \theta'_i \) and \( \theta_i \) as the weights of the target and the behaviour critic networks of unit \( i \), respectively. The loss function for updating the weights of the behaviour critic networks is defined as follows:

\[
L_i(\theta_i) = \frac{1}{N_s} \sum_{j \in N_s} (Q^i_{i,target}(t) - Q_i(s^j(t), a^j_i(t); \theta_i))^2, \quad \forall i \in \mathcal{N},
\]

where the target network \( Q^i_{i,target} \) is calculated as follows:

\[
Q^j_{i,target}(t) = r_i^j(t) + \gamma \max_{a^j_i(t+1)} Q_i(s^j(t+1), a^j_i(t+1), \theta'_i), \quad \forall j \in \mathcal{N}_s,
\]

which in fact is the summation of the current reward \( r_i(t) \) and the discounted value of the maximum action-value at the next time step \( t+1 \) which is obtained by the target network.

During training and updating of the weights of the networks, the target network is updated at a slower speed than the behaviour critic network. This condition helps to stabilize the learning process. The weights of the behaviour network for unit \( i \) are updated as follows:

\[
\theta_i \leftarrow \theta_i - \eta_i \nabla_{\theta_i} L_i(\theta_i),
\]

where \( \eta_i \) is the learning rate of the behaviour network.

The weights of the target critic network for unit \( i \) are updated as follows:

\[
\theta'_i \leftarrow (1 - \tau_i)\theta_i + \tau_i \theta'_i,
\]

where \( \tau_i \) is the learning rate of the target network of unit \( i \).

**Actor network:** The actor network of unit \( i \) is designed to obtain the optimal policy by considering the estimated action-value function, which is defined as:

\[
\pi_i(s(t)) = \arg \max_{a_i(t)} Q_i(s(t), a_i(t)).
\]

The input of the actor network is the current state \( s(t) \) and the output is the action \( a_i(t) \) which maximizes \( Q_i(s(t), a_i(t)) \). Let us define the loss function of the actor network as follows:

\[
L_i(\theta^\mu_i) = -\frac{1}{N_s} \sum_{j \in \mathcal{N}_s} \{(Q_i(s^j(t), a^j_i(t); \theta_i))\}_{a^j_i(t) = \mu_i(s^j(t), \theta^\mu_i)},
\]

where \( \theta^\mu_i \) is the weight of actor network and \( \mu_i(s^j(t), \theta^\mu_i) \) is the policy generated by the network. In fact, the goal of unit \( i \) is to find the policy which maximizes \( Q_i(s(t), a_i(t)) \). Hence, by minimizing the loss function as (4.1) we can obtain the policy that maximizes \( Q_i(s(t), a_i(t)) \).

The weights of the actor network are updated as follows:

\[
\theta^\mu_i \leftarrow \theta^\mu_i - \eta^\mu_i \nabla_{\theta^\mu_i} L(\theta^\mu_i),
\]

where \( \eta^\mu_i \) is the learning rate of the actor network of unit \( i \).

In the same way as for critic network, for the sake of stability, there is also a target actor network whose weights are updated as:

\[
\hat{\theta}^\mu_i \leftarrow (1 - \tau^\mu_i)\theta_i + \tau^\mu_i \theta^\mu_i,
\]

The schematic of the DDPG algorithm for unit \( i \) is depicted in Figure 2.
4.2. Predicted safety filter model

As mentioned above, we aim to formulate the safety filter which obtains a maintenance decision close to the units' original decision while making sure that the updated decision guarantees that all the safety constraints of problem (3.2) are satisfied for the predicted horizon time as well. To achieve this aim, at each instant $t$, the units send their decisions $u_i(t)$ to the predicted safety filter. Then, the predicted safety filter obtains maintenance decisions $u_{f,i}(t)$ which satisfy constraints $A_2, A_3$ for all periods of $t' = \{t, \cdots, T\}$. Moreover, one additional aim is to ensure that while several units perform maintenance simultaneously and are not able to produce any power in that period of time, the load at the network level can still be satisfied. To achieve this goal, we restrict the number of units that can perform maintenance simultaneously. By considering all of these restrictions, we propose to formulate the safety filter optimization as follows:
\[
\min_{u_i} \sum_{i \in \mathcal{N}} \|u_{f,i}(t) - u_i(t)\|^2
\]

\begin{align}
S_1 : & \quad x_{f,i}(t') + 1 = (1 - u_{f,i}(t'))x_{f,i}(t') + (1 - u_{f,i}(t')), \quad t' = \{t, \ldots, T\}, \forall i \in \mathcal{N} \\
S_2 : & \quad x_{f,i}(T) \geq H_i, \forall i \in \mathcal{N} \\
S_3 : & \quad \sum_{i \in \mathcal{N}} u_{f,i}(t') \leq M, \quad t' = \{t, \ldots, T\}, \\
S_4 : & \quad u_{f,i}(t') - u_{f,i}(t' - 1) \leq u_{f,i}(t' + D_i - 1), \quad t' = \{t, \ldots, T\}, \forall i \in \mathcal{N} \\
S_5 : & \quad u_{f,i}(t') = [0, 1], \quad t' = \{t, \ldots, T\}, \forall i \in \mathcal{N}
\end{align}

where \(x_{f,i}(0) = 0\). The objective function implies that if the maintenance decisions of the units \(u_i(t)\) can satisfy all the constraints, the output of the safety filter is the same as the units’ decisions. Constraints \(S_1\) and \(S_2\) are equivalent to constraint \(A_2\) of problem (3.2). In fact, \(x_{f,i}(t')\) measures the duration that the unit performs maintenance which at the end of the decision horizon \(T\) should be longer than \(H_i\). Constraint \(S_3\) ensures that maximum \(M\) units can perform maintenance simultaneously, in which choosing the appropriate value of \(M\) guarantees that at each time instant there is a sufficient number of units in the power grid system that can satisfy the electrical demand of the system. Constraints \(S_4\) and \(S_5\) are the same as \(A_3\) and \(A_4\) which imply that the units need \(D_i\) time for performing a maintenance action and the decision of the predicted safety filter is a binary variable.

Due to the nonlinear constraint \(S_1\), Problem (4.2) is a nonlinear programming problem. Using big-M method, we convert (4.2) to a mixed integer linear programming (MILP) problem. Let us consider \(Z_i(t') = u_{f,i}(t')x_{f,i}(t')\) and add the following constraints to (4.2) as an equivalent of the nonlinear term:

\begin{align}
0 \leq Z_i(t') \leq u_{f,i}(t')M \\
Z_i(t') \geq x_{f,i}(t') - (1 - u_{f,i}(t'))M \\
Z_i(t') \leq x_{f,i}(t') + (1 - u_{f,i}(t'))M,
\end{align}

where \(M\) is a large positive constant [28].

Then, using (4.2), we have the following MILP optimization:

\[
\min_{u_i, Z_i} \sum_{i \in \mathcal{N}} \|u_{f,i}(t) - u_i(t)\|^2
\]

\begin{align}
S_1 : & \quad x_{f,i}(t' + 1) = x_{f,i}(t') - Z_i(t') + (1 - u_{f,i}(t')), \quad t' = \{t, \ldots, T\}, \\
S_2 : & \quad S_{5_i}(4.2).
\end{align}

4.3. Learning algorithm for electricity market bidding and maintenance scheduling

In this section, we summarize the proposed formulation of safe RL in Algorithm 1. This algorithm shows how all units can find their maintenance scheduling and electricity market bidding.

5. Case study evaluation results

In this section, we evaluate the performance of the proposed algorithm on IEEE 30-bus system with 6 generation units [29]. We consider a linear marginal cost for each generation and neglect the ramp up and down of the generating units. The maximum bidding \(k_{\text{max}}\) is considered as being 2 (Constraint \(A_1\) in 3.2). Moreover, to increase the safety of the units, we impose the constraint that each unit should perform maintenance for at least 1 day during 100 days (Constraint \(A_2\) in (3.2)). In addition, the repair duration time of a single maintenance action for all of generating units \(D_i\) is considered to be one day. It means that once they decide to perform maintenance, it should be taken at least one day (Constraint \(A_3\) in (3.2)). We
Algorithm 1 Safe RL algorithm for bidding and maintenance scheduling

1: **Input:** $\gamma, k^\text{max}_i, H_i, D_i, g^\text{min}_i, g^\text{max}_i, R^D_i, \theta_i, \theta_i', \eta_i, \tau_i, \theta_i^\mu, \eta_i^\mu, x_i^\mu, M, N, \forall i \in \mathcal{N}$
2: Initialize the system safety state $x_{f,i}(1) = 0, \forall i \in \mathcal{N}$
3: for $episode = 1, \ldots, \mathcal{M}$ do
4:    Initialize the system state $s(t)$ using (4.1)
5:    $T = \{1 + (episode - 1)T, \ldots, (episode)T\}$
6:    for $t \in T$ do
7:        Obtain the action from the actor network $a_i(t) = \max(\mu_i(s(t), \theta_i^\mu), k^\text{max}_i), 1, \forall i \in \mathcal{N}$
8:        Obtain the maintenance scheduling which satisfies the safety filter $u_{f,i}(t)$ using (4.2)
9:        Obtain the market clearing price $\lambda(t)$ and units’ power generation $g_i(t), \forall i \in \mathcal{N}$, using (3.3)
10:       Observe the next state $s(t+1) = (\lambda(t), d(t))$
11:       Calculate the reward function $r_i(t), \forall i \in \mathcal{N}$, using (4.1)
12:       Store the transition $(s(t), s(t+1), a_i(t), r_i(t)), \forall i \in \mathcal{N}$
13:       Randomly sample $(s^j(t), s^j(t+1), a_i^j(t), r_i^j(t)), \forall i \in \mathcal{N}, \forall j \in \mathcal{N}$
14:       Obtain the target network $Q^t_i(t, \text{target})$, $\forall i \in \mathcal{N}, \forall j \in \mathcal{N}$, using (4.1)
15:       Update the critic networks weights $\theta$, $\forall i \in \mathcal{N}$, using (4.1)
16:       Update the actor networks weights $\theta_i^\mu$, $\forall i \in \mathcal{N}$, using (4.1)
17:       Update the target critic networks weights $\theta_i^\mu$, $\forall i \in \mathcal{N}$, using (4.1)
18: end for
19: end for

![Table 1. Generation units’ parameters](image)

| Generation unit | $\lambda_{i,m}$ [MW] | $g^\text{max}_i$ [MW] | $g^\text{min}_i$ [MW] | $c_i$ [$\$] |
|-----------------|----------------------|-----------------------|-----------------------|----------|
| 1               | 2                    | 80                    | 5                     | 120      |
| 2               | 1.75                 | 80                    | 5                     | 135      |
| 3               | 1                    | 50                    | 5                     | 142      |
| 4               | 3.25                 | 55                    | 5                     | 125      |
| 5               | 3                    | 30                    | 5                     | 175      |
| 6               | 3                    | 40                    | 5                     | 165      |

assume that the maximum number of generating units that can perform maintenance simultaneously $M$ is 2 (Constraint $S_3$ in (4.2)). This limitation makes sure that the load of the system can be satisfied at all periods of time. The other parameters of the generating units are shown in Table 1. The parameters of the network are obtained from [29].

In this case study to implement Algorithm 1, we consider 100 episodes in which each episode consists of 30 days. We set two hidden layers for the actor-critic networks of each generating unit. In each layer, we use the Rectified Linear Unit (ReLU) activation function. The initial value for the weights of neural networks is obtained from $[\lambda_i(t)]$. We obtain the average reward over each episode for all units $(\bar{r}_i(episode) = \frac{(episode)T}{\sum_{t=1}^{(episode)T} r_i(t)}, \forall i \in \mathcal{N}$, $episode = 1, \cdots, \mathcal{M}$). Then We calculate the summation of this average reward over all units $(\sum_{i \in \mathcal{N}} \bar{r}_i(episode))$ and depict it for all episode $(episode = 1, \cdots, \mathcal{M})$ in Figure 3. As we can see in this figure, at the beginning, the average reward is comparably low since the units are not aware of the market price and they are in the 5.1. Generation unit reward

We obtain the average reward over each episode for all units $(\bar{r}_i(episode) = \frac{(episode)T}{\sum_{t=1}^{(episode)T} r_i(t)}, \forall i \in \mathcal{N}$, $episode = 1, \cdots, \mathcal{M}$). Then We calculate the summation of this average reward over all units $(\sum_{i \in \mathcal{N}} \bar{r}_i(episode))$ and depict it for all episode $(episode = 1, \cdots, \mathcal{M})$ in Figure 3. As we can see in this figure, at the beginning, the average reward is comparably low since the units are not aware of the market price and they are in the
training stage. This figure shows that the reward is increasing during training which means that the units can increase their profit by changing their bidding and maintenance strategies. The algorithm converges after about 40 episodes.

The bidding strategies of units $k_i(t), \forall i \in \mathcal{N}$, are shown in Figure 4. This figure shows that the bidding of units converges after about 40 episodes of the algorithm and that the units learn how to change their bidding to improve their profit.

5.2. Maintenance scheduling

The maintenance scheduling of generation units between day 700 until 900 is shown in Figure 6 (we only show a limited time interval to visualize the frequency of maintenance scheduling more clearly). This figure shows that at each time step, the maximum of two generating units can perform maintenance simultaneously. Moreover, each generation performs maintenance at least once during 100 days. This increases the system reliability and safety.

The average maintenance cost per unit for each episode and during the learning algorithm is demonstrated in Figure 6. According to this figure, the maintenance cost is decreasing during the learning algorithm which means that units learn how to find the sub-optimal maintenance scheduling and do not perform maintenance frequently.
5.3. Effect of the safety filter

As mentioned in Section 4, the RL algorithm obtains the units’ strategies without considering the safety constraints. The predicted safety filter is then responsible to satisfy the safety constraints. In the case that we do not consider the safety filter, there is not any guarantee that the units perform maintenance before they fail. For example, during the interval between iteration 700 and 900, the units do not perform maintenance which decreases the system safety. In addition, during training, when units are not aware of the other units’ maintenance decision, did not learn their best strategies, and explore different strategies to learn the behaviour of system, using only RL without the safety filter might result in the case that most of the units may schedule their maintenance simultaneously. In this case, the demand of the system would not be able to be satisfied. Figure 7 shows the time interval where most of the units perform maintenance simultaneously and there is not any guarantee for satisfying the load of the system.

5.4. Performance comparison of different RL algorithms

In this section, we compare the results of Algorithm 1 with the Q-learning algorithm. In Q-learning, the RL algorithm applies a look-up table to update its policy. To obtain the look-up table, the states and actions
of the system should be discretized. Hence, we consider discrete points for price and load as the state and bidding strategy as the action. Figure 8 shows the average profit of the safe DDPG algorithm and the safe Q-learning algorithm. As we can see, the DDPG algorithm converges in fewer episodes than the Q-learning. Moreover, the DDPG algorithm can achieve a higher profit than the Q-learning algorithm. These results can be explained with the fact that in this problem, the state and the actions are continuous. Hence, using a look-up table which approximates the continuous space with some discrete values decreases the performance and accuracy of the algorithm.

6. Conclusions

In this paper, we address the problem of joint bidding and maintenance schedule in the electricity market environment. We propose the safe deep RL algorithm to solve the problem. In the first step of this algorithm, each unit obtains its strategies using deep RL methodology without considering the safety constraints. Then in the second step, the safety filter modifies the units’ decisions to ensure that all the system constraints can be satisfied. The proposed algorithm can handle the challenges of uncertainty and safety constraints. The results on the case study show that during the training, the profit of the units is increasing, while the generation units also perform preventive maintenance. In addition, the results demonstrate that the proposed methodology can achieve a higher profit compared to the Q-learning algorithm.
As future work, one can consider some other sources of uncertainties in the electricity market such as renewable energies. In addition, the proposed algorithm can be applied to a larger system with more generation units by considering additional constraints such as contingency of the network.
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