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Abstract

In this paper, we investigate the convergence speed of the Arimoto algorithm. By analyzing the Taylor expansion of the defining function of the Arimoto algorithm, we will clarify the conditions for the exponential or $1/N$ order convergence and calculate the convergence speed. We show that the convergence speed of the $1/N$ order is evaluated by the derivatives of the Kullback-Leibler divergence with respect to the input probabilities. The analysis for the convergence of the $1/N$ order is new in this paper. Based on the analysis, we will compare the convergence speed of the Arimoto algorithm with the theoretical values obtained in our theorems for several channel matrices.
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1 Introduction

Arimoto [4] proposed a sequential algorithm for calculating the channel capacity $C$ of a discrete memoryless channel. Based on the Bayes probability, the algorithm is given by the alternating minimization between the input probabilities and the reverse channel matrices. For arbitrary channel matrix $\Phi$ the convergence of the Arimoto algorithm is proved and the convergence speed is evaluated. In the worst case, the convergence speed is the $1/N$ order, and if the input distribution $\lambda^*$ that achieves the channel capacity $C$ is in the interior of the set $\Delta(\mathcal{X})$ of input distributions, the convergence is exponential.

In this paper, we first consider the exponential convergence and evaluate the convergence speed. We show that there exist cases of exponential convergence even if $\lambda^*$ is on the boundary of $\Delta(\mathcal{X})$. Moreover, we also consider the convergence of the $1/N$ order, which is not dealt with in the previous studies. Especially, when the input alphabet size $m = 3$, we will analyze the convergence of the $1/N$ order in detail and the convergence speed is evaluated by the derivatives of the Kullback-Leibler divergence with respect to the input probabilities.

As a basic idea for evaluating the convergence speed, we consider that the function $F(\lambda)$ which defines the Arimoto algorithm is a differentiable mapping from $\Delta(\mathcal{X})$ to $\Delta(\mathcal{X})$, and notice that the capacity achieving input distribution $\lambda^*$ is the fixed point of $F(\lambda)$. Then, the convergence speed is evaluated by analyzing the Taylor expansion of $F(\lambda)$ about the fixed point $\lambda = \lambda^*$.
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2 Related works

There have been many related works on the Arimoto algorithm. For example, extension to different types of channels [11], [15], [17], acceleration of the Arimoto algorithm [10], [18], characterization of Arimoto algorithm by divergence geometry [8], [10], [12], etc. If we focus on the analysis for the convergence speed of the Arimoto algorithm, we see in [4],[10],[18] that the eigenvalues of the Jacobian matrix are calculated and the convergence speed is investigated in the case that $\lambda^*$ is in the interior of $\Delta(\mathcal{X})$.

In this paper, we consider the Taylor expansion of the defining function of the Arimoto algorithm. We will calculate not only the Jacobian matrix of the first order term of the Taylor expansion, but also the Hessian matrix of the second order term, and examine the convergence speed of the exponential or $1/N$ order based on the Jacobian and Hessian matrices. Because our approach for the evaluation of the convergence speed is very fundamental, we hope that our results will be applied to all the existing works.

3 Channel matrix and channel capacity

Consider a discrete memoryless channel $X \rightarrow Y$ with the input source $X$ and the output source $Y$. Let $\mathcal{X} = \{x_1, \cdots, x_m\}$ be the input alphabet and $\mathcal{Y} = \{y_1, \cdots, y_n\}$ be the output alphabet.

The conditional probability that the output symbol $y_j$ is received when the input symbol $x_i$ was transmitted is denoted by $P_{ij} = P(Y = y_j|X = x_i)$, $i = 1, \cdots, m, j = 1, \cdots, n$, and the row vector $P^i$ is defined by $P^i = (P_{i1}, \cdots, P_{in})$, $i = 1, \cdots, m$. The channel matrix $\Phi$ is defined by

$$\Phi = \begin{pmatrix} P_{11} & \cdots & P_{1n} \\ \vdots & & \vdots \\ P_{m1} & \cdots & P_{mn} \end{pmatrix}. \quad (1)$$

We assume that for any $j$ ($j = 1, \cdots, n$) there exist at least one $i$ ($i = 1, \cdots, m$) with $P^i_j > 0$. This means that there are no useless output symbols.

The set of input probability distributions on the input alphabet $\mathcal{X}$ is denoted by $\Delta(\mathcal{X}) \equiv \{ \lambda = (\lambda_1, \cdots, \lambda_m)|\lambda_i \geq 0, i = 1, \cdots, m, \sum_{i=1}^m \lambda_i = 1 \}$. The interior of $\Delta(\mathcal{X})$ is denoted by $\Delta(\mathcal{X})^0 \equiv \{ \lambda = (\lambda_1, \cdots, \lambda_m) \in \Delta(\mathcal{X})|\lambda_i > 0, i = 1, \cdots, m \}$. Similarly, the set of output probability distributions on the output alphabet $\mathcal{Y}$ is denoted by $\Delta(\mathcal{Y}) \equiv \{ Q = (Q_1, \cdots, Q_n)|Q_j \geq 0, j = 1, \cdots, n, \sum_{j=1}^n Q_j = 1 \}$.

Let $Q = \lambda \Phi$ be the output distribution for the input distribution $\lambda \in \Delta(\mathcal{X})$, where the representation by components is $Q_j = \sum_{i=1}^m \lambda_i P^i_j$, $j = 1, \cdots, n$, then the mutual information is defined by $I(\lambda, \Phi) = \sum_{i=1}^m \sum_{j=1}^n \lambda_i P^i_j \log P^i_j/Q_j$. The channel capacity $C$ is defined by

$$C = \max_{\lambda \in \Delta(\mathcal{X})} I(\lambda, \Phi). \quad (2)$$

The Kullback-Leibler divergence $D(Q||Q')$ for two output distributions $Q = (Q_1, \cdots, Q_n)$, $Q' = (Q'_1, \cdots, Q'_n) \in \Delta(\mathcal{Y})$ is defined by

$$D(Q||Q') = \sum_{j=1}^n Q_j \log \frac{Q_j}{Q'_j}. \quad (3)$$
The Kullback-Leibler divergence satisfies $D(Q\parallel Q') \geq 0$, and $D(Q\parallel Q') = 0$ if and only if $Q = Q'$ [7].

An important proposition for investigating the convergence speed of the Arimoto algorithm is the Kuhn-Tucker condition on the input distribution $\lambda = \lambda^*$ to achieve the maximum of (2).

**Theorem** (Kuhn-Tucker condition) In the maximization problem (2), a necessary and sufficient condition for the input distribution $\lambda^* = (\lambda_1^*, \cdots, \lambda_m^*) \in \Delta(\mathcal{X})$ to achieve the maximum is that there is a certain constant $\tilde{C}$ with

$$D(P_i\parallel \lambda_i^* \Phi) \begin{cases} = \tilde{C}, & \text{for } i \text{ with } \lambda_i^* > 0, \\ \leq \tilde{C}, & \text{for } i \text{ with } \lambda_i^* = 0. \end{cases}$$

(4)

In (4), $\tilde{C}$ is equal to the channel capacity $C$.

Since this Kuhn-Tucker condition is a necessary and sufficient condition, all the information about the capacity achieving input distribution $\lambda^*$ can be derived from this condition.

4 Arimoto algorithm for calculating channel capacity

4.1 Arimoto algorithm [4]

A sequence of input distributions

$$\{\lambda^N = (\lambda_1^N, \cdots, \lambda_m^N)\}_{N=0,1, \cdots} \subset \Delta(\mathcal{X})$$

is defined by the Arimoto algorithm as follows. First, let $\lambda^0 = (\lambda_1^0, \cdots, \lambda_m^0)$ be an initial distribution taken in $\Delta(\mathcal{X})$, i.e., $\lambda_i^0 > 0$, $i = 1, \cdots, m$. Then, the Arimoto algorithm is given by the following recurrence formula;

$$\lambda_i^{N+1} = \frac{\lambda_i^N \exp D(P_i\parallel \lambda^N \Phi)}{m \sum_{k=1}^m \lambda_k^N \exp D(P_i\parallel \lambda^N \Phi)}, \text{ for } i = 1, \cdots, m, N = 0, 1, \cdots.$$ 

(6)

On the convergence of this Arimoto algorithm, the following results are obtained in Arimoto [4];

By defining

$$C(N + 1, N) \equiv -\sum_{i=1}^m \lambda_i^{N+1} \log \lambda_i^{N+1} + \sum_{i=1}^m \sum_{j=1}^n \lambda_i^{N+1} P_i^j \log \frac{\lambda_i^N P_i^j}{m \sum_{k=1}^m \lambda_k^N P_k^j},$$ 

(7)

they obtained the following theorems;

**Theorem A1**: If the initial input distribution $\lambda^0$ is in $\Delta(\mathcal{X})$, then

$$\lim_{N \to \infty} C(N + 1, N) = C.$$ 

(8)

**Theorem A2**: If $\lambda^0 \in \Delta(\mathcal{X})$, then

$$0 \leq C - C(N + 1, N) \leq \frac{\log m - h(\lambda^0)}{N}.$$ 

(9)
where \( h(\lambda^0) \) is the entropy of \( \lambda^0 \).

**Theorem A3:** If the capacity achieving input distribution \( \lambda^* \) is in \( \Delta(\mathcal{X})^\circ \), then

\[
0 \leq C - C(N + 1, N) < K\theta^N, \quad N = 0, 1, \ldots,
\]

where \( 0 \leq \theta < 1 \) and \( K \) is a constant.

In [4], they consider the Taylor expansion of \( D(\lambda^* \parallel \lambda) \) by \( \lambda \), and the Taylor expansion of \( D(Q^* \parallel Q) \) by \( Q \), however they do not consider the Taylor expansion of the mapping \( F : \Delta(\mathcal{X}) \rightarrow \Delta(\mathcal{X}) \), which will be considered in this paper. Further, in the above Theorem A3, they consider only the case \( \lambda^* \in \Delta(\mathcal{X})^\circ \), where the convergence is exponential.

In Yu [18], they consider the mapping \( F : \Delta(\mathcal{X}) \rightarrow \Delta(\mathcal{X}) \) and the Taylor expansion of \( F(\lambda) \) about \( \lambda = \lambda^* \). They calculate the eigenvalues of the Jacobian matrix \( J(\lambda^*) \), however they do not consider the Hessian matrix. Further, they consider only the case \( \lambda^* \in \Delta(\mathcal{X})^\circ \) as in [4].

### 4.2 Mapping from \( \Delta(\mathcal{X}) \) to \( \Delta(\mathcal{X}) \)

Let \( F_i(\lambda) \) be the defining function of the Arimoto algorithm (6), i.e.,

\[
F_i(\lambda) = \frac{\lambda_i \exp D(P_i \parallel \lambda \Phi)}{\sum_{k=1}^{m} \lambda_k \exp D(P_k \parallel \lambda \Phi)}, \quad i = 1, \ldots, m.
\]

Define \( F(\lambda) = (F_1(\lambda), \ldots, F_m(\lambda)) \), then we can consider that \( F(\lambda) \) is a differentiable mapping from \( \Delta(\mathcal{X}) \) to \( \Delta(\mathcal{X}) \), and (6) is represented by

\[
\lambda^{N+1} = F(\lambda^N).
\]

In this paper, for the analysis of the convergence speed, we assume

\[
\text{rank } \Phi = m.
\]

**Lemma 1** *The capacity achieving input distribution \( \lambda^* \) is unique.*

**Proof:** By Csiszár[7], p.137, eq.(37), for arbitrary \( Q \in \Delta(\mathcal{Y}) \),

\[
\sum_{i=1}^{m} \lambda_i D(P_i \parallel Q) = I(\lambda, \Phi) + D(\lambda \Phi \parallel Q).
\]

By the assumption (13), we see that there exists \( Q^0 \in \Delta(\mathcal{Y}) \) [14] with

\[
D(P^1 \parallel Q^0) = \cdots = D(P^m \parallel Q^0) = C^0.
\]

Substituting \( Q = Q^0 \) into (14), we have \( C^0 = I(\lambda, \Phi) + D(\lambda \Phi \parallel Q^0) \). Because \( C^0 \) is a constant,

\[
\max_{\lambda \in \Delta(\mathcal{X})} I(\lambda, \Phi) \iff \min_{\lambda \in \Delta(\mathcal{X})} D(\lambda \Phi \parallel Q^0).
\]

Define \( V \equiv \{ \lambda \Phi \mid \lambda \in \Delta(\mathcal{X}) \} \), then \( V \) is a closed convex set, thus by Cover [6], p.297, Theorem 12.6.1, \( Q = Q^* \) that achieves \( \min_{Q \in V} D(Q \parallel Q^0) \) exists and is unique. By the assumption (13), the mapping \( \Delta \ni \lambda \mapsto \lambda \Phi \in V \) is one to one, therefore, \( \lambda^* \) with \( Q^* = \lambda^* \Phi \) is unique. \( \blacksquare \)
**Remark 1** Due to the equivalence (16), the Arimoto algorithm can be obtained by Csiszár [8], Chapter 4, “Minimizing information distance from a single measure”, Theorem 5.

**Lemma 2** The capacity achieving input distribution $\lambda^*$ is the fixed point of the mapping $F(\lambda)$ in (12). That is, $\lambda^* = F(\lambda^*)$.

**Proof:** In the Kuhn-Tucker condition (4), let us define $m_1$ as the number of indices $i$ with $\lambda_i^* > 0$, i.e.,

$$\lambda_i^* \begin{cases} > 0, & i = 1, \cdots, m_1, \\ = 0, & i = m_1 + 1, \cdots, m, \end{cases}$$

then

$$D(P_i^i || \lambda^* \Phi) \begin{cases} = C, & i = 1, \cdots, m_1, \\ \leq C, & i = m_1 + 1, \cdots, m. \end{cases}$$

We have

$$\sum_{k=1}^{m} \lambda_k^* \exp D(P^k || \lambda^* \Phi) = \sum_{k=1}^{m_1} \lambda_k^* e^C = e^C,$$

hence by (11), (17), (19),

$$F_i(\lambda^*) = \begin{cases} e^{-C} \lambda_i^* e^C, & i = 1, \cdots, m_1, \\ 0, & i = m_1 + 1, \cdots, m, \end{cases}$$

which shows $F(\lambda^*) = \lambda^*$.

The sequence $\lambda^N$ of the Arimoto algorithm converges to the fixed point $\lambda^*$, i.e.,

$$\lambda^N \rightarrow \lambda^*, \ N \rightarrow \infty.$$  \hspace{1cm} \text{(22)}

We will investigate the convergence speed by using the Taylor expansion of $F(\lambda)$ about $\lambda = \lambda^*$.

**4.3 Type of index**

Now, we classify the indices $i (i = 1, \cdots, m)$ in the Kuhn-Tucker condition (4) in more detail into the following 3 types;

$$D(P^i || \lambda^* \Phi) \begin{cases} = C, & \text{for } i \text{ with } \lambda_i^* > 0 \text{ (type I)}, \\ = C, & \text{for } i \text{ with } \lambda_i^* = 0 \text{ (type II)}, \\ < C, & \text{for } i \text{ with } \lambda_i^* = 0 \text{ (type III)}. \end{cases}$$

Let us define the sets of indices as follows:

all the indices : $\mathcal{I} \equiv \{1, \cdots, m\}$,

\begin{align*}
\text{type I indices} : & \quad \mathcal{I}_I \equiv \{1, \cdots, m_1\}, \\
\text{type II indices} : & \quad \mathcal{I}_{II} \equiv \{m_1 + 1, \cdots, m_1 + m_2\}, \\
\text{type III indices} : & \quad \mathcal{I}_{III} \equiv \{m_1 + m_2 + 1, \cdots, m\}. 
\end{align*}
Figure 1: Positional relation of row vectors $P^1, P^2, P^3$ of $\Phi^{(1)}$ and $Q^*$ in Example 1

$|I| = m$, $|I_I| = m_1$, $|I_{II}| = m_2$, $|I_{III}| = m - m_1 - m_2 \equiv m_3$. We have $I = I_I \cup I_{II} \cup I_{III}$ and $m = m_1 + m_2 + m_3$.

$I_I$ is not empty and $|I_I| = m_1 \geq 2$ for any channel matrix, but $I_{II}$ and $I_{III}$ may be empty for some channel matrix.

4.4 Examples of convergence speed

Let us consider the difference of convergence speed of the Arimoto algorithm depending on the channel matrices.

For many channel matrices $\Phi$, the convergence is exponential, but for some special $\Phi$ the convergence is very slow. Let us consider the following examples taking types I, II, III into account, where the input alphabet size $m = 3$ and the output alphabet size $n = 3$.

**Example 1** (only type I) If only type I indices exist, then $\lambda_i^* > 0$, $i = 1, 2, 3$, hence $Q^* \equiv \lambda^* \Phi$ is in the interior of $\Delta P^1P^2P^3$. As a concrete channel matrix of this example, let us consider

$$\Phi^{(1)} = \begin{pmatrix} 0.800 & 0.100 & 0.100 \\ 0.100 & 0.800 & 0.100 \\ 0.250 & 0.250 & 0.500 \end{pmatrix}.$$ (28)

For this $\Phi^{(1)}$, we have $\lambda^* = (0.431, 0.431, 0.138)$ and $Q^* = (0.422, 0.422, 0.156)$. See Fig.1. The vertices of the large triangle in Fig.1 are the output probability distributions $e^1 = (1, 0, 0)$, $e^2 = (0, 1, 0)$, $e^3 = (0, 0, 1)$. We have $D(P^i\|Q^*) = C$, $i = 1, 2, 3$, then considering the analogy to Euclidean geometry, $\Delta P^1P^2P^3$ can be regarded as an “acute triangle”.

**Example 2** (types I and II) If there are type I and type II indices, we can assume $\lambda_1^* > 0, \lambda_2^* > 0, \lambda_3^* = 0$ without loss of generality, hence $Q^*$ is on the side $P^1P^2$ and $D(P^i\|Q^*) = C$, $i = 1, 2, 3$. 


Figure 2: Positional relation of row vectors $P^1, P^2, P^3$ of $\Phi^{(2)}$ and $Q^*$ in Example 2

As a concrete channel matrix of this example, let us consider

$$
\Phi^{(2)} = \begin{pmatrix}
0.800 & 0.100 & 0.100 \\
0.100 & 0.800 & 0.100 \\
0.300 & 0.300 & 0.400
\end{pmatrix}.
$$

(29)

For this $\Phi^{(2)}$, we have $\lambda^* = (0.500, 0.500, 0.000)$ and $Q^* = (0.450, 0.450, 0.100)$. See Fig.2. Considering the analogy to Euclidean geometry, $\triangle P^1 P^2 P^3$ can be regarded as a “right triangle”.

Example 3 (types I and III) If there are type I and type III indices, we can assume $\lambda^*_1 > 0, \lambda^*_2 > 0, \lambda^*_3 = 0$ without loss of generality, hence $Q^*$ is on the side $P^1 P^2$ and $C = D(P^1 || Q^*) = D(P^2 || Q^*) > D(P^3 || Q^*)$. As a concrete channel matrix of this example, let us consider

$$
\Phi^{(3)} = \begin{pmatrix}
0.800 & 0.100 & 0.100 \\
0.100 & 0.800 & 0.100 \\
0.350 & 0.350 & 0.300
\end{pmatrix}.
$$

(30)

For this $\Phi^{(3)}$, we have $\lambda^* = (0.500, 0.500, 0.000)$ and $Q^* = (0.450, 0.450, 0.100)$. See Fig.3. Considering the analogy to Euclidean geometry, $\triangle P^1 P^2 P^3$ can be regarded as an “obtuse triangle”.

For the above $\Phi^{(1)}, \Phi^{(2)}, \Phi^{(3)}$, Fig.4 shows the state of convergence of $|\lambda^N_1 - \lambda^*_1| \to 0$. By this Figure, we see that in Examples 1 and 3 the convergence is exponential, while in Example 2 the convergence is slower than exponential.

From the above three examples, it is inferred that the Arimoto algorithm converges very slowly when type II index exists, and converges exponentially when type II index does not exist. We will analyze this phenomenon in the following.
5 Taylor expansion of $F(\lambda)$ about $\lambda = \lambda^*$

We will examine the convergence speed of the Arimoto algorithm by the Taylor expansion of $F(\lambda)$ about the fixed point $\lambda = \lambda^*$. Taylor expansion of the function $F(\lambda) = (F_1(\lambda), \cdots, F_m(\lambda))$ about $\lambda = \lambda^*$ is

$$F(\lambda) = F(\lambda^*) + (\lambda - \lambda^*)J(\lambda^*) + \frac{1}{2!}(\lambda - \lambda^*)H(\lambda^*)^t(\lambda - \lambda^*) + o(\|\lambda - \lambda^*\|^2), \quad (31)$$

where $^t\lambda$ denotes the transpose of $\lambda$ and $\|\lambda\|$ denotes the Euclidean norm $\|\lambda\| = (\lambda_1^2 + \cdots + \lambda_m^2)^{1/2}$.

In (31), $J(\lambda^*)$ is the Jacobian matrix at $\lambda = \lambda^*$, i.e.,

$$J(\lambda^*) = \left( \frac{\partial F_i}{\partial \lambda_j} \bigg|_{\lambda = \lambda^*} \right)_{i',i=1,\cdots,m}. \quad (32)$$

We consider in this paper that the input probability distribution $\lambda$ is a row vector, thus the Jacobian matrix $J(\lambda^*)$ is such as

$$J(\lambda^*) = \begin{pmatrix} \frac{\partial F_1}{\partial \lambda_1} \bigg|_{\lambda = \lambda^*} & \cdots & \frac{\partial F_m}{\partial \lambda_1} \bigg|_{\lambda = \lambda^*} \\ \vdots & \ddots & \vdots \\ \frac{\partial F_1}{\partial \lambda_m} \bigg|_{\lambda = \lambda^*} & \cdots & \frac{\partial F_m}{\partial \lambda_m} \bigg|_{\lambda = \lambda^*} \end{pmatrix} \in \mathbb{R}^{m \times m}, \quad (33)$$

i.e., $\frac{\partial F_i}{\partial \lambda_{i'}}|_{\lambda = \lambda^*}$ is the $(i',i)$ component. Note that our $J(\lambda^*)$ is the transpose of a usual Jacobian matrix corresponding to column vector.

Because $\sum_{i=1}^m F_i(\lambda) = 1$ by (11), we have by (33),
Lemma 3 Every row sum of $J(\lambda^*)$ is equal to 0.

In (31), $H(\lambda^*) \equiv (H_1(\lambda^*), \cdots, H_m(\lambda^*))$, where $H_i(\lambda^*)$ is the Hessian matrix of $F_i$ at $\lambda = \lambda^*$, i.e.,

$$H_i(\lambda^*) = \left( \frac{\partial^2 F_i}{\partial \lambda_{i'} \partial \lambda_{i''}} \right)_{i', i'' = 1, \ldots, m} \bigg|_{\lambda = \lambda^*},$$

and $(\lambda - \lambda^*)H(\lambda^*)^i(\lambda - \lambda^*)$ is an abbreviated expression of the $m$ dimensional vector $((\lambda - \lambda^*)H_1(\lambda^*)^i(\lambda - \lambda^*), \cdots, (\lambda - \lambda^*)H_m(\lambda^*)^i(\lambda - \lambda^*))$.

Remark 2 $\lambda_1, \cdots, \lambda_m$ satisfy the constraint $\sum_{i=1}^m \lambda_i = 1$, but in (31), (32), (34) we consider $\lambda_1, \cdots, \lambda_m$ as independent variables to have the Taylor series approximation (31). This approximation is justified as follows. By the Kuhn-Tucker condition (4), $D(P^\prime \| Q^*) \leq C < \infty$, $i = 1, \cdots, m$, hence by the assumption put below (1), we have $Q_j^* > 0, j = 1, \cdots, n$. See [4]. For $\epsilon > 0$, define $Q^*_\epsilon \equiv \{ Q = (Q_1, \cdots, Q_n) \in \mathbb{R}^n \| Q - Q^* \| < \epsilon \}$, i.e., $Q^*_\epsilon$ is an open ball in $\mathbb{R}^n$ centered at $Q^*$ with radius $\epsilon$. Note that $Q \in Q^*_\epsilon$ is free from the constraint $\sum_{j=1}^n Q_j = 1$. Taking $\epsilon > 0$ sufficiently small, we can have $Q_j > 0, j = 1, \cdots, n$, for any $Q \in Q^*_\epsilon$. The function $F(\lambda)$ is defined for $\lambda$ with $(\lambda \Phi)_j > 0, j = 1, \cdots, n$, even if some $\lambda_i < 0$. Therefore, the domain of definition of $F(\lambda)$ can be extended to $\Phi^{-1}(Q^*_\epsilon) \subset \mathbb{R}^m$, where $\Phi^{-1}(Q^*_\epsilon)$ is the inverse image of $Q^*_\epsilon$ by the mapping $\mathbb{R}^m \ni \lambda \rightarrow \lambda \Phi \in \mathbb{R}^n$. $\Phi^{-1}(Q^*_\epsilon)$ is an open neighborhood of $\lambda^*$ in $\mathbb{R}^m$. Then $F(\lambda)$ is a function of $\lambda = (\lambda_1, \cdots, \lambda_m) \in \Phi^{-1}(Q^*_\epsilon)$ as independent variables (free from the constraint $\sum_{i=1}^m \lambda_i = 1$). We can consider (31) to be the Taylor expansion by independent variables $\lambda_1, \cdots, \lambda_m$, then substituting $\lambda \in \Delta(\lambda^*) \cap \Phi^{-1}(Q^*_\epsilon)$ into (31) to obtain the approximation for $F(\lambda)$ about $\lambda = \lambda^*$. 

Figure 4: Comparison of the convergence speed in Examples 1, 2, 3
Now, substituting $\lambda = \lambda^N$ into (31), then by $F(\lambda^*) = \lambda^*$ and $F(\lambda^N) = \lambda^{N+1}$, we have

$$\lambda^{N+1} = \lambda^* + (\lambda^N - \lambda^*) J(\lambda^*) + \frac{1}{2!}(\lambda^N - \lambda^*) H(\lambda^*)^t (\lambda^N - \lambda^*) + o(\|\lambda^N - \lambda^*\|^2).$$ (35)

Then, by putting $\mu^N \equiv \lambda^N - \lambda^*$, (35) becomes

$$\mu^{N+1} = \mu^N J(\lambda^*) + \frac{1}{2!} \mu^N H(\lambda^*)^t \mu^N + o(\|\mu^N\|^2).$$ (36)

By (22), we will investigate the convergence $\mu^N \to 0, N \to \infty$, based on the Taylor expansion (36). Let

$$\mu_i^N \equiv \lambda_i^N - \lambda_i^*, i = 1, \ldots, m,$$ (38)

denote the components of $\mu^N = \lambda^N - \lambda^*$, and write $\mu^N$ by components as $\mu^N = (\mu_1^N, \ldots, \mu_m^N)$, then we have

$$\sum_{i=1}^m \mu_i^N = 0, N = 0, 1, \ldots,$$ (39)

because $\sum_{i=1}^m \lambda_i^N = \sum_{i=1}^m \lambda_i^* = 1$.

### 5.1 Basic analysis for fast and slow convergence

For the investigation of the convergence speed, we consider the following simple case.

Let us define a real sequence $\{\mu_i^N\}_{N=0,1,\ldots} \subset \mathbb{R}$ by the recurrence formula;

$$\mu^{N+1} = \theta \mu^N - \rho (\mu^N)^2, N = 0, 1, \ldots,$$ (40)

$$0 < \theta \leq 1, \rho > 0, 0 < \mu^0 < \theta/\rho.$$ (41)

If $0 < \theta < 1$, then we have $0 < \mu^{N+1} < \theta\mu^N < \cdots < \theta^{N+1}\mu^0$, hence $\mu^N$ decays exponentially.

While, if $\theta = 1$, (40) becomes $\mu^{N+1} = \mu^N - \rho (\mu^N)^2$, $\rho > 0$. This recurrence formula cannot be solved explicitly, however, we see the state of convergence by Fig.5. Because the differential coefficient of the function $y = x - \rho x^2$ at $x = 0$ is 1, the convergence speed is very slow. In fact, this convergence is slower than exponential. From Lemma 7 in section 7 below, we will see that the convergence speed is the $1/N$ order and $\lim_{N \to \infty} N\mu^N = 1/\rho$.

### 5.2 On Jacobian matrix $J(\lambda^*)$

Let us consider the Jacobian matrix $J(\lambda^*)$ for any $m, n$. We are assuming rank $\Phi = m$ in (13), hence $m \leq n$.

We will calculate the components (32) of $J(\lambda^*)$.

Defining

$$D_i \equiv D(P^i \parallel \lambda \Phi), i = 1, \ldots, m,$$ (42)

$$F_i \equiv F_i(\lambda), i = 1, \ldots, m,$$ (43)
we can write (11) as

\[ F_i = \frac{\lambda_i e^{D_i}}{\sum_{k=1}^{m} \lambda_k e^{D_k}}, \quad i = 1, \cdots, m. \] (44)

From (44),

\[ F_i \sum_{k=1}^{m} \lambda_k e^{D_k} = \lambda_i e^{D_i}, \] (45)

then differentiating the both sides of (45) by \( \lambda_i' \), we have

\[ \frac{\partial F_i}{\partial \lambda_i'} \sum_{k=1}^{m} \lambda_k e^{D_k} + F_i \frac{\partial}{\partial \lambda_i'} \sum_{k=1}^{m} \lambda_k e^{D_k} = \delta_{i'i} e^{D_i} + \lambda_i' e^{D_i} \frac{\partial D_i}{\partial \lambda_i'}, \] (46)

where \( \delta_{i'i} \) is the Kronecker delta.

Before substituting \( \lambda = \lambda^* = (\lambda_1^*, \cdots, \lambda_m^*) \) into the both sides of (46), we define the following symbols. Remember that the integer \( m_1 \) was defined in (17). See also (25).

Let us define

\[ Q^* \equiv Q(\lambda^*) = \lambda^* \Phi, \] (47)

\[ Q^*_{ij} \equiv Q(\lambda^*)_{ij} = \sum_{i=1}^{m} \lambda_i^* P_{ij} = \sum_{i=1}^{m_1} \lambda_i^* P_{ij}, \quad j = 1, \cdots, n, \] (48)

\[ D_i^* \equiv D(P_i^\|Q^*), \quad i = 1, \cdots, m, \] (49)

\[ D_{i',i}^* \equiv \frac{\partial D_i}{\partial \lambda_i'} \bigg|_{\lambda=\lambda^*}, \quad i', i = 1, \cdots, m, \] (50)

\[ F_i^* \equiv F_i(\lambda^*), \quad i = 1, \cdots, m. \] (51)
Lemma 4

\[ \sum_{k=1}^{m} \lambda_k e^{D_k} \bigg|_{\lambda=\lambda^*} = e^C, \]  \hspace{1cm} (52)

\[ \frac{\partial D_i}{\partial \lambda_{i'}} = -\sum_{j=1}^{n} \frac{P_{j'}^{i'} P_{j}^{i}}{Q_j}, \ i', i = 1, \ldots, m, \]  \hspace{1cm} (53)

\[ \frac{\partial}{\partial \lambda_{i'}} \sum_{k=1}^{m} \lambda_k e^{D_k} \bigg|_{\lambda=\lambda^*} = e^{D_{i'}^*} - e^C, \ i' = 1, \ldots, m, \]  \hspace{1cm} (54)

\[ F_i^* = \lambda_i^*, \ i = 1, \ldots, m. \]  \hspace{1cm} (55)

**Proof:** We have (52), (53) by simple calculation. See (19). (55) is the result of Lemma 2. (54) is proved as follows;

\[ \frac{\partial}{\partial \lambda_{i'}} \sum_{k=1}^{m} \lambda_k e^{D_k} \bigg|_{\lambda=\lambda^*} = \sum_{k=1}^{m} \left( \delta_{i'k} e^{D_k} + \lambda_k e^{D_k} \frac{\partial D_k}{\partial \lambda_{i'}} \right) \bigg|_{\lambda=\lambda^*} = e^{D_{i'}^*} + \sum_{k=1}^{m} \lambda_k^* e^C \left( -\sum_{j=1}^{n} \frac{P_{j'}^{i'} P_j^i}{Q_j^*} \right) = e^{D_{i'}^*} - e^C \sum_{j=1}^{n} P_{j'}^{i'} Q_j^* \sum_{k=1}^{m} \lambda_k^* P_{j}^{i} = e^{D_{i'}^*} - e^C. \]

Note that \( Q_j^* > 0, j = 1, \cdots, n, \) from Remark 2.

Substituting the results of Lemma 4 into (46), we have

\[ \frac{\partial F_i}{\partial \lambda_{i'}} \bigg|_{\lambda=\lambda^*} = e^C + \lambda_i^* \left( e^{D_{i'}^*} - e^C \right) = \delta_{i' i} e^{D_{i'}^*} + \lambda_i^* e^{D_{i'}^*} D_{i'}^{*}. \]  \hspace{1cm} (56)

Consequently, we have

**Theorem 1**

\[ \frac{\partial F_i}{\partial \lambda_{i'}} \bigg|_{\lambda=\lambda^*} = e^{D_{i'}^* - C} \left( \delta_{i' i} + \lambda_i^* D_{i'}^{*} \right) + \lambda_i^* \left( 1 - e^{D_{i'}^* - C} \right), \ i', i \in \mathcal{I}, \]

\[ = \begin{cases} \delta_{i' i} + \lambda_i^* \left( D_{i'}^{*} + 1 - e^{D_{i'}^* - C} \right), & i', i \in \mathcal{I}_1, \\ \delta_{i' i}, & i', i \in \mathcal{I}_2, \\ e^{D_{i'}^* - C} \delta_{i' i}, & i', i \in \mathcal{I}_3, \end{cases} \]  \hspace{1cm} (57)

where the sets of indices \( \mathcal{I}, \mathcal{I}_1, \mathcal{I}_2, \mathcal{I}_3 \) were defined in (24)-(27). Note that \( D_{i'}^* = C \) for \( i \in \mathcal{I}_1 \cup \mathcal{I}_2 \) and \( \lambda_i^* = 0 \) for \( i \in \mathcal{I}_2 \cup \mathcal{I}_3. \)
5.3 Eigenvalues of Jacobian matrix $J(\lambda^*)$

From (57), we see that the Jacobian matrix $J(\lambda^*)$ is of the form

$$J(\lambda^*) \equiv \begin{pmatrix} J^I & O & O \\ * & J^H & O \\ * & O & J^III \end{pmatrix},$$

(58)

$$J^I \in \mathbb{R}^{m_1 \times m_1},$$

(59)

$$J^H = I \text{ (the identity matrix)} \in \mathbb{R}^{m_2 \times m_2},$$

(60)

$$J^III = \text{diag} \left( e^{D^*_{m_1+m_2+1}-C}, \ldots, e^{D^*_m-C} \right) \in \mathbb{R}^{m_3 \times m_3},$$

(61)

where $D^*_{m_1+m_2+1} < C, \ldots, D^*_m < C$ by type III in (23),

$O$ denotes the zero matrix of appropriate size.

Let \{\theta_1, \cdots, \theta_m\} \equiv \{\theta_i | i \in I\}$ be the set of eigenvalues of $J(\lambda^*)$. By (58), the eigenvalues of $J(\lambda^*)$ are the eigenvalues of $J^I$, $J^H$, $J^III$, hence we can put

- $\{\theta_i | i \in I_I\}$: the set of eigenvalues of $J^I$,
- $\{\theta_i | i \in I_H\}$: the set of eigenvalues of $J^H$,
- $\{\theta_i | i \in I_{III}\}$: the set of eigenvalues of $J^III$.

We will evaluate the eigenvalues of $J^I$, $J^H$ and $J^III$ as follows;

5.3.1 Eigenvalues of $J^I$

Let $J^I_{i'}i$ be the $(i', i)$ component of $J^I$, then by (57),

$$J^I_{i'i} = \delta_{i'i} + \lambda_i^* D^*_{i',i}, \quad i', i \in I_I.$$

(62)

Let $I \in \mathbb{R}^{m_1 \times m_1}$ denote the identity matrix and define $B \equiv I - J^I$. Let $B_{i'i}$ be the $(i', i)$ component of $B$, then from (62),

$$B_{i'i} = -\lambda_i^* D^*_{i',i} = \lambda_i^* \sum_{j=1}^n \frac{P^i_j P^j_{i'}}{Q^*_j}, \quad i', i \in I_I.$$

(63)

(64)

Let \{\beta_i | i \in I_I\} be the set of eigenvalues of $B$, then we have $\theta_i = 1 - \beta_i, i \in I_I$. In order to calculate the eigenvalues of $B$, we will define the following matrices. Similar calculations are performed in [18].

Let us define

$$\Phi_I \equiv \begin{pmatrix} P^1_I \\ \vdots \\ P^{m_1}_I \end{pmatrix} \in \mathbb{R}^{m_1 \times n},$$

(65)

$$\Gamma \equiv (-D^*_{i',i}) = \begin{pmatrix} \sum_{j=1}^n \frac{P^i_j P^{j'}_i}{Q^*_j} \end{pmatrix} \in \mathbb{R}^{m_1 \times m_1},$$

(66)

$$\Lambda \equiv \text{diag} \left( \lambda_1^*, \cdots, \lambda_{m_1}^* \right) \in \mathbb{R}^{m_1 \times m_1},$$

(67)
where (67) is the diagonal matrix with diagonal components $\lambda_1^*, \ldots, \lambda_{m_1}^*$. Furthermore,

$$\sqrt{\Lambda} \equiv \text{diag} \left( \sqrt{\lambda_1^*}, \ldots, \sqrt{\lambda_{m_1}^*} \right) \in \mathbb{R}^{m_1 \times m_1},$$  \hspace{1cm} (68)

$$\Omega \equiv \text{diag} \left( (Q_1^*)^{-1}, \ldots, (Q_n^*)^{-1} \right) \in \mathbb{R}^{n \times n},$$  \hspace{1cm} (69)

$$\sqrt{\Omega} \equiv \text{diag} \left( (Q_1^*)^{-1/2}, \ldots, (Q_n^*)^{-1/2} \right) \in \mathbb{R}^{n \times n}. $$  \hspace{1cm} (70)

Then, we have, by calculation,

$$\sqrt{\Lambda} B \sqrt{\Lambda}^{-1} = \sqrt{\Lambda} \Gamma \sqrt{\Lambda} \hspace{1cm} (71)$$

$$= \sqrt{\Lambda} \Phi_1 \sqrt{\Omega} \Phi_1^t \sqrt{\Lambda} \hspace{1cm} (72)$$

$$= \sqrt{\Lambda} \Phi_1 \sqrt{\Omega} \Phi_1^t \left( \sqrt{\Lambda} \Phi_1 \sqrt{\Omega} \right). \hspace{1cm} (73)$$

From (17), $\sqrt{\Lambda}$ is a regular matrix and from the assumption (13), rank $\Phi_1 = m_1$. Therefore, by $m_1 \leq m \leq n$, we have rank $\sqrt{\Lambda} \Phi_1 \sqrt{\Omega} = m_1$, and thus from (74), $\sqrt{\Lambda} B \sqrt{\Lambda}^{-1}$ is symmetric and positive definite. In particular, all the eigenvalues $\beta_1, \ldots, \beta_{m_1}$ of $B$ are positive. Without loss of generality, let $\beta_1 \geq \cdots \geq \beta_{m_1} > 0$. By (64), every component of $B$ is non-negative and by Lemma 3, every row sum of $B$ is equal to 1, hence by the Perron-Frobenius theorem

$$1 = \beta_1 \geq \beta_2 \geq \cdots \geq \beta_{m_1} > 0. $$  \hspace{1cm} (75)

Because $\theta_i = 1 - \beta_i$, $i \in I_1$, we have

$$0 = \theta_1 \leq \theta_2 \leq \cdots \leq \theta_{m_1} < 1, $$  \hspace{1cm} (76)

therefore,

Theorem 2 The eigenvalues of $J^I$ satisfy

$$0 \leq \theta_i < 1, \ i \in I_1. $$  \hspace{1cm} (77)

5.3.2 Eigenvalues of $J^II$

From (58), (60), we have

Theorem 3 The eigenvalues of $J^II$ satisfy

$$\theta_i = 1, \ i \in I_II. $$  \hspace{1cm} (78)

5.3.3 Eigenvalues of $J^III$

From (58), (61), we have

Theorem 4 The eigenvalues of $J^III$ are $\theta_i = e^{D^*_i - C}$, $D^*_i < C$, $i \in I_III$, hence

$$0 < \theta_i < 1, \ i \in I_III. $$  \hspace{1cm} (79)

Remark 3 From the above consideration, we know that all the eigenvalues of the Jacobian matrix $J(\lambda^*)$ are real.
6 On convergence speed

We obtained in Theorems 2, 3, 4, the evaluation for the eigenvalues of \( J(\lambda^*) \). Let \( \theta_{\text{max}} \equiv \max_{i \in \mathcal{I}} \theta_i \) be the maximum eigenvalue of \( J(\lambda^*) \), then by Theorems 2, 3, 4, we have \( 0 \leq \theta_{\text{max}} < 1 \) if \( \mathcal{I}_{\text{II}} \) is empty and \( \theta_{\text{max}} = 1 \) if \( \mathcal{I}_{\text{II}} \) is not empty. In the following, we will see that \( \lambda^N \to \lambda^* \) or \( \mu^N \to 0 \) is the exponential convergence if \( 0 \leq \theta_{\text{max}} < 1 \), and the \( 1/N \) order convergence if \( \theta_{\text{max}} = 1 \).

6.1 Convergence speed in case of \( 0 \leq \theta_{\text{max}} < 1 \)

**Theorem 5** Suppose that the maximum eigenvalue \( \theta_{\text{max}} \) of the Jacobian matrix \( J(\lambda^*) \) satisfies \( 0 \leq \theta_{\text{max}} < 1 \). Then, for any \( \theta \) with \( \theta_{\text{max}} < \theta < 1 \), there exist \( \delta > 0 \) and \( K > 0 \), such that for arbitrary initial vector \( \lambda^0 \) with \( \|\lambda^0 - \lambda^*\| < \delta \), we have

\[
\|\mu^N\| = \|\lambda^N - \lambda^*\| < K\theta^N, \quad N = 0, 1, \ldots,
\]

i.e., the convergence is exponential, where \( \theta^N \) denotes the \( N \)th power of \( \theta \).

**Proof:** See Appendix A. \( \blacksquare \)

6.2 Convergence speed in case of \( \theta_{\text{max}} = 1 \)

In the case of \( \theta_{\text{max}} = 1 \), Theorem 5 cannot be applied, i.e., the convergence \( \mu^N \to 0 \) is not determined only by the Jacobian matrix, but it is necessary to investigate the Hessian matrix of the second order term of the Taylor expansion.

6.3 On Hessian matrix

In the previous studies, say, [4],[10],[18], the Jacobian matrix is considered but the Hessian matrix is not. Let us calculate the components (34) of the Hessian matrix of the function \( F_i, \ i = 1, \ldots, m, \) at \( \lambda = \lambda^* \). Define \( D_{i,i',i''}^* \equiv \partial^2 D_i/\partial \lambda_{i'} \partial \lambda_{i''}|_{\lambda=\lambda^*} \). We have

**Theorem 6**

\[
\frac{\partial^2 F_i}{\partial \lambda_i \partial \lambda_{i'}}|_{\lambda=\lambda^*} = e^{D_i^*-C} \left[ (1 - e^{D_{i,i'}^*-C} + D_{i,i'}^*)(\delta_{ii'} + \lambda_i^*(1 - e^{D_{i,i'}^*-C})) \right.
\]
\[
+ (1 - e^{D_{i,i'}^*-C} + D_{i,i'}^*)(\delta_{ii'} + \lambda_i^*(1 - e^{D_{i,i'}^*-C}))
\]
\[
+ \lambda_i^* \left. \left( D_{i,i',i'}^* + D_{i,i',i'}^* + D_{i',i',i'}^* - e^{D_{i,i'}^*-C} D_{i,i',i'}^* - e^{D_{i,i'}^*-C} D_{i',i',i'}^* - \sum_{k=1}^{m_1} \lambda_k^* D_{k,i,i'}^* D_{k,i',i''}^* \right) \right],
\]
\[
i, i', i'' \in \mathcal{I}.
\]

Especially, if \( \mathcal{I}_{\text{III}} \) is empty, then for \( i \in \mathcal{I}_{\text{II}} \),

\[
\frac{\partial^2 F_i}{\partial \lambda_i \partial \lambda_{i'}}|_{\lambda=\lambda^*} = \delta_{ii'} D_{i,i'}^* + \delta_{ii''} D_{i',i''}^*, \quad i', i'' \in \mathcal{I},
\]

which is a relatively simple form.

**Proof:** See Appendix B. \( \blacksquare \)
7 Convergence speed in case of $m = 3$ and $n$ is arbitrary

In Theorem 6, the Hessian matrix is very complicated, thus it is difficult to investigate arbitrary channel matrix. Therefore, in this section, we will consider a special case, i.e., $m = 3$ and $n$ is arbitrary. For $m = 3$, without loss of generality, we have the following exhaustive classification.

(i) $\lambda_1^* > 0, \lambda_2^* > 0, \lambda_3^* > 0$,
(ii) $\lambda_1^* > 0, \lambda_2^* > 0, \lambda_3^* = 0, D_3^* = C$,
(iii) $\lambda_1^* > 0, \lambda_2^* > 0, \lambda_3^* = 0, D_3^* < C$.

(i) is the case of “acute triangle” in Example 1. We have $\mathcal{I}_1 = \mathcal{I}, \mathcal{I}_2 = \mathcal{I}_3 = \emptyset$, thus by (58), (59),

$$J(\lambda^*) = J^I. \quad (83)$$

By Theorem 2, we have $0 \leq \theta_{\text{max}} < 1$ then, by Theorem 5 the convergence $\mu^N \to 0$ is exponential.

Skipping (ii), let us consider (iii) first. (iii) is the case of “obtuse triangle” in Example 3. We have $\mathcal{I}_1 = \{1, 2\}, \mathcal{I}_2 = \emptyset, \mathcal{I}_3 = \{3\}$, thus by (58), (61),

$$J(\lambda^*) = \begin{pmatrix} J^I & O \\ * & J^I \end{pmatrix}, \quad (84)$$
$$J^I \in \mathbb{R}^{2 \times 2}, \quad (85)$$
$$J^I = e^{D_3^* - C}, 0 < J^I < 1. \quad (86)$$

By Theorems 2, 4, we have $0 < \theta_{\text{max}} < 1$, then by Theorem 5, the convergence $\mu^N \to 0$ is exponential.

The rest is (ii), which is the case of “right triangle” in Example 2. In this case, we have $\mathcal{I}_1 = \{1, 2\}, \mathcal{I}_2 = \{3\}, \mathcal{I}_3 = \emptyset$, thus by (58), (60),

$$J(\lambda^*) = \begin{pmatrix} J^I & O \\ * & J^I \end{pmatrix}, \quad (87)$$
$$J^I \in \mathbb{R}^{2 \times 2}, \quad (88)$$
$$J^I = 1. \quad (89)$$

By Theorems 2, 3, $\theta_{\text{max}} = 1$, thus we cannot apply Theorem 5. For the analysis of the convergence speed, we will investigate the Hessian matrix in the second order term of the Taylor expansion.

7.1 Convergence of $1/N$ order

We will investigate the convergence speed of $\mu^N \to 0$ in the case (ii) above and prove that it is the convergence of the $1/N$ order.
By (57) in Theorem 1 and (82) in Theorem 6, we have $J(\lambda^*)$ and $H_3(\lambda^*)$ as

$$J(\lambda^*) = \begin{pmatrix} 1 + \lambda_1^* D_{1,1}^* & \lambda_2^* D_{1,2}^* & 0 \\ \lambda_1^* D_{1,2}^* & 1 + \lambda_2^* D_{2,2}^* & 0 \\ \lambda_1^* D_{1,3}^* & \lambda_2^* D_{2,3}^* & 1 \end{pmatrix}, \quad (90)$$

$$H_3(\lambda^*) = \begin{pmatrix} 0 & 0 & D_{1,3}^* \\ 0 & 0 & D_{2,3}^* \\ D_{1,3}^* & D_{2,3}^* & 2D_{3,3}^* \end{pmatrix}. \quad (91)$$

$H_1(\lambda^*)$ and $H_2(\lambda^*)$ do not affect directly on the convergence speed.

Now, we show some properties of

$$D_{i',i}^* = -\sum_{j=1}^{n} \frac{P_{j'}^i P_{j}^i}{Q_j^i}, \quad i', i = 1, 2, 3, \quad (92)$$

defined by (50), (53). We have

$$D_{i',i}^* = D_{i,i'}, \quad i', i = 1, 2, 3, \quad (93)$$

$$D_{i',i}^* \leq 0, \quad i', i = 1, 2, 3, \quad (94)$$

$$\lambda_1^* D_{i,1}^* + \lambda_2^* D_{i,2}^* = -\sum_{j=1}^{n} \sum_{i'=1}^{2} \frac{\lambda_{i'}^* P_{j'}^i}{Q_j^i} \quad (95)$$

Let us consider the first order term

$$\mu^{N+1} = \mu^N J(\lambda^*) \quad (96)$$

of the Taylor expansion (36). See also (38), (39). The representation by components of (96) is

$$(\mu_1^{N+1}, \mu_2^{N+1}, \mu_3^{N+1}) = (\mu_1^N, \mu_2^N, \mu_3^N) \begin{pmatrix} 1 + \lambda_1^* D_{1,1}^* & \lambda_2^* D_{1,2}^* & 0 \\ \lambda_1^* D_{1,2}^* & 1 + \lambda_2^* D_{2,2}^* & 0 \\ \lambda_1^* D_{1,3}^* & \lambda_2^* D_{2,3}^* & 1 \end{pmatrix}. \quad (97)$$

Then, by calculation

$$\mu_1^{N+1} = (1 + \lambda_1^* D_{1,1}^*)\mu_1^N + \lambda_1^* D_{1,2}^* \mu_2^N + \lambda_1^* D_{1,3}^* \mu_3^N, \quad (98)$$

$$\mu_2^{N+1} = \lambda_2^* D_{1,2}^* \mu_1^N + (1 + \lambda_2^* D_{2,2}^*) \mu_2^N + \lambda_2^* D_{2,3}^* \mu_3^N, \quad (99)$$

$$\mu_3^{N+1} = \mu_3^N. \quad (100)$$

Substituting $\mu_3^{N} = -\mu_1^N - \mu_2^N$ into (98), (99),

$$\mu_1^{N+1} = (1 + \lambda_1^* D_{1,1}^* - \lambda_1^* D_{1,3}^*)\mu_1^N + (\lambda_1^* D_{1,2}^* - \lambda_1^* D_{1,3}^*)\mu_2^N, \quad (101)$$

$$\mu_2^{N+1} = (\lambda_2^* D_{1,2}^* - \lambda_2^* D_{2,3}^*)\mu_1^N + (1 + \lambda_2^* D_{2,2}^* - \lambda_2^* D_{2,3}^*)\mu_2^N. \quad (102)$$

By defining

$$\tilde{\mu}^N \equiv (\mu_1^N, \mu_2^N), \quad (103)$$

$$\tilde{J}(\lambda^*) \equiv \begin{pmatrix} 1 + \lambda_1^* D_{1,1}^* - \lambda_1^* D_{1,3}^* & \lambda_2^* D_{1,2}^* - \lambda_2^* D_{2,3}^* \\ \lambda_1^* D_{1,2}^* - \lambda_1^* D_{1,3}^* & 1 + \lambda_2^* D_{2,2}^* - \lambda_2^* D_{2,3}^* \end{pmatrix}, \quad (104)$$

Theorem 1
(101) and (102) become

\[ \hat{\mu}^{N+1} = \hat{\mu}^N \hat{J}(\lambda^*) . \] \hspace{1cm} (105)

Let us calculate the eigenvalues and right eigenvectors of \( \hat{J}(\lambda^*) \). In the following calculation, (95) is often used. The characteristic polynomial \( \varphi_{\hat{J}(\lambda^*)}(\eta) \equiv \det \left( \hat{J}(\lambda^*) - \eta I \right) \) of \( \hat{J}(\lambda^*) \) is

\[ \varphi_{\hat{J}(\lambda^*)}(\eta) = \det \begin{pmatrix} 1 + \lambda_1^* D_{1,1} - \lambda_1^* D_{1,3} - \eta & \lambda_2^* D_{1,2} - \lambda_2^* D_{2,3} \\ \lambda_1^* D_{1,2} - \lambda_1^* D_{1,3} & 1 + \lambda_2^* D_{2,2} - \lambda_2^* D_{2,3} - \eta \end{pmatrix} \]

(Add the 2nd column to the 1st column to have)

\[ = \det \begin{pmatrix} 1 - \eta & \lambda_2^* D_{1,2} - \lambda_2^* D_{2,3} \\ 1 - \eta & 1 + \lambda_2^* D_{2,2} - \lambda_2^* D_{2,3} - \eta \end{pmatrix} \]

(Add \((-1)\) \times the 1st row to the 2nd row to have)

\[ = \det \begin{pmatrix} 1 - \eta & \lambda_2^* D_{1,2} - \lambda_2^* D_{2,3} \\ 0 & 1 + \lambda_2^* D_{2,2} - \lambda_2^* D_{2,3} - \eta \end{pmatrix} \]

\[ = \det \begin{pmatrix} 1 - \eta & \lambda_2^* D_{1,2} - \lambda_2^* D_{2,3} \\ 0 & -D_{1,2} - \eta \end{pmatrix} \]

\[ = (\eta + D_{1,2}^*)(\eta - 1) . \]

Thus, the eigenvalues of \( \hat{J}(\lambda^*) \) are \( \eta_1 \equiv -D_{1,2}^* \) and \( \eta_2 \equiv 1 \).

**Lemma 5** \( 0 \leq \eta_1 < 1 \).

**Proof:** First, \( \eta_1 \geq 0 \) by (94). Next, if \( -D_{1,2}^* < -D_{2,2}^* \), then by (95), \( 1 = \lambda_1^*(-D_{1,2}^*) + \lambda_2^*(-D_{2,2}^*) > \lambda_1^*(-D_{1,2}^*) + \lambda_2^*(-D_{1,2}^*) = -D_{1,2}^* \), which proves \( \eta_1 = -D_{1,2}^* < 1 \). Thus, we will prove \(-D_{1,2}^* < -D_{2,2}^* \). This inequality is equivalent to

\[ \sum_{j=1}^{n} \frac{(P_j^2)^2}{Q_j} > \sum_{j=1}^{n} \frac{P_j^1 P_j^2}{Q_j^*} \]

\hspace{1cm} (106)

by (50), (53). We will prove (106).

Let \( R^t \) be a point on the line segment \( P^1 P^2 \) moving from \( P^2 \) to \( P^1 \), i.e.,

\[ R^t \equiv (1-t)P^2 + tP^1, \ 0 \leq t \leq 1, \]

\hspace{1cm} (107)

see Fig.6. Write \( R^t \) by components as \( R^t = (R^t_1, \ldots, R^t_n) \). Define a function \( g(t) \) by

\[ g(t) \equiv D(P^2\|R^t) = \sum_{j=1}^{n} P_j^2 \log \frac{P_j^2}{R_j^t} . \]

Then,

\[ g'(t) = \sum_{j=1}^{n} \frac{(P_j^2)^2}{R_j} - \sum_{j=1}^{n} \frac{P_j^1 P_j^2}{R_j^t} , \]

\hspace{1cm} (109)
and
\[ g''(t) = \sum_{j=1}^{n} P_j^2 \frac{(P_j^2 - P_j^1)^2}{(R^t_j)} > 0. \] (110)

From (109) and \( R^0 = P^2 \), \( g'(0) = 0 \). From (110), \( g'(t) \) is monotonically increasing, thus \( g'(t) > g'(0) = 0, 0 < t \leq 1 \). Since \( R^\lambda_1 = \lambda^* P^2 + \lambda^*_1 P^1 = Q^* \), substituting \( t = \lambda^*_1 \) into (109), we obtain
\[ 0 < g'(\lambda^*_1) = \sum_{j=1}^{n} \frac{(P_j^2)^2}{Q_j^*} - \sum_{j=1}^{n} \frac{P_j^1 P_j^2}{Q_j^*}, \] (111)
which proves (106).

Next, we will calculate a right eigenvector \( \mathbf{a} = (a_1, a_2) \) of \( \hat{J}(\lambda^*) \) for the eigenvalue \( \eta_1 = -D^*_1 \). The equation
\[ \hat{J}(\lambda^*) \mathbf{a} = \eta_1 \mathbf{a} \] (112)
is written by components as
\[ \begin{pmatrix} 1 + \lambda^*_1 D^*_{1,1} - \lambda^*_1 D^*_{1,3} & \lambda^*_2 D^*_{1,2} - \lambda^*_2 D^*_{2,3} \\ \lambda^*_1 D^*_{1,2} - \lambda^*_1 D^*_{1,3} & 1 + \lambda^*_2 D^*_{2,2} - \lambda^*_2 D^*_{2,3} \end{pmatrix} \begin{pmatrix} a_1 \\ a_2 \end{pmatrix} = -D^*_1 \begin{pmatrix} a_1 \\ a_2 \end{pmatrix}. \] (113)

From (113), (93), (95), we have, by calculation
\[ \lambda^*_1 (D^*_{1,2} - D^*_{1,3}) a_1 + \lambda^*_2 (D^*_{1,2} - D^*_{2,3}) a_2 = 0. \] (114)

By defining
\[ \tau_1 \equiv \lambda^*_1 (D^*_{1,2} - D^*_{1,3}), \quad \tau_2 \equiv \lambda^*_2 (D^*_{1,2} - D^*_{2,3}), \] (115)
(114) is written as
\[ \tau_1 a_1 + \tau_2 a_2 = 0. \] (116)
Now, by (95) and Lemma 5, we have
\[ \tau_1 + \tau_2 = 1 + D_{1,2}^* > 0. \] (117)
We notice that \( a_1 \neq a_2 \). In fact, if \( a_1 = a_2 \), we have \( a_1 = a_2 \neq 0 \) because \( a \) is an eigenvector, then (116) and (117) contradict each other. Hence, we can impose
\[ a_1 - a_2 = 1 \] (118)
as a normalizing condition of the eigenvector. By solving (116) and (118), we have
\[ a_1 = \frac{\tau_2}{\tau_1 + \tau_2} = \frac{\lambda_2^*(D_{1,2}^* - D_{2,3}^*)}{1 + D_{1,2}^*}, \] (119)
\[ a_2 = -\frac{\tau_1}{\tau_1 + \tau_2} = -\frac{\lambda_1^*(D_{1,2}^* - D_{1,3}^*)}{1 + D_{1,2}^*}. \] (120)
Multiplying the both sides of (105) by \( a \) from the right, we have
\[ \hat{\mu}^{N+1} a = \hat{\mu}^N J(\lambda^*) a 
= \eta_1 \hat{\mu}^N a 
= \cdots 
= (\eta_1)^{N+1} \hat{\mu}^0 a. \] (121)
Putting \( K \equiv \hat{\mu}^0 a \), we have
\[ \hat{\mu}^N a = K (\eta_1)^N, \] (122)
and by components
\[ a_1 \mu_1^N + a_2 \mu_2^N = K (\eta_1)^N. \] (123)
Then, from (123) and \( \mu_1^N + \mu_2^N = -\mu_3^N \), we have
\[ \mu_1^N = a_2 \mu_3^N + K (\eta_1)^N, \] (124)
\[ \mu_2^N = -a_1 \mu_3^N - K (\eta_1)^N. \] (125)
Defining \( b_1 \equiv -a_2, b_2 \equiv a_1 \), we obtain the following results;
\[ \mu_1^N = -b_1 \mu_3^N + K (\eta_1)^N, \] (126)
\[ \mu_2^N = -b_2 \mu_3^N - K (\eta_1)^N, \] (127)
where
\[ b_1 \equiv \frac{\lambda_1^*(D_{1,2}^* - D_{1,3}^*)}{1 + D_{1,2}^*}, \] (128)
\[ b_2 \equiv \frac{\lambda_2^*(D_{1,2}^* - D_{2,3}^*)}{1 + D_{1,2}^*}. \] (129)
We have \( b_1 + b_2 = 1 \).
Remark 4  As for the eigenvalue $\eta_2 = 1$, an eigenvector is $\begin{pmatrix} 1 \\ 1 \end{pmatrix}$ and $\hat{J}(\lambda^*) \begin{pmatrix} 1 \\ 1 \end{pmatrix} = 1 \begin{pmatrix} 1 \\ 1 \end{pmatrix}$ only shows a trivial relation because of (95).

Remark 5  We obtained (126)-(129) by regarding (96) holds exactly. Actually, (96) holds approximately if $N$ is sufficiently large and the second and higher order terms of Taylor expansion are sufficiently small. Therefore, (126)-(129) also hold approximately. In particular, the approximate value for $\eta_1$ in Lemma 5 is considered to be smaller than 1. Refer the proof of Theorem 5.

Now, consider the third component of the Taylor expansion (36);

$$
\mu_3^{N+1} = \mu_3^N \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} + \frac{1}{2!} \mu_3^N H_3(\lambda^*)' \mu_3^N + o \left( \| \mu_3^N \|^2 \right)
$$

$$
= \mu_3^N + \frac{1}{2!} \begin{pmatrix} \mu_1^N, \mu_2^N, \mu_3^N \end{pmatrix} \begin{pmatrix} 0 & 0 & D_{1,3}^* \\ 0 & 0 & D_{2,3}^* \\ D_{1,3}^* & D_{2,3}^* & 2D_{3,3}^* \end{pmatrix} \begin{pmatrix} \mu_1^N \\ \mu_2^N \\ \mu_3^N \end{pmatrix}
$$

$$
+ o \left( \| \mu_3^N \|^2 \right)
$$

$$
= \mu_3^N + D_{1,3}^* \mu_1^N \mu_3^N + D_{2,3}^* \mu_2^N \mu_3^N + D_{3,3}^* \left( \mu_3^N \right)^2
$$

$$
+ o \left( \| \mu_3^N \|^2 \right)
$$

$$
= \mu_3^N - (D_{1,3}^* b_1 + D_{2,3}^* b_2 - D_{3,3}^*) \left( \mu_3^N \right)^2 + o \left( \left( \mu_3^N \right)^2 \right),
$$

(130)

where the last equality is obtained by (126), (127). Defining

$$
\rho \equiv D_{1,3}^* b_1 + D_{2,3}^* b_2 - D_{3,3}^*
$$

(131)

$$
= \lambda_1^* \frac{D_{1,3}^* (D_{1,2}^* - D_{1,3}^*)}{1 + D_{1,2}^*} + \lambda_2^* \frac{D_{2,3}^* (D_{1,2}^* - D_{2,3}^*)}{1 + D_{1,2}^*} - D_{3,3}^*,
$$

(132)

we have by (130), (131),

$$
\mu_3^{N+1} = \mu_3^N - \rho \left( \mu_3^N \right)^2 + o \left( \left( \mu_3^N \right)^2 \right).
$$

(133)

Now we assume

$$
\rho > 0.
$$

(134)

If $\rho < 0$, then the recurrence formula (133) diverges, hence $\rho \geq 0$ holds. Thus, the assumption (134) is equivalent to $\rho \neq 0$.

Lemma 6  Consider the recurrence formula (133). For a sufficiently small $\delta > 0$ and any initial value $\mu_3^0$ with $0 < \mu_3^0 < \delta$, we have $\lim_{N \to \infty} \mu_3^N = 0$. 
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Proof: Consider the function \(\mu - \rho \mu^2 + o(\mu^2)\). If \(\delta > 0\) is sufficiently small, then for any \(\mu\) with \(0 < \mu < \delta\), we have \(\mu \rho + o(\mu) < 1\) and \((\rho/2)\mu^2 > o(\mu^2)\). Thus, for any initial value \(\mu_0^N\) with \(0 < \mu_0^N < \delta\) we have \(\mu_3^N = \mu_3^0 (1 - \rho \mu_3^0 + o(\mu_3^0)) > 0\) and \(\mu_3^N < (\rho/2) (\mu_3^0)^2 < \mu_0^N < \delta\). By mathematical induction, we have \(0 < \mu_3^N < \delta, \ N = 0, 1, \ldots\), hence

\[
0 < \mu_3^{N+1} < \mu_3^N - \frac{\rho}{2} (\mu_3^N)^2, \ N = 0, 1, \ldots .
\]

Since \(0 < \mu_3^{N+1} < \mu_3^N\) holds by (135), there exists the limit \(\mu_3^\infty = \lim_{N \to \infty} \mu_3^N \geq 0\). Letting \(N \to \infty\) in (135), we have \(\mu_3^\infty < \mu_3^\infty - (\rho/2) (\mu_3^\infty)^2\), which implies \(\mu_3^\infty = 0\). 

Lemma 7 For a sufficiently small \(\delta > 0\) and any initial value \(\mu_0^N\) with \(0 < \mu_0^N < \delta\), we have

\[
\lim_{N \to \infty} \frac{N \mu_3^N}{\rho} = \frac{1}{\rho}.
\]

Proof: From (133),

\[
\frac{1}{\mu_3^{l+1}} - \frac{1}{\mu_3^l} = \frac{1}{\mu_3^l - \rho (\mu_3^l)^2 + o((\mu_3^l)^2)} - \frac{1}{\mu_3^l} = \rho + o((\mu_3^l)^2)/(\mu_3^l)^2 (1 - \rho \mu_3^l + o((\mu_3^l)^2)/|\mu_3^l|),
\]

hence taking the arithmetic mean of the both sides of (138) for \(l = 0, 1, \cdots, N - 1\),

\[
\frac{1}{N} \sum_{l=0}^{N-1} \left( \frac{1}{\mu_3^{l+1}} - \frac{1}{\mu_3^l} \right) = \frac{1}{N} \sum_{l=0}^{N-1} \frac{\rho + o((\mu_3^l)^2)/(\mu_3^l)^2}{1 - \rho \mu_3^l + o((\mu_3^l)^2)/|\mu_3^l|}.
\]

Applying the proposition that “the arithmetic mean of a convergent sequence converges to the same limit as the original sequence” [1], p.37, to the right hand side of (139), and further, by Lemma 6,

\[
\lim_{N \to \infty} \frac{1}{N} \left( \frac{1}{\mu_3^{N+1}} - \frac{1}{\mu_3^N} \right) = \lim_{N \to \infty} \frac{\rho + o((\mu_3^N)^2)/(\mu_3^N)^2}{1 - \rho \mu_3^N + o((\mu_3^N)^2)/|\mu_3^N|} = \rho,
\]

which proves (136). 

From (126), (127) and Lemma 7, we have

Theorem 7 Let \(m = 3\) and \(n\) be arbitrary. Suppose that the capacity achieving \(\lambda^* = (\lambda_1^*, \lambda_2^*, \lambda_3^*)\) satisfies \(\lambda_1^* > 0, \lambda_2^* > 0, \lambda_3^* = 0\) and \(D_3^* = D(P^3||\lambda^* \Phi) = C\) (see the case (ii) at the first part of section 7), and further, \(\rho > 0\) in (134). Then for \(\mu^N = \lambda^N - \lambda^*\) with \(\mu^N = (\mu_1^N, \mu_2^N, \mu_3^N)\), the convergence \(\mu^N \to 0\) is the \(1/N\) order and we have

\[
\lim_{N \to \infty} N \mu_1^N = -\frac{b_1}{\rho},
\]

\[
\lim_{N \to \infty} N \mu_2^N = -\frac{b_2}{\rho},
\]

\[
\lim_{N \to \infty} N \mu_3^N = \frac{1}{\rho},
\]
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where \( b_1 = \frac{\lambda_1^*(D^*_{1,2} - D^*_{1,3})}{1 + D^*_{1,2}}, \quad b_2 = \frac{\lambda_2^*(D^*_{1,2} - D^*_{2,3})}{1 + D^*_{1,2}} \),
\[ \rho = \lambda_1^* \frac{D^*_{1,3}(D^*_{1,2} - D^*_{1,3})}{1 + D^*_{1,2}} + \lambda_2^* \frac{D^*_{2,3}(D^*_{1,2} - D^*_{2,3})}{1 + D^*_{1,2}} - D^*_{3,3}, \]
and \( D^*_{i',i} \) was defined by (50), (53).

7.2 Summary of Section 7

We examined in this section the convergence speed of the Arimoto algorithm in the case that \( m = 3 \) and \( n \) is arbitrary. Based on the exhaustive classification (i), (ii), (iii) shown at the first part of section 7, in (i), (iii) the convergence is exponential, and in (ii) it is the \( 1/N \) order, under the assumption of \( \rho > 0 \). In (ii), type II index in (23) exists, therefore, under the assumption of \( \rho > 0 \), we obtain the following equivalence;

\[
\text{type II index exists} \iff \theta_{\text{max}} = 1 \iff \text{the convergence is the } 1/N \text{ order}
\]

We conjecture that the same equivalence holds also in the case \( m > 3 \).

8 Numerical Evaluation

Based on the analysis in the previous sections, we will evaluate numerically the convergence speed of the Arimoto algorithm for several channel matrices with \( m = n = 3 \).

In Examples 4 and 5 below, we will investigate the exponential convergence in the case (i) in section 7, where the capacity achieving \( \lambda^* \) is in \( \Delta(\mathcal{X})^\circ \) (the interior of \( \Delta(\mathcal{X}) \)). In Example 5, we will discuss how the convergence speed varies depending on the choice of initial input distribution \( \lambda^0 \). Next, in Examples 6 and 7, we will consider the \( 1/N \) order convergence in the case (ii). It will be confirmed that the convergence speed is accurately approximated by the limit values obtained in Theorem 7. In Example 8, we will investigate the exponential convergence in the case (iii), where \( \lambda^* \) is on \( \partial \Delta(\mathcal{X}) \) (the boundary of \( \Delta(\mathcal{X}) \)).

Here, in the exponential convergence, we will evaluate the values of the function

\[
L(N) \equiv -\frac{1}{N} \log \| \mu^N \|.
\]

Based on the results of Theorem 5, i.e., \( \| \mu^N \| = \| \lambda^N - \lambda^* \| < K\theta^N, \theta \doteq \theta_{\text{max}} \), we will compare \( L(N) \) for large \( N \) with \( -\log \theta_{\text{max}} \) or other values.

On the other hand, in the \( 1/N \) order convergence, we will evaluate

\[
N\mu^N = (N\mu_1^N, N\mu_2^N, N\mu_3^N).
\]

We will compare \( N\mu^N \) for large \( N \) with the limit values obtained in Theorem 7.

8.1 Case (i): exponential convergence where \( \lambda^* \in \Delta(\mathcal{X})^\circ \)

Example 4 Consider the channel matrix \( \Phi^{(1)} \) of (28), i.e.,

\[
\Phi^{(1)} = \begin{pmatrix}
0.800 & 0.100 & 0.100 \\
0.100 & 0.800 & 0.100 \\
0.250 & 0.250 & 0.500
\end{pmatrix}.
\]
We have
\[
\lambda^* = (0.431, 0.431, 0.138), \quad (146)
\]
\[
Q^* = (0.422, 0.422, 0.156), \quad (147)
\]
\[
J(\lambda^*) = \begin{pmatrix}
0.308 & -0.191 & -0.117 \\
-0.191 & 0.308 & -0.117 \\
-0.369 & -0.369 & 0.738
\end{pmatrix}. \quad (148)
\]

The eigenvalues of \( J(\lambda^*) \) are \((\theta_1, \theta_2, \theta_3) = (0.000, 0.500, 0.855)\). Then, \( \theta_{\text{max}} = \theta_3 = 0.855 \). If we choose \( \lambda^0 = (1/3, 1/3, 1/3) \) as an initial distribution, then for \( N = 500 \),
\[
L(500) = 0.161 \div -\log \theta_{\text{max}} = 0.157. \quad (149)
\]

See Fig.7.

**Example 5** Let us consider another channel matrix. Define
\[
\Phi^{(4)} \equiv \begin{pmatrix}
0.793 & 0.196 & 0.011 \\
0.196 & 0.793 & 0.011 \\
0.250 & 0.250 & 0.500
\end{pmatrix}. \quad (150)
\]

We have
\[
\lambda^* = (0.352, 0.352, 0.296), \quad (151)
\]
\[
Q^* = (0.422, 0.422, 0.156), \quad (152)
\]
\[
J(\lambda^*) = \begin{pmatrix}
0.443 & -0.260 & -0.183 \\
-0.260 & 0.443 & -0.183 \\
-0.218 & -0.218 & 0.436
\end{pmatrix}. \quad (153)
\]
The eigenvalues of $J(\lambda^*)$ are $(\theta_1, \theta_2, \theta_3) = (0.000, 0.618, 0.702)$. Then, $\theta_{\text{max}} = \theta_3 = 0.702$. Write the second largest eigenvalue as $\theta_{\text{sec}}$, thus $\theta_{\text{sec}} = \theta_2 = 0.618$.

We show in Fig.8 the graph of $L(N)$ with initial distribution $\bar{\lambda}^0 \equiv (1/3, 1/3, 1/3)$ by solid line, and the graph with initial distribution $\bar{\lambda}^0 \equiv (1/2, 1/3, 1/6)$ by dotted line. The larger $L(N)$ the faster the convergence, hence the convergence with $\bar{\lambda}^0$ is faster than with $\bar{\lambda}^0$. The convergence speed varies depending on the choice of initial distribution. What kind of initial distribution yields faster convergence? We will investigate it below.

First, we consider the initial vector by $\mu$ not by $\lambda$, and define

$$
\bar{\mu}^0 \equiv \bar{\lambda}^0 - \lambda^* = (-0.019, -0.019, 0.038),
$$

$$
\bar{\bar{\mu}}^0 \equiv \bar{\bar{\lambda}}^0 - \lambda^* = (0.148, -0.019, -0.129).
$$

Similarly to Remark 5, we will execute the following calculation by regarding $\mu^{N+1} = \mu^N J(\lambda^*), N = 0, 1, \cdots$ holds exactly.

Here, we will investigate for general $m, n$. We assume for simplicity that all the eigenvalues of $J(\lambda^*)$ are different. Let $\nu_{\text{max}}$ be the left eigenvector of $J(\lambda^*)$ for $\theta_{\text{max}}$, and let $\nu_{\text{max}}^\perp$ be the orthogonal complement of $\nu_{\text{max}}$, i.e., $\nu_{\text{max}}^\perp \equiv \{ \mu | \mu^t \nu_{\text{max}} = 0\}$.

Lemma 8 If

$$
\mu^N \in \nu_{\text{max}}^\perp, N = 0, 1, \cdots,
$$

then $\|\mu^N\| < K (\theta_{\text{sec}})^N, K > 0, N = 0, 1, \cdots$.

Proof: See Appendix C.
Calculate the left eigenvector $\nu_{\text{max}}$ for the maximum eigenvalue $\theta_{\text{max}}$ of $J(\lambda^*)$.

Is $^t\nu_{\text{max}}$ a right eigenvector for $\theta_{\text{max}}$?

Yes

Does the initial vector $\mu^0$ satisfy $\mu^0t\nu_{\text{max}} = 0$?

No

No

Yes

$\theta_{\text{sec}}$

$\theta_{\text{max}}$

Figure 9: Flow chart for determining the exponential convergence speed

Because $\theta_{\text{sec}} < \theta_{\text{max}}$, if (156) holds then the convergence speed is faster than $\theta_{\text{max}}$ by Lemma 8. Next lemma gives a necessary and sufficient condition for guaranteeing (156).

**Lemma 9** A necessary and sufficient condition for $\mu^tJ(\lambda^*) \in \nu_{\text{max}} \perp$ to hold for any $\mu \in \nu_{\text{max}} \perp$ is that $^t\nu_{\text{max}}$ is a right eigenvector for $\theta_{\text{max}}$.

**Proof:** See Appendix D. ■

If $^t\nu_{\text{max}}$ is a right eigenvector, then by Lemma 9, any $\mu^0 \in \nu_{\text{max}} \perp$ yields (156), hence the convergence becomes faster. We will show in the flow chart in Fig.9 how the convergence speed depends on the choice of initial vector.

Now, we will evaluate the convergence speed for the initial vectors (154), (155) by applying the flow chart. For $J(\lambda^*)$ in (153), $\theta_{\text{max}} = 0.702$ and $\theta_{\text{sec}} = 0.618$. The left eigenvector for $\theta_{\text{max}}$ is $\nu_{\text{max}} = (-0.500, 0.500, 0.000)$. We can confirm that $^t\nu_{\text{max}}$ is a right eigenvector for $\theta_{\text{max}}$ and $\mu^0t\nu_{\text{max}} = 0$, thus in Fig.9 the answers are Yes-Yes, so we reach $\theta_{\text{sec}}$. Then by the solid line in Fig.8, for $N = 500$, we have

$$L(500) = 0.489 \div -\log \theta_{\text{sec}} = 0.481. \quad (157)$$

On the other hand, we have $\mu^0t\nu_{\text{max}} \neq 0$, thus the answers are Yes-No, so we reach $\theta_{\text{max}}$. Then by the dotted line, for $N = 500$, we have

$$L(500) = 0.360 \div -\log \theta_{\text{max}} = 0.353. \quad (158)$$

Checking Example 4 this way, we can see that $\nu_{\text{max}} = (-0.431, -0.431, 0.862)$ is a left eigenvector for $\theta_{\text{max}} = 0.855$, but $^t\nu_{\text{max}}$ is not a right eigenvector. Thus the answer is No, so we reach $\theta_{\text{max}}$ and we have (149).
8.2 Case (ii): convergence of the $1/N$ order

**Example 6** Consider the channel matrix $\Phi^{(2)}$ of (29), i.e.,

$$
\Phi^{(2)} = \begin{pmatrix}
0.800 & 0.100 & 0.100 \\
0.100 & 0.800 & 0.100 \\
0.300 & 0.300 & 0.400
\end{pmatrix}.
$$

(159)

We have

$$
\lambda^* = (0.500, 0.500, 0.000),
Q^* = (0.450, 0.450, 0.100),
J(\lambda^*) = \begin{pmatrix}
0.228 & -0.228 & 0.000 \\
-0.228 & 0.228 & 0.000 \\
-0.500 & -0.500 & 1.000
\end{pmatrix},
$$

(160)

$$
H_3(\lambda^*) = \begin{pmatrix}
0.000 & 0.000 & -1.000 \\
0.000 & 0.000 & -1.000 \\
-1.000 & -1.000 & -3.990
\end{pmatrix}.
$$

(161)

The eigenvalues of $J(\lambda^*)$ are $(\theta_1, \theta_2, \theta_3) = (0.000, 0.456, 1.000)$.

We have $N\mu^N$ for $N = 500$ as

$$
N\mu^N = (-0.510, -0.510, 1.019)
$$

(164)

$$
\lim_{N \to \infty} N\mu^N = (-0.503, -0.503, 1.005).
$$

(165)

(165) is obtained by Theorem 7. See Fig.10. We can confirm that $N\mu^N$ for large $N$ is close to the limit value in Theorem 7.
Example 7 We will examine another example of slow convergence. Consider the channel matrix

\[ \Phi^{(5)} \equiv \begin{pmatrix} 0.720 & 0.215 & 0.065 \\ 0.013 & 0.431 & 0.556 \\ 0.250 & 0.700 & 0.050 \end{pmatrix}. \]  

(166)

We have

\[ \lambda^* = (0.453, 0.547, 0.000), \]

(167)

\[ Q^* = (0.333, 0.333, 0.334), \]

(168)

\[ J(\lambda^*) = \begin{pmatrix} 0.227 & -0.227 & 0.000 \\ -0.188 & 0.188 & 0.000 \\ -0.453 & -0.547 & 1.000 \end{pmatrix}, \]

(169)

\[ H_3(\lambda^*) = \begin{pmatrix} 0.000 & 0.000 & -1.000 \\ 0.000 & 0.000 & -1.000 \\ -1.000 & -1.000 & -3.330 \end{pmatrix}. \]

(170)

The eigenvalues of \( J(\lambda^*) \) are \((\theta_1, \theta_2, \theta_3) = (0.000, 0.416, 1.000)\).

We have \( N \mu^N \) for \( N = 500 \) as

\[ N \mu^N = (-0.684, -0.825, 1.509) \]

(171)

\[ \equiv \lim_{N \to \infty} N \mu^N = (-0.682, -0.822, 1.504). \]

(172)

See Fig.11. We can confirm that \( N \mu^N \) for large \( N \) is close to the limit value in Theorem 7.

8.3 Case (iii): exponential convergence where \( \lambda^* \in \partial \Delta(\mathcal{X}) \)

Example 8 Consider the channel matrix \( \Phi^{(3)} \) of (30), i.e.,

\[ \Phi^{(3)} = \begin{pmatrix} 0.800 & 0.100 & 0.100 \\ 0.100 & 0.800 & 0.100 \\ 0.350 & 0.350 & 0.300 \end{pmatrix}. \]

(173)
We have

\[ \lambda^* = (0.500, 0.500, 0.000), \]
\[ Q^* = (0.450, 0.450, 0.100), \]
\[ J(\lambda^*) = \begin{pmatrix} 0.228 & -0.228 & 0.000 \\ -0.228 & 0.228 & 0.000 \\ -0.428 & -0.428 & 0.856 \end{pmatrix}. \]

The eigenvalues of \( J(\lambda^*) \) are \( (\theta_1, \theta_2, \theta_3) = (0.000, 0.456, 0.856) \). Then, \( \theta_{\text{max}} = \theta_3 = 0.856 \). With initial distribution \( \lambda^0 = (1/3, 1/3, 1/3) \), we have for \( N = 500 \)

\[ L(500) = 0.159 \approx -\log \theta_{\text{max}} = 0.155. \]

See Fig. 12.

We are here dealing with the exponential convergence in the case (iii) of section 7. In (iii), the Jacobian matrix \( J(\lambda^*) \) is given by (84). Let us consider the (3,3) component \( J_{\text{III}}^* = e^{D_{\text{III}}^* - C} \) of \( J(\lambda^*) \) in (84) where \( 0 < J_{\text{III}}^* < 1 \). Putting \( e_3 = (0,0,1) \), we have \( J(\lambda^*)^t e_3 = J_{\text{III}}^* e_3 \), then \( J_{\text{III}}^* \) is an eigenvalue of \( J(\lambda^*) \) and \( e_3 \) is a right eigenvector. On the other hand, \( e_3 \) is not a left eigenvector for \( J_{\text{III}}^* \). In fact, since every row sum of \( J(\lambda^*) \) is equal to 0 by Lemma 3, putting \( 1 = (1,1,1) \), we have \( J(\lambda^*)^t 1 = 0 \). Thus, if \( e_3 \) were a left eigenvector for \( J_{\text{III}}^* \), then \( 0 = e_3 J(\lambda^*)^t 1 = J_{\text{III}}^* e_3 1 = J_{\text{III}}^* > 0 \), a contradiction. Therefore, if \( J_{\text{III}}^* = \theta_{\text{max}}, \) i.e., the maximum of the eigenvalues is achieved in \( I_{\text{III}} \) not in \( I_1 \), then by Lemma 9 or the flow chart in Fig.9, we have \( L(N) \approx -\log \theta_{\text{max}} \) for large \( N \). The Jacobian matrix of (176) is one that satisfies \( J_{\text{III}}^* = \theta_{\text{max}} \).
9 Conclusion

In this paper, we investigated the convergence speed of the Arimoto algorithm. First, we noticed that the defining function $F(\lambda)$ of the Arimoto algorithm is a differentiable mapping from the set $\Delta(\mathcal{X})$ of all input distributions into itself. We showed that the capacity achieving input distribution $\lambda^*$ is the fixed point of $F(\lambda)$, and analyzed the convergence speed by the Taylor expansion of $F(\lambda)$ about $\lambda = \lambda^*$. We concretely calculated the Jacobian matrix $J$ of the first order term of the Taylor expansion and the Hessian matrix $H$ of the second order term. We clarified that if the maximum eigenvalue $\theta_{\text{max}}$ of $J(\lambda^*)$ satisfies $0 \leq \theta_{\text{max}} < 1$, then the convergence is exponential. Further, we investigated in detail the case that the input alphabet size $m = 3$ and the output alphabet size $n$ is arbitrary. We proved, under the assumption $\rho > 0$, where $\rho$ was defined in (131), the following three conditions are equivalent; type II index in (23) exists, $\theta_{\text{max}} = 1$, and the convergence is the $1/N$ order. In this case, we determined the convergence speed by the derivatives of the Kullback-Leibler divergence with respect to the input probabilities. The analysis for the convergence of the $1/N$ order by the Hessian matrix $H$ was done for the first time in this paper.

Based on these analysis, the convergence speeds for several channel matrices were numerically evaluated. As a result, it was confirmed that the convergence speed of the Arimoto algorithm is very accurately approximated by the theoretical values obtained by our theorems.
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A Proof of Theorem 5

Proof: Consider the line segment with the start point $\lambda^*$ and the end point $\lambda^N$, i.e.,

$$\lambda(t) \equiv (1 - t)\lambda^* + t\lambda^N, 0 \leq t \leq 1.$$  \hfill (178)

The components of (178) are written by $\lambda_i(t) = (1 - t)\lambda_i^* + t\lambda_i^N$, $i = 1, \cdots, m$. Let us define

$$f(t) \equiv F(\lambda(t)) \in \Delta(X)$$  \hfill (179)

and write its components as $f(t) = (f_1(t), \cdots, f_m(t))$. We have

$$\frac{df_i(t)}{dt} = \sum_{i' = 1}^{m} \frac{d\lambda_{i'}(t)}{dt} \frac{\partial F_i}{\partial \lambda_{i'}}|_{\lambda = \lambda(t)}$$

$$= \sum_{i' = 1}^{n}(\lambda_{i'}^N - \lambda_{i'}^*) \frac{\partial F_i}{\partial \lambda_{i'}}|_{\lambda = \lambda(t)}$$

$$= ((\lambda^N - \lambda^*).J(\lambda(t)))_i, i = 1, \cdots, m,$$

thus

$$\frac{df(t)}{dt} = (\lambda^N - \lambda^*).J(\lambda(t)).$$  \hfill (180)

Now, by the relation between the matrix norm and the maximum eigenvalue [9], p.347, for $\epsilon \equiv \theta - \theta_{\text{max}} > 0$ there exists a vector norm $\| \cdot \|'$ in $\mathbb{R}^m$ whose associated matrix norm $\| \cdot \|'$ satisfies

$$\theta_{\text{max}} \leq \|J(\lambda^*)\|' < \theta_{\text{max}} + \epsilon.$$  \hfill (181)

(Note that $'$ does not denote the derivative.) By the continuity of norm, for any $\epsilon_1$ with $0 < \epsilon_1 < \theta_{\text{max}} + \epsilon - \|J(\lambda^*)\|'$ there exists $\delta' > 0$ such that if $\|\lambda - \lambda^*\|' < \delta'$ then $\|\|J(\lambda)\|' - \|J(\lambda^*)\|'\| < \epsilon_1$, especially, $\|J(\lambda)\|' < \|J(\lambda^*)\|' + \epsilon_1$. Thus,

$$\|J(\lambda)\|' < \|J(\lambda^*)\|' + \theta_{\text{max}} + \epsilon - \|J(\lambda^*)\|'$$

$$= \theta < 1.$$  \hfill (183)

By the mean value theorem, there exists $t^N \in [0, 1]$ which satisfies

$$\|\lambda^{N+1} - \lambda^*\|' = \|F(\lambda^N) - F(\lambda^*)\|'$$

$$= \|f(1) - f(0)\|'$$

$$\leq \left| \left| \frac{df(t)}{dt} \right|_{t = t^N} \right|' (1 - 0)$$

$$= \left\| (\lambda^N - \lambda^*).J(\lambda(t^N)) \right\|' \quad \text{(by (180))}$$

$$\leq \|\lambda^N - \lambda^*\|' \|J(\lambda(t^N))\|'.$$  \hfill (184)

Here, if $\|\lambda^N - \lambda^*\|' < \delta'$ we have $\|J(\lambda^N)\|' < \theta < 1$ by (183), so $\|\lambda^{N+1} - \lambda^*\|' < \delta'$ by (184). Thus, by induction, if the initial vector $\lambda^0$ satisfies $\|\lambda^0 - \lambda^*\|' < \delta'$, then $\|\lambda^N - \lambda^*\|' < \delta'$ for all $N$, and so $\|J(\lambda^N)\|' < \theta < 1$ by (183).
Therefore by (183), (184), $\|\lambda^{N+1} - \lambda^*\|' < \theta \|\lambda^N - \lambda^*\|' < \cdots < \theta^{N+1} \|\lambda^0 - \lambda^*\|'$, so we have

$$\|\lambda^N - \lambda^*\|' < \theta^N \|\lambda^0 - \lambda^*\|', \ N = 0, 1, \cdots . \quad (185)$$

Finally, we will replace the norm from $\| \cdot \|'$ to the Euclidean norm $\| \cdot \|$. By the equivalence of norms in the finite dimensional vector space [16], for the norms $\| \cdot \|'$ and $\| \cdot \|$, there exist constants $K_1 > 0, K_2 > 0$ such that for arbitrary $\lambda \in \Delta(\mathcal{X})$,

$$K_1 \|\lambda\|' \leq \|\lambda\| \leq K_2 \|\lambda\|'.$$

By (185), (186),

$$\|\lambda^N - \lambda^*\| \leq K_2 \|\lambda^N - \lambda^*\|' \leq K_2 \theta^N \|\lambda^0 - \lambda^*\|' \leq \frac{K_2}{K_1} \theta^N \|\lambda^0 - \lambda^*\|, \quad (187)$$

then putting $K = (K_2 / K_1) \|\lambda^0 - \lambda^*\|$, $\delta = K_1 \delta'$, we see that for arbitrary initial vector $\lambda^0$ with $\|\lambda^0 - \lambda^*\| < \delta$,

$$\|\lambda^N - \lambda^*\| \leq K \theta^N, \ N = 0, 1, \cdots . \quad (188)$$

holds.

\[\Box\]

**B Proof of Theorem 6 (Calculation of Hessian matrix $H_i(\lambda^*)$)**

**Proof:** We will calculate the Hessian matrix $H_i$ of $F_i$ at $\lambda = \lambda^*$, i.e., $H_i = (\partial^2 F_i / \partial \lambda_{ir} \partial \lambda_{i'r'} |_{\lambda = \lambda^*})$.

Differentiating the both sides of (46) by $\lambda_{ir}$, we have

$$\frac{\partial^2 F_i}{\partial \lambda_{ir} \partial \lambda_{i'r'}} \sum_{k=1}^m \lambda_k e^{D_k} + \frac{\partial F_i}{\partial \lambda_{ir}} \frac{\partial}{\partial \lambda_{i'r'}} \sum_{k=1}^m \lambda_k e^{D_k}$$

$$+ \frac{\partial F_i}{\partial \lambda_{i'r'}} \frac{\partial}{\partial \lambda_{ir}} \sum_{k=1}^m \lambda_k e^{D_k} + F_i \frac{\partial^2}{\partial \lambda_{ir} \partial \lambda_{i'r'}} \sum_{k=1}^m \lambda_k e^{D_k}$$

$$= \delta_{ir} e^{D_i} \frac{\partial D_i}{\partial \lambda_{i'r'}} + \delta_{i'r'} e^{D_i} \frac{\partial D_i}{\partial \lambda_{ir}} + \lambda_i e^{D_i} \frac{\partial D_i}{\partial \lambda_{i'r'}} \frac{\partial D_i}{\partial \lambda_{ir}}$$

$$+ \lambda_i e^{D_i} \frac{\partial^2 D_i}{\partial \lambda_{i'r'} \partial \lambda_{ir}}. \quad (189)$$
Here, we will execute the following preliminary calculation.

\[
\frac{\partial^2}{\partial \lambda_i \partial \lambda_i''} \sum_{k=1}^{m} \lambda_k e^{D_k} = \frac{\partial}{\partial \lambda_i''} \left( e^{D_i'} + \sum_{k=1}^{m} \lambda_k e^{D_k} \frac{\partial D_k}{\partial \lambda_i'} \right) \\
= e^{D_i'} \frac{\partial D_i'}{\partial \lambda_i''} + \sum_{k=1}^{m} \left( \delta_{k,i''} e^{D_k} \frac{\partial D_k}{\partial \lambda_i'} + \lambda_k e^{D_k} \frac{\partial D_k}{\partial \lambda_i'} \frac{\partial^2 D_k}{\partial \lambda_i' \partial \lambda_i''} \right) \\
= e^{D_i'} \frac{\partial D_i'}{\partial \lambda_i''} + e^{D_i'} \frac{\partial D_i'}{\partial \lambda_i''} + \sum_{k=1}^{m} \lambda_k e^{D_k} \left( \frac{\partial D_k}{\partial \lambda_i'} \frac{\partial D_k}{\partial \lambda_i''} \right) \\
+ \frac{\partial^2 D_k}{\partial \lambda_i' \partial \lambda_i''},
\]

\[
\sum_{k=1}^{m} \lambda_k e^{D_k} \frac{\partial^2 D_k}{\partial \lambda_i' \partial \lambda_i''} \bigg|_{\lambda=\lambda^*} = e^C \sum_{k=1}^{m_1} \lambda_k^* \sum_{j=1}^{n} \frac{P_j^k P_j''}{(Q_j^*)^2} \\
= e^C \sum_{j=1}^{n} \frac{P_j''}{Q_j^*} \sum_{k=1}^{m_1} \lambda_k^* P_j^k \\
= -e^C D^*_i', \lambda^*.
\]

\[
\frac{\partial^2}{\partial \lambda_i \partial \lambda_i'} \sum_{k=1}^{m} \lambda_k e^{D_k} \bigg|_{\lambda=\lambda^*} = e^{D_i'} D^*_i', i'' + e^{D_i''} D^*_i', i' \\
+ e^C \sum_{k=1}^{m_1} \lambda_k^* D^*_k, i'' D^*_k, i' - e^C D^*_i', i''.
\]
Based on the above calculation, we substitute $\lambda = \lambda^*$ into (189). Define $D^*_{i,i',i''} \equiv \partial^2 D_i/\partial \lambda_{i'} \partial \lambda_{i''}|_{\lambda = \lambda^*}$.

$$\frac{\partial^2 F_i}{\partial \lambda_{i'} \partial \lambda_{i''}}|_{\lambda = \lambda^*} = e^C - \frac{\partial F_i}{\partial \lambda_{i' \prime}}|_{\lambda = \lambda^*} (e^{D^*_{i'} - e^C})$$

$$- \frac{\partial F_i}{\partial \lambda_{i'} \lambda_{i''}}|_{\lambda = \lambda^*} (e^{D^*_{i'} - e^C})$$

$$- F_i^* \left( e^{D^*_{i'}, D^*_{i',i''}} + e^{D^*_{i'} D^*_{i',i''}} + e^C \sum_{k=1}^{m_1} \lambda_k^* D^*_{k,i'} D^*_{k,i''} \right)$$

$$- e^C D^*_{i',i''} + \delta_{i''} e^{D^*_{i'} D^*_{i',i''}} + \lambda_i^* e^{D^*_{i'} D^*_{i',i''}}$$

$$= e^{D^*_{i'} - C} \delta_{i''} \left( 1 - e^{D^*_{i'} - C} + D^*_{i',i''} \right) \left( e^C - e^{D^*_{i'}} \right)$$

$$+ e^{D^*_{i'} - C} \left( \delta_{i''} + \lambda_i^* \left( 1 - e^{D^*_{i'} - C} + D^*_{i',i''} \right) \right) \left( e^C - e^{D^*_{i'}} \right)$$

$$+ \lambda_i^* e^{D^*_{i'} - C} \left( e^{D^*_{i'}, D^*_{i',i''}} - e^{D^*_{i'} D^*_{i',i''}} - e^{D^*_{i'} - C} D^*_{i',i''} \right)$$

$$- e^C \sum_{k=1}^{m_1} \lambda_k^* D^*_{k,i'} D^*_{k,i''}$$

$$+ e^{D^*_{i'}} \left( \delta_{i''} D^*_{i,i''} + \delta_{i''} D^*_{i,i''} + \lambda_i^* D^*_{i,i''} D^*_{i,i''} + \lambda_i^* D^*_{i,i''} D^*_{i,i''} \right).$$

By rearranging this, we obtain

**Theorem 6**

$$\frac{\partial^2 F_i}{\partial \lambda_{i'} \partial \lambda_{i''}}|_{\lambda = \lambda^*} = e^{D^*_{i'} - C} \left[ (1 - e^{D^*_{i'} - C} + D^*_{i',i''}) (\delta_{i''} + \lambda_i^* \left( 1 - e^{D^*_{i'} - C} \right) \right)$$

$$+ (1 - e^{D^*_{i'} - C} + D^*_{i',i''}) (\delta_{i''} + \lambda_i^* \left( 1 - e^{D^*_{i'} - C} \right) \right)$$

$$+ \lambda_i^* \left( D^*_{i,i'} D^*_{i,i''} + D^*_{i,i',i''} + D^*_{i,i',i''} - e^{D^*_{i'} - C} D^*_{i',i''} - e^{D^*_{i'} - C} D^*_{i',i''} - \sum_{k=1}^{m_1} \lambda_k^* D^*_{k,i'} D^*_{k,i''} \right) \right],$$

$i, i', i'' \in \mathcal{I}$.

Especially, if $\mathcal{I}_{II}$ is empty, then for $i \in \mathcal{I}_{II}$,

$$\frac{\partial^2 F_i}{\partial \lambda_{i'} \partial \lambda_{i''}}|_{\lambda = \lambda^*} = \delta_{i''} D^*_{i,i''} + \delta_{i''} D^*_{i,i''}, i', i'' \in \mathcal{I},$$

which is a relatively simple form.

**C Proof of Lemma 8**

**Proof:** Let $0 = \theta_1 < \theta_2 < \cdots < \theta_{m-1} < \theta_m < 1$ be the eigenvalues of $J(\lambda^*)$. We have $\theta_{\max} = \theta_m$, $\theta_{\sec} = \theta_{m-1}$. Let $\nu_i, i = 1, \cdots, m$, be the left eigenvectors of $J(\lambda^*)$ for $\theta_i, i = 1, \cdots, m$, respectively. We have $\nu_{\max} = \nu_m$. Because all the eigenvalues are different, $\{\nu_i\}_{i=1,\ldots,m}$ forms
a basis of $\mathbb{R}^m$. Suppose $\mu^N \in \nu_{\text{max}}^\perp$, $N = 0, 1, \cdots$, then $\mu^N$ is uniquely represented as

$$
\mu^N = \sum_{i=1}^{m-1} \alpha_i^N \nu_i, \quad \alpha_i^N \in \mathbb{R}, \quad (191)
$$

in the $m - 1$ dimensional subspace $\nu_{\text{max}}^\perp$. By (191), we have

$$
\mu^{N+1} = \mu^N J(\lambda^*)
$$

(192)

$$
= \sum_{i=1}^{m-1} \alpha_i^N \nu_i J(\lambda^*)
$$

(193)

$$
= \sum_{i=1}^{m-1} \alpha_i^N \theta_i \nu_i.
$$

(194)

Comparing the coefficients of $\mu^{N+1} = \sum_{i=1}^{m-1} \alpha_i^{N+1} \nu_i$ and (194), we have $\alpha_i^{N+1} = \theta_i \alpha_i^N = \cdots = (\theta_i)^{N+1} \alpha_i^0$, $i = 1, \cdots, m - 1$, thus $\mu^N = \sum_{i=1}^{m-1} (\theta_i)^N \alpha_i^0 \nu_i$. Therefore,

$$
\|\mu^N\| \leq \sum_{i=1}^{m-1} (\theta_i)^N |\alpha_i^0| \|\nu_i\| \quad (195)
$$

$$
\leq K (\theta_{m-1})^N \quad (196)
$$

$$
= K (\theta_{\text{sec}})^N, \quad K > 0. \quad (197)
$$

\[ \Box \]

### D Proof of Lemma 9

**Proof:** Suppose $^t\nu_{\text{max}}$ is a right eigenvector for $\theta_{\text{max}}$. For any $\mu \in \nu_{\text{max}}^\perp$, $\mu J(\lambda^*)^t \nu_{\text{max}} = \theta_{\text{max}} \mu^t \nu_{\text{max}} = 0$, thus we obtain $\mu J(\lambda^*) \in \nu_{\text{max}}^\perp$.

Conversely, suppose $\mu J(\lambda^*) \in \nu_{\text{max}}^\perp$ for any $\mu \in \nu_{\text{max}}^\perp$. Our goal is to show $J(\lambda^*)^t \nu_{\text{max}} = \theta_{\text{max}}^t \nu_{\text{max}}$, which is equivalent to

$$
\mu J(\lambda^*)^t \nu_{\text{max}} = \theta_{\text{max}} \mu^t \nu_{\text{max}} \quad \text{holds for any } \mu. \quad (198)
$$

We will prove (198). Since we can write $\mu$ uniquely as $\mu = K \nu_{\text{max}} + \tilde{\mu}$, $\tilde{\mu} \in \nu_{\text{max}}^\perp$ with constant $K$, we have

$$
\mu J(\lambda^*)^t \nu_{\text{max}} = K \nu_{\text{max}} J(\lambda^*)^t \nu_{\text{max}} + \tilde{\mu} J(\lambda^*)^t \nu_{\text{max}}
$$

$$
= K \theta_{\text{max}} \nu_{\text{max}}^t \nu_{\text{max}} + 0 \quad \text{(by the assumption)}
$$

$$
= \theta_{\text{max}} K \nu_{\text{max}}^t \nu_{\text{max}} + \theta_{\text{max}} \tilde{\mu}^t \nu_{\text{max}} \quad \text{(by } \tilde{\mu} \in \nu_{\text{max}}^\perp)
$$

$$
= \theta_{\text{max}} K \nu_{\text{max}}^t \nu_{\text{max}}.
$$

which proves (198). \[ \Box \]