Optimization of the maintenance planning of a multi-component system

Issam Mallouk¹, Badr Abou El Majd¹, and Yves Sallez²

¹CeReMAR, LMSA Lab, FSR, Mohamed V University, Rabat, Morocco
²UPHV, LAMIH, F-59313 Valenciennes, France

Abstract. The vehicle's maintenance costs, uptime and security are the most important goals for owners and transport companies, but these goals are conflictual and the major cause for delays is related to the maintenance policies. The main objective of transporters is to respond properly to their customer's demands. In order to deal with this competitiveness, transport companies are working to improve the management of their fleets by focusing in particular on vehicle maintenance, which impact the vehicles uptime, and generate the most important cost. In addition, a vehicle maintenance policy aims to avoid failures and keep the vehicle up and safe. This objective is reached by ensuring a high reliability; otherwise, an unexpected failure of a component can cause vehicle down and can affect the entire sub-system while generating costs. In this paper, we propose a new maintenance policy based on multi-objective optimization. This problem is solved using the Speed-Constrained Multiobjective Particle Swarm Optimization (SMPSO) for an instance of 18 components and 20 vehicles. First, we give an overview of the existing techniques used for vehicle's maintenance policy, then we present the mathematical model that describes the cost of maintenance and the level of safety. Numerical experiments are presented to demonstrate the efficiency of our approach.

1 Introduction

In the last decade, maintenance of vehicles in the commercial vehicle industry has received a special attention in order to improve transport solutions and competitiveness [3]. Indeed, in terms of costs, scheduling of maintenance activities permit to save assuredly significant charges. Furthermore, preventive maintenance has the main role in order to avoid vehicle's degradation and especially potential accidents. There are several definitions of maintenance in the literature review. We selected here the one given by AFNOR: "The maintenance maintains or restores a system in a specified state so that it is able to provide a specific service" (AFNOR, N. 2001). Thus, a good maintenance scheduling ensure an efficient and robust decision-making, especially when managing a fleet of vehicles. Actually, In a context with rapid evolution of new technologies, the vehicle is become an active and intelligent actor in transport industry [29]. Vehicle uptime is one of the key parameters to improve transport solutions and competitiveness and it is considered as the most important aspect for commercial vehicles owners who are interested mainly to security and cost of ownership. A vehicle is a multi-components complex system composed of subsystems such as "Electrical supply system", "Braking system" and "engine block" [15]. An unexpected failure may cause significant material losses on a certain part or all of the system, or even more dramatically, it may cause human injuries or deaths. The main objective of transporters is to respond properly to their customers demands. Transport companies are working to improve the management of their fleets by focusing in particular on maintenance that impact the vehicles uptime. The aim of preventive maintenance is to avoid failures and keep the system up and running by selecting the right component and decide for change or repair it. The choice is made by following a statistical analysis of the reliability of the components and data reported from the solutions embedded in the vehicle. Nowadays, almost 90% vehicles are equipped with smart sensors over wireless communication protocols [9]. The maintenance polices benefits of these technologies by using the vehicle's historical data generated and by remotely analysing and provide diagnosis and maintenance prognosis for driver assistance systems which bring us to the level of e-Maintenance [14] [13]. These technological advances also make fault diagnosis and maintenance interventions much more challenging, since these operations require a deep understanding of the entire system [15]. The embedded systems collect the information from the sensors in the format of a raw information. Afterwards, informations are uploaded or synchronized with a remote server over a wireless connection [4]. The authors of [22] [23] have introduced the notion of an 'active product', which although it builds on the concept of product intelligence, it focuses on the ability of a product to trigger actions in its own environment, that is the decision making and execution features. Henceforth, the main challenge is to take benefit from all the collected data based on the analytical capabilities

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0 (http://creativecommons.org/licenses/by/4.0/).
of machine learning algorithms and the performance of cloud computing and artificial intelligence [25].

In order to maximize productivity, carriers have a dual interest: perform maintenance without affecting operational uptime and increase productivity by exploiting fleet capacity as optimal as possible. Several strategies of maintenance scheduling were proposed in literature with the aim to develop a maintenance policy by relying on dynamic programming and on a horizon defined previously [5]. All these techniques try to optimize maintenance operations and fleet management but most of them suffer from a lack of real time information. The idea is to use in real time the current information of the components health in order to update the maintenance schedule. The challenge is to keep the maintenance policy valid for the multi-component case, knowing that the components are dependent on each other [19] and each dependency is considered as constraint for another component. Therefore, the final model turns into an NP-hard problem [16] with a large number of constraints and dependencies to satisfy.

The paper is organized as follows. Section 2 gives a description of the mathematical model. In section 3 we present the real instance and the optimization algorithm used to experiment our model are presented. Section 4 presents some numerical results that validate the model and the optimisation process. Finally, section 5 concludes the paper and states some open questions.

## 2 The Mathematical model

In order to maximize productivity, carriers have a dual interest: Perform maintenance without affecting operational uptime and increase productivity by exploiting fleet capacity as optimal as possible. The main aim is to develop a policy which simultaneously optimize maintenance operations and fleet management. Essentially this work deals with optimization of costs related to component replacements.

### 2.1 Notations

We consider a system Sys has $n$ components, each component $i$ has a replacement cost $C_r$, a replacement time $D_r$ and a level of confidence $LC_r$ degradable according of time and use. Each level of elementary confidence contributes to the overall level of confidence of the system $LC_{sys}$. The idea is that each inspection should check the system confidence level if it has not yet reached the minimum $LC$ and take advantage of the opportunity to replace the other components in dependence [2] and regaining the level $LC_{sys}$ while minimizing replacement costs and logistical costs associated with downtime.

We summarize in the Table 1 some abbreviations and notations used to explain our mathematical model.

| Abbreviations | Notations |
|---------------|-----------|
| $C_{rem}$     | Replacement cost |
| $n$           | the number of system components |
| $LC_{sys}$    | The confidence level of the system |
| $LC$          | The specified confidence level |
| Sys           | The system |
| $C_i$         | Unit price of the component |
| $D_i$         | The replacement period of the componant $i$ |

### Table 1: Abbreviations and Notations

## 2.2 Multi-objective optimization

Almost every real-world problem involves simultaneous optimization of several incommensurable and often competing objectives. While in single-objective optimization the optimal solution is usually clearly defined, this does not hold for multi-objective optimization problems. Instead of a single optimum, there is rather a set of alternative trade-offs, generally known as Pareto-optimal solutions. These solutions are optimal in the wider sense that no other solutions in the search space are superior to them when all objectives are considered.

One common approach to multi-objective optimization is the so-called aggregation method, in which the goal is to minimize a single objective, some weighted sum of all objectives. The main advantage of this approach is that any generic optimization algorithm can then be used to minimize this single objective. However, this approach also suffers several drawbacks: it requires some a priori knowledge of the trade-off the decision maker is willing to make between the different objectives. A completely different approach is to use some population based search, and to somehow factorize the efforts by identifying the whole Pareto front at once.

An interesting approach based on game theory was proposed by the authors of [1] [7] [9] to solve multi-objective optimization problems. This approach considers the multi-objective optimization problem as a multi-player co-operative game where each objective function to be optimized is a player in the game. A game is said to be co-operative if the players are able to reach an agreement on strategies. The players are the objective functions, which are ultimately controlled by the decision maker and so can be expected to reach an agreement, meaning the game is co-operative. Using the fundamental text on co-operative games [12].

Several multi-objective evolutionary algorithms (MOEAs) have been proposed in literature to solve multi-objective optimization problems [10]. These algorithms are based on different implementation of the Pareto dominance selection and the diversity criterion. In particular, many MOEAs use an archive of solutions, where they maintain the non-dominated solutions ever encountered during the search. Multi-Objective evolutionary algorithms (MOEAs), have demonstrated their ability to do in a flexible and reliable way.
2.3 Mathematical Formulation

The subject of our approach is to find a vector of components to replace or to repair and which is able to give the system a state of good performance. The choice is made by minimizing the replacement cost and by respecting that the confidence level of the system still higher than a specific level (fixed by the decision maker).

In this work, it is assumed that after each maintenance operation where one or several components are replaced, their reliability performances are considered “as good as new”. It is also assumed that the reliability performance of the other components is considered unchanged or "as bad as old”. Although these assumptions are not necessary they simplify the discussion and do not severely limit the generality of the development. Under these assumptions, the multi-objective optimization problem can be formally stated as follows:

\[
\begin{align*}
\min_x & \quad \sum_{i=0}^{n} x_i \left[ C_i + (D_i + T_{mo}) \right] \\
\max_x & \quad \frac{1}{n} \sum_{i=0}^{n} \left( LC_i * (1 - x_i) + (100 * x_i) \right) \\
\text{s.t.:} & \quad LC < \frac{1}{n} \sum_{i=0}^{n} \left( LC_i * (1 - x_i) + (100 * x_i) \right) < 100 \\
& \quad x \in [0, 1].
\end{align*}
\]

where \( x_i \) is a binary variable which indicates the selection of a maintenance operation on the component.

The first objective function aims to select a vector of components to be replaced while minimizing the replacement cost and by respecting that the confidence level of the system still higher than a specific level. The subject of the second objective function is to keep a certain degree of confidence after the replacement of the components, this allows a good performance after the maintenance action. This degree of confidence \( LC_{sys} \) is calculated containing the historical study of the interventions of maintenance, in our case, we summarize this information in a percentage (the sum of perfect elementary confidences = 100%). When a need for maintenance is necessary, a maintenance decision rule to select the components to be replaced or repair during this occasion should be defined.

3 Numerical Results

3.1 Provided Data

This work was conducted in collaboration with STMF\(^1\) company as a part of an industrial project. The real data provided by STMF is generated manually by an agent who enters the maintenance orders once the maintenance is completed. This helps us to know a complete information after any spare part consumption, but this is limited since real time is missing. Several important informations are available.We give in Table 2 a list of spare parts. These data permits to calculate the actual costs of replacement. These informations change regularly, so we create a dynamic database with the component reference as a unique identifier. Table 3 provides us with information on vehicles, odometer and year of entry into service. Also any other information relating to the vehicle in general. In Table 4 we show the most important database, it includes all the information of change and repair of system components. Also it links the two previous lists. We consider this database as a source of historical data.

![Table 2: Data Base list of spare parts](https://doi.org/10.1051/matecconf/201820000011)

![Table 3: Data Base list of vehicles](https://doi.org/10.1051/matecconf/201820000011)

![Table 4: Data Base list of interventions](https://doi.org/10.1051/matecconf/201820000011)

---

\(^1\)STMF is a Moroccan company specializing in the transport of sensitive materials (petroleum products, gas, refrigeration, equipment, cabling, etc.)
own Weibull parameters. In order to compute the level of confidences, a time unit that varies between 0 and 1,000,000 units with a step of 1 was chosen, this gives us the simulation over 15 months as shown in figure 1. The impact of information uncertainty on the estimation of the costs of maintenance replacement is depicted in figure 2.

The Monte Carlo simulation approach was used in this paper in order to give a numerical solution for real-time system state estimation and prognostics from noisy provided data.

![Figure 1: Estimation of the levels of confidences using Monte-Carlo Simulation](image1)

![Figure 2: The dependence between time and replacement costs due to Degradation of LC](image2)

3.3 Algorithm

This section introduces the algorithms that have been used to validate numerically the theoretical framework described above, namely the Speed-Constrained Multi-Objective Particle Swarm Optimization algorithm (SMPSO).

SMPSO [17] is a particle swarm optimization method (bio-inspired) developed from OMOPSO [20]. The particle swarm optimization (PSO) algorithms are inspired by the flight of birds while trying to find food. In these algorithms, the population is called swarm. The individuals are called particles, which are "flown through space following the best performing particle at that moment. The position of a particle is given by the current values of its parameters, belonging to an orthogonal representation particle’s space. As every particle tries to get closer to the current best particle its parameters are changed. The change takes into account both the current global best and the particle’s personal best. Based on this change the particle gets a new position and it needs to be evaluated again. After all the particles are evaluated, the new global best particle is selected, the personal bests are updated and the process is restarted. In Multi-objective PSO algorithms there can be multiple global best particles.

SMPSO has been chosen here for its long record of successes, demonstrating its robustness to find a good approximation of the Pareto front [21] [11]. The flowchart below, Figure 3, explain the process of SMPSO.

![Figure 3: Flowchart of SMPSO algorithm](image3)

3.4 Results

Several simulations are done to check the CPU time by considering three subcategory of 50 components. Figure 5 shows the CPU time with respect to the components. However, the execution time remains very low. We consider a list of component given by the table 5. For each component, we generate the level of confidence.
(LC) using Monte-Carlo simulation. Figure 4 gives us the Pareto Front obtained. The two optimal solutions of the objective functions appear in the Pareto front, with an execution time of 19s we obtained 15 possible scenarios.

The Pareto front depicted in figure 4 shows the trade-off between minimizing the replacement cost and maximizing confidence level. If the decision maker (DM) wants to minimize the replacement cost no matter the value of confidence level he shall select a solution toward the lower right corner of the graph. Otherwise, if the DM thinks that the confidence level matters, he can choose a compromise in the top left corner of the graph, resulting in higher confidence level, at the price of a higher cost of replacement.

| Id  | Designation               | Unit price | Duration | LC  |
|-----|---------------------------|------------|----------|-----|
| 1   | Cushion of air tank       | 1205       | 20       | 80  |
| 2   | Wiper blade               | 61         | 5        | 35  |
| 3   | Alu junction reduction    | 480        | 15       | 10  |
| 4   | Bronze ring               | 110        | 5        | 47  |
| 5   | Spanner wrench            | 75         | 25       | 80  |
| 6   | Volvo alternator belt     | 388.64     | 60       | 30  |
| 7   | Fan belt                  | 529.41     | 40       | 40  |
| 8   | Air hose                  | 120        | 30       | 30  |
| 9   | Front oil sensor          | 950        | 20       | 20  |
| 10  | Volvo front mirror        | 576.66     | 15       | 5   |
| 11  | Trodume seal              | 90         | 10       | 14  |
| 12  | Tank brake pad            | 761.67     | 30       | 40  |
| 13  | brake pad                 | 1398       | 40       | 20  |

Table 5: List of component

4 Conclusion

In this paper, we have proposed a new approach for vehicle's maintenance. The selection of the components to be replaced will be managed by an evolutionary and dynamic mechanism which loop on the subcategories of the components (Engine, braking, suspension...) each one has its technical specifications which defines its optimal LC. On-going and further work will be focusing on integrating the process of simulation and optimization into a single application and try to generate the state of the components of the system by using sensors and embedded solutions while taking advantage of the internet of things. Other MOEAs will be also investigated and compared with SMPSO, and, more importantly, several different instances. One crucial issue is how well this algorithm scales with the problem complexity (number of vehicle and number of components).
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