Giant Inverse Rashba-Edelstein Effect: Application to Monolayer OsBi$_2$
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We propose that the hybridization between two sets of Rashba bands can lead to an unconventional topology where the two Fermi circles from different bands own in-plane helical spin textures with the same chiralities, and possess group velocities with the same directions. Under the weak spin injection, the two Fermi circles both give the positive contributions to the spin-to-charge conversion and thus induce the giant inverse Rashba-Edelstein Effect with large conversion efficiency, which is very different from the conventional Rashba-Edelstein Effect. More importantly, through the first-principles calculations, we predict that monolayer OsBi$_2$ could be a good candidate to realize the giant inverse Rashba-Edelstein Effect. Our studies not only demonstrate a new mechanism to achieve highly efficient spin-to-charge conversion in spintronics, but also provide a promising material to realize it.

The control and manipulation of the spin-charge interconversion plays a critical role in modern spintronics [1, 2]. In the two-dimensional system, the (inverse) Edelstein effect has gained much attention since its potential application in spintronics devices [3, 15]. In the direction of inverse Edelstein effect (IEE), a pure spin current $j_s$ through the system generates a transverse charge current $j_c$, and the Edelstein effect (EE) describes the inverse process. In both cases, the conversion efficiency is defined by $\lambda_{(i)EE} = j_c/j_s$, which largely measures the merits of a physical system.

The microscopic mechanism of both EE and IEE requires the presence of the spin-orbit coupling (SOC), which results in the specific spin-momentum locked electronic band structures. Thus, the usual candidate physical systems include the metallic heterostructure [4, 11] and the topological insulators [15, 21]. In the metallic heterostructure, the spacial inversion asymmetry lifts the spin degeneracy and gives rise to the Rashba SOC [22]. However, the opposite spin textures of the two lifted bands give the partial compensation of the contributions to the spin-to-charge conversion and suppresses the efficiency $\lambda_{IEE}$ [15], and searching for materials with strong Rashba SOC coupling becomes an alternative way to increase $\lambda_{IEE}$ in this situation [23, 24]. Furthermore, the interfacial effects complicate the descriptions of the electronic states beyond the standard Rashba model and limit the application of the metallic heterostructure. In the topological insulator, the topological surface state possesses the single Dirac cone structure, which can get rid of of partial compensation effect in Rashba system [15]. However, the concurrence of surface and bulk states and quantum confinement effect always complicate TI-based systems beyond the controllability [21].

In this work, we propose the third kinds of system, which hosts a new mechanism to achieve the giant IEE with large $\lambda_{IEE}$. The new system has two spin-lifted bands with the identical spin textures, i.e., unconventional Rashba bands, which is very different from the conventional Rashba bands with opposite spin textures. We first construct a simple and generic model to describe such unconventional Rashba bands. We show that it can induce strongly enhanced spin-to-charge conversion and possess the giant IEE with large $\lambda_{IEE}$ according to the semi-classical Boltzmann transport theory. The calculated spin-to-charge conversion efficiency $\lambda_{IEE}$ is estimated to be ten times that of the conventional Rashba system. More importantly, our first-principles calculations predict a simple compound of monolayer OsBi$_2$ has such unconventional Rashba band structure. The pure bulk states of a single material can overcome the shortcomings of the complexity and sensitivity of the interfacial and surface states in the metallic heterostructure and topological insulators, respectively. These properties make monolayer OsBi$_2$ to be a promising material to realize the giant IEE and to have potential application in spintronics.

We start with the conventional Rashba bands described by $E_{\pm}(k) = \varepsilon k^2 \pm \alpha_R |k|$, where $\varepsilon$ and $\alpha_R$ the constant and Rashba SOC parameters, respectively. The two outer and inner bands and the Fermi contour involving two Fermi circles for a specific Fermi energy $E_F$ are shown in Fig. 1. The spin textures of the two Fermi circles are denoted by the red and blue arrows, as shown in Fig. 1(b) and (c). In the case of Fermi energy $E_F > 0$, the two Fermi circles have spin textures with opposite chiralities and group velocities $v_F^{\pm} = \pm |k| \nabla_k E_{\pm}(k) |_{k=k_F^{\pm}}$ with the same directions, as shown in Fig. 1(b). For $E_F < 0$, the two Fermi circles are from the same outer band $E_{-}(k)$, and they have the spin textures with same...
chiralities but group velocities $v_F^c$ with opposite directions, as shown in Fig. 1 (c). When the spin current is injected, the opposite chiral spin textures in the former case and the opposite directions of the velocities in the latter case can suppress the converted charge current, because the two Fermi circles give a partial compensation of the contributions to the converted charge current $\mathcal{F}$.

This is the key reason to limit the spin-to-charge conversion efficiency to first order because higher-order terms do not change the in-plane spin textures but only induces warping effect (see Sec. III in Supplementary Materials (SMs) for details). The explicit form of $H_c$ is restricted by the symmetry of the physical system we concern. We consider a C$_{3v}$ point group which is exactly possessed by Bi/Cu(111), Pb/Si(111), PbBiII and our predicted monolayer OsBi$_2$. Combined with time-reversal (TR) symmetry, $H_c(k)$ should satisfy

$$T^{-1}H_c(k)T = H_c(-k)$$

and

$$D(\hat{g})H_c(k)D^{-1}(\hat{g}) = H_c(\hat{g}k),$$

where $\hat{g}$ is the symmetry operation of point group, $D(\hat{g})$ is the matrix representation of $\hat{g}$, and $T$ is TR operator. For C$_{3v}$ point group, there are two group generators which are rotating $\frac{2\pi}{3}$ around z-axis and reflecting by the three vertical mirrors. Applying these restrictions on $H_c(k)$, we obtain $V_{14} = V_{23} = \beta k_z$, where $\beta$ is a real parameter (See Sec. V in SMs for details).

The band structures from $H(k)$ of Eq. (1) depend on the values of $(\varepsilon', \varepsilon'_0)$ relative to $(\varepsilon, \varepsilon_0)$. Here, we focus on the case with $(\varepsilon', \varepsilon'_0) = (\varepsilon, 0)$, which is also the situation owned by monolayer OsBi$_2$. The discussions of other cases are shown in Sec. I in SMs. Assume all the constant parameters are positive, $H(k)$ can be solved analytically. The band structures are shown in Fig. 2. Consider a couple of inner and outer Fermi circles from the two higher-energy bands as shown in Fig. 2(b), the spin textures can be evaluated by $S^+_k = \langle \Psi_{\pm}(k) | \Omega | \Psi_{\pm}(k) \rangle$. $\Omega = \gamma_0 \otimes \sigma$, with $\gamma_0$ and $\sigma$ spanning the orbital and spin space. Then,

$$S^+_k = \frac{2\alpha R k - \varepsilon_0}{\sqrt{(2\alpha R k - \varepsilon_0)^2 + \beta^2 k^2}} (\sin \theta \hat{x} - \cos \theta \hat{y}),$$

$$S^-_k = \frac{2\alpha R k + \varepsilon_0}{\sqrt{(2\alpha R k + \varepsilon_0)^2 + \beta^2 k^2}} (\sin \theta \hat{y} - \cos \theta \hat{x}),$$

according to which, three regions can be divided by different fillings. Region I is from $E_{\min}$ to zero, where the two Fermi circles is from the single outer band and have the same chiral spin textures, as shown in Fig. 2(e). Region II is from zero to $E_c$ with $E_c = E_{\text{outer}}(k_c)$ and $k_c = \frac{\varepsilon_0}{2\alpha R}$. In region II, the two Fermi circles possess opposite chiral spin textures, as shown in in Fig. 2(d). Region III is from $E_c$ to infinity, where the two Fermi circles share the
same Fermi circles. Such Fermi circles shift and move δ along the same direction in momentum space, as shown in Fig. 2 (h). The shift of the Fermi circles is equivalent to application of a homogeneous electrostatic field E, which generates a directional current and makes the distribution function f_k deviate from the equilibrium distribution function f^0_k. In the zero-temperature limit, we have f_k = f^0_k - |e|A_k · E δ(E_k - E_F), and the spin polarization ⟨S⟩ can be expressed as ⟨S⟩ = \sum_k S_k (f_k - f^0_k). Here, e is the elementary charge, and A_k is the mean free path. Under the relaxation-time approximation, A_k = \tau_k v_k.

with \tau_k and v_k the momentum relaxation time and the group velocity, respectively. We consider two Fermi circles from two higher-energy bands, as shown in Fig. 2 (b).

Now, we consider the spin injection process as shown in Fig. 2 (f). In Region III, the two Fermi circles should move δk along the same direction in momentum space, as shown in Fig. 2 (g) and (h). Such Fermi circles shift means the in-plane charge current is generated. This is the physical picture of the spin-to-charge conversion, i.e., the IEE. In the semiclassical Boltzmann transport theory, the shift of the Fermi circles is equivalent to application of a homogeneous electrostatic field E, which generates a directional current and makes the distribution function f_k deviate from the equilibrium distribution function f^0_k. In the zero-temperature limit, we have f_k = f^0_k - |e|A_k · E δ(E_k - E_F), and the spin polarization ⟨S⟩ can be expressed as ⟨S⟩ = \sum_k S_k (f_k - f^0_k). Here, e is the elementary charge, and A_k is the mean free path. Under the relaxation-time approximation, A_k = \tau_k v_k.

with \tau_k and v_k the momentum relaxation time and the group velocity, respectively. We consider two Fermi circles from two higher-energy bands, as shown in Fig. 2 (b). Note that the results for two Fermi circles from two lower-energy bands are similar. With the help of the spin textures in Eqs. (6) and (7) (See Sec. II in SMs for details), we have

\[ ⟨S⟩ = \frac{|e|A}{2\pi\hbar} \sum_\eta I^0(k) τ^\eta \cdot \hat{v}_F \cdot \hat{F}_F \cdot (\hat{x} \times \hat{E}). \]  

Here, \( \eta = \pm \) labels the inner and outer Fermi circles, respectively. \( I^0(k) = (2\alpha_Rk + \eta\varepsilon_0)/\sqrt{(2\alpha_Rk + \eta\varepsilon_0)^2 + \beta^2k^2} \) is the factor for spin polarization. A, \( \hat{v}_F \) and \( \hat{F}_F \) is the area of the unit cell, the unit vector of group velocity and Fermi momentum, respectively. Since the two Fermi circles share identical directions of spin polarization and group velocity in Region III, they both give positive contributions to total spin polarization. Additionally, as shown in Fig. 3 (a), the rate of inter-band scattering is greatly reduced with the increase of \( E_F \), because the spin-flip backscattering is forbidden. Accordingly, the momentum relaxation
time is also increased. These two aspects strongly enhance the spin polarization \((S)\), as shown in Fig. 3(b). When \(E_F \gg E_c\), the factor of spin polarization and radii of two Fermi circles tend to be equal, the spin polarization can be approximately expressed as

\[
(S)_{E_F \gg E_c} = \frac{\alpha_R |e|}{2\pi N_{im} V_0^2} \left( \sqrt{1 + \frac{4\varepsilon_0^2}{\sigma_R^2 + \beta^2}} - 1 \right) \hat{z} \times \mathbf{E},
\]

with \(\Delta E_F = E_F - \frac{1}{2}E_0\). Here, \(N_{im}\) and \(V_0\) denote the number of \(\delta\)-scattering centers and the s-wave scattering potential, respectively. In conventional Rashba system, the spin polarization \((S)_{\text{Rashba}} = \alpha_R |e|/(2\pi N_{im} V_0^2)\) (See Sec. II in SMs for details), which is a constant when \(E_F > 0\). Thus, the spin polarization in unconventional Rashba system rapidly surpasses the conventional one, as shown in Fig. 3(b).

The spin current density \(j_s\) shown in Fig. 3(c) can be related with the spin polarization \((S)\) shown in Eq. (8) by \(j_s = \frac{c(S)}{\mathbf{E}} \cdot \hat{z}\). The generated charge current density \(j_c\) shown in Fig. 3(c) can be obtained by \(j_c = c \sum_k \mathbf{v}_k (f_k - f_k^F)\). The spin-to-charge conversion efficiency \(\lambda_{\text{IEE}}\) can be further expressed as

\[
\lambda_{\text{IEE}} = \frac{j_c}{j_s} = \frac{\sum \eta \langle \hat{c} \hat{c}^\dagger \hat{\Psi}_v \rangle \langle \hat{v}^\dagger \hat{\Psi}_v \rangle}{\sum \eta \langle \hat{c} \hat{c}^\dagger \hat{\Psi}_v \rangle \langle \hat{v}^\dagger \hat{\Psi}_v \rangle}.
\]

For the conventional Rashba system, \(\lambda_{\text{IEE}}^{\text{con}} = \alpha_R \tau_F / \hbar + 4\varepsilon_0 \tau_F E_F / (\alpha_R \hbar)\) with a nearly constant \(\tau_F\). Then, \(\lambda_{\text{IEE}}^{\text{con}}\) tends to be the constant \(\lambda_0\), when \(E_F \sim 0\), and is linearly increased with the shift of \(E_F\), indicated by the blue line in Fig. 3(d). For the unconventional Rashba system, however, with the increase of \(E_F\), the inter-band scattering rate \(\propto |\langle \hat{\Psi}_v | k \rangle |^2\) rapidly decreases, as shown in Fig. 3(a), which causes a large momentum-relaxation time \(\tau_F\). Thus, the larger charge current \(j_c\) is generated. Meanwhile, stronger spin polarization generates larger spin current \(j_s\). These two effects compete with each other. The numerical results of the relative \(j_c\) and \(j_s\) for the unconventional Rashba system are shown in Fig. 3(c), from which, one can clearly find the competitive relation between \(j_c\) and \(j_s\). Compared with conventional Rashba system, unconventional Rashba system has lower rate of increase but much larger initial value of \(\lambda_{\text{IEE}}\) length, as indicated by the red curve in Fig. 3(d). In the energy window we most concern, such as the shadowed regions in Fig. 3(d), which correspond to the situations in monolayer OsBi\(_2\) with \(\lambda_{\text{IEE}}^{\text{con}} / \lambda_{\text{IEE}}^{\text{con}} \approx 10\). The unconventional Rashba system has remarkable advantages than conventional Rashba systems.

The search for a simple physical material with the unconventional Rashba band structures is of fundamental importance for achieving the giant IEE. Our previous studies indicate the trigonal layered PtBi\(_2\)-type materials tend to form the buckled structure for the top layer of Bi [30]. Such kinds of distortion naturally breaks the inversion symmetry. Following the similar strategy, we perform the first-principles calculations to search for the same structures with different elements (See Sec. IV in SMs for details). We find that the monolayer OsBi\(_2\) meets all the requirements. The relaxed structure is shown in Fig. 4(a) and (b). The crystal constant is \(a = b = 6.78\)\(\AA\). The calculated band structure is shown in Fig. 4(c). The point group is \(C_{3v}\) as our aforementioned discussions. With SOC, all the bands at \(\Gamma\) point can be classified into three Irreducible representations (IRs), \(\Gamma_4\), \(\Gamma_5\) and \(\Gamma_6\) [37]. Deviate from \(\Gamma\) point, the two sets of the twofold degenerate \(\Gamma_4\) bands splits into Rashba-type and couple together to give the unconventional spin textures, as conformed by Fig. 4(d) and (e). The details of the construction of the effective \(k\)-\(p\) model near \(\Gamma\) point are present in Sec. V in SMs.

Note that the aforementioned discussions focus on either the two higher-energy bands or the two lower-energy bands, as shown in Fig. 2(b). In continuous model described by Eq. (1), all the four bands should be considered. However, in monolayer OsBi\(_2\), the lattice symmetries force only two bands to be occupied and the other two bands to be gapped when the Fermi energy lies in the shadowed regions, as shown in Fig. 4(c). This is a crucial point to guarantee the aforementioned results can be applied in monolayer OsBi\(_2\). With the fitting parameters from monolayer OsBi\(_2\), the \(\lambda_{\text{IEE}}\) of OsBi\(_2\) in the shadowed regions indeed realize the giant IEE with

FIG. 4: (a) and (b) The top and side view of the Crystal structure of monolayer OsBi\(_2\), respectively. (c) The band structures along the high-symmetry lines. (d) and (e) The spin textures of different Fermi circles around \(\Gamma\) point for two different Fermi energy 0.235eV and -0.125eV, respectively. The green arrows indicate the direction and intensity of spin textures.
The Fermi level of the pristine monolayer OsBi₂ does not lie in the shadowed region in Fig. 2 (b). To tune it, many practical methods can be adopted, such as chemical doping, electrostatic gating and ionic liquid gating etc. \[9\] [14].

In conclusion, we propose that the unconventional Rashba system can give rise to a new mechanism to realize the spin-to-charge conversion. With the help of semi-classical transport theoretical analysis, we find that the spin-to-charge conversion efficiency is much higher than that in the conventional Rashba system. More meaningfully, our first-principles calculations prove that monolayer OsBi₂ belongs to such unconventional Rashba system. It makes monolayer OsBi₂ to be a promising material to host the giant IEE. Our studies provide a new mechanism to promote the charge-to-spin conversion efficiency in modern spintronics.
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