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We present DeepMind Lab2D, a scalable environment simulator for artificial intelligence research that facilitates researcher-led experimentation with environment design. DeepMind Lab2D was built with the specific needs of multi-agent deep reinforcement learning researchers in mind, but it may also be useful beyond that particular subfield.

1. Introduction

Are you a product of your genes, brain, or environment? What will an artificial intelligence (AI) be? The development of AI systems is inextricably intertwined with questions about the fundamental causal factors shaping any intelligence, including natural intelligence. Even in a completely abstract learning scenario, prior knowledge is needed for effective learning, but prior learning is the only realistic way to generate such knowledge.

The centrality of this dynamic is illustrated by experiments in biology. In laboratory animals, manipulations of the rearing environment produce profound effects on both brain structure and behavior. For instance, laboratory rodent environments may be enriched by using larger cages which contain larger groups of other individuals—creating more opportunities for social interaction, variable toys and feeding locations, and a wheel to allow for the possibility of voluntary exercise. Rearing animals in such enriched environments improves their learning and memory, increases synaptic arborization, and increases total brain weight (Van Praag et al., 2000). It is the interaction of environmental factors that is thought to produce the enrichment effects, not any single factor in isolation.

While it is conceivable that AI research could stumble upon a perfectly general learning algorithm without needing to consider its environment, it is overwhelmingly clear that environments affect learning in ways that are not just arbitrary quirks, but real phenomena which we must strive to understand theoretically. There is structure there. For instance, the question of why some environments only generate trivial complexity, like tic-tac-toe, while others generate rich complexity, like Go, is not just a matter of the state space size. It is a real scientific question that merits serious study. We have elsewhere referred to this as the problem problem (Leibo et al., 2019).

One reason it is currently difficult to undertake work aimed at the problem problem is that it is rare for any individual person to possess expertise in all the relevant areas. For instance, machine learning researchers know how to design well-controlled experiments but struggle with the necessary skills that are more akin to computer game design and engineering. Another reason why it is difficult to pursue this hypothesis is the prevailing culture in machine learning that views any tinkering with the environment as “hand-crafting”, “special-casing”, or just “cheating”. These attitudes are misguided. In our quest for generality, we must not forget the great diversity and particularity of the problem space.

A diverse set of customizable simulation environments for large-scale 3D environments with varying degrees of physical realism exist (Beattie et al., 2016; Juliani et al., 2018; Kempka et al., 2016; Leibo et al., 2018; Todorov et al., 2012). However, the ecosystem is thinner for 2D simulations. While some excellent tools exist (Chevalier-Boisvert et al., 2018; Jiang, 2019; Lanctot et al., 2019; Platanios et al., 2020; Stepleton, 2017; Suarez et al., 2019; Zheng et al., 2017), they fall short in at least one of our requirements of composability, flexibility, multi-agent capabilities, or performance.

1.1. DeepMind Lab2D

DeepMind Lab2D (or “DMLab2D” for short)\textsuperscript{1} is a platform for the creation two-dimensional, layered, discrete “grid-world” environments, in which pieces (akin to chess pieces on a chess

\textsuperscript{1}https://github.com/deepmind/lab2d
board) move around. This system is particularly tailored for multi-agent reinforcement learning.

The computationally intensive engine is written in C++ for efficiency, while most of the level-specific logic is scripted in Lua.

The grid. The environments of DMLab2D consist of one or more layers of two-dimensional grids. A position in the environment is uniquely identified by a coordinate tuple \((x, y, \text{layer})\). Layers are labelled by strings, and the \(x\)- and \(y\)-coordinates are non-negative integers. An environment can have an arbitrary number of layers, and the order in which the layers are rendered is controlled by the user.

Pieces. The environments of DMLab2D are populated with pieces. Each piece occupies a position \((x, y, \text{layer})\), and each position is occupied by at most one piece. Pieces also have an orientation, which is one of the traditional cardinal directions (north, east, south, west). Pieces can move around the \((x, y)\)-space and reorient themselves as part of the evolution of the environment, both relatively to their current position/orientation and absolutely. It is also possible for a piece to have no position, in which case it is “off the board”. Pieces cannot freely move among layers; instead, a piece’s layer is controlled through its state (described next).

States. Each piece has an associated state. The state consists of a number of key-value attributes. Values are strings or lists of strings. The possible values are fixed by the designer as part of the environment. The state of each piece can change as part of the evolution of the environment, but the state change can only select from among the fixed available values.

The state of a piece controls the piece’s appearance, layer, group membership, and behavior. Concretely, the state of a piece comprises the following attributes:

- layer (string): The label of the layer which the piece occupies.
- sprite (string): The name of the sprite used to draw this piece.
- groups (list of strings): The groups of which this piece is a member. Groups are mostly used for managing updater functions.
- contact (string): A tag name for a contact event. Whenever the piece enters (or leaves) the same \((x, y)\)-coordinate as another piece (which is necessarily on a different layer), all involved pieces experience a contact event. The event is tagged with the value of this attribute.

An attempt to change a piece’s state fails if the piece’s resulting \((x, y, \text{layer})\)-position is already occupied.

Callbacks. Most of the logic in an environment is implemented via callbacks for specific types (states) of pieces. Callbacks are functions which the engine calls when the appropriate event or interaction occurs.

Raycasts and queries. The engine provides two ways to enumerate the pieces in particular positions (and layers) on the grid: raycasts and queries. A raycast, as the name implies, finds the first piece, if any, in a ray from a given position. A query finds all pieces within a particular area in the grid, shaped like a disc, a diamond, or a rectangle.

1.2. Why 2D, not 3D?

Two-dimensional environments are inherently easier to understand than three-dimensional ones, at very little, if any, loss of expressiveness. Even a game as simple as Pong, which essentially consists of three moving rectangles on a black background, can capture something fundamental about the real game of table tennis. This abstraction makes it easier to capture the essence of the problems and concepts that we aim to solve. 2D games have a long history of making challenging and interpretable benchmarks for artificially intelligent agents (Mnih et al., 2015; Samuel, 1959; Shannon, 1950).

Rich complexity along numerous dimensions can be studied in 2D just as readily as in 3D, if not more so. When studying a particular research question, it is not clear a priori whether specific aspects of 3D environments are crucial for obtaining the desired behavior in the training agents. Even when explicitly studying phenomena like navigation and exploration, where
organisms depend on complex visual processing and continuous-time physical environments, researchers in reinforcement learning often need to discretize the interactions and observations so that they become tractable. Moreover, 2D worlds can often capture the relevant complexity of the problem at hand without the need for continuous-time physical environments. This pattern where studying phenomena on 2D worlds has been a critical first step towards further advances in more complex and realistic environments is ubiquitous in the field of artificial intelligence. 2D worlds have been successfully used to study problems as diverse as social complexity, navigation, imperfect information, abstract reasoning, exploration, and many more (Leibo et al., 2017; Lerer and Peysakhovich, 2017; Rafols et al., 2005; Ullman et al., 2009; Zheng et al., 2020).

Another advantage of 2D worlds is that they are easier to design and program than their 3D counterparts. This is particularly true when the 3D world actually exploits the space or physical dynamics beyond the capabilities of 2D ones. 2D worlds do not require complex 3D assets to be evocative, nor do they require reasoning about shaders, lighting, and projections. In most 2D worlds, the agent’s egocentric view of the world is inherently compatible with the allocentric view (i.e. the third-person or world view). That is, typically the agent’s view is simply a moveable window on the whole environment’s view.

In addition, 2D worlds are significantly less resource-intensive to run, and typically do not require any specialized hardware (like GPUs) to attain reasonable performance. This keeps specialized hardware, if any, available exclusively for the intensive work of training the agents. Using 2D environments also enables better scalability to a larger number of agents interacting with the same environment, as it costs only very little to render another agent’s view. Running 2D simulations is within the capabilities of smaller labs, whereas most 3D physics-based reinforcement learning is still prohibitively expensive in many settings.

1.3. Multi-player support and benchmarking with human players

A large fraction of human skills are social skills. To probe these, simulation environments must provide robust support for multi-agent systems. Most existing environments, however, only provide poor support for multiple players.

DeepMind Lab2D supports multiple simultaneous players interacting in the same environment. These players may be either human or computer-controlled, and it is possible to mix human and computer-controlled players in the same game.

Each player can have a custom view of the world that reveals or obscures particular information, controlled by the designer. A global view, potentially hidden from the players, can be set up and can include privileged information. This can be used for imperfect information games, as well as for human behavioral experiments where the experimenter can see the global state of the environment as the episode is progressing.

1.4. Exposing metrics, supporting analysis

DeepMind Lab2D provides several flexible mechanisms for exposing internal environment information: The simplest form is through observations, which allow the researcher to add specific information from the environment to the observations that are produced at each time step. The second way is through events, which, similar to observations, can be raised from within the Lua script. Unlike observations, events are not tied to time steps but instead are triggered on specific conditions. Finally, the properties API provides a way to read and write parameters of the environment, typically parameters that change rarely.

2. Example results in deep reinforcement learning

For an example, we consider a game called “Running With Scissors” (Fig. 1). A variant of this game with simpler graphics was first described in Vezhnevets et al. (2020). It can be seen as a spatially and temporally embedded extension to Rock-Paper-Scissors. As such, it inherits the rich game-theoretic structure of its parent (described in e.g. Weibull (1997)). The main difference is that, unlike in the matrix game, agents in Running With Scissors do not select their strategies
as atomic decisions. Instead, they must learn policies to implement their strategic choices. They must decide how to “play rock” (or paper, or scissors), in addition to deciding that they should do so. Furthermore, it is possible—though not trivial—to observe the policy one’s partner is starting to implement and take countermeasures. This induces a wealth of possible feinting strategies, none of which could easily be captured in the classical matrix game formulation.

Agents can move around the map and collect resources: rock, paper, and scissors. The environment is 16 $\times$ 24 units in size but agents view it through a 5 $\times$ 5 window.\(^2\) The episode ends either when a timer runs out or when there is an interaction event, triggered by one agent zapping the other with a beam. The resolution of the interactions is driven by a traditional matrix game, where there is a payoff matrix describing the reward produced by the pure strategies available to the two players. In Running With Scissors, the zapping agent becomes the row player and the zapped agent becomes the column player. The actual strategy of the player depends on the resources it has picked up before the interaction. These resources are represented by the resource vector

$$v \in \Delta^2 \subseteq \mathbb{R}_{\text{rock}} \oplus \mathbb{R}_{\text{paper}} \oplus \mathbb{R}_{\text{scissors}},$$

where

$$\Delta^2 := \{(x_1, x_2, x_3) : 0 \leq x_1, x_2, x_3, \sum_i x_i = 1\}$$

is the standard 2-simplex. The initial value of the vector is the centroid \((1/3, 1/3, 1/3)^T\). The more resources of a given type an agent picks up, the more committed the agent becomes to the pure strategy corresponding to that resource. The rewards \(r_{\text{row}}\) and \(r_{\text{col}}\) for the (zapping) row and the (zapped) column player, respectively, are assigned via

$$r_{\text{row}} = v^T A v = -r_{\text{col}},$$

where

$$A = \begin{bmatrix} 0 & -1 & +1 \\ +1 & 0 & -1 \\ -1 & +1 & 0 \end{bmatrix}.$$

To obtain high rewards, an agent should correctly identify what resource its opponent is collecting (e.g. rock) and collect the resource corresponding to its counter-strategy (e.g. paper). In addition, the rules of the game, i.e. the dynamics of the environment are not assumed known to the agents. They must explore to discover them. Thus Running With Scissors is simultaneously a game of imperfect information—each player possesses some private information not known to their adversary (as in e.g. poker (Sandholm, 2015))—and incomplete information, lacking common knowledge of the rules (Harsanyi, 1967).

In Rock-Paper-Scissors, when faced with an opponent playing rock, a best responding agent will come to play paper. When faced with an opponent playing paper, a best responding agent will learn to play scissors. And, when one’s opponent plays scissors, one will learn to counter with rock. Fig. 2 shows that the same incentives prevail in Running With Scissors. However, in this case, the policies to implement strategic decisions are much more complex since agents must learn to run around the map and collect the resources. Much more complex policies involving scouting and feinting can also be learned in this environment. See Vezhnevets et al. (2020) for details.

To give an indication of the simulation performance, two random agents playing against one another, receiving full RGB observations of size 80 $\times$ 80px (16 $\times$ 16px per tile, with 5 $\times$ 5 tiles), run with an average of 250,000 frames per second (measured over 1000 episodes of 1000 steps...
A new agent implementing the advantage actor-critic algorithm can be trained to best respond to frozen agents implementing “semi-pure” strategies (Mnih et al., 2016).

Each), on a single core of an Intel Xeon W-2135 (“Skylake”) CPU at 3.70GHz. The training example shown in Fig. 2 took several days to complete, and the cost of running the simulation is thus entirely negligible.

3. Discussion

Artificial intelligence research based on reinforcement learning is beginning to mature as a field. The need for rigorous standards by which the correctness, scale, reproducibility, ethicality, and impact of a contribution may be assessed is now accepted (Henderson et al., 2020; Khetarpal et al., 2018; Mitchell et al., 2019; Osband et al., 2019).

But in all these well-received calls for rigor in AI, the humble simulation environment gets short-changed. It would appear that many researchers consider the environment to be none of their concern. A more holistic (and realistic!) view of their work suggests otherwise. Research workflows involve significant time spent authoring game environments and intelligence tests, adding analytic methods, and so forth. But these activities are usually not as simple and easy to extend as they ought to be, though they are clearly critical to the success of the enterprise.

We think that progress toward artificial general intelligence requires robust simulation platforms to enable in silico exploration of agent learning, skill acquisition, and careful measurement. We hope that the system we introduce here, DeepMind Lab2D, can fill this role. It generalizes and extends a popular internal system at DeepMind which supported a large range of research projects. It was especially popular for multi-agent research involving workflows with significant environment-side iteration. In our own experience, we have found that DeepMind Lab2D facilitates researcher creativity in the design of learning environments and intelligence tests. We are excited to see what the research community uses it to build in the future.
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