Fractional Quantum Zeno Effect Emerging from Non-Hermitian Physics
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Exploring non-Hermitian phenomenology is an exciting frontier of modern physics. However, the demonstration of a non-Hermitian phenomenon that is quantum in nature has remained elusive. Here, we predict quantum non-Hermitian phenomena: the fractional quantum Zeno (FQZ) effect and FQZ-induced photon antibunching. We consider a quantum optics platform with reservoir engineering, where nonlinear emitters are coupled to a bath of decaying bosonic modes whose own decay rates form band structures. By engineering the dissipation band, the spontaneous emission of emitters can be suppressed by strong dissipation through an algebraic scaling with fractional exponents—the FQZ effect. This fractional scaling originates uniquely from the divergent dissipative density of states near the dissipation band edge, different from the traditional closed-bath context. We find FQZ-induced strong photon antibunching in the steady state of a driven emitter even for weak nonlinearities. Remarkably, we identify that the sub-Poissonian quantum statistics of photons, which has no classical analogs, stems here from the key role of non-Hermiticity. Our setup is experimentally feasible with the techniques used to design lattice models with dissipative couplings.

I. INTRODUCTION

While enchanting non-Hermitian properties unattainable in Hermitian systems are widely revealed [1–10], genuine quantum non-Hermitian phenomenology is still largely uncharted territory. For a classical system, coupling to an environment induces dissipation and can be well described by a non-Hermitian Hamiltonian. On the quantum level, however, dissipation occurs with quantum fluctuations, something fundamentally absent in the classical regime. Exploring quantum non-Hermitian phenomena, thus, involves identifying observable consequences driven by the role of non-Hermiticity amid quantum fluctuations. In this direction, the possibility to ingeniously design dissipation with quantum materials enables unique opportunities. Experimentally, non-Hermitian physics such as parity-time symmetry [1] were simulated with photons [11–13], atoms [14–18], electronic spins [19], and superconducting qubits [20]. Recently, realizations of dissipative couplings with an array of photonic resonators [21], atomic spin waves [17], or polaritons [22, 23] coupled to a reservoir have led to engineered dissipative lattice models with non-Hermitian bands. However, the observed phenomena to date were classical in nature. Theoretically, non-Hermitian effects under the quantum mechanical framework are being actively pursued [24–30], but the difficulty to tackle the dynamical long-time behaviors of open many-body quantum systems has severely limited these studies to single-particle physics and short timescales. Though highly sought after, unambiguous quantum non-Hermitian phenomena have remained elusive so far.

Here, we predict quantum non-Hermitian phenomena—the fractional quantum Zeno (FQZ) effect and FQZ-induced photon antibunching, based on a quantum optics setup harnessing reservoir engineering [31–41]. The system consists of nonlinear quantum emitters, such as atoms and artificial atoms, which host multiple excitations with nonlinear interactions. We exploit an engineered “open bath” represented by a continuum of decaying bosonic modes in a lattice with dissipative couplings, whose own dissipation rates form band structures. Different from previous reservoir engineering, which designs the energy dispersion of a closed medium, we manipulate the dissipation band of the open bath to dynamically tailor the system-bath interaction. As the central result, we show the FQZ effect emerging in the long-time emitter dynamics, where the spontaneous emission of emitters is dissipatively suppressed according to an algebraic scaling with fractional exponents. The scaling behaviors of \( n = 1, 2, \ldots \) excitations, moreover, are distinct, which can be controlled via the detuning of emitters. By analyzing the steady-state second-order correlation function of the weakly driven emitter, we show strong, FQZ-induced photon antibunching even for a weak nonlinearity. Different from conventional quantum light generation [42–44], the present sub-Poissonian quantum statistics of photons is driven by structured dissipation captured by a non-Hermitian Hamiltonian, which opens the door to exploring non-Hermitian quantum optics.

The FQZ effect predicted here is conceptually different
We begin in Sec. II by outlining the main results and their implications. In Sec. III, we describe the quantum mechanical model of emitters coupled to a one-dimensional (1D) open bath. In Sec. IV, we develop the general formalism for solutions of the dynamics and quantum correlations of weakly driven emitters. In Sec. V, we study the spontaneous emission of an emitter with single and two excitations, respectively, and show the FQZ effect. We also study the quantum correlation between two emitters. In Sec. VI, we analyze the second-order correlation function of a weakly driven emitter and show FQZ-induced sub-Poissonian light generation. In Sec. VII, we present a scaling analysis for the arbitrary bath. In Sec. VIII, we discuss the experimental implementations, and we conclude our paper in Sec. IX.

We also emphasize a novel approach based on the Keldysh formalism for efficient solutions of the full dynamics of nonlinear emitters immersed in the open bath. In particular, we are able to identify the role played by non-Hermitian Hamiltonians in the steady-state quantum correlation functions of the weakly driven emitters, capitalizing on a deep relation [63, 64] between the master equation and the scattering theory. Mathematically, compared with the established Green function approach associated with the closed bath, the open bath enriches the analytic structure of the emitter Green functions: The branch cut corresponding to the continuum generally becomes a “branch circle” instead of a line, which challenges the studies of quantum few-body and many-body dynamics. We circumvent this difficulty by introducing the effective fictitious bath.

The phenomena and principles described here exist for a wide class of dissipation band structures and for the open bath in arbitrary dimensions. Our results are also of relevance for current experiments with quantum materials, where realizing dissipative lattice models and engineering non-Hermitian band structures are state of the art, while demonstrating quantum non-Hermitian phenomena has remained an open challenge.

We start from the familiar nonanalytic phenomena in quantum optics and condensed matter physics. It generically results from the combination of strong dissipation and a divergent dissipative density of states (dDOS) — the number of bath modes with a particular dissipation rate — near the dissipation band edge. In the closed-bath context, including the extensively studied spin-boson problems in quantum optics and various impurity models in condensed matter physics [45–48], the system-bath interaction is constrained by energy conservation. Instead, our setup has the distinctive feature that such energetic constraint is removed owing to the open nature of the bath. Thus, while gapless modes are crucial for conventional nonanalytic phenomena [47], the present fractional scaling is possible regardless of whether or not the bath has gapless energy or dissipation spectra. It further has the unique property where the scalings of n-excitation states are different for various n, which cannot occur in platforms with the closed bath [39, 48–62], including nanophotonic systems and solid-state band-gap materials, where the resonance condition locks the emitter with the bath energetically. As an important consequence, we show the sub-Poissonian quantum statistics of photons resulting from the key role of non-Hermiticity.


II. OVERVIEW OF MAIN RESULTS

Our setup is illustrated in Fig. 1(a), where one or several emitters are coupled to an engineered bosonic open bath in one dimension. The emitter is nonlinear with multiple bosonic excitations and is weakly driven by an external field. This may be cavities with Kerr interactions or two-level systems in the limit of infinite repulsive interactions. The emitters and the open bath as a whole constitute an open quantum system whose dynamics is governed by a master equation (see Sec. III): It contains a time evolution governed by an effective non-Hermitian emitter-bath Hamiltonian and quantum jumps [65, 66] associated with the emission of quanta from the open bath into the auxiliary reservoir [Fig. 1(a)]. The effective Hamiltonian associated with the open bath describes a dissipative lattice with an energy band $\epsilon_k = 2J \sin(k + \theta)$ and a dissipation band $\gamma_k = \Gamma(1 + \cos k)$. In the limit of $\Gamma/(2J) \to 0$, the closed bath is recovered, where the rich physics of various impurity models has been extensively studied ranging from quantum optics [46–48] to condensed matter physics [45].

Instead, we are interested in the unexplored physics in the strong dissipation limit $\Gamma/(2J) \gg 1$, where the interaction between the emitters and the open bath is no longer restricted by energy conservation, and the dissipation band $\gamma_k$ is expected to play the central role in determining quantum emissions. Analogous to the density of states associated with energy dispersion, we characterize the dissipation band with the dDOS, i.e., the number of modes $D_s(\gamma)$ at the dissipation rate $\gamma$. In 1D, we have

$$D_s(\gamma) \propto \left| \frac{1}{\partial_k \gamma_k} \right|. \quad (1)$$

We explore how $\gamma(k)$ and dDOS influence the spontaneous emissions of multiple excitations of emitters and their statistics as quantified by the second-order correlation function.

It is challenging to solve the master equation of the entire open system consisting of the emitters and the open bath, when the emitters are highly nonlinear and externally driven. In particular, it is difficult to pinpoint the role played by the non-Hermitian Hamiltonian in the dynamical long-time behaviors of the emitters. We address this challenge by developing a framework based on the Keldysh formalism [67, 68] and the scattering theory.

Our road map consists of two steps (see Sec. IV). First, we develop an efficient approach to solve the spontaneous emission of multiple excitations in nonlinear emitters without driving, based on the Keldysh formalism (Fig. 2). With respect to the Green function approach associated with the closed bath, the open bath significantly enriches the analytic structure of the emitter Green function. Here, the branch cut corresponding to the continuum generally becomes a “branch circle” instead of a line, which separates the first Riemann surface to two disconnected regions, and challenges the studies of multiple excitations. This issue is solved by the analytic continuation, which naturally introduces the concept of an effective fictitious bath. Second, we connect the steady-state quantum correlation functions of the weakly driven emitter with Green functions of the undriven case, based on a relation between the multiparticle scattering amplitudes and the steady state of the master equation as initially proposed in Refs. [63, 64].

In particular, to demonstrate quantum non-Hermitian phenomena, we focus on the quantum nature of light as indicated by the second-order correlation function $g^{(2)}(0) < 1$ of the driven emitter. We explicitly identify the role of non-Hermiticity by establishing the relation

$$g^{(2)}(0) = \left| \frac{1}{1 - U \Pi_f(2\omega_d)} \right|^2, \quad (2)$$

where $\omega_d$ is the driving frequency, $U$ is the strength of the nonlinear interaction, and the function $\Pi_f$ is directly related to Green functions determined by non-Hermitian Hamiltonians. This allows us to show how the sub-Poissonian photon statistics despite weak nonlinearity results from the non-Hermitian part of the Hamiltonian.

Applying the above formalism, we predict the FQZ effect, where the spontaneous emission rate $\gamma_n$ of $n$ excitations ($n = 1, 2, \ldots$) in emitters scales with the bath dissipation rate $\Gamma$ as

$$\gamma_n \propto \Gamma^{-\nu_n}, \quad (3)$$

where the exponent $\nu_n < 1$. Equation (3) indicates that the decay rate is suppressed by strong dissipation, similarly as the well-known QZ effect (see, e.g., Refs. [69–78]), but the algebraic scaling here has the fractional exponent, differently from the characteristic featureless $\Gamma^{−1}$ scaling of the QZ effect. Moreover, the scaling behavior of $\gamma_n$ varies with the number $n$ of excitations, which can be controlled via the detuning of the emitter.

The physical picture for the FQZ effect is the following. When the open bath is strongly dissipative by itself, the emitters are dynamically imposed to mainly couple with the long-lived bath modes hosted near the dissipation band edge [Fig. 1(b)]. The dDOS of this region then determines the scaling behaviors of the emitters: Whenever the dDOS there diverges, fractional scaling arises as in Eq. (3), regardless of whether $\gamma_k$ is gapless or not. The scaling analysis for the open bath with arbitrary dissipation band structure and dimension is summarized in Table 1 (see Sec. VII).

Specifically, for a single excitation, we identify the long-lived quasibound state as the superposition of the emitter excitation and the bosonic modes of the open bath, whose decay rates as given by Eq. (3) determine the emitter dynamics at long times (see Fig. 3 and Sec. V A 1). The bath modes in the quasibound state are confined to the dissipation band edge, forming a giant cloud around the emitters. The spatial size of the cloud grows with the bath dissipation rate $\Gamma$ through a nonanalytic scaling. Consequently, when two emitters are present, the open bath mediates simultaneous sizable and remote quantum correlations of emitters, with
a correlation length increasing with $\Gamma$. These results are shown in Fig. 4 and Sec. V A 2.

For two excitations with nonlinear interactions, we find the emergence of quasibound states with the FQZ scaling $\nu_2 < \nu_1 < 1$. For instance, $\nu_1 = 1/2$ and $\nu_2 = 1/3$ for single and two excitations indicates a much faster spontaneous decay of two excitations compared to a single excitation. Moreover, the scalings can be independently controlled via the emitter detuning and the nonlinear interaction. These results are summarized in Fig. 5 and Sec. V B.

As a remarkable manifestation of FQZ effect, we show it opens a new route toward the generation of strong antibunching, even in the limit of weak interactions [Figs. 1(c) and 6]. By using Eq. (2) to analyze $g^{(2)}(0)$ of a single emitter under a weak driving field, we find significant antibunching behavior of excitations (see Sec. VI). We show how it results from the appropriately engineered $\gamma_1 < \gamma_2$, enabled by the independently controllable, different FQZ effects of one and two excitations. In particular, we can achieve strong antibunching in the weak-interaction regime $U/2 < 2\gamma_1 < \gamma_2$, even when interactions are so small as $U/2 < \gamma_1$.

The FQZ-induced antibunching originates from the structured dissipation of the open bath and, therefore, is conceptually different from the conventional mechanisms including strong nonlinearities [42] and interferences [43, 44]. Notably, it represents a first genuine quantum phenomenon emerging from non-Hermitian bands.

Our results have important implications for advancing the field of non-Hermitian physics into fully quantum regimes. Despite significant interest and ongoing efforts, state of the art experiments (see, e.g., Refs. [11, 13–15, 17, 18, 20–23]) on non-Hermitian phenomena in quantum systems have been limited to classical or single-particle physics. Theoretically (see, e.g., Refs. [25–29]), it remains an open challenge to explicitly show quantum many-body phenomena purely governed by a non-Hermitian Hamiltonian in the full quantum dynamics including quantum jumps, without conditioning on the measurements such as postselections. Our work sheds light on how to surmount these challenges.

III. Emitters Coupled to an Open Bath

In this section, we describe in detail the theoretical model for the emitters coupled to a 1D open bath and outline the key quantities we are interested in.

Our setup in Fig. 1(a) consists of three ingredients: emitters $a$ (blue ball), a bath of bosonic modes $b$ (gray), and an auxiliary bath of lossy modes $c$ (yellow). (i) We consider the paradigm of one and two emitters. In the rotating frame with respect to the central frequency of $b$ modes, the Hamiltonian of emitters is written as

$$H_{\text{emit}} = \sum_{l=1,2} \left[ \left( \Delta a_l^{\dagger} a_l + \frac{U}{2} a_l^{\dagger} a_l^2 \right) + \varepsilon (a_l^{\dagger} e^{-i\omega_d t} + \text{H.c.}) \right],$$

where $\Delta$ is the detuning of emitters. The second term is the on-site Kerr interaction with strength $U$, which, in the limits $U \to 0$ and $U \to \infty$ describes a free boson mode and a two-level system, respectively. The third term describes the driving field with amplitude $\varepsilon$ and driving frequency $\omega_d$.

(ii) The free propagation of the bosonic mode $b$ in a lattice of $N_b$ sites is described by the tight-binding Hamiltonian $H_b = \sum_{j=1}^{N_b} (J e^{i\theta_j} b_j^{\dagger} b_{j+1} + \text{H.c.})$ with the hopping strength $J$ and the nontrivial phase $\theta \neq 0$, where $b_j (b_j^{\dagger})$ is the annihilation (creation) operator at site $j$. (iii) Finally, the lossy modes $c_j$ ($j = 1, ..., N_b - 1$) have the common decay rate $\gamma_c/2$.

We assume that the coupling of emitters to local modes $b_{j=0,2}$ is described by the Jaynes-Cummings (JC) Hamiltonian $H_{\text{bc}} = \Omega (a_j b_j^{\dagger} + a_j^{\dagger} b_j + \text{H.c.})$ with a Rabi frequency $\Omega$. As shown in (i) in Fig. 1(a), neighboring modes $b_j$ and $b_{j+1}$ are both coupled to the mode $c_j$ with a coupling strength $g$, described by $H_{\text{bc}} = g \sum_j (b_j^{\dagger} c_j + \text{H.c.})$.

When the decay rate $\gamma_c/2$ of the bath $c$ is much larger than all the other energy scales, it can be adiabatically eliminated [79, 80] to yield a master equation for the reduced density matrix $\rho$ associated with the hybrid system that consists of the emitters and the bath $b$, i.e.,

$$\partial_t \rho = -i[H_{\text{emit}} + H_{\text{bc}} + H_b, \rho] + D_b [\rho].$$

Here, the dissipator takes the form

$$D_b [\rho] = -\{H_D, \rho\} + \Gamma \sum_j \left( b_{j+1} \rho b_j^{\dagger} + b_j \rho b_{j+1}^{\dagger} + 2 b_j \rho b_j^{\dagger} \right),$$

where $H_D = \Gamma \sum_j [(b_j^{\dagger} b_{j+1} + \text{H.c.})/2 + b_j^{\dagger} b_j]$ with the effective decay rate $\Gamma = 4g^2/\gamma_c$. The dissipator $D_b$ leads to a dissipative coupling rate $\Gamma/2$ between neighboring bath modes $b_j$ and $b_{j+1}$ in the lattice on top of the coherent coupling rate $J$, along with an on-site decay rate $\Gamma$ of $b_j$. We note that dissipatively coupled lattices have been recently engineered with atoms [17, 18] and photonic resonators [21]. Subsequently, we denote the effective non-Hermitian Hamiltonian of Eq. (5) by $H_{\text{eff}} = H_{\text{emit}} + H_{\text{bc}} + H_b - iH_D$.

Thus, the master equation (5) describes a scenario where quantum emitters are coupled to an “open bath” $b$, which undergoes dissipation by itself as governed by the dissipator $D_b$, apart from its own coherent evolution as governed by $H_b$. Competition of this two processes is characterized by the ratio $\Gamma/(2J)$. In the limit of $\Gamma/(2J) \to 0$, the traditional closed bath is recovered [45–48], whereas, in the opposite limit of $\Gamma/(2J) \gg 1$, the bath is dominated by its open nature.

Our goal is to study the spontaneous emissions of multiple excitations in emitters and the dynamics of quan-
tum correlation functions. We specifically consider two paradigmatic cases.

(i) We first consider the case without the driving field \((\varepsilon = 0)\), and the emitter \(a_1\) is initially populated with one and two excitations, while the bath \(b\) is initially in the vacuum state. We study the spontaneous emissions of excitations at times \(t > 0\) characterized by

\[
G(t) = -i\langle 0|a_1(t)a_1^\dagger(0)|0\rangle,
\]

\[
D(t) = -i\frac{1}{2}\langle 0|a_1^2(t)a_1^2(0)|0\rangle,
\]

with \(l = 1, 2\), where the average is taken on the vacuum state \(|0\rangle\).

(ii) We then consider a single emitter \(a_1\) driven by a weak field \((\varepsilon \neq 0)\). We analyze the statistics of the emitter excitations in the steady state, as quantified by the second-order correlation function

\[
g^{(2)}(\tau) = \frac{1}{n^2}\text{Tr}\left[a_1^\dagger(t)a_1^\dagger(\tau)a_1(\tau)a_1\rho_{ss}\right]
\]

with \(n = \text{Tr}((a_1^\dagger a_1\rho_{ss}))\) being the first-order correlation function, in the steady state \(\rho_{ss}\) of the master equation (5). Whenever \(g^{(2)}(0) < 1\), the statistics is sub-Poissonian [42], which is genuine quantum statistics with no classical analogs.

IV. FORMALISM

In this section, we systematically develop an efficient approach based on the Keldysh formalism and the scattering theory to solve for the dynamics and quantum correlation functions of the weakly driven and nonlinear emitters. In particular, it allows us to identify purely non-Markovian scenarios. In principle, for small systems, the master equation (5) can be solved numerically. However, to access the dynamical long-time behaviors of the highly nonlinear, driven emitters in the thermodynamic limit \(N_b \to \infty\) requires intensive numerical calculations based on the finite-size scaling. Moreover, while the emitter and the open bath as a whole undergoes Markovian time evolution described by the master equation, we remark that the dynamics of the emitter, by itself, is non-Markovian because of the structured dispersion and dissipation of the open bath, and a successive elimination of the bath \(b\) from Eq. (5) to obtain a master equation for the emitters is not valid.

Our approach to obtain the full dynamics of emitters hinges on two important elements. (i) In the master equation (5) without driving \((\varepsilon = 0)\), the action of the jump operator depletes the excitations from the open bath, but the effective Hamiltonian \(H_{eff}\) commutes with the number operator \(N\) \(= \sum_a a^\dagger_a a_a + \sum_j b^\dagger_j b_j\), and, therefore, the steady state is the vacuum state. Consequently, the spontaneous emission dynamics of \(n (n = 1, 2, \ldots)\) excitations is fully captured by the \(n\)-particle retarded Green function in the vacuum state. In Secs. IV A—IV C, we develop the formalism for undriven emitters coupled to the open bath. (ii) When emitters are weakly driven \((\varepsilon \neq 0)\), although the steady state of the master equation is out of equilibrium, which violates the dissipation-fluctuation theorem, we are able to connect the correlation functions of the weakly driven emitter with Green functions of the undriven case following the spirit of Refs. [63, 64], as described in Sec. IV E. Detailed derivations in our formalism can be found in Appendixes A and B.
A. Non-Hermitian emitter-bath Hamiltonian

Without the driving field (\( \epsilon = 0 \)), at zero temperature the steady state of the master equation (5) is the vacuum state \( |0\rangle \). In the vacuum state, the time-ordered single-particle Green functions \( G_i^t(t) = -i\langle 0| T a_i(t) a_i^\dagger(0) |0\rangle \) and the retarded Green functions \( G_i^R(t) = -i\langle 0| a_i(t), a_i^\dagger(0) |0\rangle \) coincide with each other, i.e., \( G_i^t(t) = G_i^R(t) \equiv G(t) \). As a result, in the frequency domain, all the emitter Green functions in the single-excitation subspace are determined by \( G(\omega) = \langle 0| a_1|\omega - H_{\text{eff}}\rangle a_1^\dagger(0) \). In general, in the vacuum state, all the emitter Green functions in the \( n \)-excitation subspace are determined by the retarded Green functions \( G(\omega) = \langle 0| a_n|\omega - H_{\text{eff}}\rangle a_n^\dagger(0) \). Thus, the dynamics of undriven emitters is purely governed by the effective emitter-bath Hamiltonian \( H_{\text{eff}} \) (see also Appendix B), which in the momentum space is written as

\[
H_{\text{eff}} = H_a + \sum_k (\epsilon_k - i\gamma_k) b_k^\dagger b_k + \frac{\Omega}{\sqrt{N}} \sum_k (a_k^\dagger + a_k^\dagger e^{ikd}) b_k + \text{H.c.}
\] (9)

with \( b_k = (1/\sqrt{N}) \sum_j b_j e^{-ikj} \) \( (k \in (-\pi, \pi]) \). In Eq. (9), the second term is the non-Hermitian Hamiltonian describing the open bath, which exhibits structured dispersion relation \( \epsilon_k = 2J \cos(k + \theta) \) and dissipation rate \( \gamma_k = \Gamma(1 + \cos k) \). It is easy to check that \( [H_{\text{eff}}, N] = 0 \) with \( N = \sum_i a_i^\dagger a_i + \sum_k b_k^\dagger b_k \); i.e., the number of excitations is a good quantum number. In subsequent discussions, we assume \( \theta = -\pi/2 \) without loss of generality.

B. Property of the Green function associated with the open bath

To derive the dynamics of undriven emitters, we obtain the single-particle Green function \( G(\omega) \) analytically by integrating out bath modes \( b \). For instance, for a single emitter, we obtain

\[
G(\omega) = \frac{1}{\omega - \Delta - \Sigma(\omega)}
\] (10)

which is determined by the self-energy

\[
\Sigma(\omega) = \Omega^2 \int \frac{dk}{2\pi} \frac{1}{\omega - \epsilon_k + i\gamma_k}.
\] (11)

One can then further obtain the two-particle Green function

\[
D(\omega) = \frac{1}{\Pi^{-1}(\omega) - U}
\] (12)

with \( \Pi(\omega) = i \int d\omega' G(\omega') G(\omega - \omega')/(2\pi) \). The general expression of Green functions for many emitters is derived in Appendix A.

As a reference point, let us first recall how to obtain the emitter dynamics in a closed bath where \( \gamma_k = 0 \). There, it follows from the Lehmann spectral representation \( G(\omega) = \int_{-\infty}^{\infty} A(x)/(\omega - x + i0^+) dx \) that the emitter dynamics is determined by the analytic structure of the Green function \( G(\omega) \) in the complex \( \omega \) plane shown in Fig. 2(a). There, two isolated poles \( \epsilon_x \) [i.e., \( G^{-1}(\epsilon_x) = 0 \)] correspond to the energies of bound states, and the branch cut \( x \in [-2J, 2J] \) represents the continuum of the bath, i.e., the scattering states. Thus, \( G(\omega) \) in the entire complex plane is determined only by the nonzero spectral weight \( A(x) \) in the vicinity of poles and branch cut that can be obtained straightforwardly [81]. Based on the Lehmann representation, the Fourier transform of \( G(\omega) \) can be obtained efficiently; the contribution from poles leads to the long-term oscillation of the remnant excitation in the emitter, while depending on the energy dispersion of the bath, the branch cut gives rise to (non-)Markovian decay [e.g., the power-law (exponential) decay \( \sim 1/t^{\delta} (e^{-\gamma t}) \)].

For the open bath, however, the momentum-dependent decay rate \( \gamma_k \neq 0 \) generally leads to nontrivial and rich analytic structure of \( G(\omega) \). As illustrated in Figs. 2(b) and 2(c), according to Eq. (11), the branch cut deforms from the structureless straight line to an ellipse \( (\epsilon_k, \gamma_k) \) (red curve) parametrized by \( k \). It separates the first Riemann surface (RS) to two disconnected regions: The self-energy is \( \Sigma(\omega) = 0 \) in the white region \( (\omega \in \Pi) \) but finite in the blue region \( (\omega \in I) \). Depending on the ratio \( \Gamma/(2J) \), the elliptical branch cut undergoes an interesting deformation [Figs. 2(b) and 2(c)]: Its major axis (dashed line) shrinks from a line on the real axis for \( \Gamma/(2J) < 1 \) to a point for \( \Gamma/(2J) = 1 \) and then expands in the orthogonal direction in the negative imaginary axis for \( \Gamma/(2J) > 1 \).

When \( G(\omega) \) exhibits a branch circle, the two-particle Green function (12) contains an even more complicated analytic structure consisting of a “branch area.” As such, the computation of emitter dynamics is nontrivial, where it is generally hard to perform the Fourier transform (yellow curve) and the convolution directly.

C. Efficient solution via a fictitious bath

In order to efficiently solve the emitter dynamics, we introduce the “fictitious bath”: As we prove, an appropriate fictitious bath with a simple spectrum

\[
\tilde{\omega}_k = \begin{cases} -i\Gamma - 2J_{\text{eff}} \sin k, & \text{for } \Gamma/2J < 1 \\ -i\Gamma - 2iJ_{\text{eff}} \cos k, & \text{for } \Gamma/2J > 1 \end{cases}
\] (13)

with \( J_{\text{eff}} = \sqrt{J^2 - \Gamma^2/4} \) generates exactly the same dynamics of the emitters [Fig. 2(d)].

The dispersion (13) of the fictitious bath is obtained using the analytic continuation, as illustrated in Figs. 2(c) and 2(d), which allows one to collapse the complex elliptical branch cut to a line coinciding with its major
axis. Mathematically, the Fourier transforms $F(t) = \int_C (d\omega/2\pi) F(\omega) e^{-i\omega t}$ ($F = G, D$) are integrals along the yellow contour $C$ in region I, which is not contractible due to the elliptical branch cut in the first RS. However, it turns out that the self-energy $\Sigma(\omega)$ can be properly defined in the second RS by analytic continuation (see Appendix A). As an example, for one emitter, in region II of the first RS and region I of the second RS, $\Sigma(\omega) = \Sigma_f(\omega)$ is unified as
\[
\Sigma_f(\omega) = \Omega^2 \int \frac{dk}{2\pi} \frac{1}{\omega - \bar{\omega}_k}.
\] (14)

The advantage of the analytic continuation is that one can further deform the integral contour $C$ to $C'\ell$ (yellow curve) in the second RS.

Thus, the emitter dynamics is completely determined by the fictitious bath
\[
F(t) = \int_{C'} \frac{d\omega}{2\pi} F_f(\omega) e^{-i\omega t}
\] (15)
for ($F = G, D$) through the simple analytic structure of $G_f(\omega) = 1/(\omega - \Delta - \Sigma_f)$ and $D_f(\omega) = [\Pi_f^{-1}(\omega) - U]^{-1}$ with $\Pi_f(\omega) = \int \frac{d\omega'}{2\pi} G_f(\omega')G_f(\omega - \omega')/(2\pi)$. Figure 2(d) showcases the significantly simplified analytical structure of the Green function $G_f(\omega)$ associated with the fictitious bath. There, two poles $\bar{\epsilon}_s$ (orange dots) and a branch cut $\bar{\omega}_k$ (red line) remarkably connect two foci of the original elliptical branch cut of $G(\omega)$ in the original model. The spectral weights $Z_s^{-1} = 1 - \partial_\omega \Sigma_f|_{\omega = \bar{\epsilon}_s}$ and $A(x)$ of poles and the branch cut can be obtained analytically, giving rise to single- and two-excitation dynamics described by $G(t)$ and $D(t)$, respectively [81].

The fictitious-bath approach can be applied to efficiently compute the dynamics of multie excitations or multiple emitters in a generic 1D open bath in the thermodynamic limit. We emphasize, however, that the bath dynamics, e.g., the multieexcitation scattering off the emitter and the propagation in the bath, cannot be studied via the fictitious bath.

Interestingly, the spectrum $\bar{\omega}_k$ of the fictitious bath in Eq. (13) coincides with that of the original bath under open boundary conditions (OBCs) in the thermodynamic limit. It is worth noting that the original open bath under OBCs exhibits a skin effect [2]. In contrast, the effective Hamiltonian of the fictitious bath exhibits completely different eigenstates, without a skin effect.

D. Dissipative density of states

In the context of closed baths with structured energy dispersions $\epsilon_k$, the energy density of states (DOS) of the bath has played an important role in the emitter-bath interaction. For an open bath with also structured dissipation described by $\gamma_k$, analogously, we introduce dDOS labeled by $D_s(\gamma)$, namely, the number of bath modes with a dissipation rate $\gamma$. The 1D dDOS is defined as
\[
D_s(\gamma) := \int \frac{dk}{2\pi} \delta(\gamma - \gamma_k).
\] (16)

Explicit calculation of Eq. (16) leads to Eq. (1). In Sec. VII, we introduce dDOS in arbitrary dimensions and analyze the behavior of the self-energy through dDOS for arbitrary open baths with strong dissipations.

E. Second-order correlation function of a weakly driven emitter

We turn to calculate the steady-state correlation functions of an emitter $a$ driven by a weak field with frequency $\omega_d$. By weak, we mean the driving strength $\varepsilon$ is finite but much smaller than the spectral gap of the system without the driving field. In the presence of driving ($\varepsilon \neq 0$), the steady state of Eq. (5) is nonequilibrium, for which the dissipation-fluctuation theorem no longer holds. However, we can connect the steady-state correlation functions with the Green function of the undriven case.

Such a connection is enabled by a relation between scattering and the master equation formalism as first proposed in Ref. [63], where the intuitive picture is the following: In the weakly driven system, the driving field just pumps the system by injecting multiple photons; thus, the pumping process can be considered as the few-photon scattering off an undriven system. This idea has been successfully applied to many quantum optical systems [64, 82, 83]. Here, we follow the similar spirit, as detailed in Appendix B.

In particular, we obtain the first- and second-order correlation functions of the weakly driven emitter in terms of Green functions of the undriven case as
\[
\langle a^\dagger a \rangle_{ss} \equiv \int_{-\infty}^{\infty} dt e^{-i\omega_d t} \langle 0| t a(0) a^\dagger(t) |0 \rangle^2
\]
\[
\langle a^\dagger a^\dagger a^\dagger(\tau) a(\tau) a \rangle_{ss} \equiv \int_{-\infty}^{\infty} dt_1 dt_2 e^{-i(\omega_d t_1 + \omega_d t_2)} G(\tau; t_1, t_2)^2
\]
with $G(\tau; t_1, t_2) = -i \langle 0| t a_1(\tau) a_1(0) a_1^\dagger(t_1) a_1^\dagger(t_2) |0 \rangle /2$. Here, $a(t) = e^{iH_{int} t} a e^{-iH_{int} t}$ is governed by the non-Hermitian Hamiltonian (9) without driving.

As the key result, by applying the Dyson expansion to calculate Green functions of the undriven emitter (see Fig. 11, Appendix A), we obtain
\[
g^{(2)}(\tau) = \left| 1 + \Pi_f(\tau) T(2\omega_d) \right|^2,
\] (17)

with the scattering matrix $T(2\omega_d) = [U^{-1} - \Pi_f(2\omega_d)]^{-1}$ and the two-particle Green function
\[
\Pi_f(\tau) = i \int \frac{d\omega'}{2\pi} G_f(\omega_d + \omega') G_f(\omega_d - \omega') e^{-i\omega' \tau}.
\]
In the asymptotic limit $\tau \to \infty$, $g^{(2)}(\infty) \to 1$ as $\bar{\Pi}_f(0) = \Pi_f(2\omega_d)$.

Since $g^{(2)}(0) < 1$ indicates the quantum nature of light, Eqs. (2) and (17) provide us the central principle to explicitly identify the role played by the non-Hermiticity of the effective Hamiltonian in generating sub-Poissonian quantum light.

We emphasize that the formalism developed in this section is general, applicable for arbitrary non-Hermitian band structures $\epsilon_k - i\gamma_k$ of the bath.

V. FRACTIONAL QUANTUM ZENO EFFECT

Based on the above formalism, in this section, we explore the emitter physics in the strong dissipation regime $\Gamma/(2J) \gg 1$, for $\epsilon_k = 2J \sin k$ and $\gamma_k = \Gamma(1 + \cos k)$, and reveal the FQZ effects for different numbers of excitations. Cases for the open bath with arbitrary forms of dissipation bands and dimensions are discussed in Sec. VII.

A. Single excitation

We begin with studying the dynamics in the single-excitation subspace, where the on-site interaction $U$ does not play any role and the non-Hermitian emitter-bath Hamiltonian (9) becomes quadratic. We consider the cases with one and two emitters, respectively.

1. Single emitter

When the open bath is dominated by its intrinsic dissipation for $\Gamma/(2J) \gg 1$, vital for the emitter dynamics at long times are bath modes with small dissipation rates. To gain intuitions into the physics, let
we first consider a bath with the finite size \( N_b \) and, thus, a discrete dissipation spectrum [Fig. 3(i)], where there opens a gap \( \delta \gamma = 2\pi \Gamma / N_b^2 \) between the mode \( b_s \) with \( \gamma_k = 0 \) and the rest modes \( b_k \neq \pi \). Under the condition \( \Omega / \delta \gamma \ll 1 \), the fast-decaying modes \( b_k \neq \pi \) can be adiabatically eliminated in the lowest-order perturbation treatment, yielding an effective Hamiltonian \( H_{\text{eff}} = \Omega a_1^\dagger b + b_1 a_1^\dagger + 1 / (1 + \cos k) \sim \Gamma \). Thus, the emitter with \( \Delta = 0 \) is expected to undergo a Rabi oscillation with \( 2\pi \sqrt{N_b} \), which is protected by the QZ effect. As such, we refer to the regime of \( \Omega / \delta \gamma \ll 1 \) as the pseudo-single-mode regime.

The above analysis for the finite-size limit is verified by numerical simulations using the original non-Hermitian Hamiltonian \( H_{\text{eff}} \) in Eq. (8) with a finite size \( N_b \) under the condition \( \Omega / \delta \gamma \ll 1 \). Specifically, we find two eigenstates of \( H_{\text{eff}} \) coincide with that of the above effective model, whose eigenvalues show the expected \( \Gamma^{-1} \) scaling [Fig. 3(a)]. The numerical result of time-dependent population \( \langle a_1^\dagger(t) a_1(t) \rangle \) in Fig. 3(b) clearly shows QZ dynamics, where the strong bath dissipation constrains the emitter to a coherent evolution in the subspace of the emitter and the mode \( b_s \).

However, in the thermodynamic limit [Fig. 3(ii)], the structured dDOS associated with the dissipation band, which diverges near the edge, invalidates the above single-mode picture. To reveal the resulting emitter dynamics, we employ the formalism developed in Sec. IV to obtain the self-energy [81]

\[
\Sigma_f(\omega) = \frac{-i \Omega^2}{\sqrt{-\omega^2 - \Delta^2 - \Sigma_f(\omega)}}
\]

and the Green function \( G_f(\omega) = 1 / [\omega - \Delta - \Sigma_f(\omega)] \) associated with the fictitious bath. In the regime \( \Gamma / (2J) \gg 1 \), where the bath undergoes strong dissipation by itself, the contribution to the emitter dynamics from the branch cut is found to decay as \( \sim e^{-\Gamma t} \) (see Appendix A). On the long times \( Jt \gg 1 / \Gamma \), as shown, the emitter dynamics is determined by the poles \( \epsilon_s \equiv \epsilon_b - i \gamma_b \) of \( G_f \), i.e., \( G_f^{-1}(\epsilon_s) = 0 \), where \( \epsilon_b \) and \( \gamma_b \) represent the energy and the decay rate of the quasibound state, respectively. Interestingly, the quasibound states exhibit different behavior depending on the detuning \( \Delta \).

For zero detuning \( \Delta = 0 \), two quasibound state solutions

\[
\epsilon_s = \epsilon_b - i \gamma_b = \pm 3 / 2 \left( \begin{array}{c} \Omega^2 / 2 \\ \sqrt{3} \end{array} \right)^{1/3} \Gamma^{-1/3}
\]

exhibit the same nonanalytic scalings with \( \Gamma \) in both the energy and the decay rate. Thus, the quasibound state displays the FQZ effect. Note that \( \epsilon_b / \gamma_b = \sqrt{3} \) is a constant. Equation (19) is confirmed by the numerical solutions of \( G_f^{-1}(\epsilon_s) = 0 \) in Fig. 3(c).

The long-lived quasibound state is a superposition of the emitter and the bosonic modes of the open bath, i.e., \(|B\rangle = c_1 a_1^\dagger |0\rangle + \sum_f f_k b_k^\dagger |0\rangle \), where \( c_1 \) and \( f_k \) are the coefficients. As detailed in Appendix C, we find \( f_k = c_1 \Omega / \sqrt{N_b} \epsilon_s / \left[ (\epsilon_b - \epsilon_s) - i \gamma_b \right] \). According to Eq. (19), the average momentum of the bath component is sharply localized at \( k_b \rightarrow \pi \), as indicated by the fact that \( \epsilon_b \rightarrow 0 \) for \( \Gamma \rightarrow \infty \). In real space, the bath modes localized around the emitter form a giant cloud with a large localization length \( \sqrt{b_b} = (\Gamma / \Omega)^{2/3} \) [see Eqs. (C3)–(C6), Appendix C], which increases with \( \Gamma \) through a nonanalytic scaling. The giant size of the cloud as shown in Fig. 3(d) extends impressively over hundreds of lattice sites at large \( \Gamma \). Note that the asymmetry is due to the asymmetry of the bath under \( k \rightarrow -k \).

Thus, the emergence of the FQZ effect can be understood: The strong bath dissipation effectively taints the coupling of emitter with the continuum to the dissipation-band edge near \( k = \pi \); there, the divergent dDOS gives rise to a strong emitter-bath interaction, leading to the fractional scaling behavior of the emitter. Indeed, as we rigorously prove later in Sec. VII, the fractional scaling always emerges if the dDOS near the edge, irrespective of whether \( \gamma_b \) is gapless or not. This is in strong contrast to what happens in the closed-bath case, where the bound state is created if the emitter is on resonance with the edge of the energy band \( \epsilon_b \) (in our case, this corresponds to the limit of \( \Gamma \rightarrow 0 \) and tuning \( \Delta = \pm 2J \) near resonance with the edge of \( \epsilon_b = 2J \sin k \) at \( k = \pm \pi / 2 \)).

The excitation population \( \langle a_1^\dagger(t) a_1(t) \rangle \) in Fig. 3(c) is obtained by the Fourier transform of the Green function \( G_f(\omega) \). In the long-term limit, the result [81]

\[
G(t) \approx \frac{4}{3} e^{-\gamma_b t} \cos(\sqrt{3} \gamma_b t)
\]

from the double-pole approximation represents the long-lived oscillation between two quasibound states. It indicates that both the revival time and the lifetime of the emitter become longer when \( \Gamma \) increases, while the maximum revival population is almost constant as a result of \( \epsilon_b / \gamma_b = \sqrt{3} \). In Fig. 3(e), we show the dynamics of \( \langle a_1^\dagger(t) a_1(t) \rangle \) obtained from the numerical Fourier transform of \( G_f(\omega) \). It agrees with Eq. (20) very well at times \( t > 1 / \Gamma \).

For a finite detuning \( \Delta \neq 0 \), however, the two quasibound states show different scalings, i.e.,

\[
\epsilon_s^{(1)} = \Delta - i \frac{\Omega^2}{\sqrt{3}} \epsilon_s^{(\pi/4)} \Gamma^{-1/2},
\]

\[
\epsilon_s^{(2)} = -i \frac{\Omega^4}{\sqrt{3} \epsilon_s^{(\pi/4)} + 2J^2} \Gamma^{-1}.
\]

The decay rate of the first quasibound state in Eq. (21) exhibits the FQZ scaling \( \sim \Gamma^{-1/2} \), in contrast to the other one in Eq. (22) with the QZ scaling \( \sim \Gamma^{-1} \). Interestingly, the former also scales fractionally as \( \Delta^{-1/2} \) with \( \Delta \). In
Fig. 3(f), we present the numerical solutions for the decay rate of the first quasibound state, which confirm the predicted nontrivial scalings. The long-term dynamics of the emitter is primarily determined by Eq. (21), which indicates an oscillation with frequency \( \Delta \) and a decay dynamics that can be fractionally suppressed via enhancing both \( \Gamma \) and \( \Delta \).

2. Two emitters

We now show that the FQZ effect leads to remarkable remote, long-term quantum correlation between two emitters. Tunable long-range correlation has been actively pursued in the closed-bath context such as using atoms coupled to a photonic crystal [37, 39, 58]. Therein, however, a trade-off exists between the correlation length and the correlation strength, because the increase of photonic localization length in the atom-photon bound state is accompanied with reduced atomic population. Here, we show that the strongly dissipative open bath can mediate simultaneous substantial and long-range quantum correlation, due to the formation of a dark quasibound state composed of two emitters and the bath component with a very large spatial size.

We focus on the interesting case \( \Delta = 0 \) and assume the distance \( d \) of two emitters to be an even number without loss of generality. Again, we start from the pseudo-single-mode regime [Fig. 4(i)] to gain some intuition. In this case, adiabatic elimination of the bath modes \( b_{k \neq \pi} \) yields the effective non-Hermitian Hamiltonian \( H'_{\text{eff}} = \sum_{t=1,2} [-i \gamma_i a_t a_t + \Omega/\sqrt{N_0}(a_t b_\pi + \text{H.c.})] \), where \( \gamma_1 \) is the same as before and \( \gamma_2 \approx (\Omega^2/N_0 \Gamma) \sum_{k \neq \pi} e^{-ikd}/(1 + \cos k) \). It describes a three-level system where two emitters are coupled to the bath mode \( b_\pi \), protected by the standard QZ effect. In the limit \( \Gamma/(2J) \to \infty \), the antisymmetric superposition of two emitters in the odd channel forms a dark state \( |\psi_-\rangle = (a_1^\dagger - a_2^\dagger)|0\rangle/\sqrt{2} \) decoupled from all bath modes, whereas in the even channel the symmetric superposition of emitters hybridizes with the \( b_\pi \) mode to form two bright states, \( |\psi_+\rangle = (a_1^\dagger + a_2^\dagger)|0\rangle/\sqrt{2} \).
\( c_1(a_1^4 + a_2^4)/\sqrt{2} + c_2 b_2^4 \) \( |0\rangle \), where \( c_1 \) and \( c_2 \) are coefficients. This physical picture indicates that, due to the dark state, excitation initially populating the first emitter is transferred to the second emitter at some time \( t < \Gamma^{-1} \) even when they are remotely separated.

In the thermodynamic limit, however, two emitters are strongly coupled to the dissipation band edge with divergent dDOS [Fig. 4(iii)]. For the separation \( d \) within the spatial size of the localized bath modes, analogy with the pseudo-single-mode case suggests potential creations of dark (bright) quasibound states in odd (even) channels.

Mathematically, we determine the energy and the decay rate of the two-emitter quasibound states from the poles of Green functions \( G_{\pm}(\omega) = 1/(\omega - \Sigma_{\pm}^d) \) in the even (odd) channels \((\pm)\), where the self-energies \( \Sigma_{\pm}^d \) are \[ \Sigma_{f}^{\pm}(\omega) = -i \frac{\Omega^2 [1 \pm z_{+}^{d}(\omega)]}{\sqrt{- (\omega + i \Gamma)^2 - 4 J_{\text{eff}}^{2}}} \] (23)

with \( z_{+}(\omega) = (i(\omega + i \Gamma))/2J_0 + \sqrt{-[(\omega + i \Gamma)^2]/4 J_{\text{eff}}^{2} + 1} \). The approximate solution for the complex energy \( \epsilon_{s} \) of the quasibound state can be obtained analytically via the Taylor expansion. For \( \Omega/J > \sqrt{2}/d \), we find two solutions for the “dark” quasibound states

\[ \epsilon_{s} = \pm R - id\Omega^2 \Gamma^{-1} \] (24)
in the odd channel with \( R \sim \Gamma^{-2} \) and two solutions for the bright quasibound states in the even channel:

\[ \epsilon_{s} = \frac{1}{2} \left[ \pm \sqrt{3} - i \right] (2\Omega^4)^{1/3} \Gamma^{-1/3}. \] (25)

The above results indicate that the decay rate of the dark quasibound state is controlled by the distance \( d \) and exhibits QZ scaling. Instead, the two bright quasibound states are blind to \( d \) and feature the FQZ scaling \( \Gamma^{-1/3} \) the same as the single-emitter case, except that the prefactor is enhanced by a factor of \( 4^{1/3} \). These analytical results are confirmed by numerical solutions of the poles of the Green functions \( G_{\pm}(\omega) \), as shown in Fig. 4(c). Note that the dark quasibound state relies on strong dissipation and divergent dDOS of the dissipation band edge; hence, it is different in nature from the bound states with small decay rates in the context of a closed bath with multiple emitters [57, 84], where the energy resonance mechanism plays a fundamental role.

According to Eqs. (23)—(25), the bright quasibound state of the complex energy \( \epsilon_{s} \) exhibits the localization length \( l_{b} \sim 1/\log(|z_{+}(\epsilon_{s})|) \), which sets a characteristic length scale for the interaction of two emitters. Remarkably, \( |z_{+}| \to 1 \) in the limit \( \Gamma/(2J) \to \infty \) indicates a remote correlation mediated by the bath mode near the dissipation-band edge, where the FQZ effect gives rise to a nonanalytic scaling of the correlation length \( l_{b} \propto (\Gamma/\Omega)^{2/3} \) with \( \Gamma \).

The dynamics of two emitters directly follows from the Fourier transforms \( G_{1n}(t) \sim \int (G_{\pm} \pm G_{-}) e^{-i\omega t} d\omega/(4\pi) \)

for \( n = 1, 2 \) as \[ i G_{1n}(t) = \frac{2}{3} e^{-\gamma t} \cos(\sqrt{3} \gamma t) \pm \frac{1}{2} e^{-(\Omega^2 d/\Gamma)t}, \] (26)

where \( \gamma = \Omega^{4/3}/(4\Gamma)^{1/3} \). In Fig. 4(d), we numerically perform the Fourier transforms to obtain the time-
dependent population $\langle a_1^\dagger(t)a_n(t)\rangle = |G_{1n}(t)|^2$ and the correlation $|\langle a_2^\dagger(t)a_1(t)\rangle|$ of two remote emitters separated by $d = 30$. The results at long times $t > 1/\Gamma$ agree very well with Eq. (26).

When $d/l_b \ll 1$, Eq. (26) predicts the maximal transferred population on the second emitter is $(a_1^2 a_2^2)_{\text{max}} \rightarrow 0.36$ [Fig. 4(d)] at the time $t_s \sim \pi/(\sqrt{3}\gamma)$. When $d$ increases, $(a_1^2 a_2^2)_{\text{max}}$ diminishes [Fig. 4(e)] due to the increased decay rate of the dark quasibound state [see Eq. (24)]. However, as long as $d/l_b \ll 1$, the population decreases as $\propto -d/l_b$, leading to a state transfer that can occur across hundreds of lattice sites.

Interestingly, due to the presence of the dark quasibound state, a remote correlation $|\langle a_2^\dagger(t)a_1(t)\rangle| \sim 0.25$ between two emitters can exist for a remarkably long time, as expected from Eq. (26) under the condition $t < \Gamma/(d\Omega^2)$; see Fig. 4(d). The remoteness of the long-term correlation is showcased in Fig. 4(f). When $d < \Gamma/(1000\Omega^2)$, we see that the correlation diminishes linearly and slowly with $d$, remaining substantial over a distance $d \sim 200$ even at such a long time $Jt = 1000$. These results suggest the possibility to flexibly engineer simultaneous significant and remote correlations in practice where the finite-size bath is generally in between the thermodynamic and the quasi-single-mode limits.

B. Two excitations

In this section, we study the spontaneous emission of two excitations in an emitter with the on-site interaction $U$. We show that the decay rate of two excitations exhibits distinct FQZ scalings from the single-excitation counterpart, which can be tuned via $U$ and $\Delta$.

Since the effective emitter-bath Hamiltonian (9) commutes with $N$, we can expand it in the two-excitation subspace spanned by the basis $\{a_1^2 |0\rangle/\sqrt{2} \equiv |d\rangle, a_1^b b_1^b |0\rangle \equiv |kk'\rangle\}$. We obtain

$$H_2 = (U + 2\Delta)|d\rangle\langle d| + \sum_k (E_k + E_{k'})|kk\rangle\langle kk| + \sum_{kk'} \sqrt{\frac{2\Omega}{N_b}} (|k\rangle\langle d| + \text{H.c.}) + \sum_k (E_k + E_{k'})|kk'\rangle\langle kk'|$$

where $E_k = \varepsilon_k - i\gamma_k$ is the complex energy of the bath mode $b_k$.

Because the bath mode $b_e$ has zero complex energy $E_e = 0$, Eq. (27) indicates two kinds of resonant processes. (i) For the interaction $U = -\Delta$, the doublon state $|d\rangle$ (i.e., two excitations in the emitter) is resonant with the state $|\pi\rangle$ (i.e., one excitation in the emitter and one excitation at $k = \pi$ in the bath). (ii) When $U = -2\Delta$, the resonant coupling occurs between the doublon state $|d\rangle$ and the state $|\pi\pi\rangle$ (i.e., two excitations at $k = \pi$ in the bath).

It turns out that, in the resonant case $U = -\Delta$, the decay rates of two excitations have different scaling behaviors from the single-excitation sector. Under the condition $\Omega^2/\Delta \ll 1$, the states $|kk'\rangle$ (i.e., two excitations in the bath) can be adiabatically eliminated (see Appendix C). To leading order, the dynamics is governed by the effective non-Hermitian Hamiltonian

$$H''_2 = \frac{\sqrt{2}\Omega}{\sqrt{N}} \sum_k (|k\rangle_\varepsilon\langle d| + \text{H.c.}) + \sum_k E_k |k\rangle_\varepsilon\langle k|$$

in the rotating frame, which is exactly the Hamiltonian in the single-excitation sector with $\Delta = 0$ and $\Omega \rightarrow \sqrt{2}\Omega$.

Equation (28) immediately allows us to use the earlier results of the single excitation to understand the physics of two excitations with the interaction $U = -\Delta$. Specifically, it indicates the existence of two giant two-excitation quasibound states whose complex energies are

$$\epsilon_s \equiv \epsilon_{k2} - i\gamma_{k2} = \frac{1}{2} \left(\pm \sqrt{3} - i\right) (2\Omega^4)^{1/3}\Gamma^{-1/3}.$$  

We thus conclude that the spontaneous emission of two excitations is characterized by

$$D(t) \approx \frac{4}{3} e^{-\gamma_{k2} t} \cos(\sqrt{3}\gamma_{k2} t)$$

at long times, which exhibits the FQZ effect without explicit dependence on $\Delta$ and $U$.

To validate above analysis, we apply the approach in Sec. IV and derive the two-particle Green function $D_f(\omega) = [\Pi_f^{-1}(\omega) - U]^{-1}$ associated with the fictitious bath. By numerically solving the poles of $D_f(\omega)$, we find the energy and decay rate of two-excitation quasibound states under the condition $U = -\Delta$. The numerical results shown in Figs. 5(a) and 5(b) confirm the $\Gamma^{-1/3}$ scaling and the insensitivity to $\Delta$. By numerically performing the transformation $D(t) = \int D_f(\omega)e^{-i\omega t}d\omega/2\pi$, we obtain the spontaneous emission of two excitations, as shown in Fig. 5(c) for various $\Gamma$ and Fig. 5(d) for various $\Delta$. These results clearly corroborate Eq. (30); in particular, variations in the finite detuning barely influence the emitter dynamics.

That the spontaneous emission rate of two excitations with interaction $U = -\Delta$ scales as $\Gamma^{-1/3}$ and is independent of $\Delta$ is in strong contrast to the single-excitation counterpart, where the decay rate scales as $\Gamma^{-1/2}$ and can be controlled by $\Delta$ [cf. Eq. (21) and Fig. 3(f)]. As shown in Fig. 5(c), the single excitation undergoes a significantly slower decay compared to two excitations. The large difference between the decay rates of one and two excitations is even more dramatic in Fig. 5(d). There, increasing $\Delta$ further suppresses the single-excitation decay as $\Delta^{-1/2}$, in contrast to the “frozen” evolution trajectory of two excitations.

For $U \neq -\Delta$, the fractional scalings appear generically; see Fig. 5(e) for $\Delta/J = -1$. Since in the non-interacting limit two excitations exhibit similar scaling
is expected to be frozen in the single-excitation subspace even with a weak nonlinearity. Conventionally, the strong single-photon nonlinearity relies on strong Kerr interactions \cite{42} or interference \cite{43, 44}. Here, we show that the FQZ effect presents a new mechanism in the limit of weak interactions.

Consider the driving light is on resonance with the single excitation, i.e., \( \omega_d = \text{Re}[\epsilon_s^{(1)}] \). It is instructive to first obtain some estimation for the second-order correlation \( g^{(2)}(\tau) \) in Eq. (17) in the regime \( \Gamma/J \gg 1 \). Assuming the approximated \( G_i(\omega) \sim 1/(\omega - \epsilon_s^{(1)}) \) \cite{85}, which leads to \( \bar{\Pi}_r(\tau) \sim e^{-i(\omega_s^{(1)} - \omega_d)\tau}/[2(\omega_d - \epsilon_s^{(1)})] \), the resulting analytical expression reads

\[
g^{(2)}(\tau) \sim 1 + Ce^{-i(\omega_s^{(1)} - \omega_d)\tau}/[1-C]. \tag{31}
\]

The ratio \( C = U/[2(\omega_d - \epsilon_s^{(1)})] \), as a figure of merit, determines the statistics of the emitter excitations. For \( \Delta \neq 0 \), we obtain from Eq. (21) that \( C = UIJ/|\Delta|^2/\Omega^2 \), and Eq. (31) suggests \( g^{(2)}(0) \sim 1/(1 + |C|^2) < 1 \).

As an example, we analyze the photon statistics in the case \( U = -\Delta \), where the decay rate \( \gamma_2 \sim \Gamma^{-1/2} \) of two excitations is larger than that \( \gamma_1 \sim \Gamma^{-1/2} \) of the single excitation. In the limit \( |C| \gg 1 \), Eq. (31) reduces to

\[
g^{(2)}(0) \sim \Omega^4/UJ^2 \ll 1, \tag{32}
\]

which indicates the sub-Poissonian statistics. The result (32) explicitly provides the scaling of \( g^{(2)}(0) \) on \( \Omega, U, \) and \( \Gamma \). In addition, \( g^{(2)}(\tau) \) saturates to unity in the timescale \( \tau = 1/\gamma_1 = 1/|\text{Im}[\epsilon_s^{(1)}]| \). The condition (32) can be understood using an intuitive picture: As the decay rate of two excitations is \( \sim \Omega^4/\Gamma^{1/3} \) [see Eq. (29)], the condition (32) indicates the interaction \( U \) is stronger than the two-excitation decay rate suppressed by the FQZ effect.

Figures 6(a) and 6(b) numerically validate the strong antibunching when \( U = -\Delta \). There, the Rabi coupling \( \Omega/J = 0.3 \) is fixed, and the driving light is on resonance, i.e., \( \omega_d = \text{Re}[\epsilon_s^{(1)}] \). In Fig. 6(a) for \( \Gamma/J = 10^3 \) and \( U/J = -\Delta/J = 0.3 \), the numerical result of \( g^{(2)}(\tau) \) explicitly displays the antibunching behavior. In Fig. 6(b), we plot the numerical values of \( g^{(2)}(0) \) in the \( \Gamma-U \) plane for \( U = -\Delta \). As shown by the black curve, to realize a desired \( g^{(2)}(0) = 0.05 \), the required nonlinearity \( U \) becomes weaker as \( \Gamma \) increases, and in the large \( \Gamma \) limit \( U \sim \Gamma^{-1/2} \), confirming the analysis based on Eq. (32).

When \( U \neq -\Delta \), remarkably, capitalizing on the rich controllability over the FQZ scalings and, thus, the decay rates in different excitation subspaces, strong antibunching arises even for sufficiently weak nonlinearity \( U/2 < 2\gamma_1 < \gamma_2 \), as numerically shown in Fig. 6(c). This can be understood by noting that, without the nonlinearity \( U \), the decay rates of the two excitations have the same scaling relation as the single excitation, i.e., \( \gamma_2 = 2\gamma_1 \sim (|\Delta|^2\Gamma^{-1/2}) \). When increasing \( U \) to the resonant point \(-\Delta \), however, the two-excitation decay rate

\[
\begin{align*}
\text{VI. FQZ-INDUCED ANTIBUNCHING} \\
\text{In this section, we study the statistics of emitter excitations in the presence of a weak driving field. As predicted in Sec. V B, due to the FQZ effect, the dynamics}
\end{align*}
\]
is gradually enhanced to $\gamma_2 \sim \Gamma^{-1/3}$ (see Fig. 5). In the crossover regime $0 < U < -\Delta$, therefore, one expects antibunching even in the weak nonlinearity regime $U/2 < 2\gamma_1 < \gamma_2$. In Fig. 6(c), we show sub-Poissonian statistics, i.e., $g^{(2)}(0) < 1$, for $\Gamma/J = 38.8$, $\Omega/J = 0.79$, and $\Delta/J = -0.3$, where $g^{(2)}(0)$ monotonically decays to 0.2 in the weak nonlinearity regime $U/2 < 2\gamma_1$. In Fig. 6(d), $g^{(2)}(0) < g^{(2)}(\tau)$ unambiguously displays antibunching behavior. We remark that the ability to engineer $\gamma_2 > 2\gamma_1$ due to the FQZ hierarchy allows for $g^{(2)}(0) < 0.5$ even when the interaction is so small as $U/2 < \gamma_1$. This cannot be accessed through the featureless QZ effect, where $\gamma_2 \approx 2\gamma_1$ results in $g^{(2)}(0) > 0.5$ for $U/2 < 2\gamma_1$.

VII. SCALING BEHAVIORS FOR THE ARBITRARY OPEN BATH

In previous sections, we illustrate the FQZ effect for the 1D open bath with $\gamma_k = \Gamma(1 + \cos k)$, which is gapless. To further understand the physics of the FQZ effect, we now present a general scaling analysis for the open bath with arbitrary dissipative bands $\gamma(k)$ in dimensions $d = 1, 2, 3$. As we show, the FQZ effect generically occurs as the result of strong dissipation and divergent dDOS near dissipative band edges, regardless of whether the bath spectrum is gapless or not. This makes the present fractional scaling intrinsically different from the conventional nonanalytic phenomena for which gapless modes are crucial.

Without loss of generality, we concentrate on the purely dissipative open bath [i.e., $\epsilon(k) = 0$]. In general, the dissipative band $\gamma(k)$ has three characteristics. (i) The minimum dissipation rate is $\gamma_{\min} \equiv \min|\gamma(k)|$, which necessarily sits at the dissipative band edge with the quasimomentum $k_0$. When $\gamma_{\min} \neq 0$, it provides the dissipative gap of the open bath. (ii) For a spatially homogeneous bath, the dissipative dispersion near the dissipative gap (edge) at $k_0$ can be approximated as

$$\gamma(k) = \gamma_{\min} + c\Gamma|k - k_0|^n. \quad (33)$$

Here, the power $\mu$ depends on the specifics of $\gamma(k)$, the coefficient $c$ is such that $ck^\mu$ is dimensionless, and $\Gamma$ characterizes the dissipation bandwidth. (iii) The dDOS in $d$ dimensions is defined as

$$D_s(\gamma) := \int \frac{d^dk}{(2\pi)^d} \delta[\gamma - \gamma(k)]. \quad (34)$$

According to Eq. (33), the dDOS $D_s(\gamma_{\min}$ is given by

$$D_s(\gamma_{\min}) = \frac{A}{(2\pi)^d} \frac{(\gamma - \gamma_{\min})^{-1+1/(d/\mu)}}{\mu(\Gamma)^{d/\mu}}. \quad (35)$$

where the coefficient $A$ depends on the dimensions. We immediately see that the dDOS near $\gamma_{\min}$ diverges when $d/\mu < 1$ but vanishes when $d/\mu > 1$.

Figure 7. Scaling behavior of the emitter for various forms of $\gamma(k)$ and dimension of a purely dissipative bath. (a) $\gamma(k) = \gamma_0 + \Gamma(1 + \cos k)$, for $\gamma_0/\Omega = 10, 50$, respectively. (b) $\gamma(k) = (\Gamma/3)/\sqrt{|\sin(k)|}$, and (c) $\gamma(k) = \Gamma/(\cos k_0 + \cos k_0 + \cos k_0)$. (d) FQZ-induced antibunching in a gapped bath with $\gamma(k) = \gamma_0 + \Gamma(1 + \cos k)$.

Now consider an emitter coupled with the open bath as before, and we are interested in the scaling behaviors of the complex energy $\epsilon_\omega$ of the quasibound states. We illustrate our analysis for $\Delta = 0$ and single excitation. By extending the formalism in Sec. IV to the $d$-dimensional bath, we aim to solve $s + \Sigma(s) = 0$, where $s = -i\omega$ and the self-energy reads as

$$\Sigma(s) = \Omega^2 \int \frac{d^dk}{(2\pi)^d} \frac{1}{s + \gamma(k)}. \quad (36)$$

Since relevant for the long-time dynamics are the bath modes in the vicinity of $\gamma_{\min}$, we use Eq. (33) to obtain

$$\Sigma = \frac{A\Omega^2}{(2\pi)^d} \frac{1}{\mu(\Gamma)^{d/\mu}} \int_{\gamma_{\min}}^{\Lambda} \frac{1}{s + \gamma} \frac{1}{(\gamma - \gamma_{\min})^{1{(d/\mu)}}} d\gamma \quad (37)$$

Here, we introduce a cutoff $\Lambda$ and redefine $s' = s + \gamma_{\min}$ and $\Lambda' = \Lambda - \gamma_{\min} \propto \Gamma$. Moreover, $F(\alpha, \beta, \zeta; z)$ is the hypergeometric function, and the coefficient $C$ depends on the dimensions. When the dissipation scale $\Gamma$ is largest compared to all the other relevant energy scales, we can expand the self-energy (37) in terms of the small parameter $|s'/\Lambda'|$. We refer to Appendix D for detailed analysis.

At the leading order, we find (i) fractional scaling, $\Sigma \propto \Gamma^{-d/\mu}$ for $d/\mu < 1$, (ii) logarithmic behavior, $\Sigma \propto (\ln \Gamma)/\Gamma$ for $d/\mu = 1$, and (iii) integer scaling, $\Sigma \propto \Gamma^{-1}$ for $d/\mu > 1$. Finally, by solving $s + \Sigma(s) = 0$, we analytically derive the scaling relations for the complex
energy $\epsilon_s$ of quasibound states. The scalings for $\Delta \neq 0$ are obtained in a similar way.

In Table I, we collect the results of $\epsilon_s$ of the quasibound states with the smallest decay rate, for $\gamma_{\min} \neq 0$ and $\gamma_{\min} = 0$, respectively. We see that fractional scalings always arise whenever $D_s(\gamma_{\min}) \to \infty$, whereas the standard QZ effect emerges if $D_s(\gamma_{\min}) \to 0$. Note that, although singular dDOS may appear at other places of the Brillouin zone, in the strong dissipation regime, only the dDOS near $\gamma_{\min}$ is important for the dynamical long-time behaviors of the emitters.

To validate above analysis, we numerically solve the poles of the single-particle Green function for three examples of $\gamma(k)$. The results for $\Delta = 0$ are presented in Fig. 7. The first example is $\gamma(k) = \gamma_0 + \Gamma(1 + \cos k)$, corresponding to the gapped version of the 1D case considered in previous sections. If gapless modes are necessary for the fractional scalings, one would expect the FQZ effect to disappear. Instead, in Fig. 7(a), we find the FQZ effect under various gap sizes of $\gamma_0$, where the $\Gamma^{-1/2}$ scaling agrees with what is predicted from the quadratic dissipative dispersion $\gamma(k) = \gamma_0 + \Gamma |k - \pi|^2/2$ with the divergent dDOS at $\gamma_0$. As the second example, we consider a gapless 1D dissipation band $\gamma(k) = \Gamma \sqrt{\sin |k|}/3$. We see that standard QZ effect emerges [Fig. 7(b)]. This can be understood, because $\gamma(k) \propto |k|^{1/2}$ near $\gamma_{\min} = 0$, so that the dDOS vanishes at $k = 0$, leading to the linear scaling according to Table I. The third example is $\gamma(k) = \Gamma (3 + \cos k_x + \cos k_y + \cos k_z)$ in 3D. Similarly as its 1D counterpart analyzed previously, this is a gapless spectrum with $\gamma(k) \propto |k - \pi|^2$ near $\gamma_{\min} = 0$ at $k = (\pi, \pi, \pi)$. However, Fig. 7(c) reveals a completely different behavior from the 1D case, where the QZ effect, instead of the FQZ effect, emerges, due to the vanishing 3D dDOS at $\gamma_{\min} = 0$.

In summary, we arrive at the physical picture that the FQZ effect occurs whenever the open bath itself undergoes strong dissipation and $D_s(\gamma_{\min})$ diverges, irrespective of whether there are gapless modes or not. This conclusion is applicable also for the case with multiple excitations. As an application, in Fig. 7(d), we show the FQZ-induced strong photon antibunching for a weak nonlinearity when the bath has the gapped dissipation spectrum $\gamma(k) = \gamma_0 + \Gamma(1 + \cos k)$. Note that, as shown by Table I, manipulation of dDOS can tune the scaling behavior, e.g., from fractional scalings to logarithmic behavior or to integer scalings.

### Table I. Scaling analysis of the complex energy $\epsilon_s$ of the longest-living quasibound state for an arbitrary open bath in $d$ dimension. $C$ is a general notation for prefactor.

| $d/\mu$ | dDOS | Gapped open bath ($\gamma_{\min} \neq 0$) | Gapless open bath ($\gamma_{\min} = 0$) |
|---------|-------|----------------------------------------|---------------------------------------|
| $\mu < 1$ | $\lim_{\gamma \to \gamma_{\min}} D_s(\gamma) = +\infty$ | $\Delta - C(\gamma_{\min} - i\Delta)^{-1} + \frac{1}{\mu} \Gamma^{-d/\mu}$ ($\Delta = 0$) | $\Delta - C(\gamma_{\min} - i\Delta)^{-1} + \frac{1}{\mu} \Gamma^{-d/\mu}$ ($\Delta > 0$) |
| $\mu = 1$ | $\lim_{\gamma \to \gamma_{\min}} D_s(\gamma) = \text{Const} \neq 0$ | $\Delta - iC^{-1} \ln(\frac{\Delta}{\gamma_{\min}})$ | $\Delta - iC^{-1} \ln(\frac{\Delta}{\gamma_{\min}})$ |
| $\mu > 1$ | $\lim_{\gamma \to \gamma_{\min}} D_s(\gamma) = 0$ | $\Delta - iC^{-1} \ln(\frac{\Delta}{\gamma_{\min}})$ | $\Delta - iC^{-1}$ |

### VIII. EXPERIMENTAL IMPLEMENTATION

Although the FQZ effect is predicted in the thermodynamic limit, it can be observed for the open bath with the finite size $N_b$, provided $N_b$ and the system parameters are such that the condition $\Omega/\delta \gamma \gg 1$ with $\delta \gamma = 2\pi^2 \Gamma/N_b^2$ is satisfied (see Appendix E). In this section, we present the microscopic setup for realizing the FQZ effect by using ultracold atoms in the state-dependent optical lattices, as schematically illustrated in Fig. 8. Recently, engineered lattice models with dissipative couplings have been demonstrated with the momentum-space lattice of cold atoms [18] as well as an ensemble of photonic resonators [21] or atomic spin waves [17] coupled to the auxiliary reservoir. Our implementation of the master equation (5) is in line with these experiments.

We encode the emitter $a$, the bath $b$, and the auxiliary bath $c$ in three ground-state hyperfine levels of the bosonic atom, labeled as $1$, $2$, and $3$, respectively.

(i) In state $1$, atoms can undergo Feshbach resonance and realize the nonlinear term $(U/2)a^2a^2$. To realize the driving field, we can prepare the atomic Bose-Einstein condensate (BEC) in another hyperfine state labeled by $4$ and use the external laser field with frequency $\omega_d$ to induce the transition between $4$ and $1$. This implements the driving term $a^\dagger e^{-i\omega_d t} + \text{H.c.}$, where $\epsilon$ is related to the mean-field wave function of the BEC.

(ii) In state $2$, atoms are deeply trapped in the 3D optical lattice with $N_b$ sites. For realizing the FQZ effect, the term $\sum_{j=1}^{N_b} J e^{i\theta} b_j b_{j+1} + \text{H.c.}$ is not necessary, as shown previously. Note that, for general purpose, this term can be readily realized via a two-photon Raman transition between the adjacent lattice sites [86], where the phase $\theta$ is controlled via the relative phase of the coupling lasers. The term $\Omega a^\dagger b_0 + \text{H.c.}$ is implemented by using the laser to induce the transition between $1$ and $2$.

(iii) In state $3$, atoms are free in the $y - z$ directions but are deeply trapped in a 1D optical lattice in the $x$ direction, where the tunneling rate is negligible. When atoms are excited to $3$, they are quickly lost from the system in the $y - z$ directions with the loss rate $\gamma_c/2$. Both $b_j$ and $b_{j+1}$ are near-resonant coupled to $c_j$ via lasers $(j = 1, \ldots, N_b - 1)$, with the coupling rate $g$. For large loss rate $\gamma_c/2$, modes $c_j$ can be adiabatically eliminated to realize the nonlinear dissipator in Eq. (6) with $\Gamma = 4g^2/\gamma_c$. To observe the FQZ effect requires one to tune the parameters to satisfy $\Omega/\delta \gamma \gg 1$. 


deeply trapped in the 3D lattice (gray). In a code the emitter bosonic atom, labeled as master equation (5). We use three hyperfine levels of the system in the $x$ and $z$ directions but deeply trapped in a 1D optical lattice (orange) in the $x$ direction. We prepare the atomic BEC in another hyperfine state labeled by $|4\rangle$ and use the laser with frequency $\omega_d$ to induce the transition between $|4\rangle$ and $|1\rangle$. States $|1\rangle$ and $|2\rangle$ are coupled by lasers. Both $b_j$ and $p_{j+1}$ are near-resonant coupled to $c_j$ with the coupling rate $g$. When atoms are excited to $|3\rangle$, they are quickly lost from the system in the $y-z$ direction with a large loss rate $\gamma_c/2$.

An alternative atomic platform may be provided by thermal atoms in a vapor cell [14]. A unique feature of such setup is that atomic spin waves created by the electromagnetic-induced transparency in spatially separated optical channels is naturally dissipatively coupled via flying atoms. By further controlling the separation and laser beams, a dissipative atomic-spin-wave lattice has been realized [17]. The light interacting with the spin waves in an optical channel, thus, represents an emitter coupled to the open bath, whose properties can be detected via the transmission spectroscopy.

\section*{IX. CONCLUSION}

In this work, we predict quantum non-Hermitian phenomena, the FQZ effect and the FQZ-induced sub-Poissonian photon statistics, based on a paradigm where nonlinear emitters interact with an engineered open bath. The FQZ effect generally arises from the combination of strong dissipation and divergent dDOS near the dissipation band edge and has no immediate counterpart in the closed-bath context. Capitalizing on its unique, excitation-number-dependent scaling behaviors, we are able to judiciously design a hierarchy of decay rates for the emitters. This opens a new route toward the generation of strong photon antibunching in the limit of weak nonlinearities. Remarkably, we identify that the present sub-Poissonian quantum statistics of photons is driven by the key role of non-Hermiticity. Our result presents a first step toward the exploration of non-Hermitian quantum optics. It is also of relevance in the context of recent experiments for non-Hermitian lattice models, where demonstrating quantum non-Hermitian phenomena remains an open challenge.

Our work offers a new way to design the system-bath interaction by engineering the intrinsic dissipation band structure of the open bath. When the bath undergoes strong dissipation by itself, the emitters are dynamically enforced to mainly couple with the weakly dissipating modes hosted near the dissipation band edge, whose dDOS plays a central role in the dynamical long-time behaviors of emitters. This route complements the conventional way to engineer the emitter-bath interaction in the closed-bath context which crucially relies on the energy resonance. It also opens a new path to realize interesting quantum non-Hermitian physics, as well as quantum simulations of many-body systems. Beyond engineering either an energy or a dissipation band of the bath, it is interesting to explore how their combinations may give rise to intriguing quantum effects.

In summary, our work provides a feasible route in the highly desired, yet challenging, quest for non-Hermitian quantum many-body effects. Beyond the general fundamental interests, ultimately, understanding the role played by non-Hermiticity in fully quantum regimes will enable us to leverage recent advances in non-Hermitian Hamiltonian engineering for actual quantum applications.
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\section*{Appendix A: Green functions and analytic continuations}

In this section, we derive the retarded Green functions $G^R(\omega)$ and $D^R(\omega)$ for the undriven emitters. By the ap-
proprieate analytic continuation, we introduce the Green function \( G_f(\omega) \) also available in the second RS, which naturally gives rise to the effective Hamiltonian \( H_{\text{eff}} \) describing emitters coupled to the bath with the simple dispersion relation and decay rates. In the first and second subsections, we study the situations for single and two emitters. In the third section, we derive \( D_R(\omega) \) using the ladder diagram. The retarded Green function \( D(t) \) in the time domain can be efficiently calculated using the analytic continuation \( D_f(\omega) \) of \( D_R(\omega) \).

Before proceeding, we remark that, at zero temperature, the steady state of the master equation (5) without the driving field \( (\epsilon = 0) \) is the equilibrium state represented by the vacuum state \( |0\rangle \) of excitations. There, the fluctuation-dissipation theorem applies. Specifically, time-ordered single-particle Green functions \( G^i(\omega) = -i(0) [a_i(t), a_i^\dagger(0)] |0\rangle \theta(t) \) coincide with each other. Similarly, the time-ordered two-particle Green function \( D^i(t) = -i(0) [a_i(t), a_i^\dagger(0)] |0\rangle \theta(t)/2 \) coincides with the retarded two-particle Green function \( D^R(t) = -i(0) [a_i^2(t), a_i^2(0)] |0\rangle \theta(t)/2 \). That is, \( G^i(t) = G^R(t) \equiv G(t) \), and \( D^i(t) = D^R(t) \equiv D(t) \), which have simple relations \( G(t) = G^K(t) \theta(t) \) and \( D(t) = D^K(t) \theta(t) \) with Keldysh Green functions \( G^K(t) = -i(0) [a_i(t), a_i^\dagger(0)] |0\rangle \) and \( D^K(t) = -i(0) [a_i^2(t), a_i^2(0)] |0\rangle/2 \), respectively. We show later in Appendix B 1 how one can efficiently study the spontaneous emission of \( n \) excitations \( (n = 1, 2, \ldots) \) through the \( n \)-particle retarded Green function in \( |0\rangle \).

1. Single emitter

For the open bath, the three Green functions, i.e., the retarded \( G^R_b \), the advanced \( G^A_b \), and the Keldysh \( G^K_b \) Green functions, in the frequency domain are

\[
G_b(\omega) = \begin{pmatrix} G^K_b(\omega) & G^R_b(\omega) \\ G^A_b(\omega) & 0 \end{pmatrix}
= \begin{pmatrix} -2i\pi \gamma_k \omega - \epsilon_k^2 i \iota \sqrt{\omega - \epsilon_k^2 i \iota \gamma_k} \\ \omega - \epsilon_k^2 i \iota \gamma_k i \iota \sqrt{\omega - \epsilon_k^2 i \iota \gamma_k} \\ 0 \end{pmatrix}
\]

in the Keldysh space, where the dispersion relation \( \epsilon_k = 2J \cos(k + \theta) \) and the decay rate \( \gamma_k = \Gamma(1 + \cos k) \). As shown in Fig. 9, the Dyson expansion of the Rabi coupling term gives rise to the Green function

\[
G(\omega) = \begin{pmatrix} G^K(\omega) & G^R(\omega) \\ G^A(\omega) & 0 \end{pmatrix}
= \frac{1}{\omega - \Delta + \frac{i\Gamma}{N} \sum_k \sigma^x G_0 \sigma^x}, \quad (A1)
\]

where \( \sigma^x \) is the Pauli matrix. More explicitly, the analytic structure of the retarded Green function

\[
G^R(\omega) = \frac{1}{\omega - \Delta + \frac{i\Gamma}{N} \sum_k \frac{1}{\omega - \epsilon_k + i\gamma_k}}
\]

fully determines the dynamics of the emitter. In the main text, we focus on the case \( \theta = -\pi/2 \).

Since the bath has the mode-dependent dispersion relation \( \epsilon_k \) and decay rate \( \gamma_k \), the branch cut \( \omega_k = \epsilon_k - i\gamma_k \) forms an ellipse rather than collapsing into a line like that in the closed system \( (\gamma_k = 0) \). The ellipse centered at \( (0, -\Gamma) \) has the major axis \( 2J \) and \( \Gamma \) for \( 2J > \Gamma \) and \( 2J < \Gamma \), respectively. In the special case \( 2J = \Gamma \), the branch cut becomes a circle. In the thermodynamic limit, the self-energy

\[
\Sigma(\omega) = \Omega^2 \int \frac{dz}{2\pi i} \frac{1}{\omega - \omega_k} = \Omega^2 \int_{|z|=1} \frac{dz}{2\pi i} \frac{1}{\omega - \lambda(z)}
\]

becomes the contour integral in the \( z \) plane \( (z = e^{ik}) \), which is completely determined by the poles \( z_0 \), i.e., \( \omega - \lambda(z_0) = 0 \), and the corresponding residues.

Before performing the lengthy calculation, we notice that the complex function \( \lambda(z) \) conformally maps the annular region \( 1 < |z| < z_{\max} = ||J + (\Gamma/2)||/|J - (\Gamma/2)|| \) into the inner region of the first RS, i.e., the region inside the ellipse, where, in particular, the contour \( |z| = \sqrt{z_{\max}} \) is mapped to a line connecting the foci of the ellipse (see Fig. 10). As a result, for \( \omega \) localized inside the ellipse, the poles \( z_0 \) are always in the region \( 1 < |z| < z_{\max} \), which results in the vanishing \( \Sigma(\omega) \) in the first RS. The analytic continuation can be performed by the deformation of the integral contour from \( |z| = 1 \) to \( |z| = \sqrt{z_{\max}} \), which reproduces the same self-energy \( \Sigma(\omega) \) in the first RS and extends it to the second RS. More specifically, for \( 2J > \Gamma \)

\[
\Sigma_f(\omega) = \Omega^2 \int_{|z|=\sqrt{z_{\max}}} \frac{dz}{2\pi i} \frac{1}{\omega - \lambda(z)} = \Omega^2 \int \frac{dz}{2\pi i} \frac{1}{\omega - \lambda(z)} = \Omega^2 \int \frac{dk}{2\pi \omega + i\Gamma + 2J_{\text{eff}} \sin k}, \quad (A2)
\]

where \( J_{\text{eff}} = \sqrt{J^2 - \Gamma^2/4} \) and in the last step we use the relation \( z = e^{ik} \). The comparison between \( \Sigma(\omega) \) and the last line in Eq. (A2) shows that the bath of the emitter can be effectively replaced by that with a much simpler spectrum \( \omega_k = -i\Gamma - 2J_{\text{eff}} \sin k \), where the decay rate is
the constant $\Gamma$. Similarly, for $2J < \Gamma$

\[
\Sigma_f(\omega) = \Omega^2 \int_{|z|=\sqrt{2\max}} \frac{dz}{2\pi i z + i\Gamma - i(J - \frac{\Gamma^2}{2})z + i(J + \frac{\Gamma^2}{2})z^{-1}}
\]

\[
= \Omega^2 \int_{|z|=1} \frac{dz}{2\pi i z + i\Gamma + iJ_{\text{eff}} z + iJ_{\text{eff}} z^{-1}}
\]

\[
= \Omega^2 \int \frac{dk}{2\pi \omega + i\Gamma + 2iJ_{\text{eff}} \cos k},
\]

where $J_{\text{eff}} = \sqrt{\Gamma^2/4 - J^2}$. For this case, the effective bath has the spectrum $\tilde{\omega}_k = -i\Gamma - 2iJ_{\text{eff}} \cos k$, where the dispersion relation becomes trivial.

The advantage of the analytic continuation is to collapse the complex elliptical branch cut to the line connecting the foci of the ellipse in the second RS. The contour integrals in $\Sigma_f(\omega)$ can be obtained efficiently as

\[
\Sigma_f(\omega) = \frac{\Omega^2 \text{sgn}[1 - |z_-(\omega)|]}{\sqrt{(\omega + i\Gamma)^2 - 4J_{\text{eff}}^2}},
\]

\[
z_-(\omega) = -i \left[ \frac{\omega + i\Gamma}{2J_{\text{eff}}} - \sqrt{\frac{(\omega + i\Gamma)^2}{4J_{\text{eff}}^2} - 1} \right]
\]

for $2J > \Gamma$ and

\[
\Sigma_f(\omega) = \frac{i\Omega^2 \text{sgn}[1 - |z_-(\omega)|]}{\sqrt{-(\omega + i\Gamma)^2 - 4J_{\text{eff}}^2}},
\]

\[
z_-(\omega) = i \left[ \frac{\omega + i\Gamma}{2J_{\text{eff}}} - \sqrt{-\frac{(\omega + i\Gamma)^2}{4J_{\text{eff}}^2} - 1} \right]
\]

for $2J < \Gamma$. The self-energy $\Sigma_f(\omega)$ results in the analytic continuation $G_f(\omega) = 1/[\omega - \Delta - \Sigma_f(\omega)]$ of $G^R(\omega)$.

The spontaneous decay of the excitation is described by the Fourier transform $G(t) = \int (d\omega/2\pi)e^{-i\omega t}G_f(\omega)$, which is determined by the behaviors in the vicinity of poles and branch cuts of $G_f$. For $2J > \Gamma$, the Green function

\[
G_f(\omega) = \sum_s Z_s \frac{\omega - \varepsilon_s}{\omega - \varepsilon_s} + \int_{-2J_{\text{eff}}}^{2J_{\text{eff}}} \frac{dx}{\pi \omega - x + i\Gamma} \frac{1}{\omega} \Omega^2 \sqrt{4J_{\text{eff}}^2 - x^2} \frac{\omega + i\Gamma}{(4J_{\text{eff}}^2 - x^2)(x - \Delta - i\Gamma)^2 + \Omega^4}
\]

is determined by the poles $\varepsilon_s$ [i.e., $G_f^{-1}(\varepsilon_s) = 0$], the corresponding residues

\[
Z_s = \frac{1}{1 - \partial_{\omega} \Sigma_f(\omega = \varepsilon_s)},
\]

and the contribution from the branch cut, whose Fourier transform can be performed straightforwardly as

\[
G(t) = -i \sum_s Z_s e^{-i\varepsilon_s t} - i \int_{-2J_{\text{eff}}}^{2J_{\text{eff}}} \frac{dx}{\omega - i\Gamma} \frac{1}{\omega - ix + i\Gamma} \Omega^2 \sqrt{4J_{\text{eff}}^2 - x^2} \frac{\omega + i\Gamma}{(4J_{\text{eff}}^2 - x^2)(x - \Delta - i\Gamma)^2 + \Omega^4} e^{-i\omega t - i\Gamma t}.
\]

For $2J < \Gamma$, the Fourier transform of the Green function

\[
G_f(\omega) = \sum_s Z_s \frac{\omega - \varepsilon_s}{\omega - \varepsilon_s} - \int_{-2J_{\text{eff}}}^{2J_{\text{eff}}} \frac{dx}{\pi \omega - ix + i\Gamma}
\]

\[
\times \frac{\Omega^2 \sqrt{4J_{\text{eff}}^2 - x^2}}{(4J_{\text{eff}}^2 - x^2)(x - \Delta - i\Gamma)^2 + \Omega^4}
\]

gives

\[
G(t) = -i \sum_s Z_s e^{-i\varepsilon_s t} + i \int_{-2J_{\text{eff}}}^{2J_{\text{eff}}} \frac{dx}{\omega - i\Gamma} \frac{1}{\omega - ix + i\Gamma} \Omega^2 \sqrt{4J_{\text{eff}}^2 - x^2} \frac{\omega + i\Gamma}{(4J_{\text{eff}}^2 - x^2)(x - \Delta - i\Gamma)^2 + \Omega^4} e^{-(\Gamma - x)t}.
\]

### 2. Two emitters

For two emitters in the open bath, the retarded Green function

\[
G_R(\omega) = \frac{1}{\omega - \Delta - \Sigma(\omega)}
\]

of emitters is determined by the self-energy matrix $\Sigma(\omega)$ whose element is

\[
\Sigma_{ll'}(\omega) = \frac{\Omega^2}{N} \sum_k e^{ik(l-l')} \varepsilon_k + i\gamma_k.
\]

Figure 11. Feynman diagram for the two-excitation Green function. The first term is the convolution of two exact single-excitation Green functions. In the second term, the dashed line denotes the interaction of the emitter.
In the thermodynamic limit, the matrix element becomes
\[ \Sigma_{ll'}(\omega) = \Omega^2 \int dz \frac{e^{i k d_{ll'}}}{2\pi i \omega - \varepsilon_k + i \gamma_k} \]
\[ = \Omega^2 \int_{|z|=1} dz \frac{z^{d_{ll'}}}{2\pi i \omega - \lambda(z)} \]
\[ = \Omega^2 \int_{|z|=1} dz \frac{z^{d_{ll'}}}{2\pi i \omega + i \Gamma - i(J - \frac{\Gamma}{2})z + i(J + \frac{\Gamma}{2})z^{-1}}, \]
where \( d_{ll'} = l - l' \).

The analytic continuation can also be applied here as
\[ \Sigma_{f,ll'}(\omega) = \Omega^2 \int |z|=\sqrt{\frac{2}{\omega}} dz \frac{z^{d_{ll'}}}{2\pi i \omega - i\Gamma - i(J - \frac{\Gamma}{2})z + i(J + \frac{\Gamma}{2})z^{-1}} \]
\[ = \Omega^2 z_{\max}^{d_{ll'}} \int_{|z|=1} dz \frac{z^{d_{ll'}}}{2\pi i \omega + i\Gamma + iJ_{\text{eff}}z + iJ_{\text{eff}}z^{-1}} \]
\[ = \Omega^2 z_{\max}^{d_{ll'}} \int \frac{dk}{2\pi} \frac{e^{i k d_{ll'}}}{\omega + i\Gamma + 2J_{\text{eff}} \cos k} \]
for \( 2J > \Gamma \) and
\[ \Sigma_{f,ll'}(\omega) = \Omega^2 \int |z|=\sqrt{\frac{2}{\omega}} dz \frac{z^{d_{ll'}}}{2\pi i \omega + i\Gamma + iJ_{\text{eff}}z + iJ_{\text{eff}}z^{-1}} \]
\[ = \Omega^2 z_{\max}^{d_{ll'}} \int_{|z|=1} dz \frac{z^{d_{ll'}}}{2\pi i \omega + i\Gamma + 2J_{\text{eff}} \cos k} \]
for \( 2J < \Gamma \). In the matrix form, the self-energy reads
\[ \Sigma_f(\omega) = \Omega^2 \int \frac{dk}{2\pi} \frac{1}{\omega + i\Gamma + 2J_{\text{eff}} \cos k} \]
\[ + \Omega^2 \int \frac{dk}{2\pi} \frac{e^{i k d_{ll'}}}{\omega + i\Gamma + 2J_{\text{eff}} \cos k} \]
\[ \times \begin{pmatrix} 1 & i^{d_{ll'}} & 0 \\ z_{\max}^{d_{ll'}} & 0 & z_{\max}^{d_{ll'}} \\ 0 & z_{\max}^{d_{ll'}} & 0 \end{pmatrix} \]
for \( 2J > \Gamma \) and
\[ \Sigma_f(\omega) = \Omega^2 \int \frac{dk}{2\pi} \frac{1}{\omega + i\Gamma + 2J_{\text{eff}} \cos k} \]
\[ + \Omega^2 \int \frac{dk}{2\pi} \frac{e^{i k d_{ll'}}}{\omega + i\Gamma + 2J_{\text{eff}} \cos k} \]
\[ \times \begin{pmatrix} 1 & 0 & i^{d_{ll'}} \\ z_{\max}^{d_{ll'}} & 0 & z_{\max}^{d_{ll'}} \\ 0 & z_{\max}^{d_{ll'}} & 0 \end{pmatrix} \]
for \( 2J < \Gamma \), where \( d \) is the distance between two emitters.

By comparing the self-energies \( \Sigma_f \) and \( \Sigma_i \), we can write the effective Hamiltonians
\[ \tilde{H}_{\text{eff}} = \Delta \sum_i a_i^\dagger a_i + \sum_k (-2J_{\text{eff}} \cos k - i\Gamma)b_k^\dagger b_k \]
\[ + \Omega \sqrt{N} \sum_k \left[ (a_1^\dagger + i^{d_{\max}^{2d/2}} e^{i k d_{a_2}}) b_k 
+ b_k^\dagger (a_1 + i^{-d_{\max}^{2d/2}} e^{-i k d_{a_2}}) \right] \]
for \( 2J > \Gamma \) and
\[ \tilde{H}_{\text{eff}} = \Delta \sum_i a_i^\dagger a_i + \sum_k (-2J_{\text{eff}} \cos k - i\Gamma)b_k^\dagger b_k \]
\[ + \frac{\Omega}{\sqrt{N}} \sum_k \left[ (a_1^\dagger + i^{d_{\max}^{2d/2}} e^{i k d_{a_2}}) b_k 
+ b_k^\dagger (a_1 + i^{-d_{\max}^{2d/2}} e^{-i k d_{a_2}}) \right] \]
for \( 2J < \Gamma \).

The analytic continuation and effective models allow us to diagonalize the Green function analytically as follows. For \( 2J > \Gamma \), the Green function
\[ G_f(\omega) = \frac{1}{\omega - \Delta - \Sigma_f(\omega)} \]
\[ = S \begin{pmatrix} G_+(\omega) & 0 \\ 0 & G_-(-\omega) \end{pmatrix} S^{-1} \] \hspace{1cm} (A6)
is diagonalized in the “±” channels with eigenvalues
\[ G_{\pm}(\omega) = \frac{1}{\omega - \Delta - \Sigma_{\pm}(\omega)}, \] \hspace{1cm} (A7)
where the transformation
\[ S = \frac{1}{\sqrt{2}} \begin{pmatrix} i^{d_{\max}^{2d/2}} & i^{d_{\max}^{2d/2}} \\ i^{d_{\max}^{2d/2}} & -i^{d_{\max}^{2d/2}} \end{pmatrix} \]
and the self-energy in the “±” channels can be obtained as
\[ \Sigma_{\pm}(\omega) = \Omega^2 \int \frac{dk}{2\pi} \frac{1 \pm e^{i k d}}{\omega + i\Gamma + 2J_{\text{eff}} \cos k} \]
\[ = \begin{cases} \Omega^2 [1 \pm z_{\pm}(\omega)] & |z_{\pm}(\omega)| < 1, \\ \frac{\Omega^2 [1 \pm z_{\pm}(\omega)]}{\sqrt{(\omega + i\Gamma)^2 - 4J_{\text{eff}}^2}} & |z_{\pm}(\omega)| < 1, \end{cases} \]
\[ z_{\pm}(\omega) = \frac{-\omega + i\Gamma}{2J_{\text{eff}}} \pm \sqrt{\frac{(\omega + i\Gamma)^2}{4J_{\text{eff}}^2} - 1}. \]

For \( 2J < \Gamma \), the Green functions have the same forms as Eqs. (A6) and (A7), where
\[ S = \frac{1}{\sqrt{2}} \begin{pmatrix} z_{\max}^{d/2} & z_{\max}^{d/2} \\ z_{\max}^{d/2} & -z_{\max}^{d/2} \end{pmatrix} \]
and the self-energy is
\[ \Sigma_{\pm}(\omega) = \Omega^2 \int \frac{dk}{2\pi} \frac{1 \pm e^{i k d}}{\omega + i\Gamma + 2J_{\text{eff}} \cos k} \]
\[ = \begin{cases} \frac{i \Omega^2 [1 \pm z_{\pm}(\omega)]}{\sqrt{(\omega + i\Gamma)^2 - 4J_{\text{eff}}^2}} & |z_{\pm}(\omega)| < 1, \\ -i \frac{\Omega^2 [1 \pm z_{\pm}(\omega)]}{\sqrt{(\omega + i\Gamma)^2 - 4J_{\text{eff}}^2}} & |z_{\pm}(\omega)| < 1, \end{cases} \]
\[ z_{\pm}(\omega) = \frac{i \omega + i\Gamma}{2J_{\text{eff}}} \pm \sqrt{\frac{(\omega + i\Gamma)^2}{4J_{\text{eff}}^2} - 1}. \]
Eventually, the dynamics of emitters is completely determined by the analytic structure of $G_{\pm}(\omega)$ that is obtained analytically.

For $2J > \Gamma$, the Fourier transform of the Green functions

$$
G_\sigma(\omega) = \sum_s \frac{Z^s_\sigma}{\omega - \varepsilon^s_\sigma} + \int_{-2J_{\text{eff}}}^{2J_{\text{eff}}} \frac{dx}{2\pi i} \frac{\sqrt{4J^2_{\text{eff}} - x^2}}{\omega - x + i\Gamma} \times \left\{ \frac{1}{\sqrt{4J^2_{\text{eff}} - x^2}(x - i\Gamma - \Delta) - i\Omega^2[1 + \sigma z^d(x - i\Gamma)]} - \frac{1}{\sqrt{4J^2_{\text{eff}} - x^2}(x - i\Gamma - \Delta) + i\Omega^2[1 + \sigma z^d(x - i\Gamma)]} \right\}
$$

in the $\sigma = \pm$ channels results in

$$
G_\sigma(t) = -i \sum_s Z^s_\sigma e^{-i\varepsilon^s_\sigma t} - \int_{-2J_{\text{eff}}}^{2J_{\text{eff}}} \frac{dx}{2\pi} \frac{e^{-i(x - i\Gamma)t}}{\sqrt{4J^2_{\text{eff}} - x^2}} \times \left\{ \frac{1}{\sqrt{4J^2_{\text{eff}} - x^2}(x - i\Gamma - \Delta) - i\Omega^2[1 + \sigma z^d(x - i\Gamma)]} - \frac{1}{\sqrt{4J^2_{\text{eff}} - x^2}(x - i\Gamma - \Delta) + i\Omega^2[1 + \sigma z^d(x - i\Gamma)]} \right\},
$$

where $\varepsilon^s_\sigma$ and $Z^s_\sigma$ are the poles and the corresponding residues

$$
Z^s_\sigma = \frac{1}{1 - \partial_\omega \Sigma_\sigma(\omega)|_{\omega = \varepsilon^s_\sigma}}
$$
of $G_\sigma$.

For $2J < \Gamma$, the Fourier transform of the Green functions

$$
G_\sigma(\omega) = \sum_s \frac{Z^s_\sigma}{\omega - \varepsilon^s_\sigma} - \int_{-2J_{\text{eff}}}^{2J_{\text{eff}}} \frac{dx}{2\pi} \frac{\sqrt{4J^2_{\text{eff}} - x^2}}{\omega - x + i\Gamma} \times \left\{ \frac{1}{\sqrt{4J^2_{\text{eff}} - x^2}(x - i\Gamma + i\Delta) + i\Omega^2[1 + \sigma z^d(ix - i\Gamma)]} - \frac{1}{\sqrt{4J^2_{\text{eff}} - x^2}(x - i\Gamma + i\Delta) - i\Omega^2[1 + \sigma z^d(ix - i\Gamma)]} \right\}
$$

leads to

$$
G_\sigma(t) = -i \sum_s Z^s_\sigma e^{-i\varepsilon^s_\sigma t} + \int_{-2J_{\text{eff}}}^{2J_{\text{eff}}} \frac{dx}{2\pi} \frac{e^{-(\Gamma - x)t}}{\sqrt{4J^2_{\text{eff}} - x^2}} \times \left\{ \frac{1}{\sqrt{4J^2_{\text{eff}} - x^2}(x - \Gamma + i\Delta) + i\Omega^2[1 + \sigma z^d(ix - i\Gamma)]} - \frac{1}{\sqrt{4J^2_{\text{eff}} - x^2}(x - \Gamma + i\Delta) - i\Omega^2[1 + \sigma z^d(ix - i\Gamma)]} \right\}.
$$

### 3. Two excitations

In the two-excitation subspace of a single emitter, the dynamics is determined by the retarded Green function

$$
D(t) = -\frac{1}{2} \langle [a^2(t), a^2(t)] \rangle \theta(t)
$$

$$
= -\frac{1}{2} \langle a^2(t)a^2(0) \rangle \theta(t),
$$

where the second equation is valid for the initial vacuum state. As shown in Fig. 11, the Fourier transform $D^R(\omega) = \int dt e^{i\omega t} D(t)$ of $D(t)$ can be obtained by the Dyson expansion of the on-site interaction $U$ as

$$
D^R(\omega) = \frac{1}{\Pi^{-1}(\omega) - U},
$$

where

$$
\Pi(\omega) = i \int \frac{d\omega'}{2\pi} G^K(\omega')G^R(\omega - \omega')
$$
is the convolution of $G^K$ and $G^R$. For the general nonequilibrium problem, $G^K$, $G^R$, and $G^A$ are three independent Green functions, and the fluctuation-dissipation theorem $G^K(\omega) = [1 \pm 2n(\omega)]G^R(\omega) - G^A(\omega)$ is satisfied only in the equilibrium state. In the present case, the nature of the bath in zero temperature results in the relation $G^K(\omega) = G^R(\omega) - G^A(\omega)$ that can also be checked directly from Eq. (A1). As a result, the convolution becomes

$$
\Pi(\omega) = i \int \frac{d\omega'}{2\pi} [G^K(\omega') - G^A(\omega')]G^R(\omega - \omega')
$$

$$
= i \int \frac{d\omega'}{2\pi} G^K(\omega')G^R(\omega - \omega'),
$$

(A8)

where in the second equation the causality condition is used.

To perform the Fourier transform $D(t) = \int (d\omega/2\pi) D^R(\omega)e^{i\omega t}$ efficiently, we introduce the analytic continuation

$$
D_f(\omega) = \frac{1}{\Pi_f^{-1}(\omega) - U}
$$

of $D^R(\omega)$, where

$$
\Pi_f(\omega) = i \int \frac{d\omega'}{2\pi} G_f(\omega')G_f(\omega - \omega').
$$

Since in the integral contour of the Fourier transform $D^R(\omega) = D_f(\omega)$, the Fourier transform $D(t) = \int (d\omega/2\pi) D_f(\omega)e^{i\omega t}$. Compared with the original convolution (A8), $\Pi_f(\omega)$ has the simple structure of branch cuts. With knowing the analytic structure of $G_f$, i.e., as shown in the first subsection the simple behaviors in the vicinity of poles and branch cuts, we can calculate $\Pi_f(\omega)$ and $D^R(\omega)$ as well as the Fourier transform efficiently.
Appendix B: Steady-state correlation functions of the driven emitter

1. Master equation without driving

Our starting point is the master equation (5) without the drive ($\epsilon = 0$), i.e.,

$$\dot{\rho} = \mathcal{L}_0 \rho = -i[H_0, \rho] - \frac{\Gamma}{2} \sum_j \left\{ [O_j^\dagger O_j, \rho] + 2O_j \rho O_j^\dagger \right\}.$$  \hspace{1cm} (B1)

Here, $H_0 = H_{\text{emit}} + H_{\text{sb}} + H_b$, where the Hamiltonian for an undriven emitter is $H_{\text{emit}} = \Delta a^\dagger a + (U/2)a^\dagger a^\dagger a$, the emitter-bath coupling $H_{\text{sb}} = \Omega a^\dagger b_0 + \text{H.c.}$, and $H_b = \sum_j J e^{i \theta} b_j^\dagger b_{j+1}$ + H.c. The jump operator in Eq. (B1) is $O_j = b_j + b_{j+1}$. We stress that the effective Hamiltonian

$$H_{\text{eff}} = H_0 - i\frac{\Gamma}{2} \sum_j O_j^\dagger O_j$$  \hspace{1cm} (B2)

commutes with the total particle number $N = a^\dagger a + \sum_j b_j^\dagger b_j$:

$$[H_{\text{eff}}, N] = 0.$$  \hspace{1cm} (B3)

Thus, the number of excitations is preserved in the nonunitary time evolution driven by $H_{\text{eff}}$. Consequently, the steady state of Eq. (B1) at zero temperature is the vacuum state $|0\rangle$.

We now show that the dynamics for the initial pure state $\rho(0) = |\psi(0)\rangle \langle \psi(0)|$ with finite $n$ excitations can be efficiently studied using $H_{\text{eff}}$. Exploiting the property (B3), the Dyson expansion gives rise to the formal solution

$$\rho(t) = e^{-iH_{\text{eff}}t} \rho(0) e^{iH_{\text{eff}}t} + \Gamma \sum_{j_1} \int_0^t ds_1 e^{-iH_{\text{eff}}(t-s_1)} O_{j_1} e^{iH_{\text{eff}}s_1} \rho(0) e^{iH_{\text{eff}}s_1} O_{j_1}^\dagger e^{iH_{\text{eff}}(t-s_1)} \ldots$$

$$+ \Gamma^2 \sum_{j_1, j_2} \int_0^t ds_1 \int_0^{s_1} ds_2 e^{-iH_{\text{eff}}(t-s_1)} O_{j_1} e^{-iH_{\text{eff}}(s_1-s_2)} O_{j_2} e^{-iH_{\text{eff}}s_2} \rho(0) e^{iH_{\text{eff}}s_2} O_{j_2}^\dagger e^{iH_{\text{eff}}(s_1-s_2)} O_{j_1}^\dagger e^{iH_{\text{eff}}(t-s_1)} + \ldots$$

$$= |\psi^{(0)}(t)\rangle \langle \psi^{(0)}(t)| + \Gamma \sum_{j_1} \int_0^t ds_1 |\psi^{(1)}_{j_1}(t, s_1)\rangle \langle \psi^{(1)}_{j_1}(t, s_1)|$$

$$+ \Gamma^2 \sum_{j_1, j_2} \int_0^t ds_1 \int_0^{s_1} ds_2 |\psi^{(2)}_{j_1, j_2}(t, s_1, s_2)\rangle \langle \psi^{(2)}_{j_1, j_2}(t, s_1, s_2)| + \ldots.$$  \hspace{1cm} (B4)

Here the density matrix $\rho(t)$ is an incoherent superposition of states $|\psi^{(0)}(t)\rangle$, $|\psi^{(1)}_{j_1}(t, s_1)\rangle$, etc., where each of them is governed by the effective Hamiltonian $H_{\text{eff}}$ in the corresponding subspace, i.e.,
\[
\begin{align*}
|\psi(0)(t)\rangle &= e^{-iH_{\text{eff}}t} |\psi(0)\rangle, \\
|\psi^{(1)}_{j_1}(t, s_1)\rangle &= e^{-iH_{\text{eff}}(t-s_1)}O_{j_1}e^{-iH_{\text{eff}}s_1} |\psi(0)\rangle, \\
|\psi^{(2)}_{j_1,j_2}(t, s_1, s_2)\rangle &= e^{-iH_{\text{eff}}(t-s_1)}O_{j_1}e^{-iH_{\text{eff}}(s_1-s_2)}O_{j_2}e^{-iH_{\text{eff}}s_2} |\psi(0)\rangle.
\end{align*}
\]  
\text{(B5)}

Since the jump operator always depletes excitations from the system, the series in Eq. (B4) is automatically truncated after acting the jump operator \( n \) + 1 times. As a result, we have to study only the dynamics of the initial pure state \(|\psi(0)\rangle\) governed by the effective Hamiltonian \( H_{\text{eff}} \), where the transition between the subspaces with different excitation numbers is described by the jump operator.

It follows from Eqs. (B4) and (B5) that the spontaneous emission probability of \( n \) excitations in the undriven emitter is given by

\[
P_n = tr[|n\rangle \langle n| \rho(t)] = \langle n| e^{-iH_{\text{eff}}t} |n\rangle^2.
\]  
\text{(B6)}

This is just the norm square of the \( n \)-particle Green function \( G_n^R(\omega) \) \textit{in the vacuum state}, which is completely determined by \( H_{\text{eff}} \).

In summary, we can solve the full dynamics of the emitter first in subspaces with different excitation numbers governed by the effective Hamiltonian \( H_{\text{eff}} \) and then connect the results using the jump operator. Interestingly, for the trivial steady state \(|0\rangle\), since \( H_{\text{eff}}|0\rangle = 0 \), the dynamics in the subspace with \( n \) excitations is described by

\[
G_n^R(\omega) = -i \frac{1}{n!} \int_0^\infty dt e^{i\omega t} \langle 0| [a^n(t), a^\dagger^n(0)] |0\rangle \theta(t)
= -i \frac{1}{n!} \int_0^\infty dt e^{i\omega t} \langle 0| a^n(t)a^\dagger^n(0) |0\rangle \theta(t).
\]  
\text{(B7)}

Thus, the fluctuation-dissipation theorem holds in the subspace for Green functions of the emitter in the vacuum state, even though the system state is out of equilibrium.

\section{Weakly driven system}

With the above results, we now consider the case when the emitter is driven by an external field with the driving frequency \( \omega_d \) and the driving strength \( \epsilon \neq 0 \). In the rotating framework with respect to \( \omega_d \), the master equation reads

\[
\dot{\rho} = \mathcal{L}_0 \rho + \mathcal{L}_\varepsilon(t) \rho
\]  
\text{(B8)}

where \( \mathcal{L}_0 \) is the Liouvillian for the undriven system and \( \mathcal{L}_\varepsilon \) describes the driving field with the strength \( \epsilon \):

\[
\mathcal{L}_\varepsilon(t) \rho = -i[\varepsilon(A^\dagger + A), \rho],
\]  
\text{(B9)}

with the operator \( A = a e^{i\omega_d t} \) in our case.

In general, one has to solve the master equation (B8) numerically to study the full dynamics. However, there are also special cases which allow us to obtain the steady state and time evolution analytically. It turns out that, for the weak driving strength \( \varepsilon \) much smaller than the spectral gap of the Liouvillian \( \mathcal{L} \) without the driving term and the steady state of \( \mathcal{L} \) is not degenerate, the dynamics can also be studied using the Green functions \( G_n^R \) in subspaces with different excitations. This statement has been proven in Ref. [63] and applied to study photon pair generation in Ref. [48]. In the following, we use it for our case.

Specifically, we can expand \( \rho(t) \) to some order of \( \varepsilon \) for corresponding problems. For our purpose of calculating the second-order correlation function, we expand \( \rho(t) \) up to the fourth order of \( \varepsilon \) (the \( n \)th-order term is denoted by \( \rho_n \), \( n = 0, 1, \ldots, 4 \)). For the vacuum steady state \( \rho_0 = |0\rangle \langle 0| \) of the undriven system, we obtain

\[
\dot{\rho}(t) = 0 \]  
\text{(B10)}

By using Eq. (B4), and keeping in mind that the undriven effective Hamiltonian \( H_{\text{eff}} \) [see Eq. (B2)] is
number conserving, we calculate Eq. (B10) as

\[
\rho(t) = \rho_0 - i \varepsilon \int_0^t ds_1 \left[ e^{-iH_{ad} \left( t - s_1 \right)} A^\dagger_1 \rho_0 - \rho_0 A e^{iH_{ad} \left( t - s_1 \right)} \right] \\
- \varepsilon^2 \int_0^t ds_1 \int_0^{s_1} ds_2 \left[ e^{-iH_{ad} \left( t - s_1 \right)} A^\dagger_1 e^{-iH_{ad} \left( s_1 - s_2 \right)} A^\dagger \rho_0 + \rho_0 A e^{iH_{ad} \left( s_1 - s_2 \right)} e^{iH_{ad} \left( t - s_1 \right)} \right] \\
+ \varepsilon^2 \Gamma \sum_{j_1} \int_0^t ds_1 \int_0^{s_1} ds_2 \int_0^{t-s_1} ds_3 e^{-iH_{ad}(t-s_1)} O_{j_1} e^{-iH_{ad} \left( t - s_1 \right)} e^{-iH_{ad} \left( s_1 - s_3 \right)} A^\dagger \rho_0 A \\
+ A^\dagger \rho_0 A e^{iH_{ad} \left( s_1 - s_2 \right)} e^{iH_{ad} \left( t - s_1 - s_3 \right)} O_{j_1} e^{iH_{ad} \left( t - s_1 \right)} e^{-iH_{ad} \left( s_1 - s_2 \right)} A^\dagger \\
+ \varepsilon^2 \int_0^t ds_1 \int_0^{s_1} ds_2 \left[ e^{-iH_{ad} \left( t - s_1 \right)} A^\dagger \rho_0 e^{iH_{ad} \left( t - s_2 \right)} A^\dagger + e^{-iH_{ad} \left( s_1 - s_2 \right)} A^\dagger_1 \rho_0 A ight] + \rho_3(t) + \rho_4(t),
\]  

(B11)

where the third-order and fourth-order terms are useful for the excitation statistics. Finally, the steady state \(\rho_{ss}\) is obtained as taking \(t \to \infty\).

Note that one can benchmark the above derivations using a two-level system with \(A = \sigma^-, H_0 = 0\), and the jump operator \(\sigma^-\). In this case, following similar steps, the steady-state density matrix up to \(\varepsilon^2\) is derived as

\[ \rho_{ss} \sim (1 - \frac{4\varepsilon^2}{\gamma^2}) |g\rangle \langle g| - \frac{2 \varepsilon}{\gamma} |e\rangle \langle g| + |g\rangle \langle e| + \frac{4\varepsilon^2}{\gamma^2} |e\rangle \langle e|, \]

which is exactly the steady-state solution

\[ \rho_{ss} = \frac{4 \varepsilon^2 + \gamma^2}{8 \varepsilon^2 + \gamma^2} |g\rangle \langle g| - \frac{2 \varepsilon \gamma}{8 \varepsilon^2 + \gamma^2} (|e\rangle \langle g| + |g\rangle \langle e|) + \frac{4 \varepsilon^2}{8 \varepsilon^2 + \gamma^2} |e\rangle \langle e| \]

of the Liouvillian \(\mathcal{L}_0 + \mathcal{L}_e\) up to the order \(\varepsilon^2\).

Now we are ready to calculate for our case the first- and second-order correlation functions of the driven emitter in the steady state. Keeping the second-order terms in Eq. (B11), we obtain

\[ \langle a^\dagger a \rangle_{ss} = \varepsilon^2 \left| 0 | a \frac{1}{\omega_d - H_{eff}} a^\dagger | 0 \right|^2. \]  

(B12)

Keeping the fourth-order terms in Eq. (B11), we obtain

\[ \langle a^\dagger a \rangle_{ss} = \frac{\varepsilon^4}{\gamma^2} \left( |0 | a \frac{1}{\omega_d - H_{eff}} a^\dagger | 0 \right|^2 + \frac{\varepsilon^4}{\gamma^2} |0 | a \frac{1}{2 \omega_d - H_{eff}} a^\dagger | 0 \right|^2, \]

(B13)

where the quantum regression theorem is used in the second row.

The correlation functions (B12) and (B13) can be written in terms of Green functions on the vacuum state. In the compact form, we have

\[ \langle a^\dagger a \rangle_{ss} = \left| \int_{-\infty}^{\infty} dt e^{-i \omega_d t} \langle 0 | \mathcal{T} a(t) a^\dagger (t) | 0 \right|^2 \]

\[ \langle a^\dagger a \rangle_{ss} = \left| \int_{-\infty}^{\infty} dt_1 dt_2 e^{-i \omega_d (t_1 + t_2)} G(t; t_1, t_2) \right|^2, \]

(B14)

with \(G(t; t_1, t_2) = -i \langle 0 | \mathcal{T} a(t) a(0) a^\dagger (t_1) a^\dagger (t_2) | 0 \rangle / 2, \)
where $a(t) = e^{iH_{\text{eff}}t}ae^{-iH_{\text{eff}}t}$ is governed by the undriven effective Hamiltonian and the Green functions are all defined on the vacuum state.

From the above analysis, we show explicitly that, even though our system is weakly driven, the relevant physical observables of the system can be calculated from Green functions of the undriven system in the vacuum state, which is governed by $H_{\text{eff}}$. In the explicit form, the normalized second-order correlation function is found as

$$g^{(2)}(\tau) = \left| \langle 0 | a \frac{1}{\omega_d - H_{\text{eff}}} a^\dagger | 0 \rangle \langle 0 | a \frac{1}{\omega_d - H_{\text{eff}}} a^\dagger | 0 \rangle + \langle 0 | a e^{i(\omega_d - H_{\text{eff}})\tau} a \frac{1}{\omega_d - H_{\text{eff}}} a^\dagger | 0 \rangle^2 \right|^2. \quad (B15)$$

It is completely determined by the spectral properties of the effective Hamiltonian $H_{\text{eff}}$ in the single- or two-excitation subspaces, respectively. Therefore, once the eigenproblem of $H_{\text{eff}}$ in the undriven case is solved, we can obtain $g^{(2)}(\tau)$.

Based on Eq. (B14), we can now apply the Dyson expansion as illustrated in Fig. 11 to calculate the right side and obtain

$$g^{(2)}(\tau) = \left| 1 + \left[ i \int \frac{d\omega'}{2\pi} G^R(\omega') G^R(-\omega') e^{-i\omega'\tau} \right] T(0) \right|^2. \quad (B16)$$

Here, the poles and branch cuts of

$$T(\omega) = \frac{1}{U - 1 - i \int \frac{d\omega'}{2\pi} G^R(\omega') G^R(\omega - \omega')},$$

correspond to the quasibound state and continuum of $H_{\text{eff}}$ in the two-excitation subspace. This eventually leads to Eq. (2) in our text.

### Appendix C: Scaling behaviors in quantum Zeno regimes

In this section, we study the scaling behaviors in the quantum Zeno regime. In parallel with Appendix A, we investigate the analytic structure of $G_f(\omega)$ and $G_\sigma(\omega)$ for the large $\Gamma$ in Appendixes C1 and C2. The approximate analytical expressions of Green functions $G^R(\omega)$ in the time domain are achieved, which agree with the exact results quantitatively. In Appendix C3, the effective Hamiltonian for two excitations is derived via the perturbation theory, which gives rise to the scaling behavior in a good agreement with the exact solution.

#### 1. Single emitter

In the large $\Gamma$ limit, the leading order in the Taylor expansion of $G_f^{-1}(\omega)$ leads to two poles $\epsilon_{s=\pm} = i(\Omega^4/2)^{1/3}e^{i(2\pi/3)\Gamma^{-1/3}}$ for the resonant case $\Delta = 0$ and $\omega = i(\Omega^4/2)^{1/3}e^{i(2\pi/3)\Gamma^{-1/3}}$ for $\Delta \neq 0$.

![Figure 12. Comparison between the analytic and numerical results for the bath component of the single-emitter quasi-bound state in (a) momentum space and (b) real space representation. In both (a) and (b), the numerical results (blue solid curves) are obtained from diagonalizing the effective Hamiltonian $H_{\text{eff}}$ with the open-bath size $N_b = 2000$, the emitter detuning $\Delta = 0$, bath dissipation strength $\Gamma = 100$, and the coupling strength $\Omega/J = 1$. The analytical results (red dashed curves) in (a) are obtained from Eq. (C2) and in (b) are obtained from Eq. (C3).](image-url)
\[ \varepsilon_1 = \Delta - i \frac{\Omega^2}{\sqrt{2\Delta}} e^{i(\pi/4)\Gamma^{-1/2}}, \]
\[ \varepsilon_2 = -i \left( \frac{\Omega^4}{2\Delta^2} + 2J^2 \right) \frac{1}{\Gamma} \]
for the finite \( \Delta \).

We can also analytically obtain the wave function of the quasibound states with the complex energy \( \varepsilon_s \). Without loss of generality, here we focus on the case \( \Delta = 0 \). In the momentum space representation, the quasibounds state is \( |B\rangle = c_1 a_1^\dagger |0\rangle + \sum_j f_j b_j^\dagger |0\rangle \), where \( c_1 \) and \( f_k \) are coefficients. The \( c_1 \) can be obtained via the residue \( Z_k \) of the Green function at \( \omega = \varepsilon_s \) [see Eq. (A3)], giving
\[ c_1 = Z_k = \frac{\epsilon^2_s + 2i\Gamma \varepsilon_s - 4J^2}{2\epsilon^2_s + 3i\Gamma \varepsilon_s - 4J^2}. \]  
(C1)

In the limit \( \Gamma/(2J) \rightarrow \infty \), \( c_1 \rightarrow 2/3 \). The \( f_k \) can be calculated using the self-energy matrix element in Eq. (A5) with \( \omega = \varepsilon_s \), giving
\[ f_k = \frac{\Omega c_1}{\sqrt{N_b}} \frac{1}{\varepsilon_s - (\varepsilon_s - i\gamma_k)}, \]  
(C2)
where in our case \( \varepsilon_s = 2J \sin(k) \) and \( \gamma_k = \Gamma[1 + \cos(k)] \). In Fig. 12(a), we show the numerical result (solid curve) of \( |f_k| \) by diagonalizing the effective Hamiltonian \( H_{\text{eff}} \) and compare it with Eq. (C2). A good agreement is found.

In real space, the quasibound state is \( |B\rangle = c_1 a_1^\dagger |0\rangle + \sum_j f_j b_j^\dagger |0\rangle \), where \( f_j \) is the amplitude of the bath component at lattice site \( j \). Noting that the emitter is locally coupled to \( b_0 \), the \( f_j \) can be obtained from the self-energy matrix element (A5) with \( \omega = \varepsilon_s \), which yields
\[ f_j = \frac{\sum_j \rho(\varepsilon_s)}{\Omega} c_1, \]  
(C3)
where for \( \Gamma/(2J) > 1 \) we have
\[ \Sigma_j(\omega) = \begin{cases} 
-\frac{\Omega^2}{\sqrt{-(\omega + i\Gamma)^2 - 4J^2}} e^{i\beta_+}, & (j > 0) \\
-\frac{\Omega^2}{\sqrt{-(\omega + i\Gamma)^2 - 4J^2}} e^{i\beta_-}, & (j < 0) 
\end{cases} \]
\[ \beta_+^\prime(\omega) = i(\varepsilon_s + i\Gamma) + \sqrt{-(\omega + i\Gamma)^2 - 4J^2 \Gamma/2J}, \]  
(C4)
with \( J_{\text{eff}} = \sqrt{\Gamma^2/4 - J^2} \). In Fig. 12(b), we numerically calculate \( |f_j| \) by diagonalizing \( H_{\text{eff}} \) in real space. We see that the numerical results (solid curve) agree very well with that obtained from Eq. (C3). Note that, in general, \( \beta_+ \neq \beta_- \), and, therefore, the quasibound state has a different localization length on the left and right sides of the emitter.

In the limit \( \Gamma/(2J) \rightarrow \infty \), where \( \beta_+ \approx \beta_- \), one can obtain a simplified expression for the average momentum \( k_b \) and the average localization length \( l_b \) of the bath component. In this limit, we find \( \ln \beta_+ \approx i\pi - 2i\varepsilon_s/\Gamma \). Using, e.g., \( \varepsilon_s = \frac{1}{2} (\sqrt{3} - i) (\Omega^2/2)^{1/3} \Gamma^{-1/3} \), we obtain
\[ e^{\frac{1}{3} \ln \beta_+} = e^{-ij_{b_b} - j/l_b}, \]  
where
\[ k_b = \pi - \frac{\sqrt{3}}{2^{3/2}} \left( \frac{\Omega}{\Gamma} \right)^{2/3}, \]  
(C5)
\[ l_b = 2^{2/3} \left( \frac{\Omega}{\Gamma} \right)^{2/3}. \]  
(C6)

Thus, when \( \Gamma/(2J) \rightarrow \infty \), \( k_b \rightarrow \pi \), and \( l_b \) increases as \( (\Gamma/\Omega)^{2/3} \). In Fig. 12(a), the momentum at which the peak occurs is well described by Eq. (C5).

### 2. Two emitters

For two emitters, we solve the equations \( 1/G_\pm(\varepsilon) = 0 \) to obtain the poles for the resonant case \( \Delta = 0 \). Here, we focus on only the even distance \( d \), since for the odd distance it turns out that the physics is the same by interchanging the + and − channels. In the even channel, the leading term in the Taylor expansion of \( 1/G_\pm(\varepsilon) \) results in the same scaling behavior \( \varepsilon_{s_\pm} = \pm (2\Omega^2)^{1/3} e^{i(2\pi s/3)} \Gamma^{-1/3} \) with the prefactor enhanced by a factor of \( 4^{1/3} \). In the odd channel, two poles are
\[ \varepsilon_s = sR - i\frac{\Omega^2d}{\Gamma}, \]
where the positive \( R \sim \Gamma^{-2} \) for \( \Omega > \sqrt{2}dJ \). For the small \( \Omega < \sqrt{2}dJ \), two poles merge into a single pole \( \varepsilon = -i\Omega^2d/\Gamma \).

In the + channel, the residues \( Z_s \sim 2/3 \) and the contribution from the branch cut is negligible, which leads to
\[ G_+(t) \sim -\frac{4}{3} e^{-(\Omega^4/4\Gamma^2)t} \cos \left[ \sqrt{3} \left( \frac{\Omega^4}{4\Gamma^2} \right)^{1/3} t \right]. \]

In the − channel, the residues \( Z_s \sim 1 \) and the contribution from the branch cut cancels that from one residue for \( \Omega > \sqrt{2}dJ \). For the small \( \Omega < \sqrt{2}dJ \), the contribution from the branch cut is negligible, and only a single pole with residue \( Z_s \sim 1 \) survives. As a result, the Green function reads
\[ G_-(t) \sim -ie^{-(\Omega^2d/\Gamma)t}. \]

The transformation \( S \) leads to
\[ iG_{11}^R(t) = \frac{2}{3} e^{-(\Omega^4/4\Gamma^2)t} \cos \left[ \sqrt{3} \left( \frac{\Omega^4}{4\Gamma^2} \right)^{1/3} t \right] + \frac{1}{2} e^{-(\Omega^2d/\Gamma)t}, \]
\[ iG_{12}^R(t) = \frac{2}{3} e^{-(\Omega^4/4\Gamma^2)t} \cos \left[ \sqrt{3} \left( \frac{\Omega^4}{4\Gamma^2} \right)^{1/3} t \right] - \frac{1}{2} e^{-(\Omega^2d/\Gamma)t}. \]

### 3. Effective models of two excitations

In this subsection, we derive the effective Hamiltonian in the two-excitation subspace using the perturbation theory, where \( \Delta \) is finite and the resonance condition \( U = -\Delta \) is assumed. The two-excitation sector
is spanned in the basis \( \{ a^{|12⟩} | \sqrt{2} \equiv |d⟩, a^{|d⟩} b^{|1⟩} |0⟩ \equiv |kk⟩, b^{|1⟩} b^{|2⟩} |0⟩ \equiv |kk′⟩ \}. Under the condition \( U = -Δ \), the doublet state \( |d⟩ \) and states \( |kk⟩ \) are nearly degenerate. We can adiabatically eliminate the states \( |kk⟩ \) as

\[
H''_2 = H_0 + \sum_k \frac{\Omega^2}{N} \sum_p \left( \frac{1}{Δ - ω_k} |k⟩_e ⟨k| \right) \\
+ \frac{\Omega^2}{2N} \sum_{kk′} \left( \frac{1}{Δ - ω_k} + \frac{1}{Δ - ω_{k′}} \right) |k⟩_e ⟨k′|,
\]

where the unperturbed Hamiltonian

\[
H_0 = (2Δ + U) |d⟩ ⟨d| + \sum_k (Δ + ω_k) |k⟩_e ⟨k| \\
+ \frac{\sqrt{2}Ω}{\sqrt{N}} \sum_k (|k⟩_e ⟨d| + \text{H.c.})
\]

and \( \omega_k = -iΓ - 2iJ_{\text{eff}} \cos k \).

The adiabatic elimination of two-excitation states \( |kk′⟩ \) leads to the constant energy shift

\[
\delta ω = \frac{Ω^2}{N} \sum_p \frac{1}{Δ - ω_p} \approx -i\frac{Ω^2 e^{iπ/4} \text{sgn}(Δ)}{\sqrt{2} ΔΓ}
\]

and the effective potential in the momentum space. The bound state

\[
|Ψ_B⟩ = u |d⟩ + \sum_k f_k |k⟩_e
\]

of the effective Hamiltonian \( H''_{\text{eff}} \) satisfies

\[
E_b u = (2Δ + U) u + \sqrt{2}Ω \sum_k f_k,
\]

\[
E_b f_k = (Δ + ε_k) f_k + \frac{\sqrt{2}Ω}{\sqrt{N}} u \\
+ \frac{Ω^2}{2N} \sum_p \left( \frac{1}{Δ - ω_k} + \frac{1}{Δ - ω_p} \right) f_p,
\]

where the bound state energy \( E_b \) corresponds to the poles of \( D_f(ω) \) and \( ε_k = ω_k + δω \).

The leading term of poles is determined by the Hamiltonian \( H_0 \). For the resonant case \( U = -Δ \), \( H_0 \) is exactly the Hamiltonian in the single-excitation sector with \( Δ = 0 \) and \( Ω = \sqrt{2}Ω \). Thus, the poles of \( D_f(ω) \) scale as \( Γ^{-1/3} \). The subleading correction can be obtained by the solution of Eq. (C7). The solution

\[
u = \sqrt{2Ω} \sum_k f_k
\]

of \( u \) leads to the equation

\[
ε_k f_k + \frac{Ω^2}{2N} \sum_p \left( \frac{1}{Δ - ω_k} + \frac{1}{Δ - ω_p} \right) f_p + \frac{2Ω^2}{ε_b N} \sum_p f_p = ε_b f_k,
\]

where \( ε_b = E_b - Δ \).

The formal solution

\[
f_k = Ω^2 \left[ \frac{2ε_b C_0 + 2C_1}{ε_b - ε_k} + \frac{C_0}{2(Δ - ω_k)(ε_b - ε_k)} \right]
\]

is determined by two constants

\[
C_0 = \frac{1}{N} \sum_p f_p, C_1 = \frac{1}{N} \sum_p \frac{1}{Δ - ω_p} f_p.
\]

The constants obey the self-consistent equations

\[
C_0 = \left[ \frac{2}{ε_b} I_1(ε_b) + \frac{1}{2} I_2(ε_b) \right] C_0 + \frac{1}{2} I_1(ε_b) C_1,
\]

\[
C_1 = \left[ \frac{2}{ε_b} I_2(ε_b) + \frac{1}{2} I_3(ε_b) \right] C_0 + \frac{1}{2} I_2(ε_b) C_1,
\]

where the integrals

\[
I_1(ε_b) = Ω^2 \int \frac{dk}{2π} \frac{1}{ε_b - ε_k} = Σ_f(ε_b - Δ),
\]

\[
I_2(ε_b) = Ω^2 \int \frac{dk}{2π} \frac{1}{(Δ - ω_k)(ε_b - ε_k)} \\
= Σ_f(Δ) - Σ_f(ε_b - Δ) - \frac{ε_b - δω - Δ}{ε_b - δω - Δ},
\]

\[
I_3(ε_b) = Ω^2 \int \frac{dk}{2π} \frac{1}{(Δ - ω_k)^2(ε_b - ε_k)} \\
= -\delta_Δ I_2(ε_b)
\]

are evaluated analytically. Eventually, the poles of \( D_f(ω) \) can be determined by

\[
\det \left( \frac{2ε_b}{ε_b} I_1(ε_b) + \frac{1}{2} I_2(ε_b) - 1 \right) = 0.
\]
from Eq. (D1) that

\[ D_s(\gamma) = \frac{A}{(2\pi)^d} \frac{(\gamma - \gamma_{\min})^{-1+(d/\mu)}}{\mu(c\Gamma)^{d/\mu}}, \]  

(D2)

with \( A = 2, 2\pi, 4\pi \) for dimension \( d = 1, 2, 3 \), respectively. Therefore, when \( d/\mu < 1 \), \( \lim_{\gamma \to \gamma_{\min}} D_s(\gamma) \to \infty \), whereas for \( d/\mu > 1 \), \( \lim_{\gamma \to \gamma_{\min}} D_s(\gamma) = 0 \).

Now suppose an emitter with the on-site energy \( \Delta \) is coupled to the open bath with a coupling rate \( \Omega \). We begin with \( \Delta = 0 \). Since the bath is purely dissipative, for convenience, we introduce \( s = -i\omega \), so the poles of the single-particle Green function, corresponding to the quasibound states, are determined by

\[ s + \Sigma(s) = 0, \]  

(D3)

where the self-energy function \( \Sigma(s) \) associated with the purely dissipative open bath is given by

\[ \Sigma(s) = \Omega^2 \int \frac{d^dk/(2\pi)^d}{s + \gamma} \frac{1}{s + \gamma + (d/\mu)} d\gamma. \]  

(D4)

In the following, we analytically calculate Eq. (D4). Since the main contribution to the long-time emitter dynamics comes from the vicinity of \( \gamma_{\min} \), we expand \( \gamma(\mathbf{k}) \) near \( \gamma_{\min} \) via Eq. (D1) and change the integral variable from the quasimomentum to \( \gamma \) via Eq. (D2). We obtain

\[ \Sigma = \frac{A\Omega^2}{(2\pi)^d} \frac{1}{\mu(c\Gamma)^{d/\mu}} \int_{\gamma_{\min}}^{\Lambda} \frac{1}{s + \gamma} \frac{1}{s + \gamma - \gamma_{\min}}^{1-(d/\mu)} d\gamma, \]  

(D5)

where we introduce a cutoff \( \Lambda \). It follows from Eq. (D1) that \( \Lambda \propto \Gamma \). Denoting \( s' = s + \gamma_{\min} \) and \( \Lambda' = \Lambda - \gamma_{\min} \), Eq. (D5) is calculated as

\[ \Sigma = \frac{A\Omega^2}{(2\pi)^d} \frac{1}{\mu(c\Gamma)^{d/\mu}} \frac{d}{d} \frac{1}{s'} \int_{0}^{1} \left( 1 + \frac{\Lambda'}{s'} \right) \frac{1}{t^{-1+(d/\mu)}} dt \]  

\[ = C \frac{(\Lambda')^d/\mu}{s'} F \left( 1, \frac{d}{\mu}, \frac{d}{\mu} + 1; -\frac{\Lambda'}{s'} \right). \]  

Here, \( F(\alpha, \beta, \zeta; z) \) is the hypergeometric function, and the precoefficient \( C = B(\frac{d}{\mu}, 1)A\Omega^2/(2\pi)^d|\mu|^{d/\mu} \) with \( B \) the beta function.

By substituting Eq. (D6) into Eq. (D14), we can solve for the quasibound state solutions. We are interested in the regime \( |\Lambda'/s'| \gg 1 \) of Eq. (D6), corresponding to when \( \Gamma \) is the largest energy scale compared to all the other relevant scales as discussed in our manuscript. As such, we can expand the hypergeometric function in terms of the small parameter \( |s'/\Lambda'| \ll 1 \) and derive the analytical solutions at the leading order. In the following, we analyze the cases where \( \gamma_{\min} \neq 0 \) and \( \gamma_{\min} = 0 \), respectively.
The bath has a dissipative gap ($\gamma_{\text{min}} \neq 0$)

(i) When $d/\mu < 1$, we substitute $F[1,(d/\mu),(d/\mu) + 1; - (\Lambda'/\Lambda')] = [1 + (\Lambda'/\Lambda')]^{-1}F[(d/\mu),(d/\mu) + 1; 1/(1 + s'/\Lambda')]$ in Eq. (D6). At the leading order of $|s'/\Lambda'| \ll 1$, we obtain $\Sigma(s) = C'(s + \gamma_{\text{min}}) - 1 + d/\mu \Gamma - d/\mu$, where $C' = CF[(d/\mu),(d/\mu),(d/\mu) + 1; 1]$. Inserting it into Eq. (D14), we find two quasibound states residing in the dissipative gap

$$s_1 = -C'^{-1} \gamma_{\text{min}} \Gamma^{-d/\mu}, \quad (D7)$$

$$s_2 = -\gamma_{\text{min}} + \alpha \Gamma^{-1/(\mu/d - 1)}, \quad (D8)$$

with some coefficient $\alpha$. The long-term emitter dynamics is determined by $s_1$ in Eq. (D7).

(ii) When $d/\mu > 1$, we substitute $F[1,1,1; - (\Lambda'/\Lambda')] = [\ln(1 + \Lambda'/\Lambda')/\Lambda'/\Lambda']$ into Eq. (D6). At the leading order of $|s'/\Lambda'| \ll 1$, we obtain $\Sigma(s) = C'(\Lambda^{-1} + 1/\Gamma) = C^{-1}$, with $C'' = CF[(1,1,1) + 1; 1]$. Here, we exploit the fact that $\Lambda = \Lambda - \gamma_{\text{min}} \Gamma$ according to Eq. (D2), with some constant $C''$. In this case, we find one solution to Eq. (D14), describing a quasibound state in the dissipative gap:

$$s = -C'' \Gamma^{-1}. \quad (D9)$$

(iii) When $d/\mu = 1$, we substitute $F[1,1,2; - (\Lambda'/\Lambda')] = [\ln(1 + \Lambda'/\Lambda')/\Lambda'/\Lambda']$ into Eq. (D6). At the leading order of $|s'/\Lambda'|$, we have $\Sigma(s) = C'(\Lambda^{-1} + 1/\Gamma) = C^{-1}$. Since $\Lambda_{\Gamma} \propto \Gamma$ as mentioned before, for $|s| \ll \gamma_{\text{min}} \ll \Gamma$, we have $\Sigma \approx C(1/\Gamma) \ln(\Lambda/\gamma_{\text{min}})$. Inserting it into Eq. (D14), we find one quasibound state in the dissipative gap:

$$s = -C' \ln(\frac{1}{\Gamma_{\text{min}}}). \quad (D10)$$

The bath has gapless dissipation ($\gamma_{\text{min}} = 0$)

(i) When $d/\mu < 1$, at the leading order of $|s/\Lambda|$, we obtain $\Sigma(s) = C'(s - 1/d/\mu)\Gamma^{-1} - d/\mu$, with $C' = CF[(d/\mu),(d/\mu),(d/\mu) + 1; 1]$. Therefore, Equation (D14) has solutions

$$s = (-C')^{-1/2} \ln(2d/\mu) \Gamma^{-1} - (2d/\mu - 1), \quad (D11)$$

(ii) When $d/\mu > 1$, we obtain the leading expression $\Sigma(s) = C' \Gamma^{-1}$, with $C'' = CF[(1,1,1) + 1; 1]$. In this case, we find

$$s = -C'' \Gamma^{-1}, \quad (D12)$$

which is the same as the gapped case.

(iii) When $d/\mu = 1$, we have the leading expression $\Sigma(s) = C(\Lambda^{-1} + 1/\Gamma^2) \ln(\Lambda/\gamma)$. Considering $\Lambda \propto \Gamma$, we find

$$s = -C \ln(\frac{1}{\Gamma}) \Gamma. \quad (D13)$$

with some energy scale $\eta$. When $\Delta \neq 0$, the quasibound state solutions are determined by

$$s - i\Delta + \Sigma(s) = 0. \quad (D14)$$

We can redefine $s = s - i\Delta$ and then follow similar steps as before.

In summary, the above derivations lead to the results in Table I in the text.

**Appendix E: Generic open bath with a finite size**

In this section, we show that the emitter dynamics obtained from the Green function approach in Appendix A, though developed in the thermodynamic limit, remains valid for a finite-size bath under the condition

$$\alpha \equiv \frac{\Omega}{\delta \gamma} = \frac{\Omega}{2\pi \gamma} \frac{N_b^2}{\Gamma} \gg 1. \quad (E1)$$

Here, $\Omega$ is the Rabi frequency, $N_b$ is the finite size of the bath, $\delta \gamma$ is the dissipative gap, and $\Gamma$ is the bath dissipation rate. Moreover, apart from the strong dissipation regime, we illustrate the emitter dynamics for a generic bath dissipation from the coherent limit $\Gamma/2J \to 0$ to the intermediate regime $\Gamma/2J \sim 1$ and for various coupling phases $\theta \in [0, \pi/2]$.

We first validate the Green function approach for a finite-size, strongly dissipative, bath in three scenarios: $\alpha < 1$, $\alpha \sim 1$, and $\alpha > 1$, respectively. For the spontaneous emission of a single excitation in an emitter, we compare the results obtained from two approaches: (i) We compute the population dynamics of single excitation, $P_1(t)$, by numerically evolving the state via the non-Hermitian emitter-bath Hamiltonian in Eq. (9) with $U = 0$; (ii) we use $P_1(t) = |G(t)|^2$ with $G(t)$ in Eq. (A4). We remark that Eq. (E1) indicates $\alpha$ depends on both $\Gamma$ and $N_b$. In Fig. 13(a), we change $N_b$ and fix $\Gamma$. The black curve denotes the emitter dynamics from the Green function function, i.e., as in the thermodynamic limit, while the dashed curves denote the results from the approach (i) for various $N_b$. We see that when $\alpha < 1$, the finite-size dynamics is significantly different from that in the thermodynamic limit, but the two becomes compatible with each other when $N_b$ is increased to $\alpha \gg 1$. In Fig. 13(b), we change $\Gamma$ and fix $N_b$. As shown, the two approaches agree well with each other by choosing a smaller $\Gamma$ so that $\alpha \gg 1$.

Although our key results in the main text are for the strongly open bath, our developed approach applies to arbitrary parameter regimes of the bath. In Fig. 14(a), we present the dynamics of single excitation with the detuning $\Delta = 0$, when a bath of the size $N_b = 60$ is nearly coherent $\Gamma/2J \to 0$, weakly dissipative $\Gamma/2J < 1$, and in the intermediate regimes $\Gamma/2J \gtrsim 1$. We consider $\theta = 0, -\pi/6, -\pi/3, -\pi/2$, respectively. As $\alpha \gg 1$, we see
that the results from the Green function approach (solid curves) agree well with the time evolution via the non-Hermitian (dots). In Fig. 14(b), we show the spontaneous emissions of two excitations in an emitter coupled to the bath with the finite size $N_b = 60$ and various $\Gamma$. The solid curves denote the results obtained from $P_2(t) = |D(t)|^2$, where $D(t)$ is the Fourier transform of the fictitious two-particle Green function (A9). The dotted lines denote the calculation of $P_2(t)$ via the non-Hermitian Hamiltonian in Eq. (27) of the main text. Again, we find perfect good agreement between the two.
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