Impact of solar irradiance and geomagnetic activity on polar NOx, ozone and temperature in WACCM simulations

N. Tartaglione a, b, *, T. Toniazzo a, b, Y. Orsolini b, c, d, O.H. Otterå a, b

a NORCE Norwegian Research Centre, Bergen, Norway
b Bjerknes Centre for Climate Research, Bergen, Norway
c Birkeland Centre for Space Science, University of Bergen, Bergen, Norway
d Norwegian Institute for Air Research, Kjeller, Norway

ABSTRACT

The response of the atmosphere to solar irradiance and geomagnetic activity is analyzed in experiments with the Whole Atmosphere Community Climate Model (WACCM) under idealized forcings. Four experiments are carried out combining high (H) and low (L) solar radiative forcing with high (7) and low (3) geomagnetic activity: H7 (high radiative forcing and high geomagnetic activity), H3 (high/low), L7 (low/high), and L3 (low/low). The comparison between these experiments is used to assess the effects of solar radiative forcing and geomagnetic activity mainly on the stratosphere. A two-step Monte Carlo-based statistical test, which defines an impact score, is used to assess statistically significant impacts on regional scales, on pressure levels, for a few key model variables, like NOx, ozone, and temperature.

Under low solar forcing (L7/L3), a statistically significant relationship between geomagnetic activity and NOx is found in both hemispheres and for all seasons. An equally strong relationship is lacking for ozone and temperature when analyzing these fields on isobaric levels. A statistically significant impact on stratospheric ozone is only seen in austral winter and spring. However, vertical cross sections show statistically significant impact on temperature and ozone mainly in the southern hemisphere (SH) during austral winter and the following spring. Significant and persistent signals in both SH NOx and ozone concentrations are only produced when the effect of high solar forcing is added to high geomagnetic activity (H7). In this case, statistically significant differences are also found for mesospheric temperatures, ozone and NOx. This latter result appears also under low geomagnetic activity as a result of solar forcing alone, suggesting that solar irradiance significantly affects NOx, ozone and stratospheric temperatures and, in some seasons, even tropospheric temperature.

In summary, geomagnetic activity primarily affects NOx and ozone concentrations in the SH. Solar maximum conditions can reduce the amount of NOx in the stratosphere because of higher ozone production. Thus, we conclude that correlations between changes in solar irradiance and geomagnetic activity are important with respect to their effects on the atmosphere. In particular, geomagnetic activity can modulate atmospheric ozone concentrations and other associated stratospheric and tropospheric variables under conditions of high solar activity.
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1. Introduction

The Earth’s atmosphere is subject to both continuous energetic electron precipitation (EEP) and more intense precipitation events associated with solar activity, like solar proton events. Solar proton events occur mainly during solar maximum conditions and have a substantial effect on the chemical composition of the upper atmosphere (Heath et al., 1977; Jackman and McPeters, 2004). EEP encompasses medium- and high-energy electrons and auroral electrons. EEP events are less energetic but more frequent than solar proton events. Their injection into the atmosphere is steered by geomagnetic activity (GA), which is driven by high-speed solar wind streams and coronal mass ejections (Myllys et al., 2015). In the present observational period, GA follows a rough cycle, somewhat delayed in phase with respect to the 11-year solar cycle (Fraser-Smith, 1972; Echer et al., 2004; Du, 2011).

The main mechanism by which EEP influences the atmosphere is its...
impact on the chemistry of nitrogen oxides (NOx) and hydrogen oxides that tend to deplete ozone catalytically. Auroral precipitation produces NOx in the lower thermosphere, while more episodic EEP events can produce NOx in the lower mesosphere (Garcia, 1992). The NOx can then be transported downward into the stratosphere at high latitudes in the winter season (Funke et al., 2005; Garcia, 1992; Solomon et al., 1999). Confined in darkness by the polar vortex (e.g. Solomon et al., 1982), NOx is long-lived, especially in the SH where the vortex is more stable, and contributes to catalytically reducing the amount of ozone as sunlight returns (Baumgaertner et al., 2009; Callis et al., 1996, 2001; Funke et al., 2005; Orsolini et al., 2005, 2017; Randall et al., 1998, 2001; 2005; Seppälä et al., 2007).

Ozone in the stratosphere has an important role in the radiative budget, as it absorbs short-wave radiation in the range of 200–400 nm. The absorption of ultraviolet (UV) radiation causes ozone photolysis and produces local warming of the mid-lower stratosphere. Ozone also absorbs long-wave radiation in the band centered at 1043 cm$^\text{-1}$ (9.6 μm), which contributes to cooling the middle and upper stratosphere and warming the lower stratosphere (Baumgaertner et al., 2011; Brausser and Solomon, 2005). The balance of ozone in the polar regions is influenced not only by radiative and chemical processes, but also by vertical and horizontal transport by the residual mean meridional circulation (e.g. Sabuits, 1997; Nikulin and Karpechko, 2005) and quasi-horizontal mixing processes in the mid-latitude regions (Chen et al., 1994; Müller et al., 2005), where tracer transport is dominated by wave breaking (Homeyer et al., 2011; Homeyer and Bowman, 2013).

The EEP-induced changes in ozone concentration can potentially alter the temperature distribution and circulation throughout the stratosphere through a top-down mechanism (Kodera and Kuroda, 2002), with possible consequences in the troposphere. While it has been indicated that variations in UV irradiance during the 11-year solar cycle can modify stratospheric dynamics (Seppälä et al., 2013), the potential role of EEP on the dynamics of the stratosphere and troposphere is still debated. This is because of the complex interactions of the EEP forcing with ozone variability, which is driven by chemistry, radiation and dynamics, as well as planetary and gravity waves and their interactions with the mean-flow (Langford et al., 1996; Turunen et al., 2016).

Because the available observational record is limited it is problematic to attribute signals directly to GA in reanalysis datasets. Seppälä et al. (2013) found significant signals in polar stratospheric temperatures and zonal winds, especially during the solar maximum. Tomikawa (2017) also found differences attributable to GA in austral upper-stratospheric polar temperatures and wind in the Japanese 55-year Reanalysis, but only in July. However, it is unclear to what extent statistical significance, especially spatial significance, was properly assessed in those studies. Tartaglione et al. (2020) did not find any significant differences when applying a significance test that accounts for temporal and spatial correlations. In any case, the limited length of reanalysis records and paucity of selected GA events, combined with the internal variability of the atmosphere at these latitudes, makes a robust assessment of statistical significance an arduous task. It is also unclear whether the potential EEP-induced ozone or temperature signals would be imprinted in the reanalysis or not, given that the number of upper stratospheric temperature observations ingested during the reanalysis assimilation cycles is limited, and ozone is not fully interactive in most reanalysis systems.

It is possible to use a climate model to better address causality and potential mechanisms, and to quantify the potential effect of GA on climate variables, at least within the limited representations of dynamical and chemical processes and interactions of the model. Marsh et al. (2007) performed idealized experiments with the whole atmosphere community climate model (WACCM), contrasting a solar maximum and high GA with a solar minimum and low GA under time-invariant forcings. They found statistically significant, small (5–10%) stratospheric ozone variations in response to EEP forcing. Cullens et al. (2016) also compared a solar maximum with high GA to a solar minimum with low GA under steady conditions using the WACCM and found a dipole of polar temperature anomalies in the mesosphere and stratosphere in austral winter and spring. They suggested that these anomalies, characterized by a warm mesosphere and a cold stratosphere, were caused by the differences in the mean meridional circulation driven by changes in the gravity wave drag, which itself was associated with zonal wind changes. The WACCM sensitivity was examined by Peck et al. (2015), who compared the response of the WACCM4 with the WACCM3 in a similar set-up of a solar maximum with high GA versus a solar minimum with low GA. They found that the WACCM4 simulated a larger change in chemical species like odd nitrogen (NOy) and ozone, but no large differences between the two WACCM versions emerged in terms of temperature and wind.

Motivated by these studies, we investigate the respective roles of solar spectral irradiance and GA in affecting ozone, NOx and temperature through numerical experiments with steady forcing using the WACCM. A higher solar spectral irradiance in the UV band produces more ozone by enhanced photolysis and increased heating, larger meridional temperature gradients and stronger polar stratospheric jets. Lu et al. (2008) and Seppälä et al. (2013) argued, based on reanalysis data, that the impact of GA is stronger during periods of high solar irradiance (SI) when the polar vortex is more intense, and more pronounced toward late winter. This would suggest that GA and SI may influence each other during late winter and early spring. Moreover, it may be important to distinguish the seasonal effects of GA and SI, as the former is expected to affect the atmosphere mainly in winter and spring (due to NOx production and descent), whereas the latter also acts in summer (when photolysis is strongest).

In this paper, we attempt to separate the effects of GA from those driven by SI. In particular, we seek to evaluate to what extent they interact, and whether the inferences obtained from reanalysis data in the literature are supported by idealized model simulations or not. To this end, we extend the analyses of Marsh et al. (2007), Cullens et al. (2016) and Peck et al. (2015) by examining responses to two levels of GA (weak and strong) separately under steady solar maximum or solar minimum conditions. Furthermore, we aim to move beyond the zonal-mean diagnostics of previous model studies by analyzing the stratospheric and tropospheric patterns of the responses to the forcings.

The paper is organized as follows. Section 2 describes the model simulations and the methodology of the statistical analysis, including significance criteria. Section 3 reports and discusses the results of the application of the two significance tests. Section 4 presents the conclusions with a brief discussion.

2. Methods

2.1. Model description

We conducted numerical simulations of the atmosphere with version 5.3 of the WACCM, a high-top extension of the community atmosphere model and part of the community Earth system model (CESM; at version 1.2). WACCM5 is essentially a combination of the chemistry of the WACCM4 (Marsh et al., 2013) with the tropospheric physics package of the CAM at version 5.3 (Neale and Coauthors, 2012). The vertical domain extends from the Earth’s surface to 5.9 × 10$^{-8}$ hPa (~145 km geometric height) and it is discretized on 70 vertical hybrid pressure levels. The horizontal discretization used for this work is on a regular longitude-latitude grid with spacing of 1.9° in latitude and 2.5° in longitude. The dynamical equations are solved with the finite-volume dynamical core (Lin and Rood, 1997). The neutral chemistry is based on the model for ozone and related chemical tracers (MOZART), which simulates chemical and physical processes occurring along all the atmosphere (Kinnison et al., 2007). The parameterization of the auroral oval is based on the work of Roble and Ridley (1987). The ionization mechanism is parameterized by means of an ion-pair production rate that is a function of the estimated power deposited in the polar region as
a function of the Kp index, which represents a quasi-logarithmic local index of the three-hourly range in geomagnetic activity relative to an assumed quiet-day curve for a single geomagnetic observatory site. This estimate is obtained from the following formula:

\[ h_{\text{poynt}} = 16.82 \cdot e^{(0.32 \cdot \text{Kp})} - 4.86 \]

From this relation, an energy flux is calculated, assuming that the auroral electrons have a Maxwellian energy distribution with a fixed characteristic energy of 2 keV. This results in an energy deposition confined to the lower thermosphere, with a peak at 110 km. The effects of the precipitation of higher energy electrons (>30 keV), which originate from the radiation belts and can sporadically penetrate into the mesosphere (Smith-Johnsen et al., 2018) are not represented in our simulations.

Four simulations with different solar and geomagnetic forcing terms were performed, namely H3, L3, H7 and L7 (cf. Table 1). In each of these, solar and geomagnetic forcing terms were kept constant in time throughout the run. The designations H and L represent persisted high and persisted low solar forcing, respectively. The numbers 3 and 7 indicate persistent low GA and persistent high GA, to reflect the notional difference in the model response between high SI/GA and low SI/GA, as obtained by chance, which would indicate a possible effect of GA. A similar approach was used by Malinieri et al. (2014) in a study on the relationship between northern hemisphere (NH) surface temperatures and the solar cycle. In our analysis, a score of 95 or higher is considered significant, while we refer to a score of 90 as marginally significant.

To understand the respective roles of SI and GA forcings on atmospheric dynamics, we analyze the differences between pairs of experiments, in terms of seasonally averaged zonal wind, temperature and diagnostics associated with the transformed Eulerian mean framework, namely Eliassen-Palm fluxes and residual circulation components (Edmon et al., 1980).

### 3. Comparison of model spatial fields

This section presents a statistical analysis of the difference in NOx, ozone and temperature between experiment pairs to evaluate the spatial effect of GA and SI. These differences are presented either averaged over the total stratospheric column or at specific pressure levels. More specifically, the NOx and ozone stratospheric columns were computed by averaging vertically over all stratospheric levels from the stratopause (1 hPa) down to the tropopause, approximately defined here as 100 hPa at the equator, decreasing linearly to 200 hPa in the polar regions. The differences in the NOx column largely represents the overall NOx changes in the upper stratosphere, as there is little NOx in the lower stratosphere. In contrast, the stratospheric column ozone measured in Dobson units is strongly weighted by ozone in the lower stratosphere. In all the figures that illustrate differences between two experiments, dotted areas are statistically significant at 5% as defined by a permutation test.

Comparing the pair of experiments H7 and L3, we first examine the difference in the model response between high SI/GA and low SI/GA, as in Marsh et al. (2007), Cullens et al. (2016) and Peck et al. (2015). We next contrasted the two experiments with high or low GA under the solar

### Table 1

Summary of experiments.

| Experiment | Kp | Ap | SI year | F10.7 x (10^{22} \text{ J s}^{-1} \text{ m}^{-2} \text{ Hz}^{-1}) |
|------------|----|----|---------|----------------------------------|
| H7         | 7  | 132| 2000    | 210                              |
| H3         | 3  | 15 | 2000    | 210                              |
| L7         | 7  | 132| 1996    | 70                               |
| L3         | 3  | 15 | 1996    | 70                               |
minimum (L7 and L3). These experiments under the solar minimum conditions are vital to evaluate the role of GA in the model, as the SI may have positive or negative feedback with GA, as suggested by Lu et al. (2007). Finally, we examine the effect of SI under low GA by contrasting the two experiments H3 and L3.

We analyze mainly the differences of the seasonal means (December, January and February – DJF; March, April and May – MAM; June, July and August – JJA; and September, October and November – SON).

3.1. Joint influence of high geomagnetic activity and high solar irradiance (experiment H7-L3)

Fig. 1 illustrates the stratospheric NOx difference between experiments H7 and L3. In the SH, the difference scores are 100 in JJA and SON (austral winter and spring) and 99 in DJF (austral summer), indicating that the combined effects of SI and GA heavily influence the NOx abundance in the stratosphere. In the NH, the statistically significant points cover a much smaller area compared to the SH, and boreal winter (DJF) is the only season that registers a statistically significant impact. During MAM, the analysis reveals only a marginally significant difference. No significant impact is observed in the other two seasons.

Regarding ozone, Fig. 2 depicts that in the SH polar regions high SI and GA significantly reduce the stratospheric column ozone during spring (SON) – as may be expected from the catalytic ozone depletion due to an elevated NOx abundance – and that, while the deficit persists into summer (DJF) and autumn (MAM), it is no longer significant. There is also a marginal column ozone deficit during winter (JJA, i.e., during the polar night), which can only be explained by the circulation differences. The decrease of the averaged ozone column by up to 10 Dobson units during spring aligns with the findings of Marsh et al. (2007). Fig. 2c and d also clearly display the increased production of ozone in the tropical regions and its poleward transport. Table 2 further shows the polar-averaged scores for ozone at 2 hPa and 10 hPa. Statistically significant differences are found at 2 hPa for all seasons, and at 10 hPa during austral spring and summer. In the NH, the ozone column difference is notably positive (Fig. 2), hence opposite to what might be expected from the (weak) elevated NOx abundances, but this effect is only significant in boreal autumn (SON) with a score of 98. Fig. 2 depicts the excess in column ozone produced at lower latitudes and transported to the polar regions, and suggests that these production and transport processes have a greater efficacy than in the SH. The ozone differences in the polar regions at 2 hPa are statistically significant only during boreal summer and autumn, and at 10 hPa only in boreal summer (Table 2).

Concerning temperatures, Figs 3 and 4 convey the differences at 0.1 hPa and 500 hPa, respectively. The temperature differences in the mesosphere reveal significant scores in the SH for all seasons, which is in stark contrast to the insignificant temperature differences below that level (see Table 2, e.g., at 10, 200 or 500 hPa). An exception is the temperature difference at 500 hPa in austral autumn (MAM), which yields a significant score. In the NH, it is only during boreal summer (JJA) that the mesospheric temperature difference is statistically significant, at least in the polar-cap average. This is likely related to the higher SI having a more pronounced impact during summer, it is confirmed at 10 hPa, but not in the troposphere (Table 2) where only the temperature difference at 500 hPa in boreal winter (DJF) has a marginal impact score.

3.2. Geomagnetic activity under solar minimum condition (experiments L7-L3)

Fig. 5 depicts the stratospheric NOx difference between experiments L7 and L3. In the SH, the stronger GA in L7 produces more NOx than in L3, and the difference is statistically significant for all seasons. Comparing Fig. 5 with Fig. 1 reveals that the effect of GA on NOx in the SH is stronger in L7 than in H7, especially at middle and low latitudes. The scores are higher and the spatial extension is larger. In the NH, the stratospheric NOx differences are statistically significant only in boreal spring (MAM), and only marginally significant in boreal winter (DJF). A further comparison of Fig. 5 with Fig. 1 reveals that the enhanced photolysis of NOx due to high SI on stratospheric NOx at low and middle
latitudes outweighs the effect of the increased GA.

The difference between experiments L7 and L3 (Fig. 6) also elucidates that, in the SH, the ozone column only significantly decreased during austral winter and spring. This significance is also seen at 2 hPa and further down at 10 hPa in spring (Table 3). In contrast to the high SI case, ozone reduction in L7 is predominantly at high latitudes, with no notable positive differences at mid and low latitudes. In the NH, there are no significant differences in column ozone in any season, but there is a significant ozone signal at 2 hPa during boreal spring and summer.

Comparing Fig. 6 with Fig. 2 reveals that SI causes a more significant change in ozone (in boreal autumn at middle and low latitudes) than GA. Regarding temperature, Table 3 presents no significant scores at any levels and only a marginally significant effect at 0.1 hPa during austral winter and spring in the SH. In summary under low SI, GA has a notable effect on NOx in both the SH and NH, some impact on ozone in the SH, but no significant effect on temperature during the solar cycle minimum on stratospheric and tropospheric pressure levels.

3.3. Influence of solar irradiance under low geomagnetic activity (experiments H3-L3)

Fig. 7 illustrates the stratospheric NOx difference between the experiments H3 and L3. In both hemispheres, nearly all seasons show statistically significant negative differences (see also Table 4), implying that SI tends to reduce NOx not only at midlatitudes due to stronger photolysis, but also in the polar regions, except in winter. The high latitude NOx decrease is not significant in NH summer. This high latitude decrease in NOx must be contrasted with the NOx increase due to GA as described in Sections 3.1 and 3.2 and the decrease may be due to the combined effects of enhanced NOx production and transport from lower latitudes. Similarly, there is a reduction in the SH polar region (Fig. 8) which is only significant in SON. NOx and ozone share similar patterns of reduction from winter to summer, sometimes covering the entire polar cap, from ~60° to the poles, which indicates that the ozone deficit is not caused by the NOx-induced catalytic loss (an ozone deficit would have to correspond to a NOx enhancement), but rather by the change in transport. The column ozone differences are significantly positive only in the NH during autumn. Again, this may reflect higher summer-time production of ozone in the middle and low latitudes and its subsequent poleward transport. The temperature differences (Table 4) are significant in the mesosphere in the SH for all seasons, and in winter and summer at 10 hPa. In the NH they are significant in the mesosphere in summer and marginally significant in autumn.
3.4. Vertical distribution of monthly averages in the southern polar region

Fig. 9 depicts time-height cross-sections of monthly averaged differences of NOx, ozone, and temperature for the H7-L3 case. NOx is enhanced in the lower mesosphere and upper stratosphere (Fig. 9a) and descends from the upper stratosphere to the lower stratosphere in the spring, while ozone shows a deficit below 1 hPa (Fig. 9b). The temperature difference (Fig. 9c) reveals a vertical dipole with higher temperatures in the lower mesosphere and lower temperatures in the middle and lower stratosphere. The negative ozone difference is located between the positive and negative temperature differences. These temperature changes are not consistent with the effect of ozone on long-
wave radiative cooling, since the ozone decrease would then be collocated with a warm anomaly (Langematz et al., 2003). Rather these polar temperature changes are likely related to changes in the mean meridional circulation, as assessed in the next section.

GA effects at low SI (L7-L3 differences, Fig. 10) on NOx, ozone and temperature are similar to those found in the H7-L3 case (Fig. 9), but the temperature signal is not significant (Fig. 10c).

The SI effects at low GA (H3-L3) shown in Fig. 11 suggest a weak enhancement of polar NOx (Fig. 11a; note the small range of values compared to Fig. 9a or 10a). This NOx difference is still significantly different from ozone and temperature. Although GA is weak, there remains a small production of NOx in the late winter lower mesosphere that must be explained by the difference in SI (Fig. 11a), which drives higher NOx production in the mesosphere that descends into the stratosphere afterwards. The NOx-depleted region in the stratosphere, instead, is related to the higher production of ozone (Fig. 11b) and it is another consequence of stronger SI. The SI effect on temperature is much higher than in the other cases, with the temperature differences (Fig. 11c) being greater and longer-lasting than those in the H7-L3 case, likely due to a combination of radiation and changes in the mean meridional circulation.

### 3.5 Discussion on dynamics

The preceding analysis reveals large temperature differences in the polar mesosphere and stratosphere that cannot be explained by radiative effects alone (e.g., Figs. 9 and 11). Previous studies (Kodera and Kuroda, 2002) suggested that SI modulates the zonally averaged zonal wind in the upper stratosphere, and that this modulation propagates down to the lower stratosphere through wave-mean flow interaction and is associated with changes in the Brewer-Dobson (BD) circulation. Cullens et al. (2016) also suggested that the zonal wind change modulates the gravity wave drag in the mesosphere, hence the pole-to-pole mesospheric mean meridional circulation. To explore these dynamical changes, we calculated diagnostics based on the Eliassen-Palm flux and the transformed Eulerian mean formalism under the hypothesis of quasi-geostrophic approximation (e.g., Edmon et al., 1980).

Considering first the differences between the H3 and L3 experiments, Fig. 12 illustrates the seasonally averaged differences in zonal-mean zonal wind, temperature, ozone, Eliassen-Palm flux divergence (EPFD), the gravity wave drag and the vertical and meridional components of the residual circulation.

The SI influence is most evident in the SH where a persistent statistically significant difference in zonal wind indicates a stronger polar vortex. It starts to appear in the mesosphere during MAM, strengthens during JJA and persists until SON, a result consistent with other studies.
This stronger vortex in the upper stratosphere should be considered a result of maintaining the thermal wind balance. In the mesosphere, the positive temperature anomaly is consistent with an enhanced descent (i.e., a negative anomaly in the vertical residual circulation in Fig. 12). In contrast, in the polar stratosphere the BD circulation is weakly reduced in JJA and SON (i.e., a positive anomaly in the vertical residual circulation in Fig. 12). A further indication of the weakened BD circulation is the colder lower stratosphere at high latitudes during those seasons. Reduced meridional transport due to the weakened BD circulation leads to a reduction of the winter and spring ozone amount in the polar region, which was also seen in Fig. 11c, though there could also be increased chemical ozone loss in the cold and isolated polar vortex (Schoeberl and Hartmann, 1991). The two processes interact, and distinguishing their relative contributions is not straightforward and requires dedicated simulations (Isaksen et al., 2012). Moreover, consistent with the reduced.....
BD circulation, the tropical stratosphere is warmer in H3 than L3, especially during JJA. To summarize, in the SH, the H3-L3 differences indicate a stronger polar vortex, an enhanced mesospheric mean meridional circulation and a weaker BD circulation consistent with the temperature anomalies in Fig. 11c.

In the NH, by contrast, the increase in zonal-mean zonal wind is not significant. A significant cold lower stratospheric polar anomaly is seen in spring, along with a warm anomaly aloft, but that cold anomaly does not persist into summer as is the case in the SH. The higher polar temperatures in the upper stratosphere in winter and spring are consistent with a strengthened BD circulation, as demonstrated by the enhanced poleward and downward velocities and the negative difference in lower stratospheric EPFD (Fig. 12).

The different zonal flow leads to differences in the gravity wave drag through stratospheric filtering (Fig. 12). Note that the gravity wave drag generally dominates over the EPFD in the mesosphere, while, in the stratosphere the EPFD tends to be more important. The results are generally consistent with the findings of Cullens et al. (2016), who examined the SH response to solar forcing in WACCM with very similar parameters (solar max and high GA contrasted to solar min and low GA). The consistency between the large negative gravity wave drag difference caused by the enhanced westerlies below, and the descent and warm mesospheric temperature differences is indicative of a strengthening of the pole-to-pole mesospheric branch of the mean meridional circulation (Fig. 12). It also highlights the importance of the gravity wave drag changes in driving mesospheric temperature in our simulations.

In our simulations, the reduced NH winter polar vortex is associated with the effect of GA under high SI, which is stronger, and opposite in sign, to that found under low SI. A vertical dipole in polar temperature, characterized by a cold mesosphere and a warm stratosphere, is consistent with the anomalies in the vertical component of the residual circulation, e.g., anomalous mesospheric ascent driven by positive differences in EPFD, and anomalous stratospheric descent. Again the vortex decrease is associated with an opposite (positive) gravity wave drag that reinforces the effect of EPFD. In summary, there is a stronger BD circulation, accompanied by a reduction in the stratospheric westerlies and an increase in polar stratospheric ozone abundance, and a reduced pole-to-pole mean meridional circulation.

In the SH, the effects of GA under solar minimum conditions (L3-L7, Fig. 13) are similar, but weaker, than those of SI in the H3-L3 case.

### Table 4

| Variable | Level | MAM | JJA | SON | DJF |
|----------|-------|-----|-----|-----|-----|
| NO<sub>x</sub> |       |     |     |     |     |
| O<sub>3</sub> | Strato | 100 | 100 | 100 | 100 |
| O<sub>3</sub> | 2 hPa | 98  | 46  | 98  | 100 |
| O<sub>3</sub> | 10 hPa | 95  | 76  | 98  | 100 |
| T | 0.1 hPa | 100 | 24  | 100 | 24  |
| T | 10 hPa | 92  | 23  | 92  | 23  |
| T | 200 hPa | 74  | 37  | 74  | 37  |
| T | 500 hPa | 78  | 8   | 78  | 8   |

Fig. 8. As Fig. 1, but for stratospheric ozone difference, H3-L3. Values are in Dobson units.
(Fig. 13). There is a stronger polar jet especially in austral spring, with a reduced BD circulation and stratospheric ozone. The impact in the NH is more limited than in the SH and the statistically significant differences appear to be confined to small areas. These results suggest that the influence of GA influence on NOx, ozone and temperature depends on SI conditions.

The effects of GA under SI maximum conditions H7-H3 (Fig. 15) are indeed different than under solar minimum conditions (Fig. 14). At mid-latitudes and in the polar region, especially during the winter season in the SH, SI produces higher amounts of ozone in upper levels of the atmosphere in H3 than H7. These high values of ozone block part of UV and prevent the production of ozone in the lower levels. The experiment H7, on the other hand, exhibits a reduction of ozone compared with H3 in the upper levels of the stratosphere because of the high amount of NOx coming from the mesosphere and more ozone production of at lower levels.

As in the previous cases, the temperature differences cannot be explained only in terms of radiative change (this is well visible in wintertime as there is no overlapping of ozone and temperature differences), but it are related to dynamical effects involving the residual circulation. The quadrupole in the SH temperature is associated to a corresponding quadrupole in the vertical component of the residual circulation, with colder temperatures where the vertical component is positive and vice versa. The lower temperature gradient between the equator and the mid-latitude produces a reduction of the zonal wind speed in the mid-latitude regions, a result that is opposite to that observed in H7-L3, where larger zonal wind speeds are observed at mid-latitudes (Fig. 15). The negative zonal wind difference around 60S in (H7-H3) indicates a weaker austral polar vortex consistent with a stronger BD, while cold mesospheric temperature differences are consistent with the anomaly in ascent.

In the NH winter, there is a similar behavior with a dipole in the temperature difference, as well as positive residual vertical velocity difference over the high-latitude region, a negative zonal wind difference, albeit weaker than in the SH. Corresponding to the stratospheric jet decrease, the gravity wave drag is now slightly enhanced (significantly in JJA) and the positive drag is associated with mesospheric ascent, as expected.

Compared with the L7-L3 experiment the difference fields exhibit many features that involve dynamical interactions and very large differences suggesting that the mutual interaction, when SI is high, can have nonlinear influence on the examined variables.

As a measure of non-linearity, we compare the difference H7-L3 with the combination (H3-L3)+(L7-L3). If the effects of SI and GA were
independent of each other, then \((H_3-L_3) + (L_7-L_3)\) should be nearly equal to \(H_7-L_3\). Fig. 16 shows the 10 hPa temperature difference between the linearly added difference pairs \((H_3-L_3) + (L_7-L_3)\) and the difference for the combined SI and GA effects \((H_7-L_3)\), which may include nonlinearities.

In the SH there are a few seasons (JJA, SON and DJF) that show differences that are not statistically significant. The season MAM exhibits statistically significant differences. These results suggest that in the SH the interaction between SI and GA is linear or weakly nonlinear.

The NH reveals a statistically significant difference between nonlinear and linear combinations in almost all the seasons, suggesting that the nonlinearity has a more profound presence in this hemisphere.

A further analysis of the detailed mechanisms behind the nonlinear interaction between SI and GA is certainly warranted, but is beyond the scope of this paper.

4. Conclusions

We present an assessment of the relative contributions of GA and SI to stratospheric climate anomalies based on numerical simulations with the WACCM with prescribed steady forcings. The model includes fully interactive atmospheric chemistry and we focus on the effects of different forcings on ozone, NOx, temperature and their statistical significance when compared with internal variability. To draw these conclusions we performed a two-fold statistical estimation; first, we employed a temporal permutation test that yields the statistical significance of single points in the domain, and second, we ran a Monte Carlo test that assesses the significance of the spatial effects on each variable.

Previous studies with the WACCM (e.g. Marsh et al., 2007; Peck et al., 2015; Cullens et al., 2016) have considered the concurrent impacts of GA and SI, as in our comparison between the H7 (high SI, high GA) and L3 (low SI, low GA) experiments. By comparing two other pairs of experiments, L7-L3 (GA effects only, at low SI) and H3-L3 (SI effects only, at low GA), we estimated the relative roles of GA and SI. Significant effects were found only in individual seasons, or at specific altitudes, or not at all.

Although further studies are needed to quantify the physical processes involved in the interaction between GA, SI and climate, our statistical analysis of these idealized experiments may be summarized in the following points:

1) GA strongly increases polar column NOx abundance in the SH, irrespective of SI, as this impact is visible in all seasons under the minimum solar condition \((L_7-L_3)\) difference and in most seasons under the maximum solar condition \((H_7-L_3)\) difference. Stratospheric column ozone is also then notably reduced during the austral
winter and spring. GA significantly alters the zonal-mean zonal wind and temperature and the BD circulation, especially in the SH, albeit less so than SI. However, the sign of effect of high GA depends on whether it occurs under solar maximum or solar minimum conditions. The GA effect on the horizontal temperature maps is generally limited. This result is consistent with that recently obtained by Meraner and Schmidt (2018) who found, using a 150 years simulation with the Max Planck Institute Earth system model, that EPP causes only small changes in the stratospheric circulation and temperature and has only a marginal effect on surface temperature.

2) SI has a significant impact on the ozone chemistry and on mesospheric and stratospheric temperatures, as clearly seen from the H3-L3 differences. When SI and GA are combined (e.g. in the H7-L3 difference), the higher spectral SI in the UV band has a positive effect on ozone production. This positive effect is larger than the ozone decrease that would be caused by additional production of mesospheric NOx associated with high GA. The higher ozone and temperature values in H7 and H3 are consequently due mainly to SI.

3) The comparison of the H7-L3 and L7-L3 differences indicates that there is a mutual interaction between SI and GA, which is in agreement with the conclusions of Lu et al. (2007). The interaction would seem almost linear (or weakly nonlinear) in SH and nonlinear in NH. Moreover, the aforementioned results suggest that to understand the role of GA on the Earth’s climate, it is important to factor in the effects of SI.

Prescribing a steady repeating cycle of sea-surface temperatures allow a better isolation of the possible top-down mechanisms, and our simulations appear to have sufficient duration (pairs of simulation with 35 years are compared) to allow a robust statistical estimation of significant changes attributable to solar forcing, in terms of SI and GA, in the SH. As found in previous studies (e.g., Kvissel et al., 2012; Tomikawa, 2017), most of the statistically significant changes are observed in the SH rather than the NH, where the higher natural stratospheric variability makes the effect of GA more difficult to detect and may require longer simulations.

Data and software availability

WACCM was downloaded by https://www2.acom.ucar.edu/gcm/waccm and adapted by NorESM group.
Fig. 12. The seasonally averaged differences H3-L3 in zonal-mean zonal wind (m s$^{-1}$), zonal-mean temperature (K), ozone (normalized on the seasonal mean, in percent), Eliassen-Palm flux divergence (m s$^{-1}$ day$^{-1}$), gravity wave drag (m s$^{-1}$ day$^{-1}$), meridional (m s$^{-1}$) and vertical (cm s$^{-1}$) components of the residual circulation. The black and green lines delimiting positive and negative dotted areas indicate that the differences are statistically significant at 5% with a permutation test.

Fig. 13. As Fig. 12, but for differences H7-L3.
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Fig. 14. As Fig. 12, but for differences L7-L3.

Fig. 15. As Fig. 12, but for differences H7-H3.
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