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Abstract. In this paper we continue our earlier investigations into the asymptotic behaviour of infinite systems of coupled differential equations. Under the mild assumption that the so-called characteristic function of our system is completely monotonic we obtain a drastically simplified condition which ensures boundedness of the associates semigroup. If the characteristic function satisfies certain additional conditions we deduce sharp rates of convergence to equilibrium. We moreover address the important and delicate issue of the role of the infinite system in understanding the asymptotic behaviour of large but finite systems, and we provide a precise way of obtaining size-independent rates of convergence for families of finite-dimensional systems. Finally, we illustrate our abstract results in the setting of the well-known platoon problem.

1. Introduction

In this paper we continue and expand on our earlier investigations of infinite coupled systems of ordinary equations of the form

\[ \dot{x}_k(t) = A_0 x_k + A_1 x_{k-1}(t), \quad t > 0, \quad k \in \mathbb{Z}, \]

subject to initial conditions for \( x_k(0), k \in \mathbb{Z} \), and we also consider one-sided systems of the form

\[ \begin{cases} \dot{x}_1(t) = A_0 x_1(t), & t > 0, \\ \dot{x}_k(t) = A_0 x_k(t) + A_1 x_{k-1}(t), & t > 0, \quad k \geq 2, \end{cases} \]

subject to initial conditions for \( x_k(0), k \in \mathbb{N} \). Here the unknown functions \( x_k \) take values in \( \mathbb{C}^m \) for some \( m \in \mathbb{N} \) and \( A_0, A_1 \) are \( m \times m \) matrices. In the one-sided case (1.2), the dynamics of the agent corresponding to \( k = 1 \) is independent of the others, so this agent can be thought of as the “leader”. Indeed, systems of this type, which are sometimes referred to as spatially invariant systems, arise naturally in so-called platoon problems in control theory, where each \( x_k \) describes the state of an agent in an infinite vehicle platoon, and the aim is to choose the matrices \( A_0, A_1 \) in such a way that certain control objectives are met in the large-time limit \( t \to \infty \); see [4, 6, 16, 18, 20]. We mention that most of the early work in this area is restricted to the \( \ell^2 \)-setting, in which one may use certain results from Fourier analysis. A simple but important special case of a platoon model arises in the so-called robot rendezvous problem [8, 9, 13], and it was in the context of this problem...
that the authors of [8, 9] originally argued for the need to study more general \( \ell^p \)-norms, as was done in [14, 15] and as will be done here.

Infinite systems of this type have been used as approximations to large but finite systems, for instance in [10]. However, the precise relationship between the dynamical properties of the infinite system and those of its truncated versions is a highly delicate matter, as has been pointed out for instance by Ruth Curtain and her collaborators in [3, 4, 5]. In particular, each finite truncation of an infinite system will typically be uniformly exponentially stable even when the corresponding infinite system is not. As one of our main new contributions we present rates of convergence for large finite systems which are uniform with respect to the size. More specifically, for a class of finite systems which are exponentially stable but without a uniform stability margin we obtain optimal subexponential rates of convergence which are independent of the size of the system.

As in our previous work [14, 15] we impose certain natural standing assumptions in order to make the model amenable to the techniques from semigroup theory. Most importantly, we assume throughout that \( A_1 \neq 0 \) and that there exists a rational function \( \phi \) such that

\[
A_1 R(\lambda, A_0) A_1 = \phi(\lambda) A_1, \quad \lambda \in \rho(A_0).
\]

As discussed in [14], in this case the set of poles of \( \phi \) is contained (perhaps as a strict subset) in the set of eigenvalues \( \sigma(A_0) \) of \( A_0 \), and moreover \( |\phi(\lambda)| \to 0 \) as \( |\lambda| \to \infty \). We call the function \( \phi \) the characteristic function of our system. Functions admitting a characteristic functions arise in numerous applications. For instance, a characteristic function may be found whenever \( A_1 \) has rank 1.

In Section 2 we consider the abstract Cauchy problem associated with our infinite system. We focus here on the one-sided case, which was not treated in [14, 15]. Building on our earlier work, we first develop a detailed spectral theory of the system generator, before presenting as one of our first main results, Theorem 2.7 a new and drastically simplified sufficient condition for the associated semigroup to be bounded in the important special case where the characteristic function \( \phi \) is completely monotonic. In Theorem 2.10 we present a detailed description of the quantified asymptotic behaviour of the infinite one-sided system, and as another of our main results we show in Theorem 2.13 that one obtains an even sharper (and indeed optimal) rate of convergence to equilibrium under certain additional assumptions on \( \phi \). We illustrate our abstract results by providing examples in which \( \phi \) satisfies the different hypotheses, and we moreover illustrate how the improvements in the present paper over [14, 15] carry over to the two-sided case considered there. Then, in Section 3 we turn to the important question of the relation between infinite systems and large but finite ones. We show in Theorem 3.3 that there is a precise sense in which an understanding of the infinite system can lead directly to rates of decay of truncated systems which are uniform with respect to the size of the finite system. This important new result follows from a simple but powerful abstract result about families of semigroups. Finally, in Section 4 we illustrate the power of our main results by applying them to the concrete platoon model studied also in [14, 15].
Our notation is standard and largely follows that used in [14, 15]. In particular, we write $X^*$ for the dual space of a complex Banach space $X$, and we write $\text{Ker} \ A$ for the kernel and $\text{Ran} \ A$ for the range of an element $A$ of $\mathcal{B}(X)$, the set of all bounded linear operators on $X$. Moreover, we let $\sigma(A)$ denote the spectrum of $A \in \mathcal{B}(X)$ and for $\lambda$ in the resolvent set $\rho(A) = \mathbb{C} \setminus \sigma(A)$ we write $R(\lambda, A)$ for the resolvent operator $(\lambda - A)^{-1}$. We write $\sigma_p(A)$ for the point spectrum of $A$. Given $A \in \mathcal{B}(X)$ we denote the dual operator of $A$ by $A^*$, while the transpose of a matrix $A$ is denoted by $A^T$. We use standard asymptotic notation and, finally, we denote the open right/left half plane by $\mathbb{C}_\pm = \{ \lambda \in \mathbb{C} : \text{Re} \ \lambda \geq 0 \}$, and we use a horizontal bar over a set to denote its closure.

2. Infinite systems of differential equations

We focus here on the one-sided system (2.2), which was not treated in our earlier works [14, 15]. We begin by reformulating it as an abstract Cauchy problem of the form

$$
\begin{aligned}
\dot{x}(t) &= Ax(t), \quad t \geq 0, \\
x(0) &= x_0 \in X,
\end{aligned}
$$

where $X = \ell^p(\mathbb{N}, \mathbb{C}^m)$ for $1 \leq p \leq \infty$ and

$$
Ax = (A_0x_1, A_0x_2 + A_1x_1, A_0x_3 + A_1x_2, \ldots), \quad x = (x_k)_{k \geq 1} \in X,
$$

so that the system operator $A$ is a bounded linear operator on $X$. Here and in what follows we endow $X = \ell^p(\mathbb{N}, \mathbb{C}^m)$ with its natural Banach space norm, using the Euclidean norm on $\mathbb{C}^m$. In particular, $X$ is a Hilbert space if and only if $p = 2$.

2.1. Spectral properties of the system operator. We begin by investigating the spectrum of the operator $A$ defined in (2.2). The following result may be viewed as an analogue in the one-sided setting of [14, Theorem 2.3]. Here and in what follows we let

$$
\Omega_\phi = \{ \lambda \in \rho(A_0) : |\phi(\lambda)| \geq 1 \}.
$$

Proposition 2.1. Let $m \in \mathbb{N}$ and $1 \leq p \leq \infty$, and consider the operator $A$ on $X$ defined in (2.2). Then $\sigma(A) = \sigma(A_0) \cup \Omega_\phi$ and $\sigma_p(A) \subseteq \sigma(A_0)$. Moreover, $\text{Ran}(\lambda - A) \neq X$ for all $\lambda \in \sigma(A)$, and $\text{Ran}(\lambda - A)$ is dense in $X$ if and only if $\lambda \in \rho(A_0)$, $|\phi(\lambda)| = 1$ and $1 < p < \infty$.

Proof. If $\lambda \in \rho(A_0)$ and $|\phi(\lambda)| < 1$, then it is straightforward to verify that the operator $\lambda - A$ is invertible and that its inverse is given for $x \in X$ by

$$
R(\lambda, A)x = \begin{pmatrix}
R_\lambda x_k + R_\lambda A_1R_\lambda \sum_{\ell=0}^{k-2} \phi(\lambda)^\ell x_{k-\ell-1}
\end{pmatrix}_{k \geq 1},
$$

where $R_\lambda = R(\lambda, A_0)$ for $\lambda \in \rho(A_0)$. Hence $\sigma(A) \subseteq \sigma(A_0) \cup \Omega_\phi$. Further, it is straightforward to verify that $\lambda - A$ is injective whenever $\lambda \in \rho(A_0)$, so $\sigma_p(A) \subseteq \sigma(A_0)$. We now prove the statements about the range of $\lambda - A$ for $\lambda \in \sigma(A_0) \cup \Omega_\phi$, which will complete the proof. First, if $\lambda \in \sigma(A_0)$ and if $y_1 \in \text{Ker}(\lambda - A_0^T) \setminus \{0\}$ then the sequence $(y_1, 0, 0, \ldots)$, interpreted as an element of the dual space $X^*$, lies in $\text{Ker}(\lambda - A^*)$, and hence $\text{Ran}(\lambda - A)$
cannot be dense in \(X\). Suppose now that \(\lambda \in \rho(A_0)\). If \(|\phi(\lambda)| > 1\) and if \(y_0 \in \mathbb{C}^m\) is such that \(R^T_{A_1} A_1^T y_0 \neq 0\) then the sequence \((\phi(\lambda)^{-k} R^T_{A_1} A_1^T y_0)_{k \geq 1}\), again interpreted as an element of \(X^*\), is easily seen to lie in \(\text{Ker}(\lambda - A^*)\), so \(\text{Ran}(\lambda - A)\) again fails to be dense in \(X\). If \(|\phi(\lambda)| = 1\) the same argument carries over to the case \(p = 1\), while for \(p = \infty\) we may proceed as in the proof of [14, Theorem 2.3] to obtain the same conclusion. It remains to consider the case in which \(|\phi(\lambda)| = 1\) and \(1 < p < \infty\). We shall show that in this case \(\text{Ran}(\lambda - A)\) is a proper dense subspace of \(X\). To see that \(\text{Ran}(\lambda - A) \neq X\) it suffices to observe that if \(y_1 \in \mathbb{C}^m\) is such that \(A_1 R_{A_1} y_1 \neq 0\) then the sequence \((y_1, 0, 0, \ldots) \in X\) does not lie in the range of \(\lambda - A\). Let us identify \(X^*\) with \(\ell^q(\mathbb{N}, \mathbb{C}^m)\), where \(q \in (1, \infty)\) is the Hölder conjugate of \(p\) and suppose that \(y = (y_k)_{k \geq 1} \in \text{Ker}(\lambda - A^*)\). Then \((\lambda - A^T) y_k = A^T_{1} y_{k+1}\) and a simple calculation yields \(R^T_{A_1} A_1^T y_k = \phi(\lambda)^{-k} R^T_{A_1} A_1^T y_{k+1}, k \geq 1\). Hence the vectors \(z_k = y_k - \phi(\lambda)^{-k} y_{k+1}, k \geq 1\), lie in \(\text{Ker} A^T_{1}\), and we have

\[
(\lambda - A^T_{0})(z_k + \phi(\lambda)^{-k} y_{k+1}) = \phi(\lambda)^{-k} A^T_{1} y_{k+1}, \quad k \geq 1.
\]

For \(k = 1\) this becomes \((\lambda - A^T_{0}) y_1 = \phi(\lambda)^{-1} A^T_{1} y_1\), and substituting this back into (2.5) shows that \(z_k = 0\) for all \(k \geq 1\). Hence \(y_k = \phi(\lambda)^{-k} y_{k+1}, k \geq 1\), so in order to have \(y \in \ell^q(\mathbb{N}, \mathbb{C}^m)\) we must have \(y = 0\). Thus \(\lambda - A^*\) is injective, and hence \(\text{Ran}(\lambda - A)\) is dense in \(X\), as required.

**Remark 2.2.** Note that \(\sigma_p(A)\) may be strictly contained in \(\sigma(A_0)\). For instance, it is easy to see that if \(\lambda \in \sigma(A_0)\) is such that \(A_1 \text{Ker}(\lambda - A_0) \not\subseteq \text{Ran}(\lambda - A_0)\) then \(\lambda \not\in \sigma_p(A)\). On the other hand if \(\lambda \in \sigma(A_0)\) and \(\text{Ker}(\lambda - A_0) \cap \text{Ker} A_1 \neq \{0\}\) then necessarily \(\lambda \in \sigma_p(A)\).

We now establish an important resolvent bound for the operator \(A\). The following result is a one-sided version of [14, Proposition 2.5]. The proof is based on (2.3) and requires a only minor modifications of the two-sided case, so we omit it.

**Proposition 2.3.** Let \(m \in \mathbb{N}\) and \(1 \leq p \leq \infty\), and consider the operator \(A\) on \(X\) defined in (2.2). Let \(\lambda \in \rho(A_0)\) be such that \(|\phi(\lambda)| < 1\). Then \(\lambda \in \rho(A)\) and

\[
\left\| R(\lambda, A) \right\| \leq \frac{\left\| R(\lambda, A_0) A_1 R(\lambda, A_0) \right\|}{1 - |\phi(\lambda)|} \leq \left\| R(\lambda, A_0) \right\|.
\]

In particular, for \(\lambda_0 \in \rho(A_0)\) satisfying \(|\phi(\lambda_0)| = 1\) we have

\[
\left\| R(\lambda, A) \right\| \geq \frac{1}{1 - |\phi(\lambda)|}
\]

as \(\lambda \to \lambda_0\) in the region \(\{\lambda \in \rho(A_0) : |\phi(\lambda)| < 1\}\).

We continue this section with the following important observation. The proof is essentially the same as that of [14, Lemma 2.6] and is therefore omitted.

**Lemma 2.4.** Let \(m \in \mathbb{N}\) and \(1 \leq p \leq \infty\), and assume that \(\sigma(A_0) \subseteq \mathbb{C}\) and that the set \(\Omega_\phi\) defined in (2.3) is such that \(0 \in \Omega_\phi \subseteq \mathbb{C} \cup \{0\}\). Then \(\{0\} \cap \rho(A)\) and there exists an even integer \(n \geq 2\) such that \(1 - |\phi(i s)| \approx |s|^n\) as \(|s| \to 0\).
We call the integer \( n \geq 2 \) appearing in Lemma 2.4 the **resolvent growth parameter** associated with our system. In the remainder of the paper we shall frequently assume that the characteristic function is completely monotonic. Recall that a smooth function \( f: (0, \infty) \to \mathbb{R} \) is said to be **completely monotonic** if \((-1)^n f^{(n)}(s) \geq 0\) for all \( s > 0 \) and all integers \( n \geq 0 \). Note that the class of all completely monotonic functions is closed under taking sums, products and under multiplication by non-negative scalars. By Bernstein’s theorem [2] a function is completely monotonic if and only if it is the Laplace transform of a non-negative finite Borel measure. We shall say that the characteristic function \( \phi \) of our system is completely monotonic if \((0, \infty) \subseteq \rho(A_0)\) and the restriction of \( \phi \) to \((0, \infty)\) is real-valued and completely monotonic. Note that whenever \( \sigma(A_0) \subseteq \mathbb{C}_- \) then, by decomposing into partial fractions, we see that the rational function \( \phi \) may be written as the Laplace transform of a non-zero smooth function \( g: (0, \infty) \to \mathbb{C} \) which is a linear combination of terms having the form \( t \mapsto t^ne^{\xi t}, \ t \geq 0, \) for some \( n \in \mathbb{Z}_+ \) and some \( \xi \in \mathbb{C}_- \), and in particular the functions \( t \mapsto t^ng(t) \) are integrable over \((0, \infty)\) and \( \phi^{(n)}(0) = (-1)^n \int_0^{\infty} t^ng(t) \, dt \). If \( \phi \) in addition is completely monotonic, the function \( g \) is non-negative and we have \( \phi^{(n)}(0) \neq 0 \) for all \( n \in \mathbb{N} \). The following result complements Lemma 2.4. The statement concerning completely monotonic characteristic functions will be useful throughout the remainder of the paper.

**Lemma 2.5.** Suppose that \( \sigma(A_0) \subseteq \mathbb{C}_- \), that \( 0 \in \Omega_\phi \subseteq \mathbb{C}_- \cup \{0\} \) and that the restriction of the characteristic function \( \phi \) to \((0, \infty)\) is real-valued. Then the resolvent growth parameter \( n_\phi \) satisfies \( n_\phi = 2 \) if and only if \( \phi''(0) \neq \phi'(0)^2 \).

In particular, \( n_\phi = 2 \) whenever \( \phi \) is completely monotonic.

**Proof.** The real-valuedness assumption ensures that \( \phi^{(n)}(0) \) is real for all \( n \geq 0 \), and by continuity of \( \phi \) we obtain \( \phi(0) = 1 \). A simple Taylor expansion about \( s = 0 \) shows that

\[
|\phi(is)| - 1 = \frac{1}{2}(\phi'(0)^2 - \phi''(0))s^2 + O(|s|^3), \quad |s| \to 0,
\]

which gives the first claim. If \( \phi \) is completely monotonic, let \( g: (0, \infty) \to \mathbb{R} \) be the non-negative function whose Laplace transform is \( \phi \). By the first part, if \( n_\phi \neq 2 \) then

\[
\int_0^\infty tg(t) \, dt = \left( \int_0^\infty t^2g(t) \, dt \right)^{1/2}.
\]

Now \( \phi(0) = \int_0^\infty g(t) \, dt = 1 \), so we have equality in the Cauchy-Schwarz inequality applied in \( L^2(0, \infty) \) to the functions \( t \mapsto g(t)^{1/2} \) and \( t \mapsto tg(t)^{1/2} \). Since the two functions are non-collinear we obtain the required contradiction, and hence \( n_\phi = 2 \). \( \square \)

**Remark 2.6.** By considering Taylor expansions of higher order one could similarly derive conditions on \( \phi \) which ensure that \( n_\phi = 4, \ n_\phi = 6, \) etc. We focus here only on the case \( n_\phi = 2 \) since in what follows we will primarily be interested in characteristic functions which are completely monotonic.

### 2.2. Boundedness of the semigroup.

In this section we provide a drastically simpler sufficient condition than in [13] for the \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \)
generated by the system operator defined \((2.2)\) to be bounded, which is to say that \(\sup_{t \geq 0} \|T(t)\| < \infty\). Our sufficient condition relies crucially on the notion of complete monotonicity introduced in the previous section.

**Theorem 2.7.** Let \(m \in \mathbb{N}\) and \(1 \leq p \leq \infty\), and suppose that \(\sigma(A_0) \subseteq \mathbb{C}_-\) and \(\Omega_\phi \subseteq \mathbb{C}_-\). Suppose further that the characteristic function \(\phi\) is completely monotonic. Then the semigroup \((T(t))_{t \geq 0}\) generated by \(A\) is bounded.

**Proof.** The proof of [14, Theorem 3.1], with only trivial modifications to pass from the two-sided to the one-sided case, shows that the semigroup \((T(t))_{t \geq 0}\) is bounded provided that

\[
(2.6) \quad \sup_{0 < \lambda \leq 1} \frac{\lambda}{1 - |\phi(\lambda)|} < \infty.
\]

and

\[
(2.7) \quad \sup_{n \in \mathbb{N}} \sup_{\lambda > 0} \frac{\lambda^{n+1}}{n!} \sum_{\ell=1}^{\infty} \left| \frac{d^n}{d\lambda^n} \phi(\lambda)^\ell \right| < \infty.
\]

Note that in the condition given in [14] the sum in \((2.7)\) begins at \(\ell = 0\), which makes no difference, however, as this additional constant term disappears after differentiating. Since \(\phi\) is assumed to be completely monotonic, the discussion preceding Lemma 2.5 shows that \(\phi'(0) = 0\). From this \((2.6)\) follows using a simple Taylor expansion argument. We focus now on establishing \((2.7)\). Since \(\phi\) is assumed to be completely monotonic, so is the restriction of \(\phi(\cdot)^\ell\) to \((0, \infty)\) for every \(\ell \geq 1\). In particular, the sign of the derivatives in \((2.7)\) depends only on \(n\), which allows us to take the modulus outside the sum. What we need to show is that

\[
(2.8) \quad \sup_{n \in \mathbb{N}} \sup_{\lambda > 0} \frac{\lambda^{n+1}}{n!} \left| \frac{d^n}{d\lambda^n} \phi(\lambda) \right| < \infty.
\]

Now the rational function \(\lambda \mapsto \phi(\lambda)(1 - \phi(\lambda))^{-1}\) has no poles in \(\mathbb{C}_+\), and its only possible pole on the imaginary axis is at \(\lambda = 0\), which by \((2.6)\) has order at most one. Thus we may find a constant \(c \in \mathbb{C}\) such that

\[
\frac{\phi(\lambda)}{1 - \phi(\lambda)} = \frac{c}{\lambda} + \phi_0(\lambda),
\]

where \(\phi_0\) is a linear combination of functions of the form \(\lambda \mapsto (\lambda - \xi)^{-k}\) for \(\xi \in \mathbb{C}_-, k \in \mathbb{N}\). On the open right half-plane the latter function agrees with the Laplace transform of the bounded function \(t \mapsto \frac{1}{(k-1)!} t^{k-1} e^{\xi t}, t \geq 0\). It follows for instance from Widder’s Theorem [19] that

\[
\sup_{n \in \mathbb{N}} \sup_{\lambda > 0} \frac{\lambda^{n+1}}{n!} \left| \frac{d^n}{d\lambda^n} \phi(\lambda) \right| \leq |c| + \sup_{n \in \mathbb{N}} \sup_{\lambda > 0} \frac{\lambda^{n+1}}{n!} \left| \frac{d^n}{d\lambda^n} \phi_0(\lambda) \right| < \infty.
\]

Hence \((2.7)\) holds and the proof is complete. \(\square\)

**Example 2.8.** (a) If \(\phi(\lambda) = \zeta(\lambda + \zeta)^{-1}\) for some \(\zeta > 0\) then \(\phi\) is completely monotonic. Since products of completely monotonic functions are completely monotonic also functions of the form

\[
(2.9) \quad \phi(\lambda) = \frac{\zeta_1 \cdots \zeta_m}{(\lambda + \zeta_1) \cdots (\lambda + \zeta_m)}
\]

for some \(\zeta_1, \ldots, \zeta_m > 0\) are completely monotonic.
(b) Consider the function

\[ \phi(\lambda) = \frac{(a^2 + b^2)c}{(\lambda + c)(\lambda^2 + 2a\lambda + a^2 + b^2)}, \]

where \( a, b, c > 0 \). Then \( \phi \) has poles at \( \lambda = -c \) and \( \lambda = -a \pm ib \). Moreover, \( \phi \) is the Laplace transform of the function \( g \) defined by

\[ g(t) = \frac{(a^2 + b^2)c}{(a - c)^2 + b^2} \left( e^{-ct} + \left( \frac{c - a}{b} \sin(bt) - \cos(bt) \right) e^{-at} \right), \]

and a simple argument shows that \( g(t) \geq 0 \) for all \( t \geq 0 \) if and only if \( a \geq c \). Hence, by Bernstein’s theorem, \( \phi \) is completely monotonic if and only if \( a \geq c \).

(c) By combining the examples given in (a) and (b) we obtain complete monotonicity for many other rational functions whose sets of poles consist of negative real numbers and complex conjugate pairs with negative real parts.

2.3. Asymptotic behaviour. We now study the asymptotic behaviour as \( t \to \infty \) of the solutions \( x(t) = T(t)x_0, t \geq 0 \), of the abstract Cauchy problem (2.1). The key ingredient needed in the proof of Theorem 2.10 is the following asymptotic result, which is a special case of the results proved in [1, 12, 17].

**Theorem 2.9.** Let \( X \) be a complex Banach space and let \( (T(t))_{t \geq 0} \) be a bounded \( C_0 \)-semigroup on \( X \) whose generator \( A \) is bounded and satisfies \( \sigma(A) \cap i\mathbb{R} = \{0\} \). Suppose moreover that

\[ \|R(is, A)\| = O(|s|^{-\alpha}), \quad |s| \to 0, \]

for some \( \alpha \geq 1 \). Then

\[ \|AT(t)\| = O \left( \log(t)^{1/\alpha} \right), \quad t \to \infty, \]

and if \( X \) is a Hilbert space then

\[ \|AT(t)\| = O(t^{-1/\alpha}), \quad t \to \infty. \]

Returning now to our particular case, define

\[ Y = \left\{ x_0 \in X : \lim_{t \to \infty} x(t) \text{ exists} \right\}. \]

Furthermore, let \( S \in \mathcal{B}(X) \) denote the right-shift operator on \( X \), defined by \( Sx = (0, x_1, x_2, \ldots) \), and let \( M \in \mathcal{B}(X) \) be defined by \( Mx = (A_1A_0^{-1}x_k) \) for all \( x = (x_k)_{k \geq 1} \in X \).

**Theorem 2.10.** Let \( m \in \mathbb{N} \) and \( 1 \leq p \leq \infty \). Suppose that \( \sigma(A_0) \subseteq \mathbb{C}_- \), that \( 0 \in \Omega_0 \subseteq \mathbb{C}_- \cup \{0\} \) and that \( \phi \) is completely monotonic. Then

\[ Y = \left\{ x_0 \in X : \left\| \frac{1}{n} \sum_{k=1}^{n} \phi(0)^k S^k Mx_0 \right\| \to 0 \text{ as } n \to \infty \right\}, \]

and \( Y = X \) if and only if \( 1 < p < \infty \). Moreover, \( \|x(t)\| \to 0 \) as \( t \to \infty \) whenever \( x_0 \in Y \). If \( x_0 \in Y \) is such that

\[ \left\| \frac{1}{n} \sum_{k=1}^{n} \phi(0)^k S^k Mx_0 \right\| = O(n^{-1}) \text{ as } n \to \infty, \]
then
\[ \|x(t)\| = O\left(\frac{\log(t)^{1/2-1/p}}{t^{1/2}}\right), \quad t \to \infty. \]  

Finally, for \(1 \leq p \leq \infty\) and all \(x_0 \in X\) we have
\[ \|\dot{x}(t)\| = O\left(\frac{\log(t)^{1/2-1/p}}{t^{1/2}}\right), \quad t \to \infty. \]

**Proof.** We merely outline the main steps of the proof since it follows the same argument as given in [14, Section 4], with the slight simplification that now \(\text{Ker}A = \{0\}\) for \(1 \leq p \leq \infty\). Note first that boundedness of the semigroup \((T(t))_{t \geq 0}\) follows from Theorem 2.7. The key idea of the proof is to establish first that \(Y\) coincides with the closure of \(\text{Ran}A\), which can then be characterised as in (2.13) using results from classical ergodic theory. The next step is to show that the condition in (2.14) characterises elements which lie not just in the closure of \(\text{Ran}A\) but in \(\text{Ran}A\) itself. We then combine Proposition 2.3, Lemma 2.5 and Theorem 2.9 to obtain rates of convergence for \(\|AT(t)\|\) as \(t \to \infty\). The rates in (2.15) and (2.16) then follow by applying the Riesz-Thorin interpolation theorem to improve the exponent of the logarithm when \(p \neq 2\). \(\square\)

**Remark 2.11.** The decay rate obtained for \(\|AT(t)\|\) as \(t \to \infty\) in the above proof, and hence the rates in (2.15) and (2.16), are sharp except perhaps for the logarithmic factor. Indeed, since \(\|R(is, A)\| \propto |s|^{-2}\) as \(|s| \to 0\) it follows from [11, Corollary 6.11] that \(\|AT(t)\| \geq ct^{-1/2}, t \geq 1,\) for some \(c > 0\); see also [14, Remark 4.11].

### 2.4. Improved rates for totally monotonic functions.

It is known that the rates in (2.15) and (2.16) are sharp if \(p = 2\), and it was conjectured in [14, Remark 4.14(b)] that the logarithmic factors in these estimates can in fact be dropped for all values of \(p\). We now show that this conjecture to be correct provided we replace the monotonicity assumption on \(\phi\) by a slightly stronger assumption. To this end we introduce the concept of total monotonicity. We say that a rational function \(\phi\) is **totally monotonic** if there exist \(\varepsilon > 0\) and a non-negative sequence \((a_n)_{n \geq 0} \in l^1(\mathbb{Z}_+)\) such that the function \(\psi_\varepsilon\) defined by \(\psi_\varepsilon(\lambda) = \phi(\varepsilon^{-1}(\lambda - 1))\) satisfies

\[ \psi_\varepsilon(\lambda) = \sum_{n=0}^{\infty} \frac{a_n}{\lambda^{n+1}}, \quad |\lambda| \geq 1. \]

In particular, any pole \(\lambda\) of \(\phi\) satisfies \(|\varepsilon \lambda + 1| < 1\). The function \(\psi_\varepsilon\) may be viewed as a unilateral \(Z\)-transform of the sequence \((a_n)_{n \geq 0}\), which is a discrete analogue of the Laplace transform. Suppose that \(\phi\) is a rational function which decays to zero at infinity, has poles \(\xi_1, \ldots, \xi_N \in \mathbb{C}_-\) and admits the partial fraction decomposition

\[ \phi(\lambda) = \sum_{j=1}^{N} \sum_{k=1}^{n_j} \frac{A_{j,k}}{(\lambda - \xi_j)^k}, \quad \lambda \in \rho(A_0), \]

where \(n_j\) is the multiplicity of the pole \(\xi_j\), and \(A_{j,k}\) is a non-negative integer.

Theorem 2.9 now gives
\[ \|AT(t)\| = O\left(\frac{\log(t)^{1/2-1/p}}{t^{1/2}}\right), \quad t \to \infty. \]

**Proof.** We merely outline the main steps of the proof since it follows the same argument as given in [14, Section 4], with the slight simplification that now \(\text{Ker}A = \{0\}\) for \(1 \leq p \leq \infty\). Note first that boundedness of the semigroup \((T(t))_{t \geq 0}\) follows from Theorem 2.7. The key idea of the proof is to establish first that \(Y\) coincides with the closure of \(\text{Ran}A\), which can then be characterised as in (2.13) using results from classical ergodic theory. The next step is to show that the condition in (2.14) characterises elements which lie not just in the closure of \(\text{Ran}A\) but in \(\text{Ran}A\) itself. We then combine Proposition 2.3, Lemma 2.5 and Theorem 2.9 to obtain rates of convergence for \(\|AT(t)\|\) as \(t \to \infty\). The rates in (2.15) and (2.16) then follow by applying the Riesz-Thorin interpolation theorem to improve the exponent of the logarithm when \(p \neq 2\). \(\square\)

**Remark 2.11.** The decay rate obtained for \(\|AT(t)\|\) as \(t \to \infty\) in the above proof, and hence the rates in (2.15) and (2.16), are sharp except perhaps for the logarithmic factor. Indeed, since \(\|R(is, A)\| \propto |s|^{-2}\) as \(|s| \to 0\) it follows from [11, Corollary 6.11] that \(\|AT(t)\| \geq ct^{-1/2}, t \geq 1,\) for some \(c > 0\); see also [14, Remark 4.11].

### 2.4. Improved rates for totally monotonic functions.

It is known that the rates in (2.15) and (2.16) are sharp if \(p = 2\), and it was conjectured in [14, Remark 4.14(b)] that the logarithmic factors in these estimates can in fact be dropped for all values of \(p\). We now show that this conjecture to be correct provided we replace the monotonicity assumption on \(\phi\) by a slightly stronger assumption. To this end we introduce the concept of total monotonicity. We say that a rational function \(\phi\) is **totally monotonic** if there exist \(\varepsilon > 0\) and a non-negative sequence \((a_n)_{n \geq 0} \in l^1(\mathbb{Z}_+)\) such that the function \(\psi_\varepsilon\) defined by \(\psi_\varepsilon(\lambda) = \phi(\varepsilon^{-1}(\lambda - 1))\) satisfies

\[ \psi_\varepsilon(\lambda) = \sum_{n=0}^{\infty} \frac{a_n}{\lambda^{n+1}}, \quad |\lambda| \geq 1. \]

In particular, any pole \(\lambda\) of \(\phi\) satisfies \(|\varepsilon \lambda + 1| < 1\). The function \(\psi_\varepsilon\) may be viewed as a unilateral \(Z\)-transform of the sequence \((a_n)_{n \geq 0}\), which is a discrete analogue of the Laplace transform. Suppose that \(\phi\) is a rational function which decays to zero at infinity, has poles \(\xi_1, \ldots, \xi_N \in \mathbb{C}_-\) and admits the partial fraction decomposition

\[ \phi(\lambda) = \sum_{j=1}^{N} \sum_{k=1}^{n_j} \frac{A_{j,k}}{(\lambda - \xi_j)^k}, \quad \lambda \in \rho(A_0), \]
for some \(n_1, \ldots, n_N \in \mathbb{N}\) and \(A_{j,k} \in \mathbb{C}\). Then for \(\varepsilon > 0\) sufficiently small to ensure that \(|\varepsilon \xi_j + 1| < 1\) for \(1 \leq j \leq N\) we have

\[
\psi_{\varepsilon}(\lambda) = \sum_{j=1}^{N} \sum_{k=1}^{n_j} \left( \frac{\varepsilon}{\lambda} \right)^k \frac{A_{j,k}}{(1 - \lambda^{-1}(\varepsilon \xi_j + 1))^k} = \sum_{n=0}^\infty a_{\varepsilon,n} \lambda^{n+1}, \quad |\lambda| \geq 1,
\]

where

\[
a_{\varepsilon,n} = \sum_{j=1}^{N} \sum_{k=1}^{n_j} A_{j,k} \binom{n}{k-1} \varepsilon^k (\varepsilon \xi_j + 1)^{n-k+1}, \quad n \geq 0.
\]

The sequence \((a_{\varepsilon,n})_{n \geq 0}\) is summable, and hence the function \(\phi\) is totally monotonic if and only if there exists a sufficiently small \(\varepsilon > 0\) such that \(a_{\varepsilon,n} \geq 0\) for all \(n \geq 0\).

For a given number \(\varepsilon > 0\) let us say that a function \(\phi\) is \(\varepsilon\)-totally monotonic if it is totally monotonic and we can choose the given value of \(\varepsilon\) in the definition of total monotonicity. Observe that if a function \(\phi\) is \(\varepsilon\)-totally monotonic for some \(\varepsilon > 0\), then \(\phi\) is also \(\varepsilon_0\)-totally monotonic for all \(\varepsilon_0 \in (0, \varepsilon)\). Indeed, suppose that \(\phi\) is \(\varepsilon\)-totally monotonic and let \((a_n)_{n \geq 0}\) be as in the definition. Given \(\varepsilon_0 \in (0, \varepsilon)\) let \(\beta = \varepsilon_0/\varepsilon\). Then for \(|\lambda| \geq 1\) we have

\[
|\beta^{-1}(\lambda - 1 + \beta)| \geq 1 \quad \text{and hence}
\]

\[
\psi_{\varepsilon_0}(\lambda) = \psi_{\varepsilon} \left( \frac{\lambda - 1 + \beta}{\beta} \right) = \sum_{n=0}^\infty \frac{a_n \beta^{n+1}}{(\lambda - 1 + \beta)^{n+1}} = \sum_{n=0}^\infty b_n \lambda^{n+1}, \quad |\lambda| \geq 1,
\]

where

\[
b_n = \sum_{k=0}^{n} a_k \binom{n}{k} \beta^{k+1}(1 - \beta)^{n-k}, \quad n \geq 0.
\]

In particular, the sequence \((b_n)_{n \geq 0}\) is non-negative and summable with \(\sum_{n=0}^\infty b_n = \sum_{n=0}^\infty a_n\), so \(\phi\) is \(\varepsilon_0\)-totally monotonic. Furthermore, the class of totally monotonic functions is closed under taking sums, products and under multiplication by non-negative scalars. Any totally monotonic function is completely monotonic. Indeed, if \(\phi\) is totally monotonic we may consider the function \(g\): \((0, \infty) \to \mathbb{C}\) defined by

\[
g(t) = \frac{1}{\varepsilon} e^{-t/\varepsilon} \sum_{n=0}^\infty a_n \left( \frac{t}{\varepsilon} \right)^n, \quad t > 0,
\]

where \(\varepsilon > 0\) and \((a_n)_{n \geq 0}\) are as in the definition of total monotonicity. Then \(g\) is non-negative and integrable with \(\int_0^\infty g(t) \, dt = \sum_{n=0}^\infty a_n\), and moreover

\[
\phi(\lambda) = \int_0^\infty e^{-\lambda t} g(t) \, dt, \quad \lambda \geq 0,
\]

so by Bernstein’s theorem \(\phi\) is completely monotonic. Alternatively, one may simply differentiate term-by-term the expression for \(\phi(\lambda) = \psi_{\varepsilon}(1 + \varepsilon \lambda)\) when \(\lambda > 0\) to verify directly that \(\phi\) is completely monotonic.

**Example 2.12.** (a) If \(\zeta > 0\) then the function \(\phi\) defined by \(\phi(\lambda) = \zeta(\lambda + 1)\zeta^{-1}\) is totally monotonic. Indeed, for \(\varepsilon \in (0, \zeta^{-1})\) we have

\[
\psi_{\varepsilon}(\lambda) = \frac{\varepsilon \zeta}{\lambda - 1 + \varepsilon \zeta} = \sum_{n=0}^\infty \frac{\varepsilon \zeta (1 - \varepsilon \zeta)^n}{\lambda^{n+1}}, \quad |\lambda| \geq 1,
\]
so we may set \( a_n = \varepsilon \zeta (1 - \varepsilon \zeta)^n, n \geq 0 \). It follows that functions \( \phi \) of the form considered in (2.9) are also totally monotonic.

(b) The function \( \phi \) considered in (2.10) is totally monotonic if and only if \( a > c \). In particular, for \( a = c \) the function is completely monotonic but not totally monotonic.

(c) As in Example 2.8(c) we may combine the examples in (a) and (b) to obtain total monotonicity for a larger class of rational functions \( \phi \).

We now sharpen Theorem 2.10 by showing that the logarithmic factors in (2.15) and (2.16) and are not needed when the characteristic function is totally monotonic. We moreover assume that the characteristic function is of the form \( \phi(\lambda) = p_0(0)/p_0(\lambda) \), where \( p_0 \) is the characteristic polynomial of the matrix \( A_0 \). In view of the fact that \( \phi \) is of this form in all of the examples we have considered, and indeed many examples which arise naturally in applications, there is no serious loss of generality here. The improved rate is achieved by appealing to a result of Dungey [7], which has previously been used in [15] for a similar purpose.

**Theorem 2.13.** Let \( m \in \mathbb{N} \) and \( 1 \leq p \leq \infty \). Suppose that \( \sigma(A_0) \subseteq \mathbb{C}_- \) and that \( 0 \in \Omega_\phi \subseteq \mathbb{C}_- \cup \{0\} \). Assume further that \( \phi \) is totally monotonic and that \( \phi(\lambda) = p_0(0)/p_0(\lambda) \) for all \( \lambda \in \rho(A_0) \), where \( p_0 \) is the characteristic polynomial of \( A_0 \). If \( x_0 \in X \) is such that (2.14) holds then \( \|x(t)\| = O(t^{-1/2}) \) as \( t \to \infty \). Moreover, for \( 1 \leq p \leq \infty \) and all \( x_0 \in X \) we have \( \|\dot{x}(t)\| = O(t^{-1/2}) \) as \( t \to \infty \). Both of these rates are sharp.

**Proof.** By Theorem 2.10 and the preceding discussion it suffices to prove that \( \|\lambda B(t)\| = O(t^{-1/2}) \) as \( t \to \infty \), noting that optimality follows from Remark 2.11. Let \( \varepsilon > 0 \) and \( (a_n)_{n \geq 0} \) be as in the definition of total monotonicity, and let \( \varepsilon_0 \in (0, \varepsilon) \). We may assume that \( \varepsilon \) is sufficiently small to ensure that \( |\varepsilon \lambda + 1| < 1 \) for all \( \lambda \in \sigma(A_0) \). We shall show that the operator \( B = \varepsilon A + I \) is power-bounded. It then follows from the implication (ii) \( \implies \) (v) of [7] Theorem 1.2] (with \( n = 1 \)) that the semigroup \( (T_0(t))_{t \geq 0} \) generated by \( \varepsilon_0 A \) satisfies \( \|T_0(t)\| = O(t^{-1/2}) \) as \( t \to \infty \), from which the result follows immediately. Note that \( Bx = (B_0 x_1, B_0 x_2 + B_1 x_1, B_0 x_3 + B_1 x_2, \ldots) \) for \( x = (x_k)_{k \geq 1} \in X \), where \( B_0 = \varepsilon A_0 + I \) and \( B_1 = \varepsilon A_1 \). For \( |\varepsilon \lambda + 1| > 1 \) we have

\[
|\phi(\lambda)| = |\psi_\varepsilon(\varepsilon \lambda + 1)| = \left| \sum_{n=0}^{\infty} \frac{a_n}{(\varepsilon \lambda + 1)^{n+1}} \right| \leq \sum_{n=0}^{\infty} a_n = \phi(0) = 1.
\]

Since \( |\varepsilon \lambda + 1| < 1 \) for all \( \lambda \in \sigma(A_0) \), it follows from Proposition 2.1 and the spectral mapping theorem that \( \sigma(B) = \varepsilon \sigma(A) + 1 \subseteq \{ \lambda \in \mathbb{C} : |\lambda| \leq 1 \} \). A straightforward calculation shows that

\[
B_1 R(\lambda, B_0) B_1 = \psi_\varepsilon(\lambda) B_1
\]

for all \( \lambda \in \rho(B_0) \). Let us write \( R_\lambda \) for \( R(\lambda, B_0) \) when \( \lambda \in \rho(B_0) \). Then from (2.4) we have

\[
R(\lambda, B)x = \left( R_\lambda x_k + R_\lambda B_1 R_\lambda \sum_{\ell=0}^{k-2} \psi_\varepsilon(\lambda)^\ell x_{k-\ell-1} \right)_{k \geq 1}
\]
for all $x \in X$ and $|\lambda| > 1$. Let $\Gamma$ be a circle centred on the origin of radius greater than 1, oriented counterclockwise. Then for $x \in X$ and $n \geq 1$ we have
\[
B^n x = \frac{1}{2\pi i} \oint_{\Gamma} \lambda^n R(\lambda, B) x d\lambda
\]
by the Dunford-Schwartz functional calculus for bounded linear operators, and hence
\[
(2.17) \quad B^n x = (B_0^n x_k)_{k \geq 1} + \left( \frac{1}{2\pi i} \sum_{\ell=0}^{k-2} \oint_{\Gamma} \lambda^n \psi_\ell(\lambda) \ell R_\lambda B_1 R_\lambda x_{k-\ell-1} d\lambda \right)_{k \geq 1}
\]
By our assumption that $\phi(\lambda) = p_0(0)/p_0(\lambda)$ for $\lambda \in \rho(A_0)$, where $p_0(\lambda) = \det(\lambda - A_0)$, we may find $m \times m$ matrices $C_0, \ldots, C_{2m-2}$ such that
\[
R_\lambda B_1 R_\lambda = \frac{1}{p_0(\lambda^{-1}(\lambda - 1))^2} \sum_{j=0}^{2m-2} C_j \lambda^j, \quad \lambda \in \rho(B_0).
\]
It follows using (2.17) that
\[
(2.18) \quad \|B^n\| \leq \|B_0^n\| + \frac{1}{2\pi} \sum_{j=0}^{2m-2} \frac{\|C_j\|}{\|p_0(0)\|^2} \left| \oint_{\Gamma} \lambda^{n+j} \psi_\ell(\lambda) \ell^2 d\lambda \right|, \quad n \geq 1.
\]
For each $\ell \geq 0$ we may find a non-negative summable sequence $(a_n^{(\ell)})_{n \geq 0}$ such that
\[
\psi_\ell(\lambda)^\ell = \sum_{n=0}^{\infty} \frac{a_n^{(\ell)}}{\lambda^{n+\ell}}, \quad |\lambda| \geq 1.
\]
Note that $a_n^{(\ell+1)} = \sum_{k=0}^{n} a_k a_{n-k}^{(\ell)}$ for all $n, \ell \geq 0$ and that $\sum_{n=0}^{\infty} a_n^{(\ell)} = \psi_\ell(1)^\ell = \phi(0)^\ell = 1$ for all $\ell \geq 0$. It follows from Cauchy’s residue theorem that
\[
(2.19) \quad \frac{1}{2\pi} \sum_{\ell=0}^{\infty} \left| \oint_{\Gamma} \lambda^n \psi_\ell(\lambda) \ell^2 d\lambda \right| = \sum_{\ell=0}^{n-1} a_{n-1-\ell}^{(\ell+2)}, \quad n \geq 1.
\]
We now prove by induction that
\[
(2.20) \quad \sum_{\ell=0}^{n-1} a_{n-1-\ell}^{(\ell+2)} \leq \sum_{\ell=0}^{n-1} a_{n-1-\ell}^{(2)}, \quad n \geq 1.
\]
Note that the second inequality is straightforward, so we focus on the first. The claim holds trivially for $n = 1$. Suppose it holds for positive integers less than or equal to some $n$. Then
\[
\sum_{\ell=0}^{n} a_{n-\ell}^{(\ell+2)} = a_n^{(2)} + \sum_{\ell=0}^{n-1} a_{n-1-\ell}^{(\ell+3)} = a_n^{(2)} + \sum_{\ell=0}^{n-1} \sum_{k=0}^{n-1-\ell} a_k a_{n-1-\ell-k}^{(\ell+2)}
\]
\[
= a_n^{(2)} + \sum_{k=0}^{n-1} a_k \sum_{\ell=0}^{n-1-k} a_{n-1-\ell-k}^{(\ell+2)} \leq a_n^{(2)} + \sum_{k=0}^{n-1} a_k \sum_{\ell=0}^{n-1-k} a_{n-1-\ell-k}^{(2)}
\]
\[
\leq a_n^{(2)} + \sum_{k=0}^{n-1} a_k \sum_{\ell=0}^{n-1-k} a_{n-1-\ell}^{(2)} \leq a_n^{(2)} + \sum_{\ell=0}^{n-1} a_{n-1-\ell}^{(2)} = \sum_{\ell=0}^{n} a_{n-\ell}^{(2)},
\]
where the first inequality follows from the inductive hypothesis, the second from the fact that the sequence \((a_n^{(2)})_{n \geq 0}\) is non-negative and the third from the fact that \(\sum_{n=0}^{\infty} a_n = 1\). Thus (2.20) holds. Using this in (2.19) shows that the second term on the right-hand side of (2.18) is uniformly bounded for \(n \geq 1\). Since \(\sup_{n \geq 1} \|B_n^0\| < \infty\) as a consequence of the spectral radius formula, we deduce that \(B\) is power-bounded, so the proof is complete.

2.5. The two-sided case. In this section we consider the two-sided case (1.1), presenting the corresponding versions of the results obtained in the previous sections. We begin by rewriting the system in the form of an abstract Cauchy problem as in (2.1), where now \(X = \ell^p(Z, C_\mathbb{N})\) for \(m \in \mathbb{N}\) and \(1 \leq p \leq \infty\), and

\[
Ax = (A_0 x_k + A_1 x_{k-1})_{k \in \mathbb{Z}}, \quad x = (x_k)_{k \in \mathbb{Z}} \in X.
\]

As noted in Section 2.4, the results concerning the spectrum and the resolvent of the operator \(A\) in the one-sided case are direct analogues of the results proved in [14, Section 2] for the two-sided case, and we refer the reader to [14] for these results. The main difference is that the set \(\Omega_\phi\) needs to be defined differently in the two-sided case, namely as \(\Omega_\phi = \{\lambda \in \rho(A_0) : \phi(\lambda) = 1\}\).

On the other hand, the use of monotonicity conditions is new even in the two-sided case, so we summarise the main statements in the following theorem.

**Theorem 2.14.** Let \(m \in \mathbb{N}\) and \(1 \leq p \leq \infty\). Suppose that \(\sigma(A_0) \subseteq \mathbb{C}_-\), that \(0 \in \Omega_\phi \subseteq \mathbb{C}_- \cup \{0\}\) and that \(\phi\) is completely monotonic. Then the semigroup \((T(t))_{t \geq 0}\) generated by \(A\) is bounded, and moreover

\[
\|AT(t)\| = O\left(\frac{\log(t)^{1/2-1/p}}{t^{1/2}}\right), \quad t \to \infty.
\]

Furthermore, if \(\phi\) is totally monotonic and satisfies \(\phi(\lambda) = p_0(0)/p_0(\lambda)\) for all \(\lambda \in \rho(A_0)\), where \(p_0\) is the characteristic polynomial of \(A_0\), then \(\|AT(t)\| = O(t^{-1/2})\) as \(t \to \infty\). The latter rate is optimal.

The proof of this result uses exactly the same ideas as were used in Theorems 2.7, 2.10 and 2.13 above, so we omit it. Moreover, as in Theorems 2.10 and 2.13 above it is possible to deduce from Theorem 2.14 statements about rates of convergence to equilibrium of suitable orbits and about rates of decay of the derivatives of orbits. The corresponding statements in the two-sided case are slightly more involved because when \(p = \infty\) orbits may converge to non-zero steady states. We do not make these statements precise here, instead referring the reader to [14, Theorem 4.3], and to Remark 3.4 and Section 3 below.

3. Uniform behaviour of finite systems

In this section we use our results for infinite systems to derive uniform estimates for large but finite systems. We wish to obtain uniform asymptotic estimates for the semigroups \((T_N(t))_{t \geq 0}\) generated by the operators \(A_N\), \(N \geq 2\), which are obtained as truncations of the operator \(A\) in one of our infinite models of the form (1.1) and (1.2). These uniform estimates can be
used to study the asymptotic properties of solutions \( x(t) = T_N(t)x_0, \ t \geq 0, \) of the abstract Cauchy problem
\[
\begin{align*}
\dot{x}(t) &= A_Nx(t), \quad t \geq 0, \\
x(0) &= x_0 \in X_N,
\end{align*}
\]
as the size \( N \) grows large.

Consider first the one-sided model \([12]\). For \( 1 \leq p \leq \infty \) and \( m \in \mathbb{N} \), the natural truncations to consider involve the operators \( A_N, N \geq 2 \), acting on the spaces \( X_N = \ell^p_N(\mathbb{C}^m) \) of \( \mathbb{C}^m \)-valued sequences of length \( N \) endowed with the \( p \)-norm by
\[
A_Nx = (A_0x_1, A_0x_2 + A_1x_1, \ldots, A_0x_N + A_1x_{N-1}), \quad x \in X_N.
\]
This case is rather simple and may be dealt with at once. Indeed, for \( N \geq 2 \) let us write \( J_N: X_N \rightarrow X \) for the embedding operator defined by \( J_Nx = y \), \( x \in X \), where \( y_n = x_n \) for \( 1 \leq n \leq N \) and \( y_n = 0 \) for \( n > N \), and let \( P_N: X \rightarrow X_N \) denote the operator which truncates an infinite sequence after its \( N \)-th entry. Then \( P_NJ_N \) is the identity operator on \( X_N \), and we have \( \|J_N\| = \|P_N\| = 1 \). Observing that \( A_N = P_NAJ_N \) and \( T_N(t) = P_NT(t)J_N \), where \( (T_N(t))_{\geq 0} \) is the \( C_0 \)-semigroup generated by \( A_N \), we deduce that \( \|A_NT_N(t)\| \leq \|AT(t)\|, t \geq 0 \), for all \( N \geq 2 \). In particular, if the characteristic function \( \phi \) determined by \( A_0 \) and \( A_1 \) is completely monotonic, if \( \sigma(A_0) \subset \mathbb{C}_- \), and if \( 0 \in \Omega_\phi \subset \mathbb{C}_- \cup \{0\} \), then by (the proof of) Theorem \( [210] \)
\[
\sup_{N \geq 2} \|A_NT_N(t)\| = O\left(\frac{\log(t)^{1/2 - 1/p}}{t^{1/2}}\right), \quad t \rightarrow \infty.
\]
The two-sided model \([11]\) is much more delicate. Given any integer \( N \geq 2 \), the most natural truncations of the infinite model are the \textit{circulant truncations}, in which the operator \( A \) defined in \([211]\) is replaced by the operator \( A_N \) acting on \( X_N = \ell^p_N(\mathbb{C}^m) \) by
\[
A_Nx = (A_0x_1 + A_1x_N, A_0x_2 + A_1x_1, \ldots, A_0x_N + A_1x_{N-1}), \quad x \in X_N.
\]
We begin with an abstract result in the spirit of \([11]\).

\textbf{Proposition 3.1.} Let \( S \) be a non-empty countable set and let \( X_N, N \in S \), be complex Banach spaces. For each \( N \in S \) let \( (T_N(t))_{\geq 0} \) be a \( C_0 \)-semigroup on \( X_N \) whose generator \( A_N \) satisfies \( \sigma(A_N) \cap i\mathbb{R} \subset \{0\} \). Suppose moreover that \( \sup_{N \in S} \|A_N\| < \infty \), that
\[
\sup_{N \in S} \sup_{t \geq 0} \|T_N(t)\| < \infty
\]
and that
\[
\sup_{N \in S} \|R(is, A_N)\| \leq \begin{cases} C|s|^{-\alpha}, & 0 < |s| \leq 1, \\
C, & |s| \geq 1, \end{cases}
\]
for some \( C > 0 \) and \( \alpha \geq 1 \). Then
\[
\sup_{N \in S} \|A_NT_N(t)\| = O\left(\frac{\log(t)^{1/\alpha}}{t^{1/\alpha}}\right), \quad t \rightarrow \infty.
\]
and if each of the spaces $X_N$, $N \in S$, is a Hilbert space then
\[ \sup_{N \in S} \|A_N T_N(t)\| = O(t^{-1/\alpha}), \quad t \to \infty. \]

Proof. Let $X$ denote the $\ell^2$-direct sum $\bigoplus_{N \in S} X_N$. Then $X$ is a Banach space, and $X$ is a Hilbert space if each of the spaces $X_N$, $N \in S$, is a Hilbert space. If $B_N \in \mathcal{B}(X_N)$, $N \in S$, and $\sup_{N \in S} \|B_N\| < \infty$, then $B = \bigoplus_{N \in S} B_N$ is a bounded linear operator on $X$ with norm $\|B\| = \sup_{N \in S} \|B_N\|$. For $t \geq 0$ let $T(t) = \bigoplus_{N \in S} T_N(t)$. Then $(T(t))_{t \geq 0}$ is a $C_0$-semigroup on $X$ with generator $A = \bigoplus_{N \in S} A_N$, and by (3.1) the semigroup is bounded. It follows from (3.2) that $\sigma(A) \cap \mathbb{R} \subseteq \{0\}$ and that (2.11) holds. Hence Theorem 2.9 implies (2.12), and that the logarithm may be omitted if $X_N$ is a Hilbert space for every $N \in S$. \hfill $\square$

Remark 3.2. Proposition 3.1 can be extended and generalised in a number of ways. In particular, by using more general versions of Theorem 2.9 one may obtain variants in which the operator $A = \bigoplus_{N \in S} A_N$ appearing in the above proof is allowed to be unbounded; see also [11].

Our next theorem provides asymptotic estimates for the semigroups generated by the circulant truncations $A_N$, $N \geq 2$, which are uniform in $N$. Recall from Section 2.5 that in the two-sided case under consideration here we let $\Omega_\phi = \{\lambda \in \rho(A_0) : |\phi(\lambda)| = 1\}$.

Theorem 3.3. Let $m \in \mathbb{N}$ and $1 \leq p \leq \infty$. Suppose that $\sigma(A_0) \subseteq \mathbb{C}_-$, that $0 \in \Omega_\phi \subseteq \mathbb{C}_- \cup \{0\}$ and that $\phi$ is completely monotonic. For $N \geq 2$ let $A_N$ be the circulant truncation defined as above on $X_N = \ell^p_N(\mathbb{C}^m)$, and let $(T_N(t))_{t \geq 0}$ be the $C_0$-semigroup generated by $A_N$. Then
\[ (3.4) \sup_{N \geq 2} \|A_N T_N(t)\| = O\left(\frac{\log(t)^{1/2-1/p}}{t^{1/2}}\right), \quad t \to \infty. \]

Furthermore, if $\phi$ is totally monotonic and $\phi(\lambda) = p_0(0)/p_0(\lambda)$ for all $\lambda \in \rho(A_0)$, where $p_0$ is the characteristic polynomial of $A_0$, then
\[ (3.5) \sup_{N \geq 2} \|A_N T_N(t)\| = O(t^{-1/2}), \quad t \to \infty. \]

Proof. Let $N \geq 2$ and suppose that $x, y \in X_N$ and $\lambda \in \mathbb{C}$ are such that $(\lambda - A_N)x = y$. Then $(\lambda - A_0)x_k = y_k + A_1 x_{k-1}$, $1 \leq k \leq N$. If $\lambda \in \rho(A_0)$, we therefore obtain
\[ (3.6) x_k = R_\lambda y_k + R_\lambda A_1 x_{k-1}, \quad 1 \leq k \leq N, \]
where $R_\lambda = R(\lambda, A_0)$ for brevity. Applying $A_1$ to both sides and using (1.3) we find after a straightforward inductive argument that
\[ A_1 x_k = \frac{1}{1 - \phi(\lambda)} \sum_{\ell=0}^{N-1} \phi(\lambda)^\ell A_1 R_\lambda y_{k-\ell}, \quad 1 \leq k \leq N, \quad \lambda \in \mathbb{C} \setminus \Omega_\phi. \]

It follows that $\sigma(A_N) \subseteq \Omega_{\phi}$, and from (3.6) we obtain the expression
\[ (3.7) R(\lambda, A_N)x = \left(R_\lambda x_k + \frac{1}{1 - \phi(\lambda)} \sum_{\ell=0}^{N-1} \phi(\lambda)^\ell R_\lambda A_1 R_\lambda x_{k-\ell}\right)_{1 \leq k \leq N}. \]
for all $\lambda \in \mathbb{C} \setminus \Omega_\phi$ and $x \in X_N$. The argument used in [14, Theorem 3.1] with only very small modifications shows that the semigroup $(T_N(t))_{t \geq 0}$ is bounded provided that (2.6) holds and

$$\sup_{n \in \mathbb{N}} \sup_{\lambda > 0} \frac{\lambda^{n+1}}{n!} \sum_{\ell=0}^{N-1} \left| \frac{d^n}{d\lambda^n} \frac{\phi(\lambda)\ell}{1 - \phi(\lambda)^N} \right| < \infty.$$  

Moreover, if there is an upper bound in (3.8) which is independent of $N$, then we will in fact have shown that

$$\sup_{N \geq 2} \|T_N(t)\| < \infty.$$  

As shown in the proof of Theorem 2.7 above, condition (2.6) holds by our assumption that $\phi$ is completely monotonic. Since $\phi(\lambda) \in (0, 1)$ for all $\lambda > 0$, the same assumption also implies that the restriction to $(0, \infty)$ of the function $\lambda \mapsto \phi(\lambda)\ell(1 - \phi(\lambda)^N)^{-1}$ is completely monotonic for every $\ell \geq 0$ and $N \geq 2$.

Arguing once again as in the proof of Theorem 2.7, we find that (3.8) reduces to (2.8), which is not only independent of $N$ but also satisfied, as was shown in the same proof. Thus (3.9) holds. It moreover follows from (3.7) that

$$\|R(is, A_N)\| \leq \|R_{is}\| + \|R_{is}A_1R_{is}\| \frac{1}{1 - |\phi(is)|}, \quad s \in \mathbb{R} \setminus \{0\},$$

and hence by [14, Lemma 2.6], which is the two-sided version of Lemma 2.4 above, and by Lemma 2.5, we see that (3.2) holds for $\alpha = 2$ and some $C > 0$.

It now follows from Proposition 3.1 and the Riesz-Thorin interpolation theorem applied to the product semigroup appearing in the proof of Proposition 3.1, that (3.4) holds. The final statement follows from the argument used in the proof of Theorem 2.13 applied to the product semigroup. \hfill \Box

**Remark 3.4.** Recall from [14] that by differentiating (1.3) and setting $\lambda = 0$ we obtain $-A_1A_0^{-2}A_1 = \phi'(0)A_1$. Hence if $\phi'(0) \neq 0$ then $A_1A_0^{-1}$ maps $\text{Ran}(A_0^{-1}A_1)$ bijectively onto $\text{Ran}A_1$. We denote the inverse of this isomorphism by $L$. Note that $\phi'(0) \neq 0$ when $\phi$ is completely monotonic, in which case we moreover have $\phi(0) = 1$. It is then straightforward to show that in the setting of Theorem 3.3 we have $\text{Ker}A_N = \{(y, \ldots, y) \in X_N : y \in \text{Ran}(A_0^{-1}A_1)\}$ and that the projection $P_N : X_N \to X_N$ onto $\text{Ker}A_N$ along $\text{Ran}A_N$ is given by $P_Nx = (LQx, \ldots, LQx)$, $x \in X_N$, where $Q : X_N \to \mathbb{C}^m$ is given by

$$Qx = \frac{1}{N} \sum_{k=1}^{N} A_1A_0^{-1}x_k, \quad x \in X_N.$$  

For any $N \geq 2$ and $x \in X_N$, we have

$$T_N(t)x - P_Nx = T_N(t)(x - P_Nx) = A_NT_N(t)y, \quad t \geq 0,$$

for some $y \in X_N$, so Theorem 3.3 implies that $\|T_N(t)x - P_Nx\| \to 0$ as $t \to \infty$ for all $x \in X_N$, but it moreover provides a rate of convergence which is uniform in $N$ subject to the condition that the norms of the preimages $y \in X_N$ are uniformly bounded.

We conclude this section with a simple example showing that the uniform rates of convergence obtained in (3.3) are in general best possible.
Example 3.5. Suppose that \( m = 1 \) and \( 1 \leq p \leq \infty \), and let \( A_0 = -1 \) and \( A_1 = 1 \). In this case, which arises in the so-called robot-rendezvous model [8], all the assumptions of Theorem 3.3 are satisfied, and the characteristic function \( \phi \) is given by \( \phi(\lambda) = (\lambda + 1)^{-1} \), \( \lambda \in \mathbb{C} \setminus \{-1\} \). In particular, \( \phi \) is totally monotonic and of the form \( \phi(\lambda) = p_0(0)/p_0(\lambda) \), \( \lambda \in \mathbb{C} \setminus \{-1\} \), where \( p_0 \) is the characteristic polynomial of the ‘matrix’ \( A_0 \), so by Theorem 3.3 we obtain the uniform estimate (3.5). Now for each \( N \geq 2 \) the matrix \( A_N \) is a circulant matrix whose spectrum satisfies \( \sigma(A_N) = \{ \lambda \in \mathbb{C} : (\lambda + 1)^N = 1 \} \), and hence the spectral mapping theorem implies that

\[
\|A_N T_N(t)\| \geq \max_{1 \leq k < N} |e^{2\pi ik/N} - 1| \exp \left( t \left( \cos \left( 2\pi k/N \right) - 1 \right) \right), \quad t \geq 0.
\]

Considering only the eigenvalue corresponding to \( k = 1 \) and choosing \( t_N = N^2 \), it follows from a simple estimate that

\[
\|A_N T_N(t_N)\| \geq c t_N^{-1/2}, \quad N \geq 2,
\]

for some constant \( c > 0 \), so (3.3) is sharp in this case even though for each individual \( N \geq 2 \) the truncated model converges to its equilibrium at an exponential rate. In fact, by Remark 3.4 the agents in the truncated models always converge to the centroid of their initial positions.

In the corresponding one-sided model, a simple calculation shows that for \( p \in \{1, \infty\} \) we have

\[
\|A_N T_N(t)\| \geq \frac{t^{N-1}}{(N-1)!} e^{-t}, \quad N \geq 2, \quad t \geq 0,
\]

and setting \( t_N = N \) it follows from Stirling’s formula that

\[
\|A_N T_N(t_N)\| \geq c t_N^{-1/2}, \quad N \geq 2,
\]

for some constant \( c > 0 \). The proof of Theorem 2.13, or alternatively a simple direct calculation, shows that the infinite system satisfies \( \|AT(t)\| = O(t^{-1/2}) \) as \( t \to \infty \). It follows that the method described at the beginning of the section, of obtaining a uniform decay rate for the truncated systems by comparing them to the corresponding infinite system, is optimal in this case, at least for \( p \in \{1, \infty\} \).

4. Asymptotic behaviour in the platoon model

In this final section we apply the results of the previous sections to the important example of the two-sided platoon model, which has previously been studied for instance in [16, 18, 20], and by the authors in [13, 15]. In the platoon model we consider countably many agents, which we think of as vehicles and which are indexed by \( k \in \mathbb{Z} \). The state vector of agent \( k \) takes to form

\[
x_k(t) = \begin{pmatrix} y_k(t) \\ v_k(t) - v \\ a_k(t) \end{pmatrix}, \quad k \in \mathbb{Z}, \ t \geq 0,
\]

where \( y_k(t) = d_k - d_k(t) \) denotes the discrepancy between the target separation \( d_k \) between agents \( k \) and \( k - 1 \) and their actual distance \( d_k(t) \) at time \( t \), \( v_k(t) \) is the velocity of agent \( k \) at time \( t \), \( v \) the target velocity of the entire platoon, and \( a_k(t) \) is the acceleration of agent \( k \) at time \( t \). We take the
system to evolve according to (1.1), where \( m = 3 \) and the matrices \( A_0, A_1 \) are given by

\[
A_0 = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-\alpha_0 & -\alpha_1 & -\alpha_2
\end{pmatrix} \quad \text{and} \quad A_1 = \begin{pmatrix}
0 & -1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Here the constants \( \alpha_0, \alpha_1, \alpha_2 \in \mathbb{C} \) are thought of as control parameters. They capture how the agents adjust their acceleration in response to their current state vector; see \cite{14} Section 5] for further details. Since \( A_1 \) has rank one, condition (1.3) is satisfied and a simple calculation shows that the characteristic function of the system is given by \( \phi(\lambda) = \alpha_0/p_0(\lambda), \lambda \in \rho(A_0) \), where \( p_0(\lambda) = \lambda^3 + \alpha_2 \lambda^2 + \alpha_1 \lambda + \alpha_0 \) is the characteristic polynomial of \( A_0 \).

For the matrix \( A_0 \) to satisfy \( \sigma(A_0) \subseteq \mathbb{C} \) we need the coefficients \( \alpha_0, \alpha_1, \alpha_2 \) to satisfy certain conditions, and in particular we need \( \alpha_0 \neq 0 \). As remarked in \cite{14} Remark 5.2(b)], it is possible for the semigroup \((T(t))_{t \geq 0}\) generated by the system operator \( A \) to be bounded but non-contractive, even when \( p = 2 \). Since \( \phi'(0) = -\alpha_1/\alpha_0 \), for the condition \( \phi'(0) \neq 0 \) appearing in Remark 5.1 to hold, and hence for there to be any hope of \( \phi \) being completely monotonic, we moreover need \( \alpha_1 \neq 0 \).

We obtain the following generalisation of \cite{14} Theorem 5.1 and \cite{15} Corollary 5.1. The key improvement here is that we obtain boundedness of the underlying semigroup and (almost) sharp rates of decay for much larger classes of characteristic functions than could previously be handled. We define

\[
Y = \left\{ x_0 \in X : \lim_{t \to \infty} x(t) \text{ exists} \right\}
\]

and we let \( S \) denote the right-shift operator on \( \ell^1(\mathbb{Z}) \) and on \( \ell^\infty(\mathbb{Z}) \). Statements (b) through (d) of the result are consequences of Theorem \ref{thm:1.1} while part (a) follows from the same arguments as in the proof of \cite{14} Theorem 5.1.

**Theorem 4.1.** Let \( 1 \leq p \leq \infty \) and consider the platoon model. Suppose that \( \alpha_1, \alpha_2, \alpha_3 \in \mathbb{C} \) are such that the characteristic function \( \phi \) is completely monotonic.

(a) We have \( Y = X \) if and only if \( 1 < p < \infty \). More specifically:

(i) If \( 1 < p < \infty \) then \( Y = X \) and \( x(t) \to 0 \) for all \( x_0 \in X \).

(ii) If \( p = 1 \) and \( x_0 \in X \) then \( x_0 \in Y \) if and only if the vector \( y_0 = (y_k(0))_{k \in \mathbb{Z}} \in \ell^1(\mathbb{Z}) \) of initial deviations is such that

\[
\left\| \frac{1}{n} \sum_{k=1}^{n} S^k y_0 \right\|_{\ell^1(\mathbb{Z})} \to 0, \quad n \to \infty,
\]

and if this holds then \( x(t) \to 0 \) as \( t \to \infty \).

(iii) If \( p = \infty \) and \( x_0 \in X \) then \( x_0 \in Y \) if and only if there exists \( c \in \mathbb{C} \) such that for \( y = (\ldots, c, c, c, \ldots) \) we have

\[
\left\| \frac{1}{n} \sum_{k=1}^{n} S^k y_0 - y \right\|_{\ell^\infty(\mathbb{Z})} \to 0, \quad n \to \infty,
\]
and if this holds then $x(t) \to z$ as $t \to \infty$, where
\begin{equation}
(4.3) \quad z = \left( \ldots, \left( -c/\alpha_1 \right), \left( -c/\alpha_1 \right), \left( -c/\alpha_1 \right), \ldots \right).
\end{equation}

(b) (i) If $1 \leq p < \infty$ and the decay in (4.1) is like $O(n^{-1})$ as $n \to \infty$ then
\begin{equation}
(4.4) \quad \|x(t)\| = O\left( \frac{\log(t)^{1/2-1/p}}{t^{1/2}} \right), \quad t \to \infty.
\end{equation}

(i) If $p = \infty$ and the decay in (4.2) is like $O(n^{-1})$ as $n \to \infty$ then
\begin{equation}
(4.5) \quad \|x(t) - z\| = O\left( \frac{\log(t)^{1/2}}{t^{1/2}} \right), \quad t \to \infty.
\end{equation}

(c) For $1 \leq p \leq \infty$ and all $x_0 \in X$ we have
\begin{equation}
(4.6) \quad \|\dot{x}(t)\| = O\left( \frac{\log(t)^{1/2-1/p}}{t^{1/2}} \right), \quad t \to \infty.
\end{equation}

(d) If the characteristic is totally monotonic, then we may omit the logarithmic factors in (4.4), (4.5) and (4.6) even when $p \neq 2$, and the resulting rates are optimal.

We may also use the platoon model to illustrate our results on uniform rates of decay for large but finite cyclic systems, as considered in Section 3.

Note that in this case the projection $P_N$ onto $\text{Ker} A_N$ along $\text{Ran} A_N$ for $N \geq 2$ considered in Remark 3.4 is given by
\begin{equation}
P_Nx = \left( \begin{array}{c} c_x \\ -\alpha_0 c_x/\alpha_1 \\ \vdots \\ -\alpha_0 c_x/\alpha_1 \\ 0 \end{array} \right), \quad x \in X_N,
\end{equation}
where $c_x \in \mathbb{C}$ denotes the centroid of the first components of $x \in X_N$.

Example 4.2. Let $\zeta_1, \zeta_2, \zeta_3 > 0$ and let $\alpha_0 = -\zeta_1 \zeta_2 \zeta_3$, $\alpha_1 = \zeta_1 \zeta_2 + \zeta_2 \zeta_3 + \zeta_3 \zeta_1$, $\alpha_2 = \zeta_1 + \zeta_2 + \zeta_3$. Then $\sigma(A_0) = \{-\zeta_1, -\zeta_2, -\zeta_3\}$ and by Example 2.12(a) the characteristic function $\phi$ is totally monotonic in this case. By Theorem 2.14 we have $\|AT(t)\| = O(t^{-1/2})$ as $t \to \infty$, and by Theorem 3.3 the circulant truncations satisfy the uniform estimate (3.3). Using Remark 3.4 we may deduce a uniform rates of convergence to the steady states of the growing circulant truncations, which are obtained by applying the operators $P_N$, $N \geq 2$, to the initial data.

Example 4.3. Let $a, b, c > 0$ and let $\alpha_0 = (a^2 + b^2)c$, $\alpha_1 = a^2 + b^2 + 2ac$, $\alpha_2 = 2a + c$. Then $\sigma(A_0) = \{-c, -a \pm ib\}$ and by Examples 2.8(a) and 2.12(a) the characteristic function $\phi$ is completely monotonic if and only if $a \geq c$ and it is totally monotonic if and only if $a > c$. In either case the resolvent growth parameter is $n_\phi = 2$. By Theorem 2.14 we have
\begin{equation}
(4.7) \quad \|AT(t)\| = O\left( \frac{\log(t)^{1/2-1/p}}{t^{1/2}} \right), \quad t \to \infty,
\end{equation}
for $a = c$ and $\|AT(t)\| = O(t^{-1/2})$ as $t \to \infty$ when $a > c$. We expect that the logarithmic term in (4.7) can be omitted even when $a = c$ and $p \neq 2$. Once
again we may study the uniform asymptotic behaviour of large circulant truncations using Theorem [3.3] and Remark [3.4]

References

[1] C.J.K. Batty, R. Chill, and Y. Tomilov. Fine scales of decay of operator semigroups. *J. Europ. Math. Soc.*, 18(4):853–929, 2016.

[2] S. Bernstein. Sur les fonctions absolument monotones. *Acta Math.*, 52:1–66, 1928.

[3] R.F. Curtain. Riccati equations for second order spatially invariant partial differential systems. *Automatica J. IFAC*, 48(1):139 – 144, 2012.

[4] R.F. Curtain. Stabilizability and controllability of spatially invariant P.D.E. systems. *IEEE Trans. Automat. Control*, 60(2):383–392, 2015.

[5] R.F. Curtain, O. Iftime, and H. Zwart. On some aspects of platoon control problems. In *Proceedings of the 48th IEEE Conference on Decision and Control*, pages 1442–1447, Dec 2009.

[6] R.F. Curtain, O. Iftime, and H. Zwart. System theoretic properties of a class of spatially invariant systems. *Automatica*, 45(7):1619 – 1627, 2009.

[7] N. Dungey. On time regularity and related conditions for power-bounded operators. *Proc. Lond. Math. Soc.*, 97(1):97–116, 2008.

[8] A. Feintuch and B. Francis. Infinite chains of kinematic points. *Automatica*, 48(5):901–908, 2012.

[9] A. Feintuch and B. Francis. An infinite string of ants and Borel’s method of summability. *Math. Intelligencer*, 34(2):15–18, 2012.

[10] M.R. Jovanovic and B. Bamieh. On the ill-posedness of certain vehicular platoon control problems. *IEEE Trans. Automat. Control*, 50(9):1307–1321, Sept 2005.

[11] L. Maniar and S. Nafiri. Approximation and uniform polynomial stability of $C_0$-semigroups. *ESAIM Control Optim. Calc. Var.*, 22(1):208–235, 2016.

[12] M.M. Martínez. Decay estimates of functions through singular extensions of vector-valued Laplace transforms. *J. Math. Anal. Appl.*, 375(1):196–206, 2011.

[13] L. Paunonen and D. Seifert. Asymptotic behaviour in the robot rendezvous problem. *Automatica*, 79:127–130, 2017.

[14] L. Paunonen and D. Seifert. Asymptotics for infinite systems of differential equations. *SIAM J. Control Optim.*, 55(2):1153–1178, 2017.

[15] L. Paunonen and D. Seifert. Asymptotic behaviour of coupled systems in discrete and continuous time. *J. Dyn. Differ. Equ.*, 30(2):433–445, 2018.

[16] J. Ploeg, B.T.M. Scheepers, E. van Nunen, N. van de Wouw, and H. Nijmeijer. Design and experimental evaluation of cooperative adaptive cruise control. In *Proceedings of the 14th International IEEE Conference on Intelligent Transportation Systems (ITSC)*, pages 260–265, 2011.

[17] J. Rozendaal, D. Seifert, and R. Stahn. Optimal rates of decay for operator semigroups on Hilbert spaces. *Adv. Math.*, 346:359–388, 2019.

[18] D. Swaroop and J.K. Hedrick. String stability of interconnected systems. *IEEE Trans. Automat. Control*, 41(3):349–357, 1996.

[19] D.V. Widder. A classification of generating functions. *Trans. Amer. Math. Soc.*, 39:244–298, 1936.

[20] H. Zwart, A. Firooznia, J. Ploeg, and N. van de Wouw. Optimal control for non-exponentially stabilizable spatially invariant systems with an application to vehicular platooning. In *Proceedings of the 52nd IEEE Conference on Decision and Control*, Florence, Italy, December 10–13, 2013.

(L. Paunonen) DEPARTMENT OF MATHEMATICS, TAMPERE UNIVERSITY OF TECHNOLOGY, PO. BOX 553, 33101 TAMPERE, FINLAND

E-mail address: lassi.paunonen@tut.fi

(D. Seifert) SCHOOL OF MATHEMATICS, STATISTICS AND PHYSICS, HERSCHEL BUILDING, NEWCASTLE UNIVERSITY, NEWCASTLE UPON TYNE, NE1 7RU, UK

E-mail address: david.seifert@ncl.ac.uk