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Abstract

For a Kac–Moody algebra of affine type, we show that there is an $\text{Aut} \mathcal{O}$-equivariant identification between $\text{Fun} \mathcal{O}_g(D)$, the algebra of functions on the space of $g$-opers on the disc, and $W \subset \pi_0$, the intersection of kernels of screenings inside a vacuum Fock module $\pi_0$. This kernel $W$ is generated by two states: a conformal vector and a state $\delta^{-1}|0\rangle$. We show that the latter endows $\pi_0$ with a canonical notion of translation $T^{(\text{aff})}$, and use it to define the densities in $\pi_0$ of integrals of motion of classical Conformal Affine Toda field theory.

The $\text{Aut} \mathcal{O}$-action defines a bundle $\mathcal{P}$ over $\mathbb{P}^1$ with fibre $\pi_0$. We show that the product bundles $\mathcal{P} \otimes \Omega^j$, where $\Omega^j$ are tensor powers of the canonical bundle, come endowed with a one-parameter family of holomorphic connections $\nabla^{(\text{aff})} = \alpha T^{(\text{aff})}$, $\alpha \in \mathbb{C}$. The integrals of motion of Conformal Affine Toda define global sections $[v_j dt^{j+1}] \in H^1(\mathbb{P}^1, \mathcal{P} \otimes \Omega^j, \nabla^{(\text{aff})})$ of the de Rham cohomology of $\nabla^{(\text{aff})}$.

Any choice of $g$-Miura oper $\chi$ gives a connection $\nabla^{(\text{aff})}_\chi$ on $\Omega^j$. Using coinvariants, we define a map $F_\chi$ from sections of $\mathcal{P} \otimes \Omega^j$ to sections of $\Omega^j$. We show that $F_\chi \nabla^{(\text{aff})}_\chi = \nabla^{(\text{aff})}_\chi F_\chi$, so that $F_\chi$ descends to a well-defined map of cohomologies. Under this map, the classes $[v_j dt^{j+1}]$ are sent to the classes in $H^1(\mathbb{P}^1, \Omega^j, \nabla^{(\text{aff})}_\chi)$ defined by the $g$-oper underlying $\chi$.
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1. Introduction and overview

In this paper we generalize certain results about classical integrable systems associated to a finite-dimensional simple Lie algebra $g$, to the case in which $g$ is an affine algebra. These results concern the interplay of global and local pictures: here global means associated to a copy of the Riemann sphere $\mathbb{P}^1$ with some collection of marked points $x = \{x_1, \ldots, x_N\}$, while local means associated to the formal disc $D$, which one should think of as a small disc about some point in $\mathbb{P}^1 \setminus x$.
1.1

To set the scene, let us begin with an overview of the situation when \( \mathfrak{g} \) is of finite type. The starting point is the free-field realization of the classical W-algebra associated to \( \mathfrak{g} \):

\[
W \hookrightarrow \pi_0.
\]

(1)

Here \( \pi_0 \) is the vacuum Fock module for a system of rank(\( \mathfrak{g} \)) free bosons and its subspace \( W \) is defined to be the intersection of the kernels of certain screening operators associated to the simple roots of \( \mathfrak{g} \). (Details are in Section 2.) It turns out that \( W \) is a Poisson vertex algebra generated by rank(\( \mathfrak{g} \)) generators. In the language of integrable systems, these generators correspond to the fields of the classical \( g^1 \)-KdV hierarchy, and the embedding (1) describes how the latter are expressed in terms of the fields of the classical \( g \)-mKdV hierarchy. Equivalently, the generators of \( W \) can be seen as the integrals of motion of the classical Toda field theory associated to \( \mathfrak{g} \), whose Hamiltonian \( H \) in the light-cone formalism is nothing but the sum of the screening operators [17].

The first of the generators of \( W \) is a conformal vector \( \omega \in W \subset \pi_0 \). Such a vector defines a preferred action, on \( W \) and \( \pi_0 \), of the group \( \text{Aut} \mathcal{O} \) of changes of local holomorphic coordinate on the disc. Moreover, one has the following commutative diagram, which identifies \( W \) and \( \pi_0 \) with geometrically defined objects associated to the disc [27, Theorems 11.2, 11.3]:

\[
\begin{array}{ccc}
\pi_0 & \sim & \text{Fun}\ M\mathcal{O}_{\mathfrak{g}}(D) \\
\uparrow & & \uparrow \\
W & \sim & \text{Fun}\ \mathcal{O}_{\mathfrak{g}}(D)
\end{array}
\]

(2)

Namely, \( \text{Fun}\ \mathcal{O}_{\mathfrak{g}}(D) \) is the algebra of functions on the space of \( \mathfrak{g} \)-opers on the disc [12], and it embeds into \( \text{Fun}\ M\mathcal{O}_{\mathfrak{g}}(D) \), the algebra of functions on the space of \( \mathfrak{g} \)-Miura opers on the disc. We recall the definitions below: for the moment the important point is that the group \( \text{Aut} \mathcal{O} \) acts naturally on both these algebras, and the diagram (2) is then \( \text{Aut} \mathcal{O} \)-equivariant.

Now let us recall the passage from this local picture to the global picture. An oper is a certain gauge equivalence class of connections [4] (see Section 9.4). It turns out that, for \( \mathfrak{g} \) of finite type, to give an \( \mathfrak{g} \)-oper on an open subset \( U \) of the Riemann sphere is the same thing as giving, on \( U \), sections of certain tensor powers \( \Omega^{j+1} \) of the canonical bundle \( \Omega \) (that is, the bundle of holomorphic one-forms), together with a projective connection\(^1\). (The relevant powers are given by the exponents of \( \mathfrak{g} \).) So opers form a sheaf, and one has the restriction map to the stalk of this sheaf at any point \( x \in U \). This restriction map is an embedding. Indeed, relative to a choice of local holomorphic coordinate \( t : U \to \mathbb{C} \), a meromorphic section \( f_j(t)dt^{j+1} \) of \( \Omega^{j+1} \) is given by a meromorphic function \( f_j(t) \), and the germ of this section at a regular point \( x \) is given by the Taylor expansion of this function at \( x \). And, as usual, a meromorphic function can always be recovered from its Taylor series. (The resulting germs of sections correspond to the rank(\( \mathfrak{g} \)) generators of \( W \) mentioned above.)

The upshot is that, for \( \mathfrak{g} \) of finite type, there is an embedding, global into local,

\[
\text{Op}_{\mathfrak{g}}(\mathbb{P}^1)_x \hookrightarrow \text{Op}_{\mathfrak{g}}(D)
\]

(3)

of the space of meromorphic opers on \( \mathbb{P}^1 \) holomorphic away from the marked points, into the space of opers on the formal disc about any point \( x \in \mathbb{P}^1 \setminus x \).

One can also understand the global picture in terms of the objects on the left of the diagram (2), the Poisson vertex algebras \( W \) and \( \pi_0 \). Indeed, the \( \text{Aut} \mathcal{O} \) action defined by the conformal vector \( \varpi \) allows one to attach copies of \( \pi_0 \) to points in \( \mathbb{P}^1 \) (or any Riemann surface) in a coordinate-independent fashion, giving rise to a vector bundle over \( \mathbb{P}^1 \) with fibre \( \pi_0 \) [14].

\(^1\)For the meaning of projective connection, see, for example, [28, §3.5.7], but it is not crucial here.
Global Miura opers then correspond to certain global sections of the dual bundle, as we shall recall in Sections 7 and 9.

The main point to take away is that, for \( \mathfrak{g} \) of finite type, one has the surjection of the algebras of functions,

\[
\text{Fun Op}_\mathfrak{g}(D) \twoheadrightarrow \text{Fun Op}_\mathfrak{g}(\mathbb{P}^1)_{x},
\]

coming from the embedding (3). The algebra \( \text{Fun Op}_\mathfrak{g}(\mathbb{P}^1)_{x} \) of functions on the space of global opers is of great interest, for a reason we return to in Section 1.4 below, and this surjection guarantees that we get all such functions starting from states in \( W \cong \text{Fun Op}_\mathfrak{g}(D) \).

1.2

Now, and for the rest of the paper, let us suppose that \( \mathfrak{g} \) is a Kac–Moody algebra of affine type. Our goal is to give the natural analogues, in this case, of the statements above.

Let us begin with the local situation on the disc. The first observation is that the definitions of all the objects appearing in the diagram (2) still make perfect sense. (They are given in Sections 6 and 9 below.) In particular, one still has \( \pi_0 \), the Fock space for the loop algebra \( \mathfrak{h} \otimes \mathbb{C}(\!(t)\!) \) over the Cartan subalgebra \( \mathfrak{h} \subset \mathfrak{g} \). Importantly, we mean the full Cartan subalgebra, including the central element \( k \) and derivation element \( d \). For convenience, we shall identify \( \mathfrak{h} \) and \( \mathfrak{h}^* \) by means of the standard non-degenerate bilinear form. Then \( k \) gets identified with the imaginary root \( \delta \).

The first result of the paper is the following.

**Theorem 1.** For \( \mathfrak{g} \) of affine type one (still) has the commutative diagram (2) and it is (still) \( \text{Aut } \mathcal{O} \)-equivariant.

However, whereas in finite types \( W \) was generated by \( \text{rank}(\mathfrak{g}) \) generators, in affine types we shall see that it is generated by just two states, \( \delta_{-1}|0\rangle \) and \( \overline{\omega} \).

The state \( \overline{\omega} \in W \subset \pi_0 \) is again a conformal vector, and it defines the action of the group of coordinate transformations \( \text{Aut } \mathcal{O} \) on \( \pi_0 \), exactly as above\(^1\).

By contrast, the state \( \delta_{-1}|0\rangle = k_{-1}|0\rangle \in W \subset \pi_0 \) is a new feature of the affine case. It too plays a vital role, as follows. We shall introduce the canonical translation operator \( T^{(\text{aff})} \). It is given by

\[
T^{(\text{aff})} := \sum_{m=0}^{\infty} \frac{(-1)^m}{(h)^m m!} \sum_{n_1, \ldots, n_m \geq 1} \frac{1}{n_1 \cdots n_m} \delta_{-n_1} \cdots \delta_{-n_m} L_{n_1 + \cdots + n_m - 1} = L_{-1} - \frac{\Delta_{-1}}{h} L_0 + \left( \frac{1}{2} \frac{\Delta_{-1} \delta_{-1}}{h} - \frac{\Delta_{-2}}{2h} \right) L_1 + \ldots,
\]

where the \( L_j \) are the generators of \( \text{Der } \mathcal{O} \). Here \( h \) is the Coxeter number of \( \mathfrak{g} \). \( T^{(\text{aff})} \) is to be seen as a modification of the usual vertex algebra translation operator \( T = L_{-1} \). It is canonical in the sense that for all \( j \geq 1 \), \( [L_j, T^{(\text{aff})}] = 0 \) (Lemma 25), which means that it provides a notion of translation independent of our choice of local holomorphic coordinate on the disc (in contrast to \( T \)).

The negative modes of any state \( X = X_{-1}|0\rangle \) in a vertex algebra can always be obtained by repeated application of the translation operator: \( X_{-2} = [T, X_{-1}], X_{-3} = \frac{1}{2} [T, [T, X_{-1}]], \ldots \)

\( ^1\)Though note that in the affine case the central charge is zero and the field corresponding to \( \overline{\omega} \) transforms like a germ of a section of \( \Omega^2 \) rather than the germ of a projective connection.
and so on. In our setting is natural to define canonical modes of states using the canonical translation operator: we set

\[ X_{[-2]} := [T^{(\text{aff})}, X_{-1}], \quad X_{[-3]} := \frac{1}{2}[T^{(\text{aff})}, [T^{(\text{aff})}, X_{-1}]], \ldots \]

and so on. States constructed from the action of such canonical modes on the Fock vacuum \(|0\rangle\) will be conformal primaries.

Armed with this canonical notion of translation, we establish the following. (For details see Section 6.4.)

**Theorem 2.** We have the following \(\text{Aut} \mathcal{O}\)-equivariant double complex:

\[
\begin{array}{ccc}
\mathbb{C}dt & \xrightarrow{H \otimes \text{id}} & \bigoplus_{i \in I} \pi_{\alpha_i} \otimes \mathbb{C}dt \\
\{0\} \otimes \text{id} & \downarrow & \\
\pi_0 \otimes \mathbb{C}dt & \xrightarrow{\cdots} & \bigoplus_{i \in I} \pi_{\alpha_i} \\
\mathbb{C}^{t(\text{aff})} dt & \xrightarrow{H} & \bigoplus_{i \in I} \pi_{\alpha_i} \\
\mathbb{C}[0] & \downarrow & \\
\end{array}
\]

Here \(H\) is the sum of the screening operators corresponding to the simple roots of the affine algebra \(\mathfrak{g}\), \(H := \bigoplus_{i \in I} S_{\alpha_i}\), and by definition \(W := \ker H\). In physics terminology, \(H\) is the Hamiltonian of classical Conformal Affine Toda field theory \([1, 2, 8, 43, 44]\) in the light-cone formalism.

The double complex above is an \(\text{Aut} \mathcal{O}\)-equivariant analogue of a double complex from \([17]\), which dealt with Affine Toda field theory. In Affine Toda field theory one works with the Fock module corresponding to the Cartan subalgebra of the underlying finite-type algebra, \((\text{fin})\mathfrak{h} := (\bigoplus_{i \in I} \mathbb{C} \alpha_i)/\mathbb{C} \delta\) in our conventions; we shall denote this Fock module by \((\text{fin})\pi_0\).

We introduce a subspace \((\text{aff})\pi_0 \subset \pi_0\) (Section 6.8). It is defined using the canonical modes and so it is spanned by conformal primaries. We show that it is isomorphic to the Fock module \((\text{fin})\pi_0\) as a vector space:

\[(\text{fin})\pi_0 \cong_{C}(\text{aff})\pi_0.\]

One can think that this isomorphism takes monomials in \((\text{fin})\pi_0\) and ‘decorates’ them with appropriate terms involving negative modes of \(\delta\). For example, it turns out that for any \(i, j \in I\),

\[ [\alpha_{i,-1}^{i-2}[\alpha_j]_{-1}]0 \mapsto \left(\alpha_{i,-2} - \frac{1}{\hbar} \delta_{-1} \alpha_{i,-1}\right) \left(\alpha_{j,-1} - \frac{1}{\hbar} \delta_{-1}\right)0.\]

The classical screening operators obey the Serre relations of \(\mathfrak{g}\) and stabilize \((\text{aff})\pi_0 \subset \pi_0\). This makes \((\text{aff})\pi_0\) into a module over \(\mathfrak{n}_+\), the subalgebra of \(\mathfrak{g}\) generated by the positive simple root vectors \(e_i, i \in I\). We shall establish the following (Theorem 32).

**Theorem 3.** As \(\mathfrak{n}_+\)-modules, \((\text{aff})\pi_0\) and \((\text{fin})\pi_0\) are isomorphic:

\[(\text{aff})\pi_0 \cong_{\mathfrak{n}_+}(\text{fin})\pi_0.\]

This is very useful because it allows us to import results from \([17]\) wholesale. We get the densities \(v_j\) of integrals of motion of Conformal Affine Toda field theory. They are nothing but the images of the usual densities of integrals of motion of Affine Toda field theory (or equivalently, the densities of the \(\mathfrak{g}\)-mKdV Hamiltonians) under the ‘decoration’ map above.
See Theorem 37 and Theorem 37 in Section 6.8. For each exponent \( j \in E \), \( v_j \) is a conformal primary in \( \pi_0 \) of conformal weight \( j + 1 \).

1.3

Now let us describe the passage from the local to the global picture in the affine case. Roughly speaking, the main idea is that rather than merely attaching copies of \( \pi_0 \) and its subspace \( W = \ker H \) to points in the Riemann sphere, we should now attach copies of the whole \( \text{Aut} \mathcal{O} \)-equivariant double complex from Theorem 2.

To explain why that is so, let us consider opers in affine types. While the definition of opers in affine types is itself in very close analogy to the definition in finite types, the data needed to specify such an oper turn out to be of a different character. Recall that an affine connection \( \nabla \) is by definition a connection on the canonical bundle \( \Omega \). It allows one to differentiate sections of \( \Omega \), and in fact sections of \( \Omega^j \) for any integer \( j \). When \( g \) is of affine type, to give an \( g \)-oper on \( U \) is the same as giving the following on \( U \): firstly, an affine connection \( \nabla \); secondly, a section of \( \Omega^2 \) and thirdly, sections of the de Rham cohomologies

\[
H^1(\Omega^j, \nabla) := \Gamma(\Omega \otimes \Omega^j)/\nabla \Gamma(\Omega^j)
\]

for the connection \( \nabla \) with coefficients in \( \Omega^j \), as \( j \) ranges over the (now, countably infinite) set \( E_{\geq 2} \) of exponents of \( g \). So ‘most’ of the information in the oper now comes in the form of these cohomology classes. An important consequence is that the restriction map

\[
\text{Op}_g(\mathbb{P}^1)_x \to \text{Op}_g(D_x)
\]

to opers on the disc at \( x \in \mathbb{P}^1 \setminus x \), is now very far from being an embedding, in contrast to the situation in (3) above. Indeed, on the (unpunctured) disc all the cohomologies are trivial. All that survives are the germs at \( x \) of the affine connection and of the section of \( \Omega^2 \) (and these correspond to the states \( \delta_{-1}|0 > \) and \( \overline{\omega} \)).

Thus, in contrast the case of finite types, in affine types we certainly cannot expect to construct all functions on the space of global opers starting from states in \( W \cong \text{Fun Op}_g(D) \). Instead we must work in an appropriate de Rham cohomology, as follows.

Using the action of \( \text{Aut} \mathcal{O} \) on \( \pi_0 \) defined by \( \overline{\omega} \), we define a vector bundle \( \Pi \) over \( \mathbb{P}^1 \) with fibre \( \pi_0 \), following [14]. Such vertex-algebra bundles always carry a canonical flat holomorphic connection \( (\nabla^T)^\partial_t := \partial_t + T \), defined by the translation operator \( T = L_{-1} \) relative to any local holomorphic coordinate \( t \). In our setting though we get more: we show that there is a flat holomorphic connection on \( \Pi \otimes \Omega^j \) for any integer \( j \), given by

\[
(\nabla^{(\text{aff})})^{\partial_t} = \partial_t + L_{-1} - j \frac{\delta_{-1}}{h},
\]

and, moreover, that this connection belongs to a one-parameter family of connections, as follows. (See Section 8.2.)

**Theorem 4.** Let \( \alpha \in \mathbb{C} \). For each \( j \geq 0 \) there is a flat holomorphic connection on \( \Pi \otimes \Omega^j \) given by

\[
(\nabla^{(\text{aff})})^{\partial_t} + \alpha T^{(\text{aff})}.
\]

Associated to any conformal primary state \( v \in \pi_0 \) of conformal weight \( j \), one gets a global section of \( \Pi \otimes \Omega^j \), given locally, in any holomorphic coordinate \( t \), by \( v dt^j \). It is constant with respect to the connection \( \nabla^{(\text{aff})} - T^{(\text{aff})} dt \), that is, it obeys

\[
\nabla^{(\text{aff})} v dt^j = (T^{(\text{aff})} v) dt^{j+1}.
\]

In particular, this applies to the densities \( v_j \in \pi_0 \). These densities \( v_j \) defined classes in the cohomology for the vertical complex in theorem 2, that is, they were defined only up to the
addition of canonical translates $T^{\text{aff}} f_j$ with $f_j \in \pi_0$ primary of weight $j$. It will follow that the corresponding global sections $\nu_j dt^{j+1}$ define classes

$$[\nu_j dt^{j+1}] \in H^1(\mathbb{P}^1, \Pi \otimes \Omega^j, \nabla^{\text{aff}})$$

in the de Rham cohomology of the flat holomorphic connection $\nabla^{\text{aff}}$ with coefficients in $\Pi \otimes \Omega^j$. These classes are to be seen as ‘universal’ versions of the classes in (5) defined by any one particular oper on $\mathbb{P}^1$ — in a sense we now make precise.

To connect back to opers on $\mathbb{P}^1$, we introduce spaces of coinvariants on $\mathbb{P}^1$. To each marked point $x_i \in \mathbb{P}^1$ we attach a one-dimensional module $\mathbb{C} v_i$. Roughly speaking, it is a module over the loop algebra $\mathfrak{h} \otimes \mathbb{C}((t))$ and it is specified by an element $\chi_i \in \mathfrak{h}^* \otimes \mathbb{C}((t))$. (For the precise statement see Section 7.11.) The space of coinvariants is non-trivial (and of dimension one) if and only if these $\chi_i$ are the germs of a global meromorphic section $\chi$ of a certain sheaf of connections, $-\rho_{\text{Conn}}$. These statements are all exactly as in the case of $\mathfrak{g}$ of finite type (for which see [28]). The only difference is that in affine types $\check{\rho}$ is a derivation element, that is, it does not lie in the span of the simple roots. One upshot of that is that we get a preferred map

$$-\rho_{\text{Conn}}(\mathbb{P}^1)_x \to \text{Conn}(\mathbb{P}^1, \Omega)_x; \ \chi \mapsto \nabla^{\text{aff}}_\chi,$$

which takes our global section $\chi$ of $-\rho_{\text{Conn}}(\mathbb{P}^1)_x$ and produces an affine connection which we denote by $\nabla^{\text{aff}}_\chi$. The connection $\chi \in -\rho_{\text{Conn}}(\mathbb{P}^1)_x$ is equivalent to a global Miura oper $\nabla \in \text{MOp}_\mathfrak{g}(\mathbb{P}^1)_x$. To such a Miura oper corresponds an underlying oper $[\nabla] \in \text{Op}_\mathfrak{g}(\mathbb{P}^1)_x$ (see Section 9). The affine connection $\nabla^{\text{aff}}_\chi$ is nothing but the affine connection associated to that oper.

By considering a modified space of coinvariants in which we insert an additional module, isomorphic to $\pi_0$, at a point $x \in \mathbb{P}^1 \setminus x$, we then obtain, for each $\chi$, a map

$$F_\chi : \Gamma(U, \Pi \otimes \Omega^j)_x \to \Gamma(U, \Omega^j)_x,$$

which takes meromorphic sections of $\Pi \otimes \Omega^j$ to meromorphic sections of $\Omega^j$. We show that this map $F_\chi$ is functorial in the following sense (see Theorem 56 and Corollary 58).

**Theorem 5.** We have

$$F_\chi \nabla^{\text{aff}} = \nabla^{\text{aff}}_\chi F_\chi,$$

and therefore we get a well-defined map of cohomologies

$$[F_\chi] : H^1(U, \Pi \otimes \Omega^j, \nabla^{\text{aff}})_x \to H^1(U, \Omega^j, \nabla^{\text{aff}})_x.$$

Finally, we are in a position to apply the map of cohomologies $[F_\chi]$ to the global sections $[\nu_j dt^{j+1}] \in H^1(\mathbb{P}^1, \Pi \otimes \Omega^j, \nabla^{\text{aff}})$, (6), coming from the Conformal Affine Toda integrals of motion. Their images under $[F_\chi]$ are indeed the cohomology classes for that particular oper $[\nabla]$, as in (5).

1.4

To conclude this introduction, let us mention one of the main motivations for this paper. We do so purely for context — nothing else in the paper depends on the contents of this section.

For Kac–Moody algebras $\mathfrak{g}$ of finite type, there is a remarkable correspondence between the Gaudin/Bethe algebra associated to $\mathfrak{g}$ and the algebra of functions on the space of opers on $\mathbb{P}^1$ for the Langlands dual Lie algebra $\check{\mathfrak{g}}$ [24, 26], and cf. [28, 39, 40, 47].

It was conjectured in [18] that such statements should generalize to affine types: namely, in that paper the authors introduced a notion of affine opers and affine Miura opers and conjectured that they encode the spectra of affine Gaudin models for the Langlands dual
Kac–Moody algebra. Proving such a conjecture is an interesting but difficult open problem: interesting because there are close links between quantum Gaudin models in affine types and the ODE/IM correspondence [5–7, 9, 13, 22, 23, 35–38] and integrable quantum field theories [10, 11, 18, 31, 32, 50, 51]; but difficult because it is not even clear what one should be diagonalizing. Indeed, while the quadratic Hamiltonians which define the Gaudin model can be written down for all symmetrizable Kac–Moody algebras, and are known to be diagonalizable by Bethe ansatz, [45, 48], [33, Appendix A], it is expected, but not known, in general, that they belong to some large commutative algebra of integrals of motion.

The conjecture of [18] was elucidated somewhat in [33, 34]: namely, the eigenvalues of the (local) higher Gaudin Hamiltonians should again be given by functions on a space of $^\text{t}\mathfrak{g}$-opers on $\mathbb{P}^1$, but these functions now take the form of certain integrals of hypergeometric type (prompting the further conjecture that the Hamiltonians are also of this form).

One approach to constructing the Hamiltonians is to work grade-by-grade in the principal gradation. Indeed, one is interested in the diagonalization problem in tensor products of highest weight irreducible $\mathfrak{g}$-modules. That problem breaks up into a sequence of finite-dimensional diagonalization problems, labelled by the depth in the principal gradation (or equivalently by the number of Bethe roots). The starting point in that programme, and setting of the present paper, is the vacuum case, that is, the case of no Bethe roots. So one can think that the content of this paper is to describe, in this vacuum case, how global objects arise from local ones in affine types.

To explain that statement, let us recall some facts about the relationship between local and global objects for Gaudin models in finite types. For $\mathfrak{g}$ of finite type, one has commutative diagrams of the following sort: [26, Theorem 2.7]†

$$
\begin{align*}
\mathfrak{z}_{\text{FF}}(\hat{\mathfrak{g}}) & \overset{\sim}{\longrightarrow} \text{Fun } \text{Op}_{Lg}(D) \\
\downarrow & \downarrow \\
\mathfrak{z}(\mathfrak{g})_x & \overset{\sim}{\longrightarrow} \text{Fun } \text{Op}_{Lg}(\mathbb{P}^1)_x
\end{align*}
$$

Here, in the top line, the algebra Fun Op$_{Lg}(D)$ of opers on the disc is identified in an Aut $\mathcal{O}$-equivariant fashion with $\mathfrak{z}_{\text{FF}}(\hat{\mathfrak{g}}) \subset \mathcal{V}_h^M$, the space of singular vectors of the vacuum Verma module at critical level [16]. On the bottom line Fun Op$_{Lg}(\mathbb{P}^1)_x$, the algebra of functions on the space Op$_{Lg}(\mathbb{P}^1)_x$ of meromorphic opers on $\mathbb{P}^1$ holomorphic away from the marked points, is identified with $\mathfrak{z}(\mathfrak{g})_x \subset U(\mathfrak{g})^N$, the Gaudin/Bethe algebra. The surjection on the right is the one from (4). The surjection $\mathfrak{z}_{\text{FF}}(\hat{\mathfrak{g}}) \rightarrow \mathfrak{z}(\mathfrak{g})_x$ is defined using coinvariants [19]. Thus, in finite types, $\mathfrak{z}_{\text{FF}}(\hat{\mathfrak{g}})$ plays the role of a sort of ‘universal object’ from which all the Gaudin Hamiltonians can be constructed after supplying the extra data of the marked points $x_1, \ldots, x_N$.‡ The proof of the existence of the Aut $\mathcal{O}$-equivariant isomorphism $\mathfrak{z}_{\text{FF}}(\hat{\mathfrak{g}}) \overset{\sim}{\rightarrow} \text{Fun } \text{Op}_{Lg}(D)$ in finite types uses the Wakimoto realization [15, 57]: an embedding of vertex algebras $\mathcal{V}_h^M \hookrightarrow M \otimes \pi_0$, where the vertex algebras on the right are Fock spaces for certain systems of free fields. Under this embedding, the space of singular vectors $\mathfrak{z}_{\text{FF}}(\hat{\mathfrak{g}})$ is mapped into $\pi_0$, and its image in $\pi_0$ is precisely the subspace $W = \ker H \subset \pi_0$ from (2). One can go on to find joint eigenvectors for the Gaudin Hamiltonians by considering spaces of coinvariants of $\hat{\mathfrak{g}}$-modules on $\mathbb{P}^1$. One assigns Wakimoto modules $M \otimes \mathcal{C} \nu_{x_i}$ to each of the marked points $x_i$ and also to certain other points, the Bethe roots, and one assigns a copy of

---

†We are skirting over subtleties about singularities at $\infty \in \mathbb{P}^1$ here. Note that, in the present paper, $x = \{x_1, \ldots, x_N\}$ will be the only allowed singularities; $\infty$ will have no special status (cf. the constraint in Proposition 50).

‡It also allows one to construct generalizations of Gaudin models including cyclotomic Gaudin models [54] and Gaudin models with irregular singularities [20, 21, 46, 55].
$M \otimes \pi_0$ to an additional point $x$, distinct from these. For details on this perspective on the Bethe ansatz, see [19].

If one is merely interested in vacuum eigenvalues, there are no Bethe roots, and one arrives at a much simpler space of coinvariants — namely of $\mathfrak{h}$-modules on $\mathbb{P}^1$, where $\mathfrak{h}$ is the Cartan subalgebra — in which one assigns one-dimensional modules $\mathbb{C} \chi_i$ to the marked points $x_i$, and the Fock module $\pi_0$ to some additional point $x$. It is this simpler space of coinvariants which we study, in the case of $\mathfrak{g}$ of affine type, in the present paper (see Section 7).

1.5

This paper is structured as follows.

In Sections 2 and 3 we recall standard facts about the vertex algebra $\pi_0$ and its classical ($\epsilon \to 0$) limit $\pi_0$. In particular, we recall the definition of the screening charges and their classical limits. In Section 4 we give the definitions of the group $\text{Aut} O$ of coordinate transformations and its action on $\pi_0$. Conventions about Cartan matrices, roots, coroots, etc., are fixed in Section 5.

In Section 6 we introduce the canonical translation operator $T^{(\text{aff})}$ and canonical modes, and use them to define the subspace $(\text{aff}) \pi_0$. We establish the isomorphism of $\pi_0$ and arrive at the densities of integrals of motion $v_j \in \pi_0$.

In Section 7 we move from local to global objects. We define the vertex algebra bundle $\xi \Pi^\epsilon$ with fibre $\pi_0^\epsilon$ and a sheaf of Lie algebras $\xi \mathcal{H}^\epsilon$ associated to this bundle. We define $\xi \text{Conn}$ and spaces of coinvariants and the map $F_\chi$. Then in Section 8 we specialize back to our specific case and go on to define the connection $\nabla^{(\text{aff})}$ and show that $F_\chi \nabla^{(\text{aff})} = \nabla^{(\text{aff})} F_\chi$.

Finally in Section 9 we recall the definitions of opers and Miura opers. We can then establish the $\text{Aut} O$-equivariant identifications $\pi_0 \cong \text{Fun MOp}_g(D)$ and $W \cong \text{Fun Op}_g(D)$, and the identification of $[F_\chi(v_j dt^j)]$ with the cohomology classes for the oper underlying $\chi$.

2. Free fields and screening operators

Our first objective is to recall the definitions of the objects in the embedding (1): the vacuum Fock module $\pi_0$ and the screening operators which act on it. The Fock module $\pi_0$ is a $\epsilon \to 0$ limit of a one-parameter family of vertex algebras $\pi_0^\epsilon$. It is useful to start with this whole family, because doing so provides a natural way of understanding the semi-classical structures on $\pi_0$, as we shall see in the next section.

2.1. Free fields

Let $\mathfrak{h}$ be a finite-dimensional vector space over $\mathbb{C}$, equipped with a non-degenerate symmetric bilinear form $\kappa(\cdot, \cdot)$. We pick a basis $\{b_i\}_{i=1}^{\dim \mathfrak{h}}$ of $\mathfrak{h}$ and let $\{b^i\}_{i=1}^{\dim \mathfrak{h}} \subset \mathfrak{h}$ be its dual basis with respect to the form $\kappa(\cdot, \cdot)$:

$$
\kappa(b_i | b^j) = \delta^j_i.
$$

We shall regard $\mathfrak{h}$ as a commutative Lie algebra. Let $\epsilon$ be a parameter and denote by $\hat{\mathfrak{h}}^\epsilon$ the central extension of the loop algebra $\mathfrak{h}((t))$, by a one-dimensional centre $\mathbb{C}1$, defined by the cocycle $\epsilon \text{ res } \kappa(f|dg)$. That is, $\hat{\mathfrak{h}}^\epsilon$ has commutation relations

$$
[b^i_m, b^j_n] = \epsilon m \delta_{n+m,0} \kappa(b^i | b^j), \tag{8}
$$

where the generators are $b^i_m := b^i \otimes t^m$ for $i = 1, \ldots, \dim \mathfrak{h}$ and $m \in \mathbb{Z}$. 

2.2. Fock modules
For any \( \lambda \in \mathfrak{h} \), define the \( \hat{\mathfrak{h}}^\epsilon \)-module
\[
\pi^\epsilon_{\lambda} := U(\hat{\mathfrak{h}}^\epsilon) \otimes U(\mathfrak{h}[t]) \otimes \mathbb{C}(\mathfrak{c}1) \mathbb{C} | \lambda \rangle
\]
induced from the one-dimensional \( (\mathfrak{h}[t]) \otimes \mathbb{C}(\mathfrak{c}1) \)-module \( \mathbb{C} | \lambda > \) spanned by a vector \( | \lambda > \) obeying
\[
b^\epsilon_0 | \lambda \rangle = \epsilon \kappa(\lambda | b^\epsilon | \lambda), \quad b^\epsilon_n | \lambda \rangle = 0, \quad n > 0, \quad (9)
\]
and \( 1 | \lambda > = | \lambda > \). These are called Fock modules. As a special case we have the vacuum Verma module, \( \pi^\epsilon_0 \). For every \( \lambda \), we have the isomorphism
\[
\pi^\epsilon_{\lambda} \cong \mathbb{C}[b_{i,n}]_{i=1,..,\dim \mathfrak{h}_0 < 0},
\]
of vector spaces, and of modules over \( U(t^{-1}\mathfrak{h}[t^{-1}]) \cong \mathbb{C}[b_{i,n}]_{i=1,..,\dim \mathfrak{h}_0 < 0} \).

2.3. Algebra of fields \( \widetilde{U}_1(\hat{\mathfrak{h}}^\epsilon) \)
Let \( U_1(\hat{\mathfrak{h}}^\epsilon) \) denote quotient of the enveloping algebra of \( \hat{\mathfrak{h}}^\epsilon \) by the two-sided ideal generated by \( 1 - 1 \). For each \( n \in \mathbb{Z}_{\geq 0} \) define the left ideal \( J_n := U_1(\hat{\mathfrak{h}}^\epsilon) \cdot (\mathfrak{h} \otimes t^n \mathbb{C}[\mathfrak{t}]) \). That is, \( J_n \) is the linear span of monomials of the form \( b^\epsilon_{\cdot p} \ldots b^\epsilon_{\cdot q} b^\epsilon_{\cdot r} \) with \( r \geq n \). The quotients by these ideals \( U_1(\hat{\mathfrak{h}}^\epsilon)/J_n \) form an inverse system, whose inverse limit we shall denote by \( \widetilde{U}_1(\hat{\mathfrak{h}}^\epsilon) \):
\[
\widetilde{U}_1(\hat{\mathfrak{h}}^\epsilon) := \varprojlim_n U_1(\hat{\mathfrak{h}}^\epsilon)/J_n.
\]
It is a complete topological algebra. We call it the algebra of fields, or the local completion of \( U_1(\hat{\mathfrak{h}}^\epsilon) \). By definition, elements of \( \widetilde{U}_1(\hat{\mathfrak{h}}^\epsilon) \) are possibly infinite sums \( \sum_{m \geq 0} X_m \) of elements \( X_m \in U_1(\hat{\mathfrak{h}}^\epsilon) \) which truncate to finite sums when one works modulo any \( J_n \), that is, for every \( n \), \( X_m \in J_n \) for all sufficiently large \( m \).

A module \( \mathcal{M} \) over \( \hat{\mathfrak{h}}^\epsilon \) is smooth if for all \( a \in \mathfrak{h} \) and all \( v \in \mathcal{M} \), \( a_n v = 0 \) for all sufficiently large \( n \). For example the Fock modules \( \pi^\epsilon_{\lambda} \) are smooth. Any smooth module over \( \hat{\mathfrak{h}}^\epsilon \) on which \( 1 \) acts as the identity is also a module over \( \widetilde{U}_1(\hat{\mathfrak{h}}^\epsilon) \).

2.4. Vertex algebra
For every \( n \in \mathbb{Z} \), there is a linear map
\[
\pi^\epsilon_0 \to \widetilde{U}_1(\hat{\mathfrak{h}}^\epsilon); \quad A \mapsto A_{(n)}
\]
sending any given state \( A \) to its \( n \)th formal mode, \( A_{(n)} \). One can arrange these modes into a formal series called the formal state-field map,
\[
Y[A, x] := \sum_{n \in \mathbb{Z}} A_{(n)} x^{-n-1}, \quad (10)
\]
and they are defined recursively as follows. First, for all \( a \in \mathfrak{h} \),
\[
Y[a_{-1} | 0, u |] := \sum_{n \in \mathbb{Z}} a_n u^{-n-1}.
\]
Next, let \( [T, \cdot] \) be the derivation on \( U_1(\hat{\mathfrak{h}}^\epsilon) \) given by \( [T, a_n] := -na_{n-1} \) and \( [T, 1] := 0 \); then by setting \( T(X | 0 >) := [T, X] | 0 > \) for any \( X \in U_1(\hat{\mathfrak{h}}^\epsilon) \), one can regard \( T \) also as a linear map \( \pi^\epsilon_0 \to \pi^\epsilon_0 \), the translation operator. For any \( A, B \in \pi^\epsilon_0 \), one sets
\[
Y[T A, u] := \partial_u Y[A, u] \quad \text{and} \quad Y[A_{(-1)} B, u] := Y[A, u] Y[B, u],
\]
where the normal ordered product $\mathcal{N} [A, u] \mathcal{N} [B, u]$ is given by

$$\mathcal{N} [A, u] \mathcal{N} [B, u] := \left( \sum_{m < 0} A_{(m)} u^{-m-1} \right) \mathcal{N} [B, u] + \mathcal{N} [B, u] \left( \sum_{m \geq 0} A_{(m)} u^{-m-1} \right).$$

(11)

Recall that $\pi_{\lambda}$ are modules over $\tilde{U}_1 (\hat{\mathfrak{h}})$. By sending each formal mode $A_{(n)}$ to its image in $\operatorname{End} (\pi_{\lambda})$, we get the module maps

$$\mathcal{M} \pi_{\lambda} (\cdot, x) : \pi_{\lambda} \to \operatorname{Hom} (\pi_{\lambda}, \pi_{\lambda} ((x)))$$

and as a special case the state-field map

$$\mathcal{Y} (\cdot, x) : \pi_{\lambda} \to \operatorname{Hom} (\pi_{\lambda}, \pi_{\lambda} ((x))).$$

These maps $\mathcal{M} (\cdot, x)$ and $\mathcal{Y} (\cdot, x)$ make $\pi_{\lambda}$ into a vertex algebra and the $\pi_{\lambda}$ into modules over this vertex algebra. The reader is referred to \cite[\S 4–5]{14} for the definitions (see especially \S 4.3.1 and \S 5.1.5).

2.5. The Lie algebras $\mathcal{F}_0, \mathcal{F}_0^0, \mathcal{F}_{\geq 0}$

The algebra of fields $\tilde{U}_1 (\hat{\mathfrak{h}})$ is in particular a Lie algebra, with the Lie bracket given by the commutator

$$[A, B] := AB - BA.$$ 

It has $\hat{\mathfrak{h}}$ as a Lie subalgebra. It also has a larger Lie subalgebra of interest. Let

$$\mathcal{F}_0 := \operatorname{Lie} (\pi_0) := \operatorname{span}_\mathbb{C} \{ A_{(n)} : A \in \pi_0, n \in \mathbb{Z} \} \subset \tilde{U}_1 (\hat{\mathfrak{h}})$$

denote the linear subspace of $\tilde{U}_1 (\hat{\mathfrak{h}})$ spanned by all formal modes of all states in $\pi_0$. This is a Lie subalgebra because one has the commutator formula,

$$[A_{(m)}, B_{(n)}] = \sum_{k \geq 0} \left[ \begin{array}{c} m \\ k \end{array} \right] (A_{(k)} B)_{(m+n-k)}.$$ 

(12)

Here $\left[ \begin{array}{c} m \\ k \end{array} \right]$ is defined for all $m \in \mathbb{Z}$ and $k \geq 0$ as follows:

$$\left[ \begin{array}{c} m \\ k \end{array} \right] := \frac{m(m-1) \ldots (m-k+1)}{k!}, \quad k \neq 0, \quad \left[ \begin{array}{c} m \\ 0 \end{array} \right] := 0.$$

The Lie algebra $\mathcal{F}_0$ has Lie subalgebras $\mathcal{F}_0^0$ and $\mathcal{F}_{\geq 0}$ spanned by the formal zero modes and all formal non-negative modes, respectively, of all states in $\pi_0$.

REMARK 6. $\mathcal{F}_0$ can be defined abstractly, but we regard it as a subalgebra of $\tilde{U}_1 (\hat{\mathfrak{h}})$. There is no loss in this, cf. \cite[Lemma 4.3.2]{14}.

2.6. Conformal vectors

For any $\xi \in \mathfrak{h}$ depending polynomially on $\epsilon$, define the vector $\omega_\xi \in \pi_0$ by

$$\omega_\xi := \frac{1}{\epsilon} \left( \frac{1}{2} b_{-1}^i b_{-1} + \xi - 2 \right) | 0 \rangle.$$

Here and henceforth we employ summation convention on the index $i$.

The vector $\omega_\xi$ is a conformal vector and defines on $\pi_0$ the structure of a conformal vertex algebra (or vertex operator algebra) with central charge

$$c = \epsilon \dim \mathfrak{h} - 12 \kappa (\xi | \xi).$$
That is to say, the vector $\omega_\xi$ obeys $(\omega_\xi)(0) \omega_\xi = T \omega_\xi$, $(\omega_\xi)(1) \omega_\xi = 2 \omega_\xi$, $(\omega_\xi)(2) \omega_\xi = 0$,

$$(\omega_\xi)(3) \omega_\xi = \frac{1}{\epsilon} \left( \frac{1}{2} b^i_{-1} b_i,1 + b^j_0 b_{i,j,2} + \cdots - 3 \xi_2 \right) \left( \frac{1}{2} b^j_{-1} b_i,1 + \xi_2 \right) |0\rangle$$

and $(\omega_\xi)(n) \omega_\xi = 0$ for $n \geq 4$.

The corresponding generators $L_n \in \tilde{U}(\mathfrak{h}^\vee)$ of the Virasoro algebra are defined by $Y(\omega_\xi, x) = \sum_{n \in \mathbb{Z}} L_n x^{-n-2}$, that is,

$$L_n := (\omega_\xi)(n+1) = \frac{1}{2\epsilon} \left( \sum_{m < 0} b^m_i b_{i,n-m} + \sum_{m \geq 0} b_{i,n-m} b^m_i \right) - \frac{n+1}{\epsilon} \xi_n,$$

and they obey

$$[L_n, L_m] = (n-m)L_{n+m} + \frac{n^3-n}{12}\delta_{n,-m}c.$$

For any $a \in \mathfrak{h}$, the state $a := a_{-1}|0\rangle \in \pi^\epsilon_0$ obeys $(\omega_\xi)(0) a = Ta$, $(\omega_\xi)(1) a = a$, and $(\omega_\xi)(2) a = \frac{1}{\epsilon} \left( b^i_{0} b_{i,1} + b^j_{-1} b_{i,j,2} + \cdots - 2 \xi_1 \right) a_{-1}|0\rangle = -2 \kappa(\xi|a) |0\rangle$.

Thus, the state $a = a_{-1}|0\rangle \in \pi^\epsilon_0$ is primary precisely if $\kappa(\xi|a) = 0$.

2.7. Actions of $L_0$ and $L_{-1} = T$

The Virasoro zero mode $L_0 = (\omega_\xi)(1)$ obeys

$$[L_0, b^j_{-m}] = mb^j_i, \quad L_0 |\lambda\rangle = |\lambda\rangle \Delta_\lambda,$$

where

$$\Delta_\lambda := -\kappa(\xi|\lambda) + \epsilon \kappa(\lambda|\lambda). \quad (13)$$

The space $\pi^\epsilon_\lambda$ is $\mathbb{Z}$-graded, with the vacuum $|\lambda\rangle$ of grade 0 and the generator $b^j_{-n}$ contributing $+n$ to the grade. For any vector $v \in \pi^\epsilon_\lambda$ of grade $m$ we see that

$$L_0 v = v(m + \Delta_\lambda).$$

For any state $A \in \pi^\epsilon_0$, we have, irrespective of the value of $\xi$,

$$L_{-1} A = (\omega_\xi)(0) A = TA. \quad (14)$$

Indeed, $L_{-1} = \frac{1}{\epsilon} \sum_{n \geq 0} b^j_{-n-1} b_{i,n}$ and hence $[L_{-1}, b^j_m] = -mb^j_{m-1}$, and $L_{-1}|0\rangle = 0$. More generally

$$L_{-1} |\lambda\rangle = (\omega_\xi)(0) |\lambda\rangle = \epsilon^{-1} b^j_{-1} b_{i,0} |\lambda\rangle = b^j_{-1} |\lambda\rangle \kappa(\lambda|b_i) = \lambda_{-1} |\lambda\rangle. \quad (15)$$

2.8. Intertwiners and screenings

In addition to the state-field map $Y$ and module maps $Y_{\pi^\epsilon_\lambda}$, there is also another structure, a linear map

$$V_\lambda(\cdot, x) : \pi^\epsilon_\lambda \to \text{Hom}(\pi^\epsilon_0, \pi^\epsilon_\lambda((x))) \quad (16)$$

called the intertwining map,

$$V_\lambda(m, x) = \sum_n m(n)x^{-n-1}.$$
We can take as its definition the following: for any \( m \in \pi^\lambda \) and \( B \in \pi_0^\epsilon \),
\[
V_\lambda(m, x) := e^{xL-1} \pi^\lambda_x(B, -x)m.
\]
In view of (14), this expression can be motivated by comparison with the usual skew-symmetry property of the state-field map \( Y \): for any \( A, B \in \pi^\epsilon_0 \),
\[
Y(A, x)B = e^{xT}Y(B, -x)A,
\]
or equivalently
\[
A(n)B = -\sum_{k \geq 0} \frac{(-1)^{n+k}}{k!} T^k(B(n+k)A), \quad n \in \mathbb{Z}. \tag{17}
\]

Just as the state-field map obeys the equation \( \partial_x Y(A, x) = Y(TA, x) \), the intertwiner map obeys an analogous equation, namely,
\[
\partial_x V_\lambda(m, x) = V_\lambda(L-1m, x).
\]
We are particularly interested in the intertwining maps defined by the vacuum states \( |\lambda\rangle \in \pi^\lambda \), and for those there is the following explicit expression, which, formally, can be obtained by solving the equation above:
\[
V_\lambda(|\lambda\rangle, x) := T_x \exp \left[-\kappa(\lambda|b_i) \sum_{n<0} b_i^n x^{-n} \right] \exp \left[-\kappa(\lambda|b_i) \sum_{n>0} b_i^n x^{-n} \right] \tag{18}
\]
where \( T_x : \pi_0 \rightarrow \pi^\lambda \) is the shift operator which sends \( |0\rangle \mapsto |\lambda\rangle \) and commutes with \( b_i^n, n \neq 0 \).

Now define the screening operator
\[
S_\lambda : \pi_0 \rightarrow \pi^\lambda
\]
to be the linear map given by the zero mode of the vacuum state \( |\lambda\rangle \in \pi^\lambda \),
\[
S_\lambda A := |\lambda\rangle (0) A.
\]

The intertwiner maps obey natural analogues of Borcherds identity and its corollaries. (See, for example, [28, §7.2.1] and [14, §5.2].) The property we shall need is the following.

**Lemma 7.** For all \( m \in \pi^\lambda \), all \( A, B \in \pi_0^\epsilon \) and all \( k \in \mathbb{Z} \),
\[
m_{(0)}(A_{(k)}B) = A_{(k)}(m_{(0)}B) + (m_{(0)}A)_{(k)}B.
\]

**Corollary 8.** For all \( \lambda \in \mathfrak{h} \), the kernel
\[
\ker S_\lambda \subset \pi^\epsilon_0
\]
of the screening \( S_\lambda \) is a vertex subalgebra of \( \pi^\epsilon_0 \).

**Proof.** Lemma 7 implies that \( \ker S_\lambda \) is closed for all the \( n \)th products. From (18) it is clear that \( |0\rangle \in \ker S_\lambda \). For any \( A \in \pi^\epsilon_0 \), we have \( TA = A_{(-2)}|0\rangle \) (this is true in any vertex algebra). Hence if \( (|\lambda\rangle)_{(0)}A = 0 \), then \( (|\lambda\rangle)_{(0)}TA = (|\lambda\rangle)_{(0)}(A_{(-2)}|0\rangle) = 0 \), again by Lemma 7. So \( \ker S_\lambda \) is closed under the action of the translation operator \( T \). \( \square \)
Corollary 9. If \( X \in \ker S_\lambda \subset \pi_0^\prime \), then the diagram

\[
\begin{array}{c c}
\pi_0^\prime & \pi_0^\prime \\
\downarrow X_{(n)} & \uparrow X_{(n)} \\
\pi_0^\prime & \pi_0^\prime \\
\end{array}
\]

\[ S_\lambda \]

\[ \pi_0^\prime \]

\[ \pi_0^\prime \]

commutes for all \( n \in \mathbb{Z} \), \( \lambda \in \mathfrak{h} \).

Proof. By Lemma 7 we have

\[ [S_\lambda, X_{(n)}] = [\lambda^0, X_{(n)}] = (\lambda X)(n) = (S_\lambda X)(n) = 0. \]

\[ \Box \]

2.9. Action of \( S_\lambda \) on \( \omega_\xi \)

We shall need the action of the screening \( S_\lambda \) on the conformal vector \( \omega_\xi \in \pi_0^\prime \).

Lemma 10.

\[ S_\lambda \omega_\xi = \lambda_{-1}\lambda \left(1 - \kappa(\lambda|\xi) + \frac{1}{2} \epsilon \kappa(\lambda|\lambda)\right). \]

Proof. Consider the formula (18) for the intertwiner \( V_\lambda(x) \). We have

\[ \exp \left( -\sum_{n>0} \frac{\lambda_n x^{-n}}{n} \right) = 1 - \lambda_1 x^{-1} + \frac{1}{2}(-\lambda_2 + \lambda_1 \lambda_1)x^{-2} + \ldots, \]

where \( \ldots \) are terms of higher order in \( x^{-1} \) all of which kill \( \omega_\xi \) on grading grounds, and

\[ \exp \left( -\sum_{n<0} \frac{\lambda_n x^{-n}}{n} \right) = 1 + \lambda_{-1} x + \ldots, \]

where \( \ldots \) are terms of higher order in \( x \). Recall that \( T^{-1}_\lambda S_\lambda \) is the residue of \( T^{-1}_\lambda V_\lambda(x) \). Thus, acting on \( \pi_0^\prime \),

\[ T^{-1}_\lambda S_\lambda \omega_\xi = -\lambda_1 + \frac{1}{2} \lambda_{-1}(-\lambda_2 + \lambda_1 \lambda_1) + \ldots, \]

where \( \ldots \) are terms that kill \( \omega_\xi \), and so we obtain

\[ T^{-1}_\lambda S_\lambda \omega_\xi = -\kappa(\lambda|b_k)b_k^0 + \lambda_{-1}0\left(-\kappa(\lambda|\xi) + \frac{1}{2} \epsilon \kappa(\lambda|b_k) \kappa(\lambda|b_k)\right) \]

and hence the result. \[ \Box \]

3. Classical limit

Having introduced the vertex algebra \( \pi_0^\prime \) in the previous section, we now consider the limit \( \epsilon \to 0 \) to recover the Fock module \( \pi_0 \) which actually appears in (1).

3.1. Classical limits \( \pi_0 \) and \( \tilde{U}_1(L\mathfrak{h}) \)

Let us write \( \tilde{U}_1(L\mathfrak{h}) \) for the \( \epsilon \to 0 \) limit of the algebra of fields \( \tilde{U}_1(\mathfrak{h}^*) \). It is a Poisson algebra, that is, a unital commutative associative algebra which is also a Lie algebra, with
the compatibility condition that the Lie product (that is, the Poisson bracket) is a derivation in both slots for the commutative product. The Poisson bracket on $F$ is given by

$$\{\cdot, \cdot\} := \lim_{\epsilon \to 0} \frac{1}{\epsilon} \{\cdot, \cdot\}.$$ 

Equivalently it is defined by its action on the generators,

$$\{b'_m, b'_n\} = 1m\delta_{m+n, 0} \kappa(b'|b'),$$

cf. (8), together with the derivation condition.

The limit $\epsilon \to 0$ of the one-parameter family $\pi_0^\epsilon$ of vertex algebras is a commutative vertex algebra, which means one in which all non-negative products vanish. We shall denote it by $\pi_0$. A commutative vertex algebra is equivalent to a differential algebra; that is, a unital commutative associative algebra equipped with a derivation. Indeed, when all non-negative products vanish, then the product defined by $A \cdot B := A_{(-1)}B$ is commutative by (17) and associative by Borcherds identity. The map $\partial := T$ is a derivation and $1 := |0\rangle$ is the unit element. In the present case we have

$$\pi_0 \cong \mathbb{C}[b_{i,n}]_{i=1,\ldots,\dim \mathfrak{h}; n \in \mathbb{Z}_{\leq 0}},$$

as differential algebras, the latter equipped with the derivation $\partial$ defined by $\partial b_{i,n} = -nb_{i,n-1}$. From its origin as the limit $\epsilon \to 0$ of a one-parameter family of vertex algebras, $\pi_0$ comes endowed with the structure of a vertex Poisson algebra. A vertex Poisson algebra $\mathcal{P}$ is differential algebra $(\mathcal{P}, \partial, 1)$ which is also a vertex Lie algebra $(\mathcal{P}, T, \{\{\cdot, \cdot\}_{n \in \mathbb{Z}_{\geq 0}})$, with the compatibility conditions that $T = \partial$ and that the non-negative products are all derivations of the commutative product:

$$A\{n\}(B \cdot C) = (A\{n\}B) \cdot C + B \cdot (A\{n\}C)$$

for all $n \geq 0$ and all $A, B, C \in \mathcal{P}$ [3, 14, 58]. We get this vertex Lie algebra structure, that is, these non-negative products, by taking the order-$\epsilon$ term in the limits of the non-negative products on $\pi_0^\epsilon$:

$$A\{n\}B := \lim_{\epsilon \to 0} \frac{1}{\epsilon} A\{n\}B,$$

for all $n \geq 0$ and all $A, B \in \pi_0$.

**Remark 11.** Here and below we identify $\pi_0$ and all $\pi_0^\epsilon$ as vector spaces in the obvious way, that is, by the vector space isomorphisms $\pi_0^\epsilon \cong \mathbb{C}[b_{i,n}]_{i=1,\ldots,\dim \mathfrak{h}; n \leq 0}$.

There is a classical analogue of the formal state-field map (10): for every $n \in \mathbb{Z}$ there is a linear map $\pi_0 \to \hat{U}_1(\mathfrak{h})$; $A \mapsto \hat{\mathcal{A}}(n)$ sending $A \in \pi_0$ to its $n$th classical formal mode $\hat{\mathcal{A}}(n)$. These modes can be arranged into a formal power series

$$\hat{\mathcal{Y}}[A, x] := \sum_{n \in \mathbb{Z}} \hat{\mathcal{A}}(n)x^{-n-1}$$

(20)

and are defined by $\hat{\mathcal{Y}}[a_{-1}, x] = \sum_{n \in \mathbb{Z}} a_n x^{-n-1}$, $\hat{\mathcal{Y}}[A \cdot B, x] = \hat{\mathcal{Y}}[A, x]\hat{\mathcal{Y}}[B, x]$ and $\hat{\mathcal{Y}}[TA, x] = \partial_x \hat{\mathcal{Y}}[A, x]$. By analogy with the big Lie algebra $\mathfrak{F}^\epsilon = \text{Lie}(\pi_0^\epsilon) \subset \hat{U}_1(\mathfrak{h})$ of §2.5, we have the linear subspace

$$\mathfrak{F} \equiv \text{Lie}(\pi_0) := \text{span}_\mathbb{C}\{\hat{\mathcal{A}}(n) : A \in \pi_0, n \in \mathbb{Z}\} \subset \hat{U}_1(\mathfrak{h})$$

spanned by all classical formal modes of all elements of $\pi_0$. It is a Lie subalgebra of $\hat{U}_1(\mathfrak{h})$ with respect to the Poisson bracket. Indeed, notice that the commutator formula (12) depends
only on the vertex Lie algebra structure of $\pi_0$, that is, on the non-negative products. Here we have

$$\{ \mathcal{A}(m), \mathcal{B}(n) \} = \sum_{k \geq 0} \left[ \frac{m}{k} (A_{(k)} B)_{(m+n-k)} \right].$$

Define also the Lie subalgebras $\mathcal{F}_0$ and $\mathcal{F}_{\geq 0}$ of zero and of non-negative modes respectively, cf. §2.5.

**Remark 12.** What we call $\mathcal{F}$ is called $\hat{\mathcal{F}}_0$ in [17]. It is the space of local functionals (on $\mathfrak{h}_1^+$).

Finally recall that $\pi_0^\lambda$ (and in particular $\pi_0^0$) is a module over $\tilde{U}_1(\hat{\mathfrak{h}}^c)$. One can ask what structures result from this in the $\epsilon \to 0$ limit. Firstly, $\pi_0^\lambda$ is a module over $\tilde{U}_1(\mathfrak{h})$, the latter regarded as a commutative algebra. For this action, all non-negative modes simply act as zero on all of $\pi_0^\lambda$. But $\pi_0^\lambda$ is also a module over the Lie algebra $\mathcal{F}^c \subset \tilde{U}_1(\hat{\mathfrak{h}}^c)$ and in particular over its Lie subalgebra $\mathcal{F}_{\geq 0}$. In the limit we get an action, call it $\triangleright$, of the Lie algebra $\mathcal{F}_{\geq 0}$ on $\pi_0^\lambda$:

$$\mathcal{A}(n) \triangleright v = \lim_{\epsilon \to 0} \frac{1}{\epsilon} A(n)v.$$

We can write any state in $\pi_0^\lambda$ as $X|\lambda >$ for some $X \in \tilde{U}_1(\mathfrak{h})$. One then has

$$\mathcal{A}(n) \triangleright X|\lambda > = \{ \mathcal{A}(n), X \}|\lambda > + X(A(n) \triangleright |\lambda >).$$

On the highest weight vector $|\lambda >$, one has

$$a_0 \triangleright |\lambda > = |\lambda > \kappa(a|\lambda >), \quad a_n \triangleright |\lambda > = 0, \quad n \geq 1, \quad a \in \mathfrak{h}.$$

(We should stress that this is the Lie algebra action of $a_0 \in \mathcal{F}_{\geq 0}$. As an element of the commutative algebra $\tilde{U}_1(\mathfrak{h})$, $a_0|\lambda > = \lim_{\epsilon \to 0} \epsilon \kappa(a|\lambda >) |\lambda > = 0$.)

### 3.2. $\pi_0$ as a conformal algebra

The conformal vector $\omega_\xi \in \pi_0^\lambda$ is divergent in the limit $\epsilon \to 0$. However, $\epsilon \omega_\xi$ has a well-defined limit (assuming $s \in \mathfrak{h}[\epsilon]$) which we shall denote by $\bar{\omega}_\xi$:

$$\bar{\omega}_\xi = \lim_{\epsilon \to 0} \epsilon \omega_\xi.$$

It obeys $(\bar{\omega}_\xi)_{(1)} \bar{\omega}_\xi = \partial \bar{\omega}_\xi$, $(\bar{\omega}_\xi)_{(1)} \bar{\omega}_\xi = 2\bar{\omega}_\xi$, $(\bar{\omega}_\xi)_{(2)} \bar{\omega}_\xi = 0$,

$$(\bar{\omega}_\xi)_{(3)} \bar{\omega}_\xi = \lim_{\epsilon \to 0} \frac{1}{\epsilon} (\epsilon \omega_\xi)_{(3)} \epsilon \omega_\xi$$

$$= \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( \frac{1}{2} b_{i,j,1} b_{j,2} \right) \left( \frac{1}{2} b_{i,j,1} b_{j,2} + \cdots - 3 \xi_2 \right) \{ 0 \}$$

$$= \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( \frac{1}{2} \epsilon^2 \dim \mathfrak{h} - 6 \epsilon \kappa(\xi|\xi >) \right) |0\rangle$$

$$= 6 \kappa(\xi|\xi > |0\rangle,$$

and $(\bar{\omega}_\xi)_{(n)} \bar{\omega}_\xi = 0$ for $n \geq 4$. These relations say that, as a vertex Lie algebra, $\pi_0$ contains a subalgebra isomorphic to the Virasoro vertex Lie algebra with central charge

$$c = 12 \kappa(\xi|\xi >).$$

(23)
Such a vertex Lie algebra is called a \textit{conformal algebra} with central charge $c$ (cf. [14, 16.1.14]). Note that the $\dim \mathfrak{h}$ term does not survive in the limit, which is as expected since it arises from a double contraction, that is, from two uses of the commutator (8).

3.3. \textit{Classical screenings} $\overline{S}_\lambda$

Recall the screenings $S_\lambda : \pi_0 \to \pi_\lambda$ from §2.8. Now we consider their classical limits. By definition, the \textit{classical screening operator} [17]

\[ S_\lambda : \pi_0 \to \pi_\lambda \]

is the map given by

\[ \overline{S}_\lambda = \lim_{\epsilon \to 0} \frac{1}{\epsilon} S_\lambda. \]

Recall the explicit form (18) of the intertwiner map:

\[ V_\lambda(x) := \exp \left( - \sum_{n<0} \frac{\lambda_n x^{-n}}{n} \right) \exp \left( - \sum_{n>0} \frac{\lambda_n x^{-n}}{n} \right). \]  

Consider the left exponential factor here. It contains lowering modes, $\lambda_n$, $n < 0$. Such modes just act by multiplication on $\pi_\epsilon \sim C \prod_{i=1}^{\dim \mathfrak{h}} \mathcal{b}_{i,n}$. Define polynomials $V_\lambda[n]$ in the elements $\lambda_m$, $m \leq 0$, by

\[ \sum_{n \leq 0} V_\lambda[n] x^{-n} = \exp \left( - \sum_{n<0} \frac{\lambda_n x^{-n}}{n} \right), \]  

so that left exponential factor is $\sum_{n \leq 0} V_\lambda[n] x^{-n}$.

Now consider the action of the right exponential factor on $\pi_\epsilon$. The action of $b_n^i$, $n \geq 0$, on $\pi_\epsilon$ is given by $\epsilon n \frac{\partial}{\partial b_i, -n}$, for indeed

\[ \left[ \epsilon n \frac{\partial}{\partial b_i, -n}, b_{j,m} \right] = \epsilon n \delta_j \delta_{n+m,0} = [b_n^i, b_{j,m}]. \]

Thus, on $\pi_\epsilon$,

\[ \exp \left( - \sum_{n>0} \frac{\lambda_n x^{-n}}{n} \right) = 1 - \epsilon \sum_{n>0} x^{-n} \kappa(\lambda|b_i^j) \frac{\partial}{\partial b_{i,-n}} + \mathcal{O}(\epsilon^2). \]

Hence, on $\pi_\epsilon$, the polar part in $x$ of $V_\lambda(x)$ is given by

\[ -\epsilon \sum_{m \leq 0} \sum_{n>m} x^{-n} V_\lambda[m] \kappa(\lambda|b_i) \frac{\partial}{\partial b_{k,-n+m}} + \mathcal{O}(\epsilon^2). \]

In particular, the leading term of the residue is $\epsilon \mathcal{T}_\lambda^{-1} \overline{S}_\lambda$ where

\[ \overline{S}_\lambda : \pi_0 \to \pi_\lambda \]

are the linear maps defined by

\[ \overline{S}_\lambda := -\mathcal{T}_\lambda \sum_{m \leq 0} V_\lambda[m] \kappa(\lambda|b_k) \frac{\partial}{\partial b_{k,-1+m}}. \]  

Call these \textit{classical screening operators}. By construction, we have the following.

**Lemma 13.** If $m \in \pi_0$ lies in the kernel of $S_\lambda$ for all $\epsilon$, then $m \in \pi_0$ lies in the kernel of $\overline{S}_\lambda$. 

Lemma 14. Take any $\lambda \in \mathfrak{h}$. The kernel

$$\ker S_\lambda \subset \pi_0$$

of the classical screening $S_\lambda$ is a vertex Poisson subalgebra of $\pi_0$.

Proof. Suppose $A, B \in \ker S_\lambda$ and consider $A_{(n)} B$ for $n \geq 0$. By definition $A_{(n)} B$ is the order $\epsilon$ term in the product $A_{(n)} B$ of $A$ and $B$ regarded as elements of $\pi_0$; and hence $-S_\lambda (A_{(n)} B)$ is the order $\epsilon^2$ term in $(|\lambda>)_0(A_{(n)} B)$. Now, by lemma 7 we have

$$(|\lambda>)_0(A_{(n)} B) = \left(\left((|\lambda>)_0 A\right)_{(n)} B + A_{(n)}(\langle|\lambda>)_0 B)\right).$$

But since $A, B \in \ker S_\lambda$ we know that $(|\lambda>)_0 A$ and $(\lambda)_0 B$ are both $O(\epsilon^2)$, and hence both terms on the right here are $O(\epsilon^3)$. So we have $S_\lambda (A_{(n)} B) = 0$, that is, $\ker S_\lambda$ is closed under the vertex Lie algebra products:

$$A_{(n)} B \in \ker S_\lambda.$$

It is clear $|0> \in \ker S_\lambda$. And $(|\lambda>)_0 TA = (|\lambda>)_0 (A_{(-2)}|0>) = (\langle|\lambda>)_0 A_{(-2)}|0>)$ is $O(\epsilon^2)$ whenever $(|\lambda>)_0 A$ is $O(\epsilon^2)$. That is, $A \in \ker S_\lambda$ implies $TA \in \ker S_\lambda$. A similar argument shows that $\ker S_\lambda$ is closed with respect to the commutative product, that is, $A \cdot B \in \ker S_\lambda$. □

The proof of the following, starting from Corollary 9, is similar.

Lemma 15. Let $\lambda, \mu \in \mathfrak{h}$. If $X \in \ker S_\lambda \subset \pi_0$, then the following diagram commutes:

$$\begin{array}{ccc}
\pi_\mu \times \pi_\lambda & \xrightarrow{S_\lambda} & \pi_{\mu+\lambda} \\
\uparrow & & \uparrow \\
\pi_\mu \times \pi_\lambda & \xrightarrow{S_\lambda} & \pi_{\mu+\lambda}
\end{array}$$

where the vertical arrows can be either the action of the classical mode $X_{(n)}$ for any $n \in \mathbb{Z}$ (which is non-trivial only for $n \leq -1$) or the Lie algebra action $X_{(n)}^\triangleright$ for any $n \geq 0$.

4. Coordinate transformations on $\pi_0$

Having defined $\pi_0$ and the classical screening operators, we now want to recall the definitions of the group $\text{Aut} \mathcal{O}$, the Lie algebra $\text{Der} \mathcal{O}$, and how they act on $\pi_0$.

4.1. Functions on the formal disc

Let $\mathcal{O}$ denote the complete topological $\mathbb{C}$-algebra of formal power series in a variable $t$,

$$\mathcal{O} := \mathbb{C}[[t]].$$

One should think of $\mathcal{O}$ as the algebra of functions on a ‘formal pointed disc’ $D$. It is a ‘formal’ disc because we do not impose any convergence requirements on the functions beyond the demand that they be well-defined elements of $\mathbb{C}[[t]] := \lim_n \mathbb{C}[t]/t^n \mathbb{C}[t]$, that is, that they converge in the $t$-adic topology. And it is ‘pointed’ because $\mathcal{O}$ has a unique maximal ideal $m := t\mathbb{C}[[t]]$, which one thinks of as consisting of the functions that vanish at the ‘point’ with coordinate $t = 0$.

Remark 16. We work in the formal setting, but one could also work in the analytic setting, with $\mathcal{O}$ replaced by the algebra of germs of analytic functions at a point $p$ on a Riemann surface.
This amounts to imposing the additional requirement that each power series $f$ is convergent in the analytic topology on some sufficiently small (depending on $f$) neighbourhood of $p$.

Let $\text{Aut} \, \mathcal{O}$ be the group of continuous automorphisms of $\mathcal{O}$. Elements $\mu \in \text{Aut} \, \mathcal{O}$ are changes of coordinate of the form

$$t = \mu(s) = c_1 s + c_2 s^2 + \ldots$$

with $c_1 \in \mathbb{C}^\times$ and $c_n \in \mathbb{C}$ for all $n \geq 2$, and the group operation is

$$(\mu_1 \ast \mu_2)(s) = \mu_2(\mu_1(s)).$$

(Note the order here.)

The derivative $\mu'(s) = c_1 + 2c_2 s + \ldots$ of $\mu \in \text{Aut} \, \mathcal{O}$ belongs to the group of units (that is, invertible elements) of the ring $\mathcal{O}$. Denote the latter by $\mathcal{U}(\mathcal{O})$. (It is the complement of the maximal ideal $m$ in the local ring $\mathcal{O}$.)

Let $\text{Der} \, \mathcal{O}$ denote the Lie algebra of continuous derivations of $\mathcal{O} = \mathbb{C}[[t]]$,

$$\text{Der} \, \mathcal{O} = \mathbb{C}[[t]] \partial_t.$$

It has topological basis $L_n : = -t^{n+1} \partial_t$, $n \geq -1$.

### 4.2. Quasi-conformal structure on $\pi_0$

A commutative vertex algebra is called quasi-conformal if it carries an action of $\text{Der} \, \mathcal{O}$ such that the generator $L_{-1} = -\partial_t$ acts as the translation operator $T$, the generator $L_0 = -t \partial_t$ acts semisimply with integer eigenvalues and the Lie subalgebra $\text{Der}_+ \, \mathcal{O} : = t^2 \mathbb{C}[[t]] \partial_t$ acts locally nilpotently.

Recall the conformal algebra structure on $\pi_0$ from §3.2. This structure makes $\pi_0$ into a quasi-conformal commutative vertex algebra. Indeed, one has generators $\mathcal{T}_n \in \mathcal{T} \subset \mathcal{U}_1(Lh)$ of a copy of the Virasoro algebra at central charge $c$, defined by $Y[\omega, x] = \sum_{n \in \mathbb{Z}} \mathcal{T}_n x^{-n-2}$, that is, in our case

$$\mathcal{T}_n = \frac{1}{2} \sum_{m \in \mathbb{Z}} b^i_m b_{i,n-m} - (n+1)\xi_n.$$

Their Poisson brackets with the generators $b^i_m$ are given by

$$\{\mathcal{T}_n, b^j_p\} = -pb^i_{n+p} - n(n+1)\delta_{n+p,0} \kappa(\xi|b^j).$$

We get an action of $\text{Der} \, \mathcal{O}$ on $\pi_\lambda$ given by

$$L_n.m := \mathcal{T}_n \triangleright m \equiv (\omega)_{(n+1)} \triangleright m$$

for all $n \geq -1$ and $m \in \pi_\lambda$. Explicitly, $L_n.|\lambda > = 0$ for $n \geq 1$,

$$L_0.|\lambda > = - \kappa(\xi|\lambda)|\lambda >, \quad L_{-1}.|\lambda > = \lambda_{-1}|\lambda >$$

together with, for all $m \in \pi_0$ and $n \geq -1$,

$$L_n.(b^i_p m) = \{\mathcal{T}_n, b^j_p\} m + b^i_p(L_n.m)$$

(cf. §2.7 and (22)).

---

†For general vertex algebras, there is one extra condition, but this condition follows automatically from those listed in the case of commutative vertex algebras. See [14, §6.3.5].
In particular, we get an action of $\text{Der} \mathcal{O}$ on $\pi_0$, given by the formulas

$$L_n.b_p^j = \begin{cases} -pb_{n+p}^j & n < -p \\ -n(n+1)\kappa(\xi|b^j) & n = -p \\ 0 & n > -p \end{cases}$$

(29d)

for $p \leq -1$ and $n \geq -1$. This action obeys the remaining conditions to make $\pi_0$ into a quasi-conformal vertex algebra. (In particular, every eigenvalue of $L_0$ is an integer because it is nothing but the grade in the $\mathbb{Z}$-gradation introduced above; and on grading grounds, for every $m \in \pi_0$, $L_n.m = 0$ for all sufficiently large $n$.)

Consider the Lie subalgebra of $\text{Der} \mathcal{O}$,

$$\text{Der}_0 \mathcal{O} := t\mathbb{C}[t]\partial_t,$$

consisting of those derivations which preserve the maximal ideal $m = t\mathbb{C}[t]$ of $\mathcal{O}$. It is the Lie algebra of $\text{Aut} \mathcal{O}$. The defining conditions of a quasi-conformal vertex algebra ensure in particular that the action of $\text{Der}_0 \mathcal{O} \subset \text{Der} \mathcal{O}$ can be exponentiated up to give an action of $\text{Aut} \mathcal{O}$. Later we will need explicit expressions for this action of $\text{Aut} \mathcal{O}$ on $\pi_0$. Tow r i t e t h e m , let $\mu \in \text{Aut} \mathcal{O}$ be the element in (27),

$$\mu(s) = c_1s + c_2s^2 + \ldots.$$

It can be written in the form

$$\mu(s) = \exp\left(\sum_{n>0} v_n s^{n+1}\partial_s\right) v_0 s\partial_s s$$

for certain $v_n \in \mathbb{C}$, $n > 0$, uniquely defined by the coefficients $c_n$, $n \geq 1$. (One has $c_1 = v_0$, $c_2 = v_0v_1$, \ldots). If one lets

$$R(\mu) := \exp\left(-\sum_{n>0} v_n L_n\right) v_0^{-L_0},$$

(30)

then the map $\mu \mapsto R(\mu)$ defines (see, for example, [14, Lemma 6.3.2]) an action of $\text{Aut} \mathcal{O}$ on $\pi_0$. We shall need the following in Section 7.4 below: for all $a \in \mathfrak{h}$,

$$R(\mu).a_{-1}(0) = (1 - v_1 L_1)v_0^{-1}a_{-1}(0)$$

$$= v_0^{-1}a_{-1}(0) + 2v_1v_0^{-1}\kappa(\xi|a)(0)$$

$$= \frac{1}{\mu'(0)}\left(a_{-1}(0) + \kappa(\xi|a)\mu''(0)(0)\right).$$

(31)

5. Cartan data

Until this point $\mathfrak{h}$ was merely a finite-dimensional vector space equipped with a symmetric non-degenerate bilinear form $\kappa(\cdot|\cdot)$. But our interest is in the case in which $\mathfrak{h}$ is a Cartan subalgebra of a Kac–Moody algebra $\mathfrak{g}$ of affine type, and $\kappa(\cdot|\cdot)$ is the restriction to $\mathfrak{h}$ of an invariant symmetric bilinear form on $\mathfrak{g}$. Let us recall the definitions from [30].

5.1 Suppose that $A$ is an indecomposable Cartan matrix of affine type.

Let $\mathfrak{g} = \mathfrak{g}(A)$ be the corresponding Kac–Moody algebra and $\mathfrak{h} \subset \mathfrak{g}$ a Cartan subalgebra. Let $\{\alpha_i\}_{i \in I} \subset \mathfrak{h}^*$ and $\{\check{\alpha}_i\}_{i \in I} \subset \mathfrak{h}$ be sets of simple roots and coroots of $\mathfrak{g}$, respectively, where $I$ is an index set of cardinality the number of rows/columns of $A$. By definition,

$$\langle \alpha_i, \check{\alpha}_j \rangle = A_{ji},$$
where \( \langle \cdot, \cdot \rangle : \mathfrak{h}^* \times \mathfrak{h} \to \mathbb{C} \) is the canonical pairing. Let \( \mathfrak{Lg} = \mathfrak{g}(\mathfrak{t} A) \) be the Langlands dual Lie algebra, that is, the Kac–Moody Lie algebra with the transposed Cartan matrix \( \mathfrak{t} A \). The Cartan subalgebra \( \mathfrak{k} \subset \mathfrak{Lg} \) is naturally identified with the dual \( \mathfrak{h}^* \) of \( \mathfrak{h} \), \( \mathfrak{Lh} = \mathfrak{h}^* \) and \( \{ \dot{\alpha}_i \}_{i \in I} \subset \mathfrak{h} = \mathfrak{Lh}^* \) are, respectively, sets of simple coroots and roots of \( \mathfrak{Lg} \). The centres of \( \mathfrak{g} \) and \( \mathfrak{Lg} \) are both of dimension one and are spanned by the elements

\[
k = \sum_{i \in I} \dot{a}_i \dot{\alpha}_i \in \mathfrak{h}, \quad \delta = \sum_{i \in I} a_i \alpha_i \in \mathfrak{Lh},
\]

respectively, where \( \{ \dot{a}_i \}_{i \in I} \) and \( \{ a_i \}_{i \in I} \) are the unique collections of relatively prime positive integers such that \( \sum_{j \in I} A_{ij} a_j = 0 \) and \( \sum_{j \in I} \dot{a}_i A_{ij} = 0 \). The dual Coxeter and Coxeter numbers of \( \mathfrak{g} \) are given, respectively, by

\[
h^\vee = \sum_{i \in I} \dot{a}_i, \quad h = \sum_{i \in I} a_i.
\]

We set

\[
\varepsilon_i^{-1} = \dot{a}_i a_i^{-1}
\]

and define \( D^{-1} = \text{diag}(\varepsilon_i^{-1})_{i \in I} \). Then \( D^{-1} A \) is symmetric. We fix the symmetric non-degenerate bilinear form \( \kappa(\cdot \mid \cdot) \) on \( \mathfrak{h} \) defined by

\[
\kappa(\dot{\alpha}_i | x) := \langle \alpha_i, x \rangle \varepsilon_i
\]

for \( i \in I \) and \( x \in \mathfrak{h} \), together with the condition that

\[
\kappa(y | z) = 0
\]

for all \( y, z \) belonging to a choice of complementary subspace \( \mathfrak{h}'' \) in \( \mathfrak{h} \) to the subspace

\[
\mathfrak{h}' := \sum_{i \in I} \mathbb{C} \dot{\alpha}_i \subset \mathfrak{h}
\]

spanned by the simple coroots. It is the restriction of the standard invariant symmetric bilinear form on \( \mathfrak{g} \) [30]. Since we assume that \( \mathfrak{g} \) is of affine type, \( A \) is of rank \( |I| - 1 \) and \( \mathfrak{h}'' \) has dimension one. We pick and fix some choice of \( \mathfrak{h}'' \); the freedom here is not important because it is absorbed by the way we fix a derivation element in (35) below. Let \( \rho \in \mathfrak{Lh} \) be the Weyl vector of \( \mathfrak{g} \), which is defined by the property that

\[
\langle \rho, \dot{\alpha}_i \rangle = 1
\]

for each simple coroot \( \dot{\alpha}_i \) of \( \mathfrak{g} \). It is unique up to the addition of an arbitrary multiple of \( \delta \). Let \( \dot{\rho} \in \mathfrak{h} \) be the Weyl vector of \( \mathfrak{Lg} \), which is defined by the property that

\[
\langle \alpha_i, \dot{\rho} \rangle = 1
\]

for each simple coroot \( \alpha_i \) of \( \mathfrak{Lg} \). It is unique up to the addition of an arbitrary multiple of \( k \). We fix these freedoms in \( \rho \) and \( \dot{\rho} \) by demanding that

\[
\kappa(\dot{\rho} | \dot{\rho}) = 0 \quad \text{and} \quad \kappa(\rho | \rho) = 0,
\]

where \( \kappa(\cdot \mid \cdot) \) is the induced non-degenerate bilinear form on \( \mathfrak{h}^* \).\(^1\) We note also that \( \kappa(\dot{\rho} | k) = h \) and \( \kappa(\rho | \delta) = h^\vee \), and \( \kappa(k | k) = 0 = \kappa(\delta | \delta) \).

Let \( \{ \dot{A}_i \}_{i=0}^t \subset \mathfrak{h} \) and \( \{ A_i \}_{i=0}^t \subset \mathfrak{Lh} \) be the unique elements such that

\[
\langle \rho, \dot{A}_i \rangle = 0, \quad \langle A_i, \dot{\rho} \rangle = 0
\]

\(^1\)One may check that \( \kappa(\dot{\alpha}_i | x) = \langle \dot{\alpha}_i, x \rangle \varepsilon_i^{-1} \). Thus \( \kappa(\cdot \mid \cdot) \) is the restriction to \( \mathfrak{Lh} = \mathfrak{h}^* \) of the standard bilinear form on the Langlands dual algebra \( \mathfrak{Lg} \), for which \( a_i \) and \( \dot{a}_i \) are interchanged.
and
\[ \langle \Lambda_i, \hat{\alpha}_j \rangle = \delta_{ij}, \quad \langle \alpha_j, \hat{\Lambda}_i \rangle = \delta_{ij}, \quad i, j \in I. \]  
(36)

They are a choice\(^1\) of fundamental coweights of \( g \) and \( ^L g \), respectively.

5.1. **Principal gradation of \( g \)**

Let us introduce a Cartan decomposition
\[ g = n_- \oplus h \oplus n_+ \]
of \( g \) and Chevalley–Serre generators \( e_i \in L_{n_+}, f_i \in L_{n_-}, i \in I \). These latter obey
\begin{align*}
[x, e_i] & = \langle \alpha_i, x \rangle e_i, & [x, f_i] & = -\langle \alpha_i, x \rangle f_i, \quad (37a) \\
[x, x'] & = 0, & [e_i, f_j] & = \hat{\alpha}_i \delta_{ij}, \quad (37b)
\end{align*}
for any \( x, x' \in L_h \), together with the Serre relations
\begin{align*}
(ad e_i)^{1-A_{ij}} e_j & = 0, & (ad f_i)^{1-A_{ij}} f_j & = 0. \quad (37c)
\end{align*}

They generate the derived subalgebra \( g' \subset g \).

We have the principal gradation of \( g \), namely the \( \mathbb{Z} \)-gradation defined by the adjoint action of \( \hat{\rho} \), or equivalently the unique \( \mathbb{Z} \)-gradation in which \( e_i \) has grade +1 and \( f_i \) has grade −1 for each \( i \in I \). Let \( g_j \) denote the subspace of grade \( j \in \mathbb{Z} \), so we have
\[ g = \bigoplus_{j \in \mathbb{Z}} g_j \]
with
\[ X \in g_j \iff [\hat{\rho}, X] = jX. \]

5.2. **Exponents**

Define
\[ p_{-1} := \sum_{i \in I} f_i \in n_- \]
(38)

The linear map
\[ g_{j+1} \to g_j; \quad X \mapsto [p_{-1}, X] \]
is injective for all \( j \geq 1 \). If it fails to be surjective for a given \( j \geq 1 \), then \( j \) is called an exponent of the Lie algebra \( g \). Let \( E \subset \mathbb{Z}_{\geq 1} \) be the set of exponents of \( g \). In almost all cases, the codimension of \([p_{-1}, g_{j+1}]\) in \( g_j \) is one for every exponent \( j \),\(^2\) and we may pick a vector \( p_j \in g_j \) such that
\[ g_j = [p_{-1}, g_{j+1}] \oplus \mathbb{C} p_j, \quad j \in E. \]

We make the following choice of these complementary subspaces \( \mathbb{C} p_j \). Firstly, there is a unique element \( p_1 \in g_1 \) such that
\[ [p_1, p_{-1}] = \delta. \]

Then we may choose non-zero \( p_j \in g_j, j \in E, \) such that
\[ [p_1, p_j] = 0. \]
(39)

\(^1\)The choice is in the demand that \( \langle \Lambda_i, \hat{\rho} \rangle = 0 \) rather than, for example, \( \langle \Lambda_i, d \rangle = 0 \) with \( d \) the derivation element corresponding to the homogeneous gradation.

\(^2\)The exceptions are in types \( ^1 D_{2k} \). In type \( ^1 D_{2k} \) the codimension of \([p_{-1}, g_{2k+(4k-2)n}]\) is two for every \( n \geq 0 \). In such cases one must pick two vectors to span a complementary subspace (and we say that the exponent has multiplicity two).
Let $\mathfrak{a}_+$ denote the span of the generators $p_j \in \mathfrak{n}_+, j \in E$:

$$\mathfrak{a}_+ := \bigoplus_{j \in E} \mathbb{C} p_j \subset \mathfrak{n}_+. $$

It is an abelian Lie subalgebra of $\mathfrak{n}_+$.

5.3. Identification of $\mathfrak{h}$ and $\mathfrak{h}^*$

From now on we shall simply identify $\mathfrak{h}$ with its dual $\mathfrak{h}^*$ by means of the linear isomorphism induced by the standard non-degenerate bilinear form $\kappa(\cdot | \cdot)$:

$$\mathfrak{h} \sim \mathfrak{h}^*; \quad x \mapsto \kappa(x | \cdot).$$

For each $i \in I$ one then has, from (34),

$$\hat{\alpha}_i = \varepsilon_i \alpha_i, \quad \text{and} \quad \varepsilon_i = \frac{\kappa(\hat{\alpha}_i | \hat{\alpha}_i)}{2} = \frac{2}{\kappa(\alpha_i | \alpha_i)}. \quad (40)$$

Note also that then

$$k = \sum_{i \in I} \hat{a}_i \hat{\alpha}_i = \sum_{i \in I} \hat{a}_i \varepsilon_i \alpha_i = \sum_{i \in I} a_i \alpha_i = \delta. $$

6. Conformal affine Toda

Having got these conventions about Cartan matrices in place, in this section we describe the intersection of the kernels of the screening operators. We shall find, as we claimed in the introduction, that in affine types it is generated by the conformal vector and the state $\delta_{-1}|0>$. We will then be in a position to state and prove the main local results of the paper, that is, the main results associated to the disc. They are Theorem 26 and Theorem 37 (the latter by way of Theorem 32).

6.1. The algebras $W^\epsilon$ and $W$

Define $W^\epsilon \subset \pi_0^\epsilon$ to be the intersection of the kernels of the screening operators $S_{\alpha_i} : \pi_0^\epsilon \to \pi_\alpha^\epsilon$, corresponding to the simple roots of $\mathfrak{g}$:

$$W^\epsilon := \bigcap_{i \in I} \ker S_{\alpha_i} \subset \pi_0^\epsilon. $$

Define $W \subset \pi_0$ to be the intersection of the kernels of the classical screening operators $\overline{S}_{\alpha_i} : \pi_0 \to \pi_\alpha$, corresponding to the simple roots of $\mathfrak{g}$:

$$W := \bigcap_{i \in I} \ker \overline{S}_{\alpha_i} \subset \pi_0. $$

By Corollary 8 and Lemma 14 we have the following.

**Proposition 17.** (i) $W^\epsilon$ is a vertex subalgebra of $\pi_0^\epsilon$.

(ii) $W$ is a vertex Poisson subalgebra of $\pi_0$.

6.2. Conformal algebra structure on $\pi_0$ and $W$

As in §2.6 we have a conformal vector $\omega_\xi \in \pi_0^\epsilon$ associated to each element $\xi$ of $\mathfrak{h}[\epsilon]$. We can consider in particular setting $\xi = -\hat{\rho} + \epsilon \rho$. Let us write $\omega$ for the resulting conformal vector:
\( \omega := \frac{1}{\epsilon} \left( \frac{1}{2} b^j_{-1} b_{j,-1} |0\rangle - \hat{\rho}_{-2} + \epsilon \rho_{-2} \right) |0\rangle. \)

**Lemma 18.** \( \omega \in W^\epsilon. \)

**Proof.** We must show that \( \omega \in \ker S_{\alpha_i} \) for each simple root \( \alpha_i \). According to Lemma 10 we are to evaluate

\[-1 + \kappa(\alpha_i|\hat{\rho} - \epsilon \rho) + \frac{\epsilon}{2} \kappa(\alpha_i|\alpha_i).\]

This indeed vanishes, because \( \kappa(\alpha_i|\hat{\rho}) = \langle \hat{\rho}, \alpha_i \rangle = 1 \) and, in view of (40)

\[1 = \langle \hat{\alpha}_i, \rho \rangle = \frac{2}{\kappa(\alpha_i|\alpha_i)} \kappa(\rho|\alpha_i) \Rightarrow \kappa(\alpha_i|\rho) = \frac{\kappa(\alpha_i|\alpha_i)}{2}.\]

Define the classical conformal vector \( \varpi \in \pi_0 \) as in §3.2,

\[\varpi = \lim_{\epsilon \to 0} \epsilon \omega = \left( \frac{1}{2} b^i_{-1} b_{i,-1} - \hat{\rho}_{-2} \right) |0\rangle \in \pi_0.\]

**Corollary 19.** \( \varpi \in W. \)

**Proof.** We must show that \( \varpi \in \ker S_{\alpha_i} \) for each simple root \( \alpha_i \). But in view of Lemma 13, it is enough to check that \( \epsilon \omega \in \ker S_{\alpha_i} \), as we just did. \( \square \)

Recall §3.2. We have established the following.

**Proposition 20.** The vertex Poisson algebra \( W \subset \pi_0 \) is a conformal algebra with central charge

\[\bar{c} = \kappa(\hat{\rho}|\hat{\rho}),\]

and is therefore quasi-conformal as a commutative vertex algebra, with the action of \( \text{Der} O \) given by the modes \( \mathcal{L}_n, n \geq -1 \), of the vector \( \varpi. \)

This proposition actually holds as stated regardless of whether \( g \) is of finite or affine type. However, in our setting with \( g \) of affine type we have

\[\bar{c} = \kappa(\hat{\rho}|\hat{\rho}) = 0,\]

as in (35). (In finite types \( \bar{c} = \kappa(\hat{\rho}|\hat{\rho}) \neq 0. \) This is one important distinction between finite and affine types. There is another, to which we turn now.

### 6.3. Affine connection component \( \delta_{-1}|0> \)

Consider the subspace of \( \pi_0^\epsilon \), or of its classical limit \( \pi_0 \), of grade +1. It is isomorphic to \( h \) as a vector space, and is spanned by the states \( a_{-1}|0> \) with \( a \in h \).

**Lemma 21.** The subspace of \( W^\epsilon \) of grade +1 has dimension one, and is spanned by the state \( \delta_{-1}|0>. \)

**Proof.** In \( \pi_0^\epsilon \) we have \( S_\lambda a_{-1}|0> = -\epsilon \kappa(\lambda|a)|0> \) for all \( a, \lambda \in h. \) (Compare §2.9.) Thus \( a_{-1}|0> \in W^\epsilon \) if and only if \( \kappa(\alpha_i|a) = 0 \) for every simple root of \( g. \) Hence \( a \) is proportional to \( \delta. \) \( \square \)
By Lemma 13, we have the classical corollary.

**Corollary 22.** The subspace of \( W \) of grade +1 has dimension one, and is spanned by the state \( \delta_{-1}|0> \).

**Remark 23.** (i) In finite types, the subspace of \( W \) of grade +1 has dimension zero.

(ii) In finite types, \( W \) is the usual classical \( W \)-algebra associated to \( \mathfrak{g} \). It is generated, as a differential algebra, by \( \text{rank}(\mathfrak{g}) \) states \( S_1, S_2, \ldots, S_{\text{rank}\mathfrak{g}} \), the first of which is \( S_1 = \varpi \) [17].

(iii) In affine types, by contrast, \( W \) is generated as a differential algebra by the states \( \delta_{-1}|0> \) and \( \varpi \) only, irrespective of the rank of \( \mathfrak{g} \). This will follow from an identification of the differential algebra \( \pi_0 \) with the space of \( \mathfrak{g} \)-Miura opers on the disc. (See Proposition 65 and Theorem 69 below.)

### 6.4. Canonical translation operator \( T^{(\text{aff})} \)

Let \( T^{(\text{aff})} \) be the endomorphism of \( \pi_\lambda \) (for any \( \lambda \in \mathfrak{h} \)) given by

\[
T^{(\text{aff})} := \sum_{m=0}^{\infty} \frac{(-1)^m}{(h)^m m!} \sum_{n_1 \ldots n_m \geq 1} \frac{1}{n_1 \ldots n_m} \delta_{-n_1} \ldots \delta_{-n_m} L_{n_1 + \ldots + n_m - 1} \tag{42}
\]

\[
= L_{-1} - \frac{\delta_{-1}}{h} L_0 + \left( \frac{1}{2} \frac{\delta_{-1}}{h} - \frac{\delta_{-2}}{2h} \right) L_1 + \ldots
\]

**Remark 24.** Recall the formula (18) for the intertwining operator \( V_\lambda(x) \), \( \lambda \in \mathfrak{h} \) and the shift operator \( T_\lambda \). Define \( L^{(\geq-1)}(x) = \sum_{n \geq -1} L_n x^{-n-2} \). On inspecting the expression above for \( T^{(\text{aff})} \), one sees that

\[
T_{-\delta/h} \circ T^{(\text{aff})} = \text{res}_x V_{-\delta/h}(x) L^{(\geq-1)}(x)
\]

as an equality of linear maps \( \pi_0 \to \pi_{-\delta/h} \).

**Lemma 25.** We have \( v^{L_0 T^{(\text{aff})}} v^{-L_0} = v^{T^{(\text{aff})}} \) for any \( v \in \mathbb{C}^\times \), while for all \( j \geq 1 \),

\[
[L_j, T^{(\text{aff})}] = 0
\]

as an equality of endomorphisms of \( \pi_\lambda \), for any \( \lambda \) such that \( \kappa(\delta|\lambda) = 0 \).

**Proof.** That \( v^{L_0 T^{(\text{aff})}} v^{-L_0} = v^{-1} T^{(\text{aff})} \) is clear. Consider \( [L_j, T^{(\text{aff})}] \). We have the commutation relations (cf. Section 29)

\[
[L_j, L_n] = (j - n) L_{j+n}, \quad [L_j, \delta_p] = -p \delta_{j+p, \delta(j+1)\delta_{j+p,0} h}
\]

for all \( j \geq 1, n \geq -1, p \in \mathbb{Z} \). (Recall that \( \kappa(-\rho|\delta) = -\rho(\delta) = -h \). Thus for all \( m \geq 1 \),

\[
[L_j, \sum_{n_1 \ldots n_m \geq 1} \frac{1}{n_1 \ldots n_m} \delta_{-n_1} \ldots \delta_{-n_m} L_{n_1 + \ldots + n_m - 1}] \tag{43}
\]

\[
= mh(j + 1) \sum_{n_1 \ldots n_{m-1} \geq 1} \frac{1}{n_1 \ldots n_{m-1}} \delta_{-n_1} \ldots \delta_{-n_{m-1}} L_{n_1 + \ldots + n_{m-1} + j - 1}
\]
\[
+ \sum_{p=1}^{m} \sum_{n_1, \ldots, n_m \geq 1} \frac{n_p}{n_1 \ldots n_m} \delta_{-n_1} \ldots \delta_{-n_p} \ldots \delta_{-n_m} L_{n_1 + \cdots + n_{m-1}} \\
- \sum_{n_1, \ldots, n_m \geq 1} \frac{(n_1 + \cdots + n_m - 1 - j)}{n_1 \ldots n_m} \delta_{-n_1} \ldots \delta_{-n_m} L_{n_1 + \cdots + n_{m+j-1}}.
\]

In the penultimate line here, \(\delta_{-n_p} + j\) acts as zero on \(\pi_\lambda\) unless \(-n_p + j < 0\) (as does \(a_{-n_p} + j\) for any \(a \in h\) such that \(\kappa(a|\lambda) = 0\); here we use the assumption that \(\kappa(\delta|\lambda) = 0\)). So we can drop the first several terms in the sum on \(n_p\) and relabel:

\[
\sum_{n_1, \ldots, n_m \geq 1} \frac{n_p}{n_1 \ldots n_m} \delta_{-n_1} \ldots \delta_{-n_p} \ldots \delta_{-n_m} L_{n_1 + \cdots + n_{m-1}} \\
= \sum_{n_1, \ldots, n_m \geq 1} \frac{n_p}{n_1 \ldots n_m} \delta_{-n_1} \ldots \delta_{-n_m} L_{n_1 + \cdots + n_{m+j-1}}.
\]

(The coefficient \(\sim n_p/n_p\) is independent of \(n_p\)). Therefore the final two lines in (43) above actually give

\[
\sum_{n_1, \ldots, n_m \geq 1} \frac{n_1 + \cdots + n_m}{n_1 \ldots n_m} \delta_{-n_1} \ldots \delta_{-n_m} L_{n_1 + \cdots + n_{m+j-1}} \\
- \sum_{n_1, \ldots, n_m \geq 1} \frac{(n_1 + \cdots + n_m - 1 - j)}{n_1 \ldots n_m} \delta_{-n_1} \ldots \delta_{-n_m} L_{n_1 + \cdots + n_{m+j-1}} \\
= (j + 1) \sum_{n_1, \ldots, n_m \geq 1} \frac{1}{n_1 \ldots n_m} \delta_{-n_1} \ldots \delta_{-n_m} L_{n_1 + \cdots + n_{m+j-1}}.
\]

Comparing this with the first line in (43), one sees that the sum on \(m\) in \([L_j, T^{\text{aff}}]\) telescopes, and we have \([L_j, T^{\text{aff}}]\) = 0 as required. \(\square\)

\(\text{Aut} O\) has a subgroup consisting of the rescalings, generated by \(L_0\). Let \(Cdt\) be the one-dimensional representation of \(\text{Aut} O\) spanned by a vector \(dt\) obeying

\[
v^{L_0}dt = v^{-1}dt, \quad v \in \mathbb{C}^\times \quad \text{and} \quad L_j dt = 0 \quad \text{for all} \quad j \geq 1.
\]

Let \(0 < | \in \pi_0^0\) be the linear map \(\pi_0 \rightarrow \mathbb{C}\) which yields 1 on \(|0\rangle\) and pairs as zero with all states of non-zero depth.

Define

\[
H := \bigoplus_{i \in I} S_{\alpha_i}.
\]
Theorem 26. We have the following $\text{Aut } \mathcal{O}$-equivariant double complex:

\[
\begin{array}{c}
\begin{array}{c}
\pi_0 \otimes \mathbb{C}dt \\
\downarrow T^{(\text{aff})}dt \\
\pi_0 \\
\downarrow \mathbb{C}[0]
\end{array}
\end{array}
\xrightarrow{\begin{array}{c}
\oplus_{i \in I} \pi_{\alpha_i} \otimes \mathbb{C}dt \\
\downarrow -T^{(\text{aff})}dt \\
\oplus_{i \in I} \pi_{\alpha_i}
\end{array}}
\begin{array}{c}
\downarrow H \\
\mathbb{C}dt \\
\downarrow \text{id}
\end{array}
\]

Proof. Firstly, let us establish that the horizontal maps are $\text{Aut } \mathcal{O}$-equivariant. By Lemma 15, the map $\pi_0 \to \pi_{\alpha_i}$ commutes with the Lie algebra action of the non-negative modes of $\omega \in \pi_0$. That is, it commutes with the action of $\text{Der } \mathcal{O}$. Recall from §4.2 the definition of this action of $\text{Der } \mathcal{O}$ on the modules $\pi_{\lambda}$. In the present case, in which $\xi = -\tilde{\rho}$, we have, for any $\alpha$ in the root lattice,

\[
L_0. |\alpha\rangle = (\tilde{\rho}, \alpha) |\alpha\rangle \in \mathbb{Z} |\alpha\rangle ,
\]

and thus $L_0$ acts semisimply on $\pi_{\alpha}$ with integer eigenvalues. That means that the action of $\text{Der}_0 \mathcal{O}$ on $\pi_{\alpha}$ can be exponentiated up to give an action of $\text{Aut } \mathcal{O}$, just as can the action on $\pi_0$. So the horizontal maps are indeed $\text{Aut } \mathcal{O}$-equivariant.

By inspection, the image of each vertical map is contained in the kernel of the next, so we have a complex in the vertical direction.

$H$ commutes with $T^{(\text{aff})}$ by Lemma 15 (in view of Corollary 19, Corollary 22 and the definition of $T^{(\text{aff})}$). So $H(-T^{(\text{aff})}) + T^{(\text{aff})}H = 0$, making the diagram into a double complex. Lemma 25 together with the definition of $d\text{t}$ ensures that the vertical maps are $\text{Aut } \mathcal{O}$-equivariant. □

6.5. Canonical modes

It is a standard observation that the negative modes $a_{-n}$, $n > 1$, of any $a \in \mathfrak{h}$ can be obtained by repeated application of the translation operator $T = L_{-1}$ on $a_{-1}$:

\[
a_{-2} = [T, a_{-1}], \quad a_{-3} = \frac{1}{2} [T, [T, a_{-1}]], \ldots ,
\]

and in general

\[
\sum_{n<0} a_n x^{-n-1} = \exp(x\text{ad}T) a_{-1}.
\]

We now have a modified translation operator, $T^{(\text{aff})}$, which commutes with the action of $\text{Der}_+ \mathcal{O}$, that is, with the generators $L_j$, $j \geq 1$, as in Lemma 25. We can use it to define a notion of negative modes of states which shares this property. Define the formal power series

\[
\sum_{n<0} a_n[n] x^{-n-1} = \exp(x\text{ad}T^{(\text{aff})}) a_{-1}.
\]

Lemma 27. For all $j \geq 1$ and all $n > 0$,

\[
[L_j, a_{[-n]}] = 0
\]

as endomorphisms of $\pi_{\lambda}$, for any $a \in \mathfrak{h}$ and $\lambda \in \mathfrak{h}$ such that $\kappa(\lambda | a) = 0$. 
Proof. For all \( j \geq 1 \), \([L_j, a_{-1}] = a_{-1+j}\) acts as zero on \( \pi_\lambda \) (using the assumption that \( \kappa(\lambda|a) = 0 \), when \( j = 1 \)). The result follows using Lemma 25.

**Remark 28.** It follows that for all \( i_1, \ldots, i_m \in I \) and \( n_1, \ldots, n_m \in \mathbb{Z}_{>0} \), the state

\[
\begin{aligned}
b_{i_1,-n_1} \cdots b_{i_m,-n_m}|0\rangle \in \pi_0
\end{aligned}
\]

is a conformal primary of conformal weight \( n_1 + \cdots + n_m \), that is, it is in the kernel of \( L_j \) for all \( j \geq 1 \) and an eigenstate of \( L_0 \) with eigenvalue \( n_1 + \cdots + n_m \).

**Lemma 29.** \( T(\text{aff})|0\rangle = 0 \), and thus \( \delta_{|n|} = 0 \) for all \( n \geq 2 \).

**Proof.** We have

\[
\begin{aligned}
T(\text{aff})|0\rangle &= \left( L_{-1} - \frac{1}{h} \delta_{-1} L_0 - \frac{1}{h} \delta_{-2} L_1 + \frac{1}{2h^2} \frac{\delta_{-1} \delta_{-1}}{1} L_1 \right) \delta_{-1}|0\rangle \\
&= \left( \delta_{-2} - \frac{1}{h} \delta_{-1} \delta_{-1} - \frac{1}{h} \delta_{-2} 2h + \frac{1}{2h^2} \frac{\delta_{-1} \delta_{-1}}{1} 2h \right) |0\rangle = 0.
\end{aligned}
\]

**Lemma 30.** If \( v \in \pi_0 \) is a conformal primary of conformal weight \( \Delta \in \mathbb{C} \), then

\[
T(\text{aff})v = L_{-1} v - \frac{\Delta}{h} \delta_{-1} v.
\]

6.6. Subquotients of \( \mathfrak{h} \) and \( \pi_0 \)

Recall that, for us, after identifying \( \mathfrak{h} \cong \mathfrak{h}^* \) as in Section 5.4,

\[
\mathfrak{h} = \mathbb{C}\rho \oplus \bigoplus_{i \in I} \mathbb{C}\alpha_i.
\]

Let \( \mathfrak{h}^{(\text{no der})} \subset \mathfrak{h} \) denote the subspace spanned by the simple roots, and \( \mathfrak{h}^{(\text{fin})} \) the quotient of \( \mathfrak{h}^{(\text{no der})} \) by the span of \( \delta \):

\[
\mathfrak{h}^{(\text{no der})} := \bigoplus_{i \in I} \mathbb{C}\alpha_i \quad \mathfrak{h}^{(\text{fin})} := \mathfrak{h}^{(\text{no der})}/\mathbb{C}\delta.
\]

Recall that \( \pi_0 \) is the vacuum Verma module over the loop algebra \( \mathfrak{h}((t)) \) of \( \mathfrak{h} \) (and it arose as the \( \epsilon \to 0 \) limit of the vacuum Verma modules \( \pi_0^\epsilon \) over the centrally extended loop algebras \( \hat{\mathfrak{h}}^\epsilon \)). As a vector space

\[
\pi_0 = \mathbb{C}[\rho_n]_{n<0} \otimes \mathbb{C}[\alpha_{i,n}]_{i \in I, n<0}|0\rangle.
\]

Define the subspace \( \pi_0^{(\text{no der})} \) and its quotient \( \pi_0^{(\text{fin})} \) as follows:

\[
\pi_0^{(\text{no der})} := \mathbb{C}[\alpha_{i,n}]_{i \in I, n<0}|0\rangle \quad \pi_0^{(\text{fin})} := \pi_0^{(\text{no der})}/\bigoplus_{n<0} \delta_n \pi_0^{(\text{no der})} \pi_0.
\]

These are, respectively, the vacuum Verma modules over the loop algebras \( \mathfrak{h}^{(\text{no der})}((t)) \) and \( \mathfrak{h}^{(\text{fin})}((t)) \).

6.7. The action of \( \mathfrak{n}_+ \) on \( \pi_0^{(\text{no der})} \) and \( \pi_0^{(\text{fin})} \)

The classical screenings obey the Serre relations of \( \mathfrak{g} \), in the following sense. (Recall the shift operator \( T_\lambda \) from (18).)
LEMMA 31. The map

\[ e_i \mapsto Q_i := -\varepsilon_i^{-1} T_{-\alpha_i} \nabla_{\alpha_i}, \quad i \in I, \]

defines an action of the Lie algebra \( \mathfrak{n}_+ \) on \( \pi_0 \).

Proof. These differential operators \( Q_i \) are given by

\[
Q_i = -\sum_{m \leq 0} \varepsilon_i^{-1} V_{\alpha_i}[m] \kappa(\alpha_i | b_k) \frac{\partial}{\partial b_{k-1+m}}
\]

\[ = -\sum_{m \leq 0} V_{\alpha_i}[m] \langle \hat{\alpha}_i, b_k \rangle \frac{\partial}{\partial b_{k-1+m}} \]

\[ = -\sum_{m \leq 0} V_{\alpha_i}[m] \frac{\partial}{\partial \rho_{-1+m}} - \sum_{j \in I \cap m \leq 0} V_{\alpha_i}[m] \langle \hat{\alpha}_i, \alpha_j \rangle \frac{\partial}{\partial \alpha_{j-1+m}}, \quad (46) \]

where, for convenience, we go to the basis \( \{ b_k \}_{k=1}^{\dim \mathfrak{h}} = \{ \rho, \delta \} \cup \{ \alpha_i \}_{i \in I} \) of \( \mathfrak{h} \). (The \( \partial/\partial \rho_{-1+m}, m \leq 0 \), do not appear in this differential operator, since \( \langle \hat{\alpha}_i, \delta \rangle = 0 \); we also used the fact that \( \langle \hat{\alpha}_i, \rho \rangle = 1 \.) Notice that the coefficients, \( V_{\alpha_i}[m] \), are polynomials in the modes \( \alpha_i, \rho \), \( j \geq 1 \), only, and do not contain factors \( \rho_{-j} \). Therefore the derivatives \( \partial/\partial \rho_{-1+m}, m \leq 0 \) in \( (46) \) never contribute in commutators \( [Q_i, Q_j] \). It is enough to consider the differential operators

\[
-\sum_{j \in I \cap m \leq 0} \sum_{m \leq 0} V_{\alpha_i}[m] \langle \hat{\alpha}_i, \alpha_j \rangle \frac{\partial}{\partial \alpha_{j-1+m}}. \quad (47)
\]

The proof is then as in Proposition (2.2.8) of [17] which — cf. Remark (2.2.9) therein — applies for any symmetrizable Kac–Moody algebra. \( \square \)

Thus, \( \pi_0 \) is a module over \( \mathfrak{n}_+ \). From the argument above we see also that the subspace \( (\mathfrak{n}) \pi_0 \) of \( (\mathfrak{h}) \pi_0 \) is a submodule for the action of \( \mathfrak{n}_+ \), and the generator \( e_i \) acts on \( (\mathfrak{n}) \pi_0 \) by the differential operator in \( (47) \). Since \( \langle \hat{\alpha}_i, \delta \rangle = 0 \) for all \( i \in I \), this action of \( \mathfrak{n}_+ \) on \( (\mathfrak{n}) \pi_0 \) in turn descends to a well-defined action on the quotient \( (\mathfrak{fin}) \pi_0 \). Let us write \( (\mathfrak{fin}) Q_i \) for the differential operator realizing \( e_i \) on \( (\mathfrak{fin}) \pi_0 \). It is given by the same formula, \( (47) \), but with \( \alpha_i \in (\mathfrak{n}) \mathfrak{h} \) replaced by the equivalence class

\[ [\alpha_i] := \alpha_i + C\delta \in (\mathfrak{fin}) \mathfrak{h}. \]

Now, these screening operators \( (\mathfrak{fin}) Q_i \) were studied in [17]. We can ‘lift’ results from that setting to ours in the following fashion.

6.8. The subspace \( (\mathfrak{aff}) \pi_0 \)

Let us set

\[ \tilde{\alpha}_i := \alpha_i - \frac{\delta}{h} \quad i \in I. \quad (48) \]

Let \( (\mathfrak{aff}) \mathfrak{h} \subset (\mathfrak{n}) \mathfrak{h} \) denote their span inside \( (\mathfrak{n}) \mathfrak{h} \). Define a vector subspace \( (\mathfrak{aff}) \pi_0 \subset (\mathfrak{n}) \pi_0 \subset \pi_0 \) by

\[ (\mathfrak{aff}) \pi_0 := \mathbb{C}[\tilde{\alpha}_i, [n]]_{i \in I \setminus \{0\}, n < 0}[0]. \]

Let us stress that the modes \( [n] \) here are those defined in Section 6.5.

In the remainder of this subsection, we shall prove the following key result.
Theorem 32. The action of \( n_+ \) stabilizes the subspace \((\text{aff})\pi_0 \subset \pi_0\). Furthermore, as \( n_+ \)-modules, \((\text{aff})\pi_0 \) and \((\text{fin})\pi_0 \) are isomorphic:

\[
(\text{aff})\pi_0 \cong_{n_+} (\text{fin})\pi_0.
\]

Proof. Firstly, observe that the canonical map \((\text{aff})\pi_0 \to (\text{fin})\pi_0 \) is actually a vector-space isomorphism, because the \( \tilde{\alpha}_i \) are chosen to obey the linear relation

\[
\sum_{i \in I} \tilde{\alpha}_i \alpha_i = \sum_{i \in I} \tilde{\alpha}_i \alpha_i - \frac{1}{h} \sum_{i \in I} \tilde{\alpha}_i \delta = \delta - \delta = 0.
\]

So we have a vector-space isomorphism

\[
(\text{fin})\pi_0 \cong_{\mathcal{C}} (\text{aff})\pi_0.
\]

One can think that this isomorphism takes monomials in \((\text{fin})\pi_0 \) and ‘decorates’ them with appropriate terms involving negative modes of \( \delta \). For example

\[
[\alpha_i, [-2][\alpha_j, [-1][0]] = \left( \alpha_i, [-2] - \frac{1}{h} \delta_{[-2]} \right) \left( \alpha_j, [-1] - \frac{1}{h} \delta_{[-1]} \right) [0] = \alpha_i, [-2] \left( \alpha_j, -1 - \frac{1}{h} \delta_{-1} \alpha_i, -1 \right) \left( \alpha_j, -1 - \frac{1}{h} \delta_{-1} \right) [0].
\]

Lemma 33. For each \( i \in I \),

\[
[T^{(\text{aff})}, Q_i] = -\tilde{\alpha}_i, -1 Q_i
\]

and (hence)

\[
[L_{-1}, (\text{fin})Q_i] = -[\alpha_i, -1 (\text{fin})Q_i],
\]

as endomorphisms of \((\text{aff})\pi_0 \) and \((\text{fin})\pi_0 \), respectively.

Proof. From the definition, \((42)\), of \( T^{(\text{aff})} \), together with Corollary 19, Corollary 22 and Lemma 15, we have the commutativity of the diagram

\[
\begin{array}{ccc}
\pi_0 & \xrightarrow{\mathcal{F}_{\alpha_i}} & \pi_{\alpha_i} \\
\downarrow & & \downarrow \\
T^{(\text{aff})} & \xrightarrow{T^{(\text{aff})}_{\alpha_i}} & T^{(\text{aff})}_{\alpha_i}
\end{array}
\]

(We used this already in Theorem 26.) Now by definition, \( Q_i = -\varepsilon_i^{-1} T_{-\alpha_i} \mathcal{F}_{\alpha_i} \), so we need also to consider the commutator of \( T^{(\text{aff})} \) with the shift operator \( T_{\alpha_i} \). On taking the classical limit of \((13)\), one has

\[
L_0|\alpha_i \rangle = \kappa(\hat{\rho})|\alpha_i \rangle|\alpha_i \rangle = \langle \hat{\rho}, \alpha_i |\alpha_i \rangle = 1|\alpha_i \rangle.
\]

In this way we see that \([L_0, T_{\alpha_i}] = T_{\alpha_i} \). It is clear that \([L_j, T_{\alpha_i}] = 0 \) for all \( j > 0 \). By definition \([\delta_{-m}, T_{\alpha_i}] = 0 \) for all \( m > 0 \). Hence, using \((15)\), we have that

\[
[T^{(\text{aff})}, T_{\alpha_i}] = [L_{-1} - \frac{1}{h} \delta_{-1} L_0, T_{\alpha_i}] = \left( \alpha_i - \frac{1}{h} \delta_{-1} \right) T_{\alpha_i} = \tilde{\alpha}_i T_{\alpha_i}.
\]

Thus \([T^{(\text{aff})}, Q_i] = -\tilde{\alpha}_i Q_i \), as claimed. The statement that \([L_{-1}, (\text{fin})Q_i] = -[\alpha_i, -1 (\text{fin})Q_i] \) follows (or can be checked directly in a similar fashion). \( \square \)
PROPOSITION 34. The screening operators $Q_i, i \in I$, stabilize the subspace $(\text{aff})\pi_0$. Moreover the following diagram commutes for each $i \in I$:

\[
\begin{array}{ccc}
(\text{aff})\pi_0 & \overset{Q_i}{\sim} & (\text{fin})\pi_0 \\
\uparrow & & \uparrow \\
(\text{aff})\pi_0 & \overset{(\text{fin})Q_i}{\sim} & (\text{fin})\pi_0 \\
\end{array}
\]

Proof. $Q_i$ acts a derivation, so to show that it stabilizes $(\text{aff})\pi_0$, it is enough to show that it sends any mode $\tilde{\alpha}_{j,[-1-n]}$, $j \in I \setminus \{0\}$, $n \geq 0$, to some element of $\mathbb{C}[\tilde{\alpha}_{k,[m]}]_{k \in I \setminus \{0\}, m < 0}$. That follows by an induction on $n$, making use of Lemma 33. Explicitly, we have

\[
[Q_i, \tilde{\alpha}_{j,[-1-n]}] = [Q_i, \tilde{\alpha}_{j,-1}] = V_{\alpha_i}[0]\langle \tilde{\alpha}_i, \tilde{\alpha}_{j,-1}\rangle 1 = \langle \tilde{\alpha}_i, \tilde{\alpha}_{j,-1}\rangle 1. \tag{51}
\]

and then for the inductive step

\[
[Q_i, \tilde{\alpha}_{j,[-1-n]}] = \frac{1}{n}[Q_i, [T(\text{aff}), \tilde{\alpha}_{j,[-n]}]] = \frac{1}{n}[\left\{Q_i, T(\text{aff})\right\}, \tilde{\alpha}_{j,[-n]}] + \frac{1}{n}[T(\text{aff}), [Q_i, \tilde{\alpha}_{j,[-n]}]]
\]

\[
= -\frac{1}{n}\tilde{\alpha}_{i,-1}[Q_i, \tilde{\alpha}_{j,[-n]}] + \frac{1}{n}[T(\text{aff}), [Q_i, \tilde{\alpha}_{j,[-n]}]]
\]

This induction amounts to giving a recursive definition of $Q_i$ on $\tilde{\alpha}_{j,[-1-n]}$. One sees that there a recursive definition of $(\text{fin})Q_i$ on $[\alpha_j]_{-1-n}$ with exactly the same structure, with $T(\text{aff})$ replaced by $L_{-1}$ and $\tilde{\alpha}_i$ by $[\alpha_i]$. It follows that the diagram given in the statement of the proposition indeed commutes. \hfill $\square$

This completes the proof of Theorem 32.

6.9. Structure of $(\text{aff})\pi_0$ and integrals of motion

The following result about the structure of $(\text{fin})\pi_0$ as an $n_+$ module was established in [17]. By Theorem 32 it applies also to $(\text{aff})\pi_0$.

THEOREM 35 [17].

(i) As an $n_+$-module, $(\text{fin})\pi_0$ is isomorphic to the module coinduced from the trivial one-dimensional module over $U(a_+)$:

\[
(\text{fin})\pi_0 \cong \text{Hom}_{\text{aff}}^{\text{fin}}(U(n_+), \mathbb{C}).
\]

(ii) Consequently (by Shapiro’s lemma) the cohomologies of the Lie algebra $n_+$ with coefficients in $(\text{fin})\pi_0$ are given by exterior powers of $a_+^*$:

\[
H^\bullet(n_+, (\text{fin})\pi_0) \cong H^\bullet(a_+, \mathbb{C}) \cong \wedge^\bullet(a_+^*).
\]

The first of these cohomologies, $H^1(n_+, (\text{fin})\pi_0) \cong H^1(n_+, (\text{aff})\pi_0)$ plays a vital role in theorem 37 below. To state the theorem, we first note the following analogue of theorem 26 for the subspace $(\text{aff})\pi_0$. Here we define $(\text{aff})\pi_\lambda \subset (\text{aff})\pi_\lambda$ for any $\lambda \in \mathfrak{h}$:

\[
(\text{aff})\pi_\lambda := \mathbb{C}[\tilde{\alpha}_{i,[m]}]_{i \in I \setminus \{0\}, m < 0 \mid \lambda}\).
\]
Corollary 36. We have the following Aut $\mathcal{O}$-equivariant double complex:

\[
\begin{array}{c}
\begin{array}{c}
\mathbb{C}dt \\
(\mathfrak{a}f)\pi_0 \otimes \mathbb{C}dt
\end{array}
\xrightarrow{\langle 0 \rangle \otimes \text{id}}
\begin{array}{c}
\bigoplus_{i \in I} (\mathfrak{a}f)\pi_{\alpha_i} \otimes \mathbb{C}dt
\end{array}
\xrightarrow{H \otimes \text{id}}
\begin{array}{c}
\mathbb{C}dt
\end{array}
\end{array}
\]

Proof. Given Theorem 26 and Theorem 32, what has to be checked is that the subspace $(\mathfrak{a}f)\pi_0$ is stabilized by the actions of Aut $\mathcal{O}$ and $T^{(\mathfrak{a}f)}$. But this is immediate from, respectively, Lemma 27 and the definition, (44), of the modes $\lfloor n \rfloor$. □

Let $(\mathfrak{a}f)\mathcal{F}_0$ denote the quotient of the kernel of $< 0 | \otimes \text{id}$ in $(\mathfrak{a}f)\pi_0 \otimes \mathbb{C}dt$ by the image of $T^{(\mathfrak{a}f)}$. We get the quotient linear map

\[
H : (\mathfrak{a}f)\mathcal{F}_0 \to \bigoplus_{i \in I} (\mathfrak{a}f)\mathcal{F}_{\alpha_i}.
\]

Define $(\mathfrak{a}f)\mathcal{I}$ to be the kernel of this map,

\[
(\mathfrak{a}f)\mathcal{I} := \ker H \subset (\mathfrak{a}f)\mathcal{F}_0.
\]

By construction, $(\mathfrak{a}f)\mathcal{F}_0$ admits an action of Aut $\mathcal{O}$, and $(\mathfrak{a}f)\mathcal{I}$ is an Aut $\mathcal{O}$-submodule.

The diagram in Corollary 36 respects the $\mathbb{Z}$-gradations (that is, the eigenspaces of $L_0$). So we get $\mathbb{Z}$-gradations on $(\mathfrak{a}f)\mathcal{F}_0$ and $(\mathfrak{a}f)\mathcal{I}$. Note that $dt$ has grade $-1$ by definition.

Theorem 37. We have the following isomorphisms of $\mathbb{Z}$-graded vector spaces:

\[
(\mathfrak{a}f)\mathcal{I} \cong_{\mathbb{C}} H^1(\mathfrak{n}_+, (\mathfrak{a}f)\pi_0) \cong_{\mathbb{C}} \mathfrak{a}_+^*.
\]

Proof. The second isomorphism is a special case of Theorem 35(ii). Given Theorem 32 and Proposition 34, the proof of the first isomorphism is the same as in the paper [17]. □

It is helpful to restate the theorem in more concrete language.

Theorem 37. For each exponent $j \in E$ there exists a non-zero conformal primary state of conformal weight $j + 1$,

\[
v_j \in (\mathfrak{a}f)\pi_0 \subset \pi_0,
\]

such that $(\mathfrak{a}f)\mathcal{I}$ is the span of the classes $[v_j \otimes \mathbb{C}dt]$:

\[
(\mathfrak{a}f)\mathcal{I} = \bigoplus_{j \in E} \mathbb{C}[v_j \otimes \mathbb{C}dt].
\]

(Each $v_j$ is, of course, unique only up to the addition of the canonical translate $T^{(\mathfrak{a}f)}f_j$ of any state $f_j \in (\mathfrak{a}f)\pi_0$ of grade $j$.)

We have the obvious analogues $\mathcal{F}_0$, $\mathcal{H}$ and $\mathcal{I}$ for $\pi_0$. In view of Corollary 36 we have $(\mathfrak{a}f)\mathcal{F}_0 \subset \mathcal{F}_0$ and $(\mathfrak{a}f)\mathcal{I} \subset \mathcal{I}$. 

7. Coinvariants on the Riemann sphere

So far all the objects we considered were associated with the algebra of functions $\mathcal{O} = \mathbb{C}[[t]]$ on the disc. Now we want to think that they are local objects, attached to a point of the Riemann sphere. Then we shall define global objects on the Riemann sphere, namely certain spaces of coinvariants/conformal blocks.

In order to separate concerns, in this section we return to the setting of Section 2 in which $\mathfrak{h}$ was a just a finite-dimensional vector space equipped with a non-degenerate symmetric bilinear form. Later, in Section 8, we reintroduce the extra structure coming from the Cartan matrix.

7.1. Germs of functions

Let $\mathbb{P}^1$ denote a copy of the Riemann sphere. Given a point $p \in \mathbb{P}^1$, recall that a germ of a holomorphic function at $p$ is just a holomorphic function on some (sufficiently small) open neighbourhood of $p$, with two germs considered equal if they are equal on some (sufficiently small) open neighbourhood of $p$. We shall write:

- $\mathcal{O}_p$ — the local ring of germs of holomorphic functions at $p$,
- $\mathfrak{m}_p$ — the maximal ideal in $\mathcal{O}_p$, that is, germs of holomorphic functions vanishing at $p$,
- $\mathcal{K}_p$ — the field of germs of meromorphic functions at $p$, that is, the field of fractions of $\mathcal{O}_p$.

For any open subset $U \subset \mathbb{P}^1$, we shall write $\mathcal{K}(U)$ for the field of meromorphic functions on $U$ and $\mathcal{O}(U)$ for the ring of holomorphic functions on $U$. Recall that $U \mapsto \mathcal{K}(U)$ is a sheaf, whose stalk at $p$ is $\mathcal{K}_p$, and likewise for $\mathcal{O}$.

7.2. Local copies $\pi^\epsilon_{0,p}$

Roughly speaking, our goal is now to attach copies of the vacuum Verma module $\pi^\epsilon_{0}$ of Section 2.2 to points in $\mathbb{P}^1$. There is one very natural way of doing so. It will turn out to have a limitation for our purposes, but it is nonetheless instructive to consider it first.

Let $\mathfrak{h}$ and $\kappa(\cdot|\cdot)$ be as in §2.1. Associated to a point $p \in \mathbb{P}^1$, we have the loop algebra $\mathfrak{h} \otimes \mathcal{K}_p$. The centrally extended loop algebra $\hat{\mathfrak{h}}_p$ is by definition the vector space

$$\hat{\mathfrak{h}}_p := \mathfrak{h} \otimes \mathcal{K}_p \oplus \mathbb{C}1_p,$$

where $1_p$ is central, equipped with the Lie bracket given by

$$[a \otimes f, b \otimes g] = [a, b] \otimes fg + \epsilon 1_p \kappa(a|b) \text{res}_{p} fg,$$

for $a, b \in \mathfrak{h}$, $f, g \in \mathcal{K}_p$. For any $\lambda \in \mathfrak{h}$, we can define the $\hat{\mathfrak{h}}_p$-module

$$\pi^\epsilon_{\lambda,p} := U(\hat{\mathfrak{h}}^r) \otimes U(\mathfrak{h}[[t]] \oplus \mathbb{C}1) \mathbb{C}|\lambda>$$

induced from the one-dimensional $(\mathfrak{h} \otimes \mathcal{O}_p \oplus \mathbb{C}1)$-module $\mathbb{C}|\lambda>$ spanned by a vector $|\lambda>$ obeying

$$\langle a \otimes 1 | \lambda \rangle = \epsilon \kappa(\lambda|a), \quad \langle a \otimes \mathfrak{m}_p | \lambda \rangle = 0$$

(52)

for all $a \in \mathfrak{h}$, and $1 | \lambda > = | \lambda >$. As a special case we have the vacuum Verma module, $\pi^\epsilon_{0,p}$. These definitions are intrinsic, that is, they involve no choice of coordinate or other data on $\mathbb{P}^1$. Now suppose that we choose a coordinate patch $U \subset \mathbb{P}^1$ and a holomorphic coordinate

$$t : U \to \mathbb{C}.$$

For each $p \in U$ let $t_p := t - t(p)$ be the local coordinate at $p$. The choice of coordinate gives rise to an isomorphism

$$\mathcal{K}_p \cong \mathbb{C}\{t_p\} \cong \mathbb{C}\{t\},$$

(53)
where $\mathbb{C}\{(t)\}$ is the field of Laurent series in $t$ (with non-zero radius of convergence). The latter embeds in the field $\mathbb{C}(\{t\})$ of formal Laurent series. This gives an embedding of $\hat{\mathfrak{h}}_\mu^\epsilon$ into the abstract algebra $\hat{\mathfrak{h}}_\mu^\epsilon$ from §2.1 and hence a vector-space isomorphism

$$\iota_{fp} : \pi_{0,fp} \sim \pi_{0\epsilon}$$

between $\pi_{0,fp}$ and the abstract vacuum Verma module $\pi_{0\epsilon}$ from §2.2.\(^1\)

The choice of local coordinate $t_p$ gives in particular an embedding of $\mathcal{O}_p$ into $\mathcal{O}$ of Section 4 (cf. remark 16) and hence $\text{Aut} \mathcal{O}_p \hookrightarrow \text{Aut} \mathcal{O}$. By considering the coordinate transformation to a new local holomorphic coordinate $s_p$ at $p$, with $t_p = \mu_p(s_p)$ for some $\mu_p \in \text{Aut} \mathcal{O}_p$, we get a vector-space isomorphism

$$0^\mathcal{R}(\mu_p) := \iota_{sp} \circ \iota_{fp}^{-1} : \pi_{0\epsilon} \sim \pi_{0\epsilon}.$$  

By construction, the map $\mu \mapsto 0^\mathcal{R}(\mu)$ is a homomorphism $\text{Aut} \mathcal{O}_p \to \text{GL}(\pi_{0\epsilon})$, that is, an action of $\text{Aut} \mathcal{O}_p$ on $\pi_{0\epsilon}$.\(^1\)

The problem is that it is not the action we want. Indeed, recall that each choice of conformal vector $\xi$, $\xi \in \mathfrak{h}$, defines an action $\xi^\mathcal{R}$ of $\text{Aut} \mathcal{O}$ on $\pi_{0\epsilon}$, §2.6 and §4. It is straightforward to check that the action defined above indeed corresponds to the choice $\xi = 0$ — whereas we are interested in the case $\xi = -\hat{\rho} + \epsilon \rho$ and its $\epsilon \to 0$ limit, as in §6.2.

For that reason, we need a somewhat more general construction; we follow [14, §6 and especially §8].

7.3. The bundle $\xi \Pi^\epsilon$

Firstly, we define a vector bundle $\xi \Pi^\epsilon$ over $\mathbb{P}^1$ with fibre isomorphic to $\pi_{0\epsilon}$.

We define it by giving the transition functions between a class of local trivializations. Let $U \subset \mathbb{P}^1$ be any coordinate patch. To each choice of holomorphic coordinate $t : U \to \mathbb{C}$, we associate a local trivialization

$$\varphi_{U,t} : \xi \Pi^\epsilon_{t} \sim U \times \pi_{0\epsilon}. \quad (54)$$

Let $s : U \to \mathbb{C}$ be another choice of holomorphic coordinate on $U$. To define the bundle it is enough to define suitable transition functions

$$\varphi_{U,s} \circ \varphi_{U,t}^{-1} : U \times \pi_{0\epsilon} \to U \times \pi_{0\epsilon}$$

between the corresponding trivializations. (One can think that $U$ is really the overlap of two coordinate patches.)

At each point $p \in U$ we have the local coordinates $t_p = t - t(p)$ and $s_p = s - s(p)$, and they are related by $t_p = \mu_p(s_p)$ for some $\mu_p \in \text{Aut} \mathcal{O}_p$. After embedding $\mathcal{O}_p \hookrightarrow \mathcal{O}$ using our initial local coordinate $t_p$, we get an element $\mu_p \in \text{Aut} \mathcal{O}$ for each $p \in U$. Let

$$\xi^\mathcal{R} : \text{Aut} \mathcal{O} \to \text{GL}(\pi_{0\epsilon})$$

(or, in the $\epsilon \to 0$ limit, $\text{Aut} \mathcal{O} \to \text{GL}(\pi_{0\epsilon})$) be the homomorphism defined as in (30) in terms of the modes $L_n$ of the conformal vector associated to $\xi \in \mathfrak{h}$. We define the transition function $\varphi_{U,s} \circ \varphi_{U,t}^{-1}$ between the trivializations $\varphi_{U,t}$ and $\varphi_{U,s}$ to be

$$\left(\varphi_{U,s} \circ \varphi_{U,t}^{-1}\right)(p,v) = (p, \xi^\mathcal{R}(\mu_p).v). \quad (55)$$

\(^1\)Recall that these latter objects have a $\mathbb{Z}$-gradation, coming from the $\mathbb{Z}$-gradation of $\mathbb{C}\{(t)\}$ as $\mathbb{C}$-algebra by powers of $t$. So we get a $\mathbb{Z}$-gradation of $\hat{\mathfrak{h}}_\mu^\epsilon$ and of $\pi_{0\epsilon}$. It is coordinate dependent, but its underlying filtration is not.

\(^2\)Indeed, suppose $t = \mu_1(s)$ and $s = \mu_2(r)$ so that $t = \mu_1(\mu_2(r)) = (\mu_2 \ast \mu_1)(r)$; then $0^\mathcal{R}(\mu_2) \circ 0^\mathcal{R}(\mu_1) = (\iota_\epsilon \circ \iota_{\epsilon}^{-1}) \circ (\iota_\epsilon \circ \iota_{\epsilon}^{-1}) = \iota_\epsilon \circ \iota_{\epsilon}^{-1} = 0^\mathcal{R}(\mu_2 \ast \mu_1)$ as required.
7.4. Sub-bundle $\xi \Pi_{\leq 1}$

The action $\xi R$ of $\text{Aut } \mathcal{O}$ respects the depth filtration of $\pi_0^\circ$. Consequently, the bundle $\xi \Pi^c$ has a sub-bundle, which we denote by $\xi \Pi_{\leq 1}$, with fibre isomorphic to

$$\pi_0^\circ_{\leq 1} \cong \mathbb{C}[0] \oplus \mathfrak{h}.$$ 

From (31) we read off the transition functions between trivializations corresponding to different holomorphic coordinates $t$ and $s$ with $t = \mu(s)$. By definition

$$\mu_p(s_p) = t_p = t - t(p) = \mu(s) - \mu(s(p)) = \mu(s_p + s(p)) - \mu(s(p))$$

so $\mu'_p(0) = \mu'(s(p))$ and $\mu''_p(0) = \mu''(s(p))$. So in the fibre at the point $p$,

$$\xi R(\mu_p)_*a_{-1}|0\rangle = \left(a_{-1}|0\rangle + \kappa(\xi|a) \frac{\mu''(s(p))}{\mu'(s(p))}|0\rangle\right) \frac{1}{\mu'(s(p))}, \quad a \in \mathfrak{h}$$

$$\xi R(\mu_p)_|0\rangle = |0\rangle.$$ (57)

Let $\Omega$ denote the canonical bundle over $\mathbb{P}^1$, that is, the holomorphic cotangent bundle. Its fibres are copies of $\mathbb{C}$. In the local trivialization defined by a holomorphic coordinate $t$, sections of $\Omega$ look like $f(t)dt$, and the transition functions are given by $f(t)dt = \tilde{f}(s)ds$, that is, $\tilde{f}(s) = \mu'(s)f(\mu(s))$.

Consider the tensor product bundle

$$\xi \Pi_{\leq 1} \otimes \Omega.$$ 

Its fibres are copies of $(\pi_0^\circ_{\leq 1} \otimes \mathbb{C}) \cong (\pi_0^\circ_{\leq 1})$. As a matter of notation, let us write $A(t)dt$, for the image of a meromorphic section of $\xi \Pi_{\leq 1} \otimes \Omega$ in the local trivialization defined by a coordinate $t : U \to \mathbb{C}$. (So the $dt$ will keep track of the choice of trivialization.) We see that the transition functions are given by

$$a_{-1}|0\rangle f(t)dt \mapsto \left(a_{-1}|0\rangle + \kappa(\xi|a) \frac{\mu''(s)}{\mu'(s)}|0\rangle\right) f(\mu(s))ds$$

$$|0\rangle f(t)dt \mapsto |0\rangle f(\mu(s))\mu'(s)ds.$$ (58)

Remark 38. If $\xi = 0$ then the bundle $\xi \Pi_{\leq 1} \otimes \Omega$ is isomorphic to the direct sum of $\Omega$ and the trivial vector bundle with fibre $\mathfrak{h}$.

7.5. Connections on $\xi \Pi^c$

Given any vector bundle $\mathcal{V}$ over $\mathbb{P}^1$, let $U \mapsto \Gamma(U, \mathcal{V})$ denote the sheaf of meromorphic sections of $\mathcal{V}$.

Lemma 39. Let $A \in \text{End}(\pi_0^\circ)$. There is a well-defined flat holomorphic connection $\nabla^A : \Gamma(\cdot, \xi \Pi^c) \to \Gamma(\cdot, \xi \Pi^c \otimes \Omega)$ on $\xi \Pi^c$ given by

$$\nabla^A \sigma(t) = (\sigma'(t) + A\sigma(t))dt$$

if and only if, for all $\mu \in \text{Aut } \mathcal{O}$,

$$R(\mu_+)^{-1}(\partial_s R(\mu_+)) + R(\mu_+)^{-1}AR(\mu_+) = \mu'(s)A$$

as an equality of endomorphisms of $\pi_0^\circ$, where $\mu_+(x) := \mu(x + s) - \mu(s)$.
Proof. Let $s$ and $t = \mu(s)$ be two holomorphic coordinates on a patch $U \subset \mathbb{P}^1$. Let 
\[ \sigma: t(U) \to \pi^*_0; t \mapsto \sigma(t) \]
be the image of a meromorphic section of $\xi \Pi'$ in the trivialization corresponding to the coordinate $t$. By definition of $\xi \Pi'$, the same section is given in the trivialization corresponding to the coordinate $s$ by $s(U) \to \pi^*_0; s \mapsto R(\mu_s).\sigma(\mu(s))$ where 
\[ \mu_s(x) := \mu(x + s) - \mu(s) \] (cf. (56)). In the $t$-trivialization, the derivative of this section is 
\[ \nabla^A \sigma(t) = (\sigma'(t) + A\sigma(t))dt, \]
which is, in the $s$-trivialization,
\[ R(\mu_s).\nabla \sigma(t) = (R(\mu_s). (\sigma'(\mu(s)) + A\sigma(\mu(s)))) \mu'(s)ds. \]
On the other hand, we can take the derivative in the $s$-trivialization:
\[ \nabla^A R(\mu_s).\sigma(\mu(s)) = (\partial_s R(\mu_s).\sigma(\mu(s)) + AR(\mu_s).\sigma(\mu(s)))ds \]
\[ = (R(\mu_s).\sigma'(\mu(s))\mu'(s) + (\partial_s R(\mu_s)).\sigma(\mu(s)) + AR(\mu_s).\sigma(\mu(s)))ds. \]
These quantities agree if and only if $A$ satisfies the condition given in the statement of the proposition. \hfill \square

The following standard result shows that holomorphic connections on $\xi \Pi'$ exist. Recall the translation operator $T$ of the vertex algebra $\pi^*_0$, and the fact that $T = L_{-1} \equiv (\omega_\xi)_0$ irrespective of the choice of $\xi \in \mathfrak{h}$, as in (14).

**Lemma 40.** There is a well-defined flat holomorphic connection $\nabla^T : \Gamma(\cdot, \xi \Pi') \to \Gamma(\cdot, \xi \Pi' \otimes \Omega)$ on $\xi \Pi'$ given by
\[ \nabla^T \sigma(t) = (\sigma'(t) + T\sigma(t))dt. \]

**Proof.** For completeness, let us include the following proof, taken from [14, § 6.6]. We need to check that $T = L_{-1}$ is one solution to the condition in Lemma 39.

Now, we may let $\text{Der} \mathcal{O}$ act on functions of an indeterminate $x$ via the realization $L_n \mapsto -x^{n+1}\partial_x$. By definition of $R(\mu)$, in this realization $R(\mu).f(x) = f(\mu(x))$. Therefore
\[ R(\mu_s)^{-1}\partial_s R(\mu_s).x = R(\mu_s)^{-1}\partial_s \mu_s(x) = (\partial_s \mu_s(y))|_{y = \mu_s^{-1}(x)} = (\partial_s (\mu(s + y) - \mu(s)))|_{y = \mu_s^{-1}(x)} = \mu'(s + \mu_s^{-1}(x)) - \mu'(s). \]
And $\mu_s(x) = L_{-1}R(\mu_s).x = -\mu_s^{-1}(\partial_x)R(\mu_s).x = -R(\mu_s)^{-1}\partial_x \mu_s(x) = -R(\mu_s)^{-1}\mu'_s(x) = -\mu'_s(y)|_{y = \mu_s^{-1}(x)} = -\mu'(s + \mu_s^{-1}(x))$. Thus, 
\[ (R(\mu_s)^{-1}\partial_s R(\mu_s) + R(\mu_s)^{-1}L_{-1}R(\mu_s)).x = -\mu'(s). \]
And indeed, $\mu'(s)L_{-1}.x = \mu'(s)(-\partial_x).x = -\mu'(s)$ also. This is enough to establish the required equality: both sides are sums of the form $\sum_{n \geq -1} c_n L_n$, and one has $\sum_{n \geq -1} c_n (-x^{n+1}\partial_x).x = 0$ only if $c_n = 0$ for all $n$. \hfill \square

However, in our setting this connection will belong a family of such holomorphic connections, defined using the canonical translation operator $T^{(\text{aff})}$ of Section 6.4. For that reason we shall need the following corollary of Lemma 39 which describes the (affine space of) holomorphic connections on $\xi \Pi'$.

**Corollary 41.** Suppose
\[ \nabla^A \sigma(t) := (\sigma'(t) + A\sigma(t))dt \]
defines a flat holomorphic connection $\Gamma^A(\cdot, \xi \Pi') \to \Gamma(\cdot, \xi \Pi' \otimes \Omega)$ on $\xi \Pi'$. Then
\[ \nabla^{A+B} \sigma(t) := \nabla^A \sigma(t) + B\sigma(t)dt \]
is another well-defined flat holomorphic connection if and only if the element $B \in \text{End} \, \pi_{\mu}^*$ obeys

$$R(\mu)^{-1} BR(\mu) = \mu'(0) B$$

for all $\mu \in \text{Aut} \, \mathcal{O}$.

**Proof.** Given Lemma 39, certainly a necessary and sufficient condition is that $R(\mu_s)^{-1} BR(\mu_s) = \mu'(s) B$ for all $\mu \in \text{Aut} \, \mathcal{O}$. But, in turn, a necessary and sufficient condition for that is the same statement with $s = 0$.

For the moment, we need only the connection $\nabla^T$ of Lemma 40. In the local trivialisation of $\xi \Pi^c \otimes \Omega$ defined by a holomorphic coordinate $t : U \to \mathbb{C}$, we have, for example,

$$\nabla^T(a_{-1} [0] f(t)) = a_{-1} [0] f'(t) dt + a_{-2} [0] f(t) dt,$$

$$\nabla^T(0) f(t) = |0) f'(t) dt,$$

for $a \in \mathfrak{h}$ and $f(t) \in \mathcal{K}(U)$.

We then have the sheaf $H^1(\xi \Pi^c, \nabla^T)$ of the first de Rham cohomology of this flat connection, that is, the sheaf which assigns to each open $U \subset \mathbb{P}^1$ the quotient vector space

$$H^1(U, \xi \Pi^c, \nabla^T) := \Gamma(U, \xi \Pi^c \otimes \Omega)/\nabla^T \Gamma(U, \xi \Pi^c).$$

(60)

It may be shown that this is in fact a sheaf of Lie algebras [14, §9.2 and §19.4]. For our purposes it is enough to consider a certain sub-sheaf, as follows.

### 7.6. The sheaf of Lie algebras $\xi \mathcal{H}^c$

For any chart $U$

$$\xi \mathcal{H}^c(U) \to H^1(U, \xi \Pi^c, \nabla^T)$$

denote the image in $H^1(U, \xi \Pi^c, \nabla^T)$ of $\Gamma(U, \xi \Pi_{\leq 1} \otimes \Omega)$. Explicitly, in the local trivialisation of $\xi \Pi_{\leq 1} \otimes \Omega$ defined by a holomorphic coordinate $t : U \to \mathbb{C}$, $\xi \mathcal{H}^c(U)$ is the $\mathbb{C}$-linear span of elements of the form $a_{-1} [0] > f(t) dt$ and $|0 > f(t) dt$, with $a \in \mathfrak{h}$, $f(t) \in \mathcal{K}(U)$, modulo the $\mathbb{C}$-linear span of elements of the form $|0 > f'(t) dt$, cf. (59).

**Lemma 42.** There is a Lie bracket on $\xi \mathcal{H}^c(U)$ defined by $[[|0 > f(t) dt, \cdot]] := 0$ and

$$[a_{-1} [0] f(t) dt, b_{-1} [0] g(t) dt] := \epsilon \kappa(a |b) [0] f(t) g'(t) dt,$$

for $a, b \in \mathfrak{h}$, $f(t), g(t) \in \mathcal{K}(U)$.

This makes $U \mapsto \xi \mathcal{H}^c(U)$ into a sheaf of Lie algebras. There is a short exact sequence of sheaves of Lie algebras

$$0 \to H^1 \to \xi \mathcal{H}^c \to \xi \mathcal{H}^c/H^1 \to 0,$$

where $H^1 := \Gamma(\Omega)/d\mathcal{K}$ is the sheaf of meromorphic sections of the holomorphic de Rham cohomology of $\mathbb{P}^1$, regarded as a sheaf of commutative Lie algebras.

**Proof.** Firstly, recall that there is a well-defined central extension of the (commutative) Lie algebra $\mathfrak{h} \otimes \mathcal{K}(U)$ of $\mathfrak{h}$-valued meromorphic functions on $U$, by a centre $H^1(U) := \Gamma(U, \Omega)/d\mathcal{K}(U)$, defined by

$$[a \otimes f, b \otimes g] = \epsilon \kappa(a |b) fdg.$$  

(61)

In the trivialization defined by the coordinate $t$, this agrees with our bracket on $\xi \mathcal{H}^c(U)$, given the obvious identifications, $a_{-1} [0] >$ with $a$ and $|0 >$ with $1$. So we have defined a Lie bracket, in this trivialization. It remains to check that this Lie bracket is intrinsic, that
is, independent of the choice of trivialization. But this is clear because the modification to the transition functions is just by central elements with respect to the Lie bracket. (In the trivialization defined by \( s \) with \( t = \mu(s) \), the sections \( a_{-1}|0 > f(t)dt \) and \( b_{-1}|0 > g(t)dt \) are written as \( (a_{-1}|0 > + \kappa(\xi|a) \mu'(s)|0 > )f(\mu(s))ds \) and \( (b_{-1}|0 > + \kappa(\xi|b) \mu'(s)|0 > )g(\mu(s))ds \), respectively. The Lie bracket of these is \( \epsilon \kappa(\xi|a)b|0 > f(\mu(s))dg(\mu(s)) \), which, correctly, is the section \( \epsilon \kappa(\xi|a)b|0 > f(t)dg(t) \) in the new coordinate.)

7.7. Global Lie algebra

Let us now pick a collection

\[
x = \{x_1, \ldots, x_N\} \subset \mathbb{P}^1
\]

of \( N \geq 1 \) distinct points in \( \mathbb{P}^1 \). We call them the marked points. Let \( U \mapsto \xi\mathcal{H}^r(U)_{x} \) denote the sheaf consisting of those of sections of \( \xi\mathcal{H}^r \) that are holomorphic away from the marked points.

We would like to describe the Lie algebra \( \xi\mathcal{H}^r(\mathbb{P}^1)_{x} \) of its global meromorphic sections. Pick a point \( \infty \in \mathbb{P}^1 \setminus x \). Let \( U_0 := \mathbb{P}^1 \setminus \infty \). Pick a holomorphic coordinate

\[
z : U_0 \rightarrow \mathbb{C}.
\]

**Proposition 43.** The Lie algebra \( \xi\mathcal{H}^r(\mathbb{P}^1)_{x} \) is (\( \mathbb{C} \)-linearly) spanned by the elements

\[
a_{-1}|0 > dz - |0 > \frac{2\kappa(\xi|a)dz}{z - z(x_i)} \quad \text{and} \quad a_{-1}|0 > \frac{dz}{(z - z(x_i))^n}, \quad n \geq 1,
\]

with \( a \in \mathfrak{h} \) and \( 1 \leq i \leq N \), together with the classes of the elements

\[
\frac{|0 > dz}{z - z(x_i)} - \frac{|0 > dz}{z - z(x_j)}, \quad 1 \leq i < j \leq N.
\]

**Proof.** Consider first the central extension: \( \xi\mathcal{H}^r(\mathbb{P}^1)_{x} \) fits into the short exact sequence, cf. lemma 42,

\[
0 \rightarrow H^1(\mathbb{P}^1)_{x} \rightarrow \xi\mathcal{H}^r(\mathbb{P}^1)_{x} \rightarrow \xi\mathcal{H}^r(\mathbb{P}^1)_{x}/H^1(\mathbb{P}^1)_{x} \rightarrow 0.
\]

Here \( H^1(\mathbb{P}^1)_{x} \) is the space of global meromorphic sections of the de Rham cohomology that are holomorphic away from the marked points (regarded as a commutative Lie algebra). It is spanned by the given cohomology classes. (We need to take differences of logarithmic differential forms as in (63) to ensure that there is no pole at \( \infty \). Note that whenever \( \xi \neq 0 \), these differences are actually in the span of the elements in (62).)

Now, for the remaining elements, fix an \( a \in \mathfrak{h} \) and consider the element of \( \xi\mathcal{H}^r(U_0)_{x} \) defined by the representative

\[
a_{-1}|0 > f(z)dz + |0 > g(z)dz
\]

in the local trivialization defined by \( z \). We can ask under what conditions it corresponds to the restriction of a global section of \( \xi\mathcal{H}^r(\cdot)_{x} \). For that it must be regular at \( \infty \). Let \( U_\infty := \mathbb{P}^1 \setminus 0 \), where \( 0 \) is the point with \( z(0) = 0 \). We have the holomorphic coordinate \( \zeta : U_\infty \rightarrow \mathbb{C} \) on \( U_\infty \) defined by \( z = 1/\zeta \) on \( U_0 \cap U_\infty \). In the trivialization of \( \xi\mathcal{H}^r(U_\infty)_{x} \) defined by this coordinate \( \zeta \), our section is written

\[
\left(a_{-1}|0 > - \kappa(\xi|a)\frac{2}{\zeta}\right) f\left(\frac{1}{\zeta}\right) d\zeta + |0 > g\left(\frac{1}{\zeta}\right) - \frac{1}{\zeta^2} d\zeta.
\]
For this to be regular at the point \( \infty \), where \( \zeta(\infty) = 0 \), certainly \( f \) must be regular at \( \infty \). (Consider the \( a_{-1}|0| \) term). Moreover

\[
\kappa(\xi|a) \frac{2}{\zeta} f\left(\frac{1}{\zeta}\right) + g\left(\frac{1}{\zeta}\right) \frac{1}{\zeta^2}
\]

must be regular at \( \infty \), modulo exact derivatives. We can regard this last as a condition on \( g \), given \( a \) and \( f \); we need

\[
g(z) \sim -2\kappa(\xi|a) \frac{f(z)}{z} + h'(z) + O(1/z^2),
\]

for some meromorphic function \( h(z) \) with poles at most at the marked points.

If \(-2\kappa(\xi|a)f\) is actually zero at \( \infty \), then any such \( g \) is itself an exact derivative. If \(-2\kappa(\xi|a)f\) is not zero at \( \infty \), then (modulo exact derivatives) the solutions for \( g \) are as in (62).

Let \( \mathcal{H}'(\mathbb{P}^1)_x \subset \mathcal{H}'(\mathbb{P}^1)_x \) denote the Lie subalgebra consisting of global sections that vanish at the point \( \infty \).

Let \( \mathfrak{h} \subset \mathcal{H}'(\mathbb{P}^1)_x \) denote the Lie subalgebra, isomorphic to \( \mathfrak{h} \), spanned by the elements

\[
a_{-i}(0)dz - \left[ 0 \right] 2\kappa(\xi|a)dz
\]

with \( a \in \mathfrak{h} \). (Here, one could replace \( x_i \) with \( x_i \) for any one fixed \( i \) with \( 1 \leq i \leq N \).

**Corollary 44.** (i) As a Lie algebra, \( \mathcal{H}'(\mathbb{P}^1)_x \) is the direct sum

\[
\mathcal{H}'(\mathbb{P}^1)_x = \mathcal{H}'(\mathbb{P}^1)_x \oplus \mathfrak{h}.
\]

(ii) The Lie algebra \( \mathcal{H}'(\mathbb{P}^1)_x \) does not depend on \( \xi \in \mathfrak{h} \).

Up to isomorphism, it is the central extension

\[
0 \rightarrow H^1(\mathbb{P}^1)_x \rightarrow \mathcal{H}'(\mathbb{P}^1)_x \rightarrow \mathfrak{h} \otimes K(\mathbb{P}^1)_x \rightarrow 0
\]

(defined as in (61)) of the Lie algebra \( \mathfrak{h} \otimes K(\mathbb{P}^1)_x \) of \( \mathfrak{h} \)-valued meromorphic functions that vanish at \( \infty \) and have poles at most at the marked points \( x \), by the space \( H^1(\mathbb{P}^1)_x \) of global meromorphic sections of the de Rham cohomology with poles at most at the marked points \( x \).

**7.8. Local Lie algebras \( \mathcal{H}'_{x_i} \).**

For this subsection, let us focus on one of the marked points \( x_i \). Let \( U \) be a small open disc containing \( x_i \) and \( t : U \rightarrow \mathbb{C} \) a local holomorphic coordinate at \( x_i \).

Let \( \mathcal{H}'_{x_i} \) denote the stalk of the sheaf \( \mathcal{H}' \) at \( x_i \). Explicitly, in the coordinate \( t \), \( \mathcal{H}'_{x_i} \) is the \( \mathbb{C} \)-linear span of elements of the form \( a_{-1}|0|f(t)dt \) and \( |0|f(t)dt \), with \( a \in \mathfrak{h} \) and now with \( f(t) \in \mathbb{C} \{t\} \cong K_{x_i} \), modulo the \( \mathbb{C} \)-linear span of elements of the form \( |0|f'(t)dt \). The Lie bracket is given by the same formulas as in Lemma 42: \( \left[ |0|f(t)dt, \cdot \right] := 0 \) and

\[
[a_{-1}|0|f(t)dt, b_{-1}|0|g(t)dt] := \epsilon \kappa(a|b)|0|f(t)g'(t)dt.
\]

The Lie algebra \( \mathcal{H}'_{x_i} \) fits into the short exact sequence

\[
0 \rightarrow H^1_{x_i} \rightarrow \mathcal{H}'_{x_i} \rightarrow \mathcal{H}'_{x_i}/H^1_{x_i} \rightarrow 0,
\]

where the central extension \( H^1_{x_i} = \Gamma_{x_i}(\mathcal{O})/dK_{x_i} \) is of dimension one, with \( \mathbb{C} \)-basis \( dt/t \). We can identify \( H^1_{x_i} \) with \( \mathbb{C} \) by taking the residue. In this way we see that there is a Lie algebra embedding

\[
\mathcal{H}'_{x_i} \hookrightarrow \mathfrak{h}^\ast
\]
given by
\[ a_{-1}|0)f(t)dt \mapsto a \otimes f(t); \quad |0)f(t)dt \mapsto \text{1 res}_x f(t)dt. \]
(It is an embedding rather than an isomorphism only because \( \mathbb{C}[[t]] \to \mathbb{C}((t)) \) is an embedding; cf. Remark 16.)

Let \( \xi \mathcal{H}_{x_i}^+ \) (respectively, \( \xi \mathcal{H}_{x_i}^{o+} \)) denote the Lie subalgebra consisting of the germs at \( x_i \) of sections of \( \mathcal{H}^C \) that are holomorphic (respectively, vanishing) at \( x_i \). There are Lie algebra embeddings
\[ \xi \mathcal{H}_{x_i}^+ \hookrightarrow \mathfrak{h} \otimes \mathbb{C}[[t]]_{\text{hol}}, \quad \xi \mathcal{H}_{x_i}^{o+} \hookrightarrow \mathfrak{h} \otimes t\mathbb{C}[[t]]_{\text{hol}}. \]
These embeddings are relative to our choice of local holomorphic coordinate \( t \). In the special case \( \xi = 0 \) there are are canonical isomorphisms with the Lie algebras introduced in Section 7.2:
\( 0^N \mathcal{H}_{x_i}^\xi \cong h_{x_i}, 0^N \mathcal{H}_{x_i}^\xi \cong \mathfrak{h} \otimes O_{x_i} \) and \( 0^N \mathcal{H}_{x_i}^{o+} \equiv \mathfrak{h} \otimes m_{x_i} \), cf. Remark 38.

7.9. Embedding of global into local

For each marked point \( x_i \), we have the canonical restriction homomorphism of Lie algebras \( \xi \mathcal{H}^C(U) \to \xi \mathcal{H}_{x_i}^C \), for any open set \( U \) containing \( x_i \). In this way we get a canonical homomorphism of Lie algebras \( \xi \mathcal{H}^C(\mathbb{P}^1)_x \to \bigoplus_{i=1}^N \xi \mathcal{H}_{x_i}^C \) of the Lie algebra \( \xi \mathcal{H}^C(\mathbb{P}^1)_x \) of global meromorphic sections into the direct sum of the \( \xi \mathcal{H}_{x_i}^C \):

\[ \xi \mathcal{H}^C(\mathbb{P}^1)_x \to \bigoplus_{i=1}^N \xi \mathcal{H}_{x_i}^C \]

**Lemma 45.** This is an embedding of Lie algebras.

**Proof.** We have to check injectivity. Injectivity is immediate for elements of the form in (62) (since no two distinct meromorphic functions define the same germ at \( x_i \), for any one of the marked points \( x_i \)). For the central extension \( H^1(\mathbb{P}^1)_x \), that is, the span of the elements in (63), we must be slightly more careful: the logarithmic differential form \( d\log(z - z(x_i)) \) maps to a non-zero cohomology class in the cohomology of the punctured disc at \( x_i \), but is cohomologically trivial in the cohomology of the punctured disc about any other point. But since we included all the marked points in the direct sum on the right, we do get injectivity. \( \square \)

**Proposition 46.** As vector spaces,

\[ \bigoplus_{i=1}^N \xi \mathcal{H}_{x_i}^C \cong \mathbb{C} \bigoplus_{i=1}^N \xi \mathcal{H}_{x_i}^{o+} \oplus \xi \mathcal{H}^C(\mathbb{P}^1)_x \oplus \mathbb{C} \mathfrak{c}, \]

where \( \mathfrak{c} := |0 > \sum_{j=1}^N d\log(z - z(x_i)) \).

**Proof.** We must show that every element \( \bigoplus_{i=1}^N \xi \mathcal{H}_{x_i}^C \) decomposes uniquely into such summands. By linearity, it is enough to consider in turn elements of \( \xi \mathcal{H}_{x_i}^C \), for each \( i \). For its central extension, clearly \( d\log(z - z(x_i)) \) is in the span of the sum \( \sum_{j=1}^N d\log(z - z(x_j)) \) together with the differences in (63). It remains to consider the element of \( \xi \mathcal{H}_{x_i}^C \) of the form \( a_{-1}|0 > f(z - z(x_i))dz \) for some \( a \in \mathfrak{h} \) and Laurent series \( f(t) \in \mathbb{C}[[t]] \). The latter can be written uniquely as \( f = f_+ + f_- \) for a series \( f_+ \in \mathbb{C}[[t]] \) (with non-zero radius of convergence) and polynomial \( f_- \in t^{-1}\mathbb{C}[[t^{-1}]] \). Then \( f_- (z - z(x_i)) \) defines a meromorphic function on \( \mathbb{P}^1 \) that vanishes at \( \infty \) and so (in view of Proposition 43) \( a_{-1}|0 > f(z - z(x_i))dz \) belongs to \( \xi \mathcal{H}^C(\mathbb{P}^1)_x^\infty \). So we get the unique decomposition of \( a_{-1}|0 > f(z - z(x_i))dz \in \xi \mathcal{H}_{x_i}^C \) into the sum of \( a_{-1}|0 > f_+(z - z(x_i))dz \in \xi \mathcal{H}_{x_i}^{o+} \) and \( a_{-1}|0 > f_-(z - z(x_i))dz \in \xi \mathcal{H}^C(\mathbb{P}^1)_x^\infty \). \( \square \)
Since this must be true for all \( \mu \) from (57), one finds coordinate

$$t \mapsto \chi(t).$$

Consider the sheaf \( \mathcal{K} \) fibres over \( \mathfrak{h} \). In particular, we have the fibre over the constant function 1 being given by

$$\mathcal{K}(\mathfrak{h}) = 1 \otimes \mathcal{K}(\mathfrak{h})$$

with \( \mathfrak{h} = \mathfrak{h} \otimes \mathcal{K}(\mathfrak{h}) \), in particular, we have the fibre over the constant function 1 := \( \mathcal{K}(\mathfrak{h}) \) with \( \mathfrak{h} = \mathfrak{h} \otimes \mathcal{K}(\mathfrak{h}) \). Let us write \( \mathcal{K}(\mathfrak{h}) \) for the sheaf of such sections. Its transition functions are given by

$$\tilde{\chi}(s) := \mu'(s)\chi(s) - \frac{\mu''(s)}{\mu'(s)}\kappa(s).$$

(67)

Proof. This follows from the proposition above and Corollary 44.

7.10. The dual bundle \( (\xi\Pi_{\leq 1})^* \) and \( \xi\text{Conn} \)

Consider the sheaf \( U \mapsto \Gamma(U, (\xi\Pi_{\leq 1})^*) \) of meromorphic sections of the dual bundle \( (\xi\Pi_{\leq 1})^* \). In the local trivialization of \( (\xi\Pi_{\leq 1})^* \) coming from a holomorphic coordinate \( t : U \to \mathbb{C} \), its sections look like \( (F(t), \chi(t)) \) with \( F(t) \in \mathcal{K}(U) \) and \( \chi(t) \in \mathfrak{h}^* \otimes \mathcal{K}(U) \), with the canonical pairing

$$\Gamma(U, (\xi\Pi_{\leq 1})^*) \times \Gamma(U, (\xi\Pi_{\leq 1})) \to \mathcal{K}(U)$$

being given by

$$\left\langle (F(t), \chi(t)), (f(t)[0] + g(t)[-1][0]) \right\rangle := F(t)f(t) + \chi(t), g(t) \right)$$

for \( f(t) \in \mathcal{K}(U) \), \( g(t) \in \mathfrak{h}^* \otimes \mathcal{K}(U) \). Starting from the transition functions of the bundle \( \xi\Pi_{\leq 1} \) from (57), one finds† that in the local trivialization of \( (\xi\Pi_{\leq 1})^* \) coming from a new holomorphic coordinate \( s : U \to \mathbb{C} \) with \( t = \mu(s) \), the same section of \( (\xi\Pi_{\leq 1})^* \) is written \( (\tilde{F}(s), \tilde{\chi}(s)) \) where

$$\tilde{F}(s) := F(\mu(s)), \quad \tilde{\chi}(s) := \mu'(s)\chi(s) - \frac{\mu''(s)}{\mu'(s)}\kappa(s).$$

Since the coefficient function \( F(t) = F(\mu(s)) \) is the same in all such trivializations, \( \Gamma((\xi\Pi_{\leq 1})^*) \) fibres over \( \mathcal{K} \). In particular, we have the fibre over the constant function 1 \( \in \mathcal{K} \), consisting of sections whose trivializations in any local coordinate \( t : U \to \mathbb{C} \) take the form \( (1, \chi(t)) \), \( \chi(t) \in \mathfrak{h}^* \otimes \mathcal{K}(U) \). Let us write \( \xi\text{Conn} \) for the sheaf of such sections. Its transition functions are given by

$$\tilde{\chi}(s) := \mu'(s)\chi(s) - \frac{\mu''(s)}{\mu'(s)}\kappa(s).$$

†Using the transition functions (57), we have that the pairing of these sections in the new coordinate is given by

$$\left\langle (\tilde{F}(s), \tilde{\chi}(s)), (\tilde{f}(s)[0] + \tilde{g}(s)[-1][0]) \right\rangle = \tilde{F}(s)f(s) + \langle \tilde{\chi}(s), \tilde{g}(s) \rangle$$

$$= \tilde{F}(s)\left( f(\mu(s)) + \frac{\mu''(s)}{\mu'(s)}\kappa(s) \right) + \langle \tilde{\chi}(s), \tilde{g}(s) \rangle$$

$$= \tilde{F}(s)f(\mu(s)) + \left( \frac{\chi(s)}{\mu'(s)} + \frac{\chi(s)}{\mu'(s)} \right)\kappa(s).$$

This pairing is a function, so it must be the same as the pairing in the old coordinate, that is, it must equal

$$F(t)f(t) + \langle \chi(t), g(t) \rangle = F(\mu(s))f(\mu(s)) + \langle \chi(\mu(s)), g(\mu(s)) \rangle.$$
7.11. The modules $\mathbb{C}v_{\chi}$

Let $x_i$ be any of the marked points on $\mathbb{P}^1$. Let $\chi$ be a germ at $x_i$ of a meromorphic section belonging to $\xi\text{Conn} \subset \Gamma((\xi\Pi_{x_i}^\vee)^*)$. There is a one-dimensional representation $\mathbb{C}v_{\chi}$ of the Lie algebra $\bigoplus_{i=1}^N \xi\mathcal{H}_{x_i}$ of $\xi\mathcal{H}_{x_i}$, defined as follows. An element $f \in \xi\mathcal{H}_{x_i}$ is represented by a germ at $x_i$ of a meromorphic section of $\xi\Pi_{x_i} \otimes \Omega$. Using the canonical pairing, we obtain a germ $\langle \chi, f \rangle$ of a meromorphic section of $\Omega$. It is ambiguous up to the addition of exact derivatives $dg$, $g \in K_{x_i}$, because of the freedom to add terms of the form $|0 > dg$ to $f$, cf. §7.8. Nonetheless, the residue is well defined, and we set

$$f.v_{\chi} := v_{\chi} \text{res}_{x_i}(\chi, f).$$

(Note that this would not work if $\chi$ were a germ of a section of $(\xi\Pi_{x_i}^\vee)^*$ belonging to the fibre over non-constant $F \in K_{x_i}$, for then $\langle \chi, f \rangle$ would be defined only up to addition of terms of the form $Fdg$, whose residue could be non-zero.)

Suppose that we pick a collection $\chi := (\chi_i)_{i=1}^N$ of such germs, one for each marked point $x_i$. We obtain the one-dimensional representation

$$\mathbb{C}v_{\chi} := \bigotimes_{i=1}^N \mathbb{C}v_{\chi_i}$$

of the Lie algebra $\bigoplus_{i=1}^N \xi\mathcal{H}_{x_i}$. On pulling back by the embedding of §7.9, it is also a one-dimensional representation of $\xi\mathcal{H}'(\mathbb{P}^1)_{\mathfrak{m}}$.

Let $U \mapsto \xi\text{Conn}(U)_{\mathfrak{m}}$ denote the sheaf consisting of those of sections of $\xi\text{Conn}$ that are holomorphic away from the marked points $\mathfrak{m} = \{x_1, \ldots, x_N\}$.

**Lemma 48.** As a module over $\xi\mathcal{H}'(\mathbb{P}^1)_{\mathfrak{m}}$, $\mathbb{C}v_{\chi}$ is trivial (that is, $A.v_{\chi} = 0$ for all $A \in \xi\mathcal{H}'(\mathbb{P}^1)_{\mathfrak{m}}$) if and only if there exists a global section $\chi \in \xi\text{Conn}(\mathbb{P}^1)_{\mathfrak{m}}$ such that $\chi_i$ is the germ at $x_i$ of $\chi$, for $1 \leq i \leq N$.

**Proof.** Consider the ‘if’ direction. Suppose that such a global section $\chi$ exists. Let $f \in \xi\mathcal{H}'(\mathbb{P}^1)_{\mathfrak{m}}$. By definition $\langle \chi, f \rangle \in \Gamma_{x_i}(\Omega)$, that is, it is a meromorphic one-form on $\mathbb{P}^1$, with no poles in $\mathbb{P}^1 \setminus \{\mathfrak{m}\}$. So we have

$$f.v_{\chi} = v_{\chi} \sum_{i=1}^N \text{res}_{x_i}(\chi, f) = 0,$$

where the second equality holds by the residue theorem. The ‘only if’ direction is the strong residue theorem (cf. [14, §9.2.9]) together with the non-degeneracy of the pairing. □

The quotient $\mathbb{C}v_{\chi}/\xi\mathcal{H}'(\mathbb{P}^1)_{\mathfrak{m}} := \mathbb{C}v_{\chi}/(\xi(\mathbb{P}^1)_{\mathfrak{m}}, \mathbb{C}v_{\chi})$ is called the space of coinvariants.

**Corollary 49.**

$$\mathbb{C}v_{\chi}/\xi\mathcal{H}'(\mathbb{P}^1)_{\mathfrak{m}} \cong_C \begin{cases} \mathbb{C} & \text{if all } \chi_i \text{ are the restrictions of one global section } \chi \in \xi\text{Conn}(\mathbb{P}^1)_{\mathfrak{m}} \\ 0 & \text{otherwise.} \end{cases}$$

Henceforth, we specialize exclusively to the case in which the $\chi_i$ are the restrictions of one global section $\chi \in \xi\text{Conn}(\mathbb{P}^1)_{\mathfrak{m}}$.

7.12. Global sections of $\xi\text{Conn}(\mathbb{P}^1)_{\mathfrak{m}}$

Let us describe these global sections $\chi$. 
PROPOSITION 50. The set of global sections \( \xi \text{Conn}(\mathbb{P}^1)_x \) is in one-to-one correspondence with the set of meromorphic \( \mathfrak{h}^* \)-valued functions of the form

\[
\chi(z) = \sum_{i=1}^{N} \sum_{k=0}^{K_i} \frac{\chi_{i,k}}{(z - z(x_i))^{k+1}}, \quad K_i \in \mathbb{Z}_{\geq 0}, \quad \chi_{i,k} \in \mathfrak{h}^*,
\]

such that the elements \( \chi_{i,0} \in \mathfrak{h}^* \) satisfy the constraint

\[
\sum_{i=1}^{N} \chi_{i,0} = 2 \kappa(\xi|\cdot|).
\]

Proof. We have the patches \( U_0 \) and \( U_\infty \) and coordinates \( z: U_0 \sim \mathbb{C}, \zeta: U_\infty \sim \mathbb{C} \) with \( z = 1/\zeta \) on \( U_0 \cap U_\infty \), as above. A section of \( \xi \text{Conn}(U_0)_x \) is given in the trivialization corresponding to the coordinate \( z \) by a meromorphic \( \mathfrak{h}^* \)-valued function \( \chi(z) \) of the form

\[
\chi(z) = f(z) + \sum_{i=1}^{N} \sum_{k=0}^{K_i} \frac{\chi_{i,k}}{(z - z(x_i))^{k+1}},
\]

where \( K_i \in \mathbb{Z}_{\geq 0}, \chi_{i,k} \in \mathfrak{h}^* \), and where \( f(z) \in \mathfrak{h}^*[z] \) is a polynomial. Over \( U_0 \cap U_\infty \) the same section is given in the trivialization corresponding to the coordinate \( \zeta \) by the function

\[
\tilde{\chi}(\zeta) = -\frac{1}{\zeta^2} f\left(\frac{1}{\zeta}\right) - \frac{1}{\zeta^2} \sum_{i=1}^{N} \sum_{k=0}^{K_i} \chi_{i,k} (1/\zeta - z(x_i))^{k+1} + \frac{2}{\zeta^{\kappa(\xi|\cdot|)}},
\]

and this function is regular at \( \zeta = 0 \) (so that the section was in fact the restriction of a section in \( \xi \text{Conn}(\mathbb{P}^1)_x \) if and only if the given condition on the \( \chi_{i,0} \) holds and \( f(z) = 0 \). \( \square \)

7.13. Properties of coinvariants

Let us consider a more general space of coinvariants. Suppose that \( M_i \) is a smooth module over the Lie algebra \( \xi \mathcal{H}^c_{x_i} \) for each marked point \( x_i \). As shorthand, we shall write

\[
1_x := |0\rangle d\log(z - z(x))
\]

for any \( x \in \mathbb{P}^1 \). Suppose that the central element \( 1_{x_i} \in \xi \mathcal{H}^c_{x_i} \) acts as 1 on \( M_i \), for each \( i \). That is, assume that the modules \( M_i \) are all of level one. We have the space of coinvariants

\[
H(\mathbb{P}^1, (x_i), (M_j))|_{i=1}^{N} := M_1 \otimes \cdots \otimes M_N / \xi \mathcal{H}^c(\mathbb{P}^1)_x.
\]

As an aside, note that according to Corollary 44, this space is non-trivial only if \( \Delta^N a \) acts on \( M_1 \otimes \cdots \otimes M_N \) by scalar multiplication by \( 2\kappa(\xi|a|) \), for all \( a \in \mathfrak{h} \),\(^1\) which is consistent with the constraint in Proposition 50.

Now consider adding an additional marked point, \( x, \) in \( \mathbb{P}^1 \setminus \{\infty\} \), distinct from the \( x = \{x_1, \ldots, x_N\} \).

The fibre \( \xi \mathcal{H}^c_x \) of \( \xi \mathcal{H}^c \) at \( x \) is canonically a module over \( \xi \mathcal{H}^c_x \). Namely, let \( \mathbb{C}|0\rangle_x \) be the trivial one-dimensional module over the Lie algebra \( \xi \mathcal{H}^c_x \) of germs at \( x \) of holomorphic sections of \( \xi \mathcal{H}^c \). We make it into a module over \( \xi \mathcal{H}^c_x \otimes \mathbb{C} 1_x \) by declaring that \( 1_x \) acts as one. Then the fibre \( \xi \mathcal{H}^c_x \) is the induced module

\[
\xi \mathcal{H}^c_x \cong U(\xi \mathcal{H}^c_x) \otimes_{U(\xi \mathcal{H}^c_x \oplus 1_x)} \mathbb{C}|0\rangle_x.
\]

\(^1\)Here, each \( M_i \) is in particular a module over the subalgebra of zero modes, \( \mathfrak{h} \hookrightarrow \xi \mathcal{H}^c_{x_i}; a \rightarrow a_{-1}|0\rangle > d(z - z(x_i)) \), and \( \Delta^N a \) denotes the \( N \)-fold coproduct.
We have the \((\bigoplus_{i=1}^{N} \xi H_x^c, \bigoplus \xi H_x^c)\)-module
\[ \mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N \otimes \xi \Pi_x^c, \]
and hence the space of coinvariants
\[ (\mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N \otimes \xi \Pi_x^c) / \xi H'(\mathbb{P}^1)_{\Pi(x)}. \]

**Proposition 51.** There are canonical vector-space isomorphisms
\[ (\mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N \otimes \xi \Pi_x^c) / \xi H'(\mathbb{P}^1)_{\Pi(x)} \cong \mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N / \xi H'(\mathbb{P}^1). \]

*Proof.* As vector spaces, \( \xi H_x^c \cong \xi H'(\mathbb{P}^1)^{\infty}_{\{x\}} \oplus (\xi H_x^c)^{+} \oplus \mathbb{C} 1_x \). Therefore \( \xi \Pi_x^c \) is free as a module over \( \xi H_x^c(\mathbb{P}^1)^{\infty}_{\{x\}} \), and hence so too is \( \mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N \otimes \xi \Pi_x^c \). Thus
\[ \mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N \otimes \xi \Pi_x^c \cong \mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N \otimes \mathbb{C} 0_{x}. \]

Now, observe that
\[ \xi H'(\mathbb{P}^1)^{\infty}_{\Pi(x)} \cong \xi H'(\mathbb{P}^1)_{\Pi(x)} \cong \xi H'(\mathbb{P}^1)^{\infty}_{\{x\}} \oplus \mathbb{C} (1 - 1_x). \]

Also, \( \xi H'(\mathbb{P}^1)^{\infty}_{\Pi(x)} \) acts as zero on \( |0 >, \) and \( (1 - 1_x) \) acts as \( 1 - 1 = 0 \) on all of \( \xi \Pi_x^c \otimes \mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N \). It follows, as in, for example, the proof of [56, Proposition 3.1], that there are canonical vector-space isomorphisms
\[ (\mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N \otimes \xi \Pi_x^c) / \xi H'(\mathbb{P}^1)^{\infty}_{\Pi(x)} \cong \mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_N / \xi H'(\mathbb{P}^1)^{\infty}. \]

We have \( \xi H'(\mathbb{P}^1) = \xi H'(\mathbb{P}^1)^{\infty} \oplus \xi \mathfrak{h} \) and \( \xi H'(\mathbb{P}^1)^{\infty}_{\{x\}} = \xi H'(\mathbb{P}^1)^{\infty}_{\Pi(x)} \oplus \xi \mathfrak{h} \), as in corollary 44.

So it remains to consider the action of \( \xi \mathfrak{h} \). Since \( a_{\infty} \cdot 0 > d z, a \in \mathfrak{h} \), is a zero mode, it acts trivially on \( \xi \Pi_x^c \); and \(-2 n(\xi|a) 1_N \) by definition acts only on the tensor factor \( \mathcal{M}_1 \). So \( \xi \mathfrak{h} \) does not act at all on the tensor factor \( \xi \Pi_x^c \), and we have the result. \( \square \)

Therefore we obtain a linear map
\[ \xi \Pi_x^c \rightarrow \text{End} \left( H(\mathbb{P}^1, (x_i), (\mathcal{M}_i))^{N}_{i=1} \right), \]
which sends \( X \in \xi \Pi_x^c \) to the endomorphism of the space of coinvariants given by
\[ [v] \mapsto [v \otimes X]. \]

Given a meromorphic section \( \sigma \) of \( \xi \Pi_x^c \) over some open set \( U \), we get for each \( x \in U \setminus x \) the linear map \([v] \mapsto [v \otimes \sigma].\). Note that, for a given section \( \sigma \), this is by construction a well-defined function of \( x \) (for example, it cannot depend on any choice of trivialization).

This linear map depends meromorphically on \( x \) with poles at most at the marked points \( x \) (cf. the explicit calculation below).

**Corollary 52.** There is a well-defined map
\[ \Gamma(U, \xi \Pi') \rightarrow \text{End} \left( H(\mathbb{P}^1, (x_i), (\mathcal{M}_i))^{N}_{i=1} \right) \otimes K(U). \]

Now we specialize back to the case \( \mathcal{M}_i = \mathbb{C} v_{x_i} \) as above. The dimension of the space of coinvariants is then one, and the linear map is just a rescaling by a complex factor. So we get
a map $\Gamma(U, \xi \Pi^c) \to \mathbb{C} \otimes K(U) = K(U)$. This map will also depend on our choice of $\chi \in \xi \text{Conn}$. Let us compute this map explicitly, working with the global coordinate

$$z : U_0 \xrightarrow{} \mathbb{C}$$

and the corresponding identifications of $\xi \mathcal{H}^*_z$ with $\hat{h}^c$ and $\xi \Pi^c_z$ with $\pi^*_0$ for all $x \in U_0 = \mathbb{P}^1 \setminus \{\infty\}$. Since, by definition of coinvariants,

$$0 = \left[ \left( \frac{b_j}{(z-z(x))^n} \right), (v \otimes X) \right]$$

for all $n \geq 1$, we have

$$[v \otimes b_{j,-n}X] = \left[ v \otimes X \right] \sum_{i=1}^N \text{res}_{x_i} \langle \chi_i, \ell_{x_i}, \frac{b_j}{(z-z(x))^n} \rangle$$

$$= \left[ v \otimes X \right] \frac{1}{(n-1)!} \left( \frac{\partial}{\partial z(x)} \right)^{n-1} \sum_{i=1}^N \text{res}_{x_i} \langle \chi_i, \ell_{x_i}, \frac{b_j}{z-z(x)} \rangle$$

$$= \left[ v \otimes X \right] \frac{1}{(n-1)!} \left( \frac{\partial}{\partial z(x)} \right)^{n-1} \sum_{i=1}^N \sum_{k=0}^{\infty} \text{res}_{x_i} \langle \chi_i, b_j(z-z(x_i))^k \rangle (z(x) - z(x_i))^{k+1}.$$

Recall that we are assuming that $\chi = (\chi_i)_{i=1}^N$ are the restrictions of a global section in $\xi \text{Conn}(\mathbb{P}^1)_x$, given, in the trivialization of $\xi \text{Conn}(U_0)_x$ defined by the $z$ coordinate, by a meromorphic $h^c$-valued function $\chi(z)$ as in (68). So $\text{res}_{x_i} \langle z-z(x_i) \rangle^k = \chi_i, k$, and we have established that

$$[v \otimes b_{j,-n}X] = \left[ v \otimes X \right] \langle \chi^{(n)}(z), b_j \rangle,$$

where we adopt the shorthand $\chi^{(n)}(z) := \frac{1}{(n-1)!} \left( \frac{\partial}{\partial z} \right)^{n-1} \chi(z)$. Consider now an arbitrary section of $\Gamma(U_0, \xi \Pi^c)_x$: such a section takes the form, in the trivialization coming from the coordinate $z$,

$$\sum_{m=0}^M f_{\ell_1, \ldots, \ell_m}^{j_1, \ldots, j_m}(z) b_{j_1,-\ell_1} \ldots b_{j_m,-\ell_m} |0\rangle,$$

where the functions $f_{\ell_1, \ldots, \ell_m}^{j_1, \ldots, j_m}(z)$ are meromorphic (and we continue to employ summation convention on the indices $j_k$). We get

$$\sum_{m=0}^M f_{\ell_1, \ldots, \ell_m}^{j_1, \ldots, j_m}(z) [v \otimes b_{j_1,-\ell_1} \ldots b_{j_m,-\ell_m} |0\rangle]$$

$$= [v] \sum_{m=0}^M f_{\ell_1, \ldots, \ell_m}^{j_1, \ldots, j_m}(z) \langle \chi^{(n_1)}(z), b_{j_1} \rangle \ldots \langle \chi^{(n_m)}(z), b_{j_m} \rangle.$$

(Here, to stress the point, both $f_{\ell_1, \ldots, \ell_m}^{j_1, \ldots, j_m}(z)$ and $\langle \chi^{(n_1)}(z), b_{j_1} \rangle$ have non-trivial transformation properties under changes in coordinate, but the expression above is by construction a function.)

We have established the following.

**Proposition 53.** There is a well-defined map, $K(U)$-linear in the first slot,

$$F : \Gamma(U, \xi \Pi^c)_x \times \xi \text{Conn}(\mathbb{P}^1)_x \to K(U)_x; \quad (\sigma, \chi) \mapsto F_{\chi}(\sigma)$$
defined by

\[ [v_\chi \otimes \sigma|_x] = [v_\chi|_x] F_\chi(\sigma)|_x, \]

and given explicitly in the global coordinate \( z : U_0 \stackrel{\sim}{\to} \mathbb{C} \) by

\[
F_\chi\left( \sum_{m=0}^{M} f_{n_1, \ldots, n_m}(z)b_{j_1, -n_1} \cdots b_{j_m, -n_m}[0] \right)
\]

\[
= \sum_{m=0}^{M} f_{n_1, \ldots, n_m}(z)\langle \chi^{(n_1)}(z), b_{j_1} \rangle \cdots \langle \chi^{(n_m)}(z), b_{j_m} \rangle.
\]

\[8. The bundle \Pi and the sheaf \tilde{\rho}_\text{Conn} \]

After the general discussion in the previous section about coinvariants of \( \hat{\mathfrak{h}} \)-modules on the Riemann sphere, we can now specialize again to our real case of interest and prove the main global results, Theorem 4 and Theorem 5, from the introduction.

Namely we suppose that \( \mathfrak{h} \) is the Cartan subalgebra of a Kac–Moody algebra \( \mathfrak{g} \) of affine type; we go to the \( \epsilon \to 0 \) classical limit \( \pi_0 \) of \( \pi_0^{\epsilon} \); and we choose the conformal structure coming from the choice \( \xi = -\tilde{\rho}_0 \).

To de-clutter the notation, let us write

\[ \Pi := -\tilde{\rho}_0 \]

for the bundle \( \xi \Pi^{\epsilon} \) with this choice, \( \xi = -\tilde{\rho}_0 \), in the limit \( \epsilon \to 0 \). We also write, by a slight abuse of notation,

\[ -\tilde{\rho}_0 \text{Conn} := -\tilde{\rho}_0 \text{Conn} \]

for the sheaf defined in Section 7.10. (In the next section, in Proposition 70, we shall see that this sheaf is isomorphic to the sheaf of Miura opers.)

We shall show that the bundles \( \Pi \otimes \Omega^j \) admit a one-parameter family of flat connections, defined using our local notion of canonical translation from Section 6 above; then we check that the map \( F_\chi \) behaves well with respect to these connections.

\[8.1. \text{From } -\tilde{\rho}_0 \text{Conn to affine connections} \]

By definition, (67), \( -\tilde{\rho}_0 \text{Conn} \) is the sheaf of meromorphic sections of the vector bundle with fibre isomorphic to \( \mathfrak{h}^* \cong \mathfrak{h} \) and transition functions given by

\[
\chi(t) \mapsto \tilde{\chi}(s) = \mu'(s)\chi(\mu(s)) + \frac{\mu''(s)}{\mu'(s)} \tilde{\rho}
\]

between the trivializations \( \chi(t) \) and \( \tilde{\chi}(s) \) coming from local holomorphic coordinates \( t \) and \( s \), respectively, with \( t = \mu(s) \). We continue to write \( (\text{no-deg}) \mathfrak{h} \) for the subspace of \( \mathfrak{h} \) spanned by the simple (co)roots:

\[ (\text{no-deg}) \mathfrak{h} := \bigoplus_{i \in I} \mathbb{C} \alpha_i. \]

Then we have the direct sum decomposition

\[ \mathfrak{h} \cong (\text{no-deg}) \mathfrak{h} \oplus \mathbb{C} \tilde{\rho} \]

of \( \mathfrak{h} \), and the corresponding decomposition of our section \( \chi(t) \) of \( \tilde{\rho}_0 \text{Conn} \):

\[
\chi(t) = \sum_{i \in I} \chi_i(t)\alpha_i + \frac{\varphi(t)}{h} \tilde{\rho},
\]
where \( \chi_i(t) := (\chi(t), \Lambda_i) \) and \( \varphi(t) := (\chi(t), \delta) \). From (70) we see that \( \chi_i(t) \) transforms like a section of \( \Omega \) for each \( i \), while \( -\varphi(t)/h \) transforms as follows:

\[
-\frac{\varphi(t)}{h} \mapsto -\frac{\hat{\varphi}(s)}{h} = -\mu'(s)\frac{\varphi(\mu(s))}{h} - \frac{\mu''(s)}{\mu'(s)}
\]

(71)

This is,\(^{†}\) the transformation property of the component of a connection

\[
\Gamma(U, \Omega) \to \Gamma(U, \Omega \otimes \Omega), \quad f(t)dt \mapsto \left(f'(t) - \frac{1}{h}\varphi(t)f(t)\right)dt
\]

on the canonical bundle \( \Omega \). Let \( U \mapsto \text{Conn}(U, \Omega) \) denote the sheaf of meromorphic connections on \( \Omega \), that is, of meromorphic affine connections. We have established the following.

**Lemma 54.** There is an isomorphism

\[
-\hat{\beta}\text{Conn}(U) \cong \text{(no der)}_h \otimes \Gamma(U, \Omega) \oplus \text{Conn}(U, \Omega).
\]

In particular, we have a surjection

\[
-\hat{\beta}\text{Conn}(\mathbb{P}^1)_x \to \text{Conn}(\mathbb{P}^1, \Omega)_x; \quad \chi \mapsto \nabla^{(\text{aff})}_\chi,
\]

(72)

which takes a global section \( \chi \) of \( -\hat{\beta}\text{Conn}(\mathbb{P}^1)_x \) and produces a meromorphic affine connection (holomorphic away from the marked points \( x \)) which we denote by \( \nabla^{(\text{aff})}_\chi \). It is easy to check that if \( -\varphi(z)/h \) is the component of a connection on \( \Omega \), then \( -j\varphi(z)/h \) is the component of a connection on the \( j \)th tensor power \( \Omega^j := \Omega \otimes \cdots \otimes \Omega \). In this way, the affine connection \( \nabla^{(\text{aff})}_\chi \) allows us to differentiate sections of \( \Omega^j \) for all \( j \).

Now we will introduce an ‘operator’ version \( \nabla^{(\text{aff})}_\chi \) of this connection \( \nabla^{(\text{aff})}_\chi \), which will not depend on a choice of \( \chi \).

**8.2. Connections on \( \Omega^j \)**

Recall the canonical translation operator \( T^{(\text{aff})} \) of Section 6.4.

**Theorem 55.** Let \( \alpha \in \mathbb{C} \).

(i) There is a well-defined flat holomorphic connection \( \Gamma(\cdot, \Pi) \to \Gamma(\cdot, \Pi \otimes \Omega) \) on \( \Pi \) given by

\[
\sigma(t) \mapsto \left(\sigma'(t) + (L_{-1} - \alpha T^{(\text{aff})})\sigma(t)\right)dt.
\]

(ii) More generally, there is a flat holomorphic connection

\[
\Gamma(\cdot, \Pi \otimes \Omega^j) \to \Gamma(\cdot, \Pi \otimes \Omega^{j+1})
\]

on \( \Pi \otimes \Omega^j \) for each integer \( j \), given by

\[
\sigma(t)dt^j \mapsto \left(\sigma'(t) + (L_{-1} - \alpha T^{(\text{aff})} - j\frac{\delta_{-1}}{h})\sigma(t)\right)dt^{j+1}.
\]

**Proof.** In Section 8.2 we described the affine space of flat holomorphic connections on \( \xi \Pi^c \) and hence on \( \Pi \). In view of the formula (30) for \( R(\mu) \), we see that if \( \mu \in \text{Aut} \mathcal{O} \), then \( v_0 = \mu'(0) \). So Lemma 25 and Corollary 41 together yield part (i).

---

\(^{†}\)Indeed, consider a section \( f(t)dt = \tilde{f}(s)ds \) of \( \Omega \). Here \( \tilde{f}(s) = f(t)\mu'(s) \). Its derivative should be a section of \( \Omega \otimes \Omega \), so we must have \( \tilde{f}'(s) + \tilde{A}(s)f(s) = (f'(t)) + A(t)f(t)\mu'(s) \), whereas in fact \( \tilde{f}'(s) + \tilde{A}(s)f(s) = \partial_t(f(t)\mu'(s)) + \tilde{A}(s)f(t)\mu'(s) = f'(t)\mu'(s)^2 + f(t)\mu''(s) + \tilde{A}(s)f(t)\mu'(s) \). On comparing the two, we obtain the transformation rule for the component \( \tilde{A}(t) \) of the connection given in (71).
Consider part (ii). Let \( \tilde{\sigma}(s) \) be the section \( \sigma(t) \) in the \( s \) coordinate. We know from part (i) that \( \sigma'(t)dt + (L_1 - \alpha T^{(\text{aff})})\sigma(t)dt \) is a well-defined section of \( \Pi \otimes \Omega \) given, in the \( s \) coordinate, by \( \tilde{\sigma}'(s)ds + (L_1 - \alpha T^{(\text{aff})})\tilde{\sigma}(s)ds \). Hence the would-be derivative,

\[
\left( \sigma'(t) + (L_1 - \alpha T^{(\text{aff})} - j\frac{\delta_1}{h})\sigma(t) \right) dt^{j+1}
\]

is given in the \( s \) coordinate by

\[
\left( \tilde{\sigma}'(s)ds + (L_1 - \alpha T^{(\text{aff})})\tilde{\sigma}(s)ds \right) \mu'(s)^j ds^j - j\left( \frac{\delta_1}{h} - \frac{\mu''(s)}{\mu'(s)^2} \right) \tilde{\sigma}(s) \mu'(s)^{j+1} ds^{j+1}.
\]

Here we used the fact that \( R(\mu_s)\delta \cdot R(\mu_s)^{-1} = \frac{\delta_1}{h} - \frac{\mu''(s)}{\mu'(s)^2} + \ldots \) where \( \ldots \) are terms with non-negative modes of \( \delta; \) these act as zero on \( \pi_0 \). On the other hand, in the \( s \) coordinate, \( \sigma(t) dt^j \) becomes \( \tilde{\sigma}(s) \mu'(s)^j ds^j \) and its derivative should therefore be

\[
\left( \tilde{\sigma}'(s) \mu'(s)^j + j\tilde{\sigma}(s) \mu'(s)^{j-1} \mu''(s) + (L_1 - \alpha T^{(\text{aff})}) \right) ds^{j+1}.
\]

The expressions above agree, which completes the proof of part (ii).

\[ \square \]

Define \( \nabla^{(\text{aff})} \) to be the flat holomorphic connection obtained by taking \( \alpha = 0 \) in part (ii) of the theorem. That is, \( \nabla^{(\text{aff})} \) is the connection

\[
\nabla^{(\text{aff})} : \Gamma(\Pi \otimes \Omega^j) \rightarrow \Gamma(\Pi \otimes \Omega^{j+1})
\]

given by

\[
\nabla^{(\text{aff})} \sigma(t) dt^j := \left( \sigma'(t) + \left( L_1 - j\frac{\delta_1}{h} \right) \sigma(t) \right) dt^{j+1}.
\]

Equivalently \( \nabla^{(\text{aff})} \sigma = \nabla^T \sigma - j\frac{\delta_1}{h} \sigma dt \) where \( \nabla^T \) is the connection from lemma 40.

8.3. **Functoriality**

By Proposition 53 we have, for each \( \chi \in \overline{\beta}\text{Conn}(\mathbb{P}^1)_x, \mathcal{K}(U)\)-linear maps

\[
F_\chi : \Gamma(U, \Pi)_x \rightarrow \mathcal{K}(U)_x
\]

and hence for all \( j \in \mathbb{Z}, \)

\[
F_\chi : \Gamma(U, \Pi \otimes \Omega^j)_x \rightarrow \Gamma(U, \Omega^j)_x.
\]

Recall the definition of \( \nabla^{(\text{aff})}_\chi \) from (72).

**Theorem 56.** For any section \( \sigma \in \Gamma(U, \Pi \otimes \Omega^j), j \in \mathbb{Z}, \) and for any connection \( \chi \in \overline{\beta}\text{Conn}(\mathbb{P}^1)_x, \)

\[
F_\chi \left( \nabla^{(\text{aff})}_\sigma \right) = \nabla^{(\text{aff})}_\chi F_\chi(\sigma).
\]

**Proof.** It is enough to consider a coordinate patch \( U \) such that \( U \subset U_0 = \mathbb{P}^1 \setminus \{\infty\} \) or \( U \subset U_\infty = \mathbb{P}^1 \setminus \{0\} \). Without loss of generality (by our choice of what to call 0 and what \( \infty \)), suppose \( U \subset U_0 \).

Let us work in the restriction to \( U \) of the global coordinate \( z : U_0 \xrightarrow{\sim} \mathbb{C} \). From the explicit expression in Proposition 53, we see that \( F_\chi(\nabla^{(\text{aff})}_\sigma) = \partial_z F_\chi(\sigma) \). At the same time, by (69) we
know that $F^\chi(\delta_{-1}vdz^j) = (\chi(z), \delta)F^\chi(vdz^j) = \phi(z)F^\chi(vdz^j)$. Hence indeed

$$F^\chi(\nabla^{(\text{aff})}_{\partial_z} \sigma(z)dz^j) = F^\chi\left(\nabla^{\text{aff}}_{\partial_z} \sigma(z)dz^j - \frac{i}{\hbar}\delta_{-1}\sigma(z)dz^j\right)$$

$$= \left(\partial_z - \frac{i}{\hbar}\phi(z)\right)F^\chi(\sigma(z)dz^j) = \left(\nabla^{(\text{aff})}_{\partial_z}\right)F^\chi(\sigma(z)dz^j).$$

\[\square\]

**Remark 57.** In the special case $j = 0$, we recover the statement that, for any section $\sigma \in \Gamma(U, \Pi)$ and for any connection $\chi \in -^\beta \text{Conn}(\mathbb{P}^1)_x$,

$$F^\chi(\nabla^I\sigma) = dF^\chi(\sigma).$$

Now, for $j \geq 0$, let $H^1(\cdot, \Pi \otimes \Omega^j, \nabla^{(\text{aff})})$ denote the sheaf of the first de Rham cohomology of the connection $\nabla^{(\text{aff})}$ with coefficients in $\Pi \otimes \Omega^j$:

$$H^1(U, \Pi \otimes \Omega^j, \nabla^{(\text{aff})}) := \Gamma(U, \Pi \otimes \Omega^j \otimes \Omega) / \nabla^{(\text{aff})}\Gamma(U, \Pi \otimes \Omega^j);$$

and let $H^1(\cdot, \Omega^j, \nabla^{(\text{aff})}_\chi)$ denote the sheaf of the first de Rham cohomology of the connection $\nabla^{(\text{aff})}_\chi$ with coefficients in $\Omega^j$:

$$H^1(U, \Omega^j, \nabla^{(\text{aff})}) := \Gamma(U, \Omega^j \otimes \Omega) / \nabla^{(\text{aff})}_\chi\Gamma(U, \Omega^j).$$

**Corollary 58.** For each $\chi \in -^\beta \text{Conn}(\mathbb{P}^1)_x$ we have well-defined $\mathcal{K}(U)$-linear map

$$[F^\chi] : H^1(U, \Pi \otimes \Omega^j, \nabla^{(\text{aff})})_x \to H^1(U, \Omega^j, \nabla^{(\text{aff})}_\chi)_x.$$

**Remark 59.** Recall that we denote by $-\phi(t)/\hbar := -\langle \chi(t), \delta \rangle/\hbar$ the component, in a local holomorphic chart $t : U \to \mathbb{C}$, of the affine connection $\nabla^{(\text{aff})}_\chi$ defined by a global section $\chi \in -^\beta \text{Conn}(\mathbb{P}^1)_x$, and we write $\phi^{(n)}(t) := \frac{1}{(n-1)!} \langle \frac{\partial}{\partial t}, \phi(t) \rangle$. Theorem 56 implies that

$$F^\chi(\delta_{-1}|0\rangle)(t) = h\phi(t),$$

and, more generally, we have

$$F^\chi(\delta_{-n}v)(t) = h\phi^{(n)}(t)F^\chi(v)(t)$$

for any $v \in \pi_0$ and any $n \geq 1$.

Let us check these statements explicitly. We know from (69) that these statements hold in the restriction to $U$ of the global coordinate $z : U_0 \sim \mathbb{C}$. Let $z = \mu(s)$ where $s : U \to \mathbb{C}$ is another local holomorphic coordinate. Let $\tau = \mu^{-1}$. So $z = \mu(\tau(z))$, $1 = \mu'(s)\tau'(z)$ and hence $0 = \mu''(s)\tau'(z) + \mu'(s)^2\tau''(z)$. Recall the transition functions from (57). The section given by $\delta_{-1}|0\rangle$ in the coordinate $s$ is written, in the trivialization coming from the coordinate $z$,

$$\frac{1}{\tau'(z)} \left(\delta_{-1}|0\rangle - h\frac{\tau''(z)}{\tau'(z)}|0\rangle\right) = \mu'(s) \left(\delta_{-1}|0\rangle + h\frac{\mu''(s)}{\mu'(s)}|0\rangle\right).$$

After applying $F^\chi$, we get $\mu'(s)h\phi(z) + h\mu''(s)/\mu'(s)$ and, in view of (71), we recognize this as $h\tilde{\phi}(s)$. This establishes the statement about $F^\chi(\delta_{-1}|0\rangle)(t)$ and more generally about $F^\chi(\delta_{-1}v)(t)$ for all $v \in \pi_0$, since the correction to the transition functions is by terms with non-negative modes of $\delta$, which act as zero on all of $\pi_0$. For the same reason, to obtain the statement about $F^\chi(\delta_{-n}v)$ it is enough to consider $\delta_{-n}|0\rangle$. And the fact that $F^\chi(\delta_{-n}|0\rangle)(t) = h\phi^{(n)}(t)$ follows from (73) and Remark 57.
8.4. Conformal primaries and global constant sections

**Proposition 60.** Suppose that \( v \in \pi_0 \) is a conformal primary of conformal weight \( j \). Associated to \( v \) is a well-defined global section of \( \Pi \otimes \Omega^j \) given, in the trivialization defined by any local holomorphic coordinate \( t : U \to \mathbb{C} \), by \( vdt^j \).

This section \( vdt^j \) obeys

\[
\nabla^{(\text{aff})} vdt^j = \left( L_{-1} - \frac{j}{h} \delta_{-1} \right) vdt^{j+1} = (T^{(\text{aff})} v) dt^{j+1}
\]

(so it is constant with respect to the connection \( \nabla^{(\text{aff})} - T^{(\text{aff})} \)).

**Proof.** Consider the section of \( \Pi \) which is given by \( v \) in the trivialization coming from a holomorphic coordinate \( t : U \to \mathbb{C} \) (that is, the section \( \phi_{U,t}(U \times \{v\}) \)). In the coordinate \( s \) with \( t = \mu(s) \) the same section looks like \( v \mu'(s)^{-j} \) (since \( v \) is primary). At the same time, \( ds^j = \mu'(s)^j dt^j \). So indeed, the section of \( \Pi \otimes \Omega^j \) given by \( vdt^j \) in the \( t \) coordinate is given by \( vds^j \) in the \( s \) coordinate. It is clear that \( \nabla^{(\text{aff})} vdt^j = (L_{-1} - j/h \delta_{-1}) vdt^j \) by definition of \( \nabla^{(\text{aff})} \). The final equality follows by Lemma 30. \( \square \)

Recall that inside \( \pi_0 \) we have the subspace \( (\text{aff}) \pi_0 \subset \pi_0 \) which is stable under the action of \( \text{Aut} \mathcal{O} \), and is in fact spanned by conformal primaries. We defined

\[
(\text{aff}) \mathcal{F}_0 \subset \left( (\text{aff}) \pi_0 \otimes \mathbb{C}dt \right) / (T^{(\text{aff})} dt)^{(\text{aff})} \pi_0
\]

cf. Corollary 36.

**Corollary 61.** Suppose that \( v \in (\text{aff}) \pi_0 \) is a conformal primary of conformal weight \( j + 1 \). It defines a class \( [v \otimes dt] \in (\text{aff}) \mathcal{F}_0 \). Associated to this class \( [v \otimes dt] \) is a well-defined global section

\[
[v dt^{j+1}] \in H^1(\mathbb{P}^1, \Pi \otimes \Omega^j, \nabla^{(\text{aff})}).
\]

Now we can apply the results above to the classes from Theorem 37,

\[
[v_j \otimes dt] \in (\text{aff}) \mathcal{I}_0 = \ker \mathcal{H} \subset (\text{aff}) \mathcal{F}_0.
\]

Using Corollary 61 we obtain well-defined global holomorphic sections of the cohomology of \( \nabla^{(\text{aff})} \),

\[
[v_j dt^{j+1}] \in H^1(\mathbb{P}^1, \Pi \otimes \Omega^j, \nabla^{(\text{aff})}).
\]

Then, for any meromorphic connection \( \chi \in \nabla^{\text{Conn}}(\mathbb{P}^1) \), we obtain using corollary 58 well-defined global meromorphic sections of the cohomology of \( \nabla^{(\text{aff})}_\chi \),

\[
[F_\chi (v_j dt^{j+1})] \in H^1(\mathbb{P}^1, \Omega^j, \nabla^{(\text{aff})}_\chi).
\]

Now we can ask what special properties these cohomology classes possess, by virtue of the fact that \( [v_j \otimes dt] \) lay not only in \( (\text{aff}) \mathcal{F}_0 \) but also in the kernel of \( \mathcal{H} \); in other words, by virtue of the fact that these classes are invariant under the screening flows \( Q_i \), \( i \in I \), on \( \pi_0 \).

9. \( \mathfrak{g} \)-Opers and \( \mathfrak{g} \)-Miura Opers

In this final section, we recall the definitions of opers and Miura opers, both local and global. That will allow us to establish the remaining results of the paper, Theorem 69 and Proposition 71. We continue to suppose that \( \mathfrak{g} \) is a Kac–Moody algebra of affine type. Opers were first introduced on the disc in [12] and for a general Riemann surface in [4]. Miura
opers for simple Lie algebras were introduced in [27]; affine opers and affine Miura opers were introduced in [18]. We follow the conventions from [33, §6].

It is convenient to treat in parallel the cases of opers on the disc, and meromorphic opers on a coordinate patch $U \subset \mathbb{P}^1$. Thus, let $\mathcal{A}$ denote either the ring $\mathbb{C}[[t]]$ of formal power series in $t$, or the field $\mathcal{K}(t(U))$ of meromorphic functions on the image $t(U) \subset \mathbb{C}$ of a holomorphic coordinate $t : U \to \mathbb{C}$. In either case we have a notion of coordinate transformations. On the disc, these form the group $\text{Aut} \mathcal{O}$ defined in (27) and (28). In the meromorphic setting, we have the changes of holomorphic coordinate $\mu(s)$ between any pair of holomorphic coordinates $t, s : U \to \mathbb{C}$ on $U$, which we think of as sending $f(t) \in \mathcal{K}(t(U))$ to $f(\mu(s)) \in \mathcal{K}(s(U))$. (Since $s(U)$ and $t(U)$ need not coincide as subsets of $\mathbb{C}$, the latter do not form a group, but only a groupoid.)

Let $\mathcal{U}(\mathcal{A})$ denote the group of units of $\mathcal{A}$. We saw $\mathcal{U}(\mathcal{O})$, the multiplicative group of invertible formal power series, already above. Since $\mathcal{K}(t(U))$ is a field, $\mathcal{U}(\mathcal{K}(t(U))) = \mathcal{K}(t(U)) \setminus \{0\}$.

9.1. Completion of $\mathfrak{n}_+(\mathcal{A})$

For any Lie algebra $\mathfrak{p}$, we have the Lie algebra

$$\mathfrak{p}(\mathcal{A}) := \mathfrak{p} \otimes_{\mathbb{C}} \mathcal{A}$$

(of $\mathfrak{p}$-valued functions on the disc, or $\mathfrak{p}$-valued meromorphic functions on $t(U)$).

Let $\mathfrak{n}_k$ denote the Lie ideal in $\mathfrak{n}_+$ spanned by elements of grade $n \geq k$. We get a descending $\mathbb{Z}_{>0}$-filtration of $\mathfrak{n}_+(\mathcal{A})$ by the Lie ideals $\mathfrak{n}_k(\mathcal{A})$ such that the quotient Lie algebras $\mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_k(\mathcal{A})$ are nilpotent. The inverse limit is a Lie algebra we shall write as

$$\hat{\mathfrak{n}}_+(\mathcal{A}) := \varprojlim_k \mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_k(\mathcal{A}),$$

whose elements are by definition infinite sums $\sum_{n>0} u_n$, with $u_n \in \mathfrak{g}_n(\mathcal{A})$ for each $n$, which truncate to finite sums when working in any given quotient $\mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_k(\mathcal{A})$, $k \in \mathbb{Z}_{>0}$.

Define also

$$\hat{\mathfrak{b}}_+(\mathcal{A}) := \mathfrak{h}(\mathcal{A}) \oplus \hat{\mathfrak{n}}_+(\mathcal{A})$$

$$\hat{\mathfrak{g}}(\mathcal{A}) := \mathfrak{n}_-(\mathcal{A}) \oplus \hat{\mathfrak{b}}_+(\mathcal{A}) = \mathfrak{n}_-(\mathcal{A}) \oplus \mathfrak{h}(\mathcal{A}) \oplus \hat{\mathfrak{n}}_+(\mathcal{A}).$$

These are Lie algebras.

9.2. The group $\hat{\mathcal{N}}_+(\mathcal{A})$

Let $\exp(\mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_k(\mathcal{A}))$ denote a copy of the vector space $\mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_k(\mathcal{A})$ and let $m \mapsto \exp(m)$ be the map into this copy, for each $k > 0$. As the notation is supposed to suggest, $\exp(\mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_k(\mathcal{A}))$ gets a group structure, given by

$$\exp(x) \exp(y) := \exp \left( x + y + \frac{1}{2} [x, y] + \cdots \right),$$

where the expression on the right is the usual Baker–Campbell–Hausdorff formula, from which we need only finitely many terms since each $\mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_k(\mathcal{A})$ is nilpotent. We have the commutative diagram

$$\begin{array}{ccc}
\mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_m(\mathcal{A}) & \longrightarrow & \mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_k(\mathcal{A}) \\
\bigg\downarrow \sim & & \bigg\downarrow \sim \\
\exp \left( \mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_m(\mathcal{A}) \right) & \longrightarrow & \exp \left( \mathfrak{n}_+(\mathcal{A})/\mathfrak{n}_k(\mathcal{A}) \right)
\end{array}$$
where the vertical maps are the formal exponential maps, which are by definition bijections, and the horizontal maps are the canonical projections for all $m \geq k$. The group $\tilde{N}_+ (A)$ is then the inverse limit

$$\tilde{N}_+ (A) := \lim_{\kappa \to \infty} \exp (n_+ (A)/n_k (A)).$$

and the diagram above defines an exponential map $\exp: \hat{n}_+ (A) \to \tilde{N}_+ (A)$.

9.3. The group $\hat{B}_+ (A)$

Recall the fundamental coweights $\{ \Lambda_i \}_{i \in I}$ from (36). Let $P := \bigoplus_{i \in I} \mathbb{Z} \Lambda_i \subset \mathfrak{h}$ and define $H (A)$ to be the abelian group generated by elements of the form $\phi^\lambda$ with $\phi \in \mathcal{U} (A)$ and $\lambda \in P$, subject to the relations $\phi^\lambda \psi^\mu = \phi^{\lambda + \mu}$ for all $\phi, \psi \in \mathcal{U} (A)$ and $\lambda, \mu \in P$. We have the adjoint action of $H (A)$ on the Lie algebra $\hat{n}_+ (A)$, defined weight space by weight space, with

$$\phi^\lambda n \phi^{-\lambda} := \phi^{(\lambda, \alpha)} n,$$  \hspace{1cm} (74)

for all $n$ in the subspace of $\hat{n}_+ (A)$ of weight $\alpha \in \bigoplus_{i \in I} \mathbb{Z} \alpha_i$. (Note that $\langle \lambda, \alpha \rangle$ is an integer and hence $\phi^{(\lambda, \alpha)} \in \mathcal{U} (A)$.) The adjoint action of $H (A)$ on the group $\tilde{N}_+ (A)$ is then given by $\phi^\lambda \exp (n) \phi^{-\lambda} := \exp (\phi^\lambda n \phi^{-\lambda})$. Finally, we define $\hat{B}_+ (A)$ to be the semi-direct product

$$\hat{B}_+ (A) := \hat{N}_+ (A) \times H (A),$$

so elements of $\hat{B}_+ (A)$ are of the form $\exp (n) \phi^\lambda$, $n \in \hat{n}_+ (A)$, $\phi \in \mathcal{U} (A)$ and $\lambda \in P$, and the product is given by

$$(\exp (n) \phi^\lambda) (\exp (m) \psi^\mu) := \left( \exp (n) \exp \left( \phi^\lambda m \phi^{-\lambda} \right) \right) (\phi^\lambda \psi^\mu).$$

9.4. Definition of $g$-opers

Let $\hat{op}_g$ be the set of all connections of the form

$$\nabla = d + \left( \sum_{i=0}^{\ell} \psi_i (t) f_i + b (t) \right) dt$$

with $\psi_i (t) \in \mathcal{U} (A)$ for each $i \in I$, and $b (t) \in \hat{b}_+ (A) := \mathfrak{h} (A) \oplus \hat{n}_+ (A)$.

In calling these connections, we mean that there is an action of the group $\hat{B}_+ (A)$ on $\hat{op}_g$ (by gauge transformations) and that the set $\hat{op}_g$ transforms in a well-defined manner under changes in coordinate. Let us describe these transformation properties.

The action of the coordinate transformation $t = \mu (s)$ on $\nabla$ is given by

$$\mu. \nabla := d + \left( \sum_{i=0}^{\ell} \psi_i (\mu (s)) f_i + b (\mu (s)) \right) \mu' (s) ds.$$

(Here we choose to think of $\mu$ as a passive coordinate transformation, that is, to think that $\mu. \nabla$ is the same connection $\nabla$ in the new coordinate $s$ given by $t = \mu (s)$.)

The action of an element $g = e^m \phi^\lambda \in \hat{B}_+ (A)$ on $\nabla$ is defined as follows. Firstly, (74) defines the adjoint action of $\phi^\lambda \in H (A)$ on the Lie algebra $\hat{g} (A) := n_- (A) \oplus \hat{b}_+ (A)$, weight space by weight space, while the adjoint action of $e^m \in \tilde{N}_+ (A)$ on an element $u \in \hat{g} (A)$ is given by

$$u \mapsto e^m u e^{-m} := \sum_{k \geq 0} \frac{1}{k!} \text{ad}_m^k u,$$
where \( \text{ad}_m u := [m, u] \). In this way we get the adjoint action of \( \hat{B}_+(A) = \hat{N}_+(A) \times H(A) \) on \( \hat{g}(A) \). For any \( g = e^m \phi \in B_+(A) \), define
\[
(\partial_t g)g^{-1} := \lambda\phi^{-1}\partial_t\phi + \sum_{k \geq 1} \frac{1}{k!} \text{ad}_{m}^{k-1} \partial_t m,
\]
an element of \( \hat{b}_+(A) \). One can then check that there is a well-defined action of \( \hat{B}_+(A) \) on the affine space (over \( \hat{g}(A) \)) of connections valued in \( \hat{g}(A) \), given by
\[
d + vdt \mapsto d + (gvg^{-1} - (\partial_t g)g^{-1})dt, \quad v \in \hat{g}(A).
\]
This action stabilizes the set \( \hat{op}_g \). We shall write \( g\nabla g^{-1} \in \hat{op}_g \) for the image under the action of \( g \) of the connection \( \nabla \in \hat{op}_g \). We call this the gauge action of \( \hat{B}_+(A) \) on \( \hat{op}_g \).

The space of \( g \)-opers is by definition the quotient of the set of connections \( \hat{op}_g \) by the gauge action of \( \hat{B}_+(A) \):
\[
\text{Op}_g := \hat{op}_g / \hat{B}_+(A).
\] (77)

Recall the definition of the element \( p_{-1} \in a_- \) from (38); \( p_{-1} := \sum_{i \in I} f_i \). Let \( \text{op}_g \subset \hat{op}_g \) denote the set of connections of the form (75) with \( \psi_i = 1 \) for each \( i \in I \), that is, the set of connections of the form
\[
\nabla = d + (p_{-1} + b)dt, \quad b \in \hat{b}_+(A).
\]
(It is an affine space over \( \hat{b}_+(A) \).)

**Lemma 62.** Each \( H(A) \)-orbit in \( \hat{op}_g \) contains a representative in \( \text{op}_g \). This representative is unique, and the stabilizer of \( \text{op}_g \) in \( \hat{op}_g \) is \( \hat{N}_+(A) \). Hence
\[
\text{Op}_g \cong \text{op}_g / \hat{N}_+(A).
\]

9.5. The (quasi-)canonical form

Recall from Section 5.3 the definition of the exponents \( j \in E \) of \( g \) and of the generators \( p_j \in a_+ \). The following result was established in [33], following [12, 29]. (The proof in [33] is in the meromorphic setting, but the same proof goes through the case of the disc.)

**Theorem 63 [33].** Suppose that \( g \) is of affine type. Fix a formal coordinate \( t \) on \( D \) (respectively, a holomorphic coordinate \( t \) on \( U \)).

Every \( \nabla \in \text{Op}_g \) has a quasicanonical representative of the form
\[
\nabla = d + \left( p_{-1} - \frac{\varphi(t)}{h} \hat{\rho} + \sum_{j \in E_{\geq 1}} v_j(t)p_j \right)dt,
\] (78)

where \( \varphi(t) \) and \( v_j(t) \), for each positive exponent \( j \in E \), are formal series in \( t \) (respectively, meromorphic functions on \( t(U) \subset \mathbb{C} \)).

The gauge transformations preserving quasi-canonical form are those of the form \( \exp(\sum_{j \in E_{\geq 2}} f_j p_j) \) for formal series (respectively, meromorphic functions) \( f_j(t) \). The effect of such gauge transformations is to send
\[
v_j(t) \mapsto v_j(t) - f'_j(t) + \frac{j\varphi(t)}{h} f_j(t)
\] (79)

for all \( j \in E_{\geq 2} \), and to leave \( \varphi \) and \( v_1 \) invariant.
9.6. **Coordinate transformations**

One can now study the behaviour under coordinate transformations of the functions $v_j$ and $\varphi$ appearing in the quasi-canonical form of the oper. That is, one can start with a connection $\nabla$ of quasi-canonical form with respect to the coordinate $t$ and then transform to a new coordinate given by $t = \mu(s) \neq s$, as in (76). The resulting connection will not be in quasi-canonical form in the new coordinate — but it can necessarily be brought to this form by means of a gauge transformation. One interprets the resulting power series $\tilde{v}_j$ and $\tilde{\varphi}$ as the images of $v_j$ and $\varphi$ under the coordinate transformation. One finds the following. (For details, see, for example, [33, §6], or the proof of Proposition 67 below where an example of this sort of calculation occurs.)

\[
-\frac{1}{h^2} \tilde{\varphi}(s) = -\frac{1}{h} \varphi(\mu(s)) \mu'(s) - \frac{\mu''(s)}{\mu'(s)}, \quad (80)
\]

\[
\tilde{v}_j(s) = v_j(\mu(s)) \mu'(s)^{j+1}, \quad j \in E. \quad (81)
\]

In the meromorphic setting, we know from Section 7 above how to interpret (79) to (81), and we recover the following.

**Theorem 64** [33]. \( \text{Op}_g(U) \) fibres over the affine space \( \text{Conn}(U, \Omega) \) of meromorphic connections on the canonical bundle and we have the isomorphism

\[
\text{Op}_g(U)^\nabla \cong \Gamma(U, \Omega^2) \times \prod_{j \in E_{\geq 2}} H^1(U, \Omega^j, \nabla)
\]

for the fibre over any connection $\nabla \in \text{Conn}(U, \Omega)$.

To state the analogous result on the disc, we need some notations. A $j$-differential (on $D$) is an object of the form $f(t)dt^j$, specified by a series $f(t) \in \mathbb{C}[[t]]$, its component in the coordinate $t$. By definition (and as the notation suggests), this component must transform as $f(t) \mapsto f(\mu(s)) \mu'(s)^j$ under the coordinate transformation $t = \mu(s)$, $\mu \in \text{Aut} \mathcal{O}$. Let us write $\Omega^j$ for the $\mathcal{O}$-module of $j$-differentials. For each $j \in \mathbb{Z}_{\geq 1}$, we write $\text{Conn}(\Omega^j)$ for the space of connections on $j$-differentials. It is an affine space over $\Omega$. That is to say, as an abelian group under addition, $\Omega$ acts freely transitively on $\text{Conn}(\Omega^j)$ (and this action is $\text{Aut} \mathcal{O}$ equivariant). Just as in the meromorphic case, cf. (71) and the discussion following, $\text{Conn}(\Omega) \cong \text{Conn}(\Omega^j)$ for all $j \geq 1$.

On comparing (80) with (71) we see that $-\frac{1}{h^2} \varphi(t)$ transforms as the component of an affine connection, call it $\nabla^\varphi$. For each $j \in E$, the power series $v_j(t)$ transforms as a $(j + 1)$-differential. As in the meromorphic case, we can now interpret (79) as saying that the $v_j(t)$ define classes in the cohomology $H^1(\Omega^j, \nabla^\varphi) := \Omega^{j+1}/\nabla^\varphi \Omega^j$ of the connection $\nabla^\varphi$. But these cohomologies on the disc are all trivial\(^1\).

We have arrived at the following description of the space $\text{Op}_g(D)$ of opers on the disc.

\(^1\)Indeed, let $F(t) = \sum_{n<0} F_n t^{-n-1} \in \mathbb{C}[[t]]$ be the component of a $(j + 1)$-differential $F(t)dt^j \in \Omega^{j+1}$. We must show that there exists $G(t) = \sum_{n<0} G_n t^{-n} \in \mathbb{C}[[t]]$ such that $F(t) = G(t) - \frac{1}{h^2} \varphi(t)G(t)$. That is,

\[
F_{-1} = G_{-1} - \frac{1}{h^2} \varphi_{-1} G_0,
\]

\[
F_{-2} = 2G_{-2} - \frac{1}{h^2} (\varphi_{-2} G_0 + \varphi_{-1} G_{-1}),
\]

\[\vdots\]
Proposition 65. We have the following (Aut $O$-equivariant) isomorphism:
\[ \text{Op}_g(D) \cong \text{Conn}(\Omega) \times \Omega^2. \]

9.7. Miura opers

An $\mathfrak{g}$-Miura oper is a connection $\nabla \in \text{op}_g \subset \tilde{\text{op}}_g$ of the special form
\[ \nabla = d + (p_{-1} + u(t)) dt, \quad u(t) \in \mathfrak{h}(\mathcal{A}). \]  \tag{82}

Let $\text{MOp}_g$ denote the set of such connections. It is an affine space over $\mathfrak{h}(\mathcal{A})$.

We have the canonical map
\[ \text{MOp}_g \to \text{Op}_g, \] \tag{83}
which associates to each Miura oper $\nabla$ the underlying oper $[\nabla]$, that is, its $\hat{B}_+(\mathcal{A})$-gauge equivalence class in $\tilde{\text{op}}_g$.

Remark 66. For us (and also for [42, 52, 53]) a Miura oper is thus not an oper, strictly speaking — but one can think of a Miura oper $\nabla$ as consisting of its underlying oper $[\nabla]$ together with the extra data of a representative $\nabla$ of the special form (82). That is the right intuition, because in the original, more geometric, definition of opers [4] and Miura opers [27] on Riemann surfaces, a Miura oper is by definition an oper together with extra data. (See [25, §5]. Note also that, for compatibility with that definition, what we call Miura opers here should really be called generic Miura opers.)

9.8. Identification of $\pi_0$ with $\text{Fun MOp}_g(D)$

We write $\text{MOp}_g(D)$ for the space of Miura opers on the disc, that is, in the case $\mathcal{A} = \mathbb{C}[[t]]$. In the coordinate $t$ we can write the series expansion of the element $u \in \mathfrak{h}(\mathcal{A})$ in (82) as
\[ u = \sum_{n<0} u_n t^{n-1}, \]
with $u_n \in \mathfrak{h}$ for each $n$. Recall that $\{b^i\}_{i=1,\ldots,\dim \mathfrak{h}}$ and $\{b_i\}_{i=1,\ldots,\dim \mathfrak{h}}$ are dual bases of $\mathfrak{h}$ with respect to the form $\kappa(\cdot|\cdot)$. Define
\[ u_n^i := \langle u_n, b^i \rangle, \quad u_{i,n} := \langle u_n, b_i \rangle. \]
Let $u_{i,n} \in \text{MOp}_g(D)^*$ be the linear map which sends $\nabla$ to $u_{i,n}$. We can regard $u_{i,n}$ as coordinate functions on the space $\text{MOp}_g(D)$. They generate the $\mathbb{C}$-algebra
\[ \text{Fun \text{MOp}}_g(D) := \mathbb{C}[u_{i,n}]_{i=1,\ldots,\dim \mathfrak{h}, n<0} \]
of polynomial functions on $\text{MOp}_g(D)$. In view of (19), by identifying $u_{k,n}$ with $b_{k,n}$, we get an isomorphism differential algebras
\[ \text{Fun \text{MOp}}_g(D) \cong \pi_0. \]

We endow $\pi_0$ with the structure of a conformal algebra as in §6.2.

Proposition 67. This isomorphism
\[ \text{Fun \text{MOp}}_g(D) \cong \pi_0. \] \tag{84}

\[ F_{-n} = nG_{-n} - \frac{j}{h} \sum_{k=n}^{1} \varphi_k G_{-n-k}. \]

where $\varphi(t) = \sum_{n<0} \varphi_n t^{n-1}$ is the component of the connection. We can pick $G_0 = 0$ and then solve the $n$th equation above by choice of $G_{-n}$, for each $n \geq 1$. 

of differential algebras is $\text{Aut } \mathcal{O}$- and $\text{Der } \mathcal{O}$-equivariant.

Proof. Firstly, just as in the calculation sketched in §9.6 above, one can find the behaviour of the power series

$$u_i := (u_i, b_i) = \sum_{n<0} u_{i,n} t^{-n-1}$$

under the coordinate transformation $t \mapsto s$ with $t = \mu(s)$, $\mu \in \text{Aut } \mathcal{O}$. Indeed, in the new coordinate $s$ the connection in (82) becomes

$$\nabla = d + p_{-1} \mu'(s) ds + u(\mu(s)) \mu'(s) ds.$$  

(85)

This can be brought back into the Miura form by performing a gauge transformation by $\mu'(s)^\rho \in H(\mathcal{O})$:

$$\mu'(s)^\rho \nabla \mu'(s)^{-\rho} = d + (p_{-1} + \tilde{u}(s)) ds,$$

where

$$\tilde{u}(s) = u(\mu(s)) \mu'(s) - \rho \mu'(s).$$  

(86)

Let us adopt the viewpoint that this is an active transformation, transforming the Miura oper $\nabla = d + (p_{-1} + u(t)) dt$ to the new Miura oper $\mu.\nabla = d + (p_{-1} + \tilde{u}(t)) dt$. This gives the action of $\text{Aut } \mathcal{O}$ on $\text{MOp}_g(D)$. The action of $\text{Aut } \mathcal{O}$ on $\text{Fun } \text{MOp}_g(D)$ is then given by $(\mu. u_{i,n})(\nabla) := u_{i,n}(\nabla)$ (so that the pairing $u_{i,n}(\nabla) \in \mathbb{C}$ is, correctly, $\text{Aut } \mathcal{O}$-invariant).

Consider an infinitesimal transformation, $\mu(s) = (1 + \epsilon L_k)s = (1 - \epsilon s^{k+1} \partial_s) s = s - \epsilon s^{k+1}$, so that $\mu'(s) = 1 - \epsilon(k+1)s^k$. We have

$$\tilde{u}(s) = (u(s) - \epsilon s^{k+1} u'(s))(1 - \epsilon(k+1)s^k) - \epsilon(k+1)s^{k-1} \rho + \ldots$$

$$= u(s) - \epsilon(s^{k+1} u'(s) + (k+1)s^k u(s)) + k(k+1)s^{k-1} \rho + \ldots$$

Let us arrange the coordinate functions $u_{i,n}$ into power series in the same way as $u_{i,n}$, that is, $u(s) := \sum_{n<0} u_{i,n} t^{-n-1}$ with $u_n := u_{i,n} b^i$. By definition

$$\tilde{u}(s) = (\mu^{-1}. u)(\nabla) = ((1 - \epsilon L_k + \ldots). u)(\nabla).$$

On comparing coefficients, we see that

$$L_k u_n = \text{res } ds s^n (s^{k+1} u'(s) + (k+1)s^k u(s) + k(k+1)s^{k-1} \rho).$$

That is

$$L_k u_n = \begin{cases} 
-n u_{n+k} & k \leq -n, \\
k(k+1) \rho & k = -n, \\
0 & k > -n. 
\end{cases}$$

In view of Section 29, and recalling that $\xi = -\mu^{-1}(\rho)$, this establishes the $\text{Aut } \mathcal{O}$-equivariance of the isomorphism (84). The Lie algebra $\text{Der } \mathcal{O}$ is slightly larger than the Lie algebra $\text{Der}_0 \mathcal{O} = t \mathbb{C}[[t]] \partial_t$, of $\text{Aut } \mathcal{O}$, because it contains also the generator $L_{-1} = -\partial_t$. But the calculation above still goes through for $k = -1$, that is, for this generator $L_{-1}$. \hfill \Box

9.9. Identification of $W$ with $\text{Fun } \text{MOp}_g(D)$

Now we shall show that the action of the screening operators on $\pi_0$ coincides with the action of infinitesimal gauge transformations by simple root vectors on $\text{Fun } \text{MOp}_g$. Let us start with a Miura $g$-oper $\nabla$ as in (82). We shall consider the effect of a gauge transformation by the element
exp(\(ae_i\)) \(\in \hat{\mathcal{N}}_+\). We have (noting in the second line that \([e_i, [e_i, u]] = 0\) since \([e_i, u] \propto e_i\),
\[
e^{ae_i} \nabla e^{-ae_i} = d - a' \, e_i \, dt + e^{adte_i}(p_{-1} + u) \, dt
\]
\[
= d - a' \, e_i \, dt + \left( p_{-1} + a \alpha_i + \frac{1}{2} a^2 [e_i, \alpha_i] + u + a \, [e_i, u] \right) \, dt
\]
\[
= d + \left( p_{-1} + u + a \alpha_i + e_i (a^2 - a' - a \langle \alpha_i, u \rangle) \right) \, dt.
\] (87)

Note \([e_i, u] = - \langle u, \alpha_i \rangle \, e_i\). Therefore, this gauge transformation preserves the Miura form if and only if \(a\) obeys the (‘Ricatti-type’) equation
\[
a^2 - a' - a \langle \alpha_i, u \rangle = 0.
\] (88)

(In the meromorphic setting on \(\mathbb{P}^1\), solutions of this equation give rise to the reproduction procedure which generates families of new solutions to the Bethe equations starting from a given solution; see [41, 42, 49].)

In our setting of the formal disc, \(u\) and \(a\) are power series. We can choose to write them as
\[
u = \sum_{n<0} u_n t^{-n-1}, \quad a = \sum_{n \leq 0} a_n t^{-n},
\]
with \(u_n, a_n \in \mathfrak{h}\) for each \(n\). Given a power series \(f = \sum_{n \geq 0} f_n t^n\), set \(f := \sum_{n \geq 0} f_n t^{n+1}/(n + 1)\). For any value of a parameter \(c \in \mathbb{C}\), there is a solution to (88) given by
\[
a = - \frac{g}{c^{-1} + \int g}, \quad \text{where} \quad g = \exp \int (-\langle u, \alpha_i \rangle),
\]
for then indeed
\[
a^2 - a' = \frac{g^2}{(c^{-1} + \int g)^2} - \frac{\frac{g'}{c^{-1} + \int g}}{\frac{g'}{c^{-1} + \int g} + \frac{g^2}{(c^{-1} + \int g)^2}}
\]
\[
= \frac{g'}{c^{-1} + \int g} = \frac{g}{c^{-1} + \int g},
\]
moreover, this is the unique solution with leading behaviour \(a = -c + \ldots\).

Thus the solutions to (88) form a one-parameter family containing the trivial solution \((a = -c = 0)^\dagger\).

Consequently, it is enough to consider infinitesimal gauge transformations \(\exp(\epsilon a e_i) \sim 1 + \epsilon a e_i\). In that case \(a\) solves the equation
\[
a' = - \langle \alpha_i, u \rangle a,
\] (89)
whose solution, unique up to scale, is
\[
a = \exp \int (-\langle u, \alpha_i \rangle) = \exp \left( - \sum_{n < 0} \frac{\langle u_n, \alpha_i \rangle t^{-n}}{n} \right) = \exp \left( - \kappa(\alpha_i | b_j) \sum_{n < 0} \frac{u_j t^{-n}}{n} \right).
\] (90)

In view of (18), (24) and (25), if we identify \(u_{k,n}\) with \(b_{k,n}\), then we have
\[
a = \sum_{n \leq 0} V_{\alpha_i | [n]} t^{-n}.
\]

\(^\dagger\)One can ask about the point at infinity, \(c^{-1} = 0\). Generically there is no corresponding solution because \(0 + \int g\) is not invertible in \(\mathcal{O}\). But there is a special case when \(\langle u, \alpha_i \rangle\) is non-zero and constant. Then \(g = \exp(-\langle u, \alpha_i \rangle t)\) and we have the constant non-zero solution \(a = -g / \int g = \langle u, \alpha_i \rangle\). That is important because it gives rise to the action of the (discrete) Weyl group on ‘finite Miura opers’, that is, elements of \(\mathfrak{g}\) of the form \(p_{-1} + u\).
From (87) we see that $\delta u = \epsilon a \alpha_i$. That is, $\delta u_{k,n} := \epsilon \langle \delta u_n, b_k \rangle = \epsilon a_{n+1} \langle \alpha_i, b_k \rangle$. Thus this infinitesimal gauge transformation acts on polynomials in the $u_{k,n}$, by the derivation

$$\sum_{m < 0} a_{m+1} \langle \alpha_i, b_k \rangle \frac{\partial}{\partial u_{k,m}} = \sum_{m < 0} V_{\alpha_i}[m] \langle \alpha_i, b_k \rangle \frac{\partial}{\partial u_{k,-1+m}}. \tag{91}$$

Recall from (34) that $\langle \alpha_i, \cdot \rangle = \epsilon^{-1} \kappa(\alpha_i \cdot)$. We have established the following.

**PROPOSITION 68.** After identifying $u_{k,n}$ with $b_{k,n}$, the action of the flow generated by $e_i$ on $\text{MOp}_g(D) \cong \pi_0$ is given by

$$Q_i = -\epsilon^{-1} T^{-1} \alpha_i \nabla_{\alpha_i}.$$ 

Let us write $\text{Fun Op}_g(D)$ for the space of polynomial functions on $\text{Op}_g(D)$:

$$\text{Fun Op}_g(D) \cong \mathbb{C}[\varphi_n, v_{1,n}]_{n < 0},$$

cf. Theorem 63 and Proposition 65.

By construction, a polynomial in the $u_{i,n}$, that is, an element of $\text{Fun MOp}_g(D)$, is an element of $\text{Fun Op}_g(D)$ if and only if it is in the kernel of the $Q_i$.

After identifying $u_{k,n}$ with $b_{k,n}$, one finds $\varphi_n = \delta_n$ and $v_{1,n} = \pi_n$, cf. Sections 6.2 and 6.3.

In view of the definition of $W$ as the kernel of the screenings, we have arrived at the following statement. (For the analogous statement in finite types, see [28, §8.2.5].)

**THEOREM 69.** We have the commutative diagram:

$$\begin{array}{ccc}
\pi_0 & \xrightarrow{\sim} & \text{Fun MOp}_g(D) \\
\uparrow & & \uparrow \\
W & \xrightarrow{\sim} & \text{Fun Op}_g(D)
\end{array}$$

These maps are equivariant with respect to $\text{Der} \mathcal{O}$ and $\text{Aut} \mathcal{O}$.

9.10. **Global identifications**

**PROPOSITION 70.** We have an isomorphism of sheaves on $\mathbb{P}^1$,

$$-\delta \text{Conn}(U) \cong \text{MOp}_g(U),$$

given by

$$\chi(t) \mapsto d + (p-1 - \chi(t))dt.$$ 

**Proof.** This follows from (67) and (86). \qed

In particular,

$$-\delta \text{Conn}(\mathbb{P}^1)_x \cong \text{MOp}_g(\mathbb{P}^1)_x.$$ 

Thus, given $\chi \in -\delta \text{Conn}(\mathbb{P}^1)_x$, we have the corresponding Miura oper $\nabla = d + (p-1 - \chi(z))dz$ and its underlying oper $[\nabla] \in \text{Op}_g(\mathbb{P}^1)_x$. The affine connection $\nabla^{(\text{aff})}_\chi$ is manifestly the affine connection defined by $[\nabla]$, cf. Section 8.1 and Theorem 63.

**PROPOSITION 71.** The cohomology classes $[F_\chi(v_jdt^{j+1})] \in H^1(\mathbb{P}^1, \Omega^i, \nabla^{(\text{aff})}_\chi)_x$ are the classes of the functions appearing in (any) quasi-canonical form of the oper $[\nabla]$:

$$[F_\chi(v_jdt^i)] = [v_j(t)dt^i].$$
Proof. The affine connection $\nabla^{(aff)}_\chi$ gives an affine structure on $\mathbb{P}^1 \setminus \mathbf{z}$, that is, an atlas of local charts $t : U \to \mathbb{C}$ where each local holomorphic coordinate $t$ is such that $dt$ is constant for $\nabla^{(aff)}_\chi$. It is enough to show that the statement holds in such a chart. But in such a chart the statement reduces to a standard statement about densities of $\mathfrak{g}$-mKdV Hamiltonians.

Indeed, in such a chart the component of the connection $\nabla^{(aff)}_\chi$ is vanishing: $\varphi(t) = 0$. Hence, given Remark 59, $F_v(\delta_{-n} v)$ vanishes too, for all $v \in \pi_0$. But that means $F_v$ descends to a well-defined map from the quotient by such modes, and this quotient is what we called $(\text{inf})\pi_0$ above, cf. (34). So in this coordinate the $F_\chi(v_j)$ are precisely the densities of integrals of motion of Affine Toda field theory or equivalently (see [17]) the densities of integrals of motion of $\mathfrak{g}$-mKdV. On the oper side, the fact that $\varphi(t) = 0$ means we are effectively working with opers for the derived subalgebra $\mathfrak{g} = [\mathfrak{g}, \mathfrak{g}]$. This is the setting of [12, Section 6]. It is shown there (in Proposition 6.11) that the functions in the quasi-canonical form of such opers are these same densities. (In [12], what we are calling the quasi-canonical form of the affine oper appears in Proposition 6.2, and the Miura form appears in Lemma 6.7.)
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