Competition between folding and aggregation in a model for protein solutions
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We study the thermodynamic and kinetic consequences of the competition between single-protein folding and protein-protein aggregation using a phenomenological model, in which the proteins can be in the unfolded (U), misfolded (M) or folded (F) states. The phase diagram shows the coexistence between a phase with aggregates of misfolded proteins and a phase of isolated proteins (U or F) in solution. The spinodal at low protein concentrations shows non-monotonic behavior with temperature, with implications for the stability of solutions of folded proteins at low temperatures. We follow the dynamics upon "quenching" from the U-phase (cooling) or the F-phase (heating) to the metastable or unstable part of the phase diagram that results in aggregation. We describe how interesting consequences to the distribution of aggregate size, and growth kinetics arise from the competition between folding and aggregation.

Many proteins aggregate under certain conditions; some, such as Amyloid β and prion, are associated with debilitating and possibly fatal human diseases\(^1, 2\). This has motivated a number of biophysical studies on the nature and dynamics of aggregates at different scales\(^3, 4\). It is widely held that proteins within an aggregate are typically misfolded; further, that protein aggregation is initiated by misfolded structures.

This immediately suggests an interplay between the dynamics of folding and aggregation, especially at large concentrations (as in the cell interior\(^5\)), where intra-protein interactions compete with inter-protein interactions. Here, we explore the thermodynamic landscape of steady states arising from this competition, using a phenomenological model. A number of theoretical and experimental studies suggest the possible utility of such an approach\(^6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18\).

To apply to a diverse range of proteins, our model needs to be reasonably generic, and therefore incorporate only a minimal number of features common to all aggregating proteins. Consider \(N\) proteins of molecular weight \(L\) in a solvent of volume \(V\) and temperature \(T\); we represent the complex folding internal-energy landscape by a coarse-grained one with just three states – unfolded or random coil (U), a folded or native state (F) and a misfolded or intermediate state (M). These single-protein states differ in their internal energies and configurational entropy: \(U\) is taken to have zero internal energy (or defines the zero of energy) and finite entropy per site \((\ln W)\), \(F\) is the unique global energy minimum \((-\epsilon_0 < 0)\), while \(M\) is often taken to be an intermediate energy \((-\epsilon_m)\) with finite entropy per site \((\ln w)\). Note that the degeneracies \(W \gg w \sim O(e^{\epsilon_0})\).

This single-particle picture gets modified as soon as we include inter-protein interactions. In general, the specific and nonspecific contributions to the inter-protein attraction result in short-range, anisotropic interactions; however to make the analysis simple, we will at present only consider short-range attractive interactions between proteins in the M-state, represented by a square well of range \(a\) and strength \(J\).

We work with a three-dimensional (3D) lattice-gas model, where a fraction \(\rho = N\sigma^3/V\) proteins occupy the sites of a cubic lattice with coordination number \(q = 6\) (we take \(\sigma = 1\)). We define occupancy variables \(n_i = \{0,1\}\) at each lattice site and state variables \(d_i = \{-1(F),0(M),1(U)\}\) at each occupied site. The lattice Hamiltonian (in which we include the on-site free energy) is given by (setting \(k_B = 1\))

\[
H = \sum_i \left[ -T \ln W n_i (d_i^2 + a^2) - (\epsilon_m + T \ln w)n_i(1 - d_i^2) 
- \epsilon_0 n_i \left( d_i^2 - d_i \right) \right] - \sum_{ij} J_{ij} n_i n_j (1 - d_i^2)(1 - d_j^2),
\]

where \(J_{ij} = J\).

The three states are characterised by the concentrations \((\rho_u)\), misfolded \((\rho_m)\) and folded \((\rho_f)\) proteins, with \(\rho = \rho_f + \rho_m + \rho_u\). It is convenient to follow the thermodynamic behaviour in the \((T, \rho, \rho_m)\) space, and write \(\rho_u = (\rho - \rho_m)x\) and \(\rho_f = (\rho - \rho_m)/(1-x)\).

We start with mean-field theory: the energy density \(e = -T \ln W \rho_u - (\epsilon_m + T \ln w) \rho_m - \epsilon_0 \rho_u - J q \rho_m^2\), and entropy density \(s = (1-\rho) \ln (1-\rho) + \rho_u \ln \rho_u + \rho_m \ln \rho_m + \rho_f \ln \rho_f\), can be combined to obtain the grand potential density \(\Omega = -P = e - Ts - \mu \rho\), where \(\mu\) is the chemical potential.

Upon minimisation, we get \(x = \frac{W}{W + e^{\epsilon_0}/T}\), and the constitutive relations,

\[
\rho = \rho_m \left[ 1 + \left( W + e^{\epsilon_0}/T \right) e^{-\left(\epsilon_m + T \ln w + J q \rho_m\right)/T} \right]
\]

\[
\mu = T \left[ \ln (\rho - \rho_m) - \ln (1-\rho) - \ln (W + e^{\epsilon_0}/T) \right]
\]

Fixing \(\mu\) and \(T\), these equations may be solved to obtain solutions for \(\rho\) and \(\rho_m\). Below \(T = qJ/4\equiv T_c\), one has two locally stable solutions in an intermediate \(\mu\) range signaling a phase transition, with the phase coexistence being given by values of \((\mu, T)\) for which the two solutions will have equal \(\Omega\) (i.e., the same pressure). The two
phases correspond to a low density phase where the fraction of misfolded proteins is low and a high density phase with a large fraction of misfolded proteins. We identify the latter with protein aggregation. Note that $x$ denotes the fraction of proteins that are unfolded, out of those that are not in the misfolded state. Thus, the temperature at which $x = 0.5$ marks a pseudo-transition point to the folded state. The limit of stability or spinodal lines are obtained by setting the determinant of the Hessian, $|\partial^2\Omega(\rho, \rho_m)| = 0$, are given by $\rho_m = -\frac{1}{2}\sqrt{1 - \frac{2}{\rho}}$ and meet smoothly at the critical point. The critical temperature $k_B T_c = 3J/2$, and the pseudo-transition temperature between folded and unfolded states at low concentrations is $k_B T_f = 0.3257J$.

In our calculations, we assume parameters $W = 10000, w = 1000, c_0 = 3J, c_m = 0.35J$. We choose the energy scale $J$ by using experimental values at $T = 298K$ for the free energy difference between monomers in the U and F states $(4.4 \pm 0.3kcal/mole)$, U and M states $(1.6 \pm 0.7kcal/mole)$ $(U$ being the stable state), and free energy of formation from monomers in the U state $[22]$ of trimers $(14.9kcal/mole)$ and tetramers $(21.6kcal/mole)$. Assuming that trimers have 3 and tetramers 6 interactions, we obtain $J$ to be $2.7kcal/mole$. This yields $T_f = 441K$ $[23]$. We use a value $2.2nm$, the estimated diameter of $\alpha\beta(1-42)$ $[26]$, as the lattice spacing, and report densities in molar (the fully occupied lattice corresponds to $156.67nm$). The time unit is fixed by equating each Monte Carlo sweep (MCS) to $\tau = a^2/6D = 4 ns$, where $a = 2.2nm$, is the step size by which particles are moved each MCS and $D$ is the diffusion coefficient in water obtained from the Stokes-Einstein relation for the assumed particle radius of $1.1nm$.

In Figure 1 we show the phase diagram in different projections. It must be noted that both in the $\rho, T$ and $\rho_m, T$ projections, the coexistence and spinodals on the low density show a change in slope near $T_f$. In particular, the spinodal density in the $\rho, T$ projection retracts to higher values at temperatures below $T_f$.

The scenario described by our approximate mean field is confirmed by Monte Carlo simulations. We determine the coexistence line (Fig. 2) by the histogram re-weighting grand canonical Monte Carlo technique and evaluation of the global free energy $[19, 20]$. We locate the spinodal lines by identifying chemical potential values at which the configuration probability distribution changes from a bimodal to a single peak distribution. The non-monotonicity and the bend in the spinodal are reproduced in the Monte Carlo simulation. We note that the phase behavior we obtain straight-forwardly explains the presence of a critical concentration to aggregation, that has been seen in experiments $[15]$.

We now study the kinetics of transformation following a "quench" from an initial equilibrium phase, using a dynamic Monte Carlo simulation, where in addition to the state changing Metropolis moves, we also move particles into neighbouring vacant sites with probability $p$, related to its diffusion coefficient. We have chosen 8 qualitatively different protocols, marked (1)-(8) in Fig. 2, to study the kinetics from a homogeneous U state ('folding' pathway) or a homogeneous F state ('unfolding' pathway), into the metastable ((1),(2);(3),(4)) and unstable ((5),(6);(7),(8)) regions, for a temperature above $T_f$ and one below $T_f$. The data reported are from simulations on a $64 \times 64 \times 64$ lattice, with typically 150 independent runs. Figure 3 shows the aggregate size distribution and mean aggregate size of misfolded proteins for protocol 3, where we quench the system to a metastable state from the unfolded state.

The interplay of diffusion, detachment-attachment, and state change from U/F $\rightarrow$ M, results in multiple growth regimes and crossovers, which depend on the quench protocol. We will highlight those features that are generic to the aggregation dynamics in the presence of competing energy minima. The first surprise is that the aggregate size distribution at early times is $P(n, t) \sim n^{-3.5 \pm 0.05}$ for small aggregates (Fig. 3), a power law (with an exponential cutoff) rather than an exponential distribution expected from detailed balance dynamics. The dynamics in the subspace of misfolded configurations, mimics the dynamics of an open system with sources and sinks, arising from state changes to and from U/F, for which power law distributions are expected $[27, 28]$. We leave the analytical derivation of this power law to a later study. Together with the robust power-law distribution, there is a finite n peak, indicating a large aggregate which grows with time. At later times, when the fraction of U/F proteins has reached steady state (no

![FIG. 1: Mean-field phase diagram, panels (a) - (d) show projections corresponding to $\rho - T$, $\mu - T$, $\rho_m - T$ and $P - T$ respectively. The pseudo-transition temperature between native and random coil states at low concentration is indicated in panel (a) by a cross.](image_url)
FIG. 2: Simulation phase diagram in (a) the $\rho - T$ plane, and (b) the $\rho_m - T$ plane. The coexistence and spinodal lines have been obtained using the histogram reweighting technique. Also indicated by arrows in (a) are protocols (1) - (8) by which the protein solution is either quenched down from the high temperature unfolded (U) phase (protocols 1, 3, 5, 7), or heated up from the low temperature folded (F) phase (protocols 2, 4, 6, 8), into metastable (protocols 1 - 4) ($\rho = 15.67$ mM) or unstable (protocols 5 - 8) ($\rho = 78.35$ mM) parts of the phase diagram. The final ($\rho, T$) values for these protocols are indicated by open circles.

FIG. 3: (a) Early time aggregate size distribution $P(n,t)$ displays power law behavior for small aggregates, and an emerging finite size peak indicating the onset of aggregation. (b) At late times, the distribution is exponential, and a large peak at large sizes is seen corresponding to the formation of large aggregates. Mean cluster size of misfolded proteins, vs. time (c) for protocol 1 (P1), (d) for protocol 3 (P3), showing the intermediate time plateau, and the power law growth phase.

The late time growth depends on which dynamical mechanism – diffusion, detachment-attachment or state conversion – is dominant. Diffusion dominated growth likely at high $T$, low $\rho$, gives rise to a $\langle n \rangle \sim t$ or $R \sim t^{1/3}$, since aggregates are compact (Fig.3c). On the other hand, the state conversion dynamics, which dominates at low $T$, leads to $\langle n \rangle \sim t^3$ or $R \sim t$ (Fig.3d). Finally, detachment dominated dynamics (at high $T$, high $\rho$) should result in $\langle n \rangle \sim t^{3/2}$ or $R \sim t^{1/2}$[31] (though this is hard to ascertain unambiguously from available numerical data).

Figure 4 shows the onset times for the growth phase, $\tau$, defined as the time of departure from the intermediate structure plateau for $\rho = 15.67$ mM. We quench from the high temperature, unfolded phase ("cooling"; with initial condition where all proteins are unfolded), and the low temperature, folded phase ("heating"; with initial condition where all proteins are folded) respectively, to temperatures at which the system is in the metastable phase. While for high temperatures (above $T = 744.7 K$), we see that the crossover times for heating and cooling runs are roughly the same, for low temperatures (below $T = 270.8 K$), the onset of the growth phase is substan-
the competition between folding and aggregation of proteins using a phenomenological lattice model. There are many interesting extensions that we plan to explore in future. For instance, including attractive interactions between UU and UM, would dramatically alter the nature of aggregates, such as producing small U aggregates, and aggregates containing mixtures of M and U. These mixed aggregates would be more flexible because the U insertions would provide flexible hinges. Another extension is to include changes in configurational entropy and internal energy of the M-state upon aggregation, a feature related to domain swapping. Including anisotropy in the inter-protein interactions would naturally give rise to linear and ‘sheet’-like aggregates. Most importantly, by introducing explicit intra-protein interactions to describe the U → F transition, we will be able to study the effect of aggregation on the dynamics of folding. Finally, the effect of charge interactions is expected to induce effective anisotropy in the aggregate morphology,[32, 33, 34], and indeed, the role of charges in the formation of ordered aggregates has been previously noted[32, 33]. The approach presented here allows for these effects to be studied systematically.
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