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\textbf{SUMMARY} In this paper, we propose a combined use of transformed images and vision transformer (ViT) models transformed with a secret key. We show for the first time that models trained with plain images can be directly transformed to models trained with encrypted images on the basis of the ViT architecture, and the performance of the transformed models is the same as models trained with plain images when using test images encrypted with the key. In addition, the proposed scheme does not require any specially prepared data for training models or network modification, so it also allows us to easily update the secret key. In an experiment, the effectiveness of the proposed scheme is evaluated in terms of performance degradation and model protection performance in an image classification task on the CIFAR-10 dataset.
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1. Introduction

Machine learning (ML) algorithms have been deployed in many applications including security-critical ones such as biometric authentication, automated driving, and medical image analysis\textsuperscript{[1]-[2]}. However, training successful models requires three ingredients: a huge amount of data, GPU accelerated computing resources, and efficient algorithms, and it is not a trivial task. In fact, collecting images and labeling them is also costly and will also consume a massive amount of resources. Therefore, trained ML models have great business value. Considering the expenses necessary for the expertise, money, and time taken to train a model, a model should be regarded as a kind of intellectual property (IP). In addition, generally, data contains sensitive information and it is difficult to train a model while preserving privacy. In particular, data with sensitive information cannot be transferred to untrusted third-party cloud environments (cloud GPUs and TPUs) even though they provide a powerful computing environment\textsuperscript{[3]-[9]}. Accordingly, it has been challenging to train/test a ML model with encrypted images as one way for solving these issues\textsuperscript{[10]}. Learnable image encryption, which has given new solutions to the above issues, is encryption that allows us not only to generate visually protected images to protect personally identifiable information included in an image, such as an individual or the time and location of the taken photograph, but to also apply encrypted images to a ML algorithm in the encrypted domain\textsuperscript{[10]}. In addition, image encryption with a secret key, referred to as image transformation with a secret key, can embed unique features controlled with the key into images. The use of the unique features was demonstrated to be effective in applications such as adversarial defense and model protection\textsuperscript{[11]-[16]}. However, even though many image transformation methods with a secret key have been studied so far for application to such applications, no conventional methods can avoid the influence of image transformation. In other words, the use of transformed images degrades the performance of models compared with models trained with plain images\textsuperscript{[11]-[16]}. In addition, if we want to update the key, models have to be re-trained by using a new key.

In this paper, we show that the use of the vision transformer (ViT)\textsuperscript{[17]} allows us to reduce the influence of block-wise encryption thanks to its architecture. After that, to overcome the problems with conventional image transformation, we propose a novel framework for ML algorithms with encrypted images that uses ViT.

In the framework, a model trained with plain images is also transformed with a secret key using the unique features in addition to test images, and the combined use of the transformed model and test images is proposed for using ML algorithms in the encrypted domain. The proposed scheme allows us not only to obtain the same performance as models trained with plain images but to also update the secret key easily. In an experiment, the effectiveness of the proposed scheme is evaluated in terms of performance degradation and model protection performance in an image classification task on the CIFAR-10 dataset.

2. Related Work

Conventional image transformation for machine learning and ViT are summarized here.

2.1 Image Transformation for Machine Learning

Various image transformation methods with a secret key, often referred to as perceptual image encryption or image cryptography, have been studied so far for many applications.
Perceptual encryption can offer encrypted images that are described as bitmap images, so the encrypted images can be directly applied to image processing algorithms. In addition, encrypted images can be decrypted even when noise is added to them, although the use of standard encryption algorithms such as DES and AES cannot.

Figure 1 shows typical applications of image transformation with a key. Image transformation with a key allows us not only to protect visual information on plain images but to also embed unique features controlled with the key into images. The use of visually protected images has enabled various kinds of applications. One of the origins of image transformation with a key is in block-wise image encryption schemes for encryption-then-compression (EtC) systems [18–27]. Image encryption prior to image compression is required in certain practical scenarios such as secure image transmission through an untrusted channel provider. An EtC system is used in such scenarios, although the traditional way of securely transmitting images is to use a compression-then-encryption (CtE) system. Compressible encryption methods have been applied to privacy-preserving compression, data hiding, and image retrieval [28,30] in cloud environments. In addition, visually protected images have been demonstrated to be effective in fake image detection [31] and various learning algorithms [10,32,37].

In this paper, we focus on image transformation methods for machine learning including deep neural networks (DNNs), called learnable encryption. Learnable encryption allows us to directly apply encrypted data to a model as training and testing data. Encrypted images have no visual information on plain images in general, so privacy-preserving learning can be carried out by using visually protected images. In addition, the use of a secret key allows us to embed unique features controlled with the key into images. Adversarial defense [11,13,14], access control [12,38,39], and DNN watermarking [14,40,47] are carried out with encrypted data using the unique features.

2.2 Vision Transformer

The transformer architecture has been widely used in natural language processing (NLP) tasks [48]. The vision transformer (ViT) [17] has also provided excellent results compared with state-of-the-art convolutional networks. Following the success of ViT, a number of isotropic networks (with the same depth and resolution across different layers in the network) have been proposed such as MLP-Mixer [49], ResMLP [50], CycleMLP [51], gMLP [52], vision permutator [53], and ConvMixer [54]. In this paper, we focus on ViT because it utilizes patch embedding and position embedding (see Fig. 2). Figure 2 illustrates the architecture of ViT.

The main procedure of ViT is given as follows:

1. Split an image into fixed-size patches, and linearly embed each of them.
2. Add position embedding to patch embedding.
3. Feed the resulting sequence of vectors to a standard transformer encoder.
4. Feed the output of the transformer to a multi-layer perceptron (MLP), and get a result.

ViT utilizes patch embedding and position embedding. In this paper, we point out that the embedding structure enables us to reduce the influence of block-wise encryption. In patch embedding, patches are mapped to vectors, and in position embedding, the position information is embedded. If every patch (block) is transformed with the same key, pixel shuffling and bit flipping can be expressed as the operation of patch embedding. In addition, block permutation can be given as the operation of position embedding. The relation between block-wise encryption and the embedding structure is demonstrated to avoid the influence of block-wise image encryption.

3. Image and Model Transformation with Secret Key

An image transformation method with a secret key is proposed here. The method makes it possible to simultaneously use both transformed images and models.

3.1 Notation

The following notations are utilized throughout this paper.

- \(W, H, \text{ and } C\) denote the width, height, and the number of channels of an image, respectively.
- The tensor \(x \in [0,1]^C \times W \times H\) represents an input color image.
- The tensor \(x' \in [0,1]^C \times W \times H\) represents an encrypted image.
- \(M\) is the block size of an image.
- Tensors \(x_b\) and \(x_b'\) \(\in [0,1]^W_b \times H_b \times p_b\) are a block image and an encrypted block image, respectively, where \(W_b = \frac{W}{M}\) is the number of blocks across width \(W\), \(H_b = \frac{H}{M}\) is the number of blocks across height \(H\), and \(p_b = M \times M \times C\) is the number of pixels in a block.

We assume that \(W\) and \(H\) are divisible by \(M\), so \(W_b\) and \(H_b\) are positive integers.

- A pixel value in a block image \((x_b\) or \(x_b')\) is denoted by \(x_b(w, h, c)\) or \(x_b'(w, h, c)\), where \(w \in \{0,\ldots,W_b - 1\}\), \(h \in \{0,\ldots,H_b - 1\}\), and \(c \in \{0,\ldots,p_b - 1\}\) are indices corresponding to the dimension of \(x_b\) of \(x_b'\).
- \(x_b(w, h, :)\) denotes a vector \(x_b(w, h, 0),\ldots,x_b(w, h, p_b - 1)\) of a tensor \(x_b\).
- \(x_b(:, c)\) denotes a matrix of a tensor \(x_b\) as given in

\[
\begin{pmatrix}
    x_b(0, 0, c) & \ldots & x_b(W_b - 1, 0, c) \\
    \vdots & \ddots & \vdots \\
    x_b(0, H_b - 1, c) & \ldots & x_b(W_b - 1, H_b - 1, c)
\end{pmatrix}
\]

- \(B\) is a block in an image, and its dimension is \(M \times M \times C\).
- \(\hat{B}\) is a flattened version of block \(B\), and its dimension is \(1 \times 1 \times p_b\).
- \(P\) is the patch size of an image.
3.2 Overview

Figure 3 shows the scenario of the proposed scheme, where it is assumed that the classification model builder is trusted, and the classification service provider is untrusted. The classification model builder trains a model by using plain images and transforms the trained model with a secret key where the transformation by using secret keys is performed only on the prepossessing part of the transformer encoder. The transformed model is given to the classification service provider, and the key is sent to a client. The client prepares a transformed test image with the key and sends it to the provider. The provider applies it to the transformed model to obtain a classification result, and the result is sent back to the client.

Note that the provider has neither a key nor plain images. The proposed scheme enables us to achieve this scenario without any performance degradation compared with the use of plain images.

3.3 Image Transformation

A block-wise image transformation with a secret key is proposed for application to test images. As shown in Fig. 4, the procedure of the transformation consists of three steps: block segmentation, block transformation, and block integration. To transform an image $x$, we first divide $x$ into $W_b \times H_b$ blocks, as in $\{B_{11}, B_{12}, \ldots, B_{W_bH_b}\}$. In this paper, we assume that the block size of the segmentation is the same as the patch size of ViT. Next, each block is flattened, and it is concatenated again to obtain a block image $x_b$. Then, $x_b$ is transformed to $x'_b$ in accordance with block transformation with key $K$. Finally, $x'_b$ is transformed so that it has the same $C \times H \times W$ dimensions as those of the original image, and encrypted image $x'$ is obtained.

In addition, the block transformation is carried out by using the four operations shown in Fig. 4. Details on each operation are given below.

A Block Permutation

1. Generate a random permutation vector $v_A = (v_0, v_1, \ldots, v_k, \ldots, v_{W_bH_b-1})$ that consists of randomly permuted integers from 0 to $W_b \times H_b - 1$ by using a key $K_1$, where $k, k' \in \{0, \ldots, H_b \times W_b - 1\}$, and $v_k \neq v_{k'}$ if $k \neq k'$.
2. Blocks are permuted to replace $x_b$ with $x'^{(1)}_b$ by using vector $v_A$ (see Algorithm 1).
Fig. 3  Scenario of proposed scheme

Fig. 4  Procedure of block-wise transformation

Algorithm 1  Block permutation

Input: \( x_b, K_1 \)
Output: \( x_b'^{(1)} \)
Generate a vector \( v_A \) using key \( K_1 \).
\( y_b = \{ x_b[0, 0, :], x_b[1, 0, :], \ldots, x_b[W_b - 1, H_b - 1, :] \} \)
\( i \leftarrow 0 \)
while \( i < H_b \times W_b \)
\( y_b[i] \leftarrow v_A[i] \)
\( i \leftarrow i + 1 \)
end while
\( w \leftarrow 0 \)
\( h \leftarrow 0 \)
while \( h < H_b \)
\( w \leftarrow 0 \)
while \( w < W_b \)
\( x_b^{(1)}[w, h, :] \leftarrow y_b[w + h \times W_b] \)
\( w \leftarrow w + 1 \)
end while
\( h \leftarrow h + 1 \)
end while
return \( x_b^{(1)} \)

B  Pixel Shuffling

1. Generate a random permutation vector \( v_B = (v_0, v_1, \ldots, v_k, \ldots, v_{p_b - 1}) \) by using a key \( K_2 \), where \( k, k' \in \{ 0, \ldots, p_b - 1 \} \), and \( v_k \neq v_{k'} \) if \( k \neq k' \).
2. Pixels in each block are shuffled by vector \( v_B \) as (see Algorithm 2).

\[
x_b^{(2)}(w, h, k) = x_b^{(1)}(w, h, v_k).
\]
with method to achieve the combined use of transformed images and models. In this paper, we use a normalization method to achieve the combined use of transformed images and models.

From Eq. (3), if \( r_k = 0 \), a pixel \( x_b^{(3)}(w, h, k) \) is replaced with \( x_s^{(3)}(w, h, k) \) as

\[
x_b^{(3)}(w, h, k) = x_s^{(3)}(w, h, k) - 1/2
\]

\[
= 2x_b^{(3)}(w, h, c) - 1
\]

\[
= 2(1 - x_b^{(3)}(w, h, c)) - 1
\]

\[
= 1 - 2x_b^{(3)}(w, h, c)
\]

\[
= x_b^{(2)}(w, h, c) - 1/2
\]

\[
= 1/2
\]

In contrast, if \( r_k = 1 \), a pixel \( x_b^{(3)}(w, h, k) \) is replaced as follows.

\[
x_b^{(3)}(w, h, c) = x_b^{(3)}(w, h, c) - 1/2
\]

\[
= 2x_b^{(3)}(w, h, c) - 1
\]

\[
= 2(1 - x_b^{(3)}(w, h, c)) - 1
\]

\[
= 1 - 2x_b^{(3)}(w, h, c)
\]

\[
= x_b^{(2)}(w, h, c) - 1/2
\]

\[
= 1/2
\]

Therefore, bit flipping with normalization can be regarded as an operation that reverses the positive or negative sign of a pixel value. This property allows us to use the model encryption that will be described later.

The above encryption steps are the same as those of a number of conventional methods [10,11], but the performance of conventional models is degraded due to the influence of encryption when the encryption steps are used in the conventional schemes. In contrast, the proposed method is demonstrated to avoid the influence of encryption in this paper, which is one of the reasons to apply the algorithm written in each step. In addition, the encryption steps can be expressed as a linear transform as described in the paper. Other encryption steps can also be used under the framework of the proposed scheme, if they are expressed as a linear transform such as a random matrix.

D Normalization

Various normalization methods are widely used to improve the training stability, optimization efficiency, and generalization ability of DNNs. In this paper, we use a normalization method to achieve the combined use of transformed images and models.

From Eq. (3), if \( r_k = 0 \), a pixel \( x_b^{(3)}(w, h, k) \) is replaced with \( x_s^{(3)}(w, h, k) \) as

\[
x_b^{(3)}(w, h, k) = x_s^{(3)}(w, h, k) - 1/2
\]

\[
= 2x_b^{(3)}(w, h, c) - 1
\]

\[
= 2(1 - x_b^{(3)}(w, h, c)) - 1
\]

\[
= 1 - 2x_b^{(3)}(w, h, c)
\]

\[
= x_b^{(2)}(w, h, c) - 1/2
\]

\[
= 1/2
\]
original image as
\[ x_p^i[k] = x[h, w, c], \]
where \( x_p^i[k] \) is a pixel value in the \( i \)-th patch, and \( N = HW/P^2 \) is the number of patches. To simplify the discussion, we assume that \( H \) and \( W \) are divisible by \( P \).

Then, in patch embedding, the flattened patches are mapped to vectors with dimensions of \( \mathbb{R}^{P^2C} \). In position embedding, the position information \( E_{pos} \) is embedded into each patch as

\[
z_0 = [x_{class}; x_p^1E; x_p^2E; \ldots; x_p^N E] + E_{pos},
\]

\[
E_{pos} = \begin{pmatrix}
(e_{pos}^0)^T & (e_{pos}^1)^T & \cdots & (e_{pos}^N)^T
\end{pmatrix}^T
\] (7)

where \( x_{class} \) is the classification token which is the input to MLP (see Fig. 2), \( e_{pos}^0 \) is the information of the classification token.

The proposed model transformation is carried out in accordance with the above relation.

B Position Embedding Transformed with Key

Position embedding is an operation that embeds position information into classification token and each patch as in Eq. (7). Let us define a matrix \( \hat{E}_{pos} \) consisting of position information of each patch as

\[
\hat{E}_{pos} = \begin{pmatrix}
(e_{pos}^0)^T & (e_{pos}^1)^T & \cdots & (e_{pos}^N)^T
\end{pmatrix}^T,
\]

(8)

Note that \( \hat{E}_{pos} \) does not contain information about the classification token.

The permutation of rows in \( \hat{E}_{pos} \) corresponds to the block permutation in image transformation. Therefore, \( \hat{E}_{pos} \) can be permuted using key \( K_1 \) used for block permutation, and the model can be encrypted. The transformed model offers a high accuracy for only test images transformed by block permutation with \( K_1 \). By defining a permutation matrix \( E_1 \) with key \( K_1 \), the transformation from \( \hat{E}_{pos} \) to \( \hat{E}'_{pos} \) can be given as follows.

\[
\hat{E}'_{pos} = E_1\hat{E}_{pos}
\]

(9)

\[
e'_{pos} \in \{e_{pos}^0, \ldots, e_{pos}^N\}
\]

Therefore, from Eq. (7), the transformed matrix \( E'_{pos} \) is given by

\[
E'_pos = \begin{pmatrix}
(e_{pos}^0)^T & (e'_{pos}^1)^T & \cdots & (e'_{pos}^N)^T
\end{pmatrix}^T.
\]

(10)

C Patch Embedding Transformed with Key

In patch embedding, flattened patches are mapped to vectors with a dimension of \( D \) as in Eq. (7). When the patch size of ViT is equal to the block size of image transformation, \( P^2C = p_b \) is satisfied. Therefore, the permutation of rows in \( E \) corresponds to pixel shuffling, so the model can be encrypted with key \( K_2 \) used for pixel shuffling. The accuracy of the transformed model is high only when test images are encrypted by using pixel shuffling with key \( K_2 \). As well as the transformation of \( E_{pos} \), a permutation matrix \( E_2 \) is defined with key \( K_2 \), and the transformation from matrix \( E \) to \( E' \) is shown as follows.

\[
E' = E_2E
\]

(11)

In addition, as shown in Eqs. (4) and (5), bit flipping with normalization can be regarded as an operation that randomly inverses the positive/negative sign of a pixel value. Therefore, we can encrypt a model by inverting the sign of the rows in matrix \( E \) with key \( K_3 \) used for bit flipping. The transformed model offers a high accuracy only for test images transformed by bit flipping with key \( K_3 \). Using key \( K_3 \) to generate the same vector \( r \) used in bit flipping, the transformation from \( E \) to \( E' \) can be expressed as follows.

\[
E'(k,:) = \begin{cases}
E(k,:) & (r_k = 0) \\
-E(k,:) & (r_k = 1)
\end{cases}
\]

(12)

where \( E(k,:) \) and \( E'(k,:) \) are \( k \)-th rows of matrices \( E \) and \( E' \).

Accordingly, the procedure of the proposed method can be summarized as follows.

**Step 1:** Prepare a key set \( K = \{K_1, K_2, K_3\} \).

**Step 2:** Generate \( E_1 \) with \( K_1 \), \( E_2 \) with \( K_2 \), and \( r \) with \( K_3 \)

**Step 3:** Transform a model \( V_0 \) trained with plain images by using \( E_1, E_2, \) and \( r \) on the basis of Eqs. (9), (10), and (11) as

\[
V'_0 = t(V_0, \{E_1, E_2, r\}),
\]

(13)

where \( t(V_0, \{E_1, E_2, r\}) \) is the proposed model transformation algorithm, and \( V'_0 \) is a transformed model.

**Step 4:** Transform test images with \( K = \{K_1, K_2, K_3\} \).

3.5 Properties of Proposed Scheme

The proposed method has the following properties.
• The model performs well only if test images are transformed with the same key as that used for transforming the model.
• The proposed scheme does not cause performance degradation, due to the relation

\[ V_\theta(x') = V_\theta(x) \]  

(14)
• Model training and encryption are independent. Therefore, it is possible to easily update a key.

4. Experiment and Discussion

In an experiment, the effectiveness of the proposed scheme was shown in terms of image classification accuracy and model protection performance.

4.1 Experiment Setup

To confirm the effectiveness of the proposed method, we evaluated the accuracy of an image classification task on the CIFAR-10 dataset (with 10 classes). The CIFAR-10 consists of 60,000 color images (dimension of \(3 \times 32 \times 32\)), where 50,000 images are for training, 10,000 for testing, and each class contains 6,000 images. Images in the dataset were resized to \(3 \times 224 \times 224\) to input them to ViT, before applying the proposed encryption algorithm, where the block size was \(16 \times 16\).

We used the PyTorch [55] implementation of ViT and fine-tuned a ViT model with a patch size \(P = 16\), which was pre-trained on ImageNet-21k. The ViT model was fine-tuned for 5000 epochs. The parameters of the stochastic gradient descent (SGD) optimizer were a momentum of 0.9 and a learning rate value of 0.03.

In addition, we used three conventional visual information protection methods (Tanaka’s method [56], the pixel-based encryption method [57], and the GAN-based transformation method [58]) to compare them with the proposed method. ResNet-20 was used to validate the effectiveness of the conventional method with reference to [59]. The CIFAR-10 was also used for training networks, and the networks were trained for 200 epochs by using stochastic gradient descent (SGD) with a weight decay of 0.0005 and a momentum of 0.9. The learning rate was initially set to 0.1, and it was multiplied by 0.2 at 60, 120, and 160 epochs. The batch size was 128.

4.2 Image Classification

First, we evaluated the proposed and conventional methods in terms of the accuracy of image classification under the use of ViT and ResNet-20. As shown in Table 1, the performance of all conventional methods was degraded compared with the baselines. In contrast, the proposed method did not degrade the performance at all.

4.3 Model Protection

Next, we validated whether the proposed method has the ability to protect models. Table 2 shows the accuracy of image classification when encrypted or plain images were input to the encrypted model. The encrypted model performed well for test images with the correct key, but its accuracy was not high when using plain test images. The CIFAR-10 dataset consists of ten classes, so 9.06 is almost the same accuracy as that when test images are randomly classified.

Next, we confirmed the performance of images encrypted with a different key from that used in the model encryption. We prepared 100 random keys, and test images encrypted with the keys were input to the encrypted model. From the box plot in Fig. 5, the accuracy of the models was not high under the use of the wrong keys. Accordingly, the proposed scheme was confirmed to be robust against a random key attack.

The use of a large key space enhances robustness against various attacks in general. In this experiment, the key space of block permutation, pixel shuffling, and bit flipping \((O_P, O_S, \text{ and } O_F)\) is given by

\[ O_P = \frac{(W_b H_b)!}{(W H/M^2)!} = 196! \]  

(15)

\[ O_S = \frac{p_b!}{(p_b/2)!} \]  

(16)

\[ O_F = \frac{p_b!}{(p_b/2)!} \cdot \frac{(M^2 C)!}{(M^2 C/2)!} = 768! \]  

(17)

Therefore, the key space of the proposed method is represented as follows.

Table 1 Comparison with conventional methods in terms of classification accuracy

| Model         | Method    | Accuracy |
|---------------|-----------|----------|
| ViT           | Baseline  | 99.03    |
|               | Proposed  | 99.03    |
| ResNet-20     | Baseline  | 91.55    |
|               | Tanaka    | 87.02    |
|               | Pixel-based | 86.66   |
|               | GAN-based | 82.55    |

Table 2 Robustness against use of plain images

| Model   | Test Image |         |         |
|---------|------------|---------|---------|
|         | Plain      | Proposed | 99.03   |
| Baseline| 9.06       | 99.03   |
| Proposed| 9.06       | 99.03   |
Typical cipher systems are recommended to have $2^{128}$ as a key space as in [60]. Accordingly, the key space $O$ is sufficiently large, so it is difficult to find the correct key by random key estimation.

5. Conclusion

In this paper, we proposed the combined use of an image transformation method with a secret key and ViT models transformed with the key. The proposed scheme enables us not only to use visually protected images but to also maintain the same classification accuracy as that of models trained with plain images. In addition, in an experiment, the proposed scheme was demonstrated to outperform state-of-the-art methods with perceptually encrypted images in terms of classification accuracy, and it was also verified to be effective in model protection.
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