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Abstract

Previous studies in the literature for video transmission over wireless communication systems focused on combating the effects of additive channel noise and fading channels without taking the impairments in the physical layer such as phase noise (PHN) into account. Oscillator phase noise impairs the performance of multi-input multi-output-orthogonal frequency division multiplexing (MIMO-OFDM) systems in providing high data rates for video applications and may lead to decoding failure. In this paper, we propose a light field (LF) video transmission system in wireless channels, and analyze joint data detection and phase mitigation in MIMO-OFDM systems for LF video transmission. The signal model and rate-distortion (RD) model for LF video transmission in the presence of multiple PHNs are discussed. Moreover, we propose an iterative algorithm based on the extended Kalman filter for joint data detection and PHN tracking. Numerical results show that the proposed detector can significantly improve the average bit-error rate (BER) and peak-to-noise ratio (PSNR) performance for LF video transmission compared to existing algorithms. Moreover, the BER and PSNR performance of the proposed system is closer to that of the ideal case of perfect PHN estimation. Finally, it is demonstrated that the proposed system model and algorithm are well suited for LF video transmission in wireless channels.
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I. INTRODUCTION

A. Motivation and Literature Survey

The next generation (5G) communication networks are expected to provide three-dimensional (3-D) video services with high data rate in gigabits per second (Gbps), which can be achieved through adopting multi-input multi-output (MIMO) systems and by using the large bandwidth in the millimeter-wave band, e.g., V-band/60 GHz and E-band/70-80 GHz [1, 2]. Recently, light field (LF) technology is emerged with the advance of computational photography to solve several challenges in computer vision such as virtual refocusing and synthetic aperture, and rendering images from a virtual viewpoint [3]. Both special and angular information can be captured by LF photography. Thus, professional photographers adopt LF photography to create animated and multi-focus digital photos. In addition, the depth perception in LF technology enables LF to be implemented in a wide range of industry applications [1, 4, 5]. However, the delivery of 3-D video services over MIMO systems poses new challenges. This is due to oscillator fluctuations, which affect the transmitted signal with different aspects such as the phase noise (PHN) and carrier frequency offset (CFO). Moreover, PHN has a greater impact on the system performance at higher carrier frequencies [2]. In contrast to the CFO, which can be estimated and compensated during the transmission of a training sequence, PHN is time-varying in nature and needs to be tracked not only during the training interval but also during the data transmission interval [6–8]. Moreover, PHN can significantly reduce the channel capacity of wireless communication systems and limit their performance in providing video services with high quality [9, 10]. Therefore, it is increasingly important to develop efficient and accurate estimation algorithms to enhance the robustness of wireless communication systems and overcome the effect of PHN to provide satisfying services for LF video applications [11].

PHN estimation in MIMO systems is more challenging than in signal-input single-output (SISO) systems, since MIMO systems have multiple antennas and each one may have its own local oscillator [7]. Thus, this gives rise to multiple PHNs [7, 8]. In addition, data detection for each pair of antennas becomes challenging in the presence of PHN parameters [6–8]. Therefore, video transmission is only possible if the PHN parameters can be estimated at the receiver [12].

Orthogonal frequency division multiplexing (OFDM) systems are employed in MIMO systems to
increase spectral efficiency and mitigate the effect of frequency-selective fading. However, OFDM systems are much more sensitive to synchronization errors caused by PHN, since PHN is convolved with the received symbols, which results in a common phase error (CPE) and inter-carrier interference (ICI) \cite{13-15}. The CPE is a multiplicative factor that affects all subcarriers similarly \cite{14,15}, while the ICI is an additive PHN factor \cite{16,17}.

In \cite{18}, a new algorithm for estimation of the CPE in space division multiple access (SDMA) MIMO-OFDM systems was proposed. Even though the maximum a posteriori estimator in \cite{18} can track multiple PHN parameters, it has a very high computational complexity, and the performance of proposed estimators is only verified for low-to-moderate phase noise variances. In addition, the ICI mitigation is ignored in \cite{18}. The results in \cite{19} provide schemes for mitigating the effect of PHN induced ICI in MIMO-OFDM systems. However, they present no means of estimating the CPE or the multiplicative PHN affecting these communication systems. Moreover, no data detection is presented in \cite{19}. Algorithms for CPE estimation in MIMO-OFDM systems were proposed in \cite{19-21}, which are limited to scenarios where a single oscillator is used at all transmit or receive antennas. As a result, the approaches in \cite{19-21} cannot track multiple PHN parameters and cannot be applied to various MIMO systems. Iterative data detection based on the expectation-conditional maximization (ECM) algorithm was proposed in \cite{22} for orthogonal frequency division multiple access (OFDMA) uplink systems. However, the authors did not take the effect of PHN into account. In \cite{7}, the authors proposed a decision-directed extended Kalman filter for tracking the PHN throughout a data packet in a single carrier MIMO systems. However, the proposed method in \cite{7} cannot be applied for multi-carrier OFDM systems, since the discrete Fourier transform (DFT) of PHN symbols are circularly convolved with the data and each data symbol is affected by the CPE and ICI after DFT operation in OFDM systems. Recently, joint data detection and PHN mitigation are analyzed for cooperative systems in \cite{23,24}. However, the PHN tracking in \cite{23,24} requires the application of pilots throughout an OFDM data symbol to compensate the CPE, which adversely affects the bandwidth efficiency and data detection performance. Furthermore, the data detection approach using pilots to track the PHN over the data packet, as used in \cite{23,24}, has poor bit-error-rate (BER) and lower PHN estimation performance compared to the extended Kalman filter (EKF) based proposed in this paper.

In the context of video systems, the MIMO and MIMO-OFDM systems were proposed to enhance video
transmission in [25–31]. However, the proposed systems for video transmission in [25–31] are based on the assumption that the PHN parameters are perfectly known at the receiver. In [32, 33], a relay selection method was proposed to improve the transmission of 3-D video over cooperative systems. However, in [32, 33], the effect of PHNs on data detection were not taken into account. In general, previous studies in the literature for video transmission over wireless communication systems have focused on combating the effects of additive noise and fading channels without taking the hardware impairments in the physical layer into account.

B. Contributions

To the best of our knowledge, a complete analysis of joint data detection and multiple PHN parameter estimation in MIMO-OFDM systems has not been addressed in the literature to date. In addition, the estimation effects of multiple PHN parameters on video transmission in MIMO-OFDM systems has not been studied in the existing literature. Moreover, there is no published work in LF video transmission over wireless channels. In view of these facts, joint data detection and multiple PHN parameter estimation in a MIMO-OFDM system equipped with $N_t$ transmit and $N_r$ receive antennas are analyzed, and the effects of PHN estimation on LF video applications over a MIMO-OFDM system are also investigated. The contributions of this paper can be summarized as follows:

- An iterative algorithm based on the EKF for data detection and tracking the unknown time-varying PHN throughout the OFDM data packet in an $N_t \times N_r$ MIMO-OFDM system is proposed. Simulations are carried out to investigate the performance of the proposed detector. The simulation results demonstrate that the iterative receiver outperforms existing algorithms in [23, 24] in terms of bit error rate (BER) performance at different signal-to-noise ratios (SNRs). In addition, the BER performance of the proposed system is closer to that of scenario where no PHN is present.

- The effects of PHN on LF video applications over MIMO-OFDM systems are investigated. It is indicated that the proposed detector can significantly improve the peak signal-to-noise ratio (PSNR) with a variety of PHN variances. Simulation results also show that the iterative algorithm proposed in this paper can significantly outperform the existing estimation and conventional approaches for video transmission.
C. Organization

The rest of this paper is organized as follows: Section II describes the system model, Section III presents the problem formulation. Section IV derives the proposed detector. Section V illustrates the complexity analysis for the proposed system and Section VI provides simulation results and discussions. Finally, Section VII concludes the paper and summarizes its key findings.

Notation

Superscripts $\cdot^*$, $(\cdot)^H$, and $(\cdot)^T$ denote the conjugate, the conjugate transpose, and the transpose operators, respectively. Bold face small letters, e.g., $x$, are used for vectors in the time domain, bold face capital alphabets, e.g., $X$, are used for matrices and vectors in the frequency domain, and $[X]_{x,y}$ represents the entry in row $x$ and column $y$ of $X$. $I_X$, $0_{X \times X}$, and $1_{X \times X}$ denote the $X \times X$ identity, all zero, and all 1 matrices, respectively. $\text{diag}(x)$ is used to denote a diagonal matrix, where the diagonal elements are given by vector $x$. $\mathcal{N}(\mu, \sigma^2)$ and $\mathcal{CN}(\mu, \sigma^2)$ denote real and complex Gaussian distributions with mean $\mu$ and variance $\sigma^2$, respectively. $\odot$ denotes circular convolution. Finally, $\dot{z}$ denotes the Jacobian of $z$.

II. System Model

Fig. 1 shows the diagram of a MIMO-OFDM system for LF video transmission equipped with $N_t$ transmit and $N_r$ receive antennas. The following subsections describe major components of the proposed system.

A. LF Video Encoding and Decoding

Compared to the conventional 3-D formats, the main problem of LF video transmission in wireless systems is the huge amount of video data, since LF video exhibits a more complex structure and consists of densely distributed 2-D image arrays. Therefore, state-of-the-art video compression techniques such as H.264/AVC and H.264/MVC are required to compress LF video. As shown in Fig. 2, an LF video can be represented as a 3-D image matrix, with three dimensions in horizontal views (H-Views), vertical views (V-Views), and time.
Fig. 1. Block diagram of a MIMO-OFDM system with proposed detector based on an EKF algorithm and data detection for light field video transmission.

Fig. 3 shows an encoding example of an LF video with $3 \times 3$ views. LF video encoding can be achieved by transposing the 3-D image matrix into a single view video sequence, which is then encoded with H.264/AVC encoder. More specifically, as shown in Fig. 3, the first LF frame is transposed from the top-left to bottom-right, then the second LF frame is transposed from bottom-right to top-left, and so on.

B. MIMO-OFDM System Model

Here, the following set of assumptions are adopted:

A1. The channels are modeled as a slow fading frequency-selective channel, i.e., the channels are assumed to be quasi-static Rayleigh fading, which are constant over group of pictures (GOP) data packet, and known over the OFDM packet duration and change from packet to packet following a complex Gaussian distribution.

A2. The time-varying PHN change from symbol to symbol and is modeled as a Wiener process, i.e.,

$$\theta_n = \theta_{n-1} + \delta_n, \ \forall \ n,$$

where $\theta_n$ is the PHN at the $n$th instant, $\delta_n \sim \mathcal{N}(0, \sigma^2_\delta)$ is PHN innovation,
Fig. 2. An LF video sequence represented by a 3-D image matrix.

Fig. 3. Transposed picture ordering for LF video coding.

and $\sigma^2_\delta$ is the variance of the innovation process $[34, 35]$.

A3. In order to ensure generality, each transmit and receive antenna are assumed to be equipped with an independent oscillator as depicted in Fig. 1. This ensures that the system model is in line with previous work in $[7, 36]$ and is also applicable to various MIMO scenarios, e.g., line-of-sight (LoS) MIMO and SDMA MIMO systems.

A4. Channels and CFOs are assumed to be estimated and compensated during the transmission of training sequences.

A5. The timing mismatch is assumed to not exceed the length of the cyclic prefix and result in ICI.
Hence, it is not considered here.

Note that assumptions A1, A2, A3, A4 and A5 are in line with previous studies and channel, and PHN estimation algorithms in [6, 23, 35, 37, 39, 41–43]. Assumption A1 is adopted in the IEEE 802.11ac/ad standards in [15, 16, 41, 43–46]. Assumption A2 is also reasonable in many practical scenarios to describe the behavior of practical oscillators [33]. In addition, assumption A4 is reasonable since the channels and CFOs are assumed to be estimated during the training process using algorithms proposed in [47, 48].

The time-invariant composite channel impulse response (CIR) between any pair of transmit antenna \( v \) and receive antenna \( m \) is modeled as

\[
h_{v,m}(\tau) = \sum_{l=0}^{L-1} h_{v,m}(l) \delta(\tau - lT_{sp}),
\]

where \( h_{v,m}(l) \) is the channel gain for the \( l \)th tap, and \( \delta(x) \) is the unit impulse function. \( L \) denotes the number of channel taps, and \( T_{sp} = 1/B \), is the sampling time. For brevity, it is assumed that the channel order \( L \) is the same for any pair of antennas [49]. The frequency-domain channel coefficient matrix is

\[
H_{v,m} = \text{diag}\{H_{v,m}(0), H_{v,m}(1), \ldots, H_{v,m}(N-1)\},
\]

where \( H_{v,m}(n) = \sum_{d=0}^{L-1} h_{v,m}(d)e^{-j2\pi nd/N} \) is the channel frequency response on the \( n \)th subcarrier and \( N \) is the number of subcarriers.

The baseband transmitted OFDM signal can be obtained as follows. A set of modulated video data \( X = [X(0), X(1), \ldots, X(N-1)]^T \in \mathbb{C}^{N \times 1} \) of LF video sequence after phase-shift keying (PSK) or quadrature amplitude modulation (QAM) is normalized by IDFT, at the \( v \)th antenna, as

\[
x(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X(k)e^{j2\pi kn/N}, \quad n = 0, 1, \ldots, N-1,
\]

where \( k \) denotes the \( k \)th symbol of the OFDM symbol and \( N \) is the number of subcarriers. The received baseband signal of an OFDM symbol at the \( m \)th antenna in time domain, after removing the cyclic prefix (CP), is given by

\[
y_m(n) = \frac{1}{\sqrt{N}} \sum_{v=1}^{N_r} e^{j\theta_{v,m}(n)} \sum_{k=0}^{N-1} H_{v,m}(k)X(k)e^{j2\pi kn/N} + w_m(n), \quad m = 1, \ldots, N_r
\]

where \( \{\theta_{v,m}(n) = \theta_v(n) + \theta_m(n)\}_{n=0}^{N-1} \) is the PHN process between \( v \)th and \( m \)th antennas, \( \{H_{v,m}^{(k)}\}_{k=0}^{N-1} \) is the channel frequency response between \( v \)th and \( m \)th antennas for subcarriers 0 to \( N-1 \), and \( \{w_m(n)\}_{n=0}^{N-1} \) is the complex additive white Gaussian noise (AWGN) with variance \( \sigma_w^2 \) at the \( m \)th antenna.
III. Problem Formulation

The received data signal at the $m$th antenna in (2) can be written as \[14, 15\]

$$y_m = \sum_{v=1}^{N_t} P_{v,m}(x \odot h_{v,m}) + w_m, \quad m = 1, \ldots, N_r$$

where

- $x \triangleq \text{IDFT}\{X\}$ is the data vector in the time domain,
- $P_{v,m} \triangleq \text{diag}([e^{j\theta_{v,m}(0)}, e^{j\theta_{v,m}(1)}, \ldots, e^{j\theta_{v,m}(N-1)}]^T)$ is the $N \times N$ PHN matrix between any pair of antennas $v$ and $m$,
- $h_{v,m} \triangleq [h_{v,m}(0), h_{v,m}(1), \ldots, h_{v,m}(L-1)]^T$ is the channel impulse response (CIR) with the channel order, $L$, and the channel gains, $h_{v,m}(l)$ are modeled as complex Gaussian zero-mean random variables,
- $w_m = [w_m(0), w_m(1), \ldots, w_m(N-1)]^T$ is the zero-mean complex additive white Gaussian noise (AWGN) vector at the $m$th receive antenna, i.e., $w_m(n) \sim \mathcal{N}(0, \sigma_w^2)$ and $\sigma_w^2$ is the AWGN variance.

At the receiver, after DFT, the received signal in (3) is given by \[14, 15\]

$$Y_m = \sum_{v=1}^{N_t} J_{v,m} \odot (H_{v,m}X) + \eta_m = J_{v,m} \odot (H_{v,m}X) + Z_m + \eta_m,$$

where

- $Z_m$ is the interference signal from the transmit antennas other than the $v$th transmit antenna and is given by
  
  $$Z_m = \sum_{\ell=1}^{N_t} J_{\ell,m} \odot (H_{\ell,m}X),$$

- In (4) and (5), $J_{a,m} \triangleq [J_{a,m}(0), J_{a,m}(1), \ldots, J_{a,m}(N-1)]^T$ for $a \in \{v, \ell\}$ is the DFT coefficients of the PHN vector, where its $k$th coefficient is given as
  
  $$J_{a,m}(k) = \frac{1}{N} \sum_{n=0}^{N-1} e^{j\theta_{a,m}(n)} e^{-j2\pi kn} \quad k = 0, 1, \ldots, N - 1,$$

- $\eta_m \triangleq \text{DFT}\{w_m\}$. 
In (4), the received signal corresponding to the \( k \)th subcarrier, \( Y_m(k) \), is given by \([14, 15]\)

\[
Y_m(k) = J_{v,m}(0) H_{v,m}(k) X(k) + \sum_{\vartheta=0}^{N-1} J_{v,m}(k-\vartheta) H_{v,m}(\vartheta) X(\vartheta) + Z_m(k) + \eta_m(k),
\]

(7)

where \( Z_m(k) \) is the \( k \)th symbol of the vector, \( Z_m \) in (5).

It is clearly seen in (7) that the desired subcarrier signal, \( H_{v,m}(k) X(k) \), is affected by the interference signals produce from the CPE, \( J_{v,m}(0) \), the ICI, \( \sum_{\vartheta=0}^{N-1} J_{v,m}(k-\vartheta) H_{v,m}(\vartheta) X(\vartheta) \), and the interference signals from other antennas, \( Z_m(k) \) in (5). As will be shown in (8) and (9), in the next section, the accuracy of estimating ICI, CPE, and \( Z_m(k) \) in (7) dramatically impacts the overall PSNR performance of a MIMO system. Therefore, in this paper, we focus on estimating the PHN parameters for all transmit antennas in the time domain and the desired data subcarrier, \( X(k) \), in the frequency domain. Then, we will determine the interfering items, CPE, ICI, and the interference signal from other antennas, \( Z_m(k) \).

By cancelling these interference items, the data detection will be improved and the video distortion will be consequently reduced. Thus, we propose an iterative algorithm based on the EKF to estimate the data in the presence of multiple PHN parameters.

A. LF Video Transmission in MIMO-OFDM Systems

To describe the instantaneous rate of the source, we model the rate-distortion (RD) video curve with a parameterized function. Let \( D_T \) denotes the RD function and the distortion MSE is approximated by \([43, 50, 51]\)

\[
D_T = \frac{b}{T_s T_0} \sum_{v=1}^{N_t} \sum_{k=0}^{N-1} \hat{R}_v(k) + z + a,
\]

(8)

where

- \( a, b \) and \( z \) are constants and depend on the light field video content. The RD function is relatively flat and the \( b \) parameter is relatively small when the video motion is relatively slow. However, the RD function is normally steep and the \( b \) parameter is relatively large for fast video motion \([43, 50, 51]\),
- \( T_s \) is the duration of one GOP,
- \( T_0 = T + T_{cp} \), \( T \) is the data duration, \( T_{cp} \) is the duration of the cyclic prefix,
• $\hat{R}_v(k)$ is the estimated instantaneous rate of the source at the $v$th antenna and that is given by

$$\hat{R}_v(k) = r_c \log_2 \left[\frac{1 + \frac{\hat{X}(k)^2 \sum_{m=1}^{N_r} |H_{v,m}(k)|^2}{\sum_{m=1}^{N_r} |Y_m(k) - \hat{S}_m(k) - \hat{S}_{\text{int}}(k)|^2}}{\sum_{m=1}^{N_r} |Y_m(k) - \hat{S}_m(k) - \hat{S}_{\text{int}}(k)|^2}\right],$$  \hspace{1cm} (9)

• $\hat{X}(k)$ is the estimated desired data subcarrier from (cf. 27), in the next section,

• $\hat{S}_m(k)$ is the estimate of the $k$th symbol of the vector, $\hat{S}_m(k) = \hat{J}_{v,m} \odot (H_{v,m}\hat{X})$,

• $\hat{J}_{v,m} \triangleq [\hat{J}_{v,m}(0), \hat{J}_{v,m}(1), \ldots, \hat{J}_{v,m}(N-1)]^T$ is the estimated DFT coefficients of the PHN vector, where its $k$th coefficient is given by

$$\hat{J}_{v,m}(k) = \frac{1}{N} \sum_{n=0}^{N-1} e^{j\hat{\theta}_{v,m}(n)} e^{-j2\pi kn/N} \quad k = 0, 1, \ldots, N-1,$$

• $\hat{\theta}_{v,m}(n)$ is the estimate $n$th PHN symbol from (cf. 25), in the next section,

• $r_c$ is the channel code rate for protecting the video data against the noise in the channel.

It is clearly shown from (8) and (9) that the video distortion, $D_T$, is only determined by the estimation accuracy of a data vector, $\hat{X}$, and PHN parameters, $\hat{\theta}_{v,m}$, between any pair of transmit antenna $v$ and receive antenna $m$. As shown in Section [V] and will be shown in Section [VI], the estimation accuracy of $\hat{X}$ and $\hat{\theta}_{v,m}$ dramatically impacts the overall PSNR performance. In Section [VI], we will provide simulation results to show that there are additional factors related to estimation accuracy of $\hat{X}$ and $\hat{\theta}_{v,m}$ that directly affects the performance of MIMO-OFDM systems for light field video transmission and have to be considered in the design of multimedia MIMO-OFDM communications systems.

**IV. JOINT DATA DETECTION AND PHN MITIGATION**

In this section, an iterative algorithm based on the EKF that jointly detects data and estimates multiple PHN parameters is derived. The received signal in (2), $y_m = [y_m(0), y_m(1), \ldots, y_m(N-1)]^T$, may be written in matrix form as

$$y_m = \sum_{v=1}^{N_t} P_{v,m} F^H \bar{H}_{v,m} d_v + w_m,$$

$$= \sum_{v=1}^{N_t} P_{v,m} F^H \bar{H}_{v,m} d_v + w_m, \quad m = 1, \ldots, N_r$$

where
• $H_{v,m}(n) \triangleq e^{j\theta_{v,m}(0)} \bar{H}_{v,m}(n)$, and $\theta_{v,m}(n) \triangleq \bar{\theta}_{v,m}(n) - \bar{\theta}_{v,m}(0)$. This equivalent system model in (11b) helps to distinguish between the phase disturbance caused by PHN and the channel phase for the first sample,

• $F_L$ is the $N \times L$ DFT matrix, with $F_L \triangleq F(1 : N, 1 : L)$,

• $H_{v,m} \triangleq \text{diag}(F_L h_{v,m})$ is the channel frequency response,

• Following [49], $d_v \triangleq \Lambda_v X$, $\Lambda_v = \text{diag}(1, e^{j2\pi(L+1)v/N}, \ldots, e^{j2\pi(L+1)(N-1)v/N})$, and $X = [X(0), X(1), \ldots, X(N-1)]^T$ is the transmitted data vector. As explained in [49], the transform operator $\Lambda_v$ can be viewed as a frequency modulation and could be used to achieve the orthogonality between the received signals at the receiver,

• $F$ is an $N \times N$ DFT matrix, with $[F]_{lp} \triangleq (1/\sqrt{N}) e^{-j(2\pi pl/N)}$ for $p, l = 0, 1, \ldots, N - 1$,

• $w_m = [w_m(0), w_m(1), \ldots, w_m(N-1)]^T$ is the zero-mean complex additive white Gaussian noise (AWGN) vector at the $m$th receive antenna, i.e., $w_m(n) \sim \mathcal{N}(0, \sigma_w^2)$ and $\sigma_w^2$ is the AWGN variance.

Eq. (11b) can be written as follows

$$y_m = \underbrace{[\Psi_1, \Psi_2, \ldots, \Psi_N]}_{\Psi} X + w_m,$$

where $\Psi \triangleq [\Psi_1, \Psi_2, \ldots, \Psi_N]$, is an $N \times NN_t$ matrix, and $\Psi_v \triangleq P_{v,m} F H_{v,m} \Lambda_v$, for $v = 1, \ldots, N_t$, is an $N \times N$ matrix.

The combined received signal at all $N_r$ antennas can be written as

$$y = \Psi X + w$$

where $y \triangleq [y_1^T, y_2^T, \ldots, y_{N_r}^T]^T$ is an $N \times N_r$ matrix, and $w \triangleq [w_1^T, \ldots, w_{N_r}^T]^T$ is an $N \times N_r$ AWGN matrix.

If the PHN vector, $\theta$, is known, the data vector in (13) can be estimated via an LS estimator as, $\hat{X} = (\Psi^H \Psi)^{-1} \Psi^H y$. Then, the estimate of $\theta$ is obtained via

$$\hat{\theta} = \arg \max_{\theta} y^H \Psi (\Psi^H \Psi)^{-1} \Psi^H y,$$

where $\theta \triangleq [\theta_1^T, \ldots, \theta_{N_r}^T]^T$ is a $N_t N \times N_r$ matrix PHN, $\theta_m = [\theta_{1,m}^T, \ldots, \theta_{N_r,m}^T]^T$, for $m = 1, \ldots, N_r$, is an $N_t N \times 1$ vector, and $\theta_{v,m} = [\theta_{v,m}, \ldots, \theta_{v,m}]^T$ is an $N \times 1$ vector.
The maximization in (14) needs to be carried out using a multidimensional exhaustive search over the set of possible PHNs. This operation would require an exhaustive search over the multi-dimensional space spanned by \( \theta \), which is prohibitively complex in practical systems. Thus, in order to reduce the computational complexity associated with obtaining these estimates, we propose an iterative scheme based on the EKF estimator. In the first step, the signal of each transmit antenna, i.e., \( \hat{y}_v \) (\( v = 1, 2, \ldots, N_t \)), is first extracted from the received vector \( y_m \). In the second step, each received signal of \( v \)th antenna, \( \hat{y}_v \), is then exploited to jointly estimate \( \theta_{v,m} \) and \( X \).

**First-step**

Compute

\[
\hat{y}_v^{[i]} = y_m - \sum_{\ell=1}^{N_t} \hat{P}_{\ell,m}^{[i]} F H_{\ell,m} d_\ell^{[i]}.
\]

Substituting (11b) into (15) yields

\[
\hat{y}_v^{[i]} = P_{v,m} F H_{v,m} d_v + \sum_{\ell=1}^{N_t} \left[ P_{\ell,m} F H_{\ell,m} d_v - \hat{P}_{\ell,m}^{[i]} F H_{\ell,m} d_\ell^{[i]} \right] + w, \quad (16)
\]

where the overall noise vector is defined by \( \alpha_v^{[i]} \triangleq [\alpha_v^{[i]}(0), \ldots, \alpha_v^{[i]}(N - 1)]^T \). Following [22], the overall noise vector, \( \alpha_v^{[i]} \), is a disturbance term that accounts for thermal noise and residual interference from the antennas after the \( i \)th iteration, where the interference from the antennas is linearly related to the data symbols of all interfering antennas. Then, assuming that the latter is independent and identically distributed with zero-mean, it follows from the central limit theorem that the entries of \( \alpha_v^{[i]} \) are nearly Gaussian distributed with zero-mean and some variance \( \sigma_{w}^2 \). Under the above assumption, it turns out that the minimization problem in (17) is equivalent to the ML estimation of \( \theta_{v,m} \) and \( X \) starting from the observations \( \hat{y}_v^{[i]} \), for \( v = 1, \ldots, N_t \).

**Second-step**

Compute

\[
\hat{\lambda}_v^{[i]} = \arg \min_{\lambda_v} \left\| \hat{y}_v^{[i]} - P_{v,m} F H_{v,m} d_v \right\|^2.
\]

(17)
At each stage of the iterative algorithm, only one parameter is updated while the others are kept constant at their most updated values. This makes the iterative algorithm suitable for multi-dimensional ML estimation problems, where the likelihood function must be optimized over several parameters. In the following, we apply the iterative algorithm based on the EKF estimator to solve the optimization problem in (17).

The signal, \( y_v(n) \) in (15) is used to estimate the PHN vector as follows. The state and observation equations at time \( n \) are given by

\[
\theta_{v,m}(n) = \theta_{v,m}(n-1) + \delta_{v,m}(n),
\]

\[
y_v(n) = g_v(n) + \alpha_v(n) = e^{j\theta_{v,m}(n)}s_v[i](n) + \alpha_v(n),
\]

where \( s_v[i](n) \) is the \( n \)th symbol of the vector, \( s_v[i] \triangleq F^H H_{v,m} \hat{d}_v[i], \hat{d}_v[i] \triangleq \Lambda_v \hat{X}[i] \), \( \hat{X}[i] \) is estimated by an MMSE linear receiver as

\[
\hat{X}[i] = (\Psi[i]^H \Psi[i] + \sigma_w^2 I_{NN_t \times NN_t})^{-1} \Psi[i]^H y_v.
\]

where \( \Psi[i] = [\Psi[i,1], \Psi[i,2], \ldots, \Psi[i,NN_t]] \), \( \Psi[i] \triangleq P_{v,m} F^H H_{v,m} \Lambda_v \) for \( v = 1, \ldots, N_t \), and \( P_{v,m} \triangleq \text{diag}(e^{j\delta_{v,m}^{(0)}}, e^{j\delta_{v,m}^{(1)}}, \ldots, e^{j\delta_{v,m}^{(N-1)}})^T \) is the PHN matrix between any pair of antennas \( v \) and \( m \).

Since the observation equation in (19) is a non-linear function of the unknown state vector \( \theta_{v,m} \), the EKF is used instead of a simple Kalman filter. The EKF uses Taylor series expansion to linearize the non-linear observation equation in (19) about the current estimates \( \hat{\theta}_{v,m} \). Thus, the Jacobian of \( g_v(n) \) is evaluated by computing the first order partial derivative of \( g_v(n) \) with respect to \( \theta_{v,m}(n) \) as

\[
\dot{g}_v(n) = \frac{\partial g_v(\theta_{v,m}(n))}{\partial \theta_{v,m}(n)} \bigg|_{\theta_{v,m}(n) = \hat{\theta}_{v,m}(n|n-1)} = jg(\hat{\theta}_{v,m}(n|n-1)) = je^{j\delta_{v,m}^{(i)}(n-1)}s_v[i](n),
\]

where \( \dot{g} \) denotes the Jacobian of \( g \) evaluated at \( \hat{\theta}_{v,m}(n) \). The first and second moments of the state vector at the \( (i+1) \)th iteration denoted by \( \hat{\theta}_{v,m}^{[i+1]}(n|n-1) \) and \( M^{[i+1]}(n|n-1) \), respectively, are given by

\[
\hat{\theta}_{v,m}^{[i+1]}(n|n-1) = \hat{\theta}_{v,m}^{[i+1]}(n-1|n-1),
\]

\[
M^{[i+1]}(n|n-1) = M^{[i+1]}(n-1|n-1) + \sigma_{\delta_{v,m}}^2.
\]

\(^1\text{Convergence is addressed in Section IV.A}\)
Given the observation $y_v(n)$, the Kalman gain $K(n)$, posteriori state estimate $\hat{\theta}^{[i+1]}_v(n|n)$, and the filtering error covariance, $M^{[i+1]}(n|n)$ are given by

$$K(n) = M^{[i+1]}(n|n-1)g^*(\theta_{v,m}(n|n-1))$$

$$\times \left( g(\theta_{v,m}(n|n-1)) \times M^{[i+1]}(n-1|n-1) \times g^*(\theta_{v,m}(n|n-1)) + \sigma_w^2 \right)^{-1},$$

(24)

$$\hat{\theta}^{[i+1]}_v(n|n) = \hat{\theta}^{[i+1]}_v(n-1) + \Re\{ K_n(u_v(n) - e^{j\hat{\theta}_v^{[i+1]}(n|n-1)\xi_v(n)}) \},$$

(25)

$$M^{[i+1]}(n|n) = \Re\{ M^{[i+1]}(n|n-1) - K(n)g(\theta_{v,m}(n|n-1)) \times M^{[i+1]}(n|n-1) \},$$

(26)

respectively. Before starting the EKF recursion (21)-(26), $\hat{\theta}^{[1]}_{v,m}(1|0)$ and $M^{[1]}(1|0)$ are initialized by $\hat{\theta}^{[1]}_{v,m}(1|0) = 0$ and $M^{[1]}(1|0) = \sigma^2_{v,m}$. Using (15)-(26), we can estimate the PHN parameters from all antennas, i.e., $\hat{\theta}^{[i+1]} = [\hat{\theta}_{1}^{[i+1]T}, \ldots, \hat{\theta}_{N_t}^{[i+1]T}]$, $\theta_{v,m}^{[i+1]} = [\theta_{1,v,m}^{[i+1]T}, \ldots, \theta_{N_t,v,m}^{[i+1]T}]$ for $m = 1, \ldots, N_r$, and $\hat{\theta}_v^{[i+1]} = [\hat{\theta}_{v,1}^{[i+1]}, \ldots, \hat{\theta}_{v,N_t}^{[i+1]}]^T$. Then, the data vector can be updated as

$$\hat{X}^{[i+1]} = (\Psi^{[i+1]}H\Psi^{[i+1]} + \sigma_w^2 I_{NN_t \times NN_t})^{-1}\Psi^{[i+1]}H y,$$

(27)

where $\Psi^{[i+1]} = [\Psi_1^{[i+1]}, \Psi_2^{[i+1]}, \ldots, \Psi_{N_t}^{[i+1]}]$, $\Psi_v^{[i+1]} \triangleq P_v^{[i+1]}F^Hv,m\Lambda_v$ for $v = 1, \ldots, N_t$, and $P_v^{[i+1]} \triangleq \text{diag}(e^{j\hat{\theta}_{v,m}^{[i+1]}(0)}, e^{j\hat{\theta}_{v,m}^{[i+1]}(1)}, \ldots, e^{j\hat{\theta}_{v,m}^{[i+1]}(N-1)T})$. Using (15) - (27) and reapplying the above algorithm, for $v = \{1, \ldots, N_t\}$, the iterations of the proposed algorithm stop when the difference between LLFs of two iterations is smaller than a threshold $\zeta$, i.e.

$$\left\| y_m - \sum_{v=1}^{N_t} \hat{P}_{v,m} \Gamma_{v} \hat{X}^{[i+1]} \right\|^2 - \left\| y_m - \sum_{v=1}^{N_t} \hat{P}_{v,m} \Gamma_{v} \hat{X}^{[i]} \right\|^2 \leq \zeta.$$  

(28)

where $\Gamma_{v} \triangleq F^Hv,m\Lambda_v$.

A. Initialization and Convergence

Let $\hat{X}^{[0]}$ denote the initial estimate of the transmitted data vector. Appropriate initialization of $\hat{X}^{[0]}$ results in the proposed iterative detector to converge quickly. In our algorithm, the initial data estimate is obtained using $\hat{X}^{[0]} = (\Psi^{[j-1]}H\Psi^{[j-1]})^{-1}\Psi^{[j-1]}H y$, where $\hat{P}^{[j-1]}_{v,m}$ in (12) is the PHN matrix estimate obtained from the previous OFDM symbol. Simulation results in Section VI indicate that at SNR $= 25$ dB the proposed detector, on average, converges after 2 iterations.

Remark 1: Even though it cannot be analytically shown that the proposed iterative algorithm converge to a global maximum in [33], it is established that, in general, the iterative algorithm monotonically increase
the LLF at every iteration and converge to a local maximum. Moreover, if the algorithms are initialized in a region suitably close to the global maximum, then sequence of estimates converge monotonically to the global maximum [53]. Based on the equivalent system model in (11b) and the simulation results in Section [VI] it can be concluded that the proposed iterative algorithm converges globally when the PHN vector \( \hat{\theta}_m \) is initialized as \( \hat{\theta}_m^{[0]} = [0_{N-1 \times 1}, 0_{N-1 \times 1}, \ldots, 0_{N-1 \times 1}]^T \).

V. COMPLEXITY ANALYSIS

In this section, the computational complexity of the proposed algorithm is analyzed. Computational complexity is defined as the number of complex additions, \( C^{[A]} \), plus number of multiplications, \( C^{[M]} \) [54], i.e., \( C^{[M]} \) and \( C^{[A]} \) are determined as

\[
C^{[M]} = N_r \left[ \sum_{s_i \in \{19\}} N_i \left[ \left( N_i - 1 \right) \left[ N^2(3N + 1) \right] \right] + \left[ \frac{N + 5N + 2N + 2N}{21} \right] \right] + \frac{N^2(N + 1) + N^2N_t(NN_t + 2) + 1}{Gamma_0 \triangleq F^H \Gamma_{v,m} A_v} + \frac{2N^3}{(27)} \right],
\]

\[
C^{[A]} = N_r \left[ \sum_{s_i \in \{19\}} N_i \left[ \left( N_i - 1 \right) \left[ N(N - 1)(2N + 1) \right] \right] + \left[ \frac{N + N + 2N + N}{23} \right] \right] + \frac{N(N - 1)(N + 1) + NN_t(N - 1)(NN_t + 1) + N^2N_t(2NN_t^2 + NN_t - 1)}{(27)} + \frac{2N^2(N - 1)}{Gamma_0 \triangleq F^H \Gamma_{v,m} A_v} \right],
\]

Fig. 4 shows the average number of iterations, i.e., \( t \) required by the proposed algorithm for a \( 2 \times 2 \) MIMO and a PHN variance of \( \sigma_\delta^2 = [10^{-4}, 10^{-5}] \) rad\(^2\) with 16-QAM modulation. It can be observed from the results in Fig. 4 that (i) at low SNR, i.e., \( SNR < 25 \) dB, on average, the proposed detector converges after \( t \) more than 2 or 3 iterations, (ii) the proposed detector requires more number of iterations at high PHN variance, \( \sigma_\delta^2 = 10^{-4} \) rad\(^2\). This is due to the irreducible error of PHN estimation, and (iii) the number of iterations decreases to \( t = 2 \) at PHN variance, \( \sigma_\delta^2 = 10^{-5} \) rad\(^2\) and \( SNR \geq 25 \) dB. Using these values for the number of iterations, we determine the computational complexity of the proposed algorithm for a \( 2 \times 2 \) MIMO system as shown in Fig. 5. The results in Fig. 5 show that (i) at low SNR,
i.e., $SNR < 25$ dB, the computational complexity of the proposed algorithm dependent on the variance of the PHN process, since at low SNR the performance of the proposed detector is dominated by AWGN and PHN variance, while at moderate-to-high SNR, i.e., $SNR \geq 25$ dB the performance of the system is limited by residual PHN, and (ii) at moderate-to-high SNR compared to low SNR, the proposed data detection algorithm is computationally more efficient. These results are anticipated, since the proposed data detection algorithm require few iterations, i.e., 2 or 3 iterations, at moderate-to-high SNR as shown in Fig. 4.

VI. Simulation results and discussions

In this section, simulation results are presented to evaluate the bit error rate (BER) performance of the proposed detection algorithm of the overall MIMO-OFDM system. Moreover, we investigate the effect of joint data detection and estimation of multiple PHN parameters on the PSNR performance of LF video transmission. A multipath Rayleigh fading channel with a delay of $L = 4$ channel taps and an exponentially decreasing power delay profile with the average channel power $= [-1.52 - 6.75 - 11.91 - 17.08]$ dB is assumed between each pair of antennas. The sampling rate of the OFDM signal is set to 20 MHz, corresponding to an OFDM sampling duration of 50 nanoseconds. A training symbol size of $N = 64$ subcarriers is used, where each subcarrier is modulated using quadrature amplitude modulation (QAM)
scheme. The Wiener PHN is generated with different PHN variances, e.g. \( \sigma^2_\delta = [10^{-4}, 10^{-5}] \) rad\(^2\). Note that, \( \sigma^2_\delta = 10^{-4} \) rad\(^2\), corresponds to a high phase noise variance [7]. In order to evaluate the PSNR performance of the proposed system, several experiments are conducted with a “Candle” LF video sequence with 378 × 378 pixels and a GoP of 10 with 30 frames per second (fps). The captured scene comprises a candle rotating at approximately 3 degrees per frame. A commercial Lytro LF camera was used to capture static LFs of the scene. The rotation centre was about 20 cm from the camera. 120 LF frames were captured under homogeneous ambient illumination so that specular reflections were minimized. Hence, the generated LFV has the size of 10 × 10 × 378 × 378 × 120. The video sequence is encoded by H.264 reference software JM version (13.2) in [55]. Following [43, 50, 51], the video constants, \( a \), \( b \), and \( z \) of RD curves in [8], are calculated using carve fitting. To protect the video data, a low-density parity-check (LDPC) code is employed with a channel coding rate of \( r_c = 1/2 \) and codeword length of 1296 bits. The algorithm in [56] is used for encoding. The soft-decision iterative decoding algorithm, based on a sum-product algorithm in [57] is utilized for decoding the estimated data vector in [27]. The simulation results are averaged over \( 1 \times 10^5 \) Monte Carlo simulation runs. Finally, in the simulation results, PSNR in dB can be calculated as

\[
\text{PSNR} = 10 \log_{10} \left( \frac{255^2}{D_T} \right),
\]

where \( D_T \) is calculated as shown in [8].

A. Impact of PHN

In the following, we examine the performance of the proposed iterative algorithm based on EKF in terms of the BER and PSNR. The following system setups are considered for comparison:

(i) MIMO systems that applied the proposed data detection algorithm (labelled as “Proposed Data Det.”).

(ii) The data detection based on pilots in [23, 24] (labelled as “Data Det. based Pilots [23, 24]”).

(iii) As a reference, a system that applies the proposed detection algorithm but utilizes no PHNs tracking during OFDM data symbols (labelled as “No PHNs track.”).

(iv) As a lower- and upper-bound on the BER and PSNR performance, respectively, a system assuming perfect PHNs estimation (labelled “Perf. PHNs est.”).
Fig. 6. Uncoded BER performance of a $2 \times 2$ MIMO system using the proposed data detector for PHN variance, $\sigma_\delta^2 = [10^{-4}, 10^{-5}]$ rad$^2$ and 16-QAM modulation.

Fig. 7. Coded BER performance of a $2 \times 2$ MIMO system using the proposed data detector for PHN variance, $\sigma_\delta^2 = [10^{-4}, 10^{-5}]$ rad$^2$ and 16-QAM modulation.

Fig. 8. PSNR performance of a $2 \times 2$ MIMO system using the proposed data detector for PHN variance, $\sigma_\delta^2 = [10^{-4}, 10^{-5}]$ rad$^2$ and 16-QAM modulation.

(v) To be in line with the assessment of PSNR in the literature, e.g., [11], a PSNR of 30 dB is considered as the lowest PSNR to provide the light field video for the user.

Figs. 6, 7, and 8 show the uncoded BER, coded BER, and PSNR performance, respectively, of a $2 \times 2$ MIMO system for PHN variance, $\sigma_\delta^2 = [10^{-4}, 10^{-5}]$ rad$^2$ and 16-QAM modulation.

The following observations can be made from Figs. 6, 7, and 8.
1) The results in Fig. 8 demonstrate that without PHNs tracking throughout the packet, the PSNR performance of MIMO-OFDM system deteriorates significantly. On the other hand, by combining the proposed data detection algorithm with the MIMO system, the PSNR performance of a MIMO-OFDM system is shown to improve immensely even in the presence of strong PHN, e.g., $\sigma^2 = 10^{-4}$ rad$^2$.

2) Figs. 6, 7, and 8 show that the detectors BER and PSNR are dependent on the variance of the PHN process, and are lower and higher, respectively, for a lower PHN variance.

3) The BER and PSNR performance using the proposed algorithm significantly outperforms the existing data detection based on pilots in [23, 24] at different SNRs. This result is anticipated, since the detection method in [23, 24] depends on the pilots, which are effected by the ICI and the interference signals between the antennas. Therefore, the detection approach in [23, 24] may not be used for the joint data detection and estimation of multiple PHN parameters.

4) The results in Fig. 7 show that the coded BER performance of a MIMO-OFDM system using the proposed algorithm is close to that of the ideal case of perfect PHNs estimation (a performance gap of 0.8 dB at BER of $10^{-6}$ and a PHN variance of $10^{-5}$ rad$^2$).

5) The results in Fig. 8 show that the PSNR performance of the proposed algorithm is close to that of the ideal case of “Perf. PHNs est.” at moderate-to-high SNR and different PHN variances. For example, as shown in Fig. 8 at SNR = 25 dB, the PSNR loss of the proposed system are almost 1.6 dB and 1 dB for PHN variances $\sigma^2 = [10^{-4}, 10^{-5}]$ rad$^2$, respectively, compared to the case of “Perf. PHNs est.”.

6) The results in Fig. 8 show that the proposed algorithm significant improves the PSNR at different PHN variances and is capable to provide light field video for more than 30 dB at moderate-to-high SNR, i.e., $SNR \geq 23$ dB.

7) Compared to the “Perf. PHNs est.”, at high PHN variance, i.e., $\sigma^2 = 10^{-4}$ rad$^2$, the BER and PSNR performance suffer from an error floor at high SNR. This result is anticipated, since at high PHN variance, the performance of a MIMO-OFDM system is dominated by PHN, which cannot be completely eliminated.

**B. Impact of modulation**

Figs. 9 and 10 evaluate the BER and PSNR performance of the MIMO system at higher order modulations, i.e., 64-QAM.
The following observations can be made from Figs. 9 and 10:

1) Even for denser constellation, the proposed data detection algorithm achieve BER and PSNR performance that are closer to the ideal case of perfect PHNs estimation. For example, as shown in Fig. 10 at SNR of 25 dB and a PHN variance of \(10^{-4}\) rad\(^2\) and 64-QAM, the PSNR performance of MIMO system is close with 3.2 dB to the ideal case of perfect PHNs estimation.

2) The results in Figs. 9 and 10 show that the PHN variance and the order of modulation play significant factors in determining the BER and PSNR performance. For instance, as shown in Fig. 10 at SNR of 20 dB and a PHN variance of \(10^{-4}\) rad\(^2\) and 64-QAM, the system can achieve PSNR gain of 5.17 dB by lower orders of modulation, e.g. 16-QAM.

3) Even for denser constellation, the results in Figs. 10 show that the proposed data detection achieve a PSNR more than 30 dB at \(SNR \geq 23\) dB at different PHN variances, i.e., SNR loss of 5 dB compared to 16-QAM.

C. Impact of increase number antennas

Figs. 11 and 12 show the BER and PSNR performance at different number of antennas, \(N_t = N_r = [2, 4]\) for PHN variance, \(\sigma^2 = [10^{-4}, 10^{-5}]\) rad\(^2\) and 16-QAM modulation. The following observations can be made from Figs. 11 and 12.
At moderate PHN variance, i.e., $\sigma_\delta^2 = 10^{-5}$ rad$^2$, although the increase number of antennas leads to increase the interference and ICI signals, the BER and PSNR performance are improved and closer to the ideal case of perfect PHNs estimation. For example, in Figs. 11 at $\sigma_\delta^2 = 10^{-5}$ rad$^2$, a performance gap of 0.3 dB and 0.2 dB at BER = $10^{-2}$ for a $2 \times 2$ and $4 \times 4$ MIMO, respectively.

2) At high PHN variance, i.e., $\sigma_\delta^2 = 10^{-4}$ rad$^2$, the BER and PSNR performance degrades with increase of number of antennas. This result is anticipated, since at high PHN variance, the performance of proposed detector is impacted by the considerable residual phase noise estimation error. Therefore, in the presence of high PHN variance, the MIMO system can achieve significant BER and PSNR performance by combining the proposed data detection algorithm and using few antennas. However, this approach maintains higher performance at the expense of loss in spectral efficiency.

3) At high SNR regime and high PHN variance in, i.e., $\sigma_\delta^2 = 10^{-4}$ rad$^2$, the BER and PSNR performance suffer from an error floor. This is due to the fact that at low SNR the performance of the system is dominated by AWGN, while at high SNR the performance of the proposed detector is limited by PHN and the resulting ICI.

4) The results in Fig. 12 for a $4 \times 4$ MIMO system show the proposed detector achieves a PSNR performance more than 30 dB in the low SNR regime, i.e., SNR= 12 dB, at PHN variance $\sigma_\delta^2 = 10^{-5}$ rad$^2$. 
This indicates that the proposed detector can achieve high PSNR at different PHN variances.

VII. Conclusion

In this paper, we addressed the joint data detection and phase noise mitigation of multiple PHN parameters for LF video transmission in MIMO-OFDM systems. An iterative algorithm for joint data detection and PHN mitigation was proposed for MIMO-OFDM data symbols. We also investigated the improvement in PSNR for LF video transmission by combining the proposed algorithm and MIMO-OFDM systems in the present of multiple PHN parameters. The proposed detector was found to be computationally efficient, which can detect the desired data parameters in a few iterations. Numerical results showed that the proposed detector can significantly improve the average BER and PSNR performance for LF video transmission compared to existing algorithms. Moreover, the BER and PSNR performance of the proposed system were closer to the ideal case of perfect PHNs estimation. It was demonstrated that the proposed system model and algorithm are well suited for LF video transmission in wireless channels.

References

[1] W. Xiang and G. Wang, “Immersive Light Field Based 3D Telemedicine Applications in 5G”, IEEE COMSOC MMTC E-Letter, vol. 10, no. 1, pp. 43–46, 2015.

[2] H. Mehrpouyan, M. R. Khanzadi, M. Matthaiou, A. M. Sayeed, R. Schober, and Y. Hua, “Improving bandwidth efficiency in E-band communication systems,” IEEE Commun. Mag., vol. 52, no. 3, pp. 121–128, 2014.

[3] R. Yang, X. Hung, S. Li, and C. Jaynes, “Toward the light field display: Autostereoscopic rendering via a cluster of projector,” IEEE Trans. Vis. Comput. Graphics, 2008.

[4] W. Xiang, G. Wang, M. Pickering, and Y. Zhang, “Big video data for light field based 3D telemedicine,” IEEE Netw., 2015, (invited paper).

[5] G. Wang, W. Xiang, and M. Pickering, “A cross-platform solution for light field based 3D telemedicine,” Comput. Meth. Prog. Bio., in press, available at http://dx.doi.org/10.1016/j.cmpb.2015.11.002, 2015.

[6] D. D. Lin and T. J. Lim, “The variational inference approach to joint data detection and phase noise estimation in OFDM,” IEEE Trans. Signal Process., vol. 55, no. 5, pp. 1862–1874, May 2007.
[7] H. Mehrpouyan, A. A. Nasir, S. D. Blostein, T. Eriksson, G. K. Karagiannidis, and T. Svensson, “Joint estimation of channel and oscillator phase noise in MIMO systems,” IEEE Trans. Signal Process., vol. 60, no. 9, pp. 4790–4807, Sept. 2012.

[8] A. A. Nasir, H. Mehrpouyan, R. Schober, and Y. Hua, “Phase noise in MIMO systems: Bayesian Cramer-Rao bounds and soft-input estimation,” IEEE Trans. Signal Process., vol. 61, no. 10, pp. 2675–2692, May 2013.

[9] P. Matheken, T. Riihonen, S. Werner, and R. Wichman, “Performance analysis of OFDM with Wiener phase noise and frequency selective fading channel,” IEEE Trans. Commun., vol. 59, no. 5, pp. 1321–1331, May 2011.

[10] P. Matheken, T. Riihonen, S. Werner, and R. Wichman, “Average Capacity of Rayleigh-Fading OFDM Link with Wiener Phase Noise and Frequency Offset,” in Proc. IEEE Int. Symp. on Personal, Indoor and Mobile Radio Communications (PIMRC), Sydney, Australia, Sept. 2012, pp. 2353–2358.

[11] D. Lanman, M. Hirsch, Y. Kim, and R. Raskar, “Content-adaptive parallax barriers: optimizing dual-layer 3D displays using low-rank light field factorization,” ACM Transactions on Graphics (TOG), vol. 29, no. 6, pp. 163:1–163:10, 2010.

[12] A. A. Nasir, S. Durrani, and R. A. Kennedy, “Achieving Cooperative Diversity with Multiple Frequency Offset Estimation,” in Proc. IEEE International Conference on Signal Processing and Communication Systems (ICSPCS), Honolulu, USA, Dec. 2011, pp. 12–14.

[13] A. G. Armada, “Understanding the effects of phase noise in orthogonal frequency division multiplexing (OFDM),” IEEE Trans. Broadcast., vol. 47, no. 2, pp. 153–159, Jun. 2001.

[14] D. Petrovi, W. Rave, and G. Fettweis, “Properties of the Intercarrier Interference due to Phase Noise in OFDM,” in Proc. IEEE International Conference on Communications (ICC), Seoul, Korea, May 2005, pp. 2605–2610 Vol. 4.

[15] D. Petrovi, W. Rave, and G. Fettweis, “Effects of phase noise on OFDM systems with and without PLL: Characterization and compensation,” IEEE Trans. Commun., vol. 55, no. 8, pp. 1607-1616, Aug. 2007.

[16] S. Wu and Y. Bar-Ness, “A phase noise suppression algorithm for OFDM-based WLANs,” IEEE
[17] T. C. W. Schenk, X.-J. Tao, P. F. M. Smulders, and E. R. Fledderus, “Influence and suppression of phase noise in multiantenna OFDM,” in Proc. IEEE Veh. Technol. Conf. (VTC), Los Angeles, CA, Sep 2004, pp. 1443–1447.

[18] Y. Wang and D. Falconer, “Phase noise estimation and suppression for single carrier SDMA,” in Proc. IEEE Wireless Commun. Netw. Conf (WCNC), Sydney, Australia, Jul. 2010.

[19] T. C. W. Schenk, X.-J. Tao, P. F. M. Smulders, and E. R. Fledderus, “On the influence of phase noise induced ICI in MIMO OFDM systems,” IEEE Commun. Lett., vol. 9, no. 8, pp. 682–684, Aug. 2005.

[20] P. Liu, S. Wu, and Y. Bar-Ness, “A phase noise mitigation scheme for correlated and imperfectly estimated MIMO WLANS with spatially channels,” IEEE Commun. Lett., vol. 10, no. 3, pp. 141–143, Mar. 2006.

[21] S. Bittner, E. Zimmermann, and G. Fettweis, “Phase noise estimation and suppression for single carrier SDMA,” in Proc. IEEE Wireless Commun. Netw. Conf (WCNC), Las Vegas, CA, Mar. 2008, pp. 940–945.

[22] M.-O. Pun, M. Morelli, and C.-C. J. Kuo, “Iterative detection and frequency synchronization for OFDMA uplink transmissions,” IEEE Trans. Wireless Commun., vol. 6, no. 2, pp. 629–639, Feb. 2007.

[23] P. Rabiei, W. Namgoong, and N. Al-Dhahir, “On the performance of OFDM-based amplify-and-forward relay networks in the presence of phase noise,” IEEE Trans. Commun., vol. 59, no. 5, pp. 1458–1466, May 2011.

[24] R. Wang and H. Mehrpouyan and M. Tao and Y. Hua, “Channel estimation, carrier recovery, and data detection in the presence of phase noise in OFDM relay systems,” IEEE Trans. Wireless Commun., vol. PP, no. 99, pp. 1?1, 2015.

[25] H. Zheng, C. Ru, W. Chen, and L. Yu, “Video transmission over MIMO-OFDM system: MDC and space-time coding-based approaches,” Advances in Multimedia, vol. 2007, no. 1, pp. Artical ID 61 491, 8 pages, 2007. doi:10.1155/2007/61 491, Jan.

[26] D. Song and C. W. Chen, “Scalable H.264/AVC video transmission over MIMO wireless systems

Commun. Lett., vol. 6, no. 12, pp. 535–537, Dec. 2002.
with adaptive channel selection based on partial channel information,” *IEEE Trans. Circuits Syst. Video Technol.*, vol. 17, pp. 1218–1226, Sep. 2007.

[27] H. Xiao, Q. Dai, X. Ji, and W. Zhun, “A novel JSCC framework with diversity-multiplexing-coding gain tradeoff for scalable video transmission over cooperative MIMO,” *IEEE Trans. Circuits Syst. Video Technol.*, vol. 20, pp. 994–1006, Jul 2010.

[28] O. H. Salim and W. Xiang, “Prioritized 3-D video transmission over cooperative MIMO-OFDM systems,” *Proc. IEEE International Conference on Digital Image Computing Techniques and Applications (DICTA)*, Noosa, QLD, Australia, Dec. 2011, pp. 225–230.

[29] O. H. Salim and W. Xiang, “A novel unequal error protection scheme for 3-D video transmission over cooperative MIMO-OFDM systems,” *EURASIP J. Wirel. Commun. Netw.*, vol. 2012:269, no. doi:10.1186/1687-1499-2012-269, Aug. 2012.

[30] A. Liu and V. K. N. Lau, “Cache-enabled opportunistic cooperative MIMO for video streaming in wireless systems,” *IEEE Trans. Signal Process.*, vol. 62, no. 2, pp. 390–402, Jan. 2014.

[31] O. H. Salim, W. Xiang, and J. Leis, “An efficient unequal error protection scheme for 3-D video transmission,” in *Proc. IEEE Wireless Communications and Networking Conference (WCNC)*, Shanghai, China, Apr. 2013, pp. 4077–4082.

[32] I. K. Sileh, K. M. Alajel, and W. Xiang, “Cooperative relay selection based UEP scheme for 3D video transmission over rayleigh fading channel,” in *Proc. IEEE International Symposium on Digital Image Computing Techniques and Applications (DICTA)*, Noosa, Australia, Dec. 2011, pp. 689–693.

[33] K. M. Alajel, W. Xiang, and I. K. Sileh, “Best relays selection method for error-resilient 3-D video transmission,” in *Proc. IEEE International Symposium on Communications and Information Technologies (ISCIT)*, Gold Coast, Australia, Oct. 2012, pp. 1–5.

[34] A. M. A. Demir and J. Roychowdhury, “Phase noise in oscillators: A unifying theory and numerical methods for characterization,” *IEEE Trans. Biomed. Circuits Syst.*, vol. 47, pp. 655–674, May 2000.

[35] D. Lin, R. Pacheco, T. J. Lim, and D. Hatzinakos, “Optimal OFDM channel estimation with carrier frequency offset and phase noise,” in *Proc. IEEE WCNC*, Apr. 2006.

[36] N. Hadaschik, M. Dorpinghaus, A. Senst, O. Harmjanz, and U. Kaufer, “Improving MIMO phase noise estimation by exploiting spatial correlations,” in *Proc. IEEE Acoust., Speech, Signal Process.*
[37] Z. Zhang, W. Zhang, and C. Tellambura, “Cooperative OFDM channel estimation in the presence of frequency offsets,” *IEEE Trans. Veh. Technol.*, vol. 58, no. 7, pp. 3447–3459, Sep. 2009.

[38] Q. Huang, M. Ghogho, J. Wei, and P. Ciblat, “Practical timing and frequency synchronization for OFDM-based cooperative systems,” *IEEE Trans. Signal Process.*, vol. 58, no. 7, pp. 3706–3716, Jul. 2010.

[39] Y. Yao and X. Dong, “Multiple CFO mitigation in amplify-and-forward cooperative OFDM transmission,” *IEEE Trans. Commun.*, vol. 60, no. 12, pp. 3844–3854, Dec. 2012.

[40] Lin:2006sept D. D. Lin, R. Pacheco, T. J. Lim, and D. Hatzinakos, “Joint estimation of channel response, frequency offset, and phase noise in OFDM,” *IEEE Trans. Signal Process.*, vol. 54, no. 9, pp. 3542–3554, Sept. 2006.

[41] P. Rabiei, W. Namgoong, and N. Al-Dhahir, “A non-iterative technique for phase noise ICI mitigation in packet-based OFDM systems,” *IEEE Trans. Signal Process.*, vol. 58, no. 11, pp. 5945–5950, Nov. 2010.

[42] R. Carvajal, J. C. Aguero, B. I. Godoy, and G. C. Goodwin, “EM-based maximum-likelihood channel estimation in multicarrier systems with phase distortion,” *IEEE Trans. Veh. Technol.*, vol. 62, no. 1, pp. 152–160, Jan. 2013.

[43] D. Wang, L. Toni, P. C. Cosman, and L. B. Milstein, “Uplink Resource Management for Multiuser OFDM Video Transmission Systems: Analysis and Algorithm Design,” *IEEE Trans. Commun.*, vol. 61, no. 5, pp. 2060–2073, May 2013.

[44] F. Munier, T. Eriksson, and A. Svensson, “An ICI reduction scheme for OFDM system with phase noise over fading channels,” *IEEE Trans. Commun.*, vol. 56, no. 12, pp. 1119–1126, Jul. 2008.

[45] T. Paul and T. Ogunfunmi, “Wireless LAN comes of age: Understanding the IEEE 802.11n amendment,” *IEEE Circuits Syst. Mag.*, vol. 8, no. 1, pp. 28–54, 2008.

[46] X. Zhu, A. Doufexi, and T. Kocak, “Throughput and coverage performance for IEEE 802.11ad millimeter-wave WPANs,” in *Proc. IEEE Vehicular Technology Conference (VTC Spring)*, Budapest, Hungary, May 2011, pp. 1–5.

[47] H. Minn and N. Al-Dhahir, “MIMO-OFDM training signal design in the presence of frequency
offset and phase noise,” in *Proc. IEEE International Conference on Information, Communications and Signal Processing (ICICS)*, Bangkok, Thailand, Dec. 2005, pp. 263–267.

[48] H. Minn and N. Al-Dhahir, “Optimal training signals for MIMO OFDM channel estimation in the presence of frequency offset and phase noise,” *IEEE Trans. Commun.*, vol. 54, no. 10, pp. 1754–1759, Oct. 2006.

[49] Y. Chi, A. Gomaa, N. Al-Dhahir, and A. R. Calderbank, “Training signal design and tradeoffs for spectrally-efficient multi-user MIMO-OFDM systems,” *IEEE Trans. Wireless Commun.*, vol. 10, no. 7, pp. 2234–2245, Jul. 2011.

[50] K. Stuhlmuller, N. Farber, M. Link, and B. Girod, “Analysis of video transmission over lossy channels,” *IEEE J. Sel. Areas Commun.*, vol. 18, pp. 1012–1032, Jun. 2000.

[51] D. Wang, L. Toni, P. C. Cosman, and L. B. Milstein, “Resource allocation and performance analysis for multiuser video transmission over doubly selective channels,” *IEEE Trans. Wireless Commun.*, vol. 14, no. 4, pp. 1954–1966, 2015.

[52] S. M. Kay, *Fundamentals of Statistical Signal Processing, Estimation Theory*. Signal Processing Series: Prentice Hall, 1993.

[53] T. A. Fesler and A. O. Hero, “Space-alternating generalized expectation maximization algorithm,” *IEEE Trans. Signal Process.*, vol. 42, no. 10, pp. 2664–2677, Oct. 1994.

[54] H. Mehrpouyan and S. D. Blostein, “Bounds and algorithms for multiple frequency offset estimation in cooperative networks,” *IEEE Trans. Wireless Commun.*, vol. 10, no. 4, pp. 1300–1311, Apr. 2011.

[55] H.264/AVC reference software, JM version 13.2. [Online]. Available: [http://iphome.hhi.de/suehring/tml](http://iphome.hhi.de/suehring/tml)

[56] T. J. Richardson and R. L. Urbanke, “Efficient encoding of low-density parity-check codes,” *IEEE Trans. Inf. Theory*, vol. 47, no. 2, pp. 638 - 656, Feb. 2001.

[57] S. J. Johnson, “Introducing low-density parity-check codes,” [Online]. Available: [http://sigpromu.org/sarah/SJohnsonLDPCintro.pdf](http://sigpromu.org/sarah/SJohnsonLDPCintro.pdf)