Pain is so close to pleasure: the same dopamine neurons can mediate approach and avoidance in *Drosophila*
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Abstract

In mammals, dopamine is considered a central neuromodulator involved in all kinds of rewarding experiences ('common currency' hypothesis). In insects, the role of dopaminergic neurons in aversive stimuli was discovered before dopaminergic neurons were found to also be involved in processing appetitive stimuli. Here, we screened about 50 transgenic *Drosophila* lines, representing different subpopulations of dopaminergic neurons for their ability to sustain approach or avoidance behavior, when activated optogenetically in four different operant self-stimulation paradigms. None of the lines sustain consistent behavioral valence in all experiments. Individual lines sustain approach in one experiment and avoidance in another. One line mediated strong avoidance early in the experiment and weak approach in later stages. The evidence presented here appears to contradict a ‘common currency’ dopamine function in flies. Instead, different dopaminergic neurons convey valence in a context-dependent and flexible manner, reflecting the genetic heterogeneity of the dopaminergic neuronal population.
Introduction

Motivation, attention and value are central for adaptive behavioral choice and, hence, evolutionary fitness. The literature on dopamine function suggests a substantial and evolutionary conserved role of dopamine neurons (DANs) in all three processes. The function of DANs in valuation, in terms of reward and punishment, has been especially prominent, in particular with regard to clinical aspects of tolerance and addiction to drugs of abuse. In vertebrates, midbrain DANs have been reported to encode reward prediction errors in classical conditioning experiments (Bayer and Glimcher, 2005; Schultz, 2019, 2017, 2016; Schultz et al., 1993) and if these neurons are driven optogenetically in an operant place learning task, they can substitute for reward (Kremer et al., 2020). Drugs of abuse primarily target this dopaminergic system and promote debilitating loss of behavioral control once an addiction has been established.

Also in flies, dopamine neurons have been reported to be involved in valuation processes in classical conditioning experiments. Early on, Dopa decarboxylase, an enzyme required for the synthesis of dopamine, was shown to be involved in olfactory classical conditioning (Tempel et al., 1984). Silencing of DANs blocks acquisition of
aversive classical memory, but leaves appetitive memory intact (Schwaerzel et al., 2003). Dopamine receptors are necessary for olfactory classical conditioning (Kim et al., 2007; Qin et al., 2012). Optogenetic activation of DANs paired with an olfactory conditioned stimulus (CS) is able to replace sugar as the unconditioned stimulus (US) (Aso et al., 2014, 2012, 2010; Liu et al., 2012). In an operant olfactory conditioning paradigm in flies, optogenetic activation of TH-Gal4 DANs served as punishment and was able to induce an olfactory preference (Claridge-Chang et al., 2009).

From these results and more like these, a prominent, general role of DANs in value processing was derived and DAN activity interpreted as participating in the computation of a “common currency” of value into which information from all sensory modalities are converted (Berridge and Kringelbach, 2015; Grabenhorst and Rolls, 2011; Kobayashi and Hsu, 2019; Lak et al., 2014; Landreth and Bickle, 2008; Levy and Glimcher, 2012; Matsumoto et al., 2016; Schultz et al., 2015). It is thought that the same DANs encode, e.g., rewards from food, drink, sex or money, while separate sets encode aversive stimuli like heat, electric shock or loss.

Taken together, the current picture of DAN function in value computations entails that every
animal possesses sets of DANs that encode value on an appetitive/aversive scale such that they mediate approach and avoidance behaviors, respectively. In this conceptual framework, animals should seek to activate the ‘appetitive’ DANs and seek to silence the ‘aversive’ DANs, irrespective of how the animal is allowed to do that. In the fruit fly *Drosophila*, we can test this hypothesis in an unbiased way: not only is there a plethora of transgenic lines available that can be used to express optogenetic constructs in specified subsets of DANs, but there is also a wealth of sufficiently different behavioral paradigms to assess the generality of any DAN subpopulation. Combining these two assets in order to screen for the DANs mediating such ‘common currency’, we have tested nearly 50 different fly strains in four different experimental setups which DANs they prefer to be active and which they prefer to be silent.

**Methods**

**Fly genetics**

To avoid visual cues from the stimulating light that would interfere with our reinforcement scores, we genetically blinded flies with a mutated no receptor potential A gene (*norpAP24*). *norpA* encodes for the phosphatidylinositol-specific phospholipase C that is involved in several
sensory pathways. The mutation abolishes vision completely. In addition, the \textit{norpA}^{P24} allele decreases olfactory discrimination and impairs temperature discrimination at temperatures between 18°C and 26°C.

We crossed the \textit{norpA} mutants with 20xUAS-CsChrimson flies to create \textit{norpA};UAS-CsChrimson flies. Virgins from this stock were always crossed with male Gal4 driver lines and the blind male offspring recorded in our experiments.

### Fly strains used

In total, we used 52 different fly lines in our four different screens. Of those, 13 were tested in all four screens, another 13 in three screens, 6 lines in two screens and 19 in only one screen (Tab. 1).

| Fly line | RRID/FBid   | Red T | Yellow T | Y | Joy |
|----------|-------------|-------|----------|---|-----|
| 58E02    | BDSC_41347  | +     | +        | + | +   |
| 5HTR1B   | BDSC_27636  | +     | +        | + | +   |
| MZ19     | BDSC_34497  | +     | +        | + | +   |
| NP1528   | DGGR_112679 | +     | +        | + | +   |
| NP47     | DGGR_112021 | +     | +        | + | +   |
| NP5272   | DGGR_113659 | +     | +        | + | +   |
| NP6510   | DGGR_113956 | +     | +        | + | +   |
| TH-D'    | FBtp0083573 | +     | +        | + | +   |
| TH-D1    | FBtp0083568 | +     | +        | + | +   |
| TH-D4    | FBti0151783 | +     | +        | + | +   |
| TH-F2    | FBti0151786 | +     | +        | + | +   |
| TH-F3    | FBti0151787 | +     | +        | + | +   |
| Fly Line       | Stock Number | + | + | + | + |
|---------------|--------------|---|---|---|---|
| TH-G1         | FBti0151784  |   |   |   |   |
| GR28BD+TRPA1  |              | - |   |   |   |
| DDC(HL8)      |              | - |   |   |   |
| MB025B        | BDSC_68299   | - |   |   |   |
| MB056B        | BDSC_68276   | - |   |   |   |
| MB065B        | BDSC_68281   | - |   |   |   |
| MB109B        | BDSC_68261   | - |   |   |   |
| MB304B        | BDSC_68367   | - |   |   |   |
| MB315C        | BDSC_68316   | - |   |   |   |
| MB299B        | BDSC_68310   | - |   |   |   |
| MZ840         |              | + |   |   |   |
| TH-C1         | FBtp0083567  | + |   |   |   |
| TH-F1         | FBti0151785  | + |   |   |   |
| DDC(HL9)      |              | + |   |   |   |
| TH            | BDSC_8848    | + |   |   |   |
| MB032B        | BDSC_68302   | - |   |   |   |
| MB060B        | BDSC_68279   | - |   |   |   |
| MB312B        | BDSC_68314   | - |   |   |   |
| TH-C1+TH-F1   |              | - |   |   |   |
| TH-G4+TH-G80  |              | - |   |   |   |
| C259          | FBti0072288  | + |   |   |   |
| GR66A         | BDSC_57670   | + |   |   |   |
| GR66A(Co)     |              | + |   |   |   |
| TH-C`         |              | + |   |   |   |
| GR28BD+TRPA1(Co)|           | - |   |   |   |
| 58E02+THG80   |              | - |   |   |   |
| 5HTR1B+CHAG80 |              | - |   |   |   |
| C061          | BDSC_30845   | - |   |   |   |
| MB058B        | BDSC_68278   | - |   |   |   |
| MB301B        | BDSC_68311   | - |   |   |   |
| MB438B        | BDSC_68326   | - |   |   |   |
| MB439B        | BDSC_75961   | - |   |   |   |
| MZ19+CHAG80   |              | - |   |   |   |
| MZ840N+P6510  |              | - |   |   |   |
| NP2758        | DGGR_104313  | - |   |   |   |
| NP47+CHA-G80  |              | - |   |   |   |
| NP5272+MZ840  |              | - |   |   |   |
| NP6510+NP5272 |              | - |   |   |   |
| TH-G4+CHA-G80 |              | - |   |   |   |

**Table 1.** Fly lines used in which experiment. Also see (Aso et al., 2012) for unlisted stocks.
We targeted as many different DAN sub-populations in as many dopamine clusters as possible. Historically, there were more broadly expressing driver lines and subsequent, more recently developed narrow driver lines, focusing mostly on DANs with projection in the mushroom bodies (Fig. 1). Flies without mushroom bodies have no problems expressing preferences and can learn most tasks quite well, except when they involve odors (Putz and Heisenberg, 2002; Wolf et al., 1998). Thus, there is no reason to assume the mushroom bodies themselves are involved in operant activity in any way. On the contrary, the current literature suggests they should be dispensable. Instead, the focus on this neuropil structure derives from a combination of the availability of transgenic lines and the preponderance of DANs to target the mushroom bodies. For instance, DANs targeting mushroom bodies have been widely used in classical olfactory conditioning experiments, where they are thought to mediate a valuation signal, through which the unconditioned stimulus (US) transfers its response-eliciting properties to the conditioned stimulus (CS) (Liu et al., 2012; Qin et al., 2012; Schwaerzel et al., 2003; Yamagata et al., 2015). Here, we test the hypothesis that such reinforcing or punishing DAN functions generalize to situations beyond a classical US, or whether they merely serve to convey
value to an external, likely olfactory stimulus (i.e., in world-learning (Brembs, 2011; Brembs and Plendl, 2008; Colomb and Brembs, 2010)).

Figure 1: Schematic depiction of DAN driver line expression patterns. Normalized reporter expression intensity from blue (zero) to yellow (one) for each driver line used (vertical axis, see Tab. 1) and their anatomical coverage (horizontal axis; DAN clusters with their projection sites and cell body location, within brackets). A: Mushroom-body projecting driver lines obtained from (Aso et al., 2014, 2012, 2010) with their corresponding expression pattern. B: Driver lines expressing more broadly than just mushroom-body projecting DANs from (Liu et al., 2012; Pathak et al., 2015). The expression pattern was estimated from (Galili, 2014; Liu et al., 2012; Pathak et al., 2015).

Fly care and reagents

Male Gal4 drivers and norpA\textsuperscript{P24,20xUAS-CsChrimson} effector virgin flies were kept overnight on standard cornmeal and molasses food medium (Guo et al., 1996) in darkness at 25°C and 60% humidity for egg laying. One to six days after
hatching, groups of approx. 30 male offspring were put in small glass vials with all-trans-retinal (ATR) supplementation for two days before testing. For feeding ATR, 15µl of 200mM ATR dissolved in ethanol were pipetted onto the surface of 10ml of food. With these procedures, we ensured that the flies’ first encounter with light was during the experiment. For each setup, pilot experiments determined light intensity and stimulation frequency using a positive control together with a negative control of the same, age-matched genotype, but without ATR in the food. Light parameters were empirically calibrated until the positive control showed a robust effect size relative to the negative control.

In our very first experiments, using the T-maze with red light (Fig. 2A), we used nor-\textit{pAP24};\textit{Gr66a}>\textit{CsChrimson}, as positive control. This line expresses CsChrimson in bitter taste neurons and their activation mediates avoidance (Marella et al., 2006; Stern et al., 2019). The aversive effects we obtained were of moderate size and so we sought to improve on these controls. In all subsequent experiments, we used nor-\textit{pAP24};\textit{Gr28bd+TrpA1}>\textit{CsChrimson} as positive controls. These flies express the Chrimson channel in heat sensitive neurons which also mediate aversion. The combination of \textit{Gr28bd} with \textit{TrpA1} drivers showed stronger aversion than \textit{Gr66a} in our
experiments and therefore was used for all further experiments. Whereas *Gr28bd* expresses in heat sensitive neurons in the arista of the antennae, *TrpA1* expresses in the heat sensitive neurons in the brain AC neurons.

Light was measured with a lux meter (Table 2). To confirm that the light spectrum specified in the light source data sheet was correct, the stimulation light was measured with the spectrophotometer at the place where the fly would perceive it (Table 2).
| Product | Company | URL | article number |
|---------|---------|-----|---------------|
| Cosine Corrector for SMA-Connectorized Fiber | Thorlabs | [https://www.thorlabs.com/newgrouppage9.cfm?object-group_id=3482&pn=CCS200](https://www.thorlabs.com/newgrouppage9.cfm?object-group_id=3482&pn=CCS200) | CCSA1 |
| Wide range spectrometer 200-1000nm | Thorlabs | [https://www.thorlabs.com/therproduct.cfm?partnumber=CCS200#ad-image-0](https://www.thorlabs.com/therproduct.cfm?partnumber=CCS200#ad-image-0) | CCS200/M |
| Coherent FieldMaxII-TO Laser Power Meter | Edmund Optics | [https://www.edmundoptics.de/lasers/laser-measurement/laser-power-meters/coherentreg-fieldmaxii-to-laser-power-meter](https://www.edmundoptics.de/lasers/laser-measurement/laser-power-meters/coherentreg-fieldmaxii-to-laser-power-meter) | #88-411 |
| all trans-Retinal powder, >=98% | Sigma | [http://www.sigmaaldrich.com/catalog/product/sigma/r2500](http://www.sigmaaldrich.com/catalog/product/sigma/r2500) | R2500 |
| Osram Oslon SSL 145lm yellow 10x10mm platine LEDs | Osram | [https://www.leds.de/osram-ssl-smd-led-mit-10x10mm-platine-145lm-gelb-69643.html](https://www.leds.de/osram-ssl-smd-led-mit-10x10mm-platine-145lm-gelb-69643.html) | 69643 |
| Osram Oslon SSL 80lm blue 10x10mm platine LEDs | Osram | [https://www.leds.de/osram-ssl-smd-led-mit-10x10mm-platine-80lm-blau-69635.html](https://www.leds.de/osram-ssl-smd-led-mit-10x10mm-platine-80lm-blau-69635.html) | 69635 |
| Philips Lumileds red LEDs | Philips | [http://de.mouser.com/ProductDetail/Philips-Lumileds/LXM3-PD01/?qs=sGAEpM-ZZMd4Prknbu83y5q1Vwwqj2nEpXknzDNQZe%3d](http://de.mouser.com/ProductDetail/Philips-Lumileds/LXM3-PD01/?qs=sGAEpM-ZZMd4Prknbu83y5q1Vwwqj2nEpXknzDNQZe%3d) | LXM3-PD01 |
| Digital Luxmeter 0-400000lx | Voltcraft | [https://www.conrad.de/de/luxmeter-volcraft-lx-1108-bis-400000-lx-kalibriert-nach-werksstandard-ohne-zertifikat-121885.html](https://www.conrad.de/de/luxmeter-volcraft-lx-1108-bis-400000-lx-kalibriert-nach-werksstandard-ohne-zertifikat-121885.html) | LX-1108 |
| Camera Pointgrey Firefly MV | Pointgrey | [https://www.ptgrey.com/firefly-mv-usb2-cameras](https://www.ptgrey.com/firefly-mv-usb2-cameras) | FMVU-03MTC-CS |
| Voltcraft DC Power Supply 1,5 to 15V | Voltcraft | [http://www.voltcraft.com/de/labor-netzgerate/](http://www.voltcraft.com/de/labor-netzgerate/) |  |
| Grass Instrument S44G Square Pulse Stimulator | Grass Instruments |  |  |
| Monofilament Line | Cormoran Seacor Schockleader | [http://www.cormoran.de/co/de/produkte/angelisch%C3%BCren/seacor_shockleader/5.1.62.63.1.1_products-model.htm?ovs_prdrows2=10&sid=btarcbwsn&stamp=1513450435](http://www.cormoran.de/co/de/produkte/angelisch%C3%BCren/seacor_shockleader/5.1.62.63.1.1_products-model.htm?ovs_prdrows2=10&sid=btarcbwsn&stamp=1513450435) |  |
| IR LED panel | Luminous Film | [https://www.luminoussfilm.com/custom-led-modules.htm](https://www.luminoussfilm.com/custom-led-modules.htm) |  |

**Table 2.** Equipment used and procurement sources
Screens

T-maze

The T-mazes are composed of a core and three removable tubes (Fig. 2A, B). The core contains an elevator for transferring the flies from the entrance tube (top) to the choice tubes (bottom). At the choice point, the flies had two options: either approach the dark arm or the arm with the optogenetically stimulating light (Fig. 2A, B). LEDs were adjusted for the light stimulation with a Grass frequency generator and a power supply (Table 2). LEDs were glued to a cooling plate to avoid overheating.

We performed two screens, one with red and another with yellow light (Fig. 2A, B). The peak light intensities were 1600 lux and 1000 lux for the red (660nm) and yellow (590nm) T-maze experiments, respectively, as measured at the point of the transparent arm of the T-maze. The rest of the parameters were the same for both T-maze experiments: 10ms pulse width, 20Hz stimulation frequency and 9.9ms cycle duration with 1ms delay.

Thirty or more flies were introduced in the entrance arm for the experiment. By tapping the T-maze, flies were introduced into the elevator, which then was shifted to a middle point for 30
seconds for the adaptation of the flies. The elevator was then pushed all the way down, letting the flies move freely within the choice arms. After one minute, flies in each arm were tallied under CO².

The same groups of flies were tested in two consecutive days for the screen with red light. Since the counting was done under CO², and CO² exposure may impair the flies, a day of recovery was provided before the second experiment. Experiments with the yellow light were conducted without repetition and scored in blind by two experimenters in parallel in order to obtain an estimation of the handling variability.
Figure 2: Schematic depiction of the four experimental setups.

A-B: T-maze schematics. Animals were first loaded into the entrance arm. After acclimatization, they were tapped into the elevator that transported them to the choice point. A: Red light was used for optogenetic stimulation (see Materials and Methods for details). B: Yellow light was used for optogenetic stimulation (see Material and Methods for details).

C: Y-mazes schematics. The Y-mazes are illuminated from below and fly behavior is recorded from above. A PC processes the camera image online and switches the projector’s red light for Y-maze arm illumination (enlarged inset) for closed-loop feedback.

D: Joystick schematics. The tethered flies control the position of the platform with their legs. A sensor records platform position and a PC makes yellow optogenetic light (via a lightguide) contingent on platform position, which effectively serves as a switch for the light. Bottom: experimental design: ‘training’ denotes periods where the fly controls the light, ‘test’ denotes periods where the light is permanently switched off.
Y-mazes

The setup consisted of a Perspex block (30x35cm) containing 120 Y-mazes. The Y-mazes were backlit with an infrared LED panel (Table 2) and a diffuser to scatter light homogeneously, as previously described (Buchanan et al., 2015). In each Y-maze, a single fly freely explored the three arms, one of which was illuminated with the optogenetically stimulating red light coming from a projector placed next to the camera tracking the flies’ position (Fig. 2C).

The positive control showed the strongest phenotypes at 80% and 100% of the maximum projector light intensity. Therefore, the light intensity was set to its maximum. Light was set at [1 0 0] (RGB code) and its spectrum ranged from 570nm to 720nm with a peak at 595nm. Light stimulation frequency was set at that of the projector (75Hz), and sampling frequency was set to 37.5 Hz, half of the refresh rate of the projector (Table 2), in order to avoid light display inaccuracies. The duty cycle was 50%.

Fly behavior was recorded with a digital camera and further processed with background subtraction in Matlab (Mathworks) to obtain simultaneous tracking of the 120 flies. A 850nm long pass filter (Table 2) was placed in front of the camera to avoid interference of the stimulating light.
in the tracking (Buchanan et al., 2015; Werkhoven et al., 2019).

All the Matlab scripts were run under Matlab version 2015a under Windows 7. The projector stimulation patterns were designed with Psychtoolbox-3 toolbox (http://psychtoolbox.org/) with its third-party dependencies and an Nvidia graphic card.

Closed-loop stimulation with the projector demanded enough spatial resolution to display light in specific Y-maze arms. This required the pixels of the projector to match those on the camera. To achieve this with high accuracy, the projector displayed a black and white pattern on a white surface that was captured by the camera. These patterns were used to calibrate projector pixels in camera coordinates. For every calibration procedure, at least an $R^2=0.9998$ in the projector-camera pixels correlation was accomplished (approx. pixel precision).

The experiment protocol consists of a total of 60 minutes test where each of the arms was reinforced for 20 minutes by displaying light on the arms whenever the fly entered the given arm.

Acquisition software: https://github.com/chiser/autoTrackerV2-old-version-
Registration scripts: https://github.com/chiser/Registration-Camera-Projector
For example videos of Y-Maze function see (Werkhoven et al., 2019).
Joystick

Flies tethered by 0.7mm diameter monofilament line (Table 2) glued to the tergite of their thorax were placed on a movable platform (Fig. 2D). The flies were able to use their legs to position the platform laterally with respect to their longitudinal body axis. A light guide directed the stimulating light to the fly head. Platform position is measured by a photoelectric detector that sends an analog signal (-5 to +5V) to the Analog-Digital converter.

The closed-loop stimulation is controlled by an Arduino Uno. The stimulating light intensity was 400 lux, 20 Hz, 50 ms pulse width and no cycle delay. The custom data acquisition software was written in Visual Basics (Microsoft) and collected data with a 20 Hz sampling rate. As in the T-maze with yellow light, the fly line identity was blinded to experimenters to avoid ad hoc bias. The experiments were conducted by two experimenters in parallel.

In a spaced training protocol, four-minute periods of open- (green) and closed loop (blue) were alternated. In the closed loop/reinforcement period flies are trained by turning on the stimulating light when the fly pushes the platform to a specified side. The experiment protocol lasts for 20 min with alternating 4 min segments of
Pretest, Training, Test, Training, Test. The reinforced side (right/left) was alternated at each consecutive experiment.

Joystick example video: https://www.youtube.com/watch?v=z2uOIVYrC0o

The instructions sheet with software (software originally from Reinhard Wolf, Würzburg): https://github.com/chiser/Joystick-acquisition-software

Data analysis

Since the raw data format was different for each experiment, each data set was analyzed with different sets of code to obtain a score that allows comparison across setups. Hence, every score ranges from -1 to +1, where negative scores indicate light avoidance, positive scores approach, and close to zero scores indicate no preference for the light.

T-mazes

For the T-maze we calculated a Choice Index, CI:

\[ CI = \frac{x - y}{x + y} \]

where \( x \) denotes the number of flies in the bright choice arm and \( y \) the number of flies in the dark choice arm. The flies that did not make any choice and were caught in the elevator were not considered in the equation for two main reasons: locomotor deficits would impair the flies approaching any of the arms and thus not show
their preference and it is questionable whether the light intensity in the middle is over the activation threshold for CsChrimson. From the single experiment CIs we calculated the arithmetic mean:

\[
CI = \frac{\sum_{i=1}^{n} CI_i}{n}
\]

Where \( n \) denotes the total number of experiments.

**Y-mazes**

For the Y-mazes we calculated the arm occupancy index (OI). Only flies with at least 14 turns/arm changes were used for the analysis and speed was downsampled by window averaging to 3.75Hz to reduce noise.

\[
OI = \frac{x - y}{x + y}
\]

where \( x \) refers to time spent in the lit arm and \( y \) refers to the mean occupancy in the dark arms, respectively.

**Joystick**

For the Joystick we calculated the Preference Index, PI, for each of the experimental periods by:

\[
PI = \frac{x - y}{x + y}
\]
where \( x \) denotes the number of data points when the light is on and \( y \) the number of data points in the dark. To reduce the effects initial biases may have on the training PIs, we normalized the average training PI by subtracting the pretest PI from it. In addition, we measured the platform wiggle as a proxy for general activity:

\[
wiggle = \sum_{n=1}^{N} \frac{dx}{d(t - 20)}
\]

where \( x \) denotes the time-stamped platform position and \( t \) the time stamp. The time series was differentiated with a lag of 20 to capture the wiggle at a slower time scale that corresponded more closely to the fly behavior. We subtracted the wiggle scores during lights off to when lights were on, obtaining a ratio that is positive when flies move more during neuronal activation, and \textit{vice versa}. The wiggle score was used to exclude inactive flies from the data analysis. The wiggle cut-off was set at 0.8.

**Rescreens**

**T-Maze with yellow light**

In rescreening the two most consistent lines from our 13 lines which were tested in all four screens, TH-D1 and TH-D’, we used the exact same experimental parameters as in the original screen. We tested a total of seven experimental
groups. The positive control Gr28bd+TrpA1 and the two experimental groups TH-D1 and TH-D’ were complemented by four control groups. The genotypes of the positive control and the two experimental groups were also tested without ATR supplementation, and to control for potential insertion effects of the effector alone, we tested w^{1118};UAS-CsChrimson without ATR. Data analysis was also performed as in the original screen.

**Joystick**

*Rescreen.* As the T-maze rescreen failed to detect significant effects in the two experimental groups, we not only adjusted our target sample size (see “Statistical Power”, but we also tweaked four parameters in the experimental design of the Joystick experiment with the intention to maximize potential effects: a) We maximized the light intensity to around twice the levels used in the original screen, i.e., about 900 lux peak intensity, measured at the end of the lightguide. b) We doubled the number of training periods to eight (for a total of eight minutes continuous training, see Fig. 7, the same amount of training as in the original screen but not interspersed with test periods). c) We increased the required activity levels for inclusion in the analysis from 0.8 to 0.9. d) We performed our statistical analyses on the PIs of the final training period. Due to the large sample size (see below), we decided against normalizing
the training PI to the pretest PI, as in the original screen. We tested the same seven experimental groups as in the T-maze rescreen (see above).

**Light intensity test.** In order to determine whether the increased light intensity was the cause of the inverted valences of the two experimental lines (see Results), we performed the same experiment as in the rescreen above, but with half the light intensity (i.e., ~400 lux peak intensity at the end of the light guide) and without the control groups that were not supplemented with ATR. As the valences did not change, we stopped the experiment before the target sample size of 50 was reached (i.e., at N=38).

**Intermittency test.** Original screen and rescreen differed in that the original screen alternated training and test periods, while the rescreen and light intensity test were run with continuous training without interspersed test periods (see above). In order to test whether continuous training was causing the switch in valence of TH-D’, we tested just this line at the light intensity of the initial screen with five alternating periods each of test and training.

**Statistical power**

The T-maze screen with red light was the first experiment and we did not perform a power
analysis because we did not yet know if the effect sizes of the screened lines would be of the same size as our positive controls.

We found that effect sizes afforded by the DAN driver lines were considerably smaller than those of the driver lines expressing in heat sensitive neurons. We thus had to choose effect sizes and alpha values that traded off sufficient statistical power with biologically meaningful effect sizes and practically feasible sample sizes. Therefore, we had to choose an alpha value of 5% (Lakens et al., 2018), despite otherwise routinely aiming for alpha values of 0.5% (Benjamin et al., 2018).

In the Y-mazes, data collection is automated and so many choices are recorded in so many animals that even the smallest effects are likely to be statistically significant even with 80% power at an alpha of 0.5%, such that in this screen, the question is more whether small effects are biologically relevant. Therefore, we performed power analyses only for the T-maze with yellow light and the Joystick. We performed a one-tailed t-test for the positive against the negative control, where the power was set to 80% and significance to 0.05. The estimated number of experiments for the T-maze was eight. However, since the T-maze with red light suggested we may also
be interested in smaller effects in our experimental lines, we set the target sample size to 12.

In the T-maze rescreen, we doubled this target sample size to be able to detect the even smaller effects we observed in the two candidate lines TH-D1 and TH-D’ with 80% power at an alpha of 5%. For the Joystick, the power analysis resulted in a target sample size of 15 which we did not change due to practical constraints. For the Joystick rescreen, we increased our target sample size to 50 to reach 80% statistical power for an alpha of 5% at an approximate PI of 0.2, as suggested from the results in the initial Joystick screen.

We performed both frequentist and Bayesian tests to arrive at a combined reliability estimate, as indicated in the figure legends, given that we had to choose a relatively high alpha value of 5%.

Source code and data availability

Code

Most of the analysis and plotting was done in R 3.4.2 (https://www.R-project.org), except for the data analysis of the Y-mazes, which was done in Matlab 2015a (Mathworks). Analysis scripts

URLs:

Power analysis: https://github.com/chiser/power-analysis
Y-mazes: https://github.com/chiser/matlab-analysis-on-operant-reinforcement

Joystick, T-maze yellow: https://github.com/chiser/screen-analysis-for-yellow-Tmaze-and-Joystick

T-maze, red: https://github.com/chiser/T-maze-drosophila

Data analysis scripts for the Joystick experiments are available at:
https://github.com/brembslab/Platform-Drosophila/tree/master/Platform-Optogenetics

Data

All raw data and data evaluation sheets in a single package: https://doi.org/10.6084/m9.figgshare.16635841

DOIs for individual datasets provided in figure legends.

Results

Robust avoidance with optogenetic feedback in all four screens

We performed four optogenetic screens on the appetitive or aversive functions of dopamine neuron (DAN) sub-populations in three different operant activity setups. Each screen was designed after a series of pilot experiments had been performed. In these pilot experiments, the experimental details were empirically tuned by testing an aversive driver line (at the time of these experiments, there was no suitable appetitive driver line available) as positive control with and without ATR supplementation. These experiments set the expected effect sizes according to which we estimated our target sample sizes. In
each setup, the flies (blinded by the NorpA$^{P24}$ mutation) were free to choose between a situation in which the neurons selected by the driver line would be stimulated with light and one in which there was no such stimulating light. All four experiments correspond to optogenetic self-stimulation. In the T-maze with red light (Fig. 2A), we used Gr66a-Gal4 (bitter taste neurons) and in all other setups we used Gr28bd+TrpA1-Gal4 (heat sensing neurons) as positive controls. The positive controls in all four setups show the expected avoidance (negative scores), demonstrating that the basic optogenetic method was working robustly with our chosen driver lines (Fig. 3). In the two screens where we also tested positive control flies without ATR supplementation (Fig. 3A,C), these groups showed neither avoidance of nor preference for the light, demonstrating that the effects we observed were indeed due to the CsChrimson optogenetic effector.
Figure 3: Operant activity screens

A: Choice indices from the T-maze screen with red light. B: Choice Indices from the T-maze screen with yellow light. C: Occupancy Indices from the Y-mazes screen. D: Joystick screen Performance Indices. Barplots depict each driver line means for each behavioral score in descending order with error bars depicting the standard error of the mean (SEM). Positive controls fed with and without ATR are coloured in dark- and light blue, respectively. Number of experiments for each line is shown above each driver line label on the X-axis. Driver line fonts are color-coded according to classical conditioning phenotypes as shown in the legend above. All lines contained a norpA<sup>24</sup> mutation which is omitted for simplicity.

T-maze screen spreadsheets: 10.6084/m9.figshare.16635439
Joystick screen data and evaluation sheet: 10.6084/m9.figshare.16635079
Y-mazes screen raw data and MatLab files: 10.6084/m9.figshare.16635091
DANs account for a small component of operant activity

Depending on our choice of positive control, the preferences of any of the DAN test lines could have been either larger than the positive control, of the same size, or smaller. None of our positive control lines showed such a strong aversion that any stronger aversion would have been impossible. In fact, when using bitter taste neurons (Gr66a) as positive control, there were two DAN lines with similar avoidance (TH-D’ and R58E02) and one with marginally higher avoidance (C259; Fig. 3A). On the appetitive end, TH-D1 preference for light was of similar size, relative to Gr66a avoidance of the light (Fig. 3A). In contrast, in the cases where we used drivers in heat sensitive neurons as positive controls, the effect sizes were considerably higher than any of the effects observed in the DAN test strains (Fig. 3B-D).

DANs serve different functions in operant than in classical situations

Given that their contribution to operant choice is relatively small, the question arises if at least the general valence in terms of appetitive, aversive or neutral is conserved, when comparing our results with those reported in the literature for classical conditioning (Aso et al., 2014, 2012,
Our results suggest that the ability of a DAN subpopulation to replace appetitive or aversive, respectively, unconditioned stimuli (USs) in classical conditioning experiments does not predict behavior in operant experiments: DANs that have been reported to serve as aversive USs can be both aversive or appetitive in operant situations, or provide no discernible preference (Fig. 3, lines marked in red). An illustrative example is line NP47, which avoids the light in the Y-maze, approaches it in the T-Maze with red light and shows no preference in both experiments with yellow light. In this case, the same neurons can mediate approach and avoidance depending on the situation. Another notable example is 5-HTR1B which does avoid yellow light in the T-maze but approaches red light in both the T-maze and the Y-maze. Removing cholinergic neurons from the 5-HTR1B patterns using cha-Gal80 increases the approach of the red light in the Y-maze to the second highest level in this screen. The TH line which was shown to confer aversive properties to an odor in an operant paradigm (Claridge-Chang et al., 2009), did not show any preference in any of our T-maze screens.

DANs that have been reported to serve as appetitive USs in classical conditioning, can also be appetitive, aversive or neutral (Fig. 3, lines marked in blue). An illustrative example is line
DDC(HL8), the line with the most extreme preference for light in the Y-mazes. It avoids the red light in the T-maze and shows weak, inconsistent behavior if the light is yellow in T-maze or Joystick.

Finally, while lines reported to have no effect when used in classical conditioning experiments never showed maximal preference in our screens, some of these lines ended up close to the maximal lines in our screens, sometimes aversive, sometimes appetitive (Fig. 3, lines marked orange). For instance, line MZ19 avoided the light in the Y-mazes, but approached it in the T-mazes, while the score was nearly exactly zero in the Joystick screen.

Operant DAN function is heterogeneous

Given that the contribution of DAN sub-populations to overall operant performance was small and not consistent with classical conditioning experiments, we tested whether their function is at least consistent between operant experiments. We varied both the type of optogenetic activation and the type of operant paradigm to test how consistently DAN activation would modulate decision-making in the flies. We found that all the parameters we varied influenced DAN function.
DAN function varies with optogenetic activation

The T-maze screen was performed with both red and yellow light (Fig. 2A,B). Wavelengths corresponding to yellow light activate CsChrimson more effectively than those corresponding to red light (Klapoetke et al., 2014). However, we did not observe an overall increase in the effect sizes for the DAN lines when tested for their preference in a T-maze with yellow light, compared to one with red light (Fig. 3A, B). If anything, the driver lines mediating aversion of the light decreased somewhat in their effect sizes. While the switch from bitter to heat-sensing neurons for the positive control yielded considerably higher avoidance, absolute effect sizes did not increase for the screened DAN driver lines.

What did change with the switch from red to yellow light was the relative performance of the lines with respect to each other. For instance, the CI of TH-D1 and TH-D’ lines shrunk considerably in yellow light, without changing the sign of their scores. In contrast, line MZ840 changed from appetitive (in red light) to aversive (in yellow light). Overall, the proportion of lines with aversive function increased from 6 out of 21 lines (29%) in the red light T-maze compared to 13 out of 31 lines (42%) in the yellow light T-maze, but this may have been due to a potential bias in the
function of the additional lines tested. A direct comparison between the lines tested in both the red light and the yellow light T-Maze reveals no clear relationship between performance in one experiment and performance in the other (Fig. 4B). The lack of correlation between the two experiments suggests that activating CsChrimson more effectively with yellow light did not simply enhance the function the neurons were serving in the T-Maze, rather, it changed their function, even in the same behavioral context of a T-maze.
Figure 4: Pairwise comparison between operant activity scores.

Eight combinations of biplots projecting two behavioral axes with symbols for their means and bars indicating the SEMs for both axes. Icons depict screen type. Axes ranges were truncated to -0.4 to +0.4 for visualization purposes. Legend on the right, with colors indicating classical learning phenotypes and a corresponding symbol for each driver line.

DAN function varies with group vs. individual experiment

The T-maze is an experiment where all the flies in a group are making the same choice at the
same time (Fig. 2A, B). The score in these experiments is calculated as the proportion of flies in the illuminated arm, proportional to the total number of flies (Choice Index). To tackle the question of whether an individual will make the same choice when it is alone versus when it is in a group, we performed an analogous forced choice test as in the group-based T-maze in Y-Mazes with individual flies (Fig. 2C). The flies ran continuously in a three-arm Y-maze where one arm was illuminated with red light. We scored the fraction of time spent in the illuminated arm. We chose this measure as it was equivalent to the Choice Index calculated for the T-maze: flies with a longer occupancy of the illuminated arm would have a larger chance of being caught and counted there in the T-maze. This change from group experiment (T-Maze with red light) to single fly experiment (Y-Maze with red light) did not yield any correlation between the scores of the flies in these experiments, not even the most extreme lines were consistent between the two situations (Fig. 4C).

**DAN function varies with locomotion**

In all the experiments described so far, locomotion is a key component of the experiment. In fact, flies that move more slowly in the bright
arm of the Y-Maze tend to also have a higher occupancy in this arm (Rohrsen, 2019). As biogenic amines play an outsize role in all kinds of locomotion, we tested whether operant behavior that is orthogonal to locomotion would yield different functions for our DAN subpopulations. For this test, we placed tethered flies on a manipulandum which they could move perpendicular to their longitudinal body axis using their legs (Fig. 2D). Analogous to how a human might move a joystick connected to a computer, the flies could move this platform, on which they were placed, to one side, to stimulate themselves with yellow light, while movement to the other side switched the light off. This transition from locomotion-based to locomotion-independent operant control again yielded a completely new arrangement of lines with regard to their appetitive or aversive function in operant choice (Fig. 4E). In fact, no pairwise comparison between our screens provided a convincing correlation (Fig. 4).

Three consistent lines

Considering the amount of manual labor involved, we had estimated statistical power in two of our setups (T-maze and Joystick) to detect effect sizes at most marginally smaller than those we observed in our pilot experiments with the positive control groups. Only in the Y-mazes
screen, statistical power was sufficient to detect effect sizes substantially smaller than those of our positive controls. The small effects with DAN drivers entail that three of our screens were considerably underpowered. However, as a whole, all four of our screens might be able to identify the lines that were consistently accompanied by either appetitive or aversive behavior, respectively. Unfortunately, not all lines were tested in all setups due to a variety of technical and historical reasons (see Materials and Methods). Among those 13 that were tested in all four experiments, we searched with the lowest possible criterion of showing the same sign in their scores in all four screens. We found the lines TH-D’, TH-D1 and TH-G1 as the only lines with consistent avoidance/attraction across all four tests. The lines TH-D’ and TH-D1 were the ones with the highest absolute scores; TH-D1 behaved consistently appetitively (i.e., approaching the light) and TH-D’ behaved consistently aversively (i.e., avoiding the light; see Fig. 5 for expression patterns).
Figure 5: Expression patterns of TH-D1 and Th-D' driver lines.

The cell clusters and neuropils (bold italics) are in white. PPL: paired posterior lateral; PPM: paired posterior medial; dFB: dorsal fan-shaped body; vFB: ventral fan-shaped body; LAL: lateral accessory lobe; vMB: vertical lobes of the mushroom bodies. Scale bar = 50μm.

Interestingly, the two consistent lines express in the same clusters although it was not possible to ascertain whether they labeled the same neurons (Fig. 5). Morphological features at the light microscope-level resolution are often insufficient to distinguish cell types and additional information about synaptic connectivity and genetic expression profiles are necessary to fully define cell identity (Wolff and Rubin, 2018). The cell bodies labelled belonged mostly to DAN clusters PPL1, PPM3 and PPM1 (White et al., 2010). At the neuropil level, the two lines labeled specific layers in the fan-shaped body (FB). Staining of the PPM3-vFB (layer 2-4) and the noduli were particularly intense, with TH-D' FB expression being particularly
strong. An additional FB layer from the PPL1-dFB projection was also labelled. The signal in the ellipsoid body (EB) is stronger in TH-D1 whereas the LAL is targeted in both lines (Fig. 5). The mushroom body (MB) vertical lobe and pedunculus projection from the PPL1 were clearly visible as well. None of the lines stained the PAM cluster of DANs.

In order to test the hypothesis that the two most consistent lines in our four screens, TH-D1 and TH-D’, are indeed reliably involved in mediating operant activity, we selected two of our four screens to rescreen these two lines with the appropriate control groups. We estimated our samples to reach 80% statistical power at an alpha level of 0.05. Because of the high alpha value, we supplement these frequentist statistics with a Bayes Factor calculation (see Materials and Methods).

No DAN effects in the T-maze with yellow light

The larger the effects in the first screens, the more likely one would expect their results to reproduce. The two lines show very robust effects in the T-maze with red light and perform at the extreme ends of our distribution of lines (Fig. 3A). While in the Y-mazes, the effect sizes are smaller, the high-powered nature of the screen makes the results there also seem quite reliable (Fig. 3C).
Therefore, we sampled from the lowest level of the potential effect size range and began by re-screening TH-D1 and TH-D’ in a T-maze with yellow light. In the original screen, the effects of driving CsChrimson with TH-D1 or TH-D’ were relatively small (Fig. 3B) compared to, e.g., the effects obtained with red light in the same apparatus (Fig. 3A). The sample size in the original screen had been 12 for these two lines and our power analysis indicated that we needed to more than double our target sample size to 25 in order to decrease the mean Choice Index we would be able to reliably detect to about 0.2. This effect size was chosen for three reasons: a) it was lying just at the edge of the variation in the original screen, b) lower levels of preference would indicate a negligible involvement even if statistically significant and c) practical reasons. At the target sample size of 25 (i.e., about 1,000 flies per group), we could not detect any effects at all in the T-maze with yellow light (Fig. 6A). Compared to their respective control groups, TH-D’ showed a slight tendency to behave aversively and TH-D1 to behave appetitively, as in the original screen, but the effect sizes did not exceed control levels, let alone reach statistical significance.
Figure 6: Rescreening TH-D1 and TH-D’ reveals aversive function for TH-D1 in Joystick paradigm

A: T-maze rescreen with yellow light. Left: Choice Indices for each line. The control line Gr28bd+TrpA1 shows a statistically significant avoidance of the arm with the stimulating light, whereas all other lines do not show a defined preference. Right: The Bayes Factors of all lines except the control line are smaller than one, providing evidence in support of the null hypothesis of no preference. Together, these data strongly suggest that neither DANs in TH-D1 nor those in TH-D’ support the kind of avoidance behavior that the control flies show. B: Joystick rescreen. Left: Performance Indices for each line. Both the control line Gr28bd+TrpA1 and TH-D1 show a statistically significant avoidance of light, whereas line TH-D’ narrowly misses statistical significant preference of the light. All negative control lines do not show any preference, as expected. Right: The Bayes Factors corroborate the frequentist analysis: Gr28bd+TrpA1 and TH-D1 show Bayes Factors larger than one indicating rejection of the null hypothesis of no preference. Together, these data suggest that DANs in TH-D1 can support avoidance in the Joystick experiment. C: joystick light intensity test. Left: Performance Indices for each line. Stimulation light intensity was about 50% that of the Joystick rescreen (B) and matched the intensity of the original screen. Main results qualitatively reproduce those in the Joystick rescreen in terms of valence (B). Right: Bayesian analysis as above.

Boxplots depict medians (solid lines), quartiles (boxes) and non-outlier ranges (whiskers), with individual data points in grey. Sample sizes below boxplots, p-values for Wilcoxon tests against zero above.

Data for the T-maze rescreens: 10.6084/m9.figshare.16635457
Joystick rescreen data files and evaluation sheet: 10.6084/m9.figshare.16635100
Joystick light intensity test data files and evaluation sheet: 10.6084/m9.figshare.16635073
Flies use Joystick to avoid activity in TH-D1 neurons

The two most consistent lines ended up towards the extreme ends in our Joystick screen, so we decided to continue with a rescreen in this setup. For the same reasons as above, we also aimed our power analysis for a mean Performance Index of about 0.2, which required a target sample size of 50 in order to reliably detect this effect size. In an attempt to further maximize our chances of detecting any effects, we changed four parameters compared to the original screen (see Materials and Methods): a) We maximized the light intensity to around twice the levels used in the original screen. b) We doubled the number of training periods to eight (for a total of eight minutes continuous training). c) We increased the required activity levels for inclusion in the analysis. d) We performed our statistical analyses on the un-normalized PIs of the final training period. In this rescreen we did detect an effect in the TH-D1 driver line and the valence of the TH-D’ driver line was opposite to that of the TH-D1 line, but the TH-D’ PI did neither reach statistical significance, nor did the Bayes Factor exceed the value of 1 for this group, suggesting that there was no real effect in the TH-D’ line (Fig. 6B). Interestingly, the valence of both of the lines was opposite to that observed in the four original screens: In this Joystick
rescreen, TH-D1 flies avoided the light and the trend in TH-D’ flies was to switch the light on.

As increased light intensity had been shown previously to be able to change valence (Fig. 3), we performed a second experiment with the original light intensity in the Joystick setup. However, the valences were unchanged from the previous rescreen (Fig. 6C).

**DAN function varies with time**

A second difference in addition to light intensity compared to the original screen was the temporal structure of the experiment. While in the original screen training periods (where the flies could switch the light on and off) were interspersed with test periods (where the light was switched permanently off), the rescreen as well as the light intensity test were performed with eight consecutive training periods without intermittent test periods. Therefore, we examined the behavior of the flies during the experiment more closely. Flies with CsChrimson in heat-sensing neurons avoid the light immediately and then tend to further decrease their PIs, suggesting there is some amount of learning during the experiment (Fig. 7A). TH-D1 flies showed lower, but consistent avoidance throughout the experiment (Fig. 7B). TH-D’ flies, finally, tended to switch the
light off at the start of the experiment, only to increase their PIs gradually until the final training period (Fig. 7C). In the light intensity test (see Materials and Methods), both the generally low PI of TH-D1 as well as the increasing PIs over time in TH-D’ (Fig. 7D) replicated the results from the re-screen.
Figure 7: Time course of Joystick experiments reveals change in valence in TH-D′.

A: Control flies expressing CsChrimson in heat-sensing neurons preferentially keep the optogenetic light switched off throughout the training periods (orange), with little effect on platform position with the light permanently switched off (yellow). B: Flies expressing the optogenetic channel in TH-D1 neurons show a markedly weaker but nevertheless consistent preference for light-off during the training periods. C: Flies expressing CsChrimson in TH-D′ neurons at 800 lux intensity during the rescreen started their training phase by avoiding the light and finished the last training period with a slight preference for light-on. D: The same fly strain as in C tested with 400 lux intensity. The same trend from aversive to indifferent/slight preference can be observed as in C. Time course of box plots depict medians (solid lines), quartiles (boxes) and non-outlier ranges (whiskers), with individual data points in grey.
Pooling the rescreen with the otherwise identical light intensity test and comparing the first and the last training period reveals the shift in behavior from avoiding the light at the start of the experiment to preferring the light towards the end of training (Fig. 8). The two training periods are significantly different from each other in a U-test, the BayesFactor suggests a strong effect and the estimation statistics also indicate a shift from aversive to appetitive. In contrast to the last training period, the first training PI is significantly different from zero (Wilcoxon Test, p=0.0003, BayesFactor=99.3). These analyses suggest that for the TH-D’ line, brief encounters with activity in these neurons lead to aversive behaviors, such as those observed in the initial Joystick screen (Fig. 3D). We replicated these findings of the initial screen with a third Joystick experiment where we tested TH-D’ in alternating training and test periods with the lower light intensity from the first screen (see Materials and Methods), where four out of the five training periods indeed showed a negative PI (data available at DOI 10.6084/m9.figshare.16635094). Thus, while line NP47 mediated approach and avoidance depending on the experimental situation, TH-D’ DANs can change their valence over time.
Fig. 8. First and last training differs in TH-D'.

Left: Raincloud plot with violin plot, box/whisker plot and paired individual data plot of the first training period (light blue) and the last one (dark blue). Right: Estimation statistics: Paired median difference of last_training (n = 89) minus first_training (n = 89) 0.261 [95%CI = -0.0699; 0.401], with Bayes Factor (bf).

Pooled THD' Joystick raw data and evaluation sheet: 10.6084/m9.figshare.16635076

Taken together, these results show a weakly aversive function for the TH-D1 line in the Joystick experiment (Fig. 5) that does not generalize to other experiments and an initially aversive function for TH-D' that can change towards appetitive under prolonged duration of operant control (Fig. 8). The initial aversive function does seem to generalize to other operant experiments. The switch from aversive to more appetitive function
appears to generalize across different stimulation intensities (Fig. 7).

Discussion

No ‘common currency’ DAN function in flies

If specific DANs contribute to ‘common currency’ value computations (Berridge and Kringlebach, 2015; Grabenhorst and Rolls, 2011; Kobayashi and Hsu, 2019; Lak et al., 2014; Landreth and Bickle, 2008; Levy and Glimcher, 2012; Matsumoto et al., 2016; Schultz et al., 2015) also in flies, our screen of about 50 sub-populations of DANs is the currently best way to discover which DANs are involved in which value computation. Moreover, by deploying four different operant screens, any general-function DAN population would reveal itself as mediating consistent behavioral preference over all screens. However, none of the DAN subpopulations supported behavioral preferences to the extent our control neurons did; most did not support any preference at all, and those that did, supported only comparatively weak preferences (Fig. 3). In fact, the same DAN neurons can mediate both approach and avoidance depending either on variables of the experimental situation (e.g., line NP47) and even over time (Figs. 7, 8). Even the most consistent DAN driver lines did not stand up to re-screen scrutiny.
(Fig. 6), underscoring the comparatively fickle nature of DAN function in *Drosophila* operant activity. Whereas DAN function was reproducible within appropriately powered experiments (e.g., Fig. 7), none of the lines we screened appeared to be mediating the same valence consistently across several experimental setups (Fig. 4). At the same time, our control line stood out in its reproducibly aversive behavior (Fig. 3). The most straightforward explanation of this result is that, at least in flies, other neurons are involved in mediating operant control, either instead of or in addition to DANs and that DANs do not contribute to ‘common currency’ computations in flies.

However, the stark contrast between our control neurons (sensory neurons either for bitter taste or heat) reliably driving behavioral preferences and the fickle DANs may not necessarily be due to DANs not serving a role in ‘common currency’ calculations in flies. Alternatively, it is possible that our stimulation regime, which was optimized for our control neurons, may not be equally optimal for a set of non-sensory DANs. The stark difference in preference of the DAN lines in the two T-mazes, where the only difference is the wavelength of the optogenetic light, is consistent with this hypothesis. Stimulation-dependent value has also been observed in a two-
choice optogenetic paradigm over long timescales driving activity in octopaminergic neurons (Claßen, 2018). If this were the case also for DANs, designing adequate control experiments is not straightforward and the design of a screen to search for such DANs would have to be dramatically different from the one we chose.

Currently there is no consensus on how to best stimulate DANs optogenetically. The usage varies from non-disclosed (König et al., 2019), to 10 ms at 50Hz (McCurdy et al., 2021), to 250 ms pulse duration (Stern et al., 2019), to pulses of more than 1.2 s in duration and frequencies of 0.25Hz (König et al., 2018; Riemensperger et al., 2016). A systematic study found increasing amounts of dopamine released with increasing pulse width, frequency and duration when they varied these parameters from 1-4 ms and 10-60 Hz (Shin et al., 2020). Our regimes of 20 Hz stimulation with 10 ms (T-mazes) or 50 ms (Joystick) pulse-width do not seem to fall outside the range of what has been shown to be effective either behaviorally or in triggering dopamine release. Perhaps more worryingly, there may be an optimal stimulation protocol for any arbitrary set of any kind of neuron to drive approach or avoidance. In this case, any focus just on aminergic neurons may be unwarranted.
Furthermore, the flies we tested were satiated. Appetive DAN functions have always been found with starved or thirsty animals. It has been observed in other self-stimulation or self-administration experiments before that stronger preferences can be achieved when animals are starved (Carr, 2002; Fulton et al., 2004; Gnazzo et al., 2021). This explanation would only hold for appetitive DANs, aversive circuits ought not to be affected.

The possibility also remains that we did not test a line that would drive in the perfect combination of DANs to achieve a behavioral preference that is identical to or higher than that of our control lines. It is the main shortcoming of our work that only 13 of our nearly 50 DAN lines were tested in all four screens. However, even among the additional 12 DAN lines that were tested in three of the four screens, there were no strong candidates consistently performing at the extreme ends of all three screens (Fig. 3). Only line TH-C1 performed consistently in all three screens it was tested in, but the score was close to zero in all cases. Of the 29 lines that were tested in two or more screens, no lines stood out as exceptionally consistent (Fig. 4). Therefore, we conclude that out of nearly 50 DAN subpopulations, there is no single line that can consistently mediate operant preference at the level of our control.
strains, strongly suggesting that DANs are not the only mediators involved in such operant behavior.

**Reinforcement is different from an unconditioned stimulus**

If there were no ‘common currency’ computation taking place in flies (or DANs were not part of it), one reason DAN function may vary between paradigms is that different neuronal mechanisms may be underlying performance in them. For instance, depending on experimental design, operant and classical experiments can be mediated by different biochemical pathways. Crucial for this distinction are not the general procedural differences between the two classes of experiments, but the content of the memory that is formed: classical experiments associate two events (i.e., CS and US) in the world around the subject (world-learning) and typically engage synaptic plasticity mediated by the cAMP pathway and phosphorylation by protein kinase A (PKA) (Barbas et al., 2003; Giese and Mizuno, 2013; Lee, 2015; Matsumoto et al., 2018; Müller, 1999; Romano et al., 2006; Selcher et al., 2002; Wang and Peng, 2016; Wang and Zhang, 2012). In contrast, operant experiments that avoid contamination by environmental predictors (i.e., operant self-learning), depend on phosphorylation by
protein kinase C (PKC) (Brembs and Plendl, 2008; Burguière et al., 2010; Colomb and Brembs, 2016; Lorenzetti et al., 2008; Rochefort et al., 2011; Watanabe et al., 2006, 2002; Yoshida et al., 2003) and the developmental activity of the transcription factor FoxP (Haesler et al., 2007; Lai et al., 2001; Mendoza et al., 2014; Norton et al., 2019; Scharff and Petri, 2011; Schreiweis et al., 2014).

The ‘common currency’ concept hinges on different situations converging on a common population of DANs. Perhaps this only appears as convergence, because different DAN populations are treated as one population? It seems as if what used to be referred to as a homogenous “mid-brain dopamine” population is much more heterogeneous also in mammals (Anderegg et al., 2015; Cardoso and Lévesque, 2020; Hassan and Benarroch, 2015; Henny et al., 2012; Heymann et al., 2020; Lammel et al., 2014; Poulin et al., 2020).

Specifically, dopaminergic function may differ between world-learning and self-learning components of the tasks in question, in particular via different dopaminergic projections to the striatum (Augustin et al., 2020; Da Cunha et al., 2012; Hassan and Benarroch, 2015; Heymann et al., 2020). With habit formation representing the experimental paradigm in mammals that mimics self-learning most closely (Brembs, 2009), the different roles ventromedial and ventrolateral striatum...
play in habit formation suggest differential roles of DAN circuits in world- and self-learning also in mammals. Given the small number of neurons in some of the lines we tested, it becomes conceivable that not all DAN populations that support classical conditioning need to also support operant preference in the same way. For instance, TH-D’ neurons can substitute an aversive US in classical olfactory conditioning and also in our original screen, all four paradigms yielded negative scores for this line. In the Joystick rescreen, the initial reaction of the flies to activation of these neurons was also aversive - they switched the light off (Fig. 7). However, over time, continued operant control reduced the aversive properties of TH-D’ activity (Fig. 8). The results emphasize that demonstrating a role of a set of neurons in processing a classical US is not sufficient to generalize from this instance to operant situations with reinforcement.

All animals process such re-afferent (operant) stimuli differently compared to ex-afferent (classical) stimuli. This is the reason we cannot tickle ourselves (Bays et al., 2006), why we perceive a stable visual world despite our frequent quick, or saccadic, eye movements (Sommer and Wurtz, 2006) and this differential processing is reflected in different brain activation patterns be-
between self-generated and exogenous visual stimulation (Matsuzawa et al., 2005). From this perspective, it may not be surprising that neurons found to encode a given value in classical (i.e., ex-afferent) situations do not necessarily have to sustain the matching preference in operant (i.e., re-afferent) situations: a classical US is not the same as reinforcement. This distinction can also be observed, e.g., when medial orbitofrontal cortex in rodents regulates operant avoidance but not Pavlovian fear (Ma et al., 2020).

An interesting case is the optogenetic activation of TH-Gal4 DANs in an operant olfactory conditioning paradigm (Claridge-Chang et al., 2009). In our screens, TH-Gal4 was tested in the T-mazes and the Joystick screen. In none of these screens did this line sustain substantial preference (Fig. 3). In contrast, (Claridge-Chang et al., 2009) showed that the activity in these neurons was sufficient to induce an aversive memory of the odor. Unfortunately, there is no data on the behavior of the flies during the training periods in this operant experiment, not even upon request, so it is impossible to tell if the flies avoided activation of the neurons or if the odor was conditioned as a classical side-effect of odor-activation pairings. This would not be the first time that such a dissociation between performance and learning
would have been observed in flies (Kane et al., 1997).

**Neuronal substrates of reinforcement**

DANs from the PAM cluster projecting to mushroom body substructures have long been considered to encode reward (Burke et al., 2012; Das et al., 2014; Lewis et al., 2015; Lin et al., 2014; Liu et al., 2012; McCurdy et al., 2021; Yamagata et al., 2015). One may ask, why none of these clusters seem to be relevant for operant activity as tested here. One explanation is that the previous results were gained from classical conditioning experiments with appropriately starved or water-deprived animals, while our flies were satiated. Moreover, operant control has been shown to not require intact mushroom body function across a number of paradigms (Brembs, 2009; Brembs and Wiener, 2006; Putz and Heisenberg, 2002; Siwicki and Ladewski, 2003; Wolf et al., 1998), at least as long as odor processing is not involved. Hence, it may not be surprising that none of the DANs projecting to this neuropil supported consistent preferences in our screens (Fig. 3). As food or water are not the only rewards for flies, none of this should constitute an obstacle for identifying DANs encoding general reward. However, while we found DANs that mediated solid preference in each screen, we could not find any DANs
that mediated consistent light preference across all screens and held up in our rescreens.

Instead, the two most conspicuous lines, TH-D1 and TH-D', mainly comprise DANs from the PPL1 and PPM3 clusters, targeting central complex (CX) structures such as the fan-shaped body (FB) the ellipsoid body (EB) or the noduli, as well as the lateral accessory lobe (LAL; Fig. 5). The projection from the PPM3 cluster to the ventral FB (vFB) and noduli were particularly intense. vFB, which consists of layers 1 to 5, is highly responsive to electric shock and nociceptive heat and mediates innate avoidance (Hu et al., 2018), which may explain the (at least initial) avoidance behavior observed in both lines in our Joystick experiments (Figs. 6-8). However, this is not the only function of the FB. In addition to avoidance, the FB was reported to be important for locomotion control (Strauss, 2002), visual processing and pattern learning (Liu et al., 2006; Weir and Dickinson, 2015), or courtship maintenance (Sakai and Kitamoto, 2006). Dorsal components of the FB have been implied in sleep (Berry et al., 2015; Donlea et al., 2014, 2011; Qian et al., 2017; Ueno et al., 2012).

Together with the FB, the EB and LAL are the most outstanding regions labelled by TH-D1
and TH-D’ (Fig. 5). The EB encodes heading orientation and feature detection with the corresponding associated memories (Seelig and Jayaraman, 2015, 2013; Strauss, 2002; Wolff et al., 2015). Dop1R1 signaling in the EB ring neurons affect the temporal organization of motor actions, exploration and turning behavior (Kottler et al., 2019). Hence, the dopaminergic projections might reinforce different behaviors by biasing the action selection process in the ring neurons of the EB. Manipulating specific dopaminergic inputs into the ring neurons might show differential effects. The EB and the FB, as the other CX structures, protocerebral bridge and noduli, show a strikingly compartmentalized layout with restricted connections, which suggest a high degree of functional specialization (Kottler et al., 2019; Wolff et al., 2015; Wolff and Rubin, 2018). Hence, dopaminergic projections to the CX and LAL might be topographically organized to differentially drive avoidance and approach (Hu et al., 2018; Wolff et al., 2015). The structure and function of the CX and LAL is quite conserved across insect's species. They process spatial aspects of complex multisensory information and integrate it with information about the insect's internal state and past experiences, to drive proper motor outputs (Buchanan et al., 2015; Hu et al., 2018; Namiki et al., 2018; Namiki and Kanzaki, 2018,
The LAL is the major output site of the CX and its bilaterally coordinated activity mediates signals to the thoracic motor centers. The LAL is closely interconnected with other CX structures, but it also receives input from the anterior optic tract, superior medial protocerebrum, Lobula Plate, posterior slope and thoracic motor centers. In addition, the LAL receives ascending feedback about proprioceptive information to coordinate downstream motor commands in locomotion, flight, phonotaxis and pheromone orientation in several insects. The characteristic flip-flop signals observed in the LAL and downstream descending neurons are correlated with turning maneuvers and its role seems to be locomotion-biased, which points to this region as a major candidate where reinforcement might converge (Namiki et al., 2018; Namiki and Kanzaki, 2018, 2016; Wolff et al., 2015; Wolff and Rubin, 2018).
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