Brain Tumor Segmentation and Survival Prediction using 3D Attention UNet
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Abstract. In this work, we develop an attention convolutional neural network (CNN) to segment brain tumors from Magnetic Resonance Images (MRI). Further, we predict the survival rate using various machine learning methods. We adopt a 3D UNet architecture and integrate channel and spatial attention with the decoder network to perform segmentation. For survival prediction, we extract some novel radiomic features based on geometry, location, the shape of the segmented tumor and combine them with clinical information to estimate the survival duration for each patient. We also perform extensive experiments to show the effect of each feature for overall survival (OS) prediction. The experimental results infer that radiomic features such as histogram, location, and shape of the necrosis region and clinical features like age are the most critical parameters to estimate the OS.
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1 Introduction

Gliomas develop from glial cells, are the most common brain tumor with the highest mortality rate. The mean occurrence of gliomas is close to 190,000 cases annually in worldwide [9]. The average survival time of the glioma patients remains at approximately 12 months [7], and nearly 90% of patients are dead after 24 months of surgical resection [16]. Early detection, automatic delineation, and volume estimation are vital tasks for survival prediction and treatment planning. However, gliomas are often difficult to localize and delineate with conventional manual segmentation due to their high variation of shape, location, and appearance. In addition, close supervision from a human expert is required to manually annotate the segmentation of tumor tissue, which is time-consuming and tedious. Automatic segmentation and survival rate prediction models will help the diagnosis and treatment to be much accurate and faster.
In recent years, deep learning has dominated most of the tasks like segmentation \cite{10,12,13}, tracking \cite{9,11}, and classification \cite{14} in medical image analysis. Many studies are for brain tumor segmentation, and survival prediction utilizes deep learning techniques, especially convolutional neural network (CNN). In this paper, we design a 3D attention based UNet \cite{20} for brain tumor segmentation from MR images. To predict the survival days for each patient, we extract shape and geometrical features and combine them with clinical features and train to analyze the performance of various regression techniques like Support Vector Machine (SVM), Artificial Neural Network (ANN), Random Forest and XGBoost.

2 Methods

2.1 Segmentation

We adopt the UNet \cite{20} architecture and convert it to 3D and integrate the 3D attention module with the decoder blocks. Further, we propose a 3D attention model with decoder blocks to enhance segmentation prediction \cite{8}. Our proposed attention module consists of a channel and spatial attention in parallel with skip connection. Nonetheless, fusing parallelly exciting features may create inconsistency in feature learning. Integrating skip connection reduces this redundancy and sparsity of the network, as illustrated in Fig. 2. The overall architecture is illustrated in Fig. 1.
3D Skip Attention Unit  Spatial and channel attention enhances the quality of encoding throughout its feature hierarchy. Therefore we introduce 3D attention units to generate 3D spatial and channel attention by exploiting 3D inter-spatial and inter-channel feature relationships (as illustrated in Fig. 2). To obtain the 3D attention map, we first perform a 1x1xC convolution to aggregate all spatial feature correlations into the HxWx1 dimension. In parallel, we perform average pooling and feed it to the neural network to get the 1x1xC channel correlation. The encoded 3D attention map encodes rich spatial and channel attention. Further, we fuse skip-connection to reduce sparsity and singularity caused by these parallel excitations. Moreover, integrating skip connection makes the learning more generic and enhancing the segmentation prediction.

2.2 Survival Prediction

Feature Extraction Features that give information about the geometry, fractal nature of the tumor hold an important role in the number of days of survival as in our previous work [10]. The combination of features used in [10] produces the best accuracy for BraTS 2018 overall survival (OS) prediction task for the validation task. However, due to over-fitting of the data on the regression model, the method failed during the BraTS 2019 test phase. Therefore, the same combination of features is used in this work improving the learning methods. The first axis, second axis, and third axis coordinates and lengths are extracted as geometrical features. In addition, centroid coordinates, eigenvalues, meridional and equatorial eccentricity, fractal dimensions, histogram features of the image including entropy, skewness, and kurtosis are also extracted for necrosis, tumor core, and whole tumor. All the features are normalized to 0-1 range to avoid the magnitude differences.

Feature Selection To optimize the regression model prediction, we need to feed the model with the most decisive features for survival prediction. Thus, we explore recursive feature elimination (RFE) for feature ranking. The core idea of this method is to obtain the most significant features. The number of features
is increased one by one to find the optimum number of features, which involves mostly for the overall survival (OS) prediction task.

**Regression Model** We utilize the state-of-art XGBoost regression model \[6\] on the selected features, to predict the overall survival (OS). We tune the hyper-parameters such as maximum tree depth, learning rate, the degree of verbosity, L1, and L2 regularization terms on weights to obtain the best performing model. As L1 and L2 terms control the sparsity and over-fitting, the utilization of regularization terms is an advantage in regression tasks. We also apply several other machine learning tools that are used commonly for regression tasks. For example, multi-layer perceptron (MLP), support vector machine (SVM) \[22\] and random forest (RF) \[15\].

3 Experiments

3.1 Dataset

Brain tumor dataset of BraTS 2019 \[1–4, 17\] is used to conduct all the experiments in work. The train set of BraTS 2019 consists of 335 cases with high and low-grade glioma of 259 and 76, respectively. There are 125 and 166 cases in the validation and test set, respectively. Each case contains MRI images of 4 modalities - a) native (T1) b) post-contrast T1-weighted (T1Gd), c) T2-weighted (T2), and d) T2 Fluid Attenuated Inversion Recovery (T2-FLAIR). The voxel size of the modality is 240x240x155. There is also a segmentation annotation in the train set where 3 regions are labels as 1, 3, and 4 pixels values. The annotated labels denote the necrotic and non-enhancing tumor core (NCR/NET: 1), the peritumoral edema (ED: 2), and GD-enhancing tumor (ET: 4).

3.2 Implementation details

Our model is trained using Pytorch \[19\] deep learning framework. The learning rate and weight decay are adopted as 0.00015 and 0.005, respectively. We use the ADAM optimizer to train the model. Two NVIDIA GTX 1080 Ti 12 GB GPUs are exploited to conduct all the experiments in this work.

As a model input, we use the 3D voxel in 4 available modalities by cropping the brain region. The study \[18\] utilizes the 3D data of 128x128x128 to fit the GPU memory and achieves the best accuracy in BraTS 2018 challenge. We apply a random crop of 128x192x192 and mean normalization inside the data loader to prepare our model input.

4 Results

To evaluate our model prediction, we submit the model prediction into the BraTS 2019 portal and obtain several measurement metrics such as Dice, Hausdorff,
Fig. 3. Flair, T1, T1ce, and T2 modalities of the brain tumor visualized with the Ground-Truth and Predicted segmentation of tumor sub-regions for BraTS 2019 cross-validation dataset. Red label: Necrosis, yellow label: Edema and Green label: Edema.

Fig. 4. Performance comparison between our proposed model 3D attention UNet and original model 3D UNet.

Sensitivity, and Specificity. The performances of the BraTS 2019 validation set are demonstrated in Table 1. The visualization of the validation set prediction is illustrated in Fig. 3. The performance graph of our proposed 3D attention UNet and original 3D UNet is plotted in Fig. 4. It is clearly shown that 3D attention
UNet outperforms the original model for all the regions such as ET, WT, and TC.

The quantitative results for the BraTS 2019 test set are showed in Table 2. In Fig. 5, we can infer the prediction of our model for the BraTS 2019 testing dataset.

**Table 1.** Dice, Hausdorff, Sensitivity, and Specificity metrics evaluation of BraTS 2019 validation set for segmentation task.

|       | Dice |     |     | Hausdorff |     |     | Sensitivity |     | Specificity |     |
|-------|------|-----|-----|-----------|-----|-----|-------------|-----|-------------|-----|
|       | ET   | WT  | TC  | ET         | WT  | TC  | ET          | WT  | TC          | ET  |
| Mean  | 0.704| 0.792| 7.05| 6.29       | 8.76| 0.751| 0.900       | 0.816| 0.998       | 0.994|
| StdDev| 0.311| 0.190| 13.09| 11.14     | 13.95| 0.284| 0.086       | 0.191| 0.003       | 0.005|
| Median| 0.835| 0.917| 0.868| 2.23       | 3.31| 4.24| 0.859       | 0.926| 0.894       | 0.999|

**Fig. 5.** Flair, T1, T1ce and T2 modalities of the brain tumor visualized with the Ground-Truth and Predicted segmentation of tumor sub-regions for BraTS 2019 testing dataset. The annotation color can be interpreted as red - necrosis, yellow - enhance tumor, and green - edema.
Table 2. Dice and Hausdorff metrics evaluation of BraTS 2019 testing set for segmentation task.

|       | Dice Mean | Dice StdDev | Dice Median | Hausdorff Mean | Hausdorff StdDev | Hausdorff Median |
|-------|-----------|-------------|-------------|----------------|------------------|------------------|
| ET    | 0.7780    | 0.2111      | 0.8389      | 3.6730         | 6.1930           | 2.0000          |
| WT    | 0.8689    | 0.1496      | 0.9130      | 7.3071         | 13.6302          | 3.6055          |
| TC    | 0.7771    | 0.2873      | 0.8949      | 6.8196         | 11.3926          | 3.08114         |

Table 3. Performance comparison of SVM, XGBoost, MLP and Random Forest (RF) on validation set for overall survival prediction. MSE and stdSE denotes as the mean square error and standard deviation of the predicted survival days.

| Method         | Accuracy | MSE       | MedianSE  | stdSE      |
|----------------|----------|-----------|-----------|------------|
| XGBoost [6]    | 42.86%   | 110012.835| 38444.333 | 207273.871 |
| MLP [21]       | 41.4%    | 102839.036| 49823     | 138563.601 |
| Random Forest  | 35.6%    | 268310.586| 58369.883 | 12603.182  |
| SVM [22]       | 32.9%    | 107569.325| 72686.271 | 106573.219  |

Table 4. Quantitative results for XGBoost based survival prediction on the BraTS19 validation and test dataset.

| Dataset | Cases | Accuracy | MSE       | MedianSE  | stdSE       | SpearmanR |
|---------|-------|----------|-----------|-----------|-------------|-----------|
| Valid   | 94    | 48.3%    | 127478.649| 35101.147 | 211645.67  | 0.187     |
| Test    | 107   | 38.3%    | 417633.26 | 68150.079 | 1215799.813| 0.238     |

4.1 Survival Prediction

Several state-of-the-art regression models are used to estimate the survival rate in our study. There are 125 cases in the validation set, but only 29 anonymous cases are chosen to validate the model in BraTS 2019 evaluation portal. We have done 4-fold cross-validation to evaluate the regression model on the training dataset. Table 3 shows the performance comparison among all the models. We observe that XGBoost outperforms all other regression models with the highest accuracy where MLP achieves the lowest MSE. We select XGBoost to evaluate the validation and test set by considering performance. Table 4 shows the XGBoost OS performance on BraTS 2019 validation and test dataset.

5 Discussion

The results infer that our 3D attention U-Net produces better accuracy than the original 3D U-Net. Especially, the prediction of tumor core boosts up in our model (as shown in Fig. 4), which is a very important region to define tumor prognosis. To estimate the OS, we exploit 4 different regression models where XGBoost outperforms in terms of accuracy. To design an efficient model, we select the 14 most important features and train the models. A Bland Altman
Fig. 6. Bland Altman plot obtained from the training cross-validation results of overall survival prediction model (a) Bland Altman plot obtained for all the extracted features. This gives a mean difference of 10.75 days. (b) Bland Altman plot obtained for the selected 14 features. This gives a mean difference of 5.95 days.

plot in Fig. 6 (a and b) represents the distribution of regression output for all extracted features and 14 selected features. The mean difference between the ground truth and the predicted survival rate is almost half (5.93 days) for the selected features comparing to all features.

Fig. 7 demonstrate the importance of the selected features for the model performance. SHAP (SHapley Additive exPlanations) analysis, based on game theory, is an approach to explain the output of tree ensemble methods such as XGBoost. The red color represents the high feature values, and blue represents the low values. The y-axis of the plot shows the 14 features selected for our experiments. We can infer that age has the highest contribution to model performance. In addition, the histogram of necrosis, eigenvalue, whole tumor volume, and 2nd axis length of the tumor voxel are some of the significant features that contributed to predicting OS. Fig. 8 shows the regression plot of the ground truth and the prediction of the model.

6 Conclusion

In this paper, we present a segmentation and survival prediction model for automatic brain tumor prognosis using MRI. We adopt UNet and integrate the 3D attention technique into a novel way to capture the significant features in model learning. We also extract many novel geometric and shape features to estimate the survival days using the regression model. We observe that the location, shape, and size of the necrosis region is the most significant parameters in glioma prognosis estimation.
Fig. 7. Effect of the features for the outcome of the model. The red color represents the high feature values, and blue represents the low values to determine the significance of the features in model prediction.

Fig. 8. Regression scatter plot for the predicted overall survival and ground truth overall survival in days.
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