SHEAF QUANTIZATION OF LAGRANGIANS
AND
FLOER COHOMOLOGY

C. VITERBO

Abstract. Given an exact Lagrangian submanifold \( L \) in \( T^*N \), we want to construct a complex of sheaves in the derived category of sheaves on \( N \times \mathbb{R} \), such that its singular support, \( SS(\mathcal{F} L) \), is equal to \( \hat{L} \), the cone constructed over \( L \). Its existence was stated in [Vit4] in 2011, with a sketch of proof, which however contained a gap (fixed here by the rectification). A complete proof was shortly after provided by Guillermou ([Gu]) by a completely different method, in particular Guillermou’s method does not use Floer theory. The proof provided here is, as originally planned, based on Floer homology. Besides the construction of the complex of sheaves, we prove that the filtered versions of sheaf cohomology of the quantization and of Floer cohomology coincide, that is \( FH^*(N \times [-\infty, \lambda]; \mathcal{F}_L) \approx FH^*(L; 0_N; \lambda) \), and so do their product structures.
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1. Notations and Basic Definitions

In this paper $N$ will be a compact manifold, and we work in the symplectic manifold $(\mathcal{T}^*N, d\lambda)$ where $\lambda = pdq$ is the Liouville form\textsuperscript{1}. We shall assume we are given a connected oriented Lagrangian submanifold $L$ such that

1. $L$ is exact and $\lambda|_L = df_L$ for some function $f_L: L \rightarrow \mathbb{R}$
2. $L$ is spin, or our coefficient field is $\mathbb{F} = \mathbb{Z}/2\mathbb{Z}$
3. The Maslov class $\mu_L$ vanishes in $H^1(L, \mathbb{F})$ (this is automatic if $\mathbb{F} = \mathbb{Z}/2\mathbb{Z}$, since $L$ is orientable)

Moreover we assume that together with $L$ we are given $f_L$, a primitive of $\lambda|_L$ as above, and a grading, that is if $\Sigma^1(L) = \{(x, p) \in L | d\pi(x, p)|_{T(x, p)\mid L}$ is not onto $\}$ is the set of singular points of the projection on the base, we have a function $m_L: L \setminus \Sigma^1(L) \rightarrow \mathbb{F}$ such that for any smooth path $\gamma$ in $L$, we have

$$m_L(\gamma(1)) - m_L(\gamma(0)) = \#_{alg}(T_{\gamma(t)}L \cap \Sigma^1)$$

where the right hand side is the number of intersection points counted with sign, of the path $t \mapsto T_{\gamma(t)}L$ and the Maslov cocycle $\Sigma^1 = \{ T \in \Lambda(T(x, p)(\mathcal{T}^*N)) | T \cap V(x, p) \neq \{0\}$ where $\Lambda(E)$ is the Lagrangian Grassmannian in $E$ and $V(x, p)$ the tangent to the vertical (i.e. $\ker(d\pi(x, p))$). So if $\gamma$ is a loop we indeed have $m_L(\gamma(1)) - m_L(\gamma(0)) = \langle \mu_L, \gamma \rangle = 0$.

We refer to Arnold (cf. [Ar]) for this, and point out that it follows from the work of Kragh [Kragh2] that $\mu_L$ vanishes for an embedded exact Lagrangian and was later re-proved in Guillermou’s paper ([Gu]), using sheaf theory.

We will call the triple $(L, f_L, m_L)$ an exact Lagrangian brane. Note that given $L$ satisfying the above conditions, $f_L$ and $m_L$ are uniquely defined up to the addition of a constant (real for $f_L$, belonging to $\mathbb{F}$ for $m_L$). Again by abuse of notation, we sometimes

\textsuperscript{1}While the microlocal theory of sheaves was invented by Kashiwara and Schapira and recorded in their book [K-S], published in the 90’s, we usually also give the relevant reference to [Vit4]. Needless to say, all results are due to Kashiwara and Schapira and the reference to [Vit4] is only for ease of access to symplectic geometers, as we tried to make [Vit4] and the present paper self-contained.
write $L$ instead of $(L, f_L, m_L)$. Note also that for us Lagrangian submanifolds are unparametrized embeddings, i.e. we identify $j : L \rightarrow T^N$ and $j \circ \varphi : L \rightarrow T^* N$ where $\varphi$ is an orientation preserving diffeomorphism.

**Examples 1.1.**

1. If $f$ is a smooth function on $N$ we set $\Gamma_f$ to be the Lagrangian brane with $L_f = \{(x, df(x)) \mid x \in N\}$, with $f_{L_f}(x, p) = f(x)$ and $m_L \equiv 0$.

2. Even though we mostly restrict to situations where $L$ is compact, one important case is the conormal bundle of a smooth submanifold $V$ of $N$. We set $v^* V = \{(x, p) \mid p = 0 \text{ on } T_x V\}$ and $f_L \equiv 0$, $m_L \equiv 0$.

3. Similarly if $U$ is codimension zero submanifold with smooth boundary $\partial U$ we set, writing $n(x)$ for the outside normal of $U$ at $x \in \partial U$:

$$v^* U = \{(x, p) \mid \text{either } x \in U, p = 0 \text{ or } x \in \partial U, p = 0 \text{ on } T_x \partial U \text{ and } \langle p, n(x) \rangle < 0\}$$

Again we set $f_{v^* U} \equiv 0, m_{v^* U} \equiv 0$. Note that this example does not really fit in our framework, since $v^* U$ is not smooth, but it will repeatedly appear as limit of smooth Lagrangians. Note that in a certain weak sense that will be specified later, we have that if $f_k$ is a decreasing sequence of smooth functions converging to $-\infty (1 - \chi U)$, we have that $\lim_k \Gamma_{f_k} = v^* U$.

Let $L_0, L_1$ be Lagrangian branes such that the underlying Lagrangians are in general position. Let $f(t, z)$ (where $t \in [0, 1], z \in T^* N$) be an almost complex structure on $T^* N$ compatible with the symplectic form, depending smoothly on $(t, z)$, and such that the sets $\{ (x, p) \in T^* N \mid |p| \leq r \}$ are $J$-pseudo-convex (at least for $r$ large enough). We define $(FC'_j(L_0, L_1, d_{\ell}))$ to be the filtered Floer complex associated to $L_0, L_1, J$, that is the complex generated by intersection points $L_0 \cap L_1$, where $x \in L_0 \cap L_1$ has grading $m_{L_0, L_1}(x) = m_{L_0}(x) - m_{L_1}(x)$, action filtration $f_{L_0, L_1}(x) = f_{L_1}(x) - f_{L_0}(x)$, and such that if $m_{L_0, L_1}(x_+) = m_{L_0, L_1}(x_-) - 1$ the differential is defined by

$$\langle dj_{x_-, x_+} \rangle = \#_{alg} M(x_-, x_+)/\mathbb{R}$$

where, setting $\tilde{\partial}_j u = \partial u/\partial s(s, t) + J(t, u(s, t)) \partial u/\partial t(s, t)$, we have

$$M(x_-, x_+) = \{ u : \mathbb{R} \times [0, 1] \rightarrow T^* N \mid \tilde{\partial}_j u = 0, u(s, i) \in L_i, \lim_{s \rightarrow \pm \infty} u(s, t) = x_\pm \}$$

Note that $m_{L_0, L_1}(x_+) - m_{L_0, L_1}(x_-)$ is the Fredholm index of the operator $\tilde{\partial}_j$ on the space of maps

$$u : \mathbb{R} \times [0, 1] \rightarrow T^* N \mid u(s, i) \in L_i, \lim_{s \rightarrow \pm \infty} u(s, t) = x_\pm$$

\footnote{This is needed to recover compactness of the set of holomorphic curves.}

\footnote{Watch out, many authors use the opposite convention, filtering by $-f_{L_0, L_1}$. Our convention will be compatible with the usual identification with $R \mathcal{H}om(F^*_j L_0, F^*_j L_1)$ where $F^*_j$ are the natural quantizations of $L_j$.}
Finally $FC^*_j(L_0, L_1)$ is filtered by the action $f_{L_0, L_1}$, and we denote by $FC^*_j(L_0, L_1; b)$ the quotient of $FC^*_j(L_0, L_1)$ by the subspace generated by the intersection points with action greater than $b$, and for $a < b$, by $FC^*_j(L_0, L_1; a, b)$ the quotient $FC^*_j(L_0, L_1; a) / FC^*_j(L_0, L_1; b)$. It is generated by the intersection points in $L_0 \cap L_1$ with action in the window $[a, b[$. Since $d_f$ is increasing with respect to the action filtration\(^4\) and $d_f^2 = 0$, we may state

**Definition 1.2.** We set $FH^*(L_0, L_1; b)$ to be the cohomology of $(FC^*_j(L_0, L_1; b), d_j)$ and $FH^*(L_0, L_1; a, b)$ to be the cohomology of $(FC^*_j(L_0, L_1; a, b), d_j)$.

Note that according to the work of Floer (cf. [F11], [F12], [F13], [F14]), the (filtered) Floer cohomology does not depend on $J$. Of course this is not true for the complex itself.

**Definition 1.3.** Let $\mathcal{L}$ be the set of compact Lagrangian branes. The "naive Fukaya category" has objects the elements in $\mathcal{L}$ and morphisms the cofiltered complex $FC^*_j(L_0, L_1)$, parametrized by $J$. Note that this is not a category, because $\text{Mor}(L_0, L_1)$ is only defined if $L_0 \cap L_1$ and even when defined, composition\(^5\)

$$FC^*_j(L_0, L_1; \lambda_1) \otimes FC^*_j(L_1, L_2; \lambda_2) \longrightarrow FC^*_j(L_0, L_2; \lambda_1 + \lambda_2)$$

is not associative.

Note that one can get rid of the transversality requirements by introducing some perturbation data as in [Sei]. But we actually still do not get a category, but an $A_\infty$-category. We do get a category if we take the cohomology category, i.e. replace $FC^*$ by $FH^*$, this yields the so-called Donaldson-Fukaya category.

In this paper, we shall replace this "naive Fukaya category" by a bona-fide category in which the Fukaya category can be "faithfully embedded" (we shall make this a precise statement when stating the main theorem). We shall associate to $L \in \mathcal{L}$ an element $\mathcal{F}_L^* \in D^b(N \times \mathbb{R})$, the derived category of bounded complexes of sheaves on $N \times \mathbb{R}$, such that the singular support of $\mathcal{F}_L^*$ (see [K-S], page 218, or [Vit4] page 139, for the definition) $SS(\mathcal{F}_L^*)$ is the conification of $L$:

$$\hat{L} = \{(x, t, \tau p, \tau) \mid (x, p) \in L, t = f_L(x, p), \tau \geq 0\} \subset T^*(N \times \mathbb{R})$$

**Examples 1.4.** (1) Let $L = \Gamma_f$, then $\hat{\Gamma}_f = \{(x, f(x), \tau d f(x), \tau) \mid \tau \geq 0\}$. We fid that $FC^*(0_N, \Gamma_f)$ is the Morse complex of $f$.

(2) Let $L = \nu^* U$, then $\hat{\nu^* U} = \{(x, 0, -\tau \nu(x), \tau) \mid \tau \geq 0\}$ where $\nu(x) = 0$ when $x \in U$ and $n(x) \in T^*_x N$ is the outgoing normal at $x$. Thus $\nu^* U = 0_U \times \{0\} \times \mathbb{R}_+ \cup \{(x, t, \tau n(x), \tau) \mid \tau \geq 0, x \in \partial U\}$

Note that as above, in a certain weak sense, we have that if $f_k$ is a decreasing sequence converging to $-\infty (1 - \chi(U))$, we have $\lim_k \hat{\Gamma}_{f_k} = \hat{\nu^* U}$.

\(^4\)i.e. $d_f(x) = y$ implies $f_{L_0, L_1}(x) \not\leq f_{L_0, L_1}(y)$

\(^5\)corresponding to the "pant product," here sometimes called "triangle product" since it is obtained by counting holomorphic triangles.
Moreover, associated to each pair \((\mathcal{F}_1^*, \mathcal{F}_2^*)\) in \(D^b(N \times \mathbb{R})\) an element in \(D^b(N \times \mathbb{R})\), denoted \(R\mathcal{H}\text{om}^\otimes(\mathcal{F}_1^*, \mathcal{F}_2^*)\), such that

\[
\text{Mor}_{D(N)}(\mathcal{F}_1^*, \mathcal{F}_2^*) = H^0(N \times \mathbb{R}, R\mathcal{H}\text{om}^\otimes(\mathcal{F}_1^*, \mathcal{F}_2^*)) = RH\text{om}^\otimes(\mathcal{F}_1^*, \mathcal{F}_2^*)
\]

defines a category \(\mathcal{D}(N)\). Note that objects of \(\mathcal{D}(N)\) are actually in \(D^b(N \times \mathbb{R})\) the set of objects of the derived category with singular support contained in \([\tau \geq 0]\). Note that we can arrange so that \(R\mathcal{H}\text{om}^\otimes(\mathcal{F}_1^*, \mathcal{F}_2^*)\) also belongs to \(D^b(N \times \mathbb{R})\), so we get an enriched and closed category.

Our main theorem then reads

**Theorem 1.5 (Main theorem).** To each \(L \in \mathcal{L}\) we can associate \(\mathcal{F}_L^* \in \mathcal{D}(N)\) such that

1. \(SS(\mathcal{F}_L^*) = \hat{L}\)
2. \(\mathcal{F}_L^*\) is pure (cf. [K-S] page 309), \(\mathcal{F}_L = 0\) near \(N \times \{-\infty\}\) and \(\mathcal{F}_L = k_N\) near \(N \times \{+\infty\}\)
3. We have an isomorphism\(^6\)

\[
FH^*(L_0, L_1; a, b) = H^*(N \times [a, b], R\mathcal{H}\text{om}^\otimes(\mathcal{F}_{L_0}^*, \mathcal{F}_{L_1}^*))
\]

4. \(\mathcal{F}_L^*\) is unique satisfying properties \(^7\) and \(^8\).
5. The pant product in Floer cohomology is induced through the above identification to a product map

\[
R\mathcal{H}\text{om}^\otimes(\mathcal{F}_{L_1}^*, \mathcal{F}_{L_2}^*) \otimes R\mathcal{H}\text{om}^\otimes(\mathcal{F}_{L_2}^*, \mathcal{F}_{L_3}^*) \longrightarrow R\mathcal{H}\text{om}^\otimes(\mathcal{F}_{L_1}^*, \mathcal{F}_{L_3}^*)
\]

inducing a map

\[
H^*(N \times [\lambda, +\infty[, \mathcal{F}_{L_1}^* \otimes \mathcal{F}_{L_2}^*) \otimes H^*(N \times [\mu, +\infty[, \mathcal{F}_{L_2}^* \otimes \mathcal{F}_{L_3}^*) \longrightarrow H^*(N \times [\lambda + \mu, +\infty[, \mathcal{F}_{L_1}^* \otimes \mathcal{F}_{L_3}^*)
\]

Note that the construction of \(\mathcal{F}_L^*\) was sketched in [Vit4] in our Eilenberg lectures held at Columbia in the spring 2011. It was first proved by completely different methods (without the use of Floer cohomology) by Guillermou in [Gu]. This is also related to the work of Nadler and Zaslow [Nad] and [Nad-Z], the original idea that microlocal sheaf theory had something to say about symplectic topology goes back to the foundational paper of Tamarkin [Tam] and developed in [G-K-S].

---

\(^6\)This category was first used in this context in Tamarkin’s work ([Tam]).

\(^7\)A category is said to be closed if the morphisms are also objects in the category.

\(^8\)If \(Z\) is locally closed, of the form \(U \cap A\), with \(U\) open and \(A\) closed, we have a functor \(\Gamma_Z\) (see [Vit4], page 83), that yields the relative cohomology \(H^*_Z(X, \mathcal{F}) = H^*(U, U \setminus A, \mathcal{F})\), fitting in the long exact sequence

\[
H^*(U, U \setminus A, \mathcal{F}) \longrightarrow H^*(U, \mathcal{F}) \longrightarrow H^*(U \setminus A, \mathcal{F}) \longrightarrow H^*+1(U, U \setminus A, \mathcal{F}) \longrightarrow.
\]

As a result, \(H^*(N \times [a, b], \mathcal{F}^*)\) could also be denoted \(H^*(N \times [-\infty, b[ \times N \times [-\infty, a[; \mathcal{F}^*)\).
Apart from the construction, some of the new features here are the connection between Floer theory and sheaf theory, that is each one allows to recover the other. We can thus use sheaf theoretic properties to prove results on Floer cohomology and vice-versa.

The basic heuristic idea of the proof is as follows. First assume \( L \) is obtained from a generating function quadratic at infinity (GFQI for short). That is

\[
L = L_S = \{(x, \frac{\partial S}{\partial x}(x, \xi)) \mid \frac{\partial S}{\partial \xi}(x, \xi) = 0\}
\]

where \( S \in C^\infty(N \times \mathbb{R}^k, \mathbb{R}) \) is such that \((x, \xi) \mapsto \frac{\partial S}{\partial \xi}(x, \xi)\) is transverse to 0, and \( S(x, \xi) \) coincides with a non-degenerate quadratic form \( Q(\xi) \) outside a compact set.

Then, setting \( U_S = \{(x, \xi, t) \in N \times \mathbb{R}^k \times \mathbb{R} \mid S(x, \xi) < t\}, k_{U_s} \) the constant sheaf on \( U_s \) and \( \mathcal{F}_S^* = (R\pi)_*(k_{U_s}) \) (where \( \pi : N \times \mathbb{R}^k \times \mathbb{R} \to N \times \mathbb{R} \) is the projection, \((R\pi)_*\) the right-derived functor on sheaves) satisfies (see [Vit4], page 146 SS(\( \mathcal{F}_S \)) = \( \hat{\Sigma}_S \). Now \( \mathcal{F}_S^* \) satisfies

\[
H^*(U \times [a, b], \mathcal{F}_S^*) = H^*(U \times [a, b], k_{U_s}) = H^*(S_{a}^{b}, a, b) = F^H^*(v^* U, L; a, b)
\]

The meaning of the last equality (and the definition of \( F^H^*(v^* U, L; a, b) \), since \( v^* U \) is not smooth) will be explained later on. So it is tempting to look for an element \( \mathcal{F}_L^* \) in \( D^b(N \times \mathbb{R}) \) such that \( FC^*(v^* U, L; a, b) \) is quasi-isomorphic to \( R\Gamma(U \times [a, b], \mathcal{F}_L^*) \). A first guess would be to take \( U \times [a, b] \to FC^*(v^* U, L; a, b) \). But this does not define a sheaf, not even a presheaf. Indeed, if \( W \subset V \subset U \), there is indeed a natural map (that we shall define later) \( FC^*(v^* U, L; a, b) \to FC^*(v^* W, L; a, b) \), but it only coincides up to homotopy with the composition of \( FC^*(v^* U, L; a, b) \to FC^*(v^* V, L; a, b) \) and \( FC^*(v^* V, L; a, b) \to FC^*(v^* W, L; a, b) \). We shall call such a structure a quasi-presheaf.

We shall precisely define this in the next section and prove its main properties. In section 5 we rectify this quasi-presheaf to obtain a bona fide presheaf, and then, by sheafification, a sheaf. We then conclude the proof of the construction of \( \mathcal{F}_L^* \) in the remaining sections.

Note that one of the implications of the above theorem, is that even though \( FC^*(L_0, L_1; a, b) \) is not always well defined, and its multiplication not associative, we can replace it by the quasi-isomorphic complex, \( R\Gamma\left(N \times [a, b], R\mathcal{H}om^\otimes(\mathcal{F}_L^*, \mathcal{F}_L^*)\right) \) which is always well defined, and does have associative multiplication.

**Remark 1.6.** One could have tried to consider the complex of sheaves \( \mathcal{H}_L^*(U \times [a, b]) = F^H^*(v^* U, L; a, b) \), but this fails, because this sheaf has extra singular support at points of \( \Sigma_L^1 \) where \( \Sigma_L^1 \) is the set of points of \( L \) where the projection \( \pi : L \to N \) is singular. Note that a spectral sequence argument implies that its singular support always contains \( \hat{\Sigma}_L \), but in general \( SS(\mathcal{H}_L) \) strictly contains \( \hat{\Sigma}_L \).

---

\(^9\)cf. [Seg], [Vogt], [Go-Ja], [Lurie]
Let us give here an example where taking $H^\bullet(U \times [a, b]) = F H^\bullet(\nu^* U, L; a, b)$ has singular support different from $\hat{L}$. Our example has a GFQI, so we can replace $H^\bullet(\nu^* U, L; a, b)$ by $H^\bullet(S_b^{\nu^* U}, S_a^{\nu^* U})$. Consider the Lagrangian in $T^* S^1$ locally given by $x - p^2 = 0$, then the reader can check that it is locally generated by $S(x, \xi) = -\frac{1}{3} \xi^3 + x \xi$. Thus $\lim_{\epsilon \to 0} H^\bullet(S_c^{\nu^* U}, S_{c-\epsilon}^{\nu^* U})$ equals 0 outside the cusp $p = c = \frac{2}{3}(\sqrt{x})^3$ and $k$ inside. The singular set of this sheaf is $(p^2, \frac{2}{3} p^3, \tau p, r) \setminus (0) \times \mathbb{R} \times 0 \times \mathbb{R}_+$, of the form $\hat{L}$, where $L = \{(x, x^2) \mid x \in \mathbb{R} \} \cup \{0\} \times \mathbb{R}$. 

Remark 1.7. We can add to the set $\mathcal{L}$ the Lagrangian branes of the form $\nu^* U$ where $U$ is an open set with smooth boundary or a smooth submanifold and the fibers $V_x = T^*_x N$. These will always be considered in the category as limits of $\Gamma_{f_k}$ for some sequence, being understood that the results we state do not depend on the choice of the sequence $f_k$ (unless otherwise stated). Note that $FH^\bullet(\nu^* U, \nu^* V; \lambda, \mu)$ only makes sense provided we define some kind of wrapping perturbation (usually obtained by following the geodesic flow) to take care of transversality issues. We shall not however deal with this issue here, and refer to [Ab-S] as well as [Nad, Nad-Z] for this. Note however that if $L$ is compact, $FH^\bullet(\nu^* U, L; \lambda, \mu)$ (or $FH^\bullet(\nu^* U, L; a, b)$) is well defined, regardless of the perturbation. We shall usually denote by $\overline{\mathcal{L}}$, a category containing $\mathcal{L}$ as a full subcategory, and its objects contain some other non-compact Lagrangian branes. Our results hold for a suitable choice of $\overline{\mathcal{L}}$, and most likely, including conical Lagrangians (i.e. asymptotic to some legendrian in $ST^* N$) can be included in $\overline{\mathcal{L}}$, but this shall be discussed elsewhere.

Outline of the paper: In the first sections we construct a quasi-presheaf (i.e. a presheaf were restrictions are only associative up to homotopy), that will after rectification is performed in section 5, be our candidate $F_L^\bullet$ for quantizing $L$. Then in section 6 to 8 we prove that this sheaf satisfies indeed the required properties (1), (2), (3). Section 9 and 10 are devoted to the identification of the pant product with a product defined on sheaves. Note that in section 10 we explain how Floer cohomology behaves by symplectic reduction. Finally we sketch some applications in the last sections.

Acknowledgments: Besides the supporting institutions, this paper started during a stay at IAS Princeton and Columbia University on the Eilenberg chair. I wish to thank Helmut Hofer, Dusa McDuff for having made this stay possible. I also want to thank Mohammed Abouzaid for useful discussions.

2. The finite dimensional case.

In the next section we shall study parametrized families of Lagrangian branes. We here remind the reader of the finite dimensional situation, where Lagrangians are replaced by functions, i.e. the action functional replaced by a finite dimensional function.
Let \((f_t)_{t \in [0,1]}\) be a one parameter family of functions, with \(f_0, f_1\) being Morse functions. We write \(F(\tau, x) = f_\tau(x)\). The equation
\[
\frac{d}{ds} x(s) = \nabla_x F(\tau(s), x(s)), \quad \frac{d}{ds} \tau(s) = \epsilon(\tau(s))
\]
where \(\epsilon(0) = \epsilon(1) = 0, \epsilon(\tau) > 0\) for \(\tau \in ]0,1[\) and \(\epsilon'(0) > 0, \epsilon'(1) < 0\). This has the following property
\[
\frac{d}{ds} f(\tau(s), x(s)) = \frac{\partial}{\partial \tau} f(\tau(s), x(s)) \tau'(s) + \frac{\partial}{\partial x} f(\tau(s), x(s)) \frac{d}{ds} x(s) = \\
\frac{\partial}{\partial \tau} f(\tau(s), x(s)) \epsilon(\tau(s)) + |\frac{\partial}{\partial x} f(\tau(s), x(s))|^2
\]
Note that if \(\beta'(\tau) = \epsilon(\tau)\) we have that \(\tau(s)\) is the gradient trajectory of the function \(\beta\).
And also that given any increasing function \(\tau : \mathbb{R} \to [0,1]\) satisfying \(\tau(-\infty) = 0, \tau(+\infty) = 1\) plus some convergence requirements at \(\pm \infty\), we can find a function \(\epsilon\) as above, such that \(\tau'(s) = \epsilon(\tau(s))\).

Now using the change of variable \(\tau = \tau(s)\), where \(\tau\) solves \(\tau'(s) = \epsilon(\tau(s))\), we rewrite the equation as
\[
\frac{d}{d\tau} x(\tau) = \frac{1}{\epsilon(\tau)} \nabla_x F(\tau, x(\tau)), \quad \frac{d}{d\tau} \tau = 1
\]
Thus
\[
\frac{d}{d\tau} F(\tau, x(\tau)) = 1 + \frac{1}{\epsilon(\tau)} |\nabla_x F(\tau, x(\tau))|^2
\]
Thus if the set of critical values is contained in \([-A, A]\), we have that a trajectory connecting critical points cannot spend more than time \(T = \frac{2|\epsilon|_{\infty} - A}{\delta_0}\) outside the region where \(|\nabla_x F(t, x(t))|^2 \leq \delta_0\). Thus the trajectory of \(x\) follows critical points of \(f_\tau\), and jumps from one critical point to another at a higher level in very short time, as is usual in slow-fast dynamics (see for example [I]).

Now we assume (this follows for example from the Palais-Smale condition) that for all \(\tau, \delta\) there is \(\eta\) such that \(|\frac{\partial}{\partial x} f(\tau, x)|^2 \leq \eta\) implies that \(d(x, K_\tau) \leq \delta\) where \(K_\tau\) is the set of critical points of \(f_\tau\). Note that analogously (because \(K_\tau\) is compact), we could conclude \(d(f(\tau, x), Crit(f_\tau)) \leq \delta\), where \(Crit(f_\tau)\) is the set of critical values of \(f_\tau\).

So assuming \(\epsilon(s) \frac{\partial}{\partial s} f(\tau, x)\) is small, the family \((f_t)_{t \in [0,1]}\) is increasing, then either \(f(\tau(s), x(s))\) is close to \(Crit(f) = \bigcup_{t \in [0,1]} Crit(f_t)\) or \(s \mapsto f(\tau(s), x(s))\) is increasing.

Thus if \(\lambda\) is at distance \(\delta\) from \(Crit(f)\), we have that all trajectories cross level \(\lambda\) in the increasing sense, that is if we have a trajectory from \((0, x)\) to \((1, y)\), then we cannot have \(f(0, x) > \lambda > f(1, y)\). Therefore if for all \(\tau, a, b\) are not critical values of \(f(\tau, \bullet)\) a trajectory of the above equation can only cross the level \(a\) or \(b\) in the positive sense, and this still holds if the Cerf diagram- that is the set of pairs \((\tau, f_\tau(z))\) where \(z\) is a critical point of \(f_\tau\) - always crosses levels \(a\) and \(b\) in the positive direction. So counting trajectories
from \((0,x)\) to \((1,y)\) yields a continuation map \(MC^*(f_b^0, f_a^0) \to MC^*(f_b^1, f_a^1)\). Again it is sufficient that the family \((f_\tau)_{\tau \in [0,1]}\) be weakly increasing at \(a, b\), i.e. the Cerf diagram crosses the lines \(f = a\) and \(f = b\) positively.

![Positive Cerf diagram](image)

**Figure 1.** Positive Cerf diagram

**Proposition 2.1.** Let \((f_\tau)_{\tau \in [0,1]}\) be an increasing family of smooth functions. There is then a continuation map

\[
T_{(f_\tau)} : MC^*(f_b^0, f_a^0) \to MC^*(f_b^1, f_a^1)
\]

Given two increasing homotopies between \(f_0\) and \(f_1\), they induce the same continuation map.

**Proof.** The independence of the continuation map follows from the fact that any two increasing homotopies are homotopic among increasing homotopies. \(\square\)

The next section is just the translation the above in the context of Floer theory.

### 3. Recollections on Floer Theory and Increasing Homotopies

Let \(L_0, L_1\) be elements in \(\mathcal{L}\) such\(^{10}\) that \(L_0 \cap L_1\). Let \(L_\tau = \varphi_H^\tau(L_0)\), where \(\varphi_H^\tau\) is the Hamiltonian flow of \(H\). Note that given \(H\), \(L_\tau = \varphi_H^\tau(L_0)\) is a well defined brane: we want to find \(f_\tau\) on \(L_0\) such that \(d f_\tau(z) = (\varphi_H^\tau)^*(\lambda)\) and by taking the derivative,

\[
\frac{d}{d\tau} (d f_\tau(z)) = \frac{d}{d\tau} (\varphi_H^\tau)^*(\lambda) = (\varphi_H^\tau)^*(L X_H \lambda) = (\varphi_H^\tau)^*(d i_{X_H} \lambda + i_{X_H} d \lambda) = d \left[(\varphi_H^\tau)^*(i_{X_H} \lambda + H)\right]
\]

So if \(f_\tau\) solves the equation

\[
f_\tau(z) = f_0(z) + \int_0^\tau (\varphi_H^\tau)^*(i_{X_H} \lambda + H) \, dt
\]

we may set \(f_{L_\tau}(\varphi_H^\tau(z)) = f_\tau(z)\) and this defines a function on \(\varphi_H^\tau(L_0)\). Note that \(f_\tau\) depends on the choice of \(H\) and changing \(H\) to \(H = c\) changes \(f_\tau\) to \(f_\tau + c \tau\).

Note however that \(f_\tau\) depends on the parametrization of \(L_\tau = \varphi_H^\tau(L_0)\), while \(f_{L_\tau}\) is well defined on \(L_\tau\).

\(^{10}\)Remember that by abuse of language, we denote, if no confusion can occur, a Lagrangian brane and its underlying Lagrangian submanifold by the same letter.
Definition 3.1. A family \((L_t)_{t \in [0,1]}\) in \(\mathcal{L}\) is increasing if for some parametrization of \(L_t\), the family \((f_t)_{t \in [0,1]}\) is increasing.

Indeed, note that to say that the family \(f_t\) is increasing only makes sense if it is defined on a fixed manifold, in our case if we are given a family \(\varphi_t : L_0 \rightarrow L_t\).

Example 3.2. It is easy to see that if \((f_t)_{t \in [0,1]}\) is an increasing family of functions on \(N\), then \(\tau \rightarrow gr(d f_t)\) is increasing.

Conversely assume we are given an increasing family \((L_t f_t)\)

Proposition 3.3. Given an increasing family \((L_t, f_t)\), there is a Hamiltonian \(H\) such that \(i_{X_H} \lambda + H\) is non-negative on \(L_t\) and \(\varphi_t^* (L_0) = L_t\).

Proof. Indeed, let \(\varphi^t\) be such that \(f_t \circ \varphi^t = f_t\) is increasing. Now \(\varphi_t\) extends to a Hamiltonian flow \(\varphi_t^H\), and we can choose a normalization of \(H\) such that

\[
f_t(z) = f_0(z) + \int_0^t (\varphi_t^H)^* (i_{X_H} \lambda + H) \, dt
\]

Since \(f_t\) is increasing, we get that \(\frac{dt}{dt} f_t \geq 0\) hence \((\varphi_t^H)^* (i_{X_H} \lambda + H) \geq 0\) i.e. \(i_{X_H} \lambda + H \geq 0\) on \(L_t\).

We now have\(^{11}\)

Proposition 3.4. Let \((L_t)_{t \in [1,2]}\) be an increasing family. Then we have a map

\[
T_{(L_t)} : FC^* (L_0, L_1; a, b) \rightarrow FC^* (L_0, L_2; a, b)
\]

If two increasing homotopies are homotopic among increasing homotopies, the corresponding maps are chain homotopic, and in particular, the induced map

\[
[T_{(L_t)}] : FH^* (L_0, L_1; a, b) \rightarrow FH^* (L_0, L_2; a, b)
\]

is the same. The same holds if we have an increasing family \((L_0)_{\sigma \in [0,1]}\), and we have a map

\[
FC^* (L_1, L_2; a, b) \rightarrow FC^* (L_0, L_2; a, b)
\]

Proof. Since \((L_t, f_t)\) is increasing, there is \(H\) as above such that \(i_{X_H} \lambda + H \geq 0\) on \(L_t\) and \(\varphi_t^* (L_0) = L_t\). Now the boundary map for \(FC^* (L_t, L_2)\) is obtained by counting solutions of

\[
\overline{\partial}_I u_t(s, t) = 0, u_t(s, 0) \in L_2, u_t(s, 1) = L_t
\]

But then \(\varphi_t^F (v_t(s, t)) = u_t(s, t)\) where \(v_t(s, t)\) satisfies

\[
\overline{\partial}_I v_t(s, t) = \overline{\nabla} H(t, v_t(s, t)), v_t(s, 0) \in L_2, u_t(s, 1) = L_0
\]

\(^{11}\)In the Hamiltonian case, the emphasis on increasing homotopies goes back to [Fl-Ho], section 3.3.
Moreover this is the Floer pseudo gradient for the action

$$A^t_H(\gamma) = \int_0^1 [\gamma^* \lambda + \tau H(t\gamma, \gamma(t))] dt$$

this part of the argument) where $\gamma(0) \in L_2, \gamma(1) \in L_0$. Note that the corresponding Cerf diagram is given by the $A^t_H(\gamma_\tau)$ where $\gamma_\tau$ is a solution of $\dot{\gamma}_\tau(t) = \tau X_H(t \gamma(t), \gamma(t))$ (so that $\gamma_\tau(0) \in L_2, \gamma_\tau(1) \in L_\tau$). Thus the slope of the Cerf diagram is given by $\frac{d}{d\tau} A^t_H(\gamma_\tau) = \tau \int_0^1 (i_{X_H} \lambda + H) dt \geq 0$, and we are in the situation of the previous section (finite dimension played no role in this argument).

Then denoting by $\mathcal{M}(x, y)$ the set of such solutions such that $m_{L_0, L_2}(x) = m_{L_1, L_2}(y)$, and $(T_{(L_1)} x, y) = \# \mathcal{M}(x, y)$ defines a chain map

$$T_{(L_1)} : FC^*(L_0, L_1; a, b) \longrightarrow FC^*(L_0, L_1; a, b)$$

This map also depends on the choice of the monotone map $\tau : \mathbb{R} \longrightarrow [0, 1]$ but we may take the limit as $\sup_{s \in \mathbb{R}} \tau'(s) \longrightarrow 0$. The fact that the induced map in cohomology does not depend on the choice of the homotopy easily follows from section 4, Remark 4.3 (2).

**Remark 3.5.**

(1) One should be careful, because there are several constructions of continuation maps, and they are not, in general, equivalent (or at least it is an open problem to figure out when they are) even in the finite dimensional case (see [Hut], [Komanii]).

(2) Also if we do not take an increasing family, we can still build an induced map in Floer homology, but it will depend on the choice of the homotopy (the same of course holds for functions). This is already clear for a family of functions, for example when $f_0 = f_1$, we can either take the constant path from $f_0$ to $f_1$, and the induced endomorphism of $MC^*(f^b, f^a)$ is then the identity, or consider the family $c(\tau) + f_0$ where $c(\tau)$ is chosen so that $(c(1/2) + C) \cap [a, b] = \emptyset$, where $C$ is the set of critical values, and the endomorphism of $MC^*(f^b, f^a)$ is then zero.

(3) In the Lagrangian case, we must assume that the monotone homotopies are homotopic among monotone ones, while this is obvious for functions (as in Proposition 2.1).

(4) The proposition holds under the much weaker assumption of a weakly increasing family with respect to $L_2$. This is a family $(L_\tau)_{\tau \in [0, 1]}$ such that for all $z \in L_\tau \cap L_2$, we have whenever $f_0(z) = f_2(z) \in [a, b]$, that $\frac{d}{d\tau} f_\tau(z)_{|\tau = \tau_0} \geq 0$. In other words, looking at the Cerf diagram $C$ of the family, that is the set of pairs $(\tau, f)$ where $f = f_\tau(z)$ with $z \in L_\tau \cap L_2$, that is generically a one dimensional manifold with singularities, we have that it crosses the lines $f = a, b$ positively.
4. Floer theory for families

The content of this section can be found in several papers but here we follow Hutchings, (see [Hut], section 6 and also Igusa in [Igu]). Let us first consider the case of finite dimensional manifolds, before going to the Floer setting. Let $X$ be a compact manifold, $B^k$ the unit ball in $\mathbb{R}^k$, $f_0, f_1$ be Morse functions on $X$ and $F : B^k \times X \longrightarrow \mathbb{R}$ a family of functions on $X$ such that $F$ restricts to $f_0$ near the south pole (i.e. the point $(0,\ldots,0,-1)$) denoted $S$ and to $f_1$ in a neighborhood of the north pole (i.e. the point $(0,\ldots,0,1)$) denoted $N$. We now consider the height function $g$ on $B^k$ and $\xi_g$ a pseudo-gradient preserving the boundary $S^{k-1}$ of $B^k$, and flowing from $S$ to $N$, and $\nabla_x F$ a vector field on $B^k \times X$ that is a pseudo-gradient for $x \mapsto F(\lambda, x)$. In other words,

$$\frac{\partial}{\partial x} F(\lambda, x) \cdot \nabla_x F(\lambda, x) \geq C \left| \frac{\partial}{\partial x} F(\lambda, x) \right|^2$$

We set $\tilde{\xi}_g$ be the lift of $\xi_g$ to $B^k \times X$, and set $Z_\tau(\lambda, x) = \nabla_x F(\lambda, x) + \tau \tilde{\xi}_g$. We then have

$$(dF + \tau d g)(\lambda, x) \cdot Z_\tau = |\nabla_x F(\lambda, x)|^2 + \tau dF(\lambda, x) \cdot \tilde{\xi}_g + \tau^2 |\tilde{\xi}_g|^2$$

For $\tau$ large enough, this has the following properties:

1. it only vanishes at $(S, x)$ or $(N, y)$, where $x$ (resp. $y$) is a critical point of $f_0$ (resp. $f_1$)
2. away from the critical points of $g$, $g$ is strictly increasing on the trajectories of $Z_\tau$
3. the flow of $Z_\tau$ preserves $S^{k-1} \times X$, the boundary of $B^k \times X$
4. the Morse index of $(S, x)$ as a critical point of $F_\tau(\lambda, x) = f_0 + \tau g$ is equal to the Morse index of $x$ for $f_0$. The Morse index of $(N, y)$ as a critical point of $F_\tau(\lambda, x)$ is equal to the Morse index of $y$ plus $k$. In standard notation

$$i_M((S, x), F_\tau) = i_M(x, f_0) \text{ and } i_M((N, y), F_\tau) = i_M(y, f_1) + k$$

Let $A^*, B^*$ be two differentially graded algebras, we denote by $\text{Mor}_{dg}(A^*, B^*)$ the graded differential algebra defined by $\text{Mor}_{dg}(A^*, B^*)_k = \bigoplus_p \text{Hom}(A^p, B^{p+k})$ (where $\text{Hom}(V, W)$ is the set of linear maps from $V$ to $W$ with differential $D((f_p)_{p \in \mathbb{Z}}) = (df_p + (-1)^{|f|} f_p d)_{p \in \mathbb{Z}}$ where $|f| = k$ for $f \in \text{Hom}(A^p, B^{p+k})$).

Assuming $Z$ satisfies some standard genericity assumptions, we have

**Definition 4.1.** The vector field $Z$ defines an element $\varphi_B$ in $\text{Mor}_{dg}(M^*(f_0), M^*(f_1))_{k-1}$ defined as follows: $\langle \varphi_B(x), y \rangle$ is the algebraic count of the number of trajectories from $(S, x)$ to $(N, y)$.

Note that the morphism depends on the choice of $Z$, but we assume $Z$ is chosen once for all.
**Proposition 4.2.** Let $Z$ be fixed and set $\varphi_B$ to be the above map, and $\varphi_{\partial B}$ the same map, but associated to the restriction of $F$ to $\partial B \times X$. Then we have $D(\varphi_B) = \varphi_{\partial B}$

**Proof.** Indeed, given two critical points of index difference 2, let us consider trajectories of $Z$ connecting them. The set of these trajectories divided out by the $\mathbb{R}$-action make a 1-dimensional manifold, and counting its boundary points with sign must yield zero. So let us describe the trajectories in this boundary:

we first have the broken trajectories, but since their projection on $B^k$ must be a trajectory from $S$ to $N$, the broken trajectory will either be a trajectory contained in $X_S = \{S\} \times X$ followed by one going from $X_S$ to $X_N = \{N\} \times X$ and the number of such trajectories counted with sign and multiplicity yields $\varphi_B \circ d_\Sigma$ or a trajectory going first from $X_S$ to $X_N$ followed by a trajectory contained inside $X_N$ and this yields $d_N \circ \varphi_B$.

The other boundary points correspond to trajectories with projection in $\partial B^k$, and these count $\varphi_{\partial B}$. □

Note that we may consider $F$ as a smooth map from $B^k$ to $C^\infty(X, \mathbb{R})$, we denote $\varphi_B$ as $(F)_*$. In particular for $k = 1$, we get the continuation map from Proposition 2.1.

**Remark 4.3.**

(1) The above construction and result also works for any smooth fiber bundle over a manifold $M$ with boundary $\partial M$. However the dynamics of a gradient vector field on $M$ preserving $\partial M$ could be much more complicated. We shall work the case of a simplex later in this section.

(2) Applying the above to $k = 2$ (in fact one should replace $B^2$ by a square), we get that given a homotopy of Lagrangians with fixed endpoints, we get that $d(F)_* = (F)_* d = (f_1)_* - (f_0)_*$, so $T_0$ and $T_1$ induce the same map in cohomology. We shall see in Proposition 4.6 that when the homotopy is increasing, this also holds for the relative case (i.e. $FH^*(L_\tau, L_2; a, b)$) and proves Proposition 3.4.

Note that the same can be done if we replace the ball by the $k$ simplex, $\Delta^k = \{ (\lambda_1, \ldots, \lambda_k) \mid 0 \leq \lambda_1 \leq \ldots \leq \lambda_k \leq 1 \}$, and $g(\lambda_1, \ldots, \lambda_k) = \sum_{j=1}^k \lambda_j^2 - \lambda_j^3$ and $\xi_g(\lambda_1, \ldots, \lambda_k) = \sum_{j=1}^k \lambda_j (1 - \lambda_j) \frac{\partial}{\partial \lambda_j}$. But then the critical points of $g$ are the $u_p$ with coordinates $\lambda_j = 0$ for $j \leq p + 1$ and $\lambda_j = 1$ for $j \geq p$. In other words, the critical points are the vertices of $\Delta^k$, and $u_k$ has index $k$. Note also the vector field $\xi_g$ is actually defined in a neighborhood of $\Delta^k$ and preserves $\Delta^k$. Indeed, the boundary of $\Delta^k$ is the union of its faces, given by $\lambda_1 = 0$ for the first face, by $\lambda_j - \lambda_{j+1} = 0$ (for $1 \leq j \leq k - 1$), and $\lambda_k = 1$ for the last face. Since the flow of $\xi_g$ is given by the equations

$$\dot{\lambda}_j = \lambda_j (1 - \lambda_j)$$

hence

$$\dot{\lambda}_j - \dot{\lambda}_{j+1} = (\lambda_j - \lambda_{j+1}) (1 - \lambda_j - \lambda_{j+1})$$
and the faces $\lambda_j = \lambda_{j+1}$ is indeed preserved. We write $u_0 = \overline{0} = (0,...,0), \overline{1} = (1,1,...,1) = u_k$.

Denoting by $i_p(\sigma)$ the simplex obtained by restricting $\sigma$ to $\lambda_1 = ... = \lambda_p = 0$, $t_p(\sigma)$ the restriction to $\lambda_{p+1} = ... = \lambda_k = 1$ and $\partial_j(\sigma)$ the restriction to $\lambda_j = \lambda_{j+1}$. We also set $i(\sigma) = i_0(\sigma) = \sigma(u_0)$ and $t(\sigma) = t_k(\sigma) = \sigma(u_k)$. Now we have a differential, $\partial$ on the set of simplices $\partial \sigma = \sum_{j=0}^{k} (-1)^j \partial_j \sigma$. We actually need another differential, defined by $\delta \sigma = \sum_{j=1}^{k-1} (-1)^j \partial_j \sigma$ so that $\partial \sigma = \delta \sigma + \partial_0 \sigma + (-1)^k \partial_k \sigma$.

**Definition 4.4.** Let $\sigma : \Delta^k \longrightarrow C^\infty(X,\mathbb{R})$ be a smooth simplex. We define $(\sigma)_*$ as the map

$$(\sigma)_* : MC^*(f^b, f^a) \longrightarrow MC^{*-1}(f^b, f^a)$$

**Proposition 4.5** (Compare with [Igu], cor. 4.11). We have the identity

$$d \sigma_* + (-1)^k \sigma_* d = (\delta \sigma)_* + \sum_{j=1}^{k-1} (-1)^{j-1} (i_j \sigma)_* \circ (t_j \sigma)_*$$

**Proof.** Indeed, if we look at how 1-dimensional families of trajectories from $X_{u_0}$ to $X_{u_k}$ break-up, we find either a trajectory on $X_{u_0}$ followed by a trajectory from $X_{u_0}$ to $X_{u_k}$ corresponding to $\sigma_* \circ d$, or a trajectory from $X_{u_0}$ to $X_{u_k}$ followed by a trajectory in $X_{u_k}$ corresponding to $d \circ \sigma_*$, or a trajectory with projection in a pair of faces $i_p \sigma$ and then $t_p \sigma$, corresponding to $(i_p j \sigma)_* \circ (t_p \sigma)_*$, or a trajectory contained in one of the faces connecting $u_0$ to $u_k$, and this corresponds to $(\delta \sigma)_*$. 

\[\square\]

**Figure 2.** Terms of the expression of Proposition 4.5

- $(u_0, u_1, u_3); (u_0, u_1, u_3) \longrightarrow \delta \sigma$
- $(u_0, u_1) \circ (u_1, u_2, u_3) \longrightarrow (i_1 \sigma) \circ (t_2 \sigma)$
- $(u_0, u_1, u_2) \circ (u_2, u_3) \longrightarrow (i_2 \sigma) \circ (t_1 \sigma)$
Now we just repeat the above for the Floer complex.

**Proposition 4.6.** Let $\sigma : \Delta^{k} \rightarrow \mathcal{L}$ be a smooth map, and assume that on each trajectory of $\xi_{g}$ the Lagrangians are increasing. Setting $L_{0} = \sigma(u_{0}), L_{1} = \sigma(u_{k})$, we get a map

$$\sigma_{*} : FC^{*}(L, L_{0}; a, b) \rightarrow FC^{*-k+1}(L, L_{1}; a, b)$$

We have the identity in the Floer complex

$$d\sigma_{*} + (-1)^{k}\sigma_{*}d = (\delta\sigma)_{*} + \sum_{j=1}^{k-1} (-1)^{j-1}(i_{j}\sigma)_{*} \circ (t_{j}\sigma)_{*}$$

The same holds if we have a family $\sigma : \Delta^{k} \rightarrow \mathcal{L}$ with $L_{1} = \sigma(u_{0}), L_{2} = \sigma(u_{k})$, and increasing on each trajectory of $\xi_{g}$, and consider the map

$$(\sigma)_{*} : FC^{*}(L, L_{0}; a, b) \rightarrow FC^{*-k+1}(L, L_{1}; a, b)$$

**Proof.** The proof follows the same lines as Proposition 3.4 and 4.5. Indeed, set $L_{\lambda} = L_{\sigma(\lambda)}$. We look at a one parameter family of trajectories of the mixed Floer equation,

$$\left\{ \begin{array}{l}
\frac{\partial}{\partial s} u_{\lambda(s)}(s, t) = -J\dot{u}_{\lambda(s)}(s, t) \\
\frac{\partial}{\partial s} \lambda(s) = \tau\xi_{g}(\lambda(s))
\end{array} \right.$$  

with conditions $u_{\lambda}(0) \in L_{\lambda}, u_{\lambda}(1) \in L$ and $\lim_{s \rightarrow +\infty} u_{\lambda}(s, t) \in L\lambda \cap L$ and $\lim_{s \rightarrow -\infty} \lambda(s) = u_{0}, \lim_{s \rightarrow +\infty} \lambda(s) = u_{k}$. We saw in the proof of Proposition 3.4 that this reduces to a standard Floer equation, so has the same properties, in particular as far as trajectory breaking is concerned. The fact that the $L_{\lambda(s)}$ are increasing implies the maps are all well defined from $FC^{*}(L, L_{0}; a, b)$ to $FC^{*+1}(L, L_{1}; a, b)$. Now the argument is the same as in the case of functions : for a one parameter family of such Floer trajectories, they will break up in the same way, yielding the same terms as above.

$\square$

5. Rectification of the Floer quasi-sheaf

Let $F(N)$ be the category of smooth functions on $N$ with the usual partial order. A $k$-simplex in $F(N)$ is an ordered $(k+2)$-uple\[^{12}\] denoted $\sigma = (f_{0} \leq \ldots \leq f_{k+1})$ and identified to the map $\sigma : \Delta^{k+1} \rightarrow C^{\infty}(N)$ given by $\sigma(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k+1}) = \sum_{j=0}^{k+1}(\lambda_{j+1} - \lambda_{j})f_{k+1-j}$ (we set $\lambda_{0} = 0, \lambda_{k+2} = 1$), so that $\sigma(u_{j}) = f_{j}$. We also set $k = |\sigma|$. Now if we have a trajectory $\lambda(t)$ of $\xi_{g}$, then $\sigma(\lambda(t))$ is increasing. According to Proposition 4.6, we get maps

$$\sigma_{*} : FC^{*}(\Gamma f_{k+1}, L; a, b) \rightarrow FC^{*+1}(\Gamma f_{0}, L; a, b)$$

\[^{12}\text{we think of } \sigma \text{ as a } k\text{-simplex of paths from the first vertex to the last vertex, this explains the shift in dimension : for example a map } \sigma : \Delta^{1} \rightarrow X \text{ defines a path in } X \text{ so a } 0\text{-simplex in the path space of } X.\]
such that
\[ d\sigma_* + (-1)^k\sigma_* d = (\delta\sigma)_* + \sum_{j=1}^{k-1} (-1)^{j-1}(i_j\sigma)_* \circ (t_j\sigma)_* \]
and if we set by convention for the constant 0-simplex, \( \sigma_*= d \), we may rewrite this as
\[ \sum_{j=0}^{k} (-1)^j (i_j\sigma)_* \circ (t_j\sigma)_* = (\delta\sigma)_* \]

Now set \( V^*(f) = FC^*(T_f, L; a, b) \) and we set

**Definition 5.1.** Let us consider \( C_*(F(N), V^*) \) to be the vector space of \( V^* \)-valued chains generated by the formal objects \( \sigma \otimes x \) where \( x \in V^*(t(\sigma)) \), endowed with differential
\[ D(\sigma \otimes x) = (\delta\sigma \otimes x) + (-1)^{|\sigma|} \sigma \otimes dx + \sum_{j=1}^{|\sigma|} (-1)^j (i_j\sigma) \otimes (t_j\sigma)_*(x) \]

**Remark 5.2.** Note that since \( \sigma \) is monotone, so is \( i_p\sigma \), and the maps \( (i_p\sigma)_* \), so that \( D \) respects the action filtration. Note that \( \delta^2 = 0 \). We set \( \delta(\sigma \otimes x) = \delta\sigma \otimes x \)

We refer to [Bro] and [Igu2] for what follows. Note that the definition of \( D \) is essentially the cobar construction of Adams ([Ad]) or the twisting cochain construction of Brown ([Bro]).

Note that \( \sigma \otimes x \mapsto \delta\sigma \otimes x = \sum_{j=1}^{|\sigma|} (-1)^j \partial_j\sigma \otimes x \) is well defined in \( C_*(F(N), V^*) \) because \( i(\partial_j\sigma) = i(\sigma) \), \( t(\partial_j\sigma) = t(\sigma) \) for \( k-1 \geq j \geq 1 \).

**Proposition 5.3.** The differential \( D \) on the complex \( C^*(F(N), V^*) \) satisfies \( D^2 = 0 \).

**Proof.** For simplicity, we denote the generic simplex as \( (0, \ldots, k+1) \), so for example, \( \partial_j\sigma = (0, \ldots, j-1, j+1, \ldots, k+1) \), \( i_p\sigma = (0, \ldots, p) \). We have
\[ D^2(\sigma \otimes x) = D \left( \delta\sigma + \sum_{p=0}^{k+1} (-1)^p i_p\sigma \otimes (t_p\sigma)_* x \right) = \]
\[ \delta^2(\sigma) \otimes x + \sum_{p=0}^{k+1} (-1)^p \sum_{l=1}^{p-1} (-1)^l \partial_l i_p\sigma \otimes (t_p\sigma)_* x + \sum_{l=1}^k (-1)^l \sum_{p=0}^k (-1)^p i_p\partial_l\sigma \otimes (t_p\partial_l\sigma)_* x + \sum_{p=0}^{k+1} (-1)^p \sum_{q=0}^{k+1-p} (-1)^q i_p i_q\sigma \otimes (t_p t_q\sigma)_* (t_q\sigma)_* \]
to compute the above sum, we notice that \( \delta^2 = 0 \), and denoting \( \sigma = (0, \ldots, k+1) \), we can gather the terms of the form \( \tau \otimes y \) where \( \tau \) is either of the form \( (0, \ldots, l-1, l+1, \ldots, k+1) \)

\[ \text{Caveat: if } \sigma \text{ is a degenerate } k \text{-simplex, i.e. with identical vertices, } (\sigma)_* = d \text{ for } k = 0, \text{ for } k \geq 1, (\sigma)_* = id \text{ for } k = 1 \text{ and } (\sigma)_* = 0 \text{ for } k \geq 2. \text{ Thus for any } k \text{-simplex, } (i_k\sigma)_* = d. \]
or of the form \((0, \ldots, p)\). The above sum is made of three double sums, and the contribution of each of them to the coefficient of the \(\tau\) is equal

(1) for \(\tau = (0, \ldots, l-1, l+1, \ldots, p)\) to

\[
(−1)^p(−1)^l(t_p σ)_* x + (−1)^p(−1)^{l−1}(t_p σ)_* x + 0 = 0
\]

(2) for \(\tau = (0, \ldots, p)\)

\[
0 + (−1)^p \sum_{l \geq p} (−1)^l(p, \ldots, l−1, l+1, \ldots, k+1)_* x + \sum_{q \geq p} (−1)^{p+q}(p, \ldots, q)_*(q, \ldots, k+1)_* x
\]

and setting \(ρ = (p, \ldots, k+1)\), this is equal to

\[
(δρ) * + \sum_{m=0}^j (−1)^q(i_m ρ)_*(t_m ρ)_* x = 0
\]

according to Proposition 4.6.

Now for a smooth function \(f\) (i.e. an object in \(F(N)\)), we can consider the functor

\[
f \mapsto \bigoplus_{f = f_0 \leq f_1 \leq \ldots \leq f_{p+1}} (f_0 \leq f_1 \leq \ldots \leq f_{p+1}) \otimes V^q(f_{p+1})
\]

where we denote \(\hat{V}_{(p, q)}(f)\) the above summand for index \((p, q)\), \(\hat{V}_n = \bigoplus_{p+q = n} \hat{V}_{(p, q)}\), and finally

\[
\hat{FC}^{p, q}_{L}(f) = \bigoplus_{f_0 \leq f_1 \leq \ldots \leq f_{p+1}} (f_0 \leq f_1 \leq \ldots \leq f_{p+1}) \otimes FC^q(L, \Gamma_{f_{p+1}})
\]

Now if \(g \leq f\) we have a map \(\hat{FC}^{p}_{L}(f) \longrightarrow \hat{FC}^{q}_{L}(g)\) obtained by sending \((f_0 \leq f_1 \leq \ldots \leq f_{p+1}) \otimes FC^q(\Gamma_{f_{p+1}}, L)\) to \((g_0 \leq f_1 \leq \ldots \leq f_{p+1}) \otimes FC^q(\Gamma_{f_{p+1}}, L)\) since if \(f \leq f_1\) we have \(g \leq f_1\).

This induces a map

\[
ρ_{f, g} : \hat{FC}^{p}_{L}(f) \longrightarrow \hat{FC}^{q}_{L}(g)
\]

and clearly we have \(ρ_{g, h} \circ ρ_{f, g} = ρ_{f, h}\). We therefore have defined a functor \(F(N) \longrightarrow \text{Ch}^b\) given by \(f \mapsto \bigoplus_n \hat{FC}^{n}_{L}(f)\) that is a presheaf on the category \(F(N)\). Now we have a natural map

\[
FC^p_L(f) \longrightarrow \hat{FC}^n_L(f)
\]

given by \(x \mapsto (f \leq f) \otimes x\) where \((f \leq f)\) is a 0-simplex.

**Proposition 5.4.** The map

\[
FC^p_L(f) \longrightarrow \hat{FC}^n_L(f)
\]

given by \(x \mapsto (f \leq f) \otimes x\) induces a quasi isomorphism.
Proof. Remember that the differential is

\[ D(\sigma \otimes x) = \delta \sigma \otimes x + \sum_{j=0}^{[\sigma]} (-1)^j (i_j \sigma) \otimes (t_j \sigma)_*(x) \]

Let us consider the spectral sequence associated to the filtration by \( p \) of \( FC^n_L(f) = \bigoplus_{p,q} FC^p,q_L(f) \). The map \( d_0 : E^p_0 \rightarrow E^p_0, q + 1 \) is given by \( \sigma \otimes x \rightarrow \sigma \otimes dx \), so \( E^{p,q}_1 \) is generated by the \( \sigma \otimes u \), where \( u \in FH^q(L, \Gamma_{f_{p+1}}; a, b) \) (here \( \sigma = (f_0 \leq \ldots \leq f_{p+1}) \)), and

\[ d_1(\sigma \otimes u) = \delta \sigma \otimes u + (-1)^k i_k \sigma \otimes (t_k \sigma)_* u. \]

Lemma 5.5. We have \( E^{0,q}_2 = FH^q(\Gamma_f, L; a, b) \) and \( E^{p,q}_2 = 0 \) for \( p \neq 0 \).

Proof. First of all if \( (f_j)_{j \geq 0} \) an increasing sequence, the simplices with vertices in the sequence are preserved by the differentials. We thus consider a fixed sequence, and to simplify notations, we write \( j \) instead of \( f_j \), so we write \( (j_0 \leq j_1 \leq \ldots \leq j_k \leq j_{k+1}) \) instead of \( (f_{j_0} \leq f_{j_1} \leq \ldots \leq f_{j_k} \leq f_{j_{k+1}}) \), and we let \( \sigma(l) = j_l \). Now we compute the cohomology of the map \( d_1 : \sigma \otimes u \rightarrow \delta \sigma \otimes u + (-1)^k i_k \sigma \otimes (t_k \sigma)_* u. \)

Sublemma 5.6. Let us consider the chain complex \( \Gamma_* \), where \( \Gamma_k(p, q) \) is generated by \( (j_0 \leq \ldots \leq j_{k+1}) \) with \( p \leq j_0 \leq j_{k+1} \leq q \), and the map \( \delta \) given by

\[ \delta(j_0 \leq \ldots \leq j_{k+1}) = \sum_{l=1}^{k} (-1)^{k-l} (j_0 \leq \ldots \leq j_l \leq j_{l+1} \leq \ldots \leq j_{k+1}) \]

Then \( H_*(\Gamma_*, \delta) \) vanishes. Same holds for

\[ D_1(j_0 \leq \ldots \leq j_{k+1}) \otimes u = \delta(j_0 \leq \ldots \leq j_{k+1}) \otimes u + (j_0 \leq \ldots \leq j_k) \otimes (j_k \leq j_{k+1})_* u \]

except in degree 0, where \( H_0 \) equals \( \mathbb{F} \).

Proof. For \( \delta \), omitting the endpoints \( j_0, j_{k+1} \), we recover the usual \( \delta \) operator on simplices. Therefore for \( k \geq 1 \) the homology of \( \Gamma_k \) vanishes. Now \( \delta(j_0 \leq j_1) = 0 \), so \( H_0 \) is generated by \( (j_0 \leq j_1) \).

Now for \( D_1 \). We consider the lexicographic order on \( k \)-uples starting from the right. In other words, \( (j_0 \leq j_1 \leq \ldots \leq j_p) < (j_0' \leq j_1' \leq \ldots \leq j'_p) \) if and only if \( j_p \leq j'_p \) or \( j_l = j'_l \) for \( q \leq l \leq p \) and \( j_{q-1} < j'_{q-1} \). Given an element \( (j_0 \leq \ldots \leq j_{k+1}) \), we have \( (j_0 \leq \ldots \leq j_k) \leq (j_0 \leq \ldots \leq j_{l-1} \leq j_{l+1} \leq \ldots \leq j_{k+1}) \), so \( D_1(j_0 \leq \ldots \leq j_{k+1}) \otimes u \) is made of two terms, \( \delta(j_0 \leq \ldots \leq j_k) \otimes u \) and a term strictly less than it, except in degree 0, where \( D_1(j_0 \leq j_1) \otimes u = 0 \). As a result the cohomology in degree greater than 1 vanishes, and the 0-cohomology is generated by \( (j_0 \leq j_1) \otimes u \). But \( D_1(j_0 \leq j_0 \leq j_1) \otimes u = (j_0 \leq j_1) \otimes u - (j_0 \leq j_0) \otimes (j_0 \leq j_1)_* u \) so each element is cohomologous to an element of the form \( (j_0 \leq j_0) \otimes u \).

\[ \square \]
End of proof of the proposition: According to the lemma, the spectral sequence for \( \tilde{FC}^n_L(f) \) degenerates at the \( E_2 \) term and the only nonzero term is \( E_2^{0,q} \). But this corresponds to \( \tilde{FC}^{0,n}_L(f) = FC^n_L \) hence the map
\[
\tilde{FC}^{0,n}_L(f) \to \tilde{FC}^n_L(f)
\]
yields an isomorphism of \( E_2 \) terms hence an isomorphism in cohomology. \( \square \)

**Remark 5.7.** One can check directly, that anything is cohomologous to something of the form \( (f_0 \leq f_0) \otimes u \), for \( du = 0 \) and then
\[
D_1((f_0 \leq f_0) \otimes u) = (f_0 \leq f_1) \otimes u + (f_0 \leq f_0) \otimes u - (f_0 \leq f_0) \otimes (f_0 \leq f_1).u
\]
Thus \( (f_0 \leq f_1) \otimes u \) and \( (f_0 \leq f_0) \otimes (f_0 \leq f_1).u \) are cohomologous, so anything is cohomologous to something of the form \( (f_0 \leq f_0) \otimes u \) for \( u \in FC^*(\Gamma_{f_0}, L) \).

Since all these constructions respect the action filtration, we get

**Proposition 5.8.** Let \( \tilde{FC}^n_L(f; \lambda) \) be obtained by the above construction by replacing \( FC^n_L(f) \) by the submodule generated by elements of action less than \( \lambda \). Then similarly
\[
FC^n_L(f, \lambda) \to \tilde{FC}^n_L(f, \lambda)
\]
is a quasi-isomorphism.

We denote by \((\mathbb{R}, \leq)\) the category of the poset \((\mathbb{R}, \leq)\) : objects are real numbers and there is a unique morphism from \( a \) to \( b \) if and only if \( a \leq b \).

**Theorem 5.9.** The map
\[
(f, \lambda) \mapsto \tilde{FC}^n_L(f, \lambda)
\]
yields a presheaf over the category \( \mathbb{F}(\mathbb{N}) \times (\mathbb{R}, \leq) \) (that is a functor \( \mathbb{F}(\mathbb{N}) \times (\mathbb{R}, \leq) \to \text{Ch}^b \)) with cohomology \( H^*(\tilde{FC}^*_L(f, \lambda)) = FH^*_L(f; \lambda) = FH^*(\Gamma_f, L; \lambda) \).

Note that the cohomology in the proposition, is just the cohomology of the complex for \( f, \lambda \) fixed (it is not any kind of *sheaf cohomology or Cech cohomology).

It will be important to point out that the map \( \tilde{FC}^*_L(f) \to \tilde{FC}^*_L(g) \) for \( f \leq g \) is induced by the continuation map \( FC^*(\Gamma_f, L; \lambda) \to FC^*(\Gamma_g, L; \lambda) \).

**Remark 5.10.** We can replace \( FC^*(L_1, L_2; a, b) \) by \( FC^*_*(L_1, L_2; a, b) \) the set of classes with action above \( a \), modulo those with action above \( b \). Then the map \( \delta^* \) preserves this quotient, and as a result, setting \( V_q(g) = FC^*_*(\Gamma_g, L; a, b) \), we get that the set of element of the form \( (g_0 \geq g_1 \geq g_2 \geq ... \geq g_{p+1}) \otimes V_q(g_{p+1}) \) will also yield a rectification \( \tilde{FC}^*_L(f, \lambda) \). After sheafification, this is related to the Verdier dual of the sheaf obtained from the above construction, and will be useful in relating the quantization of \( L \) with the quantization of \( -L \) (see section 9).
6. Floer cohomology and generating functions

Let $S$ be a generating function quadratic at infinity, that is $S : N \times \mathbb{R}^q \to \mathbb{R}$ such that $\Sigma_S = \{(x, \xi) \mid \frac{\partial S}{\partial \xi} (x, \xi) = 0\}$ and

$$L_S = \{(x, \frac{\partial S}{\partial \xi} (x, \xi)) \mid \frac{\partial S}{\partial \xi} (x, \xi) = 0\}$$

assuming $S(x, \xi) = Q(\xi)$ is a non-degenerate quadratic form for $|\xi|$ large enough. Note that $S$ is defined up to fiber preserving diffeomorphism, stabilization (i.e. adding a quadratic form in new variables) and addition of a constant (see [Vit], [Theret]), but this last freedom can be removed for a brane, by requiring that $f_L(x, \frac{\partial S}{\partial \xi} (x, \xi)) = S(x, \frac{\partial S}{\partial \xi} (x, \xi))$ on $\Sigma_L$.

The secret goal of this section - in the situation when $L = L_S$ has a G.E.Q.I., $S$ is to identify in the derived category $\mathcal{F}_L^*$ and $\mathcal{F}_S^* = (R\pi)_* (k_{U_S})$, where $U_S = \{(x, \xi, t) \in N \times \mathbb{R}^k \times \mathbb{R} \mid S(x, \xi, t) < t\}$, $k_{U_S}$ being the constant sheaf over $U_S$. However we have not yet defined $\mathcal{F}_L^*$ (this will be done in the next section), but we in fact just need to identify Floer cohomology and generating function cohomology in a setting slightly more general than in [Vit3]. In the last two propositions, we localize this result to the case where $L = L_S$ only near some fiber $T_{x_0}N$.

From [Vit3], we have

**Theorem 6.1.** For $L_0 = L_{S_0}, L_1 = L_{S_1}$ be Hamiltonianly isotopic to the zero section and generated by two G.E.Q.I., $S_0, S_1$. We then have an isomorphism

$$FH^*(L_0, L_1; a, b) = H^{* - i}((S_0 \oplus S_1)^b, (S_0 \otimes S_1)^a)$$

where $(S_0 \oplus S_1)(x, \xi_0, \xi_1) = S_0(x, \xi_0) - S_1(x, \xi_1)$.

**Proof.** For the original proof we refer to [Vit3]. However, since we shall use the mechanism of the proof later on, we summarize here a slightly simpler proof. We shall assume first $L_0 = 0_N$, the general case will be easily reduced to this one.

First let $H(t, q, p)$ be a Hamiltonian with flow $\varphi^t$, and assume $\varphi^1(0_N) = L_S$. Then we can consider the usual Floer cohomology of $L_S$ and $0_N$, obtained by taking for generators the intersection points of $L$ and $0_N$ and Floer trajectories the holomorphic strips between two such intersection points $z_\pm$, with boundary in $L$ and $0_N$. This is denoted by $FH^*(L, 0_N; a, b)$. But there is also the Floer complex $FC^*(0_N, L_1, H; a, b)$, where generators are points $x$ in $0_N$ such that $\varphi^1(x) \in L_1$ with action$^{14}$ in $[a, b]$, and the Floer trajectories are the strips which are solutions of $\overline{\partial}_f u(s, t) = \nabla H(t, u(s, t))$ converging to the trajectories $\varphi^t(x_\pm)$ where $x_\pm \in L_0, \varphi^t(x_\pm) \in L_1$ and such that $u(s, 0) \in L_0, u(s, 1) \in L_1$.

---

$^{14}$the action is given by $\int_0^1 p \dot{q} - H(t, q(t), p(t)) dt + f_L(q(1), p(1))$, where $(q(t), p(t)) = \varphi^t(q(0), p(0))$
Lemma 6.2. For suitable almost complex structures, we have a chain homotopy equivalence

\[ FC^*(0_N, \varphi^1(0_N); a, b) \rightarrow FC^*(0_N, 0_N, H; a, b) \]

Proof. Clearly the generators are the same. We shall identify Floer trajectories, but for different almost complex structures. Indeed, if \( u(s, t) \) is a Floer trajectory satisfying \( u(s, 0) \in L_0, u(s, 1) \in L_1 \) and \( \tilde{\partial}_f u = 0 \), we can take \( v(s, t) = \varphi^{-t}(u(s, t)) \) and this will satisfy \( \tilde{\partial}_J v = \nabla H(t, u(s, t)), v(s, 0) \in L_0, v(s, 1) \in L_1 \), where \( J(t, z) = (\varphi^{-t})_* J \).

In the sequel we denote \( FC^*(0_N, 0_N, H; a, b) \) by \( FC^*(H; a, b) \). Note that similarly, if we consider a smooth function \( f \) on \( N \) and consider \( FC^*(\Gamma f, 0_N; a, b) \) it will be chain equivalent to \( FC^*(0_N, 0_N, f; a, b) \).

Indeed for \( FC^*(0_N, 0_N, f; a, b) \), the Floer trajectories are given by \( \tilde{\partial}_f v = df(q) \), that can be rewritten, if we take standard coordinates and \( J \) is the standard complex structure associated to the connection \( \nabla \), as

\[
\begin{align*}
\frac{\partial q}{\partial s} &= \nabla_t p + \nabla f(q) \\
\nabla_s p &= -\frac{\partial q}{\partial t}
\end{align*}
\]

The solutions are given by \( p(s, t) = 0 \) and \( q(s, t) = q(s) \) where \( \frac{d}{ds} q(s) = \nabla f(q(s)) \), and we exactly get the gradient trajectories of \( f \). Note that \( \nabla_s \nabla_t + \nabla_t \nabla_s = \Delta p + (1^{\text{st}} \text{order terms}) = d^2 f(q) \frac{\partial p}{\partial s} \) hence with our boundary conditions, we may apply the maximum principle, and we have necessarily \( p = 0 \). Using the standard notation \( f^\lambda = \{ x \in N | f(x) \leq \lambda \} \), we thus just proved,

Lemma 6.3. For a suitable choice of the almost complex structures, we have chain complex isomorphisms

\[ FC^*(0_N, \Gamma f; a, b) \rightarrow FC^*(0_N, 0_N, f; a, b) \rightarrow MC^*(f^b, f^a) \]

Now consider on \( T^* N \times T^*(\mathbb{R}^k) \) the flows \( \Phi^t_{t_0} \) of \( H(t, q, p) \) (i.e. if \( \varphi^t_{t_0} \) is the flow of \( H \), then \( \Phi^t_{t_0} = \varphi^t_{t_0} \times \text{id} \)) and \( \Psi^t_{S} \) of \( S(q, \xi) \).

That is for the first flow, it is given by the equations

\[
\begin{align*}
\dot{q}(t) &= \frac{\partial}{\partial p} H(t, q(t), p(t)) \\
\dot{p}(t) &= -\frac{\partial}{\partial q} H(t, q(t), p(t)) \\
\dot{\xi}(t) &= 0 \\
\dot{\eta}(t) &= 0
\end{align*}
\]
and for the second

\[
\begin{align*}
\dot{q}(t) &= 0 \\
\dot{p}(t) &= \frac{\partial}{\partial q} S(q, \xi) \\
\dot{\xi}(t) &= 0 \\
\dot{\eta}(t) &= \frac{\partial}{\partial \xi} S(q, \xi)
\end{align*}
\]

that is \( \Psi'_{S}(q, p, \xi, \eta) = (q, p + t \frac{\partial}{\partial q} S(q, \xi), \xi, \eta + t \frac{\partial}{\partial \xi} S(q, \xi)) \).

The flow \( \Xi^{t} = \Psi_{S}^{-1} \Phi_{0}^{t} \) is generated by the Hamiltonian \( K_{H,S}(t, q, p, \xi, \eta) \) defined by

\[
K_{H,S}(t, q, p, \xi, \eta) = H(t, q, p + \frac{\partial}{\partial q} S(q, \xi) - S(q, \xi)
\]

and the points of \( \Xi^{1}(0_{N \times R^{k}}) \cap 0_{N \times R^{k}} \) are in one-to-one correspondence with \( \varphi_{0}^{1}(0_{N}) \cap L_{S} \), since \( \Phi_{0}^{1}(0_{N \times R^{k}}) = \varphi_{0}^{1}(0_{N}) \times 0_{R^{k}} \) and \( \Psi_{S}^{1}(0_{N \times R^{k}}) = \text{graph}(dS) \).

The Floer trajectories are given by the following equations, where \( K = K_{H,S}, u(s, t) = (q(s, t), p(s, t)) \) and \( \zeta(s, t) = (\zeta(s, t), \eta(s, t)) \)

\[
\begin{align*}
\begin{cases}
\dot{u}(s, t)(t) = \nabla_{u} K(t, u, \zeta) \\
\dot{\zeta} = \nabla_{\zeta} K(t, u, \zeta)
\end{cases}
\end{align*}
\]

Now if \( S = \frac{1}{2} (A \zeta, \zeta) \), this reduces to

\[
\begin{align*}
\begin{cases}
\dot{u}(s, t) = \nabla H(t, u) \\
\frac{\partial}{\partial s} \zeta(s, t) = \frac{\partial}{\partial t} \eta(s, t) + A \zeta \\
\frac{\partial}{\partial s} \eta(s, t) = -\frac{\partial}{\partial t} \zeta(s, t)
\end{cases}
\end{align*}
\]

But the last two equations imply \( \Delta \eta - A \frac{\partial \eta}{\partial t} = 0 \) and the boundary conditions, are as follows:

for \( \zeta_{\pm} = \lim_{s \rightarrow \pm \infty} \zeta(s, t), \eta_{\pm} = \lim_{s \rightarrow \pm \infty} \eta(s, t) \) will be

\[
\begin{align*}
\frac{\partial}{\partial t} \eta_{\pm}(t) + A \zeta_{\pm}(t) &= 0, \frac{\partial}{\partial t} \zeta_{\pm}(t) = 0; \eta_{\pm}(0) = \eta_{\pm}(1) = 0
\end{align*}
\]

this implies \( \zeta_{\pm} \equiv 0 \). But then \( \Delta \eta = 0 \), hence we also have \( \eta_{\pm} \equiv 0 \) and then \( \zeta_{\pm} \equiv 0 \), and for \( t = 0, 1 \), we have \( \eta(s, 0) = \eta(s, 1) = 0 \).

Using the maximum principle we get that \( \eta \equiv 0 \) hence \( \zeta \equiv 0 \).

This implies that the trajectories of the the above Floer equation are in one-to-one correspondence with those of \( \dot{u}(s, t) = \nabla H(t, u) \).
On the opposite end, if $H \equiv 0$, we get

\[
\begin{align*}
\frac{\partial}{\partial s} q(s, t) &= \nabla_t p(s, t) - \frac{\partial}{\partial q} S(q(s, t), \xi(s, t)) \\
\nabla_s p(s, t) &= -\frac{\partial}{\partial t} q(s, t) \\
\frac{\partial}{\partial s} \xi(s, t) &= \frac{\partial}{\partial t} \eta(s, t) - \frac{\partial}{\partial \xi} S(q(s, t), \xi(s, t)) \\
\frac{\partial}{\partial s} \eta(s, t) &= -\frac{\partial}{\partial t} \xi(s, t)
\end{align*}
\]

and as we saw, this yields the Morse complex of $S$.

Now let $H, S$ be such that $\Psi^1(0_N) \cap \Phi^1(0_N)$ does not depend on $\lambda$. Here $\Phi^t_\lambda$ is the flow of $H$, and $\Psi^t_\lambda$ the flow of $S$ (in i.e. $\Psi^t_\lambda = \Phi^t_\lambda$, and $\Psi^1(0_N) = \Gamma_\lambda$). We set $L_\lambda = L_{S\lambda}$ and then $\Psi^1(0_N) \cap \Phi^1(0_N) = \phi^1(0_N) \cap \Gamma_\lambda$, so if we have $L_\lambda = \phi^1_\lambda(L)$, this is equal to $\phi^1_\lambda(0_N \cap L)$. One can check that the action of the intersection points does not depend on $\lambda$ either, i.e. the action spectrum of $K_\lambda$ does not depend on $\lambda$.

As a result we have that the $\text{FC}^*(\Psi^1_\lambda(0_N), \Phi^1_\lambda(0_N); a, b)$ are equivalent chain complexes. For $\lambda = 0$, we get $\text{FC}^*(\Psi^1_\lambda(0_N), \Phi^1_\lambda(0_N); a, b) \approx \text{FC}^*(0_N, \phi^1(0_N); a, b) \approx \text{FC}^*(H; a, b)$ the last equivalence follows from lemma 6.2, while for $\lambda = 1$, we get $\text{FC}^*(\Psi^1_\lambda(0_N), \Phi^1_\lambda(0_N); a, b) \approx \text{FC}^*(L_S, 0_N; a, b) \approx MC^*(S^b, S^a)$.

As a result, we have a chain homotopy equivalence

$$\text{FC}^*(K_0; a, b) \longrightarrow \text{FC}^*(K_1; a, b)$$

and in particular the Floer cohomology $FH^*(K_1; a, b)$ does not depend on $\lambda$. If $L_0$ coincides with $0_N$, we can take $S_0 = \frac{1}{2}(A\xi, \xi)$ and $\phi^1(L) = 0_N$, while for $\lambda = 1$, $L_1 = L$ and then $H_0 = 0$ and $S_1 = S$, so we get a chain homotopy equivalence

$$\text{FC}^*(H; a, b) \longrightarrow MC^*(S^b, S^a)$$

But we proved that $\text{FC}^*(H; a, b)$ is chain equivalent to $\text{FC}^*(L, 0_N; a, b)$. This proves the theorem for $L_1 = 0_N$. Now in the general case, if $\rho(0_N) = L_1$ we have $\text{FC}^*(L_0, L_1; a, b) = \text{FC}^*(L_0, 0_N; a, b) \approx \text{FC}^*(\rho^{-1}(L_0), 0_N; a, b)$ and if $S^1_\lambda$ is a G.E.Q.I for $\rho^\lambda$ (in particular we may choose $S^0_0$ to be a quadratic form), $S^1_\lambda \oplus S^1_0$ is a G.F.Q.I for $\rho^\lambda \rho^{-1}(L_0) \rho \rho^\lambda(0_N) = \rho^\lambda(\rho^{-1}(L_0) - 0_N)$, and it has the same critical points (corresponding to intersection points of $\rho^{-1}(L_0) \cap 0_N \approx L_0 \cap L_1$ independently of $\lambda$. Thus

$$H^{* - i}((S^1_0 \oplus S^1_0), (S^1_0 \oplus S^1_0)^a) = H^{* - i}((S^0_0 \oplus S^1_0), (S^0_0 \oplus S^1_0)^a)$$
Now $S_0^1, S_1^1$ are GFQI for $L_0, L_1$ and $S_0^1, S_1^1$ for $\rho^{-1}(L_0), 0_N$, and by uniqueness theorem (see [Vit, Theret], S_1^1 is equivalent to a quadratic form, so up to shift in index

$$FH^*(L_0, L_1; a, b) = FH^*(\rho^{-1}(L_0), 0_N; a, b) = H^{*-i}(S_0^1, b, (S_0^1)_a) = H^{*-i}(S_1^1, b, (S_1^1)_a)$$

We now define $FH^*(\nu^* U, L; a, b)$ for $U$ an open set with smooth boundary. First if $f$ is a smooth function such that $\Gamma_f \cap L$ we have defined $FC^*(L, \Gamma_f; a, b)$. Note that $FC^*(L, \Gamma_f; a, b) = FC^*(L - \Gamma_f; a, b)$.

**Definition 6.4.** We denote by $FC^*(\nu^* U, L; a, b)$ the limit $\lim FC^*(\Gamma_{f_k}, L; a, b)$, where $f_k$ is a sequence such that (by abuse of notations) $f_k \rightarrow -\infty \cdot (1 - \chi_U)$, that is $f_k$ is a decreasing sequence of smooth functions such that $f_k$ converges pointwise to $-\infty$ on $N \setminus U$, and to 0 in $U$ and we assume $\Gamma_{f_k} \cap L$, so we get an inductive system

$$FC^*(L - \Gamma_{f_k}; a, b) \rightarrow FC^*(L - \Gamma_{f_{k+1}}; a, b)$$

It is not hard to see that the limit vanishes for large (positive or negative) degrees, since it is bounded by the values of the grading $m_L$. By commutation of direct limits and homology, we have

$$FH^*(\nu^* U, L; a, b) = \lim_{k \rightarrow -\infty} FH^*(\Gamma_{f_k}, L; a, b)$$

**Remark 6.5.**

1. For $a = -\infty$ or $b = +\infty$ we define

$$FC^*(\nu^* U, L; -\infty, b) = \lim_{a \rightarrow -\infty} FC^*(\nu^* U, L; a, b)$$

and

$$FC^*(\nu^* U, L; a, +\infty) = \lim_{b \rightarrow +\infty} FC^*(\nu^* U, L; a, b)$$

and of course

$$FC^*(\nu^* U, L) = \lim_{a \rightarrow -\infty, b \rightarrow +\infty} FC^*(\nu^* U, L; a, b)$$

2. Note that if $L$ is "transverse" to $\nu^* U$, that is $L$ does not intersect $\partial U \times \{0\}$ and $L$ is transverse to the smooth manifold $\nu^* U \setminus \partial U \times \{0\}$, then for $k$ large enough, $L \cap \Gamma_{f_k} \cong L \cap \nu^* U$, and the sequence $FC^*(L - \Gamma_{f_k}; a, b)$ is stationary.

Note that analogously, we have

**Proposition 6.6.** Let $(f_k)_{k \geq 1}$ be a sequence as above. Then denoting by $S_0^1 = S^1 \cap U$, we have

$$\lim_k H^*((S - f_k)^b, (S - f_k)^a) = H^*(S_0^1, S_0^a)$$
Proof. Let \((S - f_k)^\lambda = \{(x, \xi) \mid S(x, \xi) - f_k(x) \leq \lambda\}\), then
\[
((S - f_k)^b, (S - f_k)^a) \cap \{x = x_0\} = \{(\xi \mid S(x_0, \xi) < b + f_k(x_0)), (\xi \mid S(x_0, \xi) < a + f_k(x_0))\}
\]
For \(f_k(x_0) = 0\), this equals \((S^b_{x_0}, S^a_{x_0})\) while for \(f_k(x_0) \geq A\) we get \((S^b_{x_0} - C, S^a_{x_0} - C)\), but for \(C\) large enough, there is no critical value of \(S\) in \([a - C, b - C]\), hence the pair \((S^b_{x_0} - C, S^a_{x_0} - C)\) is homotopically trivial. Now let \(U_\epsilon\) be a neighborhood of \(U\), and assume \(-C(1 - \chi_U) \leq f_k \leq -C(1 - \chi_{U_\epsilon})\). Then \((S + C(1 - \chi_U))^\lambda \subset (S - f_k)^\lambda \subset (S + C(1 - \chi_{U_\epsilon}))^\lambda\) and for \(C\) large enough (remember that \(a, b\) are fixed), we have
\[
H^*(f_k(U)) = H^*(f_k(U_\epsilon)) = H^*(S^b_{U_\epsilon}, S^a_{U_\epsilon})
\]
and since \(H^*(S^b_{U_\epsilon}, S^a_{U_\epsilon}) = \lim_{\epsilon \to 0} H^*(S^b_{U_\epsilon}, S^a_{U_\epsilon})\) the proposition holds.

From the Proposition 6.6 and Theorem 6.1 we conclude

**Theorem 6.7.** Let \(U\) be an open set with smooth boundary. Let \(L\) be a Lagrangian brane with g.f.q.i. \(S\) with quadratic form at infinity of index \(i\). Then there is an isomorphism
\[
FH^*(v^*U, L; a, b) \cong H^{*-i}(S^b_U, S^a_U)
\]

We now consider the “restriction” map induced by the inclusion \(V \subset U\) where \(V\) is another open set with smooth boundary.
\[
FH^*(v^*U, L; a, b) \longrightarrow FH^*(v^*V, L; a, b)
\]
It is constructed as follows. Let \(f_k, g_k\) be sequences converging to \(-\infty \cdot (1 - \chi_U), -\infty \cdot (1 - \chi_V)\). Since \(V \subset U\) we may assume \(f_k \geq g_k\), so there is a map
\[
FH^*(L, \Gamma f_k; a, b) \longrightarrow FH^*(L, \Gamma g_k; a, b)
\]
and in the limit we get the above restriction map.

**Proposition 6.8.** We have a commutative diagram
\[
\begin{array}{ccc}
FH^*(v^*U, L; a, b) & \longrightarrow & FH^*(v^*V, L; a, b) \\
& \cong & \\
H^*(S^b_U, S^a_U) & \longrightarrow & H^*(S^b_V, S^a_V)
\end{array}
\]
where the horizontal maps are restriction maps.

**Proof.** This follows from the diagram obtained for \(f_k \geq g_k\)
\[
\begin{array}{ccc}
FH^*(\Gamma f_k, L; a, b) & \longrightarrow & FH^*(\Gamma g_k, L; a, b) \\
& \cong & \\
H^*((S + f_k)^b, (S + f_k)^a) & \longrightarrow & H^*((S + g_k)^b, (S + g_k)^b)
\end{array}
\]
In the above figure, the vertical arrows are obtained by the deformation from Floer cohomology to GF-cohomology (i.e. the cohomology associated to a generating function) as in the proof of theorem [6.1] i.e. the family $FC^*(K_\lambda; a, b)$ while the horizontal arrow correspond to a linear homotopy from $f$ to $g$. More precisely if $K_\lambda(L, S)$, where $L = L_S$, is the deformation in the proof of Theorem [6.1], we have for a path $\lambda(u)$, $h(u)$ such that $\lambda(0) = \lambda(1) = 0$, $h(0) = f$, $h(1) = g$, the family $T_0^u = K_{\lambda(u)}(L + \Gamma h(u), S + h(u))$ which for a proper choice of the path (as suggested by the above figure) deforms $K_0(L + \Gamma f, L + \Gamma g)$ (here $h(u) = (1 - u)f + ug$) and the family $T_1^u$ composition of the path $K_u(L + \Gamma f, S + f)$, the path $K_1(L + \Gamma h(u), S + h(u))$ and the opposite of the path $K_u(L + \Gamma g, S + g)$. The first and last paths correspond to the chain isomorphisms $FC^*(L + \Gamma f; a, b) \longrightarrow MC^*((S + f)^b, (S + f)^a)$ and $FC^*(L + \Gamma g; a, b) \longrightarrow MC^*((S + g)^b, (S + g)^a)$ and the middle path, to the map $MC^*((S + f)^b, (S + f)^a) \longrightarrow MC^*((S + g)^b, (S + g)^a)$ obtained in Proposition [3.4].

This yields the commutativity of the diagram.

Now we shall deal with Lagrangians which may not necessarily have a G.F.Q.I., however these always exists locally (and we mean locally in space and action). To exploit this we need

**Proposition 6.9.** Assume $L_0, L_1$ are Lagrangian submanifolds coinciding in a neighborhood of $V_{x_0} = T_{x_0}^*N$ where they are assumed to be analytic. Then there is a neighborhood $U$ of $x_0$ and $\varepsilon_0 > 0$ such that for $V \subset U$ and $\delta < \varepsilon$ we have $\quad F H^*(\nu^* V, L_0; c - \delta, c + \delta) = F H^*(\nu^* V, L_1; c - \delta, c + \delta)$
Proof. Indeed, assume $W$ is a convex neighborhood of $x_0$, so that we can find $J$ such that $T^*U$ is pseudo-convex whenever $U$ is convex in $W$ (this is the case for the standard complex structure on $T^*\mathbb{R}^n$). Then for $V \subset U$, a holomorphic strip with one boundary component in $v^*V$ is either contained in $T^*W$, or exits from $T^*U$. If this was not the case, we would have a sequence of holomorphic discs $D_n$ with boundary in $v^*V_n$ such that $V_n \to \{x_0\}$ and $D_n$ exits from $T^*U$. But the sequence of such holomorphic discs will then converge to a holomorphic disc $D_\infty$ with boundary in $T^*_{x_0}N \cup L$ (since $v^*V_n \to T^*_{x_0}N$). Then since $D_n \cap \overline{CT^*W} \neq \emptyset$, $D_\infty$ is not reduced to a point, and then $\lim_n \text{area}(D_n) \geq \text{area}(D_\infty) > 0$. As a result, since given $x_0 \in N$ and $L$ analytic near $T^*_{x_0}N$, we have only finitely many holomorphic discs$^{15}$ with boundary in $T^*_{x_0}N \cup L$, therefore there exists a number $A(x_0, L) > 0$ such that all such discs have area greater than $A(x_0, L)$.

The conclusion is that either $D_n \subset T^*U$ or area($D_n$) $\geq A/2$ for $n$ large enough. So if $\delta < A(x_0, U)/4$ we have that the holomorphic strips representing $F^*C^*(v^*V, L, c-\delta, c+\delta)$ are contained in $T^*U$ and hence only depend on $L \cap T^*U$. This concludes our proof.

We shall need that $L \cap T^*U$ has a bounded number of connected components for a sequence of open sets shrinking to a point. This is for example the case when $L$ is analytic.

**Proposition 6.10.** Given a real analytic $L$ and $(x_0, t_0) \in N \times \mathbb{R}$, and $L_j$ the connected components of $L \cap T^*U$ such that $f_L(z_j)$ is near $t_0$ for $z_j \in L_j \cap T^*_{x_0}N$. Then for $U$ and $\delta$ small enough, we have

$$FH^*(v^*U, L; t_0 - \delta, t_0 + \delta) = \bigoplus_j FH^*(v^*U, L_j; t_0 - \delta, t_0 + \delta)$$

Proof. Indeed, as in the above proof, there is no connecting trajectory between $L_j$ and $L_k$ for $j \neq k$ with action less than $\varepsilon$, since $d(L_j, L_k)$ is bounded from below by a constant independent from $U$, and according to the previous proposition, $FH^*(v^*U, L_j; c-\delta, c+\delta)$ is well defined. Note that components $L_q$ of $L \cap T^*U$ such that $f_L(z_q)$ is far from $t_0$ do not contribute to the direct sum.

**Proposition 6.11.** Under the above assumptions, there is a family $S_j$ of G.E.Q.I. such that for $U, \varepsilon$ small enough, we have

$$FH^*(v^*U, L; t_0 - \delta, t_0 + \delta) = \bigoplus_j FH^*(v^*U, L_j; t_0 - \delta, t_0 + \delta) = \bigoplus_j H^*(S_j \vert_U \cap L_{t_0+\delta}, S_j \vert_U \cap L_{t_0-\delta})$$

Proof. Each $L_j$ can be assumed to be contained in $\varphi_j(0_N)$, where $\varphi_j$ is the time one of a time dependent Hamiltonian isotopy. Then $L_j$ is the connected component of some

---

$^{15}$It is easy to find, in the non-analytic case, in real dimension 2, a curve having infinitely many intersection points with a line, and such that the area between consecutive intersection points goes to 0.
$L_{S_j} \cap T^* U = \varphi_j(0_N) \cap T^* U$. By a small perturbation of $L_{S_j}$ we may assume that the critical values of $\xi \mapsto S_j(x, \xi)$ that do not correspond to points in $L_{\delta}$ are not in $[c_0 - \delta, c_0 + \delta]$. Then

$$FH^*(v^* U, L_j; c - \delta, c + \delta) = FH^*(L_{S_j}, v^* U; c - \delta, c + \delta) = H^*(S_{c+\delta}, S_{c-\delta})$$

\[ \square \]

7. The complex of sheaves $F_L$ and its singular support.

Let us consider the presheaf of chain complexes $f \mapsto \widehat{FC}_L^*(f)$ on $F(N)$, defined in section 6 filtered by the $\widehat{FC}_L^*(f, \lambda)$. We can also consider this as a presheaf of chain complexes over $F(N) \times (\mathbb{R}, \leq)$. This yields a presheaf of complexes on $N \times (\mathbb{R}, \leq)$ defined as follows: if $f_k$ "converges" to $-\infty \cdot (1 - \chi_U)$ we have

$$\widehat{F}_L^*(U \times \cdot - \infty, \lambda) = \lim_k \widehat{FC}_L^*(f_k, \lambda)$$

The goal of this section is to prove

**Theorem 7.1.** The sheafification of $\widehat{F}_L^*$ defines a complex of sheaves on $N \times \mathbb{R}$, denoted $\widehat{F}_L^*$, such that

$$SS(\widehat{F}_L^*) = \widehat{L}$$

**Remark 7.2.** (1) If $(\mathbb{R}, \leq)$ is the set $\mathbb{R}$ endowed with the topology for which open sets are the $] - \infty, \lambda[$, and $\mathbb{R}$ denotes the real line with the usual topology, we have a continuous map $i : \mathbb{R} \rightarrow (\mathbb{R}, \leq)$. Now if $F$ is a presheaf on $(\mathbb{R}, \leq)$ then $i^{-1}F$ is a presheaf on $\mathbb{R}$. Note that by definition, $i^{-1}(F)([a, b]) = F([ - \infty, b])$. Note also that for such a sheaf, we have $SS(i^{-1}F) \subset \mathbb{R} \times \mathbb{R}_+$, since the map $(i^{-1}F)([a, b]) \rightarrow (i^{-1}F)([a', b])$ for $a > a'$ is an isomorphism. Finally $(i^{-1}F)([a, b])$ is defined as the kernel of $F([ - \infty, b]) \rightarrow F([ - \infty, a])$.

(2) It will be useful to remember that since the maps $FC^*(L, \Gamma_f; \lambda) \rightarrow FC^*(L, \Gamma_g; \lambda)$ are induced by continuation for $f \leq g$, the same holds for the maps $\widehat{FC}_L^*(L, \Gamma_f; \lambda) \rightarrow \widehat{FC}_L^*(L, \Gamma_g; \lambda)$, hence for $\widehat{FC}_L^*(v^* U, L; \lambda) \rightarrow \widehat{FC}_L^*(v^* V, L; \lambda)$ for $V \subset U$, and finally for the restriction map $F^*(U) \rightarrow F^*(V)$.

**Proof.** First note that $\widehat{F}_L^*$ is indeed a presheaf. since if $W \subset V \subset U$ we have functions $f_k \leq g_k \leq h_k$ with $\lim_k f_k = -\infty \cdot (1 - \chi_U), \lim_k g_k = -\infty \cdot (1 - \chi_V), \lim_k h_k = -\infty \cdot (1 - \chi_W)$ and thus maps

$$\widehat{FC}_L^*(f_k, \lambda) \rightarrow \widehat{FC}_L^*(g_k, \lambda) \rightarrow \widehat{FC}_L^*(h_k, \lambda)$$

which form a commutative diagram. Taking the limit as $k$ goes to $\infty$ we get a commutative diagram

$$\widehat{F}_L^*(U \times - \infty, \lambda) \rightarrow \widehat{F}_L^*(V \times - \infty, \lambda) \rightarrow \widehat{F}_L^*(W \times - \infty, \lambda)$$
It is easy to see that we also have a commutative diagram as we restrict \( \lambda \), that is for \( \lambda < \mu < \nu \) we have the commutative diagram

\[
\begin{array}{ccc}
\mathcal{F}_L^*(U \times ]-\infty, \nu[) & \longrightarrow & \mathcal{F}_L^*(U \times ]-\infty, \mu[) \\
\longrightarrow & & \longrightarrow \\
\mathcal{F}_L^*(U \times ]-\infty, \lambda[)
\end{array}
\]

hence for \( W \times ]-\infty, \lambda[ \subseteq V \times ]-\infty, \mu[ \subseteq U \times ]-\infty, \nu[ \), we get a diagram

\[
\begin{array}{ccc}
\mathcal{F}_L^*(U \times ]-\infty, \nu[) & \longrightarrow & \mathcal{F}_L^*(V \times ]-\infty, \mu[) \\
\longrightarrow & & \longrightarrow \\
\mathcal{F}_L^*(W \times ]-\infty, \lambda[)
\end{array}
\]

Since the sets \( U \times ]-\infty, \lambda[ \) form a fundamental basis of open sets stable by intersection, this implies that \( \mathcal{F}_L \) is a presheaf of complexes.

To finish the proof of Theorem 7.1 we need to prove the statement about the singular support. This will take up the rest of this section.

Our strategy is to use the previous section and the fact that the singular support is local (i.e. \( SS(\mathcal{F}^*) \cap T_{x_0}^* N \) only depends on \( \mathcal{F}^* \) near \( x_0 \)) to replace \( \mathcal{F}_L \) by \( \mathcal{F}_S \) where \( L = L_S \) near \( T_{x_0}^* N \).

Indeed let \( S \) be a G.F.Q.I. such that \( L_S = L \) near \( T_{x_0}^* N \), chosen as in the proof of Proposition 6.11. Let \( \mathcal{F}_S^* \) be the element of \( D^b(N \times \mathbb{R}) \) defined as \((R\pi)_*(k_{U_S})\) where \( U_S = \{ (x, \xi, \lambda) \mid S(x, \xi) < \lambda \} \) and \( \pi \) is the map \( \pi(x, \xi, t) = (x, t) \). Note that \( \mathcal{F}_S^*(W) \) is quasi-isomorphic to \( \pi_* (\Omega_{U_S}^*(W)) = \Omega_{U_S}^*(\pi^{-1}(W)) \) where \( \Omega_{U_S}^* \) is the de Rham complex on \( U \), yielding a flabby resolution of \( k_{U} \), and more specifically, \( \mathcal{F}_S^*(V \times [a, b]) \cong (R\pi)_*(k_{U_S})(V \times [a, b]) \cong \Omega^*(S_{V}^{b}, S_{V}^{a}) \).

We have a morphism of presheaves

\[
\mathcal{F}_L^* \longrightarrow \mathcal{F}_S^*
\]

obtained by defining \( \mathcal{F}_S^* \) in the same way as \( \mathcal{F}_L^* \) but with \( FC^*(\nu^* U, L; \lambda) \) replaced by \( MC^*(S_{U}^{\lambda}) \) where \( MC^*(S_{U}^{\lambda}) \) is the Morse complex associated to \( S_U \) and generated by the critical points inside \( U \), and the “entering” critical points of \( S_{\partial U} \) (i.e. those such that \( \nabla S \) points inward), which is quasi-isomorphic to \( \pi_* (\Omega^*(S_{U}^{\lambda})) \) (see [Lau]). This, according to the following proposition, induces a morphism of the associated sheaves,

\[
\mathcal{F}_L^* \longrightarrow \mathcal{F}_S^*
\]

**Proposition 7.3.** The chain homotopy equivalence defined in the proof of Proposition 6.8

\[
FC^*(\nu^* U, L; a, b) \longrightarrow MC^*(S_{U}^{b}, S_{U}^{a})
\]

induces a sheaf morphism

\[
\mathcal{F}_L^* \longrightarrow \mathcal{F}_S^*
\]

that is a quasi-isomorphism on \( U \times [a, b] \).
Proof. Self-evident, since \( FC^*(\nu^* U, L_S; a, b) \) is chain homotopy equivalent to \( \hat{F}^*_L \) and \( MC^*(S^b_U, S^a_U) \) is chain homotopy equivalent to \( \hat{F}^*_S \), and the quasi-isomorphism

\[
FC^*(\nu^* U, L_S; a, b) \longrightarrow MC^*(S^b_U, S^a_U)
\]

induces a quasi-isomorphism \( \hat{F}^*_L \longrightarrow \hat{F}^*_S \), hence a quasi-isomorphism between the corresponding sheaves. \( \square \)

From this we deduce the

**Theorem 7.4.** Let \( S \) be a G.F.Q.I. for \( L \). Then the map

\[
F^*L \longrightarrow F^*S
\]

induces a quasi-isomorphism on all open sets, i.e.

\[
H^*(W, F^*_L) \longrightarrow H^*(W, F^*_S)
\]

is an isomorphism for all open sets \( W \).

Proof. Since the induced morphisms over stalks

\[
(F^*_L)(x, t) \longrightarrow (F^*_S)(x, t)
\]

that is the map

\[
H^*((F^*_L)(x, t)) \longrightarrow H^*((F^*_S)(x, t))
\]

is an isomorphism, and since \( H^*(W, F^*_L) \) and \( H^*(W, F^*_S) \) are limits of spectral sequences with \( E_2 \) terms given by \( H^p(W, \mathcal{H}^q((F^*_L)(x, t))) \) and \( H^p(W, \mathcal{H}^q((F^*_S)(x, t))) \) and the morphism induces an isomorphism of these \( E_2 \) terms. The theorem then follows from the spectral sequence comparison theorem. \( \square \)

Now remember that by definition of \( F^*_S \), we have \( H^*(W, F^*_S) = H^*(W, (R\pi)_*(k_{U_S})) = H^*((\pi)^{-1}(W), k_{U_S}) = H^*(W_S) \) where \( W_S = \{(x, \xi, \lambda) | (x, t) \in W, S(x, \xi) < t\} \). Using the five-lemma and exact sequence of a triple, we get

**Lemma 7.5.** We have

\[
H^*(W, A, F^*_L) = H^*(W_S, A_S)
\]

We may now conclude that for \( L_S \), we have \( \text{SS}(F^*_L_S) = \tilde{L}_S \). Indeed, for a sheaf \( F^* \) the set \( \text{SS}(F^*) \) only depends on \( H^*(W, A, F^*) \). But we just proved that \( H^*(W, A, F^*_L) = H^*(W_S, A_S) = H^*(W, A, (R\pi)_*(k_{U_S})) \), and we already know that \( \text{SS}((R\pi)_*(k_{U_S})) = \tilde{L}_S \) (see [Vit4], Proposition 9.12). \( \square \)
We can now finish the proof of Theorem 7.1.

Let \( x_0 \in N \), and \( p_1, \ldots, p_k \) the intersection points of \( L \) and \( T^*_x N \), with action \( f_L(x_0, p_j) = a_j \), and \( L_j \) the connected component of \( L \cap T^*_x N \) through \( (x_0, p_j) \). We denote by \( S_j \) a G.F.Q.I. such that \( L_j = L_{S_j} \) near \( (x_0, p_j) \), and with no other intersection point with \( T^*_x N \) having action near \( a_j \) (as we saw in the proof of Prop 6.11, this can be achieved by perturbation). Then according to Proposition 6.11, we have \( H^*(W, A, \mathcal{F}_L^*) = H^*(W, A, \mathcal{F}_S^*) \) for \( A \subset W \), where \( W \) is a neighborhood of \( (x_0, t_0) \). By locality of the singular support, this implies that \( SS(\mathcal{F}_L^*) = \bigcup_j SS(\mathcal{F}_{S_j}^*) = \bigcup_j L_j \) near \( (x_0, t_0) \). But since \( SS(\mathcal{F}_S^*) = \bigcup_j L_j \) near \( (x_0, t_0) \) and this coincides with \( L \) near \( (x_0, t_0) \) we conclude our proof.

Note that we also easily prove

**Theorem 7.6.** For \( U \) and \( \varepsilon \) small enough, we have an isomorphism

\[
FH^*(v^*U, L, a - \varepsilon, a + \varepsilon) \longrightarrow H^*(U \times [a - \varepsilon, a + \varepsilon], \mathcal{F}_L^*)
\]

**Proof.** Let \( S \) be a G.F.Q.I. generating \( L_S \) such that \( L_S = L \) near \( T^*_x U \) and such that the critical values of \( S(x_0, \ast) \) which do not correspond to points in \( L \cap T^*_x N \) do not belong to \( [a - \varepsilon, a + \varepsilon] \). Then

\[
FH^*(v^*U, L, a - \varepsilon, a + \varepsilon) = H^*(S^{a+\varepsilon}_U, S^{a-\varepsilon}_U) = H^*(U \times [a - \varepsilon, a + \varepsilon], \mathcal{F}_S^*) \Rightarrow H^*(U \times [a - \varepsilon, a + \varepsilon], \mathcal{F}_L^*)
\]

The first isomorphism is Proposition 6.11 the second is by definition of \( \mathcal{F}_S^* \) and the third is by Theorem 7.4.

8. **Identifying Floer theory and sheaf theory**

We start from the following theorem, that we already proved for small \( U, \varepsilon \) (see Theorem 7.6). We denote by \( \alpha_{\lambda, \mu} \) the map

\[
\alpha_{\lambda, \mu} : FH^*(v^*U, L; \lambda, \mu) \longrightarrow H^*(U \times [\lambda, \mu[, \mathcal{F}_L^*)
\]

induced by \( FC^*(v^*U, L; a, b) \longrightarrow \mathcal{F}_L^*(U \times [\lambda, \mu[) \longrightarrow \mathcal{F}_L^*(U \times [\lambda, \mu]) \) and by \( \alpha_{\lambda} = \alpha_{-\infty, \lambda} \), so

\[
\alpha_{\lambda} : FH^*(v^*U, L; \lambda) \longrightarrow H^*(U \times [-\infty, \lambda[, \mathcal{F}_L^*)
\]

**Theorem 8.1.** For all \( \lambda < \mu \) we have a canonical isomorphism

\[
\alpha_{\lambda, \mu} : FH^*(v^*U, L; \lambda, \mu) \longrightarrow H^*(U \times [\lambda, \mu[, \mathcal{F}_L^*)
\]

and in particular we have an isomorphism

\[
\alpha_{\lambda, \mu} : FH^*(L, 0_N; \lambda, \mu) \longrightarrow H^*(N \times [\lambda, \mu[, \mathcal{F}_L^*)
\]

**Proof.** We first deal with the case \( (\lambda, \mu) = (a - \varepsilon, a + \varepsilon) \) with \( \varepsilon \) small. We may assume \( U \) is a domain with smooth boundary \( \partial U \). Let us pick a function \( \varphi \) such that

1. \( U = \{ x \mid \varphi(x) < 0 \}, \partial U = \varphi^{-1}(0) \) and 0 is a regular value of \( \varphi \).
2. \( \inf(\varphi(x) \mid x \in U) = \inf(\varphi(x) \mid x \in \mathbb{R}^n) = -1 \).
for all \((x, p) \in L\) such that \(f_L(x, p) = a\) and \(\varphi(x) < 0\) we have for all \(\lambda > 0\) that \(p \neq \lambda d\varphi(x)\)

Note that property [3] holds generically for \(\varphi\), since \(L_0 = \{(x, p) \in L \mid f_L(x, p) = a\}\) has generic dimension \(n - 1\), and \(\{(x, \lambda d\varphi(x)) \mid \lambda > 0, \exists p, (x, p) \in L_0\}\) has generic dimension \(n\), so the intersection is generically empty. Note that \(a\) is given and then we are free to choose \(\varphi\), and that we cannot say anything on the boundary (i.e. \(\varphi(x) = 0\)), since \(\varphi^{-1}(0) = \partial U_0\) is fixed.

According to the sheaf theoretic Morse lemma (see [Vit4], Corollary 9.22), for \(s < 0\), provided for \(x \in U_0 \setminus U_s\) and \(t \in [a - \varepsilon, a + \varepsilon]\) we have \((x, t, 0, 1) \notin SS(\mathcal{F}_L^*) = \hat{L} - v^*(U_0 \setminus U_s)\) then

\[
H^*((U_0, U_s) \times [\varepsilon, a + \varepsilon]) = 0
\]

hence applying the exact sequence of a pair,

\[
H^*(U_0 \times [a - \varepsilon, a + \varepsilon]; \mathcal{F}_L^*) \approx H^*(U_s \times [a - \varepsilon, a + \varepsilon]; \mathcal{F}_L^*)
\]

Now let us analyse the condition \((x, t, 0, 1) \in SS(\mathcal{F}_L^*) = \hat{L} - v^*(U_0 \setminus U_s)\). Indeed, this means, denoting \(n_s(x)\) the exterior normal to \(\partial U_s\) at \(x \in \partial U_s\)

- (a) \(x_0 \notin \partial U_0 \cup \partial U_s\) and \((x_0, 0) \notin L\) and \(f_L(x, 0) \in [a - \varepsilon, a + \varepsilon]\)
- (b) \(x_0 \notin \partial U_0\), \(p_0 = \lambda n_0(x_0)\) for \(\lambda > 0\) and \(f_L(x_0, p_0) \in [a - \varepsilon, a + \varepsilon]\)
- (c) \(x_0 \notin \partial U_0\), \(p = \lambda n_s(x_0)\) for \(\lambda > 0\) and \(f_L(x_0, p) \in [a - \varepsilon, a + \varepsilon]\)

If there is no such point, then we just proved that \(H^*(U_0 \times [a - \varepsilon, a + \varepsilon]; \mathcal{F}_L^*) = H^*(U_{1 - \delta} \times [a - \varepsilon, a + \varepsilon], \mathcal{F}_L^*) = H^*(\varphi, \mathcal{F}_L^*) = 0\) and this is equal to \(F H^*(v^* U, L, a - \varepsilon, a + \varepsilon)\), since the Floer complex has no generator.

Otherwise, we may assume by genericity assumption, choosing \(\varepsilon\) small enough, that we have a unique such point, as we can restrict ourselves to the cases \(s = 1 + \delta\), so we are either in case [a], [b] or [c]

- In case [a] since we may choose \(\varphi\) such that \(\varphi(x_0) = -1\), as in as in Figure 4, we are reduced to considering \(H^*(U_{1+\delta} \times [a - \varepsilon, a + \varepsilon]; \mathcal{F}_L^*)\), so we are reduced to the the case where \(U\) and \(\varepsilon\) are small, and we know that

\[
FH^*(v^* U, L, a - \varepsilon, a + \varepsilon) \approx FH^*(v^* U, L_{1+\delta}; a - \varepsilon, a + \varepsilon) \approx H^*(U_{1+\delta} \times [a - \varepsilon, a + \varepsilon]; \mathcal{F}_L^*) \approx H^*(U_0 \times [a - \varepsilon, a + \varepsilon]; \mathcal{F}_L^*)
\]

- In case [b] we choose our family \(U_s\) as in Figure 5, and we are again reduced to the case \(U_{1+\delta}\) is small.
- In case [c] for \(s\) close to \(-1\), we see that \(v^* (U_s)\) converges to \(T_{x_0}^* N\) where \(\varphi(x_0) = -1\). But we can choose \(x_0\) so that \((x_0, p_0) \in L\) implies \(f_L(x_0, p_0) \notin [a - \varepsilon, a + \varepsilon]\) so this case can be avoided.
Figure 4. The family $U_s$ when $x_0$ is in the interior of $U_0$

Figure 5. The family $U_s$ when $x_0$ is on the boundary of $U_0$

So we reduced our result to the case where $U$ and $\varepsilon$ are small, that is Theorem 7.6. In other words, we just proved that for arbitrary $U$, and for $\mu - \lambda$ small enough, we have an isomorphism

$$\alpha_{\lambda, \mu} : H^* \left( U \times [\lambda, \mu], \mathcal{F}_L^* \right) \longrightarrow FH^* \left( \nu^* U, L; \lambda, \mu \right)$$

We may now conclude by the five lemma. Assume we have for $\lambda < c$, that $\alpha_{\lambda}$ is an isomorphism

$$\alpha_{\lambda} : H^* \left( U \times ] - \infty, \lambda [, \mathcal{F}_L^* \right) \longrightarrow FH^* \left( \nu^* U, L; \lambda \right)$$

then we have for $\lambda < c < \mu$ the following commutative diagram where the lines are the natural exact sequences
by assumption \( \alpha_{\lambda} \). The maps on both lines, which are just sheaf cohomology exact sequences for the pair \((L, \mu)\), are:

\[
\begin{array}{c}
\xymatrix{\cdots & H^*(U \times [-\infty, \lambda], \mathcal{F}_L^\mu) \ar[r]^{\rho_{\mu, \lambda}^*} & H^*(U \times [-\infty, \mu], \mathcal{F}_L^\mu) \ar[r]^{\pi_{\mu, \lambda}^*} & H^*(U \times [-\infty, \mu], \mathcal{F}_L^* ) \ar[r] & \cdots}
\end{array}
\]

Commutativity just follows from the fact that on \((\mathbb{R}, \leq)\) (i.e., in the \( \lambda \) variable) everything is a sheaf from the beginning. In other words \( \lambda \mapsto FC^*(v^* U; L; -\infty, \lambda) \) induces the maps on both lines, which are just sheaf cohomology exact sequences for the pair \((\lambda, \mu)\).

Now for \( \mu - \lambda \) small enough, we just proved that \( \alpha_{\lambda, \mu} \) is an isomorphism, and since by assumption \( \alpha_{\lambda} \) is also an isomorphism, the same holds for \( \alpha_{\mu} \). Now for \( \lambda = -\infty \) all the cohomology groups are zero, and we may therefore prove our theorem by induction, crossing the action values of points in \( L \cap v^* U \) one by one. Once we proved the isomorphism

\[ \alpha_{\lambda} : H^*(U \times [-\infty, \lambda], \mathcal{F}_L^\mu) \rightarrow FC^*(v^* U; L; \lambda) \]

holds for all \( \lambda \), applying again the five lemma and the exact sequence of a triple yields the result for

\[ \alpha_{\lambda, \mu} : H^*(U \times [\lambda, \mu], \mathcal{F}_L^\mu) \rightarrow FC^*(v^* U; L; \lambda, \mu) \]

\[ \square \]

**Corollary 8.2.** Let \( Z \) be a closed submanifold in \( N \). Then for generic \( L \) we have

\[ H^*(Z \times [a, b], \mathcal{F}_L^*) = FC^*(L, v^* Z; a, b) \]

**Proof.** This is obtained by a limiting argument. Let \( U_\delta \) be a tubular neighborhood of \( Z \) of size \( \delta \). Then by definition, \( H^*(Z \times [a, b], \mathcal{F}_L^*) = \lim_{\delta \to 0} H^*(U_\delta \times [a, b], \mathcal{F}_L^*) \). Now for a generic \( L \), we have \( L \cap v^* Z = \lim_{\delta \to 0} L \cap v^* U_\delta \). As a result both generators and Floer trajectories for the pair \((v^* U, L_\delta)\) converge to those for \((L, v^* Z)\), and \( FC^*(L, v^* Z; a, b) = \lim_{\delta \to 0} FC^*(v^* U, L_\delta; a, b) \). \[ \square \]

In the non-generic case, we shall define \( H^*(L, v^* Z; a, b) \) as \( H^*(Z \times [a, b], \mathcal{F}_L^*) \), and this is the same as \( \lim_{\delta \to 0} FC^*(v^* U, L_\delta; a, b) \). We may thus assume that the above equality holds for all \( L \).

### 9. Quantization of \((-L)\) and Sheaf Products

Let \( L \) be a Lagrangian brane in \( T^* N \) and \(-L\) the image of \( L \) by the antisymplectic map \((q, p) \rightarrow (q, -p)\). Note that \( f_{-L}(q, -p) = -f_L(q, p) \) and

\[ (-L) = \{(q, t, -\tau p, \tau) \mid t = -f_L(q, p), (q, p) \in L, \tau \geq 0 \} \]

\footnote{For the Floer trajectories, this is because they have uniformly bounded area.}
is different from $-\hat{L}$ (since $(\hat{L}) \subset \{ \tau \geq 0 \}$ while $-\hat{L} \subset \{ \tau \leq 0 \}$). However if $\gamma(q, t, p, \tau) = (q, -t, p, -\tau)$, we have $\gamma(-\hat{L}) = (-\hat{L})$. Note also that $\gamma$ is the cotangent map associated to $c(q, t) = (q, -t)$. Finally to avoid confusion, we denote by $V^#$ the dual of the vector space $V$, and we assume that the dual of a graded complex has the opposite grading, i.e. $(V^p)^#$ has grading $-p$. This way the dual of a cochain complex is again a cochain complex\(^7\) (i.e. its differential has still degree +1).

We have\(^8\)

\[
FC^*(L, \nu^* U; -\mu, -\lambda)^# = [FC^{n-*}]^*(L, -\nu^* U; -\mu, -\lambda)^# = [FC^*(L, \nu^* (N \setminus U); -\mu, -\lambda)^#]^{*-n} = FC^*(L, \nu^* (N \setminus U); -\mu, -\lambda)^#[-n]
\]

Now the Verdier dual of $\mathcal{F}_1^*$ is obtained as follows.

By definition, for any complex of sheaves $\mathcal{F}^*$ and any open set $U$, we have an exact sequence

\[
0 \longrightarrow \Gamma_c(U, \mathcal{F}^*) \longrightarrow \Gamma(N, \mathcal{F}^*) \longrightarrow \Gamma(N \setminus U, \mathcal{F}^*) \longrightarrow 0
\]

and this is right exact when $\mathcal{F}^*$ is a complex of c-soft sheaves that we denote by $\mathcal{F}^*$, i.e. we have

\[
0 \longrightarrow \Gamma_c(U, \mathcal{F}^*) \longrightarrow \Gamma(N, \mathcal{F}^*) \longrightarrow \Gamma(N \setminus U, \mathcal{F}^*) \longrightarrow 0
\]

Note that going to the dual (we are dealing with vector spaces) we get an exact sequence of vector spaces\(^9\)

\[
0 \longleftarrow \Gamma_c(U, \mathcal{F}^*)^# \longleftarrow \Gamma(N, \mathcal{F}^*)^# \longleftarrow \Gamma(N \setminus U, \mathcal{F}^*)^#
\]

and we can consider $U \mapsto \Gamma_c(U, \mathcal{F}^*)^#$ and $U \mapsto \Gamma(N \setminus U, \mathcal{F}^*)^#$ as presheaves, while $\Gamma(N, \mathcal{F}^*)^*$ is a constant presheaf. Replacing $\mathcal{F}^*$ by a soft resolution $\mathcal{F}^*$, we get that $U \mapsto \Gamma_c(U, \mathcal{F}^*)^#$ and $\mathcal{F}^* : U \mapsto \Gamma(N \setminus U, \mathcal{F}^*)^#$ become complexes of sheaves, the first one representing the Verdier dual $\mathcal{D}\mathcal{F}^*$ of $\mathcal{F}^*$ in the derived category, and we get the exact sequence of sheaves

\[
0 \longleftarrow \mathcal{D}\mathcal{F} \longleftarrow K^* \longleftarrow \mathcal{F}^* \longleftarrow 0
\]

Now we apply the above procedure to $\mathcal{F}_1^*$, but only with respect to the $N$ factor, doing nothing on the $\mathbb{R}$ factor. In other words $\mathcal{F}^*$ is quasi-isomorphic to the total complex

---

\(^7\)Thus $(V^*)^p = (V^{-p})^#$. Be careful since $V^*$ only means that we are dealing with a complex, while $*$, is a dumb symbol for the grading: there is no $V^{-*}$ but we can write $(V^*[m])^* = (V^*)^{*-m}$. For this reason we shall use the notation $FC^*$ for the Floer complex.

\(^8\)Remember that we choose conventions so that the Maslov index of an intersection point of $\Gamma_f$ and $0_N$ coincides with the Morse index of the critical point of $f$. This convention has also the advantage that the pant product sends classes of degree $p$ and $q$ to a class of degree $p + q$ (and not $p + q - n$ as is the case for other conventions). On the other hand, changing $f$ to $-f$ changes the index from $p$ to $n - p$.

\(^9\)Watch out, these are not sheaves not even presheaves!
associated to $0 \to K^*_\mathcal{F} \to \mathbb{D}\mathcal{F} \to 0$, where $K^*_\mathcal{F}$ is a constant sheaf. Since $c^*(\mathcal{F}^\bullet)$ is quasi-isomorphic to the sheafification of the rectification of the quasi-presheaf
\[ U \to FC^*(L, v^*(N \setminus U); -\mu, -\lambda)^\# = [FC^*(-L, v^*(U); \lambda, \mu)]^\#[-n] \]
and we can identify it to $\mathcal{F}^\bullet_{-L}[-n]$. Thus $SS(c^*(\mathcal{F}^\bullet)) = (L)$ and since $SS(k_N) = 0_N$, we have $SS(c^*\mathbb{D}\mathcal{F}_L) = (L)$. Comparing behavior at infinity, we also see that $K^*_\mathcal{F} \cong k_{N \times \mathbb{R}}$.

As a conclusion, we get (noticing that $c^*(k_{N \times \mathbb{R}}) = k_{N \times \mathbb{R}}$)

**Proposition 9.1.** The sheaf complex $\mathcal{F}^\bullet_{-L}$ is quasi-isomorphic to
\[ 0 \to k_{N \times \mathbb{R}}[-n] \to c^*(\mathbb{D}\mathcal{F}^\bullet)[-n] \to 0 \]

We now give an alternative construction of $\mathcal{F}^\bullet_{-L}$. We mention that since $L$ is orientable, the orientation sheaf $\omega_N$ is equal to $k_N[n]$ and

\[ \mathbb{D}\mathcal{F}^\bullet = R\mathcal{H}om(\mathcal{F}^\bullet, \omega_N) = R\mathcal{H}om(\mathcal{F}^\bullet[-n], k_{N \times \mathbb{R}})[n] \]

**Lemma 9.2.** Let $\mathcal{F}^\bullet \in D^b(N \times \mathbb{R})$ be such that $SS(\mathcal{F}^\bullet) = L$ and satisfies (1), (2) of the main theorem. Then we have that $R\mathcal{H}om(\mathcal{F}^\bullet, k_{N \times \mathbb{R}})$ is pure and simple (i.e. satisfies (1) of the main theorem), $R\mathcal{H}om(\mathcal{F}^\bullet, k_{N \times \mathbb{R}}) \equiv k_N\text{ near } +\infty$, $R\mathcal{H}om(\mathcal{F}^\bullet, k_{N \times \mathbb{R}}) \equiv 0\text{ near } -\infty$, and $SS(R\mathcal{H}om(\mathcal{F}^\bullet, k_{N \times \mathbb{R}})) = -SS(\mathcal{F}^\bullet)$.

**Proof.** See [K-S], proposition 5.4.14, page 236 (or [Vit4], Proposition 9.43, page 162). Note that we use the fact that $\mathcal{F}^\bullet$ is constructible.

Note that as a result $SS(R\mathcal{H}om(\mathcal{F}^\bullet, k_{N \times \mathbb{R}})) \subset \{ \tau \leq 0 \}$, but we want a sheaf such that $SS(\mathcal{G}^\bullet) \subset \{ \tau \geq 0 \}$, $\mathcal{G}^\bullet \equiv k_N\text{ near } +\infty$, $\mathcal{G}^\bullet \equiv 0\text{ near } -\infty$ and $SS(\mathcal{G}^\bullet) = \gamma(-SS(\mathcal{F}^\bullet))$.

We have for $\mathcal{F}^\bullet = \mathcal{F}^\bullet_L$ that $R\text{Hom}(k_{N \times \mathbb{R}}, \mathcal{F}^\bullet) = k$ since according to Proposition 8.49 of [Vit4], we have
\[ R\text{Hom}(k_{N \times \mathbb{R}}, \mathcal{F}^\bullet) = H^0(N \times \mathbb{R}, R\mathcal{H}om(k_{N \times \mathbb{R}}, \mathcal{F}^\bullet)) \]

and the singular support of $R\mathcal{H}om(k_{N \times \mathbb{R}}, \mathcal{F}^\bullet)$ is contained in $\tau \geq 0$, so
\[ H^0(N \times \mathbb{R}, R\mathcal{H}om(k_{N \times \mathbb{R}}, \mathcal{F}^\bullet)) = H^0(N \times \{ +\infty \}, R\mathcal{H}om(k_{N \times \mathbb{R}}, \mathcal{F}^\bullet)) = R\text{Hom}(k_N, k_N) = k \]

Now take a generator in $R\text{Hom}(k_{N \times \mathbb{R}}, \mathcal{F}^\bullet)$, it induces a morphism in the derived category
\[ k_{N \times \mathbb{R}} \xrightarrow{u} \mathcal{F}^\bullet \]
This complex yields an element $\overline{\mathcal{F}}^\bullet$ in $D^b(N \times \mathbb{R})$ equal to 0 near $t = +\infty$ (where $\mathcal{F}^\bullet \equiv 0$) and to $k_N$ near $-\infty$ (where $\mathcal{F}^\bullet \equiv k_N$) obtained by completing the triangle (remember this is always possible in a unique way, up to a non-unique isomorphism)
\[ \overline{\mathcal{F}}^\bullet \xrightarrow{v} k_{N \times \mathbb{R}} \xrightarrow{u} \mathcal{F}^\bullet \]

It is easy to see that this does not depend on the choice of $u$ (provided it is nonzero!). Moreover we have $SS(\overline{\mathcal{F}}^\bullet) = SS(\mathcal{F}^\bullet)$. 

Proposition 9.3. Let $\tilde{F}_L^* = c^*(R\mathcal{H}om(\overline{F}_L, k_{N \times \mathbb{R}}))$. Then $F_{-L}^* = \tilde{F}_L^*$ in particular $SS(\tilde{F}_L^*) = (-L)$ and $\tilde{F}_L^* = k_N$ near $+\infty$ and $0$ near $-\infty$.

Proof. Derived functors preserve distinguished triangles, so that applying $R\mathcal{H}om(\bullet, k_{N \times \mathbb{R}}[n])$ to the triangle

$$\overline{F}^* \xrightarrow{v} k_{N \times \mathbb{R}} \xrightarrow{u} F^*$$

yields a triangle

$$R\mathcal{H}om(\overline{F}^*, k_{N \times \mathbb{R}}[n]) \xrightarrow{v^*} R\mathcal{H}om(k_{N \times \mathbb{R}}, k_{N \times \mathbb{R}}[n]) \xrightarrow{u^*} R\mathcal{H}om(F^*, k_{N \times \mathbb{R}}[n])$$

and since $R\mathcal{H}om(k_{N \times \mathbb{R}}, k_{N \times \mathbb{R}}[n]) \simeq k_{N \times \mathbb{R}}$ and $\mathbb{D}F_L^* = R\mathcal{H}om(F^*, k_{N \times \mathbb{R}}[n])$ we get that $\tilde{F}_L^*$ is quasi-isomorphic to the total complex of

$$0 \rightarrow k_{N \times \mathbb{R}}[-n] \xrightarrow{u^*} c^*(\mathbb{D}F_L^*)[-n]$$

and this is quasi-isomorphic to $F_{-L}^*$. 

Remember all ours sheaves are constructible. In particular, which is not surprising (since $-(L) = L$), we have $\mathbb{D}^2 F^* = F^*$ and $R\mathcal{H}om(F^*, G^*) = R\mathcal{H}om(\mathbb{D}G^*, \mathbb{D}F^*)$.

Examples 9.4. 

(1) For $L = \Gamma_f$ where $f$ is a smooth function, we have $\tilde{F}_f^* = F_{-f}^*$.

(2) For $L = \nu^* U$, we have $\tilde{k}_U \times [0, +\infty] = k_{(N \setminus U) \times [0, +\infty]}$.

9.1. Sheaf products. Let now $F_1^*, F_2^*$ be two sheaves in $D^b(N \times \mathbb{R})$ and $s : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ the map $s(u, v) = u + v$. By abuse of notation, we write also $s$ for the map $N \times \mathbb{R} \times N \times \mathbb{R} \rightarrow N \times N \times \mathbb{R}$ given by $s(x, u, y, v) = (x, y, u + v)$ and set $d_N(x, u, v) = (x, u, x, v)$.

Definition 9.5. Let $F_i^*$ ($i = 1, 2$) be two sheaves in $D^b(N_1 \times \mathbb{R})$. We set

$$F_1^* \otimes F_2^* = (Rs)(F_1^* \boxtimes F_2^*)$$

in $D^b(N_1 \times N_2 \times \mathbb{R})$ and for $N_1 = N_2$,

$$F_1^* \otimes F_2^* = d_N^{-1}(F_1^* \star F_2^*) \in D^b(N \times \mathbb{R})$$

Finally we set $R\mathcal{H}om^@_b(F_1^*, F_2^*)$ to be the adjoint functor of $\otimes$, that is for all $F_1^*, F_2^*, F_3^*$

$$\text{Mor}_{D^b(N \times \mathbb{R})}(F_1^*, R\mathcal{H}om^@_b(F_2^*, F_3^*)) = \text{Mor}_{D^b(N \times \mathbb{R})}(F_1^* \otimes F_2^*, F_3^*)$$

Exercise 9.6.

(1) For functions $f, g \in C^\infty(N)$, we have $F_f^* \otimes F_g^* = F_{f+g}^*$.

(2) We have $k_{[\lambda, +\infty]} \otimes k_{[\mu, +\infty]} = k_{[\lambda + \mu, +\infty]}$.

(3) We also have $k_{U \times [0, +\infty]} \otimes k_{U \times [0, +\infty]} = k_{N \times [0, +\infty]}$. This follows from (1).

\[\text{we denote by } R\mathcal{H}om^@ \text{ what is denoted } Hom^* \text{ in } [Vic1].\]
(4) ⊗ is associative, commutative, and has $k_\mathbb{N} \times [0, +\infty]$ as neutral element.

Note that $d_N$ and $(Rs)_i$ commute, so we have

$$\mathcal{F}_1^i \otimes \mathcal{F}_2^i = (Rs)_i(\mathcal{F}_1^i \otimes_N \mathcal{F}_2^i)$$

where $\otimes_N$ means the tensor product is only over $N$ (so $\mathcal{F}_1^i \otimes_N \mathcal{F}_2^i \in D^b(N \times \mathbb{R} \times \mathbb{R})$).

Assume now the $\mathcal{F}_i^i (i = 1, 2, 3)$ satisfy the assumptions of our theorem, that is

1. $SS(\mathcal{F}_i^i) = \hat{L}_i$
2. $\mathcal{F}_i^i$ is pure and simple
3. $\mathcal{F}_i^i$ coincides with $k_N$ near $+\infty$ and with $0$ near $-\infty$.

**Lemma 9.7.** We have $\mathcal{F}_1^i \ast \mathcal{F}_2^i$ is quasi-isomorphic to $\mathcal{F}_{L_1 \times L_2}^i$ hence

$$SS(\mathcal{F}_1^i \ast \mathcal{F}_2^i) = \widehat{L_1 \times L_2}$$

**Proof.** It will be convenient to denote by $FC^*(L_1, L_2)$ the sheaf on $(\mathbb{R}, \leq)$ given by

$$]-\infty, \lambda[ \mapsto FC^*(L_1, L_2; -\infty, \lambda)$$

Then $FC^*(L_1 \times L_2, L_3 \times L_4)$ coincides with $s(FC^*(L_1, L_3) \otimes FC^*(L_2, L_4))$ since an intersection point of $(L_1 \times L_2) \cap (L_3 \times L_4)$ corresponding to a pair of intersection points of $L_1 \cap L_3$ and $L_2 \cap L_4$, and the action is the sum of the actions (moreover $\langle \partial(x_1, x_3), (x_2, x_4) \rangle = \langle \partial x_1, x_3 \rangle \langle \partial x_2, x_4 \rangle$). Now the quasi-presheaves $(U_1, U_2) \mapsto FC^*(L_1 \times L_2, v^* U_1 \times v^* U_2)$ and $(U_1, U_2) \mapsto s(FC^*(L_1, L_3) \otimes FC^*(L_2, L_4))$ do then coincide, so does their rectification and then sheafification. But $s!$ coincides with $(Rs)_i$ because these are flabby sheaves on $(\mathbb{R}, \leq)$ (see Appendix). Finally rectification and sheafification on $(U_1, U_2) \mapsto FC^*(L_1 \times L_2, v^* U_1 \times v^* U_2)$ yields $\mathcal{F}_{L_1 \times L_2}^i$, while the rectification of $(U_1, U_2) \mapsto s(FC^*(L_1, L_3) \otimes FC^*(L_2, L_4))$ yields $(Rs)_i(\mathcal{F}_{L_1}^i \boxtimes \mathcal{F}_{L_2}^i) = \mathcal{F}_1^i \ast \mathcal{F}_2^i$. 

Note that because $SS(\mathcal{F}_i^i)$ is Lagrangian, the inclusion ([Vit4], Proposition 9.33, page 155)

$$SS(\mathcal{F}_1^i \boxtimes \mathcal{F}_2^i) \subset SS(\mathcal{F}_1^i) \times SS(\mathcal{F}_2^i) = \widehat{L_1} \times \widehat{L_2}$$

is an equality, since the right hand side is a Lagrangian submanifold and the left-hand side is coisotropic (see [K-S], Th. 6.5.4 and [Gal]). Now

$$SS((Rs)_i(\mathcal{F}_1^i \boxtimes \mathcal{F}_2^i)) \subset (\Lambda_3)^\#(SS((\mathcal{F}_1^i \boxtimes \mathcal{F}_2^i)))$$

the right hand side is the reduction of $\widehat{L_1} \times \widehat{L_2}$ by $\tau_1 = \tau_2$, that is $L_1 \times L_2$. Indeed

$$L_1 \times (-L_2) = (\widehat{L_1} \times (-L_2)) \cap \{\tau_1 = \tau_2\} \approx$$

where $\cap \{\tau_1 = \tau_2\} \approx$ is the symplectic reduction by $\tau_1 = \tau_2$. This is easily checked, since

$$\{\tau_1 = \tau_2\} = \{(q_1, -f_{L_1}(q_1, -p_1), \tau_1 p_1, \tau_1 q_1, f_{L_2}(q_2, p_2), \tau_2 p_2, \tau_2 q_2) | (q_1, -p_1) \in L_1, (q_2, p_2) \in L_2, \tau_1, \tau_2 \geq 0\}$$
and its reduction is
\[
\{(q_1, q_2, f_{L_2}(q_2, p_2) - f_{L_1}(q_1, -p_1), \tau p_1, \tau p_2, \tau) \mid (q_1, -p_1) \in L_1, (q_2, p_2) \in L_2, \tau_1, \tau_2 \geq 0\}
\]
But \((Rs)\) corresponds on the singular support to reduction by \(\tau_1 = \tau_2\), so
\[
\text{SS}((Rs)_!((\mathcal{F}^*_1 \times \hat{\mathcal{F}}^*_2)) = L_1 \times (-L_2)
\]
Again we have equality, because \(\text{SS}((Rs)_!((\mathcal{F}^*_1 \times \hat{\mathcal{F}}^*_2))\) is coisotropic and \(L_1 \times L_2\) is Lagrangian.

**Proposition 9.8.** If the \(\mathcal{F}^*_i\) satisfy the above three conditions, then so does \(\mathcal{F}^*_1 \oplus \hat{\mathcal{F}}^*_2\), and we have \(R \mathcal{H} \text{om}^\circ (\hat{\mathcal{F}}^*_2, \mathcal{F}^*_1) = \mathcal{F}^*_1 \oplus \hat{\mathcal{F}}^*_2\). Moreover \(\mathcal{F}^*_L \times (\mathcal{F}^*_1 = \hat{\mathcal{F}}^*_2 \ast \mathcal{F}^*_1\) and \(SS(\mathcal{F}^*_1 \ast \hat{\mathcal{F}}^*_2) = L_1 \times (-L_2)\).

**Proof.** Indeed, \(SS(\hat{\mathcal{F}}^*_2) = \bar{L}_2\), and according to the previous lemma, \(SS(\hat{\mathcal{F}}^*_2 \ast \mathcal{F}^*_1) = L_1 \times (-L_2)\). Moreover \((Rs)_!((\hat{\mathcal{F}}^*_2 \times \mathcal{F}^*_1))\) is simple.

To prove that \((Rs)_!((\mathcal{F}^*_2 \times \mathcal{F}^*_1))\) coincides with \(0_{N} \near \infty\) and with \(k_{N} \near +\infty\), it is enough to prove that \((\hat{\mathcal{F}}^*_2 \times \mathcal{F}^*_1)\) coincides with \(0_{N} \times N \near \{(t_1, t_2) \mid t_1 + t_2 < -A\}\) and with \(k_{N} \times N \near \{(t_1, t_2) \mid t_1 + t_2 < A\}\) for \(A\) large enough. Since \(SS(\hat{\mathcal{F}}^*_2 \times \mathcal{F}^*_1) \subset \{(\tau_1, \tau_2) \mid \tau_1 > 0, \tau_2 > 0\}\) we have for \(T\) large enough an isomorphism

\[
H^*(N \times \{(t_1, t_2) \mid t_1 + t_2 > T\}, \mathcal{F}^*_2 \times \mathcal{F}^*_1) \to H^*(N \times \{(t_1, t_2) \mid t_1 > T, t_2 > T\}, \mathcal{F}^*_2 \times \mathcal{F}^*_1)
\]

hence

\[
R\Gamma(N \times s^{-1}[t > T], \mathcal{F}^*_2 \times \mathcal{F}^*_1) \to R\Gamma(N \times \{(t_1, t_2) \mid t_1 > T, t_2 > T\}, \mathcal{F}^*_2 \times \mathcal{F}^*_1)
\]

is an isomorphism and \(\mathcal{F}^*_2 \times \mathcal{F}^*_1\) is isomorphic to \(0_N\) and \(\mathcal{F}^*_2 \times \mathcal{F}^*_1\) is isomorphic to \(0_{N} \times N\). That \(R \mathcal{H} \text{om}^\circ (\mathcal{F}^*_2, \mathcal{F}^*_1) = \mathcal{F}^*_1 \oplus \hat{\mathcal{F}}^*_2\) either follows from uniqueness or can be proved as 3.4.4 in [K-S], p. 159 since the sheaves are (cohomologically) constructible.

**Proposition 9.9.** We have

\[
H^*(N \times \Delta_\infty, \lambda[\mathcal{F}^*_L \times \hat{\mathcal{F}}^*_2]) = FH^*(L_1, L_2; \lambda)
\]

**Proof.** Applying Corollary 8.2 with \(Z = \Delta_\infty\), and since \(\mathcal{F}^*_2 \oplus \mathcal{F}^*_1\) is the quantization of \(L_1 \times (-L_2)\), we have

\[
H^*(N \times \Delta_\infty, \lambda[\mathcal{F}^*_L \times \hat{\mathcal{F}}^*_2]) = H^*(N \times \Delta_\infty, \lambda[\mathcal{F}^*_L \times \hat{\mathcal{F}}^*_2]) = FH^*(L_1 \times (-L_2), \Delta_N; \lambda) = FH^*(L_1, L_2; \lambda)
\]

\(\square\)
Proposition 9.10. If $\mathcal{F}^*, \mathcal{G}^*$ have bounded support near $-\infty$ (this is always the case for $\mathcal{F}^*$), there is a product map 
\[ \cup : H^*(N \times [\lambda, +\infty[, \mathcal{F}^*) \otimes H^*(N \times [\mu, +\infty[, \mathcal{G}^*) \longrightarrow H^*(N \times [\lambda + \mu, +\infty[, \mathcal{F}^* \otimes \mathcal{G}^*) \]

Proof. Indeed, $H^*(N \times [\lambda, +\infty[, \mathcal{F}^*) = H^*(N \times \mathbb{R}, \mathcal{F}^* \otimes k_{N \times [\lambda, +\infty[})$ and since $\otimes$ is associative and commutative, we have 
\[ (\mathcal{F}^* \otimes k_{N \times [\lambda, +\infty[}) \otimes (\mathcal{G}^* \otimes k_{N \times [\mu, +\infty[})) = \mathcal{F}^* \otimes \mathcal{G}^* \otimes k_{N \times [\lambda + \mu, +\infty[} \]

and we only have to define a map 
\[ H^*(N \times \mathbb{R}, \mathcal{F}^*) \otimes H^*(N \times \mathbb{R}, \mathcal{G}^*) \longrightarrow H^*(N \times \mathbb{R}, \mathcal{F}^* \otimes \mathcal{G}^*) \]

Since $\mathcal{F}^* \otimes \mathcal{G}^* = (Rs)(d_N^{-1}(\mathcal{F}^* \boxtimes \mathcal{G}^*))$ we have 
\[ H^*(N \times \mathbb{R}, (\mathcal{F}^* \otimes \mathcal{G}^*) = H^*(N \times \mathbb{R}, d_N^{-1}(Rs)((\mathcal{F}^* \boxtimes \mathcal{G}^*)) = H^*(\Delta_N \times \mathbb{R}, (Rs)((\mathcal{F}^* \boxtimes_N \mathcal{G}^*)) = H^*_s(\Delta_N \times \mathbb{R}^2, \mathcal{F}^* \boxtimes_N \mathcal{G}^*) \]

In the last equality we should be careful about the support (on the real component, since $N$ is compact anyway), and $H^*_s$ means that we should take sections with a support on which $s$ is proper. But since we will look at sheaves vanishing at $-\infty$, their support is of the type $[a, +\infty[$, and $s$ is always proper on the product of two such sets. Now for such sheaves, we have obviously a map 
\[ H^*(N \times \mathbb{R}, \mathcal{F}^*) \otimes H^*(N \times \mathbb{R}, \mathcal{G}^*) \longrightarrow H^*_s(N \times \mathbb{R} \times N \times \mathbb{R}, \mathcal{F}^* \boxtimes \mathcal{G}^*) \longrightarrow H^*(\Delta_N \times \mathbb{R}^2, \mathcal{F}^* \boxtimes_N \mathcal{G}^*) \]
the last map being restriction. 

Alternate proof: Remember that $H^*(N \times [\lambda, +\infty[, \mathcal{F}^*)$ is a relative cohomology of $\mathcal{F}^*$ (that of $\mathcal{F}^*$ for the pair $(\mathbb{R}, [\lambda, +\infty[$, $\lambda$) and note that 
\[ (\mathbb{R}, [\lambda, +\infty]) \times (\mathbb{R}, [\mu, +\infty]) = (\mathbb{R}^2, [\lambda, +\infty]) \]

So writing $P_{\lambda, \mu} = \{(u, v) \mid u < \lambda, v < \mu\}$ and $P_v = \{(u, v) \mid u + v < \nu\}$ and $\overline{P}_{\lambda, \mu}, \overline{P}_v$ for the pairs $(\mathbb{R}^2, P_{\lambda, \mu}), (\mathbb{R}^2, P_v)$, we have an inclusion 
\[ P_{\lambda + \mu} \subset P_{\lambda, \mu} \]
so that if $\mathcal{F}^*$ is in $D^b(\mathbb{R}^2)$, we have a map 
\[ i(\overline{P}_{\lambda, \mu}, \overline{P}_{\lambda + \mu}) : H^*(\overline{P}_{\lambda, \mu}; \mathcal{F}^*) \longrightarrow H^*(\overline{P}_{\lambda + \mu}; \mathcal{F}^*) \]

Thus we have an isomorphism 
\[ H^*(N \times [\lambda, +\infty[, \mathcal{F}^*) \otimes H^*(N \times [\mu, +\infty[, \mathcal{G}^*) \longrightarrow H^*(N^2 \times \overline{P}_{\lambda, \mu}; \mathcal{F}^* \boxtimes \mathcal{G}^*) \]

and a map induced by the restriction as described above 
\[ \sigma^* : H^*(N^2 \times \overline{P}_{\lambda, \mu}; \mathcal{F}^* \boxtimes \mathcal{G}^*) \longrightarrow H^*(\overline{P}_{\lambda + \mu}; \mathcal{F}^* \boxtimes \mathcal{G}^*) \]
and an isomorphism

$$H^* (N^2 \times F_{\lambda + \mu}; F^* \otimes G^*) \cong H^* (N^2 \times [\lambda + \mu, +\infty]; (R_s)(F^* \otimes G^*)) = H^* (N^2 \times [\lambda + \mu, +\infty]; F^* \otimes G^*)$$

Finally we compose this with the restriction to the diagonal

$$\rho_{\Delta N}: H^* (N^2 \times [\lambda + \mu, +\infty]; F^* \otimes G^*) \longrightarrow H^* (N \times [\lambda + \mu, +\infty]; F^* \otimes G^*)$$

and we get the map

$$H^* (N \times [\lambda, +\infty], F^*) \otimes H^* (N \times [\mu, +\infty], G^*) \longrightarrow H^* (N \times [\lambda + \mu, +\infty]; F^* \otimes G^*)$$

We shall prove in the next section that this map induces the Floer cohomology pant product.

We have now

**Proposition 9.11.**

1. Denoting by $\pi: N \times \mathbb{R} \longrightarrow \mathbb{R}$ the projection, we have the isomorphism

   $$(R\pi)_* (\tilde{F}^* \otimes \tilde{F}^*_L) = H^* (N) \otimes k_{[0, +\infty]}$$

2. There are morphisms $k_{N \times [0, +\infty]} \longrightarrow \tilde{F}^* \otimes \tilde{F}^*_L \longrightarrow k_{N \times [0, +\infty]}$ such that the composition is an isomorphism.

**Proof.** Indeed, we have

$$H^* ((\lambda, \mu, (R\pi)(\tilde{F}^* \otimes \tilde{F}^*_L))) = H^* (N \times [\lambda, \mu], \tilde{F}^* \otimes \tilde{F}^*_L)$$

and this last group is $FH^* (L, L; \lambda, \mu)$ so this is

(a) $H^* (N)$ if $0 \in [\lambda, \mu]$

(b) 0 otherwise

A sheaf $\mathcal{H}^*$ satisfying this properties must have $SS(\mathcal{H}^*) = T^*_0 N$ and is pure, and moreover, is quasi-isomorphic to $H^* (N)$ at $+\infty$ and 0 at $-\infty$ (since this is the case for $\tilde{F}^* \otimes F^*$). The only such sheaf is $H^* (N) \otimes k_{[0, +\infty]}$.

2 We have, using the fact that $k_{N \times [0, +\infty]} = k_{N \times [0, +\infty]}$,

$$\text{Mor}(k_{N \times [0, +\infty]}, \tilde{F}^* \otimes \tilde{F}^*_L) = \text{Mor}(k_{N \times [0, +\infty]}, R\mathcal{H}om^\otimes (\tilde{F}^*_L, F^*_L)) = \text{Mor}(k_{N \times [0, +\infty]} \otimes \tilde{F}^*_L, F^*_L)$$

So the identity map in this last set yields a "natural morphism" from $k_{N \times [0, +\infty]}$ to $\tilde{F}^* \otimes F^*$. Conversely,

$$\text{Mor}(\tilde{F}^* \otimes F^*_L, k_{N \times [0, +\infty]}) = \text{Mor}(F^*_L, R\mathcal{H}om^\otimes (\tilde{F}^*_L, k_{N \times [0, +\infty]})) = \text{Mor}(F^*_L, \tilde{F}^*_L)$$

and again we select the identity map. We let it to the reader to check that composition yields the identity. □
In the sequel we shall write $FH^*(L_1, L_2; t^-, t^+)$ for the limit as $\epsilon$ goes to 0 of $FH^*(L_1, L_2, t-\epsilon, t+\epsilon)$. We finally define a general product map

$$
H^*(N \times [\lambda, +\infty], \mathcal{H}om^\otimes(\mathcal{F}_{L_1}^*, \mathcal{F}_{L_2}^*)) \otimes H^*(N \times [\mu, +\infty], \mathcal{H}om^\otimes(\mathcal{F}_{L_2}^*, \mathcal{F}_{L_3}^*))
$$

that is

$$
H^*(N \times [\lambda + \mu, +\infty], \mathcal{H}om^\otimes(\mathcal{F}_{L_1}^*, \mathcal{F}_{L_3}^*))
$$

or else

$$
H^*(N \times \mathcal{P}_{\lambda, \mu, (\mathcal{F}_{L_1}^* \otimes \mathcal{F}_{L_2}^*) \otimes (\mathcal{F}_{L_2}^* \otimes \mathcal{F}_{L_3}^*)))
$$

by composing the following maps.
\[ H^* (N \times [\lambda, +\infty], \mathcal{F}^*_L \otimes \mathcal{F}^*_L) \otimes H^* (N \times [\mu, +\infty], \mathcal{F}^*_L \otimes \mathcal{F}^*_L) \]

\[ \cong \]

\[ H^* (N \times N \times \overline{P}_{\lambda, \mu}, (\mathcal{F}^*_L \otimes \mathcal{F}^*_L) \boxtimes (\mathcal{F}^*_L \otimes \mathcal{F}^*_L)) \]

\[ \downarrow \]

\[ H^* (N \times N \times \overline{P}_{\lambda + \mu}, (\mathcal{F}^*_L \otimes \mathcal{F}^*_L) \boxtimes (\mathcal{F}^*_L \otimes \mathcal{F}^*_L)) \]

\[ \cong \]

\[ H^* (N \times [\lambda + \mu, +\infty], \mathcal{F}^*_L \otimes \mathcal{F}^*_L \otimes \mathcal{F}^*_L \otimes \mathcal{F}^*_L) \]

\[ \downarrow \]

\[ H^* (N \times [\lambda + \mu, +\infty], \mathcal{F}^*_L \otimes \mathcal{F}^*_L \otimes \mathcal{F}^*_L \otimes \mathcal{F}^*_L) \]

\[ \cong \]

\[ (Rs) \]

\[ d^{-1}_N \]

\[ \mathcal{H}^* (N \times [\lambda + \mu, +\infty], \mathcal{F}^*_L \otimes \mathcal{F}^*_L) \]

Note that \((Rs) d^{-1}_N \) can also be identified to the map

\[ H^* (N \times N \times \overline{P}_{\lambda, \mu}, (\mathcal{F}^*_L \otimes \mathcal{F}^*_L) \boxtimes (\mathcal{F}^*_L \otimes \mathcal{F}^*_L)) \]

\[ \downarrow \]

\[ H^* (N \times N \times [\lambda + \mu, +\infty], ((\mathcal{F}^*_L \otimes \mathcal{F}^*_L) \ast (\mathcal{F}^*_L \otimes \mathcal{F}^*_L)) \otimes k_{\Delta N \times [0, +\infty)} \]

\[ \downarrow \]

\[ H^* (N \times N \times [\lambda + \mu, +\infty], ((\mathcal{F}^*_L \otimes \mathcal{F}^*_L) \ast k_{N \times [0, +\infty]} \otimes k_{\Delta N \times [0, +\infty)}) \]

**Definition 9.12.** The map defined above

\[ H^* (N \times [\lambda, +\infty], \mathcal{F}^*_L \otimes \mathcal{F}^*_L) \otimes H^* (N \times [\mu, +\infty], \mathcal{F}^*_L \otimes \mathcal{F}^*_L) \]

\[ \downarrow \]

\[ H^* (N \times [\lambda + \mu, +\infty], \mathcal{F}^*_L \otimes \mathcal{F}^*_L) \]

is denoted \(\cup_{\otimes}.\)

Finally we have the following

**Definition 9.13.** There is a category \(DF(N)\) such that

1. It is generated by the constructible objects of \(D^{b}(N \times \mathbb{R})\) such that (2), (3) hold
(2) The morphisms between \( F^• \) and \( G^• \) are \( R\mathcal{H}om(\mathcal{F}^•, \mathcal{G}^•) \cong \mathcal{F}^• \otimes \mathcal{G}^• \) (Proposition 9.8).

(3) The composition is given by a morphism

\[
R\mathcal{H}om(\mathcal{F}^•, \mathcal{G}^•) \otimes R\mathcal{H}om(\mathcal{G}^•, \mathcal{H}^•) \to R\mathcal{H}om(\mathcal{F}^•, \mathcal{H}^•)
\]

since the left hand side can be identified to

\[
(\mathcal{F}^• \otimes \mathcal{G}^•) \otimes (\mathcal{G}^• \otimes \mathcal{H}^•)
\]

the above map is induced by the map

\[
\mathcal{G}^• \otimes \mathcal{G}^• \to k_{N \times [0, +\infty[}
\]

defined in Proposition 9.11 and we then use the fact that \( k_{N \times [0, +\infty[} = k_{N \times [0, +\infty[} \).

(4) It has a monoidal structure derived from \( (\mathcal{F}^•, \mathcal{G}^•) \to \mathcal{F}^• \otimes \mathcal{G}^• \) with identity

\[
k_{N \times [0, +\infty[}
\]

In the following section we define the analogue of the pant-product, that will be a functor

\[
R\mathcal{H}om(\mathcal{F}^•, \mathcal{G}^•) \otimes R\mathcal{H}om(\mathcal{G}^•, \mathcal{H}^•) \to R\mathcal{H}om(\mathcal{F}^•, \mathcal{H}^•)
\]

thus making the above an enriched category.

10. SYMPLECTIC REDUCTION AND PANT PRODUCT IDENTIFICATION

Our goal here is to identify a number of operations on the symplectic topology side with operations on sheaves. Besides an interpretation of symplectic reduction as restriction of sheaves, our main goal is to identify the pant product in Floer cohomology to the product

\[
\bigcup \otimes : R\mathcal{H}om(\mathcal{F}^•_1, \mathcal{F}^•_2) \otimes R\mathcal{H}om(\mathcal{F}^•_2, \mathcal{F}^•_3) \to R\mathcal{H}om(\mathcal{F}^•_1, \mathcal{F}^•_3)
\]

We shall first redefine the pant-product as follows. Remember that we can identify \( FH^*(L_1, L_2) \) to \( FH^*((-L_1) \times L_2, v^*\Delta_N) \), and the same for its filtered version. Moreover there is a canonical isomorphism (this is Künneth, since we are with coefficients in a field) from \( FH^*((-L_1) \times L_2 \times (-L_2) \times L_3, v^*\Delta_{(1,2)(3,4)}^\Delta) \) to \( FH^*((-L_1) \times L_2, v^*\Delta_N) \otimes FH^*((-L_2) \times L_3, v^*\Delta_N) \cong FH^*(L_1, L_2) \otimes FH^*(L_2, L_3).

In the sequel we denote by \( \Delta_{N}^{i,j} \) the subset of \( N^4 \) given by \( \{(q_1, q_2, q_3, q_4) \mid q_i = q_j \} \) by \( \Delta_{N}^{i,j(k,l)} = \Delta_{N}^{i,j} \cap \Delta_{N}^{k,l} \) and by \( \Delta_N \) the set \( \{(q, q, q) \mid q \in N \} \).

10.1. Symplectic reduction. We now have the following two propositions

**Proposition 10.1.** Let \( Y \subset X \) be a smooth closed submanifold. Let \( L \) be an exact Lagrangian brane with symplectic reduction by \( T_Y^*X \) denoted by \( L_Y \). We assume \( T_Y^*X \) is transverse to \( L \), and that \( L_Y \) is embedded. Then
(1) We have an isomorphism
\[ FH^*(L, v^* Y; a, b) \simeq FH^*(L_Y, 0_Y; a, b) \]

(2) There is a natural map
\[ r_Y : FH^*(L, 0_X; a, b) \to H^*(L_Y, 0_Y; a, b) \]
induced by the composition of the above and of the natural map
\[ FH^*(L, 0_X; a, b) \to FH^*(L, v^* Y; a, b) \]
obtained by pant product with the generator \( u_Y \) of \( FH^0(0_X, v^* Y; -\epsilon, \epsilon) \simeq H^0(Y) \) and induced on the sheaf side by the natural restriction map \( H^*(X \times [a, b], F_L^*) \to H^*(Y \times [a, b], F_L^*) \).

Proof. First the map \( r_Y \) is induced by \( F_L^* \to F_L^* \otimes k_{Y \times [0, +\infty]} \). In other words, denoting by \( 1_Y \) the generator of \( H^*(X \times [-\epsilon, \epsilon], k_{Y \times [0, +\infty]} ) \simeq H^*(Y) \), we want to first prove that the following is a commutative diagram

\[ \begin{array}{ccc}
F H^*(L, 0_X; a, b) & \xrightarrow{\cup_{pant} u_Y} & F H^*(L, v^* Y; a, b) \\
\downarrow \simeq & & \downarrow \simeq \\
H^*(X \times [a, b], F_L^*) & \xrightarrow{\cup 1_Y} & H^*(Y \times [a, b], F_L^*)
\end{array} \]

Note that we have a restriction map \( \rho_{X,Y} : H^*(X \times [a, b], F_L^*) \to H^*(Y \times [a, b], F_L^*) \) induced by the inclusion of \( Y \) in \( X \) and also a continuation map \( c_{X,Y} : FH^*(L, 0_X; a, b) \to FH^*(L, v^* Y; a, b) \) obtained from the remark that the characteristic functions of \( X \) and \( Y \) satisfy \( (1 - \chi_X) \leq (1 - \chi_Y) \). Because as we remarked the restriction map on the complex of sheaves \( F_L^* \) is induced by a continuation map on \( FC^* \) (see Remark [7.2][2]), the following diagram is indeed commutative

\[ \begin{array}{ccc}
F H^*(L, 0_X; a, b) & \xrightarrow{c_{X,Y}} & F H^*(L, v^* Y; a, b) \\
\downarrow \simeq & & \downarrow \simeq \\
H^*(X \times [a, b], F_L^*) & \xrightarrow{\rho_{X,Y}} & H^*(Y \times [a, b], F_L^*)
\end{array} \]

so we must prove that \( c_{X,Y} \) and \( \rho_{X,Y} \) coincide with the cup-products above.

For \( \rho_{X,Y} \) this is easy. Indeed, it is well-known that the restriction map from \( X \times \mathbb{R} \) to \( Y \times \mathbb{R} \) is induced by \( F^* \to F^* \otimes k_{Y \times \mathbb{R}} \). As a result, replace \( F^* \) by an injective complex \( I^* \) and \( k_Y \) by another injective resolution, then \( H^*(X, F^*) \to H^*(Y, F^*) \) is induced by the map of complexes \( \Gamma(X, I^*) \to \Gamma(Y, I^* \otimes k_Y) \) defined by \( s \mapsto s \otimes 1_Y \), but \( 1_Y \in \Gamma(X, k_Y) = H^0(X, k_Y) \), so this map is equivalent to the map induced by the cup product with \( 1_Y \in \Gamma(X, k_Y) = H^0(X, k_Y) \).

We now consider the case of \( c_{X,Y} \).
**Lemma 10.2.** Let \( f \in C^\infty(N) \) be a non-positive function such that \( \max_{x \in N} f(x) = 0 \). Then the pant product
\[
FH^*(L, 0_N; a, b) \to FH^*(L, \Gamma_f; a, b)
\]
by \( u_f \) the unit in \( FH^*(0_N, \Gamma_f; -\varepsilon, \varepsilon) \), coincides with the monotone continuation map associated to the homotopy \( t \mapsto t \cdot f \).

**Proof.** Consider the diagram, where the maps \( FH^*(L_2, L_2) \to FH^*(L_2, L'_2) \) and \( FH^*(L_1, L_2) \to FH^*(L_1, L'_2) \) are induced by an increasing continuation map, denoted respectively by \( c^2_{L_2, L'_2}, c^1_{L_1, L'_2} \). Then the following is a commutative diagram (see [Ab-S], proposition 3.15)
\[
\begin{array}{ccc}
FH^*(L_1, L_2) \otimes FH^*(L_2, L_2) & \overset{\cup_{\text{pant}}}{\longrightarrow} & FH^*(L_1, L_2) \\
\downarrow \text{id} \otimes c^2_{L_2, L'_2} & & \downarrow c^1_{L_1, L'_2} \\
FH^*(L_1, L_2) \otimes FH^*(L_2, L'_2) & \overset{\cup_{\text{pant}}}{\longrightarrow} & FH^*(L_1, L'_2)
\end{array}
\]

Thanks to monotonicity, we have also for all \( \varepsilon > 0 \) the following commutative diagram
\[
\begin{array}{ccc}
FH^*(L_1, L_2; \lambda) \otimes FH^*(L_2, L_2; \varepsilon) & \overset{\cup_{\text{pant}}}{\longrightarrow} & FH^*(L_1, L_2; \lambda + \varepsilon) \\
\downarrow \text{id} \otimes c^2_{L_2, L'_2} & & \downarrow c^1_{L_1, L'_2} \\
FH^*(L_1, L_2, \lambda) \otimes FH^*(L_2, L'_2, \varepsilon) & \overset{\cup_{\text{pant}}}{\longrightarrow} & FH^*(L_1, L'_2; \lambda + \varepsilon)
\end{array}
\]

therefore for \( L_2 = 0_N \) and \( L'_2 = \Gamma_f \) for \( f \leq 0 \) we get, denoting by \( c_f \) both continuation maps
\[
\begin{array}{ccc}
FH^*(L_1, 0_N; \lambda) \otimes FH^*(0_N, 0_N; \varepsilon) & \overset{\cup_{\text{pant}}}{\longrightarrow} & FH^*(L_1, 0_N; \lambda + \varepsilon) \\
\downarrow \text{id} \otimes c_f & & \downarrow c_f \\
FH^*(L_1, 0_N, \lambda) \otimes FH^*(0_N, \Gamma_f, \varepsilon) & \overset{\cup_{\text{pant}}}{\longrightarrow} & FH^*(L_1, \Gamma_f; \lambda + \varepsilon)
\end{array}
\]

and denoting \( c_f(1) = 1_f \), we get a diagram
\[
\begin{array}{ccc}
FH^*(L_1, 0_N; \lambda) & \overset{\cup_{\text{pant}} 1 = \text{id}}{\longrightarrow} & FH^*(L_1, 0_N; \lambda + \varepsilon) \\
\downarrow \text{id} & & \downarrow c_f \\
FH^*(L_1, 0_N, \lambda) & \overset{\cup_{\text{pant}} 1_f}{\longrightarrow} & FH^*(L_1, \Gamma_f; \lambda + \varepsilon)
\end{array}
\]
and as $\varepsilon$ goes to 0,

$$
FH^*(L_1, 0_N; \lambda) \xrightarrow{\cup_{\text{pan}t} 1 = id} FH^*(L_1, 0_N; \lambda)
$$

$$
FH^*(L_1, 0_N, \lambda) \xrightarrow{\cup_{\text{pan}t} 1_f} FH^*(L_1, \Gamma_f; \lambda)
$$

In other words $c_f$ coincides with $\cup_{\text{pan}t} 1_f$. \hfill \Box

End of proof of Proposition 10.1. Note that as $f$ goes to $-\infty \cdot (1 - \chi_Z)$, the lower right hand side converges to $FH^*(L, v^* Z; \lambda) = FH^*(L, 0_N; \lambda)$, and $1_f \in FH^*(0_N, \Gamma_f; \varepsilon)$ converge to $u_Z \in FH^*(0_N, v^* Z; \varepsilon)$, so the map $r_Z$ is a continuation map. \hfill \Box

We would like to extend the above to a reduction map

$$
FH^*(L_1, L_2; a, b) \longrightarrow FH^*((L_1)_Z, (L_2)_Z; a, b)
$$

also given by a cup product by $u_Z \in FH^0(0_N, v^* Z)$, but which must be explained. We start by the case where $L_2 = \Gamma_f$. The situation is now easy, because

$$
FH^*(L_1, \Gamma_f; a, b) = FH^*(L_1 - \Gamma_f, 0_N; a, b)
$$

and $(\Gamma_f)_Z = \Gamma_{f|Z}$.

**Lemma 10.3.** Assume $L_2 = \Gamma_f$. Then using the identification $FH^*(L_1, \Gamma_f; a, b) = FH^*(L_1 - \Gamma_f, 0_N; a, b)$ we have that the map

$$
r_Z : FH^*(L_1, L_2; a, b) \longrightarrow FH^*((L_1)_Z, (L_2)_Z; a, b)
$$

given by the cup-product with $u_Z \in FH^0(0_N, v^* Z; 0^-, 0^+) = H^0(Z)$. Here again $r_Z$ corresponds at the sheaf level to the restriction map

$$
\hat{H}^*(N \times [a, b], R\mathcal{H}om^\otimes(\mathcal{F}_{L_1}^*, \mathcal{F}_{L_2}^*)) \longrightarrow H^*(Z \times [a, b], R\mathcal{H}om^\otimes(\mathcal{F}_{L_1}^*, \mathcal{F}_{L_2}^*))
$$

Since for any $X \subset N$ we have $v^* X$ is the limit of $\Gamma_{f_j}$ for a sequence $f_j$ as above. Also for $X$ transverse to $Z$ we have $(v^* X)_Z = v^* (X \cap Z)$ we have also, according to the above result

**Corollary 10.4.** Let $Z$ be transverse to $X$ in $N$. The map

$$
r_Z : FH^*(L, v^* X; a, b) \longrightarrow FH^*((L)_Z, (v^* X)_Z; a, b)
$$

given by the cup-product with $u_Z \in FH^0(v^* X, v^* (X \cap Z); 0^-, 0^+) = H^0(X \cap Z)$. Here again $r_Z$ corresponds at the sheaf level to the restriction map

$$
H^*(X \times [a, b], \mathcal{F}_{L}^*) \longrightarrow H^*((X \cap Z) \times [a, b], \mathcal{F}_{L}^*)
$$
Proof. Indeed, as $\Gamma_f$ converges to $v^* X$, we have that $(\Gamma_f)_Z = \Gamma_{f|Z}$ converges to $v^*(X \cap Z)$. Then we have

$$FH^*(L, v^* X; a, b) = \lim_j FH^*(L, \Gamma_{f_j}; a, b)$$

the map from the lemma

$$FH^*(L, \Gamma_{f_j}; a, b) \rightarrow FH^*(L_Z, \Gamma_{f_{j|Z}}; a, b)$$

and the identification

$$\lim_j FH^*(L_Z, \Gamma_{f_{j|Z}}; a, b) = FH^*(L_Z, v^*(X \cap Z); a, b)$$

Finally we can prove that reduction by $Z$ is given by a cup-product without restriction on $L_2$

**Proposition 10.5.** Let $L_1, L_2$ be lagrangian branes in $T^* N$ and assume they have good reduction at $Z$. Then there is a cup product map

$$r_Z : FH^*(L_1, L_2; a, b) \rightarrow FH^*((L_1)_Z, (L_2)_Z; a, b)$$

given by the cup-product with $u_Z \in FH^0(0_N, v^* Z; 0^-, 0^+; H^0(Z)$. Here again $r_Z$ corresponds at the sheaf level to the restriction map

$$\rho_Z : H^*(N \times [a, b][R\mathcal{H}om^\otimes(\mathcal{F}_{L_1}, \mathcal{F}_{L_2})) \rightarrow H^*(Z \times [a, b][R\mathcal{H}om^\otimes(\mathcal{F}_{L_1}, \mathcal{F}_{L_2}))$$

Proof. Indeed, we may identify $FH^*(L_1, L_2; a, b)$ to $FH^*(-L_1 \times L_2, v^* \Delta_N; a, b)$, and then according to the previous corollary, considering the reduction with respect to $Z \times Z$, and using the fact that $(-L_1 \times L_2)_Z \times Z = (L_1)_Z \times (L_2)_Z$ and $\Delta_N \cap (Z \times Z) = \Delta_Z$, we get that the map from the Corollary is

$$FH^*(-L_1 \times L_2, v^* \Delta_N; a, b) \rightarrow FH^*((-L_1 \times L_2)_{Z \times Z}, v^*(\Delta_Z))$$

but since

$$FH^*((-L_1 \times L_2)_{Z \times Z}, v^*(\Delta_Z)) = FH^*(-L_1)_Z \times (L_2)_Z, v^*(\Delta_Z) = FH^*((L_1)_Z, (L_2)_Z)$$

we get the announced map. Note that $FH^*(L_1 \times L_2, v^* \Delta_N; a, b)$ corresponds to

$$H^*(\Delta_N \times [a, b][\mathcal{F}^*_L \otimes \mathcal{F}^*_L) = H^*(N \times [a, b][\mathcal{F}^*_L \otimes \mathcal{F}^*_L) = H^*(N \times [a, b][R\mathcal{H}om(\mathcal{F}_{L_1}, \mathcal{F}_{L_2}))$$

There is another symplectic reduction in a cotangent bundle of a product (or more generally a fibration), $X \times Y$. Indeed, the submanifold $C^X = 0_X \times T^* Y$ is coisotropic, and the reduction of $L$, if $L$ is transverse to $C^X$ and the projection $L \cap C^X \rightarrow T^* Y$ is an embedding, is a Lagrangian $L^Y$. We then have
Proposition 10.6. We have, denoting by $\pi_Y$ the projection of $X \times Y \times \mathbb{R}$ on $Y \times \mathbb{R}$,

$$H^* (X) \otimes \mathcal{F}^*_Y = (R\pi_Y)_* (\mathcal{F}^*_L)$$

We shall postpone the proof. Note however, that it follows from uniqueness and \cite{K-S} (see also \cite{Vit4}, Proposition 9.7) that $SS((R\pi_Y)_* (\mathcal{F}^*_L)) = \mathcal{L}^Y$. However this happens with multiplicity, i.e. at $t = +\infty$, we have $H^*(\{y\} \times \{t\}, (R\pi_Y)_* (\mathcal{F}^*_L)) = H^*(X \times \{y\} \times \{t\}, (\mathcal{F}^*_L)) = H^*(X \times \{y\}, k_{X \times Y}) = H^*(X)$.

Note also that a "heuristic" approach would tell us that $(R\pi_Y)_* (\mathcal{F}^*_L)$ is obtained by sheafifying the presheaf associated to the quasi-presheaf $V \mapsto FC^*(L, 0_X \times v^* V; a, b)$ since $v^* X = 0_X$. The uniqueness theorem tells us that if $F$ with $SS(F) = \hat{\mathcal{L}}$ and $F_{\mathcal{F}^*} = V$ at $+\infty$ and 0 at $-\infty$, then $F_{\mathcal{F}^*} = \mathcal{F}^* \otimes V$.

10.2. The pant product. We now consider the pant product. We first look at the Floer cohomology for products manifolds, i.e. we look at $FC^*(L_1 \times L_2, 0_N \times 0_N)$ for any $P$ open in $\mathbb{R}^2$ such that $P$ is equal to $P + Q$ where $Q$ is the cone, $]-\infty, 0[ \times ]-\infty, 0]$. By considering $PFC^*(L_1 \times L_2, v^* U_1 \times v^* U_2, P)$, we can repeat the arguments of section 5 to section 8 and build a sheaf $P\mathcal{F}^*_{L_1 \times L_2}$ on $N \times N \times \mathbb{R}_Q^2$ where $\mathbb{R}_Q^2$ is the space $\mathbb{R}^2$ with the topology for which open sets are subsets $P$ such that $P = P + Q$ (this is largely used in \cite{K-S}). Noting that

$$PFC^*(L_1 \times L_2, 0_N \times 0_N; P_v, \mathbb{R}^2) = FC^*(L_1 \times L_2, 0_N \times 0_N; [v, \infty])$$

and hence

$$H^*(N \times N \times \mathbb{R}^2, N \times N \times P_v; P\mathcal{F}^*_{L_1 \times L_2}) = H^*(N \times [v, +\infty[, \mathcal{F}^*_{L_1 \times L_2})$$

we have the commutative diagram, using the notations of page 40.
We also have for $X$, a submanifold of $N$, the fact that the long left-side arrow coincides with the pant product in Floer cohomology follows from Lemma [10.11] that will be proved later.

We thus just proved:

**Proposition 10.7.** Let $L_1, L_2$ be two Lagrangian branes. Then the pant product

$$FH^*(L_1, 0_N; \lambda, +\infty) \otimes FH^*(0_N, L_2; \mu, +\infty) \longrightarrow FH^*(L_1, L_2; \lambda + \mu, +\infty)$$

corresponds to the sheaf product defined in Proposition [9.10] $\cup_\otimes : H^*(N \times [\lambda, +\infty]; \mathcal{F}_{L_1}^\bullet) \otimes H^*(N \times [\mu, +\infty]; \mathcal{F}_{L_2}^\bullet) \longrightarrow H^*(N \times [\lambda + \mu, +\infty]; \mathcal{F}_{L_1}^\bullet \otimes \mathcal{F}_{L_2}^\bullet)$

**Corollary 10.8.** For any two smooth functions $f, g$, we have a pant product

$$FH^*(L_1, \Gamma_f; \lambda, +\infty) \otimes FH^*(\Gamma_g, L_2; \mu, +\infty) \longrightarrow FH^*(L_1, L_2; \lambda + \mu, +\infty)$$
corresponding to the sheaf cup-product defined in Proposition [9.10] $H^*(N \times [\lambda, +\infty]; \mathcal{F}_{L_1\Gamma_f}^\bullet) \otimes H^*(N \times [\lambda, +\infty]; \mathcal{F}_{L_2\Gamma_g}^\bullet) \longrightarrow H^*(N \times [\lambda + \mu, +\infty]; \mathcal{F}_{L_1}^\bullet \otimes \mathcal{F}_{L_2}^\bullet)$

We also have for $X$, a submanifold of $N$, $FH^*(L_1, v^* X; \lambda, +\infty) \otimes FH^*(v^* X, L_2; \mu, +\infty) \longrightarrow FH^*(L_1, L_2; \lambda + \mu, +\infty)$
corresponds to the sheaf cup-product defined in Proposition [9.10] $H^*(X \times [\lambda, +\infty]; \mathcal{F}_{L_1}^\bullet) \otimes H^*(X \times [\lambda, +\infty]; \mathcal{F}_{L_2}^\bullet) \longrightarrow H^*(X \times [\lambda + \mu, +\infty]; \mathcal{F}_{L_1}^\bullet \otimes \mathcal{F}_{L_2}^\bullet)$

**Proof.** The map

$$FH^*(L_1, \Gamma_f; \lambda, +\infty) \otimes FH^*(\Gamma_g, L_2; \mu, +\infty) \longrightarrow FH^*(L_1 - \Gamma_{f-g}, L_2; \lambda + \mu, +\infty)$$
can be identified to

$$FH^*(L_1 - \Gamma_f, 0_N; \lambda, +\infty) \otimes FH^*(0_N, \Gamma_g - L_2; \mu, +\infty) \longrightarrow FH^*(L_1 - \Gamma_f +, L_2 - \Gamma_g; \lambda + \mu, +\infty)$$
According to previous proposition, this corresponds to the map
\[ H^* (N \times \Delta; \mathcal{F}_1 \cup \Delta; \mathcal{F}_2, \mathcal{F}_2) \to H^* (N \times \Delta) \]
\[ \mathcal{F}_1 \mathcal{F}_2 = \mathcal{F}_2 \mathcal{F}_1 \]
For the last map, we only have to check that \( \mathcal{F}_1 \mathcal{F}_2 = \mathcal{F}_2 \mathcal{F}_1 \), and (as a consequence) \( \mathcal{F}_1 \mathcal{F}_2 = \mathcal{F}_2 \mathcal{F}_1 \). Now if \( f_j \to -\infty (1 - \chi) \) and \( g_j \to -\infty (1 - \chi), g_j \), we get the second statement.

**Proposition 10.9.** The pant product is induced by the composition of the isomorphism
\[ F H^* (L_1, L_2) \otimes F H^* (L_2, L_3) = F H^* (L_1 \times (L_2), V^* \Delta N) \otimes F H^* (V^* \Delta N, L_3 \times (L_2)) \]
with the pant product
\[ \cup_{pant} : F H^* (L_1 \times (L_2), V^* \Delta N) \otimes F H^* (V^* \Delta N, L_3 \times (L_2)) \]
\[ \simeq F H^* (L_1, L_3) \otimes F H^* ((-L_2), (-L_2)) \]
and the map induced by the projection \( F H^* ((-L_2), (-L_2)) \to F H^0 ((-L_2), (-L_2)) = k \)

Assuming the above proposition, we can conclude the

**Proof of (5) of Theorem 1.5** We have the identifications

1. \( F H^* (L_1 \times (L_2), V^* \Delta N; \lambda, +\infty) \) to \( H^* (N \times N \times [\lambda, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \otimes k_{N \times [0, +\infty)} \)
2. \( F H^* (V^* \Delta N, L_3 \times (L_2); \lambda, +\infty) \) to \( H^* (N \times N \times [\lambda, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \otimes k_{N \times [0, +\infty)} \)

and the pant product corresponds to
\[ H^* (N \times N \times [\lambda, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \otimes H^* (N \times N \times [\mu, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \otimes k_{N \times [0, +\infty)} \]
\[ \cup_{\otimes} \]
\[ H^* (N \times N \times [\lambda, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \otimes H^* (N \times N \times [\mu, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \otimes k_{N \times [0, +\infty)} \]

Now
\[ (\mathcal{F}_1 \otimes \mathcal{F}_2) \otimes (\mathcal{F}_3 \otimes \mathcal{F}_2) = (\mathcal{F}_1 \otimes \mathcal{F}_3) \otimes (\mathcal{F}_2 \otimes \mathcal{F}_2) \]
and the morphism \( \mathcal{F}_1 \mathcal{F}_2 \to k_{N \times [0, +\infty)} \) induces a map
\[ (\mathcal{F}_1 \otimes \mathcal{F}_2) \otimes (\mathcal{F}_1 \otimes \mathcal{F}_2) \to (\mathcal{F}_1 \otimes \mathcal{F}_2) \otimes k_{N \times [0, +\infty]} \]
hence a map
\[ H^* (N \times N \times [\lambda, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \otimes H^* (N \times [\mu, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \]
\[ \downarrow \]
\[ H^* (N \times [\lambda, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \otimes H^* (N \times [\mu, +\infty]; \mathcal{F}_1 \mathcal{F}_2) \]
Lemma 10.10. Let \( L_1, L_2 \) be lagrangians branes in an aspherical symplectic manifold \((M, \omega)\), and consider in \( M \times \overline{M} \) (where \( \overline{M} \) represents \( M \) with the opposite symplectic form) the Floer cohomology pant-product

\[
FH^*(L_1 \times L_2, \Delta_M; \lambda, +\infty) \otimes FH^0(\Delta_M, L_3 \times L_2; \mu, +\infty)
\]

induces a map

\[
FH^*(L_1, L_2; \lambda, +\infty) \otimes FH^*(L_2, L_3; \mu, +\infty)
\]

through the identifications

\[
FH^*(L_1 \times L_2, \Delta_M; \lambda, +\infty) = FH^*(L_1, L_2; \lambda, +\infty)
\]

\[
FH^*(\Delta_M, L_3 \times L_2; \mu, +\infty) = FH^*(L_2, L_3; \mu, +\infty)
\]

and

\[
FH^*(L_1 \times L_2, L_3 \times L_2, \Delta_M, \nu, +\infty) = FH^*(L_1, L_3; \nu, +\infty) \otimes FH^*(L_2, L_2; 0, 0)
\]

The projection of the above map on \( FH^*(L_1, L_3; \lambda, +\infty) \otimes FH^0(L_2, L_2; 0, 0) \) coincides with the pant-product.

Proof. Indeed, the first map counts the number of holomorphic triangles \( T \) in \( M \times \overline{M} \) with vertices \((x_{1,2}, x_{1,2})\), where \( x_{1,2} \in L_1 \cap L_2 \), \((x_{2,3}, x_{2,3})\) where \( x_{2,3} \in L_2 \cap L_3 \), \((x_{1,3}, u)\) where \( x_{1,3} \in L_1 \cap L_3 \) and \( u \in L_2 \). The boundary of the triangle is the union of

1. a path contained in \( \Delta_M \), connecting \((x_{1,2}, x_{1,2})\) to \((x_{2,3}, x_{2,3})\), so of the form \((\alpha, \alpha)\) where \( \alpha \) is a path from \( x_{1,2} \) to \( x_{2,3} \).
2. a path contained in \( L_1 \times L_2 \), connecting \((x_{1,2}, x_{1,2})\) to \((x_{1,3}, u)\), so of the form \((\beta_1, \beta_2)\) where \( \beta_1 \) connects \( x_{1,2} \) to \( x_{1,3} \) and \( \beta_2 \) connects \( x_{1,2} \) to \( u \)
3. a path contained in \( L_2 \times L_2 \) connecting \((x_{3,2}, x_{3,2})\) to \((x_{1,3}, u)\), so of the form \((\gamma_1, \gamma_2)\) where \( \gamma_1 \) connects \( x_{3,2} \) to \( x_{1,3} \) and \( \beta_2 \) connects \( x_{3,2} \) to \( u \)

Now taking the product almost complex structure \( J_1 \) and \( J_2 \) on each factor of \( M \times \overline{M} \), we see that the two projections of \( T \) are holomorphic triangles. So we get two triangles in \( M \) or \( \overline{M} \) denoted by \( T_1, T_2 \), and such that

1. \( T_1 \) is a holomorphic triangle with vertices \( x_{1,2}, x_{3,2}, x_{1,3} \) and boundaries \( \alpha, \beta_1, \gamma_1 \) where \( \gamma_1 \subset L_1 \)
(2) $T_1$ is a holomorphic triangle with vertices $x_{1,2}, u, x_{3,2}$ and boundaries $\alpha, \beta_2, \gamma_2$ where $\gamma_2 \subset L_2$

Now we can glue this triangles, as shown on figure 7. Reversing the orientation of $T_2$, this yields a holomorphic triangle with vertices $x_{1,2}, x_{2,3}, x_{1,3}$ with sides $\beta_1$ in $L_1$, $\gamma_2 \circ \beta_2$ in $L_2$, $\gamma_1$ in $L_3$, since $u$ is just an arbitrary points in $L_2$ respectively and this is why we restrict to the component in $FH^0(L_2, L_2)$. Now define if $J(z, u)$ to be the almost-complex structure on the triangle $T_1 \cup T_2$ equal to $J_1$ on $T_1$ and $J_2$ on $T_2$, we thus get a $J$ holomorphic triangle $T$. Conversely if $T$ is a $J$-holomorphic triangle of this type, identifying the triangle to the square of Figure 7, we get two triangles which correspond to $T_1, T_2$ and hence to a $(J_1, J_2)$ holomorphic triangle defining the pant-product.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{triangle.png}
\caption{Triangles $T_1, T_2$}
\end{figure}
This concludes our proof of the lemma and clearly of the proposition. □

**Lemma 10.11.** Let $\Lambda$ be a brane in the symplectic manifold $(M, \omega)$ as in Lemma 10.10. The pant product

\[ FH^*(L_1 \times (-L_2), \Lambda \times \Lambda; \lambda, +\infty) \otimes FH^*(L_1 \times (-L_2), \Lambda \times \Lambda; \mu, +\infty) \]

\[ \downarrow \]

\[ FH^*(L_1 \times (-L_2), \Delta_M; \lambda + \mu, +\infty) = FH^*(L_1, L_2; \lambda + \mu, +\infty) \]

can be identified to the cup-product

\[ FH(L_1, \Lambda) \otimes FH^*(\Lambda, L_2; \mu, +\infty) \longrightarrow FH^*(L_1, L_2; \lambda + \mu, +\infty) \]

**Proof.** This is the same idea as in lemma 10.10. The cup product counts holomorphic triangles connecting $(x_1, x_2) \in L_1 \times (-L_2) \cap \Lambda \times \Lambda$, i.e. $x_1 \in L_1 \cap \Lambda$ and $x_2 \in \Lambda \cap (-L_2)$, $(u, u) \in \Lambda \times \Lambda \cap \Delta_M$ i.e. $u \in \Lambda$, and $(y, y) \in L_1 \times (-L_2) \cap \Delta_M$, i.e. $y \in L_1 \cap (-L_2)$.

This is equivalent to a pair of holomorphic triangles, the first connecting $x_1, u, y$, the second connecting $u, x_2, y$. More precisely we get two triangles as below, and gluing them we get a triangle with vertices $x_1, x_2, y$ with $x_1 \in L_1 \cap \Lambda, x_2 \in L_2 \cap \Lambda, y \in L_1 \cap L_2,$ where $u$ is left free on $\Lambda$ (this corresponds to taking $1 \in FH^0(\Lambda \times \Lambda, \Delta_M, 0^-, 0^+) \approx H^0(\Lambda)$.

This concludes our proof.
An "obvious" application is the Fukaya-Seidel-Smith theorem and Kragh-Abouzaid

**Theorem 11.1** ([F-S-S][Kr2]). *Let L be an exact Lagrangian in the cotangent bundle $T^*N$ of a simply connected manifold. Then the Maslov class of L vanishes and the projection $\pi : L \to N$ induces an isomorphism in cohomology.*

Once we have the quantization, the proof is the same in the simply connected case as in the above references, and Guillermou ([Gu]) proves directly the vanishing of the Maslov class, while this is proved differently by Kragh and Abouzaid (see [Kr2]).

**11.1. Lagrangian cobordism.** Let C be an exact Lagrange cobordism in $T^*(N \times [0,1])$. This means $C \cap \{t = 0\}/(\tau) = L_0 \subset T^*N$ and $C \cap \{t = 0\}/(\tau) = L_1 \subset T^*N$ with the proper orientations. Then $FH^*(L_1, L) = FH^*(L_2, L)$ for all L.
Biran and Cornea (see [B-C], [B-C2]) pointed out that if \(C\) is a cobordism between \(L_0\) and \(L_1\) (all manifolds being exact and with vanishing Maslov class), then \(FH^*(L_0, L) = FH^*(L_1, L)\).

Let us prove this in the case of cotangent bundles. Indeed, let \(\hat{C}\) be the lift of \(C\) to a homogeneous lagrangian. We have to prove that if \(\mathcal{E}\) is a sheaf over \(X \times [0, 1]\), such that \(SS(\mathcal{E}) = \hat{C}\), \(SS(\mathcal{E}|_{X \times \{i\}}) = \hat{L}_i\)

\[
H^*(X, \mathcal{E}_0) = H^*(X, \mathcal{E}_1)
\]

It is enough to check that if \(\psi(x, t, s) = t\) for \((x, t, s) \in M \times [0, 1] \times \mathbb{R}\), then

\[
SS(\mathcal{E}) \cap L_{\psi} = \emptyset
\]

Indeed,

\[
SS(\mathcal{E}) = \hat{C} = \{(x, t, \sigma p, \sigma t, s, \sigma) \mid (x, t, p, \tau) \in C, ds = pdx + \tau dt\}
\]

\[
L_{\psi} = \{(x, t, p, \tau, s, \sigma) \mid p = \sigma = 0\}
\]

So the intersection corresponds to \(\sigma = 0, \sigma \tau = 1\) which is impossible. As a result, \(SS(\mathcal{E}) \cap L_{\psi} = \emptyset\) hence \(H^*(\{\psi \leq c\}, \mathcal{E})\) does not depend on \(t\), and this implies \(H^*(\{\psi = 0\}, \mathcal{E}) = H^*(\{\psi = 1\}, \mathcal{E})\) that is

\[
H^*(X, \mathcal{E}_0) = H^*(X, \mathcal{E}_1)
\]

hence \(FH^*(L_0) = FH^*(L_1)\)

**Question:** What happens if \(Y\) is a cobordism between \(X_0\) and \(X_1\), and we have \(C\) as above in \(T^*Y\), such that \(\partial C = L_0 \cup L_1\). Can one estimate the changes in Floer cohomology?

11.2. **Floer cohomology with sheaf coefficients.** A number of objects can be defined. For example, if \(\mathcal{G}\) is an element in \(D^b(\mathbb{R} \times \mathbb{N})\) and \(L\) an exact Lagrangian in \(T^*\mathbb{N}\) we may define

**Definition 11.2.** We set \(FH^*(L, \mathcal{G}) = RHom^{\otimes}(\mathcal{F}_L^*, \mathcal{G}^*)\). By definition, we have \(FH^*(L_1, \mathcal{F}_{L_2}^*) = FH^*(L_1, L_2) = RHom^{\otimes}(\mathcal{F}_{L_1}^*, \mathcal{F}_{L_2}^*)\). All these are filtered in the obvious way.

12. **Appendix: On quasi-presheaves and operations**

If \(\mathcal{C}\) is a category, let \(\text{NC}\) be its nerve, that is the category with the same objects as \(\mathcal{C}\) and such that \(\text{Mor}(X, Y)\) is a simplicial set, the set of its \(k\) simplices \(\text{Mor}(X, Y)_k\) being the set of sequences \(X = X_0 \xrightarrow{f_0} X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \ldots X_{k-1} \xrightarrow{f_{k-1}} X_k = Y\), with the map \(\partial_j : \text{Mor}(X, Y)_k \to \text{Mor}(X, Y)_{k-1}\) sending

\[
X = X_0 \xrightarrow{f_0} X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \ldots X_{j-1} \xrightarrow{f_{j-1}} X_j \xrightarrow{f_j} X_{j+1} \xrightarrow{f_{j+1}} \ldots X_k = Y
\]
to

\[ X = X_0 \xrightarrow{f_0} X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \ldots X_{j-1} \xrightarrow{f_{j-1}} X_j \xrightarrow{f_j} \ldots X_{k-1} \xrightarrow{f_{k-1}} X_k = Y \]

and we have that the composition sends \( \text{Mor}(X, Y)_k \times \text{Mor}(Y, Z)_l \) to \( \text{Mor}(X, Z)_{k+l} \). We denote by \( \partial = \sum_{j=0}^{k} (-1)^j \partial_k \).

Now on \( \mathbf{Ch}^b \) the category of bounded chain complexes, we have a simplicial structure, where \( \text{Mor}(X, Y)_k \) is the set of linear maps shifting degree by \( k \) (but not necessarily chain maps) together with \( D : \text{Mor}(X, Y)_k \xrightarrow{} \text{Mor}(X, Y)_{k+1} \) given by \( D(f) = d \circ f + (-1)^k f \circ d \).

Now a quasi-presheaf on the category \( \mathbf{C} \) is by definition a presheaf on the category \( \mathbf{NC} \) with values in \( \mathbf{Ch}^b \). In other word to any object \( X \) in \( \mathbf{C} \) we associate \( F(X) \) in \( \mathbf{Ch}^b \), that is a chain complex, and for each \( k \)-simplex \( \sigma \in \text{Mor}(X, Y)_k \), we associate \( F(\sigma)_k \) in \( \text{Mor}(X, Y)_k \). This is exactly our construction in section 5, where \( \mathbf{C} = \mathbf{F}(\mathbf{N}) \), and the quasi-presheaf is given by \( f \mapsto FC^*_f(f) \), or for the filtered situation, \( \mathbf{C} = \mathbf{F}(\mathbf{N}) \times (\mathbb{R}, \leq) \) and \( (f, \lambda) \mapsto FC^*_f(f, \lambda) \). What we did is to replace the quasi-presheaf by a sheaf, in our case \( (f, \lambda) \mapsto FC^*_f(f, \lambda) \), such that there is a chain homotopy equivalence \( FC^*_f(f, \lambda) \xrightarrow{} FC^*_f(f, \lambda) \), functorial in \( (f, \lambda) \).

This is part of the general process known as rectification (see [Vogt, Go-Ja, Lurie]).

We shall need the following remark:

Let \( C^*_s \) be a filtered graded module. We can consider it as a complex of sheaves on \( (\mathbb{R}, \geq) \), where open sets are \([s, +\infty[\) and we have an inclusion \( C^*_s \xrightarrow{} C^*_t \) for \( s \geq t \), that is injective, hence on the dual (cohomological level) we have \( C^*_t \xrightarrow{} C^*_s \) that is surjective. If we set \( C^*([-\infty, s]) = C^*_s \), we get a complex of sheaves on \( (\mathbb{R}, \leq) \), which are flabby, hence acyclic. As a result, if \( s : \mathbb{R} \times \mathbb{R} \) is given by \( s(u, v) = u + v \), this is a continuous map (with the product topology of \( (\mathbb{R}, \leq) \times (\mathbb{R}, \leq) \) to \( (\mathbb{R}, \leq) \), and since \( C^* \times D^* \) is also made of acyclic sheaves, we get that \( (Rs)_!(C^* \times D^*) \) coincides with \( s_!(C^* \times D^*) \) on such filtered graded modules.
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