Resummation of the Holstein-Primakoff expansion and differential equation approach to operator square roots

Michael Vogl, Pontus Laurell, Hao Zhang, Satoshi Okamoto, and Gregory A. Fiete

Department of Physics, King Fahd University of Petroleum and Minerals, 31261 Dhahran, Saudi Arabia
Department of Physics, The University of Texas at Austin, Austin, Texas 78712, USA
Center for Nanophase Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA
Department of Physics and Astronomy, University of Tennessee, Knoxville, Tennessee 37996, USA
Materials Science and Technology Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA
Department of Physics, Northeastern University, Boston, Massachusetts 02115, USA
Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA

(Received 19 June 2020; accepted 30 October 2020; published 17 November 2020)

Operator square roots are ubiquitous in theoretical physics. They appear, for example, in the Holstein-Primakoff representation of spin operators and in the Klein-Gordon equation. Often the use of a perturbative expansion is the only recourse when dealing with them. In this paper, we show that under certain conditions, differential equations can be derived which can be used to find perturbatively inaccessible approximations to operator square roots. Specifically, for the number operator \( \hat{n} = \sum_{i} a_i^\dagger a_i \), we show that the square root \( \sqrt{\hat{n}} \) near \( \hat{n} = 0 \) can be approximated by a polynomial in \( \hat{n} \). This result is unexpected because a Taylor expansion fails. A polynomial expression in \( \hat{n} \) is possible because \( \hat{n} \) is an operator, and its constituents \( a \) and \( a^\dagger \) have a non trivial commutator \( [a, a^\dagger] = 1 \) and do not behave as scalars. We apply our approach to the zero-mass Klein-Gordon Hamiltonian in a constant magnetic field and, as a main application, the Holstein-Primakoff representation of spin operators, where we are able to find new expressions that are polynomial in bosonic operators. We prove that these new expressions exactly reproduce spin operators. Our expressions are manifestly Hermitian, which offers an advantage over other methods, such as the Dyson-Maleev representation.
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I. INTRODUCTION

Square roots of operators appear in a large number of contexts in theoretical physics and also play an important role in operator theory. In some cases, it is practical to calculate the operator square root (OSR) using explicit formulas or by diagonalizing the operator. Often, however, there is only a very limited set of analytical tools to treat them, typically in the form of perturbative expansions.

This is not because OSRs represent a niche problem. Indeed, one of the earliest appearances was near the beginning of quantum mechanics in the square root of the Klein-Gordon equation [1–7]. Even for such an old problem it may prove useful to have a larger analytical toolbox. Another prominent example of OSRs occurs in the Holstein-Primakoff spin representation [8,9], which is the usual starting point for spin-wave-theory calculations. A third important OSR shows up in the context of quantum information in the form of the fidelity function [10–23] and the Bures metric [12,17,20,23–25], both used to quantify the closeness of two quantum states. The purpose of the current paper is, however, not to review all examples of OSRs, but to introduce a nonperturbative approximation of OSRs.

Our method is inspired by several flow equation approaches to many-body problems. For instance, the Wegner flow equation approach [26], which was applied to various problems [26–40], allows for a nonperturbative diagonalization of a Hamiltonian using flow equations for its couplings. In this approach, the problem of diagonalization is recast in terms of differential equations. Similar methods have recently been used by some of us to find effective Floquet Hamiltonians [41] and various approximations to the time evolution operator [42]. Differential equation approaches have also been used in the method of unitary integration for the Liouville-Bloch equation [43] and Lindblad equation [44]. We aim to use a similar approach to approximate an operator square root.

The application that may be of most current interest is the Holstein-Primakoff (HP) OSR. The HP representation is typically used in the context of spin (local moment) models to represent deviations around a well-defined spin order in terms of a single species of boson per lattice site. It allows for a perturbative expansion in the number operator of such bosons and ultimately leads to linear [45] and nonlinear [46] spin-wave descriptions of quantum magnets [9]. However, for many systems of interest a ground-state spin ordering may be unknown or fail to exist, such as in frustrated systems [47],
spin liquids [48–51], and one-dimensional systems [52]. In such cases, the perturbative expansion often proves inaccurate or inconvenient.

Instead, more symmetric spin representations such as Schwinger bosons [9,53] and slave particle approaches [54,55] are commonly used, but require the introduction of auxiliary fields. Other fermionic approaches include the Jordan-Wigner representation of spin-1/2 operators [56] and its generally complicated-to-use generalizations to higher dimensions [57,58] and higher spin [59–61]. An important, equivalent alternative to the HP representation that also uses a single boson species, but avoids the square root, is the Dyson-Maleev representation [62–65]. However, it has the drawback of generically breaking Hermiticity. This is by no means an exhaustive list of spin representations—indeed, other representations can be be found in Refs. [66–71]. Since each of the available approaches has its own unique advantages and drawbacks, we will in this paper derive expressions for spin operators that (i) involve only one boson species satisfying the canonical bosonic commutation relation, (ii) preserve Hermiticity, and (iii) do not include square roots of operators or other nonpolynomial functions of operators.

Some of the expressions we derive were previously found to finite order in Refs. [72,73] by a matching-matrix-elements (MME) method and have also been usefully applied in Ref. [74] to capture effects beyond the reach of a 1/S expansion (where S is spin length). Unlike the normal Taylor expansion of the HP OSR, the MME expansion and our result are able to correctly describe the symmetry in a Heisenberg model with easy-plane anisotropy as we will see later in the text. This is a long-standing problem and was discussed using a slightly different approach in Ref. [75]. Our expansion thus naturally captures the same physics. However, unlike previous works, we present results to all orders and show that the expressions are exact when truncated to an appropriate order that depends on the spin length S. This feature was missed in all previous discussions we are aware of, since they focused entirely on reproducing commutation relations of spin operators. We, however, use a slightly softer exactness criterion. Namely, we require only that the operators are block diagonal with physical and unphysical subspace blocks. In the commutator language we require that the commutators are reproduced up to a term that acts exclusively on the unphysical subspace, without coupling to the physical subspace. This is akin to allowing an inaccessible “dark sector” in the spin-operator algebra. A more detailed discussion of this rationale is given in a later section.

Our hope is that such a representation may prove useful in describing spectral features not readily captured by conventional spin-wave theory, as is the case in, e.g., the triangular-lattice antiferromagnet $\text{Ba}_3\text{CoSb}_2\text{O}_9$ [74,76] and quantum spin liquid candidates. Among the latter, the Kitaev spin liquid [77–96] is receiving particularly intense attention, since it hosts anyonic excitations of interest to topological quantum computing. While the ideal model is solvable [77], and its dynamics known [97], the description of realistic candidate materials [98–100] requires additional Hamiltonian terms, which generically breaks integrability. Some such candidates include $\alpha$-RuCl$_3$ [101–114], CrI$_3$ [115–119], and honeycomb iridium oxides [120–123].

This paper is structured as follows. In Sec. II we discuss how to compute square roots of operators by using a differential equation approach. In Sec. III we show how this formalism may be used to find a series expansion for $\sqrt{a^\dagger a}$ near $a^\dagger a \approx 0$ in terms of integer powers of $(a^\dagger a)$, which is an unexpected result because $\sqrt{x}$ cannot be expanded in integer powers of $x$ near $x = 0$. Of course, since $a^\dagger a$ is an operator, $a^\dagger a \approx 0$ is shorthand for “in the part of the Hilbert space where matrix elements are close to zero.” We will use similar kinds of shorthand throughout the text. This shows that a Taylor series may not always be ideal for finding power-series expansions of operator functions. In Sec. IV we then apply the method to the Klein-Gordon particle in a magnetic field with small or zero mass—such as in graphene. In Sec. V we present our main application to the Holstein-Primakoff representation of spin operators. We stress that the results we obtain are exact expressions for spin operators that are polynomial in bosonic operators. Lastly, we present our conclusion.

II. GENERAL FORMALISM

The goal of this section is to find an operator differential equation that can be used to calculate a square root of two operators, $\sqrt{O_1 + O_2}$, where $O_1$ and $O_2$ are both operators defined on the same complex Hilbert space $H$. We will make two simplifying assumptions. First, we assume that a square root of one of the operators, $O_1$, is known or easy to calculate. Second, we assume that the two operators commute, $[O_1, O_2] = 0$. Both these assumptions also have to be made in order for a Taylor expansion in $O_2$ to be viable (the more generic case is more involved; see Appendix A for details). For instance, one could have $O_1 = c\hat{a}^\dagger$ with $c \in \mathbb{C}$, and $O_2$ could be any other operator. It should be noted that the OSR of an operator $O_1$ can have multiple branches, which may seem like an ambiguity. However, the choice of branch will be encoded in the initial conditions for the differential equations we derive and should be informed by the problem at hand. Different branch choices can lead to different physics; for example, a branch with complex eigenvalues could not be used to describe a Hermitian Hamiltonian. The way we will compute $\sqrt{O_1 + O_2}$ is by introducing the second operator $O_2$ in infinitesimal steps. To keep track of the steps, we introduce a dummy parameter $s$ and define

$$O_s := \sqrt{O_1 + sO_2},$$

Using the assumption $[O_1, O_2] = 0$, we find that sending $s \to s + \delta s$ gives

$$O_{s + \delta s} = O_s + \frac{\delta s}{2O_s}O_2$$

if $\delta s$ is infinitesimal, and we therefore did a Taylor expansion of the right-hand side.

A Taylor expansion of the left side gives us the differential equation

$$\frac{dO_s}{ds} = \frac{1}{2O_s}O_2$$

that makes it possible to find $O_s$ by introducing $O_2$ via infinitesimal steps. Note that this also means that $\sqrt{O_1}$ for the
branch used needs to be invertible, or at least the limit of an invertible operator as we will see in the upcoming section.

The issue with this equation is that calculating the inverse of an operator is difficult. That is, we cannot easily make an ansatz for \( O^{-1}(s) = \sum c_n(s)\tilde{O}_n \) as a sum of operators with \( s \)-dependent coefficients and solve this equation because calculating the inverse of the ansatz is difficult.

This issue can be resolved with a little bit of extra work. We define

\[
O^{-1}(s) := \frac{1}{O^{-1}(s)}. \tag{4}
\]

In this case, Eq. (3) becomes

\[
\frac{dO^{-1}(s)}{ds} = \frac{1}{2} O^{-1}(s)O_2, \tag{5}
\]

and we now need to find a differential equation for \( O^{-1}(s) \), which can be obtained by Taylor expanding \( O^{-1}(s + \delta s) \) in a similar way to above,

\[
\frac{dO^{-1}(s)}{ds} = -\frac{1}{2}[O^{-1}(s)]^3 O_2. \tag{6}
\]

One may insert Eq. (5) into Eq. (6), and we find after rearranging

\[
\frac{1}{2} O_2 \frac{d^2 O^{-1}(s)}{ds^2} = -\left(\frac{dO^{-1}(s)}{ds}\right)^3. \tag{7}
\]

The equation in this form is now useful to find coefficients \( C_n \) for an ansatz \( O^{-1}(s) = \sum c_n(s)\tilde{O}_n \) because powers of this operator are trivial to compute.

### III. Expanding the Square Root of the Number Operator

We may now use Eq. (7) to find an expansion of \( \sqrt{a^\dagger a} \).

In the language of the previous section, for this case, \( O_2 = a^\dagger a \) and \( O_1 = 0^+ \mathbb{1} \), where \( 0^+ \) signifies a dummy variable that eventually will take a directed limit to zero. One can make the ansatz

\[
\sqrt{a^\dagger a} \approx \sum_n C_n(s)(a^\dagger)^n a^n \tag{8}
\]

and compare coefficients of \( (a^\dagger)^ya^y \) to find a set of differential equations for \( C_n \). If we truncate at third order, we find

\[
C^0_0 = 0, \quad C^1_1(s) = -C^1_s(s)^3, \quad C^2_2(s) = -6C^1_s(s)C^1_s(s)[C^1_s(s) + C^2_s(s)] - C^1_s(s)^3 - 2C^2_s(s)^3, \quad C^3_3(s) = -36C^2_s(s)C^1_s(s)[C^1_s(s) + C^2_s(s) + C^3_s(s)] - 3C^1_s(s)C^1_s(s)[C^1_s(s) + 4C^2_s(s)]
\]

\[
- 9C^1_s(s)C^1_s(s)[C^1_s(s) + 2C^2_s(s)] - 10C^2_s(s)^3 - 12C^3_s(s)^3
\]

and initial conditions

\[
C_{0,1,2,3}(0) = 0, \quad C^1_1(0) = \frac{1}{2\sqrt{2}}, \quad C^2_2(0) = 0. \tag{10}
\]

The initial conditions were found by comparison to the infinitesimal case that is accurately described by a first-order Taylor series. Note that the term with \( \frac{1}{\sqrt{2}} \) represents a directional limit that has to be taken at the end but \( 0^+ \) can first be replaced by a dummy variable.

If we solve the equations, set \( s = 1 \), and take the limit for \( 0^+ \), we find that

\[
\sqrt{a^\dagger a} \approx a^\dagger a + \frac{\sqrt{2} - 2}{2} a^2 + \frac{3 - 3\sqrt{2} + \sqrt{3}}{6} a^3. \tag{11}
\]

One should note that this expression can be put in terms of powers of \( \hbar = a^\dagger a \) and is valid near \( a^\dagger a = 0 \). More precisely, in what sense does this expansion converge to the correct operator? The answer is that by including terms up to \( (a^\dagger)^n a^n \) the \( n + 1 \) lowest eigenvalues are exactly reproduced; higher eigenvalues are approximated more accurately as well.

It is important to stress that the square root \( \sqrt{a} \) is nonanalytic near \( x = 0 \). Yet we were able to find an expansion in terms of powers of \( x \) that is valid near \( x = 0 \).

### IV. Application to the Klein-Gordon Square Root

The method for finding a nonperturbative expansion of an operator square root can of course also be used for the Klein-Gordon square-root Hamiltonian for relativistic particles. Let us for instance consider the two-dimensional (2D) Hamiltonian

\[
H = \sqrt{m^2 + p^2} + V(x,y). \tag{12}
\]

If this system is subjected to a constant magnetic field given by \( \mathbf{A} = \frac{B}{2}(-y, x) \), one may introduce the magnetic field by minimal substitution \( p_1 \rightarrow \Pi_1 = p_1 - A_1 \), and one can introduce creation and annihilation operators, \( a = \sqrt{\frac{B}{2\pi}}(\Pi_x + i\Pi_y) \), to find the Hamiltonian

\[
H = \sqrt{4B} S \sqrt{1 + \frac{a^\dagger a}{2S}} + V(x,y), \tag{13}
\]

where we introduced a shorthand \( S = \frac{m^2 + B^2}{4B} \). The operator now bears a striking resemblance to the square root that appears in the Holstein-Primakoff spin representation, which we will discuss later. A straightforward Taylor expansion of the
square root in terms of $1/S$ already yields corrections

$$H \approx \sqrt{4|B|S} \left(-\frac{1}{4} \sqrt{\frac{|B|}{S}} + \frac{1}{4} \sqrt{\frac{|B|}{S}} \Pi^2 + V(x,y)\right)$$

(14)

to what one would expect from the nonrelativistic limit of large mass

$$\sqrt{m^2 + \Pi^2} \approx m + \frac{\Pi^2}{2m} + V(x,y).$$

(15)

This approximation lifts the restrictions to large masses from the nonrelativistic limit as long as one considers strong magnetic fields.

However, we can do better without the introduction of further complications. That is, we can make the ansatz

$$\sqrt{\mathcal{T} + sa^\dagger a} = \sum_n C_n(s)(a^\dagger)^n a^n,$$

which means that we can employ the first two differential equations from (10) to approximate the square root. For this we have to choose slightly different initial conditions from those chosen previously, $C_0(0) = 1$, $C_1(0) = 0$, $C_1(0) = 1/2$, and let $s$ run up to $s = 1/(2S)$. The initial conditions are again found by comparison to a first-order Taylor expansion. The result is

$$H \approx \sqrt{4|B|S} \left[1 + \left(\sqrt{1 + \frac{1}{2S}} - 1\right) \frac{S}{2|B|} \Pi^2 \right] + V(x,y).$$

(16)

This new approximation is now more reliable for small $|B|$, $m$, and level number $n$. This is seen most easily in the case of $V(x,y) = 0$, where it is easy to check that it reproduces the lowest two energy levels $n = 0, 1$ exactly [recall that $\mathcal{H} = a^\dagger a = 3\Pi^2/(2|B|)]$.

The advantage of this approximation over an exact solution is that a quadratic $V(x,y)$ can be added and an analytic solution of this approximate problem is still possible because this is still a harmonic oscillator. Note that in this case we would be able to find an approximation that is nonperturbative in $1/S$.

V. RESUMMED HOLSTEIN-PRIMAKOFF EXPANSION

We will now turn to our most interesting application—an expansion for the square root in the Holstein-Primakoff representation of a spin operator.

A. Review of the method

The Holstein-Primakoff representation [8] of spin-$S$ operators is given as

$$S^+ = \hbar \sqrt{2S} \sqrt{1 - \frac{a^\dagger a}{2S}} a,$$

$$S^- = \hbar \sqrt{2Sa^\dagger} \sqrt{1 - \frac{a^\dagger a}{2S}},$$

$$S^z = \hbar (S - a^\dagger a).$$

(17)

A few notes are due. For finite $S$ only finitely many bosonic excitations correspond to physical states. That is, bosonic excitations correspond to spin projections, i.e., $S^z$ can only take eigenvalues in $\{-S, -S + 1, \ldots, S\}$. Hence, for spin $S$, we have the restriction $a^\dagger a \leq 2S$, which is also signaled by the fact that the square root becomes imaginary for higher occupation numbers. This means that the Hilbert space is a Fock space, $F(\mathcal{H}) = \bigoplus_{n=0}^\infty \mathcal{H}_{S^z}^n$, where $\mathcal{S}$ is the symmetrization operator and $\mathcal{H}_{S^z}^n$ denotes $n$ tensor products of the single-particle Hilbert space $\mathcal{H}$. For spin $S$ the physical part of the Hilbert space is restricted such that it has the basis $\{|0\rangle, \ldots, |2S\rangle\}$.

B. Exactness of the Holstein-Primakoff approximation

To see that the Holstein-Primakoff representation is an exact description of spin operators, it is enough to check that it fulfills the correct spin algebra. For instance, $[S^+, S^-] = 2S^z$.

This reasoning is slightly restrictive, so let us soften it a bit. The key feature of the Holstein-Primakoff representation is that the spin operators $S^{+,-z}$ reproduce the exact spin operators on the physical part of the Hilbert space and at the same time have no elements that couple to the unphysical part of the Hilbert space. That is, in the occupation basis they have the form

$$S^{+,-z} = \begin{pmatrix} S^+_{\text{phys}} & 0 \\ 0 & S^+_{\text{unphys}} \end{pmatrix}. \quad (18)$$

In particular, for $S = \frac{1}{2}$ the explicit form of $S^+$ in the occupation basis is

$$S^+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} i\sqrt{3} & 0 & \cdots & 0 \\ 0 & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ 0 & \cdots & 0 & \ddots \end{pmatrix}. \quad (19)$$

One sees that it splits into the physical (upper left quadrant of matrix) and unphysical (lower right quadrant) Hilbert spaces, as in Eq. (18). The physical block is just the conventional $S^+$ matrix for spin $1/2$. Importantly, there is no coupling between physical and unphysical parts of the Hilbert space. This is what makes the method exact.

Note that because of this block structure, a spin Hamiltonian exactly written in the bosonic language will also separate into physical and unphysical blocks because the product of block-diagonal matrices stays block diagonal. That is, the Hamiltonian is block diagonal of the form

$$H = \begin{pmatrix} H_{\text{phys}} & 0 \\ 0 & H_{\text{unphys}} \end{pmatrix}. \quad (20)$$

One now can see that diagonalizing the Hamiltonian, one will find the exact physical eigenvalues and spurious unphysical ones.

C. Usual approach: Taylor expansion

While the expressions in Eq. (17) provide an exact way to represent the spin operators, this is not too useful by itself because the square roots are impractical to work with. One usually does a Taylor expansion around large $S$, using $1/S$ as the expansion parameter.

$$S^+ \approx \hbar \sqrt{2S} \left(1 - \frac{1}{4S} a^\dagger a - \frac{1}{32S^3} (a^\dagger a + a^\dagger a^2) - \frac{1}{128S^3} (a^\dagger a + 3a^\dagger a^2 + a^\dagger a^3) a \right). \quad (21)$$
This approach is most often also used in the case of \( S = \frac{1}{2} \), where it is slightly surprising that it is justified. To see why it is justified, recall that as mentioned above for smaller spins only states with few bosonic excitations, e.g., \(|0\rangle, |1\rangle\) for spin \( 1/2 \), are physical. Therefore, acting in this part of the Hilbert space, \( a^\dagger a_{\text{phys}} \lesssim 1 \), and the expansion is valid.

Although the expansion is useful, it is not exact when truncated at any finite order. The spin operators \( S^+ \) no longer separate into physical and unphysical blocks, but couple physical and unphysical parts of the Hilbert space. For example, for spin \( 1/2 \) the spin operator \( S^+ \) in Eq. (21) has the form

\[
S^+ \approx \begin{pmatrix}
0 & 1 & \frac{s}{\sqrt{2}} \\
0 & 0 & i\sqrt{3} \\
0 & i\sqrt{3} & 0 \\
0 & \ldots & 0 \\
\end{pmatrix}.
\] (22)

One may see that physical and unphysical parts of the Hilbert space get coupled by the term \( \frac{s}{\sqrt{2}} \).

Generically, a spin Hamiltonian using this approximate bosonic language when expressed in occupation-number space has the form

\[
H = \begin{pmatrix}
H_{\text{phys}} & \Delta \\
\Delta^\dagger & H_{\text{unphys}}
\end{pmatrix},
\] (23)

where \( \Delta \) is the small coupling between physical and unphysical parts of the Hilbert space. It leads to unphysical contributions in the physical eigenvalues. The method is not exact anymore.

### D. Improved expansion

As mentioned, we can improve on the expansion. One may use the differential equation (7) to find such an improved expansion of the square root. As done previously, one may use the ansatz (8) to introduce \( -\frac{\Delta^2}{2} \) by infinitesimal steps. However, because we need to decrease terms under the square root rather than increase them, one has to replace \( d/ds \rightarrow -d/ds \) in (10). The second thing that changes compared with before are two of the initial conditions

\[
C_0(0) = 1, \quad C'_0(0) = -\frac{1}{4},
\] (24)

while the other initial conditions in (10) remain unchanged.

The solution to these differential equations (10) for \( s = \frac{1}{2} \) with the new initial conditions gives us an improved Holstein-Primakoff expansion up to third order, which we will not present here.

Rather, with additional work one may find that it is possible to construct higher-order terms by the same scheme. After analyzing additional orders one can see a pattern emerge. We find that the full expansion is given as

\[
S_+ \approx \hbar \sqrt{2S} \left[ \sum_{n=0}^{n_{\text{max}}} Q_n a^\dagger a^n \right] a, \quad Q_0 = 1,
\]

\[
Q_n = \frac{1}{n!} A_n - \sum_{m=0}^{n-1} \frac{1}{(n-m)!} A_m, \quad A_n = \sqrt{1 - \frac{n}{2S}},
\] (25)

where we prove later that this amounts to exact expressions for spin operators.

Let us for now truncate at \( n_{\text{max}} = 1 \) to find

\[
S^+ \approx \hbar \sqrt{2S} \left[ 1 + \left( \sqrt{1 - \frac{1}{2S}} - 1 \right) a^\dagger a \right] a
\] (26)

and discuss the case of \( S = \frac{1}{2} \) to most easily see what kind of improvement we achieved. One may note that an expansion around large \( S \) gives back the results for the Taylor expansion. In that sense our new expansion is a resummation of the Taylor series.

In the occupation basis we find

\[
S^+ = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & -\sqrt{3} \\
0 & \ldots & 0
\end{pmatrix}
\] (27)

Therefore the spin operator reproduces the physical matrix elements of \( S^+ \), and the physical block does not couple to the unphysical block, as in Eq. (18). One can show also more explicitly that there is no coupling between physical and unphysical parts of the Hilbert space

\[
\langle 0 | S^+ | 1 \rangle = \hbar,
\]

\[
\langle n \neq 0 | S^+ | 1 \rangle = \langle n | S^+ | 0 \rangle = \langle 0 | S^+ | n \neq 1 \rangle = 0.
\] (28)

In the same sense as before, this method therefore allows us to reproduce the exact eigenvalues of the Hamiltonian. In this sense it is exact.

Of course, this first truncated expression is not exact for higher spins \( S \) because couplings to the nonphysical states reappear. We can obtain exact expressions also for \( S > \frac{1}{2} \) by setting \( n_{\text{max}} = 2S \). Similarly to the \( S = \frac{1}{2} \) case these expressions reproduce all physical matrix elements. The proof is given in Appendix B but is essentially the same as for spin \( 1/2 \). A list of explicit expressions for spin operators up to \( S = 3 \) is given in Appendix C.

### E. Commutator properties and exactness for the improved expansion

One may ask what happens to commutators. Here, the spin-1/2 case again is instructive,

\[
[S^+, S^-] \approx 2\hbar S^2 - 3\hbar^2 \left[ S \left( 2 \sqrt{4 - \frac{2}{S}} - 4 \right) + 1 \right] a^\dagger a^2.
\] (29)

While the commutator is not exactly reproduced, we can immediately recognize that this is not important because the extra term \( a^\dagger a^2 \) does not couple unphysical and physical parts of the Hilbert space and solely affects the unphysical parts. It is therefore of no physical consequence.

This additional term was often understood as rendering the expressions for spin operators approximate [72]. After all, the most commonly used criterion for ruling out if an operator can be expressed in a certain way is by checking the commutation relations. Here, we stress that this criterion can be softened. Namely, it can be enough to reproduce commutation relations
up to the addition of a term that acts solely in the unphysical part of the Hilbert space and does not couple to the physical part of the Hilbert space.

In some cases, more stringent exactness criteria have been applied, such as requiring that all nonphysical matrix elements vanish [71]. This type of criteria can simplify formal quantum statistical treatments, since one does not have to be careful about excluding nonphysical states in sums over states. However, in practice these approaches are cumbersome because the associated expansions are infinite and more complicated. Therefore this is only an advantage at the purely formal level.

F. Additional properties of the expansion and comparison with other expansions

One may wonder how this expansion compares with a more conventional Dyson-Maleev expansion with \( S^+ = \hbar a \) and \( S^- = \hbar a^\dagger (2S - a^\dagger a) \). Our method has the advantage that \( S^+ \) and \( S^- \) are treated on the same foot and therefore are related by conventional Hermitian conjugation. This guarantees that the approach will not break Hermiticity in the conventional sense, unlike the Dyson-Maleev expansion.

Next one may wonder if an additional perturbative expansion around classical spin configurations may be stacked on top of the expansion as is done for the more conventional \( 1/S \) expansion in nonlinear spin-wave theory [46]. One may therefore be tempted to identify \( \delta = (\sqrt{1 - \frac{1}{2S}} - 1) \) in Eq. (26) as an expansion parameter since it corresponds to fluctuation corrections around a classical ground state. That is, one would write \( S^+ \approx \hbar \sqrt{2S} [1 + \delta a^\dagger a] a \). This, however, is not possible and becomes clear if one considers that \( S^- = 1/2[S^+, S^-] \). Then, one can write

\[
S^+ = \frac{1}{2} [S^+, S^-] \approx S + 2S(\delta + \delta^2) a^\dagger a + 3\delta^2 S(a^\dagger)^2 a^2. \quad (30)
\]

We find that the physical part of \( S^+ \) has contributions from different orders of \( \delta \). This of course means that any expansion in \( \delta \) will treat \( S^+ \) and \( S^{0,3} \) on unequal footing, even at low orders in such an expansion. This, for instance, will result in an unphysical breaking of symmetries in a Heisenberg model or similar even at the lowest-order expansion. Therefore \( \delta \) cannot be used as an expansion parameter. Additionally, there is no other obvious choice of expansion parameter, and \( ad \emph{hoc} \) expansions in powers of \( a \) also lead to unphysical results in nonlinear spin-wave theories. Therefore it seems that the expansion does not allow for an additional perturbative expansion in terms of fluctuations around a classical spin configuration. A mean-field-theory treatment must include all the terms that are needed to accurately describe spin \( S \) for each operator \( S^+ \) and \( S^- \).

G. Symmetries and exact properties in the improved expansion

To study symmetries in the new expansion, we consider the Hamiltonian for the Heisenberg model with easy-plane single-ion anisotropy,

\[
H = \sum_i [J S_i \cdot S_{i+1} + D(S_i^\dagger)^2]. \quad (31)
\]

Let us first recognize that for \( S = \frac{1}{2} \) the single-ion anisotropy \( (S_i^\dagger)^2 \) should result in a trivial number \( (S_i^\dagger)^2 = \frac{1}{4} \) that does not affect the spin-wave excitation spectrum. However, in the usual Taylor expansion with \( S^+ = a - \frac{1}{2} a^\dagger a^2 \) one finds that

\[
(S^\dagger)^2 = \frac{1}{4} + \frac{1}{16}(2a^\dagger a^2 - a a^\dagger a^3 - 3a^\dagger a^2 a^2 - a^2 a^\dagger a^3 + a^4 a^2 + 2a^2), \quad \text{(32)}
\]

which has unphysical contributions in the physical part of the Hilbert space, e.g., \( a^\dagger a \). In other words, the Taylor expansion introduces unphysical artifacts.

In the new expansion for \( S = \frac{1}{2} \), however, we have \( S^+ = a - \frac{1}{2} a^\dagger a^2 \) and find that

\[
(S^\dagger)^2 = \frac{1}{4} + \frac{1}{16}(a^\dagger a^2 + a^2 a^\dagger a^4 + 2a^3 a^\dagger a^3 + a^4 a^2). \quad \text{(33)}
\]

The additional nonconstant terms we find have nonzero contributions only in the nonphysical part of the Hilbert space and do not couple to the physical part of the Hilbert space. This can easily be verified explicitly by computing the operator in the occupation-number basis using Eq. (27). The nonphysical terms are therefore of no consequence for physical states and could just as well be dropped. This means that the new expansion properly reproduces the fact that \( (S_i^\dagger)^2 \) contributes only a trivial scalar for spin \( 1/2 \).

Next we recall that the Hamiltonian is symmetric with respect to the symmetry generated by the generator \( g = \sum S_i^\dagger \), i.e., \( C = [H, g] = 0 \). Again we will only check spin \( 1/2 \) for simplicity, but similar results will hold for higher spins. Let us first see what happens if we use the usual Taylor expansion approach to compute the commutator. We find that

\[
C = \sum_i \frac{1}{16} a_{i+1}^\dagger a_{i+1}(2a_i^\dagger + a_i a_i^\dagger - a_i^2 a_i - 2a_i) \nonumber
\]

\[
+ \frac{3}{32} a_{i+1}^\dagger a_{i+1}(2a_i^\dagger + a_i a_i^\dagger - a_i^2 a_i - 2a_i) \nonumber
\]

\[
+ (i) \leftrightarrow (i + 1), \quad \text{(34)}
\]

where \( (i) \leftrightarrow (i + 1) \) is shorthand for the same terms with \( i \) and \( i + 1 \) switched. Here, we can see that the operators in the first line couple the physical two-site states in \( A_p = \{0,0\}_{i+1}, \{1,0\}_{i+1}, \{0,1\}_{i+1}, \{1,1\}_{i+1}, \{1,1\}_{i+1} \} \) to nonphysical two-site states in \( A_{np} = \{m,n\}_{i+1}((m > 1) \lor (m > 1)) \), which are the states where at least one of the two sites is more-than-single occupied. The symbol \( \lor \) denotes the inclusive “or” (disjunction) operator.

For the new expansion, on the other hand, we find that

\[
C = \frac{3}{4} \sum_i (a_{i+1}^\dagger a_{i+1}^2 a_i^\dagger a_i - a_i^2 a_i^\dagger a_i - a_i^2 a_i^\dagger a_i) \nonumber
\]

\[
+ a_i^\dagger a_i^2[a_{i+1}^\dagger - a_{i+1} + a_{i+1}^\dagger a_{i+1}^2 - a_{i+1}^2 a_{i+1}]). \quad \text{(35)}
\]

From here one may observe the term \( a_i^\dagger a_i^2 \) to see that only matrix elements for the unphysical states \( A_{np} \) will be nonzero. The operator also does not couple to the physical states in \( A_p \). We can hence conclude that unlike the Taylor expansion, the bosonic expressions for the spin operators in the new expansion do not break symmetries present in the original spin-operator language.
VI. CONCLUSION

We were able to demonstrate the surprising result that the square root of an operator is a square root may be expanded in an integer power series around \( \delta = 0 \). We believe that the approach can be usefully applied to other operator square roots in theoretical physics and that the observation is useful for finding better expansions of other operator functions where a Taylor expansion fails.

The methods described in this paper allowed us to find a significant nonperturbative improvement on the Taylor expansion for the Holstein-Primakoff realization of spin operators. We expect these results to be useful to better treat spin models in different mean-field approaches if there is no clear classical spin configuration around which one could expand. We therefore hope that the approach will prove useful for the study of spin liquid phases.

Note added. Recently, expressions equivalent to those in (25) in closed form were also found by elegant alternative means via a Newton series expansion [124].
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APPENDIX A: MORE GENERIC CASE FOR OPERATOR SQUARE ROOT

An operator square root

\[ S = \sqrt{O_1 + \delta O_2} \]  

(A1)

with small \( \delta \ll 1 \) can generically be treated as follows. One may write

\[ S^2 = O_1 + \delta O_2 \]  

(A2)

and make the ansatz \( S = \sqrt{O_1} + \delta S_1 \) to find

\[ S_0 S_1 + S_1 S_0 = O_2. \]  

(A3)

This equation is a Lyapunov equation, which for \( S_0 \) Hermitian with positive spectrum can be solved for \( S_1 \) as

\[ S_1 = \int_0^\infty dt e^{-\delta t} O_2 e^{-\delta t}, \]

(A4)

which can be seen if it is inserted in the equation above and a chain rule for differentiation is used. Therefore to linear order one finds

\[ \sqrt{O_1 + \delta O_2} \approx \sqrt{O_1} + \delta \int_0^\infty dt e^{-\delta t} O_2 e^{-\delta t}. \]  

(A5)

Note added. Recently, expressions equivalent to those in (A5) in closed form were also found by elegant alternative means via a Newton series expansion [124].

APPENDIX B: REPRODUCING SPIN-\( S \) OPERATORS EXACTLY

Let us first prove that truncating (25) at \( n_{\text{max}} = 2S \) produces terms that do not couple to the nonphysical parts of the Hilbert space. In the number basis we find that

\[ \langle m|S^+|n\rangle = h\sqrt{2S} \delta_{m,n-1} \sqrt{n} \sum_{l=0}^{2S} Q_l \frac{m!}{(m-l)!}. \]  

(B1)

The only \( a \text{ priori} \) nonzero matrix element that could couple physical and unphysical parts of the Hilbert space is \( n = 2S + 1 \) and \( m = 2S \). It is zero if

\[ \sum_{l=0}^{2S} Q_l \frac{2S!}{(2S-l)!} = 0, \]  

(B2)

which we checked explicitly for spins \( S = \frac{1}{2}, \ldots, 16 \) using MATHEMATICA and expect to be true in general.

Furthermore, we also checked explicitly that the other nonzero matrix elements for the physical couplings, i.e., \( n < 2S + 1 \) and \( m = n - 1 \), agree with the ones given by the exact Holstein-Primakoff expansion.

\[ \langle m|S^+|n\rangle = h\sqrt{2S} \delta_{m,n-1} \sqrt{n} \left( 1 - \frac{m}{2S} \right). \]  

(B3)

That is, we just needed to show that

\[ \sum_{l=0}^{2S} Q_l \frac{m!}{(m-l)!} = \sqrt{1 - \frac{m}{2S}} \]  

(B4)

for all \( m \in \mathbb{N}^+ / 2 \) and \( m < 2S \). Again using MATHEMATICA, we found this to hold at the minimum up to spin \( S = 16 \) and expect it to be true generally.
APPENDIX C: EXPLICIT EXPRESSIONS FOR HIGHER SPIN S

In this Appendix we give exact expressions for spin operators of spins up to $S = 3$. For this, one first has to solve (25) for the different $Q_n$ given below.

\[
Q_0 = 1, \\
Q_1 = \sqrt{1 - \frac{1}{2S}} - 1, \\
Q_2 = \frac{1}{2} \left( -\sqrt{4 - \frac{2}{S}} + \sqrt{\frac{S - 1}{S}} + 1 \right), \\
Q_3 = \frac{1}{12} \left( 3\sqrt{4 - \frac{2}{S}} + \sqrt{\frac{6}{S}} - 6\sqrt{\frac{S - 1}{S}} - 2 \right), \\
Q_4 = \frac{\sqrt{S - 2} + 6\sqrt{S - 1} + \sqrt{S - 2\sqrt{4S - 6} - 2\sqrt{4S - 2}}}{24\sqrt{S}}, \\
Q_5 = \frac{-10\sqrt{S - 2} - 20\sqrt{S - 1} - 2\sqrt{S} + \sqrt{4S - 10} + 10\sqrt{4S - 6} + 5\sqrt{4S - 2}}{240\sqrt{S}}, \\
Q_6 = \frac{\sqrt{S - 3} + 15\sqrt{S - 2} + 15\sqrt{S - 1} + \sqrt{S - 3\sqrt{4S - 10} - 10\sqrt{4S - 6} - 3\sqrt{4S - 2}}}{720\sqrt{S}}. \\
\]

This result may now be inserted into $S = h\sqrt{2S[\sum_{n=0}^{S} Q_n a^\dagger a]}a$, and we set the appropriate values for $S$ to find the exact expressions for spin operators up to spin $S = 3$, given below.

\[
S = \frac{1}{2} \Rightarrow S^+ = a - a^\dagger a^2, \\
S = 1 \Rightarrow S^+ = \sqrt{2}a + (1 - \sqrt{2})a^2 a^2 + \left( \frac{1}{\sqrt{2}} - 1 \right) a^{12} a^2, \\
S = \frac{3}{2} \Rightarrow S^+ = \sqrt{3}a + (\sqrt{2} - \sqrt{3})a^2 a^2 + \frac{1}{2} (1 - 2\sqrt{2} + \sqrt{3})a^2 a^3 + \frac{1}{6} (\sqrt{21} - 6\sqrt{6} - 3)a^3 a^4, \\
S = 2 \Rightarrow S^+ = 2a + (\sqrt{3} - 2)a^2 a^2 + \left( 1 - \sqrt{3} + \frac{1}{\sqrt{2}} \right) a^2 a^3 + \frac{1}{6} (3\sqrt{3} - 3\sqrt{2} - 1)a^3 a^4 + \frac{1}{12} (3\sqrt{2} - 2\sqrt{3} - 1)a^4 a^5, \\
S = \frac{5}{2} \Rightarrow S^+ = \sqrt{5}a + (2 - \sqrt{5})a^2 a^2 + \frac{1}{2} (\sqrt{3} + \sqrt{5} - 4)a^2 a^3 + \frac{1}{6} (\sqrt{2} - 3\sqrt{3} - \sqrt{5} + 6)a^3 a^4 + \frac{1}{24} (\sqrt{5} - 4\sqrt{2} + 6\sqrt{3} - 7)a^4 a^5 + \frac{1}{120} (10\sqrt{2} - 10\sqrt{3} - \sqrt{5} + 5)a^5 a^6, \\
S = 3 \Rightarrow S^+ = \sqrt{6}a + (\sqrt{5} - \sqrt{6})a^2 a^2 + (1 - \sqrt{5} + \frac{3}{2}\sqrt{2})a^2 a^3 + \frac{1}{6} (\sqrt{3} + 3\sqrt{5} - 6\sqrt{6} - 6)a^3 a^4 + \frac{1}{24} (\sqrt{2} - 4\sqrt{5} - 4\sqrt{12} + 12)a^4 a^5 + \frac{1}{120} (10\sqrt{3} - 5\sqrt{2} + 5\sqrt{5} - \sqrt{6} - 19)a^5 a^6 + \frac{1}{720} (15\sqrt{2} - 20\sqrt{3} - 6\sqrt{5} + \sqrt{6} + 24)a^6 a^7. \tag{C2}
\]

[1] O. Klein, Quantentheorie und fünfdimensionale Relativitäts-theorie, Z. Phys. 37, 895 (1926).

[2] W. Gordon, Der Comptoneffekt nach der Schrödingerschen Theorie, Z. Phys. 40, 117 (1926).

[3] J. Sucher, Relativistic invariance and the square-root Klein-Gordon equation, J. Math. Phys. 4, 17 (1963).

[4] C. Lämmerzahl, The pseudodifferential operator square root of the Klein-Gordon equation, J. Math. Phys. (Melville, NY, U. S.) 34, 3918 (1993).

[5] K. Namsrai, Square-root Klein-Gordon operator and physical interpretation, Int. J. Theor. Phys. 37, 1531 (1998).

[6] F. Shakeri and M. Dehghan, Numerical solution of the Klein–Gordon equation via He’s variational iteration method, Nonlinear Dyn. 51, 89 (2008).

[7] F. Haas, Wave dispersion derived from the square-root Klein-Gordon-Poisson system, J. Plasma Phys. 79, 371 (2013).
[8] T. Holstein and H. Primakoff, Field dependence of the intrinsic domain magnetization of a ferromagnet, Phys. Rev. 58, 1098 (1940).
[9] A. Auerbach, Interacting Electrons and Quantum Magnetism (Springer, New York, 1994).
[10] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information (Cambridge University Press, Cambridge, UK, 2010).
[11] S.-J. Gu, Fidelity approach to quantum phase transitions, Int. J. Mod. Phys. B 24, 4371 (2010).
[12] I. Bengtsson and K. Życzkowski, Geometry of Quantum States: An Introduction to Quantum Entanglement (Cambridge University Press, Cambridge, UK, 2017).
[13] R. Jozsa, Fidelity for mixed quantum states, J. Mod. Opt. 41, 2315 (1994).
[14] H. Barnum, C. M. Caves, C. A. Fuchs, R. Jozsa, and B. Schumacher, Noncommuting Mixed States Cannot Be Broadcast, Phys. Rev. Lett. 76, 2818 (1996).
[15] M. Raginsky, A fidelity measure for quantum channels, Phys. Lett. A 290, 11 (2001).
[16] N. A. Peters, T.-C. Wei, and P. G. Kwiat, Mixed-state sensitivity of several quantum-information benchmarks, Phys. Rev. A 70, 052309 (2004).
[17] K. Zyczkowski and H.-J. Sommers, Average fidelity between random quantum states, Phys. Rev. A 71, 032313 (2005).
[18] P. Zanardi, H. T. Quan, X. Wang, and C. P. Sun, Mixed-state fidelity and quantum criticality at finite temperature, Phys. Rev. A 75, 032109 (2007).
[19] N. Paunkovic, P. D. Sacramento, P. Nogueira, V. R. Vieira, and V. K. Dugaev, Fidelity between partial states as a signature of quantum phase transitions, Phys. Rev. A 77, 052302 (2008).
[20] P. E. M. F. Mendonça, R. d. J. Napolitano, M. A. Marchiolli, C. J. Foster, and Y.-C. Liang, Alternative fidelity measure between quantum states, Phys. Rev. A 78, 052330 (2008).
[21] X. Wang, Z. Sun, and Z. D. Wang, Operator fidelity susceptibility: An indicator of quantum criticality, Phys. Rev. A 79, 012105 (2009).
[22] H. T. Quan and F. M. Cucchietti, Quantum fidelity and thermal phase transitions, Phys. Rev. E 79, 031101 (2009).
[23] P. Marian and T. A. Marian, Uhlmann fidelity between two-mode Gaussian states, Phys. Rev. A 86, 022340 (2012).
[24] D. Bures, An extension of Kakutani’s theorem on infinite product measures to the tensor product of semifinite w*-algebras, Trans. Amer. Math. Soc. 135, 199 (1969).
[25] A. Uhlmann, The transition probability in the state space of a*-algebra, Rep. Math. Phys. 9, 273 (1976).
[26] F. Wegner, Flow-equations for Hamiltonians, Ann. Phys. (Berlin, G.) 506, 77 (1994).
[27] S. Kehrein, The Flow Equation Approach to Many-Particle Systems, Springer Tracts in Modern Physics Vol. 217 (Springer, Heidelberg, 2007).
[28] S. J. Thomson and M. Schirò, Time evolution of many-body localized systems with the flow equation approach, Phys. Rev. B 97, 060201(R) (2018).
[29] V. L. Quito, P. Titum, D. Pekker, and G. Refael, Localization transition in one dimension using Wegner flow equations, Phys. Rev. B 94, 104202 (2016).
[30] V. Bach and J.-B. Bru, Rigorous foundations of the Brockett-Wegner flow for operators, J. Evol. Equ. 10, 425 (2010).
[31] F. J. Wegner, Flow equations for Hamiltonians, Phys. Rep. 348, 77 (2001).
[32] A. Mielke, Flow equations for band-matrices, Eur. Phys. J. B 5, 605 (1998).
[33] P. Lenz and F. Wegner, Flow equations for electron-phonon interactions, Nucl. Phys. B 482, 693 (1996).
[34] S. K. Kehrein, A. Mielke, and P. Neu, Flow equations for the spin-boson problem, Z. Phys. B: Condens. Matter 99, 269 (1995).
[35] F. Wegner, Flow equations and normal ordering: A survey, J. Phys. A: Math. Gen. 39, 8221 (2006).
[36] E. L. Gubankova and F. Wegner, Flow equations for QED in light front dynamics, Phys. Rev. D 58, 025012 (1998).
[37] M. Ragwitz and F. Wegner, Flow equations for electron-phonon interactions: Phonon damping, Eur. Phys. J. B 8, 9 (1999).
[38] S. K. Kehrein and A. Mielke, Flow equations for the Anderson Hamiltonian, J. Phys. A: Math. Gen. 27, 4259 (1994).
[39] F. Wegner, Flow equations of Hamiltonians, Philos. Mag. B 77, 1249 (1998).
[40] S. P. Kelly, R. Nandkishore, and J. Marino, Exploring many-body localization in quantum systems coupled to an environment via Wegner-Wilson flows, Nucl. Phys. B 951, 114886 (2020).
[41] M. Vogl, P. Laurell, A. D. Barr, and G. A. Fiete, Flow Equation Approach to Periodically Driven Quantum Systems, Phys. Rev. X 9, 021037 (2019).
[42] M. Vogl, P. Laurell, A. D. Barr, and G. A. Fiete, Analog of Hamilton-Jacobi theory for the time-evolution operator, Phys. Rev. A 100, 021322 (2019).
[43] A. R. P. Rau, Unitary Integration of Quantum Liouville-Bloch Equations, Phys. Rev. Lett. 81, 4785 (1998).
[44] A. R. P. Rau and R. A. Wendell, Embedding Dissipation and Decoherence in Unitary Evolution Schemes, Phys. Rev. Lett. 89, 220405 (2002).
[45] S. Toth and B. Lake, Linear spin wave theory for single-Q incommensurate magnetic structures, J. Phys.: Condens. Matter 27, 166002 (2015).
[46] M. E. Zhitomirsky and A. L. Chernyshev, Colloquium: Spontaneous magnon decays, Rev. Mod. Phys. 85, 219 (2013).
[47] B. Schmidt and P. Thalmeier, Frustrated two dimensional quantum magnets, Phys. Rep. 703, 1 (2017).
[48] L. Balents, Spin liquids in frustrated magnets, Nature (London) 464, 199 (2010).
[49] C. Broholm, R. J. Cava, S. A. Kivelson, D. G. Nocera, M. R. Norman, and T. Senthil, Quantum spin liquids, Science 367, eaay0668 (2020).
[50] Y. Zhou, K. Kanoda, and T.-K. Ng, Quantum spin liquid states, Rev. Mod. Phys. 89, 025003 (2017).
[51] J. Knolle and R. Moessner, A field guide to spin liquids, Annu. Rev. Condens. Matter Phys. 10, 451 (2019).
[52] T. Giamarchi, Quantum Physics in One Dimension, International Series of Monographs on Physics Vol. 121 (Oxford University Press, New York, 2004).
[53] A. Auerbach and D. P. Arovas, Schwinger bosons approaches to quantum antiferromagnetism, in Introduction to Frustrated Magnetism (Springer, New York, 2011), pp. 365–377.
[54] P. A. Lee, N. Nagaosa, and X.-G. Wen, Doping a Mott insulator: Physics of high-temperature superconductivity, Rev. Mod. Phys. 78, 17 (2006).
[55] R. Shindou and T. Momoi, SU(2) slave-boson formulation of spin nematic states in $S = \frac{1}{2}$ frustrated ferromagnets, Phys. Rev. B 80, 064410 (2009).

[56] P. Jordan and E. Wigner, Über das Paulische Äquivalenzverbot, Z. Phys. 47, 631 (1928).

[57] E. Fradkin, Jordan-Wigner Transformation for Quantum-Spin Systems in Two Dimensions and Fractional Statistics, Phys. Rev. Lett. 63, 322 (1989).

[58] L. Hawa and J. Zanelli, Bose-Fermi Transformation in Three-Dimensional Space, Phys. Rev. Lett. 71, 3622 (1993).

[59] C. D. Batista and G. Ortiz, Generalized Jordan-Wigner Transformations, Phys. Rev. Lett. 86, 1082 (2001).

[60] S. V. Dobrov, On the spin–fermion connection, J. Phys. A: Math. Gen. 36, L303 (2003).

[61] M. N. Kiselev, D. N. Aristov, and K. Kikoin, Spin gap in chains with hidden symmetries, Phys. Rev. B 71, 092404 (2005).

[62] F. J. Dyson, General theory of spin-wave interactions, Phys. Rev. 102, 1217 (1956).

[63] S. V. Maleev, Scattering of slow neutrons in ferromagnets, Zh. Eksp. Teor. Fiz. 33, 1010 (1957) [Sov. Phys. JETP 6, 776 (1958)].

[64] C. Itoi and M. Kato, Equivalence in spin wave theories, J. Phys. A: Math. Gen. 27, 2915 (1994).

[65] A. Klein and E. R. Marshalek, Boson realizations of Lie algebras with applications to nuclear physics, Rev. Mod. Phys. 63, 375 (1991).

[66] J. Villain, Quantum theory of one- and two-dimensional ferro- and antiferromagnets with an easy magnetization plane. I. Ideal 1-d or 2-d lattices without in-plane anisotropy, J. Phys. (Paris) 35, 27 (1974).

[67] J. Villain, Theory of one- and two-dimensional magnets with an easy magnetization plane. II. The planar, classical, two-dimensional magnet, J. Phys. (Paris) 36, 581 (1975).

[68] I. Goldhirsch, E. Levich, and V. Yakhot, Exact boson representation of quantum spin systems and investigation of their critical behavior, Phys. Rev. B 19, 4780 (1979).

[69] I. Goldhirsch, Exact Bose expansion for general spin, J. Phys. A: Math. Gen. 13, 453 (1980).

[70] P. Garbaczewski, The method of boson expansions in quantum theory, Phys. Rep. 65, 65 (1978).

[71] L. Zhou and Y. Kawazoe, Unified spin-wave theory for quantum spin systems with single-ion anisotropies, J. Phys. A: Math. Gen. 32, 6689 (1999).

[72] P. A. Lindgård and O. Danielsen, Bose-operator expansions of tensor operators in the theory of magnetism, J. Phys. C: Solid State Phys. 7, 1523 (1974).

[73] É. G. Batyev, Antiferromagnet of arbitrary spin in a strong magnetic field, Zh. Eksp. Teor. Fiz. 89, 308 (1985) [Sov. Phys. JETP 62, 173 (1985)].

[74] G. Marmorini, D. Yamamoto, and I. Danshita, Umbrella-coplanar transition in the triangular XXZ model with arbitrary spin, Phys. Rev. B 93, 224402 (2016).

[75] K. Tsuru, Spin waves in an easy-plane ferromagnet with single-ion anisotropy, J. Phys. C: Solid State Phys. 19, 2031 (1986).

[76] Y. Kamiya, L. Ge, T. Hong, Y. Qiu, D. L. Quintero-Castro, Z. Lu, H. B. Cao, M. Matsuda, E. S. Choi, C. D. Batista, M. Mourigal, H. D. Zhou, and J. Ma, The nature of spin excitations in the one-third magnetization plateau phase of Ba$_2$Co$_2$Sn$_2$O$_9$, Nat. Commun. 9, 2666 (2018).

[77] A. Kitaev, Anyons in an exactly solved model and beyond, Ann. Phys. (Amsterdam, Neth.) 321, 2 (2006).

[78] S. Yang, S.-J. Gu, C.-P. Sun, and H.-Q. Lin, Fidelity susceptibility and long-range correlation in the Kitaev honeycomb model, Phys. Rev. A 78, 012304 (2008).

[79] J. Vidal, K. P. Schmidt, and S. Dusuel, Perturbative approach to an exactly solved problem: Kitaev honeycomb model, Phys. Rev. B 78, 245121 (2008).

[80] M. Schmitt and S. Kehrein, Dynamical quantum phase transitions in the Kitaev honeycomb model, Phys. Rev. B 92, 075114 (2015).

[81] A. J. Willis, J. T. Chalker, and R. Moessner, Site dilution in the Kitaev honeycomb model, Phys. Rev. B 84, 115146 (2011).

[82] F. L. Pedrocchi, S. Chesi, and D. Loss, Physical solutions of the Kitaev honeycomb model, Phys. Rev. B 84, 165414 (2011).

[83] F. J. Burnell and C. Nayak, SU(2) slave fermion solution of the Kitaev honeycomb lattice model, Phys. Rev. B 84, 125125 (2011).

[84] N. Janša, A. Zorko, M. Gomišek, M. Pregelj, K. W. Krämer, D. Biner, A. Biffin, C. Rüegg, and M. Klanjšek, Observation of two types of fractional excitation in the Kitaev honeycomb model, Nat. Phys. 14, 786 (2018).

[85] A. V. Gorshkov, K. R. Hazzard, and A. M. Rey, Kitaev honeycomb and other exotic spin models with polar molecules, Mol. Phys. 111, 1908 (2013).

[86] G. B. Halász, N. B. Perkins, and J. van den Brink, Resonant Inelastic X-Ray Scattering Response of the Kitaev Honeycomb Model, Phys. Rev. Lett. 117, 127203 (2016).

[87] C. Hickey and S. Trebst, Emergence of a field-driven $U(1)$ spin liquid in the kitaev honeycomb model, Nat. Commun. 10, 530 (2019).

[88] Z. Wang, T. Ma, S.-J. Gu, and H.-Q. Lin, Reduced fidelity in the Kitaev honeycomb model, Phys. Rev. A 81, 062350 (2010).

[89] J. Cui, J.-P. Cao, and H. Fan, Quantum-information approach to the quantum phase transition in the Kitaev honeycomb model, Phys. Rev. A 82, 022319 (2010).

[90] G. B. Halász, J. T. Chalker, and R. Moessner, Doping a topological quantum spin liquid: Slow holes in the Kitaev honeycomb model, Phys. Rev. B 90, 035145 (2014).

[91] F. Wang, Realization of the exactly solvable Kitaev honeycomb lattice model in a spin-rotation-invariant system, Phys. Rev. B 81, 184416 (2010).

[92] D. F. Abasto and P. Zanardi, Thermal states of the Kitaev honeycomb model: Bures metric analysis, Phys. Rev. A 79, 012321 (2009).

[93] P. Schwoll and R. Orús, Kitaev honeycomb tensor networks: Exact unitary circuits and applications, Phys. Rev. B 95, 045112 (2017).

[94] A. T. Bolukbasi and J. Vala, Rigorous calculations of non-Abelian statistics in the Kitaev honeycomb model, New J. Phys. 14, 045007 (2012).

[95] G. Kells, N. Moran, and J. Vala, Finite size effects in the Kitaev honeycomb lattice model on a torus, J. Stat. Mech.: Theory Exp. (2009) P03006.

[96] S. Dusuel, K. P. Schmidt, J. Vidal, and R. L. Zaffino, Perturbative study of the Kitaev model with spontaneous time-reversal symmetry breaking, Phys. Rev. B 78, 125102 (2008).
[97] J. Knolle, D. L. Kovrizhin, J. T. Chalker, and R. Moessner, Dynamics of a Two-Dimensional Quantum Spin Liquid: Signatures of Emergent Majorana Fermions and Fluxes, Phys. Rev. Lett. 112, 207203 (2014).

[98] H. Takagi, T. Takayama, G. Jackeli, G. Khaliullin, and S. E. Nagler, Concept and realization of Kitaev quantum spin liquids, Nat. Rev. Phys. 1, 264 (2019).

[99] Y. Motome and J. Nasu, Hunting Majorana fermions in Kitaev magnets, J. Phys. Soc. Jpn. 89, 012002 (2020).

[100] S. Trebst, Kitaev materials, arXiv:1701.07056.

[101] H.-S. Kim, V. V. Shankar, A. Catuneanu, and H.-Y. Kee, Kitaev magnetism in honeycomb RuCl₃ with intermediate spin-orbit coupling, Phys. Rev. B 91, 241110(R) (2015).

[102] A. Banerjee, J. Yan, J. Knolle, C. A. Bridges, M. B. Stone, M. D. Lumsden, D. G. Mandrus, D. A. Tennant, R. Moessner, and S. E. Nagler, Neutron scattering in the proximate quantum spin liquid behaviour in a honeycomb magnet, Nat. Mater. 15, 733 (2016).

[103] L. J. Sandilands, Y. Tian, A. Reijnders, H.-S. Kim, K. W. Plumb, Y.-J. Kim, H.-Y. Kee, and K. S. Burch, Spin-orbit excitations and electronic structure of the putative Kitaev magnet α-RuCl₃, Phys. Rev. B 93, 075144 (2016).

[104] A. Banerjee, J. Yan, J. Knolle, C. A. Bridges, M. B. Stone, M. D. Lumsden, D. G. Mandrus, D. A. Tennant, R. Moessner, and S. E. Nagler, Neutron scattering in the proximate quantum spin liquid α-RuCl₃, Science 356, 1055 (2017).

[105] S.-H. Do, S.-Y. Park, J. Yoshitake, J. Nasu, Y. Motome, Y. S. Kwon, D. T. Adroja, D. J. Voneshen, K. Kim, T.-H. Jang, J.-H. Park, K.-Y. Choi, and S. J. Majorana fermions in the Kitaev quantum spin system α-RuCl₃, Nat. Phys. 13, 1079 (2017).

[106] K. Ran, J. Wang, W. Wang, Z.-Y. Dong, X. Ren, S. Bao, S. Li, Z. Ma, Y. Gan, Y. Zhang, J. T. Park, G. Deng, S. Danilkin, S.-L. Yu, J.-X. Li, and J. Wen, Spin-Wave Excitations Evidencing the Kitaev Interaction in Single Crystalline α-RuCl₃, Phys. Rev. Lett. 118, 107203 (2017).

[107] A. Glamazda, P. Lemmens, S.-H. Do, Y. S. Kwon, and K.-Y. Choi, Relation between Kitaev magnetism and structure in α-RuCl₃, Phys. Rev. B 95, 144427 (2017).

[108] A. U. B. Wolter, L. T. Corredor, L. Janssen, K. Knolle, S. Schönecker, S.-H. Do, K.-Y. Choi, R. Albrecht, J. Hunger, T. Doert, M. Vojta, and B. Büchner, Field-induced quantum criticality in the Kitaev system α-RuCl₃, Phys. Rev. B 96, 041405(R) (2017).

[109] A. Banerjee, P. Lampen-Kelley, J. Knolle, C. Balz, A. A. Aczel, B. Winn, Y. Liu, D. Pajerowski, J. Yang, C. A. Bridges, A. T. Savici, B. C. Chakoumakos, M. D. Lumsden, D. A. Tennant, R. Moessner, D. G. Mandrus, and S. E. Nagler, Excitations in the field-induced quantum spin liquid state of α-RuCl₃, npj Quantum Mater. 3, 8 (2018).

[110] Y. J. Yu, Y. Xu, K. J. Ran, J. M. Ni, Y. Y. Huang, J. H. Wang, J. S. Wen, and S. Y. Li, Ultralow-Temperature Thermal Conductivity of the Kitaev Honeycomb Magnet α-RuCl₃ across the Field-Induced Phase Transition, Phys. Rev. Lett. 120, 067202 (2018).

[111] P. Lampen-Kelley, S. Rachel, J. Reuther, J.-Q. Yan, A. Banerjee, C. A. Bridges, H. B. Cao, S. E. Nagler, and D. Mandrus, Anisotropic susceptibilities in the honeycomb Kitaev system α-RuCl₃, Phys. Rev. B 98, 100403(R) (2018).

[112] C. Balz, P. Lampen-Kelley, A. Banerjee, J. Yan, Z. Lu, X. Hu, S. M. Yadav, Y. Takano, Y. Liu, D. A. Tennant, M. D. Lumsden, D. Mandrus, and S. E. Nagler, Finite field regime for a quantum spin liquid in α-RuCl₃, Phys. Rev. B 100, 060405(R) (2019).

[113] C. Eichstaedt, Y. Zhang, P. Laurell, S. Okamoto, A. G. Eguiluz, and T. Berlijn, Deriving models for the Kitaev spin-liquid candidate material α-RuCl₃ from first principles, Phys. Rev. B 100, 075110 (2019).

[114] P. Laurell and S. Okamoto, Dynamical and thermal magnetic properties of the Kitaev spin liquid candidate material α-RuCl₃, npj Quantum Mater. 5, 2 (2020).

[115] C. Xu, J. Feng, H. Xiang, and L. Bellache, Interplay between Kitaev interaction and single ion anisotropy in ferromagnetic CrI₃ and CrGeTe₃ monolayers, npj Comput. Mater. 4, 57 (2018).

[116] P. P. Stavropoulos, D. Pereira, and H.-Y. Kee, Microscopic Mechanism for a Higher-Spin Kitaev Model, Phys. Rev. Lett. 123, 037203 (2019).

[117] L. Lee, F. G. Utermohlen, D. Weber, K. Hwang, C. Zhang, J. van Tol, J. E. Goldberg, N. Trivedi, and P. C. Hammel, Fundamental spin interactions underlying the magnetic anisotropy in the Kitaev ferromagnet CrI₃, Phys. Rev. Lett. 124, 017201 (2020).

[118] E. Aguilera, R. Jaeschke-Ubierno, N. Vidal-Silva, L. E. F. Foa Torres, and A. S. Núñez, Topological magnetics in the two-dimensional van der Waals magnet CrI₃, Phys. Rev. B 102, 024409 (2020).

[119] M. Rodríguez-Vega, Z.-X. Lin, A. Leonardo, A. Ernst, G. Chaudhary, M. G. Vergniory, and G. A. Fiete, Phonon-mediated dimensional crossover in bilayer CrI₃, Phys. Rev. B 102, 081117(R) (2020).

[120] J. Chaloupka, G. Jackeli, and G. Khaliullin, Kitaev-Heisenberg Model on a Honeycomb Lattice: Possible Exotic Phases in Iridium Oxides A₁₂IrO₃, Phys. Rev. Lett. 105, 027204 (2010).

[121] I. Kimchi and Y.-Z. You, Kitaev-Heisenberg-J₁-J₂ Model for the Iridates A₁₂IrO₃, Phys. Rev. B 84, 180407(R) (2011).

[122] Y. Singh, S. Manni, J. Reuther, T. Berlijn, R. Thomale, W. Ku, S. Trebst, and P. Gegenwart, Relevance of the Heisenberg-Kitaev Model for the Honeycomb Lattice Iridates A₁₂IrO₃, Phys. Rev. Lett. 108, 127203 (2012).

[123] G. Simutis, N. Barbero, K. Rolfs, P. Leroy-Calatayud, K. Mehlawat, R. Khasanov, H. Luetkens, E. Pomjakushina, Y. Singh, H.-R. Ott, J. Messot, A. Amato, and T. Shirokha, Chemical and hydrostatic-pressure effects on the Kitaev honeycomb material Na₂IrO₃, Phys. Rev. B 98, 104421 (2018).

[124] J. König and A. Hucht, Newton series expansion of bosonic operator functions, arXiv:2008.11139.

[125] http://energy.gov/downloads/doe-public-access-plan.