CONVERGENCE OF SOLUTIONS OF HAMILTON-JACOBI EQUATIONS DEPENDING NONLINEARLY ON THE UNKNOWN FUNCTION

QINBO CHEN

ABSTRACT. Motivated by the vanishing contact problem, we study in the present paper the convergence of solutions of Hamilton-Jacobi equations depending nonlinearly on the unknown function. Let $H(x, p, u)$ be a continuous Hamiltonian which is strictly increasing in $u$, and is convex and coercive in $p$. For each parameter $\lambda > 0$, we denote by $u^\lambda$ the unique viscosity solution of the H-J equation

$$H(x, Du(x), \lambda u(x)) = c.$$ 

Under quite general assumptions, we prove that $u^\lambda$ converges uniformly, as $\lambda$ tends to zero, to a specific solution of the critical H-J equation $H(x, Du(x), 0) = c$. We also characterize the limit solution in terms of Peierls barrier and Mather measures.

1. INTRODUCTION

Throughout this paper, we let $M$ be a connected and compact smooth manifold without boundary, equipped with a smooth Riemannian metric $g$, the associated Riemannian distance on $M$ will be denoted by $d$. Let $TM$ and $T^*M$ denote the tangent and cotangent bundles respectively. A point of $TM$ will be denoted by $(x, v)$ with $x \in M$ and $v \in T_xM$, and a point of $T^*M$ by $(x, p)$ with $p \in T^*_xM$ a linear form on the vector space $T_xM$. With a slight abuse of notation, we will both denote by $| \cdot |_x$ the norm induced by $g$ on the fiber $T_xM$ and also the dual norm on $T^*_xM$.

In the sequel, $H(x, p, u) : T^*M \times \mathbb{R} \to \mathbb{R}$ will be a given continuous Hamiltonian which is strictly increasing in $u$, and is convex and coercive in the fibers. By adding a parameter $\lambda > 0$, we consider the following stationary Hamilton-Jacobi equation

$$H(x, Du(x), \lambda u(x)) = c, \quad x \in M. \quad (1.1)$$

Here, $c$ is a constant. This equation obeys the comparison principle, and therefore it has a unique viscosity solution $u^\lambda : M \to \mathbb{R}$. As $\lambda \to 0$, equation (1.1) tends to a critical Hamilton-Jacobi equation

$$H(x, Du(x), 0) = c, \quad x \in M, \quad (1.2)$$

and then we are interested in the asymptotic behavior of the family of solutions $\{u^\lambda\}_{\lambda > 0}$. In the sequel, for abbreviation, we set

$$G(x, p) := H(x, p, 0).$$
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As is well known, there is only one special critical value $c = c(G)$ such that the H-J equation $G(x, Du(x)) = c$ admits viscosity solutions. Thus it is natural to consider equations (1.1) and (1.2) only for $c = c(G)$, i.e.,

$$H(x, Du(x), \lambda u(x)) = c(G), \quad x \in M$$

(HJ$_\lambda$)

and

$$G(x, Du(x)) = c(G), \quad x \in M.$$  

(HJ$_0$)

Note that $H(x, p, \lambda u)$ locally uniformly converges to $G(x, p)$ as $\lambda \to 0$, by the stability of the viscosity properties, any accumulation point of the set $\{u^\lambda\}_{\lambda>0}$ must be a viscosity solution of (HJ$_0$). Nevertheless, equation (HJ$_0$) has infinitely many solutions, and it is not clear that limits of $\{u^\lambda\}_{\lambda>0}$ along different subsequences yield the same solution. Our starting point is to study the uniform convergence of the whole family $\{u^\lambda\}_{\lambda>0}$.

In the case where $H(x, p, u) = u + G(x, p)$, (HJ$_\lambda$) is reduced to the so-called vanishing discount problem, in view that $\lambda > 0$ appears as a discount factor in the dynamic programming principle for optimal control problems. It is also known as the ergodic approximation which was proposed by Lions, Panico, and Varadhan in [LPV87]. In the last decade, there have been many new contributions to this vanishing discount problem. A selection criterion for possible limits of solutions was given in [Gom08], and a partial convergence result was obtained in [ISM11]. Recently, the uniform convergence to a unique limit is established by Davini, Fathi, Iturriaga and Zavidovique [DFIZ16b], see also [DFIZ16a] for a discrete time version. The convergence and the characterization of the limit solution are obtained by taking advantage of Aubry-Mather theory and weak KAM theory. Subsequently, it has been generalized under various types of settings. For instance, the first-order case with Neumann-type boundary condition [AAAIY16], the first-order case with the ambient space being non-compact [IS20]. It has also been generalized to the second-order H-J setting, see [MT17, IMT17a, IMT17b]. In the case of weakly coupled system of H-J equations, the vanishing discount problem is investigated in [DZ37, Ish19, IJ20] by using a generalization of Mather (minimizing) measure. The vanishing discount mean field game problem has been studied in [CP19, GMT19]. For the convergence problem from the negative direction (i.e. $\lambda < 0$), it is discussed in [DW20] under the assumption that constant functions are critical subsolutions. We also refer to [Zav20] for some degenerate discounted H-J equations.

Observe that the discounted system depends linearly on $u$. Recently, there has been an interest in generalizing the asymptotic convergence problem to those Hamiltonians depending nonlinearly or implicitly on $u$. Such extensions were first discussed in [GMT18, CCIZ19]. For example, in the case of nonlinear discounted systems, i.e.

$$H(x, p, u) = f(x, u) + F(x, p),$$  

(1.3)

the convergence was obtained by [CCIZ19] under the following two assumptions: (C1) $F(x, p) \in C(T^* M)$ is convex and coercive in the fibers; (C2) $f(x, u) \in C^1(M \times \mathbb{R})$ with $f_u > 0$ and

$$\limsup_{u \to 0} \frac{|f_u(x, u) - f_u(x, 0)|}{|u|} < +\infty, \quad \text{uniformly in $x$.}$$  

(1.4)

Note that (1.3) is special because it is a separate system with $u$ decoupling with $p$. 
For more general $H(x, p, u)$ which is not separate, the work [CCIZ19] also gives a convergence result when the Hamiltonian satisfies the following assumptions: (D1) $H_u \in C(T^* M \times \mathbb{R})$ with $H_u > 0$. For every $R > 0$, $\exists B_R > 0$ such that
\[
|H(x, p, u) - H(x, p, 0)| \leq B_R |u|, \quad \text{for all } |u| \leq R, (x, p) \in T^* M,
\]
\[
|H_u(x, p, u) - H_u(x, p, 0)| \leq B_R |u|, \quad \text{for all } |p|_x \leq R, |u| \leq R;
\]
\[
(D2) G(x, p) \text{ is convex and coercive in the fibers. (D3) Either } \frac{G(x, p) - c(G)}{H_u(x, p, 0)} \text{ is convex and coercive in the fibers, or}
\]
\[
\min_{|u|_x \leq R_0} H_u(x, p, \lambda u) \leq \max_{|u|_x \leq R_0} H_u(x, p, \lambda u) \rightarrow 1, \quad \text{as } \lambda \to 0
\]
for a suitably large constant $R_0$. Recently, using the implicit variational principle (see for instance [SWY16, WWY19a, WWY19b]) of the contact systems, the authors of [WYZ20] have introduced a totally new technique to remove the restriction (D3) above for $C^2$ contact Hamiltonians with Tonelli conditions. Their approach is to establish Radon measures supported on the minimizing curves of the associated contact systems and then verify the convergence to Mather measures. Inspired by their approach, in the present paper we generalize the conditions to the more general case, with a slight losing of dynamical information.

The goal of the current paper is, following a non-smooth setting analogous to [DFIZ16b, CCIZ19], to further investigate the convergence problem for general continuous Hamiltonians with less restrictions. In such a setting, no Hamiltonian dynamics can necessarily be defined, so dynamical systems techniques are not suitable. We instead use nonsmooth analysis and PDE methods. Also, it is worth noting that, different from the technique in [CCIZ19], we will give an approximation scheme (analogous to [WYZ20, Lemma 3.6]) to select certain Mather measures (see Section 4), then the convergence of the whole family of solutions follows from this approximation scheme.

1.1. Setup and main result. We first describe the setting and state main assumptions. Suppose that the continuous Hamiltonian $H$ satisfies the following assumptions:

\textbf{(H1)} The map $p \mapsto H(x, p, u)$ is convex on $T^*_x M$, for every $(x, u) \in M \times \mathbb{R}$.

\textbf{(H2)} There exists a constant $r_0 > 0$, such that $H(x, p, -r_0)$ is coercive in the fibers, i.e.,
\[
\lim_{|p|_x \to \infty} H(x, p, -r_0) = +\infty, \quad \text{uniformly in } x \in M.
\]

\textbf{(H3)} The map $u \mapsto H(x, p, u)$ is strictly increasing, for every $(x, p) \in T^* M$.

We point out that the convexity assumption (H1) is essential for the convergence problem, see [Zil19] for a remarkable counterexample where the convergence fails without the convexity.

\textbf{Remark 1.1.} It is easily seen from the monotonicity assumption (H3) that for each $u_0 \geq -r_0$, the function $H(x, p, u_0) : T^* M \to \mathbb{R}$ is also coercive in the fibers. More precisely, for each $u_0 \in [-r_0, +\infty)$,
\[
\lim_{|p|_x \to \infty} H(x, p, u_0) \geq \lim_{|p|_x \to \infty} H(x, p, -r_0) = +\infty, \quad \text{uniformly in } x \in M.
\]
In particular, the critical Hamiltonian $G(x, p)$ is coercive in the fibers. Also, we refer the reader to Proposition A.1 for an equivalent statement of assumption (H2).
Assumption (H3), as is known to all, also guarantees the uniqueness of solutions. See Proposition 3.1 later for the existence and uniqueness of solutions of equation (HJλ) for each small parameter λ > 0, under assumptions (H2) and (H3). In fact, it is a standard result obtained by Perron’s method and the comparison principle.

Note that the assumptions above do not require smoothness of H(x, p, u) on the variables (x, p). Nevertheless, in order to address the convergence result, we need the partial derivative with respect to u at u = 0:

(H4) The partial derivative H_u(x, p, 0) exists, H_u(x, p, 0) > 0 and H_u(x, p, 0) ∈ C(T^* M). Assume further that

$$\lim_{u \to 0} \frac{H(x, p, u) - H(x, p, 0)}{u} = H_u(x, p, 0), \quad \text{locally uniformly}$$

in (x, p) ∈ T^* M. \hspace{1cm} (1.8)

Remark 1.2. Assumption (H4) holds naturally if one assumes H ∈ C^1(T^* M × (−δ, δ)) for some constant δ > 0 and H_u(x, p, 0) > 0. Indeed, it can be easily verified by using Newton-Leibniz formula.

Note that our assumptions do not require the uniformly Lipschitz condition, i.e. |H_u| ≤ C with C a positive constant.

Remark 1.3. In our setting, the partial derivative H_u(x, p, u) could take the value zero at some points u ≠ 0. For example,

$$H(x, p, u) = (u - 2)^{2m+1} + |p| + V(x),$$

where V ∈ C(M) and 1 ≤ m ∈ Z. Observe that H(x, p, u) is strictly increasing in u (i.e. H(x, p, u_1) < H(x, p, u_2) if u_1 < u_2), and H_u(x, p, 0) > 0. So, it satisfies all assumptions (H1)–(H4) above. But H_u(x, p, 2) = 0 for all (x, p) ∈ T^* M.

Remark 1.4. In particular, for the nonlinear discounted system of the form

$$H(x, p, u) = g(u) + \tilde{H}(x, p),$$

To satisfy assumptions (H1)–(H3), it is enough to assume that $\tilde{H}(x, p) ∈ C(T^* M)$ is convex and coercive in the fibers, and g(u) is continuous and strictly increasing. As for assumption (H4), it is equivalent to assume that g(u) is differentiable at u = 0 with g'(0) > 0.

We are now ready to state our first main result:

Theorem 1.5. Let H(x, p, u) : T^* M × ℝ → ℝ satisfy (H1)–(H4). Then there exists a constant α_0 > 0 such that for each λ ∈ (0, α_0), equation (HJλ) has a unique continuous viscosity solution u^λ which is Lipschitz continuous, and u^λ converges uniformly, as λ → 0, to a Lipschitz function u^0 which is exactly a viscosity solution of (HJ0).

Remark 1.6. An estimate of α_0 will be given in Section 3. Actually, α_0 depends only on the critical Hamiltonian G(x, p) and the value r_0, see (3.2) for more details.

By Remark 1.4, our Theorem 1.5 then has the following immediate consequence:

\(^1\)Here, the locally uniform convergence (1.8) means that for each compact subset B ⊂ T^* M, we have: for every ε > 0, there exists δ > 0 such that ||H(x, p, u) - H(x, p, 0)|| / u - H_u(x, p, 0) | < ε, for all (x, p) ∈ B, 0 < |u| < δ.
Corollary 1.7. Let $\tilde{H}(x, p) : T^* M \to \mathbb{R}$ be a continuous Hamiltonian which is coercive and convex in the momentum. Suppose that $g(u) \in C(\mathbb{R})$ is a strictly increasing function, and is differentiable at $u = 0$ with $g'(0) > 0$. Then, for each small parameter $\lambda > 0$, the equation

$$g(\lambda u(x)) + \tilde{H}(x, Du(x)) = c_0, \quad x \in M,$$

with $c_0$ the critical value of the critical Hamiltonian $g(0) + \tilde{H}(x, p)$, has a unique continuous viscosity solution $u^\lambda$. Moreover, $u^\lambda$ converges uniformly to a single critical solution as $\lambda \to 0$.

In view of this corollary, the assumptions of the current paper are indeed natural generalizations of that in [DFIZ16b].

If we replace the coercivity assumption (H2) by the fiberwise superlinear growth assumption (H2*) below, then we can introduce the conjugated Lagrangian, and characterize the limit solution $u^0$ by making use of the tools in Aubry-Mather theory.

(\text{H2*}) There exists a constant $r_0 > 0$, such that $H(x, p, -r_0)$ is superlinear in the fibers, i.e.,

$$\lim_{|p|_x \to -\infty} \frac{H(x, p, -r_0)}{|p|_x} = +\infty, \quad \text{uniformly in } x \in M.$$

Through the Legendre-Fenchel transformation, the Lagrangian $L$ associated to the Hamiltonian $H$ is given by

$$L(x, v, u) = \sup_{p \in T_x^* M} \langle (p, v)_x - H(x, p, u) \rangle, \quad \forall (x, v, u) \in TM \times \mathbb{R}. \quad (1.9)$$

Here, $(p, v)_x$ denotes the value of the linear form $p \in T_x^* M$ evaluated at $v \in T_x M$.

Observe that assumptions (H2*) and (H3) together imply that for every fixed $u_0 \in (-r_0, +\infty)$, the map $p \mapsto H(x, p, u_0)$ is superlinear in $p$, uniformly in $x \in M$, i.e.,

$$\lim_{|p|_x \to -\infty} \frac{H(x, p, u_0)}{|p|_x} = +\infty, \quad \text{uniformly in } x \in M, \ u \in (-r_0, +\infty).$$

Therefore, $L(x, v, u)$ is finite-valued whenever $u \in (-r_0, +\infty)$. But $L(x, v, u)$ may take the value $+\infty$ when $u < -r_0$. However, as we will see later, only the information on $TM \times (-r_0, +\infty)$ is needed for our purpose. Therefore, in the remainder of this paper, we only consider the Lagrangian $L(x, v, u) : TM \times (-r_0, +\infty) \to \mathbb{R}$.

Here, we also point out that if one assumes that $H(x, p, u_0)$ is superlinear in the fibers for every $u_0 \in \mathbb{R}$, then $L(x, v, u)$ is finite-valued and well defined on the whole space $TM \times \mathbb{R}$.

It is a classical result in convex analysis that $L \in C(TM \times (-r_0, +\infty))$, and is convex and superlinear in $v$, see for instance [CS04, Theorem A.2.6]. In what follows, we denote by

$$L_G(x, v) := L(x, v, 0)$$

the Lagrangian associated to the critical Hamiltonian $G(x, p)$. This enables us to apply Aubry-Mather theory to the critical Lagrangian $L_G$ to give a characterization of the limit $u^0$. Even though the classical Aubry-Mather theory or weak KAM theory is established for $C^2$ Tonelli systems, most of the notions and results have their extensions to non-smooth ones, see Section 2 below.

As we will see in Lemma 4.1 below, the partial derivative of $L$ with respect to $u$ at $(x, v, 0)$ exists and $L_u(x, v, 0) \in C(TM)$. Let $h(y, x)$ be the Peierls barrier (see (2.3) for the definition) and let $\mathcal{M}(L_G)$ be the set
of all Mather measures (see (2.6) for the definition) for the Lagrangian $L_G$, we then address our second main result:

**Theorem 1.8.** Let $H(x, p, u)$ satisfy (H1), (H2*), (H3) and (H4). Then the limit solution $u^0$ obtained in Theorem 1.5 can be characterized in either of the following two ways:

1. $u^0(x) = \sup_w w(x)$, where the supremum is taken over all viscosity subsolutions $w$ of $(H_0)$ satisfying
   \[ \int_{TM} L_u(x, v, 0) w(x) \, d\tilde{\mu}(x, v) > 0, \quad \text{for every } \tilde{\mu} \in \tilde{\mathcal{M}}(L_G). \]

2. The limit solution
   \[ u^0(x) = \inf_{\tilde{\mu} \in \tilde{\mathcal{M}}(L_G)} \frac{\int_{TM} L_u(y, v, 0) h(y, x) \, d\tilde{\mu}(y, v)}{\int_{TM} L_u(y, v, 0) \, d\tilde{\mu}(y, v)}. \tag{1.10} \]

**Remark 1.9** (Vanishing discount problem). For the discounted Hamiltonian, $L_u(x, v, 0)$ is identically constant. Then Mather measure $\tilde{\mu}$ in the representation formula (1.10) can be replaced by its corresponding projected measure on $M$ defined by

\[ \mu := \pi_#\tilde{\mu}, \]

where $\pi : TM \to M$ is the canonical projection, namely $\mu(A) = \tilde{\mu}(\pi^{-1}(A))$ for each Borel subset $A \subset M$. Then, our theorem above coincides exactly with that of [DFIZ16b].

If we assume that $H$ satisfies Tonelli’s conditions, then the following Lipschitz property, also known as Mather’s graph property, holds: the support $\text{supp } \tilde{\mu} \subset TM$ of each Mather measure $\tilde{\mu}$ is a Lipschitz graph over the base manifold $M$, i.e., the restriction of $\pi$ to supp $\tilde{\mu}$ is a bi-Lipschitz homeomorphism. So, the measure $\tilde{\mu}$ in the representation formula (1.10) can still be replaced by its projected measure $\mu$. However, this graphic property may not hold for general non-smooth and (non-strictly) convex Hamiltonians.

### 1.2. Notes on our result and method.

Through non-smooth analysis, we will generalize the techniques introduced in [WYZ20, DFIZ16b] to prove our convergence results. Compared with previous works, our result has the following features:

1. The aforementioned condition (D3) and the restriction (1.6) in condition (D1), which were used in [CCIZ19], can be totally removed now.

2. Even for the nonlinear discounted system $H(x, p, u) = f(x, u) + F(x, p)$ that was discussed in [GMT18, CCIZ19], our result contains a novelty: the previous restriction (1.4) in condition (C2) can be removed, since $f \in C^1(M \times \mathbb{R})$ with $f_u > 0$ is enough to guarantee our assumptions (H3)–(H4), see also Remark 1.2.

3. Different from [WYZ20], our proof is not based on the dynamical theory of contact systems. So, we do not require smoothness on $T^* M$, and only the partial derivative $H_u(x, p, 0)$ is needed. In addition, to achieve the convergence result (Theorem 1.5), the fiberwise superlinear growth assumption can be weakened to the coercivity assumption. Also, we do not require the Lipschitz condition $|H_u| \leq C$.

4. Instead of using projected Mather measures on $M$, our characterization formula (1.10) uses Mather measures on the tangent bundle $TM$. This is because formula (1.10) is a weighted integral, where the weight function $L_u(x, v, 0)$ shall depend on $v$ in general. But Mather’s graph property may not be true for general non-smooth Hamiltonians.
Next, we compare our method with that of previous works. Analogous to [DFIZ16b], we need the tools of Aubry-Mather theory for non-smooth systems, especially the notion of Mather measure. Different from the approach of [CCIZ19] taking advantage of the comparison principle, here we will use an approximation scheme to select suitable Mather measures (see Section 4). This approximation scheme will play a central role in the convergence problem.

To be more precise, we first review the vanishing discount problem. It is well known that each solution \( u^\lambda \) of the equation \( \lambda u(x) + G(x, Du(x)) = c(G) \) has the following expression:

\[
u^\lambda(x) = \inf_{\xi^\lambda \in \text{Lip}, \xi^\lambda(0) = x} \int_{-\infty}^{0} e^{\lambda s} \left[ L_G(\xi^\lambda(s), \dot{\xi}^\lambda(s)) + c(G) \right] ds,
\]

which is an infimum of Laplace transforms, and the infimum can be attained by a Lipschitz minimizing curve \( \xi^\lambda : (-\infty, 0] \to M \) with \( \xi^\lambda(0) = x \). Along this minimizer, the authors of [DFIZ16b] defined a probability measure \( \tilde{\mu}^\lambda \) by using a Laplace type average:

\[
\int_{TM} f(y, v) d\tilde{\mu}^\lambda_y (y, v) := \lambda \int_{-\infty}^{0} e^{\lambda s} f(\xi^\lambda(s), \dot{\xi}^\lambda(s)) ds, \quad \text{for every } f \in C_c(TM).
\]

They have showed that all accumulation points of the sequence \( \{\tilde{\mu}^\lambda\}_{\lambda > 0} \) are Mather measures. The asymptotic convergence of solutions then follows from this approximation scheme.

For general Hamiltonian \( H(x, p, u) \) depending nonlinearly on \( u \), the solution \( u^\lambda \) has no expression as an infimum of Laplace transforms. But if \( H(x, p, u) \) is smooth and satisfies some Tonelli-type conditions, by weak KAM theory of smooth contact Hamiltonians [WWY19b] the solution \( u^\lambda \) of equation (HJ) admits a \( C^1 \)-minimizing curve \( \xi^\lambda \) satisfying

\[
u^\lambda(\xi^\lambda(0)) = u^\lambda(\xi^\lambda(-T)) + \int_{-T}^{0} L(\xi^\lambda(s),\dot{\xi}^\lambda(s),\lambda u^\lambda(\xi^\lambda(s))) + c(G) ds, \quad \text{for all } T > 0.
\]

As a generalization of (1.11), the authors of [WYZ20] defined a Radon measure \( \tilde{\mu}^\lambda \) by

\[
\int_{TM} f d\tilde{\mu}^\lambda_y := \lambda \int_{-\infty}^{0} f(\xi^\lambda(s), \dot{\xi}^\lambda(s)) \exp \left[ -\lambda \int_{0}^{s} \int_{0}^{t} L_u(\xi^\lambda(t), \dot{\xi}^\lambda(t), \tau \lambda u^\lambda(\xi^\lambda(t))) d\tau dt \right] ds
\]

for every \( f \in C_c(TM) \).

The above definition of measure cannot be applied directly to the setting of the current paper, since our assumption (H4) only assumes that \( H_u(x, p, u) \) exists at \( u = 0 \), which therefore means \( L_u(x, v, u) \) exists only at \( u = 0 \) (see Lemma 4.1). To overcome this difficulty, we introduce a new Lagrangian \( L^\lambda(x, v) := L(x, v, \lambda u^\lambda(x)) \) on \( TM \), for each solution \( u^\lambda \) of equation (HJ). Then, it is easy to observe that \( u^\lambda \) is still a weak KAM solution of \( L^\lambda \), which therefore gives rise to a Lipschitz minimizing curve \( \xi^\lambda : (-\infty, 0] \to M \) with respect to \( u^\lambda \) and \( L^\lambda \). Now, inspired by the treatment of [WYZ20] on proving (1.12) converging to a Mather measure, we define a probability measure \( \tilde{\mu}^\lambda \) as follows:

\[
\int_{TM} f(y, v) d\tilde{\mu}^\lambda_y := \frac{\int_{-\infty}^{0} f(\xi^\lambda(s), \dot{\xi}^\lambda(s)) e^{-\lambda \int_{0}^{s} L_u(\xi^\lambda(t), \dot{\xi}^\lambda(t), 0) dt} ds}{\int_{-\infty}^{0} e^{-\lambda \int_{0}^{s} L_u(\xi^\lambda(t), \dot{\xi}^\lambda(t), 0) dt} ds}.
\]

where only \( L_u(x, v, 0) \) is needed in the exponent term. We can still prove that the accumulation points of the sequence \( \{\tilde{\mu}^\lambda\}_{\lambda > 0} \) are Mather measures. See Section 4 for more details.

The paper is organized as follows. Section 2 recalls some basic facts on viscosity solutions of the Hamilton-Jacobi equations, and also collects some necessary results in Aubry-Mather theory and weak
KAM theory under a non-smooth setting. In Section 3, under assumptions (H2)–(H3), we show the existence and uniqueness of viscosity solutions to equation (HJλ) for each small parameter λ > 0. We also give some key estimates for the whole family of solutions. Then, as a corollary, we study a special case and obtain a convergence result under the assumption that constant functions are critical subsolutions. Section 4 is the main part of this paper, where we prove our convergence result under assumptions (H1)–(H4). To prove Theorem 1.5, we first provide a possible limit u0, then we show that every accumulation point u of the family of solutions {uλ}λ>0 is equal to u0. To this end, we need an approximation scheme to select suitable Mather measures. To prove Theorem 1.8, we make use of Lemma 4.7 and the properties of Peierls barrier and Mather measures.

2. Preliminaries

In this section, we first recall some basic facts about the viscosity solutions of the Hamilton-Jacobi equations. Next, we provide some useful results from Aubry-Mather theory and weak KAM theory which are necessary for the purpose of this paper. The classical Aubry-Mather theory is established for C2 Tonelli systems, see Mather’s original papers [Mat91, Mat93]. As for weak KAM theory of C2 Tonelli systems, the reader can refer to Fathi’s book [Fat]. Here, we also refer the interested reader to [MS17, WWY19b, WWY19a, CCWY19, CCJ+20] for an analogue of Aubry-Mather theory or weak KAM theory of contact Hamiltonians.

However, our systems in this paper are required to be purely continuous on T*M and are therefore lack of Hamiltonian or Lagrangian dynamics. Thus the generalizations of Aubry-Mather theory and weak KAM theory for non-smooth systems are needed. The main references are [FS05, DZ13, DFIZ16b, Ish08]. In what follows, M is always assumed to be a connected and compact smooth manifold without boundary.

2.1. Viscosity solutions of the Hamilton-Jacobi equations. Let us first review the concept of viscosity solutions. We consider the following stationary Hamilton-Jacobi equation

\[ F(x, Du(x), u(x)) = c, \quad x \in M, \]  

where \( F \in C(T^*M \times \mathbb{R}) \). A function \( u : M \to \mathbb{R} \) is a viscosity subsolution of the H-J equation (2.1) if, for any \( \varphi \in C^1(M) \) and any \( x_0 \in M \) satisfying \( \varphi \geq u \) and \( \varphi(x_0) = u(x_0) \), we have

\[ F(x_0, D\varphi(x_0), \varphi(x_0)) \leq c. \]

Similarly, \( u \) is a viscosity supersolution if, for any \( \psi \in C^1(M) \) and any \( x_0 \in M \) satisfying \( \psi \leq u \) and \( \psi(x_0) = u(x_0) \), we have

\[ F(x_0, D\psi(x_0), \psi(x_0)) \geq c. \]

Finally, \( u \) is a viscosity solution of (2.1) if it is both a subsolution and a supersolution.

For the applications of the current paper, we need the following comparison principle.

**Lemma 2.1.** Let \( F(x, p, u) \in C(T^*M \times \mathbb{R}) \) be strictly increasing in \( u \). Assume that the equation

\[ F(x, Du(x), u(x)) = c, \quad x \in M, \]
admits a Lipschitz continuous viscosity solution. Then for any continuous viscosity subsolution \( f \) and any continuous viscosity supersolution \( g \), we have \( f \leq g \).

This result is well known in the literature. For the case where \( M \) is a compact manifold, we refer the reader to [CCIZ19, Theorem 3.2] for a complete proof.

Next, we focus on the Hamiltonians defined on the cotangent bundle. Let \( H(x, p) \) be continuous on \( T^* M \), we then state two assumptions that we may use in the sequel

1. (Convexity) \( H \) is convex in \( p \);
2. (Coercivity) \( H \) is coercive in \( p \), i.e., \( \lim_{|p|_x \to +\infty} H(x, p) = +\infty \), uniformly in \( x \in M \).

The following result is classical, see for instance [Bar94].

**Proposition 2.2.** Let \( H(x, p) \in C(T^* M) \) be coercive in \( p \) and let \( c \in \mathbb{R} \). Then any continuous viscosity subsolution of \( H(x, Du(x)) = c \) is Lipschitz continuous. Moreover, the Lipschitz constant is bounded above by \( \rho_c \) with

\[
\rho_c = \sup \{|p|_x : H(x, p) \leq c\}.
\]

Now, we define the critical value \( c(H) \) associated with \( H \) as follows:

\[
c(H) := \inf \{c \in \mathbb{R} : H(x, Du(x)) = c \text{ admits a viscosity subsolution}\}.
\]  \( 2.2 \)

Then we have the following well known property, see [LPV87].

**Proposition 2.3.** Let \( H(x, p) \in C(T^* M) \) be coercive in \( p \). Then the critical value \( c(H) \) is finite, and \( c(H) \) is the unique real number \( c \) such that the H-J equation \( H(x, Du(x)) = c, x \in M \), admits viscosity solutions.

As \( M \) is compact, we use \( \|f\|_\infty := \sup_{x \in M} |f(x)| \) to denote the sup-norm of the function \( f \in C(M) \). For our applications, we need a standard smooth approximation result for subsolutions. See for instance [Fat12, Theorem 10.6] for the case where \( M \) is a compact manifold.

**Proposition 2.4.** Let \( H(x, p) \in C(T^* M) \) be convex in \( p \). If \( u : M \to \mathbb{R} \) is a Lipschitz viscosity subsolution of the equation \( H(x, Du(x)) = c \), then for every \( \varepsilon > 0 \), we can find a \( C^\infty \) function \( w : M \to \mathbb{R} \) such that \( \|u - w\|_\infty \leq \varepsilon \), \( H(x, Dw(x)) \leq c + \varepsilon \) for every \( x \in M \), and \( \|Dw\|_\infty \leq \text{Lip}(u) + 1 \).

2.2. Aubry-Mather theory for non-smooth systems. Throughout this subsection, \( H : T^* M \to \mathbb{R} \) is assumed to be a continuous Hamiltonian which is convex in \( p \), and is fiberwise superlinear, i.e.,

\[
\lim_{|p|_x \to +\infty} H(x, p)/|p|_x = +\infty, \quad \text{uniformly in } x \in M.
\]

It is quite clear that the superlinearity implies the coercivity. Through the Legendre-Fenchel transformation, we can define the Lagrangian \( L : TM \to \mathbb{R} \) associated to \( H \) as follows:

\[
L(x, v) = \sup_{p \in T^*_x M} \langle (p, v)_x, H(x, p) \rangle, \quad \forall (x, v) \in TM,
\]

where \( \langle p, v \rangle_x \) denotes the value of the linear form \( p \in T^*_x M \) evaluated at \( v \in T_x M \). It is a classical result in convex analysis that \( L(x, v) \) is continuous on \( TM \), and is also convex and superlinear in the fibers.
For every $t > 0$ and $x, y \in M$, let $\Gamma_{x,y}^t$ denote the set of Lipschitz continuous curves $\xi : [0, t] \to M$ with $\xi(0) = x$ and $\xi(t) = y$. We define the action function

$$h_t(x, y) = \inf_{\xi \in \Gamma_{x,y}^t} \int_0^t [L(\xi(s), \dot{\xi}(s)) + c(H)] \, ds.$$ 

The infimum can be attained by a Lipschitz continuous minimizing curve. Then, we define a real-valued function $h$ on $M \times M$ by

$$h(x, y) := \liminf_{t \to +\infty} h_t(x, y).$$

(2.3)

In the literature, $h(x, y)$ is called the Peierls barrier. This leads us to define the so-called projected Aubry set $\mathcal{A}$ by

$$\mathcal{A} := \{ x \in M : h(x, x) = 0 \}.$$ 

Since $M$ is compact, the projected Aubry set $\mathcal{A}$ is non-empty and compact.

**Proposition 2.5.** The following properties hold:

1. $h$ is finite valued and Lipschitz continuous.
2. For any $y \in M$, the function $x \mapsto h(y, x)$ is a viscosity solution of $H(x, Du(x)) = c(H)$ and the function $x \mapsto -h(x, y)$ is a viscosity subsolution of $H(x, Du(x)) = c(H)$.
3. If $v$ is a viscosity subsolution, then $v(y) - v(x) \leq h(x, y)$.
4. If $f$ and $g$ are a viscosity subsolution and a viscosity supersolution of $H(x, Du(x)) = c(H)$, and $f \leq g$ on the set $\mathcal{A}$, then $f \leq g$.
5. If $v$ is a viscosity solution, then $v(x) = \min_{y \in \mathcal{A}} [v(y) + h_t(y, x)]$ for every $t > 0$.

These results are well known for $C^2$ Tonelli systems [Fat]. For the non-smooth case, see [DFIZ16b] for items (1)-(4). As for item (5), see for instance [CCIZ19, Proposition 6.5] for the case where $M$ is a compact manifold. Indeed, we can define a function $U(x, t) = \min_{y \in \mathcal{A}} [v(y) + h_t(y, x)]$. It is a viscosity solution of the Cauchy problem: $\partial_t u(x, t) + H(x, \partial_x u(x, t)) = c(H)$ and $u(x, 0) = v(x)$. Note that $v(x)$ is also a viscosity solution of this Cauchy problem. Then the uniqueness of solutions leads to $v(x) = U(x, t)$.

The following semi-continuity property is well known, see for instance [BGH98].

**Lemma 2.6.** Let $\xi_k : [a, b] \to M$ be a sequence of equi-Lipschitz curves such that

$$\sup_k \int_a^b L(\xi_k(s), \dot{\xi}_k(s)) \, ds \leq C < \infty,$$ 

then there is a subsequence $\{\xi_{k_i}\}_i$ converging uniformly to a Lipschitz curve $\xi : [a, b] \to M$, and

$$\int_a^b L(\xi(s), \dot{\xi}(s)) \, ds \leq \liminf_{i \to \infty} \int_a^b L(\xi_{k_i}(s), \dot{\xi}_{k_i}(s)) \, ds.$$ 

(2.4)

Next, we will introduce the notion of Mather measure. For the purpose of this paper, it is convenient to adopt the equivalent definition originating from Mañé [Mn96]. Recall that a Borel probability measure $\mu$ on $TM$ is called closed if it satisfies $\int_{TM} |v|_x \, d\mu < +\infty$ and

$$\int_{TM} \langle D\varphi, v \rangle_x \, d\mu(x, v) = 0,$$

for all $\varphi \in C^1(M)$. 


Let $\mathcal{P}$ be the set of closed probability measures on $TM$. This set is non-empty. In addition, the critical value $c(H)$ can be obtained by considering a minimizing problem on the set $\mathcal{P}$. More precisely, we have:

**Proposition 2.7.** The following relation holds:

$$-c(H) = \min_{\tilde{\mu} \in \mathcal{P}} \int_{TM} L(x, v) \, d\tilde{\mu}(x, v). \tag{2.5}$$

A Mather measure for the Lagrangian $L$ is a measure $\tilde{\mu} \in \mathcal{P}$ achieving the minimum of (2.5):

$$\int_{TM} L(x, v) \, d\tilde{\mu} = -c(H). \tag{2.6}$$

We denote by $\mathcal{M}(L)$ the set of all Mather measures. This set is non-empty and convex. Note that our Proposition 4.5 provides an approximation scheme to obtain Mather measures.

We end up this section by the following compactness property:

**Proposition 2.8.** Each Mather measure $\tilde{\mu}$ has compact support, i.e., the set $\text{supp} \tilde{\mu}$ is compact in $TM$.

This compactness result is well known for $C^2$ Tonelli systems [Mat91]. For the case where the Hamiltonian is purely continuous and is convex and superlinear in the fibers, a complete proof can be found in the Appendix B (Theorem B.22) of the arXiv version of the work [DFIZ16b].

3. Some a priori estimates for solutions

In this section, we will show the existence and uniqueness of solutions to equation $(HJ_\lambda)$, and give key estimates for the whole family of solutions. This is a standard result by using Perron’s method (see for instance [Ish87]) and the comparison principle. It is worth noting that assumptions $(H1)$ and $(H4)$ are not needed here.

**Proposition 3.1.** Let $H$ satisfy $(H2)$ and $(H3)$. There exists a number $\alpha_0 > 0$ such that for each $\lambda \in (0, \alpha_0)$, equation $(HJ_\lambda)$ admits a unique continuous viscosity solution $u^\lambda$. In addition, the family $\{u^\lambda\}_{\lambda \in (0, \alpha_0)}$ is equi-bounded and equi-Lipschitz, namely there exist constants $C_0 > 0$ and $M_0 > 0$ which are independent of $\lambda$ such that

$$\|u^\lambda\|_{\infty} \leq C_0, \quad \text{Lip}(u^\lambda) \leq M_0. \tag{3.1}$$

**Proof.** We will construct solutions by Perron’s method. First, we recall that $G(x, p)$ is coercive in the fibers as a consequence of assumptions $(H2)$-$(H3)$, see also (1.7). According to Proposition 2.3 and Proposition 2.2, equation $(HJ_0)$ admits a Lipschitz viscosity solution, denoted by $w_0$. Setting $w_0^\lambda := w_0 - \|w_0\|_{\infty}$ and $w_0^\star := w_0 + \|w_0\|_{\infty}$, the monotonicity assumption $(H3)$ implies that $w_0^\lambda$ and $w_0^\star$ are, respectively, a Lipschitz subsolution and a Lipschitz supersolution of $(HJ_\lambda)$. Now we fix two constants that are independent of $\lambda$:

$$C_0 := 2\|w_0\|_{\infty}, \quad \alpha_0 = r_0 / C_0, \tag{3.2}$$

where $r_0$ is given in assumption $(H2)$. For each $\lambda \in (0, \alpha_0)$, we set

$$u^\lambda(x) := \sup\{v(x) : w_0^- \leq v \leq w_0^+, v \text{ is a continuous subsolution of } (HJ_\lambda)\}. \tag{3.3}$$
Of course, $u^\lambda$ is well-defined as $w^\lambda_0$ itself is an admissible subsolution in the above formula. Observe that if $v$ is a subsolution of $(HJ_\lambda)$ satisfying $w^\lambda_0 \leq v \leq w^\lambda_0$, then
\[
|v(x)| \leq C_0, \quad \text{for all } x \in M. \tag{3.4}
\]
This gives $\|v\|_\infty < r_0$ and $H(x, p, -r_0) \leq H(x, p, \lambda v(x))$, and $v$ is then a viscosity subsolution of the following equation
\[
H(x, Dv(x), -r_0) = c(G).
\]
This indicates that $v$ is Lipschitz continuous thanks to Proposition 2.2. Using the coercivity assumption $(H2)$, we can find a constant $M_0 > 0$, such that $H(x, p, -r_0) > c(G)$ for all $|p| \geq M_0$. This in turn gives a uniform Lipschitz bound $M_0$ for the function $v(x)$. As a result, formula (3.3) can be rewritten as
\[
\lambda u^\lambda(x) = \sup\{v(x) : w^\lambda_0 \leq v \leq w^\lambda_0, v \text{ is a Lipschitz subsolution of } (HJ_\lambda), \text{ Lip}(v) \leq M_0\}. \tag{3.5}
\]
By the Perron method, $u^\lambda$ is exactly a viscosity solution of $(HJ_\lambda)$, and also satisfies the following Lipschitz property,
\[
|u^\lambda(x) - v^\lambda(y)| \leq M_0|x - y|, \quad \text{for every } x, y \in M. \tag{3.6}
\]
As for the uniqueness of solutions, it follows directly from the comparison principle (see Lemma 2.1). Finally, the uniform estimate (3.1) is a consequence of inequalities (3.4) and (3.6). □

As a corollary, we can consider a special model which satisfies that $G(x, 0) \leq c(G)$ for all $x \in M$. In this case, we can easily obtain a convergence result without the convexity assumption $(H1)$.

**Proposition 3.2.** Let $H$ satisfy assumptions $(H2)$-$(H3)$. Suppose that constant functions are subsolutions of equation $(HJ_0)$, or equivalently $G(x, 0) \leq c(G)$ for all $x \in M$. Then the solution $u^\lambda \geq 0$ with $\lambda \in (0, \alpha_0)$, and converges uniformly to a critical solution $u^0$ as $\lambda \to 0$.

**Proof.** Let $\lambda \in (0, \alpha_0)$. By Proposition 3.1 we have already known that the sequence of solutions $u^\lambda$ of equation $(HJ_\lambda)$ is equi-bounded and equi-Lipschitz. Since constants are viscosity subsolutions of equation $(HJ_0)$, it follows that the function $w(x) \equiv 0$ is a viscosity subsolution of equation $(HJ_\lambda)$. So, $u^\lambda \geq w = 0$ as a consequence of the comparison principle (see Lemma 2.1). Then, for $\lambda' < \lambda$, we have
\[
H(x, Du^\lambda(x), \lambda' u^\lambda(x)) \leq H(x, Du^\lambda(x), \lambda u^\lambda(x)) = c(G),
\]
in the viscosity sense, and thus $u^\lambda$ is a viscosity subsolution of the equation $H(x, Du(x), \lambda' u(x)) = c(G)$. By the comparison principle again we get that $u^\lambda \leq u^{\lambda'}$. Therefore, the sequence $\{u^\lambda\}_{\lambda \in (0, \alpha_0)}$ is monotone. The convergence is now evident from what we have proved. □

### 4. Convergence of the family of solutions

In this section we will prove our main results Theorem 1.5 and Theorem 1.8. Since we are only interested in the asymptotic behavior of the family $\{u^\lambda\}_\lambda$ as $\lambda \to 0$, we can always let $\lambda \in (0, \alpha_0)$ throughout this section, where $\alpha_0$ is provided in Proposition 3.1. As is seen later, without affecting our analysis, we can always reduce to the case where the Hamiltonian satisfies the superlinearity assumption $(H2*)$.

To explain this, we recall that Proposition 3.1 shows that the family of solutions $\{u^\lambda\}_{\lambda \in (0, \alpha_0)}$ is equi-Lipschitz continuous, that is, Lip($u^\lambda$) $\leq M_0$. Thus it will not affect our study of convergence if we modify
We refer the reader to [CS04, Appendix A] for more details. With these properties, we can prove the following lemma which will be useful later.

Some lemmas.

4.1. Let us stress that, from now on, we only discuss the Lagrangian restricted on the region $TM \times (-\mathbf{r}_0, +\infty)$, i.e.

$$L(x, v, u) : TM \times (-\mathbf{r}_0, +\infty) \to \mathbb{R}.$$  

It is a standard result that $L(x, v, u) \in C(TM \times (-\mathbf{r}_0, +\infty))$, and is convex and superlinear in $v$. For every $(x, u) \in M \times (-\mathbf{r}_0, +\infty)$, we denote by $D^*_x L(x, v, u)$ the (Fréchet) subdifferential of the convex function $L(x, \cdot, u)$ at $v$, which is the set of all $p$ such that $L(x, v', u) \geq L(x, v, u) + \langle p, v' - v \rangle_x$ for all $v' \in T_x M$. Similarly, we denote by $D^*_x H(x, p, u)$ the (Fréchet) subdifferential of the convex function $H(x, \cdot, u)$ at $p$. The following results are classical in convex analysis: for $u > -\mathbf{r}_0$,

(i) $D^*_x L(x, v, u)$ and $D^*_x H(x, p, u)$ are both non-empty, compact and convex sets.

(ii) The following equivalence relations hold:

$$v \in D^*_x H(x, p, u) \iff p \in D^*_x L(x, v, u) \iff L(x, v, u) = \langle p, v \rangle_x - H(x, p, u). \quad (4.1)$$

(iii) For every compact subset $X \subset TM \times (-\mathbf{r}_0, +\infty)$ there exists a constant $K > 0$ such that $|p|_x \leq K,$ for all $p \in D^*_x L(x, v, u)$ and all $(x, v, u) \in X$. This is a consequence of the superlinearity and (4.1).

Similar result holds for $D^*_x H(x, p, u)$.

(iv) The set-valued maps $(x, p, u) \mapsto D^*_x H(x, p, u)$ and $(x, v, u) \mapsto D^*_x L(x, v, u)$ are both upper semi-continuous.

We refer the reader to [CS04, Appendix A] for more details. With these properties, we can prove the following lemma which will be useful later.
Lemma 4.1. Let $H(x, p, u)$ satisfy (H1), (H2*), (H3) and (H4). Then the associated Lagrangian $L(x, v, u)$, restricted on $TM \times (-\mathbf{r}_0, +\infty)$, satisfies the following properties:

(1) $L \in C(TM \times (-\mathbf{r}_0, +\infty))$ is convex and superlinear in the fibers, and is strictly decreasing in $u$. In particular, for each $u_0 \in (-\mathbf{r}_0, +\infty)$,

$$\lim_{|v|_x \to +\infty} \frac{L(x, v, u_0)}{|v|_x} = +\infty,$$

uniformly in $x \in M$.

(2) the partial derivative of $L$ with respect to $u$ at the point $(x, v, 0)$ exists and $L_u(x, v, 0) < 0$.

(3) $L_u(x, v, 0) = -H_u(x, \tilde{p}, 0)$, for all $\tilde{p} \in D_2^-L(x, v, 0)$. In particular, $L_u(x, v, 0) \in C(TM)$.

(4) the following property holds:

$$\lim_{u \to 0} \frac{L(x, v, u) - L(x, v, 0)}{u} = L_u(x, v, 0), \quad {\text{locally uniformly in}} \quad (x, v) \in TM. \quad (4.2)$$

Proof. (1) This is standard in convex analysis, see for instance [CS04, Theorem A.2.6].

(2) We first show that the partial derivative $L_u(x, v, 0)$ exists. Let us fix a point $(x, v) \in TM$. For each $r \in \mathbb{R} \setminus \{0\}$ and small $\varepsilon > 0$, by definition, for all $\tilde{p} \in D_2^-L(x, v, 0)$ we have

$$L(x, v, 0) = \langle \tilde{p}, v \rangle_x - H(x, \tilde{p}, 0), \quad L(x, v, \varepsilon r) \geq \langle \tilde{p}, v \rangle_x - H(x, \tilde{p}, \varepsilon r).$$

Hence $L(x, v, \varepsilon r) - L(x, v, 0) \geq H(x, \tilde{p}, 0) - H(x, \tilde{p}, \varepsilon r)$. Dividing both sides by $\varepsilon > 0$ and sending $\varepsilon \to 0$, one gets

$$\lim_{\varepsilon \to 0^+} \frac{L(x, v, \varepsilon r) - L(x, v, 0)}{\varepsilon} \geq -H_u(x, \tilde{p}, 0)r, \quad \text{for all } \tilde{p} \in D_2^-L(x, v, 0). \quad (4.3)$$

Next, we consider the supremum limit, and pick a subsequence $\varepsilon_n \to 0^+$ satisfying

$$\lim_{n \to \infty} \frac{L(x, v, \varepsilon_n r) - L(x, v, 0)}{\varepsilon_n} = \limsup_{\varepsilon \to 0^+} \frac{L(x, v, \varepsilon r) - L(x, v, 0)}{\varepsilon}. \quad (4.4)$$

For each $n$, we pick one element $p_n \in D_2^-L(x, v, \varepsilon_n r)$. The sequence $\{p_n\}_n$ is bounded, then, without loss of generality, we can assume $p_n$ converges to some point $p_0$. Note that $p_0 \in D_2^-L(x, v, 0)$ as a result of the upper semi-continuity. By definition,

$$L(x, v, 0) \geq \langle p_n, v \rangle_x - H(x, p_n, 0), \quad L(x, v, \varepsilon_n r) = \langle p_n, v \rangle_x - H(x, p_n, \varepsilon_n r),$$

which leads to

$$\frac{L(x, v, \varepsilon_n r) - L(x, v, 0)}{\varepsilon_n} \leq \frac{H(x, p_n, \varepsilon_n r) - H(x, p_n, 0)}{\varepsilon_n}. \quad (4.5)$$

Since $\{p_n\}_n$ is bounded and $M$ is compact, it follows from the locally uniform convergence (1.8) of $H$ that for each $\delta > 0$, there exists $N = N(\delta)$ such that

$$\left| \frac{H(x, p_n, \varepsilon_n r) - H(x, p_n, 0)}{\varepsilon_n} - H_u(x, p_n, 0) \right| < \delta, \quad \text{for all } n \geq N.$$

Hence, (4.5) is now reduced to

$$\frac{L(x, v, \varepsilon_n r) - L(x, v, 0)}{\varepsilon_n} \leq -H_u(x, p_n, 0)r + r\delta, \quad \text{for all } n \geq N.$$

As we have assumed $H_u(x, p, 0) \in C(T^*M)$ in assumption (H4),

$$\lim_{n \to \infty} \frac{L(x, v, \varepsilon_n r) - L(x, v, 0)}{\varepsilon_n} \leq -H_u(x, p_0, 0)r + r\delta.$$
Using $\varepsilon$ subset, it suffices to prove that for every $x$ for each $u$.

Therefore, by the arbitrariness of $v$ and combining with inequality (4.4),

$$\lim_{u \to 0} \frac{L(x, v, u) - L(x, v, 0)}{u} = -H_u(x, p_0, 0).$$

(4.6)

This finishes the proof of item (2).

(3) Observe that inequalities (4.3) and (4.6) also imply that $-H_u(x, p_0, 0) r > -H_u(x, \tilde{p}, 0) r$ for all $\tilde{p} \in D_2 L(x, v, 0)$ and all $r \in \mathbb{R} \setminus \{0\}$. This means $H_u(x, p_0, 0) = H_u(x, \tilde{p}, 0)$ for all $\tilde{p} \in D_2 L(x, v, 0)$. We therefore obtain

$$L_u(x, v, 0) = -H_u(x, \tilde{p}, 0), \quad \text{for all } \tilde{p} \in D_2 L(x, v, 0).$$

(4.7)

Thanks to $H_u(x, p, 0) \in C(T^* M)$, $L_u(x, v, 0) \in C(TM)$ follows from (4.7) and the upper semi-continuity of the set-valued map $(x, v) \mapsto D_2 L(x, v, 0)$.

(4) Now, it only remains to prove the locally uniform convergence (4.2). Let $B \subset TM$ be a compact subset, it suffices to prove that for every $\varepsilon > 0$, there exists $\delta \in (0, r_0)$ such that

$$\left| \frac{L(x, v, u) - L(x, v, 0)}{u} - L_u(x, v, 0) \right| < \varepsilon, \quad \text{for all } (x, v) \in B, 0 < |u| < \delta.$$ 

(4.8)

In fact, for each $(x, v) \in B$, we pick one element $p^{x,v,0} \in D_2 L(x, v, 0)$ and one element $p^{x,v,u} \in D_2 L(x, v, u)$. This implies

$$L(x, v, 0) = \langle p^{x,v,0}, v \rangle_x - H(x, p^{x,v,0}, 0), \quad L(x, v, u) = \langle p^{x,v,u}, v \rangle_x - H(x, p^{x,v,u}, u),$$

$$L(x, v, u) \geq \langle p^{x,v,0}, v \rangle_x - H(x, p^{x,v,0}, u), \quad L(x, v, 0) \geq \langle p^{x,v,u}, v \rangle_x - H(x, p^{x,v,u}, 0).$$

Then we derive

$$H(x, p^{x,v,0}, 0) - H(x, p^{x,v,0}, u) \leq L(x, v, u) - L(x, v, 0) \leq H(x, p^{x,v,u}, 0) - H(x, p^{x,v,u}, u).$$

Using $L_u(x, v, 0) = -H_u(x, p^{x,v,0}, 0)$ one gets that for $u \neq 0$,

$$\left| \frac{L(x, v, u) - L(x, v, 0)}{u} - L_u(x, v, 0) \right| \leq \text{max}\{I_1(x, v, u), I_2(x, v, u)\}$$

(4.9)

where

$$I_1(x, v, u) := \left| \frac{H(x, p^{x,v,0}, u) - H(x, p^{x,v,0}, 0)}{u} - H_u(x, p^{x,v,0}, 0) \right|$$

and

$$I_2(x, v, u) := \left| \frac{H(x, p^{x,v,u}, u) - H(x, p^{x,v,u}, 0)}{u} - H_u(x, p^{x,v,u}, 0) \right|$$

For each $\varepsilon > 0$, by the locally uniform convergence (1.8) of $H$, there exists $\delta_1 \in (0, r_0)$ such that

$$|I_1(x, v, u)| < \varepsilon, \quad \text{for all } (x, v) \in B, 0 < |u| < \delta_1.$$ 

(4.10)

Here, we have used the fact that $p^{x,v,0}$ is bounded uniformly for all $(x, v) \in B$. Similarly, the locally uniform convergence (1.8) also implies that there exists $\delta_2 \in (0, r_0)$ such that

$$\left| \frac{H(x, p^{x,v,u}, u) - H(x, p^{x,v,u}, 0)}{u} - H_u(x, p^{x,v,u}, 0) \right| < \frac{\varepsilon}{2}, \quad \text{for all } (x, v) \in B, 0 < |u| < \delta_2.$$ 

(4.11)
Here, we have used the fact that $p^{x,v,u}$ is uniformly bounded, namely $|p^{x,v,u}|_x \leq K_0$ with the constant $K_0$ as a common bound, for all $(x,v) \in B$ and $0 < |u| < \delta_2$. Hence,

$$|I_2(x,v,u)| < \left| H_u(x,p^{x,v,u},0) - H_u(x,p^{x,v,0},0) \right| + \frac{\epsilon}{2} \quad \text{for all } (x,v) \in B, \ 0 < |u| < \delta_2. \quad (4.12)$$

On the other hand, it is well known that a continuous function is uniformly continuous on a compact set, so there exists $\kappa > 0$ small enough such that

$$|H_u(x,p,0) - H_u(x,p',0)| \leq \frac{\epsilon}{2} \quad \text{for all } x \in M, \ |p|_x \leq K_0, \ |p'|_x \leq K_0, \ |p - p'|_x \leq \kappa. \quad (4.13)$$

Due to the upper semi-continuity of the set-valued map $(x,v,u) \mapsto D^-_2 L(x,v,u)$, one can verify that there exists $\delta_3 \in (0,r_0)$ small enough such that

$$D^-_2 L(x,v,u) \subset D^-_2 L(x,v,0) + \kappa, \quad \text{for all } (x,v) \in B, \ |u| < \delta_3, \quad (4.14)$$

where $D^-_2 L(x,v,0) + \kappa$ stands for the $\kappa$-neighborhood of the set $D^-_2 L(x,v,0)$.

Since $p^{x,v,u} \in D^-_2 L(x,v,u)$ and $p^{x,v,0} \in D^-_2 L(x,v,0)$, we conclude from (4.12)–(4.14) and item (3) above that

$$|I_2(x,v,u)| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon, \quad \text{for all } (x,v) \in B, \ 0 < |u| < \min\{\delta_2,\delta_3\}. \quad (4.15)$$

Finally, by setting $\delta = \min\{\delta_1,\delta_2,\delta_3\}$, inequality (4.8) is now a straightforward consequence of (4.9), (4.10) and (4.15). This finishes the proof. \qed

In the sequel, for each $\lambda \in (0,\alpha_0)$, we introduce a Hamiltonian $H^\lambda(x,p)$ of the form

$$H^\lambda(x,p) := H(x,p,\lambda u^\lambda(x)), \quad (4.16)$$

where $u^\lambda$ is the unique solution of (HJ$^\lambda$). The new Hamiltonian $H^\lambda : T^* M \rightarrow \mathbb{R}$ is a continuous function defined only on the cotangent bundle. Then it is easy to verify the following properties:

**Lemma 4.2.** For $\lambda \in (0,\alpha_0)$, the Lagrangian associated to the Hamiltonian $H^\lambda$ is exactly

$$L^\lambda(x,v) := L(x,v,\lambda u^\lambda(x)). \quad (4.17)$$

Moreover,

1. $H^\lambda$ and $L^\lambda$ are continuous functions, and are both convex and superlinear in the fibers.

2. $u^\lambda$ is also a viscosity solution of the H-J equation $H^\lambda(x,Du(x)) = c(G)$. In particular, the critical value $c(H^\lambda) = c(G)$.

3. $H^\lambda$ and $L^\lambda$, respectively, converge to $G(x,p)$ and $L_G(x,v)$ uniformly on every compact subset.

This lemma follows immediately from the estimate $\|\lambda u^\lambda\|_\infty < \alpha_0 C_0 < r_0$ and assumptions (H1)–(H3), so we omit the proof.

Then we can prove the following result:

**Lemma 4.3.** For each $\lambda \in (0,\alpha_0)$ and $x \in M$, there exists a Lipschitz curve $\xi^\lambda_x : (-\infty,0] \rightarrow M$ with $\xi^\lambda_x(0) = x$ such that

$$u^\lambda(x) = u^\lambda(\xi^\lambda_x(-t)) + \int_{-t}^0 L(\xi^\lambda_x(\tau),\xi^\lambda_x(\tau),\lambda u^\lambda(\xi^\lambda_x(\tau))) + c(G) \ d\tau, \quad (4.18)$$
for every $t > 0$. In addition, there exists a constant $\sigma_0$, independent of $\lambda$ and $x$, such that $\|\xi^\lambda_x\|_{L^\infty} \leq \sigma_0$. In particular, the function $u^\lambda \circ \xi^\lambda_x(s)$ is differentiable almost everywhere, and

$$
\frac{d}{ds} u^\lambda(\xi^\lambda_x(s)) = L(\xi^\lambda_x(s), \xi^\lambda_x(s), \lambda u^\lambda(\xi^\lambda_x(s))) + c(G), \quad \text{a.e. } s \in (-\infty, 0).
$$

(4.19)

**Proof.** We fix $\lambda \in (0, a_0)$ and $x \in M$. From Lemma 4.2 and item (5) of Proposition 2.5, we have

$$
u^\lambda(x) = \min_{y \in M} [u^\lambda(y) + h^\lambda_t(y, x)].
$$

(4.20)

Here, $h^\lambda_t(x, y)$ stands for the action function of $L^\lambda$. This means that for each $n \in \mathbb{Z}_+$, there exists a Lipschitz minimizing curve $\xi^\lambda_{x, n} : [-n, 0] \to M$, $\xi^\lambda_{x, n}(0) = x$ satisfying

$$u^\lambda(\xi^\lambda_{x, n}(t_1)) = u^\lambda(\xi^\lambda_{x, n}(t_2)) + \int_{t_2}^{t_1} L^\lambda(\xi^\lambda_{x, n}(s), \xi^\lambda_{x, n}(s)) + c(G) \, ds,
$$

(4.21)

for all $-n \leq t_2 < t_1 \leq 0$. Now we claim that the sequence $\{\xi^\lambda_{x, n}\}_{n}$ is equi-Lipschitz. Indeed, we have already known from Theorem 3.1 that $\|u^\lambda\|_{L^\infty} \leq C_0$ and $\text{Lip}(u^\lambda) \leq M_0$, then $\lambda u^\lambda \|_{L^\infty} \leq a_0 C_0 < r_0$. Recall that $L(x, v, u)$ is decreasing in $u$ and $L(x, v, r_0) : TM \to \mathbb{R}$ is superlinear in $v$, this implies that there exists a constant $\sigma_0 > 0$, independent of $\lambda$ and $x \in M$, such that

$$L^\lambda(x, v) + c(G) \geq L(x, v, r_0) + c(G) \geq (M_0 + 1) |v| - \sigma_0.
$$

(4.22)

Next, for each $-t \in (-n, 0)$ and $\Delta t > 0$, we derive

$$
M_0 d(\xi^\lambda_{x, n}(-t), \xi^\lambda_{x, n}(-t + \Delta t)) \geq u^\lambda(\xi^\lambda_{x, n}(-t + \Delta t)) - u^\lambda(\xi^\lambda_{x, n}(-t))
$$

$$= \int_{-t}^{-t + \Delta t} L^\lambda(\xi^\lambda_{x, n}(s), \xi^\lambda_{x, n}(s)) + c(G) \, ds
$$

$$\geq \int_{-t}^{-t + \Delta t} (M_0 + 1) |\xi^\lambda_{x, n}(s)| - \sigma_0 \, ds
$$

$$\geq M_0 d(\xi^\lambda_{x, n}(-t), \xi^\lambda_{x, n}(-t + \Delta t)) + \int_{-t}^{-t + \Delta t} |\xi^\lambda_{x, n}(s)| \, ds - \sigma_0 \Delta t,
$$

hence

$$\int_{-t}^{-t + \Delta t} |\xi^\lambda_{x, n}(s)| \, ds \leq \sigma_0 \Delta t.
$$

Dividing both sides by $\Delta t$ and sending $\Delta t \to 0^+$, we infer

$$
\left| \xi^\lambda_{x, n}(-t) \right|_{\xi^\lambda_{x, n}(-t)} \leq \sigma_0, \quad \text{a.e. } -t \in (-n, 0).
$$

Thus, $\{\xi^\lambda_{x, n}\}_n$ is equi-Lipschitz. In particular, by the Ascoli-Arzelà theorem, there exists a subsequence $\xi^\lambda_{x, n_k}$ converging uniformly, on any compact subinterval of $(-\infty, 0)$, to a Lipschitz curve $\xi^\lambda_x : (-\infty, 0] \to M$. Obviously, $\|\xi^\lambda_x\|_{L^\infty} \leq \sigma_0$. Then it follows from (4.21) and Lemma 2.6 that

$$u^\lambda(\xi^\lambda_x(0)) \geq u^\lambda(\xi^\lambda_x(-t)) + \int_{-t}^{0} L^\lambda(\xi^\lambda_x(\tau), \xi^\lambda_x(\tau)) + c(G) \, d\tau,
$$

(4.23)

for every $t > 0$. The opposite inequality also holds as a result of (4.20). This therefore proves equality (4.18).

Finally, by what we have shown above, $u^\lambda \circ \xi^\lambda_x(-t)$ is a Lipschitz function of $t$ with $M_0 \sigma_0$ as a Lipschitz bound. Therefore, one can differentiate (4.18) in $t$ and obtain (4.19). \qed
Now, for each point \( x \in M \) and each \( \lambda \in (0, \alpha_0) \), we fix a Lipschitz minimizing curve \( \xi_x^\lambda : (-\infty, 0) \to M \) with \( \xi_x^\lambda(0) = x \) as in Lemma 4.3. Then we introduce a probability measure \( \tilde{\mu}_x^\lambda \) on \( TM \) as follows:

\[
\int_{TM} f(y, v) d\tilde{\mu}_x^\lambda(y, v) := \int_{0}^{\infty} f(\xi_x^\lambda(s), \dot{\xi}_x^\lambda(s)) e^{-\lambda \int_{0}^{s} L_u(\xi_x^\lambda(t), \xi_x^\lambda(t), 0) \, dt} \, ds,
\]

for every \( f \in C_c(TM) \). Here we also point out that the function space \( C_c(TM) \) can be replaced by \( C(TM) \) since \( M \) is compact and \( \|\dot{\xi}_x^\lambda\|_{L^\infty} \leq \sigma_0 \).

**Remark 4.4.** It is easy to observe that \( \xi_x^\lambda(s) \) is a Lebesgue measurable function of \( s \). From Lemma 4.1 we see that \( L_u(y, v, 0) \in C(TM) \) and \( L_u(y, v, 0) < 0 \). Thus, the function

\[
s \mapsto L_u(\xi_x^\lambda(s), \dot{\xi}_x^\lambda(s), 0)
\]

is Lebesgue measurable. As \( \|\xi_x^\lambda\|_{L^\infty} \leq \sigma_0 \), there exist two constants \( 0 < B_1 \leq B \), independent of \( \lambda \) and \( x \in M \), such that

\[
-B \leq L_u(\xi_x^\lambda(s), \dot{\xi}_x^\lambda(s), 0) \leq -B_1, \quad \text{for a.e. } s \in (-\infty, 0).
\]

Thus the integral (4.24) is well defined.

In particular, for the discounted case \( H(x, p, u) = u + G(x, p) \), we have \( L_u \equiv -1 \), and (4.24) is therefore of the form

\[
\int_{TM} f(y, v) d\tilde{\mu}_x^\lambda(y, v) := \lambda \int_{-\infty}^{0} e^{\lambda s} f(\xi_x^\lambda(s), \dot{\xi}_x^\lambda(s)) \, ds.
\]

This coincides with [DFIZ16b, definition (3.5)].

Analogous to [WYZ20, Lemma 3.6], the representation (4.24) allows us to construct Mather measures from the following approximation scheme:

**Proposition 4.5.** Let \( x \in M \). The probability measures \( \{\tilde{\mu}_x^\lambda : \lambda \in (0, \alpha_0)\} \) are relatively compact, in the sense of weak convergence, in the space of probability measures on \( TM \). Moreover, for any subsequence \( \{\tilde{\mu}_x^{\lambda_i}\}_i \)

weakly converging to \( \tilde{\mu} \) as \( \lambda_i \to 0 \), \( \tilde{\mu} \) is a Mather measure for the Lagrangian \( L_G \).

**Proof.** According to Lemma 4.3, the support of each measure \( \tilde{\mu}_x^\lambda \) is contained in a common compact set \( \{(y, v) \in TM : |v|_y \leq \sigma_0\} \), which implies the relative compactness.

Next, without loss of generality, we assume that \( \tilde{\mu}_x^\lambda \) weakly converges to a limit measure \( \tilde{\mu} \) as \( \lambda \to 0 \). We first show that \( \tilde{\mu} \) is a closed measure. For abbreviation, we write \( L_u(s) \) instead of \( L_u(\xi_x^\lambda(s), \dot{\xi}_x^\lambda(s), 0) \) in the following computations. If \( \phi : M \to \mathbb{R} \) is a \( C^1 \) function, then

\[
\int_{TM} \langle D\phi, v \rangle_y d\tilde{\mu}_x^\lambda(y, v) = \int_{0}^{\infty} e^{-\lambda \int_{0}^{s} L_u(t) \, dt} \left( \frac{d}{ds} \phi(\xi_x^\lambda(s)) \right) \, ds
\]

\[
= \frac{\phi(x) - \int_{-\infty}^{0} \phi(\xi_x^\lambda(s)) \frac{d}{ds} e^{-\lambda \int_{0}^{s} L_u(t) \, dt} \, ds}{\int_{-\infty}^{0} e^{-\lambda \int_{0}^{s} L_u(t) \, dt} \, ds}.
\]


Here, by estimate (4.25), the denominator satisfies \( \int_{-\infty}^{0} e^{-\lambda f_0^\circ L_u(y, t)} dt \leq C_0(K + 1) \). Besides,
\[
\left| \int_{-\infty}^{0} \phi(y, x(s)) \frac{d}{ds} e^{-\lambda f_0^\circ L_u(t)} dt \right| \leq \| \phi \|_\infty \int_{-\infty}^{0} \frac{d}{ds} e^{-\lambda f_0^\circ L_u(t)} dt ds = \| \phi \|_\infty.
\]

Here, we have used that fact that \( \frac{d}{ds} e^{-\lambda f_0^\circ L_u(t)} dt > 0 \). Consequently, substituting the above inequalities to (4.26) one gets
\[
\int_{TM} \langle D\phi, v \rangle_y d\hat{\mu}(y, v) = \lim_{\lambda \to 0} \int_{TM} \langle D\phi, v \rangle_y d\hat{u}_x^\lambda(y, v) = 0. \tag{4.27}
\]

Finally, it remains to show that \( \int_{TM} L_G(y, v) + c(G) d\hat{\mu}(y, v) = 0 \). Indeed, using (4.19) in Lemma 4.3, we deduce
\[
\int_{TM} L_G(y, v) + c(G) d\hat{\mu}(y, v) = \lim_{\lambda \to 0} \int_{TM} \left[ L\left( \xi_x^\lambda(s), \xi_x^\lambda(s), 0 \right) + c(G) \right] e^{-\lambda f_0^\circ L_u(t)} dt ds
\]
\[
= \lim_{\lambda \to 0} \int_{TM} \left[ \int d^2 \left( \int \xi_x^\lambda(s), \xi_x^\lambda(s), 0 \right) - \int \xi_x^\lambda(s), \xi_x^\lambda(s), \lambda u^\lambda(\xi_x^\lambda(s)) \right] e^{-\lambda f_0^\circ L_u(t)} dt ds
\]
\[
= \lim_{\lambda \to 0} I(\lambda).
\]

Since \( \| \xi_x^\lambda \|_{L^\infty} \leq \sigma_0 \), the locally uniform convergence (4.2) implies that there exists \( \delta > 0 \) small enough, such that \( |L(y, v, u) - L(y, v, 0) - uL_u(y, v, 0)| < |u| \) for all \( |u| < \delta \), \( y \in M \) and \( |v| \leq \sigma_0 \). Setting \( K := \max_{y \in M, |v| \leq \sigma_0} |L_u(y, v, 0)| < \infty \), we have \( |L(y, v, u) - L(y, v, 0)| < |u|(K + 1) \) for all \( |u| < \delta \), \( y \in M \) and \( |v| \leq \sigma_0 \). Therefore, for all \( \lambda < \delta / C_0 \), we have
\[
\left| L\left( \xi_x^\lambda(s), \xi_x^\lambda(s), 0 \right) - L\left( \xi_x^\lambda(s), \xi_x^\lambda(s), \lambda u^\lambda(\xi_x^\lambda(s)) \right) \left( \lambda u^\lambda(\xi_x^\lambda(s)) \right) \right| < \left( \lambda u^\lambda(\xi_x^\lambda(s)) \right) (K + 1) < \lambda C_0(K + 1),
\]
holds for a.e. \( s \in (-\infty, 0) \). This implies that for all \( \lambda \) small enough,
\[
\left| \int_{-\infty}^{0} \left[ L\xi_x^\lambda(s), \xi_x^\lambda(s), 0 \right] - L\left( \xi_x^\lambda(s), \xi_x^\lambda(s), \lambda u^\lambda(\xi_x^\lambda(s)) \right) e^{-\lambda f_0^\circ L_u(t)} dt ds \right|
\leq \lambda C_0(K + 1) \int_{-\infty}^{0} e^{-\lambda f_0^\circ L_u(t)} dt ds \leq C_0(K + 1) / B_1,
\]
where \( B_1 \) is given. Meanwhile, using integration by parts, we have
\[
\left| \int_{-\infty}^{0} e^{-\lambda f_0^\circ L_u(t)} dt \frac{d}{ds} u^\lambda(\xi_x^\lambda(s)) ds \right| = \left| u^\lambda(x) - \int_{-\infty}^{0} u^\lambda(\xi_x^\lambda(s)) \frac{d}{ds} e^{-\lambda f_0^\circ L_u(t)} dt ds \right|
\]
where the right hand side is bounded by \( 2 \| u^\lambda \|_{L^\infty} \leq 2C_0 \). As a result, we obtain the estimate
\[
|I(\lambda)| \leq C_0(K + 1) / B_1 + 2C_0 = \frac{1}{\lambda B} \{ C_0(K + 1) / B_1 + 2C_0 \},
\]
which tends to zero as \( \lambda \to 0 \), and thus \( \int_{TM} L_G(y, v) + c(G) d\hat{\mu}(y, v) = 0 \). This completes our proof.

\begin{lemma}
If the subsequence \( u^\lambda_k \) converges uniformly to a continuous function \( u^* \) as \( \lambda_k \to 0 \), then
\[
\int_{TM} L_u(x, v, 0) u^*(x) d\hat{\mu}(x, v) \geq 0
\]
for every Mather measure \( \hat{\mu} \in \hat{\mathcal{M}}(L_G) \).
\end{lemma}
Proof. For each $\lambda_k \in (0, a_0)$, we use the Lagrangian $L^{\lambda_k}(x, v) : TM \to \mathbb{R}$ given in Lemma 4.2. Recall that the critical value $c(H^{\lambda_k}) = c(G)$, then for each Mather measure $\tilde{\mu} \in \varpi(L_G)$ which is a closed measure, we deduce from (2.5) that $\int_{TM} L^{\lambda_k}(x, v) + c(G) \, d\tilde{\mu} \geq 0$, and thus

$$0 \leq \int_{TM} L(x, v, \lambda_k u^{\lambda_k}(x)) - L(x, v, 0) \, d\tilde{\mu} + \int_{TM} L(x, v, 0) + c(G) \, d\tilde{\mu}$$

$$= \int_{TM} L(x, v, \lambda_k u^{\lambda_k}(x)) - L(x, v, 0) \, d\tilde{\mu} + 0.$$ This indicates

$$\int_{TM} \frac{L(x, v, \lambda_k u^{\lambda_k}(x)) - L(x, v, 0)}{\lambda_k} \, d\tilde{\mu} \geq 0. \quad (4.28)$$

On the other hand, from Proposition 2.8 we know that the support of Mather measure $\tilde{\mu}$ is compact, then it follows from the locally uniform convergence (4.2) that, for every $\epsilon > 0$, there is a small number $\delta \in (0, r_0)$, such that

$$|L(x, v, u) - L(x, v, 0) - uL_u(x, v, 0)| < \epsilon |u|, \quad \text{for all } |u| < \delta, \ (x, v) \in \text{supp} \tilde{\mu}.$$ Meanwhile, there exists a constant $K = K(\delta) > 0$ such that for all $k \geq K$, $\|\lambda_k u^{\lambda_k}\|_\infty < \delta$. This implies that for $k \geq K$,

$$|L(x, v, \lambda_k u^{\lambda_k}(x)) - L(x, v, 0) - \lambda_k u^{\lambda_k}(x)L_u(x, v, 0)| < \epsilon |\lambda_k u^{\lambda_k}(x)|, \quad \text{for all } (x, v) \in \text{supp} \tilde{\mu}.$$ Dividing both sides by $\lambda_k$, and then integrating with respect to $\tilde{\mu}$, one gets that for all $k \geq K$,

$$\left| \int_{TM} \frac{L(x, v, \lambda_k u^{\lambda_k}(x)) - L(x, v, 0)}{\lambda_k} \, d\tilde{\mu} - \int_{TM} L_u(x, v, 0) u^{\lambda_k}(x) \, d\tilde{\mu} \right| < \epsilon \mathbf{C}_0.$$ Since $u^{\lambda_k}$ converges uniformly to $u^*$ and the support of $\tilde{\mu}$ is compact, we have

$$\int_{TM} L_u(x, v, 0) u^*(x) \, d\tilde{\mu} = \lim_{k \to \infty} \int_{TM} L_u(x, v, 0) u^{\lambda_k}(x) \, d\tilde{\mu}$$

$$\geq \liminf_{k \to \infty} \int_{TM} \frac{L(x, v, \lambda_k u^{\lambda_k}(x)) - L(x, v, 0)}{\lambda_k} \, d\tilde{\mu} - \epsilon \mathbf{C}_0$$

$$\geq -\epsilon \mathbf{C}_0,$$

where the last inequality comes from (4.28). Finally, by sending $\epsilon \to 0^+$ we conclude that

$$\int_{TM} L_u(x, v, 0) u^*(x) \, d\tilde{\mu} \geq 0.$$ 

\[\square\]

Next, we will prove a lemma which is a generalization of [DFIZ16b, Lemma 3.7]. It will play a key role in the proof of our main results.

**Lemma 4.7.** Let $w$ be a viscosity subsolution of $(H_{10})$. Then for each $\lambda \in (0, a_0)$ and $x \in M$,

$$u^{\lambda}(x) \geq w(x) - \frac{\int_{TM} L_u(y, v, 0) w(y) \, d\tilde{\mu}^{\lambda_k}_x(y, v)}{\int_{TM} L_u(y, v, 0) \, d\tilde{\mu}^{\lambda_k}_x(y, v)} + R(x, \lambda). \quad (4.29)$$

Here, the remainder term $R(x, \lambda) \to 0$ as $\lambda$ tends to 0.
Proof. Let $\lambda \in (0, \alpha_0)$. From (4.19) of Lemma 4.3 we see that for a.e. $s < 0$,
\[
\frac{d}{ds} u^\lambda(s, \xi(s)) = L(\xi(s), \dot{\xi}(s), \lambda u^\lambda(s)) + c(G)
\]
\[
=L(\dot{\xi}(s), \ddot{\xi}(s), \lambda u^\lambda(s)) + c(G)
\]
then we derive from (4.33) that
\[
\frac{d}{ds} u^\lambda(s, \xi(s)) = L(\xi(s), \dot{\xi}(s), \lambda u^\lambda(s)) + c(G)
\]
where
\[
\Delta^\lambda_x(s) = L(\dot{\xi}(s), \ddot{\xi}(s), \lambda u^\lambda(s)) - L(\xi(s), \dot{\xi}(s), 0) - \lambda u^\lambda(s) L_u(\xi(s), \dot{\xi}(s), 0) + \Delta^\lambda_x(s) + c(G),
\]
(4.30)

By Lemma 4.8 which will be proved later, the function $s \mapsto \Delta^\lambda_x(s)$ is Lebesgue measurable and bounded. For simplicity of notation, we write $L_u(s)$ instead of $L_u(\xi_x(s), \dot{\xi}_x(s), 0)$ in the following proof.

Let $w(x)$ be any viscosity subsolution of (HJ). According to Proposition 2.4, for each $\delta > 0$, there exists a function $w_\delta \in C^\infty(M)$ such that $\|w_\delta - w\|_{\infty} \leq \delta$, $\|Dw_\delta\|_{\infty} \leq \text{Lip}(w) + 1$, and
\[
H(x, Dw_\delta(x), 0) = G(x, Dw_\delta(x)) \leq c(G) + \delta, \quad \text{for every } x \in M.
\]
(4.32)

Using Fenchel's inequality, we deduce from inequalities (4.30) and (4.32) that
\[
\frac{d}{ds} u^\lambda(s, \xi(s)) \geq ( Dw_\delta(s), \dot{\xi}(s)) - \delta + \lambda u^\lambda(s) L_u(s) + \Delta^\lambda_x(s)
\]

Multiplying both sides by $e^{-\lambda \int_0^t L_u(\tau) d\tau}$ and rearranging the terms, one gets
\[
\frac{d}{ds} u^\lambda(s, \xi(s)) e^{-\lambda \int_0^t L_u(\tau) d\tau} \geq \left( \frac{d}{ds} w_\delta(s, \xi(s)) + \Delta^\lambda_x(s) - \delta \right) e^{-\lambda \int_0^t L_u(\tau) d\tau}, \quad \text{for a.e. } s < 0.
\]

Integrating this inequality with respect to $s$ over the interval $(-\infty, 0]$, we obtain
\[
u^\lambda(x) \geq \int_{-\infty}^0 w_\delta(s, \xi(s)) \frac{d}{ds} \left( e^{-\lambda \int_0^t L_u(\tau) d\tau} \right) ds + \int_{-\infty}^0 (\Delta^\lambda_x(s) - \delta) e^{-\lambda \int_0^t L_u(\tau) d\tau} ds.
\]
(4.33)

Here, we have used integration by parts. Observe that
\[
\left| \int_{-\infty}^0 (w_\delta(s, \xi(s)) - w(s, \xi(s))) \frac{d}{ds} \left( e^{-\lambda \int_0^t L_u(\tau) d\tau} \right) ds \right| \leq \delta,
\]
then we derive from (4.33) that
\[
u^\lambda(x) \geq \int_{-\infty}^0 w(s, \xi(s)) \frac{d}{ds} \left( e^{-\lambda \int_0^t L_u(\tau) d\tau} \right) ds - \delta + \int_{-\infty}^0 (\Delta^\lambda_x(s) - \delta) e^{-\lambda \int_0^t L_u(\tau) d\tau} ds.
\]
Sending $\delta \to 0$, we infer
\[
u^\lambda(x) \geq \int_{-\infty}^0 w(s, \xi(s)) \frac{d}{ds} \left( e^{-\lambda \int_0^t L_u(\tau) d\tau} \right) ds + \int_{-\infty}^0 \Delta^\lambda_x(s) e^{-\lambda \int_0^t L_u(\tau) d\tau} ds
\]
\[
= w(x) + \lambda \int_{-\infty}^0 w(s, \xi(s)) L_u(s) e^{-\lambda \int_0^t L_u(\tau) d\tau} ds + R(x, \lambda)
\]
\[
= w(x) + \lambda \left( \int_{-\infty}^0 e^{-\lambda \int_0^t L_u(\tau) d\tau} ds \right) \cdot \int_{TM} w(y) L_u(y, v, 0) d\mu^\lambda_y(y, v) + R(x, \lambda).
\]

Next, we will show that
\[
\lambda \int_{-\infty}^0 e^{-\lambda \int_0^t L_u(\tau) d\tau} ds = -1/\int_{TM} L_u(y, v, 0) d\hat{\mu}^\lambda_x(y, v).
\]
Indeed, according to the definition of $\tilde{\mu}^\lambda_x$, 
\[
\int_{TM} L_u(y, v, 0) \, d\tilde{\mu}^\lambda_x(y, v) = \frac{\int_{-\infty}^{0} L_u(s) e^{-\lambda \int_0^s L_u(r) \, dr} \, ds}{\int_{-\infty}^{0} e^{-\lambda \int_0^s L_u(r) \, dr} \, ds} = \frac{\int_{-\infty}^{0} \frac{d}{ds} e^{-\lambda \int_0^s L_u(r) \, dr} \, ds}{-\lambda \int_{-\infty}^{0} e^{-\lambda \int_0^s L_u(r) \, dr} \, ds} = \frac{1}{-\lambda \int_{-\infty}^{0} e^{-\lambda \int_0^s L_u(r) \, dr} \, ds}.
\]

Now, it only remains to show that $R(x, \lambda) \to 0$ as $\lambda \to 0$. In fact, for every $\varepsilon > 0$, by Lemma 4.8, there exists a constant $\lambda_\varepsilon > 0$ small enough such that for each $\lambda \in (0, \lambda_\varepsilon)$,
\[
|\Delta^\lambda(s)| \leq \varepsilon \lambda, \quad \text{a.e. } s \in (-\infty, 0).
\]

This leads to
\[
|R(x, \lambda)| \leq \varepsilon \int_{-\infty}^{0} \lambda e^{-\lambda \int_0^s L_u(r) \, dr} \, ds \leq \frac{\varepsilon}{B_1}, \quad \text{for all } \lambda \in (0, \lambda_\varepsilon),
\]
where the last inequality follows from (4.25). Therefore, by the arbitrariness of $\varepsilon$, we have $\lim_{\lambda \to 0} R(x, \lambda) = 0$. This finishes the proof.

To complete the proof of Lemma 4.7, it remains to show the following result:

**Lemma 4.8.** For each $\lambda \in (0, \alpha_0)$ and $x \in M$, let $\Delta^\lambda_x(s) : (-\infty, 0] \to \mathbb{R}$ be the function defined in (4.31). Then $\Delta^\lambda_x(s)$ is a bounded Lebesgue measurable function. Moreover, for each $\varepsilon > 0$, there exists a small number $\lambda_\varepsilon > 0$, independent of $x$, such that for each $\lambda \in (0, \lambda_\varepsilon)$,
\[
|\Delta^\lambda_x(s)| \leq \varepsilon \lambda, \quad \text{a.e. } s \in (-\infty, 0).
\]

**Proof.** If we set $f(y, v, u) := L(y, v, u) - L(y, v, 0) - uL_u(y, v, 0)$, then Lemma 4.1 implies that $f$ is continuous on $TM \times (-r_0, +\infty)$, and hence $\Delta^\lambda_x(s) = f \circ (\xi^\lambda_x(s), \dot{\xi}^\lambda_x(s), \lambda u^1(\xi^\lambda_x(s)))$ is Lebesgue measurable and bounded.

By Lemma 4.3 and Proposition 3.1, $\|\dot{\xi}^\lambda_x\|_{L^\infty} \leq \sigma_0$ and $\|u^1\|_{L^\infty} \leq C_0$, uniformly in $\lambda \in (0, \alpha_0)$ and $x \in M$. For every $\varepsilon > 0$, we set $\varepsilon_0 = \varepsilon/C_0$, then it follows from the locally uniform convergence (4.2) that there exists a small number $\kappa = \kappa(\varepsilon, \sigma_0) \in (0, r_0)$ such that
\[
\left| \frac{L(y, v, u) - L(y, v, 0)}{u} - L_u(y, v, 0) \right| \leq \varepsilon_0, \quad \text{uniformly in } y \in M, |v|_y \leq \sigma_0, 0 < |u| \leq \kappa.
\]

Now we have
\[
|f(y, v, u)| \leq \varepsilon_0 |u|, \quad \text{uniformly in } y \in M, |v|_y \leq \sigma_0, |u| \leq \kappa.
\]

Therefore, by setting $\lambda_\varepsilon := \kappa/C_0$, inequality (4.37) indicates that for every $0 < \lambda < \lambda_\varepsilon$,
\[
|\Delta^\lambda_x(s)| = |f(\xi^\lambda_x(s), \dot{\xi}^\lambda_x(s), \lambda u^1(\xi^\lambda_x(s)))| \leq \varepsilon_0 \lambda |u^1(\xi^\lambda_x(s))| \leq \varepsilon \lambda, \quad \text{a.e. } s \in (-\infty, 0).
\]

□
4.2. **Convergence.** Inspired by Lemma 4.6, we denote by $\mathcal{F}$ the set of all viscosity subsolutions $w$ of (HJ$_0$) satisfying

$$\int_{TM} L_u(x, v, 0) w(x) \, d\bar{\mu}(x, v) \geqslant 0, \quad \text{for all } \bar{\mu} \in \mathfrak{M}(L_G).$$

(4.38)

We claim that the family $\mathcal{F}$ is uniformly bounded above, i.e.

$$\sup \{ w(x) : x \in M, w \in \mathcal{F} \} < +\infty.$$  

Indeed, for each $w \in \mathcal{F}$, it follows from (4.38) and $L_u(x, v, 0) < 0$ that $\min_{x \in M} w(x) \leqslant 0$. Besides, by Proposition 2.2 all viscosity subsolutions of (HJ$_0$) are equi-Lipschitz continuous with $\rho_c$ as a Lipschitz bound, so $\max_{x \in M} w(x) \leqslant \max_{x \in M} w(x) - \min_{x \in M} w(x) \leqslant \rho_c \cdot \text{diam}(M)$.

This allows us to define a function $u^0 : M \to \mathbb{R}$ by

$$u^0(x) := \sup_{w \in \mathcal{F}} w(x).$$

(4.39)

Obviously, $u^0$ is Lipschitz continuous on $M$.

Now we are ready to prove our convergence result:

**Proof of Theorem 1.5:** As the supremum of a family of viscosity subsolutions, the function $u^0(x)$, defined in (4.39), is itself a viscosity subsolution of (HJ$_0$). We will show $\lim_{\lambda \to 0} u^\lambda = u^0$.

Indeed, by Proposition 3.1, the family $\{u^\lambda\}_{\lambda \in [0, a_0]}$ is equi-Lipschitz continuous and equi-bounded. Hence, by the Ascoli-Arzelà theorem it only remains to prove that any convergent subsequence has the same limit $u^0$.

If $\{u^\lambda_k\}_k$ is a subsequence converging uniformly to some continuous function $u : M \to \mathbb{R}$ as $\lambda_k$ tends to zero, it is clear from Lemma 4.6 that this limit function $u \in \mathcal{F}$, so $u \leqslant u^0$. Now, we only need to show $u \geqslant u^0$. For every $x \in M$, it follows from Lemma 4.7 that for each $w \in \mathcal{F}$,

$$u^\lambda_k(x) \geqslant w(x) - \frac{\int_{TM} L_u(y, v, 0) \, w(y) \, d\bar{\mu}^\lambda_k(y, v)}{\int_{TM} L_u(y, v, 0) \, d\bar{\mu}^\lambda_k(y, v)} + R(x, \lambda_k).$$

(4.40)

By Proposition 4.5, extracting a subsequence if necessary, we can assume that $\bar{\mu}^\lambda_k$ converges weakly to a Mather measure $\bar{\mu}$. Therefore, sending $\lambda_k \to 0$, inequality (4.40) leads to

$$u(x) \geqslant w(x) - \frac{\int_{TM} L_u(y, v, 0) \, w(y) \, d\bar{\mu}(y, v)}{\int_{TM} L_u(y, v, 0) \, d\bar{\mu}(y, v)} \geqslant w(x),$$

where the last inequality follows from $L_u(y, v, 0) < 0$ and $w \in \mathcal{F}$. Therefore, $u(x) \geqslant \sup_{w \in \mathcal{F}} w(x) = u^0(x)$ for every $x \in M$. This completes the proof.  

4.3. **Characterization of the limit.**

**Proof of Theorem 1.8:** By what we have shown above, we already obtain the first representation formula

$$u^0(x) = \sup_{w \in \mathcal{F}} w(x).$$

It remains to prove the second one that is characterized in terms of Peierls barrier.
By Proposition 2.5, \( u^0(x) \leq u^0(y) + h(y,x) \) for all \( x, y \in M \). Also, we recall that each Mather measure has compact support (see Proposition 2.8). Then, multiplying both sides by \( L_u(y, v, 0) \) which is negative, and integrating with respect to \( y \), we derive

\[
\int_{\mathcal{T}M} L_u(y, v, 0) d\tilde{\mu}(y, v) \geq \int_{\mathcal{T}M} L_u(y, v, 0) u^0(y) d\tilde{\mu}(y, v) + \int_{\mathcal{T}M} L_u(y, v, 0) h(y, x) d\tilde{\mu}(y, v)
\]

for every Mather measure \( \tilde{\mu} \in \mathfrak{M}(L_G) \), and the last inequality follows from Lemma 4.6. Thus,

\[
u_{\mathcal{T}M} L_u(y, v, 0) h(y, x) d\tilde{\mu}(y, v),
\]

for every \( \tilde{\mu} \in \mathfrak{M}(L_G) \).

As a result,

\[
u_{\mathcal{T}M} L_u(y, v, 0) h(y, x) d\tilde{\mu}(y, v),
\]

To prove the opposite inequality, we first consider \( x \in \mathcal{A} \) with \( \mathcal{A} \) the projected Aubry set of \( L_G \). By item (2) of Proposition 2.5, the function \( y \mapsto -h(y, x) \) is a viscosity subsolution of \( \mathcal{H}_0 \). This in turn gives, thanks to Lemma 4.7,

\[
u_{\mathcal{T}M} L_u(y, v, 0) h(y, x) d\tilde{\mu}(y, v),
\]

The last equality follows from the fact that \( h(x, x) = 0 \) for \( x \in \mathcal{A} \). By Proposition 4.5, extracting a subsequence if necessary, we can assume that \( \tilde{\mu}^A \) converges weakly to a Mather measure \( \check{\nu} \). Now, sending \( \lambda \to 0 \) we infer that

\[
u_{\mathcal{T}M} L_u(y, v, 0) h(y, x) d\tilde{\mu}(y, v),
\]

which also gives rise to

\[
u_{\mathcal{T}M} L_u(y, v, 0) h(y, x) d\tilde{\mu}(y, v),
\]

for all \( x \in \mathcal{A} \). Note that the function on the right hand side of (4.42) is a viscosity subsolution of \( \mathcal{H}_0 \), then according to item (4) of Proposition 2.5, inequality (4.42) holds for all \( x \in M \). This completes the proof.

Finally, as a concluding remark, we return to the system studied in Proposition 3.2. Actually, in the case where constant functions are critical subsolutions, the limit solution \( u^0 \) has a simpler representation formula:

**Proposition 4.9.** Let \( H \) satisfy assumptions \( \mathcal{H}_1 \), \( \mathcal{H}_2^* \) and \( \mathcal{H}_3 \). Suppose that constant functions are subsolutions of equation \( \mathcal{H}_0 \), or equivalently \( G(x, 0) \in \mathcal{C}(G) \) on \( M \). Then

\[
u_{\mathcal{T}M} L_u(y, v, 0) h(y, x) d\tilde{\mu}(y, v),
\]

(4.43)
where $h(y,x)$ and $\mathcal{A}$ are, respectively, the Peierls barrier and the projected Aubry set of $L_G$.

**Proof.** Let us set $\tilde{u}(x) := \min_{y \in \mathcal{A}} h(y,x)$. Since constant functions are subsolutions of $(HJ_0)$, by item (3) of Proposition 2.5 we infer that $h(y,x) \geq 0$ for all $x$, $y$, and thus $\tilde{u} \geq 0$. In view of item (2) of Proposition 2.5, we see that $\tilde{u}$ is a minimum of a family of equi-Lipschitz solutions to $(HJ_0)$. Then it is well known that $\tilde{u}$ is itself a viscosity solution of $(HJ_0)$.

Next, observe that $\tilde{u} \geq 0$ is a supersolution of $(H\lambda_1)$. Then, by the comparison principle and Proposition 3.2 we get $0 \leq u^\lambda \leq \tilde{u}$. In particular, since $\tilde{u}(x) = 0$ for $x \in \mathcal{A}$, we have

$$u^\lambda(x) = 0, \quad \forall x \in \mathcal{A}.$$  

This implies that the limit solution $u^0(x) = \lim_{\lambda \to 0^+} u^\lambda(x) = 0$ for all $x \in \mathcal{A}$. Therefore, item (4) of Proposition 2.5 ensures that $u^0 = \tilde{u}$ on $M$. \qed

**Appendix A.**

Here, we provide an equivalent description for assumption $(H2)$ provided that $(H1)$ and $(H3)$ hold.

**Proposition A.1.** If $H \in C(T^* M \times \mathbb{R})$ satisfies the convexity assumption $(H1)$ and the monotonicity assumption $(H3)$, then the following properties are equivalent:

1. There is a constant $r_0 > 0$ such that $\lim_{|p|_x \to +\infty} H(x, p, -r_0) = +\infty$, uniformly in $x \in M$.
2. $\lim_{|p|_x \to -\infty} H(x, p, 0) = +\infty$, uniformly in $x \in M$.

**Proof.** By the monotonicity $(H3)$, the implication $(1) \Rightarrow (2)$ is obvious.

Now, we show that $(2)$ implies $(1)$. To this end, only assumption $(H1)$ will be used. Indeed, by the coercivity of $H(x, p, 0)$ and the compactness of $M$, there is a constant $r > 0$ such that

$$H(x, p, 0) > \max_{x \in M} H(x, 0, 0) + 2, \quad \text{for all } (x, p) \in \partial B_r,$$

where $\partial B_r$ denotes the compact set $\{(x, p) \in T^* M : x \in M, |p|_x = r\}$. By continuity and compactness, there exists a small constant $r_0 > 0$ such that

$$H(x, p, -r_0) > \max_{x \in M} H(x, 0, -r_0) + 1, \quad \text{for all } (x, p) \in \partial B_r. \quad (A.1)$$

Next, for each $(x, p)$ with $|p|_x > r$, we pick a point $z_{x,p} := \frac{r}{|p|_x} p$ on $\partial B_r$. Then, the convexity assumption $(H1)$ implies

$$H(x, z_{x,p}, -r_0) \leq (1 - \frac{r}{|p|_x}) H(x, 0, -r_0) + \frac{r}{|p|_x} H(x, p, -r_0), \quad \text{for all } |p|_x > r. \quad (A.2)$$

Since $z_{x,p} \in \partial B_r$, we infer from $(A.1)-(A.2)$ that

$$H(x, p, -r_0) \geq \frac{H(x, z_{x,p}, -r_0) - H(x, 0, -r_0)}{r/|p|_x} + H(x, 0, -r_0) \geq \frac{1}{r} |p|_x + H(x, 0, -r_0),$$

for all $|p|_x > r$. This implies $\lim_{|p|_x \to -\infty} H(x, p, -r_0) = +\infty$, uniformly in $x \in M$. \qed
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