Structure Factors of Neutron Matter at Finite Temperature
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We compute continuum and infinite volume limit extrapolations of the structure factors of neutron matter at finite temperature and density. Using a lattice formulation of leading-order pionless effective field theory, we compute the momentum dependence of the structure factors at finite temperature and at densities beyond the reach of the virial expansion. The Tan contact parameter is computed and the result agrees with the high momentum tail of the vector structure factor. All errors, statistical and systematic, are controlled for. This calculation is a first step towards a model-independent understanding of the linear response of neutron matter at finite temperature, a realm until now little explored.

INTRODUCTION

As much as 99% of the gravitational binding energy released in core-collapse supernovae escapes the star in the form of neutrinos. This enormous flux, when it interacts with the nuclear matter on its way out of the star, is believed to be an essential ingredient in the explosion of the star. Though neutral-current neutrino-neutron scattering is well-described in vacuum by tree level $Z^0$ exchange, neutrino scattering in supernova material is complicated by many-body dynamics induced by the strong force. Due to its non-perturbative nature, however, these effects are hard to calculate (for a review see Ref. [1]). We compute here the exact structure factors of a spin-balanced neutron gas at leading order in the pionless effective field theory [2] using Monte Carlo methods at fugacities of $z = \exp(\beta\mu) = 1.0$ and 1.5. The main accomplishments presented here are successful continuum and infinite volume limit extrapolations at such high fugacities. This was made possible by the import of several methods from lattice QCD for the simulation of fermions including: iterative methods, pseudofermions and chronological inverters [3]. Since lattice artifacts typically decrease with density, we expect the methods presented here to provide complete control over this system for any fugacity $z \leq 1.5$. Such exact calculations, computed over a range of densities and temperatures, may place the nuclear physics inputs to supernovae simulations on firmer theoretical footing.

The differential cross section of low energy neutrinos off a gas of non-relativistic neutrons is approximately determined by the static vector and axial structure factors

$$S_V(q) = \int d^3r \ e^{-iq \cdot r} \langle \delta n(0, r), \delta n(0, 0) \rangle \ ,$$

$$S_A(q) = \int d^3r \ e^{-iq \cdot r} \langle \delta S_z(t, r), \delta S_z(0, 0) \rangle \ ,$$

where $\delta n = n - \langle n \rangle$ and $\delta S_z = S_z - \langle S_z \rangle$ are the fluctuations of the density and spin [1, 4]. These quantities are the main object of our calculations. We will also compute the contact $C$, which determines the asymptotic behavior of the particle distribution function. As we will see below, our result for the contact will serve as a non-trivial check of our structure factors.

The interaction between neutrons will be described in this paper with the help of pionless effective field theory [2, 5, 6]. Its applicability is restricted to kinematical regimes where momentum transfers between nucleons is below the pion mass, which is roughly satisfied at the temperatures of interest ($T \lesssim 10$ MeV). The systematic use of pionless effective field theory provides an expansion of observables in powers of typical momentum scales over the pion mass. In this work, we will restrict ourselves to leading order in the low energy expansion, although higher order calculations will certainly be welcome. At this order, the (continuum) hamiltonian is given by

$$H = \int d^3x \ \left[ \frac{\nabla \psi^\dagger \cdot \nabla \psi}{2M} - g(\psi^\dagger_1 \psi_1)(\psi^\dagger_2 \psi_2) \right] \ , \quad (2)$$

where $\psi$ is a spin doublet of quantized fields destroying a neutron, the index $\sigma = 1, 2$ distinguishes the two spin components. The coupling constant $g$ is determined by the $s$-wave scattering length between neutrons.
FORMALISM

In order to use numerical methods (and to properly define the contact interaction in the hamiltonian in Eq. (2)) we will use a spatial cubic lattice with spacing \( \Delta x \). The lattice hamiltonian is

\[
H = \sum_{x,x'} \frac{p^2}{2M \Delta x^2} e^{-ip(\mathbf{x} - \mathbf{x}')} - \frac{g}{\Delta x^2} \sum_{x} \left( \psi_{x}^{\dagger} \psi_{x} \right) \left( \psi_{x+1}^{\dagger} \psi_{x} \right),
\]

\[
k_{x,x'} = \sum_{p} \frac{p^2}{2M \Delta x^2} e^{-ip(\mathbf{x} - \mathbf{x}')} .
\]

where \( p = \frac{2\pi}{N} n_p \), and \(-\frac{N}{2} \leq n_p \leq \frac{N}{2} - 1\). We leverage a cubic lattice with \( N^3 \) sites. The number and spin operators are \( N = \sum_{x} \psi_{x}^{\dagger} \psi_{x} \) and \( S = \sum_{x} \psi_{x}^{\dagger} \sigma \psi_{x} \), and the chemical potentials coupled to each will be denoted \( \mu \) and \( h \), respectively. The partition function can be written, with the help of the Trotter formula and the Hubbard-Stratanovich transformation, by using standard steps:

\[
Z = \text{tr} e^{-\beta(H - \mu N)} \approx \text{tr} \prod_{t=1}^{N_t} e^{-\Delta t \beta \left( H - \sum_{x} \mu \psi_{x}^{\dagger} \psi_{x} - \sum_{x,x'} \phi_{x,x'} \right)},
\]

\[
= \int \prod_{x,t} D\psi_{x,t}^{\dagger} D\hat{\phi}_{xt} D\hat{A}_{xt} e^{-S(\hat{\psi},\hat{\phi},A)} ,
\]

where the error involved in Eq. (4) is of order \( \mathcal{O}(\Delta t^2) \) with \( \Delta t = \beta / N_t \), and the action \( S = S_F + S_A \) is given by the fermionic and auxiliary-field contributions

\[
S_F = -\sum_{x,t} \psi_{x,t}^{\dagger} \mu \psi_{x,t} + \sum_{x,x',t} \phi_{x,x'} \psi_{x,t}^{\dagger} \psi_{x',t},
\]

\[
S_A = \frac{1}{2} \sum_{x,t} \left( \cosh(A_{xt}) - 1 \right).
\]

The matrix \( B_{x,x'} \) is the \( N_x^3 \times N_x^3 \) matrix representing spatial hopping:

\[
B_{x,x'} = \frac{1}{N_x^2} \sum_{p} e^{-ip(\mathbf{x} - \mathbf{x}')} e^{i \mathbf{p} \cdot \mathbf{a}},
\]

and the parameters of the lattice action are given by

\[
\mu \Delta t = \mu + \log \frac{f_1(\hat{\gamma})}{f_0(\hat{\gamma})}, \quad \frac{\Delta t}{M \Delta x^2} = \hat{\gamma},
\]

\[
\frac{g \Delta t}{\Delta x^2} = \log \frac{f_2(\hat{\gamma})}{f_1(\hat{\gamma})^2},
\]

where \( f_n(\hat{\gamma}) \equiv \int_{-\infty}^{\infty} dA e^{-\cosh(A-\hat{\gamma})} e^{\alpha A} \). Eq. (4) and the mappings in Eq. (7) are derived in Ref. [7].

At leading order in the pionless effective theory, the s-wave phase shift is given by \( k \cot \delta(k) = -1/a \), with scattering length \( a = -18.9 \) fm (higher orders give an effective range term, and so on). Thus the coupling constant \( g \) is adjusted in order for the theory, in the continuum, infinite volume, zero temperature and \( \mu = 0 \) limits, to reproduce this scattering amplitude.

The way the continuum limit of our lattice theory is approached is subtle. Numerical results indicate that there are terms proportional to powers of \( \Delta t / \Delta x^2 \) appearing in several quantities. For that reason, we choose to take the “hamiltonian” limit, where \( \Delta t \to 0 \) is taken before \( \Delta x \to 0 \). In practice, this is accomplished by keeping \( \hat{\gamma} = \Delta t / M \Delta x^2 \ll 1 \) as \( \Delta x \) is reduced. In the hamiltonian limit we find that

\[
\frac{1}{M g} = \frac{c_1}{\Delta x} - \frac{1}{4\pi a},
\]

where \( c_1^{-1} = 5.14435... \). By fixing \( M = 938 \) MeV, the chemical potential \( \mu \), the inverse temperature \( \beta \), the box size \( L \), and the number of spatial and temporal discretization steps \( N_x \) and \( N_t \) we can use Eq. (7) and Eq. (8) to compute \( \hat{\gamma} \) and check \( \hat{\gamma} \ll 1 \).

METHODS

To sample the grand canonical ensemble in Eq. (4) we rewrite the partition function

\[
Z = \int D\psi_{x,t}^{\dagger} D\hat{\phi}_{xt} D\hat{A}_{xt} e^{-S_A(A) - \psi_{x,t}^{\dagger} M(A) \psi_{x,t}},
\]

\[
= \int D\phi_{x,t}^{\dagger} D\phi_{xt} D\hat{A}_{xt} e^{-S_A(A) - \phi_{x,t}^{\dagger} M^{-1} \phi_{x,t}},
\]

using a complex scalar pseudofermion field \( \phi_{x,t} \) (no spinor index). The fermion matrix \( M \) is diagonal in spin and in the spin-balanced case it splits into two identical blocks \( M_1 = M_2 \). Furthermore, \( M = M_1 M_1^{\dagger} \) so \( \det M = \det M_1 \det M_1^{\dagger} = \det M \). The integrand is then positive definite, so we can apply the usual Monte Carlo methods to sample the partition function. We use Hybrid Monte Carlo [8] to sample the field \( A \): we interleave the sampling of \( \phi \) with probability \( P(\phi) \propto \exp(-\phi^{\dagger} M^{-1} \phi) \), a modified Gaussian distribution, with updates of \( A \) generated by a classical mechanics evolution according to a Hamiltonian \( H(\pi, A) = \pi^T \beta / 2 + V(A) \) where \( V(A) = S_A(A) + \phi^{\dagger} M^{-1} \phi \) and \( \pi \) is canonical momentum conjugate to \( A \) sampled randomly according to \( P(\pi) \propto \exp(-\pi^T \beta / 2) \) at the beginning of each classical trajectory.

One ingredient required in the classical evolution of \( A \) is the evaluation of the derivative \( dV/dA \) (the force
RESULTS

In all calculations the coupling \( g \) was determined with from Eq. (8). As an additional check, we ran simulations with \( 0.05 < z < 0.8 \), deep in the virial regime, and compared our results with the virial expansion. The second virial coefficient we extracted, \( b_2 = 0.419(3) \), agrees with the Beth-Uhlenbeck prediction \( b_2 \approx 0.415 \) \[10\]. Incidental to this check, we estimate the third virial coefficient of this leading order pionless EFT to be \( b_3 = -0.13(5) \).

We used parameters \( T = 4.14 \text{ MeV}, \ V = (18 \text{ fm})^3 \), \( \Lambda t = 0.49 \text{ fm} \) and \( \Delta x = 1.38 \text{ fm} \) in our “best” calculations. The effects due to finite spatial and temporal lattice spacings, as well as finite volume, were controlled by performing calculations at different values of \( V, \Delta t \) and \( \Delta x \). For instance, in order to control for finite volume effects, we performed calculations at three different volumes, \( V = (10 \text{ fm})^3, (14 \text{ fm})^3, \) and \( (18 \text{ fm})^3 \), while holding \( T = 4.14 \text{ MeV}, z = 1.0, \ \Delta x = 2.0 \text{ fm} \) fixed. At the largest volumes, errors due to finite volume effects are smaller than 2.0% for \( S_V \) and 1.0% for \( S_A \); these we take as upper bounds on finite volume errors. Similarly, to control for finite \( \Delta t \) errors, we performed calculations at four different temporal lattice spacings, \( \Delta t = 0.49 \text{ fm}, 0.31 \text{ fm}, 0.245 \text{ fm} \) and \( 0.196 \text{ fm} \), with \( T = 4.14 \text{ MeV}, V = (6.9 \text{ fm})^3 \), \( \Delta x = 1.38 \text{ fm} \) held fixed, then extrapolated to the \( \Delta t \to 0 \) limit. The typical difference in observables between the \( \Delta t \to 0 \) extrapolation and the parameters used in our “best” simulations is 2% for \( S_V \) and 0.5% for \( S_A \).

The extrapolation to the spatial continuum limit (\( \Delta x \to 0 \)) is the source of the largest systematic errors for most observables \(^1\). To extrapolate to the spatial continuum limit, we perform calculations with

\[ T, V, z, n, \epsilon_F \]

| \( T \text{[MeV]} \) | \( V \text{[fm}^3] \) | \( z \) | \( n \text{[fm}^{-3}] \) | \( \epsilon_F \text{[MeV]} \) |
|-----------------|-----------------|--------|-----------------|----------------|
| 4.14 \( \pm \sigma \) | 18 \( \pm \sigma \) | 1.0 | \( 5.1(2) \times 10^{-3} \) | 5.9(2) |
| 4.14 \( \pm \sigma \) | 18 \( \pm \sigma \) | 1.5 | \( 8.2(2) \times 10^{-3} \) | 8.0(1) |

\(^1\) This can be seen by considering the Symanzik action \([11, 12]\) (an effective action valid at distances larger than the lattice spacing). The lowest dimension term of this theory not included in Eq. (2) involves two extra derivatives and its coefficient is proportional to \( \Delta x^2 \) \([13]\).
three different spatial lattice spacings, $\Delta x = 2.00$ fm, 1.63 fm and 1.38 fm with $N_x = 9, 11$ and 13, while $N_t = 96$, $\Delta t = 0.49$ fm and $z$ are held fixed. We then fit observables to the formula $\langle O \rangle = a + b\Delta x^2$. As an example, we show in Fig. 1 the extrapolations of $S_{V/A}(q)$ for a typical value of $q$ ($q/q_{th} = 0.45$, with $q_{th} \equiv \sqrt{6MT} \approx 153$ MeV).

Continuum limits for the vector and axial structure factors at fugacities $z = 1.0$ and 1.5 are plotted in Fig. 2. All sources of error are included in the error bar. This includes statistical errors, the errors due to the $\Delta t$ discussed above. Several features of the structure factors deserve comment. First, we find around a 20% suppression in both structure factors relative to the unitary gas when $a = -18.9$ fm [7]. The finite value of the scattering length therefore produces a detectable effect on structure factors. Second, the suppression of the vector structure factor at low momenta is not captured by second order virial calculations [15]. On the other hand, fourth order virial calculations of $S_V(q = 0)$ and $S_A(q = 0)$ for the unitary gas produce qualitatively similar behavior to the $z = 1.0$ results of Fig. 2 [16]. However, naively extrapolating these fourth order predictions to $z = 1.5$ produces an $S_V(q = 0)$ a factor two smaller than Fig. 2 predicts. Therefore, though it is possible that $z = 1.5$ may lie within the radius of convergence of the virial expansion, the structure factors computed here cannot be captured by currently available virial coefficients.

Since the structure factors are derived directly from a partition function they automatically satisfy the following “sum-rules”

$$S_V(0) = T\partial n/\partial \mu, \quad S_A(0) = T\partial s/\partial h,$$

required for any thermodynamically consistent theory. This consistency ensures that macroscopic conservation laws are obeyed by these response functions [17], a feature needed for large-scale supernova simulations [18, 19].

The Tan contact parameter, $C$ [20]:

$$C = \lim_{k \to \infty} k^4 n(k).$$

(10)

characterizes the high momentum behavior of many observables in this system, including both the density and structure factors:

$$S_V(q) = \langle n \rangle + \frac{C}{8Vq} + O(q^{-2})$$

$$S_A(q) = \langle n \rangle - \frac{C}{8Vq} + O(q^{-2}).$$

(11)

In Ref. [21] it was shown that this expansion, an example of the operator product expansion (OPE), leads to the relation

$$C = g_0^2 M^2 \int d^3x \langle \psi_1^\dagger \psi_1 \psi_2^\dagger \psi_2(x) \rangle.$$  

(12)

We compute $C$ using Eq. (12) and its continuum extrapolation, shown in Fig. 1, gives $C/Nk_F = 2.1(1)$ (at $z = 1.5$) and $C/Nk_F = 2.1(1)$ (at $z = 1.0$). The uncertainty is dominated by statistical and continuum extrapolation errors. In Fig. 2 we show, besides the continuum extrapolated results for the structure factors, the asymptotic limits at high $q$ predicted by Eq. (11) and our measured values of $\langle n \rangle$ and $C$. The agreement between the OPE prediction Eq. (11) and high-momentum tails of $S_{V/A}$ is a further consistency check for our calculation.

It is interesting to consider our results for the contact in a broader context. In Fig. 3 we plot our results together with the second order virial expansion prediction. We also plot results obtained with the unitary gas, both experimental and the third order virial prediction. The error bands correspond to estimates of the first neglected order; in the unitary case, the virial coefficients of [22–25] were used; at finite scattering length, the formulae of [22] we used.

$^2$ Similar reductions in the vector structure factor due to a negative scattering length were measured in cold atom experiments [14].
FIG. 3: A comparison between the contact at $a = -18.9$ fm (blue points) and the experimentally measured values for the unitary gas (yellow [26] and gray points [27]). The yellow curve is the 3rd order virial expansion for the unitary gas [22]. The blue line shows the 2nd order results for $a = -18.9$ fm. The band around the virial curves incorporates an estimate of the next order contribution.

CONCLUSIONS

We report on a Monte Carlo calculation of the vector and axial static structure factors of neutron matter in the regime relevant for the physics of supernovae and neutron star mergers. The Hamiltonian describing the strong interactions, leading order pionless effective field theory, is simple, and refinements are both welcome and possible. All sources of error, statistical and systematic, are accounted for and add up to a few percent. This control was possible in large part due to technologies seldom used in this context. The results show a definite change from both the free theory and the unitary limit. We also calculated the contact, a parameter describing the high momentum distribution of particles, and verified its consistency with the high-momentum dependence of the structure factors. This calculation opens up a path for a definitive calculation, including a more realistic description of nuclear forces, encompassing most temperatures and densities parameters relevant to supernova physics.
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