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Abstract—We study the file transfer problem in opportunistic spectrum access (OSA) model, which has been widely studied in throughput-oriented applications for max-throughput strategies and in delay-related works that commonly assume identical channel rates and fixed file sizes. Our work explicitly considers minimizing the file transfer time for a given file in a set of heterogeneous-rate Bernoulli channels, showing that max-throughput policy doesn’t minimize file transfer time in general. We formulate a mathematical framework for static extend to dynamic policies by mapping our file transfer problem to a stochastic shortest path problem. We analyze the performance of our proposed static and dynamic optimal policies over the max-throughput policy. We propose a mixed-integer programming formulation as an efficient alternative way to obtain the dynamic optimal policy and show a huge reduction in computation time. Then, we propose a heuristic policy that takes into account the performance-complexity tradeoff and consider the online implementation with unknown channel parameters. Furthermore, we present numerical simulations to support our analytical results and discuss the effect of switching delay on different policies. Finally, we extend the file transfer problem to Markovian channels and demonstrate the impact of the correlation of each channel.
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1 INTRODUCTION

In recent years, there has been an explosion in demand for wireless services due to the rapid growth in the number of wireless devices, including mobile devices and Internet of Things (IoT) devices. This demand further exacerbates the scarcity of allocated spectrum, which is inherently known to be underutilized by licensed users [2]. The Opportunistic spectrum access (OSA) model has been proposed to reuse the licensed spectrum in an opportunistic way otherwise wasted by licensed users [2]. Recently, the FCC has released a new guidance in 2020, which would expand the ability of the unlicensed devices (especially IoT devices) to operate in the TV-broadcast bands [3]. Besides, the related IEEE 802.22 family has been developed to enable spectrum sharing [4] to bring broadband access to rural areas.

In the OSA model, a secondary user (SU) aims to opportunistically access the spectrum when it is not used by other users, while also prioritizing the needs of the primary user (PU). The SUs need to periodically sense the spectrum to avoid interfering with PUs. We call an SU’s behavior static if it adheres to only one channel, and dynamic if it is free to switch channels. While the concept of this model is simple, the design of spectrum sensing strategy faces various challenges: the interaction among multiple secondary users [5], [6], [7], spectrum sensing policy in the Markovian channels [8], [9], the trade-off between the cost of sequential sensing (when permitted) and the expected reward [10], [11], channel selection under resource constraints [12], [13], [14], to list a few.

1.1 Motivation: Throughput versus Latency

Nowadays, low latency has become one of the main goals for 5G wireless networks [15] and other time-sensitive applications with guaranteed delay constraints. In many applications, data is valid only for a limited duration and should be delivered before it expires, and vehicular communication is one such scenario. The increased demand for intelligent vehicular traffic (e.g., autonomous car development [16]) has led to the need for vehicular communication to explore spectrum holes for offloading vehicular users in device-to-device mode [17]. In addition, delay-sensitive safety messages (i.e., speed and position of the vehicles) require low latency (as low as 100 ms) [18]. Another example is medical body sensor networks [19], where the cognitive radio is implemented in body sensor network for life-critical monitoring, e.g., packets indicating a patient’s health abnormality should be sent to a doctor as soon as possible, especially when the patient is out of the hospital network and needs to temporarily borrow vacant spectrum resources.

In the OSA literature, throughput is one of the most commonly used performance metrics. Recent studies [20], [21], [22], [23], by utilizing the multi-armed-bandit (MAB) techniques, have focused on finding max-throughput channel while the SU needs to learn the unknown channel parameters on the fly. In order to transmit a file as quickly as possible, common folklore might assume that the max-throughput policy would also suggest the minimum expected file transfer time.
For example, Wald’s equation implies that the file download time in an i.i.d (over time) channel is equal to the file size divided by the average throughput of that channel, implicitly favoring the max-throughput channel for minimal download time. However, as will be explained in Section 3, we find that this is not the case in general.

On the other hand, most delay-related works consider average queuing delay of a large number of packets (fixed size) following Poisson arrivals [24], [25], [26], [27], [28]. However, focusing on individual file transfers is important for small files when the SU needs to transmit each file as soon as possible. For instance, IEEE 802.11p protocol requires each car to generate and send safety messages continuously at 100 ms intervals [18], making Poisson arrivals unsuitable to model this situation. In addition, the file size can vary depending on the application [29]. Same channel data rate across all channels is another implicit assumption in those delay-related works [24], [25], [26], [27], [28], but it doesn’t reflect the realistic heterogeneous channel environment assumed in the throughput-oriented studies [20], [21], [22], [23]. Clearly, allowing the SU to switch over such channels during instances of PU’s interruption can further reduce the file transfer time, but to the best of our knowledge, this issue has not been fully explored.

1.2 Related Works and Their Limitations

Throughput and delay are two performance metrics commonly used in the OSA literature to evaluate the quality of service (QoS) in the wireless network. For throughput-oriented works, the PU’s behavior can be modeled as a two-state Markov chain (thus correlated over time), for which partially observable Markov decision processes (POMDPs) are typically employed to formulate the spectrum sensing strategy in order to maximize the long-term throughput [30]. These POMDPs do not possess known structured solutions in general and they are known to be Polynomial-Space-complete (PSPACE-complete) even if all the channel statistics are known a priori [31]. To achieve near maximum throughput, computationally efficient yet sub-optimal policies, such as myopic policy [32] and Whittle’s index policy [8], have been proposed for the offline OSA setting (known channel parameters). In particular, both [32] and [8] introduced a concept of “belief vector” to guess the available probability of each channel and updated the vector after each observation of the channel state. In each time slot, the myopic policy [32] selected the channel with the maximum “guess” throughput, while the Whittle’s index policy [8] selected the channel with the highest value according to the Whittle’s index and the belief vector.

Recently, machine learning techniques have emerged in the online setting (unknown channel parameters) that the SU needs to learn the unknown channel environment in order to find the max-throughput policy. For example, model-based MAB techniques [33], [34], [35] and model-free deep neural networks [14], [36], are utilized to obtain the max-throughput policy over Markovian channels.

Explicitly, single-channel online policies have been developed in [33], [34] to find the channel with maximum long-term throughput. [35] utilized thompson sampling to estimate the parameters of each channel and employed the offline policies from [8], [32]. With well-trained neural networks, [36] showed better performance than the policies in [8], [32]. [14] tackled the coordination problem among multiple SUs with deep Q-learning. On the other hand, MAB techniques have been extensively studied for heterogeneous channels, each with i.i.d Bernoulli distribution, in order to find the channel with maximum throughput. The widely used MAB techniques include the Bayesian approach [37], upper confidence bounds [23], thompson sampling [20] and its improvement from efficient sampling [21], and coordination approach among multiple SUs [5], [6]. In both two channel models studied in the throughput-oriented works, i.e., Bernoulli channels and Markovian channels, we will later show that “the max-throughput channel does not always minimize the file transfer time”.

For delay-sensitive applications, packet delay in cognitive radio networks has been extensively studied using queuing theory to derive delay-efficient spectrum scheduling strategies. In this setting, a stream of packet arrivals (of the same size) modeled as a Poisson process with a constant rate is a common assumption in delay related works [24], [25], [26], [27], [28], and the goal is often to minimize the average packet delay in the steady state. Specifically, a spectrum sensing strategy (including queuing delay, packet priority and interruption by PU’s) was studied in the multimedia applications [24]. A dynamic load-balancing spectrum decision scheme was proposed in [25], where an R-learning algorithm was introduced to deal with unknown channels and queuing statistics. [26] controlled the transmission probability of each SU in the random access network and proposed a random-access strategy for two-and-three-SUs cases to minimize the queuing delay. Later, a model-free reinforcement-learning based strategy was studied in [27] to predict the channel accessing schemes without information exchanges among SUs and maximize the Quality-of-Service performance of the target SU. [28] focused on the hybrid spectrum access strategy with interweave and underlay spectrum access techniques for multiple SUs in order to obtain both good throughput and lower packet delay. However, as discussed Section 1.1, fixed packet length with Poisson arrivals and the same channel rate assumed in [24], [25], [26], [27], [28] is not realistic in some delay-sensitive applications. The file transfer problem considered in this paper allows for arbitrary file sizes and heterogeneous channel rates, and we can tackle the file transfer problem for each single file.

1.3 Our Contributions

In this paper, we study the OSA model with the aim of minimizing the transfer time of a single file over the heterogeneous Bernoulli channels with different channel rates and channel available probabilities. We also provide practical implementations that take into account computational costs and unknown channel environments, as well as the extension to Markovian channels. Our main contributions can be summarized as follows:

1. Channel data rate differs from the service rate in [24], [25], [26], [27] because service rate is related to the length of time the channel is available, while data rate refers to the speed of data transfer through a channel.
Theoretical Analysis of the File Transfer Problem.

- We first analyze the expected file transfer time of a single file for static policies.
- By using the analysis of the static policy as a stepping stone, we interpret the file transfer problem under dynamic policies as a stochastic shortest path problem, and obtain the dynamic optimal policy.
- We show that both static and dynamic optimal policies reduce the transfer time compared to the baseline max-throughput policy, and this reduction is even more significant in delay-sensitive applications, where files are relatively small.

Practical Considerations.

- By formulating a mixed-integer programming method, we present an alternative technique to solve the shortest path problem, which speeds up the computation of dynamic optimal policy.
- We propose a lightweight heuristic policy to further reduce the computational cost while maintaining good performance compared to the max-throughput policy.
- In the online setting, where channel parameters are unknown to the SU, we modify an MAB algorithm proposed in [38] and show its gap-dependent regret bound, guaranteeing the learning of the optimal policy that minimizes the file transfer time.

Simulations.

- We empirically show that the max-throughput policy is not the best when it comes to achieving the minimum file transfer time in both known and unknown channel environments.
- When channel switching delay is taken into account, our lightweight heuristic policy can even outperform the dynamic optimal policy.

Extension to Markovian Channels.

- We extend the theoretical analysis to Markovian channels, where each channel is modeled as a two-state Markov chain, and obtain the expected file transfer time of a single file in each channel and show the effect of correlation on the file transfer time.

The rest of the paper is organized as follows: In Section 2 we introduce the OSA model and characterize the file transfer problem and its policy under the OSA framework. In Section 3, we show the expected transfer time for static policy and its performance analysis. Then, we extend from the static policy to the dynamic policy in Section 4. The practical concerns are discussed in Section 5. In Section 6, we evaluate different policies in the numerical setting. We provide additional analysis on the file transfer problem over Markovian channels in Section 7.

2 Model Description

2.1 The OSA Model

Consider a set of \( N \) heterogeneous channels \( \mathcal{N} = \{1, 2, \ldots, N\} \) available for use and each channel \( i \in \mathcal{N} \) offers a stable rate of \( r_i > 0 \) bits/s if successfully utilized [8], [34]. In our setting, a SU wishes to transfer a file of size \( F \) bits using one of these \( N \) channels via opportunistic spectrum access. The SU can only access one channel at any given time, and can maintain this access for a fixed duration of \( \Delta \) seconds, after which it has to sense available channels again (even the same channel) in order to avoid the interference to the active PU (or other SUs) in the current channel. At this point, the SU can decide which channel to sense and access that channel for the next \( \Delta \) seconds if the channel is available. Or the SU has to wait for \( \Delta \) seconds to sense again if that channel is unavailable, thereby unable to transfer data for this duration. This pattern is known as the constant access time model, and has been commonly adopted for the SU’s behavior as a collision prevention mechanism in the OSA literature [2], [37]. The cycle repeats itself until the SU transmits the entire file size \( F \), then it immediately exits the channel in use. We omit the channel switching delay in our OSA model and the duration \( \Delta \) seconds are fully used for file transmission, which is typically assumed in order to simplify the mathematical model and design a throughput-optimal policy in the OSA literature [8], [20], [21], [22], [23], [39]. Note that the duration \( \Delta \) seconds is not a randomly chosen number. For example, \( \Delta \) is recommended as 100 ms because the SU needs to vacate the current channel within 100 ms once the PU shows up, as defined in IEEE 802.22 standard [4]. The SU can transmit up to 3.1 Mb in each \( \Delta \) seconds with highest channel rate 31 Mbps in IEEE 802.22 standard and many small files (e.g., 5 KB text-only email, 800 KB GIF image and 3 MB YouTube short video) need just a few slots to transmit.

Remark 2.1. The duration \( \Delta \) does not include the sensing time for the fair comparison between our policies in Sections 3, 4, and 5 and the max-throughput policy in the same OSA model [20], [21], [22], [23]. In addition, as simulated in [40], if the time duration is set to 100 ms (which is the duration of our \( \Delta \)) and the target probability of accurate sensing is around 90%, the sensing time for a cognitive radio network is typically chosen to be 6 ms. This sensing time is negligible compared to the whole time duration and is omitted in our mathematical model.

We say a channel is unavailable (or busy) if it is currently in use by the primary users (PUs) or other SUs, while it is available (or idle) if it is not in use by any other users. The state of a channel (idle or busy) is assumed to be independent over all channels \( i \in \mathcal{N} \), and i.i.d. over the time instants \( \{0, \Delta, 2\Delta, \ldots\} \) following Bernoulli distribution with parameter \( p_i \in (0, 1) \), in line with the widely used discrete-time channel model [2], [6], [37]. Specifically, for each \( i \in \mathcal{N} \), \( \{Y_i(k)\}_{k \in \mathbb{N}} \) is a Bernoulli process with \( p_i = P[Y_i(k) = 1] = 1 - P[Y_i(k) = 0] \) for all \( k \in \mathbb{N} \). Then, we can define \( X_i(t) \), the state of channel \( i \) at any time \( t \in \mathbb{R}_+ \), as a piecewise constant random process \( X_i(t) \equiv Y_i(\lfloor t \rfloor) \), where \( \lfloor \cdot \rfloor \) denotes the floor function. This way, we write \( X_i(t) = 1 \) (0) if channel \( i \in \mathcal{N} \) is available (or unavailable) for the SU with probability \( p_i \) (1 – \( p_i \)).

Remark 2.2. Inaccurate sensing, including mis-detections with probability \( v_i \) for channel \( i \) in each time slot, has been studied in the OSA literature [40], [41]. However,
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this does not affect our theoretical analysis. With probability \( p'_i \neq p_i (1 - v_i) \), the SU can successfully transmit data in the current time slot, otherwise the data transmission is zero. Thus, we can take the inaccurate sensing into account and replace \( p_i \) with \( p'_i \) in the analysis in Sections 3, 4, and 5 without affecting the conclusions.

The rate at which the SU can transmit files through channel \( i \in \mathcal{N} \) at any time instant \( t \geq 0 \), also termed as the instantaneous throughput of the channel \( i \), is given by \( r_iX_i(t) \), with its throughput [21] by \( \mathbb{E}[r_iX_i(t)] = r_i p_i \). We denote by \( \nu^* \neq \arg \max_{i \in \mathcal{N}} r_i X_i \) the channel with the maximum throughput. For simplicity, we assume that this channel is unique, i.e., \( r_{\nu^*} > r_k p_k \) for all \( k \in \mathcal{N}\backslash \{\nu^*\} \). In the next section, we take a closer look at the max-throughput policy and static policies in general.

### 2.2 Policies for File Transfer

We define a policy at time \( t \) to be a mapping \( \pi : \mathbb{R}_{+} \rightarrow \mathcal{N} \) where \( \pi(t) = i \) indicates that the SU has chosen channel \( i \) to access during the time period \( \left\{ \frac{1}{2} \Delta \left( \frac{1}{2} + 1 \right) \right\} \). From our standing assumption, a policy therefore only changes at \( t \in \{0, \Delta, 2 \Delta, \ldots \} \), and all policies ensure that the file transfer for any finite size \( F \) will eventually be completed. This way, the policy \( \pi(t) \) is a piecewise constant function (mapping), defined at all time \( t \geq 0 \). For a given policy \( \pi \), let \( T(\pi; F) \) denote the transfer time of a file of size \( F \) — the entire duration of time to complete the file transfer, which is written as

\[
T(\pi; F) = \min_{T \geq 0} \left\{ \int_0^T r_{\pi(t)} X_{\pi(t)}(t) dt \geq F \right\}.
\]

(1)

Fig. 1 explains the file transfer progress via OSA model.

The objective of our OSA framework is to minimize the expected transfer time \( \mathbb{E}[T(\pi; F)] \) over the set of all policies \( \pi \). Policies can be static, where the SU only senses and transmits via one (pre-determined) channel \( i \) throughout the file transfer, that is, \( \pi(t) = i \) for all \( t \geq 0 \). For such static policies, we denote by \( T(i; F) \) their transfer time for file size \( F \). The channel that provides the minimum expected transfer time is then called static optimal given by

\[
i_{so}(F) = \arg \min_{k \in \mathcal{N}} \mathbb{E}[T(k; F)], \quad \text{(static optimal)},
\]

(2)

and we denote \( T(i_{so}; F) \) the corresponding transfer time for this static optimal policy. Note that the static optimal channel \( i_{so}(F) \) depends on the file size \( F \) and can vary for different file sizes. Policies can also be dynamic, in which an SU is allowed to change the channels it chooses to sense throughout the course of the file transfer. Given a file size \( F \), the policy with the minimum expected transfer time over the set of all policies \( T(\pi; F) \) is called the dynamic optimal policy given by

\[
i^*(F) = \arg \min_{\pi \in \Pi(F)} \mathbb{E}[T(\pi; F)], \quad \text{(dynamic optimal)}.
\]

(3)

Lastly, we define the max-throughput policy as the static policy with the channel \( i^* \), which maximizes the long-term throughput. In the next section, we take a closer look at the max-throughput policy and static policies in general.

### 3 Static Optimal Policy

Recent works in the OSA literature focus on estimating channel parameters \( p_i^* \)’s, with the goal of eventually converging to the policy \( i^* = \arg \max_{k \in \mathcal{N}} r_k X_k \) which provides the maximum throughput [20], [21], [22], [23], [34], [37]. They focus on minimizing the ‘regret’ in the MAB model, defined as the difference between the cumulative reward obtained by the online algorithm and the max-throughput policy (the optimal policy in hindsight).

![Fig. 1. File transfer via the OSA framework. The SU senses channels according to its policy, and accesses the channel if it is available. Upon gaining access, it begins transmitting data at the corresponding channel rate. Transmission ends (red line) as soon as the amount of data transmitted (green line) equals the file size \( F \).](image-url)

The essential assumption behind all these approaches is that the SU always fully dedicates \( \Delta \) seconds in each time interval for file transfer. Channel \( i^* \) appears as a good candidate since it provides the largest expected data transfer \( \Delta r_{i^*} p_{i^*} \) across every time interval. This is further supported by the well-known Wald’s equation with the i.i.d reward assumption at each time interval, suggesting that \( \mathbb{E}[T(1; F)] = F / r_{i^*} p_{i^*} \) for each channel \( i \in \mathcal{N} \), which is then minimized by \( i^* \).

When policies are dynamic, however, the rewards are not identically distributed since the transfer rates of the dynamically accessed channels can be different, making Wald’s equation inapplicable. Surprisingly, it is not applicable for static policies either. As typically is the case in delay-sensitive applications [24], [26], [27], [28], the file sizes are often not that large, rendering their transfer times small enough that an SU may not need to utilize the entire \( \Delta \) seconds for data transfer in each time interval. The reward summations are still not identically distributed, causing Wald’s equation to be inapplicable in general.

Our key observation in this paper is that choosing channel \( i^* \) may not be the best option to minimize the expected...
transfer time. In this section, we limit ourselves to the set of static policies of the form shown in (2) and analyze the resulting expected transfer time in the OSA network. We use this to compare the performance gap between the max-throughput policy and the static optimal policy, and show that for a reasonable choice of channel statistics and file sizes, the static optimal policy performs significantly better than the max-throughput policy. We derive a closed-form expression of the expected transfer time of a file of size \( F \) in each fixed channel by the following proposition.

**Proposition 3.1.** Given a file of size \( F \), the expected transfer time \( E[T(i, F)] \) of the static policy for channel \( i \in \mathcal{N} \) is

\[
E[T(i, F)] = \Delta(k_i/p_i + \mathbb{1}_{\{n_i > 0\}}(1 - p_i)/p_i + \alpha_i),
\]

where \( k_i \triangleq \lfloor F/\Delta r_i \rfloor \in \mathbb{Z}_+ \) and \( \alpha_i \triangleq F/\Delta r_i - k_i \in [0, 1) \).

**Proof.** Observe that any file size \( F \) transmitted in channel \( i \) can be written as

\[
F = k_i\Delta r_i + \alpha_i\Delta r_i,
\]

with \( k_i \) being the number of intervals fully utilized for successful transmission, and \( \alpha_i \) being the fraction of the \( \Delta \) second interval utilized for file transfer toward the end. After choosing channel \( i \), the SU first spends a random amount of time, denoted by \( T_{\text{wait}}^n \) \( (n = 1, 2, \ldots, k_i) \), waiting for channel \( i \) to become available and starts the \( n \)th transmission in that channel for \( \Delta \) seconds. If the remaining portion \( \alpha_i \) is not zero, the SU needs additional random waiting time \( T_{\text{wait}}^{k_i+1} \) to complete the transfer. These random variables \( T_{\text{wait}}^n \) are geometrically distributed and i.i.d over \( n = 1, 2, \ldots, k_i + \mathbb{1}_{\{n_i > 0\}} \) with mean \( E[T_{\text{wait}}^n] = \Delta(1 - p_i)/p_i \). Let the constant \( T_{\text{tran}} \triangleq F/r_i = \Delta(k_i + \alpha_i) \) be the total successful transmission time. Then the transfer time can be written as

\[
T(i, F) = \sum_{n=1}^{k_i} (T_{\text{wait}}^n + \Delta) + \mathbb{1}_{\{n_i > 0\}} T_{\text{wait}}^{k_i+1} + \Delta\alpha_i
= T_{\text{tran}} + \sum_{n=1}^{k_i+1} T_{\text{wait}}^n.
\]

Taking the expectation of the equation above yields (4). \( \Box \)

From Proposition 3.1, the expected transfer time \( E[T(i, F)] \) for any file size \( F \) under the static policy on channel \( i \in \mathcal{N} \) can be explicitly written in terms of file size \( F \), time duration \( \Delta \) and channel statistics \( r_i \) and \( p_i \) of the chosen channel \( i \). Substituting \( k_i = F/\Delta r_i - \alpha_i \) in (4) gives

\[
E[T(i, F)] = \frac{F}{r_i p_i} + \Delta \mathbb{1}_{\{n_i > 0\}}(1 - \alpha_i) \frac{1 - p_i}{p_i} \geq \frac{F}{r_i p_i},
\]

The inequality in (6) shows the expected transfer time of any static policy is no smaller than that given by Wald’s equation.

We use Fig. 2 to illustrate the results in Proposition 3.1, where each line represents the expected transfer time via one channel over a range of file sizes from (4). We observe that the expected transfer time of channel 1 (red line) is always above the Wald’s equation of channel 1 (purple dot-line). As shown in (4), the slope of each line (channel \( i \)) is \( 1/r_i \), and the “jump size” \( \Delta(1 - p_i)/p_i \) is equal to the expected waiting time till the channel is available. The jumps in the plot for each channel \( i \), representing the waiting times, occur at exactly the instances where file size is an integer multiple of \( \Delta r_i \), and come into play especially when there is still a small amount of remaining file to be transferred at the end of a \( \Delta \) time interval.

By definition, the static optimal policy provides the minimum expected transfer time over all static policies including the max-throughput policy itself. While it is true for all file sizes, in some cases with certain file sizes, these two policies may coincide.

**Proposition 3.2.** The max-throughput policy coincides with the static optimal policy, that is, \( i^* = F \), for any file size \( F \) satisfying at least one of the two conditions below

1. \( F \) exceeds a threshold \( H \), where

\[
H = \frac{\Delta(1 - p_r)/p_r}{1/r_hr_p - 1/r_rp_r},
\]

and \( h = \arg \max_{x \in \mathcal{N}\setminus\{i^*\}} r_x p_x \) is the channel with the second largest throughput.

2. \( F \) is an integer multiple of \( \Delta r^*_i \), i.e., \( F = k \Delta r^*_i \) for some \( k \in \mathbb{Z}_+ \).

**Proof.** From \( \mathbb{1}_{\{n_i > 0\}}(1 - \alpha_i) \in [0, 1] \) and (6), we have the upper bound and the lower bound of \( E[T(i, F)] \) as follows:

\[
\frac{F}{r_i p_i} \leq E[T(i, F)] = \frac{F}{r_i p_i} + \Delta \mathbb{1}_{\{n_i > 0\}}(1 - \alpha_i) \frac{1 - p_i}{p_i} \leq \frac{F}{r_i p_i} + \Delta \frac{1 - p_i}{p_i}.
\]

To ensure \( E[T(i^*, F)] \leq E[T(j, F)] \) for all \( j \in \mathcal{N}\setminus\{i^*\} \), it suffices to consider the upper bound of \( E[T(i^*, F)] \) to be always smaller than the lower bound of \( E[T(j, F)] \) for all \( j \in \mathcal{N}\setminus\{i^*\} \) from (8), that is

\[
\frac{F}{r_i p_i} + \Delta \frac{1 - p_i}{p_i} \leq \min_{j \in \mathcal{N}\setminus\{i^*\}} \frac{F}{r_j p_j}.
\]
By definition of channel $h = \arg \max_{j \in \mathcal{N} \setminus \{i^*\}} \frac{F/r_j p_j}{F/r_j}$ we have $F/r_j p_j = \min_{j \in \mathcal{N} \setminus \{i^*\}} \frac{F/r_j p_j}$. Then rearranging the second inequality in (9) yields $H \geq H$ in (a).

When $F = k \Delta r_j$, we have $\alpha_j = 0$. Then from (4), the expected transfer time is simply $E[T(i^*, F)] = \Delta(k/p_i) = F/r_j p_j$. Since $r_j p_j \geq r_j p_i$ for any $j \in \mathcal{N}$, we have

$$E[T(i^*, F)] \geq \frac{F}{r_j} \geq \frac{F}{r_j p_j} \leq E[T(j, F)],$$

for any $j \in \mathcal{N}$, where the second inequality is from (8). Hence $i^*$ is the static optimal channel, that is, $i^* = \arg\max_{i \in \mathcal{N}} E[T(i, F)]$. This establishes (b), completing the proof. \hfill \Box

Outside of Proposition 3.2, however, there are many instances where the max-throughput channel is not static optimal and other channels can perform better for smaller file sizes. In such cases, we would like to discuss how much time the static optimal policy can save against the max-throughput policy.

**Corollary 3.3.** Let $m_i \leq p_i/p_j$ for $i \in \mathcal{N} \setminus \{i^*\}$. Consider a file of size $F \in (k \Delta r_j, (k+1) \Delta r_j)$ for some $k \in \mathbb{N}$. Then, we have

$$E[T(i, F)] \leq \min_{i \in \mathcal{N} \setminus \{i^*\}} \left\{ \frac{F/\Delta r_j p_i + (1-p_i)/p_i}{(k+1)(m_i/p_i - 1)} \right\}. \quad (10)$$

**Proof.** For the file of size $F \in (k \Delta r_j, (k+1) \Delta r_j)$ with $k \in \mathbb{N}$, we have $r_j p_i \leq r_j p_k$ and $m_i \leq p_i/p_j$. From (8) in the proof of Proposition 3.2, we have $E[T(i, F)] \leq F/r_j p_j + \Delta(1-p_i)/p_i$. Moreover, from (4) we have

$$E[T(i^*, F)] \geq \Delta(k+1)(1/p_j - 1) = \Delta(k+1)(m_i/p_i - 1).$$

(11)

Therefore, the upper bound of the time ratio between channel $i$ and channel $i^*$ is shown as follows:

$$\frac{E[T(i, F)]}{E[T(i^*, F)]} \leq \frac{F/\Delta r_j p_i + (1-p_i)/p_i}{(k+1)(m_i/p_i - 1)}. \quad (12)$$

By definition of the static optimal channel and $E[T(i, F)] \leq E[T(i^*, F)]$, we can get the result (10) by lower bounding (12) for channel $i \in \mathcal{N} \setminus \{i^*\}$. \hfill \Box

Note that by definition $m_i/p_i = 1/p_j > 1$ so that the upper bound on the ratio $E[T(i, F)]/E[T(i^*, F)]$ in (10) is always in the interval $(0, 1]$ over all $i \in \mathcal{N} \setminus \{i^*\}$. Moreover, smaller ratio means better performance of the static optimal policy against the max-throughput policy. To gauge how the parameters of the max-throughput channel could affect the performance of the static optimal policy, suppose we fix $F, \Delta r_j, p_i$ for all $i \in \mathcal{N} \setminus \{i^*\}$ and the maximum throughput $r_j p_j$, while treating $p_k$ as a variable. The upper bound in (10) is then monotonically decreasing in $m_i = p_i/p_j$, and can even approach 0 if at least one of $m_i$ is really large, resulting in the huge performance gain of the static optimal channel compared to that of the max-throughput channel. This implies that accessing channel $i^*$ can take much longer time to transmit a file than other channels if its available probability $p_j$ is very small, which is common in outdoor networks where the max-throughput channel $i^*$ has very high rate but with low available probability [42].

Our static optimal policy shows better performance against the max-throughput policy for small files and small $p_j$. Since the static optimal channel depends on the file size, choosing channels dynamically according to its remaining file size can further reduce the expected transfer time. We next formulate the file transfer problem as an instance of the stochastic shortest path (SSP) problem and analyze the performance of the dynamic optimal policy.

## 4 Dynamic Optimal Policy

Now that we have analyzed the static policies, we turn our attention to feasible dynamic policies for our file transfer problem. We start by first formulating the file transfer problem as a stochastic shortest path (SSP) problem, in which the agent acts dynamically according to the stochastic environment to reach the predefined destination as soon as possible. Then, we translate this SSP problem into an equivalent shortest path problem, which helps us derive the closed-form expression of the expected transfer time for any given dynamic policy, and we use this to obtain the performance analysis of the dynamic optimal policy against the max-throughput policy.

### 4.1 Stochastic Shortest Path Formulation

The SSP problem is a special case of the infinite horizon Markov decision process [43]. To make this section self-contained, we explain our problem as a SSP problem.

**State Space and Action Space.** We define the state $s \in S \triangleq \mathbb{N}_+$ of our SSP as the remaining file size yet to be transmitted. The action $i \in \mathcal{N}$ is the channel chosen to be sensed at the beginning of each time interval. The objective of our problem is to take the optimal action at each state $s$ which minimizes the expected time to transmit the file of size $F$.

**State Transition.** Denote $P_{s,s'}(i)$ the transition probability that the SU moves to state $s'$ after taking action $i$ at state $s$. From any given state $s \in S \setminus \{0\}$, the next state under any action $i \in \mathcal{N}$ depends on the availability of channel $i$. Since the channel is available or unavailable according to an $i.i.d$ (over time) Bernoulli distribution, the next state is either the same as the current one if channel $i$ is available, i.e., $P_{s,s}(i) = 1 - p_i$; or the next state is $(s - \Delta r_j)^+ = \max\{0, s - \Delta r_j\}$ if channel $i$ is available, i.e., $P_{s,s}(i) = p_i$. State 0 is a termination state since there is no file transmission remaining.

**Cost Function.** The cost $c(s, i, s')$ is the amount of time spent in transition from state $s$ to $s'$ after sensing channel $i$. Since the SU can only sense channels at intervals of size $\Delta$, sensing an unavailable channel costs a $\Delta$ second waiting period until the SU can sense next, that is, $c(s, i, s) = \Delta$ for all $s \in S \setminus \{0\}, i \in \mathcal{N}$. Similarly, if the sensed channel is available, the time spent in transmitting is also $\Delta$ seconds, unless the SU finishes transmitting the file early. In the latter case the cost of transmission is $c(s, i, 0) = s/r_j$. Overall, the cost of a successful transmission can be written as $c(s, i, (s - \Delta r_j)^+) = \min\{\Delta, s/r_j\}$ for all $s \in S \setminus \{0\}, i \in \mathcal{N}$. Once the remaining file size reduces to 0, the SU will end this file transmission immediately with no additional cost incurred, so that $c(0, i, 0) = 0$ for any $i \in \mathcal{N}$.

Table 1 summarizes the state transition and cost function for our file transfer problem. All other cases except the two
cases in Table 1 have zero transition probability and zero cost.

Our dynamic policy is written as a mapping \( \pi : S \rightarrow \mathcal{N} \), where \( \pi(s) \in \mathcal{N} \) denotes the channel chosen for sensing when the current state (remaining file size) is \( s \). For any policy \( \pi \), we have \( T(\pi, 0) = 0 \) at the termination state. Our goal in this SSP problem is to find the dynamic optimal policy \( \pi^*(F) \) that minimizes the expected transfer time for the file size \( F \), which can be derived from a variety of methods such as value iteration, policy iteration and dynamic programming [43].

### 4.2 Performance Analysis

For ease of exposition, we introduce additional notations here. By a successful transmission, we refer to state transitions of the form \( s \rightarrow s' \). This is denoted by the horizontal green line in Fig. 3a connecting states \( s \) and \( s' \) where \( s' \neq s - \Delta r_i > 0 \), and should be distinguished from the self-loop \( s \rightarrow s \), which implies the sensed channel was unavailable. As shown in Fig. 3a, taking expectation helps get rid of these self-loops by casting the original SSP to a deterministic shortest path problem in expectation. The cost associated with each link is then the expected time it takes to transit between the states. Fig. 3b shows the underlying network for the shortest path problem, where each link is a channel chosen to be sensed and each path from \( F \) to destination 0 corresponds to a policy \( \pi \in \Pi(F) \). The path-length or the number of links traversed from \( F \) to 0 under any given policy \( \pi \) then becomes the total number of successful transmissions needed by that policy to complete the file transfer, which we denote by \( |\pi| \).

For any policy \( \pi \in \Pi(F) \) and \( n \in \{1, \ldots, |\pi|\} \), let \( F_n \) denote the remaining file size right before the \( n \)th successful transmission. Then for all \( n \in \{2, \ldots, |\pi|\} \), we have the recursive relationship: 

\[
F_n = F_{n-1} - \Delta r_i(F_{n-1})
\]

starting with \( F_1 = F \) and ending with \( F_{|\pi|+1} = 0 \). Given a file size \( F \), each policy \( \pi \in \Pi(F) \) can then be written in a vector form as \( \pi = [\pi(F_1), \pi(F_2), \ldots, \pi(F_{|\pi|})] \). With this in mind, we can derive a closed-form expression of the expected transfer time for any dynamic policy in the following proposition.

**Proposition 4.1.** Given a file of size \( F \), the expected transfer time of a dynamic policy \( \pi \) is written as

\[
E[T(\pi, F)] = \Delta \left( \frac{\prod_{n=1}^{|\pi|-1} \left( 1 - \frac{p_{\pi(F_n)}}{p_{\pi(F_{n+1})}} \right) + \frac{F_{|\pi|}}{r_{\pi(F_{|\pi|})}}}{p_{\pi(F_{|\pi|})}} \right).
\]

**Proof.** With our notation \( E[T(\pi, s)] \) in mind, the Bellman equation for any fixed policy \( \pi \in \Pi(F) \) (Proposition 4.2.3)

\[4.\] There always exists an optimal policy \( \pi^* \) to be deterministic in the SSP problem, as proved in Proposition 4.2.4 [43]. Thus, we restrict ourselves to the class of deterministic policies in this paper.

in [43]) is shown as

\[
E[T(\pi, s)] = \sum_{s' \in S} P_{s,s'}(\pi(s))[c(s, \pi(s), s') + E[T(\pi, s')]].
\]

The transition probability and cost function in Section 4.1 are defined as \( P_{s,s'}(i) = 1 - p_i, P_{s,s-\Delta r_i}(i) = p_i, \forall s \in S \setminus \{0\}, i \in \mathcal{N}, \) and

\[
c(s, i, (s - \Delta r_i)^+) = \left\{ \begin{array}{ll}
\min\{\Delta, s/r_i\} & s \in S \setminus \{0\}, i \in \mathcal{N} \\
0 & s = 0, i \in \mathcal{N}.
\end{array} \right.
\]

Then, by substituting \( P_{s,s'}(i) \) and \( c(s, i, s') \) with our transition probability and cost function defined above, (14) can be written as

\[
E[T(\pi, F)] = (1 - p_{\pi(0)})(\Delta + E[T(\pi, F)]) + p_{\pi(0)} \left( \min\left\{ \Delta, \frac{s}{r_{\pi(s)}} \right\} + E[T(\pi, F_2)] \right).
\]

Recall that \( F_n \) is the remaining file size right before the \( n \)th successful file transmission given a policy \( \pi \) and \( F_{n+1} = F_n - \Delta r_i(F_n) \) for \( n = 1, 2, \ldots, |\pi| - 1 \), we can generalize this recursion to two adjacent states \( F_n, F_{n+1} \in S \) in policy \( \pi \) such that

\[
E[T(\pi, F_n)] = \frac{\Delta \left( 1 - \frac{p_{\pi(F_n)}}{p_{\pi(F_{n+1})}} + \min\left\{ \Delta, \frac{F_n}{r_{\pi(F_n)}} \right\} \right)}{p_{\pi(F_{n+1})}} + E[T(\pi, F_{n+1})].
\]

When \( n = 1, 2, \ldots, |\pi| - 1 \), the player fully spends \( \Delta \) time in each successful transmission and the file transfer task has not been done yet \( (F_n > \Delta r_i(F_n)) \), so that \( \min\{\Delta, F_n/r_i\} = \Delta \). For the last successful transmission \( n = |\pi| \), we have

\[
E[T(\pi, F_{|\pi|})] = \Delta \left( 1 - \frac{p_{\pi(|\pi|)}}{p_{\pi(|\pi|)}} + \frac{F_{|\pi|}}{r_{\pi(|\pi|)}} \right).
\]

Thereby recursively solving the above equation gives (13).

\[\square\]

In (13), the first summation is the cumulative expected transmission time, or the cost, to the \((|\pi| - 1)\)th successful transmission, with the last two terms being the expected transmission time of the last successful transmission.
Proposition 4.1 also includes the expected transfer time of the static policy as a special case. Recall that \( k_i = \lfloor F / \Delta r_i \rfloor \) and \( a_i = F / \Delta r_i - k_i \), in Proposition 3.1. When applied to a static policy for any channel \( i \in \mathcal{N} \), we have \( |r| = k_i + 1_{\{a_i > 0\}} \) and \( p_{n}(r_{n}) = p_{n} \) for all \( n = 1, 2, \ldots, |r| \). The recursive relationship becomes: \( F_n = F_{n-1} - \Delta r_i \), implying that \( F_n = F - (n - 1) \Delta r_i \). Then, we have \( F_{n}(r_{n}) = F - (|r| - 1) \Delta r_i = a_i \Delta r_i \) if \( a_i > 0 \). Otherwise, \( F_{|r|} = \Delta r_i \). Substituting these into (13) gets us (4).

The common folklore around the max-throughput policy is that it would lead to the minimal file transfer time of \( F/r_i p_i \). Our next result shows this is too optimistic and not achieved in general even under the dynamic optimal policy.

**Proposition 4.2.** For any file size \( F \) and any dynamic policy \( \pi \in \Pi(F) \), we have \( \mathbb{E}[T(\pi, F)] \geq \mathbb{E}[T^{*}(\pi, F)] \geq F/r_i p_i \). Moreover, \( i^* = \pi(F) \) for \( F = \Delta r_i \), \( k \in \mathbb{Z} \).

**Proof.** From (13) we have

\[
\mathbb{E}[T(\pi, F)] = \sum_{n=1}^{|r|-1} \frac{\Delta r_i}{r_i p_i} + \frac{\Delta r_i}{r_i p_i} \left( \frac{1}{1 - p(r_{n})} \right) F_{n}(r_{n}) + F_{|r|} p_{|r|} (r_{|r|})
\]

\[
\geq \sum_{n=1}^{|r|-1} \frac{\Delta r_i}{r_i p_i} + \frac{\Delta r_i}{r_i p_i} \left( \frac{1}{1 - p(r_{n})} \right) F_{n}(r_{n}) + F_{|r|} p_{|r|} (r_{|r|})
\]

\[
\geq \frac{F}{r_i p_i},
\]

where the first inequality comes from the fact that \( r_i p_i \geq r_i p_i \) for all \( i \in \mathcal{N} \). The second inequality is from our definition of \( F_{|r|} \) which implies that \( F_{|r|} \leq \Delta r_i \).

When file size \( F \) is an integer multiple of \( \Delta r_i \), i.e., \( F = k \Delta r_i \) for some \( k \in \mathbb{Z} \), we have \( \mathbb{E}[T(\pi, F)] = F/r_i p_i \leq \mathbb{E}[T^{*}(\pi, F)] \leq \mathbb{E}[T(\pi, F)] \). Since \( \mathbb{E}[T(\pi, F)] \geq \mathbb{E}[T^{*}(\pi, F)] \), we have \( \mathbb{E}[T(\pi, F)] = F/r_i p_i \), and the max-throughput policy coincides with the dynamic optimal policy. \( \Box \)

As shown in (6), \( F/r_i p_i \) is always the lower bound on the transfer time for any static policy. Proposition 4.2 strengthens this by showing that the same is true even for the dynamic optimal policy. Similar to condition (b) in Proposition 3.2 for the static optimal policy, the dynamic optimal policy \( \pi^{*}(F) \) also coincides with the max-throughput policy \( i^* \) when the file size is an integer multiple of \( \Delta r_i \), while we no longer have the finite threshold \( H \) as in Proposition 3.2 (a). We next give bounds to quantify the performance of the dynamic optimal policy with respect to the max-throughput policy.

**Corollary 4.3.** Let \( m_i = p_i / p_i \) for \( i \in \mathcal{N} \setminus \{i^*\} \). Consider a file of size \( F \in (k \Delta r_i, (k + 1) \Delta r_i) \) for some \( k \in \mathbb{N} \). Then, we have

\[
\frac{F}{F + \Delta 1_{[\{a_i > 0\}]} (1 - p_i) r_i} \leq \frac{\mathbb{E}[T(\pi^{*}, F)]}{\mathbb{E}[T(\pi^{*}, F)]} \leq \min_{i \in \mathcal{N} \setminus \{i^*\}} \left\{ \frac{F}{1 + k m_i r_i p_i - r_i p_i} \left( \frac{1}{1 + (k + 1)(m_i - p_i)} \right) \right\}.
\]

**Proof.** We first define a suboptimal policy \( \pi_{heu} \) and then use \( \mathbb{E}[T(\pi^{*}, F)] \leq \mathbb{E}[T(\pi_{heu}, F)] \) for our proof. The suboptimal policy \( \pi_{heu} \) is defined as sensing and accessing the max-throughput channel \( i^* \) to transmit the file of size \( F_i = n \Delta r_i \), then following a static optimal policy for the remaining file of size \( F_i = F - n \Delta r_i \). \( n \) is an integer chosen from 0 to \( k = \lfloor F / \Delta r_i \rfloor \). Then, the expected transfer time of the dynamic optimal policy is always smaller than that of the dynamic suboptimal policy, that is,

\[
\mathbb{E}[T(\pi^{*}, F)] \leq \mathbb{E}[T(\pi_{heu}, F)]
\]

\[
= \mathbb{E}[T(i^*, F)] + \mathbb{E}[T(i_{so}, F - n \Delta r_i)]
\]

\[
\leq \Delta / p_i + \min_{i \in \mathcal{N} \setminus \{i^*\}} \left\{ \frac{F - n \Delta r_i}{r_i p_i} + \frac{1 - p_i}{p_i} \right\}
\]

\[
= \min_{i \in \mathcal{N} \setminus \{i^*\}} \left\{ \frac{F}{r_i p_i} + \Delta \left( \frac{1 - p_i - n r_i p_i - r_i p_i}{r_i p_i} \right) \right\}
\]

where the second inequality comes from (4), and (8) in the proof of Proposition 3.2. It shows monotonically decreasing in \( n \) such that we can choose \( n = k \) to get the smallest upper bound for \( \mathbb{E}[T(\pi^{*}, F)] \). Moreover, we have \( \mathbb{E}[T(i^*, F)] > \Delta (k + 1)(m_i - p_i) - 1 \) from (11). Hence, the upper bound of the ratio \( \mathbb{E}[T(\pi^{*}, F)]/\mathbb{E}[T(i^*, F)] \) in Corollary 4.3 is proved.

For the lower bound of the ratio, by using Proposition 4.2 we have \( \mathbb{E}[T(\pi^{*}, F)] \geq F/r_i p_i \). Together with (6), we have

\[
\frac{\mathbb{E}[T(\pi^{*}, F)]}{\mathbb{E}[T(i^*, F)]} \geq \frac{F/r_i p_i}{F/r_i p_i + \Delta 1_{[\{a_i > 0\}]} (1 - a_i) (1 - p_i) / p_i}
\]

\[
\geq \frac{1}{1 + \Delta 1_{[\{a_i > 0\}]} (1 - p_i) r_i / F},
\]

where the second inequality comes from \( 1 - a_i \leq 1 \). This completes the proof. \( \Box \)

To better understand Corollary 4.3, we analyze how the parameters of the max-throughput channel could impact the performance of the dynamic optimal policy. Similar to Corollary 3.3, small value of \( \mathbb{E}[T(\pi^{*}, F)]/\mathbb{E}[T(i^*, F)] \) implies that the dynamic optimal policy offers significant saving in time over the max-throughput policy. We note that Corollary 4.3 tightens the upper bound with an extra negative term in the numerator, compared to that in Corollary 3.3, potentially providing greater savings in time as we extend the policy from static optimal to dynamic optimal.

In contrast to Proposition 3.2 that max-throughput policy is good enough for \( F \geq H \), Corollary 4.3 tells us that there is always some reduction in file transfer time even for large file size \( F \) under the dynamic optimal policy. This is because the extra negative term in the numerator can be large, since \( k = \lfloor F / \Delta r_i \rfloor \) could be big for large \( F \), implying that the second argument in the \( \min \) function may no longer be increasing in \( F \). Note however that the reduction in transfer time would be minimal for large file sizes since the lower bound in Corollary 4.3 will rise to 1 as \( F \) goes to infinity.

**5 Practical Considerations**

While the dynamic optimal policy gives a smaller expected transfer time, the computational cost of solving the shortest path problem is still a concern. Besides, we face a scaling problem when the file size differs from each, effectively changing the underlying “graph” in the corresponding
shortest path problem. This warrants re-computation of the dynamic optimal policy for each file size, which would be unacceptable in reality. In this section, we discuss a mixed-integer programming formulation and propose a heuristic policy to balance the performance and the computational cost. We also consider the case where the SU doesn’t know about the channel parameters beforehand and it must sense and access channels on the fly to find the optimal policy.

5.1 Mixed-Integer Programming Formulation

Dynamic programming problems often have equivalent integer or mixed integer programming formulations as well [44]. For our shortest path problem, however, we can leverage the fact that the cost of an action is the same for each state (before the last successful transmission) to notably reduce the size of the solution space of the mixed integer formulation, especially for large file sizes where the curse of dimensionality is most felt.

Before putting forward our equivalent mixed integer programming problem, We first provide an alternate expression for (13) as below.

Proposition 5.1. Given a policy \( \pi \in \Pi(F) \) for any file of size \( F \), let \( x_i \triangleq \sum_{n=1}^{[\delta_n]} 1_{\{\pi(F_n) = i\}} \), and let \( y_i \triangleq \sum_{n=1}^{[\delta_n]} 1_{\{\pi(F_n) = i\}} F_{\pi}/\Delta r_{\pi(F_n)} \).

Then, we can rewrite (13) as

\[
E[T(\pi, F)] = \Delta \sum_{i=1}^{N} \left[ \sum_{n=1}^{[\delta_n]} 1_{\{\pi(F_n) = i\}} \frac{1}{p_i} + 1_{\{y_i > 0\}} \frac{1 - p_i}{p_i} + y_i \right].
\]

In the above, \( x_i \) counts the total number of successful transmissions through any channel \( i \in \mathcal{N} \) except for the last (\(|\pi|\)th) transmission. On the other hand, \( y_i \) is zero if channel \( i \) is not the last one sensed under policy \( \pi \), or else is equal to the fraction of the \( \Delta \) second interval used for the \(|\pi|\)th successful transmission.

A combination of \( x = [x_i]_{i \in \mathcal{N}} \) and \( y = [y_i]_{i \in \mathcal{N}} \) can be the same for multiple optimal policies, which have the same expected time although different order in which the channels are sensed. This means there can be \((1^T x)!/\prod_{i \in \mathcal{N}}(x_i!)\) policies with the same expected transfer time - a number which can be really large for large \( F \). Condensing the state space by preventing the solver from considering these \((1^T x)!/\prod_{i \in \mathcal{N}}(x_i!)\) many policies individually can significantly reduce computation time. This can be done by solving the following mixed-integer programming problem over the set of all \( x,y \) that correspond to feasible dynamic policies.

\[
\min_{x,y} \quad \Delta \sum_{i=1}^{N} \left[ \frac{x_i}{p_i} + 1_{\{y_i > 0\}} \frac{1 - p_i}{p_i} + y_i \right] \nonumber \tag{16}
\]

s.t. \( \Delta \sum_{i=1}^{N} x_i r_i = F \),

\( y_i y_j = 0, \quad \forall i \neq j \in \mathcal{N}, \)

\( x_i \in \mathbb{Z}_+, \quad y_i \in [0,1], \quad \forall i \in \mathcal{N}. \)

In the above optimization problem, the first constraint ensures that the choice of \( x,y \) guarantees the transmission of the entire file by adding up to \( F \) when multiplied by \( \Delta \) and the respective channel rates. The second constraint makes sure that at most one of the \( y_i \)’s is positive to ensure that the last transmission, if any, is assigned only to one channel. Once an optimal solution \( x^* = [x_i^*] \) and \( y^* = [y_i^*] \) is obtained, we can construct a corresponding dynamic optimal policy \( \pi^* \) by setting the sole channel \( i \) for which \( y_i > 0 \) as the last channel for transmission under the policy, and the first \(|\pi^*| - 1 \) transmissions can be according to any permutation of assignments from the vector \( x \). In practice, we usually consider transmitting the file in channel \( i \) successfully for \( x_i \) counts and then switching to the closest channel \( j \) for \( x_j \) successful transmissions, which can help reduce the switching delay and energy cost. In this way, we expect that searching for a dynamic optimal policy over this condensed space would be much quicker than searching over the entire set of paths for the shortest path.

Now, we formally compare the computational complexity of Dijkstra algorithm and mixed integer programming, which is known to be NP-hard in general [45]. In the following lemma, denote by \( r_{\min} \), the minimum channel rate over all channels and \([\cdot]\) the ceiling function, we show that Dijkstra algorithm for the underlying graph in Fig. 3 is also an NP-hard problem w.r.t the file size \( F \).

Lemma 5.2. The worst-case computational complexity of Dijkstra algorithm is \( O([F/r_{\min}]N[F/r_{\min}]\log(N)) \).

Proof. Dijkstra algorithm is known to have the time complexity \( O(E \log(V)) \) [46], where \( E \) is the number of edges and \( V \) is the number of nodes of the underlying graph. We now consider the tree-like underlying graph structure, \( F \) being the source node and 0 being the destination, as the worst case. The tree-depth is \([F/r_{\min}]\) and the node in each level contains \( N \) child nodes, resulting in \( O(N^{[F/r_{\min}]} \) edges in total. In this case, \( E = O(N^{[F/r_{\min}]}), \)

\( V \approx E, \) and we have

\[
O(E \log(V)) = O([F/r_{\min}]N^{[F/r_{\min}]}\log(N)).
\]

\( \square \)

Lemma 5.2 shows that the time complexity of Dijkstra algorithm is exponential in the file size \( F \). As a result, both Dijkstra algorithm and mixed integer programming are NP-hard w.r.t the file size \( F \). However, from the practical implementation, we address that the underlying graph of the shortest path problem is not given upfront. Later in Section 6.2, we will point out that the SU needs to first generate the graph of the shortest path problem in the real-world implementation, which includes all possible paths from the source node \( F \) to the destination 0 and involves a huge computational overhead, before feeding it into the dynamic programming solver. We observe that generating such graph is the most time-consuming step, while the mixed integer programming solver doesn’t need such overhead and runs faster in practice.

5. For example, if \( x = [0, 3, 2]^T \) for a three channel system, then the 5 successful transmissions will be 3 of them via channel 2 and 2 of them via channel 3, in no particular order.
5.2 Performance-Complexity Trade Off

Transmitting different-sized files is very common in the real world. For example, a short text-only email only takes up 5KB, one five-page paper is around 100KB and the average size of web page is 2MB, all implying that the file size may vary greatly [47]. However, due to the nature of the shortest path problem, a change in file size induces a change in the underlying graph. If the goal is to always determine the best solution, the only option is to recompute the dynamic optimal policy for every different file size. This would not be scalable in applications where minimal computation is required, and policies that can be promptly modified and reused across different file sizes with performance guarantees would be highly desirable.

To avoid heavy computation for each file size to obtain the dynamic optimal policy, we propose a heuristic policy that utilizes the max-throughput policy and the static optimal policy in order to reduce the computational cost, while still maintaining considerable performance gain. Note that the max-throughput policy coincides with the dynamic optimal policy when the file size is an integer multiple of $\Delta r_i$, according to Proposition 4.2. We also know that the static optimal policy significantly outperforms the max-throughput policy especially for smaller file sizes. Combining these two policies, by transmitting file through max-throughput channel until the remaining file size becomes ‘small’ so as to apply the static optimal policy for the rest,\(^6\) will strike the right balance between computational complexity and achievable performance gain. From the computational-cost-saving perspective, max-throughput policy is fixed and known to the SU. The closed-form expression $E[T(i, F)]$ for static policy (channel $i$) is also known to the SU. Since our heuristic policy includes the “min” function on $E[T(i, F)]$ for all channel $i \in N$, its computational complexity is $O(N)$, which is much smaller than that of the dynamic optimal policy whose complexity is polynomial in $N$ as described in Lemma 5.2.

With this motivation in mind, we divide file size $F := F_1 + F_2$ into two parts: $F_1 = n \Delta r_i$ ($n = 0, 1, \ldots, \lfloor F/\Delta r_i \rfloor$) and $F_2 = F - F_1$. The heuristic policy $\pi_{heu}$ is defined as follows: The SU first transmits the file of size $F_1$ through the max-throughput channel $i^*$ and then sticks to the static optimal policy $i_{so}(F_2)$ for the remaining file size $F_2$.\(^7\) We have shown in the proof of Corollary 4.3 that the upper bound of the ratio $E[T(\pi_{heu}, F)]/E[T(i^*, F)]$ is monotonically decreasing in $n$. Therefore, $n = k$ potentially gives us the smallest upper bound of the ratio (the same upper bound in Corollary 4.3). Moreover, we have explained after Corollary 4.3 that the upper bound is smaller than that of the static optimal policy in Corollary 3.3. These arguments suggest that the heuristic policy $\pi_{heu}$ with $n = k$ can potentially offer smaller delay than other candidates with different values of $n$. Besides, our heuristic policy can further reduce the computational cost for a set of files sharing the same remaining file size $F_2$, for which the static optimal policy $i_{so}(F_2)$ has already been found and no further re-computation is needed.

5.3 Unknown Channel Environment

We now consider the setting where the SU does not know the available probability $p_i$ for any channel $i \in N$ and only knows the rate $r_i$ — a commonly analysed setting in the OSA literature [34], [37]. The SU has no alternative but to observe the states of these channels when it tries to access them, and build its own estimations of channel probabilities. In this extended setting, we study our problem as an online shortest path problem, which has been widely studied in [38], [48], [49] for different kinds of cost functions. [38] proposed a Kullback-Leibler source routing (KL-SR) algorithm to an online routing problem with geometrically distributed delay in each link, which coincides with our link cost in the underlying graph of the shortest path problem shown in Fig. 3b.

For our purpose, we modify KL-SR algorithm; key differences being that we let the file size vary across the episodes, allowing a different underlying graph of the shortest path problem for each episode instead of the fixed underlying graph of the shortest path problem in [38]. Algorithm 1 describes our online implementation, where $F^*$ is the file size to be transferred in the $k$th episode. $n_i(k)$ denotes the number of times channel $i$ has been sensed before the $k$th episode and $\hat{p}_i(k)$ is the empirical average of channel $i$’s available probability throughout the $k-1$ episodes so far. With $n_i(k)$ and $\hat{p}_i(k)$, the estimated available probability $p_i(k)$ of channel $i$ is then derived from the KL-based index in [38]. As mentioned in line 1 in Algorithm 1, the SU can choose one of the various policies according to which it wishes to perform the file transfer, i.e., dynamic optimal policy $\pi^*$, static optimal policy $i_{so}$, max throughput policy $i^*$ or the heuristic policy $\pi_{heu}$ and then stick to that policy. Let $E[T(\pi, F^*)]$ be the estimated expected transfer time of policy $\pi$ at the $k$th file by using the estimated parameter $p_i(k)$ instead of $p_i$ for all $i \in N$ in (13). In line 7 in Algorithm 1, $\pi^k$ will be computed as $\pi^k = \arg \min_{\pi \in \Pi} E[T(\pi, F^*)]$ for dynamic optimal policy; $\pi^k = \arg \min_{\pi \in \Pi} E[T(i, F^*)]$ for static optimal policy and $\pi^k = \arg \max_{\pi} \hat{p}_i(k)$ for max-throughput policy. For heuristic policy $\pi_{heu}$, $\pi^k$ will be computed in the same way as described in Section 5.2 with estimated parameters $\{\hat{p}_i(k)\}_{i \in N}$.

Algorithm 1. Online File Transfer Algorithm

1. Choose the type of policy to use: $\pi^*$, $i_{so}$, $F^*$ or $\pi_{heu}$.
2. Apply static policy $i$ in the $i$th episode to transmit the file of size $F_i$ for $i = 1, 2, \ldots, N$, and update $n_i(N + 1), \hat{p}_i(N + 1)$ for $i \in N$ at the end of the $N$th episode.
3. for $k \geq N + 1$ do
4. Compute the estimated channel statistics $\{\hat{p}_i(k)\}_{i \in N}$ according to the KL-based index in [38].
5. Given a file of size $F^k$, compute the policy $\pi^k$ with $\{\hat{p}_i(k)\}_{i \in N}$ and observe channel status for the whole file transfer process in this episode.
6. Update $n_i(k + 1), \hat{p}_i(k + 1)$ for $i \in N$.
7. end for

The performance of Algorithm 1 with varying file sizes (assuming bounded file size) is measured by its regret $E[R(K)]$, which is defined as the cumulative difference of

\[\frac{E[R(K)]}{E[R(\pi^*)]} \leq \frac{1}{2K} \sum_{i=1}^{K} \frac{E[R(K)]}{E[R(\pi^*)]}\]
expected transfer time between policy $\pi^k$ at $k$th file and the targeted optimal policy $\pi_{tar}$ up to the $K$th file. The regret analysis is nearly the same as Theorem 5.4 in [38]. Let $f(K) = \log(K) + 4 \log(\log(K))$ and $H = F_{max}/\min_{\pi}$, where $F_{max}$ is the longest possible file size, $\min_{\pi} = \min_{\pi} n \in [N] \pi_i$. Denote by $D = \max_{\pi} \E[T(\pi, F)]$ the longest expected transfer time and $\epsilon = (1 - 2^{-\theta}) \Delta_{min}/D$

$$\Delta_{min} = \min_{F \in (0, F_{max}), \pi \in \Pi(F)} \E[T(\pi, F)] - \E[T(\pi_{tar}, F)],$$

is the smallest non-zero difference of expected transfer time between any sub-optimal policy $\pi$ and the targeted optimal policy $\pi_{tar}$. Let $p_{min} = \min_{\pi} \E[T(\pi, F)]$. The regret bound of Algorithm 1 is given in the following theorem.

**Theorem 5.3.** The gap-dependent regret bound under Algorithm 1 is

$$\E[R(K)] \leq \frac{360NHf(K)}{\Delta_{min} F_{min}^2} + 2D \left( 4H + \sum_{i=1}^{n} \frac{1}{c_i^2 F_{i}} \right).$$

**Proof.** The proof is nearly the same as the analysis of Theorem 5.4 in Appendix G.B [38], can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TMC.2022.3212926. Here we only give the main modifications for our setting.

The first modification comes from the definition of ‘arm’. In [38], each edge in the graph is treated as a different arm, that is, the status of each edge is observed and estimated separately. In our setting, each edge in the shortest path problem (Fig. 3) represents one of $N$ channels such that each policy (path) may observe one channel multiple times. Then, some summation terms in the proof, previously were over all edges (e.g., (12), (13) in [38]), are now over all $N$ channels.

Second, the KL-SR algorithm in [38] for dynamic optimal policy works for a fixed source node, which can be interpreted as a fixed file size $F$. Our algorithm deals with the varying file size. Since file size $F_{max} < \infty$, we only need to change parameter $H$ to be the longest policy length for maximum file size $F_{max}$ (instead of fixed file size $F$), $\Delta_{min}$ to be the smallest non-zero difference of expected transfer time between any sub-optimal policy and targeted optimal policy for file size in $(0, F_{max})$ (instead of fixed file size $F$) and $D$ to be the longest expected transfer time for file size $F_{max}$ (instead of fixed file size $F$). Then, the proof will be carried over.

The regret (17) scales linearly with the number of channels $N$, instead of the number of edges in the online shortest path problem [38], because each edge in our setting (see Fig. 3) is chosen from one of $N$ channels while each edge in [38] is treated as a different ‘arm’.

### 6 Numerical Results

In this section, we present numerical results for file transfer time under four different policies in both offline setting (known $p_1$'s) and online setting (unknown $p_1$'s), using three different channel scenarios as in [21], [42]. Through these results, we show the significant time reduction achieved by the dynamic optimal, static optimal and heuristic polices over the max-throughput channel, in line with theoretical analysis.

#### 6.1 Simulation Setup

We consider the experimental setup as an IEEE 802.22 system with 8 different channels. The time duration $\Delta$ is set to 100 ms, per IEEE 802.22 standard [4]. We use three different channel scenarios: gradual, steep and lossy [21], [42]. Gradual refers to a case where the available probability of the max-throughput channel is larger than 0.5. Steep is characterized by the available probability of each channel being either very high or very low. Lossy means that the available probability of the max-throughput channel is smaller than 0.5.

The channel parameters used for simulation in the above three channel scenarios are given in Table 2. All simulations are run on a PC with AMD Ryzen 1700X and 32G RAM.

#### 6.2 Computation of Dynamic Optimal Policy

To obtain the dynamic optimal policy in both offline and online cases, we utilize the mixed-integer programming formulation as in Section 5.1 to fasten the simulation speed and use the SCIP solver [50]. For SSP formulation as in Section 4.1, we use policy iteration as a solver. We select 10 files of sizes in the interval (0,7) (Mb) uniformly at random and compare the total time of computing the dynamic optimal policies of these 10 files from the mixed-integer programming formulation and SSP formulation. The policy iteration takes 77.94 seconds, while the SCIP solver only takes 0.23 seconds. We observe this because any dynamic programming procedure has to effectively first construct the underlying network for the shortest path problem, and then traverse all the possible paths from the source $F$ to destination 0. This underlying network changes for every different $F$ as well, rendering previous computations useless. However, the mixed-integer programming doesn’t need the construction of a network to solve it and SCIP solver only needs to compute one possible solution to (16).

#### 6.3 Online File Transfer Simulation

In the online file transfer problem, since the file size needs not be fixed and larger file sizes naturally take more time to transmit, it makes sense to normalize our performance metric across the range of file sizes and use max-throughput policy as our baseline policy. We define our metrics as average time ratio and average throughput. For an arbitrary sequence of files $\{F_k\}_{k \in \mathbb{Z}_+}$, the average time ratio at the $K$th episode is defined as

$$\frac{1}{K} \sum_{k=1}^{K} T(\pi^k, F_k)/\E[T(\pi^*, F_k)],$$

where $T(\pi^k, F_k)$ is the average transfer time for file size $F_k$.

| Table 2 | Channel Parameters in Three Channel Scenarios |
|---------|--------------------------------------------------|
| channel | value                                  |
| 1       | 1.5 4.5 6 9 12 18 20 23                   |
| 2       | 0.95 0.85 0.75 0.65 0.4 0.3 0.2 0.1        |
| 3       | 0.9 0.25 0.2 0.18 0.17 0.16 0.15 0.14      |
| 4       | 0.9 0.8 0.7 0.4 0.3 0.25 0.2 0.1           |
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and the average throughput is represented as

\[
\frac{1}{K} \sum_{k=1}^{K} F^k / T(\pi^k, F^k).
\]

Here, \(T(\pi^k, F^k)\) is the measured transfer time of a file of size \(F^k\) applying the policy \(\pi^k\) at the \(k\)th episode. Policy \(\pi^k\) is based on the estimated parameter, which is updated by the SU on the fly, as described in Section 5.3.

In our simulation, we generate 7000 files from (0, 7] (Mb) uniformly at random to be used in Algorithm 1. The simulation is repeated 500 times to ensure stable results. We first observe the bottom row in Fig. 4. The max-throughput policy achieves the largest average throughput while, counter-intuitively, has the longest transfer time in all channel cases. The reason is that the max-throughput policy computed by the SU is decided by the estimated parameters and can be the inferior policy, resulting in lower average throughput initially, which is an effect of imperfect knowledge of channel parameters. As time goes on, we can see the red curve eventually exceeds all other curves because the SU will eventually learn all the channel parameters well.

Next we focus on the average time ratio in the top row of Fig. 4. We first observe that all curves eventually flatten out, signifying the convergence of Algorithm 1. In the gradual case, the average time ratio is above 95% for all three policies, implying that they don’t obtain much reduction in time and the max-throughput channel is good to access when it is available for most of the time. However, as shown in the steep and lossy cases respectively, the dynamic optimal policy and heuristic policy, as well as the static optimal policy, can save over 10% time on average over the baseline. This observation is in line with Corollary 3.3 and 4.3 since the available probabilities of the max-throughput channel are very small in steep and lossy cases. Furthermore, the heuristic policy, in addition to keeping the complexity low, achieves similar transfer time to that of the dynamic optimal policy; at the same time performing better than the static optimal policy, as expected from Section 5.2.

### 6.4 OSA File Transfer With Switching Delay

In reality, switching from one channel to another also takes some time and could affect the file transfer time if the SU switches too often. In this section, we take the switching delay into consideration. Specifically, we set the switching delay to be 20 ms as in [51] (within the \(\Delta = 100\) ms duration) and simulate the file transfer time in both offline and online settings.

We first consider the empirical file transfer time over the lossy channels without switching delay in Fig. 5a. It indicates that dynamic optimal policy (blue curve) achieves the best performance (the lowest curve) and the simulation results are in line with the theoretical results. The inset shows the average time ratio (18) of each policy (smaller is better), where the average is taken over the file size from 0.1 Mb to \(F\) Mb on the x axis. This is to show the expected file transfer time of each policy compared to the max-throughput policy when the file size falls into a given range that is governed by different applications. Larger \(F\) leads to smaller average time ratio for each policy, supporting the discussion after Corollary 4.3. The average time ratio of \(F = 7\) Mb in Fig. 5a is 0.85 for static optimal policy and 0.83 for dynamic optimal policy, which is consistent with the top-right plot in Fig. 4.

On the other hand, switching too frequently penalizes the performance of each policy, and the switching delay may outweigh the time saved by channel switching. The performance gap between dynamic optimal policy and static optimal policy becomes smaller in both offline and online settings when switching delay is taken into account, as shown in Fig. 5b (compared to Figs. 5a) and 5c (compared to the top-right plot in Fig. 4) over the lossy channels. Additionally, our proposed heuristic policy (orange curve) performs slightly better than the dynamic optimal policy and is the best among the four policies in Fig. 5c. This depicts that the advantage of our heuristic strategy is not only in terms of...
of computational complexity but also in terms of less channel switching.

7 EXTENSION TO MARKOVIAN CHANNELS

The OSA literature has long focused on the throughput-oriented policies for both Bernoulli channels [2], [6], [22] and Markovian channels, i.e., each channel can be modeled as a two-state discrete-time Markov chain [8], [14], [30], [32], [33]. For the file transfer problem, we have presented static and dynamic policies for Bernoulli channels in Sections 3 and 4. However, for dynamic policies over Markovian channels, the problem is beyond the SSP framework described in Section 4 since the transition probability to the next state (remaining file size) also depends on the past action (last chosen channel), instead of merely the current state and the current action (as in the SSP problem). Augmenting the state space to accommodate for this extra dependency transforms the problem into a POMDP problem, which generally has no known structured solution and is therefore intractable [31]. For this reason, we extend the file transfer problem to Markovian channels and focus mainly on static policies.

In this section, the state of any channel \( i \in \mathcal{N} \) takes the form of a two-state Markov chain \( \{Y_i(k)\}_{k \in \mathbb{N}} \). For any time step \( k \in \mathbb{N} \), we have \( Y_i(k) \in \{0, 1\} \), and \( P(Y_i(k + 1) = 1 | Y_i(k) = 0, Y_i(k + 1) = 1 \) denote the transition probabilities, as shown in Fig. 6. The stationary distribution of channel \( i \) is denoted by \( \pi_i \triangleq q_{i,1}/(q_{i,1} + q_{i,0}) \). Denote by \( c_i \in [0, 1] \) an arbitrary probability that channel \( i \) is available at the beginning of the file transfer process. Similar to the notations used in Proposition 3.1, given a file size \( F \), we define \( k_i \triangleq F/\Delta r_i \in \mathbb{Z}^+ \) and \( a_i \triangleq F/\Delta r_i - k_i \in [0, 1] \). Then, we show the closed-form expected file transfer time for static policies in correlated channels as follows.

**Proposition 7.1.** Given a file size \( F \), the expected transfer time of a static policy in channel \( i \in \mathcal{N} \) is

\[
E[T(i, F)] = \frac{a_i}{1 - q_{i,1}} + \sum_{k=1}^{\infty} k(1 - c_i)(1 - q_{i,1})^{k-1} q_{i,1} = \frac{1 - c_i}{q_{i,1}}. \tag{20}
\]

**Proof.** Similar to the proof of Proposition 3.1, we can decompose the file size \( F \) as

\[
F = k_i \Delta r_i + a_i \Delta r_i, \tag{21}
\]

such that the SU can fully utilize \( k_i \) time slots for the file transmission and \( a_i \) is the fraction of the \( \Delta \) seconds utilized for file transfer toward the end. Initially, the available probability of channel \( i \) is \( c_i \). The expected waiting time \( E[T_{\text{wait}}^i] \) for the first successful transmission of \( \Delta r_i \) data is given as

\[
E[T_{\text{wait}}^i] = 0 \cdot c_i + \sum_{k=1}^{\infty} k(1 - c_i)(1 - q_{i,1})^{k-1} q_{i,1} = \frac{1 - c_i}{q_{i,1}}. \tag{22}
\]

For the \( m \)th transmission of the amount of \( \Delta r_i \) data \( (m = 2, 3, \ldots, k_i) \), the expected waiting time \( E[T_{\text{wait}}^m] \) conditioned on channel \( i \) being in state 1 is

\[
E[T_{\text{wait}}^m] = 0 \cdot (1 - q_{i,0}) + \sum_{k=1}^{\infty} kq_{i,0}(1 - q_{i,1})^{k-1} q_{i,1} = \frac{q_{i,0}}{q_{i,1}}. \tag{23}
\]

Note that \( \{T_{\text{wait}}^m\}_{m=1, 2, \ldots, k_i} \) are mutually independent to each other. Let the constant \( T_{\text{trans}} \triangleq F/r_i = \Delta(k_i + a_i) \) be the total successful transmission time (from (21)). Then, the transfer time can be written as

\[
T(i, F) = \sum_{n=1}^{k_i} T_{\text{wait}}^n + \sum_{n=1}^{k_i} T_{\text{wait}}^n + k_i + 1 \cdot \frac{a_i}{1 - q_{i,1}} + \Delta \sum_{n=1}^{k_i} T_{\text{wait}}^n, \tag{24}
\]

Taking the expectation of the equation above, along with (22) and (23), yields (20).

The static optimal policy over Markovian channels is then derived from \( i_{\text{os}}(F) = \arg\min_{i \in \mathcal{N}} E[T(i, F)] \). By choosing transition probability \( q_{i,1} = 1 - q_{i,0} \) and initial state \( c_i = q_{i,1} \), the Markovian channel reduces to the Bernoulli channel (i.e., \( q_{i,1} \equiv p_i \) and \( q_{i,0} \equiv 1 - p_i \)), and (20) coincides with (4). From (20) we have

![Fig. 6. Diagram of the state transition of channel \( i \in \mathcal{N} \) modeled as a two-state Markov chain.](image)
\[
\begin{align*}
E[T(i, F)] &= \Delta \left( (k_i + \mathbb{1}_{\{a_i > 0\}}) \frac{q_{i, 0}}{q_{i, 1}} - 1 < c_i - q_{i, 0} \right) + \frac{F}{r_i} \\
&\geq \Delta \left( (k_i + \alpha_i) \frac{q_{i, 0}}{q_{i, 1}} + \frac{1 - c_i - q_{i, 0}}{q_{i, 1}} \right) + \frac{F}{r_i} \\
&= \frac{F}{r_i \pi_i} + \Delta \frac{1 - c_i - q_{i, 0}}{q_{i, 1}}, 
\end{align*}
\]

(24)

where the inequality comes from \( \mathbb{1}_{\{a_i > 0\}} \geq \alpha_i \). When the initial channel state \( c_i \) satisfies the condition \( 1 - c_i - q_{i, 0} \geq 0 \), (24) is lower bounded by \( F/r_i \pi_i \), where \( r_i \pi_i \) is the standard criterion to choose the max-throughput policy in the single channel \([33], [34]\). An example for such condition would be that channel \( i \) has positive correlation (i.e., \( 1 - q_{i, 1} - q_{i, 0} > 0 \)) and is in the stationary regime from the beginning (i.e., \( c_i = \pi_i \)). Besides, note that when the file size is an integer multiple of \( \Delta r_i \), Proposition 3.1 for Bernoulli channels shows that the expected file transfer time is \( F/r_i \pi_i \), while for Markovian channel \( i^* \) with positive correlation and \( \pi_i = \pi_i^* \), Proposition 7.1 for Markovian channels indicates that \( E[T(i^*, F)] > F/r_i \pi_i \), and the equality never holds. Both imply that the max-throughput channel does not necessarily minimize the expected file transfer time.

Now, we analyze the impact of the correlation on the expected file transfer time in each channel. Consider the case where two channels \( i \) and \( j \) share the same stationary distribution \( \pi_i = \pi_j \), initial state probability \( c_i = c_j \) and channel rate \( r_i = r_j \) but with different correlation, i.e., \( q_{i, 1} = \beta q_{j, 1} \) and \( q_{i, 0} = \beta q_{j, 0} \), where \( \beta \in (0, 1) \). Then, we know that both channels share the same long-term throughput. However, from Proposition 7.1 we have

\[
E[T(i, F)] - E[T(j, F)] = \Delta (1 - c_j) \left( \frac{1}{q_{j, 1}} - \frac{1}{q_{j, 1}} \right) > 0,
\]

which demonstrates that larger correlation (smaller \( \beta \)) leads to larger expected file transfer time (worse performance).

**8 Conclusion and Future Work**

In this paper, we have developed a theoretical framework for the file transfer problem, where channels are modeled as independent Bernoulli process, to provide the accurate file transfer time for both static and dynamic policies. We pointed out that the max-throughput channel does not always minimize the file transfer time. We demonstrated in our analysis that our proposed policies can obtain significant reduction in file transfer time over the max-throughput policy for small file sizes or when the max-throughput channel has very high rate but with low available probability, as typically the case in reality. In addition, we have extended the theoretical analysis to Markovian channels and static policies, showing that greater correlation can compromise the performance.

When the wireless devices work in the outside network, the effect of a propagation environment on a radio signal needs to be considered, i.e., Rayleigh fading. Rician fading and Nakagami fading, which leads to the varying channel environment. Our future work includes the extension to the channels with multiple rates such that the rate will be treated as a general random variable sampled from some probability distribution or finite-state Markov chain, instead of Bernoulli random variable or two-state Markov chain studied in this paper.
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