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Abstract

A singularly perturbed parabolic problem of convection-diffusion type with a discontinuous initial condition is examined. An analytic function is identified which matches the discontinuity in the initial condition and also satisfies the homogenous parabolic differential equation associated with the problem. The difference between this analytical function and the solution of the parabolic problem is approximated numerically, using an upwind finite difference operator combined with an appropriate layer-adapted mesh. The numerical method is shown to be parameter-uniform. Numerical results are presented to illustrate the theoretical error bounds established in the paper.
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1 Introduction

In this paper, we examine a singularly perturbed convection-diffusion problem with a discontinuous initial condition. Throughout, we assume that the
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convective coefficient multiplying the first spatial derivative of the solution (denoted below by $u(x,t)$) is smooth, strictly positive and depends solely on the time variable $t$. Under this assumption, an explicit discontinuous function (denoted below by $S(x,t)$) can be identified which captures the nature of the singularity associated with the discontinuous initial condition. Asymptotic expansions for the solution $u(x,t)$, involving this singularity, were constructed in [1]. When we subtract off this singular function the remainder $y(x,t) := u(x,t) - S(x,t)$ is again the solution of a singularly perturbed convection-diffusion problem. However, although the remainder $y$ satisfies the same singularly perturbed partial differential equation as $u$, the initial condition $y(x,0)$ is now continuous. In this paper, we construct and analyze a numerical method that produces parameter-uniform [2] numerical approximations to this remainder $y$.

In [7], we examined a set of related singularly perturbed reaction-diffusion problems with discontinuities in either the boundary or the initial condition. In this paper, we extend this technique to a convection-diffusion problem with a discontinuous initial condition. In this case, the location of the interior layer (generated by the discontinuity in the initial condition) moves in time and, in addition, this interior layer can eventually merge into a boundary layer.

Shishkin [9] constructed and analysed a numerical method for the problem examined below, in the case where the initial condition is continuous, but has a discontinuity in the first derivative. The error bound in [9, (5.23)] essentially coincides with the error bound presented below in Theorem 1. Hence, the presence of the complimentary error function in the problem formulated here does not significantly alter the final error bound established in [9, Theorem 8].

In the more general case where the convective coefficient can depend on both space and time, remainder $y$ contains a strong interior layer and the numerical algorithm presented in this paper will not suffice (see Example 5 in §4.2) to generate parameter-uniform approximations. In a companion paper [5] to the current paper, we present a different numerical algorithm to manage this more general case. Here we show that a simpler algorithm (to the algorithm in [5]) suffices when the convective coefficient does not depend on the spatial variable $x$.

In §2, we define the continuous problem to be examined, define the singular function $S(x,t)$ and present a priori bounds on the derivatives of the remainder term $y(x,t)$. In §3, we construct a numerical method and establish a parameter-uniform error bound on the associated numerical approximations. In §4, we present some numerical results to illustrate the performance
of the numerical method and to support the theoretical error bounds. Some technical details are available in the Appendix.

**Notation:** Throughout the paper, $C$ denotes a generic constant that is independent of the singular perturbation parameter $\varepsilon$ and all the discretization parameters. The $L_\infty$ norm on the domain $D$ will be denoted by $\| \cdot \|_D$. We also define the jump of a function at a point $d$ by $[\phi](d) := \phi(d^+) - \phi(d^-)$.

## 2 Continuous problem

Consider the following singularly perturbed parabolic convection-diffusion problem: Find $u$ such that

$$
Lu := -\varepsilon u_{xx} + a(t) u_x + u_t = 0, \quad (x, t) \in Q := (0, 1) \times (0, T],
$$

$$
u(x, 0) = \phi(x), \ 0 \leq x \leq 1; \ [\phi](d) \neq 0, \ 0 < d = O(1) < 1; \quad (1a)
$$

$$
u(0, t) = u(1, t), \ 0 < t \leq T, \quad (1b)
$$

$$
a(t) > \alpha > 0, \ 0 \leq t \leq T, \quad a \in C^{4+\gamma}(\bar{Q}), \quad (1c)
$$

$$
\phi \in C^4((0, 1) \setminus \{d\}); \quad \phi^{(2i)}(0) = \phi^{(2i)}(1) = 0; \quad i = 0, 1, 2. \quad (1d)
$$

The assumption of the compatibility conditions (1e) ensures that no classical singularity appears near the end points $(0, 0), (1, 0)$. Observe that the initial function $\phi(x)$ is discontinuous at $x = d$. This will cause an interior layer to appear in the solution, near the point $(d, 0)$, which will be convected into the interior of the domain along the characteristic curve

$$
\Gamma^* := \{(d(t), t) | d'(t) = a(t), \ 0 < d(0) = d < 1\}
$$

associated with the reduced first order differential equation. Define the continuous function

$$
y(x, t) := u(x, t) - S(x, t), \quad S(x, t) := 0.5[\phi](d)\psi_0(x, t), \quad (2)
$$

1 As in [3], we define the space $C^{0+\gamma}(D)$, where $D \subset \mathbb{R}^2$ is an open set, as the set of all functions that are Hölder continuous of degree $\gamma \in (0, 1)$ with respect to the metric $\| \cdot \|$, where for all $p_i = (x_i, t_i) \in \mathbb{R}^2, i = 1, 2; \|p_1 - p_2\|^2 = (x_1 - x_2)^2 + |t_1 - t_2|$. For $f$ to be in $C^{0+\gamma}(D)$ the following semi-norm needs to be finite

$$
[f]_{0+\gamma, D} = \sup_{p_1 \neq p_2, p_1, p_2 \in D} \frac{|f(p_1) - f(p_2)|}{\|p_1 - p_2\|^\gamma}.
$$

The space $C^{n+\gamma}(D)$ is defined by

$$
C^{n+\gamma}(D) = \left\{ z : \frac{\partial^{i+j} z}{\partial x^i \partial t^j} \in C^{0+\gamma}(D), \ 0 \leq i + 2j \leq n \right\},
$$

and $\| \cdot \|_{n+\gamma}, [\cdot]_{n+\gamma}$ are the associated norms and semi-norms.
where
\[ \psi_0(x, t) := \text{erfc} \left( \frac{d(t) - x}{2\sqrt{\varepsilon t}} \right) \quad \text{and} \quad \text{erfc}(z) := \frac{2}{\sqrt{\pi}} \int_{r=z}^{\infty} e^{-r^2} \, dr. \]

This function \( y \) satisfies the problem
\[
Ly = 0, \quad (x, t) \in Q, \quad y(x, 0) = \begin{cases} 
\phi(x), & x < d, \\
\phi(d^-), & x = d, \\
\phi(x) - [\phi](d), & x > d.
\end{cases} \tag{3a}
\]
\[
y(0, t) = -0.5[\phi](d)\psi_0(0, t), \quad 0 < t \leq T, \tag{3b}
y(1, t) = -0.5[\phi](d)\psi_0(1, t), \quad 0 < t \leq T. \tag{3c}
\]

As \( d = O(1) \) we see that all time derivatives of the left boundary condition \( y(0, t) \) are uniformly bounded. To begin, we shall assume that the final time \( T \) is constrained as follows: there exists some \( \delta > 0 \) such that
\[
d(T) \leq 1 - \delta. \tag{4}
\]

In §3.2 we explain what modifications are required in the numerical method when this constraint is not applied. Note that, by assuming (4), all time derivatives of the right boundary condition \( y(1, t) \) are uniformly bounded (w.r.t. \( \varepsilon \)) for all \( t \leq T \).

From the Appendix, we have the expansion (23)
\[
y = 0.5 \sum_{i=1}^{4} [\phi^{(i)}](d) \frac{(-1)^i}{i!} \psi_i(x, t) + R(x, t), \quad \psi_i \in C^{-1+\gamma}(\bar{Q}),
\]
where the weakly singular functions \( \psi_i \) are defined by (20), (21) and (22). Bounds on the partial derivatives of the function \( \psi_i(x, t), i = 1, 2, 3, 4 \) are stated in (24), (25). In the case where the convective coefficient \( a \) is independent of the space variable, we have that
\[
L\psi_i = 0, \quad 0 \leq i \leq 4 \quad \text{and}
\]
\[
LR(x, t) = 0, \quad (x, t) \in Q, \quad R(x, t) \neq 0, \quad (x, t) \in \partial Q.
\]

As \( R(x, 0) \in C^4(0, 1) \) we also have
\[
R \in C^{4+\gamma}(\bar{Q}).
\]

Following the arguments in [6, Theorem 1], we have the following decomposition of the smooth remainder
\[
R = v_R + w.
\]
into a regular component \(v_R\) and a boundary layer component \(w\). In addition, assuming (4), we have the following bounds

\[
\left\| \frac{\partial^{i+j} v_R}{\partial x^i \partial t^j} \right\|_Q \leq C, \quad 0 \leq i + j \leq 2, \quad \left\| \frac{\partial^3 v_R}{\partial x^3} \right\|_Q \leq \frac{C}{\varepsilon},
\]

(5a)

\[
\left\| \frac{\partial^{i+j} w(x,t)}{\partial x^i \partial t^j} \right\| \leq C \varepsilon^{-i} (1 + \varepsilon^{1-j}) e^{-\alpha(1-x)/\varepsilon}, \quad 0 \leq i + 2j \leq 4.
\]

(5b)

Then, combining these bounds with the bounds on the singular functions \(\psi_i\) (see (24), (25) in the Appendix for details), we have, assuming (4),

\[
y = v + w - 0.5 [\phi''(d)] \psi_1(x,t),
\]

(6a)

where \(v := v_R + 0.5 \sum_{i=2}^{4} [\phi^{(i)}(d)] \frac{(-1)^i}{i!} \psi_i(x,t)\)

(6b)

and

\[
\left\| \frac{\partial^{i+j} v}{\partial x^i \partial t^j} \right\|_Q \leq C, \quad 0 \leq i + 2j \leq 2,
\]

(6c)

\[
\left| \frac{\partial^2 v(x,t)}{\partial t^2} \right| \leq C \left( 1 + \frac{\varepsilon}{t} \right), \quad \left| \frac{\partial^3 v(x,t)}{\partial x^3} \right| \leq C \left( \frac{1}{\varepsilon} + \frac{1}{\sqrt{t}} \right).
\]

(6d)

**Remark 1.** If \([\phi'](d) = 0\), then the function \(y\) is decomposed simply as \(y = v + w\) and this will have an influence on the order of convergence of the numerical scheme (7). In this case, it is proved in Theorem 1 that the method converges with almost first order. Otherwise, when \([\phi'](d) \neq 0\), the error bound is dominated by the term \(CM^{-1/2}\), which corresponds to the result in [9].

### 3 Numerical method and associated error analysis

In this section problem (3) is approximated using the backward Euler method and standard central differences on a Shishkin mesh [2]. Global parameter-uniform error bounds are proved for this scheme. Two cases are considered in our error analysis: In §3.1 the interior layer does not interact with the boundary layer at \(x = 1\) but it does interact in §3.2.

#### 3.1 Interior and boundary layers do not interact with each other

In this section we assume that (4) is satisfied. Then, the interior layer emanating from \(x = d\) and travelling along the characteristic \(\Gamma^*\) does not interact with the boundary layer in the vicinity of \(x = 1\).
Let $N$ and $M = O(N)$ be two positive integers. We approximate problem [1] with a finite difference scheme on a mesh $\bar{Q}^{N,M} = \{x_i\}_{i=0}^N \times \{t_j\}_{j=0}^M$. We denote by $\partial Q^{N,M} : = Q^{N,M} \backslash Q$. The mesh $Q^{N,M}$ incorporates a uniform mesh $(t_j := kj$ with $k = T/M)$ for the time variable and a piecewise-uniform mesh for the space variable with $h_i := x_i - x_{i-1}$. The piecewise uniform mesh $\{x_i\}_{i=0}^N$ is a Shishkin mesh [2] which splits the interval $[0, 1]$ into the two subintervals

$$[0, 1-\sigma] \cup [1-\sigma, 1], \text{ where } \sigma := \min \left\{0.5, \frac{e}{\alpha} \ln N \right\}.$$ 

The $N$ space mesh points are distributed in the ratio $N/2 : N/2$ across the two subintervals. The discrete problem[3] is: Find $Y$ such that

$$L^{N,M}Y := -\varepsilon \delta^2_x Y + aD^+_x Y + D^+_t Y = 0, \quad t_j > 0, \quad (7a)$$

$$Y(x_i,0) = y(x_i,0), \quad 0 < x_i < 1, \quad Y(0,t_j) = Y(1,t_j) = 0, \quad t_j \geq 0. \quad (7b)$$

**Remark 2.** The method and the analysis presented here for problem [1] can be easily extended to a wider class of problems. Consider the more general problem

$$L_g u := -\varepsilon u_{xx} + a(t)u_x + b(t)u + u_t = f, \quad (x,t) \in Q, \quad (8a)$$

$$u = g \in \partial Q := \bar{Q} \backslash Q, \quad [u](d,0) \neq 0; \quad (8b)$$

$$b(t) \geq 0, \quad 0 \leq t \leq T. \quad (8c)$$

As the problem is linear we can write the solution as the sum

$$u = e^{-\int_0^t b(r)dr} uh + up, \quad \text{where}$$

$$Lu_h = 0, \quad Lg up = f, \quad (x,t) \in Q;$$

$$u_h(x,0) = \phi(x); \quad up(x,0) = u(x,0) - \phi(x);$$

$$u_h(0,t) = u_h(1,t) = 0; \quad up(0,t) = u(0,t), \quad up(1,t) = u(1,t).$$

In addition to the constraint [1d], we assume that $b, f$ are sufficiently regular and that sufficient compatibility is imposed at the points $(0,0), (1,0)$ so that

---

2 We use the following notation for the finite difference approximations of the derivatives:

$$D^+_i Y(x_i, t_j) := \frac{Y(x_{i},t_j) - Y(x_{i},t_{j-1})}{k}, \quad D^+_i Y(x_i, t_j) := \frac{Y(x_{i},t_j) - Y(x_{i-1},t_{j})}{h_i},$$

$$D^+_i Y(x_i, t_j) := \frac{Y(x_{i+1},t_j) - Y(x_{i},t_j)}{h_{i+1}}, \quad D^+_i Y(x_i, t_j) := \frac{2}{h_i + h_{i+1}} (D^+_i Y(x_i, t_j) - D^+_i Y(x_{i-1},t_{j})).$$
The component \( u_p \) satisfies problem (4) and it will be examined below. The component \( u_p \) can be decomposed into a regular and boundary layer component as in [10]. For problem (8), we first subtract off the term

\[
y(x, t) := u(x, t) - S_g(x, t), \quad S_g(x, t) := 0.5[\phi](d)e^{-\int_0^t b(r)dr}\psi_0(x, t),
\]

then \( L_g y = f, (x, t) \in Q \) and \( y = u - S_g, (x, t) \in \partial Q \). The corresponding discrete problem is then given by

\[
L_{N,M}^N Y := -\varepsilon \delta_x^2 Y + a D_x^+ Y + b Y + D_t^- Y = f, \quad (x_i, t_j) \in Q_{N,M}^N,
\]

\[
Y(x_i, 0) = y(x_i, 0), \quad (x_i, t_j) \in \partial Q_{N,M}^N.
\]

where the mesh \( Q_{N,M}^N \) is as described earlier.

We form a global approximation \( \bar{Y} \) using simple bilinear interpolation:

\[
\bar{Y}(x, t) := \sum_{i=0}^{N} \sum_{j=1}^{M} Y(x_i, t_j)\varphi_i(x)\eta_j(t)
\]

where \( \varphi_i(x) \) is the standard hat function centered at \( x = x_i \) and \( \eta_j(t) := (t - t_{j-1})/k, t \in [t_{j-1}, t_j), \eta_j(t) := 0, t \notin [t_{j-1}, t_j). \)

**Theorem 1.** Assume (4) and \( M = O(N) \). If \( Y \) is the solution of (7) and \( y \) is the solution of (3), then

\[
\| \bar{Y} - y \|_Q \leq CN^{-1} \ln N + C|\phi'(d)|M^{-1/2}.
\]

**Proof.** As in the case of the continuous problem, the discrete solution can be decomposed into the sum \( Y = V + W - 0.5 [\phi'(d)]\Psi \), where

\[
L_{N,M}^N V = Lv, \quad (x_i, t_j) \in Q_{N,M}^N \quad \text{and} \quad V = v, \quad (x_i, t_j) \in \partial Q_{N,M}^N;
\]

\[
L_{N,M}^N W = 0, \quad (x_i, t_j) \in Q_{N,M}^N \quad \text{and} \quad W = w, \quad (x_i, t_j) \in \partial Q_{N,M}^N;
\]

\[
L_{N,M}^N \Psi = 0, \quad (x_i, t_j) \in Q_{N,M}^N \quad \text{and} \quad \Psi = \psi_1, \quad (x_i, t_j) \in \partial Q_{N,M}^N.
\]

Using the bounds on the derivatives \( [5b] \) of the component \( w \), truncation error bounds, discrete maximum principle, a suitable discrete barrier function and following the arguments in [8], we can establish the following bounds

\[
|(w - W)(x_i, t_j)| \leq CN^{-1} \ln N + CM^{-1}, \quad (x_i, t_j) \in Q_{N,M}^N.
\]
We next bound the error due to the regular component \( v \). Note that if the truncation error is denoted by \( T_{i,j} := \mathcal{L}_{N,M}(v - V)(x_i, t_j) \), then

\[
|T_{i,j}| \leq C \varepsilon (h_i + h_{i+1}) \left\| \frac{\partial^3 v(x, t_j)}{\partial x^3} \right\|_{(x_{i-1}, x_{i+1})} \\
+ C \min \left\{ h_i \left\| \frac{\partial^2 v(x, t_j)}{\partial x^2} \right\|_{(x_{i-1}, x_i)}, \left\| \frac{\partial v(x, t_j)}{\partial x} \right\|_{(x_{i-1}, x_i)} \right\} \\
+ C \min \left\{ \frac{1}{k} \int_{r=t_{j-1}}^{t_j} \int_{r=w}^{t_j} \left| \frac{\partial^2 v(x_i, r)}{\partial t^2} \right| \, dr \, dw, \left\| \frac{\partial v(x_i, t)}{\partial t} \right\|_{(t_{j-1}, t_j)} \right\},
\]

as

\[
|D_t^{-1} v(x_i, t_j)| \leq \frac{1}{k} \int_{r=t_{j-1}}^{t_j} \left| \frac{\partial v(x_i, r)}{\partial r} \right| \, dr \leq C \left\| \frac{\partial v(x_i, t)}{\partial t} \right\|_{(t_{j-1}, t_j)}.
\]

Hence, using the bounds (6) on the derivatives of \( v \), we obtain

\[
|T_{i,1}| \leq C \quad \text{and} \quad (11a)
\]

\[
|T_{i,j}| \leq C \left( 1 + \sqrt{\frac{\varepsilon}{t_j}} \right)^{N-1} + C k \left\| \frac{\partial^2 v(x_i, t)}{\partial t^2} \right\|_{(t_{j-1}, t_j)} \\
\leq C \left( 1 + \sqrt{\frac{\varepsilon}{t_j}} \right)^{N-1} + CM^{-1} \left( 1 + \frac{\varepsilon}{t_{j-1}} \right), \quad t_j > t_1. \quad (11b)
\]

We now mimic the argument in [12] and note that at each time level,

\[
\left( -\varepsilon \Delta^2 + aD_x^+ + \frac{1}{k} I \right) (v - V)(x_i, t_j) = T_{i,j} + \frac{1}{k} (v - V)(x_i, t_{j-1}), \quad t_j > 0.
\]

From this and (11), we deduce the error bound

\[
|(v - V)(x_i, t_j)| \leq C k \sum_{n=1}^{j} |T_{i,n}| \leq CM^{-1} + k \sum_{n=2}^{j} |T_{i,n}| \\
\leq C(N^{-1} + M^{-1}) + CM^{-3/2} \sqrt{\varepsilon} \int_{s=1}^{j} \frac{ds}{\sqrt{s}} + CM^{-1} \varepsilon \int_{s=1}^{j} \frac{ds}{s} \\
\leq CN^{-1} + CM^{-1} (1 + \varepsilon \ln(1 + j)) \\
\leq CN^{-1} + CM^{-1} (1 + \varepsilon \ln M). \quad (12)
\]

Finally, we consider the error due to the weakly singular component \( \psi_1 \). Its truncation error is denoted by \( \overline{T}_{i,j} := L^{N,M}(\psi_1 - \Psi)(x_i, t_j) \). The
argument splits into the two cases of $\varepsilon \leq CM^{-1}$ and $\varepsilon \geq CM^{-1}$. In the first case, where $\varepsilon \leq CM^{-1}$, using the bound (24d) on the first time derivative of $\psi_1$ at $t = t_1$, we have

$$|\tilde{T}_{i,1}| \leq C \frac{N-1}{k} + Ca(t_1) + C \frac{1}{k} \int_{r=0}^{k} \left( 1 + \sqrt{\frac{\varepsilon}{r}} \right) dr$$

$$\leq C \frac{N-1}{k} + C. \quad (13)$$

For $t_j > t_1$, we first sharpen our bounds on the function $\psi_1$. Observe that

$$|\psi_0(x, t)| \leq CE(x, t), \quad \text{if} \quad x \leq d(t),$$

$$|\psi_1(x, t) - 2(d(t) - x)| = \left| (d(t) - x)(\psi_0 - 2) - 2\sqrt{\varepsilon t} E \right|$$

$$\leq CE(x, t), \quad \text{if} \quad x \geq d(t).$$

Hence, instead of (24d), (24f) on the first derivatives of $\psi_1$, we have the following derivative bounds:

$$\left| \frac{\partial}{\partial t} \psi_1(x, t) \right| \leq C \left( 1 + \sqrt{\frac{\varepsilon}{t}} \right) E(x, t), \quad x \leq d(t),$$

$$\left| \frac{\partial}{\partial t} (\psi_1(x, t) - 2(d(t) - x)) \right| \leq C \left( 1 + \sqrt{\frac{\varepsilon}{t}} \right) E(x, t), \quad x \geq d(t),$$

$$\left| \frac{\partial}{\partial x} \psi_1(x, t) \right| \leq CE_\gamma(x, t), \quad x \leq d(t),$$

$$\left| \frac{\partial}{\partial x} (\psi_1(x, t) - 2(d(t) - x)) \right| \leq CE_\gamma(x, t), \quad x \geq d(t).$$

When estimating the truncation error due to the presence of $\psi_1$, in the case of $\varepsilon \leq CM^{-1}$, we have at each time level

$$(L - L^N)\psi_1 = (L - L^N)(\psi_1 - 2(d(t) - x)) \frac{2}{k} \int_{s=t_{j-1}}^{t_j} (a(s) - a(t)) ds$$

$$= (L - L^N)(\psi_1 - 2(d(t) - x)) + CM^{-1}.$$
convective term \((\psi_1)_x\), to get

\[
|\bar{T}_{i,j}| \leq C \frac{N-1}{t_j} + C \max_{x \in (x_{i-1}, x_i)} e^{-\frac{(x-d(t_j))^2}{4\varepsilon t_j}} + C \max_{t \in (t_{j-1}, t_j)} e^{-\frac{(x_1-d(t))^2}{4\varepsilon c^2 t_j}} + CM^{-1}
\]

\[
\leq C \frac{N-1}{t_j} + C \max_{x \in (x_{i-1}, x_i)} e^{-\frac{CM(x-d(t_j))^2}{T}} + C \max_{t \in (t_{j-1}, t_j)} e^{-\frac{CM(x_1-d(t))^2}{T}} + CM^{-1}.
\]

(14)

Let \(x_i\) be fixed. Over the interval \((x_{i-1}, x_i)\),

\[
\max_{x \in (x_{i-1}, x_i)} e^{-\frac{CM(x-d(t_j))^2}{T}} = \begin{cases} e^{-\frac{CM(x_{i-1}-d(t_j))^2}{T}}, & \text{if } d(t_j) < x_{i-1}, \\ 1, & \text{if } d(t_j) \in [x_{i-1}, x_i], \\ e^{-\frac{CM(x_1-d(t_j))^2}{T}}, & \text{if } d(t_j) > x_i. \end{cases}
\]

Let \(d(t_n)\) be the first time \(t_n\) for which \(x_{i-1} < d(t_n)\). If \(d(t_n) < x_i\), then for some \(m > n\)

\[
d(t_m) = d(t_n) + \int_{r=t_n}^{t_m} a(r) \, dr > x_{i-1} + a(m-n)k,
\]

where we have used that \(d'(t) = a(t) \geq \alpha > 0\). As \(M = O(N)\), there will be, at most, a finite number (independent of \(N\)) time points for which \(d(t_j) \in [x_{i-1}, x_i]\). Noting \(\int_{r=-\infty}^{\infty} \frac{1}{\sqrt{T}} e^{-\frac{r^2}{2}} \, dr = \sqrt{\pi}\) we have, for each fixed \(x_i\),

\[
\sum_{j=1}^{M} e^{-\frac{CM(x_{i-1}-d(t_j))^2}{T}} = \frac{1}{\sqrt{k}} \sum_{j=1}^{M} \frac{k}{\sqrt{k}} e^{-\frac{CM(x_1-d(t_j))^2}{T}} \leq CM^{1/2}.
\]

(15)

From (13), (14) and (15), one has for \(\varepsilon \leq CM^{-1},\)

\[
|\psi_1 - \Phi(x_i, t_j)| \leq \sum_{n=1}^{j} k|\bar{T}_{i,n}| \leq CN^{-1} \ln(1+j) + CM^{-1/2}.
\]

(16)

In the second case, where \(\varepsilon \geq CM^{-1}\), at the first time level we have from (24d)

\[
|\bar{T}_{i,1}| \leq C \frac{N-1}{k} + C \frac{N^{-1}}{\varepsilon k} + C \frac{1}{k} \int_{r=0}^{k} \left(1 + \sqrt{\frac{\varepsilon}{r}}\right) \, dr
\]

\[
\leq C \frac{N-1}{k} + C \sqrt{\varepsilon} M^{1/2};
\]
and at all the other time levels, from (24e) and (24f), we have for $j > 1$

$$|\mathcal{T}_{i,j}| \leq C \frac{N^{-1}}{t_j} + C \frac{N^{-1}}{\sqrt{\varepsilon} t_j} + C \int_{r=t_{j-1}}^{t_j} \frac{1}{r} \, dr$$

$$+ C \sqrt{\varepsilon} \int_{r=t_{j-1}}^{t_j} \sqrt{\frac{1}{r^3}} \, dr + C \frac{1}{\sqrt{\varepsilon}} \int_{r=t_{j-1}}^{t_j} \frac{1}{\sqrt{r}} \, dr$$

$$\leq C \frac{N^{-1}}{t_j} + C \int_{s=j-1}^{j} \frac{1}{s} \, ds$$

$$+ CM^{1/2} \sqrt{\varepsilon} \int_{s=j-1}^{j} \frac{1}{\sqrt{s^3}} \, ds + C M^{-1/2} \frac{M^{-1/2}}{\sqrt{\varepsilon}} \int_{s=j-1}^{j} \frac{1}{\sqrt{s}} \, ds.$$

Applying the earlier argument, we have for $\varepsilon \geq CM^{-1}$,

$$|(\psi_1 - \Psi)(x_i, t_j)| \leq \sum_{n=1}^{j} k|\mathcal{T}_{i,n}| \leq CN^{-1} + C \sqrt{\varepsilon} M^{-1/2} + \sum_{n=2}^{j} k|\mathcal{T}_{i,n}|$$

$$\leq CM^{-1/2} + C(N^{-1} + M^{-1}) \int_{s=j-1}^{j} \frac{ds}{s} + CM^{-1/2} \sqrt{\varepsilon} \int_{s=j-1}^{j} \frac{ds}{s^{3/2}}$$

$$+ CM^{-1} \int_{s=1}^{j} \frac{ds}{\sqrt{s}}$$

$$\leq C(N^{-1} + M^{-1}) \ln(1 + j) + CM^{-1/2}.$$  \hspace{1cm} (17)

Hence, if $M = O(N)$, from (10), (12), (16) and (17), we have the nodal error estimate

$$|(Y - y)(x_i, t_j)| \leq CN^{-1} \ln N + C|\phi'(d)|M^{-1/2}.$$

Combine the arguments in [2, Theorem 3.12] with the interpolation bounds in [11, Lemma 4.1] and the bounds on the derivatives of the components $v, w, \psi_1$. Note that from [11, Lemma 4.1], we only require the first time derivative of any component of $y$ to be uniformly bounded. For the weakly singular component $\psi_1$, the argument is split into the two cases of $\varepsilon \leq CM^{-1}$ and $\varepsilon \geq CM^{-1}$.

Remark 3. The error estimates of Theorem 1 reveal that the method (7) converges with order $M^{-1/2}$ when $[\phi'(d)] \neq 0$. In order to increase the rate of convergence, the analytical/numerical method can be used to approximate the component $y$. Thus, from the expansion (23), one can consider the decomposition

$$u(x, t) = 0.5[\phi](d)\psi_0(x, t) + y(x, t)$$

$$= 0.5[\phi](d)\psi_0(x, t) - 0.5[\phi'(d)]\psi_1(x, t) + y_1(x, t).$$
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In Example 2 in §4, we observe an improvement in the orders of convergence when \( y_1 \) is approximated with the numerical scheme \((7)\) instead of \( y \).

### 3.2 Interior and boundary layers interact with each other

In the case where \((4)\) is not assumed, the bounds \((5a)\) on \( v_R \) are still applicable, but we need to determine alternative bounds to \((5b)\), on the boundary layer function \( w \). The boundary layer function is the solution of the problem

\[
Lw = 0, \quad (x, t) \in Q; \quad w(x, 0) = 0; \quad 0 \leq x \leq 1
\]

\[
w(0, t) = 0; \quad t > 0,
\]

\[
w(1, t) = 0.5 \left( [\phi](d) - \sum_{i=0}^{4} [\phi^{(i)}](d) \frac{(-1)^i}{i!} \psi_i (1, t) \right) - v_R(1, t), \quad t > 0.
\]

Since

\[
\frac{\partial \psi_0}{\partial t} (1, t) = \frac{1}{\sqrt{\varepsilon \pi t}} \left( \frac{(d(t) - 1) - 2ta}{2t} \right) e^{-\frac{(1-d(t))^2}{4\varepsilon t}} \tag{18}
\]

when \((4)\) is not satisfied, then there exists a \( T_1 \) (independent of \( \varepsilon \)), with \( 0 < T_1 < T \) such that

\[1 \geq \frac{1-d(t)}{1-d} \geq \delta > 0, \quad \text{for} \quad t \leq T_1.\]

Then, for \( t \leq T_1 \)

\[
\left| \frac{\partial \psi_0}{\partial t} (1, t) \right| \leq \frac{C}{\sqrt{\varepsilon t}} e^{-\frac{\delta^2(1-d(t))^2}{4\varepsilon t}} \leq \frac{C}{\delta(1-d)} \leq C
\]

and for \( t > T_1 \)

\[
\left| \frac{\partial \psi_0}{\partial t} (1, t) \right| \leq \frac{C}{\sqrt{\varepsilon T_1^3}} e^{-\frac{(1-d(t))^2}{4\varepsilon t}} \leq \frac{C}{\sqrt{\varepsilon}} e^{-\frac{(1-d(t))^2}{4\varepsilon t}}.
\]

In the same way, we can establish that

\[
\left| \frac{\partial^j w}{\partial t^j} (1, t) \right| \leq C \left( 1 + \varepsilon^{-j/2} e^{-\frac{(1-d(t))^2}{4\varepsilon t}} \right), \quad j = 1, 2.
\]

Based on the argument in [6, Theorem 1] one can deduce the following bounds

\[
\left| \frac{\partial^{i+j} w}{\partial x^i \partial t^j} (x, t) \right| \leq C \varepsilon^{-i} (1 + \varepsilon^{-j/2} e^{-\alpha(1-x)/\varepsilon}), \quad 0 \leq i + 2j \leq 4.
\]
In the coarse mesh \( x_i \leq 1 - \sigma \),
\[
|w(x_i, t_j)| \leq CN^{-1}, \quad |W(x_i, t_j)| \leq CN^{-1},
\]
and the truncation error within the fine mesh region \((1 - \sigma, 1) \times (0, T]\) is of the form
\[
|L_{N,M}^N(w - W)(x_i, t_j)| \leq C N^{-1} \ln N + M^{-1} \frac{1}{\varepsilon}.
\]
Use a discrete barrier function [6, Theorem 2] to deduce that
\[
|(w - W)(x_i, t_j)| \leq C (N^{-1} \ln N + M^{-1}).
\]
Hence, the nodal error bound in Theorem 1 still applies in the case where (4) is not assumed. To extend this nodal error bound to a global error bound, we first observe that (if (4) is violated), then there exists a \( T_\ast < T \) such that
\[
d(T_\ast) = d + \int_{s=0}^{T_\ast} a(s) \, ds = 1
\]
and \( T_\ast = O(1) \) as \( T_\ast \geq (1 - d)/\|a\| \). From (18), note also that, for \( t = O(1) \)
\[
\frac{\partial \psi_0}{\partial t}(1, t) = \frac{C}{\sqrt{\varepsilon}} e^{-\frac{(1-d(t))^2}{4\varepsilon t}},
\]
and from (3c) one has for \( j = 1, 2 \)
\[
\left| \frac{\partial^j}{\partial t^j} y(1, t) \right| \leq C \varepsilon^{-j/2}, \quad \text{when } |t - T_\ast| \leq C \sqrt{\varepsilon \ln(1/\varepsilon)}.
\]
To interpolate this layer function along the boundary \( x = 1 \), we need to introduce a Shishkin mesh in time, which places \( M/2 \) mesh points into the time interval
\[
[T_\ast - \tau, T_\ast + \tau], \quad \text{with } \tau := \min \left\{ \frac{T_\ast}{2}, \frac{T - T_\ast}{2}, 2 \sqrt{\varepsilon \ln(M) / \alpha} \right\}.
\]
Subdivide each of \([0, T_\ast - \tau]\) and \([T_\ast + \tau, T]\) by an equidistant mesh with \( M/4 \) subintervals.

With this modification to the numerical method, the error bound in Theorem 1 applies, as the linear interpolant of \( y(1, t) \) with \( t \in (t_j-1, t_j) \) satisfies for \( t \notin [T_\ast - \tau, T_\ast + \tau] \) and \( \tau = O(\sqrt{\varepsilon \ln M}) \)
\[
|y(1, t) - y_l(1, t)| \leq C |\psi_0(1, t)| \leq C e^{-\frac{(d(T_\ast) - d(t))^2}{4\varepsilon t}}
\]
\[
\leq C e^{-\frac{(T_\ast a(s))^2}{4\varepsilon s}} \leq C e^{-\frac{(a(T_\ast - t))^2}{4\varepsilon t}}
\]
\[
\leq C e^{-\frac{a^2}{4\varepsilon}} \leq CM^{-1}
\]
and for \( t \in [T_* - \tau, T_* + \tau] \)

\[
|y(1, t) - y_1(1, t)| \leq C(t_j - t_{j-1}) \left\| \frac{\partial}{\partial t} \psi_0(1, t) \right\|_{[t_{j-1}, t_j]} \leq CM^{-1} \sqrt{\ln(M)}.
\]

4 Numerical results

In this section we present the numerical results for five test examples whose solutions are unknown. The global orders of convergence are estimated using the two-mesh method [2, Chapter 8]. In this section the computed solutions with (7) on the Shishkin meshes \( \bar{Q}^{N,M} \) and \( \bar{Q}^{2N,2M} \) will be denoted, respectively, by \( \bar{Y}^{N,M} \) and \( \bar{Y}^{2N,2M} \). Let \( \bar{Y}^{N,M} \) be the bilinear interpolation of the discrete solution \( Y^{N,M} \) on the mesh \( \bar{Q}^{N,M} \). Then, compute the maximum two-mesh global differences

\[
D_{\varepsilon}^{N,M} := \| \bar{Y}^{N,M} - \bar{Y}^{2N,2M} \|_{\bar{Q}^{N,M} \cup \bar{Q}^{2N,2M}}
\]

and use these values to estimate the orders of global convergence \( P_{\varepsilon}^{N,M} \)

\[
P_{\varepsilon}^{N,M} := \log_2 \left( \frac{D_{\varepsilon}^{N,M}}{D_{2\varepsilon}^{2N,2M}} \right).
\]

The uniform two-mesh global differences \( D^{N,M} \) and the uniform orders of global convergence \( P^{N,M} \) are calculated by

\[
D^{N,M} := \max_{\varepsilon \in S} D_{\varepsilon}^{N,M}, \quad P^{N,M} := \log_2 \left( \frac{D^{N,M}}{D^{2N,2M}} \right),
\]

where \( S = \{2^0, 2^{-1}, \ldots, 2^{-26}\} \). For each of the five test examples, plots of \( \bar{Y}^{N,M} \) and \( \bar{U}^{N,M} := \bar{Y}^{N,M} + \bar{S} \) (see (2)) are given for the sample values of \( \varepsilon = 2^{-12} \) and \( N = M = 64 \).

In §4.1 the numerical results for three representative examples are given and they indicate that the error bounds established in Theorem 1 are sharp. In the first two examples the interior layer does not interact with the boundary layer but in the third example they do interact. The two examples considered in §4.2 are not covered by the theory developed in earlier sections.

4.1 Test problems covered by the theory in Theorem 1

Example 1. Consider the following test problem

\[
-\varepsilon u_{xx} + (1 + t^2)u_x + u_t = 4x(1 - x)t + t^2, \quad (x, t) \in (0, 1) \times (0, 0.5],
\]

\[
u(x, 0) = -2, \quad 0 \leq x < 0.3, \quad u(x, 0) = 1, \quad 0.3 \leq x \leq 1,
\]

\[
u(0, t) = -2, \quad u(1, t) = 1, \quad 0 < t \leq 0.5.
\]
Note that in this example, \( \phi(0.3) = 3, \phi'(0.3) = 0 \) and the characteristic curve \( \Gamma^* \) is \( d(t) = t + t^3/3 + 0.3 \). The computed approximation \( Y \) with the scheme (7) and the numerical solution \( U \) are displayed in Figure 1, where we can observe that the interior and boundary layer do not merge.

In the last row of Table 1 and all subsequent tables in this paper, the uniform two-mesh global differences and their orders of convergence are provided. The results displayed in Table 1 agree with the theoretical error estimates established in Theorem 1.

Example 2. Consider the following test problem

\[
-\varepsilon u_{xx} + (1 + t^2)u_x + u + u_t = 4x(1 - x)t + t^2, \quad (x, t) \in (0, 1) \times (0, 0.5],
\]

\[
u(x, 0) = -x^3, \quad 0 \leq x < 0.3, \quad u(x, 0) = (1 - x)^3, \quad 0.3 \leq x \leq 1,
\]

\[
u(0, t) = u(1, t) = 0, \quad 0 < t \leq 0.5.
\]

The computed maximum two-mesh global differences and orders of convergence are given in Table 2. Unlike Example 1, the initial condition satisfies \( \phi'(0.3) \neq 0 \) and its influence on the orders of convergence is clearly shown in this table. The orders of convergence are reduced to a 0.5, which is in agreement with the error bound given in Theorem 1.

For this particular example, we show that more accurate approximations to the solution can be obtained if the decomposition given in Remark 3 is considered. The numerical approximation to \( y_1 \) and \( u \) are displayed in Figure 3. The uniform two-mesh global differences and their orders of convergence are given in Table 3, showing that the numerical/analytical scheme converges globally and uniformly with almost first order when the component \( y_1 \) is approximated.
Table 1: Example 1 Maximum two-mesh global differences and orders of convergence for the function $y$

| $\varepsilon$ | $N=M=32$ | $N=M=64$ | $N=M=128$ | $N=M=256$ | $N=M=512$ | $N=M=1024$ | $N=M=2048$ |
|----------------|---------|---------|---------|---------|---------|---------|---------|
| $2^{-6}$       | 3.495E-02 | 9.470E-03 | 3.704E-03 | 1.656E-03 | 8.105E-04 | 4.011E-04 | 1.007E-04 |
| $2^{-4}$       | 1.230E-02 | 5.783E-03 | 2.798E-03 | 1.376E-03 | 6.821E-04 | 3.396E-04 | 1.003E-04 |
| $2^{-3}$       | 1.079E-02 | 5.191E-03 | 2.547E-03 | 1.262E-03 | 6.280E-04 | 3.133E-04 | 1.003E-04 |
| $2^{-2}$       | 1.055E-02 | 5.012E-03 | 2.512E-03 | 1.221E-03 | 6.172E-04 | 3.113E-04 | 1.003E-04 |
| $2^{-1}$       | 1.027E-02 | 4.912E-03 | 2.472E-03 | 1.182E-03 | 6.072E-04 | 3.093E-04 | 1.003E-04 |
| $2^{0}$        | 1.027E-02 | 4.912E-03 | 2.472E-03 | 1.182E-03 | 6.072E-04 | 3.093E-04 | 1.003E-04 |

Figure 2: Example 2 Numerical approximations to $y$ and $u$ with $\varepsilon = 2^{-12}$ and $N = M = 64$

**Example 3.** Consider the following test problem

$$-\varepsilon u_{xx} + (1 + t)u_x + ut = 4x(1 - x)t + t^2, \quad (x,t) \in (0,1) \times (0,2],$$

$$u(x,0) = -2, 0 \leq x < 0.3, \quad u(x,0) = 1, 0.3 \leq x \leq 1,$$

$$u(0,t) = -2, \quad u(1,t) = 1, 0 < t \leq 2.$$
Table 2: Example 2: Maximum two-mesh global differences and orders of convergence for the function $y$

| $\varepsilon$ | $N=M=32$ | $N=M=64$ | $N=M=128$ | $N=M=256$ | $N=M=512$ | $N=M=1024$ | $N=M=2048$ |
|--------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| $2^{-10}$    | 1.552E-02 | 1.133E-02 | 8.083E-03 | 5.827E-03 | 4.172E-03 | 2.989E-03 | 2.135E-03 |
| $\varepsilon$ | 0.454     | 0.487     | 0.472     | 0.482     | 0.481     | 0.485     |            |

Figure 3: Example 2: Numerical approximation to $y_1$ and improved approximation to $u$ for $\varepsilon = 2^{-12}$ and $N = M = 64$

The initial condition is discontinuous at $d = 0.3$, $[\phi'](0.3) = 0$ and the characteristic curve $\Gamma^*$ is now given by $d(t) = t + t^2/2 + 0.3$. The final time has been chosen large enough so that the interior layer interacts with the boundary layer. Then, we use a piecewise uniform mesh in time by
Table 3: Example 2 Uniform two-mesh global differences and orders of convergence for the function $y_1$

| N=M=32 | N=M=64 | N=M=128 | N=M=256 | N=M=512 | N=M=1024 | N=M=2048 |
|--------|--------|----------|----------|----------|-----------|----------|
| $D_{N,M}$ | 1.403E-02 | 8.451E-03 | 4.856E-03 | 2.669E-03 | 1.413E-03 | 7.361E-04 | 3.789E-04 |
| $p_{N,M}$ | 0.731 | 0.799 | 0.863 | 0.917 | 0.941 | 0.958 |

computing $T^*$ with $d(T^*) = 1$. In this example, it is given by

$$T^* = \sqrt{1 + 2(1 - d)} - 1 \approx 0.5492.$$

In Figure 4 a prominent layer near the boundary $x = 1$ is observed for $t \geq T^*$. Error bounds when the layers interact are discussed in § 3.2 and it is proved that Theorem 1 also applies. The maximum two-mesh global differences and the orders of convergence are given in Table 4 and it is observed that it is a uniformly and globally convergent scheme having almost first-order. All these numerical results agree with the error bound established in Theorem 1.

[Figure 4: Example 3 Numerical approximations to $y$ and $u$ with $\varepsilon = 2^{-12}$ and $N = M = 64$]

4.2 Extensions

Example 4. Consider the following text problem

$$-\varepsilon u_{xx} + (1 + t^2)u_x + u_t = 4x(1 - x)t + t^2, \quad (x,t) \in (0,1) \times (0,0.5],$$

$$u(x,0) = -2x, 0 \leq x < d, \quad u(x,0) = 1 - x^2, \quad d \leq x \leq 1,$n

$$u(0,t) = 4t^2, \quad u(1,t) = t(t + 0.5), \quad 0 < t \leq 0.5;$$

$$d := \min\{0.3, \sqrt{\varepsilon}\}.$$
Table 4: Example 3: Maximum two-mesh global differences and orders of convergence for the function $y$

| $\varepsilon$ | N=M=32 | N=M=64 | N=M=128 | N=M=256 | N=M=512 | N=M=1024 | N=M=2048 |
|--------------|--------|--------|----------|----------|----------|----------|----------|
| $e = 2^{-2}$ | 2.899E-02 | 3.755E-02 | 1.233E-02 | 4.263E-03 | 1.804E-03 | 8.821E-04 | 4.364E-04 |
| $e = 2^{-4}$ | 4.847E-02 | 2.486E-02 | 1.259E-02 | 6.342E-03 | 3.182E-03 | 1.097E-03 | 7.977E-04 |
| $e = 2^{-6}$ | 7.498E-02 | 5.263E-02 | 2.677E-02 | 1.350E-02 | 6.782E-03 | 3.399E-03 | 1.702E-03 |
| $e = 2^{-8}$ | 7.313E-02 | 4.724E-02 | 2.811E-02 | 1.350E-02 | 6.782E-03 | 3.399E-03 | 1.702E-03 |
| $e = 2^{-10}$ | 7.993E-02 | 4.718E-02 | 2.731E-02 | 1.621E-02 | 9.305E-03 | 5.274E-03 | 2.942E-03 |
| $e = 2^{-12}$ | 7.996E-02 | 4.778E-02 | 2.977E-02 | 1.616E-02 | 9.274E-03 | 5.266E-03 | 2.932E-03 |
| $e = 2^{-14}$ | 8.020E-02 | 4.796E-02 | 2.821E-02 | 1.619E-02 | 9.278E-03 | 5.256E-03 | 2.932E-03 |
| $e = 2^{-16}$ | 8.008E-02 | 4.806E-02 | 2.838E-02 | 1.632E-02 | 9.278E-03 | 5.256E-03 | 2.932E-03 |
| $e = 2^{-18}$ | 8.008E-02 | 4.806E-02 | 2.838E-02 | 1.632E-02 | 9.278E-03 | 5.256E-03 | 2.932E-03 |
| $e = 2^{-20}$ | 8.008E-02 | 4.806E-02 | 2.838E-02 | 1.632E-02 | 9.278E-03 | 5.256E-03 | 2.932E-03 |

In this example $[\phi](d) \neq 0$, $[\phi'](d) \neq 0$, $d(t) = t + t^3/3 + d$ and the interior and boundary layers do not merge (see Figure 5). The aim of this test problem is to show numerically that the analytical/numerical method proposed in this paper can also be applied when the distance of the discontinuity point $(d,0)$ of the initial condition to the point $(0,0)$ depends on the singular perturbation parameter and $1 > d \geq C\sqrt{\varepsilon}$. Note that the method will fail if $d = \varepsilon^p, p > 0.5$.

The numerical results in Table 5 suggest that the numerical approximations converge globally and uniformly with order 0.5. For other test examples with $d = O(\sqrt{\varepsilon})$ but $[\phi'](d) = 0$, we have observed numerically that the numerical approximations converge with almost first order. The proof of these observed orders of convergence for this problem class (with $d = O(\sqrt{\varepsilon})$) is an open question.
Example 5. Finally, we consider the following test problem

\[-\varepsilon u_{xx} + (1 + x^2)u_x + u_t = 4x(1 - x)t + t^2, \quad (x, t) \in (0, 1) \times (0, 0.5),\]

\[u(x, 0) = -2, \quad 0 \leq x < 0.1, \quad u(x, 0) = 1, \quad 0.1 \leq x \leq 1,\]

\[u(0, t) = -2, \quad u(1, t) = 1, \quad 0 < t \leq 0.5.\]

In this example $[\phi](0.1) = 3 \neq 0$, $[\phi'](d) = 0$ and the interior and boundary layers do not merge. Note that the convective coefficient depends on the space variable, while our error analysis assumes that $a = a(t)$. The characteristic curve $\Gamma^*$ is the solution of the initial value problem $d'(t) = (1 + d^2(t))$, with $d(0) = 0.1$, which is given by $d(t) = (0.1 + \tan t)/(1 - 0.1 \tan t)$.

In Table 6 we observe that the numerical method is not a parameter-uniform method when $a$ depends on the space variable. In order to design a uniformly convergent method in the case where $a = a(x, t)$, a more sophisticated scheme is required [3].
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5 Appendix: A set of singular functions

Below, we define a set of functions \( \{ \psi_i \}_{i=0}^4 \) such that \( L\psi_i = 0; \psi_i \in C^{\alpha-1+\gamma}(\bar{Q}) \), \( i \geq 1 \) and each function \( \psi_i \) is smooth within the open region \( Q \setminus \Gamma^* \).

Define the two singular functions (see [1, (10)])

\[
\psi_0(x,t) := \text{erfc} \left( \frac{d(t) - x}{2\sqrt{\varepsilon t}} \right), \quad E(x,t) := e^{-\frac{(x-d(t))^2}{4t\varepsilon}}. \tag{20}
\]

Then we explicitly write out the derivatives of these two functions

\[
\frac{\partial \psi_0}{\partial x} = \frac{1}{\sqrt{\varepsilon \pi t}} E, \quad \frac{\partial E}{\partial x} = \frac{d(t) - x}{2\varepsilon t} E,
\]

\[
\varepsilon \frac{\partial^2 \psi_0}{\partial x^2} = \frac{d(t) - x}{2t\sqrt{\varepsilon \pi t}} E, \quad \varepsilon \frac{\partial^2 E}{\partial x^2} = \left( \frac{(d(t) - x)^2}{2\varepsilon t} - 1 \right) \frac{E}{2t},
\]

\[
\frac{\partial \psi_0}{\partial t} = \frac{1}{\sqrt{\varepsilon \pi t}} \left( \frac{(d(t) - x) - 2\varepsilon t}{2t} \right) E,
\]

\[
\frac{\partial E}{\partial t} = \frac{(d(t) - x)}{2\varepsilon t} \left( \frac{(d(t) - x)}{2t} - a(t) \right) E = \frac{\sqrt{\pi}(d(t) - x)}{2\sqrt{\varepsilon t}} \frac{\partial \psi_0}{\partial t}.
\]

Hence, \( L\psi_0 = 0 \). We define the continuous function

\[
\psi_1(x,t) := (d(t) - x)\psi_0 - 2\sqrt{\varepsilon t} \frac{E}{\sqrt{\pi}}, \quad \tag{21}
\]

with

\[
\frac{\partial \psi_1}{\partial t} = a(t)\psi_0 - \frac{\sqrt{\pi}}{\sqrt{\varepsilon t}} E; \quad \frac{\partial \psi_1}{\partial x} = -\psi_0 \quad \text{so that} \quad L\psi_1 \equiv 0.
\]

We now define the remaining functions:

\[
\psi_i := (d(t) - x)\psi_{i-1} + 2\varepsilon t(i - 1)\psi_{i-2}, \quad i = 2, 3, 4; \quad \tag{22}
\]

and we can check that for \( i = 1, 2, 3, 4 \)

\[
\frac{\partial \psi_i}{\partial x} = -i\psi_{i-1}, \quad L\psi_i = 0 \quad \text{and} \quad \psi_i \in C^{\alpha-1+\gamma}(\bar{Q}).
\]

Either side of \( x = d \), we have the Taylor expansions for the initial condition

\[
\phi(x) = \sum_{i=0}^{4} \phi^{(i)}(d^*) \frac{(x - d^*)^i}{i!} + R_0(x), \quad d^* = \begin{cases} d^- & \text{if } x < d \\ d^+ & \text{if } x > d \end{cases};
\]
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with $R_0(x) \in C^4(0, 1)$. Hence, we present the following expansion

$$u(x, t) = 0.5 \sum_{i=0}^{4} [\phi^{(i)}](d) \frac{(-1)^i}{i!} \psi_i(x, t) + R(x, t).$$

(23)

Note that for $i = 1, 2, 3, 4$

$$\frac{\partial^i \psi_i}{\partial x^i} = (-1)^i i! \psi_0$$

and $[\psi_0](d) = 2$,

which implies that $[u^{(i)}](d, 0) = [\phi^{(i)}](d)$.

Define the parameterized exponential function

$$E_\gamma(x, t) := e^{-(x-\gamma dt)^2/4t},$$

for $0 < \gamma < 1$.

Using the inequality $\text{erfc}(z) \leq Ce^{-z^2} \leq Ce^{\gamma^2/4}e^{-\gamma^2}$, $\forall z \geq 0$ it follows that

$$|\psi_0(x, t)| \leq C,$$  

(24a)

$$\left| \frac{\partial^j \psi_0(x, t)}{\partial \mu^j} E(x, t) \right| \leq C \left( \frac{1}{t} + \frac{1}{\sqrt{\varepsilon t}} \right)^j E_\gamma(x, t); \quad j = 1, 2;$$  

(24b)

$$\left| \frac{\partial^i \psi_0(x, t)}{\partial x^i} E(x, t) \right| \leq C \left( \frac{1}{\sqrt{\varepsilon t}} \right)^i E_\gamma(x, t), \quad 1 \leq i \leq 4;$$  

(24c)

$$\left| \frac{\partial \psi_1(x, t)}{\partial t} \right| \leq C \left( 1 + \sqrt{\frac{\varepsilon}{t}} \right) E(x, t) + C,$$  

(24d)

$$\left| \frac{\partial^2 \psi_1(x, t)}{\partial t^2} \right| \leq C \left( \frac{1}{t} + \frac{1}{\sqrt{\varepsilon t}} + \frac{1}{\sqrt{\varepsilon t}} \right) E_\gamma(x, t) + C,$$  

(24e)

$$|\psi_1(x, t)| \leq C; \quad \left| \frac{\partial^i \psi_1(x, t)}{\partial x^i} \right| \leq C \left( \frac{1}{\sqrt{\varepsilon t}} \right)^{i-1} E_\gamma(x, t), \quad 1 \leq i \leq 4.$$  

(24f)

For the next terms, we can also establish the bounds

$$\left| \frac{\partial}{\partial t} \psi_2(x, t) \right| \leq C; \quad \left| \frac{\partial^2}{\partial x^2} \psi_2(x, t) \right| \leq C;$$  

(25a)

on the second time derivatives

$$\left| \frac{\partial^2}{\partial t^2} \psi_2(x, t) \right| \leq C \varepsilon \left( \frac{1}{t} + \frac{1}{\sqrt{\varepsilon t}} + \frac{1}{\varepsilon} \right) E_\gamma(x, t) + C$$

$$\leq C \left( 1 + \frac{\varepsilon}{t} \right) E_\gamma(x, t) + C,$$  

(25b)

$$\left| \frac{\partial^2}{\partial t^2} \psi_3(x, t) \right| \leq C \sqrt{\varepsilon t} \left( 1 + \frac{\varepsilon}{t} \right) E_\gamma(x, t) + C,$$  

(25c)

$$\left| \frac{\partial^2}{\partial t^2} \psi_4(x, t) \right| \leq C \varepsilon E_\gamma(x, t) + C$$  

(25d)
on the fourth space derivatives

$$
\left| \frac{\partial^4}{\partial x^4} \psi_j(x,t) \right| \leq C(\sqrt{\varepsilon t})^{j-4} E_\gamma(x,t) + C, \quad j = 2, 3, 4 \quad (25e)
$$

and on the third space derivatives

$$
\left| \frac{\partial^3}{\partial x^3} \psi_2(x,t) \right| \leq C \frac{1}{\sqrt{\varepsilon t}} E_\gamma(x,t) + C, \quad \left| \frac{\partial^3}{\partial x^3} \psi_3(x,t) \right|, \left| \frac{\partial^3}{\partial x^3} \psi_4(x,t) \right| \leq C. \quad (25f)
$$