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Abstract—Deep neural networks have achieved remarkable success in a wide variety of natural image and medical image computing tasks. However, these achievements indispensably rely on accurately annotated training data. If encountering some noisy-labeled images, the network training procedure would suffer from difficulties, leading to a sub-optimal classifier. This problem is even more severe in the medical image analysis field, as the annotation quality of medical images heavily relies on the expertise and experience of annotators. In this paper, we propose a novel collaborative training paradigm with global and local representation learning for robust medical image classification from noisy-labeled data to combat the lack of high quality annotated medical data. Specifically, we employ the self-ensemble model with a noisy label filter to efficiently select the clean and noisy samples. Then, the clean samples are trained by a collaborative training strategy to eliminate the disturbance from imperfect labeled samples. Notably, we further design a novel global and local representation learning scheme to implicitly regularize the networks to utilize noisy samples in a self-supervised manner. We evaluated our proposed robust learning strategy on four public medical image classification datasets with three types of label noise, i.e., random noise, computer-generated label noise, and inter-observer variability noise. Our method outperforms other learning from noisy label methods and we also conducted extensive experiments to analyze each component of our method.
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I. INTRODUCTION

Robust medical image analysis has been an increasingly important topic, as accurate and robust algorithms are desired to increase clinical workflow efficiency and reliably support medical-decision-makings. With the advent of deep learning, encouraging human-level performance has been achieved in a spectrum of challenging medical image diagnosis applications including skin cancer [1], lung cancer [2], retinal diseases [3], histology image analysis [4], etc. The success of these applications relies on highly discriminative representations learned by convolutional neural networks (CNNs) from a large amount of carefully labeled data with the aid of domain experts.

Despite the remarkable success, it has been frequently seen that the performance of CNNs is easily affected due to the bias of the training set in complex real-world situations. For instance, such bias could come from statistical distribution mismatch across different clinical sites, imbalance of the number of samples across different disease categories, and the variations of disease visual patterns across patient age or gender populations. Notably, besides these data biases in the aspect of the image itself, the bias with annotation quality commonly exists, and is harmful to the supervised-learning-based diagnostic solutions. One typical issue is the problem of noisy labels associated with the collected data, especially for the ambiguous medical images which may confuse clinical experts. For example, as illustrated in Fig. 1, the malignant histology lymph node images present quite similar colors and structures to benign ones, which shows that noisy annotations are inevitable in medical image analysis in practice. The same situation can also be observed for skin lesion images. Moreover, automatically extracting labels from radiological reports by Natural Language Processing (NLP) tools will also result in label noise. Therefore, tackling the annotation noise is an important topic in the medical image analysis field. The straightforward solution is manually reducing the presence of incorrect labels. However, this procedure is expensive, time-consuming and impractical. The naive training paradigm with noisy samples is reported to be inadequate, since the CNNs are parameterized with a large model capacity and can eventually memorize all training sample pairs including wrongly-labeled ones [5], [6].

Although handling noisy labeled medical data is a crucial task in the era of deep learning, merely preliminary studies have been conducted in the medical image analysis field. As far as we know, Dagni et al. [7] developed a robust
training strategy by explicitly modeling the label noise as a part of network architecture, and presented the application of binary classification for breast mammograms. Xue et al. proposed to robustly train a CNN classifier with online sample mining and re-weighting approach based on the model uncertainty. Zhu et al. proposed an automatic quality evaluation module and overfitting control module to update the network parameters. Shu et al. presented a novel loss function by combining noisy labels with image local visual cues to generate better semantic segmentation. Xue et al. proposed a joint optimization scheme with label correction module. In more broad literature on deep learning, the topic of noisy label learning has been actively investigated in natural image processing. Some methods focus on the estimation of the latent transition matrix of labels and use it to calibrate the loss of noisy samples. For example, Goldberger et al. estimated the transition matrix of noisy labels by adding an extra softmax operation on top of the original softmax layer. Patrini et al. used a two-step solution that firstly computes the label transition matrix then corrected the errors for suspicious noisy samples. These methods rely heavily on estimating the noisy class posterior. However, the estimation error for noisy class posterior could be largely due to the randomness of label noise and the complicated data biases, which would lead the transition matrix to be poorly estimated.

To be free of estimating noisy label transition matrix, a promising direction is to train deep learning models with clean samples, which can be selected according to the noisy classifier’s prediction. Intuitively, if the noisy samples could be automatically filtered out from the training database during learning, the model robustness on noisy labeled data is gained. For instance, Jiang et al. proposed the MentorNet to train an extra network with a clean validation set to select clean instances from the entire training database. When the clean validation data is unavailable, MentorNet adopted a self-paced curriculum to figure out reliable samples for training. In another aspect, Han et al. proposed co-teaching, which simultaneously trains two networks in a symmetric way to select small loss samples for training. However, in the co-teaching framework, only part of the training data can contribute to the learning process in each epoch, which leads to unwanted waste of the valuable data samples with “noisy” annotations. In practice, medical images usually contain hard samples that also have large training loss due to different image quality/imbalanced class distribution. Discarding these hard samples will further change the class distribution and damage the representative ability of the learned deep features.

In this paper, we aim to develop a robust medical image classification method utilizing the noisy labeled data inherent in the training procedure. We propose a novel co-training framework with global and local representation learning for effectively tackling the sample selection bias and adopting all of the training data without wasting it. We simultaneously train two student-teacher networks and each student-teacher network learns from each other to alleviate the bias caused by the noisy label. In particular, in each training cycle, the two student-teacher networks are trained independently for one epoch, followed by a noisy label filter (NLF) to automatically divide the training data into clean samples and noisy samples (or hard samples) according to the predictions of the teacher encoder. Then the divided samples are crossly fed into the peer student-teacher network as input training data. During training, the student-teacher network directly utilizes the clean samples in a fully supervised learning manner such that those noisy labels make less influence on model optimization. More importantly, we design a novel global and local representation learning scheme to employ the noisy samples in a self-supervised manner. This scheme includes a local contrastive loss to regularize the sample local clustering by pulling the similar samples together and pushing different samples far away; and a global relationship consistency loss, applied on all the samples, to regularize the sample structure relationship consistency. In the testing phase, the final prediction result is acquired by averaging the prediction of the two teacher models.

Our main contributions can be summarized as follows:

- We propose a novel self-supervised loss with global and local regularization to preserve the sample utilization efficiency and alleviate the overfitting of noisy labels.
- We develop a new self-ensemble co-training framework for robust medical image classification. We employ a student-teacher network instead of a single network to more robustly filter the clean samples and thereby eliminate the disturbance from noisy samples.
- The presented noisy label learning strategy has been extensively validated on three typical medical image noisy labels with public datasets, *i.e.*, random noise, inter-rater variability, and computer generated noise. The proposed method consistently improves the prediction accuracy across different datasets and outperforms other learning from noisy labeled data methods.

## II. RELATED WORK

### A. Deep Learning with Noisy Labels

Although some approaches have been considered to address the noisy label issue, it is still an ongoing issue in the deep learning community. Existing literature on training with noisy labels focuses primarily on two directions. (1) estimate the transition matrix approaches (*[17]–[20]*). Sukhbaatar et al. ([21]) proposed a noise transformation to estimate the transition matrix, which needed to be periodically updated and is non-trivial to learn. Patrini et al. ([13]) designed a two-stage framework to learn on the noisy labeled training data, where in the first stage the transition matrix was estimated, and a correction loss was employed in the second stage. Similarly, Goldberger et al. ([12]) proposed to estimate the latent label transition matrix using deep learning method in an end-to-end manner by adding an extra layer. The accuracy of the classifier trained on noisy labeled data can be improved by such accurate estimation. However, the label transition matrix is hard to be estimated in reality due to complicated data biases. Moreover, the label noises in the medical image are usually instance dependent noise, which makes the estimation of transition matrix even challenging. (2) Sample selection strategy. Some works are designed to re-label/weight selected
instances \cite{22, 23} or train on selected clean instances \cite{6, 15, 16, 24, 25}. Tanaka et al. \cite{22} proposed a joint optimization framework, where the label of training data was updated during the training process. Jiang et al. \cite{15} proposed to select clean instances for network training according to extra clean data. However, the extra clean data is not practical in clinical. They adopted a self-paced curriculum to figure out reliable samples for training when the extra clean validation data is unavailable. Han et al. \cite{16} presented a co-teaching learning paradigm by simultaneously training two models and removing the potential noisy samples in each mini-batch according to the training loss of each input data. Besides, some recent works also adopted a semi-supervised learning strategy to address the noisy label problem (\cite{11, 24, 26–28}) by generating pseudo labels or adding regularization. Our method uses a self-supervised strategy to effectively utilize the samples by specifically designed inter-patient relationship loss and local contrastive loss.

B. Noisy Label Learning for Medical Image Analysis

The annotation quality of medical images is prone to experience, which requires years of professional training and domain knowledge. There exist many ambiguous images that will confuse the clinical experts, and therefore, results in misdiagnosis/wrong annotation, and disagreements. For some large-scale datasets, the annotation is also heavily relied on automatically extracting labeling from radiological reports by natural language processing tools, which inevitably results in a certain level of label noise. Manually reducing those incorrect annotations requires agreements between experts and is time-consuming. Some studies have addressed the existence of noisy labeled medical images during the network training process. Dgani et al. \cite{7} proposed to estimate the transition matrix of the noisy label during the training process by optimizing an extra softmax layer, it was heavily dependent on the noise label transition matrix assumption. Shu et al. \cite{10} proposed to weaken the influence of noisy annotation in segmentation tasks by utilizing potential visual guidance during the learning process. To suppress the influence of noisy labels, some methods proposed a sample selection strategy to train deep learning models on selected data or assign appropriate weight to the training data. Xue et al. \cite{8} proposed a robust learning framework for noisy labeled medical image classification, where the severe hard samples and noisy labels in medical images are both considered by a sample selection module and a sample re-weighting strategy. Min et al. \cite{29} presented a semi-supervised biomedical segmentation network with noisy labels, where the noisy label issue was tackled by weakening the noisy gradients in multiple layers. Zhu et al. \cite{9} proposed to evaluate the quality of the labels and use good ones to turn the network parameters. Le et al. \cite{30} utilized a small set of clean training samples and assigned weights to training samples to deal with sample noise. However, the previously proposed sample selection strategy has not considered the selection bias caused by the erroneous guiding of noisy samples, and only part of the valuable training data is used.

The main challenge for medical image analysis with the noisy label has two aspects: (1) the difficulty of noisy label detection. Many hard samples (Fig. 1) are inherently hard to learn and can be confused with noisy ones (\cite{8, 31}). However, directly discarding detected noisy labeled data will result in the missing of hard samples that are essential for discriminative feature learning. (2) How to utilize the detected noisy labeled data. Some studies discarded samples with a high probability of being incorrectly labeled or maintain these samples in a semi-supervised manner by refining those labels (\cite{25, 26}). The semi-supervised learning would be an ideal approach when the training data has a large proportion of noisy labels. However, the noisy label proportion of medical images is lower than nature images acquired from the web. For a dataset with fewer noisy labels, the generation of the pseudo labels will introduce more noise to the labels, especially for those hard samples.

C. Skin Lesion and Lymph Node Analysis

Automated classification of skin lesion images is a challenging task owing to the fine-grained variability in the appearance of skin lesions. Deep convolutional neural networks show potential for general and highly variable tasks across many fine-grained object categories. A few deep learning algorithms have been proposed for dermoscopy images (\cite{32–36}). Premaladha et al. \cite{35} adopted deep learning and hybrid AdaBoost Support Vector Machine (SVM) algorithms to classify melanoma skin lesions. This system was tested on 992 images and obtained a high classification accuracy (93%). Kawahara et al. \cite{34} employed a fully convolutional network to extract multi-scale features for melanoma recognition, the author reported accuracy of 85.8% on a five-class classification problem. Yu et al. \cite{36} applied a very deep residual network with a two-stage framework to distinguish melanoma from non-melanoma lesions.

A series of studies related to whole-slide image analysis have been presented for a variety of classification, detection, and segmentation tasks. Wang et al. \cite{37} detected the lymph node in whole slide images with the ensemble of two GoogLeNets. Kong et al. \cite{38} detected cancer metastasis using a spatially structured deep network with appearance and spatial dependencies. Courtio et al. \cite{39} detected the lymph node metastases in a weakly supervised manner with feature embedding and multiple instance learning techniques. Liu et al. \cite{40} adopted Inception architecture with patch sampling and data augmentations to aid breast cancer metastasis detection in lymph nodes. Cruz et al. \cite{41} presented a classification approach for detecting the presence and extent of invasive breast cancer on the whole slide digitized pathology images using a CNN classifier.

III. Methods

A. Problem Setting

In supervised learning, we consider finding a mapping function \( f : \mathcal{X} \rightarrow \mathcal{Y} \), where \( \mathcal{X} \) is image space, \( \mathcal{Y} \) is label space, and \( f \) describes the complex relationship between them. To learn the mapping function \( f(\cdot) \), a loss objective is usually defined to penalize the observed differences between the model prediction \( f(x) \) and the ground truth target \( y \) for a training
sample pair. The aim is to learn a classifier that can predict a label for the given observation $x$ at testing time. Typically, an estimated risk $R(f)$ is computed with the observed set of training samples

$$R(f) = \mathbb{E}_{(x,y) \sim P_{X,Y}} [L(f(x), y)].$$

(1)

The optimal classifier is the one which minimizes the expected risk, i.e., $f^* = \text{argmin} R(f)$.

More specifically, in our problem setting, we denote $x$ as an image sample and $\hat{y}$ as its observed label but possibly noisy (i.e., incorrect). The real ground truth label $y$ for the sample is unknown due to various annotation limitations, misdiagnosis, or disagreements. During training, we only have $\hat{y}$ assigned to each sample, which means that for a noisy labeled training dataset, there are input images $x$, the noisy labels $\hat{y}$, and the latent clean labels $y$. In our approach, we train a network based on $\{x, \hat{y}\}$ with underlying $\{x, y\}$ unavailable. It has been reported that naive training with the noisy labels $\hat{y}$ will result in performance degradation for predictions on test set (5, 6). With our proposed robust learning strategy, we aim to optimize the CNN classifier with $\{x, \hat{y}\}$ while achieving comparable results with a model trained on $\{x, y\}$.

B. Co-training Paradigm with Noise Label Filter

To alleviate the error flow coming from the biased selection of the training instances, we adopt the two networks training scheme as (6), (15), (42). Fig. 2 elaborates our proposed self-ensemble co-training paradigm. Our framework maintains two independent teacher-student networks trained simultaneously, denoted as student-teacher A and student-teacher B. These two networks have different weight parameters due to the different initialization, different input image augmentation, different training data division, and different mini-batch sequences so that they can filter out the noisy labels independently. Fig. 2(a) shows the procedure of one training cycle, after train the

---

**Fig. 2:** An overview of the proposed co-training with global and local representation learning framework: (a) is the co-training scheme with two independent student-teacher networks and a noisy label detection procedure. NLF is the noise label filter. (b) represents the detailed training procedure of the teacher-student network. The network directly employs the clean samples with supervised cross-entropy loss. The local contrastive loss is applied on noisy samples and the global relation loss is applied on both clean and noisy samples. The weights of the teacher encoder are updated by the exponential moving average (EMA) of the student encoder.

---

**Fig. 3:** The per-sample training loss of the lymph node histopathologic images with 40% random noise trained by cross entropy. (a) The per-sample loss distribution after 10 epoch, the different colors represent different classes. (b) The per-sample loss distribution after 20 epoch. We plot the distribution of clean samples and noise samples.
student-teacher network for one epoch, all the training data go through a noisy label detection process, where the predicted loss \( A \) and predicted loss \( B \) of all the samples on student-teacher network are calculated. Then we fit the predicted loss \( A \) in a noisy label filter to acquire a clean group and a noisy group, denoted as clean \( A \), noisy \( A \). The same process for predicted loss \( B \) to acquire clean \( B \), noisy \( B \). The divided clean and noisy samples are crossly sent to the peer student-teacher network as new input data. For example, we train student-teacher network \( A \) by (clean \( B \), Noisy \( B \)) and vice versa. With the renewed dataset from its peer network, each student-teacher network trained independently in the next cycle. We use the blue and orange colored box and arrow to show the data flow. Different from Co-teaching \([16]\) that selected small loss samples and proceed crossed training in each mini-batch, we perform crossed training after each epoch with the divided training samples.

To tackle the challenge of noisy label detection, after each epoch we predict the cross entropy loss of all the training data by two teacher networks respectively and input the cross entropy loss into a noisy label filter (NLF) separately as shown in Fig. 2(a). The NLF adopts a two-component Gaussian Mixture Model to fit the max-normalized loss of the training data using the Expectation-Maximization algorithm in which the clean and noisy components are divided in an unsupervised manner. For each sample \( l_i \), its clean probability \( w_i \) is the posterior probability \( p(q|l_i) \), where \( q \) is the Gaussian component with smaller mean. The noisy label filter divides the training samples into clean set and noise set by setting a threshold \( t \) on \( w_i \). During training, we employ a linear schedule \( t \), that \( t \) gradually decreased from 0.9 to 0.5 in the first 10 epochs, and maintain 0.5 in the following epochs. The strategy can select the most confident samples at the initial stage, then gradually reduce the confidence requirement as the model is becoming more robust. The initial threshold is 0.9 for the histology lymph node images since it is a balanced dataset, while for the other dataset, we set the initial threshold to 0.8 to avoid neglect of less represented class.

To improve the performance of noisy label detection, we propose to adopt a student-teacher network for better feature learning. Fig. 2(b) shows the training scheme of the student-teacher network, which adopts the augmented clean and augmented noisy dataset as input for the student encoder and teacher encoder. The whole network is trained by four losses that will be introduced in the next section. The student-teacher network is proposed for semi-supervised learning, while we adopt it in the noisy label learning scenario. As we only update the student network with the selected small loss samples and update the weights of the teacher model by the exponential moving average (EMA) of student network weights. The teacher model is more robust to noisy labels and also can enhance the separation of hard samples and noisy labeled data implicitly.

Since we observe that the deep learning model always first learns the easy instances and adapts to hard noisy instances, as the separable of clean and noisy data gradually decreased as shown in Fig. 3 We design a warm-up stage with five epochs, in which the two networks are updated by all the samples.

### C. Self-supervised Learning for Noisy Samples

After the noisy label detection procedure, instead of discarding the noisy labeled sample, we propose to utilize the noisy labeled samples by the self-supervised learning strategy, which can mitigate the requirement for labeled data by providing a means of leveraging unlabeled data. Some previous studies generated refined labels for selected noisy labeled samples, which performed well on the heavily corrupted dataset. However, severe noise is not common in medical image scenarios. A refined label would introduce more noise to the training label in the mild noisy situation. To learn better feature representation, we propose to explicitly regularize the unlabeled data in the feature space. The regularization is designed in two perspectives: the global domain, where we align the per-sample relation matrix of each batch to preserve the general knowledge of the inter-sample relationships; and the local domain, where we add a contrastive loss to the noisy labeled samples \([43]\) to strength the feature representation learning. Thus, both the noisy sample and hard samples can contribute to the feature learning.

**Global inter-sample relationship alignment.** The relation among samples widely exists in medical imaging. In clinical diagnosis, experienced clinicians tend to make a diagnosis according to the reference from previous analogous cases \([44]\). For each batch of noisy data, the prediction of student network and teacher network should maintain the same relationships. We calculate an inter-sample relation matrix that can capture the relationships between each sample within a mini-batch. Specifically, for each mini-batch with B samples, we extract the feature before the \( fc \) layer of the backbone network, the shape of the feature map in ResNet34 is \( F \in R^{B \times 512} \). The relation matrix is computed as:

\[
G = F \cdot F^T
\]  

where \( G_{ij} \) is the inner product between the vectorized activation map \( F_{(i)} \) and \( F_{(j)} \), whose intuitive meaning is the similarity between the \( i \)th sample and \( j \)th sample within the input mini-batch. The final sample relation matrix \( M \) is obtained by conducting the L2 normalization for each row \( G_i \) of \( G \). We then propose a global inter-sample relationship loss \( L_{global} \) to align the inter-sample relationship of samples between the teacher model and student model by minimizing their symmetrized Kullback–Leibler (KL) divergence

\[
L_{global} = \frac{1}{2}(D_{KL}(M^t||M^s) + D_{KL}(M^s||M^t)), \tag{3}
\]

where \( D_{KL}(p||q) = \sum_i p_i \log \frac{p_i}{q_i} \), \( M^s \) and \( M^t \) represent the sample relation matrix \( M \) of student network and teacher network respectively. This global inter-sample relationship loss is applied to all the samples.

**Local contrastive loss.** In addition to promoting the alignment of feature relationships with \( L_{global} \), we further encourage robust feature representation by adding a local self-supervised contrastive loss following \([43]\), denoted as \( L_{local} \). This loss considers the clustering of sample features regardless of the
Intuitively, the $L_{local}$ learns representations by maximizing agreement between two augmented images of the same data in a latent space.

Specifically, we replace the $fc$ layer of the backbone network by a projection layer ($g(\cdot)$) to embed the feature to 128 dimensions (denoted as $z_i$). The projection layer includes one hidden layer and ReLU. The local contrastive loss is calculated for each sample in the mini-batch. We augment each image to two images, so that the difference between positive pairs (two augmented images from same source image) can be minimized while the difference from negative pairs (augmented images from different source) is maximized. Let $i \in 1...2N$ be the index of an arbitrary augmented image, and let $j(i)$ be the index of the other augmented image originating from the same source image. The local contrastive loss is

$$L_{local} = \sum_{i=1}^{2N} L_i^{local},$$

$$L_i^{local} = -\log \frac{\exp(sim(z_i, z_{j(i)})/\tau)}{\sum_{k=1}^{2N} 1_{y_k} \cdot \exp(sim(z_i, z_k)/\tau)},$$

where $z_i$ and $z_j$ denote the projection of features, $\tau$ is a scalar temperature parameter. We analyze the influence of $\tau$ in the experiment section. $sim(z_i, z_j) = z_i^T z_j / ||z_i|| ||z_j||$ denote the cosine similarity between $z_i$ and $z_j$.

D. Overall Loss Functions

Given the batches in each iteration, the total loss consists of cross-entropy loss $L_{CE}$ between the observed labels and model predictions for the clean dataset and the unsupervised loss, which includes the original consistency loss $L_{con}$ of mean-teacher for both clean and noisy labeled dataset, the local contrastive loss $L_{local}$ for noisy labeled data, and global inter-sample relationship alignment loss $L_{global}$ for both clean and noisy labeled data. Specifically, the loss function for clean data is the cross entropy loss

$$L_{CE} = -\frac{1}{N_{clean}} \sum_{i \in N_{clean}} \sum_{j \in C} y_i^j \log f_s^j(x_i, \theta),$$

where $N_{clean}$ is the number of clean samples and $C$ is the number of class. Also, the original consistency loss is adopted

$$L_{con} = \frac{1}{N} \sum_{i \in N} ||f_s(x_i, \theta_s) - f_t(x_i', \theta_t)||_2^2,$$

where $x$ and $x'$ represent two differently augmented input images, $\theta_s$ and $\theta_t$ are the weights of student model and teacher model, $N$ is the total image number. Then the total objective function can be represented as

$$L_{total} = L_{CE} + \lambda (L_{global} + L_{local} + L_{con}),$$

where $\lambda$ is the weight of unsupervised loss. Follow the common practice ([45], [46]), we linearly ramp up $\lambda$ from 0 to 10 over the first 10 epochs after warm-up procedure. More details on the effect of $\lambda$ and each loss item are shown in the experiments.

E. Implementation details

We trained two mean-teacher networks simultaneously with the data selected by their peer network. The exponential moving average decay (EMA) of the mean-teacher network was 0.99 according to [45]. The temperature of local loss $\tau$ was 0.5, and unsupervised loss weight $\lambda$ was 10. We adopted the ImageNet pre-trained ResNet34 with randomly initialized fully connected layer as the backbone for the skin lesion, lymph node, and gleason grading datasets, DenseNet121 as the backbone for NIH dataset. The network was trained with Adam optimizer, with weight decay as $1e$-4, and an initial learning rate of $1e$-3. We decreased the learning rate after each epoch by 0.9. We trained the network using one NVIDIA TITAN Xp GPU and the batch size was set to 64. We adopt random resize and crop with a scale of 0.2 to 1, random rotation, random horizontal flipping as augmentation methods.

IV. Experiments

To evaluate the effectiveness of our proposed self-ensemble co-training framework for noisy label learning, we have conducted extensive experiments on four challenging medical image diagnosis tasks: 1) melanoma lesion classification from dermoscopy images, 2) lymph node classification from the histopathologic images, 3) Chest X-ray classification with NLP labeled datasets, and 4) prostate cancer gleason grading using the digital histopathology images. Comparison with a set of current state-of-the-art noisy label training methods and insightful analytical studies will be elaborated in this section.

A. Dataset and Pre-processing

The ISIC 2017 skin dataset comes from the melanoma competition held in conjunction with ISBI 2017. This is a binary classification task with malignant and benign class. The dataset consists of 2000 melanoma dermoscopy images for training and 600 melanoma dermoscopy images for testing. Besides these data, we also downloaded extra 1582 images from the ISIC archive for training. We resized all the skin images to the size of $224 \times 224$ and normalized each image by subtracting ImageNet mean and std.

The Kaggle histopathologic cancer detection dataset is a slightly modified version of the PatchCamelyon (PCam) [4], [47], which removed the duplicate images. It packs the clinically relevant task of metastasis detection into a straightforward binary image classification task into malignant and benign. A positive label indicates that the center $32 \times 32$ region of a patch contains at least one pixel of tumor tissue. Tumor tissue in the outer region of the patch does not influence the label. The dataset contains 220025 images for training, 57460 images for online testing. Without loss of generality, we randomly selected 6200 and 800 images from the training images as our training data and test data, respectively. We resized all the images to the size of $224 \times 224$, and normalized by subtracting ImageNet mean and std.

Besides the two datasets mentioned above, we also tested our method on two applications with real noise. The first dataset is the NIH chest X-ray dataset [48], which contains
TABLE I: Comparison of classification results with state-of-the-art methods on lymph node data (Accuracy, %).

| Noise ratio | Cross entropy | F-correction (2017) | MentorNet (2018) | Decoupling (2017) | Co-teaching (2018) | ELR (2020) | Ours |
|-------------|---------------|---------------------|------------------|-------------------|-------------------|------------|------|
| 0           | 93.47 ± 0.37  | 83.39 ± 0.41        | 83.37 ± 0.38     | 93.19 ± 0.48      | 90.84 ± 0.24      | 93.88 ± 0.35|
| 0.05        | 82.87 ± 0.49  | 85.65 ± 0.27        | 86.05 ± 0.17     | 87.12 ± 0.28      | 90.85 ± 0.20      | 90.84 ± 0.34|
| 0.1         | 82.67 ± 0.48  | 91.05 ± 0.27        | 86.78 ± 0.36     | 92.69 ± 0.33      | 93.88 ± 0.35      | 90.84 ± 0.34|
| 0.2         | 83.47 ± 0.37  | 82.85 ± 0.38        | 86.05 ± 0.17     | 87.12 ± 0.28      | 90.85 ± 0.20      | 90.84 ± 0.34|
| 0.4         | 83.13 ± 0.63  | 84.13 ± 0.24        | 76.03 ± 0.18     | 73.86 ± 0.17      | 90.54 ± 0.20      | 90.84 ± 0.34|

TABLE II: Comparison of classification results with state-of-the-art methods on ISIC melanoma data (Accuracy, %).

| Noise ratio | Cross entropy | F-correction (2017) | MentorNet (2018) | Decoupling (2017) | Co-teaching (2018) | ELR (2020) | Ours |
|-------------|---------------|---------------------|------------------|-------------------|-------------------|------------|------|
| 0           | 93.09 ± 0.27  | 79.00 ± 0.37        | 84.22 ± 0.19     | 85.63 ± 0.21      | 85.63 ± 0.21      | 94.31 ± 0.14|
| 0.05        | 91.28 ± 0.57  | 85.63 ± 0.21        | 91.73 ± 0.47     | 92.68 ± 0.36      | 92.69 ± 0.33      | 94.31 ± 0.14|
| 0.1         | 90.54 ± 0.18  | 91.73 ± 0.47        | 91.39 ± 0.48     | 90.84 ± 0.24      | 92.75 ± 0.30      | 93.88 ± 0.35|
| 0.2         | 83.24 ± 0.26  | 82.85 ± 0.38        | 86.05 ± 0.17     | 87.12 ± 0.28      | 90.85 ± 0.20      | 90.84 ± 0.34|
| 0.4         | 69.43 ± 0.47  | 64.13 ± 0.24        | 76.03 ± 0.18     | 73.86 ± 0.17      | 90.54 ± 0.20      | 90.84 ± 0.34|

112,120 frontal-view CXR images from 32,717 patients. Each image is labeled with 14 possible pathological findings that are automatically mined from the text reports. We used 1,962 manual labeled images \([49]\) as clean testing data. We resized all the skin images to the size of 224 × 224 and normalized each image by subtracting ImageNet mean and std.

The second dataset is the Gleason 2019 dataset that contains 333 tissue microarray (TMA) images of prostate cancer, which are sampled from 231 radical prostatectomy patients. All the images are annotated in detail by six pathologists for different Gleason grades. The task is to classify the score into benign (0) and cancerous (1,2,3,4,5). The data collection and labeling have been introduced in \([50]\). This dataset is annotated by six pathologists with different experience levels, hence it contains images with high inter-observer variability. We resized the image to the size of 224 × 224 and normalized each image by subtracting ImageNet mean and std.

**B. Experimental Settings**

**Random noise.** We first evaluated our method on two synthetic noisy label datasets. To simulate the noisy label situations on our employed melanoma dataset and lymph node dataset, we randomly sampled \(\gamma \in \{0.05, 0.1, 0.2, 0.4\}\) percentage of images from each class and flip the labels of these images following the common setting. In this way, we can obtain a noisy training dataset with a certain amount of images having incorrect labels. The noisy label is defined as \(y'_i = y_i\) with the probability of \(1 - \gamma\), and \(y'_i = y_k, y_k \neq y_i\) with the probability of \(\gamma\), where \(y'_i\) is the corrupted noisy label, \(y_i\) is clean label. We adopted the accuracy as evaluation metric.

**Computer-generated noisy label.** We trained our method on the NIH Chest X-ray dataset to simulate the reality and then further tested our trained model on a manually relabeled chest X-ray dataset to evaluate the effectiveness of our method. This dataset has four labels: pneumothorax, opacity, nodule or mass, and fracture. Only pneumothorax, nodule or mass are labeled in the NIH dataset. To be consistent with the annotations used in the paper, we averaged the outputs of Mass and Nodule to be the prediction of Mass or Nodule.

**Inter-observer variability.** The Gleason 2012 challenge dataset is labeled by six pathologists with an inter-observer Cohen’s kappa coefficient between 0.4 and 0.6 (0.0 indicates chance agreement and 1.0 means perfect agreement) \([50], [51]\), as shown in Fig 4. Following \([51], [52]\), we applied the Simultaneous Truth and Performance Level Estimation (STAPLE) algorithm \([53]\), which is based on the expectation-maximization method to estimate the ground-truth labels from the annotations of six radiologists. We utilized the STAPLE estimated labels as clean labels, and the label of one of the six pathologists as the noisy labels. We used a patch size of 750 × 750, and the grading of the center 250 × 250 region as the label. For the experiment, we used 80% data for training and the rest for testing.

**C. Comparison with state-of-the-art methods**

To show the effectiveness of our method, we conducted a comparison with the state-of-the-art noisy label learning methods. The compared methods include:

- **Co-teaching** \([15]\): They adopted a two network learning strategy and select the small loss sample for the training of the peer network.
- **Decoupling** \([42]\): They used a two network setting, and update the two networks based on the disagreement of each network.
- **F-correction** \([13]\): They corrected the prediction by a noise transition matrix. As suggested by the authors, we first trained a standard network to estimate the transition matrix.
- **MentorNet** \([15]\): They used a group of clean data to weight each training data. We used self-paced MentorNet in this paper as we don’t have the extra clean data.
ELR [28]: They leveraged semi-supervised learning techniques and regularization term to prevent memorization of false labels.

We evaluated the classification performance of these methods and our method by calculating their average classification accuracy or area under curve (AUC). The results are listed in Table I, Table II, Table III, and Table IV for the four datasets with three noise types. For fair comparisons, we obtained the classification results of the comparison methods by downloading their public implementations or reimplementing the method according to their paper. Similarly, the ResNet-34 was employed as the network backbone for the ISIC skin cancer data, kaggle lymph node data, and the Gleason 2019 data. The DenseNet121 was the backbone for the NIH chest X-ray data. Same hyper-parameters (learning rate, weight decay, optimizer) for training were adopted. We applied the same strategy as [16] to report the evaluation metrics of the last ten epochs and report the results averaged over three runs.

Results on histopathologic lymph node dataset. Table I shows the results of our method and other competitors on the lymph node classification task. For the clean dataset (i.e., noise ratio=0), only F-correction and our method obtained better results than the cross entropy loss. This phenomenon shows the drawback of the sample selection-based training strategy, where the hard samples are treated as the noisy label and removed. For all the noise ratio settings, decoupling obtained less improvement over cross entropy loss, indicating that even with two network settings, the training strategy that updates the network according to disagreements may not work well in the medical image domain. For the noisy label dataset (noise ratio > 0), Both Co-teaching and our method outperformed other methods by a large margin, indicating that the sample selection bias is efficiently alleviated by the two-network co-training scheme. Furthermore, our method outperformed Co-teaching in all the noise settings, showing that by adding the noisy label detection and two unsupervised loss can learn more robust feature representation. Our method also achieved better results than ELR, showing that the two unsupervised losses can reduce the effects of the noisy label. For the small noise ratio setting, the overfitting to noisy label is not as severe as the heavily corrupted dataset, but all the methods achieved better results than training with cross entropy, and our method has the best results.

Results on ISIC melanoma dataset. Note that the skin lesion classification data is more challenging than the lymph node classification task, as the data is very imbalanced and contains more hard samples. From Table III it is observed that when there is no noise in the training data, Decoupling and Mentornet obtained lower accuracy than cross entropy loss, which is reasonable as Decoupling only utilized partial data for training and Mentornet possibly assigned smaller weight for hard samples. Those filtered or down-weighted samples are crucial for discriminative feature learning. In 0.05 noise ratio setting, Co-teaching does not perform well in the mild case due to the low sample utilization rate and wrong identification of hard samples; while self-paced Mentornet did not perform well due to the sample selection bias by single network setting and the down-weighted hard samples. F-correction obtained marginal improvement on accuracy when the noise ratio is small, but the performance dropped dramatically when the noise ratio reached 0.4, as the transition matrix estimation is not robust in this setting. Compared with our methods, the Co-teaching entirely removed the selected noisy label which would result in a worse classification performance due to the missing of hard samples. Results demonstrate that our method can effectively work on the challenging imbalanced dataset, as the co-training scheme with noisy label filter can filter out the noisy labels and the two self-supervised losses maintain an effective utilization of hard samples (minority group).

Results on public CXR datasets. Manual annotation of large-scale datasets is time-consuming and expensive, some public datasets are often extracted by NLP from radiological reports, which inevitably results in a certain level of label noise. Wang et al. [48] reported the text mining accuracy of NIH Chest X-ray dataset on 900 manual labeled images, which shows that the precision and recall for Nodule and Pneumonia is below 90%. Recently, Majkowska et al. [49] have relabeled a subset (1,962 images) of NIH testing data with at least three radiologists per image. We trained our model on the NIH datasets with NLP extracted label and tested on this relabeled data. Table III shows the AUC values of our method and other comparison methods. Some of the comparison methods performed worse than the baseline, either for Pneumothorax or Nodule/Mass, we attribute this to the small noise proportion and unbalanced sample distribution of the 14 diseases, which makes the transition matrix estimation and sample selection challenging. As our method integrated the noisy sample selection method and self-supervised learning strategy, it still outperformed the baseline and other methods. Overall, this experiment demonstrates the robustness of the proposed method to label noise in the real clinical setting.

Results on public Gleason grading datasets. To evaluate our method on noisy data, we consider the grading by one patholo-
Fig. 5: (a) The performance of our method under different unsupervised loss weights on the histopathologic dataset.; (b) The AUC value of selected clean training samples under different noise settings, compared between ours and one network setting without \( L_{global} \) and \( L_{local} \) on the lymph node dataset.; (c) The change of global inter-sample relationship during network training under different scenarios.

### TABLE V: Ablation study on skin lesion and lymph node (Accuracy, %)

| Co-trainings+NLF | Self-ensemble | \( L_{global} \) | \( L_{local} \) | lymph node | skin lesion |
|------------------|---------------|-------------------|----------------|------------|-------------|
| -                | -             | -                 | -              | 91.28      | 84.25       |
| ✓                | -             | -                 | -              | 91.65      | 83.01       |
| ✓                | ✓             | -                 | -              | 91.92      | 84.00       |
| ✓                | ✓             | ✓                 | -              | 93.02      | 88.62       |
| ✓                | ✓             | ✓                 | ✓              | 93.88      | 90.44       |

### TABLE VI: The influence of temperature scale in contrastive loss (Accuracy, %).

| \( \tau \) | Skin lesion | Lymph node |
|------------|-------------|------------|
| 0.01       | 84.50       | 91.88      |
| 0.1        | 84.17       | 91.25      |
| 0.5        | 84.33       | 92.75      |
| 1          | 85.17       | 92.25      |

gist as the noisy label and the label estimated by STAPLE from six pathologists as the clean label. We conducted two groups of studies, A: all the training data and testing data are clean, B: we use the labels from one of the six pathologists as training data (noisy) and the testing data is clean. The results are shown in Table IV. The comparison of A and B shows that inter-observer variability can cause a performance drop in medical image classification. All the methods show improvements over the baseline except F-correction. Our method shows the best results among all the comparison methods.

### D. Ablation Analysis

#### Efficiency of key components.

To demonstrate the effectiveness of our proposed method, we conducted the ablation study using both the histopathologic cancer detection dataset and ISIC skin dataset. The results for each setting is shown in Table V. Our baseline is the ResNet34 trained by cross entropy loss and the result is provided in the first row of Table V. We mainly analyzed the efficiency of four components: co-training with noisy label filter, self-ensemble, global inter-sample relationship alignment loss, and the local contrastive loss. From the ablation study, we observed that each component plays its own role in a complementary way. Specifically, the co-training with a noisy label filter scheme improves the accuracy by around 1%-4.7% compared to the baseline. It shows that the two networks cross updated by selected samples yield improvement over the baseline by reducing the domination of noisy labels and alleviating the sample selection bias. Then we evaluated the efficiency of the self-ensemble setting. By using the self-ensemble model (mean teacher network), the accuracy improved 1.6% – 7.5% since the teacher network is a more robust moving average model of the student network. Hence, it is effective to adopt the self-ensemble model to select samples. Lastly, we evaluated the effectiveness of the two proposed self-supervised losses. As shown in line 4 and line 5 of Table V only using the global inter-sample relationship alignment loss \( L_{global} \) and the local contrastive loss \( L_{local} \) achieved 1.7%–14.5% improvement on accuracy, indicates the effectiveness of these two losses. Our model utilized the two losses achieved the best performance and the final accuracy is 2.6% – 15.6% higher than the baseline. It indicates that the representation learning capability of the network has been improved by training the network with global loss and local loss on the detected noisy labeled data.

#### Different temperatures of contrastive loss.

We analyzed how the temperature hyperparameter in the local contrastive loss influences the network performance. We ranged \( \tau \) ∈ [0.05, 0.1, 0.5, 1] for both datasets under the 10% noise ratio setting. As shown in Table VI the classification accuracy generally improves the performance over the baseline (83.01% for skin and 88.95% for lymph node) while not being very sensitive to the value of \( \tau \).

#### Different weights of self-supervised loss.

We also varied the trade-off weight of the self-supervised loss and analyzed its sensitivity to the hyperparameter of \( \lambda \) in Eq. (7). Specifically,
The global alignment loss can enhance the feature robustness loss of inter-sample relationships would not naturally converge without the global alignment loss. The results show that the plot the change of global inter-sample relationship with and lead to underfitting.

Noisy label detection. We first show the training loss distribution obtained by pure cross entropy loss and our methods at 10 epoch in Fig. [7]. The training loss is easier to be divided into clean and noisy groups with our method, which is important for the noise label detection procedure. In Fig. [7], we also plot the AUC value of the filtered clean samples at the last epoch. Our method can consistently select high-quality samples with a higher AUC value compared to using one network to select samples, demonstrating that the selection procedure in our method is more robust. The lymph node dataset was used in this part. The difference (variation) of filtered clean label sample numbers from two networks is presented in Fig. [6] The two networks consistently selected a different number of samples, which shows the two networks have different learning abilities for noisy sample detection.

Learning curve of global alignment loss. In Fig. [5], we plot the change of global inter-sample relationship with and without the global alignment loss. The results show that the loss of inter-sample relationships would not naturally converge during the network training when there is no explicit guidance. The global alignment loss can enhance the feature robustness by aligning the relationship.

V. DISCUSSION

Deep neural networks usually require large-scale annotated training data, while the annotations of medical images usually are prone to experience and disagreement may appear between doctors. For diagnosis tasks in the medical image analysis field, the collection of large scale accurate annotated data is challenging due to the privacy policy and high work loading. Also, it is known that noisy labeled training data will hurt the performance of CNNs. Therefore, designing robust deep neural networks for medical image analysis is an appealing topic in the medical image analysis community. Many deep-learning-based methods have been developed for more robust training with corrupted training labels [7–9]. However, these methods exist a strong accumulated error caused by sample selection bias which is coming from the wrongly selected samples. It will naturally influence the network performance and further decrease the quality of selected samples. On the other hand, the partial selection of training data would waste the valuable dataset during the training process. Furthermore, the hard sample is easy to be treated as the noisy label in medical image analysis, either discarding or re-labeling these data will lead to worse performance. In this work, through the self-ensemble co-training scheme with a robust noisy label filter and two tailored self-supervision loss, a novel deep learning framework was proposed for the noisy labeled medical image dataset.

Inspired by the collaborative training scheme proposed by [16], [42], a co-training network with a noisy label filter has been utilized to more explicitly enhance the network robustness and greatly alleviate the selection bias, as shown in Table VII. Moreover, we incorporate a novel self-supervised learning scheme towards the global relationship alignment of samples in each batch and local clustering of each sample, which could maximally utilize the detected noisy labeled dataset (e.g., noisy label or hard samples). The experimental results demonstrate that this strategy efficiently improves the utilization of training data and improves the model performance. Fig. [7] shows that our self-ensemble network with two regularization losses could detect the noisy label more efficiently by properly dividing the noisy and clean dataset.

Table VII: Statistical test results for Gleason grading dataset.

|       | A    | B    |
|-------|------|------|
| Cross entropy | 9e-4 | 1e-4 |
| F-correction   | -    | -    |
| Mentornet      | 8e-4 | 1e-4 |
| Decoupling     | 2e-3 | 5e-4 |
| Co-teaching    | 9e-4 | 9c-4 |
| ELR            | 2e-3 | 1e-4 |

Fig. 6: The variation of filtered labeled data number. (20 % and 40% noisy lymph node data)

Fig. 7: The comparison of the training loss distribution on histopathologic image patches. The first row represents the distribution trained with cross entropy while the second row represents the distribution of our method.
noise, we simulated two noisy datasets using the ISIC skin lesion data and the Kaggle lymph node data with different noisy ratios. The results suggested that our method can handle random noise even with very imbalanced data distribution. To better evaluate the proposed method in a real-world setting, we trained the model using the public NIH datasets with NLP mined label and tested it on a manually labeled Chest X-ray dataset to verify the effectiveness of our method in reality. Our method consistently shows better results than the baseline and other comparison methods, showing that the proposed method can handle the computer generated label with mild noise. The proposed method was also tested on the Gleason grading dataset with multi-annotators, which is labeled by six pathologists with different experiences. The dataset exists great inter-observer disagreements, our experiment showed that when using STAPLE estimated label as clean testing label, different training labels showed significantly different test results. Our method achieved the best results among all the comparison methods with significant improvements ($p < 0.05$, paired t-test), as shown in Table VII and Table VIII.

Overall, we show that the co-training strategy and self-supervised regularization can work together to build a robust training scheme, which successfully selected the high quality data for training, as shown in Fig. 5(b). Compared with other state-of-the-art methods, our method achieves significant improvement, no matter on a mild corrupted dataset or a heavily corrupted dataset.

In this study, we didn’t consider the disagreements between different annotators as a parameter during training, as recruiting annotations from multiple radiologists/pathologists is time-consuming in clinical practice. In the future, we would like to extend our method to sample dependent label noise, such as considering the grading of each doctor as a clue for the noisy labels. Secondly, even though the two-network setting could be effective for alleviating the selection bias, the computation cost doubles with two networks. One possible solution to alleviate the selection bias is to train the network in a meta-learning framework.

VI. CONCLUSION

In this paper, we present a global and local representation guided co-training strategy to address the challenging yet important noisy label issue for medical image analysis. The proposed method does not rely on refining or relabeling the noisy labeled data but employs two self-supervised losses to promote the learning of robust representation features. Our method can alleviate the wasting of data, including the hard samples, and avoid introducing new noise to training labels in a mild noisy dataset. The proposed framework can be easily extended to multi-class classification tasks and used in general classification networks for improving model robustness. We extensively evaluated our method on four challenging medical image classification tasks with random noise, computer generated noise, and noise caused by inter-observer variability. Experimental results demonstrate the effectiveness of our proposed framework in learning with the noisy label.

TABLE VIII: Statistical test results for NIH dataset.

| Pneumothorax | Nodule/Mass |
|--------------|------------|
| p-value      | 8.4e-4     | 8.3e-3     |
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