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Abstract

Dopants in silicon have been studied for many decades using optical and electron spin resonance (ESR) spectroscopy. Recently, new features have been observed in the spectra of dopants in isotopically enriched $^{28}\text{Si}$ since the reduced inhomogenous linewidth in this material improves spectral resolution. With this in mind, we measured ESR on exchange coupled phosphorus dimers in $^{28}\text{Si}$ and report two results. First, a new fine structure is observed in the ESR spectrum arising from state mixing by the hyperfine coupling to the $^{31}\text{P}$ nuclei, which is enhanced when the exchange energy is comparable to the Zeeman energy. Secondly, the average spin relaxation times, $T_1$ and $T_2$ of dimers with exchange coupling ranging from approximately 6 to 60 GHz were measured using pulsed ESR at 0.35 T. Both $T_1$ and $T_2$ were found to be identical to the relaxation times of isolated phosphorus donors in $^{28}\text{Si}$, with $T_2 = 3\text{ ms}$ at 5 K limited by spectral diffusion due to dipolar interactions with neighboring donor electron spins. This result, consistent with theoretical predictions, implies that an exchange coupling of 6–60 GHz does not limit the dimer $T_1$ and $T_2$ at the 10 ms timescale.

PACS numbers: 76.30.-v, 71.55.Cn
I. INTRODUCTION

Natural silicon contains three stable isotopes: 92.2% of $^{28}$Si, 4.7% of $^{29}$Si, and 3.1% of $^{30}$Si. A concerted effort has been made over the last decade to grow isotopically enriched silicon crystals, with 99.9% and higher content of only one isotope[1–3], for use in a variety of fields such as metrology[4] and quantum computing[5]. Isotopically enriching silicon is also of great interest for spectroscopy since it promises to significantly reduce inhomogeneous spectral linewidths and therefore offers improved spectral resolution. For example, two recent reports have resolved new fine structures in the optical spectra of phosphorus donors[6] and in the electron spin resonance (ESR) spectra of boron acceptors[7] in $^{28}$Si. These fine spectral structures were unresolvable in natural silicon because of the inhomogeneous broadening arising from the presence of magnetic $^{29}$Si nuclei. In this paper, we perform ESR of exchange coupled phosphorus dimers in isotopically purified $^{28}$Si and make use of this improved spectral resolution to report a previously unresolved fine structure.

Dopants in natural silicon have been studied for over fifty years by ESR spectroscopy[8]. A typical continuous wave (CW) ESR spectrum of phosphorus donors in natural silicon is shown in Fig. 1(a). The spectral lines are inhomogeneously broadened by hyperfine interactions with the 4.7% of $^{29}$Si (nuclear spin $I = 1/2$)[8, 9]. On the other hand, the spectrum measured in isotopically enriched $^{28}$Si, also shown in Fig. 1(a), demonstrates a reduced spectral linewidth (the $^{28}$Si nucleus has no magnetic moment, $I = 0$). In moderately doped samples ($\sim 10^{16}$ cm$^{-3}$), a weak line is also observed at the center of the donor doublet that arises from pairs of donors that are close enough to form exchange ($J$) coupled dimers[10, 11]. Since the crystals are randomly doped, the dimers are present with a broad range of distances between dopants and therefore a broad distribution of $J$ couplings. The central ESR line arises from a subset of dimers with $J$ greater than the hyperfine coupling ($A = 117$ MHz $\equiv 4.2$ mT) to the donor $^{31}$P nucleus[12]. In Fig. 1(b), we show that the reduced linewidth in $^{28}$Si allows us to observe a new fine structure in the dimer ESR line. Since $J$ is greater than $A$, the eigenstates of the dimer consist of a spin-0 singlet ($S$) and three spin-1 triplet states ($T_+, T_0, T_-$) and our ESR experiment probes transitions among the three triplet states. Below, we will explain through simulations that this new fine structure is a result of second order terms in the dimer spin Hamiltonian that cause mixing between the $S$ and $T_0$ states. Further, we will show that this mixing allows the use of ESR transitions
FIG. 1. (a) ESR spectra from phosphorus dopants in natural silicon (Si:P) and isotopically enriched $^{28}$Si ($^{28}$Si:P), measured at 15 K. Phosphorus doping densities were $\sim 2 \times 10^{16}$ cm$^{-3}$ (see other details of the samples in the text). Two strong lines split by 4.2 mT are from isolated donors. Weak line in the center is from donor dimers. Two outer lines from the dimers overlap with the stronger lines from isolated donors and are therefore unobservable. (b) Zoom in to the center region showing details of the central line from dimers.

between the triplet states to probe spin relaxation between the $S$ and $T_0$ triplet state.

We performed pulsed ESR to measure spin relaxation times $T_1$ and $T_2$ of dimers, in order to examine whether the presence of exchange coupling within the dimer gives rise to decoherence in excess of that for the isolated donor. For example, fluctuations in the exchange coupling due to charge noise could cause additional decoherence\cite{13}, thus limiting the usability of exchange to perform multi-qubit operations\cite{5, 14}. Furthermore, a recent theory paper\cite{15} has found that the electron-phonon interaction in the presence of exchange can cause an additional relaxation process between the singlet and triplet states of the dimer. In our experiments, we specifically probe the relaxation times of dimers with exchange coupling ranging from 6 to 60 GHz. We find that the relaxation times in these dimers are
identical to that of isolated donors, thus limited by the same mechanism, namely spectral
diffusion due to dipolar interactions with flip-flopping neighboring donors [16].

An ESR experiment only probes the spin-dynamics among the triplet states of the dimer.
Nevertheless, since the $S$ and $T_0$ states are mixed by the interplay of the hyperfine and
exchange coupling, the decay rate from the triplet to singlet state ($1/T_S-T_0$) can also be
bounded, since this would be a leakage out of the triplet manifold. Our measured $T_2 =
3$ ms for triplet states thus implies that $T_{S-T_0}$ must be greater than 10 ms. This lower
bound, consistent with recent theoretical calculations [15] and experimental results[17], is
encouraging for spin-based quantum computing schemes since it suggests that the presence
of exchange coupling does not cause any additional relaxation between the triplet and singlet
states at the level of about 10 ms in a bulk crystal.

Finally, while measuring $T_2$ using a standard Hahn echo experiment[18], we observed an
unusual dependence of the echo decay on pulse lengths and powers. Through numerical sim-
ulations we explain that this dependence arises from electron spin echo envelope modulation
(ESEEM) effects in the high-spin dimer[19] and destructive interference of the ESEEM from
different dimers due to a broad $J$ coupling distribution.

II. MATERIALS AND METHODS

ESR experiments were performed using isotopically enriched $^{28}$Si epi-layer wafers (99.9 %
of $^{28}$Si and 800 ppm of $^{29}$Si) doped with phosphorus to a density of $1.6 \times 10^{16}$ cm$^{-3}$[3]. For
comparison, we also measured a natural silicon crystal doped with phosphorus to a density
of $1.7 \times 10^{16}$ cm$^{-3}$. These samples were previously used in our pulsed ESR study of isolated
donors at temperatures down to 7 K in Ref. [20] where these samples were labeled as “$^{28}$Si:P-
$10^{16}$” and “Si:P-$10^{16}$”, respectively. The CW ESR spectra shown in Fig. [1] were measured
using these silicon samples.

The random distribution of dopants in silicon implies that dimers are present with a broad
range of $J$ couplings[12]. We modified previously used methods to calculate the distribution
of $J$ for our dopant density of about $2 \times 10^{16}$ cm$^{-3}$. Details of this calculation are presented
in the Appendix where we compare our result with the previous results in Ref. [12]. Only
a small fraction of the donor pairs that have $J$ greater than the $^{31}$P hyperfine coupling of
117 MHz contribute to the central dimer line in the ESR experiment[11]. In Fig. [2] we show
FIG. 2. Distribution function of dimer $J$ couplings calculated for a doping density $2 \times 10^{16}$ cm$^{-3}$. Only high $J$ range between 1 GHz and 100 GHz is shown specific to dimers selectively observed in our experiments. The complete distribution function, including the low $J$ range, is shown in Fig. 9 in the Appendix.

the calculated probability density function for $J$ of those dimers that we selectively observe in our experiments. Our pulsed ESR experiments are sensitive to an even narrower range of $J$ with 90% of the measured signal arising from dimers with $J$ ranging from about 6 to 60 GHz as discussed below.

CW and pulsed ESR measurements were performed at X-band (9.66 GHz) in a Bruker Elexsys 580 ESR spectrometer with a Bruker MD-5 dielectric resonator. An Oxford CF935 helium flow cryostat was used to maintain temperatures down to 5 K. As $T_1$ was found to be exponentially dependent on temperature, the sample temperature was precisely controlled to within 0.1 K using an Oxford ITC503 temperature controller.

$T_1$ and $T_2$ were measured using the standard inversion recovery and Hahn echo pulse sequences [21]. In the inversion recovery sequence ($\pi - t - \pi/2 - \tau - \pi - \tau - \text{echo}$), the echo intensity was measured as a function of delay, $t$, after the initial inverting $\pi$ pulse. The measured intensity was fit by an exponential dependence to give the characteristic time $T_1$. Similarly, in the 2-pulse Hahn echo sequence ($\pi/2 - \tau - \pi - \tau - \text{echo}$), the echo intensity measured as a function of total time $2\tau$ was fit with an exponential decay to give the characteristic time $T_2$. In all pulsed experiments, the echo signal intensity was integrated using a 800 ns window symmetrically positioned on top of the echo signal. This integration corresponds to applying a detection bandwidth of 1.2 MHz (40 µT), i.e. only those dimers which have their resonance field within ±20 µT of the applied magnetic field were detected.
Finally, a 16 step phase cycling sequence was used to remove any extraneous signals arising from imperfections in the microwave pulses (e.g., free induction decay signals) that could contaminate the echo decays. In order to eliminate contribution from broad background signals, the echo decays were also measured at a field 0.5 mT higher than the dimer line and the resulting background decay was subtracted from the dimer decays before fitting to extract the relaxation times.

In order to compare the dimer $T_2$ with those of isolated donors, we also measured $T_2$ for isolated donors in the $^{28}$Si sample at temperatures down to 5 K, thus extending the results of Ref. 20 to lower temperature. As in Ref. 20, the effect of instantaneous diffusion on the $T_2$ relaxation of isolated donors was removed by performing a series of 2-pulse experiments ($\pi/2 - \tau - \theta_2 - \tau - \text{echo}$) with reduced rotation angle ($\theta_2$) for the second pulse, and extrapolating the measured $T_2$’s to that which would be measured if $\theta_2$ was zero. The extrapolated $T_2$ is then the “true” $T_2$ for isolated donors without instantaneous diffusion.

III. RESULTS

In the following sections we describe our experimental results and provide their interpretation. The new fine structure resolved in the dimer ESR signal in $^{28}$Si is described in Sec. III A. The $T_1$ and $T_2$ results are discussed in Sec. III B. While measuring the Hahn echo from dimers, we found an unusual dependence of the echo decay on the pulse lengths and powers. This behavior is explained through ESEEM simulations in Sec. III C.

A. Fine structure in the dimer ESR lineshape

The full spin Hamiltonian for a dimer in a magnetic field, $B_0$, directed along the $z$-axis, expressed in frequency units is

$$
\mathcal{H} = \nu_e (S_{1z} + S_{2z}) + J (S_1 \cdot S_2) + A (S_1 \cdot I_1 + S_2 \cdot I_2) + 
\nu_n (I_{1z} + I_{2z}).
$$

(1)

In this equation, $S_i$ and $I_i$ are the electron and nuclear spins of two donors ($i = 1, 2$) forming a dimer ($I = S = 1/2$ for phosphorus donors); $\nu_e = g \mu_B B_0$ is the electron Larmor frequency ($\sim 9.66$ GHz at a field of 0.346 T), with $g = 1.9985$ being the electron g-factor, and $\mu_B$ the
Bohr magneton; $J$ is the exchange coupling between donors; $A$ is the $^{31}$P hyperfine coupling (117 MHz $\equiv 4.2$ mT); and $\nu_n$ is the nuclear Larmor frequency ($\sim 6$ MHz at a field of 0.346 T).

In the product basis $| S_1 S_2 I_1 I_2 \rangle$, the hyperfine coupling term can be split into a diagonal part $A(S_1 I_1 + S_2 I_2)$ and an off-diagonal part

$$\mathcal{H}_{\text{off}} = A/2(S_1^+ I_1^- + S_1^- I_1^+ + S_2^+ I_2^- + S_2^- I_2^+).$$

Assuming $|\nu_e - J| > A$ (i.e. $J$ far away from $\nu_e$), the off-diagonal part of the hyperfine coupling can be neglected, and $\mathcal{H}$ can be diagonalized analytically\[12\]. The eigenstates and eigenvalues corresponding to this case are displayed in Table I where uppercase letters ($S, T^+, T^0, T^-$) denote the electron singlet and triplet states, while lowercase letters ($s, t^+, t^0, t^-$) denote the nuclear singlet and triplet states. Including the off-diagonal terms (Eqn. 2) results in additional mixing of the eigenstates and second-order shifts to the eigenvalues of order $A^2/|\nu_e \pm J|$ or $A^2/J$ [15].

In an ESR experiment, the only transitions excited are those that flip the electron state ($\Delta M_S = \pm 1$) while preserving the nuclear state ($\Delta M_I = 0$). Therefore, eight ESR transitions are allowed between the twelve levels in Table I. These allowed transitions can be further combined into four pairs of transitions which have identical transition frequencies. Two pairs, $| T^\pm, t^+ \rangle \leftrightarrow | T^0, t^+ \rangle$ and $| T^\pm, t^- \rangle \leftrightarrow | T^0, t^- \rangle$, with the nuclear spins in $| t^+ \rangle$ and $| t^- \rangle$ states, respectively, have their transition frequencies coinciding with the transition frequencies of isolated donors; these transitions are unobservable in our experiments because they overlap with the much stronger transitions from isolated donors (e.g. the two intense lines in Fig. 1(a)). On the other hand, two other pairs, $| T^\pm, s \rangle \leftrightarrow | T^0, s \rangle$ and $| T^\pm, t^0 \rangle \leftrightarrow | T^0, t^0 \rangle$, with the nuclei in $| s \rangle$ and $| t^0 \rangle$ states, respectively, have distinct transition energies and contribute to the central line in the dimer ESR spectrum in Fig. 1(b).

For a given $J$, the corresponding transition frequencies for the $| s \rangle$ and $| t^0 \rangle$ transition pairs are $\nu_e \pm (\sqrt{J^2 + A^2/2} - J/2)[12]$, and thus they are symmetrically positioned around the center $\nu_e$, split by $\sim A^2/2J$. These transitions are plotted as resonant magnetic fields in Fig. 3(a) (solid blue lines) where for easier comparison with the experimental spectra we show $J$ couplings on a vertical axis and the resonant magnetic fields calculated for each $J$ on a horizontal axis. The symmetric positioning of the resonant fields for all $J$’s implies that after summing over the $J$ distribution as in our samples, the resulting ESR line will be symmetric in contrast to the asymmetric line observed in the experiment (Fig. 1). Therefore,
TABLE I. Approximate eigenstates and eigenvalues of the dimer spin Hamiltonian (Eqn. 1), ignoring the off-diagonal terms resulting from the hyperfine coupling (Eqn. 2).

| Eigenstates       | Eigenvalues                          |
|-------------------|--------------------------------------|
| $|T_+,t_+\rangle$  | $\nu_e + J/4 + A/2 + \nu_n$         |
| $|T_+,t_0\rangle, | T_+,s\rangle$                  | $\nu_e + J/4$                     |
| $|T_+,t_-\rangle$  | $\nu_e + J/4 - A/2 - \nu_n$         |
| $|T_0,t_+\rangle$  | $J/4 + \nu_n$                       |
| $|T_0,t_0\rangle, | T_0,s\rangle$                  | $-J/4 + 1/2\sqrt{J^2 + A^2}$     |
| $|T_0,t_-\rangle$  | $J/4 - \nu_n$                       |
| $|T_-,t_+\rangle$  | $-\nu_e + J/4 - A/2 + \nu_n$        |
| $|T_-,t_0\rangle, | T_-,s\rangle$                  | $-\nu_e + J/4$                    |
| $|T_-,t_-\rangle$  | $-\nu_e + J/4 + A/2 - \nu_n$        |
| $|S,t_+\rangle$    | $-3J/4 + \nu_n$                     |
| $|S,t_0\rangle, | S,s\rangle$                   | $-J/4 - 1/2\sqrt{J^2 + A^2}$     |
| $|S,t_-\rangle$    | $-3J/4 - \nu_n$                     |

the asymmetric structure must be an effect of the neglected off-diagonal components in the spin-Hamiltonian (Eqn. 2) that mix the singlet and triplet electron and nuclear eigenstates for those dimers having $J \sim \nu_e$.

To verify this effect, we numerically solved the full spin Hamiltonian $\mathcal{H}$, including the off-diagonal terms. The dotted lines in Fig. 3(a) show the positions of the four transitions near the center calculated for different values of the $J$ coupling. As expected, the analytic approximation that gives a symmetric splitting $\sim A^2/2J$ fails for $J$ near $\nu_e = 9.66$ GHz. Instead, the off-diagonal terms mix the singlet and triplet electron and nuclear eigenstates for dimers, thus introducing the asymmetric splitting in the resonant fields. Specifically, the triplet state $|T_-,s\rangle$ is mixed with the state $|S,t_-\rangle$ when $J$ is close to $\nu_e$ resulting in a doublet.
FIG. 3. (a) Resonant magnetic fields for four central ESR transitions in dimers calculated as function of \( J \) coupling, assuming the microwave ESR frequency of 9.66 GHz as in experiment. Note that \( J \) couplings are shown as a vertical axis and the calculated resonant fields as a horizontal axis. (Solid blue lines) were calculated using the analytical approximation, ignoring the non-diagonal hyperfine terms (Eqn. 2) in the spin Hamiltonian. (Dotted red lines) were calculated numerically, by solving the full spin Hamiltonian \( \mathcal{H} \) including the off-diagonal terms. (b) Simulated ESR spectra for dimers with different \( J \) couplings (indicated on each spectrum). These simulations assume a microwave frequency of 9.66 GHz, an inhomogeneous spectral linewidth of 10 \( \mu \)T and a temperature of 15 K. Other simulation parameters are as defined in Eqn. 1.

transition that is asymmetric about \( \nu_c \). To further illustrate this asymmetric splitting, we show in Fig. 3b the CW ESR spectra simulated using the EasySpin package\textsuperscript{[23]}. The off-diagonal Hamiltonian terms cause an asymmetric splitting of the transitions about the center, with the largest effect seen when \( J \) is close to 9.66 GHz.

Since our sample contains dimers with a broad range of \( J \) values, the final ESR spectrum comprises a sum of the individual spectra for each \( J \), weighted by the probability distribution of \( J \) as shown in Fig. 2. The final simulated CW ESR spectrum is shown in Fig. 4, demonstrating excellent agreement with the experiment in the position of the dimer line and its asymmetric structure. The relative intensity of the low-field sub-structure is
FIG. 4. Comparison of the experimental (a) and simulated (b) CW ESR signals of phosphorus dimers in doped $^{28}$Si. The experimental spectrum was measured at 15 K. The simulated spectrum was calculated for $N_d = 2 \times 10^{16} \text{ cm}^{-3}$, summing the individual spectra over the $J$ distribution function shown in Fig. 2 and assuming $T = 15$ K.

somewhat lower in the simulation as compared to the experiment. This can be ascribed to the inaccuracy of the estimated $J$ distribution function (Fig. 2). An extra splitting observed on the high-field line in the simulated spectrum can be ascribed to the insufficient spectral linewidth which for simplicity was assumed to be identical (10 $\mu$T) for all $J$ couplings in our simulations. Nevertheless, we conclude that the simulations are in good qualitative agreement, and thus we understand the origin of the fine structure of the phosphorus dimer line in $^{28}$Si.

B. $T_1$ and $T_2$ of dimers, and comparison to isolated donors

Pulsed ESR measurements were done with the magnetic field centered on the larger high-field structure in the dimer line ($g = 1.9985$, magnetic field of 345.63 mT in Fig. 4(a)). The spectral bandwidth in our pulsed experiments was 40 $\mu$T, and therefore referring to Fig. 3(a) we infer that dimers with $J > 6$ GHz contributed to the measured relaxation decays, involving all four central transitions, $| T_\pm, s \rangle \leftrightarrow | T_0, s \rangle$ and $| T_\pm, t_0 \rangle \leftrightarrow | T_0, t_0 \rangle$, with
FIG. 5. Hahn echo decays (solid lines) measured on the high-field component of the dimer line in $^{28}\text{Si}$ at $T = 8$ and 10 K, with the respective exponential fits (dashed lines) to extract $T_2$.

The dimer $^{31}\text{P}$ nuclei in $|s\rangle$ and $|t_0\rangle$ states. Furthermore, as seen from the probability distribution of $J$ couplings in Fig. 2, 90% of the signal arises from dimers with $J$ less than about 60 GHz.

Fig. 5 shows typical Hahn echo decays measured at two temperatures. At temperatures below about 8 K the echo decay was distorted at long $\tau > 400\,\mu$s into a non-exponential decay, similar to that observed earlier for isolated donors in this sample[20]. Such non-exponential decays have been shown to arise from echo phase fluctuations caused by magnetic field noise from the magnet[24]. Unfortunately, the number of dimer spins in our sample was too small to use the magnitude detection technique that was shown to counter this field noise[24]. Therefore, the distorted decay at long $\tau > 400\,\mu$s was ignored, and only the initial part of the decay ($\tau \lesssim 400\,\mu$s) was used to extract $T_2$.

The temperature dependence of $T_1$ (stars) and $T_2$ (inverted triangles) for dimers is summarized in Fig. 6 along with the corresponding data for isolated donors (squares and circles), measured in the same $^{28}\text{Si}$ sample. The dimer $T_1$ is identical to that of donors and is therefore controlled by the same Orbach relaxation mechanism[25] in this temperature range. The dimer $T_2$ follows the $T_1$ dependence at high temperatures but then saturates at the level of 3 ms below 8 K. On the other hand, the donor $T_2$ measured using a standard Hahn echo experiment saturates at an order of magnitude shorter $T_2 = 0.3$ ms. The difference is explained by instantaneous diffusion[20] that limits the standard Hahn echo $T_2$ for isolated
FIG. 6. Temperature dependence of $T_1$ and $T_2$ for donors and dimers in $^{28}$Si: (stars) dimer $T_1$, (inverted triangles) dimer $T_2$, (squares) donor $T_1$, (circles) donor $T_2$, and (triangles) donor $T_2$ after suppressing instantaneous diffusion. The donor $T_1$ and $T_2$ data down to 7 K are reproduced from Ref. 20. The lines are guides for eye.

donors to 0.3 ms in a sample with density of $1.6 \times 10^{16}$ cm$^{-3}$. The effect of instantaneous diffusion was removed as discussed in Sec. II, and the “true” $T_2$ of isolated donors is plotted in Fig. 6 as upright triangles. The “true” donor $T_2$ matches the dimer $T_2$, saturating at 3 ms. We have recently shown that the donor $T_2$ at low temperatures (below 8 K) is limited by spectral diffusion due to the dipolar interaction with flip-flopping neighboring donors [16]; it follows from Fig. 6 that the dimer $T_2$ is limited by the same process.

To conclude, we find no evidence of $J$ coupling causing additional $T_1$ and $T_2$ processes between the triplet states, $|T_{\pm},s\rangle \leftrightarrow |T_0,s\rangle$ and $|T_{\pm},t_0\rangle \leftrightarrow |T_0,t_0\rangle$, in dimers with $6 \text{GHz} < J < 60 \text{GHz}$ at temperatures 5-20 K. By measuring the dimer $T_2$ of 3 ms at 5 K and confirming that it is entirely limited by donor flip-flops and thus shows no contribution from $J$-coupling related processes, we can then estimate that $T_2$ of isolated dimers should be in excess of 10 ms at low temperatures.

Pulsed ESR experiments probe only transitions between triplet ($T_0, T_{\pm}$) states, and a singlet ($S$) state remains silent. At first sight, our $T_1$ and $T_2$ data as measured for the triplet
states do not provide any direct information about dynamics involving the singlet state. However the mixing between the $S$ and $T_0$ state ($\sim A^2/J$, as shown above) provides a channel for additional decoherence to be observed by ESR. $T_{(S-T_0)}$ processes cause a leakage of spin population from triplet states to the singlet state; this leakage (if fast on the time scale of our ESR experiment) should directly limit the measured $T_2$ of the triplet states. In experiment, we find that $T_2 = 3$ ms at 5 K is limited by donor flip-flop processes and thus the $T_{(S-T_0)}$ processes contribute insignificantly on this time scale. Therefore, we estimate a lower bound for $T_{(S-T_0)}$ to be longer than 10 ms in our sample, for dimers with $6 \text{ GHz} < J < 60 \text{ GHz}$ at 5 K. Our $T_{(S-T_0)}$ correlates approximately with $T_{(S-T_0)} = 1$–100 ms reported recently from theoretical calculations for a one-phonon (direct) relaxation process in donor dimers with $J = 6$–60 GHz (we note that the calculations assumed a higher magnetic field of 1 T and substantially lower temperature compared to those used in our experiments)[15].

C. ESEEM effects in dimer’s Hahn echo decays

While measuring dimer’s $T_2$, we observed an unusual dependence of the Hahn echo decays on rotation angles of microwave pulses. Fig. 7(a) illustrates the effect by showing a drastic change in the echo decay time when using non-selective (broadband) pulses and changing microwave power of the pulses by only 3 dB (corresponds to $\sim 40\%$ change in rotation angles of the pulses). This sharp dependence of the echo decay on a slight change in pulse power is rather unusual and has never been previously reported. Next, we show that this sharp dependence is a result of electron spin echo envelope modulation (ESEEM) arising from the structure of the dimer line.

ESEEM effects in high-spin electron systems ($S > 1/2$) may arise when non-selective microwave pulses excite multiple electron spin transitions[19, 26, 27]. When these transitions have slightly different resonant frequencies, the spin-populations associated with each transition are interconverted by the non-selective refocusing pulse. This gives rise to a modulation of the echo signal decay, with a modulation frequency determined by the difference between the two excited transition frequencies[19].

As discussed above (Sec. 11A), several transitions, $| T_\pm, s \rangle \leftrightarrow | T_0, s \rangle$ and $| T_\pm, t_0 \rangle \leftrightarrow | T_0, t_0 \rangle$, from each dimer can contribute to the central dimer line. These transitions are split by $\sim A^2/2J$ (if $|\nu_e - J| \gg A$) which is less than 40 \mu T for $J > 6 \text{ GHz}$. This splitting is
FIG. 7. Hahn echo decays for dimers at two different settings of pulse durations and pulse powers: (a and b) Experimental decays measured using non-selective (16 and 32 ns) and selective (256 and 512 ns) microwave pulses, respectively. Two pulse powers (indicated on each trace as an attenuation level from the maximum output power, 1 kW, of the TWT amplifier) were used in each case. With 16-32 ns (256-512 ns) pulses, the microwave power attenuation level 17 dB (40 dB) was selected so as to produce $\pi/2 - \pi$ rotations for isolated donor spins $S = 1/2$. Measurements were done at 9 K. (c and d) Corresponding simulations using the ESEEM model described in the text.

smaller than the excitation bandwidth of our non-selective pulses, 0.5 mT for pulse lengths of 16 and 32 ns used in experiments shown in Fig. 7(a)). Therefore, all four transitions should be excited by our non-selective pulses, and the resulting echo decay should oscillate with their frequency difference $A^2/2J$. Dimers in our sample are present with a broad range of $J$ and therefore with a broad range of oscillation frequencies. The oscillation frequencies from different $J$ can interfere destructively killing the echo signal at long times. This is exactly what is observed in Fig. 7(a) when using non-selective pulses (blue trace). The situation changes when reducing the power by 3 dB (red trace). Now, the destructive interference is not as effective, leaving the echo signal to decay for long times.

To verify our ESEEM-related model we repeated Hahn echo experiments using selective microwave pulses (Fig. 7(b)). The excitation $B_1$ field is set to 35 μT (for 256-512 ns
microwave pulses at 40 dB attenuation) that is smaller or comparable to typical dimer splittings. Therefore, only one of the transitions is selectively excited in each dimer (in practice other transitions are still excited but to a lesser extent than the selected transition), and thus the resulting echo decays should show no (or greatly reduced) ESEEM oscillations. The destructive interference should be greatly suppressed, and the echo signal should last for longer times. Indeed, this is what we find in experiment (Fig. 7(b)); both high and low power traces show comparably long decays and no sharp dependence on microwave power is observed as expected.

Before proceeding to numerical simulations of these ESEEM effects, we need to clarify our choice of microwave powers ($B_1$ fields) in the experiments shown in Figs. 7(a) and (b). For a spin with $S = 1$ as in our dimers, the choice of optimal power (that at given pulse durations produces $\pi/2 - \pi$ rotations and thus a maximal echo signal) depends on whether pulses are selective or non-selective. In case of non-selective pulses that excite both triplet transitions, $|T_+\rangle \leftrightarrow |T_0\rangle$ and $|T_-\rangle \leftrightarrow |T_0\rangle$, the optimal power for the dimer spin ($S = 1$) is the same as for a $S = 1/2$ spin (e.g. isolated donors). On the other hand, in case of selective pulses that excite only one of the triplet transitions, the optimal power should be a factor of 2 smaller (3 dB lower) because the Rabi frequency for $S = 1$ is a factor of $\sqrt{2}$ faster than for $S = 1/2$ (Ref. 21, chapter 6). In our setup, the powers 17 dB (40 dB) for 16-32 ns (256-512 ns) pulses were calibrated such as to produce $\pi/2 - \pi$ rotations (and a maximal echo signal) for isolated donor spins $S = 1/2$. Thus, the power required to achieve $\pi/2 - \pi$ rotations on a dimer selectively or non-selectively were 40 dB or 20 dB, respectively. This calibration procedure allows us to connect the power levels in the experiments with the microwave pulse rotation angle to be used for numerical simulations discussed next.

We numerically simulated the echo signal intensity as a function of $\tau$ for dimers with given $J$, including the magnetic field offset and ESR linewidth as in the experiment. The echo intensity is calculated from the expectation value of $S_y$ traced over the final density matrix $\text{Tr}(U\rho_0U'S_y)$, where $U$ is the time evolution operator for the pulse sequence and $\rho_0 = S_z$ is the pseudo-pure initial density matrix. $U = U_f U_{p2} U_f U_{p1}$, where $U_{p1}$ and $U_{p2}$ are the evolution operators during the pulses, and $U_f$ is a free evolution operator between the pulses. The free evolution operator is $\exp(-i2\pi\mathcal{H}\tau)$, where $\mathcal{H}$ is the spin-Hamiltonian of a dimer (Eq. 1), and $\tau$ is the delay between pulses. The pulse operators are $\exp(-i2\pi(\mathcal{H} + \mathcal{H}_{\text{pulse}})t_p)$, where $\mathcal{H}_{\text{pulse}} = \gamma H_1 S_x$ is the Hamiltonian of the microwave pulse, and $t_p$ is the pulse length.
FIG. 8. Simulated Hahn echo signals for different $J$’s assuming a linewidth of 10 $\mu$T, a magnetic field centered on the high field line of the dimer spectrum and pulse lengths in (a), (b) of 16-32 ns (non-selective pulses) and in (c), (d) of 256-512 ns (selective pulses). The traces are offset for clarity and the zero line for each trace is marked with dashed lines. In (a), pulse power set so that a 16 ns pulse rotates a donor spin by $\pi/2$. In (c), pulse power set so that a 256 ns pulse rotates a donor spin by $\pi/2$. Pulse power in (b) and (d) are set 3 dB lower than (a) and (c) respectively.

Calculations using the full $16 \times 16$ Hamiltonian of a dimer were found extremely demanding of CPU power, especially when taking a large number of time steps and averaging over several parameters. Therefore we sped up the calculation by dividing the full $16 \times 16$ Hamiltonian matrix $\mathcal{H}$ into four $3 \times 3$ matrices (triplet states $S = 1$, one for each out of four nuclear spin states) and four $1 \times 1$ matrices (singlet state $S = 0$). We numerically confirmed that the mixing between these matrices is negligible during the spin evolution (less than 0.1%), and therefore each matrix can be evaluated independently. Only two $3 \times 3$ matrices need to be evaluated for the 6 dimer eigenstates involved in the central dimer line. The echo signal is calculated by integrating the echo intensity over a window of 800 ns centered on $2\tau + t_{p1}$,
similar to the experiment. The simulated traces were averaged over the inhomogeneous ESR linewidth by including a term $\gamma \Delta H S_z$ in $\mathcal{H}$, where $\Delta H$ is an offset magnetic field as seen by a dimer in the ensemble due to inhomogeneity (a Gaussian linewidth of 10 $\mu$T was assumed as found in CW ESR simulations).

The representative results of our simulations for $J = 4$–20 GHz are shown in Fig. 8. ESEEM oscillations are observed in all cases, including non-selective and selective pulses and also large and small pulse rotation angles (pulse powers). The oscillation frequency scales proportionally to $A^2/2J$ as expected. The oscillation amplitude is most pronounced when using non-selective pulses in combination with large rotation angles (Fig. 8(a)). The oscillations span the full amplitude range, cross zero and invert the signal to negative. The oscillation amplitude is suppressed by a factor of 2 when using smaller rotation angles (Fig. 8(b)). An important improvement with smaller rotations is that the echo traces contain a non-oscillatory (i.e. zero frequency) component. The ESEEM oscillations are further suppressed with selective pulses (Fig. 8(c and d)), as expected because only one of the triplet transitions is selectively excited. Further, the selective pulses at both rotation angles produce a non-oscillatory component in the echo trace.

To calculate the echo signal trace for the dimer ensemble in our silicon crystal we sum up traces like in Fig. 8 over the $J$ coupling distribution shown in Fig. 2. The broad distribution of $J$ couplings implies a broad distribution of ESEEM frequencies. When summed up over this distribution, the oscillating components of the echo signals should average to zero (because of a destructive interference between different frequencies) and only the non-oscillatory components should survive. The summation results are shown in Fig. 7(c and d). The resulting curves qualitatively correlate with the experimental results. In particular, for non-selective pulses and using large rotation angles, the simulated trace decays quickly to zero within the first two microseconds similar to the experiment at 17 dB attenuation. Other traces, including non-selective pulses with small rotation angles and selective pulses at both rotation angles, show a strong signal over a long time range. The residual oscillations seen in all simulated traces are possibly an artifact of averaging over the $J$ distribution (the noise level in the experiment is higher than any of the predicted oscillations). Thus, our simulations confirm that the fast decay of the echo at short $\tau$’s in some experiments is an artifact associated with ESEEM that arises from non-selectively exciting both $| T_+ \rangle \leftrightarrow | T_0 \rangle$ and $| T_0 \rangle \leftrightarrow | T_- \rangle$ transitions of dimers. To remove this artifact and measure the true dimer
$T_2$ decays (as shown in Fig. 5) requires using selective pulses.

IV. CONCLUSION

We have resolved a new fine structure in the ESR spectra of exchange coupled phosphorus dimers in $^{28}$Si. This fine structure had not been observed in previous experiments because of the significant inhomogeneous ESR linewidth caused by the presence of $^{29}$Si nuclei in natural silicon samples. We have shown through numerical simulations that this fine structure is a result of singlet-triplet state mixing due to the interplay of the exchange, hyperfine and Zeeman energy, averaged over the broad $J$ distribution of dimers in doped silicon crystals.

We have also measured the $T_1$ and $T_2$ for triplet state transitions in dimers. The $T_2$ experiment is complicated by the presence of ESEEM effects that depend on pulse lengths and powers. By appropriate choice of pulse parameters, we were able to suppress the ESEEM effect and measure the relaxation times finding them to be identical to those of isolated donors. Thus, we find that spin relaxation among the triplet states in dimers with $6 \text{ GHz} < J < 60 \text{ GHz}$ at $5 \text{ K}$ is not affected by the presence of $J$ coupling at least on time scales up to $10 \text{ ms}$. While we were not able to observe the singlet-to-triplet transitions in dimers directly, we were able to estimate that $T_{(S-T_0)}$ between singlet and triplet states in dimers must be longer than $10 \text{ ms}$ for dimers with $6 \text{ GHz} < J < 60 \text{ GHz}$ at $5 \text{ K}$. This result implies that charge noise is not a significant source of decoherence for exchange coupled dimers with this range of coupling strengths in bulk silicon on the $10 \text{ ms}$ timescale. The situation might change for more weakly coupled dimers. Moreover, dimers near an interface between silicon and silicon dioxide may be more sensitive to interface defects and charges, as demonstrated for isolated donors[28]. Future work will need to investigate the limits on decoherence of dimers near an interface though recent experiments on single dimers suggest that these might not be significant[17].

Appendix: $J$-coupling distribution for dimers in a silicon crystal with donor concentration of $2 \times 10^{16} \text{ cm}^{-3}$

Calculations of the $J$ coupling distributions in phosphorus doped silicon crystals have been previously reported in Ref. [12, 29, 31] We adapted the previously used methods to
calculate the $J$ distribution for the donor density used in our experiments. We use a Monte-Carlo technique by repeatedly and randomly positioning dopants in a given volume. For a donor density $N_d$, the side of a cube containing on average one donor is $L = 1/N_d^{1/3}$. We simulate a silicon lattice cube of $5L \times 5L \times 5L$ volume which contains on average 125 donors. Since the donors are distributed uniformly, the number of donors in the cube is a Poisson random variable with mean 125. Assuming one of the donors to be at the origin, in each iteration we generate a random number of dopants from a Poisson process with mean 124. The donors are placed according to a uniform distribution, randomly on the silicon lattice (an FCC lattice with two point basis (000), $a/4(111)$; lattice constant $a = 5.43 \, \text{Å}$ [32]).

For each donor configuration, we calculate $J$ couplings between the donor at the origin and all other donors. The expression for exchange coupling, given in the Heitler-London formalism, is taken from Ref. [12]. Similar expressions taking into account the oscillatory dependence of $J$ coupling on donor-to-donor distance were also published in Refs. [29] and [33]. The donor whose $J$ coupling is maximum is assumed to form a dimer pair with the donor at the origin. In addition, we take into account the possibility of forming trimers and higher order clusters. Thus, we ignore the dimers where the second donor in the pair is more strongly coupled to a third donor. Further, we ignore dimers in which either donor in the pair is coupled to a third donor with a $J$ greater than 1 MHz. The 1 MHz threshold was chosen since a coupling of this strength would result in a dimer ESR signal splitting greater than the ESR linewidth observed in our experiment. On average, for $N_d$ less than $4 \times 10^{16} \, \text{cm}^{-3}$ we found that less than 10% of a million iterations were ignored, implying that about 10% of the donors form trimers or higher order clusters.

The extremely broad range of $J$ values resulting from these calculations is best displayed by calculating the probability density of $\log(J)$. The result is shown in Fig. [9] for a density of $2 \times 10^{16} \, \text{cm}^{-3}$ with $J$ coupling in dimers ranging from $10^{-10}$ Hz to $10^{13}$ Hz. The calculated $J$ distribution is in agreement with the results in Ref. [12]. Of this broad distribution of $J$, only the small number of dimers with $J \gg A = 117 \, \text{MHz}$ ($\log_{10}(J) > 8$) contribute to the center dimer line in the ESR experiment. The probability density function for these dimers is shown in Fig. [2].
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