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Abstract. The local mean decomposition method is effective in analyzing non-linear and non-stationary data, and it is suitable for the detection of power quality disturbance signals. The endpoint effect caused by the method is studied, and the original method is improved for the problem that the disturbance signal cannot be accurately located. An improved Local Mean Decomposition (ILMD) method is proposed. ILMD uses cubic spline interpolation instead of smoothing to obtain local mean function and envelope estimation function. Radial Basis Function (RBF) neural network is used to extend the information at both ends of the data, which improves the endpoint effect. Combined with Hilbert transform, the instantaneous frequency of power quality disturbance signal can be more accurately calculated. The improved method is also applicable to disturbance signals with weak periodic law, and has less requirement for disturbance signal conditions and universal applicability. The effectiveness of ILMD is validated by simulation examples and the measured data of voltage signal at low voltage side of 35kV bus transformer in a wind farm.

1 INSTRUCTION

With the technological innovation, the development of distributed generation is in full swing. However, the power quality problems caused by distributed generation cannot be ignored. Due to the need for fast and accurate detection and analysis of disturbance signals in power quality control of distributed generation grid-connected, power quality disturbance has been paid more and more attention. Current detection methods mainly include S-transform, wavelet transform, fractal theory and Hilbert Transform (HT).

There are still many problems that need to be solved urgently. For example, the unnecessary information of S-matrix obtained by S-transform will interfere with or even hide the disturbance characteristics, which will lead to bad influence on the accuracy of signal recognition [1-2]. In addition, if the fitness of the basis function or the decomposition scale is not appropriate in wavelet transform, it cannot ensure that the best results can be obtained, and when the frequency is small, it is easy to make mistakes [3]. Compared with HT, HT is more mature. At first, the complex signal is decomposed into intrinsic mode function (IMF) by empirical mode decomposition, and then the frequency and amplitude of each IMF are calculated by HT. The perturbation information of the position of the sudden change point can be obtained by analyzing the corresponding data. HT has good adaptability and can be applied in many extreme cases. However, its shortcomings lie in end distortion, mode aliasing, false components and other related drawbacks [4].

Because of the limitation of the method, Smith and other scholars have studied and published the Local Mean Decomposition (LMD) [5], which has the same signal decomposition mode as HT. Comparatively speaking, the iteration frequency of product function component (PF) obtained by LMD decreases, and the accuracy of amplitude and frequency increases. However, LMD algorithm has its own shortcomings. Its instantaneous frequency is limited by the extreme value of the function, so it can not accurately locate the disturbance signal. In addition, the local mean and envelope estimation functions obtained by the smoothing moving method can easily affect the accuracy of data information at both ends, resulting in endpoint effect.

Therefore, based on the research of LMD, this paper proposes an improved Local Mean Decomposition (ILMD). ILMD uses Radial Basis Function (RBF) to mirror the symmetric extension of data to improve the endpoint effect of the data. The cubic smoothing method is used to replace the local smoothing method to obtain the local mean and envelope estimation function. ILMD uses HT to obtain the instantaneous frequency of the signal. The reasonable validity of ILMD is demonstrated by simulation examples and measured data.

2 Analysis of Distributed Power Quality Disturbance Signals

The access of distributed power sources, such as photovoltaic and wind power, not only brings impact and asymmetric loads, but also changes the power flow of distribution network, and produces harsh problems such
as harmonics. Temperature, illumination intensity and uniformity have a deep impact on the output power of photovoltaic cells. Large changes in wind conditions will cause fluctuations in the output power of wind turbines. Therefore, grid-connected wind and photovoltaic systems are prone to voltage fluctuations and flickers. In addition, when wind power is connected to the grid, the maximum probability of start-up operation of constant speed induction wind turbines will cause serious voltage sags. Moreover, since the distributed power source is usually at the end node of the distribution network and is close to the load, the reactive power of the output will cause the load node voltage to shift in an unequal manner. With the deepening of the research on power quality of distributed generation, the detection and analysis of disturbance signal as an important part of optimal governance has been paid more attention. In view of the main consequences of distributed generation access, such as voltage deviation and voltage fluctuation, this paper selects three aspects of voltage sag, voltage fluctuation and frequency offset for simulation analysis.

3 The Basic Theory of LMD

LMD actually uses the iterative algorithm according to the envelope characteristics of the signal itself, and decomposes the original data's frequency modulation and envelope signal data from the original disturbance signal in the order of frequency decrement, and then the corresponding product of the two. This is the PF component, which is the time-frequency distribution of the original component [6]. Figure 1 illustrates the detailed decomposition process of the original data.

\[
\text{Begin} \quad i=0; u_i(t)=x(t) \quad i=i+1, n=1
\]

Finding out the local mean point \( n_i \) of \( u_i(t) \) and calculating the average value of any two extreme points, \( m_i=(n_i+n_{i+1})/2 \)

Smoothing the adjacent extreme point \( m_i \) to obtain the local mean function \( n_i(t) \)

Calculating envelope estimates, \( a_1=\frac{n_i-n_{i+1}}{2} \)

Enveloping estimation function \( a_{i+1}(t) \) for smoothing adjacent \( a_i \)

Separating the local mean function \( m_{i+1}(t) \) from the signal \( u_i(t) \) and obtaining the signal \( h_{i+1}(t)=u_i(t)-m_{i+1}(t) \)

Dividing \( h_{i+1}(t) \) by the envelope estimation function \( a_{i+1}(t) \) to obtain the frequency modulated signal \( s_{i+1}(t)=h_{i+1}(t)/a_{i+1}(t) \)

Whether \( s_{i+1}(t) \) is a pure frequency modulation function

\[
\text{End} \quad \text{Yes} \quad \text{No}
\]

Fig.1. Flow chart of the LMD decomposition

Repeating the process can obtain the envelope estimation function \( a_{i+1}(t) \), where the premise of the iterative cutoff is:

\[
\lim_{n \to \infty} a_{i+1}(t) = 1
\]

The envelope signal \( a_1(t) \) is obtained by multiplying the envelope estimation function obtained in the iterative process.

\[
a_1(t) = a_{i+1}(t) \cdot a_{i+2}(t) \cdots a_{in}(t)
\]

The product of the frequency modulated signal \( S_{i+1}(t) \) and the envelope signal \( a_1(t) \) is obtained to calculate the first PF component of the original signal \( u_i(t) \), which is set to \( PF_1(t) \).

\[
PF_1(t) = a_1(t) \cdot S_{i+1}(t)
\]

The PF \( PF_i(t) \) is separated from the original signal to obtain the signal \( h_i(t) \).

\[
h_i(t) = u_i(t) - PF_1(t)
\]

The above steps are repeated \( k \) times, and the cutoff condition is that \( h_k(t) \) is a monotonic function. Furthermore, the original signal consists of two parts, \( h_k(t) \) and PF.

\[
u_i(t) = \sum_{j=1}^{k} PF_j(t) + h_k(t)
\]

4 Power quality disturbance detection based on ILMD

4.1. Endpoint effect analysis and processing

At the beginning of LMD design, local mean and envelope estimation functions and corresponding curves were obtained by smoothing moving method, and local extreme point information of data was required to be obtained accurately. The problem encountered in the actual operation is that the two endpoints of the data information are not local extreme points, so it is impossible to identify and obtain the necessary characteristic parameters for the algorithm. If neglected, the data deviation will be caused, and the iteration of the algorithm will disturb all the data information [7]. Therefore, to improve the endpoint effect, the accuracy of endpoint extreme value information must be guaranteed.

ILMD uses cubic spline interpolation instead of smooth movement to fit, and RBF neural network method is used to predict the first and last two places of data, obtain the extreme value at the end of data, and then carry out mirror symmetric continuation for data. By processing a section of data and comparing them before improvement, as shown in Figure 2, the results show that the phenomenon of the end-point flying wing at the end of the first and second components of the improved data information can be alleviated, the signal characteristics tend to be stable, and the range of change of the first PF component also converges between -1 and -1.5, and the end-point effect has been greatly improved. In addition, the protrusion of the third PF component end in the figure is significantly less than that before RBF prediction, which indicates that ILMD does improve the endpoint effect better.
ILMD abandons the smooth moving method in LMD, and uses the Mirror symmetric extension method based on RBF to improve the endpoint effect. The cubic spline interpolation method is used to obtain the local mean function and envelope estimation function, and the Hilbert transform is used to obtain the corresponding amplitude-frequency characteristics. The specific flow chart of the method is as follows:

1) Based on the established original data section, the RBF method is used to predict the data segment needed by the two ends of the segment.

2) The extreme point information at both ends of the original function is obtained from the predicted data.

3) Based on the data of the first RBF prediction, the mirror symmetric continuation method is adopted to continue processing outward. The "mirror" is embedded in the position of extreme points at both ends of the data, and the information of extreme points at both ends of the virtual image with the smallest distance in the "mirror" is acquired at the same time.

4) Cubic spline interpolation is used to decompose the predicted and extended data. Here the condition of termination of iteration is changed from "l" to $1-\Delta \approx a_{1l}(t) \equiv 1+\Delta$, where $\Delta=0.0001$, which can reduce the number of iterations.

5) In the data after decomposition operation, the data fragments predicted by RBF and extended by mirror symmetry are discarded, and only the part consistent with the length of the original data fragments is retained. The decomposition data obtained in this part of the operation is the data needed for analysis.

6) Finally, the corresponding instantaneous frequency information of the above PF components is obtained and analyzed by Hilbert transform.

This method solves the problem of poor positioning accuracy inherent in the original LMD because the instantaneous frequency of disturbance signal is limited by the extreme value. At the same time, ILMD also plays an excellent mitigation role in the end effect. The experimental results show that this method has a good effect.

5 Example simulation

5.1. Voltage sag

The mathematical model of voltage sag is as follows:

$$u(t) = U_m \left(1 + a \times (e(t-t_1) - e(t-t_2)) \right) \sin(2\pi ft) \quad (6)$$

The value of the coefficient $a$ is $[0.1, 0.9]$, and in the sag model should be 0.55, the value of $t_1$ is 0.11 s, the value of $t_2$ is 0.04 s, and the noise ratio is 0.04. Wavelet denoising is used to process the voltage signal, and then the ILMD method is used to analyze the voltage sag signal. The decomposition diagram is shown in Figure 3. Figure 4 shows the instantaneous frequency and amplitude.

Fig.2. Comparison of improvement effect

Fig.3. Decomposition image of voltage sag

It can be seen from the results in Fig.4 that the instantaneous frequency of the first PF component does not change significantly, and the start and end times of the PF1 transient amplitude sag are 0.039s and 0.109s. From this, it can be concluded that the analysis and detection results of the voltage dip signal by ILMD are practical and feasible.
5.2. Voltage flicker

The mathematical model of voltage flicker is as follows:

\[ u(t) = U_\mu \sin(2\pi ft) \left[ 1 \pm \frac{1}{2} \times \frac{\Delta u}{u} \sin(2\pi \Delta f) \right] \]  

(7)

Where, \( f \) is 50 Hz, \( \Delta u \) represents voltage fluctuation, and \( \Delta f \) represents frequency fluctuation, which is 8.8 Hz. The voltage flicker signal is processed by wavelet noise reduction, and then the flicker signal is analyzed by the above ILMD method, so that the decomposition result can be obtained as shown in Fig. 5. As shown in Figure 6, the instantaneous frequency and amplitude are obtained.

\[ u(t) = a \times \left[ \varepsilon(t-t_1) - \varepsilon(t-t_2) \right] \sin(2\pi \Delta f t) \]  

(8)

In the formula, the value of \( a \) is set to 0.3, and \( \Delta f \) represents the offset of the frequency, and its value is set to 5 Hz, wherein the time parameter \( t_1 \) is 0.12 s, \( t_2 \) is 0.03 s, and the frequency offset decomposition is as shown in Fig. 7.

Fig. 5. Decomposition image of voltage flicker

It can be seen from the decomposition result of Fig. 6 that the instantaneous frequency of the PF1 component of the voltage flicker signal eventually tends to be 0.051 Hz, and there is no periodic fluctuation, and the fluctuation range of the instantaneous amplitude of the flicker signal is [0.8, 1.2]. Therefore, the results show that the decomposition of voltage flicker by the ILMD method is satisfactory and practical.

Fig. 6. Decomposition information of voltage flicker

5.3. Frequency offset

The mathematical model of Frequency offset is as follows:

\[ u(t) = a \times \left[ \varepsilon(t-t_1) - \varepsilon(t-t_2) \right] \sin(2\pi \Delta f t) \]  

In the formula, the value of \( a \) is set to 0.3, and \( \Delta f \) represents the offset of the frequency, and its value is set to 5 Hz, wherein the time parameter \( t_1 \) is 0.12 s, \( t_2 \) is 0.03 s, and the frequency offset decomposition is as shown in Fig. 7.

Fig. 7. Decomposition image of frequency offset

Fig 8 is the instantaneous frequency and amplitude of the frequency offset signal as determined by the ILMD method.
(2) Instantaneous amplitude of frequency offset

Fig. 8. Decomposition information of frequency offset

The decomposition information in Fig. 8 indicates that the instantaneous time at which the instantaneous frequency of the frequency offset signal is suddenly changed is 0.030s, 0.119s, and the instantaneous amplitude of the PF1 component periodically changes within the interval [0.12, 0.50]. Therefore, the results show that the decomposition of the voltage-frequency offset signal by the ILMD method is satisfactory and feasible.

Table 1. Results of disturbance detection.

| Disturbance type | Disturbance positioning | Theoretical LMD[8] | ILMD |
|------------------|-------------------------|-------------------|------|
| Voltage sag      | Starting time/s         | 0.040             | 0.038| 0.039 |
|                  | Termination time/s      | 0.110             | 0.112| 0.111 |
| Voltage flicker  | Starting time/s         | 0.850             | 0.846| 0.848 |
|                  | Termination time/s      | 1.200             | 1.194| 1.196 |
| Frequency offset | Starting time/s         | 0.029             | 0.031| 0.030 |
|                  | Termination time/s      | 0.120             | 0.118| 0.119 |

Table 1 shows the results of power quality disturbance signal detection. As can be seen from Table 1, this method has better positioning ability and better accuracy than the original LMD. This method can also be used to detect and analyze other power quality disturbance signals.

6 Analysis of measured data

This paper takes a disturbance data parameter of low voltage side of 35 kV bus transformer of a wind power plant in Henan as an example to analyze. The sampling frequency is 1000 Hz. The distortion of phase A voltage signal is relatively bad. Fig. 9 is the voltage data of this section. The actual measured voltage data of this section is detected and decomposed by ILMD method. From the spectrum analysis, as shown in Fig. 10, this part of the voltage data mainly contains. There are three or four harmonics, and the decomposition results are shown in Fig. 11. Figure 12 shows that the instantaneous frequency of the PF1 component of phase A voltage decomposition is higher harmonic, and the results are in good agreement with the spectrum analysis. From Figure 12, it can be concluded that the total time of voltage sag in this part of data is 0.061 s and 0.142 s. The instantaneous amplitude of PF1 in Figure 13 shows that the high frequency information fluctuates obviously at 0.061 s and 0.142 s at all times. In addition, the range of low frequency voltage amplitude can be seen from PF3 image as [0.5, 2]. The results of all the analysis images show that the power quality disturbance analysis method of ILMD is practical, and the results of analysis and detection are accurate and feasible.
In this paper, the advantages and disadvantages of various power quality disturbance detection methods are analyzed, and LMD method is improved partially. In particular, the cubic spline difference method is used to replace the smooth moving method in the process of local mean fitting, and the cubic spline difference method is used to calculate the local mean and envelope estimation function. On this basis, the RBF mirror symmetric continuation method is used to improve the endpoint effect, combined with HT. After the instantaneous frequency of power quality disturbance signal is calculated, the shortcoming of inadequate positioning ability of the original method is then avoided. The practical feasibility of ILMD method is verified by using MATLAB simulation examples and measured data analysis, which proves that the accuracy of ILMD method in this paper is higher than that of the original method.
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7 Conclusion

In this paper, the advantages and disadvantages of various power quality disturbance detection methods are analyzed, and LMD method is improved partially. In particular, the cubic spline difference method is used to replace the smooth moving method in the process of local mean fitting, and the cubic spline difference method is used to calculate the local mean and envelope estimation function. On this basis, the RBF mirror symmetric continuation method is used to improve the endpoint effect, combined with HT. After the instantaneous frequency of power quality disturbance signal is calculated, the shortcoming of inadequate positioning ability of the original method is then avoided. The practical feasibility of ILMD method is verified by using MATLAB simulation examples and measured data analysis, which proves that the accuracy of ILMD method in this paper is higher than that of the original method.