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Abstract

The open-set text recognition task is an emerging challenge that requires an extra capability to cognize novel characters during evaluation. We argue that a major cause of the limited performance for current methods is the confounding effect of contextual information over the visual information of individual characters. Under open-set scenarios, the intractable bias in contextual information can be passed down to visual information, consequently impairing the classification performance. In this paper, a Character-Context Decoupling framework is proposed to alleviate this problem by separating contextual information and character-visual information. Contextual information can be decomposed into temporal information and linguistic information. Here, temporal information that models character order and word length is isolated with a detached temporal attention module. Linguistic information that models n-gram and other linguistic statistics is separated with a decoupled context anchor mechanism. A variety of quantitative and qualitative experiments show that our method achieves promising performance on open-set, zero-shot, and close-set text recognition datasets.

1. Introduction

Text recognition is a well-studied task and has been widely applied in various applications [7]. Most existing text recognition methods assume characters in the testing set are covered by the training set. Moreover, consistency of contextual information between the training set and the testing set is also assumed. These methods are not adaptable to recognize unseen characters without retraining the model. However, as the language evolves, novel ligatures (e.g., rare characters, emoticons, and foreign characters) can be frequently used in a region during a certain period. For example, foreign characters can be seen frequently in scene text images as a result of globalization. Hence, it is unfeasible if the model needs to be retrained whenever a “new character” emerges. This task is defined as the open-set text recognition task [23], as a specific field of open-set recognition [33] and a typical case of robust pattern recognition [54]. Currently, a few visual-matching-based text recognition methods are capable to recognize novel characters in text lines [16, 23, 52].

However, these open-set text recognition methods tend to be affected by contextual information captured from the training set. This phenomenon can be seen in the salience map (Fig. 1)¹, and is also observed in [41]. In such cases, feature representation for each character is always mixed with linguistic information. This could benefit close-set scenarios where the contextual information bias between training and evaluation is negligible, as some characters (e.g. ‘0’ and ‘O’) are hard to separate only by character visual information (glyph shapes). However, under open-set scenarios, contextual information could be severely biased from the training set. Consequentially, existing models may mistakenly “correct” a character into a wrong one that fits “better” in the context according to the training set [41].

To alleviate the impact of contextual information over open-set text recognition, we propose a character-context decoupling framework allowing explicit separation of character visual information and contextual information. Con-
textual information is further decomposed into temporal information and linguistic information. In general, temporal information models the number and order of characters in a word, while linguistic information models n-gram and other linguistic statistics. Accordingly, a Detached Temporal Attention module (DTA) is introduced to model temporal information and isolate it from visual features. Also, a Decoupled Context Anchor mechanism (DCA) is proposed to “explain away” the linguistic information from character visual information. In summary, our framework reduces the confounding effect of training-set contextual information on visual features, making it less vulnerable to the intractable contextual information bias under open-set scenarios.

The main contributions of this paper are summarized as follows:

1. Proposing a Character-Context Decoupling Framework that improves word-level open-set text recognition by reducing the effect of contextual information on the visual representation of novel characters in word-level samples.

2. Proposing a Detached Temporal Attention module that reduces the impact of temporal information over the visual feature extractor.

3. Proposing a Decoupled Context Anchor mechanism that enables the separation of linguistic information from the visual feature extractor.

2. Related Work

Open-set text recognition, as a specific field of open-set recognition [13,33], is a task that requires the model to recognize testing-set words that may contain novel characters unseen in the training set [23]. A few methods [23,52] have been proposed to address this task. Wan et al. [52] proposed to match the visual features of the word image with the glyph image, and to sample the matching results with a class aggregator. Their method does not scale well on large-scale character sets due to the size growth of the glyph images and the similarity maps. On the other hand, OSOCR [23] generates class centers from individual glyphs with a ProtoCNN and matches the class centers with serialized visual features of the word image. The character-based prototype generating design allows reducing the training cost by mini-batching the label set, thus can be applied to larger label-sets. However, these methods [23,52] do not provide effective approaches to separate contextual information, limiting the performance of open-set word-level recognition. Impacts of contextual information are also studied in [41], which suggests that RNN-free methods are also prone to contextual information bias. Hence, we propose a framework that decouples and isolates contextual information from character visual information to improve open-set visual-matching accuracy.

The conventional close-set text recognition tasks can be considered as a special case where the testing set has zero novel characters. In most conventional text recognition methods [3,8,12,20,34,44,48,55], class centers are mostly modeled as weights in linear classifiers, while visual information and contextual information are modeled together without explicit separation. Recently, more methods opt to adopt dedicated post-processing fashioned modules [11,49] to model contextual information.

The zero-shot character recognition task is another special case of open-set text recognition. Many methods [4,6,16,43,45] propose to encode each character with a unique structural representation (e.g., radical or stroke sequences) for prediction. Recently, a few methods demonstrate capabilities for Korean character recognition [6] and whole word recognition [16]. Despite performing reasonably well with large label sets, these methods require language-specific structural representations of characters, thus limit them to corresponding languages. In contrast, structure-free methods like [1,23] only require a template from a font (or a printed sample) for each character. This approach benefits scenarios where little prior knowledge of character composition can be given, for example, ancient writings of the Oracle characters. Our method follows the structure-free scheme and further achieves reliable word recognition capability by introducing character-context decoupling.

3. Proposed Method

In this work, we propose a character-context decoupling framework (shown in Fig. 2) to reduce the impact of contextual information bias under open-set scenarios, by separating and isolating character visual information and contextual information with the Detached Temporal Attention module and the Decoupled Context Anchor mechanism. The framework and its optimization are first formulated in Section 3.1. Then, a detailed explanation of the less intuitive Decoupled Context Anchor mechanism is presented in Section 3.2. Finally, the Open-set Character-Context Decoupling network (OpenCCD) is given as an example implementation of our framework in Section 3.3.

3.1. Character-Context Decoupling Framework

The framework takes a sample (word-level image) $img$ and a character set $E$ as input, and outputs the predicted word $\hat{y} = (\hat{y}_{[0]}, ..., \hat{y}_{[l]})$ with the maximum probability given the sample and character set,

$$\hat{y} = \arg \max_y P(y|x, E; \theta),$$

where $x$ is the visual feature representation of all characters in the sample. We omit the $E$ and $\theta$ in the following part for writing convenience. In our framework, we expand $P(y|x)$ with a predicted length $l$, using the law of total probability,

$$P(y|x) = \sum_{l=1}^{maxL} P(l|x)P(y|x, l),$$

where
where \( \text{maxL} \) is the maximum length of a word. Different from most existing text recognition frameworks using end-of-speech [35, 44], segmentation [21, 40], or blanks [9, 34] to handle lengths, our framework explicitly predicts the length. \( P(y|x, l) \) can be further decomposed to contextual prediction and visual prediction via the proposed Decoupled Context Anchor mechanism (detailed in Section 3.2),

\[
P(y|x, l) = \prod_{t=1}^{l} P(y[t]|x[t]) \prod_{t=1}^{\text{len}} P(y[t]|c) P(c|x, l).
\]

(3)

Here, \( c \) is the common “context” (linguistic information) of characters, \( x \) models the visual information of all characters in the input image, and \( x[t] \) corresponds to the character visual information of the \( t \)th character. Hence, the optimization goal would be maximizing the log-likelihood \( \log P(y^*|x) \) of the ground truth label sequence \( y^* \),

\[
\log P(y^*|x) = \log(\sum_{l=1}^{\text{maxL}} P(l|x)P(y^*|x, l))
\]

(a)

\[
= \log P(l^*|x) + \log P(y^*|x, l^*)
\]

\[
= \log P(l^*|x) + \sum_{t=1}^{l^*} \log(\sum_{c \in C[t]} P(y[t]|c) P(c|x, l^*))
\]

\[
+ \sum_{t=1}^{l^*} \log(\int_{c \in C(t)} P(y[t]|c) P(c|x, l^*))
\]

\[
= - (L_{\text{len}} + L_{\text{vis}} + L_{\text{ctx}}),
\]

where \( L_{\text{len}} \), \( L_{\text{vis}} \), and \( L_{\text{ctx}} \) are the corresponding cross-entropy losses of the three loglikelihood terms. Step \( (a) \) holds because the correct label can only be predicted when the length is correctly predicted.

### 3.2. Decoupled Context Anchor Mechanism

In this work, we propose a Decoupled Context Anchor mechanism to model and separate the effect of linguistic information \( c \) over character \( y[t] \) at each timestamp \( t \).

**Assumption 1 (A1)** We assume the linguistic information functions as a common-cause of the input visual information and the prediction outputs at all timestamps (See Fig. 3). We model the sample image as a “rendered” result of the label \( y \). Also, we assume the label (words) is generated according to linguistic information \( c \), making the label \( y \) a causal result of \( c \). Hence, linguistic context \( c \) and the character-level visual information \( x[t] \) are the only two direct factors affecting the probability of \( y[t] \) at timestamp \( t \),

\[
P(y[t]|x[t], x, y[t-1]...y[0], l, c) = P(y[t]|x[t], c),
\]

(5)

**Assumption 2 (A2)** The shape (character visual information) of a character and its context (linguistic information)
are independent given the character $y_{[t]}$, i.e.,
\begin{align}
P(x_{[t]} | y_{[t]}, c) &= P(x_{[t]} | y_{[t]}) \\ \iff P(x_{[t]} | c, y_{[t]}) &= P(x_{[t]} | y_{[t]})P(c | y_{[t]}).
\end{align}

This assumption implies that the linguistic information does not affect the “style” (font face, color, background, etc.) of the word, which generally holds in most synthetic datasets where styles and contents are randomly matched.

**Theorem 1: The Anchor Property of Context**

Given assumption A1, the probability of a predicted word $y$ given image $x$ and its length $l$, $P(y | x, l)$, can be written as the product of the “anchored predictions” of all timestamps, i.e.,
\begin{equation}
P(y | x, l) = \prod_{t=1}^{l} \int_{c \in C_{[t]}} P(y_{[t]} | x_{[t]}, c)P(c | x, l),
\end{equation}
and the proof is detailed in Appendix A. Here, the integral term can be interpreted as an ensemble of “anchored prediction” $P(y_{[t]} | x_{[t]}, c)$ over all possible contexts $c$, which is similar to the hidden anchor mechanism [15]. Hence, we call this theorem the anchor property of context.

**Theorem 2: The Separable Property of Linguistic Information and Character Visual Information**

Given Assumption A2, the effect of character visual information over the label $P(y_{[t]} | x_{[t]})$ and the effect of linguistic information $P(y_{[t]} | c)$ is separable from contextual prediction $P(y_{[t]} | x_{[t]}, c)$,
\begin{equation}
P(y_{[t]} | x_{[t]}, c) \propto \frac{P(y_{[t]} | x_{[t]})P(y_{[t]} | c)}{P(y_{[t]})}.
\end{equation}
Here, $P(y_{[t]} | x_{[t]})$ represents the predicted probability of $y_{[t]}$ with regard to character visual information $x_{[t]}$, $P(y_{[t]} | c)$ models the effect caused by linguistic information, and $P(y_{[t]})$ models the character frequency on the training set. The proof of this theorem is given in Appendix C. This theorem suggests that the effect of character visual information and linguistic information over the prediction can be explicitly separated under specific conditions.

Intuitively, $P(y_{[t]} | c)$ “explains away” [47] the linguistic information from the visual-based prediction $P(y_{[t]} | x_{[t]})$, This behavior happens in the backpropagation pass of our framework during training, where the gradients of $L_{ctx}$ and $L_{vis}$ are accumulated to update the feature extractor. This is the reason that $L_{ctx}$ needs to be backpropagated, and also makes $L_{ctx}$ a regularization term, in terms of enforcing certain properties of the network via backpropagation. This property differentiates it from the “look-twice” mechanisms [11,49] that cut gradients.

**Theorem 3: Decoupled Context Anchor Mechanism**

Combining Theorem 1 and Theorem 2, we have the Decoupled Context Anchor mechanism,
\begin{equation}
P(y | x, l) = \prod_{t=1}^{l} P(y_{[t]} | x_{[t]}) \prod_{t=1}^{l} \int_{c \in C_{[t]}} P(y_{[t]} | c)P(c | x, l).
\end{equation}

Proof of this theorem can be found in Appendix B. The mechanism further allows explicit separation of linguistic information and character visual information on the word level, which provides a way to model and separate linguistic information learned on the training set, resulting in a feature extractor focusing more on character visual information and less affected by the training set linguistic information. Considering the anchor property revealed in Theorem 1 and the decoupling nature of Theorem 2, we call this mechanism the Decoupled Context Anchor mechanism.

**3.3. OpenCCD Network**

In this section, the Open-set Character-Context Decoupling network (OpenCCD, Fig. 2) is given as an example implementation of our proposed framework. Here, character set $E : (E_v, E_c)$ consists of glyphs from the Noto font $E_v$ and semantic embeddings of the characters $E_c$. The network first extracts visual features of the word images $img$ and the glyphs $E_v$ with the 45-layer ResNet built with DSBN [5] layers (Res45-DSBN). It shares the convolutional layers between the glyphs and word images, while keeping task-specific batch statistics. Three levels of word features $(F_l, F_m, F_h)$ and the latest feature map $F_h^n$ of glyphs are used. The prototypes (class centers) $W_n$ are generated by applying geometric attention to $F_h^n$. During training, we mini-batch $E_v$ at each iteration to achieve a reasonable training speed. During the evaluation, the visual prototypes $W_n$ for the whole dataset are cached beforehand, hence prototype generation yields little extra costs.

Next, the Detached Temporal Attention (DTA) module is used to predict the length of the word $P(l | x)$, and the max probable length is denoted as $\hat{l}$. Then the DTA module samples ordered character-level visual features $x : (x_{[0]}, ..., x_{[\hat{l}]}$) from the feature map $F_h$.

The visual-based prediction $P(y_{[t]} | x_{[t]})$ is then produced by the open-set classifier. For close-set scenarios, the linguistic information oriented prediction $P(y_{[t]} | c)$ is produced via the Decoupled Context Anchor (DCA) module. For open-set scenarios where linguistic information is intractable, $P(y_{[t]} | c)$ is treated as a uniform distribution, which is equivalent to only using the visual prediction.

**Detached Temporal Attention** In OpenCCD, the detached temporal attention module (Fig. 4) is proposed to
Figure 4. The proposed detached temporal attention module. We isolate sequence modeling within the Temporal Attention module, and zero the gradient of convolution features, w.r.t., the temporal attention map. Here, GAP indicates a global-average pooling.

predict the sequence length \( P(l|x) \). It also sort and sample character in feature map \( F_h \) via the attention map \( A \). The module utilizes an FPN to model global temporal information from the input feature maps, and decodes them into the most probable length \( l \) for individual characters according to attention map \( A \) and the most probable length \( l \), allowing only character visual information backpropagating to \( F_h \) via \( A \).

**Open-Set Classifier** In OpenCCD, \( P(y_t|x_t) \) is produced by comparing the prototypes with character-level features \( x_t \),

\[
P(y_t|x_t) \propto \begin{cases} 
\alpha|x_t| & y_t \text{is [UNK]} \\
|x_t| Sim(x_t, y_t) & \text{otherwise}, 
\end{cases}
\]

where \( |x_t| \) is the L2-Norm of \( x_t \), “[UNK]” indicates unknown characters, and \( \alpha \) is a trainable similarity threshold for rejection. \( Sim(x_t, y_t) \) is defined as

\[
Sim(x_t, y_t) := \max_{w_v \in \psi(y_t)} (\cos(w_v, x_t)),
\]

where \( \psi \) returns all prototypes \( \psi(y_t) \subset W_v \) associated with label \( y_t \), and each individual prototype \( w_v \) corresponds to a “case” of character \( y_t \).

**Decoupled Context Anchor** Instead of implementing a Variational Auto Encoder [19] to estimate the distribution of linguistic information and estimate the integral with Monte-Carlo, we approximate the integral with predicted context \( \hat{c} \), which is similar to the conventional anchor mechanisms using only the anchor with maximum prediction likelihood [30, 31],

\[
\int_{c \in C[\hat{c}]} P(y_t|c)P(c|x, l) \approx P(y_t|\hat{c}).
\]

Combined with Eq. 9, the probability of a predicted character at timestamp \( t \) can be approximated as,

\[
P(y_t|x) \approx P(y_t|x_t) P(y_t|\hat{c}).
\]

As linguistic information is mostly related to labels, we estimate the linguistic information \( \hat{c} \) from the predicted label instead of the feature map. More specifically, the module reuses the estimated character probability distribution \( Y \in (0, 1)^{M} : (P(Y_0|x_t), \ldots, P(Y_M|x_t)) \) with regard to character visual information at each timestamp \( t \), and \( P(Y_t|x_t) : (P(y_t^0|x_t), \ldots, P(y_t^M|x_t)) \) is the probability distribution of all characters at timestamp \( t \). Then \( \hat{c} \) is estimated with a 4-layer transformer encoder [39] applied on the expectation of character embeddings,

\[
\hat{c} = \text{Trans}(YE_c),
\]

where \( E_c \in R^{M \times C} \) is the semantic embedding of seen characters in the training set, hence \( YE_c \) interprets as expectation. \( \text{Trans} \) indicates the 4-layer transformer encoder. Finally, \( P(Y_t|\hat{c}) \) is estimated by comparing character embedding \( E_c \) to \( \hat{c} \),

\[
P(Y_t|\hat{c}) = \sigma(\hat{c}E_c^T)_{[t]},
\]

where \( \sigma \) is the softmax function.

**Optimization** With Eq.12 reducing the integral down to a standard classification problem, \( L_{cls} \) in Eq. 4 can be implemented as a cross-entropy loss like \( L_{ten} \) and \( L_{vis} \). Hence, OpenCCD can be optimized with the three equally-weighted cross-entropy losses.

4. Experiments

The work is based on the OSOCR [23], our code\(^2\) and datasets\(^3\) are released. We conduct experiments on benchmarks for all three scenarios: open-set word-level recognition, zero-shot character recognition, and the conventional close-set word-level recognition benchmarks. Moreover, the ablative studies for open-set word-level recognition are also performed. We use the AdaDelta optimizer, the learning rate is set to \( 10^{-2} \), and decreases by every 200k iterations. For word recognition tasks, we provide a “large” network for an alternative speed-performance trade-off profile closer to SOTA methods, where the large network has more latent channels in the ResNet45-DSBN backbone.

4.1. Open-Set Text Recognition

We use a collection of Chinese text recognition datasets [10, 28, 36, 38, 50] as the training set and the

\(^2\)https://github.com/lancercat/VSDF
\(^3\)https://www.kaggle.com/vsdf2898kaggle/osocrtraining
Table 1. Detailed performance analysis on the open-set text recognition dataset. Performance data listed in Character Accuracy (top) / Line Accuracy (bottom) manner.

| Method   | OSOCR [23] | OSOCR Large [23] | Ours       | Ours Large |
|----------|------------|------------------|------------|------------|
| Kana     | 18.75      | 0.10             | 43.55      | 11.17      |
| Shared   | 79.86      | 73.81            | 76.48      | 74.15      |
| Kanji    | 71.74      | 34.08            | 77.50      | 58.33      |
| All      | 75.33      | 51.64            | 77.06      | 65.42      |
| Overall  | 47.89      | 29.08            | 62.16      | 41.31      |

Japanese subset of MLT [28] as the testing set following OSOCR [23], and all models are trained for 200k iterations. Quantitative performances are shown in Table 1 along with SOTA methods, and qualitative samples can be found in Fig 5. The results show overall significant performance improvement over OSOCR [23]. Details suggest the performance gain comes from recognizing unseen characters. The model shows some extent of robustness over novel characters (text with yellow color in Fig. 5) like unique Kanjis and Kanas.

Results indicate that characters having close shapes are the most significant source of mistakes. The reason for this phenomenon could be pushing all negative classes alike with hard labels (in contrast to soft-label), which is also mentioned in fine-grain classification [53]. Blur, text art can be another major cause for the failure cases, which is expectable as linguistic information is intractable under open-set scenarios, consequentially cannot be used to recover the visually indistinguishable characters.

4.2. Ablative Study

We conduct ablative studies on the open-set text recognition challenge to validate the effect of decoupling character visual information and contextual information. In this section, we train all ablative models on the same server to minimize the confounding factors, the results (Fig. 6) show that isolating temporal information with the Detached Temporal Attention module can improve the open-set recognition performance. Also, further separating linguistic information with the Decoupled Context Anchor mechanism is proved to yield more improvement.

Intuitively, test-set accuracy curves show that both proposed approaches introduce a steady performance improvement on most iterations. The instability of the curves is caused by the Line Accuracy metric where one wrong character can compromise the whole line. We further perform paired t-tests to quantitatively validate the robustness of the performance improvements. Separating temporal information with the DTA module shows a 2.00 t-value and 0.06 p-value, while using DCA to separate linguistic information gives a 5.87 t-value and 1.54 × 10^{-5} p-value. The p-values suggest we can reject the “two-sided” (no improvement) null hypothesis for both approaches. Hence, there is strong evidence that both DTA and DCA can robustly improve the open-set recognition performance.

Qualitatively, we show the result comparison between our model and the base model in Fig. 7. Our framework demonstrates decent robustness improvement against the linguist information bias compared to the base model by separating linguistic information and character visual information.
Table 2. Zero-shot character recognition accuracy on HWDB and CTW datasets. * indicates “online trajectory” data required.

| Method       | Venue     | HWDB      | CTW      |
|--------------|-----------|-----------|----------|
|              |           | # characters in training set | # characters in training set |
|              |           | 500 | 1000 | 1500 | 2000 | 500 | 1000 | 1500 | 2000 |
| CM* [1]      | ICDAR ’19 | 44.68 | 71.01 | 80.49 | 86.73 | -   | -   | -   | -   |
| DenseRan [46]| ICFHR ’18 | 1.70 | 8.44  | 14.71 | 63.8  | 0.12 | 1.50 | 4.95 | 10.08 |
| FewRan [43]  | PRL ’19   | 33.6 | 41.5  | 63.8  | 70.6  | 2.36 | 10.49 | 16.59 | 22.03 |
| HCCR [4]     | PR ’20    | 33.71| 53.91 | 66.27 | 73.42 | 23.53| 38.47 | 44.17 | 49.79 |
| OSOCR [23]   | -         | 46.67| 72.19 | 79.82 | 84.31 | 27.94| 48.23 | 58.56 | 63.77 |
| Ours         | -         | 90.93| 94.10 | 94.58 | 95.55 | 58.22| 68.56 | 74.45 | 77.18 |

Figure 7. Comparison between our method and the base method. Green indicates correct predictions, red indicates wrong predictions. Yellow indicates novel characters and white indicates seen characters.

4.3. Conventional Benchmarks

Due to the lack of open-set text recognition benchmarks, we adopt two well-studied special cases to give referenced comparisons on generalization capability and word recognition capability. Here, we stick to the most applied protocols in each corresponding community to train, evaluate, and measure the performances.

Zero-Shot Character Recognition Following the common protocol in the community [1,4,23,43], we perform the zero-shot Chinese character recognition benchmarks on the HWDB [24] and the CTW [50] dataset following [4,23,43]. The model is trained for 50k iterations due to the small size of the training set. As shown in Table 2, our method shows a significant performance advantage over existing methods. Qualitative samples in Fig. 8 show some robustness over style diversity, slight blur, and other confounding factors. This also suggests that some degenerates like blur or low-contrast do not necessarily yield permanent information loss and could be inverted with sufficient well-distributed training data. We owe part of the robustness difference between open-set word recognition and this challenge to the potential language-specific “image style” bias, caused by factors including different cameras, picture-taking habits in different corresponding region.

These experiments demonstrate reasonable generalization capability compared to the SOTA zero-shot character recognition methods. This also justifies the choice of the data-driven latent representation against model-driven representations like the radical sequences [4, 6]. Our method does not require structural knowledge of characters, which enables potential use to recognize Oracles and other ligatures where such knowledge is unknown or not applicable.

Close-Set Benchmarks Finally, we perform experiments on the conventional close-set benchmarks, where the method is compared to SOTA text recognition methods performance-wise and speed-wise. We report both dictionary-free performance (Table 3) and dictionary-based
Table 3. Performance on conventional close-set benchmarks. * indicates character-level annotation and + for multi-batch evaluation.

| Methods     | Venue     | Training Set | RNN | FPS | IIIT5K | SVT | IC03 | IC13 | CUTE |
|-------------|-----------|--------------|-----|-----|--------|-----|------|------|------|
| Comb.Best [2] | ICCV’19   | MJ+ST        | Y   | 36.23 | 87.9 | 87.5 | 94.4 | 92.3 | 71.8 |
| SAR [20]     | AAAI’19   | MJ+ST        | Y   | -    | 91.5  | 84.5 | -    | -    | 83.3 |
| ESIR [51]    | CVPR’19   | MJ+ST        | Y   | -    | 93.3  | 90.2 | -    | -    | 83.3 |
| SCATTER [22] | CVPR’20   | MJ+ST+Extra  | Y   | -    | 93.7  | 92.7 | 96.3 | 93.9 | 87.5 |
| SEED [29]    | CVPR’20   | MJ+ST        | Y   | -    | 93.8  | 89.6 | -    | 92.8 | 83.6 |
| DAN [44]     | AAAI’20   | MJ+ST        | Y   | -    | 94.3  | 89.2 | 95.0 | 93.9 | 84.4 |
| Rosetta [3]  | KDD’18    | MJ+ST        | N   | 212.76 | 84.3 | 84.7 | 92.9 | 89.0 | 69.2 |
| CA-FCN* [21] | AAAI’19   | ST           | N   | 45   | 92.0  | 82.1 | -    | 91.4 | 78.1 |
| TextScanner* [40] | AAAI’20 | MJ+ST+Extra  | N   | -    | 93.9  | 90.1 | -    | 92.9 | 83.3 |
| Ours-Large   |           | MJ+ST        | N   | 66.91/255+ | 91.90 | 85.93 | 92.38 | 92.21 | 83.68 |

Table 4. Experiments on lexicon-based close-set benchmarks. * indicates close-set methods and + indicates datasets other than MJ and ST are used.

| Method      | Venue     | IIIT5k (small/middle) | IIIT5k (full) | IC03 (50) | SVT | SVT |
|-------------|-----------|------------------------|---------------|-----------|-----|-----|
| AON* [9]    | CVPR’18   | 99.6/98.1              | 96.7          | 96        |    |    |
| ESIR* [51]  | CVPR’19   | 99.6/98.8              | -             | 97.4      |    |    |
| CA-FCN* [21]| AAAI’19   | 99.8/98.9              | -             | 98.5      |    |    |
| Zhang et al. [52] | ECCV’20 | 96.2/92.8              | 93.3          | 92.4      |    |    |
| OSOCR-L [23] |           | 99.5/98.6              | 96.7          | 96.7      |    |    |
| Ours-L      |           | 99.8/99.0              | 96.9          | 97.9      |    |    |

performance [52]. More specifically, the model is trained on MJ [17] and ST [14] following the mainstream technique of SOTA methods. For evaluation, IIIT5k [27], SVT [42], ICDAR 2003 [25], ICDAR 2013 [18], and CUTE [32] are used. Our model is trained for 800k iterations due to the significantly larger training set.

We first compare our method to other open-set text recognition methods that report their performances on lexicon-based benchmarks in Table 4, together with some popular close-set recognition methods. Results show our method retains reasonable close-set performance compared to other open-set methods. Our method also reaches close performance against SOTA close-set methods on this benchmark. Second, comparisons using the dictionary-free protocol are shown in Table 3. Our method shows competitive performance against lightweight text recognition methods. Following community convention [2, 21], running speed is adopted to measure the cost of the method. Our method can reach 67 FPS single batched and 255 FPS multi-batched on a laptop with an RTX 2070 Mobile GPU (7 TFlops), while only using 2.5 GiB Vram. This justifies our model as a competitive light-weight method for conventional tasks.

5. Limitations

Despite showing reasonable performances on all tested scenarios, our method still has some limitations. Framework-wise, we made a few strong assumptions. First, we assume the visual feature extractor can be generalized to a new language. Despite showing better intra-language transferring capability than radical-based methods, it is a little bit too strong to assume robust inter-language transferring capability. These limitations could be causing the performance gap between Kanas and Unique kanjis. Implementation-wise, our method uses a small input (32 * 128 patches) and lacks effective rectification modules [26, 35]. This leads to a very small effective text area, hence limiting the performance of skewed and curvy samples. We will discuss how to address these limitations in our next work.

6. Conclusion

In this paper, we propose a Character-Context Decoupling Framework for open-set text recognition, which is theoretically sound and experimentally feasible. Specifically, the ablative studies and comparative experiments verify that our implementation is an effective open-set text recognition method and a production-ready lightweight text recognition method under close-set scenarios.
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