D-optimal design for ordinal responses in mixture experiments
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Abstract. A mixture experiment is an experiment in which the response depends on the ingredients proportions. In organoleptic test, the response is ordinal. This research focused on how to generate the D-optimal design of ordinal response. The model belongs to Generalized Linear Model (GLM) with logit as the link function. To find the D-optimal design which is seeking the design that minimizing the covariance of parameter model, the point-exchange algorithm was constructed. There were three ingredients of a cookies recipe which were needed to mix meanwhile other ingredients were fixed. The D-optimal design of the three ingredients consisted of seven design points.

1. Introduction
Experimental designs are applied in an industry in order to find a final good product. The experimental design is an efficient way to have a quality product compared to the classical way: trial and error. This is because in the design of experiments, there is a systematic procedure or planning and also a series of testing in order to have a good final product. One of experimental design which is widely used in industry to formulate a product is a mixture experiment. A mixture experiment is an experiment in which the response depends on the ingredients proportions not the total amount. The mixture experiments are implemented in various industries such as food industry, pharmacy industry, etc.

In the food industry, one of the evaluation of the product is its taste. To evaluate the product, the likert scale is used. In statistics, the likert scale belongs to ordinal scale. As the likert scale is a response, hence the problem come up. Existing mixture designs are available in commercial software is based on linear model in which the response is numerical scale. Mancenido (2016) proved that if the response was ordinal and the design was based on linear model, the goodness fit of models is only 35%. Therefore, it is necessary to construct an optimal design based on an ordinal response.

Optimal designs are a branch of experimental design in which has flexibility to construct a noptimal design based on a real situation. The researchers make a design based on a certain optimality criterion (Goos, 2002). The criterion that widely used is D-optimality criterion which is focused on precision of parameter. In terms of ordinal response, a D-optimal design is seeking a design which has minimum of a generalized variance of the estimated regression coefficients. To find the optimal design based on the real condition, an algorithm is needed. As the final design is found by an algorithm, so the design could be an optimal or an nearly optimal design.

This research in this paper focused on generating the optimal mixture design when the response was an ordinal response. The model used was a proportional-odds model with a logistic link. The model
belongs to Generalized Linear Models (GLM) because the response follows non-normal distribution (ordinal logistic distribution). Furthermore, a point-exchange was developed to find the D-optimal design for ordinal response. The algorithm was implemented on the recipe of cookies in which involved three main ingredients.

2. Method
The cookies recipe tried to mix three flour meanwhile other ingredients were fixed. The tree flour were flour 1 ($x_1$), flour 2 ($x_2$), and flour 3 ($x_3$). Each flour had different constraints and it is shown in Table 1. Flour 1 and flour 2 are at least 10% in a dough, respectively. In contrast, flour 3 is at least 60% in a dough.

| Component | Ingredients |
|-----------|-------------|
| 1         | $x_1 \geq 0.1$ |
| 2         | $x_2 \geq 0.1$ |
| 3         | $x_3 \geq 0.6$ |

Based on the constraints, the experimental region of the mixture experiment is shown in Figure 1. The experimental region is an triangular region but a part of a whole simplex.

To construct the design, a point-exchange algorithm was build. Steps of the point-exchange algorithm to construct the optimal design are shown below:

**Simulation of parameter selection**

**Determine the assumption of the model.**

For an ordinal response, the propositional odds form of the logits of cumulative probabilities as shown as:

$\logit P(y \leq j) = \log \frac{P(y \leq j)}{P(y > j)} = \alpha_j + \beta'x$; $\alpha_1 < \alpha_2 < \ldots < \alpha_{c-1}$

where:

- $y$ : response variable, having $c = 1, 2, \ldots, j$ ordered categories
- $\alpha_j$ : unique effects for each logit or category
- $\beta$ : covariate effects
- $x$ : explanatory variable
For a \( c \)-category response, there are \( c - 1 \) logits, one for each level, with the exception of the last category. In this case, the model used was a quadratic model, the parameterization of the proportional odds model with three response categories and three components with linear model terms formed as:

\[
\eta_{i1} = \alpha_1 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_4 x_1 x_2 + \beta_5 x_1 x_3 + \beta_6 x_2 x_3 \\
\eta_{i2} = \alpha_2 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_4 x_1 x_2 + \beta_5 x_1 x_3 + \beta_6 x_2 x_3
\]

Determine the initial design used an extreme vertex design with the D-Optimal criterion.

The number of the experimental runs \( n = 150 \).

The design matrix can be written as:

\[
X = \begin{bmatrix}
0 & x'_1 \\
1 & x'_1 \\
\vdots \\
1 & x'_1 \\
0 & x'_{150} \\
1 & x'_{150} \\
\vdots \\
1 & x'_{150}
\end{bmatrix}
\]

### Table 2 The range of parameter estimation

| Parameter | Distribution |
|-----------|--------------|
| \( \beta_1 \) | \( U \sim (3, 5) \) |
| \( \beta_2 \) | \( U \sim (-1.5, 6) \) |
| \( \beta_3 \) | \( U \sim (0, 2.5) \) |
| \( \beta_4 \) | \( U \sim (-23, -14) \) |
| \( \beta_5 \) | \( U \sim (-8, -4) \) |
| \( \beta_6 \) | \( U \sim (-2, 0) \) |

1. Determine the \( \mathbf{\beta}_t \) using the initial design (from step second) by maximizing the determinant of the information matrix. The information matrix of the proportional odds model is \( \mathbf{X}'\mathbf{W}\mathbf{X} \) and the elements of matrix \( \mathbf{W} \):

\[
\mathbf{W}_t = \begin{bmatrix}
0 & -b_{i2} & 0 & \cdots & 0 \\
-b_{i2} & u_{i2} & -b_{i3} & \cdots & 0 \\
0 & -b_{i3} & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & -b_{i,j-1} & u_{i,j-1}
\end{bmatrix}
\]

where:

\[
u_{it} = g_{it}^2 \left( \pi_{it}^{-1} + \pi_{it+1}^{-1} \right), \quad i = 1, \ldots, 150; \quad t = 1, 2
\]

\[
b_{it} = g_{it-1} g_{it} \pi_{it}^{-1}, \quad i = 1, \ldots, 150; \quad t = 1, 2
\]

\[
\pi_{it} = \frac{\exp(\eta_{ij})}{1 + \exp(\eta_{ij})}, \quad i = 1, 2, \ldots, 150; \quad j = 1, 2, 3
\]

\[
g_{ij} = \left( \frac{\exp(\eta_{ij})}{1 + \exp(\eta_{ij})} \right) \left( 1 - \left( \frac{\exp(\eta_{ij})}{1 + \exp(\eta_{ij})} \right) \right), \quad j = 1, 2, 3
\]

**Procedure of algorithm**
1. Define the candidate set of possible factor combinations from the pure component and the others point follow the Cox direction procedure for a $\delta_i = 0.025$ change in component $x_i$ as follows:

$$\tilde{x}_i = x_i + \delta_i,$$
$$\tilde{x}_j = x_j - \frac{\delta_i x_j}{1 - x_i}, \quad j \neq i, i = 1, 2, ..., p$$

2. Determine the number of the experimental runs. In this case, $n = 12$.
3. Select a random initial set of twelve points from the candidate set and calculate the determinant of the information matrix.
4. Generate the point-exchange algorithm by select one point from the candidate set randomly and change it to the other point from the initial design. Then, calculate the determinant of the new information matrix from the step third.
5. Consider all possible replacements, save the change that delivers the higher determinant of the information matrix. Go back to step fourth with a different point from the candidate set.
6. Return step third to fifth until 10000 repetitions.
7. The D-optimal design is a set of points that perform the maximum determinant of the information matrix.

3. Results and Discussion

Before the optimal design points obtained, the initial parameter was predicted using the Bayes method. The sets of parameters are sampled uniformly and randomly from the range of parameter estimates. The Bayes approach assumes $\beta \sim U(a, b)$. The range of parameter estimates is shown in table 3. After simulating until 10000 of repetition, the parameter obtained with the maximum determinant of the information matrix is equal to $1.89 \times 10^{-8}$. Furthermore, these parameters are used to find the optimal design points with the D-optimal criterion.

| Parameter | Distribution | Parameter Value | Determinant |
|-----------|--------------|-----------------|-------------|
| $\alpha_1$ | 0.000000 | 0.00000000 | |
| $\alpha_2$ | 2.00000 | 2.0000000 | |
| $\beta_1$ | $U \sim (3, 5)$ | 4.7424160 | 1.89E-08 |
| $\beta_2$ | $U \sim (-1.5, 6)$ | 2.6410900 | |
| $\beta_3$ | $U \sim (0, 2.5)$ | 0.6767541 | |
| $\beta_4$ | $U \sim (-23, -14)$ | -15.836790 | |
| $\beta_5$ | $U \sim (-8, -4)$ | -4.6890930 | |
| $\beta_6$ | $U \sim (-2, 0)$ | -0.5413249 | |

Based on the parameters above, we can determine twelve design points by constructed the point-exchange algorithms. Its determinant of the information matrix is $1.588132E-14$. These design points are the result of the D-optimal design of this experiments.

| No | Component Mixed | |
|----|-----------------|---|
| X1 | X2 | X3 |
| 1  | 0.100 | 0.100 | 0.800 |
| 2  | 0.203 | 0.122 | 0.675 |
| 3  | 0.200 | 0.200 | 0.600 |
| 4  | 0.300 | 0.100 | 0.600 |
The proportion of ingredients can be described as design points as follows:

|   |   |   |
|---|---|---|
| 5 | 0.300 | 0.100 | 0.600 |
| 6 | 0.100 | 0.300 | 0.600 |
| 7 | 0.103 | 0.372 | 0.725 |
| 8 | 0.200 | 0.100 | 0.700 |
| 9 | 0.103 | 0.372 | 0.725 |
| 10 | 0.300 | 0.100 | 0.600 |
| 11 | 0.200 | 0.200 | 0.600 |
| 12 | 0.100 | 0.100 | 0.800 |

Figure 2 The experimental region of the D-optimal design

Based on Figure 2 there are seven design points arranged. Three design points from the edges and others point in the middle of the design area.

4. Conclusion
From this experiment, there are twelve optimal design points of ingredients with seven different points. The design points that will be tested to produce cookies is all twelve optimal design. Further research can determine the optimal design points using the data that obtained from this experiment. The optimal design that generated from this data expects will be more optimal and will produce the better taste of cookies than this experiment.
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