Query Operation in Trader Service: LDAP Directory versus Database
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Abstract. This study inspects the capability of LDAP in improving the performance of query operation in the trading service. Thus, an experiment is conducted to distinguish the performance result gained from a trading service which uses LDAP with a trading service that uses relational database as its backend storage. From the outcome of the experiment conducted, we verified that a trading service that use LDAP provide a better performance as compared to a trading service that relational database.

1. Introduction
LDAP is not the only storage that supports fast read access. There are also other storage varieties that have a faster read operation compared to LDAP. Hence, in this section, we shall take into consideration another vital requisite of the trading service besides performance, which is the scalability criterion. The topic of scalability in the trading service is also critical, especially for commercial and enterprise requirements [1].

The simple file (flat file with text and/or binary content), simple DBMs, which is a database manager (Berkeley DB, GNU DB, etc.) and other primary storage such as memory are the instances of storage types that have a faster read operation associated to LDAP. Nevertheless, none of these storage categories can satisfy the trader server requirements due to data size limitations and number of records that can be stored at any one time. Moreover, all the other storages stated have a scalability drawback.

Other than LDAP, there are also other directory services that available and are used in many applications. X.500 will certainly not be chosen as it is a directory service with a complex architecture, and it is not designed for the performance factor. Historically, LDAP substitutes X.500 as a general directory service attributable to its simplicity and performance aspect [2-3].

Other directory services such as finger, DNS, and NIS, are special purpose directory services which stores data in the form of a flat structure [4]. The core problem with these directories is that it was by no means intended to oblige as a general-purpose directory as was LDAP. Another drawback
of these directories is that it cannot sustenance the scalability requisite. Therefore, these directory services are not appropriate to be used as the backend storage for a trader server.

All the above proclamations state the motive why we choose LDAP instead of other storage. Additional description on the subject of LDAP and its benefits will be described in more depth in the next section.

2. Related Work

2.1. Related Work on Performance Evaluation of LDAP’s Read Operation

In this section, two series of past study that emphasized the benefits of LDAP particularly in the read-optimized process will be described in depth.

According to author in [5], directory servers (especially LDAP) are designed to do more than read activity than write. Therefore, the length of time for the write to be higher than the read is as expected. This feature is the main reason LDAP was chosen as the solution in this research to improve the performance of trader query operation.

For this research, only the first experiment from author [5] was considered because it involved the LDAP directory service load to determine performance differences in the read and write mechanism. Dummy process is generated as a load to the directory service where dummy process generator and LDAP are placed on a single machine to avoid network effect affecting result. From the experiments performed, both read and write performance improved almost linear and the write operation showed 40-400 percent more expensive compare to read operation.

Study done by Wang et al [6] is another study that has a close resemblance with [5]. The research conducted by him is on the use of tools for LDAP performance benchmarks. Contribution provided includes benchmarking on overall LDAP performance in terms of latency and throughput. The scaling used in the research is directory size, entry size, session re-use and several factors that determine the scalability of LDAP. In addition Wang et al. also investigated the need for modification and usage patterns in improving the performance of LDAP server.

Besides taking into consideration the values of latency and throughput during the search operation, his work also did a comparison experiment on the latency and throughput between the search (read) operation and add (write) operation in order to further recognize the directory server load. The results of his experiment are among the evidence that LDAP storage is read optimized storage.

Based on the criteria contained in LDAP it shows the potential to be used as backend storage for trader servers in trading service. Hierarchical data enables the data search process to be more specific and to speed up the process of data access than data stored in a tabular form. In addition, the communication protocol used by LDAP is simpler than the database and can reduce the communication bottleneck between application and storage. These features also provide LDAP read optimized storage features. At the same time, the optimized read criteria that exist in LDAP have also been proven in the research conducted by author in [5] and [6]. Both findings show that read operation performance is significantly higher than write operation performance. Therefore, read optimized criteria in LDAP have been proven practical and they are not conceptual.

Since LDAP was formerly released until today, the characteristic that is defined by LDAP directory is to provide quick response to high-volume search operations. Hence, there are various works that have suggested LDAP as a query and manipulation language for many applications e.g. [7-113].

Similarly to applications in the works stated above, the characteristic of LDAP which is prime to read operation is also allied with the requisite of the trading service in query operations. Therefore, this study is commenced to make utilize of the LDAP advantage to increase the performance of query responses in the trading service.
2.2. Related Work on LDAP’s Read Optimize Criteria

As compared to the database storage, LDAP is designed as read optimized storage (read to write ratio scale) [5, 14-20]. Equated to other directory services, the use of LDAP is wide and varied. Moreover, there are numerous choices of LDAP products exist either commercially or created by the open source community.

According to Le [21], LDAP has possesses its own uniqueness as compared to the database, but both of them are used for different determinations. The database is more appropriate in an environment that required data integrity (transactional support) and, at the same time, needed the write to read ratio in which the performance is emphasized for the inserting and updating of data operation. Meanwhile, LDAP is more suitable for an environment that performs read operation more often than write operation. For a more detailed argument on LDAP, we denote to [4, 14, 22-25]. Beside these, there are abundant of collected works, internet standards and tutorial that describe LDAP’s read optimize features e.g. [3-4, 14, 25-28].

2.3. OpenLDAP Compared to Other Products

Howard Chu compared OpenLDAP, FedoraDS, ApacheDS and OpenDS in 2007 [29] and determined that OpenLDAP was significantly faster in all features (authentication rate, search rate, latency and database load times). Symas compared OpenLDAP and Fedora DS in 2007 [30] and revealed that OpenLDAP has lower database load time, higher authentication and search rates than Fedora Directory Server. Thornton, Mundy and Chadwick analyzed seven LDAP server products in 2003 [31]. OpenLDAP performed splendidly compared to products by Microsoft, IBM and Novell. Author in [32] compared OpenLDAP to Microsoft and Novell options in 2001 and revealed that OpenLDAP would require more work to compete in performance and features. All of these comparisons are linked to these research study since they recognize that OpenLDAP is the fastest open source LDAP server. They present a baseline of tests required to estimate OpenLDAP performance which is a main part of these research study.

3. Design and Implementation

Two kinds of trading service with diverse backend storage were developed in this article: trading service using OpenLDAP and trading service using a MySQL. It is vital to note that in this article, the trader server that utilizes LDAP as its backend storage is recognized as OtosuL (an acronym for OMG Trading Service using LDAP) while the trader server that uses a database as its backend storage is known as OtosuD (an acronym for OMG Trading Service using Database).

A system was developed to represent the implementation of the proposed solution. This system comprehended the trader server, the trader client (exporter and importer) and the trader console. Generally, the experiment process for this research is presented in Figure 1.
4. Results and Discussion

It is essential to note, every experiment utilised a different independent parameter to denote different situations. As a hint, blue line in the graph shall denote OtosuL, while the green line in the graph shall denote OtosuD. To examine whether the performance of OtosuL was superior to the performance of OtosuD, the mean scores of both data were used for each experiment.

Table 1 portrayed that the mean score for query response time for OtosuL was 0.60680 and the mean score for OtosuD was 0.076833.

**Table 1. Descriptive Statistic Result for the Experiment’s Number of Offers in Storage**

| Description               | Type   | Value (N) | Mean       | Std Deviation | Std Error Mean |
|---------------------------|--------|-----------|------------|---------------|----------------|
| Query response time (s)   | OtosuD | 100       | 0.076833   | 0.0376247     | 0.003762       |
|                           | OtosuL | 100       | 0.060680   | 0.0288986     | 0.002889       |

Table 2 demonstrated that the mean score for query response time for OtosuL was smaller than the mean scores for query response time for OtosuD.

**Table 2 Descriptive Statistic Result for Experiment’s Number of Offers Returned**

| Description               | Type   | Value (N) | Mean       | Std Deviation | Std Error Mean |
|---------------------------|--------|-----------|------------|---------------|----------------|
| Query response time (s)   | OtosuD | 110       | 0.165783   | 0.0241873     | 0.0023062       |
|                           | OtosuL | 110       | 0.107320   | 0.0053088     | 0.0005062       |
| Query response time (s)   | OtosuD | 110       | 0.193878   | 0.0203738     | 0.0019426       |
|                           | OtosuL | 110       | 0.143970   | 0.0042768     | 0.0004078       |
| Query response time (s)   | OtosuD | 110       | 0.230778   | 0.0201488     | 0.0019211       |
|                           | OtosuL | 110       | 0.180039   | 0.0047314     | 0.0004511       |

Table 3 shown that the mean scores of query response time for OtosuL was always lower than the mean scores of query response time for OtosuD.

**Table 3. Descriptive Statistic Result for Experiment’s Number of Properties/Constraints**

| Description               | Type   | Value (N) | Mean       | Std Deviation | Std Error Mean |
|---------------------------|--------|-----------|------------|---------------|----------------|
| Query response time (s)   | OtosuD | 100       | 0.024100   | 0.0016907     | 0.0001691       |
|                           | OtosuL | 100       | 0.021680   | 0.0011360     | 0.0001136       |
| Query response time (s)   | OtosuD | 80        | 0.024812   | 0.0014849     | 0.0001660       |
|                           | OtosuL | 80        | 0.022500   | 0.0015178     | 0.0001697       |
| Query response time (s)   | OtosuD | 60        | 0.025033   | 0.0015510     | 0.0002002       |
|                           | OtosuL | 60        | 0.024200   | 0.0011320     | 0.0001461       |

Table 4 illustrated that the mean score for query response time for OtosuL was 0.172983 and the mean score for OtosuD was 0.270684.
Table 4. Descriptive Statistic Result for Experiment’s Number of Inheritance Nest

| Description               | Type  | Value (N) | Mean     | Std Deviation | Std Error Mean |
|----------------------------|-------|-----------|----------|---------------|----------------|
| Query response time (s)    | OtosuD| 70        | 0.270684 | 0.1121672     | 0.0134065       |
|                            | OtosuL| 70        | 0.172983 | 0.0566437     | 0.0067702       |

It is remarkable to note that the outcomes attained from each experiment (as in Table 1, Table 2, Table 3 and Table 4) revealed that OtosuL had continually given a superior performance as compared to OtosuD in query process of trading service. The magnitude of difference recognised when reading data from an LDAP versus gaining the same data from MySQL for each experiment lies on the variances of the characteristic in data that is designed in LDAP versus MySQL. LDAP is designed and optimized to support simple data, which read often, but written rarely. MySQL on the other hand, is designed and optimized for both read and write on data and is designed to tackle highly complex data, as opposed to LDAP, which is essentially a text-based directory storage system. Additionally, databases have been develop for transaction integrity and consistency. Thus, we can determine here that the light weightiness of OtosuL comes from its main characteristic that contributes precedence on the read performance to retrieve and search information in the distributed environment.

5. Conclusion
This study is an initiative towards increasing the query performance of trader service so that it can offer a fast response when a query is performed. The method used to improve the performance of query operations in the trading service for this study is by making use of the LDAP read optimize advantage. From the outcome of the study done in this research, it was verified that there was a significant improvement in performance of the query operation when LDAP was utilised as the backend storage. This further demonstrated that the use of read optimized storage caused in a expectant performance of the trading service.
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