HARMONIC BERGMAN SPACES, THE POISSON EQUATION AND THE DUAL OF HARDY-TYPE SPACES ON CERTAIN NONCOMPACT MANIFOLDS
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Abstract. In this paper we consider a complete connected noncompact Riemannian manifold $M$ with bounded geometry and spectral gap. We realize the dual space $Y^k(M)$ of the Hardy-type space $X^k(M)$, introduced in a previous paper of the authors, as the class of all locally square integrable functions satisfying suitable $BMO$-like conditions, where the role of the constants is played by the space of global $k$-quasi-harmonic functions. Furthermore we prove that $Y^k(M)$ is also the dual of the space $X^k_{	ext{fin}}(M)$ of finite linear combination of $X^k$-atoms. As a consequence, if $Z$ is a Banach space and $T$ is a $Z$-valued linear operator defined on $X^k_{	ext{fin}}(M)$, then $T$ extends to a bounded operator from $X^k(M)$ to $Z$ if and only if it is uniformly bounded on $X^k$-atoms. To obtain these results we prove the global solvability of the generalized Poisson equation $L^k u = f$ with $f \in L^2_{\text{loc}}(M)$ and we study some properties of generalized Bergman spaces of harmonic functions on geodesic balls.

1. Introduction

A seminal result of C. Fefferman [10, Thm 2] identifies the Banach dual of the Hardy space $H^1(\mathbb{R}^n)$ as $BMO(\mathbb{R}^n)/\mathbb{C}$, the space of all functions of bounded mean oscillation modulo constants. Functions in $BMO(\mathbb{R}^n)$ possess the nice property of being “well approximated” on each ball by constants, to wit

\begin{equation}
\sup_B \inf_{c \in \mathbb{C}} \frac{1}{|B|} \int_B |f(x) - c|^2 \, dx < \infty.
\end{equation}

The continuous linear functionals on $H^1(\mathbb{R}^n)$ are precisely those, which, restricted to finite linear combinations $f$ of $H^1$-atoms, are of the form

\begin{equation}
\lambda_g(f) := \int_{\mathbb{R}^n} f(x) g(x) \, dx
\end{equation}

for some function $g$ in $BMO(\mathbb{R}^n)$.
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1
Recently several authors have investigated Hardy spaces on non-compact doubling Riemannian manifolds \([2, 14, 22]\). On non-doubling manifolds, versions of the so-called local Hardy spaces, introduced by D. Goldberg in the context of \(\mathbb{R}^n\) \([11]\), have been investigated in \([26, 7]\). These local Hardy spaces are well adapted to obtain endpoint estimates for singular integrals whose kernels have only local singularities, such as, for instance, pseudodifferential operators. However, it is known that singular integral operators whose kernel is also singular at infinity, such as Riesz transforms or imaginary powers of the Laplacian, do not map the local Hardy spaces in \(L^1(M)\). To overcome this problem, in \([16, 17]\) the authors introduced and studied the properties of a family of global Hardy-type spaces on a class of non-doubling manifolds that includes all symmetric spaces of the noncompact type.

In this paper we aim at proving a version of Fefferman’s result for this new class of spaces. A striking difference between the aforementioned classical result and our version thereof is that the role played by constants in the former will be played in the latter by quasi-harmonic functions, i.e., solutions to the (generalised) Poisson equation \(L^k u = c\) for some positive integer \(k\) and constant \(c\). Here \(L\) denotes minus the Laplace–Beltrami operator on \(M\).

We elaborate on this. In \([16, 17]\) we defined a strictly decreasing sequence \(X^1(M), X^2(M), X^3(M), \ldots\) of subspaces of \(L^1(M)\), where \(M\) is a complete connected noncompact Riemannian manifold with Ricci curvature bounded from below, positive injectivity radius and spectral gap (see also \([27]\) for an interesting variant of the spaces \(X^k(M)\)). Note that these manifolds are of exponential volume growth, hence their Riemannian measure \(\mu\) is nondoubling. Important examples of manifolds with these properties are nonamenable connected unimodular Lie groups equipped with a left invariant Riemannian distance, and symmetric spaces of the noncompact type with the Killing metric. The spaces \(X^k(M)\) share with the classical Hardy space \(H^1(\mathbb{R}^n)\) the following properties (see \([16, 17]\)):

(i) if \(p\) is in \((1, 2)\), then the Lebesgue space \(L^p(M)\) is an interpolation space between \(X^k(M)\) and \(L^2(M)\);
(ii) some interesting operators, such as the Riesz transforms associated to \(L\) and the purely imaginary powers of \(L\), are bounded from \(X^k(M)\) to \(L^1(M)\) for \(k\) large enough (improvements thereof will appear in \([18]\));
(iii) the space \(X^1(M)\) admits an atomic decomposition in terms of atoms, which are defined much as in the classical case, but are supported in balls of radius at most one and satisfy an appropriate infinite dimensional cancellation condition. Under the additional assumption that some (depending on \(k\)) covariant derivatives of the Ricci tensor are bounded, the same holds for \(X^k(M), k \geq 2\).
For this reason we call the spaces $X^k(M)$ generalised Hardy spaces. They play for harmonic analysis on $M$ a role similar to that played by $H^1(\mathbb{R}^n)$ on $\mathbb{R}^n$ and, more generally, by the Coifman–Weiss Hardy space on spaces of homogeneous type.

In order to describe the cancellation condition alluded to in (iii) above, we define, for each geodesic ball $B$, the class $q^2_k(B)$ of all $k$-quasi-harmonic functions on $B$ as the class of functions that are restrictions to $B$ of functions $v$ such that

$$\mathcal{L}^k v = \text{const}$$

in some open neighbourhood of $B$.

Atoms in $X^k(M)$ are then $L^2(M)$ functions $A$ with support contained in a ball $B$ of radius at most one such that

(i) $\int A v \, d\mu = 0 \quad \forall v \in q^2_k(B)$;
(ii) $\|A\|_2 \leq \mu(B)^{-1/2}$.

The space $X^k(M)$ is the space of all (possibly infinite) linear combinations of $X^k$-atoms with $\ell^1$ coefficients, endowed with the standard “atomic norm”. If we consider atoms with support contained in balls of radius at most $s > 0$, instead of atoms with support in balls of radius at most 1, we obtain the same space of functions, and the two corresponding “atomic norms” are equivalent. In view of this observation, we may choose the “scale parameter” $s$ equal to $s_0 := (1/2)\text{Inj}(M)$. This will simplify some of the arguments below, and avoid many annoying technicalities. We shall call atoms supported in balls of radius at most $s_0$ admissible.

An important point that we overlooked in [17], and that we shall discuss in Section 4, is that the cancellation condition for $X^k$-atoms may be equivalently formulated, at least for atoms $A$ with support in small balls, by requiring that $A$ is orthogonal to $q_k(M)$, the space of all global $k$-quasi-harmonic functions, i.e. the space of all solutions to the (generalised) Poisson equation

$$\mathcal{L}^k u = c,$$

where $c$ is an arbitrary constant. In Section 2 we shall prove that the generalised Poisson equation has global solutions and that if $r_B$ is small enough, then functions in $q^2_k(B)$ may be approximated in the $L^2(B)$ norm to any degree of precision by global $k$-quasi-harmonic functions. This suggests to define the generalised BMO space $GBMO^k(M)$ as the space of all locally square integrable functions $G$ on $M$ such that

$$\|F\|_{GBMO^k} := \sup_B \inf_{V \in q_k(M)} \left( \frac{1}{\mu(B)} \int_B |G - V|^2 \, d\mu \right)^{1/2} < \infty,$$

for
where the supremum is taken with respect to all balls of radius at most $s_0$. Note that this “norm” annihilates all global $k$-quasi-harmonic functions, and defines a genuine norm on the quotient space $\text{GBMO}^k(M)/q_k(M)$. Loosely speaking, functions in $\text{GBMO}^k(M)$ may be “well approximated” on balls of radius at most $s_0$ by global $k$-quasi-harmonic functions. Our main result, Theorem 5.8, states that the Banach dual of $X^k(M)$ is isomorphic to $\text{GBMO}^k(M)/q_k(M)$. Specifically, the continuous linear functionals on $X^k(M)$ are precisely those, which, restricted to finite linear combinations $F$ of $X^k$-atoms, are of the form

\begin{equation}
\lambda_G(F) := \int_M F G \, d\mu
\end{equation}

for some function $G$ in $\text{GBMO}^k(M)$. Note the analogy between the classical case (1.1), (1.2), and our setting (1.3), (1.4). It is an interesting problem to determine explicitly the function $G$ that corresponds to a given functional $\lambda$. We solve this problem in Section 5. It may be worth observing that one of the steps in the proof is showing that the solutions of the generalised Poisson equation

$$\mathcal{L}^k u = g$$

with datum $g$ in $\text{BMO}(M)$ are in $\text{GBMO}^k(M)$, with control of the norms. As a consequence of our analysis, we prove in Section 6 that the $X^k(M)$-norm and the norm

$$\inf \left\{ \sum_j |c_j| : F = \sum_j c_j A_j \right\},$$

where the infimum is taken over all representations of $F$ as a finite sum of admissible $X^k$-atoms, are equivalent on the space $X^k_{\text{fin}}(M)$ of finite linear combination of $X^k$-atoms. This implies that if $Z$ is a Banach space and $\mathcal{T}$ is a $Z$-valued linear operator on finite combinations of $X^k$-atoms that is uniformly bounded on admissible $X^k$-atoms, then it extends to a bounded linear operator from $X^k(M)$ to $Z$. Thus, the atomic decomposition is really useful to test the boundedness of linear operators defined on finite linear combinations of $X^k$-atoms. See, on this delicate point, [20, 21, 15] and the references therein. This result has already been implicitly used in [16, 17], where, in order to show that certain singular integral operators are bounded from $X^k(M)$ to $L^1(M)$, we simply checked that they are uniformly bounded on $X^k$-atoms.

Further applications of the theory developed in this paper to the boundedness of spectral multipliers of $\mathcal{L}$ and Riesz transforms will appear in [19].

We briefly outline the content of this paper. Section 2 is devoted to the study of the solvability of the generalised Poisson equation. In Section 3 we introduce various classes of $k$-quasi-harmonic functions and study their mutual relations. In Section 4, after stating the basic geometric assumptions on the manifold $M$ and their analytic consequences, we recall the definition of the spaces $H^1(M)$, $X^k(M)$,
Y^k(M) and their main properties. Our main result is proved in Section 5. Finally, in Section 6 we shall prove that the dual of $X^k_{\text{fin}}(M)$ is isomorphic to that of $X^k(M)$, and draw some consequences concerning the extendability of Banach-valued linear operators uniformly bounded on $X^k$-atoms.

We shall use the “variable constant convention”, and denote by $C$, possibly with sub- or superscripts, a constant that may vary from place to place and may depend on any factor quantified (implicitly or explicitly) before its occurrence, but not on factors quantified afterwards. Throughout the paper $1_E$ will denote the indicator function of the set $E$.

2. Solvability of the Poisson equation

In this section $M$ will denote a connected complete $n$-dimensional Riemannian manifold of infinite volume with Riemannian measure $\mu$. We assume that the bottom $b$ of the $L^2(M)$ spectrum of $\mathcal{L}$ is strictly positive. The aim of this section is to investigate the solvability of the (generalised) Poisson equation

$$\mathcal{L}^k u = g,$$

where $g$ is a datum in $L^2_{\text{loc}}(M)$ and $k$ a positive integer. Clearly, if $U$ is a distributional solution of this equation, any other solution is of the form $U + H$, where $H$ solves the generalised Laplace equation $\mathcal{L}^k H = 0$, i.e. $H$ is a global $k$-harmonic function on $M$, according to the terminology that we shall introduce in Definition 3.1.

The proof of the solvability hinges on the following approximation result of $k$-harmonic functions on certain compact subsets of $M$ by global $k$-harmonic functions on $M$. The proof for $k = 1$ can be found in [3, Thm 3.10]; the case $k > 1$ is a straightforward adaptation of the argument given there. We recall that if $K$ is a closed subset of $M$, then a hole of $K$ is any component of $M \setminus K$ which is bounded.

**Lemma 2.1 (Walsch–Pfluger–Lax–Malgrange).** Let $K$ be a compact subset of $M$ without holes and $k$ a positive integer. If $v$ is a solution of the equation $\mathcal{L}^k v = 0$ in a neighbourhood of $K$ and $\varepsilon > 0$, then there is a function $u$ such that $\mathcal{L}^k u = 0$ in $M$ and $\sup_K |v - u| < \varepsilon$.

**Theorem 2.2.** Suppose that $M$ is a complete, noncompact, Riemannian manifold with spectral gap and that $k$ is a positive integer. Then for every $f$ in $L^2_{\text{loc}}(M)$ there exists $u$ in $L^2_{\text{loc}}(M)$ such that $\mathcal{L}^k u = f$ in the sense of distributions.

**Proof.** First we consider the case $k = 1$. Fix a reference point $o$ in $M$ and denote by $B_R$ the open ball of radius $R$ and centre $o$, and by $\tilde{B}_R$ the union of $B_R$ with the bounded connected components of $M \setminus B_R$. Then $\tilde{B}_R$ has no holes and $M$ is the union of the increasing sequence of bounded open sets $\{\tilde{B}_R\}$. 
Fix \( \varepsilon > 0 \) small. Set \( v_1 = \mathcal{L}^{-1}(f 1_{B_{1+\varepsilon}}) \). This makes sense, because \( \mathcal{L}^{-1} \) is bounded on \( L^2(M) \). Then \( v_1 \) is in \( L^2(M) \) and solves the equation \( \mathcal{L}v_1 = f \) in \( \bar{B}_{1+\varepsilon} \).

If \( w \in L^2(M) \) is a solution of \( \mathcal{L}w = f \) in \( \bar{B}_{2+\varepsilon} \) (for instance \( w = \mathcal{L}^{-1}(f 1_{B_{2+\varepsilon}}) \)), then \( \mathcal{L}(v_1 - w) = 0 \) in \( \bar{B}_{1+\varepsilon} \). Hence, by Lemma 2.1, there exists \( h \) such that \( \mathcal{L}h = 0 \) in \( M \) and \( \sup_{\bar{B}_1} |v_1 - w - h| < 1/2 \). Thus, setting \( v_2 = w + h \), one has \( \mathcal{L}v_2 = f \) in \( \bar{B}_{2+\varepsilon} \) and \( \sup_{\bar{B}_1} |v_1 - v_2| < 1/2 \). Iterating this argument, one constructs a sequence of functions \( v_j \) in \( L^2(M) \) such that \( \mathcal{L}v_j = f \) in \( \bar{B}_{j+\varepsilon} \) and \( \sup_{\bar{B}_j} |v_j - v_{j+1}| < 2^{-j} \).

Thus \( v_j \) converges in \( L^2_{\text{loc}}(M) \), whence in the sense of distributions, to a limit \( v \), which satisfies \( \mathcal{L}v = f \) in \( M \).

The case \( k > 1 \) can be reduced to \( k = 1 \), by observing that the equation \( \mathcal{L}^k u = f \) is equivalent to the system of \( k \) equations \( \mathcal{L}u_\ell = u_{\ell-1} \), \( \ell = 1, \ldots, k \), where \( u_0 = f \). \( \square \)

3. Quasi-harmonic functions and Bergman spaces

We introduce various spaces of functions on \( M \) that will play an important role in what follows and investigate their mutual relations. Here \( M \) is as in Section 2.

Recall that \( \mathcal{L} \) is an elliptic operator. Thus, given an open subset \( \Omega \) of \( M \), a positive integer \( k \) and a constant \( c \), every solution \( u \) of the equation

\[
\mathcal{L}^k u = c 1_\Omega
\]

is smooth in \( \Omega \).

The operator \( \mathcal{L} \) has been defined in the introduction as the unique self-adjoint extension of minus the Laplace-Beltrami operator acting on \( C^\infty_c(M) \). We recall that the domain of \( \mathcal{L} \) in \( L^2(M) \) is the space \( \text{Dom}(\mathcal{L}) = \{ u \in L^2(M) : \mathcal{L}u \in L^2(M) \} \), where \( \mathcal{L}u \) is interpreted in the sense of distributions \( \mathcal{D}' \). Henceforth we shall also denote by \( \mathcal{L} \) the natural extension of the Laplace-Beltrami operator to distributions.

**Definition 3.1.** Suppose that \( k \) is a positive integer, and that \( \Omega \) is a bounded open subset of \( M \). We say that a function \( v : \Omega \to \mathbb{C} \) is \( k \)-quasi-harmonic on \( \Omega \) if \( \mathcal{L}^k v \) is constant on \( \Omega \) (in the sense of distributions, hence in the classical sense, since \( v \) is smooth by elliptic regularity). We shall denote by \( q^2_k(\Omega) \) the space of \( k \)-quasi-harmonic functions on \( \Omega \) which belong to \( L^2(\Omega) \). The subspace of \( q^2_k(\Omega) \) of all functions such that \( \mathcal{L}^k v = 0 \) in \( \Omega \) will be denoted by \( h^2_k(\Omega) \) and will be called the \( (k^{\text{th}} \text{generalised}) \) Bergman space on \( \Omega \).

Suppose now that \( K \) is a compact subset of \( M \). We say that \( w : K \to \mathbb{C} \) is \( k \)-quasi-harmonic on \( K \) if \( w \) is the restriction to \( K \) of a function in \( q^2_k(\Omega) \), for some open set \( \Omega \) containing \( K \). We shall denote by \( q^2_k(K) \) the space of all \( k \)-quasi-harmonic functions on \( K \). The subspace of \( q^2_k(K) \) of all functions which are
restrictions to $K$ of functions in $h^2_k(\Omega)$ will be denoted by $h^2_k(K)$ and will be called the ($k^{\text{th}}$ generalised) Bergman space on $K$.

Finally we shall denote by $q_k(M)$ the space of all $k$-quasi-harmonic functions on $M$. Notice that $q_k(M)$ is a space of functions in $C^\infty(M)$.

Clearly $h^2_k(\Omega)$ is a subspace of $q^2_k(\Omega)$ of codimension one. Indeed, we have the vector space decomposition

$$q^2_k(\Omega) = h^2_k(\Omega) \oplus \mathbb{C}(\mathcal{L}^{-k}1_\Omega)|_\Omega.$$ 

Note that $\mathcal{L}^{-k}1_\Omega$ is in $L^2(M)$, for the bottom $b$ of the spectrum of $\mathcal{L}$ is assumed to be positive, whence $\mathcal{L}^{-k}$ is bounded on $L^2(M)$.

Observe that both $q^2_k(\Omega)$ and $h^2_k(\Omega)$ are closed subspaces of $L^2(\Omega)$. Indeed, in view of the decomposition above it suffices to prove that $h^2_k(\Omega)$ is closed. Now, if $\{v_n\}$ is a sequence in $h^2_k(\Omega)$ that converges to $v$ in $L^2(\Omega)$, then $\mathcal{L}^kv_n$ tends to $\mathcal{L}^kv$ in the sense of distributions. Thus $\mathcal{L}v = 0$, whence $v$ is in $h^2_k(\Omega)$. Clearly $q^2_k(\Omega)$ is contained in $q^2_k(\Omega)$. We shall prove below that if the boundary of $\Omega$ is smooth then $q^2_k(\Omega)$ is dense in $q^2_k(\Omega)$. To prove this, we need a few preliminary facts.

**Definition 3.2.** For a positive integer $m$ denote by $H^m(M)$ the Sobolev space of order $m$, i.e., the completion of

$$\{u \in C^\infty(M) : \nabla^j u \in L^2(M), \ j = 0, 1, \ldots, m\}$$

with respect to the norm

$$\|u\|_{H^m} := \left(\sum_{j=0}^m \|\nabla^j u\|_2^2\right)^{1/2}.$$ 

See [12] and the references therein for more on Sobolev spaces on manifolds.

Given a compact subset $K$ of $M$, denote by $H^m(M)_K$ the subspace of $H^m(M)$ of all functions whose support is contained in $K$, by $\bar{K}$ the interior of $K$, and by $H^m_0(\bar{K})$ the closure of $C^\infty_c(\bar{K})$ in $H^m(M)$.

Suppose that $u$ is a function in $\text{Dom}(\mathcal{L}^k)$ that vanishes in the complement of $K$. Then $\mathcal{L}^ku$ is in $L^2(M)$ and vanishes in $K^c$. By identifying $\mathcal{L}^ku$ with its restriction to $K$, we may interpret $\mathcal{L}^k$ as a map from $\text{Dom}(\mathcal{L}^k)_K$ into $L^2(K)$. We shall make this identification in the sequel without further comment. Henceforth, if $S$ is a subspace of $L^2(B)$, we shall denote by $S^\perp$ its orthogonal in $L^2(B)$.

**Lemma 3.3.** Let $K$ be a compact subset of $M$. The following hold:

(i) $H^{2k}(M)$ is contained in $\text{Dom}(\mathcal{L}^k)$;

(ii) the map $\mathcal{L}^k$ is a Banach space isomorphism between $H^{2k}(M)_K$ and $h^2_k(K)^\perp$ (the orthogonal complement of $h^2_k(K)$ in $L^2(K)$).
Proof. First we prove (i). Let $T^k M$ be the bundle of covariant tensors of order $k$ and denote by $\text{tr}: T^{k+2} M \to T^k M$ a trace, i.e. a metric contraction. Then for all sections $T$ of $T^{k+2} M$

$$|\text{tr}(T)(x)|_x \leq \sqrt{n} |T(x)|_x \quad \forall x \in M.$$ as can be easily seen by computing the trace in local coordinates given by an orthonormal frame and applying Schwarz’s inequality.

Next we observe that the Laplacian $\mathcal{L}$ is bounded from the Sobolev space $H^{2k+2}(M)$ to $H^k(M)$. Indeed if $u \in H^{2k+2}(M)$ then, since the trace commutes with covariant derivatives,

$$\nabla^j \mathcal{L} u = \nabla^j \text{tr}(\nabla^2 u) = \text{tr}(\nabla^{j+2} u) \quad \forall j = 0, 1, \ldots, 2k.$$ Thus

$$\|\nabla^j u\|_2 \leq \sqrt{n} \|\nabla^{j+2} u\|_2,$$ whence the boundedness of $\mathcal{L}$ from $H^{2k+2}(M)$ to $H^k(M)$ follows.

To prove that $H^2(M) \subset \text{Dom}(\mathcal{L}^k)$ we consider first the case $k = 1$. If $u \in H^2(M)$ then

$$\|\mathcal{L} u\|_2 = \|\text{tr} \nabla^2 u\|_2 \leq \sqrt{n} \|\nabla^2 u\|_2.$$ The inclusion $H^2(M) \subset \text{Dom}(\mathcal{L})$ follows, since $C^\infty(M) \cap H^2(M)$ is dense in $H^2(M)$ and $\mathcal{L}$ is closed. Finally, since $\text{Dom}(\mathcal{L}^k) = \{u \in \text{Dom}(\mathcal{L}) : \mathcal{L} u \in \text{Dom}(\mathcal{L}^{k-1})\}$, the inclusion $H^{2k}(M) \subset \text{Dom}(\mathcal{L}^k)$ follows by induction on $k$.

Now we prove (ii). First we show that $\mathcal{L}^k$ maps $H^{2k}(M)_K$ into $h^2_k(K)$. Suppose that $u$ is in $H^{2k}(M)_K$ and $v$ is in $h^2_k(K)$. Denote by $\tilde{v}$ a smooth function with compact support which is $k$-harmonic in an open neighbourhood of $K$ and satisfies $\tilde{v}|_K = v$. Then

$$\int_K v \mathcal{L}^k u \, d\mu = \int_M \tilde{v} \mathcal{L}^k u \, d\mu = \int_M \mathcal{L}^k \tilde{v} u \, d\mu = 0$$ because the support of $u$ is contained in $K$ and $\mathcal{L}^k \tilde{v}$ vanishes in a neighbourhood of $K$.

Since the bottom of the $L^2$-spectrum of $\mathcal{L}$ is strictly positive, $\mathcal{L}^k$ is injective on its domain, hence on $H^{2k}(M)_K$, for this is a subspace of $\text{Dom}(\mathcal{L}^k)$ by (i) above.

Next we prove that $\mathcal{L}^k$ is onto. Suppose that $v$ is in $h^2_k(K)$. Denote by $\hat{v}$ the extension of $v$ to a function on $M$ that vanishes off $K$. Set $u := \mathcal{L}^{-k} \hat{v}$. Clearly $u$ belongs to $\text{Dom}(\mathcal{L}^k)$. We shall prove that $u$ is in $H^{2k}(M)_K$. First we show that the support of $u$ is contained in $K$. For every smooth function $\phi$ with support
the last equality follows from the fact that $\mathcal{L}^{-k}\phi$ is $k$-harmonic in a neighbourhood of $K$ (hence its restriction to $K$ belongs to $h^2_h(K)$) and $v$ is in $h^2_h(K)^\perp$.

Since $\mathcal{L}^k$ is an elliptic operator of order $2k$ and both $u$ and $\mathcal{L}^k u$ are functions in $L^2(M)$ with compact support, $u$ is in $H^{2k}(M)$. Thus, $\mathcal{L}^{2k}$ maps $H^{2k}(M)_K$ onto $h^2_h(K)^\perp$ in a one-to-one fashion. Furthermore $\mathcal{L}^k$ is a continuous operator from $H^{2k}(M)_K$ to $h^2_h(K)^\perp$. The closed graph theorem then implies that $\mathcal{L}^{-k}$ is continuous, thereby concluding the proof that $\mathcal{L}^k$ is a Banach space isomorphism.

**Theorem 3.4.** Let $K$ be a compact subset of $M$. The following are equivalent:

(i) $h^2_h(K)^\perp = h^2_h(\hat{K})^\perp$

(ii) $H^{2k}(M)_K = H^0_{2k}(\hat{K})$.

**Proof.** First we prove that (i) implies (ii). Clearly $H^0_{2k}(\hat{K}) \subseteq H^{2k}(M)_K$, so that it suffices to prove the inclusion $H^{2k}(M)_K \subseteq H^0_{2k}(\hat{K})$, equivalently that $C^\infty_c(\hat{K})$ is dense in $H^{2k}(M)_K$. By Lemma 3.3 this is equivalent to the density of $\mathcal{L}^k(C^\infty_c(\hat{K}))$ in $h^2_h(K)^\perp = h^2_h(\hat{K})^\perp$, i.e., that the orthogonal space to $\mathcal{L}^k(C^\infty_c(\hat{K}))$ in $h^2_h(\hat{K})^\perp$ is the null space.

Suppose that $f$ is a function in $h^2_h(\hat{K})^\perp$ that is orthogonal to $\mathcal{L}^k\phi$, for every $\phi$ in $C^\infty_c(\hat{K})$. Denote by $\tilde{f}$ the extension of $f$ to a function on $M$ which vanishes in $(\hat{K})^c$, and consider the distribution $\mathcal{L}^k\tilde{f}$. Then

$$\langle \phi, \mathcal{L}^k\tilde{f}\rangle = \langle \mathcal{L}^k\phi, \tilde{f}\rangle = 0 \quad \forall \phi \in C^\infty_c(\hat{K}).$$

Thus, $\mathcal{L}^k\tilde{f} = 0$ in $\hat{K}$, so that $f$ belongs to $h^2_h(\hat{K})$. But this implies that $f = 0$ for $f$ is in $h^2_h(\hat{K})^\perp \cap h^2_h(\hat{K})$.

Next we prove that (ii) implies (i). Observe that the obvious inclusion $h^2_h(K) \subseteq h^2_h(\hat{K})$ implies the containment $h^2_h(K)^\perp \subseteq h^2_h(\hat{K})^\perp$. Thus, it suffices to show that the assumption $H^{2k}(M)_K = H^0_{2k}(\hat{K})$ implies

$$h^2_h(K)^\perp \subseteq h^2_h(\hat{K})^\perp.$$ 

Suppose that $v$ is in $h^2_h(K)^\perp$. Write $\tilde{v}$ for the extension of $v$ to $M$ which vanishes in $K^c$. By Lemma 3.3 there exists $u$ in $H^{2k}(M)_K$ such that $\mathcal{L}^k u = \tilde{v}$. The assumption $H^{2k}(M)_K = H^0_{2k}(\hat{K})$ implies the existence of a sequence $\{\phi_n\}$ of functions in $C^\infty_c(\hat{K})$ that is convergent to $u$ in $H^{2k}(M)$. Then, if for every $f$ in $h^2_h(K)$ we
denote by $\tilde{f}$ its extension to $M$ that vanishes off $K$,
\[
\int_K v \, f \, d\mu = \int_M \tilde{v} \, \tilde{f} \, d\mu = \int_M \mathcal{L}^k u \, \tilde{f} \, d\mu = \lim_{n \to \infty} \int_M \mathcal{L}^k \phi_n \, \tilde{f} \, d\mu = \lim_{n \to \infty} \langle \phi_n, \mathcal{L}^k \tilde{f} \rangle,
\]
which vanishes because the support of $\phi_n$ is contained in $K$ and $\mathcal{L}^k \tilde{f} = 0$ in $K$.

Therefore $v$ is in $h^2_k(\tilde{K})^\perp$, as required. □

The result above raises the following question: which compact subsets $K$ of $M$ satisfy the requirement $H^2_k(M) \cong H^2_k(\tilde{K})$? In the case where $K = \tilde{K}$ is a domain whose boundary is a smooth $(n-1)$-dimensional manifold, the spaces $H^2_k(M) \cong H^2_k(\tilde{K})$ coincide by a well known result of Lions and Magenes [9, Theorem 2, p. 259]. More generally, we may use a version of the segment condition for manifolds (see [1, Theorem 5.29, p. 159]). Unfortunately, this is not very useful in the setting of Riemannian manifolds, for the boundary of geodesic balls may contain even cusps (think of the elementary example of a cylinder in $\mathbb{R}^3$). However, it is a classical fact that if $r < \text{Inj}_p$, then the boundary of $B(p, r)$ is a smooth $(n-1)$-dimensional submanifold of $M$, a fact that will be used without further comment in the sequel.

Note that for every nonnegative integer $k$ and every open ball $B$, we have the orthogonal decompositions
\[
L^2(B) = q^2_{2k}(B)^\perp + q^2_k(B) = q_k(B)^\perp + q^2_k(B).
\]

In fact, these decompositions coincide, at least for all $B$ such that $r_B < \text{Inj}_c$, as the following result shows.

**Proposition 3.5.** Suppose that $B$ is an open ball in $M$, that $r_B < \text{Inj}_c$, and that $k$ is a positive integer. The following hold:

(i) $\overline{q^2_k(B)} = q^2_{2k}(B)$;

(ii) $q^2_k(B)$ is the set of all $v$ in $L^2(B)$ such that there exists a sequence $\{v_n\}$ of global $k$-quasi-harmonic functions such that
\[
\lim_{n \to \infty} \int_B |v - v_n|^2 \, d\mu = 0.
\]

**Proof.** To prove (i) we first prove that if $v$ is in $\overline{q^2_k(B)}$, then $v$ is smooth on $B$ and $\mathcal{L}^k v$ is constant therein, i.e., $v$ is in $q^2_k(B)$. Indeed, there exists a sequence $\{v_j\}$ of functions in $C^\infty_c(M)$, such that $\mathcal{L}^k v_j$ is constant in a neighborhood of $\overline{B}$, that converges to $v$ in $L^2(B)$. Then $\{\mathcal{L}^k v_j\}$ converges to $\mathcal{L}^k v$ in $\mathcal{D}'(B)$ so that $\mathcal{L}^k v$ is constant on $B$ in the sense of distributions, and, by elliptic regularity, $v$ is smooth on $B$, as required.

Conversely, suppose that $v$ is in $L^2(B)$ and that $\mathcal{L}^k v = c$ on $B$ in the sense of distributions for some constant $c$. Then $v$ is smooth in $B$ by elliptic regularity.
Denote by $q_0$ a global $k$-quasi-harmonic function such that $\mathcal{L}^k q_0 = 1$ (such a function exists by Theorem 2.2 above). Then the function $v - c q_0$ is in the Bergman space $h^2_k(B)$. By Theorem 3.4 the Bergman space $h^2_k(B)$ coincides with $\overline{h^2_k(B)}$. Hence there exists a sequence $\{h_j\}$ of $k$-harmonic functions in neighbourhoods of $\overline{B}$ such that

$$\lim_{j \to \infty} \|v - c q_0 - h_j\|_{L^2(B)} = 0,$$

whence $\{h_j + c q_0\}$ converges to $v$ in $L^2(B)$, i.e., $v$ is in the closure of $q^2_k(B)$, as required.

Next we prove (ii). Clearly, if $V$ is a function in $L^2(B)$ that may be approximated in the $L^2(B)$-norm by a sequence of global $k$-quasi-harmonic functions, then it belongs to the closure of $q^2_k(B)$, which, by (i), is $q^2_k(B)$.

Conversely, suppose that $v$ is in $q^2_k(B)$. Then, by (i), it may be approximated in the $L^2$-norm by a sequence $\{u_n\}$ of $k$-quasi-harmonic functions in $q^2_k(B)$. Thus, it suffices to show that each of these functions may, in turn, be approximated in the $L^2(B)$-norm by global $k$-quasi-harmonic functions. Set $c_n := \mathcal{L}^k u_n$. Denote by $q$ a global $k$-quasi-harmonic function such that $\mathcal{L}^k q = 1$ on $M$. The function $u_n - c q$ is $k$-harmonic in a neighbourhood of $\overline{B}$. Since $\overline{B}$ has no holes, there exists by Lemma 2.1 a global $k$-harmonic function $w_n$ such that

$$|u_n - c q - w_n| < 2^{-n} \quad \text{in } \overline{B}.$$

The functions $v_n := w_n + c q$ are the required approximants of $v$. □

Remark 3.6. We note explicitly that if $M$ is a Cartan–Hadamard manifold, then

$$\overline{q^2_k(B)} = q^2_k(B),$$

for every geodesic ball $B$.

4. Background on Hardy-type spaces

Let $M$ denote a connected $n$-dimensional Riemannian manifold of infinite volume with Riemannian measure $\mu$. In this section we gather some known facts about the Hardy space $H^1(M)$, introduced by Carbonaro, Mauceri and Meda [5] in the setting of measured metric spaces of infinite volume (see also [6] for the case of finite volume), and the Hardy-type spaces $X^k(M)$, introduced in [10] and studied in [17].

Definition 4.1. We say that $M$ has $C^\ell$ bounded geometry if the injectivity radius is positive and the following hold:

- if $\ell = 0$, then the Ricci tensor $\text{Ric}$ is bounded from below;
- if $\ell$ is positive, then the covariant derivatives $\nabla^j \text{Ric}$ of the Ricci tensor are uniformly bounded on $M$ for all $j$ in $\{0, \ldots, \ell\}$. 
Standing assumptions 4.2. Hereafter we make the following assumptions on $M$:

(i) $b > 0$ ($b$ denotes the bottom of the $L^2$-spectrum of $\mathcal{L}$);
(ii) $M$ has $C^\ell$ bounded geometry for some nonnegative integer $\ell$.

Remark 4.3. Set $\beta = \limsup_{r \to \infty} \left[ \frac{\log \mu(B(o, r))}{2r} \right]$, where $o$ is any reference point of $M$ and $B(o, r)$ denotes the geodesic ball with centre $o$ and radius $r$. By a result of Brooks $b \leq \beta^2$ [4]. It is well known that for manifolds with properties (i)-(ii) above there exist positive constants $\alpha$ and $C$ such that

$$
(4.1) \quad \mu(B(p, r)) \leq C r^\alpha e^{2\beta r} \quad \forall r \in [1, \infty) \quad \forall p \in M.
$$

Furthermore [17, Remark 2.3] there exists a positive constant $C$ such that

$$
(4.2) \quad C^{-1} r^n \leq \mu(B(p, r)) \leq C r^n \quad \forall r \in (0, 1] \quad \forall p \in M.
$$

We denote by $\mathcal{B}$ the family of all balls on $M$. For each $B$ in $\mathcal{B}$ we denote by $c_B$ and $r_B$ the centre and the radius of $B$ respectively. Furthermore, we denote by $c_B$ the ball with centre $c_B$ and radius $c r_B$. For each scale parameter $s$ in $\mathbb{R}^+$, we denote by $\mathcal{B}_s$ the family of all balls $B$ in $\mathcal{B}$ such that $r_B \leq s$.

We recall the definitions of the atomic Hardy space $H^1(M)$ and its dual space $BMO(M)$ given in [5]. We set $s_0 := (1/2) \text{Inj}(M)$.

Definition 4.4. An $H^1$-atom $a$ is a function in $L^2(M)$ supported in a ball $B$ with the following properties:

(i) $\int_B a \, d\mu = 0$;
(ii) $\|a\|_2 \leq \mu(B)^{-1/2}$.

Given a positive “scale parameter” $s$, we say that an $H^1$-atom $a$ is at scale $s$ if it is supported in a ball $b$ of $\mathcal{B}_s$. An $H^1$-atom is called admissible if it is supported in a ball $B$ of $\mathcal{B}_{s_0}$.

Definition 4.5. The Hardy space $H^1(M)$ is the space of all functions $f$ in $L^1(M)$ that admit a decomposition of the form

$$
(4.3) \quad f = \sum_{j=1}^{\infty} c_j a_j,
$$

where $a_j$ are admissible $H^1$-atoms, and $\sum_{j=1}^{\infty} |c_j| < \infty$. The norm $\|f\|_{H^1}$ of $f$ is the infimum of $\sum_{j=1}^{\infty} |c_j|$ over all decompositions (4.3) of $f$.

We denote with $H^1_{\text{fin}}(M)$ the vector space of all finite linear combinations of admissible $H^1$-atoms, endowed with the norm

$$
\|f\|_{H^1_{\text{fin}}} = \inf \left\{ \sum_{j=1}^{N} |c_j| : f = \sum_{j=1}^{N} c_j a_j, \quad a_j \text{ admissible } H^1\text{-atom}, \, N \in \mathbb{N} \right\}.
$$
It is known that, under the Standing assumptions 4.2, the $H^1$-norm and the $H^1_{\text{fin}}$-norm are equivalent on $H^1_{\text{fin}}(M)$ [15, Section 4].

**Remark 4.6.** Actually, in the definition of the spaces $H^1(M)$ and $H^1_{\text{fin}}(M)$, the choice of scale is irrelevant. Indeed, in [5] it has been shown that in Definition 4.5 one obtains the same spaces, with equivalent norms, if admissible atoms are replaced by atoms at any fixed scale $s$.

**Definition 4.7.** We define $BMO(M)$ as the space of all locally integrable functions $g$ such that
\[
\|g\|_{BMO} := \sup_{B \in \mathcal{B}_0} \inf_{c \in \mathbb{C}} \left( \frac{1}{\mu(B)} \int_B |g - c|^2 \, d\mu \right)^{1/2} < \infty.
\]
The Banach dual of $H^1(M)$ is isomorphic to $BMO(M)/\mathbb{C}$ [5, Thm 5.1].

Now we recall the definition of the *generalised Hardy spaces* $X^k(M)$. For $\sigma > 0$ denote by $\mathcal{U}_\sigma$ the operator $\mathcal{L}(\sigma \mathcal{I} + \mathcal{L})^{-1}$. It is known that for every positive integer $k$ the operator $\mathcal{U}_\sigma^k$ is injective on $L^1(M) + L^2(M)$ [16, Proposition 2.4 (ii)].

**Definition 4.8.** For each positive integer $k$ and for each $\sigma > \beta^2 - b$ we denote by $X^k(M)$ the Banach space of all $L^1(M)$ functions $f$ such that $\mathcal{U}_\sigma^{-k} f$ is in $H^1(M)$, endowed with the norm
\[
\|f\|_{X^k} = \|\mathcal{U}_\sigma^{-k} f\|_{H^1}.
\]
Clearly $\mathcal{U}_\sigma^{-k}$ is an isometric isomorphism between $X^k(M)$ and $H^1(M)$. It is known [16, Section 3] that the space $X^k(M)$ does not depend on $\sigma > \beta^2 - b$, and that different values of $\sigma$ give rise to equivalent norms on $X^k(M)$. For later use, it is convenient to assume that $\sigma > 2\beta$, and we shall denote $\mathcal{U}_\sigma$ simply by $\mathcal{U}$.

**Definition 4.9.** For each positive integer $k$ we denote by $Y^k(M)$ the Banach dual of $X^k(M)$.

**Remark 4.10.** Since $\mathcal{U}^{-k}$ is an isometric isomorphism between $X^k(M)$ and $H^1(M)$, the transpose map $(\mathcal{U}^{-k})^t$ is an isometric isomorphism between the dual of $H^1(M)$, i.e., $BMO(M)/\mathbb{C}$, and $Y^k(M)$. Hence
\[
\|(\mathcal{U}^{-k})^t f\|_{Y^k} = \|f\|_{BMO/\mathbb{C}}.
\]
Some properties of $X^k(M)$ are listed in the introduction (see [16, 17]). The space $X^k(M)$ admits an atomic decomposition in terms of “special atoms” [17], which we now define.

**Definition 4.11.** Suppose that $k$ is a positive integer. An $X^k$-atom associated to the ball $B$ is a function $A$ in $L^2(M)$, supported in $B$, such that
\begin{align*}
(i) & \int A h \, d\mu = 0 \quad \forall h \in q^2_k(B); \\
(ii) & \|A\|_2 \leq \mu(B)^{-1/2}.
\end{align*}

Note that condition (i) implies that \( \int_M A \, d\mu = 0 \), because \( 1_{2B} \) is in \( q^2_k(B) \). Given a positive “scale parameter” \( s \), we say that an \( X_k \)-atom is at scale \( s \) if it is supported in a ball \( B \) of \( B_s \). As in the case of \( H^1 \), atoms at scale \( s_0 \) will simply be called admissible \( X_k \)-atoms.

Observe that \( X_k \)-atoms satisfy an infinite dimensional cancellation condition. In [17] we proved the following result.

**Theorem 4.12.** Suppose that \( k \) is a positive integer and that \( M \) has \( C^{2k-2} \) bounded geometry (see Definition 4.1). Choose a “scale parameter” \( s \). Then the space \( X_k(M) \) is the space of all functions \( F \) in \( H^1(M) \) that admit a decomposition of the form \( F = \sum_j c_j A_j \), where \( \{c_j\} \) is a sequence in \( \ell^1 \) and \( \{A_j\} \) is a sequence of admissible \( X_k \)-atoms at scale \( s \). Furthermore

\[
\|F\|_{X_k} \asymp \inf \left\{ \sum_j |c_j| : F = \sum_j c_j A_j, \quad \text{where } A_j \text{ are } X^k \text{-atoms at scale } s \right\}.
\]

Notice that the equivalence of norms above implies that “atomic norms” associated to different “scale parameters” \( s_1 \) and \( s_2 \) are equivalent on \( X^k(M) \). As in the definition of \( H^1(M) \), a convenient choice of the scale parameter is \( s_0 := (1/2) \text{Inj}(M) \). This choice of the scale parameter will simplify most of the arguments below, for balls of radius at most \( s_0 \) have no holes and their boundaries are smooth, whence the theory developed in Sections 3 and 4 applies. In particular, in view of Proposition 3.5, the cancellation condition of an \( X^k \)-atom \( A \) associated to a ball \( B \) may be described in one of the following equivalent ways:

\begin{align*}
(a) & \int_B A \, v \, d\mu = 0 \quad \forall v \in q^2_k(B); \\
(b) & \int_B A \, v \, d\mu = 0 \quad \forall v \in q^2_k(B); \\
(c) & \int_B A \, v \, d\mu = 0 \quad \forall v \in q_k(M).
\end{align*}

We remark also that \( X^1(M) \) admits an atomic decomposition in terms of \( X^1 \)-atoms whenever \( M \) satisfies mild geometric assumptions, i.e. \( M \) has positive injectivity radius, Ricci curvature bounded from below and spectral gap, whereas if \( k \geq 2 \), then the atomic decomposition of \( X^k(M) \) requires at least \( C^2 \) bounded geometry.

Next we introduce a norm on the space of finite linear combinations of admissible \( X^k \)-atoms.

**Definition 4.13.** Suppose that \( k \) is a positive integer. We denote by \( X^k \text{fin}(M) \) the vector space of all finite linear combinations of admissible \( X^k \)-atoms, endowed with
the norm
\[ \|F\|_{X_k^{m}} := \inf \left\{ \sum_{j=1}^{N} |c_j| : F = \sum_{j=1}^{N} c_j A_j, A_j \text{ admissible } X^k\text{-atom} \right\}. \]

Remark 4.14. By combining [17] Remark 3.5 with the proof of [17] Lemma 6.1 one can see that any \( X^k\)-atom \( A \) at scale \( s > s_0 \) can be written as a finite linear combination \( A = \sum_{j=1}^{N(s)} \lambda_j A_j \) of admissible \( X^k\)-atoms \( A_j \), with \( \sum |\lambda_j| \leq Cs \). Thus, if in the definition of \( X_{\text{fin}}^k(M) \) we replace admissible \( X^k\)-atoms by \( X^k\)-atoms at any fixed scale \( s \), we obtain the same space with an equivalent norm.

Remark 4.15. Notice that \( X_{\text{fin}}^k(M) \) is contained in \( \mathcal{U}^k(H_{\text{fin}}^1(M)) \). Indeed, for any admissible \( X^k\)-atom \( A \), \( \mathcal{W}^{-k}A \) is a multiple of an admissible \( H^1\)-atom by [17] Remark 3.5. Hence, \( \mathcal{W}^{-k}A \) lies in \( H_{\text{fin}}^1(M) \). It follows that \( A = \mathcal{W}^k \mathcal{W}^{-k}A \) belongs to \( \mathcal{W}^k(H_{\text{fin}}^1(M)) \).

Clearly
\[ \|F\|_{X^k} \leq \|F\|_{X_{\text{fin}}^k} \quad \forall F \in X_{\text{fin}}^k(M), \]
so that there is a natural injection of the completion of \( X_{\text{fin}}^k(M) \) into \( X^k(M) \). We shall show that this map is an isomorphism of Banach spaces.

We need a slight variant of the “economical decomposition of atoms” proved in [17] Lemma 6.1.

Lemma 4.16. Suppose that \( k \) is a positive integer and that \( M \) has \( C^{2k-2} \) bounded geometry. If \( a \) is an \( H^1\)-atom in \( \text{Dom}(\mathcal{L}^k) \), then \( \mathcal{L}^k a \) is in \( X^k(M) \). Furthermore, if the support of \( a \) is contained in the ball \( B \), then there exists a constant \( C \) such that
\[ \|\mathcal{L}^k a\|_{X_{\text{fin}}^k} \leq C (1 + r_B) \mu(B)^{1/2} \|\mathcal{L}^k a\|_2. \]

Proof. It is straightforward to check that the proof of [17] Lemma 6.1] proves the stronger statement above. \( \square \)

In the following lemma and elsewhere we shall identify functions in \( q^2_k(B) \) with their extensions to \( M \) that vanish outside \( B \).

Lemma 4.17. Suppose that \( k \) is a positive integer and that \( M \) has \( C^{2k-2} \) bounded geometry. There exists a constant \( C \) such that for every ball \( B \) and every \( F \) in \( q^2_k(B) \)
\[ \|F\|_{X_{\text{fin}}^k} \leq C (1 + r_B) \mu(B)^{1/2} \|F\|_2. \]

Proof. The function \( A := F/\mu(B)^{1/2} \|F\|_2 \) is an \( X^k\)-atom with support contained in \( \overline{B} \). Hence \( a := \mathcal{L}^{-k}A/\|\mathcal{L}^{-k}\|_2 \) is a \( H^1\)-atom with support contained in \( \overline{B} \). Note that \( a \) is in \( \text{Dom}(\mathcal{L}^k) \). By Lemma 4.16
\[ \|\mathcal{L}^k a\|_{X_{\text{fin}}^k} \leq C (1 + r_B) \mu(B)^{1/2} \|\mathcal{L}^k a\|_2, \]
from which the required estimate follows directly.

We also need the following result, which provides a “nice” decomposition of $\mathcal{A}^k a$ for an admissible $H^1$-atom $a$ in terms of admissible $X^k$-atoms.

**Lemma 4.18.** Suppose that $k$ is a positive integer and that $M$ has $C^{2k-2}$ bounded geometry. Let $a$ be an admissible $H^1$-atom supported in a ball $B(p,R)$, where $p$ is in $M$ and $R \leq s_0$. Then there exist a positive constant $C$, functions $A'_i$ and $A''_j$ such that

$$\mathcal{A}^k a = \sum_{i=0}^d A'_i + \sum_{j=1}^\infty A''_j,$$

where $d = [\log_4(3/R) + 1]$, the series converges in $X^k(M)$ and in $L^2(M)$, and

(i) the function $A'_i$ is supported in $B'_i = B(p,(4^i + 1)R)$, lies in $q_k (B'_i) \perp$ and

$$\|A'_i\|_2 \leq C \mu(B'_i)^{-1/2} 4^{-i};$$

(ii) the function $A''_j$ is supported in $B''_j = B(p,j+1)$, lies in $q_k (B''_j)$ and

$$\|A''_j\|_2 \leq C e^{-2\beta j}.$$

Moreover, $A'_i$ lies in $X_{\text{fin}}^k(M)$ and there exist positive constants $C$ and $\varepsilon$, such that

$$\|A''_j\|_{X_{\text{fin}}^k} \leq C e^{-\varepsilon j}.$$

**Proof.** We write $\mathcal{A}^k = \mathcal{L}^k \mathcal{A}^k$ and $\mathcal{A}^k = r^k(\mathcal{D}_1)$, where $r(t) = \frac{1}{\sqrt{t}} e^{\frac{1}{t}}$ and $\mathcal{D}_1 = \sqrt{\frac{\mathcal{L}}{r} + b + \kappa^2}$. We proceed as in the proof of [17 Lemma 4.2] to construct the functions $A'_i$ and $A''_j$ with the required properties. The functions $A''_j$ are defined as $\mathcal{L}^k a_j$, where $a_j$ are suitable multiple of $H^1$-atoms. Then the estimate (4.4) of the norm of $A''_j$ may be obtained by arguing as in [17 Lemma 6.1].

\section{5. The Dual of Hardy-type Spaces}

In this section we prove our main result, which identifies the dual of $X^k(M)$ to a Banach space of functions on $M$. We need more notation and some preliminary results. For any open ball $B$ in $M$, we denote by $\hat{\pi}_{B,k} : L^2(B) \to q_k^2(B)\perp$ the orthogonal projection onto $q_k^2(B)\perp$. We may extend $\hat{\pi}_{B,k}$ to a map $\pi_{B,k}$ from $L_{\text{loc}}^2(M)$ to $q_k^2(B)\perp$, by setting

$$\pi_{B,k}(F) := \hat{\pi}_{B,k}(F|_B) \quad \forall F \in L_{\text{loc}}^2(M),$$

where $F|_B$ denotes the restriction of $F$ to $B$.

**Proposition 5.1.** Suppose that $s > 0$, $G$ is in $L_{\text{loc}}^2(M)$ and $\pi_{B,k}(G) = 0$ for every $B$ in $\mathcal{A}_s$. Then $G$ is a global $k$-quasi-harmonic function, i.e. it belongs to $q_k(M)$.
Proof. Observe that \( \pi_{\mathcal{B},k}(G) = \tilde{\pi}_{\mathcal{B},k}(G_x) \). Hence, \( G_{|B} \) is orthogonal to \( q^2_k(B) \), i.e., it belongs to \( q^2_k(B) \). Thus, \( \mathcal{L}^k G \) is constant on \( B \). Now, if \( B \) and \( B' \) are two balls in \( \mathcal{B} \) with nonempty intersection, \( \mathcal{L}^k G \) is constant both on \( B \) and on \( B' \), whence the constant must be the same for the two balls. Since \( M \) is connected by assumption, \( \mathcal{L}^k G \) is constant on \( M \), i.e. it is in \( q_k(M) \), as required. \( \square \)

**Definition 5.2.** Suppose that \( k \) is a positive integer and \( s > 0 \). Then \( GBMO^s_k(M) \) is the vector space of all functions \( G \) in \( L^2_{loc}(M) \) such that

\[
\|G\|_{GBMO^s_k} := \sup_{B \in \mathcal{B}} \mu(B)^{-1/2} \|\pi_{B,k}(G)\|_2 < \infty.
\]

Note that if \( r_B < \text{Inj}(M) \), then by Proposition 5.3 (ii)

\[
\|\pi_{B,k}(G)\|_2 = \inf_{V \in q_k(M)} \left[ \int_B |G - V|^2 \, d\mu \right]^{1/2}.
\]

Loosely speaking, if \( s < \text{Inj}(M) \), then the space \( GBMO^s_k(M) \) consists of all locally square-integrable functions \( G \), which are “well approximated” on each ball \( B \) in \( \mathcal{B} \) by global \( k \)-quasi-harmonic functions. If we interpret constants as 0-quasi-harmonic functions, we may say that \( BMO(M) \) functions are those locally square-integrable functions, which are “well approximated” on each ball \( B \) in \( \mathcal{B} \) by 0-quasi-harmonic functions. Thus, functions in \( GBMO^s_k(M) \) may be considered as generalisations of functions in \( BMO(M) \), a fact which partially justifies the notation.

Henceforth, we shall consider the spaces \( GBMO^s_k(M) \) only for \( s < \text{Inj}(M) \) and we shall write \( GBMO^k(M) \) instead of \( GBMO^s_{s_0}(M) \), where \( s_0 = \frac{1}{2} \text{Inj}(M) \). We shall prove later that if \( s \) is less than \( \text{Inj}(M) \) then the spaces \( GBMO^s_k(M) \) do not depend on \( s \) and that all the norms \( \|\cdot\|_{GBMO^s_k}, 0 < s < \text{Inj}(M) \), are equivalent (see Corollary 5.3).

Obviously, \( \|\cdot\|_{GBMO^s_k} \) vanishes on \( q_k(M) \) and, by Proposition 5.1, it defines a norm on the quotient space \( GBMO^s_k(M)/q_k(M) \). Note that if \( k \leq \ell \) then a function \( G \) in \( GBMO^s_k(M) \) is also in \( GBMO^s_{\ell}(M) \), for

\[
(5.1) \quad \|\pi_{B,\ell}(G)\|_2 \leq \|\pi_{B,k}(G)\|_2.
\]

In particular, any representative of a class in \( BMO(M)/\mathbb{C} \), represents also a class in \( GBMO^s_k(M)/q_k(M) \).

The main result of this section (Theorem 5.3 below) is that the dual \( Y^k(M) \) of \( X^k(M) \) can be identified with \( GBMO^k(M)/q_k(M) \) via the map \( \iota \) that to each coset \( G + q_k(M) \) in \( GBMO^k(M)/q_k(M) \) associates the functional \( \iota(G + q_k(M)) \) on \( X^k_{\text{fin}}(M) \) defined by

\[
(5.2) \quad \iota(G + q_k(M))(F) := \int_M F G \, d\mu \quad \forall F \in X^k_{\text{fin}}(M).
\]

It is straightforward to check that the integral above does not change if we replace \( G \) by any other representative of the coset \( G + q_k(M) \). At this point it is by no means
clear that the functional \( \iota(G + q_k(M)) \) extends to a continuous linear functional on \( X^k(M) \). We shall prove that this is indeed the case and that \( \iota \) extends to a Banach space isomorphism between \( GBMO^k(M)/q_k(M) \) and \( Y^k(M) \) (see Theorem 5.8).

To prove this result it is useful to introduce another space that will play also a role in the characterization of the dual of \( X^k_{\text{fin}}(M) \) in the next section.

**Definition 5.3.** Suppose that \( k \) is a positive integer. We define \( Y^k(M) \) to be the space of all families of functions \( G := \{G_B : B \in \mathcal{B}\} \) such that

1. \( G_B \) is in \( q_k^2(B)^\perp \) and \( \pi_{B,k}(G_{B'}) = G_B \) for all \( B, B' \in \mathcal{B} \) such that \( B \subset B' \);
2. \[ \|G\|_{Y^k} := \sup_{B \in \mathcal{B}, o} \left( \frac{1}{\mu(B)} \int_B |G_B|^2 \, d\mu \right)^{1/2} < \infty. \]

It is straightforward to check that if \( G \) is in \( GBMO^k(M) \), then the collection \( G := \{\pi_{B,k}(G) : B \in \mathcal{B}\} \) is in \( Y^k(M) \), and

\[ \|G\|_{Y^k} = \|G\|_{GBMO^k}. \]

Conversely, given \( G = \{G_B : B \in \mathcal{B}\} \) in \( Y^k(M) \), it is not clear a priori whether there exists \( G \) in \( GBMO^k(M) \) such that \( G_B = \pi_{B,k}(G) \) for every \( B \in \mathcal{B} \). In Corollary 5.11 we shall prove that this is indeed the case, following a somewhat long detour. It would be nice to have a more direct proof of this fact.

**Definition 5.4.** Given a function \( h : \mathcal{B} \to \mathbb{C} \) and a complex number \( \alpha \), we say that \( \lim_{B} h(B) = \alpha \) if for every \( \varepsilon > 0 \) there exists a ball \( B_\varepsilon \) such that

\[ |h(B) - \alpha| < \varepsilon \quad \forall B \in \mathcal{B} \text{ such that } B_\varepsilon \subset B. \]

Fix a reference point \( o \) in \( M \), and, for every positive integer \( m \), denote by \( B_m \) the ball with centre \( o \) and radius \( m \).

**Lemma 5.5.** Suppose that \( k \) is a positive integer and that \( M \) has \( C^{2k-2} \) bounded geometry. The following hold:

1. For every \( G \) in \( Y^k(M) \) the linear functional \( \lambda_G \) on \( X^k_{\text{fin}}(M) \), defined by
   \[ \lambda_G(F) = \lim_B \int_M F G_B \, d\mu \quad \forall F \in X^k_{\text{fin}}(M), \]
   is continuous on \( X^k_{\text{fin}}(M) \) and \( \|\lambda_G\|_{(X^k_{\text{fin}})^*} \leq \|G\|_{Y^k}; \)
2. There exists a positive constant \( C \) such that for every \( B \) in \( \mathcal{B} \) and for every \( G \) in \( Y^k(M) \)
   \[ \left( \frac{1}{\mu(B)} \int_B |G_B|^2 \, d\mu \right)^{1/2} \leq C \|G\|_{Y^k} (1 + r_B); \]
(iii) For every admissible $H^1$-atom $a$ and for every $G$ in $\Upsilon^k(M)$, the limit

$$\lambda(\Upsilon^k a) := \lim_{m \to \infty} (\Upsilon^k a, GB_m)$$

exists. Furthermore, there exists a positive constant $C$ such that

$$|\lambda(\Upsilon^k a)| \leq C \|G\|_{\Upsilon^k};$$

(iv) For every $G$ in $\Upsilon^k(M)$ the linear functional $\lambda_G$ on $X^k_{fin}(M)$, defined in (i), extends to a continuous linear functional on $X^k(M)$, and there exists a constant $C$, independent of $G$, such that $\|\lambda_G\|_{(X^k)^*} \leq C \|G\|_{\Upsilon^k};$

(v) For every $G$ in $\text{GBMO}^k(M)$ the linear functional $\iota(G+q_k(M))$ on $X^k_{fin}(M)$, defined by

$$\iota(G+q_k(M))(F) = \int_M FG \, d\mu \quad \forall F \in X^k_{fin}(M),$$

extends to a unique continuous linear functional on $X^k(M)$, and the map $\iota : \text{GBMO}^k(M)/q_k(M) \to \Upsilon^k(M)$ that associates to the coset $G+q_k(M)$ the extension of $\iota(G+q_k(M))$ described above is a continuous linear map.

Proof. First we prove (i). Note that the limit

$$\lim_{m \to \infty} \int_B \int_M FGB \, d\mu \quad \forall F \in X^k_{fin}(M)$$

exists, for the support of $F$ is contained in a ball. Thus, $\lambda_G(F)$ is well defined. Suppose that $A$ is an $X^k$-atom with support contained in a ball $B$ in $\mathcal{B}_{s_0}$. We have that

$$|\lambda_G(A)| = \left| \int_B AG_B \, d\mu \right|$$

$$\leq \|A\|_2 \|G_B\|_2$$

$$\leq \mu(B)^{-1/2} \|G_B\|_2$$

$$\leq \|G\|_{\Upsilon^k}.$$ 

Therefore, if $F = \sum_{j=1}^N c_j A_j$ is in $X^k_{fin}(M)$, then

$$|\lambda_G(F)| \leq \|G\|_{\Upsilon^k} \sum_{j=1}^N |c_j|.$$

We now take the infimum of both sides with respect to all finite representations of $F$, and obtain

$$|\lambda_G(F)| \leq \|G\|_{\Upsilon^k} \|F\|_{X^k_{fin}} \quad \forall F \in X^k_{fin}(M),$$

as required to conclude the proof of (i).

Next we prove (ii). If $r_B \leq s_0$, then the required estimate follows directly from the definition of the space $\Upsilon^k(M)$. 
Suppose that \( r_B > s_0 \). Denote by \( \lambda_G \) the continuous linear functional on \( X^k_{\text{fin}}(M) \) associated to \( G \) as in (i). Then

\[
|\langle F, G_B \rangle| = |\lambda_G(F)| \\
\leq \| \lambda_G \|_{(X^k_{\text{fin}})^*} \| F \|_{X^k_{\text{fin}}} \\
\leq C \| \lambda_G \|_{(X^k_{\text{fin}})^*} (1 + r_B) \mu(B)^{1/2} \| F \|_2 \quad \forall F \in q^2_k(B)^{\perp},
\]

by Lemma 4.17. By taking the supremum of both sides over all \( F \) in \( q^2_k(B)^{\perp} \) such that \( \| F \|_2 = 1 \), we obtain that

\[
\| G_B \|_2 \leq C \| \lambda_G \|_{(X^k_{\text{fin}})^*} (1 + r_B) \mu(B)^{1/2},
\]

which, in view of (i), implies the required conclusion.

Now, we prove (iii) for \( k = 1 \). The proof in the case where \( k \geq 2 \) is similar and is omitted. Suppose that the atom \( a \) is supported in the ball \( B(p, R) \) with \( R \leq s_0 \). Observe preliminarily that both \( \mathcal{U} a \) and \( G_{B_m} \) (recall that \( B_m \) denotes the ball with centre \( o \) and radius \( m \)) are in \( L^2(M) \), so that the inner product \( \langle \mathcal{U} a, G_{B_m} \rangle \) in the statement makes sense. By Lemma 4.18, we may write

\[
\mathcal{U} a = \sum_{i=0}^d A'_i + \sum_{j=1}^\infty A''_j,
\]

where the series \( \sum_{j=1}^\infty A''_j \) converges in \( L^2(M) \), \( A'_i \) is supported in \( B'_i \) and \( A''_j \) is supported in \( B''_j \). Therefore

\[
\langle \mathcal{U} a, G_{B_m} \rangle = \sum_{i=1}^d \langle A'_i, G_{B_m} \rangle + \sum_{j=1}^\infty \langle A''_j, G_{B_m} \rangle.
\]

We claim that

\[
\lim_{m \to \infty} \langle \mathcal{U} a, G_{B_m} \rangle = \sum_{i=1}^d \lim_{m \to \infty} \langle A'_i, G_{B_m} \rangle + \sum_{j=1}^\infty \lim_{m \to \infty} \langle A''_j, G_{B_m} \rangle.
\]

To prove this we set \( c_{j,m} := \langle A''_j, G_{B_m} \rangle \) and we show that \( \sup_m |c_{j,m}| \) is a summable sequence, whence the result will follow by the Dominated Convergence Theorem. We denote by \( \delta \) the distance between \( p \) and \( o \) and consider the three cases

\[
m < \delta - j - 1, \quad \delta - j - 1 \leq m \leq \delta + j + 1 \quad \text{and} \quad m > \delta + j + 1
\]

separately.

In the first case, \( B''_j \cap B_m = \emptyset \), so that \( c_{j,m} = 0 \).
In the second case, \( B''_j \cap B_m \neq \emptyset \), and

\[
|c_{j,m}| \leq \|A''_j\|_2 \|G_{B_m}\|_2
\]

\[\leq C e^{-2\beta_j} m \mu(B_m)^{1/2} \|G\|_Y^1\]

\[\leq C e^{-2\beta_j} (\delta + j + 1) \mu(B_{\delta+j+1})^{1/2} \|G\|_Y^1\]

\[\leq C e^{-\varepsilon j} \|G\|_Y^1,\]

for some positive \( \varepsilon \). Here we have used the estimate of the \( L^2 \)-norm of \( A''_j \) and \( G_B \) given in Lemma 4.18 (ii) and (ii) above, respectively, and inequality (4.1). The constant \( C \) is independent of \( j \) and \( m \), but may depend on the point \( p \).

Finally, in the third case \( B_m \supset B''_j \). Since \( A''_j \) is in \( Q_1(B''_j) \),

\[
|c_{j,m}| = \|(A''_j, \pi_{B''_j,1}(G_{B_m}))\|
\]

\[\leq \|A''_j\|_2 \|\pi_{B''_j,1}(G_{B_m})\|_2\]

\[\leq C e^{-2\beta_j} j \mu(B''_j)^{1/2} \|G\|_Y^1\]

\[\leq C e^{-\varepsilon j} \|G\|_Y^1,\]

for some positive \( \varepsilon \). Here we have applied again the estimate of the \( L^2 \)-norms of \( A''_j \) and of \( G_{B''_j} \) given in Lemma 4.18 (ii) and (ii) above, respectively, and \( C \) is a constant which is independent of \( j \) and \( m \), but may depend on the point \( p \).

This completes the proof that \( \sup_m |c_{j,m}| \) is a summable sequence. To conclude the proof of the claim, it remains to observe that

\[
\lim_{m \to \infty} (A'_j, G_{B_m}) \quad \text{and} \quad \lim_{m \to \infty} (A''_j, G_{B_m})
\]

exist, because the sequences \( m \mapsto (A'_j, G_{B_m}) \) and \( m \mapsto (A''_j, G_{B_m}) \) are eventually constant. To conclude the proof of point (iii) of the lemma, it remains to prove the estimate in the statement. Since \( A'_j \) and \( A''_j \) are in \( q^*_1(B'_j) \) and \( q^*_1(B''_j) \), respectively, we get

\[
|\lambda(\mathcal{H} a)| \leq \sum_{i=1}^d \lim_{m \to \infty} (A'_i, G_{B_m}) + \sum_{j=1}^\infty \lim_{m \to \infty} (A''_j, G_{B_m})
\]

\[= \sum_{i=1}^d (A'_i, G_{B'_i}) + \sum_{j=1}^\infty (A''_j, G_{B''_j})\]

\[\leq \sum_{i=1}^d \|A'_i\|_2 \|G_{B'_i}\|_2 + C \|G\|_Y^1 \sum_{j=1}^\infty e^{-2\beta_j} j \mu(B''_j)^{1/2}\]

\[\leq \sum_{i=1}^d 4^{-i} \mu(B'_i)^{-1/2} \|G_{B'_i}\|_2 + C \|G\|_Y^1\]

\[\leq C \|G\|_Y^1,\]

where we have applied Lemma 4.18 and \( C \) is independent of \( a \), as required.
To prove (iv) observe that, given $G$ is in $\mathcal{Y}^k(M)$, the linear functional $a \mapsto \lim_{m \to \infty}(\mathcal{U}^k a, G_{B_m})$ extends, by (iii), to a unique linear functional on $H^1_{\text{fin}}(M)$ that is uniformly bounded on atoms. Thus, it extends to a unique continuous linear functional, $\ell$ say, on $H^1(M)$ (see [13, Theorem 4.1]). In particular, 

$$
\|\ell\|_{(H^1)^*} \leq C \sup \{\|\ell(a)\| : a \ H^1\text{-atom}\} \leq C \|G\|_{\mathcal{Y}^k},
$$

where $C$ is the same as in (iii). Since $\mathcal{U}^{-k}$ is an isometry between $X^k(M)$ and $H^1(M)$, the linear functional $\ell \circ \mathcal{U}^{-k}$ is in $Y^k(M)$, and

$$
\|\ell \circ \mathcal{U}^{-k}\|_{Y^k} = \|\ell\|_{(H^1)^*} \leq C \|G\|_{\mathcal{Y}^k}.
$$

Furthermore, if $F$ is in $\mathcal{U}^k H^1_{\text{fin}}(M)$, then $F = \mathcal{U}^k f$ for some $f$ in $H^1_{\text{fin}}(M)$, and

$$
(\ell \circ \mathcal{U}^{-k})(F) = (\ell \circ \mathcal{U}^{-k})(\mathcal{U}^k f) = \ell(f) = \lim_{m \to \infty} (\mathcal{U}^k f, G_{B_m}),
$$

and

$$
|(\ell \circ \mathcal{U}^{-k})(F)| = |\ell(f)| \leq C \|f\|_{H^1} \|G\|_{\mathcal{Y}^k}
$$

(5.6)

$$
= C \|F\|_{X^k} \|G\|_{\mathcal{Y}^k} \quad \forall F \in \mathcal{U}^k(H^1_{\text{fin}}(M)).
$$

Since $X^k_{\text{fin}}(M) \subset \mathcal{U}^k(H^1_{\text{fin}}(M))$ (see Remark 4.15), the space $\mathcal{U}^k(H^1_{\text{fin}}(M))$ is dense in $X^k(M)$. Then, by (5.6), $\ell \circ \mathcal{U}^{-k}$ extends to a unique bounded functional $\lambda_G$ on $X^k(M)$, defined by (5.3) on $X^k_{\text{fin}}(M)$, such that $\|\lambda_G\|_{(X^k)^*} \leq C \|G\|_{\mathcal{Y}^k}$. 

Finally, we prove (v). Pick $G$ in $GBMO^k(M)$ and set $G := \{\pi_{B,k}(G) : B \in \mathcal{B}\}$. Clearly, $\pi(G + q_k(M))$ agrees on $X^k_{\text{fin}}(M)$ with the functional $\lambda_G$, defined in (5.3). 

By (iv), $\lambda_G$ extends uniquely to a continuous linear functional on $X^k(M)$ (for $X^k_{\text{fin}}(M)$ is norm dense in $X^k(M)$). The required norm estimate follows then from (iv).

**Corollary 5.6.** All the spaces $GBMO^k_s(M)$, $0 < s < \text{Inj}(M)$, coincide and all the norms $\|\cdot\|_{\text{GBMO}^k_s}$ are equivalent.

**Proof.** Suppose that $s_1 \leq s_2$. It is obvious from Definition 5.2 that $\text{GBMO}^k_{s_2}(M) \subseteq \text{GBMO}^k_{s_1}(M)$ and $\|G\|_{\text{GBMO}^k_{s_1}} \leq \|G\|_{\text{GBMO}^k_{s_2}}$.

Assume next that $G \in \text{GBMO}^k_{s_1}(M)$ and for every ball $B \in \mathcal{B}$ define $G_B = \pi_{k,B}(G)$. Let $\lambda_G$ be the linear functional on $X^k_{\text{fin}}(M)$ defined by

$$
\lambda_G(F) = \lim_B \int F G_B \, d\mu.
$$

Now, arguing as in the proof of Lemma 5.3 (i), but using $X^k$-atoms with support contained in balls of radius less than $s_1$ instead of $s_0$ (see Remark 4.14), we obtain.
that
\[ |\lambda_G(F)| \leq C \|G\|_{\text{GBMO}_k^s} \|F\|_{X_{\text{fin}}^k(M)} \quad \forall F \in X_{\text{fin}}^k(M). \]

Hence, arguing as in the proof of part (ii) of Lemma 5.5, we obtain that for all balls \( B \in \mathcal{B} \)
\[
\|G_B\|_2 \leq C \|\lambda_G\|_{(X_{\text{fin}}^k)^*} \cdot C (1 + r_B) \mu(B)^{1/2}
\leq C \|G\|_{\text{GBMO}_k^s} (1 + r_B) \mu(B)^{1/2}.
\]

Thus
\[
\|G\|_{\text{GBMO}_k^s} = \sup_{B \in \mathcal{B}_{s_2}} \mu(B)^{-1/2} \|G_B\|_2 \leq C (1 + s_2) \|G\|_{\text{GBMO}_k^s}.
\]

This shows that \( \text{GBMO}_k^s(M) \subseteq \text{GBMO}_{s_2}^k(M) \) and that the two norms are equivalent.

To prove that the map \( \iota : \text{GBMO}^k(M)/q_k^s(M) \to Y^k(M) \) is an isomorphism, we need a regularity result for solutions in \( L^2_{\text{loc}}(M) \) of the equation \( \mathcal{L}^k u = g \) with \( g \) in \( \text{BMO}(M) \).

**Proposition 5.7.** For every \( g \in \text{BMO}(M) \) and for every positive integer \( k \) any solution \( U_{k,g} \) of the equation \( \mathcal{L}^k u = g \) is in \( \text{GBMO}^k(M) \) and
\[
\|U_{k,g}\|_{\text{GBMO}^k} \leq \|\mathcal{L}^{-k}\|_2 \|g\|_{\text{BMO}}.
\]

**Proof.** Suppose that \( B \) is in \( \mathcal{B}_{s_0} \), and denote by \( \varphi \) a smooth function with compact support that is equal to 1 in a neighbourhood of \( \overline{B} \). Then the function \( \mathcal{L}^{-k}(\varphi g) \) satisfies the equation \( \mathcal{L}^k u = \varphi g \) on \( M \). Hence \( U_{k,g} - \mathcal{L}^{-k}(\varphi g) \) satisfies the equation \( \mathcal{L}^k u = (1-\varphi) g \), so that \( U_{k,g} - \mathcal{L}^{-k}(\varphi g) \) is \( k \)-harmonic in a neighbourhood of \( \overline{B} \). Therefore
\[
\pi_{B,k}(U_{k,g} - \mathcal{L}^{-k}(\varphi g)) = 0,
\]
whence
\[
\|\pi_{B,k}(U_{k,g})\|_2 = \|\pi_{B,k}(\mathcal{L}^{-k}(\varphi g))\|_2
= \sup \{|\langle F, \mathcal{L}^{-k}(\varphi g) \rangle| : F \in q_k^2(B)^\perp, \|F\|_2 = 1\}.
\]

Since \( \mathcal{L}^{-k} \) is self adjoint and \( \mathcal{L}^{-k} F \) is a multiple of an \( H^1 \)-atom supported in \( \overline{B} \) (see [17, Remark 3.5]),
\[
\langle F, \mathcal{L}^{-k}(\varphi g) \rangle = \langle \mathcal{L}^{-k} F, \varphi g \rangle
= \int_B \mathcal{L}^{-k} F (g - g_B) \, d\mu
= \left( \mathcal{L}^{-k} F, \varphi(g - g_B) \right)
= \left( F, \mathcal{L}^{-k}(\varphi(g - g_B)) \right),
\]
(5.7)
Hence 
\[ |(F, \mathcal{L}^{-k}(\varphi g))| \leq \|\mathcal{L}^{-k}\|_2 \|\varphi(g - g_B)\|_2. \]

Since by the second equality in (5.7), 
\[ (F, \mathcal{L}^{-k}(\varphi g)) \] does not depend on \( \varphi \), we obtain that 
\[ |(F, \mathcal{L}^{-k}(\varphi g))| \leq \|\mathcal{L}^{-k}\|_2 \|g - g_B\|_{L^2(B)}. \]

whence
\[ \sup\{|(F, \mathcal{L}^{-k}(\varphi g))| : F \in q^2_k(B)^k, \|F\|_2 = 1\} \leq \|\mathcal{L}^{-k}\|_2 \|g - g_B\|_{L^2(B)}. \]

By combining this inequality with the formulae above, we conclude that
\[ \|U_{k,g}\|_{BMO^k} = \sup_{B \in \mathcal{B}_{s_0}} \mu(B)^{-1/2} \|\pi_{B,k}(U_{k,g})\|_2 \]
\[ \leq \|\mathcal{L}^{-k}\|_2 \sup_{B \in \mathcal{B}_{s_0}} \mu(B)^{-1/2} \|g - g_B\|_{L^2(B)} \]
\[ = \|\mathcal{L}^{-k}\|_2 \|g\|_{BMO}, \]
as required. \( \square \)

**Theorem 5.8.** Suppose that \( k \) is a positive integer and that \( M \) has \( C^{2k-2} \) bounded geometry. Then the map \( \iota \) (see Lemma 5.5 (v)) is a Banach space isomorphism between \( GBMO^k(M)/q_k(M) \) and \( Y^k(M) \).

**Proof.** By Lemma 5.5 (v) the map \( \iota \) is continuous. We shall prove that \( \iota \) is bijective. The required conclusion will then follow from (a standard consequence of) the Open Mapping Theorem.

First we show that \( \iota \) is **injective.** Suppose that \( G \) is a function in \( GBMO^k(M) \) such that \( \iota(G + q_k(M)) = 0 \). In particular,
\[ \iota(G + q_k(M))(A) = \int_M A G \, d\mu = 0 \]
for every \( X^k \)-atom \( A \). This implies that \( \pi_{B,k}(G) = 0 \) for every ball \( B \) with radius \( \leq s_0 \). By Proposition 5.1 \( G \) is in \( q_k(M) \), as required.

Next we prove that \( \iota \) is surjective. Suppose that \( \lambda \) is in \( Y^k(M) \). Since \( (\mathcal{L}^{-k})^t \) is an isomorphism between \( BMO(M)/\mathbb{C} \) and \( Y^k(M) \), there exists a unique coset \( g + \mathbb{C} \) in \( BMO(M)/\mathbb{C} \) such that
\[ (\mathcal{L}^{-k})^t(g + \mathbb{C}) = \lambda. \]
Therefore, for every \( X^k \)-atom \( A \)
\[ \lambda(A) = \langle A, (\mathcal{L}^{-k})^t(g + \mathbb{C}) \rangle \]
\[ = \langle \mathcal{L}^{-k}(A), g + \mathbb{C} \rangle, \]
by definition of transpose operator. The pairing in the first line is the duality between $X^k(M)$ and $Y^k(M)$ and that in the second is the duality between $H^1(M)$ and $BMO(M)/C$. Since $A$ is in $L^2(M)$,

$$\mathcal{H}^{-k}(A) = \sum_{j=0}^{k} \binom{k}{j} \sigma^j \mathcal{L}^{-j} A,$$

whence

$$\langle \mathcal{H}^{-k}(A), g + C \rangle = \int_M \left( \sum_{j=0}^{k} \binom{k}{j} \sigma^j \mathcal{L}^{-j} A \right) g \, d\mu,$$

for $\mathcal{L}^{-j} A$, $j = 0, 1, \ldots, k$ are in $H^1_{\text{fin}}(M)$. Now, denote by $\varphi$ a smooth function with compact support which is equal to 1 in a neighbourhood of the support of $A$, and let $U_{g,j}$ denote any global solution of the equation $\mathcal{L}^j u = g$. We remark that $U_{g,j} \in GBMO^j(M) \subseteq GBMO^k(M)$ by Proposition 5.9 and the remark preceding (5.1). Then

$$\int_M \mathcal{L}^{-j} A \ g \, d\mu = \int_M \mathcal{L}^{-j} A \ \mathcal{L}^j U_{g,j} \, d\mu = \int_M \mathcal{L}^{-j} A \ \mathcal{L}^j (\varphi U_{g,j}) \, d\mu = \int_M \varphi U_{g,j} \, d\mu = \int_M A \ U_{g,j} \, d\mu.$$

We have used the fact that the support of $\mathcal{L}^{-j} A$ is contained in the support of $A$ in the second equality, and the self-adjointness of $\mathcal{L}$ in the third equality. Now, define $U = \sum_{j=0}^{k} \binom{k}{j} \sigma^j U_{g,j}$. The function $U$ is in $GBMO^k(M)$ by the remark preceding (5.1). By combining the formulae above, we see that

$$\lambda(A) = \int_M A U \, d\mu = \iota(U + q_k(M))(A).$$

This completes the proof of the surjectivity of $\iota$, and of the theorem. \hfill \Box

Remark 5.9. We observe that in the proof of Theorem\[5.9\] we have actually shown the commutativity of the following diagram
where \( \mathcal{J} \) is the map \( g + C \mapsto \sum_{j=0}^{k} \binom{k}{j} \sigma^{j} U_{g,j} + q_{k}(M) \).

Now we draw a few consequences of Theorem 5.8.

**Corollary 5.10.** If \( g \) is a function in \( BMO(M) \) such that \( \mathcal{L} g + \sigma g = \text{const} \) then \( g \) is constant.

**Proof.** Let \( U_{g,1} \) be a global solution of the equation \( \mathcal{L} u = g \). Then \( g + \sigma U_{g,1} \in q_{1}(M) \). Thus

\[
\int_{M} (g + \sigma U_{g,1}) A \, d\mu = 0
\]

for all \( X^{1} \)-atoms \( A \). In the proof of Theorem 5.8 we have shown that

\[
\langle A, (\mathcal{W}^{-1})^{t}(g + C) \rangle = \langle \mathcal{W}^{-1} A, g + C \rangle = \int_{M} (g + \sigma U_{g,1}) A \, d\mu = 0.
\]

Thus \( (\mathcal{W}^{-1})^{t}(g+C) = 0 \) and the conclusion follows, since \((\mathcal{W}^{-1})^{t}\) is an isomorphism. \( \square \)

**Corollary 5.11.** For every \( G = \{ G_{B} : B \in \mathcal{B} \} \) in \( \mathcal{Y}^{k}(M) \), there exists \( G \) in \( GBMO^{k}(M) \) such that \( G_{B} = \pi_{B,k}(G) \) for every \( B \) in \( \mathcal{B} \). Furthermore, \( \|G\|_{\mathcal{Y}^{k}} \asymp \|G\|_{GBMO^{k}} \).

**Proof.** Suppose that \( G \) is in \( \mathcal{Y}^{k}(M) \). By Lemma 5.9 (iv), the linear functional \( \lambda_{G} \), defined by

\[
\lambda_{G}(F) = \lim_{B \to B'} \int_{M} F G_{B'} \, d\mu \quad \forall F \in X^{k}_{\text{fin}}(M),
\]

is in \( \mathcal{Y}^{k}(M) \). Theorem 5.8 then ensures the existence of a function \( G \) in \( GBMO^{k}(M) \) such that \( \lambda_{G} = \iota(G + q_{k}(M)) \), and

\[
\iota(G + q_{k}(M))(F) = \int_{M} F \, G \, d\mu \quad \forall F \in X^{k}_{\text{fin}}(M).
\]

Therefore, given a ball \( B \), for every ball \( B' \) containing \( B \) and for every (possibly not admissible) \( X^{k} \)-atom \( A \) associated to \( B \) we have that

\[
\int_{M} A \, G_{B'} \, d\mu = \int_{M} A \, G \, d\mu.
\]
It follows that $\pi_{k,B}(G_{B'}) = \pi_{k,B}(G)$. But $\pi_{k,B}(G_{B'}) = G_B$, because $G$ is in $\mathcal{Y}^k(M)$, and the required formula follows. The equivalence of the norms of $G$ and $G$ is an obvious consequence of the definition of the “norms” of $\mathcal{Y}^k(M)$ and $\text{GBMO}^k(M)$. 

6. The dual of $X^k_{\text{fin}}(M)$

A noteworthy consequence of the theory developed in Section 6 is the fact, proved in the next theorem, that $X^k_{\text{fin}}(M)$ and $X^k(M)$ have isomorphic duals.

**Theorem 6.1.** Suppose that $k$ is a positive integer and $M$ has $C^{2k-2}$ bounded geometry. The dual of $X^k_{\text{fin}}(M)$ is isomorphic to $\text{GBMO}^k(M)/q_k(M)$. The continuous linear functionals on $X^k_{\text{fin}}(M)$ are precisely those of the form

$$\lambda_G(F) = \int_M F G \, d\mu \quad \forall F \in X^k_{\text{fin}}(M)$$

for $G$ in $\text{GBMO}^k(M)$. Furthermore $\|\lambda\|_{(X^k_{\text{fin}})^*} \asymp \|G\|_{\text{GBMO}^k}$.

**Proof.** By Lemma 5.19(i) the linear functional $\lambda_G$ is continuous on $X^k_{\text{fin}}(M)$ and $\|\lambda_G\|_{(X^k_{\text{fin}})^*} \leq \|G\|_{\text{GBMO}^k}$.

Conversely, given a continuous linear functional $\lambda$ on $X^k_{\text{fin}}(M)$, for every $B$ in $\mathscr{B}$ the restriction of $\lambda$ to $q^2_k(B)^\perp$ is in $(q^2_k(B)^\perp)^*$. Indeed,

$$|\lambda(F)| \leq \|\lambda\|_{(X^k_{\text{fin}})^*} \|F\|_{X^k_{\text{fin}}}$$

$$\leq C \|\lambda\|_{(X^k_{\text{fin}})^*} (1 + r_B) \mu(B)^{1/2} \|F\|_2 \quad \forall F \in q^2_k(B)^\perp,$$

where we have used Lemma 4.17. By the Riesz Representation Theorem, there exists $G_B$ in $q^2_k(B)^\perp$ such that

$$\lambda(F) = (F,G_B) \quad \forall F \in q^2_k(B)^\perp,$$

where $(\cdot,\cdot)$ denotes the inner product in $q^2_k(B)^\perp$, i.e., the restriction to $q^2_k(B)^\perp$ of the inner product in $L^2(B)$. Furthermore $\|\lambda_{q^2_k(B)^\perp}\| = \|G_B\|_2$. By combining this and (6.1), we obtain that

$$\|G_B\|_2 \leq C \|\lambda\|_{(X^k_{\text{fin}})^*} (1 + r_B) \mu(B)^{1/2},$$

where $C$ is independent of $B$. Taking the supremum over all balls $B$ in $\mathscr{B}_{s_0}$ we obtain

$$\sup_{B \in \mathscr{B}_{s_0}} \left( \frac{1}{\mu(B)} \int_B |G_B|^2 \, d\mu \right)^{1/2} \leq C \|\lambda\|_{(X^k_{\text{fin}})^*}.$$

Suppose that $B, B'$ are balls such that $B \subset B'$ and identify $L^2(B)$ with the subspace of all functions in $L^2(B')$ that vanish on $B' \setminus B$. Then $q^2_k(B)^\perp \subset q^2_k(B')^\perp$ and

$$\int_B F G_B \, d\mu = \int_{B'} F G_{B'} \, d\mu \quad \forall F \in q^2_k(B)^\perp.$$
Hence $G_B = \pi_{B,k}(G_B')$. As a consequence, $G := \{G_B : B \in \mathcal{B}\}$ is in $\mathcal{Y}^k(M)$, and
\[\|G\|_{\mathcal{Y}^k} \leq C \|\lambda\|_{(X_{\text{fin}}^k)^*}.\]
By Corollary 5.11 there exists $G$ in $\text{GBMO}^k(M)$ such that $G_B = \pi_{k,B}(G)$ and $\|G\|_{\mathcal{Y}^k} = \|G\|_{\text{GBMO}^k}$. Therefore $\lambda$ agrees with $\lambda_G$. \hfill $\Box$

A corollary of the theory we developed is the following.

**Corollary 6.2.** If $k$ is a positive integer and $M$ has $C^{2k-2}$ bounded geometry then the following hold:

(i) the $X_{\text{fin}}^k$-norm and the $X^k$-norm are equivalent on $X_{\text{fin}}^k(M)$;

(ii) suppose that $Z$ is a Banach space and that $\mathcal{F}$ is a linear operator from $X_{\text{fin}}^k(M)$ into $Z$, such that
\[L := \sup\{\|\mathcal{F}A\|_Z : A \text{ admissible } X^k\text{-atom}\} < \infty.\]

Then $\mathcal{F}$ extends to a unique bounded linear operator from $X^k(M)$ to $Z$.

**Proof.** Part (i) follows directly from the fact that $X_{\text{fin}}^k(M)$ and $X^k(M)$ have isomorphic dual spaces.

To prove (ii) observe that a direct consequence of the assumption is that if $F = \sum_{j=1}^N c_j A_j$ is a function in $X_{\text{fin}}^k(M)$, then, by the triangle inequality,
\[\|\mathcal{F}F\|_Z \leq L \sum_{j=1}^N |c_j|\]
By taking the infimum over all representations of $F$ as a finite linear combination of $X^k$-atoms, we obtain
\[\|\mathcal{F}F\|_Z \leq L \|F\|_{X_{\text{fin}}^k} \leq C \|F\|_{X^k} \quad \forall F \in X_{\text{fin}}^k(M).\]
We have used (i) in the second inequality above. The required conclusion follows from the density of $X_{\text{fin}}^k(M)$ in $X^k(M)$.

Quite often one encounters the following situation. Suppose that $\mathcal{F}$ is a bounded linear operator on $L^2(M)$. Then $\mathcal{F}$ is automatically defined on $X_{\text{fin}}^k(M)$. Assume that
\[L := \sup\{\|\mathcal{F}A\|_{L^1} : A \text{ admissible } X^k\text{-atom}\} < \infty.\]
By the previous results, the restriction of $\mathcal{F}$ to $X_{\text{fin}}^k(M)$ has a unique extension to a bounded linear operator $\tilde{\mathcal{F}}$ from $X^k(M)$ to $L^1(M)$. The question is whether the operators $\mathcal{F}$ and $\tilde{\mathcal{F}}$ are consistent, i.e., whether they coincide on the intersection $X^k(M) \cap L^2(M)$ of their domains.

**Proposition 6.3.** Suppose that $k$ is a positive integer and $M$ has $C^{2k-2}$ bounded geometry and that $\mathcal{F}$ is bounded on $L^2(M)$. The following hold:
(i) if $L_0 := \sup\{\|T_a\|_{L^1} : a \text{ admissible } H^1 - \text{atom}\} < \infty$, then the unique continuous linear extension $\tilde{T}$ of the restriction of $T$ to $H^1_{\text{fin}}(M)$ to an operator from $H^1(M)$ to $L^1(M)$ agrees with $T$ on $H^1(M) \cap L^2(M)$;

(ii) if $L := \sup\{\|TA\|_{L^1} : A \text{ admissible } X^k - \text{atom}\} < \infty$, then

$$\sup\{\|TA\|_{L^1} : A \text{ admissible } X^k - \text{atom}\} < \infty;$$

(iii) if $L := \sup\{\|TA\|_{L^1} : A \text{ admissible } X^k - \text{atom}\} < \infty$, then the unique continuous linear extension $\tilde{T}$ of the restriction of $T$ to $X^k_{\text{fin}}(M)$ to an operator from $X^k(M)$ to $L^1(M)$ agrees with $T$ on $X^k(M) \cap L^2(M)$.

**Proof.** The proof of (i) follows the same line of the proof of [20, Proposition 4.2], and is omitted.

We give the proof of (ii) for $k = 1$. The proof in the case where $k \geq 2$ is similar and is omitted.

Suppose that the atom $a$ is supported in the ball $B(p, R)$ with $R \leq s_0$. The proof hinges on the decomposition

$$\mathcal{U}a = \sum_{i=0}^{d} A'_i + \sum_{j=1}^{\infty} A''_j,$$

given in Lemma 4.18. The function $4^i A'_i$ is a multiple of an admissible $X^1$-atom. Then

$$\|\mathcal{T}(4^i A'_i)\|_{L^1} \leq C L.$$

Thus,

$$\left\| \sum_{i=1}^{d} \mathcal{T} A'_i \right\|_{L^1} \leq C L \sum_{i=1}^{d} 4^{-i} \leq C L,$$

where $C$ is independent of $a$.

For every $j$ in $\mathbb{N}$ by (4.4) we have

$$\|\mathcal{T} A''_j\|_{L^1} \leq C e^{-\varepsilon j} L.$$

Thus,

$$\sum_{j=1}^{\infty} \|\mathcal{T} A''_j\|_{L^1} \leq C L \sum_{j=1}^{\infty} e^{-\varepsilon j} \leq C L.$$

The inequalities (6.3) and (6.4) imply that

$$\|\mathcal{T} \mathcal{U}a\|_{L^1} \leq C L,$$

as required.

Finally, we prove (iii). We consider the operator $\mathcal{T} \circ \mathcal{U}^k$, which is bounded on $L^2(M)$ and uniformly bounded on admissible $H^1$-atoms by (ii). By (i) the unique
extension $\mathcal{T} \circ \mathcal{U}^k$ of the restriction of $\mathcal{T} \circ \mathcal{U}^k$ to $H^1_{\text{fin}}(M)$ to an operator bounded from $H^1(M)$ to $H^1_{\text{fin}}(M)$ agrees with $\mathcal{T} \circ \mathcal{U}^k$ on $H^1(M) \cap L^2(M)$.

Then the operator $(\mathcal{T} \circ \mathcal{U}^k) \circ \mathcal{U}^{-k}$ is a bounded operator from $X^k(M)$ to $L^1(M)$ which extends the restriction of $\mathcal{T}$ to $X^k_{\text{fin}}(M)$. Then it coincides with the unique continuous linear extension $\mathcal{T}$ of the restriction of $\mathcal{T}$ to $X^k_{\text{fin}}(M)$, i.e., $\mathcal{T} = (\mathcal{T} \circ \mathcal{U}^k) \circ \mathcal{U}^{-k}$.

Moreover, for every function $F$ in $X^k(M) \cap L^2(M)$ we have that $\mathcal{U}^{-k}F$ is in $H^1(M) \cap L^2(M)$. Then

$$\mathcal{T}F = (\mathcal{T} \circ \mathcal{U}^k) \circ \mathcal{U}^{-k}F = (\mathcal{T} \circ \mathcal{U}^k) \circ \mathcal{U}^{-k}F = \mathcal{T}F.$$

Hence $\mathcal{T}$ agrees with $\mathcal{T}$ on $X^k(M) \cap L^2(M)$.
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