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Abstract

We comment on structural properties of the algebras $A_{\text{LQG/LQC}}$ underlying loop quantum gravity and loop quantum cosmology, especially the representation theory, relating the appearance of the (dynamically induced) superselection structure ($\theta$-sectors) in loop quantum cosmology to recently proposed representations with non-degenerate background geometries in loop quantum gravity with Abelian structure group. To this end, we review and employ the concept of extending a given (observable) algebra with possibly non-trivial centre to a (charged) field algebra with (global) gauge group. We also interpret the results in terms of the geometry of the structure group $G$. Furthermore, we analyze the Koslowski-Sahlmann representations with non-degenerate background in the case of a non-Abelian structure group. We find that these representations can be interpreted from two different, though related, points of view: Either, the standard algebras of loop quantum gravity need to be extended by a (possibly) central term, or the elementary flux vector fields need to acquire a shift related to the (classical) background to make these representations well-defined. Both perspectives are linked by the fact that the background shift is not an automorphism of the algebras, but rather an affine transformation. Finally, we show how similar algebraic mechanisms, which are used to explain the breaking of chiral symmetry and the occurrence of $\theta$-vacua in quantum field theory, extend to loop quantum gravity. Thus, opening a path for the discussion of these questions in loop quantum gravity.
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1 Introduction

Loop quantum gravity is based on a Hamiltonian formulation of general relativity in terms of a constrained Yang-Mills-type theory, i.e., in a field theoretic description the phase space of the classical theory is given by the (densitized) cotangent bundle $|\Lambda|^1T^\ast \mathfrak{g}$ to the space of connections on a given (right) principal G-bundle $P \xrightarrow{\pi} \Sigma$, where $\Sigma$ is the spatial manifold in a 3+1-splitting of a (globally hyperbolic) spacetime $M \cong \mathbb{R} \times \Sigma$. In general relativity, we have $G = SU(2), \text{Spin}_4$, or central quotients of these groups.

The basic variables, the theory is phrased in, are the Ashtekar-Barbero connection $A \in \mathfrak{a}_H$ and its conjugate momentum $E \in \Gamma(T\Sigma \otimes \text{Ad}^\ast(P) \otimes |\Lambda|^1(\Sigma))$. Strictly speaking, we further require $E$ to be non-degenerate as a (densitized) section of the bundle of linear operators $L(\text{Ad}(P), T\Sigma)$. In general relativity, the existence of $E$ is ensured by the triviality of the orthogonal frame bundle $P_{\text{SO}}(\Sigma)$. This mathematical setup also appears to be valid in the context of the new variables proposed in [12]. Here, $\text{Ad}^\ast(P) := P \times_{\text{Ad}} \mathfrak{g}$ and $|\Lambda|^1(\Sigma)$ denotes the bundle of 1-densities on $\Sigma$. Since $\mathfrak{a}_H$ is an affine space modeled on $\Omega^1(\text{Ad}(P)) := \Gamma(T^\ast \Sigma \otimes \text{Ad}(P))$, $\text{Ad}(P) := P \times_{\text{Ad}} \mathfrak{g}$, the following Poisson structure

$$\{E^a_i(x), A^j_b(y)\} = \delta^a_i \delta^j_b \delta(x, y)$$

is meaningful in local coordinates $\phi : U \subset \Sigma \to V \subset \mathbb{R}^3$ subordinate to a local trivialization $\psi : P|_U \to U \times G$, i.e.

$$((\phi \circ \psi)^{-1})^\ast A|_P|_U = A^j_b dx^b \otimes \tau_j, \quad (\phi \circ \psi)^\ast E|_P|_U = E^a_i \frac{\partial}{\partial x^a} \otimes \tau^i.$$  

Here, $\{\tau^i\}_j$ is a basis of $\mathfrak{g}$ and $\{\tau^{x^i}\}_j$, its dual in $\mathfrak{g}^\ast$.

The variables $(A, E)$ are directly related to the Arnowitt-Deser-Misner variables $(q, P)$. Namely, $E^a_i$ is a densitized dreibein for the spatial metric $q_{ab}E^a_iE^b_j = \det(q)\delta_{ij}$, and $A^a_i = \Gamma^a_i + K^a_i$ is built out of the Levi-Civita connection $\Gamma$ of the spatial metric $q$ and the extrinsic curvature $K$ determined by the momentum $P$.

What makes the variables $(A, E)$ special, is that they allow to carry out a canonical quantization of general relativity, i.e. loop quantum gravity (cf. [3][14] for general accounts on the topic). Especially, it is possible to construct mathematically well-defined operators for all constraints acting in a suitable Hilbert space within this approach, most prominently the Wheeler-DeWitt constraint (cf. [3][11]).

The process of canonical quantization of constrained system in the sense of Dirac can roughly be divided into four steps: First, a point-separating Poisson algebra of function(al)s on the classical phase space is identified. Second, an abstract quantum *-algebra based on the Poisson algebra is defined. Third, a representation of the quantum *-algebra is chosen. Fourth, operators corresponding to the constraint are constructed in the chosen representation, and invariant (sub)spaces w.r.t. to these are selected as physical Hilbert spaces.

In this article, we focus on the third step of this program. That is, we will analyze structures of loop quantum gravity related to the representation theory of a choice of quantum *-algebra. We will mainly work in the setting of the F/LOST theorem [12][13], which is an analog of the von Neumann uniqueness theorem for diffeomorphism invariant theories. Therefore, the classical Poisson algebra will be given by the Ashtekar-Corichi-Zapata algebra [14][16], which is based on the Ashtekar-Isham configuration space [17] of generalized connections and its associated differential calculus [18] (see also [19]). As quantum *-algebra, we will use the holonomy-flux algebra in the semi-analytic category, which was defined in [12], or a certain Weyl form of this algebra [20]. Although, the F/LOST theorem states the uniqueness of a diffeomorphism invariant, pure state on the holonomy-flux algebra or a (concrete) Weyl form of it, which leads to a unitary implementation of the diffeomorphisms in the associated GNS representation, the Ashtekar-Isham-Lewandowski representation, it was pointed out by several authors [21][24] that some of the underlying assumptions of the theorem have a rather technical flavor and could be weakened from a physical
perspective while others are not strictly necessary to from a mathematical point of view to achieve a unitary implementation of the diffeomorphisms. Another issue, which was raised in [25] and followed upon in [23,24], is the peculiar nature of the GNS vacuum of the Ashtekar-Isham-Lewandowski representation describing the extremely degenerate situation of an empty geometry. While this appears to be a valid ground state for the deep quantum regime of a quantum theory of gravity, where geometry is built from excitations of the gravitational field, such a state is not well suited for semi-classical considerations, where a classical background geometry needs to be approximated. Therefore, candidates for representations with ground states capturing information on a fixed background geometry were proposed: The Koslowski-Sahlmann representations. Quite recently [26–29], these candidates were analyzed with a focus on their applicability to asymptotically flat boundary conditions for the gravitational field, which require a non-degenerate geometry at spatial infinity.

Although, we will discuss certain aspects of the Koslowski-Sahlmann representations, and point out the need to extend the standard holonomy-flux algebra to make these representations well-defined, e.g. by admitting additional “central terms” in the commutation relations of the fluxes, the main focus of the article lies on structural aspects of the quantum *-algebras, which are related to non-trivial geometrical and topological features of the structure group of the underlying Yang-Mills-type theory. More precisely, we observe that the use of a compact structure group $G$ leads to a non-trivial center in the Weyl form of the holonomy-flux algebra, which clearly affects the representation theory, because central elements need to be given by multiples of the identity in irreducible representations. Similar features are known in quantum mechanical models [30–33]. Moreover, we point out distinctive features between the cases where $G$ is Abelian or non-Abelian, and find that the representation theory is severely more constrained in the latter case. The Koslowski-Sahlmann representation can be interpreted in this setting, as well. We also identify a purely topological feature, which leaves its imprint in the representation theory. Namely, the existence of a sequence of coverings

$$\tilde{G} \rightarrow \cdots \rightarrow G \rightarrow \cdots \rightarrow \tilde{G}/Z(\tilde{G}),$$

where $\tilde{G}$ is the simply connected cover of $G$ and $Z(\tilde{G})$ its center, accompanied by a sequence of non-trivial bundle coverings

$$P_{\tilde{G}} \rightarrow \cdots \rightarrow P \rightarrow \cdots \rightarrow P_{\tilde{G}/Z(\tilde{G})}$$

allows for the construction of a sequence of extensions of *-algebras

$$\mathfrak{A}_{\tilde{G}} \rightarrow \cdots \rightarrow \mathfrak{A} \rightarrow \cdots \rightarrow \mathfrak{A}_{\tilde{G}/Z(\tilde{G})}.$$  \hspace{1cm} (1.5)

Such a sequence of extensions gives rise to another type of candidates for new representations of the quantum *-algebra, which are in some sense complementary to the Koslowski-Sahlmann representations.

These structures resemble many aspects of a rigorous, fully quantum theoretical discussion of chiral symmetry breaking and the related $\theta$-vacua in quantum field theory [34,35]. That is, the existence of large gauge transformations, $\pi_3(G) \neq \{1\}$, is reflected in a non-trivial center of the (observable) algebra, and the anomalous chiral symmetry does not leave the center point-wise invariant, thus leading to a spontaneous breakdown of the chiral symmetry and the appearance of the $\theta$-sectors. Interestingly, the main arguments of [35] can be transferred to the framework of loop quantum gravity, if the existence of an anomalous chiral symmetry is assumed. This provides a first step towards a discussion of anomalies in loop quantum gravity, which is an important issue in the analysis of the semi-classical limit of the theory, especially in the presence of additional matter degrees of freedom. More precisely, since anomalies lead to non-trivial prediction concerning the matter content of quantum field theory, it is necessary to establish a relation to such results in this limit. Thus, our observation will allow to draw conclusions in loop quantum gravity similar those of quantum field theory, if the presence of a chiral anomaly is achieved, either in full quantum theory or the semi-classical limit only. An arena for detailed investigations of these issue could be given by the so-called deparametrized models (see [36] for an overview).

The article is organized as follows:

In section 2 we provide a review of the mathematical background required to give precise definitions of the algebraic structures employed in loop quantum gravity. Specifically, we use subsection 2.1 to recall some facts from the theory of (principal) fibre bundles, which are the basis for the (classical) phase space formulation of loop quantum gravity. In subsection 2.2 and 2.3, we introduce the (quantum) algebras and states, which form the standard setting of loop quantum gravity. Readers, which are familiar with these topics and/or are mainly interested in the results, skip this section and use it as a reference.
In section 3 we show that those algebras possess non-trivial centers, which are closely related to geometric and topological properties of the structure group, and affect their representation theory, e.g. by the appearance of the Koslowski-Sahlmann representations. Moreover, if the structure group is not simply connected, \( \pi_1(G) \neq \{1\} \), we provide a mechanism to construct extended (field) algebras, which admit automorphic actions by the centers, and contain the original algebras in their fix-point algebras w.r.t. these actions (cp. [30,33]). This, in turn, allows us to understand parts of the representation theory from a constructive point of view.

In section 4 we analyze the Koslowski-Sahlmann representations in more detail, and point out the necessity to extend the algebras if \( G \) is non-Abelian, e.g. by admitting central terms in the basic commutation relations. The case, when \( G \) is Abelian, can be understood in terms of the results of section 3.

In section 5, we explain, how the algebraic explanation of chiral symmetry breaking and the occurrence of the \( \theta \)-vacua in quantum field theory (cf. [34,35]) can be imported into the framework of loop quantum gravity. Again, the non-trivial structure in the representation theory, i.e. the \( \theta \)-sectors, manifests itself as a consequence of a non-trivial center of the (quantum) algebra, which is closely related to topological properties of the structure group.

Throughout the whole article, we choose units such that \( G = \hbar = c = 1 \). Furthermore, we fix the Barbero-Immirzi parameter \( \beta = 1 \), although everything applies to the case \( \beta \in \mathbb{R} \neq 0 \), as well.

2 Preliminaries

In this section, we review the definition of the (quantum) algebras \( \mathfrak{P}_{\text{LQG}} \) and \( \mathfrak{A}_{\text{LQG/LQC}} \) (cf. [4,13,37]) based on the (classical) variables \((A,E)\), and provide the necessary formalism for the analysis of the following sections.

2.1 Some fibre bundle theoretic digressions

Before we explain the construction of the algebras \( \mathfrak{P}_{\text{LQG}} \) & \( \mathfrak{A}_{\text{LQG/LQC}} \), we need some formalism from the theory of principal fibre bundles.

As above, let \( P \xrightarrow{\pi} \Sigma \) be a principal \( G \)-bundle. Since \( A \in \mathcal{A}_P \), it defines a parallel transport (or holonomy)

\[
h^A_{e^1} : P|_{e^1(0)} = \pi^{-1}(e(0)) \longrightarrow P|_{e^1(1)} = \pi^{-1}(e(1))
\]

for every (broken, \( C^\infty \)) path \( e : [0,1] \to \Sigma \).

Definition 2.1 (cf. [38,39]):

Given a path \( e : [0,1] \to \Sigma \), for every \( p \in P|_{e(0)} \) we consider the unique, horizontal (w.r.t. \( A \)) lift \( \tilde{e} : [0,1] \to P \) defined by

\[
1. \forall t \in [0,1] : A|_{\tilde{e}(t)}(\tilde{e}'(t)) = 0 \\
2. \pi \circ \tilde{e} = e \\
3. \tilde{e}(0) = p.
\]

The parallel transport (or holonomy) of \( A \) along \( e \) is the map

\[
h^A_e : P|_{e(0)} \longrightarrow P|_{e(1)}
\]

\[
p \longrightarrow h^A_e(p) := \tilde{e}(1).
\]

Clearly, the parallel transport is right equivariant, because the connection \( A \) is \( \text{Ad} \)-equivariant, i.e.

\[
\forall g \in G : h^A_e \circ R_g = R_g \circ h^A_e,
\]

and satisfies

\[
h^A_{e_2 \circ e_1} = h^A_{e_2} \circ h^A_{e_1}, \quad h^A_{e^{-1}} = (h^A_e)^{-1},
\]

where \( e_2 \circ e_1 \) is the composition of the paths \( e_1, \ e_2 \ (e_1(1) = e_2(0)) \), and \( e^{-1} \) is the reversion of the path \( e \).

To set up a correspondence between parallel transports, \( h^A_e : P|_{e(0)} \to P|_{e(1)} \), and elements \( g \in G \), we fix a set of
reference points \( p_x \in P, x \in \Sigma \), and use the relation
\[
h^A_{\epsilon}(p_{\epsilon(0)}) = R_{g(e, A, \{p_x\}_{x \in \Sigma})}(p_{\epsilon(1)})
\]
(2.8)
to define the element \( g(e, A, \{p_x\}_{x \in \Sigma}) \in G \), which is well-defined by the free and fibre transitive action of \( G \) on \( P \) (cf. [12, 13]).

**Definition 2.2:**
Given a path \( e : [0,1] \to \Sigma \) and set of reference points \( \{p_x\}_{x \in \Sigma} \subset P \) [2.8] defines the map
\[
g(e, \cdot, \{p_x\}_{x \in \Sigma}) : A \to g(e, A, \{p_x\}_{x \in \Sigma}).
\]
(2.9)

This map inherits the properties (2.7) in the following sense:
\[
g(e_2 \circ e_1, A, \{p_x\}_{x \in \Sigma}) = g(e_2, A, \{p_x\}_{x \in \Sigma})g(e_1, A, \{p_x\}_{x \in \Sigma}),
\]
(2.10)
\[
g(e^{-1}, A, \{p_x\}_{x \in \Sigma}) = g(e, A, \{p_x\}_{x \in \Sigma})^{-1}.
\]

Due to the equivariance of the parallel transport, a change of reference points \( \{p_x\}_{x \in \Sigma} \mapsto \{p'_x = p_xg_{x}x \}_{x \in \Sigma} \), where the set \( \{g_x\}_{x \in \Sigma} \subset G \) is, again, well-defined by the free and fibre transitive action of \( G \) on \( P \), Effects the map (2.9) in an equivariant way:
\[
g(e, A, \{p'_x\}_{x \in \Sigma}) = g_{e^{-1}}(e, A, \{p_x\}_{x \in \Sigma})g(e(0)).
\]
(2.11)

For the purposes of loop quantum gravity, it is important that the map (2.9) separates points in \( \mathcal{A}_P \), if we allow the path \( e : [0,1] \to \Sigma \) to vary among a suitable class of paths \( \mathcal{P}_\Sigma \) (cf. [10]). Furthermore, (2.10) allows to identify the space of generalized connections \( \mathcal{A} \) with the groupoid homomorphisms \( \text{Hom}(\mathcal{P}_\Sigma, G) \),
\[
\mathcal{A} \cong \text{Hom}(\mathcal{P}_\Sigma, G)
\]
(2.12)
where \( G \) is considered as the action groupoid over a single object \( \{ \ast \} \).

Recall, that elements of \( \mathcal{A} \) are defined as sets of parallel transports w.r.t. the class of paths \( \mathcal{P}_\Sigma \).

**Definition 2.3:**
A generalized connection \( A \in \mathcal{A} \) is given by maps
\[
h^A_e : P_{\epsilon(0)} \to P_{\epsilon(1)}
\]
(2.13)
for every \( e \in \mathcal{P}_\Sigma \) with the properties
\[
h^A_{e_2 \circ e_1} = h^A_{e_2} \circ h^A_{e_1}, \ h^A_{e^{-1}} = (h^A_e)^{-1}.
\]
(2.14)
The space of connections \( \mathcal{A}_P \) is naturally identified with a subset of \( \mathcal{A} \) via the holonomies.

Next, let us consider the conjugate momentum \( E \in \Gamma(T\Sigma \otimes \text{Ad}^*(P) \otimes |\Lambda^1|) \), which similar to a connection \( A \in \mathcal{A}_P \) that is given as an Ad-equivariant 1-form on \( P \) with values in \( g \), i.e. an element of \( \Lambda^1(P, g)_{Ad} \), has an interpretation as a geometric entity on \( P \) rather than on \( \Sigma \). To this end, we need the following proposition (cf. [38,41]).

**Proposition 2.4:**
A section \( \omega \in \Gamma(\Lambda^k\Sigma \otimes (P \times P)) \) := \( \Omega^k(P \times P) \), where \( P \times P \) is the bundle associated with \( P \) via a (linear) representation \( \rho : G \to \text{Aut}(V) \), corresponds in a one-to-one fashion to an element \( \tilde{\omega} \in \Lambda^k_0(P, V) \), the horizontal, \( \rho \)-equivariant k-forms on \( P \) with values in \( V \), or shortly \( \rho \)-tensorial k-forms on \( P \).

**Proof:**
Given an element \( \omega \in \Gamma(\Lambda^k\Sigma \otimes (P \times P)) \), we define \( \tilde{\omega} \) in the following way:
\[
\tilde{\omega}_p(\tilde{X}_1, \ldots, \tilde{X}_k) := p^{-1} \omega_{\pi(p)}(d\pi_1(\tilde{X}_1), \ldots, d\pi_k(\tilde{X}_k)), \ p \in P, \ X_1, \ldots, X_k \in T_pP,
\]
(2.15)
where $p^{-1}$ is the inverse of $p : V \rightarrow (P \times \rho V)_p$, $p(v) := [(p, v)]_p$. Clearly, $\tilde{\omega}$ is well-defined and horizontal, as $d\pi|_p : T_p P \rightarrow T\pi(p)\Sigma$ vanishes on vertical vectors, i.e. elements of $T_p(P)|_{\pi(p)}$. Furthermore, it is $\rho$-equivariant:

$$((R_g)^*\tilde{\omega})|_p(\tilde{X}_1, \ldots, \tilde{X}_k) = \tilde{\omega}|_{pg}(dR_{g|p}(\tilde{X}_1), \ldots, dR_{g|p}(\tilde{X}_k))$$

$$= (pg)^{-1}\omega_{(pg)}(d\pi|_{pg}(dR_{g|p}(\tilde{X}_1), \ldots, d\pi|_{pg}(dR_{g|p}(\tilde{X}_k)))$$

$$= \rho(g^{-1}) \cdot p^{-1}\omega_{(p)}(d\pi|_p(\tilde{X}_1), \ldots, d\pi|_p(\tilde{X}_k))$$

$$= \rho(g^{-1}) \cdot \tilde{\omega}|_p(\tilde{X}_1, \ldots, \tilde{X}_k),$$

since $d\pi|_p \circ dR_{g|p} = d\pi|_p$ and $(pg)(v) = p\rho(g)v$.

Conversely, if $\tilde{\omega} \in \mathcal{X}(P, V)_\rho$ we construct $\omega$ by:

$$\omega|_x(X_1, \ldots, X_k) := p\tilde{\omega}|_p(\tilde{X}_1, \ldots, \tilde{X}_k),$$

for any $p \in P|_x$ and any $\tilde{X}_1, \ldots, \tilde{X}_k \in T_p P$, s.t.

$$d\pi|_p(\tilde{X}_i) = X_i, \quad i = 1, \ldots, k,$$

which is well-defined, because $\tilde{\omega}$ is horizontal and $\rho$-equivariant.

Similarly, we may set up a correspondence between sections $X \in \Gamma(T\Sigma \otimes (P \times \rho V))$ and horizontal, $\rho$-equivariant vector fields on $P$ with values in $V$, $\tilde{X} \in \mathcal{X}(P, V)_\rho$, or $\rho$-tensorial vector fields on $P$ for short. In contrast to $\mathcal{X}(P, V)_\rho$, $\mathcal{X}(P, V)_\rho$ requires a connection $A \in \mathcal{A}_P$ to be defined, as only horizontal $k$-forms and vertical vector fields on $P$ are defined naturally. On the other hand, we expect this to be the case, as we expect the Ashtekar-Barbero connection $A$ and its conjugate momentum $E$ to provide coordinates for $T^*\mathcal{A}_P$, and we have

$$T_A\mathcal{A}^\rho = \mathcal{X}(P, V)_{Ad} = (\mathcal{X}(P, V^*)_{Ad^*})^*.$$

**Proposition 2.5:**

If we fix a connection $A \in \mathcal{A}_P$, there is a one-to-one correspondence between sections $X \in \Gamma(T\Sigma \otimes (P \times \rho V))$ and elements $\tilde{X}$ of $\mathcal{X}(P, V)_\rho$.

**Proof:**

Given $X \in \Gamma(T\Sigma \otimes (P \times \rho V))$, let $\mathcal{X} \in \Gamma(TP \otimes (P \times \rho V))$ be its unique horizontal lift w.r.t. to $A$ (cf. [38]), which is right invariant,

$$((R_g)_*\mathcal{X})|_p = \mathcal{X}|_p, \quad p \in P, g \in G,$$

by the $Ad$-equivariance of $A$. We define

$$\tilde{X}|_p := p^{-1}\mathcal{X}|_p, \quad p \in P.$$

We only have to check $\rho$-equivariance.

$$(R_g)_*\tilde{X}|_p = dR_{g|pg^{-1}}(\tilde{X}|_{pg^{-1}})$$

$$= dR_{g|pg^{-1}}((pg^{-1})\mathcal{X}|_{pg^{-1}})$$

$$= \rho(g) \cdot p^{-1}\mathcal{X}|_p$$

$$= \rho(g) \cdot \tilde{X}|_p.$$

Conversely, let $\tilde{X} \in \mathcal{X}(P, V)_\rho$, and set

$$X|_x = d\pi|_p(p\tilde{X}|_p)$$

(22)
for an arbitrary \( p \in P_{|x} \). This is well-defined, because

\[
d\pi|_{p'}(p' \hat{X}|_{p'}) = d\pi|_{pg'}((p'g') \hat{X}|_{pg'}) = (d\pi|_{pg'} \circ dR_{g'|p})(p(p(g' \cdot \rho(g'^{-1}) \cdot \hat{X}|_p)) = d\pi|_p(p \hat{X}|_p),
\]

for any pair \( p, p' \in P_{|x} \).

Clearly, (2.22) does not depend on the choice of connection \( A \), which will be important in the follow-up.

In analogy with the pairing between connections \( A \in \mathcal{A}_P \) and paths \( e : [0,1] \to \Sigma \) yielding group elements \( g(e, A, \{p_x\}_{x \in \Sigma}) \in G \),

\[
\mathcal{A}_P \times \mathcal{S}_\Sigma \to G
\]

(2.24)

\[
(A, e) \mapsto g(e, A, \{p_x\}_{x \in \Sigma}),
\]

there is a pairing

\[
\Gamma(T\Sigma \otimes \text{Ad}^*(P) \otimes |\Lambda|^1(\Sigma)) \times \Gamma(\text{Ad}(P)) \times \mathcal{S}_\Sigma \to \mathbb{C}
\]

(2.25)

\[
(E, n, S) \mapsto \int_S*(E(n)),
\]

where \( \mathcal{S}_\Sigma \) is a suitable class of hypersurfaces in \( \Sigma \), \( E(n) \in \Gamma(T\Sigma \otimes |\Lambda|^1(\Sigma)) \) denotes the fibrewise pairing between \( E \) and \( n \), and \(* (E(n)) \) is the pseudo-2-form associated with \( E(n) \):

\[
*(E(n)) = \varepsilon_{abc}E(n)^a dx^b \wedge dx^c
\]

(2.26)

in local coordinates \( \phi : U \subset \Sigma \to V \subset \mathbb{R}^3 \). Here, \( \varepsilon_{abc} := \delta_{[a} \delta^b_{c]} \delta^3 \) denotes the invariant pseudo tensor density of weight \(-1\). Noteworthy, the duality

\[
\Gamma(T\Sigma \otimes \text{Ad}^*(P) \otimes |\Lambda|^1(\Sigma)) \times \Gamma(\text{Ad}(P)) \to \Gamma(T\Sigma \otimes |\Lambda|^1(\Sigma))
\]

(2.27)

\[
(E, n) \mapsto E(n),
\]

is compatible with the corresponding pairing

\[
\overline{\Gamma}(TP \otimes |\Lambda|^1(P), V)_{\text{Ad}^*} \times \overline{\Lambda}^0(P, g)_{\text{Ad}} \to \overline{\Gamma}(TP \otimes |\Lambda|^1(P))^G
\]

(2.28)

\[
(\tilde{E}, \tilde{n}) \mapsto \tilde{E}(\tilde{n}),
\]

in the sense, that

\[
d\pi|_p(\tilde{E}(\tilde{n})|_p) = E(n)|_{\pi(p)}, \ p \in P_{|x}.
\]

(2.29)

### 2.1.1 Gauge transformations

In this subsection, we will analyze the behaviour of the variables \((A, \tilde{E}) \in |\Lambda|^1T^*\mathcal{A}_P := \bigsqcup_{A \in \mathcal{A}_P} \overline{\Gamma}(TP \otimes |\Lambda|^1(P), g^*)_{\text{Ad}^*}\) under the action of the gauge transformations \( \mathcal{G}_P \) of \( \mathbb{R}^1 \), i.e. right equivariant diffeomorphisms of \( P \),

\[
\begin{array}{c}
\mathbb{R}^1 \xrightarrow{\lambda} \mathbb{R}^1 \\
\downarrow \circ \downarrow \downarrow \\
G \xrightarrow{\rho} P
\end{array}
\]

(2.30)

that reduce to the identity \( \pi \circ \lambda = \pi \) on \( \Sigma \). First, let us derive some properties of gauge transformations.

---

1It is possible to consider the action of general bundle automorphism \( \text{Aut}(P) \) on \(|\Lambda|^1T^*\mathcal{A}_P\) (see e.g. \[12]\[22\]). Furthermore, in local trivialization \( \psi : P_{|U} \to U \times G \) of \( P \) we have \( \text{Aut}(P_{|U}) \cong \text{Diff}(U) \times \mathcal{G}_{P_{|U}} \) (cf. \[4\]).
Lemma 2.6 (cf. [41]):

There is an isomorphism between the group of gauge transformations $\mathcal{G}_P$ and the group of $\alpha$-equivariant maps from $G$ to $P$, $C(P,G)_\alpha$, where

$$\alpha_g : G \longrightarrow G$$

$$g' \longmapsto \alpha_g(g') := gg'g^{-1}.$$  \hfill (2.31)

In analogy with proposition 2.4, we also have the isomorphism $C(P,G)_\alpha \cong \Gamma(P \times \alpha G)$.

**Proof.**

Let $\lambda \in \mathcal{G}_P$ and define $f_\lambda \in C(P,G)_\alpha$ by

$$\lambda(p) = pf_\lambda(p), \ p \in P.$$ \hfill (2.32)

$f_\lambda$ is well-defined by right equivariance of $\lambda$ and the free and fibre transitive action of $G$ on $P$.

Conversely, for $f \in C(P,G)_\alpha$ we obtain $\lambda_f \in \mathcal{G}_P$ by

$$\lambda_f(p) := pf(p), \ p \in P.$$ \hfill (2.33)

Similarly, we get $s_f \in \Gamma(P \times \alpha G)$ for the second isomorphism,

$$s_f(x) := pf(p)$$ \hfill (2.34)

for any $p \in P|_x$. Here $p : G \to P \times \alpha G$ is the map we get from the associated bundle construction. \hfill (2.34)

is independent of the choice of $p$ by $\alpha$-equivariance,

$$p'f(p') = (pg')f(pg') = p\alpha_{g'} \cdot \alpha_{g'^{-1}} \cdot f(p) = pf(p)$$ \hfill (2.35)

for any pair $p, p' \in P|_x$. The inverse of the second isomorphism is

$$f_s(p) := p^{-1}s(\pi(p)), \ p \in P$$ \hfill (2.36)

for $s \in \Gamma(P \times \alpha G)$.

**Remark 2.7:**

In general, the right action $R_g : P \to P$ is not a gauge transformation, as this would require

$$R_g \circ R_{g'} = R_{g'g} = R_{g'g}, \ \forall g, g' \in G,$$ \hfill (2.37)

which holds if and only if $G$ is Abelian.

The Ad-tensorial 0-forms on $P$, $\Lambda^0(P,\mathfrak{g})_{\text{Ad}}$, can be regarded as the Lie algebra of $\mathcal{G}_P$.

**Theorem 2.8** (cf. [41]):

$\Lambda^0(P,\mathfrak{g})_{\text{Ad}}$ has a natural Lie algebra structure inherited from $\mathfrak{g}$,

$$\left[\hat{n}, \hat{n}'\right]_p := \left[\hat{n}|_p, \hat{n}'|_p\right], \ \hat{n}, \hat{n}' \in \Lambda^0(P,\mathfrak{g})_{\text{Ad}}, p \in P.$$ \hfill (2.38)
Proof:
Given \( \tilde{n}, \tilde{n}' \in \Lambda^0(P, g)_{\text{Ad}} \), we need to verify that \( [\tilde{n}, \tilde{n}'] \in \Lambda^0(P, g)_{\text{Ad}} \).

\[
\begin{align*}
(R_g)^* [\tilde{n}, \tilde{n}']_p &= [\tilde{n}, \tilde{n}']_{pg} \\
&= [\tilde{n}_{pg}, \tilde{n}'_{pg}] \\
&= [\text{Ad}_{g^{-1}} \cdot \tilde{n}_p, \text{Ad}_{g^{-1}} \cdot \tilde{n}'_p] \\
&= \text{Ad}_{g^{-1}} \cdot [\tilde{n}, \tilde{n}']_p, \ p \in P.
\end{align*}
\]

Definition 2.9 (cf. [41]):
The gauge algebra \( \mathfrak{g}_P \) of \( P \) is the space \( \Lambda^0(P, g)_{\text{Ad}} \) of \( \text{Ad} \)-tensorial 0-forms on \( P \) with the Lie algebra structure given in theorem 2.8.

Furthermore, there is an exponential map \( \exp : \mathfrak{g}_P \rightarrow \mathfrak{g}_P \).

Theorem 2.10 (cf. [41]):
There is a map \( \exp : \Lambda^0(P, g)_{\text{Ad}} \rightarrow C(P, G)_{\alpha} \) defined by \( \exp(\tilde{n})(p) = \exp_{G}(\tilde{n}|_p), \ \tilde{n} \in \Lambda^0(P, g)_{\text{Ad}}, p \in P \) with the properties

1. \( \frac{d}{dt}|_{t=0} \exp(t\tilde{n}) = \tilde{n} \) (2.41)
2. \( \frac{d^2}{dt^2}|_{t,s=0} \alpha_{\exp(t\tilde{n})}(\exp(s\tilde{n}')) = [\tilde{n}, \tilde{n}'] \) (2.42)

\[\exp : \Lambda^0(P, g)_{\text{Ad}} \rightarrow C(P, G)_{\alpha} \] induces \( \exp_{\mathfrak{g}_P} : \mathfrak{g}_P \rightarrow \mathfrak{g}_P \) by

\[
\exp_{\mathfrak{g}_P}(\tilde{n})(p) = p \exp(\tilde{n})(p).
\]

\[\exp_{\mathfrak{g}_P} : \mathfrak{g}_P \rightarrow \mathfrak{g}_P \]

Proof:
Clearly, \( \alpha \)-equivariance of \( \exp(\tilde{n}) \) follows from the properties of \( \exp_{G} : \mathfrak{g} \rightarrow G \).

\[
(R_g)^* \exp(\tilde{n})(p) = \exp(\tilde{n})(pg) = \exp_{G}(\tilde{n}|_{pg}) = \exp_{G}(\text{Ad}_{g^{-1}} \cdot \tilde{n}_p) = \alpha_{g^{-1}}(\exp_{G}(\tilde{n}|_p)) = \alpha_{g^{-1}} \cdot \exp(\tilde{n})(p).
\]

The properties 1. & 2. are proved along the same lines, and are omitted at this point. \( \exp_{\mathfrak{g}_P} : \mathfrak{g}_P \rightarrow \mathfrak{g}_P \) is well-defined by appealing to the isomorphism of lemma 2.6.

Remark 2.11:
The notation \( \tilde{n} \in \Lambda^0(P, g)_{\text{Ad}} \) is intentional, when compared with (2.27) & (2.28), as it will be important to consider \( \tilde{n} \) as generator of a gauge transformation in the regularization of the Poisson structure (1.1).

Next, we define the (left) action of \( \mathfrak{g}_P \) on \( |\Lambda|^1 T^* \mathfrak{a}_P \).

Definition 2.12:
The gauge transformations \( \mathfrak{g}_P \) act on \( |\Lambda|^1 T^* \mathfrak{a}_P \) to the left by pullback and pushforward, i.e.

\[
L_{\lambda} : |\Lambda|^1 T^* \mathfrak{a}_P \rightarrow |\Lambda|^1 T^* \mathfrak{a}_P \\
(A, \tilde{E}) \mapsto L_{\lambda}(A, \tilde{E}) := ((\lambda^{-1})^* A, \lambda_\ast \tilde{E}).
\]
This action is well-defined by the duality between pullback and pushforward

\[(\lambda^{-1})^* A|_\lambda \tilde{E}) = A|_{\lambda^{-1}}(\lambda \tilde{E}) = A(\tilde{E}) = 0, \quad (A, \tilde{E}) \in |\Lambda|^1 T^* \mathcal{A}_P. \quad (2.46)\]

By the definition, we only need the differential \(d\lambda : \mathcal{P} \to \mathcal{P}\) to obtain an explicit expression for \((\lambda^{-1})^* A, \lambda \tilde{E})

**Lemma 2.13 (cf. [41]):**

The differential \(d\lambda : \mathcal{P} \to \mathcal{P}\) of \(\lambda \in \mathcal{G}_P\) is given by

\[d\lambda|_p(\tilde{X}) = dR_{f,\gamma(p)}(\tilde{X}) + (dL_{f,\gamma(p)} - \gamma(f)) \circ df_{\lambda|p}(\tilde{X}|_{\gamma(p)}), \quad p \in \mathcal{P}, \tilde{X}|_{\gamma(p)} \in T_p \mathcal{P}, \quad (2.47)\]

where \(* : \mathfrak{g} \to \mathfrak{X}(P)\) gives the fundamental vector fields:

\[T^*|_p := \frac{d}{dt}|_{t=0} p \exp(tT), \quad p \in \mathcal{P}, T \in \mathfrak{g}, \quad (2.48)\]

which have the properties

1. \((R_\lambda)_* T^*|_p = (\text{Ad}_{g^{-1}} \cdot T)^*|_p\)
2. \(\lambda_* T^*|_p = T^*|_{\gamma(p)}\)

**Proof:**

Let \(\lambda \in \mathcal{G}_P\) and \(\gamma : [0,1] \to \mathcal{P}, \gamma(0) = p, \gamma'(0) = \tilde{X}|_p,\) then

\[d\lambda|_p(\tilde{X}) = \frac{d}{dt}|_{t=0} \lambda(\gamma(t))\]

\[= \frac{d}{dt}|_{t=0} \gamma(t) f_\lambda(\gamma(t))\]

\[= dR_{f,\gamma(p)}(\tilde{X}|_p) + \frac{d}{dt}|_{t=0} p f_\lambda(\gamma(t))\]

\[= dR_{f,\gamma(p)}(\tilde{X}|_p) + \frac{d}{dt}|_{t=0} \lambda(p) L_{f,\gamma(p)}^{-1}(f_\lambda(\gamma(t)))\]

\[= dR_{f,\gamma(p)}(\tilde{X}|_p) + (dL_{f,\gamma(p)} - \gamma(f)) \circ df_{\lambda|p}(\tilde{X}|_{\gamma(p)}), \quad (2.49)\]

The properties of the fundamental vector fields are evident from their definition.

**Corollary 2.14:**

The action of the gauge transformations \(\mathcal{G}_P\) on \(|\Lambda|^1 T^* \mathcal{A}_P\) is explicitly given as

\[(\lambda^{-1})^* A|_p = A|_{\lambda^{-1}(p)} \circ df_{\lambda|p}^{-1}\]

\[= \text{Ad}_{f,\gamma(p)} \cdot A|_p + dL_{f,\gamma(p)}^{-1} \circ df_{\lambda|p}\]

\[\lambda_* \tilde{E}|_p = d\lambda|_{\lambda^{-1}(p)} (\tilde{E}|_{\lambda^{-1}(p)})\]

\[= \text{Ad}_{f,\gamma(p)} \cdot (\tilde{E}|_p + (dR_{f,\gamma(p)} - \gamma(f)) \circ df_{\lambda|p}(\tilde{E}|_{\gamma(p)})|_p).\]

**Proof:**

Recall that \(A(T^*) = T, T \in \mathfrak{g}\) for \(A \in \mathcal{A}_P\).

The map \(\exp_{\mathcal{G}_P} : \mathfrak{g}_P \to \mathcal{G}_P\) allows us to derive the (infinitesimal) action of \(\mathfrak{g}_P\) on \(|\Lambda|^1 T^* \mathcal{A}_P\).
Lemma 2.15:
The explicit form of the action of $\mathcal{G}_P$ on $|\Lambda|^1T^*\mathcal{A}_P$ is
\[
\frac{d}{dt}|_{t=0}((\lambda_{t\bar{n}})^{-1})^*A = -(d\lambda_{t\bar{n}} + [A, \tilde{n}]) = -dA\tilde{n}
\] (2.54)
\[
\frac{d}{dt}|_{t=0}(\lambda_{t\tilde{n}})_*E = (d\lambda_{t\tilde{n}})^* + \text{ad}^*\tilde{n} \cdot E,
\] where $\lambda_{t\tilde{n}} = \exp_{\mathcal{G}_P}(t\tilde{n}) \in \mathcal{G}_P$, $\tilde{n} \in \mathcal{G}_P$, and $\text{ad}^* : \mathfrak{g} \to \mathfrak{g}^*$ is the co-adjoint representation of $\mathfrak{g}$.

Proof:
Note that for $\gamma : [0, 1] \to P$, $\gamma(0) = p$, $\gamma'(0) = \tilde{X}_p$, we have
\[
\frac{d}{dt}|_{t=0} dR_{\exp(-t\gamma(p))} \circ d\exp_G(t\tilde{n}|_{(\cdot)}|_p)(\tilde{X}_p|_p) = \frac{d^2}{dts|_{t=0}} R_{\exp(-t\tilde{n}|_{p})}(\exp(t\tilde{n}^p_\gamma(s)))
\] (2.55)
\[
= \frac{d^2}{dts|_{t=0}} R_{\exp(-t\tilde{n}|_{p})}(\exp(t\tilde{n}^p_\gamma(s))) = d\tilde{n}_p(\tilde{X}_p).
\]
Then apply corollary 2.14.

For completeness, we also state the transformation behavior of $\rho$-tensorial $k$-forms on $P$, since $T_A\mathcal{A}_P \cong |\Lambda|^1(P, \mathfrak{g})_{\text{Ad}}$.

Lemma 2.16 (cf. [41]):
The gauge transformations $\mathcal{G}_P$ and the gauge algebra $\mathcal{G}_P$ act on $|\Lambda|^1(P, V)_p$ (to the left) in the following way:
\[
(\lambda)^{-1} \cdot \omega = \rho(f_\lambda) \cdot \omega
\] (2.56)
\[
\frac{d}{dt}|_{t=0}((\lambda_{t\tilde{n}})^{-1})^*\omega = d\rho(\tilde{n}) \cdot \omega.
\] (2.57)
Here $\omega \in |\Lambda|^1(P, V)_p$, $\lambda \in \mathcal{G}_P$, $\tilde{n} \in \mathcal{G}_P$, $\lambda_{t\tilde{n}} = \exp_{\mathcal{G}_P}(t\tilde{n})$, and $d\rho : \mathfrak{g} \to \text{End}(V)$ is the differential of $\rho : G \to \text{Aut}(V)$.

Proof:
Use lemma 2.13 and $\rho$-equivariance of $\omega$.

Now, that we understand how the gauge transformations $\mathcal{G}_P$ act on pairs $(A, \tilde{E}) \in |\Lambda|^1T^*\mathcal{A}_P$, we are able to derive their action on parallel transports $h^A_e$, $e \in \mathcal{P}_\Sigma$, and projected, 1-density, vector fields $\tilde{E} \in \Gamma(T\Sigma \otimes \text{Ad}^*(P) \otimes |\Lambda|^1(\Sigma))$.

Proposition 2.17 (cf. [12]):
A Gauge transformation $\lambda \in \mathcal{G}_P$ affects the parallel transports $h^A_e$, $e \in \mathcal{P}_\Sigma$, of a connection $A \in \mathcal{A}_P$ via conjugation, i.e.
\[
h^{(\lambda^{-1})}_e A = \lambda \circ h^A_e \circ \lambda^{-1}.
\] (2.58)
The associated group elements $g(e, A, \{p_x\}_{x \in \Sigma}) \in G$ (see definition 2.2) behave in an equivariant way, as well:
\[
g(e, (\lambda^{-1})^*A, \{p_x\}_{x \in \Sigma}) = f_\lambda(p_{e(1)})g(e, A, \{p_x\}_{x \in \Sigma})f_\lambda(p_{e(0)})^{-1},
\] (2.59)
which is compatible with changes of reference points $\{p_x\}_{x \in \Sigma} \to \{p'_x\}_{x \in \Sigma}$. The corresponding infinitesimal actions of $\tilde{n} \in \mathcal{G}_P$ are:
\[
\frac{d}{dt}|_{t=0} h^{(\lambda_{t\tilde{n}})^{-1}}_e A(p) = (\tilde{n}|_{h^A_e(p)})^{*}_e h^A_e(p) - (\tilde{n}|_{p})^{*}_e h^A_e(p)
\] (2.60)
\[
\frac{d}{dt}|_{t=0} g(e, ((\lambda_{t\tilde{n}})^{-1})^*A, \{p_x\}_{x \in \Sigma}) = \tilde{n}^i_{p_{e(1)}} R_{il}[g(e, A, \{p_x\}_{x \in \Sigma}) - \tilde{n}^i_{p_{e(0)}} L_j[g(e, A, \{p_x\}_{x \in \Sigma})]
\] (2.61)
where \( \{R_i\}, \{L_j\} \subset \mathfrak{X}(G) \) are the right and left invariant vector fields on \( G \) associated with the generators \( \{\tau_i\} \).

**Proof:**
First, observe that \( \lambda \in \mathcal{G}_P \) acts on horizontal lifts in the appropriate way, i.e. if \( \tilde{e} : [0,1] \to P \) w.r.t \( A \), then \( \lambda \circ \tilde{e} : [0,1] \to P \) is a horizontal lift w.r.t \( (\lambda^{-1})^*A \) by (2.47). Second, we have:

\[
h^A_e(\tilde{e}(0)) = \tilde{e}(1) = \lambda^{-1}(\lambda(\tilde{e}(1))) = \lambda^{-1}(h^A_e(\lambda^{-1})^*A(\lambda(\tilde{e}(0)))).
\]

(2.62) and compatibility follow from the right equivariance of \( \lambda \in \mathcal{G}_P \) resp. \( \alpha \)-equivariance of \( f_\lambda \in C(P,G)_\alpha \). To prove (2.60) & (2.61) we merely stick to the definition of fundamental, left invariant and right invariant vector fields.

**Remark 2.18:**
The action (2.59) is opposite to the one employed in parts of the literature (cf. [4, 13]), where instead we find

\[
g(e, (\lambda^{-1})^*A, \{p_x\}_{x \in \Sigma}) = f_\lambda(p_{e(0)})g(e, A, \{p_x\}_{x \in \Sigma})f_\lambda(p_{e(1)})^{-1}.
\]

This could be achieved if we worked with left principal bundles, or if we changed the defining identity (2.8) to

\[
h^A_e(p_{e(0)}) = R_{g(e,A,\{p_x\}_{x \in \Sigma})}^{-1}(p_{e(1)}).
\]

(2.64) The former would, in the case of trivial bundles, \( P \cong \Sigma \times G \), lead to a right action of the gauge transformations \( \mathcal{G}_P \cong C(\Sigma, G) \), which is not the typical choice in the majority of the literature. On the other hand, the latter would make the homomorphism (2.48) an anti-homomorphism, i.e. reverse the order in the first line of (2.10). It remains to discuss how the gauge transformations \( \mathcal{G}_P \) and the gauge algebra \( \mathfrak{G}_P \) act on \( \Gamma(T\Sigma \otimes \text{Ad}^*(P) \otimes |\Lambda|^1(\Sigma)) \).

**Proposition 2.19:**
The compatible actions of \( \mathcal{G}_P \) and \( \mathfrak{G}_P \) on \( \Gamma(T\Sigma \otimes \text{Ad}^*(P) \otimes |\Lambda|^1(\Sigma)) \) are

\[
\lambda \triangleright E|_x := p \text{ Ad}^*_{f_\lambda(p)} \cdot p^{-1}E|_x
\]

\[
\tilde{n} \triangleright E|_x := p \text{ ad}^*_{\tilde{n}_P} \cdot p^{-1}E|_x.
\]

Here \( x \in \Sigma, p \in P|_x \) and \( \lambda \in \mathcal{G}_P, \tilde{n} \in \mathfrak{G}_P \). As before, we regard \( p : G \to \text{Ad}^*(P) \) as a map.

**Proof:**
The actions are well-defined, i.e. independent of the choice of \( p \in P|_x \), because of \( \alpha \)-equivariance of \( f_\lambda \) resp. \( \text{Ad} \)-equivariance of \( \tilde{n} \). To prove compatibility, we only need to combine proposition 2.5, corollary 2.14, lemma 2.15 and the fact that \( d\pi : TP \to TP \) vanishes on vertical vectors.

\[
d\pi_p(p(\lambda, \tilde{E})|_p) = d\pi_p(p \text{ Ad}^*_{f_\lambda(p)} \cdot p^{-1}E|_p)
\]

\[
= p \text{ Ad}^*_{f_\lambda(p)} \cdot p^{-1} d\pi_p(E|_p)
\]

\[
= p \text{ Ad}^*_{f_\lambda(p)} \cdot p^{-1}E|_x
\]

\[
\frac{d}{dt}|_{t=0} d\pi_p(p((\lambda, \tilde{n}), \tilde{E})|_p) = d\pi_p(p \text{ ad}^*_{\tilde{n}_P} \cdot p^{-1}E|_p)
\]

\[
= p \text{ ad}^*_{\tilde{n}_P} \cdot p^{-1} d\pi_p(E|_p)
\]

\[
= p \text{ ad}^*_{\tilde{n}_P} \cdot p^{-1}E|_x
\]

where \( \tilde{E} \in \Gamma(TP \otimes |\Lambda|^1(P), g^*)_{\text{Ad}^*} \) corresponds to \( E \) via proposition 2.5.

In view of lemma 2.16 identical formulas hold for \( k \)-forms in associated bundles.
Proposition 2.20:
There are compatible actions of $\mathcal{G}_P$ and $\mathcal{G}_P$ on $\Omega^k(P \times \rho V)$:
\begin{align*}
\lambda^{-1} \triangleright \omega|_x & := p \rho(f_\lambda(p)) \cdot p^{-1} \omega|_x \\
\tilde{\eta} \triangleright \omega|_x & := p d\rho(\tilde{\eta}) \cdot p^{-1} \omega|_x,
\end{align*}
where $x \in \Sigma$, $p \in P|_x$ and $\lambda \in \mathcal{G}_P$, $\tilde{\eta} \in \mathcal{G}_P$. As before, we regard $p : V \rightarrow P \times \rho V$ as a map.

\textbf{Proof:}
Just apply lemma 2.16 and proposition 2.20

These induced actions on spaces of section in associated bundles have properties that is essential in the following subsection 2.2.

Corollary 2.21:
The actions given in propositions 2.17 & 2.20 are transpose w.r.t. to the duality pairing (2.28), i.e.
\begin{align*}
(\lambda \triangleright E)(n) & = E(\lambda \triangleright n) \\
(\tilde{\eta} \triangleright E)(n) & = E(\tilde{\eta} \triangleright n).
\end{align*}

Let us make a closing remark for this subsection regarding the formalism in trivial bundles $P \cong \Sigma \times G$.

Remark 2.22:
If the bundle $P$ is isomorphic to the trivial bundle $\Sigma \times G$, the gauge transformations $\mathcal{G}_P$ are isomorphic to the $G$-valued functions on $\Sigma$, $\mathcal{C}(\Sigma, G)$. The isomorphism is defined by the relation:
\begin{equation}
f_\lambda(x, g) = \alpha_{g^{-1}}(g_\lambda(x)), (x, g) \in \Sigma \times G. \tag{2.71}
\end{equation}

2.2 The algebras of loop quantum gravity $\mathfrak{P}_{LQG}, \mathfrak{A}_{LQG}$ & the AIL representation

In this subsection, we will stick to the semi-analytic category (cf. [12,13] for the original utilization in the context of loop quantum gravity).

Given a (right, semi-analytic) principal $G$-bundle $P \rightarrow \Sigma$ ($G$ compact Lie group), as before, we consider the groupoid of (semi-analytic) paths $\mathcal{P}_\Sigma$ in $\Sigma$. Fixing a system of reference points $\{p_x\}_{x \in \Sigma}$, we have the isomorphism
\begin{equation}
\mathcal{A} \cong \text{Hom}(\mathcal{P}_\Sigma, G) \tag{2.72}
\end{equation}
by definition 2.2.

The construction of $\mathfrak{P}_{LQG}$ and $\mathfrak{A}_{LQG}$ is guided by the observation that $\mathcal{A}$ may be endowed with a compact, Hausdorff topology, which makes it accessible to measure theoretic consideration (cf. [17,18,43–46] for the original literature). This topology is induced by giving an isomorphism
\begin{equation}
\text{Hom}(\mathcal{P}_\Sigma, G) \cong \lim_{\nu \in \mathcal{L}} \text{Hom}(l, G) \subset \prod_{\nu \in \mathcal{L}} \text{Hom}(l, G), \tag{2.73}
\end{equation}
where the projective limit is taken over subgroupoids $\mathcal{L}$ of $\mathcal{P}_\Sigma$ generated by embedded, semi-analytic, compactly supported graphs $\gamma \in \Gamma^a_\Sigma$ in $\Sigma$. The projection $p_l : \text{Hom}(\mathcal{P}_\Sigma, G) \rightarrow \text{Hom}(l, G)$, $l \in \mathcal{L}$, are simply the restrictions of the homomorphisms. It follows that the projective limit is a closed subset of the product space $\prod_{\nu \in \mathcal{L}} \text{Hom}(l, G)$, where the latter carries the Tikhonov topology. The spaces $p_l(\mathcal{A}) =: \mathcal{A}|_l \cong \text{Hom}(l, G)$ acquire their compact topology by the map (2.41)
\begin{equation}
\text{Hom}(l, G) \cong G^{[E(\gamma_l)]}, \tag{2.74}
\end{equation}
which makes $\prod_{\nu \in \mathcal{L}} \text{Hom}(l, G)$ compact. Here, $|E(\gamma_l)|$ denotes the number of edges in $\gamma_l$. Furthermore, this allows for the definition of a smooth and an analytic structure on $\mathcal{A}$, since these structures are left and right invariant, and thus are invariant under a change of reference points $\{p_x\}_{x \in \Sigma}$ [18,19].

Following this, let us introduce the basic building blocks of the algebra $\mathfrak{P}_{LQG}$, which is constructed form certain (point-separating) functionals on $|A|^1 T^* \mathcal{A}_P$. We loosely follow the notation of [4].
2.2 The algebras of loop quantum gravity $\mathfrak{P}_{\text{LQG}}, \mathfrak{A}_{\text{LQG}}$ & the AIL representation

**Definition 2.23 (Cylindrical functions):**

The $C^\ast$-algebra $\overline{\text{Cyl}}$ is the closure of the cylindrical functions $\text{Cyl} := \bigcup_{l \in \mathcal{L}} C(\overline{\mathcal{A}})_l$ in the sup-norm $\| \cdot \|_\infty$. The equivalence is defined to be

$$f_l \sim f_{l'} \iff \exists l'' \supseteq l, l' : p_{l''}^l f_l = p_{l''}^{l'} f_{l'},$$

(2.75)

where $p_{l''} : \overline{\mathcal{A}}_{l''} \to \overline{\mathcal{A}}_l$, $l, l' \in \mathcal{L}$, is the restriction map. Every $f \in \text{Cyl}$ is given as a projective family of functions $\{f_l\}_{l \in \mathcal{L}}$. Explicitly, we have

$$f(\bar{A}) = p_l^l f_l(\bar{A}) = f_l(p_l(\bar{A})) = f_l(\{\bar{e}_e^l\}_{e \in E(\gamma)}) = F_{\gamma}(\{g(e, \bar{A}, \{p_x\}_{x \in \Sigma})\}_{e \in E(\gamma)}).$$

Here $F_{\gamma} \in C(\mathcal{C}^{1E(\gamma)}_l)$ is the function corresponding to $f_l \in C(\overline{\mathcal{A}}_l)$ via (2.74).

It is well known that the spectrum of $\overline{\text{Cyl}}$ can be identified with the space of generalized connections $\overline{\mathcal{A}}$, thus leading to the isomorphism

$$\overline{\text{Cyl}} \cong C(\overline{\mathcal{A}}).$$

(2.77)

**Definition 2.24 (Flux vector fields, cf. [12]):**

The flux vector fields $\mathfrak{X}_{\text{Flux}}$ on $\overline{\mathcal{A}}$ considered as derivations on $\text{Cyl}^1$ are the (regularized$^3$) Hamiltonian vector fields of the functions

$$E_{\gamma}(S) := \int_S \ast (E(\gamma))$$

(2.78)

on $T^*\overline{\mathcal{A}}$ defined by the pairing (2.25), where $S$ is a face, i.e. an embedded, semi-analytic, connected hypersurface (without boundary) with oriented normal bundle $NS$, and $\mathfrak{g} \in \Gamma_0^n(\text{Ad}(P|_S))$, a compactly supported, semi-analytic section of adjoint pullback bundle $P|_S := \iota_S^*P$. The action of the flux vector fields on $f \in \text{Cyl}^1$ is obtained as follows:

By proposition (2.74), we find a unique $\tilde{n} \in \mathcal{T}(P|_S, \mathfrak{g})_{\text{Ad}}$, which gives rise to a 1-parameter group of gauge transformation $\lambda_{\tilde{n}} \in \mathcal{G}_{P|_S}$ by theorem (2.17). These gauge transformations define generalized gauge transformations on $\overline{\mathcal{A}}$ in the following way:

$$h_e^{\lambda_{\tilde{n}} \bar{A}} := h_e^{\bar{A}} \circ (\lambda_{\tilde{n}})^{\varepsilon(e,S)}$$

(2.79)

where

$$\varepsilon(e,S) := \begin{cases} +1 & e \cap S = e(0) \land e \text{ is positively outgoing from } S \vspace{2mm} \\ -1 & e \cap S = e(0) \land e \text{ is negatively outgoing from } S \vspace{2mm} \\ 0 & e \cap S = \emptyset \lor e \cap S = e \end{cases}$$

(2.80)

is the indicator function of $S$ w.r.t. to adapted edge$^3$. It is at this point, where semi-analyticity is crucial to ensure that an arbitrary edge $e'$ decomposes into a finite number of adapted edges $e$, which is necessary to get a well-defined action on Cyl. On the group elements $g(e, \bar{A}, \{p_x\}_{x \in \Sigma}) \in G$ this leads to

$$g(e, \lambda_{\tilde{n}}^{\bar{A}}, \{p_x\}_{x \in \Sigma}) = g(e, \bar{A}, \{p_x\}_{x \in \Sigma}) \exp_G(\frac{1}{2}t\varepsilon(e,S)\tilde{n}|_{P-e(0)})$$

(2.81)

$^3$See [4] for a detailed account of the regularization of [11].

$^3$The factor $\frac{1}{2}$ in (2.79) is a remnant of the regularization procedure for the Hamiltonian vector field of $E_{\gamma}(S)$ (see [4] for further explanations).
A flux vector field \( E_n(S) \) is the generator of a generalized gauge transformation on \( \text{Cyl}^1 \).

\[
(E_n(S) \cdot F_{\gamma^S})(\{g(e, \bar{A}, \{p_x\}_{x \in \Sigma})\}_{e \in E(\gamma^S)}) := \frac{d}{dt}_{|t=0} E_n(S)(\{g(e, \lambda^A_{\tilde{l}(t)} \bar{A}, \{p_x\}_{x \in \Sigma})\}_{e \in E(\gamma^S)}) \tag{2.82}
\]

\[
= \frac{1}{2} \sum_{e \in E(\gamma^S)} \varepsilon(e, S) \hat{n}^i|_{p_e(0)} (L^e_{\gamma^S}) (\{g(e, \bar{A}, \{p_x\}_{x \in \Sigma})\}_{e \in E(\gamma^S)}).
\]

\( F_{\gamma^S} \) denotes the representative of \( f \in \text{Cyl}^1 \) w.r.t. an adapted decomposition \( \gamma^S \) of an underlying graph \( \gamma \in \Gamma^S \) and its associated groupoid \( l \in \mathcal{L} \). In the following, we will always assume to work with an adapted decomposition of a graph, when we consider the action of a flux vector field.

**Remark 2.25:**

Note that we stick to the realization of the flux vector fields by left invariant vector fields on the structure group \( G \). This is, again, due to the use of right principal bundles, and the requirement of an isomorphism \( \bar{\gamma} \cong \text{Hom}(\mathcal{P}_{\Sigma}, G) \) rather than an anti-isomorphism (cp. remark 2.15). Contrary, we could change the definition of adapted edges in such a way that the non-vanishing contributions would be due to edges ending at a face, i.e. \( e \cap S = e(1) \), if we wanted to arrive at a formulation in terms of right invariant vector fields on \( G \).

Our definition of the flux vector field appears to differ slightly from those existing in the literature (cf. especially [12]), but is nevertheless equivalent by the following lemma.

**Lemma 2.26:**

Instead of defining the flux vector field in terms of \( S \subset \Sigma \) and \( n \in \Gamma^S(\text{Ad}(P|_S)) \), we may equivalently define them by \( S \subset \Sigma \) and \( X \in \mathfrak{X}^\alpha(\text{P}^1|_S)_\text{vert} \), a semi-analytic, compactly supported, right invariant, vertical vector field on \( P|_S \) (cf. [12]).

More precisely, we consider the flow

\[
\phi_{\tilde{X}}^t : P|_S \longrightarrow P|_S, \ t \in \mathbb{R} \tag{2.83}
\]

generated by \( \tilde{X} \), which is a gauge transformation of \( P|_S \) by the right invariance of \( \tilde{X} \). Then, we may replace \( \lambda_{\pm \tilde{l}(\tilde{n})} \) in (2.79) by \( \phi_{\tilde{X}}^t \) and define flux vector fields \( E_{\tilde{X}}(S) \) according to this relation.

**Proof:**

Note that for \( \tilde{n} \in \mathfrak{X}^\alpha(P|_S, g)_{\text{Ad}} \) we have by theorem 2.10

\[
\frac{d}{dt}_{|t=0} \exp_{\text{Ad}(P|_S)} (t\tilde{n})(p) = \frac{d}{dt}_{|t=0} p \exp_G (t\tilde{l}_{|p}) = (\tilde{n})_{|p}, \ p \in P|_S . \tag{2.84}
\]

Clearly, \((\tilde{n})^* \in \mathfrak{X}(P|_S)\) is semi-analytic and compactly supported if and only if \( \tilde{n} \) is. Moreover, due to the definition of \( * : g \rightarrow \mathfrak{X}(P|_S)^G \) and the Ad-equivariance of \( \tilde{n}, (\tilde{n})^* \) is right invariant and vertical.

Conversely, since \( \phi_{\tilde{X}}^t, \ t \in \mathbb{R}, \) is a 1-parameter group (connected to the identity, \( \phi_{t=0} = \text{id}_{\text{P}^1|_S} \)), we find a corresponding 1-parameter group \( f_{\tilde{X}, t} \in C(P|_S, G)^G, \ t \in \mathbb{R} \), by lemma 2.6. Then, by theorem 2.10 we find \( \tilde{n}_{\tilde{X}} \), s.t.

\[
\phi_{\tilde{X}}^t = \exp_{\text{Ad}} (t\tilde{n}_{\tilde{X}}), \ \forall t \in \mathbb{R} . \tag{2.85}
\]

In view of the calculations which will be performed in the following section of the article, we state a useful result about the flux vector fields.

**Lemma 2.27 (cf. [20]):**

The action of the flux vector fields on \( \text{Cyl}^1 \) can be computed as follows:

\[
E_n(S) \cdot f = \sum_{x \in \Sigma} \sum_{e \in \mathcal{E}} \varepsilon([e], x) n^i_{|p_e} L^{[e]|x}_{|p_e} f , \tag{2.86}
\]
where $\varepsilon$ denotes the indicator functions of $S$ w.r.t. the edge germs $[e]_x$, $x \in \Sigma$. The set of edge germs $\mathcal{X}_x$ does not depend on $x \in \Sigma$ in this setting. The action of the elementary vector fields $L_{i|e}^{[e]_x}$ is defined to be:

$$L_{i|e}^{[e]_x} f_i := \frac{1}{2} \sum_{\varepsilon \in E_{\gamma}(e)} \delta_{x,\varepsilon(0)} \delta_{[e]_x, [\varepsilon]_e} L_{i|e}^{\varepsilon} f_i,$$

where an adapted representative $f_i$ of $f$ was chosen. The commutation relations between these vector fields are

$$[L_{i|e}^{[e]_x}, L_{j|e'}^{[e']_e}] = \frac{1}{2} f_{ij}^k \delta_{x,x'} \delta_{[e]_x, [e']_e} L_{k|x}^{[e]_x},$$

where $[\tau_i, \tau_j] = f_{ij}^k \tau_k$ defines the structure constants of $\mathfrak{g}$.

From the cylindrical functions $\text{Cyl}$ and the flux vector fields (short: fluxes) we construct the $*$-algebra $\mathfrak{L}_{\text{LQG}}$ and a certain Weyl form $\mathfrak{A}_{\text{LQG}}$ of it. We denote by $(\mathfrak{X}_{\text{Flux}})$ the Lie algebra span of $\mathfrak{X}_{\text{Flux}}$.

**Definition 2.28 (The holonomy-flux algebra, cf. [12]):**

The $*$-algebra $\mathfrak{L}_{\text{LQG}}$ is the $*$-algebra given by the quotient $\mathfrak{g}/\mathfrak{I}$ of the tensor algebra $\mathfrak{g}$ generated by $\text{Cyl}^\infty$ and $(\mathfrak{X}_{\text{Flux}}) \subset \mathfrak{X}(\mathfrak{g})$ by the two-sided $*$-ideal $\mathfrak{I}$ defined by the elements:

$$Vf - fV - V \cdot f$$

$$VV' - V'V - [V, V']_{\mathfrak{X}(\mathfrak{g})}$$

$$ff' - f'f = 0, \quad \forall f, f' \in \text{Cyl}^\infty, \quad V, V' \in (\mathfrak{X}_{\text{Flux}}).$$

The tensor product is taken relative to the algebra structure of $\text{Cyl}$ resp. $\text{Cyl}^\infty$ to make $\mathfrak{g}$ a $\text{Cyl}^\infty$-module. The involution $*$ is defined by complex conjugation on $\text{Cyl}^\infty$, by $V \cdot f = \overline{V \cdot f}$ on $(\mathfrak{X}_{\text{Flux}})$, and extends to an anti-automorphism of $\mathfrak{g}$. Note that the flux vector fields satisfy the reality condition $E_n(S) = -E_n(S)^*$, $E_n(S) \in \mathfrak{X}_{\text{Flux}}$.

At this point, it is important to note, that there is a natural action by semi-analytic gauge transformations $\mathcal{G}_P^{sa}$ and, more generally, semi-analytic automorphisms $\text{Aut}^{sa}(P)$ on the algebra $\mathfrak{L}_{\text{LQG}}$. In general, the latter cover diffeomorphisms, $\text{Diff}^{sa}(\Sigma)$, different from the identity:

$$\begin{array}{ccc}
P & \xrightarrow{\chi} & P \\
\pi & \downarrow & \pi \\
\Sigma & \xrightarrow{\phi_{\chi}} & \Sigma
\end{array}$$

with $\chi \in \text{Aut}^{sa}(P)$, $\phi_{\chi} \in \text{Diff}^{sa}(\Sigma)$. For general bundles, it is not necessary the case that every diffeomorphism $\phi \in \text{Diff}^{sa}(\Sigma)$ is covered by an automorphism $\chi_{\phi} \in \text{Aut}^{sa}(P)$, as this amounts to a non-trivial lifting problem (cf. [17]).

$$\begin{array}{cc}
P & \xrightarrow{\chi_{\phi}} \xrightarrow{\phi_{\chi}} P \\
\pi & \downarrow & \pi \\
\Sigma & \xrightarrow{\phi_{\phi_{\chi}}} \Sigma
\end{array}$$

In the smooth category, one finds a short exact sequence of NLF-manifolds [47]

$$1 \longrightarrow \mathcal{G}_P^{\infty} \longrightarrow \text{Aut}^{\infty}(P) \longrightarrow \text{Diff}^{\infty}(\Sigma) \longrightarrow 1$$

with an open subgroup $\text{Diff}^{\infty}(\Sigma)$ of $\text{Diff}^{\infty}(\Sigma)$ containing the connected component of the identity. This issue does not arise for the Ashtekar-Barbero variables, since then the bundle $P$ comes from the natural bundle $P_{SO}(\Sigma)$ [48]. The actions of both groups of transformations on the basic elements, i.e. the cylindrical functions and the fluxes, look as follows:

**Definition 2.29:**

The transformations $\mathcal{G}_P^{sa}$ and automorphisms $\text{Aut}^{sa}(P)$ have natural (right) actions on $\text{Cyl}$ and $\mathfrak{X}_{\text{Flux}}$ induced by
those of corollary 2.14 and lemma 2.10
\[\alpha_x(f)(A) := p_x f((\lambda^{-1})^*A) = F_n \{ f_X(p_{c(1)})g(e, A, \{ p_x \}_{x \in S})(f_{X}(p_{c(0)})^{-1}) \}_{e \in E(\gamma(0))} \] (2.93)
\[\alpha_L(E_n(S)) := (\lambda \circ E)_n(S) = E_{\lambda n}(S)\]
\[\alpha_x(f)(A) := p_x f((\lambda^{-1})^*A) = f_i((\chi \circ h^A_{\phi^{-1}_n}(e) \circ \chi^{-1}) e \in E(\gamma(0))) \]
\[= F_n \{ (g(e, (\chi^{-1})^*) A, \{ p_x \}_{x \in S}) \}_{e \in E(\gamma(0))} = F_{\phi^{-1}_n}(\gamma_l) \{ (g_{\chi}(\bar{e}(1))g(\bar{e}, A, \{ p_x \}_{x \in S})g(\bar{e}(0))^{-1}) \}_{e \in E(\phi^{-1}_n(\gamma_l))} \]
\[\alpha_x(E_n(S)) := (\chi_x E)_n(S) = E_{\chi n}(\phi^{-1}_n(S)), \quad f \in Cyl, E_n(S) \in \mathfrak{X}_{Weyl}, \lambda \in \mathfrak{G}_n, \chi \in \text{Aut}(\mathfrak{P})\]

where \(g_{\chi} : \Sigma \rightarrow G\), s.t. \(\chi(p_x) = R_{g_{\chi}}(x)(\phi\chi, x)\) \(^4\) and \(\chi^* n := \chi^{-1} \circ n \circ \phi\chi\). These actions extend to *-automorphic actions on \(\mathfrak{P}_{LQG}\).

Since the algebra \(\mathfrak{P}_{LQG}\) is supposed to be generated by the cylindrical functions and the fluxes, it is necessary to allow only semi-analytic gauge transformations or automorphisms, as otherwise the action of the transformations groups would not preserve the elementary operators of the algebra. Nevertheless, (distributional) extensions of these transformations groups have been discussed in the literature \[\text{[12,19]}, \] and can be shown to have a well-defined action on \(\text{Cyl}^\infty\), but which do not preserve \(\mathfrak{X}_{Weyl}\). As an example, we show that, in case of a trivial bundle \(P \cong \Sigma \times G\), the extension of \(\mathfrak{G}_{\text{cyl}} \cong C^n(\Sigma, G)\) to \(G^\Sigma = \{ g : \Sigma \rightarrow G\}\) leads to elements that are not generated from finite linear combinations of fluxes (unless \(\text{Ad} : G \rightarrow \text{Aut}(g)\) is trivial):

Let us consider a flux \(E_n(S)\) and w.l.g. a generalized gauge transformation \(\{ g_x \}_{x \in S}\), s.t. \(\text{Ad}_{g^{-1}}(n)(x) = m(x) \upharpoonright n(x)\) and \(\forall y \neq x : \text{Ad}_{g^{-1}}(n)(y) = n(y)\). Then the element

\[\alpha_g(E_n(S)) = E_{\text{Ad}_{g^{-1}}(n)}(S)\]

is not of the form required of a flux. Furthermore, this leads to

\[\{ E_n(S), \alpha_g(E_n(S)) \} = E_{[n, \text{Ad}_{g^{-1}}(n)]}(S) = \frac{1}{2} \sum_{[e] \in \mathfrak{X}} \varepsilon([e]x, S) [n, m]_j(x) L_{j|x}^x, \]

which is a point-localized vector field on \(\text{Cyl}^\infty\). Although it is not a point-localized flux, as it contains the squared type indicator function of \(S\). Clearly, such a point-localized object cannot be obtained from finite linear combinations of fluxes, as these are defined w.r.t. to open, semi-analytic surfaces \(S\) and compactly supported, semi-analytic functions \(n \in C^n(S, \mathfrak{G})\) thereon.

Interestingly, this subtlety indicates, that the available proof of the uniqueness of the Ashtekar-Isham-Lewandowski representation \[\text{[12]}, \] which requires the algebra \(\mathfrak{P}_{LQG}\) to be generated by finite linear combinations of products of the cylindrical functions and the fluxes, strictly speaking only holds without considering the action of \(G^\Sigma\). On the other hand, this subtlety poses no problem for the uniqueness proof given in \[\text{[13]}\] involving a generalized Weyl form of \(\mathfrak{P}_{LQG}\).

From a practical point of view the extension of \(\mathfrak{G}_{\text{cyl}}\) to \(G^\Sigma\) appears to be unnecessary, because the action of the semi-analytic gauge transformations is sufficiently localizable due to the existence of semi-analytic partitions of unity (cf. \[\text{[12]}\] and references therein). Additionally, the use of \(\mathfrak{G}_{\text{cyl}}\) entails the occurrence of large gauge transformation, i.e. gauge transformation not homotopic to the identity, which might be useful in the discussion of chiral symmetry breaking in loop quantum gravity (see below).

The algebra \(\mathfrak{A}_{LQG}\) is obtained by partially extending and exponentiating the generators of \(\mathfrak{P}_{LQG}\), and providing it with the formal commutation relations induced by the Lie bracket on \(\mathfrak{X}(\mathfrak{G})\). The reason for not exponentiating the cylindrical functions is due to the fact, that they are essentially continuous functions of holonomies, the latter being already a sort of exponential of the connection 1-form \(A\). In contrast, the flux vector fields are not exponentiated up to this point, being essentially Hamiltonian vector fields of the (smeared) vector densities \(E\).

**Definition 2.30 (The *-algebra in Weyl form, cf. [20]):**

The *-algebra \(\mathfrak{A}_{LQG}\) is generated by the elements of Cyl and the Weyl elements \(W_S(tn) := e^{tE_n(S)} = \alpha_{\frac{t}{\hbar}} E_n\) subject

\[\text{to} \quad x \in \Sigma \rightarrow \{ p_x \}_{x \in \Sigma} \]

\[^4\text{This implies} : g_{\chi^{-1}} \circ \phi = g_{\chi^{-1}}. \quad \text{Furthermore, this definition has the necessary equivariance properties w.r.t. a change of reference system} \{ p_x \}_{x \in \Sigma} \rightarrow \{ p'_x \}_{x \in \Sigma}.\]
to the following relations (cp. (2.39) & (2.93)):

\[
\begin{align*}
    f^* &:= f, \\
    f f' &:= f \cdot \text{Cyl} f', \\
    W_S(0) &:= 1, \quad W_S(tn)^* := W_S(tn)^{-1} = W_S(-tn), \\
    W_S(tn)fW_S(tn)^{-1} &:= W_S(tn) \cdot f = \alpha_{\frac{1}{\alpha_1}} f.
\end{align*}
\]

(2.97)

Remark 2.31:

In the Abelian case the relation (2.98) is trivially closed, i.e. \( [E_n(S), E_{n'}(S')] = 0 \).

Additionally, we consider the extended algebra \( \mathfrak{A}_{\text{LQG}} \) of \( \mathfrak{A}_{\text{LQG}} \) generated by elementary, point-localised fluxes (2.87) and the cylindrical functions. The extended algebra allows us to obtain an explicit expression for the commutator between the fluxes

\[
\begin{align*}
    [E_n(S), E_{n'}(S')] &= \frac{1}{2} \sum_{x \in S \cap S'} \sum_{\varepsilon \in \{\varepsilon\}} \varepsilon([\varepsilon]_x, S) \varepsilon([\varepsilon]_x, S') [n, n']_k(x) L^{e^x}_{k|},
\end{align*}
\]

(2.98)

which will be important in the following sections. It is interesting to note that the commutator does not close among the fluxes in the non-Abelian case precisely because of the indicator function \( \varepsilon \), i.e. the product \( \varepsilon([\varepsilon]_x, S) \varepsilon([\varepsilon]_x, S') \) is in general not of the form \( \varepsilon([\varepsilon]_x, S') \) for a suitable surface \( S'' \). Although, there are certain special cases where iterated commutators lead to fluxes again, e.g.

\[
\begin{align*}
    [E_n(S), [E_{n'}(S), E_{n''}(S)]] &= \frac{1}{4} \sum_{x \in S \cap S'} \sum_{\varepsilon \in \{\varepsilon\}} \varepsilon([\varepsilon]_x, S) [n, [n', n'']]_k(x) L^{e^x}_{k|} = \frac{1}{4} E_n([n', n'']_k)(S),
\end{align*}
\]

(2.99)

since \( \varepsilon([\varepsilon]_x, S)^3 = \varepsilon([\varepsilon]_x, S) \). This is a feature that is missed by a restriction to Abelian groups \( G \), e.g. \( G = U(1)^3 \) ("Abelian artifact", cf. [50]).

As a Hilbert space representation of \( \mathfrak{P}_{\text{LQG}} \) resp. \( \mathfrak{A}_{\text{LQG}} \), one typically invokes the Ashtekar-Isham-Lewandowski representation defined by the irregular (algebraic) state

\[
\begin{align*}
    \omega_0(fE_n(S_1) \ldots E_{n_j}(S_j)) &= \mu_0(f) \quad \text{if} \{1, \ldots, j\} = \emptyset, \quad \forall f \in \text{Cyl}^{\infty}, \quad E_{n_1}(S_1) \ldots E_{n_j}(S_j) \in \mathcal{X}_{\text{Flux}}, \\
    \omega_0(fW_{S_1}(n_1) \ldots W_{S_j}(n_j)) &= \mu_0(f), \quad \forall f \in \text{Cyl}, \quad W_{S_1}(n_1) \ldots W_{S_j}(n_j) \in \mathfrak{A}_{\text{LQG}},
\end{align*}
\]

(2.100)

where \( \mu_0 \) denotes the Ashtekar-Isham-Lewandowski measure induced by the Haar measure on \( G \). In terms of (gauge-variant) spin network functions \( T_s, \ s \in S \), which form a special orthonormal basis in \( \mathcal{H}_{\omega_0} \cong L^2(\mathcal{S}, d\mu_0) \),

(2.100) reads

\[
\begin{align*}
    \omega_0(T_sE_{n_1}(S_1) \ldots E_{n_j}(S_j)) &= \delta_{s,0} \quad \text{if} \{1, \ldots, j\} = \emptyset, \quad \forall f \in \text{Cyl}, \quad E_{n_1}(S_1) \ldots E_{n_j}(S_j) \in \mathcal{X}_{\text{Flux}}, \\
    \omega_0(T_sW_{S_1}(n_1) \ldots W_{S_j}(n_j)) &= \delta_{s,0}, \quad \forall s \in S, \quad W_{S_1}(n_1) \ldots W_{S_j}(n_j) \in \mathfrak{A}_{\text{LQG}},
\end{align*}
\]

(2.101)

where \( s = 0 \) denotes the spin network label corresponding to the empty graph \( \gamma = \emptyset \). This representation enjoys a uniqueness property under certain natural assumptions [12].

At this point, we want to state a short lemma regarding the regularity and gauge invariance of states on \( \mathfrak{P}_{\text{LQG}} \) and

\[\text{In the Abelian case the relation (2.98) is trivially closed, i.e. } [E_n(S), E_{n'}(S')] = 0.\]
\( A_{\text{LQC}} \) for compact, connected \( G \).

**Lemma 2.32:**

Let \( \omega \) be a gauge invariant state, i.e. \( \omega \circ \alpha_\lambda = \omega \), \( \lambda \in \mathcal{G}_L^\text{sa} \), on \( \mathfrak{A}_\text{LQC} \) or \( \mathfrak{A}_{\text{LQC}} \). Then, \( \omega \) is irregular w.r.t. the gauge variant spin network functions (cf. \([3]\)):

\[
T_{\gamma, \bar{s}, \bar{m}, \bar{n}}(\bar{A}) := \prod_{e \in E(\gamma)} \sqrt{\dim(\pi_e)} \pi_e(g(e, \bar{A}, \{ p_x \}_{x \in \Sigma}))_{m_e, n_e}, \tag{2.102}
\]

with \( \gamma \in \Gamma_0^\text{sa}, \{[\pi_e]\}_{e \in E(\gamma)} \in (G \setminus \{[\pi_{\text{triv}}]\})^{E(\gamma)}, m_e, n_e = 1, \ldots, \dim(\pi_e) \). Here, irregularity is understood in the sense that for any \( \pi_e \neq [\pi_{\text{triv}}] \) there exist \( m_e, n_e = 1, \ldots, \dim(\pi_e) \), s.t.

\[
[0, 1] \ni s \mapsto \omega(T_{\epsilon_s, \pi_s, m_e, n_e}), \ e \in \mathcal{P}_\Sigma, \ \epsilon_s(t) := e(st), \ t \in [0, 1] \tag{2.103}
\]

is not continuous from the right in \([0, 1]\) at \( s = 0 \).

**Proof:**

The action of the gauge transformations \( \lambda \in \mathcal{G}_L^\text{sa} \) on the gauge variant spin network functions looks as follows:

\[
\alpha_\lambda(T_{\gamma, \bar{s}, \bar{m}, \bar{n}})(\bar{A}) = \prod_{e \in E(\gamma)} \sqrt{\dim(\pi_e)} \pi_e(f_{\lambda}(p_{e(1)}) g(e, \bar{A}, \{ p_x \}_{x \in \Sigma}) f_{\lambda}(p_{e(0)})^{-1})_{m_e, n_e} \tag{2.104}
\]

\[
= \prod_{e \in E(\gamma)} \sqrt{\dim(\pi_e)} \sum_{\lambda = 1}^{\dim(\pi_e)} \pi_e(f_{\lambda}(p_{e(1)}))_{m_e, \lambda} \pi_e(g(e, \bar{A}, \{ p_x \}_{x \in \Sigma}))_{\lambda, n_e} f_{\lambda}(p_{e(0)})^{-1})_{\lambda, n_e}.
\]

Now, let us choose maximal torus \( T \subset G \) and consider spin network functions \( T_{\epsilon_s, \pi_s, m_e, n_e} \) defined on single edges \( \{e_s\}_{s \in [0, 1]} \subset \mathcal{P}_\Sigma \), and gauge transformations \( \lambda_{\epsilon_s(1)} \) localized at the vertex \( \epsilon_s(1) \) of \( e_s \), s.t. \( \forall 1 \geq s > 0 : f_{\lambda}(p_{\epsilon_s(1)}) = t \neq 1 \in T \subset G \) and \( f_{\lambda}(p_{\epsilon_s(0)}) = 1 \). Such gauge transformations exist because of the existence of semi-analytic partitions of unity \([12][13]\). Next, we notice that \([\pi_e] \neq [\pi_{\text{triv}}] \) implies the non-triviality of

\[
\pi_e|_T : T \to \text{Aut}(V_{\pi_e}), \ \exists t \in T : \pi_e|_T(t) \neq 1, \tag{2.105}
\]

since every \( g \in G \) is conjugate to some \( t_g \in T \) \([31]\). Thus, we obtain, by diagonalizing the representation of \( T \), a non-trivial decomposition

\[
V_{\pi_e} \cong \bigoplus_{\rho_e} V_{\rho_e}, \quad \pi_e|_T \cong \bigoplus_{\rho_e} \rho_e, \tag{2.106}
\]

where \( \rho_e : T \to T, \ \text{dim}(V_{\rho_e}) = 1 \), are irreducible representations of \( T \), i.e. characters of the maximal torus, \( \rho_e \in \bar{T} \). From \([2.104],[2.105]\) and \([2.106]\), we conclude that we find an element \( t \in T \), s.t.

\[
\omega(T_{\epsilon_s, \pi_s, m_e, n_e}) = \omega(\alpha_\lambda(T_{\epsilon_s, \pi_s, m_e, n_e})) = \rho_e(t) \omega(T_{\epsilon_s, \pi_s, m_e, n_e}), \ s \in [0, 1], \tag{2.107}
\]

for some \( m_e, n_e \), and we have \( \forall 1 \geq s > 0 : \omega(T_{\epsilon_s, \pi_s, m_e, n_e}) = 0 \). We may even choose \( m_e = n_e \). But, \( \omega(T_{\epsilon_0, \pi_s, m_e, n_e}) = \sqrt{\dim(\pi_e)} \delta_{m_e, n_e} \), because \( g(e_0, A, \{ p_x \}_{x \in \Sigma}) = 1 \). Thus, discontinuity follows for diagonal expectation value functions \( [0, 1] \ni s \mapsto \omega(T_{\epsilon_s, \pi_s, m_e, n_e}), \ m_e = 1, \ldots, \dim(\pi_e) \).

This result is inspired by a similar statement in the algebraic formulation of quantum gauge field theories \([31]\). Interestingly, in quantum field theory the only way to avoid irregular representations of the gauge field variable \( A \in \mathfrak{A}_L \), seems to be the use of indefinite inner product (Krein) spaces (cf. \([31][32]\)).

### 2.3 The algebra of loop quantum cosmology \( \mathfrak{A}_{\text{LQC}} \) & the Bohr representation

The algebra \( \mathfrak{A}_{\text{LQC}} \) of (homogeneous, isotropic) loop quantum cosmology is given by the Weyl algebra associated with the space \( \mathbb{R}^2 = \{(\lambda, \theta) \mid \lambda, \theta \in \mathbb{R}\} \) with the (canonical) symplectic structure \( \sigma((\lambda_1, \theta_1), (\lambda_2, \theta_2)) = \lambda_1 \theta_2 - \lambda_2 \theta_1 \) (cf. \([30]\)).
Definition 2.33:
The algebra \( \mathfrak{A}_{\text{LQC}} \) is the \(*\)-algebra generated by the elements \( U(\lambda) = e^{i\lambda b}, \lambda \in \mathbb{R} \), and \( V(\theta) = e^{i\theta\nu}, \theta \in \mathbb{R} \), subject to the relations
\[
U(\lambda)^* U(-\lambda) = U(\lambda)^{-1}, \quad U(0) = 1 \\
V(\theta)^* V(-\theta) = V(\theta)^{-1}, \quad V(0) = 1 \\
U(\lambda_1) V(\lambda_2) = U(\lambda_1 + \lambda_2), \quad V(\theta_1) V(\theta_2) = V(\theta_1 + \theta_2), \\
U(\lambda) V(\theta) = e^{-i\lambda \nu} V(\theta) U(\lambda).
\]
\( \mathfrak{A}_{\text{LQC}} \) can be made a \( C^* \)-algebra by completing it w.r.t. the maximal \( C^* \)-norm (cf. [52])
\[
||W||_{\text{max}} := \sup \{ ||W|| \mid ||.|| \text{ is a } C^* - \text{ norm on } \mathfrak{A}_{\text{LQC}} \}, \quad W \in \mathfrak{A}_{\text{LQC}}.
\]
The generators \( b, \nu \) defined w.r.t. a regular representations are related to the Hubble parameter and the oriented volume respectively. These elementary variables are related to those in standard treatments of LQC, where \( \{ b, \nu \} = 2\gamma \), by rescaling the volume \( \nu = \frac{1}{2\gamma} V \). Alternatively, this algebra is written in terms of the combined operators
\[
W(\lambda, \theta) = e^{i(\lambda b + \nu \theta)} = e^{i\frac{\lambda b}{\nu}} U(\lambda) V(\theta), \quad (\lambda, \theta) \in \mathbb{R}^2.
\]
This algebra is obtained by restricting the holonomies to a cubic graph and the fluxes to surfaces dual to this graph, and exploiting isotropy to reduce from \( SU(2) \) to \( U(1) \), followed by a “decompactification” to \( \mathbb{R}_{\text{Bohr}} \) (cf. [37, 50]). In analogy with the Hilbert space representation typically chosen for \( \mathfrak{A}_{\text{LQC}} \), one selects a preferred (irregular) representation induced by the (algebraic) state
\[
\omega_0(\lambda, \theta) = \delta_{\lambda,0}, \quad \forall \lambda, \theta \in \mathbb{R}.
\]
The representation of this state can be understood in terms of almost-periodic functions, i.e. \( \mathfrak{H}_{\omega_0} \equiv L^2(\mathbb{R}_{\text{Bohr}}, d\mu_{\text{Bohr}}) \) (cf. [30, 53]). The uniqueness of this state was recently justified [54] along the same lines as the uniqueness of the Ashtekar-Isham-Lewandowski representation for \( \mathfrak{A}_{\text{LQC}} \) [12]. In contrast, the usual Fock or Schrödinger representation is obtained from the (regular) state
\[
\omega_F(W(\lambda, \theta)) = e^{-\frac{\lambda^2 + \theta^2}{4}}, \quad \forall \lambda, \theta \in \mathbb{R}.
\]

2.3.1 Dynamically induced “superselection” sectors in LQC
The quantization of the (gravitational) Hamiltonian constraint \( \mathcal{H} \) in the spatially flat case \( (k = 0) \) that is derived w.r.t. the GNS representation \( (\mathfrak{H}_{\omega_0}, \pi_{\omega_0}, \Omega_{\omega_0}) \) of the state (2.111) takes the form (up to numerical constants) [37]:
\[
\mathcal{H} \sim \nu \frac{\sin(\lambda_0 b)\nu}{\lambda_0} \sim \nu \Im(U(\lambda_0)) + \nu \Im(U(\lambda_0)), \quad \lambda_0 \in \mathbb{R},
\]
where \( \Im(U(\lambda_0)) \) denotes the imaginary part, \( \lambda_0 \) is a minimal length scale connected to the (kinematical) minimal area eigenvalue of loop quantum gravity [3] and \( \nu \) is the (densely defined) generator of the 1-parameter group \( \{ \pi_{\omega_0}(V(\theta = \frac{\pi}{\lambda_0})) \}_{\theta \in \mathbb{R}} \), which exists by the continuity of the state w.r.t. \( \theta \) (cf. [55] for details regarding the domain \( D(\mathcal{H}) \)). It is easy to see that \( \mathcal{H} \) commutes with \( \pi_{\omega_0}(V(\theta = \frac{\pi}{\lambda_0})) \), and the representation admits a direct sum decomposition w.r.t. the spectrum of the latter \( (\sigma(\pi_{\omega_0}(V(\theta = \frac{\pi}{\lambda_0})))) = S^1 = \{ e^{i\vartheta} \mid \vartheta \in [0, 2\pi) \} \):
\[
\mathfrak{H}_{\omega_0} \cong \bigoplus_{\vartheta \in [0, 2\pi]} \mathfrak{H}_\vartheta, \quad \pi_{\omega_0} \cong \bigoplus_{\vartheta \in [0, 2\pi]} \pi_\vartheta,
\]
where the summands \( (\mathfrak{H}_\vartheta, \pi_\vartheta), \vartheta \in [0, 2\pi) \), are preserved by the subalgebra \( \mathfrak{A}_{\text{LQC}}^{U(1)} \subset \mathfrak{A}_{\text{LQC}} \)
\[
\mathfrak{A}_{\text{LQC}}^{\lambda_0} := \{(W(2\lambda_0 n, \theta) \mid (n, \theta) \in \mathbb{Z} \times \mathbb{R} \subset \mathbb{R}^2)\},
\]
i.e. the Weyl algebra associated with the cotangent bundle $T^*U(1) \cong S^1 \times \mathbb{R}$. Thus, the parameter $\lambda_0$ is one half of the inverse radius of the $S^1$-factor, and plays the role of a “compactification scale”. In the literature, it is argued that this gives rise to a “superselection” structure induced by $\mathcal{H}$. In the following sections we will explain further similarities between this structure in loop quantum cosmology and the Koslowki-Sahlmann representations [24].

In the subsequent discussion of these aspects, we will repeatedly encounter a unifying algebraic structure consisting of the following data (cf. [30]):

1. An algebra $\mathfrak{A}$ of “observables” with a non-trivial center $\mathfrak{Z}$.

2. An extended algebra $\mathfrak{F} \supset \mathfrak{A}$, which is called the “field algebra”.

3. A group of automorphisms $G$ representing the adjoint action of $\mathfrak{Z}$ on $\mathfrak{F}$, s.t. $\mathfrak{A} \subseteq \mathfrak{F}^G$ is contained in the fix-point algebra of $\mathfrak{F}$ w.r.t. this action. $G$ is called “global gauge group”.

4. A group of automorphisms of $\mathfrak{A}$, which does not leave the center $\mathfrak{Z}$ pointwise invariant, i.e. $\rho(Z) \neq Z$ for $\rho \in \mathcal{C}$, $Z \in \mathfrak{Z}$. Elements of $\mathcal{C}$ are called “charge automorphisms”.

Let us briefly explain the nomenclature (see also remark [46] below): The algebra $\mathfrak{A}$ is the algebra, of which we intend to understand the representation theory. In many cases this will be the algebra of observables of a given quantum system. The center $\mathfrak{Z}$ of $\mathfrak{A}$ reflects the superselection structure of the quantum system. Moreover, if we are dealing with a gauge theory, we will have to deal with the question of gauge invariance, and the issue of charged fields, which are incompatible with the superselection structure.

Thus, we see that the construction of a field algebra $\mathfrak{F}$ from a given algebra $\mathfrak{A}$ with center $\mathfrak{Z}$ provides candidates of charge automorphisms, $\rho \in \mathcal{C}$, which can be combined with known representations $\pi$ of $\mathfrak{A}$ to give new, inequivalent representations $\pi \circ \rho$.

Furthermore, the inequivalence of the representations $\pi$ and $\pi \circ \rho$ can be understood as an instance of spontaneous symmetry breaking (in the algebraic sense, cf. [57]). Namely, in spite of the fact that $\rho$ is an automorphism (a symmetry) of $\mathfrak{A}$, a pure (or primary), algebraic state $\omega$ on $\mathfrak{A}$ cannot be invariant w.r.t. $\rho$, i.e. $\omega \circ \rho \neq \omega$. To see this, we recall that a state $\omega$ is pure (or primary) if and only if the associated GNS representation $(\pi_\omega, \mathfrak{B}_\omega, \Omega_\omega)$ has a 1-dimensional commutant $\pi_\omega(\mathfrak{A})' = \mathbb{C} \cdot 1_{\mathfrak{B}_\omega}$. But, this implies non-invariance of $\omega$, because $\pi_\omega(\mathfrak{Z}) \subset \pi_\omega(\mathfrak{A})' = \mathbb{C} \cdot 1_{\mathfrak{B}_\omega}$, and $\rho$ acts non-trivially on $\mathfrak{Z}$, which are incompatible requirements.

If we intended to consider an invariant state $\omega$ on $\mathfrak{A}$, we will have an extremal (or central) decomposition into pure (or primary) states $\omega_x$, $x \in X$:

$$\omega = \int_X \omega_x d\mu(x).$$ (3.1)

The central decomposition of $\omega$ is related to the central decomposition of the von Neumann algebra $\pi_\omega(\mathfrak{A})''$ with respect to its center $\mathfrak{Z}_\omega = \pi_\omega(\mathfrak{A})' \cap \pi_\omega(\mathfrak{A})''$, which is especially important in physics, because elements of the center describe invariants of the quantum system, which assume specific values in the states $\omega_{x}$, $x \in X$. This point of view will be important in the discussion of chiral symmetry breaking in section [5]
The algebraic formulation of spontaneous symmetry breaking connects with the standard formulation, that a symmetry of the Hamiltonian of a quantum system does not entail a symmetric (ground) state of the latter, in the following way: Symmetries \( \rho \) of the algebra \( \mathfrak{A} \) of observables, to which the Hamiltonian is affiliated, are not necessarily symmetries of a state \( \omega \) on \( \mathfrak{A} \).

### 3.1 Central operators in \( \mathfrak{A}^{\lambda_0}_{\text{LQC}} \)

Our analysis of the algebra \( \mathfrak{A}^{\lambda_0}_{\text{LQC}} \), and how the structure of its center \( Z^{\lambda_0}_{\text{LQC}} \), reflects the decomposition (2.114), follows closely the analysis of the Weyl algebra for a quantum particle on a circle as given in [30]. The center \( Z^{\lambda_0}_{\text{LQC}} \) is generated by the element \( W(0, \frac{\pi}{\lambda_0}) \), and we may regard the algebra \( \mathfrak{A}^{\lambda_0}_{\text{LQC}} \) as the fix-point algebra \( \mathfrak{A}^{\lambda_0}_{\text{LQC}} \) w.r.t the \( Z \)-action

\[
\alpha_m(W(\lambda, \theta)) := e^{i(\frac{\pi}{\lambda_0})m\lambda}W(\lambda, \theta), \quad m \in \mathbb{Z}.
\] (3.2)

In this setting, \( Z \) is called the global gauge group, and \( \mathfrak{A}_{\text{LQC}} \) the field algebra. The extension of \( \mathfrak{A}^{\lambda_0}_{\text{LQC}} \) to \( \mathfrak{A}_{\text{LQC}} \) is minimal in a precise sense (cf. [58]). Clearly, the action of the global gauge group is implemented by the adjoint action generator \( W(0, \frac{\pi}{\lambda_0}) \) of the center \( Z^{\lambda_0}_{\text{LQC}} \) on \( \mathfrak{A}_{\text{LQC}} \):

\[
\alpha_m(W(\lambda, \theta)) = W(0, \frac{\pi}{\lambda_0})^mW(\lambda, \theta)W(0, -\frac{\pi}{\lambda_0})^m.
\] (3.3)

We observe that the irregular state \( \omega_0 \) (2.111) is gauge invariant, in contrast to the regular Fock state \( \omega_F \) (2.112). On the other hand, requiring a gauge invariant state \( \omega \circ \alpha_m = \omega \) immediately leads to \( \omega(W(\lambda, \theta)) = 0 \) if \( \lambda \notin 2\lambda_0\mathbb{Z} \).

Additionally, we have the so-called charged automorphisms of \( \mathfrak{A}^{\lambda_0}_{\text{LQC}} \):

\[
\rho_\theta(W(2\lambda_0n, \theta)) := e^{-i\theta \frac{\lambda_0}{\pi} n}W(2\lambda_0n, \theta), \quad \theta \in [0, 2\pi),
\] (3.4)

which are necessarily outer automorphisms, as they do not leave the center \( Z^{\lambda_0}_{\text{LQC}} \) pointwise invariant. These automorphisms are inner in the larger algebra \( \mathfrak{A}_{\text{LQC}} \)

\[
\rho_\theta(W(2\lambda_0n, \theta)) = W(\varphi \frac{\lambda_0}{\pi}, 0)W(2\lambda_0n, \theta)W(-\varphi \frac{\lambda_0}{\pi}, 0),
\] (3.5)

and they intertwine inequivalent irreducible representations of \( \mathfrak{A}^{\lambda_0}_{\text{LQC}} \). The latter follows, because every irreducible representation \( \pi \) requires that we have for the generator of the center \( \pi(W(0, \frac{\pi}{\lambda_0})) = e^{i\varphi}, \varphi \in [0, 2\pi) \). Thus, an irreducible representation \( \pi_\varphi \) is labeled by an “angle” \( \varphi \in [0, 2\pi) \), and we find that

\[
\pi_\varphi := \pi_\varphi \circ \rho_\theta
\] (3.6)

is a representation satisfying

\[
\pi_\varphi(W(0, \frac{\pi}{\lambda_0})) = 1.
\] (3.7)

One can show that any two irreducible representations of \( \mathfrak{A}^{\lambda_0}_{\text{LQC}} \) supplemented by (3.7), which are regular w.r.t. the 1-parameter group \( \{W(0, \theta)\}_{\theta \in \mathbb{R}} \), are unitarily equivalent. The representations \( \pi_\varphi \) can be realized by the GNS representation of the state

\[
\omega_\varphi(W(2\lambda_0n, \theta)) = e^{i\varphi \frac{\lambda_0}{\pi} n}d_n, \quad \forall n \in \mathbb{Z}, \theta \in \mathbb{R}.
\] (3.8)

The difference between the representations with distinct values of \( \varphi \) are also seen on the level of the generator \( \nu_\varphi \) of \( \{\pi_\varphi(V(\theta))\}_{\theta \in \mathbb{R}} \), i.e. we have \( \mathfrak{H}_\theta \cong L^2([0, \frac{\pi}{\lambda_0}], db) \) and \( \nu_\varphi \) is the self-adjoint extension of \(-i\frac{\partial}{\partial \theta} \) subject to the boundary condition \( \psi(\frac{\pi}{\lambda_0}) = e^{i\varphi/\pi} \psi(0) \).

The occurrence of these structures can be related to the topology of group \( U(1) \), which is the dual of the invariance group \( Z \) acting according to (3.2) (cf. [33]). The \( Z \)-action corresponds geometrically to translations of the variable \( b \), i.e. \( b \rightarrow b + \frac{\pi}{\lambda_0}m, \quad m \in \mathbb{Z} \). In the restricted setting of the algebra \( \mathfrak{A}^{\lambda_0}_{\text{LQC}} \), it can be interpreted as the action of the large gauge transformations with winding number \( m \), which are the rotations by \( 2\pi m \) of the underlying circle
group $U(1) \subset T^*U(1)$. As argued in [31, 32, 59], there is a strong analogy between these algebraic structures and those present in the context of chiral symmetry breaking and the vacuum structure of QCD (see section 5). To this end the following remark is in order:

Although the charge automorphisms $\rho_\vartheta$, which play the role of the chiral automorphisms of QCD, and gauge automorphisms $\alpha_m$ commute, i.e.

$$\rho_\vartheta \circ \alpha_m = \alpha_m \circ \rho_\vartheta, \quad \vartheta \in [0, 2\pi), \, m \in \mathbb{Z},$$

(3.9)

the implementers of the gauge transformations $W(0, m \frac{2\pi}{\vartheta}) \in \mathfrak{L}^0_{\text{LQC}}$ are not invariant under the charge automorphisms $\rho_\vartheta$ by (3.4). Thus, the charge symmetry is necessarily spontaneously broken in any irreducible representation $\pi_\vartheta$ of $\mathfrak{L}^0_{\text{LQC}}$.

Interestingly, there is also way to relate the $\vartheta$-sectors to a purely imaginary topological term contributing to the action of a free particle on the circle via the functional integral point of view (cf. [30]):

$$S = \frac{m}{2} \int \dot{x}(\tau)^2 d\tau + i\vartheta \frac{\lambda_0}{\pi} \int \dot{x}(\tau) d\tau.$$  

(3.10)

We conclude this subsection by pointing out how the appearance of these structures differs in the GNS representation of the Fock state (2.112) from that in the Bohr state (2.111). The Fock state leads to a representation (We conclude this subsection by pointing out how the appearance of these structures differs in the GNS representation that is unitarily equivalent to the Schrödinger representation by von Neumann’s uniqueness theorem, but this representation is reducible for $\mathfrak{L}^0_{\text{LQC}}$. In fact, we have a central decomposition of the representation over the spectrum of $W(0, \frac{2\pi}{\vartheta})$:

$$\mathfrak{H}_F \cong \int_{\vartheta \in [0, 2\pi)} \mathfrak{H}_\vartheta d\vartheta, \quad \pi_F \cong \int_{\vartheta \in [0, 2\pi)} \pi_\vartheta d\vartheta.$$  

(3.11)

In comparison with (2.111), which reflects that $\pi_{\omega_0}(W(0, \vartheta \frac{2\pi}{\vartheta}))$ has only pure point spectrum, the spectrum of $\pi_F(W(0, \frac{2\pi}{\vartheta}))$ is purely absolutely continuous, and the GNS vectors $\Omega_\vartheta$ are its improper eigenvectors.

### 3.2 Central operators in $\mathfrak{A}_{\text{LQC}}$

In the construction of $\mathfrak{A}_{\text{LQC}}$, it is assumed that the structure group of the principal bundle $P$ is a compact Lie group $G$. By compactness, $G$ is the finite extension of its (connected) identity component $G_0$ by $G / G_0 \cong \pi_0(G)$. On the other hand, it is well-known [31] that $G_0$ is isomorphic to the quotient of the product of a $n$-torus $U(1)^n$ and a compact, connected, simply connected Lie group $K$ by a central, finite, Abelian subgroup $A$. Furthermore, $K$ is isomorphic to a finite product of compact, connected, simply connected, simple Lie groups.

$$G_0 \cong (K \times U(1)^n) / A$$

(3.12)

Therefore, we will give separate discussions of the structure of $\mathfrak{A}_{\text{LQC}}$ in the two cases:

1. $G \cong U(1)^n$ for some $n \in \mathbb{N}$.
2. $G \cong K$ is compact, connected, simply connected and simple.

In the second case, we will also comment on the case $G \cong K / A, \, A \subset Z(K)$ & finite, i.e. $\pi_1(G) \neq \{1\}$.

#### 3.2.1 $G \cong U(1)^n$

If $G \cong U(1)^n$, we notice that the only non-trivial relation among the generators of $\mathfrak{A}_{\text{LQC}}$ is (cp. (2.97))

$$W_S(\tau n) f = \alpha_{\tau / n} \pi^*(f) W_S(\tau n).$$

(3.13)

Furthermore, the generators $\{\tau_i\}_{i=1,...,n} \subset u(1)^{\otimes n}$ ($u(1) := \text{Lie}(U(1)) = i\mathbb{R}$) can be treated independently, because $U(1)^n$ is Abelian. Thus, it is sufficient to discuss the relation (3.13) for $n = 1$.

Since the $C^*$-algebra $C(U(1))$ is generated by the characters $(\cdot)^n : U(1) \to \mathbb{C}, \, g \mapsto g^n$, let us consider (3.13) for...
the spin (or charge) network functions

\[ T_{\gamma, \vec{m}}(\bar{A}) := \prod_{e \in E(\gamma)} g(e, \bar{A}, \{ p_x \}_{x \in \Sigma})^{m_e}, \quad \gamma \in \Gamma^a_0, \bar{A} \in \mathcal{A}, \quad (3.14) \]

where \( \vec{m} = (m_e)_{e \in E(\gamma)} \in \mathbb{Z}^{|E(\gamma)|} \).

The labels \( \{ m^S_e \}_{e \in E(\gamma^S)} \) are those defined by \( T_{\gamma, \vec{m}} \) for the adapted graph \( \gamma^S \). This relation basically resembles the commutation relations of \( \mathfrak{A}^\lambda_{\text{LQG}} \) (cp. \( (2.108) \)), apart from the complication due to the intersection properties of \( \gamma \) and \( S \). Therefore, the center \( \mathfrak{Z}_{\text{LQG}} \) of \( \mathfrak{A}^\lambda_{\text{LQG}} \) is generated by elements \( W_S(tn) \) with \( t \tilde{\eta}|_{P_\gamma} = 4\pi i \forall x \in S \). But by definition \( (2.24) \) this is only possible if \( S \) is closed and compact, as otherwise \( n \in \Gamma(\text{Ad}(P)) \) is not allowed to be constant on \( S \). Examples of such closed and compact \( S \) are given by embedded compact Riemann surfaces, e.g. \( S = S^2 \) or \( T^2 \). Thus, we have:

\[ \mathfrak{Z}_{\text{LQG}} = \langle W_S(4\pi i) \rangle, \quad S \text{ closed and compact}. \quad (3.16) \]

As in the previous subsection, we conclude that in any irreducible representation \( \pi \) of \( \mathfrak{A}^\lambda_{\text{LQG}} \) the generators of \( \mathfrak{Z}_{\text{LQG}} \) are represented by multiples of the identity, i.e.

\[ \pi(W_S(4\pi i)) = e^{i\vartheta_S}, \quad \forall \vartheta \in [0, 2\pi) \quad \forall S \text{ closed and compact}, \quad (3.17) \]

which implies that any irreducible representation \( \pi = \pi_\vartheta \) is labeled by family of “angles” \( \vartheta := \{ \vartheta_S \}_S \), where we set \( \vartheta_S = 0 \) if \( S \) is not closed and compact.

If we define a type of (charged) automorphisms \( \rho_{\vartheta, E(0)} := \{ \rho_{\vartheta_S, E} \}_S \) by

\[ \rho_{\vartheta_S, E(0)}(W_S(tn)) := \begin{cases} e^{i\vartheta_S \mu_{vol, E(0)(\gamma)}} \int_S e^{iE(0)(n)} W_S(tn), & S \text{ closed and compact}, \\ W_S(tn), & \text{otherwise} \end{cases} \quad (3.18) \]

for some \( E(0) \in \Gamma(T\Sigma \otimes \text{Ad}^*(P) \otimes |\Lambda|^1(\Sigma)) \), we find a relation analogous to \( (3.9) \):

\[ \pi_0 = \pi_\vartheta \circ \rho_{\vartheta, E(0)}. \quad (3.19) \]

Clearly, the Ashtekar-Isham-Lewandowski representation \( (2.100) \) is a representation with \( \vartheta = \{0\} \), and is singled out by automorphism invariance or diffeomorphism and gauge invariance (cf. \( (12, 13) \)). The question, if this is the only representation with \( \vartheta = \{0\} \), is more subtle, and will be discussed elsewhere. Inspecting \( (3.18) \) more closely, we may even choose \( \vartheta_S \neq 0 \) for arbitrary faces \( S \), and set \( \vartheta_S = \vartheta_0 \forall S \)

\[ \rho_{\vartheta_0, E(0)}(W_S(tn)) := e^{i\vartheta_0 \mu_{vol, E(0)(\gamma)}} \int_S e^{iE(0)(n)} W_S(tn) \forall S, \quad (3.20) \]

which would lead us to the Koslowski-Sahlmann representations \( \pi_{\vartheta_0, E(0)} = \pi_{\vartheta_0} \circ \rho_{\vartheta_0, E(0)}^{-1} \) (see below).

Following the discussion of the previous subsection, we can also ask, whether we can regard \( \mathfrak{A}^\lambda_{\text{LQG}} \) as the fix-point algebra of a larger field algebra \( \mathfrak{A}^\lambda_{\text{LQG}} \) under the adjoint action of the generators of the center \( \mathfrak{Z}_{\text{LQG}} \). To this end, we exploit the similarity of \( (3.13) \) and \( (2.108) \).

First, we use the covering homomorphism \( \pi_0 : \mathbb{R} \to U(1), \quad \varphi \mapsto e^{i\varphi} \), which coincides with the exponential map \( : u(1) \to U(1) \), to lift the functions \( F_{\gamma_1} \) on \( U(1)^{|E(\gamma_1)|} \cong \text{Hom}(l, U(1)) \) to functions \( \tilde{F}_{\gamma_1} := F_{\gamma_1} \circ \pi_0^{*|E(\gamma_1)|} \) to \( \mathbb{R}^{|E(\gamma)|} \cong \text{Hom}(l, \mathbb{R}) \). Clearly, the lifting is isometric w.r.t the sup-norm and compatible with the projective structure of \( \text{Hom}(\mathcal{P}_\Sigma, \mathbb{R}) \). Thus, we are allowed to consider \( \tilde{F}_{\gamma_1} \) as defining a cylindrical function on the latter via \( p_l : \text{Hom}(\mathcal{P}_\Sigma, \mathbb{R}) \to \text{Hom}(l, \mathbb{R}) \). This is possible, because the construction of \( \mathcal{A} \) does not require the compactness of \( G \). Only the construction of the Ashtekar-Isham-Lewandowski measure requires a compact structure group.

\[ \text{vol}_{E(0)(\gamma)}(S) := \int_S E(0)(i) \text{ is the volume of } S \text{ relative to the pairing of } E(0) \text{ and the generator } i \text{ of } u(1), \text{ and serves as a normalization factor.} \]
Especially, we may lift the spin network functions $\tilde{T}_{\gamma,\vec{m}}$, which form a subset of the Fourier network functions on $\text{Hom}(\mathcal{D}_\Sigma, \mathbb{R})$:

$$\tilde{T}_{\gamma,\beta}(\{\varphi_e\}_{e \in E(\gamma)}):= \prod_{e \in E(\gamma)} e^{i \epsilon_e \varphi_e}, \; \gamma \in \Gamma^{sa}, \beta = (\beta_e)_{e \in E(\gamma)} \in \mathbb{R}^{[E(\gamma)]}. \quad (3.21)$$

Second, we note that the action of the Weyl elements $W_S(tn)$ on the cylindrical functions, which defines the commutation relation \[^{[3,13]}\] is compatible with lift through $\xi_0 : \mathbb{R} \to U(1)$, as well.

$$(W_S(tn) \cdot \tilde{F}_{\gamma,\beta})(\{\varphi_e\}_{e \in E(\gamma^\beta)}) = \tilde{F}_{\gamma,\beta}(\{\varphi_e - i \frac{1}{2} t(e, S)\tilde{m}_{e(0)}\}_{e \in E(\gamma^\beta)}) = F_{\gamma,\beta}(\{e^{i \varphi_e e^* t(e, S)\tilde{m}_{e(0)}}\}_{e \in E(\gamma^\beta)}). \quad (3.22)$$

Third, we define the field algebra $\mathfrak{A}_{LQG}$ to be generated by the Fourier network functions $\tilde{T}_{\gamma,\beta}$ and the Weyl elements $W_S(tn)$ subject to the equivalent set of relations as in (2.97), but involving the lifted action (3.22).

**Remark 3.1:**

The lifting of the structure group $U(1)$ to $\mathbb{R}$ by the covering homomorphism $\pi$, requires on the classical level, i.e. for the construction to be related to structures in principal $G$-bundles, the existence of a non-trivial covering of the principal $U(1)$-bundle $P$ by a principal $\mathbb{R}$-bundle $P_R$

$$\begin{align*}
\xymatrix{ & \mathbb{R} \ar[d]_{\pi} & \ar[d]_{\pi} \ar[l]_{\xi} & & \xymatrix{ & \mathbb{R} \ar[d]_{\pi} & \ar[d]_{\pi} \ar[l]_{\xi} & \xymatrix{ P_R \ar[d]_{\pi} \ar[r]_{\xi} & P & & P_R \ar[r]_{\xi} & P_R \ar[d]_{\pi} } & \ar[l]_{\pi} & \xymatrix{ & \mathbb{R} \ar[d]_{\pi} & \ar[d]_{\pi} \ar[l]_{\xi} } \end{align*}
$$

with a diagram of fibrations:

$$\xymatrix{ & \mathbb{R} \ar[d]_{\pi} & \ar[d]_{\pi} \ar[l]_{\xi} & & \xymatrix{ & \mathbb{R} \ar[d]_{\pi} & \ar[d]_{\pi} \ar[l]_{\xi} & \xymatrix{ \Sigma \ar[r]_{\text{id}} & \Sigma } & \ar[l]_{\text{id}} & \xymatrix{ \Sigma \ar[r]_{\pi} & \mathbb{R} } } \end{align*}
$$

By construction, the adjoint action of the generators of $\mathfrak{A}_{LQG}$ on $\mathfrak{A}_{LQG}$ fixes the algebra $\mathfrak{A}_{LQG}$, which we infer from:

$$\begin{align*}
\alpha^S_m(T_{\gamma,\beta}) := W_S(4\pi i)^m\tilde{T}_{\gamma,\beta} W_S(-4\pi i)^m = \left( \prod_{e \in E(\gamma^\beta)} e^{2\pi i \beta^S e(e, S)m} \right) \tilde{T}_{\gamma,\beta}, \quad (3.25)\\
\alpha^S_m(W_S(tn)) := W_S(4\pi i)^m W_S(tn) W_S(-4\pi i)^m = W_S(tn),
\end{align*}$$

where we defined $Z$-actions $\alpha^S : Z \to \text{Aut}(\tilde{\mathfrak{A}}_{LQG})$ (the “global” gauge group) for every closed, compact face $S$. On the other hand, we get (charged) automorphisms by the adjoint action of the Fourier network functions $\tilde{T}_{\gamma,\beta}$, $\beta = (\frac{\beta_e}{2\pi})_{e \in E(\gamma)} \in [0,1]^{[E(\gamma)]}$ on $\mathfrak{A}_{LQG}$:

$$\begin{align*}
\rho^\gamma_\beta(T_{\gamma',\vec{m}'}) := \tilde{T}_{\gamma,\beta} T_{\gamma',\vec{m}'} \tilde{T}_{\gamma,\beta}^{-1} = T_{\gamma',\vec{m}'}, \\
\rho^\gamma_\beta(W_S(tn)) := \tilde{T}_{\gamma,\beta} W_S(tn) \tilde{T}_{\gamma,\beta}^{-1} = \left( \prod_{e \in E(\gamma^\beta)} e^{-\beta^S e^* t(e, S)\tilde{m}_{e(0)}} \right) W_S(tn).
\end{align*}$$

On the generators of the center $\mathfrak{Z}_{LQG}$ these automorphisms lead to

$$\begin{align*}
\rho^\gamma_\beta(W_S(4\pi i)) := e^{-\sum_{e \in E(\gamma^\beta)} \epsilon(e, S)\beta^S} W_S(4\pi i) = e^{-i\beta^S} W_S(4\pi i), \quad (3.27)
\end{align*}$$

[^8]: Strictly speaking, it fixes an algebra containing the lift of $\mathfrak{A}_{LQG}$ in $\mathfrak{Z}_{LQG}$. 

3.2 Central operators in $\mathfrak{G}_{LQG}$

where we defined $\vartheta_S := \sum_{e \in E(\gamma)} \varepsilon(e, S)\vartheta^S_e$. Thus, we arrive at a second type of (charged) automorphisms (cp. (3.9)) labeled by a graph $\gamma \in \Gamma\delta$ and an associated set of angles $\{\vartheta_e\}_{e \in E(\gamma)}$. As in the previous section, we have (cp. (3.9))

$$\rho_{\vartheta_S, E^{(0)}} \circ \alpha^S_m = \alpha^S_m \circ \rho_{\vartheta_S, E^{(0)}},$$

$$\rho_{\vartheta_S, E^{(0)}} \circ \alpha^S_\beta = \alpha^S_\beta \circ \rho_{\vartheta_S, E^{(0)}}.$$  \hspace{1cm} (3.28)

Similar to the discussion of $\vartheta$-representations of $\mathfrak{g}_{LQG}$, the difference between representations of $\mathfrak{g}_{LQG}$ with distinct labels $\{\vartheta_S\}_S$, which are regular w.r.t. the Weyl elements $W_S(tn)$, can be seen on the level of the fluxes, e.g. in the GNS representation of $\omega_0$ (2.100):

$$E^\vartheta_{\vartheta, E^{(0)}}(n) = E_S(n) + i \frac{\vartheta}{4\pi \text{vol}_{E^{(0)}(S)}} \int_S s(E^{(0)}(n))$$

$$E^\vartheta_{\vartheta, E^{(0)}}(n) = E_S(n) + \frac{1}{4\pi} \sum_{e \in E(\gamma)^S} \varepsilon(e, S)\vartheta^S_{E^{(0)}(n)}.$$  \hspace{1cm} (3.29)

Actually, this is the starting point for the construction of Koślicki-Sahlmann representations (see below).

3.2.2 $G \cong K$ is compact, connected, simply connected and simple

In this subsection, we assume that $G \cong K$ is a compact, connected, simply connected and simple Lie group, which is the most important case for loop quantum gravity, because in a version of the theory in the Ashtekar-Barbero variables $K = SU(2)$. A variant of loop quantum gravity w.r.t. the new variables has $G = \text{Spin}_4$ [11], which is compact, connected, simply connected and semi-simple, because $\text{Spin}_4 \cong SU(2) \times SU(2)$ [60], and thus can be reduced to the simple case.

In view of the previous subsection, we have additional non-trivial relations among the generators of $\mathfrak{G}_{LQG}$ (cp. (2.97)):

$$W_S(tn) f W_S(tn)^{-1} = W_S(tn) \cdot f = \alpha^{\gamma}_{\vartheta_{tn}}(f)$$

$$W_S(tn) W_{S'}(t'n') W_S(tn)^{-1} W_{S'}(t'n')^{-1} = \alpha^{\gamma}_{\vartheta_{tn}} \circ \alpha^{\gamma}_{\vartheta_{tn}} \circ \alpha^{-1}_{\vartheta_{tn}} \circ \alpha^{-1}_{\vartheta_{tn}}.$$  \hspace{1cm} (3.30)

As in the case of the Weyl algebra associated with a linear symplectic space (cp. (2.110)), the second relation sets up a strong relation between the product of Weyl elements $W_S(tn)$ and the composition of the maps $\alpha^{\gamma}_{\vartheta_{tn}}$, and thus the group product of $K$. But, the relation leaves room for the existence of non-trivial central elements.

To be more precise, the existence of the central elements is due to the relations (3.30) and the fact that for a compact Lie group we can find $0 \neq X \in \mathfrak{k}$ s.t. $\exp_X(X) = 1_K$, because there exist maximal tori in $K$. Moreover, since we assume $K$ to be simple, it has a non-degenerate, negative definite (by compactness) Killing form $(X, Y)_k := \text{tr}_g(\mathfrak{g}_k) (\text{ad} X, \text{ad} Y)$, which is Ad-invariant, i.e. $\text{Ad}_K \subset \text{SO}(\mathfrak{k})$. This implies, that all elements in the adjoint orbit of $X \in \mathfrak{k}$, s.t. $\exp_X = 1_K$, are mapped to $1_K$:

$$\exp_K(\text{Ad}_g(X)) = \alpha_g(\exp_K(X)) = \alpha_g(1_K) = 1_K, \quad \forall g \in K.$$  \hspace{1cm} (3.31)

In general, a similar observation can be made for all elements $g \in Z(K)$, since then $\text{Stab}(g) = K$. But by the first line of (3.30), only the cut locus $\exp^{-1}_K(\{1_K\})$ of $1_K$ in $\mathfrak{k}$ will define central elements of $\mathfrak{G}_{LQG}$:

$$\mathfrak{z}_{LQG} = \langle W_S(tn), \frac{1}{2} \hat{n}_{|p x} = X \in \exp^{-1}_K(\{1_K\}) \rangle \text{ for all reference points } p_x, \text{ S closed and compact.}$$  \hspace{1cm} (3.32)

The restriction to closed and compact faces $S$ is again necessary, because of the support properties of $\hat{n}$. By (3.31), the Ad-equivariance of $\hat{n}$ implies that $\frac{1}{2} \hat{n}_{|p} \in \exp^{-1}_K(\{1_K\}) \forall p \in P$. In the case $K = SU(2)$, we have:

$$\exp^{-1}_K(\{1_K\}) = \left\{ 4\pi (\vec{e} \cdot \vec{\tau}) \mid \vec{e} \in S^2 \subset \mathbb{R}^3, \quad \tau_i = -\frac{i}{2} \sigma_i \right\}.$$  \hspace{1cm} (3.33)
where \( \{\sigma_i \}_{i=1,2,3} \) are the Pauli matrices. As above, we conclude that \( \mathfrak{A}_{\text{LQG}} \) is non-trivial, and that in any irreducible representation \( \pi \) the identities

\[
\pi(W_S(2X)) = e^{i\theta_S(2X)}, \quad \theta_S(2X) \in [0, 2\pi) \quad \forall X \in \exp_{R}^{-1}(\{1_R\}) \quad S \text{ closed and compact},
\]

(3.34)

hold, with \( \theta_S(2X + 2X') = \theta_S(2X) + \theta_S(2X') \mod 2\pi \) if \( X = \mu X' \) for some \( \mu \in \mathbb{R} \). Unfortunately, we cannot define (charged) isomorphisms by the analog of (3.18), because we have non-trivial relations among Weyl elements. For example, since we have that \( K \) is simply connected, we know that \( \text{Ad}(P) \) is spin \( [60] \). Therefore, we find that \( \text{Ad}(P) | \mathcal{S} = S \times t \) \( [61] \), which gives the identification \( \Gamma^a(\text{Ad}(P_S)) = C^a(S,t) \). Now, we specialized to \( K = SU(2) \) choose two constant, ortho-normalized functions \( f^a_n \in C^0(S,t) \), \( i = 1,2 \), i.e., \( f^a_n(x) = -\delta_{ij} \) and \( f^a_\mu(x) = X_i \in t \forall x \in S \), and consider the associated Weyl element \( W_S(n_i) \), \( i = 1,2 \). By the second line of (3.30) and the Ad-equivariance of \( \bar{a}_i \), \( i = 1,2 \), we obtain

\[
W_S(4\pi n_1)W_S(-n_2)W_S(4\pi n_1)^{-1}W_S(-n_2)^{-1} = W_S(2n_2).
\]

(3.35)

On the level of the holonomy-flux algebra, the presence of non-trivial relations is exemplified by (2.99). Clearly, an analogue of this construction works for \( G = \text{Spin}_4 \) by the isomorphism \( \text{Spin}_4 = SU(2) \times SU(2) \). We summarize this observation in the following proposition.

**Proposition 3.2:**

For \( G \) compact, connected and simply connected, assume that \( \forall X \in \mathfrak{g} \exists g_X : \text{Ad}_{g_X}(X) = -X \). Then, the subgroup \( \langle \mathcal{W}_0 \rangle \subset \langle \mathcal{W} \rangle \), generated by the Weyl elements

\[
W_S(tn), \quad S \text{ closed and compact}, \quad n \in \Gamma^a(\text{Ad}(P_S)) \quad \text{constant w.r.t. some triv. of } \text{Ad}(P_S),
\]

(3.36)

is perfect, i.e. \( \langle \mathcal{W}_0, \langle \mathcal{W}_0 \rangle \rangle = \langle \mathcal{W} \rangle \).

**Proof:**

From the simply connectedness of \( G \), we deduce that \( \text{Ad}(P_S) \cong S \times \mathfrak{g} \), as above. Thus, \( W_S(tn) \in \langle \mathcal{W}\rangle \) is determined by a constant function \( f_n : S \to \mathfrak{g} \). By assumption, we are allowed to choose an element \( g_n \in G \), s.t. \( \text{Ad}_{g_n}(f_n) = -f_n \), and by compactness and connectedness of \( G \), we find \( 0 \neq X_n \in \mathfrak{g} \), s.t. \( \exp_G(X_n) = g_n \). If we define a constant section \( s_n \in \Gamma^a(\text{Ad}(P_S)) \) by \( S \ni x \mapsto X_n \in \mathfrak{g} \), we have

\[
W_S(s_n)W_S(-\frac{1}{2}tn)W_S(s_n)^{-1}W_S(-\frac{1}{2}tn)^{-1} = W_S(tn).
\]

(3.37)

This implies the proposition.

**Corollary 3.3:**

By proposition 3.2, representations \( \pi \) of \( \mathfrak{A}_{\text{LQG}} \) with \( \theta_S \neq 0 \), for some closed and compact \( S \), cannot be induced by character automorphisms

\[
\rho_\chi(W_S(tn)) := \chi(W_S(tn))W_S(tn)
\]

(3.38)

of the Weyl group \( \langle \mathcal{W} \rangle \), where \( \chi : \langle \mathcal{W} \rangle \to U(1) \) is a character.

**Proof:**

The generators of the center \( \mathfrak{A}_{\text{LQG}} \) are contained in the subgroup \( \langle \mathcal{W}_0 \rangle \), which is perfect. Therefore, the restriction \( \chi|_{\langle \mathcal{W}_0 \rangle} \) is trivial.

**Remark 3.4:**

The proof of the proposition 3.2 clearly fails in this form for \( G = SU(2) \), if we remove the condition that \( n \) is constant. To see this, choose \( S \cong S^2 \) subordinate to a coordinate chart of \( \Sigma \), and define \( n : S^2 \to \mathfrak{g} \cong \mathbb{R}^3 \) to be the (outward) unit normal vector field on \( S^2 \). This implies that \( n^1_x \cong T_xS^2 \). But, \( TS^2 \) admits no nowhere vanishing, continuous section \( m : S^2 \to TS^2 \), since the Euler characteristic is positive, \( \chi(S^2) = 2 \) \( [61] \).

A similar result can be formulated for the algebra of flux vector fields \( \langle \mathcal{X}_{\text{Flux}} \rangle \) (cp. (2.99)).
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**Proposition 3.5:**

Assume that $\mathfrak{g}$ is perfect, which will be the case, if $\mathfrak{g}$ is simple or semi-simple, i.e. $[\mathfrak{g}, \mathfrak{g}] = \mathfrak{g}$. Then, the subalgebra $\langle \mathfrak{X}_{\text{Flux},0} \rangle \subset \langle \mathfrak{X}_{\text{Flux}} \rangle$ generated by the elements

$$E_n(S), \ S \text{ closed and compact}, \ n \in \Gamma_0^s(\text{Ad}(P|_S)) \text{ constant w.r.t. some triv. of } \text{Ad}(P|_S),$$

is perfect, i.e. $\langle [\langle \mathfrak{X}_{\text{Flux},0} \rangle, \langle \mathfrak{X}_{\text{Flux},0} \rangle] \rangle = \langle \mathfrak{X}_{\text{Flux},0} \rangle$.

**Proof:**

This follows immediately from equation (2.100) and the perfectness of $\mathfrak{g}$.

**Remark 3.6:**

The subalgebra $\langle \mathfrak{X}_{\text{Flux},0} \rangle$ and subgroup $\langle \mathfrak{H}_0 \rangle$ also exist in the Abelian case, where they admit a natural, heuristic interpretation in terms of Gauß’ law. Formally, we have $W_S(tn) = e^{tE_n(S)}$, and for $S$ closed and compact, $n \in \Gamma_0^s(\text{Ad}(P|_S))$ constant, we find from the (classical) formula (2.78) and the Gauß’ theorem:

$$\int_V (\text{div}_\Sigma(E))(n) = \int_S *E(n), \ \partial V = S,$$

where $n$ is extended constantly to the region $V$ bounded by $S$, and the adjoint bundle is assumed to trivialize over $V$, i.e. $\text{Ad}(P|_V) \cong V \times \mathfrak{g}$. Thus, $\langle \mathfrak{X}_{\text{Flux},0} \rangle$ and subgroup $\langle \mathfrak{H}_0 \rangle$ are quantizations of the smeared Gauß’ constraints $(\text{div}_\Sigma(E))_n(V) := \int_V (\text{div}_\Sigma(E))(n)$, and can serve as implementers of the gauge transformations generated by $n \in \Gamma(\text{Ad}(P|_V))$, $n = \text{constant}$. This justifies the terminology “global” gauge group for the $\mathbb{Z}$-automorphisms $\alpha^S$ defined by the adjoint action of the center $\mathfrak{Z}_{\text{LQG}}$ on the field algebra $\mathfrak{A}_{\text{LQG}}$:

$$\mathfrak{Z}_{\text{LQG}} \subset \mathfrak{A}_{\text{LQG}} = \langle \mathfrak{H}_0 \rangle = \alpha_{\mathfrak{g}^{sa}},$$

The relations (3.28) generalize accordingly

$$\rho_{\partial_S, E^{(n)}} \circ \alpha_{W_S(n)} = \alpha_{W_S(n)} \circ \rho_{\partial_S, E^{(n)}},$$

$$\rho_{\partial_S}^\gamma \circ \alpha_{W_S(n)} = \alpha_{W_S(n)} \circ \rho_{\partial_S}^\gamma,$$

and we conclude that the charge automorphisms are spontaneously broken w.r.t. gauge invariant, pure states $\omega$.

An interpretation along these lines is not available in the non-Abelian setting, because the Gauß’ law is given by the vanishing of the smeared horizontal (or covariant) divergences:

$$\int_V (\text{div}^A_{\Sigma}(E))(n) = - \int_V \hat{E}(d_A\vec{n}) = 0, \ (A, \hat{E}) \in |A|^1T^*\mathcal{A}_P,$$

which spoils the applicability of the Gauß’ theorem. Here, $\hat{E}(d_A\vec{n})$ denotes the projection of the right invariant density $E(d_A\vec{n})$ on $P$ to $\Sigma$ (cp. (2.29)).

**Corollary 3.7:**

There are no representations $\pi$ of $\mathfrak{P}_{\text{LQG}}$ satisfying

$$\pi(E_n(S)) = \pi_{\omega_0}(E_n(S)) + c_n(S) \cdot \mathbb{1}_{\mathcal{B}_{\omega_0}}, \ c_n(S) \in \mathbb{C},$$

with $c_n(S) \neq 0$ for closed and compact $S$, $n \in \Gamma_0^s(\text{Ad}(P|_S))$ constant w.r.t. some triv. of $\text{Ad}(P|_S)$. $\omega_0$ is the Ashtekar-Isham-Lewandowski state (2.100).
Proof:
Let \( E_n(s) \in \langle X_{\text{Flux},0} \rangle \). Then, we have by proposition 3.5 and (??):

\[
\pi(E_n(S)) = \pi([E_{n'}, [E_{n''}, E_{n'''}(S)]]])
= [\pi(E_{n'}(S)), [\pi(E_{n''}(S)), [\pi(E_{n'''}(S)))]]
= [\pi_{\omega}(E_{n'}(S)), [\pi_{\omega}(E_{n''}(S)), \pi_{\omega}(E_{n'''}(S))]]
= \pi_{\omega}(E_{n'}(S), [E_{n''}(S), [E_{n'''}(S)]]])
= \pi_{\omega}(E_{n'}(S)) \]

where we chose \( n', n'', n''' \), s.t. \( [n', [n'', n''']] = n \) by the perfectness of \( \mathfrak{g} \). Thus, \( c_n(S) = 0 \). \( \square \)

Applying the same reasoning to general \( E_n(S) \in \langle X \rangle \), we conclude, that for arbitrary faces \( S \), we are forced to set \( c_n(S) = 0 \) \( \forall n \in \Gamma_{0}(\text{Ad}(P|S)) \), s.t. \( \tilde{n} \in [\mathfrak{g}^{sa,0}_{P|s}, \mathfrak{g}^{sa,0}_{P|s}] \), where \( \mathfrak{g}^{sa}_{P|s} \) denotes the semi-analytic, compactly supported gauge algebra of \( P|s \) (see definition 2.9).

Finally, we want to consider the case \( G \cong K / A \), for some Abelian, finite group \( A \subset Z(K) \). With minor modifications, similar results hold for semi-simple \( K \), e.g. \( \text{Spin}_{4} \). In the same way, as in the discussion of \( G = U(1) \), we use the covering homomorphism \( \xi : K \to G \) to construct a lift of the algebra \( \mathfrak{A}_{\text{LQG}} \) to an extended algebra \( \tilde{\mathfrak{A}}_{\text{LQG}} \). Because \( G \) is compact, the spin network functions of \( G \),

\[
T_{\gamma,\tilde{\pi},\tilde{m},\tilde{n}}(\tilde{A}) := \prod_{e \in E(\gamma)} \sqrt{\dim(\pi_e)} \pi_e(g(e, \tilde{A}, \{p_x\}_{x \in \xi}))_{m_e, n_e}
\]

(3.46)
generate the algebra \( \text{Cyl}_{G} \) by the Peter-Weyl theorem, where we introduced the notation \( \text{Cyl}_{G} \) to indicate the Lie group the cylindrical functions are based on. Here, we denote by \( \pi_e(\cdot)_{m_e, n_e}, e \in E(\gamma) \), a matrix entry of a non-trivial, unitary, irreducible representation of \( G \). Therefore, we only need to define the lifts of these functions and the Weyl elements. The lift of a spin network function is defined via pullback:

\[
\tilde{T}_{\gamma,\tilde{\pi},\tilde{m},\tilde{n}}(\{k_e\}_{e \in E(\gamma)}) := \prod_{e \in E(\gamma)} \sqrt{\dim(\pi_e)} \pi_e(\xi_A(k_e))_{m_e, n_e}, \{k_e\}_{e \in E(\gamma)} \in K^{[E(\gamma)]}
\]

(3.47)

which embeds these function, isometrically w.r.t. sup-norm, into the spin network functions of \( K \), and is compatible with the projective structure of \( \tilde{\text{Hom}}(\mathcal{P}_K, K) \):

\[
\tilde{T}_{\gamma,\tilde{\eta},\tilde{i},\tilde{j}}(\{k_e\}_{e \in E(\gamma)}) := \prod_{e \in E(\gamma)} \sqrt{\dim(\eta_e)} \eta_e(k_e)_{i_e, j_e}, \{[\eta_e]\}_{e \in E(\gamma)} \in (K \setminus \{[\eta_{\text{triv}}]\})^{[E(\gamma)]}, \{k_e\}_{e \in E(\gamma)} \in K^{[E(\gamma)]}
\]

(3.48)

The naturalness of the exponential maps, \( \exp_{G} \circ d\xi_{A|1K} = \xi_{A} \circ \exp_{K} \), and the fact that \( d\xi_{A|1K} : \mathfrak{k} \to \mathfrak{g} \) is an isomorphism, gives rise to a compatible action of the Weyl elements:

\[
(W_{S}(tn) \cdot \tilde{T}_{\gamma,\tilde{\pi},\tilde{m},\tilde{n}}(\{k_e\}_{e \in E(\gamma)})) = \tilde{T}_{\gamma,\tilde{\pi},\tilde{m},\tilde{n}}(\{k_e \exp_{K}(1/2 \varepsilon(e, S)(d\xi_{A|1K}^{-1}(\tilde{n}_{P|s(0)})))_{e \in E(\gamma)}
\]

(3.49)

This action respects the \( \text{Ad} \)-equivariance of \( \tilde{n} \), because \( \text{Ad}_{k} = (d\xi_{A|1K}^{-1} \circ \text{Ad}_{\xi_{A|s}} \circ d\xi_{A|1K}, k \in K \). The field algebra \( \tilde{\mathfrak{A}}_{\text{LQG}} \) is defined as the algebra generated by the cylindrical functions on \( \tilde{\text{Hom}}(\mathcal{P}_S, K) \) and the Weyl elements of \( \mathfrak{A}_{\text{LQG}} \) subject to the relations (2.97) and the compatible action (3.49).

In view of remark 3.1, the construction requires on the level of the principal G-bundle \( P \) the existence of a non-trivial covering

\[
\begin{array}{cccc}
P_{K} & \xrightarrow{\xi} & P \\
\pi_{K} & \circ & \pi \\
\Sigma & \xrightarrow{\text{id}_{\Sigma}} & \Sigma \\
\end{array}
\]

(3.50)
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with a diagram of fibrations:

$$
\begin{array}{c}
A \\
\downarrow \xi_A \\
\downarrow \pi
\end{array}
\quad
\begin{array}{c}
K \\
\downarrow \xi \\
P_K \\
\downarrow \pi_K
\end{array}
\quad
\begin{array}{c}
G \\
\downarrow \pi
\end{array}
\quad
\begin{array}{c}
P \\
\downarrow \Sigma
\end{array}

(3.51)

The fact that $\text{Ad} : K \to \text{Aut}(K)$ descends to the central quotient $G \cong K / A$, since $\ker(\text{Ad}) = Z(K)$, implies the equivalence of the adjoint bundles of $P$ and $P_K$:

$$
\text{Ad}(P) \cong \text{Ad}(P_K).
$$

(3.52)

Thus, we can regard the field algebra $\mathfrak{F}_{\text{LQG}}$ as the a Weyl algebra of $P_K$. The algebra $\mathfrak{A}_{\text{LQG}}$ embeds into $\mathfrak{F}_{\text{LQG}}$ via the lifting procedure, and its image is contained in fixed-point algebra under the adjoint action of the generators of $\mathfrak{F}_{\text{LQG}}$, i.e. $W_S(tn), \frac{1}{t} \ln t = X \in \exp_G^{-1}(\{1_G\})$, $S$ closed and compact:

$$
\alpha_m^S(T_{\gamma,\eta,i,j}) := W_S(tn)^m T_{\gamma,\eta,i,j} W_S(-tn)^m = W_S(tn)^m \cdot T_{\gamma,\eta,i,j},
$$

(3.53)

$$
\alpha_m^S(W_{S'}(t'n')) := W_S(tn)^m W_{S'}(t'n') W_S(-tn)^m = W_{S'}(t'n'), \ W_S(tn) \in \mathfrak{F}_{\text{LQG}}, \ m \in \mathbb{Z}.
$$

In fact, the first line of (3.53) is trivial for those irreducible representations $\eta_e, e \in E(\gamma)$, of $K$ that are trivial on $A$, which are precisely the irreducible representation of $G$. Moreover, the algebra $\mathfrak{F}_{\text{LQG}}$ is not equal to the fixed-point algebra, which can be seen by considering the action (3.53) on spin network functions $\mathcal{T}_{\gamma,\eta,i,j}$ defined on single edges $e \in \mathcal{P}_\Sigma$. The actions of the gauge transformations $\mathcal{G}_{P_K}$ and $\mathcal{G}_{P}$ are compatible with the covering, as we will show next.

**Lemma 3.8:**

Given a bundle covering $\xi : P_K \to P$ as in (3.50) $\xi \in (3.51)$, every $\lambda_K \in \mathcal{G}_{P_K}$ induces a $(\lambda_K)_G \in \mathcal{G}_P$ by

$$
(\lambda_K)_G(p) := \xi(\lambda_K(q))
$$

(3.54)

for some $q \in P_K$, s.t. $\xi(q) = p$. The map $(\lambda_K)_G : \mathcal{G}_{P_K} \to \mathcal{G}_P$ is a homomorphism.

**Proof:**

Clearly, (3.54) is well-defined: If $q' \in P_K$ is another element, s.t. $\xi(q') = p$, we know by (3.51) that $q' = qa, a \in A$. This implies:

$$
\xi(\lambda_K(q')) = \xi(\lambda_K(qa))
$$

(3.55)

$$
= \xi(\lambda_K(q)a)
$$

$$
= \xi(\lambda_K(q))\xi_A(a)
$$

$$
= \xi(\lambda_K(q)).
$$

Semi-analyticity follows from the semi-analyticity of the involved maps, and we have $(\lambda_K)_G^{-1} = (\lambda_K^{-1})_G, (\lambda_K \circ \lambda_K')_G = (\lambda_K)_G \circ (\lambda_K')_G$. Now, we only need to verify that $(\lambda_K)_G$ is a right equivariant bundle map covering the identity.

$$
\pi((\lambda_K)_G(p)) = \pi(\xi(\lambda_K(q)))
$$

(3.56)

$$
= \pi(\lambda_K(q))
$$

$$
= \pi(\xi(q))
$$

$$
= \pi(p), \ q \in P_K : \xi(q) = p
$$

$$
(\lambda_K)_G(pg) = \xi(\lambda_K(qk))
$$

(3.57)

$$
= \xi(\lambda_K(q))\xi_A(k)
$$

$$
= (\lambda_K)_G(p)g, \ q \in P_K : \xi(q) = p, \ k \in K : \xi_A(k) = g.
$$
The lemma tells us that the action of $\mathcal{G}^{sa}_{P^K}$ on $\mathfrak{A}_{LQG} \subset \mathfrak{F}_{LQG}$ descends to the action of induced gauge transformations in $\mathcal{G}^{sa}_P$. If we assume that $P_K$ and $P$ are path-connected, we may conclude that $(.)_G : \mathcal{G}^{sa}_{P^K} \to \mathcal{G}^{sa}_P$ is onto.

**Proposition 3.9 (Lifting of gauge transformations):**

Assume that $P_K$ and $P$ are path-connected. Given $\lambda_G \in \mathcal{G}^{sa}_{P^K}$ and two points $q, q' \in P_K$, s.t. $\lambda_G(\xi(q)) = \xi(q')$, there exist a unique lift $\tilde{\lambda}_G \in \mathcal{G}^{sa}_{P^K}$, s.t. $\lambda_G \circ \xi = \xi \circ \tilde{\lambda}_G$ and $\tilde{\lambda}_G(q) = q'$. The diagram of pointed spaces is

\[
\begin{array}{c}
\text{Proposition 3.9 (Lifting of gauge transformations)}
\end{array}
\]

**Proof:**

Form the assumptions, we deduce the existence of a lift $\tilde{\lambda}_G \in \text{Diff}^{sa}((P_K, q), (P_K, q'))$ by the lifting theorem for covering spaces [62], which applies, because $[\lambda_G \circ \xi](\pi_1(P_K, q)) = \xi(\pi_1(P_K, q'))$ since $\lambda_G$ is a diffeomorphism. That $\tilde{\lambda}_G$ covers the identity, is evident from the definition of the lift:

\[
\pi_K \circ \tilde{\lambda}_G = \pi \circ \xi \circ \lambda_G
\]

Finally, we need to check that $\tilde{\lambda}_G$ is right equivariant. We know that $\forall k \in K : R_k \circ \lambda_G$ and $\tilde{\lambda}_G \circ R_k$ are lifts of $\lambda_G \circ R_{\xi, k}(k)$ by the equivariance of $\lambda_G$. Furthermore, we find $R_k(\tilde{\lambda}_G(q)) = q'k$ and $\tilde{\lambda}_G(R_k(q)) = q'k(\lambda_G(q))$ for some continuous $a : P_K \to A$. But, $A$ is discrete by assumption, which implies $\forall q \in P_K : a(q) = a_0 = 1 \in A$. Thus, we have $\forall k \in K : \lambda_G \circ R_k = R_{a_0} \circ R_k \circ \lambda_G$, which leads to $a_0 = 1_K$ for $k = 1_K$ and the free action of $K$ on $P_K$. \[\square\]

A similar reasoning applies to the actions of the automorphisms $\text{Aut}^{sa}(P_K)$ and $\text{Aut}^{sa}(P)$.

Candidates for (charged) automorphisms of $\mathfrak{A}_{LQG}$ can be defined by unitary cylindrical function $f$ on $\text{Hom}(\mathcal{P}_{\Sigma}, K)$ that do not descend through $A$, i.e. $f = p_1^* f \in \text{Cyl}_K$ s.t. $f_1 f_i = 1$ and $f_i$ does not define a function on $G^{[E(\gamma)]}$:

\[
\rho_f(T_{\gamma, \bar{m}, \bar{n}}) := f \cdot T_{\gamma, \bar{m}, \bar{n}}^* = T_{\gamma, \bar{m}, \bar{n}}^*,
\]

\[
\rho_f(W_S(tn)) := f \cdot W_S(tn)^* = f(W_S(tn)^* W_S(tn)).
\]

Two examples of such functions are:

\[
f_{\gamma, \bar{e}, \bar{i}, \bar{j}}^R := e^{iR(T_{\gamma, \bar{e}, \bar{i}, \bar{j}})},
\]

\[
f_{\gamma, \bar{e}, \bar{i}, \bar{j}}^A := e^{iA(T_{\gamma, \bar{e}, \bar{i}, \bar{j}})},
\]

for irreducible representations $\eta_e$, $e \in E(\gamma)$, of $K$ that do not reduce to $G$. To arrive at a true automorphism of $\mathfrak{A}_{LQG}$, we need to ensure that $\forall W_S(tn) : f(W_S(tn)^* f)^*$ gives a cylindrical function on $\text{Hom}(\mathcal{P}_{\Sigma}, G)$. We call functions $f \in \text{Cyl}_K$ satisfying these requirements $(K, A)$-admissible, and denote them by $U(\text{Cyl}_K)_A$. Examples of $(K, A)$-admissible functions could be generated from 1-dimensional, unitary representations $\chi : K \to T$, s.t. $\chi \neq 1$. But, unfortunately compact, connected, semi-simple Lie groups are (topologically) perfect, and thus do not posses non-trivial 1-dimensional, unitary representations [63]. Therefore it seems possible that there are no $(K, A)$-admissible functions, i.e. $U(\text{Cyl}_K)_A = \emptyset$. Nevertheless, we observe that $U(\text{Cyl}_K)_A$ is preserved by gauge transformations and automorphisms (see lemma 3.8).

Thus, we conclude the section with the observation that for structure groups $G$ admitting non-trivial coverings $\xi : K \to G$, together with a bundle covering (3.50) & (3.51), we can construct an embedding of algebras $\mathfrak{A}_{LQG} \subset \mathfrak{F}_{LQG}$, which allows to construct candidates for (charged) automorphisms $\rho_f, f \in \text{Cyl}_K$ as in (6.00). If we find among the latter a true automorphism of $\mathfrak{A}_{LQG}$ that acts non-trivially on the center $\mathfrak{F}_{LQG}$, we will obtain a new irreducible
representations of $\mathfrak{A}_{\text{LQG}}$ from the state (cp. (3.62)):

$$\omega_f := \omega_0 \circ \rho_f. \quad (3.62)$$

Let us also shortly comment on the issue of gauge and automorphism invariance of the state $\omega_f$. From the invariance of $\omega_0$, we find:

$$\omega_f \circ \alpha_\chi = \omega_{\alpha_\chi^{-1}(f)}, \quad \omega_f \circ \alpha_\phi = \omega_{\alpha_{\phi^{-1}(f)}}, \quad \lambda \in \mathcal{G}_{sa}, \phi \in \text{Diff}^{sa}(\Sigma). \quad (3.63)$$

Thus, gauge invariance could be achieved by the additional requirement $\alpha_\chi(f) = f \ \forall \lambda \in \mathcal{G}_{sa}$, although it is not obvious that this condition can be satisfied non-trivially in combination with the additional constraints on $f$. Requiring automorphism invariance poses a much more severe constraint, because the analogous requirement $\alpha_\chi(f) = f \ \forall \chi \in \text{Aut}^{sa}(\mathcal{P})$ can probably not be satisfied non-trivially \footnote{cf. \cite{4,14}.}, i.e. it leads to $f \equiv 1$.

In general, we could follow the same strategy as in \cite{24} to obtain a unitary implementation of the gauge transformations and automorphisms in a representation constructed from states of the form \ref{3.62}. That is, we make use of the Ashtekar-Isham-Lewandowski representation $(\Delta_{\omega_0}, \pi_{\omega_0}, \Omega_{\omega_0})$ of the field algebra $\mathfrak{A}_{\text{LQG}}$, w.r.t. which the (charged) automorphisms $\rho_f, \ f \in U(\text{Cyl}_K)_\mathcal{A}$, of $\mathfrak{A}_{\text{LQG}}$ are unitarily implemented, because they are inner automorphisms of $\mathfrak{A}_{\text{LQG}}$. Therefore, we find $\mathfrak{A}_{\text{LQG}}$-invariant subspaces

$$\mathfrak{H}_f := \pi_{\omega_0}(f^*)(\pi_{\omega_0}(\mathfrak{A}_{\text{LQG}})\Omega_{\omega_0}), \pi_f := \pi_{\omega_0} \mathcal{H}_f, \quad (3.64)$$

The implementers of the gauge transformations and automorphisms $U(\lambda), \ \lambda \in \mathcal{G}_{sa}$, and $U(\chi), \ \chi \in \text{Aut}^{sa}(\mathcal{P}_K)$ map these subspaces into each other according to \ref{3.64}:

$$U(\lambda) \mathcal{H}_f = U(\lambda)\pi_{\omega_0}(f^*)(\pi_{\omega_0}(\mathfrak{A}_{\text{LQG}})\Omega_{\omega_0}) \quad (3.65)$$

If we denote by $[f]$ the equivalence class of $f \in U(\text{Cyl}_K)_\mathcal{A}$ under the actions of $\mathcal{G}_{sa}$ and $\text{Aut}^{sa}(\mathcal{P}_K)$, we can form the direct sum

$$\mathfrak{H}_{[f]} := \bigoplus_{f' \in [f]} \mathcal{H}_{f'}, \pi_{[f]} := \bigoplus_{f' \in [f]} \pi_{f'}. \quad (3.66)$$

This gives us a (reducible) representation of $\mathfrak{A}_{\text{LQG}}$ with a unitary implementation of $\mathcal{G}_{sa}$ and $\text{Aut}^{sa}(\mathcal{P}_K)$. On it, we can apply the usual group averaging procedure to obtain gauge or automorphism invariant spaces $(\mathfrak{H})_{\mathcal{G}}, (\mathfrak{H})_{\text{Aut}}$ (cf. \cite{14}).

4 The Koslowski-Sahlmann representations

Now, we turn to the discussion of the Koslowski-Sahlmann representations, mainly for non-Abelian structure group $G$, \cite{24} in view of the results of the previous section. The discussion will be split into two parts related to a similar division in \cite{24}:

1. “Central extensions” of holonomy-flux algebras an non-degenerate backgrounds,

2. Weyl forms of the holonomy-flux algebra and non-degenerate backgrounds.
4.1 “Central extensions” of holonomy-flux algebras and non-degenerate backgrounds

The holonomy-flux algebras considered in [24] are essentially of the form, we defined in subsection 2.2 (see 2.28). That is, the algebras are generated by elements \( f \in \text{Cyl}^\infty \), \( Y_n(S) \), \( S \) a face, \( n \in \Gamma_0^a(\text{Ad}(P|_{S})) \) together with the commutation relation

\[
[Y_n(S), f] = E_n(S) \cdot f, \quad [f, f'] = 0
\]

and the reality and linearity conditions

\[ f^* = \bar{f}, \quad Y_n(S)^* = -Y_n(S), \quad Y_{n+n'}(S) = Y_n(S) + Y_{n'}(S). \]  

But, in contrast to definition 2.28, the higher commutation relations for the elements \( Y_n(S) \) are not specified, but only required to satisfy the Jacobi identity, i.e.

\[
[[Y_n(S), Y_{n'}(S')], f] = [Y_n(S), [Y_{n'}(S'), f]] - [Y_{n'}(S'), [Y_n(S), f]] = [E_n(S), E_{n'}(S)]_{\chi(S)} \cdot f,
\]

and similar higher order relations. While, in the case of an Abelian structure group, e.g. \( G = U(1) \), this poses no specific constraints on the algebraic relations for the elements \( Y_n(S) \) to make the Koslowski-Sahlmann representations well-defined, this is not the case for a non-Abelian structure group, e.g. \( G = SU(2) \). In the latter case, we find (cp. 2.99):

\[
[[Y_n(S), [Y_{n'}(S), Y_{n''}(S)]]], f] = [E_n(S), [E_{n'}(S), E_{n''}(S)]]_{\chi(S)} \cdot f
\]

Thus, we are forced to require the additional relation

\[
[Y_n(S), [Y_{n'}(S), Y_{n''}(S)]] = \frac{1}{4} Y_{[n, [n', n'']]}(S) + c_{[n, [n', n'']]}(S),
\]

where \( c_{[n, [n', n'']]}(S) \) is an element of the algebra that commutes with the subalgebra \( \text{Cyl}^\infty \). If we additionally assume that \( c_{[n, [n', n'']]}(S) \) commutes with the generators \( Y_m(S) \), the Jacobi identity will give us a “co-cycle condition”:

\[
c_{[n, [n', n'']]}(S) + c_{[n', [n'', n]]}(S) + c_{[n'', [n, n']]}(S) = 0.
\]

Clearly, \( c_{[n, [n', n'']]}(S) \) also needs to satisfy linearity conditions related to (12), as well. Having said this, we return to the Koslowski-Sahlmann representations, which are proposed to be defined by an \( E^{(0)} \in \Gamma(T \Sigma \otimes \text{Ad}^*(P) \otimes |\Lambda|^1(\Sigma)) \):

\[
\pi_{E^{(0)}}(Y_n(S)) := \pi_{\omega_0}(E_n(S)) + i \int_S E^{(0)}(n) \cdot 1_{\hat{\Sigma}_{\omega_0}},
\]

\[
\pi_{E^{(0)}}(f) := \pi_{\omega_0}(f),
\]

w.r.t. to the Ashtekar-Isham-Lewandowski representation \( (\pi_{\omega_0}, \hat{\Sigma}_{\omega_0}, \Omega_{\omega_0}) \). A similar construction applies in the temporal gauge to algebraic formulation of quantum electrodynamics [31]. The interpretation of these representation is obtained from the consideration of the limit

\[
\lim_{R \to \infty} (\omega_0 \circ \rho_{E^{(0)}})(W_{S_R}(n)) = e^{i\theta(n)}
\]

in the Abelian case (cp. 4.13) for \( \Sigma = \mathbb{R}^3 \), where we chose \( S_R = S_R^3 \), \( n = n(\theta, \varphi) \), \( (\tilde{n}, \tilde{n})_g = 1 \), \( E^{(0)}_{|S_R} (r, \theta, \varphi) \sim \theta(\varphi^2) \). Thus, the choice of \( E^{(0)} \) affects the asymptotic flux configuration (cp. 65).

We will analyze the Koslowski-Sahlmann representations of the holonomy-flux algebras, in the above sense, from two different, though related, points of view. First, we will argue that the Koslowski-Sahlmann representations require

\[ \text{Although, we are allowed to consider modifications, e.g. a central extension } [Y_n(S), Y_{n'}(S')] = c_{[n, n']} (S, S') \]
a modification of the commutation relations by a non-trivial “central term”, if we want the $Y_n(S)$ to correspond to the fluxes $E_n(S)$. Second, we will show, that we can interpret the $Y_n(S)$ as shifted fluxes $E_n(S) + i \int_S *E^{(0)}(n)$, which leads to the conclusion that the Koslowski-Sahlmann representations are the Ashtekar-Isham-Lewandowski representations w.r.t. the shifted fluxes. The two points are related by the observation that the shift transformation

$$\rho_{E^{(0)}} : E_n(S) \mapsto E_n(S) + i \int_S *E^{(0)}(n) \quad (4.9)$$

is not a *-automorphism of $\Psi_{\text{LQG}}$ but only an affine transformation. Thus, in contrast to section 4.3, the charge transformations $\rho_{E^{(0)}}$ are already broken on the level of the algebra $\Psi_{\text{LQG}}$, and not on the level of a state or representation.

As we discussed in subsection 4.3.1, the Koslowski-Sahlmann representations can be understood in terms of charged automorphisms of the Weyl algebra $\Psi_{\text{LQG}}$ ($c \equiv 0$) in the Abelian case (cp. (4.20) & (4.29)). In the non-Abelian setting, the question, whether (4.7) defines representations of a holonomy-flux algebra is more subtle, because of (4.5):

$$\text{transformations and automorphisms in the Ashtekar-Isham-Lewandowski representation are not compatible with} \ i.e. \ \text{the “central term” cannot be proportional to the unit element. Moreover, the unitary implementers of the gauge automorphisms of the Weyl algebra are not natural w.r.t. to the generators} \ Y_n(S), \ \text{and there are no other higher order relations in conflict with it. Moreover, we have to extend the actions of the gauge transformation $\mathcal{G}^a_P$ and automorphisms Aut$^a$(P) to account for the “central term”.

This relation could be easily satisfied by

$$c^{E^{(0)}}_{[n,[n',n'']]}(S) = -i \int_S *E^{(0)}([n,[n',n'']]) \cdot 1, \ \pi_{E^{(0)}}(c^{E^{(0)}}_{[n,[n',n'']]}(S)) = \pi_{\omega_0}(c^{E^{(0)}}_{[n,[n',n'']]}(S)), \quad (4.13)$$

which satisfies the “co-cycle condition” due to the linearity of the integral and the Jacobi identity of $[\cdot,\cdot,\cdot] : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g}$. But, we would still have to check that there is compatible definition for $[Y_n(S),Y_{n'}(S)]$, and that there are no other higher order relations in conflict with it. Moreover, we have to extend the actions of the gauge transformation $\mathcal{G}^a_P$ and automorphisms Aut$^a$(P) to account for the “central term”.

$$\alpha_h(c^{E^{(0)}}_{[n,[n',n'']]}(S)) := c_{\lambda h}[n,[n',n'']](S) \quad (4.14)$$

$$\alpha_{h\chi}(c^{E^{(0)}}_{[n,[n',n'']]}(S)) := c_{\chi h}[n,[n',n'']](\phi^h_{\chi}^{-1}(S)), \ \lambda \in \mathcal{G}^a_P, \ \chi \in \text{Aut}^a(P),$$

where we assumed that the actions are natural w.r.t. to the generators $Y_n(S)$, i.e. identical to those on the flux vector fields $E_n(S)$ (see definition 2.29). Unfortunately, this leads to the conclusion that (4.13) and (4.14) are incompatible, i.e. the “central term” cannot be proportional to the unit element. Moreover, the unitary implementers of the gauge transformations and automorphisms in the Ashtekar-Isham-Lewandowski representation are not compatible with
It resembles the (classical) moment map problem, i.e. the association of a phase space function with a Hamiltonian vector field is only unique up to constant terms. By the same argument as before, this transformation is not a $\ast$-isomorphism, and we will be forced to introduce “central” elements as above, if we want it to be a $\ast$-isomorphism. Thus, the use of the Ashtekar-Isham-Lewandowski representation (4.12), and an extension like (4.14) for generic $E$ backgrounds.

There is a shift transformation of the holonomy-flux algebra $$\mathfrak{F}_{\text{LQG}}$$ defined by:

$$\rho_{E^{(0)}}(E_{\alpha}(S)) := E_{\alpha}(S) + i \int_S E^{(0)}(n) \cdot 1,$$

$$\rho_{E^{(0)}}(f) := f.$$  

It resembles the (classical) moment map problem, i.e. the association of a phase space function with a Hamiltonian vector field is only unique up to constant terms. By the same argument as before, this transformation is not a $\ast$-automorphism of the holonomy-flux algebra $\mathfrak{F}_{\text{LQG}}$, but only an affine transformation:

$$\rho_{E^{(0)}}([E_{\alpha}(S), E_{\alpha'}(S), E_{\alpha''}(S)]) \neq [\rho_{E^{(0)}}(E_{\alpha}(S)), [\rho_{E^{(0)}}(E_{\alpha'}(S)), \rho_{E^{(0)}}(E_{\alpha''}(S))]],$$

and we will be forced to introduce “central” elements as above, if we want it to be a $\ast$-isomorphism. Thus, the shift transformations $\rho_{E^{(0)}}$ can be considered as charge transformations that are already broken on the level of the algebra $\mathfrak{F}_{\text{LQG}}$. The Koslowski-Sahlmann representations arise by the identification $Y_{\alpha}(S) = \rho_{E^{(0)}}(E_{\alpha}(S))$ and the use of the Ashtekar-Isham-Lewandowski representation $(\pi_{\omega}, S_{\omega}, \Omega_{\omega})$. In terms of an algebraic state $\omega$, we have:

$$\omega(f Y_{\alpha_1}(S_1) \ldots Y_{\alpha_j}(S_j)) = \left\{ \begin{array}{ll} \mu_0(f) \left( i \int_{S_1} E^{(0)}(n_1) \right) \ldots \left( i \int_{S_j} E^{(0)}(n_j) \right) & \text{if } \{1, \ldots, j\} = \emptyset, \\ 0 & \text{else} \end{array} \right.$$  

for every $f \in \text{Cyl}^\infty$, $Y_{\alpha_1}(S_1) \ldots Y_{\alpha_j}(S_j) \in \mathcal{X}_{\text{Flux}}$.

Let us summarize our findings in this subsection:

1. The Koslowski-Sahlmann representations require, at least, the modification of the commutation relations of the standard holonomy-flux algebra (see definition 2.28) by a “central term” (4.5) to be well-defined (cp.
4.2 Weyl form of the holonomy-flux algebras and non-degenerate backgrounds

The Weyl form of the holonomy-flux algebras and non-degenerate backgrounds can be viewed as an instance of the Ashtekar-Isham-Lewandowski representation after shifting the generators of $\mathfrak{B}_{\text{LQG}}$ by $\rho_{E^{(0)}}$. But, the shift transformation is not a $*$-automorphism, and thus broken on the level of the algebra.

4. An important difference between the first and the second point of view is the relation to gauge and automorphism invariance, because the second perspective does not allow to treat different choices of $E^{(0)}$ as representations of the same generators, i.e. $\rho_{E^{(0)}}(E_n(S)) \neq \rho_{E^{(0)\prime}}(E_n(S))$ for generic $E^{(0)} \neq E^{(0)\prime}$. Although, the various generators are realized in the Ashtekar-Isham-Lewandowski representation, there is only the standard vacuum $\Omega_{\omega_0}$. Thus, a treatment along the lines of [24] requires the first attitude towards the Koslowski-Sahlmann representations.

4.2 Weyl form of the holonomy-flux algebras and non-degenerate backgrounds

Regarding the Weyl form of the holonomy-flux algebra in relation to non-degenerate backgrounds, we will only comment on the version defined by Fleischhack in [13]. Koslowski and Sahlmann also consider a different version generated by “exponentials of area operators”, which we will not discuss in this article (cf. [24]).

2. If the extension exists, and the “central term” commutes with the generators $Y_n(S)$, it has to satisfy the “co-cycle condition” (4.6). The actions of the gauge transformations and automorphisms have to be modified to account for the presence of the “central term”. If the gauge transformations and automorphisms are supposed to act naturally on the generators $Y_n(S)$, i.e. the actions are identical to those on the flux vector fields $E_n(S)$, the standard unitary implementers of both groups of transformations in the Koslowski-Sahlmann representations do not implement the modified actions, but intertwine between different backgrounds.

3. The Koslowski-Sahlmann representations can be viewed as an instance of the Ashtekar-Isham-Lewandowski representation after shifting the generators of $\mathfrak{B}_{\text{LQG}}$ by $\rho_{E^{(0)}}$. But, the shift transformation is not a $*$-automorphism, and thus broken on the level of the algebra.

Especially, both algebras contain the perfect subgroup of Weyl elements $\pi_{\omega_0}(\mathfrak{B}_{\text{LQG}})$ (see proposition 3.2). Thus, by corollary 3.3 there is a severe constraint on the definition of new representations via character automorphisms as suggested in [24]. This observation is in accordance with the result of the previous subsection that the Koslowski-Sahlmann representations for holonomy-flux algebras cannot be defined for the algebra $\mathfrak{P}_{\text{LQG}}$. Therefore, it appears to be necessary to look for Weyl forms of the (possibly) modified holonomy-flux algebras proposed above. On the other hand, there is the second possibility, in analogy with the preceding discussion, to consider the representation of Weyl form $\mathfrak{A}_{\text{LQG}}$ defined by the state

$$\omega_0(f V_{S_1}(n_1)...V_{S_j}(n_j)) = \mu_0(f) \ e^{i f S_1 \cdot E^{(0)}_1(n_1)} \cdots e^{i f S_j \cdot E^{(0)}_j(n_j)}, \ \forall f \in \text{Cyl}, \ V_{S_1}(n_1)...V_{S_j}(n_j) \in \mathfrak{A}_{\text{LQG}}$$

w.r.t. the shifted generators $V_n(S) := e^{i \int S \cdot E^{(0)}(S)} W_n(S)$. The GNS representation realizes the Koslowski-Sahlmann representation with $E^{(0)}$ for $\mathfrak{A}_{\text{LQG}}$:

$$\pi_\omega(V_n(S)) = e^{i \int S \cdot E^{(0)}(n)} \pi_{\omega_0}(W_n(S))$$

$$\pi_\omega(f) = \pi_{\omega_0}(f),$$

but again the shift transformation $W_n(S) \mapsto V_n(S)$ is not a $*$-automorphism of $\mathfrak{A}_{\text{LQG}}$.

5 Chiral symmetry breaking and $\theta$-vacua in loop quantum gravity

In the last section of this article, we would like to present another application of the relation between central operators and representation theory (see section 3), and outline a setup for the discussion of chiral symmetry breaking and occurrence of $\theta$-vacua in the framework of loop quantum gravity. This setup is inspired by and strongly resembles a discussion of these topics in the setting of algebraic quantum field theory, which was given by Morchio and Strocchi in [35] (see also [24] for the original account on the ideas involving the topology of the gauge
Let us briefly, recall the problem of chiral symmetry breaking and the $\theta$-vacuum structure in quantum field theory. If we consider a field theory on Minkowski space $M$ in the temporal gauge given in terms of gauge field variables $(A, E)$ chirally coupled to fermion field variables $(\Psi, \bar{\Psi})$ (notably the standard model), we will have a chiral symmetry associated with the transformation

$$\rho_\lambda(\Psi) := e^{i\gamma_5 \lambda} \Psi, \quad \rho_\lambda(A) := A,$$

$$\rho_\lambda(\bar{\Psi}) := e^{i\gamma_5 \lambda} \bar{\Psi}, \quad \rho_\lambda(E) := E,$$

where $\gamma_5 = -\gamma_\sigma$. If this symmetry were preserved in the quantization of the field theory, we would expect the presence of associated parity doublets. In the case of the standard model, such parity doublets are missing, and the chiral symmetry is said to be broken. Since the standard model is also missing Goldstone bosons related to breaking of the chiral symmetry, we arrive at the so-called axial $U(1)$-problem \cite{60}, the solution of which is argued to be the chiral anomaly and its relation to the large gauge transformations \cite{33, 67} in standard treatments. The arguments goes, loosely speaking, as follows \cite{34}:

The regularized expression for the symmetry generating axial current $j_5^\mu := i \bar{\Psi} \gamma^5 \gamma_\mu \Psi$ acquires the famous gauge dependent axial anomaly, which is crucial for the theoretical explanation of the $\pi_0 \rightarrow \gamma \gamma$ decay:

$$\partial^\mu j_5^\mu = -2P = -2\partial^\mu C_\mu,$$

where $P$ denotes the Pontryagin density, which equals the divergence of the Chern-Simons form

$$C^\mu = -\frac{1}{16\pi^2} \varepsilon^{\mu\nu\rho\sigma} \text{tr} (F^A_{\nu\rho} A_\sigma - \frac{2}{3} A_\rho A_\mu A_\sigma)$$

Thus, the conserved current $J_5^\mu := j_5^\mu + 2C_\mu$ gives rise to a gauge dependent symmetry generator\cite{14}

$$Q^5 = \int_\Sigma J_5^\mu d^3x \rightarrow \int_\Sigma J_5^\mu + 2n_\lambda, \quad \lambda \in \mathcal{G}_0$$

and is therefore rejected. Here, $n_\lambda$ is the winding number of the extension of $\lambda$ to the 1-point compactification $\mathbb{R}^3 = \mathbb{R}^3 \cup \{\infty\} = S^3$, i.e. $\lambda : S^3 = \mathbb{R}^3 \rightarrow G$, which is defined by $\lambda(\infty) = 1_G$, since $\lambda$ differs from $1_G$ only on a compact set.

On the other hand, it is argued in \cite{34} that this line of thought is incomplete in view of the results of Bardeen \cite{70}, who showed that $J_5^\mu$ gives rise to a well-defined symmetry on the observable algebra in perturbation theory in local gauges. Furthermore, in \cite{35} Morchio and Strocchi put forward a way to close this gap, which we will argue could apply in the framework of loop quantum gravity, as well. This is of particular interest in the setting of deparametrizing models, which provide an arena for the discussion of the standard model and related theories in the context of loop quantum gravity (see \cite{36} for a review), and for which the Ashtekar-Isham-Lewandowski representation can provide the physical Hilbert space.

The main ingredients necessary for a discussion of chiral symmetry breaking along the lines of \cite{34}, are an algebra of (localized) observables $\mathfrak{A}$, containing unitary elements $U(\lambda)$ implementing the (localized) gauge transformations $\mathcal{G}_0$, and a 1-parameter group of chiral automorphisms $\rho_\lambda : \mathfrak{A} \rightarrow \mathfrak{A}$, interacting non-trivially with elements associated with large gauge transformation $\lambda$, $0 \neq |\lambda| \in \pi_3(G) \cong \mathbb{Z}$ in many relevant cases, e.g. $SU(n)$, $n \geq 2$:

$$\rho_\lambda(U(\lambda)) = e^{-i2\zeta n|\lambda|} U(\lambda).$$

In the following, we will argue that, if we assume the existence of a 1-parameter group of automorphisms of the form \cite{53} for the algebra $\mathfrak{A}_{LQG}$ (or a slightly extended version of it), we will have all ingredients at our disposal. A discussion of the possibility to obtain a chiral symmetry \cite{53} in loop quantum gravity will be given elsewhere.

### 5.1 An extension of the algebra $\mathfrak{A}_{LQG}$

We start our discussion with the observation that the algebra $\mathfrak{A}_{LQG}$ admits an extension by operators $U(\lambda)$, $\lambda \in \mathcal{G}_0^{sa,0}$, representing the semi-analytic, compactly supported gauge transformations, in the following way:

\footnote{The expression for $Q^5$ is heuristic, but there are known strategies to regularize such expressions \cite{68, 69}.}
Definition 5.1:

The extension $\mathcal{G}_P^{sa,0} \rtimes \mathfrak{A}_{LQG}$ of $\mathfrak{A}_{LQG}$ is given along the lines of definition 2.30, but with the additional elements $U(\lambda), \lambda \in \mathcal{G}_P^{sa,0}$ and relations

\[
U(\lambda)^* = U(\lambda^{-1}), \quad U(\lambda) f = \alpha(\lambda) f U(\lambda), \quad U(\lambda) W_S(tn) = \alpha(\lambda) W_S(tn) U(\lambda),
\]

for any $f, W_S(tn) \in \mathfrak{A}_{LQG}$. The action of the automorphisms Aut$^{sa}(P)$ extends to this algebra by conjugation on the gauge transformations $\mathcal{G}_P^{sa,0}$, i.e.

\[
\alpha(\lambda)(U(\lambda)) = U(\chi^{-1} \circ \lambda \circ \chi).
\]

Evidently, there is an analogous construction on the basis of the holonomy-flux algebra $\mathfrak{P}_{LQG}$, and it is possible to extend by the automorphisms Aut$^{sa}(P)$ in a similar way. As a simple corollary we have:

Corollary 5.2:

The Ashtekar-Isham-Lewandowski representation $(\pi_{\omega_0}, \mathfrak{S}_{\omega_0}, \Omega_{\omega_0})$ extends to a representation of $\mathcal{G}_P^{sa,0} \rtimes \mathfrak{A}_{LQG}$ of $\mathfrak{A}_{LQG}$, which can be defined by the (algebraic) state:

\[
\omega_0^s(f W_S(n) W_S(n') U(\lambda)) = \mu_0(f), \quad \forall f \in \text{Cyl}, \quad W_S(n) W_S(n'), \quad U(\lambda) \in \mathcal{G}_P^{sa,0} \rtimes \mathfrak{A}_{LQG}.
\]

Proof:

This is immediate from the invariance properties of $\omega_0$.

Interestingly, if we extend the algebra $\mathfrak{A}_{LQG}$ only by the subgroup of gauge transformations close to the identity $\text{Gauss} := \exp_{\mathfrak{g}_P} \mathfrak{g}_P(P)$, this will correspond to the inclusion of (smeared) generators of the gauge transformation into $\mathfrak{P}_{LQG}$, and fits with their separate quantization (cf. 2.31, cp. also 2.30):

\[
GV(\Lambda) := \int_V \text{div}^A_{\Sigma}(E)(\Lambda), \quad \Lambda \in \Gamma^{sa}_P(\text{Ad}(P) | V), \quad V \subset \Sigma \text{ open and semi-analytic}.
\]

Thus, the extension Gauss$ \rtimes \mathfrak{A}_{LQG}$ appears to be natural from the point of view that the algebra $\mathfrak{A}_{LQG}$ contains (smeared) functions of the (classical) variables $(A, \bar{E}) \in \mathfrak{g}_P^{|\Sigma|^*}|P|_P$.

5.2 Chiral symmetry breaking and $\theta$-vacua for $\Sigma = \mathbb{R}^3$ & $P = \mathbb{R}^3 \times G$

For the discussion of chiral symmetry breaking in the context of loop quantum gravity it is important to note, that the formalism, recalled here, is capable of treating gravitational and Yang-Mills degrees of freedom at the same time. At the given structural level, this is reflected in the choice of structure group $G$. Further differences would arise at the level of dynamics and the associated Hamiltonian constraints. In the following, we will not distinguish between the different types of degrees of freedom, and therefore in principle allow for chiral symmetry breaking w.r.t. the gravitational degrees of freedom. Furthermore, it is possible to include fermions into the treatment (cf. 3.11), which points out a potential direction to investigate the existence of a gauge dependent chiral symmetry 3.10. Interestingly, the anomaly 5.2 can be generated by a gauge invariant regularization procedure by point-split objects like

\[
\tilde{j}^P_\gamma(e(1), e(0)) = i \bar{\Psi}(e(1)) \gamma^5 \gamma_\mu \hbar \xi^A \Psi(e(0)),
\]

which have natural analsogs in the loop quantum gravity framework (cf. 4.2.4). But, these objects behave complicated w.r.t. general automorphisms Aut$^{sa}(P)$ 7.1, which might restrict their applicability to deparametrized models.

Let us now turn to the mechanism for chiral symmetry breaking in the loop quantum gravity framework. To simplify the discussion, we will restrict to a spatial manifold $\Sigma = \mathbb{R}^3$ and a trivial bundle $P = \mathbb{R}^3 \times G$. The quantum field algebra will be Gauss$ \rtimes \mathfrak{A}_{LQG}$ or $\mathcal{G}_P^{sa,0} \rtimes \mathfrak{A}_{LQG}$, and the existence of a chiral symmetry $\{\rho_\xi\}_{\xi \in \mathbb{R}}$ with the property 3.15 will be assumed in the latter case.

This has the important implication, that $\mathcal{G}_P^{sa,0} \cong C^0(\mathbb{R}^3, G)$. Thus every $\lambda \in \mathcal{G}_P^{sa,0}$ determines uniquely a map (see
above)

\[ g_\lambda : \mathbb{R}^3 \to G, \]  

(5.11)

and a homotopy class \([\lambda] := [g_\lambda] \in \pi_3(G)\). From this point on, let us assume that \(\pi_3(G) \cong \mathbb{Z}\), which holds for \(G = SU(n)\), \(n \geq 2\) or \(G = SO(n)\), \(n \geq 3\), \(n \neq 4\). Then, \([\lambda]\) is uniquely determined by the winding number or instanton number \(75\)

\[ n[\lambda] := \frac{1}{24\pi^2} \int_{\mathbb{R}^3} \text{tr}(g_\lambda^{-1}dg_\lambda \wedge g_\lambda^{-1}dg_\lambda). \]  

(5.12)

Gauge transformations \(\lambda\) with \(n[\lambda] \neq 0\) are called large gauge transformations.

Next, we analyze the difference between Gauss\(_P\)-invariance and gauge invariance for Gauss\(_P\) \(\rtimes \mathfrak{A}_{\text{LQG}}\). Again, the argument follows Morchio and Strocchi \[35\], who exploit the localization properties of operators in the quantum algebra, which is also possible for the algebra Gauss\(_P\) \(\rtimes \mathfrak{A}_{\text{LQG}}\).

**Lemma 5.3:**

Any Gauss\(_P\)-invariant state \(\omega\) on Gauss\(_P\) \(\rtimes \mathfrak{A}_{\text{LQG}}\) is also gauge invariant, and the large gauge transformations are unitarily implemented in the GNS representation \((\pi_\omega, \delta_\omega, \Omega_\omega)\). Furthermore, any Gauss\(_P\)-invariant operator in Gauss\(_P\) \(\rtimes \mathfrak{A}_{\text{LQG}}\) is also gauge invariant.

**Proof:**

Let \(\lambda \in C^0_{sa}(\mathbb{R}^3, G)\) be a large gauge transformation, and define \(\lambda_a(x) = \lambda(x-a)\), \(x, a \in \mathbb{R}^3\). Then, \(\lambda \cdot \lambda_a^{-1}\) and \(\lambda_a^{-1} \cdot \lambda\) are Gauss\(_P\) transformations. This implies

\[
(\omega \circ \alpha_\lambda)(f) = (\omega \circ \alpha_\lambda)(\alpha_{\lambda_a^{-1}}(f)) = (\omega \circ \alpha_{\lambda_a^{-1}})(f) = \omega(f)
\]

(5.13)

\[
(\omega \circ \alpha_\lambda)(W_S(tn)) = (\omega \circ \alpha_\lambda)(\alpha_{\lambda_a^{-1}}(W_S(tn))) = (\omega \circ \alpha_{\lambda_a^{-1}})(W_S(tn)) = \omega(W_S(tn)).
\]

(5.14)

\[
(\omega \circ \alpha_\lambda)(U(\lambda')) = (\omega \circ \alpha_\lambda)(\alpha_{\lambda_a^{-1}}(U(\lambda'))) = (\omega \circ \alpha_{\lambda_a^{-1}})(U(\lambda')) = \omega(U(\lambda'))
\]

(5.15)

where \(f, W_S(tn), U(\lambda')\) are generators of Gauss\(_P\) \(\rtimes \mathfrak{A}_{\text{LQG}}\), and we chose \(a_f, a_{S,n}, a_{\lambda'} \in \mathbb{R}^3\) in accordance with the respective localization regions. The unitary implementability follows from a standard argument. The other statement follows from the same argument.

\[ \Box \]

The implementers of the (large) gauge transformations are unique up to phases in irreducible (or factorial) representations, i.e. w.r.t. to pure (or primary), Gauss\(_P\)-invariant states \(\omega\), of Gauss\(_P\) \(\rtimes \mathfrak{A}_{\text{LQG}}\).

In view of this result, and corollary \[52\], we will use the algebra \(\mathcal{G}_{P,0}^{sa,0} \rtimes \mathfrak{A}_{\text{LQG}}\) to discuss the spontaneous breakdown of the chiral symmetry and its relation to the topology of \(\mathcal{G}_{P,0}^{sa,0}\). To this end, we need a further result concerning the implementers of the (large) gauge transformations.

**Proposition 5.4 (cp. \[35\]):**

In a GNS representation of a Gauss\(_P\)-invariant state with Gauss\(_P\)-invariant GNS-vacuum

\[
\pi_\omega(U(\lambda))\Omega_\omega = \Omega_\omega, \ \lambda \in \text{Gauss}_P,
\]

(5.16)

\[ ^1\text{Note that this excludes the case } G = \text{Spin}_4, \ \pi_3(\text{Spin}_4) \cong \mathbb{Z} \times \mathbb{Z}, \text{ which is important in the treatment of the new variables } [\Pi]. \]
the implementers $\pi_\omega(U(\lambda))$ of the gauge transformations $\lambda \in \mathcal{G}_{P_0}^\omega$ are of the form:

$$\pi_\omega(U(\lambda))\Omega_\omega = C_{n(\lambda)}^\omega \Omega_\omega. \quad (5.17)$$

The non-trivial elements $C_{n(\lambda)}^\omega$ are central, and belong to the strong closure of $\pi_\omega(\mathcal{G}_{P_0}^{\omega} \rtimes \mathfrak{A}_{LQG})$. Furthermore, we have

$$C_{n(\lambda)}^\omega C_{n(\lambda)}^\omega = C_{n(\lambda)+n(\lambda)}^\omega. \quad (5.18)$$

**Proof:**

For $\lambda \in \mathcal{G}_{P_0}^\omega$, we (densely) define

$$S^\omega(\lambda)\pi_\omega(O)\Omega_\omega = \pi_\omega(\alpha_{\lambda}(O))\Omega_\omega, \quad O \in \mathcal{G}_{P_0}^{\omega} \rtimes \mathfrak{A}_{LQG}. \quad (5.19)$$

Clearly, $S^\omega(\lambda)$ is isometric on dense subspace of $\mathfrak{A}_{LQG}$, and extends to an unitary element of $\mathfrak{B}(\mathfrak{H}_\omega)$, which we denote by $S^\omega(\lambda)$, as well. Then, by the same argument as in lemma 5.3, we have

$$S^\omega(\lambda) = s\text{-lim}_{|\alpha| \to \infty} \pi_\omega(U(\lambda^{-1}_\alpha \cdot \lambda)). \quad (5.20)$$

This operator has the properties

$$S^\omega(\lambda)\pi_\omega(O)S^\omega(\lambda)^* = \pi_\omega(\alpha_{\lambda}(O)), \quad O \in \mathcal{G}_{P_0}^{\omega} \rtimes \mathfrak{A}_{LQG}, \quad (5.21)$$

$$S^\omega(\lambda)\Omega_\omega = \Omega_\omega.$$  

These allow us to define $C_{n(\lambda)}^\omega := \pi_\omega(U(\lambda))S^\omega(\lambda)^*$, which are central and belong to the strong closure of $\pi_\omega(\mathcal{G}_{P_0}^{\omega} \rtimes \mathfrak{A}_{LQG})$. Clearly, the $C_{n(\lambda)}^\omega$'s depend only on the topological quantities $n(\lambda)$ and satisfy (5.18), since for any $\lambda, \lambda' \in \mathcal{G}_{P_0}^\omega$ with $n(\lambda) = n(\lambda')$ the operator $\pi_\omega(U(\lambda')^*)\pi_\omega(U(\lambda))$ represents a Gauss$_P$ transformation, which leaves $\Omega_\omega$ invariant. The (general) non-triviality of the elements $C_{n(\lambda)}^\omega$ follow from (5.19).

The proposition implies that the central elements $\{C_{n(\lambda)}^\omega\}_{n \in \mathbb{Z}}$ represent the quotient $\mathcal{G}_{P_0}^{\omega}/\text{Gauss}_P$. Similar to the preceding sections, we find non-trivial, central elements associated with the algebra $\mathcal{G}_{P_0}^{\omega} \rtimes \mathfrak{A}_{LQG}$, reflecting the topology of the group of gauge transformations $\mathcal{G}_{P_0}^{\omega}$. The property (5.19) of the chiral automorphisms leads to their spontaneous breakdown w.r.t. pure (or primary), Gauss$_P$-invariant states, and the appearance of the $\theta$-sectors.

**Corollary 5.5 (cp. [35]):**

*Given a pure (or primary), Gauss$_P$-invariant state $\omega$ on $\mathcal{G}_{P_0}^{\omega} \rtimes \mathfrak{A}_{LQG}$, the chiral automorphisms $\{\rho_\theta\}_{\theta \in \mathbb{R}}$ are necessarily spontaneously broken. Moreover, every such state is labeled by an angle $\theta \in [0, \pi)$, $C_{n(\lambda)}^\omega = e^{i2n\theta}\cdot \mathds{1}_{\mathfrak{H}_{\omega}}$. The GNS representation of a chirally invariant, Gauss$_P$-invariant state $\omega'$ admits a central decomposition, w.r.t. $C_{n(\lambda)}^\omega$*

$$\mathfrak{H}_{\omega} = \int_{[0, \pi]} \mathfrak{H}_{\theta} \, d\mu(\theta), \quad C_{n(\lambda)}^\omega \mathfrak{H}_{\theta} = e^{i2n\theta}\mathfrak{H}_{\theta}, \quad (5.22)$$

*with translation invariant measure $\mu$.*

**Proof:**

Assume that the chiral symmetry is unbroken. Then, we find a 1-parameter group of unitaries $\{U^\omega_\xi(\zeta)\}_{\zeta \in \mathbb{R}}$ that implements the symmetry by conjugation

$$\pi_\omega(\rho_\zeta(O)) = U^\omega_\zeta(\zeta)\pi_\omega(O)U^\omega_\zeta(\zeta)^* \quad O \in \mathcal{G}_{P_0}^{\omega} \rtimes \mathfrak{A}_{LQG}, \quad \zeta \in \mathbb{R}. \quad (5.23)$$

This leads to a unique extension of the $\rho_\zeta$'s to the strong closure of $\pi_\omega(\mathcal{G}_{P_0}^{\omega} \rtimes \mathfrak{A}_{LQG})$, and we find by (5.19) and (5.20) (since $n(\lambda) = n(\lambda_\alpha)$):

$$\rho_\zeta(S^\omega(\lambda)) = S^\omega(\lambda), \quad \zeta \in \mathbb{R}. \quad (5.24)$$
This implies, again by (5.5) and the definition of $C^\omega_n$:
\[
\rho_\zeta(C^\omega_n) = e^{-i2\zeta n}C^\omega_n, \quad \zeta \in \mathbb{R},
\]
(5.25)
which is incompatible with the purity (or primarity) of $\omega$, as this implies irreducibility (or factoriality) of $(\pi_\omega, \mathcal{H}_\omega, \Omega_\omega)$, and thus $C^\omega_n = e^{i2n\theta} \mathbf{1}_{\mathcal{H}_\omega}, \quad \theta \in [0, \pi)$.

The central decomposition (5.22) follows from the observation that (5.24) implies $\sigma(C^\omega_1) = \{e^{i2\theta} | \theta \in [0, \pi]\}$. The unitaries $U_5^{-\zeta}(\zeta)$ act as intertwiners between the $\theta$-sectors:
\[
U_5^{-\zeta}(\zeta) \mathcal{H}_\theta = \mathcal{H}_{\theta-\zeta \mod \pi}.
\]
(5.26)

6 Conclusions & perspectives

To conclude the article, we comment on our findings in the various sections, and offer some future perspectives. Section 2 mainly provided a review of the mathematical structures behind the (canonical) formulation of loop quantum gravity with two exceptions: Equation (2.99), which states an algebraic relation among the flux vector fields that affects the representation theory of the holonomy-flux algebra $\mathfrak{P}_{\text{LQG}}$ in a non-trivial way (see section 4), and lemma 2.32 which shows that Hilbert space representations of $\mathfrak{P}_{\text{LQG}}$ and its Weyl form $\mathfrak{A}_{\text{LQG}}$ induced by gauge invariant states $\omega$ are necessarily discontinuous w.r.t. to the spin network functions, i.e. the two-point function $\omega(A(x)A(y))$ of the “quantum connection” $A$ cannot exist in such representations. The latter result is in accordance with results in of quantum field theory in the temporal gauge [31], where the only alternative appears to be the use of (non-positive) Krein space representations, e.g. the Feynman-Gupta-Bleuler quantization of QED. Thus, it would be interesting, whether such an alternative is possible in loop quantum gravity, and how it connects to the standard approach.

In section 3 we focused on aspects of the representation theory of $\mathfrak{A}_{\text{LQG}}$ with an emphasis on the presence of non-trivial central operators, and their relation to topological and geometrical structures of the structure group $G$. We found, that a non-trivial first homotopy group $\pi_1(G)$, supplemented by an associated bundle covering, can be related to the existence of a field algebra extension $\mathcal{F}_{\text{LQG}}$, that can be used to generate new, inequivalent representations from existing ones with the help of charge automorphisms defined by the adjoint action of unitary, charged fields. While this construction works well for Abelian structure groups, where it offers a new perspective on the Koslowski-Sahlmann representations and the $\varepsilon$-sectors of loop quantum cosmology, it is accompanied by further difficulties in the non-Abelian case, which are due to restrictive topological and geometrical properties of $G$ (see proposition 3.2 & 5.3). Especially, there might exist no suitable unitary, charged fields in the extension $\mathcal{F}_{\text{LQG}}$ to define charge automorphisms. In the future, it could be gratifying to investigate the algebraic structure of $\mathfrak{A}_{\text{LQG}}$ resp. $\mathfrak{P}_{\text{LQG}}$ on a deeper level, e.g. its structure of ideals, its universal enveloping von Neumann algebra etc., to improve control on the representation theory and the possible dynamics supported by the algebra. Especially, in view of the deparametrizing models (see [50] for an overview), where $\mathfrak{A}_{\text{LQG}}$ and $\mathfrak{P}_{\text{LQG}}$ become algebras of elementary observables, instead of purely kinematical objects, such an analysis will offer immediate insight into physical questions.

We continued our analysis of the Koslowski-Sahlmann representations, started in section 3 for Abelian structure groups, in section 4 where we concentrated on the non-Abelian case. We showed, that the general line of thought, which places these representations into the framework of section 3, bifurcates for non-Abelian structure groups, and one is left with two possible interpretations:

1. The Koslowski-Sahlmann representations are defined for a (centrally) extended algebra, and the elementary operators $Y_n(S)$ are identified with the fluxes $E_n(S)$.

2. The Koslowski-Sahlmann representations are defined for the holonomy-flux algebra, but the elementary operators $Y_n(S)$ are identified with shifted fluxes $E_n(S) + i \int_S \Phi^0(n)$.

This bifurcation is explained by the fact that the shift transformation $\rho_{E}^{(0)} : E_n(S) \mapsto E_n(S) + i \int_S \Phi^0(n)$ is not a $^*$-automorphism of $\mathfrak{P}_{\text{LQG}}$, but only an affine transformation, in the non-Abelian setting. Thus, the first point of view represents the idea to define a modified holonomy-flux algebra $\mathfrak{P}_{\text{LQG}}^{E_0}$, s.t. $\rho_{E_0}^{(0)} : \mathfrak{P}_{\text{LQG}}^{E_0} \rightarrow \mathfrak{P}_{\text{LQG}}$ becomes a $^*$-isomorphism, while the second point of view changes the interpretation of the elementary operators $Y_n(S)$ of the Koslowski-Sahlmann framework. Clearly, the second option avoids the obstruction posed by corollary 3.7 and
shows that the Koslowski-Sahlmann representations reduce to the Ashtekar-Isham-Lewandowski representation for the shifted fluxes, but it forbids the treatment of gauge and automorphism invariance along the lines of [24], as well (see the summary at the end of section 4). The first option, which offers a richer mathematical structure, suffers from the fact that the “central extension” of the holonomy-flux algebra is only a necessary ingredient, but probably not sufficient due to further higher order commutation relations imposed by the basic commutation rule

\[ [Y_n(S), f] = E_n(S) \cdot f. \] (6.1)

Thus, this approach is weakened, because control on all higher order relation appears to be out of reach at the present stage. Nevertheless, it might be interesting to analyze the recent work on the Koslowski-Sahlmann representation, which is focused on the implementation of diffeomorphisms and possible applications to asymptotically flat scenarios [26–29], in view of our findings.

Finally, in section 5 we applied the general formalism of section 3 to adapt the discussion of chiral symmetry breaking and \( \theta \)-vacua by Morchio and Strocchi [35] to the framework of loop quantum gravity. We showed that under the assumption of an anomalous, chiral symmetry (5.5) this adaption is possible, and has some of the expected properties (a discussion of the Goldstone spectrum of the generator of the chiral symmetry is missing). Our analysis is intended to stimulate the discussion of gauge anomalies in loop quantum gravity, especially in the matter sector, because anomalies have important physical consequences for the matter content of the standard model. Thinking of the semi-classical limit of loop quantum gravity, it is necessary to make contact with the predictions of quantum field theory, and to offer an explanation of the consequences of anomalies in the latter, e.g. the solution of the \( U(1) \)-problem and the restriction of matter to so-called safe representations. Thus, in spite of the fact that an anomaly like (5.5) appears to be a rather strong requirement, we would expect that a structure of this type arises in loop quantum gravity, at least in a limiting sense connected to the aforesaid semi-classical limit. A natural starting point for an investigation, of how anomalies could occur in loop quantum gravity, is suggested by symmetry generating currents of the form (5.10), which, on the one hand, are natural objects in the framework of loop quantum gravity and, on the other hand, are the central objects in the study of anomalies in quantum field theory. More precisely, an understanding of the coincidence limit of these point-split currents, possibly in combination with a semi-classical limit, could offer first insights. At a preliminary stage, it might be easiest to consider these objects in the context of deparametrizing models (see [36] for an overview), which avoid complications due to the diffeomorphism and Hamiltonian constraints. A further simplification might be achieved, if the discussion is restricted to cosmological or other symmetry reduced models.
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