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Abstract

The spatial scan statistic is a widely used method to detect spatial clusters. The method imposes a large number of scanning windows with pre-defined shapes and varying sizes on the entire study region. The likelihood ratio test statistic comparing inside versus outside each window is then calculated and the window with the maximum value of test statistic becomes the most likely cluster. The results of cluster detection respond sensitively to the shape and the maximum size of scanning windows. The shape of scanning window has been extensively studied; however, there has been relatively little attention on the maximum scanning window size (MSWS) or maximum reported cluster size (MRCS). The Gini coefficient has recently been proposed by Han et al. (International Journal of Health Geographics, 15, 27, 2016) as a powerful tool to determine the optimal value of MRCS for the Poisson-based spatial scan statistic. In this paper, we apply the Gini coefficient to normal-based spatial scan statistics. Through a simulation study, we evaluate the performance of the proposed method. We illustrate the method using a real data example of female colorectal cancer incidence rates in South Korea for the year 2009.
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1. Introduction

Spatial scan statistics have been widely used as a useful technique for cluster detection in different fields such as disease surveillance and spatial epidemiology. This method identifies statistically significant spatial clusters with higher or lower rates than other regions. It has been developed for various types of data such as Poisson (Kulldorff, 1997), ordinal (Jung et al., 2007), survival (Huang et al., 2007), normal (Kulldorff et al., 2009; Huang et al., 2009) and multinomial data (Jung et al., 2010). There is freely available software called SaTScan\textsuperscript{TM} (Kulldorff and Information Management Services, 2018) for the method.

Spatial cluster detection using the spatial scan statistics is conducted based on the likelihood ratio test. In this process, a very large number of candidate areas (scanning windows) with a pre-defined shape and varying sizes are assumed in order to explore the whole study region. The likelihood ratio test statistic is calculated for each scanning window to compare inside versus outside the window; subsequently, the window which maximizes the test statistic is determined as the most likely cluster. As a result, the results of the cluster detection respond sensitively to the shape and the maximum size
of scanning windows. Several previous studies focused on the shape of scanning windows such as circular (Kulldorff, 1997), elliptic (Kulldorff et al., 2006), or irregular shapes (Patil and Taillie, 2004; Duczmal and Assunção, 2004; Tango and Takahashi, 2005). However, there has not been significant interest in the maximum scanning window size (MSWS) or maximum reported cluster size (MRCS).

The MSWS is generally defined as less than 50% of total population at risk or the number of geographical study areas. The SaTScan™ software also uses 50% as the default setting. However, a higher value of MSWS can lead to the detection of spatial clusters larger than the true clusters, including less informative surrounding areas. On the contrary, larger clusters are not considered in the analysis process and cannot be found when a smaller value of MSWS is used. Ribeiro and Costa (2012) found that the performance of the spatial scan statistic is sensitive to different values of MSWS. Therefore, they suggested selecting the optimal value of the maximum cluster size rather than using the commonly used 50%. However, Han et al. (2016) emphasized we should never conduct spatial cluster detection analyses repeatedly using different values of MSWS and select the result of the lowest p-value because it can cause a multiple testing problem. Alternatively, we can rerun the analysis with a fixed larger value of MSWS (e.g., 50%) and with different MRCS (e.g., 5, 10, 15, 20, and 50%) to find an optimal cluster reporting size. Then, we can report clusters smaller than the MRCS, at the same time adjusting for the multiple testing problem using a fixed larger MSWS. Han et al. (2016) proposed an effective criterion, the Gini coefficient, to determine the optimal MRCS. The Gini coefficient represents the degree of heterogeneity of the disease clusters. The simulation study indicates the Gini coefficient can identify the best collection of non-overlapping clusters to report and those clusters tend to have a similar size with true clusters. This method was developed only for the Poisson model in the study by Han et al. (2016). Recently, Kim and Jung (2017) employed the Gini coefficient for the ordinal model to show that it can also be successfully used to optimize the MRCS in the spatial scan statistic for ordinal data.

This paper applies the Gini coefficient to normal-based spatial scan statistics and evaluate it through simulations. The normal-based spatial scan statistic can be used for continuous data at the individual level (Kulldorff et al., 2009) or at some aggregated level with a heterogeneous population (Huang et al., 2009). The idea of using the Gini coefficient may be similar to the work by Han et al. (2016); however, the method should be clearly defined for the specific model and should be fully evaluated for real use. In the Section 2, we define the criterion for the weighted normal spatial scan statistic to optimize the MRCS. The standard normal model is a special case of the weighted normal model; therefore, it is straightforward to reduce the method to the standard normal model. In Section 3, we evaluate the applicability of the Gini coefficient through simulations under various scenarios. We illustrate the application of the proposed method to a real data example in Section 4. We then discuss our results and the conclusion in Section 5.

2. Methods

2.1. Gini coefficient for Poisson-based spatial scan statistic

The Poisson-based spatial scan statistic compares cases against the underlying population at risk. The null hypothesis is written as \( H_0 : p = q \) for all \( z \in Z \) and the alternative hypothesis is \( H_a : p > q \) for some \( z \), where \( p \) and \( q \) are the intensities of the outcome variable inside and outside scanning window \( z \), and \( Z \) denotes the collection of all scanning windows. For a given scanning window \( z \), the
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if \( c_z/n_z > (C - c_z)/(N - n_z) \), and \( LR(z) = 1 \) otherwise. Here, \( c_z \) and \( n_z \) are the number of cases and population within \( z \), \( C \) and \( N \) are the total number of cases and population in the whole study region, respectively. The area with the maximum value of \( LR(z) \) over \( z \in Z \) is the most likely cluster. Monte Carlo hypothesis testing (Dwass, 1957) is often used to obtain a \( p \)-value for the most likely cluster.

There can be significant secondary clusters with a high likelihood ratio test statistic values and we often report secondary clusters that do not overlap with a more likely cluster. However, this collection of clusters may not be the best one to report. There could be more meaningful (i.e., higher relative risk) but smaller clusters than the most likely cluster that are hidden within the most likely cluster or overlapped with. Han et al. (2016) proposed a criterion, the Gini coefficient, to find a suitable and informative collection of non-overlapping clusters to report.

The Gini coefficient was originally developed to represent the degree of heterogeneity of wealth distribution in economics (Gastwirth, 1972). It is a summary measure from a Lorenz curve (Lorenz, 1905) and a larger value indicates more heterogeneous distribution. Han et al. (2016) applied the concept of the Gini coefficient to evaluate the degree of the heterogeneity of the collection of clusters for count data. The \( x \)-axis of the Lorenz curve can be defined as the cumulative percentage of the number of disease cases (e.g., number of deaths or events of disease) and the \( y \)-axis is the cumulative percentage of the population. Figure 1 describes the corresponding Lorenz when there is only one significant cluster. The reference line \( OC \) indicates that the number of cases is proportional to the population for each region. The Gini coefficient is two times the area between the reference line and the Lorenz curve. As more cases are concentrated to the cluster, the point \( A \) becomes further away from the reference line and the value of the Gini coefficient increases. When there are \( I \) multiple clusters, the coordinates of each cluster \( (x_i, y_i) (i = 1, \ldots, I) \) are defined using the cumulative cases and population by the order of relative risk of the cluster. More specifically, \( x_i = (1/C) \sum_{k=1}^i c_k \) and \( y_i = (1/N) \sum_{k=1}^i n_k \) where \( c_k \) and \( n_k \) are the number of cases and population in the \( k \)-th cluster, respectively. The Gini coefficient can be calculated as \( G = \sum_{i=1}^{I+1} (y_i x_{i-1} - y_{i-1} x_i) \) where \( x_0 = y_0 = 0 \) and \( x_{I+1} = y_{I+1} = 1 \) (Han et al., 2016). The value of the Gini coefficient is between 0 and 1. The highest Gini coefficient value indicates the best collection of clusters to report among several competing collections of clusters. Refer to the study by Han et al. (2016) for detailed information.
2.2. Spatial scan statistics for continuous data

There are two types of spatial scan statistics based on the normal probability model. One is to detect spatial clusters of individuals or locations with high or low values of some continuous data attribute (Kulldorff et al., 2009) and the other is to detect clusters of geographic units with continuous regional measures (Huang et al., 2009). The former concerns with individual level data while the latter is used for continuous data at some aggregate level with heterogeneous population such as mortality rates, incidence rates and average survival at district level. The two models were proposed separately in two different articles, but here we briefly review the weighted normal model for aggregate level data because the standard normal model is a special case of the weighted normal model with homogeneous weight. The null and alternative hypotheses are written as \( H_0 : \mu_c = \mu_{c_G} = \mu_G \) and \( H_a : \mu_c \neq \mu_{c_G} \) for some \( z \), where \( \mu_c \), \( \mu_{c_G} \), and \( \mu_G \) are the means of regional summary measurements \( w_j \)'s for inside and outside scanning window \( z \), and the whole study area \( G \). Maximizing the likelihood ratio test statistic given \( z \) is equivalent to maximizing

\[
-\sum_{j \in G} \delta_j w_j^2 + \frac{(\sum_{j \in G} \delta_j w_j)^2}{\sum_{j \in G} \delta_j} + \frac{(\sum_{j \in G} \delta_j w_j)^2}{\sum_{j \in G} \delta_j} \tag{2.1}
\]

assuming \( w_j \mid \delta_j \sim N(\mu_c, \sigma^2_G/\delta_j) \) when \( j \in z \) and \( w_j \mid \delta_j \sim N(\mu_{c_G}, \sigma^2_G/\delta_j) \) when \( j \in \mathcal{C}(= G - z) \), where \( \delta_j \) is the weight, associated with \( w_j \), and \( \sigma^2_G/\delta_j \) is the variance of \( w_j \)'s in the whole study region \( G \). \( \sigma^2_G/\delta_j \) is the variance of \( w_j \) after adjusting the local weight \( \delta_j \). The weight \( \delta_j \) is assumed to be a known measure proportional to the inverse of the uncertainty in each \( j \) \( (j \in G) \). For example, in the case of mortality rates data at the district level, the inverse of the associated variances for each district can be \( \delta_j \) or we may use population size at each district as a substitute for \( \delta_j \). The standard normal model can be described using \( \delta_j = 1, j \in G \). One can refer to the article by Huang et al. (2009) for the derivation of the test statistic (2.1) and more detailed information on the weighted normal model.

Inference procedure for the normal model is the same as the Poisson model. However, there is no criterion to select the optimal collection of clusters to report. In the next section, we propose a Gini coefficient specifically designed for the normal model and to evaluate the performance through a simulation study in the subsequent section.

2.3. Optimizing the maximum reported cluster size for normal-based spatial scan statistics

Assuming that there is only one significant cluster \( z^* \) (Figure 1), we define the \( x \)- and \( y \)-coordinates of the point \( A \) for the cluster \( z^* \) in Lorenz curve in the weighted normal model as

\[
x = \frac{\sum_{j \in G} \delta_j w_j}{\sum_{j \in G} \delta_j \hat{w}_j} = \frac{\hat{\mu}_c \sum_{j \in G} \delta_j}{\sum_{j \in G} \delta_j \hat{w}_j} \tag{2.2}
\]

and

\[
y = \frac{\sum_{j \in G} \delta_j \hat{w}_j}{\sum_{j \in G} \delta_j}, \tag{2.3}
\]

where \( \hat{\mu}_c = \sum_{j \in G} \delta_j \hat{w}_j / \sum_{j \in G} \delta_j \). Here, the \( x \)-coordinate (2.2) represents the weighted sum inside the cluster to the total weighted sum of the regional measures and the \( y \)-coordinate (2.3) represents the proportion of weights (or population) inside the cluster to the whole study region. The Gini coefficient...
is the two times of the area between the reference line and the Lorenz curve. As the weighted sum of the regional measures increases, point A becomes further away from the reference line and the value of the Gini coefficient increases. When there are \( I \) multiple clusters, we define the \( x \)- and \( y \)-coordinates for each cluster \((x_i, y_i)\) \((i = 1, \ldots, I)\) using the cumulative sum in the numerators in (2.2) and (2.3) by the order of statistical significance of the clusters. That is, \( x_i = \sum_{k=1}^{i} \sum_{j \in G} \delta_{ij} / \sum_{j \in G} \delta_{ij} \) and \( y_i = \sum_{k=1}^{i} \sum_{j \notin G} \delta_{ij} / \sum_{j \notin G} \delta_{ij} \), where \( \delta_{(1)}, \ldots, \delta_{(I)} \) are the detected clusters ordered by their statistical significance. Then the Gini coefficient can be calculated in the same way as the Poisson model as \( G = \sum_{t=1}^{I} (y_t x_{t-1} - y_{t-1} x_t) \), where \( x_0 = y_0 = 0 \) and \( x_{I+1} = y_{I+1} = 1 \). We can select the collection of the clusters with the highest value of the Gini coefficient as the optimal one to report among several competing cluster models. The Gini coefficient for the standard normal model can be defined using \( \delta_j = 1 \) without any modification.

3. Simulation study

In order to evaluate the performance of the Gini coefficient in the weighted normal model, we conducted a simulation study under various scenarios. We used the area of Seoul and Gyeonggi province in South Korea as the whole study region consisting of 69 districts at the “Si-gun-gu” (district) level. We assumed 8 different true cluster models (Figure 2). Four models (A–D) are circular-shaped clusters and include 6, 13, 20, and 34 districts in the true clusters, respectively. The number of districts in the true clusters in A, B, C, and D accounts for 10%, 20%, 30%, and 50% of the whole study region, respectively. The other four models (E–H) are elliptic-shaped clusters, which also account for 10%, 20%, 30%, and 50% of the study region, respectively. For each true cluster model A–H, we assumed three different values for the mean inside the true cluster, \( \mu_c = 1, 2, \) and 3. For the districts outside the true cluster, we assumed \( \mu_c = 0 \). For all settings, we used identical variance of the whole region \( \sigma^2_G = 1 \) and the true population in each district for the year 2010 for \( \delta_j \).
First, we generated 1,000 random data sets under each of 24 different settings with 8 different cluster models and 3 different mean values. Then, we analyzed each data set using the weighted normal spatial scan statistic in the SaTScan software searching for clusters with a high continuous value. We used both circular and elliptic scanning windows. We fixed the MSWS as 50% and used 15 different values (3–6, 8, 10, 12, 15, 20, 25, 30, 35, 40, 45, and 50%) for the MRCS. For the detection result from each value of MRCS, we calculated the Gini coefficient and reported the frequency of each MRCS chosen as the optimal maximum reporting size among 1,000. We also evaluated the accuracy of the detected clusters using sensitivity and positive predicted value (PPV) defined as the number of districts correctly detected among districts in the true cluster and as the number of districts correctly detected among districts in the detected cluster, respectively. Higher values of these two measures reflect a more accurate detection. A smaller value of sensitivity means that detected cluster missed more districts in the true cluster. A smaller value of PPV indicates that the detected cluster includes more districts other than the true cluster. The sensitivity and PPV were estimated as average values.

**Table 1: Simulation results for cluster model A (circular cluster, 10% of the whole study region)**

| µ | Frequency (Circular) | Sensitivity | PPV |
|---|----------------------|-------------|-----|
| 3% | 2 | 0.333 | 0.333 |
| 5% | 9 | 0.456 | 0.589 |
| 6% | 16 | 0.523 | 0.657 |
| 8% | 26 | 0.740 | 0.824 |
| 10% | 48 | 0.839 | 0.988 |
| 12% | 75 | 0.839 | 0.988 |
| 15% | 117 | 0.839 | 0.988 |
| 20% | 248 | 0.839 | 0.988 |
| 25% | 378 | 0.839 | 0.988 |

| µ | Frequency (Elliptic) | Sensitivity | PPV |
|---|----------------------|-------------|-----|
| 3% | 2 | 0.333 | 0.333 |
| 5% | 9 | 0.456 | 0.589 |
| 6% | 16 | 0.523 | 0.657 |
| 8% | 26 | 0.740 | 0.824 |
| 10% | 48 | 0.839 | 0.988 |
| 12% | 75 | 0.839 | 0.988 |
| 15% | 117 | 0.839 | 0.988 |
| 20% | 248 | 0.839 | 0.988 |
| 25% | 378 | 0.839 | 0.988 |

**Table 2: Simulation results for cluster model B (circular cluster, 20% of the whole study region)**

| µ | Frequency (Circular) | Sensitivity | PPV |
|---|----------------------|-------------|-----|
| 3% | 2 | 0.333 | 0.333 |
| 5% | 9 | 0.456 | 0.589 |
| 6% | 16 | 0.523 | 0.657 |
| 8% | 26 | 0.740 | 0.824 |
| 10% | 48 | 0.839 | 0.988 |
| 12% | 75 | 0.839 | 0.988 |
| 15% | 117 | 0.839 | 0.988 |
| 20% | 248 | 0.839 | 0.988 |
| 25% | 378 | 0.839 | 0.988 |

| µ | Frequency (Elliptic) | Sensitivity | PPV |
|---|----------------------|-------------|-----|
| 3% | 2 | 0.333 | 0.333 |
| 5% | 9 | 0.456 | 0.589 |
| 6% | 16 | 0.523 | 0.657 |
| 8% | 26 | 0.740 | 0.824 |
| 10% | 48 | 0.839 | 0.988 |
| 12% | 75 | 0.839 | 0.988 |
| 15% | 117 | 0.839 | 0.988 |
| 20% | 248 | 0.839 | 0.988 |
| 25% | 378 | 0.839 | 0.988 |

**PPV** = positive predictive value
from the rejected data sets out of 1,000. We compared the accuracy of the detected clusters based on the Gini coefficient with that from the results using the default setting with 50% of MSWS and 50% of MRCS.

Tables 1–4 show the results for cluster models A–D. When the true cluster is circular-shaped, the Gini coefficient most often selected the best MRCS the same as the size of the true cluster when $z = 2$ or 3 using either circular or elliptic windows. Compared with the default setting, both the sensitivity and PPV of the detected clusters at the most often picked optimal MRCS were higher. When $z = 1$, the most often chosen optimal MRCS did not exactly agree with the true cluster size. Still, the PPV were slightly higher than the default setting, which suggests that the default setting tended to detect larger clusters than the true clusters. However, we do not consider the results meaningful because the statistical power in that case is very low, especially for cluster model A.

Tables 5–8 provide the results for the for elliptic-shaped cluster models E–H. As expected, the elliptic spatial scan statistic using the Gini coefficient most often chose the optimal MRCS similar
Table 5: Simulation results for cluster model E (elliptic cluster, 10% of the whole study region)

| Frequency | z | Maximum reported cluster size | Default |
|-----------|---|--------------------------------|--------|
| 1 Sensitivity | 0.167 | 0.423 | 0.609 | 0.683 | 0.718 | 0.876 | 0.917 | 0.825 | 1.000 | 0.833 | 0.929 | 1.000 | 0.967 | 0.889 | 0.769 |
| PPV | 0.500 | 0.846 | 0.913 | 0.819 | 0.718 | 0.724 | 0.611 | 0.409 | 0.382 | 0.286 | 0.245 | 0.228 | 0.201 | 0.162 | 0.616 |
| 2 Sensitivity | 0.300 | 0.512 | 0.655 | 0.803 | 0.810 | 0.989 | 0.973 | 0.932 | 0.987 | 1.000 | 0.963 | 1.000 | 0.917 | 1.000 | 0.872 |
| PPV | 0.900 | 0.976 | 0.983 | 0.963 | 0.810 | 0.833 | 0.636 | 0.478 | 0.378 | 0.312 | 0.259 | 0.231 | 0.181 | 0.179 | 0.809 |
| 3 Sensitivity | 0.250 | 0.948 | 0.667 | 0.828 | 0.821 | 0.847 | 0.644 | 0.505 | 0.393 | 0.321 | - | - | 0.938 |
| PPV | 0.750 | 1.000 | 1.000 | 0.993 | 0.821 | 0.847 | 0.644 | 0.505 | 0.393 | 0.321 | - | - | - | - | - |

Circular window

| Frequency | z | Maximum reported cluster size | Default |
|-----------|---|--------------------------------|--------|
| 1 Sensitivity | 0.244 | 0.319 | 0.488 | 0.736 | 0.725 | 0.927 | 0.900 | 0.794 | 0.869 | 0.941 | 0.917 | 0.958 | 0.907 | 0.753 |
| PPV | 0.733 | 0.639 | 0.732 | 0.883 | 0.725 | 0.756 | 0.581 | 0.404 | 0.340 | 0.247 | 0.204 | 0.162 | 0.564 |
| 2 Sensitivity | 0.317 | 0.500 | 0.615 | 0.804 | 0.958 | 0.981 | 0.980 | 0.961 | 0.967 | 0.944 | 0.955 | 1.000 | 1.000 | 0.907 |
| PPV | 0.950 | 1.000 | 0.922 | 0.965 | 0.958 | 0.815 | 0.637 | 0.485 | 0.382 | 0.306 | 0.262 | 0.231 | 0.198 | 0.834 |
| 3 Sensitivity | 0.250 | 0.948 | 0.667 | 0.828 | 0.821 | 0.847 | 0.644 | 0.505 | 0.393 | 0.321 | - | - | 0.938 |
| PPV | 0.750 | 1.000 | 1.000 | 0.993 | 0.821 | 0.847 | 0.644 | 0.505 | 0.393 | 0.321 | - | - | - | - |

Elliptic window

| Frequency | z | Maximum reported cluster size | Default |
|-----------|---|--------------------------------|--------|
| 1 Sensitivity | 0.088 | 0.144 | 0.217 | 0.308 | 0.327 | 0.427 | 0.467 | 0.516 | 0.675 | 0.718 | 0.837 | 0.918 | 0.831 | 0.885 | 0.564 |
| PPV | 0.571 | 0.625 | 0.705 | 0.800 | 0.708 | 0.728 | 0.642 | 0.569 | 0.564 | 0.486 | 0.495 | 0.462 | 0.366 | 0.345 | 0.575 |
| 2 Sensitivity | 0.143 | 0.221 | 0.274 | 0.360 | 0.428 | 0.508 | 0.506 | 0.617 | 0.735 | 0.792 | 0.877 | 0.985 | 0.974 | 0.934 | 0.634 |
| PPV | 0.929 | 0.556 | 0.892 | 0.882 | 0.972 | 0.694 | 0.675 | 0.627 | 0.539 | 0.625 | 0.800 | 0.426 | 0.427 | 0.689 |
| 3 Sensitivity | 0.154 | 0.218 | 0.292 | 0.392 | 0.489 | 0.562 | 0.547 | 0.652 | 0.762 | 0.788 | 0.905 | 0.985 | 0.995 | 0.991 | 0.671 |
| PPV | 1.000 | 0.941 | 0.671 | 0.935 | 0.990 | 0.814 | 0.734 | 0.711 | 0.670 | 0.531 | 0.550 | 0.505 | 0.441 | 0.393 | 0.707 |

Table 6: Simulation results for cluster model F (elliptic cluster, 20% of the whole study region)

| Frequency | z | Maximum reported cluster size | Default |
|-----------|---|--------------------------------|--------|
| 1 Sensitivity | 0.088 | 0.144 | 0.217 | 0.308 | 0.327 | 0.427 | 0.467 | 0.516 | 0.675 | 0.718 | 0.837 | 0.918 | 0.831 | 0.885 | 0.564 |
| PPV | 0.571 | 0.625 | 0.705 | 0.800 | 0.708 | 0.728 | 0.642 | 0.569 | 0.564 | 0.486 | 0.495 | 0.462 | 0.366 | 0.345 | 0.575 |
| 2 Sensitivity | 0.143 | 0.221 | 0.274 | 0.360 | 0.428 | 0.508 | 0.506 | 0.617 | 0.735 | 0.792 | 0.877 | 0.985 | 0.974 | 0.934 | 0.634 |
| PPV | 0.929 | 0.556 | 0.892 | 0.882 | 0.972 | 0.694 | 0.675 | 0.627 | 0.539 | 0.625 | 0.800 | 0.426 | 0.427 | 0.689 |
| 3 Sensitivity | 0.154 | 0.218 | 0.292 | 0.392 | 0.489 | 0.562 | 0.547 | 0.652 | 0.762 | 0.788 | 0.905 | 0.985 | 0.995 | 0.991 | 0.671 |
| PPV | 1.000 | 0.941 | 0.671 | 0.935 | 0.990 | 0.814 | 0.734 | 0.711 | 0.670 | 0.531 | 0.550 | 0.505 | 0.441 | 0.393 | 0.707 |

PPV = positive predictive value.

4. Application to real data

We applied the proposed method to a real data set of female colorectal cancer incidence rates in South Korea for the year 2009. The age-standardized incidence rates per 100,000 at the “Si-gun-gu”

to the true cluster size with a higher accuracy than the default setting. Even when the most often picked optimal MRCS did not exactly agree with the true cluster size, the accuracy of the detected clusters was still generally higher than the results from the default setting. The Gini coefficient with circular windows when the true clusters were elliptic-shaped seems not to work very well. The most frequently picked MRCS as best size was usually larger than the true cluster size, in which case the PPV was lower than the default setting despite the higher sensitivity. The frequency of each MRCS to be chosen as the optimal size was also distributed over all sizes considered, while it was usually concentrated concentrated around the size of the true cluster when using elliptic windows.
Table 7: Simulation results for cluster model G (elliptic cluster, 30% of the whole study region)

| µ | Maximum reported cluster size | Default |
|---|---|---|
| 1 | Sensitivity 0.100 0.131 0.197 0.242 0.289 0.360 0.441 0.541 0.616 0.677 0.781 0.792 0.858 0.879 0.615 |
| | PPV 1.000 0.872 0.985 0.997 0.963 0.945 0.934 0.912 0.804 0.712 0.680 0.609 0.580 0.528 0.773 |
| Circular window | Frequency 1 1 7 6 18 29 41 64 77 52 59 37 52 33 |
| | 2 Sensitivity - 0.150 0.200 - 0.361 0.436 0.507 0.578 0.648 0.768 0.830 0.837 0.896 0.898 0.720 |
| | PPV - 1.000 1.000 - 0.981 0.955 0.979 0.971 0.844 0.782 0.744 0.646 0.614 0.544 0.803 |
| | Frequency - - 1 - 5 18 210 167 105 215 62 125 133 1 |
| 3 | Sensitivity - - 0.200 - 0.510 0.645 0.647 0.589 0.669 0.794 0.846 0.850 0.850 0.908 0.754 |
| | PPV - - - - 0.794 0.972 0.979 0.975 0.886 0.798 0.760 0.654 0.618 0.551 0.816 |

Table 8: Simulation results for cluster model H (elliptic cluster, 50% of the whole study region)

| µ | Maximum reported cluster size | Default |
|---|---|---|
| 1 | Sensitivity 0.100 0.150 0.175 0.239 0.280 0.365 0.418 0.566 0.682 0.783 0.814 0.871 0.890 0.934 0.706 |
| | PPV 1.000 1.000 0.875 0.956 0.933 0.954 0.877 0.933 0.883 0.830 0.729 0.666 0.603 0.568 0.806 |
| Circular window | Frequency - - - - - - 1 1 1 5 24 40 254 673 |
| | 2 Sensitivity - 0.150 - - 0.300 0.375 0.481 0.602 0.771 0.883 0.920 0.954 0.958 0.955 0.845 |
| | PPV - 1.000 - - 0.979 0.985 0.989 0.978 0.950 0.937 0.933 0.860 0.660 0.575 0.903 |
| | Frequency - - - - - - - - - - - 2 96 902 |
| 3 | Sensitivity - - - - - - 0.633 - 0.591 0.792 0.896 0.989 0.983 - 0.891 |
| | PPV - - - - - - 1.000 - 1.000 0.986 0.978 0.904 0.770 0.702 - 0.956 |

PPV = positive predictive value.

PPV = positive predictive value.

(district) level were obtained from the National Cancer Center. The incidence data at the individual level were not provided due to confidentiality concerns. The age-standardized incidence rates are continuous summary measures with varying regional uncertainty. A weighted normal spatial scan statistic should be used to search for clusters of districts with unusual high incidence rates. We used the 2010 population at each district as the weight of each region. We excluded incidence rates in five districts, including four districts of Jeju Island and one of Ulleung Island, among 251 districts because these islands are far from the mainland.

To select the best MRCS based on the proposed method, we used 17 different values (1–6, 8, 10, 12, 15, 20, 25, 30, 35, 40, 45, and 50%) of MRCS and chose the MRCS with the highest values as the optimal one. The clusters at the optimal MRCS were compared with the results of the default setting (50%). We used both the circular and elliptic windows.

Figure 3 shows the detected clusters at the optimal MRCS and at the default setting when using circular and elliptic windows. The Gini coefficient selected 50% as the optimal MRCS when using
the elliptic window. The most likely cluster was large, covering from the northwest areas including Seoul to the southeast areas. However, 20% was selected as the best MRCS and two significant were found when using the circular windows, while only one cluster was detected at the default setting. Table 9 provides information on the detected clusters. The most likely cluster at the default setting included 105 districts, while the most likely and secondary clusters at the optimal MRCS based on the Gini coefficient included 27 and 46 districts, respectively. Similar to the simulation study, the default setting seemed to detect a larger cluster by absorbing neighboring areas with irrelevant risk. The weighted means of incidence rates for the clusters at the optimal MRCS were 29.89 and 28.63, respectively, which were higher than that for the most likely cluster at the default setting of 28.29. The weighted mean of incidence rates on the entire study region was 27.70. The clusters found at the optimal MRCS look more meaningful.

5. Discussion and conclusion

In this paper, we defined the Gini coefficient to evaluate the degree of heterogeneity of clusters for continuous data. Through the simulation study and the real data example, we showed that the proposed method can be useful to optimize the MRCS for normal-based spatial scan statistics. In the simulation study results, the Gini coefficient most often selected the optimal value of MRCS similar to the true cluster size. The accuracy of the detected clusters was also consistently higher at the most frequently chosen MRCS as best compared to the results from the default setting. Regarding the scanning window shape, elliptic windows seemed to work well regardless of the shape of true clusters. The real data example shows that it is possible to obtain a more meaningful and informative collection of clusters when using the Gini coefficient than when using the default setting.

Many users of SaTScan™ are often tempted to rerun the analyses using different MSWS when they do not like the results at the default setting. However, we emphasize that this approach should
not be used because it causes a multiple testing problem. It is okay to filter clusters at different MRCS to choose the clusters to report. In the process, the Gini coefficient is a very useful criterion. The Gini coefficient has been implemented into SaTScan™ for the Poisson model only. We think that it will be valuable to add the same option to the other models of spatial scan statistics such as the normal model that can help researchers find a more refined collection of clusters to report.
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