Perturbation analysis of baroclinic torque in low-Mach-number flows
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In this paper, we propose a series expansion of the baroclinic torque in low-Mach-number flows, so that the accuracy and universality of any buoyancy term could be examined analytically, and new types of buoyancy terms could be constructed and validated. We first demonstrate that the purpose of introducing a buoyancy term is to approximate the baroclinic torque, and straightforwardly the accuracy of any buoyancy term could be measured by the deviation of its curl from the baroclinic torque. Then a regular perturbation method is introduced for the elliptic equation of the hydrodynamic pressure in low-Mach-number flows, resulting in a sequence of Poisson equations, whose solutions lead to the series representation of the baroclinic torque and the new types of buoyancy terms. With the error definition of buoyancy terms and the series representation of the baroclinic torque, the classical gravitational and centrifugal buoyancy term, as well as some other previously proposed buoyancy terms are revisited. Finally, numerical simulations confirm that, with a decreasing density variation or an increasing order of our newly proposed buoyancy term, the simplified equations with one of the new types of buoyancy terms can converge to the original low-Mach-number equations.

1. Introduction

Buoyancy effect in variable-density flows is important especially for buoyancy-driven flows whose kinetic energy originates from the potential energy. Buoyancy effect is first modelled by the pioneering work from Boussinesq (1903), who intuitively neglected small density fluctuations in the continuity equation and momentum equation except for the term combined with the gravitational acceleration \( \mathbf{g} \), and introduced the gravitational buoyancy term \( \rho' \mathbf{g} / \rho_0 \). Here \( \rho_0(t) \approx \rho(x,t) \) and \( \rho'(x,t) = \rho(x,t) - \rho_0(t) \) are the constant reference density and the corresponding density fluctuation respectively. In recent decades, many theoretical and numerical results obtained using the Boussinesq’s buoyancy term have shown good agreement with the experimental measurements, thereby validating the correctness and effectiveness of the Boussinesq’s buoyancy term (Sharp 1983; Ahlers et al. 2009; Lohse & Xia 2010). Besides the gravitational acceleration, the centrifugal acceleration in a rotating frame could also induce the buoyancy effect. This was modeled by Barcilon & Pedlosky (1967), Homsy & Hudson (1969) and Busse & Carrigan (1974) as \( -\rho' \Omega \times (\Omega \times \mathbf{r}) / \rho_0 \), where \( \Omega \) is the angular velocity and \( \mathbf{r} \) is the vector pointing from the origin on the rotating axis to the present location. For the flows
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where the different parts of the fluid container rotate independently. Lopez et al. (2013) introduced the buoyancy term caused by the convection term \(-\rho' \mathbf{u} \cdot \nabla \mathbf{u} / \rho_0\) to model the centrifugal buoyancy in non-rotating frame with local vortices. Kang et al. (2015) further simplified Lopez’s buoyancy term and applied it to a Taylor-Couette flow with variable density. Kang et al. (2019) also introduced the buoyancy term \(2\rho' \mathbf{u} \times \Omega / \rho_0\) to account for the Coriolis effect.

The greatest advantage of the previous buoyancy terms is their simplicity, and thus many works applied the buoyancy terms in theoretical analysis and numerical simulations (Sharp 1983; Ahlers et al. 2009; Lohse & Xia 2010; Chandrasekhar 2013; Ng et al. 2015; Shishkina 2016; Yang et al. 2016; Horn & Aurnou 2018). However, among the buoyancy terms described above, only the classical gravitational buoyancy term (Spiegel & Veronis 1960; Gray & Giorgini 1976) and the classical centrifugal buoyancy term (Barcilon & Pedlosky 1967) could be derived from the momentum equation for compressible flows. The buoyancy terms introduced by Lopez et al. (2013) and Kang et al. (2019) are rather empirical and their validity remains uncertain. On the other hand, the accuracy of the previous buoyancy terms are very limited, and they can only be applied in flows with very small density variations. Furthermore, the invariance of previous buoyancy terms under frame transformations is questionable.

For variable-density flows with significant density variation, the incompressibility approximation with buoyancy terms listed above would lack in accuracy, and the low-Mach-number Navier-Stokes equations (Paolucci 1982) should be used instead. By filtering out the weak sound waves and decomposing the pressure into a hydrodynamic pressure and a thermodynamic pressure, the low-Mach-number equations can overcome the difficulty in resolving sound speed (Paolucci 1982). Since they are more accurate than using the buoyancy terms when the flows with significant density variation are considered, many researchers applied the low-Mach-number equations in their numerical simulations (Paolucci 1990; Livescu & Ristorcelli 2007; Xia et al. 2016; Livescu 2020). However, although the low-Mach-number approximation is accurate with Mach number approaching zero, the equation for the hydrodynamic pressure is no longer a Poisson equation, but a density coupled equation. This would greatly increase the difficulty in theoretical analysis. In addition, for the applications of the low-Mach-number equations in numerical simulations, some efficient numerical algorithms for the Poisson equation cannot be used and the equations have to be solved iteratively.

In a word, the previous buoyancy terms in the simplified momentum equation are simple but lack of the accuracy for flows with significant density variations. On the contrary, the low-Mach-number equations are accurate but complicated in theoretical analysis and numerical simulations. In the present paper, we would like to follow the traditional approach by introducing the buoyancy term in the modified momentum equation for flows with significant density variations. Our goal is to examine and increase the accuracy of the buoyancy terms.

2. Analytic derivation

2.1. Low-Mach-number equations

Considering a low-Mach-number variable-density flow with reference length scale \(l^*_r\), reference velocity \(u^*_r\), reference density \(\rho^*_r\) and reference time scale \(t^*_r = l^*_r / u^*_r\), the non-dimensionalized governing equations can be written as (Paolucci 1982; Majda & Sethian...
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\[ \frac{1}{\rho} \frac{d\rho}{dt} + \nabla \cdot \mathbf{u} = 0, \quad (2.1a) \]

\[ \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla \Pi + \frac{1}{\rho} \nabla \cdot \mathbf{T} + \mathbf{f}, \quad (2.1b) \]

\[ \frac{\partial \rho}{\partial t} + \mathbf{u} \cdot \nabla \rho = Q. \quad (2.1c) \]

Here, the non-dimensionalized hydrodynamic pressure \( \Pi = \Pi^*/(\rho^* u_r^2) \), viscous stress tensor \( \mathbf{T}(x, t) = \mathbf{T}^*(x^*, t^*)/(\rho^* u_r^2) \), and body force \( \mathbf{f}(x, t) = \mathbf{f}^*(x^*, t^*)/(l_r^2 \rho^* u_r^2) \). The expressions of \( \mathbf{T} \) and \( \mathbf{f} \) are assumed to be given. All effects contributing to the material derivative of \( \rho \), such as heat conduction, mass diffusion, heat source/sink and chemical reactions (Livescu 2020), are included in the right-hand side (R.H.S.) term \( Q(x, t) = Q^*(x^*, t^*)/(l_r^2 \rho^* u_r^2) \) of equation (2.1c), and \( Q(x, t) \) is assumed to be a function of all possible variables except the velocity, such as \( x, t \), temperature, constituent concentration etc., and the governing equations for the variables contributing to \( Q \) (temperature, constituent concentration etc.) are assumed to be given.

In the present context, the fluid region \( \mathcal{V} \) is assumed to be finite, simply connected and time-dependent with volume \( V(t) \). The normal component of velocity at the boundary \( \partial \mathcal{V} \) is assumed to be given at any time. All scalar, vector and tensor fields are assumed to be smooth. Integrating equation (2.1a) and (2.1c) in \( \mathcal{V} \), the constraint of \( Q \) for mass conservation can be derived according to the divergence theorem:

\[ \int_{\mathcal{V}} \frac{Q}{\rho} dV = \int_{\mathcal{V}} \frac{1}{\rho} \frac{d\rho}{dt} dV = -\int_{\mathcal{V}} \nabla \cdot \mathbf{u} dV = -\int_{\partial \mathcal{V}} \mathbf{n} \cdot \mathbf{u} dS, \quad (2.2) \]

Here \( \mathbf{n} \) is the outwards-pointing unit normal vector at \( \partial \mathcal{V} \).

Taking the divergence of equation (2.1b) and projecting equation (2.1b) to the normal direction at the boundary, we would obtain an elliptic equation of the hydrodynamic pressure \( \Pi \) with Neumann boundary condition:

\[ \begin{align*}
\mathcal{V} : \quad & \nabla \cdot \left( \frac{1}{\rho} \nabla \Pi \right) = -\nabla \cdot \left( \frac{\partial \mathbf{u}}{\partial t} \right) - \nabla \cdot (\mathbf{u} \cdot \nabla \mathbf{u}) + \nabla \cdot \left( \frac{1}{\rho} \nabla \cdot \mathbf{T} \right) + \nabla \cdot \mathbf{f}, \\
\partial \mathcal{V} : \quad & \mathbf{n} \cdot \left( \frac{1}{\rho} \nabla \Pi \right) = -\mathbf{n} \cdot \left( \frac{\partial \mathbf{u}}{\partial t} \right) - \mathbf{n} \cdot (\mathbf{u} \cdot \nabla \mathbf{u}) + \mathbf{n} \cdot \left( \frac{1}{\rho} \nabla \cdot \mathbf{T} \right) + \mathbf{n} \cdot \mathbf{f}. \quad (2.3) \end{align*} \]

Although \( \partial \mathbf{u}/\partial t \) is unknown until the momentum equation is solved, its divergence \( \nabla \cdot (\partial \mathbf{u}/\partial t) = -\partial(Q/\rho)/\partial t \) can be derived from equation (2.1a) and (2.1c), and its wall-normal component \( \mathbf{n} \cdot (\partial \mathbf{u}/\partial t) = \partial(\mathbf{n} \cdot \mathbf{u})/\partial t - \mathbf{u} \cdot \partial \mathbf{n}/\partial t \) at the boundary \( \partial \mathcal{V} \) is determined by the velocity boundary condition and the motion of \( \mathcal{V} \).

For simplicity, we introduce the following denotations:

\[ \mathbf{A} = -\frac{\partial \mathbf{u}}{\partial t}, \quad \mathbf{C} = -\mathbf{u} \cdot \nabla \mathbf{u}, \quad \text{and} \quad \mathbf{D} = \rho^{-1} \nabla \cdot \mathbf{T}. \]

Straightforwardly, the hydrodynamic pressure \( \Pi \) could be separated as

\[ \Pi = \Pi_A + \Pi_C + \Pi_D + \Pi_f, \quad (2.4) \]

and the four corresponding elliptic equations and Neumann boundary conditions are of
the same form:

\[
\begin{align*}
\forall \mathbf{V} & : \nabla \cdot \left( \frac{1}{\rho} \nabla \Pi \mathbf{Y} \right) = \nabla \cdot \mathbf{Y}, \\
\partial \forall \mathbf{V} & : \mathbf{n} \cdot \left( \frac{1}{\rho} \nabla \Pi \mathbf{Y} \right) = \mathbf{n} \cdot \mathbf{Y},
\end{align*}
\]  

(2.5)

with \( \mathbf{Y} \in \{ \mathbf{A}, \mathbf{C}, \mathbf{D}, \mathbf{f} \} \). For example, for \( \Pi_{\mathbf{A}} \), the governing equation and the corresponding boundary conditions are

\[
\begin{align*}
\forall \mathbf{V} & : \nabla \cdot \left( \frac{1}{\rho} \nabla \Pi_{\mathbf{A}} \right) = \nabla \cdot \left( -\frac{\partial \mathbf{u}}{\partial t} \right) = \frac{\partial}{\partial t} \left( \frac{Q}{\rho} \right), \\
\partial \forall \mathbf{V} & : \mathbf{n} \cdot \left( \frac{1}{\rho} \nabla \Pi_{\mathbf{A}} \right) = \mathbf{n} \cdot \left( -\frac{\partial \mathbf{u}}{\partial t} \right) = -\frac{\partial (\mathbf{n} \cdot \mathbf{u})}{\partial t} + \frac{\partial \mathbf{n}}{\partial t} \cdot \mathbf{u},
\end{align*}
\]  

(2.6)

2.2. Baroclinic torque

The curl of equation (2.1) gives the equation of vorticity \( \omega = \nabla \times \mathbf{u} \)

\[
\frac{\partial \omega}{\partial t} = \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi + \nabla \times \left( -\mathbf{u} \cdot \nabla \mathbf{u} + \frac{1}{\rho} \nabla \cdot \mathbf{T} + \mathbf{f} \right).
\]  

(2.7)

The contribution \( \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi \) to \( \frac{\partial \omega}{\partial t} \) is called baroclinic torque [Mcmurtry et al. 1989; Jahanbakhshi et al. 2015]. Following the decomposition of hydrodynamic pressure (2.4), the baroclinic torque could also be decomposed into four parts

\[
\frac{1}{\rho^2} \nabla \rho \times \nabla \Pi = \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{A}} + \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{C}} + \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{D}} + \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{f}},
\]  

(2.8)

with the four terms in the R.H.S. corresponding to \( \mathbf{A}, \mathbf{C}, \mathbf{D}, \mathbf{f} \) respectively. Therefore, we may arrive at the following equation

\[
\frac{\partial \omega}{\partial t} = \frac{1}{\rho^2} \nabla \rho \times \nabla \left( \Pi_{\mathbf{A}} + \Pi_{\mathbf{C}} + \Pi_{\mathbf{D}} + \Pi_{\mathbf{f}} \right) + \nabla \times \left( \mathbf{C} + \mathbf{D} + \mathbf{f} \right)
\]  

\[
= \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{A}} + \left( \nabla \times \mathbf{C} + \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{C}} \right)
\]

\[
+ \left( \nabla \times \mathbf{D} + \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{D}} \right) + \left( \nabla \times \mathbf{f} + \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{f}} \right).
\]  

(2.9)

Obviously, the actual contribution of any term \( \mathbf{Y} \in \{ \mathbf{C}, \mathbf{D}, \mathbf{f} \} \) to the vorticity evolution \( \frac{\partial \omega}{\partial t} \) should be

\[
\nabla \times \mathbf{Y} + \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{Y}}.
\]  

(2.10)

The term

\[
\frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_{\mathbf{A}},
\]  

(2.11)

denotes the joint contributions from \( \partial (\rho^{-1}Q)/\partial t \) and \( (\mathbf{n} \cdot \partial \mathbf{u}/\partial t)|_{\partial \mathbf{V}} \). Please note that the gravity \( \mathbf{g} \) and the centrifugal force \( -\Omega \times (\Omega \times \mathbf{r}) \) are both irrotational fields with zero curl, they could only drive the flows through the corresponding partial baroclinic torque \( \rho^{-2} \nabla \rho \times \nabla \Pi_{\mathbf{f}} \).

For a better demonstration of the magnitude of baroclinic torque, let’s define \( \rho_0(t) > 0 \) as the time-dependent reference density (different from the constant \( \rho_r \)) with the corresponding density fluctuation \( \rho'(\mathbf{x}, t) = \rho - \rho_0 \). Consequently the baroclinic torque
corresponding to \( Y \in \{ A, C, D, f \} \) could be rewritten as
\[
\frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_Y = \nabla \times \left( \frac{\rho'}{\rho_0 \rho} \nabla \Pi_Y \right) = \frac{1}{\rho_0} \nabla \left( \frac{\rho'}{\rho} \right) \times \nabla \Pi_Y
\] (2.12)
and the total baroclinic torque could be written as
\[
\frac{1}{\rho^2} \nabla \rho \times \nabla \Pi = \frac{1}{\rho_0} \nabla \left( \frac{\rho'}{\rho} \right) \times \nabla \Pi
\] (2.13)

2.3. Buoyancy term

It was shown in §2.2 that the buoyancy effect caused by gravity or centrifugal force originates from the baroclinic torque. Here we would further clarify the purpose of introducing a buoyancy term. That is, with a buoyancy term \( B \) adopted, the following modified equations

\[
\frac{1}{\rho} \frac{d\rho}{dt} + \nabla \cdot \mathbf{u} = 0, \quad (2.14a)
\]
\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho_0} \nabla \tilde{\Pi} + \frac{1}{\rho} \nabla \cdot \mathbf{T} + \mathbf{f} + B, \quad (2.14b)
\]
\[
\frac{\partial \rho}{\partial t} + \mathbf{u} \cdot \nabla \rho = Q, \quad (2.14c)
\]

should be equivalent to equations (2.1). Here, \( \tilde{\Pi} \) is the new hydrodynamic pressure and it satisfies a Poisson equation with compatible Neumann boundary condition:

\[
\begin{align*}
\forall V: & \quad \frac{1}{\rho_0} \nabla^2 \tilde{\Pi} = \nabla \cdot \left( -\frac{\partial \mathbf{u}}{\partial t} - \mathbf{u} \cdot \nabla \mathbf{u} + \frac{1}{\rho} \nabla \cdot \mathbf{T} + \mathbf{f} + B \right), \\
\forall \partial V: & \quad \frac{1}{\rho_0} \mathbf{n} \cdot \nabla \tilde{\Pi} = \mathbf{n} \cdot \left( -\frac{\partial \mathbf{u}}{\partial t} - \mathbf{u} \cdot \nabla \mathbf{u} + \frac{1}{\rho} \nabla \cdot \mathbf{T} + \mathbf{f} + B \right).
\end{align*}
\] (2.15)

Since \( \nabla \times (\nabla \tilde{\Pi}/\rho_0) = 0 \), the baroclinic torque disappeared in the vorticity equation corresponding to equation (2.14b):
\[
\frac{\partial \mathbf{\omega}}{\partial t} = \nabla \times \mathbf{B} + \nabla \times \left( -\mathbf{u} \cdot \nabla \mathbf{u} + \frac{1}{\rho} \nabla \cdot \mathbf{T} + \mathbf{f} \right). \quad (2.16)
\]

For a flow problem with given \( \mathbf{u}|_{\partial V} \), \( \mathbf{u} \) could be uniquely determined with known \( \nabla \cdot \mathbf{u} \) and \( \nabla \times \mathbf{u} \). For the present flow problem, the governing equation for velocity divergence, \( \partial (\nabla \cdot \mathbf{u})/\partial t = -\partial (\rho^{-1} Q)/\partial t \), is kept the same as the original one, and the governing equation (2.16) of \( \mathbf{\omega} \) should be the same as the original vorticity equation (2.9) if equations (2.14) are equivalent to the original low-Mach-number equations (2.1). Therefore, the buoyancy term \( B \) should satisfy the constraint that
\[
\nabla \times \mathbf{B} = \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi. \quad (2.17)
\]
On the other hand, if the constraint (2.17) is satisfied, the velocity field obtained from equations (2.14) is equal to that from the original low-Mach-number equations (2.1). In other words, the purpose of introducing a buoyancy term is to approximate the baroclinic torque, and the curl of the buoyancy term in the modified momentum equation (2.14b) should compensate the loss of baroclinic torque in the original low-Mach-number equations, so that equations (2.14) are equivalent to equations (2.1).

For an arbitrary buoyancy term, if the constraint (2.17) was not satisfied accurately,
we could introduce the terms
\[ \left\| \nabla \times B - \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi \right\| \text{ and } \left\| \nabla \times B - \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi \right\| / \left\| \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi \right\| \]. (2.18)
to characterize its error and relative error. Here, the spatial \( L - 2 \) norms \( \| \cdot \| \) for vector and scalar fields are defined as
\[ \|v\| = \sqrt{\frac{1}{V} \int_V v \cdot v dV}, \quad \|\phi\| = \sqrt{\frac{1}{V} \int_V \phi^2 dV}. \] (2.19)

Following the decomposition of hydrodynamic pressure (equation (2.4)), a buoyancy term \( B \) could also be decomposed into four partial buoyancy terms corresponding to \( A, C, D, f \) respectively:
\[ B = B_A + B_C + B_D + B_f. \] (2.20)
That is, the target of a partial buoyancy term \( B_Y \) with \( Y \in \{ A, C, D, f \} \) is to approximate the corresponding partial baroclinic torque \( \rho^{-2} \nabla \rho \times \nabla \Pi_Y \). Therefore the error and relative error of \( B_Y \) can be defined respectively as
\[ \left\| \nabla \times B_Y - \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_Y \right\| \text{ and } \left\| \nabla \times B_Y - \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_Y \right\| / \left\| \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_Y \right\|. \] (2.21)
It should be noted that the above decomposition of a buoyancy term (2.20) is non-unique since we only require that the buoyancy term \( B \) satisfies the constraint (2.17). Nevertheless, a preferred form could be chosen for convenience. Inspired by the derivation of equation (2.12), an “exact” partial buoyancy term corresponding to \( Y \in \{ A, C, D, f \} \) could be written as
\[ B_Y^\dagger = \frac{\rho'}{\rho_0 \rho} \nabla \Pi_Y, \] (2.22)
and the “exact” buoyancy term could be written as
\[ B^\dagger = \frac{\rho'}{\rho_0 \rho} \nabla \Pi = B_A^\dagger + B_C^\dagger + B_D^\dagger + B_f^\dagger. \] (2.23)

2.4. Regular perturbation method for the hydrodynamic pressure

In order to obtain the error scaling of any buoyancy term with respect to the amplitude of density variation, a proper expansion of the baroclinic torque should be derived. This could be achieved by introducing a regular perturbation method for the equation of hydrodynamic pressure. With the previous definition of \( \rho_0 \) and \( \rho' \) in §2.2, equation (2.5) could be rewritten as
\[ \begin{aligned}
\nabla : \nabla \cdot \left[ \left( 1 - \frac{\rho'}{\rho} \right) \nabla \Pi_Y \right] &= \nabla \cdot (\rho_0 Y), \\
\partial \nabla : \n \cdot \left[ \left( 1 - \frac{\rho'}{\rho} \right) \nabla \Pi_Y \right] &= n \cdot (\rho_0 Y).
\end{aligned} \] (2.24)
since \( \rho_0 \) depends only on \( t \). In addition, we define \( \epsilon(t) = \max_V \left[ |\rho'/\rho| \right] \) as the maximum value of relative density fluctuation, and define \( \eta(x, t) = (\rho'/\rho)/\epsilon(t) \) whose absolute value is always no larger than 1. If \( \epsilon = 0 \), equation (2.24) is exactly the Poisson equation. If the fluid has density variation (\( \epsilon > 0 \)), we could choose an ansatz for the expansion of
\[ \nabla \Pi_Y \text{ with respect to } \epsilon \]

\[ \nabla \Pi_Y = \nabla \Pi_Y^{(0)} + \epsilon \nabla \Pi_Y^{(1)} + \epsilon^2 \nabla \Pi_Y^{(2)} + \cdots \]

\[ = \sum_{k=0}^{\infty} \left( \epsilon^k \nabla \Pi_Y^{(k)} \right). \tag{2.25} \]

By taking ansatz (2.25) into equation (2.24), \( \nabla \Pi_Y^{(k)} \) in (2.25) could be computed from the corresponding Poisson equation led by \( e^k \) for each \( k \geq 0 \) (notice that \( \rho'/\rho = \epsilon \eta \))

\[ e^0 : \left\{ \begin{array}{l} \mathcal{V} : \nabla^2 \Pi_Y^{(0)} = \nabla \cdot (\rho_0 Y), \\ \partial \mathcal{V} : n \cdot \nabla \Pi_Y^{(0)} = n \cdot (\rho_0 Y), \end{array} \right. \]

\[ e^k, \ k \geq 1 : \left\{ \begin{array}{l} \mathcal{V} : \epsilon^k \nabla^2 \Pi_Y^{(k)} = \epsilon^{k-1} \nabla \cdot \left( \frac{\rho'}{\rho} \nabla \Pi_Y^{(k-1)} \right), \\ \partial \mathcal{V} : \epsilon^k n \cdot \nabla \Pi_Y^{(k)} = \epsilon^{k-1} n \cdot \left( \frac{\rho'}{\rho} \nabla \Pi_Y^{(k-1)} \right). \end{array} \right. \tag{2.26} \]

It can be proved that

\[ \sum_{k=0}^{\infty} \left( \epsilon^k \nabla \Pi_Y^{(k)} \right) = \nabla \Pi_Y, \tag{2.27} \]

when \( \epsilon < 1 \), i.e. the ansatz (2.25) is correct when \( \max_{\mathcal{V}} [||\rho'/\rho||] < 1 \).

With the expansion (2.25), the partial baroclinic torque and the “exact” partial buoyancy term corresponding to \( Y \in \{A, C, D, f\} \) could be expanded when \( \epsilon < 1 \):

\[ \frac{1}{\rho^2} \nabla \rho \times \nabla \Pi_Y = \frac{1}{\rho_0} \nabla \left( \frac{\rho'}{\rho} \right) \times \sum_{k=0}^{\infty} \left( \epsilon^k \nabla \Pi_Y^{(k)} \right), \quad B_Y^\dagger = \frac{\rho'}{\rho_0 \rho} \sum_{k=0}^{\infty} \left( \epsilon^k \nabla \Pi_Y^{(k)} \right). \tag{2.28} \]

The \( n \)-th order partial buoyancy terms could be defined with the leading terms of the “exact” partial buoyancy terms:

\[ B_Y^{(n)} = \frac{\rho'}{\rho_0 \rho} \sum_{k=0}^{n-1} \left( \epsilon^k \nabla \Pi_Y^{(k)} \right), \quad n \geq 1. \tag{2.29} \]

Therefore, we can define the \( n \)-th order type-I buoyancy terms straightforwardly as

\[ n \geq 1 : B^{(n)} = B^{(n)}_A + B^{(n)}_C + B^{(n)}_D + B^{(n)}_f. \tag{2.30} \]

In some circumstances, the flow is driven by the buoyancy effect induced by a large conservative body force \( f = \nabla \Phi \). According to equation (2.26), there is \( \nabla \Pi_f^{(0)} = \rho_0 \nabla \Phi \eta = \rho_0 f \). For this special kind of flows, we can define the \( n \)-th order type-II buoyancy terms as

\[ n = 1 : \hat{B}^{(1)} = \frac{\rho'}{\rho_0} \nabla \Pi_f^{(0)} = \frac{\rho'}{\rho} f, \]

\[ n \geq 2 : \hat{B}^{(n)} = B^{(n-1)}_A + B^{(n-1)}_C + B^{(n-1)}_D + B^{(n)}_f. \tag{2.31} \]

For type-I and type-II buoyancy terms, the “\( n \)-th order” only denotes the highest order of expansion, instead of the accuracy. It should be noticed that, when \( f \) is conservative, the \( n \)-th order type-I buoyancy term requires to solve \( n \) Poisson equations, while the \( n \)-th order type-II buoyancy term only requires to solve \( (n - 1) \) Poisson equations. In the
following, we will show that the relative errors for both types of \( n \)-th order buoyancy terms are \( O(\epsilon^n) \) convergent.

### 2.5. Accuracy of buoyancy terms

In order to examine the accuracy of buoyancy terms at a fixed time \( t_0 \), a continuous set of instantaneous flow fields and reference densities \( \{(u(x, t_0; \lambda), \rho(x, t_0; \lambda), \rho_0(t_0; \lambda))\} \) with a continuous parameter \( \lambda \in (0, \infty) \) is defined. In addition, we assume that \( u(x, t_0; \lambda) \) and \( \rho(x, t_0; \lambda) \) are uniformly continuous in \( (x, \lambda) \) space, \( \rho_0(t_0; \lambda) \) and \( \epsilon(\lambda) = \max_y \|[(\rho - \rho_0)/\rho]\| \) are continuous with \( \lambda \), and that

\[
\lim_{\lambda \to 0^+} \epsilon = 0. \tag{2.32}
\]

Naturally, a scalar \( \phi(\lambda) \) is acknowledged to have \( O(\epsilon^\alpha) \) scaling with \( \alpha \in \mathbb{R} \), if

\[
\lim_{\lambda \to 0^+} \frac{\phi}{\epsilon^\alpha} = A, \quad 0 < |A| < \infty. \tag{2.33}
\]

It should be emphasized that, a valid buoyancy term must at least have a relative error tending to 0 when \( \epsilon \to 0 \). This is because when compared with a trivial buoyancy term 0, a buoyancy term with \( O(1) \) relative error may cause a larger deviation from the real physics, even for very small \( \epsilon \).

With the definitions of error and relative error of a buoyancy term \( (2.18) \) or a partial buoyancy term \( (2.21) \) introduced in \( (2.3) \) and the perturbation solution \( (2.28) \) of baroclinic torque in \( (2.4) \), the accuracy of buoyancy terms could be examined:

#### 2.5.1. Classical gravitational buoyancy term \( \rho' g / \rho_0 \)

The classical gravitational buoyancy term \( \rho' g / \rho_0 \) is introduced by Boussinesq (1903). Here we only consider Newtonian gravity, so the corresponding body force \( f = g = \nabla \Phi g \) is conservative. According to equation \( (2.26) \), there is

\[
\nabla \Pi_f^{(0)} = \rho_0 \nabla \Phi_g = \rho_0 f. \tag{2.34}
\]

It could be proved that the relative error of \( B_f = \rho' g / \rho_0 \) is \( O(\epsilon) \) convergent in general cases:

\[
\lim_{\lambda \to 0^+} \left\{ \frac{\| \nabla \times (\rho' \rho_0^{-1} g) - \rho^{-2} \nabla \rho \times \nabla \Pi_f \|}{\| \rho^{-2} \nabla \rho \times \nabla \Pi_f \|} \right\}/\epsilon = \lim_{\lambda \to 0^+} \left\{ \frac{\| \nabla \eta \times (2\eta \nabla \Pi_f^{(0)} - \nabla \Pi_f^{(1)}) \|}{\| \nabla \eta \times \nabla \Pi_f^{(0)} \|} \right\}. \tag{2.35}
\]

Therefore the classical gravitational buoyancy term is valid, with relative error tending to 0 when \( \epsilon \to 0 \). Equation \( (2.35) \) could help to decide whether the classical gravitational buoyancy term is enough for a required accuracy.

#### 2.5.2. Classical centrifugal buoyancy term \( -\rho' \Omega \times (\Omega \times r) / \rho_0 \)

The classical centrifugal buoyancy term \( -\rho' \Omega \times (\Omega \times r) / \rho_0 \) is introduced by Barcilon & Pedlosky (1967); Homsy & Hudson (1969); Busse & Carrigan (1974). For this buoyancy term, the corresponding body force \( f = -\Omega \times (\Omega \times r) = \nabla \Phi_c \) is conservative. If we use cylindrical coordinate with \( z \) axis being the rotating axis, there is \( f = \Omega^2 r e_r \) and \( \Phi_c = \Omega^2 r^2 / 2 \). According to equation \( (2.26) \), there is

\[
\nabla \Pi_f^{(0)} = \rho_0 \nabla \Phi_c = \rho_0 f. \tag{2.36}
\]
Unfortunately, the relative error of term $C_{2.5.3}$, which means this buoyancy term is also valid.

2.5.5. The term may be acceptable. Velocity divergence, the Coriolis force is close to being conservative, and such buoyancy Mach-number equations (2.1). However, for two-dimensional (2-D) flows with very small $B$ term Therefore for general 3-D flows with non-conservative Coriolis force, introducing the buoyancy term contributes directly (without influencing the baroclinic torque) to $\partial \omega / \partial t$, and should not appear in the buoyancy term.

2.5.4. Coriolis buoyancy term $2\rho' u \times \Omega / \rho_0$

This buoyancy term is introduced by Lopez et al. (2013). Generally the convection term $C = -u \cdot \nabla u$ is non-conservative:

$$\nabla \Pi_C^{(0)} \neq \rho_0 C.$$ (2.38)

Unfortunately, the relative error of $B_C = -\rho' u \cdot \nabla u / \rho_0$ is $O(1)$ for general flows:

$$\lim_{\lambda \to 0^+} \left\{ \frac{\| \nabla \times (\rho' \rho^{-1}_0 C) - \rho^{-2}_0 \nabla \rho \times \nabla \Pi_C_f \|}{\| \rho^{-2}_0 \nabla \rho \times \nabla \Pi_C \|} \right\} = \lim_{\lambda \to 0^+} \left\{ \frac{\| \nabla \times \left( \eta \left( \rho_0 C - \nabla \Pi_C^{(0)} \right) \right) \|}{\| \nabla \eta \times \nabla \Pi_C^{(0)} \|} \right\}. \quad (2.39)$$

Therefore for general flows with non-conservative convection, introducing the buoyancy term $B_C = \rho' C / \rho_0$ does not help in approximating the original low-Mach-number equations (2.1). The main reason is that, the non-conservative part $C - \rho^{-1}_0 \nabla \Pi_C$ of the convection term contributes directly (without influencing the baroclinic torque) to $\partial \omega / \partial t$, and should not appear in the buoyancy term.

2.5.5. The $n^{th}$-order partial buoyancy term $B_Y^{(n)}$

For general cases it can be proved that the relative error of $B_Y^{(n)}$ is $O(\epsilon^n)$ convergent:

$$\lim_{\lambda \to 0^+} \left\{ \frac{\| \nabla \times B_Y^{(n)} - \rho^{-2} \nabla \rho \times \nabla \Pi_Y \|}{\| \rho^{-2} \nabla \rho \times \nabla \Pi_Y \|} \right\} / \epsilon^n = \lim_{\lambda \to 0^+} \frac{\| \nabla \eta \times \nabla \Pi_Y^{(n)} \|}{\| \nabla \eta \times \nabla \Pi_Y^{(0)} \|}. \quad (2.42)$$
Therefore the $n^{th}$-order partial buoyancy term with small $\epsilon$ could be made arbitrarily accurate by increasing $n$. However, this generally requires solving more Poisson equations.

2.5.6. The $n^{th}$-order Type-I buoyancy term $B^{(n)}$

It can be proved that for general cases, the relative error of $B^{(n)}$ is $O(\epsilon^n)$ convergent:

$$\lim_{\lambda \to 0^+} \left\{ \frac{\| \nabla \times B^{(n)} - \rho^{-2} \nabla \rho \times \nabla II \|}{\| \rho^{-2} \nabla \rho \times \nabla II \|} \right\} = \lim_{\lambda \to 0^+} \frac{\| \nabla \eta \times \nabla II^{(n)} \|}{\| \nabla \eta \times \nabla II^{(0)} \|}.$$ (2.43)

2.5.7. The $n^{th}$-order Type-II buoyancy term $\hat{B}^{(n)}$

Consider a set of buoyancy-driven flows with $\mathbf{f} = \nabla \Phi$ and $(\| \mathbf{f} \|/\| \mathbf{A} + \mathbf{C} + \mathbf{D} \|) \sim O(\epsilon^{-1})$. It can be proved that in this circumstance the relative error of $\hat{B}^{(n)}$ is generally $O(\epsilon^n)$ convergent:

$$\lim_{\lambda \to 0^+} \left\{ \frac{\| \nabla \times \hat{B}^{(n)} - \rho^{-2} \nabla \rho \times \nabla II \|}{\| \rho^{-2} \nabla \rho \times \nabla II \|} \right\} = \lim_{\lambda \to 0^+} \frac{\| \nabla \eta \times \left[ \nabla II^{(n)} + \epsilon^{-1} \left( \nabla II_{A}^{(n-1)} + \nabla II_{C}^{(n-1)} + \nabla II_{D}^{(n-1)} \right) \right] \|}{\| \nabla \eta \times \nabla II^{(0)} \|}. $$ (2.44)

This indicates that for such buoyancy-driven flows, $\hat{B}^{(n)}$ has the same scaling of the relative error as $B^{(n)}$, although it requires solving less Poisson equations. Therefore, although we cannot avoid solving extra equations for accurate approximation of the baroclinic torque, computational costs could be properly reduced based on the amplitudes of $\{A, C, D, f\}$.

2.6. Invariance of buoyancy terms under frame transformations

Since body forces and some other terms in the momentum equation may be different in different translating or rotating frames, the invariance of buoyancy terms in different inertial and non-inertial frames should be examined.

2.6.1. Static frame and translating frame

Consider a translating frame moving with speed $\mathbf{v}_0 + \mathbf{a}(t - t_0)$ relative to the static frame. $\mathbf{v}_0$ and $\mathbf{a}$ are assumed to be constant. The flow variables in the static inertial frame are marked with a subscript “I”, while those in the translating frame have no subscript. Assuming that at $t = t_0$ the static frame and the translating frame coincide, the variables have the following transformation

$$\mathbf{u}_I(x, t) = \mathbf{u} (x - \mathbf{v}_0(t - t_0) - \mathbf{a}(t - t_0)^2/2, t) + \mathbf{v}_0 + \mathbf{a}(t - t_0),$$

$$\rho_I(x, t) = \rho (x - \mathbf{v}_0(t - t_0) - \mathbf{a}(t - t_0)^2/2, t).$$ (2.45)

Apparently, in the translating frame there is a non-inertial force $\mathbf{f} = -\mathbf{a}$ similar as a gravity force, and it could be used to construct a buoyancy term $-\rho' \mathbf{a}/\rho_0$ in the translating frame following Boussinesq (1903). However, $-\rho' \mathbf{a}/\rho_0$ could not be found in the static frame where the body force $\mathbf{f}_I = \mathbf{0}$. The buoyancy term corresponding to the convection term (Lopez et al. 2013) is also not invariant under the present transformation:

$$\mathbf{C}_I = \mathbf{C} - \mathbf{v}_0 \cdot \nabla \mathbf{u}.$$ (2.46)
For an \( n \)th-order type-I buoyancy term \( B^{(n)} \) \((n \geq 1)\), see equation (2.30) in §2.4, it can be proved that

\[
B^{(n)} = B^{(n)},
\]

which means that the \( n \)th-order type-I buoyancy term is invariant under the present transformation.

### 2.6.2. Static frame and rotating frame

For simplicity, assume that the angular velocity \( \Omega \) of the rotating frame is constant, \( z \) axis is the rotating axis, and the two frames coincide at \( t = t_0 \). Again, the flow variables in the static inertial frame are marked with a subscript “I”, while those in the rotating frame have no subscript. The variables between two frames have the following transformation:

\[
\begin{align*}
    u_{r,I}(r, \phi, z, t) &= u_r(r, \phi - \Omega(t - t_0), z, t), \\
    u_{\phi,I}(r, \phi, z, t) &= u_\phi(r, \phi - \Omega(t - t_0), z, t) + \Omega r, \\
    u_{z,I}(r, \phi, z, t) &= u_z(r, \phi - \Omega(t - t_0), z, t), \\
    \rho_I(r, \phi, z, t) &= \rho(r, \phi - \Omega(t - t_0), z, t).
\end{align*}
\]

It can be proved that, the buoyancy term \( \rho'C_I/\rho_0 \) constructed with the convection term in the static frame \([\text{Lopez et al. 2013}]\), is not equal to the summation of the buoyancy terms corresponding to the convection term, centrifugal force and Coriolis force in the rotating frame:

\[
C_I = C + \Omega^2 r e_r + 2\Omega u \times e_z - \Omega \left( \frac{\partial u_r}{\partial \phi} e_r + \frac{\partial u_\phi}{\partial \phi} e_\phi + \frac{\partial u_z}{\partial \phi} e_z \right).
\]

For an \( n \)th-order type-I buoyancy term \( B^{(n)} \) \((n \geq 1)\), the invariance under this frame transformation could be proved:

\[
B^{(n)}_I = B^{(n)},
\]

similarly as the procedure corresponding to the frame transformation in §2.6.1.

For the type-II buoyancy terms, although they are sometimes as accurate as the type-I terms with the same orders, they might not have the invariance under frame transformations. Therefore, none of the previous and newly introduced buoyancy terms are invariant under the two frame transformations mentioned above, except for the type-I buoyancy terms.

### 3. Numerical validation

Here we will use the numerical simulation of a vertical convection \([\text{Ng et al. 2015; Shishkina 2016}]\) for an \textit{a posteriori} validation of the derivations in §2. Since we are only considering about the error, both type-I and type-II buoyancy terms can be used, and we will focus on the type-II buoyancy terms due to their higher computational efficiency. It is expected that the simulation results of the modified equations (2.14) equipped with the type-II buoyancy terms \([2.31]\) could converge to the simulation results of the original low-Mach-number equations \([2.1]\) with relative errors of \( O(\epsilon^n) \).
3.1. Original equations

The flow set-up and original governing equations are completely equivalent to those in Wang et al. (2019). Consider a 2-D square cavity with height $H^*$ and width $L^* = H^*$. $x^*, y^*$ are coordinates of horizontal and vertical directions respectively, and $u^*, v^*$ are velocity components in $x^*, y^*$ directions respectively. $T^*$ is the temperature, with left and right walls having constant temperatures $T_{h}^*$ and $T_{c}^*$ respectively, and horizontal walls are adiabatic. Assume that $T_{h}^* > T_{c}^*$ and define the reference temperature $T_r^* = (T_{h}^* + T_{c}^*)/2 = 300$K, so that the parameter $\lambda$ could be defined as $(T_{h}^* - T_r^*)/T_r^*$ to represent the scale of relative temperature variation. In addition, we define gravity acceleration $g^* = -g^* e_y$, reference density $\rho^*$, reference dynamic viscosity $\mu^*$, reference thermal conductivity $\kappa^*_r$, reference isobaric specific heat $c^*_p$, universal gas constant $R^* = 8.314$JK$^{-1}$mol$^{-1}$, reference velocity $u^*_r = (2\lambda g^* L^*)^{1/2}$, reference time scale $t^*_r = L^*/u^*_r$, and reference thermodynamic pressure $p^*_r = \rho^*_r R^* T^*_r$. Following the variable non-dimensionalization:

\[
\begin{align*}
    x &= x^*/L^*, \quad u = u^*/u^*_r, \quad t = t^*/t^*_r, \\
    \rho &= \rho^*/\rho^*_r, \quad p = p^*/p^*_r, \quad \Pi = \Pi^*/(\rho^*_r u^*_r)^2, \quad T = T^*/T_r^*, \\
    \mu &= \mu^*/\mu^*_r, \quad \kappa = \kappa^*/\kappa^*_r, \quad c_p = c^*_p/c^*_p, \quad g = g^*/(L^* - 1)^* u^*_r = -(2\lambda)^{-1} e_y,
\end{align*}
\]

the non-dimensionalized low-Mach-number equations and boundary conditions could be written as (Wang et al. 2019):

\[
\begin{align*}
    \frac{1}{\rho} \frac{d\rho}{dt} + \nabla \cdot u &= 0, \quad (3.2a) \\
    \frac{\partial u}{\partial t} + u \cdot \nabla u &= -\frac{1}{\rho} \nabla \Pi + \frac{1}{\rho} \nabla \cdot T + g, \quad (3.2b) \\
    \frac{\partial T}{\partial t} + u \cdot \nabla T &= -\frac{1}{\rho c_p} \nabla \cdot J + \frac{\Gamma}{\rho c_p} \frac{dp}{dt}, \quad (3.2c) \\
    p &= \rho T, \quad (3.2d) \\
    x = \pm 0.5 : \quad &u = 0, \quad T = 1 \mp \lambda, \quad (3.2e) \\
    y = \pm 0.5 : \quad &u = 0, \quad \partial T/\partial y = 0. \quad (3.2f)
\end{align*}
\]

A sketch illustrating the boundary conditions is shown in Figure 1. The viscous stress
tensor and heat flux are

\[
T = \mu \left[ \nabla u + (\nabla u)^T \right] - \frac{2\mu}{3} I \nabla \cdot u,
\]

\[
J = -\kappa \nabla T,
\]
respectively, where \(\mu, \kappa\) follow the Sutherland laws

\[
\mu = \sqrt{\frac{Pr}{RaT^1.5}} \frac{1 + S_\mu}{T + S_\mu},
\]

\[
\kappa = \sqrt{\frac{1}{RaPrT^1.5}} \frac{1 + S_\kappa}{T + S_\kappa},
\]

with the Rayleigh number \(Ra\) and Prandtl number \(Pr\) defined as

\[
Ra = \frac{2\lambda c_{p,r} p_r^2 g^* L^3}{\mu_r^* \kappa_r^*}, \quad Pr = \frac{c_{p,r} \mu_r^*}{\kappa_r^*},
\]

and with \(S_\mu = 0.368\), \(S_\kappa = 0.648\) corresponding to air at \(T^* = 300\) K. The isobaric specific heat \(c_p\) is assumed to be 1, and the thermodynamic pressure \(p(t)\) is assumed to be uniform in space \cite{Wang et al. 2019}. Noticing that the total mass \(M = \int_V \rho dV\) is constant in \(V = [-0.5, 0.5] \times [-0.5, 0.5]\), the thermodynamic pressure could be computed using the temperature field:

\[
p = M \left( \int_V \frac{dV}{T} \right)^{-1}.
\]

For the thermal resilience term \(\Gamma dp/dt\), \(\gamma = 1.4\) is the specific heat ratio and \(\Gamma = (\gamma - 1)/\gamma\) is a measure of the resilience of the fluid. Using equation (3.2a), (3.2c), (3.2d), (3.6) and the non-penetrative boundary condition, the time derivative of the thermodynamic pressure could be derived:

\[
\frac{dp}{dt} = -\frac{1}{(1 - \Gamma)V} \int_V \nabla \cdot J dV.
\]

Therefore the source term of density (R.H.S. term of (2.1c)) does not explicitly contain velocity:

\[
\frac{d\rho}{dt} = Q = \frac{1}{T} \left( \nabla \cdot J - \frac{1}{V} \int_V \nabla \cdot J dV \right).
\]

Equations (3.2) are solved using a second-order central difference code on a uniform grid. The corresponding hydrodynamic pressure equation (2.3) is solved using the successive over-relaxation (SOR) method. Using a time-stepping approach, steady solutions \((\vec{u}(x), T(x))\) are achieved in the sense of machine precision. The code is validated at \(Ra = 10^6\), \(Pr = 0.71\) and varying \(\lambda\). The Oberbeck-Boussinesq (OB) approximation could be simulated in the present code with \(\lambda \approx 0.0\). With increasing \(\lambda\), the non-Oberbeck-Boussinesq effect will come out and it is significant in the cases with \(\lambda = 0.2, 0.4, 0.6\). The Nusselt numbers \(Nu\) from the present simulations are compared with the reference values from \cite{Wang et al. 2019}. As shown in Table 1, the present code can accurately predict \(Nu\) for all cases with relative deviations less than 0.1%, demonstrating the correctness of the present code in a wide range of \(\lambda\).

Using the present code corresponding to equation (3.2), thirteen simulations are performed on a uniform \(256 \times 256\) grid at \(Ra = 10^6\), \(Pr = 0.71\) and \(\lambda = 0.6 \times (2/3)^n\) with integer \(n\) ranging from 0 to 12. The 13 cases are regarded as the reference cases
Table 1: Comparison of the Nusselt numbers $Nu$ at $Ra = 10^6$, $Pr = 0.71$ and varying $\lambda$ from present simulations and the reference works from Wang et al. (2019). The grid is uniform and its number is $256 \times 256$.

| $Ra$ | $10^6$ (OB) | $10^6 (\lambda = 0.2)$ | $10^6 (\lambda = 0.4)$ | $10^6 (\lambda = 0.6)$ |
|------|-------------|--------------------------|--------------------------|--------------------------|
| $Nu$ | 8.832       | 8.814                    | 8.735                    | 8.597                    |
| $Nu_{ref}$ | 8.830 | 8.806                    | 8.732                    | 8.602                    |
| $|Nu - Nu_{ref}|/Nu_{ref}$ | $2.3 \times 10^{-4}$ | $9.1 \times 10^{-4}$ | $3.4 \times 10^{-4}$ | $5.8 \times 10^{-4}$ |

with the steady flow fields $(\bar{u}(x; \lambda), \bar{T}(x; \lambda))$, which will be used to assess the results corresponding to different orders of the type-II buoyancy terms.

### 3.2. Modified equations

In order to apply the type-II buoyancy terms, the modified equations can be obtained following the procedure described in §2.3:

\[
\frac{1}{\rho} \frac{d\rho}{dt} + \nabla \cdot \mathbf{u} = 0, \quad (3.9a)
\]

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho_0} \nabla \tilde{P} + \frac{1}{\rho} \nabla \cdot \mathbf{T} + \mathbf{g} + \mathbf{B}, \quad (3.9b)
\]

\[
\frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T = -\frac{1}{\rho c_p} \nabla \cdot \mathbf{J} + \frac{\Gamma}{\rho c_p} \frac{dp}{dt}, \quad (3.9c)
\]

\[
p = \rho T, \quad (3.9d)
\]

\[
x = \pm 0.5 : \mathbf{u} = 0, T = 1 \mp \lambda, \quad (3.9e)
\]

\[
y = \pm 0.5 : \mathbf{u} = 0, \partial T/\partial y = 0, \quad (3.9f)
\]

with the basic parameters and equations (3.3)-(3.8) being the same as §3.1. $\rho_0$ is chosen as $p/T_r$, so that $\epsilon = \max_V |\rho'/\rho| \equiv \lambda$. The definitions of $\mathbf{A}, \mathbf{C}, \mathbf{D}, f$ and the corresponding hydrodynamic pressures are the same as those defined in §2.1.

Since $\|f\| \sim O(\epsilon^{-1})$ and $\|\mathbf{A} + \mathbf{C} + \mathbf{D}\| \sim O(1)$, an $n$th-order type-II buoyancy term $\hat{\mathbf{B}}^{(n)}$ has a relative error of $O(\epsilon^n)$ according to §2.5. Apparently the error of $\hat{\mathbf{B}}^{(n)}$ is also $O(\epsilon^n)$. Four groups of steady flow fields are defined corresponding to different orders of type-II buoyancy terms:

\[
(\hat{\mathbf{u}}^{(1)}, \hat{T}^{(1)}) : \hat{\mathbf{B}}^{(1)} = \frac{\rho'}{\rho} \mathbf{g}, \quad (3.10a)
\]

\[
(\hat{\mathbf{u}}^{(2)}, \hat{T}^{(2)}) : \hat{\mathbf{B}}^{(2)}, \quad (3.10b)
\]

\[
(\hat{\mathbf{u}}^{(3)}, \hat{T}^{(3)}) : \hat{\mathbf{B}}^{(3)}, \quad (3.10c)
\]

\[
(\hat{\mathbf{u}}^{(\infty)}, \hat{T}^{(\infty)}) : \hat{\mathbf{B}}^{(\infty)} = \mathbf{B}^\dagger. \quad (3.10d)
\]

It can be seen that $\hat{\mathbf{B}}^{(1)}$ is valid with $O(\epsilon)$ error, and does not require solving any extra Poisson equation. $\hat{\mathbf{B}}^{(2)}$ is more accurate with $O(\epsilon^2)$ error, but requires solving one extra Poisson equation for each time step. Similarly, $\hat{\mathbf{B}}^{(3)}$ has $O(\epsilon^3)$ error but requires solving two extra Poisson equations for each time step. $\hat{\mathbf{B}}^{(\infty)}$ theoretically requires solving infinitely many times of Poisson equations for each time step.
Figure 2: Contour of normalized temperature $\theta$. Isolines correspond to values $-0.4 : (0.1) : 0.4$. (a-d) $\lambda = 0.6$. (e-h) $\lambda = 0.178$. (a,e) Contour and solid isolines of $\bar{\theta}$. (b,f) Contour and solid isolines of $\bar{\theta}^{(1)}$. (c,g) Contour and solid isolines of $\bar{\theta}^{(2)}$. (d,h) Contour and solid isolines of $\bar{\theta}^{(3)}$. (b-d,f-h) Purple dashed isolines of $\bar{\theta}$ of the corresponding $\lambda$.

Figure 3: Relative errors of steady flow fields. (a) Relative errors of the velocity fields. (b) Relative errors of the temperature fields.

Equations (3.9) are solved using a finite-difference code which is almost the same as that described in §3.1, except that the Poisson equations are decoupled using discrete cosine transform (DCT) and solved directly (Zhang & Bao 2015; Zhang et al. 2020). The simulation results using this code and the Boussinesq approximation are compared with those in de Vahl Davis & Jones (1983) or Wang et al. (2019) for $Ra = 10^4, 10^5, 10^6$ and $Pr = 0.71$, and the relatives errors are again less than 0.1%. Although an infinite sequence of Poisson equations are required for computing $\mathbf{B}^{(\infty)}$ theoretically, solving 100 extra Poisson equations for each time step is sufficient to make the residual converge to 0 in the sense of machine precision for $\epsilon \leq 0.6$. Each group of flow fields described by equations (3.10a)-(3.10d) corresponds to 13 cases described in §3.1, that is, $Ra = 10^6$, $Pr = 0.71$ and $\lambda = 0.6 \times (2/3)^n$ with integer $n$ ranging from 0 to 12.

3.3. Simulation results

A normalized temperature is defined as $\theta = (T - 1)/2\lambda$. Figure 2 shows the contours of $\bar{\theta}, \bar{\theta}^{(1)}, \bar{\theta}^{(2)}, \bar{\theta}^{(3)}$, with parameter $\lambda = 0.6$ and $\lambda = 0.178$. Here $\lambda = 0.6$ corresponds
to a large density variation \((\max \nabla \rho / \min \nabla \rho = 4)\), and \(\lambda = 0.178\) corresponds to a medium density variation \((\max \nabla \rho / \min \nabla \rho = 1.43)\). For a large density variation \((\lambda = 0.6)\), Figure 2(b) indicates that the first-order type-II buoyancy term \(B^{(1)}\) is a very coarse approximation and could only predict qualitative properties of the steady flow. To improve the accuracy, \(B^{(2)}\) with a higher order could be used, and Figure 2(c) shows that the error is very small. It should be emphasized that \(B^{(2)}\) only requires solving one extra Poisson equation. For even better approximation, \(B^{(3)}\) could be used (Figure 2(d)) but it requires solving two extra Poisson equations. Fortunately, when the density variation is not so large \((\lambda = 0.178)\), solving one extra Poisson equations seems sufficient, because the error of \(B^{(2)}\) is already unnoticeable, as indicated by Figure 2(g).

To show the accuracy of type-II buoyancy terms and the “exact” buoyancy term in detail, the relative errors of steady \(\bar{u}\) and \(\bar{\theta}\) fields corresponding to buoyancy terms \(B^{(1)}, B^{(2)}, B^{(3)}, B^{(\infty)}\) are shown in Figure 3. It is clearly seen that using the type-II buoyancy terms \(B^{(1)}, B^{(2)}, B^{(3)}\) with errors \(O(\epsilon), O(\epsilon^2)\) and \(O(\epsilon^3)\) respectively, the relative errors of \((\bar{u}, \bar{\theta})\) are \(O(\epsilon), O(\epsilon^2)\) and \(O(\epsilon^3)\) correspondingly. Since \(\|\bar{u}\|\) is \(O(1)\), we may arrive at the conclusion that the \(a \ posteriori\) errors of steady velocity fields have the same scaling as the theoretical errors of the corresponding buoyancy terms. For the “exact” buoyancy term \(B^{\dagger} = B^{(\infty)}\) with no error theoretically, it can also be seen from Figure 3 that the steady flow fields \((\bar{u}^{(\infty)}, \bar{T}^{(\infty)})\) are equal to \((\bar{u}, \bar{T})\) in the sense of machine precision. From the above results, we have confirmed by numerical simulations that for \(\epsilon \leq 0.6\) \((\max \nabla \rho / \min \nabla \rho \leq 4)\), the modified equation (3.9) with the “exact” buoyancy term \(B^{\dagger} = B^{(\infty)}\), is equivalent to the original low-Mach-number equations (3.2).

Figure 3 can further suggest the valid \(\epsilon\) range for each buoyancy term to achieve the required accuracy. For example, if the error bound is 1\% for both the velocity and temperature fields, \(B^{(1)}\) could only be used for \(\epsilon \leq 0.035\), while the more accurate \(B^{(2)}\) could be used for \(\epsilon \leq 0.267\), and \(B^{(3)}\) is valid for \(\epsilon \leq 0.4\).

It should be noted that the spectral Poisson solver could be much more efficient than many iterative solvers for the present problem size, although the type-II buoyancy terms often require solving extra Poisson equations. Therefore, the simulation using the modified equations with type-II buoyancy terms can be sometimes more efficient than that using the original low-Mach-number equations.

4. Conclusion

In the present paper, a regular perturbation method is applied to the hydrodynamic pressure equation, leading to a sequence of Poisson equations. The solutions of the Poisson equations form a series expansion of baroclinic torque and thus the error analysis of any buoyancy term can be performed, which could help to recognize and prevent invalid buoyancy terms. In addition, new types of buoyancy terms, namely the \(n^{th}\)-order partial buoyancy terms, type-I buoyancy terms, and type-II buoyancy terms, are then constructed with the perturbation solutions, and they are proved to be accurate theoretically and numerically.

Although the low-Mach-number equations can be used in the numerical simulations of flows with significant density variation, they may cause troubles in theoretical analysis due to the coupling of the pressure and density. The present perturbation analysis of the baroclinic torque allows to modify the momentum equation of the original low-Mach-number equations by introducing new types of buoyancy terms, and the hydrodynamic pressure in the modified momentum equation satisfies the Poisson equation. This could
greatly simplify some theoretical analysis because it only requires solving the Poisson equations for the momentum equation and the buoyancy term. In addition, with new types of buoyancy terms, some numerical codes with spectral Poisson solvers can be used to simulate flows with significant density variation.
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