ON THE REGULARIZATION OF ODES VIA IRREGULAR PERTUBATIONS

R. CATELLIER AND M. GUBINELLI

Abstract. We consider the ODE \( dx_t = b(t, x_t)dt + dw_t \) where \( w \) is a continuous driving function and \( b \) is a time-dependent vector field which possibly is only a distribution in the space variable. We quantify the regularizing properties of an arbitrary continuous path \( w \) on the existence and uniqueness of solutions to this equation. In the particular case of a function \( w \) sampled according to the law of the fractional Brownian motion of Hurst index \( H \in (0, 1) \), we prove that almost surely the ODE admits a solution for all \( b \) for which the space-time Fourier transform \( \hat{b} \) satisfy

\[
(1 + \log^{1/2}(1 + |\omega|))(1 + |\xi|)\alpha |\hat{b}(\omega, \xi)| \in L^{1,\infty}_\omega(\mathbb{R} \times \mathbb{R}^d).
\]

with \( \alpha > -1/2H \). If \( \alpha > 1 - 1/2H \) then the solution is unique among a natural set of continuous solutions. Moreover if \( H > 1/3 \) and \( \alpha > 3/2 - 1/2H \) or if \( \alpha > 2 - 1/2H \) then the equation admits a unique Lipschitz flow. Note that when \( \alpha < 0 \) the vectorfield \( b \) is only a distribution, nonetheless there exists a natural notion of solution for which the above results apply.

1. Introduction

In [4] A. M. Davie showed that the integral equation

\[
x_t = x_0 + \int_0^t b(s, x_s)ds + w_t, \quad t \in [0, 1]
\]

with \( x, w \in C([0, 1]; \mathbb{R}^d) \) and \( b : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d \) bounded and measurable has a unique continuous solution for almost every path \( w \) sampled from the law of the \( d \)-dimensional Brownian motion. This can be interpreted as a phenomenon of regularization by noise, in the sense that it is well known that the same equation without \( w \) can show non-uniqueness. Here it is the irregular character of the noise which act as to smooth out the irregular vector field \( b \) and guarantees uniqueness.

Regularization by noise in the case of SDE driven by Brownian motion is by nowadays a well understood subject: see for example Veretennikov, Krylov and Roeckner, Flandoli, Gubinelli and Priola, Zhang, etc... All these work are essentially based of the use of Itô calculus to highlight the regularizing properties of Brownian paths. Davie’s contribution is more subtle in the sense that it is a result for an ODE and not for the related SDE, i.e. the solution is studied as a continuous path and not as a continuous adapted process on some probability space. This has been clearly pointed out by Flandoli which called these more general solutions path-by-path.
Regularization by (fast) oscillation is an interesting phenomenon which happens also in some PDE situations, for example for Korteweg-de-Vries equation \([1, 15]\) and for fast-rotating Euler and Navier-Stokes equations \([2]\). We would like to point out that the technique of Young integration we employ is essentially the same used in the paper \([15]\) and take inspiration in the theory of rough paths \([7, 8, 14]\). We believe that this approach can be fruitful also in other situations.

The aim of the present paper is to analytically characterize this regularization effect for general continuous perturbation \(w\) (random or not) to the evolution dictated by an irregular vectorfield. It turns out that a convenient space of vectorfields for which our approach works well is the following

**Definition 1.** Let \(\alpha \in \mathbb{R}\) and

\[
N_\alpha(f) = \int_{\mathbb{R} \times \mathbb{R}^d} |\hat{f}(\omega, \xi)| (1 + |\xi|)^\alpha (1 + \log^+(1 + |\omega|)) d\omega d\xi
\]

and \(FL^\alpha(\mathbb{R} \times \mathbb{R}^d) = \{ f \in S'(\mathbb{R} \times \mathbb{R}^d) : N_\alpha(f) < \infty \}\). Then \(N_\alpha\) is a norm on \(FL^\alpha(\mathbb{R} \times \mathbb{R}^d)\).

In some cases it will be useful to work in the autonomous case. That is for \(f \in FL^\alpha(\mathbb{R}^d)\) where

**Definition 2.** Let \(\alpha \in \mathbb{R}\). Let \(N_\alpha(f) = \int_{\mathbb{R} \times \mathbb{R}^d} |\hat{f}(\xi)| (1 + |\xi|)^\alpha d\xi\) and define \(FL^\alpha(\mathbb{R}^d) = \{ f \in S'(\mathbb{R}^d) : N_\alpha(f) < \infty \}\)

If \(\alpha \geq 0\) and \(f \in FL^\alpha\) implies that \(\hat{f}\) is in \(L_1\) and \(f\) is bounded continuous function. Furthermore if \(\alpha \geq 1\), \(f \in FL^\alpha\) is globally Lipschitz continuous in the second variable. Furthermore for \(\alpha \in (0, 1)\), \(f \in FL^\alpha\) is globally H"older continuous in the second variable. Note that if \(\alpha < 0\) then the vectorfields are only distributions.

As an application of our results we obtain existence and uniqueness of solutions of the ODE for distributional vectorfields \(b\) in the case when \(w\) is sampled according to the law of the fractional Brownian motion (fBm) of arbitrary Hurst parameter \(H \in (0, 1)\).

The fBm has the advantage of being a quite simple process for which many other results about existence and uniqueness of associated SDE are available \([11]\). More interestingly, the Itô calculus approach used in most of the papers on the regularization effect for Brownian motion, is not easily extendable to the fBm case. The freedom in the choice of the Hurst parameter give us the possibility to explore the effect of the irregularity of the perturbation on the regularization phenomenon.

All these results will hold outside an exceptional set of zero measure with respect to the fBm law. For sufficiently regular \(b\) we are able to show that this exceptional set does not depend on the data of the problem, i.e. on the initial point \(x_0\) and on the vectorfield \(b\). This will allow to solve the corresponding SDE for quite general random \(b\). Note that even in the case of the Brownian motion this was an open problem \([6]\) since the usual approach cannot be applied in this case. Allowing random \(b\) opens the way to the study of a general class of stochastic transport equations where the drift itself depends on the solution.
Now let $d \geq 1$ and consider a $d$-dimensional fractional Brownian motion $(W_t)_{t \in [0,1]}$ with Hurst parameter $H \in (0,1)$ on a given stochastic basis $(\Omega, \mathcal{F}, P)$. Consider $b \in \mathcal{F}L^\alpha$ for some $\alpha > -1/2H$. Then in this setting we will be able to prove the following theorem.

**Theorem 1.** Assume $H \geq 1/2$ and $\alpha > -1/2H$. For all $b \in \mathcal{F}L^{\alpha+1}$ and $x_0 \in \mathbb{R}^d$ there exists a set $N_{b,x_0} \in \mathcal{F}$ (which depends on $b$ and $x_0$) with $P(N_{b,x_0}) = 0$ and such that for all $w \notin N_{b,x_0}$ the equation (1) admits a unique solution in $C^0([0,1], \mathbb{R}^d)$.

These solutions are path-by-path solutions of the corresponding ODE, according to the definition of Flandoli.

When $\alpha < 0$ the drift is only a distribution. However in some cases we are still able to give a meaning to the ODE and to show uniqueness in a suitable class of solutions. It turns out that the right space where to look for solutions is a space of paths which do not look very different from the additive perturbation:

**Definition 3.** The space $Q^\gamma_w$ of $(w, \gamma)$-controlled paths is the space

$$Q^\gamma_w = \{ x \text{ continuous path on } [0,1] : (x-w) \in C^{0,\gamma} \}$$

where $C^{0,\gamma}$ is the space of $\gamma$-Hölder functions.

Then the following holds

**Theorem 2.** Assume now $H > 0$, $\alpha > -1/2H$ and take $\gamma = 5/8 + (H\alpha)/4 > 1/2$. Then

i) almost surely for all $b$ in $\mathcal{F}L^\alpha$ and all smooth approximations $(b_n)_{n \geq 1}$ converging to $b$ in $\mathcal{F}L^\alpha$, the following limit exists

$$\lim_n \int_0^t b_n(s,x_s)ds,$$

for any continuous path $x \in Q^\gamma_w$ and is independent of the specific sequence $(b_n)_{n \geq 1}$.

ii) almost surely for all $b$ in $\mathcal{F}L^{\alpha+1}$ there exists a solution $x \in Q^\gamma_w$ of the equation

$$x_t = x_0 + \int_0^t b(s,x_s)ds + w_t, \quad t \in [0,1]$$

where the integral of $b$ is understood according the limiting procedure given in eq. (2) above.

iii) if $b \in \mathcal{F}L^{\alpha+1}$ then there exists an null set $N_{b,x_0}$ depending on $b$ and $x_0$ such that this solution is unique in $Q^\gamma_w$ for all $w \notin N_{b,x_0}$.

Under some more restricting conditions on the vectorfield $b$ we can prove that the exceptional set does not depend on the data of the problem and in this situation we obtain also more informations on the dependence of the solution on the data.

**Theorem 3.** For all $\alpha > -1/2H$ and suitable $\gamma > 1/2$ there exists a full measure set of fBm paths for which the following holds: for all $b \in \mathcal{F}L^{\alpha+\gamma+1}$ with $\alpha + \gamma + 1 > 0$ or $b \in \mathcal{F}L^{\alpha+2}$ the flow map $x_0 \to X_t$ is lipschitz uniformly in time.
Note that in this case, since the exceptional set is independent of the vectorfield $b$, we are allowed to take a random vectorfield $w \mapsto bw$ (without any further regularity condition on the dependence on $w$ beside measurability) and still obtain existence and uniqueness of a Lipschitz flow.

The plan of the paper is the following. In Sect. 2 we lay out a path-wise approach to the estimation of the regularization properties of an arbitrary continuous path, this will need tools from the theory of Young integration. In Sect. 3 we will develop such tools and use them in Sect. 4 to prove existence and uniqueness of solutions to Young-type equations. Then in Sect. 5 we introduce suitable norms to control the regularization properties of paths and use them in Sect. 6 to obtain information about the fractional Brownian motion which jointly with the general theory for the Young equation will in particular allow to prove the above theorems.

2. Regularization by oscillations

As already said, we intend to study the equation

$$x_t = x_0 + \int_0^t b(s, x_s)ds + w_t$$

where $w : \mathbb{R}_+ \to \mathbb{R}^d$ is a continuous function (with $w_0 = 0$) and $b : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d$ is a (time-dependent, distributional) vectorfield. We think $w$ as a very rough function whose oscillations dominate in small time scales the effects of the integrated vectorfield $b$. In this situation the function $x$ behave in small scales very much like $w$ and the effects of $b$ are seen only via a average over these fast oscillations. All this will cooks up some regularization effect which will allow to prove existence and uniqueness even when the vectorfield $b$ does not enjoys nice space regularity.

To highlight the effect of the translations induced by $w$ on the flow of $b$ let us introduce the change of variables $\theta_t = x_t - w_t$ so that the above equation now reads:

$$\theta_t = \theta_0 + \int_0^t b(s, w_s + \theta_s)ds$$

If we believe that $w$ oscillate faster than $\theta$ then seems reasonable to approximate the integral in the r.h.s. by a sum over a partition $t_0 = 0, \ldots, t_n = t$ of $[0, t]$ where we have freezed the $\theta$ parameter at the initial time of each segment:

$$\int_0^t b(s, w_s + \theta_s)ds \simeq \sum_{i=0}^{n-1} \int_{t_i}^{t_{i+1}} b(s, w_s + \theta_s)ds = \sum_{i=0}^{n-1} (\sigma^w_{[t_i, t_{i+1}]} b)(\theta_t)$$

and where we introduced the operator $\sigma^w_{[s, t]}$ to denote this time averaging along the flow of $w$ for the interval $[s, t]$:

$$(\sigma^w_{[s, t]} b)(x) = \int_s^t b(u, w_u + x)du.$$
which we naturally denote by
\[ \int_0^t (\sigma_{ds}^w b)(\theta_s) = \lim_{n \to \infty} \sum_{i=0}^{n-1} (\sigma_{[t_i,t_{i+1}]}^w b)(\theta_{t_i}). \]

and we will have an alternative formulation of the above, classical, ODE, as an integral equation involving the time-dependent vectorfield \( \sigma_{[s,t]}^w b \) which is an averaged version of \( b \). The integral appearing in this equation is a kind of non-linear Young integral [16]. Existence and uniqueness of solutions for equations involving Young integrals are by now standard [7,8,14] and easily extended to this context as shown below. In particular the equation
\[ \theta_t = \theta_0 + \int_0^t (\sigma_{ds}^w b)(\theta_s) \]
will have a solution \( \theta \in C^\gamma([0,T], \mathbb{R}^d) \) (the space of \( \gamma \)-Hölder continuous functions on \( \mathbb{R}^d \)) provided \( (x,t) \mapsto (\sigma_{[0,t]}^w b)(x) \) is a \( \gamma \)-Hölder function of time, Lipshitz in space with \( \gamma > 1/2 \), that is
\[ |(\sigma_{s,t}^w b)(x) - (\sigma_{s,t}^w b)(y)| \lesssim_{w,b} |x-y| |t-s|^{\gamma} \]
for all \( x, y \in \mathbb{R}^d \) and \( 0 \leq s \leq t \leq T \). Note that some space regularity is already needed to have existence (compare with the classical setup where bounded vectorfields are sufficient to existence). Uniqueness in this context will require still more space regularity, in particular it will hold as soon as the following four-point estimate applies
\[ |(\sigma_{s,t}^w b)(x) - (\sigma_{s,t}^w b)(y)| - |(\sigma_{s,t}^w b)(z) - (\sigma_{s,t}^w b)(h)| \lesssim_{w,b} |(x-y) - (z-h)| |t-s|^{\gamma}. \]

Another strategy to prove uniqueness is to consider the difference between two solutions \( x \) and \( x' \). Let \( \Delta_t = x_t - x'_t = \theta_t - \theta'_t \) which solves the equation
\[ \Delta_t = \int_0^t (\sigma_{ds}^w b)(\theta_s) - \int_0^t (\sigma_{ds}^w b)(\theta_s + \Delta_s) = \int_0^t (\sigma_{ds}^w b)(\theta_s) - \int_0^t (\sigma_{ds}^w b)(\Delta_s) \]
where we used the definition of the averaging operator \( \sigma \). In that case a sufficient condition to prove that \( \Delta_t = 0 \) for all \( t \geq 0 \) is that the estimate
\[ |(\sigma_{s,t}^w b)(x) - (\sigma_{s,t}^w b)(y)| \lesssim_{x,b} |x-y| |t-s|^{\gamma} \]
remains valid also for \( \sigma \) for all \( x, y \in \mathbb{R}^d \) and \( 0 \leq s \leq t \leq T \).

In order for these estimations to be useful we need a way to link the regularity of the original vectorfield \( b \) with its averaged version \( \sigma_{[s,t]}^w b \) along an arbitrary continuous path \( w \).

**Definition 4** (the averaging constant of \( w \)). *Given two Banach spaces of vectorfields \( V, W \) we define the averaging constant \( K_w^\gamma(V,W) \) of \( w \) between \( V \) and \( W \) by*
\[
K_w^\gamma(V,W) = \sup_{f \in V} \sup_{0 \leq s < t \leq T} \frac{\|\sigma_{[s,t]}^w f\|_W}{\|f\|_V |t-s|^{\gamma}}
\]

and in the following we denote \( K_w^{\alpha,\gamma} = K_w^\gamma(\mathcal{F}L^\alpha, C^0(\mathbb{R}^d; \mathbb{R}^d)) \).
For \( f \in \mathcal{F}L^0 \) we use the representation

\[
(\sigma_{s,t}^w f)(x) = \int_s^t f(u, w_u + x) du = \int_{\mathbb{R} \times \mathbb{R}^d} \hat{f}(\omega, \xi) Y_{s,t}^w(\omega, \xi) e^{i\xi \cdot x} d\omega d\xi
\]

where

\[
Y_{s,t}^w(\omega, \xi) = \int_s^t e^{i\xi \cdot w_u + i\omega u} du
\]

which means that

\[
|(\sigma_{s,t}^w f)(x)| \leq K_{\alpha,\gamma}^w N_\alpha(f)|t - s|^{\gamma}
\]

with

\[
K_{\alpha,\gamma}^w = \sup_{0 \leq s < t \leq 1} \sup_{\xi \in \mathbb{R}^d, \omega \in \mathbb{R}} \frac{|Y_{s,t}^w(\omega, \xi)|}{(1 + |\xi|^\alpha (1 + \log^2 (1 + |\omega|)) |t - s|^{\gamma}}
\]

From this estimate it is easy to deduce the following theorem

**Theorem 4.** If \( K_{\alpha,\gamma}^w < \infty \) the linear map \( f \mapsto \sigma_{s,t}^w f \) can be extended in a continuous way to the whole \( \mathcal{F}L^\alpha \) such that \( \sigma_{s,u}^w f(x) + \sigma_{u,t}^w f(x) = \sigma_{s,t}^w f(x) \) and that the bound given by eq. (5) holds.

In particular whenever \( K_{\alpha,\gamma}^w < \infty \), property which in some sense characterize the regularizing effect of the path \( w \), we have good estimates for the averaged field \( \sigma^w f \) and we are in position to prove the following theorem.

**Theorem 5.** Assume that \( K_{\alpha,\gamma}^w < \infty \) for some \( \alpha \in \mathbb{R} \) and \( \gamma > 1/2 \). Then there exists a solution \( \theta(x_0) \in C^{\gamma}([0, 1], \mathbb{R}^d) \) to the Young-type equation

\[
\theta_t(x_0) = x_0 + \int_0^t (\sigma_{s,t}^w b)(\theta_s(x_0))
\]

for any \( b \in \mathcal{F}L^{\alpha+1} \). If \( b \in \mathcal{F}L^{\alpha+2} \) (or \( \alpha + \gamma > 0 \) and \( b \in \mathcal{F}L^{\alpha+\gamma+1} \)) this is the unique \( \gamma \)-Hölder solution to this equation, and for all \( t \in [0, 1] \), the flow map \( x_0 \to \theta_t(x_0) \) is well defined and Lipschitz continuous, uniformly in time.

When \( \alpha \geq -1 \) the vectorfield \( b \) is continuous and this solutions are simply solutions to the classical ODE

\[
\theta_t = \theta_0 + \int_0^t b(u, w_u + \theta_u) du
\]

In the case that \( \alpha < -1 \) the vectorfield \( b \) is a distribution and the previous ODE does not make sense. In that situation the “classical” meaning of these solution is the following. For any sequence of smooth vectorfields \( b_n \) converging to \( b \) in \( \mathcal{F}L^{\alpha+1} \) we have

\[
\int_0^t b_n(u, w_u + \theta_u) du = \int_0^t (\sigma_{s,t}^w b_n)(\theta_s) \to \int_0^t (\sigma_{s,t}^w b)(\theta_s)
\]

by continuity of the Young integral and of the averaging with respect to the norm of \( \mathcal{F}L^{\alpha+1} \) so that \( \theta \) solves the equation

\[
\theta_t = \theta_0 + \lim_n \int_0^t b_n(u, w_u + \theta_u) du
\]
where the r.h.s. is well defined for any \( \theta \in C^\gamma([0,1],\mathbb{R}^d) \) and any sequence of regular vectorfields \((b_n)_{n \geq 1}\) such that \(N_{n+1}(b_n - b) \to 0\). Moreover the limit does not depend on the particular sequence but only on \(b\) so that we can identify
\[
\int_0^t b(u, w_u + \theta_u)du = \lim_n \int_0^t b_n(u, w_u + \theta_u)du
\]
and give meaning to the ODE with a distributional drift \(b\).

One of the aims of this paper is to show that the above program can be carried on successfully in the case of \(w\) given by a path of a fractional Brownian motion \(W\) of Hurst parameter \(H \in (0, 1)\).

3. The ODE as an Equation Driven by a Rough Path

In this section we will define a Young integral [8, 16] for non linear operators. Let us first remind some definitions. If \(V\) and \(W\) are two Banach spaces, we define
\[
C^{0,\nu}(V, W) := \left\{ h : V \to W : \|h\|_{C^\nu(V, W)} := \sup_{\substack{u, v \in V, \nu, \rho, \vartheta > 0, \nu, I, \vartheta, t, s, \rho \in V, W}} \frac{\|h(u) - h(v)\|_W}{\|u - v\|^{\nu}_V} < \infty \right\}
\]
and \(\|\cdot\|_\nu = \|\cdot\|_{C^\nu(V, W)}\) is a semi-norm on \(\text{Lip}(V, W)\). When \(\nu = 1\) we will denote \(\text{Lip}(V, W) = C^{0,1}(V, W)\). If \(I \subset \mathbb{R}\) is an interval we let \(\|f\|_{\nu, I} = \|f\|_\nu\) the corresponding Hölder semi-norm.

**Theorem 6.** Let \(\nu, \rho, \vartheta > 0\) with \(\nu + \vartheta \rho > 1\), and \(V\) and \(W\) two Banach spaces and \(I\) an interval on \(\mathbb{R}\). Let \(G \in C^{0,\nu}(I, C^{0,\vartheta}(V, W))\) and \(f \in C^{0,\rho}(I, V)\). Let \(s, t \in I\) with \(s \leq t\). Then the following limit exists and is independent of the partition
\[
\int_s^t G_{du}(f_u) := \lim_{\Pi \to 0} \int_{[s,t]} (G_{t_{i+1}} - G_{t_i})(f_{t_i})
\]
Furthermore
\[
\int_s^t G_{dr}(f_r) = \int_s^u G_{dr}(f_r) + \int_u^t G_{dr}(f_r)
\]
\[
\left\| \int_s^t G_{dr}(f_r) - (G_t - G_s)(f_s) \right\|_W \leq C_{\nu, \rho, \vartheta} \|G\|_{\nu, I} \|f\|^{\rho, \vartheta, \vartheta}_{\nu, I} |t-s|^{\nu+\vartheta \rho}
\]
(3) For all \(s \leq t \in I\), the map \((f, G) \mapsto \int_s^t G_{dr}(f_r)\) is continuous as a function of \((C^{0,\rho}(I, V), \|\cdot\|_{\infty, [s,t]}) \times (C^{0,\vartheta}(I, C^{0,\vartheta}(V, W)), \|\cdot\|_{\vartheta, [s,t]}))\) onto \(W\).

**Proof.** Let \(s, t \in I\) with \(s \leq t\) be fixed until the end of the proof. Suppose first that \(G\) is differentiable (in time) and \(G' \in C^{0,\nu}(I, C^{0,\vartheta}(V, W))\), and of course \(G \in C^{0,\nu}(I, C^{0,\vartheta}(V, W))\). Then we define for \(s \leq t\)
\[
\int_s^t G_{du}(f_u) := \int_s^t G_{u}'(f_u)du := I_{s,t}(f, G)
\]
and also define
\[ J_{s,t}(f, G) := I_{s,t}(f, G) - G_{s,t}(f) \]
where \( G_{s,t} = G_{t} - G_{s} \). For \( u \in [s, t] \) we have
\[ J_{s,t}(f, G) = J_{s,u}(f, G) + J_{u,t}(f, G) + G_{u,t}(f_u) - G_{u,t}(f_s) \]
hence, for \( n \geq 1, i \in \{0, \ldots, 2^n\} \) and \( t^n_i = s + (t - s)i2^{-n} \),
\[ J_{s,t}(f, G) = \sum_{i=0}^{2^n-1} J_{t^n_i, t^n_{i+1}}(f, G) + \sum_{k=1}^{2^k-1} \sum_{i=1}^{n} \left( G_{t^n_{k-1}, t^n_{k}}(f_{t^n_{k-1}}) - G_{t^n_{k-1}, t^n_{k+1}}(f_{t^n_{k-1}}) \right) \]
But, as \( G \) is smooth, the following computation holds
\[
\left\| J_{t^n_i, t^n_{i+1}}(f, G) \right\|_W \leq \int_{t^n_i}^{t^n_{i+1}} \left\| G'_{u}(f_u) - G'_{u}(f_{t^n_i}) \right\|_W \, du \\
\leq \int_{t^n_i}^{t^n_{i+1}} \left\| G'_{u} \right\|_\varphi \left\| f_u - f_{t^n_i} \right\|_V^{\varphi} \, du \\
\leq \int_{t^n_i}^{t^n_{i+1}} \left( \left\| G'_{u} \right\|_\nu,1 |u|^\nu + \left\| G'_0 \right\|_\phi \right) \left\| f \right\|_\rho \left| u - t^n_i \right|^\rho \, du \\
\leq C_{f,G,s,t} 2^{-(1+\varphi)\rho n}
\]
hence
\[
\left\| \sum_{i=0}^{2^n-1} J_{t^n_i, t^n_{i+1}}(f, G) \right\|_W \leq C_{f,G,s,t} 2^{-n\varphi \rho} \to 0 \quad \text{as} \quad n \to \infty
\]
and then
\[
\left\| J_{s,t}(f, G) \right\|_W \leq \sum_{k=1}^{2^k-1} \sum_{i=1}^{n} \left\| G_{t^n_{k-1}, t^n_{k}}(f_{t^n_{k-1}}) - G_{t^n_{k-1}, t^n_{k+1}}(f_{t^n_{k-1}}) \right\|_W
\]
For \( k \geq 1 \) and \( i \in \{1, \ldots, 2^k - 1\} \), we have
\[
\left\| G_{t^n_{k-1}, t^n_{k}}(f_{t^n_{k-1}}) - G_{t^n_{k-1}, t^n_{k+1}}(f_{t^n_{k-1}}) \right\|_W \leq \left\| G_{t^n_{k-1}, t^n_{k}} \right\|_\phi \left\| f_{t^n_{k-1}} - f_{t^n_{k+1}} \right\|_V^{\varphi} \\
\leq \left\| G \right\|_{\nu,[s,t]} \left\| f \right\|_\rho,1 \left| t - s \right|^\varphi \rho^{2(\nu+\varphi)k}
\]
Hence, the following bound holds
\[
\sum_{k=1}^{\infty} \sum_{i=1}^{2^k-1} \left\| G_{t^n_{k-1}, t^n_{k}}(f_{t^n_{k-1}}) - G_{t^n_{k-1}, t^n_{k+1}}(f_{t^n_{k-1}}) \right\|_W \\
\leq \left\| G \right\|_{\nu,[s,t]} \left\| f \right\|_\rho,1 \left| t - s \right|^\varphi \rho^{\nu+\varphi} \sum_{k=1}^{\infty} \sum_{i=1}^{2^k-1} 2^{-(\nu+\varphi)k} \\
\leq \frac{2^{-(\varphi \rho + \nu - 1)}}{1 - 2^{-(\varphi \rho + \nu - 1)}} \left\| G \right\|_{\nu,[s,t]} \left\| f \right\|_\rho,1 \left| t - s \right|^\varphi \rho + \nu
\]
Which proves the result for $G$ smooth. Let now $G \in C^{0,\nu}(I, C^{0,\delta}(V,W))$ and $f$ as wanted. Let $G^n$ smooth as above such that $(G^n_i - G^n_s)(f_s) \to (G_i - G_s)(f_s)$ as $n \to \infty$; for all $\nu' < \nu$ \( \lim_{n \to \infty} \|G - G^n\|_{\nu',[s,t]} = 0 \) and for all $n \geq 0$, \( \|G^n\|_{\nu,I} \leq \|G\|_{\nu,I} \). As $I_{s,t}$ is linear in the second variable, we have, for $\nu' < \nu$

\[
\|J_{s,t}(f,G^n) - J_{s,t}(f,G^{n+m})\|_W = \|J_{s,t}(f,G^n - G^{n+m})\|_W \\
\leq C_{s,t,f,\nu',\nu} \|G^n - G^{n+m}\|_{\nu',[s,t]} \to n \to \infty 0
\]

Then the sequence $(J_{s,t}(f,G^n))_n$ is Cauchy in $W$ which is a Banach space. Let say it converges to $J_{s,t}(f,G)$. Furthermore, the sequence $(G^n_i - G^n_s)(f_s)$ converges obviously to $(G_i - G_s)(f_s)$. Then as $I_{s,t}(f,G^n) = J_{s,t}(f,G^n) + G^n_{s,t}(f_s)$ the sequence $(I_{s,t}(f,G^n))_n$ converges to a limit called $I_{s,t}(f,G)$. Furthermore,

\[
\|J_{s,t}(f,G^n)\|_W \leq C_{\nu,\rho} \|G^n\|_{\nu,\rho,\nu} \|f\|_{\rho,\nu} \|t - s\|^{\nu + \rho} \\
\leq C_{\nu,\rho} \|G\|_{\nu,\rho,\nu} \|f\|_{\nu}\|t - s\|^{\nu + \rho}
\]

and so does $\|I_{s,t}(f,G) - (G_i - G_s)(f_s)\|_W$. The Chasles property and the triangular inequality are obvious with the definition of $I$. Moreover since $I(f,G)$ is linear in $G$ it is easy to see that the definition does not depend on the particular sequence $G^n$.

Let now show that $I_{s,t}(f,G)$ is the limit of Riemann sum. Let $\Pi = \{s = t_0 < t_1 < \cdots < t_n = t\}$ a partition of $[s,t]$. Let

\[
S_\Pi = \sum_{k=0}^{n-1} G_{t_k,t_{k+1}}(f_{t_{k+1}})
\]

the Riemann sum corresponding to this partition. As $G_{t_k,t_{k+1}}(f_{t_{k+1}}) = I_{t_k,t_{k+1}}(f,G) - J_{t_k,t_{k+1}}(f,G)$ the following equality holds

\[
S_\Pi - I_{s,t}(f,G) = - \sum_{i=0}^{n-1} J_{t_i,t_{i+1}}(f,G)
\]

Hence

\[
\|S_\Pi - I_{s,t}(f,G)\|_W \leq \sum_{i=0}^{n-1} \|J_{t_i,t_{i+1}}(f,G)\|_W \leq C_{f,G,\nu,\rho} \sum_{i=0}^{n-1} |t_{i+1} - t_i|^{\nu + \rho} \\
\leq C_{\Pi}^{\nu + \rho - 1} \to [\Pi] \to 0
\]

It remains to show the continuity of the map $(f,G) \mapsto I(f,G)$. Take $f,f',G,G'$ and assume for simplicity that $G(0) = G'(0) = 0$ then

\[
I_{s,t}(f,G) - I_{s,t}(f',G') = [I_{s,t}(f,G) - I_{s,t}(f',G)] + I_{s,t}(f',G - G')
\]

and

\[
\|I_{s,t}(f',G - G')\|_W \leq \|(G - G')_t - (G - G')_s\|_W + \|J_{s,t}(f,G - G')\|_W \\
\leq \|G - G'\|_{\nu,\rho,\nu} |t - s|^{\nu} \left( \|f\|_{\nu,\rho,\nu} |s,t| + \|t - s\|^{\rho} \|f\|_{\rho,\nu} \right)
\]

furthermore

\[
I_{s,t}(f,G) - I_{s,t}(f',G) = G_{s,t}(f,G) - G_{s,t}(f'_s) + J_{s,t}(f,G) - J_{s,t}(f',G)
\]
Now
\[ \|I_{s,t}(f, G) - I_{s,t}(f', G)\|_{W} \lesssim \|G\|_{\nu,I} \|f - f'\|_{\infty [s,t]}^{\varrho} |t-s|^{\nu} + (\|f\|_{\nu,I}^{\varrho} + \|f'\|_{\nu,I}^{\varrho}) \|G\|_{\nu,I} |t-s|^{\varrho+\varrho} \]

By partitioning the interval \([0, t]\) in subintervals \([t_i, t_{i+1}]\) of size \(2^{-n}\) and summing up the contributions according to these bounds we obtain an improved estimate
\[ \|I_{s,t}(f, G) - I_{s,t}(f', G)\|_{W} \lesssim \|G\|_{\nu,I} \|f - f'\|_{\infty [s,t]}^{\varrho} 2^{(1-\nu)n} |t-s|^{\nu} + (\|f\|_{\nu,I}^{\varrho} + \|f'\|_{\nu,I}^{\varrho}) \|G\|_{\nu,I} |t-s|^{\varrho+\varrho} 2^{(1-\nu)2\varrho + \varrho} \]

Taking \(n\) large enough so that
\[ (\|f\|_{\nu,I}^{\varrho} + \|f'\|_{\nu,I}^{\varrho}) |t-s|^{\varrho+\varrho} \lesssim \|f - f'\|_{\infty [s,t]}^{\varrho}, \quad (\|f\|_{\nu,I}^{\varrho} + \|f'\|_{\nu,I}^{\varrho}) |t-s|^{\varrho+\varrho} \lesssim \|f - f'\|_{\infty [s,t]}^{\varrho}, \]
we get
\[ \|I_{s,t}(f, G) - I_{s,t}(f', G)\|_{W} \lesssim \|G\|_{\nu,I} \|f - f'\|_{\infty [s,t]}^{\varrho} 2^{(1-\nu)n} |t-s|^{\nu} \]
which means that it is possible to choose \(n\) such that
\[ \|I_{s,t}(f, G) - I_{s,t}(f', G)\|_{W} \lesssim \|G\|_{\nu,I} \|f - f'\|_{\infty [s,t]}^{\varrho} \left( \frac{\|f\|_{\nu,I}^{\varrho} + \|f'\|_{\nu,I}^{\varrho}}{\|f - f'\|_{\infty [s,t]}^{\varrho}} \right)^{1-\nu} \]
and this allow to conclude the continuity.

\[ \square \]

Remark 1. It is easy to construct a suitable sequence \((G^n)_{n \geq 1}\). Let \(h : \mathbb{R} \to \mathbb{R}\) be a compactly supported, smooth positive function with integral 1. Define \(h_n(t) = nh(nt)\) and define for all \(v \in V\) and all \(t \in \mathbb{R}\)
\[ G^n_t(v) = \int_{\mathbb{R}} h_n(t-s) G_s(v) ds = G^n_t(v) = \int_{\mathbb{R}} h_n(s) G_{t-s}(v) ds \]
Then \(G^n\) is as wanted. Indeed,
\[ \|(G^n_t - G^n_s) (v) - (G^n_t - G^n_s) (w)\|_{W} \]
\[ \leq \int_{\mathbb{R}} h_n(r) \| (G_{t-r} - G_{s-r}) (v) - (G_{t-r} - G_{s-r}) (v) \|_{W} dr \]
\[ \leq \int_{\mathbb{R}} h_n(r) \| (G_{t-r} - G_{s-r}) \|_{\varrho} dr \|v - w\|_{V}^{\varrho} \]
\[ \leq \|G\|_{\nu,I} |t-s|^{\nu} \|v - w\|_{V}^{\varrho} \]
which proves that \(G^n \in C^{0,\nu}\left(\mathbb{R}, C^{0,\varrho}(V, W)\right)\) and that \(G^n \|_{\nu,R} \leq \|G\|_{\nu,R}\). Furthermore \(G^n\) is differentiable and \((G^n)' \in C^{0,\nu}\left(\mathbb{R}, C^{0,\varrho}(V, W)\right)\). As \(h_n\) is a good kernel, all the properties required on \(G^n\) are satisfied.

Definition 5. The limit functional \(I\) defined in the last theorem is obviously an integral and then we will refer to it as \(\int_{s}^{t} G_{du}(f_u)\).

Remark 2. Let \(g \in C^{0,\nu}(I, V')\) and \(f \in C^{0,\nu}(I, V)\) with \(\nu + \rho > 1\), where \(V\) and \(V'\) are Banach spaces. Let \(W = V \otimes V'\) and for all \(x \in V\), \(G_t(x) = x \otimes g_t\). Then \(G \in C^{0,\nu}(I, \text{Lip}(V, W))\) and the above integral is the classical Young integral.
4. Existence and uniqueness of Young solutions

4.1. Existence and uniqueness. In this section we will always assume that $K_w^w < \infty$ for some $\gamma > 1/2$ and $\alpha \in \mathbb{R}$. In this case the averaged vectorfield

$$\sigma^w f \in C^{0,\gamma}([0,1], C^{0,\theta}(\mathbb{R}^d, \mathbb{R}^d))$$

for all $f \in FL^{\alpha+\theta}$ and $\theta \in [0,1]$. Indeed we have the estimate

$$|\sigma_{[s,t]}^w f(x) - \sigma_{[s,t]}^w f(y)| \leq K_w^w N_{\alpha+\theta}(f)|t-s|^\gamma|x-y|$$

which is easily deduced from the fact that

$$\sigma_{[s,t]}^w f(x) - \sigma_{[s,t]}^w f(y) = \sigma_{[s,t]}^w (\tau_x f - \tau_y f)(0)$$

where $\tau_x f(z) = f(x+z)$ and the inequality

$$N_{\alpha}(\tau_x f - \tau_y f) \leq N_{\alpha+\theta}(f)|x-y|$$

obtained easily by interpolation between the cases $\theta = 0$ and $\theta = 1$. Hence, thanks to the Theorem 6, for all process $\theta \in C^{0,\gamma}([0,1], \mathbb{R}^d)$, we can define the following integral

$$\int_0^t (\sigma_{du}^w f)(\theta_u)$$

for all $f \in FL^{\alpha+\theta}$ with $(1+\theta)\gamma > 1$. When $f \in FL^{\alpha+1}$ is also a continuous function, as $\theta \in C^{0,\gamma}([0,1], \mathbb{R}^d)$ is also continuous, the following computation holds

$$\int_0^t f(s,\theta_s + w_s)ds = \lim_{||\Pi|| \to 0} \sum_{t_i \in \Pi} \int_{t_i}^{t_{i+1}} f(s,\theta_s + w_s)ds$$

$$= \lim_{||\Pi|| \to 0} \sum_{t_i \in \Pi} \left(\sigma_{t_{i+1}}^w - \sigma_{t_i}^w\right)(\theta_s)$$

$$= \int_0^t (\sigma_{du}^w f)(\theta_u)$$

As a first application of this observation we obtain a result about the behaviour of the averaging constant w.r.t. Hölder continuous perturbations of the path:

**Lemma 1.** Assume that $K_{w}^{w+\theta} < +\infty$. Then if $\theta \in C^{0,1}(\mathbb{R}^+, \mathbb{R}^d)$ then

$$K_{w+\gamma}^{w+\theta} \lesssim K_{w+\gamma}^{w}(1 + ||\theta||_\gamma);$$

and if $\theta \in C^{0,\gamma}(\mathbb{R}^+, \mathbb{R}^d)$ then

$$K_{w+\theta}^{w+\theta} \lesssim K_{w}^{w}(1 + ||\theta||_\gamma).$$

**Proof.** We start by observing that

$$\sigma_{[s,t]}^{w+\theta} b(x) = \int_s^t (\sigma_{du}^w b)(x + \theta_u)$$
which is easily verified for smooth $b$ and which relates the action of $\sigma^{x+\theta}$ to the action of $\sigma^w$ via a Young integral since $\gamma > 1/2$. Furthermore the bound \([\theta = \gamma]\) with $\theta = \gamma$ is enough to get the Young estimate
\[
\left| \int_s^t \sigma^w_{du}(b) (\theta_u) - \sigma^w_{[s,t]}(b)(\theta_s) \right| \lesssim K^{w,\alpha,\gamma} N_{\alpha+\gamma}(b) |s-t|^{\gamma} (1 + \|\theta\|_\\\gamma) \]
useful when $\theta$ is Lipshitz continuous. This estimate implies the claim for $K^{w+\theta,\alpha+\gamma,\gamma}$. In the other case we proceed similarly using the standard Young estimate for the integral. \(\square\)

We pass now to the study of the ODE via the Young integral. If we consider the definition of controlled paths we have that any $x \in Q_\gamma^w$ is solution of the ODE
\[
x_t = x_0 + \int_0^t f(u,x_u) \, du + w_t \]
if and only if $\theta = x - w$ solves the Young equation ($\theta_0 = x_0$)
\[
\theta_t = \theta_0 + \int_0^t (\sigma^w_{du} f)(\theta_u). \tag{7} \]

**Theorem 7.** For all $b \in FL^{\alpha+1}$ there exists a solution $\theta \in C^{0,\gamma}([0,1], \mathbb{R}^d)$ to eq (7).

**Proof.** Let $K > 0$ such that $K^{w,\alpha,\gamma} N_{\alpha+1}(b) < K$, $t_0 \in [0,1]$, $x \in \mathbb{R}^d$ and $T > 0$ such that
\[
\frac{K^{w,\alpha,\gamma} N_{\alpha+1}(b)}{1 - K^{w,\alpha,\gamma} N_{\alpha+1}(b) T^\gamma} \leq K.
\]
Let us define
\[
C_{t_0,x} = \{ \theta \in C^{0,\gamma}([t_0, \min(t_0 + T, 1)]) : \theta_{t_0} = x, \|\theta\|_{\gamma,[t_0, \min(t_0 + T, 1)]} \leq K \}
\]
and
\[
\Phi_{t_0,x} : \left\{ \begin{array}{c}
C^{0,\gamma} \\
\theta \to
\end{array} \right\} \left\{ \begin{array}{c}
C^{0,\gamma} \\
\theta \to
\end{array} \right\} \left( t \to x + \int_{t_0}^t (\sigma^w_{du} b)(\theta_u) \right) \]

By theorem 6 \(\Phi\) is well defined and $\Phi_{t_0,x}(C_{t_0,x}) \subset C_{t_0,x}$. Indeed for $\theta \in C^{0,\gamma}$,
\[
\left| \Phi_{t_0,x}(\theta) - \Phi_{t_0,x}(\theta_s) \right| \leq \frac{1}{(t-s)^\gamma} \left( \left| \int_{t_0}^t (\sigma^w_{du})(\theta_u) - (\sigma^w_{du})(\theta_s) \right| \right) \leq K^{w,\alpha,\gamma} N_{\alpha+1}(b)(\|\theta\|_{\gamma,[t_0, \min(t_0 + T, 1)]})(t-s)^\gamma + 1
\]
and $\Phi(\theta) \in C^{0,\gamma}$. Furthermore, if $\theta \in C_{t_0,x}$, thanks to the choice of $T$, $\|\Phi(\theta)\|_{\gamma,[t_0, t_0 + T]} \leq K$. Moreover by the properties of the Young integral $\Phi$ is continuous on $C_{t_0,x}$ for the norm $\| \cdot \|_{\infty,[t_0, t_0 + T]}$. By its definition $C_{t_0,x}$ is immediately a closed convex set of $C^{0,\gamma}$. Let us show that $\Phi(C_{t_0,x})$ is relatively compact in $C^{0,\gamma}$. It is obviously equicontinuous as $\|\Phi(\theta)\|_{\gamma} \leq K$ and relatively bounded as $\|\Phi(\theta)\| \leq \|x\| + K(t - t_0)^\gamma$. Hence by Ascoli theorem $\Phi(C_{t_0,x})$ is relatively compact. Thanks to Leray-Schauder-Tychonoff fixed point theorem, there exists $\theta_{t_0,x}'$ such that $\theta_{t_0,x}' = \Phi(\theta_{t_0,x}')$. We then construct by
induction a solution on the whole interval. For \( n \) such that \( nT \leq 1 \) let \( \theta^0 = \theta^{0,x_0} \) and \( \theta^n = \theta^{nT,y^n_{nT}} \). Let us define \( \theta_t = \theta^n_t \) if \( t \in [nT, (n+1)T] \). By an immediate induction, \( \theta \) is solution of the equation \( \theta_t = x_0 + \int_0^t (\sigma_{du}^w) (\theta_u) \) and then is obviously in \( C^{0,\gamma} \).

\[ \square \]

**Remark 3.** The previous theorem holds also for \( b \in \mathcal{F}L^{a+\gamma} \) with \( (1 + \vartheta)\gamma > 1 \).

**Theorem 8.** For all \( b \in \mathcal{F}L^{a+2} \) the solution \( \theta \in C^{0,\gamma}([0,1], \mathbb{R}^d) \) to eq. (7) is unique.

**Proof.** Let start with a lemma

**Lemma 2.** For all \( a, b, c, d \in \mathbb{R} \),

\[
|e^{ia} - e^{ib} - e^{ic} + e^{id}| \leq |(a - b) - (c - d)|(1 + |b - d| + |c - d|) + |b - d||c - d|
\]

**Proof.** Let \( f(u, v) = d + u(c - d) + v(b - d) + uv((a - b) - (c - d)) \) then an immediate calculus shows that

\[
e^{ia} - e^{ib} - e^{ic} + e^{id} = \int_0^1 du \int_0^1 dv \partial_2 \partial_1 e^{if(u,v)}
\]

\[
= i \int_0^1 du \int_0^1 dv (\partial_2 \partial_1 f)(u, v)e^{if(u,v)} - (\partial_2 f)(u, v)(\partial_1 f)(u, v)e^{if(u,v)}
\]

\[
= \int_0^1 du \int_0^1 dv ((i - v(c - d) + u(b - d))((a - b) - (c - d)) + (b - d)(c - d)) e^{if(u,v)}
\]

and the result follow easily.

\[ \square \]

Thanks to that lemma, it is easy to show that for all \( f \in \mathcal{F}L^{a+2} \) when \( \tau_x f = f(x + .) \) and for all \( x_1, x_2, y_1, y_2 \in \mathbb{R}^d \),

\[
N_\alpha(\tau_{x_1} f - \tau_{y_1} f - \tau_{x_2} f + \tau_{y_2} f) \lesssim N_{\alpha+2}(f) \left| |y_1 - y_2||x_2 - y_2| + \|(x_1 - y_1) - (x_2 - y_2)|| (1 + |y_1 - y_2| + |x_2 - y_2|) \right|
\]

We use the same notations as in the previous theorem. To prove the uniqueness of the solution, it is sufficient to prove that there exists \( T \) small enough such that \( \Phi_{t_0,x} \) is a contraction on \( C_{t_0,x} \) for all \( (t_0, x) \in [0,1] \times \mathbb{R}^d \). If that condition holds, the fixed point of \( \Phi_{t_0,x} \) on \( C_{t_0,x} \) is unique, and the solution constructed in the previous theorem is unique.

To obtain this result it is necessary to bound

\[
\left| \int_s^t (\sigma_{dt}^w)(\theta_r) - \int_s^t (\sigma_{dt}^w)(\psi_r) \right|
\]

with a function of the norm \( ||\theta - \psi||_\gamma \). We have, for \( x_1, x_2, y_1, y_2 \in \mathbb{R}^d \),

\[
|\sigma_{s,t}^w (x_1 + z) - \sigma_{s,t}^w (y_1 + z) - (\sigma_{s,t}^w)(x_2 + z) + (\sigma_{s,t}^w)(y_2 + z) |
\]

\[
= |\sigma_{s,t}^w (\tau_{x_1} b - \tau_{y_1} b - \tau_{x_2} b + \tau_{y_2} b) (z) |
\]

\[
\leq K_{w,\gamma} N_\alpha (\tau_{x_1} b - \tau_{y_1} b - \tau_{x_2} b + \tau_{y_2} b) |t - s|^7 |
\]

\[
\lesssim K_{w,\gamma} N_{\alpha+2}(b) \left( |x_1 - x_2| - |y_1 - y_2| |(1 + |y_1 - y_2| + |x_2 - y_2|) 
\right. 
\]

\[
+ |y_1 - y_2||x_2 - y_2| 
\]
By a similar method to the proof of Theorem \(\text{[3]}\) it is easy to prove that
\[
\left| \int_s^t (\sigma_{w,b}^w)(\theta_u) - \int_s^t (\sigma_{w,b}^w)(\psi_u) - ((\sigma_{s,t}^w)(\theta_s) - (\sigma_{s,t}^w)(\psi_s)) \right|
\leq K_{\alpha,\gamma}^N \alpha + 2|t - s|^{2\gamma} \left( \|\psi\|_{\gamma,|t_0,t_0+T|}\|\theta - \psi\|_{\infty,|t_0,t_0+T|} + \|\theta - \psi\|_{\gamma,|t_0,t_0+T|} \right)
+ \|\theta - \psi\|_{\gamma,|t_0,t_0+T|} \left( 1 + \|\theta - \psi\|_{\infty,|t_0,t_0+T|} + \|\psi\|_{\gamma,|t_0,t_0+T|} \right)
\]
which conclude the proof with \(T^\gamma K_{\alpha,\gamma}^N \alpha + 2(b)\|\theta - \psi\|_{\gamma,|t_0,t_0+T|}\)

As \(\theta, \psi \in C_{t_0,x}\), the following estimation holds
\[
\|\Phi(\theta) - \Phi(\psi)\|_{\gamma,|t_0,t_0+T|} \leq T^\gamma K_{\alpha,\gamma}^N \alpha + 2(b)\|\theta - \psi\|_{\gamma,|t_0,t_0+T|}
\]
which conclude the proof with \(T\) small enough. \(\square\)

Another approach to uniqueness which does not require better regularity of \(b\) (\(b \in \mathcal{F}L^\alpha + 1\) instead of \(b \in \mathcal{F}L^{\alpha + 2}\)) goes through showing some stability by approximations and the preservation of the regularization property of \(w\) on the approximating solutions. Let us explain this better. For \(b \in \mathcal{F}L^\alpha + 1\) let \((b_n)_{n \geq 1}\) a sequence of smooth vectorfields converging to \(b\) in \(\mathcal{F}L^\alpha + 1\). Let \((x^n)_{n \geq 1}\) the corresponding solutions to the equation
\[
x_t^n = x_0 + \int_0^t b_n(u,x_u^n)du + w_t
\]
and write \(\theta^n_t = x_t^n - w_t\). Let \(\theta\) be a solution to the limiting Young equation and consider the difference \(\Delta^n = \theta^n - \theta^n\) which solves
\[
\Delta^n_t = \int_0^t (\sigma_{w,b}^w)(\theta_u) - \int_0^t b_n(u,x_u^n)du
\]
\[
= \int_0^t (\sigma_{w,b}^w(b-b_n))(\theta_u) + \int_0^t b_n(u,w_u + \theta_u)du - \int_0^t b_n(u,x_u^n)du
\]
\[
= \int_0^t (\sigma_{w,b}^w(b-b_n))(\theta_u) + \int_0^t b_n(u,x_u^n + \Delta^n_u)du - \int_0^t b_n(u,x_u^n)du
\]
\[
= \int_0^t (\sigma_{w,b}^w(b-b_n))(\theta_u) + \int_0^t (\sigma_{w,b}^w)(\Delta^n_u) - \int_0^t (\sigma_{w,b}^w)(0)
\]
For all \(0 \leq s \leq u \leq v \leq t \leq 1\), by standard Young integral estimates and \(\text{[5]}\) (see above) we have
\[
\left| \int_u^v (\sigma_{w,b}^w(b-b_n))(\theta_u) \right| \leq \int_u^v (\sigma_{w,b}^w(b-b_n))(\theta_u) - \sigma_{[u,v]}^w(b-b_n)(\theta_u) + \|\sigma_{[u,v]}^w(b-b_n)(\theta_u)\|
\leq K_{\alpha,\gamma}^N \alpha + 1(b-b_n)|v-u|^\gamma (1 + |v-u|^\gamma)\|\theta\|_{\gamma,|s,t|}
\]
and
\[
\left| \int_u^v (\sigma_{w,b}^w)(\Delta^n_u) - \int_u^v (\sigma_{w,b}^w)(0) \right| \leq \int_u^v (\sigma_{w,b}^w)(\Delta^n_u) - \left( \sigma_{[u,v]}^w(b_n)(\Delta^n_u) \right)
+ \left| \sigma_{[u,v]}^w(b_n)(\Delta^n_u) - \sigma_{[u,v]}^w(b_n)(0) \right|
\leq K_{\alpha,\gamma}^N \alpha + 1(b_n)|v-u|^\gamma (1 + |v-u|^\gamma)\|\Delta^n\|_{\gamma,|s,t|} + \|\Delta^n_u\|
\]
Hence
\[
|\Delta^n - \Delta^n_0| \leq \left| \int_u^v (\sigma^{\alpha\gamma}_{bn}(b-b_n))(\theta_r) \right| + \left| \int_u^v (\sigma^{\alpha\gamma}_{bn})(\Delta^n_0) - \int_u^v (\sigma^{\alpha\gamma}_{bn})(0) \right| \\
\leq K_{\alpha,\gamma}^w N_{\alpha+1}(b-b_n)(v-u)^\gamma ((v-u)^\gamma ||\theta||_{\gamma,[s,t]} + 1) \\
+ K_{\alpha,\gamma}^x N_{\alpha+1}(b)(v-u)^\gamma ((v-u)^\gamma ||\Delta||_{\gamma,[s,t]} + ||\Delta^n_0||) 
\]

Hence, if \((t-s)^\gamma(K_{\alpha,\gamma}^w + K_{\alpha,\gamma}^x)N_{\alpha+1}(b) \leq \frac{1}{\gamma}\)
\[
||\Delta^n||_{\gamma,[s,t]} \leq K_{\alpha,\gamma}^w N_{\alpha+1}(b-b_n) ((t-s)^\gamma ||\theta||_{\gamma,[s,t]} + 1) \\
+ K_{\alpha,\gamma}^x N_{\alpha+1}(b) ((t-s)^\gamma ||\Delta||_{\gamma,[s,t]} + ||\Delta^n||_{\infty,[s,t]} ) \\
\leq \frac{1}{2} (||\theta||_{\gamma,[s,t]} + (t-s)^-\gamma) \frac{N_{\alpha+1}(b-b_n)}{N_{\alpha+1}(b)} + \frac{1}{2} (||\theta||_{\gamma,[s,t]} + (t-s)^-\gamma ||\Delta^n||_{\infty,[s,t]} ) 
\]
Furthermore,
\[
\frac{|\theta_{v} - \theta_{u}|}{(v-u)^\gamma} \leq \left| \int_u^v (\sigma^{\alpha\gamma}_{bn})(\theta_r) - (\sigma^{\alpha\gamma}_{bn} - \sigma^{\alpha\gamma}_{bn})(b)(\theta_u) \right| + \left| (\sigma^{\alpha\gamma}_{bn} - \sigma^{\alpha\gamma}_{bn})(b)(\theta_u) \right| \\
\leq K_{\alpha,\gamma}^w N_{\alpha+1}(b)(v-u)^\gamma (||\theta||_{\gamma,[s,t]} + (t-s)^-\gamma) 
\]
and then
\[
||\theta||_{\gamma,[s,t]} \leq (t-s)^-\gamma 
\]
which gives
\[
||\Delta^n||_{\gamma,[s,t]} \leq 2(t-s)^-\gamma \frac{N_{\alpha+1}(b-b_n)}{N_{\alpha+1}(b)} + (t-s)^-\gamma ||\Delta||_{\infty,[s,t]} 
\tag{9} 
\]
Furthermore, we also have
\[
||\Delta^n||_{\infty,[s,t]} \leq |\Delta_s| + K_{\alpha,\gamma}^w N_{\alpha}(b-b_n)(t-s)^\gamma ((t-s)^\gamma ||\theta||_{\gamma,[s,t]} + 1) \\
+ K_{\alpha,\gamma}^x N_{\alpha}(b)(t-s)^\gamma ((t-s)^\gamma ||\Delta||_{\gamma,[s,t]} + ||\Delta^n||_{\gamma,[s,t]} ) \\
\leq |\Delta_s| + \frac{N_{\alpha+1}(b-b_n)}{N_{\alpha}(b)} + \frac{1}{2} ((t-s)^\gamma ||\Delta||_{\gamma,[s,t]} + |\Delta_s| ) \\
\leq |\Delta_s| + \frac{N_{\alpha+1}(b-b_n)}{N_{\alpha}(b)} + \frac{1}{2} \left( 2 N_{\alpha}(b-b_n) \frac{N_{\alpha+1}(b)}{N_{\alpha}(b)} + ||\Delta||_{\infty,[s,t]} + |\Delta_s| \right) 
\]
Hence
\[
||\Delta||_{\infty,[s,t]} \leq \frac{4 N_{\alpha+1}(b-b_n)}{N_{\alpha}(b)} + 3|\Delta_s| 
\tag{10} 
\]
We want now to extend this estimate for all \(S < T\) in \([0,1]\). Let
\[
h = (2N_{\alpha+1}(b)(K_{\alpha,\gamma}^w + K_{\alpha,\gamma}^x))^{-\frac{1}{\gamma}} 
\]
Let \(N = \lfloor (T-S)/h \rfloor\) and for \(i \in \{0,\ldots,N\}\), \(t_i = ih + S\) and \(t_{N+1} = T\). We have by induction
where the constants can depend on $b$, $d, \alpha, \gamma$. The same estimate holds for all $i$, and as $\sup_i \{\|\Delta^n\|_{\infty,[t_i,t_{i+1}]}\} = \|\Delta^n\|_{\infty,[0,1]}$ it also holds for $\|\Delta^n\|_{\infty,[0,1]}$. This estimate shows that uniqueness will hold as soon as $K_{\alpha,\gamma}^{x_n} \rightarrow \infty$ not too fast with respect to the speed at which $N_{\alpha+1}(b-b_n)$ goes to zero. In particular we have the following theorem

**Theorem 9.** Let $b \in FL^{\alpha+1}$, then a sufficient condition for uniqueness of solutions to eq. (7) is that there exist a sequence of smooth $(b_n)_{n\geq 1}$ such that $b_n \rightarrow b$ in $FL^{\alpha+1}$ and there exists $\rho > 0$ such that

$$e^{\rho(K_{\alpha,\gamma}^{x_n})^{1/\gamma}} N_{\alpha+1}(b-b_n) \rightarrow 0$$

as $n \rightarrow \infty$ where $x^n$ is a solution to the ODE (5).

**Proof.** By the above estimate we have

$$\|\Delta^n\|_{\infty,[0,T]} \lesssim e^{T(K_{\alpha,\gamma}^{x_n})^{1/\gamma}} N_{\alpha+1}(b-b_n)$$

where the constants can depend on $b$ but are uniform in $n$. Then choosing $T$ small enough we obtain $\|\Delta^n\|_{\infty,[0,T]} \rightarrow 0$ as $n \rightarrow \infty$. By proceeding in such a way on the interval $[T,2T]$ and so on we obtain that $\Delta_n = 0$ for all $t \in [0,1]$. This means that $x_n \rightarrow x$ and so since the solutions $x_n$ are unique, there can be only one limit point $x$. \hfill \Box

An easy consequence of the above result is obtained by considering the estimate of the averaging constant of $x_n$ given in Lemma 4.

**Lemma 3.** Assume that $\alpha + \gamma + 1 \geq 0$. Then if $b \in FL^{\alpha+\gamma+1}$ we have $\sup_n K_{\alpha+\gamma+1}^{x_n} < +\infty$.

**Proof.** Applying Lemma 4 to $\theta^n = x^n - \theta$ we get $K_{\alpha+\gamma+1}^{x_n} \lesssim K_{\alpha+\gamma}^{w}(1 + \|\theta^n\|_{[0,T]})$ but since $b \in FL^{\alpha+\gamma+1} \subset FL^{\alpha}$ we have $\|\theta^n\|_{[0,T]} \leq \|b\|_{\infty} \leq N_{\alpha+\gamma+1}(b)$ so the claim follows. \hfill \Box

In the end, let us give some easy results of approximation in the space $(FL^{\alpha}, N_{\alpha})$.

**Lemma 4.** Let $\alpha < 1$ and $b \in FL^{\alpha}$, then there exists a sequence $(b_n)_n$ of element of $FL^{\alpha}$ such that

$$N_{\alpha}(b_n) \leq N_{\alpha}(b)$$
$$N_{\alpha}(b-b_n) \rightarrow 0$$

and for all $n \in \mathbb{N} - \{0\}$, $b_n$ is a Lipschitz continuous function in the second variable and $\forall t \in \mathbb{R}$, $\|b_n(t,.)\|_{Lip} \leq C N_{\alpha}(b)n^{1-\alpha}$.  

\[ \|\Delta^n\|_{\infty,[t_i,t_{i+1}]} \leq C_1 3^i \left( \frac{N_{\alpha+1}(b-b_n)}{N_{\alpha+1}(b)} + |\Delta s| \right) \]

\[ \leq C_1 \exp \left( C_2(T-S) (\log(3)N_{\alpha+1}(b)(K_{\alpha,\gamma}^{w} + K_{\alpha,\gamma}^{x_n}))^{\frac{1}{\gamma}} \right) \]

\[ \left( \frac{N_{\alpha+1}(b-b_n)}{N_{\alpha+1}(b)} + |\Delta s| \right) \]
Furthermore, not to the previous results, we have shown that for smooth
θ
Further, thanks
\|\theta(t,x) - \theta(t,y)\| \leq \int_{\mathbb{R}} dw \int_{\mathbb{R}^d} d\xi \left( \frac{n}{n + |\xi|} \right)^{1-\alpha} \left| \hat{b}(w, \xi) \right| \left| \exp(i \langle y, \xi \rangle - \exp(i \langle y, \xi \rangle) \right|
\leq n^{1-\alpha} \int_{\mathbb{R}} dw \int_{\mathbb{R}^d} d\xi |\xi|^\alpha \left( \frac{|\xi|}{n + |\xi|} \right)^{1-\alpha} \left| \hat{b}(w, \xi) \right| \left| x - y \right|
\leq n^{1-\alpha} N_\alpha(b) |x - y|,
\end{equation}

4.2. Flow. Provided that \( K_{\alpha,\gamma}^w < \infty \) for some \( \alpha \in \mathbb{R} \) and the associated \( \gamma > 1/2 \), we can resume the previous results as the following theorem

**Theorem 10.** For all \( b \in F^{L^{\alpha+2}} \) (respectively \( \alpha + \gamma + 1 \geq 0 \) and \( b \in F^{L^{\alpha+\gamma+1}} \)) and all \( x \in \mathbb{R}^d \), there exists a unique solution \( \theta \in C(\mathbb{R}^d; C^{0,\gamma}(\mathbb{R}^d; \mathbb{R}^d)) \) of the following equation

\[ \theta_t(x) = x + \int_0^t (\sigma_u^w b) (\theta_u(x)) \]

furthermore, \( \theta \) is Lipschitz continuous in space uniformly in time.

**Proof.** We only have to prove the Lipschitz continuity of the flow. Furthermore, thanks to the previous results, we have shown that for smooth \( b_n \in F^{L^{\alpha+2}} \) (respectively \( F^{L^{\alpha+\gamma+1}} \)) such that \( b_n \xrightarrow{N_{\alpha+2} \text{resp.} N_{\alpha+\gamma+1}} b \) with \( N_{\alpha+2}(b_n) \leq N_{\alpha+2}(b) \) (resp \( N_{\alpha+\gamma+1}(b_n) \leq N_{\alpha+\gamma+1}(b) \)), for all \( x \in \mathbb{R}^d \), \( \theta^n(x) \) converges to \( \theta(x) \) uniformly. It is then enough to prove that for all \( t \in [0, 1] \), the flow \( \theta^0 \) is differentiable, and that the Jacobian map is uniformly bounded in time, space and \( n \). First, if \( b_n \) is smooth enough, the Jacobian map exists and verifies the following equation:

\[ D\theta^n_t(x) = I + \int_0^t Db_n(u, \theta^n_u(x) + w_n) \circ D\theta^n_u(x) du \]

Furthermore

\[ \langle \sigma_u^w Db_n \rangle(x) = \int_{\mathbb{R}} d\omega \int_{\mathbb{R}^d} d\xi Db_n(\omega, \xi) \exp(i \langle \xi, x \rangle + i\omega t) Y_{[0,t]}(\omega, \xi) \]

\[ = \int_{\mathbb{R}} d\omega \int_{\mathbb{R}^d} d\xi i\hat{b}_n(\omega, \xi) \langle \xi \rangle \exp(i \langle \xi, x \rangle + i\omega t) Y_{[0,t]}(\omega, \xi) \]
Hence, if \( b \in \mathcal{F}L^{\alpha+2} \),
\[
|\sigma_{[s,t]}^w D\theta^\alpha_n(x) \circ \varphi - \sigma_{[s,t]}^w D\theta^\alpha_n(y) \circ \psi| \leq K^w_{\alpha,\gamma} N_{\alpha+2}(b_n)(t-s)^\gamma (|\varphi - \psi| + |\psi||x-y|)
\]
which gives
\[
|D\theta^\alpha_t(x) - D\theta^\alpha_s(x)| \lesssim K^w_{\alpha,\gamma} N_{\alpha+2}(b_n)(t-s)^\gamma (|D\theta^\alpha_\gamma(x)| + (t-s)^\gamma ||D\theta^\alpha_n(x)||_{\gamma,[s,t]}
+ (t-s)^\gamma ||D\theta^\alpha_n(x)||_{\gamma,[s,t]} ||\theta^\alpha_n(x)||_{\gamma,[s,t]}^{1/2}) \tag{11}
\]
If \( b \in \mathcal{F}L^{\alpha+\gamma+1} \),
\[
|\sigma_{[s,t]}^w D\theta^\alpha_n(x) \circ \varphi - \sigma_{[s,t]}^w D\theta^\alpha_n(y) \circ \psi| \leq K^w_{\alpha,\gamma} N_{\alpha+\gamma+1}(b_n)(t-s)^\gamma (|\varphi - \psi| + |\psi||x-y|)^\gamma)
\]
which gives
\[
|D\theta^\alpha_t(x) - D\theta^\alpha_s(x)| \lesssim K^w_{\alpha,\gamma} N_{\alpha+2}(b_n)(t-s)^\gamma (|D\theta^\alpha_\gamma(x)| + (t-s)^\gamma ||D\theta^\alpha_n(x)||_{\gamma,[s,t]}
+ (t-s)^\gamma ||D\theta^\alpha_n(x)||_{\gamma,[s,t]} ||\theta^\alpha_n(x)||_{1/2}^{1/2}) \tag{12}
\]
Equations (11) and (12) allow us to conclude with a Gronwall like method similar to what we use in (9) and (10).

5. Estimations of the Averaging Constant

In this section we provide bounds of the averaging constant \( K^w_{\alpha,\gamma} \) of \( w \) in terms of quantities which are amenable to straightforward estimations in concrete cases, in particular when \( w \) is a sample path of a stochastic process.

**Lemma 5.** Let \((\omega, \xi) \in (\mathbb{R} \times \mathbb{R}^d)\), then the following inequality holds for all \( H > 0 \) and for all \( 0 < \lambda \leq 1 \), where \( C_{H,d} \) is a constant depending on \( H \) and \( d \):
\[
|Y_{[s,t]}(\omega, \xi)| \leq C_{H,d} \sqrt{t-s} (1 + |\xi|) \frac{1}{\sqrt{\pi}} \left(1 + Q^w_{\lambda} + \sqrt{\log(t-s)}\right)
+ \frac{1}{\sqrt{\log(1 + |\omega|) + \sqrt{\log(1 + |\xi|)}}}
\]
where \( Q^w_\lambda = \sqrt{\log S^w_\lambda} + \sqrt{\log R^w_\lambda} \);
\[
R^w_\lambda = \left| \int_0^1 \exp \left( \lambda |u|^2 \right) du \right|^{\frac{1}{\lambda}}
\]
and
\[
S^w_\lambda = \left( \sum_{n,m \geq 0} \sum_{k=0}^{2^n-1} \sum_{(\omega, \xi) \in (\mathbb{Z}/2^n)^d+1} \frac{2^{-2n-m} e^{32n(1+|\xi|)^2} Y_{[k_2-n,(k+1)_2-n]}(\omega, \xi)^2}{(|\omega| + 1)^2 (|\xi| + 1)^d+1} \right)^{\frac{1}{\lambda}}
\]

**Proof.** The following bound holds for all \((\omega, \xi), (\omega', \xi') \in (\mathbb{R} \times \mathbb{R}^d)^2\) :
\[
\left| Y_{[s,t]}^w(\omega, \xi) - Y_{[s,t]}^w(\omega', \xi') \right| \leq \int_s^t \left| \exp \left( i \langle \xi, w_u \rangle + i\omega u \right) - \exp \left( i \langle \xi', w_u \rangle + i\omega' u \right) \right| \, du \\
\leq \int_s^t \left| \langle \xi - \xi', w_u \rangle + (\omega - \omega') u \right| \, du \\
\leq Z_{[s,t]}^w |\xi - \xi'| + (t - s)|\omega - \omega'|.
\]

where \( Z_{[s,t]}^w = \int_s^t |w_u| \, du \). Now

\[
Z_{[s,t]}^w \lesssim (t - s) \left( \frac{1}{\lambda} \log \left( \int_s^t \exp(\lambda|w_u|^2) \frac{du}{t - s} \right) \right) \\
\lesssim (t - s) \left( \frac{\log R^w_\lambda}{\lambda} + \sqrt{\frac{1}{\lambda} \log t - s} \right) \\
\leq C \left( \frac{\log R^w_\lambda + 1}{t - s} \right)^{1-\epsilon}
\]

Then for all \( \epsilon > 0 \) there exists a constant \( C > 0 \) such that for all \( (\omega, \xi) \in \mathbb{R} \times \mathbb{R}^d \) and all \( s, t \in [0, 1] \),

\[
|Y_{[s,t]}^w(\omega, \xi) - Y_{[s,t]}^w(\omega', \xi')| \leq C(\sqrt{\frac{\log R^w_\lambda + 1}{t - s}})^{1-\epsilon}(|\omega - \omega'| + |\xi - \xi'|)
\]

For \( m \geq 0 \), if \( \omega \in 2^{-m}\mathbb{Z} \) and \( \xi \in (2^{-m}\mathbb{Z})^d \) we have

\[
|Y_{\frac{m}{2^k}, \frac{k+m}{2^k}}^w(\omega, \xi)| \leq 2^{-n/2}(1 + |\xi|)^{-1/2H} \log^{1/2} \left( 1 + |\xi| \right)^{d+1}(1 + \omega)^{2n+m} S^w_\lambda
\]

Now for any \( \omega' \in \mathbb{R} \) and \( \xi' \in \mathbb{R}^d \) consider the nearest \( \omega \in 2^{-m}\mathbb{Z} \) and \( \xi \in 2^{-m}\mathbb{Z}^d \) for given \( m \), then \( |\omega - \omega'| + |\xi - \xi'| \leq 2^{-m} \) and

\[
|Y_{\frac{m}{2^k}, \frac{k+m}{2^k}}(\omega', \xi')| \leq |Y_{\frac{m}{2^k}, \frac{k+m}{2^k}}(\omega', \xi') - Y_{\frac{m}{2^k}, \frac{k+m}{2^k}}(\omega, \xi)| + |Y_{\frac{m}{2^k}, \frac{k+m}{2^k}}(\omega, \xi)| \\
\lesssim 2^{-(1-\epsilon)n} \max(\log^{1/2} R^w_\lambda, 1) 2^{-m} \\
+ 2^{-n/2}(1 + |\xi|)^{-1/2H} \log^{1/2} \left( 1 + |\xi| \right)^{d+1}(1 + \omega)^{2n+m} S^w_\lambda
\]

so you can take \( \epsilon = 1/2, m \) large enough such that \( 2^{-m} \leq |\xi'|^{-1/2H} \) and such that \( 2^{-m} \lesssim |\xi'| \) thanks to those conditions there exists \( C > 0 \) such that \( C/2 \leq |\xi'| \leq |\xi| \leq C|\xi'| \) and we get the better estimate

\[
|Y_{\frac{m}{2^k}, \frac{k+m}{2^k}}(\omega', \xi')| \lesssim 2^{-n/2}(1 + \xi)^{-1/2H} \left( 1 + \log^{1/2} R^w_\lambda + \log^{1/2} S^w + \log^{1/2}(1 + |\omega'|) + \log^{1/2}(1 + |\xi'|) + n^{1/2} \right)
\]

We extend this bound for all \( s < t < 1 \) by using the following argument. Let \( 0 \leq s < t \leq 1 \). Let \( 0 \leq s < t \leq 1 \), and \( n \in \mathbb{N} \) the bigger \( n' \) such that \( 2^{-(n'+1)} \leq t - s \leq 2^{-n'} \). By definition of \( n \) there exists \( l \) such that \( l/2^n \leq s < t \leq (l + 1)/2^n \). We can find some sequences \( (s_k)_{k \geq 1} \) and \( (t_k)_{k \geq 1} \) such that \( (s_k) \) decreases, \( (t_k) \) increases, \( s_1 = t_1 = (2k + 1)/2^{n+1} \), \( \lim_{k \to \infty} s_k = s \), \( \lim_{k \to \infty} t_k = t \), \( s_{k+1} - s_k \leq 2^{n+k+1} \), \( t_{k+1} - t_k \leq 2^{n+k+1} \). Let \( \xi \) and \( \omega \) be such that \( Y(\xi, \omega) \).
and $2^{n+k}l_k \in \mathbb{Z}$ and $2^{n+k}s_k \in \mathbb{Z}$. Hence $[s, t) = \cup_{k \geq 1} [s_{k+1}, s_k) \cup \cup_{k \geq 1} [t_k, t_{k+1})$ and thanks to the definition of the sequences, the following inequalities hold

$$
|Y_{[s, t]}^w| \leq \sum_{k \geq 1} \left( |Y_{[s_{k+1}, s_k]}^w| + |Y_{[t_{k+1}, t_k]}^w| \right) \leq C_1 \sum_{k \geq 1} 2^{-(n+k)/2} \left( \sqrt{n+k} + C_2 \right)
$$

$$
\leq C_1 2^{-(n+1)/2} \left( C_2 + \sqrt{n} \right) \leq C_1 (t-s)^{1/2} \left( C_2 + \sqrt{|\log(t-s)|} \right)
$$

where $C_1 = (1+|\xi|)^{-1/2H}$ and $C_2 = 1 + \log^{1/2} R^w + \log^{1/2} S^w + \log^{1/2} (1+|\omega|) + \log^{1/2} (1+|\xi|)$. Then following bound holds for all $s, t$ and for all $\omega, \xi$:

$$
|Y_{[s, t]}(\omega, \xi)| \lesssim \sqrt{t-s}(1+|\xi|)^{-\frac{1}{2H}} \left( 1 + Q^w_\lambda + \sqrt{|\log(t-s)|} + \sqrt{\log(1+|\omega|)} + \sqrt{\log(1+|\xi|)} \right)
$$

where $C$ is a constant depending on $d$, $D$ and $H$ and $Q^w_\lambda = \sqrt{\log R^w_\lambda} + \sqrt{\log S^w_\lambda}$.

**Theorem 11.** For any $H > 0$, any $0 < \lambda \leq 1$ and for all $\alpha > -1/2H$ there exists $\gamma > 1/2$ such that

$$
K^w_{\alpha, \gamma} \lesssim 1 + Q^w_\lambda
$$

**Proof.** Interpolating between the inequality above and the trivial one $|Y_{[s, t]}(\omega, \xi)| \leq |t-s|$ we get for all $0 \leq \varepsilon \leq 1$:

$$
|Y_{[s, t]}(\omega, \xi)| \lesssim (t-s)^{1/2+\varepsilon/2} (1+|\xi|)^{-\frac{1}{2H}} \left( 1 + Q^w_\lambda + \sqrt{|\log(t-s)|} + \sqrt{\log(1+|\omega|)} + \sqrt{\log(1+|\xi|)} \right)
$$

and by loosing a bit of the powers we can get rid of two logarithmic corrections in $t-s$ and $\xi$:

$$
|Y_{[s, t]}(\omega, \xi)| \lesssim (t-s)^{1/2+\varepsilon/4} (1+|\xi|)^{-\frac{1}{2H}} \left( 1 + Q^w_\lambda + \sqrt{\log(1+|\omega|)} \right)
$$

which implies directly the statement by taking $\alpha = -\frac{1}{2H} + \frac{2\varepsilon}{2H}$ and $\gamma = \frac{1}{2} + \frac{\varepsilon}{4} = \frac{5}{8} + \frac{H\alpha}{4}$. \(\square\)

6. **Averaging properties of the fBm**

The aim of this section is to prove the following theorem:

**Theorem 12.** Let $W$ a fBm with Hurst parameter $H$ then for all $\alpha < 1/2H$ there exists $\gamma > 1/2$ such that the random variable $K^W_{\alpha, \gamma} < \infty$ almost surely.

We will use **Theorem 11** to reduce the estimation of $K^W_{\alpha, \gamma}$ to that of $Q^w_\lambda$ and $R^w_\lambda$. For this second r.v. we easily have:

**Lemma 6.** For all $\lambda < 1/2$ the r.v. $R^W_{\lambda}$ is finite a.s.
Lemma 9. For vector \((g_1, \ldots, g_d)\) giving Lemma 8. There exist a constant following lemma which will be useful in the computation below.

The fractional Brownian motion possesses the property of local nondeterminism. It is a well known fact since an article from Berman in 1973 [13]. This property implies the

\[
\sum_{k=1}^{p} (W_{tk} - W_{tk+p}) = \sum_{k=1}^{2p-1} a_k^\sigma (W_{\sigma(k+1)} - W_{\sigma(k)}).
\]

and \(\epsilon(k)\) by \(\sum_{k=1}^{p} W_{tk} - W_{tk+p} = \sum_{k=1}^{2p} \epsilon(k)W_{tk}\). The relation between \(\epsilon(\sigma(k))\) and \(a_k^\sigma\) is given by the following Lemma.

**Lemma 7.** For \(\sigma \in \mathcal{S}_2^p\) and \(k \in \{1, \ldots, 2p-1\}\), \(a_k^\sigma = - \sum_{l=1}^{k} \epsilon(\sigma(l))\).

**Proof.** Let \(\sigma \in \mathcal{S}_2^p\). By the definition of \(\Delta_\sigma\) and \(\epsilon\), we have, for \((t_1, \ldots, t_{2p}) \in \Delta_\sigma\),

\[
\sum_{k=1}^{2p} \epsilon(k)W_{tk} = \sum_{k=1}^{2p} \epsilon(\sigma(k))W_{\sigma(k)}.
\]

Hence, by definition of the \(a_k^\sigma\), it holds that

\[
\sum_{k=1}^{2p-1} a_k^\sigma (W_{tk+1} - W_{tk}) = \sum_{k=1}^{2p} (a_k^{\sigma-1} - a_k^\sigma) W_{\sigma(k)} = \sum_{k=1}^{2p} \epsilon(\sigma(k))W_{\sigma(k)}
\]

giving \(a_k^\sigma = - \sum_{l=1}^{k} \epsilon(\sigma(l))\) (compatible with the condition \(a_{2p}^\sigma = 0\)).

The fractional Brownian motion possesses the property of local nondeterminism. It is a well known fact since an article from Berman in 1973 [13]. This property implies the following lemma which will be useful in the computation below.

**Lemma 8.** There exist a constant \(K_H\) such that for all \(0 \leq t_1 \leq \cdots \leq t_n\) and for any vector \((u_1, \ldots, u_d) \in \mathbb{R}^d\), we have

\[
\text{Var} \left( \sum_{i=2}^{d} u_i (W_{ti} - W_{ti-1}) \right) \geq K_H \sum_{i=2}^{d} u_i^2 |t_i - t_{i-1}|^{2H}
\]

Thanks to the two last lemma, we are able to easily obtain an estimation for \(Y_{[s,t]}^W\).

**Lemma 9.** For \(\lambda\) small enough \((\lambda < 1/4)\) we have

\[
\mathbb{E} \exp \left( \lambda \frac{|\xi|}{(t-s)} |Y_{[s,t]}^W(\omega, \xi)|^2 \right) \leq C_\lambda < +\infty
\]

where the constant \(C_\lambda\) does not depend on \(\omega, x, t, s\).
Proof. We have

\[
E \left[ \exp \mu |Y_{s,t}^W(\omega, \xi)|^2 \right] = \sum_{p \geq 0} \frac{\mu^p}{p!} E \left[ |Y_{s,t}^W(\omega, \xi)|^{2p} \right]
\]

Hence, we must estimate \( E[|\int_s^t \exp(i \langle \xi, W_t \rangle) dt|^{2p}] \). With the above notation, the following computation holds:

\[
E \left[ \left| \int_s^t \exp (i \langle \xi, W_t \rangle + i \omega t) dt \right|^{2p} \right] = E \left[ \left| \int_{[s,t]^{2p}} \prod_{k=1}^p \exp (i \langle \xi, W_{t_k} - W_{t_{k+1}} \rangle + i \omega (t_k - t_{k+1})) dt_1 \ldots dt_{2p} \right| \right] = \sum_{\sigma \in \mathcal{S}_{2p}} \int_{\Delta_\sigma} E \left[ \exp \left( i \sum_{k=1}^{2p-1} a_k^2 \left( \langle \xi, W_{t_{\sigma(k+1)}} - W_{t_{\sigma(k)}} \rangle + \omega (t_{\sigma(k+1)} - t_{\sigma(k)}) \right) \right) \right] dt_{\sigma(1)} \ldots dt_{\sigma(2p)}
\]

\[
\leq \sum_{\sigma \in \mathcal{S}_{2p}} \int_{\Delta_\sigma} E \left[ \prod_{l=1}^d \exp \left( i \xi_l \sum_{k=1}^{2p-1} a_k^2 (W_{t_{\sigma(k+1)}}^l - W_{t_{\sigma(k)}}^l) \right) \right] dt_{\sigma(1)} \ldots dt_{\sigma(2p)}
\]

\[
\cong \prod_{(W_t^l)} \sum_{\sigma \in \mathcal{S}_{2p}} \int_{\Delta_\sigma} \prod_{l=1}^d E \left[ \exp \left( i \xi_l \sum_{k=1}^{2p-1} a_k^2 (W_{t_{\sigma(k+1)}}^l - W_{t_{\sigma(k)}}^l) \right) \right] dt_{\sigma(1)} \ldots dt_{\sigma(2p)}
\]

\[
\cong \text{mBf} \sum_{\sigma \in \mathcal{S}_{2p}} \int_{\Delta_\sigma} \prod_{l=1}^d \exp \left( -\frac{\xi_l^2}{2} \text{Var} \left( \sum_{k=1}^{2p-1} a_k^2 (W_{t_{\sigma(k+1)}}^l - W_{t_{\sigma(k)}}^l) \right) \right) dt_{\sigma(1)} \ldots dt_{\sigma(2p)}
\]

\[
\leq \sum_{\sigma \in \mathcal{S}_{2p}} \int_{\Delta_\sigma} \exp \left( -\frac{K_H \xi_l^2}{2} \sum_{k=1}^{2p-1} (a_k^2)^2 \left| t_{\sigma(k+1)} - t_{\sigma(k)} \right|^{2H} \right) dt_{\sigma(1)} \ldots dt_{\sigma(2p)}
\]

As we have seen above, the \( a_{2k}^2 \) are possibly null. The idea to deal with this fact is to neglect those terms in the previous computation. In the worst case: \( a_{2k}^2 = 0 \) and \( |a_{2k+1}^2| = 1 \). Hence, for any \( \sigma \in \mathcal{S}_{2p} \),
\[
\int_{\Delta_{\sigma}} \exp \left( -\frac{K_H |\xi|^2}{2} \sum_{k=1}^{2p-1} (a_k)^2 \left| t_{\sigma(k+1)} - t_{\sigma(k)} \right|^{2H} \right) dt_{\sigma(1)} \cdots dt_{\sigma(2p)} \\
\leq \int_{\Delta_{\sigma}} \exp \left( -\frac{K_H |\xi|^2}{2} \sum_{k=1}^{p} \left| t_{\sigma(2k)} - t_{\sigma(2k-1)} \right|^{2H} \right) dt_{\sigma(1)} \cdots dt_{\sigma(2p)} \\
= \int_{s}^{t} dt_{\sigma(2p)} \int_{s}^{t_{\sigma(2p)}} dy_{\sigma(2p-1)} \exp \left( -\frac{K_H |\xi|^2}{2} y_{\sigma(2p-1)}^{2H} \right) \cdots \int_{s}^{t_{\sigma(2)}} dy_{\sigma(1)} \\
\leq \int_{\Delta_{p,\text{id},[s,t]}} dt_{1} \cdots dt_{p} \left( \int_{0}^{\infty} dy \exp \left( -\frac{K_H |\xi|^2}{2} y^{2H} \right) \right)^{p} \\
\leq \frac{(s - t)^p}{p!} \left( C \left( \frac{2}{K_H |\xi|^2} \right) \frac{1}{p!} \right)^{p} \\
= C_H \frac{1}{p!} \left( \frac{s - t}{|\xi|^2} \right)^{p}
\]

where we used the fact that \( y_{\sigma(2k-1)} = t_{\sigma(2k)} - t_{\sigma(2k-1)} \). Putting all together, it gives that
\[
E \left[ |Y_{s,t}^{W}(\omega, \xi)|^{2p} \right] \leq \frac{(2p)!}{p!} C_H \left( \frac{t - s}{|\xi|^2} \right)^{p}
\]
and then
\[
E \left[ \exp \left( \mu |Y_{s,t}^{W}(\omega, \xi)|^{2p} \right) \right] \leq \sum_{p \geq 0} \frac{\mu^p (2p)!}{p!} C_H \left( \frac{t - s}{|\xi|^2} \right)^{p}
\]
Hence taking \( \mu = \lambda |\xi|^2/(t - s) \)
\[
E \left[ \exp \left( \lambda \frac{|\xi|^2}{(t - s)} |Y_{s,t}^{W}(\omega, \xi)|^{2p} \right) \right] \leq \sum_{p \geq 0} \frac{\lambda^p (2p)!}{p!} C_H
\]
which converges for \( \lambda < \frac{1}{t} \). \( \square \)

7. Averaging properties of absolutely continuous perturbations of the fBM

Let \( (b_n)_{n \geq 1} \) be a sequence of smooth vector fields such that \( N_{\alpha+1}(b_n) \leq C \) uniformly in \( n \geq 1 \). By a standard fixed point argument, it is well known that the following equation
\[
X^n_t = x_0 + \int_{0}^{t} b_n(s, X^n_s)ds + W_t
\]
has an adapted solution \( X^n \) (to the standard filtration of the fractional Brownian motion). Here we analyze the averaging constant of \( X_n \) and we prove that it satisfy the requirements of Theorem 9 implying uniqueness of the limit ODE for \( b \in L^{\mathcal{F}^{\alpha+1}} \) and convergence of \( X^n \) to this unique solution.
The main difficulty is given by the fact that the only available analytic estimate of the behaviour of the averaging constant of $X^n$ is given by Lemma 3 and this estimate imply a loss of regularity of size $\gamma$ with respect to the vectorfield $b$. Below we will take advantage of the absolute continuity of the law of $X^n$ w.r.t. the law of the fBM $W$ to transfer the averaging properties of the fBM to the stochastic process $X^n$. This approach is an extension of an observation of Davie [4] to the fBM context.

A drawback of this approach is that the exceptional set will necessarily depend on the initial point $x_0$ and on the vectorfield $b$. This prevents to easily apply the uniqueness result to the case of random $b$ and to the analysis of the flow of the ODE.

The computation of the Radon-Nikodym derivative between the law of $X^n$ and the law of $W$ will result in a Girsanov transform. For technical reasons we will do this transformation only on a sub interval $[0, T_{\text{Gir}}] \subset [0, 1]$. As $b_n$ and $X^n$ are regular enough, according to Nualart and Ouknine [11], there exist a Brownian motion $B$ related to the filtration associated with $W$ and a probability $P_n$ such that the process $(X^n_t)_{t \in [0, T_{\text{Gir}}]}$ is a fractional Brownian motion of Hurst parameter $H$, where

$$ \frac{dP_n}{dP} = \exp \left( - \int_0^{T_{\text{Gir}}} H^n_t dB_t - \frac{1}{2} \int_0^{T_{\text{Gir}}} |H^n_t|^2 \, dt \right) $$

and where for $H \geq \frac{1}{2}$

$$ H^n_t = \frac{t^{H-\frac{1}{2}}}{\Gamma(\frac{1}{2} - H)} \left( t^{1-2H} b_n(t, X^n_t) + \left( H - \frac{1}{2} \right) \int_0^t \frac{t^{\frac{1}{2}-H} b_n(t, X^n_t) - s^{\frac{1}{2}-H} b_n(s, X^n_s)}{(t-s)^{H+\frac{1}{2}}} \, ds \right) $$

and for $H < \frac{1}{2}$

$$ H^n_t = \frac{t^{H-\frac{1}{2}}}{\Gamma(\frac{1}{2} - H)} \int_0^t (s(t-s))^{\frac{1}{2}-H} b_n(s, X^n_s) \, ds $$

Thank to that Girsanov transform, the almost sure bound for $Q_W$ can be used to estimate $Q_X$ since $P_n$ and $P$ are equivalent.

**Lemma 10.** There exists a constant $\rho > 0$ and a constant $C_\rho$ independent of $n$ such that

$$ \mathbb{E} \left[ \exp \left( \rho (Q_X^n) \right) \right] \leq C_\rho $$

**Proof.** Let $K > 0$. By using the notation above

$$ \mathbb{E} \left[ \exp \left( \rho (Q_X^n) \right) \right]^2 = \mathbb{E}_{P_n} \left[ \exp \left( \rho (Q_X^n) \right) \frac{dP}{dP_n} \right]^2 $$

$$ \leq \mathbb{E}_{P_n} \left[ \exp \left( 2 \rho (Q_X^n) \right) \right] \mathbb{E}_{P_n} \left[ \left( \frac{dP}{dP_n} \right)^2 \right] $$

$$ = \mathbb{E} \left[ \exp \left( 2 \rho (Q_W^n) \right) \right] \mathbb{E}_{P_n} \left[ \exp \left( 2 \int_0^T H^n_t dB_t + \int_0^T H^n t \, dt \right) \right] $$

Where we have used that under $P_n$, $X^n$ is a fractional Brownian motion of same Hurst parameter $H$. If $\rho$ is small enough the first term is finite by the above results. To prove
the lemma, it is sufficient to prove that
\[ \mathbb{E}_{P_n} \left[ \exp \left( 2 \int_0^T H_t^n \, dB_t + \int_0^T |H_t^n|^2 \, dt \right) \right] \]
is bounded by a constant independent of \( n \). As \( B \) is a Brownian motion, it is enough to bound
\[ \mathbb{E}_{P_n} \left[ \exp \left( \int_0^T |H_t^n|^2 \, dt \right) \right] \]
The arguments are quite different depending whether \( H > 1/2 \) or \( H < 1/2 \). First suppose that \( H < \frac{1}{2} \).

\[ |H_t^n|^2 = \left| \int_0^t b_n(s, X_n^s) \, ds \right|^2 \]
\[ = \frac{t^{H-\frac{1}{2}}}{\Gamma(\frac{1}{2} - H)} \int_0^t (s(t-s))^{\frac{1}{2} - H} b_n(s, X_n^s) \, ds \]
\[ \leq \frac{(\frac{1}{2} - H)^2 t^{2H-1}}{\Gamma(\frac{1}{2} - H)^2} \int_0^t (s(t-s))^{-(1+2H)} |t - 2s| \left( \sigma_X^n b_n(0) \right)^2 \, ds \]
\[ \leq \frac{(CN_{\alpha+1}(b_n) Q_X^n \lambda^{-\frac{1}{2}})^2 (\frac{3}{2} - H)^2 t^{2H} \Gamma(\frac{1}{2} - H)^2}{\Gamma(\frac{1}{2} - H)^2} \int_0^t (s(t-s))^{-(1+2H)} |t - 2s| s^{2\gamma} \, ds \]
\[ \leq C \left( Q_X^n \right)^2 \lambda^{-1} \frac{N_{\alpha}(b)^2 (\frac{3}{2} - H)^2 t^{2(\gamma-H)}}{\Gamma(\frac{1}{2} - H)^2} \int_0^1 (u(1-u))^{-(1+2H)} |1 - 2u| u^{2\gamma} \, ds \]
\[ \leq C(b, H, \gamma) \lambda^{-1} \left( Q_X^n \right)^2 \]
Hence,
\[ \mathbb{E}_{P_n} \left[ \exp \left( \int_0^T |H_t^n|^2 \, dt \right) \right] \leq \mathbb{E} \left[ \exp \left( CT \left( Q_X^W \right)^2 \lambda^{-1} \right) \right] \]
For \( T \) small enough, this quantity is bounded, and the lemma is proved in this case. For \( H > \frac{1}{2} \), we have to work in the autonomous case. In this case, \( b \) is \( \alpha \) Hölder continuous.
and \( \|b\|_\alpha \leq C N_{\alpha+1}(b) \) and \( \|b\|_\infty \leq N_{\alpha+1}(b) \)

\[
|H^p_n| = \left| \frac{t^{H - \frac{1}{2}}}{\Gamma\left( \frac{3}{2} - H \right)} \left( t^{1 - 2H} b_n(t, X_t^n) + \left( H - \frac{1}{2} \right) \int_0^t \frac{t^{\frac{1}{2} - H} b_n(t, X_t^n) - s^{\frac{1}{2} - H} b_n(s, X_s^n)}{(t - s)^{H + \frac{1}{2}}} \, ds \right) \right| \\
\leq \frac{t^{\frac{1}{2} - H} |b(n(X_t^n))|}{\Gamma\left( \frac{3}{2} - H \right)} \\
+ \frac{(H - \frac{1}{2}) t^{H - \frac{1}{2}}}{2\gamma(3/2 - H)} \int_0^t (t - s)^{-(H + \frac{1}{2})} \left( t^{\frac{1}{2} - H} - s^{\frac{1}{2} - H} (b_n(t, X_t^n) + b_n(s, X_s^n)) \right) \, ds \\
+ \frac{(H - \frac{1}{2}) t^{H - \frac{1}{2}}}{2\gamma(3/2 - H)} \int_0^t (t - s)^{-(H + \frac{1}{2})} \left( t^{\frac{1}{2} - H} + s^{\frac{1}{2} - H} (b_n(t, X_t^n) - b_n(s, X_s^n)) \right) \, ds \\
\leq \frac{t^{\frac{1}{2} - H} N_{\alpha+1}(b)}{\Gamma\left( \frac{3}{2} - H \right)} + \frac{(H - \frac{1}{2}) t^{H - \frac{1}{2}} N_{\alpha+1}(b)}{\Gamma(3/2 - H)} \int_0^t (t - s)^{-(H + \frac{1}{2})} \left( t^{\frac{1}{2} - H} - s^{\frac{1}{2} - H} \right) \, ds \\
+ \frac{(H - \frac{1}{2}) t^{H - \frac{1}{2}}}{\Gamma(3/2 - H)} \int_0^t (t - s)^{-(H + \frac{1}{2})} s^{\frac{1}{2} - H} C N_{\alpha+1}(b) |X_t^n - X_s^n|^\alpha \, ds \\
\leq C_H N_{\alpha+1}(b) t^{\frac{1}{2} - H} \left( 1 + \int_0^1 (1 - u)^{-(H + \frac{1}{2})} |X_t^n - X_{tu}|^\alpha \, du \right) \\
= C_H N_{\alpha+1}(b) t^{\frac{1}{2} - H} \left( 1 + |X_t^n|^\alpha t^{\alpha H} \int_0^1 (1 - u)^{-(H + \frac{1}{2}) + \alpha H} u^{12 - H} \, du \right) \\
\leq C_H N_{\alpha+1}(b) t^{\frac{1}{2} - H} \left( 1 + |X_t^n|^\alpha \right)
\]

where the equality are in law and where we have used that under \( P_n \) \( X^n \) is a fractional Brownian motion and have the property of stationarity and stationary increment. Furthermore this computation is correct as \(-\frac{1}{2\gamma} < \alpha < \frac{1}{2\gamma}\) and hence \(-\frac{1}{2} < \alpha H < \frac{1}{2}\).

Hence

\[
\mathbb{E}_{P_n} \left[ \exp \left( \int_0^1 |H^p_n|^2 \right) \right] \leq \mathbb{E}_{P_n} \left[ \exp \left( C(H, b, \alpha)(1 + |X_t^n|^\alpha) \int_0^1 t^{\frac{1}{2} - H} \right) \right] \\
\leq \mathbb{E} \left[ C \exp \left( C' W_1^{2\alpha} \right) \right] \\
< \infty
\]

\[\square\]

**Remark 4.** In the non-autonomous case the theorem is still true for \( b \in \mathcal{F}L^{\alpha+1} \) such that \( b \) is globally \( \nu \)-Hölder continuous in the first variable for \( \nu > H - \frac{1}{2} \).

**Theorem 13.** Assume that \( b \in \mathcal{F}L^{\alpha+1} \) then there exists \( \rho > 0 \) and sequence of smooth vectorfields \( (b_n)_n \) such that \( b_n \to b \) in \( \mathcal{F}L^{\alpha+1} \) and almost surely

\[
\exp \left( \rho (Q_{\alpha+1}^X)^2 \right) N_{\alpha+1}(b - b_n) \to 0
\]

which implies uniqueness of the Young equation for \( b \).
Proof. By the previous result we have that the $L^1$ norm of $\exp(\rho Q X_n^2)$ is uniformly bounded in $n$. Moreover consider $b_n$ such that $\hat{b}_n(\omega, \xi) = e^{-|\xi|^n} b(\omega, \xi)$. Then $b_n$ is smooth, $b_n \to b$ in $FL^{\alpha+1}$ by the dominated convergence theorem and there exists a subsequence which will still denote with $b_n$ such that $N_{\alpha+1}(b - b_n) \lesssim n^{-2}$. On this subsequence (which depends on $b$) consider the random variable

$$D = \sum_{n \geq 1} \exp \left( \rho (Q X_n^2) \right) N_{\alpha+1}(b - b_n)$$

then

$$ED = \sum_{n \geq 1} \mathbb{E} \exp \left( \rho (Q X_n^2) \right) N_{\alpha+1}(b - b_n) \lesssim \sum_{n \geq 1} n^{-2} \lesssim 1$$

so that almost surely $D < \infty$ which implies that $\exp \left( \rho (Q X_n^2) \right) N_{\alpha+1}(b - b_n) \to 0$. $\square$

Note that this argument give an exceptional set of zero measure which a priori depends on $b$ (and on the sequence $(b_n)_n$). As remarked previously, this fact prevents straightforward extension of the uniqueness results in $FL^{\alpha+1}$ to random $b$.
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