Minimal Norm Tensors Principle and Its Applications
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Abstract

In this paper we study the minimal norm tensors for general third covariant tensors and fourth covariant tensors, using this we can give a new explanation of Weyl tensor and Cotton tensor: Weyl tensor is the minimal norm tensor of Riemannian curvature tensor and Cotton tensor is the minimal norm tensor of divergence of Riemannian curvature tensor, and we also get some useful inequalities by computation the norm of minimal norm tensors.
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1 Introduction

Let $V$ be a real $n$-dimensional vector space with a metric (inner product) $(\cdot, \cdot)$, a standard basis of $V$ is denoted by $\{e_i\}$. Suppose $T$ is a third-order covariant tensor from space $V \times V \times V \rightarrow \mathbb{R}$, we consider the following minimal values problem

$$f(x_1^1, x_1^2, x_1^3, x_2^1, x_2^2, x_2^3, x_3^1, x_3^2, x_3^3) = ||F_{ijk}||^2$$

(1.1)

where

$$F_{i_1i_2i_3} = T_{i_1i_2i_3} + \frac{1}{2}(\sum_{\sigma=1}^{3}\sum_{\sigma' \in \varphi(3)}x_{\sigma}^{\sigma'}T_{i_{\sigma'}(1)}^{\alpha}(\delta_{i_{\sigma'}(2)i_{\sigma}(3)})$$
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Let Corollary 1.2. Theorem 1.1. above at first, and we get the mimimal norm and minimal norm ten sor as following.

\[ \varphi \quad \text{and} \quad T \]

Moreover, if we let \( T \) is a trace-free tensor and the minimal norm is \( T(\dot{e}_i, e_i, e_i) \), then the minimal norm tensor of equation (3) is the third-order permutation group. In this paper we study the question above at first, and we get the minimal norm and minimal norm tensor as following.

**Theorem 1.1.** Let \( V \) be a real \( n \)-dimensional vector space with a metric (inner product) \( \langle \cdot, \cdot \rangle \) and \( T \) is a third-order covariant tensor, then the minimal norm tensor of equation (1.1) is

\[
F_{i_1i_2i_3} = T_{i_1i_2i_3} - \frac{n + 1}{(n - 1)(n + 2)} (T_{i_1i_2i_3} | T_{i_1i_2i_3} |^2 + T_{i_1i_2i_3} | T_{i_1i_2i_3} |^2 + T_{i_1i_2i_3} | T_{i_1i_2i_3} |^2)
\]

\[ + \frac{1}{(n - 1)(n + 2)} (T_{i_1i_2i_3} + T_{i_1i_2i_3} + T_{i_1i_2i_3} + T_{i_1i_2i_3} + T_{i_1i_2i_3} + T_{i_1i_2i_3}) \]

This is a trace-free tensor and the minimal norm is

\[
|| F_{i_1i_2i_3} ||^2 = || T_{i_1i_2i_3} ||^2 - \frac{n + 1}{(n - 1)(n + 2)} (|| T^1 ||^2 + || T^2 ||^2 + || T^3 ||^2)
\]

\[ + \frac{2}{(n - 1)(n + 2)} (\langle T^1, T^2 \rangle + \langle T^1, T^3 \rangle + \langle T^2, T^3 \rangle) \]

Moreover, if we let \( T_{i_1i_2i_3} = T_{i_3j_k} = R_{i_1i_2j_k} \), then we have the following corollary

**Corollary 1.2.** Let \( M^n \) be a \( n \)-dimensional Riemannian manifold and \( V = T_p M \) on any point \( p \in M \), consider \( T_{i_1i_2i_3} = T_{i_1i_2i_3} \) (in the sense of Levi-Civita connection), then the minimal norm tensor of equation (1.1) is Cotton tensor:

\[
F_{i_1i_2i_3} = C_{i_1i_2i_3} = R_{i_1i_2j_k} - R_{i_1i_2j_k} - \frac{1}{2(n - 1)} (R_{i_1i_2j_k} - R_{i_1i_2j_k}) \]

In the similar manner we consider \( T \) is a fourth-order covariant tensor from space \( V \times V \times V \times V \to R \). Under a standard basis \( \{e_i\} \) of \( V \), we have the following notations

\[
T_{i_1i_2i_3i_4} = T(e_i, e_i, e_i, e_i), T_{i_1i_2i_3i_4}^{43} = T_{i_1i_2i_3i_4} = \sum_{i_1=1}^{n} T_{i_1i_2i_3i_4}^{43}, T_{i_1i_2i_3i_4}^{24} = T_{i_1i_2i_3i_4}^{24} = \sum_{i_1=1}^{n} T_{i_1i_2i_3i_4}^{24}. \]

(1.7)
Then we consider the following minimal values problem

\[
\langle \cdot \rangle
\]

where

\[
\phi
\]

is (1.12)

Then we have the following theorem.

**Theorem 1.3.** Let \( V \) be a real \( n \)-dimensional vector space with a metric (inner product) \( \langle \cdot, \cdot \rangle \) and \( T \) is a fourth-order covariant tensor, then the minimal norm tensor of equation (1.12) is

\[
F_{1123456} = T_{1123456} - \frac{2}{n(n-2)(n+4)} \sum_{\sigma \in \sigma(1)} T_{112(3)456} T_{1(3)456} + \frac{2}{n(n-2)(n+4)(n+2)} \sum_{\sigma \in \sigma(1)} T_{1(3)456} T_{112(3)456} - \frac{n^3 + 4n^2 - 4}{2n(n-2)(n+4)(n+2)} \sum_{\sigma \in \sigma(1)} T_{1(3)456} T_{112(3)456} + \frac{n + 3}{(n-2)(n+4)(n+2)} \sum_{\sigma \in \sigma(1)} (T_{112(3)456} T_{1(3)456} + T_{1(3)456} T_{112(3)456})
\]

and \( \sigma(4) \) is the fourth-order permutation group. Then we have the following theorem.
where $\varphi_1'(4) = \{\sigma \in \varphi(4) | \sigma(3) < \sigma(4)\}$. This is a trace-free tensor and the minimal norm is

$$|| F_{i_1i_2i_3i_4} ||^2 = || T_{i_1i_2i_3i_4} ||^2 = \frac{2}{n(n-2)(n+4)} \sum_{\sigma \in \varphi_1'(4)} T_{\sigma(1)}^{\sigma(3)} T_{\sigma(2)}^{\sigma(4)} T_{\sigma(1)}^{\sigma(2)} T_{\sigma(3)}^{\sigma(4)}$$

$$+ \frac{4}{n(n-2)(n+4)(n+2)} \sum_{\sigma \in \varphi_1'(4)} T_{\sigma(1)}^{\sigma(3)} T_{\sigma(2)}^{\sigma(4)} T_{\sigma(1)}^{\sigma(2)} T_{\sigma(3)}^{\sigma(4)}$$

$$- \frac{n^3 + 4n^2 - 4}{2n(n-2)(n+4)(n+2)} \sum_{\sigma \in \varphi_1'(4)} T_{\sigma(1)}^{\sigma(3)} T_{\sigma(2)}^{\sigma(4)} T_{\sigma(1)}^{\sigma(2)} T_{\sigma(3)}^{\sigma(4)}$$

$$+ \frac{2(n+3)}{(n-2)(n+4)(n+2)} \sum_{\sigma \in \varphi_1'(4)} T_{\sigma(1)}^{\sigma(3)} T_{\sigma(2)}^{\sigma(4)} T_{\sigma(1)}^{\sigma(2)} T_{\sigma(3)}^{\sigma(4)}$$

$$- \frac{2}{(n-2)(n+2)(n+4)} \sum_{\sigma \in \varphi_1'(4)} T_{\sigma(1)}^{\sigma(3)} T_{\sigma(2)}^{\sigma(4)} T_{\sigma(1)}^{\sigma(2)} T_{\sigma(3)}^{\sigma(4)}$$

$$+ \frac{n^2 + 3n + 6}{4(n-2)(n+4)(n+2)(n-1)} \sum_{\sigma \in \varphi_1'(4)} \sigma(1)^2$$

$$- \frac{3n + 2}{2(n-2)(n+4)(n+2)(n-1)} \sum_{\sigma \in \varphi_1'(4)} \sigma(1) \sigma(2)$$

(1.15)

where $\varphi_2'(4) = \{\sigma \in \varphi(4) | \sigma(3) < \sigma(4), \sigma(1) < \sigma(2)\}$, $\varphi_3'(4) = \{\sigma \in \varphi(4) | \sigma(3) < \sigma(4), \sigma(1) < \sigma(3)\}$ and $\varphi_4'(4) = \{\sigma \in \varphi(4) | \sigma(3) < \sigma(4), \sigma(1) < \sigma(4)\}$.

In particular, if $T_{i_1i_2}$ are symmetric i.e. $T_{i_1i_2}^{\alpha \beta} = T_{i_2i_1}^{\alpha \beta}$ for any $1 \leq \alpha \neq \beta \leq 4$, then we have the following corollary.

**Corollary 1.4.** Let $V$ be a real $n$-dimensional vector space with a metric (inner product) $\langle \cdot, \cdot \rangle$ and $T$ is a fourth-order covariant tensor with symmetric traces in any two indices, then the minimal norm tensor of equation (1.12) is

$$F_{i_1i_2i_3i_4} = T_{i_1i_2i_3i_4} - \frac{1}{n(n-2)(n+4)} \sum_{\sigma \in \varphi(4)} T_{\sigma(1)}^{\sigma(3)} T_{\sigma(2)}^{\sigma(4)} \delta_{\sigma(3)}^{\sigma(4)}$$

(4.14)
In particular, if $T$ is a trace-free tensor and the minimal norm is

$$
\| T \|_2 = \sum_{\sigma \in \varphi(4)} T_{\sigma(1)}^{\sigma(4)} \delta_{\sigma(3)}^{\sigma(3)}
$$

Moreover, if we let $T$ be a trace-free tensor, then the minimal norm is

$$
\| T \|_2 = \sum_{\sigma \in \varphi(4)} T_{\sigma(1)}^{\sigma(4)} \delta_{\sigma(3)}^{\sigma(3)}
$$

This is a trace-free tensor and the minimal norm is

$$
\| F_{i_1 i_2 i_3 i_4} \|_2^2 = \| T_{i_1 i_2 i_3 i_4} \|_2^2 - \frac{1}{n(n-2)(n+4)} \sum_{\sigma \in \varphi(4)} T_{\sigma(1)}^{\sigma(4)} T_{\sigma(2)}^{\sigma(2)}
$$

$$
- \frac{n^2 + 2n - 4}{4n(n-2)(n+4)} \sum_{\sigma \in \varphi(4)} T_{\sigma(3)}^{\sigma(4)} T_{\sigma(3)}^{\sigma(4)}
$$

$$
+ \frac{1}{n(n-2)(n+4)} \sum_{\sigma \in \varphi(4)} T_{\sigma(3)}^{\sigma(4)} T_{\sigma(3)}^{\sigma(4)}
$$

$$
+ \frac{n^2 + 3n + 6}{8(n-2)(n+4)(n+2)(n-1)} \sum_{\sigma \in \varphi(4)} (T_{\sigma(1)}^{\sigma(2)})^2
$$

$$
- \frac{3n + 2}{4(n-2)(n+4)(n+2)(n-1)} \sum_{\sigma \in \varphi(4)} T_{\sigma(1)}^{\sigma(2)} T_{\sigma(1)}^{\sigma(2)}
$$

In particular, if $T_{i_1 i_2 i_3 i_4}$ is totally symmetric for any two indices, then the minimal norm tensor of equation (1.12) is

$$
F_{i_1 i_2 i_3 i_4} = T_{i_1 i_2 i_3 i_4} - \frac{1}{4(n+4)} \sum_{\sigma \in \varphi(4)} T_{\sigma(1)}^{\sigma(4)} \delta_{\sigma(3)}^{\sigma(3)}
$$

$$
+ \frac{T}{8(n+4)(n+2)} \sum_{\sigma \in \varphi(4)} \delta_{\sigma(1)}^{\sigma(1)} \delta_{\sigma(3)}^{\sigma(3)}
$$

where $T_{i_1 i_2} = \sum_{i_3=1}^n T_{i_1 i_2 i_3 i_4}$ and $T = \sum_{i_1=1}^n T_{i_1 i_2}$. This is a trace-free tensor and the minimal norm is

$$
\| F_{i_1 i_2 i_3 i_4} \|_2^2 = \| T_{i_1 i_2 i_3 i_4} \|_2^2 - \frac{6}{n(n+4)} \| T_{i_1 i_2} \|_2^2 + \frac{3T^2}{(n+4)(n+2)}
$$

Moreover, if we let $T_{i_1 i_2 i_3 i_4} = T_{ijkl} = R_{ijkl}$, then we have the following corollary.
Corollary 1.5. Let $M^n$ be a $n$-dimensional Riemannian manifold and $V = T_pM$ on any point $p \in M$, consider $T_{i_1i_2i_3i_4} = T_{ijkl} = R_{ijkl}$, then the minimal norm tensor of equation (1.12) is Weyl conformal curvature tensor:

$$F_{ijkl} = W_{ijkl} = R_{ijkl} - \frac{1}{n-2} \{ R_{jl} \delta_{ik} - R_{jk} \delta_{il} - R_{il} \delta_{jk} + R_{ik} \delta_{jl} \}$$

(1.20)

Remark 1.6. There are many researchers study the trace-free decomposition tensors. J.W.Alexander research the decomposition of tensor in [1], D.Krupka research the trace-free decomposition in [2–6] and he get some formulaes of trace-free decomposition for some special type of tensors, in particular, he get a nice corollary that the trace-free decomposition tensor of (2,2) and (1,3) Riemannian curvature tensor are (2,2) Weyl conformal curvature tensor and (1,3) projective curvature tensor, respectively. And the trace in [2–6] means contraction upper indices with lower indices(In our paper trace means contraction with all indices). J.Mikes, M.Jukl, L.Juklová, L.Lakomá generalize some results of D.Krupka and give some applications in [7–10]. M.Crăsmăreanu research trace decomposition in recurrence problems and applications to almost projective invariants in [11,12]. V.T.Toth and S.G.Turyshev research the trace-free decomposition of $(0,3)$ tensor and totally symmetric tensor of $(0,r)$ from the point of physics in [13].

2 Proof of Main Theorems

Proof of theorem 1.1. By a direct computation we have

$$\frac{\partial F_{i_1i_2i_3}}{\partial x_\beta} = \frac{1}{2} \sum_{\alpha=1}^{3} \sum_{\sigma \in \varphi(3)} \delta_{x_\beta}^{\alpha} T^{\sigma}_{i_1(1) i_2(2) i_3(3)}$$

$$= \delta^{T_{i_1(1)}} T^{\alpha}_{i_2(2)} \delta_{i_3(3)} + \delta^{T_{i_2(2)}} T^{\alpha}_{i_1(1)} \delta_{i_3(3)} + \delta^{T_{i_3(3)}} T^{\alpha}_{i_1(1)} \delta_{i_2(2)}.$$  (2.1)

Next we compute the trace of $F_{i_1i_2i_3}$

$$F_{i_1}^1 = \sum_{i_2=1}^{n} \left( n x_{i_1(1)}^{1} + \frac{1}{2} \sum_{\alpha=1}^{3} \sum_{\sigma \in \varphi(3)} x_{i_1(1)}^{\alpha} T_{i_{\sigma(1)}(2) i_{\sigma(2)}(3)}^{\alpha} \right)$$

$$= T_{i_1}^1 + \sum_{\alpha=1}^{n} (n x_{i_1(1)}^{1} + x_{i_1(1)}^{2} + x_{i_1(1)}^{3}) T^{\alpha}_{i_1}$$

$$= T_{i_1}^1 + \sum_{\alpha=1}^{n} y_{i_1(1)} T^{\alpha}_{i_1}. $$  (2.2)
In the similar manner we have

\[ F_{i_2}^3 = T_{i_2}^3 + \sum_{\alpha=1}^{n_1} (x_1^n + x_2^n + x_3^n) T_{i_2}^{3\alpha} = T_{i_2}^3 + \sum_{\alpha=1}^{n_1} y_2^\alpha T_{i_2}^{3\alpha}. \]  

(2.3)

\[ F_{i_2}^3 = T_{i_2}^3 + \sum_{\alpha=1}^{n_1} (x_1^n + x_2^n + x_3^n) T_{i_2}^{3\alpha} = T_{i_2}^3 + \sum_{\alpha=1}^{n_1} y_2^\alpha T_{i_2}^{3\alpha}. \]  

(2.4)

Then we have

\[ \frac{1}{2} \frac{\partial f}{\partial x_i} = \left< \frac{\partial F_{i_1i_2i_3}}{\partial x_i}, F_{i_1i_2i_3} \right> = \delta_1^1 T_{i_1}^1 F_{i_1}^1 + \delta_2^2 T_{i_2}^2 F_{i_2}^2 + \delta_3^3 T_{i_3}^3 F_{i_3}^3 \]

\[ = \sum_{\alpha=1}^{n_1} \delta_\alpha^\alpha \left< T^\alpha, F^\alpha \right> = \left< T^\beta, T^\gamma \right> = \sum_{\alpha=1}^{n_1} y_\alpha^\gamma T^\alpha \]

\[ = \sum_{\alpha=1}^{n_1} \left< T^\beta, \delta_\alpha^\gamma T^\alpha + y_\alpha^\gamma T^\alpha \right> = (\delta_\alpha^\gamma + y_\alpha^\gamma) \left< T^\beta, T^\alpha \right> = 0. \]  

(2.5)

Or equivalently

\[ (I + Y)A = (I + BX)A = O. \]  

(2.6)

where \( a_{\alpha\beta} = \left< T^\alpha, T^\beta \right> \), \( O \) is the zero matrix of 3 \( \times \) 3 whose elements all are zero and

\[ B = \begin{bmatrix} n & 1 & 1 \\ 1 & n & 1 \\ 1 & 1 & n \end{bmatrix} \]  

(2.7)

such that \( Y = BX \).

1) If \( \det(A) \neq 0 \), then \( X = -B^{-1} \) and the minimal norm tensor (It is easy to see the tensor we solved is minimal) is

\[ F_{i_1i_2i_3} = T_{i_1i_2i_3} - \frac{n+1}{(n-1)(n+2)}(T_{i_1}^1 \delta_{i_2i_3} + T_{i_2}^2 \delta_{i_1i_3} + T_{i_3}^3 \delta_{i_1i_2}) \]

\[ + \frac{1}{(n-1)(n+2)}(T_{i_1}^1 \delta_{i_1i_3} + T_{i_2}^1 \delta_{i_1i_2} + T_{i_3}^2 \delta_{i_1i_2} + T_{i_3}^2 \delta_{i_1i_2} + T_{i_3}^3 \delta_{i_1i_2} + T_{i_2}^3 \delta_{i_1i_2}) \]  

(2.8)

This is a trace-free tensor and by a direct computation the minimal norm is

\[ \| F_{i_1i_2i_3} \|^2 = \| T_{i_1i_2i_3} \|^2 - \frac{n+1}{(n-1)(n+2)}(\| T_1 \|^2 + \| T_2 \|^2 + \| T_3 \|^2) \]

\[ + \frac{2}{(n-1)(n+2)}(\langle T_1, T_2 \rangle + \langle T_1, T_3 \rangle + \langle T_2, T_3 \rangle) \]  

(2.9)
2) If \( \det(A) = 0 \), noting that \( A \) is the metric matrix of \( T^1, T^2, T^3 \), then \( T^1, T^2, T^3 \) are dependent linearly. In this case the effect variables are less than before since we can use the relation of linear dependence, we can prove that the minimal norm tensor solved by the similar discussion in \( \det(A) \neq 0 \) can be written in the form of equation (2.8) if we use the relation of linear dependent in equation (2.8). This proves the theorem.

**Proof of corollary 1.2.** Letting \( T_{i_1i_2i_3} = T_{ijk} = R_{ijk,l} \), then by a direct computation we have

\[
T_{ijk} = R_{ijk,l} = R_{ik,j} - R_{ij,k}
\]

and

\[
T^1_i = 0, \quad T^2_j = \frac{R_{j,k}}{2}, \quad T^3_k = -\frac{R_{k,i}}{2}.
\]

where we used the second Bianchi identity. Then

\[
F_{ijk} = R_{ik,j} - R_{ij,k} - \frac{1}{2(n-1)} (R_{j} \delta_{ik} - R_{k} \delta_{ij})
\]

This is Cotton tensor \( C_{ijk} \). This proves the corollary.

**Proof of theorem 1.3.** By a direct computation we have

\[
\frac{\partial F_{\alpha \beta}}{\partial x_{\alpha \beta}} = \frac{1}{4} \sum_{\sigma \in \varphi(4)} \delta^{(1)}_{\sigma(1)} \delta^{(2)}_{\sigma(2)} T_{\sigma(1)i_{\sigma(2)} \sigma(3)i_{\sigma(4)}} = \frac{1}{2} T_{\alpha \beta} \delta_{ij}
\]

\[
\frac{\partial F_{ij}}{\partial y^j} = \frac{1}{4} \sum_{\sigma \in \varphi(4)} \delta^{(1)}_{\sigma(1)} \delta^{(2)}_{\sigma(2)} \delta_{i_{\sigma(3)}i_{\sigma(4)}} = \frac{1}{2} \delta_{ij}
\]

The critical point equations are

\[
\frac{\partial \| F_{i_1i_2i_3i_4} \|^2}{\partial x_{\alpha \beta}} = 2F_{i_1i_2i_3i_4} \frac{\partial F_{i_1i_2i_3i_4}}{\partial x_{\alpha \beta}} = 0, \quad \frac{\partial \| F_{i_1i_2i_3i_4} \|^2}{\partial y^j} = 2F_{i_1i_2i_3i_4} \frac{\partial F_{i_1i_2i_3i_4}}{\partial y^j} = 0
\]

(2.15)

It is easy to see that

\[
\frac{\partial \| F_{i_1i_2i_3i_4} \|^2}{\partial y} = 0 \iff \sum_{i_1 = i_2 = 1} F_{i_1i_2} = \langle I, F^{(1)j} \rangle = 0
\]

(2.16)
If $\tau(1) < \tau(2)$, then
\[
\frac{\partial}{\partial x_{\alpha\beta}} \left\| F_{i1i2i3i4}^{\tau(1)\tau(2)} \right\|^2 = 0 \iff T_{i_{\tau(1)}^{\tau(2)}}^{\alpha\beta} F_{i_{\tau(1)}^{\tau(2)}}^{\tau(1)\tau(2)} = (T_{i_{\tau(1)}^{\tau(2)}}^{\alpha\beta})^T F_{i_{\tau(1)}^{\tau(2)}}^{\tau(1)\tau(2)} = 0. \quad (2.17)
\]

If $\tau(2) < \tau(1)$, then
\[
\frac{\partial}{\partial x_{\alpha\beta}} \left\| F_{i1i2i3i4}^{\tau(1)\tau(2)} \right\|^2 = 0 \iff T_{i_{\tau(2)}^{\tau(1)}}^{\alpha\beta} F_{i_{\tau(2)}^{\tau(1)}}^{\tau(1)\tau(2)} = (T_{i_{\tau(2)}^{\tau(1)}}^{\alpha\beta})^T F_{i_{\tau(2)}^{\tau(1)}}^{\tau(1)\tau(2)} = 0. \quad (2.18)
\]

where $(T_{i_{\tau(1)}^{\tau(2)}}^{\alpha\beta})^T = T_{i_{\tau(2)}^{\tau(1)}}^{\alpha\beta}$. Next we compute $F_{i_{\tau(2)}^{\tau(1)}}^{\tau(1)\tau(2)}$ under assumption that $\tau(1) < \tau(2)$ (since $F_{i_{\tau(2)}^{\tau(1)}}^{\tau(1)\tau(2)} = F_{i_{\tau(2)}^{\tau(1)}}^{\tau(2)\tau(1)}$), by a direct computation we have
\[
F_{i_{\tau(2)}^{\tau(1)}}^{\tau(1)\tau(2)} = \delta_{i_{\tau(3)}^{\tau(4)}} F_{i1i2i3i4}
= T_{i_{\tau(1)}^{\tau(2)}}^{\tau(1)\tau(2)} + \frac{1}{2}(nx_{\alpha\beta}^{\tau(1)\tau(2)} + x_{\alpha\beta}^{\tau(1)\tau(3)} + x_{\alpha\beta}^{\tau(1)\tau(4)} + x_{\alpha\beta}^{\tau(3)\tau(2)} + x_{\alpha\beta}^{\tau(4)\tau(2)})T_{i_{\tau(1)}^{\tau(2)}}^{\alpha\beta}
+ \frac{1}{2}(nx_{\alpha\beta}^{\tau(2)\tau(1)} + x_{\alpha\beta}^{\tau(3)\tau(1)} + x_{\alpha\beta}^{\tau(4)\tau(1)} + x_{\alpha\beta}^{\tau(2)\tau(3)} + x_{\alpha\beta}^{\tau(2)\tau(4)})T_{i_{\tau(2)}^{\tau(1)}}^{\alpha\beta}
+ 2(ny_{\alpha\beta}^{\tau(1)\tau(2)} + y_{\alpha\beta}^{\tau(1)\tau(3)} + y_{\alpha\beta}^{\tau(1)\tau(4)} + \frac{1}{4}(x_{\alpha\beta}^{\tau(3)\tau(4)} + x_{\alpha\beta}^{\tau(4)\tau(3)})T_{i_{\tau(1)}^{\tau(2)}}^{\alpha\beta})\delta_{i_{\tau(1)}^{\tau(2)}}^{\tau(1)\tau(2)}
+ \sum_{\alpha<\beta}(nx_{\alpha\beta}^{\tau(2)\tau(1)} + x_{\alpha\beta}^{\tau(3)\tau(1)} + x_{\alpha\beta}^{\tau(4)\tau(1)} + x_{\alpha\beta}^{\tau(2)\tau(3)} + x_{\alpha\beta}^{\tau(2)\tau(4)})T_{i_{\tau(2)}^{\tau(1)}}^{\alpha\beta}
+ 2(ny_{\alpha\beta}^{\tau(1)\tau(2)} + y_{\alpha\beta}^{\tau(1)\tau(3)} + y_{\alpha\beta}^{\tau(1)\tau(4)} + \frac{1}{4}(x_{\alpha\beta}^{\tau(3)\tau(4)} + x_{\alpha\beta}^{\tau(4)\tau(3)})T_{i_{\tau(1)}^{\tau(2)}}^{\alpha\beta})\delta_{i_{\tau(1)}^{\tau(2)}}^{\tau(1)\tau(2)}
\]

(2.19)

For convenience we denote that
\[
\tilde{x}_{\alpha\beta}^{\tau(1)\tau(2)} = nx_{\alpha\beta}^{\tau(1)\tau(2)} + x_{\alpha\beta}^{\tau(1)\tau(3)} + x_{\alpha\beta}^{\tau(1)\tau(4)} + x_{\alpha\beta}^{\tau(3)\tau(2)} + x_{\alpha\beta}^{\tau(4)\tau(2)} \quad (2.20)
\]
\[
\tilde{y}_{\alpha\beta}^{\tau(2)\tau(1)} = nx_{\alpha\beta}^{\tau(2)\tau(1)} + x_{\alpha\beta}^{\tau(3)\tau(1)} + x_{\alpha\beta}^{\tau(4)\tau(1)} + x_{\alpha\beta}^{\tau(2)\tau(3)} + x_{\alpha\beta}^{\tau(2)\tau(4)} \quad (2.21)
\]
\[
\tilde{y}_{\alpha\beta}^{\tau(1)\tau(2)} = 2(ny_{\alpha\beta}^{\tau(1)\tau(2)} + y_{\alpha\beta}^{\tau(1)\tau(3)} + y_{\alpha\beta}^{\tau(1)\tau(4)} + \frac{1}{4}(x_{\alpha\beta}^{\tau(3)\tau(4)} + x_{\alpha\beta}^{\tau(4)\tau(3)})T_{i_{\tau(1)}^{\tau(2)}}^{\alpha\beta} \quad (2.22)
\]

where $\tau(1) < \tau(2)$. Then we can rewrite $F_{i_{\tau(2)}^{\tau(1)}}^{\tau(1)\tau(2)}$ as following
\[
F_{i_{\tau(2)}^{\tau(1)}}^{\tau(1)\tau(2)} = T_{i_{\tau(1)}^{\tau(2)}}^{\tau(1)\tau(2)} + \sum_{\alpha<\beta} \tilde{x}_{\alpha\beta}^{\tau(1)\tau(2)} T_{i_{\tau(1)}^{\tau(2)}}^{\alpha\beta} + \tilde{x}_{\alpha\beta}^{\tau(2)\tau(1)} (T_{i_{\tau(1)}^{\tau(2)}}^{\alpha\beta})^T \quad (2.23)
\]
Combining with the critical point equations

\[ \langle (T^{\alpha\beta})^T, F^{(1)\tau(2)} \rangle = 0, \langle T^{\alpha\beta}, F^{(1)\tau(2)} \rangle = 0, \langle I, F^{(1)\tau(2)} \rangle = 0. \] (2.24)

1) If \( \{T^{\alpha\beta}, (T^{\alpha\beta})^T, I\} \) (where \( 1 \leq \alpha < \beta \leq 4 \)) are linearly independent, then the determinate of inner product matrix is positive. By cramer rule we know \( F^{(1)\tau(2)} = 0 \) since all coefficients are zero. Then we have

\[ 1 + \bar{x}^{\tau(1)\tau(2)} + \bar{x}^{(2)\tau(1)\tau(2)} = 0, \tau(1) < \tau(2). \] (2.25)

\[ \bar{x}^{\tau(1)\tau(2)} + \bar{x}^{(2)\tau(1)} = 0, \alpha < \beta, \alpha \beta \neq \tau(1)\tau(2), \tau(1) < \tau(2). \] (2.26)

Then we can rewrite it by the definition of \( \bar{x} \) that

\[ Z = \begin{bmatrix}
  n & 1 & 1 & 1 & 1 & 0 \\
  1 & n & 1 & 1 & 0 & 1 \\
  1 & 1 & n & 0 & 1 & 1 \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  0 & 1 & 1 & 1 & n & \end{bmatrix} \begin{bmatrix}
  x_{12}^{12} + x_{12}^{21} & x_{12}^{13} + x_{12}^{21} & \cdots & x_{12}^{12} + x_{13}^{23} \\
  x_{13}^{13} + x_{13}^{23} & x_{13}^{13} + x_{13}^{33} & \cdots & x_{13}^{13} + x_{13}^{33} \\
  \vdots & \vdots & \vdots & \vdots \\
  x_{34}^{14} + x_{12}^{43} & x_{34}^{14} + x_{13}^{43} & \cdots & x_{34}^{14} + x_{34}^{43} \\
  \end{bmatrix} = C\bar{X} = -I \] (2.27)

where

\[ Z = \begin{bmatrix}
  \bar{x}_{12}^{12} + \bar{x}_{12}^{21} & \bar{x}_{12}^{13} + \bar{x}_{12}^{21} & \cdots & \bar{x}_{12}^{12} + \bar{x}_{13}^{23} \\
  \bar{x}_{13}^{13} + \bar{x}_{13}^{23} & \bar{x}_{13}^{13} + \bar{x}_{13}^{33} & \cdots & \bar{x}_{13}^{13} + \bar{x}_{13}^{33} \\
  \vdots & \vdots & \vdots & \vdots \\
  \bar{x}_{34}^{14} + \bar{x}_{12}^{43} & \bar{x}_{34}^{14} + \bar{x}_{13}^{43} & \cdots & \bar{x}_{34}^{14} + \bar{x}_{34}^{43} \\
  \end{bmatrix} \] (2.28)

We can solve it as following

\[ \bar{X} = \frac{-1}{n^2 + 2n - 8} \begin{bmatrix}
  \frac{n^2 + 2n - 4}{n} & -1 & -1 & -1 & -1 & \frac{4}{n} \\
  -1 & \frac{n^2 + 2n - 4}{n} & -1 & -1 & \frac{4}{n} & -1 \\
  -1 & -1 & \frac{n^2 + 2n - 4}{n} & -1 & -1 & \frac{4}{n} \\
  -1 & -1 & \frac{4}{n} & \frac{n^2 + 2n - 4}{n} & -1 & -1 \\
  \frac{4}{n} & -1 & -1 & -1 & \frac{n^2 + 2n - 4}{n} & \frac{4}{n} \\
  \end{bmatrix} \] (2.29)

On the other hand, noting that \( F_{i_1i_2}^{(1)\tau(2)} = 0 \), then \( F_{i_1i_2}^{(1)\tau(2)} - F_{i_2i_1}^{(1)\tau(2)} = 0 \) which implies that

\[ 1 + \bar{x}^{\tau(1)\tau(2)} - \bar{x}^{(2)\tau(1)\tau(2)} = 0, \tau(1) < \tau(2). \] (2.30)
We can solve it as following

\[ x^{\tau(1)\tau(2)}_{\alpha\beta} - x^{\tau(2)\tau(1)}_{\alpha\beta} = 0, \alpha < \beta, \alpha \beta \neq \tau(1)\tau(2), \tau(1) < \tau(2). \]  

(2.31)

In the similar manner we can rewrite it by the definition of \( \tilde{x} \) that

\[
W = \begin{bmatrix}
  n & 1 & 1 & -1 & -1 & 0 \\
  1 & n & 1 & 1 & 0 & -1 \\
  1 & 1 & n & 0 & 1 & 1 \\
  -1 & 1 & 0 & n & 1 & -1 \\
  -1 & 0 & 1 & 1 & n & 1 \\
  0 & -1 & 1 & -1 & 1 & n
\end{bmatrix}
\]

\[
\begin{bmatrix}
  x_{12}^{12} - x_{12}^{21} & x_{13}^{12} - x_{13}^{21} & \cdots & x_{34}^{12} - x_{34}^{21} \\
  x_{12}^{13} - x_{12}^{31} & x_{13}^{13} - x_{13}^{31} & \cdots & x_{34}^{13} - x_{34}^{31} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{12}^{34} - x_{12}^{43} & x_{13}^{34} - x_{13}^{43} & \cdots & x_{34}^{34} - x_{34}^{43}
\end{bmatrix} 
\]

(2.32)

where

\[
\tilde{X} = D\tilde{X} = -I
\]

(2.33)

We can solve it as following

\[
\tilde{X} = -
\]

\[
\begin{bmatrix}
  \frac{n}{n^2-4} & \frac{1}{4-n^2} & \frac{1}{4-n^2} & \frac{1}{n^2-4} & \frac{1}{n^2-4} & 0 \\
  \frac{1}{4-n^2} & \frac{n}{n^2-4} & \frac{1}{4-n^2} & \frac{1}{4-n^2} & \frac{1}{n^2-4} & \frac{1}{n^2-4} \\
  \frac{1}{4-n^2} & \frac{1}{4-n^2} & \frac{n}{n^2-4} & 0 & \frac{1}{4-n^2} & \frac{1}{4-n^2} \\
  \frac{1}{n^2-4} & \frac{1}{4-n^2} & \frac{1}{4-n^2} & \frac{n}{n^2-4} & \frac{1}{4-n^2} & \frac{1}{n^2-4} \\
  \frac{1}{n^2-4} & \frac{1}{4-n^2} & \frac{1}{4-n^2} & \frac{1}{4-n^2} & \frac{n}{n^2-4} & \frac{n}{n^2-4}
\end{bmatrix}
\]

(2.34)

Finally we have

\[
X^{\tau(1)\tau(2)} = \begin{bmatrix}
  a & b & b & c & c & d \\
  b & a & b & d & c & b \\
  b & b & a & d & b & b \\
  c & b & d & a & b & c \\
  c & d & b & a & b & c \\
  d & c & b & c & b & a
\end{bmatrix}, \tau(1) < \tau(2)
\]

(2.35)
and

\[ X^{\tau(2)\tau(1)} = \begin{bmatrix}
  e & c & b & b & d \\
  c & e & c & d & b \\
  c & c & e & d & c \\
  b & c & d & e & c \\
  b & d & c & e & c \\
  d & b & c & b & e
\end{bmatrix}, \quad \tau(1) < \tau(2) \] (2.36)

where

\[ a = -\frac{n^3 + 4n^2 - 4}{(n - 2)n(n + 2)(n + 4)}, \quad b = \frac{n + 3}{(n - 2)n(n + 2)(n + 4)} \] (2.37)

\[ c = \frac{-1}{(n - 2)(n + 2)(n + 4)}, \quad d = \frac{-2}{(n - 2)n(n + 4)}, \quad e = \frac{4}{(n - 2)n(n + 2)(n + 4)}. \] (2.38)

Now we consider the equations that \( \bar{y}^{\tau(1)\tau(2)} = 0 \), it is easy to check that \( \bar{y}^{12} = \bar{y}^{34} = 0 \), \( \bar{y}^{13} = \bar{y}^{24} = 0 \), \( \bar{y}^{14} = \bar{y}^{23} = 0 \). Then we only need to consider the following equations

\[ 2(ny^{12} + y^{13} + y^{14}) = \frac{n + 2}{(n - 2)(n + 4)}t^{12} - \frac{2}{(n + 4)(n - 2)}(t^{13} + t^{14}) \] (2.39)

\[ 2(y^{12} + ny^{13} + y^{14}) = \frac{n + 2}{(n - 2)(n + 4)}t^{13} - \frac{2}{(n + 4)(n - 2)}(t^{12} + t^{14}) \] (2.40)

\[ 2(y^{12} + y^{13} + ny^{14}) = \frac{n + 2}{(n - 2)(n + 4)}t^{14} - \frac{2}{(n + 4)(n - 2)}(t^{12} + t^{13}) \] (2.41)

We can solve it as following

\[ y^{12} = \frac{(n^2 + 3n + 6)t^{12}}{(n - 2)(n - 1)(n + 2)(n + 4)} = \frac{3n + 2}{(n - 2)(n - 1)(n + 2)(n + 4)}(t^{13} + t^{14}) \] (2.42)

\[ y^{13} = \frac{(n^2 + 3n + 6)t^{13}}{(n - 2)(n - 1)(n + 2)(n + 4)} = \frac{3n + 2}{(n - 2)(n - 1)(n + 2)(n + 4)}(t^{12} + t^{14}) \] (2.43)

\[ y^{14} = \frac{(n^2 + 3n + 6)t^{14}}{(n - 2)(n - 1)(n + 2)(n + 4)} = \frac{3n + 2}{(n - 2)(n - 1)(n + 2)(n + 4)}(t^{12} + t^{13}) \] (2.44)

Finally the minimal norm tensor is

\[ F_{i_1i_2i_3i_4} = T_{i_1i_2i_3i_4} - \frac{2}{n(n - 2)(n + 4)} \sum_{\sigma \in \varphi'(4)} T^{\sigma(3)\sigma(4)}_{i_\sigma(1)i_\sigma(2)} \delta_{i_\sigma(3)i_\sigma(4)} \]
where $\varphi_1'(4) = \{\sigma \in \varphi(4) \mid \sigma(3) < \sigma(4)\}$. By a direct computation we can get the minimal norm is

$$\| F_{11234} \|^2 = \| T_{11234} \|^2 - \frac{2}{n(n-2)(n+4)} \sum_{\sigma \in \varphi_2'(4)} T_{\sigma(1)} T_{\sigma(2)} T_{\sigma(3)} T_{\sigma(4)} \sigma(3) \sigma(4) \sigma(1) \sigma(2)$$

$$+ \frac{4}{n(n-2)(n+4)(n+2)} \sum_{\sigma \in \varphi_2'(4)} T_{\sigma(1)} T_{\sigma(2)} T_{\sigma(3)} T_{\sigma(4)} \sigma(3) \sigma(4) \sigma(1) \sigma(2)$$

$$- \frac{n^3 + 4n^2 - 4}{2n(n-2)(n+4)(n+2)} \sum_{\sigma \in \varphi_1'(4)} T_{\sigma(1)} T_{\sigma(2)} T_{\sigma(3)} T_{\sigma(4)} \sigma(3) \sigma(4) \sigma(1) \sigma(2)$$

$$+ \frac{2(n+3)}{(n-2)(n+2)(n+4)(n+2)} \sum_{\sigma \in \varphi_3'(4)} T_{\sigma(1)} T_{\sigma(2)} T_{\sigma(3)} T_{\sigma(4)} \sigma(3) \sigma(4) \sigma(1) \sigma(2)$$

$$- \frac{2}{(n-2)(n+2)(n+4)} \sum_{\sigma \in \varphi_4'(4)} T_{\sigma(1)} T_{\sigma(2)} T_{\sigma(3)} T_{\sigma(4)} \sigma(3) \sigma(4) \sigma(1) \sigma(2)$$

$$+ \frac{n^2 + 3n + 6}{4(n-2)(n+4)(n+2)(n-1)} \sum_{\sigma \in \varphi_1'(4)} \text{\(t(1)\)}^2$$

$$- \frac{3n + 2}{2(n-2)(n+4)(n+2)(n-1)} \sum_{\sigma \in \varphi_1'(4)} t(1) t(2) t(3) t(4) \sigma(3) \sigma(4) \sigma(1) \sigma(2)$$

where $\varphi_2'(4) = \{\sigma \in \varphi(4) \mid \sigma(3) < \sigma(4), \sigma(1) < \sigma(2)\}$, $\varphi_3'(4) = \{\sigma \in \varphi(4) \mid \sigma(3) < \sigma(4), \sigma(1) < \sigma(3)\}$, $\varphi_4'(4) = \{\sigma \in \varphi(4) \mid \sigma(3) < \sigma(4), \sigma(1) < \sigma(4)\}$, and $\varphi_4'(4) = \{\sigma \in \varphi(4) \mid \sigma(3) < \sigma(4)\}$.

2) If $\{T^{\alpha \beta}, (T^{\alpha \beta})^T, I\}$ (where $1 \leq \alpha < \beta \leq 4$) are linearly dependent, then the effect variables are less than before since we can use the relation of linear dependence, we can
prove that the minimal norm tensor solved by the similar discussion (in \(\{T^{\alpha\beta}, (T^{\alpha\beta})^T, I\}\) are linearly independent) can be written by equation (2.45) if we use the relation of linear dependence again in equation (2.45). This proves the theorem.

**Proof of Corollary 1.5.** Letting \(T_{ijkl} = T_{ijkl} = R_{ijkl}\), by a direct computation

\[
T_{ij}^{(1,2)} = T_{ij}^{(1,3)} = 0, T^{(1,2)(3,4)} = 0, T^{(1,3)(2,4)} = -T^{(1,4)(2,3)} = -R. \tag{2.47}
\]

\[
T_{ij}^{(1,3)} = T_{ij}^{(2,4)} = R_{ij}, T_{ij}^{(1,4)} = T_{ij}^{(2,3)} = -R_{ij}. \tag{2.48}
\]

Then we have

\[
F_{ijkl} = R_{ijkl} - \frac{1}{n-2} [R_{jl} \delta_{ik} - R_{jk} \delta_{il} - R_{il} \delta_{jk} + R_{ik} \delta_{jl}] + \frac{R}{(n-1)(n-2)} (\delta_{jl} \delta_{ik} - \delta_{jk} \delta_{il}) \tag{2.49}
\]

This is Weyl conformal curvature tensor. This proves the corollary.
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