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Abstract: With the rapid increase of volume and complexity in the projectile flight test business, it is becoming increasingly important to improve the quality of the service and efficiency of multi-domain cooperative networks. The key for these improvements is to solve the problem of asymmetric load of multi-controllers in multi-domain networks. However, due to the current reality, it is difficult to meet the demands of future tests, and there is not guarantee of subnet multi-domain test load balancing. Most recent works have used a heuristic approach to seek the optimal dynamic migration path, but they may fall into the local optimum. This paper proposes an improved ant colony algorithm (IACO) that can transform the modeling of the mapping relationship between the switch and the controller into a traveling salesman problem by combining the ant colony algorithm and artificial fish swarm algorithm. The IACO not only ensures the load balancing of multi-controllers but also improves the reliability of the cluster. The simulation results show that compared to other algorithms such as traditional ant colony algorithms and distributed decision mechanisms, this IACO achieves better load balancing, improves the average throughput of multi-controller clusters, and effectively reduces the response time of controller request events.
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1. Introduction

Under the conditions of information technology, the trend of comprehensive joint testing is aimed at the development of the environment of multi-domain collaborative testing networks. Due to the low networking efficiency and poor configuration flexibility of current traditional networks, it is gradually becoming more difficult to meet large-scale collaborative networking tests. In response to complex and changeable test tasks, a large number of manual deployments are required to meet the requirements of these test tasks, resulting in low test efficiency and increased error rates. Therefore, using the idea of separating the control plane and the forwarding plane of SDNs and the flexibility of virtualization technology, the basic architecture scheme of SDN technology networks is selected to make the network have programmable characteristics, allow it deal with the complexity of network management and control, and enable network management and control. Additionally, the configuration is more automated and intelligent, meeting the high-reliability and real-time performance requirements of the equipment test control system network. As shown in Figure 1, the test network platform is connected with abundant and massive heterogeneous devices (high-speed camera, radar, photoelectric theodolite, telemetry equipment, etc.), and due to the inflexible and rigid network architecture, it is very difficult to achieve the centralized control and flexible configuration of these heterogeneous devices in traditional networks.
Currently, the emergence of software-defined networks (SDN) [1] provides a new scheme to solve the problem of inflexible configuration. The main feature of an SDN is the decoupling of the control plane and the data plane. It has programmable and automated features. In order to adapt to the constantly changing network environment, operators can flexibly build through programmable networks. As shown in Figure 2, SDN network architecture is divided into an infrastructure layer, a control layer, and an application layer, and the communication between these three layers is conducted through southward interface and northward interface, respectively. The infrastructure layer is composed of an SDN switch, which is responsible for data forwarding and processing. The control layer is the core layer of the architecture, which is responsible for collecting network status, calculating routing, and sending control information to the data forwarding equipment of the infrastructure layer. The top layer is the application layer, where a variety of services and different types of applications run.

**Figure 1.** Schematic diagram of multi-domain collaborative test network.

**Figure 2.** SDN communication network framework diagram.

The idea of separating the control layer and the forwarding layer in an SDN is very suitable for the construction of complex test networks. Firstly, various network scenarios in the test network are usually non-persistent, so it is an important application index...
to transform the existing network structure flexibly. Second, the test network needs to be connected to a variety of network space equipment. The connection needs to realize dynamic hybrid networking with virtual nodes, which also puts forward high requirements for the flexibility of the network configuration. In the single-domain test network scenario, due to the influence of the controller capacity, business processing capacity, computing power, and other factors, a single controller is often insufficient to control and manage the entire network behavior, so it is necessary to build a controller cluster. In this context, a multi-controller cluster based on an SDN is proposed, which mainly solves the problem of a single controller not being able to meet control and management needs and to improve the business load balancing ability in the multi-controller environment under the increasing network scale environment. In reality, the rapid increase in heterogeneous interconnected test equipment, network traffic, and business requirements has caused a load imbalance between controllers, resulting in insufficient resource utilization and reduced network performance. For this reason, the IACO algorithm is proposed to solve this problem by maximizing the load balance of the controller through switch migration. In this paper, a multi-controller cooperative system scheme and an improved ant colony algorithm are used to solve the scalability problem of the control plane and the controller overload problem under a multi-controller cluster.

Multi-controller load balancing methods can be divided into controller optimization methods and switch migration methods. The controller optimization method is used to determine the optimal number and optimal position of the controller on the network through an optimization algorithm to achieve load balancing. On the other hand, the switch migration method is used to reach the controller load balance by migrating the switch of the overloaded controller. This paper uses the switch migration method to complete the remapping of the relationship between the switch and the controller, which improves the flexibility of the network and dynamic load balancing.

The current research mainly focuses on the following three sub-points:

1. The demand for projectile flight test business and test network equipment has increased sharply, and the management scope and processing capacity of a single controller are limited, which cannot meet the real-time service requirements of various businesses.
2. In a multi-domain test network, according to the actual needs of the task, the load of the multi-controller cluster is unbalanced, which may cause the performance of the cluster to be reduced or paralyzed.
3. On the basis of satisfying multi-controller cluster load balancing, how can less migration cost be used for efficient switch migration?

The main contributions of the paper are summarized as follows:

- We develop a distributed system architecture based on multiple controllers and propose a switch dynamic migration scheme. The application of the combination of the ant colony algorithm and the artificial fish swarm algorithm in the SDN multi-controller environment is proposed, and the switch dynamic migration problem is modeled as a traveling salesman problem (TSP), and the migration target controller is obtained.
- We calculate the selection probability of the migration switch using the collected topology information. Based on the ant colony algorithm, a more reasonable interval adjustment is adopted for the volatilization factor. The concept of the crowding degree in an artificial fish school is introduced, which enhances the ability of the algorithm in optimizing the cost of the target controller selection.
- The verification method of this experiment is to create a simulation experiment that compares the IACO proposed in this article with random, ACO [2], GA-ACO [3], and DDM [4]. Through throughput, response time, load index, balanced migration times, and load indexes of different topologies, five of these indicators are verified, and the simulation results show that the IACO achieves a better balanced-load effect in a multi-controller environment.
The rest of this paper is organized as follows: The Section 2 introduces the related work. The Section 3 conducts the analysis and the modeling of related problems and describes the implementation of IACO. The Section 4 presents our simulation experiments and comparison results followed by our conclusion and future research directions in the Section 5.

2. Related Work

2.1. Research on Multi-Controller

With the increasing number of switches, it is often difficult for a single controller to control the behavior of the whole network. To overcome this problem, some researchers have proposed the implementation of a logic-centralized controller function through the joint operation of multiple controllers. Solving the problem of limited resources for a single controller has become a frequent topic in the research on SDN cluster control technology [5,6]. Though multiple controllers provide more load capacity for data streams in large-scale networks, the difference in the load capacity of each controller has a great impact on the work efficiency. For the current problems, the current multi-controller structure can be roughly divided into two categories: a horizontal structure, such as Hyperlow [7], Onix [8], and Ethane [9], or vertical structure, such as Kandoo [10]. The realization of the vertical structure superimposes a high-level control layer on multiple controllers to coordinate the communication between multiple controllers and to complete the communication request between the controllers. The resource utilization of this architecture is not high, so if the top-level node has a heavy load, the cluster will be paralyzed after the failure of the top-level node. In a horizontal structure, all of the nodes are at the same level. They have the same qualifications, and no hierarchy is involved. On the other hand, this architecture can reduce the performance requirements of a single controller and can improve the scalability of the controller.

2.2. Load Balancing Problem

According to [11,12], due to the increasing problem of the load balancing of multi-controllers, the primary solution to solve this problem is to migrate the switch. How to dynamically migrate the switch to the target controller is called the switch migration problem (SMP) [13]. In [14–16], the load balancing is determined by whether the specified threshold is reached for load balancing. Basically, load balancing occurs under three types of circumstances: (1) In [17–19], it was proposed that due to dynamic changes in network traffic, there is a need to reduce communication costs and to meet the shortage of available resources by shutting the system down and by adding some controllers; (2) in order to deploy multiple controllers to minimize the communication delay between the switch and the control plane, it is necessary to choose strategically placed controllers to optimize network performance [20–22]. (3) When a load imbalance occurs, the switch is migrated from an overloaded controller to an underloaded one. Thus, load balancing is achieved by dynamically changing the relationship between the switch and the controller [23–25].

2.3. Load Balancing Algorithms

This section reviews recent and related work using the proposed method. The load of the controller is sorted first and is then balanced by a greedy algorithm [14,19,26]. However, the results from the greedy algorithm may not be optimal, and there is a gap between the greedy algorithm and the global optimal solution. The simulated annealing algorithm was proposed to improve the load balancing efficiency [17,18]. The approach requires a large number of experiments to obtain parameters to ensure its convergence to the optimal. F. Al-Tam et al. [13] proposed a mixed-integer linear programming model to solve the SMP problem in software-defined networks, but due to the use of precise algorithms with fewer decision variables, the resulting solution may not be the optimal solution. In [27–29], a new Elasticon architecture was proposed that was based on the switch dynamic mapping architecture of multiple controllers. Through the design of a new OpenFlow protocol
and by adopting a random migration strategy (random), although the delay between the controller and the switch can be reduced, the migration is less efficient and is prone to secondary overload when the target controller is loaded. Zhong Yuan [2] proposed a load balancing strategy (ACO) based on an ant colony algorithm, applying ACO to the SDN network architecture to achieve the load balancing of the communication link, but this solution was only for a single controller and does not apply to a multi-controller environment. In [3], an algorithm that combines ant colony and genetics is proposed, which enhances the global optimization ability of the algorithm, but the parameters in the algorithm are basically static and cannot be dynamically adjusted according to the transformation of the environment. Oladipupo Adekoya et al. Hu et al. [4] proposed a distributed decision mechanism (DDM) based on switch migration in multi-subdomain SDN networks. The DDM first constructed a distributed migration decision field and then selected the migration switch and target controller according to the selection probability before the migration countdown was set to achieve orderly switch migration. However, the DDM used a greedy algorithm to select the target controller so that the results may not be the global optimal solution. Ref. [24] proposed an improved switch migration decision algorithm (ISMDA). The improved algorithm uses the controller variance and the average load state of the controller to determine the set of underloaded controllers in the network, but the migration cost is not considered to be enough. This leads to a decrease in migration efficiency. W. H. F. Aly et al. [30] proposed the most recent migration strategy. By selecting the nearest controller as the migration controller, only the migration cost between the migrated switch and the target controller is considered. However, the problem of secondary overload caused by load balancing migration was not considered. Zhang et al. [31] proposed an algorithm for solving SMP using online controller load balancing; the algorithm was used to continuously improve the load balancing degree until no switches need to be migrated. However, frequent switch migration will increase the additional overhead of the network resources and will reduce the performance of the entire network architecture. K. S. Sahoo et al. [32] proposed a controller adaptation and migration decision framework that is able to determine when to perform switch migration by monitoring the load in real time. Multi-criteria decision technology was introduced to select target controller, but the scheme monitored network status in real time and reduced efficiency without considering migration cost. In [33], an ant colony algorithm that comprehensively considers the load balancing of data link and server is proposed to select the optimal server. However, this algorithm only supports the single-controller environment, and it is difficult to meet the current demand when business increases sharply, thus leading to controller failure. In [34], an ant colony system algorithm (ACS) is proposed, which uses the server load and network statistics collected by the controller to find the best server and the best path for data flow. However, in finding the best path, the ant colony algorithm tends to converge prematurely and thus falls into the local optimal, which may not obtain the global optimal path. Reference [35] introduced an additional use of the ant colony algorithm and other algorithms in combination to avoid falling into the local optimal solution of a wide range of solutions, but we have put forward IACO as the combination of the ant colony algorithm and the artificial fish algorithm and the dynamic adjustment of the ant colony algorithm volatile factors used in SDN controller in the cluster, thus avoiding the ant colony algorithm getting trapped in the local optimal solution and optimal efficiency. Reference [36] proposed an ant colony algorithm (ACO) and a dynamic routing method to calculate the path between the source and the target using the ant colony optimization realized in the SDN. However, the variables of the ant colony algorithm in this paper are all set values, so the adaptability of the algorithm to the dynamic changes of the environment may be reduced, and the obtained may not be the optimal solution. In this paper, we further improve the efficiency of load balancing by improving the switch migration algorithm.
3. Materials and Methods

3.1. Problem Modeling

As shown in Figure 3, since projectile test equipment needs to be deployed and networked in a large range, a single controller cannot meet the unified management of a large number of heterogeneous Internet of Things devices. Therefore, the emergence of multi-controller architecture solves the problem of insufficient resources of a single controller. However, the load balancing among the controllers is the key to improving the efficiency of the controller cluster and has become a hot topic for recent research.

![Figure 3. Schematic diagram of multi-domain collaborative test networking.](image)

In this paper, we remap the relationship between the switch and the controller through dynamic switch transfer. In multi-controller SDN, the controller has three identities: equal, master, and slave. The master controller is the only controller in the domain that can update the switch flow table. In other words, each switch cannot have more than one master controller, but there can be one or more equal slave controllers [37]. When the master controller fails, an equivalent controller or a slave controller can replace it. The task of changing the master controller of a switch is called switch migration.

As shown in Figure 4, the data layer is represented by the controller connected to each device in the launch zone, navigation zone, and drop zone in Figure 3. The controller layer is the controllers C1, C2, and C3 of the three zones. The devices are all connected to switches, so they are simulated as seven switches managed by controllers in three zones. As the Figure shows, the switch S5 is connected to the controller C1. C1 is the master controller of S5, and the remaining controllers are the slave controllers of S5. When the load of the main controller C1 suddenly increases above the set load threshold at a certain moment, switch migration is required, and the lighter-loaded C3 is selected from the remaining slave controllers for migration. This paper studies the dynamic migration of the selected switch and controller after determining the migrated switch using IACO.

![Figure 4. Schematic of SDN under multi-controller.](image)

We set all of the controller nodes in the SDN area as $C = \{C_1, C_2, C_3, \ldots, C_M\}$, all of the switches as $S = \{S_1, S_2, S_3, \ldots, S_M\}$, and load balancing conditions. When the controller
is overloaded, the scheme obtained by the improved algorithm is used for migration to achieve load balancing.

**Definition 1.** Switch distribution matrix \( F = (f_{ij})_{M \times N} \), which indicates the mapping relationship between the controller and the switch, \( f_{ij} = 1 \), meaning \( c_i \) control \( s_j \). \( f_{ij} = 0 \) means that switch \( s_j \) is not controlled by controller \( c_i \).

**Definition 2.** Packet-in load \( \lambda_i \) of controller \( C_i \), which refers to the sum of the packet-in message rates of each switch managed:

\[
\lambda_i = \sum_{j \in s_i} \lambda_i,j
\]  

(1)

**Definition 3.** Packet-in load index \( L_i \) of controller \( C_i \), which represents the ratio of the current packet-in load to its maximum processing capacity \( \lambda_{\text{max}} \):

\[
L_i = \frac{\lambda_i}{\lambda_{\text{max}}}
\]  

(2)

**Definition 4.** The average packet-in load index \( L_{\text{avg}} \) of controllers in all controller clusters \( i \):

\[
L_{\text{avg}} = \frac{1}{|n|} \cdot \sum_{i \in C} L_i
\]  

(3)

**Definition 5.** Define the packet-in of each controller in the cluster, and the load balance degree is expressed as the standard deviation of the packet-in load of the controller cluster as:

\[
\sigma = \sqrt{\frac{1}{|n|} \sum_{i \in C} (L_i - L_{\text{avg}})^2}
\]  

(4)

Therefore, the optimized objective function can be obtained as:

\[
T_{\text{best}} = IACO_{\text{best}}
\]  

(5)

\[
L_i < 0.8 \quad \forall i
\]  

(6)

\[
f_{ij} \in \{0, 1\} \quad \forall i, j
\]  

(7)

\[
\sum_{i \in G} f_{ij} = 1 \quad \forall j
\]  

(8)

The objective function Formula (5) is the optimization goal of the model, and \( T_{\text{best}} \) is the optimal path of the overload controller migration obtained by the improved ant colony algorithm. The objective function Equations (6)–(8) are the model constraint functions. Function (6) ensures that the load index of all of the controllers is lower than 0.8 to avoid controller failure, so it is also a trigger condition for load balancing. Function (7) represents the connection status of each network device. Function (8) ensures that the OpenFlow switch in the entire cluster \( G \) has only one master controller.

In this paper, the switch migration problem is abstracted as the traveling salesman problem (TSP), a complex graph close to the TSP problem is obtained, and we attempt to solve the optimization problem and obtain the optimal migration path.

### 3.2. IACO

To balance the controller load at a small cost, we proposed an improved ant colony algorithm (IACO) for dynamic migration. Below are the details of the IACO’s two phases of realization: the selection of the migration switch and the obtaining of the optimal migration controller.
3.2.1. Switch Selection

If a controller $C_i$ is overloaded, then the $C_i$ may select a controllable changeover switch $S_j$ based on a specific probability distribution. The trigger of this selection is controlled by two factors: the number of flow requests and the delay of the controller and the switch. For the former, because each migration of the switch will affect the system, the switch with less flow requests will be migrated by the controller first. For the latter, since the switch management cost is high, there is a higher probability of selection. Therefore, the probability formula $P_{ij}$ is used here to select the switch.

$$P_{ij} = \frac{\exp(-r_{ij}t_{ij})}{\sum_{j \in S_i} \exp(-r_{ij}t_{ij})}$$

(9)

where $r_{ij}$ is the number of flow requests of the switch, $t_{ij}$ is the delay between $C_i$ and $S_j$, and $S_i$ is the set of $S_j$ controlled by $C_i$.

3.2.2. Target Controller Selection

After the relocation controller and the relocation switch in the domain of the controller are decided, we combine the ant colony algorithm and artificial fish swarm algorithm to obtain the optimal migration controller. Although the ant colony algorithm uses the principle of pheromone positive feedback to find the best path, it is easy to fall into the optimal solution locally. Hence, we introduce the definition of the crowding degree of the artificial fish swarm to prevent the ant colony algorithm from falling into the local optimal and prematurely mature phenomenon so that the ability of the approach to find the global optimal is improved. For the ant colony algorithm to solve the controller selection problem under the multi-controller architecture, the most commonly used method is to convert the problem into the classic traveling salesman problem (TSP), obtain a complex graph similar to the TSP problem, and then solve its optimization problem using the IACO, which uses the ant pheromone concentration to represent the migration path. When the conditions of the algorithm are satisfied, the more path pheromones that are released, the greater the probability of the path becoming the best migration path is.

The congestion degree of artificial fish swarm algorithm is defined as

$$q_{ij} = \frac{2\tau_{ij}(t)}{\sum_{i \neq j} \tau_{ij}(t)}$$

(10)

where $\tau_{ij}(t)$ represents the concentration on the path in the ant colony algorithm. Define the congestion threshold at the time $t$:

$$\gamma(t) = 1 - \frac{1}{e^{ac}}$$

(11)

where $a$ is the threshold coefficient, and $c$ is the number of cycles.

If $q_{ij} < \gamma(t)$, the current path is unobstructed, and the ant will continue moving along the current path without reselecting the next feasible path. Otherwise, the ant will randomly choose a feasible path to move around the neighborhood.

An ant colony algorithm is a biological bionic algorithm that uses ant behavior to transmit information through pheromones to establish an ant colony algorithm model around those pheromones. The following formula calculates the probability that the ant $k$ chooses the next city $j$ when it is in the city $i$. Where $allowSet_k$ is the next set of cities that ant $k$ can choose at time $t$, $\tau_{ij}(t)$ represents the pheromone on the path between city $i$ and city $j$ at the time $t$, and $a$ is the dependence of pheromone $\tau_{ij}(t)$, and where $\eta_{ij}$ is the heuristic
factor, which is generally the reciprocal of the pheromone concentration $\tau_{ij}(t)$ and $\beta$ is the dependence of the heuristic $\eta_{ij}(t)$:

$$P_{ij}^k(t) = \begin{cases} 
\frac{[\tau_{ij}(t)]^{\alpha}[\eta_{ij}(t)]^\beta}{\sum_{j \in \text{allowSet}_k} [\tau_{ij}(t)]^{\alpha}[\eta_{ij}(t)]^\beta} & \text{if } j \in \text{allowSet}_k \\
0 & \text{otherwise}
\end{cases} \quad (12)$$

Define the number of bytes transmitted at $t_1$ to $t_2$ each time period

$$B_i(t) = \frac{\text{Bytes}(t_1 - t_2)}{t_1 - t_2} \quad (13)$$

$$\tau_{ij}(t) = \frac{B_i(t)}{B_{\text{max}}^i(t)} \times 100\% \quad (14)$$

$$\eta_{ij}(t) = \frac{1}{\tau_{ij}(t)} \quad (15)$$

Our IACO approach improves the concentration update method in two aspects: the local update and the global update. The local update is that for the ant $k$, given the path $<i, j>$ that it travels, the pheromone update is defined as:

$$\tau_{ij}(t + 1) = (1 - \rho)\tau_{ij}(t) + \rho\tau_{ij}(0) \quad (16)$$

$\rho$ is the volatile factor, and $\tau_{ij}(0)$ is the initial value of the pheromone:

$$\tau_{ij}(0) = L_i \cdot \alpha + \sigma \cdot \beta \quad (17)$$

where $\tau_{ij}(0)$ is the initial target value of IACO, $L_i$ is the load index of the controller, and $\sigma$ is the packet-in load standard deviation of each controller in the cluster. The global update $\chi$ is to update the pheromone on the current path after the ant completes the iteration. It is defined as

$$\chi \begin{cases} 
\tau_{ij}(t + 1) = (1 - \rho)\tau_{ij}(t) + \rho\Delta\tau_{ij}(t) \\
\Delta\tau_{ij}(t) = \frac{L_C - L_{\text{best}}}{L_C} \quad (18)
\end{cases}$$

where $\Delta\tau_{ij}(t)$ is the global pheromone increment, $L_C$ is the optimal path length of the current iteration that is the $C$-th iteration, and $L_{\text{best}}$ is the current optimal path.

According to [38], the IACO adjusts the pheromone volatilization factor $\rho$ between partitions as

$$\rho = \begin{cases} 
0.9, & \text{if } C \in [0, 0.2 \cdot C_{\text{MAX}}) \\
0.7, & \text{if } C \in [0.2 \cdot C_{\text{MAX}}, 0.4 \cdot C_{\text{MAX}}) \\
0.5, & \text{if } C \in [0.4 \cdot C_{\text{MAX}}, 0.6 \cdot C_{\text{MAX}}) \\
0.3, & \text{if } C \in [0.6 \cdot C_{\text{MAX}}, 0.8 \cdot C_{\text{MAX}}) \\
0.1, & \text{if } C \in [0.8 \cdot C_{\text{MAX}}, C_{\text{MAX}}) 
\end{cases} \quad (19)$$

where $C_{\text{MAX}}$ represents the maximum number of cycles set.

Based on the discussion above, we summarize the IACO in Algorithm 1. It has two stages. One is to find the best solution of the migration controller, and the other is to complete the redeployment of the relationship between the switch and the controller.

More specifically, in the first stage, we first initialize the pheromone moment that is configured by the distance matrix and the greedy algorithm, and some parameters, including pheromone importance factor $\alpha$, heuristic factor $\beta$, the congestion threshold coefficient $\mu$, the congestion degree $\sigma(t)$, the total number of iterations $c$, and the number of ants $m$ and the number of nodes $n$ (steps 1–4). Next, it needs to be determined whether it is less than the iteration period $c$, and if it is satisfied, then it is appropriate to proceed to the next step, otherwise the loop traversal should end (steps 5). After all of the ants go through a path node (steps 6–8), the ant’s next city and the congestion degree $\sigma(t)$ to reach the next city need to be calculated through the roulette algorithm and then whether it is less
than the threshold $\gamma(t)$ needs to be determined (steps 9–12). After the ants have walked all the paths, the list of cities that the ants can reach is updated (steps 13–14). Subsequently, the path length of each ant is calculated, the appropriate volatilization factor according to the number of iterations is selected, and the information of the entire topology element is updated (steps 17–29). In the second stage, the selected migration switch is migrated to the target controller obtained in the first stage, provided that the preset load balance is satisfied.

**Algorithm 1: IACO**

**Stage 1 Target controller selection**

**Input** $G = (V,E)$  
**Output** $C_{objective}$

1) for each edge  
2) set initial pheromone value  
3) end for  
4) set value $\alpha$, $\beta$, $\rho$, $\mu$, $\sigma$, $c$, $m$  
5) while $t < c$  
6) for each ant $k$  
7) randomly choose an initial city  
8) for $i=1$ to $n$  
9) if $\sigma(t) < \gamma(t)$  
10) choose next city $j$ with probability  
11) else  
12) randomly choose another city  
13) end if  
14) update list of allowed city of ant $k$  
15) end for  
16) end for  
17) compute the length $C_k$ of the tour constructed by the $k$th ant  
18) for each edge  
19) update the pheromone value  
20) end for  
21) end while  
22) print result $C_{objective}$

**Stage 2 Switch dynamic migration**

**Input** Target $C_{objective}$  
**Output** New mapping relationship after completing the migration

23) execute $S_{migration}$ to $C_{objective}$

The complexity analysis of IACO: for the steps 1–3, the time complexity of $M$ cycles is $O(M)$; for the steps 7–17 when the number of ants $K$ is small, the time complexity is $O(K*N)$ or $O(N^2)$; otherwise, the time complexity of the $M$ traversals in steps 19–22 is $O(M)$. Hence, the total time complexity of the final algorithm is $O(N^2)$.

4. Experimental Simulation and Analysis

4.1. Simulation Environment

To study the ability of the IACO in terms of load balancing, throughput, response time, and communication overhead in the multi-domain test network, we built the multi-domain collaborative test network diagram shown in Figure 3 and used Mininet software [39] to build the simulation topology environment shown in Figure 4. Three floodlight controllers and seven OpenFlow switches were used to build a multi-controller cluster, and the simulation experiment was conducted under the Ubuntu16.04 system. To verify that the IACO can be deployed in different topological environments with good load balancing ability, a comparison with the other two different topological environments is made to
prove that the load balancing ability of the IACO is suitable for a variety of different network topological environments.

4.2. Experimental Parameter Settings

Combining the actual situation and characteristics of the dynamic migration algorithm in the SDN multi-controller architecture, the conditions for triggering load balancing are set as follows: load index greater than or equal to 0.8, sampling cycle $T = 1s$, and crowding threshold $c = 0.003$. The request rate of the switch should be set to be within the dynamic range, and the average flow rate should be set to 512 kbit/s. At the same time, in order to reflect the difference of the controller status in each sub-domain, the controller processing capacity should be 12 MB~15 MB. The values of the heuristic factors $\alpha$ and $\beta$ and the number of ants $m$ in the IACO are obtained by simulation experiments on the multi-controller dynamic migration architecture.

Because the value of the pheromone volatilization coefficient $\rho$ is regulated by (19), it is only necessary to conduct simulation experiments with different combinations of heuristic factors $\alpha$ and $\beta$. The simulation results of the influence of the values of heuristic factors $\alpha$ and $\beta$ on the IACO are shown in Table 1. The “iterations” in the table represent the number of loops of the final solution obtained by the algorithm. We need to refer to the influence of these two influence factors on the algorithm to find a balance point.

Table 1. Influence of heuristic factors $\alpha$ and $\beta$.

| $\alpha$ | $\beta$ | Iterations |
|---------|--------|------------|
| 0.1     | 0.1    | 35         |
| 0.1     | 0.5    | 23         |
| 0.5     | 1      | 14         |
| 1       | 2      | 9          |
| 3       | 8      | 4          |
| 6       | 9      | 2          |

When $\alpha$ and $\beta$ are both large, $\alpha$ makes the ant pay too much attention to the pheromone concentration when searching for the path, and even ACO, which completely relies on the pheromone concentration to find the path, will converge too quickly. However, when the network topology is large, it is easy to fall into a local optimal solution. When $\alpha$ and $\beta$ are both small, $\alpha$ basically makes the ants ignore the pheromone concentration in the process of finding a path, and the ants do not even rely on the pheromone concentrations to make choices. Therefore, we eventually chose $\alpha = 1$ and $\beta = 2$.

As shown in Table 2, the number of ants for the IACO also affects the overall performance of the algorithm. If the number of ants is too small, so the solution that is set is too small, so the search ability of the whole ant network is weakened, and it is easy to fall into the local optimal solution. When the number of ants increases, the solution set is to be larger, which will enhance the randomness of the global search. This also slows down the convergence of the algorithm. Therefore, we eventually chose the number of ants to be $m = 8$.

4.3. Performance Evaluation and Testing

In a SDN network, the load balancing performance of the controller mainly indicates the robustness of the whole cluster when the load of a controller is heavy. The performance of the controller can be verified by three indicators: throughput, controller load rate, and packet-in response time before and after migration.

The simulation results show that the proposed algorithm can provide a faster and more reliable balanced-load effect. In order to verify the performance of the IACO, a series
of simulation experiments were established, and IACO was compared to random, ACO, GA-ACO, and DDM.

**Table 2. Influence of the number of ants.**

| Ant Number | Iterations |
|------------|------------|
| 3          | 21         |
| 6          | 13         |
| 8          | 9          |
| 12         | 6          |
| 15         | 2          |

4.3.1. Throughput

Network throughput refers to the number of requests processed by the server in a unit time, which reflects the bearing capacity of the server and is an important tradeoff benchmark for the processing capacity of the system. We evaluated the system throughput by continuously increasing the connection request of the system.

In this experiment, as shown in Figure 5, we can see that there is little difference in the throughput of the five algorithms before 31s. After 31s, when we increase the packet-in message sending rate of the switch, it is obvious that the throughput of random cannot complete the real-time processing of the packet-in messages. Because of the increase in the number of requests, the load of the controllers will be unbalanced. As a result, some controllers will be overloaded, and the requests cannot be processed, while other controllers are still under low load, resulting in a decrease in the overall throughput of the controller cluster. The throughput of ACO, GA-ACO, and DDM is lower than that of IACO. Overall, the throughput of the IACO is increased by about 19%, 11.8%, 8.8%, and 5.6% more than Random, ACO, GA-ACO, and DDM, respectively.

![Figure 5. Comparison of throughput after load balancing.](image)

4.3.2. Controller Load Index

The controller load index after load balancing is an important benchmark for measuring performance. We set the load index to exceed 0.8 as the condition to start the balanced load. The size of the controller load index will affect the switch migration ability. After achieving load balancing, the lower and more average load index of the controller can reflect the load balancing degree of the controller well. Figure 6 compares the results on the load index.
In SDN network, the load balancing performance of the controller mainly indicates the robustness of the whole network service quality for the entire cluster. The performance of the controller can be verified by three indicators: network throughput, controller load rate and packet-in response time before and after migration.

4.3.1 Throughput
Throughput is an important indicator to evaluate the system throughput. We evaluate the system throughput by continuously increasing the connection request of the system. In the experiment, the topology model OS3E, Topology zoo and custom topology were used to verify the topology adaptability of the algorithm. The network throughput refers to the number of requests processed by the server in a unit time, which reflects the well reflect the load balancing degree of the controller. Figure 6 compares the results on the load index.

Figure 6. Comparison of load index before and after load balancing.

It can be seen from Figure 6 that apart from random, the other algorithms can complete the migration of the switches in the overload controller so as to achieve the effect of load balancing. The standard deviation results of the load index of random, ACO, GA-ACO, DDM, and IACO are 0.03207, 0.01129, 0.00542, 0.00329, and 0.00047, respectively. Obviously, random has the worst ability to achieve load exponential balance. The reason for this could be that although random reduces the load index to a certain extent; it cannot achieve load balance well and there is a possibility of secondary overload. Other algorithms prevent the occurrence of secondary overload. In fact, the IACO is the best among all of the algorithms in terms of load index and the load balance.

4.3.2 Controller load index
The controller load index after load balancing is an important benchmark for measuring performance. We set the threshold of the load index to exceed 0.8 as the condition to start the balanced load. The size of a controller load index will affect the throughput of the controller cluster. The throughput of ACO, GA-ACO, and DDM is lower than that of IACO. Overall, the throughput of IACO is increased by about 19%, 11.8%, 8.8%, 5.6% than Random, ACO, GA-ACO, DDM, respectively. After achieving load balancing, the lower and more average load index of the controller can also be that although random reduces the load index to a certain extent; it cannot achieve load balance well and there is a possibility of secondary overload. Other algorithms prevent the occurrence of secondary overload. In fact, the IACO is the best among all of the algorithms in terms of load index and the load balance.

4.3.3 Packet-in Response Time before and after Controller Migration
The response time of the controller packet-in is another performance criterion that can be used to weigh the controller load strategy. The response time of the controller has a strong influence on the acceptance and delivery rate of the flow meter. The response time of the controller is an indicator that can be used to reflect the status of the controller in the cluster. The lower the response time is, the better the controller status is. Therefore, we conducted experiments on the response time of the packet-in events.

The experimental simulation results are shown in Figures 7 and 8. As it can be seen from the figures, at the beginning of the packet-in event, the responses of all of the algorithms are relatively close, and when the request rate increases, the response time becomes larger, which is in line with expectations. When the request rate of packet-in is low, the response time of all of the algorithms is basically the same. However, when the packet-in event rate and the load on each controller increase, the advantage of the IACO is shown. Under the worst scenario, the response time of random is more than three times that of the IACO and is about 16.7% lower than that of DDM. Figure 8 shows the packet-in response time of the different controllers of the five algorithms after load balancing. The standard deviation results of the packet-in response time of the five algorithms of random, ACO, GA-ACO, DDM, and IACO are as follows: 4.9261, 4.1096, 3.2998, 1.2472, and 0.6667. Obviously, the IACO’s response time is not only lower than other four algorithms, but it is also more balanced. This shows that the IACO has a stronger load balancing performance while ensuring a low response time, which is enough to show the advantage of the IACO in the request rate of a large number of packet-in events and that it can provide reliable network service quality for the entire cluster.

4.3.4 Different Topologies Balance the Load Index Contrast
In the experiment, the topology model OS3E, Topology zoo and custom topology were used for comparative experiments. Under different topological environments, the number of controllers and the number of switches were different, and the balance degree of the load index was used to verify the topology adaptability of the algorithm. The network topology and parameter settings are shown in Table 3.
The response time of the controller is an indicator used to reflect the status of the controller in the cluster. The lower the response time, the better the controller status is. Therefore, we conduct experiments on the response time of packet-in events to evaluate the performance of different algorithms.

The response time of the controller has a strong influence on the acceptance and delivery rate of the flow meter. Therefore, we conduct experiments on the response time of packet-in events to evaluate the performance of different algorithms. The response time of the controller is an indicator used to reflect the status of the controller in the cluster. The lower the response time, the better the controller status is. Therefore, we conduct experiments on the response time of packet-in events to evaluate the performance of different algorithms.

The response time of the five algorithms of Random, ACO, GA-ACO, DDM, and IACO are as follows: 4.9261, 4.1096, 3.2998, 1.2472, and 0.6667 respectively. Obviously, IACO's response time is not only lower than other four algorithms, but also more than three times that of IACO and about 16.7% lower than that of DDM. Figure 8 shows the packet-in response time of each controller.

### Table 3. Topology Information Table.

| Topological Name | Number of Nodes | Number of Links | Number of Controllers |
|------------------|-----------------|----------------|-----------------------|
| Customize        | 7               | 7              | 3                     |
| Topology zoo     | 18              | 29             | 4                     |
| OS3E             | 9               | 9              | 5                     |

Figures 6, 9 and 10 show the controller load balancing rate of the three schemes under different network topologies. It can be seen from Figure 9 that compared to other algorithms, the IACO’s controller load is more balanced. Because of its static deployment, random does not adapt to dynamic changes in network traffic, and its load balancing performance is the worst. ACO is essentially an ant colony algorithm, which makes it difficult for it to achieve global optimization, and it also has limited load balancing performance. DDM migrates switches based on a greedy algorithm and cannot guarantee a global optimal solution. Although GA-ACO improves the load balancing ability, the parameters in the algorithm cannot be dynamically adjusted according to environmental changes. Compared to GA-ACO and DDM, the IACO uses a hybrid algorithm to obtain better solutions, can better adapt to traffic characteristics, and achieves a more reasonable switch migration mechanism and a better load balancing rate.

#### 4.3.5. Switch Migration Times

Switch migration is the main method to solve the load balancing problem under multiple controllers, but switch migration that is too frequent may affect the quality of the entire network service. In the current network environment, each switch is managed by the main controller, and the information exchange and migration time of each switch to another controller are essentially the same and can be expressed as Com_m. The number...
of migrations to complete the entire load balancing is expressed as \( \text{Num}_m \), so we can express the communication overhead as \( \text{Com}_m \times \text{Num}_m \). Since \( \text{Com}_m \) is essentially the same, we denote the number of switch migrations as the communication overhead in load balancing.

![Figure 9. Comparison of load balance under topology zoo.](image)

![Figure 10. Comparison of load balance under OS3E topology.](image)

As shown in Figure 11, under the five load balancing methods, IACO has the least number of migrations and communication overhead after load balancing. It can be seen from Figure 11 that due to the rigidity of the random algorithm’s switch migration selection, ACO migrates switches based on ant colony algorithm, which makes it difficult for it to achieve global optimal control. Compared to GA-ACO and DDM, the IACO uses the algorithm to dynamically adjust parameters and is able to obtain a better global optimal solution through the combination of the artificial fish school algorithm. The optimized mapping of the controller-switch is realized, the number of switch migrations is reduced, and the communication overhead in the network is reduced.

![Figure 11. Number of switches migrated.](image)
5. Conclusions

Due to the rapid growth of business requirements, there may be asymmetries in the demand for controllers. This asymmetry may cause an asymmetry in the load between the controllers, which may result in a decrease in controller performance. This paper presents a new solution to the switch migration problem (SMP) in the multi-controller environment of an SDN. An improved ant colony algorithm (IACO) is proposed to address the controller’s overloading issue. The IACO improved the traditional ant colony algorithm, divided the pheromone update into the global update and the local update, and dynamically adjusted the volatile factors in the different segments. Combined with the artificial fish swarm algorithm, the concept of congestion was introduced to improve the global optimization ability of the algorithm. Simulation experiments showed that compared to other algorithms such as random, ACO, GA-ACO, and DDM, the IACO achieves a better load balancing effect and has a good load balancing degree. It improves the cluster throughput of the controller and effectively reduces the response time of request events. As such, we put forward the methods for a single domain using the controller in a scene test network capacity, with business processing capacity factors, put forward many controller schemes-balanced loads, tested the algorithm through various applications to improve multi-domain IACO cluster network reliability and availability, and thus improved the testing defense capabilities of the network platform to provide technical support.

However, the algorithm currently being studied in this paper should only be used when the current controller cluster resources meet the current demand, and it does not consider the failure analysis and the current shortage of resources when the cluster demand is met. Therefore, in the future, according to [40], the use of intelligent algorithms combined with heterogeneous Internet of Things devices based on the situational awareness of multi-domain test network environment will be an important topic for research. Additionally, load balancing by dynamically adding controllers will become the focus of future research.
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