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Abstract

Expert systems have been used to enable computers to make recommendations and decisions. This paper presents the use of a machine learning trained expert system (MLES) for phishing site detection and fake news detection. Both topics share a similar goal: to design a rule-fact network that allows a computer to make explainable decisions like domain experts in each respective area. The phishing website detection study uses a MLES to detect potential phishing websites by analyzing site properties (like URL length and expiration time). The fake news detection study uses a MLES rule-fact network to gauge news story truthfulness based on factors such as emotion, the speaker’s political affiliation status, and job. The two studies use different MLES network implementations, which are presented and compared herein. The fake news study utilized a more linear design while the phishing project utilized a more complex connection structure. Both networks’ inputs are based on commonly available data sets.
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1. Introduction

Artificial intelligence (AI) techniques allow computer software to make recommendations or decisions. Some characterize this as mimicking a form of human intelligence; however, in many cases computers are able to exceed human capabilities in terms of speed, accuracy and other metrics. AI techniques are typically used, in programming, to allow computer software to perform tasks not possible with traditional if-then, case, loop and similar structures. AI technique use, thus, allows for processes formerly performed by humans, such as translation or image recognition, to be performed instead computationally.

One of the most common forms of artificial intelligence is neural networks [1]. Neural networks approximate the neuron structure of the human brain. Artificial neurons (called nodes) are interconnected and have weight values and activation functions, allowing for complex and responsive networks to be generated.

Neural networks are part of a sub-discipline of computer and data science known as machine learning. Machine learning techniques are used to learn behavior via training and to discover specific patterns from large amounts of data. Several different forms of machine learning techniques exist. Common techniques include support vector machines [2], naive Bayesian classifiers [3], decision trees [4], and K-nearest neighbors [5] algorithms, which are often used for classification. Other techniques, such as linear regression [6] and support vector regression [2] are commonly used for data regression. Supervised learning, which neural networks fall under, is a task-driven approach while unsupervised learning is a data-driven approach. Common unsupervised learning techniques are K-means [7], K-medoids [8], and hidden Markov model [9].

While machine learning algorithms have been used in numerous areas, they also have weaknesses. One large issue with many AI and machine learning techniques is the problem of bias. This bias problem has led Noble to refer to some machine learning algorithms as "algorithms of oppression" [10] due to their potential impact on historically disenfranchised groups. AI bias and discrimination have prospectively been manifested towards many groups of people, especially the disadvantaged. Examples include discrimination against ethnic minorities [11] and the poor [12]. While a critical issue, bias is not the only issue presented by AI and machine learning. Doyle contends that the misuse of big data is, in some cases, so damaging that it goes as far as to threaten democracy [13].

This paper reports on the development and optimization of expert system networks for two studies. Both applications, phishing website detection and fake news detection, are key areas of national concern. With fake news classification, for example, there is a trade-off between the need to protect the public from intentionally deceptive content and preventing censorship. The fact that Twitter flagged numerous tweets as fake news during the 2020 presidential election caused some Twitter users to concern as they believed that Twitter was limiting free speech [14]. Phishing prevention, similarly, pits warning users about a potential danger against similar censorship concerns.

Explainable and defensible AI systems may offer some benefit in this circumstance, as they could explain what the cause for a flagging or warning action was. This would allow internet users to analyze and make decisions for themselves.

For both studies, the Machine Learning Expert System (MLES), introduced in [15], was used to develop a rule-fact network representation which is reported on herein. The input fact weighting values within these rules will be refined over time, using gradient descent, to optimize outputs as described in [15]. The goal of both studies is to make decisions that are accurate and based on only causal relationships and to be able to explain the results so that users can understand why a particular decision (e.g., flagging a tweet or warning about a phishing website) was made.
This paper explores the applicability of MLES and the different ways it can be used as part of the two studies. It continues, in Section 2, with a review of prior work which provides a foundation for the work presented herein. Section 3 presents the phishing website detection study and the MLES rule-fact network that was developed for it. Section 4 presents the fake news detection study and the MLES network that it utilizes. Section 5 compares and analyzes these two studies. Finally, Section 6 discusses key conclusions from this work and potential areas of future work.

2. Background

This section presents work in three areas that provides a foundation for the work presented in this paper. First, prior work on artificial intelligence and machine learning is presented. Then, prior work on expert systems is reviewed. Finally, the machine learning trained expert system, the system used for the work presented herein, is discussed.

2.1. Artificial Intelligence and Machine Learning

Artificial intelligence (AI) is used throughout modern society. They provide a wide variety of benefits [16]. The technologies have been used to play games [17], find software bugs [18], help the handicapped [19], detect hackers [20] and command robots [21]. Machine learning (ML) systems adaptively learn on their own or utilize an explicit training process. Rewards and supplied input and output data [22] can be used to direct learning [23]. Other systems are left to find data associations on their own [24].

For supervised training system, gradient descent and backpropagation [25] techniques are used to apply changes throughout a neural network or similar structure. To do this, they use an iterative process which is based on identifying and correcting differences between network-under-training output and target output values. A variety of customizations to these basic techniques have been suggesting including those that optimize speed [26], focus on bias elimination [27], [28] and attack resilience [29], [30]. Other approaches utilize other AI techniques, such as genetic algorithms [31] and particle swarm optimization [32] as part of the training process.

2.2. Expert Systems

Expert systems, which use rule-fact networks for inference [33], were first developed in the 1960s and 1970s [34], [35]. In expert systems’ most basic form, facts can have binary values and rules identify facts that can be asserted (marked true), based on other facts already being true. They use a rule processing engine to scan the collection of rules and facts, called the system’s knowledge base, for these rules with satisfied preconditions. Expert systems which use fuzzy logic concepts [36] have been proposed. These systems can represent the nuance or uncertainty in fact values and rules. Newer forms of expert systems use other techniques [37], beyond basic rule-fact networks, including genetic algorithm and neural network concepts.

Perhaps the most advanced form of expert system, prior to the work presented in [15], was proposed by Mitra and Pal [38] who defined a so-called “knowledge-based connectionist expert system.” This system was to start with “crude rules”, which would be stored as connection weights in a neural network. Neural network training could then be used to refine the ruleset. This system does not appear to have been implemented and it is unclear how it would prevent the network structure from being trained away in the neural network.

Expert systems have been used across a variety of fields. Examples include power systems [39], agriculture [40], education [41] and medicine [42], [43]. Fuzzy logic expert systems, in particular, have
been utilized for autonomous vehicle obstacle avoidance [44], medical applications [45]–[47] and even software architecture evaluation [48].

2.3. Machine Learning Trained Expert Systems

This work uses a defensible machine learning-trained expert system approach, that was introduced in [15]. This system combines aspects of expert systems and neural networks and utilizes a gradient descent training technique. Unlike systems proposed prior to this, that technique is performed directly on the expert system’s rule-fact network. While there is a limited conceptual similarity to the suggestion in [38] of using neural networks for expert system rule development and refinement, the approach proposed in [15] does not allow the training process to modify the structure, preventing the system from learning illogical, invalid and problematic associations. Instead, the training process is used to distribute error-correction to rules’ input fact weightings.

The system incorporates the concepts of partial membership and ambiguity, allowing fact values to be between 0 and 1. Rules, instead of just being logical ‘AND’ operators, store weighting values that define the contribution of each input fact towards the identified output fact. These weighting values must be between 0 and 1 and sum to 1. As the typical training algorithms used with neural networks, which have different and more rigid structures are not suitable for expert systems, a training algorithm for expert system networks was proposed in [15].

The operations of the system are presented in Figure 1 and the algorithm that is used for determining the level of change that needs to be applied is presented in Figure 2.
This system identifies rules that contribute to the output fact. During training, the system-under-training is compared to the supplied data and a portion of the difference is applied to each contributing rule. The exact level of change that is made is based on a configurable velocity value. In [15], the system was trained using a ‘perfect’ system training technique, as described in [49]; however, in this work it is trained using data from two datasets in a manner that is typical of training in most neural network studies.
3. Phishing Website Detection Study

This study explores the detection of phishing websites based on features of the URL and the website it is associated with. The section continues by providing a brief overview of phishing is. It then discusses the dataset that the MLES network has been designed based on and the information it contains. The processing needed to prepare it for use by the MLES system is also discussed. Finally, in this section, the MLES network design is reviewed, with a focus on its key features and the overall methodology used for its development.

3.1. Topic Overview

Phishing [50], [51] is a commonly used social engineering attack. It is typically used to gain information that can be used for authentication or to impersonate a user. By sending messages through email and other mediums, which in many cases impersonate a friend, co-worker or trusted entity, an attacker can obtain credentials or other confidential information without having to breach any physical or digital system. In this form of attack, the human involved is the ‘system’ that has to be breached. The attackers,
thus, are using psychological and other tricks to attempt to get the target to give them the information that they desire.

Several techniques exist for identifying phishing attacks. Both “blacklists”\(^1\) and machine learning techniques are used for this purpose. For blocklists, a list of known-bad URLs and domains is created and consulted by message filtering software to determine if a message that has been received is likely to be a phishing attack. Several sources for these lists, such as PhishTank [52], exist. Some provide user-submitted URLs whereas others blocklists are built autonomously using machine learning models [53].

When machine learning is used, multiple characteristics of a message are analyzed. This includes scanning for known phishing keywords and phrases. The makeup of the target URL and the properties of the website that it links to can also be considered. A neural network can be used to make a determination regarding the legitimacy of the message and its contents.

### 3.2. Dataset

A dataset developed by Vrbančič [54] was selected for use in this study. It was originally created for evaluating the effectiveness of using deep neural networks for phishing detection. The dataset includes 88,647 entries and 111 features per entry. These features are divided into categories based on the different portions of the URL (as shown in Figure3). The dataset also includes general information about external features of the domain.

![Figure 3. Sections of a URL [55].](https://example.com/examples/index.php?q=example&y=2020)

#### 3.2.1. Data Preprocessing

Preprocessing was performed to this data to decrease the number of features that would serve as network inputs to the MLES. First, symbol characteristics were combined to form category-wide symbol classifications. Additionally, the values from the dataset were scaled to fall within the range of zero to one used by the MLES software processing system. Additionally, as some entries were missing data for certain features, such as if the URL did not include any parameters or directory, entries were modified so that unreported features were set to the average value of this feature in the dataset, to ensure that the missing feature is not erroneously treated as a zero value.

The dataset was divided into training, testing, and validating subsets. This ensured that the data records that were used to test the effectiveness of the system were not used in the training of the system.

### 3.3. Network Design

The network implemented to characterize this study for processing in the MLES system (see Figure 4) is largely divided based on the categories that make up the dataset. These are based on the components of the URL (and there is a category for other website information). In most cases, input facts serve as input facts to more than one rule. This allows an increased number of comparisons to take place, as opposed to a more linear design (such as the design used for the fake news detection study which is described

---

\(^1\) The term “blacklist” is used pervasively throughout the computing and cybersecurity literature to refer to this technique. A more appropriate and inoffensive term is “blocklist”. This term will be used throughout the remainder of this paper.
This study has taken the approach of creating rules to interconnect and create intermediate facts\(^2\) for all logically associated input facts. While this matrix-style design (shown in Figures 5 to 9) is used at low levels, each area is then encapsulated into a single fact that serves as the interface node to other areas of the network. This encapsulating node is at the bottom of each figure, in Figures 5 to 9. These encapsulating facts then participate in rules which results in a final prediction regarding a given presented URL being a phishing attempt website, given the feature data that is presented.

---

\(^2\) The term intermediate fact denotes a fact that doesn’t correspond to a specific discrete piece of information but rather is used to represent a complex structure within the MLES system.
Figure 6. Rule-fact network (rules not shown for simplicity) for entire URL related facts.

Figure 7. Rule-fact network (rules not shown for simplicity) for domain-related facts.
There is not a single correct way, which is known at present, to design rule-fact networks for use with the MLES system. For each application, the designer has to make decisions and identify facts that correlate with the desired output and determine what facts should be grouped together and encapsulated. Additionally, designers have to make a fundamental decision regarding the level of network interconnectedness and how interconnected a network should be. A key focus of this paper is the
comparison of the two design approaches used by the two studies herein. Identifying optimization
techniques and heuristics for MLES networks will be a key area of future work.

At present, an approach of making and refining decisions based on system performance after training is
required. This facilitates optimization and improvement beyond what is provided by the machine
learning training system in MLES which solely modifies rule weightings.

4. Fake News Detection Study

This section provides a description of how the MLES is used for the fake news detection study. It begins
with a brief overview of the dangers of fake news to society. This is followed by a description of ways
that are utilized to identify fake news. Next, a discussion of how the MLES is used to build a human-
understandable explainable and defensibly causal rule-fact network. The selection of the dataset, the
necessary pre-processing of the data and the network construction process are all discussed.

4.1. Danger of fake news

The rise of social media and other factors have resulted in lots of online content of varying degrees of
accuracy. Some of this content, commonly known as fake news, is deliberately deceptive. If believed
and followed, it may represent a significant threat to society. Fake news has been blamed for armed
attacks [56], influencing presidential elections [57] and numerous other maladies [58]. Individual
consumers have been shown to be under-prepared for dealing with information which isn't pre-screened
for them for accuracy [59], [60] and to place undue trust in online content [61]. In fact, 55% of
Americans have indicated that they are getting news from social media [62], without the benefit of fact
checking. Perhaps more concerning is that 75% of Americans have indicated that they have believed fake
news headlines [63].

If fake news can be identified, a variety of approaches are possible for preventing its negative impact.
These range from warnings and alerts [58] to other more restrictive approaches.

4.2. Techniques to detect fake news

A common method of identifying fake news is to do so manually. There are already several fact-checking
websites such as FactCheck.org, AFP Fact Check USA, and PolitiFact that present manual fact checking
of some news items. Of course, manual fact checking has an obvious disadvantage of being resource
intensive and comparatively slow.

A variety of fake news identification techniques, which use machine learning technology, have been
implemented and evaluated. Researchers have demonstrated the capability to identify fake news articles
based on features such as the word choice used in text [64], rhetoric structure [65], and the sentiment
revealed by the text [66]. Sentiment analysis, which is sometimes referred to as opinion mining, attempts
to characterize the writer’s view of the article’s subject. It is conducted using techniques such as natural
language processing. The result of this analysis is typically a number, where a positive value indicates a
positive sentiment and a negative value indicates sentiment negativity.

A number of open-source systems for sentiment analysis have been developed. IBM, for example,
provides a natural language processing service called Watson Natural Language Understanding for text
analytics [67]. Upadhayay and Behzadan used this resource to analyze every sentence in the LIAR dataset
and create emotion indexes. They added the results of this analysis to the dataset and named it
Sentimental LIAR [66]. This dataset is used for this work.
4.2. Dataset

The Sentimental LIAR dataset [66] is utilized for this work. Sentimental LIAR is based on an earlier dataset called LIAR [68]. Compared to the LIAR dataset, the new dataset has five added sentiment fields: anger, fear, joy, disgust and sadness. Additionally, the developers of the new dataset have created a truthfulness Boolean value field, which is based on (but reduces the fidelity of) the more nuanced multi-level truthfulness classifications included in the original LIAR dataset. Five fields are also included which represent the “detected level of … emotional states” [66].

The dataset includes 30 fields and 12,786 records. The records are divided into three subsets: the train set with 10,236 records, the test set with 1,267 records and the validation set which has 1,283 records.

4.3. Data processing

It is necessary to process the dataset to facilitate its importation and use in the MLES. This processing is now discussed.

First, the text-based label field is transformed into a numerical value. The label field has six possible values: pants-fire, FALSE, half-true, barely-true, mostly-true, and TRUE. These were converted to the values of 0.0, 0.1, 0.5, 0.6, 0.75, and 1.0.

For free text data, typographical and spelling corrections were made. The general approach to this type of data started with counting the number of occurrences of each word or phrase across all entries in the training dataset. Those with too few occurrences (i.e., less than 20) were replaced with “other” or “unknown”, as appropriate for the field. For example, compared to the Democratic and the Republican parties, the less frequently included Green party was be replaced with "unknown". From here, the text needs to be transformed into a number that the MLES system can process. This is done by determining what the average truth numeric score is for each word or phrase and utilizing that. For blank values, the average value of the particular field is used. As required by the MLES, all numbers were on a scale from 0 to 1. Notably, other approaches to this text processing step are possible. Further analysis in this area has been identified as a prospective topic for future work.

4.4. Network design

To facilitate analysis of the truthfulness of each news article, a MLES rule-fact network was developed. In developing this network, the role of each indicator in detecting fake news was analyzed. Indicators that related to the same area were grouped together. Unlike the phishing study, presented previously, facts were used in a single location in the network and were not connected as inputs to multiple rules, creating a linear network structure. In some cases intermediate facts (which don’t correspond to a specific piece of knowledge) were utilized to facilitate the grouping of multiple input facts.

An overview of the network that was developed is presented in Figure 10. Figures 11 to 14 provide detailed views of each area of the network. The input facts were divided into three primary categories: text background (Figure 11), speaker background (Figure 12) and emotion scores (Figure 13). The text background includes the sentiment score for the communication and the type of communication that it is. The speaker background includes the speaker’s state, party, job and a credibility score. Finally, the emotion scores are the five scores discussed previously based on textual analysis.
Figure 10. Overview of the rule-fact network used for the fake news detection study.
Figure 11. Text background related input facts network region.

Figure 12. Speaker background related input facts network region.
As the diagrams show, all the input facts are divided into three groups. Then, the text and speaker background related facts are combined into a macroscopic score, which is finally combined with the emotion score to produce the output value.

5. Study Comparison
The two studies that have been described in the previous sections have been conducted independently. However, there are some helpful observations that can be made by looking at the two of them together. This section compares and contrasts the studies in two key areas: their network designs and datasets.

5.1. Networks designs

While MLES is designed to be domain agnostic and is used across different domains, a key goal of using the system is to make the results of the machine learning process easily understandable and to prevent illogical and non-causal relationships from being learned by the system’s training process. As the two studies discussed herein have shown, there is considerable flexibility in network design, while still achieving these goals.

A key benefit of MLES enjoyed by both studies is the ability to assess exactly which facts influence a given result. Thus, the fake news detection project – in addition to trying to develop a functional system – is also an attempt to understand which variables play a role in effectively detecting fake news. Similarly, the phishing project is – again, in addition to developing a functional system – an attempt to discover which variables are important in detecting phishing URLs. In both cases, the studies started from datasets that have been used for neural network-based classification. Thus, exact nature of the classification process and decision that was used (i.e., the internal workings of the neural network and the meaning of these workings) are unknown.

Both projects independently developed their networks. In some ways, they produced similar results. The MLES design capabilities provided significant freedom in determining which associations between and encapsulations of facts to make, as well as flexibility in regards to the overall structure of the network.

The networks differ in their overall size and, of course, in their particular rule-fact composition. For the fake news identification study, the network has a smaller and more linear design. It is based on a dataset with a smaller number of fields. Some fields were pre-processed for importation into the MLES system.

The phishing study, on the other hand, has a larger network with a more interconnected structure. It started from a dataset with significantly more fields and somewhat reduced the number that are used through combining them prior to their importation into the MLES. Unlike the fake news detection study, the phishing study network includes certain facts as input facts to more than one rule.

This initial comparative study serves to document the design decisions made by these two projects as well as to demonstrate how MLES can be utilized. It also serves to highlight the flexibility that the MLES system provides with regards to supported network designs. However, in the longer term, the comparison of the results of these two studies will also inform future decision making in regards to whether the size and/or complexity of the MLES network plays a role (and, if so, to what extent it is impactful) in the effectiveness of system implementations. The analysis of this is a key area of planned future work.

5.2. Datasets

As discussed above, the two projects utilized datasets that were dissimilar in terms of their composition and how they were utilized. While both were pre-processed, the phishing dataset had fields combined to simplify the MLES network, prior to the data being imported into the system for training and testing.

---

3 This is not meant to assert that there was no communications or collaboration between the projects, just that they didn’t work together to build similar networks.
Despite these differences, and although the MLES does not have an explicit grouping feature, a similar grouping structure was utilized in both of the studies. The input facts in the phishing detection project are divided into two principal groups: URL properties and domain status. Similarly, the input facts in the fake news detection project are grouped into three groups based upon background information of the speech and speaker as well as the emotions revealed.

While the network structure has some similarities, the data used in each project differs in regards to how it is obtained. For the phishing project, the data is a direct property of the URL or website that can be reproducibly obtained. The fake news project, however, uses data that has significant subjectivity to it, in terms of truth/falsity status and other characteristics. The classification of emotions, for example, is highly subject (whether the decision is made by a person or a program such as IBM’s Watson, which was used in making the Sentimental LIAR dataset [66]). These differences can potentially impact how effective classification can be and the effectiveness of various classification system techniques, which must deal with data noise, contradictions and errors which may prospectively result in degraded training and output data. As with the network structure, the analysis of the systems efficacy with regards to data characteristics will be a key area of future study.

6. Conclusion

This paper has discussed the use of the MLES system in two separate areas of study. It has demonstrated that the MLES system is able to support network designs for both areas, despite key differences in data and the network design approach taken by the researchers. It has, thus, demonstrated the effectiveness of the MLES system for the domains – future work will serve to characterize system effectiveness for the processing the particular datasets and evaluate the results of this processing.

Although phishing site identification and fake news detection are not new fields, minimal work in both areas has been done using explainable (much less defensible) machine learning systems. The phishing study explored the relationship between the various data factors, including symbol frequency, URL section lengths, and domain statistics such as registration duration and SSL support, which contribute to decision making. The fake news study, similarly, explored how various emotions, the context in which the statements are made, and the background of the speakers influence the likelihood of an article being intentionally deceptive ‘fake news’ content.

This paper has also discussed how the MLES can be used with real-world data and shown how it can be used with existing datasets that were developed for use with neural network techniques. Issues with traditional neural networks, which MLES is responsive to, have been discussed. Fundamentally, the goal of these two studies, as well as the MLES in general, is to make highly accurate decisions that system users and impacted individuals can understand and rely upon, due to the guarantees made by the MLES model of using a training-inviolate network.

In addition to seeking to answer their own research questions, these two studies also serve to demonstrate that the MLES can be applied to a wide range of areas of study and support varied different network designs. The fake news detection study utilizes a simple and linear network while the phishing websites detection study utilizes a more complex network. In the first study, facts are used once, while the second study utilizes input facts with multiple rules. The two studies have also demonstrated that the MLES can support multiple different types of data via simple pre-processing steps. The phishing study, for example, utilized data that included combinations of numbers, letters, and symbols. The fake news study, alternately, used data comprised of words and sentences.
Both studies have key areas of identified future work. In terms of network design, the fake news detection study plans to assess other datasets with additional (and different) variables. As part of this, different network designs may be evaluated, both in regards to new and existing data fields.

Both projects are undergoing the training and refinement using the MLES system to determine how to best support their application areas. Not only will this process produce functional systems for the two domain areas, it will also inform future development of the MLES system itself.

Both projects share a goal of helping to reduce the labor required for the detection of harmful conditions. They seek to prevent users from falling victim to their respective maladies. By doing this autonomously, they allow users to be protected across the internet – instead of just using (or only benefiting from the system when using) pre-screened websites and content. Of course, these benefits only accrue if users actually use the protection systems. Thus, the MLES system serves an important role of driving trust in warning (and potentially blocking) decision making by making it understandable and guaranteeing that only causal factors are considered in making restrictive decisions or recommendations.
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