REFINED DUAL GROTHENDIECK POLYNOMIALS, INTEGRABILITY, AND THE SCHUR MEASURE

KOHEI MOTEGI AND TRAVIS SCRIMSHAW

Abstract. We construct a vertex model whose partition function is a refined dual Grothendieck polynomial, where the states are interpreted as nonintersecting lattice paths. Using this, we show refined dual Grothendieck polynomials are multi-Schur functions and give a number of identities, including a Littlewood and Cauchy(–Littlewood) identity. We then refine Yeliussizov’s connection between dual Grothendieck polynomials and the last passage percolation (LPP) stochastic process discussed by Johansson. By refining algebraic techniques of Johansson, we show Jacobi–Trudi formulas for skew refined dual Grothendieck polynomials conjectured by Grinberg and recover a relation between LPP and the Schur process due to Baik and Rains. Lastly, we extend our vertex model techniques to show some identities for refined Grothendieck polynomials, including a Jacobi–Trudi formula.

1. Introduction

There has been a rich history discussing the interplay between geometry, algebra, combinatorics, integrable systems, and probability theory. Here we focus on the (connective) K-theory ring of the Grassmannian, the set of $k$-dimensional planes in $\mathbb{C}^n$, where we look at the basis of K-theory classes induced from the Schubert varieties. Algebraically, we can represent these K-theory classes using (symmetric $\beta$-)Grothendieck polynomials from the work of Lascoux and Schützenberger [LS82b, LS82a], which were first described combinatorially by Fomin and Kirillov [FK94, FK96] with a Littlewood–Richardson rule given by Buch [Buc02]. Grothendieck polynomials have been connected with integrable vertex models by numerous authors in various ways [BS20, BSW20, GK17, HKZJ19, KZJ17, MS13, MS14, WZJ19], among additional literature discussing their algebraic, combinatorial, and geometric properties.

Symmetric Grothendieck polynomials are a basis for the ring of (an appropriate completion of) symmetric functions $\Lambda$, and we can construct the dual basis under the Hall inner product, which is defined by setting the Schur functions to be an orthonormal basis. Lam and Pylyavskyy showed that the dual Grothendieck polynomials were shown to be described combinatorially as the sum over reverse plane partitions and their Schur decomposition [LP07]. The $\beta$ parameter from connective K-theory was refined to parameters $t = (t_1, \ldots, t_{\ell-1})$ by Galashin, Grinberg, and Liu [GGL16] using the combinatorial data. These refined dual Grothendieck polynomials $g_\lambda(x; t)$, where $\lambda$ is a partition, are the main focus of this paper.

Yeliussizov in a series of papers has been studying the refined dual Grothendieck polynomials by refining the Lam–Pylyavskyy Schur decomposition [Yel17] and building a relation to the totally asymmetric simple exclusion process (TASEP) and the last-passage percolation (LPP) corner growth model [Yel19a, Yel20]. Furthermore, a dual Jacobi–Trudi formula for skew shapes was conjectured by Darij Grinberg and recently independently proved by Kim [Kim20b] and by Amanov
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and Yeliussizov [AY20]. Grinberg also conjectured a Jacobi–Trudi formula for skew shapes. For \( t = \beta \), additional identities have been proven, such as a Littlewood, Cauchy, and Jacobi–Trudi identities by Amanov and Yeliussizov using combinatorial techniques [AY20, Yel19a, Yel21] and (dual) Jacobi–Trudi for skew shapes using free fermions by Iwao [Iwa20b, Iwa20a]. Additionally, Iwao and Nagai have shown that dual Grothendieck polynomials for rectangular shapes are a scalar multiple of the \( \tau_n \) function used to solve the discrete Toda equation when the Lax matrix degenerates to a single eigenvalue [IN18].

In this paper, we study refined dual Grothendieck polynomials using integrable systems and the LPP model. To define our vertex model for \( g_\lambda(x; t) \), we use the Schur decomposition and interpret monomials as a family of nonintersecting lattice paths (NILP). We then reinterpret the NILP as a state in an integrable five-vertex model. We then apply ideas and techniques from integrable systems to give

- a new proof of the Jacobi–Trudi formula for straight shapes;
- refined versions of Yeliussizov’s identities, including the Littlewood and Cauchy(-Littlewood) identities for dual Grothendieck polynomials;
- a previously unnoticed symmetry; and
- an analog of identities due to Fehér, Némethi, and Rimányi [FNR12] for Schur functions and to Guo and Sun [GS19] for factorial Grothendieck polynomials.

Moreover, by using results of Chen, Li, and Louck [CLL02], we show that \( g_\lambda(x; t) \) is a multi-Schur function defined by Lascoux [Las03], yielding refined versions of results by Lascoux and Naruse [LN14]. We remark that our lattice model is not acting on a rectangular grid, but on a “jagged” grid, which we later found this idea has only been previously used in [BBW20]. Our lattice model is also distinct from the recent work of Gunna and Zinn-Justin [GZJ20], which is partially bosonic as opposed to our completely fermionic model.

Next we explore the relation with the general version of LPP and show that the refined version of Yeliussizov’s bijection between the random matrices for a particular joint probability \( P(G(n) = \lambda) \) and reverse plane partitions [Yel20, Thm. 1] composed with an iterated version of RSK is equal to the so-called inflation map of Lam–Pylyavskyy [LP07, Thm. 9.8]. This immediately gives a new probabilistic proof of our Cauchy–Littlewood identity. Consequently, the joint probability \( P(G(n) = \lambda) \) is \( g_\lambda(x; t) \) up to an overall factor, which then allows us to give a natural definition of \( g_{\lambda/\mu}(x; t) \) using the transition probability \( P(G(n) = \lambda|G(0) = \mu) \) up to an overall factor. We then refine the algebraic proof of Johansson [Joh10] at the case \( x = t = q^{1/2} \) to prove the (dual) Jacobi–Trudi formulas for \( g_{\lambda/\mu}(x; t) \), which was recently independently proved by Kim [Kim20a] using plethystic techniques. We further refine this to give new proof of some of our other identities and a new proof of the result of Baik and Rains [BR01] (also Johansson [Joh00] at \( x = t = q^{1/2} \)) relating LPP to the Schur measure on partitions due to Okounkov [Oko00, Oko01].

Lastly, we utilize our integrability techniques on the refined version of Grothendieck polynomials \( G_\lambda(x; t) \) recently introduced by Chan and Pflueger [CP19]. We construct a lattice model on a jagged grid using two different \( L \)-matrices by using the a refined version of the Schur decomposition due to Lenart [Len00], which we then relate with nonintersecting lattice paths. This allows us to give a Jacobi–Trudi formula for \( G_\lambda(x; t) \) and a Fehér–Némethi–Rimányi identity, which does not specialize to the Guo–Sun identity for factorial Grothendieck polynomials [GS19]. We remark that this further expands on the connection between Grothendieck polynomials and TASEP in [MS13], which is further related with integrable vertex models [KMO15, KMO16a, KMO16b].

This paper is organized as follows. In Section 2, we give some background on refined (dual) Grothendieck polynomials and the related combinatorics. In Section 3, we relate refined dual Grothendieck polynomials with an integrable five-vertex lattice model and nonintersecting lattice
paths. In Section 4, we describe refined dual Grothendieck polynomials using the transition probability of the last-passage percolation stochastic process. In Section 5, we apply our techniques from Section 3 to refined Grothendieck polynomials.
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2. Combinatorics

In this section, we give the necessary background and combinatorics. Let $S_n$ denote the permutation group on the letters $\{1, 2, 3, \ldots, n\}$. Let $x = (x_1, x_2, \ldots, x_n)$ and $y = (y_1, y_2, \ldots, y_n)$ be sequences of indeterminates. Unless otherwise stated, all indeterminates will commute. We will also allow $n = \infty$. Let $x \sqcup y := (x_1, \ldots, x_n, y_1, \ldots, y_n)$ denote the concatenation of sequences. For a sequence $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n)$, define $x^\alpha := x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_n^{\alpha_n}$.

2.1. Partitions. A partition $\lambda$ is a weakly decreasing finite sequence of nonnegative integers. The length $\ell(\lambda)$ is the index of the last positive entry of $\lambda$. We equate partitions up to trailing zeros, so, e.g., $(3, 2) = (3, 2, 0)$. We will often write partitions as words when the largest entry is at most 9, and we will sometimes drop the trailing 0 entries. Let $m_i(\lambda)$ denote the multiplicity of $i$ in $\lambda$. We equate partitions with their Young diagram, which we draw using English convention and the $(i, j)$-th box is in the $i$-th row (from the top) and $j$-th column (from the left). We will often consider partitions in a $n \times k$ box, which can be considered as a sequence of $n$ 1’s and $k$ 0’s with each vertical step being a 1 and horizontal step being a 0. We call this the 01-sequence of $\lambda$. The complement partition of $\lambda$, denoted $\lambda^\dagger$, is the other squares in the $n \times k$ box (after a rotation by $\pi$) and obtained by reversing the 01-sequence. The dual partition of $\lambda$, denoted $\lambda^\vee$, is obtained by interchanging 0 ↔ 1 in the 01-sequence (this is also the complement shape but instead reflected over the line $y = x$). The conjugate partition of $\lambda$ is $\lambda' = \lambda^{\dagger\vee}$; that is to say it is the partition formed by interchanging 0 ↔ 1 and reversing the 01-sequence (these operations clearly commute) or formed by flipping the partition along the main diagonal (i.e., the line $y = -x$).

Example 2.1. Consider the partition $\lambda = (5, 3, 3)$ inside of a 4 × 6 rectangle. Then we have

$$
\begin{array}{cccccccc}
\text{1} & \text{2} & \text{3} & \text{4} & \text{5} & \text{6} & \text{7} & \text{8} \\
\text{1} & \text{2} & \text{3} & \text{4} & \text{5} & \text{6} & \text{7} & \text{8} \\
\text{1} & \text{2} & \text{3} & \text{4} & \text{5} & \text{6} & \text{7} & \text{8} \\
\text{1} & \text{2} & \text{3} & \text{4} & \text{5} & \text{6} & \text{7} & \text{8} \\
\text{1} & \text{2} & \text{3} & \text{4} & \text{5} & \text{6} & \text{7} & \text{8} \\
\text{1} & \text{2} & \text{3} & \text{4} & \text{5} & \text{6} & \text{7} & \text{8} \\
\text{1} & \text{2} & \text{3} & \text{4} & \text{5} & \text{6} & \text{7} & \text{8} \\
\text{1} & \text{2} & \text{3} & \text{4} & \text{5} & \text{6} & \text{7} & \text{8} \\
\end{array}
$$

01-sequence: $1000110010$,
$\lambda^\vee = 0111001101 = (4, 3, 3, 1, 1, 1)$,
$\lambda^\dagger = 0100110001 = (6, 3, 3, 1)$,
$\lambda' = 1011001110 = (3, 3, 3, 1, 1)$,

where $\lambda$ is the shaded portion.

A partition $\mu$ is contained within $\lambda$ if the boxes of $\mu$ are a subset of those of $\lambda$, which we denote $\mu \subseteq \lambda$. Given partitions $\mu \subseteq \lambda$, the skew shape $\lambda/\mu$ is the set of boxes in $\lambda$ that are not in $\mu$. Note that the white boxes in Example 2.1 are precisely those in the skew shape $6666/533$. 
A Grassmannian permutation is a permutation with precisely one descent in position \( k \). These are in bijection with partitions inside of a \( k \times (n - k) \) rectangle given by
\[
w \mapsto (w(k) - k, \ldots, w(1) - 1).
\]
Let \( w(\lambda) \) denote the Grassmannian permutation corresponding to the partition \( \lambda \).

Let \( \rho_\ell = (\ell - 1, \ell - 2, \ldots, 1, 0) \) denote the staircase partition. For \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \), define
\[
\lambda \pm \rho_\ell := (\lambda_1 \pm (\ell - 1), \lambda_2 \pm (\ell - 2), \ldots, \lambda_{\ell-1} \pm 1, \lambda_\ell).
\]

Let \( e_\lambda(x) \) and \( h_\lambda(x) \) denote the elementary and homogeneous symmetric functions corresponding to \( \lambda \). For more on symmetric functions, we refer the reader to [Sta99].

For the remainder of this section, we fix a partition \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \) of length \( \ell \).

### 2.2. The Lindström–Gessel–Viennot lemma

We give the Lindström–Gessel–Viennot (LGV) Lemma [GV85, Lin73], which allows us to express the sum over a family of nonintersecting lattice paths as a determinant.

Let \( \Delta \) be an edge-weighted directed graph. We will sometimes refer to an edge as an arc, and for an arc \( a \), denote the weight by \( \text{wt}(a) \). Consider two tuples of vertices \( u = (u_1, u_2, \ldots, u_k) \) and \( v = (v_1, v_2, \ldots, v_k) \) of \( \Delta \). Then a nonintersecting lattice path tuple (NILP) from \( u \) to \( v \) is a tuple \( (p_1, p_2, \ldots, p_k) \) of (directed) paths in \( \Delta \) such that

- each \( p_i \) is a path from \( u_i \) to \( v_i \);
- no two of the paths \( p_1, p_2, \ldots, p_k \) have a vertex in common.

Let \( N(u, v) \) denote the set of all NILPs from \( u \) to \( v \). Define the weight of a path \( p = (a_1, a_2, \ldots, a_\ell) \), and NILP \( p = (p_1, p_2, \ldots, p_k) \) to be
\[
\text{wt}(p) = \prod_{i=1}^{\ell} \text{wt}(a_i), \quad \text{wt}(p) = \prod_{i=1}^{k} \text{wt}(p_i).
\]

#### Lemma 2.2 (LGV lemma [GV85, Lin73])

We have
\[
\det \left[ \sum_{p \in N(u, v)} \text{wt}(p) \right] = \sum_{p \in N(u, v)} \text{wt}(p).
\]

### 2.3. Semistandard tableaux, Schur functions, and related combinatorics

A semistandard (Young) tableau is a filling of the boxes of \( \lambda \) with positive integers such that rows weakly increase from left-to-right and columns strictly increase from top-to-bottom. Let \( \text{SSYT}^n(\lambda) \) denote the set of semistandard (Young) tableaux of shape \( \lambda \) and every entry is at most \( n \). For a semistandard tableau \( T \) with maximum entry \( n \), denote \( x^T := x_1^{m_1} x_2^{m_2} \cdots x_n^{m_n} \), where \( m_i \) is the number of \( i \)'s that occur in \( T \). We define a Schur function as \( s_\lambda(x) = \sum_{T \in \text{SSYT}^n(\lambda)} x^T \).

Next we recall the description of semistandard tableaux using nonintersecting lattice paths (NILPs) coming from the classical proof of the Jacobi–Trudi identities for Schur functions [Sta99, First proof of Thm. 7.16.1] using the LGV lemma. We first need to consider the (infinite) directed graph with vertex set \( \mathbb{Z}^2 \) and arcs

- **north-steps**: \((i, j) \rightarrow (i, j + 1)\) for all \((i, j) \in \mathbb{Z}^2\), and
- **east-steps**: \((i, j) \rightarrow (i + 1, j)\) for all \((i, j) \in \mathbb{Z}^2\).

Define the weight of an arc \( a \) as
\[
\text{wt}(a) := \begin{cases} 
x_j & \text{if } a \text{ is an east-step } (i, j) \rightarrow (i + 1, j), \\
1 & \text{if } a \text{ is a north-step } (i, j) \rightarrow (i, j + 1), 
\end{cases}
\]
Therefore, all north-steps have weight 1, while east-steps with \( y \)-coordinate \( j \) have weight \( x_j \).

There is a well-known weight-preserving bijection between between SSYT\(^n\)(\( \lambda \)), and \( N(\mathbf{u}, \mathbf{v}) \) with \( \mathbf{u} = ((\ell, 1), \ldots, (1, 1)) \) and \( \mathbf{v} = ((\ell + \lambda_1, n), \ldots, (1 + \lambda_{\ell}, n)) \) given as follows. For \( T \in \text{SSYT}^n(\lambda) \), construct the path \( p_i \) for the \( i \)-th row \((r_1, \ldots, r_{\lambda_i})\) by the \( j \)-th horizontal step being at height \( r_j \).

Another combinatorial object that are in bijection with SSYT\(^n\)(\( \lambda \)) are Gelfand–Tsetlin (GT) patterns, which are triangular arrays of integers \( (a_{i,j} \mid 1 \leq i \leq n \text{ and } 1 \leq j \leq i) \) that satisfy the conditions \( a_{i+1,j} \geq a_{i,j} \geq a_{i+1,j+1} \) and \( a_{n,i} = \lambda_i \). We draw GT patterns with the first row at the bottom, and so the top row is equal to \( \lambda \). The GT pattern that corresponds to a semistandard Young tableau \( T \) is given by the \( i \)-th row equals to the shape containing all entries at most \( i \) in \( T \).

**Example 2.3.** Under the bijections described above with \( n = 4 \), we have

\[
\begin{array}{cccc}
1 & 1 & 2 & 4 \\
2 & 3 & 3 & 3 \\
4 & & & \\
\end{array}
\quad \leftrightarrow \quad
\begin{array}{cccc}
\bullet & \bullet & & \\
& \bullet & \bullet & \\
& & \bullet & \bullet \\
\end{array}
\quad \leftrightarrow \quad
\begin{array}{cccc}
4 & 3 & 1 & 0 \\
3 & 3 & 0 & \\
2 & & & \\
\end{array}
\]

A semistandard tableau of shape \( \lambda \) is **(row) flagged** by \( \mathbf{f} = (f_1, \ldots, f_\ell) \in \mathbb{Z}^{\ell} \) if every entry in row \( i \) is at most \( f_i \). In terms of the bijection above, the end points are instead \( \mathbf{v} = ((\ell + \lambda_1, f_1), \ldots, (1 + \lambda_\ell, f_\ell)) \). A **(row) flagged Schur function** \( s_\lambda^\mathbf{f}(\mathbf{x}) \) is the sum over all semistandard tableaux (with maximum entry at most \( n \)) of shape \( \lambda \) with a fixed flagging \( \mathbf{f} = (f_1, \ldots, f_\ell) \) and are related to Schubert polynomials [LS82a]. They have a **Jacobi–Trudi formula** arising from the LGV lemma [GV85, Wac85] as indicated above.

All of the above naturally extends to skew shapes, where the starting points for the paths are instead \( \mathbf{u} = ((\ell + \mu_1, 0), \ldots, (1 + \mu_\ell, 0)) \). For a flagged semistandard tableau \( T \) such that the \( i \)-th row is strictly less than \( i \) (thus is flagged by \( i-1 \)), we follow [LP07] and call \( T \) an **elegant tableau**. Let ET\((\lambda/\mu)\) denote the set of elegant tableaux of shape \( \lambda/\mu \), and note that necessarily \( \lambda_1 = \mu_1 \).

Note we can generalize of the Jacobi–Trudi form of a Schur function to obtain the multi-Schur functions of Lascoux [Last03]. Indeed, consider any sequence \( \mathbf{I} = (i_1, \ldots, i_\ell) \in \mathbb{Z}^{\ell} \) and define the notation \( S_\mathbf{I}(\mathbf{x} - \mathbf{t}) \), where \( \mathbf{t} = (t_1, \ldots, t_m) \) is a (possibly infinite) sequence of indeterminates, by the formal power series identity

\[
\sum_{i \geq 0} S_\mathbf{I}(\mathbf{x} - \mathbf{t}) u^i = \prod_{i=1}^m (1 - t_i u) \prod_{i=1}^n (1 - x_i u)^{-1}.
\]

Next, given sequences of distinct indeterminates \( \mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(\ell)} \) and \( \mathbf{t}^{(1)}, \ldots, \mathbf{t}^{(\ell)} \), the **multi-Schur function** is defined by

\[
s_{\mathbf{I}}\left(\mathbf{x}^{(1)} - \mathbf{t}^{(1)}, \ldots, \mathbf{x}^{(\ell)} - \mathbf{t}^{(\ell)}\right) = \det \left[ S_{\mathbf{I}_k}^{\mathbf{x}^{(k)} - \mathbf{t}^{(k)}} \right]_{1 \leq h,k \leq \ell}.
\]

For a partition \( \lambda \), we write \( I(\lambda) \) as the sequence given by reversing \( \lambda \); i.e., \( I(\lambda) = (\lambda_\ell, \ldots, \lambda_1) \).

In the sequel, we require the finite Cauchy formula for Schur functions:

\[
\sum_{\lambda \subseteq \mathbf{t}} s_\lambda(x_1, \ldots, x_n) s_{\lambda^\top}(t_1^{-1}, \ldots, t_\ell^{-1}) = s_{\lambda^\top}(x_1, \ldots, x_n, t_1^{-1}, \ldots, t_\ell^{-1}).
\]
2.4. Generalized tableaux. A (semistandard) set-valued tableau is a filling of the boxes of \( \lambda \) with finite non-empty sets of positive integers such that for any boxes
\[
\begin{array}{c}
A \\
B \\
C
\end{array}
\]
we have \( \max A \leq \min B \) and \( \max A < \min C \).

Let \( \text{SVT}^n(\lambda) \) denote the set of set-valued tableaux of shape \( \lambda \) and max entry \( n \). Let \( t = (t_1, \ldots, t_{\ell-1}) \) be indeterminates. Following Chan and Pflueger [CP19], the refined (symmetric) Grothendieck polynomial is defined as
\[
G_\lambda(x; t) := \sum_{T \in \text{SVT}^n(\lambda)} (-1)^{|e(T)|} t^{e(T)} x^T,
\]
where \( e(T) = (e_1, e_2, \ldots, e_n) \) with \( e_i \) being the number of extra entries in row \( i \) and \( |e(T)| = \sum_{i=1}^n e_i \).

**Remark 2.4.** If we specialize \( t_1 = t_2 = \cdots = t_{\ell-1} = -\beta \), we recover the notion of a (symmetric) Grothendieck polynomial given by Buch [Buc02]. The fact we specialize to \(-\beta\), as opposed to \(\beta\), comes from the \((-1)^{|e(T)|}\) coefficient in the definition (2.2).

A reverse plane partition is a filling of the boxes of \( \lambda \) such that both columns and rows are weakly increasing. Let \( \text{RPP}^n(\lambda) \) denote the set of reverse plane partitions of shape \( \lambda \) and max entry \( n \). Define \( a(T) = (a_1, a_2, \ldots, a_n) \) by \( a_i \) equal to the number of columns containing an \( i \). Define \( b(T) = (b_1, b_2, \ldots, b_n) \) by \( b_r \) begin the number of boxes \( b \) in the \( r \)-th row of \( T \) whose entry equals the entry in the box directly below \( b \). Grinberg, Galashin, and Liu in [GGL16] defined the refined dual Grothendieck polynomial as
\[
g_\lambda(x; t) := \sum_{T \in \text{RPP}^n(\lambda)} t^{b(T)} x^{a(T)}.
\]

Note that for \( a(T) \), the \( a_i \) counts the number of boxes \( b \) with an \( i \) such that the box (immediately) below it does not contain an \( i \).

**Theorem 2.5 ([Yel17, Eq. (72)])**. We have
\[
g_\lambda(x, t) = \sum_{\mu \subseteq \lambda} e^\mu_\lambda(t) s_\mu(x),
\]
where \( e^\mu_\lambda(t) := \sum_{T \in \text{ET}(\lambda/\mu)} t^T \).

We can see this by considering the bijection
\[
\phi: \text{RPP}^n(\lambda) \leftrightarrow \bigsqcup_{\mu \subseteq \lambda} \text{SSYT}^n(\mu) \times \text{ET}(\lambda/\mu)
\]
from [LP07, Thm. 9.8], which we call the inflation map. It is straightforward to see the inflation map \( \phi \) takes a box labeled by \( i \) in the elegant tableau to a column-duplicate entry in the \( i \)-th row of the reverse plane partition.\(^1\) This can also be seen as a direct consequence of the crystal structure on reverse plane partitions given by Galashin [Gal17] as the inflation map is defined using RSK (we refer the reader to [Sta99, Ch. 7.11] for the definition of the RSK bijection), which is a crystal isomorphism. We refer the reader to [BS17] for more information on crystals.

The refined Grothendieck polynomials and the refined dual Grothendieck polynomials form dual bases under the Hall inner product, which is defined by \( \langle s_\lambda, s_\mu \rangle = \delta_{\lambda\mu} \). The following proof is due to Darij Grinberg (see also [CP19, Rem. 3.9]).

**Proposition 2.6** (Grinberg). We have
\[
\langle G_\lambda(x; t), g_\mu(x; t) \rangle = \delta_{\lambda\mu}.
\]

\(^1\)This was sketched out in [Yel17, Sec. 10.1].
Proof. This follows from the natural generalization of [CP19, Thm. 4.1] (starting instead from [CP19, Thm. 3.4]) or [Len00, Thm. 2.7] (using \( t \) weighted paths) to

\[
s_\lambda(x) = \sum_{\mu \supset \lambda} e_\lambda^\mu(t) G_\mu(x; t),
\]

Theorem 2.5, and the orthogonality of the Schur functions. \qed

3. Integrability

In this section, we describe refined dual Grothendieck polynomials \( g_\lambda(x; t) \) using integrable lattice models that arise from nonintersecting lattice paths. For this section, we fix a partition \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \) and a finite sequence of indeterminates \( t = (t_1, t_2, \ldots, t_{\ell-1}) \); note that there are \( \ell - 1 \) indeterminates.

Let us give a brief overview of our approach. To construct the nonintersecting lattice paths, we begin by claiming that the dual Grothendieck polynomial \( g_\lambda(x; t) \) is equal to the specialization of the flagged Schur function \( s_\lambda^f(x, t) \) with \( 2n - 1 \) variables and flagging \( f = (n, n + 1, \ldots, n + \ell - 1) \) as the refined version of Lascoux and Naruse [LN14, Eq. (3)]. We then reinterpret \( s_\lambda^f(x, t) \) as the multi-Schur function \( s_\lambda(x, x + (t_1), x + (t_1, t_2), \ldots, x + t) \). Then we obtain an NILP interpretation from this using the results of Chen, Li, and Louck [CLL02, Thm. 3.2], but in this interpretation, the boundary points are along a triangular region of length \( \ell \). Yet because there are \( \ell \) endpoints, the paths in this region can be uniquely extended so they all have the same \( y \)-coordinate. Furthermore, they do not alter the weight. Yet our proof is actually noticing that these NILPs are a combinatorial translation of Theorem 2.5 using the LGV lemma (see also [Wac85]). Therefore, we obtain the multi-Schur function description \( g_\lambda(x; t) = s_\lambda^f(x, t) \) as a corollary.

By translating the lattice paths into vertex weights, we obtain our model. Note that there is a choice of which side of the vertical steps we count for the weight of the vertex model; this choice will be important later on. We split the model into two parts: a rectangular part corresponding to a Schur function with the spectral parameters \( x \) and a jagged part that gives the corresponding elegant tableau with the spectral parameters \( t \).

Example 3.1. We consider an NILP for the flagged Schur function in [LN14] for \( \lambda = 4322 \) and \( n = 5 \) given below. We compute the corresponding semistandard tableau of shape \( \mu = 41 \) and elegant tableau in the shaded portion:

\[
\begin{array}{cccc}
1 & 1 & 3 & 4 \\
3 & 1 & 1 \\
1 & 2 \\
3 & 3 \\
\end{array}
\]

We will reflect these constructions over the line \( y = x \) to match our construction for the vertex models.
We have indicated the extension of the lattice model in the fixed region with the dashed black lines. The portion of the NILP below of the dotted line is the rectangular part and the portion above is the jagged part.

In the remainder of the section, we will use the NILP and lattice model interpretations to prove a number of additional identities.

### 3.1. Vertex models and the Yang–Baxter equation.

A (vertex) model will be a subset of the rectangular grid such that each crossing will be a vertex with half edges on the boundary and each edge between vertices or half edge will be labeled. A single vertex with a given set of labels on its half edges will be given a function, called its Boltzmann weight, which depends on a single parameter $z$. We will also require a vertex that has been tilted by $\pi/4$ whose Boltzmann weight depends on two parameters $z_i, z_j$. The single vertices

| $L$ | $R$ |
|-----|-----|
| $v'$ | $a$ |
| $z$ | $z_i, z_j$ |
| $a'$ | $a'$ |

will be graphical representations of the maps

$L: A_z \otimes V \to V \otimes A_z$, \hspace{1cm} $R: A_{z_i} \otimes \bar{A}_{z_j} \to \bar{A}_{z_j} \otimes A_{z_i}$,

$a \otimes v \mapsto \text{wt}(z)v' \otimes a'$, \hspace{1cm} $a \otimes \bar{a} \mapsto \text{wt}(z_i, z_j)\bar{a}' \otimes a'$.

These maps $L$ and $R$ are called the $L$-matrix and $R$-matrix, respectively. The space $V$ is called the quantum space, and the space $A_z$ (and $\bar{A}_z$) is called the auxiliary space with spectral parameter $z$. In this paper, we both take the auxiliary and quantum spaces to be $\mathbb{C}^2$, and we denote the basis vectors $e_0, e_1$ as 0, 1 in the graphical descriptions of the $R$- and $L$-matrices and partition functions. For more on vertex models, see, e.g., [BBF11, Ch. 19].

In our vertex models, often we will fix boundary conditions (i.e., the half-edge labels). For a model $\mathcal{M}$ a state will be an assignment of labels to the edges such that every vertex has a non-zero Boltzmann weight, where we consider vertices that do not appear in the $L$-matrix to have a Boltzmann weight of 0. Suppose all of the Boltzmann weights of $\mathcal{M}$ have a parameter using an indeterminate of $x$, then the weight of a state $S \in \mathcal{M}$ will be the product of all of the Boltzmann weights of the vertices in the state. The partition function is the sum of the weights of all possible states of $\mathcal{M}$.

**Definition 3.2** (Yang–Baxter equation). The Yang–Baxter equation, written in the $RLL$-equation form, states that the partition functions of the following two models are equal for any fixed boundary conditions.
values \(\{a, b, c, d, e, f\}\):

\[
A(z) = 0 \quad 0 \quad \cdots \quad 0 , \quad B(z) = 1 \quad 1 \quad \cdots \quad 1 ,
\]

\[
C(z) = 0 \quad 0 \quad \cdots \quad 1 , \quad D(z) = 1 \quad 1 \quad \cdots \quad 1 ,
\]

where the unlabeled edges between vertices mean that their labels are not fixed to either 0 or 1. These operators arise from the monodromy matrix, whose trace along the auxiliary space results in the transfer matrix.

Next, we recall from [MS13, MS14, GK17, WZJ19] an integrable five-vertex model such that the resulting partition function is a Grothendieck polynomial (with an appropriate gauge transformation). For this model, the Boltzmann weights for the \(L\)-matrix in Table 1 and the corresponding \(R\)-matrix that satisfies the Yang–Baxter equation is given in Table 2.

**Remark 3.3.** We can give the canonical Grothendieck polynomials from [Yel17] using the substitutions \(\beta \mapsto \alpha + \beta \) and \(z \mapsto \frac{z}{1-\alpha z}\) by [Yel17, Prop. 3.4]. As a consequence [MS14, Prop. 3.4] is equivalent to [Yel17, Prop. 8.8].
Using this $L$-matrix and $R$-matrix, we define a model $\mathcal{M}_\lambda$ on an $n \times m$ grid such that the top boundary is given by the $01$-sequence of $\lambda$, the right and bottom boundary is all $0$, and the left boundary is all $1$. Thus, we have the following.

**Proposition 3.4 ([MS13, MS14]).** The model $\mathcal{M}_\lambda$ is integrable with the partition function

$$Z(\mathcal{M}_\lambda; x) = G_\lambda(x; \beta).$$

In this model, we can show the operators $A(z)$ and $A(z')$, and more generally the transfer matrices, commute by repeatedly applying the RLL-equation. This is called the *standard train argument* and shows the two partition functions

$$\text{(3.2)}$$

are equal for any fixed boundary values.

**Remark 3.5.** We note that we can transform this into a colored model as follows. We can considering paths on the (directed) edges labeled by $1$, and we color these edges such that the two input colors equals the two output colors as a set. Thus there are two possibilities for $a_2$, but we only consider the vertex where the colors touch and do not cross. We call this coloring the *trivial coloring*. The states of this model are naturally in bijection with the NILPs of a Schur function, with the $i$-th (colored) paths corresponding to each other.

### 3.2. Model from nonintersecting lattice paths.

We begin by defining the $L$-matrix for our model by using Table 3, and the corresponding $R$-matrix is given in Table 4. By a direct finite computation, we have that these satisfy the Yang–Baxter equation.

**Proposition 3.6.** The $L$-matrix in Table 3 and the $R$-matrix in Table 4 satisfy the RLL-equation.

We construct a model $\mathcal{N}_\lambda$ (which is integrable by Proposition 3.6) with the following non-standard boundary conditions. Consider $n$ rows of $\lambda_1 + \ell$ vertices, then stack on top a row of length $\lambda_2 + (\ell - 1)$ aligned to the left, and so on for every part of $\lambda$. The left and right boundary conditions will all be $0$. The bottom boundary will consist of $\ell$ $1$’s as the leftmost columns and the remaining entries being $0$. The top boundary will have a $1$ at column $\lambda_1 + \ell + 1 - i$ for all $1 \leq i \leq \ell$ and the remaining entries $0$. For $1 \leq i \leq n$, the $i$-th row from the bottom will have a spectral parameter of $x_i$ and
Table 3. The $L$-matrix for the NILP vertex model.

| a₁ | b₁ | b₂ | c₁ | c₂ |
|----|----|----|----|----|
| 0  | 1  | 0  | 1  | 0  |
| 0  | 0  | 1  | 1  | 1  |
| 0  | 1  | 0  | 0  | 2  |
| 1  | 1  | z  | z  | 1  |

Table 4. The $R$-matrix for the NILP vertex model.

the $(n+i)$-th row from the bottom will have a spectral parameter of $t_i$. For brevity, we say the spectral parameters of the model are $\mathbf{x} \sqcup t$.

**Example 3.7.** For the NILP from Example 3.1, the corresponding vertex model is given by

![Vertex Model Diagram](image)

where each vertex is an $L$-matrix with the (half) edges with a color are 1 (and those without are a 0). Thus, the Boltzmann weight for this state is $t_3 t_2 t_3 x_1^2 x_3^2 x_4$.

**Theorem 3.8.** The partition function of the model $\mathfrak{R}_\lambda$ is a refined dual Grothendieck polynomial:

$$Z(\mathfrak{R}_\lambda; \mathbf{x} \sqcup t) = g_\lambda(\mathbf{x}; t).$$

**Proof.** We note that the rectangular part is precisely the vertex model whose partition function is a Schur function $s_\mu$. Similarly, the partition function of the jagged part is precisely $e_\lambda(t)$. In particular, each state in the model corresponds to a semistandard Young tableau of shape $\mu$ and an
elegant tableau of shape $\lambda/\mu$ as each state is a NILP and using the bijection described in Section 2.3. Hence, the claim follows from Theorem 2.5.

As mentioned in the beginning of the section, from [LN14], a flagged Schur function coincides with a certain multi-Schur function, whose natural NILP interpretation coincides with that from [CLL02, Thm. 3.2]. Therefore, we obtain that refined dual Grothendieck polynomials are particular multi-Schur functions. We could also prove this by noting that refined dual Grothendieck polynomials as flagged Schur functions using the LGV lemma and the argument in [Wac85].

**Corollary 3.9.** We have

$$g_{\lambda}(x; t) = s_{\lambda}(x, x + (t_1), x + (t_1, t_2), \ldots, x + t).$$

3.3. **Identities.** Using our vertex model, we will now (re)prove some identities. All of these results follow from the partition function of our model being a refined dual Grothendieck polynomial (Theorem 3.8) or the corresponding NILP interpretation.

Our first identity is a Jacobi–Trudi formula for refined dual Grothendieck polynomials, which is a dual version of [Yel17, Eq. (73)], from the LGV lemma with numbering the paths from the right (see also [Wac85]). This was shown for $t = \beta$ in [Yel17, Cor. 10.3] and [Iwa20b, Prop. 4.4], which was also implicit from the results of [CLL02, LN14].

**Corollary 3.10.** We have

$$g_{\lambda}(x; t) = \det [h_{\lambda+i-j}(x, t_1, \ldots, t_{i-1})]_{i,j=1}^n.$$

Using Corollary 3.9, we can also obtain a dual Jacobi–Trudi formula by refining the computation for [LN14, Eq. (5)].

**Corollary 3.11.** We have

$$g_{\lambda}(x; t) = \det [e_{\lambda+i-j}(x, t_1, \ldots, t_{\lambda'-1})]_{i,j=1}^n.$$

Next we give a new analog of the Cauchy identity for refined dual Grothendieck polynomials.

**Corollary 3.12** (Cauchy identity). We have

$$s_{m}(x, t, y) = \sum_{\lambda \subseteq m} g_{\lambda}(x; t) g_{\lambda^\dagger}(y; t^\dagger),$$

where $t^\dagger = (t_{\ell-1}, \ldots, t_1)$.

**Proof.** Note that for a NILP, we can choose either the starting corner or the ending corner to carry the additional $z$ weight. So we can also use the following $L$-matrix for the model:

$$
\begin{array}{cccccccc}
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
1 & z & 0 & 0 & 1 & z & 0 & 1 \\
0 & 1 & 1 & z & 0 & 0 & 1 & 0 \\
1 & 1 & z & z & 1 & 0 & 0 & 1 \\
\end{array}
$$

which is the rotation by $\pi$ of the vertices from Table 3. Now we form the model for $s_{m}(x, t, y)$ by taking a $(2n + \ell - 1) \times (m + \ell)$ rectangle with boundary conditions of 1 in the lowest (resp. highest) $\ell$ columns on the bottom (resp. top) and 0 everywhere else. The spectral parameters will be $x \sqcup t \sqcup y$. We form the sum by taking cuts through the $t$ variables, where the cut for the $t_i$
variable comes from the $b_1$ or $c_1$ vertex in the $(i + 1)$-th path. The partition function of the model to the left of the cut will be $g_\lambda(x; t)$ by Theorem 3.8. The portion to the right of the cut will be $g_{\lambda^t}(y; t^t)$ by Theorem 3.8 using the previous fact about an equivalent model.

Example 3.13. Let $n = 2$. We give an example of a state from $s_{64}(x, t, y)$ with the dotted line indicating the cut for the decomposition from Corollary 3.12 and their corresponding pair of semistandard tableaux:

where the second tableau is semistandard with respect to the alphabet $y_1 < y_2 < t_3 < t_2 < t_1$. Notice that when we rotate the second tableau by $\pi$ and join it to the first tableau, we obtain a semistandard tableau of (rectangular) shape $6^4$ for the alphabet $x_1 < x_2 < t_1 < t_2 < t_3 < y_2 < y_1$.

We also have a generalized Littlewood identity, where the $t = 1$ specialized version was first given in [Yel19a, Cor. 3.5].

Corollary 3.14 (Littlewood identity). Let $m \geq \ell$. We have

$$s_{m^\ell}(x, t, t^\ell) = \sum_{\lambda \subseteq m^\ell} \prod_{i=1}^\ell t^{m-\lambda_i} g_\lambda(x; t).$$

Proof. We form a $(n + \ell) \times (m + \ell)$ rectangular grid with boundary conditions of the left $\ell$ columns on the bottom and right $\ell$ columns on the top being 1, with 0 everywhere else. Let the spectral parameters be $x \sqcup t \sqcup (t^\ell)$. The resulting partition function is the Schur function $s_{m^\ell}(x, t, t^\ell)$. By taking the model corresponding to $g_\lambda(x; t)$, we note that the remaining portion of the rectangle model becomes fixed and has weight $t_1^{m-\lambda_1} t_2^{m-\lambda_2} \cdots t_\ell^{m-\lambda_\ell}$. We note that the shape $\lambda$ is determined by the first vertical step of the paths as in the proof of Corollary 3.12.

Example 3.15. Consider $n = 3$. Let $m = 6$ and $\ell = 4$. A state from $s_{84}(x, t, t^4)$ is
where the cut is given by the dotted line. Thus we have \( \lambda = (8, 7, 7, 3) \).

In the previous proof, if we remove the topmost row (but keeping the same boundary conditions), then not only does the upper-right region become fixed, there is only one allowable partition of \( \lambda \) being the rectangle allowed by the pigeonhole principle. This is exactly analogous to how we are able to fix the lower-left portion (and why the model is equivalent to the NILPs). Therefore, we obtain the following, where the \( t_1 = \cdots = t_n = 1 \) specialized version was first given in [Yel19a, Lemma 3.4] (the proof is essentially equivalent by the LGV lemma).

**Corollary 3.16.** We have \( s_{m^\ell}(x, t) = g_{m^\ell}(x; t) \).

Note that Corollary 3.16 implies that \( g_{\lambda}(x; t) \) is symmetric in \( t \) when \( \lambda \) is a rectangle (which can be seen by the standard train argument). Generalizing these fixed regions for when \( \lambda \) is a more general shape, we obtain the following.

**Corollary 3.17.** Suppose \( \lambda_i = \lambda_{i+1} \), then \( g_{\lambda}(x; t) \) is symmetric in \( t_{i-1} \) and \( t_i \), where we can take \( t_0 = x_j \) for any \( 1 \leq j < \ell \).

**Example 3.18.** Consider the vertex model with \( \lambda = 4422 \) and \( n = 5 \). Then one such state in this extended model and the corresponding reverse plane partition is

![Diagram](attachment:diagram.png)

Note that we can apply the \( R \)-matrix to any pair of (adjacent) rows except the second and the third. We compute

\[
g_{\lambda}(x; t) = s_{4422}(x, t_1) + (t_2 + t_3)s_{4421}(x, t_1) + (t_2^2 + t_2t_3 + t_3^2)s_{442}(x, t_1) + t_2t_3s_{4411}(x, t_1) + (t_2^3 + t_2^2t_3 + t_2^2t_3^2)s_{441}(x, t_1) + t_2^3t_3^3s_{44}(x, t_1),
\]

which is clearly symmetric in \( t_2 \) and \( t_3 \).

We also have a refined version of the branching rule of [Yel17, Thm. 8.6] at \( \alpha = 0 \).

**Corollary 3.19 (Branching rule).** We have

\[
g_{\lambda}(x; \gamma; t) = \sum_{\mu \subseteq \lambda} \gamma_{\lambda_1 - \mu_1}t_1^{\lambda_2 - \mu_2}t_2^{\lambda_3 - \mu_3} \cdots t_{\ell-1}^{\lambda_{\ell} - \mu_{\ell}} g_{\mu}(x; \gamma; t).
\]

**Proof.** By setting \( x_{n+1} = \gamma \), we can consider that as part of the \( t \) variables. Thus, the result can be seen by superimposing the model for \( g_{\mu}(x; \gamma; t) \) onto that of \( g_{\lambda}(x; \gamma; t) \) and noting that the vertices between the two boundaries are fixed and have weight \( \gamma_{\lambda_1 - \mu_1}t_1^{\lambda_2 - \mu_2} \cdots t_{\ell-1}^{\lambda_{\ell} - \mu_{\ell}} \). In particular, note that since \( \ell(\mu) \leq \ell(\lambda) \), we do not use the variable \( t_{\ell-1} \) in \( g_{\mu}(x; \gamma; t) \). \( \square \)
Example 3.20. Consider \( g_{4322}(x, \gamma; t) \), where \( x = (x_1, x_2, x_3, x_4) \), and the state

\[
\begin{array}{c}
t_3 \\
t_2 \\
t_1 \\
\gamma \\
x_4 \\
x_3 \\
x_2 \\
x_1 \\
\bar{u}_4 \bar{u}_3 \bar{u}_2 \bar{u}_1 \\
\end{array}
\begin{array}{c}
u_4 \\
\nu_3 \\
\nu_2 \\
\nu_1 \\
1 \\
1 \\
1 \\
1 \\
\end{array}
\begin{array}{c}
1 \\
2 \\
3 \\
4 \\
\end{array}
\begin{array}{c}
\gamma \\
\gamma \\
\gamma \\
\gamma \\
\end{array}
\begin{array}{c}
\gamma \\
1 \\
2 \\
3 \\
\end{array}
\]

To perform the branching in Corollary 3.19 for this state, we compute that \( \mu = 2221 \) by considering the last vertical step in each path. We have indicated the endpoints for \( g_{2221}(x; \gamma, t) \) as the open circles. Therefore, the coefficient in the branching rule is \( \gamma^2 t_1 t_3 \).

We remark that Corollary 3.16 and Corollary 3.19 imply Corollary 3.14.

We can also generalize Corollary 3.16 by considering a more general shape \( \lambda \).

Corollary 3.21. Let \( \nu \) be a partition and \( \ell = \ell(\nu) \). Let \( \bar{t} = (t_1, \ldots, t_m) \) for some \( m \geq \ell - 1 \). Then we have

\[
s_\nu(x, \bar{t}) = \sum_{\lambda \subseteq \nu} p_\lambda^\nu(\bar{t}) g_\lambda(x; t),
\]

where \( p_\lambda^\nu(\bar{t}) = \det [h_{\nu_i - \lambda_j - i + j}(t_m, \ldots, t_j)]_{i,j=1}^\ell \) and for \( m = \ell - 1 \), we consider \( h_k(t_m, \ldots, t_\ell) = \delta_{k0} \). Furthermore, we have

\[
p_\lambda^\nu(\bar{t}) = \sum_T t^T,
\]

where the sum is over all semistandard skew tableaux \( T \) of shape \( \nu/\lambda \) with max entry \( m \) and lower flagging \( f = (0, 1, \ldots, \ell - 1) \), that is the smallest entry in row \( i \) is strictly greater than \( i \).

Proof. The results follow from utilizing the same cut idea utilized in the proof of Corollary 3.12 and from the LGV lemma.

Combinatorially, what we are doing is taking a semistandard tableau \( T \) of shape \( \nu \), taking the subtableau \( T_\lambda \) of shape \( \lambda \), and saying \( T_\lambda \) contributes to \( g_\lambda(x; t) \) if and only if \( T_\lambda \) contains only the letters contributing to \( x \) and \( t \). The remaining part of \( T \setminus T_\lambda \) contributes to \( p_\lambda^\nu(\bar{t}) \).

For our last identity of this section, we need to introduce some additional notation for the Yang–Baxter algebra and list some properties that we require. For the remainder of this section, let us denote the \( i \)-th quantum space from the left in the lattice model pictures as \( V_i \), and denote the dual space as \( V_i^* \). We denote the basis vectors of \( V_i \) and \( V_i^* \) as \( (e_0)_i, (e_1)_i \) and \( (e_0)_i^*, (e_1)_i^* \), respectively. We denote the \( X \)-operator acting on \( V_1 \otimes V_2 \otimes \cdots \otimes V_m \) sometimes as \( X_m(z) \) to emphasize the number of tensor factors. Let \( \binom{[n]}{k} \) be the set of \( k \)-element subsets of \( \{1, \ldots, n\} \), and for \( S \in \binom{[n]}{k} \), let \( \overline{S} := \{1, 2, \ldots, n\} \setminus S \).
We define \( \delta_{i,\lambda} \) for a positive integer \( i \) and a partition \( \lambda \) to be 1 if there exists an integer \( j \) such that \( i = \lambda_j + \ell(\lambda) - j + 1 \), and 0 otherwise. Define \( (e_{\lambda})^*_m \) as

\[
(e_{\lambda})^*_m := \bigotimes_{i=1}^{m} ((1 - \delta_{i,\lambda})(e_0)_i + \delta_{i,\lambda}(e_1)_i),
\]

where the tensor product is done with the natural order. Similarly, define

\[
(e_{\ell}) := \bigotimes_{i=1}^{\ell} (e_1)_i \otimes \bigotimes_{i=\ell+1}^{\ell+\lambda_1} (e_0)_i, \quad (e_0) := \bigotimes_{i=1}^{\ell+\lambda_1} (e_0)_i.
\]

From the RLL relation (Proposition 3.6) with the standard train argument (Equation (3.2)), we get the following commutation relations between the \( A \)- and \( B \)-operators.

**Corollary 3.22.** We have

\[
A(z_i)B(z_j) = \frac{z_j}{z_j - z_i} B(z_j)A(z_i) - \frac{z_j}{z_j - z_i} B(z_i)A(z_j), \quad (3.3a)
\]

\[
A(z_j)B(z_i) = \frac{z_i}{z_j} A(z_i)B(z_j), \quad (3.3b)
\]

\[
B(z_j)B(z_i) = \frac{z_i}{z_j} B(z_i)B(z_j), \quad (3.3c)
\]

\[
A(z_j)A(z_i) = A(z_i)A(z_j). \quad (3.3d)
\]

Define \( \tilde{A}(z_i) := z_i A(z_i) \). Then (3.3b) and (3.3d) can be rewritten as

\[
\tilde{A}(z_j)B(z_i) = \tilde{A}(z_i)B(z_j), \quad (3.4a)
\]

\[
\tilde{A}(z_j)\tilde{A}(z_i) = \tilde{A}(z_i)\tilde{A}(z_j). \quad (3.4b)
\]

Using (3.3c) and (3.4), we can easily show that the following product of \( A \)- and \( B \)-operators with some overall factor

\[
\prod_{i=1}^{\ell-1} z_i^{i-\ell} \tilde{A}(z_{\ell+m}) \cdots \tilde{A}(z_{\ell+2})\tilde{A}(z_{\ell+1})B(z_\ell) \cdots B(z_2)B(z_1), \quad (3.5)
\]

is symmetric with respect to \( z_1, z_2, \ldots, z_{\ell+m} \). Using the original \( A \)-operators, this means the following.

**Lemma 3.23.** The matrix-valued function

\[
\prod_{j=\ell+1}^{\ell+m} z_j \prod_{i=1}^{\ell-1} z_i^{i-\ell} A(z_{\ell+m}) \cdots A(z_{\ell+2})A(z_{\ell+1})B(z_\ell) \cdots B(z_2)B(z_1)
\]

is symmetric with respect to \( z_1, z_2, \ldots, z_{\ell+m} \).

We show an analog of identities for Schur and Grothendieck polynomials by Fehér–Némethi–Rimányi [FNR12] and Guo–Sun [GS19]. We remark that a proof of the Guo–Sun identity based on quantum integrability was given in [Mot20], and we apply a similar argument to derive our identity.
Theorem 3.24. Let $\lambda$ be a partition $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_\ell) > 0$, $0 < \ell < \ell'$. We define $x_{n+j} := t_j$ for $j = 1, \ldots, k - 1$. The following identity holds:

$$g_\lambda(x; t) = \sum_{S = (j_1 < j_2 < \cdots < j_\ell) \in \binom{[n+k-1]}{\ell}} \prod_{i \in S} \frac{x_j}{x_j - x_i} \times g_\lambda(x_{j_1}, \ldots, x_{j_{\ell-k+1}}, x_{j_{\ell-k+2}}, \ldots, x_{j_{\ell}}, t_{k}, \ldots, t_{\ell-1}).$$

Proof. Using the Yang–Baxter algebra, the partition functions $Z(\mathcal{M}; x \sqcup t)$ can be written as

$$Z(\mathcal{M}; x \sqcup t) = (e_\lambda)^*_{\ell-1} A_{\ell-1}(t_{\ell-1}) \cdots A_{\ell-2}(t_2) A_{\ell-1}(t_1) A_{\ell-1}(x_n) \cdots A_{\ell-1}(x_1)(e_\ell). \quad (3.6)$$

We note from the nonintersecting lattice path interpretation that $Z(\mathcal{M}; x \sqcup t)$ is essentially the same as the partition function with the starting points of the paths are on the left side instead of the bottom. We denote this lattice model as $\mathcal{M}_x$. Comparing the product of the Boltzmann weights in the southwest corner of the two partition functions $Z(\mathcal{M}; x \sqcup t)$ and $Z(\mathcal{M}; x \sqcup t)$, we obtain

$$Z(\mathcal{M}_x; x \sqcup t) = \prod_{i=1}^\ell x_i^{\ell-i} Z(\mathcal{M}; x \sqcup t) = \prod_{i=1}^\ell x_i^{\ell-i} g_\lambda(x; t). \quad (3.7)$$

In terms of the Yang–Baxter algebra, what we consider is

$$Z(\mathcal{M}_x; x \sqcup t) = (e_\lambda)^*_{\ell-1} A_{\ell-1}(t_{\ell-1}) \cdots A_{\ell-2}(t_2) A_{\ell-1}(t_1) \times A(x_n) \cdots A(x_{\ell+1}) B(x_{\ell}) \cdots B(x_1)(e_\ell),$$

where we denote $A_{\ell-1}(x)$ and $B_{\ell-1}(x)$ as $A(x)$ and $B(x)$ for simplicity.

Now consider the case when $\lambda_1 = \lambda_2 = \cdots = \lambda_\ell$. In this case, we note by using $e_1^* \otimes e_1^* L e_1 \otimes e_1 = 0$ that we can replace the $A$-operators $A_{\lambda_i+\ell-i}(t_i), i = 1, \ldots, k - 1$ in $Z(\mathcal{M}; x \sqcup t)$ by $A(t_i)$. In terms of NILPs, this means that we can extend the ending points of the last $k - 1$ paths as we did for Corollary 3.17. So we have the following relation

$$Z(\mathcal{M}_x; x \sqcup t) = (e_\lambda)^*_{\ell-1} A_{\ell-1}(t_{\ell-1}) \cdots A_{\ell-2}(t_2) A_{\ell-1}(t_1) \times A(t_{k-1}) \cdots A(t_1) A(x_n) \cdots A(x_{\ell+1}) B(x_{\ell}) \cdots B(x_1)(e_\ell). \quad (3.8)$$

Let us examine the operators $A(t_{k-1}) \cdots A(t_1) A(x_n) \cdots A(x_{\ell+1}) B(x_{\ell}) \cdots B(x_1)$. We claim the following multiple commutation relation

$$A(t_{k-1}) \cdots A(t_1) A(x_n) \cdots A(x_{\ell+1}) B(x_{\ell}) \cdots B(x_1)$$

$$= \sum_{S = (j_1 < j_2 < \cdots < j_\ell) \in \binom{[n+k-1]}{\ell}} \prod_{i \in S} \frac{x_j}{x_j - x_i} \times B(x_{j_1}) \cdots B(x_{j_\ell}) \prod_{i \in S} A(x_i), \quad (3.9)$$

where $x_{n+j} := t_j$ for all $j = 1, \ldots, k - 1$. An argument to derive multiple commutation relations for five-vertex type models can be found in [SU05] for example, which we apply to derive (3.9) as
follows. We first use Lemma 3.23 to rewrite the left hand side of (3.9) as
\[
\prod_{i \in S} x_{i}^{\ell - 1} \prod_{i = 1}^{\ell - 1} x_{i}^{\ell - i} \prod_{i = \ell + 1}^{n + k - 1} x_{i} \prod_{i = 1}^{\ell - 1} x_{j_{i}}^{\ell - i} \prod_{i \in S} A(x_{i}) B(x_{j_{i}}) \cdots B(x_{j_{2}}) B(x_{j_{1}}). \tag{3.10}
\]

Applying the commutation relation (3.3a) to (3.10) repeatedly, we obtain the coefficient for
\[
B(x_{j_{k}}) \cdots B(x_{j_{2}}) B(x_{j_{1}}) \prod_{i \in S} A(x_{i})
\]
by noting that we always have to choose the first term in the right hand side of (3.3a) when commuting \(A\) and \(B\)-operators.

Inserting (3.9) into (3.8) and using the action of the \(A\)-operators
\[
\prod_{i \in S} A(x_{i})(e)_{0} = (e)_{0},
\]
we get
\[
Z(\widehat{\mathfrak{gl}}_{\lambda}; x \sqcup t) = \sum_{S = \{j_{1} < j_{2} < \cdots < j_{k}\} \in \left(\binom{n + k - 1}{\ell}\right)} \prod_{i \in S} x_{i}^{\ell - 1} \prod_{i = 1}^{\ell - 1} x_{i}^{\ell - i} \prod_{i = \ell + 1}^{n + k - 1} x_{i} \prod_{i = 1}^{\ell - 1} x_{j_{i}}^{\ell - i} \prod_{i \in S} x_{j_{i}} - x_{i}
\]
\[
\times (e_{\lambda})_{\ell + \lambda_{i}}^{*} A_{\lambda_{i} + 1}(t_{\ell - 1}) \cdots A_{\lambda_{k} + 1 + \ell - k}(t_{k}) B(x_{j_{k}}) \cdots B(x_{j_{2}}) B(x_{j_{1}})|e)_{0}. \tag{3.11}
\]

We next use the NLP interpretation and change the starting points of the lattice paths to the bottom side and moving down the ending points of the last \(k - 1\) paths to get
\[
(e_{\lambda})_{\ell + \lambda_{i}}^{*} A_{\lambda_{i} + 1}(t_{\ell - 1}) \cdots A_{\lambda_{k} + 1 + \ell - k}(t_{k}) B(x_{j_{k}}) \cdots B(x_{j_{2}}) B(x_{j_{1}})|e)_{0}
\]
\[
= \prod_{i = 1}^{\ell} x_{j_{i}}^{\ell + 1 - i} (e_{\lambda})_{\ell + \lambda_{i}}^{*} A_{\lambda_{i} + 1}(t_{\ell - 1}) \cdots A_{\lambda_{k} + 1 + \ell - k}(t_{k}) A(x_{j_{k}}) \cdots A(x_{j_{2}}) A(x_{j_{1}})|e)_{\ell}
\]
\[
= \prod_{i = 1}^{\ell} x_{j_{i}}^{\ell + 1 - i} (e_{\lambda})_{\ell + \lambda_{i}}^{*} A_{\lambda_{i} + 1}(t_{\ell - 1}) \cdots A_{\lambda_{k} + 1 + \ell - k}(t_{k}) A_{\lambda_{i} + \ell - k + 1}(x_{j_{k}}) \cdots A_{\lambda_{2} + \ell - 1}(x_{j_{k} - k + 2})
\]
\[
\times A(x_{j_{k} - k + 1}) \cdots A(x_{j_{1}})|e)_{\ell}
\]
\[
= \prod_{i = 1}^{\ell} x_{j_{i}}^{\ell + 1 - i} g_{\lambda}(x_{j_{1}}, \ldots, x_{j_{k} - k + 1}; x_{j_{k} - k + 2}, \ldots, x_{j_{k}}, t_{k}, \ldots, t_{\ell - 1}). \tag{3.12}
\]

Inserting (3.12) into (3.11) and using
\[
\prod_{i \in S} x_{i} \prod_{i = 1}^{\ell - 1} x_{j_{i}}^{\ell - i} \prod_{i = \ell + 1}^{n + k - 1} x_{i} \prod_{i = 1}^{\ell - 1} x_{j_{i}}^{\ell - i} = \prod_{i = 1}^{\ell} x_{i}, \tag{3.13}
\]
we get
\[
Z(\tilde{\Omega}_\lambda; x \sqcup t) = \prod_{i=1}^\ell x_i^{\ell+1-i} \sum_{s=\{j_1 < j_2 < \cdots < j_k\} \in \binom{[n+1]}{\ell}} \prod_{j \in s} x_j - x_i \times g_\lambda(x_{j_1}, \ldots, x_{j_{k+1}}; x_{j_1-k+i}, \ldots, x_{j_k}, t_k, \ldots, t_{\ell-1}).
\] (3.14)
Comparing (3.7) and (3.14), we obtain our result. □

Example 3.25. Let \( n = 3 \) and \( \ell = 3 \). Then from Theorem 3.24, we have
\[
g_{221}(x_1, x_2, x_3; t_1, t_2) = \frac{x_1x_2x_3}{(x_1 - t_1)(x_2 - t_1)(x_3 - t_1)} g_{221}(x_1, x_2; x_3, t_2)
+ \frac{x_1x_2t_1}{(x_1 - t_3)(x_2 - t_3)(t_1 - t_3)} g_{221}(x_1, x_2; t_1, t_2)
+ \frac{x_1x_3t_1}{(x_1 - t_2)(x_3 - t_2)(t_1 - t_2)} g_{221}(x_1, x_3; t_1, t_2)
+ \frac{x_2x_3t_1}{(x_2 - t_1)(x_3 - t_1)(t_1 - x_1)} g_{221}(x_2, x_3; t_1, t_2)
\]
for the refined dual Grothendieck polynomials
\[
g_{221}(x_1, x_2, x_3; t_1, t_2) = x_1^2x_2^2x_3 + x_2^2x_1x_3^2 + x_1^2x_2x_3^2
+ (t_1 + t_2)(x_1^2x_2^2 + x_2^2x_3^2 + x_1^2x_2x_3^2 + x_1x_2^2x_3 + x_1x_2x_3^2)
+ t_1(x_1^2x_2x_3 + x_1x_2^2x_3 + x_1x_2x_3^2)
+ t_1(t_1 + t_2)(x_1^2x_2 + x_1^2x_3 + x_2x_3 + x_1x_2^2 + x_1x_3^2 + x_2x_3^2 + 2x_1x_2x_3)
+ t_1^2t_2(x_1^2 + x_2^2 + x_3^2 + x_1x_2 + x_1x_3 + x_2x_3),
\]
\[
g_{221}(x_1, x_j; t_1, t_2) = (t_1 + t_2)x_1^2x_j^2 + t_1(t_1 + t_2)(x_1x_j^2 + x_j^2x_1) + t_1^2t_2(x_1^2 + x_1x_j + x_j^2).
\]

3.4. Alternative Fermionic Vertex Model. We can apply the same combinatorics used in the proof of Theorem 3.8 to devise an equivalent statement using the \( L \)-matrix from Table 1 at \( \beta = 0 \). Recall that there is a natural bijection between states of the model and Gelfand–Tsetlin patterns, which are equivalent to semistandard tableaux. Moreover, this model is also well-behaved for looking at skew Schur functions; see [MS14, Sec. 3] for a generalization of this classical approach. The flagging condition on a semistandard skew tableau means that a particular particle does not move a certain distance beyond its initial position under a sequence of \( A \)-operators. Since our flagging is \((0, 1, 2, \ldots, \ell)\), we can instead represent the elegant tableau portion as a sequence of \( C \) operators, but we have to take into account the extra horizontal steps into the weight. We also are no longer able to control the final shape, but this is determined by the final horizontal steps for the corresponding \( C \) operator. (Equivalently, the shape \( \lambda \) is determined by the positions of the final vertical step.) This is exactly the same as the jagged part in the model above. Hence, we obtain the following partition function of the model given by \( \langle 0^{m+n} | C^\ell A^{n-\ell} B^\ell | 0^{m+n} \rangle \) (note that \( n \geq \ell \) necessarily).

Proposition 3.26. The partition function of this model is
\[
Z(n, m + n) = \sum_{\lambda_1 \leq m} \prod_{i=1}^\ell \lambda_i^{k-\lambda_i} g_\lambda(x; t).
\]
Example 3.27. Consider $\lambda = 6433$ with $\ell = 4$ and $m = 8$. Then the 01-sequence of $\lambda$ is $000110100100$. Let $n = 5$. The following is a state in $Z(5,13)$ and the corresponding element from $g_\lambda(x; t)$:

Next, we can write the partition function $Z(n,m+n)$ as the classical Cauchy identity (see, e.g., [MS13, Cor. 3.6, Cor. 5.4] at $\beta = 0$) and then perform the substitution

$$s_\lambda(t) = \prod_{i=1}^{\ell} t_{i}^{m} s_{\lambda^1}(t^{-1})$$

(3.15)

since we are taking $C$ operators instead of $B$ operators reflected vertically. Note that (3.15) can be checked using $\lambda^\dagger_j = m - \lambda_{\ell+1-j}$, $j = 1, \ldots, \ell$ and the Weyl character formula for the Schur functions

$$s_\lambda(t) = \frac{\det [t_i^{\lambda_j + \ell - j}]_{i,j=1}^{\ell}}{\det [t_i^{\ell-j}]_{i,j=1}^{\ell}}.$$  

(3.16)

Hence, we obtain a refined version of a Cauchy–Littlewood identity with the partitions $\lambda \subseteq m^\ell$ inside an $\ell \times m$ rectangle.

Corollary 3.28 (Cauchy–Littlewood identity). We have

$$\sum_{\lambda \subseteq m^\ell} \prod_{i=1}^{\ell} t_{i}^{m-\lambda_i} g_\lambda(x; t)$$

$$= \prod_{i=1}^{\ell} t_{i}^{m} \prod_{1 \leq i < j \leq n} \frac{1}{(x_i - x_j)(t_i - t_j)} \det \left[ \frac{(x_i t_j^{-1})^{m+n-1}}{x_i t_j^{-1} - 1} \right]_{i,j=1}^{n}.$$ 

By multiplying both sides by $\prod_{i=1}^{\ell} t_{i}^{-m}$ and then taking the limit of $m \to \infty$, we recover the Cauchy–Littlewood identity [Yel21, Thm 5.2(iv)] (after substituting $t_i \mapsto t_i^{-1}$ and using [Yel21, Rem. 5.6]; see also [Yel19a, Lemma 3.6] for the $t = 1$ version).

Corollary 3.29 ([Yel21, Thm 5.2(iv)]). We have

$$\sum_{\lambda(\ell) \subseteq \ell} \prod_{i=1}^{\ell} x_i^{\lambda_i} g_\lambda(x; t) = \prod_{i=1}^{n} \prod_{j=1}^{\ell} \frac{1}{1 - t_j^{-1} x_i} = \prod_{i=1}^{n} \prod_{j=1}^{\ell} \frac{t_j}{t_j - x_i}.$$
We also remark that we can move between states of this model and those using the $L$-matrix from Table 3 sliding the $j$-th path from the left $j$ steps to up, staggering the vertical steps, slightly stretching the horizontal steps.

**Example 3.30.** If we apply the above equivalence to the state from Example 3.1 (see also Example 3.7), we obtain

Note that instead of using the operator $AB^4$ for the semistandard tableau portion, we could have equivalently used $B^5$. In this case, the paths for the additional particle would be trivial (i.e., they do not contribute to the weight).

We note that Corollary 3.28 is the same as Corollary 3.14 from Equation (3.15) but expressed in two different models under the identification given above.

One other advantage to using this model is that we can use the generic $\beta$ Boltzmann weights for the $L$-matrix from Table 1. This gives us a new symmetric function that expands positively in the Grothendieck polynomials where the coefficients are the number of set-valued elegant tableaux. Furthermore, this expansion is finite even as $n \to \infty$ since the Schur expansion of $g_{\lambda}(x; t)$ is finite and there are only finitely many set-valued elegant tableaux of a fixed shape $\lambda/\mu$, which we denote by SET($\lambda/\mu$).

**Theorem 3.31.** We have

$$Z(\lambda; x; t; \beta) = \sum_{\mu \subseteq \lambda} \sum_{T \in \text{SET}(\lambda/\mu)} t^T G_\mu(x; \beta).$$

As a corollary, we see that the partition function is Schur positive (up to a sign by degree) by [HS20, Thm. 4.6].

4. **Probability theory**

In this section, we will discuss how our refined dual Grothendieck polynomials relates with probability theory through the last passage percolation (LPP) stochastic model, the totally asymmetric simple exclusion process (TASEP), and the Schur measure. We first show the relation between the LPP joint probability and the refined dual Grothendieck polynomials by using the RSK correspondence, refining the result by Yeliussizov [Yel20]. We then take this probabilistic interpretation to be our definition of a refined dual Grothendieck polynomial, where the skew version is given by the LPP transition probability. Using this, we refine the algebraic approach given in [Joh10] to give a (dual) Jacobi–Trudi formula for refined dual Grothendieck polynomials. Finally, we describe the Cauchy identity for Schur functions with refined dual Grothendieck polynomials to give a new
proof of a result of Baik and Rains [BR01] and relating to the Schur measure [Oko00, Oko01]. For this section, we use the indeterminates \( t = (t_1, t_2, \ldots, t_\ell) \).

4.1. Last Passage Percolation. We begin by defining the last-passage percolation (LPP) stochastic model and then recall the bijection from [Yel20, Thm. 1] (see also [Yel19a, Thm 8.1] for the specialization \( x = q \)) from reverse\(^3\) plane partitions to the random matrices in the LPP model. We note that the LPP model is a corner growth model for partitions.

**Remark 4.1.** In this section, we index our matrices following the natural indexing on \( \mathbb{Z}^2 \), so the bottom-left corner is the \((1, 1)\) entry.

Consider a random matrix \((w_{ij})_{i,j \geq 1}\) with independent entries \(w_{ij}\) with the geometric distribution

\[
P(w_{ij} = k) = (1 - t_i x_j)(t_i x_j)^k,
\]

where \(t_i, x_j \in (0, 1)\) and \(k \in \mathbb{Z}_{\geq 0}\). The last passage time for this random matrix is

\[
G(m, n) = \max_{(i,j) \in \Pi} \sum_{(i,j) \in \Pi} w_{ij},
\]

where the maximum is taken over all paths from \((1, 1)\) to \((m, n)\) with unit steps to the right or up, i.e., for \((i_a, j_a)\), we either have \((i_a+1, j_a+1) = (i_a, j_a+1), (i_a+1, j_a)\).

Let us define \(G(i) := (G(\ell, i), \ldots, G(1, i))\). We denote the transition probability \(P(G(i) = \lambda | G(j) = \mu)\), for \(\lambda = (\lambda_1, \ldots, \lambda_\ell)\) and \(\mu = (\mu_1, \ldots, \mu_\ell)\), of the LPP process. This was introduced by Johansson [Joh10] with the specializations \(x_j = q\) and \(t_1 = 1\). We extend this in the natural way to allow \(G(0) = \mu\) by instead using \(G_\mu(k, i) = G(k, i) + \mu_{\ell+1-k}\). Thus we have

\[
P(G(n) = \lambda) = P(G(n) = \lambda | G(0) = \emptyset).
\]

**Theorem 4.2 (Yel19a, Thm. 8.1).** We have

\[
P(G(n) = \lambda) \bigg|_{t=1} = \prod_{j=1}^n (1 - x_j)^\ell g_\lambda(x; 1).
\]

In [Yel20, Thm. 1], Yeliussizov gave a direct combinatorial proof of Theorem 4.2 by constructing a bijection \(\Phi\) from [Yel19a] between reverse plane partitions and the matrices that records the number of times a box is not equal to the box below it. The remainder of the proof is given by conditioning the probabilities on each entry in the resulting matrix, which results in the leading factor.

**Example 4.3.** Consider \(\lambda = 210, \ell = 3,\) and \(n = 2\). Then under the bijection \(\Phi\) given above, we have

\[
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 2 & 1 & 2 \\
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
\end{array}
\]

\[
t_1 x_1^2 x_2^2 \\
x_1 x_2 t_1 x_1 x_2 \\
t_1 x_1^2 x_2^2 \\
t_1 x_1^2 x_2^2
\]

\(^3\)The bijection given in [Yel20] was originally described for usual plane partitions, but we give it by swapping columns \(i \leftrightarrow n+1-i\) (i.e., reflecting the matrix across a vertical line), which corresponds to going between plane partitions and reverse plane partitions by swapping entries \(i \leftrightarrow n+1-i\).
where we have written the weights of the RPP at the bottom. Note that in \( P(G(n) = \lambda) \), we have a factor of \( \prod_{i=1}^{3} \prod_{j=1}^{2} (1 - t_i x_j) \) from the fact we take the conditional probability on a \( 3 \times 2 \) matrix, with one factor for each entry.

**Example 4.4.** The maximal path that defines \( G(\ell + 1 - i, n) = \lambda_i \) in \( \Phi(T) \) does not always come from the \( i \)-th row of \( T \). Indeed, consider

\[
T = \begin{bmatrix}
1 & 1 & 4 \\
1 & 3 & 4 \\
3 & 3
\end{bmatrix} \quad \mapsto \quad (b_{ij})_{i,j} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 \\
0 & 0 & 2 & 0
\end{bmatrix},
\]

and the path defining \( G(2, 4) = 3 \) (indicated by the bolded letters) does not pass through the entry \( b_{2,1} \) but instead \( b_{3,3} \). We also note that reflection or rotating matrix results in a different shape \( \lambda \).

Note that assuming Theorem 4.2, then [Yel19a, Cor. 8.4] is equivalent to Corollary 3.14 with \( t = 1 \) by considering conditioning on the shape \( \lambda \) with bounded \( \lambda_1 \).

Next, we consider the Robinson–Schensted–Knuth (RSK) bijection (see, e.g., [Ful97, Sta99]) between \( \mathbb{Z}_{\geq 0} \)-matrices and pairs of semistandard tableaux. It is known that such a matrix \( M \) is equivalent to a two-line array (also known as generalized permutations) with \( M_{ij} \) denoting the number of bi-letters \( i \rightarrow j \), which are sorted by lex order. Let \( M \mapsto (P, Q) \) under RSK, where \( P \) (resp. \( Q \)) is called the insertion (resp. recording) tableaux. Let \( \lambda \) be the shape of \( P \) (and \( Q \)). A well-known important property of the RSK bijection is the length of a longest increasing subsequence corresponds to \( \lambda_1 \) (see, e.g., [Joh00, Sta99]).

**Example 4.5.** We have

\[
\begin{bmatrix}
1 & 1 & 3 \\
1 & 3 & 4 \\
3 & 3
\end{bmatrix} \quad \Phi \quad \begin{bmatrix}
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
0 & 0 & 2 & 0
\end{bmatrix} \quad \longleftrightarrow \quad \begin{bmatrix}
1 & 1 & 2 & 2 & 3 & 3 \\
3 & 3 & 1 & 4 & 1 & 3
\end{bmatrix} \quad \text{RSK} \quad \begin{bmatrix}
1 & 1 & 1 & 3 \\
3 & 3 & 1 & 4 \\
2 & 3 & 3
\end{bmatrix}.
\]

Recall that the length of the longest increasing subsequence of the bottom row of a two-line array when we restrict to \( \ell \times n \) matrices corresponds to \( \lambda_1 = G(\ell, n) \) under RSK. Hence, we can compute \( G(\ell - k, n) \) by setting the top \( k \) rows (using the convention the lower-left corner is the \((1,1)\) entry) of the matrix \( M \) to 0, which we denote this matrix by \( M^{(k)} \). Let \( M^{(k)} \mapsto (P^{(k)}, Q^{(k)}) \) under RSK, which have shape \( \lambda^{(k)} \). Hence, we have \( G(\ell-k, n) = \lambda_1^{(k)} \). If we look at the recording tableau, we have that \( Q^{(k)} \) is equal to removing all entries at least \( n-k \) from \( Q = Q^{(0)} \). Thus, for any matrix \( M \) such that \( (G(\ell-k, n))_{k=0}^{\ell-1} = \lambda \), we require that the left side of the GT pattern representation of \( Q \) must be \( \lambda \). Therefore, we obtain

\[
P(G(n) = \lambda) = \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) t^{\lambda} \sum_{\mu \subseteq \lambda} \sum_{Q \in \text{SSYT}^{\ell}(\mu)} t^{-\left|Q\right|} s_{\mu}(x),
\]

where \( \left|Q\right| \) is the leftmost entries of the GT pattern corresponding to \( Q \).

**Lemma 4.6.** There exists a weight-preserving bijection

\[
\psi: \{Q \in \text{SSYT}^{\ell}(\mu) \mid \text{left}(Q) = \lambda\} \to \text{ET}(\lambda/\mu).
\]
Proof. To see that the corresponding GT patterns correspond to the elegant tableaux of shape $\lambda/\mu$, we simply reflect the GT pattern vertically and consider it inside of a larger skew GT pattern, which we then biject with semistandard tableaux. Pictorially, we have:

with the bottom row of $\overline{Q}$ being $\mu$. \hfill $\square$

**Example 4.7.** For $\ell = 4$, under the correspondence mentioned above, we have

$$
\begin{array}{cccccc}
\lambda_1 & \mu_2 & \mu_3 & \mu_4 & \lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & 0 & 0 & 0 \\
\lambda_2 & x & y & & & & & & & & \\
\lambda_3 & z & & & & & & & & & \\
\lambda_4 & & & & & & & & & & \\
\end{array}
\quad
\begin{array}{cccccc}
\lambda_1 & \lambda_2 & \lambda_3 & \lambda_4 & 0 & 0 & 0 \\
\lambda_1 & \lambda_2 & \lambda_3 & x & z & 0 & 0 \\
\lambda_1 & \mu_2 & \mu_3 & \mu_4 & & & \\
\end{array}
$$

So for the elegant tableaux, the number of 1’s on the second row is $\lambda_2 - \mu_2$, on the third row is $x - \mu_3$, and on the fourth row is $y - \mu_4$; the number of 2’s on third row is $\lambda_3 - x$ and the fourth row is $z - y$; and the number of 3’s on the third row is $\lambda_4 - z$.

From Equation (4.1), Lemma 4.6, and Theorem 2.5, we have the refined version of Theorem 4.2.

**Theorem 4.8.** We have

$$
P(G(n) = \lambda) = \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) t^{\lambda} g_{\lambda}(x; t^{-1}).
$$

We could have also shown Theorem 4.8 by showing the bijection $\Phi$ preserves the weight under the refinement. Thus by also using Equation (4.1) and Lemma 4.6, we obtain a new bijective proof of Theorem 2.5 as we impose no conditions on the insertion tableau under RSK. Note that $t^\lambda t^{-Q}$ gives the number of entries at height $i$ that have an $i$ directly below it in the RPP by the definition of $\Phi$. Furthermore, the bijection $\Phi$ can be thought of as describing the positions where the RSK insertion of the inflation map acts.

Theorem 4.8 also gives a new probabilistic proof of Corollary 3.29 (with substituting $t_i \mapsto t_i^{-1}$) by taking a sum over all $\lambda$ with $f(\lambda) \leq \ell$, which means we have considered all possible states. So we have

$$
1 = \sum_{f(\lambda) \leq \ell} P(G(n) = \lambda) = \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) \sum_{f(\lambda) \leq \ell} t^{\lambda} g_{\lambda}(x; t^{-1}),
$$

and then divide by the leading factor to obtain Corollary 3.29.

We can take the idea of fixing the left part of a GT pattern a bit further obtain a similar-but-distinct lattice model for dual Grothendieck polynomials to those in Section 3. Indeed, recall that GT patterns are in bijection with states of a trivially colored lattice model and NILPs. The condition that the left side of the GT pattern is $\lambda$ means we have fixed the bottom path, which we can then remove and transform it into a jagged model with specific boundary conditions. If we then reflect this model over the horizontal axis, we can stack it on top of the corresponding lattice model for the insertion tableaux.
Example 4.9. Consider the elegant tableaux from Example 3.1, and its corresponding GT pattern and semistandard tableau are

\[
\begin{array}{cccc}
\cdot & \cdot & \cdot & \cdot \\
\cdot & 1 & 1 & \\
1 & 2 & \\
3 & 3 & \\
\end{array}
\rightarrow
\begin{array}{cccc}
4 & 1 & 0 & 0 \\
3 & 1 & 0 & \\
2 & 0 & \\
2 & \\
\end{array}
\leftrightarrow
\begin{array}{cccc}
1 & 1 & 3 & 4 \\
3 & \\
\end{array}
\]

Next, we take the corresponding NILP model and 5-vertex models:

Then the corresponding jagged portions of the models are given by

Note that we are still allowed to touch the rightmost line in the trivially colored model, so we do not remove those vertices. Furthermore, we could have removed the top row from the jagged NILP model since those paths are all fixed.

Lastly, we describe the insertion tableau under the composition of RSK and $\Phi$.

Proposition 4.10. The insertion tableau under RSK of the result of $\Phi$ is given by just removing any $i$ such that there is an $i$ directly below it and using jeu-de-taquin to rectify the remaining boxes to a straight shape $\mu$.

Proof. This is a consequence of the definition of $\Phi$ and that jeu-de-taquin is equivalent to performing RSK insertion (see, e.g., [Sta99]). This could also be seen using the crystal structure on reverse plane partitions given in [Gal17].

\[
H(\nu) = \begin{cases} 
0 & \text{if } \nu < 0, \\
1 & \text{if } \nu \geq 0.
\end{cases}
\]

4.2. Transition probability and skew refined dual Grothendieck polynomials. For the remainder of this section, we will take Theorem 4.8 as the definition of the refined dual Grothendieck polynomials. This leads to a natural probabilistic definition of the skew refined dual Grothendieck polynomials using transition probabilities for the LPP. In this subsection, we first show that this is equivalent to the combinatorial definition from [GGL16]. Then we derive a Jacobi–Trudi determinant form for the skew refined dual Grothendieck polynomials by refining the difference operator technique by Johannson [Joh10].

We first introduce notations. We define the discrete Heaviside step function $H(\nu)$ for $\nu \in \mathbb{Z}$ as
For two functions $f, g: \mathbb{Z} \to \mathbb{C}$, we define the convolution product $f * g$ as

$$f * g(\nu) = \sum_{\xi=-\infty}^{\infty} f(\nu - \xi)g(\xi).$$

Recall that we have shown the following relation between the joint probability and the refined dual Grothendieck polynomials in Theorem 4.8:

$$P(G(n) = \lambda) = \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) t^{\lambda/\mu} G_{\lambda}(x; t^{-1}).$$

As previously stated, we now take this to be our definition of the refined dual Grothendieck polynomials; that is

$$g_{\lambda}(x; t^{-1}) := t^{-\lambda} \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j)^{-1} P(G(n) = \lambda).$$

From this, a natural definition of skew refined dual Grothendieck polynomials for a single variable $x_n$ is using the transition (or conditional) probability by

$$g_{\lambda/\mu}(x_n; t^{-1}) := \prod_{i=1}^{\ell} (1 - t_i x_n)^{-1} t^{\mu - \lambda} P(G(n) = \lambda | G(n-1) = \mu). \tag{4.2}$$

We then introduce the skew refined dual Grothendieck polynomials as

$$g_{\lambda/\mu}(x; t^{-1}) := \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j)^{-1} t^{\mu - \lambda} P(G(n) = \lambda | G(0) = \mu). \tag{4.3}$$

**Proposition 4.11.** The following branching formulas hold:

1. $$g_{\lambda}(x; t^{-1}) = \sum_{\mu} g_{\lambda/\mu}(x_n; t^{-1}) g_{\mu}(x_1, \ldots, x_{n-1}; t^{-1}), \tag{4.4a}$$
2. $$g_{\lambda/\mu}(x \sqcup y; t) = \sum_{\nu} g_{\lambda/\mu}(x; t) g_{\nu/\mu}(y; t), \tag{4.4b}$$
3. $$g_{\lambda/\mu}(x; t) = \sum_{\emptyset = \lambda^{(0)} \subseteq \lambda^{(1)} \subseteq \cdots \subseteq \lambda^{(n)} = \lambda} \prod_{i=1}^{n} g_{\lambda^{(i)}/\lambda^{(i-1)}}(x_i; t). \tag{4.4c}$$

**Proof.** Equation (4.4a) follows from applying (4.2) to the basic property

$$P(G(n) = \lambda) = \sum_{\mu} P(G(n) = \lambda | G(n-1) = \mu) P(G(n-1) = \mu)$$

of conditional probabilities. The remaining equations follow from (4.4a) and properties of transition probabilities. 

Next, one can compute the transition probability explicitly as

$$P(G(n) = \lambda | G(n-1) = \mu) = \prod_{j=1}^{\ell} (1 - t_j x_n)(t_j x_n)^{\lambda_j - \max(\mu_j, \lambda_{j+1})} H(\lambda_j - \max(\mu_j, \lambda_{j+1})), $$

from which we find the factorized form

$$g_{\lambda/\mu}(x_n; t) = \prod_{j=1}^{\ell-1} t_j^{\max(\mu_j, \lambda_{j+1}) - \mu_j} \prod_{j=1}^{\ell} x_n^{\lambda_j - \max(\mu_j, \lambda_{j+1})} H(\lambda_j - \max(\mu_j, \lambda_{j+1})). \tag{4.5}$$
We can see that (4.5) is precisely the generating function for the number of reverse plane partitions of shape \(\lambda/\mu\) with a single entry \(n\) by reading the reverse plane partition row-by-row. As a consequence, it is a simple recursive combinatorial argument to show this is equivalent to the definition in [GGL16] by removing the boxes in a reverse plane partition containing an \(n\).

**Corollary 4.12.** We have

\[
g_{\lambda/\mu}(x; t) = \sum_{T \in RPP^n(\lambda/\mu)} t^{b(T)} x^{g(T)}.
\]

Next we convert the factorized form (4.5) to a determinant form. To do this, we introduce the weighted difference operators \(\Delta_t\) and \(\Delta_t^{-1}\) acting on a function \(f : \mathbb{Z} \rightarrow \mathbb{C}\) as

\[
\Delta_t f(\nu) = f(\nu + 1) - tf(\nu), \quad \Delta_t^{-1} f(\nu) = \sum_{\mu=-\infty}^{\nu-1} t^{\nu-1-\mu} f(\mu).
\]

Note that \(\Delta_t^{-1} \Delta_t f(\nu) = (\Delta_t \Delta_t^{-1}) f(\nu) = f(\nu)\) and that \(\Delta_t \Delta_t^{-1} f = \Delta_t \Delta_t f\). We define the multiple difference operators \(\Delta_t^{i-j}\) as

\[
\Delta_t^{i-j} := \begin{cases} \Delta_t \cdots \Delta_t^{-1} & \text{if } j \geq i, \\
\Delta_t^{-1} \cdots \Delta_t^{-1} & \text{if } j < i. \end{cases} \quad (4.6)
\]

Note that \(\Delta_t^{i-j}\) does depend on the values \(i\) and \(j\) and not simply the difference. Let us also define \(v(\nu) := x^\nu H(\nu)\).

**Lemma 4.13.** The following identity holds:

\[
\det \left[ \Delta_t^{i-j} v(\lambda_i - \mu_j) \right]_{i,j=1}^{\ell} = \prod_{j=1}^{\ell} t^{j-\mu_j+\max(\mu_j,\lambda_j+1)} v(\lambda_j - \max(\mu_j, \lambda_j+1)). \quad (4.7)
\]

Lemma 4.13 is essentially a refined version of [Joh10, Lemma 3.1], and it can be shown using the same argument based on induction on \(\ell\). Let us show an example of proving the case \(\ell = 3\) of Lemma 4.13 by assuming that the identity holds for the case \(\ell = 2\). We consider the \(\ell = 3\) case of the left hand side of (4.7). Expanding the determinant along the first column, we get

\[
\det \left[ \Delta_t^{i-j} v(\lambda_i - \mu_j) \right]_{i,j=1}^{3} = v(\lambda_1 - \mu_1) \begin{vmatrix} v(\lambda_2 - \mu_2) & \Delta_t v(\lambda_2 - \mu_3) \\
\Delta_t^{-1} v(\lambda_3 - \mu_2) & v(\lambda_3 - \mu_3) \end{vmatrix} \\
- \Delta_t^{-1} v(\lambda_2 - \mu_1) \begin{vmatrix} \Delta_t v(\lambda_1 - \mu_2) & \Delta_t \Delta_t v(\lambda_1 - \mu_3) \\
\Delta_t^{-1} v(\lambda_3 - \mu_2) & v(\lambda_3 - \mu_3) \end{vmatrix} \\
+ \Delta_t^{-1} \Delta_t^{-1} v(\lambda_3 - \mu_1) \begin{vmatrix} \Delta_t v(\lambda_1 - \mu_2) & \Delta_t \Delta_t v(\lambda_1 - \mu_3) \\
\Delta_t v(\lambda_2 - \mu_2) & \Delta_t \Delta_t v(\lambda_2 - \mu_3) \end{vmatrix}. \quad (4.8)
\]

We can show that the third term of the right hand side of (4.8) vanishes. It is easy to see this when \(\lambda_3 < \mu_1\) since \(\Delta_t^{-1} \Delta_t^{-1} v(\lambda_3 - \mu_1) = 0\). Now we consider the case \(\lambda_3 \geq \mu_1\) and show the determinant vanishes. Let \(\Delta_t, \eta\) denote the \(t\)-weighted difference operator with respect to the variable \(\eta\); that is, it acts on the functions (in the \(x\) indeterminate) such that \(\eta\) appears as an argument. Therefore, we can rewrite the determinant as

\[
\det \begin{vmatrix} \Delta_t v(\lambda_1 - \mu_2) & \Delta_t \Delta_t v(\lambda_1 - \mu_3) \\
\Delta_t^{-1} v(\lambda_2 - \mu_2) & \Delta_t \Delta_t v(\lambda_2 - \mu_3) \end{vmatrix} = \Delta_t,^{-\mu_2} \Delta_t,^{-\mu_3} \begin{vmatrix} v(\lambda_1 - \mu_2) & \Delta_t v(\lambda_1 - \mu_3) \\
\Delta_t^{-1} v(\lambda_2 - \mu_2) & v(\lambda_2 - \mu_3) \end{vmatrix}. \quad (4.9)
\]
We apply the assumption of the identity (4.7) for the case $\ell = 2$ and get
\[
\begin{vmatrix}
\Delta_t v(\lambda_1 - \mu_2) & \Delta_t v(\lambda_1 - \mu_3) \\
v(\lambda_2 - \mu_2) & \Delta_t v(\lambda_2 - \mu_3)
\end{vmatrix}
= \Delta_{t_{1} - \mu_{2}} \Delta_{t_{2} - \mu_{3}} t_{1}^{-\mu_{2} + \max(\mu_{2}, \lambda_{2})} v(\lambda_1 - \max(\mu_{2}, \lambda_{2})) t_{2}^{-\mu_{3} + \max(\mu_{3}, \lambda_{3})} v(\lambda_2 - \max(\mu_{3}, \lambda_{3})).
\]
Using $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \mu_1 \geq \mu_2 \geq \mu_3$, we can simplify the right hand side to get
\[
\begin{vmatrix}
\Delta_t v(\lambda_1 - \mu_2) & \Delta_t v(\lambda_1 - \mu_3) \\
v(\lambda_2 - \mu_2) & \Delta_t v(\lambda_2 - \mu_3)
\end{vmatrix} = t_{1}^{-\mu_{2} + \lambda_{2}} t_{2}^{-\mu_{3} + \lambda_{3}} \Delta_{t_{1} - \mu_{2}} \Delta_{t_{2} - \mu_{3}} x^{\lambda_{1} - \lambda_{3}}.
\]
Since $\Delta_{t_{2} - \mu_{3}} x^{\lambda_{1} - \lambda_{3}} = 0$ as there is no $\mu_3$ dependence, we conclude that
\[
\begin{vmatrix}
\Delta_t v(\lambda_1 - \mu_2) & \Delta_t v(\lambda_1 - \mu_3) \\
v(\lambda_2 - \mu_2) & \Delta_t v(\lambda_2 - \mu_3)
\end{vmatrix} = 0.
\]

In any case, the third term of the right hand side of (4.8) vanishes. Now let us consider the case $\lambda_2 < \mu_1$. In this case, the second term also vanishes since $\Delta_{t}^{-1} v(\lambda_2 - \mu_1) = 0$, and we have
\[
\begin{vmatrix}
\Delta_t^{-i} v(\lambda_i - \mu_j) \\
\lambda_i - \mu_j
\end{vmatrix} = v(\lambda_1 - \mu_1) \prod_{j=2}^{3} t_{j}^{-\mu_{j} + \max(\mu_{j}, \lambda_{j+1})} v(\lambda_{j} - \max(\mu_{j}, \lambda_{j+1})).
\]

Since $\lambda_2 < \mu_1$, we can rewrite $v(\lambda_1 - \mu_1)$ as $v(\lambda_1 - \mu_1) = t_{1}^{-\mu_{1} + \max(\mu_{1}, \lambda_{2})} v(\lambda_1 - \max(\mu_{1}, \lambda_{2}))$, and we get
\[
\det \begin{vmatrix}
\Delta_t^{-i} v(\lambda_i - \mu_j)
\end{vmatrix} = \prod_{j=1}^{3} t_{j}^{-\mu_{j} + \max(\mu_{j}, \lambda_{j+1})} v(\lambda_{j} - \max(\mu_{j}, \lambda_{j+1})),
\]
which is nothing but (4.7) for the case $\ell = 3$.

Finally, let us consider the case $\lambda_2 \geq \mu_1$. Recall the column expansion
\[
\begin{vmatrix}
\Delta_t^{-i} v(\lambda_i - \mu_j)
\end{vmatrix} = v(\lambda_1 - \mu_1) \begin{vmatrix}
\Delta_{t_{1} - \mu_{2}} & \Delta_{t_{2}} v(\lambda_2 - \mu_3) \\
v(\lambda_2 - \mu_2) & v(\lambda_3 - \mu_3)
\end{vmatrix} - \Delta_{t_{1}^{-1}} v(\lambda_2 - \mu_1) \begin{vmatrix}
\Delta_{t_{1}} v(\lambda_1 - \mu_2) & \Delta_{t_{2}} v(\lambda_1 - \mu_3) \\
v(\lambda_3 - \mu_2) & v(\lambda_3 - \mu_3)
\end{vmatrix}.
\]

We again apply the induction assumption on the first term of the right hand side of (4.9) to get
\[
\begin{vmatrix}
\Delta_{t_{1} - \mu_{2}} & \Delta_{t_{2}} v(\lambda_2 - \mu_3) \\
v(\lambda_2 - \mu_2) & v(\lambda_3 - \mu_3)
\end{vmatrix} = v(\lambda_1 - \mu_1) \prod_{j=2}^{3} t_{j}^{-\mu_{j} + \max(\mu_{j}, \lambda_{j+1})} v(\lambda_{j} - \max(\mu_{j}, \lambda_{j+1})).
\]

Let us look at the second term. First, it is easy to see
\[
\Delta_{t_{1}^{-1}} v(\lambda_2 - \mu_1) = t_{1}^{\lambda_2 - \mu_1 - 1} - t_{1}^{\mu_{1} - \lambda_{2}, x^{\lambda_{2} - \mu_1}}.
\]
We next rewrite the determinant as

$$\begin{vmatrix} \Delta t_1 v(\lambda_1 - \mu_2) & \Delta t_1 \Delta t_2 v(\lambda_1 - \mu_3) \\ \Delta t_2^{-1} v(\lambda_3 - \mu_2) & v(\lambda_3 - \mu_3) \end{vmatrix} = \Delta t_1, \lambda_1 \begin{vmatrix} v(\lambda_1 - \mu_2) & \Delta t_2 v(\lambda_1 - \mu_3) \\ \Delta t_2^{-1} v(\lambda_3 - \mu_2) & v(\lambda_3 - \mu_3) \end{vmatrix},$$

and apply the induction assumption to get

$$\begin{vmatrix} \Delta t_1 v(\lambda_1 - \mu_2) & \Delta t_1 \Delta t_2 v(\lambda_1 - \mu_3) \\ \Delta t_2^{-1} v(\lambda_3 - \mu_2) & v(\lambda_3 - \mu_3) \end{vmatrix} = \Delta t_1, \lambda_1 t_2^{-\mu_2+\max(\mu_2, \lambda_3)} v(\lambda_1 - \max(\mu_2, \lambda_3)) t_3^{-\mu_3+\max(\mu_3, \lambda_4)} v(\lambda_3 - \max(\mu_3, \lambda_4)).$$

It is easy to see $\Delta t_1, \lambda_1 v(\lambda_1 - \max(\mu_2, \lambda_3)) = (x - t_1) v(\lambda_1 - \max(\mu_2, \lambda_3)),$ and we have

$$\begin{vmatrix} \Delta t_1 v(\lambda_1 - \mu_2) & \Delta t_1 \Delta t_2 v(\lambda_1 - \mu_3) \\ \Delta t_2^{-1} v(\lambda_3 - \mu_2) & v(\lambda_3 - \mu_3) \end{vmatrix} = (x - t_1) t_2^{-\mu_2+\max(\mu_2, \lambda_3)} v(\lambda_1 - \max(\mu_2, \lambda_3)) t_3^{-\mu_3+\max(\mu_3, \lambda_4)} v(\lambda_3 - \max(\mu_3, \lambda_4)).$$

Inserting (4.10), (4.11), and (4.13) into (4.9) yields

$$\det[\Delta t_i^{-i} v(\lambda_i - \mu_j)]_{i,j=1}^3 = v(\lambda_1 - \mu_1) \prod_{j=2}^3 t_j^{-\mu_j+\max(\mu_j, \lambda_{j+1})} v(\lambda_j - \max(\mu_j, \lambda_{j+1}))$$

$$- (x^{\lambda_2-\mu_1} - t_1^{\lambda_2-\mu_1}) t_2^{-\mu_2+\max(\mu_2, \lambda_3)} v(\lambda_1 - \max(\mu_2, \lambda_3))$$

$$\times t_3^{-\mu_3+\max(\mu_3, \lambda_4)} v(\lambda_3 - \max(\mu_3, \lambda_4)).$$

We can further rewrite this using

$$v(\lambda_1 - \mu_1) v(\lambda_2 - \max(\mu_2, \lambda_3)) = x^{\lambda_2-\mu_1} v(\lambda_1 - \max(\mu_2, \lambda_3)),$$

$$v(\lambda_1 - \max(\mu_2, \lambda_3)) = v(\lambda_1 - \lambda_2) v(\lambda_2 - \max(\mu_2, \lambda_3)),$$

to obtain

$$\det[\Delta t_i^{-i} v(\lambda_i - \mu_j)]_{i,j=1}^3 = t_1^{\lambda_2-\mu_1} v(\lambda_1 - \lambda_2) \prod_{j=2}^3 t_j^{-\mu_j+\max(\mu_j, \lambda_{j+1})} v(\lambda_j - \max(\mu_j, \lambda_{j+1})).$$

Finally, since we are dealing the case $\lambda_2 \geq \mu_1$, we can rewrite

$$t_1^{\lambda_2-\mu_1} v(\lambda_1 - \lambda_2) = t_1^{-\mu_1+\max(\mu_1, \lambda_2)} v(\lambda_1 - \max(\mu_1, \lambda_2)),$$

and hence we obtain

$$\det[\Delta t_i^{-i} v(\lambda_i - \mu_j)]_{i,j=1}^3 = \prod_{j=1}^3 t_j^{-\mu_j+\max(\mu_j, \lambda_{j+1})} v(\lambda_j - \max(\mu_j, \lambda_{j+1})).$$

This completes the induction step from $\ell = 2$ to $\ell = 3$.

From (4.5) and Lemma 4.13, we get the following determinant form for $g_{\lambda/\mu}(x; t)$.

$$g_{\lambda/\mu}(x; t) = \det[\Delta t_i^{-i} v(\lambda_i - \mu_j)]_{i,j=1}^\ell.$$

(4.14)

To derive a determinant form for $g_{\lambda/\mu}(x; t)$, we combine (4.14) with the following formula, which is a refined version of [Joh10, Lemma 3.2].
Proposition 4.14. Let \( f, g \) be functions \( f, g : \mathbb{Z} \to \mathbb{C} \) such that for some \( M \) and all \( \nu < M \), we have \( f(\nu) = g(\nu) = 0 \). We have
\[
\sum_{\nu_1 \leq \cdots \leq \nu_b \leq \nu_1} \det \left[ \Delta_{i,j}^{-} f(\nu_1 - \nu_j) \right]_{i,j=1}^{\ell} = \det \left[ \left( \Delta_{i,j}^{-} (f * g) \right)(\lambda_i - \mu_j) \right]_{i,j=1}^{\ell}. 
\] (4.15)

Proof. The proof given in [Joh10, Lemma 3.2] can be applied to show (4.15) as well. We first rewrite the left hand side of (4.15) using the summation by parts formula
\[
\sum_{\nu_1 \leq \cdots \leq \nu_b \leq \nu_1} \det \left[ \Delta_{i,j}^{-} f(\nu_1 - \nu_j) \right]_{i,j=1}^{\ell} = \det \left[ \left( \Delta_{i,j}^{-} (f * g) \right)(\lambda_i - \mu_j) \right]_{i,j=1}^{\ell}. 
\] (4.16)

Note that the sum in (4.16) can be replaced by the sum with the order is removed and multiplying by the overall factor \((n!)^{-1}\). Then we apply the generalized Cauchy–Binet formula
\[
\det \left[ \int_X \phi_i(x) \psi_j(x) d\mu(x) \right]_{i,j=1}^{n} = \frac{1}{n!} \int_X^n \det [\phi_i(x_j)]_{i,j=1}^{n} \det [\psi_i(x_j)]_{i,j=1}^{n} \prod_{j=1}^{n} d\mu(x_j) 
\] (4.17)
to (4.16), which yields
\[
\det \left[ \sum_{\nu \in \mathbb{Z}} \Delta_{i,j}^{-} \Delta_{t-1}^{-} f(\nu - \mu_j) \Delta_{t_i} \cdots \Delta_{t_{t-1}} g(\nu - \nu) \right]_{i,j=1}^{\ell}. 
\] (4.18)

Finally, using \( \Delta_{i}^{-} f(\nu) = (j_1 * f)(\nu) \) for \( j_1(\nu) = t^{-1} H(\nu - 1) \) one can show
\[
\sum_{\nu \in \mathbb{Z}} \Delta_{i,j}^{-} \Delta_{t-1}^{-} f(\nu - \mu_j) \Delta_{t_i} \cdots \Delta_{t_{t-1}} g(\lambda_i - \nu) = \left( \Delta_{i}^{-} (f * g) \right)(\lambda_i - \mu_j). 
\] (4.19)

Combining (4.18) and (4.19), we get the right hand side of (4.15).

From (4.14), (4.4c), and (4.15), we find that \( g_{\lambda/\mu}(x; t) \) can be expressed as a single determinant
\[
g_{\lambda/\mu}(x; t) = \det \left[ \left( \Delta_{i,j}^{-} (f_1 * f_2 * \cdots * f_n) \right)(\lambda_i - \mu_j) \right]_{i,j=1}^{\ell}, 
\] (4.20)
where \( f_j(\nu) = h_\nu(x_j) = x_j^\nu H(\nu) \). It is easy to see that
\[
f_1 * f_2 * \cdots * f_n(\nu) = h_\nu(x), 
\] (4.21)
where \( x = \{x_1, \ldots, x_n\} \). Using (4.21), we can rewrite (4.20) as
\[
g_{\lambda/\mu}(x; t) = \det \left[ \left( \Delta_{i,j}^{-} h_\nu(x) \right)_{\nu=\lambda_i-\mu_j} \right]_{i,j=1}^{\ell}. 
\] (4.22)

Note that the difference operators act on the subscript \( \nu \) of \( h_\nu(x) \). To further rewrite the determinant form (4.22), we examine the action of the multiple weighted difference operators.

One can show
\[
\Delta_{t_1} \cdots \Delta_{t_k} f(\nu) = \sum_{m=0}^{k} e_m(-t_1, -t_2, \ldots, -t_k) f(\nu + k - m), 
\] (4.23)
for any positive integer $k$, which can be shown by induction on $k$. Note that (4.23) can also be written as
\[
\Delta_{t_k} \cdots \Delta_{t_2} \Delta_{t_1} f(\nu) = \sum_{m=0}^{\infty} e_m(-t_1, -t_2, \ldots, -t_k) f(\nu + k - m),
\]
since $e_m(-t_1, -t_2, \ldots, -t_k) = 0$ for $m > k$.

One can also show
\[
\Delta_{t_k}^{-1} \cdots \Delta_{t_2}^{-1} \Delta_{t_1}^{-1} f(\nu) = \sum_{m=0}^{\infty} h_m(t_1, t_2, \ldots, t_k) f(\nu - k - m),
\]
for any positive integer $k$, which can also be shown by induction on $k$ in the following way. The case $k = 1$ is nothing but the definition of the action of $\Delta_{t_1}^{-1}$ on $f(\nu)$. Assume that (4.24) holds for $k$. Applying $\Delta_{t_1}^{-1}$ to (4.24), we get
\[
\Delta_{t_k+1}^{-1} \cdots \Delta_{t_2}^{-1} \Delta_{t_1}^{-1} f(\nu) = \sum_{m=0}^{\infty} \sum_{\ell = -\infty}^{\nu - k - m - 1} h_m(t_1, t_2, \ldots, t_k) t_{k+1}^{\nu - k - m - 1 - \ell} f(\ell)
\]
\[
= \sum_{m=0}^{\infty} \sum_{\ell = 0}^{m} h_{\ell}(t_1, t_2, \ldots, t_k) t_{k+1}^{m-\ell} f(\nu - k - 1 - m). \tag{4.25}
\]
It is easy to show
\[
\sum_{\ell = 0}^{m} h_{\ell}(t_1, t_2, \ldots, t_k) t_{k+1}^{m-\ell} = h_m(t_1, t_2, \ldots, t_{k+1}), \tag{4.26}
\]
by using the generating function for the complete symmetric polynomials
\[
\sum_{\ell \geq 0} h_{\ell}(t_1, t_2, \ldots, t_k) z^{\ell} = \frac{1}{\prod_{j=1}^{k}(1 - t_j z)}.
\]
Inserting (4.26) into (4.25), we get
\[
\Delta_{t_k+1}^{-1} \cdots \Delta_{t_2}^{-1} \Delta_{t_1}^{-1} f(\nu) = \sum_{m=0}^{\infty} h_m(t_1, t_2, \ldots, t_{k+1}) f(\nu - k - 1 - m), \tag{4.27}
\]
which is (4.24) with $k$ replaced by $k + 1$.

Using (4.23) and (4.24), Equation (4.22) can be rewritten as the following determinant formula.

**Theorem 4.15.** The skew refined dual Grothendieck polynomials have a determinant formula of
\[
g_{\lambda/\mu}(x; t) = \det \left[ \sum_{m=0}^{\infty} \alpha_{ij}^m(t) h_{\lambda_i - \mu_j - i + j - m}(x) \right]_{i,j=1}^{\ell}, \tag{4.28}
\]
where $\alpha_{ij}^m(t) = h_m(t_j, \ldots, t_{i-1})$ for $i \geq j$ and $\alpha_{ij}^m(t) = e_m(-t_i, \ldots, -t_{j-1})$ for $i < j$.

**Remark 4.16.** We note that Theorem 4.15 is the refined version of the Jacobi–Trudi type determinant form recently derived by Iwao [Iwa20a, Prop. 5.2] using the boson-fermion correspondence and by Amanov and Yeliussizov [AY20, Thm. 14] using a sign reversing involution. Furthermore, our proof shows that at $t = 1$, this is equivalent to the derivation by using the transition probability formulas developed by Johansson (cf. [Joh10, Lemma 3.1]). Theorem 4.15 was also recently proven independently by Kim [Kim20a] using plethystic techniques.


\[\text{We need to take } \beta \mapsto -\beta \text{ in [Iwa20a] to match our definitions.}\]
Remark 4.17. We cannot apply the same approach in [AY20, Thm. 14] to prove the Jacobi–Trudi formula [AY20, Thm. 3] is equivalent to Theorem 4.15. Indeed, there is no analog of the the automorphism that sends $g_{\lambda/\mu}(x; \beta) \rightarrow g_{\lambda/\mu'}(x; \beta)$ as in [Buc02, Yel19b] for refined dual Grothendieck polynomials. Consider the following:

$$g_1 \cdot g_2 = s_1 \cdot s_2 = s_3 + s_21 = g_3 + g_21 - t_1 g_2,$$
$$g_1 \cdot g_{11} = s_1 \cdot (s_1 + t_1 s_1) = s_{111} + s_21 + t_1 (s_{11} + s_2) = g_{111} + g_21 - t_1 g_{111}.$$  

However, we note that

$$g_{111} + g_21 - \gamma g_{11} = (s_{111} + (t_1 + t_2)s_{111} + t_1 t_2 s_1) + (s_21 + t_1 s_2) - \gamma(s_{11} + t_1 s_1)$$
$$= s_{111} + s_21 + (t_1 + t_2 - \gamma) s_{111} + t_1 s_2 + (t_1 t_2 - \gamma t_1) s_1,$$

and so we must have $\gamma = t_2$. However, we clearly cannot also interchange $t_1 \leftrightarrow t_2$. Kim also independently proved [Kim20a, Sec. 3] that no such involution can exist using plethystic computations.

From (4.3), we have

$$P(G(n) = \lambda | G(0) = \mu) = \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) t^{\lambda - \mu} g_{\lambda/\mu}(x; t^{-1}).$$  \hspace{1cm} (4.29)$$

Combining (4.29), the determinant formula (4.22), and Theorem 4.15, we obtain the following refinement of [Joh10, Thm. 2.1].

Corollary 4.18. We have the following determinant representations for the transition probability

$$P(G(n) = \lambda | G(0) = \mu) = \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) t^{\lambda - \mu} \det[(\Delta_{x_{i-1}}^j h_{\nu}(x))_{\nu = \lambda_i - \mu_j}]_{i,j=1}^\ell$$
$$= \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) t^{\lambda - \mu} \det \left[ \sum_{m=0}^{\infty} \alpha_{m}^{ij}(t^{-1}) h_{\lambda_i - \mu_j - i + j - m}(x) \right]_{i,j=1}^\ell.$$  

Let us now remark on the difference between the branching rule and the skew refined dual Grothendieck polynomials. This discrepancy can be seen in the single variable case by comparing Equation (4.5) and Corollary 3.19 (by not considering the $x$ variables) and seeing the formulas are different. So the approach taken in Section 3 is not amenable to the skew setting.

We can also prove a dual version of our Jacobi–Trudi type identity. We first consider a shorten version of the Heaviside step function defined by $E(\nu) = 1$ if $\nu = 0, 1$ and otherwise $E(\nu) = 0$. So this is a discrete analog of the indicator function of $[0, 1]$. Define functions $\tilde{f}_j(\nu) := x_j^n E(\nu)$ and

$$\tilde{\alpha}_{m}^{ij}(t) = \begin{cases} e_m(t_{\mu_j+1}, \ldots, t_{\lambda_i-1}) & \text{if } \mu_j \geq \lambda_i - 1, \\ h_m(-t_{\lambda_i}, \ldots, -t_{\mu_j}) & \text{otherwise.} \end{cases}$$

Theorem 4.19. We have the following determinant representations for the skew refined dual Grothendieck polynomials:

$$g_{\lambda/\mu}(x; t) = \det \left[ \sum_{m=0}^{\infty} \tilde{\alpha}_{m}^{ij}(t^{-1}) e_{\lambda_i - \mu_j - i + j - m}(x) \right]_{i,j=1}^\ell.$$
Proof. The proof is largely the same as for Theorem 4.15. We first consider the single variable case and prove the following analog of Lemma 4.13:

$$\det \left[ \Delta_{-t}^{\lambda_i - \mu_j - 1} \tilde{f}_n(j - i + 1) \right]_{i,j=1}^\ell = \prod_{i=1}^\ell \left( \prod_{j=\mu_i}^{\lambda_i - 1} t_j \right) \tilde{f}_n(\min(1, \lambda_i - \mu_i)).$$  \hspace{1cm} (4.30)

We prove Equation (4.30) by induction. We first note that

$$\Delta_{-t}^{\lambda_1 - \mu_1 - 1} \tilde{f}_n(1) = \prod_{j=\mu_i}^{\lambda_i - 1} t_j \tilde{f}_n(\min(1, \lambda_i - \mu_i))$$

by splitting this into the case when $\lambda_1 = \mu_1$ and when $\lambda_1 > \mu_1$ (since $\mu \subseteq \lambda$, we cannot have $\lambda_1 < \mu_i$ for all $i$). Next we split the induction step into two cases depending on if $\lambda_1 > \mu_2$ or $\lambda_1 = \mu_2$. We first consider $\lambda_1 > \mu_2$. Then we expand the determinant along the first row (so $i = 1$), and we have

$$\Delta_{-t}^{\lambda_1 - \mu_j - 1} \tilde{f}_n(j) = 0$$

for all $j > 1$ since $\lambda_1 - \mu_j - 1 \geq 0$ and Equation (4.23). So Equation (4.30) holds in this case. Now we assume $\lambda_1 = \mu_2$, and so $\lambda_i \leq \mu_1$ for all $i$. We expand the determinant along the first column (so $j = 1$), and we have

$$\Delta_{-t}^{\lambda_i - \mu_1 - 1} \tilde{f}_n(2 - i) = 0$$

for all $i > 2$ since $\lambda_i - \mu_1 - 1 < 0$ and Equation (4.24) with $2 - i \leq 0$.

Now we apply Proposition 4.11 and (4.15), using (4.23) and (4.24) with

$$\tilde{f}_1 * \tilde{f}_2 \cdots \tilde{f}_n(\nu) = e_\nu(x)$$

to obtain the desired analog of Theorem 4.15. \hspace{1cm} \square

We remark that Theorem 4.19 was also proven in [AY20, Kim20a] using different techniques, as well as for $t = \beta$ in [Iwa20a], in parallel to Remark 4.16.

Similar to Corollary 4.18, we have the following corollary of Theorem 4.19.

Corollary 4.20. We have the following determinant representations for the transition probability:

$$P(G(n) = \lambda'|G(0) = \mu') = \prod_{i=1}^\ell \prod_{j=1}^n (1 - t_{i,j}x) t^{\lambda' - \mu'} \det \left[ (\Delta_{-t}^{\lambda_i - \mu_j - 1} e_\nu(x))_{\nu=j-i+1} \right]_{i,j=1}^\ell \hspace{1cm} \left( \sum_{m=0}^\infty \tilde{G}_{i,j}^{\nu}(t^{-1}) e_{\lambda_i - \mu_j - i + j - m}(x) \right)_{i,j=1}^\ell.$$  \hspace{1cm} (4.30)

We expect our techniques can easily be modified to impose the flagging condition to provide an alternative proof of the results of [Kim20a].

4.3. The Schur measure and further results. In this subsection, we focus on the probability $P(G(\ell, n) \leq m)$ and present more results and alternative proofs of some of our previous results. We note that $\lambda \subseteq m^\ell$ is equivalent to $0 \leq \lambda_\ell \leq \cdots \leq \lambda_2 \leq \lambda_1 \leq m$.

The following probability measure called the Schur measure came out of this probability.
Definition 4.21 ([Oko00, Oko01]). Let \( t_i, x_i \in (0, 1) \) such that \( 0 < \prod_{i,j} (1 - t_i x_j) < \infty \). The Schur measure is the measure on the set of partitions defined by

\[
P_{\text{Schur}}(\lambda) := \prod_{i,j} (1 - t_i x_j) s_{\lambda}(t)s_{\lambda}(x).
\] (4.31)

The following is well known.

Theorem 4.22 ([Joh00, BR01]). We have

\[
P(G(\ell, n) \leq m) = \sum_{\lambda: \lambda_1 \leq m} P_{\text{Schur}}(\lambda) = \prod_{i=1,j=1}^{\ell,n} (1 - t_i x_j) \sum_{\lambda: \lambda_1 \leq m} s_{\lambda}(x)s_{\lambda}(t).
\]

The standard way to show (4.32) is to use the RSK correspondence. Additionally, we can obtain (4.32) as a consequence of Theorem 4.8, Corollary 3.16, and the finite Cauchy formula for Schur functions (2.1). We will give another proof of (4.32) by using the results for the refined dual Grothendieck polynomials from Section 4.2, well-known formulas for Schur functions, and refining the argument in [Joh10].

We begin by deriving a single determinant expression for \( P(G(\ell, n) \leq m) \). Using Theorem 4.8 and (4.22), we have

\[
P(G(\ell, n) \leq m) = \sum_{0 \leq \lambda_1 \leq \lambda_2 \leq \lambda_1 \leq m} P(G(\ell, n) = \lambda_1, G(\ell - 1, n) = \lambda_2, \ldots, G(1, n) = \lambda_\ell)
\]

\[
= \sum_{0 \leq \lambda_1 \leq \lambda_2 \leq m} \sum_{\lambda_1 = \lambda_2}^m P(G(\ell, n) = \lambda_1, G(\ell - 1, n) = \lambda_2, \ldots, G(1, n) = \lambda_\ell)
\]

\[
= \sum_{0 \leq \lambda_1 \leq \lambda_2 \leq m} \sum_{\lambda_1 = \lambda_2}^m \prod_{i=1,j=1}^\ell (1 - t_i x_j) t^{\lambda_1} g_\lambda(x; t^{-1})
\]

\[
= \sum_{0 \leq \lambda_1 \leq \lambda_2 \leq m} \sum_{\lambda_1 = \lambda_2}^m \prod_{i=1,j=1}^\ell (1 - t_i x_j) \det [t_{i,j}^{\lambda_1}(\Delta_{t^{-1}} h_\nu(x))]_{\nu = \lambda_1}^{\ell}. \tag{4.33}
\]

We move \( \sum_{\lambda_1 = \lambda_2}^m \) into the first row of the determinant in the right hand side of (4.33). Then the first row becomes

\[
\sum_{\lambda_1 = \lambda_2}^m t_{i,j}^{\lambda_1}(\Delta_{t^{-1}} h_\nu(x))|_{\nu = \lambda_1} = \Delta_{t^{-1}}^{i-1} \sum_{\lambda_1 = \lambda_2}^m t_{i,j}^{\lambda_1} \Delta_{t^{-1}}^{i-1} h_\nu(x)|_{\nu = \lambda_1}
\]

\[
= \Delta_{t^{-1}}^{i-1} (t_{i,j}^m h_\nu(x)|_{\nu = m+1} - t_{i,j}^{\lambda_1-1} h_\nu(x)|_{\nu = \lambda_2}) = t_{i,j}^m \Delta_{t^{-1}}^{i-1} h_\nu(x)|_{\nu = m+1} - t_{i,j}^{\lambda_1-1} \Delta_{t^{-1}}^{i-1} h_\nu(x)|_{\nu = \lambda_2}. \tag{4.34}
\]
Using (4.34), we find that the right hand side of (4.33) can be rewritten as

\[ P(G(\ell, n) \leq m) = \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) \sum_{0 \leq \lambda_1 \leq \cdots \leq \lambda_2 \leq m} \det \left[ \Delta_{t_i-1}^{j-1} h_{\nu}(x) \right]_{\nu = m+1}^{1} \Delta_{t_2-1}^{j-1} h_{\nu}(x)_{\nu = \lambda_2}, \]

\[ \times \sum_{0 \leq \lambda_1 \leq \cdots \leq \lambda_2 \leq m} \det \left[ \Delta_{t_i}^{j-2} h_{\nu}(x) \right]_{\nu = m+1}^{1} \Delta_{t_2-1}^{j-2} h_{\nu}(x)_{\nu = \lambda_2}, \]

\[ = \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) \times \sum_{0 \leq \lambda_1 \leq \cdots \leq \lambda_2 \leq m} \det \left[ \Delta_{t_i}^{j-2} h_{\nu}(x) \right]_{\nu = m+1}^{1} \Delta_{t_2-1}^{j-2} h_{\nu}(x)_{\nu = \lambda_2}, \]

Iterating this procedure, one gets the following determinant representation for \( P(G(\ell, n) \leq m) \), which is a refinement of [Joh10, Thm. 2.2].

**Lemma 4.23.** We have the following determinant form

\[ P(G(\ell, n) \leq m) = \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) \det \left[ \Delta_{t_i}^{j-1} h_{\nu}(x) \right]_{\nu = m+1}^{1}, \]

(4.36)

where \( \Delta_{t_i}^{j-1} := \Delta_{t_i-1}^{j-1} \Delta_{t_i}^{j-1} \).

Next, we transform (4.36) to a refined version of [Joh10, Prop. 2.4].

**Lemma 4.24.** We have

\[ P(G(\ell, n) \leq m) = \frac{1}{\ell!} \prod_{i=1}^{\ell} \prod_{j=1}^{m} (1 - t_i x_j) \times \sum_{\nu_1, \ldots, \nu_\ell = -\ell + 1} \det [h_{m+\nu_j-i}(t_1^{1-1}, \ldots, t_i^{1-1})]_{i,j=1}^{\ell} \det \left[ \Delta_{t_i}^{j-1} h_{\nu_i}(x) \right]_{i,j=1}^{\ell}, \]

(4.37)

Next, we have

\[ \Delta_{t_1}^{-1} \cdots \Delta_{t_k}^{-1} f(\nu) = (j_{t_1} \ast \cdots \ast j_{t_k} \ast f)(\nu). \]

(4.38)

Next, we have

\[ (j_{t_1} \ast j_{t_2} \ast \cdots \ast j_{t_k})(\nu) = h_{\nu-k}(t_1, t_2, \ldots, t_k), \]

(4.39)

by induction on \( k \). When \( t_j = 1 \) for \( j = 1, \ldots, k \), Equation (4.39) can be simplified as

\[ j_{t_1}^{*k}(\nu) = \frac{\prod_{j=1}^{k-1} (\nu - j)}{(k - 1)!} H(\nu - k). \]
Let $\Delta_{i-1}^{-1} := \Delta_{i-1}^{-1} \cdots \Delta_{i-1}$ and $\Delta_{i-1}^{-1} := \Delta_{i-1}^{-1} \cdots \Delta_{i-1}$. Using (4.38) and (4.39), we get

$$\Delta_{i-1}^{-1} h_\nu(x)_{\nu=m+1} = \Delta_{i-1}^{-1} \Delta_{i-1}^{-1} h_\nu(x)_{\nu=m+1} = \sum_{\nu \in \mathbb{Z}} h_{m+1-\nu-i}(t_1^{-1}, \ldots, t_i^{-1}) \Delta_{i-1}^{-1} h_\nu(x). \quad (4.40)$$

Since $h_{m+1-\nu-i}(t_1^{-1}, \ldots, t_i^{-1}) = 0$ if $\nu > m$ for $1 \leq i \leq \ell$ and $\Delta_{i-1}^{-1} h_\nu(x) = 0$ if $\nu \leq -\ell$ for $1 \leq j \leq \ell$, the sum in (4.40) can be restricted to yield

$$\Delta_{i-1}^{-1} h_\nu(x)_{\nu=m+1} = \sum_{\nu=-\ell+1}^{m} h_{m+1-\nu-i}(t_1^{-1}, \ldots, t_i^{-1}) \Delta_{i-1}^{-1} h_\nu(x). \quad (4.41)$$

Inserting (4.41) into the right hand side of (4.36), we obtain

$$P(G(\ell, n) \leq m) = \prod_{i=1}^{\ell} t_i^m \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) \det \left[ \left( \sum_{\nu=-\ell+1}^{m} h_{m+1-\nu-i}(t_1^{-1}, \ldots, t_i^{-1}) \right)_{i,j=1}^{\ell} \right]. \quad (4.42)$$

Applying the generalized Cauchy–Binet formula (4.17), the result follows.

We will now transform (4.37) to a single Schur function. To do this, for $\nu = (\nu_1, \ldots, \nu_\ell)$, we first let $\text{inv}(\nu)$ denote the number of inversions of $\nu$, the pairs $(i < j)$ such that $\nu_i \geq \nu_j$. We claim that

$$\det [\Delta_{i-1}^{-1} h_{\nu_{\ell, j+1}}(x)]_{i,j=1}^{\ell} = \begin{cases} 0 & \text{if } \nu_i = \nu_j \text{ for some } i \neq j, \\ (-1)^{\text{inv}(\nu)} s_{\pi_{\rho, \ell}}(x) & \text{otherwise}, \end{cases} \quad (4.43)$$

where $\pi$ is the partition corresponding to sorting $\nu$ in weakly decreasing order. To show (4.43), first notice that from the definition of the difference operators, by induction on $j$, we can subtract $e_{j-k}(-t_1^{-1}, \ldots, -t_{j-1}^{-1})$ times the $k$-th column from the $j$-th column for all $k = 1, \ldots, j-1$ to obtain the column $\left( h_{\nu_{k, j-i}}(x) \right)_{i=1}^{\ell}$. Thus the resulting determinant is the Jacobi–Trudi formula for the Schur function $s_{\pi_{\rho, \ell}}(x)$ up to swapping rows, which corresponds to the inversions.

**Example 4.25.** Let $\nu = (10, 2, 7)$, then we have

$$\det \begin{bmatrix} h_8 & h_9 - t_1 h_8 & h_{10} - (t_1 + t_2) h_9 + t_1 t_2 h_8 \\ h_0 & h_1 - t_1 h_0 & h_2 - (t_1 + t_2) h_1 + t_1 t_2 h_0 \\ h_5 & h_6 - t_1 h_5 & h_7 - (t_1 + t_2) h_6 + t_1 t_2 h_5 \end{bmatrix} = \det \begin{bmatrix} h_8 & h_9 - (t_1 + t_2) h_9 + t_1 t_2 h_8 \\ h_0 & h_1 - (t_1 + t_2) h_1 + t_1 t_2 h_0 \\ h_5 & h_6 - (t_1 + t_2) h_6 + t_1 t_2 h_5 \end{bmatrix} = -s_{8,6,2}(x),$$

where $h_i = h_i(x)$ and $h_0(x) = 1$.

Similarly using the fact $h_k(t_i^{-1}, \ldots, t_i^{-1}) = t_i^{-1} h_{k-1}(t_i^{-1}, \ldots, t_i^{-1}) + h_k(t_i^{-1}, \ldots, t_i^{-1})$, elementary row operations, reindexing, and the Jacobi–Trudi formula for skew Schur functions, we have for $\nu$ such that $\nu_i \neq \nu_j$ for all $i \neq j$

$$\det [h_{m+\ell-\nu - i}(t_1, \ldots, t_i)]_{i,j=1}^{\ell} = \det [h_{m+\ell-\nu - i}(t_1)]_{i,j=1}^{\ell} = (-1)^{\text{inv}(\nu)} s_{m^\ell/(\pi_{\rho, \ell}^{-1})}(t_1). \quad (4.44)$$
By combining (4.43) and (4.44), we can rewrite the right hand side of (4.37) as

$$\frac{1}{\ell!} \prod_{i=1}^{\ell} t_i^m \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) \ell! \sum_{\mu \subseteq m^\ell} (-1)^{2 \text{inv}(\mu)} s_\mu(x)s_{m^\ell/\mu}(t^{-1}).$$

Then using the combinatorial description of the Schur functions (or the finite Cauchy formula for Schur functions; see (2.1) below), we obtain the following.

**Theorem 4.26.** We have

$$P(G(\ell, n) \leq m) = \prod_{i=1}^{\ell} t_i^m \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) s_m(x_1, \ldots, x_n, t_1^{-1}, \ldots, t_\ell^{-1}).$$

(4.45)

Finally, using (3.15) and the finite Cauchy formula for Schur functions (2.1), one can rewrite (4.45) to the expression (4.32) using the Schur measure:

$$P(G(\ell, n) \leq m) = \prod_{i=1}^{\ell} t_i^m \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) \sum_{\lambda \subseteq m^\ell} s_{\lambda}(x_1, \ldots, x_n) \prod_{i=1}^{\ell} t_i^m s_\lambda(t_1^{-1}, \ldots, t_\ell^{-1})$$

$$= \prod_{i=1}^{\ell} \prod_{j=1}^{n} (1 - t_i x_j) \sum_{\lambda \subseteq m^\ell} s_{\lambda}(x_1, \ldots, x_n) s_\lambda(t_1, \ldots, t_\ell)$$

$$= \sum_{\lambda \subseteq m^\ell} P_{\text{Schur}}(\lambda).$$

Therefore, we have completed our new proof of Theorem 4.22.

The computations above additionally give probabilistic proofs of identities for Schur functions and the refined dual Grothendieck polynomials. For example, combining (4.36) and (4.32), we get the following identity.

**Corollary 4.27.** We have

$$\sum_{\lambda: \lambda_1 \leq m} s_\lambda(x_1, \ldots, x_n) s_\lambda(t_1, \ldots, t_\ell) = \prod_{i=1}^{\ell} t_i^m \det[\Delta_{j-1}^{i-1} h_\nu(x)|_{\nu=m+1}]_{i,j=1}^{\ell}.$$

(4.46)

For example, $\ell = 1$ of (4.46) is

$$\sum_{\lambda: \lambda_1 \leq m} s_\lambda(x_1, \ldots, x_n) s_\lambda(t_1) = t_1^m \prod_{i=1}^{\ell} \Delta_{j-1}^{i-1} h_\nu(x)|_{\nu=m+1} = t_1^m \sum_{k=0}^{\infty} h_k(t_1^{-1}) h_{m-k}(x)$$

$$= \sum_{k=0}^{\infty} t_1^{m-k} h_{m-k}(x) = \sum_{k=0}^{\infty} h_{m-k}(t_1) h_{m-k}(x),$$

which is usually proved using the Jacobi–Trudi identity for Schur polynomials.

Another example is the finite weighted Littlewood formula for the refined dual Grothendieck polynomials in Corollary 3.14, which we first proved using nonintersecting lattice paths. Combining
the expression for \( P(G(\ell, n) \leq m) \) using the refined dual Grothendieck polynomials

\[
P(G(\ell, n) \leq m) = \sum_{\lambda \leq m} P(G(n) = \lambda) = \sum_{\lambda \leq m} \prod_{i=1}^{\ell} \prod_{j=1}^{n}(1 - t_i x_j) t^\lambda g_{\lambda}(x; t^{-1})
\]

with the single Schur function expression (4.45), we get

\[
\sum_{\lambda \leq m} t^\lambda g_{\lambda}(x; t^{-1}) = \prod_{i=1}^{\ell} t_i m \cdot s_{m\ell}(x, t^{-1}),
\]

which becomes nothing but Corollary 3.14 after substituting \( t^{-1} \mapsto t \).

We also give a probabilistic proof of the Cauchy identity of Corollary 3.12 by using two expressions for \( P(G(\ell, 2n) \leq m) \). First, we take \( x = (x_1, \ldots, x_{2n}) \) and define the \( y \)-variables as \( y_j := x_{n+j} \) for \( j = 1, \ldots, n \). From (4.45), we have a single Schur function representation

\[
P(G(\ell, 2n) \leq m) = \prod_{i=1}^{\ell} t_i m \prod_{i=1}^{\ell} \prod_{j=1}^{n}(1 - t_i x_j) \prod_{i=1}^{\ell} \prod_{j=1}^{n}(1 - t_i y_j) s_{m\ell}(x, y; t^{-1})
\]

on one hand. On the other hand, let us expand \( P(G(\ell, 2n) \leq m) \) as

\[
P(G(\ell, 2n) \leq m) = \sum_{\mu \leq m} P(G(n) = \mu) P(G(\ell, 2n) \leq m | G(n) = \mu),
\]

and derive another expression. Let us examine \( P(G(\ell, 2n) \leq m | G(n) = \mu) \). Using (4.22), we note that (4.48) can be written as

\[
P(G(\ell, 2n) \leq m | G(n) = \mu) = \sum_{\lambda \leq m} P(G(2n) = \lambda | G(n) = \mu)
\]

\[
= \sum_{\lambda \leq m} \prod_{i=1}^{\ell} \prod_{j=1}^{n}(1 - t_i y_j) t^{\lambda - \mu} \det [\Delta_{t^{-1}}^{j-i} h_{\nu}(y)|_{\nu = \lambda_i - \mu_j}]_{i,j=1}^\ell.
\]

We can perform the same computation to (4.49) as when we transformed (4.33) to a single determinant (4.36). Therefore, we obtain

\[
P(G(\ell, 2n) \leq m | G(n) = \mu) = t^{\mu} \prod_{i=1}^{\ell} t_i m \prod_{i=1}^{\ell} \prod_{j=1}^{n}(1 - t_i y_j) \det [\Delta_{t^{-1}}^{j-i} h_{\nu}(y)|_{\nu = m+1 - \mu_j}]_{i,j=1}^\ell.
\]

Inserting Theorem 4.8 and (4.50) into (4.48) results in

\[
P(G(\ell, 2n) \leq m) = \prod_{i=1}^{\ell} t_i m \prod_{i=1}^{\ell} \prod_{j=1}^{n}(1 - t_i x_j) \prod_{i=1}^{\ell} \prod_{j=1}^{n}(1 - t_i y_j)
\]

\[
\times \sum_{\mu \leq m} g_{\mu}(x; t^{-1}) \det [\Delta_{t^{-1}}^{j-i} h_{\nu}(y)|_{\nu = m+1 - \mu_j}]_{i,j=1}^\ell.
\]

Combining the two expressions (4.47) and (4.51) for \( P(G(\ell, 2n) \leq m) \), we get

\[
s_{m\ell}(x, y, t_1^{-1}, \ldots, t_\ell^{-1}) = \sum_{\mu \leq m} g_{\mu}(x; t^{-1}) \det [\Delta_{t^{-1}}^{j-i} h_{\nu}(y)|_{\nu = m+1 - \mu_j}]_{i,j=1}^\ell.
\]

Now we take the \( t_\ell \to \infty \) limit of (4.52), where the left hand side becomes

\[
s_{m\ell}(x_1, \ldots, x_n, y_1, \ldots, y_n, t_1^{-1}, \ldots, t_\ell^{-1}).
\]
Let us examine the \( t_\ell \to \infty \) limit of the determinant \( \det [\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = m+1-\mu} ]_{i,j=1}^\ell \) in the right hand side. Using

\[
\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = m-\mu} = \Delta_{t \ell_1}^{j-i} (h_\nu (y) |_{\nu = m+1-\mu} - t_{i}^{-1} h_\nu (y) |_{\nu = m-\mu}),
\]

\[
\lim_{t_\ell \to \infty} \Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = m+1-\mu} = \Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = m-\mu},
\]

and row operations, we get

\[
\lim_{t_\ell \to \infty} \det [\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = m+1-\mu} ]_{i,j=1}^\ell = \det [\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = m-\mu} ]_{i,j=1}^\ell. \tag{4.53}
\]

Next we claim that

\[
g_{\mu^\dagger} (y; (t^\dagger)^{-1}) = \det [\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = m-\mu} ]_{i,j=1}^\ell. \tag{4.54}
\]

To show (4.54), we first apply the determinant formula (4.22) to \( g_{\mu^\dagger} (y; (t^\dagger)^{-1}) \) to get

\[
g_{\mu^\dagger} (y; (t^\dagger)^{-1}) = \det [\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger} ]_{i,j=1}^\ell. \tag{4.55}
\]

We consider the elements \( \Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger} \) for the case \( j \geq i \). If one change the indices from \( i, j \) to \( i' = \ell + 1 - j, j' = \ell + 1 - i \), we can write it as

\[
\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger} = \Delta_{(t^\dagger)^{-1}} (t^\dagger)^{-1} \cdots \Delta_{(t^\dagger)^{-1}} (t^\dagger)^{-1} h_\nu (y) |_{\nu = \mu^\dagger}
\]

\[
= \Delta_{t \ell_1}^{j-i} \cdots \Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger}
\]

\[
= \Delta_{t \ell_1}^{j-i} \cdots \Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger}
\]

\[
= \Delta_{t \ell_1}^{j-i} \cdots \Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger}
\]

and \( j \geq i \) becomes \( j' \geq i' \).

For the case \( j < i \) which corresponds to \( j' < i' \), we get

\[
\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger} = \Delta_{(t^\dagger)^{-1}} (t^\dagger)^{-1} \cdots \Delta_{(t^\dagger)^{-1}} (t^\dagger)^{-1} h_\nu (y) |_{\nu = \mu^\dagger}
\]

\[
= \Delta_{t \ell_1}^{j-i} \cdots \Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger}
\]

\[
= \Delta_{t \ell_1}^{j-i} \cdots \Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger}
\]

\[
= \Delta_{t \ell_1}^{j-i} \cdots \Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger}
\]

Hence we find (4.55) can be rewritten as

\[
g_{\mu^\dagger} (y; (t^\dagger)^{-1}) = \det [\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = \mu^\dagger} ]_{i,j=1}^\ell,
\]

which is nothing but (4.54) by noting that \( \mu^\dagger_{\ell+1-j} = m-\mu_j \) for \( j = 1, \ldots, \ell \).

From (4.53) and (4.54) we have

\[
\lim_{t_\ell \to \infty} \det [\Delta_{t \ell_1}^{j-i} h_\nu (y) |_{\nu = m+1-\mu} ]_{i,j=1}^\ell = g_{\mu^\dagger} (y; (t^\dagger)^{-1}). \tag{4.56}
\]

Therefore, taking the \( t_\ell \to \infty \) limit of (4.52) and using (4.56), we have

\[
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\]

\[
\sum_{\mu \subseteq m^\ell} g_{\mu} (x; t^{-1}) g_{\mu^\dagger} (y; (t^\dagger)^{-1}),
\]
which is nothing but the Cauchy identity in Corollary 3.12.

4.4. Integral representation. One can also derive an integral representation of the refined skew dual Grothendieck polynomials from (4.20) by refining the argument in [Joh10]. Let \( z \) and \( z = (z_1, z_2, \ldots, z_\ell) \) be commuting indeterminates.

First, by using
\[
\sum_{\nu \geq 0} f_j(\nu) z^\nu = \frac{1}{1 - x_j z}
\]
and a straightforward induction on \( n \), one can show
\[
(f_1 \ast f_2 \ast \cdots \ast f_n)(\nu) = \frac{1}{2\pi i} \int_{\gamma_r} \frac{dz}{\prod_{m=1}^n (1 - x_m z) z^{\nu+1}},
\]
where \( \gamma_r \) is a circle centered at the origin with radius \( r \) satisfying \( 0 < r < x_m^{-1} \) for all \( m = 1, \ldots, n \).

Next, one can show by acting the weighted difference operators on the integral representation (4.57) that
\[
\Delta_{t_k} \cdots \Delta_{t_2} \Delta_{t_1} (f_1 \ast f_2 \ast \cdots \ast f_n)(\nu) = \frac{1}{2\pi i} \int_{\gamma_r} \frac{\prod_{m=1}^k (1 - t_m z)}{\prod_{m=1}^n (1 - x_m z) z^{\nu+k+1}} dz,
\]
(4.58a)
\[
\Delta_{t_k}^{-1} \cdots \Delta_{t_2}^{-1} \Delta_{t_1}^{-1} (f_1 \ast f_2 \ast \cdots \ast f_n)(\nu) = \frac{1}{2\pi i} \int_{\gamma_r} \frac{\prod_{m=1}^k (1 - t_m z) z^{\nu-k+1}}{\prod_{m=1}^n (1 - x_m z) \prod_{m=1}^k (1 - t_m z) z^{\nu-k+1}} dz,
\]
(4.58b)
for \( k \geq 0 \). Equations (4.58) can be shown by induction on \( k \). The integration circle \( \gamma_r \) in (4.58b) has to further satisfy \( 0 < r < t_m^{-1} \) for \( m = 1, \ldots, k \).

Applying (4.58) to the determinant (4.20), we get the following.

**Proposition 4.28.** The refined skew dual Grothendieck polynomials have the following determinant representation:
\[
g_{\lambda/\mu}(x; t) = \det_{i,j=1}^{\ell} F_{ij},
\]
(4.59)
where
\[
F_{ij} = \begin{cases} 
\frac{1}{2\pi i} \int_{\gamma_r} \frac{\prod_{m=1}^{j-1} (1 - t_m z) z^{\lambda_i - \mu_j + j - i + 1}}{\prod_{m=1}^n (1 - x_m z) z^{\lambda_i - \mu_j + j - i + 1}} dz & \text{if } j \geq i, \\
\frac{1}{2\pi i} \int_{\gamma_r} \frac{1}{\prod_{m=1}^{j-1} (1 - t_m z) z^{\lambda_i - \mu_j + j - i + 1}} dz & \text{if } j < i. 
\end{cases}
\]

Note that if one sets \( \mu = \emptyset \) and \( t_j = 0 \), \( j = 1, \ldots, \ell - 1 \), then \( g_{\lambda/\mu}(x; t) \) is nothing but the Schur polynomials \( s_\lambda(x) \). In this case, we see that (4.59) becomes the famous integral representation of
the Schur polynomials (see, e.g., [AOS96, DJKM83]):

\[
\begin{align*}
    s_\lambda(x) &= \det \left[ \frac{1}{2\pi i} \int_{\gamma} \prod_{m=1}^{n} (1 - x_m z) \frac{dz}{\prod_{m=1}^{n} (1 - x_m(z - x_m))} \right]_{i,j=1}^\ell \\
    &= \det \left[ \frac{1}{2\pi i} \int_{\gamma} \prod_{m=1}^{n} (1 - x_m z) \frac{dz}{\prod_{m=1}^{n} (1 - x_m(z - x_m))} \right]_{i,j=1}^\ell \\
    &= \det \left[ \frac{1}{2\pi i} \int_{\gamma} \prod_{m=1}^{n} (1 - x_m z) \frac{dz}{\prod_{m=1}^{n} (1 - x_m(z - x_m))} \right]_{i,j=1}^\ell \\
    &= \frac{1}{(2\pi i)^{\ell}} \int \ldots \int \prod_{i=1}^{\ell} \frac{z_i^{\lambda_i + n - i}}{\prod_{m=1}^{n} (z_i - x_m)} \frac{dz_1 \ldots dz_\ell}{\prod_{i=1}^{\ell} \prod_{m=1}^{n} (z_i - x_m)} \\
    &= \frac{1}{(2\pi i)^{\ell}} \int \ldots \int \prod_{i=1}^{\ell} \frac{z_i^{\lambda_i + n - i}}{\prod_{m=1}^{n} (z_i - x_m)} \frac{dz_1 \ldots dz_\ell}{\prod_{i=1}^{\ell} \prod_{m=1}^{n} (z_i - x_m)}.
\end{align*}
\]

Here, the integration contour in (4.60) surrounds \(x_m\) for all \(m = 1, \ldots, n\) and the origin. Note also that (4.60) can be regarded as the \(x_{n+1} = \ldots = x_\ell = 0\) case of the following integral representation:

\[
s_\lambda(x) = \frac{1}{(2\pi i)^{\ell}} \int \ldots \int \prod_{i=1}^{\ell} \frac{z_i^{\lambda_i + n - i}}{\prod_{m=1}^{n} (z_i - x_m)} \frac{dz_1 \ldots dz_\ell}{\prod_{i=1}^{\ell} \prod_{m=1}^{n} (z_i - x_m)}.
\]

We can perform the same analysis in (4.60) for general \(t\) to obtain an integral representation for the refined dual Grothendieck polynomials. The key step is determining a closed form for the corresponding determinant.

**Proposition 4.29.** Define

\[
G_{ij} = \begin{cases} 
\prod_{m=1}^{i-1} (1 - t_m z_i^{-1}) & \text{if } j \geq i, \\
\prod_{m=i}^{n} (1 - t_m z_i^{-1})^{-1} & \text{if } j < i.
\end{cases}
\]

We have

\[
det[z_i^{j-1} G_{ij}]_{i,j=1}^\ell = \prod_{i<j} \frac{z_j - z_i}{1 - t_i z_i^{-1}} = \prod_{i<j} \frac{(z_j - z_i) z_j}{z_j - t_i}.
\]

Moreover, we have

\[
g_\lambda(x; t) = \frac{1}{(2\pi i)^{\ell}} \int \ldots \int \prod_{i=1}^{\ell} \frac{z_i^{\lambda_i + \ell - i}}{\prod_{m=1}^{n} (z_i - x_m)} \frac{dz_1 \ldots dz_\ell}{\prod_{i<j} (z_j - z_i)}
\]

where the contour surrounds \(x_m\) for all \(m = 1, \ldots, n\); \(t_m\) for all \(m = 1, \ldots, \ell\); and the origin.

**Proof.** We first multiply the \(i\)-th row by \(\prod_{m=1}^{i-1} (1 - t_m z_i^{-1})\). Therefore, we have

\[
det[z_i^{j-1} G_{ij}]_{i,j=1}^\ell = \frac{det[z_i^{j-1} \prod_{m=1}^{i-1} (1 - t_m z_i^{-1})]_{i,j=1}^\ell}{\prod_{i<j} (1 - t_i z_j^{-1})}.
\]

To compute that the determinant on the right hand side is \(\prod_{i<j} (z_j - z_i)\), we can follow many of the classical proofs of the Vandermonde determinant to show the claim. Indeed, we apply factor exhaustion by noting that if \(z_i = z_j\) for any \(i \neq j\), then the determinant is 0. Moreover, we note that both the determinant and claim have degree \(\binom{n}{2}\) if we consider \(t\) to be scalars, and the top-degree components correspond to the usual Vandermonde determinant. \(\square\)
5. Refined Grothendieck polynomials

We will construct a vertex model for refined Grothendieck functions by using a refined version of the Schur expansion of symmetric Grothendieck functions due to Lenart [Len00, Thm. 2.2]. We then relate our vertex model to nonintersecting lattice paths and explore some consequences. For this section, we consider the indeterminates $t = (t_1, t_2, \ldots, t_n)$.

5.1. Algebraic expressions. Here we compute a Schur function expansion for refined Grothendieck functions $G_{\lambda}(x; t)$ and then describing $G_{\lambda}(x; t)$ as a multi-Schur function. The Schur function expansion is just a refined version of Lenart [Len00, Thm. 2.2] using the uncrowding operation of Buch [Buc02, Sec. 6] (see also [RTY18]). The uncrowding map is given by applying RSK to the reading word of each row considered as a hook shape and recording the distance the number of rows a letter has moved.

**Proposition 5.1.** We have

$$G_{\lambda}(x; t) = \sum_{\mu \geq \lambda} E_{\lambda}^\mu (-t)s_\mu(x),$$

where

$$E_{\lambda}^\mu(t) := \sum_{T} \prod_{T_{ij}} t_{i-T_{ij}},$$

where the sum is over all increasing elegant tableaux $T$ of shape $\mu/\lambda$ (i.e., rows are also strictly increasing) and the product is over all values $T_{ij}$ in row $i$ and column $j$.

**Proof.** The extra entries in the $i$-th row of a set-valued tableau add entries $k-i$ in the $k$-th row of the recording tableau under uncrowding. \hfill \Box

**Example 5.2.** We have

$$G_{21}(x; t) = s_{21}(x) - t_1s_{22}(x) - (t_1 + t_2)s_{211}(x) + (t_1^2 + t_1t_2)s_{221}(x) - t_1^2t_2s_{222}(x).$$

Next, we will express $G_{\lambda}(x; t)$ as a multi-Schur definition, giving a refined analog of [Len00, Thm. 2.2] using the uncrowding operation of Buch [Buc02, Sec. 6] (see also [LN14, Eq. (2)]). In order to state it, we need to define the (Newton) divided difference operators

$$\partial_i f := \frac{f - s_i f}{x_i - x_{i+1}}, \quad \partial_w f := \partial_{s_1} \cdots \partial_{s_m} f,$$

for any reduced expression $w = s_{i_1} \cdots s_{i_m}$. This is well-defined as the divided difference operators satisfy the braid relations.

**Theorem 5.3.** We have

$$\partial_w s_\lambda = \det \left[ e_{\mu_j - \lambda_i + i(t_1, \ldots, t_{i-1})} \right]_{i,j=1}^n,$$

where $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)$ and $w_0$ is the longest element of $S_n$.

**Proof.** The first equality is just a modified proof of [LN14, Eq. (2)] (or [Len00, Thm. 2.1]), and the second equality is just a modified proof of [Len00, Thm. 2.2] with Proposition 5.1 to obtain the final combinatorial interpretation. Indeed, the coefficient of $s_\lambda$ in the Schur expansion of $g_\mu$ is the determinant

$$\det \left[ e_{\mu_j - \lambda_i + i(t_1, \ldots, t_{i-1})} \right]_{i,j=1}^n,$$

and from there, the result follows by applying the LGV lemma. \hfill \Box
Example 5.4. We verify Theorem 5.3 for $x = (x_1, x_2, x_3)$ and $\lambda = 2$:

$$\partial_{s_1s_2s_1}(x_1^4x_2(1-t_1x_2)(1-t_1x_3)(1-t_2x_3)) = t_1^2s_{211}(x) - t_1s_{21}(x) + s_2(x) = G_2(x; t).$$

By applying the well-known identity $\pi w f = \partial w_0(x^\rho f)$ to Theorem 5.3, we can also write

$$G_\lambda(x; t) = \pi w_0\left(x^\lambda \prod_{1 \leq i < j \leq n} (1 - t_ix_j)\right).$$

5.2. The vertex model. From Proposition 5.1, the coefficient $E^\mu_\lambda(t)$ is the sum over reverse conjugate semistandard tableaux of shape $\mu/\lambda$ with the entry in row $i$ strictly less than $i$ with the natural weight function. To construct a reverse conjugate semistandard tableau using lattice paths, we need to allow for different paths to touch at corners (the weakly decreasing column condition) and not allow for repeated flat steps (the strictly decreasing row condition). While this doesn’t naturally work for NILPs, it does fit nicely into the concept of the five-vertex model, where we can associate a flat step to either the vertex on the right or left side. We choose the left side.

Next, consider the starting points $u = (u_i)_{i=1}^n$ and ending points $v = (v_i)_{i=1}^n$ for the NILP interpretation for a skew Schur function of shape $\mu/\lambda$, which are $u_i = (n-i+\lambda_i, 0)$ and $v_i = (n-i+\mu_i, \ell+1-i)$. To account for the flagging condition, we take as our starting points $u_i = (n-i+\lambda_i, \ell+1-i)$. However, the vertex model we want will actually look like this reflected over the horizontal axis, so we obtain the $L$-matrix given by Table 5. Thus the jagged part of the vertex model we obtain has the top boundary given by $\lambda$, left and right boundaries are 0, and the bottom part is $\mu$. The $i$-th row from the bottom of the jagged part has $\lambda_i + \ell - i - 1$ vertices left-aligned and a spectral parameter of $t_i$. We note the resulting lattice model by $\mathbf{G}_\lambda$. From the natural correspondence between the lattice paths (we can trivially colorize this model), we obtain the following.

Theorem 5.5. The partition function $Z(\mathbf{G}_\lambda; x, t)$ is the refined Grothendieck function $G_\lambda(x; t)$.

For a set-valued tableau $T \in \text{SVT}^n(\lambda)$, we consider its image $(T, E)$ under the uncrowding map. Recall that $T$ is a semistandard tableau of shape $\lambda$ and $E$ is a strict elegant tableau of shape $\mu/\lambda$. An inelegant marking of $T$ is a subscript on the letters in $\mu/\lambda$ whose value is $i - E_{ij}$. 

| $a_1^\vee$ | $a_2^\vee$ | $b_2^\vee$ | $c_1^\vee$ | $c_2^\vee$ |
|------------|------------|------------|------------|------------|
| 0          | 1          | 1          | 0          | 1          |
| 0          | 1          | 1          | 0          | 1          |
| 0          | 1          | 1          | 1          | 0          |
| 1          | $z$        | 1          | $z$        | 1          |

Table 5. The $L$-matrix for the Grothendieck jagged part NILP vertex model.
Example 5.6. Suppose $n = 6$. Let $\lambda = 64211$. Then a particular state in the model and the corresponding semistandard tableau with inelegant markings are

\[
\begin{array}{cccccccc}
-1 & -2 & -3 & -4 & -5 & x_1 & x_2 & x_3 \\
-1 & -2 & -3 & -4 & -5 & x_4 & x_5 & x_6 \\
     &     &     &     &     & x_2 & x_3 & x_4 \\
     &     &     &     &     & x_3 & x_4 & x_5 \\
     &     &     &     &     & x_4 & x_5 & x_6 \\
     &     &     &     &     & x_5 & x_6 & x_1 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 5 \\
2 & 2 & 2 & 3 & 3 & 4_1 \\
3 & 3 & 4_2 & 4_1 & 4_3 & 5_2 \\
4 & 5_3 & 5_2 & 6_3 & 6_1 & 6_2 \\
5 & 6_3 & 6_1 & 6_2 & 6_2 & 6_2 \\
6 & 6_2 & 6_2 & 6_2 & 6_2 & 6_2 \\
\end{array}
\]

Proposition 5.7. The jagged part is integrable with the $R$-matrix

We can then perform the same extension as Corollary 3.17 and show some partial symmetry in the $t$ variables by enlarging the model slightly with fixed vertices and applying the standard train argument (Equation (3.2)).

Corollary 5.8. Suppose $\lambda_i = \lambda_{i+1}$, then $G_\lambda(x; t)$ is symmetric in $t_i$ and $t_{i+1}$.

Example 5.9. Let $n = 5$, then we have

\[
G_{211}(x; t) = s_{211}(x) - s_1(t_1, t_2, t_3)s_{2111}(x) + s_2(t_1, t_2, t_3)s_{21111}(x) \\
- t_1^2(s_{221}(x) - s_1(t_1, t_2, t_3)s_{2211}(x) + s_2(t_1, t_2, t_3)s_{22111}(x)) \\
+ t_1^3(s_{222}(x) - s_1(t_1, t_2, t_3)s_{2221}(x) + s_2(t_1, t_2, t_3)s_{22211}(x)) \\
- t_1^3(-s_1(t_2, t_3)s_{2222}(x) + s_2(t_2, t_3)s_{22221}(x)) + t_1^4s_2(t_2, t_3)s_{22222}(x).
\]

Note that this is symmetric in $t_2 \leftrightarrow t_3$ and $t_4 \leftrightarrow t_5$. 
Let us look at how we can see this using the lattice model. Here we have drawn a particular state in the extended lattice model:

![Diagram of the lattice model](image)

We have added an extra row with spectral parameter $-t_5$ for clarify, and the dashed lines correspond to the extended portion that are completely fixed by the vertex model. Notice that we can now apply the $R$-matrix to the rows corresponding to $(-t_2, -t_3)$ and $(-t_4, -t_5)$.

**Proposition 5.10.** A pair of jagged and NILP vertices are integrable with the $R$-matrix

We can also extend the model to a rectangle, which we denote by $\overline{G}$. However, in order to describe the partition function, we need to develop some additional tools as using the standard train argument introduces additional states with 1’s on the left and right boundaries.

### 5.3. Nonintersecting lattice paths

We deform our lattice model to obtain a description of the partition functions as a determinant using the LGV lemma. How we do this is noting that in the rectangular part we already have NILPs, but we are allowing paths to touch in the jagged part as previously noted. Since each path can only take one horizontal step at a time, we can instead consider the jagged part as a graph with steps moving vertical or diagonally to the upper-left. This transforms any touch point into a pair of diagonally nonintersecting paths. Furthermore, we can put the weight $-t_i$ on the diagonal paths. We note that this is a standard way to use NILPs to write a single column (fermionic behavior).
**Example 5.11.** Consider the state of the vertex model from Example 5.6. If we just examine the jagged part, we have

By the LGV lemma going from vertex $u_j$ on the bottom to $v_i$ in the jagged part, we have the following Jacobi–Trudi formulas for refined Grothendieck polynomials. The second formula is a refined version of [Kir16, Thm. 1.10].

**Theorem 5.12.** We have

$$G_\lambda(x; t) = \det \left[ \sum_{k=0}^{\infty} e_{k-\lambda_i+i-j}(-t_1, \ldots, -t_i-1) h_k(x) \right]_{i,j=1}^n$$

$$= \det \left[ \sum_{k=0}^{\infty} e_{k}(-t_1, \ldots, -t_i-1) h_{k+\lambda_i-i+j}(x) \right]_{i,j=1}^n.$$

We note that each of the sums in Theorem 5.12 are finite as there are only finitely many variables $t$.

Now we return to the rectangular model $\bar{\mathcal{S}}$ and use that to compute a new identity for refined Grothendieck polynomials. We take a cut using the same idea utilized in the proof of Corollary 3.12 to obtain the following.

**Theorem 5.13.** Let $\tilde{t} = (t_1, \ldots, t_\ell)$. We have

$$Z(\bar{\mathcal{S}}; x, \tilde{t}) = \det \sum_{k=0}^{\infty} e_{k+i-j}(-\tilde{t}) h_k(x)_{i,j=1}^n$$

$$= \det \sum_{k=0}^{\infty} e_k(-\tilde{t}) h_{k-i+j}(x)_{i,j=1}^n$$

$$= \sum_{\lambda \subseteq \ell^n} p_\lambda(-\tilde{t}) G_\lambda(x; t),$$

where $p_\lambda(\tilde{t}) = \det [e_{\lambda_i-i+j}(t_\ell, \ldots, t_i)]_{i,j=1}^n$.

**Proof.** The determinant formula for the partition function comes from the interpretation as NILPs with the LGV lemma.

To see the right hand side, we take the model and make a cut for the $i$-th path in the $-t_{n-i}$ spectral weight line. The number of ways to go from the top to the cut points is given by $p_\lambda(-\tilde{t})$ via the LGV lemma. The portion below the cut is $G_\lambda(x; t)$. \hfill $\square$

We can extend Theorem 5.13 so that the ending points are not all the way on the left but at generic positions similar to how we generalized Corollary 3.16 to Corollary 3.21. We leave the details for the interested reader.
Example 5.14. Let \( n = 5 \) and \( \ell = 6 \). Consider the NILP corresponding to a state in the model \( \mathfrak{S} \)

The open circles drawn above are the cut points, and thus, we compute \( \lambda = 54310 \). The term in \( p_\lambda(-t) \) corresponding to this NILP is \(-t^2 t^2 t^4 t^5 t^6\).

5.4. Fehér–Némethi–Rimányi-type identity. In parallel to Theorem 3.24, we derive a Fehér–Némethi–Rimányi identity \( \text{FNR12} \) for refined Grothendieck functions. We give both a simple proof using the Fehér–Némethi–Rimányi identity and an alternative proof using the lattice model and the Yang–Baxter algebra similar to \( \text{Mot20} \) (although with a different Yang–Baxter algebra). We will show by giving an explicit example showing that our identity is a different than the one by Guo and Sun for factorial Grothendieck polynomials \( \text{GS19} \).

Recall that for \( S \in \binom{[n]}{k} \), we have \( \mathfrak{S} = \{1, 2, \ldots, n\} \setminus S \). Recall that for sequences \( \lambda, \mu \), we denote the concatenation by \( \lambda \sqcup \mu \).

Proposition 5.15. Let \( \lambda = (\lambda_1, \ldots, \lambda_k) \) be a partition satisfying \( \lambda_1 \leq m - k \), and let \( \mu = (m - k)^{n-k} \sqcup \lambda \). Then we have

\[
G_\mu(x; t) = \sum_{S \in \binom{[n]}{k}} \prod_{i \in S} x_i^m \prod_{i \in S, j \not\in S} \frac{1}{x_i - x_j} W_\lambda(x_S; t), \tag{5.1}
\]

where \( x_S = \{x_{j_1}, \ldots, x_{j_k}\} \) for \( S = \{j_1, \ldots, j_k\} \) and

\[
W_\lambda(x_S; t) = \sum_{\nu \subseteq (m-k)^{n-k} \sqcup \lambda} E^{(m-k)^{n-k} \sqcup \lambda}(t) s_\nu(x_S). \tag{5.2}
\]
Proof. Combining (5.10) and the Schur expansion of refined Grothendieck polynomials (2.2), we obtain

\[
G_\mu(x; t) = \sum_{\nu \subseteq \mu \subseteq (m-k)^n} E_\mu^\nu(-t)s_\nu = \sum_{\lambda \subseteq \nu \subseteq (m-k)^k} E_{(m-k)^{n-k}}^{(m-k)^{n-k}}(-t)s_{((m-k)^{n-k})}\]

We also denote the \(D\)-operator constructed from the \(A\)-operators, we require the \(D\)-operator \(D(z)\) and a list of commutation relations that follow from the \(RLL\) relation in parallel to Corollary 3.22.

**Corollary 5.16.** We have

\[
D(z_1)B(z_j) = \frac{z_j}{z_i - z_j} B(z_1)D(z_j) - \frac{z_j}{z_i - z_j} B(z_i)D(z_j), \quad (5.3a)
\]

\[
D(z_j)B(z_1) = \frac{z_i}{z_i - z_j} B(z_1)D(z_1) - \frac{z_i}{z_i - z_j} B(z_i)D(z_1), \quad (5.3b)
\]

\[
B(z_j)B(z_1) = \frac{z_j}{z_i - z_j} B(z_1)B(z_1), \quad (5.3c)
\]

\[
D(z_j)D(z_1) = D(z_1)D(z_1). \quad (5.3d)
\]

Now we give our integrability proof of Proposition 5.15.

**Integrability proof.** Define

\[
(e)_n := \bigotimes_{i=1}^{n} (e_1)_i \otimes \bigotimes_{i=n+1}^{m+n-k} (e_0)_i, \quad (e)_0 := \bigotimes_{i=1}^{n} (e_0)_i.
\]

We also denote the \(A\)-operator constructed from the \(L\)-operator for the jagged part and acts on \(V_1 \otimes V_2 \otimes \cdots \otimes V_m\) as \(\overline{A}_m(z)\). We start from the partition function description of the refined Grothendieck polynomials

\[
Z(\mathcal{G}_\mu; x, t) := (e_\mu)_{m+n-k}^* \overline{A}_{\lambda_1+1}(t_n-k) \cdots \overline{A}_{\lambda_i+1}(t_n-k) \overline{A}_{m+1}(t_n-k) \cdots \overline{A}_{m+n-k-1}(t_1)
\]

which is equivalent to the nonintersecting lattice path description which the starting and ending points of the paths are on the bottom and top side. One can see from its graphical description that we can push down the ending points in the northeast part and we get

\[
Z(\mathcal{G}_\mu; x, t) = (e_\mu)_{m+n-k}^* \overline{A}_{\lambda_1+1}(t_n-k) \cdots \overline{A}_{\lambda_i+1}(t_n-k) \overline{A}_{m}(t_n-k-1) \cdots \overline{A}_{m}(t_1)
\]

\[
\times A_{m+n-k}(x_n) \cdots A_{m+n-k}(x_1)(e)_n.
\]
We next change the starting points to the left side and the ending points to the right side, and let \( \mathfrak{G}_\mu \) denote the corresponding lattice model. Namely, we consider the following partition function

\[
Z(\mathfrak{G}_\mu; x, t) := (e_\mu)_{m+n-k}^* \overline{A}_{\lambda_k+1}(-t_{n-1}) \cdots \overline{A}_{\lambda_1+k}(-t_{n-k}) \overline{A}_m(-t_{n-k-1}) \cdots \overline{A}_m(-t_1) 
\times D_{m+n-k}(x_n) \cdots D_{m+n-k}(x_{k+1}) B_{m+n-k}(x_k) \cdots B_{m+n-k}(x_1)(e_0).
\]

By comparing the Boltzmann weights of the partition functions in the southwest part and northeast part, we find the following relation

\[
Z(\mathfrak{G}_\mu; x, t) = \prod_{i=k+1}^n x_i^{i-k-1} \prod_{i=1}^n x_i^{n+1-i} Z(\mathfrak{G}_\mu; x, t) = \prod_{i=k+1}^n x_i^{i-k-1} \prod_{i=1}^n x_i^{n+1-i} G_\mu(x; t),
\]

where the last equality is using \( Z(\mathfrak{G}_\mu; x, t) = G_\mu(x; t) \) (Theorem 5.5). Now we investigate (5.4) using the Yang–Baxter algebra. Using the commutation relations (5.3) and applying a similar argument given in the section for refined dual Grothendieck polynomials, we get the following multiple commutation relation between the \( B \)- and \( D \)-operators:

\[
D(x_n) \cdots D(x_{k+1}) B(x_k) \cdots B(x_1)
= \sum_{S=(j_1<\cdots<j_k) \in \binom{[n]}{k}} \prod_{i=S} x_i^{k-i} \prod_{i=1}^n x_i^{k-i} \prod_{j \in S} \prod_{j \in S} x_i - x_j B(x_{j_k}) \cdots B(x_{j_1}) B(x_{j_1}) \prod_{i \in S} D(x_i).
\]

Using (5.6) and the action of the \( D \)-operators

\[
\prod_{i \in S} D(x_i)(e_0) = \prod_{i \in S} x_i^{m+n-k}(e_0),
\]

the partition function (5.4) can be expressed as

\[
Z(\mathfrak{G}_\mu; x, t) = \sum_{S=(j_1<\cdots<j_k) \in \binom{[n]}{k}} \prod_{i=S} x_i^{m+n-k+1} \prod_{i=1}^n x_i^{k-i} \prod_{i \in S} \prod_{j \in S} x_i - x_j \times (e_\mu)_{m+n-k}^* \overline{A}_{\lambda_k+1}(-t_{n-1}) \cdots \overline{A}_{\lambda_1+k}(-t_{n-k}) \overline{A}_m(-t_{n-k-1}) \cdots \overline{A}_m(-t_1)
\times B_{m+n-k}(x_{j_k}) \cdots B_{m+n-k}(x_{j_1})(e_0).
\]

Now let us examine the partition functions appearing in the summands in (5.7). From its graphical description, we can see that the partition functions can be rewritten as follows.

\[
(e_\mu)_{m+n-k}^* \overline{A}_{\lambda_k+1}(-t_{n-1}) \cdots \overline{A}_{\lambda_1+k}(-t_{n-k}) \overline{A}_m(-t_{n-k-1}) \cdots \overline{A}_m(-t_1)
\times B_{m+n-k}(x_{j_k}) \cdots B_{m+n-k}(x_{j_1})(e_0)
= (e_\lambda)^* \overline{A}_{\lambda_k+1}(-t_{n-1}) \cdots \overline{A}_{\lambda_1+k}(-t_{n-k}) \overline{A}_m(-t_{n-k-1}) \cdots \overline{A}_m(-t_1)
\times B_{m}(x_{j_k}) \cdots B_{m}(x_{j_1})(e_0)
= \prod_{i=1}^k x_i^{k+1-i} W_\lambda(x_i; t),
\]

(5.8)
where
\[
W_\lambda(x_S; t) = (e_\lambda)_m^{*} \prod_{i=1}^{k} (e_1)_i \otimes (e_0)_i.
\]

Decomposing the partition function as
\[
W_\lambda(x_S; t) = \sum_{\nu \subseteq (m-k)k} (e_\nu)_m^{*} \prod_{i=1}^{k} A_m(x_j) \otimes (e_1)_i \otimes (e_0)_i,
\]
and using \((e_\nu)_m^{*} \prod_{i=1}^{k} A_m(x_j) \otimes (e_1)_i \otimes (e_0)_i = s_\nu(x_S)\) and
\[
\begin{align*}
(e_\lambda)_m^{*} & \prod_{i=1}^{k} (e_1)_i \otimes (e_0)_i = s_\lambda(x_S)
\end{align*}
\]

we note that \(W_\lambda(x_S; t)\) can be explicitly written as
\[
W_\lambda(x_S; t) = \sum_{\nu \subseteq (m-k)k} E_{(m-k)n-k\lambda}^{(m-k)n-k\lambda}(-t),
\]

Inserting (5.8) into (5.7), we get
\[
Z(\bar{\mathcal{G}}_\mu; x, t) = \sum_{S \in \binom{[n]}{k}} \prod_{i=1}^{n} x_i \prod_{i=1}^{n} x_i^{m+n+1-k} \prod_{i=1}^{n} x_i^{k-i} \prod_{i=1}^{n} x_i \prod_{i=1}^{n} x_i - x_j W_\lambda(x_S; t). \tag{5.9}
\]

Comparing (5.5) and (5.9) and simplifying the expression for each summand, we obtain (5.1).

Let us make some remarks on Proposition 5.15. We can see that when \(t = 0\) in (5.2), we have \(W_\lambda(x_S; 0) = s_\lambda(x_S)\) being the Schur polynomial since \(E_{(m-k)n-k\lambda}^{(m-k)n-k\lambda}(0) = \delta_{\lambda, \nu}\) and (5.1) becomes
\[
\begin{align*}
s_\mu(x) &= \sum_{S \in \binom{[n]}{k}} \prod_{i=1}^{m} x_i \prod_{i=1}^{j} x_j \prod_{i=1}^{j} x_i - x_j s_\lambda(x_S), \tag{5.10}
\end{align*}
\]

which is the identity for Schur polynomials by Fehér, Némethi, and Rimányi [FNR12]. A generalization to the factorial Grothendieck polynomials is derived by Guo and Sun [GS19], in which \(s_\lambda(x_S)\) in the summand in (5.10) is replaced by \(G_\lambda(x_S; \beta)\) with some overall factor when expanding \(G_\mu(x; \beta)\). However, Equation (5.2) cannot be written using a single Grothendieck polynomial in general (even at \(t = \beta\)), so the identity is different from the Guo–Sun identity.
Example 5.17. For $n = 4$, Proposition 5.15 states that

$$G_{2210}(x_1, x_2, x_3, x_4; t_1, t_2, t_3) = \frac{x_3^4 x_4^4}{(x_3 - x_1)(x_3 - x_2)(x_4 - x_1)(x_4 - x_2)} W_{(1,0)}(x_1, x_2; t_1, t_2, t_3)$$

$$+ \frac{x_2^4 x_3^4}{(x_2 - x_1)(x_2 - x_3)(x_4 - x_1)(x_4 - x_3)} W_{(1,0)}(x_1, x_3; t_1, t_2, t_3)$$

$$+ \frac{x_2^4 x_3^4}{(x_2 - x_1)(x_2 - x_3)(x_4 - x_1)(x_4 - x_3)} W_{(1,0)}(x_1, x_4; t_1, t_2, t_3)$$

$$+ \frac{x_1^4 x_4^4}{(x_1 - x_2)(x_1 - x_3)(x_4 - x_2)(x_4 - x_3)} W_{(1,0)}(x_2, x_3; t_1, t_2, t_3)$$

$$+ \frac{x_1^4 x_2^4}{(x_1 - x_2)(x_1 - x_3)(x_4 - x_2)(x_4 - x_3)} W_{(1,0)}(x_2, x_4; t_1, t_2, t_3)$$

$$+ \frac{x_1^4 x_3^4}{(x_1 - x_3)(x_1 - x_4)(x_2 - x_3)(x_2 - x_4)} W_{(1,0)}(x_3, x_4; t_1, t_2, t_3),$$

where

$$G_{2210}(x_1, x_2, x_3, x_4; t_1, t_2, t_3) = x_1^2 x_2 x_3 + x_1^2 x_2^2 x_3 + x_1 x_2^3 x_3 + x_1 x_2 x_3^2 + x_1 x_2^2 x_4 + x_1 x_2^2 x_4^2 + x_1^2 x_2 x_4 + x_1^2 x_3 x_4^2 + x_1 x_3^2 x_4^2$$

$$+ x_2^2 x_3 x_4 + x_2 x_3^2 x_4 + x_2 x_3 x_4^2 + 2(x_1^2 x_2 x_3 x_4 + x_1 x_2^2 x_3 x_4 + x_1 x_2 x_3^2 x_4 + x_2 x_3 x_4^2)$$

$$- t_1(x_1^2 x_2^2 x_3 + x_1^2 x_2 x_3^2 + x_1^2 x_2^2 x_4 + x_1^2 x_2 x_4^2 + x_1^2 x_3 x_4^2 + x_1^2 x_3^2 x_4^2 + x_1^2 x_3 x_4^2 + x_1^2 x_3 x_4^2$$

$$+ x_1^2 x_3^2 x_4^2 + x_1 x_2^2 x_3^2 x_4)$$

$$- (t_1 + t_2)(x_1^2 x_2 x_3 x_4 + x_1^2 x_2^2 x_3 x_4 + x_1^2 x_2 x_3 x_4 + x_1^2 x_2 x_3 x_4 + x_1^2 x_2 x_3 x_4 + x_1 x_2 x_3^2 x_4$$

$$+ t_1^2 + t_1 t_2)(x_1^2 x_2^2 x_3^2 x_4 + x_1^2 x_2 x_3 x_4 + x_1^2 x_2 x_3 x_4 + x_1^2 x_2 x_3 x_4 + x_1 x_2 x_3 x_4 + x_1 x_2 x_3 x_4$$

$$- t_1^2 t_2^2 x_3^2 x_4^2$$,

and

$$W_{10}(x_1, x_2; t_1, t_2, t_3) = x_1 + x_2 - (t_1 + t_2)x_1 x_2 - t_1(x_1^2 + x_1 x_2 + x_2^2)$$

$$+ (t_1^2 + t_1 t_2)(x_1^2 x_2 + x_1 x_2^2) - t_1^2 x_1^2 x_2^2$$

$$= G_{10}(x_1, x_2; t_1, t_2, t_3) - t_2 G_{11}(x_1, x_2; t_1, t_2, t_3)$$

$$- t_1 G_{20}(x_1, x_2; t_1, t_2, t_3) + t_1 t_2 G_{21}(x_1, x_2; t_1, t_2, t_3).$$

APPENDIX A. COMBINATORIAL BIAS BETWEEN TASEP AND LPP

We give another combinatorial proof of Theorem 4.2 using the last passage times for the TASEP particle model from [Joh00]. Our proof here is essentially equivalent to the proof from [Yel20], just explained using a different stochastic model. Indeed, consider particles in the step initial condition on $\mathbb{Z}$, that is particle $p_i$ starts in position $-(i-1)$, with particle $p_i$ moving to the right with probability $(1 - x_i)$ if there is no particle to its right. Let $G^*(\ell, n) = G(\ell, n) + \ell + n - 1 = t$, which measures the probability that the particle $p_n$ has moved $\ell$ steps at time $t$. We note $G^*(\ell, n)$ is equivalent to computing the first time the particle $p_n$ moved $\ell$ steps occurs at time $t$.

Let us first roughly describe how the proof works, which is based on particles $p_i$ for $i < n$ blocking the motion of $p_n$. Consider a reverse plane partition $T$ and consider the $i$-th row $r_i, \ldots, r_k$. In this, we consider the conditional probability with the particles $p_{r_j}$ blocking the movement of $p_n$, which contributes $x_{r_j}$, and otherwise all particles move to the right when possible. However, if $r_j$ equals
its entry in the row below (in column $j$), then particle $p_{nj}$ would already have blocked $p_n$ on an earlier step. Hence, we do not want to double-count it (hence, it contributes a 1 to the weight).

Now we will be more precise. We say a particle **blocks** if it can move a step to the right, but it remains in place (which contributes $x_i$ to the conditional probability). Particle $p_i$ blocks after moving $j$ steps (i.e., $p_i$ is at position $j + 1 - i$) at time $t$ if and only if there is an $i$ in row $j + 1$ from the bottom and column $t - j - i + 2$. We claim there is a unique way to fill in the rest of the partition to obtain a reverse plane partition. In the other direction, if there is an $i$ in row $r$ from the bottom and column $c$ with no $i$ immediately below it, then $p_i$ blocks at time $t = r + c + i - 3$.

To see this is a bijection, consider the reverse plane partition with all entries 1, thus particle 1 is blocking maximally. Then add 1 to entries repeatedly such that the result is again a reverse plane partition, and under the above map this moves the blocking particle one step to the right. It is easy to see that this is confluent (i.e., it satisfies the diamond lemma). The weight of the reverse plane partition times $\prod_{i=1}^{n}(1 - x_i)^{\ell}$ is exactly the probability for this sequence of states. We note that this bijection is just using the values $G^*(m, n)$, which equal $G(m, n)$ for the matrix $\Phi(T)$ but with all entries increased by 1. We leave the details to the interested reader.

**Example A.1.** Let us consider the reverse plane partition and matrix from Example 4.4 in order to compute one part of

$$P(G(3, 4) = 3, G(2, 4) = 3, G(1, 4) = 2) = P(G^*(3, 4) = 9, G^*(2, 4) = 8, G^*(1, 4) = 6).$$

Under the bijection described above, the evolution of the first four particles is given by

|       | 0 | 1 | 2 | 3 | 4 |
|-------|---|---|---|---|---|
| $t = 0$ | □ | □ | □ | □ | □ |
| $t = 1$ | □ | □ | □ | □ | □ |
| $t = 2$ | □ | □ | □ | □ | □ |
| $t = 3$ | □ | □ | □ | □ | □ |
| $t = 4$ | □ | □ | □ | □ | □ |

In the picture above, an open circle indicates that we do not impose any condition on its position.
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