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Abstract—Conversation is an important form of human communication and contains a large number of emotions. It is interesting to discover emotions and their causes in conversations. Conversation in its natural form is multimodal. Many studies have been carried out on multimodal emotion recognition in conversations, yet there is still a lack of work on multimodal emotion cause analysis. In this article, we introduce a new task named Multimodal Emotion-Cause Pair Extraction in Conversations, aiming to jointly extract emotions and the corresponding causes from conversations reflected in multiple modalities (i.e., text, audio, and video). We accordingly construct a multimodal conversational emotion cause dataset, Emotion-Cause-in-Friends, which contains 9,794 multimodal emotion-cause pairs among 13,619 utterances in the Friends sitcom. We benchmark the task by establishing two baseline systems including a heuristic approach considering inherent patterns in the causes of and emotions and a deep learning approach that incorporates multimodal features for emotion-cause pair extraction, and conduct the human performance test for comparison. Furthermore, we investigate the effect of multimodal information, explore the potential of incorporating commonsense knowledge, and perform the task under both Static and Real-time settings.
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1 INTRODUCTION

Emotions play an important role in human communication and decision-making [1]. In the field of textual emotion analysis, previous research mostly focused on emotion recognition [2], [3], [4], [5]. In recent years, emotion cause analysis, a new task which aims at extracting potential emotion causes, has received much attention due to its important application value. It contains two representative tasks: emotion cause extraction (ECE) and emotion-cause pair extraction (ECPE). ECE aims to extract the potential causes given the emotions [6], [7], [8]; ECPE was proposed to jointly extract the emotions and the corresponding causes in pairs [9], [10], [11], [12], thereby solving the problem of ECE’s emotion annotation dependency and gaining more attention recently. These studies were normally carried out based on news articles, microblogs or fictions.

Conversation is an important form of human communication and contains a large number of emotions. Poria et al. [13] introduced the task to recognize emotion cause in textual conversations. However, conversation in its natural form is multimodal. Multimodality is especially important for discovering both emotions and their causes in conversations. For example, we do not only rely on the speaker’s voice intonation and facial expressions to perceive his emotions, but also depend on some auditory and visual scenes to speculate the potential causes that trigger the speakers’ emotions beyond text. Although a large number of studies have explored multimodal emotion recognition in conversations [14], [15], [16], to the best of our knowledge, there is still a lack of research on multimodal emotion cause analysis in conversations at present.

In this work, we introduce a new task named Multimodal Emotion-Cause Pair Extraction in Conversations (MECPE), with the goal to extract all potential pairs of emotions and their corresponding causes from a conversation, in consideration of three modalities including text, audio and video.

We accordingly construct a multimodal emotion cause dataset, Emotion-Cause-in-Friends (ECF), by using the sitcom Friends as the source. The ECF dataset contains 1,374 conversations and 13,619 utterances\(^1\), where 9,794 emotion-cause pairs are annotated, covering three modalities. Fig. 1 displays a real example in our ECF dataset. In this conversation, it is expected to extract a set of six utterance-level emotion-cause pairs, e.g., Chandler’s joy emotion in Utterance 4 \(U_4\) is triggered by the objective cause that he and Monica had made up and Monica’s subjective opinion in \(U_5\), forming the pairs \(U_4, U_2\) and \(U_4, U_3\); The cause for Phoebe’s Disgust in \(U_5\) is the objective event that Monica and Chandler were kissing in front of her (mainly reflected in the visual modality of \(U_5\)), forming the pair \(U_5, U_3\).

We benchmark the task with two baseline systems. One is a heuristic approach by using inherent patterns in the
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\(^1\) An utterance is a unit of speech divided by the speaker’s breath or pause.
Fig. 1. An example of the annotated conversation in our ECF dataset. Each arc points from the cause utterance to the emotion it triggers. We have highlighted the cause evidence in the cause utterance. Background: Chandler and his girlfriend Monica walked into the casino, hugging each other (they had a quarrel earlier but made up soon), and then started a conversation with Phoebe.

location of causes and emotions; the other is a deep learning approach, called MECPE-2steps, adapted from a representative approach for ECPE in news articles [9]. We incorporate multimodal features for utterance representation, extract emotion utterances and cause utterances respectively, and finally construct the emotion-cause pairs.

We evaluate the performance of two simple baseline systems on the ECF dataset. To more comprehensively evaluate the MECPE task, we also conduct the human performance test and compare it with the evaluated baseline systems. The experimental results and further discussions demonstrate the potential of multimodal information for discovering emotions and causes in conversations.

The remainder of this paper is organized as follows: Section 2 gives the definition of the MECPE task. Section 3 describes the process of data annotation, as well as the statistics and analysis of our dataset. In Section 4, we introduce two baseline systems. The experimental results are presented and discussed in Section 5. Section 6 reviews current studies on the task of textual emotion cause analysis and multimodal emotion recognition in conversations. Finally, we conclude the paper and provide future directions of our research in Section 7.

2 TASK

We first clarify the definitions of emotion and cause before introducing the task and dataset.

Emotion is a psychological state associated with thought, feeling and behavioral response [17]. In computer science, emotions are often described as discrete emotion categories, such as Ekman’s six basic emotions including Anger, Disgust, Fear, Joy, Sadness and Surprise [18]. In conversations, emotions are usually annotated at the utterance level [2], [19], [20]. Cause refers to the explicitly expressed event or argument that is highly linked with the corresponding emotion [6], [7], [21]. In this work, we use an utterance to describe an emotion cause. Although we have annotated the textual span if the cause is reflected in the textual modality, we only consider utterance-level emotion and cause extraction in this work, in order to facilitate the representation and fusion of multimodal information.

Given a conversation \( D = \{U_1, \ldots, U_i, \ldots, U_D\} \), in which each utterance is represented by the text, audio and video, i.e., \( u_i = \{t, a, v\} \), we define the following two tasks:

**Task 1: Multimodal Emotion-Cause Pair Extraction (MECPE).** The goal of MECPE is to extract a set of emotion-cause pairs in consideration of three modalities

\[
P = \{\ldots, (U_i^e, U_i^c), \ldots\},
\]

where \( U_i^e \) denotes an emotion utterance and \( U_i^c \) is the corresponding cause utterance.

**Task 2: Multimodal Emotion-Cause Pair Extraction with Emotion Category (MECPE-Cat).** In addition to MECPE, MECPE-Cat needs to further identify the corresponding emotion category for each emotion-cause pair

\[
P = \{\ldots, (U_i^e, U_i^c, y^e), \ldots\},
\]

where \( y^e \) denotes the emotion category in correspondence with \( (U_i^e, U_i^c) \).

Taking the conversation in Fig. 1 as an example, the output of Task 1 is a set of utterance-level emotion-cause pairs: \( P = \{(U_1, U_1), (U_2, U_2), (U_3, U_2), (U_4, U_3), (U_5, U_3)\} \). The emotion-cause pair in Task 2 includes an extra emotion category, e.g., \( (U_3, U_2, Joy) \).

It is worth noting that the above two tasks can be performed under two settings: the Static Setting and the Real-time Setting. The former can leverage the context of the entire conversation, while the latter relies only on historical utterances to detect the emotion as well as the cause [13].

3 DATASET

3.1 Dataset Source

The conversations in sitcoms usually contain more emotions than other TV series and movies. Hsu et al. [19] constructed the EmotionLines dataset for the Emotion Recognition in Conversations (ERC) task by selecting 1,000 conversations from the scripts of the popular American sitcom Friends and annotating each utterance with an emotion category. Poria et al. [20] extended EmotionLines to a multimodal dataset
MELD, by extracting the audio-visual clip from the source episode, and re-annotating each utterance. We find that sitcoms also contain rich emotion causes, therefore we choose MELD\(^2\) as the data source and further annotate the corresponding causes for the given emotion annotations. We drop a few conversations where three modalities are completely inconsistent in timestamps.

### 3.2 Annotation Procedure

We first develop detailed annotation instructions and then employ three annotators who have reasonable knowledge of our task to annotate the entire dataset independently. Two of the three annotators are female and one is male.

**Annotation Instructions.** Given a multimodal conversation, the annotators first understand the context based on its raw transcripts and audio-visual clips. For the emotion category (one of Ekman’s six basic emotions) labeled on each utterance, they should find the evidence of the corresponding causes from three modalities (text, audio and video) of the whole conversation. They are asked to not only annotate the utterance containing the cause evidence, but also label the type of the cause, and mark the textual cause span if the cause is explicitly expressed in the textual modality. If the annotator cannot identify the emotion cause from the limited conversation content, he may not make any annotations. For the example shown in Fig. 1, Phoebe was surprised that Chandler and Monica had made up and the cause utterance \(U_2\), the textual cause span “You made up” and the type of cause “Objective Cause” will be annotated for Phoebe’s Surprise emotion in \(U_2\). In addition to the same objective cause, Chandler’s Joy emotion in \(U_4\) has another cause: the cause utterance \(U_3\), the textual cause span “I couldn’t be mad at him for too long” and the type of cause “Subjective Cause”. Since Monica and Chandler were kissing in front of Phoebe in the video clip of \(U_5\), which made Phoebe feel uncomfortable, we can annotate the cause utterance \(U_5\), the type of cause “Objective Cause” for Phoebe’s Disgust in \(U_5\).

**Annotation Toolkit.** To improve the annotation efficiency, we furthermore develop a multimodal emotion cause annotation toolkit. It is a general toolkit for multimodal annotation in conversations, with the functions of multimodal signal alignment, quick emotion-cause pair selection, multiple user and task management, distributable deployment, etc. Fig. 2 displays the interface of this toolkit. The average duration of each conversation in our dataset is 31.6 seconds, and it takes an average of 8.6 minutes to annotate a conversation.

After annotation, we determine the cause utterances by majority voting (use the utterance agreed upon by at least two annotators as the gold annotation) and take the largest boundary (i.e., the union of the spans) as the gold annotation of textual cause span, similar as [22], [23]. If there are further disagreements, another expert is invited for the final decision.

### 3.3 Annotation Quality Assessment

To evaluate the quality of annotation, we measure the inter-annotator agreement on the full set of annotations, based on Cohen’s Kappa, Fleiss’ Kappa, and F\(_1\) score. Cohen’s Kappa is used to measure the consistency of any two annotators [24], while Fleiss’ Kappa is used to measure the overall annotation consistency among three annotators [25]. We also report F\(_1\) score, as [26] has pointed out that F-measure is more suitable than Kappa coefficient to evaluate span annotations.

Specifically, we calculate the agreement score for each emotion respectively after converting the cause utterance/span annotations into binary labels at the utterance/token level, and then average them. The agreement scores are reported in Table 1. It can be seen that almost all the Kappa
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2. MELD is licensed under GNU General Public License v3.0 https://github.com/declare-lab/MELD.
coefficients are higher than 0.6, which indicates a substantial agreement between the three annotators [27]. In addition, all metrics show relatively low agreement on cause span annotations, which is reasonable, given that annotating fine-grained spans is more difficult than just finding cause utterances.

### 3.4 Dataset Statistic and Analysis

#### 3.4.1 Overall Statistics

As shown in Table 2, the ECF dataset contains 1,374 conversations and 13,619 utterances from three modalities, where 7,690 emotion utterances and 9,794 emotion-cause pairs have been annotated. In other words, about 55.73% of the utterances are labeled with one of the six basic emotions, and 91.34% of the emotions have the annotations of their corresponding causes in our dataset. Some of these emotions may be triggered by the causes involving multiple utterances, thus forming multiple pairs, resulting in a total number of pairs greater than 7,081. In addition, it should be noted that a small part of emotions (8.66%) are not annotated with the corresponding causes, because they may be triggered by latent causes which are not explicitly expressed in a limited multimodal conversation but rather need to be inferred through the understanding of the entire conversation or even the entire episode in *Friends*.

In Table 3, we compare our ECF dataset with the related datasets in the field of emotion cause analysis and emotion recognition in conversations, in terms of modality, scene, and size.

#### 3.4.2 Emotion/Cause Distribution

For each emotion category, the proportion of emotion utterances annotated with causes is shown in Fig. 4. It can be seen that the distribution of emotion categories is unbalanced, and the proportion of emotion annotated with causes varies slightly with the emotion category. Among them, *Joy* covers the largest percentage among the six emotion categories (29.72%), and also has the higher proportion having cause annotations (93.03%). The percentage of *Surprise* annotated with causes is the highest (94.11%). In addition, *Disgust* and *Fear* account for a relatively low proportion among the six emotion categories, but *Disgust* has a much higher percentage having cause annotations (93.19%), whereas *Fear* has the lowest (78.24%), because the causes of *Fear* are often ambiguous and difficult to annotate in the less-informed conversations according to our observation.

#### 3.4.3 Types of Emotion Causes

As stated in [36], [37], the reasons for human actions may be subjective or objective. Thus, we re-summarized the emotion causes into two types:

- **Objective Cause**: The publicly-observable things, events, facts, or conditions that have to do with the real outside world. As illustrated in Figs. 3a and 3b, the objective causes may be reflected in texts or visual scenes. For the example in Fig. 3b, what makes Phoebe disgust is that Monica and Chandler were kissing in front of her. It should be noted that there are also some objective reasons reflected in the audio, e.g., the speaker heard the baby crying.

- **Subjective Cause**: Personal feelings, opinions, experiences, or beliefs which cannot be proved right or wrong by any generally accepted criteria. In Fig. 3c, Monica’s subjective opinion makes Chandler *Surprise*. Fig. 3d presents an example where the emotion of the target speaker is induced by the counterpart’s emotion, which involves the three modalities.

In our dataset, the majority (71.23%) of emotions are triggered by objective causes, and a relatively small proportion (24.48%) of emotions are triggered by subjective causes. The
remaining emotions (4.29%) have both objective and subjective causes, such as those of \( U_4 \) in Fig. 1.

4 BASELINES

We benchmark the MECPE task by establishing two preliminary baseline systems. One is a heuristic approach and the other is a deep learning approach.

4.1 Heuristic Approach

There are inherent patterns in the location of causes and emotions. For example, the cause often appears in a few utterances before the emotion (i.e., a pair of emotion and cause normally have a short relative distance). Based on this observation, we design four heuristic methods as follows.

We recognize the emotion utterances based on a trained emotion classifier (denoted by \( E_{\text{Prediction}} \)) at first, and then sample a cause utterance for the emotion according to two kinds of prior distributions of the relative positions (i.e., ..., -2, -1, 0, +1, ...) estimated on the training set:

- \( C_{\text{Bernoulli}} \): We independently carry out a binary prediction for each relative position to determine whether its corresponding utterance is the cause utterance, based on a multi-variate Bernoulli distribution assumption.
- \( C_{\text{Multinomial}} \): We sample one relative position from all possible positions, based on a Multinomial distribution assumption.

To test the upper bound of this approach, we also make use of the ground truth emotion annotations instead of emotion prediction in the first step, denoted by \( E_{\text{Annotation}} \). A combination of two steps yields four heuristic methods: \( E_{\text{Prediction}} + C_{\text{Bernoulli}} \), \( E_{\text{Annotation}} + C_{\text{Bernoulli}} \), \( E_{\text{Prediction}} + C_{\text{Multinomial}} \), and \( E_{\text{Annotation}} + C_{\text{Multinomial}} \).

4.2 Deep Learning Approach

The deep learning approach MECPE-2steps shown in Fig. 5 is adapted from a representative approach for ECPE [9], where the scene shifts from news articles to conversation.

4.2.1 Unimodal Feature Extraction

We extract the features from three modalities and then concatenate them to obtain the independent multimodal representation of each utterance, i.e., \( u = [t, a, v] \).

- **Text**: We initialize each token with pre-trained 300-dimensional GloVe vectors [38], feed them into a BiLSTM encoder with a standard attention mechanism, and then obtain the textual features of each utterance \( t \). In addition to BiLSTM, we also use pre-trained BERT [39] as the basic word encoder and feed each utterance into it independently.
- **Audio**: We extract the 6373-dimensional acoustic features \( a \), via the openSMILE toolkit [40] based on the INTERSPEECH 2009 Emotion Challenge feature set.
- **Video**: We apply one kind of 3D-CNN networks, named C3D [41], which learns spatio-temporal features using deep 3D ConvNet, to extract the 128-dimensional visual features \( v \), from the video of each utterance. Specifically, we sample 16 frames with a resolution of 171 \( \times \) 128 from each video and feed them to the C3D network to extract a 4096-dimensional video descriptor, which is then followed by a linear layer for dimension reduction.

4.2.2 Emotion and Cause Extraction via Multi-Task Learning

In order to extract a set of emotion utterances and a set of cause utterances for each conversation, respectively, we feed the independent utterance representations \( u \), into two utterance-level encoders: one for emotion extraction and another for cause extraction, and each encoder is either based on BiLSTM or Transformer. The hidden states of two utterance-level encoders \( r_e \) and \( r_c \), which can be viewed as the emotion-specific representation and cause-specific representation of utterance \( U_e \), are respectively fed into two softmax layers to detect
whether $U_i$ is an emotion/cause utterance

$$
\hat{y}_i = \text{softmax}(W r_i^e + b^e), \quad (3)
$$

$$
\hat{y}_i = \text{softmax}(W r_i^c + b^c), \quad (4)
$$

The loss of the first step is the sum of the cross-entropy loss of emotion extraction and cause extraction.

### 4.2.3 Emotion-Cause Pairing and Filtering

After obtaining a set of emotion utterances $E = \{\hat{U}_1^e, ..., \hat{U}_m^e\}$ and a set of cause utterances $C = \{\hat{U}_1^c, ..., \hat{U}_n^c\}$, we need to pair the two sets and extract a set of emotion-cause pairs with causal relationship.

First, we apply a Cartesian product to $E$ and $C$, and obtain the set of candidate pairs. Second, we represent each pair by a feature vector $x(\hat{U}_j^e, \hat{U}_k^c)$, which concatenates the independent multimodal representations of the emotion utterance and the cause utterance as well as the distance vector between the two utterances. Finally, the pair representation is fed into a softmax layer to detect whether $(\hat{U}_j^e, \hat{U}_k^c)$ is a valid emotion-cause pair

$$
\hat{y}_{jk} = \text{softmax}\left( W x(\hat{U}_j^e, \hat{U}_k^c) + b \right). \quad (5)
$$

### 5 Experiments

#### 5.1 Experimental Setup

##### 5.1.1 Experimental Settings

We evaluate the performance of two baseline systems on the ECF dataset. We divide the dataset into training, validation and testing sets in a ratio of 7:1:2 at the conversation level. The maximum number of utterances in each conversation and the maximum number of words in each utterance are both set to 35. The dimensions of word embedding and relative position are set to 300 and 50, respectively. The hidden dimension of BiLSTM is set to 100. All models are trained based on the Adam optimizer, with a batch size of 32 and a learning rate of 0.005. The dropout ratio is set to 0.5, and the weight of $L_2$-norm regularization is set to 1e-5. For BERT, we utilize the BERT-based model\(^3\) with linear warmup and linear decay mechanism to the learning rate. The batch size and initial learning rate are set to 8 and 1e-5, respectively. We repeat all the experiments 20 times and report the average results.

##### 5.1.2 Evaluation Metrics

Similar to [9], the Precision, Recall and $F_1$ score of the emotion-cause utterance pairs are used as the evaluation metrics for MECPE, which are calculated as follows:

$$
P = \frac{\sum \text{correct_pairs}}{\sum \text{predicted_pairs}} \quad (6)
$$

$$
R = \frac{\sum \text{correct_pairs}}{\sum \text{annotated_pairs}} \quad (7)
$$

$$
F_1 = \frac{2 \times P \times R}{P + R} \quad (8)
$$

where $\text{predicted_pairs}$ denotes the number of emotion-cause pairs predicted by the model, $\text{annotated_pairs}$ denotes the total number of emotion-cause pairs that are annotated in the dataset and the $\text{correct_pairs}$ means the number of pairs that are both annotated and predicted as an emotion-cause pair.

In addition, we also evaluate the performance of emotion extraction and cause extraction. The Precision, Recall and $F_1$ score defined in [22] are used as the evaluation metrics.

\(^3\) https://github.com/google-research/bert
For MECPE-Cat, we evaluate the emotion-cause pairs of each emotion category with $F_1$ score separately and further calculate a weighted average of $F_1$ scores across different emotion categories. Considering the imbalance of emotion categories described in Section 3.4, we also report the weighted average $F_1$ score of the four main emotion categories except Disgust and Fear.

### 5.1.3 Human Performance Test

We further carry out the human performance test on the MECPE task. Specifically, we employ two graduate students majoring in computer science as testers, to extract the emotion-cause utterance pairs in the testing set independently. Unlike the annotators of the ECF dataset, they have no formal training before testing.

To demonstrate whether the multimodal information is effective for humans to discover emotions and the corresponding causes in conversations, we designed a four-stage human testing strategy: providing the testers with the text-only information, text and audio information, text and silent video information, and all information from three modalities, respectively.

### 5.2 Experiments on MECPE (Task 1)

#### 5.2.1 Main Results

In Table 4, we report the experimental results of our two baseline systems and the human performance test on Task 1.

First, we can see that the $F_1$ scores of human testers on emotion/cause/pair extraction are all improved significantly after being provided with audio or video, which shows that multimodal information is beneficial for humans to better understand the conversations and discover emotions and their corresponding causes.

Second, the heuristic methods perform very poorly, even when the ground truth annotations are used for emotion recognition. It suggests that MECPE is a complicated task and can not be well addressed by heuristics based only on the relative position distribution.

Finally, the deep learning baseline system, MECPE-2steps, performs much better in comparison with the heuristic methods. By adding acoustic and visual features, it can also gain significant improvements. When using BERT as the encoder, the performance of MECPE-2steps is very sound. It achieves a $F_1$ score of 0.5271 on pair extraction, which is comparable to human performance. We think it is reasonable because of BERT's strong representation ability and pre-training knowledge. Yet, the improvement by adding the multimodal features is slight in this case.

#### 5.2.2 The Potential of Multimodal Information

In order to investigate the potential of multimodal information in our MECPE task, in Fig. 6 we compare the results of different methods before and after providing the audio and video information.

We can observe that introducing auditory and visual modalities leads to a significant increase in $F_1$ score of LSTM-based MECPE-2steps and two human testers. The improvements on pair extraction are 1.9 percentages under LSTM-based MECPE-2steps and nearly 4 percentages under the human performance test. Specifically, we find that introducing multimodal information will greatly increase the Recall score.
visual and auditory modalities. Hence, it makes sense to utilize multimodal information for our MECPE task.

As has been mentioned that when using BERT as the encoder, the improvement brought by the multimodal feature is limited. One possible reason is that BERT has already achieved high performance on the textual modality, which reduces the room for improvement brought by multimodal information. Another reason is as a baseline system, the representation and utilization of multimodal information in MECPE-2steps is very simple. It is not enough to perform deep scene understanding and reasoning required for multimodal emotion and cause extraction, leaving much room for further improvement in the future. For example, exploring visual commonsense reasoning [42], [43], [44], a new direction in computer vision, might be helpful for MECPE.

5.2.3 The Effect of Different Multimodal Fusion Methods

We report the performance of our baseline system using different multimodal fusion methods on the MECPE task in Table 5. Concat, Add and LMF fuse three unimodal feature vectors of each utterance before the utterance-level encoder by concatenation, addition, and the Low-rank Multimodal Fusion method, respectively. Concat (Late) first obtains the representations for each modality of the utterance separately via utterance-level encoders, and then concatenates them to make predictions (late fusion).

We can see that the performance of concatenation or addition is better than that of using LMF. The possible reason is that the introduction of the LMF model increases the complexity of the overall system and thus reduces its generalization performance [45], [46]. Moreover, the early fusion method outperforms the late fusion method because early fusion can well capture the inter-modal interaction. We will explore more advanced approaches for multimodal fusion in future work.

5.3 Experiments on MECPE-Cat (Task 2)

MECPE-Cat needs to predict an additional emotion category for each emotion-cause pair. Specifically, we convert the binary emotion classification to multi-class emotion classification in the first step of MECPE-steps. The experimental results of pair extraction on this task are reported in Table 6.

An obvious observation is that the performance on Surprise is the best, while that on Fear is the worst. The performance on different emotion categories significantly varies with the proportion of emotion and cause annotation shown in Fig. 4. It should be noted that emotion category imbalance is actually an inherent problem in the ERC task [2], [19], [20], which is of great challenge and needs to be tackled in future work.

Similar to the conclusions drawn on MECPE, the performance of the baseline system is significantly improved after fusing the acoustic and visual features, which demonstrates that multimodal information is also helpful for MECPE-Cat. The relatively poor performance on this task indicates that it is more difficult to further predict the emotion categories based on MECPE.

5.4 The Potential of Commonsense Knowledge

We conduct additional experiments to explore the potential of incorporating the knowledge from a commonsense knowledge base (CSKB) ATOMIC [47] into our baseline system.

Specifically, we feed each utterance into a pre-trained neural knowledge model COMET-ATOMIC [48] which can automatically generate the emotion-oriented commonsense knowledge under two kinds of relation types, i.e., $x$React and $o$React (denoting how does the subject and the object in the utterance feel after the event). Given a utterance and a relation type, five tail phrases are generated as the commonsense knowledge for the utterance. Next, we combine the commonsense knowledge under the two relation types, and feed them to a BiLSTM encoder to obtain the KB-based representation of each utterance, followed by concatenating the KB-based representation and the original utterance representation as the final utterance representation.

The experimental results on our two tasks are shown in Table 7. We can clearly observe that incorporating commonsense knowledge brings consistent improvements on emotion extraction, cause extraction, and pair extraction tasks.

4. https://github.com/allenai/comet-atomic-2020
5. For example, given the utterance (which is annotated with Joy) “Yep, we sure showed those Hasidic jewellers a thing or two about softball.” and the relation type $x$React, the model will generate the following phrases: (good about themselves, proud of themselves, happy, proud, good).
Moreover, since the generated commonsense knowledge is closely related to the emotion of subjects and objects, it is not surprising that the improvement on MECPE-Cat is more significant than that on MECPE. All these observations demonstrate the usefulness of incorporating external knowledge from existing CSKB to solve our two tasks.

### 5.5 Experiments Under the Real-Time Setting

The above experiments are all conducted on static conversations. In this subsection, we further perform our two tasks under the Real-time Setting mentioned in Section 2 and report the experimental results in Table 8.

Specifically, for the heuristic approach, we sample a cause utterance from the utterances before the emotion utterances according to prior distributions of the relative positions (i.e., ..., -2, -1, 0) estimated on the training set; for the deep learning approach, we encode only the historical positions (i.e., ..., -2, -1, 0) estimated on the training set; for the multimodal setting, we include visual features as well.

| Methods | Emotion Extraction | Cause Extraction | Pair Extraction |
|---------|-------------------|------------------|----------------|
|         | P | R | F1 | P | R | F1 | P | R | F1 | P | R | F1 | w-avg. 6 | w-avg. 4 |
| MECPE-2steps (T) | 0.7377 | 0.8025 | 0.7679 | 0.6493 | 0.7528 | 0.6963 | 0.5538 | 0.4702 | 0.5070 | 0.2599 | 0.2803 |
| + xReact | 0.7548 | 0.7973 | 0.7749 | 0.6683 | 0.7445 | 0.7052 | 0.5713 | 0.4637 | 0.5105 | 0.2731 | 0.2928 |
| + oReact | 0.7559 | 0.7977 | 0.7757 | 0.6669 | 0.7430 | 0.7072 | 0.5685 | 0.4599 | 0.5072 | 0.2718 | 0.2927 |
| + xReact + oReact | 0.7527 | 0.8015 | 0.7758 | 0.6716 | 0.7413 | 0.7037 | 0.5713 | 0.4642 | 0.5110 | 0.2747 | 0.2953 |
| MECPE-2steps (M) | 0.7474 | 0.7957 | 0.7700 | 0.6522 | 0.7776 | 0.7084 | 0.5483 | 0.5009 | 0.5220 | 0.2872 | 0.3098 |
| + xReact | 0.7621 | 0.7995 | 0.7800 | 0.6603 | 0.7782 | 0.7134 | 0.5538 | 0.4981 | 0.5227 | 0.2942 | 0.3162 |
| + oReact | 0.7551 | 0.8039 | 0.7791 | 0.6621 | 0.7749 | 0.7131 | 0.5508 | 0.5011 | 0.5233 | 0.2949 | 0.3168 |
| + xReact + oReact | 0.7572 | 0.8034 | 0.7791 | 0.6622 | 0.7776 | 0.7145 | 0.5519 | 0.5021 | 0.5247 | 0.3006 | 0.3229 |

"MECPE-2steps (T)" and "MECPE-2steps (M)" represent the baseline system under the text-only and multimodal settings, respectively. xReact and oReact are the relation types of the knowledge. "w-avg. 6" and "w-avg. 4" evaluate the overall performance on MECPE-Cat.

"AtOMIC-20" dataset is used for MECPE-Cat task. We speculate that it is more sensitive to the lack of future information, which leads to a decrease in the F1 scores of cause extraction and thus offsets the benefits of location restriction, while the stronger BERT-based system is basically not influenced.

We report the F1 score under each emotion category as well as their weighted average results. "w-avg. 4" denotes the weighted-average F1 score of the four main emotions categories except Disgust and Fear. The best results are in bold.
TABLE 8
Experimental Results on MECPE and MECPE-Cat Under the Real-Time Setting

| Methods                      | Emotion Extraction | Cause Extraction | Pair Extraction |
|------------------------------|--------------------|------------------|----------------|
|                              | P   | R   | F1  | P   | R   | F1  | P   | R   | F1  | w-avg. 6 | w-avg. 4 |
| Heuristic                    |     |     |     |     |     |     |     |     |     |     |         |         |
| E\_Prediction + C\_bernoulli | 0.7415 | 0.7969 | 0.7676 | 0.5494 | 0.4922 | 0.5189 | 0.3824 | 0.2774 | 0.3213 | 0.1763 | 0.1904 |
| E\_Annotation + C\_bernoulli | 1.0000 | 1.0000 | 1.0000 | 0.6464 | 0.5408 | 0.5888 | 0.5122 | 0.3445 | 0.4119 | 0.1903 | 0.2056 |
| E\_Prediction + C\_multimodal | 0.7415 | 0.7969 | 0.7676 | 0.5491 | 0.5073 | 0.5270 | 0.3823 | 0.2880 | 0.3282 | 0.1805 | 0.1949 |
| E\_Annotation + C\_multimodal | 1.0000 | 1.0000 | 1.0000 | 0.6458 | 0.5573 | 0.5983 | 0.5121 | 0.3575 | 0.4210 | 0.1953 | 0.2110 |

| Deep Learning                |     |     |     |     |     |     |     |     |     |     |         |         |
| MECPE-2steps (Text\_LSTM)    | 0.7394 | 0.8200 | 0.7688 | 0.6272 | 0.7374 | 0.6770 | 0.5622 | 0.4610 | 0.5054 | 0.2422 | 0.2630 |
| + Audio                      | 0.7406 | 0.8005 | 0.7688 | 0.6267 | 0.7469 | 0.6807 | 0.5517 | 0.4863 | 0.5161 | 0.2635 | 0.2858 |
| + Video                      | 0.7323 | 0.8088 | 0.7680 | 0.6252 | 0.7487 | 0.6804 | 0.5481 | 0.4868 | 0.5144 | 0.2492 | 0.2709 |
| + Audio + Video              | 0.7340 | 0.8113 | 0.7701 | 0.6268 | 0.7488 | 0.6818 | 0.5460 | 0.4949 | 0.5176 | 0.2721 | 0.2950 |
| MECPE-2steps (Text\_BERT)    | 0.7730 | 0.8115 | 0.7914 | 0.6746 | 0.7298 | 0.6996 | 0.5814 | 0.5049 | 0.5401 | 0.2931 | 0.3200 |
| + Audio                      | 0.7726 | 0.8134 | 0.7919 | 0.6659 | 0.7362 | 0.6966 | 0.5708 | 0.5219 | 0.5448 | 0.3002 | 0.3274 |
| + Video                      | 0.7706 | 0.8131 | 0.7906 | 0.6822 | 0.7222 | 0.7012 | 0.5774 | 0.5113 | 0.5416 | 0.2944 | 0.3210 |
| + Audio + Video              | 0.7727 | 0.8085 | 0.7892 | 0.6793 | 0.7216 | 0.6987 | 0.5727 | 0.5216 | 0.5451 | 0.3062 | 0.3343 |

"w-avg. 6" and "w-avg. 4" evaluate the overall performance on MECPE-Cat.

6 RELATED WORK

Previous research on emotion cause analysis focused on textual modality. Conversational emotion analysis, although involves multiple modalities, primarily studies emotion recognition. Therefore, we review current studies on the task of textual emotion cause analysis and multimodal emotion recognition in conversations as follows.

6.1 Textual Emotion Cause Analysis

The textual emotion cause extraction (ECE) task was originally proposed by [6], with the goal to extract cause spans of a given emotion in the text. Under the same task setting, one line of work used rule-based methods, including [48], [49], which automatically extracted conjunctive phrases related to emotion causes for cause identification from formal texts, and [50], [51] which detected the cause events in microblog posts via the proposed rule-based algorithms. Another line of work used machine learning methods, such as [28], [52].

By analyzing the corpus proposed by [6], Chen et al. [7] pointed out that clause may be a more suitable unit for cause annotation, and proposed to extract emotion cause at clause granularity. After that, some work based on this task setting sprung up [21], [53]. Especially, Gui et al. [22] released an open Chinese emotion cause dataset. This dataset has received extensive attention and become a benchmark dataset for the ECE task. Based on this corpus, in addition to many traditional machine learning methods [8], [22], [54], a number of deep learning methods were put forward. For example, Gui et al. [55] and Li et al. [56] used deep memory networks and co-attention neural network to model context information, respectively; Yu et al. [57] proposed a hierarchical network-based clause selection framework; Ding et al. [58] introduced a relative position augmented embedding learning algorithm and transformed the independent prediction problem to a reordered prediction problem; etc.[59], [60].

However, there are two shortcomings in ECE: 1) emotions must be manually annotated before cause extraction, which greatly limits its practical application; 2) the way of annotating emotions first and then extracting causes ignores the fact that emotions and causes are mutually indicative. To solve these problems, Xia and Ding [9] proposed a new task called emotion-cause pair extraction (ECPE) and constructed the ECPE dataset based on the benchmark corpus for ECE [22]. They further proposed a two-step pipeline framework ECPE-2steps, which first extracts an individual emotion set and cause set, and then pairs the corresponding emotions and causes. Following their work, many studies have been conducted on ECPE to solve the shortcomings of the existing methodology [10], [11], [12], [61].

The above studies mostly focused on emotion cause analysis in news articles [22], [23], [29], [30] and fictions [29], [31]. Recently, Poria et al. [13] introduced an interesting task of recognizing emotion cause in conversations and constructed a new dataset RECCON for this task. Considering that conversation itself is multimodal, we further propose to jointly extract emotions and their corresponding causes from conversations based on three modalities, and accordingly create a multimodal conversational emotion cause dataset.

6.2 Multimodal Emotion Recognition in Conversations

Although there is a lack of research on multimodal emotion cause analysis, many studies have been carried out on multimodal emotion recognition using textual, auditory, and visual modalities, especially in conversations, including convolutional neural network-based methods [62], [63], recurrent neural network-based methods [14], [64], graph structure-based methods [16], [65], and Transformer-based methods [15], [66].

In recent years, due to the increasing amount of open conversation data, the ERC task has received continuous attention in the field of affective computing. So far, there have been some publicly available datasets for ERC. IEMOCAP [32] contains multimodal dyadic conversations of ten actors performing the emotional scripts. SEMAINE [33] contains multimodal data of robot-human conversations, but only provides the attributes of four emotion dimensions. The above two datasets are relatively small in scale. DailyDialog [2] is a large dataset that contains the
texts of two-person daily conversations covering 10 topics, but the neutral utterances in it account for a high proportion. Emo-Context [34] has a large total number of utterances, but only contains two-person conversations in plain text, with only three utterances in each conversation. EmotionLines [19] contains two datasets: multi-party conversations from the sitcom Friends and private chats on Facebook Messenger (Emotion-Push) where all the utterances are labeled with emotion categories. Poria et al. [20] extended EmotionLines (Friends) to the multimodal dataset MELD with raw videos, audio segments and transcripts, the size of which is moderate. Recently, Firdaus et al. [35] constructed a large-scale multimodal conversational dataset MEISD from 10 famous TV series, where an utterance may be labeled with multiple emotions along with their corresponding intensities.

7 CONCLUSION AND FUTURE WORK

In this work, we introduce a new task named Multimodal Emotion-Cause Pair Extraction (MECPE), to conduct emotion cause analysis in conversations, and accordingly construct a multimodal conversational emotion cause dataset, Emotion-Cause-in-Friends (ECF). We benchmark the task by establishing two preliminary baseline systems, and conduct the human performance test for comparison. We also investigate the effect of multimodal information for this task, explore the potential of incorporating commonsense knowledge, and perform the task under both Static and Real-time settings.

As an important direction of affective computing, multimodal emotion cause analysis in conversation plays an important role in many real-world applications, such as intelligent customer service, intelligent companionship, and mental health monitoring. We think the new task and dataset may potentially bring new insights and perspectives to existing research in this direction.

It is also worth noting that MECPE is a challenging task. This work is only a preliminary study for the task. The proposed two baseline systems leave much room for further improvement. Although the multimodal features are shown to be effective for the MECPE task, the increase is quite limited. In summary, we think the following challenges are worthy of further study for the MECPE task:

- How to establish a multimodal conversation representation framework to efficiently align, interact and fuse the information from three modalities?
- How to effectively model the speaker relevance for both emotion recognition and cause extraction in conversations?
- How to perceive, understand and utilize the visual scenes to better assist emotion cause reasoning in conversations?
- How to utilize the external commonsense knowledge to bridge the gap between emotion and cause that are not explicitly reflected in the conversation?
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