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Abstract

Conventional stochastic rounding (CSR) is widely employed in the training of neural networks (NNs), showing promising training results even in low-precision computations. We introduce an improved stochastic rounding method, that is simple and efficient. The proposed method succeeds in training NNs with 16-bit fixed-point numbers and provides faster convergence and higher classification accuracy than both CSR and deterministic rounding-to-the-nearest method.

1. Introduction

In many computations, rounding is an unavoidable step, due to the finite-precision arithmetic supported in hardware. When simulating arithmetic in software, rounding is required when finite-precision arithmetic is to be used for reasons of computational efficiency. Many rounding schemes have been proposed and studied for different applications (IEEE, 2019), such as round down, round up, round to the nearest and stochastic rounding. These rounding modes normally have different round-off errors. When a sequence of computations is implemented, round-off errors may be accumulated and magnified. In real-world problems, the magnification of round-off errors may cause divergence of numerical methods or mismatch between different arithmetic. When very high accuracy is required, data representation and arithmetic operations of higher precision are employed, for which computing times may be long.

To reduce computing times and hardware complexity, and to increase the throughput of arithmetic operations, low-precision numerical formats are becoming increasingly popular, especially in the area of machine learning. An unbiased stochastic rounding scheme was applied by Gupta et al. (2015) to train neural networks (NNs) using low-precision fixed-point arithmetic. The experiments show that when the rounding-to-the-nearest (RN) method fails, the training results using 16-bit fixed-point representation with the stochastic rounding method are very similar to those computed in 32-bit floating-point (single) precision. Inspired by Gupta et al. (2015), this conventional stochastic rounding (CSR) is widely employed in training NNs in low-precision floating-point or fixed-point computation, see, e.g., Na et al. (2017); Ortiz et al. (2018); Wang et al. (2018). Nagel et al. (2020) introduce an adaptive rounding method for post-training quantization of NNs by analyzing the rounding problem for a pre-trained NN. Additionally, the implementation of CSR in hardware is also growing (Davies et al., 2018; Su et al., 2020; Mikaitis, 2020). It has been stated that the failure of RN in training NNs is mainly caused by the loss of gradient information during the parameter updating procedure, because the weight updates that are below the minimum rounding precision are rounded to zero (Höfheld & Fahlman, 1992; Gupta et al., 2015). The gradient information is captured partially when CSR is applied. Still, whether it is worth to decrease the rounding bias by sacrificing gradient information is to be discussed.

Binary classifiers are widely applied in medical image classification, where deep NNs (DNNs) are shown to efficiently compute the final classification labels with raw pixels of medical images (Li et al., 2014; Pan et al., 2015; Lai & Deng, 2018). Still, the DNN models suffer from high computational cost due to the high resolution of the medical images. Binary classifiers are also popular for other applications, such as classification of images for 3D scanning (Vezilić et al., 2017) and gender classification on real-world face images (Shan, 2012). Again, computational costs are high due to large image data size.

In this paper, we introduce an improved stochastic rounding method to train low-precision NNs for binary classification problems, which we call random rounding (RR). It provides more gradient information with a limited rounding bias in training NNs. The experiments show that the NNs trained using limited precision with RR lead to faster convergence rate and higher classification accuracy than those trained using RN and CSR. Furthermore, a constant rounding probability is applied in RR, which may significantly simplify the computational complexity and hardware implementa-
tion. We study the performance of the proposed RR first in dot product operations and then to train NNs with different rounding precision.

The remainder of the paper is organized as follows. Standard deterministic rounding methods, the CSR method and the proposed RR method, are presented in Section 2. Section 3 outlines the main mathematical operations in training NNs. In Section 4, different rounding methods are studied in computing dot products and training NNs in limited precision. Finally, conclusions are drawn in Section 5.

2. Rounding Schemes

According to Gupta et al. (2015), training NNs using RN with a limited precision leads to a large degradation in classification accuracy from single-precision computation. It has been stated that the main reason of this failure is that RN fails to capture the gradient information during rounding, since it always rounds the numbers in $[-\frac{\delta}{2}, \frac{\delta}{2}]$ to zero, where $\delta$ is the rounding precision (Höhfeld & Fahlman, 1992; Gupta et al., 2015). In this section, we introduce an improved stochastic rounding method that has small probability of rounding to zero for numbers in $[-\frac{\delta}{2}, \frac{\delta}{2}]$, while the rounding bias and variance are bounded.

2.1. Introduction

All the rounding schemes we study can be formulated as:

$$R(x) = \begin{cases} \lfloor x \rfloor, & \text{with probability } p(x), \\ \lfloor x \rfloor + \delta, & \text{with probability } 1 - p(x). \end{cases}$$

(1)

with $p(x) \in [0, 1]$, where $R(x)$ is the rounded value of $x$ and $\lfloor x \rfloor$ indicates the largest representable floating-point or fixed-point number less than or equal to $x$. The variance of rounding scheme (1) is

$$V = (\lfloor x \rfloor - \mu)^2 p + (\lfloor x \rfloor + \delta - \mu)^2 (1 - p),$$

(2)

where $\mu$ is the expected rounding value, given by

$$\mu = \lfloor x \rfloor p + (\lfloor x \rfloor + \delta)(1 - p).$$

(3)

Substitute (3) into (2) to find

$$V = \delta^2 p(1 - p).$$

(4)

The bias is

$$B = (\lfloor x \rfloor p + (\lfloor x \rfloor + \delta)(1 - p)) - x.$$  

(5)

In the remainder of this section, the aforementioned expressions will be used to describe different rounding methods and their corresponding variance and bias.

2.2. Deterministic Rounding

For deterministic rounding methods, $p(x) = 0$ or $p(x) = 1$, so the variance in (4) is 0. These two choices are the rounding-toward-positive (ceiling) method and rounding-toward-negative (floor) method, respectively. Other options can be obtained by setting different $p$ for different $x$, e.g., $p(x) = 1$ for $x \in [0, \frac{\delta}{2})$ and $p(x) = 0$ for $x \in [\frac{\delta}{2}, \delta)$. Such rounding methods are called RN methods. RN methods vary in different tie breaking rules (different $p(\frac{\delta}{2})$), such as round half up, round half down, round half to even and round half to odd (Kahan, 1996; IEEE, 2019). Round half up is commonly used in financial calculations (Cowlishaw, 2003). Rounding half to even is the default rounding mode used in IEEE 754 floating-point operations (IEEE, 2019). It eliminates bias by rounding different numbers towards or away from zero, in such a way that the resulting biases can be compensated. In contrast, rounding half to odd is rarely employed in computations, since it will never round to zero (Santoro et al., 1989). The probability distribution of these methods is given in Figure 1a. The default RN (half to even) used in IEEE 754 floating-point operations will be further studied and compared with stochastic rounding methods in Section 4.

2.3. CSR with Zero Bias

If zero bias is required in (5), so

$$B = (\lfloor x \rfloor p + (\lfloor x \rfloor + \delta)(1 - p)) - x = 0,$$

we find, $p(x) = 1 - \frac{x - \lfloor x \rfloor}{\delta}$. This probability distribution is studied by Nightingale & Blöte (1986); Allton et al. (1989); Price et al. (1993) and is widely employed in training NNs (Gupta et al., 2015; Essam et al., 2017; Wang et al., 2018). Compared to deterministic rounding methods, CSR provides an unbiased rounding result by setting a probability that is proportional to $x - \lfloor x \rfloor$. The probability distribution, and the corresponding variance and bias are shown in Figure 1b. Note that the variance is highest at the tie point.

2.4. Improved Stochastic Rounding Method

Because RN rounds all numbers in $[-\frac{\delta}{2}, \frac{\delta}{2}]$ to 0, see Figure 1a, the gradient information in training NNs is lost in general, see Höhfeld & Fahlman (1992) and Gupta et al. (2015). Though CSR is shown to provide low-precision NNs with similar accuracy as single-precision computation (Gupta et al., 2015), gradient information is only captured partially. We propose to use $p(x) = 0.5$ in (1) for all $x \in \lfloor x \rfloor + \delta$. Note that 0 is also considered during the rounding process, to minimize the chance of losing gradient information. With this choice, all the numbers are rounded up and down randomly, with equal probability. In the remainder of this paper, this rounding method is called random rounding (RR). It should be noted that the present
fractional bits is required, the rounding result can be easily obtained. Inspired by Oberstar (2007, Eq. 19), rounding a number to a specific number of fractional bits with stochastic rounding methods can be easily implemented using the operation floor and scaling. When a specific number of fractional bits is required, the rounding result can be easily obtained. Inspired by Oberstar (2007, Eq. 19), rounding a number to a specific number of fractional bits with stochastic rounding methods can be easily implemented using the operation floor and scaling. When a specific number of fractional bits is required, the rounding result can be easily achieved by multiplying with a scalar $\theta$. For instance, one fractional bit indicates a rounding precision $\delta = 2^{-1}$ and the corresponding scalar is $\theta = 2$. After scaling, the rounding procedure is the same as rounding-to-integer method, with $\delta = 1$. The procedure for rounding to a specific number of fractional bits is given in Algorithm 1.

When there are no overflow or underflow problems, we have the following property.

**Proposition 1.** Let $x_1, x_2, \ldots, x_N \in \mathbb{R}$. Then

$$R(R(\cdots R(x_1) \text{ op } x_2) \text{ op } \cdots) \text{ op } x_N)$$

$$= R(x_1) \text{ op } R(x_2) \cdots \text{ op } R(x_N),$$

where $N$ indicates the number of terms for op $\in \{+, -\}$.

**Proof.** Let $p_1 = p(x_1), p_2 = p(x_2)$ in (1). Then

$$R(x_1) + R(x_2)$$

$$= \begin{cases} [x_1] + [x_2], & \text{with probability } p_1p_2, \\
[x_1] + [x_2] + \delta, & \text{with probability } (1 - p_1)p_2 + p_1(1 - p_2), \\
[x_1] + [x_2] + 2\delta, & \text{with probability } (1 - p_1)(1 - p_2). \end{cases}$$

Table 1. Summary of the maximum absolute bias $|B|_{\text{max}}, V_{\text{max}}$, and $p(x)$ for $x \in \left[ -\frac{\delta}{2}, \frac{\delta}{2} \right]$ of RN, CSR and RR.

| Name | Figure | $|B|_{\text{max}}$ | $V_{\text{max}}$ | $p(x)$ for $x \in \left[ -\frac{\delta}{2}, \frac{\delta}{2} \right]$ |
|------|--------|-----------------|---------------|---------------------------------------------------|
| RN   | 1A     | $\frac{\delta}{2}$ | 0             | 1                                                 |
| CSR  | 1B     | 0               | $\frac{\delta^2}{4}$ | 1 - $\frac{x - \lfloor x \rfloor}{\delta}$ |
| RR   | 1C     | $\frac{\delta}{2}$ | $\frac{\delta^2}{4}$ | 0.5                                               |

Figure 1. Probability distribution (top) and corresponding variance and bias (bottom) with respect to input variable $x \in [0, 1)$ and $\delta = 1$, for RN (a), CSR (b) and RR (c).
We also have
\[
R(R(x_1) + x_2) = \begin{cases} 
[x_1] + [x_2] = [x_1] + [x_2], \\
\text{with probability } p_1p_2, \\
[x_1] + \delta + [x_2] = [x_1] + [x_2] + \delta, \\
\text{with probability } (1 - p_1)p_2 + p_1(1 - p_2), \\
[x_1] + \delta + [x_2] + \delta = [x_1] + [x_2] + 2\delta, \\
\text{with probability } (1 - p_1)(1 - p_2), 
\end{cases} 
\]
= R(x_1) + R(x_2).

For summation of \( N \) terms,
\[
R(R(x_1) + x_2 + \ldots + x_N) = \begin{cases} 
[x_1] + [x_2] + \ldots + [x_N], \\
\text{with probability } p_1p_2\ldots p_N, \\
[x_1] + [x_2] + \ldots + [x_N] + \delta, \\
\text{with probability } (1 - p_1)p_2\ldots p_N \\
+ p_1(1 - p_2)\ldots p_N + \ldots + p_1p_2\ldots(1 - p_N), \\
\vdots \\
[x_1] + [x_2] + \ldots + [x_N] + N\delta, \\
\text{with probability } (1 - p_1)(1 - p_2)\ldots(1 - p_N), 
\end{cases} 
\]
= R(x_1) + R(x_2) + \ldots + R(x_N).

The above relation also holds for subtraction.

\[ \square \]

3. Mathematical Operations in Training NNs

In this section, we will briefly explore the main mathematical operations when training NNs. For details see Higham & Higham (2019). The training procedure is generally divided into three parts: forward propagation, backward propagation and weights updating. For \( m \) training datasets, in the forward propagation, the intermediate variable and the output of the \( i \)th layer, \( Z[i] \) and \( A[i] \in \mathbb{R}^{n_i \times m} \), respectively, are computed using
\[
Z[i] = W[i]A[i-1] + b[i], \quad A[i] = \sigma(Z[i]),
\]
where \( n_i \) denotes the number of neurons for the \( i \)th layer, \( \sigma \) indicates the activation functions, \( W[i] \in \mathbb{R}^{n_i \times n_{i-1}} \) and \( b[i] \in \mathbb{R}^{n_i \times m} \) denote the weights and biases matrix, respectively. In the backward propagation, the parameters’ gradients are computed with respect to the cost function, that is \( \frac{\partial J}{\partial W[i]} \) and \( \frac{\partial J}{\partial b[i]} \). Here, a binary cross-entropy loss function is considered as the cost function, given by
\[
J(A[l], Y) = \frac{1}{m} \sum_{j=1}^{m} L_j(a_j, y_j), \\
L_j(a_j, y_j) = -y_j \log(a_j) - (1 - y_j) \log(1 - a_j),
\]
where \( y_j \) is the observed value of the \( j \)th training dataset and \( a_j \) refers to the output of an \( l \)-layer NN for the \( j \)th dataset in \( A[l] \). For a two-layer NN, we have
\[
\frac{\partial J}{\partial W[2]} = \frac{\partial J}{\partial A[2]} \frac{\partial A[2]}{\partial Z[2]} \frac{\partial Z[2]}{\partial W[2]}, \\
\frac{\partial J}{\partial b[2]} = \frac{\partial J}{\partial A[2]} \frac{\partial A[2]}{\partial Z[2]} \frac{\partial Z[2]}{\partial b[2]}.
\]

If the sigmoid activation function is applied in the second layer, these two derivatives can be simplified as
\[
\frac{\partial J}{\partial W[2]} = \frac{1}{m} (A[2] - Y) A[1], \quad (7a) \\
\frac{\partial J}{\partial b[2]} = \frac{1}{m} \sum_{j=1}^{m} (A[2] - Y). \quad (7b)
\]

Further, \( \frac{\partial J}{\partial W[1]} \) and \( \frac{\partial J}{\partial b[1]} \) can be calculated accordingly. Finally, the parameters for the \( k \)th iteration in the gradient descent method are updated as follows:
\[
W[k] = W[k-1] - \alpha \frac{\partial J}{\partial W[k-1]}, \quad b[k] = b[k-1] - \alpha \frac{\partial J}{\partial b[k-1]}, \quad (8)
\]
where \( \alpha \) indicates the learning rate, that can be considered as a hyperparameter. Overall, the main mathematical operations in training NNs are matrix multiplication, summation and subtraction.

4. Numerical Experiments

In this section, all the rounding modes are studied and compared on dot product operation. Next, we train NNs using limited precision with different rounding modes. It should be noted that all the experiments are done with fixed-point numbers using Matlab, but the method is general and can be repeated for other NNs and software. Because the fixed-point computation and rounding are done in software, the computation speed is hard to estimate, only the accuracy and convergence rate will be studied.

4.1. Dot Product Computation with Limited Precision

Similar as Gupta et al. (2015, Section 3.2), for the multiply and accumulate operation, rounding is applied after the accumulation of all the sums. To avoid overflow problems, rounding in (7a) is applied after the division over the total number of datasets. In matrix multiplication, each entry in the resulting matrix is the dot product of a row in the first matrix and a column in the second matrix. For two vectors \( x, y \in \mathbb{R}^{N} \), we have
\[
R\left( \frac{R(x) \cdot R(y)}{N} \right) = R\left( \frac{R(x_1)R(y_1) + R(x_2)R(y_2) + \ldots + R(x_N)R(y_N)}{N} \right),
\]
Table 2. Sum of the absolute bias $|B|$ and number of zeros $N_z$ of RN, CSR and RR for computing dot products, over the total number of dot product operations ($N_{\text{max}}$), where $N$ is the number of elements in $x$ and $y$. Largest values of $|B|$ and smallest values of $N_z$ are marked in bold.

| $N$     | 100   | 200   |
|---------|-------|-------|
| $N_{\text{max}}$ |       |       |
|         | 1000  | 2000  | 3000  | 4000  | 1000  | 2000  | 3000  | 4000  |
| RN      | 5.0   | 10.2  | 15.2  | 20.6  | 3.6   | 7.2   | 10.9  | 14.6  |
| CSR     | 7.4   | 14.7  | 22.2  | 29.6  | 5.3   | 10.6  | 15.7  | 21.2  |
| RR      | **12.2** | **24.0** | **35.7** | **47.9** | **9.4** | **18.5** | **27.6** | **36.8** |
| $N_z$   |       |       |       |       |       |       |       |       |
| CSR     | 132   | 268   | 393   | 520   | 198   | 400   | 592   | 768   |
| RR      | **50** | **85** | **131** | **182** | **64** | **121** | **187** | **244** |

where $N$ is the number of elements in $x$ and $y$. To simulate the influence of zeros of matrix multiplication in training NNs, $x$ and $y$ are generated using a random number generator, where $x$ and $y$ are uniformly distributed in $[-\frac{\delta}{2}, \frac{\delta}{2}]$ and $[0,10]$, respectively. All the numbers are represented using fixed-point representation, with 16-bit word (16W) length, 8-bit fractional (8F) length and 1-bit for the sign.

Table 2 shows the sum of absolute bias $|B|$ and the total number of zeros ($N_z$) over the total number of dot product operations ($N_{\text{max}}$), where the largest value of $|B|$ and smallest $N_z$ are marked in bold. It can be observed that the smallest bias and largest number of zeros are always obtained by RN, while the largest bias and smallest number of zeros are always achieved by RR. CSR is in between these two methods. Based on these observations, RR may lead to the fastest convergence speed, while RN may result in the slowest convergence speed in training NNs.

4.2. Training NNs using Limited Precision

In this section, a two-layer NN is trained with limited precision using the MNIST database. The MNIST is a large database of 10 handwritten digits (from 0 to 9), containing 60,000 training images and 10,000 test images. In the numerical experiments, a binary classification problem is considered. The NNs will be trained on two sets of data. The first set of data is comprised of digits 6 and 9, resulting in 11,867 training images and 1,967 testing images. The second one contains digits 3 and 8, resulting in 11,982 training images and 1,984 testing images. Similarly as in the paper from Gupta et al. (2015), the pixel values are normalized to $[0,1]$. A two-layer NN is built with ReLu activation function in the hidden layer and sigmoid activation function in the output layer. The hidden layer contains 100 units. In the backward propagation, a binary cross-entropy loss function is optimized using the batch gradient descent method. The weights matrix ($W$) is initialized based on Xavier initialization (Glorot & Bengio, 2010) and the bias ($b$) is initialized as a zero matrix. The learning rate is $\alpha = 0.1$ in (8).
A Simple and Efficient Stochastic Rounding Method for Training Neural Networks in Low Precision

Figure 2. Digits 6 and 9: Training error (left) and testing error (right) of the NN trained using fixed-point numbers with 16W and 10F using RN, CSR and RR; the blue solid baseline is obtained by single-precision computation in both figures.

Figure 3. Digits 6 and 9: Training error (left) and testing error (right) of the NN trained using fixed-point numbers with 16W and 8F using RN, CSR and RR; the blue solid baseline is obtained by single-precision computation in both figures.

computation for all the rounding modes in Figure 2. The single-precision float baseline obtains a test error of 1.12% after 30 training epochs. The test errors obtained by RN and CSR are 0.92%, resulting in a slightly higher classification accuracy than single-precision computation, while the test error achieved by RR is 0.86%. In Figure 2, it can be seen that the convergence speed is decreasing with increasing number of zeros in the matrix multiplications during the parameter updating procedure. As it is expected in Section 4.1, RN leads to the slowest convergence speed among all the rounding modes, while RR is fastest. Comparing Table 2 and Figure 2, it can be seen that the convergence speed increases when $N_z$ decreases.

Similar simulations are done with the fractional length reduced to 8 bits, while the word length is kept at 16 bits. Figure 3 shows the training error and testing error of the NNs. Again, the training and predicting accuracy of single-precision computation are preserved by all the rounding modes. However, the convergence rate of RN is strongly decreased compared to single precision. Again, RR is fastest. Further, the NN trained using RR provides a testing error of 0.76% after 9 training epochs, while the NN trained using CSR achieves the same testing error after 30 training epochs. Overall, RR achieves the NN with fastest convergence rate and higher training accuracy than that obtained by single precision.

To investigate the validity of our observations, we have repeated the training process on the MNIST dataset with labels 3 and 8, while all other parameters are kept the same. Figure 4 shows training and testing errors of the NNs trained using fixed-point numbers with 16W and 8F. The baseline of testing error obtained by single-precision computation is 5.44%, represented by the blue solid line. From Figure 4, a large degradation from the single-precision baseline can be
Figure 4. Digits 3 and 8: Training error (left) and testing error (right) of the NNs trained using fixed-point numbers with 16W and 8F using RN, CSR and RR; the blue solid baseline is obtained by single-precision computation in both figures.

Figure 5. Digits 3 and 8: Predicting outputs of the NNs trained using single-precision computation (a), 16W8F fixed-point numbers that are rounded using RN (b), CSR (c) and RR (d), after 30 training epochs.

observed in both convergence rate and classification accuracy, when RN is applied. As stated by Höhfeld & Fahlman.
16W8F fixed-point numbers with RN (Figure 5b), CSR (Figure 5c) and RR (Figure 5d), after 30 training epochs. The predicted outputs of the NN trained using CSR are very similar to those obtained by single-precision computation (as shown in Figure 4). The predicted outputs of the NN trained using RR provides even better information than single-precision computation.

It turns out that zero rounding bias may not be necessarily required in training NNs. A large probability of rounding numbers to zero generally leads to larger degradation in classification accuracy and slower convergence rate. It may also cause the output of NNs to be biased, see, e.g., Figure 5. RN provides NNs with similar accuracy as CSR and RR, when the rounding precision is small enough, see, e.g., Figure 2. Furthermore, similarly as in the paper of Gupta et al. (2015), a further reduction in precision will make all the rounding modes fail to capture the gradient information during the parameter updating procedure. Generally, RR achieves the NNs with the highest classification accuracy and fastest convergence rate (at least twice faster than CSR). Moreover, RR may be a better option than CSR in hardware implementation, since it uses a constant rounding probability, compared to the linear relation in CSR.

5. Conclusion

Rounding is an essential step in many computations; round-off errors are unavoidable. In the training of neural networks (NNs) with limited precision, deterministic rounding methods generally suffer from the loss of gradient information, while conventional stochastic rounding (CSR) captures part of the gradients. In this paper, we propose an improved stochastic rounding method named Random Rounding (RR). RR applies a constant rounding probability, that may simplify the hardware implementation compared to CSR.

Numerical experiments have been performed in dot product operations and show that fewer numbers are rounded to zeros in RR. Further, low-precision fixed-point computations have been applied to train NNs with different rounding modes for binary classification problems. It has been shown that RR achieves NNs with 16-bit fixed-point representations that can provide higher classification accuracy and faster convergence rate than those using rounding-to-the-nearest, CSR and single-precision floating-point computation. Due to the fixed probability to round numbers in RR, the computational complexity is low.

The potential of RR in other areas is still to be studied. Further study may focus on the training of conventional NNs for multi-class classification problems and exploring the maximum allowable rounding bias in training NNs. The influence of RR on different optimization methods is also to be studied.
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