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We present a novel analytical method for calculating the spectral function and the density of states in speckle potentials, valid in the semiclassical regime. Our approach relies on stationary phase approximations, allowing us to describe the singular quantum corrections at low energies. We apply it to the calculation of the spectral function and the density of states in one and two-dimensional speckle potentials. By connecting our results with those of previous work valid in the high energy sector, we end up with a consistent description of the whole energy spectrum, in good agreement with numerical simulations.
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I. INTRODUCTION

Anderson localization, the absence of wave diffusion due to destructive interference between partial waves multiply scattered by a disordered potential, has been observed in a number of experiments involving atomic matter waves quasi-periodically kicked by laser pulses or subjected to one-dimensional 1D and three-dimensional 3D quenched speckle potentials, as well as ultrasound waves in 3D disordered dielectric media. In cold-atom setups, the control of atom-atom interactions (through, e.g., Feshbach resonances) together with a weak coupling to the environment constitute precious assets for the observation of interference effects in disorder. Furthermore, atom-optics experiments offer the possibility to directly probe localization phenomena inside the atomic system, as well as to follow their evolution in the course of time.

If atoms are injected into a disordered potential with an initial momentum \( \mathbf{k} \), they no longer have a well-defined energy \( \epsilon \) but rather an energy distribution called the spectral function, denoted by \( A_k(\epsilon) \). The spectral function thus defines a quasi-particle, and generally speaking, can provide important physical insights to the complex problem of disorder scattering even without the knowledge of the system’s eigenstates. Even more, it turns out that to achieve a quantitative understanding of cold-atom experiments in speckle potentials and in particular to properly characterize Anderson localization, a good knowledge of the spectral function is crucial. Indeed, when disorder is strong enough the spectral function is broad, which can have important consequences for the global motion of an atomic cloud. For instance, a cloud of atoms that are individually diffusive may exhibit a global sub-diffusive behavior as a result of the superposition of the various energy-dependent atomic diffusion coefficients, thus mimicking the onset of localization. Furthermore, even if the cloud contains localized atoms, usually a finite part of it remains diffusive and a precise characterization of the spectral function is then required in order to pinpoint the location of the mobility edge. Related to the spectral function, the density of states (DoS) in strong speckle potentials is also poorly understood. This question is however essential as the DoS plays a central role in atomic physics, in particular in the discussion of phases of interacting bosons.

Despite its importance, the calculation of the spectral function of speckle potentials in the strong disorder regime has been little addressed, the main difficulty stemming from the inapplicability of weak-disorder approximations in this regime. Recently however, a systematic semiclassical expansion of the spectral function around the classical solution has been proposed. Although successful in the large-energy sector, the approach fails at capturing the singular quantum corrections at low energies. As far as the DoS is concerned, important progress has been recently accomplished by Falco et al., who used a classical approximation for describing high energies in speckle potentials. Again however, this approach remains inaccurate to capture the low-energy sector. As a matter of fact, the difficulty of treating low energies in speckle potentials lies in the singular nature of quantum corrections in this region of the spectrum. Such singular corrections are absent for Gaussian random potentials frequently used in condensed-matter physics. To our knowledge, they have not been described yet.

In this paper, we calculate the spectral function and the density of states in one (1D) and two-dimensional (2D) speckle potentials, making use of a semiclassical approach based on stationary phase approximations, thereby allowing for a non-analytic perturbation expansion in \( \hbar \). Our theoretical predictions are in good agreement with exact numerical simulations in the low-energy sector where quantum corrections are singular. By connecting our results with those of Falco et al., we eventually end up with a consistent description of the whole energy spectrum. Section II is devoted to the definition of the relevant quantities and to a discussion of the results previously obtained. Our semiclassical approach is also introduced and discussed. In Sec. III, we derive important statistical properties of 1D speckles needed to implement our semiclassical theory. Results for the 1D spectral function and DoS are presented in Sec. IV and the approach is then extended to the 2D case in Secs. V and...
VI. In Sec. VII we finally summarize our findings and discuss some open questions.

II. DEFINITIONS AND METHODS

A. Framework

We consider a cloud of non-interacting atoms of mass \( m \), subjected to a random potential \( V(r) \). Its dynamics is governed by the Hamiltonian

\[
H = \frac{p^2}{2m} + V(r),
\]

where \( p = -i\hbar \nabla \). The coordinate vector \( r \in [0, L]^d \) lies in a \( d \)-dimensional cubic volume of linear size \( L \) that we will eventually make tend to infinity. In the following, averaging over the random potential will be indicated by an overline: \( \langle \ldots \rangle \). In practice, speckle potentials are obtained by transmission or reflection of a laser through a rough plate. The resulting potential \( V(r) \) felt by atoms subjected to this light is proportional to the square of a complex Gaussian field \([20]\), with a sign that depends on the laser detuning with respect to the considered two-level transition. This potential has the following on-site distribution:

\[
P[V(r)] = \frac{1}{V_0} \theta(\pm V(r)) \exp \left[ \frac{\mp V(r)}{V_0} \right] ,
\]

where \( \theta(\ldots) \) is the Heaviside step function. The disorder strength \( V_0 > 0 \) enters both the average \( \overline{V(r)} = \pm V_0 \) and the variance \( \overline{V(r)^2} - \overline{V(r)}^2 = V_0^2 \). In Eq. (2), the upper sign refers to a blue-detuned speckle potential, bounded by zero from below, and the lower sign to a red-detuned speckle potential, bounded by zero from above. Another quantity that we will frequently encounter in the following is the two-point correlation function \( \overline{V(r)V(r')} - \overline{V(r)}^2 \). For the isotropic speckles considered in this paper, the two-point correlation function depends only on \( |r - r'| \). It decays over a typical distance \( \sigma \), referred to as the correlation length \([20]\). \( \sigma \) defines an important characteristic energy scale, the so-called correlation energy \([22]\):

\[
E_\sigma = \frac{\hbar^2}{m \sigma^2}.
\]

The two-point correlation function can take various forms depending on the experimental setup \([20]\). The approach developed in this paper in principle applies to any shape of the correlation function, but the results for the spectral function and the DoS turn out to very weakly depend on it, provided the proper value of \( \sigma \) is chosen. Consequently, for definiteness we will only consider the Gaussian case in the following:

\[
\overline{V(r)V(r')} - \overline{V(r)}^2 = V_0^2 \exp \left( -\frac{|r - r'|^2}{2\sigma^2} \right).
\]

As an example, we show in Fig. 1 a numerical disorder realization of both a blue and a red-detuned 1D speckle potential. To generate these realizations, we use a numerical procedure that precisely describes the experimental scenario: we first generate a spatially uncorrelated complex random Gaussian field in Fourier space, simulating the transmission through the rough plate. This field is then multiplied by a proper cut-off function – physically describes the shape of the plate – which we take Gaussian to reproduce the two-point correlation function \([1]\). Finally, (the opposite of) the modulus square of the field in coordinate space gives the blue-(red-)detuned speckle potential visible in the observation plane \([20]\).

B. Definitions, semiclassical regime

The figure of merit of this paper is the spectral function, defined as

\[
A_k(\epsilon) = \frac{1}{L^d} \text{Tr} \left( \frac{\epsilon}{\hbar} - H \right) |k|.
\]

Physically, the spectral function is the probability density for a plane-wave \( |k| \) to have energy \( \epsilon \) in the potential \( V(r) \). At vanishing disorder, the spectral function is a Dirac delta function centered at energy \( \hbar^2 k^2 / 2m \). Upon increasing the disorder, this peak acquires a finite width and, at strong disorder, starts to develop intriguing structures that we wish to explore. Introducing the Fourier representation of the Dirac delta function in Eq. (5), it follows that

\[
A_k(\epsilon) = \int_{-\infty}^{\infty} \frac{dt}{2\pi\hbar} e^{i\epsilon t / \hbar} \frac{e^{-iHt/\hbar}}{|k|}.
\]

FIG. 1. (Color online) Numerical realizations of a red- (left) and a blue-detuned (right) 1D speckle potential. The on-site distribution is given by Eq. (2) and the two-point correlation function by Eq. (4). The procedure used to numerically generate the speckle is explained in the main text.
There are several energy scales in the problem: \( E, E_\sigma, V_0 \), and only their ratio matter. Of special importance is the parameter

\[
\eta = \frac{V_0}{E_\sigma} = \frac{m \sigma^2 V_0}{\hbar^2}.
\]

In this paper, we focus on the so-called semiclassical regime characterized by the condition \[17\] \[18\]

\[
\eta \gg 1.
\]

This inequality has a simple interpretation: \( \sqrt{\eta} \) is the ratio of the disorder correlation length \( \sigma \) to the de Broglie wavelength of a particle with energy \( V_0 \), so that, in the semiclassical regime, the quantum particle can resolve all the potential fluctuations. Alternatively, a quantum particle with energy \( V_0 \) encountering a potential barrier of height \( V_0 \) and thickness \( \sigma \) will have a vanishingly small probability \( \exp(-\sqrt{\eta}) \) to tunnel through it, making the dynamics almost classical.

In the deep semiclassical limit \( \eta \to \infty \), the noncommutation between position and momentum can be neglected, so that \( \langle k | e^{-iHt / \hbar} | k \rangle \approx e^{-i\eta k^2 t / 2m} e^{-iV(r) t / \hbar} \) and Eq. (6) yields

\[
A_k^\dagger(\epsilon) = \int_{-\infty}^\infty \frac{dt}{2\pi \hbar} e^{i(\epsilon - \epsilon_k) t / \hbar} = P(\epsilon - \epsilon_k),
\]

where \( \epsilon_k = \hbar^2 k^2 / (2m) \) and \( P(\epsilon) \) is the on-site potential distribution [Eq. (3)]. In the classical limit, the spectral function thus mimics the on-site distribution \[17\] \[17\].

With this result in hand, the classical DoS then follows from Eq. (7):

\[
\nu^\dagger(\epsilon) = \int_0^\infty d\epsilon_k V_0(\epsilon_k) P(\epsilon - \epsilon_k),
\]

where \( V_0 \) is the free-space DoS \[17\] \[18\].

**C. Smooth quantum corrections**

For both the spectral function and the density of states, it is possible to calculate the smooth quantum corrections to the classical limits \[10\] and \[11\] from an analytic expansion in \( \hbar \). The calculation of the first quantum correction has been recently carried out in \[17\] in the energy domain from Wigner-Weyl formalism \[23\]. The calculation is also possible in the time domain from an expansion of the evolution operator, as we show in Appendix A. In any dimension \( d \), either of the two approaches leads to

\[
A_k(\epsilon) = \int_{-\infty}^\infty \frac{dt}{2\pi \hbar} e^{i(\epsilon - \epsilon_k) t / \hbar} \times \left[ 1 + \frac{d \epsilon_k^2 E_\sigma / \hbar^3}{12(1 \pm iV_0 / \hbar)} + \frac{t^4 V_0^2 E_\sigma / \hbar^4}{12(1 \pm iV_0 / \hbar)} \epsilon_k \right],
\]

with again the \( + \) (\(-\)) sign for the blue-(red-)detuned speckle. As was noticed in \[17\], Eq. (12) is correct only at large energies. For \( k = 0 \), this can be readily seen from the observation that the first quantum correction term should remain small for the perturbation theory to be valid. This term is of the order of \( \epsilon^4 \)\( V_0^2 E_\sigma / \hbar^4 \approx (t / \hbar)^2 V_0^2 / \eta \). It is useful to define the natural frequency unit in this context:

\[
\omega_0 = \sqrt{\frac{V_0}{m \sigma^2}} = \frac{V_0}{\hbar^3 \sqrt{\eta}},
\]

which is the typical oscillation frequency in a potential well of height \( V_0 \) and size \( \sigma \). The condition of validity of Eq. (12) simply reads \( \omega_0 t \ll 1 \). The Fourier integral over time is then well approximated if:

\[
\epsilon \gg \hbar \omega_0 = \frac{V_0}{\sqrt{\eta}}.
\]

If one performs the Fourier integral in Eq. (12) at energies smaller than \( V_0 / \sqrt{\eta} \), the failure of the perturbation expansion manifests itself as unphysical singularities (delta functions and derivatives). One should then resort to another approach, which is the object of the next section. In fact, as noted in \[17\], for speckle potentials the low-energy region is non trivial. While the classical spectral function, Eq. (10), has a discontinuity at \( \epsilon = -\epsilon_k \), the exact spectral function is widely different: for a blue-detuned speckle, it rigorously vanishes below \( \epsilon = 0 \) and, for \( k = 0 \), it rapidly increases between \( \epsilon = 0 \) and \( \epsilon \sim V_0 / \sqrt{\eta} \). These difficulties are absent for Gaussian potentials \[17\].

**D. Treatment of low energies**

1. Harmonic-oscillator approximation

We now would like to describe the quantum corrections to the classical limit in the low-energy region \( \epsilon \sim V_0 / \sqrt{\eta} \) for speckle potentials. For this purpose, we propose an approach inspired of Gutwiller theory \[24\], for which we here sketch the essential ideas. The starting point is the Van Vleck form of the propagator, valid in the semiclassical regime \[25\] \[26\]:

\[
\langle \mathbf{r} | e^{-iHt / \hbar} | \mathbf{r}' \rangle \simeq \sum_\alpha \langle \ldots | e^{iS^\alpha(\mathbf{r}, \mathbf{r}', t) / \hbar},
\]

where the sum runs over classical trajectories leading from \( \mathbf{r}' \) to \( \mathbf{r} \) during the time span \( t \). \( S^\alpha(\mathbf{r}, \mathbf{r}', t) \) is the classical action associated with the classical trajectory \( \alpha \). We do not give the expression of the prefactors here. Their exact value is not important for the present preliminary discussion, where we remain at a qualitative level and want only to discuss which classical trajectories give the most important contributions. The sum over all classical trajectories is a very complicated one, obviously different for each disorder realization, making the averaging
a priori rather complex. One can nevertheless envision that the statistical properties of the potential may have a strong influence. For a blue-detuned speckle at low energy, there will be essentially short trajectories trapped in the potential wells, so that it is easy to understand that the peculiar distribution of energy minima will play a crucial role.

The spectral function is related to the propagator (15) through the relation

\[ A_k(\epsilon) = \int \frac{dt}{2\pi\hbar} \int \frac{d^d r}{L^d} e^{i\epsilon t / \hbar - ik \cdot \Delta r} \langle r | e^{-iHt / \hbar} | r' \rangle, \]

where \( \Delta r = r - r' \). The integral over time can be performed by a stationary phase approximation, which restricts the contributing classical trajectories to those with energy \( \epsilon \) [29]. At the low energies \( \epsilon < \hbar \omega_0 \) we are targeting, such classical trajectories lie in potential wells (resp. inverted potential wells) for blue-detuned (resp. red-detuned) speckles. We propose to approximate these wells by independent harmonic oscillators [30]. Under this approximation, the stationary phase approximation becomes exact so one can simply replace the propagator (15) by the known propagator of an harmonic oscillator (resp. inverted harmonic oscillator) [30],

\[ \langle \psi | \psi \rangle \rightarrow \frac{\rho}{\sqrt{\pi}} \exp \left( -\frac{\epsilon}{\epsilon_n} \right), \]

where \( \rho \) is the average density of potential minima. Calculation of the distribution \( P(V_i, \omega_i) \) will be the object of Sec. III. Note Eq. (18) is only justified if a typical harmonic well accommodates many states. In the semiclassical regime [9], this is indeed the case: as the typical frequency of the oscillator will be \( \omega_0 \) and the typical depth of a potential well \( V_0 \), the number of states contained in the well is \( \sim V_0 / \hbar \omega_0 = \sqrt{\pi} \gg 1 \).

2. Blue-detuned speckle

Within the harmonic oscillator approximation described above, Eq. (16) simply reduces to a sum of spectral functions of infinitely many random harmonic oscillators \( i \) whose minima \( V_i \) are centered at \( r_i \). For the case of a 1D, blue-detuned speckle potential, this reads

\[ A_k(\epsilon) \approx \frac{1}{L} \sum_{x_i} \sum_{n=0}^{\infty} |\psi_{i_n}^i(k)|^2 \delta(\epsilon - \epsilon_n^i), \]

where \( \psi_{i_n}^i(k) \) is the eigenfunction of the 1D \( i \)th oscillator in \( k \) space:

\[ \psi_{i_n}^i(k) = \frac{(2\pi)^{1/2}}{\sqrt{n!}} \left( \frac{\hbar}{\pi \omega_i} \right)^{1/4} e^{-\frac{\hbar k^2}{2 \pi \omega_i} + i k x_i} H_n \left( \sqrt{\frac{\hbar k^2}{m \omega_i}} \right), \]

normalized according to \( \int dk / (2\pi) |\psi_{i_n}^i(k)|^2 = 1 \) and with associated eigenenergy \( \epsilon_n^i = V_i + \hbar \omega_i (n + 1/2) \).

We now make use of the assumption that the harmonic wells are statistically independent, which allows us to take the sum over \( x_i \) out of the disorder average. The latter is then over the random frequency \( \omega_i \) and the potential minimum \( V_i \) of a single oscillator only. By introducing the joint distribution \( P(V_i, \omega_i) \) of these two random variables, we rewrite Eq. (17) as

\[ A_k(\epsilon) = \rho \sum_{n=0}^{\infty} \int dV_i d\omega_i |\psi_{i_n}^i(k)|^2 \delta(\epsilon - \epsilon_n^i), \]

3. Red-detuned speckle

For the red-detuned speckle potential, we proceed similarly. The potential wells which can accommodate an harmonic series of bound states have energy minima typically of the order of \(-V_0\), that is in a range where the classical approximation works well (see below). In contrast, we are interested in the energy range around \( E = 0 \), near the maximum allowed potential, and it is the potential maxima which are relevant. We thus make use of an inverted harmonic-oscillator approximation. In this case however, the representation (17) of the spectral function is not convenient due to the continuous nature of the spectrum of the inverted harmonic oscillator [31]. We therefore prefer to work in the time domain, using formulation (6) for the spectral function (written for a 1D speckle):

\[ A_k(\epsilon) \approx \rho \int_{-\infty}^{\infty} \frac{dt}{2\pi\hbar} e^{i\epsilon t / \hbar} \langle k | e^{-iH_{\text{IHO}}t / \hbar} | k \rangle, \]

where \( H_{\text{IHO}} = p^2 / (2m) - V_i - m\omega_i^2 (x - x_i)^2 / 2 \). The 1D inverted harmonic-oscillator propagator in \( k \) space is given by [30]

\[ \langle k | e^{-iH_{\text{IHO}}t / \hbar} | k \rangle = 2\pi e^{iV_0 t / \hbar} \sqrt{\frac{i\hbar}{2\pi m \omega_i \sin(\omega_i t)}} \exp \left\{ \frac{i \hbar k^2}{2m \omega_i} \left[ \coth(\omega_i t) - \frac{1}{\sin(\omega_i t)} \right] \right\}. \]

The disorder average is then carried out as in Eq. (18), by averaging over \( V_i \) and \( \omega_i \) with the help of the joint distribution \( P(V_i, \omega_i) \). By “returning” the potential \( V(x) \rightarrow -V(x) \), we are back to the blue-detuned potential so the joint distribution of the maxima \( P_{\text{red}}(V_i, \omega_i) \) is nothing but the joint distribution \( P_{\text{blue}}(V_i, \omega_i) \) for the minima of a blue-detuned speckle. This symmetry also implies that the density of maxima for a red-detuned speckle is equal to the density of minima \( \rho \) for a blue-detuned speckle.

Note that, in principle, one could use the propagator of the harmonic oscillator in the time domain for calculating the spectral function of the blue-detuned speckle potential as well. This approach turns however inadequate due to the presence of an infinite number of singularities – when \( \omega_i t \) is an integer multiple of \( \pi \) – arising in the time integral over the propagator.
III. STATISTICS OF 1D SPECKLE POTENTIALS

A. Joint distribution \( P(V_i, \omega_i) \)

In this section, we calculate the joint probability distribution \( P(V_i, \omega_i) \) discussed above. From here on we drop the subscript \( i \) and merely write \( P(V, \omega) \) to lighten the notation. We derive it for the blue-detuned speckle potential, for which it corresponds to the joint probability of minima and potential curvature around minima.

The distribution \( P(V, \omega) \) is closely related to the joint, conditional probability distribution \( P(V(x), V''(x)|V'(x) = 0, V''(x) > 0) \) of \( V(x) \) and its second derivative \( V''(x) \) given that \( V'(x) = 0 \) and \( V''(x) > 0 \), that we propose to calculate first. From here on we use the following abbreviated notation for the potential and its derivatives at point \( x \):

\[
V \equiv V(x), \quad V_x \equiv V'(x), \quad V_{xx} \equiv V''(x).
\] (21)

The above distribution follows from

\[
P(V, V_{xx}|V_x = 0, V_{xx} > 0) = N \times \lim_{V_x \to 0} \frac{P(V, V_x, V_{xx})}{P(V_x)}.
\] (22)

The numerical constant \( N \) that appears in Eq. (22) stems from the fact that only positive curvatures are selected on the left-hand side, whereas on the right-hand side all possible values are understood. It will be later determined from the normalization condition. In order to compute the joint distribution \( P(V, V_x, V_{xx}) \), we follow Goodman [20] and write the potential as

\[
V = \Re(x)^2 + \Im(x)^2.
\] (23)

Up to a constant multiplicative factor, \( \Re(x) \) and \( \Im(x) \) respectively describe the real and imaginary part of the laser electric field at point \( x \), from which the speckle potential \( V \) is built on. As for the potential, we introduce the following short-hand notations

\[
\Re \equiv \Re(x), \quad \Re_x \equiv \Re'(x), \quad \Re_{xx} \equiv \Re''(x)
\]

\[
\Im \equiv \Im(x), \quad \Im_x \equiv \Im'(x), \quad \Im_{xx} \equiv \Im''(x).
\] (24)

The motivation for introducing the fields \( \Re \) and \( \Im \) is that they are independent Gaussian variables with zero mean and equal variance [20]. Their derivatives are likewise Gaussian, since any linear transformation of a Gaussian retains Gaussian statistics. They also have a zero mean. As a consequence, the six random variables of interest obey the multi-dimensional Gaussian distribution

\[
P(\Re, \Im, \Re_x, \Im_x, \Re_{xx}, \Im_{xx}) = \frac{e^{-\mathbf{u}^T C^{-1} \mathbf{u} / 2}}{8 \pi^3 \sqrt{\det(C)}},
\] (25)

where \( \mathbf{u} \) is a row vector with entries \( (\Re, \Im, \Re_x, \Im_x, \Re_{xx}, \Im_{xx}) \), and \( C \) is the covariance matrix

\[
C = \begin{pmatrix}
\Re \Re_x \Re_{xx} & \Re \Im_x \Re_{xx} & \Im \Re_x \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Im_{xx} \Re_{xx} & \Im \Re_{xx} \Re_{xx} \\
\Im \Re_x \Re_{xx} & \Im \Im_x \Re_{xx} & \Re \Re_x \Im_{xx} & \Re \Re_{xx} \Im_{xx} & \Re \Re_{xx} \Im_{xx} & \Re \Re_{xx} \Im_{xx} \\
\Re \Re_{xx} \Re_{xx} & \Re \Im_{xx} \Re_{xx} & \Im \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Im_{xx} & \Re \Re_{xx} \Im_{xx} \\
\Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} \\
\Im \Re_{xx} \Re_{xx} & \Im \Re_{xx} \Re_{xx} & \Im \Re_{xx} \Re_{xx} & \Im \Re_{xx} \Re_{xx} & \Im \Re_{xx} \Re_{xx} & \Im \Re_{xx} \Re_{xx} \\
\Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx} & \Re \Re_{xx} \Re_{xx}
\end{pmatrix}
\]

The entries of this matrix can be explicitly calculated for a blue-detuned speckle potential. This yields

\[
F(x - x') = \frac{1}{2} \sqrt{V(x)V'(x') - V(x')^2}.
\] (26)

We then introduce in Eq. (25) the change of variables

\[
\Re = \sqrt{V} \cos \theta, \quad \Im = \sqrt{V} \sin \theta,
\] (27)

from which we calculate the distribution \( P(V, V_x, V_{xx}, \theta, \theta_x, \theta_{xx}) \), with a corresponding Jacobian equal to \( 1/8 \). By explicitly evaluating the entries of the \( C \) matrix for the Gaussian correlation function [4] and calculating the remaining integrals over \( \theta, \theta_x \) and \( \theta_{xx} \) with Mathematica [21], we find

\[
P(V, V_x, V_{xx}) = \frac{\sigma^4}{4 \sqrt{2 \pi V_0^3}} \left( 2 V^2 + 16 V_{xx} \sigma^2 + (V_x^2 - 2 V V_{xx})^2 \sigma^4 / V_0^3 \right) \times \left\{ I_{-1/4} \left[ (V_x^2 - 2 V V_{xx})^2 \sigma^4 / 16 V_0^3 \right] + I_{1/4} \left[ (V_x^2 - 2 V V_{xx})^2 \sigma^4 / 16 V_0^3 \right] \right\} \right) \sqrt{\left( -V_x^2 + 2 V V_{xx} \right) / V}.
\] (28)

where \( I_{1/4} \) and \( I_{-1/4} \) are the modified Bessel functions of the first kind. Note that this expression is valid only when \( V_x^2 - 2 V V_{xx} < 0 \), a condition fulfilled since only minima of the potential are considered [22]. The distribution \( P(V, V_x, V_{xx}) \) is regular with respect to the limit \( V_x \to 0 \). In Eq. (22), we can thus take this limit separately in numerator and denominator, reducing the latter to a numerical constant which can be absorbed in the normalization prefactor \( N \).

From the joint distribution [28], we are now in position to access the probability \( P(V, V_{xx}|V_x = 0, V_{xx} > 0) \) using
By imposing that the distribution is normalized, we find that the distribution is normalized, we

\[ P(V, \omega) \sim \frac{\sqrt{2}}{\pi} \sqrt{\frac{V_0}{V}} \left( \frac{\omega}{\omega_0} \right)^2 e^{-\left( \frac{\pi}{\omega_0} \right)^2}. \]  

(31)

This asymptotic expression shows that most minima lie at very low \( V \ll V_0 \). This phenomenon is ultimately responsible for the sharp behavior of the spectral function at low energy. A broader distribution of energy minima would smooth out all peaks and oscillations in the spectral function and DoS, as visible in Fig. 3 and 4.

**B. Density of minima**

The last unknown quantity is the density of minima \( \rho \). To evaluate it, we follow [34, 35] and consider the general identity

\[ \int dx \delta(V'(x)) f(x) = \sum_n \frac{1}{|V'(x_n)|} f(x_n), \]  

(32)

valid for any function \( f \). The sum is over all point \( x_n \) where \( V'(x) \equiv V_x \) vanishes. If we choose \( f(x) \) to be \( |V''(x)| \equiv |V_{xx}| \), then the integral is equal to the number of points at which \( V_x \) vanishes. This defines the density of extrema per unit length as

\[ \delta(V_x)|V_{xx}|. \]  

(33)

The corresponding density restricted to minima of the potential is

\[ \delta(V_x)V_{xx}\theta(V_{xx}), \]  

(34)

with \( \theta \) the Heaviside function. The disorder-averaged density of minima then reads

\[ \rho = \int dV_x dV_{xx} P(V_x, V_{xx}) \delta(V_x)V_{xx}\theta(V_{xx}). \]  

(35)

Using Eq. (28), we obtain \( \rho = c'/\sigma \), where \( c' \simeq 0.284026 \).

**IV. 1D SPECTRAL FUNCTION AND DOS: RESULTS**

**A. Spectral function for 1D blue-detuned speckles**

We now evaluate the theoretical prediction [18] of the spectral function for 1D, blue-detuned speckle potentials, using Eq. (30) for the joint distribution of minima and curvature around minima. By carrying out the integral over \( \omega_i \) that ranges from 0 to \( \infty \), we find

\[ A_k(\epsilon) = \frac{c'}{\sigma} \sum_n \int_0^\epsilon dV_0 \frac{|\psi_n(k)|^2}{h(n+1/2)} P \left( V_0 \mid \epsilon - V \right) \theta(\epsilon). \]  

(36)

This prediction is shown in Fig. 3 as a function of energy,
B. Density of states for 1D blue-detuned speckles

From definition (7) and Eq. (36), we can compute the DoS for 1D blue-detuned speckles. Carrying out the integral over \( k \), we find

\[
\nu(\epsilon) = \frac{c^2}{\sigma} \sum_n \int_0^\infty dV \frac{1}{\hbar(n+1/2)} P \left( V, \frac{\epsilon - V}{\hbar(n+1/2)} \right) \theta(\epsilon).
\]  

(37)

This prediction is shown in Fig. 4 as a function of energy, for \( \eta = 128 \) (solid red curve), together with the classical limit, Eq. (11) (solid green curve). We have also performed numerical simulations of the DoS, by first computing many spectral functions for \( k \) ranging from 0 to 13\( \sigma^{-1} \) and then summing over \( k \), using a number of grid points between 4000 (at small \( k \)) and 40000 (for the largest \( k \)). These results are shown in Fig. 4 as blue dots. The DoS displays a bump at low energies, which is reminiscent of the narrow peak that shows up in the profiles of the spectral function, see Fig. 3. Indeed, upon increasing \( k \) the peak of the spectral function becomes less and less pronounced but remains at the same energy, which results in a smooth bump after summation over \( k \). As seen in Fig. 4 at low energies numerical results are very well captured by the harmonic-oscillator prediction.

C. Validity of the harmonic-oscillator approximation

A simple argument can be used to estimate the energy range where the harmonic-oscillator approximation is valid. According to the Virial theorem, equipartition between kinetic and potential energy imposes that \( \epsilon_n = m\omega^2 \langle x^2 \rangle_n \) for the mean energy of an eigenstate. In order for the speckle potential to be correctly described by a harmonic-oscillator approximation, all states such that \( \epsilon_n = \epsilon \) in Eq. (17) should have an extension \( \sqrt{\langle x^2 \rangle_n} \) much smaller than the correlation length \( \sigma \), which imposes an upper limit for the energy: \( \epsilon \ll m\omega^2 \sigma^2 \) (in case this condition is not fulfilled, anharmonic terms would
also come into play). As seen in Sec. IIIA, the most likely value of $\omega$ is $\omega_0$, so the condition becomes

$$\epsilon \ll V_0. \tag{38}$$

On the other hand, the classical approximation is expected to describe well the spectral function down to energies of order $V_0/\sqrt{\eta}$ \cite{17}. Therefore, in the region $V_0/\sqrt{\eta} \ll \epsilon \ll V_0$ both the harmonic-oscillator and the classical approximation provide a good description of the spectral function and of the DoS.

Eq. (38) provides a restriction on the high-energy tail of the spectral function $A_k(\epsilon)$ for the latter to be correctly described by our harmonic-oscillator approximation. A similar argument imposes an additional restriction for the momentum $k$. Indeed, equipartition between kinetic and potential energy for the harmonic oscillator also implies

$$\frac{\hbar^2 \langle k^2 \rangle_n}{2m} = \frac{1}{2} m \omega^2 \langle x^2 \rangle_n, \tag{39}$$

where $\langle x^2 \rangle_n$ should be again much smaller than $\sigma$ for the harmonic-oscillator approximation to hold. With $\omega \sim \omega_0$, condition (39) reads

$$\frac{\hbar^2 \langle k^2 \rangle_n}{m} \ll V_0. \tag{40}$$

The contribution of each eigenstate to the sum in Eq. (17), being proportional to $|\psi_n(k)|^2$, the sum is dominated by eigenstates having $\sqrt{\langle k^2 \rangle_n}$ of the order of $k$, such that criterion (40) leads to

$$\epsilon_k \ll V_0. \tag{41}$$

In any case, the harmonic oscillator approximation is a good one in the region $\epsilon, \epsilon_k \sim \hbar \omega_0$ where the quantum corrections are important, while the purely classical result (10) takes over at higher energy $\epsilon, \epsilon_k \sim V_0$.

\section*{D. Spectral function for 1D red-detuned speckles}

For 1D, red-detuned speckle potentials, we make use of the approach explained in Sec. IIID3 to calculate the spectral function. Using Eq. (19) and (20), together with the joint distribution (30) and carrying out the integral over $V$, we find

$$A_k(\epsilon) = \frac{(2\pi)^2 \sigma^4 m^{5/2}}{\sqrt{2} V_0^{5/2}} \int_{-\infty}^{\infty} \frac{dt}{2\pi \hbar} e^{i t / \hbar} \int_0^\infty d\omega \omega^4 \left[ \frac{\eta^2}{4} \left( \frac{m \omega^2 \sigma^2}{2V_0} \sqrt{3 - 2i t V_0 / \hbar} \right)^2 - \frac{\eta^2}{4} \left( \frac{m \omega^2 \sigma^2}{2V_0} \sqrt{3 - 2i t V_0 / \hbar} \right) \right] \exp \left\{ - \frac{ih k^2}{2m \omega \sigma} \left( \coth(\omega t) - \frac{1}{\sh(\omega t)} \right) - \frac{m \omega^2 \sigma^2}{V_0} \right\}. \tag{42}$$

This prediction is shown in Fig. 5 for $k = 0$ (solid red curve), together with the classical limit, Eq. (10) (solid green curve). Both limits are compared with the result of numerical simulations (blue dots) that use a discrete grid of size $L = 200\sigma$ with 4000 grid points, periodic boundary conditions and 50000 disorder realizations. As seen in Fig. 5, the harmonic-oscillator prediction is in good agreement with the numerical results for energies near 0. At smaller energies ($\epsilon \lesssim -V_0$), the description of the speckle potential in terms of inverse harmonic oscillators becomes poor, while the classical limit provides an excellent approximation.

\section*{E. Validity of the inverted harmonic-oscillator approximation}

The breakdown of the inverted harmonic-oscillator approximation at energies $\epsilon \lesssim -V_0$ can be understood from a reasoning on the classical action that appears in Eq. (15). Indeed, for the stationary phase approximation to be valid, the time span $t$ associated with a classical trajectory should be such that the classical action $V_0 t / \hbar$ is large, imposing $t \gg \hbar / V_0$. Energies corresponding to such long times fulfill

$$|\epsilon| \ll V_0. \tag{43}$$

Note that this condition is fully similar to that for blue-detuned speckles, Eq. (38), though it is here deduced from a slightly different argument. Then, the motion of a classical atom of energy $\epsilon = \epsilon_k - m \omega x^2 / 2$ describes well the dynamics in a red-detuned speckle as long as the excursion $x^2$ remains much smaller than $\sigma$, namely as long as $\epsilon_k + |\epsilon| \ll m \omega \sigma^2 / 2$. Since $\omega \sim \omega_0$ and $|\epsilon| \ll V_0$, this leads to

$$\epsilon_k \ll V_0, \tag{44}$$
FIG. 5. (Color online) Spectral function $A_{k=0}(\epsilon)$ as a function of energy in a 1D, red-detuned speckle potential with Gaussian correlation function, for $\eta = 128$. The inverted harmonic-oscillator approximation, Eq. (42), is shown as a solid red curve, and the classical limit, Eq. (10), as a solid green curve. Blue dots are the result of exact numerical simulations.

which is the same validity condition as for blue-detuned speckles.

F. Density of states for 1D red-detuned speckles

We show in Fig. 6 as blue dots the DoS in a 1D, red-detuned speckle potential, computed from numerical simulations where we have summed over 208 spectral functions with $k$ ranging from 0 to $13\sigma^{-1}$, varying the number of grid points from 4000 (for small $k$) to 40000 (for the largest $k$). We also show as the solid green curve the classical prediction (11). As seen in the figure, the latter already provides an excellent description of the exact results. This can be understood qualitatively from the Gutzwiller trace formula [24, 36] which expresses the density of states as the sum of the classical contribution, Eq. (11), and of oscillatory contributions coming from periodic orbits. Around $E = 0$, the periodic orbits in a red-detuned speckle are long ones with characteristic properties (action, period...) which strongly depend on the disorder realization, so that all oscillatory contributions cancel out. This is in stark contrast with the blue-detuned speckle where periodic orbits around $E = 0$ are short orbits trapped in the deep potential minima and collectively contribute to “bumps” in the DoS.

In principle, quantum corrections to the DoS can be obtained from Eq. (42) by evaluating the Fresnel integral over $k$, see Eq. (7). The latter can be performed, but the remaining integral over $t$ displays an ultraviolet divergence. This divergence already appears in the DoS of the inverted harmonic oscillator, for which it originates of the continuous nature of the spectrum. It thus appears that for the DoS of red-detuned speckles, the description of singular quantum corrections requires to go beyond the inverted harmonic-oscillator approximation, a task that we leave for later work.

V. STATISTICS OF 2D SPECKLE POTENTIALS

We now turn to the study of 2D speckle potentials which we aim to describe, at low energies, by a 2D harmonic-oscillator approximation. By analogy with the 1D case, we propose to model the speckle potential around an extremum $V(x_i, y_i)$ by a 2D harmonic oscillator (resp. inverted harmonic oscillator) of the form $+V \pm m\omega_x^2(x - x_i)^2/2 \pm m\omega_y^2(y - y_i)^2/2$ with again the + (resp. −) sign for blue (resp. red)-detuned speckles, with random frequencies $\omega_x$ and $\omega_y$. Such a description requires the preliminary knowledge of the joint probability distribution $P(V, \omega_x, \omega_y)$ of extrema and potential curvature around extrema. Study of this quantity is the object of the present section. We here focus on blue-detuned speckle potentials, and then infer the corresponding distribution for red-detuned speckles by the same symmetry argument as in one dimension.

A. Density of minima at $V = 0$

2D speckle potentials have a important difference with 1D potentials: they present a finite density of points exactly at $V = 0$ [34]. In writing the blue-detuned speckle potential as

$$V(x, y) = \Re(x, y)^2 + \Im(x, y)^2,$$

(45)
these points are minima that correspond to the intersections of the curves $\Re(x, y) = 0$ and $\Im(x, y) = 0$. Before considering the distribution $P(V, \omega_x, \omega_y)$, let us first examine the proportion of minima at $V = 0$ and at $V \neq 0$. To this end, we have numerically computed the integrated density of minima, i.e. the density of minima whose depth is greater than $V$. To distinguish between minima at $V = 0$ and minima at $V \neq 0$, we have exploited the sensitivity (resp. insensitivity) of the minima at $V = 0$ (resp. $V \neq 0$) with respect to a change in the spatial discretization (number of grid points). The results of these simulations are shown in Fig. 7. They have been obtained on a discrete grid of size $L \times L = 400\sigma \times 400\sigma$, by varying the number of grid points between 18000 and 26000 along $x$ and $y$. The discontinuity of the integrated density of minima at $V = 0$ visible in Fig. 7 defines $\rho_0$, the density of minima at $V = 0$. We find that approximately $\rho_0/\rho \sim 65\%$ of all minima lie at $V = 0$ [34]. Note that this result is confirmed by an analytical prediction derived in [34]:

$$\rho_0 = \left[ \frac{-4\pi F(0)}{\nabla^2 F(r)|_{r=0}} \right]^{-1},$$

where $F(r - r') = \sqrt{V(r)V(r') - V(r)}$. For the Gaussian correlation function [4], this explicitly gives $\rho_0 = 1/(4\pi\sigma^2) \approx 0.08/\sigma^2$.

In two dimensions, the majority of minima thus lies at $V = 0$. To keep the discussion and the calculation as simple as possible, as a first approximation, we keep only the minima at $V = 0$ in the 2D semiclassical description. We will discuss the validity of this approximation in Sec. VI A. The joint distribution of interest $P(V, \omega_x, \omega_y)$ reduces to

$$P(V, \omega_x, \omega_y) \simeq P(\omega_x, \omega_y)\delta(V),$$

where $P(\omega_x, \omega_y)$ is the 2D joint distribution of potential curvatures around a minimum $(x_i, y_i)$ where $V(x_i, y_i) = 0$.

**B. Joint distribution $P(\omega_x, \omega_y)$**

The distribution $P(\omega_x, \omega_y)$ is closely related to the joint, conditional probability distribution $P(\omega_x, \omega_y|V(x_i, y_i) = 0)$ of potential curvatures given that $V(x_i, y_i) = 0$. To calculate this distribution, we first expand $V(x, y)$ up to second order in the vicinity of $(x_i, y_i)$ as

$$V(x, y) \simeq \frac{1}{2}XAX^T,$$

where $X = (x-x_i, y-y_i)$ and

$$A = \begin{pmatrix} \partial^2 V(x, y) & \partial_x \partial_y V(x, y) \\ \partial_y \partial_x V(x, y) & \partial^2 V(x, y) \end{pmatrix}.$$ 

By diagonalizing the quadratic form (48) (which is possible since the matrix $A$ is symmetric), we can describe a well of the speckle potential in terms of two independent 1D harmonic oscillators, whose curvatures $\omega_x$ and $\omega_y$ are related to the eigenvalues $\lambda_1$ and $\lambda_2$ of $A$ through $\omega_x = \sqrt{\lambda_1/m}$ and $\omega_y = \sqrt{\lambda_2/m}$. The calculation of the joint distribution of the eigenvalues ($\lambda_1, \lambda_2$) is done in Appendix B for clarity. The corresponding result for $P(\omega_x, \omega_y|V = 0)$ is

$$P(\omega_x, \omega_y|V = 0) = \frac{2}{\omega_0^2} \frac{\omega^2 - \omega_0^2 e^{-(\omega_x^2 + \omega_y^2)/\omega_0^2}}{\omega_x^2 + \omega_y^2}.$$ 

The sought for distribution $P(\omega_x, \omega_y)$ then follows from the change of variables from $V(x_i, y_i) = 0$ to $(x_i, y_i)$ such that $V(x_i, y_i) = 0$: $P(\omega_x, \omega_y) = (d^2V/dxdy)P(\omega_x, \omega_y|V = 0)$, where $d^2V$ is the change in the surface element defined by the 2D curve $V(x, y)$ when $x$ varies from $x_i$ to $x_i + dx$ and $y$ varies from $y_i$ to $y_i + dy$. Since $V(x, y) \simeq m\omega^2(x-x_i)^2/2 + m\omega^2(y-y_i)^2/2$ in the vicinity of a minimum, we expect this change to be proportional to $\omega_x \omega_y dx dy$, such that

$$P(\omega_x, \omega_y) \propto \omega_x \omega_y P(\omega_x, \omega_y|V = 0).$$

The unknown prefactor is determined from normalization, which eventually leads to

$$P(\omega_x, \omega_y) = \frac{4}{\omega_0^2} \omega_x \omega_y [\omega_0^2 e^{-(\omega_x^2 + \omega_y^2)/\omega_0^2}].$$

A density plot of $P(\omega_x, \omega_y)$ is shown in Fig. 8. As in one dimension, the distribution rapidly falls to zero at
small frequencies, which again supports our description of the speckle potential landscape in terms of purely harmonic wells at low energies. We have confirmed Eq. \([52]\) by numerical simulations of the distribution \(P(\omega_x, \omega_y)\), deduced from numerically generated speckle potentials. We show in Fig. 9 the numerical cut \(P(\omega_x, \omega_y = 1.25 \omega_0)\) as a function of \(\omega_x\) (blue dots), together with Eq. \([52]\) (red curve), and find a very good agreement.

VI. 2D SPECTRAL FUNCTION AND DOS: RESULTS

A. Spectral function for 2D blue-detuned speckles

We are now in position to compute the spectral function for 2D, blue-detuned speckle potentials. The 2D counterpart of Eq. \((18)\) reads

\[
A_k(\epsilon) = \rho_0 \sum_{n_x,n_y=0}^{\infty} \int d\omega_x d\omega_y P(\omega_x, \omega_y) \times |\psi_{n_x}(k_x)|^2 |\psi_{n_y}(k_y)|^2 \delta(\epsilon - \epsilon_{n_x,n_y}), \tag{53}
\]

where \(P(\omega_x, \omega_y)\) is the joint distribution of curvatures around a minima at \(V = 0\) given by Eq. \([52]\), \(\epsilon_{n_x,n_y} = \hbar \omega_x (n_x + 1/2) + \hbar \omega_y (n_y + 1/2)\) and the eigenfunctions \(\psi_{n_x}(k_x)\) are given by Eq. \([17]\), with \(n\) replaced by \(n_x\) and \(k\) replaced by \(k_x\), and similarly for \(\psi_{n_y}(k_y)\). By performing the integral over \(\omega_y\) and using that \(\rho_0 = 1/(4\pi \sigma^2)\), we find

\[
A_k(\epsilon) = \frac{1}{4\pi \sigma^2} \sum_{n_x,n_y=0}^{\infty} \int_0^{\frac{\pi(n_x+1/2)}{L}} d\omega_x |\psi_{n_x}(k_x)|^2 \theta(\epsilon) \times |\psi_{n_y}(k_y)|^2 P(\omega_x, \omega_y) \bigg|_{\omega_y = \frac{\epsilon - \hbar \omega_x (n_x + 1/2)}{\hbar (n_y + 1/2)}}. \tag{54}
\]

This prediction is shown in Fig. 10 as a function of energy, for \(k = 0\) and \(\eta = 128\) (solid red curve). The classical limit \((10)\), expected to describe large energies, is also shown as a solid green curve. These results are compared to numerical simulations of the spectral function (blue dots) which use a system size \(L \times L = (20\pi \sigma)^2\).
with 600 grid points along $x$ and $y$, periodic boundary conditions and 40000 disorder realizations. Several observations can be made. Like in one dimension, the harmonic approximation quantitatively describes the spectral function for energies $\sim V_0/\sqrt{\eta} = \hbar \omega_0$. The large peak is at an energy about twice larger than in one dimension – compare with Fig. 3 because it is the ground state energy of a 2D (instead of 1D) harmonic oscillator. It is also slightly higher and the minimum around $\epsilon/V_0 = 0.2$ as well as the second bump above are slightly more visible than in one dimension. This is because most potential minima are exactly at $V = 0$ in two dimensions, while this is not true in one dimension, so that an additional smoothing takes place in the latter case. This must however be taken with a grain of salt: the 2D low-energy peak of the spectral function is not entirely controlled by the ground-state of the harmonic oscillator: excited states also contribute for roughly 25% of the peak height. As seen in Fig. 4 deviations of the harmonic-oscillator prediction from the numerical result occur at smaller energy than in one dimension. This phenomenon can be understood from the expression of the spectral function in terms of the propagator of the 2D harmonic oscillator:

$$A_k(\epsilon) = \rho_0 \int_0^\infty \frac{dt}{2\pi \hbar} e^{i t / \hbar} e^{-i H_{HO} t / \hbar} |k\rangle \langle k|, \quad (55)$$

where $H_{HO} = p^2/(2m) + m\omega_x^2 x^2/2 + m\omega_y^2 y^2/2$. In two dimensions, the propagator diverges as $1/\sqrt{t}$ at short times [34]. This singularity is more pronounced than in one dimension where the propagator diverges as $1/t$. In two dimensions there is thus more weight on short times, which are by construction not well captured by the harmonic-oscillator approximation. On the other hand, we know that short times are fairly well described by the classical limit, Eq. (10). To improve on the quality of the harmonic-oscillator description, we thus propose to replace the contribution from the pole at $t = 0$ by the classical contribution. The contribution from this pole is given in Eq. (10). The above prescription thus leads to

$$A_k^{\text{corr}}(\epsilon) = A_k(\epsilon) - \frac{\theta(\epsilon)}{V_0} + \frac{\theta(\epsilon)}{V_0} \exp \left( - \frac{\epsilon - \epsilon_k}{V_0} \right), \quad (56)$$

where $A_k(\epsilon)$ is the prediction of the harmonic-oscillator description, Eq. (54). Eq. (56) is shown in Fig. 10 as a solid black curve, and is in very good agreement with the numerical simulations.

The excellent agreement with the numerical calculations justifies a posteriori the approximation of keeping only the minima at $V = 0$. Such an agreement may surprise the attentive reader as approximately 35% of the minima have been left aside. The reason for it lies in two mechanisms reducing the contribution to the spectral function of minima at $V \neq 0$ as compared to minima at $V = 0$. First, among the 35% of minima at $V \neq 0$, only a fraction contributes to the spectral function: as we are interested in very low energies ($\epsilon \ll V_0$), we should keep only the harmonic wells with associated minimum smaller than $\epsilon$. Second, the smoothing due to the dispersion in $V$ – compare the 1D oscillations in Fig. 3 with such a dispersion and the 2D oscillations in Fig. 10 where the dispersion is absent – makes the contribution of minima at $V \neq 0$ negligible after application of the corrected harmonic-oscillator prescription [Eq. (56)].

### B. Density of states for 2D blue-detuned speckles

From definition (7) and Eq. (54), we can compute the DoS for 2D blue-detuned speckles. Carrying out the integral over $k$, we readily find

$$\nu(\epsilon) = \frac{1}{4\pi \sigma^2} \sum_{n_x,n_y} \int_0^{\eta(n_x + 1/2)} d\omega_x \theta(\epsilon - \hbar \omega_x (n_x + 1/2)) \times P \left( \omega_x, \frac{\epsilon - \hbar \omega_x (n_x + 1/2)}{\hbar (n_y + 1/2)} \right). \quad (57)$$

This prediction is shown in Fig. 11 as a function of energy, for $\eta = 128$ (solid red curve), together with the classical limit, Eq. (11) (solid green curve). We have also performed numerical simulations of the DoS. In two dimensions however, the strategy of numerically computing first spectral functions at different $k$ and then summing of $k$ is numerically demanding. We have thus used a different scheme that consists in expressing the trace in Eq.
We again correct them by replacing the contribution of a system size and averaging over disorder. We have applied this strategy for a system size $L \times L = (10 \pi \sigma)^2$ with 400 grid points along $x$ and $y$ and 40000 disorder realizations. Results are shown in Fig. 11 as blue dots. As for the 2D spectral function, we observe deviations of the theoretical prediction from the numerical results at relatively small energies due to a pole $\propto 1/t^2$ in the propagator in (59).

We again correct them by replacing the contribution of this pole by the classical result (11). This gives

$$\nu^{\text{cor}}(\epsilon) = \nu(\epsilon) - \frac{m \theta(\epsilon)}{2 \pi \hbar V_0} + \frac{m \theta(\epsilon)}{2 \pi \hbar^2} \left(1 - e^{-\epsilon/V_0}\right).$$

This prediction is plotted in Fig. 11 (solid black curve), and describes very well the exact numerical results.

C. Spectral function for 2D red-detuned speckles

To evaluate the spectral function for 2D, red-detuned speckle potentials, we proceed as in one dimension and write

$$A_k(\epsilon) \approx \rho_0 \int_{-\infty}^{\infty} \frac{dt}{2 \pi \hbar} e^{it/\hbar} \langle k | e^{-iH_{\text{Harm}}t/\hbar} | k \rangle,$$

where $H_{\text{Harm}} = p^2/(2m) - m \omega_x^2 x^2/2 - m \omega_y^2 y^2/2$. Making the average over disorder explicit, we have

$$A_k(\epsilon) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \frac{dt}{2 \pi \hbar} e^{it/\hbar} \int_0^\infty \! \! d\omega_x d\omega_y P(\omega_x, \omega_y) \times \langle k_x | e^{-i[p_x^2/(2m) - m \omega_x^2 x^2/2]t/\hbar} | k_x \rangle \times \langle k_y | e^{-i[p_y^2/(2m) - m \omega_y^2 y^2/2]t/\hbar} | k_y \rangle,$$

where the 1D inverted harmonic-oscillator propagator is given by Eq. (20).

Eq. (62) is shown in Fig. 12 (solid red curve), together with the classical limit, Eq. (10) (solid green curve). Results of numerical simulations that use a system size $L \times L = (20 \pi \sigma)^2$ with 600 grid points along $x$ and $y$ and 40000 disorder realizations are also shown (blue dots). As for the blue-detuned speckle, the pole $1/t$ in the propagator gives rise to deviations of the oscillator description from the exact numerical results that are more significant than in one dimension. We again cure them by replacing the contribution of the pole by the classical limit:

$$A_k^{\text{cor}}(\epsilon) = A_k(\epsilon) - \frac{\theta(-\epsilon)}{V_0} + \frac{\theta(-\epsilon)}{V_0} e^{(\epsilon-\epsilon_k)/V_0}.$$

This prediction is plotted in Fig. 12 (solid black curve), and describes very well the exact numerical results.

D. Density of states for 2D red-detuned speckles

We show in Fig. 13 the DoS in a 2D, red-detuned speckle potential computed from numerical simulations using a system size $L \times L = (10 \pi \sigma)^2$ with 2000 grid points in each direction and 8000 disorder realizations, based on Eq. (59) (blue dots). As for 1D red-detuned speckles, the oscillator correction to the DoS diverges due to an ultraviolet divergence in the propagator, see Sec. IVF.

Nevertheless, as seen in Fig. 13 the classical prediction (11) (solid green curve) already constitutes an excellent approximation of the exact result.

VII. CONCLUSION

In this paper, we have pointed out that an expansion in powers of $\hbar$ of the spectral function or the density of states in speckle potentials is not sufficient at low energies, due to the discontinuity of the potential distribu-
FIG. 13. (Color online) Density of states $\nu(\epsilon)$ as a function of energy in a 2D, red-detuned speckle potential with Gaussian correlation function. The classical limit, Eq. (11), is shown as a solid green curve. Blue dots are the results from exact numerical simulations based on Eq. (59).
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APPENDIX A

In this appendix, we calculate the leading order smooth quantum corrections to the classical limit of the spectral function, Eq. (12), using an alternative approach to the one used in [14]. The calculation is first carried out for 1D, blue-detuned speckles, then generalized to any dimension, and finally to red-detuned speckles by a simple symmetry argument.

The first stage of our approach is a commutator expansion of the evolution operator based on the Zassenhaus formula [10]:

$$\langle k | e^{-\frac{1}{\hbar} \sum_{i=1}^{n} \left( \frac{\partial_{x} V(x) }{m} \right)^{2}} | k \rangle = e^{-i V(x) t} e^{-\frac{1}{\hbar} \sum_{i=1}^{n} \left( \partial_{x} V(x) \right)^{2}} e^{-\frac{2 \kappa_{n}}{\hbar} \left[ 2 i k \partial_{x} V(x) + \partial_{x}^{2} V(x) \right] \epsilon} O(\hbar^{3}).$$

The second stage consists in carrying out the disorder average. This can be done by mean of the following cumulant expansion:

$$\exp(X) = \exp \left[ \sum_{n=1}^{\infty} \frac{\kappa_{n}(X)}{n!} \right],$$

where $\kappa_{n}$ denotes the $n$th cumulant. To evaluate the cumulants of sums of random variables that appear in Eq. (65), we make use of the expansion

$$\kappa_{n}(X + Y) = \sum_{j=0}^{n} \binom{n}{j} \kappa(X, \ldots, X, Y, \ldots, Y),$$

where we have introduced the joint cumulants $\kappa$, defined as [11]

$$\kappa(X_{1}, \ldots, X_{n}) = \sum_{\pi} (|\pi| - 1)!(-1)^{|\pi| - 1} \prod_{B \in \pi} \prod_{i \in B} X_{i}.$$

Here $\pi$ runs through the list of all partitions of $\{1, \ldots, n\}$, $B$ runs through the list of all blocks of the partition $\pi$, and $|\pi|$ is the number of parts in the partition. Joint cumulants have the following important properties [11]:

1. they are linear in all variables.
2. $\kappa(X_{1}, \ldots, X) = \kappa_{n}(X)$.
3. $\kappa(X_{1}, \ldots, X_{n}) = 0$ if any set of the $X_{i}$’s are independent of the remaining $X_{j \neq i}$’s.

In order to overcome this difficulty, we have developed a novel analytical method based on a semiclassical description of the dynamics combined with the statistical properties of potential extrema. Applying this approach to 1D and 2D blue- and red-detuned speckles, we have carried out the calculation of the spectral function and the DoS. By connecting our results with those of previous works valid at high energies [17, 18], we have been able to describe the whole energy spectrum, and have found a good agreement with exact numerical simulations.

Our semiclassical description additionally provides a simple interpretation of intriguing features of the spectral function and DoS. In particular, for blue-detuned potentials we have shown that the low-energy peak of spectral functions is essentially associated with the ground state of an atom in a potential well of the speckle, while the secondary bump is associated with excited states. We have also emphasized that in spite of their simple symmetry, red- and blue-detuned speckles exhibit remarkably different features in the semiclassical regime, coming from the fundamental different nature of the classical trajectories involved near zero energy: for blue-detuned speckles, these classical trajectories lie in deep potential wells, while for red-detuned speckles they lie in the vicinity of the top of inverted wells.

As a logical continuation of this work, it would be of great interest to address the case of three-dimensional speckle potentials, involved in important questions related to Anderson localization [24, 31, 38, 39]. This task appears challenging though, as the isolated points of zero potential in two dimensions become curves in three dimensions, making the application of a harmonic oscillator approximation less obvious.
After these premises, let us now write the random potential as

\[ V(x) = E_1(x)^2 + E_2(x)^2, \]  

(68)

where \( E_1 \) and \( E_2 \) are independent Gaussian variables with zero mean and equal variance \([20]\). Defining \( X = -iV(x)t \) and denoting by \( Y_i \) the \( \hbar \) corrections appearing in Eq. (69), we obtain for the \( n \)th cumulant:

\[
\kappa_n \left( X + \sum_{i=1}^{m} Y_i \right) = \kappa_n(X) + \sum_{i=1}^{m} n \kappa(X, \ldots, X, Y_i) + \sum_{j=1}^{\binom{n}{2}} \binom{n}{2} \kappa \left( X, \ldots, X, -\frac{\hbar t^2}{2m} \frac{\partial^2 E_j^2(x)}{\partial x^2} i\hbar, \frac{\hbar t^2}{2m} \left[ \partial_x E_j^2(x) \right] i\hbar \right) + O \left( \hbar^3 \right). \tag{69}
\]

We now need to calculate the various cumulants entering this equation. For this purpose, we use a theorem due to Leonov and Shiryaev \([42, 43]\). Before discussing the theorem itself, it is useful to introduce some terminology. Consider the matrix

\[
\begin{pmatrix}
X_{11} & \cdots & X_{1j} \\
\vdots & \ddots & \vdots \\
X_{j1} & \cdots & X_{jj}
\end{pmatrix}, \tag{70}
\]

and a partition \( P_1 \cup P_2 \cup \cdots \cup P_M \) of its entries. We choose this matrix square for simplicity, but the formalism is straightforwardly generalizable to rectangular matrices. If the rows are denoted by \( R_1, \ldots, R_J \), then a partition is said to be indecomposable if and only if there exist no sets \( P_{m_1}, \ldots, P_{m_N} \), \( (N < M) \), and rows \( R_{i_1}, \ldots, R_{i_P} \), \( (P < J) \), with

\[
P_{m_1} \cup \cdots \cup P_{m_N} = R_{i_1} \cup \cdots \cup R_{i_P}. \tag{71}
\]

The theorem then goes as follows \([42]\). Consider a matrix of random entries \( X_{ij} \) \( (i, j = 1, \ldots, J) \) and the \( J \) random variables

\[
Y_i = \sum_{j=1}^{J} X_{ij}, \quad i = 1, \ldots, J. \tag{72}
\]

The joint cumulant \( \kappa(Y_1, \ldots, Y_J) \) is then given by

\[
\kappa(Y_1, \ldots, Y_J) = \sum_{P} \kappa(X_{i_1j_1}, \ldots, X_{i_mj_m}) \cdots \kappa(X_{i_mj_m}, \ldots, X_{i_{2m}j_{2m})}, \tag{73}
\]

where the summation is over all indecomposable partitions \( P = P_1 \cup \cdots \cup P_P \) of matrix \([70]\).

Let us now tackle one of the terms involved in Eq. (69):

\[
\kappa(E_1^2, \ldots, E_1^2, \partial_x^2 E_1^2). \tag{74}
\]

The cumulant of interest then reads

\[
\kappa(E_1^2, \ldots, E_1^2, \partial_x^2 E_1^2) = -\int \left[ \prod_{i=1}^{2n} \frac{dp_i}{2\pi} \right] (p_{2n-1} + p_{2n})^2 \kappa(E_1(p_1)E_1(p_2), \ldots, E_1(p_{2n-1})E_1(p_{2n})). \tag{75}
\]

The corresponding matrix \([70]\) is

\[
\begin{pmatrix}
E_1(p_1) & E_1(p_2) \\
\vdots & \vdots \\
E_1(p_{2n-1}) & E_1(p_{2n})
\end{pmatrix}. \tag{76}
\]

As \( E_1 \) is Gaussian distributed, only joint cumulants involving two fields should be kept in the right-hand side of Eq. (73). Our indecomposable partitions are then made of pairs of \( E_1 \) and all give the same contribution. Let us now count them, taking into account the two following constraints for making pairs so to obtain an indecomposable partition:

- a pair cannot be formed out of two fields lying on the same line, i.e. the choice

\[
\begin{pmatrix}
E_1(p_1) & E_1(p_2) \\
\vdots & \vdots \\
E_1(p_{2n-1}) & E_1(p_{2n})
\end{pmatrix} \tag{77}
\]

is forbidden.
Two pairs right nearby cannot be formed, i.e. the choice

\[
\begin{pmatrix}
E_1(p_1) & E_1(p_2) \\
E_1(p_1) & E_1(p_2) \\
\ddots & \ddots \\
E_1(p_{2n-1}) & E_1(p_{2n})
\end{pmatrix}
\]

is forbidden.

Therefore, to form the first pair, we have \((2n)\) choices for the first field and \((2n-2)\) choices for the second, and similarly for the next pairs. This leaves us with \(2n(2n-2)^2(2n-4)^2 \cdots = 2^{n}n!^2/(2n)\) choices of pairing. There is however a redundancy in this counting, due to the invariance of the partition with respect to both swapping of the two fields inside one pair \((2^n)\) possibilities and swapping of different pairs \((n!)\) possibilities. This leaves us with only \(2^n n!/2(2^n n!)=2^n n!/2n!\) choices of pairing. Calculating the contribution from one of them, we obtain

\[
\kappa(E_1,\ldots,E_1,\partial_r E_2^2) = \frac{2^n n!}{2n} E^{n-2}(0) \times \left[ F(0) F''(0) + F''(2) \right],
\]

where \(F(x)\) is defined by Eq. \([26]\).

A similar derivation is then performed for all terms in Eq. \([69]\) that are not found to vanish on the basis of the property \(2\)- above \([41]\). Upon summing various geometric series and recognizing the expansion of a logarithm, we find

\[
\langle k | e^{-i\frac{\vec{p}^2}{2m}+V} | k \rangle = \frac{e^{-itk/\hbar}}{1 \pm itV_0/\hbar} \times \left[ 1 + \frac{i\hbar^3 V_0^2 E_x/\hbar^4}{12(1 \pm itV_0/\hbar)} + \frac{i\hbar V_0^2 E_x/\hbar^4}{12(1 \pm itV_0/\hbar)} \epsilon_k \right],
\]

This result is not difficult to generalize to dimension \(d\), where Eq. \([65]\) becomes

\[
\langle k | e^{-i\frac{\vec{p}^2}{2m}+V} | k \rangle = e^{-iV(r)t} e^{\frac{\hbar^2 k^2}{2m} \sum_{i=1}^{d} \left[ \partial_r V(r) \right]^2} \times e^{-\frac{\hbar^2 k^2}{2m} \sum_{i,j=1}^{d} \left[ \partial_r \partial_r V(r) \right] k_i k_j / 2m} e^{O(\hbar^4)}.
\]

In the sum \(\sum_{i,j=1}^{d} \left[ \partial_r \partial_r V(r) \right] k_i k_j / 2m\), to leading order in \(\hbar\) the crossed terms \((i \neq j)\) do not contribute to the disorder-averaged propagator as their contributions are proportional to first-order derivatives of the field correlation function \([26]\) evaluated at 0, which vanish. Also, derivatives of the potential with respect to different directions are independent. Therefore, the propagator in dimension \(d\) is simply the product of \(d\) 1D propagators. Finally, the result for the red-detuned speckle is deduced by changing \(m\) to \(-m\) and \(t\) to \(-t\) (which amounts to changing the sign of \(V\)). The general result then reads

\[
\langle k | e^{-i\frac{\vec{p}^2}{2m}+V} | k \rangle = \frac{e^{-itk/\hbar}}{1 \pm itV_0/\hbar} \times \left[ 1 + \frac{1}{12(1 \pm itV_0/\hbar)} + \frac{i\hbar V_0^2 E_x/\hbar^4}{12(1 \pm itV_0/\hbar)} \epsilon_k \right],
\]

with the \(+\) (resp. \(-\)) sign for blue-(resp. red-)detuned speckles. This immediately leads to Eq. \([12]\) of the main text.

**APPENDIX B**

In this appendix, we derive the joint probability distribution \(P(\lambda_1, \lambda_2)\) of the eigenvalues \(\lambda_1\) and \(\lambda_2\) of the matrix

\[
A = \begin{pmatrix}
\partial_r^2 V(x,y) & \partial_r \partial_y V(x,y) \\
\partial_y \partial_r V(x,y) & \partial_y^2 V(x,y)
\end{pmatrix},
\]

in the vicinity of a minimum \(V(x,y) = 0\). As in Sec. IIIA we write the potential as

\[
V(x,y) = \Re(x,y)^2 + \Im(x,y)^2,
\]

where \(\Re(x,y)\) and \(\Im(x,y)\) are independent Gaussian variables with zero mean and equal variance \(\sigma^2 = V_0/(4\sigma^2)\) \([20]\). Making use of the short-hand notation

\[
\Re_x \equiv \partial_x \Re(x,y), \quad \Im_x \equiv \partial_x \Im(x,y),
\]
\[
\Re_y \equiv \partial_y \Re(x,y), \quad \Im_y \equiv \partial_y \Im(x,y),
\]

we rewrite the matrix \(A\) as

\[
A = 2 \begin{pmatrix}
\Re_x^2 + \Im_x^2 & \Re_x \Re_y + \Im_x \Im_y \\
\Re_x \Re_y + \Im_x \Im_y & \Re_y^2 + \Im_x^2
\end{pmatrix}.
\]

\(\Re_x, \Re_y, \Im_x\) and \(\Im_y\) are independent, Gaussian distributed random variables with zero mean and variance \(\sigma_c\). The distribution \(P(u,v)\) can then be expressed as

\[
P(u,v) = \int d\Re_x d\Re_y d\Im_x d\Im_y P(\Re_x) P(\Re_y) P(\Im_x) P(\Im_y) \times \delta(u - \lambda_1(\Re_x, \Re_y, \Im_x, \Im_y)) \delta(v - \lambda_2(\Re_x, \Re_y, \Im_x, \Im_y)).
\]

To tackle this integral, we first change variables to “intensity” and “phase”:

\[
\Re_x = \sqrt{I_1} \cos \theta_1, \quad \Im_x = \sqrt{I_1} \sin \theta_1,
\]
\[
\Re_y = \sqrt{I_2} \cos \theta_2, \quad \Im_y = \sqrt{I_2} \sin \theta_2.
\]
The Jacobian of the transformation is $1/4$, and $I_1, I_2 \in [0, +\infty]$ and $\theta_1, \theta_2 \in [-\pi, \pi]$. The integral reduces to

$$P(\lambda_1, \lambda_2) = \frac{1}{32\pi^2 e^4} \int_0^{+\infty} dI_1 dI_2 \int_0^\pi d\theta_1 d\theta_2 e^{-\frac{I_1^2 + I_2^2}{2s^2}}$$

$$\times \delta \left( \lambda_1 - \left[ I_1 + I_2 - \sqrt{I_1^2 + I_2^2 + 2I_1 I_2 \cos (2\theta_1 - \theta_2)} \right] \right)$$

$$\times \delta \left( \lambda_2 - \left[ I_1 + I_2 + \sqrt{I_1^2 + I_2^2 + 2I_1 I_2 \cos (2\theta_1 - \theta_2)} \right] \right),$$

where we have assumed $\lambda_2 > \lambda_1$ without loss of generality, and added a corresponding renormalization prefactor $1/2$. We then introduce

$$\varphi = \theta_1 + \theta_2, \quad \phi = 2(\theta_1 - \theta_2),$$

and carry out the integral over $\varphi$. This eventually yields

$$P(\lambda_1, \lambda_2) = \frac{1}{8\pi \sigma_c^4} \int_0^{+\infty} dI_1 dI_2 \int_0^\pi \int_0^\pi d\phi e^{-\frac{I_1^2 + I_2^2}{2s^2}}$$

$$\times \delta \left( \lambda_1 - \left[ I_1 + I_2 - \sqrt{I_1^2 + I_2^2 + 2I_1 I_2 \cos \phi} \right] \right)$$

$$\times \delta \left( \lambda_2 - \left[ I_1 + I_2 + \sqrt{I_1^2 + I_2^2 + 2I_1 I_2 \cos \phi} \right] \right).$$

This expression can be further simplified by writing

$$\int_0^{+\infty} dI_1 dI_2 = \int_0^{+\infty} dI_1 \int_0^{I_1} dI_2 + \int_0^{+\infty} dI_1 \int_{I_1}^{+\infty} dI_2$$

and noticing the equality of these two integrals due to the symmetric role played by $I_1$ and $I_2$:

$$P(\lambda_1, \lambda_2) = \frac{1}{4\pi \sigma_c^4} \int_0^{+\infty} dI_1 \int_0^{I_1} dI_2 \int_0^\pi \int_0^\pi d\phi e^{-\frac{I_1^2 + I_2^2}{2s^2}}$$

$$\times \delta \left( \lambda_1 - \left[ I_1 + I_2 - \sqrt{I_1^2 + I_2^2 + 2I_1 I_2 \cos \phi} \right] \right)$$

$$\times \delta \left( \lambda_2 - \left[ I_1 + I_2 + \sqrt{I_1^2 + I_2^2 + 2I_1 I_2 \cos \phi} \right] \right).$$

We then change the variable $\phi$ to $z$ so that

$$z = I_1 + I_2 + \sqrt{I_1^2 + I_2^2 + 2I_1 I_2 \cos \phi},$$

where $z$ spans the interval $[0, 2I_2]$. The corresponding Jacobian is

$$\left| \frac{\partial \phi}{\partial z} \right| = \frac{2|I_1 + I_2 - z|}{\sqrt{z(2I_1 - z)(2I_2 - z)(2I_1 + 2I_2 + z)}}.$$ 

Performing the integrals over $I_2$ and $z$, we straightforwardly find

$$P(\lambda_1, \lambda_2) = \frac{1}{8\pi \sigma_c^4} \int_0^{+\infty} dI_1 e^{-\frac{z_1^2 + z_2^2}{4s^2}}$$

$$\times \frac{\lambda_2 - \lambda_1}{\lambda_1 \lambda_2 (\lambda_2 - 2\lambda_1) (2\lambda_1 - \lambda_2)}.$$ 

The remaining integral can be done analytically, yielding

$$P(\lambda_1, \lambda_2) = \frac{(\lambda_2 - \lambda_1) e^{-\frac{\lambda_1 + \lambda_2}{4s^2}}}{32\sigma_c^4 \sqrt{\lambda_1 \lambda_2}} \theta(\lambda_1) \quad (\lambda_2 > \lambda_1).$$

This relation has been obtained assuming $\lambda_2 > \lambda_1$. The opposite case $\lambda_1 < \lambda_2$ is fully symmetric:

$$P(\lambda_1, \lambda_2) = \frac{(\lambda_1 - \lambda_2) e^{-\frac{\lambda_1 + \lambda_2}{4s^2}}}{32\sigma_c^4 \sqrt{\lambda_1 \lambda_2}} \theta(\lambda_2) \quad (\lambda_2 < \lambda_1).$$

Using Eqs. (92) and (93) together with the relations $\lambda_1 = m\omega_c^2$, $\lambda_2 = m\omega_c^2$, we finally obtain Eq. (50) of the main text.
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