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Abstract

Driver identification systems that use deep-neural-network-based sequential models have been studied for personalized intelligent vehicles. After a vehicle starts moving for a trip, the system identifies the driver at each time step using accumulated driving sensing data. We propose a novel driver identification system with temporal early exiting to identify a driver as early as possible while maintaining accuracy. Existing systems require entire-trip data or fixed-length partial trip data, regardless of driver identification difficulty. The proposed system automatically identifies the driver with less driving data for easy-to-identify trips and more driving data for hard-to-identify trips. To adaptively exit the identification by considering the difficulty of a trip, we propose a temporal early-exiting method by thresholding the confidence score. Sequential models output an identified driver and confidence score at each time step. However, the confidence score of deep neural networks is unreliable owing to the overconfidence problem. To overcome this problem, we propose three temporal confidence calibration methods that adjust the calibration strength according to the driving time and trip difficulty. Thus, the system can determine the best time to exit the identification, considering the trade-off between latency and accuracy. Our experiments on a naturalistic driving dataset show that the proposed system achieved 90.06% accuracy with early exiting at an average of 6.7 min, yielding the same accuracy with 74.2% latency reduction compared with driver identification with 26 min of fixed-length data for each trip.
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I. INTRODUCTION

Intelligent vehicles (IVs), which have evolved based on computer and sensor technologies, have become essential in the field of intelligent transportation systems [1]. IVs provide safety and comfort to drivers by using driving sensing data from pedal pressure, vehicle motion, engine airflow, and environmental sensors. To provide a safer and more comfortable driving experience, IVs should consider the needs of different drivers through driving style features. Previous studies on driver identification have discussed how driving style features in advanced driver assistance systems and autonomous vehicles can improve driver experience [2]. Through driver identification, IVs can accommodate driving styles of various drivers. For example, Hyundai Inc. provides automatic drive-mode shifts according to driving styles,
and Tesla Inc. has released self-driving software with personalized driving styles. In a shared mobility context, driver identification helps car-sharing providers verify authorized drivers by tracking their driving styles and provide personalized rides for their customers [3].

Driver identification refers to determining the driver behind the driving data based on how they control the vehicle and react to different driving conditions [4]. Each driver has a different driving style, even under the same driving conditions. Machine learning approaches using deep neural networks (DNNs) are commonly used to learn the driving style features of each driver. A DNN identifies the driver using sliding-window driving data at each time step. Many previous studies have adopted the convolutional neural network (CNN) architecture to predict the confidence scores of drivers using a sliding window [5], [6], [7]. These studies independently identified the driver using a few seconds or minutes of data, regardless of the driving progression of a trip.

Recently, studies investigating the tendency of an entire or partial driving trip by aggregating the outcomes with a sliding window have attracted attention in driver identification. Because there are variations in the driving style of a driver, understanding the driving style of a trip rather than a short sliding window is required. For example, a driver’s driving style may occasionally change depending on abnormal situations or emotions [8]. Related studies used deep sequential models such as recurrent neural networks (RNN) to aggregate the outcomes for an entire or partial trip [9], [10], [11], [12]. At each time step, the RNN outputs the driver confidence scores using the accumulated data from the beginning of the trip to the assessment time.

However, driver identification systems that rely on minimal driving are required. The vehicle must identify the driver as early as possible to switch to the driver’s preferences [13]. After the vehicle starts moving, the system identifies the driver at each time step using the accumulated data. The final decision and identification exit can be made at any point during a trip. If the exit is made early, with relatively little trip data, the identification result has good latency but low accuracy. If the exit is made late, with considerable trip data, the result has good accuracy but a poor latency. Therefore, early exit and maintaining accuracy are crucial issues in driver identification systems.

It is challenging to decide when to exit the driver identification process because the best time may vary depending on the course and situation of a trip. For example, a driver may manipulate the brake frequently because of a traffic jam, but the same driver may brake little during a different trip. Therefore, it is difficult to identify the driver during some trips, whereas during others, it is simple [14]. Nevertheless, the disadvantage of existing systems is that they require entire-trip data or fixed-length partial trip data, regardless of driver identification difficulty. Consequently, a method to exit the identification adaptively is required to reduce latency while maintaining accuracy.

A simple and effective way to exit the identification adaptively is to use a confidence score threshold. Deep sequential models identify the driver and output a confidence score for each time step. A confidence score estimates the predicted probability that represents the true likelihood [15]. The confidence score is essential not only for model interpretability but also for early exiting. Despite the success of temporal early exiting with a confidence score in video recognition [16], [17], [18], no such studies have been conducted on driver identification. The challenge is that the confidence score is unreliable owing to the overconfidence problem, particularly in sequential sensing data [19]. Confidence calibration has been proposed as an effective solution to this problem [20]. Nevertheless, most previous works aimed at nonsequential data and did not consider early exiting.

In this study, we propose a novel driver identification system with a temporal early-exiting method to identify a driver as early as possible while maintaining accuracy. The proposed system provides not only the identification result for each time step but also the time to exit the identification with the final decision during driving. By using temporal early exiting with a combination of CNN and RNN, the system can determine the tendency of sequential driving data for real driving scenarios. To exit the identification adaptively by considering the difficulty of a trip, we propose three types of temporal confidence calibration methods for temporal early exiting. The proposed calibration methods automatically train and calibrate a model to identify the driver with less driving data for easy-to-identify trips and more driving data for hard-to-identify trips. By adjusting the calibration strength according to the driving time and trip difficulty, we improved the trade-off between latency and accuracy.

We aimed to identify drivers as early as possible while maintaining accuracy. The main contributions of this study can be summarized as follows:

1) We study temporal early exiting for driver identification to reduce latency while maintaining accuracy using naturalistic driving data.

2) We propose three types of temporal confidence calibration for early exiting to improve the trade-off between accuracy and latency.

3) We propose a novel hybrid confidence calibration to emphasize the consideration of trip difficulty.

The remainder of this paper is organized as follows. In Section II, we provide a review of related works on driver identification systems, early-exiting methods, and confidence calibration. In Section III, we explain our proposed driver identification system with temporal early exiting, and in Section IV, we propose three types of temporal confidence calibration methods for early exiting. In Section V, the experimental results are presented and discussed using collected and public datasets. Finally, we discuss our conclusions and plans for future work in Section VI.
II. RELATED WORK
A. DRIVER IDENTIFICATION
Driver identification using driving sensing data has been actively studied. The driver can be identified using a machine learning algorithm using sliding-window data as input. Wakita et al. [5] proposed a driver identification system based on a Gaussian mixture model with 6 s window data. Public driving sensing datasets extracted from vehicle on-board diagnostics (OBD) ports have become popular, and much research has been conducted on them using CNNs and RNNs to process the window data. Chen et al. [6] used an input with a 3 s window and 2 s overlap. Xun et al. [7] proposed a CNN using a 30 s window with a 29 s overlap. These studies independently identified drivers for each short window, regardless of their driving progress during a trip. They reported good accuracy because existing public datasets have many restrictions, such as few drivers and fixed routes. However, recent studies using large natural datasets without restrictions have shown inferior accuracy for driver identification using short-window data [9], [21], [22].

Research attempting to understand the driving style of an entire or partial trip by aggregating the results of sliding windows is attracting attention in the field of driver identification. Voting is a straightforward approach that aggregates the outcomes for each window in a trip. Previous studies identified the driver for each window and then selected a driver for a trip by voting on the outcomes of each window [21], [22]. The combination of CNN and RNN is commonly used for developing driver identification systems because of their superior accuracy with sequential data [9], [10], [11], [12]. These works used a CNN to extract features from window data and RNN to identify the driver at each time step using accumulated features from the beginning of the trip. Therefore, the RNN prediction at each time step utilizes not only the current observation but also previous observations, which provide context for the progression of the sequence.

Existing driver identification systems have disadvantages in that they require entire-trip or fixed-length partial trip data, regardless of driver identification difficulty. Dong et al. [9] proposed a method that processed entire-trip data with a CNN-RNN to improve accuracy. Similarly, Zhang et al. [10] presented a driver identification system based on CNN-RNN using entire-trip data. They extracted features via a sliding window using a CNN and collected them using an RNN. Ren et al. [11] proposed a deep learning framework that combines the Siamese architecture and CNN-RNN to process entire-trip data. To date, there is no existing work on the optimal time to exit driver identification during a trip. Therefore, temporal early-exiting studies on driver identification are required.

B. TEMPORAL EARLY EXITING AND CONFIDENCE CALIBRATION
Early exiting, a method of reducing the latency of a DNN, can be conducted layer-wise and temporally. Layer-wise early exiting reduces the computational load by exiting the inference early via the exit branches in the neural network architecture. If an intermediate exit branch is sufficiently confident, the model short-circuits and halts the inference at that layer [23]. Temporal early exiting has been actively studied for deep sequential models such as RNNs. An RNN with temporal early exiting adaptively exits recognition after observing only a fraction of the sequence. Temporal early exiting, which helps determine when to exit such that accuracy can be maintained while reducing latency, is widely used in video recognition. Moreover, Ghodrati et al. [24] proposed a method for determining when to exit by using a gated unit.

Research on determining when to exit using confidence scores has been actively conducted in temporal early exiting. Wang et al. [16] determined when to exit by using a confidence score threshold in online video recognition. This approach can score partial events by monitoring the degree of event completion, as it monotonically increases toward termination. Tang et al. [17] proposed an early-exiting system when the confidence score for streaming speech command recognition is sufficiently high. Because it is difficult to trust these confidence scores, Ma et al. [18] proposed a ranking loss to gradually increase the confidence score.

Even though most modern DNNs natively produce an estimated confidence score over class labels for a given instance, the scores do not always closely reflect the true probabilities of each class. The confidence score is unreliable owing to the overconfidence problem, particularly in sequential sensing data [19]. Confidence calibration has been proposed to solve the overconfidence problem effectively. Temperature scaling [15] and label smoothing [27] are widely used confidence calibration methods. Temperature scaling prevents overconfidence by leveling the confidence per label of the learned DNN. Label smoothing prevents overconfidence by averaging the correct answer values during the DNN training process. However, a limitation of these calibration methods is that they do not consider sequential models.

To overcome this limitation, recently, studies have been on temporal confidence calibration [28], [29]. Leathart and Polaczuk [28] applied different temperatures according to the data sequence length for natural language. Shen et al. [29] proposed class-specific errors to adjust the smoothing strength by considering the sequence context. These studies aimed to alleviate overconfidence; however, to date, there is no temporal confidence calibration study for early exiting.

III. PROPOSED DRIVER IDENTIFICATION SYSTEM
In this paper, we propose a novel driver identification system using minimum driving data while maintaining accuracy through temporal early exiting. The proposed system consists of two parts: a driver identification system with temporal early exiting and three types of temporal confidence calibration for temporal early exiting. The proposed driver identification system is characterized by temporal early
FIGURE 1. Overview of the proposed driver identification system.

The proposed system identifies the driver when the confidence score exceeds a threshold, and three types of confidence calibration methods for temporal early exiting are introduced to improve the trade-off between latency and accuracy.

Fig. 1 shows an overview of the proposed system, which consists of three components: driving data preparation, driver identification, and temporal early exiting. In the data preparation stage, the system obtains driving data from vehicular sensors during the trip. Moreover, it preprocesses the data to normalize them and composes slide-window data. In the driver identification stage, the deep learning model identifies the driver at each time step using the preprocessed data. Finally, in the temporal early-exiting stage, the final result of the trip is determined when the confidence score output exceeds the threshold value.

We used a standard preprocessing method and a well-known CNN-RNN structure for the proposed system to provide an example of a driver identification system with temporal early exiting for quick application to any other driver identification system. Similar to existing studies, the driver is identified from among specified drivers. The proposed system classifies a set of drivers as follows. The sequential classification task assigns a sequential label vector $Y = \{y_1, y_2, \ldots, y_t, \ldots, y_T\}$ to input $X = \{x_1, x_2, \ldots, x_t, \ldots, x_T\}$:

$$f : X_{1:t} \rightarrow y_t = \{y_{1t}, y_{2t}, \ldots, y_{kt}, \ldots, y_{Kt}\}. \quad (1)$$

In the driver identification system, $X$ represents time-series driving sensing data, and $Y$ is the sequence of a driver identified at each time step; $y_t$ is one-hot encoded ground truth at time step $t$ for $K$ drivers. Thus, $y_{kt}$ is the binary truth for the $k$-th driver.

A. DRIVING DATA PREPARATION

During driving data preparation, the proposed system acquires driving data from vehicular sensors and preprocesses the acquired driving data. The driving data are multidimensional sequential data consisting of various sensing data, such as velocity and pedal pressure. The system applies the normalization and sliding-window techniques in the preprocessing step. Driving data are prepared sequentially to pass to the CNN-RNN for driver identification at each time step.

To mitigate the effects of different sensor scales, the system normalizes the driving data before using them for driver identification. Through normalization, the sensing data are treated equally by the CNN-RNN. The normalization equation is shown in (2):

$$\hat{X}_t^k = \frac{X_t^k - \min X_t^k}{\max X_t^k - \min X_t^k}, \quad (2)$$

where $\min (X_t^k)$ and $\max (X_t^k)$ are the minimum and maximum values of feature column $X_t^k$, respectively. $\hat{X}_t^k$ is the normalized variable. Normalization transforms each sensor data point of the driving data to a range between 0 and 1.

Before being input in the CNN-RNN, the normalized data are processed using a sliding window. Algorithms with sliding windows are widely used for processing sequential data. Driving data are continuous; therefore, the sliding-window technique is adopted to divide the entire-trip driving data into multiple discrete data windows by period. The sliding-window technique extracts the window data with a certain overlapping ratio.

B. DRIVER IDENTIFICATION

In the driver identification stage, the proposed system sequentially processes the prepared driving data and identifies the driver at each time step. Sliding-window data, which are a fraction of the sequential driving data, are passed into the CNN, which in turn extracts the date features from each sliding window. The features accumulated from the beginning of the trip to the present are input into the RNN. At each time step, the RNN outputs the driver confidence scores.

The driver confidence scores at each time step result from the SoftMax activation. The last layer of the CNN-RNN outputs the driver confidence score as a real value ranging between 0 and 1 with the SoftMax activation presented in (3):

$$p_t^k = \frac{e^{z_t^k}}{\sum_{k=1}^{K} e^{z_t^k}}, \quad (3)$$

where $p_t^k$ represents the confidence score of driver $k$ at time step $t$. $K$ is the number of drivers to classify, and
\( \hat{z}_t \) represents the last layer outputs of the CNN-RNN before the SoftMax activation. The CNN-RNN model is trained with cross-entropy loss to find the best model parameters \( \theta \) as follows:

\[
\arg\min_{\theta} \sum_{k=1}^{K} - \gamma_{t}^k \log \left( \hat{p}_t^k \right). \tag{4}
\]

The detailed architecture of the CNN-RNN is as follows. The CNN consists of six layers: five convolutional layers and an average pooling layer. Each convolutional layer has a 3 × 3 filter and ReLU activation. The second and fourth convolutional layers have a 3 × 1 stride. The numbers of channels in the convolutional layers are 64, 128, 128, 256, and 256. An average pooling layer converts the 2D feature output of the last convolutional layer into a 1D feature to be passed to the RNN. The size of the 1D feature is 256. The CNN has 1.1M parameters.

The RNN consists of four layers: two long short-term memory (LSTM) layers and two fully connected layers. Each LSTM layer has 256 channels, sigmoid activation for recurrent units, and tanh activation for output. The number of channels in the last fully connected layer is 128. The number of channels in the last fully connected layer equals the number of drivers that require identification. Therefore, the last fully connected layer outputs the confidence score of a driver as a real value ranging between 0 and 1 with SoftMax activation. The RNN has 1.2M parameters. Consequently, the total size of the CNN-RNN architecture is 2.3M parameters.

C. TEMPORAL EARLY EXITING

Driver identification based on SoftMax activation assigns a confidence score to each driver. We set a threshold \( TH \) for early exiting using the confidence score for each driver as follows:

\[
\max_{1 \leq k \leq K} p_t^k \geq TH, \tag{5}
\]

where \( p_t^k \) represents the confidence score of driver \( k \) at time step \( t \). As shown in (5), the proposed system exits the processing and identifies the most likely driver once the network surpasses this confidence threshold. This model adaptively exits per sequential driving data. The threshold \( TH \) controls the timing of early exiting with a certain trade-off between accuracy and latency. We aim to improve this trade-off between accuracy and latency for all \( TH \) ranges.

IV. PROPOSED CONFIDENCE CALIBRATION

In this paper, we propose three temporal confidence calibration methods, which adjust the calibration strength over time. The proposed methods aim to reduce the latency to exit identification during a driving trip and to maintain identification accuracy. Therefore, the objectives of the proposed method are as follows:

\[
\arg\min \text{AVG	ext{-}Latency}_{\text{exiting}}(D_{\text{val}}) \quad \text{subject to ACC}_{\text{exiting}}(D_{\text{val}}) = \text{ACC}_{\text{last}}(D_{\text{val}}). \tag{6}
\]

Here, \( D_{\text{val}} \) is the validation set, which means that the proposed calibration method finds the best method for the validation set. \( \text{AVG	ext{-}Latency}_{\text{exiting}}(D_{\text{val}}) \) represents the average early-exiting time for each trip on the validation set. \( \text{ACC}_{\text{exiting}}(D_{\text{val}}) \) and \( \text{ACC}_{\text{last}}(D_{\text{val}}) \) are the accuracies with partial-trip data before early-exiting and entire-trip data, respectively. \( \text{ACC}_{\text{exiting}}(D_{\text{val}}) \) and \( \text{ACC}_{\text{last}}(D_{\text{val}}) \) are equal if the system with early-exiting maintains its accuracy compared to the system without early-exiting. Therefore, the proposed calibration methods aim to find the best way to minimize \( \text{AVG	ext{-}Latency}_{\text{exiting}}(D_{\text{val}}) \) when \( \text{ACC}_{\text{exiting}}(D_{\text{val}}) \) and \( \text{ACC}_{\text{last}}(D_{\text{val}}) \) are equal.

The problem of overconfidence occurs in the early stage when using little driving data. It is especially a problem on trips in which driver identification is difficult. To overcome this problem, calibration methods should be improved to adjust the calibration strength according to driving time. The calibration strength should be increased at the beginning of driving and decreased during the latter part of driving. Therefore, the proposed temporal calibration methods adjust the calibration strength according to driving time and trip difficulty.

The proposed temporal temperature scaling and label smoothing are advanced methods that modify existing standard calibration methods to control the calibration strength over driving time. The proposed hybrid calibration method is characterized by its calibration strength adjustment according to driver identification difficulty, i.e., by decreasing the strength for easy-to-identify trips and increasing it for hard-to-identify trips.

A. TEMPORAL TEMPERATURE SCALING

Temperature scaling has been widely used as a simple and effective calibration method to mitigate the overconfidence problem of modern DNNs. Temperature scaling is a post-hoc calibration strength adjustment method via a temperature parameter for DNN output. The temperature parameters cannot be adjusted during the training period. The DNN learns to decrease the temperature as much as possible so that it can be very confident in the training examples [28]. Therefore, a temperature parameter should be obtained after training the DNN. Temperature scaling multiplies the logits by the selected temperature, which is a scalar, before applying the SoftMax:

\[
\hat{p}_t^k = \frac{e^{\hat{z}_t^k}/T}{\sum_{k=1}^{K} e^{\hat{z}_t^k}/T}, \tag{7}
\]

where \( \hat{p}_t^k \) and \( T \) are the calibrated confidence score of \( p_t^k \) and the calibration strength for SoftMax activation, respectively.

Although temperature scaling is an effective calibration method, applying the same temperature on the output at each time step is ineffective for sequential model calibration because the sequence data context varies over time [29]. Accordingly, we modified the standard temperature scaling to control the calibration strength over driving time. We control
$T$ for temperature scaling over driving time $t$ as follows:

$$T = \left(1 - \frac{1}{L^t}\right)^\beta (\alpha - 1) + 1. \tag{8}$$

Here, the best temperature $T$, which is a function of driving time $t$ not a scalar, is selected via grid search among predefined $\alpha$ and $\beta$ sets. $\alpha$ and $\beta$ should be greater than 0. Grid search aims to enhance the performance of temporal early-exiting according to (6). $\alpha$ controls the initial temperature, and $\beta$ controls the strength reduction. Fig. 2 and 3 show examples of temperature $T$ according to $\alpha$ and $\beta$.

### B. TEMPORAL LABEL SMOOTHING

Recently, label smoothing has become a popular choice for DNN calibration. One-hot encoding, in which all data are labeled with 0 or 1, is prone to make the model overconfident for prediction. Label smoothing is applied during training and focuses on increasing the entropy of the predicted values, thereby reducing overconfident events. It smooths the one-hot distribution with a hyperparameter $\epsilon$ to obtain a soft distribution for every $y_t$:

$$\hat{y}_t^k = y_t^k (1 - \epsilon) + \epsilon / K, \tag{9}$$

where $y_t^k$ and $\hat{y}_t^k$ are the one-hot encoded ground truth and label smoothed ground truth, respectively.

Although label smoothing has proven to be helpful in mitigating the overconfidence problem by smoothing confidence in a soft distribution, using the same smoothing strength on the label of all sequences is ineffective for calibrating sequence data [29]. We modified the standard label smoothing to control the calibration strength over driving time. Therefore, the proposed temporal label smoothing controls $\epsilon$ over driving time $t$ as follows:

$$\epsilon = \alpha \left(1 - \frac{1}{L^t}\right)^\beta, \tag{10}$$

where $\alpha$ controls the initial smoothing strength, and $\beta$ leads to an exponential reduction in confidence. We select the best $\epsilon$ value with the validation set via grid search according to (6) among predefined $\alpha$ and $\beta$ sets. $\beta$ should be greater than 0, and $\alpha$ should be between 0 and 1.

### C. HYBRID CONFIDENCE CALIBRATION

The proposed hybrid calibration determines a suitable calibration strength for each trip because applying a high calibration strength for easy-to-identify trips increases latency without a gain in accuracy. Therefore, the proposed hybrid calibration increases the calibration strength for hard-to-identify trips and decreases it for easy-to-identify trips. The main idea behind the proposed hybrid calibration is to find a smoothed label for each trip via post-hoc temperature scaling and then apply label smoothing with the acquired smoothed label. Via temperature scaling, we can obtain the temperature for each trip in the validation set but cannot obtain the temperature for a new trip. However, label smoothing can apply calibration implicitly for a new trip but cannot obtain the calibration strength for each trip. Therefore, we used temperature scaling to find an appropriate strength for each trip and applied label smoothing with this strength while training the model.

Fig. 3 presents an overview of the proposed hybrid confidence calibration. The proposed method comprises four components: temperature acquisition, smoothed label conversion, training, and rescaling. In the temperature acquisition phase, we applied temperature scaling trip by trip. All trip data match one optimal temperature to obtain the minimum latency while maintaining accuracy for early exiting. Using temperature scaling, we can obtain the temperature for each trip in the validation set. In the smoothed label conversion phase, smoothed labels suitable for each trip data point were obtained using the temperature acquired in the previous phase. The result of applying temperature to the confidence of each trip data point was used as a smoothed label. In the next step, the model was trained using the obtained label as the standard label-smoothing method. Finally, the temporal temperature was applied again. Although it has been found that temperature scaling and label smoothing can be used as calibration techniques and have similar effects for a DNN, the relationship between temperature scaling and label smoothing is an open research topic in the field of machine learning theory. Therefore, in this study, the scale was adjusted by applying temperature scaling again in the last phase when combining the two calibration methods.

Algorithm 1 shows the procedure for temperature acquisition and smoothed label conversion. The temperature
Algorithm 1 Temperature Acquisition and Smoothed Label Conversion

**Input:** Train set \((X, Y)\)

**Output:** Train set with the smoothed labels \((X', Y')\)

01: Split train set to \(P\) folds
02: For \(p\) in 1: \(P\) do
03: Select \(p\) fold for validation fold
04: Select remain folds for train folds
05: Train a model \(M\) using train folds
06: For \(d\) in validation fold do
07: For \(\alpha, \beta\) in a predefined \(\alpha, \beta\) set do
08: Get temperature \(T\) by \(\alpha, \beta\)
09: If \(T\) is the best on model \(M\) according to (6)
10: Best temperature \(\hat{T}\) ← \(T\)
11: End if
12: End for
13: Get confidence of \(d\)
14: Apply the best temperature \(\hat{T}\) to confidence
15: Use the scaled confidence as smoothed label
16: End for
17: End for

acquisition uses only the training set. We split the training set into \(P\) folds and obtained the temperature for each trip in a cross-validation manner. Each fold became a validation fold, and the remaining folds became a training fold. We performed a grid search among predefined \(\alpha\) and \(\beta\) sets to find temperature \(T\) for each trip on a validation fold. The best \(\hat{T}\) value, which resulted in the minimum latency while maintaining accuracy for early exiting, was selected. Then, the smoothed label was obtained by determining the confidence for each trip data and applying temperature scaling to the confidence with the best temperature \(\hat{T}\).

V. EXPERIMENTS

In this section, we evaluate the effectiveness of temporal early exiting with the three types of temporal confidence calibration for the proposed driver identification system. To evaluate the proposed driver identification approach, we experimented with a collected dataset and an open public dataset. We compared the existing driver identification system using fixed-length driving data and the proposed system with temporal early exiting. Moreover, we analyzed the effects of three types of temporal confidence calibration methods. In addition, we explored hyperparameters for temporal confidence calibration. Finally, we evaluated the proposed system using an open public dataset.

A. DATA COLLECTION

Data were collected from different types of real vehicles to verify the effectiveness of the proposed system. Four sets of sensing data from the vehicle OBD port, namely vehicle speed, revolutions per minute, steering wheel angle, and brake pedal pressure, were recorded every 1 s during driving.

Data were collected using an OBD data collector designed by OPEL Solution Inc. (Fig. 4), which was distributed to the public with consent to collect data using crowdsourcing. The data were collected and anonymized by OPEL Solution Inc. as part of the Data Voucher Project of the South Korean government. All trip data were collected in South Korea using various routes without any restrictions, thus creating a naturalistic dataset.

Details of the collected dataset are as follows. After excluding the data of drivers with insufficient trips, the number of subject drivers was 55. Each remaining driver drove ten trips or more. Example trips in Fig. 5 show the driving route of the vehicles during data collection. Most trips differ in terms of the route. The dataset contained 1941 trip data points for a total of 2181 hours. Each trip was driven for a minimum of 30 min, an average of 1 h, and a maximum of 5.5 h.

B. EXPERIMENTAL SETTINGS

We evaluated the performance of the proposed system over the collected natural dataset. To evaluate the efficiency of the proposed system, we compared its identification results with those of various confidence calibration methods. The experimental settings included the input data settings, dataset separation, and metrics.

For all experiments, the window size was 20 s with 10 s overlapping. The system identified the driver every 10 s using accumulated driving sensing data from the beginning to the present time until early exiting occurred. The sampling rate of the four types of sensing data was 1 Hz. Therefore, the
prepared input data for the DNN with a 20 s window through the four sensors represented 80 real number data points.

We divided the dataset using an 8:1:1 ratio for training, validation, and testing, respectively, such that all trips in the dataset were divided into training, validation, and test sets. Although the number of trips for each driver was imbalanced, the validation and test sets had at least one trip by each driver. The CNN-RNN model for driver identification was trained only with the training set. The model was trained with the Adam optimizer, where the number of epochs was 100. The CNN was pretrained with the sliding-window data. Confidence calibration used the training and validation sets. The test set was only used for performance evaluation after the model was trained.

Most existing studies evaluated the accuracy of window data but not trips. However, in a realistic scenario, it is important to identify the driver accurately and quickly during the trip. Therefore, we used trip accuracy as the evaluation metric, similar to some existing studies based on per-trip identification. The trip accuracy calculates the proportion of driving trips that belong to the target driver among all trips in the dataset, which can be denoted as

$$\text{Trip Accuracy} = \frac{\text{the number of true positive trip}}{\text{the total number of trip}}$$  \hspace{1cm} (11)

The calibration parameters were determined via grid search. During temporal temperature scaling, the search space of the grid search was such that $\alpha$ and $\beta$ had integer values ranging from 1 to 10. For temporal label smoothing, the search space of the grid search was such that $\beta$ has an integer value from 1 to 10, and $\alpha$ was a real number from 0 to 1 with a step of 0.1. For hybrid calibration, the search space of the grid search was the same as the temporal temperature scaling, and the number of folds was 8 except for the hyperparameter experiments.

C. EXPERIMENTAL RESULTS

1) TEMPORAL EARLY EXITING RESULTS

Fig. 6 summarizes the results for the system with early exiting according to the calibration methods. As demonstrated, the proposed system after the three types of temporal calibration is highly improved compared to the system without calibration. The reason may be that the overconfidence problem in the early stage of a driving trip makes early exiting difficult. Temporal confidence calibrations are effective in mitigating the overconfidence problem in the early stages. The results for driver identification without early exiting, which means that the system always exited at a fixed time, are shown in Fig. 7. Driver identification with 26 min of fixed-length data for each trip reached 90.06% accuracy. The system with early exiting outperformed the system without early exiting, which had 84.53% accuracy with 10 min of driving data, regardless of the calibration method. In particular, the proposed system with early exiting applied using hybrid calibration achieved 90.06% accuracy at an average of 6.7 min, which is the same accuracy with 74.2% latency reduction compared to driver identification using 26 min of fixed-length data for each trip.

2) TEMPORAL CALIBRATION RESULTS

Fig. 8 shows an enlarged view of the early exiting results according to the calibration methods. Temperature scaling showed a slightly better trade-off between accuracy and latency than label smoothing. The hybrid confidence calibration outperformed the other temporal calibrations. The reason may be that the hybrid method considers the difficulty of a trip.

We compared the proposed temporal calibration and standard calibration results. Fig. 9 illustrates a comparison...
between temporal temperature scaling and standard temporal scaling. As illustrated, the proposed system with temporal temperature scaling outperformed that with standard temperature scaling. Fig. 10 illustrates a comparison between temporal label smoothing and standard label smoothing. As illustrated, the proposed system with temporal label smoothing outperformed that with standard label smoothing. The reason may be that the overconfidence problem in the early stage of a driving trip makes early exiting difficult. Temporal confidence calibrations are effective in mitigating the overconfidence problem in the early stages.

We performed an ablation study for the hybrid calibration, as shown in Table 1. Results show latency: the average driving time when maintaining accuracy during temporal early exiting. The latency was 9.2 min when the temperature acquisition for each trip process was omitted. One best temperature was applied to all trip data to obtain smoothed labels for this experiment. Similarly, the latency was 9.8 min when the temperature acquisition and smoothed label conversion process was omitted. This experiment is equivalent to a simple combination method applying temperature scaling after label smoothing. Therefore, we showed that both temperature acquisition and smoothed label conversion are essential.

3) EFFECTS OF TEMPORAL CALIBRATION
To analyze the obtained results in more detail and investigate the effects of temporal calibration, we visualized the change in the confidence score over time during a trip. Fig. 11 illustrates examples before and after calibration. Before calibration, overconfidence occurred at the beginning of driving. In the figure, the top row presents an example of early identification, while the bottom row presents an example of late identification. If a selected temperature is low in hybrid calibration, there is no overconfidence in the early driving stage of the trip. If a selected temperature is high in hybrid calibration, there is overconfidence in the early driving stage of the trip.

To evaluate the characteristics of temporal calibration, we analyzed the timing of early exiting using a box-plot presentation. Through the box plot, we analyzed the timing of early exiting with no calibration and three types of temporal calibration. These box plots include the shortest timing, lower quartile (25%), median (50%), upper quartile (75%), and the longest timing according to the threshold with accuracy.

| TABLE 1. Ablation study for hybrid confidence calibration. |
|----------------------------------------------------------|
| **Parameter** | **Average driving time with temporal early-exiting while maintaining accuracy (min)** |
| Proposed hybrid calibration | 6.7 |
| Proposed hybrid calibration without temperature acquisition | 9.2 |
| Proposed hybrid calibration without temperature acquisition and smoothed label conversion (Simple combination that applies temporal temperature scaling after temporal label smoothing) | 9.8 |
As shown in Fig. 12, early exiting without calibration showed a low variation in exit timing. Figs. 13 and 14 show the early exiting results with temporal temperature scaling and temporal label smoothing, respectively. Early exiting with calibration showed a high variation in exit timing. This implies that the system exits at various times according to a trip. Therefore, the proposed calibration methods automatically train and calibrate a model to identify the driver with less driving data for easy-to-identify trips and more driving data for hard-to-identify trips. Hybrid calibration had the highest variation in exit timing, as shown in Fig. 15. This is because the calibration strength is adjusted according not only to driving time but also trip difficulty. The temperature
acquisition phase, which finds temperatures for each trip in hybrid calibration, emphasizes adaptiveness by considering trip difficulty.

4) TEMPORAL CALIBRATION HYPERPARAMETERS

As described in Section IV, the hyperparameters $\alpha$ and $\beta$ control the calibration strength and thus play an important role in model performance. Therefore, we set the hyperparameters to different magnitudes to observe their effects on model performance.

We explored hyperparameter settings for temporal temperature scaling and temporal label smoothing. Fig. 16 shows the temporal temperature scaling results for various $\alpha$ and $\beta$ settings. Fig. 17 shows the temporal label smoothing results for various $\alpha$ and $\beta$ settings. In both cases, we observed similar trade-offs between accuracy and latency, regardless of the hyperparameter settings.

Finally, we explored the hyperparameter settings for the hybrid calibration. Fig. 18 shows the results according to the grid search space. A grid equal to 10 means that $\alpha$ and $\beta$ take integer values from 1 to 10 for temperature scaling. The grid equal to 5 showed a relatively low performance, and grids equal to 10 and 15 showed similar performances.

Fig. 19 shows the results according to the number of $P$ folds. Grids of 10 or more are sufficient for hybrid calibration. The large fold is advantageous for the temperature selection efficiency per trip.

D. EXPERIMENTAL RESULTS ON A PUBLIC DATASET

As mentioned above, public datasets have many restrictions, such as few drivers and fixed routes. Most previous studies on public datasets have reported good accuracy. Mekki et al. [3] compared the performance with four public datasets. Performance with the OSF dataset [30] was relatively poor because of the large number of drivers and various driver conditions. Therefore, we analyzed early exiting with the OSF dataset, although the dataset is based on a simulator and has only one route. After excluding the data of drivers with insufficient trips, we experimented with the trip data of 35 drivers.

The driver identification results without early exiting, which means that the system always exited at a fixed time, showed a latency of 6 min to reach 91.43% accuracy on the OSF dataset. Table 2 summarizes the results for the system with early exiting according to calibration method on the OSF dataset. The system without early exiting outperformed the system without early exiting regardless of the calibration method. The system without calibration showed an inferior
accuracy of 82.86%. The proposed system after the three types of temporal calibration was highly improved compared to the system without calibration. Temporal confidence calibration methods are effective in mitigating the overconfidence problem in the early stages even on the public dataset with many restrictions. In particular, the proposed system with early exiting applied using hybrid calibration achieved 91.43% accuracy at an average of 1.1 min, which is the same accuracy with 81.67% latency reduction compared to driver identification using 6 min of fixed-length data for each trip.

VI. CONCLUSION

In this paper, a driver identification system is proposed that benefits from temporal early exiting. First, we conducted temporal early exiting for driver identification. Additionally, we proposed three types of temporal confidence calibration to address the overconfidence problem so that the system can work effectively during early exit. In particular, we proposed a novel hybrid confidence calibration method to improve the trade-off between accuracy and latency by considering the difficulty of identifying the driver during a trip. The proposed system achieved 90.06% accuracy with early exiting at an average of 6 min, the same accuracy with 74.2% latency reduction compared to driver identification with 26 min of fixed-length data on a naturalistic dataset. Furthermore, the proposed system achieved 91.43% accuracy at an average of 1.1 min, the same accuracy with 81.67% latency reduction on a public dataset.

IVs should consider the needs of different drivers to provide a safer and more comfortable driving experience. We proposed a novel driver identification system that allows drivers to provide personalized features as early as possible. In a shared mobility context, driver identification helps car-sharing providers verify authorized drivers by tracking their driving styles and providing personalized rides for their customers. In an autonomous mobility context, self-driving software with personalized driving styles provides a safer and more comfortable driving experience.

Although it has been found that temperature scaling and label smoothing have similar calibration effects for a DNN, the relationship between temperature scaling and label smoothing is an open research topic in machine learning theory. In this paper, hybrid calibration combining temperature scaling and label smoothing is proposed; however, there is a limitation as their relationship is not considered. Further improvement is possible instead of rescaling by applying temperature scaling again in the last step of hybrid calibration. It is also necessary to study the relationship with knowledge distillation.

To the best of our knowledge, this paper is the first to explore temporal early exiting in driver identification and the first to consider trip difficulty for temporal confidence calibration. We believe that the proposed methods can be easily applied to existing driver identification systems and will promote applications in driver identification.
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