Detection Error Exponent for Spatially Dependent Samples in Random Networks
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Abstract—The problem of binary hypothesis testing is considered when the measurements are drawn from a Markov random field (MRF) under each hypothesis. Spatial dependence of the measurements is incorporated by explicitly modeling the influence of sensor node locations on the clique potential functions of each MRF hypothesis. The nodes are placed i.i.d. in expanding areas with increasing sample size. Asymptotic performance of hypothesis testing is analyzed through the Neyman-Pearson type-II error exponent. The error exponent is expressed as the limit of a functional over dependency edges of the MRF hypotheses for acyclic graphs. Using the law of large numbers for graph functionals, the error exponent is derived.
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I. INTRODUCTION

The assumption that the observations are i.i.d. under each hypothesis is often used in the literature [1]. While the i.i.d. assumption leads to elegant results, it is often violated in practice. In this paper, we focus on the case when under each hypothesis, the observation samples are correlated according to a Markov random field (MRF) model which depends on the spatial locations from where the samples are collected.

For hypothesis testing, the probability of making an error is a key performance measure. It is desired that this error decay exponentially with increasing sample size. The rate of exponential decay of error probability is known as the detection error exponent, which serves as a performance measure for large-scale networks. It is not always tractable to find the error exponent in closed form. Although there are established results for the error exponent for general hypotheses [2], further simplifications are possible only for special cases, such as for i.i.d. or stationary samples [3].

It is challenging to find the error exponent for general hypotheses, especially for spatially-dependent samples collected from irregular locations. We consider random distribution for spatial location of the measurement samples thereby introducing additional randomness into the hypothesis-testing problem.

As a result, the error-exponent analysis is influenced by the node-location distribution, and we study it here.
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A. Related Work and Contributions

The large-deviation analysis for the problem of simple hypotheses with general distributions exists [2], [4], but closed-form expressions are possible only for certain cases. Such an analysis for homogeneous Gauss-Markov random fields on lattices have been considered in [5], [6]. However, their techniques are not easily generalized to irregular spatially-dependent distributions, considered here. In [7], an expression for the Kullback-Leibler (KL) divergence rate is derived when the two distributions are Markov chains of arbitrary order, which is a special case of the formulation here. In [8]–[10], approximations to the KL divergence rates for hidden Markov chains are derived.

In [11], we considered a special case of the problem here, viz., of testing a Gaussian-Markov random field (GMRF) with nearest-neighbor dependency graph against independence when the nodes are uniformly distributed. In this paper, we extend the results to more general distributions, and node location distributions.

In this paper, we derive the error exponent in closed form when the MRF hypotheses have anacyclic stabilizing dependency graphs, such as the nearest-neighbor graph. The key issue we address is the influence of node placement on the resulting detection error exponent. This provides guidelines for efficient node placements to maximize detection performance. We express the error exponent as a functional over the edges of a stabilizing graph and then use the law of large numbers (LLN) to evaluate it, recently proposed by Penrose and Yukich [12].

II. SYSTEM MODEL

A. Stochastic model of sensor locations

We assume that n sensor nodes are placed randomly with sensor i located at $V_i \in \mathbb{R}^2$ and $V_n := [V_1, \ldots, V_n]$. We consider a sequence of sensor populations on expanding square regions $Q_n$ of area $n^2$ centered at the origin, where we fix $\lambda$ as the overall sensor density and let the number of sensors $n \to \infty$. To generate sensor locations $V_i$, first let $Q_1 := [-\frac{1}{2}, \frac{1}{2}]^2$ be the unit area square, and $X_i \overset{i.i.d.}{\sim} \tau, 1 \leq i \leq n$, be a set of $n$ independent and identically distributed (i.i.d.) random variables distributed on $Q_1$ according to $\tau$. We next generate $V_i$ by scaling $X_i$ accordingly: $V_i = \sqrt{n}X_i \in Q_n$. Let $P_\lambda$ be the homogeneous Poisson distribution on $\mathbb{R}^2$ with density $\lambda$.
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B. Graphical inference model

The inference problem we consider is the simple binary hypothesis testing $\mathcal{H}_0$ vs. $\mathcal{H}_1$ on a pair of Markov random fields (MRF). A MRF is defined by its (undirected) dependency graph $\mathcal{G}$ and an associated pdf $f(\cdot \mid \mathcal{G})$. Under each hypothesis $\mathcal{H}_m$, let $\mathcal{G}_m(V_n)$ be the dependency graph of the MRF, where $V_n = \{V_1, \ldots, V_n\}$ is the set of random node, described in Sec II-A. We denote the (random) measurements from all the sensors in a set $V$ by $Y_V$. The inference problem can be stated as:

$$
\mathcal{H}_0: |Y_{V_n}, V_n| \sim f(y_{V_n} \mid \mathcal{G}_0(V_n), \mathcal{H}_0) \prod_{i=1}^{n} \tau(\sqrt{n}v_i),
$$

$$
\mathcal{H}_1: |Y_{V_n}, V_n| \sim f(y_{V_n} \mid \mathcal{G}_1(V_n), \mathcal{H}_1) \prod_{i=1}^{n} \tau(\sqrt{n}v_i).
$$

The conditional pdfs $f(y_{V_n} \mid \mathcal{G}_m(V_n), \mathcal{H}_m)$ are defined on the Lebesgue measure, and $f(y_{V_n} \mid \mathcal{G}_0(V_n), \mathcal{H}_0)$ is absolutely continuous$^1$ with respect to $f(y_{V_n} \mid \mathcal{G}_1(V_n), \mathcal{H}_1)$ [13]. Note that sensor locations have the same distribution under either hypothesis. Therefore, only the conditional distribution under each hypothesis is relevant for inference.

The celebrated Hammersley-Clifford theorem states that, under the positivity condition [14], the likelihood function is

$$
f(y_{V_n} \mid \mathcal{G}_m(V_n), \mathcal{H}_m) = \frac{1}{Z_{m}(V_n)} \exp[- \sum_{c \in \mathcal{C}_m} \psi_{m,c}(y_c)],
$$

where $\mathcal{C}_m$ is a collection of (maximal) cliques in $\mathcal{G}_m(V_n)$, the functions $\psi_{m,c}$, known as clique potentials, are real valued, and $Z_{m}(V_n) > 0$ is the normalization constant, also known as the partition function. In general, it is NP-hard to evaluate the partition function for given potential functions, although for the Gaussian distribution, it can be evaluated in polynomial time since it reduces to the evaluation of a determinant.

C. Spatial Modeling: Dependency Graph and Potentials

A key modeling feature in this paper is to incorporate the spatial dependence of sensor measurements. This is achieved by explicitly specifying the influence of (random) node locations on the MRF dependency graph and the conditional distributions of the measurements given the node locations.

We restrict our attention to proximity-based local dependency graphs such as the (undirected) (k-NNG) or the disk graph (also known as continuum percolation). An important localization property of these graphs is stabilization facilitating asymptotic scaling analysis.

We assume that a set of clique potentials $\psi_{m,c} > 0$ under either hypothesis can be parameterized locally by the sensor locations of the clique members and their l-hop neighbors, for some finite $l$, in a translation-invariant manner, i.e.,

$$
\psi_{m,c}(y_c; v_n) = \psi_{m,c}(y_c; v_n + v), \quad \forall c \in \mathcal{C}_m, v \in \mathbb{R}, \quad (3)
$$

$$
\psi_{m,c}(y_c; v_n) = \psi_{m,c}(y_c; \{v_i \mid N^l(i) \in c\}), \quad \forall c \in \mathcal{C}_m. \quad (4)
$$

$^1$We use the convention that $0 \log \frac{0}{\lambda} = 0$ and $p \log \frac{0}{\lambda} = \infty$.

where $N^l$ is the set of all 0 to $l$-hop neighbors. Further conditions are imposed for acyclic graphs in Section III-A.

D. Error Exponent

We consider the Neyman-Pearson (NP) formulation, where the detector is optimal at a fixed false-alarm probability. We focus on the large-network scenario, where the number of observations goes to infinity. Under Neyman-Pearson formulation, for any positive level of the false alarm or the type-I error probability, when the mis-detection or the type-II error probability $P_{M}(n)$ of the NP detector decays exponentially with the sample size $n$, we have the error exponent

$$
D := - \lim_{n \to \infty} \frac{1}{n} \log P_{M}(n).
$$

In this paper, we are interested in evaluating the error exponent in (5) for random networks under MRF hypotheses.

Given the node locations $V_n = v_n$, let $D_{v_n}$ denote the Kullback-Leibler divergence between the conditional pdfs $f(y_{V_n} \mid \mathcal{G}_0(V_n), \mathcal{H}_0)$ and $f(y_{V_n} \mid \mathcal{G}_1(V_n), \mathcal{H}_1)$.

$$
D_{v_n} := \int f(y_{V_n} \mid \mathcal{G}_0(V_n), \mathcal{H}_0) \log \frac{f(y_{V_n} \mid \mathcal{G}_0(V_n), \mathcal{H}_0)}{f(y_{V_n} \mid \mathcal{G}_1(V_n), \mathcal{H}_1)} dy_{V_n}. \quad (6)
$$

In Section IV, we relate the error exponent $D$ in (5) to the KL-divergence in (6).

III. ERROR EXPONENT AS A GRAPH FUNCTIONAL

The binary hypothesis-testing problem defined in (1) involves two different graphical models, each with its own dependency graph and an associated likelihood function. The optimal detection test is based on the log-likelihood ratio (LLR). With the substitution of (2), it is given by

$$
L(y_V) := \log \frac{f(y_V \mid \mathcal{G}_0(V), \mathcal{H}_0)}{f(y_V \mid \mathcal{G}_1(V), \mathcal{H}_1)} = \sum_{a \in \mathcal{C}_1} \psi_{1,a}(y_a) - \sum_{b \in \mathcal{C}_0} \psi_{0,b}(y_b) + \log Z_0. \quad (7)
$$

Hence, the LLR is a functional on the two dependency graphs $\mathcal{G}_0$ and $\mathcal{G}_1$.

The spectrum of the LLR [2], [4] is defined as the distribution of the normalized LLR evaluated under the null hypothesis

$$
\frac{L(Y_{V_n})}{n}, \quad [Y_{V_n}, V_n] \text{ under } \mathcal{H}_0.
$$

In [2], [4] it is proven that for Neyman-Pearson detection under a fixed type-I error bound, the LLR spectrum can fully characterize the type-II error exponent of the hypothesis-testing system, and is independent of the type-I bound.

When LLR spectrum converges in probability to a constant $D$, the error exponent $D$ of NP detection in (5) is [4]

$$
D = \lim_{n \to \infty} \frac{1}{n} L(Y_{V_n}), \quad [Y_{V_n}, V_n] \text{ under } \mathcal{H}_0, \quad (8)
$$

where $p \lim$ denotes the limit in probability, assuming it exists.
When $Y_{V_n}$ are i.i.d. conditioned under both $\mathcal{H}_0$ and $\mathcal{H}_1$, the result in (8) reduces to Stein’s lemma [3, Theorem 12.8.1] and the limit in (8) is the node Kullback-Leibler (KL) divergence, i.e., when $Y_{V_n} \sim^d g_k$ under $\mathcal{H}_k$,

$$D = D_{V_1} := \int_y \log \frac{g_0(y)}{g_1(y)} g_0(y) dy. \tag{9}$$

In Section IV, we evaluate the error exponent for MRF hypotheses through the limit in (8). Due to random node placement and spatial dependence of the MRF hypotheses, the error exponent in (8) is the limit of a random-graph functional, and we can appeal to the LLN for graph functionals [12].

A. Acyclic Dependency Graphs

We consider the case when the dependency graphs under either MRF hypothesis $\mathcal{G}_0$ and $\mathcal{G}_1$ are acyclic and also stabilizing, such as the Euclidean nearest-neighbor graph.

Given a fixed set of points $v_n$, the joint pdf of MRF for an acyclic dependency graph $\mathcal{G}(v_n)$ admits a factorization [14]

$$f(y_{v_n}) = \prod_{i \in v_n} f_i(y_i) \prod_{i < j \in \mathcal{G}(v_n)} \frac{f_{i,j}(y_i, y_j)}{f_i(y_i) f_j(y_j)}, \tag{10}$$

where $f_i$ are the node marginal pdfs and $f_{i,j}$ are the pairwise pdfs on the edges. Recall that instead of fixed node locations, we have random locations $V_n$ here, and hence, we consider the conditional pdf $f(y_{v_n} | H_m, \mathcal{G}(v_n))$ under each hypothesis $H_m$. From (10), for an acyclic dependency graph $\mathcal{G}(v_n)$, we can specify the conditional pdf $f(y_{v_n} | H_m, \mathcal{G}(v_n))$ through the conditional node pdfs $f_i(y_i | H_m, \mathcal{G}(m))$ and the conditional pairwise edge pdfs $f_{i,j}(y_i, y_j | H_m, \mathcal{G}(m))$.

We consider here a special form of spatial dependence in (4) by having identical node marginal pdfs for all node locations and edge marginal pdfs which are dependent only on the respective edge lengths. Under hypothesis $H_m$, for $m = 0, 1$,

$$f_i(y_i | \mathcal{G}(m)) = g_m(y_i), \quad i \in V_n, \tag{11}$$

$$f_{i,j}(y_i, y_j | \mathcal{G}(m), H_m) = h_m(y_i, y_j | R_{ij}), \quad (i, j) \in \mathcal{G}(m), \tag{12}$$

where $g_m$ is the node pdf and $h_m$ is the pairwise pdf at the edges conditioned on $R_{ij}$, the Euclidean length of edge $(i, j)$.

By using (10), (11) and (12), we simplify (8) as

$$D = p \lim_{n \to \infty} \frac{1}{n} \left[ \sum_{i \in v_n} \log \frac{g_0(Y_i)}{g_1(Y_i)} + \sum_{(i,j) \in \mathcal{G}(0)} \log \frac{h_0(Y_i, Y_j | R_{ij})}{g_0(Y_i) g_0(Y_j)} - \sum_{(i,j) \in \mathcal{G}(1)} \log \frac{h_1(Y_i, Y_j | R_{ij})}{g_1(Y_i) g_1(Y_j)} \right], \quad [Y_{V_n}, V_n] \quad \text{under} \quad \mathcal{H}_0, \tag{13}$$

Note that the above expression is a graph functional, based on the edge lengths of random graphs $\mathcal{G}_0$ and $\mathcal{G}_1$ with additional randomness from the conditional distribution of the sensor measurements given the edge lengths.

IV. DETECTION ERROR EXPONENT

In this section, we derive the error exponent for general MRF hypotheses.

A. Testing Against Independence

We first provide the closed-form error exponent for the special case when the null hypothesis has i.i.d. measurements with no spatial dependence, $f(y_{v_n} | \mathcal{G}_0, H_0) = \prod_{i \in v_n} g_0(y_i)$.

Here, the dependency graph is trivial, $\mathcal{G}_0 = \emptyset$, and the error exponent in (13) simplifies as

$$D = p \lim_{n \to \infty} \frac{1}{n} \left[ \sum_{(i,j) \in \mathcal{G}(1)} \log \frac{g_1(Y_i, Y_j | R_{ij})}{g_1(Y_i) g_1(Y_j)} + \sum_{i \in v_n} \log \frac{g_0(Y_i)}{g_1(Y_i)} \right], \quad [Y_{v_n}, V_n] \quad \text{i.i.d.} \quad g_0, \quad \sqrt{n} V_{i} \quad \text{i.i.d.} \quad \tau. \tag{14}$$

The above expression is a graph functional defined over a marked point process, where the marks are the sensor measurements $Y_i$, drawn i.i.d from the pdf $g_0$.

We can now appeal directly to the LLN for marked point processes [12, Thm. 2.1] to simplify (14). Define a functional on the edge lengths

$$\xi_1(r_{ij}) := \mathbb{E} \left[ - \log \frac{h_1(Y_i, Y_j)}{g_1(Y_i) g_1(Y_j)} \bigg| R_{ij} = r_{ij}, H_0 \right], \tag{15}$$

$$= - \int_{y_i, y_j} \log \frac{h_1(y_i, y_j)}{g_1(y_i) g_1(y_j)} g_0(y_i) g_0(y_j) dy_i dy_j,$$

where the expectation is over the measurements conditioned on the node locations.

$\xi_1$ is said to satisfy moments condition of order $p > 0$ if

$$\sup_{n \in \mathbb{N}} \mathbb{E} \left[ \sum_{j \in \mathcal{N}(0), j \in v_n} \xi_1(R_{0j})^p \right] < \infty, \tag{16}$$

where $\mathcal{N}(0)$ denotes the neighbors of the origin in $\mathcal{G}_1$ and the expectation is over the node locations. We require that $p = 1$ or 2. In Section V, we prove that $\xi_1$ satisfies the moment condition for the Gaussian distribution under some simple constraints on the covariance matrix.

Recall that $\mathcal{P}_\lambda$ is the homogeneous Poisson distribution on $\mathbb{R}^2$ with density $\lambda$. We now provide the result below.

Lemma 1 (Testing Acyclicity Against Independence):

When $\xi_1$ satisfies the moments condition in (16), the error exponent for testing against independence has the form

$$D = D_{V_1} + \frac{1}{2} \int_{Q_1} \mathbb{E} \left[ \sum_{j \in \mathcal{N}(0), j \in v_n} \xi_1(R_{0j}) \right] \tau(x) dx, \tag{17}$$

where $D_{V_1}$ is the node KL-divergence given by (9).

Proof: The first term follows from LLN for i.i.d variables. For the second term, $\xi_1$ is a stabilizing functional since it is a functional of edges of a stabilizing graph $\mathcal{G}_1$ and bounded-moments condition in (16) holds. Hence, the LLN in [12]...
guarantees $L^2$ convergence to the above constant, which in turn implies convergence in probability.

Remark 1: When the node locations are uniform ($\tau(x) \equiv 1$), the error exponent in (17) simplifies as

$$D = D_{V_1} + \frac{1}{2} \mathbb{E} \left[ \sum_{j:(0,j) \in G_1 \setminus \{0\}} \xi_1(R_{0j}) \right].$$

B. General Hypothesis Testing

In this section, we extend the results to any general distribution under the null hypothesis. For such cases, we cannot directly use the LLN for marked point process to evaluate (13), since the marks are required to be i.i.d. for the LLN to hold.

We now additionally assume uniform integrability [13, (16.21)] to convert the functional on a marked point process in (8) to a functional on an unmarked process. In Section V, we show that the Gaussian distribution satisfies uniform integrability.

Proposition 1 (Uniform Integrability): When the normalized spectrum, given by the sequence \( \left\{ \frac{1}{n} L(Y_{V_n}) \right\}_{n \geq 1} \) is uniformly integrable and converges in probability under \( \mathcal{H}_0 \), the error exponent in (8) is the KL-divergence rate,

$$D = \lim_{n \to \infty} \frac{D_{V_n}}{n},$$

$$= p \lim_{n \to \infty} \frac{1}{n} \left[ \sum_{\alpha \in \mathcal{E}_1} \mathbb{E}(\psi_{1,\alpha}(Y_{V_n}) \mid V_n, \mathcal{H}_0) \right. + \sum_{b \in \mathcal{E}_0} \mathbb{E}(\psi_{0,b}(Y_{V_n}) \mid V_n, \mathcal{H}_0) + \log \frac{Z_1(V_{V_n})}{Z_0(V_{V_n})},$$

where \( D_{V_n} \) is the KL-divergence in (6), \( \psi_{1,\alpha} \) is potential of clique \( \alpha \in \mathcal{E}_1 \) of the MRF under hypothesis \( \mathcal{H}_1 \) in (7).

Proof: \( D = \lim_{n \to \infty} \frac{D_{V_n}}{n} = \lim_{n \to \infty} \frac{1}{n} \mathbb{E}[L(Y_{V_n}) \mid \mathcal{H}_0], \)

$$= p \lim_{n \to \infty} \frac{1}{n} \mathbb{E}[L(Y_{V_n}) \mid V_n, \mathcal{H}_0]. \quad (22)$$

Now evaluating the conditional expectation using the form of LLR for a MRF in (7), we have the result. \( \square \)

Hence, we have (20), which is a functional on an unmarked process. Since the clique potential functions in (20) are parameterized by the node locations, (20) is a functional over a random graph. Note that we do not need the dependency graphs to be acyclic for the above result. We now specialize the above result for acyclic dependency graphs.

Lemma 2 (Acyclic Graphs): For acyclic graphs \( G_0 \) and \( G_1 \),

$$D = D_{V_1} + p \lim_{n \to \infty} \frac{1}{n} \left[ \sum_{(i,j) \in G_1 \setminus G_0} \xi_1(R_{ij}) \right. \left. + \sum_{(i,j) \in G_0 \cap G_1} \xi_2(R_{ij}) + \sum_{(i,j) \in G_0 \cap G_1} \xi_3(R_{ij}) \right],$$

where \( D_{V_1} \) and \( \xi_1 \) are given by (9) and (15), and the edge functions \( \xi_2 \) and \( \xi_3 \) are defined as

$$\xi_2(r_{ij}) := \mathbb{E} \left[ \log \frac{h_0(Y_i, Y_j | R_{ij} = r_{ij})}{h_1(Y_i, Y_j | R_{ij} = r_{ij})} \mid R_{ij} = r_{ij}, \mathcal{H}_0 \right] - 2D_{V_1},$$

$$\xi_3(r_{ij}) := I(Y_i; Y_j | R_{ij} = r_{ij}, \mathcal{H}_0),$$

where \( I(X; Y) \) is mutual information between \( X \) and \( Y \) and \( I(X; Y \mid Z = z) \) is mutual information conditioned on \( Z = z \).

Proof: From (13) and Proposition 1. \( \square \)

We now provide the error exponent for MRF hypotheses.

Theorem 1 (Exponent For Stabilizing Acyclic Graphs): When \( \xi_i \) for \( i = 1, 2, 3 \) satisfy the bounded-moments condition in (16), the error exponent for stabilizing acyclic dependency graphs is given by

$$D = D_{V_1} + \frac{1}{2} \sum_{i=1}^{3} \int_{Q_i} \left[ \sum_{j:(0,j) \in E_{i,\tau(x)}} \xi_i(R_{0j}) \right] \tau(x) dx, \quad (26)$$

where \( E_{1,\tau(x)} := G_1 \setminus G_0 (P_{\lambda \tau(x)} \cup \{0\}) \), \( E_{2,\tau(x)} := G_0 \setminus G_1 (P_{\lambda \tau(x)} \cup \{0\}) \), and \( E_{3,\tau(x)} := G_0 \setminus G_1 (P_{\lambda \tau(x)} \cup \{0\}) \).

Proof: Since \( G_0 \) and \( G_1 \) are stabilizing, its subgraphs with edges \( E_{i,\tau(x)} \) for \( i = 1, 2, 3 \) can be shown to be stabilizing. The moments condition in (16) holds. Hence, the LLN follows. \( \square \)

Remark 2: When the node locations are uniform ($\tau(x) \equiv 1$), the error exponent in (26) simplifies as

$$D = D_{V_1} + \frac{1}{2} \sum_{i=1}^{3} \sum_{j:(0,j) \in E_{i,1}} \xi_i(R_{0j}). \quad (27)$$

V. GAUSSIAN DISTRIBUTION ONACYCLIC GRAPHS

In this section, we simplify the results of the previous section on acyclic graphs when the distribution under each hypothesis \( \mathcal{H}_m \) is Gaussian \( \mathcal{N}(\mu_m, \Sigma_{m,v_n}) \), given the node locations \( V_n = v_n \). In this case, the MRF factorization in (2) leads to a special relationship between the coefficients of the covariance matrix and its inverse, called the potential matrix. Specifically, there is a one-to-one correspondence between the non-zero elements of the potential matrix \( \Sigma_m^{-1} \) and the dependency graph edges \( \mathcal{G}_m(v_n) \). Moreover, for acyclic graphs \( \mathcal{G}_m(v_n) \), further simplifications are possible [11, Thm. 1].

The additional constraints of spatial dependence for acyclic graphs in (11) and (12) imply that under each hypothesis, the mean and the variance at all the nodes are equal and that the correlation coefficient between any two neighboring nodes is only dependent on the inter-node distance, i.e., under hypothesis \( \mathcal{H}_m \), for \( m = 0, 1 \), we have \( \mu_m = \mu_m I \), \( \Sigma_m(v_n) = \sigma_m^2 I \), and for \( i, j \in \mathcal{G}_m(v_n) \), we have \( \Sigma_m(v_n) = \rho_m(R_{ij}) \sigma_m^2 I \). Here, the correlation function \( \rho_m(\cdot) \) is positive and monotonically decreasing in the edge length, for each \( m = 0, 1 \).
With the above assumptions, the covariance matrix under hypothesis $H_m$ is given by

$$
\Sigma_m,v_n(i,j) = \begin{cases} 
\sigma_m^2 > 0, & i = j, \\
\sigma_m^2 \prod_{(a,b) \in \text{Path}(i,j; \mathcal{G}_m(v_n))} \rho_{m}(R_{a,b}), & \text{o.w.}
\end{cases}
$$

(28a)

where Path$(i,j; \mathcal{G}_m(v_n))$ is the set of edges of the acyclic graph $\mathcal{G}_m(v_n)$ belonging to the unique path connecting the nodes $i$ and $j$. It can be shown that $\Sigma_m,v_n$ in (28) is positive definite for any node configuration $v_n$ when $\rho_m(\cdot) < 1$.

Under the above assumptions, we now provide closed-form expression for the Gaussian error exponent. Recall that Path$(0,j; \mathcal{G}_0)$ denotes the set of edges in $\mathcal{G}_0$ connecting the origin $0$ with some node $j$. Let $\Delta \mu := \mu_1 - \mu_0$, $K := \frac{\Delta \mu^2}{\sigma^2}$. Theorem 2 (Gaussian Error Exponent): For Gaussian distribution under each hypothesis, the error exponent is given by (26), with the terms simplifying as

$$
\xi_1(R_{0}) = \frac{1}{2} \log \left( 1 - \rho^2_1(R_{0}) \right)
+ \log \left[ \frac{1 - \rho^2_1(R_{0})}{1 - \rho^2_0(R_{0})} \right] \left( 1 + \rho_1(R_{0}) \right),
$$

(30)

$$
\xi_2(R_{0}) = \frac{1}{\sigma^2} \log \left( 1 - \rho^2_0(R_{0}) \right)
+ \frac{1}{2} \log \frac{1 - \rho^2_0(R_{0})}{1 - \rho^2_1(R_{0})} - \frac{\Delta \mu^2}{\sigma^2} \rho_1(R_{0}),
$$

(31)

$$
\xi_3(R_{0}) = - \frac{1}{2} \log \left( 1 - \rho^2_0(R_{0}) \right).
$$

(32)

Proof: From [11, Thm. 1], we have the expressions for determinant and potential matrix coefficients for acyclic graphs, and we use them to simplify terms in the error exponent.

The moments condition in (16) holds for $\xi_m$ for $m = 1, 2, 3$ since the terms are bounded for correlation functions $\rho(R_{ij})$ which are decreasing in edge lengths and $\rho(0) < 1$. For uniform integrability [13, (16.21)] of normalized spectrum, it is sufficient to show that for any $n > 0$

$$
\lim_{\alpha \to \infty} \int \frac{1}{n} |y^T (\Sigma_0^{-1} - \Sigma_1^{-1}) y| \exp \left[ - \frac{y^T \Sigma_0^{-1} y}{2} \right] dy = 0
$$

$$
\int |y^T (\Sigma_0^{-1} + \Sigma_1^{-1}) y| \exp \left[ - \frac{y^T \Sigma_0^{-1} y}{2} \right] dy = 0,
$$

From positive definiteness, this reduces to showing

$$
\int |y^T (\Sigma_0^{-1} + \Sigma_1^{-1}) y| \exp \left[ - \frac{y^T \Sigma_0^{-1} y}{2} \right] dy = 0,
$$

which is true. □

VI. CONCLUSION

In this paper, we considered hypothesis testing of spatially-dependent Markov random field observations collected from randomly located sensors. We derived the error exponent by appealing to the law of large number results for random graph functionals. This allows us to study the influence on the node placement distribution on the error exponent. In [15], [16], we addressed the issue of energy consumption for routing measurements for testing of MRF hypotheses, and proposed energy-efficient fusion schemes. In the future, we plan to build on these works to investigate efficient node placement strategies that maximize the error exponent as well as meet energy constraints.
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