SURROGATE-BASED BLACK-BOX OPTIMIZATION METHOD FOR COSTLY MOLECULAR PROPERTIES

Abstract

AI-assisted molecular optimization is a very active research field as it is expected to provide the next-generation drugs and molecular materials. An important difficulty is that the properties to be optimized rely on costly evaluations. Machine learning methods are investigated with success to predict these properties, but show generalization issues on less known areas of the chemical space. We propose here a surrogate-based black box optimization method, to tackle jointly the optimization and machine learning problems. It consists in optimizing the expected improvement of the surrogate of a molecular property using an evolutionary algorithm. The surrogate is defined as a Gaussian Process Regression (GPR) model, learned on a relevant area of the search space with respect to the property to be optimized. We show that our approach can successfully optimize a costly property of interest much faster than a purely metaheuristic approach.

1 Introduction

In chemistry, molecules are made up of atoms (vertices), bonded by electronic interactions of various strengths (edges). The possible combinations lead to an enormous space of molecular graphs, in which chemists look for solutions with desired properties.

There is currently a very active research for effective strategies to explore the chemical space and optimize molecular properties [1, 2]. Methods based on deep learning look promising for drug chemistry. For less explored problems such as the chemistry of molecular materials, evolutionary algorithms have shown competitive and interpretable results [3].

When we are looking for molecules for materials, the target properties depend on the electrons. Their precise estimation require costly quantum mechanical (QM) calculations. Over the past decade, many work has focused on using machine learning methods to predict these costly electronic properties. Kernel ridge regression models were extensively used, as well as neural networks models [4]. The latter yield state of the art performances when many training points are available. Other models were also investigated, such as Gaussian process regression (GPR) [5, 6].

Such machine learning methods depend on the size and quality of the dataset for good performances in generalization. The most widely used quantum chemistry dataset for small organic molecules, QM9, has been shown to lack chemical diversity [7, 8]. In addition, the examples in the training set with optimized electronic properties will be rare.
An alternative is to build a training dataset that is relevant for a given property. By selecting samples that satisfy some query strategy, active learning methods can provide models with better generalization performances for a given dataset size \([9]\). In case of costly properties, this also reduces the cost of building a dataset from scratch.

Another approach, used in this article, is to combine a machine learning model with an optimization method, using the surrogate-based black-box optimization framework \([10]\). It is suited for costly and non-differentiable objective function, such as QM calculations. The optimization and learning procedures are performed jointly, so that the surrogate of the objective function is learned on a relevant space with respect to the property to be optimized. In this context, the quality of the surrogate does not only depend on its prediction performances on large datasets. It should ideally be efficient even when few data points are available, and its error should decrease fast when new points are selected. It must generally allow for a measure that will be used to jointly guide the optimization, such as an uncertainty estimation. And finally, its cost must be negligible compared to the objective function. Tsuda et al. have proposed a number of black-box approaches to find solutions in the molecular space \([11]\). In particular, they have developed a Bayesian optimization method that can efficiently screen solutions in a dataset of candidates \([12]\).

In this article, we propose a black-box optimization (BBO) method to tackle the optimization of costly molecular properties. It is based on a GPR model that estimates the values of properties at lower cost than QM computation for molecular space exploration. The model is re-trained regularly as selected points are submitted to exact computation. In order to search for new candidates, an evolutionary algorithm is used to optimize the expected improvement (EI) of the surrogate model on the space of molecular graphs. Thus, our method selects candidates in the space of solutions rather than selecting candidates in a predefined dataset. As we wish to propose a method that can be applied to problems with very little data, it is assessed with minimal prior knowledge. In fact, the starting dataset we use in our experiments contains only a single very simple molecule (methane).

At the best of our knowledge, our method is the first that is designed to optimize costly properties in the molecular space with a surrogate-based BBO approach. The contributions of this article also include the proposal and study of a molecular descriptor that does not require geometrical information, for computational efficiency.

In section \([2]\) we present the general concepts for surrogate-based BBO and molecular representation. In section \([3]\) we detail our optimization method. In section \([4]\) we perform a data-efficiency study of two machine learning models with different compromises between cost and accuracy. In section \([5]\) we introduce the surrogate models into the BBO framework to study their optimization performances. We also show that our approach is more efficient than an evolutionary algorithm with state-of-the-art performances on molecular optimization benchmarks. Finally, we conclude and expose the perspectives of our work in section \([6]\).

2 Preliminaries

2.1 Surrogate-based black-box optimization

Black-box optimization (BBO) is the field of study of the optimization of functions whose derivatives are either non-existent or not available. Gradient-descent techniques can therefore not be used. These functions are called black boxes as they can only be sampled at some selected points. Generally, black-box optimization methods are used and designed for continuous problems, \(i.e.\) objective functions of the form \(f : \mathbb{R}^d \rightarrow \mathbb{R}\). BBO problems arise in different domains, especially when the result of a costly computer simulation must be optimized \([13]\). We present thereafter several BBO approaches, following the classification of Vu et al. \([10]\), with a focus on surrogate-based methods.

The most straightforward approach to solve this class of problems is the use of metaheuristic algorithms, that are often able to find high quality approximate solutions on complex problems by using nature-inspired strategies to explore the space of solutions \([14]\). Metaheuristics can be considered as global search methods in that most of them use strategies to escape from local optima. We will focus in this article on evolutionary algorithms, that apply selective pressure on a population of solutions that are randomly modified using perturbation operators such as mutation or crossover. Simulated annealing and particle swarm optimization algorithms can also be mentioned. The main drawback of metaheuristic algorithms is that they require an important number of calls to \(f\), and are therefore not best suited for BBO problems with a costly objective function.

Surrogate-based optimization aims to solve BBO problems with costly objective functions in a global manner. The main idea is to learn a surrogate function (or metamodel) that is expected to quickly approximate \(f\) and that is used to ease the cost of the optimization. This is the approach we will use to address the problem of molecular optimization in this work. Surrogate-based optimization consists in performing the following steps : design of experiments (DOEs), surrogate function learning and optimization of the merit function \([10]\). DOEs is performed only once at the beginning of the algorithm and consists in selecting a dataset of points that will be used to learn the initial surrogate model. The main procedure consists then in iteratively training the surrogate model on known points, and using the surrogate to
select a set of promising points that are evaluated with \( f \) and inserted in the dataset. If a stop criterion is reached (for example a budget of calls to \( f \)) then the procedure is stopped. Otherwise, it goes back to learning the surrogate function using the extended dataset.

### 2.1.1 Design of experiments

The points selected for the DOEs are supposed to uniformly cover the search space. A popular heuristic satisfying this property is the Latin hypercube design, that generates the coordinates of the solutions [15]. This approach is primarily designed for optimization problems in \( \mathbb{R}^d \), and cannot be trivially adapted for problems in the space of (molecular) graphs. For the chemical space, active learning methods use statistical design that maximize some optimality criterion, with respect to the machine learning model [9]. In this case, solutions are not generated but selected from a predefined dataset. In this work, we use a much simpler approach, as the DOEs of our experiments consists only of a single simple molecule.

### 2.1.2 Surrogate learning

The next step consists in learning the surrogate function using the currently available points. The surrogate could be any machine learning method, but some methods are preferred as they can provide additional information that is useful for the following search step. In particular, Gaussian process regression (GPR) models are widely used as they can estimate the uncertainty of their predictions. GPR models predict for any point \( x \in \mathbb{R}^d \) a normal distribution whose mean can be interpreted as the prediction and whose standard deviation can be interpreted as the uncertainty (see section 3.2). This method, often also known as Kriging, is the one we will use in this work.

### 2.1.3 Merit function

The core of the surrogate-based optimization consists in searching for promising new points using the surrogate function. A straightforward approach is to optimize the value of the surrogate function directly. Assuming the surrogate estimates \( f \) accurately, the search will be lead to high-quality points. However, this approach often leads to disappointing results, and can fail to even find a local optimum [16]. A number of merit functions to be optimized were proposed to take advantage of the uncertainty information and improve the optimization results. When used to select a subset of a pre-screened set of solutions, the merit function is often referred as a selection criteria. In this article, we will use the expected improvement (EI). It consists in estimating the expected improvement relatively to the best known point, and it performs a compromise between solutions expected to give small improvements with small uncertainty (intensification) and solutions expected to give high improvement with high uncertainty (exploration) [17]. The expected improvement is defined for \( x \in \mathbb{R}^d \) as

\[
EI(x) = \mathbb{E}[\max(Y - f_{\text{max}} - \xi, 0)]
\]

for a maximization problem, with \( Y \) the predicted Gaussian distribution at \( x \), and \( f_{\text{max}} \) the best observed value of \( f \). \( \xi \) is an additional parameter supporting the exploration [18]. It can be computed following eq. (1), with \( \Phi \) and \( \phi \) the cumulative and probability distribution functions of the standard normal function. \( \mu(x) \) and \( \sigma(x) \) are the parameters of \( Y \).

\[
EI(x) = (\mu(x) - f_{\text{max}} - \xi)\Phi(Z) + \sigma(x)\phi(Z)
\]

\[
Z = (\mu(x) - f_{\text{max}} - \xi)/\sigma(x)
\]

### 2.1.4 Obtaining candidate solutions

The merit function aims to select promising candidates that will be evaluated exactly with \( f \). A straightforward approach is to use it as a selection criteria to screen a dataset of candidates solutions. If no dataset is available or if one wishes to search for candidates in the complete space of solutions, an optimization method can be used to optimize the merit function. Different methods can be used depending on the features of the problem to be solved. It is sometimes possible to use exact methods such as branch and bound [17]. It is also often reasonable to use metaheuristics, as (i) the surrogate function is supposed to be cheap to evaluate so many evaluations should not hinder the performances of the method, and (ii) the surrogate is only an approximation of \( f \) that will not necessarily capture its global optima, so reasonable approximate solutions are sufficient [10]. We are especially interested in evolutionary methods, as they allow quite easily to deal with molecular graphs. For other applications, the combination of surrogate-based BBO and evolutionary algorithms has shown interesting performances [19].

### 2.2 Representing molecules

Molecules are objects in a 3 dimensional space. Finding an accurate 3D representation for a given molecule depends on geometrical optimization procedures where the nuclei are arranged in a spatial configuration that minimizes the total energy. This problem can either be tackled by molecular mechanics (MM) or quantum mechanics (QM). In MM, the
atoms are described as force fields, i.e. simplified functions based on chemical knowledge in order to reproduce typical interatomic distances and angles. MM is relatively fast and outputs the positions of the nuclei in Cartesian coordinates. In this work, we use the MMFF94 force field \[20\]. The second approach, QM calculation, is more expensive and more robust. In addition to the Cartesian coordinates, QM computes the electron wave functions which are necessary to compute a number of electronic properties. Among these properties, we have chosen to work on the function containing the most energetic electron, noted HOMO, because it is the electron involved in chemical reactions. In this work, we perform Density Functional Theory (DFT) computations with B3LYP/3-21G* level of theory, which is already an affordable way to perform such QM calculations.

For practical purposes, such as automatic processing and human readability, molecules are often represented as graphs or other equivalent text representations such as SMILES \[21\]. Molecular graphs substitute the geometrical information by edges that represent the covalent (strong) interactions between atoms sharing electrons. The edges are labeled according to a discretization of the bond strength, depending on the number of electrons involved. In this work, we only consider the cases of single, double and triple bonds. We also only consider the case of neutral atoms. With \( A \) the set of possible atom types (carbon, nitrogen, ...), we formalize a molecular graph as \( G = (V, E, f_a, f_b) \), with \( V \) the set of vertices (atoms), \( E \) the set of edges (covalent bonds), \( f_a : V \to A \) a function labeling the atom types and \( f_b : E \to \{1, 2, 3\} \) a function labeling the bond types.

2.2.1 Geometrical descriptors

The representations presented just above are not best suited to be used as a descriptor in a machine learning algorithm predicting a molecular property. They both depend on the ordering of atoms, and the coordinates representation is not invariant to translation nor rotation. Several descriptors were specially designed for the prediction of electronic properties. They are invariant to the ordering of atoms, translation and rotation, and include relevant geometrical information.

The Coulomb matrix was proposed as such a molecular descriptor in 2012. It encodes the Coulomb repulsion energy between pairs of atoms, and an approximation of the atomic energies in the diagonal \[22\]. In order to make the descriptor invariant to the ordering of the atoms, a heuristic can be used to sort the rows and columns.

Smooth Overlap of Atomic Positions (SOAP) was proposed shortly after as a descriptor encoding the local environments of a molecule \[23, 24\]. Atomic densities are represented by Gaussian function centered on all atoms. They are expanded using spherical harmonics and radial basis functions, to obtain a descriptor that is invariant to rotation. A complete molecule can be represented by averaging all local environments.

Many body tensor representation (MBTR) is a descriptor that encodes geometrical features in a vector that also exhibits the required invariances. It was proposed recently and has shown better performances than both Coulomb matrix and SOAP \[25\]. For this reason, MBTR is the geometrical descriptor we will use in our experiments. It is obtained using a set of functions \( g_k \), that compute a scalar value from \( k \) atoms of the molecule. As we follow the implementation of Himanen et al., we use three base functions \[26\]. \( g_1 \) corresponds to the atomic number, \( g_2 \) correspond to the inverse distance and \( g_3 \) corresponds to the cosine of the angle. These functions are used to create a set of distributions \( D_k(x) \) by using Gaussian kernel density estimation, for all combinations of atom types and following eq. \[2\].

\[
\begin{align*}
\text{MBTR}^Z_1(x) &= \sum_l |Z_l| D^l_1(x) \\
\text{MBTR}^{Z_1, Z_2}_2(x) &= \sum_l \sum_m |Z_l| |Z_2| u^{l,m}_2 D^{l,m}_2(x) \\
\text{MBTR}^{Z_1, Z_2, Z_3}_3(x) &= \sum_l \sum_m \sum_n |Z_l| |Z_2| |Z_3| u^{l,m,n}_3 D^{l,m,n}_3(x)
\end{align*}
\]

\( D_k(x) \) are normalized Gaussian distributions centered on the corresponding \( g_k \) value. The distributions are scaled by a weight that is inversely proportional to the distances between the atoms when \( k \geq 2 \). The distributions are sampled at evenly spaced bins, yielding a tensor of dimension \( k + 1 \). The MBTR output is the concatenation of all the distributions after individually normalizing the values corresponding to each \( k \) term so that they have a unitary L2 norm.
2.2.2 Graph-based descriptors

Another approach is to use descriptors based only on the molecular graph, such as molecular fingerprints. Molecular fingerprints are built by applying a hash function on structural features, and also exhibit required invariances. MHFP6 is a fingerprint algorithm based on molecular subgraphs named shingles [27]. A shingle is defined for a given atom \( a \) of a molecular graph and a given radius \( r \) as the graph centered on \( a \) that contains all atoms and all bonds that are at a distance less than or equal to \( r \) from \( a \) in number of bonds. MHFP6 is built by extracting all shingles of diameter up to 6 (\( r = 3 \)) and using a hash function to obtain a sparse descriptor of reasonable size. We emphasize that these features can be computed much faster than geometrical descriptors as they do not require any geometrical optimization. We will propose in this article a descriptor following the same idea as MHFP6, without using a hash function.

3 Methods

3.1 Black-box optimization of molecular graphs

To solve the problem of the optimization of molecular graphs with the aim to minimize the costly calls to the objective function, we propose the following surrogate-based BBO method (see algorithm in Figure 1). It is based on the optimization of the EI of the surrogate model, using an evolutionary algorithm (EA). This allows generating new solutions in the molecular space, in opposition to selecting solutions from a predefined dataset. The main loop is executed until the stop condition is reached (a threshold on the number of calls to the objective function). At each step, the surrogate model is trained on the currently available data (\( D \)). Then, \( n \) restarts of the evolutionary optimization are performed, using as initial population different subsets of \( D \). Each restart provides a solution that is added to \( D \) at the end of the step. The use of restarts rather than a single optimization aims to make the most of the surrogate model on various areas of the chemical space, before needing to call the objective function again. The elements of \( D' \) are selected randomly from \( D \) according to a random selection weighted by their objective values. Thus, all previously found solutions can be used as starting point for evolutionary optimizations, but solutions with high values are favored. In the implementation, we spare the cost of EI computation for solutions of the initial population by assigning their score a zero value, as they are already known in \( D \). For each restart, the chosen solution is the one with the highest EI value that has not been chosen in previous restarts for the same step. The solutions of \( D \) are given as a tabu list to the evolutionary algorithm so that only unknown solutions can be generated. Our algorithm is meant to be easily parallelizable, as both evolutionary optimizations and costly objective function calculations can be performed in parallel (internal loop).

```
input
D: dataset of solutions at initialization
f: objective function
parameter
n: number of solutions to be generated at each step
while the stop condition is not reached do
    train surrogate \( s \) on \( D \)
    for \( i \leftarrow 1 \) to \( n \) {restarts} do
        select a subset \( D' \) of \( D \) {initial population selection}
        \( c \leftarrow \max \text{EA}(\text{EI}(s), D') \) {evolutionary optimization}
        \( D \leftarrow D \cup \{ (c, f(c)) \} \}
    end for
end while
return \( D \)
```

Figure 1: Surrogate-based black-box optimization of molecular graphs

3.2 Learning a surrogate model

3.2.1 Model

In our experiments, we use Gaussian process regression (GPR) models as they are well-suited to be integrated in a surrogate-based black-box optimization framework. A Gaussian process (GP) is a distribution over functions that can model any point \( x \in \mathbb{R}^d \) as a Gaussian probability distribution [28]. A GP is defined by a covariance (or kernel) function \( k(x, x') \) and a mean function \( m(x) \). Gaussian process regression consists in conditioning a prior GP on the observed data points \( X \) with corresponding objective function values \( y \), to obtain a posterior GP that can estimate the
distributions \( f_* \) of a new set of points \( X_* \). The prior is generally set to have a constant zero mean. For regression on noisy data, an additional parameter \( \sigma^2_n \) modeling the variance of the noise is also used. The predicted multivariate normal distribution is expressed in eq. \((3)\). Its parameters can be computed following eq. \((4)\). For any sets of \( n \) and \( n' \) elements of \( \mathbb{R}^d \) \( Y \) and \( Y' \), the notation \( K(Y, Y') \) represents the matrix \( n \times n' \) obtained by computing \( k \) on all pairs of elements of \( Y \) and \( Y' \). \( \overline{f}_* \) corresponds to the mean of the distribution and thus the predictions for the elements of \( X_* \). The variance of the predictions can be extracted from the diagonal of \( \Sigma_{f_*} \). The noise \( \sigma^2_n \) is inserted in the \( K_n = K(X, X) + \sigma^2_n I \) term. We encourage the interested reader to consult the book of Rasmussen et al. for a thorough explanation \((28)\). In this article, we will use the implementation of scikit-learn \((29)\).

\[
\begin{align*}
    f_*|X, y, X_* \sim & \mathcal{N}(\overline{f}_*, \Sigma_{f_*}) \\
    \overline{f}_* &= K(X, X)K_n^{-1}y \\
    \Sigma_{f_*} &= K(X, X) - K(X, X)K_n^{-1}K(X, X_*)
\end{align*}
\]

### 3.2.2 Kernels

We study the performances of two kernels, namely RBF and dot product. They are defined in equation \((5)\). \( d \) corresponds to the Euclidean distance function. Both kernels depend on a parameter \( \sigma^2_k \) that scale their values. All their parameters are optimized during GPR computation by maximizing the log-likelihood on the training data.

\[
\begin{align*}
    k_{\text{RBF}}(x, x') &= \sigma^2_k \exp \left( -\frac{d(x, x')^2}{2\sigma^2_k} \right) \\
    k_{\text{Dot-product}}(x, x') &= \sigma^2_k (\sigma^2_n + x \cdot x')
\end{align*}
\]

### 3.2.3 Descriptors

As neither the molecular graphs nor the Cartesian coordinates of the atoms can be mapped to \( \mathbb{R}^d \) with proper invariances, we use MBTR as input of the machine learning models. However, it should be noted that MBTR depends on geometrical data and thus on a geometrical optimization. Although molecular mechanics optimization is much cheaper than quantum mechanics, it might still be too costly in a BBO framework regularly assessing a lot of candidate solutions. We study another descriptor that we design to depend only on molecular graph data. It is inspired from MHFP6 fingerprints, but encodes more local structures. Rather than using \( r = 3 \) shingles that suffer from combinatorial explosion, we propose here to only use \( r = 1 \) shingles and to count their occurrences in an integer vector of fixed size. With such small radius, there is no need for a hash function as 2000 seems to be a reasonable vector size \((30)\). Less information can be encoded compared to MHFP6 due to the smaller radius, but no collision can occur and the resulting descriptor is more interpretable. All encoded subgraphs (chemical local environments) can be retrieved from the encoding.

### 3.3 Molecular graph evolutionary optimization

Our BBO framework requires a metaheuristic algorithm to optimize the expected improvement of the surrogate function. We use EvoMol, an open-source evolutionary algorithm designed to be flexible \((3)\). EvoMol was shown to successfully optimize a various set of molecular properties, including the HOMO energy that is our target in this article. It is based on a set of local mutations of the molecular graph, which are randomly selected among those that maintain the validity of the solutions. At each optimization step, a batch of worst individuals are replaced by improving solutions, obtained by mutating the best individuals in fitness value order.

### 4 Surrogate model study

In this section, we evaluate our GPR models as predictors of the target molecular property, independently of the optimization process that will be studied in section \((5)\). Our objective is to insure that they meet the requirements to be used as the surrogate of the BBO approach. Firstly, the surrogate model must be significantly faster than the original evaluation function. Secondly, it must be sufficiently accurate, especially with little data. These requirements will depend on the molecular descriptor and kernel associated with the model.

We will focus our study on two models, that are built using chosen combinations of descriptors and kernels presented in previous section. The first one combines the shingles count as descriptors and a dot product kernel, denoted GPR(Shingles, \( \cdot \)). It is expected to be a very quick estimator of the property. The second one combines MBTR descriptors and the RBF kernel, denoted GPR(MBTR, RBF). It is associated with the state of the art prediction performances \((25)\). We emphasize that the computational cost of both MBTR and RBF is higher than that of shingles and dot product respectively.
Figure 2: Learning curves of HOMO energies, showing out-of-sample prediction error (mean absolute error) depending on the number of training molecules drawn at random from QM9 dataset for the two proposed surrogate models.

| Method                  | Model fit | Descriptors | Total  |
|-------------------------|-----------|-------------|--------|
|                         | Worst case| 1000 mol. per mol. |        |
| GPR(Shingles, ·)        | 3.8       | 3.2         | 0.007  |
| GPR(MBTR, RBF)          | 26.2      | 102.5       | 0.129  |
| DFT                     | -         | -           | 243.1  |

Table 1: Computing performances of descriptors and models (in seconds)

4.1 Experiments

We first study the data efficiency, which corresponds to the performance of the models depending on the number of training samples. We use a set of points randomly selected from the QM9 dataset, that is a reference dataset for machine learning of molecular materials properties [7]. QM9 was built by performing DFT calculations on a subset of an enumeration attempt of the chemical space [31]. Solutions in QM9 contain up to 9 heavy atoms (i.e. not counting the hydrogen) among carbon, oxygen, nitrogen and fluorine. The graphical representation of the data efficiency (learning curves) is built by evaluating the models for different training set sizes. We estimate the mean absolute error (MAE) for HOMO energy prediction by performing 10-folds cross validation on a random subset of 10000 solutions.

Then, we estimate the computational cost of both models, to evaluate the additional cost of our BBO setting. We study a state of the optimization process in which the dataset of solutions \( D \) (see algorithm in Figure 1) contains 1000 solutions, which corresponds in fact at the maximum possible size that may be reached at the end of the experiments we perform in section 5. The BBO overhead consists firstly in learning the surrogate on this dataset, and secondly in optimizing its expected improvement. We use the times measured for the cross validation experiment as an estimation of the fit time. We consider that the optimization of the merit function is driven by the time necessary to compute the descriptors of the candidate solutions. A single BBO step is equivalent to the evaluation of 1000 candidates (see section 5). Thus, we measure the time necessary to compute the descriptors on a set of 1000 solutions. This measurement includes the time of MM optimization for MBTR descriptors. We also estimate the mean time of DFT calculations that are predicted here, based on a measure of the evaluations that are performed in the experiments of section 5.

4.2 Results

The learning curves are shown in Figure 2. Both models perform comparably when the dataset size increases. A slight advantage can be observed for GPR(Shingles, ·) with very little data. The overall level of error is comparable to the error of the DFT approximation [32]. Thus, we consider our models to be a reasonable approximation of the HOMO energy, with few data samples.
In the Table, we observe that the times to fit the model and to compute the descriptors are as expected more important for GPR(MBTR, RBF). In the last column, we report the estimated time per molecule. We consider for this the time to compute the descriptors for a dataset of 1000 molecules and then to fit the corresponding model (the two previous columns). The prediction time is considered here negligible. The total time is divided by 1000 to account for the time of a single evaluation, to be comparable to a DFT calculation. The GPR(Shingles, ·) and GPR(MBTR, RBF) models are respectively 5 and 3 orders of magnitude faster than DFT. Thus, they meet the requirements to be used as surrogate models in a BBO framework.

5 Black-box optimization

In this section, we assess our BBO framework on the maximization of the HOMO energy. The machine learning models studied in previous section are integrated as surrogate functions into the BBO framework. They are assessed against an evolutionary algorithm (EA) baseline.

5.1 Experiments

We use the algorithm described in Figure to maximize the HOMO energy, using in distinct experiments the surrogate models GPR(Shingles, ·) and GPR(MBTR, RBF) studied in previous section. These experiments will be referred respectively as BBO(Shingles, ·) and BBO(MBTR, RBF). The evolutionary optimization of the merit function is performed using 10 restarts, so 10 solutions are submitted to exact computation at each step. For each restart, the population is initialized with 10 solutions drawn from the dataset of known solutions \( D \). The maximum population size is set to 300, and 10 solutions are inserted at each merit optimization step. Though the mutations defined in EvoMol are local, they can rapidly have a huge impact on the molecular graph in terms of chemistry. We limit the number of EA optimization steps to 10 so that the resulting solutions are at most 10 mutations away from the known solutions in the initial population. As a mutation is defined as up to 2 perturbations of the molecular graph in EvoMol, this can already lead to huge jumps in the chemical space. As a result, 100 solutions are evaluated for each restart, which overall corresponds to 1000 evaluations of the surrogate at each BBO step. The \( \xi \) parameter in the EI definition supporting the exploration of the space of solutions is set to \( 10^{-2} \).

As stated in the introduction, we use a trivial DOEs consisting only of the methane molecule. This is motivated by the aim to propose a generalist method, that can be used on problems for which few data is available. Furthermore, the methane has actually a very low HOMO energy (-10.6 eV), which makes it a difficult starting point. This allows us to validate our method in an unfavorable setting. We emphasize the fact that for initial optimization steps, the surrogate model has extremely little knowledge about the function to be optimized and that it must acquire it progressively.

Our approach is assessed against an EA baseline. It consists actually in using the same EA as used internally in our BBO method, but used in this situation as a direct optimizer of the HOMO energy value. We remind the reader that this particular method has been previously shown to optimize this property with success [3]. The parameters are left identical. By using the same algorithm for both internal optimization of the surrogate in the BBO framework, and direct metaheuristic optimization of the property, we aim to observe the actual impact of our framework on the efficiency of the search.

For all experiments, the space of solutions is limited to that of QM9, i.e. 9 heavy atoms among carbon, nitrogen, oxygen and fluorine. These criteria define a search that is representative of organic chemistry, with a reasonable cost for DFT calculations. Experiments are stopped when they reach 1000 calls to the DFT calculations, and are performed 10 times so that we can obtain an average performance. Parallelization is disabled and homogeneous computing servers are used in order to allow for fair time measures.

In order to aggregate the results of the different runs, we will use the empirical cumulative distribution functions (ECDF) representation and the expected running time measure (ERT) [3]. Both are based on a set of predefined numerical target values on the objective function. The ECDF represent the proportion of targets that were achieved among the different runs of the same experiments at a given unit of progression. The targets are set between -10 eV and -1 eV with a step size of \( 10^{-2} \). The ERT corresponds to the mean experimental time to reach a given target. We will study the \(-3\) eV target, that corresponds already to a very high HOMO value for the considered chemical space. For both measures we will study the progression in terms of number of calls to the objective function and CPU time.

5.2 Results

It can be observed in the upper part of Figure that both BBO models are more efficient than the evolutionary optimization in number of calls to the objective function. They seem to have converged after 600 calls, while the
Figure 3: Empirical cumulative distribution functions of the number of DFT calls (top) and CPU time (bottom) for the two proposed surrogate model and the evolutionary algorithm used as a baseline.

| Method               | ERT to reach -3 eV |
|----------------------|--------------------|
|                      | DFT calls | CPU time (h) |
| BBO(Shingles, ·)     | 377       | 27.9        |
| BBO(MBTR, RBF)       | 177       | 11.3        |
| Evolutionary optim.   | 1186      | 74.2        |

Table 2: Expected running time for HOMO optimization (10 executions)
EA is still progressing. The results of Table 2 show that the BBO(Shingles, ·) model needs twice as much calls as BBO(MBTR, RBF) to find the high −3 eV target. Compared to the EA, they are 3 to almost 7 times more efficient.

When we study the efficiency in terms of CPU time (lower part of Figure 3), both BBO models seem again quite close to each other. However, BBO(MBTR, RBF) is slightly more efficient during the whole optimization. This is surprising as it depends on more costly components and considering previous results, BBO(Shingles, ·) would be expected to be more efficient at least in early stages. It seems that the additional cost of computing MM geometry and using a RBF kernel is worthwhile as the gain in terms of optimization is more important. We have noticed that in early steps, BBO(MBTR, RBF) generates small molecules that are fast to evaluate with DFT. The model using shingles directly proposes solutions close to the maximum size of 9 heavy atoms. This explains why early steps are longer for BBO(Shingles, ·). The Table 2 shows the importance of the gain of the BBO approach relatively to the evolutionary algorithm. The high -3 eV target can be obtained with our approach in half a day, while it requires more than 3 days for the evolutionary approach.

6 Conclusion

In this article, we consider the problem of costly molecular properties optimization using a surrogate-based BBO framework. We propose an approach that consists in using an evolutionary algorithm to optimize the expected improvement of the prediction of a GPR model. The GPR model is used as a surrogate of the costly target property to be optimized. The surrogate allows a fast approximate evaluation of many candidates, that can be generated in the complete space of solutions by the evolutionary algorithm. We also perform a data efficiency study of the GPR model, independently of the optimization procedure. Two molecular descriptors are investigated. Firstly, a state-of-the-art continuous descriptor that depends on molecular geometrical optimization (MBTR). Secondly, a graph-based discrete descriptor of our proposal that can be computed much faster (count of shingles). These descriptors are used in two GPR models that are studied in terms of data-efficiency and computational cost.

The proposed GPR models show satisfying prediction performances. On small training sets, the model using the count of shingles as a descriptor is more accurate. Other simple molecular descriptors that are fast to compute could be expected to yield good performances, such as CUSTODI that was proposed very recently [34]. Alternatives to GPR for uncertainty estimation could be to use ensemble methods such as bagging, or Monte Carlo dropout with deep learning models [35]. However, this would still be challenging for deep learning as the surrogate is supposed to learn quickly and with few samples.

Our optimization method is shown to optimize an electronic property very efficiently, starting from minimal knowledge. It is up to 6 times more efficient than a state-of-the-art evolutionary approach. An immediate perspective would be to extend this work on a larger chemical space, with solutions containing more atoms and with additional atom types. These problems are intractable with evolutionary algorithms, as the cost of QM evaluation becomes prohibitive. In this case, it might become necessary to define a more complex design of experiments. Prior knowledge thus introduced could limit the cost of exploring the chemical space in early optimization steps. We believe that an approach based on the diversity of chemical descriptors may be suited for this task.

The surrogate-based black-box optimization approach is very appropriate for costly molecular properties. Moreover, it is a very generalist framework. The surrogate function could be optimized by other optimization methods than evolutionary algorithms. Other metaheuristic algorithms, Monte-Carlo tree search of even deep generative methods can be considered. We expect that this field will grow rapidly as it allows for an efficient exploration of the immensity of the chemical space.
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