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ABSTRACT
An important aspect of implementing machine learning (ML) methods involves controlling the learning process for the ML method so as to maximize the performance of the method. Hyperparameter tuning involves selecting a suitable set of ML method parameters that control its learning process. Given that hyperparameter tuning has been treated as a black box optimization problem subject to stochasticity, simulation optimization (SO) methods appear well suited to this purpose. Therefore, we conceptualize the hyperparameter tuning process as a discrete SO problem and demonstrate the use of the Kim and Nelson (KN) ranking and selection method, and the stochastic ruler (SR) and the adaptive hyperbox (AH) random search methods for solving said problem. We also construct the theoretical basis for applying the KN method, which determines the optimal solution with a statistical guarantee via solution space enumeration. The random search methods typically incur smaller computational overheads and can be proved to asymptotically converge to either global optima (the SR method) or to local optima (the AH method). We demonstrate the application of the KN and the SR methods to a wide variety of machine learning models, including deep neural network models. We benchmark the KN, SR and the AH methods with multiple state-of-the-art hyperparameter optimization (HPO) methods implemented via widely used libraries such as hyperopt, mango, and optuna. The performance of the SO methods indicates that they can provide highly competitive alternatives to existing HPO methods.
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1. Introduction & Literature Review

Study Overview.

Most machine learning (ML) algorithms or methods are characterized by multiple parameters that can be selected by the analyst prior to starting the training process and are used to determine the ML model architecture and control its training process \cite{Jordan:2015, Kuhn:2013}. Such parameters are referred to as "hyperparameters" of the ML method, in contrast to parameters of the...
ML method or model itself that are estimated during the training process, such as the slope and the intercept of a linear regression model estimated via a maximum likelihood estimation process applied on the training dataset for the problem. Examples of ML method hyperparameters include the support vector machine (SVM) classifier in the Scikit-learn Python ML library (Pedregosa et al., 2011) that is controlled via hyperparameters such as the kernel type, regularization and kernel coefficient parameters, among others. Similarly, a feed-forward artificial neural network (ANN) method is controlled by the learning rate, learning type, optimization solver used (e.g., stochastic gradient descent, ADAM), the number of layers, and the number of nodes in each layer. It is evident that finding the optimal set of hyperparameters - that is, the hyperparameter set that maximizes a measure of the performance of the ML method appropriate to the prediction problem at hand - thus becomes important. Brute force enumeration of the solution space may not be a computationally tractable approach towards determining the optimal hyperparameter set, even if hyperparameters with continuous search spaces are discretized. Hence many approaches for hyperparameter optimization (HPO) or ‘tuning’ have been proposed, such as grid searches, manual searches, metaheuristics, and Bayesian optimization (Yang & Shami, 2020). In this paper, we conceptualize the process of hyperparameter tuning as a discrete simulation optimization (SO) problem and demonstrate the use of methods commonly used to solve discrete SO problems for HPO.

SO methods are used to solve optimization problems wherein the objective function values are estimated via a simulation (Henderson & Nelson, 2006). They can be expressed as follows.

\[
\max_{x \in S} E[h(x, Y_x)] \tag{1}
\]

In the above equation, \( h(x, Y_x) \) represents the simulation outcome from one replication of the simulation, and we are interested in maximizing its expected value. \( x \in \mathbb{R}^n \) represents the vector of decision variables taking values in the feasible search space \( S \subseteq \mathbb{R}^n \), and the \( Y_x \) are random variables representing the stochasticity in the problem. In this paper, we conceptualize the training and validation process of the machine learning method as the simulation, and its hyperparameters as the decision variables. The outcome of a single replication of the ‘simulation’ is represented by a performance measure - such as the classification accuracy or the area under the receiver operating characteristic curve - of the machine learning method on a validation dataset, and thus the objective function becomes the average value of the performance measure that we wish to maximize. In Section 2 we describe how we model stochasticity in the ML method training and validation process. This study is a first step towards demonstrating that SO methods can be leveraged to perform HPO. A key advantage of many SO methods, over commonly used hyperparameter tuning methods such as grid search, random search, etc., is that they explicitly consider stochasticity in the optimization problem, and provide statistical guarantees of finding the optimal solution (i.e., the hyperparameter set) via enumeration within finite computational budgets, or provably possess the property of asymptotic convergence to the global or local optimal solutions. This implies that if sufficient computational overheads are available for the ML method training process, then SO methods are highly likely to find hyperparameter sets that are at least locally optimal.

As a first step towards leveraging SO methods for this purpose, we focus on HPO
problems with discrete search spaces, and demonstrate the use of two types of SO methods for our conceptualization of HPO as a discrete SO problem: ranking and selection (R&S) methods and random search methods. R&S methods are developed for discrete search spaces, and random search methods may be used for both discrete and continuous search spaces. We present the numerical illustration of our approach in two phases. In the first phase, we illustrate the use of the Kim and Nelson (KN) R&S method \cite{Kim2001}, and the stochastic ruler (SR) random search method \cite{Yan1992} for HPO in a wide variety of ML settings. For instance, we consider the hyperparameters of SVMs and feedforward ANNs for a classification problem with a standard dataset, and also consider HPO for long short term memory (LSTM) and convolutional neural networks (CNNs) for time series and image datasets, respectively. In the second phase, we benchmark the performance of the KN and the SR methods, and also a locally convergent random search (LCRS) method developed for higher-dimensional problems, against multiple existing methods representing the major types of HPO approaches. We choose to benchmark the SO methods against mature implementations of these HPO methods within widely used state-of-the-art hyperparameter tuning packages such as \textit{hyperopt}, \textit{mango}, and \textit{optuna}. We also address a theoretical issue associated with applying many R&S methods to the HPO problem, which requires that the simulation outcomes from each replication possess the \textit{iid} property.

We now discuss the relevant literature and our associated research contributions.

\textit{Literature Review.}

Multiple HPO methods, and indeed multiple different types of HPO methods, have been developed. The majority of HPO methods have been developed for single-objective HPO, wherein the objective function typically involves maximizing a single-valued function of ML method performance \cite{Bischl2021, Yang2020, Yu2020}. Further, in the very recent past, HPO has been conceptualized as a multi-objective problem as well \cite{Karl2022}. As an example, Karl et al. \cite{Karl2022} argue that multiple types of misclassification costs must be taken into account in the context of ML applications in medical diagnostics, making it challenging to capture all such costs in a single objective. However, given that this study represents a first step towards the consideration of SO methods for HPO, we consider only methods developed for the classical single-objective HPO problem, while acknowledging that SO methods exist for multi-objective problems as well \cite{Cooper2020}.

Broadly, existing HPO methods can be considered to be of the following types: simple model-free enumerative or sampling-based methods such as grid search or random search; sequential Bayesian optimization methods; gradient-based methods; multi-fidelity methods; and metaheuristics \cite{Bischl2021, Yang2020}. We discuss each of these HPO method classes below.

We begin by consider the hyperparameter tuning method known as ‘babysitting’, which is essentially a trial and error method. This method is used by analysts with prior experience with the prediction problem at hand, and is useful when severe limitations on computational infrastructure are present \cite{Yang2020}. However, this approach cannot be generalized across ML methods, especially when the number of hyperparameters are relatively large, and rarely identifies an optimal or near-optimal solution.

The grid search (GS) method is one of the first and most popular systematic procedures used for HPO \cite{Bergstra2011}. The method involves
discretizing the hyperparameter space, and then exhaustively evaluating the average performance of each solution in the discretized hyperparameter space via, for example, cross validation. However, the method does not provide a statistical guarantee of selecting the optimal hyperparameter set within a finite computational budget.

To address the limitations of the GS method, Bergstra and Bengio (2012) proposed the ‘random search’ (distinct from SO random search methods) HPO approach, and showed that it outperformed GS for the same computational budget. The method involves defining the hyperparameter space as a bounded set - typically discrete - and then samples hyperparameter sets randomly from said space. The methodology does not consider information from prior iterations, and thus poorer performing regions of the space also receive equal consideration in the search. Similar to GS, the approach does not consider stochasticity in the HPO problem explicitly and also does not provide statistical optimal solution selection guarantees.

Another popular technique for optimizing hyperparameter selection is the Bayesian Optimization (BO) method. BO involves performing relatively fewer function evaluations as it uses information from previous iterations to select the new solution at each evaluation it uses previously obtained observations to determine next evaluation points. Snoek, Larochelle, and Adams (2012) introduced BO for HPO and demonstrated its application for several ML algorithms. It uses an acquisition function, typically a Gaussian process, to model the objective function and determines the next candidate for the optimal solution by predicting the best system according to the acquisition function. The acquisition function is updated at each iteration based on information from previous objective function evaluations. Some drawbacks of BO include sensitivity to the choice of acquisition function and its parameters and cubic time complexity with number of hyperparameters. Moreover, it has difficulty handling categorical and integer-valued hyperparameters. Examples of BO based methods include the random forest based and Tree of Parzen Estimators based HPO methods (Bergstra, Yamins, & Cox 2013; Eggensperger, Hutter, Hoos, & Leyton-Brown 2015).

Stochastic gradient based techniques have been used to explore continuous hyperparameter spaces. For example, Maclaurin, Duvenaud, and Adams (2015) and Pedregosa (2016) demonstrated the use of the stochastic gradient descent method for finding optimal values of continuous hyperparameters of various machine learning algorithms.

Multi-fidelity methods have been developed to address the issue of limited computational resources, taking cognizance of the fact that the HPO process can be computationally expensive depending on dataset size and hyperparameter space (Yang & Shami 2020). Such methods expend different amounts of computational effort on poor-performing and promising regions of the search space, balancing the exploration versus exploitation trade-off. Most examples of such methods applied to HPO problems are bandit-based methods, such as successive halving (Karnin, Koren, & Somekh 2013), and hyperband (Falkner, Klein, & Hutter 2018). Sandha, Aggarwal, Fedorov, and Srivastava (2020) develop a state-of-the-art bandit-based approach, which consists of an efficient and effective batch Gaussian process bandit search approach using upper confidence bound as the acquisition function.

Another emerging class of approaches involves applying reinforcement learning (RL) methods to HPO (Jaafra, Laurent, Deruyver, & Naceur 2019). Jomaa, Grabocka, and Schmidt-Thieme (2019) conceptualized the HPO problem as a sequential Markov decision process with expected loss on the validation dataset as the value function. The use of model-based and context-based meta-RL methods for HPO have been explored in a series of recent studies (Liu, Wu, & Chen 2022; Wu, Chen, & Liu 2020).
including in a multi-objective framework that incorporates considerations around CPU utilization and latency as well (S. Chen, Wu, & Liu 2021). Dong et al. (2019) developed a custom deep continuous Q-learning based RL approach for optimizing the hyperparameters associated with automated visual object trackers. Similar RL-based custom approaches have been developed for deep learning applications in crypography (Rijsdijk, Wu, Perin, & Picek 2021) and semantic segmentation (Iranfar, Zapater, & Atienza 2021). The RL approaches towards HPO are diverse in nature, in that they may be model-free, model-based or context-aware, and hence a single dominant RL approach towards HPO has not emerged that has been incorporated into commonly used HPO libraries. Further, the above RL approaches do not explicitly consider stochasticity in the ML method accuracy measurement process for a given hyperparameter set, despite the fundamentally stochastic nature of the RL framework. For example, while Jomaa et al. (2019) conceptualize the hyperparameter set selection process within their RL framework as a Markov decision process, the transition probabilities for the Markov process do not, in our understanding, consider the uncertainty in the ML method performance measure estimate generated via the training and validation process associated with a given hyperparameter set.

Metaheuristic algorithms have been used for HPO as well. Among these, the genetic algorithm (GA) and particle swarm optimization (PSO) methods have been used most widely. For example, Lessmann, Stahlbock, and Crone (2005), Hutter, Hoos, and Leyton-Brown (2011) and Peng-Wei Chen, Jung-Ying Wang, and Hahn-Ming Lee (2004) applied a GA to optimize support vector machine hyperparameters, and Lorenzo, Nalepa, Kawulok, Ramos, and Pastor (2017) applied the PSO approach to optimize hyperparameters of deep neural networks. These approaches have drawbacks similar to that of other HPO approaches: they do not explicitly account for problem stochasticity, and do not provide statistical guarantees of optimal solution selection.

Multiple Python libraries for HPO exist. Widely used among these include the hyperopt package (Bergstra et al. 2013), which implements the Tree of Parzen Estimators (TPE) based BO approach. It also implements discrete and continuous versions of random search (RS) HPO methods (Bergstra & Bengio 2012; Bergstra et al. 2013). The hyperopt is integrated within the popular ML frameworks scikit-learn (Pedregosa et al. 2011) as well as keras Tensorflow (Chollet et al., 2015). The bandit-based algorithm by Sandha et al. (2020) is available as the Python library mango. The keras – tuner package, which is developed for the Tensorflow ML framework, is another popular package for deep neural network learning practitioners. Finally, one of the most popular packages is optuna, which provides implementations of the grid search and random sampling search methods, Bayesian optimization methods, and a genetic algorithm metaheuristic, among others (Akiba, Sano, Yanase, Ohta, & Koyama 2019). We now discuss key challenges associated with HPO, how SO methods can help address these challenges, and our research contributions within this context.

**Research Contributions.**

HPO has often been described as a black-box optimization problem, implying that many of the methods developed for optimization problems that involve knowledge of the problem structure may not be applicable. SO methods are thus likely to be well suited for HPO problems. More importantly, as discussed in multiple reviews (Bischl et al. 2021; Yang & Shami 2020), a key challenge associated with HPO problems involves their inherent stochasticity, given that ML method accuracies (for a given
hyperparameter set) may vary depending on multiple factors such as dataset organization, training algorithm initialization, etc. SO methods, given that they are by definition developed to find optimal solutions while accounting for stochasticity in the optimization problem, are thus well suited to address this challenge associated with HPO. Finally, ML method performance evaluations can be computationally expensive depending upon the size of the dataset (Yang & Shami, 2020; Yu & Zhu, 2020). Many SO methods are developed to account for expensive objective function evaluations. For example, these include optimal computing budget allocation methods (C.-H. Chen & Lee, 2011), or methods that attempt to maximize computing time spent on promising regions of the search space (Hong & Nelson, 2006; Xu, Nelson, & Hong, 2013). Thus, SO methods are once again well suited to address this challenge associated with HPO.

In light of the above challenges associated with HPO, and the potential of SO methods to address these challenges, the key research contribution of this study is the conceptualization of the ML training and holdout validation process as a simulation, and further, that of HPO as a SO problem. While SO methods have been developed to work in both discrete and continuous search spaces, we chose to consider only discrete search spaces for this paper as a first step. Thus, another research contribution involves the demonstration of methods commonly used for discrete SO problems for HPO. As part of this, we show how R&S methods such as the KN method can be applied to the HPO problem and construct the theoretical grounding for its application. We then show how the globally convergent (in probability) SR random search method (Yan & Mukai, 1992) and one of its novel variants (Ramamohan, Agrawal, & Goyal, 2020) can be applied to the HPO problem, including the construction of two different neighborhood structures and stochastic rulers. Finally, as part of the benchmarking exercise, we demonstrate the use of the adaptive hyperbox (AH) LCRS method (Xu et al., 2013), developed for relatively large search spaces (i.e., exceeding 15-20 dimensions), for an HPO problem with a relatively large search space. From the SO standpoint, our demonstration of how the KN method can be applied in situations with a computational budget specified in terms of maximum number of simulation replications is, in our knowledge, novel. Further, the large variety of HPO problems in different ML settings promises to serve as a rich test bed for SO methods, and can motivate development of newer methods, as we discuss in Section 5.

The remainder of the paper is organized as follows. In Section 2, we set up the theoretical framework for applying SO methods to HPO. In Section 3, we provide an overview of the computational experiments along with the rationale for our choice of SO methods and baseline HPO methods for the benchmarking exercise (Section 3.1), as well as an overview of the SO methods we implement (Sections 3.2 and 3.3). In Section 4, we describe the computational experimentation itself, and we conclude the study in Section 5 with a discussion of the potential impact and limitations of our work and avenues of future research.

2. Theoretical Framework

Consider a machine learning problem where we are attempting to find the best-fit function \( f \) that predicts an outcome \( y \) as a function of features \( x \). Here \( x \in \mathbb{R}^n \), \( y \in \mathbb{R} \). Let the training dataset be denoted by \((X, Y)\), where \( X \) is an \( m \times n \) matrix and \( Y \) is an \( m \)-dimensional vector of labels. Note that we do not make a distinction between classification and regression at this juncture, and hence we let \( y \in \mathbb{R} \), and do not impose any other constraint on \( y \). For example, if our focus was only on classification
problems, we would specify that \( y \in \{0, 1, \ldots, k - 1\} \), where \( k \) represents the number of classes.

Let \( \theta \in \mathbb{R}^d \) be a set of \( d \) hyperparameters that characterize the machine learning model architecture and training process, and let \( P \) be the performance measure used to judge the quality of the fit of \( f(x) \) (without loss of generality, we assume increasing \( P \) denotes increasing quality of fit). Typically, \( P \) is a random variable whose value depends upon the organization of the training and holdout (test) validation datasets, and hence hyperparameter optimization attempts to find \( \theta \) that maximizes \( E[P] \). \( E[P] \) may be estimated, for example, via a cross-validation exercise. We propose to use discrete SO methods for selecting optimal hyperparameter values. More specifically, we demonstrate here the use of ranking and selection methods such as the KN method (Kim & Nelson, 2001) and random search methods such as the stochastic ruler method (Yan & Mukai, 1992) and one of its variants (Ramamohan et al., 2020) for this purpose.

2.1. Simulation Algorithm

In order to apply SO methods to find optimal hyperparameter values for ML methods, we first need to define the corresponding ‘simulation’ and the associated optimization problem. We propose considering the process of finding the optimal parameter estimates of the function \( f \) given a particular organization of the training set \((X, Y)_i\) and a specific \( k_{th} \) set of hyperparameters \( \theta_k \), and evaluating the quality of the fitted function \( f \) via holdout validation by generating an estimate of the performance measure, as the \( i_{th} \) replication of the simulation. The particular version of the training set used in the \( i_{th} \) replication is generated by a single permutation of the dataset, denoted by \( \sigma_i(X, Y) \), where \( \sigma \) is the permutation function that operates on the dataset. The permuted dataset \((X, Y)_i\) can then be divided into the training and holdout validation datasets (e.g., first 80% used for training, next 20% for holdout validation). Thus the output of one replication (e.g., the \( i_{th} \) replication) of this simulation can be considered to be the performance measure \( P_i(\theta_k) \), denoted in short as \( P_{ki} \). The simulation algorithm can thus be written as follows, depicted in Algorithm 1. In Algorithm 1 below, in order to make the simulation conceptualization clear, we also explicitly describe the
Algorithm 1: Simulation algorithm for generating an estimate of $E[P]$ for a given hyperparameter set $\theta_k$.

1. Initialize with dataset $(X, Y)$, number of replications $I$ used to estimate $E[P]$ for a given hyperparameter set $\theta_k$, set of indices of the dataset samples $M = \{1, 2, \ldots, m\}$, hyperparameter set $\theta_k$, $P(\theta_k) = 0$. /* Comment. For example, if the dataset size is 100, then $M = \{1, 2, \ldots, 100\}$, with $m = 100$.*/

2. Set random number seed $s_k \sim g_s(s)$. /* Comment. Sample random number seed from its cdf $g_s(s)$ for generation of $P(\theta_k)$ */

3. Permute dataset and estimate $E[P]$ (as $P(\theta_k)$ given hyperparameter set $\theta_k$).

   for $i = 1 - I$ do
   
   $$(X, Y)_i = \{\}, J = |M|$$
   
   for $j = 1 - J$ do
   
   $m \leftarrow |M|$
   
   $u \leftarrow \text{Sample from } U(0, 1)$ /* Sample $u$ from uniform random variable on $(0,1)$. */
   
   $l \leftarrow \lceil u \times m \rceil$ /* Randomly sample $l^{th}$ element from $M$. */
   
   $(X, Y)_i \leftarrow (X, Y)_i \cup (x_l, y_l)$ /* $(x_l, y_l)$ is the $l^{th}$ sample from dataset $(X, Y)$.
   
   $m \leftarrow |M - \{l\}|$
   
   $M \leftarrow \{1, 2, \ldots, m\}$
   
   $P(\theta_k) = P(\theta_k) + \text{fit}((X, Y)_i, f, \theta_k)$
   
   end
   
   end

   $P(\theta_k) \leftarrow \frac{P(\theta_k)}{I}$

In Algorithm 1 the term $\text{fit}((X, Y)_i, f)$ can be thought as the training and validation subroutine that takes as input the $i^{th}$ permutation of the dataset $(X, Y)$, the function to be fit $f$ and the hyperparameters $\theta_k$. The subroutine then divides this dataset into training and validation subdatasets, estimates the parameters of $f$ using the training subdataset, and then outputs the performance measure $P_{ki}$ for the dataset $(X, Y)_i$ by applying the fitted function on the validation dataset. We note here that while the generation of the training and validation subdatasets itself from a given dataset (say, dataset $(X, Y)_i$) itself can involve some stochasticity, we assume otherwise - for example, we assume that the first, say, $X\%$ of the dataset is always used as the training subdataset and the remaining $100-X\%$ of the dataset is then used as the validation subdataset. Thus the generation of the training and validation subdatasets is also determined by the random number seed $s_k$ specified in Algorithm 1.

Now that we have conceptualized the generation of the $i^{th}$ estimate of the performance measure $P_{ki}$ as one replication of the simulation, we can write down the optimization problem as follows.

$$\max_{\theta \in S} E[P(\theta)]$$

(2)

Here $S$ represents the set of allowable values for $\theta$. $E[P(\theta)]$ is estimated as $\overline{P(\theta)}$ by the simulation described above.

We now discuss how the set of $I$ replicate values of $P_{ki}$ generated by Algorithm 1 used to estimate $E[P(\theta_k)]$ can be considered to be an iid sample despite the fact that they are generated from effectively the same dataset $(X, Y)$. 
2.2. IID Requirements

In order to apply common R&S methods such as the KN or NSGS procedures (Henderson & Nelson, 2006), or random search methods such as the stochastic ruler algorithm (Yan & Mukai, 1992), a standard iid requirement must be satisfied by the simulation replications associated with a given hyperparameter set \( \theta_k \). This assumption is formalized below.

Assumption 1. The sample \( P(\theta_{k_1}), P(\theta_{k_2}), \ldots, P(\theta_{k_I}) \) used to estimate \( E[P(\theta_k)] \) for the \( k_{th} \) hyperparameter set \( \theta_k \) \( (k \in \{1, 2, \ldots, K\}) \) via Algorithm 1 is iid.

Note that, if \(|S| = K\) (that is, there are \( K \) allowable values of \( \theta \)), some procedures such as the NSGS method impose the additional requirement that the random variables \( P(\theta_k), k = (1, 2, \ldots, K) \) are also independent; however, other methods such as the KN method do not, as they permit the use of common random numbers (Henderson & Nelson, 2006; Kim & Nelson, 2001). Hence our focus in this section will be the iid requirement that the \( P_{ki}, (i = 1, 2, \ldots, I) \) have to satisfy.

The above assumption is required for the KN method due to the following reason. Assume that the \( K \) solutions \( \theta_k, k \in \{1, 2, \ldots, K\} \) in the feasible region \( S \) are indexed such that \( \mu_k > \mu_{K-1} > \mu_{K-2} > \cdots > \mu_1 \). The KN method guarantees that, out of the \( K \) solutions in the feasible region \( S \), the best solution is selected with probability \( 1 - \alpha \) \((0 < \alpha < 1)\) as long as the next best solution is at least \( \delta \) \((\delta > 0)\) less than the best solution. \( \delta \) specifies the indifference zone; that is, the experimenter is assumed to be ‘indifferent’ to solutions with mean performances within \( \delta \) of the best solution. \( \delta \) and \( \alpha \) are parameters of the KN method and are specified prior to application of the method. The theoretical underpinning of the KN method - that is, the result that guarantees that the best solution \( \theta_K \) is selected with probability \( 1 - \alpha \) given \( \delta \) is provided below. As can be seen from its statement, it requires Assumption 1 above.

Theorem 2.1. (Adapted from Theorem 1 from Kim and Nelson (2001).) Let \( X_1, X_2, \ldots \) be iid multivariate normal with unknown mean vector \( \mu \) such that \( \mu_k \geq \mu_{K-1} + \delta \) and unknown and positive definite covariance matrix \( \Sigma \). Then with probability \( 1 - \alpha \), the KN method selects solution \( \theta_K \).

In the above result, \( X_j = X_{1j}, X_{2j}, \ldots, X_{Kj} \) represents the \( j_{th} \) vector of observations across all solutions \( \theta_1, \theta_2, \ldots, \theta_K \).

For typical machine learning exercises, the samples in a given organization of the dataset \( (X, Y) \) are assumed to be iid. However, this is typically difficult to verify, especially if the analyst is not involved in the generation of the dataset. In such situations, the operational definition of the iid property to be applied is derived from the class of representation theorems discussed in Ressel (1985) and O’Neill (2009). Broadly, according to these theorems, a sequence (typically infinite) of random variables (e.g., \( X_1, X_2, \ldots \)) consisting of terms that may not be independent of each other can be shown to be conditionally independent given a realization of a random variable \( Q \) driving the generation of the sequence as long as the terms in the sequence are exchangeable. The key requirement here is exchangeability - that is, given a realization of \( Q \), the joint distribution of the sample must not change if the order in which the \( X_i \) are generated changes (Ressel, 1985).

For example, consider a sequence of random variables \( X_1, X_2, \ldots \) that are generated independently from the uniform distribution \( U(a, b) \). Now if \( a \) is a constant, and \( b \) is itself a Bernoulli random variable that takes value \( b_1 \) with probability \( p \) and \( b_2 \) with probability \( 1 - p \), then the distribution of the sequence of random variables is driven by the realization of the random variable \( b \). The representation theorems
assert that the \( \{X_i\} \) can be considered to be an iid sample as long as the order in which the \( X_i \) are generated does not change their joint distribution. Note that while the original representation theorem due to De Finetti was developed for infinite sequences of Bernoulli random variables, a version of the representation theorem for finite sequences was developed by Diaconis and Freedman (1980).

In order to demonstrate the applicability of this class of theorems to our case, we must identify the distribution that drives the generation of the particular set of replications \( P_{ki}, i = 1 \) to \( I \) and then demonstrate that these replicate values of \( P_{ki} \) are exchangeable.

To this end, we first note that each value of \( P_{ki} \) is a function of the \( i_{th} \) permutation of the training set. Each permutation of the training set \( (X, Y) \) can be considered to be governed by the sequence of uniform random numbers that are used to sample (without replacement) from the training set \( (X, Y) \). For example, per Algorithm 1, the \( i_{th} \) permuted dataset \( (X, Y) \) is generated by the sequence of random numbers \( \{U_i\} = U_{i1}, U_{i2}, ..., U_{iJ} \). However, the \( \{U_i\} \) are a subsequence of the stream of pseudorandom numbers generated for the entire simulation in algorithm 1, which can be thought of as a sequence in itself, given by \( \{U\} = U_1, U_2, ..., U_I \). This sequence is governed by a specific seed \( s_k \) that is supplied to the random number generator at the start of the simulation. That is, if we denote the seed used to generate \( U \) as \( s_k \), then \( U \) in effect becomes a function of \( s_k \). Now, if the \( s_k \) are themselves generated from some distribution \( g_s(s) \) - for example the \( s_k \) are randomly sampled (with replacement) integers from 1 to \( L \), where \( L \) is a very large number when compared to \( K \) to minimize the likelihood of sampling the same \( s_k \) twice or more - then the underlying distribution governing the generation of the \( P_{ki} \) becomes this uniform random integer distribution. Thus we have constructed the distribution driving the generation of the \( P_{ki} \).

Exchangeability is now easy to demonstrate, given that each \( P_{ki} \) is a function of the random number seed \( s_k \). Therefore, the joint distribution of the \( P_{ki} \) depends only on the distribution of the \( s_k \), and not on the order in which the \( P_{ki} \) are generated. This completes the argument.

3. Study Methodology

In this section, we describe the methodology used in this study to demonstrate and evaluate the use of SO methods for solving the HPO problem. As part of this, in Section 3.1 we describe the overall approach followed for the computational experimentation and benchmarking process, and in Sections 3.2 and 3.3 we outline the KN and the SR random search methods. In order to contain the length of the manuscript, we provide a description of the AH LCRS algorithm in Appendix A.

3.1. Overview of Computational Experimentation

Our strategy for demonstrating the utility of SO methods for solving HPO is as follows. We first demonstrate the application of SO methods for solving a wide variety of HPO problems with discretized search spaces. We then benchmark the SO methods implemented in this study, based on a single classification task but with different hyperparameter search spaces and computational budget constraints, against widely used state-of-the-art HPO methods. For all benchmarking exercises presented in this study (i.e., for the KN, SR and AH methods), we consider a realistic hyperparameter tuning situation, where the optimal hyperparameter set is not known previously, and
hence the optimal hyperparameter set is typically determined in conjunction with constraints such as computational budgets specified in terms of the number of function evaluations or computational runtime.

We now provide the rationale underlying our choice of SO methods and HPO methods used in this study.

We first note that only HPO problems with discretized search spaces are considered in this study and have chosen SO methods accordingly. We acknowledge that while such problems can have continuous or mixed-integer search spaces, they are beyond the scope of this paper given that this is a first step towards leveraging SO methods for HPO. Thus, in this paper, we chose to focus on: (a) providing a conceptualization of the ML training and validation process as a simulation; (b) addressing potential theoretical obstacles towards applying basic SO methods such as R&S; and (c) providing a comprehensive demonstration and benchmarking of the SO methods developed for or typically used for discrete search spaces. We anticipate that once it is established that SO methods provide a competitive alternative to existing methods for solving discrete HPO problems, then it is likely that sufficient interest will be generated in the SO and potentially the ML HPO community as well to pursue the natural extension of this work to HPO problems with continuous or mixed-integer search spaces.

Given that this study focuses on discrete HPO problems, we chose the KN and the SR method for most of the computational experiments, with the AH method employed only in the benchmarking process. This is due to the following reasons. First, the KN R&S method and the SR method represent two key paradigms in discrete SO: fully enumerative ranking and selection, and random search methods with asymptotic convergence to the global optimum. Second, given that this study represents the first step towards applying SO methods for HPO, we wished to show that if these relatively simple methods in each discrete SO paradigm perform comparably to the state-of-the-art HPO methods, then it is likely to stimulate interest in applying more advanced SO methods for the HPO problem. Third, given that only a few hyperparameters form the focus of many HPO exercises (an average of approximately four, as demonstrated in Yang and Shami (2020)), these relatively simple methods are likely to be sufficient to provide at minimum comparable performance to existing methods for small to moderate HPO search spaces. Additionally, for the demonstration stage of the computational experiments, these simple methods were chosen to maintain focus on the application of these methods to the HPO problem rather than on the methods themselves.

The AH LCRS algorithm was chosen only for the benchmarking process for two reasons. First, because one of the problems considered in the benchmarking process involved a larger (in terms of cardinality) as well as higher-dimensional search space, an SO method developed specifically to handle such cases was required. In this context, the AH method was found suitable given its superior performance for higher-dimensional search spaces in comparison even with methods such as COMPASS or industrial strength COMPASS (Hong & Nelson, 2006; Xu, Nelson, & Hong, 2010; Xu et al., 2013). Secondly, the AH method was chosen to represent the LCRS paradigm in the random search SO literature.

For the benchmarking process, we chose to evaluate the SO methods against at least one method from each major HPO method class (discussed in the literature review in Section 1). Further, we chose to compare against implementations of these methods in widely used libraries (Python libraries in particular) given that most practitioners were unlikely to use HPO methods published in the literature that were not associated with mature implementations via software libraries. Thus, we chose to compare with: (a) the RS method, as implemented in the hyperopt library, representing simple model-free
methods; (b) the TPE Bayesian optimization method implemented in the hyperopt library, representing Bayesian optimization methods; (c) the mango implementation of a bandit-based method representing multi-fidelity methods; and (d) the optuna implementation of a genetic algorithm representing metaheuristic approaches for HPO.

The choice of HPO methods and their implementations in existing libraries for the benchmarking exercise was based on our prior experience, combined with information from a small survey that we conducted among ML practitioners. These included academic and industry professionals, undergraduate and postgraduate students. The survey received 42 valid responses. We first note that none of the respondents used methods based on published literature that did not have an associated mature implementation. A large proportion of respondents relied on babysitting (24%) or brute force (21%) searches without using any HPO libraries. Among those who used HPO libraries, hyperopt’s scikit-learn implementation (hpsklearn) and its native implementation (24%) and optuna (19%) were the most widely used. Interestingly, the majority of hyperopt users among the respondents preferred using the grid search or the random search methods, and not the more sophisticated BO TPE method. The keras - tuner package was also widely used (12%) among those who preferred the Tensorflow ML framework. One respondent used a custom method, and the remainder (5%) used software platform based libraries, such as those associated with the Matlab scientific computing platform. Note that some respondents used more than one of the above HPO libraries. Thus, we chose to work primarily with the hyperopt and optuna libraries. We did not work with the keras - tuner library given its platform-specific nature. We used the RS and Bayesian TPE implementations of the hyperopt library given their popularity of use, and optuna’s genetic algorithm was chosen as the metaheuristic benchmark given its relatively recent update. The mango package was chosen because its bandit-based multi-fidelity method implementation given its relatively recent publication [Sandha et al., 2020] in comparison to others such as hyperband [Falkner et al., 2018]. We also note here that we chose not to use an RL method for the benchmarking process because, as discussed in the literature review, none of the methods have found sufficient acceptance at the time of this writing to be included in widely used libraries such as optuna or hyperopt. This can also be seen from the survey outcomes described above. Further, while the multi-fidelity bandit-based method mango [Sandha et al., 2020] can primarily be considered as a Bayesian optimization HPO method, it has similarities with RL approaches in that it considers the exploration/exploitation trade-off in a dynamic manner as a function of computational resources expended.

We now discuss the choice of ML tasks considered in this study. For the demonstration section of the computational experiments, we consider a wide variety of learning tasks so as to show the broad applicability of SO methods for HPO. These include binary classification tasks on numerical datasets using standard ML methods such as support vector machines and feedforward artificial neural networks, as well as ‘deep’ learning settings such as time series prediction via long short term memory (LSTM) neural networks and image classification via convolutional neural networks. Note that the time-series prediction problem via LSTM neural networks represents the application of SO methods for HPO in regression settings which involve three-dimensional datasets - that is, each sample in the dataset is represented by a matrix wherein each row is a time-indexed sequence corresponding to each feature. Further, we consider multiple performance analysis scenarios for the above ML tasks in the demonstration section: scenarios where the optimal HPO set is known, and where it is unknown, in which case the mean improvement in ML method performance within a prespec-
ified computational budget is considered. For the benchmarking task, we consider a standard binary classification task on a numerical dataset. We consider only a single classification task for the benchmarking process because our conceptualization of the ML training and validation process as a simulation is independent of the specific ML setting for which HPO is being performed. This can be seen from Section 2. Given that nearly all widely used HPO methods, including those considered for benchmarking our proposed HPO methods, employ such a black-box conceptualization of the HPO problem, it is likely that the nature (e.g., discrete, continuous, mixed-integer) and size of the solution space will be more relevant when comparing HPO methods than the ML setting itself. For example, if applying a deep convolutional neural network on a large image dataset is the ML setting under consideration, then the computational expense of a single function evaluation (i.e., generation of a single replicate value of the classifier performance measure) will be identical regardless of which HPO method is used. Hence, as described above, instead of considering multiple ML tasks for the benchmarking experiments, we consider multiple scenarios in terms of different HPO problem settings (problem size and computational budget constraints) associated with a single classification task.

We conclude this section by noting that in all ML settings considered, the number of hyperparameters that we consider does not exceed six. This is consistent with ML practice, wherein analysts are unlikely to focus on more than a few key hyperparameters well known to affect ML method performance. This is emphasized in the HPO method review by Yang and Shami (2020), where the authors also considered an average of approximately four total hyperparameters in their computational experiments. Further, an average of less than three were considered ‘key’ hyperparameters.

### 3.2. KN Method Overview

The KN method is a partially sequential R&S method wherein noncompetitive solutions are screened out in the first stage using an initial set of replications from each solution, and the remaining solutions are then evaluated and eliminated iteratively by generating one replicate observation of the objective function at each subsequent iteration.

The KN method provides a guarantee that, out of $N$ possible hyperparameter sets (or feasible solutions) $\theta_n$ ($n \in \{1, 2, \ldots, N\}$), the optimal set will be selected with a probability $1 - p$, given that the difference between the best solution $\theta^*$ and the next best $\theta_n$ is at least $\delta$. The values of $p$ and $\delta$ are parameters of the algorithm. As part of the KN method, we generate an initial set of replications $R_0$ for each $\theta_n$, and then using $\delta$ and $p$, select a subset $D$ of the original $N$ feasible solutions. This is referred to as the screening phase. Only the variances of the pairwise differences between the replications of each hyperparameter set are used in determining the subset $D$ using the first set of $R_0$ replications.

Once $D$ is identified after the screening phase, we generate an additional replication for each $\theta_n$, and the subset $D$ is updated using the screening criteria until $D$ contains a single hyperparameter set. This is the optimal $\theta^*$. This phase is referred to as ranking and selection. We provide the details of the procedure below, adapted from Henderson and Nelson (2006).

**Step 1.** Initialize the method with $R_0$, $\delta$ and $p$. Calculate $\eta$ and $h^2$ as:
\[ \eta = \frac{1}{2} \left[ \left( \frac{2p}{N-1} \right)^{2/(R_0-1)} - 1 \right] , \text{ and} \]
\[ h^2 = 2\eta(R_0 - 1) \]

Step 2. Generate \( R_0 \) replicate values of \( P(\theta_n) \) for each \( \theta_n \). Estimate their means \( \bar{P}(\theta_n) \) for \( n \in \{1, 2, \ldots, N\} \).

Step 3. Estimate the standard deviations of paired differences as follows:
\[ S_{nl}^2 = \frac{1}{R_0 - 1} \sum_{j=1}^{R_0} (P(\theta_{nj}) - P(\theta_{lj}) - (\bar{P}(\theta_n) - \bar{P}(\theta_l)))^2 \]

Step 4. Screening phase: construct the subset \( D \) using the following criterion:
\[ D = \{ n \in D_{old} \]
\[ \text{and } \bar{P}_n(k) \geq \bar{P}_l(k), \forall \ n \in D_{old}, n \neq l \}, \]
\[ \text{where } G_{nl}(k) = \max \left\{ 0, \frac{\delta}{2k} \left( \frac{h^2 S_{nl}^2}{\delta^2} - k \right) \right\} \] (3)

Step 5. If \(|D| = 1\), then stop, and the \( \theta_n \in D \) is the optimal \( \theta \) with probability \( 1 - p \). If not, generate one extra replicate value of the performance measure for each \( n \in D \), set \( k = k + 1 \), \( D_{old} = D \), and repeat steps 4 and 5.

3.3. Stochastic Ruler Random Search Method Overview

The KN method requires complete enumeration and evaluation of the search space. This can become a computationally expensive exercise when the search space cardinality is relatively high, or when generation of replicate values of the objective function via the simulation is expensive. In such situations, random search methods are useful. The stochastic ruler random search method, one of the earliest and simplest random search methods, was developed by Yan and Mukai (1992) to solve discrete simulation optimisation problems similar to that expressed in equation 1.

The method involves comparing each replicate objective function value \( h(x) \), where \( x \) belongs to the solution space \( S \), with a uniform random variable defined on the possible range of values within which \( h(x) \) lies. This uniform random variable is used as a scale - that is, the stochastic ruler - against which the observations \( h(x) \) are compared. The method converges asymptotically (in probability) to a global optimal solution. In
this paper, in addition to the original version of the stochastic ruler method (Yan & Mukai [1992], we also implement its modification proposed by Ramamohan et al. [2020]).

The method is initialized with a feasible solution, and then proceeds by searching the neighborhood of the solution for a more suitable solution. A neighborhood structure is constructed for all \( x \in S \) satisfying notions of 'reachability' (Yan & Mukai [1992]) such that each solution in the feasible space can be reached from another solution \( x' \) which may or may not be in the neighborhood \( N(x) \) of \( x \). Further, the neighborhood structure must also satisfy a condition of symmetry: if \( x' \in N(x) \) then \( x \in N(x') \). From a given estimate of the solution \( x \), the next estimate is identified by checking whether every replicate value of \( h(x') \ (x' \in N(x)) \) generated by the simulation is greater than (for a maximization problem) a sample from a uniform random variable \( U(a,b) \) \((a < b)\), where \((a,b)\) typically encompasses the range of possible values of \( h(x) \). Hence \( U(a,b) \) becomes the stochastic ruler. Such a comparison is performed a maximum of \( M_k \) times for each \( x' \in N(x) \). In the \( k^{th} \) iteration, an \( x'_k \in N(x_k) \) is set to be the next estimate \( x_{k+1} \) of the optimal solution \( x^* \) if every one of the \( M_k \) replicate values of the objective function is greater than every one of the corresponding \( M_k \) samples of the stochastic ruler \( U(a,b) \).

The \( x'_k \in N(x_k) \) are selected from \( N(x_k) \) with probability \( \frac{1}{|N(x_k)|} \). Note that \( M_k \) is specified to be an nondecreasing function of \( k \). While the algorithm converges in probability to the global optimum, in practice, it is terminated when a preset computational budget is exhausted, or an acceptable increase (for a maximization problem) in the objective function value is attained. The specific steps involved in the algorithm are described below. All assumptions and definitions associated with the method can be found in Yan and Mukai (1992).

Initialization. Construction of neighborhood structure \( N(x) \) for \( x \in S \), specification of nondecreasing \( M_k \), \( U(a,b) \) and initial solution \( x_0 \), and setting \( k := 0 \).

Step 1. For \( x_k = x \), choose a new candidate solution \( z \) from the neighbourhood \( N(x) \) with probability \( P\{z \mid x\} = \frac{1}{|N(x)|}, \ z \in N(x) \).

Step 2. For \( z \), generate one replicate value \( h(z) \). Then generate a single realization \( u \) from \( U(a,b) \). If \( h(z) < u \), then let \( x_{k+1} = x_k \) and go to Step 3. If not, generate another replicate value \( h(z) \) and another realization \( u \) from \( U(a,b) \). If \( h(z) > u \), then let \( x_{k+1} = x_k \) and go to Step 3. Otherwise continue to generate replicates \( h(z) \) and \( u \) from \( U(a,b) \) and conduct the comparisons. If all \( M_k \) tests, \( h(z) < u \), fail, then accept \( z \) as the next candidate solution and set \( x_{k+1} = z \).

Step 3. Set \( k = k + 1 \) and go to Step 1.

Note that in addition to applying the original version of the SR method (described above), we also applied a recent modification proposed by Ramamohan et al. (2020) to the HPO problem. The modification involves requiring that only a fraction \( \alpha \) (0 < \( \alpha < 1 \), with \( \alpha \) ideally set to be greater than 0.5) of the \( M_k \) tests be successful for picking a candidate solution from the neighborhood of the current solution as the next estimate of the optimal solution, unlike the original version where every one of the \( M_k \) tests is required to be successful. The advantage of the modification is that it prevents promising candidate solutions in the neighborhood of the current solution from being rejected as the next estimate of the optimal solution if it fails only a small fraction of the \( M_k \) (e.g., one test) tests.
4. Computational Experiments

We begin by demonstrating the application of the KN R&S and stochastic ruler random search method to a wide variety of ML problems. Subsequently, we present the benchmarking of these methods, along with the AH LCRS method, against existing widely used HPO methods.

4.1. KN Method: Demonstration for HPO

We applied the KN method to optimize the hyperparameters for support vector machines and feedforward neural network ML methods. We discretized the hyperparameter spaces for each of these ML methods so that the feasible hyperparameter space is suitable for application of the KN method. We chose the ‘breast cancer Wisconsin dataset’ from the Scikit-learn repository (Pedregosa et al., 2011) for all computational experiments in this section. The dataset contained 569 samples in total, where each sample consists of 30 features and a binary label. Thus the objective of the ML exercise here is to train and test an ML model on the dataset such that it is able to classify a sample into one of two categories: ‘malignant’ or ‘benign’, and the SO problem in turn involves finding the hyperparameter set that maximizes average classification accuracy.

We utilized the public version of the Google Colaboratory platform, using CPUs with a 2.2 gigaHertz clock cycle speed and 12 gigabytes of memory. The results of applying the KN method, implemented as described above, are provided below in Table 1. We provide the results in Table 1 to illustrate how the KN method can be applied for HPO - that is, to illustrate how the parameters of the KN method can be specified, how the search space is constructed, etc. We do not describe the ML methods in question themselves in detail - that is, the SVM and neural network models used in this manuscript, as well as their hyperparameters - as we assume sufficient familiarity with these ML methods on part of the reader.

We can see from Table 1 that the search space for the SO algorithm is constructed by taking the Cartesian product of the sets of allowable values for the hyperparameters. For some continuous parameters, such as the ‘Gamma’ parameter for the SVM, the range may theoretically be unbounded in \( \mathbb{R} \); in such cases, the set of allowable values must initially be chosen as a reasonable range, and then discretized. Other parameters are inherently discrete-valued, such as the kernel type for the SVM, or the activation function type for the ANN. Further, we specified the value of \( \delta \) for the above computational experiments to be 10%, implying that we are indifferent to any hyperparameter set that yields a classification accuracy within 10% of the classification accuracy yielded by the optimal solution.

A drawback of applying the KN method for this purpose is that it requires complete enumeration of the solution space; however, as we see from Table 1 the method identifies an optimal solution in reasonable runtimes when the cardinality of the search space is in the order of hundreds.

We note here that the KN method parameters \( p \) and \( \delta \) control the evolution of the search process for the optimal hyperparameter set. In this sense, they are themselves ‘hyperparameters’ of the KN method; however, unlike ML method hyperparameters, these parameters control the point at which the KN method terminates its search, and the solution identified at this termination step remains the optimal solution with a corresponding statistical guarantee. We investigated how the number of iterations (the final value of \( k \) in the execution of the KN procedure) and correspondingly the
| Hyperparameters                                                                 | KN method parameters | Results                                      |
|---------------------------------------------------------------------------------|----------------------|----------------------------------------------|
| Support vector machine                                                          |                      |                                              |
| Kernel ∈ \{‘rbf’, ‘linear’\}                                                    | N = 200, no = 10     | Optimal accuracy: 0.968                      |
| Gamma ∈ {0.001, 0.01, 0.1, 0.5, 1, 10, 30, 50, 80, 100}                          | p = 0.05, δ = 10%    | Num function evaluations: 2001              |
| C ∈ {0.01, 0.1, 1, 10, 100, 300, 500, 700, 800, 1000}                            |                      | Net runtime: 6709 seconds                    |
| Artificial neural network                                                       |                      | Total num iterations (k): 10                 |
| Hidden layer sizes ∈ \{3, 5, 8, 12, 15, 20, 25, 30, 50, 80\}                   | k = 600, no = 10     | Optimal accuracy: 0.934                      |
| Activation function ∈ \{relu, logistic, tanh\}                                  | p = 0.05, δ = 10%    | Num function evaluations: 9871               |
| Solver ∈ \{adam, sgd\}                                                          |                      | Net runtime: 3093 seconds                    |
| Learning rate type ∈ \{constant, adaptive\}                                     |                      | Total num iterations (k): 195                |
| Learning rate value (discretized) ∈ \{0.0005, 0.001, 0.01, 0.05, 0.1\}         |                      |                                              |

The computational runtime required to arrive at the optimal hyperparameter set changes with \(\delta\). We would expect that as the value of \(\delta\) decreases, the final value of \(k\) would increase given that more precision would be required of the KN method to distinguish the best hyperparameter set from the next best set. This is indeed the case, as depicted in Figure 1 below.

The experiments summarized in Figure 1 and in Section 4.3, where we describe the process of benchmarking the KN method with respect to HPO methods in the hyperopt package, were conducted with an ANN with the following hyperparameter space.

- Hidden layer sizes ∈ \{3, 10, 25, 50, 80\}
- Learning rate value (discretized) ∈ \{0.0005, 0.001, 0.01\}
- Activation function ∈ \{relu, logistic, tanh\}
- Solver ∈ \{adam, sgd\}
- Learning rate type ∈ \{adaptive\}

### 4.2. Stochastic Ruler Method: Demonstration for HPO

In this section, we demonstrate the application of the stochastic ruler (SR) method to the problem of optimizing the hyperparameters of a variety of neural network machine learning methods and problems: for standard feedforward NNs as described in Section 4.1 and for ‘deep’ neural network models such as long short term memory (LSTM) networks for time series prediction and convolutional neural networks (CNNs) for image classification.

All computational experiments described in this section were executed on the public version of the Google Colaboratory platform, with a 2.2 gigaHertz clock cycle speed.
CPU and 12 gigabytes of memory.

In the first set of computational experiments, we consider two types of stopping criteria for the SR method. First, we consider an ’optimal performance’ based criterion: we identify the optimal solution for the HPO problem under consideration on an \textit{a priori} basis by either applying the KN method or running the stochastic ruler method itself for a large duration and terminating the method when it remains in the same neighborhood for a sufficiently long duration. The SR method is then terminated when it reaches this predetermined optimal solution. The second termination criterion we consider resembles a more practical situation when the optimal solution is unknown, and involves terminating the SR method when a preset computational budget is exhausted or after a sufficient improvement in the objective function value is attained.

Further, we employ two types of neighborhood structures for the solution spaces of the HPO problems considered in this paper. The first involves considering the entire feasible solution space, except for the solution under consideration, to be the neighborhood of each solution. That is, for \( x \in \mathcal{S} \), \( N(x) = \mathcal{S} - \{x\} \). We refer to this neighborhood structure as \( N_{1(SR)} \). The second neighborhood structure involves considering points in the set of allowable values for each hyperparameter that are adjacent to the hyperparameter value under consideration as neighbors, where the elements of the set are ordered according to some criterion. For example, for the \( i^{th} \) hyperparameter taking value \( x_{ij} \) in its set of allowable values \( \mathcal{S}_i \), its neighborhood is constructed as: \( N(x_{ij}) = \{x_{ij} | x_{ij} \in \mathcal{S}_i ; j \in \{-1, 0, 1\}\} \). The neighborhood of a solution \( x \) is then constructed as the Cartesian product of the \( N(x_i) \) and excluding \( x \) itself. That is, \( N(x) = \prod_{i=1}^{n} N(x_i) - \{x\} \) (where the dimension of the hyperparameter search space is \( n \)). We refer to this neighborhood structure as \( N_{2(SR)} \). Neighborhoods for hyperparameters at the boundary of their ordered set of allowable values are constructed by
just taking the corresponding value from the beginning or end of the set. For example, for the $i^{th}$ hyperparameter with set of allowable values $S_i$, where $|S_i| = m$, then $N(x_{im}) = \{x_{i,m-1}, x_{im}, x_{i1}\}$.

For all HPO problems discussed in this section, we set $M_k = \frac{\ln k + 10}{\ln 5}$.

We begin by demonstrating the implementation of the SR method with the first termination criterion - i.e., the optimal performance criterion. We consider four HPO problems as part of this, and these are listed below.

**Optimal Performance Termination Criterion: Demonstration.**

(1) We use a feedforward ANN with two hidden layers to solve the breast cancer classification problem described in Section 4.1. We consider the following hyperparameters for the problem, and apply the $N_{2(SR)}$ neighborhood structure for the solution space. We set $U(a,b) = U(0,1)$.

- Neurons in hidden layer 1 $\in \{2, 4, 6, 8, 10\}$
- Neurons in hidden layer 2 $\in \{1, 2, 3, 4, 5\}$
- Learning rate $\in \{0.001, 0.004, 0.007, 0.01\}$

(2) We considered a larger hyperparameter space for the feedforward ANN, considering the activation function and learning rate type hyperparameters as well. We used the $N_{2(SR)}$ neighborhood structure, and set $U(a,b) = U(0,1)$.

- Neurons in hidden layer 2 $\in \{2, 4, 6, 8, 10\}$
- Neurons in hidden layer 1 $\in \{1, 2, 3, 4, 5\}$
- Learning rate $\in \{0.001, 0.004, 0.007, 0.01\}$
- Activation function $\in \{\text{relu, tanh, logistic}\}$
- Learning rate type $\in \{\text{constant, invscaling, adaptive}\}$

(3) We then considered a more complex ‘deep’ neural network model - LSTMs, which are typically used for time series prediction [Hochreiter & Schmidhuber, 1997]. For this application of the SR method, we considered a different dataset. This is because each independent variable that forms part of an LSTM feature is a time series in itself. For example, if an LSTM model uses $n$ features, then a single sample in the training dataset for the model would be an $n \times t$ matrix, where each of the $n$ variables is a $t$-dimensional vector. Thus the entire dataset, if it consists of $m$ samples, will be three dimensional.

For constructing the HPO problem, we applied an LSTM neural network model for stock price prediction. Thus this serves to demonstrate the application of discrete SO methods for regression problems, as opposed to the classification problems that we address in the remainder of this manuscript. We used the Indian National Stock Exchange opening price data for a single stock. We collected the opening stock prices (therefore, a dataset with a single feature) for this stock for a period of 700 days, and divided the data into training and test datasets in a 5:2 ratio. The opening stock price data for a period of 30 consecutive days is used as a single sample used to predict the stock price on the 31st day. Thus a training set consisting of 500 30-day stock price sequences and corresponding regression labels (i.e., the stock prices on the 31st days corresponding to each of the 500 30-day sequences) was used to train the LSTM model. The trained LSTM model’s regression accuracy was then estimated using
the testing dataset; that is, using 200 30-day sequences and their corresponding labels (the stock price on the 31st day). The hyperparameters for the LSTM model are given below.

Neurons per layer ∈ {10, 50}
Dropout rate ∈ {0.2, 0.5}
Epochs ∈ {5, 10, 50}
Batch size ∈ {47, 97, 470}

The \( N_2(S_R) \) neighborhood structure along with an \( U(0, 1) \) stochastic ruler was used. Note that many of the hyperparameters controlling the learning process of LSTM models are different from those of the feedforward ANNs. This is due to the substantial difference in the architecture of LSTMs when compared to feed-forward ANNs. We do not describe in detail LSTM model architecture because the focus of this study is demonstrating the application of random search SO methods for deep learning models, and not the deep learning models themselves.

(4) We also considered the application of the SR method to optimize the hyperparameters of ANN models commonly used for image processing and computer vision applications - convolutional neural networks (CNNs). CNNs typically take images as input and assign the image into one of two or more predefined categories. We used the MNIST handwritten digit recognition dataset for our demonstration, which is a widely used dataset for benchmarking the performance of CNN models [Deng, 2012]. The classification problem here involves classifying each image of a handwritten digit into one of 10 categories: that is, whether it is one of \{0, 1, 2, \ldots, 9\}. We used 400 samples from the MNIST dataset available from the Scikit-learn machine learning repository for training the CNN and 100 images for validation. Each sample in the dataset was a 28×28 pixel image. The \( N_2(S_R) \) neighborhood structure with \( U(a, b) = U(0, 0.08) \) was used for this HPO problem. The hyperparameter set for the problem is given below.

Neurons per layer ∈ {32, 64}
Epochs ∈ {3, 5}
Batch size ∈ {50, 100, 400, 800}

The results from applying the stochastic ruler method with the optimal performance stopping criterion to the above four neural network HPO problems are summarized in Table 2. Note that ‘stages’ in Table 2 and in the remainder of this article refer to the value of \( k \) from the description of the SR method - i.e., an evaluation of a specific solution \( x \in S \). The above problems are referred to as Problems 1 through 4 in Table 2.

We see from Table 2 that in all cases the SR method arrives at the optimal solution within reasonable runtimes. The runtimes for Problem 2 are significantly higher because the number of hyperparameters are also correspondingly higher. We also see that the modified version of the SR method (proposed by Ramamohan et al. [2020]) performs at least as well as the original method, and outperforms the original method both in terms of runtimes and stages when the dimensionality of the search space is also higher (Problems 1 and 2).

We now describe the implementation of the SR method for the more realistic HPO case when the optimal solution is not known - that is, when exhaustion of the
Table 2. Stochastic ruler method for hyperparameter optimization: application to neural networks with optimal performance stopping criterion.

| α  | Stages | Runtime (seconds) |
|----|--------|-------------------|
| 1  | 1354   | 285               |
| 0.8| 1017   | 212               |
| Problem 2|
| 1  | 3273   | 1463              |
| 0.8| 2712   | 1045              |
| Problem 3|
| 1  | 13     | 88                |
| 0.8| 13     | 83                |
| Problem 4|
| 1  | 10     | 83                |
| 0.8| 9      | 80                |

computational budget is used as the termination criteria.

Computational Budget Termination Criterion: Demonstration.

We consider two HPO problems (Problems 5 and 6 below) implemented using this termination criterion in this section, and discuss the implementation of this criterion in more detail in the following section where we discuss benchmarking the SR method against state-of-the-art HPO packages.

The computational budgets for Problems 5 and 6 below are specified in terms of maximum computational runtimes, measured in seconds. We measured the average and standard deviation of the improvement in the classification accuracy when starting with a randomly selected hyperparameter set from the search space. In these problems also, we applied both the original as well as the modified versions of the SR method.

5. We considered the application of the feedforward ANN for the classification problem as described for Problems 1 and 2. We used the $N_{2(SR)}$ neighborhood structure, set $U(a, b) = U(0, 1)$, and specified a computational budget of 1,500 seconds. The hyperparameter space is described below.

Neurons in hidden layer 2 $\in \{2, 4, 6, 8, 10\}$
Neurons in hidden layer 1 $\in \{1, 2, 3, 4, 5\}$
Learning rate $\in \{1e-6, 5e-6, 1e-5, 4e-5, 7e-5, 1e-4, 4e-4, 7e-4, 1e-3\}$

6. We then considered the same HPO problem as in problem 5, but with a discrete-valued search space alone. This is in contrast to previous examples where we discretized the otherwise continuous-valued learning rate search space. We used the $N_{2(SR)}$ neighborhood structure, set $U(a, b) = U(0, 1)$ and specified a computational budget of 250 seconds.
Neurons in hidden layer 2 $\in \{2, 4, 6, 8, 10\}$
Neurons in hidden layer $1 \in \{1, 2, 3, 4, 5\}$

The results of applying the SR method to Problems 5 and 6 are provided in Table 3 below.

**Table 3.** Stochastic ruler method for hyperparameter optimization: application to neural networks with computational budget based termination criterion.

| $\alpha$ | Stages | Mean classification performance improvement (SD) |
|----------|--------|-----------------------------------------------|
|          |        | Problem 1, budget: 1,500 seconds               |
| 1        | 2699   | 0.4982 (0.083)                                |
| 0.8      | 2649   | 0.4730 (0.107)                                |
| 0.6      | 1946   | 0.4999 (0.084)                                |
|          |        | Problem 2, budget: 250 seconds                |
| 1        | 599    | 0.5747 (0.074)                                |
| 0.8      | 620    | 0.5334 (0.024)                                |
| 0.6      | 585    | 0.5581 (0.065)                                |

We see from Table 3 that a significant improvement in classification accuracy is observed on average within the computational budget. We see similar trends regarding the performance of the original and modified versions of the SR algorithm, and for these problems, we see that setting $\alpha = 0.6$ also yields acceptable results.

### 4.3. Benchmarking: the KN Method

We now discuss the benchmarking of the KN method against the RS and the Tree of Parzen Estimators (TPE) methods implemented by the `hyperopt` library. We have previously provided brief introductions to the `hyperopt` RS and Bayesian optimization methods in Section 1. The `hyperopt` TPE method is a commonly used instance of the Bayesian optimization approach for HPO. We remind readers here that the benchmarking exercise for the KN method was carried out with a feedforward ANN with five hyperparameters, and was described in Section 4.1.

For the KN method, we consider two benchmarking scenarios. In the first scenario, given the fact that the KN method typically finds the optimal solution in finite computational runtimes with a probabilistic guarantee, we let the method run its course to find the optimal solution without imposing a computational budget constraint. On the other hand, for the RS and TPE methods, given that they do not possess this property, they are typically deployed with a computational budget based termination criterion specified in terms of the maximum number of function evaluations. Therefore, this benchmarking exercise was conducted to highlight this difference between these two method types: we compare the performance of the KN method when it is allowed to run to completion with the performance of the RS and TPE methods under multiple computational budget cases. Note that each function evaluation involves generation of one replicate value of the performance measure for a hyperparameter set. Further, for the KN method, multiple function evaluations will be generated for the same hyperparameter set, whereas the `hyperopt` RS and TPE methods evaluate
a hyperparameter set via generation of only one replicate value of the performance measure.

In the second scenario, we customize the KN method such that it is applied in conjunction with a computational budget specified in terms of number of function evaluations. For instance, if \( N \) total function evaluations are available, and the cardinality of the solution space is \( K \), then \( R_0 \) function evaluations are allocated to each solution for the screening phase, where \( K \times R_0 < N \). The remainder of the functional evaluations \( (N - (K \times R_0)) \) evaluations) are reserved for the ranking and selection phase. When the computational budget is exhausted, every solution remaining in the subset \( D \) of remaining candidate solutions (see Section 3.2 for the definition of \( D \)) is equally likely to be the optimal solution. If \(|D| > 1\), then we compare the performance of each solution in \( D \) with the performance of the optimal solution returned by the RS or TPE methods. From the standpoint of future deployment of this customization of the KN method for HPO in, for example, an HPO library, a subset of the remaining solutions in \( D \) may be chosen based on some predefined criterion (e.g., solutions with the top three mean classification accuracies at the time of algorithm termination), and this subset can be provided to the analyst as the top performing hyperparameter sets.

Before we provide the results of the benchmarking exercise for both scenarios above, we note that because the the RS and TPE methods use only a single replicate value of the performance measure to evaluate a hyperparameter set, it is advisable to conduct a more rigorous comparison of the optimal solutions returned by the hyperopt methods and the KN method. Therefore, we conduct a Student’s \( t \)-test, at a 5% level of significance, to compare the mean performances of the optimal hyperparameter sets as returned by the KN method and the RS and TPE methods, respectively. 25 replicate values of the classification accuracies were generated for the optimal hyperparameter sets identified by the KN method and the sets identified by the RS and TPE methods for each computational budget. \( t \)-tests for equality of the mean classification accuracies for both hyperparameter sets were conducted using these replications. For the first benchmarking scenario, only a single hyperparameter set is returned as the optimal solution by the KN method, so only a single such test is performed. However, for the second benchmarking scenario, because multiple hyperparameter sets may be returned by the KN method, such tests are conducted for each hyperparameter set with respect to the hyperopt RS or TPE solution.

For the first benchmarking exercise, we compare the classification accuracies of the best system returned by the KN and the hyperopt methods as well as the number of function evaluations required to generate the optimal solution. The results are documented in Table 4 below.

We first provide a brief note on the organization of the results in Table 4. In the ‘KN’ row (row 2), we provide the results from the implementation of the KN method when it is run to completion. In the next two sets of rows, the results from the implementations of hyperopt RS (rows 3 - 7) and TPE (rows 8 - 12) for various computational budgets (in terms of the maximum number of function evaluations, column 2 from the left) are provided. In column 4 from the left, the optimal objective function value - i.e., classification accuracy - corresponding to the optimal hyperparameter set returned by the HPO method in question is provided. For the hyperopt RS and TPE methods, these correspond to a single replicate measurement of classification accuracy associated with the ‘optimal’ hyperparameter set they return. In column 5, the average classification accuracy calculated from the 25 replicate values of classification accuracy obtained from the ML method with the optimal hyperparameter set (generated for the \( t \)-test described above) is provided. In column 6, the \( p \)-value associated with the \( t \)-test is
Table 4. Benchmarking the KN method versus the *hyperopt* random search and *hyperopt* TPE implementation: scenario one (no computational budget for the KN method). Notes. RS = random search; TPE = Tree of Parzen Estimators, N/A = not applicable.

| Method   | Number of function evaluations | Runtime (seconds) | Optimal objective function value | Mean accuracy from optimal hyperparameter set | p value from t-test for equality of means | Inference     |
|----------|--------------------------------|-------------------|----------------------------------|-----------------------------------------------|------------------------------------------|---------------|
| KN       | 1381                           | 635               | 0.940                            | 0.932                                         | N/A                                      | N/A           |
| hyperopt RS | 1000                         | 463               | 0.982                            | 0.815                                         | 0.001                                    | KN is better  |
|          | 500                            | 209               | 0.982                            | 0.89                                          | 0.018                                    | KN is better  |
|          | 300                            | 124               | 0.982                            | 0.728                                         | 0.000                                    | KN is better  |
|          | 200                            | 85                | 0.972                            | 0.655                                         | 0.000                                    | KN is better  |
|          | 100                            | 42                | 0.965                            | 0.941                                         | 0.187                                    | KN is comparable |
| hyperopt TPE | 1000                         | 463               | 0.991                            | 0.815                                         | 0.001                                    | KN is better  |
|          | 500                            | 306               | 0.991                            | 0.927                                         | 0.724                                    | KN is comparable |
|          | 300                            | 248               | 0.982                            | 0.911                                         | 0.044                                    | KN is better  |
|          | 200                            | 138               | 0.982                            | 0.85                                          | 0.069                                    | KN is comparable |
|          | 100                            | 88                | 0.973                            | 0.882                                         | 0.001                                    | KN is better  |
provided, and in column 7, the inference from the test is provided. With regard to column 7, the term ‘comparable’ indicates that the null hypothesis associated with the t-test is not rejected (as evident from the p-value in column 6), and the terms ‘better’ or ‘worse’ indicate that the null hypothesis is rejected, and the method with the higher or lower average accuracy is indicated (for example, ‘KN better’ or ‘KN worse’). Note that this terminology for the statistical comparison between the KN method and the benchmarking baselines is retained for the remainder of the benchmarking experiments presented in this study.

It is evident from Table 4 that, at minimum, the KN method performs at least as well as all the cases of hyperopt RS and TPE methods when sufficient computational budget is available to let the KN method run to completion. More specifically, the KN method appears to perform significantly better than the hyperopt RS method in this scenario, as it yields statistically better performance than the RS method in almost all comparisons. With respect to the hyperopt TPE method, the KN method offers statistically better performance in three out of five comparisons, and is comparable in the remaining two cases. Importantly, we see that for the comparisons with both methods, the KN method is found to perform better even for the highest computational budget specified for the hyperopt methods. It can also be seen the computational runtime for the KN method, while higher than the corresponding runtimes for the hyperopt methods, is still reasonable, and is on the same order as that for the hyperopt methods with the highest computational budgets. Finally, and perhaps most importantly, the benefit of explicitly considering stochasticity in the ML training and validation process in performing HPO is evident from columns 4 and 5. We see that while the RS and TPE methods identify hyperparameter sets that ostensibly perform very well (for example, accuracies of approximately 99% in column 4), they are identified on the basis of a single replicate observation of the ML method performance, and hence these high accuracies are not continued to be observed when more replicate measurements of ML method accuracy are used to obtain an average accuracy associated with the hyperparameter set in question. Hence, we observe the following: (a) that the average classification accuracies associated with these ‘optimal’ solutions returned by the TPE and RS methods decrease substantially when more replicate measurements are obtained and averaged, and (b) cases wherein the ‘optimal’ hyperparameter set returned by, for example, the TPE method with a computational budget of 500 evaluations outperforms the hyperparameter set returned by the same method with a budget of 1000 evaluations. Such behavior is not observed for the KN method because it selects solutions via multiple replicate measurements of the ML method performance associated with each hyperparameter set.

The results from the second benchmarking scenario are presented in Table 5 below. For each computational budget case below, the value of 10 function evaluations (i.e., 10 replicate ML method performance measures) were allocated to each hyperparameter set in the solution space, and all other method settings remained the same as in the first benchmarking scenario. Further, in each case below, we report the proportion of the solutions in the set D returned by the KN method upon termination of the method that performed better, comparably, or worse than the corresponding optimal solutions returned by the hyperopt RS and TPE methods.

We see from Table 5 that even in the case with the lowest computational budget (1000 function evaluations), more than 50% of the solutions performed at least at a statistically comparable level when compared to the solutions from the RS and TPE methods. Further, this proportion increases steadily with an increase in the computational budget, and we see that for the highest computational budget case
Table 5. KN method benchmarking: scenario two (with a computational budget for the KN method). Notes. Computational budget is in terms of number of function evaluations. RS = random search; TPE = Tree of Parzen Estimators; b/w = between.

| Budget | KN vs hyperopt RS: t-tests b/w each shortlisted KN solution and RS solution | KN vs hyperopt TPE: t-tests b/w each shortlisted KN solution and TPE solution |
|--------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|
|        | KN better (%) | KN comparable (%) | KN worse (%) | KN better (%) | KN comparable (%) | KN worse (%) |
| 1000   | 10.4          | 45.4             | 44.2         | 7.7           | 45.2             | 47.1         |
| 1100   | 15.6          | 50.4             | 34           | 14.8          | 45.6             | 39.6         |
| 1200   | 12.5          | 59.1             | 28.4         | 9.2           | 54.7             | 36.1         |
| 1300   | 39.5          | 51.8             | 8.7          | 38.7          | 56               | 5.3          |

(selected to be lower than the number of functional evaluations at which the optimal solution is returned by the KN method for benchmarking scenario one), nearly 40% of the KN method solutions perform better, and more than 90% perform at least as well when compared to the RS and TPE solutions.

Overall, given that the KN method provides a statistical guarantee of optimality for the solution selected as the best, especially when it is allowed to run to completion, it is evident that ranking and selection methods such as the KN method, where theoretically feasible, can be considered as a serious alternative to the hyperopt RS and TPE methods for HPO. This is particularly the case when the size of the hyperparameter search space is computationally tractable. In this case, the KN method can be allowed to run to completion. Alternatively, if the computational budget is such that the KN method must be deployed as in benchmarking scenario two, then a suitable \( R_0 \) must be specified to eliminate noncompetitive candidate solutions while leaving enough budget for the ranking and selection phase. The performance of the KN method, as demonstrated in this section, also indicates that more sophisticated state-of-the-art R&S methods may be considered for HPO, even when solution space cardinalities are significantly larger. For example, certain ranking and selection methods have been used for solution spaces of sizes numbering in the thousands (Nelson, 2010).

4.4. Benchmarking: the Stochastic Ruler Method

As discussed in Section 3.1, we benchmark the SR method against HPO algorithms in the hyperopt, mango, and optuna packages. Specifically, we benchmark the SR method against the TPE algorithm discussed in Section 4.3, the RS algorithm, and the continuous RS algorithm from the hyperopt packages. The hyperopt continuous RS algorithm is the continuous version of the hyperopt RS method (Bergstra & Bengio, 2012), and does not discretize the search space unlike its discrete counterpart. As discussed in the literature review section, mango is a recently developed HPO package that implements a state-of-the-art batch Gaussian process bandit search algorithm (Sandha et al., 2020). Finally, as discussed in Section 3.1, we also consider the nondominated sorting genetic algorithm implementation in the optuna package.

The benchmarking process that we implement for the SR method is similar to that...
followed for the KN method in the second benchmarking scenario. The SR method only promises asymptotic convergence (in probability) to the global optimal solution, and hence in practical HPO situations, it must be implemented with a computational budget specified in terms of runtime or function evaluations. Thus we specify computational budgets in terms of 100, 200 and 300 function evaluations and compare the performance of the SR method to that of the hyperopt, mango and optuna methods for each of these cases. All benchmarking experiments were carried out taking Problem 5 described in Section 4.2 as the test case. Secondly, we use two parameterizations of $U(a, b): U(0.5, 1)$ and $U(0.7, 1)$, and provide benchmarking results for both cases. In each case, the SR method was parameterized with a randomly chosen initial solution.

After identifying the hyperparameter set that each method (SR or the benchmark method) converges to within the computational budget, we conduct Student’s $t$-tests to check for statistically significant differences between the means of the classification accuracies from both methods. We conduct 10 such tests (by changing random number seeds appropriately, and generating a different set of training and testing dataset permutations corresponding to each random number seed) for each comparison. Then, we report the number of times the null hypothesis (both means are equal) was rejected, and in such cases, which method’s mean was higher. We do not conduct such a rigorous evaluation for the benchmarking of the KN method because of the nature of the method - if it runs to completion (i.e., the set of solutions is iteratively reduced to a singleton set with the optimal solution), the optimal solution is identified with a built-in statistical guarantee. Further, even when the KN method is deployed as in the second benchmarking scenario, a significantly larger number of replications per candidate solution are likely to be used than for the SR method.

The results from the benchmarking experiments are provided in Table 6 below. We observe from Table 6 that the SR method offers comparable performance with respect to the hyperopt and mango HPO methods. In particular, we consistently observe that with higher computational budgets (200 function evaluations and above), the SR method identifies optimal hyperparameter sets that offer classification accuracies that are statistically comparable to every hyperopt and mango method evaluated. The advantage that SO methods offer over hyperopt’s RS method is clear. We also see that even for smaller computational budgets (100 function evaluations), the proportion of tests where the hyperopt or mango methods appear to perform better is less than 0.5. Finally, we note that a more ‘informatively’ parameterized stochastic ruler - that is, $U(0.7, 1.0)$, which reflects the information that the classification performance with most hyperparameter sets is unlikely to fall below 70% - appears to lead to better performance for the SR method with respect to the hyperopt and mango methods. With respect to the optuna GA method, we see that with the more informative stochastic ruler - that is, with $U(0.7, 1.0)$ - the optuna GA method outperforms the SR method at budgets up to 200 function evaluations. For higher computational budgets, the performance of the SR method appears comparable to that of the optuna GA method. Interestingly, with the ‘less informative’ stochastic ruler ($U(0.5, 1.0)$), we see that the performance of the SR method is better than in the previous case, and is largely equivalent to that of the optuna GA method.

In addition to the above benchmarking exercise for the SR method, we also consider a HPO setting with a larger hyperparameter space. For this benchmarking case, we again consider a feedforward ANN with the following hyperparameter space.

Number of hidden layers $\in \{1, 2\}$
Neurons in hidden layers $\in \{3, 5, 8, 12, 15, 20, 25, 30, 50, 80\}$
Table 6. Benchmarking of the stochastic ruler method against `hyperopt`, `mango`, and `optuna` HPO methods: first case. Notes. Max. = maximum; SR = stochastic ruler; TPE = tree of Parzen estimators; RS = random search; GA = genetic algorithm; N/A = not applicable.

| Stochastic ruler versus: | Max. function evaluations | Proportion of tests with $p < 0.05$ | If null rejected, which model has higher mean performance? |
|--------------------------|---------------------------|----------------------------------|---------------------------------------------------------|
|                          | $U(a, b) = U(0.7, 1.0)$   |                                  |                                                         |
| `hyperopt` TPE           | 100                       | 0.3                              | `hyperopt` TPE                                          |
|                          | 200                       | 0.0                              | N/A                                                     |
|                          | 300                       | 0.0                              | N/A                                                     |
| `hyperopt` RS            | 100                       | 0.7                              | SR                                                      |
|                          | 200                       | 1.0                              | SR                                                      |
| `hyperopt` continuous RS | 100                       | 0.2                              | `hyperopt` continuous RS                                |
|                          | 200                       | 0.0                              | N/A                                                     |
| `mango`                  | 200                       | 0.0                              | N/A                                                     |
| `optuna` GA              | 100                       | 1.0                              | `optuna` 90% times                                      |
|                          | 200                       | 0.7                              | `optuna` GA 86%                                         |
|                          | 300                       | 0.4                              | `optuna`                                                |
|                          | 400                       | 0.6                              | SR 66%                                                  |
|                          | 500                       | 0.4                              | `optuna` GA                                             |
|                          | $U(a, b) = U(0.5, 1.0)$   |                                  |                                                         |
| `hyperopt` TPE           | 100                       | 0.4                              | `hyperopt` TPE                                          |
|                          | 200                       | 0.2                              | `hyperopt` TPE                                          |
|                          | 300                       | 0.0                              | N/A                                                     |
| `hyperopt` RS            | 100                       | 0.6                              | SR                                                      |
|                          | 200                       | 0.8                              | SR                                                      |
| `hyperopt` continuous RS | 100                       | 0.4                              | `hyperopt` continuous RS                                |
|                          | 200                       | 0.3                              | SR                                                      |
| `mango`                  | 200                       | 0.2                              | `mango`                                                 |
|                          | 300                       | 0.0                              | N/A                                                     |
| `optuna` GA              | 100                       | 0.4                              | `optuna` GA                                             |
|                          | 200                       | 0.4                              | `optuna` GA                                             |
|                          | 300                       | 0.4                              | 50% SR                                                  |
|                          | 400                       | 0.3                              | 66% `optuna` GA                                          |
|                          | 500                       | 0.3                              | `optuna` GA                                             |
Solver $\in\{\text{adam, sgd}\}$
Learning rate $\in\{0.0005, 0.001, 0.01, 0.05, 0.10\}$
Activation function $\in\{\text{relu, tanh, logistic}\}$
Learning rate type $\in\{\text{constant, adaptive}\}$

This yields a hyperparameter space of cardinality 6600, as 110 different hidden layer architectures are possible. We omit the `hyperopt` RS methods from the benchmarking process for this case given the SR method’s clear superiority as evidenced from the previous case. The benchmarking process for this case is the same as for the first case, except for the fact that we use larger computational budgets given the larger size of the hyperparameter space. The results are provided in Table 7 below.

**Table 7.** Benchmarking of the stochastic ruler method against `hyperopt`, `mango`, and `optuna` HPO methods: second case. *Notes.* Max. = maximum; SR = stochastic ruler; TPE = tree of Parzen estimators; GA = genetic algorithm.

| Stochastic ruler versus: | Max. function evaluations | Proportion of tests with $p < 0.05$ | If null rejected, which model has higher mean performance? |
|--------------------------|---------------------------|------------------------------------|----------------------------------------------------------|
| `hyperopt` TPE           | 400                       | 0.3                                | 66% SR                                                   |
|                          | 800                       | 0.6                                | 66% `hyperopt` TPE                                       |
|                          | 1200                      | 0.5                                | 80% `hyperopt` TPE                                       |
| `mango`                  | 400                       | 0.5                                | `mango`                                                  |
|                          | 800                       | 0.5                                | 80% `mango`                                              |
|                          | 1200                      | 0.2                                | 50% SR                                                   |
| `optuna` GA              | 400                       | 0.4                                | 50% SR                                                   |
|                          | 800                       | 0.3                                | `optuna` GA                                              |
|                          | 1200                      | 0.4                                | `optuna` GA                                              |

(U(a,b) = U(0.7, 1))

| Stochastic ruler versus: | Max. function evaluations | Proportion of tests with $p < 0.05$ | If null rejected, which model has higher mean performance? |
|--------------------------|---------------------------|------------------------------------|----------------------------------------------------------|
| `hyperopt` TPE           | 400                       | 0.5                                | 80% `hyperopt` TPE                                       |
|                          | 800                       | 0.5                                | 60% TPE                                                  |
|                          | 1200                      | 0.5                                | TPE                                                      |
| `mango`                  | 400                       | 0.8                                | 87.5% `mango`                                            |
|                          | 800                       | 0.4                                | 75% `mango`                                              |
|                          | 1200                      | 0.4                                | 50% SR                                                   |
| `optuna` GA              | 400                       | 0.4                                | 75% `optuna` GA                                          |
|                          | 800                       | 0.4                                | 75% `optuna` GA                                          |
|                          | 1200                      | 0.4                                | 75% `optuna` GA                                          |

(U(a,b) = U(0.5, 1))

For this hyperparameter space, we see that the SR method performs in a largely comparable manner to the `hyperopt` TPE method. For both stochastic ruler cases, we see that the `hyperopt` TPE method outperforms the SR method in a maximum of 50% of the evaluations. With respect to the `mango` multi-fidelity method, we see that the SR method performs better than with respect to `hyperopt` TPE. This is evidenced by
the fact that even for the highest computational budget case (1200 evaluations), we see that the SR method performs at least as well as the mango method in up to 90% of the cases (across both stochastic ruler parameterizations). With respect to the optuna GA method, we see that the performance of the SR method is reasonable, with the SR method being outperformed in a maximum of 40% of the evaluations.

Overall, we see that the SR method consistently outperforms the hyperopt RS, TPE, and the mango methods for hyperparameter spaces that are, relatively speaking (e.g., an average of approximately four hyperparameters, per the numerical experimentation in Yang and Shamir (2020)), not large. For larger and higher-dimensional hyperparameter spaces, as demonstrated in the second benchmarking case above, we see that the SR method’s performance is not as consistent. Further, the optuna GA method appears to marginally outperform the SR method in both benchmarking cases above. This motivates the consideration of random search SO methods designed specifically for such hyperparameter spaces. In this context, in Appendix A, we discuss the benchmarking of the AH method for the HPO problem considered in the second benchmarking case for the SR method.

5. Concluding Remarks

In this work, we demonstrate the use of simulation optimization algorithms - in particular, those developed or commonly used for discrete search spaces - for selecting hyperparameter sets that maximize the performance of machine learning methods. We provide a comprehensive demonstration of the use of two discrete simulation methods in particular: (a) the KN ranking and selection method, which considers every single solution in the discrete solution space, and provides a statistical guarantee of selecting the optimal hyperparameter set, and (b) the stochastic ruler random search method that moves between neighborhoods of promising candidate solutions. We demonstrate the use of these methods across a wide variety of machine learning methods, datasets and their associated hyperparameter sets - we consider both standard machine learning methods such as support vector machines as well neural network based ‘deep’ learning machine learning models.

We also provide a reasonably comprehensive benchmarking of these methods against the major classes of existing HPO methods implemented in widely used hyperparameter tuning libraries. In particular, as part of the benchmarking process of the KN method, we also develop and demonstrate a customization of the KN method that involves imposing a computational budget on the method leading to its termination before it runs to completion. This customization may prove useful in other discrete SO settings as well. Further, we also benchmark the AH method against state-of-the-art HPO methods for the case of a large hyperparameter space. After presenting the results from each benchmarking exercise for each method, we also discuss the performance of the SO methods in the benchmarking exercise, and whether they have the potential to provide competitive alternatives to the extant HPO methods as implemented in their Python libraries. Overall, it appears that SO methods have the potential to provide highly competitive alternatives to extant HPO methods and libraries, especially in light of the fact that our implementations are not professionally optimized - from a software development standpoint - versions of these methods.

Our work has a few limitations, which also serve to suggest avenues for future research. As a first step towards exploring the use of SO methods for HPO problems, we have only explored the use of methods primarily used for discrete SO problems. Thus
exploring whether SO methods developed for continuous or mixed-integer solution spaces can be adapted for HPO problems may serve as a future avenue of research. Similarly, we have also only explored the use of a relatively simple R&S method in this work: the KN method. Given its success for hyperparameter search spaces that are not too large, exploring whether more advanced versions of the KN method or R&S methods in general could prove a fruitful avenue of future research for HPO. For example, efficient ranking and selection methods for computing in parallel environments have been developed (Ni, Ciocan, Henderson, & Hunter, 2017), and exploring the adaptation of these for HPO problems may prove useful.

The dimensionality of the hyperparameter search spaces that we have considered has also been small to moderate from the perspective of simulation optimization. For example, the largest space we have considered is of six dimensions, and for this search space, we find that the stochastic ruler method and its modification required approximately 15-25 minutes of computational runtime to arrive at the optimal hyperparameter set. For most machine learning exercises, the number of hyperparameters that analysts attempt to tune may be of this order, given that only a few hyperparameters usually have a significant effect on the performance of the ML method. This is consistent with both the discussion and numerical experimentation in the review by Yang and Shami (2020), where the authors on average considered approximately four hyperparameters in total. For larger hyperparameter search spaces, as demonstrated in Appendix A, the AH method provides suitable recourse.

Finally, while we have demonstrated the use of SO methods for optimizing the hyperparameters of a reasonably wide variety of machine learning methods, ranging from support vector machines to ‘deep’ neural network models such as convolutional neural networks and long short term memory networks, the use of such methods to even more complex deep learning models such as generative adversarial neural networks remains to be explored, and can offer another avenue of future research.

Declaration of Competing Interests

The authors declare that they have no relevant financial or non-financial competing interests to report with regard to this work.

References

Akiba, T., Sano, S., Yanase, T., Ohta, T., & Koyama, M. (2019). Optuna: A next-generation hyperparameter optimization framework. In *Proceedings of the 25rd ACM SIGKDD international conference on knowledge discovery and data mining*.

Bergstra, J., Bardenet, R., Bengio, Y., & Kégl, B. (2011). Algorithms for hyper-parameter optimization. *Advances in neural information processing systems, 24*.

Bergstra, J., & Bengio, Y. (2012). Random search for hyper-parameter optimization. *The Journal of Machine Learning Research, 13*(1), 281–305.

Bergstra, J., Yamins, D., & Cox, D. (2013). Making a science of model search: Hyperparameter optimization in hundreds of dimensions for vision architectures. In *International conference on machine learning* (pp. 115–123).

Bischl, B., Binder, M., Lang, M., Pielok, T., Richter, J., Coors, S., … others (2021). Hyperparameter optimization: Foundations, algorithms, best practices, and open challenges. *Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery, e1484.*
Chen, C.-H., & Lee, L. H. (2011). *Stochastic simulation optimization: an optimal computing budget allocation* (Vol. 1). World scientific.

Chen, S., Wu, J., & Liu, X. (2021). Emorl: Effective multi-objective reinforcement learning method for hyperparameter optimization. *Engineering Applications of Artificial Intelligence, 104*, 104315.

Chollet, F., et al. (2015). *Keras*. [https://keras.io](https://keras.io).

Cooper, K., & Hunter, S. R. (2020). Pymoso: software for multiobjective simulation optimization with r-perle and r-minrle. *INFORMS Journal on Computing, 32*(4), 1101–1108.

Deng, L. (2012). The mnist database of handwritten digit images for machine learning research. *IEEE Signal Processing Magazine, 29*(6), 141–142.

Diaconis, P., & Freedman, D. (1980). Finite Exchangeable Sequences. *The Annals of Probability, 8*(4), 745 – 764. Retrieved from [https://doi.org/10.1214/aop/1176994663](https://doi.org/10.1214/aop/1176994663).

Dong, X., Shen, J., Wang, W., Shao, L., Ling, H., & Porikli, F. (2019). Dynamical hyperparameter optimization via deep reinforcement learning in tracking. *IEEE transactions on pattern analysis and machine intelligence, 43*(5), 1515–1529.

Eggensperger, K., Hutter, F., Hoos, H., & Leyton-Brown, K. (2015). Efficient benchmarking of hyperparameter optimizers via surrogates. In *Proceedings of the aaai conference on artificial intelligence* (Vol. 29).

Falkner, S., Klein, A., & Hutter, F. (2018). Bohb: Robust and efficient hyperparameter optimization at scale. In *International conference on machine learning* (pp. 1437–1446).

Henderson, S. G., & Nelson, B. L. (2006). *Handbooks in operations research and management science: simulation*. Elsevier.

Hochreiter, S., & Schmidhuber, J. (1997). Long short-term memory. *Neural computation, 9*(8), 1735–1780.

Hong, L. J., & Nelson, B. L. (2006). Discrete optimization via simulation using compass. *Operations research, 54*(1), 115–129.

Hutter, F., Hoos, H. H., & Leyton-Brown, K. (2011). Sequential model-based optimization for general algorithm configuration. In *International conference on learning and intelligent optimization* (pp. 507–523).

Iranfar, A., Zapater, M., & Atienza, D. (2021). Multiagent reinforcement learning for hyperparameter optimization of convolutional neural networks. *IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems, 41*(4), 1034–1047.

Jaafra, Y., Laurent, J. L., Deruyver, A., & Naceur, M. S. (2019). Reinforcement learning for neural architecture search: A review. *Image and Vision Computing, 89*, 57–66.

Jomaa, H. S., Grabocka, J., & Schmidt-Thieme, L. (2019). Hyp-rl: Hyperparameter optimization by reinforcement learning. *arXiv preprint arXiv:1906.11527*.

Jordan, M. I., & Mitchell, T. M. (2015). Machine learning: Trends, perspectives, and prospects. *Science, 349*(6245), 255–260.

Karl, F., Pielok, T., Moosbauer, J., Pfisterer, F., Coors, S., Binder, M., ... others (2022). Multi-objective hyperparameter optimization—an overview. *arXiv preprint arXiv:2206.07438*.

Karlin, Z., Koren, T., & Somekh, O. (2013). Almost optimal exploration in multi-armed bandits. In *International conference on machine learning* (pp. 1238–1246).

Kim, S.-H., & Nelson, B. L. (2001). A fully sequential procedure for indifference-zone selection in simulation. *ACM Transactions on Modeling and Computer Simulation (TOMACS), 11*(3), 251–273.

Kuhn, M., Johnson, K., et al. (2013). *Applied predictive modeling* (Vol. 26). Springer.

Lessmann, S., Stahlbock, R., & Crone, S. F. (2005). Optimizing hyperparameters of support vector machines by genetic algorithms. In *Ic-ai* (pp. 74–82).

Li, L., Jamieson, K., DeSalvo, G., Rostamizadeh, A., & Talwalkar, A. (2017). Hyperband: A novel bandit-based approach to hyperparameter optimization. *The Journal of Machine Learning Research, 18*(1), 6765–6816.

Liu, X., Wu, J., & Chen, S. (2022). A context-based meta-reinforcement learning approach to efficient hyperparameter optimization. *Neurocomputing, 478*, 89–103.
Lorenzo, P. R., Nalepa, J., Kawulok, M., Ramos, L. S., & Pastor, J. R. (2017). Particle swarm optimization for hyper-parameter selection in deep neural networks. In Proceedings of the genetic and evolutionary computation conference (p. 481–488). New York, NY, USA: Association for Computing Machinery. Retrieved from https://doi.org/10.1145/3071178.3071208

Maclaurin, D., Duvenaud, D., & Adams, R. P. (2015). Gradient-based hyperparameter optimization through reversible learning.

Nelson, B. L. (2010). Optimization via simulation over discrete decision variables. In Risk and optimization in an uncertain world (pp. 193–207). Inform.

Ni, E. C., Ciocan, D. F., Henderson, S. G., & Hunter, S. R. (2017). Efficient ranking and selection in parallel computing environments. Operations Research, 65(3), 821–836.

O’Neill, B. (2009). Exchangeability, correlation, and bayes’ effect. International Statistical Review, 77(2), 241-250. Retrieved from https://onlinelibrary.wiley.com/doi/abs/10.1111/j.1751-5823.2008.00059.x

Pedregosa, F. (2016). Hyperparameter optimization with approximate gradient. arXiv preprint arXiv:1602.02355.

Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., ... Duchesnay, E. (2011). Scikit-learn: Machine learning in Python. Journal of Machine Learning Research, 12, 2825–2830.

Peng-Wei Chen, Jung-Ying Wang, & Hahn-Ming Lee. (2004). Model selection of svms using ga approach. In 2004 ieee international joint conference on neural networks (ieee cat. no.04ch37541) (Vol. 3, p. 2035-2040 vol.3).

Ramamohan, V., Agrawal, U., & Goyal, M. (2020). A note on the stochastic ruler method for discrete simulation optimization. arXiv. Retrieved from https://arxiv.org/abs/2010.06909

Ressel, P. (1985). De finetti-type theorems: an analytical approach. In The annals of probability (Vol. 13, p. 898–922).

Rijsdijk, J., Wu, L., Perin, G., & Picek, S. (2021). Reinforcement learning for hyperparameter tuning in deep learning-based side-channel analysis. IACR Transactions on Cryptographic Hardware and Embedded Systems, 677–707.

Sandha, S. S., Aggarwal, M., Fedorov, I., & Srivastava, M. (2020). Mango: A python library for parallel hyperparameter tuning. In Icassp 2020-2020 ieee international conference on acoustics, speech and signal processing (icassp) (pp. 3987–3991).

Snoek, J., Larochelle, H., & Adams, R. P. (2012). Practical bayesian optimization of machine learning algorithms. Advances in neural information processing systems, 25, 2951–2959.

Wu, J., Chen, S., & Liu, X. (2020). Efficient hyperparameter optimization through model-based reinforcement learning. Neurocomputing, 409, 381–393.

Wu, J., Liu, X., & Chen, S. (2023). Hyperparameter optimization through context-based meta-reinforcement learning with task-aware representation. Knowledge-Based Systems, 260, 110160.

Xu, J., Nelson, B. L., & Hong, J. L. (2010). Industrial strength compass: A comprehensive algorithm and software for optimization via simulation. ACM Transactions on Modeling and Computer Simulation (TOMACS), 20(1), 1–29.

Xu, J., Nelson, B. L., & Hong, L. J. (2013). An adaptive hyperbox algorithm for high-dimensional discrete optimization via simulation problems. INFORMS Journal on Computing, 25(1), 133–146.

Yan, D., & Mukai, H. (1992). Stochastic discrete optimization. SIAM Journal on control and optimization, 30(3), 594–612.

Yang, L., & Shami, A. (2020). On hyperparameter optimization of machine learning algorithms: Theory and practice. Neurocomputing, 415, 295–316.

Yu, T., & Zhu, H. (2020). Hyper-parameter optimization: A review of algorithms and applications. arXiv preprint arXiv:2003.05689.
Appendix A. Benchmarking: the Adaptive Hyperbox Method

In this section, we first provide an overview of the adaptive hyperbox (AH) method, which is an example of a locally convergent random search (LCRS) random search method. We then describe the benchmarking of the AH method against the second benchmarking case used for the stochastic ruler (SR) method, as described in Section 4.4. This benchmarking case involves six hyperparameters and a hyperparameter search space with cardinality 6,600. Hence we consider an SO method more suited to such larger hyperparameter spaces: the AH method, which has been demonstrated to outperform the COMPASS method for SO problems with more than 10 decision variables, and to provide high-quality solutions in reasonable runtimes for SO problems with up to 100 variables.

We now describe the essentials of the AH method, and do not provide comprehensive mathematical detail regarding the method to contain the length of the manuscript. The AH method is an LCRS method, meaning that used on its own, it guarantees convergence to locally optimum solutions for discrete SO problems. A local optimum in this discrete SO setting is defined as the solution that performs best among all neighbors of the current estimate of the solution, where the neighborhood of a solution is defined as the set of all of its adjacent solutions.

Locally convergent SO methods typically have three stages: (a) a global search phase that identifies promising regions of the search space; (b) a local search phase that attempts to find local optima from the regions identified in the global phase; and (c) a clean-up phase which typically involves applying an R&S method to identify the best solution among the local optima estimates identified as part of the local phase. SO methods such as COMPASS, industrial strength COMPASS and the AH algorithm are all LCRS methods that perform the local search phase of the three-phase framework described above. The AH algorithm was developed to provide a better performing local search phase alternative to the COMPASS algorithm for higher-dimensional search spaces.

The AH method has the following structure, adapted from Xu et al. (2013).

- Step 0. Initialize with a randomly chosen solution \( x_0 \) from a given search space subset identified in the global search phase. Let the iteration count \( k \) be set to 0. Generate \( n(x_0) \) simulation observations from \( x_0 \), calculate the mean \( \bar{G}(x_0) \) of these observations, and record the total number of observations obtained from \( x_0 \) as \( N(x_0) = n(x_0) \). Set the best performing solution \( x_{\text{opt}}(0) \) at the current stage equal to \( x_0 \). Let the set of all solutions visited until and including iteration \( k \), denoted by \( B(k) \), and the set of solutions from which observations are generated in iteration \( k \), denoted by \( B_k \), be set to \( \{x_0\} \).

- Step 1. Let \( k = k + 1 \). Construct the most promising area (MPA) at iteration \( k \), denoted by \( \psi_k \), as the intersection of a hyperbox \( H_k \) around \( x_{\text{opt}}(k-1) \) and the search space \( \mathcal{S} \). The reader may refer to Xu et al. (2013) for the details of how the hyperbox \( H_k \) is constructed around \( x_{\text{opt}}(k) \). Sample a set of \( m \) distinct solutions \( \{x_{k1}, x_{k2}, \ldots, x_{km}\} \) from \( \psi_k \) according to a sampling distribution (the uniform distribution may be used), which determines \( B_k \) as follows: \( B_k = \{x_{k1}, x_{k2}, \ldots, x_{km}\} \cup \{x_{\text{opt}}(k-1)\} \). Set \( B(k) = B(k-1) \cup B_k \).

- Step 2. For each \( x_{ki} \in B_k \), generate \( n(x_{ki}) \) simulation observations, and update the values of \( N(x_{ki}) \) and \( \bar{G}(x_{ki}) \).

- Step 3. Set \( x_{\text{opt}}(k) = \arg \min_{x \in B_k} G(x) \). Go to Step 1.
From the above structure, it can be seen that the number of solutions $m$ to be sampled from the MPA in each iteration and the number of observations to be generated from a solution $x$ in each iteration $n(x)$ are parameters of the method. In our benchmarking exercise, we set the value of $m$ as three, and $n(x_0)$ is determined by the function $\min \{5, [5(\log k)^{1.01}]\}$.

In our benchmarking of the AH method against the \textit{hyperopt} TPE, \textit{mango} and \textit{optuna} GA HPO methods, we apply the AH method in its most basic form: that is, only in its local search phase form. That is, we do not include a global search phase or an R&S clean-up phase in its implementation. Thus the method is initialized with a randomly chosen hyperparameter set from the solution space, and is terminated after a computational budget specified in terms of the number of function evaluations is reached. The $x_{\text{opt}(k)}$ at this point is returned as the optimal hyperparameter set. Finally, as mentioned before, we consider the same HPO problem as done in the second benchmarking case for the SR method. The results from this benchmarking exercise are summarized in Table A1 below.

| AHA versus: | Max. function evaluations | Proportion of tests with $p < 0.05$ | If null rejected, which model has higher mean performance? |
|-------------|---------------------------|-----------------------------------|----------------------------------------------------------|
| \textit{hyperopt} TPE | 200 | 0.6 | 50% AHA |
| | 400 | 0.7 | 65% AHA |
| | 800 | 0.3 | 66% AHA |
| \textit{mango} | 200 | 0.3 | \textit{mango} |
| | 400 | 0.3 | 66% AHA |
| | 800 | 0.5 | 60% \textit{mango} |
| \textit{optuna} GA | 200 | 0.2 | 50% AHA |
| | 400 | 0.4 | 50% \textit{AHA} |
| | 800 | 0.3 | \textit{optuna} GA |

We immediately see from Table A1 that the performance of the AH method is significantly better with respect to the baseline HPO methods when compared to the performance of the SR method. For example, it is clear that the AH method outperforms the \textit{hyperopt} TPE method and is comparable to the \textit{mango} method. Even at the higher computational budget case, we see that the AH method is at least comparable to the \textit{mango} method in 7 out of 10 cases, compared to 8 out of 10 for the \textit{mango} method. The AH method’s performance clearly outperforms the \textit{optuna} GA method in 2 out of 3 computational budget cases, and in the third case, it performs comparably in 7 out of 10 cases. This result is not unexpected given that we implement the AH method in its basic form, without the global search phase and R&S method. Hence for higher computational budget cases, if the AH method is implemented in its comprehensive form, it is likely to consistently outperform or at least be comparable to the \textit{optuna} GA method in almost all cases. Overall, the AH method appears to provide a highly competitive alternative to all baseline HPO methods considered in this analysis, even when hyperparameter search spaces are large.