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Abstract. We consider a new functional inequality controlling the rate of relative entropy decay for random walks, the interchange process and more general block-type dynamics for permutations. The inequality lies between the classical logarithmic Sobolev inequality and the modified logarithmic Sobolev inequality, roughly interpolating between the two as the size of the blocks grows. Our results suggest that the new inequality may have some advantages with respect to the latter well known inequalities when multi-particle processes are considered. We prove a strong form of tensorization for independent particles interacting through synchronous updates. Moreover, for block dynamics on permutations we compute the optimal constants in all mean field settings, namely whenever the rate of update of a block depends only on the size of the block. Along the way we establish the independence of the spectral gap on the number of particles for these mean field processes. As an application of our entropy inequalities we prove a new subadditivity estimate for permutations, which implies a sharp upper bound on the permanent of arbitrary matrices with nonnegative entries, thus resolving a well known conjecture.

1. Introduction and main results

Given a finite, weighted, undirected graph $G$, consider the continuous time Markov chain with infinitesimal generator

$$\mathcal{L}f(x) = \sum_{y \in V} c_{xy}[f(y) - f(x)],$$

where $V$ denotes the vertex set, $c_{xy} \geq 0$ is the weight along the undirected edge $xy$, and $f : V \mapsto \mathbb{R}$ is a generic function. We refer to this process as the random walk on $G$, or as the single particle process on $G$. A fundamental quantity in the analysis of random walks on graphs is the spectral gap $\lambda(G)$, defined as the second smallest eigenvalue of the graph Laplacian $-\mathcal{L}$. The constant $\lambda(G)$ is also characterized as the largest constant $\lambda \geq 0$ such that for all $f : V \mapsto \mathbb{R}$,

$$\lambda \text{Var} f \leq \frac{2}{n} \sum_{x,y \in V} c_{xy} \text{var}_{xy} f,$$

where $n = |V|$ is the number of vertices, $\text{Var} f = \mu(f^2) - \mu(f)^2$ denotes the variance of $f$ with respect to the uniform distribution $\mu$ over $V$, and $\text{var}_{xy} f = \frac{1}{4}(f(x) - f(y))^2$ is the local variance of $f$ at the edge $xy$. In this paper we introduce an entropic analogue of the inequality (1.2). Namely, we call $\kappa(G)$ the largest constant $\kappa \geq 0$ such that for all
\[ f : V \mapsto \mathbb{R}_+, \]
\[
\kappa \, \text{Ent} f \leq \frac{2}{n} \sum_{x,y \in V} c_{xy} \text{ent}_{xy} f, \tag{1.3}
\]
where \( \text{Ent} f = \mu [f \log (f/\mu(f))] \) denotes the relative entropy of \( f \) with respect to \( \mu \) and
\[
\text{ent}_{xy} f = \frac{1}{2} f(x) \log \frac{f(x)}{\frac{1}{2} (f(x) + f(y))} + \frac{1}{2} f(y) \log \frac{f(y)}{\frac{1}{2} (f(x) + f(y))}
\]
is the local entropy of \( f \) at the edge \( xy \). The quantity \( \text{ent}_{xy} f \) is \( \frac{1}{2} (f(x) + f(y)) \) times the relative entropy of the Bernoulli distribution with parameter \( p = f(x)/(f(x) + f(y)) \) with respect to the Bernoulli distribution with parameter 1/2, and it is thus a natural measure of local departure from uniformity of \( f \). We refer to \( \kappa(G) \) as the \textit{entropy constant} of the graph \( G \).

A standard linearization argument shows that \( \kappa(G) \leq \lambda(G) \) for any \( G \). The classical \textit{logarithmic Sobolev inequality}, which characterizes the hypercontractivity of the semigroup \( e^{tL} \), is obtained as in (1.3) by replacing \( \text{ent}_{xy} f \) with \( \text{var}_{xy} \sqrt{f} \), while the \textit{modified logarithmic Sobolev inequality}, which characterizes the rate of exponential decay of the relative entropy along the semigroup \( e^{tL} \), is obtained as in (1.3) by replacing \( \text{ent}_{xy} f \) with the local covariance \( \text{cov}_{xy}(f, \log f) = \frac{1}{2} (f(x) - f(y)) \log (f(x)/f(y)) \); see e.g. [24, 9]. We write \( \beta(G) \) and \( \varrho(G) \) for the associated graph constants. Since
\[
2 \log(2) \text{var}_{xy} \sqrt{f} \leq \text{ent}_{xy} f \leq 2 \text{var}_{xy} \sqrt{f} \leq \frac{1}{2} \text{cov}_{xy}(f, \log f), \tag{1.4}
\]
see Lemma 2.1 below, for all weighted graphs \( G \) the constant \( \kappa(G) \) satisfies
\[
2 \log(2) \beta(G) \leq \kappa(G) \leq 2 \beta(G) \leq \frac{1}{2} \varrho(G) \leq \lambda(G).
\]
As we will see, these relations change when considering generalizations of our inequality to hypergraphs. Moreover, things become particularly interesting when considering generalizations to multi-particle processes.

1.1. Hypergraphs. The hypergraph version is defined as follows. Given a collection of nonnegative weights \( \alpha = \{ \alpha_A, A \subset V \} \), we write \( \kappa(\alpha) \) for the largest constant \( \kappa \geq 0 \) such that for all \( f : V \mapsto \mathbb{R}_+ \),
\[
\kappa \, \text{Ent} f \leq \frac{1}{n} \sum_{A \subset V} |A| \alpha_A \text{ent}_A f, \tag{1.5}
\]
where
\[
\text{ent}_A f = \frac{1}{|A|} \sum_{x \in A} f(x) \log (f(x)/\bar{f}_A), \quad \bar{f}_A = \frac{1}{|A|} \sum_{x \in A} f(x),
\]
is the entropy on the block \( A \subset V \). Note that in the case of blocks of size 2, that is when \( \alpha_A = 0 \) unless \( |A| = 2 \), then (1.5) is equivalent to (1.3) with the choice \( c_{xy} = \alpha_A/2 \) whenever \( A = xy \). The reason for the special choice of normalization in (1.5) will become apparent below.

The collection of weights \( \alpha \) is viewed as a vector indexed by the subsets of \( V \). We refer to the case when the weights \( \alpha_A \) depend only on \( |A| \) as the \textit{mean field} case. If \( \ell \in \{2, \ldots, n\} \) is fixed then we write \( \alpha^\ell \) for the vector \( \alpha \) defined by \( \alpha_A = 1_{|A| = \ell} \), so that the general mean field case has the form \( \alpha = \sum_{\ell=2}^n \ell w_\ell \alpha^\ell \) for some nonnegative vector \( w = (w_2, \ldots, w_n) \).
**Theorem 1.1** (One particle, mean field case). Suppose \( \alpha = \sum_{\ell=2}^{n} w_\ell \alpha^\ell \) for some non-negative vector \( w = (w_2, \ldots, w_n) \). Then

\[
\kappa[\alpha] = \sum_{\ell=2}^{n} w_\ell \frac{\ell \log \ell - \log n}{\log n},
\]

and equality in \([1.5]\) is uniquely achieved at multiples of a Dirac mass.

**Remark 1.2.** In particular, the complete graph \( G = K_n \), which corresponds to \( c_{xy} \equiv 1 \), or \( \alpha = 2 \alpha^2 \), satisfies for all \( n \geq 2 \),

\[
\kappa(K_n) = 2\left(1 - \frac{1}{\log(n-1)}\right), \quad n \leq \varphi(K_n) \leq 2n,
\]

see [24, 9]. An explicit value for \( \varphi(K_n) \) is not known.

**Remark 1.3.** The hypergraph version of the random walk generator \([1.1]\) is given by

\[
L_\alpha f(x) = \sum_{A \subset V: \exists x \in A} \alpha_A [\bar{f}_A - f(x)].
\]

Note that \( L_\alpha \) coincides with \([1.1]\) if \( c_{xy} = \sum_{A \subset V: \exists x, y \in A} \frac{\alpha_A}{|A|} \).

Functional inequalities such as spectral gap and (modified) log-Sobolev for this process can all be expressed by means of the Dirichlet form of the operator \( L_\alpha \). Therefore, the spectral gap inequality obtained as in \([1.5]\) by replacing \( \text{Ent} f \) with \( \text{Var} f \) and \( \text{ent}_A f \) with \( \text{var}_A f = |A|^{-1} \sum_{x \in A} (f(x) - \bar{f}_A)^2 \), coincides with \([1.2]\) with the choice of weights \([1.8]\).

The same applies to the log-Sobolev and modified log-Sobolev when we replace the term \( \text{ent}_A f \) in \([1.5]\) with \( \text{var}_A \sqrt{T} \) and with \( \text{cov}_A(f(f, \log f) = |A|^{-1} \sum_{x \in A} (f(x) - \bar{f}_A) \log f(x) \) respectively. However, it is not the case for the entropy constant \( \kappa[\alpha] \), that is there is no trivial way of reducing the weighted hypergraph case to the weighted graph case. The inequalities \( \text{ent}_A f \leq \text{cov}_A(f(f, \log f) \) and \( \text{var}_A \sqrt{T} \leq \text{ent}_A f \) imply that the entropy constant is always between the log-Sobolev and the modified log-Sobolev constant, see Lemma 2.4 below. When \( |A| > 2 \) the inequality \( \text{ent}_{xy} f \leq 2 \text{var}_{xy} \sqrt{T} \) has to be replaced by

\[
\text{ent}_A f \leq \frac{\log(|A| - 1)}{1 - \frac{1}{|A|}} \text{var}_A \sqrt{T},
\]

and a significant discrepancy can occur between our entropy constant and the log-Sobolev constant in the hypergraph case when large sets are involved. For a concrete example, consider the mean field case \( \alpha = \alpha^\ell \) for some \( \ell \in \{2, \ldots, n\} \). Theorem 1.1 says that

\[
\kappa[\alpha^\ell] = \left(\frac{n-1}{\ell-1}\right) \frac{\log \ell}{\log n}.
\]

Comparing with \([1.7]\), it follows that the entropy constant \( \kappa[\alpha^\ell] \) is equivalent (up to a universal constant factor) to \( \log \ell \) times the log-Sobolev constant and \( \log \ell / \log n \) times the modified log-Sobolev constant, and thus the entropy constant interpolates between these two constants as \( \ell \) grows from 2 to \( n \).
We turn to a discussion of our results for multi-particle processes. As we shall see, besides the usual tensorization properties satisfied by the (modified) log-Sobolev constants, see e.g. [21, 6, 9], the entropy constant $\kappa$ enjoys stronger forms of tensorization. We consider two types of interacting random walk models. The first concerns independent walkers interacting through synchronous updates, while the second one can be seen as a constrained version of the first, where particles are not allowed to occupy the same vertex. In the first case the stationary distribution is a product measure, while in the second case it is uniform over permutations.

1.2. Random walks with synchronous updates. The synchronous updates model is defined as follows. Fix the number of particles $N \in \mathbb{N}$, and let $\Omega = V^N$ denote the set of vectors $\xi = (\xi_1, \ldots, \xi_N)$ such that $\xi_i \in V$. Call $\nu$ the uniform distribution over $\Omega$, so that $\nu = \mu^N$ is the $N$-fold product of the uniform distribution $\mu$ over $V$. We interpret the random variable $\xi_i$ as the position of the $i$–th particle, $i = 1, \ldots, N$. Thus, particles are labeled. We also use the notation $\eta_A$, $A \subset V$, for the set of particle labels $i$ such that $\xi_i \in A$, that is the set of particles in the block $A$. We write $\eta_z = \eta_{\{z\}}$ when the block consists of a single site. Given a collection of nonnegative weights $\alpha = \{\alpha_A, A \subset V\}$, the random walks with synchronous updates on the weighted hypergraph $\alpha$ evolve as follows. Attach to each set $A \subset V$ independent Poisson clocks with rate $\alpha_A$, and when block $A$ rings all particles in $A$ simultaneously update their position by choosing independently a uniformly random position in $A$. More formally, this is the continuous time Markov chain with state space $\Omega$ and with infinitesimal generator

$$Q_\alpha f = \sum_{A \subset V} \alpha_A (\nu_A f - f), \quad (1.9)$$

where $f : \Omega \mapsto \mathbb{R}$ and we write $\nu_A f = \nu[f \vert \eta_z, z \notin A]$ for the conditional expectation of $f$ w.r.t. $\nu$ given the occupation variables $\eta_z$ at all vertices $z \notin A$. The spectral gap of this process, denoted $\lambda[\alpha, N]$ is the largest $\lambda \geq 0$ such that for all $f : \Omega \mapsto \mathbb{R}$,

$$\lambda \text{Var} f \leq \sum_{A \subset V} \alpha_A \nu [\text{Var}_A f],$$

where $\text{Var}_A f = \nu_A[(f - \nu_A f)^2]$ and $\text{Var} f = \text{Var}_V f$ denotes the global variance. Similarly, the entropy constant $\kappa[\alpha, N]$ is defined as the largest $\kappa \geq 0$ such that for all $f : \Omega \mapsto \mathbb{R}_+$,

$$\kappa \text{Ent} f \leq \sum_{A \subset V} \alpha_A \nu [\text{Ent}_A f], \quad (1.10)$$

where $\text{Ent}_A f = \nu_A[f \log(f/\nu_A f)]$ and $\text{Ent} f = \text{Ent}_V f$ is the global entropy. We remark that, when $N = 1$, the constant $\kappa[\alpha, 1]$ coincides with $\kappa[\alpha]$ defined in (1.5). Indeed, in this case $f(\xi) = f(\xi_1)$, and

$$\text{Ent}_A f = 1_{\xi_1 \in A} \text{Ent}_A f, \quad \nu [\text{Ent}_A f] = \frac{|A|}{n} \text{Ent}_A f.$$

The above identities hold for the variance functional as well. Thus, reasoning as in Remark 1.3, $\lambda[\alpha, 1]$ coincides with $\lambda(G)$ where the weighted graph $G$ is defined by (1.8). Our result below states that this is actually the case for all $N$.

**Theorem 1.4** (Independent particles with synchronous updates). For any weighted hypergraph $\alpha$, for all $N \in \mathbb{N}$,

$$\lambda[\alpha, N] = \lambda[\alpha, 1], \quad \kappa[\alpha, N] = \kappa[\alpha, 1].$$
Remark 1.5. As we will see, the same proof works for both the spectral gap and the entropy constant. On the other hand, it does not apply to the log-Sobolev or modified log-Sobolev constant obtained by replacing $\nu [\text{Ent}_A f]$ with $\nu [\text{Var}_A \sqrt{f}]$ and $\nu [\text{Cov}_A (f, \log f)]$ respectively in (1.10), where $\text{Cov}_A (f, g) = \nu_A [(f - \nu_A f) g]$. In fact, the independence on the number of particles does not hold in these cases in general, as can be seen e.g. in the simple case $\alpha_A = 1_{A = V}$. In any case, convexity implies the inequality

$$\nu [\text{Cov}_A (f, \log f)] \geq \nu [\text{Ent}_A f]$$

(1.11)

for all $A$ and $f$ and thus, by Theorem 1.4 $\kappa[\alpha] = \kappa[\alpha, 1]$ is a lower bound on the relative entropy decay of the process for all $N$. The latter, in turn, can be used to obtain new mixing time bounds for the Markov chain with generator (1.9). In particular, using Pinsker’s inequality, see e.g. [24], it follows that the mixing time $T_{\text{mix}}[\alpha, N]$ of the process defined by (1.9) satisfies

$$T_{\text{mix}}[\alpha, N] \leq C \kappa[\alpha]^{-1} (\log N + \log \log |V|),$$

for some universal constant $C$.

Remark 1.6. By projection onto symmetric functions, the same independence on the number of particles holds for the spectral gap of the unlabeled version of this process, namely when we keep track only of the occupation number of each vertex. On the other hand, by projection $\kappa[\alpha]$ is only a lower bound on the entropy constant of the unlabeled process, which could be higher. The special case when particles are unlabeled and $\alpha_A = 0$ unless $|A| = 2$ is sometimes referred to as the binomial splitting model. The latter has been recently studied in [41], where the independence on the number of particles for the spectral gap was obtained by a different argument. As discussed in [41], by duality, controlling the convergence to equilibrium for this model allows one to control the approach to stationarity for the averaging processes introduced in [2].

1.3. Block shuffles and permutations. Next, we discuss our results for permutations. Here we have $n$ labeled particles over $n$ vertices with no two particles occupying the same vertex. Let $V$ be a vertex set with $|V| = n$ and call $\mu$ the uniform distribution over the symmetric group $S_n$ of the $n!$ permutations of $V$. A permutation $\sigma \in S_n$ is viewed as a vector $\sigma = (\sigma(x))_{x \in V}$ and $\sigma(x) = i$ indicates that the particle with label $i$ is at vertex $x$. We also use the notation $\xi_i$ to indicate the position of the particle with label $i$, that is $\xi = \sigma^{-1}$. Given a collection of nonnegative weights $\alpha = \{\alpha_A, A \subset V\}$, we define the $\alpha$–shuffle process as the Markov chain described as follows. Attach to each set $A \subset V$ independent Poisson clocks with rate $\alpha_A$, and when block $A$ rings all particles in $A$ are reshuffled according to a uniform permutation of the labels currently occupying the set $A$. Formally, this is the continuous time Markov chain with state space $S_n$ and with infinitesimal generator

$$G_\alpha f = \sum_{A \subset V} \alpha_A (\mu_A f - f),$$

(1.12)

where $f : S_n \rightarrow \mathbb{R}$ and we write $\mu_A f = \mu(f|\sigma_z, z \notin A)$ for the conditional expectation of $f$ w.r.t. $\mu$ given the labels at all vertices $z \notin A$. The graph version, that is when $\alpha_A = 0$ unless $|A| = 2$, is known as the interchange process. The spectral gap of the $\alpha$–shuffle process, denoted $\lambda[\alpha, S_n]$ is the largest $\lambda \geq 0$ such that for all $f : S_n \rightarrow \mathbb{R}$,

$$\lambda \text{Var} f \leq \sum_{A \subset V} \alpha_A \mu [\text{Var}_A f],$$

(1.13)

where $\text{Var}_A f = \mu_A [(f - \mu_A f)^2]$ and $\text{Var} f = \text{Var}_V f$ is the global variance. We remark that if we restrict to functions of 1 particle only in (1.13), then the spectral gap coincides
with $\lambda(G)$ defined in (1.2) with the choice of rates (1.8). This follows by observing that for such a function one has $f(\sigma) = g(\xi_1)$ for some $g : V \mapsto \mathbb{R}$ and

$$\operatorname{Var}_A f = 1_{\xi_1 \in A} \operatorname{Var}_A g, \quad \mu \left[ \operatorname{Var}_A f \right] = \frac{|A|}{n} \operatorname{Var}_A f,$$

and by reasoning as in Remark 1.3. In particular, it is always the case that $\lambda[\alpha, S_n] \leq \lambda(G)$ if $G$ is defined by (1.8). For the interchange process, that is whenever $|A| = 2$, it is known [12] that $\lambda[\alpha, S_n] = \lambda(G)$. The second author of the present paper conjectured that this should be the case for arbitrary $\alpha$, see [17]:

**Conjecture 1.7.** *For arbitrary weights $\alpha$, $\lambda[\alpha, S_n] = \lambda(G)$, where $G$ is the weighted graph defined by (1.8).*

We are not aware of significant results in this direction, except for cases that can be easily reduced to the case of graphs that was settled in [12]. Below we show that the conjectured identity holds in the very special mean field case. Recall that $\alpha^f_A = 1_{|A| = \ell}$.

**Theorem 1.8** (Spectral gap for permutations, mean field case). *Suppose $\alpha = \sum_{\ell = 2} \omega_\ell \alpha^\ell$ for some nonnegative vector $w = (w_2, \ldots, w_n)$. Then

$$\lambda[\alpha, S_n] = \sum_{\ell = 2} \omega_\ell \frac{n w_\ell}{\ell} \left( \frac{n - 2}{\ell - 2} \right),$$

(1.14)

and equality in (1.13) is uniquely achieved at mean zero functions of a single particle. In particular, Conjecture 1.7 holds whenever $\alpha^f_A$ is a function of the cardinality $|A|$ only.*

Our next result concerns the entropy constant for permutations, denoted $\kappa[\alpha, S_n]$. This is defined as the largest $\kappa \geq 0$ such that for all $f : S_n \mapsto \mathbb{R}_+$,

$$\kappa \operatorname{Ent} f \leq \sum_{A \subset V} \alpha_A \mu \left[ \operatorname{Ent}_A f \right],$$

(1.15)

where $\operatorname{Ent}_A f = \mu_A [f \log f / \mu_A f]$ and $\operatorname{Ent} f = \operatorname{Ent}_V f$ is the global entropy. As above, one can check that, if we restrict to functions of 1 particle only in (1.15), then the entropy constant coincides with $\kappa[\alpha]$ defined in (1.5).

Inspired by the earlier works [39, 16, 23] using entropy factorization, inequalities of the form (1.15) were recently introduced in [13] in the setting of Gibbs measures describing spin systems, under the name of block factorization of the relative entropy. These are generalizations of the classical Shearer inequality for Shannon entropy, and play an important role in recent remarkable developments in the analysis of the convergence to equilibrium for the Glauber dynamics and related Markov chains [8, 20, 7]. In particular, for spin systems the entropy constant with mean field weights $\alpha = \alpha^\ell$ was estimated under various weak dependency assumptions in [20, 7]. We refer to the recent papers [22, 33, 4] for further important developments in the study of entropy inequalities under log-concavity assumptions. However, we are not aware of any work concerned with the entropy constant $\kappa[\alpha, S_n]$ defined above. One motivation for studying this constants is the fact that a lower bound on $\kappa[\alpha, S_n]$ provides an upper bound on the mixing time $T_{\text{mix}}[\alpha, S_n]$ of the $\alpha$-shuffle process. Indeed, using (1.11), which continues to hold for the uniform measure on permutations, Pinsker’s inequality implies

$$T_{\text{mix}}[\alpha, S_n] \leq C \kappa[\alpha, S_n]^{-1} \log n$$

(1.16)

for some universal constant $C$, see e.g. [24] for the well known argument. The mixing time of the interchange process is an extensively studied problem, with several interesting open questions, see [35, 40]. We refer to [3, 34] for recent progress in the use of
functional inequalities to bound the mixing time of the interchange process for certain sequences of graphs. Furthermore, the mixing time of hypergraph versions has been recently investigated in [21, 32].

Our main result concerning the entropy constant for permutations is a computation of its value in all mean field cases.

**Theorem 1.9** (Entropy constant for permutations, mean field case). Suppose \( \alpha = \sum_{\ell=2}^{n} \alpha_{\ell} \) for some nonnegative vector \( w = (w_2, \ldots, w_n) \). Then

\[
\kappa[\alpha, S_n] = \sum_{\ell} w_\ell \binom{n}{\ell} \frac{\log \ell!}{\log n!},
\]

and equality in (1.15) is uniquely achieved at multiples of a Dirac mass.

**Remark 1.10.** We observe that the phenomenon of independence on the number of particles for the spectral gap in Conjecture 1.7 cannot hold for the entropy constant. Indeed, if e.g. \( \alpha = \alpha_{\ell} \) we know from Theorem 1.9 and Theorem 1.1 that

\[
\kappa[\alpha_{\ell}] = \frac{(n-1)\log \ell}{\log n} > \frac{n\log \ell}{\log n!} = \kappa[\alpha_{\ell}, S_n].
\]

For instance, when \( \ell = 2 \), the left hand side above is asymptotically twice as large as the left hand side as \( n \to \infty \). On the other hand the ratio approaches 1 for \( n \to \infty \) and then \( \ell \to \infty \).

**Remark 1.11.** We prove Theorem 1.9 by a suitable version of the martingale method already employed in the estimation of the log-Sobolev and modified log-Sobolev constants for the interchange process on the complete graph [38, 29, 30]. It is remarkable that in those cases, which correspond to the \( \ell = 2 \) case of the above theorem, the method does not allow one to compute exactly the constants but only to give an estimate that is tight up to a constant factor. For the entropy constant instead one can provide an explicit value and a characterisation of the extremal functions associated to it. As we will see in Corollary 1.14 below, the explicit knowledge of the entropy constant can be quite useful.

A further result concerns the case of unlabeled particles, namely when there are \( r \) unlabeled particles undergoing the \( \alpha \)-shuffle dynamics, for some \( r \in \{1, \ldots, n-1\} \). This amounts to restricting the action of the generator (1.12) to functions of the form \( f(\sigma) = g(\xi_1, \ldots, \xi_r) \) for some symmetric function \( g : V^r \to \mathbb{R} \). The stationary distribution becomes the uniform measure over all \( \binom{n}{r} \) configurations. In the binary mean field case \( \alpha_A = 1_{|A|=2} \), this is known as the Bernoulli-Laplace model [25]. The log-Sobolev constant for this process was estimated in [38], while its modified log-Sobolev constant was estimated in [29, 30, 27]. As in the labeled case, these estimates are tight up to constant factors but the exact value of the constants remains unknown. Here we are able to compute the corresponding entropy constant, denoted \( \kappa(n, r) \), which is obtained by restricting (1.15) to the above described class of functions in the case \( \alpha_A = 1_{|A|=2} \).

**Theorem 1.12** (Entropy constant for Bernoulli-Laplace). For all integers \( n \geq 2 \) and all \( 1 \leq r \leq n-1 \), the entropy constant \( \kappa(n, r) \) of the Bernoulli-Laplace model with \( r \) particles satisfies

\[
\kappa(n, r) = \frac{r(n-r)\log(2)}{\log \binom{n}{r}}.
\]

**Remark 1.13.** Clearly, the case \( r = 1 \) coincides with the case \( \ell = 2 \) of Theorem 1.1 that is \( \kappa(n, 1) = \kappa[\alpha^2] = (n-1)\log(2)/\log n \). On the other hand for \( r \sim n/2 \) one has
This is in contrast with the spectral gap, which is independent of \( r \), and with the modified log-Sobolev constant which is known to be equivalent up to a factor 4 for all values of \( r \) \cite{30}. The inequalities \ref{1.4} on the other hand show that the log-Sobolev constant is equivalent up to a factor \( \log(2) \) to the constant \( \kappa(n, r) \), which implies a slight refinement of the estimates in \cite{38} Theorem 5].

Finally, as an application of our results we mention the following sharp upper bound on the permanent of a matrix with arbitrary nonnegative entries, which was independently conjectured by the second author, by Carlen, Lieb, Loss \cite{14} and by Samorodnitsky \cite{45}. Let \( A = (a_{i,j}) \) denote an \( n \times n \) matrix, and write

\[
\text{perm}(A) = \sum_{\sigma \in S_n} \prod_{i=1}^{n} a_{i,\sigma_i},
\]

for the permanent of \( A \). For zero-one valued matrices, the well known Bregman-Minc theorem \cite{10} establishes a tight upper bound on the permanent of a matrix with given row sums. Our result below can be seen as an extension of the Bregman-Minc theorem to all matrices with nonnegative entries.

**Corollary 1.14.** For any \( p \geq 1 \), for any \( n \times n \) nonnegative matrix \( A \),

\[
\text{perm}(A) \leq \max \left\{ 1, \frac{n!}{n^{n/p}} \right\} \prod_{i=1}^{n} \| R_i \|_p,
\]  

where \( R_i \) denotes the \( i \)-th row of \( A \) and \( \| \cdot \|_p \) denotes the \( \ell_p \)-norm of a vector, and equality is uniquely achieved at either the identity matrix or the all-1 matrix (up to permutation of rows and multiplication by a scalar).

Corollary 1.14 proves Conjecture 1.1 in \cite{45}. Note that the values 1 and \( \frac{n!}{n^{n/p}} \) correspond to the case where \( A \) is the identity matrix or \( A \) is the all-1 matrix respectively, and thus \ref{1.18} is optimal. The bound was shown to hold in \cite{14} when \( p \geq 2 \). It was also proved in \cite{45} for \( p \in (1, 2) \) with an extra factor growing subexponentially with \( n \). As shown in \cite{45} Lemma 1], the statement \ref{1.18} can be reduced to proving the bound

\[
\text{perm}(A) \leq \prod_{i=1}^{n} \| R_i \|_{p_c}, \quad p_c = \frac{n \log n}{\log(n!)}.
\]

where \( p_c \) is the value at which the increasing function \( p \mapsto \frac{n!}{n^{n/p}} \) takes the value 1. We will see that this estimate follows from the case \( \ell = n - 1 \) of our Theorem 1.17 which implies a sharp subadditivity estimate for the entropy functional, see Lemma 4.1 below.

The use of entropy to prove upper bounds on the permanent goes back to \cite{46,42}. We refer to \cite{31,5} for further generalizations of the Bregman-Minc theorem.

### 1.4. Miscellaneous remarks.

We end this introduction with a few remarks on open problems and conjectures. It would be nice to compute the constant \( \kappa(G) \) defined in \ref{1.3} for various classes of graphs. Besides the complete graph \( K_n \equiv 1 \) which is contained in Theorem 1.1, see Remark 1.2, the determination of \( \kappa(G) \) remains in general a difficult problem, much as in the case of the (modified) log-Sobolev constants. In Proposition 2.10 below we consider the star graph \( G_{xy} = 1_{x=x_0} \) for some fixed vertex \( x_0 \in V \), for which we determine the entropy constant asymptotically. An interesting question is to determine for which graphs one should have \( \kappa(G) = \lambda(G) \). For the log-Sobolev constant it was shown \cite{19} that this is the case for even cycles; see also \cite{18}. We believe that the same holds for the entropy constant. Moreover, we believe that the identity \( \kappa(G) = \lambda(G) \) could extend to all \( n \)-cycles with \( n > 3 \), and to all paths, that is graphs defined by
\( c_{xy} = 1_{|x-y|=1}, \ x, y \in \{1, \ldots, n\} \), and more generally for rectangular boxes in \( \mathbb{Z}^d \), \( d \geq 2 \).

As we point out in Remark 2.2 below, if a graph \( G \) satisfies the identity \( \kappa(G) = \lambda(G) \) then its (modified) log-Sobolev constants are also determined in terms of the spectral gap.

A very interesting question in the setting of permutations is to determine for which hypergraphs one has \( \kappa[\alpha, S_n] = \kappa[\alpha] \). As we have seen in Remark 1.10 this cannot hold for the mean field case. However, this could be the case for certain specific graphs such as the path or more generally for rectangular boxes in \( \mathbb{Z}^d \), \( d \geq 2 \). As a consequence of (1.16), that would allow one to obtain sharp mixing time bounds for the interchange process on such graphs. Together with the entropic characterization of the cutoff phenomenon recently developed by Salez [43], that may even provide a direct proof of the cutoff phenomenon for these processes, thus generalizing Lacoin’s cutoff result for the path [36]. In this respect, it may be of interest to investigate the validity of the entropic analogue of the octopus inequality established in [12] for the interchange process, namely the following inequality for all weighted graphs, for all \( x \in V \), and for all functions \( f : S_n \mapsto \mathbb{R}^+ \):

\[
\frac{1}{2} \sum_{y,z \neq x} c_{yz}^* \mu[\text{Ent}_{yz} f] \leq \sum_y c_{xy} \mu[\text{Ent}_{xy} f],
\]

where \( c_{yz}^* = c_{xy} c_{xz} / \sum_w c_{xw} \). This inequality is known to hold when the entropy functional is replaced by the variance functional, see [12, Theorem 2.3]. Since, as in Lemma 2.1

\[
2 \log(2) \text{Var}_{yz} \sqrt{f} \leq \text{Ent}_{yz} f \leq 2 \text{Var}_{yz} \sqrt{f},
\]

for all \( f : S_n \mapsto \mathbb{R}^+ \) and all \( y, z \), we know that (1.20) holds with at most an extra factor \( 1/\log(2) \) in the right hand side. The validity of (1.20) would have interesting consequences for the analysis of mixing times, see [3] for a thorough discussion of this in the case of the variance functional. Moreover, it would encourage the use of a recursive approach to the analysis of the entropic constant based on electric network reductions, in analogy with the main argument in [12]. However, as we discuss in Section 2 below, it should be pointed out that, in contrast with the spectral gap and (modified) log-Sobolev constants, the entropic constant \( \kappa(G) \) does not always satisfy the simple monotonicity \( \kappa(G_x) \geq \kappa(G) \) if \( G_x \) denotes the graph \( G \) after the electric network reduction at node \( x \).

**Acknowledgements:** We would like to thank Justin Salez for helpful conversations around the topics of this work. A. Bristiel would like to thank the Dipartimento di Matematica e Fisica di Roma Tre for its warm welcome in this period of crisis.

2. One particle problems

We start by recalling the definition of the log-Sobolev and modified log-Sobolev constants and their relations with the entropy constant \( \kappa(G) \) defined in (1.3). We then prove some preliminary technical estimates that will be used in the proof of our main results. Next, we prove Theorem 1.1 The section ends with the entropy constant for a star graph, and with a discussion of the behavior of entropy constants under electric network reductions.

2.1. Entropy constant vs. log-Sobolev and modified log-Sobolev. For a weighted graph \( G \) with vertex set \( V \) with \( |V| = n \), and edge weights \( c_{xy} \), the log-Sobolev constant \( \beta(G) \), and the modified log-Sobolev constant \( g(G) \) are defined, respectively as the largest
\[ \beta, \varrho \text{ such that for all } f : V \mapsto \mathbb{R}_+ \]
\[ \beta \operatorname{Ent} f \leq \frac{2}{n} \sum_{x,y \in V} c_{xy} \operatorname{var}_{xy} \sqrt{f}, \quad \varrho \operatorname{Ent} f \leq \frac{2}{n} \sum_{x,y \in V} c_{xy} \operatorname{cov}_{xy}(f, \log f), \quad (2.1) \]
where \( \operatorname{Ent} f = \mu [f \log(f/\mu(f))] \) denotes the relative entropy of \( f \) with respect to the uniform distribution \( \mu \) on \( V \) and we use the notation
\[ \operatorname{var}_{xy} f = \frac{1}{4} (f(x) - f(y))^2, \quad \operatorname{cov}_{xy}(f, \log f) = \frac{1}{4} (f(x) - f(y)) \log \frac{f(x)}{f(y)}. \]
Let \( \lambda(G), \kappa(G) \) be defined as in (1.2) and (1.3) respectively.

**Lemma 2.1.** For any weighted graph \( G \),
\[ 2 \log(2) \beta(G) \leq \kappa(G) \leq 2 \beta(G) \leq \frac{1}{2} \varrho(G) \leq \lambda(G). \quad (2.2) \]

**Proof.** We are going to observe that for all edges \( xy \), for all \( f : V \mapsto \mathbb{R}_+ \),
\[ 2 \log(2) \operatorname{var}_{xy} \sqrt{f} \leq \operatorname{ent}_{xy} f \leq 2 \operatorname{var}_{xy} \sqrt{f} \leq \frac{1}{2} \operatorname{cov}_{xy}(f, \log f). \quad (2.3) \]
The relations (2.2) follow all from (2.3) except from the inequality \( \frac{1}{2} \varrho(G) \leq \lambda(G) \). This is however a well known estimate following from linearization, see e.g. [9]. The bounds \( \operatorname{ent}_{xy} f \leq \operatorname{var}_{xy} \sqrt{f} \) and \( \operatorname{var}_{xy} \sqrt{f} \leq \frac{1}{2} \operatorname{cov}_{xy}(f, \log f) \) can be found in [24, Theorem A.2] and [24, Lemma 2.7] respectively. It remains to prove the first inequality in (2.3). To this end, we define
\[ \psi(s, t) = \frac{1}{2} s \log(s) + \frac{1}{2} t \log(t) - \frac{s + t}{2} \log \frac{s + t}{2}, \quad (2.4) \]
and \( u(s, t) = \frac{1}{4} (\sqrt{s} - \sqrt{t})^2 \). By homogeneity and symmetry it is sufficient to prove that
\[ 2 \log(2) u(\cos^2(\theta), \sin^2(\theta)) \leq \psi(\cos^2(\theta), \sin^2(\theta)), \quad \theta \in [0, \pi/4]. \]
This choice of parametrization makes calculations more straightforward. Consider the function \( g(\theta) = \psi(\cos^2(\theta), \sin^2(\theta))/u(\cos^2(\theta), \sin^2(\theta)), \quad \theta \in [0, \pi/4], \) with the value at \( \theta = \pi/4 \) defined by continuity. Since \( g(0) = 2 \log(2) \), it suffices to show that \( g'(\theta) \geq 0 \) for \( \theta \in [0, \pi/4] \). A computation shows that
\[ g'(\theta) = 4 \frac{\cos(\theta) \log(2 \cos^2(\theta)) + \sin(\theta) \log(2 \sin^2(\theta))}{(\cos(\theta) - \sin(\theta))^3}. \]
By elementary differentiation one can check that the application
\[ x \mapsto \sqrt{x} \log(2x) + \sqrt{1 - x} \log(2(1 - x)), \quad x \in [0, 1], \]
is convex and has a minimum at \( x = 1/2 \) where it takes the value 0. So the numerator, \( \cos(\theta) \log(2 \cos^2(\theta)) + \sin(\theta) \log(2 \sin^2(\theta)) \) is non-negative. Since \( \cos(\theta) \geq \sin(\theta) \) for \( \theta \in [0, \pi/4] \) this ends the proof.

**Remark 2.2.** An immediate consequence of Lemma 2.1 is that a weighted graph \( G \) such that \( \kappa(G) = \lambda(G) \) must satisfy \( 2 \beta(G) = \lambda(G) = \frac{1}{2} \varrho(G) \).

**Remark 2.3.** Another simple consequence of Lemma 2.1 is that for all weighted graphs \( G \) with \( n > 2 \) nodes,
\[ \kappa(G) \geq \frac{(1 - \frac{3}{n}) 2 \log(2)}{\log(n - 1)} \lambda(G). \quad (2.5) \]
Indeed, for every \( f \geq 0 \), \cite{24} Corollary A.4 shows that
\[
\text{Ent} f \leq \frac{\log(n-1)}{(1 - \frac{2}{n})} \sqrt{\text{Var} f}.
\]
Therefore, using the definition of \( \lambda(G) \) and (2.3),
\[
\frac{(1 - \frac{2}{n})}{\log(n-1)} \lambda(G) \text{Ent} f \leq \frac{2}{n} \sum_{x,y} c_{xy} \text{var}_{xy} \sqrt{f} \leq \frac{1}{2 \log(2) \sqrt{2}} \frac{2}{n} \sum_{x,y} c_{xy} \text{ent}_{xy} f.
\]

In the hypergraph setting the comparison is not as tight as in Lemma 2.1. Let \( \alpha = \{\alpha_A, A \subset V\} \) denote a collection of nonnegative weights, and let \( \kappa[\alpha] \) be defined as in (1.5). Recall the definitions
\[
\text{var}_A f = \frac{1}{|A|} \sum_{x \in A} (f(x) - \bar{f}_A)^2, \quad \text{cov}_A(f, \log f) = \frac{1}{|A|} \sum_{x \in A} (f(x) - \bar{f}_A) \log f(x).
\]
and let \( \beta[\alpha], \var[\alpha] \) be defined as in (1.5) with \( \text{ent}_A f \) replaced by \( \sqrt{\text{Var}_A f} \) and \( \text{cov}_A(f, \log f) \) respectively.

**Lemma 2.4.** For any \( A \subset V \), for all \( f : V \mapsto \mathbb{R}_+ \),
\[
\text{var}_A \sqrt{f} \leq \text{ent}_A f \leq \text{cov}_A(f, \log f).
\]
In particular, for any \( \alpha \) one has
\[
\beta(G) = \beta[\alpha] = \kappa[\alpha] = \var[\alpha] = \var(G),
\]
where \( G \) is given by (1.8).

**Proof.** The inequality \( \text{var}_A \sqrt{f} \leq \text{ent}_A f \) is a consequence of \cite{37}, Lemma 1, while \( \text{ent}_A f \leq \text{cov}_A(f, \log f) \) follows from Jensen’s inequality, since
\[
\text{cov}_A(f, \log f) = \frac{1}{|A|} \sum_{x \in A} f(x) \log f(x) - \frac{\bar{f}_A}{|A|} \sum_{x \in A} \log f(x) \geq \text{ent}_A f.
\]
The relations \( \beta[\alpha] \leq \kappa[\alpha] \leq \var[\alpha] \) follow from (2.6). As observed in Remark 1.3 we have \( \beta[\alpha] = \beta(G) \) and \( \var[\alpha] = \var(G) \) if \( G \) is given by (1.8). \( \square \)

### 2.2. Technical estimates.
Define \( \mu_\rho(a, b) = \rho a + (1 - \rho)b \) the mean of \( (a, b) \) w.r.t \( \mathcal{B}(\rho) \), the Bernoulli distribution with parameter \( \rho \). The entropy of \( (a, b) \) w.r.t \( \mathcal{B}(\rho) \) will be written as
\[
\psi_\rho(a, b) = \rho a \log(a/\mu_\rho(a, b)) + (1 - \rho)b \log(b/\mu_\rho(a, b)).
\]
We define the symmetrized entropy
\[
\tilde{\psi}_\rho(a, b) = \frac{1}{2} \left( \psi_\rho(a, b) + \psi_{1-\rho}(a, b) \right) = \frac{1}{2} \psi_\rho(a, b) + \psi_\rho(b, a),
\]
and let \( h(\rho) = -\rho \log(\rho) - (1 - \rho) \log(1 - \rho) \) denote the Shannon entropy of \( \mathcal{B}(\rho) \).

**Lemma 2.5.** For any \( a, b \geq 0 \) the application
\[
\rho \mapsto \frac{\tilde{\psi}_\rho(a, b)}{h(\rho)},
\]
is non-decreasing for \( \rho \in [0, 1/2] \).
Proof. By homogeneity we can assume $a = t$, $b = 1 - t$, with $t \in [0, 1]$. To avoid heavy notation we will also write $\mu_\rho(t, 1 - t)$ as $\mu_\rho$. After simplifications,

$$
\frac{\partial}{\partial \rho} \bar{\psi}_\rho(t, 1 - t) = \frac{1}{h(\rho)} \left( h(\rho) \frac{1 - 2t}{2} \log \left( \frac{\mu_\rho}{\mu_{1-\rho}} \right) - \bar{\psi}_\rho(t, 1 - t) \log \left( \frac{1 - \rho}{\rho} \right) \right).
$$

Fix now $\rho \in [0, 1/2]$ and define

$$
g(t) = h(\rho) \frac{1 - 2t}{2} \log \left( \frac{\mu_\rho}{\mu_{1-\rho}} \right) - \bar{\psi}_\rho(t, 1 - t) \log \left( \frac{1 - \rho}{\rho} \right),
$$

so that $\frac{\partial}{\partial \rho} \bar{\psi}_\rho(t, 1 - t) h(\rho)$ has the same sign as $g$. We have to show that $g(t) \geq 0$, $t \in [0, 1]$.

By differentiating twice,

$$
g''(t) = h(\rho) \frac{2(1 - 2\rho)}{\mu_\rho \mu_{1-\rho}} + h(\rho) \frac{(1 - 2t)^2(1 - 2\rho)^2}{2(\mu_\rho \mu_{1-\rho})^2} - \log \left( \frac{1 - \rho}{\rho} \right) \frac{\rho(1 - \rho)}{2t(1 - t)\mu_\rho \mu_{1-\rho}}
= \frac{P(t)}{2t(1 - t)(\mu_\rho \mu_{1-\rho})^2},
$$

where $P$ is the polynomial of degree 4 defined by

$$
P(t) = 4(1 - 2\rho) h(\rho) t(1 - t) \mu_\rho \mu_{1-\rho} +
+ h(\rho) t(1 - t)(1 - 2t)^2(1 - 2\rho)^2 - \log \left( \frac{1 - \rho}{\rho} \right) \rho(1 - \rho) \mu_\rho \mu_{1-\rho}.
$$

Figure 2.1. Variations of the function $g$ from the proof of Lemma 2.5
Thus, $g''$ has the same sign as $P$. Notice $P(1-t) = P(t)$, thus $P(x) = Q(x(1-x))$ for some polynomial $Q$ of degree 2. In fact if $Q(x) = ax^2 + bx + c$, then $a = -8\rho(1 - 2\rho)^2 h(\rho) < 0$ and $b > -2a$ for $\rho \leq 1/2$. Therefore $Q$ is increasing for $x \in [0, 1/4] \subset (-\infty, -b/2a]$. Furthermore $t \mapsto t(1-t)$ is an increasing bijection from $[0, 1/2]$ to $[0, 1/4]$, thus $t \mapsto P(t) = Q(t(1-t))$ is increasing for $t \leq 1/2$. In particular, $P$ has at most one root $x$ in $[0, 1/2]$. In conclusion, $g''$ has at most one root in $[0, 1/2]$ and $g''(0^+) = -\infty$ so $g$ has the behavior depicted in Figure 2.1.

Suppose there exists a local minimum $t_0 \in (0, 1/2)$ of $g$, so that $g'(t_0) = 0$ and $g''(t_0) \geq 0$. Since $g''$ changes sign at most once, we have $g''(t) \geq 0$ for all $t \in [t_0, 1/2]$. But one can check that $g'(1/2) = 0$, so in that case $g'$ would be constant on the interval $[t_0, 1/2]$. It follows that $P = 0$ on $[t_0, 1/2]$ and since this interval has a non-empty interior, $P = 0$ uniformly. So $g'' = g' = 0$ on $[0, 1/2]$, and $g(1/2) = 0$ so $g$ is also constant at 0, proving that $g$ is non-negative.

On the other hand, if $g$ is non-constant, then the only stationary point of $g$ with non-negative second derivative is $1/2$, proving that the minimum of $g$ is either at 0, or $1/2$. However, $g(1/2) = g(0) = 0$ and thus $g(t) \geq 0$, for all $t \in [0, 1]$. □

In the case $\rho = 1 - \rho = 1/2$ we write $\psi = \psi_{1/2} = \tilde{\psi}_{1/2}$ as in (2.4). Thus Lemma 2.5 shows that $\tilde{\psi}_{\rho}(a, b)/h(\rho) \leq \psi(a, b)/h(1/2)$ for all $\rho \in [0, 1]$ and all $a, b \geq 0$. The following estimate is then a direct corollary of Lemma 2.5.

**Corollary 2.6.** For any $\rho \in [0, 1]$,

$$
\sup_{a, b \geq 0} \frac{\tilde{\psi}_{\rho}(a, b)}{\psi(a, b)} = \frac{\tilde{\psi}_{\rho}(0, 1)}{\psi(0, 1)} = \frac{h(\rho)}{\log(2)}.
$$

We will also need the following higher dimensional estimate. For any $a \in \mathbb{R}_+^n$, we define

$$
\tilde{\psi}_{\rho}(a) = \frac{1}{n} \sum_{i=1}^n \psi_{\rho}(a_i, \bar{a}_i),
$$

with $\bar{a}_i = \frac{1}{n-1} \sum_{j \neq i} a_j$, and $\text{Ent}(a) = \frac{1}{n} \sum_{i=1}^n \log(a_i/\mu(a))$, with $\mu(a) = \frac{1}{n} \sum_{i=1}^n a_i$.

**Lemma 2.7.** For any $n \geq 2$ and for $\rho = 1/n$,

$$
\sup_{a \in \mathbb{R}_+^n} \frac{\tilde{\psi}_{\rho}(a)}{\text{Ent}(a)} = \frac{h(1/n)}{\log n},
$$

where the supremum is over all non-constant $a \in \mathbb{R}_+^n$.

**Proof.** We may assume $n > 2$ since the claim is trivial at $n = 2$. We observe that when $a$ is a Dirac mass $a_i = 1_{i = i_0}$ for some fixed $i_0$, then $\sum_{i=1}^n \psi_{1/n}(a_i, \bar{a}_i) = h(1/n)$ and $\text{Ent}(a) = \log(n)/n$, and thus we need to show that the Dirac mass is a maximizing vector for $\tilde{\psi}_{1/n}(\cdot)/\text{Ent}(\cdot)$. To achieve our goal we will start by proving that any maximizing function takes only two values, and then that in fact it takes only once its maximal value and $n - 1$ times its other value. Finally, we will observe that the maximum of $\tilde{\psi}_{1/n}(\cdot)/\text{Ent}(\cdot)$ over such functions is achieved only at Dirac masses.
Let us start by proving the inequality when \( a \) approaches a constant vector. If \( a = 1 + \varepsilon g \) with \( \mu[g] = 0 \), and \( \varepsilon > 0 \), then we can expand
\[
\hat{\psi}_\rho(a) = \varepsilon^2 \rho(1 - \rho) \frac{1}{n} \sum_{i=1}^{n} (g_i - \bar{g}_i)^2 + o(\varepsilon^2)
\]
\[
= \varepsilon^2 \rho(1 - \rho) \frac{1}{n} \sum_{i=1}^{n} ((1 + 1/(n - 1))g_i)^2 + o(\varepsilon^2)
\]
\[
= \varepsilon^2 \rho(1 - \rho)n^2 \frac{1}{2(n - 1)^2} \text{Var}(g) + o(\varepsilon^2).
\]
Since \( \text{Ent}(a) = \frac{\varepsilon^2}{2} \text{Var}(g) + o(\varepsilon^2) \), it follows that \( \hat{\psi}_{1/n}(a)/\text{Ent}(a) \to 1/(n - 1) \) as \( \varepsilon \to 0 \), for any fixed \( g \) with \( \mu(g) = 0 \). One can check that, for all \( n > 2 \),
\[
\frac{1}{n - 1} < \frac{h(1/n)}{\log(n)} < \frac{2}{n}.
\]
In particular, this proves that the supremum of \( \hat{\psi}_{1/n}(a)/\text{Ent}(a) \) is not at a point of discontinuity and so there exists a non-constant maximizing vector \( a \) at which the extremal value is achieved.

Since \( \rho = 1/n \), one has \( \rho a_i + (1 - \rho)\bar{a}_i = \mu(a) \). Thus, assuming \( \mu(a) = 1 \),
\[
\partial_i \hat{\psi}_\rho(a) = \frac{1}{n} \rho \log(a_i) + \frac{1 - \rho}{n(n - 1)} \sum_{j \neq i} \log(\bar{a}_j).
\]
Let \( K \geq K_* := h(1/n)/\log(n) \) be the maximum of \( \hat{\psi}_\rho(\cdot)/\text{Ent}(\cdot) \). We will start by proving that any maximizing function \( a : V \mapsto \mathbb{R}_+ \) is two valued. If \( a = (a_i) \) is a maximizing function with \( \mu(a) = 1 \), then we must have
\[
\nabla[\hat{\psi}_\rho(x) - K \text{Ent}(x)]|_{x=a} = 0.
\]
In other words, \( a \) must verify
\[
\rho \log(a_i) + \frac{1 - \rho}{n - 1} \sum_{j \neq i} \log(\bar{a}_j) = K \log(a_i),
\]
for each \( i = 1, \ldots, n \). Since \( \mu(a) = 1 \), we have \( \bar{a}_i = (n - a_i)/(n - 1) \). Therefore each coordinate \( a_i \) follows the same equation:
\[
(K - \rho) \log(x) + \rho \log \left( \frac{n - x}{n - 1} \right) = A,
\]
where \( A = \rho \sum_j \log(\bar{a}_j) \). The left hand side above is increasing for \( x \in [0, n - 1/K] \) and decreasing on \([n - 1/K, n] \). Therefore, for any \( A \), the equation has at most 2 solutions. This shows that the maximiser \( a \) is at most two valued. We write \( x_1 < x_2 \) for these two values.

Let \( k \) be the number of times \( a \) takes the value \( x_2 \). Since \( \mu(a) = 1 \) we have \( x_1 = (n - kx_2)/(n - k) \). The condition \( x_2 > x_1 \geq 0 \) is equivalent to \( n/k \geq x_2 > 1 \). Thus, going back to the initial equation \((2.10)\), \( x_2 \) is a solution of
\[
f(x) = (K - \rho) \log(x) - \rho \left( (k - 1) \log \left( \frac{n - x}{n - 1} \right) + (n - k) \log \left( \frac{n - \bar{x}}{n - 1} \right) \right) = 0,
\]
in the interval \((1, n/k)\), where \( \bar{x} := (n - kx)/(n - k) \).
First, we show that if \( k \geq 2 \) then there is no solution of \((2.11)\) in the domain \((1, n/k)\). Since \( f(1) = 0 \), it will be sufficient to show that \( f \) is strictly increasing for \( x \in [0, n/k] \). For \( k \geq 2 \), after factorization we have

\[
f'(x) = \frac{K - \rho}{x} + \frac{\rho(k - 1)}{n - x} - \frac{\rho k}{n - x} \geq \frac{P(x)}{x(n - x)(n - x)},
\]

where \( P \) is the polynomial of degree two given by

\[
P(x) = (K_\ast - \rho)(n - x)\left(n - \frac{n - kx}{n - k}\right) + \rho(k - 1)x\left(n - \frac{n - kx}{n - k}\right) - \frac{\rho k}{n - 1}x(n - x).
\]

By estimating the coefficients of \( P \) we will show that it is positive for \( x \in [0, n/k] \). Calculations show that the leading coefficient of \( P \) is

\[
\frac{k(k - 1)}{n(n - k)} + \frac{k}{n(n - 1)} - \frac{k}{n - k}(K_\ast - \rho) \geq \frac{k}{n - 1}(\rho - (K_\ast - \rho)) > 0,
\]

where we recall \( K_\ast < 2\rho \). Furthermore, its coefficient of degree 1 is

\[
k - 1 = \frac{k}{n - k} - (K_\ast - \rho)n\left(1 - \frac{1}{n - k}\right) - \frac{k}{n - k}.
\]

For \( n \geq 5 \), we have \( (K_\ast - \rho)n = \frac{(n - 1)\log(n/(n - 1))}{\log(n)} < \frac{n - 1}{n + 1} < 1 \), so that the coefficient of degree 1 is a concave function of \( k \). Indeed,

\[
\frac{\partial^2}{\partial k^2} \left( -\frac{k - 1}{n - k} + (K_\ast - \rho)n\frac{k + 1}{n - k}\right) = 2\frac{(K_\ast - \rho)n(n + 1) - (n - 1)}{(n - k)^3} < 0
\]

Therefore for \( k \in [2, n - 1] \) it is bounded from below by the minimum of its values at \( k = 2 \) and \( k = n - 1 \). (Note that if \( n = 3, 4 \) this is trivially true since either \( k = 2 \) or \( k = n - 1 \) in this case.) For \( k = 2 \) we have

\[
1 - \frac{1}{n - 1} - (K_\ast - \rho)n\left(1 - \frac{3}{n - 1}\right) - \frac{2}{n - 1} > 1 - \frac{1}{n - 1} - \left(1 - \frac{3}{n - 1}\right) - \frac{2}{n - 1} = 0,
\]

and for \( k = n - 1 \),

\[
n - 2 - (n - 2) - (K_\ast - \rho)n(1 - n) - 1 = (n - 1)n(K_\ast - \rho) - 1 > 0,
\]

where we use \( K_\ast > 1/(n - 1) \). In conclusion, the first two coefficients of \( P \) are positive. Moreover, the constant term is also positive because \( P(0) = (n - n/(n - k))n(K_\ast - \rho) > 0 \). This proves that for any \( k \geq 2 \), \( P \) is positive on \( \mathbb{R}_+ \). Recalling that, for all \( x \in [0, n/k] \),

\[
f'(x) \geq \frac{P(x)}{x(n - x)(n - x)} > 0,
\]

we see that \( f \) is strictly increasing for \( k \geq 2 \). Since \( f(1) = 0 \), there are no solution of \((2.11)\) for \( k \geq 2 \), in the domain \((1, n/k)\).

Summarizing, we have proved that any maximiser \( a \) with \( \mu(a) = 1 \) takes two values \( x_1 < x_2 \), and that \( x_2 \) is taken only once, while \( x_1 \) is taken \( n - 1 \) times. To conclude the proof, observe that if \( k = 1 \), then \( f \) is concave in \([0, n]\), and

\[
f(n) = (K - K_\ast)\log(n) + (K_\ast - \rho)\log(n) - \rho(n - 1)\log \left(\frac{n}{n - 1}\right) = (K - K_\ast)\log(n).
\]

Therefore, if \( K > K_\ast \) there are no non-constant solutions of \((2.11)\). It follows that \( K = K_\ast = h(1/n)/\log(n) \), and \( x_1 = 0, x_2 = n \). \( \square \)
Remark 2.8. The proof of Lemma 2.7 also shows that if $a \in \mathbb{R}_+^n$ is such that $\text{Ent}(a) \neq 0$ and $a$ has at least two non-zero entries then
\[ \hat{\psi}_{1/n}(a) < \frac{h(1/n)}{\log n} \text{Ent}(a), \]
so that the maximum in (2.9) is only achieved when $a$ is a multiple of a Dirac mass.

Remark 2.9. An equivalent formulation of Lemma 2.7 is
\[ \sup_{a \in \mathbb{R}_+^n} \frac{\text{Ent}(a)}{\text{Ent}(\bar{a})} = 1 - \frac{\log(n-1)}{\log(n)}, \]  
(2.12)
where the supremum is over all non-constant $a \in \mathbb{R}_+^n$, and the vector $\bar{a}$ is defined after (2.8). Indeed, if $\rho = 1/n$, then
\[ \hat{\psi}_\rho(a) = \frac{1}{n} \sum_{i=1}^n \rho a_i \log(a_i/\mu) + (1-\rho)\bar{a}_i \log(\bar{a}_i/\mu) = \rho \text{Ent}(a) + (1-\rho) \text{Ent}(\bar{a}). \]
So $\hat{\psi}_\rho(a) \leq (h(1/n)/\log(n)) \text{Ent}(a)$ is equivalent to,
\[ \text{Ent}(\bar{a}) \leq \frac{h(1/n)/\log(n) - \rho}{1-\rho} \text{Ent}(a), \]
and (2.12) follows from $\frac{h(1/n)/\log(n) - \rho}{1-\rho} = 1 - \frac{\log(n-1)}{\log(n)}$.

2.3. Proof of Theorem 1.1. The upper bound
\[ \kappa(\alpha) \leq \sum_{\ell=2}^n w_\ell \left( \frac{n-1}{\ell-1} \right) \frac{\ell}{\log n}, \]  
(2.13)
follows by taking a Dirac mass $f(x) = 1_{x=x_0}$ at a fixed vertex $x_0 \in V$. Indeed, here $\text{Ent} f = \frac{1}{n} \log n$ and for any $A \subset V$ with $|A| = \ell$ one has $\text{ent}_A f = 1_{x_0 \in A} \frac{1}{\ell} \log \ell$, and
\[ \frac{1}{n} \sum_{|A|=\ell} |A| \text{ent}_A f = \frac{1}{n} \left( \frac{n-1}{\ell-1} \right) \log \ell, \]
which implies (2.13).

To prove the lower bound, it is convenient to introduce the notation $\kappa_\ell(n)$ for the constant $\kappa(\alpha_\ell)$ when $|V| = n$. We have
\[ \kappa(\alpha) = \inf_f \sum_{\ell=2}^n w_\ell \frac{D_\ell(f)}{\text{Ent} f}, \quad D_\ell(f) = \frac{\ell}{n} \sum_{|A|=\ell} \text{ent}_A f, \]
where the infimum is over all non-constant functions. Since $D_\ell(f) \geq \kappa_\ell(n) \text{Ent} f$, it is sufficient to prove that for any $2 \leq \ell \leq n$ one has
\[ \kappa_\ell(n) \geq \frac{(n-1)}{\ell-1} \frac{\ell}{\log n}. \]  
(2.14)
We proceed by induction over $n$. Namely we assume that the above bound holds for $|V| = n-1$ and for all $2 \leq \ell \leq |V|$ and show that this implies (2.14). For $\ell = |V| = 2$ the statement is trivially true since $\kappa_2(2) = 1$ in this case. We use the notation $\eta_x \in \{0,1\}$ for the occupation variable at site $x$. Since we have one particle only, the configuration $\eta$ is everywhere zero except for a vertex where $\eta_x = 1$, and the measure $\mu$ is uniform over all $\eta \in \{0,1\}^V$ such that $\sum_{x \in V} \eta_x = 1$. Then, for a fixed $x \in V$ we may decompose the entropy along the variable $\eta_x$:
\[ \text{Ent} f = \mu(\text{Ent}(f|\eta_x)) + \text{Ent} [\mu(f|\eta_x)]. \]
Here $\text{Ent}(f|\eta_x) = \mu \left( f \log \left( f / \mu(f|\eta_x) \right) \right) |\eta_x)$ is the entropy with respect to the conditional distribution $\mu(\cdot|\eta_x)$. Thus, $\text{Ent}(f|\eta_x) = 0$ if $\eta_x = 1$ and

$$\mu \left[ \text{Ent}(f|\eta_x) \right] = \frac{n-1}{n} \text{Ent}(f|\eta_x = 0).$$

Since $\kappa_\ell(n) = 1$ for all $n$, the bound (2.14) is trivially true for $\ell = n$ and we may assume $2 \leq \ell \leq n-1$. By definition of $\kappa_\ell(n-1)$ one has

$$\text{Ent}(f|\eta_x = 0) \leq \frac{\ell}{(n-1)\kappa_\ell(n-1)} \sum_{|A| = \ell} \text{ent}_A f.$$

Averaging over $x$ we find

$$\frac{1}{n} \sum_x \mu \left[ \text{Ent}(f|\eta_x) \right] \leq \frac{\ell(n-\ell)}{n^2 \kappa_\ell(n-1)} \sum_{|A| = \ell} \text{ent}_A f = \frac{n-\ell}{n \kappa_\ell(n-1)} D_\ell(f).$$

We turn to the estimate of $\text{Ent} \left[ \mu(f|\eta_x) \right]$. Observe that

$$\text{Ent} \left[ \mu(f|\eta_x) \right] = \psi_{1/n}(\mu(f|\eta_x = 1), \mu(f|\eta_x = 0)),$$

where $\psi_\mu$ was defined in (2.7), and note that $\mu(f|\eta_x = 1) = f(x)$ while

$$\mu(f|\eta_x = 0) = \frac{1}{n-1} \sum_{y: y \neq x} f(y).$$

Therefore, by Lemma 2.7

$$\frac{1}{n} \sum_{x \in V} \text{Ent} \left[ \mu(f|\eta_x) \right] \leq \frac{h(1/n)}{\log n} \text{Ent} f.$$  \hspace{1cm} (2.15)

Summarizing, we have proved that

$$\left( 1 - \frac{h(1/n)}{\log n} \right) \text{Ent} f \leq \frac{n-\ell}{n \kappa_\ell(n-1)} D_\ell(f).$$

Then, using $1 - \frac{h(1/n)}{\log n} = \frac{(n-1)\log(n-1)}{n \log n}$, and assuming inductively the validity of (2.14) for $\kappa_\ell(n-1)$, we have

$$\text{Ent} f \leq \frac{(n-\ell) \log n}{(n-1) \kappa_\ell(n-1) \log(n-1)} D_\ell(f) \leq \frac{\log n}{\left( \frac{n-1}{\ell} \right) \log \ell} D_\ell(f).$$  \hspace{1cm} (2.16)

This ends the proof of (2.14).

It remains to prove the uniqueness of the minimizer. To this end it is sufficient to observe that if $f$ is such that $\text{Ent} f \neq 0$ and $f$ is not a multiple of a Dirac mass, then the first inequality in (2.16) is strict for all $2 \leq \ell \leq n-1$. This follows from the fact that (2.15) is a strict inequality in this case, see Remark 2.8.

2.4. Entropy constant of the star graph. Consider the graph $G = S_n$ defined by $c_{xy} = 1_{x \neq x_y}$, where $x_y \in V$ denotes the center of the star, and $|V| = n$. In contrast with the complete graph $K_n$, the entropy constant of the star is not achieved at a Dirac mass. However, the Dirac mass at a leaf $y \neq x_s$ gives a good approximation.

**Proposition 2.10.** The star graph $G = S_n$ satisfies, for $n \geq 3$,

$$\frac{2 \log(2) (1 - \frac{2}{n})}{\log(n-1)} \leq \kappa(S_n) \leq \frac{2 \log(2)}{\log(n)}.$$
Proof. Set
\[ D_n(a) = \frac{2}{n} \sum_{x,y \in V} c_{xy} \text{ent}_{xy}(a) = \frac{4}{n} \sum_{y \neq x^*} \text{ent}_{x^*y}(a), \]
where \( a \in \mathbb{R}_+^V \), \( \text{ent}_{xy}(a) = \psi(a_x, a_y) \), and \( \psi \) is defined in (2.4). If \( a \) is a Dirac mass on a leaf \( y \neq x^* \), then
\[ D_n(a) \text{Ent}(a) = 2 \log(2) \log(n). \]
This gives the upper bound \( \kappa(S_n) \leq \frac{2 \log(2)}{\log(n)} \). For the other direction it suffices to use the bound (2.5), together with the well known fact that \( \lambda(S_n) = 1 \) for all \( n \). \( \square \)

For \( n = 3 \) we note that the estimate \( \kappa(S_3) \leq \frac{2 \log(2)}{\log(3)} \) is not useful since we already know that \( \kappa(S_3) \leq \lambda(S_3) = 1 \). In fact, one can show that \( \kappa(S_3) = 1 \). We omit the details.

2.5. Remarks on electric network reductions. Let us recall that the electric network reduction at a node \( x \) of a graph \( G \) with vertex set \( V \) and weights \( c_{yz} \), is the new graph \( G_x \) with vertex set \( V \setminus \{x\} \) characterized by the new weights, for \( y,z \neq x \):
\[ \tilde{c}^{x}_{yz} = c_{yz} + c_{y^*x} \quad c^{x}_{yz} = \frac{c_{x^*y}c_{xz}}{\sum_{w \neq x} c_{xw}}. \]
An important property satisfied by the spectral gap is the inequality \( \lambda(G_x) \geq \lambda(G) \) for all weighted graphs \( G \), and for all nodes \( x \), see [12, 26] for a proof. It is not difficult to prove that the same monotonicity under reduction holds for the log-Sobolev constant \( \beta(G) \) and for the modified log-Sobolev constant \( \varrho(G) \) defined in (2.1).

Lemma 2.11. For any weighted graph \( G \), for any node \( x \),
\[ \beta(G_x) \geq \beta(G), \quad \varrho(G_x) \geq \varrho(G). \]

Proof. We give the details of the proof of \( \varrho(G_x) \geq \varrho(G) \) since the other inequality can be proved in essentially the same way. Recall that
\[ \varrho(G) = \inf_f \frac{\mathcal{E}_G(f, \log f)}{\text{Ent} f}, \]
where the infimum is over all non-constant \( f : V \mapsto \mathbb{R}_+ \), and we use the notation
\[ \mathcal{E}_G(f, g) = -\mu((\mathcal{L}_G f) g), \]
for all functions \( f, g \), with \( \mathcal{L}_G \) defined as in (1.1). Fix \( x \in V \). If \( f \) is harmonic at \( x \), that is \( \mathcal{L}_G f(x) = 0 \), then one checks that the electric network reduction \( G_x \) of \( G \) at \( x \) satisfies \( \mathcal{L}_G f(y) = \mathcal{L}_{G_x} f(y) \) at all \( y \neq x \). Therefore
\[ \mathcal{E}_G(f, \log f) = \frac{1}{n} \sum_{y \neq x} (-\mathcal{L}_G f)(y) \log f(y) = \frac{n-1}{n} \mathcal{E}_{G_x}(f, \log f). \]
Moreover for any \( x \), setting \( \tilde{f}_x = \frac{1}{n-1} \sum_{y \neq x} f(y) \), we have
\[ \mu(f) = \frac{n-1}{n} \tilde{f}_x + \frac{1}{n} f(x), \]
and therefore by convexity of \( t \mapsto t \log t \),
\[
\text{Ent} f = \frac{1}{n} \sum_{y \neq x} f(y) \log f(y) + \frac{1}{n} f(x) \log f(x) - \mu(f) \log \bar{\mu}(f)
\]
\[
= \frac{n-1}{n} \text{Ent}_x(f) + \frac{n-1}{n} \bar{\mu}_x \log \bar{\mu}_x + \frac{1}{n} f(x) \log f(x) - \mu(f) \log \mu(f)
\]
\[
\geq \frac{n-1}{n} \text{Ent}_x(f),
\]
where \( \text{Ent}_x(f) \) denotes the entropy of \( f \) with respect to the uniform distribution on the reduced set of sites \( V \setminus \{x\} \). Thus, restricting to \( f \) harmonic at \( x \) in (2.17), but arbitrary outside of \( x \), we have proved that
\[
\rho(G) \leq \inf_f \frac{\mathcal{E}_G(f, \log f)}{\text{Ent}_x f} = \rho(G_x).
\]

**Remark 2.12.** The entropy constant \( \kappa(G) \) does not in general satisfy the above monotonicity property. For instance, taking \( G = S_n \), the star graph considered in Proposition 2.10 a reduction at \( x = x_* \) gives that \( G' = G_x \) is the complete graph on \( n - 1 \) vertices with \( c_{yz} = 1/(n - 1) \). One can check numerically that \( \kappa(S_4) = 0.9217860... \) while the reduction \( G' \) of \( S_4 \) in the center has
\[
\kappa(G') = \kappa(K_3)/3 = \frac{4 \log(2)}{3 \log(3)} = 0.8412396... < \kappa(S_4).
\]

On the other hand, by the inequalities in Lemma 2.1 combined with Lemma 2.11 one has always
\[
\kappa(G_x) \geq \log(2) \kappa(G).
\]

The next lemma shows that the monotonicity holds for the entropy constant as well whenever \( x \) is a leaf of \( G \), by which we mean that \( x \in V \) is such that there exists a unique \( y \in V \) with \( c_{xy} > 0 \).

**Lemma 2.13.** Suppose that \( x \) is a leaf of \( G \). Then \( \kappa(G_x) \geq \kappa(G) \).

**Proof.** As in the proof of Lemma 2.11 we have \( \text{Ent} f \geq \frac{n-1}{n} \text{Ent}_x f \). Let \( y \in V \) be the unique node with \( c_{xy} > 0 \). Then, for any \( f : V \mapsto \mathbb{R}_+ \) such that \( f(y) = f(x) \), one has
\[
\frac{2}{n} \sum_{z,w \in V} c_{zw} \text{Ent}_{zw} f = \frac{n-1}{n} \frac{2}{n-1} \sum_{z,w \in V \setminus \{x\}} c_{zw} \text{Ent}_{zw} f.
\]
Since \( f \) is arbitrary on \( V \setminus \{x\} \) and the reduced graph \( G_x \) is simply the graph \( G \) without the edge \( xy \) we conclude that
\[
\kappa(G) \leq \frac{n-1}{n} \kappa(G_x) \frac{\text{Ent}_x f}{\text{Ent} f} \leq \kappa(G_x).
\]

3. **INDEPENDENT PARTICLES WITH SYNCHRONOUS UPDATES**

In this section we prove Theorem 1.4 for the model of independent particles with synchronous updates defined by the generator (1.9).
3.1. Proof of Theorem 1.4. We prove only the statement for the entropy constant, since the proof works without modifications if we replace the entropy functionals by the variance functionals. We start with the decomposition along the position of the first particle

\[
\operatorname{Ent} f = \nu \left[ \operatorname{Ent}(f|\xi_1) \right] + \operatorname{Ent}[\nu(f|\xi_1)], \tag{3.1}
\]

where \(\operatorname{Ent}(f|\xi_1) = \nu \left[ f \log(f/\nu(f|\xi_1))|\xi_1 \right] \) is the entropy of \(f \) w.r.t. the conditional distribution \(\nu(\cdot|\xi_1) \). By definition of \(\kappa[\alpha, N] \) we have

\[
\kappa[\alpha, N - 1] \operatorname{Ent}(f|\xi_1) \leq \sum_{A \subset V} \alpha_A \nu \left[ \operatorname{Ent}_A(f|\xi_1)|\xi_1 \right],
\]

where \(\operatorname{Ent}_A(f|\xi_1) = \operatorname{Ent}(f|\xi_1, \{\eta_z, z \notin A \}) \) is the conditional entropy given all occupation variables outside \(A \) and given the position of the particle labeled 1. Integrating,

\[
\kappa[\alpha, N - 1] \nu \left[ \operatorname{Ent}(f|\xi_1) \right] \leq \sum_{A \subset V} \alpha_A \nu \left[ \operatorname{Ent}_A(f|\xi_1) \right].
\]

Another application of the decomposition, this time for \(\operatorname{Ent}_A \), shows that

\[
\nu \left[ \operatorname{Ent}_A(f|\xi_1) \right] = \nu \left[ \operatorname{Ent}_A(f) \right] - \nu \left[ \operatorname{Ent}_A(\nu_A(f|\xi_1)) \right].
\]

On the other hand, since \(\nu(f|\xi_1) \) is a function of one particle, the 1-particle entropic constant \(\kappa[\alpha] \) satisfies

\[
\kappa[\alpha] \operatorname{Ent}[\nu(f|\xi_1)] \leq \sum_{A \subset V} \alpha_A \nu \left[ \operatorname{Ent}_A(\nu(f|\xi_1)) \right], \tag{3.2}
\]

We are going to prove that for all \(A \subset V, |A| \geq 2,\)

\[
\nu \left[ \operatorname{Ent}_A(\nu(f|\xi_1)) \right] \leq \nu \left[ \operatorname{Ent}_A(\nu_A(f|\xi_1)) \right]. \tag{3.3}
\]

If (3.3) holds, then by (3.1) - (3.2) we have obtained

\[
\min\{\kappa[\alpha, N - 1], \kappa[\alpha]\} \operatorname{Ent} f \leq \sum_{A \subset V} \alpha_A \nu \left[ \operatorname{Ent}_A(f) \right],
\]

that is \(\kappa[\alpha, N] \geq \min\{\kappa[\alpha, N - 1], \kappa[\alpha]\} \) for all \(N \geq 2\). Iterating, this proves \(\kappa[\alpha, N] = \kappa[\alpha] \) for all \(N \geq 1\).

To prove (3.3), we write

\[
\nu_A(f|\xi_1) = \nu(f|\xi_1, \{\eta_z, z \notin A \}) = \prod_{i \in \eta_A, i \neq 1} [\mu_{i,A}] f(\xi),
\]

where \(\mu_{i,A} \) denotes the stochastic operator that equilibrates uniformly in \(A \) the \(i\)-th coordinate \(\xi_i\). Note that the operators \(\mu_{i,A}, \mu_{j,B} \) commute for \(i \neq j \) and any \(A, B \subset V\).

With this notation \(\nu = \prod_{i=1}^N \mu_{i,V} \) and

\[
\nu(f|\xi_1) = \prod_{i \neq 1} \mu_{i,V} f = \prod_{i \neq 1} \mu_{i,V} \nu_A(f|\xi_1).
\]

On the other hand,

\[
\nu \left[ \operatorname{Ent}_A(\nu(f|\xi_1)) \right] = \nu \left[ 1(\xi_1 \in A) \operatorname{ent}_A \varphi \right] = \frac{|A|}{n} \operatorname{ent}_A \varphi,
\]

where \(\varphi(x) = \nu(f|\xi_1 = x), x \in V\). By the convexity of \(\varphi \mapsto \operatorname{ent}_A \varphi \), we have

\[
\operatorname{ent}_A \varphi \leq \prod_{i \neq 1} \mu_{i,V} \operatorname{ent}_A \nu_A(f|\xi_1),
\]
where \( \text{ent}_A \nu(f|\xi_1) \) is defined as \( \text{ent}_A \varphi_A \) with \( \varphi_A(y) = \nu_A(f|\xi_1 = y) \), for all \( y \in V \). Note that \( \text{ent}_A \nu_A(f|\xi_1) \) depends only on the particle positions \( \xi_j, j \notin \eta_A \). Therefore,

\[
\nu \left[ \text{Ent}_A(\nu(f|\xi_1)) \right] \leq \nu \left[ 1(\xi_1 \in A) \prod_{i \neq 1} \mu_{i,V} \text{ent}_A \nu_A(f|\xi_1) \right] = \nu \left[ \prod_{i \neq 1, i \notin \eta_A} \mu_{i,V} 1(\xi_1 \in A) \text{ent}_A \nu_A(f|\xi_1) \right] = \nu \left[ \text{Ent}_A(\nu_A(f|\xi_1)) \right].
\]

This ends the proof.

**Remark 3.1.** The same proof with essentially no modification can be used to show a more general result where the uniform measure \( \nu = \mu^N \) is replaced by a non-uniform product measure \( \nu = \prod_i \tilde{\mu}_i \), for some arbitrary distributions \( \tilde{\mu}_i \) over \( V \), and the process is formally defined again as in (1.9).

## 4. Permutations

In this section we prove our results about the mean field spectral gap, Theorem 1.8 and about the mean field entropy constant, Theorem 1.17. Then we prove Corollary 1.14. Next, we compute the entropy constant of the Bernoulli-Laplace model, Theorem 1.12. Finally, we give an example of network reduction, in the case of the star graph. Throughout this section \( \mu \) denotes the uniform distribution over the symmetric group \( S_n \). As usual \( V \) is the vertex set, with \(|V| = n\).

### 4.1. Proof of Theorem 1.8

To prove the upper bound on \( \lambda[\alpha, S_n] \) we consider a function of the single particle position \( \xi_1 \), namely \( f(\sigma) = \varphi(\xi_1) \) for some \( \varphi : V \mapsto \mathbb{R}_+ \). In this case, for any \( A \subset V \) with \(|A| = \ell\),

\[
\mu \left[ \text{Var}_A f \right] = \mu \left[ 1_{\xi_1 \in A} \text{Var} \varphi \right] = \frac{\ell}{n} \text{var}_A \varphi = \frac{1}{\ell n} \sum_{x,y \in A} (\varphi(x) - \varphi(y))^2.
\]

It follows that

\[
\sum_{|A| = \ell} \mu \left[ \text{Var}_A f \right] = \frac{n}{\ell} \left( \frac{n - 2}{\ell - 2} \right) \text{Var} f.
\]

Therefore, any mean zero function of a single label is an eigenfunction for the mean field \( \alpha \)-shuffle operator \( \mathcal{G}_\alpha \) with eigenvalue given by (1.14). We have to prove that any other eigenfunction has a strictly larger eigenvalue. It is convenient to use the notation \( \Lambda_\ell(n) = \lambda[\alpha^\ell] \). Let us first prove that for all \( n \geq 2, \ell = 2, \ldots, n \),

\[
\Lambda_\ell(n) = \frac{n}{\ell} \left( \frac{n - 2}{\ell - 2} \right).
\]

We prove (4.1) by induction over \( n \). The case \( n = 2 \) is trivial. More generally, \( \ell = n \geq 2 \) is also trivial, so we pick \( \ell \in \{2, \ldots, n - 1\} \). We decompose the variance along the random label \( \sigma_x \):

\[
\text{Var} f = \mu \left[ \text{Var}(f|\sigma_x) \right] + \text{Var} \left[ \mu(f|\sigma_x) \right].
\]

By definition of \( \Lambda_\ell(n) \),

\[
\text{Var}(f|\sigma_x) \leq \frac{1}{\Lambda_\ell(n-1)} \sum_{|A| = \ell} \mu \left[ \text{Var}_A f | \sigma_x \right] 1_{x \notin A}.
\]
Averaging over $x \in V$, and taking the expectation with respect to $\mu$,
\[
\frac{1}{n} \sum_{x} \mu [\text{Var}(f|\sigma_{x})] \leq \frac{n - \ell}{n \Lambda_{\ell}(n - 1)} \sum_{|A| = \ell} \mu [\text{Var}_{A}f].
\]

Using the bound in [11, Section 5] one has the estimate, for all $f : S_{n} \mapsto \mathbb{R}$,
\[
\sum_{x \in [n]} \text{Var} \mu(f|\sigma_{x}) \leq \frac{n}{n - 1} \text{Var} f. \tag{4.3}
\]

It follows from (4.2)-(4.3) that
\[
\text{Var} f \leq \frac{(n - 1)(n - \ell)}{(n - 2)n \Lambda_{\ell}(n - 1)} \sum_{|A| = \ell} \mu [\text{Var}_{A}f]. \tag{4.4}
\]

Assuming inductively that $\Lambda_{\ell}(n - 1) = \frac{1}{\ell}(n - 1)^{(n - 3)/(\ell - 2)}$, (4.4) shows that
\[
\Lambda_{\ell}(n) \geq \frac{n}{\ell} \left( \frac{n - 2}{\ell - 2} \right). \tag{4.5}
\]

This completes the proof of (4.1) for all $n \geq 2$, $\ell = 2, \ldots, n$. To prove (1.14) it suffices to observe that if $\alpha = \sum_{\ell} w_{\ell}^{n} \alpha^{\ell}$ then necessarily
\[
\lambda[\alpha, S_{n}] \geq \sum_{\ell=2}^{n} w_{\ell} \Lambda_{\ell}(n). \tag{4.6}
\]

To prove the uniqueness part, we note that if $f$ is an eigenfunction of $G_{\alpha}$ that is orthogonal to all eigenfunctions of a single particle, then $\mu(f|\sigma_{x}) = 0$ for all $x$, see e.g. [12, Section 2.3]. In particular, the left hand side in (4.3) must vanish, so that (4.4) becomes a strict inequality. This ends the proof of the theorem.

4.2. **Proof of Theorem 1.17.** If $f$ is a Dirac mass $f = 1_{\sigma_{0}}$ for any given permutation $\sigma_{0} \in S_{n}$, then for any $A \subset [n]$ with $|A| = \ell$,
\[
\mu [\text{Ent}_{A}f] = \frac{\log \ell!}{n!}, \quad \text{Ent} f = \frac{1}{n!} \log n!,
\]

and therefore one has the upper bound
\[
\kappa[\alpha, S_{n}] \leq \sum_{\ell=2}^{n} w_{\ell} \binom{n}{\ell} \frac{(\log \ell)!}{\log n!},
\]
for all mean field cases.

To prove the lower bound, it is convenient to introduce the notation $K_{\ell}(n) = \kappa[\alpha^{\ell}, S_{n}]$. Arguing as in (4.5), it is then sufficient to prove that for all $n \geq 2$, for all $\ell = 2, \ldots, n$,
\[
K_{\ell}(n) \geq \frac{(\binom{n}{\ell} \log \ell)!}{\log n!} \tag{4.6}
\]

We prove this by induction over $n$. Clearly, the case $\ell = n$ is trivial. Thus, we pick $\ell \in \{2, \ldots, n - 1\}$. We start with the decomposition along the variable $\sigma_{x}$:
\[
\text{Ent} f = \mu [\text{Ent}(f|\sigma_{x})] + \mu [f|\sigma_{x}] \tag{4.7}
\]

By definition of $K_{\ell}(n)$,
\[
\text{Ent}(f|\sigma_{x}) \leq \frac{1}{K_{\ell}(n - 1)} \sum_{|A| = \ell} \mu [\text{Ent}_{A}f|\sigma_{x}] 1_{x \notin A}.
\]
Averaging over \( x \in [n] \), and taking the expectation with respect to \( \mu \),
\[
\frac{1}{n} \sum_{x} \mu \left[ \text{Ent}(f|\sigma_x) \right] \leq \frac{n - \ell}{nK\ell(n - 1)} \sum_{|A| = \ell} \mu \left[ \text{Ent}_Af \right].
\] (4.8)

We turn to an estimate on the last term in (4.7). We start with the following useful observation.

**Lemma 4.1.** The statement (4.6) at \( \ell = n - 1 \), that is \( K_{n-1}(n) \geq n \log((n-1)!)/\log(n!) \), is equivalent to the statement
\[
\sum_{x} \text{Ent} \mu(f|\sigma_x) \leq \frac{n \log n}{\log(n!)} \text{Ent} f,
\]
for all \( f : S_n \mapsto \mathbb{R}_+ \).

**Proof.** By definition of the entropy constant \( K_{n-1}(n) \) one has
\[
K_{n-1}(n) \text{Ent} f \leq \sum_{x \in V} \mu \left[ \text{Ent}_{V \setminus \{x\}} f \right],
\]
for all \( f : S_n \mapsto \mathbb{R}_+ \). Using (4.7), and the identity \( \text{Ent}(f|\sigma_x) = \text{Ent}_{V \setminus \{x\}} f \), we see that if \( K_{n-1}(n) \geq n \log((n-1)!)/\log(n!) \) then
\[
\frac{1}{n} \sum_{x} \text{Ent} \mu(f|\sigma_x) = \text{Ent} f - \frac{1}{n} \sum_{x} \mu \left[ \text{Ent}_{V \setminus \{x\}} f \right] \leq (1 - K_{n-1}(n)/n) \text{Ent} f = \frac{\log n}{\log(n!)} \text{Ent} f.
\] (4.9)

The other implication is also an immediate consequence of the first identity in (4.9). \( \square \)

Let us now show how to use Lemma 4.1 to conclude the proof of Theorem 1.1. As in the proof of Theorem 1.1, let \( \kappa_{\ell}(n) \) denote the 1-particle entropy constant \( \kappa[\alpha^{\ell}] \). We have shown that
\[
\kappa_{\ell}(n) = \frac{(n-1)}{(n-\ell)} \log \frac{\ell}{n}. \] (4.10)

Setting \( \varphi_x(i) = \mu(f|\sigma_x = i), \) \( i = 1, \ldots, n \), by definition of \( \kappa_{\ell}(n) \) one has
\[
\text{Ent} \left[ \mu(f|\sigma_x) \right] \leq \frac{\ell}{n\kappa_{\ell}(n)} \sum_{|B| = \ell} \text{ent}_B \varphi_x.
\] (4.11)

We view \( B \) as a set of labels, and write \( S_B \) for the set of permutations of the labels in \( B \). We introduce the notation, for \( u_\pi, \pi \in S_B \in \mathbb{R}_+^{\ell!} \),
\[
\Psi(u) = \frac{1}{\ell!} \sum_{\pi \in S_B} u_\pi \log(u_\pi/\bar{u}), \quad \bar{u} = \frac{1}{\ell!} \sum_{\pi \in S_B} u_\pi.
\]

We note that if \( i \in B \) is fixed and \( u_\pi = \mu(f|\sigma_x = \pi(i)) \), with \( \pi \in S_B \), then
\[
\text{ent}_B \varphi_x = \Psi(\{\mu(f^\pi|\sigma_x = i), \pi \in S_B\}),
\]
where we use the relation
\[
\mu(f|\sigma_x = \pi(i)) = \mu(f^\pi|\sigma_x = i),
\]
with the notation \( f^\pi \) for the function \( f \) calculated at a configuration after the labels in \( B \) have been rearranged according to \( \pi \). Next, notice that
\[
\mu(f|\sigma_x = \pi(i)) = \mu(g_i|B|\sigma_x = \pi(i)) = \mu(g_i^\pi|B|\sigma_x = i),
\]
where \( g_{i,B} := \mu(f|\xi_i, \xi_{B^c}) \) denotes the conditional expectation of \( f \) given the positions of label \( i \) and the positions of all labels \( j \notin B \). Since \( u \mapsto \Psi(u) \) is convex, one has, for any \( i \in B \):

\[
\text{ent}_{B} \varphi_x = \Psi(\{ \mu(g_{i,B}^x|\sigma_x = i), \pi \in S_B \}) \\
\leq \mu(\Psi(\{ g_{i,B}^x, \pi \in S_B \}|\sigma_x = i) = n \mu(\Psi(\{ g_{i,B}^x, \pi \in S_B \}|\sigma_x = i)).
\]

This holds for all \( i \in B \) fixed, and noting that \( \Psi(\{ g_{i,B}^x, \pi \in S_B \}) \) does not depend on the choice of the label \( i \in B \), one has for any \( i \in B \):

\[
\text{ent}_{B} \varphi_x \leq \frac{n}{\ell} \mu(\Psi(\{ g_{i,B}^x, \pi \in S_B \}|\sigma_x = i)).
\]

Averaging over \( x \in [n] \) we obtain, for any \( i \in B \):

\[
\frac{1}{n} \sum_x \text{ent}_{B} \varphi_x \leq \mu(\Psi(\{ g_{i,B}^x, \pi \in S_B \}))
\]

From (4.11) it follows that

\[
\frac{1}{n} \sum_x \text{Ent}_{A} [\mu(f|\sigma_x)] \leq \frac{\ell}{nK_\ell(n)} \sum_{|B| = \ell} \mu(\Psi(\{ g_{i,B}^x, \pi \in S_B \}))
\]

\[
= \frac{1}{nK_\ell(n)} \sum_{|B| = \ell} \sum_{i \in B} \mu(\Psi(\{ g_{i,B}^x, \pi \in S_B \})).
\]

There is precisely one set of vertices \( A \subset V \) such that \( \sigma_A = \xi_B \) and for such \( A \) there is precisely one \( x \in A \) such that \( \sigma_x = i \), and in this case

\[
\text{Ent}_{A} [\mu_A(f|\sigma_x)] = \text{Ent}_{A} [\mu(f|\sigma_x, \sigma_A^c)] = \Psi(\{ g_{i,B}^x, \pi \in S_B \}).
\]

Therefore, we arrive at

\[
\frac{1}{n} \sum_x \text{Ent}_{A} [\mu(f|\sigma_x)] \leq \frac{1}{nK_\ell(n)} \sum_{|A| = \ell} \sum_{x \in A} \mu(\text{Ent}_{A} \mu_A(f|\sigma_x))
\]

Since we assume inductively that (4.6) holds up to \( n - 1 \) and for all \( \ell = 2, \ldots, n - 1 \), it follows from Lemma 4.1 that for any \( |A| < n \) we have the estimate

\[
\sum_{x \in A} \text{Ent}_{A} \mu_A(f|\sigma_x) \leq \frac{|A| \log(|A|)}{\log(|A|)} \text{Ent}_{A} f.
\]

Therefore, for any \( \ell = 2, \ldots, n - 1 \),

\[
\frac{1}{n} \sum_x \text{Ent}_{A} [\mu(f|\sigma_x)] \leq \frac{\ell \log \ell}{nK_\ell(n) \log(\ell!)} \sum_{|A| = \ell} \mu(\text{Ent}_{A} f).
\]

Using (4.10), we see that

\[
\frac{\ell \log \ell}{nK_\ell(n) \log(\ell!)} = \frac{\log n}{\binom{n}{\ell} \log \ell!}.
\]

In conclusion, combining (4.12) and (4.8) we have shown that

\[
\text{Ent} f \leq \left( \frac{(n - \ell)}{nK_\ell(n - 1)} + \frac{\log n}{\binom{n}{\ell} \log \ell!} \right) \sum_{|A| = \ell} \mu(\text{Ent}_{A} f).
\]

Using the inductive assumption (4.6) again for \( K_\ell(n - 1) \) we obtain

\[
\text{Ent} f \leq \frac{\log(n!)}{\binom{n}{\ell} \log \ell!} \sum_{|A| = \ell} \mu(\text{Ent}_{A} f),
\]
which proves the inequality (4.6). This proves (1.17).

To prove the uniqueness of the minimizers, observe that by the uniqueness in Theorem 1.11 the only way to saturate the inequality (4.11) for all \( x \) is to have \( \mu(f \sigma_x) \) a multiple of a Dirac mass for all \( x \), say \( \mu(f \sigma_x) = t_x \delta_{i_x} \) for some \( t_x > 0 \) and some label \( i_x \). However, \( \mu(f) = \mu(f \sigma_x) \) implies \( t_x = t = n \mu(f) \) for all \( x \), for some \( t > 0 \). Then \( g(\sigma)/n! = nf(\sigma)/(tn!) \) is a probability on \( S_n \) with marginal \( \delta_{i_x}(\sigma_x) \) at \( \sigma_x \). Since all marginals are deterministic it follows that \( g \) is deterministic and thus \( g(\sigma) = n!\delta_{\sigma_0} \) for some \( \sigma_0 \in S_n \), that is \( f \) is a multiple of a Dirac mass. This ends the proof of Theorem 1.17.

4.3. Proof of Corollary 1.14. Set \( p_c = \frac{n \log n}{p \log(n!)} \). From Theorem 1.17 and Lemma 4.1 we know that for any \( f : S_n \mapsto \mathbb{R}_+ \) one has

\[
\sum_x \text{Ent} \mu(f \sigma_x) \leq p_c \text{Ent} f.
\]

(4.13)

For any collection of functions \( \varphi_x : V \mapsto \mathbb{R}_+ \), an application of (4.13) with the choice \( f(\sigma) = \prod_x \varphi_x(\sigma_x) \) and the variational principle for entropy show that

\[
\mu \left[ \prod_{x \in V} \varphi_x(\sigma_x) \right] \leq \prod_{x \in V} \mu [\varphi_x(\sigma_x)^{p_c}]^{1/p_c},
\]

(4.14)

see [15, Theorem 2.1]. Consider now the matrix \( A = (a_{x,y}) \) such that \( a_{x,y} = \varphi_x(y) \). The left hand side above equals \((1/n!)\text{perm}(A)\), while for every \( x \):

\[
\mu [\varphi_x(\sigma_x)^{p_c}]^{1/p_c} = n^{-1/p_c} \|R_x\|_{p_c} = \left( \frac{1}{n!} \right)^{1/n} \|R_x\|_{p_c},
\]

where \( R_x \) denotes the \( x \)-th row of \( A \). Therefore (4.14) proves the statement (1.19). Moreover, the argument leading from (4.13) to (4.14) also shows that if (4.14) is an equality for some functions \( \varphi_x \), then (4.13) must be an equality with \( f(\sigma) = \prod_x \varphi_x(\sigma_x) \), see [15, Theorem 2.2]. By the uniqueness in Theorem 1.9 this is only possible if either \( f \) is constant, or if \( f \) is a multiple of a Dirac mass. In the first case \( A \) is a scalar multiple of the all 1 matrix, while in the second it is the identity matrix up to multiplication by a scalar and up to permutation of the rows. This proves the corollary at \( p = p_c \). As already noted in [45, Lemma 1], this is sufficient to prove the desired statement for all \( p \geq 1 \).

4.4. Proof of Theorem 1.12. Here we consider the entropy constant for Bernoulli-Laplace and prove the identity stated in Theorem 1.12. We have \( r \) indistinguishable particles and \( \mu \) is the uniform distribution over all \( \binom{n}{r} \) configurations. We may rewrite the entropy constant \( \kappa(n,r) \) as the best constant \( \kappa \geq 0 \) in the inequality

\[
\kappa(n,r) \text{Ent} f \leq \frac{1}{2} \sum_{x,y} \mu(\text{Ent}_{xy} f).
\]

(4.15)

We use the notation \( \eta_x \in \{0,1\} \) for the occupation variable at site \( x \), and write \( \rho = r/n \) for the particle density. The upper bound

\[
\kappa(n,r) \leq \frac{r(n-r) \log(2)}{\log \binom{n}{r}}.
\]
follows by choosing test function $f = 1(n = \eta_0)$ for some fixed configuration $\eta$. Indeed, in this case one has

$$\text{Ent} f = \log \left( \frac{n}{r} \right) / \left( \frac{n}{r} \right), \quad \frac{1}{2} \sum_{y, z} \mu(\text{Ent}_{yz} f) = r(n - r) \log(2) / \left( \frac{n}{r} \right).$$

For the lower bound we use the recursive approach as in the proof of Theorem 1.1. Thus, for a fixed $x$ we write

$$\text{Ent} f = \mu(\text{Ent}(f | \eta_x)) + \text{Ent} [\mu(f | \eta_x)],$$

and observe that by definition of $\kappa(n, r)$ one has

$$\mu(\text{Ent}(f | \eta_x)) = \rho \text{Ent}(f | \eta_x = 1) + (1 - \rho) \text{Ent}(f | \eta_x = 0) \leq \frac{\rho}{2\kappa(n - 1, r - 1)} \sum_{y, z \neq x} \mu(\text{Ent}_{yz} f | \eta_x = 1) + \frac{1 - \rho}{2\kappa(n - 1, r)} \sum_{y, z \neq x} \mu(\text{Ent}_{yz} f | \eta_x = 0).$$

Note that

$$\text{Ent}_{yz} f = \psi(f, f^{yx}) \eta_y (1 - \eta_z) + \psi(f, f^{yz}) \eta_z (1 - \eta_y),$$

where $\psi$ is defined in (2.7) and $f^{yx}$ denotes the function $f$ evaluated at the configuration where the occupation variables at $y$ and $z$ have been swapped. Averaging over $x$,

$$\frac{1}{n} \sum_x \mu(\text{Ent}(f | \eta_x)) \leq \left( \frac{r - 1}{n\kappa(n - 1, r - 1)} + \frac{n - r - 1}{n\kappa(n - 1, r)} \right) \frac{1}{2} \sum_{y, z} \mu(\text{Ent}_{yz} f). \quad (4.16)$$

We turn to the estimate of $\text{Ent} [\mu(f | \eta_x)]$. Recalling the definition (2.7),

$$\text{Ent} [\mu(f | \eta_x)] = \psi_\rho(\mu(f | \eta_x = 1), \mu(f | \eta_x = 0)).$$

We write

$$\mu(f | \eta_x = 0) = \frac{1}{n\rho(1 - \rho)} \sum_y \mu(f(1 - \eta_x) \eta_y)$$

$$= \frac{1}{n\rho(1 - \rho)} \sum_y \mu(f^{xy}(1 - \eta_y) \eta_x)$$

$$= \frac{1}{n(1 - \rho)} \sum_y \mu(f^{xy}(1 - \eta_y) | \eta_x = 1).$$

By convexity of $\psi_\rho$,

$$\psi_\rho(\mu(f | \eta_x = 1), \mu(f | \eta_x = 0)) \leq \frac{1}{n(1 - \rho)} \sum_y \mu((1 - \eta_y) \psi_\rho(f, f^{xy}) | \eta_x = 1)$$

$$= \frac{1}{n\rho(1 - \rho)} \sum_y \mu(\eta_x (1 - \eta_y) \psi_\rho(f, f^{xy})).$$

Summing over all $x$ we have obtained

$$\frac{1}{n} \sum_x \text{Ent} [\mu(f | \eta_x)] \leq \frac{1}{n^2 \rho(1 - \rho)} \sum_{x, y} \mu(\eta_x (1 - \eta_y) \psi_\rho(f, f^{xy})).$$

Since $f^{yx} = f^{yx}$,

$$\sum_{x, y} \mu(\eta_x (1 - \eta_y) \psi_\rho(f, f^{xy})) = \sum_{x, y} \mu(\eta_y (1 - \eta_x) \psi_\rho(f, f^{xy})).$$

Since $\mu(g) = \mu(g^{xy})$ for any function $g$, we also have, for all $x, y$:

$$\mu(\eta_y (1 - \eta_x) \psi_\rho(f, f^{xy})) = \mu(\eta_x (1 - \eta_y) \psi_\rho(f^{xy}, f)).$$
If we define \( \tilde{\psi}_\rho(s,t) = \frac{1}{2}(\psi_\rho(s,t) + \psi_\rho(t,s)) \), we have shown that

\[
\frac{1}{n} \sum_x \text{Ent} [\mu(f|\eta_x)] \leq \frac{1}{n^2 \rho(1-\rho)} \sum_{x,y} \mu(\eta_x(1-\eta_y)\tilde{\psi}_\rho(f, f^{xy})) \tag{4.17}
\]

\[
= \frac{1}{2n^2 \rho(1-\rho)} \sum_{x,y} \mu(\tilde{\psi}_\rho(f, f^{xy})).
\]

From Corollary 2.6 we see that

\[
\tilde{\psi}_\rho(s,t) \leq \frac{h(\rho)}{\log(2)} \psi(s,t),
\]

for all \( \rho \in [0,1] \), \( s,t > 0 \), with \( h(\rho) = -\rho \log \rho - (1-\rho) \log(1-\rho) \).

From (4.16) and (4.17),

\[
\frac{1}{\kappa(n,r)} \leq \frac{r-1}{n\kappa(n-1,r-1)} + \frac{n-r-1}{n\kappa(n-1,r)} + \frac{h(\rho)}{n^2 \rho(1-\rho) \log(2)}. \tag{4.18}
\]

Assume inductively that \( \kappa(n-1,r-1) \geq \bar{\kappa}(n-1,r-1) \) and \( \kappa(n-1,r) \geq \bar{\kappa}(n-1,r) \), where

\[
\bar{\kappa}(n,r) = \frac{r(n-r) \log(2)}{\log \binom{n}{r}}.
\]

Using the relations \( \binom{n}{r} = \frac{n}{r} \binom{n-1}{r-1} = \frac{n}{n-r} \binom{n-1}{r} \) one has

\[
\frac{r-1}{n\kappa(n-1,r-1)} + \frac{n-r-1}{n\kappa(n-1,r)} = \frac{1}{\bar{\kappa}(n,r)} - \frac{h(\rho)}{2n^2 \rho(1-\rho) \log(2)}.
\]

Therefore (4.18) proves that \( \kappa(n,r) \geq \bar{\kappa}(n,r) \). This ends the proof, since the bound is trivially satisfied at \( n = 2 \).

**Remark 4.2.** We have restricted ourselves to the case of one type of indistinguishable particles only, but one could consider several types of particles, that is the case where there are \( m \) colors and we have \( r_i \) particles of color \( i \), for each \( i = 1, \ldots, m \), and \( \vec{r} = (r_1, \ldots, r_m) \in \mathbb{N}^m \) with \( \sum_{i=1}^m r_i = n \). The case \( m = 2 \) is covered by Theorem 1.12. The general problem is often referred to as the multislice model. We refer to [28, 44] for recent work on the logarithmic Sobolev constant for the multislice. In particular, for all values of the vector \( \vec{r} \), Salez [44] obtained bounds on the log-Sobolev constant that are tight up to a constant factor \( 4/\log(2) \). It is possible that a refinement of the argument in the proof of Theorem 1.12 would allow an exact computation of the entropy constant \( \kappa(n,\vec{r}) \) of the multislice with color profile \( \vec{r} \). This is defined formally as in (4.15), but now \( \mu \) is the uniform distribution over all \( \binom{n}{\vec{r}} \) configurations, where \( \binom{n}{\vec{r}} \) denotes the multinomial coefficient of \( n \) and \( \vec{r} \). In this respect we may conjecture that the constant \( \kappa(n,\vec{r}) \) is again attained at a Dirac mass, which, after optimisiahziation over the color profile, would give

\[
\kappa(n,\vec{r}) = \min_{\vec{v} \sim \vec{r}} d(n,\vec{v}), \quad d(n,\vec{v}) := \frac{1}{2} \sum_i v_i(n-v_i) \log(2) / \log \binom{n}{\vec{v}} \tag{4.19}
\]

where \( \vec{v} \sim \vec{r} \) means that \( \vec{v} \) is coarser than \( \vec{r} \), that is \( \vec{v} \in \mathbb{N}^\ell \) with \( \sum_{i=1}^\ell v_i = n \), \( \ell \leq m \) is a vector obtained from \( \vec{r} \) by repeatedly merging two entries into one, that is by identifying certain colors. Note that in the extremal case \( m = n \), \( r_i \equiv 1 \), (4.19) coincides with the case \( \ell = 2 \) of Theorem 1.17 while in the case \( m = 2 \) it is equivalent to Theorem 1.12.
4.5. Network reduction: the case of the star graph. Here we obtain bounds on $\kappa[\alpha, S_n]$ for a star graph, that is $c_{xy} = 1_{x \in xy}$, for some fixed $x_* \in V$, the center of the star. Equivalently, we take $\alpha_A = 0$ for all $|A| \neq 2$ and $\alpha_{xy} = 21_{x \in xy}$. This illustrates a possible use of the network reduction approach and its shortcomings.

**Proposition 4.3.** The star graph $\alpha_A = 0$ for all $|A| \neq 2$ and $\alpha_{xy} = 21_{x \in xy}$ satisfies

$$2 \log 2 \geq \kappa[\alpha, S_n] \geq \frac{(\log 2)^2}{\log n}.$$ 

**Proof.** By definition, the constant $\kappa[\alpha, S_n]$ is the largest $\kappa \geq 0$ such that for all functions $f : S_n \mapsto \mathbb{R}_+$ one has

$$\kappa \text{Ent} f \leq 2 \sum_y \mu[\text{Ent}_{x,y} f].$$

The upper bound on $\kappa[\alpha, S_n]$ follows by using the test function $f(\sigma) = 1_{\xi_1 = z}$ for a fixed $z \neq x_*$. Indeed, as in Proposition 2.10 this gives $\kappa[\alpha, S_n] \leq \kappa(S_n) \leq \frac{2 \log 2}{\log n}$.

To prove the lower bound we first recall that by Theorem 1.1 we know that if $\kappa_n = \kappa(K_n) = 2(n - 1) \log(2)/\log n$ as in [1.6], then for any $\varphi : [n] \mapsto \mathbb{R}_+$ with $\sum_{i=1}^n \varphi_i = n,$

$$\kappa_n \sum_{i=1}^n \varphi_i \log \varphi_i \leq 2 \sum_{i,j=1}^n \psi(\varphi_i, \varphi_j).$$

Therefore, for any $f \geq 0$ such that $\mu[f] = 1$, for any $x \in [n]$ we have

$$\kappa_n \text{Ent} [\mu(f|\sigma_x)] \leq \frac{2}{n} \sum_{i,j=1}^n \psi(\mu(f|\sigma_x = i), \mu(f|\sigma_x = j)). \quad (4.20)$$

For all $i \neq j$ and any $x$ we have

$$\mu(f|\sigma_x = j) = n \sum_{\sigma} \mu(\sigma)f(\sigma)\mathbf{1}(\sigma_x = j) = \frac{1}{(n - 1)!} \sum_{\sigma} \sum_y f(\sigma)\mathbf{1}(\sigma_x = j)\mathbf{1}(\sigma_y = i)$$

$$= \frac{1}{(n - 1)!} \sum_{\sigma} \sum_y f(\sigma^{x,y})\mathbf{1}(\sigma_x = i)\mathbf{1}(\sigma_y = j) = \frac{1}{(n - 1)!} \sum_{\sigma} f(\xi_i, \xi_j)\mathbf{1}(\sigma_x = i)$$

$$= \mu(f^{\xi_i, \xi_j}|\sigma_x = i).$$

By convexity,

$$\psi(\mu(f|\sigma_x = i), \mu(f|\sigma_x = j)) = \psi(\mu(f|\sigma_x = i), \mu(f^{\xi_i, \xi_j}|\sigma_x = i))$$

$$\leq \mu(\psi(f, f^{\xi_i, \xi_j})|\sigma_x = i).$$

Thus, (4.20) shows that for any $x$:

$$\kappa_n \text{Ent} [\mu(f|\sigma_x)] \leq \frac{2}{n} \sum_{i,j=1}^n \mu(\psi(f, f^{\xi_i, \xi_j})|\sigma_x = i) \quad (4.21)$$

$$= 2 \sum_y \mu(\psi(f, f^{x,y})) = 2 \sum_y \mu[\text{Ent}_{xy} f].$$

We apply this with $x = x_*$. We write

$$\text{Ent} f = \mu[\text{Ent}(f|\sigma_{x_*})] + \text{Ent}[\mu(f|\sigma_{x_*})],$$
and observe that by definition of the mean field constant \( \kappa[\alpha^2, S_n] \) and the inequality (4.21) we have

\[
\text{Ent} f \leq \frac{1}{2\kappa[\alpha^2, S_{n-1}]} \sum_{y, z \neq x} \mu[\text{Ent}_{yz} f] + \frac{2}{\kappa_n} \sum_y \mu[\text{Ent}_{x,y} f].
\]

Next, for any \( y, z \), from (1.21) we have

\[
2 \log(2) \mu[\text{Var}_{yz} \sqrt{f}] \leq \mu[\text{Ent}_{yz} f] \leq 2 \mu[\text{Var}_{yz} \sqrt{f}]. \tag{4.22}
\]

From the octopus inequality for the variance [12, Theorem 2.3] it follows that

\[
\sum_{y, z \neq x} \mu[\text{Ent}_{yz} f] \leq 4(n - 1) \sum_y \mu[\text{Var}_{x,y} \sqrt{f}] \leq 2(n - 1) \sum_y \mu[\text{Ent}_{x,y} f].
\]

In conclusion,

\[
\text{Ent} f \leq \left( \frac{(n - 1)}{2 \log(2) \kappa[\alpha^2, S_{n-1}]} + \frac{1}{\kappa_n} \right) \sum_y \mu[\text{Ent}_{x,y} f].
\]

From Theorem 1.17 we known that \( \kappa[\alpha^2, S_{n-1}] = \frac{(n - 1) \log(2)}{\log(n - 1)!} \). Therefore, the constant \( \kappa[\alpha, S_n] \) for the star satisfies

\[
\frac{1}{\kappa[\alpha, S_n]} \leq \frac{(n - 1)}{2 \log(2) \kappa[\alpha^2, S_{n-1}]} + \frac{1}{\kappa_n} = \frac{\log n}{\log 2} \left( \frac{\log((n - 1)!)}{\log(2)(n - 2) \log n} + \frac{1}{2(n - 1)} \right) \leq \frac{\log n}{\log(2)^2}.
\]

\( \square \)

The bounds in Theorem 4.3 have a mismatch of a factor \( 2/\log(2) \). This could be improved to a factor 2 if one had the entropic octopus inequality (1.20), since we could dispense with the estimate (4.22) in this case. We remark that using a Dirac mass at a given permutation shows that

\[
\kappa[\alpha, S_n] \leq 2 \log(2) \frac{(n - 1)}{\log(n!)}
\]

which is asymptotically equivalent to the constant \( \kappa(S_n) \sim 2 \log(2)/\log n \) in Proposition 2.10 in contrast with the case of the complete graph where the Dirac mass at a permutation gives a constant that is asymptotically twice as small as the single particle constant, see Remark 1.10. However, a numerical calculation for \( S_4 \) shows that for the star graph one should not expect \( \kappa[\alpha, S_n] \) and \( \kappa(S_n) \) to be equal.
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