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Abstract

Due to the advantage of reducing storage while speeding up query time on big heterogeneous data, cross-modal hashing has been extensively studied for approximate nearest neighbor search of multi-modal data. Most hashing methods assume that training data is class-balanced. However, in practice, real world data often have a long-tailed distribution. In this paper, we introduce a meta-learning based cross-modal hashing method (MetaCMH) to handle long-tailed data. Due to the lack of training samples in the tail classes, MetaCMH first learns direct features from data in different modalities, and then introduces an associative memory module to learn the memory features of samples of the tail classes. It then combines the direct and memory features to obtain meta features for each sample. For samples of the head classes of the long tail distribution, the weight of the direct features is larger, because there are enough training data to learn them well; while for rare classes, the weight of the memory features is larger. Finally, MetaCMH uses a likelihood loss function to preserve the similarity in different modalities and learns hash functions in an end-to-end fashion. Experiments on long-tailed datasets show that MetaCMH performs significantly better than state-of-the-art methods, especially on the tail classes.

1 Introduction

With the rapid expansion of the Internet, a massive amount of multimedia data is being generated in our daily lives. To retrieve data in this scenario, approximate nearest neighbor (ANN) search plays an essential role in all kinds of applications. As a widely studied solution for ANN, hashing has sparked increasing research interest, due to its advantage in reducing storage consumption and speeding up query time [1, 2]. Hashing aims at mapping data vectors into fixed length binary codes, while preserving the proximity in the original space, and thus facilitates approximate search in constant time.

Learning to hashing (LTH) is a popular category of hashing methods. LTH aims at learning an optimal compound hash function \( b = h(x) \) from the training data, and maps each input data sample onto a compact code vector \( b \). Therefore, LTH methods are data-dependent. Most hashing methods simply assume that the training data is balanced across different classes [3, 4]. However, in the real world, the frequency distribution of visual classes is long-tailed [5, 6], which includes a few frequent (or head) classes and a large number of rare (or tail) ones. The training samples of the tail classes are too scarce to learn the corresponding hashing function well. Thus, few-shot hashing methods have been proposed to deal with insufficient training samples [7, 8].

In many applications, the data has different modalities (e.g., image, text, video and audio) and we need to search for data items across the modalities. For example, we may want to find images or videos semantically related to the text of a query or to keywords. Thus, single-modal hashing methods are extended to multi-modal scenarios, and diverse cross-modal hashing methods have been proposed [9, 10, 11, 12]. These methods neglect the problem of imbalanced classes and insufficient training samples in the training set. Cross-modal zero-shot learning methods have been proposed to model new classes, unseen in the training set but available in the test set [12, 11]; however, they still assume that the data distribution is balanced, or approximately balanced. In addition, these methods have been mainly applied to balanced datasets with only 10 to 30 different categories (e.g., Flickr, one of the most widely used datasets, contains samples from 10 different categories). But in practice, the frequency distribution of visual classes is long-tailed [5, 6]. Most of the existing cross-modal hashing methods only consider data samples in the head classes and ignore samples in the tail ones, which add up to a large portion of the whole distribution. Therefore, these methods show poor robustness on real world long-tailed data, as shown in our experiments.

Recently, meta-learning has been used extensively and has witnessed great success in a variety of fields [13]. Meta-learning provides an alternative paradigm,
where a machine learning method gains experience (meta knowledge) over learning episodes, to eventually boost its performance on few-shot data. In addition, it has been recognized that neural networks with memory capacities can empower meta-learning [14]. Therefore, we use an associative memory module to solve the problem of few-shot learning and imbalanced classes simultaneously. Particularly, we embed the meta-learning paradigm into the cross-modal hashing framework, and propose a meta learning based cross-modal hashing method (MetaCMH). MetaCMH first introduces a memory-augmented feature learning network to transfer meta-knowledge from head classes with sufficient samples to tail ones with insufficient samples, and thus to learn meta features for samples from both head and tail classes. At the same time, MetaCMH minimizes a likelihood loss and a quantization loss to preserve the similarity in meta features and to learn hash codes of samples. In addition, a balance loss is used to make each bit of the hash code being balanced on all the training samples. Our main contributions are as follows:

• We consider the most common long-tailed data distribution and propose a novel CMH method (MetaCMH) to attack the problem of few-shot learning and imbalanced classes simultaneously.

• We embed the meta-learning paradigm into the cross-modal hashing framework. We design an associative memory module to learn the meta-knowledge from samples of head classes and use this memory-based meta-knowledge to boost the performance on samples of tail classes.

• The results on long-tailed datasets show that MetaCMH outperforms state-of-the-art cross-modal hashing methods, especially for the samples from tail classes.

2 Related Works
Our work is closely related to cross-modal hashing and meta-learning. We briefly review relevant recent work in these areas.

2.1 Cross-modal hashing CMH methods can be divided into two main groups, supervised and unsupervised, based on whether they use the semantic (class) labels of the samples. Since in this paper we focus on the distribution of the number of samples from different classes, we also consider zero-shot cross-modal hashing solutions, which can handle samples of new classes unseen during training.

Unsupervised CMH methods typically project the features of different modalities into a shared binary space to learn the hash functions. Unsupervised CMH was first inspired by canonical correlation analysis (CCA). For example, cross view hashing (CVH) [15] aims to find a common Hamming space to maximize the correlation among different modalities. Collective matrix factorization hashing (CMFH) [16] finds different projection functions from different modalities to a unified subspace, and takes these projection functions as hash functions. Deep neural networks have achieved great success for their feature extraction capability. Thus, CMH methods with a deep architecture have attracted increasing interest in recent years. Unsupervised Deep Cross-Modal Hashing (UDCMH) [16] integrates deep learning and matrix factorization with binary latent factor models, and explicitly constrains the hash codes to preserve the neighborhood structure of the original data. It obtains hash codes via solving a discrete-constrained objective function directly without relaxation. The methods mentioned above are all unsupervised approaches which do not make use of valuable class labels of training data.

Supervised methods take advantage of semantic labels of training data and often achieve a performance superior to unsupervised ones. To name a few, cross-modal similarity sensitive hashing (CMSH) [16] considers every bit of a hash code as a classification task, and learns the whole bits one by one. Semantic correlation maximization (SCM) [15] optimizes the hashing functions by maximizing the correlation between two modalities with respect to the semantic similarity obtained from labels. Semantics preserving hashing (SePH) [19] transforms the semantic affinities obtained from class labels into a probability distribution and approximates this distribution with to-be-learned hash codes in the Hamming space, and finally learns the hash codes via kernel logistic regression. Recently, supervised CMH methods combined with deep architectures have been extensively studied. For example, deep cross-modal hashing (DCMH) [20] integrates feature learning and hash code learning into a same deep framework, and minimizes a joint loss function to preserve the similarity and generate hash codes simultaneously. Self-supervised adversarial hashing (SSAH) [21] introduces two adversarial networks and a uniform label-net to maximize the semantic correlation and consistency of the representations between different modalities. Most of these CMH solutions assume that the labels are fully available during training, and the number of samples from different classes is balanced. In real world scenarios, though, the labels of the training data are only partially known, or not fully reliable. For this reason, weakly-supervised CMH methods have been proposed. Weakly-supervised cross-modal Hashing (WCHash) [22] enriches the labels
of training data and defines a latent central modality to make efficient hashing on more than three modalities. Flexible cross-modal hashing (FlexCMH) [23] extends weakly-supervised cross-modal hashing on partially paired modality data by jointly optimizing the match between samples of different modalities and collaborative matrix factorization based hashing.

In real world applications, the number of samples from different classes is often imbalanced, and to expand cross-modal hashing to emerging new labels, zero-shot CMH methods have been recently proposed. Attribute-guided network (AgNet) [12] aligns different modality data into a semantically rich attribute space via different attribute extraction networks, and then maps attribute vectors into hash codes. The shared attribute space enables the knowledge transfer from seen classes to unseen ones. Cross-modal zero-shot hashing (CZHash) [11] first learns a category space under the guidance of attribute data matrices, then learns hash functions via jointly optimizing the composite (inter-modal and intra-modal) similarity and category attribute space.

To the best of our knowledge, almost all the existing cross-modal hashing methods explicitly assume that the training set is class-balanced. As a result, they are vulnerable to long-tailed training sets, especially for samples from rare classes, as our experiments show. To overcome these limitations, we propose a novel CMH method (MetaCMH) based on meta learning for long-tail datasets.

2.2 Meta-learning To date, no single or general definition of meta-learning exists [13]. Intuitively, meta-learning is similar to transfer learning [24], where the model acquires experience (or meta-knowledge) over multiple learning episodes from source domains (data distributions) to improve the performance on new tasks with few training samples per class. Here we roughly group meta-learning methods into three categories according to the representation of meta-knowledge $\omega$.

Parameter Initialization Here $\omega$ corresponds to the initial parameters of a neural network. For example, model-agnostic meta-learning (MAML) [25] and probabilistic model-agnostic meta-learning (PMAML) [26] take meta-knowledge $\omega$ as initial conditions of the inner optimization. These methods aim to find a good initialization for the models, so that they can produce a good generalization performance on a new task with a small amount of training data. Latent embedding optimization (LEO) [27] first learns a low-dimensional representation for the parameters and then does the meta-learning process in the low-dimensional subspace.

Embedding Functions first learn an embedding network $\omega$ in the meta-learning process and transform raw input data into a representation which can preserve the original data structure. Prototypical networks [28] learn a metric space in which few-shot classification is achieved by computing the Euclidean distances between prototype representations of each class. Parameter networks [29] assume that similar categories have similar parameters, and predict parameters from activations. Black-Box Models directly train learner $\omega$ from the support set (i.e. $\theta = f_\omega(D^{\text{meta-train}})$) rather than relying on the gradient. For example, memory-augmented neural networks can learn parameters from old data and assimilate new data quickly [30]. [31] changes the memory retrieval mechanism of Neural Turing Machines and introduces an external memory module to learn meta-knowledge in the training procedure. Then the meta-knowledge (memory parameter) is used to enhance the neural networks and improve the rapid generalization ability. Meta networks [32] improve on this neural model by combining slow weights and fast weights. Slow weights are learned by SGD like ordinary neural networks and the updates are slow. Fast weights are predicted by an extra neural network and improve the rapid generalization ability of the whole network.

Our MetaCMH builds on a memory-augmented network to learn meta features for each sample, so as to achieve the unification of samples from head classes and those from tail ones. In MetaCMH, the memory feature is not simply added as a direct feature with a learned weight, as in [33]. We determine the weights based on the extent to which the sample belongs to the tail class. This makes it more interpretable and effective, as shown in the experiments.

3 Proposed Method
3.1 Notation and Problem Definition Without loss of generality, in this paper we present the solution for two different modalities (i.e., image and text). Suppose that $O = \{o_i\}_{i=1}^n$ is the dataset with $n$ samples, where each sample $o_i$ contains data from two different modalities $\{x_i, y_i\}$. Let $X \in \mathbb{R}^{n \times d_x}$ denote the image modality and $x_i \in \mathbb{R}^{d_x}$ corresponds to an image of $o_i$. Similarly, $Y \in \mathbb{R}^{n \times d_y}$ is the text modality. For each sample $o_i$, we have a class label vector $I_i \in \{0, 1\}^k$ to encode which classes it belongs to, and $L$ is the number of distinct classes. If the $t$-th element of $I_i$ is equal to 1, then $o_i$ belongs to class $t$; if it's equal to 0, $o_i$ does not belong to class $t$. Here, the number of samples in different classes subject to the long-tailed distribution (or power law distribution). In other words, a small number of classes has a moderate number of samples, and a large number of classes has a very small number of samples. We denote the affinity (similarity) matrix
as $A$ to identify whether the samples are similar to one another. If sample $i$ and $j$ have at least one label in common, we assume they are similar to each other and set $a_{ij} = 1$. On the other hand, if sample $i$ and sample $j$ do not have any label in common, we set $a_{ij} = 0$.

The goal of cross-modal hashing is to find a series of hash functions for each modality to map samples into a fixed length binary code while preserving their original proximity. In this paper, we aim to find two hash functions $f_x(x)$ and $f_y(y)$ for the image and text modalities, where $f_x(x_i) \in \{-1, +1\}^c$ is the hash code of sample $i$ obtained from the image modality, and $f_y(y_i) \in \{-1, +1\}^c$ is the hash code obtained from the text modality. Here $c$ is the hash code length. With the cross-modal similarity preserved, if samples $o_i$ and $o_j$ are similar (i.e., $a_{ij} = 1$), the Hamming distance between the hash codes $f_x(x_i)$ and $f_y(y_j)$ will be smaller; otherwise, the Hamming distance will be larger.

The whole framework of our method is illustrated in Figure 1. There are two basic modules in our framework, the meta embedding and the hash code learning modules. The meta module first learns meta features for each sample from different modalities. The weights of memory features for samples from head classes will be small and that for samples from tail classes will be large, therefore we can enhance the feature extraction ability of our meta embedding module especially for tail classes, for which there are not sufficient training samples. We then obtain the hash code from our hash learning module, which preserves the similarity by minimizing a likelihood loss function and making hash codes of samples from the same class close to each other. The details of our meta network and hash code learning module are presented in the following subsections.

### 3.2 Asymmetric Weighted Similarity

There are two main challenges in face of long-tailed data. As we can see in the Figure 2 the first challenge is the category imbalance problem. Specifically, there are more instances in the head categories than tail categories, and this will lead to an imbalance weight of different categories in the model learning process. The second challenge is the few-shot learning problem in the tail categories which we will deal with in the later section. To overcome the category imbalance problem, we propose an asymmetric weighted similarity.

### 3.3 Meta Embedding

In long-tailed data, samples can be roughly divided into two categories, samples from head classes and those from tail ones. Head classes have sufficient training samples, thus the neural network can learn their features well. For tail classes, the training samples are insufficient and ordinary neural networks perform poorly. Therefore, we use a meta embedding network to transfer meta-knowledge from head classes to tail ones, and enable our feature learning module to rapidly generalize to samples from tail ones. Firstly, we learn direct features $v_{direct}$ from each modality using a neural network. For the image modality, given the strong feature engineering ability of Convolutional Neural Networks, we choose a pre-trained CNN named CNN-F [33] to learn the features. CNN-F is a CNN with 8 layers. The detailed structure of the network is given in Table 1. The first five layers are convolutional layers denoted by “conv1×size×size” means there are num convolution filters in the layer and each filter size is size×size. “st.t” means the convolution stride is t. “pad n” means adding n pixels to each edge of the input image. “LRN” means Local Response Normalisation is applied to this layer. “pool” denotes the down-sampling factor. For text modality, we use a neural network with two fully-connected layers. The detailed structure is also given in Table 1. “nodes:n” means there are n nodes in the layer.

We want to remark that we mainly focus on the meta-embedding module, thus other alternative networks can be also adopted to extract features from image and text modalities.

CNN performs well under the prerequisite of sufficient training data [34]. But for long-tailed datasets, especially for samples from tail classes, we lack enough data for training. Given this, we introduce the memory features $v_{memory}$ to enhance the direct feature vector $v_{direct}$. We know that the feature learning procedure projects the raw samples data into a semantic subspace. Samples of different classes may also have partially similar semantic attributes. For example, pandas and tigers belong to different classes but they are both furry. Thus, if we take the linear combination of prototypes of different classes as the memory features $v_{memory}$, then the latter can be a good supplement for the direct features $v_{direct}$. Inspired by this observation, we denote the meta feature vector as $v_{meta}$:

$$v_{meta} = v_{direct} + \eta v_{memory}$$

Similarly to LSTM [35], in our meta-embedding network, both $v_{memory}$ and $v_{meta}$ are dependent on the input $v_{direct}$.

Specifically, for the memory features $v_{memory}$, we follow the idea in [36] and set $v_{memory}$ to a linear combination of discriminative centroids (prototypes) of different classes. We take the centroid of each class as an attribute and use their linear combination to enhance the direct features. We denote the centroid of the $i$-th class as $C_i$, and $C_i = \frac{1}{K} \sum_{j=1}^{K} v_j$. Here $K$ is the
The MetaCMH framework. The meta embedding network for each modality consists of two parts, a basic network and a meta network. For each sample, we first obtain its direct features of the image (text) modality using a basic image (text) network, and use a memory-augmented meta network to enhance the direct features with meta features. We then quantify the meta features and generate hash codes for each sample.

Figure 2: The distribution of instance numbers of different categories.

Table 1: Configuration of Image and Text networks

| Network | Layers | Configuration |
|---------|--------|---------------|
| Image-net | conv1 | filters:64 \times 11 \times 11, str. 4, pad 0, LRN, \times 2 pool |
| | conv2 | filters:256 \times 5 \times 5, str. 1, pad 2, LRN, \times 2 pool |
| | conv3 | filters:256 \times 3 \times 3, str. 1, pad 1 |
| | conv4 | filters:256 \times 3 \times 3, str. 1, pad 1 |
| | conv5 | filters:256 \times 3 \times 3, str. 1, pad 1, \times 2 pool |
| Text-net | fc6 | nodes:4096 |
| | fc7 | nodes:4096 |
| | fc8 | nodes:code length c |
| | fc1 | nodes:8192 |
| | fc2 | nodes:code length c |

number of samples of class \( i \) and \( v_j \) is the direct feature vector for samples from class \( i \). Then, we can define our memory feature vector as follows:

\[
 v_{\text{memory}} = \sum_i w_i C_i
\]

where \( w_i \) is the weight of the prototype and it depends on \( v_{\text{direct}} \). Concretely, \( w_i \) is learned by a shallow neural network whose input is \( v_{\text{direct}} \) and output is \( w_i \). The parameters of this weight learning network \( \theta \) are updated by SGD and back-propagation via minimizing the loss function, which is embedded in the learning process of the entire image-net or text-net.

In Eq. (3.1), \( \eta \) is the weight for memory feature vector \( v_{\text{memory}} \). Intuitively, if the sample is from head classes, there are sufficient supervised training data in the same class, so the direct features \( v_{\text{direct}} \) can work well alone. Therefore, the weight of memory features \( \eta \) should be smaller. On the other hand, if the sample is from tail classes, \( \eta \) should be larger. Thus, we define the trade-off parameter as:

\[
 \eta = \frac{d_{\text{tail}}}{d_{\text{head}}}
\]

where \( d_{\text{min}} = \min_{j \in \mathcal{C}_{\text{head}}} |v_i - C_j|_2 \) is the minimum distance to the prototypes of the head classes and \( d_{\text{tail}} = \min_{j \in \mathcal{C}_{\text{tail}}} |v_i - C_j|_2 \). In this way, we can ensure that the trade-off parameter \( \eta \) for the samples of the head classes is small, while \( \eta \) for the samples of the tail ones is large. In other meta-learning methods like [6], a parameter similar to \( \eta \) is learned by an extra shallow neural network. Our strategy is more interpretable and more effective, as shown in our experiments.
3.4 Hash code learning After extracting meta features for each sample, we then focus on how to obtain the hash code for each sample. Suppose $A \in \{0, 1\}^{n \times n}$ is the affinity matrix of samples and each $a_{ij} = 1$ in $A$ means sample $i$ is similar to sample $j$, and $a_{ij} = 0$ means sample $i$ is not similar to $j$. Here, we need to learn hash codes and hash functions while preserving the similarity information in $A$. Suppose that $H^x = [h^x_1, \ldots, h^x_n] \in \mathbb{R}^{c \times n}$ is the hash code matrix obtained from the image modality and $h^x_i$ is the hash code obtained from the image modality for image $i; H^y = [h^y_1, \ldots, h^y_n] \in \mathbb{R}^{c \times n}$ is the hash code matrix obtained from the text modality and $h^y_i$ is the hash code obtained from the text modality for text $i$. Since $A$ is known, we want to obtain the $H^x$ and $H^y$ corresponding to the highest probability. Therefore, we apply a maximum a posteriori approach:

$$\log p(H^x, H^y|A) \propto \log p(A|H^x, H^y)p(H^x)p(H^y)$$

(3.4)

$$= \sum_{i,j} \log p(a_{ij}|h^x_i, h^y_j)p(h^x_i)p(h^y_j)$$

where $p(a_{ij}|h^x_i, h^y_j)$ is the likelihood function, $p(h^x_i)$ and $p(h^y_j)$ are prior probabilities of $h^x_i$ and $h^y_j$, which are unknown fixed values. Thus, we only consider the definition of the likelihood function $p(a_{ij}|h^x_i, h^y_j)$. As mentioned earlier, the principle of hashing is to preserve the proximity between samples, i.e., the smaller the Hamming distance between $h^x_i$ and $h^y_j$, the higher the probability that $a_{ij}$ will be 1. Hamming distance is non-differentiable, thus we should find a surrogate. $h^x_i$ and $h^y_j$ here are both binary code vectors, so the Hamming distance between $h^x_i$ and $h^y_j$ can be converted into an inner product:

$$\text{dist}_H(h^x_i, h^y_j) = \frac{1}{2}(c - \langle h^x_i, h^y_j \rangle)$$

(3.5)

where $c$ is the length of hash codes, and $\langle h^x_i, h^y_j \rangle$ denotes the inner product of $h^x_i$ and $h^y_j$. From Eq. (3.5), we know that $\text{dist}_H(h^x_i, h^y_j)$ is negatively correlated with $\langle h^x_i, h^y_j \rangle$. Thus, we define the likelihood function of $a_{ij}$ as follows:

$$p(a_{ij}|h^x_i, h^y_j) = \begin{cases} \sigma(\phi_{ij}) & a_{ij} = 1 \\ 1 - \sigma(\phi_{ij}) & a_{ij} = 0 \end{cases}$$

$$= \sigma(\phi_{ij})^{\alpha_{ij}}(1 - \sigma(\phi_{ij}))^{1-\alpha_{ij}}$$

(3.6)

where $\phi_{ij} = \frac{1}{2} \langle h^x_i, h^y_j \rangle$ and $\sigma(\phi) = \frac{1}{1+e^{-\phi}}$ denotes the Sigmoid function. $\sigma(\phi)$ is positively correlated with argument $\phi$, so the smaller the Hamming distance between $h^x_i$ and $h^y_j$, the larger the inner product $\langle h^x_i, h^y_j \rangle$ is. This results in a higher probability that $a_{ij}$ will be 1 and vice versa. Therefore, Eq. (3.6) is a good approximation of the likelihood function.

Let $v^x_i = f^x(x_i; \theta_x) \in \mathbb{R}^c$ and $v^y_j = f^y(y_j; \theta_y) \in \mathbb{R}^c$ denote the learned meta features of the image modality of sample $i$ and the text modality of sample $j$. $\theta_x$ and $\theta_y$ are the parameters of image-net and text-net, respectively. $V^x = [v^x_1, \ldots, v^x_n]$ and $V^y = [v^y_1, \ldots, v^y_n]$ are the feature matrices of the image modality and the text modality. We can define our loss function as follows:

$$\min_{B, \theta_x, \theta_y} J = -\sum_{i,j=1}^n \left( a_{ij} \Phi_{ij} - \log(1+e^{\Phi_{ij}}) \right)$$

(3.7)

$$+ \alpha(||B - V^x||_F^2 + ||B - V^y||_F^2)$$

$$+ \beta(||V^x 1||_F^2 + ||V^y 1||_F^2)$$

s.t. $B \in \{-1, 1\}^{c \times n}$

where $\Phi_{ij} = \frac{1}{2} \langle v^x_i, v^y_j \rangle$ is the inner product between $v^x_i$ and $v^y_j$, $B$ is the unified hash code. $1$ is a vector with all elements being 1. The first term $-\sum_{i,j=1}^n (a_{ij} \Phi_{ij} - \log(1+e^{\Phi_{ij}}))$ is the negative log likelihood of the affinity matrix $A$. It is easy to see that minimizing the first term can make the inner product between $v^x_i$ and $v^y_j$ small when $a_{ij} = 0$, and large when $a_{ij} = 1$. In other words, samples similar to each other will be assigned similar meta features. The second term $||B - V^x||_F^2 + ||B - V^y||_F^2$ is the quantization loss. Minimizing this term forces hash codes learnt from paired samples across modalities to be as similar as possible. The third term $||V^x 1||_F^2 + ||V^y 1||_F^2$ is the balance loss; minimizing this term can make the number of zeros and ones in the hash codes as close as possible, and thus enlarge the coding space.

3.5 Optimization There are three parameters in our loss function Eq. (3.7), $B$, $\theta_x$, and $\theta_y$. It is hard to optimize these parameters simultaneously. Thus, we optimize these parameters by an alternative strategy. We iteratively learn one of the three parameters at a time while fixing the others and give the main idea here. **Optimize $\theta_x(\theta_y)$**. We learn the parameters of image-net $\theta_x$ with $\theta_y$ and keep $B$ fixed. We first calculate
the derivative of the loss function $J$ with respect to the meta feature vector $V_i^x$ for each sample $x_i$, and then use the back-propagation (BP) algorithm and stochastic gradient descent (SGD) to update $\theta_x$ iteratively. $\partial J / \partial V_i^x$ is calculated as follows:

$$
\frac{\partial J}{\partial V_i^x} = \frac{1}{2} \sum_{j=1}^{n} (\sigma(\Phi_{ij})V_j - a_{ij}V_i^y) + 2\alpha(V_i^x - B_{ix}) + 2\beta V_i^x 1
$$

where $V_i^x$ denotes the $i$-th column of $V^x$. Then we can compute $\partial J / \partial V^x$ using the chain rule, and then update $\theta_x$ based on BP. The optimization of $\theta_y$ is similar.

**Optimize $B$**. When $\theta_x$ and $\theta_y$ are fixed, the optimization problem can be reformulated as:

$$
\max_B tr(B(V^x + V^y)^T) \\
\text{s.t. } B \in \{+1, -1\}^{\times n}
$$

We can easily solve this problem by letting $B_{ij}$ have the same sign as $(V^x + V^y)_{ij}$:

$$
B = sign(V^x + V^y)
$$

### 4 Experiments

#### 4.1 Experimental setup

We conduct our experiments on two different long-tailed datasets. As we stated earlier, most existing cross-modal hashing methods only focus on balanced data. There is no off-the-shelf benchmark multi-modal long-tailed dataset. Given this, we manually filter and modify the two datasets **Flickr** [36] and **NUS-wide** [37]. The original **Flickr** dataset contains of 25,015 images collected from the Flickr website. Each image is annotated with its corresponding textual tags and at least one label out of 24 different semantic labels. The textual tags of each image are represented with a 1386-dimensional BOW (bag of word) vector. Each image-tag pair is treated as an sample. For methods based on hand-crafted features rather than raw picture data, each image is converted to a 512-dimensional GIST vector. The original **NUS-wide** dataset contains of 269,648 images and corresponding textual tags collected from Flickr website. Each image-tag pair is treated as an sample and each sample is labeled with at least one label of 81 concepts. The textual tags are converted into a series of 1000-dimensional BOW vectors. For hand-crafted features based methods, each image is converted into a 500-dimensional bag-of-visual-words (BOVW) vector.

We convert these two datasets into long-tailed datasets in a similar way. Because most samples in the two datasets are labeled with not only one label, we first get rid of the excess labels on the samples. For samples with more than 3 labels, we randomly keep 2-3 high discriminative labels. Here we assume that class labels with fewer samples are more discriminative. For example, a tiger has two labels (“animal” and “feline”). Obviously, more samples have the label “animal”, and fewer the label “feline”. To keep the tail labels, we select samples and construct our long-tailed training sets. We select a few classes with a large number of samples and a large number of classes with a few samples (the specific quantities are shown in Table 2). In this way, the number of samples in different classes follow a long-tailed distribution. As for the test (query) set, we select 50 samples from each class. We use the whole original dataset (excluding samples in the training set) as the retrieval set.

We use five representative methods for empirical comparison, including Deep Cross-Modal Hashing (DCMH) [20], Semantic Correlation Maximization (SCM-seq and SCM-orth) [18], Semantics Preserving Hashing (SePH) [28], and Collective Matrix Factorization Hashing (CMFH) [9]. SCM-seq, SCM-orth, and SePH are supervised methods with shallow architectures. DCMH and SDCH are supervised methods with deep architectures. CMFH is an unsupervised hash learning method. In addition, MetaCMH-v is introduced as a variant of MetaCMH and it uses a shallow neural network to learn the parameter $\eta$ rather than adopting Eq. (3.3). For each comparison method, we use the hyper-parameters recommended in the corresponding article. For MetaCMH and MetaCMH-v, we set $\alpha = \beta = 1$. We use the canonically used mean average precision (MAP) [17,18] to quantify the performance of hashing retrieval methods.

#### 4.2 Results and Analysis

We report the experimental results in Table 3 where “I to T” means the query is the image and the retrieval data is the text, and “I to T” means the query is the text and the retrieval data is the image. The standard deviations of MAP results of compared methods are quite small (generally less than 3%), thus we do not report the standard deviations in the table. From Table 3 we have the following observations and conclusions:

(i) The methods with a deep architecture (DCMH, MetaCMH and MetaCMH-v) outperform solutions with...
Table 3: Mean Average Precision of all methods on Flickr and NUS-wide.

| Dataset     | Flickr | NUS-wide |
|-------------|--------|----------|
|             | All classes | Head Classes | Tail Classes | All classes | Head Classes | Tail Classes |
| bits        | 32bit | 64bit | 32bit | 64bit | 32bit | 64bit | 32bit | 64bit | 32bit | 64bit |
|             |        |        |        |        |        |        |        |        |        |        |
| DCMH        | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 |
| CMFH        | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 |
| SCM-seq     | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 |
| SCM-orth    | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 |
| SePH        | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 | 0.404 | 0.395 |
| MetaCMH     | 0.521 | 0.527 | 0.485 | 0.491 | 0.431 | 0.440 | 0.507 | 0.514 | 0.307 | 0.319 |
| MetaCMH-v   | 0.501 | 0.503 | 0.494 | 0.504 | 0.420 | 0.427 | 0.507 | 0.514 | 0.287 | 0.298 |

4.3 Parameter analysis

In the MetaCMH model, there are two hyper-parameters: $\alpha$ and $\beta$. We conduct a series of experiments on the long-tailed Flickr dataset to study the influence of these two parameters. We set $\beta = 1$ when testing the sensitivity of $\alpha$ and set $\alpha = 1$ when testing the sensitivity of $\beta$. Results are shown in Figure 4 where the hash code length is fixed to 32 bits. We observe that when $\alpha = 1$, the MAP values reach their maximum values, and the model works best. As $\alpha$ increases or decreases, the effectiveness of the model decreases. Compared to $\alpha$, the model is less sensitive to the input value of $\beta$, but the overall pattern is similar as $\alpha$. When $\beta = 1$, the MAP values reach their maximum values, and the model works best. Overall, a too small $\alpha$ cannot ensure consistent hashing codes across modalities, while a too small $\beta$ cannot generate balanced binary codes. On the other hand, over-weighing them brings down the quality of cross-modal hashing functions. From these observations, we adopt $\alpha = 1$ and $\beta = 1$ in the experiments.

4.4 Ablation study

In this section, we conduct a series of ablation study to validate the effectiveness of

a shallow architecture (CMFH, SCM-seq, SCM-orth, SePH), and the former methods perform better than the latter ones on both head and tail classes. Therefore, methods with deep architectures achieve higher overall MAP values. This is mainly because the deep neural networks based methods have a stronger feature extraction capability than shallow ones.

(ii) Supervised methods perform better than unsupervised methods (CMFH). This is very intuitive, since supervised methods take advantage of class labels which can effectively improve the performance of hashing. The gap between CMFH and SCM-seq (or SCM-orth) is small because SCM simply uses a linear transformation to learn the hash function while trying to reconstruct the cosine similarity matrix with obtained hash codes, and it ignores structure information. In contrast, CMFH learns a latent semantic space via feature matrix decomposition, which can mine structure information.

(iii) MetaCMH uses a similar hash code learning method as DCMH, but DCMH only uses a basic deep neural network to learn the features of instances. We observe that, DCMH performs well on head classes, but it clearly loses to MetaCMH on tail ones. This is due to the fact that the memory-augmented network can transfer meta knowledge from head classes to tail ones, and can enhance the effectiveness on tail classes. We also observe that in some cases, the MAP values of DCMH on head classes are higher than those of MetaCMH. This is because for head classes with abundant training samples, the basic deep neural network can learn features of instances very well, and the extra memory features may in part damage the direct features.

(iv) MetaCMH-v achieves results comparable to MetaCMH on head classes, but it loses to MetaCMH on tail classes. This is because MetaCMH-v uses a shallow neural network to learn the weight of memory features, which does not guarantee that the weights of memory features of instances from the head classes are significantly smaller than those from tail ones. As a result, direct features of instances from head classes are well learned, but those for tail classes are not, and the lower weights of instances from tail classes cannot well enhance the direct features.

Overall, these results and the ablation study confirm the necessity and effectiveness of MetaCMH on performing meta feature learning for long-tailed data.
5 Conclusion

In this paper, we proposed a novel cross-modal hashing method called Meta Cross-Modal Hashing (MetaCMH) for long-tailed data. MetaCMH introduces a meta-learning framework into cross-modal hashing and uses a memory-augmented network to transfer meta knowledge from head classes to tail ones. Our experiments on two long-tailed datasets show that meta-learning and CMH can work well together, and MetaCMH outperforms competitive methods on long-tailed datasets. The codes of MetaCMH are available at http://mlda.swu.edu.cn/codes.php?name=MetaCMH.
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