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Abstract

If \( n \) is even, the \( n \)-dimensional hypercube can be decomposed into edge-disjoint cycles of length \( 2^i \) for every value of \( i \) from 2 to \( n \).

1 Introduction

A decomposition of a graph \( G \) is a set of subgraphs that partition the edges of \( G \). For \( n \geq 1 \), the \( n \)-dimensional hypercube graph is denoted by \( Q_n \) and is defined as the graph with \( V(Q_n) = \{0, 1\}^n \), and

\[
E(Q_n) = \{vw : v, w \in V(Q_n), v \text{ and } w \text{ differ in one coordinate}\}.
\]

We are interested in decomposing the hypercube into cycles each of whose length is the same power of two.

Decomposition problems on the hypercube go back to Ringel [10], who proved that \( Q_n \) has a decomposition into Hamiltonian cycles when \( n \) is a power of two and \( n \geq 2 \). Such a decomposition of a graph into Hamiltonian cycles is called a Hamiltonian decomposition, and Ringel asked whether \( Q_n \) has a Hamiltonian decomposition for all even \( n \). This was implicitly resolved in the affirmative by Aubert and Schneider [3]. See Alspach, Bermond, and Sotteau [1] for an explicit statement.

Beyond Hamiltonian decompositions, Stout [11], Horak, Siran, and Wallis [7], Mollard and Ramras [9], and Wagner and Wild [13] showed that \( Q_n \) can be decomposed into certain trees. Anick and Ramras [2], and independently Erde [5] proved that if \( n \)
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is odd, then $Q_n$ can be decomposed into any path whose length divides the number of edges in $Q_n$ and is at most $n$. Fink [6], Horak, Siran, and Wallis [7], Mollard and Ramras [9], Tapadia, Waphare, and Borse [12], and Axenovich, Offner, and Tompkins [4] proved that when $n$ is even, $Q_n$ can be decomposed into cycles of certain lengths, among other results, but a complete characterization of the graphs that can decompose $Q_n$ remains an open question, even for paths, trees, and cycles.

Our goal is to find decompositions of hypercube graphs into cycles whose length is a power of two. The results of Ringel [10], Aubert and Schneider [3], and Axenovich, Offner, and Tompkins [4] show that $Q_n$ can be decomposed into relatively long cycles whose length is a power of two, and Tapadia, Waphare, and Borse [12] show that $Q_n$ can be decomposed into relatively short cycles whose length is a power of two, but there are no published results for cycles whose length is in between. In this paper we give an elementary proof of the following complete characterization.

**Theorem 1** If $n$ is even, $n \geq 2$, and $2 \leq i \leq n$, then the $n$-dimensional hypercube can be decomposed into cycles of length $2^i$.

Theorem 1 is a corollary of our main result, the slightly more general Theorem 14. In Section 2 we introduce the definitions and notation necessary for our proofs. In Section 3 we prove the main result. In Proposition 11 we prove that if $n$ is even, then $Q_n$ can be decomposed into cycles of length $2^{n-1}$, which, along with Theorem 6, provides the base cases for the inductive proof of Theorem 14. For the inductive step, in Lemma 12 and Proposition 13 we use the fact that $Q_{n+2}$ is the Cartesian product of $Q_n$ with $Q_2$ to show that if $Q_n$ can be decomposed into cycles of length $2^i$, then $Q_{n+2}$ can as well.

## 2 Definitions and notation

The Cartesian product of two graphs $G$ and $H$ is denoted as $G \Box H$ and is defined to be the graph where $V(G \Box H) = \{(u, v) : u \in V(G), v \in V(H)\}$ and $E(G \Box H) = \{(u, v)(u', v') : u = u', vv' \in E(H) \text{ or } v = v', uu' \in E(G)\}$. Define the $n$-fold Cartesian product of a graph $G$ with itself to be the graph $G^n = G \Box G \Box \cdots \Box G$ resulting from taking the Cartesian product of $G$ with itself $n$ times. In other words, $V(G^n) = V(G)^n$ and the edges of $G^n$ are pairs $\{(v_1, \ldots, v_n), (w_1, \ldots, w_n)\}$ where $(v_1, \ldots, v_n), (w_1, \ldots, w_n) \in V(G^n)$, and $(v_1, \ldots, v_n)$ and $(w_1, \ldots, w_n)$ differ in only coordinate $i$, where $v_i, w_i \in E(G)$.

Let $C_k$ represent the cycle of length $k$. Let $K_n$ represent the complete graph on $n$ vertices. We call the Cartesian product of two cycles a torus.

For $n \geq 1$, the $n$-dimensional hypercube graph can be represented as a Cartesian product. Since we can represent $K_2$ as the graph with $V(K_2) = \{0, 1\}$, and $E(K_2) = \{\{0, 1\}\}$, $Q_1 = K_2$, and for $n \geq 2$, $Q_n = K_2^n$ is the $n$-fold Cartesian product of $K_2$. 
Figure 1: Left: A representation of $Q_4$ as the Cartesian product $C_4 \square C_4$. With the vertices of $C_4$ labeled 00, 01, 11, 10, the vertex labels for $Q_4$ are obtained by concatenating the column label of the vertex with the row label of the vertex. For example the large white vertex has label 1110. Center: A partitionable decomposition of $Q_4$ into cycles of length 8. One partition set $F_1$ contains the two solid red cycles, while the other partition set $F_2$ contains the two dashed blue cycles. Right: A partitionable decomposition of $Q_4$ into cycles of length 16. One partition set $F_1$ contains the solid red cycle, while the other partition set $F_2$ contains the dashed blue cycle.

Since $Q_2 = K_2 \square K_2 = C_4$, for $n \geq 1$, $Q_{2n} = C_4^n$ is the $n$-fold Cartesian product of $C_4$.

See Figure 1 (left) for a representation of $Q_4$ as the Cartesian product $C_4 \square C_4$. With the vertices of each $C_4$ labeled 00, 01, 11, 10, the vertex labels for the vertices of $Q_4$ are obtained by concatenating the column label of the vertex with the row label of the vertex. For a Cartesian product $G \square H$, we follow the convention in Figure 1 and refer to the edges $\{(u,v)(u',v'): u = u', vv' \in E(H)\}$ as vertical edges, and the edges $\{(u,v)(u',v'): v = v', uu' \in E(G)\}$ as horizontal edges. In other words, an edge whose vertices differ in the first coordinate is referred to as a horizontal edge, and an edge whose vertices differ in the second coordinate is a vertical edge.

Given two graphs $G$ and $H$, define the union $G \cup H$ to be the graph where $V(G \cup H) = V(G) \cup V(H)$ and $E(G \cup H) = E(G) \cup E(H)$. We use the notation $G \sqcup H$ to denote an edge-disjoint union of graphs, that is a union of graphs $G$ and $H$ where $E(G) \cap E(H) = \emptyset$.

A decomposition of a graph $G$ is a set of subgraphs that partition the edges in $G$. That is, a set of graphs $\{G_1, G_2, ..., G_m\}$ is a decomposition of $G$ if and only if $E(G) = \bigcup_{1 \leq i \leq m} E(G_i)$. Note $E(G_i) \cap E(G_j) = \emptyset$ if $i \neq j$. We will write $G = G_1 \sqcup \cdots \sqcup G_m$ to represent such a decomposition.

Call a decomposition $G = G_1 \sqcup \cdots \sqcup G_m$ partitionable if the set $\{G_1, \ldots, G_m\}$ can be partitioned into subsets $F_1, \ldots, F_k$ such that for $1 \leq i \leq k$ the sets $\{V(H) : H \in F_i\}$ partition the vertex set of $G$. Call the sets $F_1, \ldots, F_k$ the partition sets of the decomposition. For example, Figure 1 (center) shows a partitionable decomposition of $Q_4$ into cycles of length 8. Figure 1 (right) shows a partitionable decomposition of $Q_4$ into cycles of length 16.
3 Decompositions

Propositions 2 and 3 describe decompositions of $Q_4$ and $Q_6$ into cycles. These decompositions serve as base cases for Proposition 11.

**Proposition 2** $Q_4$ has a partitionable decomposition into four cycles of length 8.

**Proof:** The decomposition is shown in Figure 1 (center). The two red cycles are $R^0 = (0000, 0100, 0101, 1101, 1100, 1000, 1001, 0001, 0000)$ and $R^1 = (0011, 0111, 0110, 1110, 1111, 1011, 1010, 0010, 0011)$ and the two dashed blue cycles are $B^0 = (0000, 0010, 0100, 1100, 1110, 1010, 1000, 0000)$ and $B^1 = (0011, 0001, 0101, 0111, 1111, 1101, 1001, 1011, 0011)$. The two partition sets are $\{R^0, R^1\}$ and $\{B^0, B^1\}$. ■

**Proposition 3** $Q_6$ has a partitionable decomposition into six cycles of length 32.

**Proof:** A partitionable decomposition of $Q_6$ into six cycles of length 32 is illustrated in Figures 2 and 3 and the cycles $C^1, C^2, B^1, B^2, Y^1,$ and $Y^2$ are written explicitly at the end of the proof. The three partition sets in the decomposition are $\{C^1, C^2\}$, $\{B^1, Y^1\}$, and $\{B^2, Y^2\}$.

The graph $Q_6$ is represented in Figure 2 as the Cartesian product $Q_4 \Box Q_2$. The cycles $C^1$ (dashed red) and $C^2$ (dotted blue) are shown in Figure 2. Their vertex sets partition $V(Q_6)$, so one partition set of our decomposition is $\{C^1, C^2\}$.

All edges not in $C^1$ or $C^2$ (gray, brown, and yellow edges, as well as edges not pictured) are represented in one of the isomorphic subgraphs $G_B$ and $G_Y$ of $Q_6$ in Figure 3 (top) and Figure 3 (middle) exactly once. Thus it remains to find a Hamiltonian decomposition of each of $G_B$ and $G_Y$, which is done in Figure 3 (bottom). Let $B^1$ and $B^2$ be the cycles in the decomposition of $G_B$, and let $Y^1$ and $Y^2$ be the cycles in the decomposition of $G_Y$.

Since $V(G_B)$ and $V(G_Y)$ partition $V(Q_6)$, $\{B^1, Y^1\}$ and $\{B^2, Y^2\}$ are the remaining two partition sets.

The decomposition is summarized below.

The cycle $C^1$ is the dashed red cycle in Figure 2 (011000, 01110, 011110, 001110, 001010, 101010, 101110, 111110, 111010, 110110, 110111, 111111, 101111, 101011, 001011, 001111, 011111, 011011, 011001, 011101, 001101, 001001, 101001, 101101, 111101, 111001, 111100, 101100, 101000, 001000, 001100, 001100, 011100)

The cycle $C^2$ is the dotted blue cycle in Figure 2 (010100, 010110, 010010, 000010, 000110, 100010, 100110, 101010, 110110, 110011, 110011, 110011, 110111, 100111, 100111, 100111, 100011, 100011, 010011, 010111, 010101, 010001, 000001, 000101, 010101, 000101, 000101, 110001, 110011, 110101, 110100, 110000, 100000, 100100, 000100, 000100, 010100)

The cycles $B^1$ and $B^2$ are the two cycles in the Hamiltonian decomposition of the graph $G_B$ in Figure 3 (top).

$B^1$: (010110, 010111, 011111, 011101, 011100, 111100, 111101, 111111, 110111,
The cycles $Y_1$ and $Y_2$ are the two cycles in the Hamiltonian decomposition of the graph $G_Y$ in Figure 3 (middle).

$Y_1$: (011010, 011011, 010011, 010001, 010000, 110000, 110001, 110011, 111011, 111001, 011001, 001001, 001011, 000011, 000001, 000000, 100000, 100001, 100011, 101011, 101001, 101000, 111000, 011000, 001000, 001010, 000010, 000010, 100010, 101010, 111010, 110010, 010010, 011010)

$Y_2$: (011010, 111010, 111000, 110000, 110010, 110011, 010011, 010010, 010000, 011000, 011001, 010001, 110001, 111001, 101001, 100001, 001001, 001010, 000010, 000011, 000111, 100011, 100010, 100000, 101000, 101010, 101011, 111011, 011011, 001011, 001010, 011010)

Theorems 4, 5, and 6 about Hamiltonian decompositions of Cartesian product graphs are due to Kotzig [8] and Aubert and Schneider [3], respectively.

**Theorem 4 (Kotzig, 1973)** The Cartesian product of two cycles has a Hamiltonian decomposition.

**Theorem 5 (Aubert and Schneider, 1982)** If $G$ is a 4-regular graph with a Hamiltonian decomposition and $C$ is a cycle, then $G \square C$ has a Hamiltonian decomposition.

The fact that if $n$ is even, $Q_n$ has a Hamiltonian decomposition is a corollary of Theorem 5 (see [1]). Note that a Hamiltonian decomposition is partitionable, with each partition set containing one cycle. So we restate this result as follows.

**Theorem 6** For all even $n$, $Q_n$ has a partitionable decomposition into Hamiltonian cycles.

We now state two propositions on decompositions of Cartesian products. The first proposition is Proposition 8 in [4].

**Proposition 7** Let $G$ and $H$ be graphs, with decompositions $G = G_1 \sqcup \cdots \sqcup G_m$ and $H = H_1 \sqcup \cdots \sqcup H_m$ where for $1 \leq i \leq m$, $V(G_i) = V(G)$ and $V(H_i) = V(H)$. Then

$$G \square H = \bigsqcup_{i=1}^{m} (G_i \square H_i).$$

**Proposition 8** Let $G$ be a graph with a partitionable decomposition $G = G_1 \sqcup \cdots \sqcup G_m$
Figure 2: A representation of $Q_6 = Q_4 \Box C_4$. The $Q_4$ whose vertex labels end with 00, 01, 11, and 10 are pictured in the upper left, upper right, lower right, and lower left, respectively. The label for each vertex in $Q_6$ is obtained by concatenating the column label and then the row label of the vertex, followed by these last two coordinates. For example, the address of the large white vertex in the lower left is 001110. All horizontal edges (edges that differ in the first four coordinates) are shown, but the eight curved edges are the only vertical edges shown, and the rest are omitted for clarity. The dashed red and dotted blue cycles are $C^1$ and $C^2$ in the decomposition of $Q_6$ described in the proof of Proposition 3. The remaining gray, brown, yellow, and omitted vertical edges are partitioned between the graphs $G_B$ and $G_Y$ in Figure 3 (top and middle). The brown edges are \{010100, 110100\}, \{010110, 110110\}, \{010111, 110111\}, and \{010101, 110101\}. The yellow edges are \{011000, 111000\}, \{011010, 111010\}, \{011011, 111011\}, and \{011001, 111001\}.
Figure 3: Top: The subgraph $G_B$ of $Q_6$. The curved brown edges are the same as the brown edges in Figure 2. The black edges are either gray edges or omitted vertical edges in Figure 2. The four vertical “missing” edges in this figure are the dashed blue curved edges in Figure 2. Middle: The subgraph $G_Y$ of $Q_6$. The curved yellow edges are the same as the yellow edges in Figure 2. The black edges are either gray edges or omitted vertical edges in Figure 2. The four vertical “missing” edges in this figure are the dashed curved red edges in Figure 2. Bottom: A Hamiltonian decomposition for $G_B$ or $G_Y$. 
with one partition set \( \mathcal{F} = \{G_1, \ldots, G_m\} \), and let \( H \) be any graph. Then

\[
G \square H = \bigsqcup_{i=1}^{m} (G_i \square H)
\]

is a partitionable decomposition of \( G \square H \) with one partition set.

**Proof:** We first show that \( E(G \square H) = \bigsqcup_{i=1}^{m} E(G_i \square H) \). Fix an edge \( e \in E(G \square H) \) and consider two cases, depending whether \( e \) is a horizontal or vertical edge.

If \( e \) is horizontal, \( e = (u,v)(u',v) \), where \( uv' \in E(G) \), \( v \in V(H) \). Then because \( G = G_1 \sqcup \cdots \sqcup G_m \), we know \( uv' \in E(G_j) \) for exactly one \( j \in \{1, \ldots, m\} \), and therefore \( e \in E(G_i \square H) \) if and only if \( i = j \).

Otherwise \( e \) is vertical, so \( e = (u,v)(u,v') \), where \( vv' \in E(H) \), \( u \in V(G) \). Then since \( \mathcal{F} = \{G_1, \ldots, G_m\} \) is a partition set, we know \( u \in V(G_j) \) for exactly one \( j \in \{1, \ldots, m\} \) and therefore \( e \in E(G_i \square H) \) if and only if \( i = j \).

It remains to show that \( \{G_1 \square H, \ldots, G_m \square H\} \) is a partition set, i.e. their vertex sets partition \( V(G \square H) \). Fix a vertex \( (u,v) \in V(G \square H) \). Because \( \mathcal{F} = \{G_1, \ldots, G_m\} \) is a partition set for \( G \), we know \( u \in V(G_j) \) for exactly one \( j \in \{1, \ldots, m\} \). Therefore \((u,v) \in V(G_i \square H) \) if and only if \( i = j \).

In Lemma 10 and Proposition 13 we will use the following observation, stating roughly that a partitionable decomposition of a partitionable decomposition into spanning subgraphs gives a partitionable decomposition.

**Proposition 9** Suppose \( G \) has a partitionable decomposition \( G = \biguplus H_i \), and for \( 1 \leq i \leq m \), \( V(G_i) = V(G) \). Suppose for \( 1 \leq i \leq m \), \( G_i \) has a partitionable decomposition into copies of a graph \( H \), with partition sets \( \mathcal{F}_{i,1}, \ldots, \mathcal{F}_{i,k_i} \). Then \( G \) has a partitionable decomposition into copies of \( H \), with partition sets \( \mathcal{F}_{i,j} \) where \( 1 \leq i \leq m \) and \( 1 \leq j \leq k_i \).

**Lemma 10** Suppose the graph \( G \) has a partitionable decomposition into cycles of length \( \ell \), with \( m \) partition sets, where \( m \geq 1 \). Suppose the graph \( H \) has a Hamiltonian decomposition with between \( m \) and \( 2m \) cycles. Then \( G \square H \) has a partitionable decomposition into cycles of length \( \ell |V(H)| \).

**Proof:** Suppose \( G \) has a partitionable decomposition into cycles of length \( \ell \) with \( m \) partition sets \( \mathcal{F}_1, \ldots, \mathcal{F}_m \). For \( 1 \leq i \leq m \), let \( G_i = \bigcup_{C \in \mathcal{F}_i} C \). Since \( \mathcal{F}_i \) is a partition set, for \( 1 \leq i \leq m \), \( V(G_i) = V(G) \). Suppose \( H \) has a Hamiltonian decomposition with \( m + n \) cycles, where \( 0 \leq n \leq m \). Denote these Hamiltonian cycles by \( H^1, \ldots, H^{m+n} \). Then \( H \) has a decomposition \( H = H_1 \sqcup \cdots \sqcup H_m \), where for \( 1 \leq i \leq n \), \( H_i = H^i \sqcup H^{m+i} \), and for \( n+1 \leq i \leq m \), \( H_i = H^i \).

Since \( H_i \) is either a Hamiltonian cycle or a union of two Hamiltonian cycles, for \( 1 \leq i \leq m \), \( V(H_i) = V(H) \). Thus by Proposition 7, \( G \square H = \bigsqcup_{i=1}^{m} G_i \square H_i \).

For \( 1 \leq i \leq m \), since \( V(G_i) = V(G) \) and \( V(H_i) = V(H) \), \( V(G_i \square H_i) = V(G \square H) \). Thus by Proposition 9 it remains to show that for \( 1 \leq i \leq m \), \( G_i \square H_i \) has a
partitionable decomposition into cycles of length $\ell |V(H)|$. By Proposition 8 letting $G = G_i$, $F = F_i$, and $H = H_i$,

$$G_i \boxtimes H_i = \bigcup_{C \in F_i} (C \boxtimes H_i),$$

and this decomposition is partitionable with one partition set.

There are now two cases for the decomposition of each Cartesian product $C \boxtimes H_i$, depending if $H_i$ is the union of one or two cycles.

Case 1: If $n + 1 \leq i \leq m$, then $H_i$ is a Hamiltonian cycle in $H$. Each graph in the union $\bigcup_{C \in F_i} (C \boxtimes H_i)$ is a Cartesian product of two cycles of lengths $\ell$ and $|V(H)|$, which by Theorem 4 has a decomposition into two Hamiltonian cycles, each of length $\ell |V(H)|$. Since the decomposition of $G_i \boxtimes H_i$ has one partition set, if we color the Hamiltonian cycles from each torus red and blue, the set of red cycles forms one partition set, while the set of blue cycles forms another.

Case 2: If $1 \leq i \leq n$, $H_i$ is a union of two Hamiltonian cycles. Theorem 5 implies each graph in the union $\bigcup_{C \in F_i} (C \boxtimes H_i)$ can be decomposed into three Hamiltonian cycles, each of length $\ell |V(H)|$. Since the decomposition of $G_i \boxtimes H_i$ has one partition set, if we color the Hamiltonian cycles from each $C \boxtimes H_i$ red, blue, and green the set of red cycles forms one partition set, the set of blue cycles forms another, and the set of green cycles forms a third. $\blacksquare$

Proposition 11 If $n$ is even and $n \geq 4$, then $Q_n$ has a partitionable decomposition into cycles of length $2^{n-1}$.

Proof: The proof is by induction on even $n$. The two base cases $n = 4$ and $n = 6$ are given by Propositions 2 and 3.

For the inductive step, fix even $n \geq 6$ and assume $Q_k$ has a partitionable decomposition into cycles of length $2^{k-1}$ for all even $k$ where $4 \leq k \leq n$. We show that $Q_{n+2}$ has a partitionable decomposition into cycles of length $2^{(n+2)-1}$ by considering two cases depending on whether $n + 2$ is a multiple of 4. Let $Q_{n+2} = Q_{2m+2i} = Q_{2m} \boxtimes Q_{2m+2i}$, for some natural number $m$, where $i \in \{0, 1\}$. Since $n + 2 \geq 8$, $2m$ must be at least 4, so by the induction hypothesis $Q_{2m}$ has a partitionable decomposition into cycles of length $2^{2m-1}$, with $m$ partition sets, each containing two cycles. By Theorem 3 we know that $Q_{2m+2i}$ has a partitionable (Hamiltonian) decomposition into cycles of length $2^{2m+2i}$, with $m + i$ partition sets (each containing one cycle). Since $m \leq m + i \leq 2m$, let $G = Q_{2m}$, $\ell = 2^{2m-1}$, and $H = Q_{2m+2i}$, Lemma 10 implies $Q_{n+2} = Q_{2m} \boxtimes Q_{2m+2i}$ has a partitionable decomposition into cycles of length $2^{2m-1} |V(Q_{2m+2i})| = 2^{2m-1} \cdot 2^{2m+2i} = 2^{4m+2i-1} = 2^{(n+2)-1}$. $\blacksquare$

We now prove Lemma 12 and Proposition 13, which are the results needed for the inductive argument in the proof of Theorem 14.

Lemma 12 If $\ell \geq 1$, $n \geq 1$, and $n$ divides $4\ell$, then $C_{4\ell} \boxtimes C_4$ has a partitionable decomposition into cycles of length $4n$ with two partition sets.
Before proving the lemma, note that Figures 4 (bottom left and bottom right) and 5 (bottom middle and bottom) contain examples of decompositions of $C_{4\ell} \Box C_4$ into cycles of length $4n$ where $(n, \ell) = (2, 2)$, $(n, \ell) = (8, 2)$, $(n, \ell) = (6, 6)$, and $(n, \ell) = (24, 6)$, respectively.

**Proof:** Since $C_{4\ell} \Box C_4$ is a 4-regular graph with $16\ell$ vertices, a partitionable decomposition of $C_{4\ell} \Box C_4$ into cycles of length $4n$ will have 2 partition sets, each of which contain $4\ell/n$ cycles. We start with a partitionable decomposition of $C_{4\ell} \Box C_4$ into cycles of length four, then show how to modify this decomposition to obtain a partitionable decomposition of $C_{4\ell} \Box C_4$ into cycles of length $4n$.

Let $V(C_{4\ell}) = \{0, 1, \ldots, 4\ell - 1\}$ and $V(C_4) = \{0, 1, 2, 3\}$, so $V(C_{4\ell} \Box C_4) = \{0, 1, \ldots, 4\ell - 1\} \times \{0, 1, 2, 3\}$. For $0 \leq k \leq 4\ell - 1$, we describe “red” and “blue” cycles $R^k$ and $B^k$ of length four. Let $R^0 = ((0, 0), (0, 1), (1, 1), (1, 0), (0, 0))$, $R^1 = ((0, 2), (0, 3), (1, 3), (1, 2), (0, 2))$, $B^0 = ((4\ell - 1, 1), (4\ell - 1, 2), (0, 2), (0, 1), (4\ell - 1, 1))$, and $B^1 = ((1, 1), (1, 2), (2, 2), (2, 1), (1, 1))$.

For $2 \leq k \leq 4\ell - 1$, given a cycle $C^{k-2}$ (where $C$ could be $R$ or $B$), let $C^k$ be the cycle such that $V(C^k) = \{(i + 2 \pmod{4\ell}, j + 2 \pmod{4\ell}) : (i, j) \in V(C^{k-2})\}$. Figure 4 (top left) shows this decomposition on $C_8 \Box C_4$ (where $\ell = 2$), while Figure 5 (top) shows this decomposition on $C_{24} \Box C_4$ (where $\ell = 6$).

We verify that $\{R^0, \ldots, R^{4\ell-1}, B^0, \ldots, B^{4\ell-1}\}$ forms a decomposition of $C_{4\ell} \Box C_4$: By inspection, we can verify that for $0 \leq i, j \leq 3$, the vertex $(i, j)$ is incident with two red edges and two blue edges (see for example Figure 4). For $0 \leq i \leq 4\ell - 1$ and $0 \leq j \leq 3$, the vertex $(i, j)$ is incident with edges of the same color as $(i', j)$, where $i \equiv i' \pmod{4}$. Thus every edge is in exactly one cycle (i.e. is colored either red or blue), and we have a decomposition. The same observation shows that each vertex is in exactly one red cycle and one blue cycle, so $\{R^0, \ldots, R^{4\ell-1}\}$ and $\{B^0, \ldots, B^{4\ell-1}\}$ are the partition sets of this partitionable decomposition.

Now we show how to transform our partitionable decomposition of cycles of length four into a partitionable decomposition of cycles of length $4n$. This can be accomplished by recoloring some of the edges.

We call the following recoloring a cycle combination operation: Suppose we are given vertex-disjoint red cycles $R$ and $R'$ where $v$ and $w$ are consecutive vertices in $R$ and $v'$ and $w'$ are consecutive vertices in $R'$. We also have vertex-disjoint blue cycles $B$ and $B'$ where $v$ and $v'$ are consecutive vertices in $B$ and $w$ and $w'$ are consecutive vertices in $B'$. Recoloring $vw$ and $v'w'$ to be blue and $vv'$ and $ww'$ to be red yields a single red cycle whose length is the sum of the lengths of $R$ and $R'$ and contains each vertex from $R$ and $R'$ exactly once and a single blue cycle whose length is the sum of the lengths of $B$ and $B'$ and contains each vertex from $B$ and $B'$ exactly once. I.e. recoloring the 4-cycle $(v, w, w', v')$ combines the red cycles and combines the blue cycles.

We now identify specific 4-cycles $S_1, \ldots, S_{4\ell}$ in $C_{4\ell} \Box C_4$ where the cycle combination operation can be applied. Let $S_1 = ((0, 1), (0, 2), (1, 2), (1, 1), (0, 1))$ and for $2 \leq k \leq$$
Figure 4: Top left: The partitionable decomposition of $C_8 \square C_4$ into cycles of length four from the proof of Lemma 12 ($\ell = 2$). Top right: Potential recoloring locations $S_1, \ldots, S_8$. Bottom left: A partitionable decomposition of $C_8 \square C_4$ into cycles of length 8. Since $n = 2$ the recolored cycles are $L = \{S_1, S_3, S_5, S_7\}$. Bottom right: A partitionable decomposition of $C_8 \square C_4$ into cycles of length 32. Since $n = 8$, the recolored cycles are $L = \{S_1, S_2, S_3, S_4, S_5, S_6, S_7\}$.

4$\ell$, let $S_k$ be such that $V(S_k) = \{(i + 1 \text{ (mod } 4\ell), j + 1 \text{ (mod } 4)) : (i, j) \in V(S_{k-1})\}$. Figure 4 (top right) illustrates the eight cycles $S_1, \ldots, S_8$ in $C_8 \square C_4$, while Figure 5 (top middle) illustrates the 24 cycles $S_1, \ldots, S_{24}$ in $C_{24} \square C_4$. Note that recoloring $S_i$ applies the cycle combination operation to the red cycles $R^{i-1}$ and $R^i$ and the blue cycles $B^{i-1}$ and $B^i$, where the superscripts are interpreted mod $4\ell$.

Thus if $n$ divides $4\ell$ we can create a partitionable decomposition of $C_{4\ell} \square C_4$ into cycles of length $4n$ by recoloring sets of $n - 1$ consecutive recoloring locations. Let $L = \{S_i : n \text{ does not divide } i\}$. The set $L$ contains disjoint sets of $n - 1$ consecutive recoloring locations, so recoloring all of the cycles $S_i$ where $S_i \in L$ gives red and blue cycles of length $4n$. Since applying the cycle combination operation leaves vertices in the recolored red cycles the same as in the original red cycles, and the same is true for the blue cycles, the red cycles of length $4n$ form a partition set, as do the blue cycles of length $4n$.

**Proposition 13** For $\ell \geq 1$, if $G$ has a partitionable decomposition into cycles of length $4\ell$, then $G \square C_4$ has a partitionable decomposition into cycles of length $4\ell$.

**Proof:** We use the following notation. Let $V(C_4) = \{0, 1, 2, 3\}$ and $E(C_4) = \{\{0, 1\}, \{1, 2\}, \{2, 3\}, \{3, 0\}\}$. Then $V(G \square C_4) = \{(v, i) : v \in V(G), 0 \leq i \leq 3\}$ and $E(G \square C_4) = \{\{u, i\}(v, j) : u = v, \{i, j\} \in E(C_4) \text{ or } i = j, uv \in E(G)\}$. For any subgraph $H$ of $G$ and $0 \leq j \leq 3$, let $H^j$ be the subgraph of $G \square C_4$ such that
Figure 5: Top: The partitionable decomposition of $C_{24} \square C_4$ into cycles of length four from the proof of Lemma 12 ($\ell = 6$). Top middle: Potential recoloring locations $S_1, \ldots, S_{24}$. Bottom middle: A partitionable decomposition of $C_{24} \square C_4$ into cycles of length 24. Since $n = 6$, $S_i$ is recolored unless $i \in \{6, 12, 18, 24\}$. Bottom: A partitionable decomposition of $C_{24} \square C_4$ into cycles of length 96. Since $n = 24$, $S_i$ is recolored unless $i = 24$. 
\[V(H^i) = \{(v,j) : v \in V(H)\} \text{ and } E(H^i) = \{(u,j)(v,j) : uv \in E(H)\}.\] Note that for all \(j\), \(H^j\) is isomorphic to \(H\). Also note that the vertex sets of \(G^j\) for \(0 \leq j \leq 3\) partition the vertices of \(G \square C_4\).

Suppose the decomposition of \(G\) into cycles of length \(4\ell\) has \(k\) partition sets called \(F_1, \ldots, F_k\). For \(1 \leq i \leq k\), define the graph \(F_i = \cup_{C \in \mathcal{F}_i} C\). Since \(F_i\) is a partition set for \(1 \leq i \leq k\), for all \(i\), \(V(F_i) = V(G)\), and \(G = F_1 \sqcup \cdots \sqcup F_k\) is a partitionable decomposition of \(G\), where each partition set contains exactly one of the \(F_i\).

For \(1 \leq i \leq k - 1\), let \(G_i = F_i^0 \sqcup F_i^1 \sqcup F_i^2 \sqcup F_i^3\), and let \(G_k = F_k \sqcup C_4\). Note that since \(V(F_k) = V(G)\), \(G_k = F_k \sqcup C_4\) contains all vertical edges in \(G \sqcup C_4\) (edges that differ in the second coordinate). Thus since \(G = F_1 \sqcup \cdots \sqcup F_k\), \(G \sqcup C_4 = G_1 \sqcup \cdots \sqcup G_{k-1} \sqcup G_k\), and for \(1 \leq i \leq k\), \(V(G_i) = V(G \sqcup C_4)\).

Since for \(1 \leq i \leq k\), \(V(G_i) = V(G \sqcup C_4)\), by Proposition \(9\) it remains to give a partitionable decomposition of \(G_i\) into cycles of length \(4\ell\) for \(1 \leq i \leq k\). For \(1 \leq i \leq k - 1\), and \(0 \leq j \leq 3\), let \(F_{i,j} = \{C^j : C \in \mathcal{F}_i\}\), and let \(F_i' = \bigcup_{0 \leq j \leq 3} F_{i,j}\). For \(1 \leq i \leq k - 1\), since the cycles in \(F_i\) form a partitionable decomposition of \(F_i\) with one partition set, the cycles in \(F_i'\) form a decomposition of \(G_i\) with one partition set.

We now describe a partitionable decomposition of \(G_k = F_k \sqcup C_4\). Letting \(G = F_k\), \(\mathcal{F} = \mathcal{F}_k\), and \(H = C_4\), Proposition \(8\) implies that \(G_k\) can be decomposed into the union of tori \(\sqcup_{C \in \mathcal{F}_k} C \sqcup C_4\). Choosing \(n = \ell\), Lemma \(12\) implies that each torus in the union has a partitionable decomposition into cycles of length \(4n = 4\ell\) with two partition sets. Suppose one partition set for each torus contains red cycles and the other blue. Then letting \(\mathcal{F}_k'\) be the union of the partition sets of red cycles and \(\mathcal{F}_k''\) be the union of the partition sets of blue cycles, we have a partition of \(G_k\) into cycles of length \(4\ell\) with two partition sets \(\mathcal{F}_k'\) and \(\mathcal{F}_k''\).

Putting it all together, we have a partitionable decomposition of \(G \sqcup C_4\) into cycles of length \(4\ell\) with partition sets \(\mathcal{F}_1', \ldots, \mathcal{F}_{k-1}', \mathcal{F}_k', \mathcal{F}_k''\).

We are now ready to prove our main result.

**Theorem 14** If \(n\) is even, \(n \geq 2\), and \(2 \leq i \leq n\), then \(Q_n\) has a partitionable decomposition into cycles of length \(2^i\).

**Proof:**

Fix \(i \geq 2\). We show by induction on even \(n\) that \(Q_n\) has a partitionable decomposition into cycles of length \(2^i\) for all even \(n \geq i\).

Our base case depends on whether \(i\) is even or odd. If \(i\) is odd, then the smallest even \(n\) where \(n \geq i\) is \(n = i + 1\). In this case, Proposition \(11\) implies that \(Q_n\) has a partitionable decomposition into cycles of length \(2^{n-1} = 2^i\). If \(i\) is even, then the smallest even \(n\) where \(n \geq i\) is \(n = i\). In this case, Theorem \(6\) implies that \(Q_n\) has a partitionable decomposition into cycles of length \(2^n = 2^i\).

For the inductive step, assume for some even \(n \geq 2\) that \(Q_n\) has a partitionable
decomposition into cycles of length $2^i$, and note that since $i \geq 2$, $2^i = 4\ell$ for some $\ell \geq 1$. Since $Q_{n+2} = Q_n \Box C_4$, letting $G = Q_n$, Proposition 13 guarantees that $Q_{n+2}$ has a partitionable decomposition into cycles of length $4\ell = 2^i$. ■
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