Uncertainty analysis in structured laser illumination planar imaging (SLIPI) applied to non-linear signals: gas-phase phosphor thermometry
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Abstract
Recent studies have used structured laser illumination planar imaging (SLIPI) combined with phosphor thermography to remove multiple scatter effects and near-wall reflections, which lead to biases in temperature measurements and reduced spatial resolution. We show that for the typical non-linear pump-signal range under which thermographic phosphors are used, errors may arise in the reconstruction of the temperature field using SLIPI. In this study, synthetic laser induced phosphorescence (LIP) images are generated numerically by adapting the synthetic PIV image generator for the purpose. The simulations are combined with phosphorescent signal yield functions obtained from experimental data to investigate the application of SLIPI to gas-phase phosphor thermography. We conclude that whilst SLIPI is effective in removing scattering noise for phosphors for which the two-colour signal ratio is insensitive to the laser fluence, it creates a bias in the temperature measurement otherwise. We also show that the extent of multiple scatter in LIP images is always overestimated by SLIPI, owning to the non-linear emission behaviour and particle image diffraction.
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(Some figures may appear in colour only in the online journal)
(a) Elastic scattering of the phosphor signal emitted from the measurement plane. In this scenario, the spatial resolution is affected, leading to blurred images. If the spatial resolution significantly deteriorates, the temperature measurements could also be biased. For example, some photons originated from the cold co-flow may be scattered towards the central hot jet, and then captured by the cameras.

(b) Excitation of phosphors by the scattered laser light. Laser light scattered by in-plane particles excites the out-of-plane particles. Hence the signal captured by the detector conveys both in-plane and out-of-plane temperature information.

(c) Preferential re-absorption and secondary emission. The excitation and emission spectra of some phosphorescent tracers may partially overlap, and the photons in the overlapping spectral range emitted from the laser plane may be re-absorbed by particles outside the excitation plane and lead to a secondary emission, which may carry different temperature information, yet contribute to the total signal.

An early report on the multiple scatter effect for phosphor particles in dispersed form [2] showed how the phosphor signal could also be captured from outside the illuminated area by a trimmed laser sheet, suggesting that multiple scattering leads to reduced spatial resolution. Similar phenomena were also reported by [3, 4] where the phosphorescence signal appeared in unseeded regions where no signal should have been found. A recent paper investigated the effects of multiple scattering on a film-cooling application [4] in which a 3 mm hot jet was injected into a 40 mm cross-flow at an angle, both seeded with BAM:Eu$^{2+}$. Under these conditions, the effect of multiple scattering was estimated to be responsible for a bias in the jet temperature by a striking $\sim 40$ K out of 445 K. In the same work, it was reported that the seeding density within the cross-flow should be ten times lower than that in the jet so as to create an unbiased measurement. However, both signal to noise ratio and spatial resolution severely deteriorate at such low seeding rates. The experiments in [3, 5] proved the fact that, in cases where the signal ratio changes with seeding density, a large temperature bias arises. In particular, if preferential re-absorption occurs, the temperature uncertainty also increases with a longer optical path [6]. Hence for large flow configurations, only controlling the seeding density may not be enough to eliminate the effects of multiple scattering. To solve this problem, it was suggested by [6] that an in situ calibration at exactly the same seeding density and flow condition would, in principle, allow a compensation for the effects of multiple scattering, although this may not always be possible for internal flows.

1.2. SLIPI

1.2.1. SLIPI theory. An alternative solution to multiple scattering in laser-induced phosphorescence is to combine it with structured laser illumination planar imaging (SLIPI), as demonstrated by Zentgraf and co-workers [4]. In that work, near-wall effects and multiple-scatter interference was successfully removed from the phosphorescence signal originating from the laser plane. SLIPI works by reconstructing the signal from
multiple (usually three) sinusoidal spatially modulated laser profiles with phase shift angles 0, 2π/3, 4π/3, respectively, to illuminate the test area. The assumption is that photons that have been scattered several times or produced during the secondary emission do not preserve the spatial modulation, the true signal can be reconstructed from the modulated fraction, whilst the unmodulated fraction is viewed as scattered signal which does not originate from modulated incident light sheet. The three modulated subimages yield signal intensities (I_1, I_2 and I_3) can be represented by the following general expression

\[ I_i = I_{DC} + I_{AC} = I_{DC} + A[\cos(2\pi \nu y + \Phi_i) + 1] \]  

where \( I_{DC} \) (direct current) denotes multiple scattering or any other unmodulated signals, which are assumed to be proportional to the total laser energy passing through the Ronchi grating; \( I_{AC} \) (alternating current) is the modulated signal from the measurement plane; \( A \) is the amplitude of modulation; \( \nu \) the frequency of Ronchi grating. The three sub-signals are sketched in figure 2. The reconstructed clean image without multiple scattering is extracted by calculating

\[ I_s = \frac{\sqrt{3}}{3} \left[ (I_1 - I_2)^2 + (I_1 - I_3)^2 + (I_2 - I_3)^2 \right]^{1/2} = A \]  

where \( I_s \) is referred to in the literature as the SLIPI image. Meanwhile, previous literature introduced the nomenclature of a conventional image \( I_c \):

\[ I_c = \frac{I_1 + I_2 + I_3}{3} = A + I_{DC}. \]

In the work by Kristensson et al [7], the multiple scattering fraction \( \phi \) was defined as

\[ \phi = \frac{I_{DC}}{A + I_{DC}} = \frac{I_c - I_s}{I_c} \]

which was used to quantify the relative amount of light being suppressed by SLIPI, or the contribution from multiple scattering to the recorded signal. All above SLIPI analyses hinge on the assumption that the three input sub-signals generated are strictly harmonic, and that the signal behaves linearly with laser intensity.

12.2. Previous work on SLIPI. SLIPI has been applied to remove scattering or other uncorrelated noise for extracting Mie scattering images in sprays [1], 2D laser-induced fluorescence (LIF) [8], planar droplet sizing [9] and Rayleigh thermometry [10]. For studies based on averaged or steady-state images, a single laser with a Ronchi (harmonically modulated) grating that can be traversed vertically is sufficient to perform SLIPI. Executing SLIPI on individual shots, however, requires three single-pulsed laser beams and cameras triggered in sequence within a very short time interval so as to keep the tracers at the same position for all subimages. To solve this, a simplified two-pulse SLIPI approach has been developed [11] and later a single-pulse approach [12]. However, these are not as robust as the three-pulse SLIPI, because the two-pulse approach intrinsically produces residual streaks on the reconstructed image, which requires the use of a low-pass filter; whilst the single-pulse approach loses high-frequency information during the image reconstruction. In a recent study by Kristensson and Berrocal [13], the spatial resolution of one-pulse SLIPI has been improved by crossing two modulated laser sheets at 90°, named xSLIPI.

It is useful to consider under what conditions SLIPI can be usefully applied to LIP. Based on previous literature and the authors’ experience in conducting LIP, the application of SLIPI may be necessary when: (a) reducing seeding density is not an option, for example where temperature gradients are high; (b) the experimental test conditions lead to a large scale seeded co-flow region which may introduce severe multiple scattering; and (c) direct incidence of laser light on surfaces cannot be avoided by adjusting the incidence angle or by other strategies such as using UV-absorptive paint. In other situations, excessive multiple scattering can be more easily avoided by reducing phosphor seeding density, whilst the use of intensifiers ahead of cameras can boost the signal (shot noise may also be amplified though). Tests of LIP on BAM:Eu^{2+} [14], YAG: Dy, Er [15], ZnO [6] in a simple air jet, and ZnO in water [16], at a seeding density in the order of 10^{11} particles/m^3 show trivial effects from multiple scattering, whilst achieving a reasonable spatial resolution.

12.3. SLIPI for ratio-based methods: linear operation. SLIPI has been applied to denoise two-colour, intensity-ratio based techniques such as 2D-LIF [8] and LIF/Mie planar droplet sizing [9, 17]. Considering a linear response of laser fluence for a two-colour thermometry at both channels, the signal intensity \( I_{\lambda \lambda} \) obtained for wavelength \( \lambda \) is given by

\[ I_{\lambda \lambda} = I_{DC} + G(\lambda, T) \sqrt{I_{AC}} \]

where \( G \) is the gain function and

\[ F = F_0[\cos(2\pi \nu y + \Phi_i) + 1] \]

is the local fluence as a function of \( y \). Since laser extinction is a separate problem from multiple scattering or SLIPI, we do not consider it in the present study, although it could be added to the model without difficulty. After the SLIPI operation

\[ I_{\lambda \lambda} = G(\lambda, T)F_0. \]

The signal ratio between two selected channels gives

\[ \frac{I_{\lambda_1 \lambda_2}}{I_{\lambda_2 \lambda_2}} = \frac{G(\lambda_1, T)}{G(\lambda_2, T)}. \]
The local temperature can be extracted from the signal ratio according to the above equation, after the effects from the unmodulated signal $I_{DC}$ have been removed by SLIPI. Mathematically, the application of SLIPI on the ratio-based methods does not create any bias so long as the signal growth is linear with the laser fluence.

1.2.4. SLIPI signals for ratio-based methods: non-linear operation. For inelastic scattering phenomena such as fluorescence and phosphorescence, a non-linear signal increase with respect to fluence can usually be observed beyond a certain value of the excitation laser fluence. In the case of phosphorescence, the linear emission regime of most commonly used phosphors is limited to a very low fluence range, which is followed by a gradual saturation. In this scenario, equation (5) is rewritten as

$$I_{\lambda} = I_{DC} + G(\lambda, T, F)F.$$  

(9)

The gain function $G$ now brings non-harmonicity to the sub-signal $I_{\lambda}$; since the latter becomes a function of a non-unity power of $F$. The harmonic analysis depends on the linearity, and is therefore no longer valid. In the present analysis, we take the gas-phase phosphor thermometry as a background scenario and simulate artificial LIP images incorporated with experimentally obtained response curves to clarify the biases introduced by SLIPI due to non-linear signal response, and how to account for them in the final temperature retrieval.

2. Numerical method

2.1. PIV Synthetic image generator (SIG)

We use synthetic LIP images generated by a Matlab program adapted from the PIV synthetic image generator (SIG) [18]. SIG was developed as an open-source program and has been widely used as a tool to synthesize PIV image pairs based on a user-defined velocity field. It allocates random positions to individual particles, whose size and intensity information depends on the input particle size distribution, laser profile, and other optical settings. The SIG program is now a standard tool for evaluating advanced PIV algorithms, quantifying uncertainty, or estimating parameters during the experimental design stage. Examples of the application of SIG or similar versions can be found in [19] and [20]. In the present study, the original algorithm is adapted to generate phosphorescent particle images on a single frame based on a user-defined temperature field, rather than Mie scattering, by incorporating measured ZnO phosphorescence responses from the previous experiment described in [21].

2.2. Adapted SIG for phosphor particles (LIP-SIG)

In the simulation, we consider particles of characteristic diameter smaller than 2 $\mu$m, which are typical of the required short response time to the changes in local temperature and velocity in turbulent gaseous flows [22]. A particle in this size range is much smaller than a typical pixel pitch size in typical fields of view of the order of several centimetres, with resolutions of the order of tens of micrometres, and thus can be viewed as a point light source. For diffraction-limited lenses, the intensity profile of a point light source projected on the image plane obeys the Airy pattern, which can be approximated as a Gaussian function [23]. Note that the Airy disk theory works for both Mie scattering and phosphorescent emission. The intensity distribution of a single phosphor particle image on the object plane is written as a Gaussian distribution,

$$I_p(r) = A \exp\left(-\frac{r^2}{2\sigma^2}\right)$$

(10)

where $r$ is the distance to the centre point of the light source. In the LIP-SIG method, we assume all particle images are circular, with a diameter $d_p$ (in pixels), defined as $e^{-2}$ diameter of the particle image intensity distribution, so that

$$\sigma = d_p/4.$$  

(11)

The dimension $d_p$ of diffraction-limited particle images is mainly determined by the optical lenses used in the setup, specifically by the magnification factor $M_0$ and the $f$-number, which are assumed to be the same for all particles in the plane. Other factors such as collected wavelength, characteristics of detector, particle sizes, and so on, could also affect the degree of diffraction to some extent. Here we directly define a particle image size $d_p$ instead of calculating it from the factors above. However, when using the LIP-SIG program to design an experiment, those factors can be added directly into the code. After pixelization, the intensity of pixel $[x_i, y_i]$ can be obtained by 2D integration of the Gaussian intensity profile over the pixel,

$$I_p[x_i, y_i] = K d_p^2 \int_{x_i-d_p/2}^{x_i+d_p/2} \int_{y_i-d_p/2}^{y_i+d_p/2} \exp\left(-\frac{1}{2} \left(\frac{x-x_p}{d_p/4}\right)^2\right) \text{d}x \text{d}y$$

$$= \frac{K \pi d_p^2 \sigma^2}{128} \left[ \text{erf}\left(\frac{x-x_p-f_x/2}{\sqrt{2d_p/4}}\right) - \text{erf}\left(\frac{x-x_p+f_x/2}{\sqrt{2d_p/4}}\right) \right]$$

$$\cdot \left[ \text{erf}\left(\frac{y-y_p-f_y/2}{\sqrt{2d_p/4}}\right) - \text{erf}\left(\frac{y-y_p+f_y/2}{\sqrt{2d_p/4}}\right) \right]$$

(12)

where $K$ is a calibration constant; $(x_p, y_p)$ is the position of the point light source in the non-pixelized coordinate, and $d_p$ denotes the physical diameter of the particle (in $\mu$m). The fill ratios $f_x$ and $f_y$ indicate the ratio of the sensitive area to the total area of a pixel, determined by the chip architecture, and is a user-defined input parameter in SIG [18]. In equation (12), we follow the assumption made in the original SIG program that the signal strength $I_p$ is proportional to the square of particle diameter $d_p$. Yet for phosphorescence, the relation between particle size and emission strength has not been conclusively determined by experimental studies. Here, particles are assumed to be monodispersed so that the variation in particle size $d_p$ does not affect the analyses.
In order to save computational time, for each particle we only calculate the pixel intensity within a \( d_r \times d_r \) region centered at the particle position,

\[
\begin{align*}
x_p - [d_r/2] & \leq x_i \leq x_p + [d_r/2]; \\
y_p - [d_r/2] & \leq y_i \leq y_p + [d_r/2]
\end{align*}
\]

as the pixel intensity outside this region is an order of magnitude lower than that of the brightest pixel, which is hence set to zero. The phosphorescence signal is, in general, not sufficiently strong to saturate the CCD sensors, so over-exposure is not considered in the modified LIP-SIG code. The final image intensity is assumed to be a linear sum of the intensity generated by all \( N \) particles at a given location:

\[
I[x_i, y_i] = \sum_{n=1}^{N} I_{p,n}[x_i, y_i].
\]

The number of particles \( N \) is related to the volumetric seeding density \( n_p \) by

\[
n_p = N/(A\delta)
\]

where \( A \) is the area of the simulated image and \( \delta \) the thickness of the laser sheet. Considering a common level of pixel resolution at 20 \( \mu \)m/pixel and a 0.3 mm thick laser sheet, 5000 particles on a \( 200 \times 200 \) pixel simulation area corresponds to a seeding density \( n_p = 1.0 \times 10^{12} \) particles m\(^{-3}\). This seeding density is about one order magnitude higher than the normal seeding level for PIV measurements (10–15 particles per window), a condition for which multiple scattering may start to affect LIP measurements [6]. In the original SIG code there is an implicit limit on the seeding density, defined by the speckle mode generated by interference patterns from coherent particle scatter when the seeding density is high. This limit is not expected to appear in LIP images, as phosphorescence emission is incoherent. Hence, the LIP-SIG can be applied to investigate seeding cases even under conditions where severe multiple scattering is most likely to occur.

### 2.3. Emission behaviour dependence on temperature and laser fluence

An experimentally obtained calibration function of phosphorescent emission against temperature and local laser fluence has been built into the LIP-SIG program. For the most commonly used phosphors BAM:Eu\(^{2+}\) and ZnO, the emission intensity increases with laser fluence before reaching a plateau, and decreases with higher temperature due to thermal quenching. The intensity ratio at two selected wavelengths strongly depends on the local temperature, but was also found to be a weak function of laser fluence [14, 16, 24]. In this numerical study, we use the experimental data on the signal obtained from ZnO previously acquired in [21] to define the response curve \( G(\lambda, T, F)F \) for the phosphorescence signal obtained as a function of temperature \( T \) and fluence \( F \). Figure 3 shows the response curves measured at 350 K.

Two wavelengths are typically selected for extracting the temperature, \( \lambda_1 \) and \( \lambda_2 \), referred as blue (\( b \)) and red (\( r \)) channel respectively. The choice is usually driven by the maximum sensitivity of the intensity ratio to the temperature, in order to maximize the accuracy of the inversion. For the present response curves, the blue channel spans \( 387 \pm 5.5 \) nm and the red channel, \( 425 \pm 25 \) nm. The intensity given by equation (12) at pixel \([x_i, y_i]\) is assumed to be proportional to the original Gaussian intensity for one particle, local fluence \( F \) and the gain function \( G(\lambda, T, F) \).

\[
I_{p,\lambda}[x_i, y_i] = K_0 G(\lambda, T, F) \cdot \int_{y_i-1/2}^{y_i+1/2} \exp \left[ -\frac{1}{2} \left( \frac{x-x_p}{d_r/4} \right)^2 \right] dx \cdot \int_{x_i-1/2}^{x_i+1/2} \exp \left[ -\frac{1}{2} \left( \frac{y-y_p}{d_r/4} \right)^2 \right] dy
\]

where \( I_{p,\lambda}[x_i, y_i] \) is the intensity at pixel \([x_i, y_i]\) collected at a given wavelength for a single particle, and the fill ratio \( f_i \) is assumed to be equal to unity for simplicity in both \( x \) and \( y \) directions. The emission intensity was measured for a flow at a constant temperature for a fixed particle concentration, to yield a calibration constant \( K_0 \) connecting the measured value corresponding to the sum of particle intensities, on the premise that all monodisperse particles have the same response to the constant temperature and fluence. The pixel intensity for a given particle, collected at a different wavelength, is given as

\[
I_{p,r}[x_i, y_i] = R_{rb} I_{p,b}[x_i, y_i]
\]

where \( R_{rb} \) is the calibrated signal ratio curve for the red over blue wavelength channels, which is generally also a function of temperature \( T \) and laser fluence \( F \). Here we must make the assumption that the diffraction pattern captured by the two cameras (red and blue) is identical, even though this may not be the case for real LIP images. Due to slight differences in spatial resolution, angle of light collection, and sub-pixel misalignment of cameras, the same particle image in general appears differently on the two channels. However, in all studies so far, a moving average filter was applied to smooth out discrepancies in the diffraction pattern before the ratio is
taken between the intensity in the two channels, sacrificing spatial resolution for realization. Therefore the assumption made here does not create effective discrepancies between simulations and real two-colour LIP measurements in gaseous flows.

With these steps, the response of phosphor emission to temperature and laser fluence was built into the LIP-SIG program. The code can now synthesize random pairs of LIP images based on an input laser profiles and temperature field.

2.4. SLIPI subimage generation and image reconstruction

The flowchart in figure 4 schematically describes the process of SLIPI subimage synthesis and recovery. All simulations were conducted over a 200 × 200 pixel area. Three horizontally harmonic-modulated laser profiles \( F(y) \) were defined at phase angles of 0, \( 2\pi/3 \), \( 4\pi/3 \), respectively. Fifty single shots were synthesized for each case. A total number of particles \( N \) were generated on each single-shot, and a random position \((x_p, y_p)\) was allocated to each particle. We conducted a convergence study of intensity ratio as a function of number of images averaged for the SLIPI algorithm, as shown in figure 5. \( N \) equals to 500, 2000, and 5000 were used for each single shot. Two cases are considered: in the individual-shot averaged case, the ratio only depends on each particle, and therefore presents a reference case for the present constant temperature field. For the ensemble averaged case, 20 images are sufficient to converge the temperature extraction for \( N = 5000 \). However, for a commonly used PIV seeding level \( N = 500 \) (~13 particles per \( 32 \times 32 \) window), 200 images still do not yet converge the intensity ratio. To be consistent with [4], the present simulations follow the ensemble average routine.

A uniform temperature field of 350 K in the measurement plane was used in this example. For the purpose of demonstration, for this case we assume a linear signal response as equation (5). Based on equations (14), (16) and (17), the three sets of SLIPI subimages were simulated and averaged for both channels, as shown in figure 4(b). Synthesizing three sets of subimages with \( N = 5000 \) particle images on each single shot took about 2 min on a desktop PC. A study of signal to noise ratio is beyond the scope of this paper, hence we do not apply any camera noise to the synthetic images.

To illustrate the working principle of SLIPI, in the present case, a constant baseline signal \( I_{DC} \) was intentionally added to the subimages on both channels to simulate multiple scattering. Three averaged SLIPI subimages were generated there with the presence of uniform multiple scattering, as shown in figure 4(c).

Finally the SLIPI and the conventional images were recovered from the three subimages using equations (2) and (3).

Figure 4. Flow chart for SLIPI image synthesis and reconstruction for linear signal behaviour: (a) definition of a modulated laser profile \( F \) and a uniform temperature field (350 K); (b) generation of 50 single-shots SLIPI images (200 × 200 pixels) using the number of particles \( N = 5000 \), using a fixed gain function \( G(\lambda, T) \); (c) addition of constant synthetic signals \( I_{DC,b} \) and \( I_{DC,r} \) to the two channels; (d) extraction of temperature field from conventional and SLIPI reconstructed image. As expected, the SLIPI operation corrects the temperature bias caused by intentionally added unmodulated signals \( I_{DC} \).
of SLIPI in removing phosphorescence yields are used, rather than the effectiveness signal retrieval on the true signal when realistic curves for the purpose of this study is to investigate the effects of SLIPI, which SLIPI works correctly to extract the original signal. In the single image case, the ratio only depends on each particle, and therefore presents a reference case for the present constant temperature field. For the ensemble averaged case, 20 images are sufficient to converge the temperature extraction when using a high seeding rate (\(N = 5000\)).

The intensity ratio was translated into temperature by the calibration function \(R_{rb}(T, F)\), as shown in figure 4(d). The SLIPI recovered image clearly recovers the target temperature (350 K), whilst the temperature measured without the SLIPI correction yields a biased value.

The description in figure 4 indicates the process under which SLIPI works correctly to extract the original signal. The purpose of this study is to investigate the effects of SLIPI signal retrieval on the true signal when realistic curves for phosphorescence yields are used, rather than the effectiveness of SLIPI in removing \(I_{DC}\). Hence in the following simulations and analyses \(I_{DC}\) is set to zero.

3. Effect of non-linearity on signal yield

The linear behaviour of the phosphorescence signal with laser fluence is limited to a low fluence range, which followed by a slow saturation. For example, the measured linear response of BAM:Eu\(^{2+}\) particles ends at 2–3 mJ cm\(^{-2}\), and the corresponding emission saturates at fluences around 200 mJ cm\(^{-2}\) [14]. Similarly, the linear response limit and the saturation point for ZnO phosphorescence appears around 50 and 250 mJ cm\(^{-2}\), respectively (see figure 3). To guarantee a robust signal to noise ratio, it is common to choose a laser fluence beyond the linear growth regime for phosphor thermography, for example \(\sim 100\) mJ cm\(^{-2}\) for BAM:Eu\(^{2+}\) in [22]. However, the non-linear signal yield causes a problem for SLIPI, namely, distorted sinusoidal modulation on subimages [25] and the presence of higher order harmonics on the SLIPI reconstructed image [26]. In what follows, the effect of non-linearity for LIP on temperature measurements is investigated. In this section, we consider a special case where the intensity ratio \(R_{rb}\) is insensitive to laser fluence, that is

\[
\frac{G_r(F, T)}{G_b(F, T)} = R_{rb}(T).
\]  

This may be true for some thermographic phosphors, such as Sn-doped phosphor [27]. In contrast, for ZnO and BAM:Eu\(^{2+}\), the signal ratio also changes with excitation fluence, as discussed in the following section.

For this special case, the image on the blue channel was synthesized first, and the image on the red channel was then synthesized correspondingly by multiplying a constant signal ratio \(R_{rb}\) to the blue channel. Two test fluences are selected, one in the linear range (fluence 30 mJ cm\(^{-2}\)) and the other in the saturation range (250 mJ cm\(^{-2}\)). The values represents the maximum fluence used in the modulated laser sheet. As expected, when a high fluence is applied, high order residual noise can be observed on SLIPI recovered image (figure 6(a) bottom row), whilst the noise is trivial for the low fluence case where the signal response is still in the linear regime (figure 6(a) upper row). The high order noise is caused by the non-harmonicity in the subsignals, and the FFT analysis shows that the frequency of this residual noise is exactly three times the ground frequency \(\nu\) (frequency of the Ronchi grating). However, since each term in equation (2) is multiplied by the same factor, the residual noise cancels out automatically when calculating the ratio between the SLIPI recovered images at the two channels:

![Figure 6](image-url)
and figure 7. However, a discrepancy can be observed between $A$, which is plotted in the linear response curves, a discrepancy between $A$ and $I_s$ is identified.

The resulting temperature fields retrieved from simulations at both 30 and 250 mJ cm$^{-2}$ cases are unbiased. Although the temperature retrieval is not affected by the non-linearity in the signal response, a problem regarding the signal strength was identified during the simulation. For harmonic subsignals, $I_s$ should be equal to the amplitude of the true signal $A$ as denoted in equation (2), also shown in figure 2. For the present non-linear response curves, we calculate the average intensities of SLIPI recovered image under various excitation fluences and compare them with $A$, which is plotted in figure 7. However, a discrepancy can be observed between $A$ and $I_s$, which gradually increases with excitation fluence. This is due to the fact that the SLIPI operation rejects non-linear signal gain: in essence, SLIPI acts as a spatial bandpass filter (Ronchi grating); at high excitation fluences, the energy of non-linear signal gain is contained at frequencies other than the fundamental spatial frequency, which is removed during the SLIPI reconstruction. This has two major consequences for LIP measurements:

Firstly, when SLIPI is applied to phosphorescent emission, the signal strength of the SLIPI recovered image is reduced. In particular, this may be a severe problem for BAM:Eu$^{2+}$, whose linear response ends at a very low fluence (2–3 mJ cm$^{-2}$) and saturates at a very high fluence (200 mJ cm$^{-2}$). The low SNR issue has been reported in [4], but was attributed to the subtraction algorithm of SLIPI subimages in that work. From the simulation presented in this study, another possible explanation seems to be that SLIPI removes the non-linear component in the signal, which represents a considerable part in phosphorescence emission from BAM:Eu$^{2+}$. This creates a dilemma to the application of SLIPI to LIP: on one hand the temperature bias due to multiple scattering can be successfully removed by SLIPI, on the other hand the SNR after SLIPI operation means poor precision in the temperature calculation. For ensemble-average studies, the low SNR problem can be solved by collecting more samples; for instantaneous SLIPI, however, signal boosting techniques may be necessary to overcome the low SNR problem. The issue of SNR needs to be evaluated carefully prior to the use of SLIPI on phosphor thermography.

Secondly, the removed non-linear component of the phosphorescence signal is recognized as spurious signal and labeled as multiple scattering. Consequently, the degree of multiple scattering will always be overestimated unless the signal response is in the strictly linear regime.

4. Effect of intensity ratio changes to laser fluences

In the case of most frequently used thermographic phosphors such as BAM:Eu$^{2+}$ and ZnO, the intensity ratio is also a function of laser fluence [14, 16, 21, 24]:

$$\frac{G_i(F, T)}{G_b(F, T)} = R_{rb}(F, T).$$

This undesirable emission characteristic is usually avoided by using a top-hat laser sheet to obtain constant fluence, or conducting a flat-field correction at room temperature under the same flow configuration. However, to conduct SLIPI, the laser profile is intentionally modulated, so the fluence ranges from zero (ideally) to a maximum value over the test section, which may bias the measured temperature field spatially. Therefore, if the ratio of gains at the selected two channels is not constant with fluence, there could be a problem for SLIPI.

We start by considering a case where the signal remains in the linear region, for up to 30 mJ cm$^{-2}$, with a spatial modulation of 20 pixels, and a constant temperature field of 350 K. No multiple scattering or camera noise was added to the synthetic images. In this case we consider the dependency of intensity ratio to the local fluence, shown in figure 8(a). Although the reconstructed SLIPI image does not show any obvious residual streaks on either channel (figure 8(b)), the modulated laser profile leaves its signature onto the temperature field (figure 8(c)), which was extracted based on the calibration curve measured at 30 mJ cm$^{-2}$. The frequency of the modulation on the temperature field is 3μm, which causes a spatial temperature root means square fluctuation of around 3 K. These streaks can be of course removed by applying low pass filters to the reconstructed SLIPI image on both channels (figure 8(d)). However, this reduces the temperature spatial resolution.

The mean temperature extracted from the SLIPI reconstructed image is 1 K higher than the target temperature, as shown in figure 8(c). However, if the laser fluence is gradually increased until the signal saturates, the temperature bias increases quickly. Figure 9 shows the temperature (spatially averaged) extracted from the SLIPI and conventional images.
as a function of the excitation fluence, named as $T_s$ and $T_c$ respectively. Both $T_s$ and $T_c$ are biased, but towards opposite directions. The bias in $T_s$ is explained as follows: since SLIPI removes non-linear components from the true signal, considering the signal ratio curve to laser fluences (one channel saturates faster than the other), the amount of signal removed by SLIPI from each channel is non-proportional; after subtracting the non-linear signal from the two channels, the signal ratio changes, and leads to a biased temperature measurement.

A bias in $T_c$ of about 5 K is observed even at a low fluence values of $\sim 30$ mJ cm$^{-2}$, where the signal response curve still appears to be quite linear (see figure 3). It suggests that the conventional images are susceptible to even slight non-linearity in the emission response, as it accumulates the error in the signal shape by adding up three subsignals. This also causes a problem in estimating the degree of multiple scattering, which is described in section 5.

Figure 9 shows the temperature bias for SLIPI using ZnO particles. BAM:Eu$^{2+}$, however, yields a contrasting emission behavior to ZnO: it is a blue-shifted phosphor as temperature increases, and the red channel saturates faster than the blue channel. Hence for SLIPI performed with BAM:Eu$^{2+}$ particles, in theory $T_c$ will be biased to a larger value and $T_s$ to a smaller value.

In general, the temperature reconstruction is not affected by SLIPI for phosphors for which the signal ratio is insensitive to local fluence, as demonstrated in section 3. However, for those that are not, the problems described may appear. In such cases, a low excitation fluence should be selected to minimize the temperature bias. Otherwise a numerical study using the LIP-SIG program incorporated with calibration.
5. Degree of multiple scattering

Kristensson and co-workers [7] used equation (4) to determine the relative amount of light being suppressed by SLIPI. In the following work by Zentgraf et al [4], the same equation was applied to quantify the level of multiple scattering in LIP images, and reported a very high 40% contribution to the total signal. In this study, we calculate the degree of multiple scattering on reference SLIPI subimages synthesized without multiple scattering \((I_{DC} = 0)\), and investigate how the signal response affects the estimation. Two reasons that may lead to an inaccurate estimate on the degree of multiple scattering are discussed as follows.

5.1. Overestimation caused by non-linear signal yield

As shown earlier, \(I_c\) is very sensitive to the non-harmonicity in the signal. If the signal gain is non-linear, then

\[ I_c > A + I_{DC}. \]  

(21)

This is usually the case in real experiments for both LIP and LIF. In such cases, \((I_c - I_s)/I_c\) overestimates the degree of multiple scattering \(\phi\). Meanwhile, part of the non-linear gain is rejected by the SLIPI operation. This further biases \(\phi\) to a higher value, since part of the true signal is recognised as multiple scattering and removed from \(I_c\).

5.2. Overestimation caused by particle image diffraction

A micron-size particle usually appears larger than its physical size on the image due to diffraction. The diffraction pattern does not follow the imposed sinusoidal modulation, but instead leads to a localised blur on the intensity pattern. This effect is interpreted by SLIPI as multiple scattering. For particles of the same size \(d_r\), we compared a case where diffraction was dominant \((d_r = 4\) pixels\) with a case where it was trivial \((d_r = 1\) pixel\), which can be achieved by changing the optical settings in a LIP experiment. Other assumed parameters were: ten pixels of modulation wavelength, a total number of 5000 particles on each single shot, a uniform temperature of 350 K, and a low laser fluence of 30 mJ cm\(^{-2}\) so as to maintain a linear signal response. After the SLIPI operation, the degree of multiple scattering for the two channels was reckoned as \(\phi_b = 23.6\%\) and \(\phi_c = 17.9\%\) for \(d_r = 4\) pixels; whereas for \(d_r = 1\) pixel, \(\phi_b = 12.8\%\) and \(\phi_c = 6.4\%\). The disparity between the two cases is caused by the different levels of particle image diffraction. Mathematically, the overall signal on the averaged subimages no longer corresponds to a sinusoidal shape. Thus, part of the signal energy is removed by SLIPI, which further weakens the SNR of the recovered images. This comes as no surprise, because the initial purpose of the SLIPI technique was to overcome the diffraction limit in microscopic imaging and thus to achieve a theoretically unlimited resolution [26].

SLIPI removes a considerable part of the diffracted signal during the image reconstruction and subsequently yields a spurious degree of multiple scattering. This discrepancy increases with higher particle image density, larger particle image size and narrower fringes, as shown in figures 10(a)–(c), respectively. The temperature (spatially averaged) extracted from the SLIPI image for corresponding cases is also plotted in the same figure. The signal loss due to particle diffraction does not further bias the mean temperature.

The analysis on particle image diffraction also applies to SLIPI studies on dense sprays or particles. In particular, for the application of SLIPI to sprays [1], the droplet size and particle number were set to 5000, laser sheet modulation ten pixels, and particle image diameter three pixels. As shown earlier, the fluorescent tracer is very sensitive to the non-harmonicity in the signal. Consequently, the ratio between LIF and SLIPI was applied to quantify the level of multiple scattering in LIP images, and reported a very high 40% contribution to the total signal. In this study, we calculate the degree of multiple scattering and removed from \(I_s\).
concentration varies greatly in the primary and the secondary breakup zone. If SLIPI is applied to resolve the entire spray cone, the amount of true signal removed due to diffraction may be very different along the axial direction, as suggested in figures 10(a) and (b).

6. Simulation uncertainties

The simulation results presented in this paper illustrate how signal non-linearity affects SLIPI signal reconstruction and temperature extraction. However, for a specific experiment setup, a quantitative uncertainty analysis requires measurements (or estimations) of input parameters such as camera noise level, particle image density, particle size distribution, the relationship between particle size $d_p$ and the strength of phosphorescence emission, and the effect of laser extinction. There are currently no direct measurements to establish the validity of each assumption, so that the specific figures predicted in this paper may be different in different SLIPI-LIP configurations, even though the general principles stated here are still valid.

Nevertheless, the goal of the SIG-LIP simulations is to provide quantitative uncertainty analysis for SLIPI-LIP experiments. Since the main focus of our investigations is the role of the non-linearity of emission in the dependence on fluence, it is important that the temperature bias predicted by the LIP-SIG program should mainly depend on the assumed or measured emission curves and excitation fluences, and only marginally on the assumptions made in section 2. Therefore, we reconsider the simulations for three cases in which the major assumptions are changed, in order to show the sensitivity of the extracted temperature to them: (a) the emission intensity is proportional to either $d_p^2$ or $d_p$ (in both cases with $d_p$ following a lognormal distribution, whilst in the previous simulations it was assumed to be monodisperse); (b) the particle image intensity distribution $I_p$ follows a top-hat rather than a Gaussian profile; and (c) the particle image size $d_T$ is not constant over the simulation area, but rather follows a normal distribution. In theory, $d_T$ can be calculated from the $d_p$ distribution in case (a), by incorporating relevant optical settings [23]. However, since the particle size range considered here belongs to a diffraction-limited case, the variation of $d_p$ causes little change in $d_T$. So instead we add a distribution to $d_T$ directly. The main reason for the choice of the three parameters above is that they are often difficult to measure in real LIP experiments.

$T_s$ curves in figure 9 are reproduced for the three variant cases considered, and the results are plotted in figure 11. The distributions of $d_p$ and $d_T$ are plotted in the subfigures accordingly. The changes in the dependence of the intensity with diameter affect the recovered temperature at high fluences (figure 11(a)). If $I_p \propto d_p^2$, more signal is contributed by large particles located in high fluence regions, which slightly increases the proportion of saturated signal. The changes in the particle image profile (Gaussian versus top-hat) also alter the energy distribution on the frequency domain, leading to a slight disparity in $T_s$ at high laser fluences (figure 11(b)). Finally, changes in $d_T$ do not change the final temperature significantly (figure 11(c)), as the temperature depends on the ratio of quantities. Clearly, for all three cases, using these different assumptions causes very small differences in the recovered temperatures. In the worst case scenario, case (b) at 210 mJ cm$^{-2}$, the disparity in $T_s$ is still lower than 2 K. The results demonstrate again the major advantage of intensity-ratio methods: factors that may affect the absolute intensity cancel out automatically, leaving primarily the spectrum shift to play its role on temperature extraction.

7. Possible applications of the LIP-SIG program

As illustrated, there are several possible applications of the modified LIP-SIG program, as follows.

Firstly, the LIP-SIG program can provide guidance to experimentalists performing SLIPI regarding errors and convergence. Figure 5 shows that at least 20 images must be averaged to achieve convergence for 5000 particles per single shot (0.125 particles/pixel). If a particle seeding density below this level is used, more images should be acquired to converge the SLIPI calculation, which can be predicted by the LIP-SIG program.

Secondly, the simulations allow the estimation of the expected degree of multiple scattering in LIP images. As demonstrated earlier, due to non-linear signal gain and particle diffraction, SLIPI overestimates the contribution from multiple scattering in real experiments. The LIP-SIG program can show how much of the true signal will be removed during the SLIPI operation, by synthesizing noise-free reference SLIPI subimages under the same test conditions with experimental calibration data. The true degree of multiple scattering can then be determined by subtracting the spurious degree of multiple scattering $\phi$ from the measured value.

Thirdly, the simulations allow an assessment of the temperature bias caused by SLIPI. If the emission spectrum of phosphor particles is sensitive to the excitation fluence, the measured temperature may be biased by the SLIPI operation, especially for cases with a high laser fluence. In such cases, the LIP-SIG program can help identify the potential temperature bias for the test condition, which can be used to correct the measured value or to facilitate an uncertainty analysis.

Fourthly, it becomes possible to investigate preferential re-absorption. The signal spectrum from the measurement plane is irreversibly changed by re-absorption before it reaches the detector, which in principle cannot be corrected by SLIPI. If changes in the intensity ratio introduced by low SNR and non-linear signal yield have been estimated by LIP-SIG and eradicated from the measured value, the remaining discrepancy in the intensity ratio measured in a low-seeding and a high-seeding (with SLIPI) case should, in principle, be due to the preferential re-absorption. This discrepancy should also show a correlation to the local temperature. Since changes in local temperature shift the emission spectrum, the overlapping wavelength band will either be broadened or narrowed, which then amplifies or suppresses the preferential re-absorption. Demonstrating the correlation between residual temperature
bias and spectrum shift experimentally on both ZnO and BAM:Eu$^{2+}$, with the help of LIP-SIG program, can be a strong proof of the existence of preferential re-absorption.

Finally, the same procedure can allow an estimation of PIV uncertainty which would result from the use of fluorescent tracers. The LIP-SIG program can be easily adapted to simulate fluorescent particles as velocity tracers, which have been widely applied in micro-PIV for biological studies. This can be used to investigate the effects such as out-of-focus particle images on the measurement accuracy, which is a common problem for micro-PIV because the imaging system for this application usually has a very narrow depth of field.

8. Conclusions

This study investigates the potential effects that structured laser illumination planar imaging (SLIPI) may have on the accuracy of gas-phase phosphor thermography. A LIP-SIG program is developed and combined with signal yield functions obtained from experimental data with ZnO to generate artificial LIP images. The SLIPI process is simulated by generating LIP images under sinusoidally modulated laser sheets, and then recovering the target temperature field from these images. The main findings are summarized as follows:

- For phosphor particles whose emission strength scales non-linearly with the excitation fluence, the sinusoidal modulation is distorted on each subimage. This leaves higher order residual noise on the SLIPI reconstructed image $I_s$. However, if the signal ratio does not change with laser fluence, the residual noise cancels out automatically when calculating the signal ratio from two channels, and hence does not affect the temperature retrieval.
- When the phosphorescent emission is close to saturation, a substantial amount of true signal energy is removed by the SLIPI operation, because the energy of non-linear signal gain transfers from the ground frequency to other spatial frequencies, which is recognised as undesired signal by SLIPI.
- A complicating situation appears for phosphors whose intensity ratio changes with the excitation fluence, for example ZnO and BAM:Eu$^{2+}$. Residual streaks appear on the recovered temperature field. This can be removed by applying a low-pass filter to the SLIPI reconstructed images which, however, reduces the spatial resolution.
- The mean temperature after SLIPI operation can also be affected by the intensity ratio changes due to modulated laser sheets. If a low fluence is applied to keep the emission in the linear range, the temperature bias is trivial. However, when using high laser fluences ($\sim$200 mJ cm$^{-2}$), a larger temperature bias can appear.
- The SLIPI operation is very likely to overestimate the degree of multiple scattering in LIP images, because the non-linear signal yield and particle diffraction are not sinusoidal-modulated, but are identified as multiple scattering by SLIPI. This may occur in SLIPI with LIF and with Mie scattering (particle-based) as well.

Future work will focus on conducting SLIPI-LIP experiments in a well-controlled environment such as in a laminar air jet or in water [27, 28], and comparing the results with those predicted by the LIP-SIG program. After experimental validation, the program can be applied to investigate more complex scenarios such as two-pulse and one-pulse SLIPI on phosphor thermometry.
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