EXACT SPARSE SIGNAL RECOVERY VIA ORTHOGONAL MATCHING PURSUIT WITH PRIOR INFORMATION
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ABSTRACT

The orthogonal matching pursuit (OMP) algorithm is a commonly used algorithm for recovering \( K \)-sparse signals \( x \in \mathbb{R}^n \) from linear model \( y = Ax \), where \( A \in \mathbb{R}^{m \times n} \) is a sensing matrix. A fundamental question in the performance analysis of OMP is the characterization of the probability that it can exactly recover \( x \) for random matrix \( A \). Although in many practical applications, in addition to the sparsity, \( x \) usually also has some additional property (for example, the nonzero entries of \( x \) independently and identically follow the Gaussian distribution), none of existing analysis uses these properties to answer the above question. In this paper, we first show that the prior distribution information of \( x \) can be used to provide an upper bound on \( \|x\|_2^2 / \|x\|_2^2 \), and then explore the bound to develop a better lower bound on the probability of exact recovery with OMP in \( K \) iterations. Simulation tests are presented to illustrate the superiority of the new bound.

Index Terms— Exact sparse signal recovery, orthogonal matching pursuit (OMP), exact recovery probability

1. INTRODUCTION

In many applications, such as sparse activity detection [1], we need to reconstruct a \( K \)-sparse signal \( x \) (i.e., \( x \) has at most \( K \) nonzero entries) from linear measurements:

\[
y = Ax,
\]

where \( A \in \mathbb{R}^{m \times n} \) \( (m \ll n) \) is a random sensing matrix with independent and identically distributed (i.i.d.) Gaussian \( \mathcal{N}(0, 1/m) \) entries and \( y \in \mathbb{R}^m \) is a given observation vector. Numerous sparse recovery algorithms have been developed to recover \( x \) based on \( y \) and \( A \) [2,4]. Among them, greedy algorithms are very popular, especially when \( m, n \) and/or \( K \) are large, due to their low computational complexities. The orthogonal matching pursuit (OMP) algorithm [5], which is described in Algorithm [1] is a widely-used greedy algorithm due to its high efficiency and effectiveness [6].

A fundamental question in the analysis of OMP is the characterization of its exact recovery capability. To this end, numerous works studied the recovery performance of OMP (see, e.g., [7,13]). In particular, [14] develops a lower bound on the probability of exact recovery of \( K \)-sparse \( x \) with \( K \) iterations of OMP. To better understand its recovery capability, it is natural to ask whether this lower bound can be improved.

In many practical applications, in addition to sparsity, \( x \) also has some other properties. For example, in wireless communication problems involving the Rayleigh channel model, the nonzero entries of \( x \) independently and identically follow the standard Gaussian distribution \( \mathcal{N}(0, 1) \) [1]. In speech communication [15] and audio source separation [16], \( x \) has exponentially decaying property, i.e., \( x \) is a \( K \)-sparse \( \alpha \)-strongly-decaying signal. Intuitively, a larger variation in the magnitudes of the nonzero entries of \( x \) would typically lead to better exact recovery performance of OMP in \( K \) iterations.

This paper aims to develop a theoretical framework to capture the dependence of the exact recovery performance of OMP on the disparity in the magnitudes of the nonzero entries of \( x \). Toward this end, we define the following measure of the disparity, in term of a function \( \phi(t) \), such that

\[
\|x_S\|_2^2 \leq \phi(|S|)\|x_S\|_2^2 \tag{2}
\]

for any set \( S \subseteq \Omega \), where \( \Omega \) is the support of \( x \), \( |S| \) denotes the number of elements of \( S \) and \( \phi(t) \) is a nondecreasing function of \( t > 0 \) with \( 0 < \phi(t) \leq t \). Note that by the Cauchy-Schwarz inequality, \( \phi(t) = t \) holds for any \( K \)-sparse signal \( x \). Furthermore, \( \phi(t) \) with \( \phi(t) \) much smaller than \( t \) holds for \( \alpha \)-strongly-decaying signals and random signals (more details will be provided in Sec. [2]).

In this paper, we develop a lower bound on the probability of the exact recovery for \( K \)-sparse signals \( x \) that satisfy (2), using \( K \)-iterations of OMP, as a function of \( \phi(t) \). Since the bound depends on the function \( \phi(t) \), we develop closed-form expressions of \( \phi(t) \) for general \( K \)-sparse signals, \( K \)-sparse \( \alpha \)-strongly-decaying signals, and \( K \)-sparse signals whose nonzero entries independently and identically follow the \( \mathcal{N}(0, 1) \) distribution, leading to exact lower bounds for these three classes of sparse signals.
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2. MAIN RESULTS

In the following, we provide a lower bound on the probability that OMP can exactly recover any $K$-sparse signal $x$ satisfying (4) in $K$ iterations for random sensing matrix $A$.

Theorem 1 Let $A \in \mathbb{R}^{m \times n}$ be a random matrix with i.i.d. $N(0, 1/m)$ entries, and $x$ be a $K$-sparse signal that satisfies (2) for some particular $\phi(t)$. Define the event $S$ as

$$S = \{ \text{OMP can exactly recover } x \text{ in (1) in } K \text{ iterations} \}.$$

Denote interval $\mathcal{I} = \left(0, 1 - \sqrt{\frac{K}{m}} - \sqrt{\frac{2\phi(K)}{m \pi}}\right]$, then

$$\mathbb{P}(S) \geq \max_{\epsilon \in \mathcal{I}} \left(1 - e^{-2\epsilon} \frac{\pi}{\pi(\epsilon)} \left(\frac{\epsilon}{\sqrt{m/K - 1}}\right)^{(n-K)} \right),$$

(4)

where $\eta = 1 - \sqrt{K/m} - \epsilon$.

The proof of Theorem 1 can be found in the journal version of this paper. In the following, we give some remarks.

Theorem 1 is important from both theoretical and practical applications points of view. Theoretically, Theorem 1 characterizes the recovery performance of OMP. In practical applications, we can use (4) to give a lower bound on $\mathbb{P}(S)$. If the lower bound is large, saying close to 1, then we are confident to use the OMP algorithm to do the reconstruction. If the lower bound is small, saying much smaller than 1, then another more effective recovery algorithm (such as the basis pursuit (2)) may need to be used.

As far as we know, Theorem 1 gives the first lower bound on $\mathbb{P}(S)$ by using the extra information (i.e., inequality (2)) of the $K$-sparse signal $x$. Note that [14] Theorem 6 also gives a lower bound on $\mathbb{P}(S)$, but it only uses the $K$-sparsity property of $x$. Since Theorem 1 uses not only the sparsity of $x$ but also its additional property (2) to derive the lower bound, it provides a sharper lower bound on $\mathbb{P}(S)$ than [14] Theorem 6. More details on the comparison of the two lower bounds are presented in Sec. 3.

Theorem 1 can theoretically explain that OMP has better recovery ability in recovering sparse signals with larger variation of the magnitudes of their nonzero entries. Specifically, it is not hard to see that the right-hand side of (4) becomes larger as $\phi(t)$ (or equivalently $\|x_S\|_2$) becomes smaller. By the Cauchy-Schwarz inequality, $\|x_S\|_2$ achieves the maximal value $\sqrt{|S|}$ when the magnitudes of all the entries of $x_S$ are the same. Hence, the probability of exact recovery of $K$-sparse $x$, whose non-zero entries have identical magnitudes, has the smallest lower bound. On the other hand, if the variation of the magnitudes of the nonzero entries of $x$ are large, then $\|x_S\|_2$ is small, and hence the right-hand side of (4) is large. Therefore, generally speaking, the probability of the exact recovery of this kind of $K$-sparse signals $x$ is large.

As (5) depends on $\phi(t)$, to lower bound $\mathbb{P}(S)$, we need to know $\phi(t)$. In the following, we give closed-form expressions of $\phi(t)$ for three cases. We begin with the first case where we only know that $x$ is $K$-sparse. By the Cauchy-Schwarz inequality, one can see that (2) holds if $\phi(t) = t$. Hence, by Theorem 1 we have

Corollary 1 Let $A \in \mathbb{R}^{m \times n}$ be a random matrix with i.i.d. $N(0, 1/m)$ entries and $x$ be an arbitrary $K$-sparse signal. Then (4) holds with $\phi(t) = t$.

Note that [14] Theorem 6 shows that

$$\mathbb{P}(S) \geq \max_{\epsilon \in (0, \sqrt{m/K - 1})} \left(1 - e^{-2\epsilon} \frac{\pi}{\pi(\epsilon)} \left(\frac{\epsilon}{\sqrt{m/K - 1}}\right)^{(n-K)} \right),$$

(5)

where the event $S$ is defined in (3). Since the lower bounds on $\mathbb{P}(S)$ given by Corollary 1 and (5) are complicated, it is difficult to theoretically compare them. However, from the simulation results in Sec. 3 one can see that the new bound given by Corollary 1 is much sharper than that given by (5).

Next, we give a lower bound on $\mathbb{P}(S)$ for recovering $\alpha$-strongly-decaying signal. First, we state the precise definition of $\alpha$-strongly-decaying signals as follows:

Definition 1 (10) Without loss of generality, let all the entries of $K$-sparse $x$ be ordered as

$$|x_1| \geq |x_2| \geq \ldots \geq |x_K| \geq 0, \ x_j = 0, \ \text{for } K + 1 \leq j \leq n.$$

Then $x$ is called as a $K$-sparse $\alpha$-strongly-decaying signal ($\alpha > 1$) if $|x_i| \geq \alpha|x_{i+1}|$, $1 \leq i \leq K - 1$.

The following lemma provides a closed-form expression of $\phi(t)$ for $K$-sparse $\alpha$-strongly-decaying signals.

---

**Algorithm 1** The OMP Algorithm [5]

Input: $y$, $A$, and stopping rule.

Initialize: $k = 0$, $r^0 = y$, $S_0 = \emptyset$.

until the stopping rule is met

1. $k = k + 1$,
2. $s^k = \arg\max_{1 \leq i \leq n} |\langle r^{k-1}, A_i \rangle|$, 
3. $S_k = S_{k-1} \cup \{s^k\}$, 
4. $\hat{x}_{S_k} = \arg\min_{x \in \mathbb{R}^{|S_k|}} \|y - A_{S_k} x\|^2_2$, 
5. $r^k = y - A_{S_k} \hat{x}_{S_k}$.

Output: $\hat{x} = \arg\min_{x : \text{supp}(x) = S_k} \|y - Ax\|^2_2$. 

---
Lemma 1 Let \( x \) be a \( K \)-sparse \( \alpha \)-strongly-decaying signal, then (2) holds with

\[
\phi(t) = \frac{(\alpha^t - 1)(\alpha + 1)}{(\alpha + 1)(\alpha - 1)}, \quad t > 0.
\]  

(6)

The proof of Lemma 1 can be found in the journal version of this paper.

To show how large the \( \phi(t) \) in (6) is, we plot it for different values of \( \alpha \) in Fig. 1 where for comparison, we also plot \( \phi(t) = t \) (note that this is equivalent to the \( \alpha = 1 \) case as \( \lim_{t \to 1} \phi(t) = t \)). Fig. 1 shows that \( \phi(t) \) is much smaller than \( t \) for large \( t \) and/or \( \alpha \).

Theorem 1 and Lemma 1 implies the following corollary:

Corollary 2 Let \( A \in \mathbb{R}^{m \times n} \) be a random matrix with i.i.d. \( \mathcal{N}(0, 1/m) \) entries, and \( x \) be a \( K \)-sparse \( \alpha \)-strongly-decaying signal. Then (4) holds with \( \phi(t) \) being defined in (6).

Since \( \phi(t) \) in (6) is much smaller than \( t \) when \( t \) and/or \( \alpha \) is large (see Fig. 1), the right-hand side of (4) with \( \phi(t) \) being defined in (6) can be much larger than that with \( \phi(t) = t \). This essentially implies that \( \mathbb{P}(S) \) is larger for recovering \( \alpha \)-strongly-decaying sparse signals than that for recovering flat sparse signals (i.e., the magnitudes of all the nonzero entries are identical). More details on this are given in Sec. 3.

Finally, we consider the recovery of random signals \( x \). Specifically, we assume that \( x \) is \( K \)-sparse with \( x_{\Omega} \sim \mathcal{N}(0, \sigma^2 I) \) for certain \( \sigma \). This kind of sparse signals arise from many applications, such as sparse activity users detection [11]. If \( x_{\Omega} \sim \mathcal{N}(0, \sigma^2 I) \), then \( x_{\Omega}/\sigma \sim \mathcal{N}(0, I) \).

Since \( \|x_{\Omega}\|_2 = \|x_{\Omega}/\sigma\|_2 \), to find a function \( \phi(t) \) such that (2) holds for \( K \)-sparse signal \( x \) satisfying \( x_{\Omega} \sim \mathcal{N}(0, \sigma^2 I) \), we only need to find a \( \phi(t) \) such that (2) holds for \( K \)-sparse \( x \) satisfying \( x_{\Omega} \sim \mathcal{N}(0, I) \). Since \( x \) is a random signal, it is impossible to find a \( \phi(t) \) such that (2) always holds. But we can find a \( \phi(t) \) such that (2) holds with high probability.

Fig. 2 shows the empirical probability of \( \|x\|^2_2/\|x\|^2_2 \leq \phi(t) \) for \( t = 1, 2, \ldots, 50 \) over 50000 realizations of \( x \in \mathbb{R}^t \sim \mathcal{N}(0, I) \).

If \( x_{\Omega} \sim \mathcal{N}(0, I) \), then the expected value of \( \|x\|^2_2 \) divided by the expected value of \( \|x\|^2_2 \) equals to \( \sqrt{2/\pi|\Omega|} \). Therefore, we may try \( \phi(t) = \sqrt{2/\pi t} \). However, from simulations, we found that (2) does not hold with high probability when \( |\Omega| \) is small. Fortunately, \( \phi(t) \) defined in (7) below is a suitable function to ensure (2) holds with high probability:

\[
\phi(t) = \begin{cases} 
0.8t & t \geq 30 \\
24 & 25 \leq t \leq 29 \\
t & t \leq 24 
\end{cases}
\]  

(7)

Fig. 2 shows the probability of \( \|x\|^2_2/\|x\|^2_2 \leq \phi(t) \) for \( t = 1, 2, \ldots, 50 \) over 50000 realizations, where \( \phi(t) \) is defined in (7). From Fig. 2, one can see that (2) holds with \( \phi(t) \) in (7) with probability larger than 0.996. Hence, we have the following observation:

Observation 1 Suppose that \( A \in \mathbb{R}^{m \times n} \) is a random matrix with i.i.d. \( \mathcal{N}(0, 1/m) \) entries, and \( x \) is a \( K \)-sparse signal satisfying \( x_{\Omega} \sim \mathcal{N}(0, \sigma^2 I) \) for certain \( \sigma \). Then (4) holds with \( \phi(t) \) being defined in (7) with empirical probability larger than 0.996.

Fig. 2 indicates that (2) holds with \( \phi(t) \) being defined in (7) with probability larger than 0.996. Since \( \phi(t) \) being defined in (7) is much smaller than \( \phi(t) = t \) for large \( t \), Observation 1 essentially implies that \( \mathbb{P}(S) \) is larger for recovering Gaussian sparse signals than that for recovering flat sparse signals. More details on this will be provided in Sec. 3.

3. SIMULATION TESTS

This section performs simulations to illustrate Theorem 1 Corollaries 1-2 and Observation 1 and compare them with [14] Theorem 6.
We generated 1000 realizations of linear model (1). More specifically, for each fixed $m$, $n$ and $K$, for each realization, we generated an $A \in \mathbb{R}^{m \times n}$ with i.i.d. $\mathcal{N}(0, 1/m)$ entries; we randomly selected $K$ elements from the set $\{1, 2, \ldots, n\}$ to form the support $\Omega$ of $x$; and then generated an $x \in \mathbb{R}^n$ according to the following four cases: 1) $x_i = 1$ for $i \in \Omega$ and $x_i = 0$ for $i \notin \Omega$; 2) The $i$-th element of $x_{\Omega}$ is $1.1^{K-i}$ for $i \in \Omega$ and $x_i = 0$ for $i \notin \Omega$; 3) The $i$-th element of $x_{\Omega}$ is $1.2^{K-i}$ for $i \in \Omega$ and $x_i = 0$ for $i \notin \Omega$; 4) $x_{\Omega} = \text{randn}(K, 1)$ and $x_{\Omega^c} = 0$, where randn is a MATLAB built-in function. After generating $A$ and $x$, we set $y = Ax$. Then, we use OMP to reconstruct $x$, and denote the number of exactly recovery of $x$ (note that $x$ is thought as exactly recovered if the 2-norm of the difference between the returned $x$ and generated $x$ is not larger than $10^{-10}$) over 1000 as "Empirical".

We respectively compute the right-hand side of (4) with $\phi(t) = t$, $\phi(t)$ defined by (6) with $\alpha = 1.1$ and $\alpha = 1.2$ and $\phi(t)$ defined by (7) for the four cases, and denote them as "New BD". To compare Corollaries [12] and Observation [11] with [14] Theorem 6, we also compute the right-hand side of (5) and denote it as "Existing BD". Since the lower bound on $P(S)$ given by [14] Theorem 6] uses the sparsity of $x$ only, "Existing BD" are the same for all the four cases.

Figs. 3-6 respectively display "Empirical", "New BD" and "Existing BD" for $m = 100 : 50 : 1000$ and $n = 1024$ with $K = 15$ and $K = 30$ for $x$ from cases 1-4. Figs. 3-6 show that "New BD" are much larger than "Existing BD" for all the four cases which indicates that the lower bounds on $P(S)$ given by Corollaries [12] and Observation [11] are much sharper than that given by [14] Theorem 6]. They also show that OMP has significantly better recovery performance in recovering $\alpha$-strongly-decaying and Gaussian sparse signals than recovering flat sparse signals, and the recovery performance of the OMP algorithm for recovering $\alpha$-strongly-decaying sparse signals becomes better as $\alpha$ gets larger.

4. CONCLUSIONS

In this paper, we developed lower bounds on the probability of exact recovery using $K$ iterations of OMP for $x$ satisfying a condition that characterizes the variations in the magnitudes of the nonzero entries of $x$. 

![Fig. 3. Recovery of K-sparse flat signals](image1)

![Fig. 4. Recovery of K-sparse 1.1-strongly-decaying signals](image2)

![Fig. 5. Recovery of K-sparse 1.2-strongly-decaying signals](image3)

![Fig. 6. Recovery of K-sparse Gaussian signals](image4)
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