Blow-up for a non-linear stable non-Gaussian process in fractional time
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Abstract
The behaviour of solutions for a non-linear diffusion problem is studied. A subordination principle is applied to obtain the variation of parameters formula in the sense of Volterra equations, which leads to the integral representation of a solution in terms of the fundamental solutions. This representation, the so-called mild solution, is used to investigate some properties about continuity and non-negativeness of solutions as well as to prove a Fujita type blow-up result. Fujita’s critical exponent is established in terms of the parameters of the stable non-Gaussian process and a result for global solutions is given.
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1 Introduction

Let \( \gamma > 1 \). We consider the following Cauchy problem

\[
\partial_t^{\alpha}(u - u_0)(t, x) + \Psi_{\beta}(-i \nabla)u(t, x) = |u(t, x)|^{\gamma-1}u(t, x), \quad t > 0, \quad x \in \mathbb{R}^d,
\]

\[
u(t, x)|_{t=0} = u_0(x) \geq 0, \quad x \in \mathbb{R}^d, \tag{1.1}
\]

---
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where $\partial_t^\alpha$ is the Riemann-Liouville fractional derivative of order $\alpha \in (0, 1)$ given by

$$\partial_t^\alpha v = \frac{d}{dt} \int_0^t g_{1-\alpha}(t-s)v(s)\,ds =: \frac{d}{dt}(g_{1-\alpha} \ast v)(t),$$

with $g_\rho(t) := \frac{1}{\Gamma(\rho)} t^{\rho-1}$ and the Euler Gamma function $\Gamma(\cdot)$. The notation $\partial_t^\alpha (u - u_0)(t, x)$ is understood as $\partial_t^\alpha u(t, x) - \partial_t^\alpha (1) \times u_0(x)$ and the function $u_0$ stands for the initial data in a certain Lebesgue space. The term $\Psi_\beta(-i\nabla)$ is a singular integral operator of constant order $\beta \in (0, 2)$ with symbol $\psi$, that is

$$\Psi_\beta(-i\nabla)v(x) = F_{\xi \to x}^{-1} \{ \psi(\xi)(Fv)(\xi) \}, \ v \in C^\infty_0(\mathbb{R}^d),$$

where $F$ is the Fourier transform in $\mathbb{R}^d$ and $F^{-1}$ is its inverse. As usual, $C^\infty_0(\mathbb{R}^d)$ denotes the space of test functions on $\mathbb{R}^d$. The symbol $\psi$ is a measurable function on $\mathbb{R}^d$ given by

$$\psi(\xi) = ||\xi||^\beta \omega_\mu(\xi) \frac{\xi}{||\xi||}, \ \xi \in \mathbb{R}^d,$$

where

$$\omega_\mu(\theta) := \int_{S^{d-1}} |\theta \cdot \eta|^\beta \mu(d\eta), \ \theta \in S^{d-1},$$

with $||\xi|| = \sqrt{\xi_1^2 + \cdots + \xi_d^2}$ being the standard Euclidean norm. Here, $\mu(d\eta)$ is a centrally symmetric finite (non-negative) Borel measure defined on the unitary sphere $S^{d-1}$, called spectral measure, and $\omega_\mu(\cdot)$ is a continuous function on $S^{d-1}$, see e.g. [22, Section 1.8]. Whenever $\mu(d\eta) = \varrho(\eta)d\eta$, where $\varrho$ is a continuous function on $S^{d-1}$, we will refer to $\varrho$ as the density of $\mu$. Some restrictions on the function $\varrho$ may be required for the lower bound and behaviour of the fundamental solutions; see, e.g. [20, Section 5.2]. More precisely, our basic hypothesis throughout the paper is the following:

\begin{itemize}
  \item[(H_1)] The spectral measure $\mu$ has a strictly positive density, such that the function $\omega_\mu$ is strictly positive and $(d + 1 + [\beta])$-times continuously differentiable on $S^{d-1}$.
\end{itemize}

We denote by (H_2) to refer to (H_1) whenever we need to assume that $\omega_\mu$ is $(d + 2 + [\beta])$-times continuously differentiable on $S^{d-1}$, $[\beta]$ being the maximal integer not exceeding the real number $\beta$. The considerations just made above have been taken from [22, Proposition 4.5.1] and [22, Theorem 4.5.1], for $d = 1$ and $d > 1$ respectively. We want to point out that the condition of strict positivity on $\omega_\mu$ in (H_1), guarantees that the support of the measure $\mu$ on $S^{d-1}$ is not contained in any hyperplane of $\mathbb{R}^d$ ([22, Section 4.5]).

In this work we are concerned with studying the blow-up phenomena for reaction-diffusion equations like (1.1) considering a non-regular class of solutions instead of the classical calls, with a temporal fractional derivative and a pseudo-differential operator.
related to a stochastic process. Blow-up results for differential equations with the so-called *Caputo fractional derivative* ([17, Section 2.4] with $0 < \alpha < 1$) have been studied e.g., in [38].

Since $\psi$ is a Lévy-Khintchine symbol with index of stability $\beta$, it is well known that the corresponding stochastic process is called a localised Feller-Courrège process and therefore it makes sense to use the notation $\Psi_\beta(-i\nabla)$ for the associated generator (see, e.g. [20, Chapter 6, Appendices C and D]).

As an important concept associated with $\alpha$, let us mention the *mean squared displacement* (MSD) or the centred second moment, which describes how fast is the dispersion of the particles in a random process. In [16, Lemma 2.1], the authors proved that the MSD governed by the equation

$$\partial_t^\alpha (u - u_0) - \Delta u = 0$$

specifically turns out to be $\frac{2d}{\Gamma(1+\alpha)} t^\alpha$, $t > 0$, $0 < \alpha < 1$. In the literature one traditionally finds that anomalous diffusion refers to this power-law. See, e.g. [3, 25, 26, 34] and references therein. However, in our case, the Cauchy problem (1.1) does not possess a finite MSD. This can be directly checked by using the definition of MSD ([16, expression (6)]) and similar arguments as in the proof of [16, Lemma 2.1] or [35, Theorem 2.8].

In this setting, the Green function of the Cauchy problem $\frac{\partial u}{\partial t} + \Psi_\beta(-i\nabla)u = 0$ is non-Gaussian and it is interpreted as the transition probability density of the corresponding stable non-Gaussian process [21, Chapter 7]. The study of these processes and their generalizations is motivated by the increasing use in the mathematical modeling of processes in engineering, natural sciences and economics. See, e.g. [3, 4, 27] and [39, Chapter 1]. Similar to the case of Gaussian processes, which have been widely studied (see, e.g. [2, 9, 11–13]), it arises an interest in qualitative properties, blow-up and asymptotic behaviour for the solutions of non-Gaussian ones. For instance, in the case $\beta = 2$ and $\omega_\mu \equiv 1$ we see that the operator, namely $\Psi_2(-i\nabla)$, becomes the negative Laplacian $(-\Delta)$ with symbol $\psi(\xi) = \|\xi\|^2$. The blow-up of the solution to the corresponding ordinary differential equation

$$\partial_t u(t, x) + (-\Delta)u(t, x) = u(t, x)^\gamma, \quad t > 0, \; x \in \mathbb{R}^d,$$

$$u(t, x)|_{t=0} = u_0(x) \geq 0, \; x \in \mathbb{R}^d,$$

was investigated by Fujita in 1966 ([10]). Since then, many other researchers have explored blow-up phenomena (see, e.g. [18, 23, 28, 32, 36, 38]). An interesting generalization that includes a Riemann-Liouville fractional integral in the non-linear term, on the right hand side, can be found in [24]. Following the analysis of this phenomenon, in this work we show that the non-linearity of (1.1) leads to the blow-up of positive solutions in a finite time.

For this purpose, we say that a function $u : [0, T) \times \mathbb{R}^d \to \mathbb{R}$ *blows-up* at the finite time $T$ if

$$\lim_{t \to T^-} \|u(t)\|_\infty = +\infty,$$
and thus our main result is stated as follows.

**Theorem 1** Let $\alpha \in (0, 1)$ and $\beta \in (0, 2)$. Assume the hypothesis $(H_1)$ holds. Suppose that $\alpha = \frac{\beta}{2}$, that $1 < p < \infty$ and that $u_0 \in L_p(\mathbb{R}^d) \cap C(\mathbb{R}^d)$ is a non-negative function. If $1 < \gamma < 1 + \frac{\beta}{d}$, then all non-trivial non-negative solutions of (1.1) admit the representation (3.1) can only be local. If $\gamma = 1 + \frac{\beta}{d}$, then the non-trivial non-negative solutions can only be local whenever the initial condition is sufficiently large. Moreover, if additionally $u_0 \in L_\infty(\mathbb{R}^d)$, then any positive mild solution of (1.1) blows-up in finite time.

Since the literature on blow-up theorems of Fujita type is quite extensive, we do not attempt to review it in this paper. Nevertheless, let us emphasize that the relation $\alpha = \frac{\beta}{2}$ pays a crucial role in the proof of Theorem 1, which makes a similarity with what Fujita (1928-) found in 1966 for the case $\alpha = 1$ working in the Gaussian framework when $\beta = 2$ and $\omega_\mu \equiv 1$. For our proof, we exploit the representation of the Volterra equations in the sense of Prüss as well as the theory of completely positive kernels of type $(PC)$, like $g_\rho$ with $\rho \in (0, 1)$ (see, e.g. [30]). We also deal with the theory of pseudo-differential operators that generate a sub-Markovian semigroup on $L_p(\mathbb{R}^d)$, under the condition that the symbol $\psi: \mathbb{R}^d \to \mathbb{C}$ is a continuous and negative definite function; see [14, Examples 4.1.12 and 4.1.13]. In our case, $\psi$ satisfies such condition ([19, Formula 1.9], [14, Theorem 3.6.11 and Lemma 3.6.8]).

Other results in [15, Section 2] and [22, Section 8.2], are also particularly important for our work. Here, the authors show that the linear Cauchy problem

$$
\partial_t^\alpha (u - u_0)(t, x) + \Psi_\beta(-i\nabla)u(t, x) = f(t, x), \quad t > 0, \ x \in \mathbb{R}^d,
$$

$$
u(t, x)|_{t=0} = u_0(x), \quad x \in \mathbb{R}^d,
$$

admits a pair of fundamental solutions $(Z, Y)$, given by

$$Z(t, x) := \frac{1}{\alpha} \int_0^\infty G(t^\alpha s, x)s^{-1 - \frac{1}{\alpha}} G_\alpha\left(1, s^{-\frac{1}{\alpha}}\right) ds \quad (1.2)$$

and

$$Y(t, x) := \int_0^\infty t^{\alpha - 1} G(t^\alpha s, x)s^{-\frac{1}{\alpha}} G_\alpha\left(1, s^{-\frac{1}{\alpha}}\right) ds, \quad (1.3)$$

where $G$ stands for the Green function that solves the problem

$$\partial_t G(t, x) + \Psi_\beta(-i\nabla)G(t, x) = 0, \quad t > 0, \ x \in \mathbb{R}^d,$n

$$G(t, x)|_{t=0} = \delta_0(x), \quad x \in \mathbb{R}^d, \quad (1.4)$$

$\delta_0$ being the Dirac delta distribution, and $G_\alpha(\cdot, \cdot)$ is the Green function that solves the problem

$$\partial_t v(t, s) + \frac{d^\alpha}{ds^\alpha} v(t, s) = 0, \quad t > 0, \ s \in \mathbb{R}, \ G_\alpha(0, s) = \delta(s),$$
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where \( \alpha \in (0, 1) \) and
\[
\frac{d^\alpha}{ds^\alpha} f(s) := \frac{1}{\Gamma(-\alpha)} \int_0^\infty \frac{f(s - \tau) - f(s)}{\tau^{1+\alpha}} d\tau,
\]
see [22, Formulas (1.111) and (2.74)]. From [35, Lemma 2.15], we know that the fundamental solutions \((Z, Y)\) given by (1.2)-(1.3) satisfy the relation
\[
Y(\cdot, x) = \frac{d}{dt} (g_\alpha * Z(\cdot, x)), \quad t > 0, \quad x \in \mathbb{R}^d \setminus \{0\},
\]
which is crucial for the integral representation (3.1) below.

This paper is organized as follows. In Section 2 we have compiled some properties of the fundamental solutions \(Z, Y\). In Section 3 we derive the integral representation of a solution to (1.1) in the sense of Definition 1. The main result of this section is given by Theorem 2. In Section 4 we prove two results on continuity and non-negativeness of the local solutions, given by Theorems 3 and 4 respectively. The last section is devoted to prove our main result related to the blow-up of positive solutions, stated in Theorem 1. We also give a Fujita type result for global solutions in Theorem 5.

2 Preliminaries

In what follows we use the notations \( f \asymp g \) and \( f \lesssim g \) in \( D \), which means that there exists constants \( C, C_1, C_2 > 0 \) such that \( C_1 g \leq f \leq C_2 g \) and \( f \leq C g \) in \( D \), respectively. Such constants may change line by line. We also use the notation \( \Omega = \|x\|^\beta t^{-\alpha} \) for \( x \in \mathbb{R}^d \) and \( t > 0 \).

The following result summarizes the two-sided estimates for \( Z \). For its proof see [15, Theorem 2].

**Proposition 1** Let \( \alpha \in (0, 1) \) and \( \beta \in (0, 2) \). Assume the hypothesis \((H_1)\) holds. Then there exists a positive constant \( C \) such that for \((t, x) \in (0, \infty) \times \mathbb{R}^d\) the following two-sided estimates for \( Z \) hold. For \( \Omega \leq 1 \),
\[
Z(t, x) \asymp C t^{-\frac{ad}{p}} \quad \text{if } d < \beta,
\]
\[
Z(t, x) \asymp C t^{-\alpha} (|\log(\Omega)| + 1) \quad \text{if } d = \beta,
\]
\[
Z(t, x) \asymp C t^{-\frac{ad}{p}} \Omega^{1-\frac{d}{p}} \quad \text{if } d > \beta.
\]

For \( \Omega \geq 1 \),
\[
Z(t, x) \asymp C t^{-\frac{ad}{p}} \Omega^{1-\frac{d}{p}}.
\]

In the same way we have derived the two-sided estimates for \( Y \).

**Proposition 2** Under the same assumptions as Proposition 1, the following two-sided estimates for \( Y \) hold. For \( \Omega \leq 1 \),
\[
Y(t, x) \asymp C t^{-\frac{ad}{p}} \Omega^{1-\frac{d}{p}}.
\]
\[ Y(t, x) \asymp Ct^{-\frac{ad}{p} + \alpha - 1} \quad \text{if} \quad d < 2\beta, \]
\[ Y(t, x) \asymp Ct^{-\alpha - 1}(|\log(\Omega)| + 1) \quad \text{if} \quad d = 2\beta, \]
\[ Y(t, x) \asymp Ct^{-\frac{ad}{p} + \alpha - 1} \Omega^{\frac{d}{p}} \quad \text{if} \quad d > 2\beta. \]

For \( \Omega \geq 1 \),
\[ Y(t, x) \asymp Ct^{-\frac{ad}{p} + \alpha - 1} \Omega^{1 - \frac{d}{p}}. \]

**Proof** The assertions follow from straightforward computations made in the proof of the previous estimates for \( Z \), in [15, Theorem 2]. There, the authors used the fact that the asymptotic behaviour of \( G_\alpha \) is the same as for the density \( w_\alpha \) given in [15, Proposition 1] (with the skewness of the distribution that equals to 0) by

\[ w_\alpha(\tau) \sim C \begin{cases} \tau^{-1-\alpha} & \text{as} \quad \tau \to \infty, \\ f_\alpha(\tau) := \tau^{-\frac{2}{\alpha}(1-\alpha)} e^{-c_\alpha \tau^{-\alpha}} & \text{as} \quad \tau \to 0, \end{cases} \]

where \( c_\alpha = (1 - \alpha)\alpha^{\frac{\alpha}{\alpha}} \). See e.g., [22, Proposition 2.4.1] and [39, Theorem 2.5.2] for more details.

Keeping this in mind, we see that a difference between the functions \( Z \) and \( Y \), given by (1.2) and (1.3) respectively, is the factor \( s^{-1} \) inside the improper Riemann integral of \( Z \). Thus, we only need to check the corresponding two-sided estimates for

\[ \int_0^\infty G(t^\alpha s, x)s^{-\frac{1}{\alpha}} G_\alpha \left(1, s^{-\frac{1}{\alpha}}\right) ds, \]

which can be written equivalently as

\[ \int_0^\infty G(t^\alpha s, x)s^{-\frac{1}{\alpha}} G_\alpha \left(1, s^{-\frac{1}{\alpha}}\right) s ds \asymp I_1 + I_2. \]

Here, similar to the integrals that are used in [15, expression (33)],

\[ I_1 := \int_0^1 \min \left(t^{-\frac{ad}{p}} \Omega^{-\frac{1-d}{p}} s, t^{-\frac{ad}{p}} s^{-\frac{d}{p}}\right) s ds \quad (2.1) \]

and

\[ I_2 := \int_1^\infty \min \left(t^{-\frac{ad}{p}} \Omega^{-\frac{1-d}{p}} s, t^{-\frac{ad}{p}} s^{-\frac{d}{p}}\right) s^{-1-\frac{1}{\alpha}} f_\alpha(s^{-\frac{1}{\alpha}}) s ds, \quad (2.2) \]

where

\[ \min \left(t^{-\frac{ad}{p}} \Omega^{-\frac{1-d}{p}} s, t^{-\frac{ad}{p}} s^{-\frac{d}{p}}\right) = \begin{cases} t^{-\frac{ad}{p}} \Omega^{-\frac{1-d}{p}} s, & \text{for} \quad s < \Omega, \\ t^{-\frac{ad}{p}} s^{-\frac{d}{p}}, & \text{for} \quad s \geq \Omega, \end{cases} \]
as in [15, expression (32)]. Next, we need to analyse the two-sided estimates for $I_j$, $j = 1, 2$. The case $\Omega \leq 1$ yields

$$I_1 = t^{-\frac{ad}{\beta}} \int_0^\Omega s^{2-d} \, ds + t^{-\frac{ad}{\beta}} \int_\Omega^1 s^{1-d} \, ds \leq \frac{1}{3} t^{-\frac{ad}{\beta}} \int_0^\Omega s^{2-d} \, ds + t^{-\frac{ad}{\beta}} \int_\Omega^1 s^{1-d} \, ds.$$  

The last integral requires the sub-cases $d < 2\beta$, $d = 2\beta$ and $d > 2\beta$:

$$t^{-\frac{ad}{\beta}} \int_\Omega^1 s^{1-d} \, ds = \begin{cases} t^{-\frac{ad}{\beta}} \frac{1}{2} \left( 1 - \Omega^{2-d} \frac{1}{\beta} \right), & \text{for } d < 2\beta, \\ t^{-2\alpha} |\log(\Omega)|, & \text{for } d = 2\beta, \\ t^{-\frac{ad}{\beta}} \frac{1}{\beta-2} \left( \Omega^{2-d} \frac{1}{\beta} - 1 \right), & \text{for } d > 2\beta. \end{cases}$$

For $I_2$, since $\Omega \leq 1$, we have that

$$I_2 = t^{-\frac{ad}{\beta}} \int_1^\infty s^{-\frac{d}{\beta}} s^{-1-\frac{1}{\alpha}} f_\alpha \left( s^{-\frac{1}{\alpha}} \right) \, ds = t^{-\frac{ad}{\beta}} \int_1^\infty s^{-\frac{d}{\beta}} s^{-\frac{1}{\alpha}} \frac{2-\alpha}{2\alpha(1-\alpha)} e^{-(1-\alpha)\alpha s^{\frac{1}{\alpha}}} \, ds.$$  

We point out that the improper integral is convergent due to the Laplace method for integrals (see e.g., [15, (A1)]). Therefore, if $d < 2\beta$ we find that

$$C t^{-\frac{ad}{\beta}} = I_2 \leq I_1 + I_2 = \frac{1}{3} t^{-\frac{ad}{\beta}} \Omega^{2-d} \frac{1}{\beta} + t^{-\frac{ad}{\beta}} \frac{1}{2-\frac{d}{\beta}} \left( 1 - \Omega^{2-d} \frac{1}{\beta} \right) + C t^{-\frac{ad}{\beta}} \lesssim t^{-\frac{ad}{\beta}},$$

if $d = 2\beta$ we obtain

$$I_1 + I_2 = \frac{1}{3} t^{-2\alpha} + t^{-2\alpha} |\log(\Omega)| + C t^{-2\alpha}$$

and $d > 2\beta$ implies that

$$\frac{1}{3} t^{-\frac{ad}{\beta}} \Omega^{2-d} \frac{1}{\beta} \leq I_1 \leq I_1 + I_2 = \frac{1}{3} t^{-\frac{ad}{\beta}} \Omega^{2-d} \frac{1}{\beta} + t^{-\frac{ad}{\beta}} \frac{1}{\beta-2} \left( \Omega^{2-d} \frac{1}{\beta} - 1 \right) + C t^{-\frac{ad}{\beta}} \lesssim t^{-\frac{ad}{\beta}} \Omega^{2-d} \frac{1}{\beta}.$$  

\( \varepsilon \) Springer
Blow-up for a non-linear...

Since the additional factor $t^{\alpha - 1}$ is a constant for the integral of $Y$, the estimates hold for $\Omega \leq 1$. Now, the case $\Omega \geq 1$ implies that

$$I_1 = t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}} \int_0^1 s^2 ds = \frac{1}{2} t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}}$$

and

$$I_2 = t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}} \int_1^\Omega s^{-\frac{1}{\alpha}} f_\alpha \left(s^{-\frac{1}{\alpha}}\right) ds + t^{-\frac{ad}{p}} \int_\Omega^\infty s^{-\frac{d}{p} - \frac{1}{\alpha}} f_\alpha \left(s^{-\frac{1}{\alpha}}\right) ds.$$

We see that

$$I_2 \leq t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}} \int_1^\Omega s^{-\frac{1}{\alpha}} f_\alpha \left(s^{-\frac{1}{\alpha}}\right) ds + t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}} \int_\Omega^\infty s^{-\frac{d}{p} - \frac{1}{\alpha}} f_\alpha \left(s^{-\frac{1}{\alpha}}\right) ds = C_1 t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}}.$$

On the other hand,

$$I_2 \geq t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}} \int_1^\Omega s^{-\frac{d}{p} - \frac{1}{\alpha}} f_\alpha \left(s^{-\frac{1}{\alpha}}\right) ds + t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}} \int_\Omega^\infty s^{-\frac{d}{p} - \frac{1}{\alpha}} f_\alpha \left(s^{-\frac{1}{\alpha}}\right) ds = C_2 t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}}.$$

These bounds show that $I_1 + I_2 \asymp t^{-\frac{ad}{p}} \Omega^{-\frac{1}{p}}$ for $\Omega \geq 1$. The factor $t^{\alpha - 1}$ completes the proof.

\[\square\]

\textbf{Remark 1} We note a singularity at the origin with respect to the spatial variable for $Z$, whenever $d \geq \beta$, and for $Y$ whenever $d \geq 2\beta$. It is well known that this type of singularities occurs in the equations of fractional evolution in time, even if $\beta = 2$ and $\omega_{\mu \nu} \equiv 1$.

In order to formulate our results, we also recall the following properties of the fundamental solutions $Z$ and $Y$, Lemmata 1-4 (see proofs in [35, Section 2]).

\textbf{Lemma 1} Under the same assumptions as Proposition 1, there exists a positive constant $C$ for all $t_1, t_2 > 0$ and $x \in \mathbb{R}^d$, such that there exists $t_c > 0$, between $t_1$ and $t_2$,
and the following estimates for $Z$ hold with $\Omega_c = \|x\|^\beta t_c^{-\alpha}$. For $\Omega_c \leq 1$,

$$|Z(t_1, x) - Z(t_2, x)| \leq C|t_1 - t_2| \begin{cases} \frac{-ad}{p} - 1 & \text{if } d < \beta, \\ t_c^{-\alpha - 1}(\log(\Omega_c) + 1) & \text{if } d = \beta, \\ \Omega_c - \frac{d}{p} & \text{if } d > \beta, \end{cases}$$

and for $\Omega_c \geq 1$,

$$|Z(t_1, x) - Z(t_2, x)| \leq C|t_1 - t_2|t_c^{\frac{-ad}{p} - 1} \Omega_c^{1 - \frac{d}{p}}.$$

**Lemma 2** Under the same assumptions as Proposition 1, there exists a positive constant $C$ for all $t_1, t_2 > 0$ and $x \in \mathbb{R}^d$, such that there exists $t_c > 0$, between $t_1$ and $t_2$, and the following estimates for $Y$ hold with $\Omega_c = \|x\|^\beta t_c^{-\alpha}$. For $\Omega_c \leq 1$,

$$|Y(t_1, x) - Y(t_2, x)| \leq C|t_1 - t_2| \begin{cases} \frac{-ad}{p} + \alpha - 2 & \text{if } d < 2\beta, \\ t_c^{\frac{-ad}{p} + \alpha - 2}(\log(\Omega_c) + 1) & \text{if } d = 2\beta, \\ \Omega_c^{2 - \frac{d}{p}} & \text{if } d > 2\beta, \end{cases}$$

and for $\Omega_c \geq 1$,

$$|Y(t_1, x) - Y(t_2, x)| \leq C|t_1 - t_2|t_c^{\frac{-ad}{p} + \alpha - 2} \Omega_c^{1 - \frac{d}{p}}.$$

**Lemma 3** Let $\alpha \in (0, 1)$ and $\beta \in (0, 2)$. Assume the hypothesis $(H_2)$ holds. Then there exists a positive constant $C$ for all $t > 0$ and $x_1, x_2 \in \mathbb{R}^d$, such that there exists $\zeta$ in the open segment connecting $x_1$ and $x_2$, and the following estimates for $Z$ hold with $\Omega_\zeta = \|\zeta\|^\beta t^{-\alpha}$. For $\Omega_\zeta \leq 1$,

$$|Z(t, x_1) - Z(t, x_2)| \leq C\|x_1 - x_2\|t^{\frac{-\alpha(d+1)}{p}} \Omega_\zeta^{1 - \frac{d+1}{p}}$$

and for $\Omega_\zeta \geq 1$,

$$|Z(t, x_1) - Z(t, x_2)| \leq C\|x_1 - x_2\|t^{\frac{-\alpha(d+1)}{p}} \Omega_\zeta^{1 - \frac{d+1}{p}}.$$

**Lemma 4** Under the same assumptions as Lemma 3, then there exists a positive constant $C$ for all $t > 0$ and $x_1, x_2 \in \mathbb{R}^d$, such that there exists $\zeta$ in the open segment connecting $x_1$ and $x_2$, and the following estimates for $Y$ hold with $\Omega_\zeta = \|\zeta\|^\beta t^{-\alpha}$. For $\Omega_\zeta \leq 1$,

$$|Y(t, x_1) - Y(t, x_2)| \leq C\|x_1 - x_2\| \begin{cases} t^{\frac{-\alpha(d+1)}{p} + \alpha - 1} & \text{if } d + 1 < 2\beta, \\ t^{\frac{-\alpha(d+1)}{p} + \alpha - 1}(\log(\Omega_\zeta) + 1) & \text{if } d + 1 = 2\beta, \\ \Omega_\zeta^{2 - \frac{d+1}{p}} & \text{if } d + 1 > 2\beta, \end{cases}$$
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and for $\Omega_\zeta \geq 1$,

$$|Y(t, x_1) - Y(t, x_2)| \leq C\|x_1 - x_2\| t^{-\frac{\alpha(d+1)}{p} + \alpha - 1} \Omega_\zeta^{-\frac{d+1}{p}}.$$ 

**Lemma 5** Under the same assumptions as Lemma 3, then there exists a positive constant $C$ for all $t > 0$ and $x_1, x_2 \in \mathbb{R}^d$, such that the estimate

$$\|Y(t, \cdot - x_1) - Y(t, \cdot - x_2)\|_q \leq C \|x_1 - x_2\| \|\nabla Y(t, \cdot)\|_q$$

$$\lesssim \|x_1 - x_2\| t^{-\frac{\alpha d}{p} (1 - \frac{1}{q}) - \frac{\beta}{q} + \alpha - 1} \tag{2.3}$$

is true for $1 \leq q < \kappa'$, where $\kappa' := \left\{ \begin{array}{ll} \frac{d}{d+1-2\beta}, & d+1 > 2\beta \text{ and } \beta > \frac{1}{2}, \\ \infty, & d+1 \leq 2\beta. \end{array} \right.$

In the case of $d+1 < 2\beta$, (2.3) remains true for $q = \infty$.

**Proof** It follows from the same arguments as in [35, Lemma 6.1] but using the bounds given in Lemma 4.

It is worth mentioning that all these estimates have been thoroughly investigated using the Zolotarev-Pollard formula for Mittag-Leffler functions $E_\alpha$, which is valid for the case $0 < \alpha < 1$ (see [15, Section 2] and [22, Proposition 8.1.1]). To our knowledge this type of representation has not been explored explicitly in the literature for the case $\alpha > 1$, however, we refer the reader to [7] and [5] for the study of evolution equations with a Caputo fractional derivative of order $1 < \alpha < 2$.

**Definition 1** Let $\alpha \in (0, 1)$, $\beta \in (0, 2)$ and $\gamma > 1$. Assume the hypothesis $(\mathcal{H}_1)$ holds. Suppose that $1 < p < \infty$ and that $u_0 \in L_p(\mathbb{R}^d)$ is a non-negative function. A function $u$ is called a local solution of (1.1), if there exists $T > 0$ such that

(i) $u \in C([0, T]; L_p(\mathbb{R}^d)) \cap L_\infty((0, T) \times \mathbb{R}^d)$,

(ii) $u$ satisfies (1.1) in $[0, T]$.

A function $u$ is called a global solution of (1.1) if (i)-(ii) are satisfied for any $T > 0$. We say that $u$ is a mild solution of (1.1) if $u \in C([0, T]; L_p(\mathbb{R}^d)) \cap L_\infty((0, T) \times \mathbb{R}^d)$ and it satisfies the integral equation

$$u(t, x) = \int_{\mathbb{R}^d} Z(t, x - y)u_0(y)dy + \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y)u(s, y)|^\gamma - 1 u(s, y)dyds$$

for all $x \in \mathbb{R}^d$ and $0 \leq t < T$.

At this point, we mention that problems like (1.1) have been studied in [35, Section 5]. Under suitable conditions on $\alpha$, $\beta$, $\gamma$ and $p$, together with other parameters, the authors find positive, local and global solutions.
3 Representation of solution in its integral form

In this section we analyse the conditions under which a local solution $u$ of (1.1), in the sense of Definition 1, can be represented as

$$u(t, x) = \int_{\mathbb{R}^d} Z(t, x - y)u_0(y)dy + \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y)|u(s, y)|^{\gamma - 1}u(s, y)dyds$$

(3.1)

for all $x \in \mathbb{R}^d$ and $0 \leq t < T$.

Although the subordination principle employed here follows directly from [6, Chapter 3], for instance, the point we want to emphasize is the relation (1.5), between the fundamental solutions $Z$ and $Y$ in the context of non-Gaussian process, which leads to the main result of this section.

First, we recall that the symbol $\psi(\xi)$ is a continuous and negative definite function. Thereby, from [14, Example 4.6.29] we know that $(-\Psi_\beta(-i\nabla), C_0^\infty(\mathbb{R}^d))$ satisfies, for any $1 < p < \infty$, the Dirichlet condition

$$\int_{\mathbb{R}^d} (-\Psi_\beta(-i\nabla)f)(x)((f - 1)^+)^{p-1}(x)dx \leq 0, \quad f \in C_0^\infty(\mathbb{R}^d),$$

and consequently it is $L_p(\mathbb{R}^d)$-dissipative ([14, Propositions 4.6.11 and 4.6.12]). In fact, the density of $C_0^\infty(\mathbb{R}^d)$ in $L_p(\mathbb{R}^d)$ implies that $(-\Psi_\beta(-i\nabla), C_0^\infty(\mathbb{R}^d))$ is closable and its closure $(A, D(A))$ generates a sub-Markovian semigroup $\{T_t\}_{t \geq 0}$ on $L_p(\mathbb{R}^d)$ which is a strongly continuous contraction semigroup ([14, Lemma 4.1.36, Theorems 4.1.33 and 4.6.17, Definition 4.1.6]). Besides, $A$ is densely defined on $L_p(\mathbb{R}^d)$ ([14, Corollary 4.1.15]). On the other hand, it is well known that $g_\alpha$ is a completely positive function and belongs to $L_1(\mathbb{R}^+)$. We denote $u(t) = u(t, \cdot)$ and $|u|^{\gamma - 1}(t) = |u(t, \cdot)|^{\gamma - 1}$. Since $u$ and $u_0$ satisfy Definition 1, if $u_0 \in L_\infty(\mathbb{R}^d)$ we observe that $g_\alpha * |u|^{\gamma - 1}u(t) \in L_p(\mathbb{R}^d)$ for $0 \leq t < T$. Equation (1.1) can be written as the Volterra equation

$$u(t) = u_0 + g_\alpha * |u|^{\gamma - 1}u(t) + g_\alpha * Au(t), \quad 0 < t < T,$$

(3.2)

which admits a resolvent $\{S(t)\}_{t \geq 0}$ in $L_p(\mathbb{R}^d)$ ([31, Theorems 4.1 and 4.2]). From [31, Corollary 4.5] we have that

$$S(t) = -\int_0^\infty T_t w(t; d\tau), \quad t > 0,$$

where $w$ is the propagation function associated with $g_\alpha$. In order to describe this resolvent, we use the representation

$$T_t f(\cdot) = \int_{\mathbb{R}^d} G(t, \cdot - y)f(y)dy, \quad f \in D(A),$$
the function $G$ being the fundamental solution of the problem (1.4) (see [29, Section 1.2 Theorem 2.4 (c) and Section 4.1 Theorem 1.3]). For $v \in D(A)$ we see that

$$S(t)v = -\int_0^\infty T_\tau v \ w(t; d \tau)$$

$$= -\int_0^\infty G(\tau, \cdot) \ast v \ w(t; d \tau)$$

and using the Fourier transform we obtain

$$\mathcal{F}(S(t)v) = -\int_0^\infty e^{-\tau \psi(\xi)} \hat{w}(t; d \tau)$$

$$= s(t, \psi(\xi)) \hat{v}$$

$$= \hat{Z}(t, \xi) \hat{v}$$

with a kernel $s$ that comes via scalar Volterra equations (see [31, Proposition 4.9], [30, Sections 2 and 3]). This implies that

$$S(t)v = Z(t, \cdot) \ast v$$

and the boundedness of $S(t)$ leads to an extension to all of $L^p(\mathbb{R}^d)$.

Let $0 < t < T$. If $u(s) \in D(A), 0 \leq s \leq t$, identity (3.2) and [31, Proposition 1.1, Definition 1.3] yield

$$1 \ast u(t) = \int_0^t u(s) ds$$

$$= \int_0^t (S(t - s)u(s) - A(g_\alpha \ast S)(t - s)u(s)) ds$$

$$= \int_0^t S(t - s)u(s) ds - \int_0^t (g_\alpha \ast S)(t - s)Au(s) ds$$

$$= \int_0^t S(s)u(t - s) ds - \int_0^t S(s)(g_\alpha \ast Au)(t - s) ds$$

$$= \int_0^t S(s)(u(t - s) - (g_\alpha \ast Au)(t - s)) ds$$

$$= \int_0^t S(s) \left( u_0 + g_\alpha \ast |u|^{\gamma - 1} u(t - s) \right) ds$$

and thus we get the variation of parameters formula for (3.2) given by

$$u(t) = \frac{d}{dt} \int_0^t S(s) \left( u_0 + g_\alpha \ast |u|^{\gamma - 1} u \right)(t - s) ds.$$
We note that
\[
\frac{d}{dt} \int_0^t S(s)u_0 ds = S(t)u_0 = Z(t, \cdot)\ast u_0.
\]

By proceeding as in the proof of [35, Lemma 5.1], but working with the $L^p(\mathbb{R}^d)$ space, using the relation (1.5) and the fact that $\sup_{0 \leq t < T} \|u|^{\gamma-1}u(t)\|_\infty < \infty$, we show that
\[
\frac{d}{dt} \int_0^t S(s) \left(g_\alpha \ast |u|^{\gamma-1}u\right)(t-s) ds = \int_0^t Y(t-s, \cdot)\ast |u|^{\gamma-1}u(s, \cdot) ds.
\]

**Theorem 2** Let $\alpha \in (0, 1)$ and $\beta \in (0, 2)$. Assume the hypothesis $({\mathcal H}_1)$ holds. Let $\gamma > 1$ and suppose that $1 < p < \infty$. Let $u_0 \in D(A) \cap L_\infty(\mathbb{R}^d)$ be a non-negative function. If $u$ is a local solution in the sense of Definition 1 for some $T > 0$ and $u(t) \in D(A)$ for all $0 \leq t < T$, then $u$ admits the representation (3.1).

## 4 Continuity and non-negativeness of solution in $[0, T) \times \mathbb{R}^d$

Let $u$ be a local solution of (1.1). In this section we show that $u$ is a continuous and non-negative function on $[0, T) \times \mathbb{R}^d$, for some $T > 0$. For this purpose, the representation (3.1) obtained in the previous section is particularly important. Besides, we need the following technical result.

**Lemma 6** Let $d \in \mathbb{N}$, $\alpha \in (0, 1)$ and $\beta \in (0, 2)$. Assume the hypothesis $({\mathcal H}_1)$ holds. If $f$ is a continuous and bounded function on $\mathbb{R}^d$, then $Z(t, \cdot)\ast f \to f$ uniformly on compact sets whenever $t \to 0$.

**Proof** From [35, Lemma 2.12 and Formula (2.20)] we know that $g(x) := Z(1, x)$, $x \in \mathbb{R}^d$, satisfies all assumptions of [8, Theorem 1.6] with $\epsilon = t^{\beta}$. \(\Box\)

In what follows we use the parameter $\kappa := \begin{cases} d \beta, & d > \beta, \\ 1, & \text{otherwise} \end{cases}$ which sets a condition on $p$ for the existence of some $q \geq 1$ such that
\[
\frac{1}{p} + \frac{1}{q} = 1
\]
and the $L_q$-norm for $Y(t, \cdot)$, $t > 0$, is reached. Indeed, by choosing $\kappa < p < \infty$ we obtain that $1 < q < \infty$ whenever $\kappa = 1$ and $1 < q < \frac{d}{d-\beta}$ whenever $\kappa = \frac{d}{\beta}$. This implies that $q < \kappa_2$, with $\kappa_2$ as in [35, Theorem 2.10].

**Theorem 3** Let $\alpha \in (0, 1)$ and $\beta \in (1, 2)$. Assume the hypothesis $({\mathcal H}_2)$ holds. Let $\gamma > 1$ and suppose that $\max(1, \kappa) < p < \infty$. Let $u_0 \in D(A) \cap L_\infty(\mathbb{R}^d) \cap C(\mathbb{R}^d)$ be a non-negative function. If $u$ is a local solution in the sense of Definition 1 for some $T > 0$ and $u(t) \in D(A)$ for all $0 \leq t < T$, then $u \in C([0, T) \times \mathbb{R}^d)$. \(\Box\) Springer
Proof From Theorem 2 it follows that the local solution $u$ has the form

$$u(t, x) = \int_{\mathbb{R}^d} Z(t, x - y)u_0(y)dy + \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y)|u|^{\gamma - 1}u(s, y)dyds,$$

$x \in \mathbb{R}^d$, $0 \leq t < T$. We define

$$u_1(t, x) := \int_{\mathbb{R}^d} Z(t, x - y)u_0(y)dy$$

and

$$u_2(t, x) := \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y)|u|^{\gamma - 1}u(s, y)dyds.$$

We shall show that for all $\epsilon > 0$, there exists $\delta > 0$ such that

$$|u_j(t, x) - u_j(t_0, x_0)| < \epsilon, \forall (t, x) \in B((t_0, x_0), \delta) \subset [0, T) \times \mathbb{R}^d,$$

for $j \in \{1, 2\}$. Let $x_0 \in \mathbb{R}^d$ and $0 < t_0 < T$. We suppose $t_0 < t < T$ without loss of generality. For $u_1$ we see that

$$|u_1(t, x) - u_1(t_0, x_0)| \leq \int_{\mathbb{R}^d} |Z(t, x - y) - Z(t_0, x_0 - y)|u_0(y)dy$$

$$\leq \int_{\mathbb{R}^d} |Z(t, x - y) - Z(t_0, x - y)|u_0(y)dy$$

$$+ \int_{\mathbb{R}^d} |Z(t_0, x - y) - Z(t_0, x_0 - y)|u_0(y)dy$$

$$\lesssim \|u_0\|_{\infty} \int_{\mathbb{R}^d} |Z(t, x - y) - Z(t_0, x - y)|dy$$

$$+ \|u_0\|_{\infty} \int_{\mathbb{R}^d} |Z(t_0, x - y) - Z(t_0, x_0 - y)|dy$$

$$\lesssim \|u_0\|_{\infty} |t - t_0|t_0^{-1} + \|u_0\|_{\infty} \|x - x_0\|t_0^{-\frac{\alpha}{\beta}},$$

where the last estimates follow from [35, Theorem 2.13 and Lemma 6.1], respectively. Thus,

$$|u_1(t, x) - u_1(t_0, x_0)| \lesssim |t - t_0|t_0^{-1} + \|x - x_0\|t_0^{-\frac{\alpha}{\beta}}$$

and we can take a ball in $\mathbb{R}^d$ of radius $C^{-1}\epsilon t_0^{\frac{\alpha}{\beta}}$ centered at $x_0$, and an interval in $[0, T)$ of radius $C^{-1}\epsilon t_0$ centered at $t_0$, where $C$ is the constant of the estimate.

For the continuity of $u_1$ in $(0, x_0)$ we have that

Springer
We note that, by Lemma 6, the continuity and boundedness of $u_0$ imply the uniform limit on compact subsets of $\mathbb{R}^d$ for the first term as $t \to 0$. By choosing a sufficiently small $\delta$ we get the desired result.

Next, we analyse the continuity of $u_2$. We see that

$$|u_2(t, x)| \leq \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y)|u(s, y)|^{\gamma} \, dy \, ds$$

$$\leq \sup_{0 \leq s \leq t} \|u(s)\|_{\infty}^{\gamma} \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y) \, dy \, ds$$

$$\leq \sup_{0 \leq s \leq t} \|u(s)\|_{\infty}^{\gamma} \int_0^t (t - s)^{\alpha - 1} \frac{1}{\Gamma(\alpha)} \, ds$$

$$\leq \sup_{0 \leq s \leq t} \|u(s)\|_{\infty}^{\gamma} t^\alpha \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha)}.$$

This proves that

$$\lim_{t \to 0} u_2(t, x) = 0$$

uniformly on $\mathbb{R}^d$.

Now, let $x_0 \in \mathbb{R}^d$ and $0 < t_0 < T$. Again, we suppose $t_0 < t < T$ without loss of generality. We find that

$$|u_2(t, x) - u_2(t_0, x)|$$

$$\leq |u_2(t, x) - u_2(t_0, x)| + |u_2(t_0, x) - u_2(t_0, x)|$$

$$\leq \int_0^{t_0} \int_{\mathbb{R}^d} Y(s, x - y)|u|^{\gamma - 1}u(t - s, y) - |u|^{\gamma - 1}u(t_0 - s, y) \, dy \, ds$$

$$+ \int_{t_0}^t \int_{\mathbb{R}^d} Y(s, x - y)|u(t - s, y)|^{\gamma} \, dy \, ds$$

$$+ \int_0^{t_0} \int_{\mathbb{R}^d} |Y(t_0 - s, x - y) - Y(t_0 - s, x_0 - y)||u(s, y)|^{\gamma} \, dy \, ds$$

$$\lesssim \gamma \sup_{0 \leq s \leq t} \|u(s)\|_{\infty}^{\gamma - 1} \int_0^{t_0} \int_{\mathbb{R}^d} Y(s, x - y)|u(t - s, y) - u(t_0 - s, y)| \, dy \, ds$$

$$+ \sup_{0 \leq s \leq t} \|u(s)\|_{\infty}^{\gamma} \int_{t_0}^t \int_{\mathbb{R}^d} Y(s, x - y) \, dy \, ds$$
\[
\begin{align*}
&+ \sup_{0 \leq s \leq t} \|u(s)\|_{L^\infty}^{\gamma} \int_0^{t_0} \int_{\mathbb{R}^d} |Y(t_0 - s, x - y) - Y(t_0 - s, x_0 - y)| dy ds \\
&\lesssim \gamma \sup_{0 \leq s \leq t} \|u(s)\|_{L^\infty}^{\gamma - 1} \int_0^{t_0} \|Y(s, \cdot)\|_p \|u(t - s) - u(t_0 - s)\|_{L^\infty} ds \\
&+ \sup_{0 \leq s \leq t} \|u(s)\|_{L^\infty}^\gamma \int_0^t s^{\alpha - 1} ds \\
&+ \sup_{0 \leq s \leq t} \|u(s)\|_{L^\infty}^\gamma \int_0^{t_0} \|x - x_0\| (t_0 - s)^{-\frac{\alpha}{p} + \alpha - 1} ds,
\end{align*}
\]

where the last integral is estimated by Lemma 5. For estimating the first term, we use the continuity of \(u\) with respect to the norm topology on \(L_p(\mathbb{R}^d)\) and Young’s convolution inequality, i.e.,

\[
\begin{align*}
&\int_0^{t_0} \|Y(s, \cdot)\|_p \|u(t - s) - u(t_0 - s)\|_{L^\infty} ds \\
&\lesssim \int_0^{t_0} \|Y(s, \cdot)\|_q \|u(t - s) - u(t_0 - s)\|_p ds \\
&\lesssim \epsilon \int_0^{t_0} s^{-\frac{\alpha d}{pp} + \alpha - 1} ds.
\end{align*}
\]

Thus,

\[
|u_2(t, x) - u_2(t_0, x_0)| \lesssim \epsilon t_0^{\alpha - \frac{\alpha d}{pp}} + (t_0^\alpha - t_0^\alpha) + \|x - x_0\| t_0^{-\frac{\alpha}{p}}.
\]

\[\square\]

The second result of this section is the following.

**Theorem 4** Let \(\alpha \in (0, 1)\) and \(\beta \in (0, 2)\). Assume the hypothesis \((\mathcal{H}_1)\) holds. Let \(\gamma > 1\) and suppose that \(1 < p < \infty\). Let \(u_0 \in D(A) \cap L_\infty(\mathbb{R}^d)\) be a non-negative function. If \(u\) is a local solution in the sense of Definition I for some \(T > 0\) and \(u(t) \in D(A)\) for all \(0 \leq t < T\), then there exists \(0 < T* \leq T\) such that \(u\) is non-negative in \([0, T*) \times \mathbb{R}^d\).

**Proof** We define the operator

\[
\mathcal{M}v(t, x) := \int_{\mathbb{R}^d} Z(t, x - y)v_0(y)dy + \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y)g(v(s, y))dy ds
\]

on the Banach space \(L_\infty((0, T) \times \mathbb{R}^d)\), where \(g\) is a non-decreasing Lipschitz function with \(g(0) = 0\) and \(v_0 \in L_\infty(\mathbb{R}^d)\). As in the proof of [1, Lemma 1.3], we derive that the operator \(\mathcal{M}\) has a unique fixed point \(v\). Furthermore, \(v \geq w\) whenever \(v_0 \geq w_0\), where \(w\) is the fixed point associated with \(w_0 \in L_\infty(\mathbb{R}^d)\). Our aim now is to apply this result to a sequence of functions \(g_n\), such that for each \(n \in \mathbb{N}\) they have the same properties as \(g\) but with the additional constraint that their structure approximates the non-linear term \((\cdot)^\gamma\) on \([0, \infty)\). In accordance with our particular situation with \(\gamma > 1\),
we need a sequence that allows us to control the derivative of the function $(\cdot)^\gamma$. For that purpose, we define

$$g_n(r) := \begin{cases} 
0 & \text{if } r < 0, \\
r^\gamma & \text{if } 0 \leq r \leq n, \\
an - bn e^{-r} & \text{if } r > n,
\end{cases}$$

where $a_n, b_n$ are positive constants that guarantee the existence of $g_n' \geq 0$ on $\mathbb{R}$ a.e. By construction we have that for all $n \in \mathbb{N}$ the constant Lipschitz of $g_n$ is $\gamma n^{\gamma - 1}$, $g_n(0) = 0$ and $g_n(r) = r^\gamma$ for $0 \leq r \leq n$. Therefore, there exists a unique function $u_n \in L_\infty((0, T) \times \mathbb{R}^d)$ such that $0 \leq u_n$ and

$$u_n(t, x) = \int_{\mathbb{R}^d} Z(t, x - y) \left( u_0 + \frac{1}{n} \right) (y) dy + \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y) g_n(u_n(s, y)) dy ds,$$

for $x \in \mathbb{R}^d$ and $0 < t < T$. Since $\frac{1}{n} \geq \frac{1}{n+1}$, we have that $u_{n+1} \leq u_n$. Thus, for almost every $(t, x) \in (0, T) \times \mathbb{R}^d$, the sequence of real numbers $(u_n(t, x))_{n \in \mathbb{N}}$ is decreasing and bounded from below by zero. Consequently, we can define the function

$$\tilde{u}(t, x) = \lim_{n \to \infty} u_n(t, x)$$

a.e. in $(0, T) \times \mathbb{R}^d$. On the other hand, we have that

$$\|u_n(t)\|_\infty \leq \left\| u_0 + \frac{1}{n} \right\|_\infty + \frac{\gamma n^{\gamma - 1}}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1}\|u_n(s)\|_\infty ds$$

and Gronwall’s inequality (see [37, Corollary 2]) yields

$$\|u_n(t)\|_\infty \leq \left\| u_0 + \frac{1}{n} \right\|_\infty E_{\alpha, 1} \left( \gamma n^{\gamma - 1} t^\alpha \right) \leq \left\| u_0 + \frac{1}{n} \right\|_\infty E_{\alpha, 1} \left( \gamma n^{\gamma - 1} T^\alpha \right), \quad 0 < t < T.$$

Now, for small enough $0 < T^* \leq T$ we can find $N \in \mathbb{N}$ such that

$$\left\| u_0 + \frac{1}{N} \right\|_\infty E_{\alpha, 1} \left( \gamma N^{\gamma - 1} (T^*)^\alpha \right) \leq N.$$

Therefore, for all $n \geq N$ it follows that $u_n(t, x) \leq N$, for $x \in \mathbb{R}^d$ and $0 < t < T^*$. This shows that

$$u_n(t, x) = \int_{\mathbb{R}^d} Z(t, x - y) \left( u_0 + \frac{1}{n} \right) (y) dy + \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y) u_n(s, y)^\gamma dy ds$$
whenever \( n \geq N \). We note that the non-linear integral term is dominated by \( N^\gamma \) and the dominated convergence theorem implies that

\[
\tilde{u}(t, x) = \int_{\mathbb{R}^d} Z(t, x - y) u_0(y) dy + \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y) \tilde{u}(s, y)^\gamma dy ds.
\]

Next, we show that \( u = \tilde{u} \) a.e. in \((0, T^*)\). Indeed,

\[
|u(t, x) - \tilde{u}(t, x)| \leq \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y) \left| |u|^{\gamma - 1} u(s, y) - |\tilde{u}|^{\gamma - 1} \tilde{u}(s, y) \right| dy ds
\]

\[
= \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y) \left| |u|^\gamma - 1 u(s, y) - |\tilde{u}|^{\gamma - 1} \tilde{u}(s, y) \right| dy ds
\]

\[
\lesssim \sup_{0 \leq s < T^*} \left( \|u(s)\|_\infty^{\gamma - 1} + \|\tilde{u}(s)\|_\infty^{\gamma - 1} \right)
\]

\[
\times \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y)|u(s, y) - \tilde{u}(s, y)|dy ds
\]

\[
\leq C(T^*) \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y)\|u(s) - \tilde{u}(s)\|_\infty dy ds
\]

\[
\leq C(T^*) \int_0^t \frac{(t - s)^{\alpha - 1}}{\Gamma(\alpha)} \|u(s) - \tilde{u}(s)\|_\infty ds
\]

and thus

\[
\|u(t) - \tilde{u}(t)\|_\infty \leq C(T^*) \int_0^t \frac{(t - s)^{\alpha - 1} \|u(s) - \tilde{u}(s)\|_\infty}{\Gamma(\alpha)} ds.
\]

By Gronwall’s inequality we conclude the desired result. \( \square \)

5 Proof of the main result Theorem 1

**Proof** Firstly, we get the following estimates. Let \( t > 0 \). Using the bounds given in Proposition 1, it is clear that

\[
Z(t, x - y) \geq C t^{-\frac{ad}{\beta}} e^{-\frac{\|x - y\|^2}{4t}}, \quad \Omega \leq 1.
\]

If \( \Omega \geq 1 \), we have that

\[
Z(t, x - y) \geq C t^{-\frac{ad}{\beta}} \Omega^{-1 - \frac{d}{\beta}}
\]

\[
= C t^{-\frac{ad}{\beta}} t^{\alpha + \frac{ad}{\beta}} \|x - y\|^{-\beta - d}
\]

\[
= C t^{-\frac{ad}{\beta}} t^{\alpha + \frac{ad}{\beta}} (2\sqrt{t})^{-\beta - d} \left( \frac{\|x - y\|}{2\sqrt{t}} \right)^{-\beta - d}
\]
\[ \geq C t^{-\frac{ad}{\beta}} t^{\alpha - \frac{ad}{\beta}} (2\sqrt{t})^{-\beta - d} e^{-\frac{\|x-y\|^2}{4t}}, \]

whenever \( d \leq 3 \). For larger dimensions, it is always possible to find a suitable constant \( K > 1 \), depending on \( \beta \) and \( d \), such that

\[ (\|x-y\| \sqrt{t})^{-\beta - d} e^{-\frac{\|x-y\|^2}{4t}} \]

whenever \( d \leq 3 \). For larger dimensions, it is always possible to find a suitable constant \( K > 1 \), depending on \( \beta \) and \( d \), such that

\[ (\|x-y\| \sqrt{t})^{-\beta - d} e^{-\frac{\|x-y\|^2}{4t}} \]

From the hypothesis \( \alpha = \frac{\beta}{2} \), it follows that

\[ Z(t, x - y) \geq C t^{-\frac{ad}{\beta}} e^{-\frac{\|x-y\|^2}{4t}}, \Omega \geq 1, \]

which means that

\[ Z(t, x - y) \geq C_1 t^{-\frac{ad}{\beta}} e^{-\frac{\|x-y\|^2}{4t}}, \]

for all \( t > 0 \) and \( x, y \in \mathbb{R}^d \), with \( C_1 = \frac{C}{2^{\beta+d}} \).

We may assume without loss of generality that the constant \( C \) of the Proposition 2 is the same as that of the Proposition 1. In this way, we have also derived

\[ Y(t-s, x - y) \geq C_1 (t-s)^{-\frac{ad}{\beta}} e^{-\frac{\|x-y\|^2}{4(t-s)}}, \]

for all \( 0 \leq s < t \) and \( x, y \in \mathbb{R}^d \).

Now, we proceed by contradiction. We suppose that there exists a global non-trivial solution \( u \) of (1.1), according to Definition 1. In this case, \( u_0(y_0) > 0 \) for some \( y_0 \in \mathbb{R}^d \). The continuity of \( u_0 \) implies that

\[ u_0(y) > C_0, \quad \forall y \in B(y_0, \delta), \]

with some \( \delta > 0 \) and \( C_0 = \frac{u_0(y_0)}{2} \).

The representation (3.1) for \( u \) is

\[ u(t, x) = \int_{\mathbb{R}^d} Z(t, x - y)u_0(y)dy + \int_0^t \int_{\mathbb{R}^d} Y(t-s, x - y)u(s, y)\gamma dyds \]

for all \( x \in \mathbb{R}^d \) and \( 0 < t < T \). We note that, given the assumption made, \( T \) can be arbitrarily large. As in Section 3, we define

\[ u_1(t, x) := \int_{\mathbb{R}^d} Z(t, x - y)u_0(y)dy \]

and

\[ u_2(t, x) := \int_0^t \int_{\mathbb{R}^d} Y(t-s, x - y)u(s, y)\gamma dyds. \]
Using (5.1), it follows that
\[
\begin{align*}
    u_1(t, x) &\geq C_1 t^{-\frac{ad}{p}} \int_{\mathbb{R}^d} e^{-\frac{|x-y|^2}{4t}} u_0(y) dy \\
    &\geq C_1 C_0 t^{-\frac{ad}{p}} \int_{B(y_0, \delta)} e^{-\frac{|x-y_0|^2}{4t}} dy \\
    &\geq C_1 C_0 t^{-\frac{ad}{p}} e^{-\frac{|x-y_0|^2}{2t}} \int_{B(y_0, \delta)} e^{-\frac{|y-y_0|^2}{2t}} dy 
\end{align*}
\]
and we obtain
\[
    u_1(t, x) \geq C_2 t^{-\frac{ad}{p}} e^{-\frac{|x|^2}{t}}, \quad t > 1, \quad x \in \mathbb{R}^d.
\] (5.3)

Let \( H \) be the heat kernel
\[
    H(t, x) = \frac{1}{(4\pi t)^{\frac{d}{2}}} e^{-\frac{|x|^2}{4t}}, \quad t > 0, \quad x \in \mathbb{R}^d.
\]

Using the fact that
\[
    \int_{\mathbb{R}^d} H(t, x) dx = 1,
\]
we define the function
\[
    F(t) = \int_{\mathbb{R}^d} H(t, x) u(t, x) dx, \quad t > 0,
\] (5.4)
and splitting the integral into two parts we see that
\[
    F(t) = \int_{\mathbb{R}^d} H(t, x) u_1(t, x) dx + \int_{\mathbb{R}^d} H(t, x) u_2(t, x) dx.
\]

In the first integral we use the estimate (5.3), for obtaining
\[
    F(t) \geq C_3 t^{-\frac{ad}{p}} + \int_{\mathbb{R}^d} H(t, x) u_2(t, x) dx
\]
whenever \( t > 1. \)

In the second integral, we use the fact that (see [35, Theorem 2.14])
\[
    \frac{1}{g_\alpha(t)} \int_{\mathbb{R}^d} Y(t, x) dx = 1, \quad t > 0.
\]

Jensen’s inequality and Fubini’s theorem yield
\[
    \int_{\mathbb{R}^d} H(t, x) u_2(t, x) dx
\]
= \int_{\mathbb{R}^d} H(t, x) \left[ \int_0^t \int_{\mathbb{R}^d} Y(t - s, x - y)u(s, y)'^{y} \, dy \, ds \right] \, dx

= \int_0^t g_\alpha(t - s) \int_{\mathbb{R}^d} H(t, x) \left[ \int_{\mathbb{R}^d} \frac{1}{g_\alpha(t - s)} Y(t - s, x - y)u(s, y)'^{y} \, dy \right] \, dx \, ds

\geq \int_0^t g_\alpha(t - s) \int_{\mathbb{R}^d} H(t, x) \left[ \int_{\mathbb{R}^d} \frac{1}{g_\alpha(t - s)} Y(t - s, x - y)u(s, y)dy \right]^{y} \, dx \, ds

= \int_0^t (g_\alpha(t - s))^{1 - y} \int_{\mathbb{R}^d} H(t, x) \left[ \int_{\mathbb{R}^d} Y(t - s, x - y)u(s, y)dy \right]^{y} \, dx \, ds

\geq \int_0^t (g_\alpha(t - s))^{1 - y} \left\{ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} H(t, x)Y(t - s, x - y)dx \right\} u(s, y)dy \right\}^{y} \, ds.

The expression in the square brackets can be estimated with (5.2), i.e.,

\int_{\mathbb{R}^d} H(t, x)Y(t - s, x - y)dx

\geq C_1(t - s)^{-\frac{\alpha d}{2} + \alpha - 1} \int_{\mathbb{R}^d} H(t, x)e^{-\frac{|x - y|^2}{4(t - s)}} \, dx

= C_1(4\pi s)^{-\frac{d}{2}} e^{-\frac{|s - y|^2}{4s}} \left( \frac{S}{t} \right)^{\frac{d}{2}} (t - s)^{\alpha - 1}

Proceeding in the same way as in [12, page 42], with \( \alpha = \frac{d}{2} \), we get

\int_{\mathbb{R}^d} H(t, x)Y(t - s, x - y)dx \geq C_4(4\pi s)^{-\frac{d}{2}} e^{-\frac{|s - y|^2}{4s}} \left( \frac{S}{t} \right)^{\frac{d}{2}} (t - s)^{\alpha - 1}

and thus

\left\{ \int_{\mathbb{R}^d} \left[ \int_{\mathbb{R}^d} H(t, x)Y(t - s, x - y)dx \right] u(s, y)dy \right\}^{y}

\geq C_4^y (t - s)^{(\alpha - 1)y} \left( \frac{S}{t} \right)^{\frac{d}{2} y} \left\{ \int_{\mathbb{R}^d} (4\pi s)^{-\frac{d}{2}} e^{-\frac{|s - y|^2}{4s}} u(s, y)dy \right\}^{y}

= C_4^y (t - s)^{(\alpha - 1)y} \left( \frac{S}{t} \right)^{\frac{d}{2} y} F^y (s)

for 0 < s < t.

It follows that

\int_{\mathbb{R}^d} H(t, x)u_2(t, x)dx \geq C_4^y \int_0^t (g_\alpha(t - s))^{1 - y} (t - s)^{(\alpha - 1)y} \left( \frac{S}{t} \right)^{\frac{d}{2} y} F^y (s)ds
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and hence
\[ F(t) \geq C_3 \frac{d}{t^2} + C_5 \frac{f^{\alpha-1}}{t^{2\gamma}} \int_0^t s^{\frac{d}{2\gamma}} F^{\gamma}(s) ds \]
for all \( t > 1 \). Consequently,
\[ t^{\frac{d}{2\gamma}} t^{1-\alpha} F(t) \geq C_3 t^{\frac{d}{2\gamma} (\gamma-1)} t^{1-\alpha} + C_5 \int_0^t s^{\frac{d}{2\gamma}} F^{\gamma}(s) ds. \tag{5.5} \]

Defining the r.h.s. of this expression as \( f(t) \), \( t > 1 \), we have that
\[ f(t) \geq C_3 t^{\frac{d}{2\gamma} (\gamma-1)} t^{1-\alpha} \tag{5.6} \]
and that
\[ f'(t) \geq C_5 t^{\frac{d}{2\gamma}} F^{\gamma}(t). \tag{5.7} \]

From (5.5) it follows that
\[ f'(t) f^{-\gamma}(t) \geq C_5 t^{\frac{d}{2\gamma} (1-\gamma)-(1-\alpha)\gamma} \]
and
\[ \int_t^T f'(s) f^{-\gamma}(s) ds \geq C_5 \int_t^T s^{\frac{d}{2\gamma} (1-\gamma)-(1-\alpha)\gamma} ds \]
with \( T > t \). From here, we get that
\[ \frac{f^{1-\gamma}(t)}{\gamma-1} \geq C_5 \int_t^T s^{\frac{d}{2\gamma} (1-\gamma)-(1-\alpha)\gamma} ds \]
and using (5.6) we also obtain the estimate
\[ \frac{f^{1-\gamma}(t)}{\gamma-1} \leq C_3^{1-\gamma} t^{\frac{d}{2} (1-\gamma)^2-(1-\alpha)(\gamma-1)}. \]

This implies that
\[ \frac{C_3^{1-\gamma}}{\gamma-1} t^{\frac{d}{2} (1-\gamma)^2-(1-\alpha)(\gamma-1)} \geq C_5 \int_t^T s^{\frac{d}{2\gamma} (\gamma-1)-(1-\alpha)\gamma} ds. \tag{5.8} \]
Next we analyse the r.h.s. of (5.8), according to the following cases with \( a := d - 2(1 - \alpha) \).

For the case \( 1 < \gamma \leq \frac{a}{d} + \frac{2}{d\gamma} \), we have

\[
\gamma \leq \frac{a}{d} + \frac{2}{d\gamma} \Rightarrow d\gamma^2 \leq a\gamma + 2
\]

\[
\Leftrightarrow d\gamma^2 + 2(1 - \alpha)\gamma - d\gamma - 2 \leq 0
\]

\[
\Leftrightarrow -\frac{d\gamma}{2}(\gamma - 1) - (1 - \alpha)\gamma + 1 \geq 0,
\]

which yields a contradiction for large enough \( T \).

For the case \( \frac{a}{d} + \frac{2}{d\gamma} < \gamma < \frac{a}{d} + \frac{2}{d} \), we write the expression (5.8) as

\[
C_3^{1-\gamma} (t - \frac{d}{2})^{(1-\gamma)^2 - (1-\alpha)(\gamma - 1)} \geq C_5 \frac{t^{-\frac{d}{2}(\gamma - 1) - (1 - \alpha)\gamma + 1} - t^{-\frac{d}{2}(\gamma - 1) - (1 - \alpha)\gamma + 1}}{\frac{d}{2}(\gamma - 1) + (1 - \alpha)\gamma - 1}.
\]

Besides

\[
\gamma < \frac{a}{d} + \frac{2}{d} \Rightarrow d\gamma < d - 2(1 - \alpha) + 2
\]

\[
\Leftrightarrow -1 < -\frac{d}{2}(\gamma - 1) - (1 - \alpha)
\]

\[
\Leftrightarrow \frac{d\gamma}{2}(\gamma - 1) + (1 - \alpha)\gamma - 1 < \frac{d}{2}(\gamma - 1)^2 + (1 - \alpha)(\gamma - 1),
\]

which is a contradiction for large enough \( t \) and \( T \to \infty \).

For the critical case \( \gamma = 1 + \frac{\beta}{d} \), we use the facts that

\[
u(t, x)^\gamma \geq u_1(t, x)^\gamma
\]

and

\[
u(t, x) \geq u_2(t, x),
\]

together with the estimates (5.2) and (5.3). Therefore, for \( t > 2 \), we get

\[
\nu(t, x) \geq \int_1^2 \int_{\mathbb{R}^d} \frac{t}{1} \frac{1}{s} Y(t - s, x - y)\nu(s, y)^\gamma dy ds
\]

\[
\geq C_1 C_2^\gamma \int_1^2 \frac{t}{1} \frac{1}{s} \frac{e^{-\frac{1}{4(t-s)^2} s}}{s} e^{-\frac{1}{4(t-s)^2} \frac{\|y\|^2}{s}} dy ds
\]

\[
= C_1 C_2^\gamma \int_1^2 \frac{t}{1} \frac{1}{s} \frac{e^{-\frac{1}{4(t-s)^2} s}}{s} \frac{1}{(t-s)\frac{d}{2}s} \frac{1}{(t-s)\frac{d}{2}s} \frac{e^{-\frac{1}{4(t-s)^2} \frac{\|y\|^2}{s}}}{t} dy ds
\]

\[
\Box \text{ Springer}
\]
\[
\geq C_1 C_2^{\gamma} \frac{t^d}{t^{2\gamma}} e^{-\frac{\|x\|^2}{t}} \int_1^t \frac{1}{s} (t-s)^{\alpha-1} t^d \, ds \geq C_6 \frac{t^d}{t^{2\gamma}} e^{-\frac{\|x\|^2}{t}} \int_1^t \frac{1}{s} (t-s)^{\alpha-1} \, ds
\]

and hence
\[
\geq C_6 \frac{t^d}{t^{2\gamma}} e^{-\frac{\|x\|^2}{t}} \int_1^t \frac{1}{t-s} \, ds
\]

Using this and (5.4), we obtain that
\[
F(t) \geq \frac{C_7}{t^{2\gamma}} \ln \left(2 - \frac{2}{t}\right). \tag{5.9}
\]

Now,
\[
t^d \frac{d}{dt} t^{1-\gamma} F(t) = \frac{1}{2} t^d \gamma t^{1-\alpha} F(t) + \frac{1}{2} t^d \gamma t^{1-\alpha} F(t)
\]
\[
\geq \frac{C_7}{2} t^d \gamma t^{1-\alpha} \ln \left(2 - \frac{2}{t}\right) + \frac{C_5}{2} \int_0^t s t^d \gamma F'(s) \, ds,
\]

where (5.9) yields the bound for the first term and the second term comes from (5.5). The critical value of \(\gamma\) yields
\[
\geq \frac{C_7}{2} t^d \gamma t^{1-\alpha} \ln \left(2 - \frac{2}{t}\right) + \frac{C_5}{2} \int_0^t s t^d \gamma F'(s) \, ds.
\]

Defining the r.h.s. of this expression as the new \(f(t)\), \(t > 1\), we proceed as before but using
\[
f(t) \geq C_8 t \ln \left(2 - \frac{2}{t}\right)
\]

and
\[
f'(t) \geq C_9 t^{\frac{d}{2\gamma}} F(t)
\]

instead of (5.6) and (5.7), respectively, with \(C_8 = \frac{C_7}{2}\) and \(C_9 = \frac{C_5}{2}\). The resulting expression, instead of (5.8), is
\[
\geq \frac{C_8}{\gamma - 1} t^1 \gamma \ln^{1-\gamma} \left(2 - \frac{2}{t}\right) \geq C_9 \int_t^T s^{-\frac{d}{2\gamma} t^1 \gamma} \, ds
\]
or, in this case,
\[
\frac{C_8^{1-\gamma}}{\gamma - 1} t^{1-\gamma} \ln^{1-\gamma} \left(2 - \frac{2}{t}\right) \geq C_9 \int_t^T s^{-\gamma} ds.
\]

This implies, as \( T \to \infty \), that
\[
C_8^{1-\gamma} \ln^{1-\gamma} \left(2 - \frac{2}{t}\right) \geq C_9,
\]
which is a contradiction whenever the initial condition is sufficiently large at the point \( y_0 \).

So far we note that in this proof we do not require that \( u \) satisfies (1.1). Hence, any positive mild solution \( u \) can only be local under the assumptions of Theorem 1. In this context, let
\[
\tilde{T} = \sup \left\{ T > 0 : u \in C([0, T]; L_p(\mathbb{R}^d)) \cap L_\infty((0, T) \times \mathbb{R}^d) \right\}
\]

is a positive mild solution of (1.1).

Previous work implies that \( \tilde{T} < +\infty \). Suppose that \( \lim_{t \to \tilde{T}^-} \|u(t)\|_\infty < +\infty \). Since \( u_0 \in L_\infty(\mathbb{R}^d) \), it follows that there exists \( M > 0 \) such that \( \|u(t)\|_\infty \leq M \) for all \( t \in (0, \tilde{T}) \). We choose a sequence \( t_n \to \tilde{T} \) as \( n \to \infty \), with \( t_n < \tilde{T} \) for all \( n \in \mathbb{N} \). We suppose \( \frac{1}{2} \tilde{T} < t_m < t_n \) without loss of generality, with \( n, m \geq N \) for some \( N \in \mathbb{N} \). As in the proof of [35, Theorem 3.1], we find that
\[
\|u(t_n) - u(t_m)\|_p \lesssim (t_n - t_m)^{-1} \|u_0\|_p + M^{\gamma - 1} \int_0^{t_m} \|Y(t_n - s) - Y(t_m - s)\|_1 \|u(s)\|_p ds
\]
\[
+ M^{\gamma - 1} \int_{t_m}^{t_n} \|Y(t_n - s)\|_1 \|u(s)\|_p ds.
\]

On the other hand, for any \( t \in [0, \tilde{T}) \) we see that
\[
\|u(t)\|_p \leq \|u_0\|_p + \frac{M^{\gamma - 1}}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha - 1} \|u(s)\|_p ds
\]
and Gronwall’s inequality ([37, Corollary 2]) yields
\[
\|u(t)\|_p \leq \|u_0\|_p E_{\alpha,1}(M^{\gamma - 1} t^\alpha), \quad 0 \leq t < \tilde{T}.
\]

This shows that \( \|u(t)\|_p \leq \|u_0\|_p E_{\alpha,1}(M^{\gamma - 1} \tilde{T}^\alpha) =: K \) for all \( t \in [0, \tilde{T}) \). Thus,
\[
\|u(t_n) - u(t_m)\|_p \lesssim (t_n - t_m)^{-1} \|u_0\|_p
\]
\[ + M^{\gamma - 1} K \int_0^{t_m} \| Y(t_n - s) - Y(t_m - s) \|_1 ds \]
\[ + M^{\gamma - 1} K \int_{t_m}^{t_n} \| Y(t_n - s) \|_1 ds. \]

The integral over \([0, t_m]\) can be estimated, using \([35, \text{Theorems 2.10 and 2.14}]\), as follows:
\[
\int_0^{t_m} \| Y(t_n - s) - Y(t_m - s) \|_1 ds = \int_0^{t_m} \| Y(t_n - t_m + s) - Y(s) \|_1 ds
\]
\[ \leq \int_0^{t_n - t_m} \| Y(t_n - t_m + s) - Y(s) \|_1 ds + \int_{t_n - t_m}^{\infty} \| Y(t_n - t_m + s) - Y(s) \|_1 ds
\]
\[ \leq \int_0^{t_n - t_m} \| Y(t_n - t_m + s) \|_1 ds + \int_0^{t_n - t_m} \| Y(s) \|_1 ds
\]
\[ + \int_{t_n - t_m}^{\infty} \| Y(t_n - t_m + s) - Y(s) \|_1 ds
\]
\[ \lesssim (t_n - t_m)^{\alpha - 1} ds + \int_0^{t_n - t_m} s^{\alpha - 1} ds + \int_{t_n - t_m}^{\infty} (t_n - t_m)s^{\alpha - 2} ds
\]
\[ \lesssim (t_n - t_m)^{\alpha}. \]

Consequently,
\[ \| u(t_n) - u(t_m) \|_p \lesssim (t_n - t_m)^{\tilde{T} - 1} \| u_0 \|_p + M^{\gamma - 1} K (t_n - t_m)^{\alpha} \]
and thus \((u(t_n))_{n \in \mathbb{N}}\) represents a Cauchy sequence in \(L_p(\mathbb{R}^d)\). We define \(u(\tilde{T}) := \lim_{t \to \tilde{T}^-} u(t)\). From \([33, \text{Theorem 3.12}]\) it follows that \(\| u(\tilde{T}) \|_\infty \leq M\) and that \(u(\tilde{T}) \geq 0\). Next, as in the proof of \([38, \text{Theorem 3.2}]\), we define the operator
\[
\mathcal{M}v(t) := Z(t)\ast u_0 + \int_0^{\tilde{T}} Y(t - s)\ast u'(s) ds + \int_0^{t'} Y(t - s)\ast |u(s)|^{\gamma - 1} v(s) ds
\]
on the Banach space
\[ E_\tau = C([\tilde{T}, \tilde{T} + \tau]; L_p(\mathbb{R}^d)) \cap L_\infty([\tilde{T}, \tilde{T} + \tau] \times \mathbb{R}^d), \]
with some \(\tau > 0\) and the norm
\[ \| v \|_{E_\tau} = \sup_{t \in [\tilde{T}, \tilde{T} + \tau]} \| v(t) \|_p + \sup_{(t, x) \in [\tilde{T}, \tilde{T} + \tau] \times \mathbb{R}^d} |v(t, x)|. \]
It is straightforward to see that $\mathcal{M} : E_\tau \to E_\tau$ is well defined and that $\mathcal{M} v(\tilde{T}) = u(\tilde{T})$. Besides, for $v, w \in E_\tau$ we have that

$$|\mathcal{M} v(t, x) - \mathcal{M} w(t, x)| \leq \|\mathcal{M} v(t) - \mathcal{M} w(t)\|\infty \leq \int_{\tilde{T}}^{t} \|Y(t-s)\|_1 \|v(s)\|^{\gamma-1} v(s) - \|w(s)\|^{\gamma-1} w(s)\|\infty ds \leq (\|v\|_{E_\tau} + \|w\|_{E_\tau})^{\gamma-1} \int_{\tilde{T}}^{t} (t-s)^{\alpha-1} \|v(s) - w(s)\|\infty ds \leq (\|v\|_{E_\tau} + \|w\|_{E_\tau})^{\gamma-1} \|v - w\|_{E_\tau}^{\alpha},$$

and hence

$$\|\mathcal{M} v(t) - \mathcal{M} w(t)\|\infty \leq (\|v\|_{E_\tau} + \|w\|_{E_\tau})^{\gamma-1} \|v - w\|_{E_\tau}^{\alpha}, \quad t \in [\tilde{T}, \tilde{T} + \tau).$$

Similarly,

$$\|\mathcal{M} v(t) - \mathcal{M} w(t)\|_p \leq (\|v\|_{E_\tau} + \|w\|_{E_\tau})^{\gamma-1} \|v - w\|_{E_\tau}^{\alpha}, \quad t \in [\tilde{T}, \tilde{T} + \tau].$$

Therefore, there exists $C_{10} > 0$ such that

$$\|\mathcal{M} v - \mathcal{M} w\|_{E_\tau} \leq C_{10} \tau^{\alpha} (\|v\|_{E_\tau} + \|w\|_{E_\tau})^{\gamma-1} \|v - w\|_{E_\tau}, \quad v, w \in E_\tau. \quad (5.10)$$

We also find that

$$\left\| Z(t) * u_0 + \int_0^\tilde{T} Y(t-s) * u^\gamma(s) ds \right\|\infty \leq \|Z(t) * u_0\|\infty + \int_0^\tilde{T} \|Y(t-s)\|_1 \|u^\gamma(s)\|\infty ds \leq \|u_0\|\infty + M^\gamma \int_0^\tilde{T} (t-s)^{\alpha-1} ds \leq \|u_0\|\infty + M^\gamma \tau^{\alpha} \leq \|u_0\|\infty + M^\gamma \tilde{T}^\alpha$$

and that

$$\left\| Z(t) * u_0 + \int_0^\tilde{T} Y(t-s) * u^\gamma(s) ds \right\|_p \leq \|u_0\|_p + M^{\gamma-1} K \tilde{T}^\alpha,$$
that is, there exists $C_{11} > 0$ such that
\[
\left\| Z(t) \star u_0 + \int_0^\tilde{T} Y(t-s) \star u^\gamma(s) ds \right\|_{E_\tau} 
\leq C_{11} \left( \|u_0\|_\infty + \|u_0\|_p + M^\gamma - 1 (M + K) \tilde{T}^\alpha \right).
\]

Let $R = 2C_{11} \left( \|u_0\|_\infty + \|u_0\|_p + M^\gamma - 1 (M + K) \tilde{T}^\alpha \right)$. If we consider the closed ball
\[
B_{E_\tau} := \{ w \in E_\tau : \|w\|_{E_\tau} \leq R \},
\]
then estimates (5.10), with $v = 0$, and (5.11) show that $M : B_{E_\tau} \to B_{E_\tau}$ is a contraction whenever $\tau$ is small enough (see [35, Theorem 3.1]), thus showing that $M$ has a unique fixed point $w' \in B_{E_\tau}$. Moreover, since $u \geq 0$ we obtain that $w' \geq 0$ in $[\tilde{T}, \tilde{T} + \tau) \times \mathbb{R}^d$ following the same arguments as in the proof of Theorem 4, but one must now use the fact that
\[
v_n(t) = Z(t) \star \left( u_0 + \frac{1}{n} \right) + \int_0^\tilde{T} Y(t-s) \star \left( u + \frac{1}{n} \right)^\gamma(s) ds
+ \int_t^\tilde{T} Y(t-s) \star g_n(v_n(s)) ds,
\]
for all $n \in \mathbb{N}$ and $v_n \in L_\infty(\tilde{T}, \tilde{T} + \tau) \times \mathbb{R}^d$. However, this leads to a contradiction with the definition of $\tilde{T}$, and therefore $\lim_{t \to \tilde{T}^-} \|u(t)\|_\infty = +\infty$. \qed

The final result of this section deals with the case $\gamma > 1 + \frac{\beta}{d}$. For this purpose, as in Section 4, we set
\[
\kappa = \begin{cases} 
\frac{d}{\beta}, & d > \beta, \\
1, & \text{otherwise}. 
\end{cases}
\]
We also define $H^\beta_2(\mathbb{R}^d) := C_{0,\infty}^\infty(\mathbb{R}^d) \|\|_{\psi_\beta, L_2}$, with the closure being respect to the graph norm $\|\cdot\|_2^2 = \|\cdot\|^2 + \|\psi_\beta(-i \nabla)(\cdot)\|^2_2$.

**Theorem 5** Let $\alpha \in (0, 1)$ and $\beta \in (0, 2)$. Assume the hypothesis $(H_1)$ holds. Suppose that $\gamma > 1 + \frac{\beta}{d}$, that max $\left( 1, \frac{d(\gamma - 1)}{\beta} \right) < p < \infty$ and that $1 = p' < \frac{d}{\beta} (\gamma - 1)$ whenever $d < \beta$, or $\frac{d}{\beta} < p' < \frac{d}{\beta} (\gamma - 1)$ whenever $d \geq \beta$. If $u_0 \in L_1(\mathbb{R}^d) \cap H^\beta_2(\mathbb{R}^d) \cap L_\infty(\mathbb{R}^d)$ is sufficiently small and non-negative, then there exists a global solution $u$ to (1.1) in the sense of Definition 1 and the optimal time decay estimate
\[
\|u(t)\|_1 + t^{\frac{ad}{p} \left( \frac{1}{p} - \frac{1}{p'} \right)} \|u(t)\|_p + t^{\frac{ad}{p'}} \|u(t)\|_\infty \lesssim \left( \|u_0\|_1 + \|u_0\|_p + \|u_0\|_\infty \right)
\]
is true for all $t \geq 1$. 
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Remark 2. Whenever \( d \leq \beta \), the existence of parameter \( p' \) follows from the fact that \( \gamma > 1 + \frac{\beta}{d} \). However, in the case \( d > \beta \) one can not generally guarantee the existence of \( p' \).

**Proof** We consider the Banach space

\[
E := C([0, \infty); L_p(\mathbb{R}_d) \cap L_1(\mathbb{R}_d)) \cap L_\infty((0, \infty); L_\infty(\mathbb{R}_d)),
\]

with the norm

\[
\|v\|_E := \sup_{t \geq 0} \left( \frac{ad}{p'} \left( \frac{1}{p'} - 1 \right) \|v(t, \cdot)\|_p + \|v(t, \cdot)\|_1 \right) + \sup_{t > 0} \{t\}^{\frac{ad}{p'}} \|v(t, \cdot)\|_\infty,
\]

where \( \{t\} := \sqrt{1 + t^2} \).

We define on \( E \) the operator

\[
\mathcal{M}(v)(t, x) := \int_{\mathbb{R}_d} Z(t, x - y)u_0(y)dy
\]

\[
+ \int_0^t \int_{\mathbb{R}_d} Y(t - s, x - y)|v(s, y)|^{\gamma-1}v(s, y)dyds
\]

and similar arguments as in [35, Sections 3 and 4] show that

\[
\mathcal{M}(v) \in C([0, \infty); L_p(\mathbb{R}_d) \cap L_1(\mathbb{R}_d))
\]

and that

\[
\|Z(t, \cdot)\|_{L_\infty} \leq \|Z(t, \cdot)\|_1 \|u_0\|_\infty = \|u_0\|_\infty, \quad t > 0.
\]

For \( 0 < t \leq 1 \) we have that

\[
\left\| \int_0^t Y(t - s, \cdot)\|v(s, \cdot)\|^{\gamma-1}v(s, \cdot)ds \right\|_\infty
\]

\[
\leq \int_0^t \|Y(t - s, \cdot)\|_1 \|v(s, \cdot)\|^{\gamma-1}v(s, \cdot)\|_\infty ds
\]

\[
\lesssim \sup_{(t, x) \in [0, 1] \times \mathbb{R}_d} |v(t, x)|^{\gamma} \int_0^t (t - s)^{\alpha-1} ds
\]

\[
\lesssim \sup_{(t, x) \in [0, 1] \times \mathbb{R}_d} |v(t, x)|^{\gamma}
\]

and for \( t > 1 \) we obtain (see [35, Section 4])

\[
\left\| \int_0^t Y(t - s, \cdot)\|v(s, \cdot)\|^{\gamma-1}v(s, \cdot)ds \right\|_\infty
\]
\[
\leq \int_0^t \| Y(t - s, \cdot) \|_{p'} \| v(s, \cdot) \|_{p'} ds
\]
\[
\lesssim \| v \|_p^\gamma \int_0^t (t - s)^{\frac{-ad}{p} + \alpha - 1} s^{\frac{-ad}{p}} (s)^{\frac{-ad}{p} (\gamma - 1)} \left( \frac{1}{p'} - \frac{1}{p} \right) ds
\]
\[
\lesssim \| v \|_E \| v \|_{p'} \gamma - 1 \lesssim \| v \|_E.
\]

This proves that
\[
\mathcal{M}(v) \in L_\infty((0, \infty); L_\infty(\mathbb{R}^d)).
\]

Besides, as in [35, Section 4] one finds that
\[
\| Z \ast u_0 \|_E \leq C_1 \left( \| u_0 \|_1 + \| u_0 \|_p + \| u_0 \|_\infty \right)
\]
and that the operator \( \mathcal{M} \) is a contraction in the closed ball \( B_R = \{ v \in E : \| v \|_E \leq R \} \) of radius \( R = 2C_1 \left( \| u_0 \|_1 + \| u_0 \|_p + \| u_0 \|_\infty \right) \). Consequently there exists a fixed point \( \tilde{u} \) which is unique in \( E \) because of Gronwall’s inequality ([37, Corollary 2]).

Let \( T > 0 \). We define the Volterra equation
\[
u(t) = u_0 + g_\alpha \ast |\tilde{u}|^{\gamma - 1} \tilde{u}(t) + g_\alpha \ast Au(t), \quad 0 \leq t \leq T,
\]
and by proceeding as in [35, Section 5], since \( u_0 \in H^\beta_2(\mathbb{R}^d) \), we find that there exists a unique strong solution \( u \in L_2([0, T]; H^\beta_2(\mathbb{R}^d)) \), and it satisfies the variation of parameters formula
\[
u(t) = \frac{d}{dt} \int_0^t S(s) \left( u_0 + g_\alpha \ast |\tilde{u}|^{\gamma - 1} \tilde{u} \right) (t - s) ds.
\]

On the other hand, similar arguments as in [35, Lemma 5.1] show that the fixed point \( \tilde{u} \) satisfies
\[
\tilde{u}(t) = \frac{d}{dt} \int_0^t S(s) \left( u_0 + g_\alpha \ast |\tilde{u}|^{\gamma - 1} \tilde{u} \right) (t - s) ds
\]
and therefore \( \tilde{u} = u \). This holds for any \( T > 0 \) which implies that \( u \) is global. \( \square \)

**Remark 3** Since \( u_0 \in L_\infty(\mathbb{R}^d) \), Theorem 4 guarantees the positivity of the global solution \( u \) on \([0, T)\) for some \( T > 0 \).
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