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Abstract

The Hamiltonian analysis for a 3-dimensional connection dynamics of \(\mathfrak{so}(1,2)\), spanned by \(\{L_{-1}, L_{-2}, L_{+2}\}\) instead of \(\{L_{01}, L_{02}, L_{12}\}\), is first conducted in a Bondi-like coordinate system. The symmetry of the system is clearly presented. A null coframe with 3 independent variables and 9 connection coefficients are treated as basic configuration variables. All constraints and their consistency conditions, the solutions of Lagrange multipliers as well as the equations of motion are presented. There is no physical degree of freedom in the system. The Bañados-Teitelboim-Zanelli (BTZ) spacetime is discussed as an example to check the analysis. Unlike the ADM formalism, where only non-degenerate geometries on slices are dealt with and the Ashtekar formalism, where non-degenerate geometries on slices are mainly concerned though the degenerate geometries may be studied as well, in the present formalism the geometries on the slices are always degenerate though the geometries for the spacetime are not degenerate.
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1 Introduction

How to establish a theory of quantum gravity is a long-standing problem in theoretical physics. Among many conceptual and technical problems, the choice of basic configuration variables is an important one. The ADM formalism [1] provides a formulation to study the initial-value problem in general relativity and to quantize the Einstein theory of gravity. The formalism foliates a 4-dimensional spacetime into a series of 3-dimensional spacelike hypersurfaces along an arbitrary timelike direction. Each 3-dimensional spacelike hypersurface is labelled by a timelike coordinate. The basic configuration variables in the formalism are the components of the 3-dimensional induced metric on any spacelike hypersurface. The canonical quantization leads to the Wheeler-De Witt (WDW) equation [2], which is the basic equation for the first non-perturbative theory of quantum gravity but too complex to get a non-trivial exact solution.

After the Ashtekar variables are introduced [3], general relativity can be reformulated as an $su(2)$-connection dynamics (or $so(3)$-connection dynamics). In the Ashtekar’s formalism, the 4-dimensional spacetime is also foliated into a series of 3-dimensional spacelike hypersurfaces along a timelike direction. There is a local $SO(3)$-rotation symmetry at any point in an arbitrary 3-dimensional spacelike hypersurface. The self-dual $su(2)$-connection (or self-dual $so(3)$-connection) are chosen as the basic configuration variables, and the densitized 3 frame fields as their conjugate momenta. In the Ashtekar’s formalism the (quantum) constraint equations are transformed into the form of polynomials, which can be easily solved. Based on the Ashtekar variables, the loop quantum gravity has been established.

The Ashtekar formalism, however, only applies to the study of 4-dimensional gravitational theories because in a 4-dimensional spacetime the local (or internal) symmetry $SO(1,3)$ can be decomposed into the direct product of two $SO(3)$, but in a higher dimensional spacetime the similar decomposition does not exist. In order to generalize the Ashtekar formalism to a higher-dimensional spacetime, Bodendorfer, Thiemann, and Thurn (BTT) suggest to choose $so(d)$-connection instead of $so(d−1)$-connection as the basic configuration variables in a $d$-dimensional (Lorentz) spacetime [4-8], which is a highly non-trivial method. Although the Hamiltonian formalism based on the configuration variables can be established in a $d$-dimensional Lorentz spacetime [4], the Lagrangian formalism on the spacetime fails to be constructed [5]. Only when the spacetime is an Euclidean one, both the Lagrangian and Hamiltonian formalisms are valid at the same time.

Recently, in the study of the statistical origin of black hole entropy, it has been shown from the Lagrangian formalism that an $so(1,1)$ BF theory can always be acquired as the limit of $so(1,d−1)$-connection on an isolated horizon [9-14] when $B$ field (a $d$-form field) is defined by $dB = Σ_{++} = Σ_{01} = 1/(d−2)!ε_{01K...N}e^K∧...∧e^N$ and $SO(1,1)$ gauge field $F$ is defined by $F = F^{++}$, the $++$ part of the $SO(1,d−1)$ gauge field $F^{IJ}$, on the horizon. One of the starting points to obtain a boundary $so(1,1)$-BF theory is to choose the Bondi-like coordinate system near an isolated horizon. In the Bondi-like coordinate system, a lightlike coordinate $ν$ is chosen as the “time” coordinate, instead of a timelike coordinate $t$ as usual in the $1+(d−1)$-decomposition. In other words, the spacetime is foliated into a series of $(d−1)$-dimensional null hypersurfaces along a lightlike evolution direction. In the explanation of the statistical origin of the entropy of an isolated horizon, on the other hand, the quantum states are still calculated from the loop quantum gravity based on the Hamiltonian formalism constructed by BTT. To make the explanation more self-consistent, one needs to re-analyze the bulk quantum states based on a formalism which can approach the geometries on slices are dealt with [1], [2] and from the Ashtekar formalism in which non-degenerate geometries on slices are mainly concerned though the degenerate geometries may be studied as well [15, 16, 17].

In the literature, there have been several efforts to make a $3+1$ decomposition of a 4-dimensional spacetime along a lightlike direction [15, 19] or a $2+2$ decomposition along double null directions [20, 21, 22, 23]. However, in these efforts the $so(3)$ connection dynamics is still built. By these approaches, $so(1,1)$-connection cannot be obtained obviously on an isolated horizon. Our key observation is that a Lorentz algebra $so(1,d−1)$ can be decomposed into $so(1,1) ⊕ so(d−2) ⊕ t^−(d−2) ⊕ t^+(d−2)$, where $t^±(d−2)$ are the translation algebras in $(d−2)$-dimensional spaces [24]. $so(1,1)$, $so(d−2)$, $t^−(d−2)$, and $t^+(d−2)$ are all subalgebras of $so(1,d−1)$, and correspondingly, Lie groups $SO(1,1)$, $SO(d−2)$, $T^−(d−2)$, and $T^+(d−2)$ are all subgroups of the Lie group $SO(1,d−1)$. If a connection dynamics is based on this kind of decomposition, the boundary $SO(1,1)$-BF theory can be acquired naturally in an arbitrary dimensional spacetime. The other purpose of the present paper is to investigate the feasibility of the connection dynamics based on this kind of decomposition. As a simple example, the 3-dimensional Palatini action is considered.

The arrangement of the paper is as follows. In Sec.2, the local symmetry, metric and coframe in the Bondi-like coordinate system, the Palatini action and Hamiltonian of a 3-dimensional spacetime, and the primary constraints are briefly introduced. In Sec.3, the consistency conditions for the primary and the secondary constraints as well as the
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In this paper, the natural unit system is used, where \( c = 8\pi G = 1 \).

2 Preliminary

2.1 Local Symmetry

A 3-dimensional spacetime has a local or internal Lorentz symmetry, described by the Lie group SO(1,2). The local SO(1,2) transformations leave the metric of the 3-dimensional spacetime invariant. The SO(1,2) transformations are usually classified into 3 basic transformations, namely 2 boosts and 1 rotation. The generators of SO(1,2) can be realized by the following form,

\[ L_{I,J} = x_{I} \frac{\partial}{\partial x^{J}} - x_{J} \frac{\partial}{\partial x^{I}}, \quad x_{I} = \eta_{IJ} x^{J}, \] (1)

where \( \{x^{I}, J = 0, 1, 2\} \) are local Minkowski coordinates in 3 dimensional spacetime and \( \eta_{IJ} = \text{diag}(-1,1,1) \). There are 3 independent generators, \( L_{01}, L_{02}, L_{12}, \) the former 2 generate boost transformations, and the last one generates a rotation. The Lie brackets of the generators are

\[ [L_{I,J}, L_{K,L}] = \eta_{I,I} L_{J,K} + \eta_{J,K} L_{I,L} - \eta_{I,K} L_{J,L} - \eta_{J,I} L_{K,L}. \] (2)

With the help of \( L_{I,J} \), 3 new generators for the \( \mathfrak{so}(1,2) \) algebra can be defined \[23\],

\[ L_{-+} := L_{01}, \quad L_{-2} := \frac{1}{\sqrt{2}} (L_{02} - L_{12}), \quad L_{+2} := \frac{1}{\sqrt{2}} (L_{02} + L_{12}). \] (3)

The Lie brackets of the new generators are

\[ [L_{-+}, L_{-2}] = -L_{-2}, \quad [L_{-+}, L_{+2}] = L_{+2}, \quad [L_{-2}, L_{+2}] = -L_{-+}. \] (4)

Thus, \( L_{-2} \) and \( L_{+2} \) may be regarded as the generators of two 1-dimensional translation algebras \( t^{-} \) and \( t^{+} \), respectively. Now the algebra \( \mathfrak{so}(1,2) \) is spanned by \( \{L_{-+}, L_{-2}, L_{+2}\} \). In this decomposition, internal indices \( I, J, \cdots \) are labelled by \( \{-, +, 2\} \) instead of \( \{0, 1, 2\} \).

This kind of decomposition can be easily generalized to a higher dimensional spacetime. A \( d \)-dimensional spacetime has a local SO\((1,d-1)\) symmetry, the generators of the algebra \( \mathfrak{so}(1,d-1) \) can be defined by

\[ L_{++} := L_{01}, \quad L_{--} := \frac{1}{\sqrt{2}} (L_{0\Lambda} - L_{1\Lambda}), \quad L_{++} := \frac{1}{\sqrt{2}} (L_{0\Lambda} + L_{1\Lambda}), \quad L_{AB} := L_{AB}, \] (5)

where \( \Lambda, B = 2, \cdots, d-1 \) and \( L_{AB} \) take the same form as \[1\]. Their Lie brackets are

\[ [L_{++}, L_{--}] = -L_{--}, \] (6)

\[ [L_{++}, L_{++}] = L_{++}, \] (7)

\[ [L_{++}, L_{AB}] = 0, \] (8)

\[ [L_{--}, L_{--}] = 0, \] (9)

\[ [L_{--}, L_{++}] = L_{AB} - \eta_{AB} L_{--}, \] (10)

\[ [L_{--}, L_{BC}] = \eta_{AB} L_{--} - \eta_{AC} L_{--}, \] (11)

\[ [L_{++}, L_{++}] = 0, \] (12)

\[ [L_{++}, L_{BC}] = \eta_{AB} L_{++} + \eta_{AC} L_{++}, \] (13)

\[ [L_{AB}, L_{CD}] = \eta_{AD} L_{BC} + \eta_{BD} L_{AC} - \eta_{AC} L_{BD} - \eta_{BD} L_{AC}. \] (14)

The commutation relations show that the algebra \( \mathfrak{so}(1,d-1) \) may be decomposed as

\[ \mathfrak{so}(1,d-1) = \mathfrak{so}(1,1) \oplus \mathfrak{so}(d-2) \oplus t^{-}(d-2) \oplus t^{+}(d-2). \] (15)

In particular, in a 4-dimensional spacetime,

\[ \mathfrak{so}(1,3) = \mathfrak{so}(1,1) \oplus \mathfrak{so}(2) \oplus t^{-}(2) \oplus t^{+}(2). \] (16)

In the following part of the paper, only the most simple case is discussed, where \( d = 3 \).
### 2.2 Metric and Coframe

For a 3-dimensional spacetime, the most general form of the metric is

\[
ds^2 = g_{00}(dx^0)^2 + 2g_{0i}dx^0dx^i + g_{ij}dx^idx^j,
\]

where \( i, j = 1, 2 \). There are 6 independent components. The 3-dimensional vacuum Einstein field equations,

\[
R_{\mu\nu} - \frac{1}{2}Rg_{\mu\nu} + \frac{1}{\ell^2}g_{\mu\nu} = 0, \quad \text{with} \, \mu, \nu = 0, 1, 2,
\]

have 6 component equations. Among these equations, there are 3 Bianchi identities

\[
R_{\mu\nu\rho\sigma}^\nu - \frac{1}{2}R g_{\rho\sigma} = 0.
\]

Therefore, to fix the solutions 3 coordinate conditions can be imposed. We add these 3 conditions,

\[
g_{01} = 1, g_{11} = 0, g_{12} = 0,
\]

so the metric can be written as

\[
ds^2 = g_{00}(dx^0)^2 + 2dx^0dx^1 + 2g_{02}dx^0dx^2 + g_{22}(dx^2)^2,
\]

and the inverse metric is

\[
(g^{\mu\nu}) = \begin{pmatrix}
0 & 1 & 0 \\
1 & \frac{(g_{02})^2}{g_{22}} - g_{00} & -\frac{g_{02}}{g_{22}} \\
0 & \frac{g_{02}}{g_{22}} & \frac{1}{g_{22}}
\end{pmatrix}.
\]

This is the metric in Bondi-like coordinates \((x^0, x^1, x^2)\). It contains only 3 independent components, which can be totally determined by the Einstein field equations in 3-dimensional spacetime.

The most simple coframe fields contain only 3 independent variables which are equal to the number of the metric variables in (21), and can be chosen as

\[
e^- = -dx^0, \quad e^+ = e_0^+dx^0 + dx^1 + e_2^+dx^2, \quad e^2 = e_2^2dx^2,
\]

where \( e_0^+, e_2^+ \), \( e_2^2 \) are 3 arbitrary functions of the coordinates. The metric and the coframe fields are related by

\[
ds^2 = g_{IJ}e^I \otimes e^J = 2e_0^+(dx^0)^2 + 2dx^0dx^1 + 2e_2^+dx^0dx^2 + (e_2^2)^2(dx^2)^2,
\]

or

\[
g_{00} = 2e_0^+, \quad g_{01} = 1, \quad g_{02} = e_2^+, \quad g_{11} = 0, \quad g_{12} = 0, \quad g_{22} = (e_2^2)^2.
\]

where \( I, J = -, +, 2 \) are internal indices and \( g_{IJ} \) is the metric of the internal space,

\[
(g_{IJ}) = \begin{pmatrix}
0 & 1 & 0 \\
1 & -1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

It is easy to check that

\[
g^{\mu\nu}e^-_\mu e^-_\nu = 0, \quad g^{\mu\nu}e^+_\mu e^+_\nu = 0, \quad g^{\mu\nu}e_2^+e_2^2 = 1, \quad g^{\mu\nu}e^-_\mu e^-_\nu = -1, \quad g^{\mu\nu}e^+_\mu e^+_\nu = 0, \quad g^{\mu\nu}e_2^+e_2^2 = 0,
\]

so \( e^- \), \( e^+ \) are null, and \( e^2 \) is spacelike.

Alternatively, the coframe fields can also be chosen as

\[
e^- = -dx^0, \quad e^+ = e_0^+dx^0 + dx^1, \quad e^2 = e_0^2dx^0 + e_2^2dx^2,
\]

which have 3 independent variables as well. Under the coframe, the metric can be written as

\[
ds^2 = g_{IJ}e^I \otimes e^J = [2e_0^+ + (e_0^2)^2](dx^0)^2 + 2dx^0dx^1 + 2e_0^2dx^0dx^2 + (e_2^2)^2(dx^2)^2,
\]
namely,
\[ g_{00} = 2e_0^+ + (c_0^2)^2, \quad g_{01} = 1, \quad g_{02} = c_0^2 e_0^2, \quad g_{11} = 0, \quad g_{12} = 0, \quad g_{22} = (c_2^2)^2. \] (30)

In this case, \( e^-, e^+ \) are still null, and \( e^2 \) is still spacelike.

The 2 kinds of coframe fields with 3 independent variables are just the most simple choices. A generic coframe which leaves the metric invariant may have more variables and can always be obtained from the above simple choices by the following 3 kinds of basic gauge transformations or their combinations (cf. [25]):

Boost transformation: \[ E^- = \frac{1}{\alpha} e^-, \quad E^+ = \alpha e^+, \quad E^2 = e^2, \] (31)
Translation I: \[ E^- = e^-, \quad E^+ = e^+ - be^- + \frac{1}{2} b^2 e^-, \quad E^2 = e^2 - be^-, \] (32)
Translation II: \[ E^- = e^- - ce^2 + \frac{1}{2} c^2 e^+, \quad E^+ = e^+, \quad E^2 = e^2 - ce^+, \] (33)

where \( e^I \) may be either \( e^0 \) or \( e^2 \) and \( \alpha, b \) and \( c \) are three independent arbitrary functions of coordinates. It is easy to check that
\[ ds^2 = \eta_{IJ} E^I \otimes E^J = \eta_{IJ} e^I \otimes e^J, \] (34)
\( E^\pm \) are lightlike and \( E^2 \) is spacelike.

The two choices of the most simple coframe fields are physically equivalent since they are related to each other by a gauge transformation and can provide the same metric. Although the relation between the metric and the coframe is clearer in the choice (23), the choice (28) is more commonly used such as in the discussion of BTZ spacetime. Therefore, the following Hamiltonian analysis is based on (25).

2.3 Action

In connection dynamics, the Palatini action of general relativity is commonly used, which is equivalent to the Einstein-Hilbert action for non-degenerate cases. The 3-dimensional Palatini action with a cosmological constant term can always be written as
\[ S = \frac{1}{2} \int_M f^{IJ} \wedge \sigma_{IJ} + \frac{\Lambda}{3!} \int_M \epsilon_{IJK} e^I \wedge e^J \wedge e^K. \] (35)

Here, \( \Lambda = \ell^{-2} \) is the cosmological constant, \( \epsilon_{IJK} \) is the Levi-Civita symbol,
\[ \sigma_{IJ} = \epsilon_{IJK} e^K \] (36)
is the “area” element in the 3-dimensional spacetime, \( f^{IJ} \) is the curvature tensor of the connection \( \omega^{IJ} \),
\[ f^{IJ} = \text{d} \omega^{IJ} + \eta_{KLIJ} \wedge \omega^{LJ}, \] (37)
where \( \omega^{IJ} \) are the \( \mathfrak{so}(1,2) \)-connection 1-forms, which satisfy torsion-free condition,
\[ \text{d} e^I + \omega^{IJ} \wedge e^K \eta_{JK} = 0. \] (38)

Therefore, the action can be expanded as
\[ S = \int_M (-f^{-2} \wedge e^+ + f^{-+} \wedge e^2 + f^{+2} \wedge e^- + \Lambda e^- \wedge e^+ \wedge e^2). \] (39)

For the coframe fields (28), the action becomes
\[ S = \int_M \left[ f^{-2}_{02} - e_0^+ f^{-2}_{12} + e_0^2 f^{-2}_{12} - f^{+2}_{12} + e_0^2 (f_{01}^- - \Lambda) \right] \text{d}^3 x = \int_M L(e^I_{\mu, \omega^{JK}}) \text{d}^3 x. \] (40)

Under the 3 kinds of basic gauge transformations (31), (32), and (33), the torsion-free connection become

Boost: \[ \Omega^{-} = \omega^{-} - d \ln \alpha, \quad \Omega^{-2} = \frac{1}{\alpha} \omega^{-2}, \quad \Omega^{+2} = \alpha \omega^{+2} \] (41)
Translation I: \[ \Omega^{-} = \omega^- - b \omega^-, \quad \Omega^{-2} = \omega^- - b \omega^- + db - \frac{1}{2} b^2 \omega^-, \] (42)
Translation II: \[ \Omega^{-} = \omega^- + c \omega^+, \quad \Omega^{-2} = \omega^- - c \omega^- + dc - \frac{1}{2} c^2 \omega^+, \quad \Omega^{+2} = \omega^+, \] (43)
respectively, where \( \Omega^{IJ} \) satisfy
\[
dE^I + \Omega^{IJ} \wedge E^K \eta_{JK} = 0. \tag{44}
\]
The field strengths change as
\[
\begin{align*}
\text{Boost:} & \quad F^{-+} = f^{-+}, \quad F^{-2} = \frac{1}{\alpha} f^{-2}, \quad F^{+2} = \alpha f^{+2}, \\
\text{Translation I:} & \quad F^{-+} = f^{-+} - b f^{-2}, \quad F^{-2} = f^{-2}, \quad F^{+2} = f^{+2} + b f^{-+} - \frac{1}{2} b^2 f^{-2}, \\
\text{Translation II:} & \quad F^{-+} = f^{-+} + c f^{+2}, \quad F^{-2} = f^{-2} - c f^{++} - \frac{1}{2} c^2 f^{+2}, \quad F^{+2} = f^{+2},
\end{align*}
\tag{45}
\]
respectively. Then, the action
\[
S = \int_M \frac{1}{2} \epsilon_{IJK} F^{IJ} \wedge E^K + \frac{\Lambda}{3!} \epsilon_{IJK} e^I \wedge e^J \wedge e^K = \int_M \frac{1}{2} \epsilon_{IJK} f^{IJ} \wedge e^K + \frac{\Lambda}{3!} \epsilon_{IJK} e^I \wedge e^J \wedge e^K,
\tag{48}
\]
is invariant under the above 3 transformations. Therefore, in the following analysis, only the most simple coframe fields are considered.

### 2.4 Hamiltonian

For the above action (44), the Lagrangian is
\[
L = \int_S \mathcal{L} \, d^2 x = \int_S \left( e_2 f_{01}^{--} + e_0 f_{12}^{--} + f_{02}^{-2} - e_0 f_{12}^{-2} - f_{12}^{++} - \Lambda e_2^2 \right) d^2 x
\]
\[
= \int_S \left[ (\omega_2^{--} - \omega_0^{--} + \omega_2^{--} - \omega_0^{--}) - e_0 (\omega_2^{--} - \omega_0^{--} + \omega_0^{--} - \omega_0^{--}) + e_2 (\omega_0^{++} - \omega_0^{++} + \omega_0^{++} - \omega_0^{++}) \right]
\]
\[
+ \frac{1}{2} \epsilon_{IJK} f^{IJ} \wedge e^K + \frac{\Lambda}{3!} \epsilon_{IJK} e^I \wedge e^J \wedge e^K,
\tag{49}
\]
where \( S \) denotes the hypersurface at constant \( x^0 \). In (49), \( e_I^I \) and \( \omega^I_J \) are treated as independent canonical configuration variables at the beginning, which are denoted by \( Q^3 \) in a unified way. It will be seen that the torsion-free conditions will come out as secondary constraints and equations of motion. Therefore, there is no need to add the torsion-free conditions as primary constraints in the Lagrangian. The canonical momenta \( P_\beta \) conjugate to \( Q^3 \) are defined by
\[
P_\beta := \frac{\delta L}{\delta \dot{Q}_\beta^I}.
\tag{50}
\]
\( \pi^I_\mu \) and \( \pi^I_\mu \) are the canonical momenta conjugate to \( e_I^I \) and \( \omega^I_J \), respectively. Namely,
\[
\pi^I_\mu := \frac{\delta L}{\delta \dot{e}_\mu^I},
\tag{51}
\]
\[
\pi^I_\mu := \frac{\delta L}{\delta \dot{\omega}_\mu^I}.
\tag{52}
\]
The conditions of the 12 conjugate momenta are treated as primary constraints
\[
\phi^0_+ := \pi^0_+ = 0,
\tag{53}
\]
\[
\phi^0_2 := \pi^0_2 = 0,
\tag{54}
\]
\[
\phi^2_2 := \pi^2_2 = 0,
\tag{55}
\]
\[
\phi^0_- := \pi^0_- = 0,
\tag{56}
\]
\[
\phi^2_+ := \pi^2_+ = 0,
\tag{57}
\]
\[
\phi^2_- := \pi^2_- = 0,
\tag{58}
\]
\[
\phi^0_+ := \pi^0_+ = 0.
\tag{59}
\]
\[ \phi^1_{-2} := \pi^1_{-2} = 0, \quad (60) \]
\[ \phi^2_{-2} := \pi^2_{-2} - 1 = 0, \quad (61) \]
\[ \phi^0_{+2} := \pi^0_{+2} = 0, \quad (62) \]
\[ \phi^1_{+2} := \pi^1_{+2} = 0, \quad (63) \]
\[ \phi^2_{+2} := \pi^2_{+2} = 0, \quad (64) \]
denoted by \( \phi_\xi \) in brief.

The free form of Hamiltonian is given by the Legendre transformation,

\[
H_c = \int_S \mathcal{H}_c d^2x = \int_S (p_\theta \dot{Q}^\theta - \mathcal{L}) d^2x
\]
\[
= \int_S [\epsilon_2^2 (\omega_{1,1}^+ - \omega_{-1}^2 \omega_{0}^2 + \omega_{0}^2 \omega_{1}^2) + (\omega_{-2}^2 - \omega_{-2}^+ \omega_{0}^- + \omega_{0}^- \omega_{-2}^2) - \epsilon_0^2 f_{12}^+ + \epsilon_0^2 f_{12}^- + f_{12}^+ + \Lambda e_2^2] d^2x. \tag{65}
\]

Obviously, the system is a constrained one. The primary constraints should be added into the Hamiltonian \[27\] to get a consistent theory,

\[
H_T := H_c + H_1 = \int_S (H_c + \lambda^\xi \phi_\xi) d^2x
\]
\[
= \int_S d^2x [\epsilon_2^2 (\omega_{1,1}^+ - \omega_{-1}^2 \omega_{0}^2 + \omega_{0}^2 \omega_{1}^2) + (\omega_{-2}^2 - \omega_{-2}^+ \omega_{0}^- + \omega_{0}^- \omega_{-2}^2) - \epsilon_0^2 f_{12}^+ + \epsilon_0^2 f_{12}^- + f_{12}^+ + \Lambda e_2^2
+ \lambda_1^+ \pi_1^0 + \lambda_0^0 \pi_2^0 + \lambda_2^+ \pi_2^0 + \lambda_1^0 \pi_1^0 + \lambda_1^+ (\pi_1^0 - \epsilon_2^2) + \lambda_2^+ \pi_2^0 + \lambda_0^2 \pi_2^{-2} + \lambda_2^{-2} \pi_1^{-2} + \lambda_1^{-2} \pi_2^{-2}]
+ \lambda_2^{-2} (\pi_2^{-2} - 1) + \lambda_0^2 \pi_2^{-2} + \lambda_1^2 \pi_2^{-2} + \lambda_2^2 \pi_2^{-2}], \tag{66}
\]

where \( \lambda^\xi \) are Lagrangian multipliers which should be determined by the following analysis.

### 3 Consistency Conditions of the Constraints

All constraints \( \Phi_R \), including primary constraints \( \phi_\xi \) and possible secondary constraints, denoted by \( \psi_n \), should satisfy the consistency conditions on the constraint surface in phase space,

\[
\{H_T, \Phi_R\} = \int_S \{\mathcal{H}_c, \Phi_R\} d^2x + \int_S \lambda^\xi \{\phi_\xi, \Phi_R\} d^2x \approx 0, \tag{67}
\]

where \( \{\, , \} \) is the Poisson bracket, “ \( \approx \) ” means “equal to” on the constraint surface.

#### 3.1 Consistency Conditions of the Primary Constraints

\[
\{H_T, \pi_{1,1}^0\} = \frac{\delta H_T}{\delta e_0^2} = f_{12}^+ = \omega_{2,1}^+ - \omega_{-1}^+ \omega_{0}^- + \omega_{0}^2 \omega_{1}^- \approx 0, \quad (68)
\]
\[
\{H_T, \pi_{1,2}^0\} = \frac{\delta H_T}{\delta e_0^2} = -f_{12}^- = \omega_{-2}^+ - \omega_{-1}^- \omega_{2}^+ - \omega_{2}^2 \omega_{1}^- \approx 0, \quad (69)
\]
\[
\{H_T, \pi_{2,2}^0\} = \frac{\delta H_T}{\delta e_0^2} = \omega_{0,1}^2 + \omega_{0}^2 \omega_{2}^2 - \omega_{0}^2 \omega_{1}^2 - \lambda_1^+ + \Lambda \approx 0, \quad (70)
\]
\[
\{H_T, \pi_{2,-1}^0\} = \frac{\delta H_T}{\delta \omega_0^2} = -e_2^+ + \omega_{-1}^+ \approx 0, \quad (71)
\]
\[
\{H_T, \pi_{2,-1}^0 + \epsilon_2^2\} = \frac{\delta H_T}{\delta \omega_1^+} + \frac{\delta H_T}{\delta \pi_{2,-1}^0} = -e_2^+ - \omega_{-2}^+ \omega_{0}^- + \omega_{0}^2 \omega_{2}^- \approx 0, \quad (72)
\]
\[
\{H_T, \pi_{2,-1}^0\} = \frac{\delta H_T}{\delta \omega_2^2} = e_{0,1}^2 - \omega_{-2}^2 - \omega_{1}^2 + \omega_{-1}^+ \approx 0, \quad (73)
\]
\[
\{H_T, \pi_{0,-2}^0\} = \frac{\delta H_T}{\delta \omega_0^2} = \omega_{1}^2 e_2^2 + \omega_{1}^+ e_2^2 - \omega_{-2}^+ \approx 0, \quad (74)
\]
\[
\{H_T, \pi_{1,-2}^0\} = \frac{\delta H_T}{\delta \omega_1^2} = e_{0,2}^2 - \omega_{0}^2 e_2^2 + \omega_{2}^+ e_0^+ + \omega_{2}^+ e_0^2 \approx 0, \quad (75)
\]
\[ \{H_T, \pi_{2-2}^2 - 1\} = \frac{\delta H_T}{\delta \omega^2} = -e_{0,1}^+ + \omega_0^- - \omega_1^- e_0^+ + \omega_1^{+2} e_0^2 \approx 0, \]  
(76)

\[ \{H_T, \pi_{2-2}^0\} = \frac{\delta H_T}{\delta \omega_0^2} = -\omega_1^- e_0^2 \approx 0, \]  
(77)

\[ \{H_T, \pi_{2-2}^1\} = \frac{\delta H_T}{\delta \omega_1^{+2}} = -\omega_2^- + \omega_0^2 e_2^2 - \omega_2^- e_0^2 \approx 0, \]  
(78)

\[ \{H_T, \pi_{2-2}^2\} = \frac{\delta H_T}{\delta \omega_2^{+2}} = \omega_1^- e_0^2 + \omega_1^+ \approx 0. \]  
(79)

Eq. (77) requires
\[ \psi_1 := \omega_0^- \approx 0, \]  
(80)
because \( e_0^2 \) is not equal to 0. Then, Eq. (79) reduces to
\[ \psi_2 := \omega_1^+ \approx 0. \]  
(81)

Eqs. (80) and (82) are simplified to
\[ \psi_3 := \omega_{2,1}^- \approx 0, \]  
(82)
\[ \psi_4 := \omega_{2,1}^- + \omega_2^- \omega_1^{+2} \approx 0. \]  
(83)

Eqs. (78) and (79) determine 2 Lagrange multipliers directly,
\[ \lambda_1^- \approx \omega_{0,1}^+ + \omega_0^{-2} \omega_1^{+2} + \Lambda := \Lambda_1^-, \]  
(84)
\[ \lambda_2^2 \approx e_0^2 + \omega_2^2 e_0^2 - \omega_2^2 \approx 0, \]  
(85)

where the capital symbols \( \Lambda_{IJ}^I \) and \( \Lambda_{I}^I \) represent the solutions of the multipliers. Eqs. (71), (73), (74), (75), (76), and (78) can be written as
\[ \psi_5 := e_{2,1}^2 - \omega_{2,1}^2 \approx 0, \]  
(86)
\[ \psi_6 := e_{0,1}^2 - \omega_0^- - \omega_{1}^{+2} \approx 0, \]  
(87)
\[ \psi_7 := \omega_{2,1}^- - \omega_{1}^{+2} e_2^2 \approx 0, \]  
(88)
\[ \psi_8 := e_{0,1}^2 - \omega_0^- e_0^2 + \omega_{1}^{+2} e_0^2 \approx 0, \]  
(89)
\[ \psi_9 := e_{0,1}^2 - \omega_{1}^{+2} e_0^2 \approx 0, \]  
(90)
\[ \psi_{10} := \omega_{2,1}^- - \omega_0^- e_0^2 + \omega_2^- e_0^2 \approx 0, \]  
(91)

which are exactly the torsion-free conditions, because the torsion-free condition reads
\[ De^I = de^I + \omega^{IJ} e^K \eta_{JK} = 0, \]  
(92)

and its component equations are
\[ 2D_{[\mu} e_{\nu]} = -\epsilon^{IJ}_{\mu,\nu} + \epsilon^{IJ}_{\nu,\mu} + \omega^{IJK} e^K \eta_{JK} - \omega^{IJL} e^K \eta_{JK} = 0. \]  
(93)

In fact, Eq. (77) and Eq. (79) are also the torsion-free conditions.

In summary, the consistency conditions for the primary constraints provide 10 secondary constraints and the explicit expressions for 2 Lagrange multipliers.

### 3.2 Consistency Conditions of the Secondary Constraints

The consistency conditions for the secondary constraints are
\[ \{H_T, \psi_1\} = \{H_T, \omega_1^{-2}\} = -\lambda_1^- \approx 0, \]  
(94)
\[ \{H_T, \psi_2\} = \{H_T, \omega_1^+\} = -\lambda_1^+ \approx 0, \]  
(95)
\[ \{H_T, \psi_3\} = \{H_T, \omega_{2,1}^2\} = -\lambda_{2,1}^- \approx 0, \]  
(96)
\[ \{H_T, \psi_4\} = \{H_T, \omega_{2,1}^- + \omega_2^+ \omega_{1}^{+2}\} = -\lambda_{2,1}^+ - \lambda_{2}^- \omega_{1}^{+2} - \lambda_{1}^+ \omega_2^- \approx 0, \]  
(97)
The combination of (84) and (95) leads to a new constraint

\[ \{H_T, \psi_3\} = \{H_T, e_{2,1}^2 - \omega_2^{-2}\} = -\lambda_{2,1}^2 + \lambda_2^{-2} \approx 0, \]  
\[ \{H_T, \psi_6\} = \{H_T, e_{0,1}^2 - \omega_0^{-2} - \omega_1^{-2}\} = -\lambda_{0,1}^2 + \lambda_0^{-2} + \lambda_1^{-2} \approx 0, \]  
\[ \{H_T, \psi_7\} = \{H_T, \omega_2^{-2} + \omega_1^{-2} e_2^2\} = -\lambda_2^{-2} + \lambda_1^{-2} e_2^2 + \omega_1^{-2} \lambda_2^2 \approx 0, \]  
\[ \{H_T, \psi_8\} = \{H_T, e_{0,2}^2 + \omega_0^{-2} + \omega_2^{-2} + \omega_2^{-2} e_0^2\} = -\lambda_{0,2}^{-2} + \lambda_0^{-2} e_0^2 + \omega_0^{-2} \lambda_2^2 - \omega_2^{-2} e_0^2 - \omega_2^{-2} \lambda_0^2 \approx 0. \]  

(98) results in

\[ \psi_{11} := \omega_{0,1}^{-2} + \omega_0^{-2} \omega_1^{-2} + \Lambda \approx 0. \]  

(104)

Then, (96) provides a new constraint

\[ \lambda_2^{-2} \approx \Lambda_2^{-2} \approx \Lambda_2^{-2} \approx \Lambda_2^{-2}. \]  

(105)

By use of (99), (103), and (105), one can obtain from (97) and (100)

\[ \lambda_2^{-2} \approx \frac{1}{e_2} \int \omega_1^{-2} (\omega_2^{-2} \lambda_2^{-2} - \lambda_2^{-2} e_2^2) dx^1 + \frac{1}{e_2} C_1 =: \Lambda_2^{-2}, \]  

(107)

\[ \lambda_1^{-2} \approx \frac{1}{e_2} (\lambda_2^{-2} - \lambda_1^{-2} e_2^2) =: \Lambda_1^{-2}. \]  

(108)

where \( C_1 \) is an integral constant with \( C_{1,1} = 0 \). From (103) and (99), finally, one can acquire

\[ \lambda_0^{-2} \approx e_2 \int (\Lambda_{0,1}^{-2} + \Lambda_1^{-2} e_2^2 - \omega_0^{-2} \lambda_2^{-2} + \lambda_2^{-2} e_2^2) dx^1 + e_2^2 C_2 =: \Lambda_0^{-2}, \]  

(109)

\[ \lambda_0^{-2} \approx (\Lambda_{0,1}^{-2} - \Lambda_1^{-2}) =: \Lambda_0^{-2}, \]  

(110)

where \( C_2 \) is another integral constant with \( C_{2,1} = 0 \).

In summary, the consistency conditions for the secondary constraints determine the other 6 Lagrange multipliers, set 2 new secondary constraints, and present 2 conditions about multipliers.

### 3.3 Consistency Conditions of the Further Secondary Constraints

The consistency condition of the first further secondary constraint (101) is

\[ \{H_T, \psi_{11}\} = \{H_T, \omega_{0,1}^{-2} + \omega_0^{-2} \omega_1^{-2} + \Lambda\} = -\lambda_{0,1}^{-2} - \lambda_0^{-2} \omega_1^{-2} - \omega_0^{-2} \lambda_1^{-2} \approx 0. \]  

(111)

With the help of the above solved multipliers, one gets

\[ \lambda_0^{-2} \approx - \int (\lambda_0^{-2} \omega_1^{-2} + \omega_0^{-2} \lambda_1^{-2}) dx^1 + C_3 =: \Lambda_0^{-2}, \]  

(112)

where \( C_{3,1} = 0 \). Then, (102) becomes

\[ \lambda_0^{-2} + \Lambda_0^{-2} e_0^2 + \omega_1^{-2} \lambda_2^{-2} \approx 0. \]  

(113)

So,

\[ \lambda_0^{-2} \approx \int (\lambda_0^{-2} + \lambda_1^{-2} e_0^2 - \omega_1^{-2} \lambda_0^{-2}) dx^1 + C_4 =: \Lambda_0^{-2} \]  

(114)

with \( C_{4,1} = 0 \).

The second further secondary constraint (106) can be written explicitly as

\[ \psi_{12} \approx (\omega_0^{-2} e_0^2 - \omega_2^{-2} e_0^2),_{11} \approx 0. \]  

(115)
Its consistency condition is

\[ \{ H_T, \psi_{12} \} \approx \{ H_T, (c_0^2 + \omega_2^2 e_0^+ - \omega_2^+)^{11} \} = -\lambda_{0,211}^2 - \lambda_{2}^{-2} e_{0,11}^+ - \omega_2^{-2} \lambda_{0,11}^+ + \lambda_{0}^{2} \approx 0. \]  

(116)

So,

\[ (\lambda_2^{+2} - \Lambda_0^{2} - \Lambda_2^{-2} e_{0}^+ - \omega_2^{-2} \Lambda_0^+)_{11} \approx 0, \]  

(117)

whose solution for \( \lambda_2^{+2} \) is denoted by \( \Lambda_2^{2} \). Finally, from (101) one can solve the multiplier \( \lambda_0^{+2} \),

\[ \lambda_0^{+2} \approx \frac{1}{e_2}(\Lambda_{0,2}^+ - \omega_0^+ \Lambda_2^2 + \Lambda_2^- e_0^+ + \omega_2^- \Lambda_0^+ + \Lambda_2^+ e_0^+ + \omega_2^+ \Lambda_0^2) =: \Lambda_0^{+2}. \]  

(118)

In fact, (106) can be integrated out

\[ \Lambda_0^{2} \approx C_5 x^1 + C_6, \quad \text{with} \quad C_{5,1} = C_{6,1} = 0. \]  

(119)

If \( \Lambda_0^{2} = 0 \) is set at the 2 boundaries (denoted by ‘down’ and ‘up’, respectively) of the coordinate \( x^1 \), then one gets

\[ 0 = \Lambda_0^{2} \big|_{\text{down}} \approx C_5 x^1 \big|_{\text{down}} + C_6, \]  

(120)

\[ 0 = \Lambda_0^{2} \big|_{\text{up}} \approx C_5 x^1 \big|_{\text{up}} + C_6, \]  

(121)

which results in \( C_5 \approx C_6 \approx 0 \). In this case, (106) reduces to

\[ \psi_{12}' := \Lambda_0^{2} = e_0^2 + \omega_2^{-2} e_0^+ - \omega_2^{+2} \approx 0. \]  

(122)

Its consistency condition is

\[ \{ H_T, \psi_{12}' \} = \{ H_T, e_0^2 + \omega_2^{-2} e_0^+ - \omega_2^{+2} \} = -\lambda_{0,2}^{2} - \lambda_{2}^{-2} e_{0,11}^+ - \omega_2^{-2} \lambda_{0,11}^+ + \lambda_{0}^{2} \approx 0, \]  

(123)

and thus,

\[ \lambda_2^{+2} \approx \Lambda_0^{2} - \Lambda_0^{-2} e_0^{+} - \omega_2^{-2} \Lambda_0^+ =: \Lambda_0^{+2}. \]  

(124)

This is a special case for the solution of (117). In the special case, (118) reduces to

\[ \lambda_0^{+2} \approx \frac{1}{e_2}(\Lambda_{0,2}^+ - \omega_0^+ \Lambda_2^2 + \Lambda_2^- e_0^+ + \omega_2^- \Lambda_0^+ + \Lambda_2^+ e_0^+ + \omega_2^+ \Lambda_0^2) =: \Lambda_0^{+2}. \]  

(125)

Up to now, all constraints (12 primary and 12 secondary constraints) are obtained and consistent in the evolution direction. All 12 Lagrangian multipliers are determined.

### 3.4 Degree of Freedom

The coframe has 3 independent variables, and the connection coefficients have 9 variables. The 12 variables and their conjugate momenta span a 24-dimensional phase space. It is easy to see that the 24 constraints, including 12 primary constraints and 12 secondary constraints, are all second class. Therefore, there is no local physical degree of freedom left in 3-dimensional gravitational system as expected.

### 4 Equations of Motion

The equations of motion are given by the Hamiltonian equations:

\[ \dot{e}_0^+ = \{ e_0^+, H_T \} = \frac{\delta H_T}{\delta \pi_0^+} = \lambda_0^+ \approx \Lambda_0^+, \]  

(126)

\[ \dot{e}_0^2 = \{ e_0^2, H_T \} = \frac{\delta H_T}{\delta \pi_0^2} = \lambda_0^2 \approx \Lambda_0^2, \]  

(127)

\[ \dot{e}_2^2 = \{ e_2^2, H_T \} = \frac{\delta H_T}{\delta \pi_2^2} = \lambda_2^2 \approx \Lambda_2^2, \]  

(128)

\[ \omega_0^+ = \{ \omega_0^+, H_T \} = \frac{\delta H_T}{\delta \pi_0^+} = \lambda_0^+ \approx \Lambda_0^+, \]  

(129)
\[ \omega_1^+ = \{ \omega_1^+, H_T \} = \frac{\delta H_T}{\delta \pi^+} = \lambda_1^+ \approx 0, \] (130)

\[ \omega_2^- = \{ \omega_2^-, H_T \} = \frac{\delta H_T}{\delta \pi^-} = \lambda_2^- \approx \Lambda_2^-, \] (131)

\[ \omega_0^{-2} = \{ \omega_0^{-2}, H_T \} = \frac{\delta H_T}{\delta \pi_0^{-2}} = \lambda_0^{-2} \approx \Lambda_0^{-2}, \] (132)

\[ \omega_1^{-2} = \{ \omega_1^{-2}, H_T \} = \frac{\delta H_T}{\delta \pi_1^{-2}} = \lambda_1^{-2} \approx 0, \] (133)

\[ \omega_2^{-2} = \{ \omega_2^{-2}, H_T \} = \frac{\delta H_T}{\delta \pi_2^{-2}} = \lambda_2^{-2} \approx \Lambda_2^{-2}, \] (134)

\[ \omega_0^{+2} = \{ \omega_0^{+2}, H_T \} = \frac{\delta H_T}{\delta \pi_0^{+2}} = \lambda_0^{+2} \approx \Lambda_0^{+2}, \] (135)

\[ \omega_1^{+2} = \{ \omega_1^{+2}, H_T \} = \frac{\delta H_T}{\delta \pi_1^{+2}} = \lambda_1^{+2} \approx \Lambda_1^{+2}, \] (136)

\[ \omega_2^{+2} = \{ \omega_2^{+2}, H_T \} = \frac{\delta H_T}{\delta \pi_2^{+2}} = \lambda_2^{+2} \approx \Lambda_2^{+2}, \] (137)

The equation of motion of \( e_2^2 \), together with (137), (138), and (139)–(141), constitutes the full set of torsion-free conditions.

5 BTZ Spacetime

A simple well-known example is the BTZ spacetime, whose metric can be written as

\[ ds^2 = -N^2 du^2 + 2 dudr + r^2 \left( d\varphi + N^2 dv \right)^2 \]

\[ = \left[ r^2 \left( N^2 \varphi \right)^2 - N^2 \right] du^2 + 2dudr + 2r^2 N^2 dv \varphi + r^2 dv^2, \] (150)

\[ N^2 = \frac{r^2}{l^2} - M + \frac{J^2}{4r^2}, \quad N^\varphi = -\frac{J}{2r^2}, \] (151)

in Bondi-like coordinate, which is obviously a special form of the metric [21]. The metric components are

\[ g_{uv} = \frac{J^2}{4} - N^2, \quad g_{ur} = 1, \quad g_{rr} = 0, \quad g_{\varphi \varphi} = -\frac{J}{2}, \quad g_{r \varphi} = 0, \quad g_{\varphi v} = r^2. \] (152)

The related coframe can be chosen as

\[ e^- = -dv, \quad e^+ = -\frac{N^2}{2} dv + dr, \quad e^2 = -\frac{J}{2r} dv + rd\varphi, \] (153)

which is of course a special form of the coframe [25] if one sets

\[ e_0^+ = -\frac{N^2}{2}, \quad e_0^- = -\frac{J}{2r}, \quad e^2 = r. \] (154)
The coframe should also satisfy the torsion-free conditions

\[ \text{de}^i + \omega^{ij} \wedge e^k \eta_{jk} = 0, \quad (155) \]

where \( \omega^{ij} \) are connections adapted with the above coframe. Because of the torsion-free conditions, the connection components are dependent on the coframe components. Therefore one can get the connections expressed by the coframe variables

\[
\begin{align*}
\omega_0^+ &= -\frac{r}{l^2}, \\
\omega_1^+ &= 0, \\
\omega_2^+ &= \frac{J}{2r}, \\
\omega_0^- &= 0, \\
\omega_1^- &= 0, \\
\omega_2^- &= 1, \\
\omega_0^2 &= N^2, \\
\omega_1^2 &= -N^2, \\
\omega_2^2 &= -\frac{1}{2} N^2.
\end{align*}
\]

Now one can use the above example to check whether the previous Hamiltonian analysis is correct or not. One just needs to check whether the 12 secondary constraints are automatically satisfied in this special case, and the results are

\[
\begin{align*}
\omega_1^- &= 0, \\
\omega_1^+ &= 0, \\
\omega_2^- &= 0, \\
\omega_2^+ + \omega_1^2 &= \left(\frac{J}{2r}\right)_1 - N^2 = 0, \\
e_2^2 - e_0^- &= r_1 - 1 = 0, \\
e_0^2 - e_0^- &= \left(-\frac{J}{2r}\right)_1 + N^2 = 0, \\
\omega_1^+ - \omega_2^2 &= \frac{J}{2r} + N^2 r = 0, \\
e_0^2 - e_0^- &= \left(-\frac{1}{2} N^2\right)_1 + \frac{r}{l^2} + N^2 \frac{J}{2r} = 0, \\
\omega_2^+ - \omega_0^2 &= \frac{J}{2r} - \frac{J}{2r} = 0, \\
\omega_0^2 + \omega_0^- &= \left(-\frac{r}{l^2}\right)_1 + \frac{1}{l^2} = 0, \\
\left(e_0^2 - e_0^-\right)_2 &= \left(-\frac{1}{2} N^2 + \frac{1}{2} N^2\right)_1 = 0,
\end{align*}
\]

which are all satisfied and prove the consistency of our analysis.

### 6 Concluding Remarks

The connection dynamics based on the decomposition, \( \mathfrak{so}(1, d - 1) = \mathfrak{so}(d - 1) \oplus \mathfrak{so}(d - 2) \oplus t^{-}(d - 2) \oplus t^{+}(d - 2) \), in a Bondi-like coordinate system is suggested. The decomposition is valid for the Lorentz algebra \( \mathfrak{so}(1, d - 1) \) in an arbitrary \( d \)-dimensional spacetime. When an isolated horizon serves as the boundary of a spacetime, the boundary \( \text{SO}(1,1) \)-BF theory can always be read out naturally from the variation of the action of gravity. Besides, there is no signature problem in the remaining subalgebras, which might be easier to deal with than an \( \mathfrak{so}(1, d - 1) \) algebra in the quantization of the bulk system.
As a simple example, it is shown in the present paper that a self-consistent Hamiltonian formalism for the 3-dimensional \( \mathfrak{so}(1, 1) \oplus t^- \oplus t^+ \) connection dynamics can be set up in a Bondi-like coordinate system. In the system there are 12 independent primary constraints, 12 independent secondary constraints. All of them are second class constraints. There is no local physical degree of freedom in the system as expected.

In [27], the consistency conditions are classified into three types. The consistency conditions of the first type become identities on the constraint surface. The second-type consistency-conditions provide the secondary constraints for the system. From the consistency conditions of the third type, Lagrangian multipliers can be determined. The present paper shows that for a complicated constraint system, two solutions for the same Lagrangian multiplier may be obtained from the consistency conditions. The two solutions may, in turn, give a new constraint, which is also a secondary constraint. This situation was not discussed in the literature (see, for example, [27] and [28]).

It should be noted that there exists a local SO(1, 1) symmetry in an arbitrary dimensional gravitational theory. It is the gauge symmetry in the direction of the generators of an isolated horizon and in the propagation direction of gravitational waves. Due to the existence of SO(1, 1) symmetry, the local symmetry possess indefinite signature. In the previous Hamiltonian analysis, the \( \mathfrak{so}(1, 1) \) sub-algebra does not appear in the decomposition of \( \mathfrak{so}(1, d-1) \) explicitly. The decomposition of SO(1, 1) from SO(1, d-1) may be useful to establish a method to analyze a system in both Hamiltonian and Lagrangian formalisms. The result of the paper shows that the method is, at least, valid in 3-dimensional spacetime.

One may wonder why the three coordinate conditions are not considered in the Hamiltonian. In fact, a direct calculation shows that the multipliers for the primary constraints of the coordinate conditions are all zero. In other words, the addition of the coordinate conditions as new constraints will not affect the constraint system. The only role is to make the analysis more complicated.

In the present analysis, the torsion-free conditions may be obtained automatically. Those without the term \( e_{i,0}^I \) appear as secondary constraints, those with the term \( e_{i,0}^I \) appear in the Hamiltonian equations. In an alternative way, one may treat the torsion-free conditions as constraints at the beginning. However, it will not provide any new information.

It is remarkable that in the present formalism the metric on each slice \( (v = \text{const.}) \) is always degenerate. It is very different from the Hamiltonian analysis of gravitational theory in the literatures. Although the Hamiltonian analysis in the Ashtekar formalism permits the degenerate geometry [15, 16, 17], the non-degenerated geometry is mainly concerned. However, what is degenerate in the formalism is just the induced geometry on each slice, while the 3-dimensional geometry is still non-degenerate.

It should be finally remarked that if the parameters for gauge transformations are included in the coframe fields at the beginning, the Hamiltonian analysis will give incorrect physical degree of freedom. This is caused by the absence of the transformation law of connection in the analysis. When the transformation law of connection is used, the correct physical degree of freedom will be recovered.
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