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Abstract

Point clouds-based Networks have achieved great attention in 3D object classification, segmentation and indoor scene semantic parsing. In terms of face recognition, 3D face recognition method which directly consume point clouds as input is still under study. Two main factors account for this: One is how to get discriminative face representations from 3D point clouds using deep network; the other is the lack of large 3D training dataset. To address these problems, a data-free 3D face recognition method is proposed only using synthesized unreal data from statistical 3D Morphable Model to train a deep point cloud network. To ease the inconsistent distribution between model data and real faces, different point sampling methods are used in train and test phase. In this paper, we propose a curvature-aware point sampling (CPS) strategy replacing the original farthest point sampling (FPS) to hierarchically down-sample feature-sensitive points which are crucial to pass and aggregate features deeply. A PointNet++ like Network is used to extract face features directly from point clouds. The experimental results show that the network trained on generated data generalizes well for real 3D faces. Fine tuning on a small part of FRGCv2.0 and Bosphorus, which include real faces in different poses and expressions, further improves recognition accuracy.

1. Introduction

Recently Deep learning approach achieved promising results in face recognition and related applications. Face recognition task has transformed from simple constrained frontal face to more challenge tasks, such as pose-invariant, expression-invariant, age-invariant face recognition. However, CNNs-based 3D face recognition has just raised. Most 3D face recognition systems [16, 22, 23, 27, 37] focus on traditional methods, which extract hand-crafted features for verification or identification task. But this methods extremely rely on face alignment algorithm and feature descriptors, which limit the scalability as compared to the end-to-end learning approaches.

Two challenges for 3D face recognition are how to design a face point clouds-aware deep network and the lack of large 3D face database to train. The successful face recognition networks are mostly operated on images [28, 36, 51]. Convolution filters are applied to extract deep and discriminative features for identification and verification. These networks nearly get perfect results in some dataset [21, 6, 47]. However, the most common data format for 3D face is mesh or point clouds whose the non-grid structure results in common 2D networks cannot work directly. One alternative method is to project point cloud data into range map [2, 19], multi-view image [18, 12] or voxelize to volumetric representation [17, 32] so as to adapt for 2D networks. However, these data reduction methods will lead to information loss or data structure misaligned [41]. For example, range maps only include the depth in z coordinate neglects the xy information. Volumetric representation introduces quantization errors during voxelization of the point cloud. Besides, volumetric is memory inefficient. We propose to directly consume raw point clouds to network which helps to dig 3D representations without loss information. PointNet [7] structure was the first one to use a symmetric function to aggregate point-wise and order-invariant features on raw point clouds. However, PointNet only aggregated global feature and neglected the local characters which is very importance for 3D shape representation. PointNet++ [33] applies PointNet hierarchically to capture both local and global features for object recognition and segmentation on point clouds. We focus more on face features and a curvature-aware point sampling method is proposed to filter facial points and can be easily integrated into PointNet++. A modified PointNet++ is used to extract face features directly from raw face point clouds.

Another challenge is the lack of large 3D face database. As the deep learning is data greedy, it needs adequate data to show its advantage. In 3D object classification task, ModelNet40 dataset [44] is most used to train and evaluate. It
contains 12311 CAD scans from 40 classes, average 300 scans each class. In 2D face recognition, CASIA Webface dataset\cite{47} including 0.5 million images for 10k identities is usually used for tiny study. However, in 3D face, the largest public dataset now is the LS3DFace\cite{51}, which is composed of 1853 identities totally 31860 face scans. The available datasets are still far from training the 3D face network. So, we need to generate more 3D data for training. Gilani and Mian\cite{51} proposed to synthesize new identities from models or by interpolating. But these methods need computational preprocessing such as dense correspondence or registration. And the generate face looks same in expression. We propose a data-free method for 3D face recognition that we only use generated data from Gaussian Process Morphable Models(GPMM)\cite{26} in training and real faces in testing. The advantage of GPMM is that we can generate unlimited number of faces by shape and expression coefficients. But we must take care of the distribution gap between generated data and real 3D faces. We constrain the face area to mimic the train data distribution in the test phase.

An overview of our proposed 3D face recognition method is illustrated in Fig. 1. Main modules for face recognition includes training dataset generating, Network training and testing. In data generating, GPMM is used to synthesize large number 3D faces. During train phase, the network is treated as a classifier with softmax. While in testing phase, we first fine tune on a few real faces and then achieve face verification and identification using the 512-dims features. We evaluate our proposed method on FRGCv2.0\cite{31} and Bosphorus\cite{35} datasets with pose and expression disturbance. We introduce the point clouds for 3D face recognition and a face curvature-aware sampling strategy is integrated into PointNet++ to localize key face points and enhance the feature more discriminative\cite{1}.

- We propose to use GPMM to generate large training data and compensate the distribution difference between the generated data and real faces by constrain the face sampling area.

- We introduce the point clouds for 3D face recognition and a face curvature-aware sampling strategy is integrated into PointNet++ to localize key face points and enhance the feature more discriminative.

- Comprehensive experiments are conducted on 3D face datasets with pose and expressions to demonstrate that our point cloud face recognition framework is competitive and has potential to solve high-level face recognition problems in 3D domain.

\footnote{The code is available in github.com/alfredtorres/3DFacePointCloudNet}

2. Related work

2.1. 3D face recognition

Most previous methods\cite{3, 10, 15, 50} works directly on the 3D space of facial scans, since full information of the raw data is kept on this original domain. An overview of 3D face recognition method is presented in\cite{1} \cite{5} \cite{30}. Existing 3D methods can be largely classified into two categories: local or global feature descriptor methods. Local descriptor based methods match local 3D point signatures derived from the curvatures, shape index or normals. For instance, Gupta\cite{15} matched the 3D Euclidean and geodesic distances between pairs of 25 anthropometric fiducial landmarks to perform 3D face recognition. Berretti \etal\cite{3} represented a 3D face with multiple mesh-DOG keypoints and local geometric histogram descriptors while Drira \etal\cite{10} represented the facial surface by radial curves emanating from the nosetip.

As alternatives, some other methods\cite{19, 51} find reasonable mappings from the 3D space to canonical 2D domains. Kim \etal\cite{19} proposed to frontalize a 3D scan, generate 2.5D depth map and extract the depth map’s features by VGG16 network to represent the 3D face. Gilani and Mian\cite{51} proposed a method that projects face point cloud into depth, azimuth and elevation maps to generate a three channel image. These methods all reduce the face representation dimension from 3D point cloud to 2D images, so as to use CNNs to extract deep features. Gilani and Mian\cite{51} projected two more maps than Kim\cite{19} so as to get more representative feature. So if we project more channels to form a 4-channels, 5-channels, ...... multi-channels map, we can loss less 3D information and obtain more discriminative feature.

2.2. Facial data generation

One of the main factors for the nearly perfect performance in 2D face recognition is the ability of CNNs to learn from massive training data. For instance, FaceNet\cite{36} was trained on a private database containing 200M labeled images of 8M identities while VGGFace\cite{28} used 2.6M faces of 2622 people. The public used 2D test database LFW\cite{21} contains more than 13,000 images of faces collected from the web. And the CAISIA webface\cite{47} including 0.5 million of 10k identities and the VGGFace2\cite{5} including 3.3 million of 9.1k persons are commonly used for training. However, 3D face scans need special sensors and technique to obtain which limit the 3D face recognition network. For example, the FRGCv2\cite{31} database contains only 4,007 3D scans of 466 persons while the Bosphorus\cite{35} contains 4,666 scans of 105 persons. The largest publicly available 3D face dataset, ND-2006\cite{11} (a superset of FRGCv2) has only 13,540 scans of 888 unique identities and took over two years to collect.(see in Tab\cite{1})
Figure 1. An overview of proposed 3D face point clouds recognition framework. Training dataset consists of different 3D scans with expressions generated by GPMM. In train phase, the generated faces pass through two feature abstract layers including proposed curvature-aware point sampler, neighbors grouper and multi-layer perceptrons (MLP) to extract feature embedding for classification task. In the test phase, the feature embedding directly extracted from real faces can be used for face verification or identification. Alternatively, fine tuning on the gallery set can further improve the feature discriminative.

Table 1. Comparison of 2D and 3D face databases.

| Modality | Name   | Identity | Image/Scan |
|----------|--------|----------|------------|
| 2D       | LFW[21]| 5749     | 13233      |
|          | CASIA[47]| 10k      | 0.5M       |
|          | VGGFacev2[6]| 9.1k     | 3.3M       |
|          | MS1Mv2 | 85k      | 3.9M       |
| 3D       | FRGCv2[31]| 466      | 4007       |
|          | BU3DFE[49]| 100      | 2500       |
|          | Bosphorus[35]| 105     | 4666       |
|          | CASIA-3D[45]| 123     | 4674       |
|          | ND-2006[11]| 422     | 9443       |
|          | LS3DFace[51]| 1853    | 31860      |

Some works propose to reconstruct faces from 2D face images[48, 13] or create synthetic faces from existing face models[51]. Blanz and Vetter[4] proposed a 3D face morphable model (3DMM) using a multiple PCA-based linear subspace method to represent the facial identity and expression. Dou et al. [9] reconstruct 3DMM parameters with deep neural network. By means of a multi-task and a fusion convolutional network, the reconstructed face has more impressive expressions. Yi et al. [48] propose to address the face reconstruction in the wild by using a multi-metric regression network to align a 3DMM to an input image. Gecer et al. [13] takes a radically different approach and harness the power of GANs and DCNNs in order to reconstruct the facial texture and shape from single images. GANs are utilized to train a very powerful generator of facial texture in UV space and then optimize the parameters with the supervision of pretrained deep identity features through an end-to-end differentiable framework. Gilani and Mian [51] proposed a technique to generate a training dataset of 3.1M scans of 100K identities by simultaneously interpolating between the facial identity and facial expression spaces.
2.3. Deep learning on point clouds

Recently we see a surge of interest in designing deep learning architectures suited for point clouds, which demonstrated remarkable performance in 3D object classification and segmentation. The difficulty to transform the deep networks from 2D image to 3D point cloud is to design a well sufficient operation or convolution to the unordered data which should be invariant to the orders. PointNet [7] started the use of deep learning networks for 3D point cloud processing. PointNet used a symmetric function to aggregate point-wise feature which is invariant to the permutability of input points. PointNet++ [33] hierarchical applied PointNet recursively to obtain both global and local features on point cloud. Besides, PointCNN [24] proposed to learn X-transform to allow a convolution operator to work directly on point cloud data. SpiderCNN [46] comprised of SpiderConv units extends convolutional operations from regular grids to irregular point sets that can be embedded in $\mathbb{R}^n$, by parametrizing a family of convolutional filters. DGCNN [40] and SpecGCN [38] introduces Graph CNN into the point cloud processing. In DGCNN, EdgeConv operator is just a convolution-like operations to capture local geometric structure by construct a local neighborhood graph. In addition, the graph is updated by each layer using the nearest neighbors in the feature space, making the respect field larger. In SpecGCN, graph convolution is carried out on a nearest neighbor graph constructed from a points neighborhood to jointly learn features. And a novel pooling strategy to aggregate information from within clusters of nodes that are close to one another in their spectral coordinates is proposed, leading to richer overall feature descriptors. However, these methods have so far only been used for object classification and segmentation. To the best of our knowledge, no 3D point cloud based face recognition technique that leverages deep learning-based embeddings to match two 3D face has been developed yet.

3. Face augmentation and point cloud recognition network

Given a pair of face point clouds, the goal of our method is to verify whether these two scans belong to one identity or not. The face point cloud is represented as a set of seven-dimensional points $F = [x_p, y_p, z_p, n_{xp}, n_{yp}, n_{zp}, c_p]$, where $i = 1, ..., N, p = 1, ..., P$, $N$ is the number of faces. $P$ is the number of points each face and $P$ varies in real faces which adds difficult to face correspondence. We consider the $xyz$ coordinate as the face shape and use normal vectors extract deep features. $c$ is curvature obtained according to .

3.1. 3D face augmentation

We propose to synthesize face images by sampling from a statistical 3D Morphable Model of face shape and expression. The generator can synthesize an arbitrary amount of facial identities with different expressions. We assume that the facial identity is fully determined by the 3D face shape. We use the GPM [26], for which the shape distribution is estimated from 200 neutral high-resolution 3D face scans. The parameters follow a Gaussian distribution. The identity face model consist of shape model and expression model

$$M_s = (\mu_s, \sigma_s, U_s), M_e = (\mu_e, \sigma_e, U_e)$$

where $\mu_{(s,t)} \in \mathbb{R}^{3m}$ are the mean, $\sigma_{(s,t)} \in \mathbb{R}^{n-1}$ the standard deviations and $U_{(s,t)} = [u_1, ..., u_n] \in \mathbb{R}^{3m \times n-1}$ are an orthogonal basis of principle components of shape and expression. New faces are generated from the model as linear combinations of the principal components

$$\begin{align*}
    s(\alpha) &= \mu_s + U_s diag(\sigma_s) \alpha \\
    e(\beta) &= \mu_e + U_e diag(\sigma_e) \beta
\end{align*}$$

The coefficients $\alpha, \beta$ are independent and normally distributed with unit variance under the assumption of normally distributed training examples and a correct mean estimation.

By drawing random samples from this distribution we generate random 3D face meshes with unique shape $\alpha_i$ and expression $\beta_j$. A new face instance $F$ is represented as

$$F = s(\alpha_i) + e(\beta_j)$$

We totally generated 10k independent $\alpha_i$ for unique identities and 50 $\beta_j$ for expressions. Example facial scans synthesized from the generator are illustrated in the first two columns of Fig. 2. Compared to the real faces show in the last two columns of Fig. 2 the most distinct is the details in eyes, nose, mouths which will change according to the poses and expressions. According to these differences between the train and real datasets, we propose to apply different sample strategy to extract the same features. The sampling method based on curvatures will be introduced next.

3.2. Curvature-aware sampling strategy

In PointNet++, iterative farthest point sampling (FPS) strategy is used to choose the centroids subset based on the metric distance. Compared with random sampling, FPS has better coverage of the entire point set on given the same number of centroids. However, 3D face point clouds in the strict sense do not belong to metric point set. Different from objects in ModelNet40 dataset, e.g. planes and chairs, face scans just have one surface and all points lie on it.

Using the FPS on planes, chairs and desks, some special points will be sampled out such as the corners of desk, the
GPMM faces vs Real faces. The first two columns are four GPMM identities with two different expressions. The last two columns are real faces from FRGCv2.0 and Bosphorus dataset.

Figure 2. GPMM faces vs Real faces. The first two columns are four GPMM identities with two different expressions. The last two columns are real faces from FRGCv2.0 and Bosphorus dataset.

Figure 3. FPS results on ModelNet objects and generated face. The top row are the original point clouds of plane, chair, desk and a face. The bottom row are the sampled results with 512 points.

In FPS, the Euclidean distance is used to measure the relation between points. However, to faces, Euclidean distance is not a good choice because it is sensitive to miscellaneous and contour points, especially in the real face point clouds which is largely affected by the measure accuracy containing more noise points. So, sampling centroids on faces is different from the common objects. We need to modify the metric strategy to pay more attention to the feature points instead of the distant points. Inspired by the DGCNN \cite{20a} and PointConv \cite{20b}, we combine the facial curvature with the metric distance to represent the facial feature distance. Using the modified distance, we can filter out the points with high curvature in a local region.

Given the input point clouds \( P = \{ P_1, P_2, ..., P_n \} \), the FPS result in the output subset \( Q = \{ P_{q1}, P_{q2}, ..., P_{qm} \} \). The aim is to search the point \( P_{qi} \) in the remaining point set \( \{ P - Q \} \) to satisfy:

\[
\arg\max_{j} \sum_{k=1}^{i-1} d(P_{qi}, P_{qk})
\]

where, \( d(P_{qi}, P_{qk}) \) computer the Euclidean distance between \( P_{qi} \) and \( P_{qk} \). Now, we fuse the Euclidean distance with facial curvature.

\[
d_c = d(P_{qi}, P_{qk}) \cdot C_{qi}^\lambda
\]

where the \( C_{qi} \) represent the curvature of the point \( P_{qi} \) and \( \lambda \) is a hyper-parameter balance the curvature. In the log format

\[
\log(d_c) = \log(d(P_{qi}, P_{qk})) + \lambda C_{qi}
\]

From the log view, we can see that curvature contributes to the distance by \( \lambda \). Points with large curvature get large distance and is more likely to be chosen. But we can suppress it by a factor \( \lambda \) other wise it will destroy the normal distribution of points. When \( \lambda = 0 \), CPS equals to the original FPS. As show in Fig. 4(a), from left to right is the original FPS result on face, \( \lambda = 0.1 \) CPS result and \( \lambda = 1 \) CPS result. We can see that when \( \lambda = 1 \) the sampling focus on some landmark points. In this case, the sampling result is extremely affected by the curvature which is not beneficial to extract features. We choose the best \( \lambda \) according to experiments in Sec. 4. In Fig. 4(b), we can see the details about the curvature function. The FPS’s point(in red) will shit to the blue points according to curvature. A 2D illustration in Fig. 4(c) is more clearly. We use the FPS to choose 3 target points from 10 source points \( \{ p_1, p_2, ..., p_{10} \} \). The original FPS will choose \( p_1, p_{10}, p_5 \) in distance order. But we can clearly know that \( p_7 \) is more representative than \( p_5 \). By means of curvature, our sampling strategy choose the \( p_7 \) replace the \( p_5 \).

In addition, to avoid interference from outliers and edge points, we limit candidate regions for sampling points. Because the size of face is an inherent property, so we can use an absolute value and do not need to consider issues.
classes to enlarge the inter-class distance\cite{8,42,39}.

\[ L_a = -\frac{1}{N} \sum_{i=1}^{N} \log e^{\cos(m\theta_{yi})} + \sum_{j=1, y \neq y_i}^{C} e^{\cos\theta_j} \]  

where the bias is fixed to 0. \( \theta_j \) is the angle between the weight \( W_j \) and the feature \( x_i \). \( s \) is the scale factor to control the convergence. \( m \) is an additive angular margin penalty to simultaneously enhance the intra-class compactness and inter-class discrepancy.

After classification training, we fine tune our network on a few real faces using the triplet loss \cite{35}. We change the metric distance in triplet loss function from Euclidean to cosine. Using triplet loss instead of softmax loss avoids optimizing a new fully-connected classify layer which is time inefficient. And to real databases, using triplet loss can converge quickly and fixable.

\[ L_t = \frac{1}{N} \sum_{i=1}^{N} (d(x_i^a, x_i^p) - d(x_i^a, x_i^n) + \alpha) \]  

where \( d(\cdot) \) computer the cosine distance between two vectors. \( x_i^a, x_i^p, x_i^n \) is the anchor, positive and negative samples respectively. \( \alpha \) is the margin that is enforced between positive pairs and negative pairs.

4. Experiments and results

In this section, we first evaluate the affects of proposed sampling strategy and augment data for 3D faces. Massive experiments are conducted to choose the hyper-parameters. And then, we select the best hyper-parameter setting for face recognition on different 3D face database.

4.1. Implementation Details

In both classification training and fine tuning, the input to our network is face scans with 28588 points. Each point has 7 dimension features including 3 Euclidean coordinates \( xyz \), corresponding normal vectors \( n_x, n_y, n_z \) and curvature \( c \). The normal vector and curvature are calculated by PCL \cite{34}. We train the propose network in PyTorch \cite{29}. We use Adam \cite{20} optimizer and performs batch normalization for all layers excluding the last classification layer. The initial learning is set to 0.001 and reduced by a factor of 10 after every 20 epochs. And the weight decay is set to 0.5, which is decreased by 0.5 up to 0.99. The network is trained for totally 60 epochs with batch size of 32 scans on a single NVIDIA GeForce GTX 1080TI GPU. For fine tuning, learning is set to 1e-5 and we randomly sample triplet pairs from the part of Bosphorus and FRGCv2.0 database.

4.2. Ablation Study

There are three hyper-parameters: candidate region distance \( r \), curvature factor \( \lambda \) and train data numbers or classes.
We adopt the ablation study on each parameter. As the train data numbers affect the training time, the first two studies in conducted on \( N = 500 \) classes total 25,000 face scans to save the training time. And we last evaluate the train data classes vary from 500 classes to 10,000 classes. We choose a subset from the Bosphorus database as the evaluate set \( B_{eval} \).

**Candidate region distance \( r \).** We conduct open-set face recognition on the \( B_{eval} \). Fig. 5 illustrates the importance of candidate region distance \( r \). Either big \( r \) or small \( r \) is not suitable for 3D face data. \( r = all \) equals the original FPS, we can see that, after limit the candidate in about \( 0.5 \sim 0.7 \) the ROC curves are higher and perform better. When \( r \) covers all points, sampling result will contain more edge points which will decrease the recognition performance. When \( r \) is small, sampling result only keeps a litter face area and loss some useful information. To balance the effect between redundant edge points and useful facial representation, we choose \( r = 0.7 \) to get the best result and use for next experiments.

**Curvature factor \( \lambda \).** We also evaluate the effectiveness of curvature factor \( \lambda \) as shown in Fig. 6 \( \lambda = 0 \) equals to the original FPS and means curvature is not introduced into the sampling. When \( \lambda \) is too big \( \lambda = 0.5 \), as shown in Fig. 4 the sampling points will focus on the high-curvature points and loss the uniform, resulting in a decrease gap in recognition performance. We can see that a small curvature factor \( \lambda = 0.1 \) is useful to slightly shift some points without destroying the uniform distribution.

**Training classes \( N \).** One of the advantage of our data augmentation method is that we can generate infinite number of training data. But too many data leads to the time inefficient. So we should achieve a balance between recognition performance and training time waste. As seen in Fig. 7 the more data network train, the higher recognition accuracy. However, the training time increases linearly with \( N \).

While \( N = 500 \) needs 4 hours, \( N = 10,000 \) waste 3 days. When \( N \) is large, the training time required to increase the recognition accuracy by 0.1% is several times higher than previous. So we train our work on 10,000 classes in this paper. And if you need higher performance, you can train on bigger \( N \).

**4.3. Generalization on FRGC and Borphous**

The proposed approach is also evaluated on FRGCv2.0 and Borphous databases for face identification under different expression settings.

For FRGCv2 database, the first scan of each identity is selected as gallery and the rest scans are treated as probes. We get 466 galleries and 3541 probes. The rank-1 results are displayed in Tab. \ref{tab:FRGCv2} compared with state-of-the-art methods. We also train a PointNet++ network on the faces without our CPS. We can see that the raw PointNet++ perform far from the the-state-of-art methods, which demonstrate the effectiveness of our proposed CPS method. Compared with FR3DNet\cite{51} which get a 97.06% accuracy trained on.
Table 2. Comparison of the rank-1 on the FRGCv2.0 database.

| Methods          | Rank-1 Accuracy |
|------------------|-----------------|
| MMH[27]          | 96.2            |
| TFWCRC[22]       | 96.3            |
| FGMI[23]         | 96.3            |
| K3DM[14]         | 98.50           |
| FR3DNet[51]      | 97.06           |
| FR3DNet(ft)[51]  | **99.88**       |
| PointNet++       | 72.55           |
| Our work         | 92.74           |
| Our work(ft)     | **98.73**       |

Figure 8. ROC curves on FRGCv2.0 dataset with and without fine tuning.

over 3 million scans and 99.88% after fine tuning, our network trained on 0.5 million faces still exists a gap. But we think the network trained without any real data has achieved our goal. Actually we can further enhance our network by using more training data or fine tuning on real faces. We have confirmed that more training data contributing to higher performance before. So we tempt to fine tune on galleries of FRGCv2.0 and our network shows a great promote which nearly equal to FR3DNet[51]. We compare our ROCs with and without fine tuning in Fig. 8. There is a significant upgrade after fine tuning on real faces. This encourage us to first train on larger generated data to pre-train the network and then fine tune on a few real faces to get best recognition performance.

For Bosphorus database, we follow the protocol in [3] to evaluate the expression performance. For each subject, the first neutral scan is included in the gallery set, whereas the remaining scans are divided into Neutral, expressive, Lower Face Action Unit (LFAU), Upper Face Action Unit (UFAU) and Combined Action Unit (CAU). The results are displayed in Tab. [3]. We can see that our network trained on generated data has overall performance close to the state-of-art methods. This demonstrate that our recognition method generalize well for unseen identities. After fine tuning on the first 30 identities in Bosphorus database, our network outperforms 10% than original one. The FR3DNet in [51] achieved 100% after fine tuning which using large real faces.

5. Conclusion

In this paper, we try to present a new 3D face recognition approach based on point cloud. To avoid the problem of lacking large training dataset, we propose a data-free method that GPMM is introduced to synthesize model faces to replace real faces in training procedure. After analyzing the distribution difference between synthesized and real faces, a face area constraint method to promote consistency of distribution. A curvature-aware point sampling strategy is proposed to filter distinct face points and extract deep features. The proposed method generalizes well to unseen faces and after fine tuning with real faces it outperforms the state-of-the-art face recognition algorithms in the 3D domain. Our network is also competitive in case of expression and pose challenges.
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