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Abstract—The rapid development of information technology has also accompanied by an increase in activities classified as dangerous and irresponsible, such as information theft. In the field of network systems, this kind of activity is called intrusion. Intrusion Detection System (IDS) is a system that prevents intrusion and protecting both hosts and network assets. At present, the development of various techniques and methods for implementing IDS is a challenge, along with the increasing pattern of intrusion activities. The various methods used in IDS have generally classified into two types, namely Signature-Based Intrusion Detection System (SIDS) and the Anomaly-Based Intrusion Detection System (AIDS).

When a personal computer (PC) connected to the Internet, a malicious attacker tries to enter and exploit it. One of the most commonly used techniques in accessing open ports are the door for applications and services that use connections in TCP/IP networks. Open ports indicate a particular process where the server provides certain services to clients and vice versa.

This study applies the Naïve Bayes classifier to predict port numbers that have the potential to change activity status from "close" to "open" and vice versa. Predictable potential port numbers can be a special consideration for localizing monitoring activities in the future. The method applied is classified as AIDS because it based on historical data of port activity obtained through the port scan process, regardless of the type of attack. Naïve Bayes classifier is determined to have two event conditions that predict the occurrence of specific port numbers when they occur in specified duration and activity status. The study results have shown a 70% performance after being applied to selected test data.

Index Terms—Intrusion, IDS, SIDS, AIDS, port scan, Naïve Bayes classifier, potential port number.

I. INTRODUCTION

Data and information security is a crucial thing in the field of information technology. Nowadays, a lot of dangerous activities are carried out by someone for irresponsible things, such as information theft. In a network system, this dangerous activity classified as a suspicious activity, which is commonly called intrusion. Cyber attacks are becoming increasingly sophisticated, which presents increasing challenges in accurate intrusion detection — failure to prevent intrusion results in decreased credibility of network system security services [1]. Intrusion Detection System (IDS) is widely used to protect both hosts and network assets. The key purpose of this technique is to help security administrators be able to recognize what IDS is doing. Many intrusion detection methods have proposed in various literature, which classified into the Signature-Based Intrusion Detection System (SIDS) and the Anomaly-Based Intrusion Detection System (AIDS) [2].

Signature-based intrusion detection techniques, also called misuse-based, have proven to be effective in detecting attacks without producing many false alarms. Attack detection is done by making a signature pattern of known attacks and storing them in the database as a priori information. However, this kind of approach cannot detect unknown attacks. Various applications of SIDS techniques have conducted in [3-12]. Anomaly-Based IDS (AIDS) is used to detect unknown and known attacks based on their profile or statistical model. These models use historical data on network usage to model and practice anomaly detection as a classification problem. This model tries to find anomalous than normal behavior. This model is more efficient and faster than SIDS, although many produce false-positive rates. Various studies related to various uses of algorithms in the AIDS approach have been carried out in [2, 13-23].

Deep Learning or often known as Deep Structured Learning or Hierarchical Learning, is one of the branches of machine learning that consists of high-level abstraction modeling algorithms in data using a set of functions non-linear transformations arranged in layers and depth. The techniques and algorithms can be used both for the needs of supervised learning, unsupervised learning, and semi-supervised learning in various applications. Deep Learning called "deep" because the structure and number of neural networks in the algorithm can reach up to hundreds of layers. Deep Learning has also widely used for IDS as in [24-32].

When a personal computer (PC) connected to the Internet, a malicious attacker tries to enter and exploit it. One of the most commonly used techniques is to access...
open ports which are doors for applications and services that use connections in TCP/IP networks. Open ports indicate a particular process where the server provides certain services to clients and vice versa. The term “botnet” is a network consisting of infected end-hosts under the control of a human operator. SYN DDoS (Distributed Denial of Service) and Hypertext Transfer Protocol (HTTP) DDoS are the most common scenarios for botnet-assisted DDoS attacks [33]. DoS/DDoS attacks usually appear in the attached system. As a result, the service server that was attacked may crash or no longer be able to provide services to any client.

Transmission Control Protocol (TCP), as defined in Request For Comments (RFC) 793 [34], is a reliable, connection-oriented, end-to-end protocol. Initially, this was designed to fit in a layered hierarchy that supports multi-network applications. Some specifications of its capabilities are the establishment of connections, error recovery, flow control, and window size negotiations. In a typical TCP connection, each device maintains its status and the appropriate sequence number to trace the order of incoming packets. When the end-host device receives a new packet, it will send back an ACK (acknowledgment) packet, which contains an acknowledgment number. It indicates the device has successfully received data and is waiting for further incoming data under the numbers shown [35].

The status of the port that is the application door can be seen using the port scanning technique. Port scanning is a dangerous intrusion method for finding exploit loopholes. Port scanning works by checking the status of open ports on each host in a network. Port scanning can be called a form of information gathering that leads to services looking for potential targets. The collection of information on a computer network is not only used to find exploited loopholes but is also used to improve network system security. The concept of machine learning is one of the algorithmic approach techniques that can be used to study data patterns from information collected. Learning outcomes can be used as a reference to prevent exploitation from unwanted parties. The Naive Bayes classification method is one of the easiest data classification methods. The performance results are usually very dependent on the amount of training data used. In this study, the Naive Bayes classifier method was deliberately chosen as the method used because of its simplicity, to predict port numbers that could potentially change the activity status from “close” to “open” and vice versa. Predictable potential port numbers can be a special consideration for localizing future monitoring activities.

II. POTENTIAL PORT SELECTION METHODOLOGY

A. General Concept

In general, the methodology used in this study shown in Fig.1. Port scanning is a technique used to collect port status information from computers or devices connected to the network. For example, network administrators use port scans to recognize the open port status of a system so that they can restrict access to that port, or turn it off completely. Port scanning grouped into three categories based on the various types of packets used. This study uses Full TCP that utilizes a three-way handshake, which is a full-duplex connection. When the three-way handshake process reached, a TCP connection will be established, and the port status is declared open.

Port scanning performed on a client that has a scenario of changing port status activities. This scenario in question is a client that has a port with an “open” status in one period, and the next period changes from “open” to “close”. This scenario will be repeated until the scanning process is complete.

Some of the port scanning results that are of concern are as follows: (a). Port; (b). Duration; and (c). State. The “port” attribute contains the port number data obtained during the port scanning process for a certain period. The “duration” attribute contains data on the duration of “open/close” conditions of a port number. The “state” attribute contains the data condition class of a port number that is labeled “open” or “close.”

The data cleaning stage is the process of ignoring scan data that does not change the port status activity from the initial scanning process until the scanning time is complete. Therefore, the remaining data is only the result of port scanning, which changes the port status activity. Changes in the status of port activity occur in a very varied duration. For simplicity, an evaluation of port status (change or not) done every 15 minutes. The port activity scan performed for one hour. The data labeling stage is the process of grouping the “duration” attribute into four classes, where each class is given a specific label, as follows:

1) \[00:00:00 \rightarrow 00:15:00 = T_1\]
2) \[00:16:00 \rightarrow 00:30:00 = T_2\]
3) \[00:31:00 \rightarrow 00:45:00 = T_3\]
4) \[00:46:00 \rightarrow 00:60:00 = T_4\]

B. Naive Bayes Classifier

Naive Bayes Classifier, based on the Bayes theorem, is the theorem used in statistics to calculate the probability of a hypothesis. Bayes calculates the probability of a class based on its attributes and determines which class has the highest probability. In machine learning, Naive Bayes classifies classes based on simple probabilities by assuming that each attribute in the data is mutually exclusive. The Naive Bayes method is one of the most widely used methods based on several simple properties. The Naive Bayes method classifies data based on data
attributes expressed as: \( x = (x_1, x_2, ..., x_n) \) on the probabilities model of each class \( k \) which can be written as follows:

\[
P(y_k | x_1, x_2, ..., x_n) = \frac{P(y_k, x_1, x_2, ..., x_n)}{P(x_1, x_2, ..., x_n)}
\]  
(1)

where \( P(y_k | x_n) \) is the probability of the event \( y_k \) occurring when \( x_n \) occurs, \( P(y_k | x_n) \) is the probability of the event \( x_n \) occurring when \( y_k \) occurs, \( P(y_k) \) is the probability of the event \( y_k \), and \( P(x_n) \) is the probability of the event \( x_n \).

The highest probability value of each possible class is chosen as the optimal class using the following formula:

\[
\arg\max_{y_k} P(y_k | x_n) = \frac{P(y_k, x_n)}{P(x_n)}
\]  
(2)

Because the value of \( P(x_n) \) is always the same for each class, the equation can be written as:

\[
\arg\max_{y_k} P(y_k | x_n) = \frac{P(y_k, x_n)}{P(x_n)}
\]  
(3)

If \( A \) is the "duration" attribute that represents the duration class, \( B \) is the "port" attribute that represents the class of port number, \( C \) is the "state" attribute that represents the condition class of a port, the probability of events \( A, B, \) and \( C \) expressed by:

\[
P(A) = \frac{n_A}{n}, \quad P(B) = \frac{n_B}{n}, \quad P(C) = \frac{n_C}{n}
\]  
(4)

where \( n_A, n_B, n_C \) are the number of events \( A, B, \) and \( C \), respectively, \( i \) is the number of class for each attribute, and \( n \) is the number of total data.

The number of classes of "duration" attributes is four \((T_1, ..., T_4)\). The number of port numbers ranges from 0 - 65535. Port numbers divided into 3, namely well-known ports ranging from 0 - 1023, registered ports ranging from 1024 - 49151 and private/dynamic ports ranging from 49152 - 65535. In this study uses the well-known ports. Because observations only made on ports that have changed activity status during the scanning process, in this study, there were only ten ports with that condition. Therefore, the number of classes of "port" attributes is 10 ports. The number of classes of "state" attributes is 2 ("open / close").

The probability of an occurrence of a specific port with a specific activity status is expressed by:

\[
P(B_i | C_j) = \frac{n_{B_iC_j}}{n_j}
\]  
(5)

The probability of an occurrence of a specific port occurring in a specified duration is expressed by:

\[
P(B_i | A_j) = \frac{n_{B_iA_j}}{n_j}
\]  
(6)

The probability of a specific duration occurring when a specific port occurs is expressed by:

\[
P(A | B_i) = \frac{P(A, B_i)}{P(B_i)}
\]  
(7)

The probability of a specific duration occurring when a specific port occurs within a specified status when a particular port occurs is expressed by:

\[
P(C | B_i) = \frac{P(C, B_i)}{P(B_i)}
\]  
(8)

Several training data are used to obtain \( P(A | B_i) \) and \( P(B_i | C_j) \). Suppose two events \( X \) and \( Y \), with \( P(Y) > 0 \). The conditional probability of \( X \) given \( Y \) expressed by [36]:

\[
P(X | Y) = \frac{P(X \cap Y)}{P(Y)}
\]  
(9)

This study attempts to select potential ports by predicting the occurring of specific ports with certain status activities within a specific duration \( P(B_i | A_j \text{ and } C_j) \). By using Eq. (9), (10), and (11) can be obtained:

\[
P(B_i | A_j \text{ and } C_j) = \frac{P(B_i | A_j) \cap P(B_i | C_j)}{P(A_j)}
\]  
(10)

\[
\left( \frac{P(C_j | B_i) \cdot P(B_i)}{P(C_j)} \right)
\]  
(11)
Finally, several test data are used to obtain 
\[ P(B \mid A \text{ and } C) \].

III. IMPLEMENTATION

A. Implementation of the three-way handshake full TCP connection

Port scanning using a three-way handshake full TCP connection done in real-time as illustrated in Figure 2. The port status will be declared open when the three-way handshake process occurs. The three-way handshake process begins with the first host sending synchronize flags (\( SYN \)) to the second host, followed by the second host responding by sending synchronize (\( SYN \)) and acknowledgments (\( ACK \)). Finally, the first host will respond with the acknowledgment flag (\( ACK \)). As for the port, status declared closed, the second host will respond by sending a reset flag (\( RST \)) and Acknowledgment (\( ACK \)) when receiving a synchronize flag (\( SYN \)) from the first host.

```
port status is declared "open"
```

```
port status is declared "close"
```

![Fig.2. The three-way handshake full TCP connection](image)

This study uses a research scenario as shown in Fig. 3. All work stations (client 1 ... client n) are randomly active. Observation of port status activities carried out for one hour. The results of port scanning have produced raw data for this research stored in data storage. From several raw data obtained, only 400 data were used and have been through the process of cleaning and labeling the data. Three hundred fifty data (350) used as training data, and 50 data used as test data. Training data have shown in Table 1, while test data have shown in Table 2, and graphically shown in Fig. 4 - 11.

![Fig.3. Research scenario](image)

![Fig.4. Training data: "Duration (T1)" vs. "State"](image)

![Fig.5. Training data: "Duration (T2)" vs. State](image)
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Table 2. Test data

| No. | Port (B) | Duration (A) | State (C) |
|-----|----------|--------------|-----------|
| 1   | 20       | T1           | close     |
| 2   | 21       | T2           | open      |
| 3   | 22       | T1           | open      |
| 4   | 53       | T3           | open      |
| 5   | 80       | T4           | close     |
| 6   | 110      | T1           | close     |
| 7   | 111      | T3           | open      |
| 8   | 143      | T2           | close     |
| 9   | 443      | T4           | open      |
| ... | ...      | ...          | ...       |
| 46  | 110      | T2           | close     |
| 47  | 111      | T4           | open      |
| 48  | 143      | T2           | close     |
| 49  | 443      | T4           | open      |
| 50  | 995      | T4           | close     |

Fig. 6. Training data: "Duration (T1) .vs. "State"

Fig. 7. Training data: "Duration (T4) .vs. "State"

Fig. 8. Test data: "Duration (T1) .vs. "State"

Fig. 9. Test data: "Duration (T2) .vs. "State"

Fig. 10. Test data: "Duration (T3) .vs. "State"

Fig. 11. Test data: "Duration (T4) .vs. "State"
B. Implementation of Naive Bayes Classifier

The event probability of all classes in each attribute calculated by using Eq. (5) with results as shown in Tables 3, 4, and 5. While the probabilities were calculated using Eq. (6), (7), and (8) produce as shown in Tables 6, 7, and 8.

Table 3. The event probability of the “duration” attribute

| No. Port | \( P(A = T_1) \) | \( P(A = T_2) \) | \( P(A = T_3) \) | \( P(A = T_4) \) |
|----------|-----------------|-----------------|-----------------|-----------------|
| 20       | 0.234286        | 0.257143        | 0.28            | 0.22857         |

Table 4. The event probability of the “state” attribute

| No. Port | \( P(B) \) |
|----------|-------------|
| 20       | 0.1         |
| 21       | 0.1         |
| 22       | 0.1         |
| 53       | 0.1         |
| 80       | 0.1         |
| 110      | 0.1         |
| 111      | 0.1         |
| 143      | 0.1         |
| 443      | 0.1         |
| 995      | 0.1         |

Table 5. The event probability of the “port” attribute

| \( P(C = "open") \) | \( P(C = "close") \) |
|----------------------|----------------------|
| 0.5                  | 0.5                  |

Table 6. The probability of the event “port” (\( B \)) occurring when “state” (\( C \)) occurs

| No. Port (\( B \)) | \( P(B|C = "open") \) | \( P(B|C = "close") \) |
|--------------------|-------------------------|------------------------|
| 20                 | 0.1029                  | 0.0971                 |
| 21                 | 0.0971                  | 0.1029                 |
| 22                 | 0.0971                  | 0.1029                 |
| 53                 | 0.0971                  | 0.1029                 |
| 80                 | 0.1029                  | 0.0971                 |
| 110                | 0.1029                  | 0.0971                 |
| 111                | 0.0971                  | 0.1029                 |
| 143                | 0.0971                  | 0.1029                 |
| 443                | 0.0971                  | 0.1029                 |
| 995                | 0.0971                  | 0.1029                 |

Table 7. The probability of the event “port” (\( B \)) occurring when “duration” (\( A \)) occurs

| No. Port (\( B \)) | \( P(B|A = T_1) \) | \( P(B|A = T_2) \) | \( P(B|A = T_3) \) | \( P(B|A = T_4) \) |
|--------------------|------------------|------------------|------------------|------------------|
| 20                 | 0.0976           | 0.1000           | 0.1225           | 0.0750           |
| 21                 | 0.1342           | 0.1000           | 0.0918           | 0.0750           |
| 22                 | 0.1220           | 0.0889           | 0.0714           | 0.1250           |
| 53                 | 0.0854           | 0.1333           | 0.1225           | 0.0500           |
| 80                 | 0.0976           | 0.1778           | 0.0816           | 0.0375           |
| 110                | 0.0976           | 0.0444           | 0.1327           | 0.1250           |
| 111                | 0.0732           | 0.0667           | 0.1225           | 0.1375           |
| 143                | 0.0732           | 0.1333           | 0.0714           | 0.1250           |
| 443                | 0.1463           | 0.0889           | 0.0510           | 0.1250           |
| 995                | 0.0732           | 0.0667           | 0.1327           | 0.1250           |

Table 8. The probability of the event “duration” (\( A \)) occurring when “state” (\( C \)) occurs

| Duration (\( A \)) | \( P(A|C = "open") \) | \( P(A|C = "close") \) |
|---------------------|------------------------|------------------------|
| \( T_1 \)           | 0.2286                 | 0.2400                 |
| \( T_2 \)           | 0.2400                 | 0.2743                 |
| \( T_3 \)           | 0.2971                 | 0.2629                 |
| \( T_4 \)           | 0.2343                 | 0.2229                 |

Table 9. The probability of a specific duration (\( A_i \)) occurring when a specific port (\( B_j \)) occurs

| No. Port (\( B \)) | \( P(A = T_1|B) \) | \( P(A = T_2|B) \) | \( P(A = T_3|B) \) | \( P(A = T_4|B) \) |
|--------------------|------------------|------------------|------------------|------------------|
| 20                 | 0.2286           | 0.2571           | 0.3429           | 0.1714           |
| 21                 | 0.3143           | 0.2571           | 0.2571           | 0.1714           |
| 22                 | 0.2857           | 0.2286           | 0.2000           | 0.2857           |
| 53                 | 0.2000           | 0.3429           | 0.3429           | 0.1143           |
| 80                 | 0.2286           | 0.4571           | 0.2286           | 0.0857           |
| 110                | 0.2286           | 0.1143           | 0.3714           | 0.2857           |
| 111                | 0.1714           | 0.1714           | 0.3429           | 0.3143           |
| 143                | 0.1714           | 0.3429           | 0.2000           | 0.2857           |
| 443                | 0.3429           | 0.2286           | 0.1429           | 0.2857           |
| 995                | 0.1714           | 0.1714           | 0.3714           | 0.2857           |

Table 10. The probability of a port activity occurring with a specific status (\( C_j \)) when a specific port (\( B_i \)) occurs

| No. Port (\( B \)) | \( P(C = "open"|B) \) | \( P(C = "close"|B) \) |
|--------------------|-------------------------|------------------------|
| 20                 | 0.5143                  | 0.4857                 |
| 21                 | 0.4857                  | 0.5143                 |
| 22                 | 0.4857                  | 0.5143                 |
| 53                 | 0.4857                  | 0.5143                 |
| 80                 | 0.5143                  | 0.4857                 |
| 110                | 0.5143                  | 0.4857                 |
| 111                | 0.4857                  | 0.5143                 |
| 143                | 0.5143                  | 0.4857                 |
| 443                | 0.4857                  | 0.5143                 |
| 995                | 0.5143                  | 0.4857                 |

Table 11. Comparison between the predicted results and the actual data

| No. Port | Predicted | Actual | True/False |
|----------|-----------|--------|------------|
| \( T_1 \) | 20        | close  | True       |
| \( T_2 \) | 21        | open   | True       |
| \( T_3 \) | 22        | open   | True       |
| \( T_4 \) | 53        | close  | True       |
| \( T_5 \) | 80        | close  | True       |
| \( T_6 \) | 110       | open   | False      |
| \( T_7 \) | 111       | open   | True       |
| \( T_8 \) | 143       | close  | True       |
| \( T_9 \) | 443       | open   | True       |
| \( T_{10} \) | 995      | close  | True       |

Copyright © 2020 MECS
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The probabilities were calculated using Eq. (9) and (10) produce as shown in Tables 9 and 10.

Probabilities $P(A|B)$ and $P(C|B)$ that have obtained from the training stage, are then used to predict potential ports by using test data through the application of Eq. (12). The results were presented in the form of a comparison between the predicted results and the actual data as shown in Table 11, and graphically shown in Fig. 12-15.

Fig.12. Comparison of predicted port status results in duration $T_1$

Fig.13. Comparison of predicted port status results in duration $T_2$

Prediction performance measured by the number of "true" to the total test data, obtained:

$$\frac{35}{50} \times 100\% = 70\%$$

Fig.14. Comparison of predicted port status results in duration $T_3$

IV. CONCLUSION

This study has applied the Naive Bayes Classifier with two conditions for selecting potential ports. The method applied is classified as AIDS because it based on historical data of port activity obtained through the port scan process, regardless of the type of attack. The three attributes that have used are "port" which contains the number of ports scanned for a certain period, "duration" which contains the duration of the "open/close" condition of a port, and "state" which contains the condition of a port with the status "open" or "close". This study has chosen a potential port by predicting the occurrence of specific ports with certain status activities within a specified duration through the use of training data. The results have used to predict potential ports through the use of test data. The results of this study have shown a predictive performance of 70%. This result can be considered good enough to predict potential port numbers in the following occurrence. Prediction results for the occurrence of the next potential port number within a specific period will be compared with the results of the port status scan stage. Furthermore, the classification stage using the Naive Bayes method will be carried out to predict the potential port number at the next occurrence, where the scan results of the newly obtained port status will be involved as raw data. In this way, the amount of raw data will increase. The increasing number of raw data will further improve the performance of prediction results using the Naive Bayes method.

For further studies, the improvement of prediction performance using the Naive Bayes Classifier method will be carried out by making use of the renewal of the raw data that results from scanning port activity within a specified period. It will be done by modifying the research scenario, as shown in Fig. 3.
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