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Abstract

Deep learning models have shown their potential in recent years for several applications. However, most of the models are opaque in nature and difficult to trust due to their complex reasoning - commonly known as the black-box problem. Some fields, such as medicine, require a high degree of transparency to accept and adopt such technologies. Consequently, there is a movement towards creating explainable/interpretable models or applying post-hoc explainability/interpretability methods on classifiers to build trust in deep learning models. Moreover, deep learning methods can be used for segmentation tasks, which typically require hard-to-obtain, time-consuming manually-annotated segmentation labels for training. This paper introduces three inherently-explainable classifiers to tackle both of these problems as one. The localisation heatmaps provided by the networks – representing the models’ focus areas and being used in classification decision-making – can be directly interpreted, without requiring any post-hoc methods to derive information for model explanation. The models are trained by using the input image and only the classification labels as ground-truth in a supervised fashion - without using any information about the location of the region of interest (i.e. the segmentation labels), making the segmentation training of the models weakly-supervised through classification labels. The final segmentation of the regions of interest is obtained by thresholding these heatmaps. The models were employed for the task of multi-class brain tumour classification using two different datasets, resulting in the best F1-score of 0.93 for the supervised classification task while securing a median Dice score of 0.67 ± 0.08 for the weakly-supervised segmentation task. Furthermore, the obtained accuracy on a subset of tumour-only images outperformed the state-of-the-art glioma tumour grading binary classifiers with the best model achieving 98.7% accuracy.
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1. Introduction

Convolutional neural networks (CNN) are widely used in image processing, including in the medical field. Although CNNs conducted in a supervised manner have shown significant outcomes in disease classification tasks, traditional means are still the go-to method for diagnosis, such as histopathological analysis of biopsy specimens to classify and diagnose brain tumours (Noor et al. 2019, Irmak 2021). A biopsy procedure is invasive, time-consuming, and susceptible to manual errors. Early detection of tumours is crucial for the survival of the patient, and therefore an automated deep-learning method might offer a better solution and overcome the disadvantages above. While early detection and appropriate diagnosis are critical for a patient’s survival, segmenting the tumour for further inspection and monitoring of the disease’s progression, as well as aiding in the treatment process, is also necessary.

Some critical issues must be addressed before deep learning methods can be widely accepted and adopted in the medical field. Because of the complexity of the CNNs reasoning process, they tend to be obscure and are frequently referred to as black boxes. While some researchers came up with post-hoc methods to explain and interpret such models (Chatterjee et al., 2020b), (Kenny et al. 2021), (Laugel 2020), (Madsen et al. 2021), others try to create inherently explainable-interpretable models. Additionally, most deep learning based segmentation models are based on supervised learning and require manually annotated data, which is time-consuming and imposes a big challenge. Nevertheless, labelling the data with the type of tumour or whether it is present or not is much easier for radiologists and, hence, less time-consuming. Dubost et al. (2017) has shown the potential of training a segmentation model in a weakly-supervised manner using regression labels for lesion counts. This research aims to develop fully automated, inherently explainable CNN models for brain tumour multi-class classification, which are also capable of tumour segmentation.
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without the need for segmentation labels.

1.1. Related Work

Several deep learning models have been proposed for the task of brain tumour classification and segmentation, while some models address both problems in a unified fashion.

1.1.1. Classification Models

Without any prior region-based segmentation, Abiwinanda et al. (2019) applied the most straightforward possible architecture of CNN on the brain tumour dataset with a validation accuracy of 84.19% at best. Sultan et al. (2019) proposed a CNN architecture for classifying brain cancers into the three classes of tumours in the brain tumour dataset, as well as distinguishing between the three glioma categories (Grade II, Grade III, and Grade IV). Badža and Barjaktarović (2020) created a 22-layered CNN architecture for brain tumour type classification. Ayadi et al. (2021) proposed a CNN-based computer-assisted diagnosis (CAD) system using an 18-weighted layer CNN model for brain classification on two distinct datasets.

As for models based on transfer learning, Khawaldeh et al. (2018) developed a modified version of the AlexNet CNN model to classify brain MRI images into healthy, low-grade glioma and high-grade glioma. Deepak and Ameer (2019) employed a pre-trained GoogleNet CNN model to distinguish between the three types of tumours. Rehman et al. (2020) proposed using three pre-trained CNN models known as AlexNet, GoogleNet, and VGG16 to classify tumours in the brain tumour dataset.

1.1.2. Segmentation Models

Pereira et al. (2016) developed a 3x3 kernels-based CNN and yielded 88%, 83%, 77% dice coefficients in the BraTS 2013 challenge for complete, core, and enhancing tumour, respectively. They won second place in the BraTS 2015 challenge with a Dice coefficient of 78%, 65%, and 75%. Razzak et al. (2018) presented a new model two-pathway-group CNN architecture for brain tumour segmentation that concurrently uses local and global contextual data. They include the cascade design into a two-pathway-group CNN, in which the output of a basic CNN is considered a second source and concatenated at the final layer. Cascade CNN was Superior to the CNN alone and yielded 88.9%, 81.1%, 73.7% dice coefficients on the BraTS 2013 dataset for complete, core, and enhancing tumours, respectively. They also achieved 89.2%, 79.18%, 75.1% dice coefficients on the BraTS 2015 dataset. Razzak et al. (2018), Li et al. (2019) proposed a novel CNN based on U-Net, which improves information flow in the network by using a unique structure called an up-skip connection between the encoding and decoding paths. Furthermore, each block includes an inception module to aid the network in learning richer representations in addition to effective cascade training techniques for successively segmenting brain tumour subregions. The model scores a dice value of 89% for the complete tumour of the BraTS 2017 dataset.

1.1.3. Combined Models

Dubost et al. (2017) developed a novel convolutional neural network, which serves as the baseline for this work. The network is an UNet based 3D regression network that detects lesions from weak labels. They achieved a sensitivity of 62% with an average of 1.5 false positives per image by combining a lesion count regression task with lesion detection in one model, where only a single label per image (lesion count) is required for training. (Dubost et al., 2017). Díaz-Pernas et al. (2021) developed a tumour classification and segmentation model based on pixel-wise classification into four classes, including healthy, meningioma, glioma, and pituitary tumour. This method was trained and tested on the brain tumour dataset and achieved 5-fold cross-validation average values of 94% for classification sensitivity and 0.82 for segmentation dice coefficient. Additionally, they scored a 97.3% classification accuracy.

2. Methodology

2.1. Network Models

The proposed CNNs are based on modified segmentation or reconstruction models - modified to work as a multi-class classifier with only one global class label per image. The original models generate $n$ equally sized output images with the same size as the input, where $n$ is the number of segmentation classes that were required. In this proposed approach, prior to applying the final fully-connected convolution layer, the modified CNN network is coupled with a global pooling layer in the training stage to aggregate the 3D output into a single-pixel (neuron) for each class. As a result, classification image-level labels work for training the model in a supervised manner, as an alternative to the traditional cumbersome segmentation labels during the network’s training - making the segmentation training of the network weakly-supervised. During the testing stage, the global pooling layer can be removed to obtain the heatmaps with the same size as the input, or it can be kept as in the training stage to obtain the class. The obtained heatmaps show the region-of-interest of the network - portraying the network’s focus area - making the network inherently explainable. The resulting heatmaps are then suppressed by setting the negative values to zero. Without using any post-hoc interpretability methods, the model’s focus areas can be understood simply by glancing at the heatmaps. Afterwards, the segmentation mask is created using Otsu thresholding. The general overview of the models is shown in Fig. 1.

Three different segmentation/reconstruction models were explored in this research: UNet (Ronneberger et al., 2015) - which was also used by Dubost et al. (2017), ReconResNet (Chatterjee et al., 2022a), and ShuffleUNet (Chatterjee et al., 2021) to construct GP-U-Net, GP-ReconResNet, and GP-ShuffleUNet, respectively. The resultant network architectures are shown in Figures 2, 3, and 4, respectively. Original U-Net and ShuffleUNet models were modified by adding a dropout layer with a probability of 0.5 in the GP-models to avoid overfitting, whereas probability of the dropout layer which is already implemented in ReconResNet was increased to 0.5. The proposed
GP-models were compared against two non-GP models: InceptionV3 (Szegedy et al., 2016) and ResNext50 (Xie et al., 2017), which were chosen by comparing the performance of various other models. Table 1 shows the number of parameters and the approximate training time.

| Model Name       | No. of Parameters | Training Time |
|------------------|-------------------|---------------|
| InceptionV3      | 21.8 M            | ~ 2 day       |
| ResNext50        | 23.0 M            | ~ 2 day       |
| GP-UNet          | 1.90 M            | ~ 4 days      |
| GP-ShuffleUNet   | 26.4 M            | ~ 13 days     |
| GP-ReconResNet   | 17.3 M            | ~ 9 days      |

2.2. Implementation

The implementation was done using PyTorch and PyTorch-lightning, and the experiments were performed using an Nvidia GeForce RTX 2080 TI GPU. The data was partitioned into three sets: training, validation, and testing, with real-time spatial augmentation during the training phase. The networks were trained with the help of automatic mixed-precision for 300 epochs for the second dataset, with various batch sizes, depending on when each model converged and how large it was memory-wise, keeping the effective batch size as 128 by accumulating gradients of multiple batches before backpropagating. The loss was calculated using the weighted cross-entropy loss function and was optimised using the Adam optimiser with a learning rate of 0.001. To avoid overfitting, along with adding dropout layers inside the network models, L2 regularisation weights decay factor of 5e-4 was also employed. To avoid exploding gradients, a gradient clip-off value of one was applied. Finally, post-hoc interpretability methods (Chatterjee et al., 2022b) were applied to all GP and non-GP models - to be able to compare their interpretability. The code of this research is publicly available on GitHub.

2.3. Dataset

The network models were employed for the task of brain tumour classification using two different datasets. The first dataset (Jun Cheng) contains 3,064 2D T1-weighted contrast-enhanced MRI slices from 233 patients with three types of brain tumours: meningioma (708 slices), glioma (1426 slices), and pituitary tumour (930 slices), in three different orientations: axial (993 slices), coronal (1046 slices), and sagittal (1025 slices). The second dataset used in this research is the BraTS 2020 dataset (Menze et al., 2014; Lloyd et al., 2017; Bakas et al., 2018). This dataset contains multimodal scans acquired with different clinical protocols and scanners from 19 institutions of 346 patients with two different types of tumours: low-grade glioma (LGG, 73 patients) and high-grade glioma or glioblastoma (HGG, 273 patients), each having 3D volumes of T1-weighted (T1w), post-contrast T1-weighted (T1ce), T2-weighted (T2), and T2 Fluid Attenuated Inversion Recovery (T2-FLAIR, or simply, FLAIR) MRIs in axial orientation - a total of 4 × 47,686 slices after ignoring blank slices. The slices without any tumour were considered as "tumour-free" and a third class was created using them, resulting in 4,731, 18,276, and 24,679 slices, for LGG, HGG, and tumour-free class, respectively. The images were manually segmented by one to four raters, and the annotations were agreed upon by neuroradiology experts. All four types of MRIs were concatenated on the channel dimension and were supplied to the networks in 2D, slice-wise manner. The four-channel approach was inspired by the belief that different contrasts provide varying degrees of diagnosis strength and assurance. In a sense, the entire tumour or parts of it might appear clearer to the human eye and achieve greater evaluation results using one contrast versus the other (Jeong et al., 2014). Three fold cross-validation was performed by randomly creating subsets with the ratio of 60:15:25 using stratified sampling for training, validation, and testing, respectively.

2.3.1. Augmentation

Table 2 illustrates the real-time augmentation techniques performed only on the training set, in which each image in the set is randomly rotated in the range of -330 to +330, horizontally or vertically flipped, each with a 50% chance of occurring independently from one another. Augmentation can be proven helpful to prevent overfitting and enhance model robustness (Krizhevsky et al., 2012; Wong et al.).

---

1Code on GitHub: [https://github.com/soumickmj/GPModels](https://github.com/soumickmj/GPModels)
Figure 2: The original Network Architecture of the baseline GP-UNet model [Dubost et al. 2017] was modified by changing the up-pooling mechanism from transposed-convolution to interpolation+convolution (Sinc Up-sample method) and changing the output convolution filter number from $2^{5+i}$ to $2^{6+i}$, $i = 0, 1, 2$ corresponding to the original depth of the model (depth=3). A dropout layer with a probability value of 0.5 was added to the model during training.
Figure 3: The Network Architecture of the proposed GP-ReconResNet model. When training and testing on the BraTS 2020 dataset, a dropout layer with a probability value of 0.5 instead of 0.2 was used in the model.

Figure 4: The Network Architecture of the proposed GP-ShuffleUNet model [Chatterjee et al., 2021]. The original model was altered by adding a global pooling layer before the fully connected convolution in the training stage transforming the model to a GP-Model, while also adding a dropout layer with a probability value of 0.5.
2.4. Evaluation Criteria

The F1-score was used as the primary quantitative metric for evaluating the models’ classification performance. When having similar F1 scores, other measures such as confusion matrix, accuracy, recall, and precision were employed to quantify the results. To account for data imbalance in the BraTS dataset, a weighted average of the matrix values was used. The Dice similarity coefficient was used as a quantitative metric assessing the GP-models’ segmentation performance. As for the last aspect, the model’s inherent explainability and transparency were assessed by visually inspecting the generated localisation heatmaps, revealing the models’ classification decision basis. Furthermore, post-hoc interpretability methods were applied to the best performing GP- and non-GP- models to be able to compare interpretability aspects in both.

3. Results

For the first set of experiments with the first dataset (Jun Cheng), trainings were performed by supplying individual 2D slices of T1ce MRIs as single-channel input to the network models and were trained to perform 3-class classification for the type of brain tumour: meningioma, glioma, and pituitary tumour. For the second set of experiments with the BraTS dataset (Menze et al., 2014; Lloyd et al., 2017; Bakas et al., 2018), trainings were performed by concatenating the four multi-modal MRIs: T1, T1ce, T2, and Flair on the channel-dimension, and were trained for 3-class classification for tumour-free and two different types of brain tumours - LGG and HGG. It is worth mentioning that both datasets are imbalanced, whereas the second dataset is much more imbalanced compared to the first one. The number of slices in the first dataset has a ratio of 23:30:47 for meningioma:pituitary:glioma classes, while the ratio in the second dataset was 10:38:52 for LGG:HGG:tumour-free classes. Even though the first dataset poses less challenge in terms of class imbalance, it provides two different challenges: it is considerably smaller and contains a mix of three orientations, while the second dataset is much larger and contain only MRIs acquired in axial orientation. The models were initially evaluated for their classification performance, followed by their segmentation performance. Finally, additional evaluations were performed with the interpretability techniques.

### 3.1. Experiments with Dataset #1

Table 3: Resulting classification metrics (Precision, Recall, F1-score, Accuracy) for all the models, and the segmentation metrics (median Dice score) for the GP-models, on the first dataset (Jun Cheng).

| Model Name       | Precision | Recall | F1-Score | Accuracy | Med (DSC) |
|------------------|-----------|--------|----------|----------|-----------|
| InceptionV3      | 0.96      | 0.97   | 0.97     | 0.97     | -         |
| ResNext50        | 0.96      | 0.96   | 0.96     | 0.97     | -         |
| GP-ReconResNet   | 0.96      | 0.95   | 0.95     | 0.95     | 0.10 ± 0.0365 |
| GP-ShuffleUNet   | 0.94      | 0.92   | 0.93     | 0.93     | 0.04 ± 0.0069 |
| GP-UNet          | 0.86      | 0.85   | 0.85     | 0.85     | 0.05 ± 0.0115 |

It performed the best among the GP-models, scoring an F1-score of 0.95, while the GP-UNet and GP-ShuffleUNet secured the second and third positions, respectively, with 0.85 and 0.82 F1-scores. Fig. 5 shows a few examples of the segmentation in all three orientations for the GP-ReconResNet. It can be observed that the heatmap shows the tumour appropriately localised, and the post-processing helped in obtaining the segmentations.

### 3.2. Experiments with Dataset #2: BraTS 2020 dataset

On the BraTS dataset, the models show a different trend compared to the first dataset. GP-UNet and GP-ShuffleUNet resulted in 0.93 F1-score, while GP-ReconResNet resulted in 0.92. In terms of accuracy, GP-ShuffleUNet got 0.94, while GP-UNet and GP-ReconResNet both obtained 0.93. However, both the non-GP baselines resulted in 0.95 F1-score and accuracy. Even though the non-GP models resulted in better scores, it is worth mentioning that the non-GP models are not inherently explainable and do not assist in producing segmentations as the GP-models. Table 3 shows the complete results on different metrics. The classification performance of these models was further shown using confusion matrices in Fig. 7. The accuracy on a subset of the test set considering only the slices for the two tumour classes for the GP-models were compared against other state-of-the-art methods which also have used the BraTS dataset (different versions), and it can be seen that the GP-models outperform all the other methods, while also being inherently explainable - shown in Table 3. The reason behind considering only LGG and HGG classes in this analysis was that the compared methods only have considered these classes in their analyses. It is to be noted, though, that the methods that worked with 3D volumes included the tumour-free slices - part of the volumes but classified the whole volume as LGG or HGG class.

Coming to the segmentation performance, the Dice scores show a little different trend than the classification scores, shown in Table 3. Two different methods were used for generating the final segmentation masks from the heatmaps: multi-Otsu thresholding with an offset and a fixed threshold of 0.5. While for the GP-UNet and GP-ShuffleUNet the first approach resulted in better segmentation, for GP-ReconResNet the second approach worked better. Hence for GP-ReconResNet, both results are furnished, denoted as GP-ReconResNet, and GP-ReconResNet2, respectively for the two approaches. In terms of the segmentation performance, GP-UNet secured the first position among the GP-models, scoring a median Dice of 0.67 ± 0.08, while the GP-ReconResNet segmentation (GP-
Figure 5: Example results of the best-performing GP-ReconResNet on the 1st Dataset. In a) Axial, b) Sagittal and c) Coronal orientations. 1st column contains the input slices. 2nd column contains the model’s prediction known as the raw heatmaps, where the red areas influenced the classification outcome negatively, and the blue areas influenced the classification outcome favourably. 3rd column contains the suppressed heatmaps, where negative values are suppressed to obtain positive attributions only. 4th column contains the network generated final masks = the suppressed heatmap + Otsu thresholding. The mask is then compared to the ground-truth mask, where white indicates true segmentation, blue indicates over-segmentation, and red indicates under-segmentation. 5th column contains the ground truth mask.
ReconResNet2) obtained 0.60 ± 0.06 and GP-ShuffleUNet obtained 0.53 ± 0.08. The resulting Dice scores have been visualised using histograms in Fig. 6. Figures 8 and 9 show the generated heatmaps and the segmentation results of each of the GP-models on the BraTS 2020 dataset.

3.3. Post-hoc interpretability

The GP-models presented here are explainable by nature, giving them an advantage over the competition in terms of model transparency and explainability portrayed. The focus area of the network can be understood from the generated heatmaps by those GP-models. The non-GP baselines are not explainable or interpretable, and typically post-hoc interpretability methods can be applied to understand the focus area of those networks (Chatterjee et al., 2020). Therefore, two interpretability methods, one feature-based model attribution technique - occlusion, and one gradient-based model attribution technique - guided backpropagation, were applied to all the models to generate the interpretability results using the Torch-Esegeta pipeline (Chatterjee et al., 2022b). Figures 10 and 11 show the interpretability results for all the five models, for LGG and HGG, respectively. As the GP-models are inherently explainable, the resultant heatmaps are also compared against the interpretability results.

For the GP-models, by comparing the heatmaps against the interpretability results, it can be said that the interpretability results do agree with the heatmaps. The occlusion results show that the GP-models focused on the tumour. For GP-ReconResNet however, some questionable results can be seen. For LGG class, some negative attributions can be seen in the bottom side of the tumour, while for HGG class, the focus is scattered in different parts of the brain - but missing parts of the tumour, which is shown as the most important focus region according to the heatmap. Guided backpropagation has also shown the centre of the focus area(s) of the network, and they agree with the heatmaps. However, the area covering the attribution is considerably smaller than occlusion, as well as the heatmaps. This analysis shows that the interpretability results can be trusted, but might be considered with caution.

The interpretability results of the non-GP baselines show that the reasoning done by the ResNeXt50 model is better than the InceptionV3, even though they both have secured the same classification scores. The positive, as well as the negative attributions for the InceptionV3, are scattered nearly all over the brain.
Figure 7: Confusion matrices of the GP- and non-GP- models, where the three classification labels depicted as HGG for high-grade glioma (glioblastoma), LGG for low-grade glioma, and tumour-free.
Figure 8: Example results of the GP-models’ correctly classified LGG tumour (class 1) from the BraTS 2020 dataset. 1st row is the input slice, the ground truth mask is used for comparison, and the rest of the rows are the models’ outputs. For the rest of the rows: 1st column contains the models’ predictions known as the raw heatmaps, where the red areas influenced the classification outcome negatively, and the blue areas influenced the classification outcome favourably; 2nd column contains the suppressed heatmaps, where negative values are suppressed to obtain positive attributions only; 3rd column contains the networks’ generated final masks = the suppressed heatmap + thresholding.

Figure 9: Example results of the GP-models’ correctly classified HGG tumour (class 2) from the BraTS 2020 dataset. 1st row is the input slice, the ground truth mask is used for comparison, and the rest of the rows are the models’ outputs. For the rest of the rows: 1st column contains the models’ predictions known as the raw heatmaps, where the red areas influenced the classification outcome negatively, and the blue areas influenced the classification outcome favourably; 2nd column contains the suppressed heatmaps, where negative values are suppressed to obtain positive attributions only; 3rd column contains the networks’ generated final masks = the suppressed heatmap + thresholding.
Figure 10: Example interpretability results of the GP- and non-GP models, correctly classified LGG (class 1). 1st column contains the input image, ground-truth mask, and the raw heatmaps of the GP-models. 2nd and 3rd columns contain the post-hoc interpretability attributions using the occlusion and the guided backpropagation (GBP) methods, respectively - overlaid as heatmaps on the input slices.

Figure 11: Example interpretability results of the GP- and non-GP models, correctly classified HGG (class 2). 1st column contains the input image, ground-truth mask, and the raw heatmaps of the GP-models. 2nd and 3rd columns contain the post-hoc interpretability attributions using the occlusion and the guided backpropagation (GBP) methods, respectively - overlaid as heatmaps on the input slices.
4. Discussion

The proposed GP-models have demonstrated comparable classification performance with the non-GP baseline models. However, the advantage over the baseline non-GP models is their inherent explainability, which can increase trust of the decision-makers like clinicians over the opaque models. Most importantly, they have shown the capabilities for the task of performing brain tumour segmentation without training with any segmentation labels.

GP-models require more time in comparison to non-GP models depending on the number of parameters, as shown in Table 1. More time is needed for GP-models because of the expanding part of the networks. Moreover, GP-ShuffleUNet, which has the highest number of parameters (26.4 M), consequently takes the longest time to train (~ 4 days). Even though for the classification performance GP-UNet and GP-ShuffleUNet have achieved the same F1-score (0.93) on the second (BraTS) dataset, GP-ShuffleUNet got 0.94 accuracy while GP-UNet achieved 0.93. From the perspective of segmentation performance, GP-UNet yielded 0.67 ± 0.08 Dice score while GP-ShuffleUNet got 0.53 ± 0.08. On the first dataset, GP-ShuffleUNet achieved lower scores compared to GP-UNet. The results show that as the GP-ShuffleUNet performs better when it is trained on a larger dataset and does not encounter additional difficulties such as different orientations mixed in the training set. Considering all these factors, GP-UNet should be preferred over GP-ShuffleUNet. On the second dataset, GP-ReconResNet has achieved the same accuracy as the GP-UNet (0.93) but had 0.01 lower F1-score (0.92), however, the segmentation performance of GP-ReconResNet has been lower than for GP-UNet - a median Dice score of 0.60 ± 0.06. Since GP-UNet has the least trainable parameters, reducing the chance of overfitting and superior overall performance, this can be considered the best performing model on the second dataset. However, on the first dataset, a different trend can be seen. GP-ReconResNet obtained 0.10 higher F1-score and accuracy than the GP-UNet model (0.95 and 0.85, respectively). Thus, it can be concluded that the GP-ReconResNet is more robust against variations in the dataset (different orientations) and requires less training data (performed better when the training set was considerably smaller). However, the results also indicate that the GP-ReconResNet model performs better when the dataset is more balanced. When the training dataset is larger, and all MRIs are in one orientation, GP-ReconResNet and GP-UNet result in a comparable performance.

The generated heatmaps bring two major advantages in favour of the GP-models - they make the models explainable, which can help decision-makers like radiologists to develop more trust in model outcomes. These classification models may thus be used as a decision support system to localise regions of interest, like in this case, tumours. By applying post-processing techniques to the heatmaps, the final segmentations are obtained, which are imperfect and have scope for improvements. However, given that no segmentation labels were used for training, and the segmentation was only trained in a weakly-supervised manner, a median Dice of 0.67 ± 0.08 is promising. By modifying the post-processing techniques, the segmentation performance might be improved further. The segmentation quality for all the methods was better for HGG than LGG (especially for GP-ReconResNet) - which can be attributed to the fact that the training data was highly imbalanced and was leaning more towards the HGG class. Hence, the results can be improved by reducing the imbalance in the dataset or employing further techniques to handle imbalanced datasets.

Table 5 compares the proposed GP-models to previously published glioma tumour grading models, which are using the BraTS dataset (but different versions). Since the models of this research are multi-class classifiers, test accuracy was calculated for the tumour-only subset of the data. The proposed models outperform the previous studies, with GP-ShuffleUNet receiving the highest score of 98.74%. On the plus side, the proposed 2D models, which are more resource-efficient, perform better even than the 3D models in the table, while the models here are also explainable by nature - giving them an advantage over the competition in terms of model transparency and explainability.

Finally, coming to the point of post-hoc interpretability techniques. The GP-models are inherently-explainable, but to understand the non-GP baselines, post-hoc interpretability techniques are required. Hence, a gradient-based technique - GBP and a feature-based technique - occlusion, were applied to all the models. For the GP-models, the interpretability results (also known as attention maps) were compared against the heatmaps of the networks - as they can be considered as a kind of ”ground-truth”. The models generally had reasonable attention maps, but there were some discrepancies and conflicting results between methods. However, assuming that the post-hoc methods are reliable (most of them agree with the networks’ heatmaps), GP-UNet, GP-ShuffleUNet, and ResNext50 share similar outcomes, demonstrating proper tumour focal regions in both classes, followed by GP-ReconResNet, which has superior outcomes than InceptionV3. Even though InceptionV3 has the highest classification results, the attention maps show that positive and negative attributions are scattered compared to other models. They do not demonstrate the expected focus on the tumour for both tumour classes. A similar outcome can also be observed in a study of deep learning methods for COVID-19 classification using Chest-Xrays, where for certain models, the classification results are high, but post-hoc methods prove the models focus on different regions than the expected target (Chatterjee et al., 2020).

5. Conclusion and Future Work

This paper presented three inherently-explainable deep learning models - GP-UNet, GP-ReconResNet, and GP-ShuffleUNet, and showed their applicability for the task of multi-class brain tumour classification. Segmentation and reconstruction models were converted into the GP-models by applying a global pooling layer before the final convolution layer of each of the models, and they were trained using classification labels instead of ground truth segmentations. During inference, the global pooling layer was disabled to obtain the models’ localisation maps (raw heatmaps), while the pooling layer
was kept - to obtain the classification results. The segmentation results were obtained by post-processing the raw heatmaps without training the models using any segmentation labels. The models have achieved comparable performance with the non-explainable baseline classifiers (best accuracy for GP-models: 0.94, best accuracy for non-GP baselines: 0.95) while demonstrating their advantage in terms of explainability. All the GP-models resulted in better classification accuracy for the task of tumour classification (ignoring the tumour-free class) than the existing studies, while the best model secured 98.74% test accuracy. Moreover, this paper has shown the potential of using the GP-models to perform segmentation while being trained in a weakly-supervised manner using only the classification labels, resulting in the best median Dice score of 0.67 ± 0.08. The high accuracies, coupled with the heatmaps and the segmentations, have shown the potential of using these models as decision support systems.
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