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Abstract: The AdS/CFT correspondence is a realization of the holographic principle in the context of string theory. It is a map between a quantum field theory and a string theory living in one or more extra dimensions. Holography provides new tools to the study of strongly coupled systems. It has important applications in quantum chromodynamics (QCD) and condensed matter (CM) systems, which are usually complicated and strongly coupled. Quantum critical CM theories have scaling symmetries and can be connected to higher-dimensional scale invariant space-times. The Effective Holographic Theory paradigm may be used to describe the low-energy (IR) holographic dynamics of quantum critical systems at the two-derivative level by the Einstein-Maxwell-Dilaton (EMD) theory. We find the magnetic critical scaling solutions of an EMD theory containing an extra parity-odd term $F \wedge F$. Previous studies in the absence of magnetic fields have shown the existence of quantum critical lines separated by quantum critical points. We find this is also true in the presence of a magnetic field. The critical solutions are characterized by the triplet of critical exponents $(\theta, z, \zeta)$, the first two describing the geometry, while the latter describes the charge density.
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1. Introduction

The AdS/CFT correspondence, also known as gauge/gravity correspondence, suggests a duality between a string theory and a quantum field theory. In its earliest incarnation, [1] the gauge/gravity duality connected a 5-dimensional theory on anti-de Sitter space (AdS$_5$) with a 4-dimensional conformal field theory (CFT) living on its boundary. It was discovered in the context of string theory by studying field theories on hypersurfaces (D-branes) embedded in a higher dimensional space-time.

A strongly coupled field theory corresponds to a weakly coupled string theory, which is easier to handle. Because of that, holography provides an alternative way of studying strongly coupled QFTs. The AdS/CFT correspondence has a wide variety of applications ranging from quantum chromodynamics (AdS/QCD) to condensed matter physics (AdS/CMT), even to hydrodynamics.

In this paper we focus on quantum critical theories at finite charge density. Such theories are usually strongly coupled and hard to study in more than 1 dimensions. However, quantum critical points have special symmetries and the theory can be connected to a simple gravitational dual. We study quantum critical solutions at finite density in the presence of a magnetic field, using a holographic approach.

This paper is structured as follows. We first motivate and introduce the AdS/CFT correspondence, [1] and explain how it realizes holography. We then introduce the Effective Holographic Theories, [7] which are a generalization of the correspondence useful in the study of quantum critical points. Finally we discuss our setup and solutions. Details about the calculations can be found in the appendices.

2. The AdS/CFT correspondence and Holography

In this section we present the basic idea of the Holographic Principle. We also discuss the connection between large-N gauge theories with string theories. We explain how the AdS/CFT correspondence arises when studying a system of D-branes inside a 10-dimensional bulk space-time, [1] and we present some of its applications.
2.1 What is Holography

The Holographic Principle states that a theory with gravity in a closed region of space-time is described by degrees of freedom that live on the boundary. The description of the volume is completely encoded on a dual theory living on its boundary.

Holography was inspired by Bekenstein’s bound, which states that in a theory of gravity the maximal entropy in a region of space scales with its surface area, rather than its volume. This condition is saturated by black holes. Bekenstein argued that if this bound was not satisfied by a system, then it would be possible to violate the second law of thermodynamics, [39]. In contrast, quantum mechanics predict that the number of degrees of freedom inside a region scales with its volume. For that reason Bekenstein’s bound has been controversial and is one of the problems that makes quantum mechanics incompatible with gravity. However, it is believed that a successful theory of quantum gravity must satisfy the Holographic bound. Holography has been embedded in the framework of string theory and is a widely studied subject.

The most successful realization of Holography is the Anti de-Sitter/Conformal Field Theory (AdS/CFT) correspondence discovered by J. Maldacena in 1997, [1]. A superstring theory on AdS$_5 \times$S$^5$ is exactly equivalent to 4-dimensional $\mathcal{N} = 4$ super Yang-Mills. The latter is a conformal field theory (CFT) living on the boundary of the space, [2]. The theories are equivalent even though they live in a different number of dimensions. Every field in the AdS theory can be translated to an operator in the CFT and vice versa.

2.2 Large-N Gauge Theories and String Theory

It was first indicated by ’t Hooft that a strongly coupled gauge theory in the large-N limit can be described by an effective string theory at weak coupling, [38]. In this section we introduce some basic ideas of string theory and present the structure of its perturbation theory, which turns out to be a topological expansion. We also present the perturbative structure of large-N Yang-Mills theory, which has a topological expansion of identical structure if we identify the string coupling constant $g_s$ with $1/N$, [6]. The conclusion is that in the large-N limit the effective string theory description is weakly coupled (small $g_s$).

2.2.1 String Theory

We start from the simple case of a relativistic particle. Its motion describes a curve in spacetime. This curve is called the world-line of the particle. The equation of motion of this particle can be derived by minimizing the length of its world-line between two points, [6].

$$S = -m \int ds$$ (2.1)
where \( m \) is the mass of the particle and \( ds \) the line element of its trajectory.

The action for a relativistic string is built following the same idea. A relativistic string is a one-dimensional continuous object and its motion in space-time describes a two-dimensional surface (world-sheet). In analogy with the relativistic particle, the equations of motion for the string are derived by minimizing the surface of its world-sheet between two string configurations. In the case of closed strings the world-sheet is a tube, while for open strings it is a strip. The action describing the motion of the string is the Nambu-Goto action, [45], [6]:

\[
S_{NG} = -2\pi \int dA
\]

where \( T = (2\pi l_s^2)^{-1} \) is the tension of the string and \( dA \) is the surface element of its worldsheet. The parameter \( l_s \) is the characteristic length of the theory (string length).

We can take two coordinates \( \xi^a (a = 0, 1) \) to parametrize the world-sheet \( \Sigma(\xi^0, \xi^1) \). The string moves in a space-time with metric \( G_{\mu\nu} \) (target space). The target space induces a metric on the world-sheet, [6]:

\[
ds^2 = G_{\mu\nu}(X)dX^\mu dX^\nu = G_{\mu\nu} \frac{\partial X^\mu}{\partial \xi^a} \frac{\partial X^\nu}{\partial \xi^b} d\xi^a d\xi^b = \tilde{G}_{ab} d\xi^a d\xi^b
\]

where the induced metric is

\[
\tilde{G}_{ab} = G_{\mu\nu} \frac{\partial X^\mu}{\partial \xi^a} \frac{\partial X^\nu}{\partial \xi^b}
\]

The Nambu-Goto action (2.2) can now be written explicitly as, [6]:

\[
S_{NG} = -T \int d^2\xi \sqrt{-\text{det} \tilde{G}_{ab}}
\]

The equations of motion can be solved in flat target space-time for both Neumann and Dirichlet boundary conditions. The relativistic string can then be quantized by following standard methods, like canonical quantization, [6].

\[\text{Figure 1:}\] The topological expansion of closed string theory. This figure was taken from [58].
We are not interested in the details of string quantization for our purpose, but we examine the perturbative structure of string theory. In closed string theory the basic interaction is a string splitting into two (or the inverse), [6]. The world-sheet of such an interaction can be obtained by thickening the lines of a triple vertex in QFT. A one-loop diagram can be obtained by combining two triple vertex diagrams and the resulting world-sheet is a Riemann surface with one hole (genus 1). Repeating this process we obtain higher order diagrams of higher genus. Their world-sheet is a surface characterized by the topological number, h, which is the number of holes (see figure 1). Therefore the perturbation series in string theory is a topological expansion. By weighing each triple vertex with the dimensionless string coupling constant $g_s$ the string perturbative expansion is of the form, [6]:

$$\sum_{h=0}^{\infty} g_s^{2h-2} F_h(a')$$

(2.6)

As we will see below the perturbative expansion of large-N gauge theories is identical to (2.6).

2.2.2 Large-N Gauge Theories

Consider a U(N) Yang-Mills theory:

$$\mathcal{L} = -\frac{1}{g_{YM}^2} Tr \left[ F_{\mu\nu} F^{\mu\nu} \right]$$

(2.7)

The gauge field strength tensor is given by:

$$F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu]$$

(2.8)

The gauge field components $A_\mu$ are $N \times N$ matrices and the theory is non-Abelian.

In order to take the large-N limit, we first have to know how to scale the coupling constant $g_{YM}$. In quantum field theory the beta function encodes the dependence of the coupling parameter $g_{YM}$ on the energy scale $\mu$. From the one-loop beta function for a non-Abelian U(N) gauge theory, [6]:

$$\mu \frac{dg_{YM}}{d\mu} = -\frac{11}{3} N g_{YM}^3 \left( \frac{4\pi}{g_{YM}} \right)^2 + \mathcal{O}(g_{YM}^5)$$

(2.9)

We can find the appropriate scaling by demanding that the leading terms are of the same order. Therefore we can see that the combination

$$\lambda = g_{YM}^2 N$$

(2.10)

which is called the 't Hooft coupling, [38], must be kept constant as $N$ goes to infinity. The Lagrangian (2.7) can be rewritten as

$$\mathcal{L} = -\frac{N}{\lambda} Tr \left[ F_{\mu\nu} F^{\mu\nu} \right]$$

(2.11)
The ’t Hooft expansion corresponds to the expansion of the amplitudes in powers of \( N \) while keeping \( \lambda \) constant. A convenient way to write the vacuum to vacuum diagrams is the ’t Hooft double-line notation, [38], which substitutes each line in the Feynman diagrams with two lines of opposite orientations, [6].

![Feynman diagrams](image)

**Figure 2:** On the left: the zeroth order diagram can be drawn on a surface with zero handles (sphere). On the right: the first order diagram cannot be drawn on a sphere, but has to be drawn on a surface of genus 1 (torus). This figure was taken from [58].

Every propagator contributes a factor of \( \lambda/N \) and every vertex a factor of \( N/\lambda \). In addition every loop contributes a power of \( N \) (because of the summation over \( N \) colors). We can now find the factors associated with a diagram. A diagram with \( E \) propagators (edges), \( V \) vertices and \( F \) loops (faces) has a coefficient proportional to [6]:

\[
\left( \frac{\lambda}{N} \right)^E \left( \frac{N}{\lambda} \right)^V N^F = N^\chi \lambda^{E-V}
\]

where \( \chi = V - E + F \) is the Euler number of the surface, [6]. For a closed compact surface with \( h \) handles \( \chi = 2 - 2h \). Therefore such a diagram has a coefficient of order \( \mathcal{O}(N^{2-2h}) \). The ’t Hooft expansion organizes diagrams according to their topology, [38]. In the large-\( N \) limit the dominant diagrams are the ones with the minimum number of handles \( (h = 0) \), which have the topology of a sphere. These diagrams are called planar because they can also be drawn on a plane. Non-planar diagrams correspond to surfaces with handles and are suppressed in the large-\( N \) limit by an additional factor of \( 1/N^{2h} \).

The standard perturbative expansion for any correlator can be written at large \( N \) as, [6]:

\[
\sum_{h=0}^{\infty} N^{2-2h} \sum_{i=0}^{\infty} c_{i,h} \lambda^i = \sum_{h=0}^{\infty} N^{2-2h} Z_h(\lambda)
\]
which suggests a connection with the topological expansion of string theory (2.6) if we identify the string coupling constant $g_s$ with:

$$g_s \sim 1/N$$  \hspace{1cm} (2.14)

This connection indicates that at the large-N limit the effective string theory description is weakly coupled.

### 2.3 The most famous example: $AdS_5/CFT_4$

String theory contains, besides strings, objects extended in more than one spatial dimensions, called branes, [6]. The most important ones for the AdS/CFT correspondence are the $D_p$-branes, which are defined as $(p+1)$-dimensional hypersurfaces on which open strings can end with Dirichlet boundary conditions. On one hand the brane dynamics can be described pertubatively in terms of open strings. On the other hand, the D-branes interact gravitationally and are supergravity solutions. In this section we will review how the AdS/CFT correspondence was discovered by conjecturing a duality between these two different descriptions of the same system of D-branes, [1].

#### 2.3.1 Charged D-branes

$D_p$-branes have two types of excitations, [58]. The first type is the motion and deformation of their shapes which can be parametrized by the coordinates $\phi^i$ of the $(9-p)$-dimensional transverse space. These degrees of freedom are scalar fields on the brane’s world-volume. The second type are internal excitations caused by the charged end of a string. A charge is a source to a gauge field and the $D_p$-brane has an Abelian gauge field $A_\mu, (\mu = 0, 1, \ldots, p)$ living on its world-volume. The action that describes these types of excitations is the Dirac-Born-Infeld (DBI) action, [58]:

$$S_{DBI} = -T_{D_p} \int d^{d+1}x \sqrt{-\det(g_{\mu\nu} + 2\pi \ell_s^2 F_{\mu\nu})}$$  \hspace{1cm} (2.15)

where $T_{D_p} = (2\pi)^{-p}g_s^{-1}\ell_s^{-p-1}$ is the tension of the brane, $\ell_s$ the string length and $g_{\mu\nu}$ is the induced metric on the brane’s world-volume which depends on the scalar fields $\phi^i$.

Consider now a $D_3$-brane in flat target space. We can write the induced metric on the brane using the 6 scalar fields $\phi^i$ as $g_{\mu\nu} = \eta_{\mu\nu} + (2\pi \ell_s^2)^2 \partial_\mu \phi^i \partial_\nu \phi^i$. The DBI action (2.15) for a $D_3$-brane can be written as:

$$S_{brane} = -T_{D_3} \int d^4x \sqrt{-\det[\eta_{\mu\nu} + (2\pi \ell_s^2 \partial_\mu \phi^i)(2\pi \ell_s^2 \partial_\nu \phi^i) + 2\pi \ell_s^2 F_{\mu\nu}]}$$  \hspace{1cm} (2.16)

We notice that every field $\phi, F$ is accompanied by a factor of $2\pi \ell_s^2$. We can now expand in powers of $2\pi \ell_s^2$ (which is equivalent to expanding in powers of the gravitational
constant $\kappa$ and keeping the string coupling $g_s$ constant since $\kappa \sim g_s \ell_s^4$, [6], using the familiar identity from linear algebra: $\det(A) = \exp[Tr(\log A)]$, where $A$ is a square matrix. The leading order terms are (ignoring the constant zeroth order term):

$$S_{brane} = -\frac{1}{2\pi g_s} \int d^4x \left( \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{1}{2} \partial_{\mu} \phi^i \partial_{\nu} \phi^i + \ldots \right)$$ (2.17)

where we used $T_{D_3} = ((2\pi)^3 g_s \ell_s^4)^{-1}$. The rest of the terms are suppressed by additional factors of $\ell_s^2$. Therefore at the low-energy limit we have a U(1) theory living on the world-volume of the $D_3$-brane.

We now consider a system of $N$ coincident parallel $D_3$-branes ($p = 3$). The branes live in a 10-dimensional bulk space and are located at the same point of the transverse 6-dimensional space. Except for the open strings, which are excitations of the branes, the theory also contains closed strings, which are excitations of the bulk space. We can write the low-energy action of this theory schematically:

$$S = S_{bulk} + S_{brane} + S_{interactions}$$ (2.18)

The first term $S_{bulk}$ describes the dynamics of the bulk space in terms of closed strings, which are described by IIB superstring theory. The second term $S_{brane}$ describe the dynamics of the branes in terms of open strings. The third term $S_{interactions}$ contains the interactions between open and closed strings.

At the low-energy limit the superstring theory living on the bulk reduces to free IIB supergravity. By expanding $S_{bulk}$ around the free point in powers of the gravitational constant $\kappa = 8\pi G_N$ as $g_{\mu\nu} = \eta_{\mu\nu} + \kappa h_{\mu\nu}$ we obtain, [6]:

$$S_{bulk} \sim \frac{1}{2\kappa^2} \int d^{10}x \sqrt{-\det(g_{\mu\nu})} R + \ldots \sim \int d^{10}x \left[ (\partial h)^2 + \kappa h(\partial h)^2 + \ldots \right]$$ (2.19)

where we have not indicated explicitly all the bulk fields for simplicity. The important result is that all the interaction terms are proportional to positive powers of $\kappa$, therefore at very low energies (small $\kappa$) they become very weak compared to the kinetic term and can be ignored.

The second term $S_{brane}$ governs the open degrees of freedom (open strings). As we indicated earlier, a single $D_3$-brane has a U(1) theory living on its world-volume containing a gauge field and 6 scalar fields. It is expected that $N$ coincident branes will give a U(N) theory containing a vector boson and 6 scalars transforming as adjoints of U(N). It turns out that such a system is equivalent to $\mathcal{N} = 4$, U(N) super Yang-Mills (SYM) theory in the low-energy limit, [6]:

$$S_{brane} \sim -\frac{1}{2\pi g_s} \int d^4x Tr \left[ \frac{1}{4} F_{\mu\nu} F^{\mu\nu} \right] + \ldots$$ (2.20)

where we kept only the gauge field terms for simplicity.
The third term describing the interactions between open-closed degrees of freedom is subleading in the low energy limit. We expand $S_{\text{interactions}}$ in powers of $\kappa$, [6]:

$$S_{\text{interactions}} \sim \int d^4 x \sqrt{-\text{det}(g_{\mu\nu})} T r \left[ F^2 \right] + \cdots \sim \kappa \int d^4 x h_{\mu\nu} T r \left[ F_{\mu\nu}^2 - \frac{\delta_{\mu\nu}}{4} F^2 \right] + \cdots$$

(2.21)

where again the only terms indicated are the kinetic terms of the gauge field for simplicity.

We conclude that at the low-energy limit this theory is described by free IIB supergravity on the bulk and $\mathcal{N} = 4, U(N)$ super Yang-Mills theory on the branes not interacting with each other.

### 2.3.2 D-branes as supergravity solutions

We now consider the same system from a different point of view. The $D$-branes are solutions of supergravity in 10-dimensions. The exact solution for $N$ $D_3$-branes is given by, [6]:

$$ds^2 = H^{-1/2}(-dt^2 + d\vec{x}^2) + H^{1/2}(dr^2 + r^2 d\Omega_5^2)$$

(2.22)

The 3 spatial coordinates $\vec{x}$ are parallel to the branes, while $dr^2 + r^2 d\Omega_5^2$ is the metric of the 6-dimensional transverse space. In particular $r$ is the distance from the branes, and the metric changes as we move along $r$ because of the warp factor:

$$H = 1 + \frac{L^4}{r^4}, \quad L^4 = 4\pi g_s l_s^4 N$$

(2.23)

Since the coefficient of $dt^2$ in the metric depends on the distance from the branes, $r$, the energy measured also depends on $r$ (due to gravitational redshift). If at some point $r$ we measure energy $E_r$, an observer at infinity would measure $E_\infty = H^{-\frac{1}{4}} E_r$, [6]. Therefore an object moving near the branes $r \to 0$ (which means $H^{-\frac{1}{4}} \to 0$) would appear to have very low energy to an observer at infinity.

From the point of view of an observer located at infinity there are two types of low energy excitations, [6]: massless low energy modes that propagate in the whole bulk and any kind of mode that approaches the horizon ($r = 0$). In the low-energy limit the two types of excitations decouple from each other.

Excitations of the first kind propagate away from the branes where the space is flat. For very large $r$, $H \approx 1$ and the metric (2.22) becomes flat. Therefore this set of modes is described by free supergravity.

Excitations of the second kind remain confined near the horizon, because there is a potential barrier they have to climb in order to get away, [6]. For very small $r$, $H^{1/2} \approx L^2 / r^2$ and the metric (2.22) becomes:

$$ds^2 = \frac{r^2}{L^2}(-dt^2 + d\vec{x}^2) + \frac{L^2}{r^2}(dr^2 + r^2 d\Omega_5^2)$$

(2.24)
Changing the radial coordinate $u = L^2/r$ we obtain:

$$ds^2 = \frac{L^2}{r^2}(du^2 - dt^2 + d\vec{x}^2) + L^2 d\Omega_5^2$$ (2.25)

which describes the product space $AdS_5 \times S^5$. Therefore the low-energy limit of this system is described by IIB free supergravity and IIB supergravity in $AdS_5 \times S^5$ not interacting with each other.

In both descriptions we notice that the low-energy description of the system of $N$ $D_3$-branes reduces to the sum of two non-interacting theories. In both cases one of those theories is free IIB supergravity. We therefore expect that the two remaining theories, gravity in $AdS_5 \times S^5$ and $\mathcal{N} = 4, U(N)$ SYM, are equivalent. The latter is a conformal field theory (CFT) in 4-dimensions. This is why this special case of holography is called $AdS_5/CFT_4$ correspondence.

2.3.3 Validity of AdS/CFT correspondence

We now examine the region of validity of the AdS/CFT correspondence. We would first like to find the connection between the dimensionless parameters of the two theories. Starting from (2.20) and keeping only the gauge field terms:

$$\mathcal{L}_{YM} = \frac{1}{2\pi g_s} Tr \left[ \frac{1}{4} F_{\mu\nu} F^{\mu\nu} \right] = \frac{c}{2\pi g_s} \frac{1}{4} F_{\mu\nu}^{a} F^{a,\mu\nu}, \ F_{\mu\nu} = F_{\mu\nu}^a T^a$$ (2.26)

where $T^a$ are the generators of the non-Abelian group and $c$ is their normalization constant: $Tr \left[ T^a T^b \right] = c\delta^{ab}$. A popular choice that we are going to use is $c = 1/2$, [6]. Therefore the Yang-Mills coupling is:

$$g_{YM}^2 = 4\pi g_s$$ (2.27)

Combining (2.27) with the expression for the radius of the AdS space-time from (2.23):

$$\left( \frac{L}{\ell_s} \right)^4 = Ng_{YM}^2 = \lambda$$ (2.28)

where $\lambda$ is the ’t Hooft coupling defined in (2.10). This is one of the formulas we were looking for.

The 10-dimensional Newton constant given by:

$$16\pi G_{10} = (2\pi)^7 g_s^2 \ell_s^8$$ (2.29)

Combining this with (2.27) and (2.10) we obtain:

$$\frac{G_{10}}{\ell_s^8} = \frac{\pi^4 \lambda^2}{2N^2}$$ (2.30)

We can now find the region of validity of the two descriptions. From (2.30) we see that $G_{10} \sim 1/N^2$, which means that quantum effects are suppressed for large $N$. If
the CFT is strongly coupled \((\lambda \gg 1)\) then, according to (2.28), \(L \gg \ell_s\), which means that the string theory is weakly curved and can be approximated by supergravity. Therefore the large-N limit of the sYM theory is described well by the two-derivative action of IIB supergravity in \(AdS_5 \times S^5\).

2.3.4 Symmetries

We will now briefly compare the symmetries of the two descriptions. We first consider the conformal symmetry. The \(\mathcal{N} = 4\) SYM theory is a 4-dimensional CFT. Therefore it is invariant under the conformal group \(SO(2,4)\). This is exactly the isometry group of the \(AdS_5 \times S^5\) background of the dual string theory, [6].

We now consider the supersymmetries of the two descriptions. The \(\mathcal{N} = 4\) SYM theory is maximally supersymmetric with 32 conserved fermionic supercharges. The \(AdS_5 \times S^5\) is also a maximally supersymmetric solution of 10-dimensional supergravity with 32 Killing spinors, which correspond to the 32 supercharges of the dual gauge theory, [6]. In addition \(\mathcal{N} = 4\) SYM is invariant under the R-symmetry group \(SO(6)\), which rotates the 6 scalar fields \(\phi^i\) into each other. This symmetry can be identified with the rotational symmetry of the 5-sphere component of the dual \(AdS_5 \times S^5\) space-time, [6].

2.3.5 The extra dimension as an energy scale

Consider the limit on the energy as we are taking \(l_s \rightarrow 0\) in the brane theory. The energy an observer at infinity measures is:

\[
E_\infty = H^{-\frac{1}{2}} E_r \sim E_r \frac{r}{l_s} \quad (2.31)
\]

We must keep the energy in the near-horizon region fixed in string units \(l_s E_r\), [6], as well as the energy in the near-boundary region \(E_\infty\) since this is the energy measured in the CFT. From:

\[
E_\infty \sim E_r \frac{r}{l_s} = (E_r l_s)^r \frac{r}{l_s^2} \quad (2.32)
\]

we see that \(U = \frac{r}{l_s^2}\) must be kept fixed as we are taking the \(r \rightarrow 0\) limit. The radial coordinate is therefore proportional to the energy scale of the dual CFT near the horizon. We can change the radial coordinate to \(U = \frac{r}{l_s^2}\) in the near-horizon metric, [1]:

\[
ds^2 = l_s^2 \left[ \frac{U^2}{\sqrt{4\pi g_s N}} (-dt^2 + d\bar{x}^2) + \sqrt{4\pi g_s N} \left( \frac{dU^2}{U^2} + d\Omega_5^2 \right) \right] \quad (2.33)
\]

The coordinates \(t, \bar{x}\) are the space-time coordinates of the CFT. The extra coordinate, \(U\), of the AdS part behaves like the energy scale of the CFT.

This argument involved the decoupling limit, however there are other arguments that also indicate that the radial direction behaves like an energy scale for the gauge
theory with the UV located at the boundary. We write the $AdS_5$ metric in Poincaré coordinates:

$$ds^2 = \frac{1}{u^2}(du^2 - dt^2 + d\vec{x}^2)$$  \hspace{1cm} (2.34)

The metric is invariant under $SO(1,1)$:

$$(u,t,\vec{x}) \rightarrow (au, at, a\vec{x})$$  \hspace{1cm} (2.35)

The boundary is located at $u = 0$ in these coordinates. If we scale up the coordinates of the gauge theory on the boundary ($t, \vec{x}$), which means going down in energy, we must also scale up $u$, which means moving away from the boundary at $u = 0$. Therefore the high-energy limit of the gauge theory (UV) corresponds to $u = 0$ (the boundary) while the low-energy limit (IR) corresponds to $u = \infty$ (the horizon), [6].

### 2.3.6 Counting degrees of Freedom

In this section we introduce a cutoff in the $AdS_5$ metric and calculate the degrees of freedom (entropy) of the theory on the boundary and the bulk theory.

We begin by cutting out the $S^5$ part of the metric (2.25). It turns out that by reducing the $S^5$ part, every massless field in the original theory corresponds to an infinite tower of massive fields on $AdS_5$ with ever increasing mass, [6], [58]. The only interesting detail for our purpose is the value of the 5-dimensional Newton’s constant $G_5$ after the reduction on $S^5$. The relationship between $G_{10}$ and $G_5$ can be found by considering the reduction of the Einstein-Hilbert term, [58]:

$$\frac{1}{16\pi G_{10}} \int d^5x d^5\Omega \sqrt{-\det(g_{10})} R_{10} = \frac{V}{16\pi G_5} \int d^5x \sqrt{-\det(g_5)} R_5$$  \hspace{1cm} (2.36)

where $V = \pi^3 L^5$ is the volume of an $S^5$ of radius $L$. It follows that

$$G_5 = G_{10}/V = \frac{(2\pi)^7 \pi^2 g_s^2}{(16\pi)\pi^3 L^5} = \frac{\pi L^3}{2N^2}$$  \hspace{1cm} (2.37)

where we also used (2.23).

Now that we got rid of the sphere we consider the $AdS_5$ metric in global coordinates (more details in appendix A):

$$ds^2 = L^2(- \cosh^2(\rho)d\tau^2 + d\rho^2 + \sinh^2(\rho)d\Omega_3^2)$$  \hspace{1cm} (2.38)

Changing the radial coordinate to $u = \tanh(\frac{\rho}{2})$, (2.38) becomes:

$$ds^2 = L^2(- \left(\frac{1 + u^2}{1 - u^2}\right)^2 d\tau^2 + \frac{4}{(1 - u^2)^2}(du^2 + u^2 d\Omega_3^2))$$  \hspace{1cm} (2.39)

In this coordinate system the boundary is located at $u = 1$ and the interior at $0 \leq u < 1$. 


We introduce a cutoff close to the boundary at \( u^2 = 1 - \epsilon \) with \( \epsilon \) very small, [6]. This corresponds to a UV cutoff in the dual gauge theory according to the previous section. The gauge theory lives on an \( S^3 \) of radius \( L \). The distance between two points on the cutoff sphere scales as \( \log(|x_1 - x_2|/\epsilon) \), [6], therefore we may view \( \epsilon \ll 1 \) as a small distance cutoff in the gauge theory. Since the gauge theory has a small distance cutoff \( L\epsilon \) (in units of length), there are \( 1/\epsilon^3 \) fundamental cells of radius \( L \) in the 3-sphere. Since the gauge theory has order \( N^2 \) degrees of freedom and the entropy is proportional to the regulated volume of the boundary we obtain, [6]:

\[
S_{FT} \sim \frac{N^2}{\epsilon^3}
\]  

(2.40)

On the AdS\(_5\) side the area of the sphere at the regulated boundary can be read directly from the metric (2.39):

\[
A = 8 \frac{L^3 u^3}{(1 - u^2)^3} \bigg|_{u^2 = 1 - \epsilon} \sim \frac{L^3}{\epsilon^3}
\]  

(2.41)

the gravitational entropy is given by the Bekenstein bound:

\[
S_{AdS} \sim \frac{A}{G_5} \sim \frac{N^2}{\epsilon^3}
\]  

(2.42)

Where \( G_5 \) is the AdS\(_5\) Newton constant we calculated earlier. The two descriptions have the same degrees of freedom. Therefore the AdS/CFT correspondence successfully realized holography in string theory.

We can also calculate the volume of AdS\(_5\) up to the boundary \( u^2 = 1 - \epsilon \):

\[
V_4 = L^4 \int \frac{2u^3}{(1 - u^2)^4} dud^3\Omega_3 = L^4 \Omega_3 \int_0^{u^2 = 1 - \epsilon} \frac{2u^3}{(1 - u^2)^4} du \sim \frac{L^4}{\epsilon^3}
\]  

(2.43)

Where \( \Omega_3 \) is the volume of the 3-sphere. Comparing with (2.41) we notice that the volume of AdS\(_5\) scales with the same power of \( \epsilon \) as its area close to the boundary. From that aspect holography seems trivial. However the non-triviality of our previous analysis stems from the fact that area and volume scale with different powers of \( L \).

2.4 Applications

The gauge/gravity correspondence has a wide range of applications, mostly because of the fact that it enables the study of a strongly coupled field theory in terms of a weakly coupled theory with gravity. We briefly discuss the most important areas where the AdS/CFT correspondence is applied.

- AdS/QCD

Quantum chromodynamics, the theory of strong interactions, becomes strongly coupled at low energies. Holography provides a new method to study the low-energy spectrum of the theory, [9]. There are two approaches to AdS/QCD.
The first is the top-down approach, in which a brane configuration in string theory is engineered so that its low-energy spectrum shows properties similar to QCD, [13], [14]. The second is the bottom-up approach, where models are built based on phenomenology, [15], [16], [17], [18], [19], [20], [21], [22], [23], [22].

- AdS/CMT

Theories describing interesting states of matter such as superconductors, superfluids, Bose-Einstein condensates as well as theories describing transitions at zero temperature (quantum critical points) are usually strongly coupled. Most of these phenomena are understood very well by experiments, however they are very difficult to explain theoretically using the usual techniques from QFT. Superconductors and superfluids are studied in terms of a black hole in a higher dimensional space-time. It has been discovered that near the horizon of an AdS black hole the Abelian symmetry can be spontaneously broken [10], [4], which is analogous to what happens when a system transitions to a superconducting phase. There has been some success in the holographic description of superfluid/insulator and superconductor/insulator transitions in [37], [12], [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56].

- Fluid/gravity

Hydrodynamics is an effective long-distance description of any QFT that is locally in thermodynamic equilibrium. Fluid dynamics is described by the Navier-Stokes equations, which are non-linear partial differential equations and are, in most cases, extremely complicated. Fluid dynamics can be connected to a classical gravitational theory, [25], [26], [29], [30], [31], [32], [33], [34], [35], [36]. The geometries dual to fluid dynamics are black hole space-times with regular event horizons. It has also been discovered that the cosmological Einstein equations reduce to the relativistic Navier-Stokes equations at the appropriate long-wavelength limit. Results are summarized in [27], [28], [41].

3. Effective Holographic Theories

The concept of Effective Holographic Theories, [7], is a generalization of the AdS/CFT correspondence. They are developed in analogy with Effective Field Theories (EFT) which are used to study the low-energy limit of a QFT. In analogy with EFTs, the strategy is to select a collection of fields that dominates the low-energy dynamics and build an action that governs their behavior. However a string theory, in general, has an infinite number of fields with non-zero vacuum expectation values. The central point of the approximation is to truncate string theory to a finite spectrum, keeping only a few fields dual to the most important QFT operators.
3.1 Building the EHT

The main idea of EHTs is to select a collection of operators that are expected to dominate the low-energy dynamics and build a general action containing their dual string fields at the two-derivative level.

We first consider the simplest case. A quantum field theory always has a stress-energy tensor, therefore the EHT must contain a spin-2 tensor, the metric, which encodes the energy distribution of the dual field theory. The minimal theory containing a metric with AdS solution is the Einstein gravity with a cosmological constant.

In a system at finite charge density another important operator is the conserved current $J_\mu$. In this case we include a massless gauge field $A_\mu$ in the holographic theory, dual to the conserved current. The theory in this case is the cosmological Einstein-Maxwell theory. Studies of holographic systems at finite charge density involved the charged AdS-Reissner-Nördstrom, [43], [44] black hole which has many interesting properties.

The next step is to add a scalar field dual to the most important scalar operator. The resulting EHT is an Einstein-Maxwell-Dilaton (EMD) theory. This theory has 3 components, the metric $g_{\mu\nu}$ which controls the energy distribution of the field theory, the gauge field $A_\mu$ which controls the charge density, and a scalar $\phi$ controlling a scalar coupling constant.

3.2 Einstein-Maxwell-Dilaton theory

The most general action at the two-derivative level containing a scalar, a U(1) gauge field and a metric is the EMD theory, which is given in (d+1)-dimensions by:

$$S_{EMD} = M^{d-1} \int d^{d+1}x \left[ \sqrt{-g} \left( R - \frac{1}{2} (\partial \phi)^2 + V(\phi) - \frac{1}{4} Z(\phi) F^2 \right) \right]$$ (3.1)

In the above action $d$ is the number of the space-time dimensions of the field theory. The action contains the Ricci scalar, $R$, a scalar potential $V$ and the gauge field strength tensor $F$.

The asymptotic behavior of the coupling functions when $\phi$ goes to $\pm \infty$ is motivated by experiences in string theory and is given by:

$$V(\phi) = e^{-\delta \phi}, \quad Z(\phi) = e^{\gamma \phi}$$ (3.2)

Zero temperature solutions to this theory have geometries with scaling symmetries that also appear in quantum critical theories. We will analyze this topic in the next section.

Zero temperature solutions, in general, have naked singularities. Although in classical gravity such solutions are unacceptable, in holography they are not always unphysical. Gubser has studied and presented the criteria for acceptable singularities in holography in [3]. By embedding EMD solutions in a higher dimensional AdS or
Lifshitz spacetime, [11], the Gubser bound is explained and their singularities can be regulated. This embedding also explains their spectra and thermodynamics.

3.3 The story so far

In this section we describe the most important results from previous studies of the EMD theory. The zero temperature scaling solutions of the EMD theory have a metric of the form:

$$ds^2 = r^\theta \left( -\frac{dt^2}{r^{2z}} + \frac{dr^2 + dx_1^2 + dx_2^2}{r^2} \right)$$

(3.3)

This metric has the following scaling symmetry:

$$t \to \lambda^z t, \quad r \to \lambda r, \quad x^i \to \lambda x^i, \quad ds \to \lambda^{\theta/2} ds$$

(3.4)

This symmetry appears in CM theories near quantum critical points.

The gauge field in general scales in the IR as

$$A_t = \mu + Qr^{\zeta-z}$$

(3.5)

where $\mu, Q$ are identified as the chemical potential and charge density of the field theory.

A solution is characterized by the 3 critical exponents ($z, \theta, \zeta$). The exponent $z$ is the dynamical critical exponent, or Lifshitz exponent and $\theta$ is the hyperscaling violation exponent. CFTs have $\theta = 0$, $z = 1$, while Lifshitz theories have $\theta = 0$, $z \neq 1$. The conductivity exponent, $\zeta$, is in general independent of the other two exponents and determines the behavior of the charge density in the IR.

When $\theta \neq 0$ the proper distance $ds$ also has to be scaled. This indicates violation of hyperscaling in the boundary theory, [42]. In (d+1)-dimensional field theories with hyperscaling symmetry the free energy of the system scales by its naive dimension. In theories with Lorentz symmetry ($z = 1, \theta = 0$) the entropy is proportional to $\sim T^d$, where $d$ is the number of spatial dimensions of the field theory. In Lifshitz theories ($z \neq 1, \theta = 0$) the entropy $S$ depends on the temperature as $S \sim T^{d/z}$. When hyperscaling is violated ($z \neq 1, \theta \neq 0$) the entropy scales as $S \sim T^{d-\theta}$ and the field theory has an effective dimensionality of $d_{eff} = d - \theta$.

The behavior of the exponents $z, \theta$ is closely related to the behavior of the charge density and scalar field respectively. The solutions are scale invariant ($z = 1$) in the absence of charges, while inhomogeneous metrics ($z \neq 1$) can be obtained when the charge density is finite to leading order. The hyperscaling violating exponent $\theta$ depends on the behavior of the scalar. We obtain hyperscaling violating geometries ($\theta \neq 0$) by letting the scalar run logarithmically to $\pm \infty$ in the IR.

Recent studies of EMD in the absence of magnetic fields, [5], have shown the existence of hyperscaling violating quantum critical lines separated by hyperscaling invariant ($\theta = 0$) quantum critical points. We find that this is also true in the presence of magnetic fields.
Magnetic critical solutions have been studied in the context of Einstein-Maxwell-Chern-Simons theory in [8]. The results include a magnetic zero charge density AdS$_3 \times$ R$^2$ geometry and a magnetic solution at finite density in which the charge density depends on the magnetic field. Our results include a pure magnetic AdS$_2 \times$ R$^2$ solution and a magnetic solution at finite density in which the charge density depends on the magnetic field.

4. Setup and Equations of Motion

We consider the EMDPQ class of Effective Holographic Theories (EHT) involving the metric $g_{\mu\nu}$, a scalar field $\phi$ and a massless gauge field $A_\mu$ in 3+1-dimensional space-time:

$$S = M^2 \int d^4x \left[ \sqrt{-g} \left( R - \frac{1}{2} (\partial \phi)^2 + V(\phi) - \frac{1}{4} Z(\phi) F^2 - \frac{1}{4} W(\phi) F \wedge F \right) \right]$$  \hspace{1cm} (4.1)

with $F \wedge F = \frac{1}{2\sqrt{-g}} F_{\mu\nu} \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}$.

The PQ (Peccei-Quinn) term is important when studying magnetic fields at finite density, however when the magnetic field is zero it can be ignored. Also this term does not depend on the metric, and does not appear in the Einstein equations, but affects the geometry implicitly via the two other fields $\phi$, $A_\mu$.

The equations of motion stemming from (4.1) by varying the metric, the gauge field and scalar are respectively:

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = T_{\mu\nu}$$ \hspace{1cm} (4.2a)

$$\nabla_\mu (Z(\phi) F^{\mu\nu} + W(\phi) \ast F^{\mu\nu}) = 0$$ \hspace{1cm} (4.2b)

$$\Box \phi + \frac{dV_{\text{eff}}}{d\phi} = 0$$ \hspace{1cm} (4.2c)

Where the stress energy tensor in (4.2a) is given by:

$$T_{\mu\nu} = \frac{V(\phi)}{2} g_{\mu\nu} + \frac{1}{2} \partial_\mu \phi \partial_\nu \phi - \frac{g_{\mu\nu}}{4} (\partial \phi)^2 + \frac{Z(\phi)}{2} [F_\mu^\rho F_\nu^\rho - \frac{g_{\mu\nu}}{4} F^2]$$ \hspace{1cm} (4.3)

and the effective potential in (4.2c) is given by

$$V_{\text{eff}}(\phi) = V(\phi) - \frac{Z(\phi)}{4} F^2 - \frac{W(\phi)}{4} F \wedge F$$ \hspace{1cm} (4.4)

We use the standard radial ansatz for the metric and the scalar field:

$$ds^2 = -D(r)dt^2 + B(r)dr^2 + C(r)(dx_1^2 + dx_2^2), \hspace{0.5cm} \phi = \phi(r)$$ \hspace{1cm} (4.5)

The coordinates $(x_1, x_2, t)$ are the space and time coordinates of the dual (2 + 1)-dimensional field theory, while $r$ is the holographic coordinate. This metric ansatz
comes with a gauge freedom related to the freedom in reparametrizing the radial coordinate.

We also consider an electric field potential depending only on \( r \), related to the charge density of the boundary theory. In addition, we include a uniform magnetic field in the radial direction which is related to the magnetic field of the boundary theory:

\[
A_\mu = (A_t(r), 0, \frac{h}{2} x_2, -\frac{h}{2} x_1) \quad (4.6)
\]

The \( r \)-dependence of the magnetic field is forbidden by the Einstein equations, unless the metric is non-diagonal. The gauge field equation (4.2b) can be integrated obtaining a conserved charge, \( q \):

\[
q = \sqrt{-g Z(\phi) F^{01} - W(\phi) h}, \quad F^{01} = \frac{A'_t}{BD}, \quad \partial_r q = 0 \quad (4.7)
\]

The equations of motion can be written in the above coordinate system as:

\[
\begin{align*}
\phi'' + \frac{2}{C} C'' &= \left( \frac{D'}{D} + \frac{B'}{B} + \frac{C'}{C} \right) \frac{C'}{C} \\
\frac{B}{C^2} \left( \frac{(q + hW)^2}{Z^2} + h^2 \right) Z &= \frac{D''}{D} - \frac{C''}{C} + \frac{1}{2} \left( \frac{C'}{C} - \frac{D'}{D} \right) \left( \frac{B'}{B} + \frac{D'}{D} \right) \\
BV + \frac{B'C'}{4 B C} &= \frac{1}{2} \left( \frac{D''}{D} + \frac{C''}{C} \right) - \frac{1}{4 D} \left( \frac{B'}{B} + \frac{D'}{D} - 3 \frac{C'}{C} \right) \\
\phi'' + \phi' \left( \frac{C''}{C} + \frac{D'}{2D} - \frac{B'}{2B} \right) &= \frac{B}{2C^2} \partial_\phi \left( \frac{(q + hW)^2}{Z} + h^2 Z - 2C^2 V \right) \\
A'_t &= \frac{(q + hW) \sqrt{DB}}{Z} \quad (4.8)
\end{align*}
\]

The electric and magnetic fluxes are calculated respectively by

\[
\begin{align*}
\Phi_E &= \frac{1}{4\pi} \int_{R^2} (Z(\phi)^* F + W(\phi) F) = -\frac{V_2}{4\pi} \left( \frac{CZA'_t}{\sqrt{BD}} - hW \right) = -\frac{V_2}{4\pi} q \\
\Phi_B &= \frac{1}{4\pi} \int_{R^2} F = -\frac{V_2}{4\pi} h
\end{align*}
\]

The integrals are over the spatial coordinates \((x_1, x_2)\) and \( V_2 \) is the area of the surface of integration. The value of the electric flux depends only on the integration constant \( q \) (4.7). For the rest of this paper we will refer to \( q \) as the electric flux and to \( h \) as the magnetic field.

4.1 Classification

We characterize a solution as “electric” if the electric flux (4.9) is non-zero, while the magnetic flux (4.10) vanishes in the IR. A solution is named “magnetic” if the
inverse is true. If both fluxes are non-zero we characterize the solution as “dyonic”. We also distinguish between solutions with finite charge density \( (A'_t \neq 0) \) and zero charge density \( (A'_t = 0) \).

We split the solutions into two sections depending on the behavior of the scalar field. From (4.2c) we distinguish 2 cases:

- **The scalar field settles to a finite constant \( \phi_* \) in the IR, which extremizes \( V_{\text{eff}} \) (4.4)**

  These solutions are studied in section 5. In the neutral case looking for asymptotic solutions of the form

  \[
  ds^2 = r^{\theta/2}(-dt^2 + dr^2 + dx_i dx^i)
  \]  

  (4.11)

  we obtain an AdS\(_4\) geometry. Including an electric or magnetic field the scalar equation (4.2c) is satisfied only if \( C(r) \) in (4.5) is constant. The solution in the UV limit is AdS\(_2 \times \mathbb{R}^2\). In some cases the solution contains a black hole. We study these cases in subsection 5.2.1.

- **The scalar field runs to infinity in the IR**

  These solutions are studied in section 6. We obtain hyperscaling violating geometries by allowing the scalar to run logarithmically \( (\phi = \phi_0 + a \log r) \) in the IR. In supergravity the coupling functions, in general, are given by a combination of exponentials of the scalar \( \phi \). When \( \phi \) runs to \( \pm \infty \) we can keep only the exponential with the largest value. Therefore we adopt the following asymptotic behavior for the scalar coupling functions

  \[
  V(\phi) = V_0 e^{-\delta \phi}, \quad Z(\phi) = Z_0 e^{\gamma \phi}, \quad W(\phi) = W_0 e^{\chi \phi}
  \]  

  (4.12)

  We look for asymptotic solutions in the deep IR, which is located either at \( r \to 0 \) or \( r \to \infty \). For that purpose a power ansatz is enough. In particular we search for hyperscaling violating solutions which feature both a hyperscaling \( (\theta) \) and Lifshitz \( (z) \) exponent:

  \[
  ds^2 = r^\theta \left(-\frac{dt^2}{r^{2z}} + \frac{dr^2 + dx_1^2 + dx_2^2}{r^2}\right)
  \]  

  (4.13)

  While for the gauge field we also have the conductivity exponent \( \zeta \):

  \[
  A_t = \mu + A_0 r^{\zeta - z}
  \]  

  (4.14)

  The constant \( A_0 \) is fixed by the equations and can be identified with the charge density of the boundary theory. The constant \( \mu \) is the chemical potential, which cannot be fixed by the equations due to the gauge invariance of the vector field.
The equations of motion using the above ansatz are:

\[ k_1 = a^2 \]
\[ k_2 = B_0 r^{4-\theta} \left( h^2 Z + \frac{(q + hW)^2}{Z} \right) \]
\[ k_3 = B_0 V r^\theta \]
\[ A_0(\zeta - z)r^{-2} = \sqrt{B_0} \frac{(q + hW)}{Z} \]

(4.15)

where \( k_1, k_2, k_3 \) are constants (their values are given in appendix F)

Every term in the equations of motion is a power of \( r \). Since we are looking for solutions in the deep IR, which is located either at \( r \to 0 \) or \( r \to \infty \), we can ignore the terms that are subleading in that limit. The strategy is to solve the above equations to leading order by matching the powers and coefficients of \( r \) on the left and right hand side. We distinguish cases depending on which terms are leading. More details are presented in appendix F.

The values of \( z, \theta \) are restricted by the null-energy condition (appendix D) and the allowed values are plotted in the same appendix. The solutions are also approximately valid for small finite temperatures, at which the dual field theory has effectively \( d_{\text{eff}} = 2 - \theta \) dimensions and the thermal entropy scales as

\[ S \sim T^{2-\theta} \]

(4.16)

More details about hyperscaling violating metrics can be found in appendix B.

Anisotropic scale invariant geometries (\( z \neq 1 \)) are obtained when the gauge field participates to leading order in the equations. When \( z = 1 \) the charge density is always zero.

### 4.2 Electromagnetic duality of the EMD theory

In this subsection we discuss the electromagnetic duality of the EMD theory. We rewrite the equations of motion (4.8):

\[ \phi'' + \frac{2}{C} \frac{C''}{C} = \left( \frac{D'}{D} + \frac{B'}{B} + \frac{C'}{C} \right) \frac{C'}{C} \]
\[ \frac{B}{C^2} \left( \frac{(q + hW)^2}{Z} + h^2 Z \right) = \frac{D''}{D} - \frac{C''}{C} + \frac{1}{2} \left( \frac{C'}{C} - \frac{D'}{D} \right) \left( \frac{B'}{B} + \frac{D'}{D} \right) \]
\[ BV + \frac{1}{4} \frac{B'r'}{C} = \frac{1}{2} \left( \frac{D''}{D} + \frac{C''}{C} \right) - \frac{1}{4} \frac{D'}{D} \left( \frac{B'}{B} + \frac{D'}{D} - 3 \frac{C'}{C} \right) \]

(4.17)

\[ \phi'' + \phi' \frac{C'}{C} + \frac{D'}{2D} - \frac{B'}{2B} = \frac{B}{2C^2} \partial_\phi \left( \frac{(q + hW)^2}{Z} + h^2 Z - 2C^2 V \right) \]
\[ A'_t = \frac{q + hW \sqrt{DB}}{Z} \frac{\sqrt{DB}}{C} \]
Consider the Einstein and scalar equations and ignore the gauge equation for now. The electric and magnetic fluxes $q, h$ as well as the functions $Z$ and $W$ always appear as the combination:

$$\frac{(q + hW)^2}{Z} + h^2 Z$$

If we swap $(q + hW)^2$ with $h^2$ and transform $Z \rightarrow 1/Z$ the equations do not change. When $W$ is constant the electromagnetic duality takes the following form:

$$q \rightarrow h(1 - W^2) - qW, \ h \rightarrow q + hW, \ Z \rightarrow 1/Z$$

(4.18)

When $Z \rightarrow \infty$ the solution is purely magnetic, as the term $(q + hW)^2/Z$ is subleading. When $Z \rightarrow 0$ the term $h^2 Z$ is subleading and the solution is, in general, dyonic. This transformation, therefore, connects a purely magnetic solution to a dyonic one and vice versa.

Now consider the gauge field equation. When $Z \rightarrow 0$ the leading order solution is dyonic and the charge density $A'_t$ is, in general, non-zero. The electromagnetically dual solution is purely magnetic, with zero charge density $A'_t = 0$. Dyonic solutions are connected to the magnetic solutions by the electromagnetic duality, with the difference that the latter exist at zero charge density.

In the special case $W = 0$ the electromagnetic duality takes the simpler form:

$$q \rightarrow h, \ h \rightarrow q, \ Z \rightarrow 1/Z$$

(4.19)

which maps a purely electric solution at finite charge density to a purely magnetic solution at zero charge density and vice versa. In the running scalar case we adopt the behavior (4.12) for the coupling functions and the duality takes the form $q^2/Z_0 \leftrightarrow h^2 Z_0, \ \gamma \leftrightarrow -\gamma$.

5. Constant Scalar Solutions

In this section we study the solutions with the scalar settling to a finite value $\phi = \phi^*$, that extremizes the effective potential:

$$\left. \frac{dV_{eff}}{d\phi} \right|_{\phi = \phi^*} = 0, \ V_{eff}(\phi) = V(\phi) - \frac{Z(\phi)}{4} F^2 - \frac{W(\phi)}{4} F \wedge F$$

(5.1)

The equations and details about the calculations are given in appendix E, while the perturbations around these solutions are presented in appendix H. There are magnetic phases both at zero and non-zero charge density on AdS$_2 \times$ R$^2$ space-time. There are instabilities coming from the scalar field, depending on the values of the second derivatives of the coupling functions.

For the rest of this section we use the following convention: We define $F_* = F(\phi^*)$, where $F(\phi)$ is an arbitrary function of $\phi$. 

5.1 Neutral solution on AdS$_4$

We first consider the simplest case, in which both the electric and magnetic fluxes are zero ($q = 0 = h$). In this case the scalar settles to a constant $\phi_*$ which extremizes the value of the scalar potential $V$.

$$V_*' = 0 \quad (5.2)$$

This case has been recently studied in [5]. The leading order solution corresponds to a pure Einstein theory with a cosmological constant. Since there is no charge density the solution must be scale invariant ($z = 1$). Indeed, when the value of $V_*$ is non-zero we have an AdS$_4$ geometry:

$$ds^2 = \frac{L^2}{r^2} (-dt^2 + dr^2 + dx_i dx^i), \quad L^2 = \frac{6}{V_*} \quad (5.3)$$

With the IR located at $r \rightarrow \infty$. Turning on the gauge field in this background we obtain

$$A_t = \mu + A_1 r \quad (5.4)$$

The second term creates a constant non-zero electric flux in the IR at the cost of a relevant deformation. There is also a pair of modes coming from the scalar field perturbations (see appendix H), one of which is always relevant, while the other is relevant only if $V_*'' > 0$. In addition these two modes become complex when $V_*'' > \frac{9}{4L^2}$ and the solution becomes dynamically unstable.

5.2 Electric/Magnetic solutions

Including a magnetic or electric field the equations force the function $C(r)$ (4.5) to be a fixed constant (see appendix E). The geometry is the same for all the following solutions, but the value $\phi_*$ that the scalar assumes and the behavior of the charge density differ. The general solution for the metric has been found (in appendix E) and is studied in the next subsection 5.2.1.

5.2.1 Geometry of general solution

The general solution for the metric is the following:

$$ds^2 = L^2 \left( -\frac{f(r)}{r^2} dt^2 + \frac{dr^2}{f(r) r^2} \right) + C_0 dx_i dx^i \quad (5.5)$$

where

$$f(r) = 1 + K_1 r + K_2 r^2, \quad C_0^2 = \frac{1}{2} L^2 E_*, \quad L^2 = \frac{1}{V_*}, \quad E = \frac{(q + hW)^2}{2} \quad \frac{Z}{Z}$$

The spatial coordinates of the field theory $x^i$ decouple from the radial and temporal coordinates. The coordinates $x^i$ enjoy rotational and translational symmetries, but not scaling symmetry.
The UV is located at $r \to 0$ where the geometry is asymptotically $\text{AdS}_2 \times \mathbb{R}^2$. Additionally, the metric is $\text{AdS}_2 \times \mathbb{R}^2$ for every value of $r$ if $K_1 = K_2 = 0$. The latter case has been studied in [5]:

$$ds^2 = L^2 \left( \frac{-dt^2 + dr^2}{r^2} \right) + C_0 dx_i dx^i$$  \hspace{1cm} (5.7)

Time scales the same way as the radial coordinate, however the spatial part does not scale.

The IR is located at $r \to \infty$ where the behavior of the metric depends on the two integration constants $K_1, K_2$. The scalar curvature is independent of the integration constants $K_1, K_2$ and equal to $-\frac{2}{L^2}$. This means that, in principle, we can transform the metric to $\text{AdS}_2 \times \mathbb{R}^2$. However in some cases the transformation is singular and the metric contains a black hole. We consider different cases depending on the behavior of the function $f(r)$. The function $f(r)$ is a quadratic polynomial with discriminant $\Delta = K_1^2 - 4K_2$. We distinguish the following cases regarding $\Delta$ and we focus on the $\text{AdS}_2$ component of the metric:

- $\Delta > 0$: $f(r)$ has two real roots $r_h^\pm = \frac{K_1 \pm \sqrt{\Delta}}{2}$. In this case we have an $\text{AdS}_2$ black hole with two horizons: the inner horizon is located at $r_h^-$ and the outer at $r_h^+$:

$$ds^2 = L^2 \left( \frac{-K_2(r - r_h^-)(r - r_h^+)}{r^2} dt^2 + \frac{dr^2}{K_2(r - r_h^-)(r - r_h^+)^2} \right) \hspace{1cm} (5.8)$$

- $\Delta = 0$: This is the extremal limit of the previous case, where the two horizons coincide. We can get rid of the horizons with a simple redefinition of the radial coordinate:

$$ds^2 = \frac{l^2}{u^2} (-dt^2 + du^2) \hspace{1cm} (5.9)$$

where $u = \frac{2r}{2 + K_1 r}$. The metric is $\text{AdS}_2$ and has zero temperature.

- $\Delta < 0$: In this case $f(r)$ has no real roots. We can transform the metric to $\text{AdS}_2$ (see appendix E):

$$ds^2 = \frac{\tilde{L}^2}{\cos^2 u} (-d\tau^2 + du^2) \hspace{1cm} (5.10)$$

5.2.2 Magnetic solution at zero charge density

The simplest magnetic solution is obtained by setting $q = 0, W = 0$. In this case we have a magnetic field at zero charge density. The scalar field settles to a value $\phi_*$ that, instead of the scalar potential $V$, extremizes the effective potential (4.4) which reads:

$$V_{eff}'(\phi_*) = V_*' - \frac{Z_*'}{Z_*} = 0 \hspace{1cm} (5.11)$$
5.2.3 Magnetic solution at finite charge density

We now study the magnetic solution at finite charge density which is obtained when \( q = 0, \ W \neq 0 \). In this case the effective potential reads:

\[
V'_{\text{eff}}(\phi_*) = V' - V_* \frac{M'}{M_*} = 0
\]  \hspace{1cm} (5.12)

Where

\[
M_* = Z_* + \frac{W^2_*}{Z_*}
\]  \hspace{1cm} (5.13)

The value of the scalar does not depend on the value of the magnetic field, \( h \).

When \( W \) is non-zero there is a finite charge density:

\[
A_t = \mu - \frac{Q}{r}, \quad \mu = \text{constant}, \quad Q^2 = \frac{2W^2_*}{V_*Z_*(W^2_* + Z^2_*)}
\]  \hspace{1cm} (5.14)

The charge density, \( Q \), is fixed by the equations and is independent of the magnetic field. It depends only on the values of the coupling functions at \( \phi_* \). When \( W_* = 0 \) the charge density is zero.

5.2.4 Electric solution at finite charge density

In this case we only have an electric field (\( h = 0 \)). This case is the electric dual of the solution 5.2.2 with \( W = 0 \) and has been studied in [5]. The scalar field settles to a value \( \phi_* \) that extremizes the effective potential:

\[
V'_{\text{eff}}(\phi_*) = V' + V_* \frac{Z'_*}{Z_*}
\]  \hspace{1cm} (5.15)

The solution is again \( \text{AdS}_2 \times \mathbb{R}^2 \) with finite charge density:

\[
A_t = \mu - \frac{Q}{r}, \quad \mu = \text{constant}, \quad Q^2 = \frac{2}{V_*Z_*}
\]  \hspace{1cm} (5.16)

The density is again fixed by the equations and is independent of the electric flux. It depends only on the values of the coupling functions at \( \phi_* \). In this purely electric solution there is always a non-zero charge density, since \( Q \) cannot be zero.

5.2.5 Dyonic solution at zero/finite charge density

We now consider the most general solution with finite electric and magnetic fluxes (\( q \neq 0, \ h \neq 0 \)). This is the electromagnetic dual of case 5.2.2 with \( W \neq 0 \). In this case, the scalar field settles to a value \( \phi_* \) that extremizes the effective potential:

\[
V'_{\text{eff}}(\phi_*) = V' - \frac{E'}{E_*}V_*
\]  \hspace{1cm} (5.17)
Where

\[ E_* = h^2 Z_* + \frac{(q + hW_*)^2}{Z_*} \]  \hspace{1cm} (5.18)

The value \( \phi_* \) that the scalar assumes now depends on the values of the electric (\( q \)) and magnetic (\( h \)) fluxes.

The charge density is now given by:

\[ A_t = \mu - \frac{Q}{r}, \quad \mu = \text{constant}, \quad Q^{-2} = \frac{V_* Z_*}{2} \left( 1 + \left( \frac{hZ_*}{q + hW_*} \right)^2 \right) \]  \hspace{1cm} (5.19)

The charge density is again fixed, however in contrast with all the previous cases it now depends on the value of the magnetic field, \( h \).

Consider now the special case \( q + hW_* = 0 \). The effective potential reads:

\[ V'_{\text{eff}}(\phi_*) = V'_* - \frac{Z'_*}{Z_*} V_* \]  \hspace{1cm} (5.20)

and is independent of \( q, h \). The charge density, \( Q \), is now zero. This means that when the magnetic field assumes the specific value \( h = -\frac{q}{W_*} \) in terms of the electric flux, the charge density, \( Q \), vanishes.

### 6. Running Scalar Solutions

We now assume that the scalar field runs logarithmically \( \phi = \phi_0 + a \log(r) \) to \( \pm \infty \) in the IR and that asymptotically the coupling functions behave as:

\[ Z(\phi) = Z_0 e^{\gamma \phi}, V(\phi) = V_0 e^{-\delta \phi}, W(\phi) = e^{\chi \phi} \]  \hspace{1cm} (6.1)

We first consider the pure EMD theory discarding the PQ term \( F \wedge F \) of the action. This theory has already been studied in the past, [5], [7],[40], however our ansatz is slightly different, as it also contains a magnetic field. The solutions come in pairs, due to the electromagnetic duality of the EMD theory.

We then consider the case with intrinsic parity violation, where we keep all the terms of the action. In general we expect new solutions.

We study metrics with a dynamical exponent \( z \) and a hyperscaling violating exponent \( \theta \):

\[ ds^2 = -r^{\theta - 2z} dt^2 + B_0 r^{\theta - 2} dr^2 + r^{\theta - 2} (dx_1^2 + dx_2^2) \]  \hspace{1cm} (6.2)

while for the gauge field we assume

\[ A_t = \mu + A_0 r^{\zeta - z} \]  \hspace{1cm} (6.3)

The triplet of critical exponents \( (\theta, z, \zeta) \) determines the geometry and the behavior of the charge density and is, in turn, determined by the exponents \( \gamma, \delta, \chi \) that appear
in the asymptotic behavior of the coupling functions. The constants $\mu, Q$ correspond to the chemical potential and charge density of the dual QFT respectively.

The solutions with $V$ subleading in the IR were also found. Such solutions are problematic because not only are there important parameters that cannot be fixed, but also the IR is never well-defined for any values of the exponents $\gamma, \delta$. It is not known if they are able to describe real physical systems, however we present them in appendix G for completion.

6.1 Scaling solutions without intrinsic P-violation

In this section we present the running scalar solutions of the EMD theory ignoring the PQ term ($W = 0$). The charge density in this case is closely related to the electric flux. Solutions with an electric flux always have a finite charge density, while solutions without electric flux always have zero charge density. We find a neutral and an electric solution which have been recently studied in [5]. We also find the magnetic dual of the electric solution. They are connected by $\gamma \rightarrow -\gamma$, $q^2/|Z_0| \leftrightarrow h^2|Z_0|$. In the special case $\gamma = 0$ we have a dyonic solution which is electromagnetically self-dual.

6.1.1 Neutral solution

In this case the gauge field is zero and the Lorentz invariance of the field theory is restored ($z = 1$). This solution has been studied in the past, [5],[7],[11],[40].

\[
ds^2 = r^\theta \left( -dt^2 + B_0 dr^2 + dx_i dx^i \right) r^2, \quad e^{\phi} = e^{\phi_0} r^{\sqrt{\theta(\theta-2)}}
\]

\[\theta = \frac{2\delta^2}{\delta^2 - 1}, \quad z = 1, \quad B_0 = \frac{2e^{\delta \phi_0}}{V_0} \frac{3 - \delta^2}{(\delta^2 - 1)^2} \]  

(6.4)

The thermal entropy of the field theory for small temperatures scales as:

\[
S \sim T^{\frac{2-\theta}{2-\delta^2}} \sim T^{1-\frac{2}{\delta^2}}
\]  

(6.5)

When the exponent is negative the field theory has a mass gap, [7].

Turning on the t-component of the gauge field in this background we find

\[
A_t = \mu + A_1 r^{1-\gamma \sqrt{\theta(\theta-2)}}
\]

with $A_1 \sim q$. The second term creates a constant finite electric flux in the IR when $q \neq 0$.

The singularity is always located in the IR. However the location of the IR (as well as the behavior of the entropy) depends on the value of $\delta$:

- $\delta^2 < 1$: The IR is located at $r \rightarrow \infty$. The entropy scales with a positive power of $T$ and vanishes at zero temperature. In the special case $\delta = 0$ we arrive at the AdS$_4$ solution with constant scalar (in section 5.1). According to [7] the spectrum of the theory is continuous without a mass gap.
• $\delta^2 = 1$: The geometry is AdS$_4$ with constant scalar (same as section 5.1). The thermal entropy scales as $\sim T^2$.

• $1 < \delta^2 < 3$: The IR is located at $r \rightarrow 0$. The thermal entropy scales with a negative power of temperature and becomes very large for zero temperature. The boundary theory has a discrete spectrum with a mass gap, [40], [7].

• $\delta^2 = 3$: This value can only be reached by letting $V$ be subleading. The solution is presented in appendix G.

• $\delta^2 > 3$: These values are singular since the r-coordinate becomes time-like. They are forbidden by the Gubser bound [3].

6.1.2 Magnetic solution at zero charge density

In this case the magnetic field is finite and the electric flux is zero. The Lifshitz exponent now depends on the parameters $\gamma, \delta$.

\[ ds^2 = -r^{\theta-2}dt^2 + r^{\theta-2} (B_0 dr^2 + dx_i dx^i), \quad e^\phi = e^{\phi_0} r^{\theta/\delta} \]
\[ \theta = \frac{4\delta}{\delta - \gamma}, \quad z = \frac{3\delta^2 - \gamma^2 + 2\gamma\delta - 4}{\delta^2 - \gamma^2} \]
\[ B_0 = (2 + z - \theta) \left( \frac{1 + z - \theta}{V_0} \right)^{\frac{\gamma}{4\pi}} \left( \frac{z - 1}{h^2 Z_0} \right)^{\frac{4}{4\pi}}, \quad e^{(\gamma+\delta)\phi_0} = 2 \frac{z - 1}{1 + z - \theta h^2 Z_0} \]

The thermal entropy of the field theory scales at low temperatures as

\[ S \sim T^{2-\theta} \sim T^{\frac{2(\gamma+\delta)^2}{2(\gamma-\delta)\delta^2 + 4}} \] (6.8)

According to [7] a negative exponent indicates an unstable black hole, as the entropy becomes very large at extremality. It also indicates that the field theory may have a discrete spectrum with a mass gap, [20]. There is a finite entropy at extremality in the special case $\gamma = -\delta$, which corresponds to an AdS$_2 \times \mathbb{R}^2$ space-time according to [5]. The parameter values for which the exponent is negative are plotted in figure 3.

When the magnetic flux becomes zero ($z = 1 \Rightarrow \gamma \delta = 2 - \delta^2$) we arrive at the previous case 6.1.1. In the special case $\delta = 0$ the metric becomes Lifshitz and the exponent of the entropy is positive for any $\gamma$. We can also arrive at a conformally Rindler metric when $z = 0$. This corresponds to the curves $(\gamma - \delta)^2 = 4(\delta^2 - 1)$ on the $\delta - \gamma$ plane. These curves separate the thermodynamically stable and unstable regions on the $\delta - \gamma$ plane. The behavior of the entropy in these cases is not known and needs to be studied further. What can be done in this case is discussed in [20], [67].
The region of validity of the magnetic solution 6.1.2 is shown above. Within the light blue area $r \rightarrow 0$ while in the dark blue area $r \rightarrow \infty$. The solution is valid for $r \rightarrow \infty$ only if the electric flux is zero to all orders (see appendix F). The diagonals $\gamma = -\delta, \gamma = \delta$ correspond to $\text{AdS}_2 \times \mathbb{R}^2$ and conformally $\text{AdS}_2 \times \mathbb{R}^2$ geometries respectively. The singularity is in most cases located in the IR, except for the values within the purple area. In the light red area the entropy scales with a negative power of temperature, which indicates that the field theory may have a mass gap. $A'_t$ is relevant within the green area and irrelevant everywhere else.

Turning on the t-component of the gauge field in this background we obtain:

$$A_t = \mu + A_1 r^{2-z-\theta^2/2} \tag{6.9}$$

The amplitude is proportional to $A_1 \sim q$. The region of the parameter space where $A'_t$ is relevant is shown in figure 3.

We now consider the cases $\delta = \pm \gamma$, [5], which make the exponents $\theta, z$ blow up:

- $\gamma = -\delta$: In this case $z \rightarrow \infty$ while $\theta$ remains finite. Changing the radial coordinate $r^2 = \rho$ we obtain $\text{AdS}_2 \times \mathbb{R}^2$ geometry with constant scalar.
• $\gamma = \delta$: In this case $z \to \infty$, $\theta \to \infty$, while their ratio $\frac{\theta}{z} = \lambda$ is finite. After changing the radial coordinate $r^2 = \rho$ the metric becomes:

$$ds^2 = \rho^\lambda \left( \frac{d\rho^2 - dt^2}{\rho^2} + dx_i dx^i \right)$$  \hspace{1cm} (6.10)

which is conformally $\text{AdS}_2 \times \mathbb{R}^2$. This solution has some interesting properties and has been named semi-locally critical [5].

### 6.1.3 Electric solution at finite charge density

In this case the electric flux is finite and the magnetic field is zero. This case has been studied in the past [5],[7],[40]. This is the electric dual of case 6.1.2 with $W = 0$, which means that the geometry and scalar of this solution can be obtained with the duality transformation $\gamma \to -\gamma, \ h^2 Z_0 \to q^2 / Z_0$. The analysis of this solution is analogous to 6.1.2. The only difference is that there is no magnetic field and the charge density is now non-zero.

$$A_t = \mu + q^{\frac{\gamma}{\delta}} \sqrt{\frac{(2z - 2) \frac{2\gamma-\delta}{\gamma-\delta} (1 + z - \theta) \frac{\gamma}{\delta-\gamma} Z_0^{\frac{\delta}{\delta-\gamma}} \rho^{\theta - 2 - z}}{V_0^{\frac{\delta}{\delta-\gamma}} (2 + z - \theta)}}$$

$$\theta = \frac{4\delta}{\delta + \gamma}, \quad z = \frac{3\delta^2 - \gamma^2 - 2\gamma\delta - 4}{\delta^2 - \gamma^2}$$  \hspace{1cm} (6.11)

The charge density assumes a value proportional to a power of the electric flux:

$$A_0 \sim q^{\frac{\gamma}{\delta}} \sim q^{\frac{4-\theta}{3(\gamma-\delta)}}$$  \hspace{1cm} (6.12)

The entropy of the field theory scales at low temperatures as

$$S \sim T^{\frac{2-\theta}{z}} \sim T^{\frac{2(\gamma-\delta)^2}{\gamma^2 + 2\gamma\delta - 3\delta^2 + 4}}$$  \hspace{1cm} (6.13)

The sign of the exponent is plotted in figure 4.
Figure 4: The region of validity of the electric solution 6.1.3 is shown above. Within the light blue area $r \to 0$ while in the dark blue $r \to \infty$. The solution is valid in the dark blue area only if the magnetic field is zero to all orders (see appendix F). In the light red area the IR is still at $r \to 0$, but the entropy scales with a negative power of temperature, which means that the boundary theory has a mass gap.

6.1.4 Dyonic solution at finite charge density

In the leading order solution both electric and magnetic fluxes are finite if $Z$ is constant, which means that $\gamma = 0$, if we require the scalar field to run to infinity. This solution is electromagnetically self-dual.

\[
\begin{align*}
\quad & ds^2 = -r^{4-2z} dt^2 + r^2 \left( B_0 dr^2 + dx_i dx^i \right), \quad e^\phi = e^{\phi_0} r^{4/\delta}, \quad A_t = \mu + \sqrt{\frac{2(z-1)}{Z_0(2 + z - \theta)}} r^{\zeta-z} \\
\theta &= 4, \quad z = \frac{3\delta^2 - 4}{\delta^2}, \quad \zeta = 2 \\
B_0 &= (2 + z - \theta)(z-1) \frac{2Z_0}{q^2 + h^2 Z_0^2}, \quad e^{\phi_0} = 2 \frac{z-1}{1 + z - \theta} \frac{V_0 Z_0}{q^2 + h^2 Z_0^2} \\
\end{align*}
\]

(6.14)
The charge density in this case is not affected by the existence of the magnetic field. However when the charge density is zero \((z = 1)\) both the electric flux and the magnetic field must be zero.

The IR is located at \(r \to 0\) if \(\delta^2 < 2\). Values \(2 < \delta^2 < 4\) are forbidden by the null energy condition (appendix D), while values \(\delta^2 > 4\) are forbidden by the Gubser bound. The singularity is always located at \(r \to 0\).

The entropy of the field theory scales at low temperatures as

\[
S \sim T^{2/\delta - 1/2-\delta^2} \sim T^{2/\delta - 1/2-\delta^2/36}
\]

(6.15)

For \(\delta^2 < \frac{1}{3}\) the entropy scales with a positive power of temperature. When \(\frac{1}{3} < \delta^2 < 2\) the exponent is negative and the dual field theory may be gapped, [20].

Now consider the case \(\delta = 0\) in which \(z \to \infty\). Redefining the radial coordinate as: \(r^z = \rho\) we obtain an \(\text{AdS}_2 \times \mathbb{R}^2\) space-time with constant scalar:

\[
\begin{align*}
&ds^2 = \frac{1}{\rho^2} (-dt^2 + B_0 d\rho^2) + dx_i dx^i, \quad B_0 = \lim_{z \to \infty} \frac{B_0}{z^2} = \frac{1}{V_0} \\
&\phi = e^{\phi_0} r^{\theta/\delta}, \quad A_t = \mu + A_0 r^{\zeta - z}
\end{align*}
\]

(6.16)

6.2 Scaling solutions with intrinsic P-violation

In this section we study solutions with \(W \neq 0\). When \(W\) is subleading we obtain the same leading order solutions studied in the previous section. We correct these cases to first order of \(W\) by including a subleading term in appendix H.5. In the present section we study the solutions when \(W\) participates in the equations to leading order.

6.2.1 Dyonic solution at zero/finite charge density

There is a dyonic solution when \(W\) is constant and leading \((\chi = 0)\) in the IR. This is the electromagnetic dual of solution 6.1.2 with \(W \neq 0\).

\[
\begin{align*}
&ds^2 = -r^{\theta - 2z} dt^2 + r^{\theta - 2} (B_0 dr^2 + dx_i dx^i), \quad e^\phi = e^{\phi_0} r^{\theta/\delta}, \quad A_t = \mu + A_0 r^{\zeta - z} \\
&\theta = \frac{4\delta}{\delta + \gamma}, \quad z = \frac{3\delta^2 - \gamma^2 - 2\gamma\delta - 4}{\delta^2 - \gamma^2}, \quad \zeta = \theta - 2 \\
&B_0 = (2 + z - \theta) \left( \frac{1 + z - \theta}{V_0} \right)^{\frac{\gamma}{\delta - \gamma}} \left( \frac{2(2 - 1)Z_0}{(q + h W_0)^2} \right)^{\frac{\delta}{\delta - \gamma}}, \quad e^{(\delta - \gamma)\phi_0} = 2 \frac{z - 1}{1 + z - \theta} \frac{V_0 Z_0}{(q + h W_0)^2} \\
&A_0 = (q + h W_0) \left( \frac{2z - 2}{V_0} \right)^{\frac{\gamma}{\delta - \gamma}} \sqrt{\frac{(2z - 2)^{2\gamma - \delta} (1 + z - \theta)^{\gamma} Z_0^{\gamma - \delta}}{V_0^{\gamma - \delta} (2z - 2)}}
\end{align*}
\]

(6.17)

The values of the scalar and the charge density both depend on the electric and magnetic fluxes. The values of the exponents \(\theta, z, \zeta\) are the same as in case 6.1.3. The analysis of this solution is identical to case 6.1.3, however this solution shows an interesting behavior when \(z = 1\) which we will now consider. Setting \(z = 1\) (which is equivalent to setting \(\gamma = \delta - 2/\delta\)) in the above equations we obtain:
\[ ds^2 = r^\theta \left( -dt^2 + B_0 dr^2 + dx_i dx^i \right), \quad e^\phi = e^{\phi_0 r^{\theta/\delta}} \]

\[ \theta = \frac{2\delta^2}{\delta^2 - 1}, \quad z = 1, \quad B_0 = \frac{2e^{\delta\phi_0}}{V_0} \frac{3 - \delta^2}{(\delta^2 - 1)^2}, \quad q + h W_0 = 0 \]

This is the generalization of the neutral solution studied in section 6.1.1 when \( W \neq 0 \). The important difference is that instead of \( q = h = 0 \) we have the less strict requirement \( q + h W_0 = 0 \). This is satisfied, of course, when both \( q, h \) are zero, but it is also satisfied for non-zero values of \( q, h \). The important conclusion is that when the magnetic field assumes a specific value in terms of the electric flux \( h = -\frac{q}{W_0} \) the charge density vanishes. This behavior also appears in the constant scalar case 5.2.5 on an \( \text{AdS}_2 \times \mathbb{R}^2 \) background.

### 6.2.2 Magnetic solution at finite charge density

In this case \( W \) participates in the leading order solution and \( \chi \) is free. This is a stable magnetic quantum critical line, characterized by 3 exponents \( (\gamma, \delta, \chi) \). In previous cases the conductivity exponent, \( \zeta \) was dependent on the hyperscaling violating exponent \( \theta \). In this case the 3 exponents \( (z, \theta, \zeta) \) are completely independent from each other.

\[ ds^2 = -r^{\theta-2z} dt^2 + r^{\theta-2} \left( B_0 dr^2 + dx_i dx^i \right), \quad e^\phi = e^{\phi_0 r^{\theta/\delta}}, \quad A_t = \mu + A_0 r^{\zeta-z} \]

\[ \theta = \frac{4\delta}{\gamma + \delta - 2\chi}, \quad z = \frac{3\delta^2 - (\gamma - 2\chi)^2}{\delta^2 - (\gamma - 2\chi)^2}, \quad \zeta = 2 - \frac{\delta}{\gamma + \delta - 2\chi} \]

\[ e^{(\delta+2\chi-\gamma)\phi_0} = \frac{2}{1 + z - \theta h^2 W_0^2}, \quad B_0 = \left( 1 + z - \theta h^2 W_0^2 \right)^{\frac{2\chi}{2+2\chi}} \left( 2 + z - \theta \right) \left( \frac{2(z - 1) Z_0}{h^2 W_0^2} \right)^{\frac{4}{2+2\chi}} \]

\[ A_0 = \frac{h^{\frac{7+2\chi}{\zeta - z}}}{\sqrt{(2z - 2)^\frac{2\chi - 2\chi - \gamma}{\gamma - 2\chi} (2 + z - \theta)^\frac{7-\delta-2\chi}{7-2\chi}}} \left( \frac{V_0}{W_0^2(1 + z - \theta)} \right)^{\frac{7-2\chi}{7-\delta-2\chi}} Z_0^{\frac{\delta+2\chi}{\gamma - 2\chi}} \]

\[ (6.19) \]

The entropy at low temperatures scales as:

\[ S \sim T^{\frac{2}{\theta}} \sim T^{\frac{2\chi}{2+\chi^2 + 2\chi - 3\delta^2 - 4\chi(\gamma + \delta)}} \]

\[ (6.20) \]

For values of \( \chi : \frac{7+\delta}{2} - \sqrt{\delta^2 - 1} < \chi < \frac{7+\delta}{2} + \sqrt{\delta^2 - 1} \) the entropy scales with a negative power of temperature and the boundary theory may have a mass gap, [20],[7]. The charge density is fixed and proportional to a power of the magnetic field

\[ A_0 \sim h^{\frac{7}{2+2\chi - \gamma}} \sim h^{\frac{\theta - 2\delta}{2(\theta - 2)}} \]

\[ (6.21) \]

which shows a similarity to the studies of [8].
The parameter $\chi$ must obey a constraint for this solution to be valid in the IR. This constraint comes from the requirement that $W/Z \to \infty$ in the IR (for details see appendix F) and is the following:

$$(\gamma + \delta - 2\chi)(\chi - \gamma) > 0, \quad r \to \infty \quad (6.22a)$$

$$(\gamma + \delta - 2\chi)(\chi - \gamma) < 0, \quad r \to 0 \quad (6.22b)$$

The behavior of $W \sim r^{a\chi}$ in the IR depends on the value of $\chi$ relative to the other two exponents $\gamma, \delta$.

- $\chi(\chi - \gamma + \delta) < 0$: Then $W \to \infty$ if $r \to \infty$ and $W \to 0$ if $r \to 0$.

- $\chi(\chi - \gamma + \delta) > 0$: Then $W \to 0$ if $r \to \infty$ and $W \to \infty$ if $r \to 0$.

When the integration constant $q$ (4.7) is non-zero we must require $W \to \infty$ in the IR and we have an additional constraint. However $q$ does not appear in the leading order solution. When $q = 0$ this constraint can be evaded.

When $\chi$ assumes specific values we arrive at some interesting cases:

- $\chi = \gamma, \quad W_0 = Z_0$: We obtain the magnetic solution of section 6.1.2.

- $\chi = 0, \quad hW_0 \to q$: In this case we obtain the electric solution of section 6.1.3.

- $\chi = \frac{2 + \gamma \delta - \delta^2}{2\delta}$ In this case ($h = 0 = A_0 \to z = 1$) we obtain the neutral solution of section 6.1.1.

- $\chi \to \infty$: In this case we arrive at the neutral AdS$_4$ solution with constant scalar of section 5.1.

- $\chi = \frac{\gamma - \delta}{2}$: In this case $z \to \infty$ while $\theta$ is finite. Redefining the radial coordinate $r^z = \rho$ the geometry becomes AdS$_2 \times R^2$ with constant scalar. Also the entropy (6.20) is constant and independent of the temperature. We have a finite entropy at extremality.

- $\chi = \frac{2 + \gamma \delta}{2}$: In this case $\theta, z \to \infty$, while their ratio is constant. Redefining the radial coordinate $r^z = \rho$ the geometry becomes conformally AdS$_2 \times R^2$. This is the semi-locally critical solution which appeared in [5] in the absence of magnetic fields.

- $\chi = \frac{2 + \delta}{2} \pm \sqrt{-1 + \delta^2}$: In these cases $z = 0$ and the space-time is conformally Rindler. The curves corresponding to this case separate the thermodynamically stable and unstable regions in the $\delta - \gamma$ plane. The formula for the entropy (6.20) no longer holds in this case and further studies are required, [20], [67].
Studying the linear perturbations around this solution we find two pairs of modes summing to \(2+z-\theta\). The first pair corresponds to the finite temperature perturbation and the marginal perturbation, the latter of which can be absorbed by rescaling the coordinates. The other pair of modes \(b_\pm\) are non-universal and also sum to \(2+z-\theta\). Their forms are not very enlightening and are presented in section H.2 of appendix H. In the same section we argue that one of these two modes is always relevant, while the other is always irrelevant. The values of \(z, \theta\) which make \(b_\pm\) complex are forbidden by combining the null-energy condition D.2 and the conditions for a well-defined IR (see appendix B), which shows that this solution is never dynamically unstable.

Finally, in figure 5 we present the region of the \(\gamma - \delta\) plane where this solution is valid as well as the location of the IR for various values of \(\chi\). The constraints used are the following:

I **Null-energy condition:** The null-energy condition D is satisfied for 
\[(2 - 2z + \theta)(\theta - 2) \geq 0, \ (z - 1)(2 + z - \theta) \geq 0.\]

II **Well-defined IR:** The IR is well-defined (see appendix B) when 
\[(\theta - 2)(\theta - 2z) > 0 \text{ and is located at } r \to 0 \text{ if } 2 + z - \theta < 0 \text{ or at } r \to \infty \text{ if } 2 + z - \theta > 0.\]

III **W/Z \to \infty:** This combination must be leading in the IR in order to arrive at this solution. The constraint is given by (6.22).

IV **Space-like radial coordinate:** \(B_0\) must be positive which means 
\[(\theta - z - 2)(\theta - z - 1) > 0.\]

V **Real magnetic field:** We require \(h^2 > 0\) which translates to 
\[(z - 1)(1 + z - \theta) > 0.\]

VI **Real charge density** \(A_0\): This requirement gives 
\[(z - 1)(2 + z - \theta) > 0\] and is already satisfied if the null-energy condition holds.
Figure 5: The region of validity of the solution 6.2.2 is shown above in the $\delta - \gamma$ plane for various values of $\chi$. Within the light blue area the IR is located at $r_{IR} \to 0$ while in the dark blue it is located at $r_{IR} \to \infty$. For values within the light red area the field theory is expected to have a finite mass gap (as the entropy scales with a negative power of temperature, [20]).
7. Conclusion

In the constant scalar case in the absence of magnetic fields we confirmed previous studies, [5], which include a neutral phase on $\text{AdS}_4$ and a charged phase on $\text{AdS}_2 \times R^2$.

Turning on the magnetic field we obtain an $\text{AdS}_2 \times R^2$ geometry both at zero and finite charge density, which may contain a black hole with a pair of horizons. In both of the above cases there are RG instabilities coming from the scalar field. We also found a dyonic solution in which the charge density depends on the magnetic field. In this case the charge density vanishes for a specific value of the magnetic field.

In the running scalar case, in the absence of the PQ term ($W = 0$), we found the usual neutral and electric solutions studied in the past [5],[7],[11],[40] along with their magnetic duals. They are connected by the transformation $\gamma \rightarrow -\gamma, \ q^2 / Z_0 \leftrightarrow h^2 Z_0$. We also found a dyonic solution which is electromagnetically self-dual. In this case the magnetic field does not affect the value of the charge density.

When $W$ is constant and leading, we found a stable dyonic critical line in which the value of the charge density is affected by the presence of the magnetic field. The charge density vanishes when the magnetic field assumes a specific value in terms of the electric flux.

We also found a stable magnetic critical line at finite density characterized by three exponents ($\gamma, \delta, \chi$). In this case the charge density is proportional to a power of the magnetic field, which depends on the values of two critical exponents $\theta, \zeta$.
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Appendix

A. The anti-de Sitter space-time

The anti-de Sitter space is the maximally symmetric solution of the Einstein equations with a negative cosmological constant. Consider the Einstein-Hilbert action with a cosmological constant $\Lambda$ in $d+1$ dimensions:

$$S = \frac{1}{16\pi G_N} \int d^{d+1}x \sqrt{-\det g} (R - 2\Lambda) \quad (A.1)$$

By varying this action we obtain the following Einstein equations:

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = -\Lambda g_{\mu\nu} \quad (A.2)$$

Taking the trace we obtain the scalar curvature:

$$R = 2 \frac{d+1}{d-1} \Lambda \quad (A.3)$$

The scalar curvature is constant and its sign depends on the sign of the cosmological constant $\Lambda$. Since the scalar curvature is constant, the Ricci tensor is proportional to the metric, which means that the solution is an Einstein manifold. In Euclidean signature the solution with positive $\Lambda$ is the sphere $S^{d+1}$, the one with negative $\Lambda$ is the hyperbolic space $H^{d+1}$, while the one with $\Lambda = 0$ is the flat space $R^{d+1}$. In Minkowskian signature, the maximally symmetric solution with positive $\Lambda$ is called the de-Sitter ($dS^{d+1}$) spacetime, the one with negative $\Lambda$ is the anti-de-Sitter ($AdS^{d+1}$) and the one with $\Lambda = 0$ is the Minkowski space.

The spaces above can be defined from a $d+2$ dimensional flat space via a quadratic constraint. We are interested in the $AdS$ case, which can be defined from $R^{2,d}$ space [6]

$$ds^2 = -dX_0^2 - dX_{d+1}^2 + \sum_{i=1}^{d} dX_i^2 \quad (A.4)$$

as a hyperboloid of radius $L$ via the condition:

$$X_0^2 + X_{d+1}^2 - \sum_{i=1}^{d} X_i^2 = L^2 \quad (A.5)$$

It is obvious from this condition that $AdS_{d+1}$ has isometry group $SO(2,d)$ and it is homogeneous and isotropic. The constraint (A.5) can be solved using the following parametrization, [6]:

$$X_0 = L \cosh(\rho) \cos(\tau), \quad X_{p+1} = L \cosh(\rho) \sin(\tau)$$
$$X_i = L \sinh(\rho) \Omega_i, \quad (i = 1, 2, ..., d, \quad \sum_{i=1}^{d} \Omega_i^2 = 1) \quad (A.6)$$
Substituting (A.6) into (A.4) we obtain the $AdS_{d+1}$ metric:

$$ds^2 = L^2(-\cosh^2(\rho)d\tau^2 + d\rho^2 + \sinh^2(\rho)d\Omega^2_{p-1})$$ (A.7)

where $d\Omega^2_{p-1}$ is the line element of the sphere $S^{p-1}$. Taking $\rho \in \mathbb{R}^+, \tau \in [0,2\pi)$ we cover the hyperboloid exactly once. Because of that these coordinates are called global. Since $\tau$ is periodic we have closed time-like curves. We can obtain a causal space-time by taking the universal cover, which means $\tau \in \mathbb{R}$.

There is another useful set of coordinates defined as, [1],[6]:

$$X_0 = \frac{u}{2} \left[ 1 + \frac{1}{u^2}(L^2 + \vec{x}^2 - t^2) \right], \quad X_i = \frac{Lx^i}{u}$$

$$X_d = \frac{u}{2} \left[ 1 - \frac{1}{u^2}(L^2 - \vec{x}^2 + t^2) \right], \quad X_{d+1} = \frac{Lt}{u}$$ (A.8)

which brings the metric to the form

$$ds^2 = \frac{L^2}{u^2}(-dt^2 + du^2 + d\vec{x}^2)$$ (A.9)

These coordinates are called Poincaré coordinates and they cover half the hyperboloid. The Poincaré symmetry of $t$, $x^i$ coordinates is now obvious, as well as the scale invariance: $t \rightarrow \lambda t$, $u \rightarrow \lambda u$, $x^i \rightarrow \lambda x^i$. In this coordinate system there is a boundary at $u = 0$. This is the coordinate system we use in this thesis.

Finally there is another metric, also called Poincaré metric, related to the previous one by the transformation $r = L^2/u$:

$$ds^2 = L^2 \left[ \frac{dr^2}{r^2} + r^2(-dt^2 + d\vec{x}^2) \right]$$ (A.10)

The boundary is located at $r = \infty$.

B. On Hyperscaling Violating metrics

Holography can be generalized to geometries which are not asymptotically AdS in the IR. Such a generalization is very useful in Condensed Matter (CM) physics. The category of Lifshitz theories is prime example. Such theories have a homogeneous scale invariant space characterized by the Lifshitz exponent, $z$:

$$t \rightarrow \lambda^z t, \quad x_i \rightarrow \lambda x_i$$ (B.1)

where $t$ is the time component and $x^i$ are the spatial components of the space-time.

The gravitational dual of a $(d+1)$-dimensional Lifshitz field theory can be defined on a metric with the same symmetry:

$$ds^2_{d+2} = -\frac{dt^2}{r^{2z}} + \frac{dr^2 + dR^2}{r^2}$$ (B.2)
where \(dR^2_d = \sum_{i=1}^{d} dx_i^2\) is the d-dimensional Euclidean metric.

The characteristic of this space-time is the anisotropy between time and space. This geometry is not a solution to a pure cosmological Einstein gravity, because there is nothing to produce such an anisotropy. One needs to couple gravity to other fields in order to obtain a Lifshitz metric. The Lifshitz geometry arises from an Einstein-Maxwell theory, where gravity is coupled to a gauge field.

There is a more general class of geometries which can be reached by also including a scalar field: they are solutions of an Einstein-Maxwell-Dilaton (EMD) theory. These metrics are conformal to Lifshitz and feature an extra parameter \(\theta\), called the ”Hyperscaling Violation” exponent:

\[
ds^2_{d+2} = r^{\frac{2\theta}{d-z}}(-\frac{dt^2}{r^{2z}} + \frac{dr^2 + dR^2_d}{r^2})
\]

This is the most general metric with homogeneous space and is invariant under the transformation:

\[
t \rightarrow \lambda t, \quad r \rightarrow \lambda r, \quad x_i \rightarrow \lambda x_i, \quad ds_{d+2} \rightarrow \lambda^{\theta} ds_{d+2}
\]

Obviously, when \(\theta\) is non-zero the proper distance is not invariant under the scaling, which indicates violation of hyperscaling in the dual (d+1)-dimensional theory, [42]. In a field theory dual to the geometry (B.3) (\(\theta = 0\)) the thermal entropy scales at low temperatures as \(T^d\) but in a field theory dual to (B.4) (\(\theta \neq 0\)) the entropy scales as \(T^{\frac{d}{d-\theta}}\). Therefore a theory with non-zero \(\theta\) has effectively \(d_{eff} = d - \theta\) dimensions at low temperature.

B.1 Properties

The hyperscaling violating metric is the most general metric with homogeneous space and is extremal (zero temperature),

\[
ds^2_{d+2} = r^{\frac{2\theta}{d-z}}(-\frac{dt^2}{r^{2z}} + \frac{dr^2 + dR^2_d}{r^2})
\]

The IR is located either at \(r = 0\) or \(r = \infty\), depending on the values of \(\theta, z, d\). According to appendix B of [5] for the IR to be well defined we require:

\[(\theta - d)(\theta - dz) > 0\] (B.6)

The IR is located at infinity if:

\[
\theta < d, \quad \theta < dz
\] (B.7)

and is located at \(r = 0\) if:

\[
\theta > d, \quad \theta > dz
\] (B.8)
In addition perturbations (appendix H) with a mode \(d + z - \theta\) in general have finite temperature according to appendix B of [5]. These modes should vanish in the UV, therefore in the IR we also require:

\[
\begin{align*}
  d + z - \theta &> 0, \quad r \xrightarrow{IR} \infty \quad (B.9a) \\
  d + z - \theta &< 0, \quad r \xrightarrow{IR} 0 \quad (B.9b)
\end{align*}
\]

The sign of \(\theta\) determines the location of the singularity. The Ricci and Kretschmann scalars are:

\[
\begin{align*}
  R &\propto r^{-2} \theta d, \quad R_{\mu\nu\rho\sigma} \propto r^{-4} \theta d (B.10)
\end{align*}
\]

Therefore if \(\theta = 0\) there are no singularities, if \(\theta > 0\) the singularity is located at \(r = 0\) and if \(\theta < 0\) it is located at infinity.

### C. Equations of motion and ansatz

We start with the action:

\[
S = M^2 \int d^4x \left[ \sqrt{-g} \left( R - \frac{1}{2} (\partial \phi)^2 + V(\phi) - \frac{1}{4} Z(\phi) F^2 \right) - W(\phi) F_{\mu\nu} \tilde{F}^{\mu\nu} \right], \quad \tilde{F}_{\mu\nu} = \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} F^{\rho\sigma}
\]

(C.1)

By varying the metric \(g_{\mu\nu}\), the gauge field \(A_\mu\) and the scalar field \(\phi\) we obtain respectively:

\[
R_{\mu\nu} - \frac{R + V(\phi)}{2} g_{\mu\nu} = \frac{1}{2} \partial_\mu \phi \partial_\nu \phi - \frac{g_{\mu\nu}}{4} (\partial \phi)^2 + \frac{Z(\phi)}{2} \left[ F_{\mu\rho} F_{\nu\rho} - \frac{g_{\mu\nu}}{4} F^2 \right] \quad (C.2a)
\]

\[
0 = \nabla_\mu \left( Z(\phi) F_{\mu\nu} + \frac{W(\phi)}{\sqrt{-g}} \tilde{F}^{\mu\nu} \right), \quad (C.2b)
\]

\[
\Box \phi = \frac{Z'(\phi)}{4} F^2 - V'(\phi) + \frac{W'(\phi)}{4\sqrt{-g}} \tilde{F}^2, \quad (C.2c)
\]

where

\[
\tilde{F}^2 = F_{\mu\nu} \tilde{F}^{\mu\nu}
\]

(C.3)

We will use the following radial ansatz for the metric and the scalar field

\[
ds^2 = -D(r) dt^2 + B(r) dr^2 + C(r) \left( dx_1^2 + dx_2^2 \right), \quad \phi(r)
\]

(C.4)

while for the gauge field components

\[
A_t(r), \quad A_r = 0, \quad A_1 = \frac{h}{2} x_2, \quad A_2 = -\frac{h}{2} x_1, \quad h = constant
\]

(C.5)

Substituting (C.4),(C.5) into (C.2) we obtain 4 Einstein equations with only 3 linearly independent (the last 2 equations are identical):
We can substitute \( A \) for \( \alpha \), and finally the scalar field equation:

\[
\phi'' + \phi' \left( \frac{C''}{C'} + 2 \frac{D'}{D} - \frac{B'}{2B} \right) = -B \partial_\phi V + \frac{h \sqrt{BD} A'_t}{C D} \partial_\phi W + \left( \frac{h^2 B}{2C^2} - \frac{A'^2}{2D} \right) \partial_\phi Z \quad (C.8)
\]

We can substitute \( A'_t \) from (C.7) into the Einstein and scalar equations of motion.

\[
\frac{\phi'^2}{C} + 2 \frac{C''}{C} = \left( \frac{D'}{D} + \frac{B'}{B} + \frac{C''}{C} \right) \frac{C'}{C} \quad (C.9a)
\]

\[
\frac{B}{C^2} \left( \frac{(q + hW)^2}{Z^2} + h^2 \right) Z = \frac{D''}{D} - \frac{C''}{C} + \frac{1}{2} \left( \frac{C'}{C} - \frac{D'}{D} \right) \left( \frac{B'}{B} + \frac{D'}{D} \right) \quad (C.9b)
\]

\[
BV + \frac{1}{4} \frac{B' C'}{B C} = \frac{1}{2} \left( \frac{D''}{D} + \frac{C''}{C} \right) - \frac{1}{4} \frac{D'}{D} \left( \frac{B'}{B} + \frac{D'}{D} - \frac{3}{4} \frac{C''}{C} \right) \quad (C.9c)
\]

\[
\phi'' + \phi' \left( \frac{C''}{C} + 2 \frac{D'}{2D} - \frac{B'}{2B} \right) = \frac{B}{2C^2} \partial_\phi \left( \frac{(q + hW)^2}{Z} + h^2 Z - 2C^2 V \right) \quad (C.10)
\]

In the running scalar case we are interested in hyperscaling violating solutions, therefore we use the following ansatz:

\[
D(r) = r^{\theta - 2z}, \quad B(r) = B_0 r^{\theta - 2}, \quad C(r) = r^{\theta - 2}, \quad A_t = A_0 r^{\theta - z} \quad (C.11)
\]

**D. Null-Energy Condition**

There are constraints on the exponents \( z, \theta \) stemming from the null-energy condition. This condition states that the contraction of the stress-energy tensor, \( T \) with a null-vector, \( N \) (a vector with zero length, \( N_\mu N^\mu = 0 \)), must be non-negative. We can use \( G_{\mu \nu} = T_{\mu \nu} \), where \( G \) is the Einstein tensor to obtain the easier-to-handle expression:

\[
T_{\mu \nu} N^\mu N^\nu \geq 0 \Rightarrow G_{\mu \nu} N^\mu N^\nu \geq 0 \quad (D.1)
\]
Using (C.11) we obtain the conditions:

\[(2 - 2z + \theta)(\theta - 2) \geq 0, \quad (z - 1)(2 + z - \theta) \geq 0\]  

(D.2)

The allowed values for \(z, \theta\) are given in the left figure of 6. Adding the conditions for a well-defined IR (see appendix B) we obtain the right figure of 6.

**Figure 6:** Left figure: Imposing only the null-energy condition\(^D.2\) the allowed values of \(z, \theta\) are within the black area. Right figure: Additionally we impose the conditions for well-defined IR. Within the gray area the IR is located at \(r \rightarrow \infty\) while in the black area the IR is located at \(r \rightarrow 0\).

### E. Constant scalar solutions

Setting \(\phi = \phi_\ast\) in (C.9) we obtain:

\[
2 \frac{C''}{C} = \left( \frac{D'}{D} + \frac{B'}{B} + \frac{C'}{C} \right) \frac{C'}{C} \quad \text{(E.1a)}
\]

\[
\frac{B}{C^2} \left( \frac{(q + hW_\ast)^2}{Z_\ast^2} + h^2 \right) Z_\ast = \frac{D''}{D} - \frac{C''}{C} + \frac{1}{2} \left( \frac{C'}{C} - \frac{D'}{D} \right) \left( \frac{B'}{B} + \frac{D'}{D} \right) \quad \text{(E.1b)}
\]

\[
BV_\ast + \frac{1}{4} \frac{B'C'}{BC} = \frac{1}{2} \left( \frac{D''}{D} + \frac{C''}{C} \right) - \frac{1}{4} \frac{D'}{D} \left( \frac{B'}{B} + \frac{D'}{D} - 3 \frac{C'}{C} \right) \quad \text{(E.1c)}
\]
While from the scalar equation (C.10) we have
\[
\partial_\phi \left( \left( \frac{q + hW}{Z} \right)^2 + h^2Z - 2C^2V \right) \bigg|_{\phi = \phi_*} = 0 \quad (E.2)
\]

Where \( V_*, Z_*, W_* \) is the value of \( V, Z, W \) at \( \phi = \phi_* \) respectively.

**E.1 Neutral solution**

We will look for solutions with \( q = 0 = h \). This case is equivalent to a pure Einstein-Dilaton theory and has already been studied in the past\(^5\). Setting \( q = 0 = h \) and \( \phi = \phi_* \) in (E.2) we obtain:

\[
\partial_\phi V(\phi_*) = 0 \quad (E.3)
\]

Therefore the scalar settles to a constant \( \phi_* \) which extremizes the value of the scalar potential \( V \).

Setting \( q = 0 = h \) and \( \phi = \phi_* \) in (C.9), the Einstein equations become:

\[
2 \frac{C''}{C} = \left( \frac{D'}{D} + \frac{B'}{B} + \frac{C'}{C} \right) \frac{C''}{C} \quad (E.4a)
\]
\[
\frac{C''}{C} - \frac{D''}{D} = \frac{1}{2} \left( \frac{C'}{C} - \frac{D'}{D} \right) \left( \frac{B'}{B} + \frac{D'}{D} \right) \quad (E.4b)
\]
\[
BV_* + \frac{1}{4} \frac{B' C'}{B C} = \frac{1}{2} \left( \frac{D''}{D} + \frac{C''}{C} \right) - \frac{1}{4} D' \left( \frac{B'}{B} + \frac{D'}{D} - 3 \frac{C'}{C} \right) \quad (E.4c)
\]

Looking for solutions of the form:

\[
ds^2 = L^2 r^{\theta - 2} (-dt^2 + dr^2 + dx_i dx^i) \quad (E.5)
\]

we obtain

\[
\theta(\theta - 2) = 0, \quad L^2 V_* r^\theta = (\theta - 2)(\theta - 3) \quad (E.6)
\]

from which we obtain

\[
\theta = 0, L^2 = \frac{6}{V_*}, \quad V_* \neq 0 \quad (E.7)
\]
\[
\theta = 2, \quad V_* = 0 \quad (E.8)
\]

**E.2 Dyonic solution**

We look for solutions with \( qh \neq 0 \) in general. We rewrite (E.2)

\[
\left( \frac{D'}{D} + \frac{B'}{B} + \frac{C'}{C} \right) \frac{C''}{C} = 2 \frac{C''}{C} \quad (E.9a)
\]
\[
\frac{1}{2} \left( \frac{C'}{C} - \frac{D'}{D} \right) \left( \frac{B'}{B} + \frac{D'}{D} \right) = \frac{B}{C^2 E_*} + \frac{C''}{C} - \frac{D''}{D} \quad (E.9b)
\]
\[
\frac{C'}{C} \left( \frac{C'}{2C} + \frac{D'}{D} \right) + \frac{B}{2C^2} E_* = BV_* \quad (E.9c)
\]
Where
\[ E_\ast = h^2 Z_\ast + \frac{(q + hW_\ast)^2}{Z_\ast} \] \hfill (E.10)

From the equation (E.2) we obtain
\[ C^2 = \frac{E'_\ast}{2V'_\ast} = \text{constant} \] \hfill (E.11)

Setting \( C' = C'' = 0 \) in (E.9) we are left with
\[ \frac{D''}{D} - \frac{1}{2} \frac{D'}{D} \left( \frac{B'}{B} + \frac{D'}{D} \right) = \frac{B}{C^2} E_\ast \] \hfill (E.12a)
\[ 2C^2 V_\ast = E_\ast \] \hfill (E.12b)

From (E.11) and (E.12b) we obtain
\[ V'_{\text{eff}}(\phi_\ast) = V'_\ast - \frac{E'_\ast}{E_\ast} V_\ast \] \hfill (E.13)

The only equation that remains is (E.12a) which using (E.12b) can be written as
\[ \frac{D''}{D} - \frac{1}{2} \frac{D'}{D} \left( \frac{B'}{B} + \frac{D'}{D} \right) = 2V_\ast B \] \hfill (E.14)

We use the gauge freedom stemming from the radial ansatz to set:
\[ D = \frac{L^2}{r^2} f(r), \quad B = \frac{L^2}{r^2 f(r)}, \quad L^2 = \frac{1}{V_\ast} \] \hfill (E.15)

The equation becomes
\[ r^2 f'' - 2r f' + 2f - 2 = 0 \]
with the general solution
\[ f(r) = 1 + K_1 r + K_2 r^2 \] \hfill (E.16)

The metric is therefore:
\[ ds^2 = L^2 \left( -\frac{f(r)}{r^2} dt^2 + \frac{dr^2}{f(r) r^2} \right) + C_0 dx_i dx^i \] \hfill (E.17)

With the transformation
\[ \rho = \frac{2 \arctan \sqrt{-\Delta}}{\sqrt{-\Delta}} \] \hfill (E.18)

the metric becomes:
\[ ds^2 = L^2 G(\rho)(-dt^2 + d\rho^2), \quad G(\rho) = \frac{-\Delta}{16 \cos^2 \left( \frac{1}{2} \sqrt{-\Delta} \rho + \arctan \left( \frac{\sqrt{-\Delta}}{K_1} \right) \right)} \] \hfill (E.19)
We transform again the radial coordinate and rescale the time coordinate as:

\[
 u = \frac{1}{2} \sqrt{-\Delta \rho} + \arctan\left(\frac{\sqrt{-\Delta}}{K_1}\right), \quad t = \frac{2\tau}{\sqrt{-\Delta}}, \quad \tilde{L} = L/\sqrt{2}
\] (E.20)

to obtain:

\[
 ds^2 = \frac{\tilde{L}^2}{\cos^2 u} (-d\tau^2 + du^2)
\] (E.21)

which is AdS\(_2\). Since the transformation involved \(\sqrt{-\Delta}\) it becomes singular when \(\Delta > 0\).

Plugging the solution into (C.7) we obtain:

\[
 A_t = \mu - \frac{Q}{r}, \quad Q^{-2} = \frac{V_\star Z_\star}{2} \left( 1 + \left( \frac{hZ_\star}{q + hW_\star} \right)^2 \right), \quad \mu = \text{constant}
\] (E.22)

**F. Running scalar in the IR**

We assume that the scalar field runs logarithmically in the IR and the coupling functions scale as:

\[
 V(\phi) = V_0 e^{-\delta \phi}, \quad Z(\phi) = Z_0 e^{\gamma \phi}, \quad W(\phi) = W_0 e^{\chi \phi}, \quad e^\phi = e^{\phi_0} r^a
\] (F.1)

Using the ansatz (C.11) with the Einstein equations (C.9) we obtain:

\[
 k_1 = a^2 \quad \text{(F.2a)}
\]

\[
 k_2 = B_0 r^{4-\theta} \left( h^2 Z + \frac{(q + hW)^2}{Z} \right) \quad \text{(F.2b)}
\]

\[
 k_3 = B_0 V r^\theta \quad \text{(F.2c)}
\]

where

\[
 k_1 = (\theta - 2)(\theta - 2z + 2), \quad k_2 = 2(1 - z)(\theta - z - 2), \quad k_3 = (\theta - z - 2)(\theta - z - 1) \quad \text{(F.3)}
\]

also from the gauge field equation (C.7) we obtain:

\[
 A_0(\zeta - z)r^{\zeta - 2} = \sqrt{B_0 \frac{(q + hW)}{Z}} \quad \text{(F.4)}
\]

We ignore the scalar equation because it always satisfied if the above equations are satisfied.
F.1 Solutions without intrinsic P-violation

In this section we ignore the parity violating term $F \wedge F$ of the action. We rewrite the above equations setting $W = 0$.

The Einstein equations are

\begin{align*}
  k_1 &= a^2 \\
  k_2 &= B_0 r^{4-\theta} \left( h^2 Z + \frac{q^2}{Z} \right) \quad (F.5a) \\
  k_3 &= B_0 V r^\theta \quad (F.5b) \\
  k_3 &= B_0 V r^\theta \quad (F.5c)
\end{align*}

the gauge field equation is

$$A_0 (\zeta - z) r^{\xi - 2} = \sqrt{B_0} \frac{q}{Z} \quad (F.6)$$

In equation (F.5b) there are two terms on the right hand side which depend on different powers of $r$ (because of the implicit $r$-dependence of $Z$). We have to consider cases depending on which one of those terms is leading in the IR limit. For that reason we distinguish 3 cases regarding $Z$. From (F.1) we see that $Z$ scales as $Z \sim r^{a\gamma}$. Depending on the sign of $a\gamma$ and whether the IR is located at 0 or $\infty$ we have the following cases:

I $Z \to 0$: Then $a\gamma > 0$ ($a\gamma < 0$) for $r \to 0$ ($r \to \infty$). In this case in leading order $h^2 Z + \frac{q^2}{Z} \to \frac{q^2}{Z}$.

This is the electric solution. This case can also be reached by setting $h = 0$ and the constraint on the sign of $a\gamma$ is evaded.

II $Z \to \infty$: Then $a\gamma < 0$ ($a\gamma > 0$) for $r \to 0$ ($r \to \infty$). In this case in leading order $h^2 Z + \frac{q^2}{Z} \to h^2 Z$

This is the magnetic solution. This case can also be reached by setting $q = 0$ and the constraint on the sign of $a\gamma$ is evaded.

III $Z \to Z_0 e^{\gamma \phi_0}$: Then $a\gamma = 0$. In this case both terms are of the same order $h^2 Z + \frac{q^2}{Z} \to h^2 Z_0 e^{\gamma \phi_0} + \frac{q^2}{Z_0} e^{-\gamma \phi_0}$

This case contains both electric and magnetic fields, however because the two terms are of the same order only if they are both constant we have the constraint $a\gamma = 0$.

Next we notice that in (F.5b), (F.5c) the left hand side is a constant and the right hand side is a function of $r$. The right hand sides can be leading or subleading in the IR. We have to further distinguish 4 subcases regarding the constants $k_2, k_3$

a $k_2 k_3 \neq 0$:

In this subcase all the terms are leading.
b $k_2 \neq 0, k_3 = 0$:
In this subcase the right hand side of (F.5c) is subleading. This corresponds to solutions with subleading scalar potential ($V \to 0$).

c $k_2 = 0, k_3 \neq 0$:
In this subcase the right hand side of (F.5b) is subleading. This corresponds to neutral solutions.

d $k_2 = 0 = k_3$:
In this subcase both right hand sides of (F.5c) and (F.5b) are subleading. This corresponds to neutral solutions with subleading scalar potential ($V = 0$). The geometry in this case does not depend on the parameters $\delta, \gamma$ of the theory.

F.1.1 Electric solutions

a $k_2 k_3 \neq 0$:
\[
\begin{align*}
a &= \frac{4}{\gamma + \delta}, & \theta &= \frac{4\delta}{\gamma + \delta}, & z &= \frac{3\delta^2 - \gamma^2 - 2\gamma\delta - 4}{\delta^2 - \gamma^2}, & \zeta &= \theta - 2 \\
B_0 &= \frac{k_3}{V_0}e^{\delta \phi_0}, & q^2 &= 2\frac{2 + \delta(\gamma - \delta)}{2 + \gamma(\gamma - \delta)}Z_0V_0e^{(\gamma - \delta)\phi_0}, & A_0 &= \frac{q\sqrt{B_0}}{Z_0(\theta - z - 2)}e^{-\gamma \phi_0}
\end{align*}
\]  
(F.7)

\[
\begin{align*}
a \gamma < 0, & \quad r \to \infty \\
a \gamma > 0, & \quad r \to 0
\end{align*}
\]  
(F.8)

b $k_2 \neq 0, k_3 = 0$:
\[
\begin{align*}
a &= \frac{2\gamma}{1 + \gamma^2}, & \theta &= 2 + \frac{2}{1 + \gamma^2}, & z &= \theta - 1, & \zeta &= \theta - 2 \\
B_0q^2 &= \frac{4Z_0e^{\gamma \phi_0}}{1 + \gamma^2}, & A_0 &= -\frac{2e^{-\gamma \phi_0}}{\sqrt{Z_0(1 + \gamma^2)}}
\end{align*}
\]  
(F.9)

\[
\begin{align*}
a \gamma < 0, & \quad \theta < a\delta, \quad r \to \infty \\
a \gamma > 0, & \quad \theta > a\delta, \quad r \to 0
\end{align*}
\]  
(F.10)

c $k_2 = 0, k_3 \neq 0$:
\[
\begin{align*}
a &= \frac{2\delta}{\delta^2 - 1}, & \theta &= \frac{2\delta^2}{\delta^2 - 1}, & z &= 1
\end{align*}
\]  
(F.11)
\[ B_0 = \frac{2e^{b_0}}{V_0} \frac{3 - \delta^2}{(\delta^2 - 1)^2} \]  

(F.12)

\[ a \gamma < 0, \ \theta + a \gamma > 4, \ r \rightarrow \infty_{IR} \]

\[ a \gamma > 0, \ \theta + a \gamma < 4, \ r \rightarrow \infty_{IR} \]

d \( k_2 = 0 = k_3 \):  

\[ a^2 = 3, \ z = 1, \ \theta = 3 \]  

(F.13)

\[ a \gamma < 0, \ \theta < a \delta, \ \theta + a \gamma > 4, \ r \rightarrow \infty_{IR} \]

\[ a \gamma > 0, \ \theta > a \delta, \ \theta + a \gamma < 4, \ r \rightarrow 0_{IR} \]

F.1.2 Magnetic solutions

a \( k_2k_3 \neq 0 \):  
The same as Ia with \( q^2 \rightarrow h^2 Z_0^2, \ \gamma \rightarrow -\gamma \)

\[ a \gamma > 0, \ r \rightarrow \infty_{IR} \]

\[ a \gamma < 0, \ r \rightarrow 0_{IR} \]

b \( k_2 \neq 0, \ k_3 = 0 \):  
The same as Ib with \( q^2 \rightarrow h^2 Z_0^2, \ \gamma \rightarrow -\gamma \)

\[ a \gamma > 0, \ \theta < a \delta, \ r \rightarrow \infty_{IR} \]

\[ a \gamma < 0, \ \theta > a \delta, \ r \rightarrow 0_{IR} \]

c \( k_2 = 0, \ k_3 \neq 0 \):  
The same as Ic with \( \gamma \rightarrow -\gamma \)

\[ a \gamma > 0, \ \theta > 4 + a \gamma, \ r \rightarrow \infty_{IR} \]

\[ a \gamma < 0, \ \theta < 4 + a \gamma, \ r \rightarrow 0_{IR} \]

d \( k_2 = 0 = k_3 \):  
The same as Id with \( \gamma \rightarrow -\gamma \)
e $a^2 = z(4 - z), \ \theta = 2 + z, \ a\gamma = 0$

$$a\gamma < 0, \ \theta < a\delta, \ \theta > 4 + a\gamma, \ r \to \infty$$

$$a\gamma > 0, \ \theta > a\delta, \ \theta < 4 + a\gamma, \ r \to 0$$

F.1.3 Dyonic solutions

a $k_2k_3 \not= 0$:

Same geometry as Ia with $q^2 \to q^2 + h^2Z_0^2, \ \gamma = 0$

Same gauge field as Ia with $\gamma = 0$

$$\gamma = 0$$

b $k_2 \not= 0, \ k_3 = 0$:

Same geometry as Ib with $q^2 \to q^2 + h^2Z_0^2, \ \gamma = 0$

Same gauge field as Ia with $\gamma = 0$

$$\gamma = 0, \ \theta < a\delta$$ (F.14)

c $k_2 = 0, \ k_3 \not= 0$:

Same geometry as Ic with $a = 0$

d $k_2 = 0 = k_3$:

Same as Id

$$a\gamma = 0, \ \theta < a\delta, \ \theta > 4$$ (F.15)

F.2 Solutions with intrinsic P-violation

We distinguish 3 cases for $W$ in the IR limit:

- $\lim W = 0$ Then $a\chi > 0$ ($a\chi < 0$) for $r \to 0$ ($r \to \infty$). In the leading order solution $\frac{q + hW}{Z} \to \frac{q}{Z}$

  We obtain the same leading order solutions as the previous section.

- $\lim W = W_0$ Then $a\chi = 0$. In the leading order solution $\frac{q + hW}{Z} \to \frac{q + hW_0}{Z}$

  This case contains both an electric and a magnetic field. We obtain the same leading order solutions as the previous case with the difference $q \to q + hW_0$. 
\[ \lim W = \infty \] Then \( a\chi < 0 \) \((a\chi > 0)\) for \( r \to 0 \) \((r \to \infty)\). In the leading order solution \( \frac{2^hW}{Z} \to \frac{hW}{Z} \).

We can also arrive at this case by setting \( q = 0 \) to avoid the constraints on the sign of \( a\chi \).

For \( W \to \infty \) we rewrite the equations:

\[
\begin{align*}
  k_1 &= a^2 \quad \text{(F.16a)} \\
  k_2 &= B_0 h^2 r^{4-\theta} \left( Z + \frac{W^2}{Z} \right) \quad \text{(F.16b)} \\
  k_3 &= B_0 V r^{\theta} \quad \text{(F.16c)}
\end{align*}
\]

and the gauge field equation:

\[ A_0(\zeta - z)r^{\zeta-2} = \sqrt{B_0 h} \frac{W}{Z} \quad \text{ (F.17)} \]

We distinguish 3 cases regarding \( W/Z \):

I \[ \frac{W}{Z} \to 0 \] Then \( a(\chi - \gamma) > 0 \) \((a(\chi - \gamma) < 0)\) for \( r \to 0 \) \((r \to \infty)\). In the leading order solution \( Z + \frac{W^2}{Z} \to Z \).

In this case we obtain again the magnetic solutions of the previous section.

II \[ \frac{W}{Z} \to \frac{W_0}{Z_0} \] Then \( a(\chi - \gamma) = 0 \). In the leading order solution \( Z + \frac{W^2}{Z} \to Z(1 + \frac{W^2}{Z_0^2}) \)

The same the previous case, but with \( Z_0 \to Z_0 + \frac{W_0^2}{Z_0} \), \( a\chi = a\gamma \)

III \[ \frac{W}{Z} \to \infty \] Then \( a(\chi - \gamma) < 0 \) \((a(\chi - \gamma) > 0)\) for \( r \to 0 \) \((r \to \infty)\). In the leading order solution \( Z + \frac{W^2}{Z} \to \frac{W^2}{Z} \).

In this case we have new solutions.

We further distinguish 4 subcases regarding the constants \( k_2, k_3 \)

a \( k_2k_3 \neq 0 \):

This subcase gives electric/magnetic solutions.

b \( k_2 \neq 0, \ k_3 = 0 \):

This subcase corresponds to solutions with subleading scalar potential \((V = 0)\).

c \( k_2 = 0, \ k_3 \neq 0 \):

This subcase corresponds to neutral solutions.
d $k_2 = 0 = k_3$:
This subcase corresponds to neutral solutions with subleading scalar potential ($V = 0$).

a $k_2 k_3 \neq 0$:
\[ a = \frac{4}{\gamma + \delta - 2\chi}, \quad \theta = \frac{4\delta}{\gamma + \delta - 2\chi}, \quad z = \frac{3\delta^2 - (\gamma - 2\chi)^2 - 2\delta(\gamma - 2\chi) - 4}{\delta^2 - (\gamma - 2\chi)^2}, \quad \zeta = 2\frac{\delta - \gamma}{\gamma + \delta - 2\chi} \]  
\[ B_0 = \frac{k_3}{V_0} e^{\delta \phi_0}, \quad h^2 = \frac{k_2}{k_3} \frac{Z_0 V_0}{W_0^2} e^{(\gamma - \delta - 2\chi)\phi_0}, \quad A_0 = \sqrt{B_0} \frac{h W_0}{(\zeta - z) Z_0} e^{(\chi - \gamma)\phi_0} \]  
\[ (F.18) \]

\[ a\chi > a\gamma, \quad r \rightarrow \infty \]
\[ a\chi < a\gamma, \quad r \rightarrow 0 \]

b $k_2 \neq 0, \ k_3 = 0$:
\[ a = \frac{2(\gamma - 2\chi)}{1 + (\gamma - 2\chi)^2}, \quad \theta = 2 + \frac{2}{1 + (\gamma - 2\chi)^2}, \quad z = \theta - 1, \quad \zeta = 2(\chi - \gamma) \frac{1 + 2(\gamma - 2\chi)^2}{1 + (\gamma - 2\chi)^2} \]  
\[ B_0 h^2 = \frac{2(\theta - 2)Z_0}{W_0^2} e^{(\gamma - 2\chi)\phi_0}, \quad A_0 = \sqrt{B_0} \frac{h W_0}{(\zeta - z) Z_0} e^{(\chi - \gamma)\phi_0} \]  
\[ (F.20) \]

\[ a\chi > a\gamma, \quad \theta < a\delta, \quad r \rightarrow \infty \]
\[ a\chi < a\gamma, \quad \theta > a\delta, \quad r \rightarrow 0 \]

c $k_2 = 0, \ k_3 \neq 0$:
The geometry is the same as Ic of the parity preserving case.
\[ a\chi > a\gamma, \quad \theta > 4 + a(2\chi - \gamma), \quad r \rightarrow \infty \]
\[ a\chi < a\gamma, \quad \theta < 4 + a(2\chi - \gamma), \quad r \rightarrow 0 \]

d $k_2 = 0 = k_3$:
The geometry is the same as Id of the parity preserving case.
\[ a\chi > a\gamma, \quad \theta < a\delta, \quad \theta > 4 + a(2\chi - \gamma), \quad r \rightarrow \infty \]
\[ a\chi < a\gamma, \quad \theta > a\delta, \quad \theta < 4 + a(2\chi - \gamma), \quad r \rightarrow 0 \]
G. Solutions with subleading scalar potential \((V \to 0)\)

In this section we present the solutions in which the scalar potential \(V\) is subleading in the IR. The solutions are problematic because the IR is usually not well-defined and important parameters, such as \(B_0\), cannot be fixed.

I Neutral solution

This case corresponds to an Einstein-Dilaton theory with \(V = 0\). The solution is conformally flat:

\[
ds^2 = r \left(-dt^2 + B_0 dr^2 + dx_i dx^i\right), \quad e^\phi = e^{\phi_0} r^a
\]

with \(B_0\) undetermined and \(a^2 = 3\). The IR located at \(r = 0\).

II Magnetic solution at zero charge density

The IR is not well-defined and the solution is valid only for \(r \to 0\).

\[
ds^2 = -r^{2-\gamma} dt^2 + r^{\theta-2} \left(B_0 dr^2 + dx_i dx^i\right), \quad e^\phi = e^{\phi_0} r^a
\]

\[
a = -\frac{2\gamma}{1 + \gamma^2}, \quad \theta = 2 + \frac{2}{1 + \gamma^2}, \quad z = \theta - 1, \quad \zeta = \theta - 2
\]

\[
B_0 Z_0 h^2 = \frac{4e^{-\gamma\phi_0}}{1 + \gamma^2}
\]

Since \(\theta\) is always positive, the singularity is located at \(r = 0\). For \(\gamma \to \infty\) we arrive at a flat, neutral geometry.

III Electric solution at finite charge density

The IR is not well-defined and the solution is valid only for \(r \to 0\). This is the electric dual of II. There is also a charge density:

\[
A_t = \mu + \frac{A_0}{r}, \quad A_0 = -\frac{2e^{-\frac{1}{2}\gamma\phi_0}}{\sqrt{Z_0(1 + \gamma^2)}} \tag{G.5}
\]

IV Dyonic solution at finite charge density

In the leading order solution there is both a finite charge density and a non-trivial magnetic field only if \(Z\) is constant. In this case the scalar field must be constant \(a = 0\), and thus \(\gamma\) is free.
\[ ds^2 = -\frac{dt^2}{r^2} + r^2 \left( B_0 dr^2 + dx_i dx^i \right), \quad A_t = \mu + \frac{A_0}{r}, \quad A_0 = -\frac{q\sqrt{B_0}}{Z_0 e^{\gamma \phi_0}} \quad (G.6) \]

\[ a = 0, \quad \theta = 4, \quad z = 3, \quad \zeta = 2 \quad (G.7) \]

\[ B_0 \left( e^{\gamma \phi_0} h^2 Z_0 + \frac{q^2}{Z_0} e^{-\gamma \phi_0} \right) = 4 \quad (G.8) \]

The IR is not well-defined and the solution is valid only for \( r \to 0 \).

V Magnetic solution at finite charge density

In this case \( W \) is participating in the leading order solution and \( V \) is subleading. The solution is valid only for \( r \to 0 \) and the IR is not well-defined. For \( \chi \to \infty \) we obtain a flat neutral geometry with constant scalar, while for \( \chi = \gamma/2 \) the geometry is conformally flat.

\[ ds^2 = -r^{2-\theta} dt^2 + r^{\theta-2} \left( B_0 dr^2 + dx_i dx^i \right), \quad e^\phi = e^{\phi_0} r^a, \quad A_t = \mu + A_0 r^{\zeta-z} \quad (G.9) \]

\[ a = \frac{2(\gamma - 2\chi)}{1 + (\gamma - 2\chi)^2}, \quad \theta = 2 + \frac{2}{1 + (\gamma - 2\chi)^2}, \quad z = \theta - 1, \quad \zeta = 2(\chi - \gamma) \frac{1 + 2(\gamma - 2\chi)^2}{1 + (\gamma - 2\chi)^2} \quad (G.10) \]

\[ B_0 h^2 = \frac{2(\theta - 2) Z_0}{W_0^2} e^{(\gamma - 2\chi) \phi_0}, \quad A_0 = \frac{1}{\zeta - z} \sqrt{\frac{2(\theta - 2)}{Z_0 e^{\gamma \phi_0}}} \quad (G.11) \]

H. Linear Perturbations

We consider two kinds of perturbations. The first is an expansion in amplitudes of the perturbations. The second is an expansion in powers of \( r \), where we calculate the first order corrections due to the subleading terms in the leading order solutions of appendix F. We are mostly interested in perturbations that maintain zero temperature. In the second case we have an inhomogeneous linear 5x5 system of equations with the amplitudes as the unknown variables. The inhomogeneity comes from the subleading term and the amplitudes can be fixed in terms of the parameters of the leading order solution, after choosing a gauge. In the first case the system is homogeneous and has a non-trivial solution only if its determinant vanishes.

We perturb around the running scalar solutions using the following ansatz:
\[ B(r) = B_0 r^{\theta - 2(1 + B_1 r^{b_1})}, \quad C(r) = r^{\theta - 2(1 + C_1 r^{c_1})}, \quad D(r) = r^{\theta - 2z(1 + D_1 r^{d_1})} \] (H.1)

\[ \phi = \phi_0 + a \log(r) + \Phi_1 r^{b_1}, \quad A_t = \mu + r^f(A_0 + A_1 r^{f_1}) \] (H.2)

We plug this perturbation ansatz into the equations of motion and set \( c_1 = d_1 = b_1 = a_1 = b \). There is a residual gauge freedom stemming from the radial ansatz. Choosing a gauge practically means fixing one of the perturbation amplitudes. We will not choose a gauge, as the calculations are very simple even without a fixed gauge.

We have a 5x5 homogeneous system with the perturbation amplitudes as unknown variables. There are non-trivial solutions only when the determinant vanishes. The determinant can be factored into:

\[ b(b - 2 - z + \theta)(b - b_+)(b - b_-)(f_1 + f) \] (H.3)

where

\[ b_+ + b_- = 2 + z - \theta, \quad b_+ b_- = -4 \frac{(z - 1)(1 + z - \theta)(2 + z - \theta)}{2z - 2 - \theta} \] (H.4)

There are two pairs of conjugate modes each adding up to \( 2 + z - \theta \), which should be the case in this coordinate system. There is always a marginal mode \( b = 0 \) which only gives a shift of the constants of the leading order solution. These shifts can always be absorbed by rescaling \( t, x^i \) and choosing a gauge. The mode \( b = 2 + z - \theta \) corresponds to a finite temperature perturbation, however with some gauge choices it can maintain zero temperature according to appendix B of [5]. In the gauge \( C_1 = 0 \) this mode always gives the emblackening factor and has finite temperature: \( f(r) = 1 + D_1 r^{2 + z - \theta} \)

\[ ds^2 = -r^{\theta - 2z} f(r) dt^2 + r^\theta \frac{B_0 dr^2}{r^2 f(r)} + r^{\theta - 2} dx_i dx^i \] (H.5)

For the non-universal modes \( b_\pm \) we can see that for the neutral solutions (\( z = 1 \)) they are identical to the universal modes: \( b_+ = 2 + z - \theta, \quad b_- = 0 \). However in all other cases they maintain zero temperature and one of them is relevant while the other is irrelevant, since always \( b_+ b_- < 0 \).

H.1 Neutral hyperscaling violating solution

We perturb around the solution 6.1.1.

- \( b = 0 \): Marginal mode

\[ B_1 = \delta \Phi_1 \] (H.6)

- \( b = 2 + z - \theta \): Relevant mode with finite temperature

\[ B_1 = -D_1 - 2C_1 + 2\delta \Phi_1 \] (H.7)
H.2 Electric/Magnetic hyperscaling violating solutions

We perturb around the solution 6.2.2, the perturbations for 6.1.2, 6.1.3 and 6.1.4 can be obtained by setting $\chi = \gamma$, $\chi = 0$ and $\chi = 0 = \gamma$ respectively.

- $b = 0$: Marginal mode
  
  \[ B_1 = \delta \Phi_1, \quad C_1 = \Phi_1 \frac{2\chi - \gamma + \delta}{2} \quad (H.8) \]

- $b = 2 + z - \theta$: Relevant mode with finite temperature
  
  \[ B_1 = -D_1 + (\delta + \gamma - 2\chi)\Phi_1, \quad C_1 = \frac{1}{2}(\delta - \gamma + 2\chi)\Phi_1 \quad (H.9) \]

- $b = b_{\pm}$: One relevant and the other irrelevant.

  The expressions for the amplitudes are too messy and we will not present them. This pair of modes shows a dynamical instability ($b_{\pm}$ become complex) when
  
  \[ (2 + z - \theta)(2z - 2 - \theta)(-20 + 2z + 18z^2 + 16\theta - 19z\theta + \theta^2) < 0 \]

  However such values are forbidden by combining the null energy condition (D.2) and the conditions for well-defined IR (B.6), (B.9). Therefore the solutions are not dynamically unstable.

H.3 Neutral $\text{AdS}_4$

We perturb around the neutral constant scalar solution (5.1) using the ansatz (the perturbations around this solution have also been studied in [5])

\[ B(r) = \frac{L^2}{r^2}(1 + B_1 r^{b_1}), \quad C(r) = \frac{L^2}{r^2}(1 + C_1 r^{c_1}), \quad D(r) = \frac{L^2}{r^2}(1 + D_1 r^{d_1}) \quad (H.10) \]

\[ \phi = \phi_\star + \Phi_1 r^{a_1}, \quad A_t = \mu + A_1 r^{f_1} \quad (H.11) \]

The determinant factors into

\[ c_1 d_1 f_1 (f_1 - 1)(a_1^2 - 3a_1 + L^2 V_\star''') c_1(6 - 3d_1 + b_1) + 3d_1 + b_1(2d_1 - 9) \quad (H.12) \]

Starting with the gauge field perturbations, there are 2 modes $f_1 = 0, f_1 = 1$ corresponding to chemical potential and charge density. The latter mode creates a constant finite flux.

Next, coming from the scalar field, there are 2 modes given by:

\[ a_1 - 3a_1 + L^2 V_\star'' = 0 \rightarrow a_1^\pm = \frac{1}{2} \left[ 3 \pm \sqrt{9 - 4L^2 V_\star''} \right] \quad (H.13) \]

The mode $a_1^+$ is always relevant, while $a_1^-$ is relevant when $V_\star'' > 0$. The solution is dynamically unstable when $4L^2 V_\star'' > 9$.

For the modes coming from the metric: Choosing the gauge $C_1 = 0$ we obtain $d_1 = b_1 = 3$ with amplitudes $B_1 = -D_1, \quad C_1 = \Phi_1 = A_1 = 0$. This is the finite temperature perturbation.
H.4 Electromagnetic AdS$_2 \times R^2$

We perturb around the constant scalar AdS$_2 \times R^2$ solutions (5.2.4), (5.2.3), (5.2.5) using the ansatz

\[ B(r) = \frac{L^2}{r^2}(1 + B_1 r^{b_1}), \quad C(r) = C_0(1 + C_1 r^{c_1}), \quad D(r) = \frac{L^2}{r^2}(1 + D_1 r^{d_1}) \]  

\[ \phi = \phi_\star + \Phi_1 r^{\phi_1}, \quad A_t = \mu + r^{-1}(A_0 + A_1 r^{f_1}) \]  

In all 3 cases the perturbation modes are similar. By setting $h = 0$ or $q = 0$ one obtains the perturbation for the pure electric and pure magnetic case respectively.

The determinant factors into:

\[ c_1 d_1 (1 + c_1)(d_1 - 2)(f_1 - 1) P(a_1) \]  

where

\[ P(a_1) = a_1^2 - a_1 + L^2 V'' - \frac{E''}{E_\star} \rightarrow a_1^\pm = \frac{1}{2} \pm \sqrt{\frac{1}{4} - L^2 V'' + \frac{E''}{E_\star}} \]  

where $E_\star = (q + h W_\star)^2/Z_\star + h^2 Z_\star$.

There are six modes $b = (-1, 0, 1, 2, a_+, a_-)$ which pairwise sum to 1 as required. The amplitudes for each case are given below.

- $b = -1$: Irrelevant mode

\[ B_1 = \frac{1}{3}(4C_1 + 3D_1 - 2L^2 \Phi_1 V_\star'), \quad C_1 = \Phi_1 \left( \frac{E''}{2E_\star} - \frac{V''}{2V_\star} \right) \]

\[ A_1 = \frac{q + h W_\star}{3L Z_\star V_\star' \sqrt{2E_\star}} \left[ \left( \frac{V_\star'^2}{V_\star^2} - 1 + \frac{V_\star'}{V_\star} \left( \frac{Z_\star'}{Z_\star} - \frac{h W_\star'}{q + h W_\star} \right) \right) \Phi_1 + 3 \frac{V_\star'}{V_\star} D_1 \right] \]

- $b = 0$: Marginal mode

\[ B_1 = -\Phi_1 L^2 V_\star', \quad C_1 = 0, \quad A_1 = \frac{L^2(q + h W_\star)}{2C Z_\star} \left( -D_1 + \Phi_1 \partial_\phi \log \left( \frac{V Z_\star^2}{(q + h W)^2} \right) \bigg|_{\phi = \phi_\star} \right) \]

- $b = 1$: Relevant mode, finite temperature, shift of chemical potential

\[ B_1 = -D_1 - 2\Phi_1 L^2 V_\star' \]  

We have additionally $\Phi_1 = 0$ in all cases except 5.2.4.
\[ b = 2: \text{Relevant mode} \]
\[
C_1 = \Phi_1 = 0, \quad A_1 = (B_1 + D_1) \frac{L(q + hW_\ast)}{Z_\ast \sqrt{2E_\ast}} \quad (H.21)
\]

\[ b = a_1^\pm: \]
\[
B_1 = -a_1^\pm D_1, \quad C_1 = \Phi_1 = 0, \quad A_1 = -D_1 \frac{(q + hW_\ast)L}{Z_\ast \sqrt{2E_\ast}} \quad (H.22)
\]

These two modes come from the scalar field. The mode \( a_1^+ \) is always relevant, while \( a_1^- \) is irrelevant if \( L^2V''_\ast < \frac{E''_\ast}{E_\ast} \). There is a dynamical instability if \( L^2V''_\ast > \frac{1}{4} + \frac{E''_\ast}{E_\ast} \).

### H.5 Corrections due to the PQ term

When \( W \) is subleading in the IR, the leading order solutions are identical to the solutions presented in section 6.1. In this section we present these solution along with the first order corrections coming from the PQ term.

#### H.5.1 Neutral solution

The leading order solution in this case is described by 6.1.1.

\[
ds^2 = -D(r)dt^2 + B(r)dr^2 + C(r)dx_idx^i, \quad e^\phi = e^{\phi_0 + \Phi_1 r^b}, \quad A_t = \mu + A_1 r^b
\]
\[
D(r) = r^{\theta - 2z}(1 + D_1 r^b), \quad B(r) = B_0 r^{\theta - 2}(1 + B_1 r^b), \quad C(r) = r^{\theta - 2}(1 + C_1 r^b)
\]
\[
a = \frac{2\delta}{\delta^2 - 1}, \quad \theta = \frac{2\delta^2}{\delta^2 - 1}, \quad z = 1, \quad b = 4 + (2\chi - \gamma - \delta)a, \quad \beta = 1 + (\chi - \gamma)a \quad (H.23)
\]
\[
B_0 = \frac{2e^{\delta \phi_0}}{V_0} \frac{3 - \delta^2}{(\delta^2 - 1)^2}
\]

All the amplitudes \( D_1, B_1, C_1, \Phi_1 \) are fixed (after choosing a gauge) and are proportional to \( h^2 \frac{W_0^2}{Z_0} \), while \( A_1 \) is proportional to \( h \frac{W_0}{Z_0} \). The region of validity of this solution is smaller than that of 6.1.1 as we also require that \( b, \beta \) be subleading in the IR.

#### H.5.2 Magnetic solution at zero charge density

The leading order solution in this case is the same as 6.1.2.

\[
ds^2 = -D(r)dt^2 + B(r)dr^2 + C(r)dx_idx^i, \quad e^\phi = e^{\phi_0 + \Phi_1 r^b}, \quad A_t = A_t = \mu + A_1 r^b
\]
\[
D(r) = r^{\theta - 2z}(1 + D_1 r^b), \quad B(r) = B_0 r^{\theta - 2}(1 + B_1 r^b), \quad C(r) = r^{\theta - 2}(1 + C_1 r^b)
\]
\[
a = \frac{4}{\delta - \gamma}, \quad \theta = \frac{4\delta}{\delta - \gamma}, \quad z = \frac{3\delta^2 - \gamma^2 + 2\gamma \delta - 4}{\delta^2 - \gamma^2}, \quad b = 2a(\chi - \gamma), \quad \beta = 2 - z + a(\chi - \gamma)
\]
\[
B_0 = \frac{(\theta - z - 2)(\theta - z - 1)}{V_0} e^{\delta \phi_0}, \quad h^2 = 2z - \frac{1}{z - \theta} \frac{V_0}{Z_0} e^{-(\gamma + \delta)\phi_0} \quad (H.24)
\]
The amplitudes $D_1, B_1, C_1, \Phi_1$ are fixed (after choosing a gauge) and are proportional to $\hbar^2 W_0^2 / Z_0$, while $A_1$ is proportional to $\hbar^4 W_0 / Z_0$. The region of validity of this solution is smaller than that of 6.1.2 as we also require that $b, \beta$ be subleading in the IR.

H.5.3 Electric solution at finite charge density

The leading order solution in this case is described by 6.1.3.

$$ds^2 = -D(r)dt^2 + B(r)dr^2 + C(r)dx_idx^i, \quad e^\phi = e^{\phi_0 + \Phi_1 r^b}, \quad A_t = \mu + A_0 r^{\theta-2-z}(1 + A_1 r^b)$$

$$D(r) = r^{\theta-2z}(1 + D_1 r^b), \quad B(r) = B_0 r^{\theta-2}(1 + B_1 r^b), \quad C(r) = r^{\theta-2}(1 + C_1 r^b)$$

$$a = \frac{4}{\delta + \gamma}, \quad \theta = \frac{4\delta}{\delta + \gamma}, \quad z = \frac{3\delta^2 - \gamma^2 - 2\gamma \delta - 4}{\delta^2 - \gamma^2}, \quad b = \beta = a \chi$$

$$B_0 = \frac{(\theta - z - 2)(\theta - z - 1)}{V_0} e^{\delta \phi_0}, \quad q^2 = 2\frac{z - 1}{1 + z - \theta} V_0 e^{(\gamma - \delta) \phi_0}, \quad A_0 = \sqrt{\frac{2(z - 1)}{Z_0 e^{\gamma \phi_0}(2 + z - \theta)}}$$

(H.25)

All the amplitudes $D_1, B_1, C_1, \Phi_1, A_1$ are proportional to $\hbar W_0 / Z_0$. The region of validity of this solution is smaller than that of 6.1.3 as we also require that $b, \beta$ be subleading in the IR.

H.5.4 Magnetic solution at finite charge density

The leading order solution in this case is described by 6.1.4.

$$ds^2 = -D(r)dt^2 + B(r)dr^2 + C(r)dx_idx^i, \quad e^\phi = e^{\phi_0 + \Phi_1 r^b}, \quad A_t = \mu + A_0 r^{2-z}(1 + A_1 r^b)$$

$$D(r) = r^{4-2z}(1 + D_1 r^b), \quad B(r) = B_0 r^2(1 + B_1 r^b), \quad C(r) = r^2(1 + C_1 r^b)$$

$$a = \frac{4}{\delta}, \quad \theta = 4, \quad z = \frac{3\delta^2 - 4}{\delta^2}, \quad b = \beta = a \chi$$

$$B_0 = \frac{(2 - z)(3 - z)}{V_0} e^{\delta \phi_0}, \quad q^2 + h^2 Z_0^2 = 2\frac{z - 1}{z - 3} V_0 Z_0 e^{-\delta \phi_0}, \quad A_0 = \sqrt{\frac{2(z - 1)}{Z_0(z - 2)}}$$

(H.26)

All the amplitudes $D_1, B_1, C_1, \Phi_1, A_1$ are proportional to $\hbar W_0 / Z_0$. The region of validity of this solution is smaller than that of 6.1.4 as we also require that $b, \beta$ be subleading in the IR.
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