Identification of biological mechanisms by semantic classifier systems
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Abstract

The interpretability of a classification model is one of its most essential characteristics. It allows for the generation of new hypotheses on the molecular background of a disease. However, it is questionable if more complex molecular regulations can be reconstructed from such limited sets of data. To bridge the gap between complexity and interpretability, we replace the de novo reconstruction of these processes by a hybrid classification approach partially based on existing domain knowledge. Using semantic building blocks that reflect real biological processes these models were able to construct hypotheses on the underlying genetic configuration of the analysed phenotypes. As in the building process, also these hypotheses are composed of high-level biology-based terms. The semantic information we utilise from gene ontology is a vocabulary which comprises the essential processes or components of a biological system. The constructed semantic multi-classifier system consists of expert base classifiers which each select the most suitable term for characterising their assigned problems. Our experiments conducted on datasets of three distinct research fields revealed terms with well-known associations to the analysed context. Furthermore, some of the chosen terms do not seem to be obviously related to the issue and thus lead to new, hypotheses to pursue.

Author summary

Data mining strategies are designed for an unbiased de novo analysis of large sample collections and aim at the detection of frequent patterns or relationships. Later on, the gained information can be used to characterise diagnostically relevant classes and for providing hints to the underlying mechanisms which may cause a specific phenotype or disease. However, the practical use of data mining techniques can be restricted by the available resources and might not correctly reconstruct complex relationships such as signalling pathways.

To counteract this, we devised a semantic approach to the issue: a multi-classifier system which incorporates existing biological knowledge and returns interpretable models based on these high-level semantic terms. As a novel feature, these models also allow for qualitative analysis and hypothesis generation on the molecular processes and their relationships leading to different phenotypes or diseases.
Introduction

Understanding the information hidden in molecular profiles brings new possibilities for the accurate identification of diseases and the selection of individual treatments. It is one foundation of precision or personalised medicine [1]. Molecular profiles typically do not permit any direct inspection in a multivariate setting, as they usually comprise tens of thousands of measurements. Computer-aided systems are paramount for interpretation and categorisation.

Such a computer-aided system is a classification system that assigns known phenotypes, called classes to molecular profiles. The classification system itself generates the diagnostic rules applied in this process. The corresponding decision criteria are constructed in a training phase according to a set of sample instances. Data-driven classification algorithms therefore generate new hypotheses on the underlying characteristics of a biological phenotype and allow for addressing different research questions. Nevertheless, this ability can be limited by the restricted amount of training samples. Complex molecular interactions might not be detected.

However, information about molecular processes can be extracted from various sources such as biological literature and databases [2]. A continuous challenge is to incorporate this heterogenous information into existing classification algorithms. This will lead from purely data-driven systems to knowledge-based modelling approaches. An overview of existing approaches can be found in Porzelius et al. [3]. In the context of feature selection, the knowledge about the construction of biological processes can be used to guide the selection of single features. For example Binder et al. utilise the definition of molecular pathways to guide the construction of a boosting ensemble [4]. Johannes et al. extract information from protein-protein interaction networks for the optimisation criterion of their recursive feature elimination algorithm [5]. Another possible use for knowledge-based feature selection is the en bloc evaluation of the features of a term. Abraham et al. generate an intermediate representation by combining the measurements of a process into a single centroid [6]. Lottaz et al. designed a hierarchical system that is guided by the terms of the gene ontology [7]. Taudien et al. utilise semantic terms for aggregating mutation patterns [8]. In this work, we concentrate on semantic multi classifier systems (S-MCS), which constructs an ensemble of term-dependent base classifiers [9]. We extend this approach to incorporate semantic relationships given by an ontology during the training process. This eventually leads to the identification of new biological mechanisms underlying the discrimination process.

Materials and methods

Classification is the procedure of categorizing an object into one of \( k \geq 2 \) distinct classes \( \mathcal{Y} = \{ y_1, \ldots, y_k \} \). These classes are assumed to reflect some kind of semantic interpretation (e.g. carcinoma vs. inflammation). They are predicted according to a vector of measurements \( \mathbf{x} = (x^{(1)}, \ldots, x^{(n)})^T \) of the object. The corresponding decision rule is described by a classification model

\[
    c : \mathcal{X} \rightarrow \mathcal{Y},
\]

where \( \mathcal{X} \subseteq \mathbb{R}^n \) denotes the measurement or feature space.

The final structure and the properties of a classification model are dependent on the chosen type of concept or function class \( \mathcal{C} \) and the chosen adaptation process \( l \) to be used on a set of learning instances \( \mathcal{L} = \{ (\mathbf{x}_i, y_i) \}_{i=1}^m \)

\[
l(\mathcal{C}, \mathcal{L}) \rightarrow c_{\mathcal{L}} \in \mathcal{C}.
\]
In this basic version, the training procedure can be seen as a purely data-driven process in which a classifier is adapted according to an optimisation criterion. Knowledge about the underlying biology is typically not incorporated.

After the initial training, the generalisation performance is tested in an independent set of test samples \( T = \{(x'_i, y'_i)\}_{i=1}^{m'} \), \( \mathcal{L} \cap T = \emptyset \). A typical measure of a generalisation ability of a classifier is its accuracy in predicting the class label of an unseen sample correctly:

\[
Acc(\mathcal{L}, T) = \frac{1}{|T|} \sum_{(x,y) \in T} \mathbb{1}_{[c_\mathcal{L}(x) = y]},
\]

### Interpretability

A second, more fuzzy property of a trained classification model is its ability of providing insight into the characteristics, causes or processes of a difference between classes. We will call this property interpretability in the following. Interpretability might be seen as a model’s ability of generating hypotheses on the underlying data.

This property is partially influenced by the structure and complexity of the chosen concept class \( \mathcal{C} \), which determines the syntactical structure of the final decision rule [10]. For example, a logical conjunction can be more easily interpreted than a linear combination [11].

The interpretability of a classifier is also influenced by the interpretability of its input signals and their transformations [12–14]. A binary signal (e.g. high/low) often allows an easier interpretation than a real-valued gradient [15]. Nevertheless, many of these techniques do not directly provide a possible interpretation regarding the original experiment. While many algorithms lead to a solution with a clear mathematical structure, they often lack a direct semantic interpretation in the terms of the underlying (biological) processes.

### Feature selection

Feature selection is one of the most prominent techniques for increasing the interpretability of high-dimensional profiles [13,16,17]. It is typically applied to reduce noisy or irrelevant measurements [18,19]. By fulfilling the chosen quality criterion the remaining features are considered as possible (informative) candidate markers.

Technically, feature selection can be seen as a process which maps from the chosen type of concept class \( \mathcal{C} \) and the training set \( \mathcal{L} \) to the space \( \mathcal{I} \) of repetition-free index vectors of maximal length \( n \)

\[
\mathcal{C} \times \mathcal{L} \longrightarrow \mathcal{I} = \{i \in \mathbb{N}^{n} | i_{k+1} > i_k, 1 \leq i_k \leq n\}.
\]

The elements (signatures) \( i \in \mathcal{I} \) will be used to indicate the features which pass the selection process \( x^{(i)} = (x^{(i_1)}, \ldots, x^{(i_n)})^T \), where \( i = (i_1, \ldots, i_n)^T \). This selection of elements is called a signature. In general, \( |\mathcal{I}| = 2^n - 1 \) distinct signatures can be constructed. The ultimately selected signature \( i \in \mathcal{I} \) is typically determined in a data-driven or model-driven process, which incorporates stochastic or heuristic elements. Exhaustive and therefore optimal strategies are typically avoided due to the size of the corresponding search spaces [20].

Although data- or model-driven approaches can improve the accuracy of a classification procedure the corresponding signatures often lack an overall semantic interpretation. Designed for optimising quality scores, classical feature selection procedures often neglect existing domain knowledge and do not take into account known dependencies or functional relationships among single features. The members of
a signature are either selected according to their standalone performance or their contribution to the overall performance of the signature.

An alternative to this approach is the idea of knowledge-based feature selection [9]. Here, it is assumed that a predefined set of interpretable signatures $V \subseteq I$ exists. It will be called a vocabulary $V = \{v_i\}_{i=1}^{|V|}$ in the following. In this scenario, the problem of constructing a suitable marker signature is altered to a selection problem in which a predefined signature $v \in V$ or a combination of predefined signatures $V' \subseteq V$ is chosen from a vocabulary

$$C \times L \times V \rightarrow \left\{ v \in I \mid \exists V' \subseteq V : \bigcup_{v' \in V'} v' \right\}. \quad (5)$$

Assuming that $|V| \ll |I|$, the use of a vocabulary reduces the corresponding search space to $2^{|V|} - 1$ elements.

The term “knowledge-based feature selection” refers to the known semantic interpretation of the signatures in $V$. They were designed according to domain knowledge about the measuring process or the subject of an experiment and are assumed to summarise the components of a more complex structure. In general, we will utilise the word term to denote both a predefined signature as well as its interpretation.

In the context of systems biology, a term might reflect a known molecular signalling pathway [21] or a cellular component [22]. There are pre-formed terms available from ontologies like Gene Ontology (GO) and databases like the Kyoto Encyclopedia of Genes and Genomes (KEGG).

Besides the benefit for the interpretability of individual signatures, the known semantic meaning of the terms also allows the incorporation of domain knowledge about the pairwise relationships between terms. It especially opens the possibility to use semantic networks or ontologies which represent known relationships in form of a graph structure. Similar to the composition of the signatures, these relations must not be learned during a classification experiment. They are typically known a priori and might comprise information which can not be deduced from $L$.

Although we assume that the signatures in a vocabulary are unique

$$\forall v_i, v_j \in V : v_i \neq v_j, \quad (6)$$

this might not be true for their interpretation. For example, a union of two signatures $v_i \cup v_j$ might cover the signature of a third one. Therefore we constructed a multi-classifier system that handles the terms and the corresponding measurements individually.

**Semantic multi-classifier system**

The design of our semantic multi classifier system (S-MCS) can be seen as an ensemble $E \subseteq C_V$ of semantic base classifiers $C_V$ which are restricted to the signature of an individual term $v \in V$

$$c_v : \lambda^v \rightarrow Y. \quad (7)$$

The ensemble itself will be denoted by $E = \{c_i(x)\}_{i=1}^{|E|}$. The restriction to a specific signature will force a classifier $c_v(x)$ to become an expert in interpreting the signals in $v$ and therefore to become an expert in interpreting the corresponding term. A S-MCS utilizing a vocabulary $V$ will be denoted by S-MCS$_V$.

The overall structure of a S-MCS is shown in Figure 1d). The individual predictions of the semantic base classifiers are merged on a symbolic level by a late-aggregation strategy [23]

$$h_E : Y_1 \times \ldots \times Y_1 \rightarrow Y. \quad (8)$$
Fig 1. Concept of a semantic multi classifier system (S-MCS): Panels a)-c) show the training steps of a S-MCS. In Panel a) the initial vocabulary \( V \) is screened for terms that have a significant overlap to the context set \( w \). The corresponding sets \( V_\alpha(w) \) are highlighted in red. They build a set of starting points for an ontological search (Panel b). The direct hyponyms of the terms in \( V_\alpha(w) \) are utilized as additional candidates for the final selection process (blue). The preselected terms \( v \in V^* \) are evaluated in a cross validation experiment with semantic base classifiers (Panel c). The top \( k \) terms with the highest accuracy are chosen for the final classifier ensemble \( E \). Panel d) shows the structure of a trained S-MCS. The semantic base classifiers \( c(x) \in E \) are combined via a fusion architecture \( h_E(x) \).

In this way, the selected signatures are encapsulated during the system’s training and prediction phases. The interpretation of the corresponding terms will not be mixed up. More precisely, our ensemble decision utilises a majority vote on the chosen base classifiers

\[
h_E(x) = \arg\max_{y \in V} |\{ c(x) = y | c \in E \}|.
\]  

During its training phase the S-MCS will gain access to a preselected set of possible candidate terms \( V^* \subseteq V \). From this set \( V^* \) the terms and the corresponding base classifiers are selected in a data-driven way (Figure 1c). They are chosen iteratively according to their accuracy in a \( r \times f \) cross-validation (CV) on the training set \( L \). On the level of terms, this can be formalised as

\[
v_t = \arg\max_{v \in V_t} \text{Acc}_{r \times f}(C_v, L),
\]  

where \( V_{t-1} \subseteq V \). The initial set of candidate terms \( V^* \) is constructed according to filter criteria based on the available domain knowledge.

Knowledge-based term selection

A general vocabulary \( V \) is typically not designed for a particular classification task. It consists of a large collection of widespread terms which can be used to describe several tasks in a certain domain or field. In order to guide the search process of the S-MCS a subset of suitable terms \( V^* \subseteq V \) can be pre-selected according to existing domain knowledge.

In the following, we present a term selection strategy which is guided by knowledge about suitable measurements. We assume that an additional signature \( w \notin V \) exists which comprises known signals that are associated with a given classification task. The pre-selection of \( V^* \) consists of two subsequent steps. Both only utilise part of the information contained in the measurements of \( T \) and the chosen model type \( C \).

The first one, an overrepresentation analysis, operates directly on the level of feature indices. It neither utilises the values measured in the experiment nor the prior knowledge about the semantic relationships of the terms. It only considers the information about the overlaps of the signatures.

The second one, an ontological search, is guided by external domain knowledge. It directly utilises the connections of the corresponding graph structure.

Overrepresentation analysis

The overrepresentation analysis is based on a set level statistic which determines the intersect \( v \cap w \) of two given sets \( v, w \subseteq I \). The significance, according to a significance
level $\alpha$, of the overlap between these two sets is determined via Fisher’s exact test \cite{24} on the basis of a hypergeometric distribution

$$p_w(v) = \frac{\binom{|v|}{|v \cap w|} \binom{|v \cap w|}{|v \cap w|}}{\binom{|v|}{|v \cap w|}}.$$  \hfill (11)

In the context of our S-MCS we utilise overrepresentation analysis as a technique for integrating vocabularies or ontologies (Figure 1a). A term is added to the set of candidates if it has a significant overlap to the initial gene set $w$

$$V_\alpha(w) = \{v \in V \mid p_w(v) \leq \alpha\}.$$  \hfill (12)

**Ontological Search**

An ontological search relies on the graphical representation of the relationships between the terms of a vocabulary $V$. It requires the availability of an ontology or a semantic network. The structure of the corresponding graph induces a neighbourhood which can be screened for suitable candidate terms later on.

In the following, we concentrate on ontological graph structures (Figure 1b). Thus, we assume a directed hypernym-hyponym relationship $r(w, v)$ which reflects the hierarchical relationship between a category $w$ and its subcategories $v$. For a given set of already selected terms $W \subseteq V$ we additionally consider those terms as candidates which are direct subcategories of the terms in $V$

$$V(W) = \{v \in V \mid r(w, v) \in R, \ w \in W\}.$$  \hfill (13)

Our final candidate set for the data-driven term selection $V^*$ is then constructed from the terms selected by the overrepresentation analysis and the ontological search

$$V^* = (V_\alpha(w) \cup V(V_\alpha(w))) \setminus \{w\}.$$  \hfill (14)

**Experiments**

We have evaluated our S-MCS in three molecular settings. A short characterisation of the datasets can be found in Table 1. They are publicly available and can be downloaded from the Gene Expression Omnibus (GEO) \cite{25,26}. As a preprocessing step a RMA normalisation was applied to all datasets \cite{27}. The one nearest neighbour classifier (1-NN) was chosen as a base classifier for the S-MCS \cite{28} and the ensemble size was set to three base classifiers. For each of the datasets the mean accuracy of the classifiers was estimated in a $10 \times 10$ cross validation (CV) setting \cite{29}. The experiments were conducted with help of the TunePareto Framework \cite{30}.

The described classifier system was compared to four types of data-driven reference classifiers. The nearest centroid classifier (NCC), the one nearest neighbour classifier \cite{28} (1-NN), the linear support vector machine \cite{10} (SVM) and the random forest \cite{31} (100 trees, RF-100) were chosen. Each of these classifiers was applied as a standalone classifier on all features as well as in combination with a data-driven feature selection. In the second case, a correlation filter was applied to the classifiers training set $L$ to preselect the 100 features with the highest absolute Spearman rank correlation to the class labels.

The experiments also comprise other knowledge-based approaches besides S-MCS$_{V^*}$ (see below). The proposed system was compared to a S-MCS without access to the relationships of the terms in $V$ (S-MCS$_V$). Here, the S-MCS directly selects the top three terms of $V$ according to their classification accuracy (Equation 10). A second
S-MCS (S-MCS_{V_\alpha}) is only allowed to access the terms in \( V \), which have a significant overlap to the initial seeding set \( w \) (Equation 12, \( \alpha = 0.05 \)). The proposed system itself will be denoted by S-MCS_{V^*}. For all three S-MCS, the vocabularies will be constructed from the Gene Ontology. Terms are selected according to their accuracy in 3 \times 3 CV experiments when training on the training set.

Table 1. Overview of analysed datasets. The overall number of features \( n \), the overall number of samples \( m \) and the class wise number of samples \( m_1 \) and \( m_0 \) are reported.

| dataset            | \( n \)  | \( m \)  | \( m_1 \) | \( m_0 \) |
|--------------------|---------|---------|----------|----------|
| Aging [32]         | 54613   | 41      | 20       | 21       |
| Leukemia [33]      | 12559   | 72      | 24       | 48       |
| Pancreatic cancer [34] | 54613   | 78      | 39       | 39       |

Gene Ontology

The Gene Ontology (GO) provides three curated vocabularies representing gene product properties [35]: Cellular Components, Molecular Functions, and Biological Processes. Each of these vocabularies is organised in form of a hierarchical ontology. Cellular Component terms describe parts of a cell or its extracellular environment like the nucleus or protein complexes, but not individual proteins or multicellular anatomical structures. Molecular Function terms describe activities of a gene product at a molecular level, for example catalytic activity. They should be unambiguous and signify the same thing in any species. Biological Process terms describe series of events or molecular functions like signal transduction which have at least two distinct steps and a defined beginning and end.

Results & discussion

The results will be discussed for each dataset individually. An overview of the achieved classification results can be found in Table 2. The most frequently selected terms are given in Fig 2.

Ageing dataset

Lu et al. provided gene expression data of post-mortem human brain samples of different ages as a part of a study on stress resistance in ageing and Alzheimer's disease [32]. They divided the samples into four age classes: less than 40 years (12 samples), 40-69 years (9 samples), 70-94 years (16 samples), 95-106 years (4 samples). The dataset is publicly available from the GEO database under accession GSE53890. Total RNA was isolated from cortical grey matter samples from the frontal pole of post-mortem human brains. It was hybridised to Affymetrix U133 plus 2.0 arrays.

For our analysis of ageing we combined the first two classes into a "adult" class (21 samples) and the latter two into an "aged" class (20 samples). The GO term ageing (GO:0007568) has been chosen as initial set \( w \) for the term filtering procedure. The corresponding set of measurements consists of 114 genes. These are associated with resistance to disease, homeostasis, and fertility.
The semantic multi classifier systems achieve accuracies in the range of 8 genes) have an overlap. However, these overlaps are only pairwise. This indicates
neurotrophin TRK receptor signaling pathway of cardiac muscle cell proliferation receptor signalling pathway
100 trees; S-MCS, semantic multi classifier system.
Table 2. Accuracies of the 10 × 10 CV (mn ± std) for all datasets. Abbreviations: CV, cross validation; mn, mean; std, standard deviation; 1-NN, 1-nearest neighbour; SVM, support vector machine; NCC, nearest centroid classifier; RF-100, random forest with 100 trees; S-MCS, semantic multi classifier system.

| classifier | Ageing CV - accuracy | Leukaemia CV - accuracy | Pancreatic cancer CV - accuracy |
|------------|----------------------|-------------------------|-------------------------------|
| single classifiers (all genes) | | | |
| 1-NN | 87.07 ± 2.83 | 94.86 ± 1.47 | 80.51 ± 1.46 |
| SVM | 84.88 ± 2.77 | 100.00 ± 0.00 | 86.79 ± 1.92 |
| NCC | 82.68 ± 1.80 | 88.06 ± 0.72 | 80.38 ± 0.62 |
| RF-100 | 86.83 ± 3.29 | 95.83 ± 1.31 | 88.85 ± 1.21 |
| single classifiers (100 genes) | | | |
| 1-NN | 86.10 ± 2.83 | 99.58 ± 0.67 | 86.41 ± 1.50 |
| SVM | 86.59 ± 2.63 | 98.61 ± 0.00 | 81.03 ± 1.79 |
| NCC | 86.61 ± 0.77 | 98.47 ± 0.44 | 91.92 ± 0.62 |
| RF-100 | 88.05 ± 2.68 | 99.03 ± 0.67 | 88.59 ± 1.27 |
| multi classifier systems | | | |
| S-MCS$_V$ | 87.32 ± 4.42 | 98.75 ± 1.02 | 85.38 ± 3.38 |
| S-MCS$_{V_2}$ | 84.39 ± 2.86 | 97.50 ± 1.10 | 84.62 ± 2.10 |
| S-MCS$_{V_4}$ | 89.51 ± 3.46 | 98.33 ± 1.43 | 87.31 ± 1.86 |

Table 2 shows the results of the 10 × 10 cross validation for the ageing dataset. Operating on the full expression profiles, the standalone classifiers achieve accuracies from 82.68 ± 1.80% (NCC) to 87.07 ± 2.83% (1-NN). If the classifiers are coupled to the correlation filter their accuracies vary from 85.61 ± 0.77% (NCC) to 88.05 ± 2.68% (RF-100). The semantic multi classifier systems achieve accuracies in the range of 84.39 ± 2.86% (S-MCS$_{V_2}$) to 89.51 ± 3.46% (S-MCS$_{V_4}$). Here, the performance of a classifier system using all terms of the ontology (87.32 ± 4.42%, S-MCS$_V$) is decreased by a standalone overrepresentation filter but increased by the pipeline of both term filters.

Fig 2a) gives an overview on the 10 × 10 cross validation experiments with the S-MCS$_{V_4}$. The five most frequently selected terms are shown. Two of these terms are related to adenylate cyclase. The term *adenylate cyclase activating G-protein coupled receptor signalling pathway* is the most frequently selected one (82.0%; 42 associated genes). The term *activation of adenylate cyclase activity* was chosen in 11.0% of all experiments (30 genes). The other frequently selected terms are the *negative regulation of cardiac muscle cell proliferation* (55.0%; 7 genes), the *cholesterol catabolic process* (45.0%; 12 genes) and the less frequent *neurotrophin TRK receptor signaling pathway* (8.0%; 275 genes).

As expected due to the common relation to adenylate cyclase the first two terms have an overlap (9 genes). Additionally terms one and five (9 genes) and four and five (8 genes) have an overlap. However, these overlaps are only pairwise. This indicates that the classification performance is not related to only a small subset of genes associated to the terms.

For most of these terms evidence for a connection to ageing can be found in literature. The influence of adenylate cyclase and the activation of G-proteins on the process of ageing is for example discussed by Feldmann et al. [36]. G-proteins are also known for their role in cardiac muscle cell proliferation during aging [37]. This might explain the high selection rate of the negative regulation of cardiac muscle cell proliferation term. Changes in the cholesterol catabolic process are discussed in
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hippocampal and cognitive ageing across lifespan [38]. Costantini et al. describe the way ageing affects the signalling pathway which regulates TRK receptor signalling [39].

**Leukaemia dataset**

The data from Armstrong and co-workers consist of gene expression data of 24 human acute lymphoblastic leukaemia (ALL) and 48 acute myeloid leukaemia (AML) and mixed-lineage leukaemia (MLL) patients [33]. Total RNA was isolated from mononuclear peripheral blood or bone marrow cells of patients at diagnosis or relapse. It was hybridised to Affymetrix U95A arrays. Data is available from the Broad Institute at [http://portals.broadinstitute.org/cgi-bin/cancer/publications/pub_paper.cgi?mode=view&paper_id=63](http://portals.broadinstitute.org/cgi-bin/cancer/publications/pub_paper.cgi?mode=view&paper_id=63).

For the leukaemia dataset an initial signature \( w \) was extracted from the Kyoto Encyclopedia of Genes and Genomes (KEGG). The union (98 genes) of the descriptions for chronic myeloid leukaemia (73 genes) and acute myeloid leukaemia (60 genes) was chosen. The overlap of the signatures consists of 35 genes. Both sets contain elements related to PI3K-Akt and MAPK signalling as well as genes involved in cell cycle.

For this dataset the accuracies of the 10 \( \times \) 10 cross validation experiments are listed in Table 2. The standalone classifiers achieve accuracies between 88.06 \( \pm \) 0.72% (NCC) and 100.00 \( \pm \) 0.00% (SVM). The application of the correlation filter leads to accuracies in the interval between 98.47 \( \pm \) 0.44% (NCC) and 99.58 \( \pm \) 0.67% (1-NN). The accuracies of the semantic multi classifier systems lie in the range of 97.50 \( \pm \) 1.10 (S-MCS\( _{V_α} \)) and 98.75 \( \pm \) 1.02 (S-MCS\( _{V} \)). For this dataset the application of the filter pipeline slightly decreases the performance (98.33 \( \pm \) 1.43%, S-MCS\( _{V_α} \)).

The most frequently selected terms of the S-MCS\( _{V_α} \) are given in Fig 2b). In 80% of all experiments the term protein kinase binding was chosen (332 genes), followed by the term laminin binding (66.0%; 24 genes) and less frequently by the terms signal transduction activity (29.0%; 226 genes) and T cell costimulation (21.0%; 72 genes). In 18.0% the term regulation of apoptotic process was chosen (155 genes).

For this dataset more overlaps of single genes occur than in the others, especially between the most frequently selected term protein kinase binding and the other terms. The largest overlaps are between the most frequently selected term protein kinase binding and signal transduction activity (19 genes overlap), T cell costimulation (13 genes overlap), and regulation of apoptotic process (10 genes overlap). The first two terms contain a high number of genes. This might result in the especially high overlap between the two terms. The overlaps between the other terms are smaller than 10 genes. All sets (except the first one) contain the LGALS1 gene which is hypermethylated in MLL patients [40] and might be an important feature for the classification problem.

For three of the chosen terms, an association to the subject of leukaemia was shown in literature. Examples for the influence of protein kinase binding are given by Vijapurkar et al. [41]. The role of laminin receptors is characterised by Federico et al. [42]. A discussion of signal transduction processes in in the context of leukaemia is given by Ihle et al. [43].

**Pancreatic cancer dataset**

Badea et al. [34] analysed gene expression data of 36 pancreatic ductal adenocarcinoma (PDAC) tumour patients. They used pairs of tumour samples and normal pancreatic tissue samples from the same patients. The dataset is publicly available in the GEO database under accession GSE15471. Total RNA was hybridised to Affymetrix U133 plus 2.0 arrays. As an initial marker set a mRNA signature developed from the data published by Gress and co-workers was chosen [44].
Table 2 shows the accuracies achieved on the Pancreatic cancer dataset. Utilising all available features the standalone classifiers achieve accuracies in the range from $80.36 \pm 0.62\%$ (1-NN) to $88.85 \pm 1.21\%$ (RF-100). Coupled to the correlation based filter the results lie between $81.02 \pm 1.79\%$ (SVM) and $91.92 \pm 0.62\%$ (NCC). The semantic multi classifier systems gain accuracies from $84.62 \pm 2.10\%$ (S-MCS$_{V\alpha}$) to $87.31 \pm 1.86\%$ (S-MCS$_{V*}$).

The terms most frequently selected by S-MCS$_{V*}$ are shown in Fig 2c). The term p53 binding was selected in 51.0% of all experiments (56 genes). Base classifiers for negative regulation of Ras protein signal transduction (24 genes) and negative regulation of signal transduction (18 genes) were chosen in 38.0% and 32.0% of all experiments. The terms fibroblast proliferation (4 genes) and negative regulation of cellular component movement (6 genes) were both selected in 22.0% of all experiments. The terms selected by the classifier system do not overlap.

The role of p53 in tumor development is frequently discussed in literature [45,46]. The influence of Ras mutations is for example discussed by Fensterer et al. [47]. Fibroblasts and fibroblast proliferation are also known to play a role in cancer [48,49]. In case of pancreatic cancer they play a role in the invasiveness of the cancer [50]. This could also be related to the last term which is negative regulation of cellular component movement. Effects on the associated components may increase cell movement which is a key step in the formation of metastases [51–54].

Conclusion

In this work, we proposed an ontologically guided multi-classifier system that can incorporate semantic domain knowledge into a data-driven modelling process. Utilizing information about the integral parts of a biological process or a cellular component the system was able to construct interpretable hypotheses on the molecular background of the analysed phenotypes or diseases in the form of a set of GO terms. These terms are a high-level description of the problem and a basis for further research.

In our scenarios, we evaluated the multi-classifier system in three well-structured research fields. Literature could corroborate evidence for the chosen semantic terms while also suggesting so far unknown mechanisms. Utilising information about the integral parts of a biological process or a cellular component the system was able to construct interpretable hypotheses on the molecular background of the analysed phenotypes or diseases. Suggesting that the system can be used to guide molecular experiments. One of the central assumptions of systems biology is that common high-level components influence almost all biological processes. Thus, our multi-classifier system can be applied as a general purpose instrument to many different problems in a broad field of applications.
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