TimeCaps: Capturing Time Series Data With Capsule Networks
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Abstract—Capsule networks excel in understanding spatial relationships in 2D data for vision related tasks. TimeCaps is a capsule network designed to capture temporal relationships in 1D signals. In TimeCaps, we generate capsules along the temporal and channel dimensions, creating two feature detectors that learn contrasting relationships, prior to projecting the input signal in to a concise latent representation. We demonstrate the performance of TimeCaps in a variety of 1D signal processing tasks including characterisation, classification, decomposition and reconstruction. TimeCaps surpasses the state-of-the-art results by achieving 96.96% accuracy on classifying 13 Electrocardiogram (ECG) signal beat categories, while achieving on-par results on identifying 30 classes of short audio commands. Instantiation parameters inherently learnt by the capsule networks allow characterisation, compression and reconstruction of 1D signals. TimeCaps demonstrates to be a promising data driven technique for multiple signal processing tasks.

Index Terms—Capsule Network, Signal Processing, ECG Signals, Audio Signals

I. INTRODUCTION

Different signal processing methods are used in classification, characterisation, compression and reconstruction of time series signals. These include source separation methods such as independent component analysis, wavelet transforms or machine learning methods [1]–[6]. However, most of these signal processing methods are very specific to the application and require the user to make decisions either in the form of parameters of a deterministic model or manual feature curation in a machine learning model.

Recently, data-driven approaches such as 1D Convolutions and Recurrent Neural Networks have produced promising results, albeit specific only for the task of classification [7]–[10]. In this work, we present a data-driven approach, termed TimeCaps, to facilitate multiple applications in time series signal processing, that eliminates the necessity of ‘prior knowledge’ about the signals of interest and in fact capable of elucidating relationships that are otherwise empirically required to formulate a model. In addition, we show that TimeCaps performs with accuracy comparable to the state-of-the-art in these applications, even with sparse data.

Recently, Capsule Networks [11] have been proposed to address limitations of CNNs such as the loss of spatial information in the pooling layers and being ambivalent to the spatial relationships between the learnt entities, mainly in the domain of image classification. CapsNets learn to encode the properties of an entity present in the input—in this case a signal—within the instantiation parameters, in addition to the probability of existence of the entity. Further, the capsules in one layer are dynamically routed to the capsules in the next layer based on their agreement, formulating meaningful part-whole relationships. In this paper, we propose TimeCaps which adapts the ideas of 2D capsule networks to 1D signals by creating capsules along the temporal axis and along the feature map axis such that our network will capture the temporal relationships between the temporal entities. This allows us to achieve better signal encoding and classification.

Accurate compression and reconstruction of time series signals is a requirement for data storage in many domains such as medical records [8], digital audio processing [12]. The main drawback of state-of-the-art reconstruction methods is that they require a high dimensional latent representation, in order to perform successful reconstruction. A majority of methods add artifacts to the reconstructed signals with dimensionality reduction [4], [13]. TimeCaps can perform successful reconstruction with a very low dimensional—as low as four dimensions per signal– latent representation, significantly reducing the computational complexity.

Signal characterization along with classification is essential when studying the discriminative features among signals in similar domains. Even though deep neural networks dominate majority of 1D signal classification tasks [7], [9], [10], [14]–[19], when it comes to low number of training data with imbalanced classes, they tend to under-perform compared to machine learning models. Yet, these models are lagging behind human-level performance. In contrast, our proposed method performs classification with a low number of training data and imbalanced classes while learning unique characterization for each signal.

Since the characteristics of the signal can be modulated by perturbing these dimensions in a class independent fashion, TimeCaps facilitates quantitative characterization of time series signals. TimeCaps learns relationships among the entities along the temporal and feature dimensions in the time series...
signals. Since it learns the most differentiating morphology of the time series signal from the data, it enables highly accurate classification than when features are hand-crafted.

To demonstrate the capabilities of TimeCaps, we selected two contrasting application domains: human electrocardiogram (ECG) signals and speech commands. ECG signals are one of the fundamental physiological measurements that enable the diagnosis of cardiac diseases. Pathological markers of ECG signals are encoded in the durations, amplitudes, shapes and intervals of the waveforms [20]. Computerised analysis of ECG can contribute towards accurate, fast, consistent and reproducible results aiding clinicians in better diagnosis. We demonstrate the suitability of TimeCaps in classification, characterisation, compression and reconstruction of ECG signals. Further, we demonstrate the robustness of TimeCaps for the classification task on a different signal domain instead of biological signals using short speech commands, resulting end-to-end trainable audio classifier.

More specifically, we make the following contributions.

- We introduce a new end-to-end trainable Capsule Network architecture that can simultaneously classify, encode raw 1D signals and decode the encoded signal.
- Our proposed network generates signal embeddings containing meaningful features of the input signal which can be directly use to identify the nature of the signal.
- To the best of our knowledge, we are the first to reconstruct a 1D signal with capsule networks.
- We extend CapsNets’ abilities to learn temporal relationships in 1D signals and explore varieties of feature maps rather than a single set of feature maps.
- We surpassed the state-of-the-art by achieving 96.21% accuracy on MIT-BIH ECG Dataset [21] across 13 classes. Our model can classify rare beats which had only a few training samples.
- We were able to achieve on-par classification results with the state-of-the-art on Google Speech Commands Dataset [22] on 30 classes.

The rest of the paper is organized as follows. In Section II, we describe related work. In Section III, we explain the TimeCaps cells and the architecture, and in Section IV, we present the experiments and the results. Section V concludes the paper.

II. RELATED WORK

Early work in audio classification was limited to signal processing and pattern recognition techniques like Hidden Markov Models (HMM), Gaussian Mixture Models (GMM) and Dynamic Time Warping [23], [24] etc. Yet the capability of such models was far behind to use them in industrial applications. In the wake of deep learning, audio processing became mainstream with several authors using Recurrent Neural Networks (RNN), Long-Short-Term-Memory (LSTM) combined with HMM or GMM [9], [10] and some focus on end-to-end training [14], [15]. Alternatively, some tend to use CNNs with Mel-frequency cepstrum coefficients (MFCC) [16] as the feature extractor for the CNN. However, there are a few works [18], [19] that have been done for learning features of the raw signal while preserving the end-to-end trainability of the network.

Electrocardiogram (ECG) signal analysis plays a vital role in medical diagnosis since ECG signal can provide vital information that can help to diagnose various health conditions. For example, ECG beat classification; classifying ECG signal portions into classes such as normal beats or different arrhythmia types such as atrial fibrillation, premature contraction, or ventricular fibrillation allows to identify different cardiovascular diseases.

One of the early ideas of ECG is Independent Component Analysis (ICA) that dates back to 1996 and subsequently used ICA on EEG signals [25]. Following the success, several authors used ICA on ECG signals [1], [2] as a feature extracting mechanism to train different classifiers. Progressive learning of suitable features offered by deep learning based approaches have proven to outperform hand crafted feature-based approaches in a wide range of applications, including bio-medical signal processing for classification [1]–[3] and reconstruction tasks [8], [13]. For an instance, MIT-BIH Arrhythmia Database [21] is a widely used ECG signal dataset to characterize, classify and generate ECG beats corresponding to heart diseases. Similarly, ECG signal compression and reconstruction have a variety of applications such as remote cardiac monitoring in body sensor nodes [26] and achieving low power consumption when sending and processing data through IoT-gateways [27]. Different approaches exist in the literature for reconstructing bio-medical signals, including Compressed Sensing (CS) [4], [13] and reconstructing corrupt or missing intervals of ECG signals [28]. One drawback is CS-based methods do not offer end-to-end compatibility when reconstructing a signal. Further, the capsule learnt latent parameters can be easily explainable by a simple perturbation. Moreover, CS-based methods require a higher dimensional latent representation to reconstruct a single beat, whereas our approach can reconstruct a single beat from as low as a 4-dimensional latent representation.

Traditional signal processing methods were highly affected by the wake of deep learning. Especially, several authors [7], [8] suggested CNNs for classifying ECG signals. The CNNs in both approaches learned the features of the signal using 1D convolutional kernels. Even though CNN architectures achieve state-of-the-art classification results, they consist of several drawbacks. CNN models disregard the spatial relationship in input data while needing thousands of data points to achieve a good performance. Capsule networks (CapsNet) [11], in contrast, solves this problem by learning the properties of an entity in addition to its existence. First step towards the idea of capsule network was introduced in transforming auto encoders [29]. Later Sabour et al. [11] proposed dynamic routing between capsules and able to achieve on-par results with state-of-the-art CNN models. However, a vanilla capsule network consists of only two convolution layers and a fully connected dynamic routing layer. In order to go deeper with CapsNet, Rajasegaran et al. [30] have suggested a new capsule
layer which shares parameters across capsules. Incorporating time series data with capsule network was introduced by [31], yet, input to the model was hand crafted MFCCs. Further, the authors do not utilize the decoder network to decode the signal hence they were unable to discuss the use of instantiation parameters in their work.

Few recent works utilize the 1D version of capsule networks. Zhang et al. [32] used 1D capsule networks for the hyper-spectral image classification by applying 1D convolution in separate spatial and spectral domains, to reduce the number of parameters. Berman et al. [33] used 1D capsules for domain generation algorithm detection, by learning the features with a single dimension and passing them directly to a LSTM learner. Further, Butun et al. [34] applied 1D convolution followed by 1D routing to the ECG signals. This is the closest to our work, yet, in our method, we consider temporal and spatial features separately and apply dynamic routing in different directions.

III. TIMECAPS

Capsule networks inherently learn unique properties of the input images, such as location, scale, rotation and luminosity. Sabour et al. [11] proposed a capsule architecture, to learn key features from images for classification. However, the concept of dynamic routing is not limited to images or any other form of 2D signals. 1D signals are one such example, albeit consisting of a different kind of feature hierarchy than 2D images. In this paper, we design a capsule inspired dynamic routing algorithm, which inherently learns the temporal relationships in continuous signals.

In TimeCaps, we treat the input as time series data, \(X_{\text{sig}} \in \mathbb{R}^L \) and \(L \) is the length of the signal. Hence, rather than learning the spatial relationship between incoming capsules, we learn the temporal relationships between adjacent capsules. These relationships are learnt by predicting the past and future capsule outputs for a given capsule.

First, we transform the input from signal domain to feature space by convolving the input signal \(X_{\text{sig}} \) with \(k \) number of \(\psi_i\) kernels, where \(\psi_i \in \mathbb{R}^{p_i}, i \in [1,k]\) and \(g_i\) is the filter size, resulting in \(\Phi_{\text{conv1}} \in \mathbb{R}^{L \times K}\). We pad every convolution along the temporal dimension appropriately to maintain it at size \(L\) for consistency, especially during the reshaping operations performed in steps II-A and II-B. Subsequently, \(\Phi_{\text{conv1}}\) will be fed to the two parallel modules TimeCaps Cell A and TimeCaps Cell B.

When exploring the feature detectors, we intend to learn different types of features, and therefore we slice along the temporal axis as well as the feature axis to produce two different capsule representations called TimeCaps A and TimeCaps B as illustrated in Fig. 1. Here, TimeCaps A contains the local temporal information, while TimeCaps B encapsulates the local spatial relationships. This help us to separately learn two contrasting types of relationships and able to fuse them latter stages.

A. TimeCaps Cell A

Timecaps A keeps the samples into one single frame, but then it tries to predict the possible feature maps in the next layer.

Fig. 1. Generating capsules along temporal axis and channel axis to act as temporal feature detectors.

First, the input to the TimeCaps Cell A, \(\Phi_{\text{conv1}}\), is convolved with \((c^p \times a^p)\) number of \(\psi_m\) kernels, forming \(\Phi_{\text{conv}}^A \in \mathbb{R}^{L \times (c^p \times a^p)}\), where \(\psi_m \in \mathbb{R}^{g_m}, m \in [1,c^p \times a^p]\), \(c^p\) and \(a^p\) are the number of channels and the dimensionality of the subsequently formed primary time capsules respectively. To facilitate the formation of capsules by bundling sets of feature maps together, \(\Phi_{\text{conv}}^A\) is reshaped into \(\Phi_{\text{conv}}^A \in \mathbb{R}^{L \times C^p \times a^p}\) and squashed along the feature axis to create output of the Primary Time Capsules A, \(\Omega^A_{\text{PTC}} \in \mathbb{R}^{L \times C^p \times a^p}\).

Instead of using a traditional transformation matrix to transform low dimensional features to high dimensional features as suggested by [11] we used a convolution kernel which can be used to predict the next set of capsules for the given capsule. These predicted capsules are called votes for the TimeCaps. When considering the TimeCaps A, predicted capsules are correspond to the bundle of high feature maps.

In order to be compatible with 2D convolution, we reshape \(\Omega^A_{\text{PTC}}\) into \(\Omega^A_{\text{PTC}}\) with shape \(L \times (c^p \times a^p) \times 1\). By convolving \(\Omega^A_{\text{PTC}}\) with \(\psi^A_{\text{conv}} \in \mathbb{R}^{g^A_m \times a^A_p}\), \(m \in [1,c^A \times a^A]\) with strides \([1,a^p]\), we generate the votes \(W^A_{\text{conv}}\) with shape \(L \times c^p \times (c^A \times a^A)\), for the capsules in the subsequent time capsule layer. Here, \(c^A\) and \(a^A\) are the number of channels and the dimensionality of the time capsules respectively. In consistency with the previous convolutions, the temporal dimension is kept at size \(L\), whereas the size of the channel dimension is calculated by \(c^p \times a^p - a^p \times 0 + 1 = c^p\). To facilitate dynamic routing, we reshape the votes \(W^A_{\text{conv}}\) to \(\hat{W}^A_{\text{conv}}\), to have the shape \((L \times c^p \times (c^A \times a^A))\). Subsequently, we feed the modified votes to the routing algorithm which is described in section III-C. The resulting tensor, \(\Omega^A_{\text{STC}} \in \mathbb{R}^{L \times C^A \times a^A}\) will be flattened along the first two axes of the tensor while keep the last axes (dimension of secondary capsules) constant generating set of flattened capsules \(\Omega^A \in \mathbb{R}^{(L \times C^A \times a^A)}\) as the output of TimeCaps Cell A.

B. TimeCaps Cell B

Different from TimeCaps Cell A, Timecaps Cell B is designed to predict future and past values of a small segment of the signal. This will require to squash along the full set of feature maps, first we reduce the number of feature maps by performing \(1 \times 1\) convolutions abreast to the first convolution layer of TimeCaps Cell B to create \(C^b \times a^b\) feature maps. Then complementing the above idea, primary capsules were created by segmenting the final convolution output \(\Phi^B_{\text{conv}} \in \mathbb{R}^{L \times (C^b \times a^b)}\) into \(n\) size segments resulting \(\Phi^B_{\text{conv}} \in \mathbb{R}^{\frac{L}{n} \times (n \times C^b \times a^b)}\) then similar to TimeCaps Cell A, \(\Phi^B_{\text{conv}}\) then be squashed and reshaped into \(\Omega^B_{\text{PTC}} \in \mathbb{R}^{\frac{L}{n} \times (n \times C^b \times a^b) \times 1}\) to form the input
to the TimeCaps B. Then votes $W^B_{conv} \in \mathbb{R}^{\frac{K}{2} \times n \times (C^{SB} \times a^{SB})}$ corresponds to the Cell B is derived by convoluting $\Omega^B_{STC}$ with kernel $\psi^B \in \mathbb{R}^{2 \times (C^a \times a^d)}$, $k \in [1, C^{SB} \times a^{SB}]$ with strides $C^b \times a^d$). Then analogous to TimeCaps A, reshaped $W^B_{conv} \in \mathbb{R}^{L \times C^{SB} \times a^{SB} \times a^n}$ is utilized as the votes for the TimeCaps layer. These prediction capsules are corresponding to the future and past time segments of a given capsule which contains information about a given time segment. This will be routed producing $\Omega^B_{STC} \in \mathbb{R}^{\frac{L}{2} \times C^{SB} \times a^{SB}}$. After flattening, final output of the TimeCaps Cell B would be $\Omega^B \in \mathbb{R}^{\frac{L}{2} \times C^{SB} \times a^{SB}}$.

C. Routing

Let votes be $V \in \mathbb{R}^{(L', a^l, a^{l+1}, n^{l+1})}$ for the routing. Then we route a block of capsules $s$ from the child capsule to the parent capsule.

During the routing, the coupling coefficients for each block of capsules $K_s$ are generated by applying the softmax function on logits $B_s$ (initialized as 0) as given by Eq. 1

$$k_{prs} = \frac{\exp(b_{prs})}{\sum_x \sum_y \exp(b_{prs})}$$

Calculated $k_{prs}$ where $p \in L'^{+1}, r \in L$ will be used to weigh the predictions $V_{prs}$ to get a single prediction $S_{prs}$ as given in Eq. 2 followed by a squash function to produce $\hat{S}_{prs}$. squash is used to suppress the low probabilities and to enhance the high probabilities in the prediction vectors.

$$b_{prs} \leftarrow \sum_s k_{prs} \cdot V_{prs}$$

Amount of agreement between $S$ and $V$, can be measured by taking the dot product of the tensors and this will be used to update the logits in the next iteration of the routing as given in Eq. 3

$$b_{prs} \leftarrow b_{prs} + S_{prs} \cdot V_{prs}$$

D. Concatenation Layer

Since each layer explores different temporal relationships in the signal, we used a concatenation layer to concatenate the two flattened TimeCaps together along the capsule axis.

Let $\alpha, \beta$ be two learnable parameters, Then Concatenation output would be

$$\Omega_{CC} = \text{concat}(\alpha \Omega_A, \beta \Omega_B)$$

Where $\Omega_A \in \mathbb{R}^{(L \times C^{SA}) \times a^{SA}}$, $\Omega_B \in \mathbb{R}^{\frac{L}{2} \times C^{SB} \times a^{SB}}$ and $\Omega_{CC} \in \mathbb{R}^{N \times a^a}$, $N = L \times C^{SA} + \frac{L}{n} \times C^{SB}$

E. Classification Layer

As the final layer we adopt the classification layer proposed by [30], [35] to produce instantiation parameter vector $\Omega_{sig} \in \mathbb{R}^{1 \times a^s}$ corresponding to the signal. Class probability can be derived from the length of the vector $\Omega_{sig}$.

Full network with numerical values is illustrated in Fig. 2.

Fig. 2. TimeCaps Model: Proposed Timecaps model for time series data. TimeCaps cells $A$ and $B$ are concatenated after weighting with trainable scalars $\alpha$ and $\beta$ respectively.

F. Decoder Network

A Decoder Network is used to reconstruct the input signal from the instantiation parameter vector $\Omega_{sig}$ extracted at the classification layer. Further, the decoder network provides a regularization to the Timecaps network. To this end, several papers have used this technique to reconstruct 2D image data using fully connected networks [30] or 2D deconvolution networks [30], [35] which are more suitable to reconstruct image data. In this paper we applied 1D deconvolution network to decode the instantiation parameters to reconstruct 1D signals. The first two layers of the decoder are fully connected layers, followed by five 1D deconvolution layers as given in Fig. 8.

The existing decoder extracts the output from the classification layer and masks the instantiation parameter matrix with zeros except for the row which corresponds to the predicted class. Thus, the decoder class dependable and variations causes by each instantiation parameter becomes inconsistent for each class. Our hypothesis was to construct a network such a way that the network learns to identify the fundamental features of the dataset. Therefore, instantiation parameters should be distributed in the same space regardless of the class. As a result, we adopt a class independent decoder where prior to passing the output from the classification layer, we extract the $\Omega_{sig}$ of predicted class.

For training, $\Omega_{sig}$ can be computed using the ground truth label while during the inference, $\Omega_{sig}$ corresponds to the class which has the maximum class probability.

G. Loss Function

For the classification, we used marginal loss [31] which suppresses the probabilities of other classes while enhancing
the probability of true class.

\[
L_k = T_k \max(0, m^+ - \|v_k\|)^2 + \lambda(1 - T_k) \max(0, \|v_k\| - m^-)^2
\]

Here \(L_k\) denotes the marginal loss for the class \(k\) and \(v_k\) is the respective output from the final capsule layer. Lower bound and the upper bound are set to \(m^+ = 0.9\) and \(m^- = 0.1\). \(T_k\) will be set to 1 if \(k\) is the true class and zero otherwise. Similarly, for the decoder we used \(MSE\) loss as suggested by [11].

### H. Signal Perturbation

One of the main features of capsule networks was the ability to reconstruct input signal solely using the extracted instantiation parameters using a trained decoder network [11]. In order to analyse the effect of each instantiation parameter variation on the reconstruction signal, we can add a noise vector \(N_{\text{pertb}} \in \mathbb{R}^{1 \times a^{\text{sig}}}\) to the extracted instantiation vector and reconstruct the perturb vector \(\Theta_{\text{pertb}} \in \mathbb{R}^{1 \times a^{\text{sig}}}\) using the pre-trained decoder network.

\[
\Theta_{\text{pertb}_i} = \Omega_{\text{sig}_i} + N_{\text{pertb}_i}
\]

Where \(i \in \{0, \dim(\Omega_{\text{sig}})\}\); We hypothesis that, similar to [35], by introducing a controlled noise will generate ample versions of input data sample. Yet, our objective is to analyze the variations of the input signal and not to generate new singles. Therefore, we manually picked the noise vector between [-1,1].

### IV. EXPERIMENTS AND RESULTS

We trained the TimeCaps on MIT-BIH Arrhythmia Dataset [21] which contains 16 classes of Electrocardiography (ECG) beats. We used wfdb software package[3] to segment each ECG beat. Moreover, to test the applicability of TimeCaps in other domains, we used the Google speech commands dataset [22] which contained 30 different audio commands. We discover that one-to-one comparison of all aspects of our method with the state-of-the-art is impractical. Therefore, when evaluating the results, we could only compare the classification accuracy with the state-of-the-art methods for the given datasets.

### TABLE I

| Dataset         | Number of Classes | Train size | Test size | Sample length |
|-----------------|-------------------|------------|-----------|---------------|
| MIT-BIH         | 16                | 12963      | 4129      | 360           |
| Google speech commands | 30            | 51776      | 12944     | 16000         |

#### A. Implementation

We used Keras and Tensorflow libraries for the development. We trained the network for 50 epochs and we used Adam optimizer with an initial learning rate of 0.001 and \(\lambda\) defined in Eq. [5] set to 0.5. The models were trained on GTX-1080 and V100 GPUs.

#### B. TimeCaps on ECG Signals

Due to to the class imbalance present in the dataset, researchers have either used the AAMI standard to fuse sets of classes to produce five groups (N,S,V,F,Q) [2], [7] or use a subset of classes [36]. We followed the latter, and used 13 beat classes (only beat types(N,L,R,B,A,a,J,V,F,j,E,/,f)) out of 16 beat classes for classification, since the rest of the classes had lower than 50 training samples per class.

Our model consists of 6,149,856 number of trainable parameters. Table [II] compares our results to the state of the art. However, all the work listed in Table 2 did not provide enough resources to reproduce their results on the whole dataset. Hence, we followed the same approach as the authors of [7], resulting in the comparison illustrated in Table 2.

### TABLE II

| Implementation          | Number of Classes | Accuracy | Additional Information                  |
|-------------------------|-------------------|----------|-----------------------------------------|
| Elhaj et al [12]        | 5                 | 98.91%   | AAMI classes (N,S,V,F,Q)                |
| Izci et al [7]          | 5                 | 97.42%   | AAMI classes (N,S,V,F,Q)                |
| Rajkumar et al [36]     | 7                 | 93.6%    | (V,L,R,A,N)                             |
| TimeCaps                | 13                | 96.96%   | All the beat types                      |
| TimeCaps                | 5                 | 97.94%   | AAMI classes (N,S,V,F,Q)                |

Due to low number of training samples present in set of classes in MIT-BIH data set, current state-of-the-art for the classification according to AAMI standard, with only 5 number of infusion classes is 98.91% which was achieved by Elhaj et al [2], whereas we achieved 96.21% accuracy for 13 classes. Proving TimeCaps ability to work with very low number of training samples. In addition, we trained our model with the AAMI dataset, obtained an accuracy of 97.94%, which is on par with the state-of-the-art.

Since TimeCaps is based on capsule network, it inherits the high computational complexity. In TimeCaps, model complexity is heavily dependent on the number of domains in the dataset, since this directly affects the number of parameters.

---

1https://archive.physionet.org/physiobank/database/html/mitdbdir/intro.htm

2https://archive.physionet.org/physiotools/wfdb.shtml
and routing in the classification capsules. Further, choosing the number of segments in the temporal axis \((n)\) for TimeCaps B will depend on the nature of the signal as well as the length of the input signal.

Further, TimeCaps possess the ability of encoding each beat with low dimensional vector and reconstructing each signal with the decoder network.

Moreover, we observed that convergence of the network with a weighted concatenation of different features is much slower than \(1:1\) concatenation.

**C. TimeCaps on Audio Signals**

In order to explore the robustness of the network, we test our proposed architecture with Google Speech Commands Dataset [22] which contains one second long audio commands. Even though the common practice is to extract audio features using Mel-frequency cepstral coefficients (MFCC) and feeding the extracted features to the network, some work in literature explore the ability to classifying raw audio signals [13] without pre-defining set of feature extractors such as MFCC. We adopt the latter due to the performance gain [19] and to avoid the additional computational overhead.

In order to input a full audio command into TimeCaps, the network requires several key modifications. The high sampling rate of the audio signals poses a key challenge by significantly surging the computational complexity at the TimeCaps cell, and subsequently producing a larger number of capsules to be sequentially passed down the network. Besides the computational complexity, the large number of capsules inherently degrades the performance, when the number of capsules increase, the coupling coefficients of the dynamic routing becomes less effective. This may be viewed as a theoretical issue as well of the dynamic routing algorithm [37].

Addressing this issue is beyond the scope of this study. As a solution to the high computational complexity, we propose the modifications proposed in Fig. 4, which significantly reduce the number of parameters at TimeCaps Cells. In order to reduce size of the feature maps at early stages, the input is passed through three sequential blocks (each block consists of a convolutional layer followed by a \(2 \times 2\) pooling layer) to extract the low level features of the audio command. These extracted feature maps are then directed to TimeCaps Cells similar to Sec III. However, with the high dimensionality (16,000+) of the audio signals, its hard to train a decoder jointly with an encoder.

Table III compares our results to the state of the art with the proposed method. Even though our results are slightly below with the state-of-the-art results, our results surpass the existing capsule network model demonstrating 3.15% boost due to the improvement provided by the TimeCaps.

### Table III

| Implementation | Accuracy |
|---------------|----------|
| De et al [38] | 94.1%    |
| Kim et al [39] | 94.82%   |
| Bae et al [31] | 88.5%    |
| TimeCaps      | 92.65%   |

**D. Reconstruction Results**

1) Effect of each instantiation parameter on Reconstruction Signal: Each of the instantiation parameter learns a temporal property of the signal. Therefore, we were able to successfully parameterize each ECG signal of length 360 samples using 8 independent parameters. It was observed that, higher the number of parameters, lower the unique temporal relationships captured by one parameter, and thus, higher the correlations among instantiation parameters. Hence, with a sufficient number of instantiation parameters, it is possible to completely characterize each and every temporal property present in the 1D signal uniquely. This demonstrated capability of data driven parametrization of time series signals proves to be relevant in applications in physiological signals like ECG, specially because of the very high variability between individuals and the existence of rare and hitherto unknown patterns which render conventional parametric modelling less successful.

Due to the class independent decoder, instantiation parameter vector for the whole dataset is distributed in the same space allowing each instantiation parameter to have similar effect on the reconstruction signal regardless of the class. For example, for normal class, \(p1\) parameter corresponds to a change in R peak amplitude (as illustrated in Fig. 5) and the same instantiation parameter \(p1\) causes a change in R peak amplitude of other classes as well. Since each input signal can be parameterized using TimeCaps, different aspects of the signal can be modified by altering the value of the respective instantiation parameter. see Fig. 6.

We have tabulated the features corresponding to the each instantiation parameter in Table IV and we observed that \(p0\) and \(p3\) always affect the amplitude of the T wave while \(p1\) was responsible for the R peak amplitude. TimeCaps has enabled data-driven quantitative characterization of different arrhythmia represented by variations in these diagnostic components of the ECG signal. Several examples are given in Fig 6.

We have tabulated the features corresponding to the each instantiation parameter in Table IV and we observed that \(p0\) and \(p3\) always affect the amplitude of the T wave while \(p1\) was responsible for the R peak amplitude. TimeCaps has enabled data-driven quantitative characterization of different arrhythmia represented by variations in these diagnostic components of the ECG signal. Several examples are given in Fig 6.

When we rank the instantiation parameters by variance across the MIT-BIH dataset and Normal class of the MIT-BIH dataset as illustrated in Fig. 7 we can observe that the
instantiation parameters with high variance cause significant morphological changes while parameters with low variance do not produce clinically significant morphological changes on the reconstructed signal. This strengthens the observations recorded in [IV] based on the results of ECG dataset.

2) Effect of Different number of Instantiation Parameters: Decoder network has jointly learnt to decode the encoded signal which was parameterized by the TimeCaps network. Fig. [V] shows sample of reconstructed signals.

Further, Table [V] demonstrates the effect of having low number of instantiation parameters at the classification capsules.

Further, when the number of instantiation parameters in-

### TABLE IV

Effect of Each Instantiation Parameter on Reconstruction
Signal When Number of Instantiation Parameter is 8

| Inst. Para. | Change with increasing perturbation value | Change with decreasing perturbation value | ECG significance |
|-------------|-------------------------------------------|------------------------------------------|-----------------|
| p0          | T wave amplitude decreases                 | T wave amplitude increases                | Strong          |
| p1          | R peak amplitude increases                 | R peak amplitude decreases                | Strong          |
| p2          | Q peak amplitude decreases                 | Q peak amplitude increases                | Strong          |
| p3          | T wave amplitude increases                 | T wave amplitude decreases                | Strong          |
| p4          | ST segment elevated                        | ST segment depressed                      | Strong          |
| p5          | ST segment elevated and rotated             | ST segment elevated and rotated            | Weak            |
| p6          | Overshoot immediately following S dip      | Overshoot immediately following S dip     | Weak            |
| p7          | No significant and meaningful change noticed| No significant and meaningful change noticed| Weak            |

### TABLE V

Comparison of Different Number of Instantiation Parameters

| Number of Inst. Parameters | MSE loss at decoder | Accuracy | Inference Time sec/sample |
|----------------------------|---------------------|----------|--------------------------|
| 4                          | 0.0149              | 95.99%   | 0.004                    |
| 8                          | 0.0137              | 96.12%   | 0.004                    |
| 16                         | 0.0318              | 96.21%   | 0.005                    |
| 24                         | 0.032                | 96.08%   | 0.005                    |
creases, it introduces unnecessary artifacts to the reconstruction signal as illustrated in Recon 24.

V. CONCLUSION

This paper introduces a novel CapsuleNetwork based architecture, TimeCaps which was tailored to classify, decode, and encode ECG signals. Our results indicated that TimeCaps performs on par with other state-of-the-art methods. Also, one major advantage of TimeCaps is its ability to reconstruct raw ECG with very low dimensional latent representation. We also evaluated the performance of TimeCaps in a raw audio classification task to evaluate its performance on other types of time series data. Results indicated that we can surpass the state-of-the-art results with capsule network.

As future work, capabilities of TimeCaps can be further extended to synthesize ECG data samples which might be helpful in improving the accuracy of rare beat types. Possible methods include, adding a controlled noise to the instantiating parameters as suggested by Sabour et al. [11].

REFERENCES

[1] S.-N. Yu and K.-T. Chou, “Integration of independent component analysis and neural networks for ecg beat classification,” Expert Systems with Applications, vol. 34, no. 4, pp. 2841–2846, 2008.
[2] F. A. Elhaj, N. Salim, A. R. Harris, T. T. Swee, and T. Ahmed, “Arrhythmia recognition and classification using combined linear and nonlinear features of ecg signals,” Computer methods and programs in biomedicine, vol. 127, pp. 52–63, 2016.
[3] J. Kim, H. S. Shin, K. Shin, and M. Lee, “Robust algorithm for arrhythmia classification in ecg using extreme learning machine,” Biomedical engineering online, vol. 8, no. 1, p. 31, 2009.
[4] A. M. Dixon, E. G. Allstot, A. Y. Chen, D. Gangopadhyay, and D. J. Allstot, “Compressed sensing reconstruction: Comparative study with applications to ecg bio-signals,” in Proc. IEEE International Symposium of Circuits and Systems, 2011, pp. 805–808.
[5] P. Kundu and R. Gupta, “Electrocardiogram synthesis using gaussian and fourier models,” in Proc. ICRCICN. IEEE, 2015, pp. 312–317.
[6] E. Turajlic, “A novel algorithm for ecg parametrization and synthesis,” in Proc. Conference on Biomedical Engineering and Sciences, IEEE, 2012, pp. 927–932.
[7] E. Izc, M. A. Ozdemir, M. Dejirmenci, and A. Akan, “Cardiac arrhythmia detection from 2d ecg images by using deep learning technique,” in Proc. TIPELEKO, 2019, pp. 1–4.
[8] U. R. Acharya, S. L. Oh, Y. Hagiuara, J. H. Tan, M. Adam, A. Gertych, and R. San Tan, “A deep convolutional neural network model to classify heartbeats,” Computers in biology and medicine, vol. 89, pp. 389–396, 2017.
[9] A.-r. Mohamed, G. E. Dahl, and G. Hinton, “Acoustic modeling using deep belief networks,” IEEE transactions on audio, speech, and language processing, vol. 20, no. 1, pp. 14–22, 2011.
[10] G. Hinton, L. Deng, D. Yu, G. E. Dahl, A.-r. Mohamed, N. Jaitly, A. Senior, V. Vanhoucke, P. Nguyen, T. N. Sainath et al., “Deep neural networks for acoustic modeling in speech recognition: The shared views of four research groups,” IEEE Signal processing magazine, vol. 29, no. 6, pp. 82–97, 2012.
[11] S. Sabour, N. Frosst, and G. E. Hinton, “Dynamic routing between capsules,” in Proc. NIPS, Long Beach, CA, 2017, pp. 3856–3866.
[12] N. Sturmel, L. Daolet et al., “Signal reconstruction from stft magnitude: A state of the art,” in Proc. DAFx, 2011, pp. 375–386.
[13] V. Mandic and I. Martinovic, “Biomedical signals reconstruction under the compressive sensing approach,” in Proc. MIECO. IEEE, 2018, pp. 1–4.
[14] A. Graves, A.-r. Mohamed, and G. Hinton, “Speech recognition with deep recurrent neural networks,” in Proc. ICASSP. IEEE, 2013, pp. 6645–6649.
[15] A. Graves and N. Jaitly, “Towards end-to-end speech recognition with recurrent neural networks,” in Proc. ICML, 2014, pp. 1764–1772.
[16] T. N. Sainath and C. Parada, “Convolutional neural networks for small-footprint keyword spotting,” in Proc. International Speech Communication Association, 2015.
[17] Y. Zhang, M. Pezeshki, P. Brakel, S. Zhang, C. L. Y. Bengio, and A. Courville, “Towards end-to-end speech recognition with deep convolutional neural networks,” arXiv preprint arXiv:1701.02720, 2017.
[18] J. Lee, T. Kim, J. Park, and J. Nam, “Raw waveform-based audio classification using sample-level cnn architectures,” arXiv preprint arXiv:1712.00866, 2017.
[19] T. N. Sainath, R. J. Weiss, A. Senior, K. W. Wilson, and O. Vinyals, “Learning the speech front-end with raw waveform cdlns,” in Proc. International Speech Communication Association, 2015.
[20] L. Sommolo and P. Laguna, Bioelectrical signal processing in cardiac and neurological applications. Academic Press, 2005, vol. 8.
[21] G. B. Moody and R. B. Mark, “The impact of the mit-bih arrhythmia database,” IEEE Engineering in Medicine and Biology Magazine, vol. 20, pp. 45–50, 2001.
[22] P. Warden, “Speech commands: A dataset for limited-vocabulary speech recognition,” arXiv preprint arXiv:1804.03209, 2018.
[23] M. Mohri, F. Pereira, and M. Riley, “Weighted finite-state transducers in speech recognition,” Computer Speech & Language, vol. 16, no. 1, pp. 69–88, 2002.
[24] M. Gales, S. Young et al., “The application of hidden markov models in speech recognition,” Foundations and Trends® in Signal Processing, vol. 1, no. 3, pp. 195–304, 2008.
[25] S. Makeig, A. J. Bell, T.-P. Jung, and T. J. Sejnowski, “Independent component analysis of electroencephalographic data,” in Advances in neural information processing systems, 1996, pp. 145–151.
[26] H. Mamaghian, N. Khaled, D. Atienza, and P. Vandergheynst, “Compressed sensing for real-time energy-efficient ecg compression on wire- less body sensor nodes,” IEEE Transactions on Biomedical Engineering, vol. 58, no. 9, pp. 2456–2466, 2011.
[27] M. Al Dosi, H. Djeloutat, C. Kottoni, E. Politis, A. Amira, F. Bensaali, G. Dimitrakopoulos, and G. Alinier, “Ecg signal reconstruction on the iot-gateway and efficacy of compressive sensing under real-time constraints,” IEEE Access, vol. 6, pp. 69 130–69 140, 2018.
[28] D. Martin-Martínez, P. Casaseca-de-la Higuera, M. Martín-Fernández, and C. Alberola-López, “Ecg signal reconstruction based on stochastic joint-modeling of the ecg and the ppg signals,” in Proc. Springer Mediterranean Conference on Medical and Biological Engineering and Computing, 2014, pp. 989–992.
[29] G. E. Hinton, A. Krizhevsky, and S. D. Wang, “Transforming auto-encoders,” in Proc. ICANN. Espoo, Finland: Springer, 2011, pp. 44–51.
[30] J. Rajasagar, V. Jayasundara, S. Jayasekara, H. Jayasekara, S. Seneviratne, and R. Rodrigro, “Deepcaps: Going deeper with capsule networks,” in Proc. CVPR. IEEE, 2019, pp. 10 725–10 733.
[31] J. Bae and D.-S. Kim, “End-to-end speech command recognition with capsule network,” in Proc. Interspeech, 2018, pp. 776–780.
[32] H. Zhang, L. Meng, X. Wei, X. Tang, X. Tang, W. B. Jin, and W. Yao, “1d-convolutional capsule network for hyperspectral image classification,” arXiv preprint arXiv:1903.09834, 2019.
[33] D. S. Berman, “Dga capsnet: 1d application of capsule networks to dga classification using sample-level cnn architectures,” in arXiv preprint arXiv:1712.00866, 2017.
[34] E. Butun, O. Yildirim, M. Talo, R.-S. Tan, and U. R. Acharya, “1d-cadcapsnet: One dimensional deep capsule networks for coronary artery disease detection using ecg signals,” Physica Medica, vol. 70, pp. 39–48, 2020.
[35] V. Jayasundara, S. Jayasekara, H. Jayasekara, J. Rajasagar, S. Seneviratne, and R. Rodrigro, “Textcaps: Handwritten character recognition with very small datasets,” in Proc. WACV. IEEE, 2019, pp. 254–262.
[36] A. Rajkumar, M. Ganesan, and R. Lavanya, “Arrhythmia classification on ecg using deep learning,” in Proc. ICACCS, 2019, pp. 365–369.
[37] E. Xi, S. Bing, and V. Jin, “Capsule network performance on complex data,” CoRR, 2017.
[38] D. C. de Andrade, S. Leo, M. L. D. S. Viana, and C. Berntkopf, “A neural attention model for speech command recognition,” arXiv preprint arXiv:1808.08929, 2018.
[39] T. Kim, J. Lee, and J. Nam, “Comparison and analysis of samplecnn architectures for audio classification,” IEEE Journal of Selected Topics in Signal Processing, vol. 13, no. 2, pp. 285–297, 2019.