Optimal charging of a superconducting quantum battery
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Quantum batteries are miniature energy storage devices and play a very important role in quantum thermodynamics. In recent years, quantum batteries have been extensively studied, but limited in theoretical level. Here we report the experimental realization of a quantum battery based on superconducting qubits. Our model explores dark and bright states to achieve stable and powerful charging processes, respectively. Our scheme makes use of the quantum adiabatic brachistochrone, which allows us to speed up the battery ergotropy injection. Due to the inherent interaction of the system with its surrounding, the battery exhibits a self-discharge, which is shown to be described by a supercapacitor-like self-discharging mechanism. Our results pave the way for proposals of new superconducting circuits able to store extractable work for further usage.

Introduction – In the past few decades, the miniaturization technology of integrated circuits has developed rapidly. In their micro-structures, heat exchanged with the environment and their own quantum nature have begun to affect the functioning of devices, so one must start to consider the influence of quantum effects on future machines [1–6]. When we deal with these devices working in the quantum regime, we need to carefully consider some thermodynamic concepts, such as work, heat, and entropy, which urge people to think about how to extend the laws of thermodynamics to quantum systems far away from the equilibrium state. On the other hand, the rapid development of quantum physics has made it possible to manufacture and precisely control large and complex quantum systems, such as trapped ions [7–9], Bose-Einstein condensation [10, 11], superconducting circuits [12, 13], and many others. Recent efforts have been focused on the study of a few particle system and how some of its characteristics can be transformed into a statistical theory, thus resulting in new macroscopic thermodynamic laws (such as Landauer’s principle [14]), giving rise to the new and exciting field of quantum thermodynamics [15–17].

Due to the development of quantum thermodynamics, there is an increasing interest in developing new quantum devices that are applied to emerging quantum technologies, such as those based on quantum information processing, including components of quantum transistors and quantum diodes. In the context of quantum batteries (QBs), quantum phenomena, such as phase coherence [18, 19] and entanglement [20–24], constitute important resources, which can improve the performance of future scientific and technological equipments. In this direction, the development of storing quantum devices has been investigated in different systems [25–28]. Yet the characterization of the charging process and energy storing performance due to the interactions with the environment is still largely unexplored [29–31], even when no consumption center is connected to them [32].

In this paper we present the first experimental implementation of a QB, demonstrating the charging and self-discharging process of a three-level quantum cell composed by a superconducting device with a superconducting transmon qutrit. We also present a new approach to determine the optimal charging process based on quantum brachistochrone for closed systems [33], which allows us to determine the optimal interpolation functions for the time-dependent driving fields. Two distinct charging processes are implemented here: Firstly, a stable charge is achieved, we make use of the stimulated Raman adiabatic passage (STIRAP), by controlling the time-dependent evolution of the driving field, to perform the adiabatic elimination of an intermediate level and bypass unwanted spontaneous discharge or attenuation [24, 34]. Secondly, by accurately controlling the evolution parameters and time of the driving fields, one enhances the charging power driving the QB through a fast and non-stable path with high fidelity. Finally, we investigate the loss of ergotropy of the battery due to its inevitable coupling to the environment (without any consumption center coupled to it), and show that, due to the particular decay rates of our system, it exhibits a supercapacitor behaviour.

The superconducting device – As sketched in Fig. 1a, we encoded our qutrit in the three lowest energy levels of the superconducting transmon circuit. The corresponding transition frequencies between the neighboring energy levels are ω01 = 2π × 6.266 GHz and ω12 = 2π × 6.011 GHz. The device energy level structure defines the QB energy levels from the bare Hamiltonian

\[ H_0 = \sum_{n=1}^{2} \hbar \omega_{n-1,n} |n\rangle \langle n|, \]  

where \( |n\rangle \) being the QB states with energy splittings \( \epsilon_n = \hbar \omega_{n-1,n} \), \( |0\rangle \) the zeroth energy level. The relaxation and coherence times, extracted with standard state tomography measurements, are
Figure 1. Schematic of the three-level quantum battery. (a) Three lowest levels of a transmon define the qubit system used in our experiment. Two microwave fields are resonantly coupled to the |0⟩ ↔ |1⟩ and |1⟩ ↔ |2⟩ transitions to implement the charging processor. (b) Experimental pulse sequence. A tomography XY pulse and the resonant cavity readout pulse come after the charging pulse, to implement the qutrit’s full state tomography. (c) Simplified diagram of the experimental setup. The transmon superconducting qubit sample is installed in the mixed chamber of a dilution cryostat to get the low temperature below 8 mK. The amplitude and phase controlled microwave pulses are generated with a quadrature IF (IQ) mixer, which is driven by a local oscillator (LO) and sideband modulated by a commercial arbitrary waveform generator (AWG). The readout pumping signal is generated in the same way and then is applied to the input port of the readout transmission line. In the following, the transmission signal is amplified by a high electron-mobility transistor (HEMT) amplifier, and is down-converted to the IQ signal, which will be digitized by an analog-to-digital converter (ADC) for further data analysis. (d) Single-shot readout performance measurements, three IQ clouds correspond to three energy level states. (e) The three dimension diagram of the transmon and the Josephson junction. (f) The schematic representation of a stable (dashed line) and unstable (continuum line) charging process. The choice of how we charge the battery is initially set in the external charging fields Ω1(t) and Ω2(t).

Due to the adiabatic theorem validity conditions, the charging speed is negatively impacted leading to a loss of power (energy per time) [36]. To bypass this issue, we explore the optimization process through adiabatic quantum brachistochrone (QAB) [33] in order to speed up the QB ergotropy loading in context of adiabatic dynamics. The optimal trajectory is obtained through a variational formalism, where we find the set of differential equations for the Rabi frequencies of the driving fields Ωr(t) (see [35] for further details):

\[
\Omega_1^2 + \Omega_2^2 \frac{d^2}{dt^2} \Omega_1^2 - 2 \left( 2 \Omega_2 \Omega_1 \Omega_2 + \Omega_1 (\Omega_1^2 - \Omega_2^2) \right) = 0, \quad (3a)
\]

\[
\Omega_2^2 + \Omega_2^2 \frac{d^2}{dt^2} \Omega_2^2 - 2 \left( 2 \Omega_2 \Omega_1 \Omega_2 - \Omega_2 (\Omega_1^2 - \Omega_2^2) \right) = 0, \quad (3b)
\]

where the boundary conditions depend on the kind of charging process. In order to achieve a stable drive, the system is driven through a dark state, which imposes Ω1(0) = Ω2(τ) = 0 and Ω1(τ), Ω2(0) ≠ (0,0), which corresponds to a stable adiabatic charging [34]. Guaranteeing the stability of a QB is an important task to avoid backflow of charge from the QB to the charger, leading to a loss of efficiency when the external fields are not precisely controlled. On the other hand, as we shall

| i | \(U_i\) | \(|\psi_i\rangle\) |
|---|---|---|
| 1 | \((\pi/2)^{(0)}\) | \(|0\rangle\) |
| 2 | \((\pi/4)^{(0)}\) | \(|1\rangle\) |
| 3 | \((\pi/2)^{(0)}\) | \(|2\rangle\) |
| 4 | \((\pi/2)^{(0)}\) | \(|0\rangle - |1\rangle\)/\(\sqrt{2}\) |
| 5 | \((\pi/2)^{(0)}\) | \(|0\rangle + j|1\rangle)/\sqrt{2}\) |
| 6 | \((\pi/2)^{(0)}\) | \(|2\rangle - |1\rangle\)/\(\sqrt{2}\) |
| 7 | \((\pi/2)^{(0)}\) | \(|1\rangle + |2\rangle\)/\(\sqrt{2}\) |
| 8 | \((\pi/2)^{(0)}\) | \(|0\rangle - |2\rangle\)/\(\sqrt{2}\) |
| 9 | \((\pi/2)^{(0)}\) | \(|0\rangle + j|2\rangle\)/\(\sqrt{2}\) |
see, when a high control of the charging fields is possible, the *unstable* process can enhance the charging performance of the QB, which can be reached by setting $\Omega_1(\tau) = \Omega_2(0) = 0$ and $(\Omega_1(0), \Omega_2(\tau)) \neq (0, 0)$.

In scenarios in which the external driving fields present physical limitations (e.g., maximum available intensity or controllability), one needs to incorporate some constraints in the above equations. For example, our system has a single constraint associated with the maximum admissible amplitude for the independent fields $\Omega_1$ as given by $\Omega_1^2(t) + \Omega_2^2(t) \leq \Omega_{\text{max}}^2$, for all $t \in [0, \tau]$. Motivated by this limitation of a maximum field intensity, one can consider some specific classes of constraints, which lead to different solutions for Eqs. (3).

Since the strongest fields are desirable to achieve a fast adiabatic charging process, this leads to the following constraint: $\Omega_1^2(t) + \Omega_2^2(t) = \Omega_{\text{max}}^2$. From this assumption and considering the stable process, one obtains the solution

$$\Omega_1^{\text{opt}}(t) = \Omega_{\text{max}} \sin \left( \frac{\pi t}{2\tau} \right), \quad \Omega_2^{\text{opt}}(t) = \Omega_{\text{max}} \cos \left( \frac{\pi t}{2\tau} \right).$$

(4)

It is worth mentioning that since any adiabatic trajectory obtained here from Eqs. (3) comes from a first derivative of the adiabatic functional time, then there is no any information whether the solutions presented here are in fact optimal (minimum) curves. However, by using an approach via second derivative functional analysis (see [35] for more details), we show that the above solution minimizes the functional time, so it is indeed the optimal adiabatic brachistochrone of the problem.

For the sake of comparison we consider the linear combination written as $\Omega_1(t) + \Omega_2(t) = \Omega_{\text{max}}$, whose brachistochrone solution is the arc of cycloid $\Omega_1^{\text{cyc}}(t) = \Omega_{\text{max}} [1 - \tan(\pi(1 - 2t/\tau)/4)]/2$, and $\Omega_2^{\text{cyc}}(t) = \Omega_{\text{max}} - \Omega_1^{\text{cyc}}(t)$. We also consider the case where the relation between the fields is set by the maximum admissible amplitude $\Omega_1^2(t) + \Omega_2^2(t) \leq \Omega_{\text{max}}^2$, leading to a solution different from that given in Eq. (4).

In this situation, Eq. (3) admits only numerical solutions. As a fourth case, we consider the linear ramp $\Omega_1^{\text{cyc}}(t) = \Omega_{\text{max}}(1 - t/\tau)$ and $\Omega_2^{\text{cyc}}(t) = \Omega_{\text{max}} t/\tau$. The shape for each Rabi frequency implemented is shown in Figs. 2a–2d for the maximum power (which also corresponds to the minimum total evolution time for unstable dynamics).

The charging process is realized by connecting the QB to the charger (time-dependent external fields). In a quantum battery, the stored charge is called ergotropy [37], which quantifies the maximum amount of available work that can be extracted through unitary processes. It is given by $\mathcal{E}(t) = \text{Tr}[\rho(t) H_0] - \min_{\text{cyc}} \text{Tr}[V \rho(t) V^\dagger H_0]$, where the minimization is taken over the set of all unitary operators acting on the system. From the ordered set of eigenenergies $\epsilon_1 \leq \epsilon_2 \leq \cdots \leq \epsilon_N$, with eigenstates $|n\rangle$, of the internal battery Hamiltonian $H_0$ and the instantaneous spectral decomposition $\rho(t) \geq |\varphi_1(t)\rangle \langle \varphi_1(t)| \geq \cdots \geq |\varphi_N(t)\rangle \langle \varphi_N(t)|$ of the instantaneous battery state $\rho(t)$, associated to eigenvectors $|\varphi_n(t)\rangle$ [35], the ergotropy can be rewritten as

$$\mathcal{E}(t) = \sum_{i=1}^{N,N} \varrho_n(t)|\langle \varphi_n(t)|^2 - \delta_n|,$$

(5)

where we note that this definition is associated with a specific ordering of the eigenvalues of $\rho(t)$ and $H_0$, due to the $\delta_n$ term.

Given the reference Hamiltonian of the system as defined in Eq. (1), the instantaneous ergotropy for the stable process is shown in Fig. 2e. The QB energy level spacing leads to a maximum storable ergotropy $\mathcal{E}_{\text{max}} \approx 51 \mu \text{eV}$, which is due to the $\delta_n$ term.

Figure 2. (a–d) Time dependence for the realized $\Omega_1$ (continuum line) and $\Omega_2$ (dashed line) for (a) a linear ramp, (b) linear and (c) quadratic, (d) no constraint. (e–f) Experimental result for the ergotropy as a function of the total evolution time $\tau$ (as a multiple of $\mathcal{E}_{\text{max}} = 51 \mu \text{eV}$) for (e) stable and (f) unstable charging processes. In the experiment we have set $\Omega_{\text{max}} = 2\pi \times 10 \text{ MHz}$. One can see that the QAB curve associated with the maximum intensity field provides the highest charging power for the QB. It means that, in a scenario in which physical constraints only impose a maximum value for the field intensity, the QAB allows us to get the optimal charging process by setting maximum power of the external fields at any instant of time.

One of the criteria for the high stability of a QB is its robustness against instantaneous discharging process [34], which occurs whenever systematic errors affect the external field control, leading then to an undesired energy leakage from battery.

To this end we change the field setup previously used, where now use a sequence in which $\Omega_1(\tau) = \Omega_2(0) = 0$ and $(\Omega_1(0), \Omega_2(\tau)) \neq (0, 0)$. The adiabatic stability is lost due to coherent superpositions of the eigenstates of the adiabatic Hamiltonian (see [35] for a detailed proof). Then, we compute the adiabatic brachistochrone for each case considered in Fig. 2a–d, but now each $\Omega_1$ is represented by the dotted curve, while plain curves stand for $\Omega_2$. The instantaneous ergotropy is shown in Fig. 2f. As a first result, one notes a power enhancement of more than 100% of the unstable approach in comparison with the stable one for all cases considered here. In some cases, as in the ramp profile, this advantage is close to 300%. In particular, it is worth highlighting the performance of the brachistochrone...
associated to the constant maximum power. Indeed, the performance of the QAB is the fastest in the 'stable' category \((\tau_e \approx 190 \text{ ns})\), approximately 100% better than the unstable approach for the ramp case \((\tau_u \approx 85 \text{ ns})\). In conclusion, the high control of the charging fields allows to suppress the instantaneous energy backflow: The adiabatic approach thus offers a greater stability, at the cost of speed.

**Self-discharging** – The characterization of the Transmon QB is completed by discussing its self-discharging behavior. The system is started in its fully charged state, without any external field or consumption center connected to it. The system is then governed by a cascade-like relaxation phenomenon which brings the system from its excited state to the ground state through a process in which state coherence is lost. The energy dissipation of the system is described by the master equation \([38]\)

\[
\dot{\rho}(t) = \frac{\mathcal{H}_0}{\mathcal{H}} \rho(t) + \sum_{n,m} \frac{\Gamma_{nm}}{2} \left[ 2\sigma_{nm}\rho(t)\sigma_{mn} - (\sigma_{nm},\rho(t)) \right],
\]

with \(\sigma_{nm} = |n\rangle \langle m|\), the terms \(\Gamma_{nm}\) and \(\Gamma_{n(m=0)}\) being the dephasing rates and the crossed decay rates from state \(|n\rangle\) to \(|m\rangle\), respectively. By solving the above equation we can analytically compute the instantaneous stored ergotropy decay’s law as

\[
\mathcal{E}(t) = \begin{cases} 
\epsilon_1(q_1 - q_0) + \epsilon_2(q_2 - q_1) & \text{if } q_2 > q_1 > q_0 \\
(q_2 - q_1)(\epsilon_2 - \epsilon_1) & \text{if } q_0 > q_1 \geq q_1 \\
\epsilon_2(q_2 - q_0) & \text{if } q_0 > q_2 > q_1 \\
0 & \text{if } q_0 > q_2 > q_2
\end{cases},
\]

with \(\epsilon_1 = \epsilon_1 + \epsilon_2\), and the quantities \(q_n = q_n(t)\) being the instantaneous population in the battery state \(|n\rangle\), given by

\[
q_1(t) = \frac{\Gamma_{21}}{\Gamma_{10} - \Gamma_{21}} \left[ e^{-\tau_{21}} - e^{-\tau_{10}} \right], \quad q_2(t) = e^{-\tau_{21}},
\]

and \(q_0 = 1 - q_1(t) - q_2(t)\). As an immediate consequence, there is a set of three crossing times \(\tau_n\), which depend on the specific values of the relaxation rates \(\Gamma_{21}\) and \(\Gamma_{22}\). In fact, as highlighted in Eq. (7) and sketched in Fig. 3, the complete process is described by a sequence of incoherent population inversion, so that each time \(\tau_n\) is obtained from conditions \(q_3 = q_2, q_3 = q_1\) and \(q_2 = q_1\), respectively. Using a dynamics presented in Fig. (2), the system is initially prepared in a fully charged state with ergotropy \(\mathcal{E}_{\text{max}} \approx 51 \mu\text{eV}\), then we let it decay and we compute its instantaneous ergotropy. The experimental decay curve is shown in Fig. 3, where we highlight the time intervals in which the inversion population affects the ergotropy decay (see insets).

Differently from conventional classical batteries \([39]\) and two-level QBS \([32]\), which present an Ohmic decay behavior (i.e., characterized by a single time scale decay \(\sim e^{-t/\tau_{\text{ohm}}}[32, 39]\)), it is not possible to describe the self-discharging of transmon QBS using an Ohmic approach. In fact, the decay observed in the transmon QB needs to be explained through at least two mechanisms with two different time constants \(\tau_1\) and \(\tau_2\) as \(\sim \alpha_1 e^{-t/\tau_1} + \alpha_2 e^{-t/\tau_2}\). Such a self-discharging behavior is the main characteristic of supercapacitors \([40, 41]\). In the transmon QB, we understand this supercapacitor-like behavior as a consequence of both the multilevel nature of the system, and the asymmetry for the sequential decay rates \(\Gamma_{21}\) and \(\Gamma_{10}\).

**Conclusions** – In this paper we presented the first experimental realization of a quantum battery concerning the charging and self-discharging processes. By exploring the coherent coupling of a transmon three-level system with the external field, the battery can be coherently charged until its maximal charge. To enhance the battery charging speed while preserving its stability, the adiabatic process is optimized using the quantum brachistochrone theory, where the physical limitations of the external microwave pulses used to charge the battery are taken into account as constraints in the theory. Our results show that the optimal scheme to charge the battery comes from a joint adjustment of the kind of charging (stable or unstable) and the constraints on the fields used to inject energy in the system. The full characterization of a transmon three-level QB is studied by considering the self-discharging phenomena, which brings a fully charged battery into an empty charge final state. By computing the instantaneous ergotropy we verified that our transmon QB present a non-Ohmic discharging, therefore our single-cell QB is understood as a supercapacitor concerning such loss-energy phenomena.

Our work constitutes a timely proposal of QB with potential applications in superconducting quantum computation, in which the stored work can be useful for quantum information processing, using, for example, the QB stored ergotropy to implement quantum gates. Our results are also applicable to any physical system, in which the dynamics of the three-level is driven by time-dependent external fields. The theory behind the optimal QAB studied here can also be adapted for other technologies that use three-level systems and STIRAP \([42]\), such as single-photon generation \([43]\).
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Experimental setup

The transmon superconducting qubit device is installed inside a dilution refrigerator system and cooled down to under 8 mK. Electronics, cryogenics, and sample diagram are shown in Fig. S1. The qubit drive pulses are generated with a quadrature IF (IQ) mixer. The local oscillator (LO) is supported by a commercial Multichannel coherence microwave generator Sinolink SLFS20. The IQ signals are generated by a QuantumCTek arbitrary waveform generator (AWG), with a 2 GHz sampling rate. The IQ signal amplitude is directly proportional to Rabi frequency, while the control signal phase determines the rotation axis. So, we could program the AWG to implement our targeted Hamiltonian. The readout pumping signal is generated in the same way and then is applied to the input port of the readout transmission line. After being amplified by a high electron-mobility transistor (HEMT) amplifier at the 4K stage and a low noise room temperature amplifier, the readout signal is downconverted to the IQ signals with the same LO microwave source. Finally, the demodulated IQ signals will be digitized by analog-to-digital converters (ADC).

The Brachistochrone

By using the definition of the Lagrangian in Ref. [33] we identify the Lagrangian for our quantum battery charging process as

\[ \mathcal{L} (\Omega_1, \Omega_2) = \left( |\dot{H}(t)| \right)^2 / \Delta^2(t) = \frac{\dot{\Omega}_1^2(t) + \dot{\Omega}_2^2(t)}{\Omega_1^2(t) + \Omega_2^2(t)}, \]  

(S1)

where \( \Omega = (\Omega_1, \Omega_2) \), dot denotes \( d/dt \), \( |A| = \sqrt{\text{Tr}(A^\dagger A)} \) is the Frobenius norm, \( \Delta(t) \) is the (minimum) instantaneous energy gap among all the eigenstates of \( H(t) \). Further, after applying the Euler-Lagrange equations

\[ \frac{\partial \mathcal{L}(\Omega, \dot{\Omega})}{\partial \Omega_n} - d \frac{d}{dt} \left( \frac{\partial \mathcal{L}(\Omega, \dot{\Omega})}{\partial \dot{\Omega}_n} \right) = 0, \quad n \in \{1, 2\}, \]  

(S2)

we find the system of coupled second order differential equations,

\[ (\Omega_1^2 + \Omega_2^2) \ddot{\Omega}_1 - 2 \left( 2\Omega_1\Omega_2\dot{\Omega}_1 + \Omega_1(\dot{\Omega}_1^2 - \dot{\Omega}_2^2) \right) = 0, \]  

(S3)

\[ (\Omega_1^2 + \Omega_2^2) \ddot{\Omega}_2 - 2 \left( 2\Omega_1\Omega_2\dot{\Omega}_2 + \Omega_2(\dot{\Omega}_1^2 - \dot{\Omega}_2^2) \right) = 0, \]

where \( \Omega_1 \) and \( \Omega_2 \) are expressed in function of \( t \). In the case where the above equation does not admit a analytical solution, we numerically solve this system of differential equations using the algorithms in the SciPy library [44].

Adiabatic interpolations

In general, it is not possible to find the analytical solution of Eq. (S3). Nonetheless, we can impose constraints to the canonical variables, \( \Omega_1(t) \) and \( \Omega_2(t) \), which allows for an analytical treatment. Firstly, we can impose the linear constraint, \( \Omega_1(t) + \Omega_2(t) = \Omega_{\text{max}} \). So, from Eq. (S1) and imposing the boundary conditions \( \Omega_1(t=0) = \Omega_{\text{max}} \) and \( \Omega_1(t=0) = 0 \) of the stable process, we get the solution for the Euler-Lagrange equation as

\[ \Omega_1^{\text{sta}}(t) = \Omega_{\text{max}} \left\{ \frac{1}{2} - \frac{1}{\sqrt{2}} \tan \left( \frac{\pi (t - 2t/\tau)}{4} \right) \right\}. \]  

(S4)

Conversely, in the case where the charging process is unstable, we have the conditions \( \Omega_1(t=0) = 0 \) and \( \Omega_1(t=\tau) = \Omega_{\text{max}} \) and the solution is then

\[ \Omega_1^{\text{uns}}(t) = \Omega_{\text{max}} \left\{ \frac{1}{2} + \frac{1}{\sqrt{2}} \tan \left( \frac{\pi (1 - 2t/\tau)}{4} \right) \right\}. \]  

(S5)

Now, we consider the class of constraints in which \( \Omega_1^2(t) + \Omega_2^2(t) = \Omega_{\text{max}}^2 \) so that the Euler-Lagrange equation provides

\[ \ddot{\Omega}_1 (\Omega_1^2 - \Omega_{\text{max}}^2) - \Omega_1 \dot{\Omega}_1^2 = 0, \]  

(S6)

whose the solution for the stable process reads

\[ \Omega_1(t) = \Omega_{\text{max}} \sin \left( \frac{\pi t}{2 \tau} \right). \]  

(S7)
It is possible to show that for the unstable charging we have
\( \Omega_1(t) = \Omega_{\text{max}} \cos(\pi t / (2\tau)). \)

The second Derivative test

Let us start by considering the functional \( A[q] \) given by the equation

\[
A[q] = \int_{t_0}^{\tau} L(q, \dot{q}) dt.
\]  

(S8)

We are interested in obtaining the critical “points” for \( A[q] \). Since the generalized coordinates and velocities, \( q \) and \( \dot{q} \), define a vector in phase space of the system, it is reasonable to assume that the elements \( q \) of the vector space \( F \) satisfy

\[
A = \{ q : [t_0, \tau] \to \mathbb{R}^n | q_0 \in C^2, q(t_0) = q_0, q(\tau) = q_\tau \}. \]  

(S9)

where \( C^2 \) is the class of twice-differentiable functions. The physical meaning of the above equation is that the position and momentum of a particle are functions with well-defined mathematical behavior. As we shall see, the such condition for
the QAB means the external fields that act on the system are experimentally feasible. Because $A[q]$ is defined from a vector space, the derivative of $A[q]$ is defined from the Gateaux’s derivative

$$D_\eta A[q] = \frac{dA[q + \epsilon \eta]}{d\epsilon} \bigg|_{\epsilon=0} = \lim_{\epsilon \to 0} \frac{A[q + \epsilon \eta] - A[q]}{\epsilon}, \quad (S10)$$

where $\epsilon \in \mathbb{R}$ and the parameter $\eta \in \mathcal{F}$, satisfying the boundary conditions $\eta(t_0) = \eta(\tau) = 0$, are the admissible $\eta$’s. Because $\eta$ is a vector, the derivative in Eq. (S10) is also known as directional derivative along direction $\eta$. The condition $\eta(t_0) = \eta(\tau) = 0$ needs to be satisfied in order to guarantee that the solutions will keep the initial and final conditions of the physical system. Again, in the QAB case such conditions are associated with initial and final values of the fields used to drive the system. Then, after some calculations we find

$$D_\eta A[q] = \sum_{j=1}^n \int_{t_0}^\tau \left[ \frac{\partial L}{\partial q_{j}} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_j} \right) \right] \eta_j dt, \quad (S11)$$

where $q_j$ (resp. $\dot{q}_j$ and $\eta_j$) denotes the $j$-th component of the generalized coordinate $q$ (resp. $\dot{q}$ and $\eta$). By following the standard procedure, the critical “points” of $A[q]$ are obtained by imposing $D_\eta A[q] = 0$, and once such equality should be satisfied for any admissible $\eta$, we find the well-known Euler-Lagrange (EL) equations

$$\frac{\partial L}{\partial q_{j}} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_j} \right) = 0. \quad (S12)$$

In classical mechanics, the above equation sets the classical trajectory followed by a system as stated by the stationary action principle, or principle of least action in Hamilton’s formulation of the classical mechanics. In context of QAB, the above equation leads us to a criticality condition of the adiabaticity parameter, providing then a critical length of the adiabatic trajectory followed by the system in its Hilbert space. The solutions of Eq. (S12) allows us to predict the dynamics of the system in the phase space, but it does not mean that this trajectory is the optimal one. Such analysis is done by using the second derivative test of the functional $A[q]$ as follows

$$D^2_\eta A[q] = D_\eta \left( D_\eta A[q] \right) = \frac{d \left( D_\eta A[q + \epsilon \eta] \right)}{d\epsilon} \bigg|_{\epsilon=0}. \quad (S13)$$

From Eq. (S12), it is important to highlight here that the parameter $\eta$ does not play any role in the system dynamics. However, we will now show how such parameter is relevant when we compute the criticality of $A[q]$. To this end, we expand the above equation, which leads to

$$D^2_\eta A[q] = \sum_{j=1}^n \int_{t_0}^\tau \left[ \frac{\partial^2 L}{\partial q_{j}^2} \dot{\eta}_j^2 + \frac{\partial^2 L}{\partial q_j \partial \dot{q}_j} \eta_j \dot{\eta}_j + \frac{\partial^2 L}{\partial \dot{q}_j^2} \ddot{\eta}_j \right] dt. \quad (S14)$$

where we find a new condition on the parameter $\eta$ as $\dot{\eta}(t_0) = \dot{\eta}(\tau) = 0$ needs to be satisfied. Now, we remark that the value of $D^2_\eta A[q]$ is constrained to a suitable choice of the parameter $\eta$. Due to the evident influence of $\eta$ on the criticality of $A[q]$, we define $\mathcal{A} = \{ \eta : [t_0, \tau] \to \mathbb{R}^n, \eta(t_0) = \eta(\tau) = 0 \}$ as the set of admissible $\eta$’s in the criticality study for $A[q]$. Therefore, given the solution $q_{sol}$ of the Eq. (S12), the Taylor’s formula allows us to see that:

1) if $D^2_\eta A[q_{sol}] > 0$ for any admissible $\eta$, then the solution of $q_{sol}$ is (at least) a local minimum of $A[q_{sol}]$

2) if $D^2_\eta A[q_{sol}] < 0$ for any admissible $\eta$, then the solution of $q_{sol}$ is (at least) a local maximum of $A[q_{sol}]$

3) if there are admissible $\eta_1$ and $\eta_2$, so that $D^2_\eta A[q_{sol}] < 0$ for $\eta_1$ and $A[q_{sol}] > 0$ for $\eta_2$, then the solution of $q_{sol}$ is a “saddle point” of $A[q]$.

In general, the analysis on all possible values of $\eta$ is a hard task, but we can simplify the process by using its properties. For example, the boundary conditions $\eta(t_0) = \eta(\tau) = 0$ implies that components of $\eta$ can be written as periodic functions with semi-period $\tau$ and, therefore, it can be described in terms of the Fourier series

$$\eta_n = \sum_{n=1}^{\infty} a_n \sin(n\pi \tau), \quad s = t/\tau \in [0, 1]. \quad (S15)$$

Second Derivative test application

Here we study the aspects of critically of the quantum adiabatic brachistochrone solution. To this end, the analysis is done by using the second derivative test of the functional $A[q]$ as follows

$$D^2_\eta A[q] = D_\eta \left( D_\eta A[q] \right) = \frac{d \left( D_\eta A[q + \epsilon \eta] \right)}{d\epsilon} \bigg|_{\epsilon=0}. \quad (S16)$$

It is important to highlight here that the parameter $\eta$ does not develop any role in the system dynamics. However, now we will show how such parameter is relevant when we compute the critically of $A[q]$. To this, we develop the above equation and it is possible to show that

$$D^2_\eta A[q] = \sum_{j=1}^n \int_{t_0}^\tau \left[ \frac{\partial^2 L}{\partial q_{j}^2} \dot{\eta}_j^2 + 2 \frac{\partial^2 L}{\partial q_j \partial \dot{q}_j} \dot{\eta}_j \ddot{\eta}_j + \frac{\partial^2 L}{\partial \dot{q}_j^2} \ddot{\eta}_j \right] dt, \quad (S17)$$

where we then find new conditions on the parameter $\eta$ as $\dot{\eta}(t_0) = \dot{\eta}(\tau) = 0$, which need to be satisfied. Now, we remark that the value of $D^2_\eta A[q]$ is constrained to a suitable choice of the parameter $\eta$. Due to the evident influence of $\eta$ on the critically of $A[q]$, we define

$$\mathcal{A} = \{ \eta : [t_0, \tau] \to \mathbb{R}^n, \eta(t_0) = \eta(\tau) = \dot{\eta}(t_0) = \dot{\eta}(\tau) = 0 \}. \quad (S18)$$
as the set of admissible $\eta$’s in the criticality study for $A[q]$. Then, we have
\[
D_{s}^{2}A[q] = \int_{0}^{\tau} \sum_{j=1}^{2} \left[ \Xi_{1}^{(j)}(t) \eta_{j}(t) + \Xi_{2}^{(j)}(t) \dot{\eta}_{j}(t) \right] dt,
\] (S19)
where,
\[
\Xi_{1}^{(j)}(t) = \frac{\partial^{2}L}{\partial \Omega_{j}^{2}}, \quad \Xi_{2}^{(j)}(t) = 2 \frac{\partial^{2}L}{\partial \Omega_{j} \partial \Omega_{j}^{*}} - \frac{3}{2} \frac{\partial^{3}L}{\partial \Omega_{j}^{3}}.
\] (S20)

Now, given the boundary conditions on the function $\eta(t)$, we can write an arbitrary function $\eta(t)$ as
\[
\eta(t) = \sum_{n=1}^{\infty} \alpha_{n}^{(j)} \sin \left( \frac{n\pi t}{\tau} \right), \quad t \in [0, \tau],
\] (S21)
for arbitrary real numbers $\alpha_{n}$, so that
\[
\ddot{\eta}_{j}(t) = \sum_{n=1}^{\infty} n^{2} \pi^{2} \alpha_{n}^{(j)} \cos \left( \frac{n\pi t}{\tau} \right), \quad t \in [0, \tau].
\] (S22)

By using these two equations, we can rewrite $D_{s}^{2}A[q]$ as
\[
D_{s}^{2}A[q] = \sum_{j=1}^{2} \Lambda_{j},
\] (S23)
in which
\[
\Lambda_{j} = \sum_{n,k=1}^{\infty} \alpha_{n}^{(j)} \alpha_{k}^{(j)} \int_{0}^{\tau} \Xi_{1}^{(j)}(t) \sin \left( \frac{n\pi t}{\tau} \right) \sin \left( \frac{k\pi t}{\tau} \right) dt
\]
\[
+ \sum_{n,k=1}^{\infty} n^{2} \pi^{2} \alpha_{n}^{(j)} \alpha_{k}^{(j)} \int_{0}^{\tau} \Xi_{2}^{(j)}(t) \cos \left( \frac{n\pi t}{\tau} \right) \cos \left( \frac{k\pi t}{\tau} \right) dt
\]
\[
+ \sum_{n,k=1}^{\infty} k^{2} \pi^{2} \alpha_{n}^{(j)} \alpha_{k}^{(j)} \int_{0}^{\tau} \Xi_{3}^{(j)}(t) \cos \left( \frac{n\pi t}{\tau} \right) \cos \left( \frac{k\pi t}{\tau} \right) dt.
\] (S24)

Then, from above equation we can study the criticality of the brachistochrone solutions considered here.

**Criticality of the braquistochoine in Eq. (S7)**

By using the Eq. (S7) in Eqs. (S20), we find that
\[
\Xi_{1}^{(j)}(t) = \pi^{2} \left[ 2 + 3(-1)^{j} \cos \left( \frac{\pi t}{\tau} \right) \right], \quad \Xi_{2}^{(j)}(t) = 4\pi(-1)^{j} \sin \left( \frac{\pi t}{\tau} \right),
\]
and $\Xi_{3}^{(j)}(t) = 2$. Then, we have
\[
\Lambda_{j} = \sum_{n,k=1}^{\infty} \alpha_{n}^{(j)} \alpha_{k}^{(j)} \pi^{2} \delta_{nk} + \sum_{n,k=1}^{\infty} k^{2} \pi^{2} \alpha_{n}^{(j)} \alpha_{k}^{(j)} \delta_{nk}
\]
\[
= \sum_{n} \left( \alpha_{n}^{(j)} \pi \right)^{2} (1 + n^{2}).
\] (S25)

Therefore, we conclude that
\[
D_{s}^{2}A[q] = \sum_{n} \left( \alpha_{n}^{(j)} \pi \right)^{2} (1 + n^{2}) \geq 0, \quad \forall \alpha_{n} \in \mathbb{R}.
\] (S26)

This proves that the Brachistochrone given in Eq. (S7) is a minimum of the functional adiabatic time.

**The Quantum Battery Charging process**

In our work, the quantum battery is represented by the three-level Hamiltonian $H_{0} = \sum_{n=1}^{3} h\omega_{n-1} \sum_{i} \langle i | \hat{e}_{i} \rangle$, with $\omega_{01} < \omega_{12} < \omega_{23}$ [34]. The charging process is expressed as a time-dependent Hamiltonian that will drive $H_{0}$ from the ground state, $|e_{0}\rangle$, to the second excited one, $|e_{2}\rangle$.

\[
H(t) = h\Omega_{1}(t) |e_{0}\rangle \langle e_{1}| + h\Omega_{2}(t) |e_{1}\rangle \langle e_{2}| + h.c.,
\] (S27)

where $\Omega_{1}$ and $\Omega_{2}$ are identified as the generalized coordinates. Since they represent the physical Rabi frequencies, they will be considered real functions. Note that we are considering resonance between $\Omega_{i}$ and the energy gaps of the system.

The eigenvectors of $H(t)$ are
\[
|E_{\pm}(t)\rangle = \frac{1}{\sqrt{2}} \left[ \Omega_{1}(t) |e_{0}\rangle \pm |e_{1}\rangle \right],
\] (S28)
\[
|E_{0}(t)\rangle = \Omega_{2}(t) |e_{1}\rangle - \Omega_{1}(t) |e_{2}\rangle,
\] (S29)

with the energies $E_{\pm}(t) = \pm \Delta(t)$ and $E_{0}(t) = 0$, with $\Delta(t) = \Omega_{1}^{2}(t) + \Omega_{2}^{2}(t)$ also being the minimum energy gap between subsequent eigenvectors. We call $|E_{\pm}\rangle$ bright states and $|E_{0}\rangle$ dark state.

Moreover, one can perform the adiabatic passage from the $|e_{0}\rangle$ to $|e_{2}\rangle$ in two distinct ways. Firstly, by setting the boundary conditions, $|\Omega_{1}(0), \Omega_{2}(\tau)\rangle \neq 0$ and $|\Omega_{1}(\tau), \Omega_{2}(0)\rangle = 0$, the initial state $|e_{0}\rangle$ is written as a symmetric superposition of the bright states,

\[
|\Psi(0)\rangle = |e_{0}\rangle = \frac{|E_{+}(0)\rangle + |E_{-}(0)\rangle}{\sqrt{2}}.
\] (S30)

Secondly, we can set the set $|\Omega_{1}(\tau), \Omega_{2}(0)\rangle \neq 0$ and $|\Omega_{1}(0), \Omega_{2}(\tau)\rangle = 0$, thereby having the ground state expressed as the dark state,

\[
|\Psi(0)\rangle = |e_{0}\rangle = |E_{0}(0)\rangle.
\] (S31)

In the main text, the population inversion process through above equation is refereed as stable charging process, and through Eq. (S30) refers to an unstable charging process. Let us examine by looking at the system ergotropy.

First, we calculate the ergotropy when performing an adiabatic evolution using the Eq. (S30). By applying the
Schrödinger evolution we find that the evolved state is
\[
|\psi_{\text{bright}}^{\text{ad}}(t)\rangle = \frac{1}{\sqrt{2}} \left[ e^{-i \int E_x(t) dt'} |E_x(t)\rangle + e^{-i \int E_y(t) dt'} |E_y(t)\rangle \right]
\]
\[
= e^{-i \int E_x(t) dt'} \left[ \frac{\Omega_1(t)}{\Delta(t)} |e_1\rangle + \frac{\Omega_2(t)}{\Delta(t)} |e_2\rangle \right]
+ e^{-i \int E_y(t) dt'} \left[ \frac{\Omega_1(t)}{\Delta(t)} |e_2\rangle - \frac{\Omega_2(t)}{\Delta(t)} |e_1\rangle \right],
\]
and, regrouping the terms,
\[
|\psi_{\text{bright}}^{\text{ad}}(t)\rangle = \frac{\cos \left( \tilde{\theta}(t) \right)}{\Delta(t)} \left[ \Omega_1(t) |e_1\rangle + \Omega_2(t) |e_2\rangle \right]
- \frac{i}{2} \sin \left( \tilde{\theta}(t) \right) |e_1\rangle,
\]
where \( \tilde{\theta}(t) = \int_{0}^{t} \Delta(t') dt' \), and we used that our system satisfies the parallel transport condition, \( \langle E_x(t) | \dot{E}_x(t) \rangle = 0 \). Further, the system ergotropy when performing the bright passage is
\[
C(t) = \langle \psi_{\text{bright}}^{\text{ad}}(t) | H_0 | \psi_{\text{bright}}^{\text{ad}}(t) \rangle - \langle \psi_{0} | H_0 | \psi_{0} \rangle
= \frac{\cos^2 \left( \tilde{\theta}(t) \right)}{\Delta(t)} \left[ \omega_{01} \Omega_1^2(t) + \omega_{12} \Omega_2^2(t) \right] + \sin^2 \left( \tilde{\theta}(t) \right) - \omega_{01},
\]
where \( \langle \psi_{0} | H_0 | \psi_{0} \rangle = 0 \). Hence, the system ergotropy for this scenario reads
\[
C(t) = \langle \psi_{\text{dark}}^{\text{ad}}(t) | H_0 | \psi_{\text{dark}}^{\text{ad}}(t) \rangle - \langle \psi_{0} | H_0 | \psi_{0} \rangle
= \omega_{12} \Omega_1^2(t) + \omega_{01} \Omega_2^2(t) - \omega_{01},
\]
Therefore, when the system attains its maximum charge it will keep its charge.

We interpret the unstable behavior of the bright passage as relative to the destructive and constructive superpositions introduced by the complex phases \( e^{-i \int E_{x(y)}(t) dt'} \).

**Self-discharge process**

The decay dynamics of the system is given by
\[
\dot{\rho}(t) = \frac{1}{i\hbar} [H(t), \rho(t)] + \mathcal{L}_{\text{rel}}[\rho(t)] + \mathcal{L}_{\text{dep}}[\rho(t)],
\]
where the superoperators \( \mathcal{L}_{\text{rel}}[\bullet] \) and \( \mathcal{L}_{\text{dep}}[\bullet] \) describe the relaxation and dephasing phenomena, respectively, which can be written as
\[
\mathcal{L}_{\text{rel}}[\bullet] = \sum_{k \neq j} \Gamma_{kj} \left[ \sigma_{kj} \bullet \sigma_{jk} - \frac{1}{2} [\sigma_{kk} \bullet, \bullet] \right],
\]
\[
\mathcal{L}_{\text{dep}}[\bullet] = \sum_{j=1}^{2} \gamma_{j} \left[ \sigma_{jj} \bullet \sigma_{jj} - \frac{1}{2} [\sigma_{jj} \bullet, \bullet] \right],
\]
where \( \sigma_{kj} = |e_k\rangle \langle e_j| \) and \( \Gamma_{kj} = \Gamma_{jk} \). Building on the general definitions we have introduced in Eqs. (S38), we would like to clarify two important points on the characteristics of noise we consider in the rest of this work. First, the relaxation processes we consider are only the sequential decays, meaning, \( |e_3\rangle \rightarrow |e_2\rangle \) and \( |e_2\rangle \rightarrow |e_1\rangle \) characterized by the rates \( \Gamma_{32} \) and \( \Gamma_{21} \), respectively. Then, by writing \( \rho_{nm}(t) \) as the instantaneous matrix elements of \( \rho(t) \), we obtain the set of differential equations for the diagonal elements as
\[
\dot{\rho}_{11}(t) = -\Gamma_{10}\rho_{11}(t) + \Gamma_{21}\rho_{22}(t),
\]
\[
\dot{\rho}_{22}(t) = -\Gamma_{21}\rho_{11}(t) - \Gamma_{10}\rho_{22}(t),
\]
and for the off-diagonal elements as
\[
\dot{\rho}_{nm, \rho_{nm}}(t) = z_{nm}\rho_{nm, \rho_{nm}}(t),
\]
where \( z_{nm} \) is a complex number. As a first remark, we notice that for initial states in which \( \dot{\rho}_{nm}(0) = 0 \), then we have the solution \( \rho_{nm}(t) = 0 \), so that we just need to solve the set of equations given in Eq. (S39). We can use the Laplace transform to solve the above equations. By denoting \( \chi_{mn}(s) \) as the Laplace transformation of \( \rho_{mn}(t) \), we find the system of linear equations given by
\[
\chi_{11}(s) = -\Gamma_{10}\chi_{11}(s) + \Gamma_{21}\chi_{22}(s) + \chi_{11}(0),
\]
\[
\chi_{22}(s) = -\Gamma_{21}\chi_{22}(s) + \chi_{22}(0).
\]
Now, we can isolate the Laplace variables \( \chi_{mn} \) and find the equations,
\[
\chi_{11}(s) = \frac{s + \Gamma_{10}\rho_{11}(0) + \Gamma_{21}\rho_{22}(0)}{s + \Gamma_{21}},
\]
\[
\chi_{22}(s) = \frac{s + \Gamma_{21}\rho_{11}(0) + \Gamma_{10}\rho_{22}(0)}{s + \Gamma_{10}}.
\]
Finally, we use the inverse transformation and get
\[
\rho_{11}(t) = \frac{1}{\Gamma_{10} - \Gamma_{21}} \left[ e^{-\Gamma_{21}t}\Gamma_{21}\rho_{22}(0) + e^{-\Gamma_{10}t}\Gamma_{10}\rho_{11}(0) - \Gamma_{21}(\rho_{11}(0) + \rho_{22}(0)) \right],
\]
\[
\rho_{22}(t) = e^{-\Gamma_{21}t}\rho_{22}(0).
\]
Therefore, by using the case in which the battery is fully charged initially, where the initial conditions are \( \rho_{00}(0) = \rho_{11}(0) = 0 \) and \( \rho_{22}(0) = 1 \), one gets
\[
\rho_{00}(t) = 1 - \frac{\Gamma_{10}e^{-\Gamma_{21}t} - \Gamma_{21}e^{-\Gamma_{10}t}}{\Gamma_{10} - \Gamma_{21}},
\]
\[
\rho_{11}(t) = \frac{\Gamma_{21}(e^{-\Gamma_{21}t} - e^{-\Gamma_{10}t})}{\Gamma_{10} - \Gamma_{21}},
\]
\[
\rho_{22}(t) = e^{-\Gamma_{21}t}.
\]
The amount of charge stored in the battery is measured by the ergotropy, which is defined as

$$E(t) = \sum_{i,j}^{N,N} g_{n}(t) \epsilon_{i} \left( |\langle \rho_{n}(t)| i \rangle|^{2} - \delta_{ij} \right),$$  \hspace{1cm} (S45)

with the ordered set of eigenenergies $\epsilon_{1} \leq \epsilon_{2} \leq \cdots \leq \epsilon_{N}$ with eigenstates $|n\rangle$, of the internal battery Hamiltonian $H_{0}$ and the instantaneous spectral decomposition $\rho_{1}(t) \geq \rho_{2}(t) \geq \cdots \geq \rho_{N}(t)$ of the instantaneous battery state $\rho(t)$, associated to eigenvectors $|\rho_{n}(t)\rangle$. Therefore, by using that $\rho_{0} < \rho_{1} < \rho_{2}$, we can see that

$$E(t) = \begin{cases} 
\epsilon_{1}(\rho_{1} - \rho_{0}) + \epsilon_{2}(\rho_{2} - \rho_{1}) & \text{if } \rho_{2} > \rho_{1} > \rho_{0} \\
(\rho_{2} - \rho_{1})(\epsilon_{2} - \epsilon_{1}) & \text{if } \rho_{2} > \rho_{0} \geq \rho_{1} \\
\epsilon_{2}(\rho_{2} - \rho_{0}) & \text{if } \rho_{0} > \rho_{2} > \rho_{1} \\
0 & \text{if } \rho_{0} > \rho_{1} > \rho_{2}
\end{cases},$$  \hspace{1cm} (S46)

where we simplify the notation $\rho_{n} = \rho_{nn}(t)$. 
