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Abstract

Estimating the kernel mean in a reproducing kernel Hilbert space is a critical component in many kernel learning algorithms. Given a finite sample, the standard estimate of the target kernel mean is the empirical average. Previous works have shown that better estimators can be constructed by shrinkage methods. In this work, we propose to corrupt data examples with noise from known distributions and present a new kernel mean estimator, called the marginalized kernel mean estimator, which estimates kernel mean under the corrupted distribution. Theoretically, we show that the marginalized kernel mean estimator introduces implicit regularization in kernel mean estimation. Empirically, we show on a variety of datasets that the marginalized kernel mean estimator obtains much lower estimation error than the existing estimators.

\textsuperscript{∗}Equal contributions.


1 Introduction

The kernel mean, which is to the mean of a kernel function in a Reproducing Kernel Hilbert Space (RKHS) computed w.r.t. a distribution $\mathbb{P}$, has played a fundamental role in many kernel-based learning algorithms, ranging from traditional kernel component analysis [32] to more recent Hilbert space embedding of distributions [37, 30]. A kernel mean of a distribution $\mathbb{P}$ over a measurable space $\mathcal{X}$ is defined by

$$\mu_{\mathbb{P}} := \int_{\mathcal{X}} k(x, \cdot) d\mathbb{P}(x) \in \mathcal{H}_k,$$

where $\mathcal{H}_k$ is a RKHS induced by the kernel function $k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ that satisfies the reproducing property $\langle f, k(x, \cdot) \rangle_{\mathcal{H}_k} = f(x), \forall f \in \mathcal{H}_k$. In practice, since the true distribution $\mathbb{P}$ is unknown, we can compute an empirical estimate of the kernel mean from an i.i.d. sample $S = \{x_1, x_2, \ldots, x_n\}$ drawn from $\mathbb{P}$, by the following average

$$\hat{\mu}_{\mathbb{P}} := \frac{1}{n} \sum_{i=1}^{n} k(x_i, \cdot).$$

Though kernel mean has been widely used in various kernel-based learning algorithms, such as kernel PCA [34], kernel CCA [4, 1], kernel FDA [47], kernel k-means[11], etc., its independent importance was noticed in the Hilbert space embedding of distributions [30]. Embedding a distribution as a kernel mean in RKHS has several benefits. First, a characteristic kernel $k$ ensures that $\|\mu_{\mathbb{P}} - \mu_{\mathbb{Q}}\|_{\mathcal{H}_k} = 0$ if and only if $\mathbb{P} = \mathbb{Q}$ [43]. In other words, the mapping $\mathbb{P} \mapsto \mu_{\mathbb{P}}$ is injective and thus preserves all the information about the distribution. As a result, kernel mean embedding of distributions has been explored for two-sample tests [18] and independence tests [16, 33]. Second, due to the reproducing property of a RKHS, the basic operations can be implemented by inner products in the space, i.e., $E_{\mathbb{P}}[f(x)] = \langle f, \mu_{\mathbb{P}} \rangle_{\mathcal{H}_k}$. Hence, kernel mean embedding allows us to perform nonparametric probabilistic inference, such as kernel Bayes’ rule [14], kernel Belief propagation [42], kernel adaptive MCMC [15, 2], etc.

In all the applications of kernel mean estimation, an essential problem is to estimate it from finite data. Without any prior knowledge about $\mathbb{P}$, the empirical estimator (2) is probably the best one we can obtain. However, motivated by the James-Stein shrinkage estimator [44], [27–29] showed that the average estimator can be improved by a shrinkage estimator which introduces additional bias to reduce the estimation variance and ultimately achieves bias-variance tradeoff. The shrinkage estimators were shown to have smaller mean squared error than the standard one (2) in various applications. These findings suggest that the empirical kernel mean estimator can be improved if proper prior knowledge or regularization were incorporated in the estimation and that there is abundant room for further improvement.

In this work, we propose a new kernel mean estimator by marginalized corrupted distributions, which we call marginalized kernel mean estimator (MKME). Our approach corrupts each data point with a fixed noise distribution and then computes the kernel mean on the corrupted distributions. Computing kernel mean on the corrupted distributions is equivalent to estimating it on infinitely many corrupted data points. By choosing appropriate noise distributions, our MKME can be efficiently computed with no additional computational cost. In addition, we show that our MKME can be approximated by an adaptive shrinkage estimator, which suggests that our
method can be potentially better than existing shrinkage estimators. Finally, we demonstrate the effective-ness of our method on various applications that require estimation of kernel means.

This work was partially inspired by recent success on marginalized denoising auto-encoders [9, 10] and marginalized corrupted features for supervised learning [23]. The trick of marginalizing out corruptions using expectation avoids explicitly generating the training samples, thereby maintaining computational efficiency [9]. To the best of our knowledge, our MKME is the first attempt to estimate kernel mean from marginalized corrupted data. Additionally, previous methods on marginalized corrupted learning are mainly concerned with learning a parametric nonlinear function, while our MKME is nonparametric, which does not involve learning model parameters. Finally, previous methods need to approximate the empirical risk in order to apply the marginalization trick, while our MKME performs marginalization analytically without any approximation.

The paper is organized as follows. Section 2 reviews previous works on estimation and applications of kernel mean and learning by corrupting data. Section 3 presents preliminaries on kernel mean estimation. Section 4 formally presents the proposed marginalized kernel mean estimator with a series of analyses. In Section 5, we validate our approach on both synthetic and real data using different applications based on kernel mean embedding. The results show that marginalized kernel embedding outperforms other estimators on synthetic data and on most small-scale datasets. Finally, we conclude this paper in Section 6.

2 Related Work

In this section, we first review existing kernel mean estimators that improve upon the standard empirical estimator, especially the shrinkage estimators [27–29]. Then, we summarize several typical applications of kernel mean embedding of distributions. Last, we briefly discuss existing supervised and unsupervised learning methods that rely on corrupted data.

2.1 Kernel Mean Estimation (KME)

The standard kernel mean estimator (2) has been adopted in almost all the existing kernel-based learning algorithms. It has been shown that this estimator is $\sqrt{n}$ a consistent estimator of $\mu_\mathcal{P}$ in $\mathcal{H}_k$ norm [37, 18, 22]. [46] showed that $O_P \left( n^{-1/2} \right)$ is minimax in $\| \cdot \|_{\mathcal{H}_k}$ norm over the class of discrete measures and the class of measures that has an infinitely differentiable density, when $k$ is a continuous translation-invariant kernel on $\mathbb{R}^d$. [27] first showed that the standard estimator can be outperformed by James-Stein-like shrinkage estimators [19]. By casting the kernel mean estimation problem as a regression problem, which fits into the empirical risk minimization (ERM) framework, [27] further proposed two shrinkage estimators called the simple kernel mean shrinkage estimator (S-KMSE) and the flexible kernel mean estimator (F-KMSE) through penalized ERM. The two estimators were shown to perform better than the standard one in various applications, including kernel mean estimation, density estimation, kernel PCA, and discriminative learning on distributions. By considering regularization from a filter function perspective, [28] proposed a wide class of shrinkage estimators that allows easy incorporation of prior knowledge by choosing appropriate filter functions. The filter-based shrinkage estimators were shown to be superior to the standard kernel mean estimator in terms of accuracy without sacrificing computational efficiency. These non-parametric shrinkage estimators are also $\sqrt{n}$ consistent in $\mathcal{H}_k$ norm for bounded continuous kernels on $\mathcal{X}$. [13] proposed a Bayesian framework estimation of kernel mean embeddings,
obtaining estimators with desirable shrinkage properties, allowing quantification of full posterior uncertainty, as well as automating kernel choice and hyperparameter selection.

2.2 Applications of KME

Kernel mean serves as a basic component to most kernel-based learning algorithms. For example, nonlinear component analysis algorithms, such as kernel PCA [34] and kernel CCA [4, 1], rely on mean functions and covariance operators in RKHS. The kernel K-means algorithm [11] performs clustering in feature space and represent the clusters by the mean functions. Kernel mean gained more attention due to the establishment of kernel mean embedding of distributions [37, 30].

As kernel mean embedding captures all the information about the distribution for characteristic kernels, i.e., the mapping \( P \mapsto \mu_P \) is injective, [18] proposed Maximum Mean Discrepancy (MMD) which is the RKHS distance between the mean embeddings of two probability measures. MMD has been widely applied in various learning algorithms, such as nonparametric two-sample tests [18], nonparametric independence tests [33], domain adaptation [31], deep generative models [21], etc. In addition, some elementary operations on distributions can be easily performed by using the kernel mean embeddings, which allows us to perform nonparametric probabilistic inference. For example, [14] proposed the kernel Bayes’ rule (KBR) which realizes Bayesian inference in completely nonparametric settings without any parametric assumptions. [40, 41] introduced the kernel mean embedding of nonlinear dynamic systems and hidden Markov models and developed nonparametric filtering algorithms for efficient inference. Finally, in the predictive learning on distributions problems, in which each input feature is a distribution, several works utilize kernel mean embedding as a representation of the input distributions and construct kernel-based learning algorithms [26, 25, 45]. We refer readers to [30] for a thorough review for kernel mean embedding and its applications.

2.3 Learning by Marginalized Corrupted Data

Marginalized approaches stem from a natural assumption that the augmenting training sample by adding randomly generated noise will decrease generalization error as well as increase robustness. Choosing a similar sample but different from the training one is known as data augmentation [36]. According to Vicinal Risk Minimization principle, additional virtual or noisy examples can be drawn from a typical distribution to enlarge the training hypothesis spaces [8] and lead to improved generalization [36, 49]. However, explicitly generating noisy examples can be computationally expensive. For example, generating 10 noisy examples for one training example will lead to a 10 growth on the size of training set. Fortunately, marginalized approaches provide an alternative solution in solving this trade-off. The trick is to marginalize out the expectation over the noise distribution for each training example. In other word, it transforms some of the original data points into corrupted ones without changing the total amount of data points. This idea is called marginalized corrupted features and introduced in [23]. The similar idea is investigated in [10] previously for domain adaption and later for non-linear representations [5]. Additionally, recent deep learning methods employ the idea for adversarial learning [49], semi-supervised learning [24], and object localization [48]. Lots of works have shown the effectiveness of marginalized approaches, and thereby motivating us to employ it further into kernel methods.
3 Preliminaries

In this section, we present preliminaries on kernel mean estimation. We first provide some notations related to RKHS and briefly describe some properties that enables kernel mean embedding of distributions (Section 3.1). Then we give the formulation of the kernel mean estimator from a regression perspective (Section 3.2).

3.1 Notations & Properties

Let $\mathcal{X}$ be a separable topological space and $\mathcal{H}$ be a Hilbert space of functions $f : \mathcal{X} \to \mathbb{R}$ mapping $\mathcal{X}$ to $\mathbb{R}$. An evaluation functional over the Hilbert space of functions $\mathcal{H}$ is a linear functional $F_x : \mathcal{H} \to \mathbb{R}$ that evaluates each function in the space at the point $x$, i.e., $F_x[f] = f(x)$. $\mathcal{H}$ is an RKHS if the evaluation functionals are bounded and continuous, i.e., if there exists a $M$ such that $F_x[f] \leq M \| f \|_\mathcal{H}$, where $\| \cdot \|_\mathcal{H}$ denotes the RKHS norm. Then, for each $x \in \mathcal{X}$ there exists a function $k_x \in \mathcal{H}$ with the reproducing property $F_x[f] = f(x) = \langle f, k_x \rangle$, $\forall f \in \mathcal{H}$. The reproducing kernel $k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ of $\mathcal{H}$ is $k(x, x') = k_x(x') = \langle k_x, k_{x'} \rangle$. Any symmetric and positive semi-definite kernel $k$ uniquely determines an RKHS [3, 29]. One of the most widely used kernel functions is the Gaussian radial basis function (RBF) kernel defined as

$$k(x, x') = \exp\left(-\frac{\|x - x'\|^2}{2\theta^2}\right), \quad x, x' \in \mathcal{X},$$

where $\theta > 0$ is the bandwidth parameter and $\| \cdot \|$ is the Euclidean norm.

3.2 Kernel Mean Estimation as a Regression Problem

The problem of kernel mean estimation is always regarded as a regression problem, which allows us to obtain the estimator efficiently [27, 29]. The kernel mean $\mu_P$ and its empirical estimate $\hat{\mu}_P$ can be obtained as a minimizer of the following risk functionals respectively:

$$R(g) := E_{x \sim P} \|k(\cdot, x) - g\|^2_\mathcal{H} \quad \text{and} \quad \hat{R}(g) := \frac{1}{n} \sum_{i=1}^{n} \|k(\cdot, x_i) - g\|^2_\mathcal{H}.$$  (4)

We will call the estimator minimizing the empirical risk $\hat{R}(g)$ a kernel mean estimator in this paper. Note that the risk $R(g)$ is different from the risk commonly considered, i.e., $\ell(\mu_P, g) = \|\mu_P - g\|^2_\mathcal{H}$. Nevertheless, we have $\ell(\mu_P, g) = E_{xx'}k(x, x') - 2E_xg(x) + \|g\|^2_\mathcal{H}$ and $R(g) = E_xk(x, x) - 2E_xg(x) + \|g\|^2_\mathcal{H}$. The difference between the risk $\ell(\mu_P, g)$ and $R(g)$ only lies in $E_{xx'}k(x, x') - E_xk(x, x)$, but is not a function of $g$. The new form here introduce a more tractable cross-validation computation [27], which will be presented later. Except for this, the resulting estimators are always evaluated w.r.t. the risk $\ell(\mu_P, g)$.

4 Marginalized Kernel Mean Estimator

In this section, we formally introduce the proposed marginalized kernel mean estimator. Specifically, we first introduce how to obtain the proposed estimation with the marginalized approach.
For different scenarios and goals, we then propose different variants of the marginalized kernel mean estimator (Section 4.2). Towards better understanding of the proposed marginalized estimator, we next discuss the linear approximation of the marginalized kernel mean estimator, which builds the connection to the shrinkage estimator (Section 4.3). Then we show how to determine the covariance matrix based on the leave-one-out cross validation (LOOCV) approach (Section 4.4). Finally, we present some kernel-based algorithms with marginalized estimators (Section 4.5).

### 4.1 Marginalized Estimation of $\mu_P$

We can observe a sample $S = \{x_1, x_2, \ldots, x_n\}$ of size $n$ drawn independently and identically (i.i.d.) from a fixed distribution $P$ defined over a separable topological space $X$, with each example $x_i \in \mathbb{R}^d$, where $d$ denotes the dimension of each example. In the Vicinal Risk Minimization (VRM) principle [8], the corresponding corrupted empirical distribution can be specified by a corrupted distribution with the density $v(\tilde{x}|x_i)$ for each example $x_i$, where $\tilde{x}$ denotes the virtual sample. Namely, the distribution $P$ can be approximated by

$$P_v(\tilde{x}) = \frac{1}{n} \sum_{i=1}^n v(\tilde{x}|x_i).$$

We regard the problem of kernel mean estimation as a regression problem as discussed, the proposed marginalized kernel mean estimator $\tilde{\mu}_P$ can be obtained as a minimizer of the empirical corrupted risk:

$$\hat{R}_v(g) := \frac{1}{n} \sum_{i=1}^n \mathbb{E}_{\tilde{x} \sim v(\tilde{x}|x_i)} \|k(\tilde{x}, \cdot) - g\|^2_{\mathcal{H}}.$$ (6)

In other words,

$$\tilde{\mu}_P := \arg \min_{g \in \mathcal{H}} \hat{R}_v(g) = \frac{1}{n} \sum_{i=1}^n \mathbb{E}_{\tilde{x} \sim v(\tilde{x}|x_i)} k(\tilde{x}, \cdot).$$ (7)

Comparing the marginalized estimation (7) and original empirical estimation (2) of the kernel mean $\mu_P$, we can see that the marginalized estimation will reduce to the empirical estimation if the corrupted distribution $v(\tilde{x}|x_i)$ is a Dirac distribution, which means that the latter is a special case of the former. Also, the kernel feature mapping $k(x, \cdot)$ in (2) is replaced by a new kernel feature mapping in (7), i.e., $\tilde{k}(x, \cdot) = \mathbb{E}_{\tilde{x} \sim v(\tilde{x}|x)} k(\tilde{x}, \cdot)$.

The marginalized estimator can be reviewed from a reverse way. Specifically, it first estimates the underlying distribution function in a non-parametric kernel density estimation approach, and then apply the kernel mean embedding to the estimated density. Besides, it provides a way to embed prior knowledge into the kernel mean embedding.

### 4.2 Single/Multi-variable Gaussian Marginalized Kernel Mean Estimator

We introduce the corrupted distribution before presenting different variants of the marginalized kernel mean estimator. Specifically, in this paper, we exploit a multi-variate Gaussian distribution whose means are exactly the training examples and covariance matrix are unknown. Formally,
the multi-variate Gaussian distribution, which is the corrupted distribution \( v(\tilde{x}|x_i) \) with \( x_i \in S \), is defined by

\[
v(\tilde{x}|x_i) = \frac{1}{(2\pi)^{d/2} |\Sigma_i|^{1/2}} \exp \left( -\frac{1}{2} \| \tilde{x} - x_i \|^2 (\Sigma_i) \right),
\]

(8)

where \( \Sigma_i \) is the corresponding covariance matrix and \( \| \tilde{x} - x_i \|^2 (\Sigma_i) = (\tilde{x} - x_i)^\top \Sigma_i^{-1} (\tilde{x} - x_i) \). Therefore, from the definition, only the covariance matrix of each Gaussian distribution is unknown and need to be determined.

The main problem is that there are too many parameters for the covariance matrix in comparison with the size of the training sample. The reason is, for each example, there are \( d \times d \) variables in the corresponding covariance matrix. We need to reduce the size of parameters to a reasonable size so that the computation can be feasible and efficient. By posing restrictions on the covariance matrix, we will obtain a significantly smaller size of parameters and thereby enabling feasible computation.

Three restrictions on the covariance matrix can be used in this paper.  
i) The covariance matrix of the corrupted distribution for each example is the same. With this restriction, the size of parameters for the covariance matrix will not enlarge exponentially as the size of training examples grows.  
ii) The covariance matrix of the corrupted distribution is diagonal. This means that it limits the features of training examples to be independent with each other, sacrificing the potential correlation between features.  
iii) The elements in the diagonal covariance matrix are the same. 

The above three restrictions may seem to be excessively strict at the first glance. However, adding the corrupted distribution is only an approach to reduce the generalization error and improve the robustness. We will still obtain performance improvement with these restrictions. Based on these restrictions, we further propose two corrupted distributions, which lead to two different marginalized kernel mean estimators.

The first corrupted distribution is the single-variable Gaussian corrupted distribution where we takes advantages of all the three restrictions. For this corrupted distribution, we call the corresponding marginalized kernel mean estimator as the single-variable Gaussian marginalized kernel mean estimator (abbreviated as MKME). With the mentioned three restrictions, the size of parameters degenerates to one dimension. Therefore, the covariance matrix \( \Sigma_i \) becomes \( \sigma^2 I \) for all training examples. Accordingly, the distribution \( v(\tilde{x}|x_i) \) for \( x_i \in S \) is

\[
v(\tilde{x}|x_i) = \frac{1}{(2\pi)^{d/2} \sigma^2 I^{1/2}} \exp \left( -\frac{1}{2} \| \tilde{x} - x_i \|^2 (\sigma^2 I) \right).
\]

(9)

The second corrupted distribution is the multi-variable Gaussian corrupted distribution where we relax the restriction iii) and only utilize the first two restrictions. We call the corresponding marginalized kernel mean estimator as the multi-variable Gaussian marginalized kernel mean estimator (abbreviated as MMKME). Let the covariance matrix be \( D = \text{diag}(e_1, e_2, \ldots, e_d) \), the distribution \( v(\tilde{x}|x_i) \) for \( x_i \in S \) is

\[
v(\tilde{x}|x_i) = \frac{1}{(2\pi)^{d/2} |D|^{1/2}} \exp \left( -\frac{1}{2} \| \tilde{x} - x_i \|^2 (D) \right).
\]

(10)

Note that in both situations, there exists some free variables in the corrupted distribution. In order to select appropriate values for the variables, we employ the leave-one-out cross validation (LOOCV) approach, which will be introduced in Section 4.4.
4.3 Linear Approximation of Marginalized Estimators

Although we can analytically compute the marginalized kernel mean embedding, it is also of interest to approximate the linear combinations as in shrinkage estimators [27, 29], i.e., \( \hat{\mu}_\mathcal{P} = \sum_{i=1}^{n} \beta_i k(x_i, \cdot) \), for some \( \beta \in \mathbb{R}^n \). On the one hand, we will gain more insights on the difference between the marginalized estimator and the previous estimators. On the other hand, the linear form can be more computationally efficient.

**Theorem 1.** For the single-variable Gaussian marginalized kernel mean estimator (MKME), it has a linear form, i.e., \( \hat{\mu}_\mathcal{P} = \sum_{i=1}^{n} \beta_i k(x_i, \cdot) \). The weight vector \( \beta \) can be written as

\[
\beta = \frac{\theta^2 + d\sigma^2}{2\theta^2} 1_n - \frac{d\sigma^2}{2\theta^4} K^{-1} K' 1_n,
\]

where \( 1_n = [1/n, 1/n, \ldots, 1/n]^\top \), \( K \) is an \( n \times n \) Gram matrix such that \( K_{ij} = k(x_i, x_j) \), and \( K' \) denotes the kernel matrix generated by \( k'(x, x') = \exp(-\|x - x'\|/2\theta^2)\|x - x'\|^2 \).

**Proof.** We approximate (6) with its Taylor expansion up to the second order. For simplicity, let \( \mathbb{E}_{\tilde{x} \sim \mathcal{P}(\tilde{x}|x_i)}\|k(\tilde{x}, \cdot) - g\|^2_{\mathcal{H}} \) be \( \mathbb{E}_{\tilde{x}}\ell_{\mathcal{H}}(\tilde{x}, g) \). Then,

\[
\mathbb{E}_{\tilde{x} \sim \mathcal{P}(\tilde{x}|x_i)}\|k(\tilde{x}, \cdot) - g\|^2_{\mathcal{H}} = \mathbb{E}_{\tilde{x}}\ell_{\mathcal{H}}(\tilde{x}, g) \\
\approx \mathbb{E}_{\tilde{x}}[\ell_{\mathcal{H}}(x_i, g) + (\tilde{x} - x_i)^\top \nabla_{\tilde{x}}\ell_{\mathcal{H}}(x_i, g) - \frac{1}{2} (\tilde{x} - x_i)^\top \nabla_{\tilde{x}}^2\ell_{\mathcal{H}}(x_i, g) (\tilde{x} - x_i)] \\
= \ell_{\mathcal{H}}(x_i, g) - \frac{1}{2} \text{tr} \left( \mathbb{E}_{\tilde{x}}[(\tilde{x} - x_i)(\tilde{x} - x_i)^\top] \nabla_{\tilde{x}}^2\ell_{\mathcal{H}}(x_i, g) \right),
\]

where \( \text{tr}(\cdot) \) denotes the trace of a matrix. Therefore, the marginalized estimator \( \hat{\mu}_\mathcal{P} \) in Eq. (7) can be approximated as

\[
\hat{\mu}_\mathcal{P} = \arg \min_{g \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} \left( \ell_{\mathcal{H}}(x_i, g) - \frac{1}{2} \text{tr} \left( \mathbb{E}_{\tilde{x}}[(\tilde{x} - x_i)(\tilde{x} - x_i)^\top] \nabla_{\tilde{x}}^2\ell_{\mathcal{H}}(x_i, g) \right) \right).
\]

We also have

\[
\ell_{\mathcal{H}}(x_i, g) = \|k(x_i, \cdot) - g\|^2_{\mathcal{H}} = 1 - 2\langle k(x_i, \cdot), g \rangle + \langle g, g \rangle.
\]

By the representer theorem [35], Eq. (13) has the linear form of \( \sum_{i=1}^{n} \beta_i k(x_i, \cdot) \) for some \( \beta \in \mathbb{R}^n \). As we exploit the RBF kernel presented in Eq. (3), combining Eq. (14), we have

\[
\nabla_{\tilde{x}}^2\ell_{\mathcal{H}}(x_i, g) = -2 \frac{\partial^2 k(x_i, \cdot, g)}{\partial \tilde{x}^2} = -2 \sum_{i=1}^{n} \beta_i \frac{\partial^2 k(\tilde{x}, x_i)}{\partial \tilde{x}^2} \\
= 2 \sum_{i=1}^{n} \beta_i k(\tilde{x}, x_i) \cdot \frac{1}{\theta^2} \|	ilde{x} - x_i\| \\
= \sum_{i=1}^{n} \beta_i k(\tilde{x}, x_i) \left( \frac{2}{\theta^2} - \frac{2}{\theta^4} \|	ilde{x} - x_i\|^2 \right).
\]
As stated, for MKME, the corruption on each dimension is independently with a single variant denoted by $\sigma$. Therefore, we can further simplify the objective function and obtain

$$
\ell_H(x_i, g) - \frac{1}{2} \text{tr} \left( E_\tilde{x} [(\tilde{x} - x_i)(\tilde{x} - x_i)\top] \right) \nabla^2_{\tilde{x}} \ell_H(x_i, g)
$$

$$= \ell_H(x_i, g) - \frac{d\sigma^2}{\theta^2} \sum_{i=1}^n \beta_i k(\tilde{x}, x_i) + \frac{d\sigma^2}{\theta^4} \sum_{i=1}^n \beta_i^2 k(\tilde{x}, x_i) \| \tilde{x} - x_i \|^2 \quad (16)
$$

$$= 1 - \frac{2\theta^2 + d\sigma^2}{\theta^2} \beta^\top K_i \beta + \frac{d\sigma^2}{\theta^4} \beta^\top K'_i \beta + \beta^\top K \beta,
$$

where $K$ represents the kernel matrix generated by the Gaussian RBF kernel, $K'$ denotes the kernel matrix generated by the kernel $k'(x, x') = \exp(-\|x - x'\|^2/2\theta^2)\|x - x'\|^2$, and $K_i$ (resp. $K'_i$) denotes the $i$-th column of the matrix $K$ (resp. the $i$-th column of the matrix $K'$). Therefore, recall Eq. (13), we have

$$\tilde{\mu}_p = \arg\min_{g \in H} \frac{1}{n} \sum_{i=1}^n \left( \ell_H(x_i, g) - \frac{1}{2} \text{tr} \left( E_\tilde{x} [(\tilde{x} - x_i)(\tilde{x} - x_i)\top] \right) \nabla^2_{\tilde{x}} \ell_H(x_i, g) \right)
$$

$$= \arg\min \beta^\top K \beta - \beta^\top \left( \frac{2\theta^2 + d\sigma^2}{\theta^2} K_1 - \frac{d\sigma^2}{\theta^4} K' \right) 1_n,
$$

where $1_n = [1/n, 1/n, \ldots, 1/n]^\top$. As the above optimization objective is a convex problem, we set its first derivative to zero and obtain the linear form of MKME

$$\tilde{\mu}_p = \sum_{i=1}^n \beta_i k(x_i, \cdot),
$$

where

$$\beta = \frac{\theta^2 + d\sigma^2}{2\theta^2} 1_n - \frac{d\sigma^2}{2\theta^4} K^{-1} K' 1_n.
$$

The proof is finished.

Therefore, we obtain the linear approximation for MKME by Taylor expansion. It seems that there is a direct shrinkage on $\beta$. In other words, the weights are controlled by $\sigma$, which is the covariance of the corrupted distribution. Accordingly, it should share the similar properties with shrinkage estimators [27, 29], following regularization in kernel mean estimation, computational complexity, and convergence. As MKME and MMKME only differs in the covariance matrix restrictions, the linear approximation of MMKME can be obtained similarly.

**Theorem 2.** For the multi-variable Gaussian marginalized kernel mean estimator (MMKME), it has a linear form, i.e., $\tilde{\mu}_p = \sum_{i=1}^n \beta_i k(x_i, \cdot)$. Let the covariance matrix of multi-variable Gaussian corrupted distribution be $D = \text{diag}(e_1, e_2, \ldots, e_d)$. The weight vector $\beta$ can be written as

$$\beta = \frac{\theta^2 + \sum_{j=1}^d e_j^2}{2\theta^2} 1_n - \frac{\sum_{j=1}^d e_j^2}{2\theta^4} K^{-1} K' 1_n,
$$

where $1_n = [1/n, 1/n, \ldots, 1/n]^\top$, $K$ is an $n \times n$ Gram matrix such that $K_{ij} = k(x_i, x_j)$, and $K'$ denotes the kernel matrix generated by $k'(x, x') = \exp(-\|x - x'\|^2/2\theta^2)\|x - x'\|^2$. 


Proof. For MMKME, as discussed, the corruption is determined by a covariance matrix \( D = \text{diag}(e_1, e_2, \ldots, e_d) \). Similar with the proof of Theorem 1, we can obtain

\[
\ell_{\mathcal{H}}(x_i, g) - \frac{1}{2} \text{tr} \left( E_{\tilde{x}}[(\tilde{x} - x_i)(\tilde{x} - x_i)^T] \right) \nabla^2 \ell_{\mathcal{H}}(x_i, g)
\]

\[
= \ell_{\mathcal{H}}(x_i, g) - \sum_{j=1}^d e_j^2 \sum_{i=1}^n \beta_j k(\tilde{x}, x_i) + \sum_{j=1}^d e_j^2 \sum_{i=1}^n \beta_j k(\tilde{x}, x_i) ||\tilde{x} - x_i||^2
\]

(21)

\[
= 1 - \frac{2\theta^2}{\theta^2} + \sum_{j=1}^d e_j^2 \beta^T K_{i} \cdot + \sum_{j=1}^d e_j^2 \frac{\theta^2}{\theta^4} \beta^T K_{i} \cdot + \beta^T K \beta.
\]

The definitions of \( K, K', K_{i} \), and \( K_{i}' \) are the same as those in the proof of Theorem 1. Therefore, we have

\[
\tilde{\mu}_P = \arg \min \beta^T K \beta - \beta^T \left( \frac{2\theta^2}{\theta^2} + \sum_{j=1}^d e_j^2 \beta_1 n - \sum_{j=1}^d e_j^2 K_{1} n \right),
\]

(22)

where \( 1_n = [1/n, 1/n, \ldots, 1/n]^T \). Due to the convexity of the above optimization problem, we can obtain the linear form of MMKME like the process of MKME, but with

\[
\beta = \frac{\theta^2 + \sum_{j=1}^d e_j^2}{2\theta^2} 1_n - \sum_{j=1}^d e_j^2 \frac{\theta^2}{\theta^4} K_{i} 1_n.
\]

(23)

The proof is finished. \( \square \)

4.4 Determine the Covariance Matrix

We use an automatic leave-one-out cross validation (LOOCV) approach to determine the covariance matrix for marginalized estimators. For a given covariance matrix \( \Sigma_i \), denote by \( \tilde{\mu}_{\Sigma_i}^{(-i)} \) as the kernel mean estimated from \( \{x_j\}_{j=1}^n \backslash \{x_i\} \). We will measure the quality of \( \tilde{\mu}_{\Sigma_i}^{(-i)} \) by how well it approximates \( k(x_i, \cdot) \) with the overall quality being quantified by the cross-validation score,

\[
\text{LOOCV}(\Sigma_i) = \frac{1}{n} \sum_{i=1}^n \|k(x_i, \cdot) - \tilde{\mu}_{\Sigma_i}^{(-i)} \|_{\mathcal{H}}^2.
\]

(24)

The LOOCV formulation in Eq. (24) differs from the one used in regression. To be specific, in regression, we measure the deviation of the prediction made by the function on the omitted observation. In LOOCV, we measure the deviation between the feature map of the omitted observation and the function itself.

For the proposed marginalized estimators, in the above optimization problem, we need to determine \( \Sigma_i, i = 1, 2, \ldots, n \). The computation over Hilbert norm for the empirical kernel embedding can be calculated, and [40] provides the formula for the marginalized Hilbert norm. Therefore,
we have
\[
\Sigma_i^* = \arg \min_{\Sigma_i} \text{LOOCV}(\Sigma_i)
\]
\[
= \arg \min_{\Sigma_i} \frac{1}{n} \sum_{i=1}^{n} \left( k(x_i, x_i) - \frac{2}{n-1} \sum_{j \neq i} \mathbb{E}_{\tilde{x} \sim \nu(x_i)} k(\tilde{x}, x_i) \right)
\]
\[
+ \frac{1}{(n-1)^2} \sum_{j \neq i, k \neq i} \mathbb{E}_{\tilde{x} \sim \nu(x_j), \tilde{x}' \sim \nu(x_k)} k(\tilde{x}, \tilde{x}')
\]
\[
= \arg \min_{\Sigma_i} \frac{1}{n} \sum_{i=1}^{n} \left( k(x_i, x_i) - \frac{2}{n-1} \sum_{j \neq i} L_{ji} + \frac{1}{(n-1)^2} \sum_{j \neq i, k \neq i} Q_{jk} \right),
\]
where \(L \) denotes the expected functional over one corrupted distribution,
\[
L_{ij} = \mathbb{E}_{\tilde{x} \sim \nu(x_i)} k(\tilde{x}, x_i) = \frac{\theta^d}{|\Sigma_j + \theta^2 I|^{1/2}} \exp \left( -\frac{1}{2} \|x_i - x_j\|^2 (\Sigma_j + \theta^2 I) \right),
\]
and \(Q \) denotes the expected functional over two corrupted distributions,
\[
Q_{ij} = \mathbb{E}_{\tilde{x} \sim \nu(x_i), \tilde{x}' \sim \nu(x_j)} k(\tilde{x}, \tilde{x}') = \frac{\theta^d}{|\Sigma_i + \Sigma_j + \theta^2 I|^{1/2}} \exp \left( -\frac{1}{2} \|x_i - x_j\|^2 (\Sigma_i + \Sigma_j + \theta^2 I) \right).
\]
The term \(L \) and \(Q \) correspond to different kinds of marginalized kernels. For MKME, the optimization problem only has one variable \(\sigma \) such that \(\Sigma_i = \sigma^2 I, i = 1, 2, \ldots, n \), and thus can be computed efficiently. For MMKME, we have a \(d\)-dimensional variable where \(\Sigma_i = D = \text{diag}(e_1, e_2, \ldots, e_d), i = 1, 2, \ldots, n \). The optimization function for MMKME is similar with MKME, and \(L \) and \(Q \) become slightly different.

The formulations of \(L \) and \(Q \) are obtained with expansions of kernels [39] and the following equations:
\[
\mathbb{E}_{\tilde{x} \sim \nu(x_i)} k(\tilde{x}, \cdot) = \int_{X} k(\tilde{x}, \cdot) \nu(x_i) d\tilde{x}.
\]
The only difference between two corrupted distributions is the size of unknown parameters. Following [27, 29], we can use the \textit{fminsearch} and \textit{fminbnd} routines of the MATLAB optimization toolbox to search the minimum of the optimization problems.

4.5 Kernel-based Algorithms with Marginalized Estimators

In this subsection, with the proposed marginalized estimators, we present the formulas of some kernel-based learning algorithms, e.g., maximum mean discrepancy (MMD) [6] and Hilbert-Schmidt independence criterion (HSIC) [16].

4.5.1 MMD

We first discuss MMD, which is an effective nonparametric metric for measuring the distributions based on two sets of data. Specifically, given i.i.d samples \(S_1 = \{x_1^1, x_1^2, \ldots, x_m^1\} \) and \(S_2 = \)
\{x_1^2, x_2^2, \ldots, x_n^2\} from two probability distributions \(\mathcal{P}\) and \(\mathcal{Q}\) respectively, we can write an unbiased estimate of the MMD entirely in terms of the kernel \(k\) as did in [6]:

\[
\widehat{\text{MMD}}^2 [\mathcal{H}, S_1, S_2] = \frac{1}{m(m-1)} \sum_{i=1}^{m} \sum_{j\neq i}^{m} k(x_i^1, x_j^1) \\
+ \frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{j\neq i}^{n} k(x_i^2, x_j^2) \\
- \frac{2}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} k(x_i^1, x_j^2).
\]

(29)

With the proposed marginalized estimators, the marginalized MMD is provided as

\[
\widehat{\text{MMD}}^2 [\mathcal{H}, \tilde{S}_1, \tilde{S}_2] = \frac{1}{m(m-1)} \sum_{i=1}^{m} \sum_{j\neq i}^{m} \tilde{k}(x_i^1, x_j^1) \\
+ \frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{j\neq i}^{n} \tilde{k}(x_i^2, x_j^2) \\
- \frac{2}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \tilde{k}(x_i^1, x_j^2),
\]

(30)

where \(\tilde{S}_1\) and \(\tilde{S}_2\) denotes the corrupted version of \(S_1\) and \(S_2\) respectively, and \(\tilde{k}\) denotes the the marginalized kernel which corresponds to Eq. (27). We thus have

\[
\tilde{k}(x_i, x_j) = \mathbb{E}_{x_i \sim v(x_i|\tilde{x}_i), x_j \sim v(x_j|\tilde{x}_j)} k(x_i, x_j) \\
= \frac{\theta^d}{|\Sigma_i + \Sigma_j + \theta^2 I|^{1/2}} \exp\left(-\frac{1}{2} \|x_i - x_j\|^2 (\Sigma_i + \Sigma_j + \theta^2 I)\right).
\]

(31)

For different marginalized estimators, i.e., MKME and MMKME, we can set different covariances for them.

### 4.5.2 HSIC

We discuss HSIC by now, which is one of the most successful non-parametric dependency measures. An empirical unbiased estimate of the HSIC statistic from an i.i.d. sample \(\{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}\) on the measurable space \(\mathcal{X} \times \mathcal{Y}\) can be obtained as follows:

\[
\widehat{\text{HSIC}}[\mathcal{X}, \mathcal{Y}, k, z] = \frac{1}{n^2} \sum_{i,j=1}^{n} k(x_i, x_j) z(y_i, y_j) \\
- \frac{2}{n^3} \sum_{i,j,p} k(x_i, x_j) z(y_i, y_p) \\
+ \frac{1}{n^4} \sum_{i,j=1}^{n} \sum_{p,q=1}^{n} z(y_p, y_q),
\]

(32)
where \( z : Y \times Y \to \mathbb{R} \) is a positive definite kernel, and the product kernel \( k(\cdot, \cdot) \times z(\cdot, \cdot) \) is characteristic on \( X \times Y \). Note that we can also obtain the empirical unbiased estimate of the HSIC statistic as follows:

\[
\hat{\text{HSIC}}[X, Y, k, z] = \frac{1}{n^2} \text{tr}(\bar{K}\bar{Z}),
\]

(33)

where \( \bar{K} = HKH \) and \( \bar{Z} = HZH \), and \( H = I - (1/n)11^\top \). This matrix form can be computed in \( O(n^2) \) times and converges to the population HSIC at a rate of \( 1/\sqrt{n} \) [38, 29].

With the proposed marginalized estimators, the marginalized HSIC is provided as:

\[
\hat{\text{HSIC}}[X, Y, \tilde{k}, \tilde{z}] = \frac{1}{n^2} \text{tr}(\bar{\tilde{K}}\bar{\tilde{Z}}),
\]

(34)

where \( \bar{\tilde{K}} = H\tilde{K}H \) and \( \bar{\tilde{Z}} = H\tilde{Z}H \). Here, \( \tilde{K} \) denotes the kernel matrix generated by the marginalized kernel \( \tilde{k}(x_i, x_j) \) defined in Eq. (31), and \( \tilde{Z} \) denotes the kernel matrix generated by the marginalized kernel \( \tilde{z}(y_i, y_j) \).

5 Experiments

In this section, we evaluate the performance of proposed marginalized kernel mean estimators on synthetic and real-world datasets. We verify its effectiveness on three representative applications, i.e., kernel two sample test, kernel density estimation, and Hilbert-Schmidt independence test. We consider the following estimators as baselines: i) empirical/standard kernel mean estimator (KME); ii) simple kernel mean shrinkage estimator (S-KMSE); iii) flexible kernel mean shrinkage estimator (F-KMSE). We exploit Gaussian RBF kernel which has been introduced in Section 3.1. Unless otherwise stated, for all methods, we follow [27, 29] and set the bandwidth parameter of the Gaussian kernel as \( \theta^2 = \text{median}\{\|x_i - x_j\|^2 : i, j = 1, 2, \ldots, n\} \), i.e., the median heuristic.

5.1 Synthetic data

5.1.1 Gaussian Distribution

Given the true data-generating distribution \( \mathbb{P} \) and the i.i.d. sample \( S = \{x_1, x_2, \ldots, x_n\} \) from \( \mathbb{P} \), we evaluate different estimators using the following loss function:

\[
\ell(\beta, S, \mathbb{P}) := \left\| \sum_{i=1}^{n} \beta_i k(x_i, \cdot) - \mathbb{E}_{x \sim \mathbb{P}} k(x, \cdot) \right\|_2^2,
\]

where \( \beta \) is the weight vector associated with different estimators. Following [29], we can estimate the risk of the estimator by averaging over \( m \) independent copies of \( S \), i.e., \( \hat{R} = \frac{1}{m} \sum_{j=1}^{m} \ell(\beta, S_j, \mathbb{P}) \).

To simulate a realistic situation, following [27], we construct synthetic datasets by generating data from a \( d \)-dimensional mixture of Gaussians:

\[
x \sim \sum_{i=1}^{4} \pi_i \mathcal{N}(\theta_i, \Sigma_i) + \varepsilon, \quad \theta_{ij} \sim \mathcal{U}(-10, 10),
\]

\[
\Sigma_i \sim \mathcal{W}(2 \times I_d, 7), \quad \varepsilon \sim \mathcal{N}(0, 0.2 \times I_d),
\]

(35)
where $\mathcal{U}(a, b)$ and $\mathcal{W}(\Sigma_0, df)$ represent the uniform and Wishart distribution respectively. We set $\pi$ as $[0.05, 0.3, 0.4, 0.25]$ as did in [27].

Note that the optimization minimizer will influence the quality of the kernel mean estimators. For our marginalized kernel mean estimators, the choice of the covariance as an important influence on the loss $\hat{R}$. Therefore, we first employ MKME which only has a parameter $\sigma$ to be determined, to show the importance of the covariance. As shown in Figure 1, we can see the significance of the choice of $\sigma$. Obviously, when $\sigma$ is chosen properly, the mean of the loss will decrease. As in complex real-world applications, we always cannot directly determine the covariance value. Thus, we still need to use optimization algorithms to find a suitable covariance value.

Figure 2 depicts the average loss as we vary the sample size and dimension of the data. In this circumstance, both the shrinkage parameter and the covariance value are chosen by the leave-one-out cross-validation score. For the proposed MKME, we can see that it outperforms the baselines in most cases. For the proposed MMKME, it outperforms the baselines all the time. The experimental results verify the effectiveness of the proposed marginalized estimators with mixture of Gaussians.

### 5.1.2 T-distribution

We generate a random sample from a T-distribution with a randomly generated covariance matrix. Under this setting, the loss between estimators and true kernel mean is hard to derive an analytical formula. We adopt the density estimation approach stated in the next section. The difference is that we are aware of the underlying distribution, thereby we can generate enough test data points for evaluation. We report the performance of different method by exploiting the average negative log-likelihood (NLL). Smaller average negative log-likelihood corresponds better performance. We consider two cases: i) varying the dimension $d$ with a fixed sample size $n$; ii) varying the sample size $n$ with a fixed dimension $d$. The experimental results of the cases i and ii are presented in
Figure 2: The average loss over 30 different distributions of KME, S-KMSE, F-KMSE, MKME, and MMKME with varying dimension ($d$) and sample size ($n$). Specifically, subfigure (a) and (b) investigate the average loss with varying $d$. Subfigure (c) and (d) investigate the average loss with varying $n$.

Table 1 and 2 respectively. As we can see, the proposed marginalized kernel mean estimators, i.e., MKME and MMKME, almost always outperform the baselines, which verifies the effectiveness of our method.

| Dimension ($d$) | KME   | S-KMSE | F-KMSE | MKME | MMKME |
|-----------------|-------|--------|--------|------|-------|
| 5               | 7.9538| 7.8613 | 8.2966 | 7.8204| **7.6027** |
| 6               | 9.1763| 9.2631 | 9.3052 | 9.0218| **9.0133** |
| 7               | 11.3587| 11.2612| 11.3377| **11.0209** | 11.1506 |
| 8               | 14.0386| 13.2274| 13.2631| 13.2302| 13.0608 |
| 9               | 14.1509| 14.0739| 14.3102| 14.0137| **14.0102** |
| 10              | 16.0481| 15.8311| 15.0027| 15.0543| **14.9256** |

Table 1: Average negative log-likelihood achieved by different methods over 30 different distributions. The sample size $n$ is fixed to 100. The boldface represents the best performance.
| Sample Size (n) | KME | S-KMSE | F-KMSE | MKME | MMKME |
|---------------|-----|--------|--------|------|-------|
| 15            | 36.1393 | 19.8977 | 16.2368 | 17.2840 | 17.5206 |
| 30            | 19.3506 | 17.2619 | 16.0031 | 15.4565 | 15.4375 |
| 60            | 16.8827 | 15.1718 | 14.8837 | 14.4377 | 14.3526 |
| 90            | 14.9235 | 14.9216 | 14.6258 | 14.3177 | 14.5587 |
| 120           | 14.4762 | 14.1780 | 14.2349 | 14.0212 | 14.0138 |
| 150           | 14.5205 | 14.0224 | 14.0583 | 13.8726 | 13.9737 |

Table 2: Average negative log-likelihood achieved by different methods over 30 different distributions. The dimension $d$ is fixed to 10. The boldface represents the best performance.

5.2 Real-World Applications

To further evaluate the proposed estimators, we consider several benchmark applications, namely, kernel two sample test [18], kernel density estimation [39, 7], and Hilbert-Schmit independence test [17]. For some of these tasks, we employ datasets from the UCI repositories.

5.2.1 Kernel Two Sample Test

The kernel two sample test is proposed to analyze and compare distributions, where we use to construct statistical tests to determine if two samples are drawn from different distributions [17, 18]. The basic idea of kernel two sample test is to first compute maximum mean discrepancy (MMD) [17] between two samples, and then determine whether two samples are drawn from different distributions according the distance. In this paper, we use a permutation test for simulation. For two samples $S'_1 = \{x'_1, x'_2, \ldots, x'_n\}$ and $S'_2 = \{x'_2, x'_3, \ldots, x'_n\}$, the procedure of the experiments is as follows: i) compute the maximum mean discrepancy $m$ between $S'_1$ and $S'_2$; ii) randomly permute the two samples and split them into two parts whose sample size is $n$; iii) compute the new distance for permuted samples; iv) repeat the step i and step ii for 1000 times to construct a null distribution. We employ significance test to show the test power. When the $p$-value is less than 0.05, we think the result is statistically significant.

In the experiment, we exploit different kinds of distributions: two different mixtures of Gaussian distributions and two identical distributions. The samples are generated with randomly generated means and different dimensions. The experimental results of two cases are presented in Figure 3. For the first case, as can be seen, the proposed marginalized kernel mean estimators achieve competitive performance compared with KME and always outperforms the shrinkage estimators S/F-KMSE. For the second case, all estimators achieve similar performance. Also, the proposed marginalized kernel mean estimators outperform in some circumstances. Thus, experimental results can justify our claims.

5.2.2 Kernel Density Estimation

The density function can be estimated with kernel mean estimators. Given a finite training sample, a better estimator can give rise to a more accurate density function. We perform density estimation via kernel mean matching [39]. In this experiment, we employ fifteen UCI datasets. For these real datasets, we are neither aware of the underlying distribution nor the true kernel mean embedding. Thus, it seems to be hard to compare the performance of different estimators. Following
Figure 3: The performance about kernel two sample test achieved by KME, S-KMSE, F-KMSE, MKME, and MMKME over 500 trials. Specifically, the subfigure (a) and (b) correspond that two samples come from two different mixtures of Gaussian distributions. The subfigure (c) and (d) correspond that two samples come from two identical distributions.

[39], we address this issue by using the mixture of Gaussian to model the underlying distribution. Specifically, we first apply the \( k \)-means clustering algorithm [20] to construct ten Gaussian distributions as our prototypes. We then minimize MMD between the estimator and prototypes. The mixture of Gaussian prototypes is the density function where we model the data. To compare the performance of different estimators, we report average NLL of the test data according to the mixture of Gaussian. We use 30% of the dataset as a test set.

Note that, as the real-world datasets are complicated, it is hard to find a general bandwidth which is suitable for all circumstances. Therefore, we optimize the bandwidth of the RBF kernel. With an early-stopping strategy based on NLL, we search it in a range around median heuristic. This optimization will make the experiments more solid. The experimental results on UCI datasets are provided in Table 3. As can be seen, the proposed estimators, i.e., MKME and MMKME, outperform the baselines in thirteen out of fifteen cases. For the experiments on “glass” and “specft”, MKME and MMKME also achieve competitive performance.
## Table 3: Average negative log-likelihood on test points over 10 randomizations. The boldface represents the best performance.

| Dataset    | KME   | S-KMSE | F-KMSE | MKME   | MMKME   |
|------------|-------|--------|--------|--------|---------|
| wine       | 15.8832 | 15.6951 | 15.2647 | 15.2105 | **15.0128** |
| glass      | 9.3762  | **9.3493** | 9.8883 | 9.5733 | **9.3488** |
| bodyfat    | 27.4102 | 27.2059 | 27.9233 | **26.9305** | 26.9582 |
| svmguide2  | 27.3456 | 28.4625 | 27.2999 | 26.9327 | **26.8865** |
| ionosphere | 33.2007 | 32.5539 | 32.5544 | 32.5503 | **32.4799** |
| housing    | 15.7106 | 17.4248 | 11.2465 | **10.6317** | 12.3365 |
| sonar      | 77.6716 | 74.7398 | 76.0413 | 74.0239 | **73.8970** |
| specft     | 52.6763 | 49.6952 | **49.6642** | 49.7394 | 49.8805 |
| bupa       | 6.7521  | 6.7382  | 6.7520  | 6.4515  | **6.2730** |
| lymphography | 42.5804 | 46.8639 | 34.2432 | 27.1871 | **26.0653** |
| primary    | 35.8407 | 33.1766 | 34.6557 | **26.9263** | 28.6515 |
| flag       | 37.7335 | 37.3129 | 14.1088 | **13.5311** | 14.8627 |
| hayes      | 6.7454  | 5.9180  | 6.1711  | **5.6200** | 5.8683 |
| wbdc       | 32.3002 | 27.1686 | 27.1380 | 27.1122 | **26.6011** |
| australian | 5.5765  | 5.3334  | 5.2259  | 5.3703  | **5.2407** |

## Table 4: The power of HSIC achieved by different estimators. The experiments are conducted on the Eckerle dataset. The boldface represents the best performance.

| α  | η  | KME | S-KMSE | F-KMSE | MKME | MMKME |
|----|----|-----|--------|--------|------|-------|
| 0.05 | 0.10 | 0.070 | 0.060 | 0.075 | 0.060 | **0.100** |
|     | 0.15 | 0.045 | 0.065 | 0.045 | 0.065 | **0.240** |
|     | 0.20 | 0.035 | 0.105 | 0.009 | 0.035 | **0.485** |
|     | 0.25 | 0.170 | 0.460 | 0.175 | 0.015 | **0.715** |
|     | 0.30 | 0.070 | 0.370 | 0.355 | 0.007 | **0.880** |
| 0.10 | 0.10 | 0.095 | 0.095 | 0.095 | 0.065 | **0.175** |
|     | 0.15 | 0.095 | 0.120 | 0.125 | 0.095 | **0.380** |
|     | 0.20 | 0.075 | 0.220 | 0.245 | 0.075 | **0.610** |
|     | 0.25 | 0.070 | 0.460 | 0.460 | 0.070 | **0.775** |
|     | 0.30 | 0.160 | 0.665 | 0.635 | 0.160 | **0.915** |
| 0.15 | 0.10 | 0.125 | 0.150 | 0.140 | 0.100 | **0.320** |
|     | 0.15 | 0.130 | 0.180 | 0.190 | 0.135 | **0.455** |
|     | 0.20 | 0.120 | 0.345 | 0.375 | 0.120 | **0.695** |
|     | 0.25 | 0.185 | 0.650 | 0.655 | 0.185 | **0.835** |
|     | 0.30 | 0.320 | 0.835 | 0.805 | 0.320 | **0.940** |

### 5.2.3 Hilbert-Schmit Independence Test

Hilbert-Schmit independence test [16] is a test of whether significant statistical dependence is obtained by a kernel dependence measure, the Hilbert-Schmidt independence criterion (HSIC). More details about Hilbert-Schmit independence test can be found in [17]. In this paper, we follow the
prior work [33] and conduct experiments on the real-world dataset Eckerle [12]. The illustrations of the correlation of the dataset can be found in [33]. We investigate the performance of estimators with different subsample percentages $\eta$. For all experiments, $\alpha \in \{0.05, 0.10, 0.15\}$ is chosen as the type-1 error (for choosing the threshold level of the null distribution’s right tail). For every setting of parameters of each experiment, power is calculated as the percentage of rejection over 200 repetitions (independent trials), with 2000 permutations per repetition (permutation testing to find the null distribution threshold at level $\alpha$). The detailed results are shown in Table 4. Our marginalized estimator MMKME is significantly better than baselines in all settings. One possible reason for MMKME always performs better than MKME is that the setting of multi-variables gives more freedom and thus the null distribution can be more precise.

6 Conclusion

Previous work has shown that there exists a large amount of estimators that are better than the standard kernel mean estimator. In this work, we propose a novel marginalized kernel mean estimator. Different from previous shrinkage estimators, marginalized kernel mean estimator is a first attempt to combine marginalization with kernel methods. The marginalized approach introduces implicit regularization in kernel mean estimation. Experimental results demonstrate that the proposed algorithm performs well in various tasks. In the future, we will explore the influence of using different marginalized corrupted distributions and different kernels.
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