Simulation of Single-layer Neural Networks
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Abstract— The task of optimal management of artificial neuron network is represented. Showed that it is possible to use the Lagrange method with the help of the Lagrange new function for solving the task.
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I. INTRODUCTION

A criteria for the forecasting quality of the stock market should always take into account the deviation of predicted values from real data as well as the correspondence of the direction of the existing trend.

Let’s consider a neuron network that consists of n neurons. Characterize i-th state of the neuron by a function \( x_i(t) \), which dynamics is described by the following system of differential equations:

\[
\dot{x}_i(t) = h_i(x(t)) + \sum_{j=1}^{n} w_{ij}^0 + w_{ij}(t)g_i(x(t)), \quad i = \overline{1, n}
\]

(1)

where \( h_i(x) \) and \( g_i(x) \) are given as continuously differentiated functions on \( \mathbb{R}^n \). \( x(t) \) is a continuous function, \( w_{ij}^0 \) and \( w_{ij}(t) \) are the weight coefficients which characterize the effect of i-th neuron on j-th neuron, in the initial conditions \( x_i(0) = a_i, i = \overline{1, n} \).

The differential equation system can be recorded in the following vector form:

\[
x_i(t) = h(x(t)) + (W_0 + W(t))g(x(t)).
\]

(2)

With the following initial conditions:

\[
x(0) = a.
\]

(3)

here \( a = (a_1, a_2, ..., a_n) \); \( W_0 \) is a continuous \( n \times n \) matrix which consists of \( w_{ij}^0 \) elements; the matrix of \( n \times n \) dimension, composed of weight coefficients \( W(t)-W_{ij}(t) \), which will subsequently be considered as management functions and which can be extended to the following limitations: \( |w_{ij}(t)| \leq A_{ij}, i, j = \overline{1, n} \).

Let’s choose the optimal values of neuronal network weight coefficients according to the minimum condition of target function (4).

\[
J(w(x)) = \Phi(x(T)) + \int_0^T [Q(x(t)) + \frac{1}{2} \sum_{i=1}^{n} r_{ij}w_{ij}^2(t)] dt
\]

In this model the process time \( T > 0 \) is fixed, \( Q(x) \) and \( \Phi(x) \) are scalar continuous differentiating functions, while \( r_{ij} \geq 0, i, j = \overline{1, n} \). coefficients form a symmetric positive \( \mathbb{R} \) matrix.

II. MAIN PART

The task of optimal management of artificial neuron network is represented by such a selection of \( w_{ij}(t), i, j = \overline{1, n} \) weight coefficients where the image (4) is taken to the minimum value. This task belongs to the class of optimal management task. Let’s consider the weight coefficients as management functions and use the theorem about the necessary conditions of optimality [1].

Let’s introduce the switching functions \( \Phi_{ij}(t) \) taking into account the following rule:

\[
\Phi_{ij}(t) = p_i(t)g_j(x(t))r_{ij}^{-1}, \quad i, j = \overline{1, n}.
\]

(5)

Consider just a regular case to build optimal management:

\[
\overline{w}_{ij}(t) = \left\{ \begin{array}{ll}
A_{ij}, & \Phi_{ij}(t) > A_{ij}, \\
-\Phi_{ij}(t) < -A_{ij}, & \Phi_{ij}(t) \leq A_{ij}
\end{array} \right.
\]

(6)

The coupling functions \( p_i(t), i, j = \overline{1, n} \) satisfy the following system of differential equations:

\[
p_i(t) = \frac{\partial h_i(x(t))}{\partial x_i} + \sum_{j=1}^{n} p_j(t)\left(\sum_{i=1}^{n} \left(w_{ij}^0 - w_{ij}(t)\right)\right), \quad i = \overline{1, n},
\]

(7)

They also meet the following boundary conditions

\[
p_i(T) = -\frac{\partial h_i(x(T))}{\partial x_i}.
\]

(8)

In the process of studying artificial neuron networks the following task often appears: how to build such a
management, as a result of which the neuter network vector \( x(T) \) would take a predetermined value \( \theta \), i.e. \( x(T) = \theta \). Such a situation should lead to the necessity of solving the boundary problem of (1), (3), (6) - (8) maximization. For this purpose, it is necessary to determine the terminal compounds as follows:

\[
\Phi(x(T)) = -a_1(\theta, x(T)) + a_2(\|x(T) - \theta\|^2),
\]

where \( a_1 \) and \( a_2 \) are selectively increased by the correspondence of \( x(T) \) and \( \theta \) vectors’ directions.

Let’s analyze the case when it is necessary to store one \( n \)-dimensional \( \theta \) vector in associative memory. This vector is called from the memory when the current state of the neuron network is close to \( \theta \) [2].

For the case under consideration let’s suppose that:

\[
h_t(x) = -\beta_1 x_i, \quad \beta_1 > 0, i = 1, n
\]

are the given numbers, \( g_j(x(t)) = x_j(t), \quad Q = 0, \quad w_0 = 0, \quad R = I, \quad \Phi(x) = -(-\theta, x) \), here \( 0, l \) are correspondingly \( n \times n \) dimensional zero and single matrix. There the initial (1) - (4) task will take the following form:

\[
J(w(c)) = -\theta_x T \sum_{i,j=1}^n w_{ij}^2 x_i(t) dt;
\]

\[
x_i(t) = -\beta_1 x_i(t) + \sum_{j=1}^n w_{ij} t x_j(t), i = 1, n;
\]

\[
|w_{ij}(t)| \leq A_{ij}, i, j = 1, n, w_{ij} = 0
\]

In this task the image \( (0, \theta, x(T)) \) represents the correlation between the vector \( x(t) \) and the desired vector \( \theta \) of the final position of the neural network. We should note that minimizing the negative value of the correlation is equivalent to the task of correlation maximizing.

In this case, the optimal values of weight coefficients are determined by the same (6) formula, but here we should take into account the fact that the switching function \( \Phi_{ij}(t), i, j = 1, n \) has the following form:

\[
\Phi_{ij}(t) = p_i(t) x_j(t), i \neq j.
\]

and the coupling functions \( p_i(t) = \theta, i = 1, n \) satisfy the following system of differential equations

\[
p_i(t) = -\sum_{j=0}^n p_i(t) w_{ij}(t) + \beta_1 p_i(t), i = 1, n
\]

with the following boundary conditions

\[
p_i(T) = \theta, i = 1, n
\]

A a discrete model (i.e. a model that describes the artificial neuron network state in the fixed moments of time [3,4]) of the neuron network can be constructed by analogy of the continuous model of artificial neuron network.

Let’s consider the discrete task of optimal management. It is necessary to minimize the following function

\[
L([x],[u],[p],[\lambda]) = \sum_{k=0}^{q-1} [\lambda_0 f_k(x^k, u^k)] + \Phi(x^{i+1})
\]

with the restrictions on the following recurring correlations

\[
x^{k+1} = f_k(x^k, u^k), k = 0, q - 1
\]

\[
x^0 = b_0 \in \mathbb{R}
\]

Let’s introduce the following designations:

\[
[\bar{u}] = [u^0, \cdots, u^{q-1}];
\]

\[
[x] = [x^0, \cdots, x^{i+1}] [\bar{f}] = [x^0, \cdots, x^{i+1}, x^i + \Delta x^{i+1}, \cdots, x^{q-1}]
\]

Let’s determine a coupling vector

\[
p^i = \frac{dt([x],[u])}{dx^i} = \lim_{\Delta \to 0} \frac{J([x],[u]) - J([x],[u])}{\Delta}
\]

\[
\text{if } i = q \text{ then from (20) it follows that}
\]

\[
p^{q-1} = \frac{dt([x],[u])}{dx^{q-1}} = \frac{\partial \Phi(x^q)}{\partial x^q}
\]

\[
\text{if } i = q - 1 \text{ then}
\]

\[
p^{q-1} = \frac{dt}{dx^{q-1}} + \frac{\partial x^{q-1}}{dx^{q-1}} q \frac{dt}{dx^{q-1}} + \frac{\partial x^{q-1}}{dx^{q-1}} [f_{q-1} x^{q-1}] + [p^{q-1}, f_0 - (x^{q-1})]
\]

Generally, in (21) and (22) we will similarly get the following

\[
p^i = \frac{dt}{dx^i} + \frac{\partial x^{i+1}}{dx^i} q \frac{dt}{dx^i} + \frac{\partial x^{i+1}}{dx^i} [p^{i+1}, f_0 - (x^{i+1})]
\]

A set of vectors \( [x] = [x^1, \cdots, x^q] \) depends on the set of initial vector \( x^0 \) of the given condition and the set of admissible vectors \( [u] = [u^1, \cdots, u^q] \), so we can write \( [x] = [x(u)] \) and minimize the function

\[
L([x],[u],[p],[\lambda]) = \sum_{k=0}^{q-1} [\lambda_0 f_k(x^k, u^k)] + [p^{i+1}, f_0 - (x^{i+1})] + \lambda_0 \Phi(x^q).
\]

In order to get the required conditions of optimality, it is necessary to calculate the derivatives with respect to variables of the Lagrange function \( x^i, i = 1, q, u^i, i = 1, q - 1 \)

\[
\frac{\partial L}{\partial x^i} = \frac{\partial H_i(x^{i+1})}{\partial x^i} - p^i = 0, i = 1, q - 1,
\]

\[
\frac{\partial L}{\partial u^i} = \frac{\partial H_i(x^{i+1})}{\partial u^i} - p^q = 0,
\]

\[
\frac{\partial L}{\partial u^i} = \frac{\partial H_i(x^{i+1})}{\partial u^i}, i = 1, q - 1.
\]

According to the image (20) the Lagrange multipliers \( p^i, i = 1, q \), have a value of derivatives with respect to variables of the minimized function \( x^i, i = 1, q \).

The formula (27) can be used for an approximate solution, for example, by graded methods if a task (16)-(19) contains
the restrictions of management vector $u^i \in U_i$, $i = 0, q - 1$.

For instance:

$$U_i = \{ v \in R^r : g_i^1(v) \leq 0, l = \bar{k}, h_i^l(v) = 0, l = \frac{k + 1}{s} \}$$ (28)

### III. CONCLUSION

It is possible to use the Lagrange method with the help of the Lagrange new function $\bar{L}$ is determined for the tasks (16) - (19) in the following way:

$$\bar{L} = L + \sum_{l=0}^{q-1} \left[ \sum_{l=0}^{k} \mu_l g_l^1(v) + \sum_{l=k+1}^{s} v_l^1 h_l^1(v) \right].$$

The tasks (16) - (19) can be also solved by the method of penalty functions.

The discrete task can also be derived from the continuous task if we change the derivation according to the Euler scheme and the integral, for example, by the rule of the right rectangles.
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