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ABSTRACT: We explore the physics of two-body decay of BPS states using semiclassical analysis to construct explicit solutions that illustrate the main features of wall crossing, for both ordinary and framed BPS states. In particular we recover the primitive wall-crossing formula from an asymptotic analysis of certain Dirac-type operators on monopole moduli spaces. Along the way we give an asymptotic metric for the moduli space of singular monopoles, analogous to the Gibbons–Manton and Lee–Weinberg–Yi metrics for the moduli space of smooth monopoles, and we find evidence for the existence of stable non-BPS boundstates. Our discussion applies to four-dimensional $\mathcal{N} = 2$ super-Yang–Mills theories with general gauge group and general ’t Hooft defects.
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1 Introduction and Conclusion

This paper continues an investigation into the semiclassical formulation of BPS states and their wall crossing initiated in [8, 43, 44]. In these papers, it was shown that semiclassical BPS states are described by the kernels of twisted Dirac operators on monopole moduli spaces. The goal of the present paper is to give a very explicit presentation of how these Dirac operators fail to be Fredholm on walls of marginal stability and how the change of the index exactly reproduces known wall-crossing formulae.

In the case of SU(3) gauge theory with a very special choice of magnetic charge the strongly centered moduli space is exactly the Taub-NUT space and, following a classic computation by Pope [50], one can solve for the zeromodes of the twisted Dirac operator explicitly [3, 22, 24–26, 36, 37, 44]. (See also [7, 30].) These computations illustrate clearly how the wall crossing is related to the failure of this twisted Dirac operator to be Fredholm on a codimension one locus in parameter space. In this paper we will generalize the discussion to two-body decays of BPS states carrying arbitrary magnetic charge in a theory with any simple gauge group $G$, and in the presence of an arbitrary set of ’t Hooft defects.

The key idea will be to study the Dirac equation in a certain subregion of the standard asymptotic region of monopole moduli space. We will call the subregion the two-galaxy region. Roughly speaking, in this limit the fundamental constituents making up the BPS state split into two widely separated clusters, or ‘galaxies’, such that the moduli space splits as a product of the overall center of mass, two strongly centered moduli spaces for the two galaxies, and a relative moduli space modeled on the standard four-dimensional Taub-NUT space. Solving for the spectrum of the Hamiltonian is reduced to solving for the eigenspinors of the supercharge, a Dirac-type operator, on this Taub-NUT space. As every multi-monopole moduli space has such two-galaxy regions, the wall crossing for a rank two group with monopole charge $\{1,1\}$ gives a universal mechanism of two-body decays of BPS boundstates.

Our analysis will give a semiclassical derivation of the primitive wall-crossing formula [14]. As we know from the full wall-crossing formula [19, 31–33, 48], the change of the BPS Hilbert space across a wall of marginal stability is in general much more complicated. In the formulae for general wall crossing, the primitive wall-crossing contribution is only the first term in a series of multi-body decays which can be described using methods such as the attractor tree formalism [1, 13, 14, 38]. It is possible that an extension of the work in this paper may be used to derive these terms as well by allowing for arbitrary fractionalization of the two BPS

---

1 The ‘standard’ asymptotic region is the one investigated by Gibbons and Manton [27] and Lee, Weinberg, and Yi [37], corresponding to configurations in which all fundamental constituents are well separated relative to the inverse mass of the lightest $W$-boson. Hence the two-galaxy region corresponds to a double scaling limit, or a hierarchy of scales. In the language of the compactification of the moduli space as a manifold with corners, [18, 34], it is a neighborhood of the co-dimension two corner where the boundary face corresponding to the maximal partition of constituents meets the boundary face corresponding to a given two-partition of constituents.
galaxies. But we will not attempt that here. In ongoing work [18, 34] a compactification of monopole moduli space as a manifold with corners is being investigated. It would be quite fascinating if such a compactification could be used to understand the intricate combinatorics of the full Kontsevich–Soibelman wall-crossing formula.

It is also interesting to compare our discussion with other discussions of wall-crossing formulae based on Dirac operators. In [39] Dirac operators on the moduli space of Denef’s multicenter black holes were used to derive a formulation of the wall-crossing formula. In [57] a localization formula was used to derive the BPS index for the Dirac operators on the moduli space of \{1, 1, \ldots, 1\}-monopoles, where the Gibbons–Manton/Lee–Weinberg–Yi (GM/LWY) asymptotic metric is the exact metric [27, 37, 45]. In the latter approach one analyzes a modification of the Dirac operator at a fixed point of the symmetry that lies deep in moduli space. Our approach will focus on the behavior of the Dirac operator in asymptotic regions of moduli space. The two approaches complement one another very nicely.

An interesting by-product of our analysis is the prediction of an infinite tower of non-BPS metastable states in the spectrum which also disappear on the usual walls of marginal stability. We arrive at this prediction by considering the full eigenspectrum of the Dirac-type operator on the relative Taub-NUT space. At the moment this prediction is conjectural because one would need to establish that these boundstates extend to eigenstates of the full Dirac operator on the entire moduli space. Indeed, the analysis of Appendix E with $\ell_{TN} < 0$ provides a cautionary example where boundstate wavefunctions at large relative distance might or might not extend to BPS states of the full moduli space. Nevertheless, the analysis strongly suggests that if the BPS states exist, then so should the non-BPS hydrogen-like spectrum. Furthermore in the $\gamma_m = \{1, 1\}$ example, Taub-NUT is the full strongly centered space, so we know they exist in this special case.

Unlike their BPS counterparts, the same spectrum of non-BPS boundstates re-emerges on the other side of the wall. The corresponding subspace of the Hilbert space is the same on either side of the wall, so they do not undergo wall crossing in the usual sense. We find this observation intriguing as it suggests that, on the side of the wall where a given BPS state no longer exists, the lowest energy non-BPS boundstates carrying the same conserved charges will be completely stable. Non-BPS boundstates in $\mathcal{N} = 2$ theories have been studied before [51, 52]. Our results, when restricted to the special case of zero Dirac–Schwinger–Zwanziger pairing between the constituent electromagnetic charges, are completely consistent with [51].

The outline of this paper is as follows. In Section 2 we will review the asymptotic region of monopole moduli space and construct the metric on the two-galaxy region by taking a limit of the GM/LWY metric. In Section 3 we will then calculate the twisted Dirac operator corresponding to one of the supercharge operators in the two-galaxy region and construct explicit solutions for the zeromode wavefunctions representing BPS states. We will also comment on the non-BPS boundstates and their spectrum, based on the analysis of Appendix E. Then we will use these solutions to show that they decay at walls of marginal stability.
in such a way as to satisfy the primitive wall-crossing formula. In Section 4 we repeat this analysis for the case of framed BPS states, which generically take the form of a core-halo system. This includes an analog of the GM/LWY result for the asymptotic region of singular monopole moduli space. Again the expected results for the location of the walls of marginal stability and the primitive wall-crossing formula for framed BPS states are obtained.

The spectrum and eigenspinors of the Dirac operator that we consider in Appendix E are also discussed in [46], where a detailed analysis of the density of states and scattering wavefunctions is given.

2 Asymptotic Regions of Moduli Space

It has been known for quite some time that the dynamics of semiclassical monopoles in the adiabatic limit can be interpreted as geodesic movement on monopole moduli space [40]. This construction has been applied to the study of semiclassical BPS states by the work of [8, 21–24, 37, 43, 44, 56] and many others. In this analysis, it was shown that the description of BPS states is captured by an $\mathcal{N} = 4$ supersymmetric quantum mechanics (SQM) on certain bundles over monopole moduli space. BPS states sit in the kernel of one, and hence all, of the supercharge operators. One of the supercharges takes the form of a Dirac-type operator. In this section we summarize key properties of the moduli space itself and describe the asymptotic two-galaxy region.

2.1 Moduli space facts

Monopole moduli space, $\mathcal{M}(\gamma_m, \mathcal{X})$, is a hyperkähler manifold depending on two pieces of data. The vacuum expectation value (vev) $\mathcal{X}$ is the limiting value of the adjoint Higgs field that participates in the Bogomolny equation, as we go to infinity in $\mathbb{R}^3$. In a suitable gauge it can be taken to be constant on the two-sphere at infinity.\(^2\) We assume $\mathcal{X} \in \mathfrak{g}$ is regular and hence defines a unique Cartan subalgebra $\mathfrak{t} \in \mathfrak{g}$, basis of simple roots $\{\alpha_I\}$ for $\mathfrak{t}^*$, and simple co-roots $\{H_I\}$ for $\mathfrak{t}$, where $I = 1, \ldots, r := \text{rk} \mathfrak{g}$. Physically this is the maximal symmetry-breaking case, such that the gauge group is broken to the Cartan torus $T \subset G$. The magnetic charge takes the form $\gamma_m = \sum_I n^I_m H_I$, and $\mathcal{M}$ is nonempty iff all of the $n^I_m$ are non-negative integers and at least one is positive [58]. The quaternionic dimension of $\mathcal{M}$ is $\sum_I n^I_m$. The physical interpretation [60, 61] is that there are $n^I_m$ fundamental monopoles of type $I$ for each $I$, and each fundamental monopole carries four degrees of freedom: three for its position and one for an internal phase conjugate to electric charge.

$\mathcal{M}$ has isometries generated by Killing vectors forming an algebra $\mathbb{R}^3 \oplus \mathfrak{so}(3) \oplus \mathfrak{t}$, corresponding to the action of translations, rotations, and asymptotically nontrivial gauge trans-

---

\(^2\)The relationship between this vev and the physical vacuum data of the $\mathcal{N} = 2$ theory will be given below, after describing some further details. See equation (3.3).
formations preserving the vev.\footnote{The action is effective if all \( n_m > 0 \). We will assume this in the following since the other cases can be reduced to this by embedding a smaller gauge group into \( G \). This is discussed in detail in [44].} The \( t \)-action is hyperholomorphic. We denote by

\[
G : t \rightarrow \text{isom}_\mathbb{H}(\mathcal{M}) \\
h \mapsto G(h) ,
\]

(2.1)

the Lie algebra homomorphism sending elements of the Cartan to the corresponding triholomorphic Killing vectors. Gauge transformations act through the adjoint representation, so it is the \( G(h^I) \), with \( \{h^I\} \) the fundamental magnetic weights, that generate 2\( \pi \)-periodic isometries of \( \mathcal{M} \). The fundamental magnetic weights are the integral duals of the simple roots:

\[
\langle \alpha_I, h^J \rangle = \delta_I^J ,
\]

where \( \langle , \rangle : t^* \times t \rightarrow \mathbb{R} \) is our notation for the natural pairing between a vector space and its dual.

The translational Killing vectors, along with \( G(\mathcal{X}) \), are covariantly constant and generate a flat \( \mathbb{R}^4 \), such that the universal cover of the moduli space is metrically a product, \( \tilde{\mathcal{M}}(\gamma_m, \mathcal{X}) = \mathbb{R}^4 \times \mathcal{M}_0(\gamma_m, \mathcal{X}) \). \( \mathcal{M}_0 \) is an irreducible, smooth, and complete hyperkähler manifold known as the strongly centered moduli space. It encodes the relative positions and phases of the constituents while the \( \mathbb{R}^4 \) is associated with the overall center-of-mass degrees of freedom. The fundamental group acts on the universal cover as the group of Deck transformations, \( \mathbb{D} \), and one has

\[
\mathcal{M}(\gamma_m, \mathcal{X}) = \mathbb{R}^3 \times \frac{\mathbb{R} \times \mathcal{M}_0(\gamma_m, \mathcal{X})}{\mathbb{D}} ,
\]

(2.2)

where the distinguished \( \mathbb{R} \) is the one generated by \( G(\mathcal{X}) \). It is known from the rational map construction that \( \mathbb{D} \cong \mathbb{Z} \). However only an \( \ell \cdot \mathbb{Z} \) subgroup is associated with the periodicity conditions of the asymptotically nontrivial gauge transformations. Here \( \ell = \text{gcd}_I \{n_m^I p^I\} \) where \( p^I = \alpha^2_{\text{long}}/\alpha^2_I \) is the ratio of the length-squared of the long root to that of the \( I \)-th root \cite{44}. We will work with a Killing form \( \langle , \rangle \) on \( \mathfrak{g} \) and \( \mathfrak{g}^* \) such that the length-squared of long roots is two. If \( \phi \) is the isometry generating \( \mathbb{D} \), then for any \( h \in \Lambda_{\text{nw}} \) we have

\[
\exp(2\pi G(h)) = \phi^{\mu(h)} ,
\]

(2.3)

where \( \mu(h) = (\gamma_m, h) \).

Let \( ds^2 \) denote the hyperkähler metric on \( \mathcal{M} \). Using integration by parts and the explicit construction of the G-map, one can show that \cite{44}

\[
ds^2(G(\mathcal{X}), G(h)) = (\gamma_m, h) .
\]

(2.4)

Hence, despite the fact that \( \mathcal{X} \) will generically generate a non-closed curve in \( T \), there is nevertheless a torus action by hyperkähler isometries on \( \mathcal{M}_0 \), generated by\footnote{This subspace is denoted \( t^\perp_{\gamma_m} \) in \cite{44}.}

\[
t_0 := \{ h \in t \mid (\gamma_m, h) = 0 \} \subset t .
\]

(2.5)
This is the case if \( r_{nk} g > 1 \); if \( r_{nk} g = 1 \) then \( \mathcal{M}_0 \) does not have any continuous family of hyperkähler isometries.

One can introduce globally defined coordinates \( \{ \tilde{X}, \chi \} \in \mathbb{R}^4 \) on the center-of-mass factor of \( \tilde{\mathcal{M}} \). \( \tilde{X} \) is the position of the center of mass of the monopole configuration in \( \mathbb{R}^3 \) and \( \chi \) is conveniently defined by the condition that \( ds^2(G(\mathcal{X}), \partial_\chi) = 1 \). In terms of these the metric takes the form

\[
 ds^2 = (\gamma_m, \mathcal{X})d\tilde{X}^2 + \frac{1}{(\gamma_m, \mathcal{X})}d\chi^2 + ds_0^2 ,
\]

where \( ds_0^2 \) is the hyperkähler metric on \( \mathcal{M}_0 \). Explicit metrics on \( \mathcal{M}_0 \) are known in special cases, but in order to make progress in general we turn to the asymptotic approximation of Gibbons–Manton [27] and Lee–Weinberg–Yi [37].

### 2.2 The GM/LWY asymptotic metric

Let \( \hat{i}, \hat{j}, \ldots = 1, \ldots, N \), with \( N \) the total number of fundamental constituents. (Indices \( i, j \) will be reserved for a different range below.) The GM/LWY metric on \( \mathcal{M} \) takes the form

\[
 ds^2 = M_{\hat{i}\hat{j}}d\tilde{x}^\hat{i} \cdot d\tilde{x}^\hat{j} + (M^{-1})_{\hat{i}\hat{j}}\Theta_\hat{i}\Theta_\hat{j} ,
\]

where

\[
 \Theta_\hat{i} = d\xi_\hat{i} + \sum_{\{\hat{j}\hat{j} \neq \hat{i}\}} \tilde{W}_{\hat{i}\hat{j}} \cdot d\tilde{x}^\hat{j} ,
\]

with

\[
 M_{\hat{i}\hat{j}} = \begin{cases} m_\hat{i} - \sum_{\hat{k} \neq \hat{i}} \frac{D_{\hat{i}\hat{k}}}{r_{\hat{i}\hat{k}}} , & \hat{i} = \hat{j} , \\
 \frac{D_{\hat{i}\hat{j}}}{r_{\hat{i}\hat{j}}} , & \hat{i} \neq \hat{j} , \end{cases} \quad & \tilde{W}_{\hat{i}\hat{j}} = \begin{cases} -\sum_{\hat{k} \neq \hat{i}} D_{\hat{i}\hat{k}} w_{\hat{k}\hat{j}} , & \hat{i} = \hat{j} , \\
 D_{\hat{i}\hat{j}} w_{\hat{i}\hat{j}} , & \hat{i} \neq \hat{j} . \end{cases}
\]

Here \( \{ \tilde{x}^\hat{i}, \xi_\hat{i} \} \) are the spatial location and phase of the \( \hat{i}^{th} \) monopole and \( \{ r_{\hat{i}\hat{j}}, \theta_{\hat{i}\hat{j}}, \phi_{\hat{i}\hat{j}} \} \) are standard spherical coordinates on \( \mathbb{R}^3 \) with radial vector \( \tilde{r}^\hat{i} := \tilde{x}^\hat{i} - \tilde{x}^\hat{j} \). \( \tilde{w}_{\hat{i}\hat{j}} \) is the Dirac potential in terms of the relative coordinates \( \tilde{r}^\hat{i} \) which is of the form

\[
 \tilde{w}_{\hat{i}\hat{j}} \cdot d\tilde{r}^\hat{j} = \frac{1}{2}(\pm 1 - \cos \theta_{\hat{i}\hat{j}})d\phi_{\hat{i}\hat{j}} .
\]

The \( \xi_\hat{i} \) are angular coordinates of periodicity \( 2\pi p^\hat{i} \), where \( p^\hat{i} = 2/\alpha_{I(\hat{i})}^2 \) is the ratio of the length-squared of the long root to that of the root associated with monopole \( \hat{i} \). \( I(\hat{i}) \) is the type of monopole \( \hat{i} \). Note that the term \( \sum_{\hat{j}} \tilde{W}_{\hat{i}\hat{j}} \cdot d\tilde{x}^\hat{j} \) can be rewritten in the form

\[
 \sum_{\{\hat{j}\hat{j} \neq \hat{i}\}} \tilde{W}_{\hat{i}\hat{j}} \cdot d\tilde{x}^\hat{j} = \sum_{\{\hat{i}, \hat{j} \neq \hat{i}\}} \frac{D_{\hat{i}\hat{j}}}{2} (\pm 1 - \cos(\theta_{\hat{i}\hat{j}}))d\phi_{\hat{i}\hat{j}} .
\]
The mass and coupling parameters in the above formulae are

\[ m^i = (H_I(\hat{i}), \mathcal{X}) , \quad D_{\hat{i}\hat{j}} = (H_I(\hat{i}), H_I(\hat{j})) , \]  \hspace{1cm} (2.12)

and the total magnetic charge is \( \gamma_m = \sum \hat{i} H_I(\hat{i}) \). The \( m^i \), or more precisely \( 4\pi m^i / g_0^2 \) with \( g_0 \) the bare YM coupling, are the classical masses of fundamental monopoles with magnetic charges \( H_I(\hat{i}) \). By assumption \( \mathcal{X} \) sits in the fundamental Weyl chamber and thus the \( m^i \) are positive.

The GM/LWY metric is hyperkähler, with the triplet of Kähler forms given by \([27, 47]\)

\[ \omega^\alpha = \Theta^\alpha_i \wedge dx^{\alpha i} - \frac{1}{2} M_{ij} \epsilon^\alpha_{\beta\gamma} dx^{\beta i} \wedge dx^{\gamma j} , \quad \alpha, \beta, \gamma = 1, 2, 3 \ . \]  \hspace{1cm} (2.13)

This metric is a good approximation to the exact metric in the asymptotic region where all constituents are well separated relative the the scale of the lightest \( W \)-boson: \( r_{\hat{i}\hat{j}} \gg \max_k \{ m_k^{-1} \} , \forall \hat{i} \neq \hat{j} \). In fact for SU gauge groups it is known to be exponentially close to the exact metric with corrections of order \( e^{-m^i r_{\hat{i}\hat{j}}} \) for those \( \hat{i}, \hat{j} \) such that \( I(\hat{i}) = I(\hat{j}) \), \([4, 5]\). In other words there are corrections for pairs of constituents of the same type, but not for pairs of constituents of different types. In particular the GM/LWY metric is exact when all \( n^I_m = 1 \), a result conjectured in \([37]\) and proven (for SU gauge groups) in \([45]\).

The space we have described above is the total space of an \( N \)-torus bundle over \( \mathbb{R}^{3N} \setminus \Delta \), where \( \Delta \) is the union of all hyperplanes defined by \( r_{\hat{i}\hat{j}} = 0 \). The collection of \( \Theta^\alpha_i \) provides a connection one-form on this bundle. In order to obtain a space that is in 1:1 correspondence with the asymptotic region of monopole moduli space we must identify points under the action of the discrete group \([4, 5, 27]\)

\[ S := S^i_{n^i_m} \times \cdots \times S^i_{n^i_m} , \]  \hspace{1cm} (2.14)

where the \( I \)th factor is a symmetric group corresponding to \( n^I_m \) identical particles of type \( I \). This group acts in the obvious way, by exchanging position and phase coordinates of monopoles of the same type. These are hyperkähler isometries of the GM/LWY metric.

The GM/LWY torus bundle is thus a discrete cover of the asymptotic region of monopole moduli space. We note that this cover is not directly related to the cover constructed in terms of the strongly centered space described around (2.2). If one is working on the GM/LWY torus bundle, then one only needs to ensure that quantities (1) are invariant under the group action by \( S \) and (2) respect the periodicities of the \( \xi^i \), in order to have them well defined on monopole moduli space. BPS states, however, are defined in terms of \( L^2 \) spinors on the strongly centered space, so it is of course important to understand how \( \mathcal{M}_0 \) emerges in the GM/LWY picture. We will come to this in due course.
2.3 The two-galaxy region

Following our program, we will be focusing on a subregion of this asymptotic region which we call the **two-galaxy region**. This limit can be taken as follows. Partition the $\vec{x}_i$ into two sets, $S_1$ and $S_2$, representing the two distinct galaxies of size $N_1$ and $N_2$:

$$\{\vec{x}_i\}_{i=1}^{N} = S_1 \cup S_2, \quad S_1 \cap S_2 = \emptyset.$$  \hspace{1cm} (2.15)

Without loss of generality we label the $\vec{x}_i$ so that $S_1$ corresponds to the first $N_1$ values of $i$:

$$S_1 = \{\vec{x}_{\hat{a}}\}_{\hat{a}=1}^{N_1}, \quad S_2 = \{\vec{x}_{\hat{p}}\}_{\hat{p}=N_1+1}^{N},$$  \hspace{1cm} (2.16)

with $N_1 + N_2 = N$, such that $\min_{\hat{a}, \hat{p}} \{r_{\hat{a}\hat{p}}\} \gg \max\{\max_{\hat{a}, \hat{b}} \{r_{\hat{a}\hat{b}}\}, \max_{\hat{p}, \hat{q}} \{r_{\hat{p}\hat{q}}\}\}$. We will additionally use

$$\gamma_{1,m} = \sum_{\hat{a}=1}^{N_1} H_{I(\hat{a})}, \quad \gamma_{2,m} = \sum_{\hat{p}=N_1+1}^{N} H_{I(\hat{p})},$$  \hspace{1cm} (2.17)

to denote the total magnetic charge of each galaxy. Indices $\hat{a}, \hat{b}, \ldots$ will always take values starting at 1 while indices $\hat{p}, \hat{q}, \ldots$ will take values starting at $N_1 + 1$.

Since we are examining the metric in the limit of large separation, we expand in $1/R$, where $R$ is the distance between the center of masses of the two galaxies. To leading order, $r_{\hat{a}\hat{p}} \sim R, \forall \hat{a}, \hat{p}$. In order to determine both the spectrum of bound states and the associated walls of marginal stability, we will (minimally) need to work to the lowest nontrivial order, $O(1/R)$, so that the two galaxies are bound by an effective force.

We introduce center-of-mass and relative positions within each galaxy,

$$\vec{X}_1 = \sum_{\hat{a}} \frac{m_{\hat{a}} \vec{x}_{\hat{a}}}{m_{\text{gal1}}}, \quad \vec{y}^a = \vec{x}^a - \vec{x}^{a+1}, \quad a = 1, \ldots, N_1 - 1,$$

$$\vec{X}_2 = \sum_{\hat{p}} \frac{m_{\hat{p}} \vec{x}_{\hat{p}}}{m_{\text{gal2}}}, \quad \vec{y}^p = \vec{x}^{p+1} - \vec{x}^{p+2}, \quad p = N_1, \ldots, N - 2,$$  \hspace{1cm} (2.18)

where $m_{\text{gal1}} := \sum_{\hat{a}} m_{\hat{a}} = (\gamma_{1,m}, \chi)$ is the mass associated with galaxy 1, etc. The indices $a, b$ and $p, q$ run over the relative coordinates within galaxies 1 and 2 respectively, and we’ve built in a shift in the numerical values that $p, q$ run over so that these coordinates can be grouped together,

$$\vec{y}^i = (\vec{y}^a, \vec{y}^p), \quad i, j = 1, \ldots, N - 2,$$  \hspace{1cm} (2.19)

as will be convenient below. The inverse transformations to (2.18) are denoted

$$(\vec{x}^{\hat{a}}) = J_1 \begin{pmatrix} \vec{y}^a \\ \vec{X}_1 \end{pmatrix}, \quad (\vec{x}^{\hat{p}}) = J_2 \begin{pmatrix} \vec{y}^p \\ \vec{X}_2 \end{pmatrix}.$$  \hspace{1cm} (2.20)

There is a corresponding change of phase variables given by

$$(\xi_{\hat{a}}) = (J_1^T)^{-1} \begin{pmatrix} \psi_{\hat{a}} \\ \chi_1 \end{pmatrix}, \quad (\xi_{\hat{p}}) = (J_2^T)^{-1} \begin{pmatrix} \psi_{\hat{p}} \\ \chi_2 \end{pmatrix},$$  \hspace{1cm} (2.21)
and we will denote by $\psi_i = \{\psi_a, \psi_p\}$ the collection of relative phases. See Appendix A for further details including the explicit form of the matrices $J_{1,2}$.

Let us consider, for the moment, galaxy one in isolation. There is an associated moduli space $M_1 := M(\gamma_{m,1}, \mathcal{X})$. The coordinates $\{\vec{y}^a, \psi_a\}$ parameterize the asymptotic region of the strongly centered space $M_{1,0} := M_0(\gamma_{m,1}, \mathcal{X})$, while $\{\vec{X}_1, \chi_1\}$ parameterize the $\mathbb{R}^4$ of the universal cover $\tilde{M}_1 = \mathbb{R}^4(1) \times M_{1,0}$. There is an exchange symmetry, $S_1$, which is a product of symmetric groups for each type of monopole. As we describe in Appendix B, the exchange symmetry acts on $M_{1,0}$ only, while $\{\vec{X}_1, \chi_1\}$ are $S_1$ invariants. We also describe there how the quotient by the group of deck transformations, $M_1 = \tilde{M}_1 / D_1$ follows from the periodicities of the individual $\xi_a$.

Similarly, we can associate a moduli space $M_2 := M(\gamma_{m,2}, \mathcal{X})$ to galaxy two. The coordinates $\{\vec{y}^p, \psi_p\}$ parameterize the strongly centered space $M_{2,0} := M_0(\gamma_{m,2}, \mathcal{X})$, and $\{\vec{X}_2, \chi_2\}$ parameterize an $\mathbb{R}^4(2)$.

Now we return to the full picture where these two galaxies are interacting with each other. Using the center-of-mass coordinates for each galaxy we can construct the overall center-of-mass coordinates $\{\vec{X}, \chi\}$ introduced earlier and the relative-galaxy coordinates $\{\vec{R}, \psi\}$ as follows:

$$
\vec{X} = \frac{m_{\text{gal1}} \vec{X}_1 + m_{\text{gal2}} \vec{X}_2}{m_{\text{gal1}} + m_{\text{gal2}}} , \quad \vec{R} = \vec{X}_1 - \vec{X}_2 , \quad \chi = \chi_1 + \chi_2 , \quad \psi = \frac{m_{\text{gal2}} \chi_1 - m_{\text{gal1}} \chi_2}{m_{\text{gal1}} + m_{\text{gal2}}} .
$$

Then it is the collection of position coordinates $\{\vec{y}^i, \vec{R}\}$ and phase coordinates $\{\psi_i, \psi\}$ that parameterize the strongly centered space $M_0(\gamma_m, \mathcal{X})$ for the whole system.

We implement these transformations on (2.7) and expand the result in $1/R$, with $R = |\vec{R}|$. After some computation we find a metric of the form (2.6) with the strongly centered piece given by

$$
\begin{align*}
 ds^2_0 &= \left( d\vec{y}^T , d\vec{R} \right) \left( \tilde{C} + \frac{1}{R} \delta C \begin{bmatrix} \frac{1}{R} L \mu H(R) \end{bmatrix} \right) \left( d\vec{y} \right) + \\
 &+ \left( \Theta_0, \Theta_\psi \right) \left( \tilde{C} + \frac{1}{R} \delta C \begin{bmatrix} \frac{1}{R} L \mu H(R) \end{bmatrix} \right)^{-1} \begin{bmatrix} \Theta_0 \\ \Theta_\psi \end{bmatrix} + \cdots \, ,
\end{align*}
$$

where

$$
\mu = \frac{m_{\text{gal1}} m_{\text{gal2}}}{m_{\text{gal1}} + m_{\text{gal2}}} ,
$$

is the reduced mass of the two-galaxy system. Note that $m_{\text{gal1}} + m_{\text{gal2}} = (\gamma_m, \mathcal{X})$ is the total mass appearing in the center-of-mass factor of the metric, (2.6).
Here we have introduced a length $N - 2$ column vector $\vec{y}$ whose components are the $\vec{y}^i$. We have also introduced a corresponding collection of connection one-forms $\Theta_0 = (\Theta_a, \Theta_p)^T$ given, along with $\Theta_\psi$, by

$$\begin{pmatrix} \Theta_0 \\ \Theta_\psi \end{pmatrix} = \begin{pmatrix} \tilde{\Theta}_0 \\ d\psi \end{pmatrix} + \begin{pmatrix} \delta C \\ L^{T} - (\gamma_{1,m}, \gamma_{2,m}) \end{pmatrix} \otimes \vec{w}(\vec{R}) \cdot \begin{pmatrix} d\vec{y} \\ d\vec{R} \end{pmatrix},$$  (2.25)

where $\tilde{\Theta}_0 = (\tilde{\Theta}_a, \tilde{\Theta}_p)^T$ with

$$\tilde{\Theta}_a = d\psi_a + (\bar{W}_1)_{ab} \cdot d\vec{y}^b, \quad \tilde{\Theta}_p = d\psi_p + (\bar{W}_2)_{pq} \cdot d\vec{y}^q. \quad (2.26)$$

The matrix $\tilde{C}$ is block-diagonal with respect to the two-galaxy structure and $H(R)$ is a harmonic function the $\mathbb{R}^3$ parameterized by $\vec{R}$:

$$H(R) = \left(1 - \frac{(\gamma_{1,m}, \gamma_{2,m})}{\mu R} \right), \quad \tilde{C} = \begin{pmatrix} (C_1)_{ab} & 0 \\ 0 & (C_2)_{pq} \end{pmatrix}. \quad (2.27)$$

Finally the matrix $\delta C$ and column vector $L$ are constants, depending on the Higgs data (i.e. masses) and magnetic charges. Detailed expressions can be found in the appendix.

The quantities $(C_1)_{ab}$ and $(\bar{W}_1)_{ab}$ depend on the $\vec{y}^a$ only and are precisely the data that one would use to construct the GM/LWY asymptotic metric on the strongly centered moduli space of galaxy one in isolation. This metric is $(C_1)_{ab} d\vec{y}^a \cdot d\vec{y}^b + (C_1^{-1})^{ab} \tilde{\Theta}_a \tilde{\Theta}_b$. Likewise, $C_2, \bar{W}_2$ depend on the $\vec{y}^p$ only and give the metric on the strongly centered moduli space for galaxy two in isolation in the same way. At leading order in $1/R$ the metric (2.23) on the full strongly centered moduli space reduces to a direct sum of these two metrics with a flat metric on $\mathbb{R}^4$ parameterized by $(\vec{R}, \psi)$:

$$\mathcal{M}_0 \xrightarrow{R \to \infty} \mathcal{M}_{1,0} \times \mathcal{M}_{2,0} \times \mathbb{R}^4_{\text{rel}}. \quad (2.28)$$

The terms proportional to $\delta C, L$, and $(\gamma_{1,m}, \gamma_{2,m})$ encode the first $O(1/R)$ corrections. Specifically $\delta C$ takes into account $1/R$ corrections to the strongly centered metrics within each galaxy and also the leading couplings between the two strongly centered metrics. $L$ encodes the leading couplings of the strongly centered metrics to the galaxy-relative coordinates $(\vec{R}, \psi)$. It will play a crucial role in the following and has components $L = (L_a, L_p)^T$, with

$$L_a = -\langle \beta_a, \gamma_{m,2} \rangle, \quad L_p = \langle \beta_p, \gamma_{m,1} \rangle, \quad (2.29)$$

where the $\beta$ are certain linear combinations of the duals of the constituent charges $H_{I(\hat{a})}, H_{I(\hat{b})}$ determined by the same linear transformations appearing in (2.20). (See (A.13), (A.14).) Finally the $O(1/R)$ terms proportional to $(\gamma_{1,m}, \gamma_{2,m})$, coming from both $H(R)$ and $\vec{w}(\vec{R})$ — which is itself $O(1/R)$ — give the first corrections to the flat metric on the relative $\mathbb{R}^4_{\text{rel}}$. The corrected metric is consistent with the Taub–NUT metric at $O(1/R)$. 


The ellipses in (2.23) denote higher order terms in the expansion. Strictly speaking, the second line should be expanded and only terms through $O(1/R)$ kept, but we find it more convenient to work directly with the metric $ds_0^2$ in (2.23). This is acceptable provided we remember that computations with it should only be trusted through $O(1/R)$.

A well known feature of the spaces we are approximating is that they are hyperkähler. We should then expect that the asymptotic metric we are dealing with is hyperkähler to the appropriate order in $1/R$. This is confirmed in Appendix A.

Once we truncate the metric on the strongly centered space to $ds_0^2$, we break the exchange symmetry (2.14) to a subgroup,

$$S \rightarrow S_1 \times S_2,$$

where $S_1(S_2)$ is the exchange symmetry corresponding to galaxy 1(2) in isolation and acts only on $\mathcal{M}_{1,0} (\mathcal{M}_{2,0})$. If the two galaxies have equal numbers of constituents of each type then an additional $\mathbb{Z}_2$ corresponding to exchanging the galaxies will be preserved.

Remark: Based on the techniques developed in [34], it is expected\footnote{ABR thanks M. Singer for communication on this point.} that there should exist a coordinate system on the asymptotic region of moduli space in which the off-diagonal blocks of the metric can be eliminated at $O(1/R)$. We can indeed remove these off-diagonal terms by making the further coordinate transformation \{$\psi_i, \tilde{R}$\} $\mapsto$ \{$\sigma_i, \tilde{R}$\} given by

$$\psi_i = \sigma_i + \frac{L_i}{\mu R} \psi, \quad \tilde{R} = \tilde{R} - \frac{L^T \tilde{y}}{R}. \quad (2.31)$$

2.4 Triholomorphic killing vectors and the electric charge operator

In order to study the BPS spectrum we will need to understand the the relationship between triholomorphic Killing vectors of the GM/LWY metric and the $r = r_{\text{nk}}$ triholomorphic Killing vectors of the exact metric, G($h^I$), that generate $2\pi$-periodic isometries.

It is clear from (2.7) and (2.13) that

$$\mathcal{L}_{\partial \xi_i} \omega^\alpha = 0 = \mathcal{L}_{\partial \xi_i} ds_0^2, \quad (2.32)$$

and hence the $\partial \xi_i$ are triholomorphic Killing fields. This means that in the asymptotic region the hyperkähler action of the Cartan torus $T \subset G$ is enhanced to $U(1)^N$. Since the \{$\partial \psi_a, \partial \psi_p, \partial \psi, \partial \chi$\} are just linear combinations of the $\partial \xi_i$, they are triholomorphic Killing fields as well. However, only $r$ linear combinations of the $\partial \xi_i$ will extend to triholomorphic Killing vectors of the exact metric. This is described in Appendix B with the result that

$$G(h^I) \rightarrow p^I \sum_{i=1}^{n_I} \frac{\partial}{\partial \xi_{i,I}}. \quad (2.33)$$
exponentially fast in the asymptotic region, where $\xi_{il}$ are the phases associated with constituents of type $I$.

An important application of these hyperholomorphic isometries is the construction of the semiclassical electric charge operator $\hat{\gamma}^e$. The electric charge operator takes the form

$$\hat{\gamma}^e = i \sum_{I=1}^{\text{rank} \mathcal{G}} \alpha_I \mathcal{L}_{G(h^I)} ,$$

in the collective coordinate quantization. This operator commutes with the supercharge operator and hence states $\Psi$ can be labeled by eigenvalues $\gamma^e$ of $\hat{\gamma}^e$, which sit in the root lattice $\gamma^e \in \Lambda_{rt} \subset t^*$ thanks to the periodicity of the isometries generated by the $G(h^I)$.

We can decompose $\gamma^e$ into a component parallel to $\gamma^*_m$ and a component $\gamma^e_0$ that has zero pairing with $\mathcal{X}$. The component parallel to $\gamma^*_m$ is denoted $q$:

$$\gamma^e = q \gamma^*_m + \gamma^e_0 , \quad \text{such that} \quad q = \frac{\langle \gamma^e, \mathcal{X} \rangle}{(\gamma^*_m, \mathcal{X})} , \quad \langle \gamma^e_0, \mathcal{X} \rangle = 0 .$$

The projection operator onto the subspace $t^*_0 = \{ \beta \mid \langle \beta, \mathcal{X} \rangle = 0 \} \subset t^*$ is in fact dual to the projection used in (2.5), [43].

All of these quantities can be expressed in terms of the triholomorphic Killing vectors of the GM/LWY metric. First using (2.33) we have

$$\hat{\gamma}^e \rightarrow i \sum_{I=1}^{\text{rank} \mathcal{G}} \alpha_I p^I \sum_{i,l=1}^{n^I} \mathcal{L}_{\partial \xi^I_{il}} = i \sum_{i=1}^N H^*_{I(i)} \mathcal{L}_{\partial \xi^I_i} .$$

From here it is easy to construct operators measuring the total electric charge in each galaxy:

$$\hat{\gamma}^e_1 := i \sum_{a=1}^{N_1} H^*_{I(a)} \mathcal{L}_{\partial \xi^a} , \quad \hat{\gamma}^e_2 := i \sum_{\bar{p}=N_1+1}^N H^*_{I(\bar{p})} \mathcal{L}_{\partial \xi^\bar{p}} .$$

Each of these can be broken into center of mass and relative pieces by changing the basis of Killing fields and utilizing the definition of the $\beta_a, \beta_s$ that appeared previously in (2.29):

$$\hat{\gamma}^e_1 = i \gamma^*_m \mathcal{L}_{\partial \chi_1} + i \sum_{a=1}^{N_1-1} \beta_a \mathcal{L}_{\partial \psi^a} , \quad \hat{\gamma}^e_2 = i \gamma^*_m \mathcal{L}_{\partial \chi_2} + i \sum_{p=N_1}^{N-2} \beta_p \mathcal{L}_{\partial \psi^p} .$$

Finally, changing variables $\{ \chi_1, \chi_2 \} \mapsto \{ \chi, \psi \}$ with (2.22) we also express these as

$$\hat{\gamma}^e_1 = i \gamma^*_m \left( \partial \chi + \frac{m_{\text{gal}_2}}{m_{\text{gal}_1} + m_{\text{gal}_2}} \partial \psi \right) + i \sum_{a=1}^{N_1-1} \beta_a \mathcal{L}_{\partial \psi^a} ,$$

$$\hat{\gamma}^e_2 = i \gamma^*_m \left( \partial \chi - \frac{m_{\text{gal}_2}}{m_{\text{gal}_1} + m_{\text{gal}_2}} \partial \psi \right) + i \sum_{p=N_1}^{N-2} \beta_p \mathcal{L}_{\partial \psi^p} .$$

\(^6\)The steps to deriving this are analogous to the ones in (C.20) and (C.21).
and recombining them gives \( \hat{\gamma}^e = i \gamma^*_m \partial \chi + \hat{\gamma}^e_0 \), with the relative charge operator

\[
\hat{\gamma}^e_0 := i \frac{m_{\text{gal}2} \gamma^*_m,1 - m_{\text{gal}1} \gamma^*_m,2}{m_{\text{gal}1} + m_{\text{gal}2}} \partial \phi + i \sum_{i=1}^{N-2} \beta_i L \partial \psi_i ,
\]

whose eigenvalues are \( \gamma^e_0 \).

3 The Asymptotic Dirac Operator

Having described the metric in the two-galaxy region, our next goal is to construct the relevant Dirac operators. Specifically, in the case we focus on initially — pure \( \mathcal{N} = 2 \) SYM theory without defects — collective coordinate quantization leads to a SQM on the Dirac spinor bundle over the moduli space \( \mathcal{M}(\gamma_m, \chi) \). The bundle factorizes into a \( \mathbb{C}^4 \) factor tensored with the Dirac spinor bundle over the strongly centered moduli space, \( \mathcal{M}_0(\gamma_m, \chi) \).

Supersymmetry then dictates that BPS states are represented by sections of the Dirac spinor bundle that are in the kernel of any (and hence all) of the supercharge operators. Let \( \mathcal{Y}_0 \in \mathfrak{t}_0 \subset \mathfrak{t} \), such that \( (\gamma_m, \mathcal{Y}_0) = 0 \). One finds that BPS spinors \( \Psi \) should be of the form \( e^{-i q s} \otimes \Psi_0 \), where \( s \in \mathbb{C}^4 \) is a constant, and \( \Psi_0 \) is an \( L^2 \) section of the Dirac spinor bundle over \( \mathcal{M}_0 \) which is annihilated by the Dirac-type operator

\[
\mathcal{D}^{\gamma_0} = \mathcal{D} - i \mathcal{G}(\mathcal{Y}_0) .
\]

\( \mathcal{D} \) is the ordinary Dirac operator on \( \mathcal{M}_0 \), and \( \mathcal{G}(\mathcal{Y}_0) \) is the Clifford contraction of the triholomorphic Killing field associated with a nontrivial gauge transformation that asymptotes to \( \mathcal{Y}_0 \). By (2.4), \( (\gamma_m, \mathcal{Y}_0) = 0 \) ensures that \( \mathcal{G}(\mathcal{Y}_0) \) is metric-orthogonal to \( \mathcal{G}(\chi) \) and hence restricts to \( \mathcal{M}_0 \).

The \( L^2 \) kernel of (3.1) can be graded by the eigenvalues of \( \hat{\gamma}^e_0 \). Let us denote a wavefunction in the \( \gamma^e_0 \)-subspace of the \( L^2 \) kernel of (3.1) by \( \Psi^{(\gamma_0)}_0 \). If the dual of the magnetic charge is a primitive element of the root lattice, then \( e^{-i q s} \otimes \Psi^{(\gamma_0)}_0 \) represents a BPS state of electric charge \( \gamma^e = q \gamma^*_m + \gamma^e_0 \). If, however, \( \gamma^*_m \) is not primitive then to get a physical state we must in general impose a \( \mathbb{Z}_\ell \) equivariance condition on \( \Psi_0 \) with respect to the (lift to the spinor bundle of) the action of the isometry \( \phi \) generating the group of deck transformations [43]. This ensures that the spinor we’ve constructed on \( \mathbb{R}^4 \times \mathcal{M}_0 \) descends to one on \( \mathcal{M} \). However in the GM/LWY asymptotic description, the quotient by deck transformations is associated with the periodicities of the constituent phases. See the discussion in Appendix B. Any wavefunction that respects those periodicities will automatically satisfy the required equivariance condition. Hence we will not need to worry about this point in the following.

The physical data of the \( \mathcal{N} = 2 \) theory that labels BPS states involves a point \( u \) on the Coulomb branch and an element \( \gamma \) of the electromagnetic charge lattice over \( u \). The following relationship between the \( \mathcal{N} = 2 \) data and the Dirac operator/moduli space data
was conjectured in [44], based on a detailed collective coordinate analysis of the $\mathcal{N} = 2$ theory including some one-loop effects. First, we define $Y \in t$ by

$$Y := Y_0 - \langle \gamma^e, X \rangle_{\gamma_m, X} X = Y_0 - q X,$$

and then we have

$$X = \text{Im} \left[ \zeta_{\text{van}} a(u) \right], \quad Y = \text{Im} \left[ \zeta_{\text{van}} a_D(u) \right], \quad \gamma_m \oplus \gamma^e = \gamma,$$

where $\zeta_{\text{van}} := -Z_\gamma(u)/|Z_\gamma(u)|$ is the phase of negative of the central charge. Note that the choice of electromagnetic duality frame, which induces the splitting of the charge lattice $\gamma \in \Gamma = \Gamma_m \oplus \Gamma_e \subset \Lambda_{\text{mw}} \oplus \Lambda_{\text{wt}}$, is specified by the condition that $X$ be in the fundamental Weyl chamber of $t$. Then the symplectic pairing on $\Gamma$ is given in terms of the canonical pairing on $t \times t^*$ by

$$\langle \gamma_1, \gamma_2 \rangle = \langle \gamma_{1,m} \oplus \gamma^e_1, \gamma_{2,m} \oplus \gamma^e_2 \rangle = \langle \gamma^e_1, \gamma_{2,m} \rangle - \langle \gamma^e_2, \gamma_{1,m} \rangle.$$

Meanwhile $a(u)$ and $a_D(u)$ are the special and dual special coordinates on the Coulomb branch, which are given by period integrals of $\lambda_{\text{SW}}$ on the Seiberg–Witten curve [54, 55].

For generic values of the Higgs data, $\{X, Y_0\}$, the operator (3.1) acting on the space of $L^2$-spinors on $M_0$ is expected to be Fredholm. From the mathematical viewpoint, this statement and the ones in the remainder of the paragraph are conjectures, but they are physically well-grounded and we will adopt them. In physical terms, there will be a finite-dimensional space of $L^2$-normalizable zeromodes for a given electric charge, and a positive gap to the continuum of scattering states. The wall-crossing phenomena we are interested in occurs when the parameters are such that the operator actually fails to be Fredholm. For special Higgs data lying on a real co-dimension one wall in the space of $\{X, Y_0\}$, the gap to the continuous spectrum vanishes, while the $L^2$ boundstates fail to be normalizable and mix with the scattering states.

Since the monopole moduli space is smooth, the only source of a failure of the Fredholm property is expected to come from the behavior of the differential operator in the asymptotic regions of moduli space – if the moduli space were compact, the spectrum of the Dirac-type operator would be discrete and there would be no wall crossing. Since the metric simplifies considerably in the GM/LWY asymptotic region, we can – in principle – study the eigenvalue problem just on the spinors in this region, assuming some smooth, but unspecified extension into the interior. Then we can, in principle, derive the gap to the continuous spectrum and also see whether there are exponentially decaying eigenfunctions. In practice, this program is still too difficult to carry out analytically, but below we show how it can be carried out in the two-galaxy region. We conjecture that this subregion, which corresponds to a partition of the total number of constituents into two clusters, is the one responsible for the leading contribution to the wall-crossing formula – namely the primitive wall-crossing formula.
3.1 The Dirac operator in the two-galaxy region

We are now tasked with computing the asymptotic form of the twisted Dirac operator, (3.1), in the two-galaxy region of \( M_0 \). The details are outlined in Appendix C and here we summarize the result, which can be cast in the form

\[
\mathcal{D}^{\mathcal{Y}_0} = \Lambda \left( \mathcal{D}^{\mathcal{Y}_0}_{12} + \mathcal{D}^{\mathcal{Y}_0}_{\text{rel}} + O(1/R^2) \right) \Lambda^{-1}.
\]  

(3.5)

Here \( \Lambda \) is the lift of a local frame rotation to the Dirac spinor bundle; it approaches the identity as \( R \to \infty \) but deviates in a \( \vec{y} \)-dependent way at \( O(1/R) \). The virtue of this frame rotation is that it effectively absorbs all of the \( O(1/R) \) off-diagonal mixing terms of \( \mathcal{D}^{\mathcal{Y}_0} \) such that the action of the rotated operator in the parentheses is block-diagonal with respect to the asymptotic factorization \( \mathcal{S}(M_0) \to \mathcal{S}(M_{1,0} \times M_{2,0}) \otimes \mathcal{S}(\mathbb{R}^4_{\text{rel}}) \) of the spin bundle over \( M_0 \) as \( R \to \infty \). We believe that the existence of this frame rotation is a consequence of the existence of the coordinate transformation (2.31) that block-diagonalizes the metric at \( O(1/R) \).

In order to characterize the operators \( \mathcal{D}^{\mathcal{Y}_0}_{12} \) and \( \mathcal{D}^{\mathcal{Y}_0}_{\text{rel}} \), we first collect position and phase coordinates by introducing indices \( \mu, \nu = 1, \ldots, 4 \) and writing \( y^{\mu} = \{ \vec{y}^i, \psi_i \} \), \( R^\mu = \{ \vec{R}, \psi \} \). Next we let \( \Gamma^{\mu i}, \Gamma^{\mu R} \) denote the corresponding gamma matrices satisfying the Clifford algebra

\[
[\Gamma^{\mu i}, \Gamma^{\nu j}]_+ = 2\delta^{\mu \nu} \delta^{ij}, \quad [\Gamma^{\mu R}, \Gamma^{\nu R}]_+ = 2\delta^{\mu \nu}, \quad [\Gamma^{\mu i}, \Gamma^{\nu R}]_+ = 0,
\]  

(3.6)

where underlined indices refer to an orthonormal frame. Then \( \mathcal{D}^{\mathcal{Y}_0}_{12} \) involves only the \( \Gamma^{\mu i} \), while \( \mathcal{D}^{\mathcal{Y}_0}_{\text{rel}} \) involves only the \( \Gamma^{\mu R} \). All terms in \( \mathcal{D}^{\mathcal{Y}_0} \) at order \( O(1/R) \) involving both types of gamma matrices are captured by the frame rotation.

As we mentioned above, all of the vector fields \( \{ \partial_{\psi_\alpha}, \partial_{\psi_\beta}, \partial_{\phi} \} = \{ \partial_{\psi_i}, \partial_\phi \} \) are triholomorphic with respect to the GM/LWY hyperkähler structure on \( M_0 \). Furthermore the corresponding Lie derivatives commute with the Dirac operator \( \mathcal{D}^{\mathcal{Y}_0} \) constructed from the GM/LWY metric, so in particular they commute with the operators appearing in the two-galaxy expansion, (3.5). Since the operators \( \mathcal{L}_{\psi_i}, \mathcal{L}_\psi \) comprise the electric charge operator \( \hat{\gamma}^0_e \), (2.40), we have that our Hilbert space is graded by the electric charge. An eigenspinor of the \( \{ \mathcal{L}_{\psi_i}, \mathcal{L}_\psi \} \) operators is a state of definite relative electric charge,

\[
\Psi^\nu_0(\gamma^0_e) = \Lambda e^{i\nu_i \psi_i + i\nu_1 \psi_1} \gamma^\nu_i(\vec{y}^i, \vec{R}) ,
\]  

(3.7)

with \( \gamma^0_e \) given by

\[
\gamma^0_e = -\frac{m_{\text{gal}2} \gamma^*_{\text{m,1}} - m_{\text{gal}1} \gamma^*_{\text{m,2}}}{m_{\text{gal}1} + m_{\text{gal}2}} \nu - \sum_{i=1}^{N-2} \beta^*_i \nu^i.
\]  

(3.8)

Then we can consider the restriction of our Dirac operator to a given \( \{ \nu^i, \nu \} \) eigenspace.

Now introduce a decomposition of the gamma matrices with respect to the factorization \( \mathcal{S}(M_{1,0} \times M_{2,0}) \otimes \mathcal{S}(\mathbb{R}^4_{\text{rel}}) \):

\[
\Gamma^{\mu i} = \gamma^{\mu i} \otimes 1_4 , \quad \Gamma^{\mu R} = \gamma^{12} \otimes \gamma^\mu ,
\]  

(3.9)
where $\gamma^\mu_i$ are gamma matrices for the $M_{1,0} \times M_{2,0}$ factor, $\gamma^\mu$ are gamma matrices for the $R^4_{\text{rel}}$ factor, and $\bar{\gamma}_{12}$ is the chirality operator on the $M_{1,0} \times M_{2,0}$ factor. Then

$$\left. D^{(1)}_{12} \right|_{\nu^i, \nu^j} = \tilde{D}^{(0)}_{12} \otimes 1_4 := \left( D^{(0)}_{M_{1,0} \times M_{2,0}} + (\tilde{D}^{(1)}_{12}) \right) \otimes 1_4 ,$$

$$\left. D^{(1)}_{\text{rel}} \right|_{\nu^i, \nu^j} = \bar{\gamma}_{12} \otimes \tilde{D}^{(0)}_{\text{rel}} ,$$

(3.10)

where $D^{(0)}_{M_{1,0} \times M_{2,0}}$ is the leading order term and $(\tilde{D}^{(1)}_{12})$ is the $O(1/R^2)$ correction in $\tilde{D}^{(1)}_{12}$. Here $D^{(0)}_{M_{1,0} \times M_{2,0}}$ is precisely the $G(Y_0)$-twisted Dirac operator on the direct product $M_{1,0} \times M_{2,0}$. Explicit expressions can be found in Appendix C.3. Meanwhile,

$$\tilde{D}^{(0)}_{\text{rel}} := \frac{1}{\sqrt{\mu}} \left( 1 + \frac{\gamma_{m,1} \gamma_{m,2}}{2 \mu R} \right) \left\{ \gamma^2 \delta^\alpha_\gamma \left[ \partial_R^\gamma - i\nu_\alpha \right] - i\gamma^4 \left( x - \frac{p}{2R} \right) \right\} ,$$

(3.11)

where $\nu_\alpha$ is the Dirac potential and with

$$p := L_i \nu^i - (\gamma_{m,1} \gamma_{m,2}) \nu , \quad x := (\gamma_{m,1} \gamma_0) - \mu \nu .$$

(3.12)

3.2 Zeromode asymptotics

An important consequence of the above is that $D^{(1)}_{12}, D^{(1)}_{\text{rel}}$ are asymptotically anticommuting,

$$\left[ D^{(1)}_{12} , D^{(0)}_{\text{rel}} \right] = O(1/R^2) ,$$

(3.13)

and hence $D^{(1)} \Psi_0 = 0$ implies

$$\left( \tilde{D}^{(0)}_{12} \otimes 1_4 + O(1/R^2) \right) \Psi_{\nu^i, \nu^j} = 0 \& \left( \tilde{D}^{(0)}_{\text{rel}} + O(1/R^2) \right) \Psi_{\nu^i, \nu^j} = 0 .$$

(3.14)

We look for a solution of the form

$$\Psi_{\nu^i, \nu^j}(\vec{g}^i, \vec{R}) = \left( \Psi^{(0)}_{12, \nu^i}(\vec{g}^i) + \frac{1}{R} \Psi^{(1)}_{12, \nu^i}(\vec{g}^i; \theta, \phi) + O(1/R^2) \right) \otimes \Psi^{(0)}_{\text{rel}}(\vec{R}) ,$$

(3.15)

where $\{ R, \theta, \phi \}$ are spherical coordinates centered on $\vec{R} = 0$. Note that the $\nu$ dependence on the right-hand side of (3.15) occurs through $p$, via (3.12).

The latter equation of (3.14) will be satisfied provided

$$\tilde{D}^{(0)}_{\text{rel}} \Psi^{(0)}_{\text{rel}} = 0 .$$

(3.16)

The reason it is necessary to allow $\theta, \phi$ dependence in $\Psi^{(1)}_{12}$ is that $(\tilde{D}^{(1)}_{12})$ has $\theta, \phi$ dependence. Derivatives with respect to $R, \theta, \phi$ in $\tilde{D}^{(0)}_{\text{rel}}$ will act on the $\Psi^{(1)}_{12}$ term, but these contributions will be suppressed by $O(1/R^2)$ relative to the leading terms in the equation.
which is exactly the equation studied in Appendix C of [42]. We review and expand on this computation in Appendix E below. There is an angular momentum $j = \frac{1}{2}(|p| - 1)$ multiplet of exponentially decaying solutions iff $x$ and $p$ have the same sign. The wavefunctions take the form

$$\Psi_{rel}^{(p)} \propto R^{j+1/2} e^{-\text{sgn}(p)xR} \Psi_{j,m}(\theta, \phi).$$ \hspace{1cm} (3.17)

The explicit form of the angular part is not needed here, but see (E.34) below.

Determining the asymptotic behavior of solutions to (3.16), if they exist, does not require knowledge of the interior region of moduli space where our large $R$ expansion breaks down. However, determining the above stated degeneracy of such solutions certainly does require an assumption about the interior. Specifically, in Appendix E we show that a certain Dirac operator on Taub-NUT space agrees with (3.16) to the order we work in $1/R$, and then we solve the Dirac equation on Taub-NUT. Taking (3.5), dropping the $O(1/R^2)$ corrections, and replacing (3.11) with this Taub-NUT Dirac operator defines a model Dirac operator that agrees with the exact one, (3.1), asymptotically.

One can then ask whether or not this model Dirac operator is a Fredholm deformation of the exact one. This is the pertinent question. On the one hand, the indices will agree if and only if this is the case. On the other hand, the index of the exact Dirac operator is identified with the index of BPS states in [44].

However the behavior of the Taub-NUT-like metric in the interior, and the boundary conditions one should impose there, depend on the sign of the parameter

$$\ell_{TN} = -\frac{(\gamma_{m,1}, \gamma_{m,2})}{\mu},$$ \hspace{1cm} (3.18)

appearing in the harmonic function $H = 1 + \ell_{TN}/R$. Our analysis leading to the $\Psi_{rel}$ wavefunctions, (3.17), assumes that $\ell_{TN}$ is positive and imposes a simple regularity condition at $R = 0$. If $\ell_{TN} < 0$, the metric is singular at $R = -\ell_{TN}$ and we would instead have to impose boundary conditions there. Without a more detailed analysis it is not clear what the appropriate boundary conditions should be. This issue requires further investigation and henceforth we will restrict to the $\ell_{TN} > 0$ (i.e. $(\gamma_{m,1}, \gamma_{m,2}) < 0$) case.

The results below will show that the wall-crossing properties of the kernel of the model Dirac operator agree with those of BPS states – and hence the model Dirac operator is a Fredholm deformation of the exact one – but only if the constituent electromagnetic charges, $\gamma_1, \gamma_2$, are primitive.

Returning to our analysis, then, consider the first equation of (3.14) acting on our ansatz (3.15). At leading order in $R$, we find that

$$\mathcal{D}^{\mathcal{L}_{0}}_{\mathcal{M}_{1,0} \times \mathcal{M}_{2,0}} \Psi_{12,\nu}^{(0)} = 0.$$

\hspace{1cm} (3.19)

---

\textsuperscript{8}The quantities $p, x$ were denoted $p_{\mu}, x_{\mu}$ in [42], but this would be confusing notation here.
$L^2$ solutions, when they exist, will be of the form

$$\Psi_{12,\nu^i}^{(0)} = \Psi_{1,0}^{(\nu^i)}(\vec{y}^a) \otimes \Psi_{2,0}^{(\nu^p)}(\vec{y}^p),$$

where each factor is in the $L^2$ kernel of the $G(\mathcal{Y}_0)$-twisted Dirac operator on the respective strongly centered moduli spaces (and restricted to the appropriate $\partial\nu$-eigenspaces). Note we must demand these wavefunctions are invariant under the exchange symmetries $S_1$ and $S_2$ in order that they be well-defined on $\mathcal{M}_{1,0}$ and $\mathcal{M}_{2,0}$ respectively. Assuming this has been done, then at $O(1/R)$ we get

$$\mathcal{D}_{\mathcal{M}_{1,0} \times \mathcal{M}_{2,0}}^{\mathcal{Y}_0} \Psi_{12,\nu^i}^{(1)} = -\lim_{R \to \infty} \left\{ R \left( \frac{\mathcal{D}_{\mathcal{M}_{1,0}}^{\mathcal{Y}_0}}{(\mathcal{D}_{\mathcal{M}_{1,0}}^{\mathcal{Y}_0})^{(1)}} \right) \bigg|_{\partial R \mapsto -\text{sgn}(p)\pi} \right\} \Psi_{12,\nu^i}^{(0)}.$$  

(3.21)

Here some further explanation about factoring off the $\Psi_{\text{rel}}$ is required, since the perturbing operator $(\mathcal{D}_{\mathcal{M}_{1,0}}^{\mathcal{Y}_0})^{(1)}$ has a term involving $\frac{1}{R} \partial R^\alpha$, that could act on $\Psi_{\text{rel}}$. Working in spherical coordinates $\{R, \theta, \phi\}$, the derivatives along the angular directions are suppressed by an extra power of $R$ and do not contribute at the order we are working. The derivative with respect to $R$ only contributes when acting on the exponential factor in $\Psi_{\text{rel}}$. This is what is meant by the replacement rule in (3.21). Then, with this understood, both terms in the $O(1/R)$ part of the equation are proportional to $\Psi_{\text{rel}}$, which can then be factored out. Setting the $O(1/R)$ terms to zero results in (3.21). We are free to assume that the perturbation of the wavefunction $\Psi_{\nu^i,12}^{(1)}$ is orthogonal to the kernel of the leading order operator, and hence (3.21) can be solved to give a unique $\Psi_{12,\nu^i}^{(1)}$ for a given $\Psi_{12,\nu^i}^{(0)}$.

Therefore the leading order behavior of $L^2$ solutions is

$$\Psi_{\nu^i,\nu} \to R^{-1/2}e^{-\text{sgn}(p)\pi R} \Psi_{1,0}^{(\nu^i)}(\vec{y}^a) \otimes \Psi_{2,0}^{(\nu^p)}(\vec{y}^p) \otimes \Psi_{j,m}(\theta, \phi),$$

(3.22)

with the angular momentum quantum number $j = \frac{1}{2}(|\nu| - 1)$, and we have shown how the first order correction is computed. Let us assume that the perturbation theory converges to give a zeromode of the exact Dirac operator. Next we consider the implications.

### 3.3 Recovering the primitive wall-crossing formula

The wavefunction (3.7) corresponds to a state $\Psi(\gamma^\nu) = e^{-i\gamma_8 X \nu} \otimes \Psi_0^{(\gamma^\nu)}$ of electric charge $\gamma^\nu = \gamma^\nu_1 + \gamma^\nu_2$, with the constituent charges given by

$$\gamma^\nu_1 = \left( q - \frac{\gamma_0^{m,2}}{\gamma_0^{m,1}} \right) \gamma^{*,m,1} - \sum_{a=1}^{N_1-1} \nu^a \beta_a, \quad \gamma^\nu_2 = \left( q + \frac{\gamma_0^{m,1}}{\gamma_0^{m,2}} \right) \gamma_2^{*,m,2} - \sum_{p=N_1}^{N-2} \nu^p \beta_p,$$

(3.23)

where we used (2.39) and the expressions for the galaxy masses in terms of the vev $X$. With these and (2.29) one quickly discovers

$$\langle \gamma_1, \gamma_2 \rangle = \langle \gamma_0^{m,2}, \gamma_0^{m,1} \rangle - \langle \gamma_0^{m,1}, \gamma_0^{m,2} \rangle = -\langle \gamma_0^{m,1}, \gamma_0^{m,2} \rangle + \nu^i L_i = p.$$  

(3.24)
Thus the parameter $p$, (3.12), is none other than the DSZ pairing of the constituent electromagnetic charges!

Similarly, recalling that the $\beta_i$ satisfy $\langle \beta_i, X \rangle = 0$, one can observe that

$$
\left\langle \gamma_1^e - \frac{\langle \gamma_e, X \rangle}{(\gamma_m, X)} \gamma_{m,1}, X \right\rangle = - \frac{(\gamma_{m,1}, X)(\gamma_{m,2}, X)}{(\gamma_m, X)} \nu = - \mu \nu .
$$

Hence the parameter $x$, (3.12), is precisely the quantity appearing in the prediction from [44]:

$$
x = (\gamma_{m,1}, Y_0) + \left\langle \gamma_1^e - \frac{\langle \gamma_e, X \rangle}{(\gamma_m, X)} \gamma_{m,1}, X \right\rangle .
$$

Using the map (3.3), one has

$$
x = \text{Im} \left[ \zeta_{\text{van}}^{-1} Z_{\gamma_1}(u) \right] ,
$$

and the condition $x = 0$ is equivalent to the usual condition $\text{Im} \left[ Z_{\gamma_1}(u) Z_{\gamma_2}(u) \right] = 0$ for the walls of marginal stability. Furthermore the condition $\text{sgn}(p)x > 0$ for the existence of the $L^2$ zeromode $\Psi_{\mu' \nu}$ is equivalent to the usual stability condition for a BPS state:

$$
\langle \gamma_1, \gamma_2 \rangle \text{Im} \left[ Z_{\gamma_1}(u) Z_{\gamma_2}(u) \right] > 0 .
$$

Let us note here that $x$ and $p$ are related to Denef’s boundstate radius [13, 20] in a simple way:

$$
r_D := \frac{1}{2} \langle \gamma_1, \gamma_2 \rangle \frac{|Z_{\gamma_1 + \gamma_2}(u)|}{2 \text{Im} \left[ Z_{\gamma_1}(u) Z_{\gamma_2}(u) \right]} = \frac{\langle \gamma_1, \gamma_2 \rangle}{2 \text{Im} \left[ \zeta_{\text{van}}^{-1} Z_{\gamma_1}(u) \right]} = \frac{p}{2x} .
$$

Now let us consider the degeneracy of $L^2$ zeromodes (3.22) gained or lost when we cross the locus $x = 0$. For each pair of zeromodes $\Psi_{1,0} \in \ker_{L^2}(D_{\mathcal{M}_{1,0}}^{\zeta_{\text{van}}^{-1}})$ and $\Psi_{2,0} \in \ker_{L^2}(D_{\mathcal{M}_{2,0}}^{\zeta_{\text{van}}^{-1}})$, we have a spin $j = \frac{1}{2}(|p| - 1)$ multiplet of states. Hence the total degeneracy is a product of the dimensions of the $L^2$ kernels of the constituent strongly centered Dirac operators, times a factor of $|p| = |\langle \gamma_1, \gamma_2 \rangle|$ from the relative moduli space. This agrees with the primitive wall-crossing formula for the indices of vanilla BPS states, $\Omega(\gamma, u)$. Furthermore the SO(3) isometry of monopole moduli space is the collective coordinate manifestation of the field theory $\mathfrak{su}(2)$ that is used in defining the protected spin characters [20, 44]. Hence the Dirac operator analysis in the two-galaxy region reproduces the primitive wall-crossing formula of [14, 16] for the protected spin characters:

$$
\Delta \Omega(\gamma_1 + \gamma_2, u; y) = \Omega(\gamma_1, u; y) \Omega(\gamma_2, u; y) \chi|\langle \gamma_1, \gamma_2 \rangle|(y) ,
$$

where $\chi_n(y)$ is the character of the SU(2) representation of dimension $n$ as a polynomial in $y$.

There are a number of ways to interpret this result, depending on one’s viewpoint. If we take the wall-crossing formulae for BPS states and the identification (3.3) between Seiberg–Witten and semiclassical data for granted, then this result demonstrates that our model
asymptotic Dirac operator is a Fredholm deformation of the exact one, provided the constituent charges are primitive. Alternatively, if one could prove the Fredholm property, then by combining that proof with the identification (3.3), our analysis here yields a semiclassical derivation of primitive wall crossing for BPS states. Finally, one could combine the Fredholm proof with the wall-crossing formula to verify the identification (3.3).  

The fact that we do not recover the full wall-crossing formula in non-primitive cases is also interesting. In these cases our model Dirac operator is apparently not a Fredholm deformation of the exact Dirac operator. This supports the idea that the physical picture of fractionalization of non-primitive constituent charges is related to considering different \(n\)-galaxy asymptotic subregions of monopole moduli space, and that the additional Dirac zeromodes contributing to wall crossing in these cases are only made visible by considering such limits.

### 3.4 Non-BPS boundstates

Near the walls of marginal stability we can study how the spectrum of \(\gamma_{\lambda_0} D_{\text{rel}}\) degenerates. Specifically, in Appendix E we solve for the spectrum,

\[
\gamma_{\lambda_0} D_{\text{rel}} \Psi^{(p)}_{\text{rel},\lambda} = -i\lambda \Psi^{(p)}_{\text{rel},\lambda},
\]

taking \(D_{\text{rel}}\) to be our toy-model Taub-NUT Dirac operator. We expect the resulting features described below to be qualitatively correct when \((\gamma_{m,1}, \gamma_{m,2}) < 0\). They are quantitatively correct in the special examples where the exact strongly centered moduli space is Taub-NUT.

The asymptotic behavior of solutions to (3.30) is dictated by \(\Psi^{(p)}_{\text{rel},\lambda} \sim e^{-\kappa_\lambda r}\) where

\[
\kappa_\lambda = \sqrt{x^2 - \mu \lambda^2}.
\]

Note that the Dirac operator represents a supercharge operator, so its eigenvalues have units of energy\(^{1/2}\). The square of the eigenvalue is twice the energy above the BPS bound of the corresponding state,

\[
\lambda^2 = 2\Delta E,
\]

where the factor of two originates from the normalization of the collective coordinate supercharge in terms of the Dirac operator.  

---

\(^9\)Note that a first-principles derivation of (3.3) from quantum field theory would require the computation of instanton corrections to the collective coordinate metric for monopole moduli space!  

\(^{10}\)As we mentioned below (2.12), in this paper we have set a factor of \(4\pi/g_0^2\) equal to one. Here \(g_0\) is the classical Yang–Mills coupling and this factor should appear as an overall factor relating the physical metric on moduli space to the one we have been using. In particular, when it multiplies the constituent masses in the GM/LWY metric it gives them their proper physical value. There are similar factors in the normalization of the collective coordinate Hamiltonian and supercharges. Specifically, the supercharge corresponding to the Dirac operator, that squares to the collective coordinate Hamiltonian, is \(Q = \frac{m_0}{\sqrt{2\pi}} iD^3\). (See \([44]\).) Hence, in our conventions, \((iD^3)^2 = 2Q^2 = 2H_{c.c.}\).
The spectrum of eigenspinors is divided into two parts by a critical value $\lambda_{\text{gap}} = |x|/\sqrt{\mu}$. There is a continuous spectrum of plane-wave normalizable states for $|\lambda| > \lambda_{\text{gap}}$, while for $|\lambda| < \lambda_{\text{gap}}$ there is an infinite discrete spectrum, with the BPS states at $\lambda = 0$ and accumulation points at $\lambda \to \pm \lambda_{\text{gap}}$. The exact discrete spectrum depends on the parameters $\mu, \ell_{\text{TN}}, p, x$ given in (2.24), (3.18), (3.24), and (3.27), and is given by

$$
\lambda_{p,n}^2 = \frac{2}{\mu \ell_{\text{TN}}^2} \left[ n \sqrt{n^2 + p \ell_{\text{TN}} x + \ell_{\text{TN}}^2 x^2} - n^2 - \frac{p}{2} \ell_{\text{TN}} \right].
$$

BPS states correspond to $n = |p|/2$ with $p \neq 0$, and the allowed values of $n$ increase from this in integer steps. If $p = 0$ there are no BPS states and $n \in \mathbb{N}$. Meanwhile the allowed values of the angular momentum quantum number run from $j = \frac{1}{2}(|p| - 1)$ in the BPS case up to $j = n - \frac{1}{2}$ in integer steps. More details on the eigenspinors themselves and the degeneracy of each eigenvalue are given in the appendix. When $p$ is nonzero we can make use of (3.28) to trade $x$ for Denef’s boundstate radius, $r_D$, and express the result as follows:

$$
\lambda_{p,n}^2 = \frac{2}{\mu \ell_{\text{TN}}^2} \left( n \sqrt{n^2 - \frac{p^2}{4} + \frac{p^2}{4} H^2(r_D)} - (n^2 - \frac{p^2}{4} + \frac{p^2}{4} H(r_D)) \right),
$$

where $H(r_D) = 1 + \frac{\ell_{\text{TN}}}{r_D}$.

The expression (3.34) is, however, a bit misleading. We were able to determine the relation between the parameter $x$ and quantum-exact Seiberg–Witten data, viz. (3.27), using the map (3.3). In turn, that map was conjectured in [44] by comparing results from semiclassical analysis and Seiberg–Witten theory in the weak-coupling regime where they should agree. See especially the discussion in section 4.5 there. These arguments utilized the fact that the kernel of the supercharge operator, represented by the Dirac operator, determines the BPS states, whose existence is unaffected by higher order D-terms in the SQM for the collective coordinates. However the normalization of the supercharge operator certainly will be affected by such terms. This does not affect the kernel but does modify the nonzero spectrum. Therefore we have no right to use (3.34), as an expression for the energy of non-BPS boundstates, beyond leading in the semiclassical approximation.

The semiclassical nature of (3.34) is indeed quite evident if we consider the overall prefactor involving the reduced mass $\mu$. The expression for $\mu$, (2.24), involves only the magnetic contribution to the masses of the constituents. This is the dominant contribution in the semiclassical limit. Since the central charge vectors of the constituents are both near the positive imaginary axis in the semiclassical limit, a convenient expansion parameter is provided by the angle $\theta_{1\gamma_2}$ between them. This angle satisfies $\text{Im} \left[ \frac{Z_{\gamma_1}(u)Z_{\gamma_2}(u)}{Z_{\gamma_1}Z_{\gamma_2}} \right] = |Z_{\gamma_1}||Z_{\gamma_2}| \sin \theta_{1\gamma_2}$. Hence from (3.28),

$$
r_D = \frac{p}{2} \frac{\sqrt{|Z_{\gamma_1}|^2 + |Z_{\gamma_2}|^2 + 2|Z_{\gamma_1}||Z_{\gamma_2}| \cos \theta_{1\gamma_2}}}{|Z_{\gamma_1}||Z_{\gamma_2}| \sin \theta_{1\gamma_2}} = \frac{p(|Z_{\gamma_1}| + |Z_{\gamma_2}|)}{2|Z_{\gamma_1}||Z_{\gamma_2}|} \theta_{1\gamma_2}^{\frac{1}{2}} (1 + O(\theta_{1\gamma_2}^2)).
$$

However the magnitudes of the individual central charges are dominated by the magnetic term, up to corrections $\sim \theta_{1\gamma_2}^2$. Therefore setting $|Z_{\gamma_{1,2}}| \rightarrow m_{\text{gal}_{1,2}}$, we recognize the prefactor in
terms of the reduced mass to leading order:

\[ r_D = \frac{p}{2\mu \theta_{\gamma_1 \gamma_2}} (1 + O(\theta_{\gamma_1 \gamma_2}^2)) \quad \text{or} \quad x = \mu \theta_{\gamma_1 \gamma_2} (1 + O(\theta_{\gamma_1 \gamma_2}^2)). \] (3.36)

We also note that the binding energy of BPS states in this limit becomes\(^{11}\)

\[ E_{\text{binding}} := |Z_{\gamma_1} + Z_{\gamma_2}| - |Z_{\gamma_1}| - |Z_{\gamma_2}| = - \frac{|Z_{\gamma_1}| |Z_{\gamma_2}| \theta_{\gamma_1 \gamma_2}^2}{2(|Z_{\gamma_1}| + |Z_{\gamma_2}|)} (1 + O(\theta_{\gamma_1 \gamma_2}^2)) = - \frac{p^2}{8r_D^2 \mu} (1 + O(\theta_{\gamma_1 \gamma_2}^2)). \] (3.37)

Using these results, the discrete energy spectrum above the BPS bound is given by

\[
\Delta E_{p,n} = \frac{1}{2} \lambda_{p,n}^2 = \frac{1}{\mu \ell_{TN}^2} \left[ n \sqrt{n^2 + p \ell_{TN} \mu \theta_{\gamma_1 \gamma_2} + \ell_{TN}^2 \mu^2 \theta_{\gamma_1 \gamma_2}^2 - n^2} - \frac{p}{2} \ell_{TN} \mu \theta_{\gamma_1 \gamma_2} + O(\theta_{\gamma_1 \gamma_2}^3) \right] = - E_{\text{binding}} \left( 1 - \frac{p^2}{4n^2} + O(\theta_{\gamma_1 \gamma_2}) \right). \] (3.38)

Now we clearly see how the discrete spectrum accumulates at the threshold for the continuum as \( n \to \infty \), and that the gap is consistent with the binding energy of the BPS states. Note if \( p = 0 \) then the \( O(\theta_{\gamma_1 \gamma_2}) \) terms determine the form of the non-BPS spectrum. This case was analyzed in [51] from the perspective of the Seiberg–Witten low-energy effective theory. Our results are compatible with this analysis.

As we approach the marginal stability wall at \( x = 0 \) (or equivalently \( \theta_{\gamma_1 \gamma_2} = 0 \)), the gap shrinks and the entire discrete spectrum is squeezed down. Our analysis in Appendix E shows, however, that the non-BPS boundstates exist on both sides of the wall. This strongly suggests, especially in those cases where Taub-NUT is the exact strongly centered moduli space, that the lowest-energy non-BPS states are completely stable on the side of the wall where the BPS states do not exist.

We expect generic non-BPS boundstates to be unstable when one includes interactions with the massless abelian vector multiplets on the Coulomb branch. These interactions should lead to effective interactions in the collective coordinate Hamiltonian, and one could in principle use those to estimate the lifetime of these boundstates. We expect them to become long-lived near a wall of marginal stability. It would be interesting to investigate these points further.

4 Framed BPS States and Haloes

We can now apply this analysis with some simple modifications to the study the wall-crossing behavior of framed BPS states. This follows the line of thought presented in [8, 43, 44, 59].

\(^{11}\)This quantity is finite when \( p = 0 \) since \( r_D = 0 \) in that case as well. The coefficient can alternatively be expressed as \( E_{\text{binding}} = -(\mu \theta_{\gamma_1 \gamma_2}^2 / 2)(1 + O(\theta_{\gamma_1 \gamma_2}^2)). \)
In these papers, the authors showed that the story for vanilla BPS states is modified by replacing the moduli space of smooth monopoles with the moduli space of singular monopoles for the case of magnetically charged defects and by coupling to a vector bundle with a natural hyperholomorphic connection for the case of electrically charged defects. In this paper we will restrict ourselves to the case of purely magnetic (i.e. ‘t Hooft) defects.

4.1 ‘t Hooft defects and the moduli space of singular monopoles

Singular monopole moduli space $\mathcal{M}(\{P_n\}, \gamma_m, \lambda)$ describes the moduli space of smooth monopoles in the presence of a collection of singular monopoles with charges $\{P_n\} \in \Lambda^\vee_G$ inserted at locations $\{\vec{x}_n\} \in \mathbb{R}^3$. This is a hyperkähler manifold, possibly with singularities on co-dimension four and higher loci. Here $\Lambda^\vee_G := \{ H \in \mathfrak{t} | \exp(2\pi H) = 1_G \} \cong \text{Hom}(U(1), T)$. The data $\{(P_n, \vec{x}_n)\}$ specifies the ‘t Hooft defects which impose the (singular) boundary conditions on the gauge and Higgs field,

$$F \to \frac{1}{2} P_n d\Omega_n + O(r_n^{-3/2}) , \quad \Phi \to -\frac{P_n}{2r_n} + O(r_n^{-1/2}) , \quad \text{as} \quad r_n = |\vec{x} - \vec{x}_n| \to 0 , \quad (4.1)$$

and the data $\{\gamma_m, \lambda\}$ fixes the asymptotic boundary conditions as in the case of smooth monopoles.

There is a torus action of hyperholomorphic isometries associated with asymptotically nontrivial gauge transformations and generated by the image of the G-map

$$G : \mathfrak{t} \to \text{isom}_\mathbb{H}(\mathcal{M}) . \quad (4.2)$$

t’Hooft defects break the translational isometries. Correspondingly the metric on $\mathcal{M}$ does not factorize into center of mass and strongly centered pieces. In the case of a single defect, $\mathcal{M}$ has an SO(3) isometry corresponding to spatial rotations about the defect.

4.2 The asymptotic metric on the moduli space of singular monopoles

In order to describe framed BPS states in the presence of ‘t Hooft defects, we’ll need a geometric description of the asymptotic region of singular monopole moduli space. In [41], the authors gave a method for obtaining singular PSU($N$) monopoles as a limit of smooth SU($N+1$)-monopoles. This was motivated by using the string theory interpretation of smooth SU($N$) monopoles as D1-strings stretched between $N$ D3-branes [15] and singular monopoles as semi-infinite D1-strings [28]. The semi-infinite strings are obtained by starting with a set of $N + 1$ D3-branes and sending the rightmost brane to infinity. See Figure 1.

In field theory, this construction is described by viewing the ‘t Hooft defects of the PSU($N$) theory initially as smooth monopoles in the SU($N+1$) theory. Let us begin with a configuration of $N_{\text{def}}$ smooth monopoles of magnetic charge $\hat{P}_n = H_{n}^\vee$, the $n^{th}$ simple co-root, where $n = 1, ..., N_{\text{def}}$. We also allow for some number of additional smooth monopoles that do
Figure 1. This figure demonstrates the brane construction of line defects in PSU(2) gauge theory from SU(3) gauge theory. (a) shows the fundamental monopoles in the SU(3) theory. By taking the rightmost brane to infinity, we arrive at (b) with line defects in the PSU(2) theory.

not have magnetic charges with components along $H_\mathfrak{R}$. We denote the charges of the latter by $H_{I(\hat{i})}$, for $\hat{i} = 1, \ldots, N$, with $I(\hat{i}) < \mathfrak{R}, \forall \hat{i}$. Then we make a projection $\Pi : \mathfrak{su}(\mathfrak{R} + 1) \to \mathfrak{su}(\mathfrak{R})$ on the Lie algebra-valued field configurations followed by a limit on the Higgs vev, $X_N \to \infty$, where

$$\mathcal{X} = \sum_{I=1}^{\mathfrak{R}} \alpha_I h^I, \quad \alpha_I = \langle \alpha_I, \mathcal{X} \rangle.$$  \hspace{1cm} (4.3)

We recall that the $\{h^I\}$ are the fundamental magnetic weights satisfying $\langle \alpha_I, h^J \rangle = \delta^I_J$. This procedure removes certain degrees of freedom by making them infinitely heavy and simultaneously converts the $N_{\text{def}}$ smooth monopoles into singular ones with defect charges $P_n = \Pi(P_n)$, where $\Pi$ is a projector.

The projection is described in detail in [41]. On the Cartan subalgebra is acts as follows:

$$\Pi(H) = H - \frac{(h^\mathfrak{R}, H)}{(h^\mathfrak{R}, h^\mathfrak{R})} h^\mathfrak{R}, \quad \forall H \in \mathfrak{t}.$$  \hspace{1cm} (4.4)

This gives $\Pi(H_I) = H_I$ for $I = 1, \ldots, \mathfrak{R} - 1$, and $\Pi(H_\mathfrak{R}) = -h^\mathfrak{R} - 1$ for the simple co-roots of the $\mathfrak{su}(\mathfrak{R} + 1)$ theory. In particular the charges of the 't Hooft defects in the configuration we are considering are $P_n = -h^\mathfrak{R} - 1$. The fact that these charges are given by a fundamental magnetic weight show that the global form of the gauge group in the reduced theory must be taken as the adjoint group, PSU$(\mathfrak{R}) = SU(\mathfrak{R})/\mathbb{Z}_\mathfrak{R}$. Note that the Killing pairing between the magnetic charges of the defects and those of the smooth monopoles is unaffected by the projection:

$$\langle P_n, H_{I(\hat{i})} \rangle = \langle \Pi(H_\mathfrak{R}), \Pi(H_{I(\hat{i})}) \rangle = \langle H_\mathfrak{R}, H_{I(\hat{i})} \rangle - \frac{\mathfrak{R} + 1}{\mathfrak{R}} (h^\mathfrak{R}, H_{I(\hat{i})}) \hspace{1cm} (4.5)$$

$$= \langle H_\mathfrak{R}, H_{I(\hat{i})} \rangle.$$
Since this procedure of producing singular monopoles by taking the limit of smooth monopoles is semiclassically well defined, we can construct the asymptotic metric on singular monopole moduli space by taking the same limit of the GM/LWY metric for smooth SU(9+1) monopoles.

Now we determine the form of this metric. We start with the GM/LWY metric for \( N + N_{\text{def}} \) fundamental \( \mathfrak{su}(9+1) \) monopoles with charges \( H_{I(i)} \), \( i = 1, \ldots, N \), and \( \bar{P}_n = \bar{H}_{R_{n}} \), \( n = 1, \ldots, N_{\text{def}} \), respectively. First we restrict to the subregion of fixed location and phase for the \( N_{\text{def}} \) fundamental monopoles with charges \( H_{R_n} \). Then we take the limit as \( \chi_{R_n} \rightarrow \infty \):

\[
d s^2_M = \lim_{\chi_{R_n} \rightarrow \infty} \left[ d s^2_M \left| (\bar{x}^n, \xi_n) = (\bar{x}^n_{\text{def}}, \xi_n_{\text{def}}) \text{ fixed} \right. \right] ,
\]

where the defects are located at \( \{ \bar{x}^n_{\text{def}} \}_{n=1}^{N_{\text{def}}} \).

It is important to check that this procedure leads to a well defined metric. In order to accomplish this we need to examine the behavior of \( M_{ij} \) and \( (M^{-1})^{ij} \) where now \( i, j = 1, \ldots, N + N_{\text{def}} \). For \( M_{ij} \) we only need to consider the case where both indices correspond to smooth monopoles \( \bar{i}j \rightarrow \bar{i}j \), since we are restricting to the subspace of fixed \( \bar{x}^n_{\text{def}} \). Then, from (2.9), we see that \( M_{ij} \) is clearly well defined in the limit. For \( (M^{-1})^{ij} \) we need to consider each possibility: \( (M^{-1})^{ij}, (M^{-1})^{in}, \) and \( (M^{-1})^{mn} \). The corresponding coefficients of the cofactor matrix diverge as \( c_{ij} \sim O(\chi_{R_n}^{N_{\text{def}}}) \) and \( c_{in}, c_{mn} \sim O(\chi_{R_n}^{N_{\text{def}}-1}) \), while the determinant diverges as \( \text{det} M \sim O(\chi_{R_n}^{N_{\text{def}}}) \). Hence only \( (M^{-1})^{ij} \) survives the limit and is given by

\[
\lim_{\chi_{R_n} \rightarrow \infty} \left[ (M^{-1})^{ij} \left| \bar{x}^n = \bar{x}^n_{\text{def}} \right. \right] = \left( \lim_{\chi_{R_n} \rightarrow \infty} \left[ M_{ij} \left| \bar{x}^n = \bar{x}^n_{\text{def}} \right. \right] \right)^{-1} .
\]

The resulting metric on \( M \) takes the form

\[
d s^2_M = \bar{M}_{ij} d \bar{x}^i \cdot d \bar{x}^j + (M^{-1})^{ij} \Theta_i \Theta_j ,
\]

where

\[
\bar{\Theta}_i := d \xi_i + \sum_{\{i,j \neq i\}} \frac{D_{ij}}{2} (\pm 1 - \cos(\theta_{ij})) d \phi_{ij} + \sum_{n=1}^{N_{\text{def}}} \left( \frac{P_n, H_{I(i)}^N}{2} (\pm 1 - \cos(\theta)^{n}_{in}) d \phi^{n}_{in} \right) ,
\]

and

\[
\bar{M}_{ij} := \left\{ \begin{array}{ll}
{m_i} - \sum_{k \neq i} \frac{D_{ik}}{r_{ik}} - \sum_{n=1}^{N_{\text{def}}} \frac{P_n, H_{I(i)}^N}{r_{in}} , & i = j \\
\frac{D_{ij}}{r_{ij}} , & i \neq j
\end{array} \right. .
\]

It is easy to check that this metric, which is of the general Pedersen-Poon form [47], satisfies the necessary and sufficient equations for hyperkählerity. (See Appendix A.1 and especially (A.24) for the form of those equations.) The triplet of Kähler forms is

\[
\varpi^\alpha = \bar{\Theta}_i \wedge d x^\alpha_i - \frac{1}{2} \bar{M}_{ij} \epsilon^{\alpha}_{\beta \gamma} d x^\beta_i \wedge d x^\gamma_j , \quad \alpha, \beta, \gamma = 1, 2, 3 .
\]
Although we have derived this metric for a special set of defects in a PSU(\(N\)) theory as motivated by a brane construction, the result clearly makes sense for a generic set of defects in a theory with any simple \(G\). We therefore conjecture that (4.8) with (4.9) and (4.10) is the analog of the GM/LWY asymptotic metric for the moduli space of singular monopoles. This should be confirmed by carrying out the analysis of point dyons interacting with the fixed defects, following [27, 37].

Furthermore, inspired by the results of Bielawski [4, 5] and Murray [45], following the conjecture of Lee, Weinberg, and Yi in [37], we conjecture that this metric is exponentially close to the exact metric with corrections of order \(e^{-m_i r_{ij}}\) for those \(i, j\) such that \(I(i) = I(j)\). In particular, if we have no more than one smooth monopole of each type, we conjecture that this asymptotic metric is the exact metric on the moduli space of singular monopoles.

Note that the PSU(\(N\)) defects we obtained from the limiting procedure have charges \(P_n = -h^{3N-1}\), which are in the closure of the antifundamental Weyl chamber. This is important since only in this case will the dimension of \(\overline{M}\), as computed from the exact formula [42], be equal to \(4N\), the dimension of the space on which (4.8) is defined. Therefore when claiming that (4.8) provides an asymptotic metric on \(\overline{M}\), it should be understood that all ’t Hooft charges are to be taken in the closure of the antifundamental Weyl chamber.\(^{12}\) If one considers ’t Hooft charges that are not restricted in this way, then (4.8) will only describe the asymptotic metric on a subspace of \(\overline{M}\), where some smooth monopole positions have been fixed and are coincident with those defect positions. This issue is explored from the D-brane perspective in [41].

Additionally, in order to get a 1:1 map between our model space and the asymptotic region of \(\overline{M}\), we expect that one should quotient the model space by exchange symmetries analogous to (2.14), but where the \(n^I_m\) are replaced by the numbers of smooth monopoles of type \(I\). It is easy to see that exchanging the coordinates of smooth monopoles of the same type is a hyperkähler isometry of (4.8).

Asymptotic metrics on the moduli space of singular monopoles are not entirely new. Specific examples of such metrics have been discussed previously in, e.g. [10, 11, 29]. Also, an asymptotic metric on the moduli space of \(U(n)\) instantons over Taub-NUT space was described in [9] and recovered from a three-dimensional gauge theory computation in [12]. Certain \(U(1)\)-invariant instantons over Taub-NUT, which correspond to a special class of Cheshire bows [6] in the bow formalism of [9], are equivalent to singular monopoles via the work of Kronheimer [35].\(^{12}\)

\(^{12}\)This is not a physical restriction on the set of ’t Hooft defects we consider, since ’t Hooft defects only depend on the Weyl orbit of the ’t Hooft charge.
4.3 The two-galaxy region

Due to (4.7), the analysis used to write down the two-galaxy limit of the smooth monopole moduli space can be implemented, with minor substitutions, in the singular case as well. Some details are presented in Appendix D. We separate the smooth constituents into two groups and take the limit where the distance between the two groups, \( R \), is much larger than any other distance scale. In particular, one of the two groups will remain relatively close to the full set of ‘t Hooft defects.

Hence the physical picture of this limit is very similar to before, but with a slightly different interpretation. In the case of framed BPS states – that is, BPS states bound to a collection of line defects – there is a generic core-halo structure. This means that there is a core of “vanilla” BPS states which is centered around the collection of defects and additionally a halo of vanilla BPS particles. In the limit we are considering, the halo is composed of a single galaxy of fundamental constituents, and the moduli space splits asymptotically as \( \mathcal{M} \to \mathcal{M}_c \times \mathcal{M}_{h,0} \times \mathbb{R}^4_{\text{rel}} \). The first factor is the moduli space of singular monopoles associated with the core galaxy which contains all of the defects. The second factor is the strongly centered moduli space associated with the halo galaxy. The final factor describes the relative positions of the two galaxies as before. Associated with this decomposition, the symmetry group exchanging identical smooth monopoles reduces to \( S \to S_h \times S_c \), so that we only exchange identical smooth monopoles within each galaxy.

We now summarize this limit at the level of the metric (4.8). We will take our origin of coordinates to be within the core region, for example at the location of one of the defects. Let \( N_{\text{core}} \) and \( N_{\text{halo}} \) be the number of smooth monopoles in the core and halo respectively with \( N_{\text{core}} + N_{\text{halo}} = N \). We use indices \( \hat{a}, \hat{b} = 1, \ldots, N_{\text{core}} \), to label the core constituents and \( \hat{p}, \hat{q} = N_{\text{core}} + 1, \ldots, N \), to label the halo constituents. The corresponding coordinates are \( \{ \vec{x}^\hat{a}, \xi^\hat{a} \} \) and \( \{ \vec{x}^\hat{p}, \xi^\hat{p} \} \). In the halo galaxy we change coordinates to center of mass and relative variables:

\[
\vec{R} = \sum_\hat{p} \frac{m_\hat{p} \vec{x}^\hat{p}}{m_{\text{halo}}} , \quad \vec{y}^p = \vec{x}^p - \vec{x}^{p+1} ,
\]

where \( m_{\text{halo}} = \sum_\hat{p} m_\hat{p} \) is the mass of the halo galaxy and \( p, q = N_{\text{core}} + 1, \ldots, N - 1 \). There is an analogous map for the halo phases, \( \{ \xi^\hat{p} \} \to \{ \psi^\hat{p}, \Psi \} \). See Appendix D for further details.

We then combine the core constituent coordinates and the halo relative coordinates into a single set,

\[
\vec{y}^i = (\vec{x}^\hat{a}, \vec{y}^p) , \quad \psi_i = (\xi^\hat{a}, \psi^\hat{p}) ,
\]

where now \( i, j = 1, \ldots, N - 1 \).

We also introduce the total magnetic charges for the core and halo,

\[
\gamma_{c,m} = \sum_{\hat{a}=1}^{N_{\text{core}}} H_I(\hat{a}) + \sum_{n=1}^{N_{\text{def}}} P_n , \quad \gamma_{h,m} = \sum_{\hat{p}=N_{\text{core}}+1}^{N} H_I(\hat{p}) , \quad \gamma_{c,m} = \sum_{\hat{a}=1}^{N_{\text{core}}} H_I(\hat{a}) + \sum_{n=1}^{N_{\text{def}}} P_n , \quad \gamma_{h,m} = \sum_{\hat{p}=N_{\text{core}}+1}^{N} H_I(\hat{p}) ,
\]

(4.14)
and note that $m_{\text{halo}} = (\gamma_{h,m}, \chi)$.

Then the metric (4.8) on $\overline{M}$ can be written as $ds^2 = d\tilde{s}^2 + O(1/R^2)$ with

$$d\tilde{s}^2 := \left( \tilde{\mathbf{C}} + \frac{1}{\pi} \frac{\mu}{L^{\perp}} m_{\text{halo}} \overline{H}(R) \right) \left( \begin{array}{c} \frac{d\tilde{\mathbf{y}}}{dR} \\ \frac{d\tilde{\mathbf{R}}}{dR} \end{array} \right) + \frac{1}{\pi} \frac{\mu}{L^{\perp}} m_{\text{halo}} \overline{H}(R) \left( \frac{d\tilde{\mathbf{y}}}{dR} \right)^T \left( \begin{array}{c} \Theta_0 \\ \Theta_\psi \end{array} \right).$$

(4.15)

Here $\overline{H}(R) = 1 - \frac{(\gamma_{h,m}, \gamma_{c,m})}{M_{\text{halo}} R}$ and

$$\left( \begin{array}{c} \Theta_0 \\ \Theta_\psi \end{array} \right) = \left( \begin{array}{c} \tilde{\Theta}_0 \\ \tilde{\Theta}_\psi \end{array} \right) = \left( \begin{array}{c} \tilde{\Theta}_0 \\ d\phi \end{array} \right) + \left( \begin{array}{c} \delta \mathbf{C} \\ \mathbf{L} \end{array} \right) \otimes \tilde{w}(R) \cdot \left( \begin{array}{c} \frac{d\mathbf{y}}{dR} \\ \frac{d\tilde{\mathbf{R}}}{dR} \end{array} \right),$$

(4.16)

where $\tilde{\Theta}_0 = (\tilde{\Theta}_a, \tilde{\Theta}_p)^T$ with

$$\tilde{\Theta}_a = d\xi_a + \sum_{\{\hat{a}, b \mid b \neq \hat{a}\}} \frac{D_{\hat{a}b}}{2} (-1 - \cos(\theta_{\hat{a}b})) d\phi_{\hat{a}b} + \sum_{n=1}^{N_{\text{def}}} \frac{P_n \cdot H_I(\hat{a})}{2} (-1 - \cos(\theta_{\hat{a}n})) d\phi_{\hat{a}n},$$

$$\tilde{\Theta}_p = d\psi_p + (\tilde{W}_{\text{halo}})_{pq} \cdot d\tilde{y}^q.$$
a point \( u \in \mathcal{B} \) on the Coulomb branch and a phase \( \zeta \in U(1) \) for the line defects and then defining the Higgs vevs \( \mathcal{X} \) and \( \mathcal{Y} \) as
\[
\mathcal{X} = \text{Im} \, [\zeta^{-1} a(u)] , \quad \mathcal{Y} = \text{Im} \, [\zeta^{-1} a_D(u)] .
\] (4.20)
As before, the choice of \( \mathcal{X} \) specifies a splitting of the charge lattice \( \Gamma \rightarrow \mathcal{B} \) by requiring that \( \mathcal{X} \) be in the fundamental Weyl chamber of \( t \). Again, with respect to this splitting, a generic element \( \gamma \in \Gamma \) decomposes as \( \gamma = \gamma_m \oplus \gamma_e \).

The electric charge is given by the eigenvalue of the semiclassical electric charge operator,
\[
\hat{\gamma}^e := i \sum_{I=1}^{r} \alpha_I \mathcal{L}_{\gamma I}^a \gamma^a .
\] (4.21)
This operator commutes with the Dirac operator (4.19) and hence the kernel can be graded by the eigenvalues \( \gamma^e \). In the asymptotic region of singular monopole moduli space we have the analogous identifications to (2.33) which results in
\[
\hat{\gamma}^e = \hat{\gamma}^e_c + \hat{\gamma}^e_h .
\] (4.22)
Under the asymptotic two-galaxy decomposition \( \mathcal{M} \rightarrow \mathcal{M}_c \times \mathcal{M}_{h,0} \times \mathbb{R}^4_{\text{rel}} \), this operator can be written as
\[
\hat{\gamma}^e = \hat{\gamma}^e_c + \hat{\gamma}^e_h ,
\] (4.23)
where
\[
\hat{\gamma}^e_c = i \sum_{a=1}^{N_{\text{core}}} H^a_{\gamma I} \mathcal{L}_{\gamma I}^a , \quad \hat{\gamma}^e_h = i \gamma_{h,m}^a \mathcal{L}_{\gamma I}^a + i \sum_{p=N_{\text{core}}+1}^{N-1} \beta_p \mathcal{L}_{\gamma I}^a .
\] (4.24)
The electric charge of the core and halo, \( \gamma^e_c \) and \( \gamma^e_h \), are given by the eigenvalues of \( \hat{\gamma}^e_c \) and \( \hat{\gamma}^e_h \) respectively.

Our goal is now to describe the explicit form of (4.19) in the two-galaxy region of singular monopole moduli space. As before we introduce the indices \( \mu, \nu = 1, \ldots, 4 \) for the coordinates \( y^{\mu I} = \{ \bar{y}^i, \psi_i \} \) and \( R^\mu = \{ \bar{R}, \psi \} \) and the corresponding gamma matrices (3.6). Since the metric (4.15) is identical in form to (2.23), the result for large \( R \) expansion of (4.19) takes the form
\[
\hat{D}^\mathcal{Y} = \Lambda \left( \hat{D}^\mathcal{Y}_{c-h} + \hat{D}^\mathcal{Y}_{\text{rel}} + O(1/R^2) \right) \Lambda^{-1} .
\] (4.25)
This asymptotic Dirac operator commutes with the Lie derivatives \( \{ \mathcal{L}_{\gamma I}^a, \mathcal{L}_{\gamma J}^b \} \). Let us denote the eigenvalues of these Lie derivatives by \( \{ \nu^i, \nu \} \) as before. Then \( \hat{D}^\mathcal{Y}_{c-h} \) and \( \hat{D}^\mathcal{Y}_{\text{rel}} \) restricted to a given \( \{ \nu^i, \nu \} \) eigenspace are
\[
\left. \hat{D}^\mathcal{Y}_{c-h} \right|_{\{ \nu^i, \nu \}} = \hat{\gamma}^e_{c-h} \otimes \mathbf{1}_4 := \left( \hat{D}^\mathcal{Y}_{c-h} \times \mathcal{M}_{h,0} + (\hat{D}^\mathcal{Y}_{c-h})^{(1)} \right) \otimes \mathbf{1}_4 ,
\]
\[
\left. \hat{D}^\mathcal{Y}_{\text{rel}} \right|_{\{ \nu^i, \nu \}} = \hat{\gamma}^e_{c-h} \otimes \hat{D}^\mathcal{Y}_{\text{rel}} ,
\] (4.26)
where we’ve taken a basis of gamma matrices adapted to the asymptotic splitting $S(\mathcal{M}) \rightarrow S(\mathcal{M}_c \times \mathcal{M}_{h,0}) \times S(\mathbb{R}^4_{rel})$ of the spin bundle, with $\gamma_{c-h}$ the chirality operator on the first factor.

Here, $\delta^Y_{\mathcal{M}_c \times \mathcal{M}_{h,0}}$ is the Dirac operator on the product manifold, constructed using the Dirac operators on $\mathcal{M}_c$ and $\mathcal{M}_{h,0}$ in isolation. $(\delta^Y_{c-h})^{(1)}$ is the first order correction to this in the large $R$ expansion, which will have a form analogous to (C.27). Finally, $\mathcal{D}^Y_{rel}$, takes the same form as before,

$$\mathcal{D}^Y_{rel} := \frac{1}{\sqrt{m_{halo}}} \left( 1 + \frac{\langle \gamma_{c,m} \gamma_{h,m} \rangle}{2m_{halo}R} \right) \left\{ \gamma^2 \overline{\delta} \alpha \left[ \partial_{R^o} - ip\omega_\alpha \right] - i\gamma_\perp \left( x - \frac{p}{2R} \right) \right\} \right), \quad (4.27)$$

but with $\langle \gamma_{1,m}, \gamma_{2,m} \rangle \rightarrow \langle \gamma_{c,m}, \gamma_{h,m} \rangle$, $\mu \rightarrow m_{halo}$, and the parameters $x, p$ now given by

$$x := \langle \gamma_{h,m}, \mathcal{Y} \rangle - m_{halo} \mathcal{V} = \langle \gamma_{h,m}, \mathcal{Y} \rangle + \langle \gamma_{h}^e, \mathcal{X} \rangle \quad ,$$

$$p := - \left[ \langle \gamma_{c,m}, \gamma_{h,m} \rangle \mathcal{V} - \mathcal{L}_m \right] = \langle \gamma_c, \gamma_h \rangle \right). \quad (4.28)$$

The wavefunction in the asymptotic region of moduli space for a framed BPS state of definite electric charge can be written

$$\overline{\Psi}^{(\nu)} = \Lambda e^{i\psi + iv\phi} \overline{\Psi}_{\nu,\mathcal{Y}}^{(\nu)}(\mathbf{y}, \mathbf{R}) \right), \quad (4.29)$$

with

$$\gamma_e = \gamma_c^e + \gamma_h^e , \quad \text{where} \quad \left\{ \gamma_c^e = - \sum_{\hat{a}=1}^{N_{core}} \nu^\hat{a} H_{1,\hat{a}}^* \right\} ,$$

$$\gamma_h^e = - \sum_{p=N_{core}+1}^{N-1} \nu^p \beta_p - \gamma_{h,m}^e \right. \quad (4.30)$$

Plugging this ansatz into $\mathcal{D}^Y_{rel} \overline{\Psi} = 0$, we again find normalizable solutions of the form

$$\overline{\Psi}_{\nu,\mathcal{Y}} = \left( \overline{\Psi}_{c-h,\nu}^{(0)}(\mathbf{y}) + \frac{1}{R} \overline{\Psi}_{c-h,\nu}^{(1)}(\mathbf{y}, 0, \Phi) + O(1/R^2) \right) \otimes \Psi_{rel}^{(p)}(\mathbf{R}) \right), \quad (4.31)$$

In the first factor,

$$\overline{\Psi}_{c-h,\nu}^{(0)}(\mathbf{y}) = \overline{\Psi}_{c-h,\nu}^{(0)}(\mathbf{y}) \otimes \Psi_{h,0}^{(\nu)}(\mathbf{y}) \right), \quad (4.32)$$

where $\overline{\Psi}_{c-h,\nu}^{(0)}$ is an $L^2$ zero mode of $\mathcal{D}^Y_{c-h}$ and $\Psi_{h,0}^{(\nu)}$ is an $L^2$ zero mode of $\mathcal{D}^Y_{\mathcal{M}_{h,0}}$, where these operators are restricted to the corresponding $\nu$-eigenspaces. These wavefunctions must be invariant under the exchange symmetry $S_c \times S_h$.

Then $\overline{\Psi}_{c-h,\nu}^{(1)}$ can be determined uniquely in terms of $\overline{\Psi}_{c-h,\nu}^{(0)}$ in the same way as described under (3.21). Finally, $\Psi_{rel}^{(p)}$ is a zero mode of $\mathcal{D}^Y_{rel}$ just as before, where the angular momentum quantum number $j$ is constrained to $j = \frac{1}{2} (|p| - 1)$.

\[ -30 - \]
The same comments apply about the imposition of boundary conditions in the interior of the moduli space. In arriving at the wavefunctions on $\mathbb{R}_\text{rel}^4$ given in (4.31) we assumed that

$$\ell_{\text{TN}} = -\frac{\langle \gamma_{c,m}, \gamma_{h,m} \rangle}{m_{\text{halo}}},$$

which appears in the harmonic function via $H = 1 + \ell_{\text{TN}} / R$, is positive, and we imposed a regularity condition on the wavefunction at $R = 0$. The model operator that we work with is therefore well-defined: It is given by taking (4.25), dropping the $O(1/R^2)$ corrections, and replacing $\tilde{D}_{\text{rel}}^{\gamma^\nu}$ by the Taub-NUT Dirac operator studied in Appendix E. It is then a valid question to ask whether or not this operator is a Fredholm deformation of the exact operator, (4.19). As we will see momentarily, it apparently is when the core and halo electromagnetic charges are primitive, but not otherwise. If, however, $\ell_{\text{TN}} < 0$, then we would need to specify boundary conditions at $R = -\ell_{\text{TN}}$ before we can even begin to address these points. We leave this for future investigation.

The location of the walls of marginal stability and the change in the framed BPS spectrum are controlled by $x$ and $p$ respectively. From the form of $\Psi_{\text{rel}}$ we see that wavefunctions fail to be normalizable when $x \to 0$. Hence the walls are at

$$\langle \gamma_{h,m}, \mathcal{Y} \rangle + \langle \gamma_{c}^{\mu}, \mathcal{X} \rangle = 0,$$

which agrees precisely with the computation from [44]. Note that in the case of PSU($N$) ’t Hooft defects arising from $\mathfrak{su}(N + 1)$ monopoles in the $X_{N} \to \infty$ limit, this formula follows from the vanilla case, taking into account the restriction $\langle \gamma^{e}, h_{N} \rangle = 0$ on the total electric charge.

The leading large $R$ behavior of the solutions we have found is

$$\Psi^{\nu} \rightarrow R^{j-1/2} e^{-\text{sgn}(p)x} R^{\nu} \Psi_{\text{rel}}^{(\nu)}(\vec{y}, \theta, \phi) \Psi_{j,m}(0, \phi),$$

and hence the number of states lost as we cross the wall is the product of the degeneracies associated with each factor. If there is only a single defect present in the core, then the full moduli space has an SO(3) isometry, originating from rotations about the defect, and we can discuss index characters rather than simple degeneracies. This leads to

$$\Delta \Omega(\gamma_{c} + \gamma_{h}, u; y) = \Omega(\gamma_{c}, u; y) \Omega(\gamma_{h}, u; y) \chi_{\langle \gamma_{c}, \gamma_{h} \rangle}(y),$$

thus reproducing the primitive wall-crossing formula from [20].

The discussion of non-BPS boundstates in subsection 3.4 is equally relevant here, since $\tilde{D}_{\text{rel}}^{\gamma^\nu}$ is of exactly the same form. Hence the same conclusions concerning the existence of stable non-BPS boundstates apply.
5 Future Work

We mention two directions for future work:

- In this paper we restricted consideration to pure vector-multiplet theories in the presence of pure \('t Hooft defects. Including matter representations and general Wilson–'t Hooft defects is accomplished by coupling the Dirac operator to a hyperholomorphic connection on a certain vector bundle over (singular) monopole moduli space [8, 23, 59]. Work on extending the analysis of this paper to these cases is underway.

- We have shown that the two-galaxy region of monopole moduli space is associated with primitive wall-crossing phenomena. It seems physically reasonable that the corrections to the primitive wall-crossing formula, due to the fractionalization of non-primitive constituent charges, are associated with other asymptotic regions of moduli space. There is clearly much to be understood, and it would be fascinating to gain a complete picture of wall-crossing in the semiclassical regime by utilizing the new analytic results on the compactification of monopole moduli space as a manifold with corners [18, 34]. For example, why is it that the jump in the kernel should only receive contributions from those corners of the moduli space associated with sub-partitions of a two-partition, corresponding to each of the two constituent electromagnetic charges being multiples of primitive charges?
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A The Two-galaxy Region for Smooth Monopoles

In describing the two-galaxy limit of the asymptotic region of monopole moduli space, we introduce center of mass and relative coordinates according to (2.18). Note that the difference of any two $\vec{x}^{\hat{a}}$'s can be expressed as a linear combination of $\vec{y}^a$'s only. The inverse transformations to (2.18) are given explicitly by

$$
\begin{align*}
\vec{x}^\hat{a} &= \vec{X}_1 + (j_1)^{\hat{a}}_b \vec{y}^b, \\
\vec{x}^\hat{p} &= \vec{X}_2 + (j_2)^{\hat{p}}_q \vec{y}^q.
\end{align*}
$$

(A.1)
where
\[
\begin{pmatrix}
a_1 & a_2 & \cdots & a_{N_1-1} \\
b_1 & a_2 & \cdots & a_{N_1-1} \\
\vdots & \vdots & \ddots & \vdots \\
b_1 & b_2 & \cdots & b_{N_1-1}
\end{pmatrix}
, \quad
\begin{pmatrix}
a_{N_1} & a_{N_1+1} & \cdots & a_{N-2} \\
b_{N_1} & a_{N_1+1} & \cdots & a_{N-2} \\
\vdots & \vdots & \ddots & \vdots \\
b_{N_1} & b_{N_1+1} & \cdots & b_{N-2}
\end{pmatrix}
, \quad (A.2)
\]

with
\[
a_a = \frac{m_{a+1} + \cdots + m_{N_1}}{m_{\text{gal}1}}, \quad a_a = -\frac{(m_1 + \cdots + m_{a-1})}{m_{\text{gal}1}}, \quad (a = 1, \ldots, N_1 - 1),
\]
\[
a_p = \frac{m_{p+2} + \cdots + m_{N}}{m_{\text{gal}2}}, \quad b_p = -\frac{(m_{N_1+1} + \cdots + m_{p+1})}{m_{\text{gal}2}}, \quad (p = N_1, \ldots, N - 2). \quad (A.3)
\]

These fit into square Jacobian matrices that give the map \((\{\vec{y}\}, \vec{X})^T \mapsto \{\vec{x}\}\) as follows:
\[
(\vec{x}^a) = (j_1 \mid 1) \begin{pmatrix} \vec{y}_n \\ \vec{X}_1 \end{pmatrix} \equiv J_1 \begin{pmatrix} \vec{y}_n \\ \vec{X}_1 \end{pmatrix}, \quad (\vec{x}^p) = (j_2 \mid 1) \begin{pmatrix} \vec{y}_n \\ \vec{X}_2 \end{pmatrix} \equiv J_2 \begin{pmatrix} \vec{y}_n \\ \vec{X}_2 \end{pmatrix}. \quad (A.4)
\]
Here \(1_1, 1_2\) denote a length \(N_1, N_2\) column vector with all entries equal to 1 respectively. Similarly the angular coordinates transform as \((2.21)\), or equivalently,
\[
\left( \frac{\partial}{\partial \xi^a} \right) = J_1 \left( \frac{\partial}{\partial \psi^{\nu}} \right), \quad \left( \frac{\partial}{\partial \xi^p} \right) = J_2 \left( \frac{\partial}{\partial \psi^{\nu}} \right). \quad (A.5)
\]
And finally we implement the global center of mass and relative coordinates via \((2.22)\).

In the limit that \(R\) is much greater than all of the \(y\), the matrix \(M_{ij}^{\gamma}\) has the structure
\[
M_{ij} = \begin{pmatrix}
\frac{M_{\delta \delta}}{R} + O \left( \frac{y}{R^2} \right) \\
\frac{D_{\delta \delta}}{R} + O \left( \frac{y}{R^2} \right)
\end{pmatrix}, \quad (A.6)
\]

where
\[
M_{\delta \delta} = (M_1)_{\delta \delta} - \frac{1}{R} \delta_{\delta \delta} (H_{1(\delta)}, \gamma_{m,2}) + O \left( \frac{y}{R^2} \right), \quad M_{\rho \rho} = (M_2)_{\rho \rho} - \frac{1}{R} \delta_{\rho \rho} (\gamma_{m,1}, H_{1(\rho)}) + O \left( \frac{y}{R^2} \right), \quad (A.7)
\]

with
\[
(M_1)_{\delta \delta} = \begin{pmatrix} m_{\delta} - \sum_{\hat{a} \neq \delta} \frac{D_{\delta \hat{a}}}{\tau_{\delta \hat{a}}} \end{pmatrix}, \quad \hat{a} = \delta, \quad (M_2)_{\rho \rho} = \begin{pmatrix} m_{\rho} - \sum_{\hat{\rho} \neq \rho} \frac{D_{\rho \hat{\rho}}}{\tau_{\rho \hat{\rho}}} \end{pmatrix}, \quad \hat{\rho} = \rho, \quad \hat{\rho} \neq \rho.
\]

The latter are the matrices that would appear in the GM/LWY metrics for galaxies one and two in isolation. Thus in the two-galaxy limit, the “mass matrix” takes the form
\[
M_{ij} = \begin{pmatrix}
(M_1)_{\delta \delta} & 0 \\
0 & (M_2)_{\rho \rho}
\end{pmatrix} + \frac{1}{R} \begin{pmatrix}
-\delta_{\delta \delta} (H_{1(\delta)}, \gamma_{m,2}) & D_{\delta \delta} \\
D_{\delta \rho} & -\delta_{\rho \rho} (\gamma_{m,1}, H_{1(\rho)})
\end{pmatrix} + O \left( \frac{y}{R^2} \right), \quad (A.9)
\]
which we will write as
\[
\mathbf{M} = \begin{pmatrix} M_1 & 0 \\ 0 & M_2 \end{pmatrix} - \frac{1}{R} \begin{pmatrix} D_{11} & -D_{12} \\ -D_{21} & D_{22} \end{pmatrix} + O \left( \frac{y}{R^2} \right), \tag{A.10}
\]
where \( D_{11} \) and \( D_{22} \) are diagonal matrices and \( D_{21} = (D_{12})^T \).

Then within each galaxy we make the change of variables (A.4). The relevant quantities to be computed are, at leading order,
\[
\mathbf{J}_1^T \mathbf{M}_1 \mathbf{J}_1 = \begin{pmatrix} C_1 & 0 \\ 0 & m_{gal1} \end{pmatrix}, \quad \mathbf{J}_2^T \mathbf{M}_2 \mathbf{J}_2 = \begin{pmatrix} C_2 & 0 \\ 0 & m_{gal2} \end{pmatrix}, \tag{A.11}
\]
where \( C_1 = j_1^T \mathbf{M}_1 j_1 \), etc. The \( O(1/R) \) terms are
\[
\mathbf{J}_1^T \mathbf{D}_{11} \mathbf{J}_1 = \begin{pmatrix} j_1^T D_{11} j_1 & \langle \beta_a, \gamma_{2,m} \rangle \\ \langle \beta_b, \gamma_{2,m} \rangle & \langle \gamma_{1,m}, \gamma_{2,m} \rangle \end{pmatrix}, \quad \mathbf{J}_2^T \mathbf{D}_{22} \mathbf{J}_2 = \begin{pmatrix} j_2^T D_{22} j_2 & \langle \beta_p, \gamma_{1,m} \rangle \\ \langle \gamma_{1,m}, \gamma_{2,m} \rangle & \langle \gamma_{1,m}, \gamma_{2,m} \rangle \end{pmatrix}, \tag{A.12}
\]
where
\[
\beta_a := (\mathbf{J}_1^T)_{a} \hat{b} H^*_{I(b)} = a_a \sum_{\bar{c}=1}^{a} H^*_{I(\bar{c})} + b_a \sum_{\bar{c}=a+1}^{N_1} H^*_{I(\bar{c})}, \quad a = 1, \ldots, N_1 - 1, \tag{A.13}
\]
and similarly
\[
\beta_p := (\mathbf{J}_2^T)_{p} \hat{q} H^*_{I(\bar{q})} = a_p \sum_{\bar{r}=N_1+1}^{p+1} H^*_{I(\bar{r})} + b_p \sum_{\bar{r}=p+2}^{N} H^*_{I(\bar{r})}, \quad p = N_1, \ldots, N - 2, \tag{A.14}
\]
with the \( a \) and \( b \) coefficients given in (A.3). The key property to note of the \( \beta_{a,p} \) is that they have zero pairing with \( \mathcal{X} \); for example we have \( \langle \beta_a, \mathcal{X} \rangle = -a_a b_a + b_a a_a = 0 \).

Thus far we have described the transformation of the quadratic form \( M_{ij} \) from the basis of differentials \( d\hat{x}^i \) to the basis \( (d\tilde{y}^a, d\tilde{X}_1, d\tilde{y}^p, d\tilde{X}_2)^T \). Next we implement the transformation \((\tilde{X}_1, \tilde{X}_2) \rightarrow (\tilde{X}, \tilde{R}) \) in (2.22). One finds that the quadratic form diagonalizes with respect to the overall center of mass coordinate, with this piece accounting for the first term on the right-hand side of (2.6). Then collecting the remaining differentials into the block structure \((d\tilde{y}, d\tilde{R}) = (d\tilde{y}^a, d\tilde{y}^p, d\tilde{R})^T \), one obtains the first line of (2.23) with
\[
\tilde{\mathbf{C}} := \begin{pmatrix} C_1 & 0 \\ 0 & C_2 \end{pmatrix}, \quad \delta \tilde{\mathbf{C}} := \begin{pmatrix} -j_1^T D_{11} j_1 & j_1^T D_{12} j_2 \\ j_2^T D_{21} j_1 & -j_2^T D_{22} j_2 \end{pmatrix}, \quad \mathbf{L} := \begin{pmatrix} -\langle \beta_a, \gamma_{2,m} \rangle \\ \langle \beta_p, \gamma_{1,m} \rangle \end{pmatrix}, \quad H(R) := 1 - \frac{(\gamma_{1,m}, \gamma_{2,m})}{\mu R}. \tag{A.15}
\]
Note that $\delta C$ and $L$ are coordinate independent.

Now we turn to the connection one-forms on the $N$-torus, $\Theta_i$. We change variables in the fiber coordinates according to (2.21). Denoting $J = \text{diag}(J_1, J_2)$, the quantity we want to investigate therefore is $J^T \tilde{W}J$, where $\tilde{W}$ is the matrix with components $\tilde{W}_{ij}$ given in (2.9). The reason for the $J^T$ on the left is that we want $\Theta_i$ to transform like the legs along the fiber directions, (2.21). The overall factors of $J^T$ will then be of the right form to transform the inverse quadratic form, $(M^{-1})^{ij}$, to the $y-X$ basis. The reason for the $J$ on the right of $\tilde{W}$ is that we will put a $JJ^{-1}$ between $\tilde{W}_{ij}$ and $d\hat{x}^j$, using the $J^{-1}$ to map the $d\hat{x}^j$ to $(d\hat{y}^b, d\hat{X}_1, d\hat{y}^a, d\hat{X}_2)^T$.

However we only need $\tilde{W}_{ij}$ through $O(1/R)$, which takes the form
\begin{equation}
(\tilde{W}_{ij}) = \begin{pmatrix}
(W_{1})_{\hat{a} \hat{b}} & 0 \\
0 & (W_{2})_{\hat{p} \hat{q}}
\end{pmatrix} + \begin{pmatrix}
-\delta_{\hat{a} \hat{b}}(H_{I(\hat{a})}, \gamma_{m2}) & D_{\hat{a} \hat{q}} \\
D_{\hat{b} \hat{p}} & -\delta_{\hat{p} \hat{q}}(\gamma_{m1}, H_{I(\hat{b})})
\end{pmatrix} \tilde{w}(\hat{R}) + O\left(\frac{y}{R^2}\right),
\end{equation}
where $\tilde{W}_{1,2}$ are the corresponding $\tilde{W}$’s for galaxies one and two in isolation. Wrapping the $J^T-J$ around the first term, we observe that
\begin{equation}
J_1^T \tilde{W}_1 J_1 = \begin{pmatrix}
j_1^T \tilde{W}_{1j} j_1 \\
j_1^T \tilde{W}_{2j} j_2
\end{pmatrix},
\end{equation}
and similarly for $1 \mapsto 2$. In the text we denoted the upper-left $(N_{1,2} - 1) \times (N_{1,2} - 1)$ corners of these expressions by $\tilde{W}_{1,2}$ respectively:
\begin{equation}
\tilde{W}_1 := j_1^T \tilde{W}_{1j} j_1, \quad \tilde{W}_2 := j_2^T \tilde{W}_{2j} j_2.
\end{equation}

For the $J$-transformation of the $O(1/R)$ terms we can make use of (A.12). We then make the final transformation, corresponding to (2.22), on the relevant two-by-two block of $J^T \tilde{W}J$ — that is, the block whose rows correspond to $\chi_1, \chi_2$ and whose columns correspond to $\hat{X}_1, \hat{X}_2$. Making use of the definitions (A.15), one eventually finds
\begin{equation}
\Theta_i (M^{-1})^{ij} \Theta_j = \frac{d\chi^2}{(m_{\text{gal1}} + m_{\text{gal2}})} + (\Theta_0, \Theta_\psi) \left( \begin{array}{cc}
\tilde{C} + \frac{1}{\mu} \delta C & \frac{1}{\mu} \tilde{L} \\
\frac{1}{\mu} \tilde{L}^T & \mu H(R)
\end{array} \right)^{-1} \begin{pmatrix}
\Theta_0 \\
\Theta_\psi
\end{pmatrix} + O\left(\frac{y}{R^2}\right),
\end{equation}
with $(\Theta_0, \Theta_\psi)$ defined as in (2.25), (2.26). The first term on the right here is the remaining contribution to the metric on the center of mass factor in (2.6), while the last term completes our derivation of (2.23).

### A.1 Hyperkählerity of the metric

Here we address the hyperkählerity of the asymptotic metric (2.23) in the two-galaxy region of the strongly centered moduli space. We collect the position and phase coordinates using
indices $\tilde{i}, \tilde{j} = 1, \ldots, N - 1$ and writing

$$\vec{y}^\tilde{i} = (\vec{y}^a, \vec{y}^p, \vec{R}) = (\vec{y}, \vec{R}) \ , \quad \psi^\tilde{i} = (\psi_a, \psi_p, \psi) \ ,$$  \hspace{1cm} (A.20)

the metric has the form

$$ds_0^2 = G_{ij} \, dy^i \cdot dy^j + (G^{-1})_{ij} \left( d\psi^i + V_{ik} \cdot dy^k \right) \left( d\psi^j + V_{jk} \cdot dy^l \right) \ ,$$  \hspace{1cm} (A.21)

where the matrices $G, \vec{V}$ are given by

$$G := \left( \vec{C} + \frac{1}{R} \delta \vec{C} \ L \ \mu H(R) \right) \ , \quad \vec{V} := \left( \vec{W} + \delta \vec{C} \otimes \vec{w}(\vec{R}) \ \ L \otimes \vec{w}(\vec{R}) \right)$$

where $\vec{W} = \text{diag}(\vec{W}_1, \vec{W}_2)$. Note that $G, \vec{V}$ are of the form

$$G = \tilde{G} + \frac{1}{R} \, A \ , \quad \vec{V} = \tilde{\vec{V}} + A \otimes \vec{w}(\vec{R}) \ ,$$  \hspace{1cm} (A.22)

where $\tilde{G} = \text{diag}(\vec{C}, \mu)$, $\tilde{\vec{V}} = \text{diag}(\vec{W}, 0)$, and $A$ is a constant matrix.

A metric of the form (A.21) is hyperkähler iff [47] (letting $\alpha, \beta, \gamma = 1, 2, 3$)

$$\frac{\partial}{\partial y^\alpha} V_{\beta j k} - \frac{\partial}{\partial y^\beta} V_{\alpha i k} = \epsilon_{\alpha \beta \gamma} \frac{\partial}{\partial y^{\gamma i}} G_{j k} \quad \& \quad \frac{\partial}{\partial y^{\alpha i}} G_{j k} = \frac{\partial}{\partial y^{\alpha j}} G_{i k} \ .$$  \hspace{1cm} (A.24)

These equations are satisfied on the leading order pieces, $(G, V) \to (\tilde{G}, \tilde{\vec{V}})$ because this just gives a direct product metric on $\mathcal{M}_{1.0} \times \mathcal{M}_{2.0} \times \mathbb{R}_r$ with the corresponding GM/LWY hyperkähler metrics on the first two factors, (the strongly centered moduli spaces for galaxies one and two in isolation), and a flat metric on the third. Since $A$ is constant, the only derivatives that do not annihilate the correction term are those involving derivatives with respect to the components of $\vec{R}$. It follows that the equations are indeed satisfied to order $O(1/R^2)$, and hence the metric (2.23) is hyperkähler to the relevant order.

B Strong Centering and Deck Transformations for GM/LWY

The universal cover of monopole moduli space splits according to $\tilde{\mathcal{M}} = \mathbb{R}^4 \times \mathcal{M}_0$ and is acted on by the discrete group of deck transformations $\mathbb{D} \cong \mathbb{Z}$. Here we show how the deck transformations and the strongly centered space $\mathcal{M}_0$ arise in the asymptotic description of Gibbons–Manton and Lee–Weinberg–Yi. In order to minimize the amount of additional notation we’ll need, we discuss this for the moduli space associated to galaxy 1 in isolation. Equivalently, we consider the trivial split in (2.15) where $S_2$ is empty, so that $N = N_1$ and $\tilde{i}, \tilde{j} \to \tilde{a}, \tilde{b}$ etc.
We will obtain a description of \( \mathbb{D} \) by first understanding a certain subgroup \( \mathbb{D}_g \subset \mathbb{D} \). We recall from \([43, 44]\) the description of this subgroup. The G-map furnishes a hyperkähler torus action on \( \mathcal{M} \), with the triholomorphic Killing fields \( G(h^I) \) generating \( 2\pi \)-periodic isometries. This induces a homomorphism \( \mu : \mathbb{Z}^r = \Lambda_{mw} \to \mathbb{D} \cong \mathbb{Z} \), the image of which is the subgroup \( \mathbb{D}_g \). Using the rational map construction it was proven in \([44]\) that \( \mathbb{D}_g \cong \ell \cdot \mathbb{Z} \), where \( \ell = \gcd_I \{ n^I_m p^I \} \), and furthermore that if \( \phi \) is the generator of deck transformations and \( h \in \Lambda_{mw} \), we have \((2.3)\) with \( \mu(h) = (\gamma_m, h) \).

In order to understand the \( \mathbb{D}_g \) action in the GM/LWY context, we first separate constituent monopoles by their type, \( I = 1, \ldots, r \). Then, within each type, we choose an ordering (in general, non-unique) of the coordinates so that the centers of constituents of a given type \( I \) are consecutive. Thus, we will denote such centers as \( \vec{x}_{\hat{a}^I} \) where \( \hat{a}^I \) runs from 1 to \( n^I_m \).

Proceeding similarly for the phases we then have

\[
\{ \vec{x}_{\hat{a}^I} \}_{\hat{a}=1}^N = \bigcup_{I=1}^r \{ \vec{x}_{\hat{a}^I} \mid \hat{a}^I = 1, \ldots, n^I_m \}, \quad \{ \xi_{\hat{a}} \}_{\hat{a}=1}^N = \bigcup_{I=1}^r \{ \xi_{\hat{a}^I} \mid \hat{a}^I = 1, \ldots, n^I_m \}. \tag{B.1}
\]

Then, within each type, we pass to center of mass and relative coordinates. For the positions we define

\[
\vec{X}^I = \frac{1}{n^I_m} \sum_{\hat{a}^I=1}^{n^I_m} \vec{x}_{\hat{a}^I}, \quad \vec{y}^{a^I} = \vec{x}^{a^I} - \vec{x}^{a^I+1}, \quad a_I = 1, \ldots, n^I_m - 1, \tag{B.2}
\]

and for the phases,

\[
\chi^I = \sum_{\hat{a}^I=1}^{n^I_m} \xi_{\hat{a}^I}, \quad \psi_{a^I} = \sum_{b^I=1}^{a_I} \xi_{b^I} - \frac{a_I}{n^I_m} \chi^I, \quad a_I = 1, \ldots, n^I_m - 1. \tag{B.3}
\]

These transformations are dual. Following the pattern of the previous appendix we define \( J^I \) so that the linear transformation \( \{ \xi_{\hat{a}} \} \mapsto \{ \psi_{a^I}, \chi^I \} \) is given by \( (J^I)^T \). Then the transformation \( \{ \vec{x}_{\hat{a}^I} \} \mapsto \{ \vec{y}^{a^I}, \vec{X}^I \} \) corresponds to \( (J^I)^{-1} \). Furthermore, with regards to the exchange symmetry \((2.14)\), the original \( \{ \vec{x}_{\hat{a}^I} \} \) transform in the reducible \( n^I_m \)-dimensional representation of the symmetric group \( S_{n^I_m} \), \( \vec{X}^I \) in the singlet, and \( \{ \vec{y}^{a^I} \} \) in the irreducible \( (n^I_m - 1)\)-dimensional “standard” representation. For the phases, \( \chi^I \) is also a singlet while the \( \{ \psi_{a^I} \} \) transform in the dual of the standard representation.

The \( \chi^I \) provide an explicit parameterization the torus action of hyperholomorphic isometries, \((2.1)\), in the asymptotic region of moduli space. To see this we note that a global gauge transformation generated by an element in the Cartan proportional to the magnetic weight \( h^I \) will simultaneously rotate the phases of all monopoles of type \( I \) by the same amount, while leaving the phases of all other monopoles invariant. This indeed translates \( \chi^I \) while leaving the \( \psi_{a^I} \) fixed. In order to determine the precise relationship between \( G(h^I) \) and \( \partial \chi^I \) we must
discuss periodicities. Since \( \xi_{\hat{a}I} \sim \xi_{aI} + 2\pi p^I \), it follows from (B.3) that
\[
\chi^I \sim \chi^I + 2\pi p^I n^I_m \quad \text{and} \quad \psi_{aI} \sim \psi_{aI} + 2\pi p^I.
\] (B.4)
To see the latter, shift \( \xi_{aI} \) forward and \( \xi_{aI+1} \) backward by \( 2\pi p^I \); for the former, shift all \( \xi_{\hat{a}I} \) forward by \( 2\pi p^I \). In particular, since \( G(h^I) \) generates \( 2\pi \)-periodic isometries, we must have the asymptotic identification
\[
G(h^I) \rightarrow p^I n^I_m \partial \chi^I = p^I \sum_{k=1}^{n^I_m} \partial \xi_{I_k}.
\] (B.5)
The last step follows from the fact that the linear transformation \( \{ \partial \psi_{aI}, \partial \chi^I \} \rightarrow \{ \partial \xi_{aI} \} \) is given by \((\mathbf{J}^I)^{-1}\), the same transformation that sends \( \{ \tilde{x}^{\hat{a}I} \} \) to \( \{ \tilde{y}^{aI}, \tilde{X}^I \} \).

In order to make contact with the split, \( \tilde{M} = \mathbb{R}^4 \times \mathcal{M}_0 \), of the universal cover, we must transform from the \( \tilde{X}^I \) and \( \chi^I \) to overall center of mass coordinates and relative coordinates. For the center of mass coordinates we take
\[
\tilde{X}^I = \frac{1}{(\gamma_m, \mathcal{X})} \sum_{I=1}^{r} n^I_m (H_I, \mathcal{X}) \chi^I = \frac{1}{(\gamma_m, \mathcal{X})} \sum_{\hat{a}=1}^{N} m_{\hat{a}} \tilde{x}^{\hat{a}},
\]
\[
\chi = \sum_{I=1}^{r} \chi^I = \sum_{\hat{a}=1}^{N} \xi_{\hat{a}},
\] (B.6)
which agrees with previous definitions.

There is some freedom in how we define the relative coordinates, which we will denote by \( \tilde{Y}^I \) and \( \psi_I \), \( I = 1, \ldots, r - 1 \). It is convenient to define the phases so that \( \partial \psi_I = G(h^I_0) \), where \( \{ h^I_0 \mid I = 1, \ldots, r - 1 \} \) is an integral basis for \( \ker \mu \subset \Lambda_{\text{mw}} \). On the one hand, \( h_0 \in \ker \mu \) means \( (\gamma_m, h_0) = 0 \), and therefore, by (2.4), \( G(h_0) \) will be metric orthogonal to \( G(\mathcal{X}) \) and hence a triholomorphic Killing field on the strongly centered space \( \mathcal{M}_0 \). On the other hand, \( h_0 \in \ker \mu \subset \Lambda_{\text{mw}} \) means that \( G(h_0) \) generates a periodic isometry of \( \mathcal{M}_0 \), and if \( \{ h^I_0 \} \) is an integral basis for \( \ker \mu \) then the \( G(h^I_0) \) will generate \( 2\pi \)-periodic isometries.

In Appendix C.3 of [44] we constructed an explicit \( V \in \text{SL}(r, \mathbb{Z}) \) that maps the fundamental magnetic weights to a basis for \( \ker \mu \) together with an element \( h_g \in \Lambda_{\text{mw}} \) such that \( \mu(h_g) = \ell \). Let us denote \( h_g \equiv h^I_0 \). Then, following the conventions of [44],
\[
h^I_I = \sum_J (V^T)^I_J h^J,
\] (B.7)
where \( V^T \) is the transpose of \( V \). We introduce \( 2\pi \)-periodic phases \( \tilde{\psi}_I \) such that \( \partial \tilde{\psi}_I = G(h^I_0) \). In particular the generator of \( \mathbb{D}_I \) acts by sending \( \tilde{\psi}_I \mapsto \tilde{\psi}_I + 2\pi \) with the other \( \tilde{\psi}_I \) fixed. (The \( \psi_I \) that we are after will be related to these by another transformation as described below.) In terms of the \( \tilde{\psi}_I \) we then have
\[
\partial \tilde{\psi}_I = \sum_{J=1}^{r} (V^T)^I_J \ell^I \partial \chi^J \quad \Rightarrow \quad \chi^I = \ell^I \sum_{J=1}^{r} V^I_J \tilde{\psi}_J,
\] (B.8)
where $\ell^I \equiv n^I_{m^I}$.

The transformation is given by $V = V_1 \cdots V_{(r-1)}$, where $V_I$ has the form of the identity matrix except for a $2 \times 2$ block along the diagonal, spanning the $I^{th}$ and $(I+1)^{th}$ row and column, where it takes the form

$$
\begin{pmatrix}
\ell^I \ell^I + 1 \\
\lambda_{I-I(I+1)} x_{I-I(I+1)} \\
\lambda_{I-I(I+1)} y_{I-I(I+1)} \\
\end{pmatrix},
$$

with $\lambda_{I-I} := \text{gcd}(\ell^I, \ldots, \ell^I)$, (B.9)

and where $x_{I-I(I+1)}, y_{I-I(I+1)}$ is any pair of integers satisfying Bézout’s identity:

$$
x_{I-I(I+1)} \lambda_{I-I(I+1)} + y_{I-I(I+1)} \ell^I + 1 = \lambda_{I-I(I+1)}. (B.10)
$$

Note that $\lambda_{I-I(r)} = \ell$. Also, if one solution to this equation is denoted $\{x_{I-I(I+1)}, y_{I-I(I+1)}\}$, then all solutions are of the form $\{x_{I-I(I+1)} + n\ell^I/\lambda_{I-I(I+1)}, y_{I-I(I+1)} - n\lambda_{I-I(I+1)}/\lambda_{I-I(I+1)}\}$ for $n \in \mathbb{Z}$. We will make some use of this shift freedom below.

Using these expressions we can determine how the generator of $D_g$ acts on the original $\chi^I$. Let us denote this isometry by $\phi_g$. Setting $\tilde{\Psi}_I \rightarrow \phi_g \tilde{\Psi}_I$ for $I < r$ and $\tilde{\Psi}_r \rightarrow \phi_g \tilde{\Psi}_r + 2\pi$, we find

$$
\begin{align*}
\chi^1 & \rightarrow \chi^1 + 2\pi \ell^1 x_{1-1(I-1)} \cdots x_{123} x_{1,2}, \\
\chi^2 & \rightarrow \chi^2 + 2\pi \ell^2 x_{1-1(I-1)} \cdots x_{123} y_{1,2}, \\
\chi^I & \rightarrow \chi^I + 2\pi \ell^I x_{1-1(I-1)} \cdots x_{1(I-I+1)} y_{1-1(I-1),I}, \quad 1 < I < r, \\
\chi^r & \rightarrow \chi^r + 2\pi \ell^r y_{1-1(I-1),r}. (B.11)
\end{align*}
$$

One can check directly from these that $\chi^1 \phi_g \chi + 2\pi \ell$. We will see this emerge from a different computation shortly. We can also invert $V$ to obtain the $\tilde{\Psi}_I$ in terms of the $\chi^I$. The result is

$$
\tilde{\Psi}_I = \frac{y_{1-1(I-I+1)}(\chi^1 + \cdots + \chi^I) - x_{1-1(I-I+1)} \ell^I \chi_{I+1}}{\ell^I}, \quad I = 1, \ldots, r-1,
$$

$$
\tilde{\Psi}_r = \frac{1}{\ell}(\chi^1 + \cdots + \chi^r). (B.12)
$$

Now let’s transform from the $\{\tilde{\Psi}_I\}_{I=1}^{r-1}$ to $\{\Psi_I\}_{I=1}^{r-1}$ and $\chi$. We set $\partial_{\tilde{\Psi}_I} = G(h^I_0) = \partial_{\Psi_I}$ for $I = 1, \ldots, r-1$, so we just need to express $\partial_{\Psi_r}$ in terms of $\partial_\chi$ and $\partial_{\Psi_I}$. This was also worked out in Appendix C.3 of [44]. The result is

$$
\partial_{\Psi_r} = \ell \partial_\chi + \ell \sum_{I=1}^{r-1} c_I \partial_{\Psi_I},
$$

with

$$
c_I = \frac{x_{1-1(I-I+1)} n_{m}^{I+1}(H_{I+1}, \chi)}{(\gamma_m, \chi)} - \frac{y_{1-1(I-I+1)} \ell^I}{\lambda_{I-I}} \sum_{J=1}^{I} \frac{n_{m}^{J}(H_{J}, \chi)}{(\gamma_m, \chi)}. (B.13)
$$
These formulae imply the relations

\[ \psi_I = \tilde{\psi}_I + \ell c_I \tilde{\psi}_r, \quad I = 1, \ldots, r - 1, \quad \chi = \ell \tilde{\psi}_r. \]  

(B.14)

This shows explicitly how \( \phi_g \) acts on \( \mathbb{R} \times \mathcal{M}_0 \), where the first factor is parameterized by \( \chi \). Recall that this isometry shifts \( \tilde{\psi}_r \) by \( 2\pi \) while holding \( \tilde{\psi}_I \) fixed. Hence

\[ \psi_I \mapsto \phi \psi_I + 2\pi \ell c_I, \quad \chi \mapsto \chi + 2\pi \ell. \]  

(B.15)

Note that the translation along the hyperkähler torus of \( \mathcal{M}_0 \) does not close for generic Higgs vevs. (B.14) combined with (B.12) gives the transformation of the phases from the \( \{\chi^I\}_{I=1}^{r-1} \) and \( \chi \). As a check, the expression for \( \chi \) reproduces (B.6).

The transformation of position coordinates from \( \{\tilde{X}^I\}_{I=1}^r \) to \( \{\tilde{Y}^I\}_{I=1}^{r-1} \) and \( \tilde{X} \) should be chosen to be dual – i.e. the position coordinates should transform as the vector fields of the phase coordinates. We find

\[ \tilde{Y}^I = \frac{\ell^{I+1}}{\lambda_{1\cdots(I+1)}} \left( \lambda_{1\cdots I}(\tilde{X}^I - \tilde{X}^{I+1}) + \sum_{J=1}^{I-1} x_{1\cdots J,J+1} \cdots x_{1\cdots (I-1),I} \lambda_{1\cdots J}(\tilde{X}^J - \tilde{X}^{J+1}) \right), \]  

(B.16)

while \( \tilde{X} \) is given as in (B.6). Note in the special case that all \( \ell I = 1 \), we can set all of the \( x \)'s to zero, the \( y \)'s to one, and the \( \lambda \)'s to one. Then these transformations reduce to the form we had in the previous appendix: \( \tilde{Y}^I = \tilde{X}^I - \tilde{X}^{I+1} \).

Let us summarize what we have learned so far. The asymptotic region of \( \mathcal{M}_0 \) can be parameterized by position coordinates \( \{\tilde{y}^a; \tilde{Y}^I\} \) and phase coordinates \( \{\psi_a; \psi_I\} \), up to identification by the action of the exchange symmetry \( S \). The \( I \)th factor of \( S \) is a permutation group acting on the \( \tilde{y}^a \) through the standard irreducible representation and on the \( \psi_a \) through the dual representation. The \( \tilde{Y}^I \) and \( \psi_I \) are \( S \)-invariant.

The advantages of this coordinate chart on \( \mathcal{M}_0 \) are that it is easy to (1) describe the action of \( S \) and (2) identify those circle isometries associated with the G-map – namely translations of the \( \psi_I \). These are the isometries of the asymptotic metric that will extend to isometries of the exact strongly centered moduli space. However these details are not crucial in the main text and we chose to work instead with the coordinates \( \{\tilde{y}^a, \psi_a\} \) on \( \mathcal{M}_0 \) that are easier to describe because they do not keep track of the decomposition by type. It is straightforward to determine the linear change of coordinates between the two systems, but we will not need it here.

Finally, the action of \( D_g \subset D \) on \( \mathbb{R} \times \mathcal{M}_0 \) is given in (B.15), and is expressed in terms of the \( \chi^I \) in (B.11). The generator \( \phi \) of \( D \) is a hyperkähler isometry of the universal cover that
must satisfy $\phi^\ell = \phi_g$. Hence it should act on the $\chi^I$ via

$$
\begin{align*}
\chi^1 & \xrightarrow{\phi} \chi^1 + \frac{2\pi\ell_1}{\ell} x_1 \cdots x_{r-1},r \cdots x_{12,3} \cdot \\
\chi^I & \xrightarrow{\phi} \chi^I + \frac{2\pi\ell_I}{\ell} x_1 \cdots x_{r-1},r \cdots x_I,1,I+1 \cdots (r-1),r, \quad 1 < I < r, \cdots \\
\chi^r & \xrightarrow{\phi} \chi^r + \frac{2\pi\ell_r}{\ell} y_1 \cdots (r-1),r.
\end{align*}
$$

(B.17)

Equivalently it acts on the $\psi^I$ and $\chi$ via

$$
\psi_I \xrightarrow{\phi} \psi_I + 2\pi c_I, \quad \chi \xrightarrow{\phi} \chi + 2\pi.
$$

(B.18)

Now it is straightforward to see how the identification by $\phi$ is implemented in the GM/LWY asymptotic description of $\mathcal{M}$. Recall that $\chi^I$ is a sum of the $n_m^I$ phases $\xi_{\hat{a}_I} \sim \xi_{\hat{a}_I} + 2\pi p^I$. For each $I$ we pick one phase, say $\xi_{\hat{a}_I=1}$, and shift it by an appropriate amount to account for (B.17). Thus in the GM/LWY description, the periodicity of the constituent phases is ultimately responsible for enacting the quotient by $D$.

A few comments are in order.

• First note that, while $\ell$ divides $\ell^I$ by definition, $\ell^I/\ell$ need not be an integer multiple of $p^I$. Here we can use the shift freedom for the pairs $\{x, y\}$ to ensure that $r - 1$ of the translations in (B.17) are integer multiples of $2\pi p^I$. But then for the final translation we can always assume that the corresponding $p = 1$. The reason is that we have assumed all $n_m^I$ are strictly greater than zero, so it is impossible to have only short roots. In other words, what matters for the construction of the moduli space is not the Lie algebra per se, but the effective Lie algebra – that is, the Lie algebra determined from the Dynkin sub-diagram corresponding to those nodes that have monopoles. Thus, for example, if we were to consider a case where all monopoles are along the short root in a $G_2$ gauge theory, the effective Lie algebra would be $\mathfrak{su}(2)$ and all of the $p$'s would equal 1, not 3.

• Second, a shift of $\xi_{\hat{a}_I=1} \xrightarrow{\phi} \xi_{\hat{a}_I=1} + 2\pi n p^I$ not only generates a shift of $\chi^I$. Additionally it implements a shift of the relative phases (B.4): $\psi_{a_I} \xrightarrow{\phi} \psi_{a_I} + 2\pi n p^I (1-a_I/n_m^I)$. Hence the $\psi_{a_I}$, in addition to the $\psi_I$, are translated by the $\phi$ action on $\mathcal{M}_0$. Unlike the $\psi_I$ shift, $\ell$ times the $\psi_{a_I}$ shift will lead to an integer multiple of its period. Hence, while $\phi$ can act nontrivially on all of the phase coordinates of $\mathcal{M}_0$, $\phi_g$ only acts on the $\psi_I$. Since the $\partial_{\psi_{a_I}}$ do not extend to triholomorphic Killing vectors on the exact $\mathcal{M}_0$, the $\phi$ action on the exact $\mathcal{M}_0$ is not generated by a triholomorphic Killing field. Nevertheless it is a hyperkähler isometry of $\mathcal{M}_0$. In contrast, the $\phi_g$ action is generated by a triholomorphic Killing field.

• Finally, we did not have to identify the $\phi$ action with a translation of $\xi_{\hat{a}_I=1}$. We could have chosen any of the $\xi_{\hat{a}_I}$, and indeed the exchange symmetry $S$ makes all of these
choices equivalent. We can see this explicitly by noting that two different choices, a shift of $\xi_{\hat{a}_I}$ by $2\pi p^I$ versus a shift of $\xi_{\hat{b}_I}$ by $2\pi p^I$, are related by a shift of some of the $\psi_{a_I}$ by full periods. This is a trivial isometry on $M_0$.

**B.1 Example: su(2) monopoles**

In this case there is only one type of monopole. Thus $\chi = \chi^1$ and there are no $\psi_I$. A charge $n = n_m^I$ monopole has $\ell^I = \ell = n$. The $D_g$ action implies that $\chi$ is in fact periodic in this case: $\chi \sim \chi + 2\pi n$. Hence the quotient by $D$ simplifies to

$$M = \mathbb{R}^3 \times \frac{S^1 \times M_0}{\mathbb{Z}_n},$$

(B.19)

where the $S^1$ circle is parameterized by $\chi$.

The asymptotic region of the strongly centered moduli space is parameterized by coordinates $\{\vec{y}^a, \psi^a\}_{a=1}^{n-1}$ with $\psi_a \sim \psi_a + 2\pi$. We identify by the $S_n$ action, with respect to which the $\vec{g}^a$ transform in the $(n-1)$-dimensional standard representation and the $\psi_a$ transform in the dual.

The generator $\phi$ of $D$ can be taken to be $\xi_{\hat{a}} \mapsto \xi_{\hat{a}} + 2\pi \delta_{\hat{a}1}$. This implies

$$\psi_a \mapsto \psi_a + 2\pi \left(1 - \frac{a}{n}\right), \quad \chi \mapsto \chi + 2\pi.$$  \hspace{1cm} (B.20)

Any other choice of generator, $\xi_{\hat{a}} \mapsto \xi_{\hat{a}} + 2\pi \delta_{\hat{a}b}$, is related by a trivial isometry of $M_0$.

Consider the case $n = 2$, for example. Then the asymptotic model for $M_0$ is an $S_2$ quotient of Taub-NUT with negative mass parameter and parameterized by $\{\vec{g}, \psi \sim \psi + 2\pi\}$. The $S_2$ quotient identifies points under the reflection $\{\vec{g}, \psi\} \mapsto \{-\vec{g}, -\psi\}$. The $S^1$ in (B.20) is parameterized by $\chi \sim \chi + 4\pi$. The $\mathbb{Z}_2$ quotient identifies points on $S^1 \times M_0$ under $(\chi, \psi) \sim (\chi + 2\pi, \psi + \pi)$.

**C The Dirac Operator in the Two-galaxy Region**

Now we will construct the asymptotic Dirac operator based on the metric (2.23) to order $O(1/R)$. We will employ the coordinates $(y^{\alpha i}, \psi_I)$ as in (A.20), and we will sometimes combine these together into $y^{\mu i}$, introducing $\mu, \nu = 1, \ldots, 4$ with $y^{4 i} \equiv \psi_I$. We refer to the components of the hatted metric on $M_0$ with respect to these coordinates as $\hat{G}_{\mu i, \nu j}$ so that

$$ds_0^2 = \hat{G}_{\mu i, \nu j} dy^{\mu i} dy^{\nu j}.$$  \hspace{1cm} (C.1)

We will use underlined indices to refer to the corresponding tangent space directions.
C.1 Vielbein

The nonzero components of the vielbein, $e^{\mu i}_{\alpha i}$, are taken to be

$$
e^{\alpha i}_{\alpha i} = \delta^\alpha_{\alpha} e^i_i, \quad e^{4 i}_{\alpha i} = (e_\alpha)_i^i, \quad e^{4 i}_{4 i} = (e_4)_i^i,$$

where the matrices are given by

$$
\hat{e} = \begin{pmatrix} \hat{C}^{1/2} + \frac{1}{2R} \hat{C}^{-1/2} \delta \tilde{C} & \frac{1}{R} \hat{C}^{-1/2} \tilde{L} \\ 0 & \mu^{1/2} \left( 1 - \frac{1}{2\mu R} \left( \gamma_{m1}, \gamma_{m2} \right) \right) \end{pmatrix},
$$

$$
\hat{e}_\alpha = \begin{pmatrix} \hat{C}^{-1/2} - \frac{1}{2R} \hat{C}^{-1/2} \delta \tilde{C} \tilde{C}^{-1} \mu^{-1/2} w_\alpha L^T \tilde{C}^{-1/2} & \frac{1}{\mu R} \hat{C}^{-1/2} \tilde{L} - \frac{1}{\mu R} \hat{C}^{-1/2} \tilde{L} \mu^{-1/2} (\gamma_{m1}, \gamma_{m2}) w_\alpha \\ 0 & \mu^{-1/2} \left( 1 + \frac{1}{2\mu R} (\gamma_{m1}, \gamma_{m2}) \right) \end{pmatrix},
$$

$$
\hat{e}_4 = \begin{pmatrix} \hat{C}^{-1/2} - \frac{1}{2R} \hat{C}^{-1/2} \delta \tilde{C} \tilde{C}^{-1} & \frac{1}{\mu R} \hat{C}^{-1/2} \tilde{L} - \frac{1}{\mu R} \hat{C}^{-1/2} \tilde{L} \\ 0 & \mu^{-1/2} \left( 1 - \frac{1}{2\mu R} (\gamma_{m1}, \gamma_{m2}) \right) \end{pmatrix}.
$$

Similarly, the components of the inverse vielbein, $\hat{E}^{\mu i}_{\mu i}$, are given by

$$
\hat{E}^{\alpha i}_{\alpha i} = \delta^\alpha_{\alpha} \hat{E}^i_i, \quad \hat{E}^{4 i}_{\alpha i} = \delta^\alpha_{\alpha} (\hat{E}_\alpha)_i^i, \quad \hat{E}^{4 i}_{4 i} = (\hat{E}_4)_i^i,
$$

with

$$
\hat{E} = \begin{pmatrix} \hat{C}^{-1/2} - \frac{1}{2R} \hat{C}^{-1/2} \delta \tilde{C} \tilde{C}^{-1/2} & -\frac{1}{\mu R^2} \hat{C}^{-1} \tilde{L} \\ 0 & \mu^{-1/2} \left( 1 + \frac{1}{2\mu R} (\gamma_{m1}, \gamma_{m2}) \right) \end{pmatrix},
$$

$$
\hat{E}_\alpha = \begin{pmatrix} -\mathcal{W}_\alpha \left( \hat{C}^{-1/2} - \frac{1}{2R} \hat{C}^{-1/2} \delta \tilde{C} \tilde{C}^{-1/2} \right) - w_\alpha \delta \tilde{C} \tilde{C}^{-1/2} \mu^{-1/2} \mathcal{W}_\alpha \hat{C}^{-1} \tilde{L} - \frac{1}{\mu R} \hat{C}^{-1/2} \tilde{L} \mu^{-1/2} (\gamma_{m1}, \gamma_{m2}) w_\alpha \\ -w_\alpha L^T \hat{C}^{-1/2} \right) \mu^{-1/2} (\gamma_{m1}, \gamma_{m2}) w_\alpha \end{pmatrix},
$$

$$
\hat{E}_4 = \begin{pmatrix} \hat{C}^{1/2} + \frac{1}{2R} \delta \tilde{C} \tilde{C}^{-1/2} & \frac{1}{\mu R} \hat{C}^{-1} \tilde{L} \\ 0 & \mu^{-1/2} \left( 1 - \frac{1}{2\mu R} (\gamma_{m1}, \gamma_{m2}) \right) \end{pmatrix}.
$$

These satisfy the necessary relations to the order we are working:

$$
\hat{E}^{\mu i}_{\mu i} e^{\mu i}_{\nu j} = \delta^\mu_\nu \delta^i_j + O(1/R^2), \quad \delta^\mu_\nu \delta^i_j e^{\mu i}_{\nu j} = \hat{C}^{i j} + O(1/R^2).
$$

C.2 Spin connection

Using the vielbein above, one can compute the spin connection. The discussion is organized according to how many of the $i, j, k$ indices take the last value, $N - 1$, corresponding to $\tilde{y}^{N-1} = \tilde{R}$. By a slight abuse of notation we will refer to this index value as “$\tilde{i} = R$” rather than $\tilde{i} = N - 1$. The remaining indices running over the $N - 2$ relative positions $\tilde{y} = (\tilde{y}^a, \tilde{y}^p) T$ are $i, j, k = 1, \ldots, N - 2$. We give the expressions below with all indices referred to the frame on the tangent space.
When there are no $R$ indices, there is a leading $O(1)$ piece and $O(1/R)$ corrections to it:

\[
\omega_{\mu \nu \rho \kappa} = \delta \omega_{\mu \nu \rho \kappa} + \cdots ,
\]

where $\delta \omega = O(1/R)$. Explicitly, the nonzero leading-order spin connection is found to be

\[
\begin{align*}
\bar{\omega}_{\alpha \beta j, \gamma k} &= \frac{1}{2} \left( \bar{C}^{-1/2} \right)^i_k \left( \bar{C}^{-1/2} \right)^j_i \left( \bar{C}^{-1/2} \right)^k_j \left( \delta \omega \right)_{\alpha \beta j, \gamma k} - \frac{1}{2} \delta_{\alpha \gamma} \left( \bar{C}^{-1/2} \right)^i_k \left( \delta \omega \right)_{\beta \gamma k, \alpha i} - \frac{1}{2} \delta_{\beta \gamma} \left( \bar{C}^{-1/2} \right)^i_k \left( \delta \omega \right)_{\alpha \gamma k, \beta i} - \frac{1}{2} \delta_{\gamma \gamma} \left( \bar{C}^{-1/2} \right)^i_k \left( \delta \omega \right)_{\alpha \beta j, \gamma k} - \frac{1}{2} \delta_{\alpha \alpha} \left( \bar{C}^{-1/2} \right)^i_k \left( \delta \omega \right)_{\beta \gamma k, \alpha i} - \frac{1}{2} \delta_{\beta \beta} \left( \bar{C}^{-1/2} \right)^i_k \left( \delta \omega \right)_{\alpha \gamma k, \beta i} - \frac{1}{2} \delta_{\gamma \gamma} \left( \bar{C}^{-1/2} \right)^i_k \left( \delta \omega \right)_{\alpha \beta j, \gamma k} ,
\end{align*}
\]

This is the spin connection on $\mathcal{M}_{1,0} \times \mathcal{M}_{2,0} \times \mathbb{R}^4_{\text{rel}}$, with the $\mathcal{M}_0$ factors equipped with their respective GM/LWY metrics. The $O(1/R)$ corrections to the above components are captured by the simple replacement rule

\[
\bar{C} \rightarrow C = \bar{C} + \frac{1}{R} \delta \bar{C} ,
\]

leaving $\mathcal{W}_\alpha$ unchanged, (and expanding the result to first order in $1/R$). The reason this captures all $O(1/R)$ corrections to these components of the spin connection is that the contributions from the $w_\alpha$ terms in the vielbein cancel.

Note that the components involving the $\mathcal{W}_{\alpha ij}$ can be simplified using relations (A.24):

\[
\bar{\omega}_{\alpha \beta j, \gamma k} = \bar{\omega}_{\alpha \beta j, \gamma k} = -\frac{1}{2} \left( \bar{C}^{-1/2} \right)^i_k \left( \bar{C}^{-1/2} \right)^j_i \left( \bar{C}^{-1/2} \right)^k_j \left( \delta \omega \right)_{\alpha \beta j, \gamma k} .
\]

Furthermore, this relation can be extended to the $O(1/R)$ corrections to these components using the replacement (C.9). The reason is that (C.9) is simply a shift of $\bar{C}$ by a constant as far as the $y^{\alpha i}$ are concerned, and $\bar{C}$ is always differentiated in the relations (A.24).

Next we consider the components of the spin connection with one $R$ index that have a non-vanishing $O(1/R)$ piece. With some effort they can all be related to the (C.8) in a rather
simple way:

\[
\begin{align*}
\omega_{\alpha i \beta j, \gamma R} &= -\frac{1}{\sqrt{\mu R}}(\bar{C}^{-1/2}L)^{k}_j \tilde{\omega}_{\alpha i \beta j, \gamma k} + O(1/R^2), \\
\omega_{\alpha i \beta R, \gamma k} &= -\frac{1}{\sqrt{\mu R}}(\bar{C}^{-1/2}L)^{k}_j \tilde{\omega}_{\alpha i \beta j, \gamma k} - \frac{1}{\sqrt{\mu R}}(\bar{C}^{-1/2}L)^{k}_{\gamma} \delta_{\alpha \beta} \delta_{\gamma k} (\bar{C}^{-1/2}L)^{l}_i + O(1/R^2), \\
\omega_{\alpha i \beta j, \gamma R} &= -\frac{1}{\sqrt{\mu R}}(\bar{C}^{-1/2}L)^{k}_j \tilde{\omega}_{\alpha i \beta j, \gamma k} + O(1/R^2), \\
\omega_{\alpha i \beta R, \gamma k} &= -\frac{1}{\sqrt{\mu R}}(\bar{C}^{-1/2}L)^{k}_j \tilde{\omega}_{\alpha i \beta j, \gamma k} + O(1/R^2), \\
\omega_{\alpha i \beta 4k} &= -\frac{1}{\sqrt{\mu R}}(\bar{C}^{-1/2}L)^{k}_j \tilde{\omega}_{\alpha i \beta j, 4k} + O(1/R^2), \\
\omega_{\alpha i 4j, \gamma R} &= -\frac{1}{\sqrt{\mu R}}(\bar{C}^{-1/2}L)^{k}_j \tilde{\omega}_{\alpha i 4j, \gamma k} + O(1/R^2). 
\end{align*}
\]

(C.11)

Finally, one can show that components of the spin connection with two or three \( R \) indices start at \( O(1/R^2) \), and thus we can neglect them to the order we are working.

Now introduce gamma matrices \( \Gamma^{\mu \nu} \) satisfying the Clifford algebra

\[
[\Gamma^\mu, \Gamma^\nu]_+ = 2\delta^{\mu \nu} \delta^{ij},
\]

and define \( \Gamma^{\mu \nu ij} := \frac{1}{2}[\Gamma^\mu, \Gamma^\nu]_+ \) as usual. When we contract the spin connection components with the gamma matrices to construct the Dirac operator, we can absorb almost all effects of \( \omega \) with one \( R \) index by introducing shifted gamma matrices:

\[
\Gamma^{\mu \nu \alpha i j \beta j 4k} \Gamma^{\mu \nu} = \Gamma^{\mu \nu \alpha i j \beta j 4k} \hat{\Gamma}^{\mu \nu ij} - 2\gamma^{\mu \nu} \Gamma^{\alpha \beta R} \frac{1}{\sqrt{\mu R}} \delta_{\alpha \beta} (\bar{C}^{-1/2}L)^{k}_{i} \delta_{\gamma k} (\bar{C}^{-1/2}L)^{l}_i + O(1/R^2),
\]

with

\[
\hat{\Gamma}^{\alpha i} := \Gamma^{\alpha i} - \frac{1}{\sqrt{\mu R}} (\bar{C}^{-1/2}L)^{j}_i \Gamma^{\alpha R}, \quad \hat{\Gamma}^{4 i} := \Gamma^{4 i}.
\]

(C.13)

We also account for the \( O(1/R) \) corrections to the \( \omega_{\mu \nu ij, \beta j 4k} \) by working with the corrected \( C \) as we discussed around (C.9). So above we account for both types of \( O(1/R) \) corrections to the spin connection by working with \( \omega_{\alpha i \beta j, \gamma k} \) which is expressed in terms of \( C \) rather than \( \bar{C} \), and working with the \( \hat{\Gamma}^{\alpha i} \).

These hatted gamma matrices can be realized by a frame rotation on the spin bundle. To do so we first complete the definition of the \( \hat{\Gamma}^{\mu i} \) by setting

\[
\hat{\Gamma}^{\alpha R} := \Gamma^{\alpha R} + \frac{1}{\sqrt{\mu R}} (\bar{C}^{-1/2}L)^{j}_i \Gamma^{\alpha i}, \quad \hat{\Gamma}^{4 R} := \Gamma^{4 R}.
\]

(C.15)
Then \( \hat{\Gamma}^{\mu} = R^{\mu}_{\nu} \Gamma^{\nu} \), where the rotation is given by

\[
R = \prod_{\alpha,i} R_{\theta i}^{(\alpha)},
\]

where \( R_{\theta i}^{(\alpha)} \) is a local rotation in the \( e_{\alpha}^i \) - \( e_{\alpha}^R \) plane by angle

\[
\theta_i := \frac{1}{\sqrt{\mu R}} (C^{-1/2} L)^i,
\]

and we work to linear order in the \( \theta_i \). This rotation on the frame index can in turn be implemented through an adjoint action on the spinor indices,

\[
\hat{\Gamma}^{\mu} = R^{\mu}_{\nu} \Gamma^{\nu} = \Lambda \Gamma^{\mu} \Lambda^{-1}.
\]

with

\[
\Lambda = \prod_{\alpha,i} \exp \left( \frac{1}{2} \theta_i \Gamma^\alpha \Gamma R \right) = 1 + \frac{1}{2} \theta_i \Gamma^\alpha \Gamma R + O(\theta^2).
\]

### C.3 Dirac operator

To construct the Dirac operator, \( D_{\hat{Y}_0} \), on \( M_0 \) we will also need \( G(Y_0) \). We first have

\[
G(Y_0) = \sum_{l=1}^{\text{rank}g} \langle \alpha_I, Y_0 \rangle G(h^I) = \sum_l \langle \alpha_I, Y_0 \rangle p^I \sum_{k_j=1}^{n_l} \frac{\partial}{\partial e_{k_i}} + \text{exp. small}
\]

\[
= \sum_l (H_I, Y_0) \sum_{k_j=1}^{n_l} \frac{\partial}{\partial e_{k_i}} + \text{exp. small}
\]

\[
= \sum_{a=1}^{N_1} (H_{I(a)}, Y_0) \frac{\partial}{\partial \psi^a} + \sum_{p=N_1+1}^{N} (H_{I(p)}, Y_0) \frac{\partial}{\partial \psi^p} + \text{exp. small},
\]

where we used that the exact triholomorphic Killing vectors \( G(h^I) \) approach the linear combinations of those in the GM/LWY metric identified in (2.33) exponentially fast (in the same sense that exact metric approaches the GM/LWY metric exponentially fast). Then using (A.5), (A.13), (A.14), followed by (2.22), we find

\[
G(Y_0) = \sum_a \langle \beta_a, Y_0 \rangle \frac{\partial}{\partial \psi^a} + \sum_p \langle \beta_p, Y_0 \rangle \frac{\partial}{\partial \psi^p} + (\gamma_{m,1}, Y_0) \frac{\partial}{\partial \chi_1} + (\gamma_{m,2}, Y_0) \frac{\partial}{\partial \chi_2} + \text{exp. small}
\]

\[
= \sum_i \langle \beta_i, Y_0 \rangle \frac{\partial}{\partial \psi^i} + (\gamma_{m,1}, Y_0) \frac{\partial}{\partial \phi} + \text{exp. small},
\]

where in the last step we also used that \( (\gamma_{m,1}, Y_0) = 0 \), or equivalently \( (\gamma_{m,1}, Y_0) = -(\gamma_{m,2}, Y_0) \).
Now we can compute
\[
\mathcal{D}^\gamma_0 = \Gamma^\rho_k \hat{E}^k_{\rho \delta} \partial_{\rho \delta} + \frac{1}{4} \Gamma^\rho_k \alpha_{\mu i \nu j} \partial_{\mu i \nu j} \Gamma_\nu j_\rho k - i \Gamma^\rho_k \hat{E}^k_{\rho \delta} \mathcal{G}(\gamma_0)^{\rho \delta},
\]
(C.22)
to \(O(1/R^2)\) using (C.3), (C.5), (C.13), and (C.21). Given the simplifications in the spin connection afforded by (C.13), the goal will be to express everything in terms of the rotated \(\hat{\Gamma}\)'s and then use (C.18). The final result will be an expression for \(\mathcal{D}^\gamma_0\), through to \(O(1/R^2)\), in terms of the \(\Lambda\)-conjugation of another Dirac-type operator. The advantage of this approach is that the \(\Lambda\)-conjugation, which implements the frame rotation on the spin bundle, is sufficient to block-diagonalize the Dirac operator with respect to the \(\Gamma^\mu_i - \Gamma^\mu_R\) decomposition of the Dirac spinor bundle. A key point is that the ‘extra’ term on the right-hand side of (C.13), which originates from the inhomogeneous term in the second line of (C.11), is exactly what is needed to account for the action of the derivative on \(\Lambda\):

\[
\Lambda \left[ \Gamma^{\gamma k} E_{\gamma k} \gamma^k \partial_{\gamma k} \right] \Lambda^{-1} = \hat{\Gamma}^{\gamma k} E_{\gamma k} \gamma^k \partial_{\gamma k} - \frac{1}{2} \Gamma^{\gamma k} \alpha_{\beta R} \frac{1}{\sqrt{\mu R}} \delta^\alpha_\beta (\bar{C}^{-1/2})^k \delta^\gamma_\beta \partial_{\gamma k} (\bar{C}^{-1/2} L)_{\gamma \beta}^+ + O(1/R^2).
\]
(C.23)

Thus, suppressing the details, we are able to bring the Dirac operator to the form quoted in the text:

\[
\mathcal{D}^\gamma_0 = \Lambda \left( \mathcal{D}^{\gamma_0}_{12} + \mathcal{D}^{\gamma_0}_{rel} + O(1/R^2) \right) \Lambda^{-1},
\]
(C.24)
where \(\mathcal{D}^{\gamma_0}_{12}\) consists of terms involving only \(\mu i\)-type gamma matrices, and \(\mathcal{D}_{rel}\) consists of terms involving only \(\mu R\)-type gamma matrices. For the first operator we have

\[
\mathcal{D}^{\gamma_0}_{12} = \mathcal{D}^{\gamma_0}_{M_1,0 \times M_2,0} + (\mathcal{D}^{\gamma_0}_{12})^{(1)},
\]
(C.25)
where the first term is precisely the \(\mathcal{G}(\gamma_0)-\)twisted Dirac operator on \(M_1,0 \times M_2,0\), where each factor equipped with the GM/LWY metric, and the second term contains the \(O(1/R)\) corrections. Explicitly,

\[
\mathcal{D}^{\gamma_0}_{M_1,0 \times M_2,0} := \Gamma_{\mu i} \delta^\alpha_\beta \left[ (\bar{C}^{-1/2})^{i} \partial_{\alpha i} - (W_0 C^{-1/2})^{i} \partial_{\alpha i} \right] + \Gamma_{\mu R} (\bar{C}^{-1/2})^{i} \partial_{\alpha i} +
\]

\[
+ \frac{1}{4} \Gamma^\rho_k \alpha_{\mu i \nu j} \partial_{\mu i \nu j} \Gamma_\nu j_\rho k - i \Gamma^\rho_k \hat{E}^k_{\rho \delta} \mathcal{G}(\gamma_0)^{\rho \delta} \partial_{\rho \delta} \mathcal{G}(\gamma_0)^{\rho \delta},
\]
(C.26)
and

\[
(\mathcal{D}^{\gamma_0}_{12})^{(1)} := \Gamma_{\mu i} \delta^\alpha_\beta \left\{ - \frac{1}{2R} (\bar{C}^{-1} \delta \bar{C}^{-1/2})^{i} \partial_{\alpha i} + ((\frac{1}{2R} W_0 \bar{C}^{-1} - w_\alpha) \delta C \bar{C}^{-1/2})^{i} \partial_{\alpha i} +
\]

\[
- w_\alpha (L T \bar{C}^{-1/2})^{i} \partial_{\alpha R} \frac{1}{\mu R} (\bar{C}^{-1/2} L)_{\beta}^{+} \partial_{\beta R} + \Gamma_{\mu R} \left\{ \frac{1}{2R} (\bar{C}^{-1/2} \delta C) \partial_{\mu i} - \frac{1}{2R} (\bar{C}^{-1/2} \delta C \bar{C}^{-1})^{i} \partial_{\alpha R} \right\} +
\]

\[
+ \frac{1}{2R} (\bar{C}^{-1/2} \partial_{\delta C})^{i} \partial_{\delta} \partial_{\alpha i} + \left\{ \frac{1}{2R} (\bar{C}^{-1/2} \delta C) \partial_{\alpha R} - \frac{1}{\mu R} (\bar{C}^{-1/2} L)_{\beta}^{+} \partial_{\beta R} \right\} \right\} +
\]

\[
+ \frac{i}{4} \Gamma^\rho_k \alpha_{\mu i \nu j} \partial_{\mu i \nu j} \Gamma_\nu j_\rho k - \frac{1}{4} \Gamma^\rho_k \alpha_{\mu i \nu j} \partial_{\mu i \nu j} \Gamma_\nu j_\rho k \mathcal{G}(\gamma_0)^{\rho \delta} \partial_{\rho \delta} \mathcal{G}(\gamma_0)^{\rho \delta}.
\]
(C.27)
Meanwhile the second operator takes the form

\[
\mathcal{D}Y_0^{\text{rel}} := \frac{1}{\sqrt{\mu}} \left( 1 + \frac{(\gamma_m,1,\gamma_m,2)}{2\mu R} \right) \left\{ \Gamma^\alpha_{\alpha R} \left[ \partial_\alpha + (\gamma_m,1,\gamma_m,2) w_\alpha \partial_4 R - w_\alpha L^i \partial_4 i \right] + \Gamma^i_{\alpha R} \left[ \left( \mu - \frac{(\gamma_m,1,\gamma_m,2)}{R} \right) \partial_4 R + \frac{L^i}{R} \partial_4 i - i(\gamma_m,1,Y_0) \right] \right\}. \tag{C.28}
\]

(Strictly speaking, this expression contains some \(O(1/R^2)\) terms when the \(R^{-1}\) multiplies \(w_\alpha\) which should be dropped.) This result leads to (3.11), (3.12) when acting on spinors of the form (3.7).

### D  Singular Monopole Moduli Space

In the case of singular monopoles, we have a core-halo system. Here we can choose our origin to be anywhere in the core, but to be explicit we choose it to be centered on one of the singular monopoles. In this case we need only go to center of mass and relative coordinates in the halo galaxy. We let indices \(a, b = 1, \ldots, N_{\text{core}}\) run over fundamental (mobile) constituents in the core and indices \(p, q = N_{\text{core}} + 1, \ldots, N_{\text{core}} + N_{\text{halo}} = N\), run over fundamental constituents in the halo galaxy. We set

\[
\vec{R} = \sum_{\hat{p}} m_{\hat{p}} \vec{x}^{\hat{p}}, \quad \vec{y}^p = \vec{x}^p - \vec{x}^{p+1},
\]

where \(m_{\text{halo}} = \sum_{\hat{p}} m_{\hat{p}}\) and we have introduced indices \(p, q = N_{\text{core}} + 1, \ldots, N - 1\) that run over the relative positions of halo constituents. The inverse is given by

\[
\vec{x}^{\hat{p}} = \vec{R} + (j_h)^{\hat{p}} q \vec{y}^q,
\]

where \(j_h\) has an identical form to \(j_2\) with the galaxy-two constituent masses replaced by halo constituent masses. Constructing \(J_h\) by appending a column of 1’s in the same way, we introduce the halo fiber coordinates

\[
\begin{pmatrix} \psi_p \\ \psi \end{pmatrix} = J_h^T(\xi_{\hat{p}}).
\]

Note that \((\vec{R}, \psi)\) play the role here that was previously played by \((\vec{X}_2, \chi_2)\). They parameterize the position of the center of mass of the halo galaxy relative to the fixed core.

The large \(R\) expansion of the quadratic form \(\overline{M}_{ij}, \tag{4.10}\), can be written in block form

\[
(\overline{M})_{ij} = \left( \begin{array}{cc} (\overline{M})_{\hat{a}\hat{b}} & D_{\hat{a}\hat{b}} \frac{1}{R^2} + O \left( \frac{1}{R^4} \right) \\ D_{\hat{a}\hat{b}} \frac{1}{R} + O \left( \frac{1}{R^2} \right) & (M)_{\hat{p}\hat{q}} \end{array} \right), \tag{D.4}
\]

with

\[
(\overline{M})_{\hat{a}\hat{b}} = (M_c)_{\hat{a}\hat{b}} - \delta_{\hat{a}\hat{b}} \frac{(H_{I(\hat{a})},\gamma_{h,m})}{R} + O \left( \frac{1}{R^2} \right), \tag{D.5}
\]
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where

\[
(M_c)_{\hat{a}\hat{b}} = \begin{cases}
    m_{\hat{a}} - \sum_{\hat{c} \neq \hat{a}} \frac{D_{\hat{a}\hat{c}}}{r_{\hat{a}\hat{c}}} - \sum_{n=1}^{N_{\text{def}}} (P_n, H_I(\hat{a})) \frac{r_{n\hat{a}}}{r_{n\hat{a}}} \\
    \hat{a} = \hat{b} \\
    \hat{a} \neq \hat{b}
\end{cases},
\]  

(D.6)

and similarly

\[
(M)_{\hat{p}\hat{q}} = (M_h)_{\hat{p}\hat{q}} - \delta_{\hat{p}\hat{q}} \frac{(H_I(\hat{p}), \gamma_{c,m})}{R} + O \left( \frac{1}{R^2} \right),
\]  

(D.7)

where

\[
(M_h)_{\hat{p}\hat{q}} = \begin{cases}
    m_{\hat{p}} - \sum_{\hat{u} \neq \hat{p}} \frac{D_{\hat{p}\hat{u}}}{r_{\hat{p}\hat{u}}} \hat{u} = \hat{p} \\
    \hat{p} \neq \hat{q}
\end{cases}.
\]  

(D.8)

In these expressions the core and halo magnetic charges are given by

\[
\gamma_{c,m} = \sum_{\hat{a}=1}^{N_{\text{core}}} H_I(\hat{a}) + \sum_{n=1}^{N_{\text{def}}} P_n, \quad \gamma_{h,m} = \sum_{\hat{p}=N_{\text{core}}+1}^{N} H_I(\hat{p}).
\]  

(D.9)

Therefore in the limit of large \( R \) we can write \( (M)_{\hat{i}\hat{j}} \) as

\[
\begin{align*}
(M)_{\hat{i}\hat{j}} &= \begin{pmatrix} M_c & 0 \\ 0 & M_h \end{pmatrix} + \frac{1}{R} \begin{pmatrix} -\delta_{\hat{a}\hat{b}} (\gamma_{h,m}, H_I(\hat{a})) & D_{\hat{a}\hat{q}} \\ D_{\hat{b}\hat{p}} & -\delta_{\hat{p}\hat{q}} (\gamma_{c,m}, H_I(\hat{p})) \end{pmatrix} + O \left( \frac{1}{R^2} \right).
\end{align*}
\]  

(D.10)

As before, we will write this as

\[
\bar{M} = \begin{pmatrix} M_c & 0 \\ 0 & M_h \end{pmatrix} - \frac{1}{R} \begin{pmatrix} D_{cc} & -D_{ch} \\ -D_{hc} & D_{hh} \end{pmatrix} + O \left( \frac{1}{R^2} \right)
\]  

(D.11)

Now we make the similarity transformation to the center of mass and relative coordinates in the halo, defining \( C_h \) with components \( (C_h)_{pq} \) such that

\[
\bar{J}_h^T M_h \bar{J}_h = \begin{pmatrix} \bar{J}_h^T M_{hj} 0 \\ 0 0 \end{pmatrix} = \begin{pmatrix} \bar{C}_h 0 \\ 0 0 \end{pmatrix}.
\]  

(D.12)

We combine \( C_h \) with the leading order core matrix, writing

\[
\bar{C} = \begin{pmatrix} M_c & 0 \\ 0 & C_h \end{pmatrix}.
\]  

(D.13)

The first order corrections to this are captured by

\[
\delta \bar{C} = \begin{pmatrix} -D_{cc} & D_{ch} \bar{j}_h \\ \bar{j}_h^T D_{hc} & -\bar{j}_h^T D_{hh} \end{pmatrix}.
\]  

(D.14)

Finally the vector \( \bar{\mathbf{L}} \) and the harmonic function \( \bar{H}(R) \) appearing in (4.15) are

\[
\begin{align*}
\bar{\mathbf{L}} &= \begin{pmatrix} -(H_I(\hat{a}), \gamma_{h,m}) \\ (\beta, \gamma_{c,m}) \end{pmatrix}, \quad \bar{H}(R) = \left( 1 - \frac{(\gamma_{h,m}, \gamma_{c,m})}{m_{\text{halo}} R} \right).
\end{align*}
\]  

(D.15)
Here $\beta_p$ is defined as in (A.14) but with $J_2$ replaced by $J_h$.

The terms in (4.15) involving the connection one-forms $(\Theta_0, \Theta_\psi)$ can be obtained by following analogous steps to those in Appendix A.

**E Discrete Spectrum of the Twisted Dirac Operator on Taub-NUT**

In this appendix we compute the spectrum of the Dirac operator coupled to a triholomorphic vector field on Taub-NUT. That is we want to solve the equation

$$iD_0 \Psi = \lambda \Psi, \quad D_0^2 = D_{TN} - i\mathcal{G}(Y_0),$$

(E.1)

on Taub-NUT which has the metric

$$ds^2 = \mu \left[ H(R)d\vec{R} \cdot d\vec{R} + H^{-1}(R)(\ell_{TN}dx^4 + \Omega)^2 \right],$$

$$H = 1 + \ell_{TN}, \quad \Omega = \ell_{TN}(\epsilon - \cos \theta)d\phi, \quad x^4 \sim x^4 + 4\pi.$$  

(E.2)

Our coordinates are $x^\mu = (\vec{R}, x^4) = (R^\alpha, x^4)$. We also employ spherical coordinates $(R, \theta, \phi)$ on the $\mathbb{R}^3$ base while $x^4$ parameterizes the circle fiber with asymptotic radius $2|\ell_{TN}|\sqrt{\mu}$. The parameter $\ell_{TN}$ should be taken positive for the standard, complete Taub-NUT manifold. However the asymptotic (large $R$) region of this space can occur in the description of the asymptotic monopole moduli space for either sign of $\ell_{TN}$. Therefore we will, for a time, allow for both possibilities. When $\ell_{TN}$ is negative we restrict ourselves to the region $R > -\ell_{TN}$.

Finally $\epsilon = \pm 1$, where the plus sign should be chosen in the patch $0 \leq \theta < \pi$ and the minus sign in the patch $0 < \theta \leq \pi$. So, $x^4$ depends on the patch and $x^4 = x^4 + 2\phi$.

The triholomorphic Killing field $G(Y_0)$ must be proportional to $\partial_4$ and we parameterize the proportionality constant as in Appendix G of [44]:

$$G(Y_0) = \frac{C}{\mu\ell_{TN}^2} \partial_4.$$  

(E.3)

Following the computations in [44], one finds that (E.1) takes the form

$$\frac{1}{\sqrt{H}} \left\{ \gamma^\alpha \partial_\alpha + \frac{1}{4H} \gamma^\alpha \partial_\alpha H(1 + \gamma) - \frac{IC}{\ell_{TN}} \gamma^A + \left[ \frac{\epsilon - \cos \theta}{r \sin \theta} \left( \sin \phi \gamma^1 - \cos \phi \gamma^2 \right) + \frac{H}{\ell_{TN}} \gamma^2 \right] \partial_4 \right\} \Psi = -i\sqrt{\mu} \lambda \Psi.$$  

(E.4)

\footnote{The mass parameter denoted $m$ in [44] has been set to $\mu$ here, the reduced mass of the two-galaxy system, as this is what appears in the asymptotic form of the metric (2.23). We have also chosen the opposite sign for $\Omega$ relative to [44] so as to better match both the conventions in the literature for the GM/LWY metric and the form of the resulting Dirac operator with [42]. This is equivalent to flipping the orientation of Taub-NUT and is why the BPS spinors we find below have the opposite chirality to those in Addendum G of [44].}
Now let us expand in eigenmodes of $\partial_4$, taking
$$\Psi = e^{ipx^4/2}\Psi^{(p)}(\vec{R})\ ,$$
where $p \in \mathbb{Z}$. Doing so, we find that the resulting operator acting on $\Psi^{(p)}$ from the left-hand side of (E.4) is consistent in form with $\tilde{D}_{rel}^{Y_0}$, (3.11), through $O(1/R)$, provided we identify the $p$ here with the one there and
$$\ell_{TN} = \frac{1}{\mu}(\gamma_{m,1}, \gamma_{m,2})/\mu\ , \quad \frac{1}{\ell_{TN}}(C - p/2) = x\ .$$
(E.6)

To see this one notes that the $\gamma^2\partial_4 H$ term in (E.4) is $O(1/R^2)$ and can be dropped for the purposes of the comparison. In the special case of an SU(3) monopole with $\gamma_{m,1} = H_1$ and $\gamma_{m,2} = H_2$, the relative moduli space is Taub-NUT. We see that $\ell_{TN} \to \mu^{-1}$, we can identify the $p$ here with the one there and $\ell_{TN} = -((\gamma_{m,1}, \gamma_{m,2})/\mu)$, such that $\tilde{\gamma} := \gamma_1^2\gamma_2^3\gamma_4 = \text{diag}(-1, 1)$, and we decompose $\Psi$ into chiral components
$$\Psi = \begin{pmatrix} \psi_- \\ H^{-1/2} \psi_+ \end{pmatrix}\ ,$$
(E.8)

with respect to an orthonormal basis for the spinor bundle, where the factor of $H^{-1/2}$ has been introduced for convenience. Note that the $L^2$ innerproduct, $\langle \cdot | \cdot \rangle$, is then given in terms of the components by
$$\langle \Psi | \Psi' \rangle := \int_0^{4\pi} \sqrt{g} \Psi^\dagger \Psi' = \int_0^{4\pi} \ell_{TN} dx^4 \int_{\mathbb{R}^3} d^3 R \left( \psi_+^\dagger \psi'_+ + H(R) \psi_-^\dagger \psi'_- \right)\ .$$
(E.9)

(This expression is appropriate for $\ell_{TN} > 0$; otherwise the integral over the base should be restricted to $R > -\ell_{TN}$.)

Then, introducing the frame rotation
$$U := e^{-i\phi \sigma^3/2}e^{-i\bar{\phi}\sigma^2/2}\ ,$$
(E.10)

and setting
$$\psi_\pm = e^{ipx^4/2}e^{i(\epsilon p/2 - m)\phi}U^\dagger \psi_\pm(r, 0)\ ,$$
(E.11)

one finds that (E.4) reduces to the pair
$$\begin{align*}
\left\{ \sigma^3 \left( \partial_R + \frac{1}{\ell_{TN}} \right) + \frac{1}{\ell_{TN}} \left( C - \frac{p}{2} H \right) + \frac{1}{R} K \right\} \tilde{\psi}_- &= -i\sqrt{\mu} \lambda \tilde{\psi}_+ \ , \\
\left\{ \sigma^3 \left( \partial_R + \frac{1}{\ell_{TN}} \right) - \frac{1}{\ell_{TN}} \left( C - \frac{p}{2} H \right) + \frac{1}{R} K \right\} \tilde{\psi}_+ &= -i\sqrt{\mu} \lambda H \tilde{\psi}_- \ ,
\end{align*}$$
(E.12)
where

\[ K := \sigma^1 \left[ \partial_\theta + \frac{\sigma^3}{\sin \theta} \left( m + \frac{1}{2}(\sigma^3 - p) \cos \theta \right) \right]. \tag{E.13} \]

The final separation of variables proceeds as in Appendix C of [42]. We set\(^1\)

\[ \tilde{\psi}_+ = \frac{1}{R} \left( g_1(R) d^j_{m, \frac{p-1}{2}}(\theta) \right), \quad \tilde{\psi}_- = \frac{1}{R} \left( f_1(R) d^j_{m, \frac{p+1}{2}}(\theta) \right). \tag{E.14} \]

Here \((j, m)\) are standard \(\mathfrak{su}(2)\) quantum numbers, except that the minimal value of \(j\) is \(j_{\text{min}} = \frac{1}{2}(|p| - 1)\) if \(p \neq 0\), and \(j_{\text{min}} = \frac{1}{2}\) if \(p = 0\), and the allowed values of \(j\) increase from this minimal value in integer steps. Furthermore, when \(j = j_{\text{min}}\) and \(p \neq 0\) we are required to set some components of \(f, g\) to zero for regularity. If \(j = j_{\text{min}}\) and \(p > 0\) then we must set \(f_2, g_2 = 0\), while if \(j = j_{\text{min}}\) and \(p < 0\) we must set \(f_1, g_1 = 0\).

The \(d^j_{m, m'}(\theta)\) are Wigner’s small \(d\)-functions. They can be expressed in terms of Jacobi polynomials as follows. Let

\[ n = \min\{j + m', j - m', j + m, j - m\}. \tag{E.15} \]

We introduce \(a, \lambda\) depending on the value of \(n\):

\[ n = \begin{cases} j + m' : & a = m - m', \lambda = m - m', \\ j - m' : & a = m' - m, \lambda = 0, \\ j + m : & a = m' - m, \lambda = 0, \\ j - m : & a = m - m', \lambda = m - m'. \end{cases} \tag{E.16} \]

Then, with \(b = 2j - 2n - a\), we have

\[ d^j_{m, m'}(\theta) = (-1)^\lambda \left( \frac{2j - n}{n + a} \right)^{1/2} \left( \frac{n + b}{b} \right)^{-1/2} \left( \sin \frac{\theta}{2} \right)^a \left( \cos \frac{\theta}{2} \right)^b P_n^{(a, b)}(\cos \theta), \tag{E.17} \]

where the Jacobi polynomials are given by

\[ P_n^{(a, b)}(z) = \frac{(-1)^n}{2^n n!} (1 - z)^{-a}(1 + z)^{-b} \frac{d^n}{dz^n} \left\{ (1 - z)^{a}(1 + z)^{b}(1 - z^2)^n \right\}. \tag{E.18} \]

Inserting (E.14) into (E.12), we obtain the following pair of coupled equations:

\[
\begin{align*}
\left[ \sigma^3 \partial_R + x + \frac{1}{R} C_- \right] f &= -i\sqrt{\mu} \lambda g \\
\left[ \sigma^3 \partial_R - x + \frac{1}{R} C_+ \right] g &= -i\sqrt{\mu} \lambda H f,
\end{align*} \tag{E.19}
\]

\(^1\)We follow the conventions of [53] for Wigner \(d\) functions and \(SU(2)\) representation matrices. The combination \(e^{-im\phi} d^j_{m, m'}(\theta)\) can also be expressed in terms of spin-weighted spherical harmonics, \(n' Y_{jm}\).
for \( f = (f_1, f_2)^T \) and \( g = (g_1, g_2)^T \), where we used (E.6) and
\[
 C_\pm := \pm \frac{p}{2} \mathbb{1} - i \sigma^2 k , \quad \text{with} \quad k := \sqrt{j(j+1) - \frac{1}{4} (p^2 - 1)} .
\] (E.20)

Note that \( j = j_{\text{min}} \) corresponds to \( k = 0 \). The inner product (E.9) can be expressed in terms of \( f, g \) using (E.11) and (E.14) with the result
\[
 \langle \Psi | \Psi' \rangle = 16 \pi^2 \frac{j+1}{2j+1} \delta_{pp'} \delta_{jj'} \delta_{mm'} \int_0^\infty dR \left[ g^\dagger g' + H(R) f^\dagger f' \right] .
\] (E.21)

Again the integral should be restricted to \( R > -\ell_{\text{TN}} \) if \( \ell_{\text{TN}} \) is negative.

The equations (E.19) are nearly identical to the system (C.22) in [42], except for the factor of \( H(R) \) on the right-hand side of the second equation. This of course changes the detailed form of the solutions when \( \lambda \neq 0 \), but nevertheless the same techniques can be used to obtain explicit solutions. In contrast, when \( \lambda = 0 \) then they are identical, and this fact was exploited in [44] to give explicit results for the BPS spinors on Taub-NUT.

From (E.19) one can derive the following second-order equation for \( f \):
\[
 \left\{ \partial_R^2 + \mu \lambda^2 - x^2 + \frac{(px + \ell_{\text{TN}} \mu^2)}{R} - \frac{(j + \frac{1}{2})^2}{R^2} - \frac{1}{R^2} \sigma^3 C_- \right\} f = 0 .
\] (E.22)

The last term is diagonalized by setting
\[
 f = O_f \begin{pmatrix} \hat{f}_1 \\ \hat{f}_2 \end{pmatrix} , \quad \text{with} \quad O_f := \frac{1}{\sqrt{2j+1}} \begin{pmatrix} a_- & a_+ \\ -a_+ & a_- \end{pmatrix} , \quad a_\pm = \sqrt{(j + \frac{1}{2}) \pm \frac{p}{2}} .
\] (E.23)

This \( O_f \) diagonalizes \( \sigma^3 C_- \),
\[
 O_f^\dagger (\sigma^3 C_-) O_f = \begin{pmatrix} j + \frac{1}{2} & 0 \\ 0 & -(j + \frac{1}{2}) \end{pmatrix} ,
\] (E.24)

leading to the following equations for the components \( \hat{f}_{1,2} \):
\[
 \left\{ \partial_R^2 + \mu \lambda^2 - x^2 + \frac{(px + \ell_{\text{TN}} \mu^2)}{R} - \frac{j_{1,2}(j_{1,2} + 1)}{R^2} \right\} \hat{f}_{1,2} = 0 ,
\] (E.25)

where \( j_1 := j + 1/2 \) and \( j_2 := j - 1/2 \). Recall that in the extremal cases \( j = j_{\text{min}} = \frac{1}{2} (|p| - 1) \), we are to set \( f_2 = 0 \) when \( p > 0 \), and \( f_1 = 0 \) when \( p < 0 \). Considering the form of the similarity transformation \( O_f \) in the extremal cases, one finds that both situations correspond to setting \( \hat{f}_1 = 0 \).

Equation (E.25) has the form of the radial Schrödinger equation for the hydrogen atom. From the large \( R \) behavior of the effective potential, we see that there is a gap \( 0 \leq |\lambda| < |x|/\sqrt{\mu} \) in which boundstates might exist, while for \( |\lambda| > |x|/\sqrt{\mu} \) we have a continuum of scattering.
states. Whether or not boundstates actually exist depends on the boundary conditions in the interior.

The boundary conditions in the interior, in turn, depend on the sign of $\ell_{\text{TN}}$. If $\ell_{\text{TN}} > 0$ then we should impose a regularity condition at $R = 0$. If, however, $\ell_{\text{TN}} < 0$ then we must impose some type of boundary condition at $R = -\ell_{\text{TN}}$, the form of which requires a more careful analysis. In the following we first restrict to the $\ell_{\text{TN}} > 0$ case. Then we will discuss two examples with $\ell_{\text{TN}} < 0$ that demonstrate that the $\ell_{\text{TN}} > 0$ results cannot be used to draw any conclusions about the $\ell_{\text{TN}} < 0$ case.

Proceeding then with (E.25) for $\ell_{\text{TN}} > 0$, we set

$$\rho := \kappa \lambda R, \quad \rho_0 := \frac{px + \ell_{\text{TN}} \mu \lambda^2}{\kappa \lambda}, \quad \text{with} \quad \kappa \lambda := \sqrt{x^2 - \mu \lambda^2}, \quad (E.26)$$

so that (E.25) takes the standard form

$$\left\{ \frac{\partial^2}{\partial \rho^2} - 1 + \frac{\rho_0}{\rho} - \frac{j_{1,2}(j_{1,2} + 1)}{\rho^2} \right\} f_{1,2} = 0. \quad (E.27)$$

The solution that is regular at $\rho = 0$ is

$$\hat{f}_{1,2} = c_{1,2} \rho^{j_{1,2}+1} e^{-\rho/2} F_1 \left( j_{1,2} + 1 - \frac{\rho_0}{2} ; 2j_{1,2} + 2 ; 2 \rho \right). \quad (E.28)$$

For $|\lambda| > |x|/\sqrt{\mu}$, $\rho$ is imaginary and these are scattering states. See [46, 49] for a detailed study of these scattering states and the role they play in accounting for the index of the Dirac operator associated to the quantum mechanics of two point dyons. Reference [2] also considered both boundstate and scattering state wavefunctions for this problem.

Focusing on the case $|\lambda| < |x|/\sqrt{\mu}$, the growth of the hypergeometric function will overwhelm the $e^{-\rho/2}$ prefactor at large $\rho$ unless the hypergeometric series truncates. This will happen if the first argument is a non-positive integer. Hence we introduce the radial quantum number, $n$, in analogy with the hydrogen atom by setting

$$n = \frac{\rho_0}{2}, \quad (E.29)$$

and we will see that $n \in \frac{1}{2} \mathbb{N}$. The latter can be solved for the allowed boundstate eigenvalues:

$$\lambda_{p,n}^2 = \frac{2}{\mu \ell_{\text{TN}}^2} \left[ -(n^2 + \frac{p}{2} \ell_{\text{TN}} x) + \sqrt{(n^2 + \frac{p}{2} \ell_{\text{TN}} x)^2 + \ell_{\text{TN}}^2 x^2 (n^2 - \frac{p^2}{4})} \right]$$

$$= \frac{2}{\mu \ell_{\text{TN}}^2} \left[ \frac{p}{2} \left( C - C \right) - n^2 + \sqrt{(n^2 + \frac{p}{2} (C - \frac{p^2}{2}))^2 + (C - \frac{p}{2})^2 (n^2 - \frac{p^2}{4})} \right]. \quad (E.30)$$

Note that the Dirac operator we are studying is a supercharge operator, so its eigenvalues, $\lambda$, should have units of energy$^{1/2}$. A choice of sign was made in (E.30) to ensure that the energies are real. In the second line we expressed the result in terms of the coefficient $C$ of
the triholomorphic Killing field. When \( C = 0 \) this boundstate spectrum reduces to the one found for the ordinary Dirac operator on Taub-NUT in [26].

BPS states correspond to \( n = |p|/2 \), assuming \( p \neq 0 \). The allowed \( n \)'s increase from this value in integer steps. In order for the hypergeometric series to truncate we must impose that \( j_2 + 1 - n \) is a non-positive integer. If this integer is zero, then we must additionally set \( c_1 = 0 \) so that \( \hat{f}_1 = 0 \), or else the solution will not be normalizable. Note that \( n \) is integer or half-integer when \( p \) is even or odd respectively, and the same is true for \( j_2 = j - 1/2 \). Therefore \( j_2 + 1 - n \) will indeed always be an integer. Hence for a given \( p \neq 0 \) and \( n \), the allowed values of \( j \) are

\[
j \in \left\{ j_{\min} = \frac{1}{2}(|p| - 1), j_{\min} + 1, \ldots, n - \frac{1}{2} \right\},
\]

(E.31)

which collapses to the single value, \( j = j_{\min} \), for BPS states. At both the minimum and maximum values of \( j \) we must set \( c_1 = 0 \), killing \( \hat{f}_1 \). This is required for the minimal \( j \) so that the wavefunction is regular at \( \theta = 0, \pi \) and for the maximal \( j \) so that it is exponentially decaying at large \( R \). For \( j \) values strictly in between the minimum and maximum, we have two linearly independent solutions to (E.22) for \( f \), for given quantum numbers \( (p \neq 0, n, j, m) \), corresponding to the coefficients \( c_1, c_2 \).

Meanwhile if \( p = 0 \) we know from regularity in \( \theta \) that \( j \in \{ \frac{1}{2}, \frac{3}{2}, \ldots \} \). Therefore from normalizability we conclude that the allowed values of \( n \) are \( n \in \{ 1, 2, \ldots \} \). Then \( j \in \{ \frac{1}{2}, \ldots n - \frac{1}{2} \} \) and \( c_1 \) should be set to zero when \( j = n - \frac{1}{2} \). There are no BPS states when \( p = 0 \).

To complete the discussion of solutions when \( \ell_{TN} > 0 \), we should return to the first order equations (E.19) and determine the \( g \) that goes with a given solution for \( f \). When \( \lambda = 0 \) the equations for \( f, g \) decouple and one can show directly that there are no normalizable solutions for \( g \) [42]. For \( \lambda \neq 0 \) we can use the first of (E.19) to read off the solution for \( g \). Note that in addition to the quantum numbers \( (p, n, j, m) \), the solution for \( g \) depends on the sign of \( \lambda_{p,n} \). We can also use this equation to express the innerproduct (E.21) in terms of \( f \), or \( \hat{f} \), only. After some simplification one finds a nice result:

\[
\langle \Psi | \Psi' \rangle = \frac{16\pi^2(\lambda_{p,n} + \lambda_{p',n'})}{(2j + 1)\lambda_{p',n'}} \delta_{pp'} \delta_{jj'} \delta_{mm'} \int_0^{\infty} dRH(R) \hat{f}_1 \hat{f}_1'.
\]

(E.32)

Hence it must be that the \( \hat{f}_{1,2} \)'s, (E.28), for different choices of \( n \)'s, are orthogonal on \([0, \infty)\) with respect to the measure \( H(R) \). One can analytically check that this is indeed the case using techniques from [17].

In the case of BPS states an additional condition beyond \( j = j_{\min} = n - \frac{1}{2} \) is required for normalizability. This comes from requiring that \( \rho_0 \) is positive when \( \lambda = 0 \), which is equivalent to \( p \) and \( x \) having the same sign. This condition can also be found from an analysis of the decoupled equations for \( f_1 \) and \( f_2 \) that arise from (E.19) on setting \( \lambda = k = 0 \) [42]. Assuming
this is the case then \( j_2 + 1 - \rho_0/2 = 0 \) and the hypergeometric function is simply 1. Thus \( \hat{f}_2 \propto R^{\rho_0/2} e^{-|x|R} \), while we set \( \hat{f}_1 = 0 \). For \( p > 0 \) (E.23) gives \( f_1 = \hat{f}_2 \) and \( f_2 = 0 \), while for \( p < 0 \) we get \( f_1 = 0 \) and \( f_2 = \hat{f}_2 \). Going back to (E.14) and (E.11), we find that BPS spinors take the form \( \Psi = (0, \psi^-)^T \) with

\[
\psi_- = c e^{i\pi x/2} R^{1/2} e^{-|x|R} \psi(\theta, \phi) , \quad \text{(BPS case)} \tag{E.33}
\]

where \( c \) is a normalization constant,

\[
\tilde{\psi}(\theta, \phi) = e^{i(p/2-m)\Phi} \begin{cases} 
{d}_{m,j}^j(\theta) \left( e^{-i\Phi/2} \cos \frac{\theta}{2} \right), & p > 0 , \\
{d}_{m,-j}^j(\theta) \left( e^{i\Phi/2} \sin \frac{\theta}{2} \right), & p < 0 ,
\end{cases} \tag{E.34}
\]

and \( j = \frac{1}{2}(|p| - 1) \). Note from (E.17) and (E.18) that when \( m' = \pm j \) the Wigner d-functions simplify considerably, as \( n = 0 \) and \( P_{0}^{(a,b)}(\theta) = 1 \). Explicitly, both cases are captured by

\[
d_{m,\pm j}^j(\theta) = (\pm 1)^{j+m} \begin{pmatrix} 2j \end{pmatrix}_{j+m} \begin{pmatrix} \sin \theta \end{pmatrix}_{2j} \begin{pmatrix} \cos \theta \end{pmatrix}_{2j} , \quad \text{(signs correlated).} \tag{E.35}
\]

Now let us comment on the \( \ell_{TN} < 0 \) case. The metric (E.2) is singular at \( R = -\ell_{TN} \), and a boundary condition is required there to specify the eigenvalue problem. This boundary condition might be incompatible with some or all of the spectrum of boundstates we found above. We give two examples, focusing on the BPS spectrum.

The first example is \( \mathfrak{su}(2) \) gauge theory with \( \gamma_{m,1} = \gamma_{m,2} = H \). The relative moduli space is the Atiyah–Hitchin manifold and \( C = 0 \) since there are no triholomorphic Killing vectors. A naive application of the above analysis would suggest that BPS states might exist — \( x \) and \( p \), (E.6), do have the same sign when \( C = 0 \) and \( \ell_{TN} < 0 \), for example. However a simple argument using the Lichnerowicz–Weitzenböck formula shows that the exact Dirac operator has no \( L^2 \) zeromodes.

The second example is a framed example in \( \mathfrak{su}(2) \) gauge theory with two smooth monopoles in the presence of a minimal ’t Hooft defect. Consider the region of moduli space corresponding to configurations in which one monopole remains close to the defect while the other is far away. The magnetic core charge is \( \gamma_c = H - \frac{1}{2} H = \frac{1}{2} H \) while the magnetic halo charge is \( \gamma_h = H \). Hence \( \ell_{TN} \), (4.33), is again negative. Unlike the previous example, however, the Dirac operator on the exact strongly centered moduli space does have \( L^2 \) zeromodes. (See section 7.4 of [44].)
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