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Abstract

Independent component analysis (ICA) is a cornerstone of modern data analysis. Its goal is to recover a latent random vector $S$ with independent components from samples of $X = AS$ where $A$ is an unknown mixing matrix. Critically, all existing methods for ICA rely on and exploit strongly the assumption that $S$ is not Gaussian as otherwise $A$ becomes unidentifiable. In this paper, we show that in fact one can handle the case of Gaussian components by imposing structure on the matrix $A$. Specifically, we assume that $A$ is sparse and generic in the sense that it is generated from a sparse Bernoulli-Gaussian ensemble. Under this condition, we give an efficient algorithm to recover the columns of $A$ given only the covariance matrix of $X$ as input even when $S$ has several Gaussian components.

1 Introduction

Independent component analysis (ICA) is a statistical model which has become ubiquitous in a variety of applications including image processing [5, 25], neuroscience [17], and genomics [23, 18, 10]. The ICA model expresses an observed random vector $X \in \mathbb{R}^r$ as a linear transformation

$$X = AS$$

of a latent random vector $S \in \mathbb{R}^s$ with independent components, called sources. Here, $A \in \mathbb{R}^{r \times s}$ is an unknown deterministic mixing matrix [13]. Arguably the most studied problem in the ICA model is blind source separation where the goal is to recover both the mixing matrix and the sources from observations of $X$. Another problem, called feature extraction, is that of recovering just the mixing matrix [13]. In this paper we focus on the feature extraction problem. Unlike blind source separation, feature extraction may be solved even in the overcomplete setting where $s > r$. Nevertheless, for $A$ to be identifiable, additional assumptions need to be imposed beyond independence of the latent components. Indeed, if $S \sim \mathcal{N}(0, I_s)$, then $\Sigma = \mathbb{E}XX^\top = AA^\top$ is a sufficient statistic for the distribution of $X$, and this is
unchanged if \( A \) is replaced by \( AU \) for any orthogonal matrix \( U \in \mathbb{R}^{s \times s} \). Thus, \( A \) is at best identifiable up to right multiplication by an orthogonal matrix. It turns out that the above example is essentially the only case when \( A \) is not identifiable. More precisely, a classical result states that if at most one component of \( S \) is Gaussian, then \( A \) can be recovered up to a permutation and rescaling of its columns \[8\].

**Previous work.** In view of the identifiability issues arising in the Gaussian case, practical algorithms for ICA have traditionally relied on the fourth cumulants of \( X \) to exploit non-Gaussianity \[2\]. Perhaps the most widely known method in this line of work is the FastICA algorithm by Hyvärinen and Oja \[16\], which iteratively finds the one-dimensional projections maximizing kurtosis of the data. However, all such methods fail when \( S \) has fourth moments close to those of a Gaussian. Moreover, traditional methods for ICA almost universally use of an initial whitening step, which transforms \( X \) to have covariance matrix \( I_r \). This step is fragile to independent additive noise on \( X \). Voss et al. \[24\] introduce algorithms to overcome this problem, and Arora et al. \[4\] use a quasi-whitening step which allows them to prove guarantees for ICA in the presence of additive Gaussian noise. Nevertheless, all these methods exploit non-gaussianity of the sources.

**Our contribution.** In this paper we take a radically different approach that removes distributional assumptions on \( S \). In fact we do not even require \( S \) to have independent components, but only that the components be uncorrelated. In addition our methods are robust to additive independent noise on \( X \) with any centered distribution. We achieve this by instead making structural assumptions on \( A \). Specifically, we assume that \( A \) is sparse and generic. Sparsity has been a key idea to reduce dimensionality in signal processing and statistics \[7, 11, 12, 6\]. Beyond reducing complexity and avoiding overfitting, sparsity of the mixing matrix is of great practical interest because it leads to interpretable results. Hyvärinen and Raju \[15\] have previously proposed to impose sparsity conditions on the mixing matrix in order to improve the performance of ICA. This work presents the first rigorous treatment of an algorithm taking advantage of a sparse mixing matrix.

In addition to being sparse we require that \( A \) be generic, which we enforce by choosing \( A \) as the realization of a Bernoulli-Gaussian ensemble. Similar structural assumptions have recently been employed in dictionary learning for example \[22, 3, 4\]. While the two problems are related, fundamental differences preclude the use of standard dictionary learning machinery (See section 2).

**Notation.** We use the shorthand \([r] = \{1, \ldots, r\}\). We write the ith entry of vector \( v \) as \( v(i) \). For \( v \in \mathbb{R}^r \) and indices \( I = \{i_1, \ldots, i_k\} \subset [r] \), we write the restriction of \( v \) to \( I \) as \( v(I) = (v(i_1), \ldots, v(i_k))' \). \( e_i \in \mathbb{R}^r \) is the ith standard unit vector, \( e_i(i) = 1 \) and \( e_i(j) = 0 \) for \( j \neq i \). Similarly for a matrix \( M \), \( M(I \times J) \) is the submatrix \((M_{ij})_{i \in I, j \in J}\). \( M(\cdot \times J) \) is the submatrix which keeps all rows but only columns
indexed by \( j \in J \). We say that a matrix is \textit{fully dense} if all its entries are nonzero. For tuples \( v \) and \( w \), \( v/w \) is the entrywise ratio, \( (v/w)(i) = v(i)/w(i) \). \( \text{diag}(v) \) is the diagonal matrix with \( v \) along the diagonal. For a set \( S \), \( |S| \) is its cardinality.

We define the \textit{support} of a vector \( \text{supp} v = \{ i : v(i) \neq 0 \} \) and write \( |v|_0 = |\text{supp} v| \). \( |v|_p = (\sum_i |v(i)|^p)^{1/p} \) denotes the \( p \)-norm, and \( |M|_\infty = \sup_{i,j} |M_{ij}| \) is the entrywise supremum norm. \( \mathcal{W}(\Sigma, n) \) denotes the Wishart distribution with scale matrix \( \Sigma \in \mathbb{R}^{r \times r} \) and \( n \) degrees of freedom, i.e., for i.i.d. samples \( X_1, \ldots, X_n \sim \mathcal{N}(0, \Sigma) \) of a Gaussian vector, \( \frac{1}{n} \sum_{i=1}^{n} X_i X_i^\top \sim \mathcal{W}(\Sigma, n) \). Bin\((n, \theta)\) is the binomial distribution with \( n \) trials and success probability \( \theta \), and Ber\((\theta)\) = Bin\((1, \theta)\) is the distribution of a Bernoulli trial with expectation \( \theta \). We write the identity matrix in \( \mathbb{R}^{r \times r} \) as \( I_r \) and the all-ones vector as \( 1_r = 1_r^\top \). We use the notation \( x \lor y = \max\{x, y\} \) and \( x \land y = \min\{x, y\} \).

## 2 Statistical Model

Let \( S \in \mathbb{R}^s \) be a random vector of sources with independent components. \( S \) is transformed by multiplication with the unknown mixing matrix \( A \in \mathbb{R}^{r \times s} \) to be estimated. We also allow independent additive noise \( N \sim \mathcal{N}(0, D\sigma) \) on the transformed vector, where \( D\sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_r^2) \) is some diagonal nonnegative matrix (possibly zero). We arrange \( n \) i.i.d. copies of \( S \) in a matrix \( S \in \mathbb{R}^{s \times n} \) whose entries are i.i.d. with distribution \( \mathcal{N}(0, 1) \). Similarly, concatenate \( n \) copies of \( N \) to construct \( N \in \mathbb{R}^{r \times n} \) independent of \( S \) and with independent entries \( N_{im} \sim \mathcal{N}(0, \sigma_i^2) \).

The observed data is then \( X \in \mathbb{R}^{r \times n} \) given by

\[
X = AS + N. \tag{1}
\]

The columns of \( X \) are i.i.d. with distribution \( \mathcal{N}(0, \Sigma) \), where

\[
\Sigma = AA^\top + D\sigma.
\]

Write the sample covariance matrix as \( \bar{\Sigma} = \frac{1}{n} XX^\top \). Then \( \bar{\Sigma} \sim \mathcal{W}(\Sigma, n) \) follows a Wishart distribution with scale matrix \( \Sigma \) and \( n \) degrees of freedom. Our goal is to learn \( A \) up to permutations and sign changes of its columns, i.e., to recover \( A\Pi\Delta \) where \( \Pi \) is some permutation matrix, and \( \Delta \) is a diagonal matrix with diagonal entries in \( \{-1, 1\} \).

### Relation to dictionary learning.

Dictionary learning, also known as sparse coding \cite{95}, is a matrix factorization problem which is formally equivalent with (1) without the noise term. With our notation the problem can be stated as follows. An unknown matrix \( S^\top \in \mathbb{R}^{n \times s} \), called the \textit{dictionary}, is assumed to have various properties for identifiability purposes. These include \textit{incoherence} \cite{3, 1}, or invertibility \cite{22}. The columns of \( S^\top \) are called the \textit{atoms}. A sequence of \( r \) vectors is

\footnote{The Gaussianity assumption can be relaxed.}
observed, each of which is a sparse linear combination of atoms. Appending the observed vectors yields a matrix

\[ \mathbf{X}^\top = \mathbf{S}^\top \mathbf{A}^\top, \]

where \( \mathbf{A}^\top \in \mathbb{R}^{r \times s} \) is sparse and generic. The task is to recover \( \mathbf{A}^\top \) and the dictionary \( \mathbf{S}^\top \). While this problem is formally equivalent with \([1]\), dictionary learning traditionally treats the regime \( r > s \), i.e., the number of samples is larger than the number of dictionary elements \([22, 20]\). This assumption is overly restrictive for our purposes as we allow the number of features \( s \) to exceed the number of observed variables \( r \), so we cannot employ existing results on dictionary learning. More specifically, while our results also cover the case \( r > s \), we are primarily interested in the regime where \( r \leq s \).

In order to ensure that the mixing matrix is generic we generate \( \mathbf{A} \) by the following random model.

**Definition 1.** Let \((B_{ij}, \xi_{ij})_{i=1,...,r}^{j=1,...,s}\) be mutually independent random variables where

\[ B_{ij} \sim \text{Ber}(\theta), \quad \text{and} \quad \xi_{ij} \sim \mathcal{N}(0,1). \]

If \( A_{ij} = B_{ij}\xi_{ij} \), we say that matrix \( \mathbf{A} = (A_{ij}) \) arises from a Bernoulli-Gaussian ensemble and write \( \mathbf{A} \sim \mathcal{BG}(r, s, \theta) \).

The mixing matrix \( \mathbf{A} \sim \mathcal{BG}(r, s, \theta) \) has, in expectation \( rs\theta \) entries and we refer to \( \theta \) as the sparsity parameter. It represents the fraction of nonzero-entries. Let \( \mathbf{a}_1, \ldots, \mathbf{a}_s \) and \( \mathbf{\rho}_1, \ldots, \mathbf{\rho}_r \) denote the columns and rows of \( \mathbf{A} \) respectively,

\[ \mathbf{A} = (\mathbf{a}_1 \ldots \mathbf{a}_s) = (\mathbf{\rho}_1 \ldots \mathbf{\rho}_r)^\top. \]

Because of ambiguities from permutations and sign changes of \( \mathbf{a}_1, \ldots, \mathbf{a}_s \) we evaluate the performance of the recovery algorithm in terms of the following distance measure.

**Definition 2.** Given \( \mathbf{A}, \hat{\mathbf{A}} \in \mathbb{R}^{r \times s} \), write

\[ d(\hat{\mathbf{A}}, \mathbf{A}) = \min_{\Pi, \Delta} |\hat{\mathbf{A}}\Pi\Delta - \mathbf{A}|_\infty, \]

where \( \Pi \in \mathbb{R}^{s \times s} \) ranges over all permutation matrices, and \( \Delta \in \mathbb{R}^{s \times s} \) ranges over diagonal matrices with diagonal entries taking values in \( \{-1, 1\} \).
3 Main result

We prove that when $\mathbf{A} \sim \text{BG}(r, s, \theta)$ and the sparsity parameter is of order $\theta \ll s^{-1/2}$, $\mathbf{A}$ can be efficiently recovered from the covariance matrix $\Sigma$. In this setting, at most a small constant fraction of the entries of $\Sigma$ are nonzero. Moreover, we show that when $n$ is of order $s^2$, the sample covariance matrix $\Sigma$ suffices to approximately recover $\mathbf{A}$. This is our main theorem.

**Theorem 1.** There exist $c, C > 0$ such that the following holds. Let $r, s, \theta$ be such that
\[
C \frac{\log(r/\delta)}{r} \leq \theta \leq c \sqrt{s + \log(r/\delta)}.
\]
Let $\Sigma = \mathbf{A}\mathbf{A}^\top + \mathbf{D}_\sigma$ where $\mathbf{A} \sim \text{BG}(r, s, \theta)$ and $\mathbf{D}_\sigma$ is diagonal. Put
\[
n = C|\Sigma|_\infty^2 (s^\theta + (\log \frac{r}{\delta})) \log(r/\delta).
\]
Then there is a randomized algorithm outputting $\hat{\mathbf{A}}$ on input $\Sigma \sim W(\Sigma, n)$ in expected time $O(r\theta rs)$ such that with probability $1 - \delta$ over the randomness of $\mathbf{A}$ and $\Sigma$, $d(\hat{\mathbf{A}}, \mathbf{A}) = O(|\mathbf{A}|^2_\infty |\Sigma|_\infty \sqrt{\log(r/\delta)}/n)$.

The quantity $|\Sigma|_\infty$ can also be characterized in terms of the largest squared norm of a row of $\mathbf{A}$, i.e., $|\Sigma|_\infty = |\mathbf{A}\mathbf{A}^\top|_\infty + |\mathbf{D}_\sigma|_\infty = \max_i |\rho_i|^2 + \sigma_i^2$. Coupling $r, s$, and $\theta$ yields the following theorem, which gives a qualitative illustration of theorem 1. This asymptotic result uses a bound stating that $\max_i |\rho_i|^2$ concentrates around $\mathbb{E}|\rho_i|^2 = s\theta$.

**Corollary 2.** Let $\mathbf{A} \sim \text{BG}(s, s, \theta)$, and let $\Sigma = \mathbf{A}\mathbf{A}^\top$, where
\[
\theta = s^{-\alpha}
\]
for some fixed exponent $\frac{1}{2} < \alpha < 1$, then there is an algorithm which takes input $\Sigma$ and outputs $\hat{\mathbf{A}}$, such that $d(\hat{\mathbf{A}} - \mathbf{A}) \to 0$ in probability over the randomness of $\mathbf{A}$ as $s \to \infty$. Moreover, the same guarantee holds for input $\Sigma \sim W(\Sigma, n)$ if $n = s^{2\beta}$, where
\[
\beta > (3 - 4\alpha) \vee (1 - \alpha).
\]

Theorem 1 and corollary 2 are proven in section 7.
\[ \beta = \frac{1}{2} \log_s n \]

Figure 1: Sample complexity \( n \) of recovering \( A \sim \mathcal{BG}(cs, s, \theta) \) where \( \theta = s^{-\alpha} \) and \( n = s^{2\beta} \). The expected support size of a column of \( A \) is \( \mathbb{E}|a_0| = r^{1-\alpha} \), so the dashed line \( \beta = 1 - \alpha \) represents choosing \( n \) of the order \( (\mathbb{E}|a_0|)^2 \).

4 Algorithm

We now describe our algorithm, beginning in the population setting where \( \Sigma \) is known exactly. The input to our algorithm is \( \Sigma \), whose \( i \)th row we write as \( \gamma_i^\top = e_i^\top \Sigma \)

We recover the columns of \( A \) one at a time by applying the following Single Column Identification Procedure (SCIP). SCIP takes as input \( \Sigma \) and a pair of indices \( (i_1, i_2) \), where \( \Sigma_{i_1i_2} \) is a randomly chosen nonzero off-diagonal entry of \( \Sigma \), and it outputs a column \( a_j \), possibly with its sign changed. Denote the (unknown) supports of the columns and rows of \( A \) by \( I_j = \text{supp} \ a_j \) and \( R_i = \text{supp} \ \rho_i \).

\( \Sigma_{i_1i_2} \neq 0 \), implies that \( R_{i_1} \cap R_{i_2} \neq \emptyset \). Equivalently, \( i_1, i_2 \in I_j \) for some \( j \). Using this fact, and supposing that there is only one such \( j \) (this turns out to be the typical situation), SCIP outputs \( \hat{a} = \pm a_j \). SCIP proceeds in two steps on input \( \Sigma, (i_1, i_2) \).

The first step of SCIP finds a subset \( L \subset I_j \) containing a large fraction of the unknown support \( I_j \). To illustrate how this step works, assume \( D_\sigma \) is the zero matrix\footnote{\( D \) does not affect the output of SCIP because of its sparsity, so we assume \( D = 0 \) for notational convenience.} and write \( \Sigma \) as a sum of (unknown) rank one matrices

\[ \Sigma = M_1 + \ldots + M_s \] (2)
where \( M_k = a_k a_k^\top \) for \( k \in [s] \). Note that \( \text{supp} M_j = I_j \times I_j \). Then the 2-by-\(|I_j|\) matrix \( M_j(\{i_1, i_2\} \times I_j) \) is a fully dense matrix of rank one. It turns out that because the supports of the matrices \( M_1, \ldots, M_s \) have small overlaps, this property is approximately preserved when adding the contributions from the other \( s - 1 \) terms in (2). That is, \( \Sigma(\{i_1, i_2\} \times I_j) \) agrees \( M_j(\{i_1, i_2\} \times I_j) \) on all but a small number of entries. Hence, \( \Sigma(\{i_1, i_2\} \times I_j) \) can be made to have rank one by removing the columns where these entries appear. Equivalently, letting \( L \) be the indices of the remaining columns, we get that \( L \subset I_j \) is a set of indices such that \( \Sigma(\{i_1, i_2\} \times L) \) is a rank one fully dense matrix. Therefore we can identify a large subset \( L \subset I_j \) by picking the largest set \( L \) such that \( \Sigma(\{i_1, i_2\} \times L) \) is fully dense and has rank one.

Another way of formulating this is that we define \( L \) to be the largest set of indices such that \( \gamma_{i_1}(L) \) and \( \gamma_{i_2}(L) \) are fully dense and collinear. This concludes step 1 of SCIP.

We now begin step 2 of SCIP. At this stage we have \( \gamma_{i_1}(L) = \lambda a_j(L) \) where \( \lambda = a_j(i_1) \), so we could already make a crude approximation to \( \lambda a_j \) by extending \( \gamma_{i_1}(L) \) with zeroes outside of \( L \). However, this approximation misses the entries in \( I_j \setminus L \). Instead, consider the identity \( M_j(\cdot \times L) \text{diag}(a_j(L))^{-1} = a_j I^\top \). \( \gamma_{i_1} \) is known to us and \( \gamma_{i_1}(L) = \lambda a_j(L) \), so we can rewrite the identity as

\[
M_j(\cdot \times L) \text{diag}(\gamma_{i_1}(L))^{-1} = \frac{1}{\lambda} a_j I^\top, \tag{3}
\]

The RHS is just \(|L|\) copies of \( \lambda^{-1} a_j \) written side by side. So if \( M_j(\cdot \times L) \) were known, then we could easily recover \( a_j \) up to a scalar by taking any column of (3). It turns out that replacing \( M_j \) by \( \Sigma \) in (3) changes only a small fraction of the entries in each row. Hence, each row of

\[
\lambda \Sigma(\cdot \times L) \text{diag}(\gamma_{i_1}(L))^{-1} - a_j I^\top
\]

is sparse. Moreover, both \( \Sigma(\cdot \times L) \) and \( \text{diag}(\gamma_{i_1}(L))^{-1} \) are known to us, so we can compute \( \Sigma(\cdot \times L) \text{diag}(\gamma_{i_1}(L))^{-1} \). Now it is easy to compute \( \tilde{a} = \lambda^{-1} a_j \), since its \( i \)th entry is repeated several times in the \( i \)th row of \( \Sigma(\cdot \times L) \text{diag}(\gamma_{i_1}(L))^{-1} \). This row can also be written \( \gamma_{i_1}(L)/\gamma_{i_1}(L) \). We identify \(|\lambda| = |a_j(i_1)| \) using the fact that \( \Sigma_{i_1 i_2} = a_j(i_1) a_j(i_2) \) when \( R_{i_1} \cap R_{i_2} = \{j\} \), and we output \(|\lambda| \tilde{a} = \pm a_j \). We have motivated the following procedure.

**Step 1.** Take input \( \Sigma = (\gamma_1, \ldots, \gamma_r)^\top \) and \((i_1, i_2)\). Intersect the supports of the \( i_1 \)st and \( i_2 \)nd rows of \( \Sigma \) and store the resulting set of indices as \( K \subset [r] \). Compute the mode (most frequent value) \( \tilde{\phi} \) of the entrywise ratio \( \gamma_{i_2}(K)/\gamma_{i_1}(K) = (\gamma_{i_2}(k)/\gamma_{i_1}(k))_{k \in K} \). Then let \( L \subset K \) be the set of indices where the mode is attained.

**Step 2.** Restrict attention to the submatrix \( \Sigma(\cdot \times L) \) consisting of the columns indexed by \( L \). Construct vector \( \tilde{a} \in \mathbb{R}^r \) by defining \( \tilde{a}(i) \) to be the median of
Step 1

\[ \Sigma = M_1 + \cdots + M_4 \]

where \( M_k \) is labeled by \( k \), for \( k = 1, 2, 3, 4 \). \( I_j \) is unknown except for the fact that it contains \( i_1 \) and \( i_2 \). In step 1 and on input \((\Sigma, (i_1, i_2))\), SCIP searches for a set \( L \) such that \( \Sigma(\{i_1, i_2\} \times L) \) (maroon) is a rank one, fully dense, submatrix of \( \Sigma \). Right. Step 2 recovers \( a_j \) from the submatrix \( \Sigma(\cdot \times L) \) (between the dotted lines), using that \( \Sigma(\cdot \times L) \) agrees with \( M_j(\cdot \times L) \) except for sparse errors (dark gray).

\[ \gamma_i(L)/\gamma_i(L) \] for each \( i = 1, \ldots, r \). Multiply \( \tilde{a} \) by a scalar and output the resulting rescaled vector \( \hat{a} \).

**Procedure 1** Population SCIP

1. **input:** \( \Sigma = (\gamma_1 \ldots \gamma_r)^\top, (i_1, i_2) \)
2. \( K \leftarrow \text{supp} \gamma_i_1 \cap \text{supp} \gamma_i_2 \)
3. \( \hat{\phi} \leftarrow \text{mode}(\gamma_{i_2}(K)/\gamma_{i_1}(K)) \)
4. \( L \leftarrow \{ k \in K \mid \gamma_{i_2}(k)/\gamma_{i_1}(k) = \hat{\phi} \} \)
5. for \( i = 1, \ldots, r \) do
6. \( \tilde{a}(i) \leftarrow \text{median}(\gamma_i(L)/\gamma_{i_1}(L)) \)
5. end for
7. **output:** \( \hat{a} = \sqrt{\sum_{i_1, i_2} \tilde{a}} \)

**Deflation.** The algorithm to construct \( \hat{A} \) on input \( \Sigma \) works by repeatedly applying SCIP and a deflation step replacing \( \Sigma \) with \( \Sigma - \hat{a}\hat{a}^\top \). First, initialize \( \hat{A} \) as a width 0 matrix. At the start of each iteration, pick a nonzero entry \( \Sigma_{i_1, i_2} \), and assign \( \tilde{a} \leftarrow \text{SCIP}(\Sigma, (i_1, i_2)) \). Append \( \tilde{a} \) to \( \hat{A} \), and subtract \( \tilde{a}\tilde{a}^\top \) from \( \Sigma \). Repeat the above procedure until \( \Sigma \) is diagonal, and output \( \hat{A} \). A potential problem with the deflation procedure is that an incorrect output from SCIP column could impede the subsequent applications of SCIP. And indeed, SCIP fails for the (atypical) pairs
\( i_1, i_2 \) such that \(|R_{i_1} \cap R_{i_2}| \geq 2 \). To overcome the problem of an incorrect output of SCIP we let \( I = \text{supp} \, \hat{a} \) and verify that \( \Sigma(I \times I) - \hat{a}(I)\hat{a}(I)^\top \) is sparser than \( \Sigma(I \times I) \). This ensures that \( \hat{a} \) is correct. Only then do we \( \hat{a} \) append to \( \hat{A} \) and deflate \( \Sigma \) by subtracting \( \hat{a}\hat{a}^\top \).

5 Finite sample case

When the input to SCIP is an approximation \( \Sigma = (\tau_1, \ldots, \tau_r)^\top \) to \( \Sigma \) we have to relax the requirement that \( \gamma_{i_1}(L) \) and \( \gamma_{i_2}(L) \) be collinear. The statement that the two vectors \( \gamma_{i_1}(L) \) and \( \gamma_{i_2}(L) \) in \( \mathbb{R}^L \) are collinear is equivalent with saying that the points \((\gamma_{i_1}(k), \gamma_{i_2}(k)) \) in \( \mathbb{R}^2 \) are collinear, where \( k \) ranges over \( L \). We take this as the starting point of the relaxed definition of \( L \). First, to bound the noise/signal ratio we pick a small constant \( c > 2 \) and disregard points within a distance \( c \) to a coordinate axis in \( \mathbb{R}^2 \). This means that \( K = \text{supp} \, \gamma_{i_1} \cap \text{supp} \, \gamma_{i_2} \) is replaced by \( K = \{ k \in [r] : |\tau_{i_1}(k)\| \bigwedge |\tau_{i_2}(k)\| \geq c \} \). We then approximate the entries of \( \tau_{i_2}/\tau_{i_1} \) by values in a discrete set \( Z \subset \mathbb{R} \). This corresponds to placing the points \((\tau_{i_1}(k), \tau_{i_2}(k)) \) into bins where each bin is a cone in \( \mathbb{R}^2 \). The appropriate choice of discretization is \( Z = \pm e^{\varepsilon Z} \) where

\[
\pm e^{\varepsilon Z} = \{ \varphi \in \mathbb{R} \setminus \{0\} | \frac{1}{2} \log |\varphi| \in \mathbb{Z} \}.
\]

In particular, the set of bins arising from this discretization is symmetric about the axis \( \{(x, x) | x \in \mathbb{R}\} \) because \( y/x = \pm e^{\varepsilon m} \) implies \( x/y = \pm e^{-\varepsilon m} \in \pm e^{\varepsilon Z} \).

**Definition 3.** For vectors \( \gamma_1, \gamma_2 \in \mathbb{R}^K \), \( \varphi \in \mathbb{R} \setminus \{0\} \), and \( \varepsilon > 0 \), define

\[
L_{\varphi, \varepsilon}(\gamma_1, \gamma_2) = \left\{ k \in K \bigg| \varepsilon \leq \frac{\varphi - 1}{\gamma_1(k) \gamma_2(k)} \right\}.
\]

Pick \( \varepsilon > 0 \) such that \( \varepsilon c/4 > |\Sigma - \Sigma|_\infty \). Such \( \varepsilon \) can be estimated as from \( \Sigma \) using the fact that a large fraction of the entries of \( \Sigma \) are zero.

**Procedure 2 SCIP**

1. **input:** \( \Sigma = (\tau_1, \ldots, \tau_r)^\top \), \((i_1, i_2)\), \(c > \varepsilon > 0\)
2. \( K \leftarrow \{ k \in [r] : |\tau_{i_1}(k)| \bigwedge |\tau_{i_2}(k)| \geq c \} \)
3. \( \hat{\varphi} \leftarrow \text{argmax}_{\varphi \in \pm e^{\varepsilon Z}} |L_{\varphi, \varepsilon}(\gamma_{i_1}(K), \gamma_{i_2}(K))| \)
4. \( L \leftarrow L_{\hat{\varphi}, 2\varepsilon}(\tau_{i_1}(K), \tau_{i_2}(K)) \)
5. **for** \( i = 1, \ldots, r \) **do**
   6. \( \hat{a}(i) \leftarrow \text{median}(\tau_{i_1}(L)/\tau_{i_1}(L)) \)
   7. **end for**
8. **output:** \( \hat{a} = \sqrt{\frac{\tau_{i_1 i_2}}{\hat{a}(i_2)}} \)

The argmax over \( \varphi \in \pm e^{\varepsilon Z} \) can be computed by computing two modes. First divide \( K \) into two sets \( K_+ \) and \( K_- \) according to the sign of \( \gamma_{i_2}(k)/\gamma_{i_1}(k) \). Then for
Figure 3: In the population case, the points \( \{ (\gamma_{i_1}(k), \gamma_{i_2}(k)) \mid k \in L \} \) lie on a line through the origin (maroon), say, with slope \( \varphi \). If \( (\gamma_{i_1}(k), \gamma_{i_2}(k)) \) is bounded away from the coordinate axes by at least \( c \), then the corresponding approximation \( (\overline{\gamma}_{i_1}(k), \overline{\gamma}_{i_2}(k)) \) is in a bar-shaped set (dark gray). Each bar-shaped set is contained in a cone-shaped one (light gray), which implies that 
\[
e^{-\varepsilon} \leq \frac{\varphi - 1}{\gamma_{i_2}(k) / \gamma_{i_1}(k)} < e^\varepsilon.
\]

6 Structure of the mixing matrix

The proof of theorem \( \Box \) uses the fact that \( A \sim \mathbf{B}G(r, s, \theta) \) satisfies a condition \( \text{OC}(h) \), which we define below, and which captures the generic structure of \( A \).

Definition 4. For indices \( i, j \) let

\[
C_{j,i} = \bigcup_{k \in R_i \setminus \{j\}} I_j \cap I_k \setminus \{i\},
\]

and define \( m_j = \max_{i=1, \ldots, r} |C_{j,i}| \).

A graphical illustration of the sets \( C_{i,j} \) is given in Figure 4. The following overlap condition \( \text{OC}(h) \) is required for our recovery guarantee.

Condition 1 \( \text{OC}(h) \). Let \( h \geq 0 \) and \( I_j = \{ i : |a_j(i)| \geq \frac{1}{10} \} \subset I_j \). We say that \( A \) satisfies the overlap condition \( \text{OC}(h) \) if for every \( j \),

\[
6m_j + 2|I_j \setminus I_j| + h < |I_j|.
\]

\( \text{OC}(h) \) is a condition on \( A \) which ensures that each square \( I_j \times I_j \) has a small overlap with \( \bigcup_{k \neq j} I_k \times I_k \). This holds in the regime \( \theta \ll 1/\sqrt{s} \) where \( \Sigma = \sum_k a_k a_k^\top \) is
Figure 4: Illustration of $C_{j,i} \subset I_j$ for $i = 3$ and $j = 1$. The sparsity pattern of $A$ is shown with black dots, and $I_1$ is indicated with a black border. $C_{1,3}$ (maroon) is defined as the union of the column supports of the submatrix $A_{I_1 \times R_3}$ shown in dark gray.

sparse, which is clear by considering it as a sparsity condition on $\sum_{k \neq j} a_k(I_j) a_k^\top(I_j)$. More precisely we have the following theorem.

**Theorem 3.** Let $A \sim \text{BG}(r,s,\theta)$. There exists a choice of constants $C, c > 0$ such that if

$$C \frac{\log(r/\delta)}{r} \leq \theta \leq \frac{c}{\sqrt{s + \log(r/\delta)}},$$

then $A$ satisfies condition $\text{OC}(\frac{r\theta}{10})$ with probability at least $1 - \delta$.

This theorem requires implicitly that $r / \log(r) \geq C \sqrt{s}$. In essence, (13) enforces that, with high probability, each row of $A$ has at most $\sqrt{s}$ non-zero entries.

The subprocedure SCIP identifies a large subset $I \subset I_j$ by searching for $I$ of size $h = r \theta / 10$ such that $\Sigma((i_1, i_2) \times I)$ is nearly singular. If such approximately singular 2-by-$h$ submatrices appear by chance in $\Sigma$, then this step fails. We therefore define $h_\varepsilon(A)$ as the maximum width such that this occurs. As the approximation $\Sigma$ gets better, i.e. as $\varepsilon$ decreases, our notion of approximately singular becomes more restrictive. This implies that $h_\varepsilon(A)$ is an increasing function of $\varepsilon$ (decreasing in the accuracy $1/\varepsilon$).

**Definition 5.** For $A = (a_1, \ldots, a_s) = (\rho_1, \ldots, \rho_r)^\top$ with $I_j = \text{supp} a_j$ and $\varepsilon \geq 0$, define

$$h_\varepsilon(A) = \max_j \max \sup_{(i_1, i_2) \in I_j, \phi \neq 0} |L_{\phi,\varepsilon}(A \rho_{i_1}, A \rho_{i_2}) \setminus I_j|.$$

Akin to the restricted isometry property pervasive to compressed sensing, the randomly generated matrix $A$ satisfies condition $\text{OC}(h_\varepsilon(A))$ with high probability.

**Theorem 4.** Let $A \sim \text{BG}(r,s,\theta)$. There exists a choice of constant $c > 0$ such that if (13) holds and

$$\varepsilon = \frac{c}{s^2 \theta^3 + \log(r/\delta)},$$

(5)
then $h_{c}(A) \leq \frac{\rho}{10}$ with probability $1 - \delta$.

Theorems 3 and 4 are proven in appendix A.

7 Proof of recovery

We first show that our algorithm recovers $A$ when the population covariance matrix $\Sigma = AA^\top$ is known exactly. In this case we can set $\epsilon = 0$, so we benefit from the fact that $h_{0}(A) = 1$.

\textbf{Theorem 5.} Let $A$ be such that OC($h_{c}(A)$) holds. Then our algorithm halts in $T$ iterations of SCIP and outputs $\hat{A}$ such that $d(\hat{A}, A)$, where $\mathbb{E}T \leq \frac{6}{\delta} s$, and the expectation is over the randomness of the algorithm.

\textbf{Proof.} Let
\begin{equation}
\Sigma_{j} = I_{j} \times I_{j} \setminus \bigcup_{l \neq j} \left( I_{l} \times I_{l} \right),
\end{equation}
and note that $(i_{1}, i_{2}) \in \Sigma_{j}$ iff $R_{i_{1}} \cap R_{i_{2}} = \{ j \}$. We first show that for $i_{1} \neq i_{2}$, such that $(i_{1}, i_{2}) \in \Sigma_{j}$, it holds that SCIP($\Sigma, (i_{1}, i_{2})$) = $a_{j}$.

\textbf{Correctness of SCIP.} Let $\varphi = A_{i_{1}j}/A_{i_{2}j}$. We then have that
\begin{equation}
I_{j} \setminus (C_{j,i_{1}} \cup C_{j,i_{2}}) \subset L_{\varphi}(\gamma_{i_{1}}, \gamma_{i_{2}}).
\end{equation}
Indeed, for all $k \in I_{j} \setminus (C_{j,i_{1}} \cup C_{j,i_{2}})$ it holds that $R_{i_{1}} \cap R_{k} = R_{i_{2}} \cap R_{k} = \{ j \}$, hence $\Sigma_{i_{1}k} = a_{j}(i_{1})a_{j}(k)$ and $\Sigma_{i_{2}k} = a_{j}(i_{2})a_{j}(k)$. It follows that $\gamma_{i_{2}}(k)/\gamma_{i_{1}}(k) = \Sigma_{i_{2}k}/\Sigma_{i_{1}k} = a_{j}(i_{2})/a_{j}(i_{1}) = \varphi$, i.e. $k \in L_{\varphi}(\gamma_{i_{1}}, \gamma_{i_{2}})$. This shows that $I_{j} \setminus (C_{j,i_{1}} \cup C_{j,i_{2}}) \subset L_{\varphi}(\gamma_{i_{1}}, \gamma_{i_{2}})$.

By (7), it holds that
\begin{align*}
|L| &= \max_{\varphi \sim \hat{\varphi}, \epsilon \leq \epsilon} |L_{\varphi,\epsilon}(\gamma_{i_{1}}, \gamma_{i_{2}})| \\
&\geq |I_{j} \setminus (C_{j,i_{1}} \cup C_{j,i_{2}})| \geq |I_{j}| - 2m_{j}.
\end{align*}
Write $\hat{\varphi} \sim \varphi$ if $e^{-\epsilon} \leq \hat{\varphi} / \varphi \leq e^{\epsilon}$. For every $\hat{\varphi} \neq \varphi$ we have that $L_{\varphi,\epsilon}(\gamma_{i_{1}}, \gamma_{i_{2}}) \leq h_{c}(A) < |I_{j}| - 2m_{j}$ by OC($h_{c}(A)$). Hence $\hat{\varphi} \sim \varphi$, and $L_{\varphi}(\gamma_{i_{1}}, \gamma_{i_{2}}) \subset L$. Moreover, $|L| - |I_{j}| \leq h_{c}(A)$.

Consider the loop over $i \notin \{ i_{1}, i_{2} \}$. For every $k \in I_{j} \setminus (C_{j,i_{1}} \cup C_{j,i_{2}} \cup C_{j,i}) \subset L$ it holds that $\gamma_{i}(k)/\gamma_{i_{1}}(k) = a_{j}(i)/a_{j}(i_{1})$. There are at least $|I_{j} \setminus (C_{j,i_{1}} \cup C_{j,i_{2}} \cup C_{j,i})| \geq |I_{j}| - 3m_{j}$ such $k$’s, out of at most $|I_{j}| + h_{c}(A)$ entries of $\gamma_{i}(L)/\gamma_{i_{1}}(L)$. Hence, more than half the entries of $\gamma_{i}(L)/\gamma_{i_{1}}(L)$ take the value $a_{j}(i)/a_{j}(i_{1})$, provided that
\begin{align*}
|I_{j}| - 3m_{j} > \frac{|I_{j}| + h_{c}(A)}{2},
\end{align*}
which is equivalent with
\[ 6m_j + h_\varepsilon(A) < |I_j|. \]
This holds by OC\((h_\varepsilon(A))\), and we conclude that \( \tilde{a}(i) = \text{median}(\gamma_i(L)/\gamma_{i1}(L)) = a_j(i)/a_j(i_1) \). Now \( \Sigma_{i_1i_2} = a_j(i_1)a_j(i_2) \) and \( \tilde{a}(j)(i_2) = a_j(i_2)/a_j(i_1) \), so \( \sqrt{\Sigma_{i_1i_2}/\tilde{a}(i_2)} = |a_j(i_1)| \) which implies \( \tilde{a} = \sqrt{\Sigma_{i_1i_2}/\tilde{a}(i_2)}a_j = \sigma a_j \) where \( \sigma = \text{sign} a_j(i_1) \). Hence \( a_j \) was recovered correctly.

**Correctness of deflation method.** We now show that each column is recovered correctly by applying SCIP repeatedly. We justify below that there is a (random) sequence of sets \( J_t \subseteq \{1, \ldots, r\} \),

\[ \emptyset = J_0 \subset J_1 \subset J_2 \subset \ldots, \]

such that after the \( t \)th iteration, \( \Sigma(t) = \sum_{j \notin J_t} a_ja_j^\top \) and \( \hat{A} \) is a concatenation (in some order) of the columns \( \{\pm a_j | j \in J_t\} \). If we ever have \( |J_t| = s \), then \( \Sigma(t) = 0 \), so the algorithm halts. We have shown in the paragraph above that \( a_j \) is correctly recovered if \((i_1, i_2) \in \Sigma_j \). Therefore, \( J_{t+1} > J_t \) if \((i_1, i_2) \in \bigcup_{j \notin J_t} \Sigma_j \). Since \((i_1, i_2) \) is chosen uniformly among the at most \( \sum_{j \notin J_t} |I_j|^2 \) nonzero off-diagonal entries of \( \Sigma(t) = \sum_{j \notin J_t} a_ja_j^\top \), we have for \( J \subseteq \{1, \ldots, r\} \),

\[ \mathbb{P}(J_{t+1} \supseteq J_t | J_t = J) \geq \frac{\sum_{j \notin J_t} |\Sigma_j|}{\sum_{j \notin J_t} |I_j|^2} \geq \frac{5}{6} \]

for each \( t \in \mathbb{N} \). Here we have used the properties that the \( \Sigma_j \) are disjoint, and that \( |\Sigma_j| \geq \frac{5}{6} |I_j|^2 \) by OC\((h)\). Let \( T = \min\{t \mid |J_t| = r \} \), and define

\[ S_t = |J_t| - \frac{5}{6}(t \wedge T). \]

Note that \( S_t = s - \frac{5}{6} T \) for all \( t \geq T \). \( \mathbb{E} \) says that for \( t < T \), \( J_{t+1} \) is larger than \( J_t \) with probability at least \( 5/6 \). This implies that \( S_t \) is a submartingale. Hence,

\[ 0 = S_0 \leq \mathbb{E} S_T = s - \frac{5}{6} \mathbb{E} T, \]

which gives us the bound \( \mathbb{E} T \geq \frac{6}{5} s \).

It remains to show that at each iteration there is a \( J \) such that \( \Sigma = \sum_{j \notin J} a_ja_j^\top \) and \( \hat{A} \) is a concatenation (in some order) of the columns \( \{\pm a_j | j \in J\} \). This holds before the first iteration with \( J = \emptyset \), and the property is preserved when a column is correctly recovered. We have shown that this happens whenever \( |R_{i_1} \cap R_{i_2}| = 1 \). If instead \( |R_{i_1} \cap R_{i_2}| \geq 2 \), then the scaling factor \( \sqrt{\Sigma_{i_1i_2}/\tilde{a}(i_2)} \) does not coincide with either \( \pm a_j(i_1) \) for any \( j \in R_{i_1} \cap R_{i_2} \), hence no cancellation occurs when subtracting \( \tilde{a}a^\top \) from \( \Sigma \). Therefore \( \Sigma \) is not changed in the current iteration, and the property still holds. \( \square \)
Figure 5: Illustration of $\Sigma$. The shaded areas represent the sets $I_k \times I_k$, $k = 1, \ldots, s$. The largest square is $I_j \times I_j$. The set $I_j \setminus C_{j,i}$ represents the set of entries in the $i$th row of $\Sigma$ which have a contribution from $a_j a_j^\top$ and none from $a_k a_k^\top$ for $k \neq j$. We have that $|L| \geq |J_j \setminus (C_{j,i_1} \cup C_{j,i_2})| \geq |J_j| - 2m_j$.

We now treat the robustness of the algorithm to uniformly small errors, i.e. we consider an input $\bar{\Sigma}$ with a bound on $|\bar{\Sigma} - \Sigma|_\infty$. The following lemma and theorem express the robustness of $L_{\varphi,\epsilon}(\gamma_i(K), \gamma_2(K))$ to perturbations.

**Lemma 6.** Let $0 < \epsilon < 1$. Let $\gamma_1, \gamma_2 \in (\mathbb{R} \setminus [-c, c])^K$, and let $\overline{\gamma_i} \in \mathbb{R}^K$, $i = 1, 2$, be such that $|\overline{\gamma_i} - \gamma_i|_\infty \leq (1 - e^{-\epsilon/2})c$. Then,

$$L_{\varphi,0}(\gamma_1, \gamma_2) \subseteq L_{\varphi,\epsilon}(\overline{\gamma_1}, \overline{\gamma_2}).$$

From lemma 6, it follows that the columns of $A$ are approximately recovered by SCIP.

**Theorem 7.** Let $A \in \mathbb{R}^{r \times s}$ satisfy $OC(h_2(A))$. Let $\Sigma$ be such that $|\Sigma - AA^\top|_\infty \leq (1 - e^{-\epsilon/4})c$, where $c$ is as in definition 3. Let $(i_1, i_2) \in \Sigma_j$, and suppose $|a_j(i_1)| \wedge |a_j(i_2)| \geq 10c$. Then $\hat{a} = \text{SCIP}(\Sigma, (i_1, i_2), c, \epsilon)$ satisfies

$$\min_{\sigma = \pm 1} |\sigma \hat{a} - a_j|_\infty = O(|A|_\infty |a_j|_\infty \epsilon).$$

Lemma 6 and Theorem 7 are proven in appendix B.

**Recovery from empirical covariance matrix.** In the finite sample case we apply Theorem 5 using an entrywise uniform bound on $\Sigma - \Sigma$, where $\Sigma \sim \mathcal{W}(\Sigma, n)$ is the empirical covariance matrix. A standard computation shows that with probability at least $1 - \delta$, the bound $|\Sigma - \Sigma|_\infty = O(|\Sigma|_\infty \sqrt{\log(r/\delta)/n})$ holds.
Theorem 1. There exist $c, C > 0$ such that the following holds. Let $r, s, \theta$ be such that
\[
C \frac{\log(r/\delta)}{r} \leq \theta \leq \frac{c}{\sqrt{s + \log(r/\delta)}}.
\]
Let $\Sigma = AA^\top + D_\sigma$, where $A \sim \text{BG}(r, s, \theta)$ and $D_\sigma$ is diagonal. Put
\[
n = C|\Sigma|_\infty^2 (s^4 \theta^6 + (\log(r/\delta))^2) \log(r/\delta).
\]
Then there is a randomized algorithm outputting $\hat A$ on input $\Sigma \sim W(\Sigma, n)$ in expected time $O(r \theta rs)$ such that with probability $1 - \delta$ over the randomness of $A$ and $\Sigma$, $d(\hat A, A) = O(\|A\|_\infty^2 \sqrt{\log(r/\delta)/n})$.

Proof. By theorems 3 and 4 and a union bound we have that with probability $1 - 2\delta$, $OC(r \theta/10)$ holds and $h_\epsilon(A) \leq r \theta/10$. These two properties imply $OC(h_\epsilon(A))$.

We pick $n = C|\Sigma|_\infty^2 \log(r/\delta)/\epsilon^2$.

By corollary 15,
\[
|\Sigma - \Sigma|_\infty \leq 6|\Sigma|_\infty \sqrt{\log(r/\delta)/n} = c \epsilon
\]
for appropriate choice of $C$. The conditions of theorem 5 are therefore met, and we get
\[
d(\hat A, A) = O(|A|_\infty^2 \epsilon) = O\left(|A|_\infty^2 |\Sigma|_\infty \sqrt{\log(r/\delta)/n}\right).
\]
To bound the running time of our algorithm, note that the running time of SCIP is dominated by the $r$ assignments $\hat a(i) \leftarrow \text{median}(\gamma_i(L)/\gamma_i(L))$, each of which takes time $O(L)$. Hence an application of SCIP takes time $O(r L) = O(r^2 \theta)$. As previously shown, the expected number of applications of SCIP is bounded by $s \delta$. So the expected running time is $O(r^2 s \delta)$. \qed

The error term in theorem 1 depends on $|\Sigma|_\infty = \max_{i=1,\ldots,r} \|\rho_i\|_2$, which is of the order $s \theta$, the expected support size of a row of $A$. We couple the parameters in the preceding theorem to get the asymptotic result in corollary 2.

Proof of corollary 2. The upper and lower bounds on $\theta$ in the conditions of theorem 1 are satisfied for large values of $s$. By corollary 13, $P(|AA^\top|_\infty > 5s \theta) \leq re^{-s \theta/6} = o(1)$. Hence, the choice of $n$ in theorem 1 satisfies
\[
\log n \sim \log(s^6 \theta^6) \lor \log(s^2 \theta^2) \sim ((6 - 8\alpha) \lor (2 - 2\alpha)) \log s,
\]
where $LHS \sim RHS$ means $LHS/RHS \rightarrow 1$. We can choose $n$ larger than in theorem 1 by setting $\beta = \frac{1}{2} \log_+ n > (3 - 4\alpha) \lor (1 - \alpha)$. Applying theorem 1 and the bound...
$|\mathbf{A}\mathbf{A}^T|_\infty = O(s\theta)$ yields $d(\hat{\mathbf{A}}, \mathbf{A}) = \tilde{O}(|\mathbf{A}|_\infty^2 s\theta/\sqrt{n}) = O(|\mathbf{A}|_\infty^2 s^{1-\alpha-\beta})$, where $\tilde{O}$ hides a logarithmic factor. We conclude using the bound $|\mathbf{A}|_\infty = O(\sqrt{\log(s/\delta)})$ (It is the maximum absolute value of $< cs^2$ Gaussians) which holds with probability $1 - \delta$ and choosing for example $\delta = 1/s$.

8 Conclusion and future directions

We have given the first rigorous treatment of a model of ICA which replaces distributional assumptions on the sources with structural assumptions on the mixing matrix. We have assumed a sparse mixing matrix, a setting which has previously been explored in the experimental literature. In contrast with previous work in this direction which adds a penalty term to the optimization problem solved by traditional ICA, we have given an entirely different combinatorial algorithm and proven that it recovers a sparse and generic mixing matrix from only the second moments of the observations. In particular, our algorithm works even in the setting of Gaussian sources where other ICA methods fail. Our method requires the sparsity parameter to be at most $1/\sqrt{s}$ in order to yield a covariance with a constant $c < 1$ fraction nonzero entries. However, the fact that specifying an $r$-by-$r$ covariance matrix takes $r(r+1)/2$ parameters suggests that a mixing matrix with a constant fraction nonzero entries may be identifiable from second moments. It remains an open problem to formulate weaker assumptions on the mixing matrix under which it can be estimated from second moments.
A Proofs of structural properties

Condition OC(h) bounds the size of $C_{j,i}$ relative to $|I_j|$. Since $C_{j,i}$ is defined in terms of the submatrix $A_{I_j \setminus \{i\} \times R_i \setminus \{j\}}$, the first step in proving this bound is to condition on $R_i$ and $I_j$ as in the following lemma.

**Lemma 8.** Let $A \sim \mathcal{BG}(r,s,\theta)$. For a fixed pair $i,j$, conditioned on the column and row supports $I_j = \text{supp} a_j$ and $R_i = \text{supp} \rho_i$, it holds with probability at least $1 - \delta$ that

$$|C_{j,i}| \leq |I_j| |R_i| \theta + \sqrt{6|I_j| |R_i| \theta \log(1/\delta)}$$

which implies in particular

$$|C_{j,i}| \leq \frac{5}{4} |I_j| |R_i| \theta + 6 \log(1/\delta)$$

**Proof.** Write $I' = I_j \setminus \{i\}$ and $R' = R_i \setminus \{j\}$, and introduce the submatrix $A' = A_{I' \times R'}$ with rows $\rho'_k \in \mathbb{R}^{|R'|}$, $k \in I'$. $C_{j,i}$ is a random subset of $I'$, and the events $E_k = \{k \in C_{j,i}\} = \{\rho'_k \neq 0\}$, $k \in I'$ are independent with

$$p = \mathbb{P}(E_k) = 1 - (1 - \theta)^{|R'|} \leq |R'| \theta$$

The conclusion follows by applying (27) and corollary 12 to $|C_{j,i}| \sim \text{Bin}(|I'|,p)$.

**Lemma 9.** Let $A \sim \mathcal{BG}(r,s,\theta)$. There exists a choice of $c, C > 0$ such that if

$$c \frac{\log(r/\delta)}{r} \leq \theta \leq \frac{C}{\sqrt{s + \log(r/\delta)}}$$

then $\mathbb{P}(\max_j \frac{m_j}{|I_j|} \geq \frac{1}{9}) \leq \delta$.

**Proof.** $|I_j| \sim \text{Bin}(r,\theta)$, so corollary 12 of section C implies that $\mathbb{P}(\min_j |I_j| < \frac{1}{9}r\theta) \leq \delta/s$ when $\log(s/\delta) \leq r\theta/8$. The latter is satisfied because (9) implies $s \leq r^2\delta$, hence $r\theta \geq C \log(r/\delta) \geq \frac{C}{2} \log(s/\delta)$. Let $I_j$ be the event $|I_j| \geq \frac{1}{9}r\theta$ and let $\mathcal{R}_i$ be the event that $|R_i| \leq w := \frac{5}{4}r\theta + 6 \log(r/\delta)$. Then $\mathbb{P}(\mathcal{R}_i) \leq \delta/s$, and $\mathbb{P}(\mathcal{R}_i^c) \leq \delta/r$ by corollary 12. Let $E_{j,i}$ be the event that

$$|C_{j,i}| \leq \frac{5}{4}w\theta |I_j| + \frac{6|I_j|}{r\theta/2} \log(rs/\delta)$$

Then by lemma 8, $\mathbb{P}(E_{j,i}^c \cap \mathcal{R}_i, I_j) \leq \delta/s$. Now we bound

$$\mathbb{P}\left(\bigcup_{i,j} E_{j,i}^c\right) = \mathbb{P}\left(\bigcup_{i,j} (E_{j,i}^c \cap (\mathcal{R}_i \cap I_j))\right) + \mathbb{P}\left(\bigcup_{i,j} (E_{j,i}^c \cap (\mathcal{R}_i \cap I_j)^c)\right)$$

$$\leq \sum_{i,j} \mathbb{P}(E_{j,i}^c | \mathcal{R}_i \cap I_j) + \mathbb{P}\left(\left(\bigcup_i \mathcal{R}_i^c\right) \cup \left(\bigcup_j I_j^c\right)\right)$$

$$\leq 3\delta$$
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On event $\mathcal{E}_{j,i}$ we have

$$\frac{|C_{j,i}|}{|I_j|} \leq \frac{5}{4} w \theta + \frac{12 \log(r s / \delta)}{r \theta}$$

(11)

$$= \frac{25}{16} s \theta^2 + \frac{15}{2} \theta \log \frac{r}{\delta} + \frac{12 \log(r s / \delta)}{r \theta} \leq \frac{1}{9}$$

(12)

hence on event $\bigcap_{i,j} \mathcal{E}_{j,i}$, $A$ satisfies $\max_j |C_{j,i}| = m_j \leq \frac{1}{9} |I_j|$ for all $j = 1, \ldots, s$. Here the bounds on $s \theta^2$ and $\log(r / \delta) \theta$ follow from the upper bound on $\theta$ in (9). The bound on $\frac{\log(r s / \delta)}{r \theta}$ follows from $r \theta \geq C \log(r / \delta) \geq \frac{C}{2} \log(s / \delta)$, which we have used above.

As a corollary we get:

**Theorem 3.** Let $A \sim \text{BG}(r, s, \theta)$. There exists a choice of constants $C, c > 0$ such that if

$$C \frac{\log(r / \delta)}{r} \leq \theta \leq \frac{c}{\sqrt{s + \log(r / \delta)}},$$

then $A$ satisfies condition $\text{OC}(\frac{r \theta}{10})$ with probability at least $1 - \delta$.

**Proof.** By theorem (11) $|I_j| \sim \text{Bin}(r, \theta)$ satisfies that $\mathbb{P}(|I_j| < \frac{9}{10} r \theta) \leq \exp(-c r \theta)$. Furthermore, $|I_j \setminus L_j| \sim \text{Bin}(s, \tilde{e} \theta)$ where

$$\tilde{e} = \frac{1}{\sqrt{2\pi}} \int_{-1/10}^{1/10} e^{-t^2/2} dt \leq \frac{1}{5\sqrt{2\pi}} \approx 0.08.$$

By theorem (11) again, this and the fact that $\tilde{e} < 1/9$ imply that $\mathbb{P}(|I_j \setminus T_j| > r \theta / 9) \leq \exp(-c r \theta)$. By a union bound it holds that with probability $1 - O(s \exp(-c r \theta)) \geq 1 - \delta / 2$, $|I_j| < \frac{9}{10} r \theta$ and $|I_j \setminus T_j| < r \theta / 9$ for all $j$ simultaneously. Combine with the bound $m_j \leq |I_j|/9$ for all $j$ from lemma (9) and we have

$$6 m_j + 2 |I_j \setminus T_j| + \frac{r \theta}{10} \leq \left(\frac{2}{3} + \frac{2}{9} + \frac{1}{9}\right) |I_j|,$$

i.e., $\text{OC}(r \theta / 10)$ holds.

**Bound on $h_\varepsilon(A)$.** The quantity $h_\varepsilon(A)$ is a uniform bound on $L_{\varphi, \varepsilon}(\gamma_{i_1}, \gamma_{i_2})$ for all $i_1, i_2$ such that $|R_{i_1} \cap R_{i_2}| = 1$. To prove such a bound we condition on $\rho_{i_1}$ and $\rho_{i_2}$ and consider $k \notin I_j$. Then $\gamma_{i_1}(k) = \rho_{i_1} \cdot \rho_k$ depends on $\rho_k(R_{i_1} \setminus \{j\})$, and $\gamma_{i_2}(k)$ depends on $\rho_k(R_{i_2} \setminus \{j\})$. Considering all $k \in \{1, \ldots, r\} \setminus \{i_1, i_2\}$ together, $\gamma_{i_1}$ depends on the columns of $A$ indexed by $R_{i_1} \setminus \{j\}$ and $\gamma_{i_2}$ on the columns indexed by $R_{i_2} \setminus \{j\}$. Since $R_1$ and $R_2$ are disjoint, we can view the two submatrices $A(\cdot \times (R_{i_1} \setminus \{j\}))$ and $A(\cdot \times (R_{i_2} \setminus \{j\}))$ as independent random matrices $A'$ and $A''$. In the following lemma, think of $w$ as $|R_{i_1} \setminus \{j\}|$ and of $\rho^{(i)}$ as $\rho_i(R_{i_1} \setminus \{j\})$ for $i = i_1, i_2$.
Lemma 10. Fix $\rho^{(i)} \in \mathbb{R}^w$ for $i = 1, 2$. Let $A', A'' \sim \text{BG}(r, w, \theta)$ be independent, and write $\gamma' = A' \rho^{(1)}$ and $\gamma'' = A'' \rho^{(2)}$. With probability $1 - \delta$, all $\varphi \in \mathbb{R} \setminus \{0\}$ satisfy that

$$|L_{\varphi, \varepsilon}(\gamma', \gamma'')| \leq r w^2 \theta^2 \varepsilon + 6 \log\frac{r}{\delta}$$

Proof. Write $A' = (\rho'_1, \ldots, \rho'_r)^\top$ and $A'' = (\rho''_1, \ldots, \rho''_r)^\top$. For $k = 1, \ldots, r$, write $R'_k = \text{supp } \rho'_k$ and $R''_k = \text{supp } \rho''_k$. We proceed to estimate

$$p_{\varepsilon} = \mathbb{P}(k \in L_{\varphi, \varepsilon}(\gamma', \gamma'')) = \mathbb{P}\left(e^{-\varepsilon} \leq \varphi^{-1} \frac{\gamma''(k)}{\gamma'(k)} \leq e^{\varepsilon}\right)$$

Conditioned on $R'_k$ and $R''_k$, it holds that $(\gamma'(k), \gamma''(k)) \sim \mathcal{N}(0, \sigma^2_{R'_k} \oplus \sigma^2_{R''_k})$, where

$$\sigma^2_{R'_k} = \sum_{j \in R'_k} \rho^2_j$$

For $\sigma_{R'_k}, \sigma_{R''_k} \neq 0$ we write

$$(x, y) = \left(\frac{\gamma'(k)}{\sigma_{R'_k}}, \frac{\gamma''(k)}{\sigma_{R''_k}}\right)$$

and $\tilde{\varphi} = \varphi \sigma_{R'_k} / \sigma_{R''_k}$. Then $(x, y) \sim \mathcal{N}(0, I_2)$ conditioned on $R'_k, R''_k$, and it holds that

$$\mathbb{P}\left(e^{-\varepsilon} \leq \tilde{\varphi}^{-1} \frac{\gamma'(k)}{\gamma(k)} \leq e^{\varepsilon}\bigg| R'_k, R''_k\right)$$

$$= \mathbb{P}\left(e^{-\varepsilon} \leq \tilde{\varphi}^{-1} \frac{y}{x} \leq e^{\varepsilon}\bigg| R'_k, R''_k\right)$$

$$= \frac{1}{\pi} \left[\tan^{-1}(e^{\varepsilon} \varphi') - \tan^{-1}(e^{-\varepsilon} \varphi')\right]$$

$$= \frac{1}{\pi} \left[\tan^{-1} \circ \exp\left(\frac{\log \varphi' + \varepsilon}{\log \varphi' - \varepsilon}\right)\right]$$

$$\leq \frac{\varepsilon}{\pi}$$

Here we have used that the distribution of $(x, y)$ is rotationally invariant, and that

$$\frac{d}{dt} \tan^{-1} \circ \exp(t) = \frac{1}{e^{-t} + e^t} \leq \frac{1}{2}$$

The law of total probability yields

$$p_{\varepsilon} = \mathbb{P}\left(e^{-\varepsilon} \varphi \leq \frac{\gamma''(k)}{\gamma'(k)} \leq e^{\varepsilon} \varphi\right) \leq \frac{\varepsilon}{\pi} \mathbb{P}(R'_k, R''_k \neq \emptyset) \leq \frac{\varepsilon}{\pi} (w \theta)^2 \quad (14)$$
For any \( \varphi \neq 0 \), pick \( k \in L_{\varphi,\epsilon}(\gamma', \gamma'') \) and write \( \varphi_k = \gamma''/\gamma_k' \). Then \( L_{\varphi,\epsilon}(\gamma', \gamma'') \subset L_{\varphi_k,2\epsilon}(\gamma', \gamma'') \). In particular \( |L_{\varphi,\epsilon}(\gamma', \gamma'')| \leq \max_{k=1,\ldots,r} |L_{\varphi_k,2\epsilon}(\gamma', \gamma'')| \), which implies that for any \( t \),

\[
\mathbb{P}\left( \exists \varphi : |L_{\varphi,\epsilon}(\gamma', \gamma'')| \geq t \right) \leq \mathbb{P}\left( \max_{k=1,\ldots,r} |L_{\varphi_k,2\epsilon}(\gamma', \gamma'')| \geq t \right) \tag{15}
\]

Conditioning on the value of \( \varphi_k \), we have that \( |L_{\varphi_k,2\epsilon}(\gamma', \gamma'')| \leq 1 \sim \text{Bin}(r - 1, p_{2\epsilon}) \). Then by corollary 12 we have,

\[
\mathbb{P}( |L_{\varphi_k,2\epsilon}(\gamma', \gamma'')| \geq t | \varphi_k ) \leq \frac{\delta}{r} t = \frac{5}{4} r p_{2\epsilon} + 6 \log \frac{r}{\delta}
\]

Apply a union bound over \( k = 1, \ldots, r \) and insert into (15) to get that \( \mathbb{P}( \exists \varphi : |L_{\varphi,\epsilon}(\gamma', \gamma'')| \geq t ) \leq \delta \). The result follows by inserting (14) to get \( t = \frac{5}{2\pi} r \epsilon^2 \theta^2 + 6 \log \frac{2}{\delta} \).

We let \( w \) be on the scale \( r \theta \) in lemma 10 to get:

**Theorem 4.** Let \( A \sim \text{BG}(r, s, \theta) \). There exists a choice of constants \( C, c > 0 \) such that if (13) holds, then \( h_e(A) \leq \frac{r^2}{10} \) with probability \( 1 - \delta \), where

\[
\epsilon = \frac{1}{s^2 \theta^3 + \log(r/\delta)} \tag{16}
\]

**Proof.** Let \( E_{i_1,i_2}(h) \) be the event that \( |R_{i_1} \cap R_{i_2}| = 1 \) and

\[
\sup_{\varphi \in \mathbb{R}} |L_{\varphi,\epsilon}(\gamma_{i_1}, \gamma_{i_2}) \setminus I_j| \geq h
\]

where \( \{j\} = R_{i_1} \cap R_{i_2} \). Then we need to show that \( \mathbb{P}( \bigcup_{i_1 \neq i_2} E_{i_1,i_2}(r \theta/10) ) \leq \delta \). Let \( w = s \theta + \sqrt{6 s \theta \log(r/\delta)} \), and define the events

\[
\Omega_{i_1,i_2} = \{|R_{i_1}| \vee |R_{i_2}| \leq w \} \quad \Omega = \{|R_i| \leq w \forall i = 1, \ldots, r \}
\]

\( |R_i| \sim \text{Bin}(s, \theta) \), so \( \mathbb{P}(\Omega) \geq 1 - \delta \) by (27) following corollary 11. Fix a pair \( i_1 \neq i_2 \) and condition on \( \rho_{i_1}, \rho_{i_2} \) such that \( |R_{i_1} \cap R_{i_2}| = \{j\} \) and \( |R_{i_1}|, |R_{i_2}| \leq w \). Pick disjoint subsets \( R', R'' \) with \( |R'|, |R''| \leq w \) such that \( R_{i_1} \setminus \{j\} \subset R' \) and \( R_{i_2} \setminus \{j\} \subset R'' \). Define the restricted vectors \( \rho = (\rho_{i_1})_{R'} \) and \( \rho' = (\rho_{i_2})_{R''} \), write

\[
A' = A(\{i_1, i_2\}^c \times R') \quad A'' = A(\{i_1, i_2\}^c \times R''),
\]

where \( \{i_1, i_2\}^c \) denotes the complement, and apply lemma 10 to obtain that with probability \( 1 - \delta/r^2 \),

\[
\sup_{\varphi \in \mathbb{R}'} |L_{\varphi,\epsilon}(\gamma', \gamma'')| \leq r w^2 \theta^2 \epsilon + 3 \log \frac{r^3}{\delta} \tag{17}
\]

\[
\leq \epsilon r s^2 \theta^4 + (\epsilon r s^3 + 1) \log \frac{r}{\delta} \tag{18}
\]

\[
\leq \epsilon r \theta(s^2 \theta^3 + \log \frac{r}{\delta}) + \log \frac{r}{\delta} \tag{19}
\]
here we have used \( w^2 \lesssim s^2 \theta^2 + s \theta \log(r/\delta) \) and \( s \theta^2 \leq 1 \). The right-hand side is bounded by \( h = \frac{r \theta}{10} \) by the conditions \( \varepsilon \leq \frac{s \theta^2 + \log(r/\delta)}{r} \) and \( \frac{C \log(r/\delta)}{r \theta} \leq \theta \). By the law of total probability applied to \( \rho_{i_0} \) and \( \rho_{i_2} \), it holds that \( \mathbb{P}(E_{i_1, i_2} (\frac{r \theta}{10}) | \Omega_{i_1, i_2}) \leq \frac{\delta}{r^2} \).

We can now bound the probability that \( h_{\varepsilon}(\mathbf{A}) > r \theta / 10 \) in the following way:

\[
\mathbb{P} \left( \bigcup_{i_1 \neq i_2} E_{i_1, i_2} \left( \frac{r \theta}{10} \right) \right) \leq \mathbb{P}(\Omega^c) + \sum_{i_1 \neq i_2} \mathbb{P}(E_{i_1, i_2} \left( \frac{r \theta}{10} \right) \cap \Omega) \\
\leq \mathbb{P}(\Omega^c) + \sum_{i_1 \neq i_2} \mathbb{P}(E_{i_1, i_2} \left( \frac{r \theta}{10} \right) \cap \Omega_{i_1, i_2}) \\
\leq \mathbb{P}(\Omega^c) + \sum_{i_1 \neq i_2} \mathbb{P}(E_{i_1, i_2} \left( \frac{r \theta}{10} \right) | \Omega_{i_1, i_2}) \\
\leq \delta + \sum_{i_1, i_2 = 1}^{r} \frac{\delta}{r^2} = 2\delta
\]

\( \square \)

B Robustness to perturbation

**Lemma 6.** Let \( 0 < \varepsilon < 1 \). Let \( \gamma_1, \gamma_2 \in (\mathbb{R} \setminus [-c, c])^K \), and let \( \mathbf{\tau}_i \in \mathbb{R}^K, i = 1, 2, \) be such that

\[ |\mathbf{\tau}_i - \gamma_i|_\infty \leq (1 - e^{-\varepsilon/2})c, \]

Then,

\[ L_{\varphi,0}(\gamma_1, \gamma_2) \subseteq L_{\varphi,\varepsilon}(\mathbf{\tau}_1, \mathbf{\tau}_2). \]

**Proof.** Let \( \varphi = y/x \). We need to show that if \( |x| \wedge |y| \geq c \) and \( |x - \bar{x}| \wedge |y - \bar{y}| \leq (1 - e^{-\varepsilon/2})c \), then

\[ e^{-\varepsilon} \leq \varphi^{-1} \frac{\bar{y}}{\bar{x}} = \frac{x \bar{y}}{y \bar{x}} \leq e^\varepsilon. \]

Taking the logarithm of the middle expression gives us

\[
\left| \frac{y \bar{x}}{x \bar{y}} \right| \leq \left| \log \frac{\bar{x}}{x} \right| + \left| \log \frac{\bar{y}}{y} \right| \\
= \left| \log \left( 1 + \frac{\bar{x} - x}{x} \right) \right| + \left| \log \left( 1 + \frac{\bar{y} - y}{y} \right) \right| \leq \varepsilon,
\]

which finishes the proof of the lemma. \( \square \)

**Theorem 7.** Let \( \mathbf{A} \in \mathbb{R}^{r \times s} \) satisfy OC(\( h_{2e}(\mathbf{A}) \)). Let \( \mathbf{\Sigma} \) be such that \( |\mathbf{\Sigma} - \mathbf{AA}^T|_\infty \leq (1 - e^{-\varepsilon/4})c \), where \( c \) is as in definition 3. Let \((i_1, i_2) \in \mathbf{\Sigma}_j \), and suppose \( |\mathbf{a}_j(i_1)| \wedge |\mathbf{a}_j(i_2)| \geq 10c \). Then \( \hat{\mathbf{a}} = \text{SCIP}(\mathbf{\Sigma}, (i_1, i_2), c, \varepsilon) \) satisfies

\[ \min_{\sigma = \pm 1} |\sigma \hat{\mathbf{a}} - \mathbf{a}_j|_\infty = O(|\mathbf{A}|_\infty |\mathbf{a}_j|_\infty \varepsilon). \]
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Proof. Assume for notational convenience that \( i_1 = 1 \) and \( i_2 = 2 \). We also assume for simplicity that \( |\gamma_1(k)|, |\gamma_2(k)| \) are not in the interval \([c-\varepsilon, c+\varepsilon]\). Let \( \varphi = a_j(2)/a_j(1) \). As in the proof of theorem \( \ref{thm:main} \) we have that \( I_j \setminus (C_{j,1} \cup C_{j,2}) \subset \mathcal{L}_\varphi(\gamma_1, \gamma_2) \). Define the subset

\[
I' = I_j \setminus (C_{j,1} \cup C_{j,2}).
\]

Assumption \( |a_j(1)|, |a_j(2)| \geq 10c \) implies that \( |\gamma_i(k)| = |a_j(i)a_j(k)| \geq c \) for \( i = 1, 2 \), and \( k \in I_j \setminus (C_{j,1} \cup C_{j,2}) \) (recall that \( L_j = \{ k \mid a_j(k) \geq c \} \)). Hence it holds that

\[
I' \subset \mathcal{L}_\varphi,0(\gamma_1, \gamma_2) \cap K \subset \mathcal{L}_\varphi,\varepsilon/2(\overline{\gamma}_1, \overline{\gamma}_2),
\]

(20)

where \( K = \{ k \in [r] : |\gamma_1(k)| \wedge |\gamma_2(k)| \geq c \} \) and the last inclusion is lemma \( \ref{lemma:assumption} \). Pick \( \varphi' = \pm e^{\varepsilon m} \) with \( m \in \mathbb{Z} \) such that

\[
e^{-\varepsilon/2} \leq \varphi' \leq e^{\varepsilon/2}.
\]

Then \( \mathcal{L}_{\varphi',\varepsilon/2}(\gamma_1, \gamma_2) \subset \mathcal{L}_{\varphi',\varepsilon}(\gamma_1, \gamma_2) \), which combined with (20) yields \( I' \subset \mathcal{L}_{\varphi',\varepsilon}(\overline{\gamma}_1, \overline{\gamma}_2) \). Condition \( OC(h_\varepsilon(A)) \) implies that \( |I'| \geq |I_j| - 2m_j > h_\varepsilon(A) \), so \( |\mathcal{L}_{\varphi',\varepsilon}(\overline{\gamma}_1, \overline{\gamma}_2) \cap K| > h_\varepsilon(A) \). It must then also hold that

\[
|\mathcal{L}_{\varphi',\varepsilon}(\overline{\gamma}_1, \overline{\gamma}_2) \cap K| > h_\varepsilon(A),
\]

(21)

since \( \varphi \) maximizes the LHS among \( \varphi' \in \pm e^{\varepsilon \mathbb{Z}} \). We now show that

\[
e^{-\varepsilon/2} \leq \varphi' \leq e^{\varepsilon/2}.
\]

(22)

We let \( \varphi' \) be such that \( |\log(\varphi'/\varphi)| \geq \frac{3}{2} \varepsilon \), and show that \( \varphi' \neq \varphi \). It holds that \( \mathcal{L}_{\varphi',\varepsilon}(\overline{\gamma}_1, \overline{\gamma}_2) \) is disjoint from \( \mathcal{L}_{\varphi',\varepsilon/2}(\overline{\gamma}_1, \overline{\gamma}_2) \) and hence also from \( L_j \), a subset of the latter by (20). By definition \( \ref{def:assumption} \), it holds that \( \mathcal{L}_{\varphi',\varepsilon}(\overline{\gamma}_1, \overline{\gamma}_2) \leq h_\varepsilon(A) \), and comparing with (21) shows that \( \varphi' \neq \varphi \), proving (22).

From (22) it follows that \( L := \mathcal{L}_{\varphi,2\varepsilon}(\overline{\gamma}_1, \overline{\gamma}_2) \) contains \( \mathcal{L}_{\varphi,\varepsilon/2}(\overline{\gamma}_1, \overline{\gamma}_2) \), which combined with (20) yields

\[
I' \subset L.
\]

(23)

Recalling definition \( \ref{def:assumption} \), we also get that \( |L| \leq |I_j| + h_2\varepsilon(A) \).

Let \( i \) be as in line \( \ref{line:SCI} \) of SCIP and let

\[
I^i = I_j \setminus (C_{j,1} \cup C_{j,2} \cup C_{j,i}) \subset L.
\]

The set inclusion follows from (23). Then all entries of \( \gamma_i(I^i)/\gamma_1(I^i) \) are \( \psi = a_j(i)/a_j(1) \). But \( |I^i| \) contains more than half the elements of \( L \),

\[
|I^i| \geq |I_j| - 2m_j > |I_j| + h_2\varepsilon(A) \geq \frac{|L|}{2}.
\]

Here, the strict inequality is exactly condition \( OC(h_2\varepsilon(A)) \). It follows that

\[
\hat{a}(i) = \text{median}(\overline{\psi}(L)/\overline{\psi}_1(L)) \in \left[ \min_{k \in L} \overline{\psi}(k), \max_{k \in L'} \overline{\psi}(k) \right],
\]

(22)
where $\psi(k) = \gamma_i(k)/\gamma_1(k)$. Let $\psi = a_j(i)/a_j(1)$. Then $|\gamma_i - \gamma_1|_\infty \leq c\varepsilon$ and $|\gamma_1(k)|, |\gamma_i(k)| = \Omega(1)$, imply that for $k \in I^i$,

$$\left| \psi(k) - \psi \right| \leq \left| \frac{(\gamma_1(k) - \gamma_i(k))\gamma_i(k)}{\gamma_1(k)^2} \right| + \left| \frac{\gamma_i(k) - \gamma_1(k)}{\gamma_1(k)} \right|$$

$$= O\left( \frac{\gamma_i(k)}{|\gamma_1(k)|} + \varepsilon \right)$$

$$= O\left( \frac{|a_j(i)|}{|a_j(1)|} \varepsilon + \varepsilon \right),$$

Apply the fact that $\tilde{a}(i)$ is in an interval containing $\psi(k), k \in I^i$ to get $|a_j(1)\tilde{a}(i) - a_j(1)\psi|$, which translates into

$$|a_j(1)\tilde{a} - a_j|_\infty = O(\varepsilon|a_j|_\infty),$$

(24)

The algorithm outputs $\hat{a} = \lambda\tilde{a}$, where

$$\lambda = \sqrt{\frac{\lambda_{12}}{\lambda(2)}}$$

$$= \sqrt{\frac{a_j(2)a_j(1) + O(\varepsilon)}{a_j(2)/a_j(1) + O(\varepsilon/a_j(1))}}$$

$$= \left(1 + O\left( \frac{\varepsilon}{a_j(1)a_j(2)} + \frac{\varepsilon}{a_j(2)} \right) \right)a_j(1)$$

$$= |a_j(1)| + O\left(1 + |a_j(1)|\varepsilon\right),$$

where we have used that $a_j(1), a_j(2) = \Omega(1)$. Combining with (24) yields that

$$|\lambda\tilde{a} - \sigma a_j|_\infty = O\left(1 + |a_j(1)|\varepsilon\right)|a_j|_\infty + \varepsilon|a_j|_\infty.$$ 

$$= O(\varepsilon|A|_\infty|a_j|_\infty),$$

where sign $a_j(1)$. Since the output of SCIP is $\lambda\tilde{a}$, this finishes the proof.

C Concentration inequalities

We use the following bounds from [9]:

**Theorem 11 (Okamoto).** Let $X \sim \text{Bin}(n,p)$ with $p \leq 1/2$ and let $0 \leq \varepsilon \leq 2p$. Then

$$P\left( \frac{X}{n} \leq p - \varepsilon \right) \leq \exp\left( -\frac{n\varepsilon^2}{2p} \right)$$

(25)

$$P\left( \frac{X}{n} \geq p + \varepsilon \right) \leq \exp\left( -\frac{n\varepsilon^2}{6p} \right)$$

(26)
Setting $\varepsilon = \sqrt{\frac{6p}{n} \log \frac{1}{\delta}}$ yields the restatement of theorem 11 that for $X \sim \text{Bin}(n, p)$,
\[ \Pr(X \leq np - \sqrt{2np \log(1/\delta)}) \vee \Pr(X \geq np + \sqrt{6np \log(1/\delta)}) \leq \delta \quad (27) \]

We also get a weaker bound which in some settings is more convenient.

**Corollary 12.** For $X \sim \text{Bin}(n, p)$,
\[ \Pr(X \leq \frac{3}{4}np + 2 \log \frac{1}{\delta}) \vee \Pr(X \geq \frac{5}{4}np + 6 \log \frac{1}{\delta}) \leq \delta \]

**Proof.** Use the inequality $xy \leq \frac{x^2}{4} + \frac{y^2}{4}$, which implies $x^2 - xy \geq \frac{3}{4}x^2 - y^2$ and $x^2 + xy \leq \frac{5}{4}x^2 + y^2$. Let $x = \sqrt{np}$ and set $y$ equal to $\sqrt{2 \log(1/\delta)}$ and $\sqrt{6 \log(1/\delta)}$ respectively to get
\[ np - \sqrt{2np \log \frac{1}{\delta}} \geq \frac{3}{4}np - 2 \log \frac{1}{\delta} \quad (28) \]
\[ np + \sqrt{6np \log \frac{1}{\delta}} \leq \frac{5}{4}np + 6 \log \frac{1}{\delta} \quad (29) \]

The result now follows from (27). \hfill \square

**Corollary 13.** Let $A \sim \mathcal{BG}(r, s, \theta)$. Then
\[ \Pr(|A\mathsf{A}^\top|_\infty > 5s\theta) \leq re^{-s\theta/6} \]

**Proof.** Conditioned on $|R_i| = w$, $||\rho_i||_2^2 \sim \chi_w^2$ is chi-squared with $w$ degrees of freedom. Lemma 1 of [19] then implies
\[ \Pr(||\rho_i||_2^2 > w + 2\sqrt{wt} + 2t \mid |R_i| = w) \leq e^{-t} \]

We use the inequality $2\sqrt{wt} \leq w + t$ to replace the bound above by $2w + 3t$, i.e. $\Pr(||\rho_i||_2^2 > 2w + 3t \mid |R_i| = w) \leq e^{-t}$. In particular,
\[ \Pr(||\rho_i||_2^2 > 4s\theta + 3t \mid |R_i| \leq 2s\theta) \leq e^{-t} \quad (30) \]

Since $|R_i| \sim \text{Bin}(s, \theta)$, theorem 11 implies that $\Pr(|R_i| \geq 2s\theta) \leq e^{-s\theta/6}$. Combining this with (30) yields that $\Pr(||\rho_i||_2^2 > 5s\theta) \leq e^{-s\theta/6}$. Since $|A\mathsf{A}^\top|_\infty = \max_i ||\rho_i||_2^2$, a union bound over $i$ yields the result. \hfill \square

**Concentration of sample covariances.** The sample covariance $\mathbf{\Sigma}_n$ follows a Wishart distribution $\mathcal{W}(\Sigma, n)$. In this section we bound the difference $\mathbf{\Sigma}_n - \mathbf{\Sigma}$ entrywise.

**Lemma 14.** Let $(X_1, Y_1), \ldots, (X_n, Y_n) \overset{i.i.d.}{\sim} \mathcal{N} \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \Sigma \right)$ where $\Sigma = \begin{pmatrix} \sigma_{XX} & \sigma_{XY} \\ \sigma_{XY} & \sigma_{YY} \end{pmatrix}$, and write $\mathbf{\sigma}_{XY} = \frac{1}{n} \sum_{i=1}^{n} X_i Y_i$. Then,
\[ \Pr \left( \frac{|\sigma_{XY} - \mathbf{\sigma}_{XY}|}{\sigma_{XX} + \sigma_{YY}} \geq \sqrt{\frac{t}{n} + \frac{t}{n}} \right) \leq 4 \exp(-t) \]
Proof. Use the polarization identity $XY = \frac{1}{2}((X+Y)^2-(X-Y)^2)$. Define $\sigma_+, \sigma_- > 0$ by $\sigma_+^2 = \frac{1}{4}E(X+Y)^2$ and $\sigma_-^2 = \frac{1}{4}E(X-Y)^2$, and let $Z = \frac{1}{2\sigma_+}(X+Y)$ and $W = \frac{1}{2\sigma_-}(X-Y)$. Then $Z, W \sim N(0,1)$ (they might not be independent), and

$$XY = \sigma_+^2Z^2 - \sigma_-^2W^2$$

For each $j = 1, \ldots, n$ let $Z_j = \frac{1}{2\sigma_+}(X_j + Y_j)$ and $W_j = \frac{1}{2\sigma_-}(X_j - Y_j)$. We can now write

$$\|\Sigma_{XY} - \Sigma_{XY}\| \geq 2\sigma^2(\sqrt{t/n} + t/n) \leq 4 \exp(-t)$$

where $\sigma^2 = \sigma_+^2 + \sigma_-^2$. Using the expressions $\sigma_+^2 = \frac{1}{4}(\sigma_X + \sigma_Y + 2\sigma_{XY})$ and $\sigma_-^2 = \frac{1}{4}(\sigma_X + \sigma_Y - 2\sigma_{XY})$ we get $\sigma^2 = (\sigma_X + \sigma_Y)/2$. $\Box$

Corollary 15. Let $\Sigma_n \sim \mathcal{W}(\Sigma, n)$ be a Wishart matrix with scale parameter $\Sigma \in \mathbb{R}^{r \times r}$, and suppose $0 < \delta < 1/2$, $n \geq 2 \log(r/\delta)$. Then with probability at least $1 - \delta$,

$$\frac{\|\Sigma_n - \Sigma\|_\infty}{2|\Sigma|_\infty} \leq 3 \sqrt{\frac{\log(r/\delta)}{n}}$$

Proof. Let $\Sigma_n = \frac{1}{n} \sum_{i=1}^n X_iX_i^\top$ where $X_1, \ldots, X_n \sim N(0, \Sigma)$. Apply lemma 14 for each submatrix $\Sigma = \Sigma((k,l) \times (k,l))$, substituting $(X_i(k))$ for $(X_i, Y_i)$, and take a union bound over pairs $k \leq l$ to get

$$\mathbb{P}\left(\frac{\|\Sigma_n - \Sigma\|_\infty}{2|\Sigma|_\infty} \geq \sqrt{t/n} + t/n \right) \leq 2r(r+1) \exp(-t)$$

Let $t = \log(2r^2/\delta) \leq 2 \log(r/\delta)$. Then $\sqrt{t/n} + t/n \leq 2\sqrt{t/n} \leq 3\sqrt{\frac{1}{n} \log(r/\delta)}$. $\Box$

Acknowledgements

P.R. is supported in part by grants NSF DMS-1712596, NSF DMS-TRIPODS-1740751, DARPA W911NF-16-1-0551, ONR N00014-17-1-2147 and a grant from the MIT NEC Corporation.
References

[1] Alekh Agarwal, Animashree Anandkumar, Prateek Jain, Praneeth Netrapalli, and Rashish Tandon. Learning sparsely used overcomplete dictionaries. In Conference on Learning Theory (COLT), 2014.

[2] L. Albera, A. Ferreol, P. Chevalier, and P. Comon. ICAR: A tool for blind source separation using fourth-order statistics only. Trans. Sig. Proc., 53(10), 2005.

[3] Sanjeev Arora, Rong Ge, and Ankur Moitra. New algorithms for learning incoherent and overcomplete dictionaries. In Conference on Learning Theory (COLT), 2014.

[4] Sanjeev Arora, Rong Ge, Ankur Moitra, and Sushant Sachdeva. Provable ica with unknown gaussian noise, and implications for gaussian mixtures and autoencoders. Algorithmica, 72(1), 2015.

[5] Anthony J. Bell and Terrence J. Sejnowski. The “independent components” of natural scenes are edge filters. Vision Research, 37(23), 1997.

[6] Peter Bühlmann and Sara Van de Geer. Statistics for high-dimensional data. Springer-Verlag Berlin Heidelberg, 2011.

[7] Emmanuel J Candes and Terence Tao. Decoding by linear programming. IEEE transactions on information theory, 51(12), 2005.

[8] Pierre Comon. Independent component analysis, a new concept? Signal Process., 36(3), 1994.

[9] R. M. Dudley. Central limit theorems for empirical measures. Ann. Probab., 6(6), 1978.

[10] Jesse M. Engreitz, Bernie J. Daigle Jr., Jonathan J. Marshall, and Russ B. Altman. Independent component analysis: Mining microarray data for fundamental human gene expression modules. Journal of Biomedical Informatics, 43(6), 2010.

[11] Simon Foucart and Holger Rauhut. A Mathematical Introduction to Compressive Sensing. Birkhäuser Basel, 2013.

[12] Trevor Hastie, Robert Tibshirani, and Martin Wainwright. Statistical Learning with Sparsity: The Lasso and Generalizations. Chapman and Hall/CRC, 2015.

[13] Aapo Hyvärinen, Juha Karhunen, and Erkki Oja. Independent Component Analysis. Wiley & Sons, 2001.
[14] Aapo Hyvärinen and Erkki Oja. Independent component analysis by general non-linear hebbian-like learning rules. *To appear in Signal Processing*, 64(3), 1998.

[15] Aapo Hyvärinen and Karthikesh Raju. Imposing sparsity on the mixing matrix in independent component analysis. *Neurocomputing*, 49(1–4), 2002.

[16] Aapo Hyvärinen and Erkki Oja. A fast fixed-point algorithm for independent component analysis. *Neural Computation*, 9(7), 1997.

[17] T-P Jung, Scott Makeig, Martin J McKeown, Anthony J Bell, T-W Lee, and Terrence J Sejnowski. Imaging brain dynamics using independent component analysis. *Proceedings of the IEEE*, 89(7), 2001.

[18] Wei Kong, Charles R Vanderburg, Hiromi Gunshin, Jack T Rogers, and Xudong Huang. A review of independent component analysis application to microarray gene expression data. *Biotechniques*, 45(5), 2008.

[19] B. Laurent and P. Massart. Adaptive estimation of a quadratic functional by model selection. *Ann. Statist.*, 28(5), 2000.

[20] Kyle Luh and Van Vu. Dictionary learning with few samples and matrix concentration. *IEEE Transactions on Information Theory*, 62(3), 2016.

[21] Julien Mairal, Francis Bach, Jean Ponce, and Guillermo Sapiro. Online learning for matrix factorization and sparse coding. *Journal of Machine Learning Research*, 11(Jan), 2010.

[22] Daniel A. Spielman, Huan Wang, and John Wright. Exact recovery of sparsely-used dictionaries. In *Conference on Learning Theory (COLT)*, 2012.

[23] R. E. Suri. Application of independent component analysis to microarray data. In *Integration of Knowledge Intensive Multi-Agent Systems, 2003. International Conference on*, Sept 2003.

[24] James Voss, Luis Rademacher, and Mikhail Belkin. Fast algorithms for gaussian noise invariant independent component analysis. In *Proceedings of the 26th International Conference on Neural Information Processing Systems - Volume 2*, NIPS’13. Curran Associates Inc., 2013.

[25] Qiang Zhang, Jiande Sun, Ju Liu, and Xinghua Sun. *A Novel ICA-Based Image/Video Processing Method*. Springer Berlin Heidelberg, Berlin, Heidelberg, 2007.