Statistical properties and dynamics of phenotype components in individual bacteria
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Abstract

Cellular phenotype is characterized by different components such as cell size, protein content and cell cycle time. These are global variables that are the outcome of multiple internal microscopic processes. Accordingly, they display some universal statistical properties and scaling relations, such as distribution collapse and relation between moments. Cell size statistics and its relation to growth and division has been mostly studied separately from proteins and other cellular variables. Here we present experimental and theoretical analyses of these phenotype components in a unified framework that reveals their correlations and interactions inside the cell. We measure these components simultaneously in single cells over dozens of generations, quantify their correlations, and compare population to temporal statistics. We find that cell size and highly expressed proteins have very similar dynamics over growth and division cycles, which result in parallel statistical properties, both universal and individual. In particular, while distribution shapes of fluctuations along time are common to all cells and components, other properties are variable and remain distinct in individual cells for a surprisingly large number of generations. These include temporal averages of cell size and protein content, and the structure of their auto-correlation functions. We explore possible roles of the different components in controlling cell growth and division. We find that in order to stabilize exponential accumulation and division of all components across generations, coupled dynamics among them is required. Finally, we incorporate effective coupling within the cell cycle with a phenomenological mapping across consecutive cycles, and show that this model reproduces the entire array of experimental observations.
Significance. A population of microorganisms grown from a single ancestor share identical genetic material and common history. Nevertheless they exhibit broad variability in all measured properties: size, shape, molecular content etc. How this variability is produced despite the strong inheritance in a population is a central question in biophysics. In this work we utilize a special experimental system that enables us to monitor two properties simultaneously: cell size and protein copy number. We measure them in individual bacteria as they grow, divide and transfer them across many generations. Based on these measurements we develop a dynamical model of a single cell that takes into account the coupling between different cellular properties, their exponential accumulation within the cell cycle, and the control of cell division. The model reproduces the statistical properties of phenotypic variability observed in populations.

Introduction

Phenotypic variability is a hallmark of microbial cell populations, even when clonal and grown under uniform conditions [1, 2, 3]. Variability appears in many measured cellular properties, including cell size [4, 5, 6, 7, 8], molecular content [9, 10], organelle copy number [11], cell-cycle time [12, 13, 14], response timescale [15] and more. A clonal population is produced from a single ancestor by growth and division. Many cellular properties are, to some degree, inherited along generations. Thus phenotypic variability is tightly connected to growth and division dynamics [16, 17, 18]. These dynamics are regulated by internal cellular processes; the problem of growth and division regulation has been studied for decades, with recent renewed interest following single-cell technologies [19].

Of special interest and biological relevance among phenotypic properties is cellular protein content, which can determine functional characteristics of the cell. In microorganisms, the copy number of all proteins fluctuates considerably among clonal cells [20, 9]. Large variability is expected for low copy-number proteins, where number fluctuations and molecular noise dominate. However, highly expressed proteins – where number fluctuations are negligible – also exhibit large variability among cells [21, 22, 23, 24]. These fluctuations have been attributed to multiple sources, such as noise in the protein production process [25, 26], cell division [27, 28, 29], and growth rate [30]. Recent studies have focused on the transcription process, shedding light on variability in copy number of mRNA [31, 32, 33]. We note however, that there is a timescale separation between mRNA and protein lifetimes; as a result, there is little correlation between the two [24]. Moreover, possibly due to their buffering from molecular processes, highly expressed protein variability was found to display some simple and universal features: First, the distributions of such proteins exhibit a collapse under two-parameter scaling, for both bacteria and yeast under a broad range of conditions [34]. Qualitatively similar distribution shapes had been reported in various experimen-
tal works [35, 23, 22, 24, 36]. Second, for highly expressed proteins, the variance $\sigma^2$ is a quadratic function of their mean $\mu$ ($\sigma^2 = A\mu^2 + B\mu + C$; see [34]). This relation holds over large datasets, including genome-wide measurements (24; see also [34] supplementary material). Such universal features under a broad range of conditions suggests that the plethora of noisy molecular processes affecting protein content, are integrated to ultimately buffer cellular statistics from the molecular realm.

Universal distributions and scaling relations between moments have been observed also for cell size and, more generally, body mass in an ecological context. For cell size it was found however that distributions collapse under a one-parameter scaling, implying a more stringent relation ($\sigma^2 \propto \mu^2$) between mean and variance [37, 38, 39, 7, 8]. Since cell-size is linked to the control of cell division, statistical properties of cell-size have been considered in this context [5, 39, 8, 7]. Although cell mass is composed largely of proteins, the statistical properties of highly expressed specific proteins have been mostly studied separately; a quantitative understanding of the correlations between cell size and various highly expressed proteins, is not well developed.

Recently, measurements of cellular properties such as protein content and cell size in individual bacteria over extended times have become available [19]. These measurements provide new insight into the statistical properties of populations by revealing dynamical aspects of cell growth and protein expression [40, 39, 41, 8, 42]. Our previous work has shown that, for E. coli, the single-cell protein traces exhibit the same universal statistical properties as large populations, showing the same distribution shape and scaling between moments [43, 41]. In addition, the single-cell traces of cell-size and abundant protein are not only qualitatively similar but also statistically correlated on a cycle-by-cycle basis [41]. However, a general and fundamental description of the relation between single-cell dynamics and population statistics is still lacking. Statistical and scaling properties of cell-size and highly expressed proteins in microorganisms suggest that they are governed by similar or related coarse-grained mechanisms. These relations between cell-size, protein content and cell-division control are at the focus of our current study.

Here, we present a comprehensive experimental and theoretical analysis of single-cell dynamics along multiple generations, offering a unified framework for “phenotype components” - cell-size and highly expressed protein content. Stable measurements over dozens of generations allow us to clearly identify individual statistical features of single cells that are maintained distinct throughout their lifetime. These features are contrasted and compared to universal ones summarized above, that are common to all single-cell traces and population snapshots. Both universal and individual statistical properties are practically identical for cell-size and protein traces.

A stochastic mapping model relating consecutive generations is applied first to each phenotype component separately. Cycles of exponential growth and division converge to a stable process
only with some restraining force on the exponents; the resulting mapping model is equivalent to a particle under the influence of an effective potential (from which an effective restraining force is derived), and a noise source [5, 44, 45]. This mapping accounts quantitatively for both universal and individual statistical properties of each component. In particular we find that the effective potential is an individual property distinct among cells; this in turn results in a distinct long-time average of phenotype components, and distinct long-time oscillatory structure in their auto-correlation function.

The effective restraining force acting on exponential growth has a biological meaning in terms of the control of cell division [5, 46, 47]. The similarity between the effective description of proteins and cell size raises the question of the relation between them and how they coordinate control of cell division. We therefore next consider the phenotype components as parts of a single stochastic dynamical system. New data are presented on phenotype components measured simultaneously in single cells. These data reveal strong correlations between phenotype components but also variability among generations and among individual cells. We find that a multi-component dynamical system with cycles of exponential growth and division, can only be stable if components interact dynamically during the cell-cycle. We develop an approach which describes the cellular phenotype components as part of a multi-dimensional system of interactions, representing the internal complexity of the cell in an abstract manner. The model reproduces both universal and individual properties of single cell traces. Our results point to limits of current experimental methods in determining mechanisms of cellular control, and offer several directions for future research.

Results

Balance between noise and effective potential shapes fluctuations in phenotype components

Several recent studies have focused on cell-size dynamics in single cells, revealing exponential-like accumulation throughout the cell cycle with abrupt drops at division [40, 39, 46, 45, 7].

Here we use an experimental method which traps a cell at the bottom of a microfluidic channel and follow its properties over multiple generations [40, 41]. A portion of a measured trace, displaying cell length over growth and division cycles, is shown in Fig. 1A (blue lines, top and bottom panels, different growth media). Since cells maintain approximately constant width in fixed conditions, we use cell length as a proxy for cell size. Highly expressed proteins in E-coli show a qualitatively similar single-cell dynamics, as demonstrated in our recent work [41]. A sample measurement of GFP expressed from the $\lambda$ PR promoter (red line, top panel) and from the LAC promoter (green line, bottom panel) are shown in the same figure. This similarity is not surprising
for the LAC promoter, since it is metabolically important in the medium used in these experiments (see Methods for details). Nevertheless, protein expression from the λ PR promoter, an alien promoter derived from a bacteriophage and which does not play any metabolic role in the cell, still reveals similar dynamics highly correlated with cell length. These results suggest that highly expressed proteins - similarly to cell size - are global cellular variables, whose dynamics reflect the integrations of multiple microscopic processes. We therefore treat them on equal footing as “phenotype components”, and adopt a phenomenological, coarse-grained approach to describe their dynamics [34, 41, 49].

While there are several important events in the cell cycle, such as DNA replication and transitions between cycle stages, the most dramatic one is cell division. In contrast to a smooth accumulation of proteins, biomass and other molecular content throughout the cycle, at division cellular content is abruptly divided approximately in half. Thus, we include cell division as an explicit event connecting consecutive cell cycles. Following previous coarse-grained models of cell growth over multiple generations [5, 46, 48, 7, 49, 8], we use a simple parametrization given by:

\[ x_n(t) = x_n(0) e^{\alpha_n t}, \quad 0 \leq t \leq T_n \]

\[ x_{n+1}(0) = f_n x_n(T_n) \]

where \( x_n(t) \) denotes any one of the phenotype components during the \( n \)-th cell-cycle, of duration \( T_n \); \( \alpha_n \) is the exponential accumulation rate; and \( f_n \) the fraction at division, connecting the end of the current cell-cycle to the initial condition of the next cycle. The measured trace can be described to high accuracy by fitting the three parameters: \( \alpha_n, f_n \) and \( T_n \), for each cell-cycle (black lines in Fig. 1A). These parameters vary over consecutive cell cycles: the exponential accumulation rates, \( \alpha_n \), are normally distributed across cell-cycles with average and variance depending on medium conditions and bacterial strain [39, 41, 8, 50, 51]. The division fraction \( f_n \) are also normally distributed around 1/2, with a relatively narrow distribution (typical standard deviation \( \sim 0.15 \) for *E. coli* [41]). The distribution of cell-cycle times has a broad tail, and has been well documented and studied in many cell types [52, 40, 46, 39, 13]. These variations in cell-cycle parameters are sufficient to account for the statistical properties of cell length and protein, suggesting that additional fluctuations over time (i.e. rapid fluctuations around the exponential approximation within a cell-cycle) can be neglected [41].

Within this approximation, one may combine the two equations above to relate the values of any phenotype component at the start of cell-cycle, \( x_n = x_n(0) \), across generations:

\[ x_{n+1} = f_n x_n e^{\alpha_n T_n}. \]
This defines a discrete-time stochastic process - a mapping from one cell-cycle to the next, where three random variables characterize each cycle. The exponential rates $\alpha_n$ show a strong negative correlation with the cell-cycle time $T_n$; the total accumulation exponent $\phi_n = \alpha_n T_n$ is approximately independent across generations, but is negatively correlated with the phenotype component at the beginning of the cell-cycle $x_n$ [49]. Figs. 1B,C show this correlation for cell length and protein copy-number respectively, which is well described as:

$$\phi_n = \tilde{\phi} - \beta \ln x_n + \xi_n$$

where $\beta$ and $\tilde{\phi}$ are the empirical slope and intercept of the best linear fit to each of the correlations ($\beta_L$ for cell length, $\beta_P$ for protein etc.) and $\xi_n$ accounts for fluctuations around this fit (Fig. 1B,C insets).

Taking the logarithm of the mapping Eq. (2) and using the correlation Eq. (3), one finds the discrete equation of motion:

$$\ln x_{n+1} - \ln x_n = -\beta \ln x_n + \ln f_n + \tilde{\phi} + \xi_n = -\beta \ln x_n + \eta.$$  

(4)

This shows that the dynamics of the exponential accumulation of phenotype components ($\ln x_n$) follows a discrete-time Langevin equation, which describes a particle under the influence of a deterministic linear force with noise. Here $\beta$ plays the role of an effective restraining force. The other terms (marked together as $\eta$) introduce noise, but may also have a nonzero average, as discussed below. In biological terms, the accumulating exponentials jitter due to various fluctuations in the system. On the other hand they are restrained by cellular mechanisms that regulate cell division such that the phenotype components do not diverge. Recent theoretical work has studied a generalized nonlinear form of this map [45]. The correlations in Figs. 1B,C, however, show that a linear force provides an excellent approximation to the data. Thus one may imagine the particle fluctuating near the bottom of a potential well, from which the restraining force is derived.

For cell length, Fig. 1B shows that in both experimental conditions $\beta \approx 0.5$. This corresponds to the "adder" model of cell division control, where a constant biomass is added per cell-cycle [5, 42, 7]. The equivalence of the above mapping for $\beta = 0.5$ and the adder model was discussed in our previous work [49]. In contrast, for proteins, different values of $\beta$ are found; in the data shown here, $\beta_P = 0.12$ for fluorescent protein expressed from the LAC promoter and $\beta_P = 0.26$ for protein expressed from the $\lambda$-PR promoter. The significance of the effective restraining force for proteins is discussed at length below.

A particle with the above dynamics, over a large number of time steps exhibits a Gaussian
Figure 1: Universal statistical properties of the different phenotype components. (A) example traces of cell-length (blue) and total fluorescence (red and green) measured in different media (LB top panel, and M9CL lower panel). The fluorescent protein in LB medium was expressed from the $\lambda$-phage PR promoter, while in M9CL it was expressed from the LAC promoter. (B,C) correlations between the accumulated exponents ($\phi_n = \ln \left( \frac{x_n(T_n)}{x_n(0)} \right)$, with all symbols defined in the main text) and value at the start of the cell-cycle ($\ln x_n(0)$) for each phenotype component presented in (A). The data was collected from different traces each over 50 generations long (59 traces for measurements in LB and 17 traces in M9CL). Data points are color-coded by density of the points. Black lines: best linear fits, $\phi_n = \bar{\phi} - \beta \ln x_n$. Insets: noise distribution around the linear fit. (D) Population distributions in scaled variables $(x - \langle x \rangle) / \sigma_x$, highlighting the distribution shapes of cell length (blue crosses), $\lambda$ PR expression (red circles), and LAC promoter expression (green circles). Solid lines: prediction of mapping model with shape factor estimated from the entire collection of traces.
Figure 2: Illustration of discrete-time Langevin dynamics and the parameters affecting the distribution shape. (A) Discrete-time Langevin dynamics of $y = \ln x$ in a potential well corresponding to a linear restraining force ($F(y) = -\beta y$ with $\beta = 0.5$), and noise of strength $\sigma_\eta$. For simplicity of illustration we take $\langle \eta \rangle = 0$. The motion forms stochastic trajectories along time (A, right) that fluctuate with larger amplitude for larger noise (orange vs. blue trajectory). These fluctuations form stationary distributions (corresponding colors in the potential well), with variance $S^2 = \sigma_\eta^2/(2\beta - \beta^2)$. (B) In the original coordinates, the phenotype component forms a log-normal distribution with shape factor $S$. Plotting it in scaled variables highlights this shape and allows comparison of distributions with different scales. In general, different Gaussian variances correspond to differently shaped log-normal distributions.

distribution of its coordinate with a variance $S^2 = \sigma_\eta^2/(2\beta - \beta^2)$. Transforming this back to the original phenotype component $x_n$, one finds a log-normal distribution [5, 49]:

$$P(x) = \frac{1}{xS\sqrt{2\pi}} \exp \left[ -\frac{(\ln x - \mathcal{M})^2}{2S^2} \right].$$

with

$$\mathcal{M} = \frac{\langle \eta \rangle}{\beta}, \quad S^2 = \frac{\sigma_\eta^2}{2\beta - \beta^2},$$

(5)

corresponding to the mean and variance of $\ln x$. Here $\langle \eta \rangle$ and $\sigma_\eta$ are the mean and standard deviation of the variable $\eta = \ln f_n + \bar{\phi} + \xi_n$, respectively. Fig. 2 illustrates Langevin dynamics in a potential-well, comparing low (blue) and higher (orange) levels of noise. For the higher noise level, the trajectory shows larger fluctuations (Fig. 2A, right, orange trajectory) and the Gaussian distribution is wider (Fig. 2A, left, orange trajectory).

The shape of a log-normal distribution is determined solely by the factor $S$. Stated differently, a family of log-normal distributions sharing the same $S$ collapse on one another under two parameter scaling: $(x - \langle x \rangle)/\sigma_x$ (see SI-1). We therefore term this parameter the "shape factor" in what follows. Fig. 2B shows how the different variances of the Gaussian distributions in the potential well transform to a different shape factors for the phenotype components $x_n$, which is revealed when plotting their log-normal distributions in appropriately scaled axes.

The distribution shape of any phenotype component fluctuations can now be predicted from its dynamical trace parameters, namely the noise variance $\sigma_\eta^2$ and the effective restraining force $\beta$. Fig. 1D shows that this prediction fits well with the empirical distribution for all measured phenotype
components - cell length and both highly expressed proteins. The estimated shape parameters are in the range $0.25 - 0.5$, resulting in similarly shaped log-normal distributions. The broader spectrum of shapes potentially attained by the log-normal distribution is only revealed when $S$ spans a much larger range, see SI-1. Further discussion of this robustness of distribution shape is presented in the next section, in the context of individual traces.

**Statistical properties of individual traces along time - individuality and universality**

Long enough traces of phenotype components can reveal the statistical properties of single cells along time. It is of interest to compare these properties to those of the population, or collection of traces. Such a comparison can shed light on the internal structure of the population which gives rise to the statistical properties as a whole.

Individual traces have both distinct and universal statistical properties. Fig. 3A depicts analysis of the cell length averaged over increasing time-windows one trace, where the last time-point is the average over the entire trace. It is clearly seen that each cell converges over its lifetime to a distinct average cell length. Similar results were obtained for highly expressed proteins, as well as in a different growth medium (SI-3). Temporal averages over the entire trace span a range of up to five-fold for protein content and up to two-fold for cell length. Analysis of single-cell traces measured in another lab [40] also show individuality in temporal averages (see SI-3).

In contrast, the distribution shape of scaled fluctuations is common to all measured traces, which collapse on the same curve under two-parameter scaling. Our previous work has demonstrated this universality for protein distributions [41]; Fig. 3B shows the same scaling holds also for cell length. The population-averaged curve is depicted by a black line. This scaling results in a more accurate collapse of the data than one-parameter scaling (see SI-2).

We have seen that the effective mapping model presented above predicts the distribution shape. Additionally it predicts the absolute moments and in particular the average, as a function of dynamic trace parameters (Eq. 5). We use this result to shed light on both the individual and the universal properties of the traces. To this end we extract the relevant dynamical parameters - noise variance and effective restraining force - for each trace separately. Fig. 3C shows the best linear fit to the correlation between $\phi_n$ and $\ln x_n$ (Eq. 3), for a collection of individual cell-length traces. Each line was obtained as a fit to a figure similar to 1B,C where data points were taken from a single individual trace along time. It can be clearly seen that each trace is characterized by a different slope $\beta$ and intercept $\bar{\phi}$. However, these are not independent parameters; Fig. 3D reveals a tight linear
Figure 3: Individual (left panels) vs. universal (right) statistical properties of cell-length. Data collected from cells grown in LB medium at 32C. (A) Cumulative average cell-length of example traces, computed over an increasing time window. The last point is the average over the entire trace, spanning a range 2.5-3 µm. (B) Collapse of scaled fluctuations from individual traces, showing the distribution shape is universal, and coincides with the scaled population distribution (solid black line). (C) Linear fits to effective-force plots (similar to Fig. 1B), only here for data collected from different traces separately. Clearly individual traces have different dynamic parameters: slope ($\beta$) and intercept ($\phi$). Different dynamic parameters are not independent, as seen by all of them crossing at a pivot point (blue dot). (D) They obey $\phi = \phi_0 + \beta \ln x_0$, where $\phi_0 = 0.78, \ln x_0 = 0.83$ are the equilibrium population-level values. (E) Individually distinct temporal averages estimated from traces, as a function of the value predicted by the model with independently estimated dynamic trace parameters. (F) Measured data points (blue: cell length; red: protein expressed from the λ PR promoter) are presented on a contour map of the shape factor $S$, showing that they are located mostly along a region of constant $S$. Inset: data points for cell-length (blue dots) and theoretical shape factor (line) projected on the $\beta$ axis, reveal a knee-like structure with data points located in the flat part of the graph. (additional data are presented in SI-3).
relationship between the two:

\[ \bar{\phi} = \phi_0 + \beta \ln x_0 \]  

(6)

The discrete-time equation of motion now takes the form:

\[ \ln x_{n+1} - \ln x_n = -\beta (\ln x_n - \ln x_0) + \phi_0 + \ln f_n + \xi_n. \]  

(7)

The identification of \(\phi_0\) and \(\ln x_0\) as population-level parameters, whereas \(\beta\) varies among traces, suggests a clear interpretation of the dynamics for individual traces. \(\ln x_0\) is the bottom of the effective potential well, the equilibrium value to which each phenotype component is attracted by cell-cycle control. For cell length it corresponds to \(L_0 \approx 2.3\mu m\), the average cell length over the population of traces (blue circle, intersection of all lines in Fig. 3C. A similar value is found also in the parallel experiment in a different medium (SI-3). For proteins, this equilibrium value depends on the particular protein (SI-3). In contrast, \(\phi_0\) is similar for all phenotype components and is found empirically \(\approx \ln 2\). This corresponds to the (logarithmic) average fold-increase of each phenotype component per cell-cycle. In principle this should cancel on average with \(\ln f\) for symmetric division.

Ideally, then, all cells would have the same average length over time, equal to the population average \(x_0 = L_0\). However, if fluctuations in division ratio and in accumulation factor do not compensate one another over the lifetime of the cell, this deviation will contribute to the temporal average of cell length:

\[ \langle \ln x \rangle = \ln x_0 + \frac{\langle \ln f \rangle + \phi_0 + \langle \xi \rangle}{\beta}. \]  

(8)

Computing these fluctuations directly from the traces, Fig. 3E confirms that this prediction captures the source of their distinct average cell length. Indeed, a direct calculation from the data shows that over any given trace, the average accumulation is not exactly 2 while the average division is not exactly 1/2. Similar arguments hold also for protein content, with an equilibrium value depending on protein type (SI-3).

Notably, the strength of the effective potential \(\beta\) emerges as a distinct property of individual cells over time that can vary over a significant range. In the data presented in Fig. 3D, the range of data-points on the \(x\)-axis is 0.4-1. Nevertheless, we have seen that the scaled distributions collapse to an excellent approximation. This is somewhat surprising since the shape factor also depends on \(\beta\) (Eq. 5). To understand how such robustness of the distribution shape is achieved, we plot the data points in the \((\beta, \sigma)\) plane for many traces (Fig. 3F, overlaid on a two-dimensional contour map of the shape factor predicted by Eq. 5). It is seen that the data points are scattered in a region
where contours are almost parallel to the $\beta$-axis, implying that significant changes in $\beta$ can be made without strongly affecting $S$. This can also be seen by plotting $S$ directly as a function of $\beta$, revealing a shallow dependence in the relevant region (Fig. 3F inset). Moreover, although there is still a range of shape factors in the data, the shape of the log-normal distribution does not vary considerably in this range, as already discussed above for the population analysis (see SI-1).

These results show that all traces can be described by a log-normal distribution with approximately the same shape. It follows from this property that the variance is a quadratic function of the mean among all traces (see SI-1). This property has been established for highly expressed proteins [43, 24, 34], but is more difficult to verify for cell length because of the relatively narrow range it spans.

Another statistical property characterizing the traces separately along time is the autocorrelation function (ACF). To disentangle the long-term dynamics from the short accumulation and division cycles, we consider the phenotype components at the beginning of consecutive cell cycles, as in the mapping above. Their ACFs reveal a temporal structure spanning many generations, seen in Fig. 4 for cell-length in LB medium (additional data for protein content and in another growth medium are presented in SI-4). For some of the traces, damped oscillations can be seen. The typical periods and amplitudes of these oscillations are distinct for each individual trace [6]. As a consequence of this incoherency, these structures are washed out by averaging traces (black line in Fig. 4A).

How can these oscillations be explained in terms of the mapping model? When averaging over the ensemble from which noise is drawn, the ACF of mappings such as Eq. 7 decreases exponentially with a time-constant of $\approx \ln(1-\beta)$. This is in line with the smooth form that appears after averaging over all traces. In a single realization, one cannot directly calculate the ACF. However, a recent theory estimates the probability of oscillatory patterns being generated at random across
The period of oscillations was approximated as the mean peak-to-peak distance, which was computed as a function of the restraining force $\beta$. These results have established that the discreteness of the Langevin mapping is sufficient to produce oscillations over time in individual trajectories, which disappear after averaging over the ensemble.

Fig. 4B shows this theoretical prediction (black solid line) together with the corresponding quantities computed from our experimental traces for cell length (blue Xs; binned data are shown as large blue circles) and protein content (similar to length, in red). Although the individual traces show a large scatter, binning them by $\beta$ gives a good agreement with the theory. This is expected since the theory is probabilistic and predicts an average over realizations for any given $\beta$. The theory becomes a better predictor of model simulations for longer traces (see SI-5). We conclude that the data are consistent with a simple interpretation: the long-term properties of the ACF arise from purely stochastic effects, in combination with the inherent discreteness of cell-division. Taken together, the results of this section point to the effective force strength $\beta$ as determining both individual statistical properties of the traces: the temporal average and the structure of the ACF.

**Relationship between phenotype components**

Close inspection of the traces in Fig. 1A reveals that the exponential rates characterizing the accumulation of different proteins are correlated with cell-length across cell-cycles. To generalize these results further towards multiple phenotype components, we constructed a bacterial strain that expresses two different color fluorescent proteins from two distinct promoters (LAC promoter, and $\lambda$-phage PR promoter), and measured both proteins and cell length simultaneously in each cell (see Methods). Our results reveal a strong correlation between all three exponential rates measured in the same cell-cycle, as can be seen in Fig. 5A depicting a 3-dimensional view of the exponential accumulation rates $\alpha_i$. Examples of three simultaneously measured traces can be seen in SI-5. One possibility to explain these strong correlations is that the copy-number of highly expressed proteins is simply proportional to cell size. In this case, protein dynamics are enslaved to those of cell size; such dynamics were recently proposed for membrane proteins making up the cell surface [54]. In terms of statistical properties, this would imply a constant (or narrowly distributed) protein density. Fig. 5B shows that, rather than being a narrow distribution, the density spans a broad range, approximately 5-fold in concentration. Moreover, plotting directly the instantaneous total fluorescence intensity vs. cell length shows that, although they are correlated ($C \approx 0.5$), there is a large spread both within single-cell traces and among individual cells (Fig. 5C). These results suggest that the relationship between protein and cell size is not a simple proportion; they seem proportional within a cell-cycle, but their ratio varies among cell-cycles and among individual cells. This nontrivial relation raises the question about the origin of exponential growth observed in all
Figure 5: Relationship between the different phenotype components. (A) 3-way correlation between exponential growth rates $\alpha_n$ for cell-length, LAC promoter expression, and $\lambda$ PR expression all measured simultaneously in the same cells. Each point represents one cell cycle. (B) Distribution of GFP density (fluorescence per unit cell area), representing the density of the LAC proteins, computed from 3 different traces (colors). Note the broad distribution spanning a 5-fold range. (C) Scatter-plot of instantaneous GFP (representing the total amount of LAC proteins) vs. cell-length. Linear relations hold within cell cycles, but their slope changes from cycle to cycle and centers on different averages for individual cells (colors).
measured components, particularly proteins that do not auto-regulate their own expression.

Another question that arises when considering all phenotype components as a whole, concerns the correlations described previously as effective force plots, such as 1B,C. These are usually thought to reflect a mechanism of cell-division control; why are such correlations found also for proteins? Do they imply a role for proteins in controlling division, or is it merely an indirect induced correlation?

To test for possible relationships between phenotype components that are consistent with the multiple-component aspects of the data, we explored several models with coupling between them. First we consider the simplest model where one component (e.g. cell size) controls the division time by Eq. 3, while other components independently accumulate over the cell cycle (see Methods). Such a model is found to be unstable: a realistic level of division noise causes instability in those components that do not directly control division time. This is true even for the extreme case where accumulation exponential rates are identical in all components (results are presented in SI-6).

How, then, do multiple components continue to accumulate exponentially and divide over many generations without them being involved in controlling division time directly? To answer this question we go beyond the mapping model, which relates consecutive generations, to include also dynamics of phenotype components within the cell cycle. Our guiding hypothesis is that the cell constitutes a complex system composed of many interacting variables. When we measure any specific phenotype component, such as protein content or cell size, we are probing the outcome of this complex system; when we measure several components simultaneously, an effective interaction between them will be observed. This should not be interpreted as a simplistic causal relation, but rather as an effective description of their participation in the large dynamical system that makes up the cell, and which may also contain many other hidden variables.

We consider therefore a vector $\vec{x}$ of $N$ observable phenotype components, and seek the simplest model consistent with exponential accumulation over time. Previous work has proposed that autocatalytic-like dynamics can arise indirectly from linear interactions [55, 56]. Effective dynamics within the $n$-th cell cycle are then

$$\frac{d}{dt} \vec{x}_n(t) = K_n \vec{x}_n(t), \quad 0 < t < T_n,$$

with $K$ a matrix of interactions. In what follows this matrix will be arbitrary - i.e. drawn at random, since we are interested in properties that are insensitive to the exact details of the interactions it describes. Once $K$ has been specified the dynamics are deterministic, thus rapid intra-generation fluctuations are neglected in this model, in line with the above discussion of the data. Cell division distributes fractions $f_n^{(j)}$ and $1-f_n^{(j)}$ of phenotype component $j$ to each daughter cell, similarly to...
Figure 6: Multi-component model with coupled dynamics between phenotype components. In these simulations, phenotype components interact via a random interaction matrix. A single phenotype component, \( x_1 \), determines division events through a noisy threshold on its accumulated exponent, Eq. 3 with \( \beta = 0.5 \).

(A) Time evolution of three model phenotype component traces over 40 generations, in a simulation of a 10-dimensional system. Division events are determined by the first component only. (B) Top panel: Over the short cell-cycle time, model traces can be approximated by an exponential function with a single effective exponent (black lines). Bottom panel: normalizing cell-cycle traces to initial time and to value 1 at the cell-cycle start, emphasizes the variability in the effective exponents between generations. (C) 3-way correlations between effective exponential growth rates of different components similar to those in (A), from two different simulation runs (colors).

the one-component models discussed before:

\[
x_{n+1}(0)^{(j)} = f_{n}^{(j)} \cdot x_{n}^{(j)}(T_{n}).
\]

with \( f_{n}^{(j)} \sim N\left( \frac{1}{2}, \sigma^{2} \right) \) for each \( 1 \leq j \leq N \). We first consider the case where one component controls cell division through the relation in Eq. 3. In this case, we observe that dynamical interactions inside the cell cycle stabilize the system: accumulation and division persist over many generations in all components. Examples of the resulting traces for 3 out of 10 components in a simulation are shown in Fig. 6A. This picture is insensitive to the details of the interaction matrix \( K \) as long as it has at least one positive eigenvalue.

The dynamics of phenotype components inside a cell-cycle, however, are not exactly exponential: the trajectory within any cycle \( n \) is in fact given by:

\[
\hat{x}_{n}(t) = \sum_{i=1}^{N} c^{(i)} e^{\lambda_{i} t} v_{i} \quad 0 < t < T_{n}.
\]

Here \( \{\lambda_{i}\}_{i=1}^{N} \) are the eigenvalues of \( K \), \( \{v_{i}\}_{i=1}^{N} \) are the respective eigenvectors, and \( c \) are the projec-
Figure 7: Indirect induced correlations in a multi-component model with coupled dynamics. A single phenotype component, $x_1$, determines division events through a noisy threshold on its accumulated exponent, Eq. [5] with $\beta = 0.5$. Other phenotype components indirectly acquire a correlation between their accumulated exponent and initial value at cycle start, similar to Fig. 1B,C. This appears as a restraining force, although it is caused solely by their coupling with $x_1$ and their common division time. Black lines represent the best linear fit. Note that induced restraining force $\beta$ appears to be strongest for component 3 (0.56), while the controlling component has an effective restraining force of 0.48.

The resulting in-cycle trajectories are a linear combination of exponentials (Eq. [10]), where at least some of them are positive. Such a combination can be described, to a good approximation over a finite time, by a single exponential function with an effective exponential accumulation rate. Fig. 6B (upper panel) illustrates a model trajectory of one phenotype component, fitted to an effective exponential growth. Over long time-scales, a linear combination of exponential functions would be dominated by the leading exponent [56]. However, biological constraints limit the cell-cycle to relatively short times, over which the components increase by only a factor of $\sim 2$. Due to this limited time the effective exponent depends on all eigenvalues as well as on the prefactor of each exponent. As a result of this dependence, fluctuations emerge in the effective exponents from one generation to the next. These fluctuations are caused by the distribution of random fractions at the beginning of each cycle, which in turn reshuffles the prefactors of exponents in Eq. [10].

Examples of the effective exponentials for one phenotype component along consecutive gen-
erations, all normalized to 1 at the cell-cycle start, are presented in Fig. 6B (lower panel). Model simulation results are plotted in blue dots whereas exponential fits are shown with black lines. Our previous work has shown that variability in the exponential accumulation rates among generations is significant (CV ≈ 0.5), and crucial for obtaining the broad universal distribution of protein fluctuations from individual traces [41]. This variability arises here naturally as a result of the effective interactions and division noise, without the need to explicitly introduce a large stochastic element into the rate. Moreover, even though the exponential accumulation rate of each phenotype component exhibits wide variability across cell-cycles, a strong correlation is still observed between the exponential accumulation rates of all components on a cycle-by-cycle basis due to their common division time (Fig. 6C).

In addition to stabilizing the multi-component phenotype dynamics, the interactions within cell-cycles indirectly induce correlations that appear as effective restraining force plots (see Fig. 7). The points in the scatter-plots are collected from many traces produced by the model with the same set of parameters, one point for each cell-cycle, analogous to the experimental data presented in Fig. 1B,C. As expected, phenotype component 1 exhibits a strong correlation with cell-cycle time; it actually carries out the control of cell division. Perhaps more surprisingly, effective correlations emerge between accumulated exponents and initial condition for all other phenotype components. The slope of the induced correlation need not be identical for all components; if interactions are strong enough (large off-diagonal matrix elements of K), these induced correlations can be as strong or even stronger than those of the controlling component. Qualitatively similar results to Fig. 7 are obtained if two phenotype component control division, with generally two different restraining forces strengths $\beta_1$ and $\beta_2$ (see SI-7 for details of the two-component control mechanism and results). However, if the number of controllers approaches the total number of phenotype components, they behave statistically very different from one another, various distribution shapes appear, and generally the experimentally observed statistical properties are not reproduced.

The multi-component model with coupled dynamics, and with one or two components controlling division, reproduces practically all statistical properties described above in individual traces: universal distribution shape, individual temporal average and auto-correlations. A graphical display of all these properties is presented in Fig. 8 and SI-8.
Figure 8: Model results: Individual and universal statistical properties. The graphs in this figure are exactly as described in Fig. 3, only for simulations results. The statistical properties of $x_1$ are presented here, whereas those of another components can be seen in SI-8.
Discussion

The biological cell is a complex system with a myriad of interacting processes, whose integrated outcome influences its phenotypic properties: cell size, cell-cycle time, protein content and more. These are global variables, buffered from the microscopic realm as a result of integration over many processes. Therefore, such variables are best described by a mesoscopic, effective description. Indeed such descriptions have advanced tremendously in recent years. In particular the dynamics of cell-size growth and division has received much attention thanks to recent single-cell techniques that allow long-term measurement of these dynamics. However, being part of the same complex system, cell size and other global variables are not independent of one another. They constitute "components" of the phenotype of one and the same cell. In the current work our aim was to unify the mesoscopic description of two types of global variables, which have been studied separately until now: cell size and copy number of highly expressed proteins.

In previous studies we have focused on statistical properties of highly expressed protein copy number, with emphasis on their universal aspects. Our results showed that protein fluctuations along the lifetime of bacterial cells exhibit the same distribution shape as that of the entire population. In addition we have found a quadratic relation between the variance and mean, both among experimental conditions and among distinct individual traces [34, 41]. These results were analyzed using a discrete-time model that maps protein content from one cell-cycle to the next [49]; this mapping model is equivalent to a particle in a potential well with noise [5, 49, 44]. Here, these results were extended also to cell size. Our analysis in the current work reveals that cell-size (measured in our experiments as the length of bacteria trapped in a narrow channel), exhibits the same universal statistical properties reported previously for protein. Specifically, the distributions of cell-length in all traces are well described by a log-normal distribution with similar shape factor, resulting in their collapse onto the same curve under two-parameter scaling. In principle this would imply a quadratic dependence of variance on mean, however cell size spans a smaller dynamic range of averages relative to protein content, which renders the confirmation of such scaling difficult.

In addition to the universal properties, our data also reveals non-universal statistics of all phenotype components that remain distinct among individual bacteria over their lifetime. The long-time average of both cell size and copy-number of different proteins, as well as the ACF, were found to be distinct properties of single traces. In terms of the mapping model, the two dynamic parameters - noise strength and effective potential strength - vary significantly among cells. In addition, the average fold-growth and the average division ratio per cycle were also found to be different from cell to cell. Analysis of a large number of individual traces is consistent with a picture where population-level parameters define the equilibrium point for the effective potential well, but the steepness of the well is an individual property of each cell. As a result of this dis-
tinction, deviations from twofold increase and from half-fold division over the finite lifetime of the cell, accumulate differently in each individual cell. This provides a prediction of the individuality in temporal average of the different phenotype components.

The distinct nature of the ACF was also related to the different effective potentials in individual cells. The observed oscillations in ACFs are explained as a property of discrete-time stochastic mappings [53]. The oscillation period and the probability of observing oscillations, both depend the effective force strength. We thus observe in the data a direct dynamic consequence of the discreteness of cell cycles, which persists over multiple generations.

Beyond the similarity in statistical properties among phenotype components, they also exhibit strong correlations in individual cells on a cycle-by-cycle basis. On the other hand, the relation between them is inconsistent with a simple proportion, or a dominance of one phenotype (e.g. cell size) that determines all others. Therefore we examined multi-dimensional models of different coupling between the components, that are consistent with the observed dynamics and statistical properties. The minimal such model was found to require the dynamics of phenotype components to be coupled during the cell-cycle. We incorporated random linear interactions producing effective auto-catalytic dynamics during the cell-cycle [55, 56] with an effective restraining force controlling cell division, as in the mapping model. The finite duration of cell-cycle, the small dynamic range (≈ ×2) of exponential accumulation, and the imperfect nature of division, cause reshuffling of the different phenotype components. As a consequence, rather than a pure exponential accumulation which reflects only one timescale - the leading eigenvalue of the interaction matrix - several eigenvalues continue to contribute. This results in effective (rather than exact) exponents which vary over cycles and between components, still maintaining a positive correlation among them.

The proposed model highlights the notion of both protein content and cell size as global cellular variables. Such global variables result from the integrated action of many processes and therefore are statistically correlated, to various degrees, with one another. Most proteins in bacteria are highly expressed, with a relatively small effect of number fluctuations [24] and moreover their degradation is negligible over the timescale of a cell-cycle [57, 58]. These properties result in their smooth accumulation within the cell cycle, which buffers many microscopic noise sources. Their global nature is also reflected in the correlation of their copy-number with cell-cycle time, and in the robustness of their distribution shape, as discussed above. The model moreover questions our ability to deduce feedback mechanisms from statistical correlations. In particular, it shows that measurement of such correlations cannot distinguish between variables that control division and others that are indirectly correlated with it.

The identification of an effective parameter - the effective potential, or restraining force, strength - that links to the distinct features of individual traces immediately raises the question: what de-
terminates that parameter in individual cells and why are they different? Our model shows that it is difficult to coordinate multiple components to control division and maintain stability. One possibility is that feedback control is an emergent property of the cell which arises dynamically from complex interactions. Such dynamic feedback has been suggested as an organizing principle for mesoscopic-scale systems [59]. It is possible that a composite variable, not necessarily immediately measurable, influences division more than any one of the molecular constituents [60]. These are questions of broad implications which are beyond the scope of our current work. Our ability to answer them is limited by the number of long traces presently available and the time of observation. Moreover this kind of data are in principle limited by the cell lifetime. How the initial conditions come into play is also unknown since these are determined by previous generations. New experimental systems may be designed to address these challenges.

Methods

Experimental procedure and data processing. Wild type MG1655 E. coli bacteria were used in all experiments described. Protein content was measured through the fluorescence intensity of green fluorescent protein (GFP) or red fluorescent protein (tdTomato) inserted into the bacteria on a high or medium copy number plasmid and expressed under the control of the promoter of interest. For measuring the expression level of a metabolically relevant protein, GFP was expressed from the medium copy number plasmid pZA [61] under the control of the LAC promoter. For metabolically irrelevant protein, GFP was expressed from the same plasmid pZA but under the control of the viral λ-phage PR promoter. For simultaneous measurement of the expression of two proteins, GFP was expressed from the high copy number plasmid pUC19 under the control of the LAC promoter, while tdTomato was expressed from the pZA plasmid under the control of the λ-phage PR promoter. Cultures were grown overnight at 30°C, in M9 minimal medium supplemented with 1g/l casamino acids and 4g/l lactose (M9CL, for measuring the expression level from the LAC Promoter or both promoters together), or LB medium measuring the expression level from the λ-PR promoter only. The following day, cells were diluted in the same medium and regrown to early exponential phase, optical Density (OD) between 0.1 and 0.2. When cells reached the desired OD, they were concentrated 10X into fresh medium, and loaded into a microfluidic trapping device (Fig. 9). After cells were trapped in the device, fresh medium was flown continuously through it to supply nutrients. The cells were allowed to grow in this device for 10s of generations, while maintaining the temperature fixed, using a made-in-house incubator. Images of the channels were acquired every 3 to 6 minutes in phase contrast and fluorescence modes using a Zeiss Axio Observer microscope with a 100x objective. The size and protein content of the mother cell were measured from these images using the image analysis software microbeTracker [62]. These data were then used to gen-
Figure 9: Experimental Setup. Bacteria (depicted in green) were trapped in an array of long micro-channels (1 \( \mu \text{m} \) width 1 \( \mu \text{m} \) height), microfabricated in PDMS. The micro-channels were closed at one end and open at the other to large perpendicular channels (30 \( \mu \text{m} \) width 30 \( \mu \text{m} \) height), through which medium could be pumped in order to feed the trapped bacteria and to allow growth for many generations along the micro-channels.

erate traces such as those presented in Fig. 1A. Growth stability of cells in the microfluidic device was verified by comparing the average division time in the first and second halves of the trace. No trend was detected in all experiments (see SI-9).

Experimental data analysis Single-cell traces were analyzed using home-made MATLAB programs. Trace autocorrelation functions, Pearson correlation coefficients, trace distributions, linear curve fitting and Kolmogorov-Smirnov test, were all calculated by their implementations in MATLAB toolboxes. All trace ACFs calculations followed a 3-point-average smoothing of the measured basepoint values. Effective force parameters for length (\( \beta_L \)) and for protein (\( \beta_P \)) were estimated as the slope of the best linear fit to scatter plots such as Fig. 1B,C, namely, accumulated exponents as a function of log phenotype component at the beginning of each cycle. Using this fit, \( \xi \) was estimated as the difference between the data and the fit. The total mapping noise level \( \sigma_{\xi_{\text{fit}}} \) was estimated by computing the standard deviation of \( \xi_n + \ln f_n \), where \( f_n \) is the division ratio at generation \( n \). Data measured at the Jun lab were extracted from the webpage accompanying [40], and analyzed in the same way as our data.

Model simulations All models explored were implemented as MATLAB programs. Simulations were carried out for model systems of various dimensions \( N \); no qualitative difference was found among high-dimensional simulations; results shown are for \( N = 10 \). To simulate the case of no interactions between components, \( K = 1.5I \), where \( I \) is the identity matrix on \( \mathbb{R}^N \). For the case of exponential rates that fluctuate across cycles, at each cycle an independent, zero-mean 0.2-variance Gaussian random variable was added to each diagonal element of \( K \). For dynamic interactions between components, each element in \( K \) was drawn at the beginning of a simulation from a Gaussian distribution centered at 0, such that the variance of off-diagonal elements was 20-fold smaller than that of diagonal elements. Except for the case of varying exponential without interactions,
the matrix was held fixed throughout all model cycles in a trace, as well as across different traces presented in each figure.

In each generation the linear dynamics were integrated over the interval \([0, T_n]\), where \(T_n\) is defined implicitly by the division control mechanism. For the case of one-component control, this was implemented by iterating the propagation loop as long as \(x^{(1)}(t) < x^{(1)}(0) e^{\phi_n}\), for a given cycle \(n\). Here \(\phi_n\) is defined by Eq. 3. For the case of two-component control, this was implemented by iterating the propagation loop as long as the following two conditions hold:

\[
x^{(1)}(t) < x^{(1)}(0) e^{\phi^{(1)}_n}; \quad x^{(2)}(t) < x^{(2)}(0) e^{\phi^{(2)}_n}.
\]

Here \(\phi^{(1)}_n\) is defined as before, and

\[
\phi^{(2)}_n = \phi^{(2)}_0 - \beta_2 (\ln x^{(2)}_n - \ln x^{(2)}_0) + \xi^{(2)}_n.
\]

At each division event, a ratio \(f_n\) was drawn independently (among generations and among components within a generation) from a Gaussian distribution \(\mathcal{N}(0.5, 0.15)\). The noise in division control was \(\xi \sim \mathcal{N}(0.5, 0.15)\). Remaining parameters: \(\beta = 0.5\), \(\phi_0 = 1\) and \(x_0 = 3\) in all simulations, and identical across components (in the case of two-parameter control).
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