A novel determination of density, temperature and symmetry energy for nuclear multi-fragmentation through primary fragment yield reconstruction
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For the first time primary hot isotope distributions are experimentally reconstructed in intermediate heavy ion collisions and used with antisymmetrized molecular dynamics (AMD) calculations to determine density, temperature and symmetry energy coefficient in a self-consistent manner. A kinematical focusing method is employed to reconstruct the primary hot fragment yield distributions for multifragmentation events observed in the reaction system $^{64}$Zn + $^{112}$Sn at 40 MeV/nucleon. The reconstructed yield distributions are in good agreement with the primary isotope distributions of AMD simulations. The experimentally extracted values of the symmetry energy coefficient relative to the temperature, $a_{\text{sym}}/T$, are compared with those of the AMD simulations with different density dependence of the symmetry energy term. The calculated $a_{\text{sym}}/T$ values changes according to the different interactions. By comparison of the experimental values of $a_{\text{sym}}/T$ with those of calculations, the density of the source at fragment formation was determined to be $\rho/\rho_0 = (0.63 \pm 0.03)$. Using this density, the symmetry energy coefficient and the temperature are determined in a self-consistent manner as $a_{\text{sym}} = (24.7 \pm 1.9)$ MeV and $T = (4.9 \pm 0.2)$ MeV.
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Constraining the density dependence of the symmetry energy is one of the key objectives of contemporary nuclear physics. It plays a key role for various phenomena in nuclear astrophysics, nuclear structure, and nuclear reactions 1,2. Heavy ion collisions provide a unique opportunity to study the nuclear symmetry energy and its density dependence at and around normal nuclear matter density. However, reliable extraction is difficult because of the complexity of the reaction dynamics.

In violent heavy ion collisions in the intermediate energy regime (20 $\leq$ $E_{\text{cm}}$ $\leq$ a few hundred MeV/nucleon), intermediate mass fragments (IMFs) are copiously produced through a multi-fragmentation process. Nuclear multi-fragmentation was predicted a long time ago 3,4 and has been studied extensively following the advent of 4π detectors. Studies of nuclear multi-fragmentation provide important information on the properties of the hot nuclear matter equation of state. The recent status of the experimental and theoretical work is reviewed in Refs. 4,5.

In general the nuclear multi-fragmentation process, can be divided into three stages, i.e., dynamical compression and heating, expansion and freeze-out of primary fragments, and finally the separation and cooling of the primary fragments by evaporation.

Different models have been developed to model the multi-fragmentation process. These include dynamical transport models such as FMD 6,7, AMD 8–10, CoMD 11, ImQMD 12, QMD 13, BNV 14, SMF 15, BUU 16 among others. Most of these can account reasonably well for many characteristic properties experimentally observed. On the other hand statistical multi-fragmentation models such as MMMC 17 and SMM 18, based on a quite different assumption from the transport models, can also describe many experimental observables well. The statistical models assume that fragment formation takes place at freeze-out in equilibrated low density nuclear matter. Typically the source parameters such as size, neutron/proton ratio, density and temperature are optimized to reproduce the final state experimental observables. In contrast, the transport models do not assume any chemical or thermal equilibration a priori. When fragments are initially formed in the multi-fragmentation process, many of them are in excited states 19,20. These “primary hot” fragments will de-excite by evaporation processes before they
are detected as "secondary cold" fragments. This is also true in the statistical multifragmentation models. This cooling process may significantly alter the fragment yield distributions of the observed cold isotopes from the primary ones which directly reflect the density and temperature of the fragmenting source \cite{22,24}. Even though the statistical decay process itself is rather well understood and well coded, it is not a trivial task to combine it with a dynamical code. The statistical evaporation codes assume the fragments to be at thermal equilibrium with normal nuclear densities and shapes. These conditions are not guaranteed for fragments when they are formed in the multifragmentation process.

In order to avoid the complication of secondary decay modification of fragment yields we previously proposed experimental methods for kinematical reconstruction of the primary fragment yields and excitation energies in complex multifragmentation events \cite{14,21}. In this letter we report on the use of experimental reconstruction of primary fragment yields to characterize the fragmenting source, using the ratio, \(a_{\text{sym}}/T\). In a transport model such as AMD, the dynamic evolution of the system is such that variations in the temperature and density and symmetry energy, are closely correlated with each other. If one of these parameter is determined, then other parameters can be extracted in a self-consistent manner from the transport model solutions using these relationships. In the analysis presented here, the density of the fragmenting source is determined first and the temperature and symmetry energy are extracted using the model predicted correlations. This is the first time such a self-consistent analysis has been performed on experimental primary fragment data. A further detailed description of the analysis presented here will be given in a forthcoming article \cite{27}.

The experiment was performed at the K-500 superconducting cyclotron facility at Texas A\&M University. \(64,70\)Zn and \(64\)Ni beams were used to irradiate \(58,64\)Ni, \(112,124\)Sn, \(197\)Au, and \(232\)Th targets at 40 MeV/nucleon. This article focuses on the \(64\)Zn + \(\alpha\) reaction. Details of the experiment have been given in Refs. \cite{21}. Here we briefly outline the experiment. Intermediate mass fragments (IMFs; \(3 \leq Z \leq 18\)) were detected by a detector telescope placed at \(\theta_{\text{lab}} = 20^\circ\). This telescope provided the main trigger for all detected events. As discussed in detail in Ref. \cite{24}, the events measured by this IMF trigger belong essentially to the event class of semi-central collisions. Six to eight isotopes for \(3 \leq Z \leq 18\) were typically clearly identified. Two sets of detectors were used to detect the light particles (LPs). For the light charged particles (LCPs), 16 single-crystal CsI(Tl) detectors of 3 cm length were set around the target at the opening angles between the trigger telescope and the detector \(17^\circ \leq \theta_{\text{IMF}-p} \leq 155^\circ\), tilted 30° in the azimuthal angle to avoid shadowing the neutron detectors described below. The pulse shape discrimination method was used to identify p, d, t, \(^3\)He and \(\alpha\) particles. For neutrons 16 detectors of the Belgian-French neutron detector array, DEMON(DEtecteur MOdulaire de Neutrons) \cite{28}, were used. The detectors were distributed to achieve opening angles between the telescope and the detector of \(15^\circ \leq \theta_{\text{IMF}-n} \leq 160^\circ\).

A kinematical focusing technique was employed to evaluate the LP multiplicities associated with each isotopically identified IMF. A detailed description of the kinematical focusing analysis is given in Ref. \cite{21}. In Fermi energy heavy ion collisions, light particles are emitted at different stages of the reaction and from different sources during the evolution of the collision. The majority of light particles emitted in a violent event are uncorrelated ones and therefore it is crucial to distinguish the particles emitted from precursors of a particular IMF from the uncorrelated particles emitted from other sources. In the following the particles emitted from a precursor IMF are designated "correlated" particles and those not emitted from the precursor IMF are designated as "uncorrelated" particles. The separation of these contributions is based upon a kinematical focusing analysis: When correlated particles are emitted from a moving parent of an IMF, whose velocity \(v_{\text{IMF}}\) is approximated by the velocity of the detected trigger IMF, the particles isotropically emitted in the frame of the IMF tend to be kinematically focused into a cone centered along the \(v_{\text{IMF}}\) vector of the detected IMF. This is not the case for uncorrelated particles emitted in the same event. In our analysis the contribution of the correlated particles was determined by use of a moving source parametrization and the shape of the uncorrelated spectrum was obtained from the particle velocity spectrum observed in coincidence with Li isotopes which are accompanied by the least number of correlated particles. As a result correlated particle multiplicities extracted for a given isotope need to be corrected by the addition of an amount corresponding to the correlated emission of that particle from the Li isotopes. The amount added was evaluated from the AMD-GEMINI simulations \cite{8,29}. The correlated multiplicities were extracted for n, p, d, t and \(\alpha\) particles. The correlated \(^3\)He yields were very small and it was not possible to extract \(^3\)He yields. Therefore the \(^3\)He contribution was neglected in this work. See Ref. \cite{21} for further detail.

Since only the average values of LP multiplicities can be extracted from this experiment, the widths of the multiplicity distributions have been evaluated, using the statistical decay code, GEMINI \cite{29}. A detailed explanation of the method is given in Ref. \cite{21}. The widths of the multiplicity distributions of light particles associated with all experimentally observed final fragments were evaluated at the primary fragment excitation energies of \(2.25 \pm 0.25\) MeV/nucleon, which was previously found to be the average excitation energy of the primary fragments.

The multiplicities of the primary isotopes were then
reconstructed using a Monte Carlo method \cite{30}. For the reconstruction, LP multiplicities, $M_i (i = n, p, d, t, \alpha)$, are generated for a given cold daughter nucleus on an event by event basis, assuming Gaussian distributions with a width evaluated by the GEMINI simulation, and their centroid is adjusted to give the same average multiplicity as that of the experiment. Then the mass and charge of the primary isotope, $A_{hot}, Z_{hot}$ was calculated as $A_{hot} = \sum_i M_i A_i + A_{cold}$ and $Z_{hot} = \sum_i M_i Z_i + Z_{cold}$, where $A_i, Z_i$ are the mass and charge of correlated particle $i$ and $A_{cold}, Z_{cold}$ are those of the detected isotope.

The Monte Carlo code was used to generate 100,000 parents for each detected IMF. From these results the primary fragment yield distributions were determined using the experimental multiplicity as a weighting factor. The multiplicities associated with the unstable nuclei of $^8Be$ and $^9B$ were added artificially by estimating their multiplicity and associated LP multiplicities from the neighboring isotopes.

In Fig. 1 the typical yield distributions of the reconstructed hot isotopes are compared with those of the experimentally observed cold isotopes for $Z=8$ and 12. These are representative distributions among those of the other elements. The reconstructed yields (closed squares) show much wider distributions than those of the cold isotopes (dots), which indicates the significant modification of the yield distributions between the primary hot and the observed cold isotopes, caused by the secondary decay process. The reconstructed yield distributions are further compared with those for AMD primary fragments observed at $t = 300 fm/c$ and calculated using three different Gogny interactions, the standard Gogny interaction (g0), an asymptotic stiff interaction (g0AS) and an asymptotic super-stiff interaction (g0ASS), having different density dependencies of the symmetry energy term \cite{31}. The comparisons are made in absolute multiplicity. The reconstructed primary isotopic distributions are reasonably well reproduced by those of the AMD simulations with three different interactions. Different choices of the density dependence of the symmetry energy term give notable differences for the very neutron or proton rich isotopes. The variance of the distributions becomes maximum for g0 and minimum for g0ASS in most of the cases. The experimentally reconstructed yield distributions favor the minimum variance distributions of g0ASS more quantitative comparisons are made below.

In order to extract the characteristics of the emitting source of these isotopes, we first determined the ratio of the symmetry energy coefficient relative to the temperature, $a_{sym}/T$, employing the the isobaric yield ratio method \cite{22, 23, 24, 25, 32}. The isobaric yield method is based on the Modified Fisher Model (MFM) \cite{23}, which has been used to study the properties of the hot nuclear matter in previous work \cite{22}. According to MFM, $a_{sym}/T$ can be extracted using the yield ratio of two isobars in single reaction system as \cite{22},

$$a_{sym}/T = -\frac{A}{8} \left\{ \left[ \ln[R(3, 1, A)] - \ln[R(1, -1, A)] \right] - \Delta(3, 1, A) + \Delta E_c \right\}$$

(1)

where $R(1, -1, A) = Y(1, A)/Y(-1, A)$ and $Y(I, A)$ is the yield of isotope with $I = N - Z$ and $A$. $\Delta(3, 1, A)$ is the difference in mixing entropies of isobars A with $I = 3$ and 1. $\Delta E_c$ is the difference of the Coulomb energy between the neighboring isobars and given by $\Delta E_c = 2a_c/(A^{1/3}T)$. One should note that the values of $\Delta(3, 1, A)$ and $\Delta E_c$ are small compared to the first two terms and they have opposite signs each other. $a_c/T$ values are taken from Ref. \cite{22}.

Values of $a_{sym}/T$ were extracted from the experiment and from the results of AMD simulations with g0, g0AS, and g0ASS interactions and some of them were previously discussed in Ref. \cite{22}. Primary isotope values obtained from the AMD simulations are almost constant below $A = 25$ and those for the three interactions - g0, g0AS and g0ASS - are more or less parallel to each other. The ratios $a_{sym}/T$ for g0 relative to those for g0AS and g0ASS are plotted in Fig. 2(a), together with the ratio of those from g0 relative to those from the reconstructed yields (dots). Both of the calculated ratios are more or less constant as a function of $A$, though those from the reconstructed yields distribute around the values of g0/g0ASS values with a slightly larger fluctuation than those of the simulations. Following Ref. \cite{31}, we interpret

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{(Color online) Typical isotopic multiplicity distributions of experimental cold (closed circles), reconstructed primary (closed squares) as well as AMD primary fragments with g0 (open triangles), g0AS (open squares) and g0ASS (open circles) as a function of fragments neutron number $N$ for a given charge $Z$, which is indicated in the figure.}
\end{figure}
the ratios as resulting from the difference of the symmetry energy coefficient at a given density and temperature at the fragment formation. In Fig.2(b), the density dependence of the symmetry energy coefficient for g0, g0AS and g0ASS is shown. For the AMD simulations, the ratios for g0/g0AS and g0/g0ASS are shown. The two horizontal dotted lines in Fig.2(c) show the ratios extracted from Fig.2(a) and the values are given in the first column of Table I. From these ratio values the densities are extracted as indicated by the vertical shade areas in Fig.2(b) and (c) and given in the second column of Table I. Assuming the nucleon density is same for the areas in Fig.2(b) and (c) and given in the second column of Table I. From these ratio values the density evaluated here and those of the density extracted from Fig.2(a) and the values are given in the first column of Table I. The corresponding symmetry energy coefficient values of the calculations are extracted from Fig.2(b) and given in the third column. In the fourth column, the average $a_{sym}/T$ values from the calculations and the reconstructed isotopes are shown. For the AMD simulations, the temperature is calculated by $T = a_{sym}/(a_{sym}/T)$. In their work, reactions of reactions of Ref. [34], where values were extracted from the experimentally observed secondary yields using isoscaling parameters. In their work, reactions of $^{40}$Ar, $^{40}$Ca + $^{58}$Ni, $^{58}$Fe at 25-55 MeV/nucleon were studied. In Table I, the values at the excitation energy of $E^* = 7$ MeV are given for a comparison.

Summarizing, the yield distribution of primary hot isotopes has been reconstructed experimentally for the $^{64}$Zn + $^{112}$Sn reaction at 40 MeV/nucleon, employing a kinematical focusing technique. The reconstructed primary isotope multiplicities are in good agreement with those calculated in AMD simulations. From the reconstructed distributions, the ratio $a_{sym}/T$ as a function of $A$ was evaluated using the isobaric yield ratio method. Employing the density determined from AMD simulations, $\rho/\rho_0 = 0.63 \pm 0.03$, a temperature of $T = 4.9 \pm 0.2 \text{MeV}$ and the symmetry energy coefficient of $a_{sym} = 24.7 \pm 1.9 \text{MeV}$ are extracted in a self-consistent manner for the fragmenting source of the experimentally reconstructed primary yields.

| Ratio | $\rho/\rho_0$ | $a_{sym}$ | $a_{sym}/T$ | $T$ (MeV) |
|-------|---------------|------------|-------------|------------|
| g0    | 25.7 ± 0.6    | 5.29 ± 0.13| 4.9 ± 0.2   |
| g0AS  | 1.19 ± 0.03   | 0.61 ± 0.05| 21.2 ± 1.2  | 4.9 ± 0.4  |
| g0ASS | 1.44 ± 0.05   | 0.63 ± 0.03| 17.8 ± 0.9  | 3.50 ± 0.12| 5.1 ± 0.5  |
| Exp   | 0.63 ± 0.03   | 24.7 ± 1.9 | 5.04 ± 0.32 | 4.9 ± 0.2  |
| Ref. [34] | 0.45 ± 0.12  | 17 ± 2     | 6.5 ± 0.5   |

$T = 4.9 \pm 0.2 \text{MeV}$ and the symmetry energy coefficient of $a_{sym} = 24.7 \pm 1.9 \text{MeV}$ are extracted in a self-consistent manner for the fragmenting source of the experimentally reconstructed primary yields.

FIG. 2: (Color online) (a) Ratios of the calculated $a_{sym}/T$ values for g0/g0AS (open squares), g0/g0ASS (open triangles) and g0/the reconstructed experimental yield (dots). Dotted lines are the average values for the AMD simulations. The values are given in Table I (b) Symmetry energy coefficient vs density for g0(squares), g0AS(upward triangles) and g0ASS (downward triangles) used in the AMD simulations. The shaded vertical area indicates the fragment formation density extracted from the ratio of the symmetry energy coefficient. (c) Ratio of the symmetry energy coefficient in (b) between g0AS/g0 and g0ASS/g0 as a function of the density. The horizontal dotted lines indicates the ratio values extracted from the $a_{sym}/T$ values in (a).
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