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Abstract: In this paper we study aspects of top tagging from first principles of QCD. We find that the method known as the CMS top tagger becomes collinear unsafe at high $p_t$ and propose variants thereof which are IRC safe, and hence suitable for analytical studies, while giving a comparable performance to the CMS tagger. We also develop new techniques to identify three-pronged jet substructure, based on adaptations of the Y-splitter method and its combination with grooming. A novel feature of our studies, relative to previous calculations of two-pronged substructure, is our use of triple-collinear splitting functions combined with all-order resummation, which owes to the presence of two mass scales of the same order, $m_t$ and $m_W$, in the signal jet. We carry out leading logarithmic resummed calculations for the various top-taggers, for both background and signal jets, and compare the results to those from parton showers. We also identify and comment on the main features driving tagger performance at high $p_t$ and discuss the role of non-perturbative effects.
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1 Introduction

Recent years have seen the field of jet substructure mature and develop into one of the key areas of current LHC phenomenology [1–11]. Amongst the numerous applications of substructure methods there are direct searches for new physics beyond the standard model [12–17], crucial studies of the Higgs sector of the standard model [18], precise determination of the top quark mass [19], testing high precision calculations for jets in QCD [20–24], and studies involving jets in heavy-ion collisions [25, 26]. Following the commencement of the LHC run 2 at 13 TeV, electroweak scale particles including the top quark can be extremely boosted, which means their hadronic decays will often result in a single jet. In such situations jet substructure studies have been proven to provide important input which is the key to effectively distinguishing signal from background as well as to improve resolution of signal mass peaks.

One of the most active areas within the field of jet substructure has been the study of boosted top quarks and several techniques are available to study boosted tops including various “top-taggers” [27–34], template tagging [35], shower deconstruction [36], jet shape variables such as N-subjettiness [37, 38], energy correlation functions [39–41] and multivariate methods exploiting machine learning [42–46]. The performance of these tools has been investigated in detail using studies based on Monte Carlo event generators. Many of the above mentioned methods are also increasingly used in experimental analyses at the LHC [47].

An alternative approach to traditional Monte Carlo studies of jet substructure has emerged and gained substantial ground in recent years [39, 48–54]. This new approach is based on directly using perturbative QCD calculations for jet substructure observables. Since the boosted regime with jet masses \( m \ll p_t \) is a classic multi-scale problem, and one encounters the feature of large logarithms in \( p_t/m \), perturbative calculations at fixed-order in \( s \) are not directly useful on their own, and one needs the techniques of analytic resummation to give a satisfactory description of substructure observables in the boosted limit.

Analytic resummed perturbative calculations have been shown to be powerful methods in learning about jet substructure techniques often yielding vital information about features that did not emerge in shower studies prior to the advent of the analytics. Amongst some of the benefits arising from analytical studies, one can list the discovery of flaws such as kinks and bumps in the jet mass spectrum with various taggers [48] which led to the emergence of improved tools [48, 50], the discovery of occasional issues with parton shower descriptions of jet substructure [48], the development of observables which can be computed to high precision in QCD and which display reduced sensitivity to non-perturbative effects [48, 50], giving rise to phenomenological studies with LHC data [23, 24]. The analytical calculations give powerful insight into the physics of jet substructure and into the factors influencing and driving tagger performance in a way that is virtually impossible to extract from limited shower studies unguided by any analytics. There are several spin-offs arising from this insight but most crucially it opens the way to creating optimal tools which are not just performant but also reliable and robust. It is, of course, a relatively simple exercise to use Monte Carlo tools to get an estimate of tagger performance, which
is typically done via generating the so-called ROC (Receiver Operating Characteristic) curves which plot the background mistag rate against the signal efficiency achieved with different taggers. However any result that derives from QCD theory should also come with an uncertainty estimate which reflects the theoretical approximations made and ROC curves are no exception to this. However theoretical uncertainties on results produced purely from Monte Carlo methods are not simple to estimate and given the quite basic leading-logarithmic accuracy of parton showers\(^1\) one may worry that such uncertainties, if estimated properly, will be very large. Thus unambiguous statements about comparative tagger performance based solely on Monte Carlo studies are always potentially dangerous and support from analytic calculations gains further importance.

In this article we shall carry out an investigation of aspects of top tagging using analytic resummation as a main tool. While previous analytic studies such as those in refs. [39, 48–54] have focused on the case of W/Z/H tagging, here our aim is to embark on a similar level of understanding for top tagging. We shall mainly explore methods for identifying the top quark based on its three-pronged decays i.e. shall focus on the prong finding aspect of top taggers.

A study that covers all of the existing top-taggers goes beyond the scope of our current article. Instead, to illuminate some of the main features we shall consider a standard method, the CMS top-tagger [29, 30] which is closely related to the Johns Hopkins tagger [27], as well as introduce another method based on the \(Y_m\)-splitter tagger [53], itself a variant of the Y-splitter method already used in top-tagging [2, 32], and also investigate the combination of \(Y_m\)-splitter with jet grooming. We start in section 2 by defining in detail the CMS tagger and pointing out that it suffers from the issue that it becomes collinear unsafe at high \(p_t\), with potential consequences for precision in QCD calculations.

We therefore propose two new variants of the CMS tagger, CMS\(^3\)pr.mass and \(TopSplitter\), which are both infrared and collinear (IRC) safe and, especially in the case of \(TopSplitter\), more suited to analytical calculations based on resummation. Next, in the same section, we also define the \(Y_m\)-splitter method and extend it for the purpose of identifying three-pronged jet substructure in the context of top tagging. We further discuss the combination of \(Y_m\)-splitter with grooming which is needed in order to achieve a good performance with \(Y_m\)-splitter.

In section 3 we carry out an \(O(\alpha_s^2)\) leading-order calculation for the CMS tagger and for \(Y_m\)-splitter. At this order the CMS tagger is IRC safe and the collinear unsafety arises at next-to-leading order level and beyond. We first carry out a calculation using a simplified picture based on soft emissions which are strongly ordered in emission angles. Next we discuss reasons for why such a picture, which we might expect to be correctly described by most parton shower methods, may be insufficient for the case of top tagging. We explain that a more natural picture to describe top-taggers is instead based on the use of triple-collinear splitting functions which describe the collinear 1 → 3 splitting of an energetic parton, with no strong ordering between the final emissions and no

\(^1\)Recent work has shown that some widely used parton showers often fail to achieve even full leading-logarithmic accuracy for well-known simple observables like the thrust distribution [55].
soft approximation [56–58]. We then carry out calculations for the various taggers using the triple-collinear splitting functions and phase-space. We note that fixed-order studies for three-pronged jet substructure using triple-collinear splitting functions have previously been carried out in ref. [59].

Section 4 contains a description of the resummation we perform for the different taggers starting with $Y_m$-splitter and its combination with grooming and then moving on to TopSplitter. Here we present the arguments leading to the resummed results in each case as well as leading-logarithmic results for the Sudakov form factors using a fixed-coupling approximation, although our final results also include both the effect of hard-collinear next-to-leading logarithmic corrections as well as running coupling effects. We discuss how to match the Sudakov form factors computed in the soft and strongly ordered approximation, with the leading-order pre-factor computed in the triple-collinear limit.

In section 5 we first discuss the numerical impact of including the triple-collinear splitting function and of various resummation effects, then compare the results of our analytical calculations for QCD background jets with parton level results from using the Pythia shower [60]. We study different analytical approximations to the Sudakov exponent for each tagger compared to the Pythia result and also directly compare the taggers to one another both using our analytical results and using Pythia.

Section 6 contains our studies for signal jets as well as studies of tagger performances with ROC curves generated both analytically and with Monte Carlo. We also investigate in this section the role of non-perturbative effects including both hadronisation and the underlying event. Our conclusions are presented in section 7. An explicit demonstration of the collinear unsafety of the CMS tagger using fixed-order perturbative QCD, a discussion of further tagger variants, and analytical results including running-coupling effects can be found in the appendices.

2 Tagger definitions

In this section we shall describe the default version of the CMS tagger and discuss its potential collinear unsafety issue. We shall define a variation of the CMS method, $\text{CMS}^{3p,\text{mass}}$, that is IRC safe and we shall introduce a new method we call TopSplitter that apart from being IRC safe is more amenable to a detailed analytical understanding. We also discuss our implementation of the $Y_m$-splitter method for top tagging and discuss the combination of $Y_m$-splitter with grooming, extending the ideas we first introduced in ref. [53].

2.1 The CMS top tagger and new methods

The steps involved in the CMS top tagger are detailed below. The first version of the CMS tagger reported in [29, 30], proceeds as follows:

1. The initial anti-$k_t$ jet [61] is re-clustered using the Cambridge-Aachen (C-A) algorithm [62, 63].

\footnote{The explicit code can be found as part of CMSSW, see [31] which is what we have used in this paper.}
2. Primary decomposition: the last step of the clustering is undone (starting from the initial jet for the first iteration, or from the result of the last iteration when recursing), giving 2 prongs. These two prongs are examined for the condition

$$p_t^{\text{prong}} > \zeta_{\text{cut}} p_t^{\text{jet}}, \quad (2.1)$$

where $p_t^{\text{jet}}$ refers to the hard jet transverse momentum. $\zeta_{\text{cut}}$, referred to as $\delta_D$ in the CMS papers, is a parameter which is usually taken as 0.05. If both prongs pass the cut then the “primary” decomposition succeeds. If both prongs fail the cut then the jet is rejected i.e. is not tagged as a top jet.

If a single prong passes the cut the primary decomposition recurses into the passed prong, until the decomposition succeeds or the whole jet is rejected. Note that during the recurrence, $p_t^{\text{jet}}$ (used in (2.1)) is kept as the transverse momentum of the original jet.

3. Secondary decomposition: with the two prongs found by the primary decomposition, repeat the declustering procedure as for the primary decomposition, still defining the $\zeta_{\text{cut}}$ condition (2.1) w.r.t. the original jet $p_t$. This can result in either both prongs from the primary decomposition being declustered into two sub-prongs, only one prong being declustered, or none. When no further substructure is found in a primary prong, the primary prong is kept intact in the final list of prongs. When two sub-prongs are found both are kept in the final list of prongs. Ultimately, this leads to two, three or four prongs emerging from the original jet. Only jets with three or four sub-prongs are then considered as top candidates.

4. Taking the three highest $p_t$ subjets (i.e. prongs) obtained by the declustering, the algorithm finds the minimum pairwise mass and requires this to be related to the $W$ mass, $m_W$, by imposing the condition $\min (m_{12}, m_{13}, m_{23}) > m_{\text{min}}$ with $m_{\text{min}} \lesssim m_W$. For practical applications, $m_{\text{min}}$ is usually taken as 50 GeV.

5. Note that in the second version of the tagger [30], the decomposition procedure also imposes an angular cut: when examining the decomposition of a subjet $S$ into two prongs $i$ and $j$, the CMS tagger also requires $\Delta R_{ij} > 0.4 - A p_t^S$ where $\Delta R_{ij} = \sqrt{\Delta y_{ij}^2 + \Delta \phi_{ij}^2}$ and $p_t^S$ refers to the transverse momentum of the subjet. The default value for $A$ is 0.0004 GeV$^{-1}$.

We also note here that the first version of the tagger [29] does not make a reference to the $\Delta R$ condition in the decomposition of a cluster. In fact without a $\Delta R$ cut the tagger is collinear unsafe. This in turn implies that fixed-order perturbative QCD results for observables can produce divergent results, thereby compromising the reliability of the tagger.

The collinear unsafety arises due to the process of selecting the three hardest prongs out of four prongs (to define the $m_{\text{min}}$ cut) which is sensitive to arbitrarily collinear hard

\textsuperscript{3}For the $p_t$ scale entering the $\Delta R$ condition, ref. [30] mentions using the original jet (resp. the primary prongs) during the primary (resp. secondary) decomposition. However, the code in CMSSW is explicitly using the “local” subjet $p_t$. **
radiation (see appendix A for an explicit demonstration of the collinear unsafety aspect, using fixed-order perturbative QCD). With a $\Delta R$ cut formal collinear safety is restored but for small values $\Delta R \ll 1$, one will encounter large logarithms in $\Delta R$ making a perturbative description of the tagger potentially complicated. Also, given the recommended optimal value for the parameter $A$, as one progresses towards high $p_t$ values the $\Delta R$ cut becomes smaller and eventually vanishes which means that the default CMS tagger will again be collinear unsafe at asymptotically large $p_t$.

To evade the issue of collinear unsafety one could argue that precision perturbative calculations are not the main aim of jet substructure studies, at least in the context of LHC searches for new physics. However as we stated in the introduction, assessing the uncertainty on results for tagger signal and background efficiencies is far from simple, and with an IRC unsafe tool this becomes even less straightforward. Hence any statements about tagger performance based on ROC curves cannot be formally taken at face value. Moreover not all jet substructure studies are aimed at direct searches for new physics, and substructure tools are widely used in an increasing variety of contexts including for precision studies and comparison between perturbative QCD calculations and experimental data [20–22], possible extractions of the strong coupling [64], and in the case of top quark physics, determinations of the top mass [19]. For such studies, where high precision and small uncertainties are essential, any IRC unsafe issues can severely compromise the validity of the results obtained and conclusions reached. It is therefore desirable to ensure a set of substructure tools that are free from IRC unsafety issues while still yielding the required performance.

Ultimately, this collinear unsafety issue motivated us to investigate alternatives to the $\Delta R$ cut imposed by the CMS top tagger and to introduce the following new methods:  

- CMS$^{3p,\text{mass}}$: say that the primary decomposition led to the two prongs A and B and that prong A has a secondary decomposition into subprongs $A'$ and $A''$ while B is decomposed into $B'$ and $B''$. Rather than selecting the hardest 3 objects from the set $A'$, $A''$, $B'$, $B''$ as in the standard CMS tagger, one instead examines the invariant masses $m_{AA'}^2 = (p_A + p_{A''})^2$ and $m_{BB'}^2 = (p_{B'} + p_{B''})^2$. If $m_{AA'}^2 > m_{BB'}^2$ then one simply considers the 3 prongs to be $A'$, $A''$ and B, and vice-versa. In this variant of the CMS method we obtain 3 prongs which can be used in the $m_{\text{min}}$ condition without any collinear unsafety issues and without a $\Delta R$ cut. We shall refer to this variant as CMS$^{3p,\text{mass}}$ since it produces three prongs based on a selection using invariant masses.

- TopSplitter: as we shall clarify in more detail in subsequent sections, it proves to be advantageous in some respects to nominate the emission that would dominate the mass of a prong in the limit where all emissions are soft and strongly ordered in mass, as a product of the declustering, instead of the largest-angle emission passing

---

4We are aware that in the meantime the CMS collaboration, for reasons unrelated to collinear unsafety pointed out for the first time in our current article, have moved away from using the CMS tagger in experimental studies of top-tagging at the LHC. Nevertheless, as we shall demonstrate, the IRC safe variants we propose in this article are effective and performant methods to identify three-pronged substructure and demonstrate our analytical control over top tagging.
the $\zeta_{\text{cut}}$ as given by the C-A declustering. In order to do so we first keep the same procedure as above for identifying the two prongs A and B that emerge from the primary decomposition. Now consider the decomposition of each of these prongs starting say with prong A. We decluster this precisely as before until we find an emission $i$ that passes the $\zeta_{\text{cut}}$ condition. At this stage however we also consider all subsequent emissions further down the C-A tree following the hardest branch, together with emission $i$, and identify the emission $j$ in this set that has the largest value of $p_{Tj}\theta_j^2$, i.e. contributes the most to the prong mass in the limit that all emissions are soft.\footnote{Given that this emission is either emission $i$ itself or a smaller angle emission, it is clear that it must also pass the $\zeta_{\text{cut}}$ condition.} We take this emission to be $A''$ i.e. one of the products of the declustering of A. The other product of the declustering is labelled $A'$ as before. It consists of the remaining object to which $A''$ is clustered in the C-A clustering sequence, along with all emissions preceding $A''$ in the C-A tree which passed the $\zeta_{\text{cut}}$ condition, such as emission $i$. We call this new method TopSplitter.

Other variants are possible and they will be discussed in appendix B.

2.2 The $Y_m$-splitter method for top tagging

The use of the Y-splitter method for top tagging was already considered by Brooijmans and made use of in ATLAS studies of top tagging [32, 65].

In refs. [53, 66] it was found that the Y-splitter technique, when supplemented with grooming, was a high-performance method for the tagging of electroweak scale particles that exhibit two pronged decays, especially for $p_T$ values in the TeV range. To be more precise, it was observed in refs. [53, 66] that Y-splitter gives an excellent suppression of QCD background jets due to a large Sudakov suppression factor. However the performance of Y-splitter on signal jets was poor as the lack of an explicit grooming step resulted in loss of signal. Once grooming is performed after Y-splitter (either via mMDT [48] or trimming [6]), while the feature of the background suppression stays largely intact, there is considerable improvement in the signal efficiency. This results in striking gains for the signal significance.

Therefore it also becomes of interest to adapt Y-splitter with grooming to the case of top decays. In ref. [53] we introduced and discussed several variants of the Y-splitter technique for the case of two pronged decays. The variant that emerged as both most robust and performant was a variant we called $Y_m$-splitter, which makes use of the gen-$k_t$ ($p = 1/2$) algorithm [67] to define distances between objects, in place of the $k_t$ distance [68–70] used in the standard Y-splitter. The use of the gen-$k_t$ ($p = 1/2$) distance (hereafter referred to just as the gen-$k_t$ distance for brevity) guarantees an ordering equivalent to an ordering in mass in the soft limit which facilitates the direct analytical understanding of the tagger behaviour, with the fringe benefit of giving a slightly better performance compared to the standard Y-splitter.

We will also consider pre-grooming with SoftDrop ($\beta = 2$ and $\beta = 0$ (i.e. mMDT)) prior to the application of $Y_m$-splitter. The $\beta = 2$ pre-grooming option was already explored
for the tagging of W/Z/H and found to give good performance while highly reducing
the sensitivity to non-perturbative effects [53]. The $\beta = 0$ pre-grooming option was not
considered in ref. [53] since for the case of W/Z/H tagging studied there, this option was
found to reduce the important Sudakov suppression of the background. In the present case
however, where we have a coloured object being tagged, the situation will be different as we
shall explain in more detail in section 6, and pre-grooming with mMDT becomes a useful
option to consider.

To adapt $Y_m$-splitter for use in top tagging one considers applying it twice in succession,
as follows:

1. Perform a primary decomposition of the initial fat jet by doing a first declustering
but here based on the gen-$k_t (p = 1/2)$ distance measure. On each of the two
prongs obtained by undoing the clustering apply the $\zeta_{cut}$ condition, eq. (2.1). If the
$\zeta_{cut}$ condition fails for either of the two prongs, discard the jet as a top candidate,
otherwise move to the next step.

2. Decluster both prongs obtained from the primary decomposition (still using the gen-$k_t$
algorithm). The prong that produces the smaller gen-$k_t$ distance in the declustering
is kept unaltered. The prong that yielded the larger gen-$k_t$ distance is tested for the
$\zeta_{cut}$ condition as for the primary decomposition. If the $\zeta_{cut}$ condition passes proceed
to the next step otherwise the jet is rejected.

3. Take the three prongs that emerge after the secondary decomposition (i.e. the unaltered
primary prong and the two secondary prongs which passed the $\zeta_{cut}$ condition)
and impose the $m_{\min}$ condition on the minimum pairwise mass.

Additionally, as mentioned above, we shall consider pre-grooming with mMDT and
SoftDrop on the full jet, prior to the application of the above steps. Lastly, we also
introduced additional variants for $Y_m$-splitter similar to the case of the CMS tagger and
these are also discussed in appendix B.

3 Analytical calculations at fixed-order

In this section we shall carry out some basic leading-order analytic calculations to help us
better understand the action of top taggers on QCD jets. We shall start by using a soft
and collinear approximation for emissions within the jet and then discuss improving this
approximation in light of the specific requirements for three-pronged jet substructure and
top taggers.

3.1 Leading-order calculations in the soft-collinear limit

The standard idea that is exploited in two-body tagging to distinguish signal from back-
ground is to exploit the differences in splitting functions between QCD decays and those
involving W/Z/H. While the former contain soft enhancements, the latter are regular in
the soft limit and hence cutting the soft region via a $\delta_P$ or $z_{\text{cut}}$ type of condition\footnote{This would involve a cut of the form $\min(p_T,i,p_T,j) > z_{\text{cut}}$ which uses the local $p_T$ of the cluster being decomposed, i.e. $p_T,i + p_T,j$ instead of the global $p_T$ of the hard jet in the denominator as is the case for the original CMS $\delta_P$ condition.} reduces the background significantly compared to the modest impact on the signal (see e.g. ref. [48] for explicit examples and more details). For the case of three-body hadronic top decays we have instead two branchings that are not soft-enhanced namely the branching $t \rightarrow bW$ and then the two-body $W$ decay to quarks. We should therefore expect that the double application of the $\zeta_{\text{cut}}$ condition exploits this feature.

In order to see this most clearly, in this sub-section we perform a leading-order QCD calculation for the jet-mass distribution for QCD jets after the application of top-tagging methods. In the boosted limit the jet mass $m$ is small compared to the jet $p_T$ and we shall work in terms of the standard variable, $\rho = \frac{m^2}{R^2 p_T}$, with $m$ the jet mass and where the jet radius $R$ reflects the jet opening angle. In the small-angle limit $\rho$ is invariant under boosts along the jet direction since they scale the jet $p_T$ up by a factor $\gamma$ and its opening angle by a factor $1/\gamma$, such that the jet mass $m$ is unchanged.

For the application of top taggers, aside from the jet mass we also have the $m_{\text{min}}$ condition and hence also define $\rho_{\text{min}} = \frac{m_{\text{min}}^2}{R^2 p_T} \ll 1$. The other parameter which enters our calculations is $\zeta_{\text{cut}}$. This is chosen not too small in order to reduce the QCD background i.e. $\zeta_{\text{cut}} \gg \rho, \rho_{\text{min}}$ but nevertheless $\zeta_{\text{cut}} \ll 1$, with the value $\zeta_{\text{cut}} = 0.05$ generally favoured in practical applications. We therefore expect that in a perturbative calculation we will encounter large logarithms in the jet masses $\rho, \rho_{\text{min}}$ as well as large logarithms in $\zeta_{\text{cut}}$ but with the former being numerically dominant over the latter.

A further issue that arises is the potential presence of logarithms of $\rho/\rho_{\text{min}}$ at each order in perturbation theory. In practice however, given that we are interested in top tagging, the jet mass $m \sim m_t$ and $m_{\text{min}} \sim m_W$ are not strongly ordered, hence logarithms of $\rho/\rho_{\text{min}}$ are not necessarily large. Furthermore, $\frac{\rho_{\text{min}}}{\rho} \gtrsim \zeta_{\text{cut}}$ for $\zeta_{\text{cut}} = 0.05$ and $m_{\text{min}} = 50 \text{ GeV}$. We will therefore consider that $\rho_{\text{min}}/\rho$ is small enough to retain only logarithms of $\rho_{\text{min}}/\rho$, but not too small so logarithms of the jet mass dominate over logarithms of $\rho_{\text{min}}/\rho$. We shall return to address these assumptions in the next subsection and subsequent sections.

With the above mentioned large logarithms in mind we shall initially specialise to the soft and collinear limit for all emissions i.e. $z_i, \theta_i \ll 1$, where $z_i$ is the fraction of the jet’s $p_T$ carried by emission $i$ and $\theta_i$ the angle of emission $i$ w.r.t. the jet axis. Moreover to calculate the leading logarithms in jet mass we can further assume that successive emissions are strongly ordered in angles. In order to pass the top-tagger conditions one requires at least two emissions in addition to the hard parton that initiates the jet. Thus the leading order in perturbative QCD for the jet mass distribution, with application of top tagging, is order $\alpha_s^2$. Assuming that the jet is initiated by a hard quark we start by considering two soft and collinear gluon emissions strongly ordered in emission angles and emitted independently by the hard quark, corresponding to a $C_F^2$ colour factor.

We start by applying the CMS top tagger and variants thereof. At the leading order, i.e. order $\alpha_s^2$, the CMS tagger, CMS$^{3p,\text{mass}}$ and TopSplitter are all equivalent. The IRC
unsafety issue of the CMS tagger occurs at order $\alpha_s^3$ i.e. at the NLO level in the context of the present calculations. Hence for the purpose of this section we shall refer explicitly to the CMS tagger with the understanding that the results apply equally for our new methods. After the primary C-A declustering of the jet, the larger angle gluon $k_1$ emerges first and is subjected to the $\zeta_{\text{cut}}$ condition which leads to the constraint $z_1 > \zeta_{\text{cut}}$. We obtain two subjets: a massless subjet $j_1$ consisting of parton $k_1$ and a massive subjet $j_2$ composed of a hard quark with four-momentum $p$ and the emission $k_2$. One then declusters $j_2$ into its massless partonic constituents and retains the jet only if $z_2 > \zeta_{\text{cut}}$.

The tagger places a constraint on the minimum pairwise mass of the three partons $p$, $k_1$ and $k_2$ which can be written as $\min (z_1 \theta_1^2, z_2 \theta_2^2, z_1 z_2 \theta_1 \theta_2) > \rho_{\text{min}}$, where all angles are taken to be measured in units of the jet radius $R$, meaning in particular that they should be less than 1. In the strongly ordered limit we have that $\theta_1 \gg \theta_2$ and $\theta_{12} \approx \theta_1$. Therefore, the minimum pairwise mass is the minimum of $z_2 \theta_2^2$ and $z_1 z_2 \theta_1 \theta_2$. At leading order accuracy, we then have to consider two cases: either the first emission dominates the mass, meaning we have $\rho \sim z_1 \theta_1^2$, or the second emission dominates the mass, i.e. $\rho \sim z_2 \theta_2^2$. In other words, we can take $\rho \sim \max(z_1 \theta_1^2, z_2 \theta_2^2)$ and approximate the jet mass distribution as follows

$$
\frac{1}{\sigma} \left( \frac{d\sigma}{d\rho} \right)_{\text{LO,soft-collinear}} = \bar{\alpha}^2 \int \frac{dz_1}{z_1} \frac{dz_2}{z_2} \frac{d\theta_1^2}{\theta_1^2} \frac{d\theta_2^2}{\theta_2^2} \times \Theta(\theta_2^2 < \theta_1^2 < 1) \delta(\rho - \max(z_1 \theta_1^2, z_2 \theta_2^2)) \times \Theta(z_1 > \zeta_{\text{cut}}) \Theta(z_2 > \zeta_{\text{cut}}) \Theta(\min(z_2 \theta_2^2, z_1 z_2 \theta_1 \theta_2) > \rho_{\text{min}}),
$$

where we defined $\bar{\alpha} = \frac{\alpha_s}{\pi}$, taking for definiteness the case of a quark initiated jet.

The above integrations can be straightforwardly done to obtain the following simple result:

$$
\frac{\rho}{\sigma} \left( \frac{d\sigma}{d\rho} \right)_{\text{LO,soft-collinear}} = \bar{\alpha}^2 \ln^2 \frac{\rho_{\text{min}}}{\zeta_{\text{cut}}} \ln \frac{\rho}{\rho_{\text{min}}}, \quad \rho_{\text{min}} < \zeta_{\text{cut}} \quad (3.2)
$$

$$
\frac{\rho}{\sigma} \left( \frac{d\sigma}{d\rho} \right)_{\text{LO,soft-collinear}} = \bar{\alpha}^2 \ln^2 \frac{\rho}{\rho_{\text{min}}} \left( \frac{1}{\zeta_{\text{cut}}} \ln \frac{1}{\rho_{\text{min}}} - \frac{1}{2} \ln \frac{\rho}{\rho_{\text{min}}} \right), \quad \rho_{\text{min}} > \zeta_{\text{cut}}
$$

The essential functioning of the tagger at leading-order is encoded in the above equation. For comparison, remember that the leading logarithmic behaviour for the QCD background jet mass distribution is double logarithmic i.e. $\frac{d\sigma}{d\rho} \sim \bar{\alpha}^2 \ln^3 \frac{1}{\rho}$. After applying the CMS tagger these large logarithms in jet mass have been replaced by logarithms of $\zeta_{\text{cut}}$ or $\rho_{\text{min}}/\rho$ which are not essentially large. This is similar to the action of taggers in the two-body case.

We can also perform a similar calculation for the $Y_{m}$-splitter technique defined in section 2.2. The essential difference with the CMS tagger is the use of the gen-$k_t$ distance with its parameter $p$ taken to be 1/2 (instead of the C-A declustering used for the CMS tagger). With only two emissions in the jet, both emissions need to satisfy $z_i > \zeta_{\text{cut}}$. At leading logarithmic accuracy, one can still assume that $\theta_1 \gg \theta_2$, hence $\theta_{12} \approx \theta_1$, and the expression for the $Y_{m}$-splitter cross-section also takes the form of (3.1) (see as well the discussion about $\Theta^{\text{tagger}}$ in the next section). This means that the result (3.2) is also valid for $Y_{m}$-splitter.

---
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Similar calculations can be carried out for the terms involving secondary emissions i.e. those involving say an initial quark emitting a gluon which splits to a $gg$ or $q\bar{q}$ pair i.e. the $C_F C_A$ and $C_F T R_{n_f}$ channels. In the former case one obtains again a three powers of a logarithm in either $\rho/\rho_{\min}$ or $\zeta_{\text{cut}}$ as in (3.2). The $C_F n_f$ term has at most two logarithms in $\rho/\rho_{\min}$ or $\zeta_{\text{cut}}$ due to the absence of a soft singularity in the $g \to q\bar{q}$ splitting.

While eq. (3.2) captures the basic physics of the tagger in the limit $1 \gg (\rho_{\min}/\rho, \zeta_{\text{cut}}) \gg \rho$, a number of comments are in order. First of all we have used the approximation of strong angular-ordering which is intended to capture logarithms in $\rho/\rho_{\min}$ and $\zeta_{\text{cut}}$. Additionally we also used the soft approximation in performing the calculation which does not reproduce the constant terms stemming from hard collinear emissions, or power corrections in $\zeta_{\text{cut}}$ or $\rho_{\min}/\rho$. The former constant contributions, in particular, are known to be numerically significant in practice [48]. The standard method to include hard collinear splitting is to correct the soft approximation, used above, with the full splitting function i.e. make the replacement $dz \to \frac{1+(1-z)^2}{2z} dz$ for the integral over energy fractions in eq. (3.1). We should then expect a product of leading-order splitting functions to appear, which account for both hard branchings i.e. the region where $z_1, z_2$ are both finite. Moreover, beyond the soft limit, the gen-$k_t$ distances, involved in the $Y_m$-splitter calculation, would no longer be identical to the mass. All these changes are straightforward to implement and do not require a fundamental change of the basic angular-ordered picture above.

More crucially perhaps, as we already observed, the approximation $\rho_{\min} \ll \rho$ and $\zeta_{\text{cut}} \ll 1$, while convenient analytically, is in practice not a good approximation for the case of top tagging. Without these strong ordering assumptions, we are led to a situation where the only genuinely large logarithms in the boosted limit are those in $\rho$ or equivalently $\rho_{\min}$ but not those of $\rho/\rho_{\min}$. In other words we should regard eq. (3.2) as an approximation to a result of the form

$$\frac{1}{\sigma} \left( \frac{d\sigma}{d\rho} \right)_{\text{LO, triple-collinear}} = \frac{\alpha_s^2}{\rho} f_q (\rho, \rho_{\min}, \zeta_{\text{cut}}). \quad (3.3)$$

In the above equation $f_q$ is a function that needs to be computed in full i.e. without any soft or collinear approximation and where the suffix $q$ indicates a quark initiated jet. It contains the contributions from $C_F^2, C_F C_A$ and $C_F T R_{n_f}$ colour factors on an equal footing. The only approximation inherent in writing eq. (3.3) is the approximation of small $\rho \ll 1$, corresponding to appearance of the $1/\rho$ factor, which is justified by working in the boosted limit $m^2 \ll p_t^2$. Thus we need to examine the collinear decay of an initial parton to three partons, producing a small jet mass $\rho$, but with no ordering between the three partons themselves, in either energy or angle. The appropriate extension of eq. (3.2) requires the use of trip\-le-collinear $(1 \to 3)$ splitting functions. Calculations based on these shall be the subject of the next section.

### 3.2 The triple-collinear limit of a QCD jet

Here we shall use the $1 \to 3$ splitting functions [56–58] to compute the differential distribution in the jet mass $\rho$, for the CMS and $Y_m$-splitter methods.
Consider for example the collinear decay of an initial quark to a quark and two gluons, taking the Abelian $C^\mu_\nu$ term of the triple-collinear splitting functions as an example. The explicit functional form for the spin-averaged splitting function is

$$\langle \tilde{P}_{(ab)}^{(ab)} / q_1 q_2 q_3 \rangle = C_F \left[ \frac{s_{12}^2}{2s_{13}s_{23}} z_3 \left( 1 + \frac{z_2^2}{z_1 z_2} \right) + \frac{s_{123}}{s_{13}} \left( z_3(1 - z_1) + (1 - z_2)^3 \right) \right] - \frac{s_{23}}{s_{13}} + (1 \leftrightarrow 2).$$

(3.4)

For the other colour configurations (involving $C_A$ and $n_f$), we refer the reader to the original references [56–58]. Here $s_{ij}$ and $s_{ijk}$ are the usual kinematic invariants $(p_i + p_j)^2$ and $(p_i + p_j + p_k)^2$ respectively. The $z_i$ are energy fractions defined w.r.t. the original parton’s energy so that we have $\sum_i z_i = 1$. Also, in what follows below we shall need only the splitting functions in four space-time dimensions and hence have set the dimensional regularisation parameter $\epsilon$ to zero above and in all subsequent applications.

The phase-space in the triple-collinear limit can be written as

$$d\Phi_3 = \frac{(p_R)^4}{\pi} (z_1 z_2 z_3) d\Omega d\Omega d\Omega d\theta_{12} d\theta_{23} d\theta_{31} \Delta^{-1/2} \Theta(\Delta),$$

(3.5)

with the Gram determinant $\Delta$ given by [71, 72]

$$\Delta = 4\theta_{12}^2 \theta_{23}^2 - (\theta_{12}^2 - \theta_{13}^2 - \theta_{23}^2)^2.$$  

(3.6)

We then carry out an integral over the triple-collinear phase-space which includes the action of the taggers encoded as a sequence of kinematical cuts. We compute the jet mass distribution as an integral of the schematic form

$$\left( \frac{\rho d\sigma}{\sigma dp} \right)^{\text{LO, triple-collinear}} = \frac{(\alpha_s/2\pi)^2}{123} \int d\Phi_3 \frac{\langle \tilde{P} \rangle}{s_{123}} \Theta^{\text{jet}} \Theta^{\text{tagger}}(\zeta_{\text{cut}}, \rho_{\text{min}}) \rho \delta \left( \rho - \frac{s_{123}}{R^2 p_t^2} \right),$$

(3.7)

where $\langle \tilde{P} \rangle$ denotes the spin-averaged triple-collinear splitting function, including the proper symmetry factor for identical particles, for the splitting of an initial quark (or gluon if considering a gluon-initiated jet), the $\Theta^{\text{jet}}$ condition denotes the constraint for all three partons to be in the same anti-$k_t$ jet of a given radius $R$

$$\Theta^{\text{jet}} = \sum_{i \neq j \neq k} \Theta\left( d_{ij}^{(\text{anti-}k_i)} < \min(d_{ik}^{(\text{anti-}k_i)}, d_{jk}^{(\text{anti-}k_i)}) \right) \Theta(\theta_{ij} < R) \Theta(\theta_{ij} < R),$$

(3.8)

and the condition $\Theta^{\text{tagger}}$ represents the action of the substructure taggers. In particular, $\Theta^{\text{tagger}}$ contains constraints from the $\zeta_{\text{cut}}$ and $\rho_{\text{min}}$ conditions which will regulate the soft and collinear divergences of the $1 \rightarrow 3$ splitting functions. Accordingly we can carry out the computation of the jet mass distribution entirely in 4 dimensions and only real-emission terms contribute at the leading order $\alpha_s^2$.

For any of the taggers we have introduced, we have, at order $\alpha_s^2$,

$$\Theta^{\text{tagger}}(\zeta_{\text{cut}}, \rho_{\text{min}}) = \sum_{i \neq j \neq k} \Theta\left( d_{ij}^{(\text{tagger})} < \min(d_{ik}^{(\text{tagger})}, d_{jk}^{(\text{tagger})}) \right) \times \Theta\left( \min(z_k, 1 - z_k) > \zeta_{\text{cut}} \right) \Theta\left( \min(z_i, z_j) > \zeta_{\text{cut}} \right) \times \Theta\left( \min(\rho_{ij}, \rho_{jk}, \rho_{ki}) > \rho_{\text{min}} \right),$$

(3.9)
where the only difference between the CMS (recall that there is no difference at order $\alpha_s^2$ between the default CMS, CMS$^{3p,\text{mass}}$ and TopSplitter) and the $Y_m$-splitter taggers is in the distance measure they use:

\begin{align}
  d_{ij}^{(\text{CMS})} &= \theta_{ij}^2, \\
  d_{ij}^{(\text{Y}_m\text{-splitter})} &= \min(z_i, z_j)\theta_{ij}^2. \tag{3.10}
\end{align}

However, at this order of the perturbation theory, eq. (3.9) is equivalent to the simpler form

\begin{equation}
  \Theta^{\text{tagger}}(\zeta_{\text{cut}}, \rho_{\text{min}}) = \Theta(\min(z_1, z_2, z_3) > \zeta_{\text{cut}}) \Theta(\min(\rho_{12}, \rho_{13}, \rho_{23}) > \rho_{\text{min}}), \tag{3.12}
\end{equation}

which is the same for the CMS and $Y_m$-splitter taggers.

It is worth noting that the triple-collinear splitting functions and phase-space are not presently included in current parton shower models implemented in any of the main general purpose Monte Carlo event generator codes.\footnote{For recent attempts at partially including these effects in parton showers we refer the reader to [73].} Parton showers instead include the strongly-ordered limit of the triple-collinear functions where the triple-collinear functions factorise into a product of two leading-order splitting kernels. It is simple to make this link explicit by expanding the triple-collinear functions about the strongly ordered limit. For instance for the $C_2^F$ term reported in eq. (3.4) we can explicitly take the limit $\theta_{23}^2 \ll \theta_{13}^2$ and perform an expansion in the smallest angle $\theta_{23}^2$. Writing $\theta_{12}^2 = \theta_{13}^2 + \theta_{23}^2 - 2\theta_{13}\theta_{23}\cos\phi$ and introducing the splitting variables $z$ and $z_p$ such that $z_1 = 1 - z, z_2 = z(1 - z_p), z_3 = zz_p$, one obtains upon series expansion in $\theta_{23}^2$:

\begin{equation}
  \langle \hat{P}_{123}^{\text{(ab)}} \rangle = \frac{C_2^F}{\sigma_{123}} \frac{d\theta_{13}^2}{\theta_{13}^2} \frac{d\theta_{23}^2}{\theta_{23}^2} \Theta(\theta_{23} < \theta_{13}) dz dz_p \frac{d\phi}{2\pi} \left( \frac{1 + z^2}{1 - z} \times \frac{1 + z_p^2}{1 - z_p} + O(\theta_{23}) \right). \tag{3.13}
\end{equation}

The above form exhibits the factorisation of the leading order splitting kernels which is expected in the strongly ordered limit.\footnote{In general i.e. beyond the Abelian $C_2^F$ term a fully factorised structure is obtained after an azimuthal integration in the strongly ordered limit.} Additionally taking the soft limit i.e. $z, z_p \to 1$ brings us back to the approximations used to derive (3.2).

### 4 Resummed calculation to all orders

Eq. (3.3), making use of the $1 \to 3$ splitting function to obtain $f_q(\rho, \rho_{\text{min}}, \zeta_{\text{cut}})$, is sufficient to obtain the small $\rho$ (and $\rho_{\text{min}}$) behaviour at order $\alpha_s^2$. However, the large logarithms of $\rho$ or $\rho_{\text{min}}$ need to be resummed to all orders in $\alpha_s$. For this, in addition to the two hard collinear emissions described by the $1 \to 3$ splitting, we need to add an arbitrary number of real or virtual soft and collinear emissions and consider the constraints on them. As is standard in resummation, this is expected to yield a Sudakov form factor that multiplies the leading-order result. In this section, we derive the explicit form of that Sudakov for the TopSplitter, CMS$^{3p,\text{mass}}$ and $Y_m$-splitter top taggers. The IRC unsafety of the default CMS tagger prevents a similar analysis being directly carried out for that case.
Before digging into the details of each tagger, let us clarify the accuracy of our resummation. First of all, previous work has shown [48, 52, 53, 66] that a leading-logarithmic (LL) calculation is usually sufficient to grasp the main features of substructure tools. In that context, our resummation should definitely include large logarithms of the jet mass ($\rho$ or $\rho_{\text{min}}$) to LL accuracy. These logarithms are the most relevant for describing boosted jets and we shall see that including them holds the key to understanding the basic details of the top-taggers.

However, since both $\rho_{\text{min}}/\rho$ and $\zeta_{\text{cut}}$ are somewhat smaller than unity for practical applications, it might also be of interest to include logarithms in $\rho_{\text{min}}/\rho$ and $\zeta_{\text{cut}}$ in the resummation. Indeed, without including these terms one may worry about their impact on our analytical picture for top tagging. With this in mind our resummation accuracy goal will ideally be double-logarithmic, but where the scale of the logarithms can be either $\rho$ (or $\rho_{\text{min}}$), $\rho_{\text{min}}/\rho$ or $\zeta_{\text{cut}}$. We will also confirm that in the final result the logarithms of $\rho$ or $\rho_{\text{min}}$ dominate over logarithms of $\rho_{\text{min}}/\rho$ and $\zeta_{\text{cut}}$ in the region relevant for phenomenology, as one might have naively expected purely on grounds of their numerical size.

While our final resummation accuracy is double-logarithmic, or more precisely leading-logarithmic after inclusion of running coupling effects, we shall also retain some sources of single-logarithmic corrections, notably via the inclusion of hard-collinear contributions which arise from considering the full splitting functions rather than just their soft-enhanced terms. This is again standard in the existing resummed calculations for jet substructure (see e.g. ref. [48]) and is sometimes referred to as modified leading logarithmic accuracy [50].

We would like to stress that strictly from the point of view of our logarithmic accuracy, we do not need the full structure of the triple-collinear splitting functions that we have used above to compute the leading-order pre-factor, that will eventually multiply the Sudakov exponent. Instead one could just treat the pre-factor in the soft limit with strong angular-ordering, which is sufficient to retain all double-logarithmic terms in the pre-factor. Using the triple-collinear splitting functions means that we have instead chosen to be more careful in our treatment of the pre-factor by retaining terms that are formally subleading from the viewpoint of our logarithmic resummation accuracy. In effect we thus perform a form of matching so that at order $\alpha_s^2$ our result coincides with using the full triple-collinear splitting function, while beyond order $\alpha_s^2$ our result should contain all potentially large double-logarithmic terms, counting logs of $\rho$, $\rho_{\text{min}}$, $\rho/\rho_{\text{min}}$, and $\zeta_{\text{cut}}$ on the same footing. In practice we are able to achieve this goal for the TopSplitter and Ym-splitter taggers including also Ym-splitter with general SoftDrop gre-grooming. Instead for the case of the CMS$^{3p,\text{mass}}$ tagger it does not prove to be simple to include logarithms of $\zeta_{\text{cut}}$ and $\rho/\rho_{\text{min}}$ on the same footing as double logarithms in $\rho$ or $\rho_{\text{min}}$. Accordingly for CMS$^{3p,\text{mass}}$ we do not attempt to retain all possible double logarithms, focusing mainly on the numerically dominant logarithms in $\rho$ or $\rho_{\text{min}}$. This level of accuracy is still sufficient to provide us insight into the behaviour of the tagger in the region relevant for phenomenology.

The structure and details of the resummed result depend on the tagger being considered. We first discuss the Ym-splitter case due to its simpler structure.
4.1 $Y_m$-splitter

At double-logarithmic accuracy, we can consider emissions to be soft and strongly ordered, here in gen-$k_t$ distance, or, equivalently, in mass. If one wishes to simultaneously retain the information that is present in the triple-collinear limit however, we have to lift the requirement of strong ordering and the soft approximation, for the two emissions that are declustered by the taggers, while still retaining these approximations for all remaining emissions. In the first instance however it is instructive to impose the soft and strongly-ordered requirement on all emissions including the declustered ones, which gives us the leading-logarithmic accuracy we seek. Subsequently we shall match our result to the triple-collinear limit.

4.1.1 Calculation in pure soft and strongly-ordered limit

We first consider two soft emissions $k_1$ and $k_2$ both emitted by a hard parton leg with colour factor $C_R$, where $C_R = C_F$ for a quark initiated jet and $C_R = C_A$ for a gluon initiated jet. We denote by $x_i$ and $\theta_i$ the momentum fraction and angle of emission $k_i$ defined w.r.t. the hard emitting parton. At leading logarithmic level we can assume strong ordering in the gen-$k_t$ distance or equivalently in masses. Hence we assume $x_1 \gg x_2$, which implies that emission $k_1$ is the first to be declustered and $k_2$ is the second, while $k_1$ also sets the jet mass.

Next, we consider multiple soft emissions ordered in gen-$k_t$ distance. Emissions $k_1$ and $k_2$ are, by construction, the ones obtained by the declustering procedure and subject to the $z_{\text{cut}}$ requirement. Due to the gen-$k_t$ ordering they are also the emissions that dominate the pairwise masses entering the $\rho_{\text{min}}$ condition. Thus all the tagger constraints are fully determined by the declustered partons $k_1$ and $k_2$ which produce the leading-order prefactor, cf. eq. (3.2).

One then has a veto on any additional emission with gen-$k_t$ distance (or, equivalently, mass) larger than $\rho_2 = x_2 \theta_2^2$. For (primary) emissions from the leading parton $p$, this corresponds to the shaded (red) region in the plot of figure 1. In this region, virtual emissions are still allowed, yielding a Sudakov form factor $\exp(-R_{Y_m}^{\text{primary}})$, with $R_{Y_m}^{\text{primary}}$ corresponding to the shaded area:

$$R_{Y_m}^{\text{primary}}(\rho_2) = \int \frac{d\theta^2}{\theta^2} \frac{dz}{z} \alpha_s(z \theta p_R) C_R \frac{\Theta(z \theta^2 > \rho_2)}{\pi}, \quad (4.1)$$

where we also took into account running coupling effects.

Furthermore, since $\rho_2 \ll \rho_1$, we should also veto (secondary) emissions from $k_1$ in between these two scales. Consider such an emission from $k_1$ to be soft and to carry a momentum fraction $z \ll 1$ of the momentum of its parent $k_1$ implying it has momentum fraction $x_1 z$ w.r.t. the jet $p_1$. It is emitted at angles smaller than $\theta_1$ due to angular ordering. Such emissions should also be vetoed if they give a gen-$k_t$ distance larger than $\rho_2$.

---

9Technically, the gen-$k_t$ distance between prong $i$ and prong $j$ differs from the pairwise mass in two ways: first by an overall factor proportional to $z_i + z_j$, and second by factors of the form $1 - z$ which are irrelevant in the resummation limit $z \ll 1$. Overall, this means that the relative ordering of the emissions in mass is the same as their relative gen-$k_t$ ordering.
Figure 1. Lund plane corresponding to the $\text{Y}_m$-splitter tagger for top tagging. The emission that has a larger gen-$k_t$ distance or mass is labelled 1 and that with the next largest mass is labelled 2. Emissions 1 and 2 both pass the $\zeta_{\text{cut}}$ condition shown using the dashed line. The mass $\rho_2$ lies between $\rho$ and $\rho_{\text{min}}$ as shown. The red shaded region represents the region over which emissions are vetoed and leads to the appearance of the primary emission contribution to the Sudakov form factor. A similar configuration where the second-largest mass emission, 2, is emitted as a secondary emission from emission 1, is not shown in this plot.

This is not shown in figure 1 and gives an additional contribution (with $x_1 = \rho_1/\theta_1^2$)

$$R_{\text{Y}_m\text{-splitter}}^{(\text{secondary})}(\rho_2; \rho_1, \theta_1) = \int \frac{d\theta_2^2}{\theta_2^2} \frac{dz}{z} \frac{\alpha_s(z \theta_1 p_t R) C_A}{\pi} \Theta(\theta_1^2 > \rho_2) \Theta(\theta < \theta_1). \quad (4.2)$$

Note that in the expression for secondary emissions, the ordering in gen-$k_t$ distance (imposed by the declustering procedure of $\text{Y}_m$-splitter), differs from the mass by an $x_1$ factor.\footnote{Note that it is still true that inside the $k_1$ prong, i.e. amongst all the secondary emissions off $k_1$, the emission that has the largest gen-$k_t$ distance also dominates the mass of the prong.}

Ultimately, the Sudakov form factor is

$$S_{\text{Y}_m\text{-splitter}}(\rho_2; \rho_1, \theta_1) = \exp \left[ - R_{\text{Y}_m\text{-splitter}}(\rho_2; \rho_1, \theta_1) \right], \quad (4.3)$$

$$R_{\text{Y}_m\text{-splitter}}(\rho_2; \rho_1, \theta_1) = R_{\text{Y}_m\text{-splitter}}^{(\text{primary})}(\rho_2; \rho_1, \theta_1) + R_{\text{Y}_m\text{-splitter}}^{(\text{secondary})}(\rho_2; \rho_1, \theta_1). \quad (4.4)$$

In the strongly-ordered (and soft) limit, the resummed result, including the pre-factor is therefore

$$\left( \frac{\rho d\sigma}{\sigma d\rho} \right)^{\text{resum}} = \int_0^1 \frac{d\theta_1^2}{\theta_1^2} \frac{d\theta_2^2}{\theta_2^2} \frac{dx_1}{x_1} \frac{dx_2}{x_2} \frac{\alpha_s(x_1 \theta_1 p_t R) C_R}{\pi} \frac{\alpha_s(x_2 \theta_2 p_t R) C_R}{\pi} \Theta(x_1 > \zeta_{\text{cut}}) \times \Theta(x_2 > \zeta_{\text{cut}}) \Theta(\rho_{\text{min}} < x_2 \theta_2^2 < x_1 \theta_1^2) \rho \delta(\rho - x_1 \theta_1^2) S_{\text{Y}_m\text{-splitter}}. \quad (4.5)$$

The above result coincides with the LO result in eq. (3.2) at order $\alpha_s^2$, i.e. when switching off the running of the strong coupling and the Sudakov form factor and replacing $C_R$ by $C_F$. As part of our accuracy goal which aims at correctly retaining all double logarithms, our pre-factor should also contain the $O(\ln^3 \zeta_{\text{cut}})$ terms neglected in eq. (3.2). Moreover

we should account for all possible branchings that contribute to the pre-factor including the case where emission $k_2$ is emitted as a secondary emission off $k_1$, which for a quark initiated jet yields a $C_F C_A$ contribution to the pre-factor. However since, in the next subsection, we eventually use the triple-collinear splitting functions and kinematics to compute our pre-factor, it is guaranteed that all such terms (along with subleading terms relevant beyond the soft and strongly ordered approximation) are correctly retained.

Below we give results in the fixed-coupling case to highlight the different logarithms that are present in the above expressions:

$$R^{(\text{primary})}_{Y_m\text{-splitter}}(\rho_2) \equiv \frac{\alpha_s C_R}{2\pi} \ln^2 \rho_2,$$  

$$R^{(\text{secondary})}_{Y_m\text{-splitter}}(\rho_2; \rho_1, \theta_1) \equiv \frac{\alpha_s C_A}{2\pi} \ln^2 (\rho_2/\rho).$$

(4.6)  

(4.7)

After integration over $\rho_2$, the numerically dominant logarithms will be of the form of a series in $\alpha_s \ln^2 \rho$ where we treat $\rho$ and $\rho_{\text{min}}$ on the same footing, which multiplies the leading order pre-factor and originates purely from the veto on primary emissions. Given the range of the $\rho_2$ integration between $\rho_{\text{min}}$ and $\rho$, secondary emissions can only contribute terms which are at most as singular as $\alpha_s \ln^2 (\rho/\rho_{\text{min}})$. We may therefore anticipate that secondary emissions turn out to be relatively significant only when $\rho_{\text{min}} \ll \rho$, which is an observation we shall return to later.

While the fixed-coupling results we have reported here (and the corresponding results derived for other taggers later in this section) are computed purely in the soft limit, our final results include not just the running coupling effects but also the impact of hard collinear corrections via inclusion of the “$B_1$” resummation coefficients associated to the splitting kernels, which are beyond our formal double logarithmic accuracy. The full expressions, including running-coupling effects and hard-collinear splittings are given in appendix C.

### 4.1.2 Matching to the triple-collinear limit

As we argued at the end of section 3.1 (cf. eq. (3.3)), a more accurate calculation of the pre-factor multiplying the Sudakov form factor involves lifting the assumption of strong ordering between the two leading emissions $k_1$ and $k_2$ (and that of their softness). One should then use the $1 \to 3$ splitting function for calculating the pre-factor. This is best described using the kinematics of section 3.2, i.e. a system of 3 partons $p_1$, $p_2$ and $p_3$, carrying jet momentum fractions $z_i$, with $\sum_i z_i = 1$, and with pairwise angles $\theta_{ij}$.

Matching this to the resummed results obtained in section 4.1.1 comes with two conditions. First, we need to make sure that the emissions on which the Sudakov depends (i.e. $p$, $k_1$ and $k_2$ in the previous section), which are by construction the emissions on which the two $\zeta_{\text{cut}}$ constraints are imposed, are also the relevant emissions that are constrained by the $\rho_{\text{min}}$ condition imposed on the pre-factor, cf. the $G^{\text{tagger}}$ factor in eq. (3.7). Once this condition is satisfied, we will need to map the emissions $p$, $k_1$ and $k_2$ onto the triple-collinear parton system.

For the first condition, as already mentioned, the fact that we are using a gen-$k_t$ declustering guarantees that the emissions picked by the declustering procedure are also the emissions that dominate the pairwise prong masses.
We are therefore left with mapping the emissions $p, k_1$ and $k_2$ onto the triple-collinear system. Within our double-logarithmic accuracy, this is equivalent to redefine the arguments of the Sudakov ($\theta_1, \rho_1$ and $\rho_2$) in terms of the kinematics of partons $p_1, p_2$ and $p_3$ to account for the lifting of the strong-ordering and softness assumptions. The Sudakov form factor can then still be formally written as eqs. (4.1) and (4.2). However there is a freedom in defining $\theta_1, \rho_1$ and $\rho_2$ since our only constraint is to recover the proper soft and strongly-ordered limit.

Ultimately, the all-order version of eq. (3.7) becomes

$$\frac{d}{d\rho} \frac{d\sigma}{d\rho} = \int d\Phi_3 \frac{\langle \hat{P} \rangle_{s_{123}}}{s_{123}} \frac{\alpha_s(k_{t1}) \alpha_s(k_{t2})}{2\pi} \Theta^{\text{jet}} \Theta^{\text{tagger}} \delta \left( \rho - \frac{s_{123}}{R^2 p_t^2} \right) S_{Y_{\text{m-splitter}}} (\rho_2; \rho_1, \theta_1),$$

where we still have to specify $\theta_1, \rho_1$ and $k_{t1}$. For definiteness, let us consider the situation where the partons $p_2$ and $p_3$ are clustered first, followed by a clustering of the $(p_2, p_3)$ pair with $p_1$ for which we adopted the following prescription:

$$\theta_1 = \theta_{1(2+3)}, \quad \theta_2 = \theta_{23}, \quad \theta_3 = \theta_{12},$$

$$\rho_1 = \min(z_1, 1 - z_1) \theta_1^2, \quad \rho_2 = \min(z_2, z_3) \theta_2^2,$$

$$k_{t1} = \min(z_1, 1 - z_1) \theta_1 p_t R, \quad k_{t2} = \min(z_2, z_3) \theta_2 p_t R,$$

$$x_1 = \rho_1 / \theta_1^2 = \min(z_1, 1 - z_1).$$

which can be easily verified to agree with the resummed expressions above, in the soft and strongly-ordered limit. It is perhaps worth re-emphasising that using the form of a double-logarithmic Sudakov form factor multiplying the triple-collinear splitting functions produces uncontrolled terms beyond our leading-logarithmic accuracy. The main purpose of introducing the triple-collinear splitting is to calculate the order $\alpha_s^3$ pre-factor as precisely as possible while beyond $\mathcal{O}(\alpha_s^2)$ only double logarithmic terms are controlled.

### 4.1.3 $Y_{\text{m-splitter}}$ with grooming

In ref. [66] it was shown that $Y$-splitter was a high performance tool for tagging two-pronged decays only when supplemented with grooming e.g. via mMDT [48] or trimming [6]. It was also shown that the order in which $Y$-splitter and grooming were used on the jet was crucial to the performance. Grooming jets after using $Y$-splitter resulted in a subleading impact on the crucial large Sudakov suppression of the QCD background seen with $Y$-splitter, hence maintaining this desirable feature. On the other hand grooming significantly increased the signal efficiency over that seen with plain $Y$-splitter. The improved signal efficiency and largely unmodified background suppression resulted in striking gains to the signal significance ($S/\sqrt{B}$). On the other hand using grooming tools such as trimming and mMDT before $Y$-splitter was seen in comparison to not give a good performance, since the background Sudakov suppression factor changed from the $Y$-splitter Sudakov to the less effective trimming and mMDT Sudakov factors respectively. An exception to this, noted in ref. [53], was SoftDrop pre-grooming with positive $\beta$ (typically, $\beta = 2$), where grooming had a smaller impact on the $Y$-splitter Sudakov, while the signal efficiency and sensitivity to non-perturbative effects were still considerably improved. In this respect of achieving
Figure 2. Lund plane corresponding to \( Y_m \)-splitter with grooming. Emissions 1 and 2 have respectively the largest and second-largest \( g-nk_t \) distance (or mass). The 3 plots (a), (b) and (c) correspond to three different possibilities where the emissions 1, 2 and 3 respectively are the largest-angle emissions that pass the mMDT condition.

a high performance while minimising non-perturbative effects, the SoftDrop (\( \beta = 2 \)) pre-grooming option followed by \( Y_m \)-splitter emerged as one of the most effective and reliable methods in the analysis of ref. [53].

In the present case, i.e. for top tagging, it shall turn out to be interesting to explore both \( \beta = 0 \) (i.e. mMDT) and \( \beta > 0 \) pre-grooming options. Indeed based on our previous work [53] we may anticipate that pre-grooming with mMDT produces a Sudakov that resembles the mMDT Sudakov suppression factor. As we shall show in the next section, this is also the essential behaviour shown by the CMS tagger (when one considers our IRC safe extensions thereof).

We first consider SoftDrop pre-grooming for \( \beta = 0 \) i.e. with mMDT. After applying mMDT to the jet we apply \( Y_m \)-splitter as adapted by us for top-tagging (see section 2.2 for details). For simplicity we use the \( \zeta_{\text{cut}} \) condition with the same value for both grooming and \( Y_m \)-splitter. One needs to consider three separate cases represented in figure 2:

1. The largest angle emission that passes mMDT is also the largest \( g-nk_t \) (or equivalently largest mass) emission from those that remain after grooming (figure 2a). This emission is also the first to be declustered by \( Y_m \)-splitter and sets the final jet mass \( \rho \).

2. The largest angle emission that passes mMDT is the second largest \( g-nk_t \) (mass) emission and is hence the second emission to be declustered by \( Y_m \)-splitter (figure 2b).

3. The largest angle emission that passes mMDT is lower in mass than either of the two emissions declustered by \( Y_m \)-splitter (figure 2c). This situation first occurs at the level of three real emissions i.e. at order \( \alpha_s^3 \).

To obtain the result corresponding to the first case, consider the emissions \( k_1 \) with largest mass \( z_1 \theta_1^2 = \rho_1 = \rho \) and \( k_2 \) with second largest mass \( z_2 \theta_2^2 = \rho_2 \) as before, with \( \theta_1 > \theta_2 \) and with \( z_1, z_2 > \zeta_{\text{cut}} \). The first emission is by assumption the emission that
passes mMDT which means that all emissions larger in angle that fail the $\zeta_{\text{cut}}$ condition have been groomed away. Here the mMDT stops and one applies $Y_m$-splitter to the jet, declustering $k_1$ and $k_2$ and imposing the $\rho_{\text{min}}$ conditions as before. The condition that there are no emissions with mass larger than $\rho_2$ after mMDT (except the real emission $k_1$) would produce the standard mMDT Sudakov in $\rho_2$. However in the present case a key difference with mMDT is the fact that mMDT stops at emission $k_1$. This implies that emissions $k_i$ at angles smaller than $\theta_1$ that have $z_i < \zeta_{\text{cut}}$ are no longer removed by mMDT. If such emissions set a mass larger than $\rho_2$ they must be vetoed as well which gives an extra contribution to that arising from the mMDT Sudakov down to $\rho_2$ (as explicitly visible in figure 2a). The result for the overall Sudakov exponent for the primary emission contribution may be written as

$$R^{(1)};_{\text{primary}}(\rho_2; \rho_1, \theta_1) = R_{\text{mMDT}}(\rho_2) + R_{\text{mMDT}}^{\text{angle}}(\theta_1, \rho_2), \quad (4.13)$$

where $R^{(1)}$ represents the Sudakov that applies in the situation that the emission that passes the mMDT condition is also the largest mass emission, $R_{\text{mMDT}}(\rho_2)$ is the standard mMDT Sudakov down to mass $\rho_2$ and $R_{\text{mMDT}}^{\text{angle}}(\theta_1; \rho_2)$ is the contribution from vetoing emissions that are at smaller angles than $\theta_1$, have $z < \zeta_{\text{cut}}$ and set a mass larger than $\rho_2$. A straightforward calculation in the fixed-coupling approximation gives

$$R_{\text{mMDT}}^{\text{angle}}(\theta_1; \rho_2) = \frac{C_R \alpha_s}{2\pi} \left[ \ln^2 \frac{\zeta_{\text{cut}} \theta_1^2}{\rho_2} \Theta (\zeta_{\text{cut}} \theta_1^2 > \rho_2) \right], \quad (4.14)$$

while the mMDT Sudakov is the usual known result [48]

$$R_{\text{mMDT}}(\rho_2) = \frac{C_R \alpha_s}{2\pi} \left[ \Theta (\zeta_{\text{cut}} > \rho_2) \left( 2 \ln \frac{1}{\zeta_{\text{cut}}} \ln \frac{1}{\rho_2} - \ln^2 \frac{1}{\zeta_{\text{cut}}} \right) + \Theta (\rho_2 > \zeta_{\text{cut}}) \ln \frac{1}{\rho_2} \right]. \quad (4.15)$$

For the second case where the emission that passes mMDT is $k_2$ i.e the second largest in mass the mMDT evolution down to $\rho_2$ is unmodified and hence we obtain

$$R^{(2)};_{\text{primary}}(\rho_2; \rho_1, \theta_1) = R_{\text{mMDT}}(\rho_2). \quad (4.16)$$

Finally in the third case where an emission $k_3$ triggers mMDT before either $k_1$ or $k_2$, for such an emission to be allowed its mass should be smaller than the mass set by $k_2$. This contribution cancels against corresponding virtual corrections as for the case of the standard mMDT calculation (corresponding to the small triangular areas with mass smaller than $\rho_2$ in figures 2b and 2c). Such configurations can thus be ignored.

In addition to the primary emission contributions considered above, there is also a secondary emission contribution to the Sudakov. Secondary emission contributions are not modified by mMDT pre-grooming and hence in either of the two cases considered above, the secondary emission result coincides with that already obtained for $Y_m$-splitter in eq. (4.7).

Therefore ultimately, the background distribution can still be written in the form of eq. (4.8) now with a primary Sudakov given by eqs. (4.13) and (4.16). Note that, on top of showing different Sudakov suppressions, the different kinematic cases from figure 2 will also be weighted differently when inserted in eq. (4.8).
The main feature of the mMDT pre-grooming and Y\(_m\)-splitter is that the result closely resembles the known mMDT result i.e. one inherits the Sudakov structure of the pre-grooming method. At small jet masses \(\rho_2\), the Sudakov has an \(\alpha_s \ln \zeta_{\text{cut}} \ln \rho_2\) behaviour which gives a smaller suppression than the \(\alpha_s \ln^2 \rho_2\) behaviour of Y\(_m\)-splitter. Differences from the pure mMDT result arise due to the extra \(R_{\text{mMDT}}\) term and due to secondary emissions. In both cases the argument of the double logarithm produced has a ratio involving either \(\theta_1^2/\rho_2\) or \(\rho/\rho_2\) which again can be expected to be modest contributions, except possibly at small values of \(\rho_{\text{min}}\).

For the case of SoftDrop pre-grooming using a general \(\beta > 0\) the same general arguments hold as for the \(\beta = 0\) mMDT results derived above. The only change one needs to make is that the condition for an emission to pass the SoftDrop constraint now becomes \(z > \zeta_{\text{cut}}\). Hence we get

\[
R_{\text{SD}}^\alpha (\theta_1, \rho_2, \beta) = \frac{C_{\text{R}} \alpha_s}{2\pi} \frac{2}{2 + \beta} \ln^2 \frac{\zeta_{\text{cut}} \theta_1^{2+\beta}}{\rho_2} \Theta \left( \frac{\zeta_{\text{cut}} \theta_1^{2+\beta}}{\rho_2} > \rho_2 \right)
\]

while \(R_{\text{mMDT}}(\rho_2)\) is replaced by the SoftDrop Sudakov down to \(\rho_2\):

\[
R_{\text{SD}}(\rho_2, \beta) = \frac{C_{\text{R}} \alpha_s}{2\pi} \left[ \Theta (\zeta_{\text{cut}} > \rho_2) \left( \ln^2 \frac{1}{\rho_2} - \frac{2}{2 + \beta} \ln^2 \frac{\zeta_{\text{cut}}}{\rho_2} \right) + \Theta (\rho_2 > \zeta_{\text{cut}}) \ln^2 \frac{1}{\rho_2} \right] .
\]

The primary-emission Sudakov therefore becomes

\[
R_{\text{SD}+Y_{m}\text{-splitter}}^{(1),\text{primary}} (\rho_2; \rho_1, \theta_1) = R_{\text{SD}}(\rho_2) + R_{\text{SD}}^\alpha (\theta_1, \rho_2),
\]

while we also have as for the mMDT pre-grooming case the contribution

\[
R_{\text{SD}+Y_{m}\text{-splitter}}^{(2),\text{primary}} (\rho_2) = R_{\text{SD}}(\rho_2) .
\]

As for the case of Y\(_m\)-splitter, our final results also include running-coupling effects and hard-collinear splittings, and are given in appendix C.

### 4.2 TopSplitter and CMS\(^{3p,\text{mass}}\)

As discussed before and explicitly demonstrated in appendix A, the CMS tagger is unsuitable for precise theoretical computations involving top jets, due to its IRC unsafety at high \(p_t\). Instead we shall consider our extensions of the tagger i.e. the CMS\(^{3p,\text{mass}}\) variant and the method we call TopSplitter which also originates from the CMS tagger. In fact the TopSplitter method turns out to be the most amenable to a resummed calculation to the accuracy we were able to achieve for Y\(_m\)-splitter and Y\(_m\)-splitter with grooming, namely the resummation of logarithms of \(\rho/\rho_{\text{min}}\) and \(\zeta_{\text{cut}}\) on the same footing as logarithms of \(\rho\) or \(\rho_{\text{min}}\). Hence we shall consider this method first.

For the TopSplitter tagger we shall need to consider Cambridge-Aachen (C-A) declustering of the jet rather than the gen-\(k_t\) declustering relevant for Y\(_m\)-splitter. Therefore now we need to consider emissions that are soft and strongly ordered in angle. In particular if we assume that emission \(k_1\) is declustered first then there is a veto on any emission at an angle larger than \(\theta_1\) with \(z > \zeta_{\text{cut}}\) (emissions with \(z < \zeta_{\text{cut}}\) are groomed away by the primary declustering procedure). On declustering the emission \(k_1\) we are left with \(k_1\)
and a massive prong \( p \). The tagger then proceeds to decluster prong \( p \). The declustering produces a second emission \( k_2 \), also with \( z > \zeta_{\text{cut}} \), which, by definition of the \textbf{TopSplitter} method, dominates the mass of the prong and hence we impose a veto on all emissions that set a larger mass than \( \rho_2 = z_2 \theta_2^\rho \). The veto on emissions in the prong is only active for emissions with \( z > \zeta_{\text{cut}} \). To see this, note that emissions in the prong at angles larger than that of emission \( k_2 \) and with \( z < \zeta_{\text{cut}} \) are groomed away by the secondary declustering step of the tagger, while emissions with angles smaller than that of \( k_2 \) and with \( z < \zeta_{\text{cut}} \) cannot dominate the mass in any case. Furthermore, with the above \textbf{TopSplitter} procedure of selecting \( k_2 \) so that it dominates the prong mass, only emissions \( k_1 \) and \( k_2 \) enter into the construction of the minimum pairwise mass and contribute to the pre-factor that multiplies the Sudakov exponent.

The situation is depicted in the Lund plane in figure 3. Emissions \( k_1 \) and \( k_2 \) are shown corresponding to \( \theta_1 \gg \theta_2 \) with either \( \rho_1 \gg \rho_2 \) (figure 3a) or \( \rho_1 \ll \rho_2 \) (figure 3b). The red shaded region shows a veto on all emissions with mass larger than \( \rho_2 \) and \( z > \zeta_{\text{cut}} \) as argued above. A further blue shaded region shows additional emissions that are vetoed since they have \( \theta > \theta_1 \) and \( z > \zeta_{\text{cut}} \). Analogous to the case of \( Y_m \)-splitter we can write a resummed result of the form given in eq. (4.8) but with a different Sudakov form factor \( S_{\text{TopSplitter}} \) which can be written as

\[
S_{\text{TopSplitter}} = \exp \left[ -R_{\text{TopSplitter}} (\rho_2; \rho_1, \theta_1) \right].
\]  

(4.20)

The Sudakov exponent \( R_{\text{TopSplitter}} \) receives contributions from both vetoes on primary and secondary emissions i.e. \( R_{\text{TopSplitter}} = R_{\text{TopSplitter}}^{(\text{primary})} + R_{\text{TopSplitter}}^{(\text{secondary})} \). The veto on primary

\footnote{Note that the fact that the declustered emission is the one that dominates the prong mass owes precisely to our construction of \textbf{TopSplitter} which picks the emission with largest \( p_t \theta_i^2 \) as a product of the declustering.}
emissions was discussed above and its explicit form is:

\[ R_{\text{TopSplitter}}^{(\text{primary})}(\rho_2; \rho_1, \theta_1) = \int \frac{d\theta^2}{\theta^2} \frac{dz}{z} \frac{\alpha_s(z \theta p_1 R) C_R}{\pi} \Theta(z > \zeta_{\text{cut}}) \Theta(z \theta^2 > \rho_2 \text{ or } \theta > \theta_1). \]  

(4.21)

We should also consider the case of secondary emissions from \( k_1 \) which would prevent emission \( k_2 \) from being declustered if they have mass larger than \( \rho_2 \) and energy fraction w.r.t. the jet \( p_t \) greater than \( \zeta_{\text{cut}} \), hence we must also veto such emissions. In this case we obtain

\[ R_{\text{TopSplitter}}^{(\text{secondary})}(\rho_2; \rho_1, \theta_1) = \int \frac{d\theta^2}{\theta^2} \frac{dz}{z} \frac{\alpha_s(z \theta x_1 p_1 R) C_A}{\pi} \Theta(x_1 z > \zeta_{\text{cut}}) \Theta(x_1 \theta^2 > \rho_2). \]  

(4.22)

In the above equation \( z \) and \( \theta \) are the energy fraction and angle of the secondary emission with respect to the emitting parent \( k_1 \), which itself has energy fraction \( x_1 \) and angle \( \theta_1 \) with respect to the hard jet \( p_t \) and direction respectively. Also, as for the \( Y_m \)-splitter case discussed in section 4.1, one could also have a situation where emission \( k_2 \) is emitted as a secondary emission from \( k_1 \). Again, this situation is automatically accounted for by matching to the triple-collinear splitting function. The main features of the results, for the above defined contributions, are again best illustrated by using a fixed-coupling approximation and we refer to appendix C for our full expressions including running-coupling results and hard-collinear splittings. It is instructive to further separate the contributions to \( R_{\text{TopSplitter}}^{(\text{primary})} \) and write it as the sum of the contributions due to the red shaded region (\( z \theta^2 > \rho_2 \)) and the extra blue shaded region (\( z \theta^2 < \rho_2 \) and \( \theta > \theta_1 \)) in figure 3, \( R_{\text{TopSplitter}}^{(\text{primary})} = R_{\text{TopSplitter}}^{(\text{red})} + R_{\text{TopSplitter}}^{(\text{blue})} \). For the red shaded region we obtain just the usual result for the mMDT already mentioned in eq. (4.15),

\[ R_{\text{TopSplitter}}^{(\text{red})}(\rho_2) = R_{\text{mMDT}}(\rho_2), \]  

(4.23)

while the blue triangle contributes as below:

\[ R_{\text{TopSplitter}}^{(\text{blue})}(\rho_2; \theta_1) = \frac{\alpha_s C_A}{2\pi} \left[ \ln^2 \frac{\rho_2}{\zeta_{\text{cut}} \theta^2} \Theta(\rho_2 > \zeta_{\text{cut}} \theta^2) - \ln^2 \frac{\rho_2}{\zeta_{\text{cut}}} \Theta(\rho_2 > \zeta_{\text{cut}}) \right]. \]  

(4.24)

The corresponding expression for \( R_{\text{TopSplitter}}^{(\text{secondary})} \) in a fixed-coupling approximation is also simple to obtain:

\[ R_{\text{TopSplitter}}^{(\text{secondary})}(\rho_2; \rho_1, \theta_1) = \frac{C_A \alpha_s}{2\pi} \left[ \ln \frac{x_1 \rho}{\rho_2} \Theta(\rho_2 < x_1 \rho) - \ln \frac{\zeta_{\text{cut}} \rho}{\rho_2} \Theta(\rho_2 < \zeta_{\text{cut}} \rho) \right]. \]  

(4.25)

Some comments about the results obtained here are in order. Although we have identified various different contributions, the most relevant contribution to the tagger behaviour comes from the \( R_{\text{TopSplitter}}^{(\text{red})} \) term which is essentially the same Sudakov as was originally obtained for the modified mass-drop tagger (mMDT/SD(\( \beta = 0 \))) [48]. This is because as we mentioned before the largest logarithms are those in jet mass, and in the limit of small jet mass \( \rho_2 \ll \zeta_{\text{cut}} \), we see a single-logarithmic Sudakov suppression due to \( R_{\text{TopSplitter}}^{(\text{red})} \). The remaining terms i.e those due to secondary emissions and \( R_{\text{TopSplitter}}^{(\text{blue})} \) produce, in the
limit of small jet mass, only leading logarithms of $\zeta_{\text{cut}}$ and $\rho_1/\rho_2$ or equivalently $\rho/\rho_{\text{min}}$. We retain these terms here for the reasons mentioned before, namely to assess their impact on the tagger behaviour.

Lastly we are left with mapping the variables entering the Sudakov onto the triple-collinear set of emissions $p_1, p_2, p_3$ as for the $Y_m$-splitter case. We again exploit our freedom to choose the precise definitions, with the only constraint being to recover the leading-logarithmic results after taking the soft and strongly-ordered limits. We then define (again for the case where $p_2$ and $p_3$ are clustered first followed by $p_1$ with the $(p_2, p_3)$ pair):

\begin{align}
\rho_1 &= z_1 (1 - z_1) \theta_1^0, \\
\rho_2 &= z_2 z_3 \theta_2^0, \\
\kappa_{11} &= z_1 (1 - z_1) \theta_1 p_1 R, \\
\kappa_{12} &= z_2 z_3 \theta_2 p_1 R, \\
\theta_1 &= \theta_{1(2+3)}, \\
\theta_2 &= \theta_{23}.
\end{align}

Having discussed the case of TopSplitter, we now turn to the CMS$^{3p, \text{mass}}$ tagger. The main difference with the TopSplitter case is simply the fact that when declustering a prong, one takes the largest angle emission within the prong, i.e. the one declustered first by the tagger, as a product of the declustering. This emission is not guaranteed to dominate the mass of the prong however, and hence there is a possible mismatch between the emissions that are declustered by the tagger and those that enter the minimum pairwise mass condition, in particular for the pairwise mass that involves one of the branches from the secondary declustering and the branch left intact from the primary declustering. Configurations for which there is such a mismatch produce additional corrections with leading-log terms involving logs of $\rho_{\text{min}}/\rho$ and $\zeta_{\text{cut}}$. In this case, the resummation of such terms is possible but substantially more complicated than for the TopSplitter case. Since the behaviour of the CMS$^{3p, \text{mass}}$ tagger now depends on up to three emissions (two emissions dominating the $\zeta_{\text{cut}}$ condition and one additional emission dominating the $\rho_{\text{min}}$ condition), the matching with the triple-collinear splitting is no longer systematically achievable. Given the small impact of the additional terms, both numerically and for our understanding of the tagger behaviour, we will neglect them. Hence, in our analytical treatment, the result for the CMS$^{3p, \text{mass}}$ variant of the CMS tagger coincides with that we presented for TopSplitter. We shall later verify that the performance of CMS$^{3p, \text{mass}}$ and TopSplitter, as given by parton shower models, is in fact consistent with our observations.

## 5 Results

We have previously noted that given the fact that $\rho$ and $\rho_{\text{min}}$ are not widely disparate in practice, the approximation of strong angular-ordering may not be sufficient to satisfactorily capture the impact of top taggers on QCD jets. It is thus clearly interesting to attempt to compare the results obtained using the triple-collinear splitting functions to those produced by the strong angular-ordering approximation, especially since it is the latter picture that is effectively included in most parton shower descriptions of QCD jets. At the same time given that we have devoted most of this article to discussing resummation effects in detail, it is also worthwhile to consider the numerical importance of resummation
Figure 4. Comparison of the results obtained for quark jets in the strongly-ordered limit (dashed curves) with the results using the full triple-collinear splitting function (solid curves), (a) without including resummation effects, (b) including resummation effects. In both cases, the top panel shows the distributions $\rho/\sigma d\sigma/d\rho$ and the lower panel shows the ratio between the results including the full triple-collinear splitting and the strongly-ordered limit.

and especially to understand the relative contributions of various different contributions to the Sudakov exponents. We shall devote the current section to these studies.

5.1 Numerical impact of triple-collinear and resummation effects

We first discuss the effect of including the full triple-collinear splitting function instead of working in the strongly-ordered limit. This is shown in figure 4 both with and without inclusion of resummation effects. As expected, in the limit $\rho_{\text{min}} \ll \rho$, both results agree, although the ratio does not exactly converge to 1 in the case where resummation effects are included simply because the Sudakov form factor weights differently different regions of phase-space. For situations closer to what is used for phenomenology, i.e. $m_{\text{min}} \approx 50\text{ GeV}$ (highlighted by the vertical dotted line on the plots), the inclusion of the full triple-collinear splitting function only introduces a correction of about 10% once all effects are considered. This means that unless one uses larger values of $\rho_{\text{min}}$, closer to the endpoint of the distribution, the effect of the triple-collinear splitting functions is modest and should not substantially modify pure parton shower descriptions of top tagging mistag rates.

Next, we move on to the discussion of resummation effects. We have plotted in figure 5 our results for $\rho/\sigma d\sigma/d\rho$, obtained from (4.8) adapted to each tagger, varying $\rho_{\text{min}}$. The
Figure 5. Study of the resummation effects for the various taggers as a function of $\rho_{\text{min}}$. The top-left plot shows the distribution $\rho/\sigma d\sigma/d\rho$, and the bottom-left plot shows the overall Sudakov effect (the ratio of $\rho/\sigma d\sigma/d\rho$ with and without the Sudakov form factor). On the right, different levels of approximation to the Sudakov were made: (top) simply using the jet-mass Sudakov (plain, SD or mMDT depending on the tagger) down to the scale $\rho$, (middle) considering instead the full Sudakov from primary emissions, and (bottom) adding secondary emissions. Each plot shows the ratio to the previous approximation.

The series of plots on the right of figure 5 aim at gauging the relative importance of various types of contribution to the Sudakov. Here we studied 4 different levels of approximations for the Sudakov form factor. First, we generated results without a Sudakov form factor (i.e. with just the leading-order $\alpha_s^2$ calculation with the $1 \to 3$ splitting function), then those with just a simplified Sudakov exponent involving resummation of only logarithms of $\rho$ via the radiator $R(\rho)$. $R(\rho)$ is taken as the plain jet-mass radiator for the case of $Y_m$-splitter, the appropriate groomed jet-mass radiator for $Y_m$-splitter with grooming and the mMDT radiator for TopSplitter. Next, we studied results involving only primary emissions and finally the full result including all double logarithms on the same footing and including secondary emissions. The three plots show the ratio of the results obtained with one approximation relative to what was obtained with the previous (more crude) approximation.
The top plot shows the effect of the jet-mass like Sudakov \( \exp(-R(\rho)) \), compared to not including any Sudakov. This is expected to capture the dominant logarithms, i.e. the most enhanced by logarithms of \( \rho \), in the phenomenological region. We see indeed that they come with a large suppression factor. Furthermore, we see that the suppression is larger for \( Y_m \)-splitter than for SD+\( Y_m \)-splitter, itself more suppressed than mMDT+\( Y_m \)-splitter and TopSplitter, following the size of the region vetoed by the Sudakov factor.

In the middle plot, we now include the full primary Sudakov (recall that the plot shows the relative impact of the full primary Sudakov compared to just including \( \exp(-R(\rho)) \)). Although this is expected to have a smaller effect than the resummation of the dominant logarithms of \( \rho \), typically trading a logarithm of \( \rho \) for a logarithm of \( \rho_{\min}/\rho \), we see that the effect remains sizeable, in fact, almost as large as the \( \exp(-R(\rho)) \) Sudakov. Again, decreasing \( \rho_{\min} \) the effect of the full primary Sudakov becomes more pronounced, dominating the trend seen at small \( \rho_{\min} \) in the overall Sudakov effect (bottom-left plot). As before, the Sudakov suppression is reduced when the level of pre-grooming is increased. Note that, although this is not explicitly shown in the plot, we have also tested the relative importance of the “blue” primary Sudakov compared to the (dominant) “red” contribution in the case of TopSplitter and found that it had a very small effect of order of a few percent at most.

Finally, the bottom-right plot studies the effect of adding the secondary emission suppression, shown as the ratio of the results with the full Sudakov compared to only including primary emissions. This is expected to involve only additional logarithms of \( \rho_{\min}/\rho \) and \( \zeta_{\text{cut}} \) and it indeed turns out to have a small impact in the region relevant for phenomenology, again increasing when moving to smaller values of \( \rho_{\min} \).

Before moving to a comparison to parton-shower Monte-Carlo simulations, we note that in the strongly-ordered limit and using a fixed-order approximation for the Sudakov, it is possible to simplify (at least some of) the integrations over emissions 1 and 2 in (4.8). For the case of \( Y_m \)-splitter, all the integrations can be performed analytically. The full analytic result explicitly highlights the expected logarithmic dependences and nicely reproduces the various trends observed in figure 5. For other taggers, we could only obtain interesting expressions in the limit \( \rho_{\min}/\rho \ll \zeta_{\text{cut}} \ll \rho \) or \( \zeta_{\text{cut}} \ll \rho_{\min}/\rho \ll \rho \) which again involved the expected dominant logarithms and corroborated the behaviours seen numerically in figure 5.

5.2 Comparison to parton showers

Having obtained analytic results for the different taggers, in this section we shall compare the analytics to Monte Carlo (MC) simulations. Here we will be interested in parton level MC results, since we are comparing to a purely perturbative calculation, i.e. we shall use Pythia 8.230 [60] parton-level events to compare to our all-order resummed analytic predictions. The impact of non-perturbative effects (hadronisation and MPI) will be considered when we discuss tagger performances in the next section.

We consider jet production in dijet processes at the LHC with \( \sqrt{s} = 13 \text{ TeV} \). We first focus on subprocesses involving only quark jets in the final state (by selecting \( qq \rightarrow qq \) hard matrix elements) and will discuss gluon jets (obtained through the \( gg \rightarrow gg \) matrix element) later. We define jets using the anti-\( k_t \) algorithm [61], as implemented in FastJet [67, 74],
and use a jet radius $R = 1$ and a transverse momentum selection cut such that $p_t > 2$ TeV. For all the taggers we use $\zeta_{\text{cut}} = 0.05$. To study the background efficiency (mistag rate) of the taggers we work in a mass window around the signal mass $150 < m < 225$ GeV.

First we compare in figure 6 our analytic predictions to parton shower results for the background efficiency, obtained by integrating over the signal mass window, as a function of $m_{\text{min}}$. We consider the case of TopSplitter for which the LL resummation structure resembles that for the CMS$^{3p,\text{mass}}$ variant of the CMS tagger but where we control all double logarithms and not just those in $\rho$, as would be the case for CMS$^{3p,\text{mass}}$. We also consider both $Y_{m}$-splitter alone as well as its combination with pre-grooming via mMDT and SoftDrop ($\beta = 2$). For each tagger we show the analytic results using the same four levels of approximation to the Sudakov as for figure 5. We also show the result from Pythia for comparison.

Let us first consider the TopSplitter results. We note that the best agreement across all $m_{\text{min}}$ values is provided by the use of the full Sudakov. In the phenomenologically relevant region with $m_{\text{min}} \sim 50$ GeV one obtains perfect agreement with Pythia by using the full Sudakov while using $R(\rho)$ alone in the Sudakov exponent gives a noticeable difference with Pythia which increases at small $m_{\text{min}}$. At smaller $m_{\text{min}}$ beyond the phenomenologically relevant region, one sees that Pythia starts to depart somewhat from the analytic resummation. The feature in the Pythia results at small $m_{\text{min}}$ is not evident in the analytic calculations but occurs in a region where the pure parton shower predictions are potentially subject to significant non-perturbative corrections. To see this one notes that jet masses $\sim 40$ GeV can be produced by emissions with energy $\sim 1$ GeV in conjunction with a hard parton with energy $\sim 2$ TeV. Hence the difference between Pythia’s parton shower (without hadronisation) and analytics at such low masses is largely of academic interest. As already observed in figure 5, secondary emissions have only a modest role over most of the $m_{\text{min}}$ range though at smaller $m_{\text{min}}$ there is evidence that they have the effect of shifting the resummed result closer towards those from Pythia.

Next we discuss the plain $Y_{m}$-splitter case. We again observe a good general agreement of the full resummed result with Pythia across a broad range of $m_{\text{min}}$ with some difference.
Figure 7. Background efficiency as a function of the $m_{\text{min}}$ cut for various taggers. The left plot shows results obtained from Monte Carlo simulations with the Pythia8 generator and the right plot shows the results of our analytic calculations discussed in the main text.

visible at smaller $m_{\text{min}}$ values somewhat beyond the phenomenologically relevant values. Secondary emissions play a more visible role here at smaller $m_{\text{min}}$ than for TopSplitter and noticeably move the result closer to that from Pythia. However we again note here that, as for the case of TopSplitter mentioned above, a comparison between analytics and Monte Carlo at low masses is subject to modification by non-perturbative effects which have been neglected in our analytical estimate and turned off in Pythia.

Similar comments apply to the groomed variants of $Y_m$-splitter with again a good general agreement for the full resummed result with Pythia and a demonstrable improvement from including resummation effects beyond those in the naive $R(\rho)$ function.

For ease of comparison between the different taggers, we also show in figure 7 results for the background efficiency or mistag rate $\epsilon_B$ of the different taggers as a function of $m_{\text{min}}$ on the same plot, with MC results shown on the left and analytic results on the right. Taggers with a lower $\epsilon_B$ suppress the background more, which is desirable, although the final performance depends also on the impact of the taggers on signal jets, which we discuss in the next section. As far as the main purpose of this section is concerned — comparing expectations from analytics with results from MC parton showers — one can say that the general features of the MC results are well reproduced by the analytics. In particular one notes the ordering in the performance of taggers that is predicted by the analytics also emerges in the parton shower results. We would naturally expect, as has also been observed before [53] for the case of two-pronged signal jet substructure, that $Y_m$-splitter suppresses the background most effectively due to the large double-logarithmic Sudakov form factor obtained there. This expectation is clearly borne out by both the analytical and MC results. We would also expect that $Y_m$-splitter with pre-grooming using SoftDrop ($\beta = 2$) would give the SoftDrop Sudakov which reduces the background less than $Y_m$-splitter but
still more than other methods with a smaller Sudakov suppression. This also emerges in
the MC studies albeit at somewhat smaller $m_{\text{min}}$ than predicted by the analytics. Next one
would expect the mMDT pre-groomed $Y_m$-splitter which has an essentially mMDT style
Sudakov suppression (a smaller suppression than that expected from SoftDrop ($\beta = 2$))
however still retaining the $Y_m$-splitter result at the level of secondary emissions. Again,
especially at slightly smaller $m_{\text{min}}$ relative to the analytics, the MC results follow this
expected trend. Lastly we have the case of TopSplitter where relative to the $Y_m$-splitter
based methods one would expect the smallest Sudakov suppression since both primary and
secondary emissions are impacted by the $\zeta_{\text{cut}}$ condition. Once again MC results confirm
this expectation.

Perhaps most crucially, at the phenomenological working point of 50 Gev there is no
significant difference visible in the analytics between the results for TopSplitter and those
for mMDT+$Y_m$-splitter and this is also what emerges in the parton shower results. A small
difference is visible between the above two methods and SoftDrop ($\beta = 2$) in the analytics
while the spread in MC results is not visible yet. Finally there is a clear difference between
the above three methods and $Y_m$-splitter visible in both analytics and MC.

A further comment is due on the MC results for the original CMS tagger, labelled as
CMS (default) in figure 7 compared to those for the CMS$^{3p,\text{mass}}$ variant and TopSplitter.
The MC predictions for these methods are in remarkably good agreement with one another,
being virtually coincident over the entire $m_{\text{min}}$ range. This suggests that both CMS$^{3p,\text{mass}}$
and TopSplitter are good IRC safe alternatives to the CMS tagger, with TopSplitter
having the advantage of being more amenable to an accurate resummation of all double-
logarithmic enhanced terms.

For completeness, we show the results obtained for gluon-initiated jets in figure 8.
Again, the overall behaviour and ordering between the taggers are correctly reproduced.
by the analytic calculations. However, we see larger quantitative differences, in particular at small $m_{\text{min}}$ than what was seen for quark-initiated jets. This is likely due to the fact that the Sudakov factors are larger in the case of gluon jets, e.g. we see a suppression by a factor $\sim 4 - 6$ for $m_{\text{min}} = 50 \text{ GeV}$, relative to the result without a Sudakov shown using the dashed lines in figure 8. Therefore, subleading corrections, not included in our calculation, also have a larger impact. Since the QCD background in the boosted limit is dominated by quark-initiated jets ($> 80\%$ at 2 TeV), this has little impact on practical applications (and we will focus on quark-initiated jets in what follows).

Lastly, from the results of this section alone it may be tempting to conclude that the $Y_m$-splitter method should be the preferred option for top tagging. Indeed for studies of jet substructure with signal jets initiated by a colourless electroweak boson decay, the impact on the QCD background was most often the decisive factor in dictating tagger performance [48]. In the present case with a coloured parton also initiating the signal, one also needs to consider the impact of QCD radiation for the signal jets too. The final word on tagger performance will therefore involve also an analysis of the signal, which is the subject of the next section.

6 Signal efficiency and performance

Having studied the action of top taggers on QCD background jets we shall here consider the case of signal jets. As a consequence we shall then produce ROC curves purely from analytics and compare those to curves obtained from Monte Carlo event generators. Finally we shall examine here the role of non-perturbative effects.

6.1 Signal efficiency

To study signal jets we consider the case of boosted top production in a given hard process, with the top exhibiting a three-pronged hadronic decay to a $b$ quark and a hadronically decaying W boson, which form the constituents of the top jet at leading order. One then has to take account of the action of the top taggers on the three-pronged system.

The basic leading-order result can be obtained as for the QCD case

$$\frac{d\sigma}{d\rho} = \int d\Phi_3 \left| \mathcal{M}_{t\to bqq} \right|^2\delta \left( \frac{s_{123}}{R^2 p_T^2} - \rho \right) \Theta_{\text{tagger}} (\rho_{\text{min}}, \zeta_{\text{cut}}) \Theta_{\text{jet}},$$

where $\mathcal{M}_{t\to bqq}$ is the matrix element for the top decay process, $d\Phi_3$ the three-body phase space in the collinear limit as before, and with the tagger and jet finding conditions now applied to the top decay products. For an on-shell top quark we have that $\rho = \rho_t = \frac{m_t^2}{R^2 p_T^2}$.

The above result is simple to compute numerically and in implementing the result for the squared matrix-element we have made the usual substitution of the W boson and top quark propagators by a Breit-Wigner form.

In contrast to the case of colour singlet (e.g. W/Z/H) decays however, the above tree-level result is not sufficient to give a good description of substructure and tagging efficiency for top jets. The obvious reason for this is that the top quark is a coloured object and hence one must consider the role of accompanying QCD radiation. Soft gluons are emitted
by the virtual top quark in the course of producing an on-shell final-state top and further emissions occur during the top-decay process.

While multiple soft emissions are generally thought to be less significant in heavy quark production than is the case for light quarks, in the highly boosted region where $m_t^2 \ll p_t^2$ the top quark can be considered as being essentially light and all-order resummation effects start to become important. In particular, in the boosted regime, we may ignore the effect of the dead cone [75] of order $m_t^2/p_t^2 \sim \rho$, which does not play a role at the logarithmic accuracy in $\rho$ that we are concerned with here. At the same time while soft gluon emission in top production and decay is known to have a complicated emission pattern [76] especially for gluon energies near or below the top width, again at our leading double-logarithmic accuracy where we are concerned with only soft and relatively collinear radiation, these complications can be neglected. Hence one can treat the radiation as for the massless case to be essentially stemming from a single fast moving colour line along the jet direction.

The soft emissions from the top quark, which are recombined into the top jet, will contribute to the mass of the jet. We consider the jet mass distribution after the further application of the various top-taggers which, as for the case of the QCD background, places constraints on the accompanying soft gluon emission within the top jet, and leads to Sudakov form factors multiplying the top production and decay probability.

Given our calculations in the previous sections for QCD jets it should simple to understand the basic features of the resulting Sudakov factor multiplying the leading-order electroweak factor eq. (6.1), for the different taggers. Two important differences from the QCD case are firstly that the electroweak top decay treated via the pre-factor already dominates the jet mass condition since it produces a jet mass equal to the top mass for an on-shell top decay, and secondly the fact that the $W$ boson radiated off the top is a colour singlet and hence does not radiate gluons unlike a primary gluon emission from say a quark jet which, as we have accounted for in the QCD jet case, acts as a source of relevant secondary emissions.

A treatment of signal jets at the same level as we have performed for background jets, i.e. one where $\ln \zeta_{\text{cut}}$ and $\ln \rho/\rho_{\text{min}}$ are also resummed, proves to be substantially more complicated, e.g. because the ordering of the three prongs found by the taggers’ double declustering procedure will in general involve different combinations of the $b$ quark and the $W$ decay products. Additionally, gluon emissions from the top could contribute to shifting its mass. Their effect would depend on both their interplay with the tagger (including the dynamics of the three top decay products) and on the mass window cut imposed on the tagged jet. The latter introduces yet another non-trivial scale in the calculation.

As a consequence of these extra complications, for top jets we shall not try to achieve a full double-logarithmic accuracy including logarithms of $\rho_{\text{min}}/\rho$ and $\zeta_{\text{cut}}$ on equal footing with logarithms of $\rho$. Instead, we shall primarily focus on getting the dominant behaviour in $\rho$. Since we are also interested in investigating the strongly-ordered limit, we will use a mass-like Sudakov down to the scale $\min(\rho_1, \rho_2)$. This means that TopSplitter and mMDT+Y$_m$-splitter would use a mMDT Sudakov $R_{\text{mMDT}}$, eq. (4.15), SD+Y$_m$-splitter would use a Soft-Drop Sudakov $R_{\text{SD}}$, eq. (4.18), and ungroomed Y$_m$-splitter would use a plain jet-mass Sudakov $R_{Y_m^{\text{primary}}}$, all taken at the scale $\min(\rho_1, \rho_2)$. In the case of the
Y\textsubscript{m}-splitter taggers, \(\text{min}(\rho_1, \rho_2)\) is by definition equal to \(\rho_2\) in the strongly-ordered limit and is the natural scale for the Sudakov. In the case of TopSplitter, one could instead expect a mixture of the \(\theta_1^2\) angular scale and the \(\rho_2\) mass-like scale (cf. figure 3). Since one can trade \(\theta_1^2\) for \(\rho_1\) up to subleading logarithms of \(\zeta_{\text{cut}}\), the scale \(\text{min}(\rho_1, \rho_2)\) is also appropriate.

We have also investigated the impact of other choices which have the same formal accuracy as the choice mentioned above. Specifically, we have checked that the corrections, compared to using the same form of the Sudakov, but taken at the scale \(\rho\), were within 20\% in the phenomenologically relevant region, which should really be seen as the ballpark uncertainty on our calculations for signal jets. Additionally, we have also considered using the full primary Sudakov form factor, derived for quark jets in section 4, which should also achieve the job of capturing the bulk of the radiation from the top and bottom quarks in the strongly-ordered limit. We found results very similar to the ones obtained with the simpler mass-like Sudakov taken at the scale \(\text{min}(\rho_1, \rho_2)\) and hence we continue to use the latter as our default form.

Our results for the top distribution can therefore be written as

\[
\frac{d\sigma}{d\rho} = \int d\Phi_3 \left| M_{t \rightarrow bqq} \right|^2 \rho d \left( \rho - \frac{S_{123}}{R^2 p_T^2} \right) \Theta_{\text{tagger}} \left( \rho_{\text{min}}, \zeta_{\text{cut}} \right) \Theta_{\text{jet}} \exp \left[ -R_{\text{tagger}}^{(\text{mass})} \right],
\]

with

\[
R_{\text{TopSplitter}}^{(\text{mass})} = R_{\text{mMDT+Y m-splitter}}^{(\text{mass})} = R_{\text{mMDT}}(\text{min}(\rho_1, \rho_2)), \tag{6.3}
\]

\[
R_{\text{SD+Y m-splitter}}^{(\text{mass})} = R_{\text{SD}}(\text{min}(\rho_1, \rho_2)), \tag{6.4}
\]

\[
R_{\text{Y m-splitter}}^{(\text{mass})} = R_{\text{Y m-splitter}}^{(\text{primary})}(\text{min}(\rho_1, \rho_2)), \tag{6.5}
\]

where \(\rho_1\) and \(\rho_2\) are defined according to eq. (4.26) for TopSplitter and eq. (4.10) for the Y\textsubscript{m}-splitter variants.

With the top-decay result supplemented by Sudakov form factors we ought to be able to capture the main features seen in the performance of taggers using Monte Carlo event generators. To that aim, we show the signal efficiency as a function of \(m_{\text{min}}\) in figure 9. We see that the effects of the Sudakov seem over-estimated in the analytics relative to the MC results, but that ordering between the taggers is reasonably reproduced. We also show in figure 9, via the dashed curves, the impact of not including any Sudakov form factor in the analytic calculations for signal jets, in which case the analytic results are the same for all taggers and differ substantially from Pythia results.

The analytical result shows also a minor difference between TopSplitter and mMDT+Y\textsubscript{m}-splitter, where our analytic calculation predicts a larger suppression for the latter which is not observed in the Pythia simulations. Since our treatment of top jets does not reach the same accuracy as what was obtained for QCD jets in section 4, such differences between analytics and MC results should be expected. In this precise case of comparing TopSplitter with mMDT+Y\textsubscript{m}-splitter, the observed difference has to be driven by the different definitions for \(\rho_1\) and \(\rho_2\) (as a function of the parton kinematics from the
triple-collinear splitting), eqs. (4.19) and (4.26). Indeed, while for QCD jets we expect emissions with momentum fractions close to $\zeta_{\text{cut}}$, the situation will be more symmetric for top jets, meaning in practice a smaller value for $\rho_1$ and $\rho_2$ in the case of TopSplitter compared to mMDT+$Y_m$-splitter. This smaller value translates in a larger $R_{\text{mMDT}}(\min(\rho_1, \rho_2))$ and hence a smaller signal efficiency for TopSplitter (again, compared to mMDT+$Y_m$-splitter).\footnote{If we were instead using a simple mass Sudakov taken at the scale $\rho$ for top jets — achieving the same formal accuracy as what have used so far — we would obtain the exact same signal efficiency for TopSplitter and mMDT+$Y_m$-splitter.} These differences are clearly beyond our targeted accuracy.

The main message that emerges from our studies in the current section is that a Sudakov form factor is essential to describe the behaviour of the taggers on signal jets. The basic form of the Sudakov that we have used in the signal case is sufficient to understand the main features of top taggers but a more precise statement on tagging efficiency, as we have for instance for QCD background jets, would require a more detailed analytic calculation for signal jets which is beyond the scope of our present work. Finally we remark that on the Monte-Carlo side, we also note that no observable differences are seen in figure 9 between the various CMS-related taggers. In the following section we will look at tagger performance using both parton shower and analytic methods.

6.2 Performance and non-perturbative effects

We now discuss the performance of the various taggers using the standard ROC curves which show the background efficiency or mistag rate plotted against the signal efficiency. For a given signal efficiency, the tagger with the lowest mistag rate is considered the most performant.

A point that is worth noting is that due to a very similar Sudakov suppression seen for the signal and the background, any gains that are produced by Sudakov suppression of...
emissions from a QCD jet are largely offset by a corresponding suppression of the signal. Therefore a large Sudakov suppression is not necessarily beneficial for the case of top tagging in contrast to the tagging say of colour singlet electroweak and Higgs bosons. An exception to the above may in principle be expected to occur for the case of gluon jets where the Sudakov suppression of the background is indeed more than that for the signal, owing to the larger colour factor for emissions from gluon jets. In general however the background will be a mix of quark and gluon jets, with the quark jet component being dominant at higher \( p_T \) where Sudakov effects are stronger for a fixed jet mass. For this reason we start by looking at the highest phenomenologically relevant \( p_T \) values, i.e. in the TeV region, with quark jets alone.

Figure 10 shows the ROC curves one obtains for \( p_T = 2 \) TeV with a pure quark jet background. The curves correspond to tagging in a mass window \( 150 < m < 225 \) GeV, use \( \zeta_{\text{cut}} = 0.05 \), as done throughout our studies, and both parton level results from Pythia (left) as well as analytical results (right) are shown. A first observation is that except at fairly low signal efficiencies, a larger Sudakov results in a larger mistag rate for a given signal efficiency i.e. a worse performance. Based on this observation we would expect to see a definite ordering in the results for tagger performance. From an analytical viewpoint the smallest Sudakov suppression belongs to TopSplitter (and CMS\(^3p,\text{mass}\)) and mMDT+Y\(_m\)-splitter taggers. A somewhat larger Sudakov suppression is seen in our analytic calculations for SoftDrop (\( \beta = 2 \)) and the largest suppression is for Y\(_m\)-splitter with a double-logarithmic plain-mass type Sudakov. This globally corresponds to the ordering seen in the analytic ROC curves above a signal efficiency \( \epsilon_s \sim 0.2 \). Instead for lower signal efficiencies the ordering is inverted so that taggers with a large Sudakov perform better. A larger signal efficiency is however what we clearly would desire from a phenomenological viewpoint and so taggers with a smaller Sudakov would be favoured. The results from
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\caption{ROC curves corresponding to the \( m_{\text{min}} \) scan shown in figure 7. This time, the Pythia results also include the default CMS tagger for comparison (in black). The thicker points correspond to the default value \( m_{\text{min}} = 50 \) GeV.}
\end{figure}
the Pythia parton shower are in general agreement with our analytical expectations and a similar ordering is seen for those results. However, while the analytic results indicate some difference in performance between TopSplitter and mMDT+Y_m-splitter, these are seen to perform essentially identically in Monte Carlo studies at higher signal efficiencies. Such differences can be easily ascribed to the less precise treatment of the signal Sudakov in the analytics, discussed in section 6.2.

It is also noteworthy that no differences are seen in parton shower results between the default CMS tagger, TopSplitter, CMS^{3p,mass} and the mMDT+Y_m-splitter methods, at least for efficiencies \( \epsilon \geq 0.35 \). Apart from the IRC unsafe CMS tagger all these other methods have the common feature of an essentially mMDT style Sudakov at low masses, albeit with differences of detail. The main message appears to be that it is possible to create a family of taggers which are IRC safe but give a similar performance to the default CMS tagger with the family being defined by its key feature of an mMDT style Sudakov.

Finally, we show in appendix D that our observations are still valid at lower jet \( p_T \) (1 TeV or even lower down to about 500 GeV) albeit with a reduced difference between the taggers, attributed to a reduction of the phase-space available for radiation and the decreased importance of Sudakov effects. In particular, it means that the TopSplitter can be considered as an effective and more robust replacement of the CMS top tagger over a wide range of \( p_T \) values relevant to phenomenology.

A discussion of tagger performance and reliability is not complete without a discussion of non-perturbative effects. As we mentioned before, ROC curves produced using event generators are subject to a theoretical uncertainty. However estimating the uncertainty on such ROC curves is a far from simple exercise even conceptually, largely owing to the sole reliance on Monte Carlo event generators. It is however safe to say that results for methods which are either IRC unsafe like the CMS tagger, or those that receive large non-perturbative corrections, must be considered to suffer from a larger theoretical uncertainty than IRC safe methods which additionally show only small non-perturbative corrections, even if that uncertainty cannot be easily quantified. Therefore examining the impact of non-perturbative corrections is important in order to more reliably assess the performance of a tagger.

Figure 11 shows a plot of the signal efficiency divided by the square-root of the background efficiency, also known as the signal significance, which quantifies the tagger performance on the y axis, while at the same time showing the sensitivity to non-perturbative effects on the x axis. To estimate the latter, the measure we have chosen is the ratio of the background efficiency at hadron level to that at parton level to assess the impact of hadronisation (for a fixed \( m_{\text{min}} \) cut) in the left plot, and the ratio of the background efficiency at hadron level including UE to that without the UE on the right plot of figure 11. Similar studies have also been carried out in the past for the case of W/Z/H tagging, for instance in ref. [53].

A number of points follow from consideration of figure 11. Firstly the inclusion of non-perturbative effects as measured by the deviation of the results from unity along the x axis does not have a very substantial effect for a wide range of signal significances, with the notable exception of Y_m-splitter which due to its inherent lack of grooming suffers
Figure 11. Both plots show how the sensitivity to non-perturbative effect (x axis) and the discriminating power (y axis) evolve when varying the cut on $m_{\text{min}}$ for different taggers. Left: effects observed when switching on hadronisation, i.e. going from parton level to hadron level. Right: effects observed when including the Underlying Event. The symbols correspond to $m_{\text{min}} = 50$ GeV.

significantly from both hadronisation and UE effects. For other methods the hadronisation effects are no larger than around the 15% level with even smaller effects for the default CMS tagger, CMS$^{3p,\text{mass}}$ and TopSplitter. A remarkable degree of similarity and effectiveness across methods is seen with regard to removal of contamination from the UE with the only exception again being $Y_m$-splitter which is entirely expected from previous studies of $Y$-splitter [66]. On this basis the non-perturbative studies do not have any sizeable impact on the main conclusions that we reached from the parton level analysis before. The best taggers in terms of sheer performance are also the ones which are most resilient to non-perturbative effects, which is in contrast to what is seen for W/Z/H tagging where $Y_m$-splitter followed by grooming using mMDT or trimming far outperforms other methods, but at the cost of large non-perturbative effects. When one factors in IRC safety which is a key element in assessing the robustness of a tool, one should replace the CMS tagger with either CMS$^{3p,\text{mass}}$ or TopSplitter which leads to no loss of performance. If one further factors in analytic calculability then the TopSplitter method emerges as the one over which we have the best theoretical control certainly for phenomenologically relevant $m_{\text{min}}$ values, while at the same time maximising the performance.

Finally, we have also tested that these conclusions remain valid down to (at least) jet $p_T$’s of 500 GeV, where the TopSplitter non-perturbative corrections remain in the 15-20% range, followed by mMDT+$Y_m$-splitter and SD+$Y_m$-splitter around 30%. In this context, it would also be interesting to investigate a version of the $Y_m$-splitter tagger where one first applies Recursive Soft Drop [77], e.g. with two layers of grooming with $\beta = 0$ (“recursive mMDT”) or $\beta = 2$, or infinite recursion with $\beta = 2$. 
7 Conclusions

In this article we have studied aspects of top-tagging from first principles of QCD using the methods of analytic resummation supported by Monte Carlo studies. The aim has been to try and identify the main physical principles that are at play and hence better understand the effect of using top tagging methods on background and signal jets.

To consider an explicit example of a tool that has been used directly in the context of LHC phenomenology, we started by studying the CMS top tagger. Here we discovered the issue of the CMS tagger's collinear unsafety at high $p_t$, with potential adverse consequences for precise theoretical predictions. The collinear unsafety of the CMS tagger was seen to originate in the step of selecting three prongs from four on the basis of their energy. Hence we proposed variants of the CMS tagger that are explicitly IRC safe even at high $p_t$. One variant that we named CMS$^{3p,\text{mass}}$ selects three prongs from four based on the invariant mass while another variant we named TopSplitter, selects the emission which dominates the prong mass in the soft limit as a product of the declustering. While both methods are collinear safe, TopSplitter is simpler from the viewpoint of the analytical calculations we aimed at in this article.

In addition to the above methods which are all based on C-A declustering of a jet, we introduced new methods based on gen-$k_t$ declustering. Here we adapted our previously suggested Y$_m$-splitter method [53] for use in top tagging. Our earlier studies based on W/Z/H tagging have shown that Y$_m$-splitter when additionally supplemented by some form of grooming has the potential to be a high performance tool [53], which led us in this paper to investigate a combination of grooming with Y$_m$-splitter.

For the QCD background, we carried out leading logarithmic in jet mass analytical calculations for Y$_m$-splitter, mMDT + Y$_m$-splitter, SoftDrop ($\beta = 2$) + Y$_m$-splitter, TopSplitter and the CMS$^{3p,\text{mass}}$ taggers. For all but the last case we were able to supplement a resummation of large logarithms in the jet masses $\rho$ or $\rho_{\text{min}}$ with additional resummation of leading logarithms in $\zeta_{\text{cut}}$ and $\rho/\rho_{\text{min}}$, counting them on the same footing as logarithms of $\rho$ or $\rho_{\text{min}}$. Our results were seen to take the form of an order $\alpha_s^2$ pre-factor which multiplies a Sudakov exponent arising from resummation. We argued that an accurate calculation of the pre-factor should require going beyond the picture of strong ordering in angles or energies of emissions and should involve instead the use of triple-collinear splitting functions. Such splitting functions are not included in the Pythia shower, or indeed in other well-known showers, commonly used to study tagger performance. Ultimately however the triple-collinear splitting functions gave a somewhat modest $\sim 10\%$ effect for $m_{\text{min}} = 50\,\text{GeV}$ relative to the strong angular-ordering approximation which is in principle correctly included in the Pythia shower.

A comparison of our analytical calculations for QCD background jets with the Pythia parton shower revealed general good agreement across a wide range of $m_{\text{min}}$ values and excellent agreement at the phenomenological working point of $m_{\text{min}} = 50\,\text{GeV}$ for all methods for which resummed results exist (i.e. all our taggers except the collinear-unsafe default CMS tagger.) Our full resummation including logarithms of $\zeta_{\text{cut}}$ and $\rho/\rho_{\text{min}}$ was seen to be required in order to obtain better agreement with Pythia and becomes crucial
to include especially at small $\rho_{\text{min}}$. The basic conclusion from our analytic versus Monte Carlo comparisons is that we appear to have very good analytic control over top taggers studied and developed in this paper, when applied to QCD jets.

In terms of performance we have found that, as may readily be anticipated, taggers with a larger Sudakov suppression are more effective at removing the QCD background. Our analytics suggest that $Y_m$-splitter with its plain jet mass type Sudakov suppression should therefore produce the lowest background mistag rate and this expectation is confirmed by the Pythia shower. We also found that the ordering of background mistag rates between taggers which emerges in our analytics is indeed reproduced in the Pythia shower at parton level. It is noteworthy that the default CMS tagger produces identical results in the Pythia parton shower to our newly-proposed alternatives CMS$^{3p,mass}$ and TopSplitter.

We also studied the effect of top taggers on signal jets initiated by a top quark. The resulting jet mass distributions also receive a Sudakov suppression factor similar to that for QCD background, due to the colour charge of the top quark, although here our analytical calculations were less precise than those we carried out for the QCD background and we neglected retaining full control over logarithms of $\zeta_{\text{cut}}$ and $\rho/\rho_{\text{min}}$. We discovered that the impact on signal together with background is such that, at high $p_t$, taggers with a larger Sudakov suppression generally perform less well, at least for reasonably large signal efficiencies, than those with a smaller Sudakov, assuming a pure quark background. Therefore the plain $Y_m$-splitter method is less performant than $Y_m$-splitter with SoftDrop ($\beta = 2$) pre-grooming, in turn less performant than $Y_m$-splitter with mMDT pre-grooming which produces a Sudakov which resembles more closely the mMDT Sudakov, rather than the plain mass type of Sudakov seen with $Y_m$-splitter. The mMDT pre-groomed $Y_m$-splitter, TopSplitter, the default CMS tagger and the CMS$^{3p,mass}$ tagger gave essentially identical performance at signal efficiencies larger than about 0.35, i.e. the Pythia ROC curves for these methods coincide. For lower signal efficiencies the default CMS tagger, CMS$^{3p,mass}$ and TopSplitter still remain very close to one another in performance. The analytics however suggested some modest differences also between TopSplitter and mMDT+$Y_m$-splitter even at higher signal efficiencies, which was not seen in the parton shower studies.

We evaluated also the role of non-perturbative effects. With the exception of plain $Y_m$-splitter we noticed that all the taggers are quite resilient to non-perturbative effects due to their inherent grooming aspect. Hadronisation effects were found to be no more than $\sim 15\%$ for phenomenologically relevant values of signal efficiency while the underlying event contribution was generally less than a few percent.

Overall we found that it is possible to develop a range of IRC safe methods, for tagging three-pronged jet substructure, which can be understood from first principles of QCD (i.e. largely independently from MC results). The more performant techniques at high $p_t$ are ones which have a common feature of a smaller mMDT style Sudakov suppression. Our alternatives to the default CMS tagger are virtually identical in performance to the CMS tagger, with TopSplitter emerging as our preferred method, due to the higher accuracy of the corresponding analytical calculation. While it is our understanding that the CMS collaboration have in the meantime moved away from using the CMS top tagger in experimental studies involving top tagging, our analytical studies based on its variants have
helped reveal some of the key physical principles involved in the problem of top tagging using jet substructure, in the same way that early studies of the mass drop tagger (mDT) paved the way for a concrete understanding of two-pronged jet substructure, giving rise to today’s tools such as mMDT and SoftDrop [48, 50].

Most importantly, armed with a range of methods and a detailed understanding of their impact, we have acquired both some flexibility and insight which will be important for also studying the optimal combination of top taggers with jet shape variables such as $N$-subjettiness or energy correlation functions, and to explore the origin and nature of the further gains due to using jet shapes. In future work we intend to enhance our understanding of top-tagging by considering such combinations, which are widely used in LHC studies, also from an analytical viewpoint.
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A Collinear unsafety of the CMS tagger with no $\Delta R$ cut

The collinear unsafety of the CMS top tagger can be explicitly shown using a fixed-order study. As described in section 2.1, the collinear unsafety appears when some substructure can be found in both primary prongs. This requires at least 4 particles in the jet. One method to obtain such jets is to generate $e^+e^-$ collisions with QCD particles in the final state and to boost the whole event along the $x$ axis to obtain a collimated jet. In practice, we have used the Event2 [78, 79] generator with a centre-of-mass energy of 80 GeV, boosted to 1 TeV. We then reconstruct the jets with the Cambridge/Aachen [62] with $R = 1$ and keep jets above 500 GeV. We measure the cross-section for the jets to pass either the CMS top tagger or the CMS$^{3p,\text{mass}}$ with $\cut^2 = 0.05$ and $m_{\text{min}} = 30$ GeV.

This setup allows us to study the boosted jets to order $\alpha_s$ (with up to 3 particles in the jet) and $\alpha_s^2$ (with up to 4 particles in the jet). We note that since the tagger requires at least 3 particles in the jet, the order $\alpha_s$ is actually the leading order here and there is no contribution from the 2-loop contribution at order $\alpha_s^2$, which is not available in Event2.

In figure 12 we plot the cross-section for jets passing the CMS tagger as a function of the internal cut-off used in Event2. For the default CMS top tagger, we see an obvious logarithmic dependence on the cut-off as a result of the collinear unsafety of the tagger. Switching instead to the CMS$^{3p,\text{mass}}$ tagger, the cross-section converges rapidly when the cut-off is decreased, showing that the collinear unsafety has been cured.
Figure 12. Cross-section for passing the CMS tagger as a function of the Event2 cut-off.

We note that in the context of a resummed calculation, this collinear unsafety will be tamed by the associated Sudakov form factor, i.e. the default CMS tagger although collinear unsafe, remains Sudakov safe [80, 81]. This potentially explains why little differences are seen in practice between the CMS, CMS$^{3p,\text{mass}}$ and TopSplitter taggers in full Monte-Carlo simulations. The collinear unsafety would however make it delicate to reliably estimate the theoretical uncertainties associated with the CMS top tagger.

B Variants of the CMS and Y-splitter taggers

Here, we consider additional variants of the CMS and Y$^{m}$-splitter taggers. We first define them and then briefly compare them to the default versions discussed in the main text.

B.1 Definition of the variants

The variants are as follows:

1. \emph{z$_{\text{cut}}$ condition}: one can modify the CMS tagger such that one uses a \emph{z$_{\text{cut}}$} type condition in performing the decomposition. This would involve a cut of the form \[ \frac{\min(p_{T,i},p_{T,j})}{p_{T,i}+p_{T,j}} > z \] which uses the local $p_T$ of the cluster being decomposed, i.e. $p_{T,i}+p_{T,j}$ instead of the global $p_T$ of the hard jet in the denominator as is the case for the \emph{z$_{\text{cut}}$} condition used originally by CMS and in the main body of the paper.

2. \emph{$m_{\min}$ condition only on secondary declustering}: variants where the taggers proceed exactly like the default CMS$^{3p,\text{mass}}$, TopSplitter and Y$^{m}$-splitter but we impose the $m_{\min}$ condition only on the 2 prongs produced in the secondary declustering instead of all 3 pairwise combinations.

B.2 Declustering with a \emph{z$_{\text{cut}}$} or \emph{z$_{\text{cut}}$} condition

We start by comparing the performance of the taggers when imposing a \emph{z$_{\text{cut}}$} condition (compared to the default \emph{z$_{\text{cut}}$} condition). Our results are plotted in figure 13 for Pythia simulations (left plot) and for our analytic calculation (right plot).
Figure 13. Comparison of the taggers performance when using a $z_{\text{cut}}$ condition (solid lines) compared to the default $\zeta_{\text{cut}}$ condition (dashed lines). Left: Pythia simulations, right: our analytic calculation.

Overall, we see little differences between the two variants, in particular, for the CMS-related taggers. For the $Y_m$-splitter taggers, we see a small difference in performance, with the versions using a $\zeta_{\text{cut}}$ condition performing marginally better at small signal efficiencies and the versions using a $z_{\text{cut}}$ condition performing slightly better at large signal efficiency. Our analytic calculations reproduce these differences correctly although the predicted difference in the case of mMDT+$Y_m$-splitter is not seen in the Pythia simulations. This difference seems driven by the signal (top) efficiency which is anyway not as well controlled as the QCD background in our analytic calculations.

B.3 Minimum pairwise condition v. secondary declustering condition

In figure 14, we compare the performance of the variants of the taggers derived by imposing the $\rho_{\text{min}}$ condition only on the secondary declustered branch, to the default TopSplitter and $Y_m$-splitter. We see little difference between the default version (dashed lines) and the corresponding variant (solid lines) at large signal efficiency. However, at small signal efficiency, the default version of the taggers clearly outperforms the variants, i.e. favouring the case where the $\rho_{\text{min}}$ condition is imposed on the minimum pairwise mass. These behaviours are well captured by our analytic results.

C Analytic expressions for the radiators

For completeness, we list in this appendix our results for the radiators derived in section 4, including running-coupling effects and hard-collinear splittings. Our results are written in terms of the “building blocks” introduced in [52]. For our purpose in this paper, the only
Figure 14. Comparison of the taggers performance when imposing the $\rho_{\min}$ condition only on the secondary declustering (solid lines) compared to imposing the $\rho_{\min}$ condition on all three pairwise masses (dashed lines). Left: Pythia simulations, right: our analytic calculation.

We found that the building block we need is\footnote{Compared to [52], we neglected the $\beta_1$ and $K$ contributions, and we will introduce the “$B$” terms corresponding to hard collinear splittings — via a shift of the $k_{\max}$ argument.}

\[
T_{-\beta,2}(\kappa_{\min}, \kappa_{\max}; C_R) = \int_0^1 \frac{d\theta^2}{\theta^2} \frac{dz}{z} \frac{\alpha_s(z p_T R)}{2\pi} \Theta(z < \kappa_{\max} \theta^2) \Theta(z \theta^2 > \kappa_{\min})
\]

\[
= \frac{C_R}{2\pi \alpha_s p_T^2} \left[ \frac{1}{1 + \beta} U(\lambda_{\max}) + U(\lambda_{\min}) - \frac{2 + \beta}{1 + \beta} U \left( \frac{\lambda_{\max} + (1 + \beta) \lambda_{\min}}{2 + \beta} \right) \right] \Theta(\kappa_{\max} > \kappa_{\min})
\]

with $\alpha_s \equiv \alpha_s(p_T R)$, $\lambda_i = 2\alpha_s\beta_0 \ln 1/\kappa_i$ and $U(\lambda) = (1 - \lambda) \ln(1 - \lambda)$. In particular, we have

\[
T_{02}(\kappa_{\min}, \kappa_{\max}; C_R) = \frac{C_R}{2\pi \alpha_s p_T^2} \left[ U(\lambda_{\max}) + U(\lambda_{\min}) - 2U \left( \frac{\lambda_{\max} + \lambda_{\min}}{2} \right) \right] \Theta(\kappa_{\max} > \kappa_{\min})
\]

which corresponds to the standard mass Sudakov. We also note that $T_{-\beta,0}$ vanishes in the $\beta \to \infty$ limit. In practice, we have used a one-loop running coupling with $\alpha_s(M_Z) = 0.1383$ (matching the value used in Pythia).

With this at hand, we can write all the radiators introduced in section 4 as follows:

\[
R^{(\text{primary})}_{Y_{\min}\text{-splitter}} = T_{02}(p_2, b_1; C_R),
\]

\[
R^{(\text{primary})}_{SD+Y_{\min}\text{-splitter}} = T_{02}(p_2, b_1; C_R) - T_{-\beta,2}(p_2, \zeta_{\cut}; C_R) + T_{02}(p_2/\theta_1, \zeta_{\cut} \theta_1^{1+\beta}; C_R),
\]

\[
R^{(\text{red})}_{\text{TopSplitter}} = T_{02}(p_2, b_1; C_R) - T_{02}(p_2, \zeta_{\cut}; C_R),
\]

\[
R^{(\text{primary})}_{\text{TopSplitter}} = T_{02}(p_2, b_1; C_R),
\]

\[
R^{(\text{secondary})}_{Y_{\min}\text{-splitter}} = T_{02}(p_2/\theta_1, \theta_1/\theta_1 b_1; C_A),
\]

\[
R^{(\text{primary})}_{\text{TopSplitter}} = T_{02}(p_2, b_1; C_R) - T_{02}(p_2, \zeta_{\cut}; C_R),
\]
Figure 15. ROC curves obtained for 1 TeV top v. QCD jets when varying $m_{\text{min}}$. For the analytic calculation we have assumed a quark fraction of $2/3$, roughly corresponding to the matrix elements used in the Pythia simulation. The rest is as in figure 10.

\begin{align}
R^{(\text{blue})}_{\text{TopSplitter}} &= T_{02}(\zeta_{\text{cut}} \theta_1, \rho_2/\theta_1; C_R) - T_{02}(\zeta_{\text{cut}}, \rho_2; C_R), \\
R^{(\text{secondary})}_{\text{TopSplitter}} &= T_{02}(\theta_1 \rho_2/\rho_1, \theta_1 \rho_2/\theta_1, b_g; C_A) - T_{02}(\theta_1 \rho_2/\rho_1, \zeta_{\text{cut}} \theta_1; C_A), \\
R_{\text{mMDT}}(\rho) &= T_{02}(\rho, b_i; C_R) - T_{0,2}(\rho, \zeta_{\text{cut}}; C_R), \\
R_{\text{SD}}(\rho) &= T_{02}(\rho, b_i; C_R) - T_{-\beta,2}(\rho, \zeta_{\text{cut}}; C_R),
\end{align}

with $b_i = \exp(B_i)$ corresponding to the hard-collinear splittings.

D Performance at lower energy

Throughout this paper, for the purpose of verifying our analytical calculations we have focused on ultra boosted jets with $p_T \sim 2$ TeV. It is therefore natural to check whether our main conclusions remain valid at lower jet $p_T$.

We show our findings for 1 TeV jets in figure 15. A first observation is that due to the somewhat reduced importance of Sudakov effects, the differences between taggers are less visible than for the 2 TeV case both in the analytics and in the parton shower results, which both show a smaller spread between results with different tagging methods.

As before, the ordering between the performance of the $\text{Y}_m$-splitter taggers is well reproduced. Differences due to the (pre-)grooming procedure are also reduced compared to what was seen in figure 10 for 2 TeV jets, which is expected as the phase-space removed by the grooming procedure is reduced. The differences between the CMS-related and $\text{Y}_m$-splitter taggers are not very well reproduced. In the region relevant for phenomenology this is driven by the efficiency for signal (top) jets, which is controlled less well in the analytical calculations than for the QCD background case. Except at small signal efficiencies where
the \textit{TopSplitter} performs marginally worse than the CMS and CMS$^3$pt-mass taggers, all three taggers perform equivalently at larger signal efficiency i.e. in the phenomenologically relevant region.

Finally, if we go down to yet smaller $p_t$, e.g. 500 GeV, the differences between the taggers are even further suppressed, but our main conclusion that \textit{TopSplitter} is a good overall default choice, remains unchanged.
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