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Extended Theories of Gravity with additional scalar degrees of freedom have recently acquired increasing interest due to the presence of a screening mechanism that allows suppressing at small scales (e.g., the Solar System scale) every modification restoring General Relativity. In this work, we consider a second-order Extended Theory of Gravity belonging to the family of Degenerate High Order Scalar Tensor theories (DHOST) characterized by a partial breaking of the Vainshtein screening mechanism. We study this model in two different scenarios as a description of dark energy only and as a description of both dark matter and dark energy. Such scenarios have been tested here by analysing a sample of 16 high-mass galaxy clusters targeted by the Cluster Lensing and Supernova survey with Hubble (CLASH) program using two complementary probes, namely X-ray and strong-and-weak gravitational lensing observations. In mass modelling, we adopt a multi-component approach including hot gas and galactic stellar contributions. For the majority of the clusters in our sample, results show mild Bayesian evidence in favour of the DHOST model as a description of dark energy over General Relativity. This model also appears to alleviate the discrepancy present in General Relativity between X-ray hydrostatic and lensing mass estimates. For the second scenario where gravity acts as both dark energy and dark matter due to the partial breaking of the Vainshtein screening mechanism at cluster scales, the model is statistically disfavoured compared to General Relativity.

I. INTRODUCTION

At the present stage, we have no clue about what dark matter (DM) and dark energy (DE) should be. We do have a consensus model, the Λ Cold Dark Matter (ΛCDM) paradigm, which is thus far the best effective model to explain the majority of data collected at both cosmological and astrophysical scales [1–6]. However, it has been recognized that the ΛCDM model is plagued by a number of theoretical problems [7] and observational conundrums, one of the most debated nowadays being the well-known $H_0$ tension [8–11].

One of the main pillars of the ΛCDM model is the assumption that General Relativity (GR) is the ultimate theory of gravity. This is by far a “huge” inference itself, if we consider that GR has been well-tested only in a narrow scale range [12] of about four order of magnitudes. Ideally, applying GR on a range of scales of (at least) sixty orders of magnitude would be a proper (or less problematic) way to do definitive tests in cosmological context.

The main problem of the ΛCDM model is that once GR is assumed, it is undoubtedly clear that something is missing: at least 95% of matter and energy in the Universe should be present in certain “dark” components having totally different properties: DE should account for $\sim 27\%$ of the energy budget in the present Universe and be responsible for the extra gravitational attraction in astrophysical gravitational structures observed at galactic scales and beyond. Here we only point out that none of the DM candidates (whose list is quite long [15, 16]) has been detected so far, and we shall mainly focus on DE in this paper.

In the ΛCDM model, the most straightforward way to explain DE is to assume the cosmological constant $\Lambda$, which should be a measure of the energy density of the vacuum, its state of lowest energy [17, 18]. The condition mode “should” is obligatory because if $\Lambda$ was really the vacuum energy, then its value calculated from particle physics and quantum field theory does not agree with the observed one by $\sim 122$ orders of magnitude. Despite this and other theoretical problems (for a more exhaustive list, see [7]), the cosmological constant is nowadays considered the best candidate for DE, for its intrinsic simplicity from both theoretical and statistical points of view, when a comparison with observational data is performed.

However, doubts have been cast on the ΛCDM model [7], and cosmologists are looking for solutions. The most conservative alternatives still rely on GR: they save its geometrical part, but modify the energy-matter contribution, by adding phenomenologically one or more scalar fields with some given properties, and whose existence, however, has to be explained somehow. An absolutely non-exhaustive list can be found here [19–24]. The less conservative approaches, instead, consider GR “only” as a special limit of a more general theory of gravity, so that now both geometry and matter are susceptible to modifications. Such theories are interchangeably called “mod-
ified”, “alternative”, or “extended” theories of gravity (ETGs) [25, 26].

Attempting to put in order the ETGs zoo is quite challenging as tentatively sketched in [26, 27], because there are numerous ways in which extensions of GR can be built. However, this does not mean that it is straightforward to find a successful path. In fact, even once a theory passes all theoretical consistency tests (e.g., avoiding ghosts and instabilities [28]), it must satisfy observational tests: in particular, ETGs have to reduce to GR on scales where GR is found to be valid, as in the Solar System [12, 29, 30]. The “safe exit” mechanisms that allow ETGs to play the role of DE at cosmological scales and to reduce to GR in the correct limit are generally referred to as screening mechanisms. Once again, there are many different ways in which such screening mechanisms can be realized; see [31–39] for a review. In addition to that, the recent multi-messenger detection of gravitational waves and the full electromagnetic spectrum counterpart emissions from a binary neutron star inspiral event GW170817 [40, 41], has imposed stringent limits on possible changes or modifications of gravity [42–46].

Among all the modified gravity theories that have passed all (or most) of such constraints, we will focus on specific family of theories with extra fields. Within this group, we have Horndeski models [47], the most general single field scalar–tensor theory with second-order derivative equations of motion (which make them free of instabilities and other potentially pathological properties). These models can be extended to have higher-order derivative equations of motion, but with the degree of freedom which has only second-order field equations, and free of instabilities [48]. For such a reason, they are dubbed “healthy” extensions, and are called Beyond Horndeski theories [49]. More recently, these same Beyond Horndeski theories have revealed to be a subset of a larger class of equally “healthy” higher-order theories. Such larger family is nowadays defined as Degenerate Higher-Order Scalar-Tensor (DHOST) theories [50, 51]. From now on, when speaking about ETGs in our work, we will always refer to DHOST, in the sense of the largest possible class of theories with effective second-order field equations.

For theories with second (or higher) derivatives for the scalar field in the Lagrangian (as DHOST models), the screening mechanism that allows restoring the standard gravitational scenario at small scales is called the Vainshtein mechanism [39] and is controlled by the kinetic contribution of the field, in particular when the second order derivatives dominate. The most interesting point for our work, however, it that as pointed out in [52], for Beyond Horndeski and DHOST theories the Vainshtein screening can be partially broken. This implies that GR is restored only outside a possible overdensity (i.e. a galaxy, or a cluster of galaxies) while inside such structures, their dynamics and kinematics, which are tracers of the gravitational field, are not only influenced by the mass distribution (as it happens in GR), but also by new terms connected to such screening breaking.

Recently, we have begun to analyse a DHOST model characterized by a partially broken screening mechanism as developed in [53, 54]. To this end, we used in [55, 56] a sample of high-mass galaxy clusters with $M \sim 10^{15} M_\odot$ targeted by the Cluster Lensing and Supernova survey with Hubble (CLASH) program [57]. For these clusters, two independent sets of observational data are available to study their mass distributions. First, deep lensing observations with the Hubble Space Telescope (HST) were obtained for all 25 CLASH clusters [57]. For a large subset of the CLASH sample, ground-based wide-field weak-lensing data are also available [58, 59]. Second, all CLASH clusters have observations with the Chandra X-ray Observatory [60].

In this study, we aim to improve upon previous studies in two ways. First, we consider a DHOST model that encompasses the one analysed in [55, 56] but is more general in its formulation. Second, we model different matter components of CLASH clusters using observational results retrieved from the literature. Specifically, we account for the brightest cluster galaxy (BCG) and other galaxy components as well as the DM and hot intracluster gas.

Moreover, we will push our analysis toward a test of a “new” conjecture. In fact, DHOST theories, as well as most ETGs, are introduced as an alternative to GR to explain DE, but not DM. Here we will not only test this possibility but also attempt to answer the following question: what if DE and DM, through the breaking of the Vainshtein screening mechanism at astrophysical scales, could be unified in a single theoretical background?

The paper is organized as follow: in Sec. II we introduce a theoretical model that represents the basis for our analysis and the theoretical background of the chosen set of observations; in Sec. III we present the data sets we consider and describe how we model the clusters; in Sec. IV we present the results of our analysis and discuss their implications for DHOST theories; and, finally, in Sec. V we draw our conclusions.

II. MODEL

Extending the analysis started in [55, 56], we have decided to analyse the model described in [61–63], which generalizes the model considered in the above works. We do have a DHOST theory in which the Vainshtein mechanism is turned on and partially broken within a gravitational system, and this can be readily seen by the expressions of the gravitational ($\Phi$) and metric ($\Psi$) potentials, derived in the weak field limit and assuming static spherical symmetry of the gravitational system:

$$\frac{d\Phi}{dr} = \frac{G_N M(r)}{r^2} + \Xi_1 G_N M''(r),$$  

$$\frac{d\Psi}{dr} = \frac{G_N M(r)}{r^2} + \Xi_2 \frac{G_N M'(r)}{r} + \Xi_3 G_N M''(r),$$
where: \( M(r) \) is the mass within the radius \( r \), and its derivatives with respect to the distance are:
\[
M(r) = \int_0^r 4\pi r'^2 \rho(r')d'r' \\
M'(r) = 4\pi r^2 \rho(r) \\
M''(r) = 8\pi r \rho(r) + 4\pi r^3 \frac{d\rho}{dr},
\]
with \( \rho \) the mass density of the system; \( \Xi_1, \Xi_2 \) and \( \Xi_3 \) (using the notation of [64]) are three dimensionless parameters which fully characterize the model and its deviation from GR, that can be recovered when \( \Xi_{1,2,3} \to 0 \); and \( G_N \) is the measured effective gravitational constant, which might be different from the bare gravitational constant \( G \) defined from \( M_{\text{PL}}^2 = (8\pi G)^{-1} \). The fractional difference between \( G \) and \( G_N \) is generally expressed as a parameter as [63]
\[
\gamma_0 = (8\pi M_{\text{PL}}^2 G_N)^{-1} - 1.
\]
Using the EFT approach [65–67], the \( \Xi \) parameters can be related to a more fundamental set of functions, initially used to describe Horndeski’s theory [68] and later extended to take into account also beyond Horndeski and DHOST theories [63, 69, 70]. The most general expressions are [63]:
\[
\Xi_1 = -\frac{1}{2} \frac{(\alpha_H + c_T^2 \beta_1)^2}{c_T^2 (1 + \alpha_V - 4 \beta_1) - \alpha_H - 1}, \quad \alpha_H (\alpha_H - \alpha_V + 2 (1 + c_T^2) \beta_1) + \beta_1 (c_T^2 - 1) (1 + c_T^2 \beta_1),
\]
\[
\Xi_2 = -\frac{\alpha_H (\alpha_H - \alpha_V + 2 (1 + c_T^2) \beta_1) + \beta_1 (c_T^2 - 1) (1 + c_T^2 \beta_1)}{c_T^2 (1 + \alpha_V - 4 \beta_1) - \alpha_H - 1},
\]
\[
\Xi_3 = -\frac{\alpha_H (\alpha_H - \alpha_V + 2 (1 + c_T^2) \beta_1) + \beta_1 (c_T^2 - 1) (1 + c_T^2 \beta_1)}{c_T^2 (1 + \alpha_V - 4 \beta_1) - \alpha_H - 1},
\]
\[
\gamma_0 = \alpha_V - 3 \beta_1,
\]
where: \( c_T^2 \) is tensor speed excess and expresses the fractional difference between the speed of gravitons (GW) and of light; \( \alpha_H \) measures the kinetic mixing between matter and the scalar field introduced in Horndeski [47], beyond Horndeski [71–73], and DHOST [63] theories and characterizes the departure of the latter ones from Horndeski; \( \alpha_V \) can be related to nonlinear dark energy perturbations [74]; and \( \beta_1 \) parameterizes the presence of higher-order operators in the lagrangian [63].

Such expressions can be heavily simplified once we take into account the strong constraints on alternative gravity theories derived from the multi-messenger observation of GW170817 [42–46]. The limit on the GW speed [41] alone is able to set \( c_T = 1 \) and \( \alpha_V = -\alpha_H \), which bring to the relations that we will use in our analysis, i.e.
\[
\Xi_1 = -\frac{1}{2} (\alpha_H + \beta_1)^2, \quad \Xi_2 = -\alpha_H, \quad \Xi_3 = -\frac{\beta_1 (\alpha_H + \beta_1)}{2} - \frac{\beta_1 (\alpha_H + \beta_1)}{2} - \frac{\beta_1 (\alpha_H + \beta_1)}{2} - \frac{\beta_1 (\alpha_H + \beta_1)}{2}, \quad \gamma_0 = -\alpha_H - 3 \beta_1.
\]

Something which might be hidden and it is worth to stress explicitly is that in principle we could have worked with the following set of free parameters, \( \{\alpha_H, \beta_1, \gamma_0\} \), or equivalently \( \{\alpha_H, \beta_1, G\} \), because from Eq. (4) we have that:
\[
G_N = \frac{G}{1 + \gamma_0}.
\]

Instead we will assume that \( G_N \) is fixed to its measured value, so that \( \gamma_0 \) is fully determined by \( \alpha_H \) and \( \beta_1 \) only, while \( G \) is to be eventually determined from them.

## A. Gravitational lensing

In a typical configuration of gravitational lensing [76, 77], we consider a source positioned at an angular diameter distance from the observer \( D_s \) and a lens at a distance \( D_l \), with the distance between the lens and the source generally denoted as \( D_{ls} \). When working with astrophysical lenses such as clusters of galaxies, we generally assume the weak-field limit and that the peculiar velocity of the lens is small. Moreover, given the difference in scales between the observer–lens and lens–source distances and the physical dimensions of the lens, we assume that this system can be approximately considered as a two-dimensional one (“thin-lens” approximation). The main effect of the lens in such a regime is to deflect light rays from the source by a certain angle \( \hat{\alpha} \), which, in GR, can be defined as
\[
\hat{\alpha} = \frac{2}{c^2} \int_{-\infty}^{+\infty} dz \hat{\nabla} \Phi
\]
where \( \hat{\nabla} \) is the two-dimensional gradient operator orthogonal to the propagation of light and \( z \) is the coordinate along the propagation direction. The deflection angle \( \hat{\alpha} \) can then be expressed in terms of the effective lensing potential, \( \Phi_{\text{e}} \), i.e. the line-of-sight projection onto the lens plane of the full three-dimensional potential of the cluster
\[
\Phi_{\text{lens}}(R) = \frac{2}{c^2 D_l D_s} \int_{-\infty}^{+\infty} \Phi(R, z)dz,
\]
where \( R \) is the two-dimensional projected radius in the lens plane.
Applying the Laplacian operator on such a potential leads to the lensing convergence, κ, defined as
\[ \kappa(R) = \frac{1}{c^2} \frac{D_{ls} D_l}{D_s} \int_{-\infty}^{+\infty} dz \Delta_r \Phi(R,z) \]
for \( \Delta_r = \frac{2}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial r^2} \) is the radial Laplacian in spherical coordinates (other components are washed out by assuming spherical symmetry). Using the Poisson equation
\[ \Delta_r \Phi = 4\pi G_N \rho(r), \]
we can relate the convergence \( \kappa \) to the mass density distribution \( \rho \) of the lens system (with respect to the mean matter density of the universe) as
\[ \kappa(R) = \frac{4\pi G_N}{c^2} \frac{D_{ls} D_l}{D_s} \int_{-\infty}^{+\infty} dz \rho(R,z) \equiv \Sigma \Sigma_c, \]
where the two-dimensional surface density \( \Sigma \) of the lens is defined as
\[ \Sigma = \int_{-\infty}^{+\infty} dz \rho(R,z) \]
and the critical surface mass density of gravitational lensing is
\[ \Sigma_c = \frac{4\pi G_N}{c^2} \frac{D_{ls} D_l}{D_s}. \]
Thus far, we have always assumed GR, i.e. \( \Phi = \Psi \). However, in case of a generalised gravity theory, we need to modify the expression based on the fact that it can be \( \Phi \neq \Psi \). In this more general case, the convergence is defined as
\[ \kappa(R) = \frac{1}{c^2} \frac{D_{ls} D_l}{D_s} \int_{-\infty}^{+\infty} dz \Delta_r \left\{ \frac{\Phi(R,z) + \Psi(R,z)}{2} \right\}. \]

It is important to stress that to determine the convergence \( \kappa(R) \) it is crucial to specify the cosmological background, involved in the determination of the various angular diameter distances
\[ D_A(z) = \frac{c}{1+z} \int_0^z \frac{dz'}{H(z')}, \]
where \( H(z) \) is the Hubble function. As we are not concerned with a cosmological analysis of the chosen DHOST model [78, 79], we simply assume that the background cosmology is well described by the Planck baseline model \( 2.40^2 \) characterized by the Hubble constant \( H_0 = 67.89 \) and the matter density parameter \( \Omega_m = 0.308 \).

B. X-ray hot gas

In the approach based on X-ray observations, the main hypothesis is the assumption of spherical symmetry and, more importantly, the assumption that the system is in hydrostatic equilibrium. From the moments of the collisionless Boltzmann equation, we have the following equation:
\[ -\frac{d\Phi(r)}{dr} = \frac{kT_{\text{gas}}(r)}{\mu m_p r} \left[ \frac{d\ln \rho_{\text{gas}}(r)}{d\ln r} + \frac{d\ln T_{\text{gas}}(r)}{d\ln r} \right], \]
for which, in GR, we derive:
\[ M_{\text{tot}}(r) = M_{\text{gas}}(r) + M_{\text{gal}}(r) + M_{\text{BCG}}(r) + M_{\text{DM}}(r) \]
\[ = -\frac{kT_{\text{gas}}(r)}{\mu m_p G_N} r \left[ \frac{d\ln \rho_{\text{gas}}(r)}{d\ln r} + \frac{d\ln T_{\text{gas}}(r)}{d\ln r} \right] \]
Thus, from the observed gas density and temperature profiles, it is possible to infer the total mass in the cluster, \( M_{\text{tot}} \). By measuring the gas mass from the same set of observations and combining with the baryonic mass contained in cluster galaxies, we can infer the DM distribution in the cluster, \( M_{\text{DM}} \). The total mass \( M_{\text{tot}} \) is generally considered to be thermal (or gravitational), but other non-thermal (or non-gravitational) phenomena might be at work, mostly in the innermost region of the clusters. Finally, what is critically important for this study is that the observationally derived total mass can be used to constrain the properties of the DHOST model using the following relation:
\[ M_{\text{tot}}^{\text{obs}} = \frac{r^2}{G_N} = M_{\text{tot}}^{\text{theo}} \frac{d\Phi}{dr}, \]
where the right-hand side is provided by Eq. (1).

III. DATA

The data sets we use for our analysis are derived from the CLASH program [57]. The sample of clusters targeted by the CLASH program is subdivided into two subsamples: (i) 20 X-ray-selected clusters having temperatures exceeding 5 keV and nearly concentric X-ray isophotes with a well-defined X-ray peak closely located to the BCG position; and (ii) five clusters selected by their exceptional lensing strength so as to magnify galaxies at high redshift. These high-magnification-selected systems often turn out to be dynamically disturbed, highly massive ongoing mergers [77]. In contrast, numerical simulations in the ΛCDM framework suggest that the CLASH X-ray-selected subsample is prevalently composed of relaxed clusters (∼70%) [80], but it also contains a non-negligible fraction (∼30%) of unrelaxed clusters.

All 25 CLASH clusters have HST strong- and weak-lensing data and resulting mass models in their central regions. Umetsu et al. [81] reconstructed binned
convergence profiles $\kappa(R)$ for 16 X-ray-selected and 4 lensing-selected CLASH clusters. The lensing analysis of [81] combines wide-field shear and magnification weak-lensing constraints primarily from the Subaru telescope [58] and small-scale strong-and-weak lensing constraints from HST [82].

In this work, we shall focus on a subsample of 13 X-ray-selected and 3 lensing-selected CLASH clusters from [81] (see Table I). For these CLASH clusters, wide-field weak-lensing measurements extending beyond the virial radius are available [58] in addition to the HST lensing data products of [82]. Here we have discarded three X-ray-selected (A383, MACSJ1931, and RXJ1532) and one lensing-selected (MACSJ0717) CLASH clusters from the [81] sample, because the photometric data and/or mass estimates for their BCGs were not available, following the criteria we will describe in more detail in Sec. III C. According to [80], about half of our sample clusters are expected to be unrelaxed, for which the assumption of hydrostatic equilibrium is not strictly satisfied.

For our X-ray analysis, we use the Chandra X-ray data products (gas density and temperature in spherical bins for each cluster) obtained by [60]. Our CLASH subsample spans a redshift range of $0.19 \leq z \leq 0.69$ with a median redshift of 0.352. The resolution limit of mass reconstruction set by the HST lensing data is 10 arcseconds, which corresponds to $\approx 35 h^{-1}$ kpc at the median redshift $z = 0.352$ of the sample. Since this scale is larger than the typical half-light radii of the CLASH BCGs [83], CLASH lensing does not spatially resolve the BCGs. In [81], it was found that the stacked lensing signal $\kappa(R)$ of the CLASH X-ray-selected subsample is best described by the Navarro–Frenk–White (NFW) model [84] in a GR context (see also [85]).

As long as one considers GR or even the DHOST theory described above but including a DM component, the weight of components other than DM or gas will be of course quite negligible, see also Fig. (1) for some examples. DM is the dominant component all over the cluster scales, ranging from 30% to 60% (of the total mass) at 5 kpc to 5 Mpc; while the hot gas ranges from $\sim 5\%$ to $\sim 40\%$ in the same radial range. However, its statistical weight and influence is far from trivial: it is well known that X-ray hot gas is highly influenced by non-gravitational and local astrophysical phenomena mainly in the inner regions of the clusters ($< 100$ kpc), and these effects may lead to biased estimates (up to $10 - 20\%$) of the total mass of the cluster. By contrast, lensing observations (in this case, dominated by the DM distribution) are less prone to such astrophysical influences and can provide a direct mass and gravitational potential reconstruction of the system. These two characteristic are generally expressed by the fact that X-ray emissions from non-relativistic massive objects are sensitive to the Newtonian gravitational potential $\Phi$, while lensing, connected to the propagation of photons, is sensitive to the combination $\Phi + \Psi$.

Yet, we must consider that in the innermost region of clusters, BCGs can give non-negligible contributions: from $\sim 50\%$ at $10 - 20$ kpc, where they are comparable to DM and dominant with respect to gas; to $\sim 10\%$ at $50 - 100$ kpc, where they are subdominant with respect to DM but still comparable to the hot gas. Thus, the inclusion of BCGs might have some consequences on the determination of the DHOST parameters and even in GR. In the latter case, we expect it to be fairly small, because the BCG contribution is dominant only in a limited radial range compared to DM and gas, which should be statistically dominant in the global mass profile. The non-BCG galaxy contribution is much more diffuse than BCGs and subdominant compared to other components, being $\sim 1 - 2\%$ in the radial range $20 - 300$ kpc; nevertheless, we include the non-BCG galaxy contribution in our analysis for the sake of completeness.

The “power relations” are totally reverted when we consider the DHOST as both DE and DM candidates. In such a scenario, we have no more a physical DM component, so that the hot X-ray emitting gas represents the most dominant contribution, being $> 80\%$ at cluster-centric distances $> 200$ kpc, while the BCGs dominate over or are comparable to the hot gas up to 100 kpc.

The DHOST parameters must be carefully calibrated to provide a proper fit over the full range of scales. In fact, the DHOST contributions from the broken screening mechanism strongly depend on the mass density profiles. Thus, the effects of BCGs, which are dominant in the innermost region of clusters, are strongly accentuated by the DHOST parameters; and they might not agree with the effects of hot gas, which cover much larger distances, up to Mpc scales, and follow a different density profile. Taking into account that at 100 kpc other galaxies also add a contribution, we understand that fitting DHOST to cluster mass profiles requires a careful modelling of each component and a detailed balance of each contribution for the goodness of the final statistical analysis.

### A. Dark matter

When a DM component is considered (in GR analysis and when the DHOST theory is assumed to be only a DE candidate), we assume the standard spherically symmetric NFW density profile [84],

$$\rho_{\text{NFW}}(r) = \frac{\rho_s}{\frac{r}{r_s}(1 + \frac{r}{r_s})^2},$$

where $\rho_s$ and $r_s$ are the characteristic NFW density and radius respectively. The characteristic NFW density $\rho_s$, is expressed as

$$\rho_s = \frac{\Delta}{3} \rho_c \ln(1 + c_{\Delta}) \frac{c_{\Delta}^3}{1 + c_{\Delta}},$$

where all quantities with subscript $\Delta$ are evaluated at the spherical radius $r_{\Delta}$, at which the mean interior density of the system is $\Delta$ times the critical density of the Universe.
at the same redshift of the lens. In our case, we consider the value \( \Delta = 500 \). For cluster-scale haloes, \( r_{500} \) is typically about half of the virial radius. The concentration parameter \( c_\Delta \) which appears in Eq. (27) is defined as

\[
c_\Delta = \frac{r_\Delta}{r_s},
\]

where \( r_\Delta = r_{500} \) in our case. Finally, the free parameters for the NFW component will be \( \{c_{500}, r_{500}\} \).

### B. Hot gas

Regarding the X-ray emitting hot intra-cluster gas, we follow [60] and fit the gas mass profile using a double \( \beta \)-model [86]

\[
\rho_{\text{gas}}(r) = \rho_{e,0}\left(\frac{r}{r_0}\right)^{-\alpha}\left[1 + \left(\frac{r}{r_{e,0}}\right)^2\right]^{-3\beta_1/2} + \rho_{e,1}\left(\frac{r}{r_{e,1}}\right)^2^{-3\beta_2/2}
\]

where: \( \rho_{e,0} \) and \( \rho_{e,1} \) are the normalization density constant; \( r_{e,0} \) and \( r_{e,1} \) are typical scale radii for each \( \beta \)-model component; and \( r_0 \) is the scale of the power-law truncated term of the first \( \beta \)-model appearing in Eq. (29). Note that the fit of the X-ray gas mass profiles is separately performed prior to the statistical inference of cluster halo (+DHOST) parameters (Section III E). That is, \( \{\rho_{e,0}, \rho_{e,1}, r_{e,0}, r_{e,1}, r_0, \alpha, \beta_1, \beta_2\} \) is not a free-parameter set but fixed to their respective best-fit values.

Moreover, we must point out that when the double \( \beta \)-model and the truncated single one produce fits with the same statistical validity, for we do not have many data points or the data extend on a limited scale range, we opt to follow an Occam’s razor approach and decide to work with the simplest model. Only in one case, MACSJ1720, we have found that the double \( \beta \)-model is highly preferable.

### C. Brightest cluster galaxy

The availability of BCG data from the literature and the need for the most homogeneous data collection produces a cut on the full available CLASH sample. Stellar mass estimates for the BCGs in CLASH clusters can be found in two works, [87] and [88], but with crucial differences for our purposes: in [87] the authors performed a spectral energy distribution fitting using SDSS petrosian magnitudes and WISE band magnitudes as inputs and did not decompose the BCG contribution from the diffuse and low-brightness stellar component, the intracluster light (ICL), in cluster cores; in [88], in contrast, such a decomposition was performed. These different procedures can unavoidably lead to significant differences between their BCG mass estimates up to \( \sim 30\% \). Considering that we are to explicitly separate the BGC contribution from other member galaxies in our mass modelling, we have decided to consider BCG mass estimates from [88] as the most useful. As from Table 5 in [88], we consider such masses evaluated at a distance of \( r = 50 \) kpc from the center of the cluster.

Mass density modelling for the BCGs is then derived from photometric observations. Again, we have two main sources for such a data set, namely [83] and [89]. In [83] the authors fit a single Sérsic profile to the surface brightness distribution of the BCG in the CLASH HST imaging data; in contrast, in [89] both a Sérsic and a double Sérsic profile are used, and the best results (from a statistical point of view) are reported in their Table 2. For this reason, we have decided to focus on the results from [89].

It must be stressed that we have checked and quantified the differences among our choices (i.e., mass estimates from [88] and photometry from [89]) with also other combinations (i.e. using mass estimates from [87] and/or photometry from [89]). We have verified that if any difference is present, it is mainly due to the mass estimation and not to the photometric reconstruction.

We write the Sérsic profile as

\[
I(R) = I_0 \exp \left[-\left(\frac{R}{a_s}\right)^{1/n}\right],
\]

with: \( I_0 \) the central surface brightness; \( a_s \) the Sérsic scale parameter; and \( n \) the Sérsic shape parameter. The luminosity density can be obtained from Eq. (31) using the approximation proposed by [91]:

\[
\ell(r) \equiv \ell_1 \bar{\ell}(r/a_s),
\]

with:

\[
\bar{\ell}(x) \simeq x^{-p} \exp(-x^{1/n}),
\]

\[
\ell_1 = \frac{L_{\text{tot}}}{4\pi n \Gamma[(3-p)n]a_s^3},
\]

where the function \( p \) is defined in [92] as:

\[
p \simeq 1.0 - 0.6097/n + 0.05463/n^2,
\]

and the total galaxy luminosity is

\[
L_{\text{tot}} \propto 10^{-0.4m},
\]

Note that in [89] the Sérsic profile is written in a different but totally equivalent way as:

\[
I(R) = I_e \exp \left[-b_n \left(\frac{R}{R_e}\right)^{1/n} - 1\right],
\]

with: \( I_e \) the intensity at the effective radius \( R_e \) (the half-light radius); \( b_n \) a constant defined by \( b_n = 2n - 0.33 \) [90]; and \( n \) the Sérsic index.
where \( m \) is the apparent galaxy magnitude, and the proportionality takes into account the fact that other terms should add up in the exponential, such as the distance modulus or the magnitude calibration zero point. But we are mostly uninterested in their exact values, as we will fix them (or a combination of) directly when we need to adjust photometry to the total mass estimate.

In fact, once we have the photometric parameters \((R_e, n, m)\) from [89], we can model the BCG mass density profiles, in the most general case of two components, as

\[
\rho_{\text{BCG}}(r) = A\left[I\left(\frac{r}{R_{e,\text{int}}^f}\right) + I\left(\frac{r}{R_{e,\text{ext}}^f}\right)\right]
\]

where the suffixes \(\text{int} \) and \(\text{ext}\) refer, in the notation of [89], to the fits of the central region and of the BCG envelope, respectively, and the constant \( A \) contains the proportionality constant from Eq. (36), the unknown mass-to-light ratio needed to convert luminosity densities into mass densities and all the factors required to obtain mass densities in units of \( M_\odot \, \text{kpc}^{-3} \). Such a constant is finally constrained by imposing that the total mass at \( r = 50 \, \text{kpc} \), derived from integrating Eq. (37), is set equal to the mass estimates from [88].

D. Galaxies

For the derivation of the galaxy density function excluding the BCG contribution, some preliminary steps are needed. Here we begin with the cold baryonic fraction \( f_c(r) \) estimated in [93] based on a sample of 91 clusters in the redshift range \( 0.25 < z < 1.25 \). The cold baryonic fraction is defined as

\[
f_c = \frac{M_c}{M_c + M_{\text{gas}}},
\]

where \( M_c \) is the total stellar mass, which includes both the BCG contribution \((M_{\text{BCG}})\) and non-BCG cluster galaxies \((M_{\text{gal}})\) within the \( r_{500} \) radius; and \( M_{\text{gas}} \) is the X-ray-emitting hot gas mass. The \( f_c \) data are then fitted by the relation

\[
f_c = A f \left(\frac{M_{500}^f}{M_{\text{piv}}^f}\right)^{B_f} \left(\frac{1 + z}{1 + z_{\text{piv}}^f}\right)^{C_f},
\]

where the pivot mass \( M_{\text{piv}}^f \) and redshift \( z_{\text{piv}}^f \) are the median values from the chosen cluster sample. The radial dependence of the obtained cold baryon fraction \( f_c(r) \) is shown in Fig. 11 of [93] as the black line.

It should be noted that the cold baryon fraction for our CLASH clusters cannot be determined without knowing the \( r_{500} \) \((M_{500})\) value, which is a free parameter in our analysis, as stated in previous sections. We thus proceed in the following way: \( i \) we extract the radial trend \( f_c(r) \) from Fig. 11 of [93] and we fit its logarithm with a polynomial of the third order in the variable \( \log r \) (we have tried many functional forms and this one provides the best agreement); \( ii \) we calculate the average cold baryon fraction \( f_c \) for each cluster using Eq. (39) by providing \( r_{500} \); \( iii \) we shift the relation from \( i \) to pass through the value found at step \( ii \) at \( r = r_{500} \), and we use such a shifted relation as the best estimate for \( f_c(r) \) of our CLASH clusters.

Then, starting from the definition of \( f_c \) we find the mass profile of non-BCG galaxies as

\[
M_{\text{gal}}(< r) = \frac{f_c(r)}{1 - f_c(r)} M_{\text{gas}}(< r) - M_{\text{BCG}}(< r)
\]

Finally, from (40) we can derive non-BCG galaxy mass density as:

\[
\rho_{\text{gas}}(r) = \frac{f_c(r)}{1 - f_c(r)} \rho_{\text{gas}}(r) + \frac{M_{\text{gas}}(< r)}{4\pi r^2} \left[\frac{f_c(r)}{1 - f_c(r)}\right]' - \rho_{\text{BCG}}(r).
\]

E. Statistical analysis

To constrain the parameters of our model, we need to define the \( \chi^2 \) function for each probe we use and for each cluster. For the X-ray probe, the \( \chi^2_{\text{gas}} \) reads

\[
\chi^2_{\text{gas}} = \sum_{i=1}^{N} \frac{\left[M_{\text{theo}}^\text{tot}(r_i, \theta) - M_{\text{obs}}^\text{tot}(r_i)\right]^2}{\sigma_{\text{obs}}^2(r_i)},
\]

where \( N \) is the total number of data points we have at our disposal for each cluster [60]; \( r_i \) is the distance from the center of the cluster; \( \sigma_{\text{obs}}^2(r_i) \) is the error associated to the total mass; and \( \theta \) is the vector of our free theoretical parameters.

As anticipated in the previous section, when working with GR, \( \theta = \{c_{500}, r_{500}\} \), while when the DHOST model is considered, we have \( \theta = \{c_{500}, r_{500}, \alpha_H, \beta_L\} \).

For gravitational lensing, the \( \chi^2_{\text{lens}} \) function reads

\[
\chi^2_{\text{lens}} = (\kappa_{\text{theo}}(\theta) - \kappa_{\text{obs}}) \cdot C^{-1} \cdot (\kappa_{\text{theo}}(\theta) - \kappa_{\text{obs}}),
\]

where \( \kappa_{\text{obs}} \) is the data vector containing the observed convergence measured in projected radial bins; \( \kappa_{\text{theo}}(\theta) \) is the theoretical convergence calculated according to Eq. (21); and \( C \) is the total covariance matrix (see [77, 81]).

The total \( \chi^2 \) function, defined as the sum of Eqs. (42) and (43), is then minimized using our own Monte Carlo Markov Chain (MCMC) code, whose convergence is checked using the method developed in [94]. Then, to provide a statistically meaningful and well characterized comparison between GR and DHOST using the same outputs of the MCMC method, we calculate the Bayesian evidence \( \mathcal{E} \) for each model and for each cluster, using the nested sampling algorithm described in [95]. We remind here that the Bayesian evidence \( \mathcal{E}(D|\mathcal{M}, \theta) \) is the degree
of belief on data $D$ having a model $\mathcal{M}$ (GR and DHOST) and a set of parameters $\theta$, and it is defined as

$$\mathcal{E}(D|\mathcal{M}, \theta) = \int_{\Omega_{\mathcal{M}}} d\theta \mathcal{L}(D|\theta, \mathcal{M})p(\theta|\mathcal{M})$$

(44)

where: the integral is evaluated on the full parameter space $\Omega_{\mathcal{M}}$; $\mathcal{L}(D|\theta, \mathcal{M})$ is the likelihood function, directly connected to the total $\chi^2$ function by $\mathcal{L} \propto \exp(-\chi^2/2)$; and $p(\theta|\mathcal{M})$ is the prior probability of the model $\mathcal{M}$.

Since $\mathcal{E}$ depends on the choice of priors [90], we have decided to use uninformative flat priors on all the involved free parameters, with the additional condition $\gamma_0 > -1$, derived from from Eq. (13) in order to ensure that $G > 0$.

Finally, we determine the Bayes Factor $B$, defined as the ratio of evidence values of two models, $B_{ij} = \mathcal{E}(\mathcal{M}_i)/\mathcal{E}(\mathcal{M}_j)$, where $\mathcal{M}_j$ is the reference model (in our case, GR). In general, the Bayes Factor is interpreted using an empirically calibrated scale, the Jeffrey’s scale, which states that if $\ln B_{ij} < 1$ the evidence in favour of model $\mathcal{M}_i$ is not significant with respect to the $\mathcal{M}_j$ one; if $1 < \ln B_{ij} < 2.5$ the evidence is mild; if $2.5 < \ln B_{ij} < 5$ the evidence is strong; if $\ln B_{ij} > 5$ the evidence is decisive. Negative values of the Bayes factor are interpreted as evidence against the model $\mathcal{M}_i$ with respect to $\mathcal{M}_j$.

IV. RESULTS

The first step in our analysis has been to compare our data with GR. This is important, first of all, because GR will be our reference model to which we can compare and estimate the statistical viability of the DHOST model. Next, it is because we can cross check our modelling and statistical analysis algorithm with results from the literature for the same sample.

We have considered two different data combinations: lensing-only data ($\chi^2 = \chi^2_{\text{lens}}$); and lensing and X-ray hydrostatic data combined together ($\chi^2 = \chi^2_{\text{lens}} + \chi^2_{\text{gas}}$). In Table I, we report the resulting constraints on the parameters of the NFW density distribution, $c_{500}$ and $r_{500}$, for all 16 CLASH clusters ordered by crescent redshift $z$.

Here we compare our results with those obtained in [81, 85, 97], reminding that in those works only lensing data were considered and thus a single NFW-component fitting was performed. Given the fact that our set of parameters $\{c_{500}, r_{500}\}$ is not always chosen as the fitting set, with alternatives such as $\{c_{200}, r_{200}\}$ or $\{r_{200}, M_{200}\}$ often adopted, we have decided to convert both our parameter estimates and those from [85, 97] into the characteristic NFW parameters, $\{\rho_s, r_s\}$, for a more direct comparison. Results are shown in Fig. 2. We see that our estimates for $\rho_s$ (i.e. $c_{500}$) are in excellent agreement within the $1\sigma$ uncertainty with results from [85, 97]. On the other hand, for what concerns $r_s$ (which depends on both $c_{500}$ and $r_{500}$), we see a larger deviation: our $r_s$ estimates are generally smaller than those from [85, 97]; and only three clusters (MACSJ0329, MACSJ1149, and MACSJ0744) are not consistent within the $3\sigma$ confidence level with results from [97] who performed a non-spherical, triaxial NFW fitting.

One should stress that we carefully checked that this difference does not result from statistical bias in our MCMCM algorithm: the results are statistically consistent, convergence of the chains is reached, and the posteriors of the parameters do not have any pathological behaviour. Moreover, a visual inspection of Figs. 5 and 6 clearly shows that there is no problem (within GR) to fit lensing data over the full range of scales from 10 kpc to $\sim 5$ Mpc.

Thus, any difference might be due to our choices in the mass modelling. One should note that in [81, 85] only the NFW component is fitted to the lensing signal, while we consider here a multi-component approach. That is, the NFW parameters derived from [85, 97] represent the structural parameters of the "total" matter distribution, while those derived in this study describe the structure of the DM halo component.

Although the NFW component is the dominant contribution, we cannot neglect other mass components, as shown in Fig. 1. For instance, in the innermost part of the cluster (say, $r \lesssim 10 - 20$ kpc), the BCG component can be comparable and even dominant with respect to DM [98, 99]. The only component that is directly related to $r_{500}$, apart from the DM component, is the non-BCG galaxy contribution. Here the $r_{500}$ radius essentially plays the role of a scaling parameter that can enhance or reduce the relative galaxy contribution. Non-BCG galaxies have a major influence in the radial range $50 - 200$ kpc, although being subdominant with respect to both DM and hot gas.

Finally and importantly, intra-cluster gas physics too could induce a bias in the final estimation: being the density derived from X-ray observations, gas mass modelling can be affected by the non-local processes which we have described above. Thus, those clusters which exhibit disagreement between X-ray and lensing masses could lead to slightly different estimates for $r_{500}$. This seems to be the case, for example, of MACSJ1149 and MACSJ0744: according to Figs. 5 and 6, from a comparison of GR with combined data (dashed blue lines) and GR with lensing only (solid blue lines), we see how the above clusters exhibit a difference in the convergence profile in the inner regions ($r < 100$ kpc). It should be noted that MACSJ1149 is a highly disturbed lensing-selected CLASH cluster [57, 80], while MACSJ0744 is the highest-redshift cluster in our sample. Both clusters were reported to have evidence of merger activity (see [57, 80, 100]).

When it comes to a comparison between the lensing-only and the full data analysis (always within GR), we see from the two top panels in Fig. 3 how there is no statistically meaningful difference for what concerns the $c_{500}$ parameter, while there is a more striking bias in the $r_{500}$ estimates, although almost all clusters agree at the $< 3\sigma$ level. However, this trend might be expected
and be a signature of the above mentioned disagreement between lensing and X-ray based mass derivations.

Coming to our main goal in this work, which is to test the feasibility of the considered DHOST model in describing available data, we will consider two different scenarios:

1. the DHOST model playing the role only of a DE alternative. This means that we will need explicitly a dark matter component in our analysis;

2. the DHOST model as a possible description of both DE and DM at the galaxy clusters scale due to the partial breaking of the Vainshtein screening mechanism. In this case, the only mass components in our model will be hot gas, BCG and non-BCG galaxies.

For what concerns the first scenario, we should first point out that an analysis by using lensing-only data (i.e., $\chi^2 = \chi_{\text{lens}}^2$) was not possible: possibly, observational errors are still too large to optimally constrain the model. By contrast, when using full data sets including X-ray information ($\chi^2 = \chi_{\text{lens}}^2 + \chi_{\text{gas}}^2$), we obtain more informative results. We should note that X-ray data have a much higher statistical precision than that of lensing data. On the other hand, the X-ray approach relies on the assumption of strict hydrostatic equilibrium, which may account for the apparent discrepancy between the two data sets. In fact, in the context of $\Lambda$CDM, a mean hydrostatic mass bias of $\delta = 1 - M_X/M_{\text{lens}} = (12 \pm 7)\%$ [60] was found at $r = 500$ kpc for the CLASH sample with respect to the weak-lensing mass estimates of [58]. This is consistent with the typical level of hydrostatic mass bias (5%–20%) expected for cluster-scale haloes in $\Lambda$CDM cosmologies [101, 102].

Results for the first scenario using full available data sets are listed in the second column group in Table I. We report both median values (upper rows) and those corresponding to the minimum in the $\chi^2$ function (lower rows). From a Bayesian perspective, and considering the stochastic nature of MCMC sampling, the minimum $\chi^2$ values do not have a high statistical importance, but we have decided to show them as an indication for possible skewness in the posterior distribution and possible asymmetry among median and minimum estimates.

From the bottom panels of Fig. (3), we see for the NFW parameters how we obtain $>3\sigma$ deviations for $r_{500}$ only in three cases, while we obtain systematically lower $c_{500}$ values compared to the GR case (in 14 out of 16 clusters). This suggests that the NFW dark matter haloes in the DHOST scenario are less concentrated and less massive in the inner regions of the clusters than what they are in the GR case, which is due to the partially broken screening mechanism effects.

The DHOST model is characterized by the EFT parameters $\{\alpha_H, \beta_1\}$. In Fig. (4) we compare our results with those derived from astrophysical constraints in [63, 103]. Blue regions show the constraints derived from stellar physics considerations, such as from hydrostatic equilibrium conditions or from the minimum mass of observed red dwarf stars; the red line is derived from limits on $\gamma_0$ from the Hulse-Taylor pulsar; the combination of these two constraints produces the range limited by the blue (vertical and horizontal) lines. When helioseismology is taken into account, we obtain the green regions, which combined with the prior on $\gamma_0$ leads to the region limited by the green (vertical and horizontal) lines. Much looser constraints can be derived from cosmological data [104–106] which are not shown in the figure.

We can then see how the parameter $\alpha_H$ is quite well constrained and consistent with the previous limits, while $\beta_1$ is only marginally within the 1$\sigma$ confidence limit for most of the clusters. What is even more intriguing is that our estimates for both parameters are only marginally consistent with the zero value (GR limit) in most of the cases at the 2$\sigma$ level, at least.

Even so, we must stress two important points. The first point is visible from Figs. (5) and (6): the DHOST model, together with an NFW dark matter component, fits quite well the data and is able to “solve” the discrepancy between X-ray and lensing which naturally ap-
appears in a GR context. This can be much clearly seen for the cases of, e.g., RXJ2248, MACSJ1115, MACS1720, and MACSJ0429, where the DHOST+NFW model (red line) is adjusting the GR+NFW with lensing only (solid blue line) much better than the GR+NFW with full data (dashed blue line) at smaller scales ($r < 100$ kpc), while the situation reverses at larger scales ($r > 1$ Mpc). Somehow, the terms arising from the broken screening mechanism are able to find a compromise among the different contributions leading to a sensibly better matching with data. This point is then furthermore confirmed by Table II, where the Bayes factors of the DHOST model with respect to GR are shown. We can see that in case of the DHOST+NFW model, the logarithm of the Bayes factor is always positive, ranging from inconclusive evidence in favour of DHOST (for values $\sim 1$) to much more conclusive positive assessment (for values $> 5$).

Last but not least, we examine the scenario where the DHOST model, together with its broken screening effects, is conjectured to behave as DM and DE at cluster scales. Thus, in this case, no NFW component is considered. Note that this model still includes the $r_{500}$ parameter that describes the non-BCG galactic component through the cold baryon fraction (Section III D). Not hav-

Figure 2. Comparison of NFW parameters from our analysis with those derived in [85, 97].
Figure 3. Comparison of NFW parameters from GR analysis with those derived when a dark energy mimicking DHOST is considered.

ing a full NFW profile to constrain in this case, we opt to apply a Gaussian prior on $r_{500}$ derived from the same corresponding GR scenario (i.e., with lensing-only data).

Here we are exploring a completely different approach from those in the literature, thus any comparison with constraints as shown above must be taken with care.

First we point out that a good fit is not possible using full data sets ($\chi^2 = \chi_{\text{lens}}^2 + \chi_{\text{gas}}^2$), whereas the modelling using lensing-only data ($\chi^2 = \chi_{\text{lens}}^2$) provides a reasonable fit, probably because of the much larger degrees of freedom given by the larger errors in lensing compared to the X-ray data.

Now, both the EFT parameters are consistent with zero at the $3\sigma$ level, and they marginally agree with stellar constraints, excluding the Hulse-Taylor pulsar priors, as from the right panel of Fig. (3). We exclude from this plot the two cases of MS2137 and MACSJ0329, which have some problematic issues in the profile fitting, as it can be seen from an inspection of the green lines and the curved profiles appearing at $r < 500$ kpc. Other clusters as well show some problematic behaviours, as in MACSJ0647, for which we are not able to fit the data at
$r \geq 1 \text{ Mpc.}$

In general, we find that such an approach is unable to describe the observed lensing profiles at large cluster-centric distances. In fact, the Bayes evidence ratios suggest that this model is significantly disfavoured with respect to GR.

V. CONCLUSIONS

In this work, we have tested a particular DHOST model whose main characteristic is to exhibit a broken screening mechanism. Apart from playing the role as a dark energy alternative on cosmological scales, it may thus have influence on the internal dynamics of gravitational structures as large as clusters of galaxies. Taking this possibility to extremes, we also conjecture the possibility that such breaking could even lead to play the role of dark matter. That is, the DHOST might play the role of both dark energy and dark matter.

We focused our attention on a theory that has at most second-order terms described by [62]. As shown in Eqs. (1), this model is fully characterized, at the scales and in the limit of interest, by four parameters, namely, \( \{ \Xi_1, \Xi_2, \Xi_3, \gamma_0 \} \), which can be related to more general EFT parameters by Eqs. (9) [64]. This model represents a generalisation with respect to the one analysed in [55, 56], including one more term in the metric potential equation.

We have tested the above DHOST model with a sample of 16 high-mass galaxy clusters targeted by the CLASH program [57] by combining two complementary probes: X-ray [60] and strong-and-weak gravitational lensing [81] observations. In the X-ray approach, each cluster system is assumed to be in hydrostatic equilibrium. Moreover, we used a multi-component approach, modelling as many mass components as possible using observational results retrieved from the literature. We have been able to account for the hot gas, BCG, and non-BCG diffuse stellar contributions.

When the DHOST model is assumed to act as DE only, results show mild Bayesian evidence in favour of this model with respect to GR, for the majority of the clusters in our sample. What is more important is that in this scenario, we do not have any more discrepancy between X-ray hydrostatic and lensing mass measurements. Equivalently, we might say that apart from providing a better fit to the data than GR, the DHOST model is somehow able to reconcile such a discrepancy in a new theoretical approach. However, it should also be noted that the apparent discrepancy found in a GR context is likely to arise from the working hypothesis of hydrostatic equilibrium, which is not strictly satisfied in cluster haloes in the $\Lambda$CDM framework [60, 101, 102]. In fact, about half of the sample clusters selected in this study are expected to be unrelaxed according to cosmological numerical simulations of [80].

When the DHOST model is assumed to play the role of both DM and DE, through the partial breaking of the Vainshtein screening mechanism at cluster scales, the re-
results show that this model is disfavoured with respect to GR. In fact, the Bayes Factors are negative and interpretable as evidence against such a DHOST model compared to GR.
Table I. CLASH clusters ordered by redshift. For each cluster, we provide 1σ constraints in the top line, and the minimum values in the χ² function in bottom one. Units: cluster radii are in kpc. For the cases of DHOST with no NFW component, we apply a Gaussian prior on $\alpha_H$. Lensing-selected CLASH clusters are indicated by stars.

| name     | GR     | DHOST+NFW | DHOST - no NFW |
|----------|--------|-----------|----------------|
|          | X-ray+lensing | lensing | X-ray+lensing | lensing | r$^{500}$ | α$^H$ | β$^1$ | r$^{500}$ | α$^H$ | β$^1$ |
| A209     | 1.77±0.43 | 0.02±0.08 | 1189±100 | 1.33±0.13 | 1.44±0.55 | 1189±100 | 0.73±0.83 | 0.46 | 1186±122 | 0.20±0.17 | −1.34±1.38 | 0.19 | −3.39 | 1189±100 | 7.99±1.43 | −1.47 | −7.99±3.14 | −4.00 |
| A2261    | 4.97±0.27 | 0.26     | 1602±41  | 2.37±0.62 | 1321±100 | 2.73±1.05 | 0.86 | 1244±131 | −0.06±0.17 | −1.69±1.83 | 0.15 | −1.16 | 1320±100 | 6.40±1.80 | −1.24 | −21.50±2.63 | −2.92 |
| RXJ129  | 3.56±0.13 | 0.12     | 1232±18  | 4.03±0.08 | 864±89   | 0.99±0.30 | 0.23 | 1073±89  | −0.50±0.16 | −3.02±1.12 | 0.03 | −1.81 | 867±91   | 3.09±1.18 | −1.33 | −32.98±5.84 | −5.00 |
| A611     | 2.35±0.16 | 0.15     | 1278±36  | 2.71±1.24 | 1313±109 | 1.17±0.71 | 0.27 | 1280±131 | −0.17±0.16 | −1.19±1.15 | 0.16 | −1.60 | 1131±117 | 8.33±3.21 | −1.77 | −25.12±10.75 | −8.68 |
| MS213    | 4.34±0.20 | 0.20     | 1000±28  | 2.50±0.27 | 923±135 | 0.37±0.62 | 0.30 | 1300±119 | 0.42±0.16 | −0.14±0.04 | 0.00 | −0.03 | 922±0.99 | 0.00±0.00 | −0.00 | −8.73±0.73 | −0.00 |
| RXJ248   | 2.17±0.16 | 0.15     | 1547±47  | 3.04±1.56 | 956±116 | 2.67±0.54 | 0.51 | 1552±105 | −0.71±0.10 | 0.47±0.07 | 0.00 | −0.54 | 959±116 | 4.69±0.79 | −0.87 | −6.20±2.58 | −2.88 |
| MACSJ115 | 2.76±0.17 | 0.19     | 1189±39  | 1.73±0.29 | 1021±53 | 1.07±0.57 | 0.26 | 1220±104 | −0.49±0.19 | −1.19±1.22 | 0.00 | −0.48 | 1019±98 | 2.70±1.77 | −1.62 | −18.01±9.77 | −9.26 |
| MACSJ172 | 3.60±0.27 | 0.27     | 1059±37  | 2.95±1.46 | 953±97  | 1.69±0.90 | 0.47 | 1112±50 | −0.30±0.16 | −1.32±1.11 | 0.16 | −1.42 | 954±97 | 8.50±3.12 | −1.07 | −11.83±3.47 | −2.89 |
| MACSJ0416* | 1.99±0.41 | 0.40     | 954±66  | 1.75±0.49 | 865±79 | 0.43±0.61 | 0.31 | 853±176 | −0.34±0.25 | −2.30±1.54 | 0.28 | −1.44 | 869±77 | 7.44±0.97 | −0.00 | −2.96±0.63 | −0.63 |
| MACSJ0429 | 3.79±0.43 | 0.40 | 960±56  | 3.77±1.12 | 827±101 | 1.04±0.79 | 0.41 | 1013±126 | −0.52±0.23 | −2.42±1.71 | 0.00 | −3.04 | 870±77 | 7.31±4.20 | −2.00 | −16.54±10.18 | −9.30 |
| MACSJ1206 | 2.89±0.34 | 0.34     | 1201±41  | 3.07±1.19 | 904±89 | 0.86±0.35 | 0.33 | 1269±71 | −0.65±0.13 | −1.26±1.47 | 0.00 | −1.36 | 904±96 | 3.50±0.84 | −0.00 | −14.99±8.88 | −5.10 |
| MACSJ0329 | 3.10±0.23 | 0.22     | 946±33  | 5.62±2.16 | 783±66 | 1.27±0.97 | 0.70 | 927±80 | −0.45±0.21 | −1.32±1.53 | 0.18 | −2.01 | 785±84 | −27.31±1.33 | −1.75 | −86.34±2.54 | −2.61 |
| RXJ1347  | 4.04±0.12 | 0.12     | 1508±22  | 1.65±0.79 | 1167±98 | 1.83±0.21 | 0.29 | 1681±38 | −0.72±0.09 | −0.43±0.48 | 0.00 | −0.29 | 1162±107 | 5.58±0.92 | −0.05 | −3.57±1.54 | −1.94 |
| MACSJ1149* | 2.02±0.72 | 0.32     | 864±61  | 1.59±1.12 | 713±98 | 2.26±0.56 | 0.18 | 1410±82 | 1.18±0.43 | −0.61±0.25 | 0.24 | −0.24 | 710±99 | 1.76±0.53 | −0.53 | −6.67±1.07 | −1.24 |
| MACSJ0647* | 4.53±1.49 | 0.65     | 876±67  | 2.53±1.92 | 791±83 | 1.05±0.91 | 0.37 | 1327±111 | −0.87±0.19 | −1.36±0.82 | 0.18 | −0.65 | 790±91 | 6.36±1.13 | −1.21 | −4.37±1.82 | −2.27 |
| MACSJ0744 | 2.84±0.50 | 0.44     | 888±37  | 2.61±1.70 | 748±72 | 1.03±1.12 | 0.09 | 894±45 | −0.42±0.18 | −1.50±2.35 | 0.00 | −1.37 | 748±74 | 5.09±0.89 | −0.08 | −4.34±2.00 | −4.95 |
|          | 2.82±0.89 | 0.36     | 891     | 2.09    | 777   | 0.75    | 0.75 | 719    | −0.98 | −1.42 | 0.00 | −0.32 | 747 | 4.55 | −10.42 |
Table II. CLASH clusters ordered by redshift. Units: cluster radii are in kpc. For the cases of DHOST with no NFW component, we apply a Gaussian prior on $r_{500}$ derived from the corresponding GR cases. Lensing-selected CLASH clusters are indicated by stars.

| name   | GR | DHOST+NFW | DHOST - no NFW |
|--------|----|-----------|----------------|
|        | $\chi^2$ | $\chi^2$ | $B_{\text{GR}}$ | $\ln B_{\text{GR}}$ | $\chi^2$ | $B_{\text{GR}}$ | $\ln B_{\text{GR}}$ |
| A209   | 10.69 | 8.64 | 8.50 | $1.50^{+0.05}_{-0.04}$ | $0.44^{+0.03}_{-0.02}$ | 11.02 | $0.222^{+0.007}_{-0.005}$ | $-1.51^{+0.03}_{-0.02}$ |
| A2261  | 11.33 | 5.43 | 9.64 | $1.08^{+0.03}_{-0.03}$ | $0.08^{+0.02}_{-0.02}$ | 10.00 | $0.072^{+0.002}_{-0.002}$ | $-2.63^{+0.02}_{-0.02}$ |
| RXJ2129 | 20.90 | 7.28 | 7.94 | $254^{+8}_{-8}$ | $5.54^{+0.03}_{-0.03}$ | 8.29 | $0.43^{+0.01}_{-0.01}$ | $-0.86^{+0.02}_{-0.02}$ |
| A611   | 5.84 | 3.41 | 4.18 | $1.0^{+0.03}_{-0.02}$ | $0.06^{+0.01}_{-0.02}$ | 4.04 | $0.53^{+0.01}_{-0.01}$ | $-0.63^{+0.02}_{-0.02}$ |
| MS2137 | 34.38 | 7.74 | 13.51 | $(1.77^{+0.05}_{-0.05}) \cdot 10^4$ | $9.78^{+0.03}_{-0.03}$ | 5.18 | $2.87^{+0.08}_{-0.06}$ | $1.05^{+0.03}_{-0.02}$ |
| RXJ2248 | 58.93 | 4.54 | 6.99 | $(7.6^{+20.2}_{-17}) \cdot 10^{-10}$ | $25.06^{+0.03}_{-0.02}$ | 5.91 | $0.363^{+0.008}_{-0.010}$ | $-1.01^{+0.02}_{-0.03}$ |
| MACSJ1115 | 19.67 | 7.12 | 7.21 | $235^{+5}_{-7}$ | $5.46^{+0.02}_{-0.03}$ | 15.50 | $(1.15^{+0.02}_{-0.03}) \cdot 10^{-7}$ | $-4.47^{+0.02}_{-0.03}$ |
| MACSJ1720 | 10.44 | 5.00 | 5.93 | $6.20^{+0.19}_{-0.17}$ | $1.82^{+0.03}_{-0.03}$ | 4.99 | $0.74^{+0.02}_{-0.02}$ | $-0.30^{+0.02}_{-0.03}$ |
| MACSJ0416* | 14.86 | 8.47 | 9.38 | $32.6^{+1.1}_{1.0}$ | $3.48^{+0.03}_{-0.03}$ | 12.04 | $0.127^{+0.004}_{-0.003}$ | $-2.06^{+0.02}_{-0.03}$ |
| MACSJ0429 | 11.76 | 5.98 | 6.50 | $8.90^{+0.27}_{-0.27}$ | $2.19^{+0.03}_{-0.03}$ | 16.10 | $(1.03^{+0.03}_{-0.03}) \cdot 10^{-2}$ | $-4.58^{+0.02}_{-0.03}$ |
| MACSJ1206 | 31.93 | 8.07 | 7.95 | $(67.4^{+2.4}_{-2.0}) \cdot 10^{-3}$ | $11.12^{+0.03}_{-0.02}$ | 7.14 | $1.21^{+0.04}_{-0.02}$ | $0.19^{+0.03}_{-0.02}$ |
| MACSJ0329 | 20.76 | 10.53 | 11.17 | $72.8^{+2.6}_{-2.0}$ | $4.29^{+0.04}_{-0.03}$ | 35.82 | $(2.18^{+0.06}_{-0.06}) \cdot 10^{-6}$ | $-13.04^{+0.02}_{-0.03}$ |
| RXJ1347 | 70.82 | 3.67 | 6.40 | $(1.2^{+0.03}_{-0.02}) \cdot 10^{-3}$ | $32.48^{+0.02}_{-0.02}$ | 5.31 | $0.50^{+0.01}_{-0.01}$ | $-0.69^{+0.01}_{-0.03}$ |
| MACSJ1149* | 31.20 | 8.06 | 8.81 | $(16.98^{+0.54}_{-0.54}) \cdot 10^{-3}$ | $9.74^{+0.04}_{-0.02}$ | 8.93 | $0.52^{+0.01}_{-0.01}$ | $-0.66^{+0.03}_{-0.03}$ |
| MACSJ0647* | 24.92 | 6.16 | 5.81 | $(3.61^{+0.15}_{-0.05}) \cdot 10^{-4}$ | $8.19^{+0.03}_{-0.03}$ | 11.78 | $(4.56^{+0.09}_{-0.10}) \cdot 10^{-2}$ | $-3.09^{+0.02}_{-0.02}$ |
| MACSJ0744 | 17.13 | 9.93 | 10.01 | $190^{+4}_{-1}$ | $5.25^{+0.02}_{-0.02}$ | 10.90 | $0.46^{+0.01}_{-0.01}$ | $-0.77^{+0.03}_{-0.03}$ |
Figure 5. Convergence profiles reconstructed from gravitational lensing. Color code: black points - observational data from [81]; blue dashed - GR (all), blue solid - GR (lensing); dashed red - DHOST + NFW (all); green - DHOST (no NFW, lensing).
Figure 6. Convergence profiles reconstructed from gravitational lensing. Color code: black points - observational data from [81]; blue solid - GR (all), blue dashed - GR (lensing); red - DHOST + NFW (all); green - DHOST (no NFW, lensing).
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