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Abstract

A time operator is a Hermitian operator that is canonically conjugate to a given Hamiltonian. For a particle in 1-dimension, a Hamiltonian conjugate operator in position representation can be obtained by solving a hyperbolic second-order partial differential equation, known as the time kernel equation, with some boundary conditions. One possible solution is the time of arrival operator. Here, we are interested in finding other Hamiltonian conjugates by further studying the boundary conditions. A modified form of the time kernel equation is also considered which gives an even bigger solution space.

1 Introduction

If time was an observable, then, in standard quantum mechanics, it would be represented by an operator that is (i) self-adjoint or at least Hermitian; and is (ii) canonically conjugate to the Hamiltonian. The former assures us that the eigenvalues are real, and the latter is a consequence of its dynamics. Since our time operator $T$ evolves as $dT/dt = \pm 1$ (where the sign depends on whether it increases or decreases in step with parametric time), then the Heisenberg equation of motion gives the time-energy canonical commutation relation

$$[T, H] = \pm \hbar i,$$

where $H$ is the Hamiltonian. In contrast with parametric time, this time operator $T$ contains a dynamical aspect and usually encompasses questions regarding the duration of an event, or the time of event occurrence, whose value changes as parametric time changes. The relation (1) is a consequence of Dirac’s correspondence principle between the Poisson bracket and the commutator [1]. This commutation relation between time and energy is also connected to the time-energy uncertainty relation $\Delta T \Delta H \geq \hbar/2$, and contributes to some of the many possible interpretations on $\Delta T$ and $\Delta H$ [2].

Finding such time operator has been met with several obstacles; in general, the problem of time in quantum mechanics has been a subject of much controversy throughout the years [2] [3]. Very early on, Pauli’s infamous argument denying the existence of such operator [4] shaped much of the research, and pushed towards a nonstandard approach in dealing with time. In his footnote regarding the Heisenberg equation of motion, Pauli rejected the existence of a Hermitian operator $T$ which satisfies [1] (the unitarity of $\exp(-iT/H)$ indicates that he actually meant that there exists no self-adjoint operator $T$) relegating time as merely an ordinary number. However, it was rigorously shown that there is no inconsistency in assuming a bounded self-adjoint time operator conjugate to the Hamiltonian with a semi-bounded, unbounded, or finitely countable spectrum [5]. We note though that while the self-adjointness of $T$ is also a desired property, it
will be sufficient to find Hermitian operators $T$ (without any detailed analysis of the domains) satisfying the commutation relation (1).

Various authors have worked on finding such operator $T$: using quantization [6,7], using a wave function in time-representation [8], the energy shift operator [9], and a partial derivative with respect to the energy [10,11,12]. Here, we highlight three methods of finding operators conjugate to the Hamiltonian: the work of Bender and Dunne using basis operators [13,14], the work of Galapon using supraquantization [15], and the work of Galapon and Villanueva using the Liouville superoperator [16].

Bender and Dunne’s solution [13,14] constitutes expanding both $T$ and $H$ in terms of basis operators

$$T_{m,n} = \frac{1}{2^n} \sum_{k=0}^{n} \binom{n}{k} q^k p^n q^{n-k},$$

and

$$p = \frac{1}{2^m} \sum_{j=0}^{m} \binom{m}{j} p^j q^m p^{m-j},$$

for $m \geq 0$ and $n \geq 0$. Note that the two forms are equivalent, due to the commutation relation between $q$ and $p$, i.e., $[q,p] = i\hbar$. This can also be extended when either $m$ or $n$ is negative: for $n \geq 0$ and $m < 0$, we use (2); while for $m \geq 0$ and $n < 0$, we use (3). The Bender-Dunne basis operators (2) and (3) are the Weyl-ordered quantization of $p^m q^n$ and are densely defined operators in the Hilbert space $L^2(\mathbb{R})$ [17]. Other basis operators such as the simple symmetric and Born-Jordan ordering are also possible choices [18,19].

For a given Hamiltonian and for a given choice of basis operators, the coefficients of the expansion of $H$ will already be known. The unknown operator $T$ may then take the form

$$T = \pm \sum_{m,n} \alpha_{m,n} T_{m,n},$$

where the $\alpha_{m,n}$’s are solved by imposing (1) (and Hermiticity if desired) and getting a recurrence relation. Note the non-uniqueness of this solution is due to the fact that we can add any operator $C$ which commutes with the Hamiltonian to get another solution $T + C$. Bender and Dunne’s minimal solution is obtained by vanishing as many $\alpha_{m,n}$’s as possible while still satisfying the recurrence relation generated by (1). Using the quantized $p^m q^n$ as basis operators is in contrast with doing quantization of the classical observable itself, wherein the latter does not guarantee that (1) is satisfied [17].

Galapon’s [15] supraquantization approach provides a solution of (1) in coordinate representation. While addressing the problems of quantization and of the quantum time of arrival and inspired by earlier efforts by Mackey [20], Galapon introduced the idea of supraquantization which aims to construct quantum observables using the axioms of quantum mechanics and the properties of the system. In supraquantization, the classical observable is the boundary condition, which is in contrast with quantization wherein the classical observable is treated as the starting point.

The supraquantized operators are constructed under the rigged Hilbert space $\Phi^* \supseteq \mathcal{H} \supseteq \Phi$ [21], and the generalized observable in $\Phi$-representation takes the integral form

$$(T \varphi)(q) = \int_{-\infty}^{\infty} \langle q | T | q' \rangle \varphi(q') \, dq'.$$ (5)

The kernel is assumed to take the form

$$\langle q | T | q' \rangle = \frac{\mu}{i\hbar} T(q,q') \text{sgn}(q-q'),$$

inspired by the 1-dimensional time of arrival of a particle of mass $\mu$ under some continuous potential $V(q)$. The rigged extension of (1) imposes that for $T$ to be conjugate to the rigged Hilbert space extension of $H$, then the kernel factor $T(q,q')$ should satisfy

$$-\frac{\hbar^2}{2\mu} \frac{\partial^2 T(q,q')}{\partial q^2} + \frac{\hbar^2}{2\mu} \frac{\partial^2 T(q,q')}{\partial q'^2} + [V(q) - V(q')] T(q,q') = 0,$$

and

$$\frac{dT(q,q)}{dq} + \frac{\partial T(q,q')}{\partial q} \bigg|_{q'=q} + \frac{\partial T(q,q')}{\partial q'} \bigg|_{q'=q} = \mp 1,$$

for $q \neq q'$, where $T(q,q')$ is a positive-definite, Hermitian kernel map on $\Phi^* \times \Phi$. The rigorous definition of $\Phi^*$ and $\Phi$ requires the Hilbert space $L^2(\mathbb{R})$ with a rigged extension, again using the axioms of quantum mechanics.
where, in the right hand side of (8), $-1$ is used when increasing with step in time, and $+1$ when decreasing (the latter being used when getting the time of arrival solution). The hyperbolic second-order partial differential equation (7) is referred to as the time kernel equation [15], and, together with condition (8), defines a family of solutions which are canonically conjugate to the Hamiltonian. The quantum time of arrival is but one possible solution of (7) and (8); and hence, just one example of a Hermitian operator conjugate to the Hamiltonian.

Galapon and Villanueva’s Liouville solution [16] uses the Liouville superoperator $\mathcal{L}_A = [A, \cdot]$ so that the solution takes the form

$$T = \mp \mathcal{L}_H^{-1}(i \hbar 1). \quad (9)$$

Dividing $\mathcal{L}_H$ into its kinetic and potential parts, $\mathcal{L}_K$ and $\mathcal{L}_V$, enables a geometric expansion of (8). The domain is to be restricted to the Bender-Dunne operators [13] so that the inverse can be well-defined. The Liouville solution is then given by

$$T = \pm \mu \sum_{k=0}^{\infty} (-1)^k (\mathcal{L}_K^{-1} \mathcal{L}_V)^k T_{-1,1}. \quad (10)$$

It turns out that this is just the quantum version of the classical time of arrival at the origin, and is in the same vein as supraquantization. It was observed that for linear systems, the Liouville solution and the Bender-Dunne minimal solution coincided for $\alpha_{-1,1} = \mu$. The Liouville solution is equal to the Weyl quantization of the local time of arrival (expansion of the time of arrival about the free solution) for linear systems; meanwhile, only the leading term is equal to Weyl quantization for nonlinear systems. In coordinate representation, the Liouville kernel satisfies both (7) and (8) for everywhere analytic potentials. This Liouville solution highlights the connection between the Bender-Dunne solution and the supraquantized solution via the time kernel equation.

While much of the focus has been on the time of arrival solution, it should be noted that the time of arrival is not the only possible time observable that exists. The multi-faceted nature of time means that there are other time observables that will satisfy the commutation relation (1), not just the time of arrival. To reiterate, if $T$ satisfies (1), then one can construct another operator, $T + C$, that is also a solution to (1), where $C$ commutes with the Hamiltonian. One example is by choosing $C = f(H)$ where $f$ is some suitable function of the Hamiltonian $H$. Our interest is then to investigate these other conjugate solutions.

In this paper, we focus our attention on constructing a conjugate operator in $\Phi$-representation under the supraquantization approach. That is, we shall be using the differential equation (7) and the condition (8) to study these other Hamiltonian conjugate solutions. Solutions to this time kernel equation (7), satisfying the conjugate condition (8), and satisfying the additional boundary conditions $T(q, q) = q/2$ and $T(q, -q) = 0$ along the diagonal, corresponds to the quantum time of arrival at the origin of a particle in 1-dimension under potential $V(q)$. The solution is unique, is conjugate to the Hamiltonian, is Hermitian, satisfies time-reversal symmetry, and reduces to the classical time of arrival in the classical limit [15]. We would like also to further study the condition (8) to extract a more general form of boundary conditions for $T(q, q)$ and $T(q, -q)$, so that the other conjugate solutions can be constructed using methods in [15]. Since the method is intertwined with the time of arrival, we restrict ourselves to operators which decrease in step with time, i.e., for $-1$ in the right hand side of (11), and $+1$ in the right hand side of (8). The negative of our solution will simply be the corresponding operator which increases in step with time (e.g., time of flight).

The rest of the paper is organized as follows. In Section 2 we briefly review the time kernel equation of [15]. In Section 3 we derive the general form of $T(q, q)$ and $T(q, -q)$ which satisfy (8), prove the existence and uniqueness of the solution, and get conditions for Hermiticity and time-reversal symmetry. In Section 4 we look at some interesting examples of other conjugate solutions, primarily the time of arrival plus negative powers of the Hamiltonian. In Section 5 we explore a modified form of the time kernel equation (7) and condition (8) that was introduced by Domingo [22], which removes the assumption of the form of the kernel (8). We look at the modified conjugate solutions generated here, and compare it with the original time kernel equation solution. In Section 6 we conclude.
2 The Time of Arrival Operator in 1-Dimension and the Time Kernel Equation

Classically, the time for a particle initially at \((q, p)\) in phase space at time \(t = 0\) to arrive at some other point \(x\) in the configuration space is given by

\[
T_x(q, p) = -\text{sgn}(p) \sqrt{\frac{\mu}{2}} \int_x^q \frac{dq'}{\sqrt{H(q, p) - V(q')}},
\]

where \text{sgn} is the signum function, \(\mu\) is the mass of the particle, \(H(q, p)\) is the Hamiltonian, and \(V(q)\) is the interaction potential. We are only interested in the region \(\Omega = \Omega_q \times \Omega_p\) where (11) is real-valued. In this region, we can expand \(T_x\) about the free particle solution and get the local time of arrival \(t_x(q, p)\)

\[
t_x(q, p) = \sum_{k=0}^{\infty} (-1)^k T_k(q, p; x),
\]

where \(T_k(q, p; x)\) satisfies the recurrence relation

\[
T_0(q, p; x) = \frac{\mu}{p} (x - q),
\]

\[
T_k(q, p; x) = \frac{\mu}{p} \int_q^x dv \frac{\partial T_{k-1}(v', p; x)}{\partial p} dq'.
\]

For \(p \neq 0\) and \(V\) continuous at \(q\), it was shown in [15] that there exists a neighborhood of \(q\) determined by \(|V(q) - V(q')| < K_q \leq p^2(2\mu)^{-1}\) such that for every \(x\) in the said neighborhood of \(q\), \(t_x(q, p)\) converges absolutely and uniformly to \(T_x(q, p)\). Since \(T_x(q, p)\) holds in the entire \(\Omega\), and \(t_x(q, p)\) holds only in some local neighborhood \(\Omega_q\) of \(\Omega\), then \(t_x(q, p) \subset T_x(q, p)\), i.e., \(T_x(q, p)\) is the analytic continuation of \(t_x(q, p)\) in \(\Omega\). It is this local form of the time of arrival [12] that was supraquantized in [15].

The problem of supraquantizating the time of arrival conjugate with the Hamiltonian is treated in the rigged Hilbert space \(\Phi^\times \varsubsetneq \mathcal{H} \supset \Phi\), where \(\Phi\) is chosen in such a way that \(\Phi\) is a dense subset of the domain of the Hamiltonian \(\mathcal{H}\), and is invariant under \(\mathcal{H}\). As with [15], we choose \(\Phi\) to be the infinitely differentiable complex valued functions with compact support in the real line; \(\Phi^\times\) is its corresponding dual space. The supraquantized time operator \(\mathcal{T}: \Phi \to \Phi^\times\) is given by

\[
(\mathcal{T}\varphi)(q) = \int_{-\infty}^{\infty} \langle q|\mathcal{T}|q'\rangle \varphi(q') dq'.
\]

Next, the transfer principle is hypothesized, which states that a particular property of one element of a class of observables can be transferred to the rest of the class [15]. From the free particle solution, the kernel for all continuous potentials is then assumed to take the form

\[
\langle q|\mathcal{T}|q'\rangle = \frac{\mu}{i\hbar} T(q, q') \text{sgn}(q - q'),
\]

where \(T(q, q')\) is real valued, symmetric \(T(q, q') = T(q', q)\), and analytic.

Let \(\mathcal{H}^\times\) be the extension of \(\mathcal{H}\) in the entire \(\Phi^\times\), i.e., \(\mathcal{H}^\times: \Phi^\times \to \Phi^\times\) such that \(\langle \mathcal{H}^\times \phi|\varphi\rangle = \langle \phi|\mathcal{H}^\dagger\varphi\rangle\) for all \(\phi \in \Phi^\times\) and \(\varphi \in \Phi\), where \(\mathcal{H}^\dagger\) is the adjoint of \(\mathcal{H}\) in \(\Phi\). For \(d\mathcal{T}/dt = -\mathcal{I}\), the canonical commutation relation [14] can be written as

\[
\langle \hat{\varphi}|[\mathcal{H}^\times, \mathcal{T}]|\varphi\rangle = i\hbar \langle \hat{\varphi}|\varphi\rangle,
\]

for all \(\hat{\varphi}\) and \(\varphi\) in \(\Phi\). The left hand side gives

\[
\langle \hat{\varphi}|[\mathcal{H}^\times, \mathcal{T}]|\varphi\rangle = i\hbar \int \hat{\varphi}^*(q) \left( \frac{dT(q, q)}{dq} + \frac{\partial T(q, q')}{\partial q} \bigg|_{q' = q} + \frac{\partial T(q, q')}{\partial q'}\bigg|_{q' = q} \right) \varphi(q) dq
\]

\[
+ \frac{\mu}{\hbar} \int \hat{\varphi}^*(q) \left[ \frac{\hbar^2}{2\mu} \frac{\partial^2 T(q, q')}{\partial q'^2} + V(q)T(q, q') \right] \text{sgn}(q - q') \varphi(q') dq' dq
\]

\[
- \frac{\mu}{\hbar} \int \hat{\varphi}^*(q) \left[ -\frac{\hbar^2}{2\mu} \frac{\partial^2 T(q, q')}{\partial q'^2} + V(q')T(q, q') \right] \text{sgn}(q - q') \varphi(q') dq' dq.
\]
The integration is across the common support of $\phi(q)$ and $\tilde{\phi}(q)$. We then need $\Phi$ to be invariant under $H^\times$; if $H$ is self-adjoint, then this is true for $\Phi$ invariant under $H$. The $7H^X$ term, the last term in (17), is obtained by doing integration by parts and noting that $\phi(q)$ and $\tilde{\phi}(q)$ vanish at the boundary of their respective compact supports.

For this to satisfy the right hand side of (16), the kernel factor $T(q,q')$ must satisfy the so-called time kernel equation \[ \frac{\hbar^2}{2\mu} \frac{\partial^2 T(q,q')}{\partial q^2} + \frac{\hbar^2}{2\mu} \frac{\partial^2 T(q,q')}{\partial q'^2} + [V(q) - V(q')]T(q,q') = 0, \] and the boundary condition

\[ \left. \frac{dT(q,q)}{dq} + \frac{dT(q,q')}{dq} \right|_{q'=q} + \left. \frac{dT(q,q')}{dq'} \right|_{q'=q} = 1. \]

The boundary conditions along the diagonal of $T(q,q')$ can be fixed in such a way that it satisfies certain properties. For example, if one requires the kernel solution to satisfy conjugacy, to be Hermitian, to satisfy time-reversal symmetry, and to approach the local time of arrival at the origin via the Wigner-Weyl transform,

\[ T_h(q,p) = \int_{-\infty}^{\infty} \left< q + \frac{v}{2} \right| T \left| q - \frac{v}{2} \right> \exp \left( -i \frac{vp}{\hbar} \right) dv, \]

in the classical limit of vanishing $\hbar$, then the specific boundary conditions should be \[ T(q,q) = \frac{q}{2}, \quad T(q,-q) = 0. \]

Solutions of the time kernel equation satisfying these boundary conditions are unique for continuous potentials, and correspond to the quantum time of arrival operator at the origin (if the arrival point is elsewhere, we just shift the potential to move the arrival point to the origin). To illustrate, the following are some time of arrival kernel solutions for linear systems (i.e., linear equations of motion):

**Free Particle** For $V(q) = 0$, the solution satisfying and (21) is

\[ T(q,q') = \frac{1}{4} (q + q'). \]

**Harmonic Oscillator** For $V(q) = \mu \omega^2 q^2 / 2$,

\[ T(q,q') = \frac{1}{4} \sum_{j=0}^{\infty} \frac{1}{(2j+1)!} \left( \frac{\mu \omega}{2\hbar} \right)^{2j+1} (q+q')^{2j+1} (q-q')^{2j} = \frac{1}{4} \left( \frac{2\hbar}{\mu \omega} \right) \frac{1}{q-q'} \sinh \left( \frac{\mu \omega}{2\hbar} (q+q')(q-q') \right). \]

These solutions give the local time of arrival at the origin upon using the Wigner-Weyl transform and the relation

\[ \int_{-\infty}^{\infty} t^n \text{sgn}(t)e^{-it\omega} dt = \frac{2n!}{(i\omega)^{n+1}}, \quad \omega \neq 0. \]

It was also shown that for nonlinear systems, the solution approaches the local time of arrival for vanishing $O(\hbar^2)$.

# 3 The Boundary Conditions of the Time Kernel Equation

The time of arrival boundary conditions just give one type of kernel solution which satisfies the general boundary condition—it is but one member of the family of conjugate solutions. This was due to the condition that the solution approaches the classical time of arrival in the classical limit. Other Hamiltonian conjugates may correspond to a different kind of boundary conditions along the diagonal.
Figure 1: Rectangular region $\mathcal{R}$ in the plane defined by $0 \leq x \leq u$ and $0 \leq y \leq v$.

It will be convenient to rewrite the time kernel equation in canonical form,

$$-rac{2\hbar^2}{\mu} \frac{\partial^2 T(u,v)}{\partial u \partial v} + \left[ V\left(\frac{u+v}{2}\right) - V\left(\frac{u-v}{2}\right) \right] T(u,v) = 0,$$

where we have changed variables to $u = q + q'$ and $v = q - q'$. Throughout the paper, we will often be using this canonical form to solve for $T(u,v)$ via Frobenius method, where $T(q,q')$ can be retrieved by changing the variables back to $q$ and $q'$.

We will be looking at analytic solutions to (25) of the form

$$T(u,v) = \sum_{m,n} \alpha_{m,n} u^m v^n,$$

or equivalently, in $qq'$-coordinates,

$$T(q,q') = \sum_{m,n} \alpha_{m,n}(q + q')^m(q - q')^n,$$

for nonnegative $m$ and $n$.

### 3.1 Boundary Conditions for the Hamiltonian Conjugate Solutions

It would be preferable to rewrite the general condition (19) as boundary conditions along the diagonal $q' = q$ and $q' = -q$. This would let us use the methods found in [15] to construct the other conjugate solutions. We then start by showing the required form of the boundary conditions along the diagonal that is essentially identical to (19). Since we will only be looking at entire analytic potentials, then it would be reasonable to restrict ourselves to analytic solutions of the time kernel equation. In canonical form (25) and (26), the boundary conditions will be along the axis $u = 0$ and $v = 0$.

**Theorem 1.** Analytic solutions (26) to the time kernel equation (25) satisfy the general boundary condition (19) if and only if they satisfy the specific boundary conditions

$$T(u,0) = \frac{u}{4} + c, \quad T(0,v) = g(v) + c,$$

where $c$ is a constant, $g$ is some differentiable function, and $g(0) = 0$.

**Proof.** Going back to $(q,q')$, we substitute the assumed form of the solution (26) to the general boundary condition (19) to get

$$\sum_{m,n} \alpha_{m,0} 2^{m+1} m q^{m-1} = 1.$$
To satisfy this, we need to set \( \alpha_{1,0} = 1/4, \alpha_{2,0} = \alpha_{3,0} = \cdots = 0. \) We can set the \( \alpha_{0,n} \)'s to be any constant for \( n \geq 0. \) Thus, for \( \alpha_{0,0} = c, \alpha_{0,k} = \beta_k, \) and \( g(v) = \sum_{k=1}^{\infty} \beta_k v^k, \) we see that (27) gives \( T(q,q) = \alpha_{0,0} + \alpha_{1,0}(2q) = c + q/2 \) and \( T(q,-q) = \sum_{n} \alpha_{0,n}(2q)^n = c + g(2q). \) In canonical form, we get \( T(u,0) = u/4 + c \) and \( T(0,v) = g(v) + c, \) verifying (28).

Conversely, if \( T(u,v) \) satisfies (28), then from (25), the integral form of the time kernel equation gives

\[
T(u,v) = \frac{u}{4} + g(v) + c + \frac{\mu}{2\hbar^2} \int_{0}^{v} \int_{0}^{u} \left[ V\left(\frac{x+y}{2}\right) - V\left(\frac{x-y}{2}\right)\right] T(x,y) \, dx \, dy, \tag{30}
\]

and, in \((q,q'),\)

\[
T(q,q') = \frac{1}{4}(q + q') + \sum_{k=1}^{\infty} \beta_k (q - q')^k + c \tag{31}
+ \frac{\mu}{2\hbar^2} \int_{0}^{q-q'} \int_{0}^{q+q'} \left[ V\left(\frac{x+y}{2}\right) - V\left(\frac{x-y}{2}\right)\right] T(x,y) \, dx \, dy,
\]

where, again, we let \( g(v) = \sum_{k=1}^{\infty} \beta_k v^k. \) The integration is evaluated over the region in the plane defined by \( 0 \leq x \leq u \) and \( 0 \leq y \leq v \) (see Figure [1]). Then, using the Leibniz integral rule, we get \( \frac{\partial}{\partial q} T(q,q) = 1/2, \)

\( \frac{\partial}{\partial q} T(q,q)|_{q=q} = 1/4 + \beta_1, \) and \( \frac{\partial}{\partial q} T(q,q)|_{q=-q} = 1/4 - \beta_1, \) i.e., \( T(q,q'), \) and hence \( T(u,v), \) satisfies the general boundary condition (19).

In \( qq'-\)coordinates, the boundary conditions (28) can be written as

\[
T(q,q) = \frac{q}{2} + c \quad \text{and} \quad T(q,-q) = g(2q) + c, \tag{32}
\]

where \( c \) is a constant, \( g \) is some differentiable function, and \( g(0) = 0. \) Note that we have the awkward notation \( g(2q) \), since, from the canonical form, we expect it to be \( g(v) \to g(q-q') \), and the \( T(q,-q) \) condition makes this \( g(2q). \)

Therefore, solutions to the time kernel equation (18), satisfying the boundary condition (32), also satisfy the general boundary condition (19), and thus corresponds to operators canonically conjugate to the Hamiltonian. Conversely, solutions satisfying the general condition (19) also satisfy (32). This means that the boundary condition (32) constitute the same family of Hamiltonian conjugates as that of (19). One could then use Frobenius method to construct solutions of the time kernel equation (18) satisfying (32). The Wigner-Weyl transform (20) will be used to see its classical limit.

### 3.2 Existence and Uniqueness

Note that the rest of the \( \alpha_{m,n} \)'s are obtained from a recurrence relation imposed by the time kernel equation. The above theorem assumed that this analytic solution exists. We shall focus our attention only on continuous potentials. We prove below the existence and uniqueness of the solution for these types of potentials (using analogous steps in [22]).

**Theorem 2.** If \( V(q) \) is a continuous function at any point of the real line, then there exists a unique continuous solution \( T(q,q') \) to the time kernel equation (18) satisfying the boundary conditions (32).

**Proof.** In canonical form, we have the time kernel equation (25) and the boundary conditions (28), with the integral form of the time kernel equation given by (30).

Let \( T(u,v) = \lim_{n \to \infty} T_n(u,v), \) where

\[
T_0(u,v) = \frac{u}{4} + g(v) + c, \tag{33}
\]

and

\[
T_n(u,v) = \frac{u}{4} + g(v) + c + \frac{\mu}{2\hbar^2} \int_{0}^{v} \int_{0}^{u} \left[ V\left(\frac{x+y}{2}\right) - V\left(\frac{x-y}{2}\right)\right] T_{n-1}(x,y) \, dx \, dy. \tag{34}
\]
By induction, the $n^{th}$ approximation gives

$$T_n(u, v) = \frac{u}{4} + g(v) + c + \sum_{j=1}^{n} [T_j(u, v) - T_{j-1}(u, v)]. \quad (35)$$

Since $V(q)$ is continuous, there exists an $M > 0$ such that $|V(\frac{x+y}{2}) - V(\frac{x-y}{2})| \leq M$ for any point $(x, y)$ in the region $R$ in Figure 1. Since $g$ is differentiable, we could write it as $g(v) = \sum_{k=1}^{\infty} \beta_k v^k$. To simplify things, we let $g(v) + c = \sum_{k=0}^{\infty} \beta_k v^k$, where $\beta_0 = c$. We then have,

$$|T_1(u, v) - T_0(u, v)| \leq \frac{\mu M}{2h^2} \int_0^v \int_0^u \left| \frac{x}{4} + \sum_k \beta_k y^k \right| \, dx \, dy \leq \frac{\mu M}{2h^2} \int_0^v \int_0^u \left( |x| + \sum_k |\beta_k||y|^k \right) \, dx \, dy \leq \frac{\mu M}{2h^2} \left( |u|^2|v| + \sum_k |\beta_k||u||v|^{k+1} \frac{1}{k+1} \right) = \frac{\mu M}{2h^2}|u||v| \left( |u| + \sum_k |\beta_k||v|^k \frac{1}{k+1} \right). \quad (36)$$

Similarly,

$$|T_2(u, v) - T_1(u, v)| \leq \frac{\mu M}{2h^2} \int_0^v \int_0^u |T_1(x, y) - T_0(x, y)| \, dx \, dy \leq \left( \frac{\mu M}{2h^2} \right)^2 \frac{2|u|^2|v|^2}{2} \left( |u| + \sum_k |\beta_k||v|^k \frac{1}{(k+1)(k+2)} \right), \quad (37)$$

and,

$$|T_3(u, v) - T_2(u, v)| \leq \left( \frac{\mu M}{2h^2} \right)^3 \frac{3|u|^3|v|^3}{2 \cdot 3} \left( |u| + \sum_k |\beta_k||v|^k \frac{1}{(k+1)(k+2)(k+3)} \right). \quad (38)$$

By induction,

$$|T_j - T_{j-1}| \leq \left( \frac{\mu M}{2h^2} \right)^j \frac{|u|^j|v|^j}{j!} \left( |u| + \sum_k |\beta_k||v|^k \frac{|v|^k}{(k+1)(k+2) \cdots (k+j)} \right). \quad (39)$$

We see that this goes to zero as $j$ approaches infinity. Therefore, $T_n(u, v)$ is absolutely and uniformly convergent for all finite values of $u$ and $v$, and the limit $T(u, v)$ defines the solution to the time kernel equation.

Now, suppose $T_a(u, v)$ and $T_b(u, v)$ are two solutions to the time kernel equation. The existence of a continuous solution implies that there exists a $K > 0$ such that $|T_a(u, v)| \leq K$ and $|T_b(u, v)| \leq K$ in the bounded region in Figure 1. Then, from their integral forms (30), we get as a first approximation,

$$|T_a(u, v) - T_b(u, v)| \leq \frac{\mu M}{2h^2} \int_0^v \int_0^u |T_a(x, y) - T_b(x, y)| \, dx \, dy \leq \frac{\mu M}{2h^2}(2K)|u||v|. \quad (40)$$

We substitute this back to get a second approximation,

$$|T_a(u, v) - T_b(u, v)| \leq \left( \frac{\mu M}{2h^2} \right)^2 \frac{|u|^2|v|^2}{2}. \quad (41)$$

By induction, the $n^{th}$ approximation gives

$$|T_a(u, v) - T_b(u, v)| \leq \left( \frac{\mu M}{2h^2} \right)^n \frac{|u|^n|v|^n}{n!}. \quad (42)$$

This approaches zero as $n$ approaches infinity. Therefore, the solution is unique. \hfill \Box
3.3 Hermiticity and Time-Reversal Symmetry

Since we are interested in constructing Hermitian operators conjugate to the Hamiltonian, we need to impose additional conditions to the time kernel equation solutions to satisfy Hermiticity. To compare with the time of arrival solution, we will also be looking at the conditions for time-reversal symmetry.

**Hermiticity** It would be sufficient to construct conjugate operators that are Hermitian. The supraquantized time operator is Hermitian if \( T^\dagger = T \). From (14) and (15) in canonical form, the Hermiticity condition can be rewritten as

\[
T(u, v) = T^*(u, -v).
\]

We look at the integral form of \( T(u, v) \) in (30), and get

\[
T^*(u, -v) = \frac{u}{4} + g^*(-v) + c^* + \frac{\mu}{2\hbar^2} \int_0^v \int_0^u \left[ V\left(\frac{x+y}{2}\right) - V\left(\frac{x-y}{2}\right)\right] T^*(x, -y) \, dx \, dy.
\]

(44)

So, if \( T(u, v) = T^*(u, -v) \) (and taking \( T(x, y) = T^*(x, -y) \) to be true inside the integral as well), then a sufficient condition will be obtained by equating each term, giving

\[
g(v) = g^*(-v),
\]

(45)

\[
c = c^*,
\]

(46)

\[
V(q) = V^*(q).
\]

(47)

With \( g(v) = \sum_k \beta_k v^k \), we can rewrite the first condition as

\[
\beta_k = \beta_k^*(-1)^k.
\]

(48)

Thus, \( c \) and \( V(q) \) should be purely real, and the coefficients of the expansion of \( g(v) = \sum_k \beta_k v^k \) should satisfy \( \beta_k = \beta_k^*(-1)^k \). One way of satisfying the condition for \( \beta_k \) is by letting \( \beta_k = i^k \tilde{\beta}_k \), where \( \tilde{\beta}_k \) is purely real. Another way is by letting \( \beta_k \) vanish for odd \( k \) and letting \( \beta_k \) be purely real for even \( k \).

**Time-reversal symmetry** For completeness, we shall look at the conditions for time-reversal symmetry. The time operator satisfies time reversal symmetry if \( \Theta T \Theta^{-1} = -T \) where \( \Theta \) is the time-reversal operator, which in canonical form, gives

\[
T(u, v) = T^*(u, v).
\]

(49)

Similar with the Hermiticity conditions, we can get the conditions for time-reversal symmetry to be

\[
g(v) = g^*(v),
\]

(50)

\[
c = c^*,
\]

(51)

\[
V(q) = V^*(q).
\]

(52)

Thus, we require that \( g(v), c, \) and \( V(q) \) be purely real. The first condition is equivalent to having its power series coefficients satisfy

\[
\beta_k = \beta_k^*,
\]

(53)

for all \( k \), that is, the \( \beta_k \)'s are all purely real.
Hermiticity and Time-reversal symmetry The operator will satisfy both Hermiticity and time-reversal symmetry if the time kernel equation solution \( T(u, v) \) satisfies all the above conditions. We see that \( g \) should satisfy
\[
g(v) = g^*(v) = g^*(-v),
\]
meaning that it is purely real and even. Looking at its expansion coefficients, both \( \beta_k \) conditions (48) and (53) are satisfied if
\[
(-1)^k = 1,
\]
which can only be satisfied for even \( k \). Therefore, the solution is both Hermitian and satisfies time reversal symmetry if
\[
\beta_k = 0, \quad \text{for odd } k,
\]
\[
\beta_k = \beta_k^*, \quad \text{for even } k,
\]
\[
c = c^*,
\]
\[
V(q) = V^*(q).
\]
where the \( \beta_k \)'s are from \( g(v) = \sum_k \beta_k v^k \).

General Free Particle Solution Let’s take a look at the general solution (30) for the free particle case \( V(q) = 0 \),
\[
T(u, v) = \frac{u}{4} + c + g(v),
\]
which gives
\[
\langle q|T|q' \rangle = \frac{\mu}{i\hbar} \text{sgn}(q-q) \left( \frac{q+q'}{4} + c + g(q-q') \right).
\]
The Wigner-Weyl transform (20) gives
\[
\mathcal{T}_h(q, p) = -\frac{\mu q}{p} - \frac{2\mu}{p} c + \frac{\mu}{i\hbar} \int_{-\infty}^{\infty} g(v) \text{sgn}(v) \exp \left( -iv\frac{p}{\hbar} \right) dv,
\]
where (24) was used. Using \( g(v) = \sum_{k=1}^{\infty} \beta_k v^k \), the above equation becomes
\[
\mathcal{T}_h(q, p) = -\frac{\mu q}{p} - \frac{2\mu}{p} c - \frac{2\mu}{p} \sum_{k=1}^{\infty} \beta_k k! \left( \frac{\hbar}{p} \right)^k.
\]
For purely real \( c \), the first two terms satisfy Hermiticity and time-reversal symmetry. The time-reversal symmetry condition of \( \beta_k = \beta_k^* \) leaves the third term to have imaginary components. The Hermiticity condition removes the imaginary components, for example by having \( \beta_k = i\beta_k^* \) for purely real \( \beta_k \). Both Hermiticity and time-reversal symmetry conditions leave the third term to be purely real and only have terms of order \( \mathcal{O}(\hbar^{2k}) \). Analysis of other potentials will become tedious since method of successive approximation will be required, but one can continue hypothesizing the transfer principle so that these properties carry over.

4 Explicit Examples

One simple way of generating other Hamiltonian conjugates is by adding a term which commutes with the Hamiltonian, e.g., when \( T_0 \) is canonically conjugate to the Hamiltonian, then so is \( T_0 + T_C \), where \( T_C \) commutes with the Hamiltonian; one example is \( T_C = f(H) \) where \( f \) is some suitable function of the Hamiltonian. Note that the Hamiltonians here are extended to the rigged Hilbert space, though starting here we drop the \( \times \) notation for convenience. Thus, we get other possible kernel solutions of the form
\[
T(q, q') = T_0(q, q') + T_C(q, q'),
\]
where \( T_0(q,q') \) corresponds to a Hamiltonian conjugate, and \( T_C(q,q') \) corresponds to an operator that commutes with the Hamiltonian. From \([17]\), we must require the kernel factor \( T_C(q,q') \) in \([64]\) to satisfy the time kernel equation
\[
-\frac{\hbar^2}{2\mu} \frac{\partial^2 T_C(q,q')}{\partial q^2} + \frac{\hbar^2}{2\mu} \frac{\partial^2 T_C(q,q')}{\partial q'^2} + [V(q) - V(q')] T_C(q,q') = 0,
\]
and the boundary condition
\[
\frac{dT_C(q,q)}{dq} + \frac{\partial T_C(q,q')}{\partial q} \bigg|_{q' = q} + \frac{\partial T_C(q,q')}{\partial q'} \bigg|_{q' = q} = 0,
\]
where the right hand side is now zero (cf. \([19]\)). This \( T_C(q,q') \) solution corresponds to operators \( T_C \) which commute with the Hamiltonian, i.e., \( T_C \) is a constant of motion.

We now proceed with examples of other Hamiltonian conjugate solutions. We look at different boundary conditions along the diagonal of the form \([32]\) which satisfy the Hermiticity conditions \([48], [46], [47]\). However, for all the examples except the last one, we do not impose time-reversal symmetry. In this paper, we are mostly interested in operators which are Hermitian and are conjugate to the Hamiltonian.

### 4.1 Reciprocal of the Hamiltonian

**Free Particle** Consider, for \( V(q) = 0 \), the solution
\[
T(q,q') = \frac{1}{4} (q + q') - i\beta(q - q'),
\]
where \( \beta \) is some constant. The first term is the usual free time of arrival solution. The second term is also a solution to the free time kernel equation which satisfies \([66]\) instead. Note that \( T(q,q') = T^*(q',q) \). This solution satisfies the boundary conditions
\[
T(q,q) = \frac{q}{2} \quad \text{and} \quad T(q,-q) = -2i\beta q.
\]
This is just \([32]\) with \( c = 0 \) and \( g(2q) = -i\beta(2q) \). This means that the solution is unique and corresponds to a Hamiltonian conjugate. From Section 3.3, for purely real \( \beta \), the solution is Hermitian, which one clearly sees from \( T(q,q') \); however, the solution does not satisfy time-reversal symmetry since \( T(q,-q) \) is purely imaginary.

The solution is in the form \( T(q,q') = T_{TOA}(q,q') + T_C(q,q') \), where \( T_{TOA} \) is the usual time of arrival solution, and \( T_C \) is a solution satisfying \([66]\). Using \([15]\), we get the kernel
\[
\langle q|T|q'\rangle = \frac{\mu}{4\hbar} (q + q') \text{sgn}(q - q') - \frac{\mu\beta}{\hbar} (q - q') \text{sgn}(q - q'),
\]
which is in the form The Wigner-Weyl transform \([20]\) of this kernel is given by
\[
\mathcal{T}_h(q,p) = \left(-\frac{\mu q}{p} + \beta \frac{2\mu h}{p^2}\right),
\]
for \( p \neq 0 \), where we have used the relation \([24]\). We see that the first term is the free classical time of arrival (at the origin), while the second term \( T_C \) becomes \( \beta \hbar H^{-1} \), where \( H(q,p) = p^2/2\mu \) is the free Hamiltonian. In the classical limit, this second term vanishes as \( \hbar \to 0 \) unless \( \beta \) is sufficiently large, in the sense that \( \beta \propto \hbar^{-1} \).

Note that \( \hbar/H \) has the correct units of time. Therefore, the boundary conditions \([68]\) correspond to the time of arrival shifted by \( \beta \hbar H^{-1} \). One could interpret the shift term in the kernel solution to be the supraquantization of \( \beta \hbar H^{-1} \), i.e., for free particle,
\[
\beta \hbar \langle q|T_C|q'\rangle = \frac{\mu\beta}{\hbar} (q - q') \text{sgn}(q - q').
\]
And so, when we set \( \beta = 0 \), we will obviously recover the time of arrival solution as \([68]\) becomes the time of arrival boundary conditions. When we apply the transfer principle \([15]\), the boundary conditions \([68]\) must then correspond to a solution in the form of \( T_{TOA} + \beta \hbar H^{-1} \) for all continuous potentials.
Harmonic Oscillator  The boundary conditions \[ p(n, 0) = \frac{u}{4} \quad \text{and} \quad p(0, v) = -i\beta v, \] (72) in canonical form. We solve for \( T(u, v) \) using Frobenius method, where the solution is of the form \[ p(n, 0) = c_n v^n, \] and substituting to the time kernel equation \[ (25) \] will give a recurrence relation for \( a_{m, n} \) which depends on \( V(q) \). The boundary conditions impose that \[ a_{m, 0} = \frac{1}{4} \delta_{m, 1} \quad \text{and} \quad a_{0, n} = -i\beta \delta_{n, 1}. \] (73) We also let \( a_{m, n} = 0 \) for \( m < 0 \) or \( n < 0 \) so that the solution is analytic.

For \( V(q) = \frac{1}{2} \mu \omega^2 q^2 \), the time kernel equation gives the recurrence relation \[ a_{m, n} = \frac{\mu^2 \omega^2}{4h^2} \frac{1}{mn} a_{m-2, n-2}. \] (74) The condition \( a_{m, 0} = \frac{1}{4} \delta_{m, 1} \) produces nonvanishing values for \( a_{1, 0}, a_{3, 2}, a_{5, 4}, \) and so on—these terms are just that of the time of arrival solution \( T_{\text{TOA}} \). The second condition \( a_{0, n} = -i\beta \delta_{n, 1} \) produces a separate branch of nonvanishing terms \[ a_{0, 1} = -i\beta, \] (75) \[ a_{2, 3} = -i\beta \frac{\mu^2 \omega^2}{4h^2} \begin{pmatrix} 1 \\ 2 \\ 3 \end{pmatrix}, \] (76) \[ a_{4, 5} = -i\beta \left( \frac{\mu^2 \omega^2}{4h^2} \right)^2 \begin{pmatrix} 1 \\ 2 \\ 4 \\ 3 \\ 5 \end{pmatrix}, \] (77) and so on. We can simplify this to a single index relation, \[ a_j = -i\beta \left( \frac{\mu \omega}{2h} \right) \frac{2^j}{(2j + 1)!}, \] (78) and thus, the solution is then, upon changing back to \((q, q')\), \[ T(q, q') = T_{\text{TOA}}(q, q') - i\beta \sum_{j=0}^{\infty} \frac{1}{(2j + 1)!} \left( \frac{\mu \omega}{2h} \right)^{2j} (q + q')^{2j} (q - q')^{2j + 1}, \] (79) where the first term \( T_{\text{TOA}}(q, q') \) is the usual harmonic oscillator time of arrival solution. One then gets the kernel \[ (25) \] by multiplying \((\mu/ih) \text{sgn}(q - q')\). Upon using the Wigner-Weyl transform \[ (20) \], we get \[ T_h(q, p) = T_{\text{TOA}}(q, p) + \beta \frac{2\mu h}{p^2} \sum_{j=0}^{\infty} (-1)^j \left( \frac{\mu^2 \omega^2 q^2}{p^2} \right)^j, \] (80) where \[ (21) \] was used. We see again that the first term is the local time of arrival at the origin for the harmonic oscillator case. Meanwhile, the second term is a series expansion of \( \beta hH^{-1} \) for the harmonic oscillator Hamiltonian \( H(q, p) = p^2/2\mu + \mu \omega^2 q^2/2 \). This converges for \( q \) close to the origin, in accordance with the local time of arrival (the shifting term converges for \(|q| < p/\mu \omega \)). We therefore arrive at the shifted time of arrival as well for sufficiently large \( \beta \).

The time kernel equation \[ (18) \] and the boundary conditions \[ (68) \] then constitute the supraquantization of the series expansion of the classical time of arrival at the origin shifted by \( \beta hH^{-1} \). These supraquantized operators are Hermitian and are canonically conjugate to the their corresponding Hamiltonians. The shifting term takes the form \[ \beta h \langle q | T_C | q' \rangle = \frac{\mu}{ih} T_C(q, q') \text{sgn}(q - q'). \] (81) For the harmonic oscillator case, we see that \[ \langle q | T_C | q' \rangle = -\frac{\mu}{h^2} \sum_{j=0}^{\infty} \frac{1}{(2j + 1)!} \left( \frac{\mu \omega}{2h} \right)^{2j} (q + q')^{2j} (q - q')^{2j + 1} \text{sgn}(q - q'). \] (82)
These solutions are a manifestation of the multiple solutions of $[H, T] = \pm i\hbar$, i.e., we can add any multiple of $\hbar T_C$ to $T$ and the commutation relation will still be satisfied. The multiple solutions to the time-energy canonical commutation relation can be differentiated by looking at their dynamics and their internal symmetry $[24, 25]$. For example, one can see that if $\beta \neq 0$, then $\langle q| T_T[q']^* \neq -\langle q| T[q']$, i.e., time reversal symmetry is broken. This is in contrast with the time of arrival solution (the $\beta = 0$ case) where time-reversal symmetry is satisfied.

Finally, we note that when we set the first condition to $T(q, q) = 0$ (setting this gets rid of the time of arrival term), we have a method of constructing the supraquantization of just the reciprocal of the Hamiltonian. One can see that, for linear systems, its supraquantization $\langle q| T_C[q']$ is equivalent to the corresponding Weyl quantization $\langle q| H^{-1} |q'$ $[25, 26]$, consistent with the supraquantization of the local time of arrival being equal to its Weyl quantized form $[13]$. However, it is only equal to the leading term for nonlinear systems.

### 4.2 Negative powers of the Hamiltonian

We can generalize the above example and consider the boundary conditions

$$ T(q, q) = \frac{q}{2} \quad \text{and} \quad T(q, -q) = -i^{2N-1}\beta \mu^{-2(N-1)}(2q)^{2N-1}. \tag{83} $$

for any integer $N \geq 1$. Since these are also a special case of $[82]$, then the solutions also correspond to Hamiltonian conjugates. Since this satisfies $[48]$, i.e., $(i^{2N-1}\beta_{2N-1})^* = (-1)^{2N-1}(i^{2N-1}\beta_{2N-1})$ for purely real $\beta_{2N-1} = \beta$, we also note that the solutions will be Hermitian. However, the solutions will not satisfy time-reversal symmetry.

Changing variables to $u = q + q'$ and $v = q - q'$ gives the conditions in canonical form

$$ T(u, 0) = \frac{u}{4} \quad \text{and} \quad T(0, v) = -i^{2N-1}\frac{\beta}{\mu^{2N-2}}v^{2N-1}. \tag{84} $$

Assuming an analytic solution $[20]$ to the time kernel equation $[24]$, then we get conditions

$$ \alpha_{m,0} = \frac{1}{4}\delta_{m,1} \quad \text{and} \quad \alpha_{0,n} = -i^{2N-1}\frac{\beta}{\mu^{2N-2}}\delta_{n,2N-1}, \tag{85} $$

and $\alpha_{m,n} = 0$ for negative $m$ or $n$.

#### Free Particle

For $V(q) = 0$, the boundary conditions give the solution

$$ T(q, q') = T_{\text{TOA}}(q, q') - i^{2N-1}\frac{\beta}{\mu^{2N-2}}(q - q')^{2N-1}, \tag{86} $$

which is just the time of arrival solution plus a $T_C$ term satisfying $[66]$. Using the Wigner-Weyl transform $[20]$ and relation $[24]$, we get

$$ T_h = -\frac{\mu q}{p} + \beta \frac{(2N - 1)!}{\mu^{3(N-1)}} \frac{\hbar^{2N-1}}{H^N}. \tag{87} $$

Note that second term of the transform, $\hbar^{2N-1}\mu^{-3(N-1)}H^{-N}$, also has the correct units of time. This gives us the free time of arrival shifted by a term proportional to $H^{-N}$, where $H$ is the classical Hamiltonian. It follows that the corresponding kernel solution $T_C$ is its supraquantization, for integer $N \geq 1$. This disappears in the classical limit unless $\beta$ is sufficiently large, like when $\beta \propto \hbar^{-(2N-1)}$.

#### Harmonic Oscillator

For $V(q) = \frac{1}{2}\mu\omega^2 q^2$, the boundary conditions give a solution

$$ T(q, q') = T_{\text{TOA}} - i^{2N-1}\frac{\beta}{\mu^{2N-2}} \sum_{s=0}^{\infty} \left( \frac{\mu\omega}{2\hbar} \right)^{2s} \frac{1}{2^s s!} \frac{\Gamma(N + \frac{1}{2})}{\Gamma(N + \frac{1}{2} + s)} (q + q')^{2s} (q - q')^{2N-1+2s}. \tag{88} $$
After using (20) and (24),

\[ T_R = t_{TOA}(q, p) + \beta \frac{(2N - 1)!}{2^{N-1}} \frac{\hbar^{2N-1}}{\mu^{3(N-1)}} \left( \frac{2\mu}{p^2} \right)^N \sum_{s=0}^{\infty} (-1)^s \frac{\Gamma(N + s)}{s! \Gamma(N)} \left( \frac{\mu^2 \omega^2 q^2}{p^2} \right)^s. \]  

We see that the second term is proportional to the series expansion of \( H^{-N} \) for the harmonic oscillator. Thus, we get the harmonic oscillator time of arrival shifted by a term proportional to \( H^{-N} \), where \( H \) is the harmonic oscillator Hamiltonian, for \( q \) sufficiently close to the origin.

Therefore, the boundary conditions correspond to time kernel solutions that are the supraquantization of the series expansion of the time of arrival at the origin shifted by a term proportional to \( H^{-N} \). The constructed supraquantized operators are unique, are Hermitian, and are conjugate to the Hamiltonian. The form of the supraquantized \( H^{-N} \) is

\[ \beta \frac{(2N - 1)!}{2^{N-1}} \frac{\hbar^{2N-1}}{\mu^{3(N-1)}} \langle q|T_C(q') \rangle = \frac{\mu}{i\hbar} T_C(q, q') \text{sgn}(q - q') , \]

where \( T_C(q, q') \) is the shifting term of the time of arrival solution.

**General Potential** We shall now look at the general potential case,

\[ V(q) = \sum_{s=1}^{\infty} a_s q^s. \]  

With this potential, the time kernel equation gives the recurrence relation

\[ \alpha_{m,n} = \frac{\mu}{2\hbar^2} \frac{1}{mn} \sum_{s=1}^{\infty} \frac{a_s}{2^s - 1} \sum_{k=0}^{[s]} \binom{s}{2k+1} \alpha_{m-s+2k,n-2k-2}, \]

where \([s] = \frac{s}{2} - 1 \) for even \( s \), and \([s] = \frac{s-1}{2} \) for odd \( s \). The first boundary condition in just gives the time of arrival solution. The second boundary condition in spits out the shifting term \( T_C \).

We then focus on the \( \alpha_{m,n} \)'s generated by the second condition of . For the general potential, we have, for positive \( m \) and \( j \) (see Appendix A),

\[ \alpha_{m,2N-1+2j} = \sum_{s=0}^{j-1} \binom{\mu}{2\hbar^2}^{j-s} \alpha_{m,j}^{(s)}, \]

where

\[ \alpha_{m,j}^{(s)} = \frac{1}{m(2N - 1 + 2j)} \sum_{r=0}^{s} \sum_{n=2r+1}^{m+2r} \frac{a_n}{2^{n-1}} \binom{n}{2r+1} \alpha_{m-n+2r,j-r-1}^{(s-r)}. \]

The Wigner-Weyl transform gives

\[ T_R \propto \sum_{s=0}^{j-1} (-1)^j \binom{\mu}{2\hbar^2}^{j-s} (2N - 1 + 2j) \alpha_{m,j}^{(s)} \frac{\hbar^{2N-1+2s}}{p^{2j}}. \]

We are only interested in the leading term \( s = 0 \); we ignore the higher order terms \( s > 0 \) for now. This leading term is of \( O(\hbar^{2N-1}) \), and the \( s > 0 \) terms are of order \( O(\hbar^{2N+1}) \). We then deal with

\[ \alpha_{m,j}^{(0)} = -i^{2N-1} \frac{\beta}{\mu^{2N-2}} \frac{\Gamma(N + \frac{1}{2})}{\Gamma(N + \frac{1}{2} + j)} \frac{1}{2m} C_{m,j}, \]

where

\[ C_{m,j} = \frac{1}{m} \sum_{s=1}^{m} s a_s C_{m-s,j-1}, \]
and \(C_{m,0} = \delta_{m,0}\). Then, our time kernel solution is of the form

\[
T^{(0)}(u, v) = T_{\text{TOA}}^{(0)}(u, v) - i^{2N-1} \frac{\beta}{\mu^{2N-2}} \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \left( \frac{\mu}{2\hbar^2} \right)^j \frac{\Gamma(N + \frac{1}{2} + j)}{\Gamma(N + \frac{1}{2} + j)} \frac{1}{2m} C_{m,j} u^m v^{2N-1+2j},
\]

where \(T_{\text{TOA}}^{(0)}(u, v)\) is the leading term of the time of arrival solution generated by the first condition of (85). The second term meanwhile is the leading term of the solution generated by the second condition in (85). The Wigner-Weyl transform then gives

\[
T_h^{(0)}(q, p) = t_{\text{TOA}}(q, p) + \frac{(2N-1)!}{2^{N-1} \mu^{3(N-1)}} \hbar^{2N-1} \sum_{k=0}^{\infty} \frac{(-1)^k \Gamma(N + k)}{k! \Gamma(N)} \left( \frac{2\mu}{\hbar^2} \right)^k \left( \sum_{s=1}^{\infty} a_s q^s \right)^k,
\]

where the second term is nothing but a term proportional to \(\hbar^{-N}\) for the general potential.

Thus, even in the general potential case, we still get the time of arrival shifted by a term proportional to an inverse power of the Hamiltonian. We then have the following Proposition.

**Proposition 1.** For an entire analytic potential \(V(q)\), and for constant \(\beta \in \mathbb{R}\) and \(N \in \mathbb{Z}^+\), the solution to the time kernel equation

\[
-\frac{\hbar^2}{2\mu} \frac{\partial^2 T(q, q')}{\partial q^2} + \frac{\hbar^2}{2\mu} \frac{\partial^2 T(q, q')}{\partial q'^2} + [V(q) - V(q')]T(q, q') = 0,
\]

with boundary conditions

\[
T(q, q) = \frac{q}{2}, \quad T(q, -q) = -i^{2N-1} \beta \mu^{-2(N-1)}(2q)^{2N-1},
\]

is given by

\[
T(q, q') = T_{\text{TOA}}(q, q') + T_C(q, q'),
\]

where the first term \(T_{\text{TOA}}(q, q')\) is the kernel of the time of arrival operator, and the second term \(T_C(q, q')\) gives the Wigner-Weyl transform

\[
T_h,C(q, p) = \begin{cases} 
\beta \frac{(2N-1)!}{2^{N-1} \mu^{3(N-1)}} \left( \frac{1}{\mathcal{H}(q,p)} \right)^N, & \text{for linear systems,} \\
\beta \frac{(2N-1)!}{2^{N-1} \mu^{3(N-1)}} \left( \frac{1}{\mathcal{H}(q,p)} \right)^N + \mathcal{O}(\hbar^{2N+1}), & \text{for nonlinear systems.}
\end{cases}
\]

In the classical limit \(\hbar \to 0\), all that remains in the Wigner-Weyl of \(T(q, q')\) is the local time of arrival (at the origin) term \(t_0(q, p)\). If \(\beta \propto 1/\hbar^{2N-1}\), then the higher order terms in (103) reduce from \(\mathcal{O}(\beta \hbar^{2N+1})\) to \(\mathcal{O}(\hbar^2)\), and the classical limit is then the local time of arrival shifted by a term proportional to a negative power of the Hamiltonian. We then interpret the time kernel solution

\[
\langle q|T|q' \rangle = \langle q|T_{\text{TOA}}|q' \rangle + \beta \frac{(2N-1)!}{2^{N-1} \mu^{3(N-1)}} \hbar^{2N-1} \langle q|T_C|q' \rangle,
\]

as the supraquantization of

\[
T_0(q, p) = t_0(q, p) + \beta \frac{(2N-1)!}{2^{N-1} \mu^{3(N-1)}} \hbar^{2N-1} \left( \frac{1}{\mathcal{H}(q,p)} \right)^N.
\]

Again, we note that \(\langle q|T_C|q' \rangle\) and \(\langle q|H^{-N}|q' \rangle\) are not equal in general, since only the leading term of \(\langle q|T_C|q' \rangle\) corresponds to \(H^{-N}\).


4.3 An example satisfying time-reversal symmetry

The inverse powers of the Hamiltonian constitute solutions that can be Hermitian, but not satisfy time reversal symmetry. The second boundary condition for the Hamiltonian solution was in the form $\beta_{2N-1} q^{2N-1}$ for positive integer $N$, i.e., they only have nonvanishing $\beta_k$'s for odd $k$. To satisfy time-reversal symmetry, $\beta_k$ should vanish for odd $k$ and be purely real for even $k$.

Suppose we have the boundary condition

$$T(q, q) = \frac{q}{2} \quad \text{and} \quad T(q, -q) = \lambda q^2,$$

where $\lambda$ is some constant with units of inverse length. This gives, for the free particle case $V(q) = 0$, the time kernel solution

$$T(q, q') = \frac{1}{4}(q + q') + \lambda \left(\frac{q - q'}{2}\right)^2,$$

which gives

$$\langle q | T | q' \rangle = \frac{\mu}{4i\hbar}(q + q') \sgn(q - q') + \lambda \frac{\mu}{4i\hbar}(q - q')^2 \sgn(q - q').$$

This kernel is Hermitian and satisfies time reversal symmetry. The Wigner-Weyl transform gives

$$\mathcal{T}_h(q, p) = -\frac{\mu q}{p} + \lambda \frac{\mu \hbar^2}{p^2}.$$  

The second term then has units of time, and is also interpreted to shift the time of arrival result. This shifting term vanishes as $h \to 0$. Note that this shifting term is not anymore a function of the Hamiltonian but still corresponds to an operator which commutes with the Hamiltonian. This demonstrates that the term added to a Hamiltonian conjugate need not be a function of a Hamiltonian to still satisfy the canonical commutation relation.

5 The Modified Time Kernel Equation

The transfer principle can be exhibited in a less explicit way in deriving the time of arrival operator [22]. This gives a more general way of establishing quantum-classical correspondence via supraquantization. Instead of assuming a definite form of the kernel, the whole kernel $\langle q | T | q' \rangle$ can be regarded as unknown. We then interpret our time operator $\mathcal{T}$ as a distribution on some test function space, i.e., $\langle T, \varphi \rangle = \int T(q, q') \varphi(q, q') \, dq \, dq'$.

Since $H^X$ is a mapping from $\Phi^X$ to $\Phi^X$, then $H^X T$ is well defined for $T \varphi \in \Phi^X$. For the $T H^X$ term, we choose $\Phi$ to be invariant under $H^X$ (which is satisfied if $\Phi$ is invariant under a self-adjoint $H$); here we continue choosing $\Phi$ to be the space of infinitely differentiable functions with compact support. We then have, for $\varphi$ and $\tilde{\varphi}$ in $\Phi$,

$$\langle \tilde{\varphi} | [H^X, T] | \varphi \rangle = \int \int \tilde{\varphi}^*(q) \left[ -\frac{\hbar^2}{2\mu} \frac{\partial^2 T(q, q')}{\partial q^2} + V(q) T(q, q') \right] \varphi(q') \, dq' \, dq$$

$$- \int \int \tilde{\varphi}^*(q) \left[ -\frac{\hbar^2}{2\mu} \frac{\partial^2 T(q, q')}{\partial q'^2} + V(q') T(q, q') \right] \varphi(q') \, dq \, dq',$$

where $T(q, q')$ is essentially the kernel $\langle q | T | q' \rangle$ in the original time kernel equation; and where the $T H^X$ is obtained using the definition of the derivative of a distribution $T \varphi^{(n)} = (-1)^n T^{(n)} \varphi$, thus

$$T H^X \varphi(q') = T \left( -\frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial q'^2} \varphi(q') + V(q') \varphi(q') \right) = -\frac{\hbar^2}{2\mu} \frac{\partial^2 T}{\partial q'^2} \varphi(q') + V(q') T \varphi(q').$$

This holds for any $\Phi$ where the derivative of a distribution is related to the distribution of the derivative in this way. Note that the integrals here are to be understood in the distributional sense. They reduce to the usual integration for regular distributions, but is only symbolic for singular distributions (e.g., Dirac delta distribution).
If we then impose the canonical commutation relation $[H^\times, T] = i\hbar$, we must require that
\[
-\frac{\hbar^2}{2\mu} \frac{\partial^2 T(q, q')}{\partial q'^2} + \frac{\hbar^2}{2\mu} \frac{\partial^2 T(q, q')}{\partial q^2} + [V(q) - V(q')] T(q, q') = i\hbar \delta(q - q').
\] (112)

We call (112) the modified time kernel equation. Note that any solution to the modified time kernel equation (112) automatically corresponds to an operator that is canonically conjugate with the Hamiltonian. For the boundary condition $T(\Gamma) = 0$ for any boundary $\Gamma$, it was shown to have the same result as the original time kernel equation for linear systems [22]. Comparing with the original time kernel equation (113) and boundary condition (19), the modified time kernel equation is written as one equation instead of two, and does not have the assumption that $T(q, q') = (\mu/\hbar) T(q, q') \text{sgn}(q - q')$ for analytic $T(q, q')$.

We first express (112) in its canonical form by changing variables to
\[
-\frac{2\hbar^2}{\mu} \frac{\partial^2 T(u, v)}{\partial u \partial v} + \left[ V\left(\frac{u + v}{2}\right) - V\left(\frac{u - v}{2}\right) \right] T(u, v) = i\hbar \delta(v).
\] (113)

In [22], given the time of arrival boundary conditions, (113) was solved using Green’s function and method of successive approximation. Here, to get the general solution, we first note that
\[
\int \delta(y) \, dy = \alpha H(v) - \beta H(-v) + c,
\] (114)
where $H(x)$ is the Heaviside function, $\alpha$ and $\beta$ are constants, $c$ is the constant distribution, and $\alpha + \beta = 1$. Note that the antiderivative of $\delta$ still resides inside $\Phi^\times$.

From (113), we then get the integral form of the modified time kernel equation,
\[
T(u, v) = \frac{\mu}{2i\hbar} (\alpha H(v) - \beta H(-v)) + (f(u) + g(v))
+ \frac{\mu}{2\hbar^2} \int_0^v \int_0^u \left[ V\left(\frac{x + y}{2}\right) - V\left(\frac{x - y}{2}\right) \right] T(x, y) \, dx \, dy,
\] (115)
where $f$ and $g$ are distributions in $u$ and $v$, respectively. The distribution $T$ acts on test functions of two independent variables $\phi(u, v) \in \Phi$. Note that here, $\frac{\partial^{k_1+k_2}}{\partial u^{k_1} \partial v^{k_2}} \phi(u, v)$ exists and is continuous everywhere for all positive integers $k_1$ and $k_2$. Also, the support of $\phi$ is the closure of the set of all points in $(u, v)$ wherein $\phi(u, v)$ is nonzero.

The definite integrals in (115) will depend on the nature of the potential $V(q)$ and the time kernel distribution $T$. For now, we will only deal with the case of continuous potentials and with regular distributions $T$, i.e., the $f(u)$ and $g(v)$ are locally integrable functions. One could interpret the integrals as
\[
\left< \left[ V\left(\frac{x + y}{2}\right) - V\left(\frac{x - y}{2}\right) \right] T(x, y) \theta(x, y), \lambda(x, y) \right> = \int_0^v \int_0^u \left[ V\left(\frac{x + y}{2}\right) - V\left(\frac{x - y}{2}\right) \right] T(x, y) \, dx \, dy,
\] (116)
where $\theta(x, y)$ is identically equal to one over the region $0 \leq x \leq u$ and $0 \leq y \leq v$ (c.f. over the region $R$ in Figure 1) and is zero outside, and where $\lambda(x, y) \in \Phi$ is identically equal to one over neighborhood of the region $0 \leq x \leq u$ and $0 \leq y \leq v$, and is zero outside some bigger region.

Finally, we note that two distributions $T_1$ and $T_2$ are equal if
\[
\langle T_1, \phi \rangle = \langle T_2, \phi \rangle,
\] (117)
for every $\phi \in \Phi$; in other words, $\langle T_1 - T_2, \phi \rangle = 0$. If these regular distributions correspond to continuous functions, then $T_1$ and $T_2$ must be identical (at least, in the neighborhood of the support of $\phi$). In general, the regular distributions, $T_1$ and $T_2$, correspond to locally integrable functions, which include functions with points where it is discontinuous (e.g. the Heaviside function). This means that two equal regular distributions can differ at most on a set of measure zero [27].

Below, we will show that there exists a regular distribution $T$ that is a solution to the modified time kernel equation. The proof is analogous to Theorem [2] where here, we recast it in a distributional sense.
Theorem 3. Consider the integral form of the modified time kernel equation given by \(115\). If \(V(q)\) is a continuous function at any point of the real line, and if \(f\) and \(g\) are locally integrable functions, then there exists a regular distribution \(T\) that is a solution to the modified time kernel equation \(112\).

Proof. From the integral form of the modified time kernel equation \(115\), we can use the method of successive approximation. Let \(\{T_n\}_{n=0}^\infty\) be a sequence of locally integrable functions where

\[
T_0(u, v) = \frac{\mu}{2\pi hj} u[\alpha H(v) - \beta H(-v)] + f(u) + g(v),
\]

and

\[
T_n(u, v) = \frac{\mu}{2\pi hj} u[\alpha H(v) - \beta H(-v)] + f(u) + g(v) + \frac{\mu}{2\pi h^2} \int_0^u \int_0^u \left[V\left(\frac{x+y}{2}\right) - V\left(\frac{x-y}{2}\right)\right] T_{n-1}(x, y) \, dx \, dy.
\]

For locally integrable functions \(f(u)\) and \(g(v)\), the first approximation \(T_0(u, v)\) is also a locally integrable function. It follows that \(T_n(u, v)\) is also locally integrable. They then correspond to regular distributions in \(\Phi^\times\). We would like to show that \(\{T_n(u, v)\}_{n=0}^\infty\) converges.

It is convenient to also write \(T_n\) as

\[
T_n(u, v) = \frac{\mu}{2\pi hj} u[\alpha H(v) - \beta H(-v)] + f(u) + g(v) + \sum_{j=1}^n \left|T_j(u, v) - T_{j-1}(u, v)\right|.
\]

Since \(V(q)\) is continuous, there exists an \(M > 0\) such that \(|V(\pm u) - V(\pm v)| \leq M\) for any point \((x, y)\) in the region \(R\) in Figure 1. Also, since \(f\) and \(g\) are locally integrable, then there exists an \(N_f > 0\) and \(N_g > 0\) such that \(\int_{\Omega_f} |f(x)| \, dx \leq N_f\) and \(\int_{\Omega_g} |g(y)| \, dy \leq N_g\) for all compact subsets \(\Omega_f \subset D(f)\) and \(\Omega_g \subset D(g)\), where \(D(f)\) and \(D(g)\) are the domains of \(f\) and \(g\) respectively. We then have,

\[
|T_1(u, v) - T_0(u, v)| \leq \frac{\mu M}{2\pi h^2} \int_0^u \int_0^u \left|\frac{\mu}{2\pi hj} x\left[\alpha H(y) - \beta H(-y)\right] + f(x) + g(y)\right| \, dx \, dy
\]

\[
\leq \frac{\mu M}{2\pi h^2} \int_0^u \int_0^u \left[\frac{\mu}{2\pi hj}|x|\left(|\alpha| |H(y)| + |\beta||H(-y)|\right) + |f(x)| + |g(y)|\right] \, dx \, dy
\]

\[
\leq \frac{\mu M}{2\pi h^2} \left[\frac{\mu}{2\pi hj}|u|^2|v|\right] \left[\frac{\mu}{2\pi hj}|u||v|\left(N_f + N_g\right)\right]
\]

\[
= \frac{\mu M}{2\pi h^2} |u||v|\left[\frac{\mu}{2\pi hj}|u||v|\left(N_f + N_g\right)\right].
\]

Similarly,

\[
|T_2(u, v) - T_1(u, v)| \leq \frac{\mu M}{2\pi h^2} \int_0^u \int_0^u |T_1(x, y) - T_0(x, y)| \, dx \, dy
\]

\[
\leq \left(\frac{\mu M}{2\pi h^2}\right)^2 \frac{|u|^2|v|^2}{2 \cdot 2} \left[\frac{\mu}{2\pi hj}|u|\left(|\alpha| + |\beta|\right) + \left(N_f + N_g\right)\right],
\]

and,

\[
|T_3(u, v) - T_2(u, v)| \leq \left(\frac{\mu M}{2\pi h^2}\right)^3 \frac{|u|^3|v|^3}{2 \cdot 2 \cdot 2} \left[\frac{\mu}{2\pi hj}|u|\left(|\alpha| + |\beta|\right) + \left(N_f + N_g\right)\right].
\]

By induction,

\[
|T_j(u, v) - T_{j-1}(u, v)| \leq \left(\frac{\mu M}{2\pi h^2}\right)^j \frac{|u|^j|v|^j}{(j)!^2} \left[\frac{\mu}{2\pi hj}|u|\left(|\alpha| + |\beta|\right) + \left(N_f + N_g\right)\right].
\]

We see that this goes to zero as \(j\) approaches infinity. Thus, the partial sum in \(120\) is absolutely and uniformly convergent for all finite values of \(u\) and \(v\). Therefore, the sequence \(\{T_n(u, v)\}_{n=0}^\infty\) converges.
Let the limit of $T_n$ as $n \to \infty$ be denoted by $T$. Then, $T$ is a solution to the modified time kernel equation. Since $\Phi^X$ is closed under convergence \[27\], then $T_n \in \Phi^X$ implies that $T$ is also in $\Phi^X$, i.e., $T$ is a regular distribution for locally integrable functions $f$ and $g$. \[\square\]

When $T$ is a regular distribution, then there is a one-to-one relation between $T$ and a locally integrable function $T(q, q') = \langle q | T | q' \rangle$. The uniqueness proof of Theorem \[2\] could also be attempted here. One has to note that all the locally integrable functions which differ at most on a set of measure zero produce the same regular distribution. Each solution can then be thought of as an equivalence class of functions corresponding to a particular regular distribution. Additionally, Theorem \[3\] only shows the existence of a distributional solution for locally integrable function $f$ and $g$. This does not encompass all the possible solutions, since one could also choose $f$ and $g$ to be Dirac deltas, making $T$ a singular distribution.

**Hermiticity**  Our operator $T$ is Hermitian if $T(q, q') = T^*(q', q)$; in canonical form,

\[ T(u, v) = T^*(u, -v). \]  \[125\]

From the general solution \[115\], we see that

\[ T^*(u, -v) = \frac{\mu u [\beta^* H(v) - \alpha^* H(-v)] + f^*(u) + g^*(-v)}{2i \hbar} + \frac{\mu}{2i \hbar^2} \int_0^v \int_u^v \left[ V\left(\frac{x+y}{2}\right) - V\left(\frac{x-y}{2}\right) \right]^* T^* (x, -y) \, dx \, dy. \]  \[126\]

Comparing the first terms of $T(u, v)$ and $T^*(u, -v)$ gives

\[ (\alpha - \beta^*) H(v) = (\beta - \alpha^*) H(-v). \]  \[127\]

Since $H(v)$ and $H(-v)$ are independent, then we get

\[ \alpha = \beta^*. \]  \[128\]

With $\alpha + \beta = 1$, then the above condition also implies that $\alpha + \alpha^* = 1$, and similarly, $\beta + \beta^* = 1$.

Thus, the Hermiticity condition $T(u, v) = T^*(u, -v)$ is satisfied if

\[ \text{Re}(\alpha) = \text{Re}(\beta) = \frac{1}{2}, \]  \[129\]

\[ \alpha = \beta^*, \]  \[130\]

\[ f(u) = f^*(u), \]  \[131\]

\[ g(v) = g^*(-v), \]  \[132\]

\[ V(q) = V^*(q). \]  \[133\]

If the real parts of $\alpha$ and $\beta$ are $1/2$, then $T(u, v)$ will contain a term with $\text{sgn}(v)$, which will generate the usual time of arrival solution.

**Time-reversal symmetry**  Our operator $T$ satisfies time-reversal symmetry if $T^*(q, q') = -T(q, q')$; in canonical form,

\[ T^*(u, v) = -T(u, v). \]  \[134\]

Then, comparing the first terms give

\[ (\alpha - \alpha^*) H(v) = (\beta - \beta^*) H(-v). \]  \[135\]

Again, since $H(v)$ and $H(-v)$ are independent, then $\alpha = \alpha^*$ and $\beta = \beta^*$.

Thus, time-reversal symmetry holds when

\[ \alpha = \alpha^*, \quad \beta = \beta^*, \]  \[136\]
\[ \alpha + \beta = 1, \]
\[ f(u) = -f^*(u), \]
\[ g(v) = -g^*(v), \]
\[ V(q) = V^*(q). \]

In other words, \( \alpha, \beta, \) and \( V(q) \) are purely real while \( f(u) \) and \( g(v) \) are purely imaginary.

**Both Hermitian and Time-reversal symmetric** If we want our solution to satisfy both Hermiticity and time-reversal symmetry, then the conditions for both must be simultaneously imposed. For the constants \( \alpha \) and \( \beta \), since time-reversal symmetry requires purely real \( \alpha \) and \( \beta \), and Hermiticity requires that the real part of both be 1/2; thus \( \alpha = \beta = 1/2 \). For \( f \), we have the condition \( f(u) = f^*(u) = -f^*(u) \), which gives \( f^*(u) = 0 \), and thus, \( f(u) = 0 \). For \( g \), we have \( g(v) = g^*(-v) = -g^*(v) \), which means that \( g \) is purely imaginary and odd. Thus, both Hermiticity and time-reversal symmetry are satisfied if

\[ \alpha = \beta = \frac{1}{2}, \]
\[ f(u) = 0, \]
\[ g(v) = g^*(-v) = -g^*(v), \]
\[ V(q) = V^*(q). \]

The \( \alpha = \beta = 1/2 \) condition makes the first term in (115) contain a \( \text{sgn}(v) \) which gives the time of arrival solution. We let \( f \) vanish, \( g(v) \) be odd and purely imaginary, and the potential \( V(q) \) to be purely real.

### 5.1 Free Particle

For the free particle case \( V(q) = 0 \), the general solution is simply

\[ T(u, v) = \frac{\hbar}{2} u[\alpha H(v) - \beta H(-v)] + f(u) + g(v). \]

Using the Wigner-Weyl transform (20) and using the relation for the Fourier transform of \( H(t) \), \( \tilde{H}(t) \), where \( \tilde{f} = \int_{-\infty}^{\infty} f(t)e^{-i\omega t}dt \), we have [27],

\[ \int_{-\infty}^{\infty} H(t)e^{-i\omega t}dt = \pi \delta(\omega) + \frac{1}{i\omega}. \]

Using \( \pi 1 = 2\pi \delta(\omega) \) as well, we then get

\[ T_\hbar(q,p) = \frac{-\mu q}{p} - i\pi \mu q(\alpha - \beta)\delta(p) \]
\[ + 2\pi \hbar f(2q)\delta(p) + \int_{-\infty}^{\infty} g(v)exp\left(-i\frac{p}{\hbar} v\right)dv. \]

The first term is nothing but the free time of arrival at the origin. Even without requiring Hermiticity or time-reversal symmetry, being conjugate to the Hamiltonian alone brought upon this time of arrival term. Conditions for \( \alpha, \beta, f, \) and \( g \) then determine the shift from the usual time of arrival result—which, in essence, determine all the other Hamiltonian conjugate solutions.

One could observe that the modified time kernel equation gives a more general solution compared to the original time kernel. For example, If \( \alpha \neq \beta \) and \( f(u) \neq 0 \), then the Wigner-Weyl transform will have terms containing Dirac deltas. Since the time of arrival term \(-\mu q/p\) is only valid for \( p \neq 0 \), we interpret the delta term as a contribution of a stationary particle, i.e., when \( p = 0 \), the particle will never reach the arrival point unless it is already there; we must necessarily require that \( f(0) = 0 \) in this interpretation. This “stationary particle” term will disappear in the classical limit \( \hbar \rightarrow 0 \) unless \( f \) is sufficiently large, e.g., \( f \propto \hbar^{-1} \).
These Dirac delta terms cannot appear in the original time kernel equation solution, since the form of the kernel is always assumed to have \( \text{sgn}(v) \) multiplied by an analytic function in \( v \). In using the transform (20) and the Fourier transform of \( v \text{sgn}(v) \), we see that a Dirac delta can never arise in the classical limit of the original kernel. Therefore, the original free time kernel equation solutions only correspond to moving particles. Meanwhile, the free modified time kernel equation allows stationary particles.

Let us now look at the consequences of imposing Hermiticity and time-reversal symmetry on the Wigner-Weyl transform.

- **Hermiticity only**: The second term containing \( i(\alpha - \beta) = -2 \text{Im}(\alpha) \) will become purely real, and the third term containing \( f \) will be purely real. The condition on \( g \) will ensure that the Fourier transform is real (\( g(v) = g^*(-v) \) implies that \( \bar{g} = (\bar{g})^* \)). The Wigner-Weyl transform will be purely real and will continue to contain Dirac delta terms.

- **Time-reversal symmetry only**: The second and third term is purely imaginary. The Fourier transform of \( g \) is not necessarily real anymore. Dirac deltas are still present.

- **Both Hermiticity and time-reversal symmetry**: Both the second and third term vanish, and the last term is purely real. Here, all the Dirac delta terms have vanished.

Note that by letting \( \alpha = \beta = 1/2 \) and \( f(u) = g(v) = 0 \), we get the free classical time of arrival (at the origin) \( T_\hbar(q, p) = -\mu qp^{-1} \), and the corresponding free time kernel \( T(u, v) = \mu(4i\hbar)^{-1}u \text{sgn}(v) \).

The term containing \( g \) is essentially a distributional Fourier transform, and its form will depend on \( g(v) \). One interesting example is by setting \( g(v) = -\mu h^{-1}v \text{sgn}(v) \). The Wigner-Weyl transform of this term is \( \hbar^{-1}H(q, p) \), where \( H(q, p) \) is the free classical Hamiltonian. This gives the inverse Hamiltonian shifted time of arrival, which we also constructed with the original time kernel equation.

### 5.2 Harmonic Oscillator

In general, for \( V(q) \neq 0 \), the solution can be constructed using an iterative solution to the Fredholm integral of the second kind. For the harmonic oscillator \( V(q) = \mu \omega^2 q^2 / 2 \), we have

\[
T(u, v) = \frac{\mu}{2i\hbar} u[\alpha H(v) - \beta H(-v)] + f(u) + g(v)
\]

\[+ \frac{\mu^2 \omega^2}{4\hbar^2} \int_0^u \int_0^v xyT(x, y) \, dx \, dy . \tag{148}\]

Let the initial approximation \( T_0 \) be

\[
T_0(u, v) = \frac{\mu}{2i\hbar} u[\alpha H(v) - \beta H(-v)] + f(u) + g(v) , \tag{149}\]

and let \( T_n \) be

\[
T_n(u, v) = \frac{\mu}{2i\hbar} u[\alpha H(v) - \beta H(-v)] + f(u) + g(v)
\]

\[+ \frac{\mu^2 \omega^2}{4\hbar^2} \int_0^u \int_0^v xyT_{n-1}(x, y) \, dx \, dy . \tag{150}\]

Using the above equations, we get the next approximation \( T_1 \), given by

\[
T_1 = T_0 + \frac{\mu}{2i\hbar} \frac{\mu^2 \omega^2}{4\hbar^2} \int_0^u \int_0^v x^2 y[\alpha H(y) - \beta H(-y)] \, dx \, dy
\]

\[+ \frac{\mu^2 \omega^2}{4\hbar^2} \int_0^u \int_0^v xyf(x) \, dx \, dy + \frac{\mu^2 \omega^2}{4\hbar^2} \int_0^v \int_0^u xy g(y) \, dx \, dy . \tag{151}\]

Note that

\[
\int_0^v y[\alpha H(y) - \beta H(-y)] \, dy = \begin{cases} \frac{\hbar^2}{2} \alpha, & \text{for } v > 0 , \\ \frac{\hbar^2}{2} (-\beta), & \text{for } v < 0 . \end{cases} \tag{152}\]
and so, we have
\[ T_1 = T_0 + \frac{\mu}{2i\hbar} \left( \frac{\hbar^2}{4\hbar^2} \right)^2 \left( \frac{u^5}{1 \cdot 3 \cdot 5} \right) \left( \frac{v^4}{2 \cdot 4} \right) [\alpha H(v) - \beta H(-v)] \]
\[ + \frac{\mu^2 \hbar^2}{4\hbar^2} \frac{v^2}{2} \int_0^u x f(x) \, dx + \frac{\mu^2 \hbar^2}{4\hbar^2} \frac{u^2}{2} \int_0^v y g(y) \, dy. \] (153)

The next approximation gives
\[ T_2 = T_1 + \frac{\mu}{2i\hbar} \left( \frac{\hbar^2}{4\hbar^2} \right)^2 \left( \frac{u^5}{1 \cdot 3 \cdot 5} \right) \left( \frac{v^4}{2 \cdot 4} \right) [\alpha H(v) - \beta H(-v)] \]
\[ + \left( \frac{\mu^2 \hbar^2}{4\hbar^2} \right)^2 \frac{v^4}{2 \cdot 4} \int_0^u \int_0^x x' f(x') \, dx' \, dx + \left( \frac{\mu^2 \hbar^2}{4\hbar^2} \right)^2 \frac{u^4}{2 \cdot 4} \int_0^v \int_0^y y' g(y') \, dy' \, dy. \] (154)

By induction, we get
\[ T_n(u, v) = \frac{\mu}{2i\hbar} \sum_{j=0}^{n} \left( \frac{\hbar \omega}{2\hbar} \right)^{2j} \frac{1}{(2j+1)!} u^{2j+1} v^{2j} [\alpha H(v) - \beta H(-v)] \]
\[ + \sum_{j=0}^{n} \left( \frac{\mu \hbar \omega}{2\hbar} \right)^{2j} \frac{v^{2j}}{2j!} F_j(u) + \sum_{j=0}^{n} \left( \frac{\mu \hbar \omega}{2\hbar} \right)^{2j} \frac{u^{2j}}{2j!} G_j(v), \] (155)

for \( n \geq 0 \), where,
\[ F_0(u) = f(u), \quad G_0(v) = g(v), \]
\[ F_n(u) = \int_0^u x F_{n-1}(x) \, dx, \quad \text{and} \quad G_n(v) = \int_0^v y G_{n-1}(y) \, dy \quad \text{for} \ n \geq 1. \] (156) (157)

We arrive at the solution by letting \( n \to \infty \),
\[ T(u, v) = \frac{\mu}{2i\hbar} \sum_{j=0}^{\infty} \left( \frac{\hbar \omega}{2\hbar} \right)^{2j} \frac{1}{(2j+1)!} u^{2j+1} v^{2j} [\alpha H(v) - \beta H(-v)] \]
\[ + \sum_{j=0}^{\infty} \left( \frac{\mu \hbar \omega}{2\hbar} \right)^{2j} \frac{v^{2j}}{2j!} F_j(u) + \sum_{j=0}^{\infty} \left( \frac{\mu \hbar \omega}{2\hbar} \right)^{2j} \frac{u^{2j}}{2j!} G_j(v). \] (158)

This is the general solution to the modified time kernel equation for the harmonic oscillator case.

Using \( \delta(it)^k = (-1)^k 2\pi i \delta^{(k)}(\omega) \), and [27]
\[ \int_{-\infty}^{\infty} t^n H(t) e^{-it\omega} \, dt = i^n \pi \delta^{(n)}(\omega) + \frac{n!}{(i\omega)^{n+1}}, \] (159)

the Wigner-Weyl transform gives
\[ T_h(q, p) = -\sum_{j=0}^{\infty} \frac{(-1)^j}{2j+1} \mu^{2j+1} \omega^{2j+1} q^{2j+1} - i\pi (\alpha - \beta) \sum_{j=0}^{\infty} \frac{(-1)^j}{(2j+1)!} \frac{\mu^{2j+1} \omega^{2j}}{h^{2j}} q^{2j+1} \delta^{(2j)}(p) \]
\[ + 2\pi \sum_{j=0}^{\infty} \frac{(-1)^j}{8^j j!} \frac{\mu^{2j} \omega^{2j}}{h^{2j}} F_j(q) \delta^{(2j)}(p) + \sum_{j=0}^{\infty} \frac{1}{2j!} \frac{\mu^{2j} \omega^{2j}}{h^{2j}} q^{2j} \int_{-\infty}^{\infty} G_j(v) \exp \left(-i \frac{p v}{h}\right) \, dv. \] (160)

The consequences of Hermiticity and time-reversal symmetry are similar to that of the free particle case. Imposing Hermiticity makes the second and third term purely real. For \( g(v) = g^*(-v) \), we get \( G_s(v) = G_s^*(-v) \) for \( s \geq 0 \), and so the Fourier transform in the last term is purely real as well. Imposing time-reversal symmetry gives imaginary components in the solution. Imposing both Hermiticity and time-reversal symmetry leaves us with the first and last terms (removing all Dirac delta terms and their derivatives), both purely real.

We therefore see that the general solution of the modified time kernel equation has terms in its Wigner-Weyl transform containing Dirac deltas and their derivatives. Imposing conditions on \( \alpha \) (or \( \beta \)), \( f \) and \( g \) determines one specific (equivalence class) solution. These give solutions to the time-energy canonical commutation relation. We get the usual time of arrival solution when \( \alpha = \beta \) and \( f(u) = g(v) = 0 \).
6 Conclusion

The time kernel equation and the accompanying boundary conditions provide a solution to the time-energy canonical commutation relation in position representation, one specific case of which is the time of arrival solution. In this paper, we accomplished the following: (1) we rewrote the boundary conditions in a more convenient form, (2) gave conditions for Hermiticity and time-reversal symmetry, (3) provided some interesting examples of other Hamiltonian conjugate solutions, the shifted time of arrival solution, and (4) considered a modified form of the time kernel equation and studied its solutions. The modified time kernel equation provides an even more general way of constructing Hermitian Hamiltonian conjugates, removing the assumption on the form of the kernel and considering locally integrable functions, which resulted with Dirac deltas in the Wigner-Weyl transform that aren’t present in the original kernel solution.

Both of the above methods of solving a differential equation constitute the supraquantization of an operator that is canonically conjugate to the Hamiltonian in position representation. We see that with this requirement, for a particle in 1-dimension under a continuous potential \( V(q) \), both solutions give the time of arrival plus some other terms. This time of arrival term is always present, and could be thought of as the “master time”, wherein other possible Hamiltonian conjugates are just shifted time of arrivals.

The (original) time kernel equation solutions can be written as Bender-Dunne operators in position representation \([16]\), and are thus Hilbert space operators \([17]\). This connection with the Bender-Dunne operators is not present in the modified kernel solution. In position representation, the Bender-Dunne minimal solution gives a kernel that is an analytic function multiplied by a signum function; this does not encompass all possible solutions that the modified time kernel equation provides. The status of the modified time kernel equation solutions as Hilbert space operators is still an unanswered question.

Are all these solutions time observables? While, at the minimum, we require conjugacy with the Hamiltonian and Hermiticity, one can only interpret a particular solution as some time observable by looking at its classical limit. What about its self-adjointness? That would require further study, for instance, of the deficiency indices of these operators \([28]\). What is the role of time-reversal symmetry? For now, it is unclear whether this is a strict requirement for all time observables.
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Appendix A The General Potential Solution

The general potential \((91)\) for the time kernel equation \((18)\) gives the recurrence relation \((92)\) for the coefficients of the analytic solution. The boundary conditions \((85)\) give two branches of nonvanishing terms: the first condition gives the time of arrival, and the second condition gives the shifting term. This second condition gives a nonvanishing \(\alpha_{0,2N-1}\) for positive integer \(N\), and so the recurrence relation \((92)\) makes all \(\alpha_{m,n}\) terms with even \(n\) vanish.

We solve this following analogous steps as that in \([15]\). We now look at the branch of coefficients \(\alpha_{m,n}\) with odd \(n\). First, we have, for \(m \geq 0\),

\[
\alpha_{m,2N-1} = -i^{2N-1} \frac{\beta}{\mu^{2N-2}} \delta_{m,0} .
\]  

Using the recurrence relation \((92)\), we get \(\alpha_{m,2N+1}\) for \(m \geq 1\),

\[
\alpha_{m,2N+1} = -i^{2N-1} \frac{\beta}{\mu^{2N-2}} \frac{\mu}{2h^2} \frac{1}{2N + 1} \frac{a_m}{2^{m-1}} .
\]  

Similarly,

\[
\begin{align*}
\alpha_{m,2N+3} & = -i^{2N-1} \frac{\beta}{\mu^{2N-2}} \left( \frac{\mu}{2h^2} \right)^2 \frac{1}{m(2N+1)(2N+3)} \sum_{s=1}^{m-1} s a_s a_{m-s} \frac{2^{m-2}}{2^{m-2}} \\
& = -i^{2N-1} \frac{\beta}{\mu^{2N-2}} \frac{\mu}{2h^2} \frac{1}{m(2N+3)} \frac{a_{m+2}}{2^{m+1}} \left( \frac{m + 2}{3} \right) .
\end{align*}
\]
This suggests that, for \( m \geq 1 \) and \( j \geq 1 \),
\[
\alpha_{m,2N-1+2j} = \sum_{s=0}^{j-1} \left( \frac{\mu}{2\hbar^2} \right)^j \alpha_{m,j}^{(s)}. \tag{164}
\]
The recurrence relation \( 92 \) gives
\[
\alpha_{m,2N-1+2j} = \frac{\mu}{2\hbar^2} \frac{1}{m(2N-1+2j)} \sum_{s=1}^{\infty} \sum_{k=0}^{[s]} \frac{a_s}{2^{s-1}} \frac{s}{2k+1} \alpha_{m-s+2k,2N+2j-2k-3} \tag{165}
\]
Note that \( \alpha_{m-s+2k,2N+2j-2k-3} \) is nonvanishing for \( m-s+2k \geq 0 \) and \( 2N+2j-2k-3 \geq 2N-1 \). Also note that the binomial coefficient is nonvanishing for \( s \geq 2k+1 \). We can then rewrite the above equation into
\[
\alpha_{m,2N-1+2j} = \frac{\mu}{2\hbar^2} \frac{1}{m(2N-1+2j)} \sum_{r=0}^{j-1} \sum_{s=2k+1}^{j-1} \frac{a_s}{2^{s-1}} \frac{s}{2k+1} \alpha_{m-s+2k,2N-1+2(j-k-1)} \tag{166}
\]
Substituting \( 164 \) to the right hand side gives
\[
\alpha_{m,2N-1+2j} = \frac{\mu}{2\hbar^2} \frac{1}{m(2N-1+2j)} \sum_{r=0}^{j-1} \sum_{s=2k+1}^{j-1} \frac{a_s}{2^{s-1}} \frac{s}{2k+1} \left( \frac{\mu}{2\hbar^2} \right)^{j-k-r} \alpha_{m-s+2k,j-k-1}^{(r)} \tag{167}
\]
Since \( 0 \leq k \leq j-1 \), then the summation in \( r \) is nonvanishing up to \( j-k-1 \), and so we can rewrite this into
\[
\alpha_{m,2N-1+2j} = \frac{1}{m(2N-1+2j)} \sum_{r=0}^{j-1} \sum_{s=2k+1}^{j-1} \frac{a_s}{2^{s-1}} \frac{s}{2k+1} \left( \frac{\mu}{2\hbar^2} \right)^{j-k-r} \alpha_{m-s+2k,j-k-1}^{(r)} \tag{168}
\]
Interchanging the \( r \) and \( k \) summations, we get
\[
\alpha_{m,2N-1+2j} = \frac{1}{m(2N-1+2j)} \sum_{r=0}^{j-1} \sum_{k=0}^{j-r-1} \frac{a_s}{2^{s-1}} \frac{s}{2k+1} \left( \frac{\mu}{2\hbar^2} \right)^{j-k-r} \alpha_{m-s+2k,j-k-1}^{(r)} \tag{169}
\]
Rewriting this by letting \( k \) run from 0 to \( r \) gives
\[
\alpha_{m,2N-1+2j} = \sum_{r=0}^{j-1} \left( \frac{\mu}{2\hbar^2} \right)^{j-r} \frac{1}{m(2N-1+2j)} \sum_{r=0}^{j-1} \sum_{s=2k+1}^{r} \frac{a_s}{2^{s-1}} \frac{s}{2k+1} \left( \frac{\mu}{2\hbar^2} \right)^{r-k} \alpha_{m-s+2k,j-k-1}^{(r-k)} \tag{170}
\]
Comparing this with \( 164 \), we thus get the recurrence relation
\[
\alpha_{m,j}^{(s)} = \frac{1}{m(2N-1+2j)} \sum_{s=0}^{m+2r} \sum_{n=2r+1}^{n} \frac{a_n}{2^{n-1}} \frac{n}{2r+1} \alpha_{m-n+2r,j-r-1}^{(s-r)} \tag{171}
\]
From \( 164 \), we see that the nonvanishing coefficients contribute to \( v^{2N-1+2j} \), giving a Wigner-Weyl contribution \( 20 \) proportional to
\[
\mathcal{T}_h \propto \frac{1}{h} \alpha_{m,2N-1+2j} \int_{-\infty}^{\infty} v^{2N-1+2j} \text{sgn}(v) \exp \left( -\frac{i}{\hbar} v \right) dv, \tag{172}
\]
which gives, upon using (24),

\[
\mathcal{T}_h \propto \sum_{s=0}^{j-1} (-1)^j \left( \frac{\mu}{\nu} \right)^{j-s} (2N - 1 + 2j)! \alpha_{m,j}^{(s)} \frac{\hbar^{2N-1+2s}}{m^{2s+j}}.
\]  

From our results for linear systems, we infer that the Wigner-Weyl transform here should look like

\[
\mathcal{T}_h = \beta (2N - 1)! \hbar^{2N-1} \frac{1}{m^{2N-1}} \frac{1}{H^N}.
\]  

This means that we are only interested at the \(\hbar^{2N-1}\) term in the Wigner-Weyl transform since that is the only contributing factor to our desired classical limit. This term is the \(s = 0\) term in our calculations. The leading \(\hbar\) correction is then \(O(\hbar^{2N+1})\), corresponding to \(s = 1\).

Since only the \(s = 0\) terms correspond to the classical limit, then from (171), the recurrence relation that we are interested in studying is

\[
\alpha_{m,j}^{(0)} = \frac{1}{m(2N - 1 + 2j)} \sum_{n=1}^{m} n a_n \alpha_{m-n,j-1}^{(0)},
\]  

where we have let \(\alpha_{m,j}^{(s)}\) for \(s > 0\) vanish.

We note in passing that the leading \(\hbar\) correction of the time of arrival result is \(O(\hbar^2)\) for nonlinear systems [15]. We then need to let \(\hbar\) vanish if we are to recover the correct classical limit for the time of arrival. One could choose \(\beta\) such that \(\beta h^{2N-1}\) does not vanish, i.e., \(\beta \propto 1/h^{2N-1}\), so that the leading \(\hbar\) correction for \(T_\mathcal{C}\) becomes \(O(\hbar^0)\). In this scenario, letting \(O(\hbar^2)\) vanish won’t remove the \(H^{-N}\) term.

Going back, since \(\alpha_{m,2N-1}\) is given by (161), then

\[
\alpha_{m,0}^{(0)} = -i^{2N-1} \frac{\beta}{m^{2N-2}} \delta_{m,0},
\]  

\[
\alpha_{m,1}^{(0)} = -i^{2N-1} \frac{\beta}{m^{2N-2}} \frac{1}{2N + 1} \frac{1}{2m-1} a_m,
\]  

\[
\alpha_{m,2}^{(0)} = -i^{2N-1} \frac{\beta}{m^{2N-2}} \frac{1}{m(2N + 5)(2N + 3)(2N + 1)} \frac{1}{2m-2} \sum_{s=1}^{m} s a_s a_{m-s},
\]  

\[
\alpha_{m,3}^{(0)} = -i^{2N-1} \frac{\beta}{m^{2N-2}} \frac{1}{m(2N + 5)(2N + 3)(2N + 1)} \frac{1}{2m-3} \sum_{s=1}^{m} s a_s \sum_{r=1}^{m-s} r a_r a_{m-s-r},
\]  

where we have used the recurrence relation (165) to get the other nonvanishing terms. We infer that

\[
\alpha_{m,j}^{(0)} = -i^{2N-1} \frac{\beta}{m^{2N-2}} \frac{\Gamma(N + \frac{1}{2})}{\Gamma(N + \frac{1}{2} + j)} \frac{1}{2m} C_{m,j}.
\]  

Substituting this to the right side of (175) gives

\[
\alpha_{m,j}^{(0)} = -i^{2N-1} \frac{\beta}{m^{2N-2}} \frac{\Gamma(N + \frac{1}{2})}{\Gamma(N + \frac{1}{2} + j)} \frac{1}{2m} \sum_{s=1}^{m} s a_s C_{m-s,j-1}.
\]  

Comparing (180) and (181), we get a recurrence relation for \(C_{m,j}\),

\[
C_{m,j} = \frac{1}{m} \sum_{s=1}^{m} s a_s C_{m-s,j-1}.
\]  

From (180) and (182), we see that \(\alpha_{m,0}^{(0)} = -i \frac{\beta}{2^{2N-2}} \delta_{m,0} = -i \frac{C_{m,0}}{2m} \delta_{m,0}\), so \(C_{m,0} = 2^m \delta_{m,0}\), i.e.,

\[
C_{m,0} = \delta_{m,0}.
\]

(183)
We now go back to the time kernel solution, which takes the form

\[ T(u, v) = T_{\text{TOA}}(u, v) + \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \alpha_{m, 2N-1+2j} u^m v^{2N-1+2j}. \]

From (164), this becomes

\[ T(u, v) = T_{\text{TOA}}(u, v) + \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \left( \frac{\mu}{2\hbar^2} \right)^j \alpha_{m, j} u^m v^{2N-1+2j}, \]

wherein we only consider the \( s = 0 \) term. In the time of arrival solution, only the \( s = 0 \) term is taken as well [15]. With our condition that \( \beta \hbar^{2N-1} \) does not vanish, we see that this equation is the leading order solution to the general potential case, as we have let \( O(\hbar^2) \) vanish. To continue, we use (180) to get

\[ T(u, v) = T_{\text{TOA}}(u, v) - \frac{i^{2N-1} \beta}{\mu^{2N-2}} \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \left( \frac{\mu}{2\hbar^2} \right)^j \frac{1}{\Gamma(N + \frac{1}{2} + j)} \frac{\Gamma(N + \frac{1}{2})}{2^m C_{m,j}} u^m v^{2N-1+2j}, \]

Thus, the Wigner-Weyl transform (20) gives

\[ T(\mu, \nu) = t_{\text{TOA}}(\mu, \nu) - \frac{\mu}{\hbar^2} \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \left( \frac{\mu}{2\hbar^2} \right)^j \frac{1}{\Gamma(N + \frac{1}{2} + j)} \frac{\Gamma(N + \frac{1}{2})}{2^m C_{m,j}} u^m v^{2N-1+2j}, \]

which becomes, after using (24) and some simplifications,

\[ T(\mu, \nu) = t_{\text{TOA}}(\mu, \nu) + \frac{\beta}{\mu^{2N-1}} \frac{h^{2N-1}}{2^{N-1}} \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \left( \frac{\mu}{2\hbar^2} \right)^j \frac{1}{\Gamma(N + \frac{1}{2} + j)} \frac{\Gamma(N + \frac{1}{2})}{2^m C_{m,j}} u^m v^{2N-1+2j}. \]

Note that for the general potential (91),

\[ \frac{1}{H^N} = \left( \frac{2\mu}{p^2} \right)^N \sum_{k=0}^{\infty} \left( -1 \right)^k \frac{\Gamma(N + k)}{k! \Gamma(N)} \left( \frac{2\mu}{p^2} \right)^k \left( \sum_{s=1}^{\infty} a_s q^s \right)^k, \]

for sufficiently small \( q \). We then are left with showing that

\[ k! \sum_{m=0}^{\infty} C_{m,k} q^m = \left( \sum_{s=1}^{\infty} a_s q^s \right)^k, \]

so that the shifting term approaches the correct classical limit.

Firstly, for \( k = 0 \),

\[ \sum_{m=0}^{\infty} C_{m,0} q^m = 1, \]

and so, by (183), we know that this equality holds. To show that this holds for \( k > 1 \), we first differentiate both sides of (190) with respect to \( q \),

\[ k! \sum_{m=0}^{\infty} m C_{m,k} q^{m-1} = k \left( \sum_{s=1}^{\infty} a_s q^s \right)^{k-1} \sum_{r=1}^{\infty} r a_r q^{r-1}. \]
Suppose (190) is true; we can rewrite the above equation into

\[ k! \sum_{m=0}^{\infty} mC_{m,k}q^{m-1} = k \left( (k-1)! \sum_{n=0}^{\infty} C_{n,k-1}q^n \right) \sum_{r=1}^{\infty} ra_rq^{r-1}. \]  

We rewrite the double sum as

\[ \sum_{m=0}^{\infty} mC_{m,k}q^{m-1} = \sum_{m=0}^{\infty} \sum_{j=0}^{m} (m-j)a_{m-j}C_{j,k-1}q^{m-1}, \]  

or,

\[ \sum_{m=0}^{\infty} mC_{m,k}q^{m-1} = \sum_{m=0}^{\infty} \sum_{s=0}^{m} sa_sC_{m-s,k-1}q^{m-1}, \]

and thus, we obtain

\[ mC_{m,k} = \sum_{s=0}^{m} sa_sC_{m-s,k-1}. \]  

By (182), we know that this equality holds as well, implying that (190) is indeed true.
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