CHANNEL ESTIMATION AND MULTIUSER DETECTION IN ASYNCHRONOUS SATELLITE COMMUNICATIONS

Helmi Chaouech¹ and Ridha Bouallegue²

¹,² 6'Tel Research Unit, Higher School of Communications of Tunis (Sup’Com), University 7th November at Carthage, Tunis, Tunisia
¹,² National Engineering School of Tunis, Tunisia
¹ helmi.chaouech@planet.tn
² ridha.bouallegue@gnet.tn

ABSTRACT

In this paper, we propose a new method of channel estimation for asynchronous additive white Gaussian noise channels in satellite communications. This method is based on signals correlation and multiuser interference cancellation which adopts a successive structure. Propagation delays and signals amplitudes are jointly estimated in order to be used for data detection at the receiver. As, a multiuser detector, a single stage successive interference cancellation (SIC) architecture is analyzed and integrated to the channel estimation technique and the whole system is evaluated. The satellite access method adopted is the direct sequence code division multiple access (DS CDMA) one. To evaluate the channel estimation and the detection technique, we have simulated a satellite uplink with an asynchronous multiuser access.
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1. INTRODUCTION

In satellite communications, users transmit their data over a wireless support. With use of different spreading sequences such as DS CDMA ones, several users can access the same frequency band simultaneously. In the uplink of DS CDMA wireless systems, the access of users are asynchronous since each one begins to transmit its data independently of others. Thus, each user signal has a specific propagation delay. So, it is not possible to have orthogonal codes during the transmission, which leads to multiple access interference (MAI) occurring. Moreover, transmitted signals are affected by thermal noise and fading produced by the wireless channel. At the receiver, the composite signal, which is formed by active users’ data, must be cleaned of channel impairments. Thus, channel estimation is needed to perform equalization task. Detection techniques recover original data from the received signal. Their performances are mainly influenced by the channel estimation. So, in order to obtain high performance of the detectors, we must provide to them good estimated channel parameters. In GEO satellite applications, especially for fixed communications services, ground stations are installed in high places and directed towards the satellite (see figure 1). Thus, additive white Gaussian noise (AWGN) channel is an appropriate model that can describes the wireless channel for these applications. In this paper, we have developed an estimation technique for AWGN channels in asynchronous DS CDMA system. And, we have integrated this channel estimation algorithm in a single stage successive interference cancellation multiuser detector (SIC) in order to evaluate
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The performance of detection. The channel estimation technique developed is based on signals correlation and MAI suppression. This method allows the estimation of the signal amplitude and the propagation delay of each user. Then, these parameters are fed to multiuser detector to recover the original data transmitted by each user.

The remainder of this paper is organized as follows. Section 2 presents the related work. Section 3 details the DS CDMA access and transmission in asynchronous satellite systems, and presents the conventional detector which is based on a bank of matched filters. Section 4 describes the channel estimation technique and its implementation. Section 5 presents the single stage SIC detector and its channel estimation method integration. Section 6 shows the simulations results and gives some analysis and interpretation of the obtained curves. Finally, in section 7 we have drawn some conclusions from the work.

2. RELATED WORK

In the literature, several works deal with channel modelling and estimation problems, and detection techniques. In [2], the authors are focused on channel estimation of a new active user on the system. In [4], channel estimation methods for multipath environment are studied. In [7], other channel and propagation delay estimation algorithms for wireless systems are proposed and their performances are evaluated. In [8], authors have discussed and compared some wireless channel models. In [9] flat Rayleigh fading channel is considered and analysed for image transmission. In [10], time-varying wireless channel is analyzed and evaluated for video transmission. After channel estimation, detections techniques construct the data of each user from the received signal. The conventional detector, which is based on a bank of matched filters, suffers from multiple access interference and is very sensitive to near-far problem [1], [12]. To combat optimally these problems, the maximum likelihood detector is introduced in [3]. This detector has optimal performance under MAI, and near-far resistance at the cost of a computational complexity making its practical implementation not effective. Linear multiuser detectors such as the minimum mean-squared error (MMSE) detector and the decorrelator, deal seriously with the near-far and MAI problems [1], [13], [14]. But, their computation leads to noise enhancement, and needs the inversion of big dimension matrices in the case of asynchronous communications. The subtractive interference cancellation multiuser detectors are good solutions to combat the MAI and resist to near-far effect. In such systems, which operate in some stages, data detection performance is improved from a stage to another [5], [12], [16], [17], [18]. These detectors are divided into two main architectures; the successive interference cancellation (SIC) detector and the parallel interference cancellation one. In the first architecture, the users’ data are dealt serially in each stage, while, in the PIC structure, the detection of each users bit is done simultaneously in each stage. Some iterative detection techniques which don’t adopt a CDMA access are proposed in [6], [15]. These methods use an FDMA access and some of them are based on multibeam technology. In [11], [19], channel estimation methods and detection techniques for satellite communications are proposed. These techniques consider a multibeam communication and are based on interference cancellation.

3. SATELLITE UPLINK MODEL AND MATCHED FILTER DETECTION

We consider an asynchronous DS CDMA model with K users. The signal of each user corresponds to the transmission of N bits across an AWGN channel.

At the satellite, the received baseband signal is given by:

\[ r(t) = \sum_{k=1}^{K} r_k(t) + n(t) \]  

(1)
Where \( n(t) \) is a zero average additive white Gaussian noise with power \( \sigma^2 \) and \( r_k(t) \) is the \( k \)th user signal (ground station signal). It can be written as follows:

\[
r_k(t) = \sum_{i=0}^{N-1} A_k b_k^{(i)} s_k(t - iT - \tau_k)
\]  

(2)

Where \( A_k \) and \( \tau_k \) are the user \( k \) signal amplitude and propagation delay respectively. \( b_k^{(i)} \in \{+1, -1\} \) is a sequence of antipodal modulated bits which are defined by their period \( T_b \).

\( s_k(t) \) is the chip sequence which corresponds to the spreading code of user \( k \). It is given by:

\[
s_k(t) = \sum_{j=0}^{N-1} c_k^{(j)} \psi(t - jT_c)
\]  

(3)

Where \( \psi(t) \) is a waveform of time during \( T_c \) and \( c_k^{(i)} \in \{\pm 1/\sqrt{N_c}\} \) is a normalized chip sequence of time duration \( N_c T_c \), with \( T_c \) is the period of a chip.

For simplicity and without loss of generality, we assume an ordering on the time delays \( \tau_k \) such that \( 0 = \tau_1 \leq \tau_2 \leq \ldots \leq \tau_K < T_b \).

The detections techniques operate at the outputs of the \( K \) users matched filters. For a user \( k \), the output of his matched filter which corresponds to the \( i \)th bit can be written as:

\[
y_k^{(i)} = \int_{-\infty}^{+\infty} r(t) s_k(t - iT - \tau_k) dt
\]  

(6)

The cross-correlation between signatures of users \( k \) and \( l \) for the \( i \)th bit can be defined as:

\[
R_{k,l}^{(i)} = \int_{-\infty}^{+\infty} s_k(t - \tau_j) s_l(t - iT - \tau_k) dt
\]  

(7)

From (7), we can draw the following cross-correlation properties [6]:

i. \( R_{k,l}^{(i)} = 0 \) \( \forall i/j \geq 1 \) because \( s_k(t) = 0 \) for \( t \in [0, T_b] \).

ii. \( R_{k,k}^{(i)} = R_{k,k}^{(-i)} \) hence \( R(-1) = R^T(1) \); where \( R(i) = (R_{k,l}^{(i)})_{k,l} \), and \( (.)^T \) denotes the transpose operator.

iii. \( R_{k,k}(0) = 1 \) \( \forall k \).

iv. For \( k > l \), we have \( \tau_k > \tau_l \); so, \( R_{k,l}^{(i)} = 0 \), from where \( R(1) \) is an upper triangular matrix with zero diagonal.

v. \( \forall k, l \ R_{k,l}^{(0)} = R_{l,k}^{(0)} \), hence, \( R(0) \) is symmetric.

Taken into account (1), (2) and (7), the expression (6) can be written as follows:

\[
y_k^{(i)} = \sum_{l=1}^{K} \sum_{j=0}^{N-1} A_l R_{k,l}^{(i-j)} b_l^{(j)} + n_k^{(i)}
\]  

(8)
With use of the cross correlation proprieties, we can express the $k^{th}$ matched filter output for the bit $i$ by:

$$y_k^{(i)} = \sum_{l=i}^{K} A_l \left( R_{k,l}^{(i-1)} b_t^{(i-1)} + R_{k,l}^{(0)} b_t^{(i)} + R_{k,l}^{(1)} b_t^{(i+1)} \right) + n_k^{(i)}$$  \hspace{1cm} (9)$$

As we can see from expression (9), it is clear that the decision for the $i^{th}$ bit of user $k$ depends on bits $i$, $i+1$ and $i-1$ of other users.

Generalization of expression (9) for a $K$ users system becomes:

$$Y(i) = R^T (i) A B (i+1) + R(0) A B (i) + R(1) A B (i-1) + \mathbf{\kappa}(i)$$ \hspace{1cm} (10)$$

Where: $Y(i) = \begin{bmatrix} y_1^{(i)}, y_2^{(i)}, \ldots, y_K^{(i)} \end{bmatrix}^T$, $A = diag[A_1, A_2, \ldots, A_K]$, $B(i) = [b_1^{(i)}, b_2^{(i)}, \ldots, b_K^{(i)}]^T$ and $\mathbf{\kappa}(i) = [n_1^{(i)}, n_2^{(i)}, \ldots, n_K^{(i)}]^T$.

For the transmission of a finite sequence of $N$ bits, we obtain the following matrix presentation:

$$Y = Z W B + \mathbf{\kappa}$$ \hspace{1cm} (12)$$

Where: $Z$ and $W$ are two $NK \times NK$ matrix defined as follows:

$$Z = \begin{bmatrix} R(0) & R(-1) & 0 & \cdots & 0 \\ R(1) & R(0) & R(-1) & \vdots \\ 0 & R(1) & R(0) & \ddots & 0 \\ \vdots & \ddots & \ddots & \ddots & R(-1) \\ 0 & \cdots & 0 & R(1) & R(0) \end{bmatrix},$$ \hspace{1cm} (13)$$

$$W = diag([A_1, A_2, \ldots, A_K, \ldots, A_1, A_2, \ldots, A_K])$$ \hspace{1cm} (14)$$

$B$ is a vector which contains all the data of the $K$ users. It is defined by:

$$B = [b_1^{(1)}, b_2^{(1)}, \ldots, b_K^{(1)}, b_1^{(2)}, b_2^{(2)}, \ldots, b_K^{(2)}, \ldots, b_1^{(N)}, b_2^{(N)}, \ldots, b_K^{(N)}]^T$$ \hspace{1cm} (15)$$

And $\mathbf{\kappa}$ is the vector of noise of length $NK$.

Figure 1. Communication via satellite uplink
4. CHANNEL ESTIMATION

In the uplink of a wireless system, the accesses of users are asynchronous and independent. Thus, each user signal is characterized by a specific propagation delay $\tau_k$. The channel estimation technique determines the amplitude and propagation delay of each user signal from the received signal presented in (1).

We consider that the propagation delays are multiple of the chip duration $T_c$, and $\forall k \neq l, \tau_k \neq \tau_l$. Thereafter, we consider that the chip period is a measurement unit for the propagation delays, and then, $\tau_k \in \{0,1,\ldots, N_c - 1\}$. The estimation approach adopted here is to exploit the received signal part which suffers the least from multiple access interference. From expression (1) and (2), and figure (2), it is clear that the first bit of each user (except the $K$th) is the least affected by the MAI compared to the other bits of the same user. So, due to propagation delays of users, we can exploit the following signal part:

$$\tilde{r}(t) = \{r(t)/t \in [0,2T_b]\}$$

Thus, the two first bits of each user signal can be considered as pilot symbols and are taken to $\{+1,+1\}$. For each user $k$, the bits $b_k^{(0)} = b_k^{(1)} = 1$, and, they can be omitted in the following discrete presentations.

Thereafter, the vector $\tilde{r}$ which designates the received signal $\tilde{r}(t)$ vector after sampling at a cadence of $1/T_c$, during two bit periods, can be written as:

$$\tilde{r} = \sum_{k=1}^{K} \tilde{r}_k + n$$

Where: $\tilde{r}_k$ is the contribution of user $k$, it is expressed by:

$$\tilde{r}_k = A_k \times [O_{c_k}^{(0)}, c_k^{(0)}, \ldots, c_k^{(N_c-1)}, c_k^{(0)}, \ldots, c_k^{(N_c-1-\tau_k)}]^T$$

With: $O_{c_k}$ is the zeros column vector of length $\tau_k$.

$n$ is a $(2N_c \times 1)$ vector of noise resulting of $n(t)$ sampling during $2T_b$.

Estimation of signals amplitudes and propagation delays are computed alternatively according to the following algorithm:

For $k=1..K$

Determinate $\hat{\tau}_k$;

Determinate $\hat{A}_k$;

end

As the spreading codes are supposed known by the receiver, the propagation delays estimation is done by maximizing the cross-correlation between the users’ signatures and the received signal part, after interference cancellation, as follows:

For $k=2..K$

$$\hat{r} = \tilde{r} - I_{k-1}$$

$$\hat{\tau}_k = \arg \max_{t \in [t_{\text{min}}, t_{\text{max}}]} |s_k^T \hat{r}[\tau]|; k = 2..K$$

end

Where: $I_{k-1} = \hat{A}_{k-1} \times [O_{c_{k-1}}^{(0)}, c_{k-1}^{(0)}, \ldots, c_{k-1}^{(N_c-1)}, c_{k-1}^{(0)}, \ldots, c_{k-1}^{(N_c-1-\tau_{k-1})}]^T$

and $\hat{r}[\tau] = [\tilde{r}^{(1+\tau)}, \tilde{r}^{(2+\tau)}, \ldots, \tilde{r}^{(N_c+\tau)}]^T$

$$\tilde{r}_k = A_k \times [O_{c_k}^{(0)}, c_k^{(0)}, \ldots, c_k^{(N_c-1)}, c_k^{(0)}, \ldots, c_k^{(N_c-1-\tau_k)}]^T$$
With $\hat{r}^{(i)}$ is the $i$th element of $\hat{r}$, $\tau_{\text{min}}$ and $\tau_{\text{max}}$, which are expressed in $T_c$, are equal to 0 and $N_c - 1$ respectively. Estimation of the signals amplitudes is done successively from the least delayed signal to the most delayed. This estimation architecture is done with successive interference cancellation. The estimation of the first user signal amplitude is given by:

$$\hat{A}_1 = \frac{N_c}{N_s} \sum_{j=1}^{N_s} r^{(j)}_1 v_1^{(j)}$$

(23)

Where the column-vectors $r_s$ and $v_j$ are respectively $\hat{r}(t)$ and $s_j(t)$, after sampling at $N_s/T_c$ cadence, and $N_s$ is the number of samples per chip period. Thus, for a user k, $v_k$, whose length is $N_s N_c$, can be expressed as:

$$v_k = [c_k^{(0)}, \ldots, c_k^{(N_s-1)}]$$

(24)

The estimation of signals amplitudes of the K-2 following users, $(k = 2..K-1)$, is computed by the following expression:

$$\hat{A}_k = \frac{N_c}{N_s} \sum_{j=\tau_k N_c + 1}^{N_s} \left( r^{(j)}_k - \sum_{l=1}^{k-1} \hat{e}_l^{(j)} \right) v_k^{(j)}$$

(25)

For the user K, (the most delayed user), we will have:

$$\hat{A}_K = \frac{N_c}{(N_c - \tau_K) N_s} \sum_{j=\tau_K N_c + 1}^{N_s} \left( r^{(j)}_K - \sum_{l=1}^{K-1} \hat{e}_l^{(j)} \right) v_k^{(j)}$$

(26)

Where: $\hat{e}_l^{(j)}$ is the $j$th element of $\hat{e}_l$, which is given by:

$$\hat{e}_l = \hat{A}_l \times [v_l^T, v_l^T]^T$$

(27)

Figure 2. Transmission over asynchronous channel

5. Multiuser Detection

In this section, we develop a single stage SIC multiuser detection with integration of the channel estimation method presented above. Amplitudes and propagation delays of the signals, which are fed by the channel estimator, help to construct and subtract the interference from the received signal in order to recover the original data of each user by detecting them from an interference-cleaned signal. The detector is based on a single stage whose architecture is presented in figure 4, in which, the detections of bits are done successively. This detector is consisted of K interference cancellation unit (ICU) for the K users, (see figure 3).
The \(i^{th}\) bits of users are serially detected and subtracted from the least delayed signal to the most delayed. In order to detect the \(i^{th}\) bits of the \(K\) users, the receiver operates the part of the signal \(r(t)\), whose timing support is \([iT_h, (i+1)T_h + \hat{\tau}_k]\), with \(i \in \{0, \ldots, N-1\}\). Thus, \(\tilde{r}^{(i)}(t)\) can be expressed as:

\[
\tilde{r}^{(i)}(t) = \prod_{[iT_h, (i+1)T_h + \hat{\tau}_k]}(t) . r(t) \tag{28}
\]

Where: \(\prod_{[t_1, t_2]}(t)\) is the rectangular function defined by:

\[
\prod_{[t_1, t_2]}(t) = \begin{cases} 
1, & \text{if } t_1 \leq t \leq t_2 \\
0, & \text{if not}
\end{cases} \tag{29}
\]

This function is used here as a temporal filtering operation.

At the input of the first ICU, the signal \(z_0^{(i)}(t)\) is defined as follows:

\[
z_0^{(i)}(t) = \tilde{r}^{(i)}(t) - \prod_{[iT_h, (i+1)T_h + \hat{\tau}_k]}(t) . \Delta^{(i-1)}(t) \tag{30}
\]

With, \(\Delta^{(i-1)}(t)\) is the interference produced by the \((i-1)^{th}\) bits of the \(K-1\) users. It can be written as:

\[
\Delta^{(i-1)}(t) = \sum_{k=2}^{K} \Delta^{(i-1)}_k(t) \tag{31}
\]

Where, we have for a bit \(i:\)

\[
\Delta^{(i)}_k(t) = \hat{A}_k \hat{b}_k^{(i)} s_k(t - iT_h - \hat{\tau}_k) \tag{32}
\]

Now, we focus on the operation of the \(k^{th}\) ICU. The signal used to detect the \(i^{th}\) bit of user \(k\) is:

\[
\tilde{r}_k^{(i)}(t) = \prod_{[iT_h, (i+1)T_h + \hat{\tau}_k]}(t) . z_{k-1}^{(i)}(t) \tag{33}
\]

Thus, the detection is computed as follows:

\[
\hat{b}_k^{(i)} = sgn \left[ \int_{\hat{\tau}_k}^{(i+1)T_h + \hat{\tau}_k} \tilde{r}_k^{(i)}(t) . s_k(t - iT_h - \hat{\tau}_k) dt \right] \tag{34}
\]

Where \(sgn\) denotes the sign function.

The output of the \(k^{th}\) ICU is:

\[
z_k^{(i)}(t) = z_{k-1}^{(i)}(t) - \prod_{[iT_h, (i+1)T_h + \hat{\tau}_k]}(t) . \Delta^{(i)}(t) \tag{35}
\]

This output feeds the input of the \((k+1)^{th}\) ICU and so on.
Figure 3. The k^{th} Interference Cancellation Unit

Figure 4. Receiver architecture
6. Simulation Results

In order to evaluate the performance of the channel estimator and the SIC detector, we have simulated an asynchronous system with K=4 active users. Gold sequences of length 31 extended of one bit equal to 0 are used for spreading. The carrier of baseband signal is BPSK modulated. The wireless channel adopted here is an AWGN one, where each user signal has random delay propagation less than a symbol period and multiple of a chip period.

In figures 5 and 6, we have evaluated the channel estimation technique under near-far effect. When, signals amplitudes are different, they are arranged from the straightest to the weakest. In the first figure, we considered that the propagation delays are known by the receiver, and we have presented the power estimation error which is defined by:

$$\text{PEE} = \frac{1}{K} \sum_{k=1}^{K} \left| A_k - \hat{A}_k \right|^2$$  \hspace{1cm} (36)

Although slightly degradation when near-far effect is presented, amplitude estimation shows good performance. For example for SNR=10 dB, the error for amplitude estimation is less than 0.1 when there is not a near-far problem. The bias of the estimator introduced with the near-far consideration is due to noise amplification. In fact, when we will add the white noise to the received signal, the power of the noise depends on the strongest signal, because the amplitude of the last presents practically the amplitude of the received signal. The propagation delay estimation of the system is improved with different signals amplitudes for high SNRs. This is due to interference suppression, since the more powerful signals are suppressed from the received signal. In fact, when we suppress powerful signals from the received signal, the maximization of the cross correlation becomes more precise, and then the error of propagation delays estimation decreases. For low SNRs, the results without near-far problem outperform those where near-far effect is presented. As a conclusion, near-far effect doesn’t introduce great degradation in the system. Moreover, in the satellite communications, near-far effect is generally neglected.

In figure 7, amplitude estimation is evaluated with different values of Ns. The results depicted show that increasing of the number of samples per chip improves significantly amplitude estimation quality. This is due to the refinement of the estimation. More the number of samples increase more the estimation quality is improved. Secondly, increasing of sampling cadence leads to time computation increasing.

In figure 8, we have evaluated the channel estimation method (amplitudes and propagation delays conjointly) with Ns=120 and equal signals amplitudes. Average amplitude estimation error $$\left( \frac{1}{K} \sum_{k=1}^{K} \left| A_k - \hat{A}_k \right| \right)$$ is presented. The low values of estimation error obtained and the slight differences between the two curves show the robustness of the channel estimation technique and particularly the good performance of the propagation delay estimation.

The channel estimation technique is evaluated also with the single stage SIC detector evaluation. In figure 9, we have evaluated and compared the SIC detector with two implementation approaches. The first implementation is that developed in this paper. And, in the second approach, we have combined the SIC with the Matched filter detector (i.e. the conventional one) in order to suppress the interference of the $$(i+1)^{th}$$ bits while detecting the $$i^{th}$$ bits. This detector is mentioned by SIC/MF in the figure 9. So, we have considered for the SIC/MF that (see figure 4):
\[ z_0^{(i)}(t) = \tilde{r}^{(i)}(t) - \prod_{[t_{d,i+1}^j + t_d^j]}(t) \left( \Delta^{(i-1)}(t) + \Delta^{(i)}(t) \right) \] (37)

The different average Bit Error Ratios (BER) presented in figure 9 show that the single stage SIC receiver has good performance and outperforms significantly the single stage SIC/MF detector. The explanation of that result is due to the poor detection quality of the matched filter method which is integrated into the SIC/MF detection technique. In fact, bad detection of data will amplify the interferences and not subtract them when the operation of interference cancellation will be done. The results depicted in figure 9 show also the good quality of the channel estimator since the performances of the detector with channel estimation and those with channel knowledge are very similar.

7. CONCLUSIONS

In this paper, a channel estimation technique and a single stage multiuser detector for asynchronous wireless communications are presented. They are based on signals correlation and interference suppression. The channel estimation method takes into account the timing offsets between the signals, as the system is asynchronous, and exploits consequently the beginning of the total received signal, which suffers the least from multiuser interference. The signals amplitudes and propagation delays are estimated successively for each active user in the uplink of the satellite system. The estimated channels parameters are then fed to the SIC detector to recover the original data of users. The performances of the channel estimation technique and the multiuser detector which implements it are evaluated through computer simulations. In some ones, we have considered a near-far environment. Due to the asynchronous character of the channel, the detector performances are closely dependent on channel estimator ones, and especially the propagation delays estimation performance. The obtained results show good performance and computation simplicity of the channel estimation method and the multiuser detection technique. As a future work, it will be interesting to deal with channel estimation and multiuser detection with use of other multiple access methods and integration of FEC coding, and consider multibeam technology for wireless systems.

Figure 5. Performance of power estimation under near-far effect
Figure 6. Performance of propagation delay estimation under near-far effect

Figure 7. Performance of power estimation with different values of Ns
Figure 8. Performance of amplitude estimation with propagation delay estimation

Figure 9. Performance of SIC detector with channel estimation
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