Positive interpolatory cubature formulas (CFs) are constructed for quite general integration domains and weight functions. These CFs are exact for general vector spaces of continuous real-valued functions that contain constants. At the same time, the number of data points—all of which lie inside the domain of integration—and cubature weights—all positive—is less or equal to the dimension of that vector space. The existence of such CFs has been ensured by Tchakaloff in 1957. Yet, to the best of the author’s knowledge, this work is the first to provide a procedure to successfully construct them.
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1. Introduction. Dating back as far as to the ancient Babylonians and Egyptians [3], numerical integration has always been an omnipresent problem in mathematics. Let \( d \geq 2 \), and \( \Omega \subset \mathbb{R}^d \) be a compact set with positive volume \( |\Omega| \). Then, the task is to approximate the weighted integral

\[
I[f] := \int_{\Omega} \omega(x)f(x) \, dx
\]

with nonnegative weight function \( \omega : \Omega \to \mathbb{R}^+ \) by an \( N \)-point CF

\[
C_N[f] := \sum_{n=1}^{N} w_n f(x_n).
\]

The distinct points \( \{x_n\}_{n=1}^{N} \subset \mathbb{R}^d \) are called data points and the coefficients \( \{w_n\}_{n=1}^{N} \subset \mathbb{R} \) are referred to as cubature weights. For a ‘good’ CF, the following properties are often required:

(P1) All data points should lie inside of \( \Omega \). That is, \( x_n \in \Omega \) for all \( n = 1, \ldots, N \).

(P2) All cubature weights should be positive. That is, \( w_n > 0 \) for all \( n = 1, \ldots, N \).

See the many excellent monographs and reviews [20, 30, 26, 12, 5, 11] on CFs. Furthermore, it is often desired that a CF is exact for certain linear vector spaces. Let \( \mathcal{F}_K(\Omega) \) be the \( K \)-dimensional linear vector space spanned by the linearly independent continuous functions \( \varphi_1, \ldots, \varphi_K : \Omega \to \mathbb{R} \). It shall be assumed that all the moments \( m_k := I[\varphi_k], k = 1, \ldots, K \), exist. Then, the \( N \)-point CF (1.2) is said to be \( \mathcal{F}_K(\Omega) \)-exact if

\[
C_N[f] = I[f] \quad \forall f \in \mathcal{F}_K(\Omega).
\]
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Some authors require the cubature weights to only be nonnegative. Yet, for \( w_n = 0 \), the corresponding data point can and should be removed from the CF to avoid an unnecessary loss of efficiency.
Usual choices for \( \mathcal{F}_K(\Omega) \) include the vector space of all algebraic and trigonometric polynomials up to a certain degree \( m \), respectively denoted by \( P_m(\mathbb{R}^d) \) and \( \Pi_m(\mathbb{R}^d) \). Finally, addressing efficiency, CFs are preferred that only use a small number of data points. In particular, one is interested in *interpolatory CFs*, for which \( N \leq K \). If such a CF also satisfies (P1) and (P2), we call it a *positive interpolatory CF*.² By now, positive interpolatory—or even minimal—CFs have been constructed for a variety of special cases. Most of these are derived for certain (two- and three-dimensional) standard regions, such as the cubes, balls, and triangles. Moreover, they usually focus on exactness for certain spaces of algebraic [25, 30, 26, 8, 6, 7] or trigonometric polynomials [5, 27]. All of these CFs are derived for certain weight functions and by utilizing specific structures of the integration domain, for instance, being (fully) symmetric. To the best of my knowledge, the only general result is the following theorem originating from Tchakaloff’s work [31] (also see [9, 1]).

**Theorem 1.1 (Tchakaloff, 1957).** Given is (1.1) with nonnegative \( \omega \) and the vector space \( \mathcal{F}_K(\Omega) \). Then, there exist \( N \) points \( y_1, \ldots, y_N \) in \( \Omega \) and positive weights \( \lambda_1, \ldots, \lambda_N \) with \( N \leq K \) such that the corresponding \( N \)-point CF

\[
C_N[f] = \sum_{n=1}^{N} \lambda_n f(y_n)
\]

is \( \mathcal{F}_K(\Omega) \)-exact.

In other words: For every compact set \( \Omega \subset \mathbb{R}^d \), nonnegative weight function \( \omega \), and vector space \( \mathcal{F}_K(\Omega) \), there exists a positive interpolatory CF. Tchakaloff’s original proof is quite beautiful and, in particular, involves the theory of convex bodies. Yet, it is not constructive in nature. A constructive as well as more elementary proof of Tchakaloff’s theorem in the case of \( \mathcal{F}_K(\Omega) = P_m(\mathbb{R}^d) \) and \( \omega \equiv 1 \) was provided by Davis [9]. Yet, as it was already noted in [20], there remain considerable computational difficulties for Davis’ approach. In fact, these difficulties even increase for other vector spaces \( \mathcal{F}_K(\Omega) \) and weight functions \( \omega \), and I do not know of any CF constructed from this results.

**Novel Contribution.** In the present work, I provide an alternative (constructive) proof of Theorem 1.1. Yet, the proof presented here is not just more general than the one given in [9] but will also be demonstrated to result in the actual construction of positive interpolatory CFs. Thereby, only the following restrictions are needed:

- (R1) The integration domain \( \Omega \subset \mathbb{R}^d \) is a compact set with positive volume and a boundary of measure zero.
- (R2) The vector space \( \mathcal{F}_K(\Omega) \) contains constants. In particular, \( 1 \in \mathcal{F}_K(\Omega) \).
- (R3) The weight function \( \omega : \Omega \to \mathbb{R}_+^d \) is Riemann integrable³ and the set of its zeros
  \( \{ x \in \Omega \mid \omega(x) = 0 \} \) is nowhere dense⁴.
- (R4) The linear functional \( I : \mathcal{F}_K(\Omega) \to \mathbb{R}, f \mapsto I[f] \) is positive definite.

²If the cubature weights are nonnegative instead of positive, the CF is called *nonnegative*.
³For a bounded function on a compact set, being Riemann integrable is equivalent to being continuous almost everywhere (in the sense of Lebesgue).
⁴A set \( A \subset \Omega \) is *nowhere dense* if \( \forall x \in \Omega \setminus A \exists \varepsilon > 0 \forall a \in A : \|x - a\| > \varepsilon \).
Remark 1.2. (R1) ensures the existence of sequences that are equidistributed in $\Omega$. (R2) and (R3) guarantee the construction of nonnegative least squares (LS) CFs. In particular, (R3) yields the existence of certain discrete inner products. Furthermore, (R4) ensures the existence of a continuous inner product.

The intended procedure to construct positive interpolatory CFs consists of two steps. The first step is to construct a nonnegative $N$-point CF that is $F_K(\Omega)$-exact with $N > K$. This is achieved by adapting the LS approach first proposed by Wilson [37, 36] in one dimension for $\omega \equiv 1$ and $F_K(\Omega) = \mathbb{P}_m(\mathbb{R})$. Later, the approach was further developed by Huybrechs [23] and Glaubitz [16, 19, 18]. In a recent work, Glaubitz [17] also generalized the LS approach to construct nonnegative exact LS-CFs (for experimental data) in multiple dimensions. That is, $d \geq 1$, $\omega \geq 0$, and $F_K(\Omega) = \mathbb{P}_m(\mathbb{R}^d)$. Here, I extend these results to arbitrary vector spaces $F_K(\Omega)$ containing constants. Then, the second step consist of utilizing a method of Steinitz [29] (also see [10]) to derive a positive interpolatory CF which uses a subset of the LS-CF’s data points. The Matlab code developed from this procedure can be found at [15].

Still, it should be noted that for many standard domains and weight functions there already exist positive interpolatory—or even minimal—CF which are exact on $\mathbb{P}_m(\mathbb{R}^d)$ or $\Pi_m(\mathbb{R}^d)$. The CFs constructed in the present work are not expected to improve on these formulas. Yet, to the best of my knowledge, this work is the first to realize the construction of positive interpolatory CFs for general domains $\Omega$, weight functions $\omega$, and vector spaces $F_K(\Omega)$. These CFs will therefore find their greatest utility away from standard domains and weight functions, or when exactness is not desired for polynomials but for some other vector space of functions (e.g. radial basis functions or wavelets). Finally, the present work solves a problem which dates back as far as to Maxwell’s original work on approximate multiple integration [25] from 1877, and I think its theoretical findings alone might be of high interest for researchers in the field of cubature theory.

Outline. The rest of this work is organized as follows. In §2 some preliminaries on exactness as well as unisolvent and equidistributed sequences are presented. Building up on these results, §3 discusses the construction of nonnegative LS-CFs that are exact for a prescribed vector space of functions. Next, in §4, a procedure to construct positive interpolatory CFs in a quite general setting is proposed. Numerical results are presented in §5. Finally, some concluding thoughts are offered in §6.

2. Preliminaries: Unisolvent and Equidistributed Sequences. Before addressing the generalization of nonnegative LS-CFs (§3) and the construction of positive interpolatory CFs (§4), a few preliminary results are collected. These address exactness of CFs as well as unisolvent and equidistributed sequences.

2.1. Exactness and Unisolveny. First note that the exactness conditions (1.4) are equivalent to the data points $X_N = \{x_n\}_{n=1}^N$ and weights of a CF to solve the nonlinear systems

\begin{equation}
\begin{pmatrix}
\varphi_1(x_1) & \ldots & \varphi_1(x_N) \\
\vdots & & \vdots \\
\varphi_K(x_1) & \ldots & \varphi_K(x_N)
\end{pmatrix}
\begin{pmatrix}
w_1 \\
\vdots \\
w_N
\end{pmatrix}
=:
\begin{pmatrix}
m_1 \\
\vdots \\
m_K
\end{pmatrix}
=: \Phi(X_N)
\end{equation}
In general, solving (2.1) can be highly nontrivial, and doing so by brute force may result in a CF which points lie outside of the integration domain or with negative weights \[20\]. The situation changes, however, if a fixed, prescribed, set of data points is assumed. Then, \( \Phi(X_N) = \Phi \) and (2.1) becomes a linear system:

\[
\Phi w = m
\]

The solvability of 2.2 was studied, for instance, in [17, Section 2.2] for \( F_K(\Omega) = P_m(\mathbb{R}^d) \). Here, we extend these results to arbitrary vector spaces \( F_K(\Omega) \) that are spanned by linearly independent continuous functions \( \phi_1, \ldots, \phi_K : \Omega \to \mathbb{R} \). Note that for \( K < N \) (2.2) becomes an underdetermined linear system. These are well-known to either have no or infinitely many solutions. The latter case arises when we restrict ourselves to unisolvent sets of data points.

**Definition 2.1 (Unisolvent Point Sets).** A set of points \( X_N = \{ x_n \}_{n=1}^N \subset \mathbb{R}^d \) is called \( F_K(\Omega) \)-unisolvent if for all \( f \in F_K(\Omega) \)

\[
f(x_n) = 0, \quad n = 1, \ldots, N, \quad \implies \quad f(x) = 0, \quad \forall x \in \Omega.
\]

That is, the only function \( f \in F_K(\Omega) \) that interpolates zero data is the zero function.

Assuming the that \( X_N \) is \( F_K(\Omega) \)-unisolvent the following result is obtained.

**Lemma 2.2.** Let \( K < N \) and \( X_N = \{ x_n \}_{n=1}^N \) be \( F_K(\Omega) \)-unisolvent. Then, the linear system (2.2) induces an \((N-K)\)-dimensional affine linear subspace of solutions

\[
W := \left\{ w \in \mathbb{R}^N \mid \Phi w = m \right\}.
\]

**Proof.** The case \( F_K(\Omega) = P_m(\mathbb{R}^d) \) was shown in [17, Lemma 8]. It is easy to verify that the same arguments carry over to the general case discussed here.

Next, a simple sufficient criterion for \( X_N \subset \Omega \) to be \( F_K(\Omega) \)-unisolvent is provided. It is based on sequences that are dense in \( \Omega \subset \mathbb{R}^d \). Recall that \( (x_n)_{n \in \mathbb{N}} \subset \mathbb{R}^d \) is called dense in \( \Omega \) if

\[
\forall x \in \Omega \quad \forall \varepsilon > 0 \quad \exists n \in \mathbb{N} : \quad \| x - x_n \| < \varepsilon.
\]

That is, every point in \( \Omega \) can be approximated arbitrarily accurate by an element of the sequence \( (x_n)_{n \in \mathbb{N}} \).

**Lemma 2.3.** Let \( (x_n)_{n \in \mathbb{N}} \subset \mathbb{R}^d \) be dense in \( \Omega \) and let \( X_N = \{ x_n \}_{n=1}^N \). Moreover, let \( F_K(\Omega) \) be a vector space spanned by continuous functions \( \varphi_1, \ldots, \varphi_K : \Omega \to \mathbb{R} \). Then, there exists an \( N_0 \in \mathbb{N} \) such that \( X_N \) is \( F_K(\Omega) \)-unisolvent for every \( N \geq N_0 \).

**Proof.** Assume that the assertion is wrong. Then, there exists an \( f \in F_K(\Omega) \) with \( f \neq 0 \) such that \( f(x_n) = 0 \) for all \( n \in \mathbb{N} \). Yet, since \( (x_n)_{n \in \mathbb{N}} \subset \Omega \) is dense in \( \Omega \), this either contradicts \( f \neq 0 \) or \( f \) being continuous.

If there exists an \( N_0 \in \mathbb{N} \) such that \( X_N = \{ x_n \}_{n=1}^N \) is \( F_K(\Omega) \)-unisolvent for every \( N \geq N_0 \), as in Lemma 2.3, \( (x_n)_{n \in \mathbb{N}} \) is referred to as an \( F_K(\Omega) \)-unisolvent sequence. Thus, Lemma 2.3 states that every dense sequence is also \( F_K(\Omega) \)-unisolvent.

---

\(^{5}\)Note that for the purpose of the present work the definition of density is independent of the norm used in (2.5) since \( \Omega \) is located in a finite dimensional space.
2.2. Equidistributed Sequences. Density as a sufficient condition for unisolvency was not discussed in [17] but will be handy for the subsequent construction of nonnegative LS-CFs. Another important property will be for a sequence \((x_n)_{n \in \mathbb{N}} \subseteq \Omega\) to satisfy

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(x_n) = \int_{\Omega} g(x) \, dx
\]

for all measurable bounded functions \(g : \Omega \to \mathbb{R}\) that are continuous almost everywhere (in the sense of Lebesgue). It is easy to note that \((x_n)_{n \in \mathbb{N}}\) simply being dense in \(\Omega\) does not suffice to ensure (2.6). Yet, in his celebrated work [35] from 1916 Weyl showed that (2.6) can be connected to \((x_n)_{n \in \mathbb{N}}\) being \textit{equidistributed} (also called \textit{uniformly distributed}). To not exceed the scope of this work, some details on equidistributed sequences are omit. These can be found in the excellent monograph [24] of Kuipers and Niederreiter, however. Yet, for the purpose of the present work, it is at least worth noting how such an equidistributed sequence \((x_n)_{n \in \mathbb{N}}\) can be constructed.

\[\text{Remark 2.4 (Construction of Equidistributed Sequences).}\]

Note that since \(\Omega \subseteq \mathbb{R}^d\) is compact, we can always find an \(R > 0\) such that \(\Omega\) is contained in the \(d\)-dimensional hypercube \(C^d_R = [-R,R]^d\). For \(d = 1\), a sequence \((y_n)_{n \in \mathbb{N}}\) that is equidistributed in \([-R,R]\) can be constructed by successively generating a grid of equally spaced points:

\[
y_1 = -R, \quad y_2 = R, \quad y_3 = 0, \\
y_4 = -\frac{1}{2}R, \quad y_5 = \frac{1}{2}R, \\
y_6 = -\frac{3}{4}R, \quad y_7 = -\frac{1}{4}R, \quad y_8 = \frac{1}{4}R, \quad y_9 = \frac{3}{4}R, \quad \ldots
\]

That is, one starts with the end points \(y_1 = -R\) and \(y_2 = R\). Then, in every step the centers of all already existing pairs of neighboring points are added to the sequence. An equidistributed sequence \((y_n)_{n \in \mathbb{N}}\) in \(C^d_R\) for \(d > 1\) is obtained by a tensor product grid of the above one-dimensional sequence. Finally, a sequence \((x_n)_{n \in \mathbb{N}}\) that is equidistributed in \(\Omega\) is given by the subsequence of \((y_n)_{n \in \mathbb{N}} \subseteq C^d(R)\) for which all elements outside of \(\Omega\) have been removed, i.e.,

\[
y_n \in (x_n)_{n \in \mathbb{N}} \iff y_n \in \Omega.
\]

Again, we refer to [24] for details. Yet, it is worth noting that for such a constructed sequence \((x_n)_{n \in \mathbb{N}}\) to be equidistributed in \(\Omega\) it is necessary for \(\Omega\) to have a boundary of measure zero. This is ensured by (R1). Another option to construct an equidistributed sequence, which was also used for the three-dimensional numerical test in §5, are Halton points [21] (a generalization of the one-dimensional van der Corput points [34, Erste Mitteilung]).

---

6 It is interesting to note, however, that every dense sequence can be rearranged into a (equidistributed) sequence satisfying (2.6).

7 In particular, a treatment of compact Hausdorff spaces, as it is the case here, is presented in Chapter 3 of [24].

8 The boundary of \(\Omega\) having measure zero ensures that the extension of \(g\) to \(C^d_R\) that is zero outside of \(\Omega\) is still continuous almost everywhere.

9 Both sequences belong to the family of low-discrepancy points, which are developed to minimize the upper bound provided by the famous Koksma–Hlawak inequality [22, 28].
Finally, it should be stressed that equidistributed sequences are dense sequences with a specific ordering. This preliminary section is therefore closed by the following corollary.

**Corollary 2.5.** Let $\Omega \subset \mathbb{R}^d$ be a compact set and let its boundary have measure zero. Furthermore, let $(x_n)_{n \in \mathbb{N}}$ be the sequence described in Remark 2.4. Then, $(x_n)_{n \in \mathbb{N}}$ is equidistributed in $\Omega$. In particular, it satisfies (2.6) and is $F_K(\Omega)$-unisolvent.

**3. Least Squares Cubature Formulas.** In this section, it is demonstrated how nonnegative $F_K(\Omega)$-exact LS-CFs can be constructed by using a sufficiently large set of data points coming from an equidistributed sequence. This is done by generalizing the LS approach from previous works [37, 36, 23, 16, 18, 17]. In particular, the results of [17] are extended from $P_m(\Omega)$ to general vector spaces $F_K(\Omega)$.

**3.1. Formulation as an LS Problem.** Let $(x_n)_{n \in \mathbb{N}}$ be a $F_K(\Omega)$-unisolvent sequence in $\Omega$ and let $X_N = \{x_n\}_{n=1}^N$. As noted before, an $F_K(\Omega)$-exact CF with data points $X_N$ can be constructed by determining a vector of cubature weights that solves the linear system of exactness conditions (2.2). For $N > K$, (2.2) induces an $(N-K)$-dimensional affine linear subspace space of solutions $W \subset \mathbb{R}^N$. All of these yield an $F_K(\Omega)$-exact $N$-point CF. The LS approach consists of finding the unique vector of weights $w \in W$ that minimizes a weighted Euclidean norm:

$$w^{LS} = \arg \min_{w \in W} \left\| R^{-1/2}w \right\|_2$$

This vector is called the **LS solution** of $\Phi w = m$. Here, $R^{-1/2}$ is a diagonal **weight matrix**, given by

$$R^{-1/2} = \text{diag} \left( \frac{1}{\sqrt{r_1}}, \ldots, \frac{1}{\sqrt{r_N}} \right), \quad r_n > 0, \quad n = 1, \ldots, N. \quad (3.2)$$

If $r_n = 0$, this is interpreted as a constraint $w_n = 0$. The corresponding $N$-point CF

$$C_N^{LS}[f] = \sum_{n=1}^N w_n^{LS} f(x_n) \quad (3.3)$$

is called an **LS-CF**. In §3.4 it is shown that choosing the discrete weights $r_n$ as

$$r_n = \frac{\omega(x_n) |\Omega|}{N}, \quad n = 1, \ldots, N, \quad (3.4)$$

results in the LS-CFs to be not only $F_K(\Omega)$-exact but also conditionally nonnegative ($N$ needs to be sufficiently large). Finally, it is convenient to note that—at least formally—the LS solution is explicitly given by

$$w^{LS} = R\Phi^T (\Phi R\Phi^T)^{-1} m; \quad (3.5)$$

see [4]. Thereby, $RP^T(PRPT)^{-1}$ is the Moore–Penrose pseudoinverse of $R^{1/2}P$; see [2]. By utilizing a beautiful connection to discrete orthonormal bases, (3.5) can be considerably simplified; see §3.3.
3.2. Orthonormal Bases. Recall that the linear functional $I : \mathcal{F}_K(\Omega) \rightarrow \mathbb{R}, f \mapsto I[f]$ is assumed to be positive definite; see (R4). Hence,

$$\langle u, v \rangle = \int_\Omega u(x)v(x)\omega(x)\,dx, \quad \|u\| = \sqrt{\langle u, u \rangle}$$

defines an inner product and a corresponding norm on $\mathcal{F}_K(\Omega)$. In particular, (3.6) induces an orthonormal basis $\{\pi_k\}_{k=1}^K$ of $\mathcal{F}_K(\Omega)$ then. That is, the functions $\pi_1, \ldots, \pi_K$ span the space $\mathcal{F}_K(\Omega)$ while satisfying

$$\langle \pi_k, \pi_l \rangle = \delta_{k,l} := \begin{cases} 1 & k = l, \\ 0 & k \neq l, \quad k, l = 1, \ldots, K. \end{cases}$$

Such a basis is referred to as a continuous orthonormal basis (COB) and its elements are denoted by $\pi_k(\cdot; \omega)$. Analogously, assuming that $X_N^+ = \{x_n \mid r_n > 0, \ n = 1, \ldots, N\}$ is $\mathcal{F}_K(\Omega)$-unisolvent,

$$[u, v]_N = \sum_{n=1}^N r_n u(x_n)v(x_n), \quad \|u\|_N = \sqrt{[u, u]_N}$$

defines a discrete inner product and a corresponding norm on $\mathcal{F}_K(\Omega)$. Of course, also (3.8) induces an orthonormal basis. In contrast to the COB, this basis satisfies

$$[\pi_k, \pi_l]_N = \delta_{k,l}, \quad k, l = 1, \ldots, K,$$

while spanning $\mathcal{F}_K(\Omega)$. It is therefore referred to as a discrete orthonormal basis (DOB) and its elements are denoted by $\pi_k(\cdot; r)$. Henceforth, it is assumed that both bases, the COB and DOB, are constructed by (modified) Gram–Schmidt orthonormalization applied to the same initial basis $\{\varphi_k\}_{k=1}^K$:

$$\tilde{\pi}_k(x; \omega) = \varphi_k(x) - \sum_{l=1}^{k-1} \langle \varphi_k, \pi_l(\cdot; \omega) \rangle \pi_l(x; \omega), \quad \pi_k(x; \omega) = \tilde{\pi}_k(x; \omega) / \|\tilde{\pi}_k(\cdot; \omega)\|,$$

$$\tilde{\pi}_k(x; r) = \varphi_k(x) - \sum_{l=1}^{k-1} [\varphi_k, \pi_l(\cdot; r)]_N \pi_l(x; r), \quad \pi_k(x; r) = \tilde{\pi}_k(x; r) / \|\tilde{\pi}_k(\cdot; r)\|_N,$$

for $x \in \Omega$. See one of the excellent textbooks [13, 33, 14] or [16, 17]. Furthermore, it shall be assumed that the vector space $\mathcal{F}_K(\Omega)$ contains constants; see (R2). Hence, w.l.o.g., $\varphi_1 \equiv 1$ and therefore

$$\pi_1(\cdot; \omega) \equiv \frac{1}{\|1\|}, \quad \pi_1(\cdot; r) \equiv \frac{1}{\|1\|_N}.$$
3.3. Characterization of the LS Solution. In my opinion, the real beauty of the LS approach is revealed when combined with the concept of DOBs. Observe that the matrix product $\Phi R \Phi^T$ in the explicit representation of the LS solution (3.5) can be interpreted as a Gram matrix w. r. t. the discrete inner product (3.8):

$$\Phi R \Phi^T = \begin{pmatrix} [\varphi_1, \varphi_1]_N & \cdots & [\varphi_1, \varphi_K]_N \\ \vdots & \ddots & \vdots \\ [\varphi_K, \varphi_1]_N & \cdots & [\varphi_K, \varphi_K]_N \end{pmatrix}$$

Thus, if the linear system (2.2) is formulated w. r. t. $\{\varphi_k(\cdot; r)\}_{k=1}^K$, one gets $\Phi R \Phi^T = I$. This further yields (3.5) to become

$$w^{LS} = R \Phi^T m.$$ 

In particular, the LS weights are explicitly given by

$$w^{LS}_n = r_n \sum_{k=1}^K \pi_k(x_n; r) I[\pi_k(\cdot; r)], \quad n = 1, \ldots, N.$$ 

Subsequently, this representation allows me to prove that the LS-CFs are conditionally non-negative.

3.4. Nonnegativity of LS-CFs. First, two technical lemmas are given. Both lemmas were proven in [17] for the case $F_K(\Omega) = \mathbb{P}_m(\Omega)$. It is easy to verify that they also hold for a general vector space of continuous functions and their proofs are therefore omitted.

**Lemma 3.1.** Let $\Omega \subset \mathbb{R}^d$ be a compact set and assume that

$$\lim_{N \to \infty} [u, v]_N = \langle u, v \rangle \quad \forall u, v \in F_K(\Omega).$$

Furthermore, let $(u_N)_{N \in \mathbb{N}}, (u_N)_{N \in \mathbb{N}} \subset F_K(\Omega)$ and $u, v \in F_K(\Omega)$ such that

$$\lim_{N \to \infty} u_N = u, \quad \lim_{N \to \infty} u_N = u \quad \text{in} \quad (F_K(\Omega), \|\cdot\|_\infty).$$

Then,

$$\lim_{N \to \infty} [u_N, v_N]_N = \langle u, v \rangle.$$ 

Here, $\|\cdot\|_\infty$ denotes the usual maximum norm with $\|f\|_\infty = \max_{x \in \Omega} |f(x)|$.

**Lemma 3.2.** Let $\Omega \subset \mathbb{R}^d$ be a compact set, let $\{\varphi_k\}_{k=1}^K$ be a basis of $F_K(\Omega)$, and assume that (3.15) holds. Moreover, let $\{\pi_k(\cdot, \omega)\}_{k=1}^K$ and $\{\pi_k(\cdot, r)\}_{k=1}^K$ respectively denote the COB and DOB constructed from $\{\varphi_k\}_{k=1}^K$ by Gram-Schmidt orthonormalization (3.10). Then,

$$\lim_{N \to \infty} \pi_k(\cdot, r) = \pi_k(\cdot, \omega) \quad \text{in} \quad (F_K(\Omega), \|\cdot\|_\infty).$$
Note that \( r = (r_1, \ldots, r_N) \) and the DOB therefore depends on \( N \in \mathbb{N} \). Lemmas 3.1 and 3.2 essentially state that if the discrete inner product converges to the continuous inner product, then also the DOB converges (uniformly) to the COB. Finally, this observation enables one to prove the following theorem.

**Theorem 3.3 (The LS-CF is conditionally nonnegative).** Let \( \Omega \subset \mathbb{R}^d \) be a compact set and \( 1 \in \mathcal{F}_K(\Omega) \). Moreover, let \( (x_n)_{n \in \mathbb{N}} \subset \Omega \) and \( (r_n)_{n \in \mathbb{N}} \subset \mathbb{R}_0^+ \) such that

\[
\lim_{N \to \infty} \sum_{n=1}^{N} r_n u(x_n) v(x_n) = \int_{\Omega} \omega(x) u(x) v(x) \, dx \quad \forall u, v \in \mathcal{F}_K(\Omega).
\]

Furthermore, assume that the subsequence \( (x_n^+)_{n \in \mathbb{N}} \subset (x_n)_{n \in \mathbb{N}} \) containing only the \( x_n \) with \( r_n > 0 \) is \( \mathcal{F}_K(\Omega) \)-unisolvent. Then, there exists an \( N_0 \in \mathbb{N} \) such that for all \( N \geq N_0 \) the corresponding LS-CF (3.3) is nonnegative.

**Proof.** First, it should be noted that \( (x_n^+)_{n \in \mathbb{N}} \) being \( \mathcal{F}_K(\Omega) \)-unisolvent ensures the existence of a discrete inner product and therefore of a DOB. W.l.o.g., it can be assumed that this DOB, \( \{\pi_k(\cdot, r)\}_{k=1}^K \), as well as the COB, \( \{\pi_k(\cdot, \omega)\}_{k=1}^K \), are constructed by applying Gram-Schmidt orthonormalization to the same initial basis \( \{\varphi_k\}_{k=1}^K \). Hence, the LS weights are explicitly given by (3.14) for \( N \geq K \). Next, let

\[
\epsilon_k := [\pi_k(\cdot, r), 1]_N - \langle \pi_k(\cdot, r), 1 \rangle.
\]

Then, the LS weights can be rewritten as

\[
u_n^{LS} = r_n \left( \pi_1(x_n; r)[\pi_1(\cdot; r), 1]_N - \sum_{k=1}^{K} \epsilon_k \pi_k(x_n; r) \right).
\]

Note that, w.l.o.g., \( \varphi \equiv 1 \) and \( \pi_1(\cdot, r) \equiv 1/\|1\|_N \). This yields

\[
\pi_1(x_n; r)[\pi_1(\cdot; r), 1]_N = 1.
\]

If \( r_n = 0 \), it directly follows that \( w_n^{LS} = 0 \). For \( r_n > 0 \), on the other hand, the assertion \( w_n^{LS} \geq 0 \) is equivalent to

\[
\sum_{k=1}^{K} \epsilon_k \pi_k(x_n; r) \leq 1.
\]

At the same time, (3.19) and Lemma 3.2 imply that every element of the DOB converges uniformly to the corresponding element of the COB. In particular, for every \( k = 1, \ldots, K \), the sequence \( (\pi_k(\cdot, r))_{N \in \mathbb{N}} \subset \mathcal{F}_K(\Omega) \) is uniformly bounded. Thus, there exists a constant \( C > 0 \) such that

\[
\sum_{k=1}^{K} \epsilon_k \pi_k(x_n; r) \leq C \sum_{k=1}^{K} |\epsilon_k|.
\]
Moreover, Lemma 3.1 implies $\lim_{N \to \infty} \epsilon_k \to 0$ for all $k = 1, \ldots, K$. Hence, there exists an $N_0 \geq K$ such that
\begin{equation}
|\epsilon_k| \leq \frac{1}{CK}, \quad k = 1, \ldots, K,
\end{equation}
for $N \geq N_0$. Finally, this yields (3.23) and therefore the assertion.

A simple consequence of Theorem 3.3 is the subsequent corollary in which the special case of the equidistributed points from Remark 2.4 is considered.

**Corollary 3.4.** Given are $\Omega \subset \mathbb{R}^d$, $\omega : \Omega \to \mathbb{R}_0^+$, and $\mathcal{F}_K(\Omega) \subset C(\Omega)$ such that the restrictions (R1)–(R4) are satisfied. Let $(x_n)_{n \in \mathbb{N}} \subset \Omega$ be the equidistributed sequence as in Remark 2.4. Then, there exists an $N_0 \in \mathbb{N}$ such that for all $N \geq N_0$ and discrete weights
\begin{equation}
r_n = \frac{|\Omega|\omega(x_n)}{N}, \quad n = 1, \ldots, N,
\end{equation}
the corresponding LS-CF (3.3) is $\mathcal{F}_K(\Omega)$-exact as well as nonnegative.

**Proof.** It has been shown in Corollary 2.5 that, under the restrictions (R1) and (R3), the sequence $(x_n)_{n \in \mathbb{N}} \subset \Omega$ is $\mathcal{F}_K(\Omega)$-unisolvent and satisfies (2.6) for all measurable bounded functions that are continuous almost everywhere. In particular, (3.19) holds for $(x_n)_{n \in \mathbb{N}}$ and the discrete weights $(r_n)_{n \in \mathbb{N}}$. Furthermore, (R3) ensures the subsequence $(x_n^+)_{n \in \mathbb{N}}$ to be $\mathcal{F}_K(\Omega)$-unisolvent as well. In combination with (R2) and (R4), Theorem 3.3 implies the assertion.

Building up on this result, subsequently, a simple procedure to construct positive interpolatory CFs is developed.

**4. Proposed Procedure.** In this section, the previous theoretical findings from §2 and §3 are forged into a rigorous procedure to construct positive interpolatory CFs. This is done under the assumption that $\Omega \subset \mathbb{R}^d$, $\omega : \Omega \to \mathbb{R}_0^+$, and $\mathcal{F}_K(\Omega) \subset C(\Omega)$ satisfy the restrictions (R1)–(R4). The proposed procedure consists of two steps:

(S1) Construct an $\mathcal{F}_K(\Omega)$-exact nonnegative $N$-point CF utilizing the LS approach.
(S2) If $N > K$, use Steinitz’ method to successively reduce the number of data points until $N \leq K$.

The result will be a positive interpolatory CF that uses a subset of at most $K$ data points. The realization of this procedure is demonstrated in §5.

**4.1. Constructing Positive LS-CFs.** Given is the equidistributed sequence $(x_n)_{n \in \mathbb{N}} \subset \Omega$ as in Remark 2.4. The basic idea is to increase the set of data points $X_N = \{x_n\}_{n=1}^N$ until the corresponding LS-CF is nonnegative. One starts with $N = K$ and proceeds as follows:

(1) If $X_N$ is $\mathcal{F}_K(\Omega)$-unisolvent, the discrete weights are chosen as $r_n = |\Omega|\omega(x_n)/N$, and
(2) the corresponding LS weights $w^{LS}$ are computed. If these weights are all nonnegative, a nonnegative LS-CF has been constructed. Otherwise, meaning that $X$ is not $\mathcal{F}_K(\Omega)$-unisolvent or $w^{LS}$ is not nonnegative, the number of data points $N$ is, for instance, doubled and one returns to (1). This procedure is summarized below in Algorithm 4.1.

Note that $K = r := \text{rank}(\Phi)$ is equivalent to $X_N$ being $\mathcal{F}_K(\Omega)$-unisolvent. It should also be stressed that, by Corollary 3.4, Algorithm 4.1 is ensured to terminate. The output
Algorithm 4.1 Construction of a nonnegative LS-CF

1: \( N = K, r = 0, \text{ and } w_{\min} = 0 \)
2: \( \text{while } r < K \text{ or } w_{\min} < 0 \) do
3: \( X_N = \{ x_n \}_{n=1}^N \)
4: Compute a DOB, for instance, by the modified Gram-Schmidt procedure
5: Compute the matrix \( \Phi = \Phi(X_N) \)
6: Compute the rank of \( \Phi: r = \text{rank}(\Phi) \)
7: \( \text{if } r = K \) then
8: Compute the LS weights \( w^{\text{LS}} \) as in (3.13)
9: Determine the smallest weight: \( w_{\min} = \min(w^{\text{LS}}) \)
10: \( N = 2N \)

is an \( F_K(\Omega) \)-exact nonnegative LS-CF using \( N \) data points. Usually, we can expect \( N \) to be larger than \( K \). In what follows, I therefore adapt a method of Steinitz’ [29] (also see [10]) to successively reduce the number of data points from \( N \) to \( K \).

4.2. Reducing the Number of Data Points: Steinitz’ Method. Given is an \( F_K(\Omega) \)-exact nonnegative LS-CF. In a first step, all cubature weights that are equal to zero as well as the corresponding data points are removed. This yields an \( F_K(\Omega) \)-exact positive CF

\[
C_N[f] = \sum_{n=1}^{N} w_n f(x_n),
\]

where \( N \) denotes the number of data points in a generic sense. If still \( N > K \), one proceeds by using a method of Steinitz [29] (also see [10]). Here, this method is referred to as Steinitz’ method. It allows one to successively reduce the number of data points until \( N \leq K \) by going over to an appropriate subset of data points, while preserving \( F_K(\Omega) \)-exactness as well as nonnegativity.

Recall that the vector space \( F_K(\Omega) \) has dimension \( K \), and so does its algebraic dual space (the space of all linear functionals defined on \( F_K(\Omega) \)). In particular, among the \( N \) linear functionals

\[
L_n[f] = f(x_n), \quad n = 1, \ldots, N,
\]

at most \( K \) are linearly independent. That is, if \( N > K \), there exist a vector of coefficients \( a = (a_1, \ldots, a_M)^T \) such that

\[
a_1 L_1[f] + \cdots + a_N L_N[f] = 0 \quad \forall f \in F_K(\Omega)
\]

and \( a_n > 0 \) for at least one \( n \). Let \( \sigma \) be given by

\[
\sigma = \max_{1 \leq n \leq N} \frac{a_n}{w_n}.
\]

Then, \( \sigma > 0, \sigma w_n - a_n \geq 0 \) for all \( n \), and \( \sigma w_n - a_n = 0 \) for at least one \( n \). From (4.3) one therefore has

\[
I[f] = \frac{\sigma w_1 - a_1}{\sigma} L_1[f] + \cdots + \frac{\sigma w_N - a_N}{\sigma} L_N[f] \quad \forall f \in F_K(\Omega).
\]
Note that one of the coefficients is zero and, together with the corresponding linear functional (data point), can be removed. Hence, on $\mathcal{F}_K$, $I$ has been expressed as a linear combination of at most $N - 1$ of the linear functionals $L_1, \ldots, L_N$ with positive coefficients.

Iterating this process of removing all zero weights and then applying Steinitz’ method, one finally arrives at a positive interpolatory CF

$$C_N[f] = \sum_{k=1}^{N} \lambda_k f(y_k)$$

with $N \leq K$. That is, the CF $C_N$ is $\mathcal{F}_K(\Omega)$-exact while using at most $K$ data points $y_k$—all of which lie inside of $\Omega$—and only positive cubature weights $\lambda_k$. The whole procedure is summarized in Algorithm 4.2

**Algorithm 4.2** Reduce the number of data points

1: while $K < N$ do
2: Compute $\Phi = \Phi(X)$ and $\text{null}(\Phi)$
3: Determine $a \in \text{null}(\Phi) \setminus \{0\}$ s.t. $a_n > 0$ for at least one $n$
4: Compute $\sigma = \max_n a_n/w_n$
5: Overwrite the cubature weights: $w_n = (\sigma w_n - a_n)/\sigma$
6: Remove all zero weights as well as the corresponding data points
7: $N = N - \#\{ w_n | w_n = 0, \ n = 1, \ldots, N \}$

Here, $\text{null}(\Phi)$ denotes the null space of the matrix $\Phi$. For $\Phi \in \mathbb{R}^{K \times N}$, it is defined as

$$\text{null}(\Phi) = \{ a \in \mathbb{R}^N | \Phi a = 0 \}$$

and yields a linear subspace of $\mathbb{R}^N$.

**Remark 4.1 (Construction of $a$).** Note that (4.3) is equivalent to $a \in \text{null}(\Phi)$. Thus, essentially every $a \in \text{null}(\Phi) \setminus \{0\}$ will do the job (if $a_n \leq 0$ for all $n = 1, \ldots, M$, one can go over to $-a$). Moreover, it was shown in Lemma 2.2 that $\text{null}(\Phi)$ has dimension $N - K$. Hence, as long as $N > K$, such a vector of coefficients $a$ can always be found.

5. **Numerical Results.** In this section some numerical result for the proposed positive interpolatory CFs are presented. The corresponding Matlab code can be found at [15]. Focus is given to the cases $\mathcal{F}_K(\Omega) = \mathbb{P}_m(\mathbb{R}^d)$ and $\mathcal{F}_K(\Omega) = \Pi_m(\mathbb{R}^d)$. For the algebraic polynomials, the total degree $|\alpha| = \sum_{j=1}^{d} |\alpha_j|$ for $\alpha = (\alpha_1, \ldots, \alpha_d)$ is considered. Other choices for the degree are possible and include the absolute degree and the Euclidean degree; see [20, 5, 32]. Trigonometric polynomials, on the other hand, are linear combinations $\sum_{|\alpha| \leq m} c_{\alpha} t_{\alpha}$ of trigonometric monomials

$$\prod_{j=1}^{d} e^{2\pi i\alpha_j x_j} \quad \text{with} \quad i^2 = -1,$$
where $\alpha \in \mathbb{Z}$. Furthermore, it is required that $c_{\alpha}$ and $c_{-\alpha}$ are complex conjugates so that all the monomials are real-valued. In this case, one has

$$\dim \mathcal{P}_m(\mathbb{R}^d) = \dim \Pi_m(\mathbb{R}^d) = \binom{m + d}{m}$$

for the dimension of both vector spaces. Yet, it should be stressed once more that the specific choice of the vector space does not affect the success of the proposed procedure.

Test Case A

| $m = 0$ ($K = 1$) | $m = 1$ ($K = 4$) | $m = 2$ ($K = 6$) |
|------------------|------------------|------------------|
| $n$ | $x_1$ | $y_1$ | $w_1$ | $n$ | $x_2$ | $y_2$ | $w_2$ | $n$ | $x_3$ | $y_3$ | $w_3$ |
| 1 | 0 | 0 | 4 | 1 | 1/3 | -1/3 | 4/3 | 1 | -1 | 0.2 | 0.8 |
| 2 | 1 | 1/3 | 1 | 4/3 | 2 | -0.6 | -1 | 0.8 |
| 3 | 1 | 1/3 | 4/3 | 3 | -0.6 | -0.6 | 0.8 |
| 4 | 1 | -0.2 | -0.2 | 0.494... |
| 5 | -0.2 | 0.2 | 0.305... |
| 6 | 0.2 | 0.6 | 0.8 |

Table 1: Data points and cubature weights for $\Omega = C^{(2)}$, $\omega \equiv 1$, and $\mathcal{F}_K(\Omega) = \Pi_m(\mathbb{R}^2)$

Tables 1, 2 and 3 list the data points and cubature weights of some specific positive interpolatory CFs constructed by the procedure proposed in §4. Table 1 addresses the case where $\omega \equiv 1$ and $\Omega$ is the two-dimensional hypercube $C^{(2)}$ that is centered at $(0, 0)$ and with radius 1. Generally speaking, the following definition are used:

$$C^{(d)}_r(x_0) := \{ x \in \mathbb{R}^d \mid \| x - x_0 \|_\infty \leq r \}, \quad C^{(d)} = C^{(d)}_1(0),$$

$$B^{(d)}_r(x_0) := \{ x \in \mathbb{R}^d \mid \| x - x_0 \|_2 \leq r \}, \quad B^{(d)} = B^{(d)}_1(0)$$

Moreover, $\mathcal{F}_K(\Omega) = \Pi_m(\mathbb{R}^2)$ is considered. It is demonstrated in Table 1 that the number of data points is always less or equal to the number of linearly independent basis functions which are treated exactly by the CF. At the same time, all data points lie inside of $\Omega$ and the cubature weights are all positive. Table 2 reports the same for the three-dimensional ball $B^{(3)}$ with nonconstant weight function $\omega(x) = \sqrt{\| x \|_2}$. In this case, however, $\mathcal{F}_K(\Omega) = \mathbb{P}_m(\mathbb{R}^3)$ is considered. Finally, Table 3 addresses a nonstandard domain $\Omega \subset \mathbb{R}^2$ given as the union of $B^{(2)}$ and $C^{(2)}_{1/2}(1.5, 1.5)$. Furthermore, $\omega \equiv 1$ and $\mathcal{F}_K(\Omega) = \mathbb{P}_m(\mathbb{R}^2)$.

This nonstandard domain $\Omega$, together with the data points of the corresponding positive interpolatory CF, are further illustrated in Figure 1 for $m = 2, 3, 4$. In particular, it can be noted that in some cases even $N < K$.

Finally, a comparison of the positive interpolatory CFs with Gauss–Legendre-type rules is provided. Figure 2 reports on the accuracy of both rules for six different test cases. For
Test Case B

\[ m = 0 \ (K = 1) \quad m = 1 \ (K = 4) \quad m = 2 \ (K = 10) \]

| n | x_n | y_n | z_n | w_n | n | x_n | y_n | z_n | w_n | n | x_n | y_n | z_n | w_n |
|---|-----|-----|-----|-----|---|-----|-----|-----|-----|---|-----|-----|-----|-----|
| 1 | 0   | 0   | -1  | I[1]| 1 | 0   | 0   | -1  | 0.598...| 1 | -0.5| 0   | -0.5| 0.815...|
| 2 | 0   | -1  | 0   | 1.196...| 2 | 0.5 | -0.5| -0.5| 0.190...| 3 | 0.5 | 0.5 | -0.5| 0.516...|
| 3 | 0   | 1   | 0   | 1.196...| 4 | 0   | 1   | 0   | 0.598...| 5 | 0.5 | 0   | 0   | 0.217...|
| 4 | 0   | 0   | 1   | 0.598...| 6 | -0.5| 0   | 0.5 | 0.489...| 7 | -0.5| 0.5 | 0.217...|
|   |     |     |     |     | 8 | 0   | 0.5 | 0.5 | 0.217...| 9 | 0.5 | -0.5| 0.5 | 0.353...|
|   |     |     |     |     | 10| 0.5 | 0   | 0.5 | 0.244...|

Table 2: Data points and cubature weights for \( \Omega = B^{(3)} \), \( \omega(x) = \sqrt{\|x\|^2} \), and \( F_K(\Omega) = P_m(\mathbb{R}^3) \)

Test Case C

\[ m = 0 \ (K = 1) \quad m = 1 \ (K = 3) \quad m = 2 \ (K = 6) \]

| n | x_n | y_n | w_n | n | x_n | y_n | w_n | n | x_n | y_n | w_n |
|---|-----|-----|-----|---|-----|-----|-----|---|-----|-----|-----|
| 1 | 0   | 0   | I[1]| 1 | -2/3| 2/3 | 1.695...| 1 | -2/3| 2/3 | 0.562...|
| 2 | 2/3 | -2/3| 1.695...| 2 | 0   | -2/3| 1.115...| 3 | 2   | 2   | 0.75 |
| 3 | 2   | 2   | 0.75 | 4 | 0   | 2/3 | 0.267...| 5 | 4/3 | 4/3 | 0.991...|
|   |     |     |     | 6 | 2   | 4/3 | 0.276...|

Table 3: Data points and cubature weights for \( \Omega = B^{(2)} \cup C^{(2)}_{1/2}(1.5, 1.5) \), \( \omega = 1 \), and \( F_K(\Omega) = P_m(\mathbb{R}^2) \)

\( \Omega = B^{(d)} \) with \( d = 2, 3 \), a transformed product Gauss–Legendre rule has been used; see [11]. It should be stressed that the transformation of this rule to \( B(d) \) is not exact for algebraic polynomials anymore. As a result, especially for \( \Omega = B(3) \), the constructed positive interpolatory CFs have a significantly higher accuracy. Yet, also in all other cases, the positive interpolatory CFs are able to keep up with the Gauss–Legendre-type rules. In nonstandard regions, such as unions of different (standard) domains, the positive interpolatory CFs can be expected to perform even better compared to known CFs—assuming there even exists a
CONSTRUCTING POSITIVE INTERPOLATORY CFS

(a) \( m = 2 \) \( (K = 6) \) and \( N = 6 \) \hspace{1cm} (b) \( m = 3 \) \( (K = 10) \) and \( N = 9 \) \hspace{1cm} (c) \( m = 4 \) \( (K = 15) \) and \( N = 15 \)

Figure 1: Illustration of the data points for \( \Omega = B^{(2)} \cup C^{(2)}_{1/2}(1.5, 1.5), \omega \equiv 1, \) and \( F_K(\Omega) = \mathbb{P}_m(\mathbb{R}^2) \)

(a) \( C^{(2)} \) with \( \omega \equiv 1 \) \hspace{1cm} (b) \( B^{(2)} \) with \( \omega \equiv 1 \) \hspace{1cm} (c) \( B^{(2)} \) with \( \omega(x) = \sqrt{\|x\|_2} \)

(d) \( C^{(3)} \) with \( \omega \equiv 1 \) \hspace{1cm} (e) \( B^{(3)} \) with \( \omega \equiv 1 \) \hspace{1cm} (f) \( B^{(3)} \) with \( \omega(x) = \sqrt{\|x\|_2} \)

Figure 2: Accuracy of the constructed positive interpolatory CF compared to Gauss–Legendre-type rules. In figures 2a and 2d, \( f(x) = f(x_1) \ldots f(x_d) \) with \( f(x) = 1/(1 + x^2) \) is considered. In all other figures, \( f(x) = 1/(1 + \|x\|_2^2) + \sin(x_1) \) is used. The positive interpolatory CF was constructed to be exact for \( F_K(\Omega) = \mathbb{P}_m(\mathbb{R}^d) \) with increasing \( m \).

known CF.
6. Summary. In this work, a procedure was developed to construct positive interpolatory CFs in a fairly general setting. In particular, only the restrictions (R1)–(R4) are needed. While the existence of such CFs has theoretically been proven already in 1957 by Tchakaloff, their actual construction was not achieved until now. The present work fills this gap in the theory of cubature.
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