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Abstract: In this paper, we show how to approximate the solution to the generalized time-fractional Huxley-Burgers’ equation by a numerical method based on the cubic B-spline collocation method and the mean value theorem for integrals. We use the mean value theorem for integrals to replace the time-fractional derivative with a suitable approximation. The approximate solution is constructed by the cubic B-spline. The stability of the proposed method is discussed by applying the von Neumann technique. The proposed method is shown to be conditionally stable. Several numerical examples are introduced to show the efficiency and accuracy of the method.
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1 Introduction

Fractional calculus is a generalization of classical calculus that is concerned with operations of differentiation and integration to fractional order. The concept of the fractional operator was first raised by Marquis de L'Hôpital and G. W. Leibniz in the year 1695. From now on there have been several fundamental works on the fractional derivative and fractional differential equations, and many books were performed in this field, in which we can refer to the books of Ross and Miller [1], Samko et al. [2], and Podlubny [3]. Several numerical methods have been developed to obtain an approximate solution of fractional differential equations. These methods include finite difference method [4,5], homotopy perturbation method [6–8], variational iteration method [9,10], Adomian decomposition method [11,12], and spectral methods [13–16]. The generalized Huxley-Burgers’ equation is in the following form [17]:

\[
\frac{\partial u(x, t)}{\partial t} + \beta u^\delta(x, t) \frac{\partial u(x, t)}{\partial x} - \nu \frac{\partial^3 u(x, t)}{\partial x^3} = \eta u(x, t)(1 - u^\delta(x, t))(u^\delta(x, t) - \gamma),
\]

1 Introduction

Fractional calculus is a generalization of classical calculus that is concerned with operations of differentiation and integration to fractional order. The concept of the fractional operator was first raised by Marquis de L'Hôpital and G. W. Leibniz in the year 1695. From now on there have been several fundamental works on the fractional derivative and fractional differential equations, and many books were performed in this field, in which we can refer to the books of Ross and Miller [1], Samko et al. [2], and Podlubny [3]. Several numerical methods have been developed to obtain an approximate solution of fractional differential equations. These methods include finite difference method [4,5], homotopy perturbation method [6–8], variational iteration method [9,10], Adomian decomposition method [11,12], and spectral methods [13–16]. The generalized Huxley-Burgers’ equation is in the following form [17]:

\[
\frac{\partial u(x, t)}{\partial t} + \beta u^\delta(x, t) \frac{\partial u(x, t)}{\partial x} - \nu \frac{\partial^3 u(x, t)}{\partial x^3} = \eta u(x, t)(1 - u^\delta(x, t))(u^\delta(x, t) - \gamma),
\]

* Corresponding author: Taha Radwan, Department of Mathematics, College of Science and Arts in Ar-Rass, Qassim University, Ar-Rass, Kingdom of Saudi Arabia; Department of Mathematics and Statistics, Faculty of Management Technology and Information Systems, Port Said University, Port Said, Egypt, e-mail: taha_ali_2003@hotmail.com, t.radwan@qu.edu.sa

Adel R. Hadhoud: Department of Mathematics and Computer Science, Faculty of Science, Menoufia University, Shebin El-kom, Egypt, e-mail: adel_hadhoud_2005@yahoo.com

Faisal E. Abd Alaal: Department of Mathematics, Faculty of Science, Damanhour University, Damanhour, Egypt, e-mail: faisalezz_2020@yahoo.com

Ayman A. Abdelaziz: Department of Mathematics, Faculty of Science, Damanhour University, Damanhour, Egypt, e-mail: aymanesmaeel_2017@yahoo.com

Open Access. © 2021 Adel R. Hadhoud et al., published by De Gruyter. This work is licensed under the Creative Commons Attribution 4.0 International License.
where $\beta$, $\nu$, $\eta$, $\gamma$, and $\delta$ are parameters, $\delta > 0$, $\eta \geq 0$, and $\gamma \in (0, 1)$. Equation (1) is an extended form of the famous Huxley and Burgers’ equations. If we take $\beta = 0$ and $\delta = 1$, equation (1) is reduced to the Huxley equation which describes nerve pulse propagation in nerve fibers and wall motion in liquid crystals [17]:

$$\frac{\partial u(x, t)}{\partial t} - \nu \frac{\partial^2 u(x, t)}{\partial x^2} = \eta u(x, t)(1 - u(x, t)) (u(x, t) - \gamma). \tag{2}$$

If we take $\eta = 0$, $\beta = 1$, and $\delta = 1$, equation (1) is reduced to Burgers’ equation which describes the far field of wave propagation in nonlinear dissipative systems [18]:

$$\frac{\partial u(x, t)}{\partial t} + u(x, t) \frac{\partial u(x, t)}{\partial x} - \nu \frac{\partial^2 u(x, t)}{\partial x^2} = 0. \tag{3}$$

It is known that the nonlinear diffusion equations (2) and (3) play important roles in physics. They are of special significance for studying nonlinear phenomena. If we take $\eta \neq 0$, $\beta \neq 0$, and $\delta = 1$, equation (1) becomes the following Huxley and Burgers’ equation:

$$\frac{\partial u(x, t)}{\partial t} + \beta u(x, t) \frac{\partial u(x, t)}{\partial x} - \nu \frac{\partial^2 u(x, t)}{\partial x^2} = \eta u(x, t)(1 - u(x, t)) (u(x, t) - \gamma). \tag{4}$$

Equation (1) shows a prototype model for describing the interaction among reaction mechanisms, convection effects, and diffusion transport. This equation was investigated by Satsuma [19] in 1987. The generalized time-fractional Huxley-Burgers’ equation whose solutions will be approximated is of the form [20]:

$$\frac{\partial^a u(x, t)}{\partial t^a} + \beta u(x, t) \frac{\partial u(x, t)}{\partial x} - \nu \frac{\partial^2 u(x, t)}{\partial x^2} - \eta u(x, t)(1 - u^\delta(x, t)) (u^\delta(x, t) - \gamma) = f(x, t), \tag{5}$$

where $a \leq x \leq b$, $0 \leq t \leq T$ and $0 < a \leq 1$,

and is subject to the conditions:

$$u(a, t) = \varphi_1(t), \quad u(b, t) = \varphi_2(t), \quad 0 \leq t \leq T, \tag{6}$$

and

$$u(x, 0) = g(x), \quad a \leq x \leq b. \tag{7}$$

We can obtain approximate solutions of the generalized time-fractional Huxley-Burgers’ equation that have applications in various fields of science and engineering. The time-fractional Huxley-Burgers’ equation illustrates intercommunications between reaction mechanisms and diffusion transports and an evolutionary model depicting nerve pulse propagation [21]. Many scholars have recently worked on the fractional Burger-Huxley equation due to the necessity of finding a solution to this equation. In [22], the space-time-fractional Burgers-Huxley problem was solved using a Legendre spectral finite difference method. The author in [23] looked into solitary wave solutions to this problem. In [24], the problem is solved using the finite difference method. In [20], the residual power series method is used to obtain an analytical solution to this problem.

In this work, we have proposed a collocation method for solving the time-fractional Burgers-Huxley equation using the mean value theorem for integrals and cubic B-spline basis functions. In this method, we use cubic B-splines for spatial variables and their derivatives which produce a system of fractional ordinary differential equations. The fractional derivative is simplified by using the mean value theorem for integrals and the finite difference method. B-splines have two useful qualities. One distinguishing characteristic is that the continuity conditions are inherent. As a result, when compared to other piecewise polynomial interpolating functions, the B-spline is the smoothest. B-splines also have small local support, which means that each B-spline function is only non-zero over a few mesh subintervals, resulting in a tightly banded resultant matrix for the discretization equation. B-splines have special advantages due to their smoothness and capacity to handle local occurrences. In combination with the collocation method, this significantly simplifies the solution procedure of differential equations. There is a great reduction of the numerical effort.
because there is no need to calculate integrals (as in variational methods) to build the final set of algebraic equations that replaces the provided nonlinear differential equation. The current method does not require extra effort to deal with the nonlinear parts, unlike some previous techniques that used various transformations to reduce the problem to a simpler equation. As a result, the equations are readily and elegantly solved utilizing the current method. The Caputo fractional derivative of order $\alpha$ which is used in this paper is defined by,

$$D^\alpha u(x, t) = \frac{\partial^{\alpha} u(x, t)}{\partial t^{\alpha}} = \begin{cases} 
\frac{1}{\Gamma(n - \alpha)} \int_0^t \frac{\partial^n u(x, \tau)}{\partial \tau^n} (t - \tau)^{n-\alpha-1} d\tau, & n - 1 < \alpha < n, \\
\frac{\partial^n u(x, t)}{\partial t^n}, & \alpha = n \in \mathbb{N},
\end{cases}$$

where $\Gamma(\cdot)$ is the Gamma function.

This paper is organized as follows. In Section 2, a proposed method depends on the cubic B-spline collocation method and the mean value theorem is derived. In Section 3, we obtain the initial vector that is required to start the iterative process of the proposed method. In Section 4, the stability is theoretically discussed by using the von Neumann technique. In Section 5, we illustrate three numerical examples that are introduced to illustrate the efficiency and accuracy of the proposed method. Finally, the conclusion is given in Section 6.

2 Derivation of the method

To approximate $u(x, t)$ by cubic B-spline collocation method over finite elements, let the region $R = [a, b] \times [0, T]$ be discretized by a set of points $R_{ij}$ which are the vertices of a grid of points $(x_i, t_j)$ where $x_i = a + ih$, $h = \Delta x$ for $i = 0, 1, \ldots, N$, and $t_j = jk$, $k = \Delta t$ for $j = 0, 1, \ldots, M$. Let $\mathcal{O}_i(x)$ be cubic B-splines with nodes at $x_{N-2} < x_{N-1} < \ldots < x_{N+1} < x_{N+2}$. The cubic B-spline functions $\mathcal{O}_i(x)$ at these knots are given as follows:

$$\mathcal{O}_i(x) = \frac{1}{h^3} \begin{cases} 
(x - x_{i-2})^3, & \text{if } x \in [x_{i-2}, x_{i-1}], \\
h^3 + 3h^2(x - x_{i-1}) + 3h(x - x_{i-1})^2 - 3(x - x_{i-1})^3, & \text{if } x \in [x_{i-1}, x_i], \\
h^3 + 3h^2(x_{i+1} - x) + 3h(x_{i+1} - x)^2 - 3(x_{i+1} - x)^3, & \text{if } x \in [x_{i}, x_{i+1}], \\
(x_{i+2} - x)^3, & \text{if } x \in [x_{i+1}, x_{i+2}], \\
0, & \text{otherwise.}
\end{cases}$$

The collocation method for approximately solving equation (5) consists in seeking approximations $U(x, t)$ of $u(x, t)$ from the finite dimensional subspace of $C[a, b]$ which is spanned by the linearly independent set of cubic B-spline functions $\{\mathcal{O}_1(x), \mathcal{O}_2(x), \ldots, \mathcal{O}_N(x), \mathcal{O}_{N+1}(x)\}$ having the form [25]:

$$U(x, t) = \sum_{i=1}^{N+1} w_i(t) \mathcal{O}_i(x),$$

where $w_i(t)$ are the unknown time-dependent quantities. The quantities $w_i(t)$ are chosen such that $U(x, t)$ satisfies equation (5) and its conditions (6) and (7) at the points $(x_i, t_j)$ for $i = 0, 1, \ldots, N$, $j = 0, 1, \ldots, M$. Then $U(x, t)$ satisfies the following equations:

$$\frac{\partial^a U(x_i, t_j)}{\partial t^a} + \beta U^3(x_i, t_j) \frac{\partial U(x_i, t_j)}{\partial x} - v \frac{\partial^2 U(x_i, t_j)}{\partial x^2} - \eta U(x_i, t_j)(1 - U^5(x_i, t_j))(U^5(x_i, t_j) - \gamma) = f(x_i, t_j),$$

$$U(a, t_j) = \phi_1(t_j), \quad U(b, t_j) = \phi_2(t_j), \quad j = 0, 1, \ldots, M$$

$$U(x_i, 0) = g(x_i), \quad i = 0, 1, \ldots, N.$$
Substitute equation (9) and the values in Table 1 into equation (10) to obtain
\[
\frac{d^\alpha w_j}{dt^\alpha} + \frac{4d^\alpha w_j}{dt^\alpha} + \frac{d^\alpha w_{j+1}}{dt^\alpha} + \frac{3\beta}{h} \mu_j (w_{j+1} - w_{j-1}) - 6\nu (w_j - w_{j+1}) - \eta \rho_j (w_{j+1} + w_j) = f(x_i, t_j),
\]
where \( \mu_j = (w_{j+1} + 4w_j + w_{j-1})^\delta \) and \( \rho_j = (1 - (w_{j+1} + 4w_j + w_{j-1})^\delta) \). Using the Caputo fractional derivative definition, the time-fractional derivative can be discretized as
\[
\frac{d^\alpha w(t_j)}{dt^\alpha} = \frac{1}{\Gamma(1 - \alpha)} \int_{t_0}^{t_j} (t_j - \tau)^{-\alpha} \frac{dw(\tau)}{d\tau} d\tau, \quad t_j = jk, \quad 0 < \alpha < 1.\]

By using a piecewise technique, equation (14) becomes
\[
\frac{d^\alpha w(t_j)}{dt^\alpha} = \frac{1}{\Gamma(1 - \alpha)} \sum_{m=1}^{m_k} \int_{(m-1)k}^{mk} (t_j - \tau)^{-\alpha} \frac{dw(\tau)}{d\tau} d\tau.\]

Since \((t_j - \tau)^{-\alpha}\) does not change the sign on the interval \([(m-1)k, mk]\), the mean value theorem for integrals [26] will be applied as follows:
\[
\int_{(m-1)k}^{mk} (t_j - \tau)^{-\alpha} \frac{dw(\tau)}{d\tau} d\tau = \int_{(m-1)k}^{mk} (t_j - \tau)^{-\alpha} d\tau, \quad (m-1)k < \tau^*_m < mk,
\]
which implies that
\[
\int_{(m-1)k}^{mk} (t_j - \tau)^{-\alpha} \frac{dw(\tau)}{d\tau} d\tau = \left( \frac{w(t_m) - w(t_{m-1})}{k} + O(k) \right) \int_{(m-1)k}^{mk} (t_j - \tau)^{-\alpha} d\tau
\]
\[
= \left( \frac{w^m - w^{m-1}}{k} + O(k) \right) \left[ \frac{(t_j - (m-1)k)^{1-\alpha} - (t_j - mk)^{1-\alpha}}{1 - \alpha} \right]
\]
\[
= \left( \frac{w^m - w^{m-1}}{k} + O(k) \right) \left[ \frac{(jk - (m-1)k)^{1-\alpha} - (jk - mk)^{1-\alpha}}{1 - \alpha} \right]
\]
\[
= \frac{\tau_{j,m}^\alpha}{(1 - \alpha)} \left( \frac{w^m - w^{m-1}}{k^{\alpha}} + O(k^{2-\alpha}) \right),
\]
where \( \tau_{j,m}^\alpha = (j - m + 1)^{1-\alpha} - (j - m)^{1-\alpha} \). This enables us to write the Caputo fractional derivative in the following form:
\[
\frac{d^\alpha w(t_j)}{dt^\alpha} \approx \frac{1}{\Gamma(2 - \alpha)} \sum_{m=1}^{j} \tau_{j,m}^\alpha \left( \frac{w^m - w^{m-1}}{k^\alpha} + O(k^{2-\alpha}) \right),
\]
then
\[
\frac{d^\alpha w(t_j)}{dt^\alpha} \approx \sigma \sum_{m=1}^{j} \tau_{j,m}^\alpha [w^m - w^{m-1}], \quad \sigma = \frac{1}{k^\alpha \Gamma(2 - \alpha)},
\]
with a local truncation error
\[ T^j_i = \frac{k^{2-\alpha}}{2(2-\alpha)} \sum_{m=1}^{j} t_m^j \left( \theta^2 \frac{d^2 w(x_m^j)}{dt^2} - (1 - \theta)^2 \frac{d^2 w(x_m^j)}{dt^2} \right), \]  
(17)

for \( 0 < \theta < 1, \ t_{m-1} < x_m < t_m, \) and \( t^*_{m-1} < x_m < t^*_m. \)

Substituting equation (16) in equation (13), to obtain the following system:\n\[ \sigma \sum_{m=1}^{j} r_{i,m}^j (w_{i-1}^m + 4w_i^m + w_{i+1}^m) - \sigma \sum_{m=1}^{j} r_{i,m}^j (w_{i-1}^{m-1} + 4w_i^{m-1} + w_{i+1}^{m-1}) + \frac{3\beta}{h} \mu_i^j (-w_{i-1}^j + w_{i+1}^j) \]
\[ - \frac{6\nu}{h^2} (w_{i-1}^j - 2w_i^j + w_{i+1}^j) - \nu \rho_i^j (w_{i-1}^j + 4w_i^j + w_{i+1}^j) = f(x_i, t_j). \]
(18)

From equation (18) we obtain the following:
\[ \left( \sigma - \frac{3\beta}{h} \mu_i^j - \frac{6\nu}{h^2} - \nu \rho_i^j \right) w_{i-1}^j + \left( 4\sigma + \frac{12\nu}{h^2} - 4\nu \rho_i^j \right) w_i^j + \left( \sigma + \frac{3\beta}{h} \mu_i^j - \frac{6\nu}{h^2} - \nu \rho_i^j \right) w_{i+1}^j \]
\[ = \sigma \sum_{m=1}^{j} r_{i,m}^j (w_{i-1}^{m-1} + 4w_i^{m-1} + w_{i+1}^{m-1}) - \sigma \sum_{m=1}^{j-1} r_{i,m}^j (w_{i-1}^m + 4w_i^m + w_{i+1}^m) + f(x_i, t_j). \]
(19)

For simplicity, equation (19) can be rewritten as a recurrence relationship:
\[ A_i w_{i-1}^j + B_i w_i^j + C_i w_{i+1}^j = D_i^{j-1}, \]
(20)

where \( A_i = \left( \sigma - \frac{3\beta}{h} \mu_i^j - \frac{6\nu}{h^2} - \nu \rho_i^j \right), \ B_i = \left( 4\sigma + \frac{12\nu}{h^2} - 4\nu \rho_i^j \right), \ C_i = \left( \sigma + \frac{3\beta}{h} \mu_i^j - \frac{6\nu}{h^2} - \nu \rho_i^j \right), \) and \( D_i^{j-1} = \sigma \sum_{m=1}^{j} r_{i,m}^j (w_{i-1}^{m-1} + 4w_i^{m-1} + w_{i+1}^{m-1}) - \sigma \sum_{m=1}^{j-1} r_{i,m}^j (w_{i-1}^m + 4w_i^m + w_{i+1}^m) + f(x_i, t_j). \)

System (20) has to be complemented by the boundary conditions
\[ w_{i-1}^j + 4w_i^j + w_{i+1}^j = \phi_1(t_j), \]
\[ w_{N,i}^j + 4w_N^j + w_{N+1}^j = \phi_2(t_j), \]
(21)

For each \( i = 0, 1, \ldots, N \) and \( j = 0, 1, \ldots, M. \) The cubic B-spline collocation method produces the \((N + 3) \times (N + 3)\) matrix system, when we add the boundary conditions. From equations (20) and (21), we obtain the following system of linear equation:
\[ Q w^j = Q^*, \]
(22)

where
\[
Q = \begin{bmatrix}
I & 4 & 1 & 0 & \cdots & 0 & 0 & 0 \\
A_0 & B_0 & C_0 & 0 & \cdots & 0 & 0 & 0 \\
0 & A_1 & B_1 & C_1 & \cdots & 0 & 0 & 0 \\
0 & 0 & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & A_N & B_N & C_N \\
0 & 0 & 0 & 0 & \cdots & 1 & 4 & 1 \\
\end{bmatrix},
\]
\[ w^j = \begin{bmatrix}
w_1^j \\
w_0^j \\
w_1^j \\
w_N^j \\
w_N^j \\
w_{N+1}^j \\
\end{bmatrix}, \text{ and } Q^* = \begin{bmatrix}
\phi_1(t_j) \\
\phi_0(t_j) \\
\phi_1(t_j) \\
\phi_N(t_j) \\
\phi_N(t_j) \\
\phi_{N+1}(t_j) \\
\end{bmatrix}.\]

3 Initial vector

The initial condition helps us to obtain the initial vector \((w_{-1}^0, w_0^0, w_1^0, \ldots, w_N^0, w_{N+1}^0)\), which is required to start the iterative process of the proposed method
\[ U(x_i, 0) = g(x_i), \ i = 0, 1, \ldots, N. \]
(23)

Using the values in Table 1 into equation (23) gives
\[ w_{-1}^0 + 4w_1^0 + w_{N+1}^0 = g(x_i), \ i = 0, 1, \ldots, N. \]
(24)
The last system (24) consists of \((N + 1)\) equations and \((N + 3)\) unknowns. To solve the system of linear equation (24) we need two additional equations. These equations are obtained as follows:

\[
\begin{align*}
U'(x_0, 0) &= g'(x_0), \\
U'(x_N, 0) &= g'(x_N).
\end{align*}
\] (25)

By using Table 1, in equation (25) we obtain

\[
\begin{align*}
-\frac{3}{h}w_{1}^{0} + & \frac{3}{h}w_{i}^{0} = g'(x_0), \\
-\frac{3}{h}w_{N-1}^{0} + & \frac{3}{h}w_{N}^{0} = g'(x_N).
\end{align*}
\] (26)

Combining equations (24) and (26) we obtain the following system of linear equation:

\[
Pw^{0} = P^{*},
\] (27)

where

\[
P = \begin{bmatrix}
\frac{3}{h} & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & \frac{3}{h} & 0 & 0 & \cdots & 0 & 0 \\
1 & 4 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 4 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & 4 \\
0 & 0 & 0 & 0 & \cdots & -\frac{3}{h} & 0 \\
\end{bmatrix}, \quad w^{0} = \begin{bmatrix}
w_{1}^{0} \\
w_{0}^{0} \\
w_{i}^{0} \\
w_{N}^{0} \\
\vdots \\
w_{N-1}^{0}
\end{bmatrix}, \quad \text{and} \quad P^{*} = \begin{bmatrix}
dg(x_0) \\
dg_{0} \\
dg_{1} \\
\vdots \\
dg_{N} \\
\frac{dg(x_N)}{dx}
\end{bmatrix},
\]

which enables us to obtain the initial vector \((w_{1}^{0}, w_{0}^{0}, w_{1}^{0}, \ldots, w_{N}^{0}, w_{N+1}^{0})\).

**Remark.** The following steps are used to linearize the nonlinear term in equation (20). For example, if \(j = 1\), we approximate \(\rho_{i}^{1}\) by \(\rho_{i}^{1*}\) and \(\mu_{i}^{1}\) by \(\mu_{i}^{1*}\) computed from \(w_{i}^{0}\) and obtain a first approximation to \(w_{i}^{1}\), then we compute \(\rho_{i}^{1}\) and \(\mu_{i}^{1}\) from \(w_{i}^{1}\) to refine the approximation to \(w_{i}^{1}\). For \(j = m\), we approximate \(\rho_{i}^{m}\) by \(\rho_{i}^{m*}\) and \(\mu_{i}^{m}\) by \(\mu_{i}^{m*}\) computed from \(w_{i}^{m-1}\) and obtain a first approximation to \(w_{i}^{m}\), then we compute \(\rho_{i}^{m}\) and \(\mu_{i}^{m}\) from \(w_{i}^{m}\) to refine the approximation to \(w_{i}^{m}\).

### 4 Stability analysis

The von Neumann technique is suitable for linear problems with constant coefficients. To study the stability of our numerical scheme by using the von Neumann technique, we must linearize the nonlinear terms \(u^{q}(x, t)u'(x, t)\) and \((1 - u^{q}(x, t))(u^{q}(x, t) - \gamma)u(x, t)\) of the time-fractional Huxley and Burgers equation (5), by assuming that the corresponding quantities \(\rho_{i-1}^{j}\), \(\rho_{i}^{j}\), and \(\rho_{i+1}^{j}\) are equal to a local constant \(\chi^{*}\) and \(\mu_{i-1}^{j}\), \(\mu_{i}^{j}\), and \(\mu_{i+1}^{j}\) to \(\lambda^{*}\) in equation (20). According to the von Neumann technique, we assume a solution of the form [27,28]:

\[
w_{i}^{j} = \xi_{j}e^{\varphi q^{i}h},
\] (28)

where \(q^{2} = -1\), \(h\) is the element size, \(\varphi\) is the mode number, and \(\xi_{j}\) is the amplification factor at time level \(j\).

Inserting the latter expression for \(w_{i}^{j}\) into the system (20) we have the following characteristic equation:

\[
\begin{align*}
\left(K - \frac{h\beta}{2} \lambda^{*} - \nu - \frac{h^{2}\eta}{6} \chi^{*}\right)\xi_{j}e^{\varphi q^{i+1}h} + \left(4K + 2\nu - \frac{2h^{2}\eta}{3} \chi^{*}\right)\xi_{j}e^{\varphi q^{i}h} + \left(K + \frac{h\beta}{2} \lambda^{*} - \nu - \frac{h^{2}\eta}{6} \chi^{*}\right)\xi_{j}e^{\varphi q^{i+1}h} &= g_{j+1}^{*},
\end{align*}
\] (29)

where
where \( \deltaj^{-1} = K(\xi_{j-1}e^{\varphi q(j-1)h} + 4\xi_{j-1}e^{\varphi qj^2h} + \xi_{j-1}e^{\varphi q(j+1)h}) + K\sum_{m=1}^{j-1}\frac{\sigma_j}{\eta^j}(\xi_{m-1}e^{\varphi q(j-1)h} + 4\xi_{m-1}e^{\varphi qj^2h} + \xi_{m-1}e^{\varphi q(j+1)h}) - (\xi_{j-1}e^{\varphi q(j-1)h} + 4\xi_{j-1}e^{\varphi qj^2h} + \xi_{j-1}e^{\varphi q(j+1)h}) \) and \( K = \frac{h^2}{6}\sigma \).

After dividing by \( e^{\varphi qj^2h} \) and using Euler’s formula \( e^{\varphi q} = \cos \varphi q + q \sin \varphi q \), the last equation can be simplified as

\[
\begin{align*}
\mathbf{30} & = 2K(\cos \varphi + 2) + 2\eta \eta^{\varphi} (\cos \varphi + 2) + qh\beta^\lambda \sin \varphi \mathbf{31} = 2K(\cos \varphi + 2)\xi_{j-1} \mathbf{32} + 2K(\cos \varphi + 2) \sum_{m=1}^{j-1} r_m^h(\xi_{m-1} - \xi_m).
\end{align*}
\]

Equation (30) has been rewritten in a simple form as

\[
\xi_j = \Omega\xi_{j-1} + \Omega \sum_{m=1}^{j-1} r_m^h(\xi_{m-1} - \xi_m), \quad j \geq 1,
\]

where \( \Omega = \frac{E}{H+h} \), \( E = 2K(\cos \varphi + 2) \), \( H = E + 2\eta \eta^{\varphi} (\cos \varphi + 2) \), \( Z = h\beta^\lambda \sin \varphi \), and \( \varphi = qh \).

For \( j = 1 \) in equation (31), we obtain

\[
\xi_1 = \Omega \xi_0,
\]

thus we obtain the following:

\[
|\xi_1| = |\Omega| |\xi_0|, \quad 0 < \Omega \leq 1.
\]

If we put \( j = 2 \) in equation (31), we obtain

\[
\xi_2 = \Omega\xi_1 + \Omega r_{1,1}^h(\xi_0 - \xi_1) \Rightarrow |\xi_2| = |\Omega\xi_1 + \Omega r_{1,1}^h(\xi_0 - \xi_1)| \leq \tau_{2,1}^h|\Omega||\xi_0| + (1 - \tau_{2,1}^h)|\Omega||\xi_1|,
\]

where \( (1 - \tau_{2,1}^h) \) and \( \tau_{2,1}^h \) are positive quantities. Using inequality (34) implies

\[
|\xi_2| \leq \tau_{2,1}^h|\Omega||\xi_0| + (1 - \tau_{2,1}^h)|\Omega||\xi_0| = |\Omega||\xi_0|,
\]

then

\[
|\xi_2| \leq |\xi_0| \quad (35).
\]

For \( j = 3 \) in equation (31), we obtain

\[
\xi_3 = \Omega\xi_2 + \Omega r_{2,1}^h(\xi_0 - \xi_2) = |\xi_3| = |\Omega\xi_2 + \Omega r_{2,1}^h(\xi_0 - \xi_2)| \leq \tau_{3,1}^h|\Omega||\xi_0| + (1 - \tau_{3,1}^h)|\Omega||\xi_2|,
\]

then

\[
|\xi_3| \leq \tau_{3,1}^h|\Omega||\xi_0| + (\tau_{2,1}^h - \tau_{3,1}^h)|\Omega||\xi_2| + (1 - \tau_{3,1}^h)|\Omega||\xi_2| = |\Omega||\xi_0|,
\]

Since \( (1 - \tau_{2,1}^h) \), \( (\tau_{2,1}^h - \tau_{3,1}^h) \), and \( \tau_{3,1}^h \) are positive quantities, using inequalities (34) and (35), we obtain

\[
|\xi_3| \leq \tau_{3,1}^h|\Omega||\xi_0| + (\tau_{2,1}^h - \tau_{3,1}^h)|\Omega||\xi_2| + (1 - \tau_{3,1}^h)|\Omega||\xi_2| = |\Omega||\xi_0|,
\]

then

\[
|\xi_3| \leq |\xi_0| \quad (36).
\]

Thus, by the same method, we can prove that \( |\xi_j| \leq |\xi_0| = |g_0|, \quad j \geq 1 \) then the proposed numerical scheme is conditionally stable such that \( h \) is chosen to be small enough.
5 Application and discussion

In this section, we employ the suggested method to solve some examples, and we will show that the method produces a good approximation. Our proposed scheme’s accuracy is measured by computing the $l_2$ error norm and maximum absolute error for several choices for $\alpha$. Error norms are defined as

$$l_2 = \|u_{\text{exact}} - u_{\text{approx}}\|_2 = \sqrt{\sum_{i=0}^{N} |(u_i)_{\text{exact}} - (U_i)_{\text{approx}}|^2},$$

$$l_\infty = \|u_{\text{exact}} - u_{\text{approx}}\|_\infty = \max_{0 \leq i \leq N} |(u_i)_{\text{exact}} - (U_i)_{\text{approx}}|.$$

The computations associated with the experiments were performed in the Mathematica software package on a PC, CPU 2.8 GHz.

Example 1. Consider the time-fractional Huxley equation of the following form:

$$\frac{\partial^\alpha u(x, t)}{\partial t^\alpha} - \frac{\partial^2 u(x, t)}{\partial x^2} - u(x, t)(1 - u(x, t))(u(x, t) - y) = f(x, t),$$

subject to boundary conditions

$$u(0, t) = 0, \quad u(1, t) = t + 1, \quad 0 \leq t \leq T,$$

and the initial conditions

$$u(x, 0) = x^3, \quad 0 \leq x \leq 1.$$

Where the source term on the right-hand side is given by

$$f(x, t) = \frac{x^3}{\Gamma(2 - \alpha)} t^{1-\alpha} - 6x(t + 1) - ((1 - x^3(t + 1)) - (x^3(t + 1) - y))x^3(t + 1).$$

The exact solution to this problem is given by

$$u(x, t) = x^3(t + 1).$$

The numerical results are presented in Tables 2 and 3, which show a comparison between the approximate and exact values at different values of $y$ and $\alpha$ with $h = 0.01$ and $k = 0.01$. Tables 4 and 5 show a comparison between the maximum absolute error and $l_2$ error norm at different values of $\gamma$ and different time levels. Table 6 presents the maximum absolute errors at different values of $N$. From our numerical results, one can conclude that the numerical solutions are in a very close agreement with the exact solution. Figure 1a demonstrates that the numerical and exact results are indiscriminately same for $t = 0.25$ and

| $x$ | Numerical | Exact | Numerical | Exact |
|-----|-----------|-------|-----------|-------|
| 0.1 | 0.0015007 | 0.0015000 | 0.0020028 | 0.0020000 |
| 0.2 | 0.0120015 | 0.0120000 | 0.0108058 | 0.0106000 |
| 0.3 | 0.040022 | 0.0405 | 0.0504086 | 0.054 |
| 0.4 | 0.0960031 | 0.0960000 | 0.1280120 | 0.1280000 |
| 0.5 | 0.1875040 | 0.1875 | 0.2500152 | 0.25 |
| 0.6 | 0.3240049 | 0.324 | 0.4320186 | 0.432 |
| 0.7 | 0.5145059 | 0.5145000 | 0.6880221 | 0.6860000 |
| 0.8 | 0.7680071 | 0.7680000 | 1.0240263 | 1.0240000 |
| 0.9 | 1.0935086 | 1.0935000 | 1.4580328 | 1.4580000 |
| 1.0 | 1.5 | 1.5 | 2 | 2 |
\( \alpha = 0.5 \). Figure 1b demonstrates that the numerical and exact results are similar for \( \alpha = 0.5 \) at different time steps for \( t = 0.50, t = 0.75, \) and \( t = 1.00 \). The three-dimensional graphs of approximate solution \( U(x, t) \) at \( \Delta t = 0.01, h = 0.01, y = 0.5, \) and \( t \in [0, 1] \) are shown in Figure 2.

**Table 3:** \( U_{ij} \) and \( u_{ij} \) with \( \alpha = 0.75, y = 0.5, \Delta t = 0.01, \) and \( h = \Delta x = 0.01 \)

| \( x \) | Numerical | Exact | Numerical | Exact |
|-------|-----------|-------|-----------|-------|
| 0.1   | 0.0016993 | 0.001500 | 0.0020005 | 0.002000 |
| 0.2   | 0.0119988 | 0.012000 | 0.0160011 | 0.016000 |
| 0.3   | 0.0404982 | 0.0405  | 0.0540018 | 0.054   |
| 0.4   | 0.0959976 | 0.096000 | 0.1280026 | 0.128000 |
| 0.5   | 0.1874970 | 0.1875  | 0.2500034 | 0.25    |
| 0.6   | 0.3239964 | 0.324   | 0.4320044 | 0.432   |
| 0.7   | 0.5144959 | 0.514500 | 0.6860055 | 0.686000 |
| 0.8   | 0.7679955 | 0.768000 | 1.0240069 | 1.024000 |
| 0.9   | 1.0934951 | 1.093500 | 1.4580090 | 1.458000 |
| 1.0   | 1.5       | 1.5     | 2         | 2       |

**Table 4:** \( \Delta t = 0.01, y = 0.1, \Delta x = 0.01, \) and \( 0 \leq x \leq 1 \)

| \( t \) | \( l_2 \) error norm | Max. abs. error | \( l_2 \) error norm | Max. abs. error |
|-------|------------------------|-----------------|------------------------|-----------------|
| 0.08  | 4.24407 \times 10^{-7} | 6.73917 \times 10^{-7} | 4.46348 \times 10^{-7} | 6.7711 \times 10^{-7} |
| 0.10  | 2.92127 \times 10^{-7} | 4.2489 \times 10^{-7}  | 3.46794 \times 10^{-7} | 6.65942 \times 10^{-7} |
| 0.50  | 5.22168 \times 10^{-6} | 1.09845 \times 10^{-5} | 1.65984 \times 10^{-5} | 3.91351 \times 10^{-6} |
| 0.80  | 1.2935 \times 10^{-5}  | 2.76492 \times 10^{-5}  | 1.30265 \times 10^{-5} | 2.76993 \times 10^{-5}  |
| 1.00  | 1.97591 \times 10^{-5} | 4.32419 \times 10^{-5}  | 2.02499 \times 10^{-5} | 4.33585 \times 10^{-5}  |

**Table 5:** \( \Delta t = 0.01, y = 0.5, \Delta x = 0.01, \) and \( 0 \leq x \leq 1 \)

| \( t \) | \( l_2 \) error norm | Max. abs. error | \( l_2 \) error norm | Max. abs. error |
|-------|------------------------|-----------------|------------------------|-----------------|
| 0.08  | 4.67776 \times 10^{-6} | 8.43127 \times 10^{-6} | 4.69564 \times 10^{-6} | 8.43264 \times 10^{-6} |
| 0.10  | 4.66743 \times 10^{-6} | 8.44807 \times 10^{-6} | 4.66575 \times 10^{-6} | 8.44905 \times 10^{-6} |
| 0.50  | 2.99941 \times 10^{-6} | 4.91409 \times 10^{-6} | 3.9878 \times 10^{-6}  | 4.94082 \times 10^{-6} |
| 0.80  | 1.18543 \times 10^{-6} | 3.85145 \times 10^{-6} | 1.07997 \times 10^{-6} | 3.82089 \times 10^{-6} |
| 1.00  | 5.29289 \times 10^{-6} | 1.30517 \times 10^{-5} | 5.25196 \times 10^{-6} | 1.30943 \times 10^{-5} |

**Table 6:** \( \Delta t = 0.01, y = 0.5, \alpha = 0.75, \) and \( 0 \leq x \leq 1 \)

| \( N \) | \( t = 0.5 \) | \( t = 1.0 \) |
|-------|---------------|---------------|
| 50    | 1.88875 \times 10^{-5} | 5.45842 \times 10^{-5} |
| 100   | 4.94082 \times 10^{-6} | 1.30943 \times 10^{-5} |
| 150   | 2.32437 \times 10^{-6} | 5.69009 \times 10^{-6} |
| 300   | 7.72464 \times 10^{-7} | 1.35619 \times 10^{-6} |
Example 2. Consider the time-fractional Huxley equation of the following form:

$$\frac{\partial^\alpha u(x, t)}{\partial t^\alpha} - \frac{\partial^2 u(x, t)}{\partial x^2} - u(x, t)(1 - u(x, t))(u(x, t) - \gamma) = f(x, t),$$

subject to boundary conditions

$$u(0, t) = 0, \quad u(1, t) = 0, \quad 0 \leq t \leq T,$$

and the initial conditions

$$u(x, 0) = 0, \quad 0 \leq x \leq 1.$$

Where the source term on the right-hand side is given by

$$f(x, t) = \frac{2}{\Gamma(3 - \alpha)} t^{2-\alpha} + 4\pi^2 t^2 \sin(2\pi x) - ((1 - t^2 \sin(2\pi x))(t^2 \sin(2\pi x) - \gamma))t^2 \sin(2\pi x).$$

The exact solution to this problem is given by

$$u(x, t) = t^2 \sin(2\pi x).$$

The numerical results are presented in Tables 7 and 8, which show a comparison between the approximate and exact values at different values of $\gamma$ and $\alpha$ with $h = 0.01$ and $k = 0.01$. Tables 9 and 10 show a comparison between the maximum absolute error and $l_2$ error norm at different values of $\gamma$ and different time levels. Table 11 presents the maximum absolute errors at different values of $N$. From our numerical results, one can conclude that the numerical solutions are in a very good agreement with the exact solution.
Figure 3a demonstrates that the exact and numerical results are similar for \( t = 0.25 \) and \( \alpha = 0.5 \). Figure 3b demonstrates that the exact and numerical results are indiscriminately same for \( \alpha = 0.5 \) at different time steps for \( t = 0.50 \), \( t = 0.75 \), and \( t = 1.00 \). The three-dimensional graphs of approximate solution \( U(x, t) \) at \( \Delta t = 0.01 \), \( h = 0.01 \), \( \gamma = 0.5 \), and \( t \in [0, 1] \) are shown in Figure 4.
Table 10: Δt = 0.01, γ = 0.5, Δx = 0.01, and 0 ≤ x ≤ 1

| t  | $\Delta x$ = 0.01 | $\alpha$ = 0.5 | $\epsilon$ = 0.5 | $\epsilon$ = 0.75 |
|----|------------------|----------------|------------------|------------------|
| 0.08 | 5.99328 x 10^{-6} | 8.48149 x 10^{-6} | 3.54717 x 10^{-5} | 5.01884 x 10^{-5} |
| 0.10 | 5.3453 x 10^{-6}  | 7.56773 x 10^{-6} | 3.53219 x 10^{-5} | 4.99928 x 10^{-5} |
| 0.50 | 4.70574 x 10^{-5} | 6.78207 x 10^{-5} | 1.47203 x 10^{-5} | 2.08605 x 10^{-5} |
| 0.80 | 1.37816 x 10^{-4} | 1.99059 x 10^{-4} | 1.02581 x 10^{-4} | 1.45431 x 10^{-4} |
| 1.00 | 2.36239 x 10^{-4} | 3.80237 x 10^{-4} | 1.89575 x 10^{-4} | 2.85051 x 10^{-4} |

Max. abs. error

| N  | t = 0.5 | t = 1.0 |
|----|--------|--------|
| 50 | 3.04769 x 10^{-4} | 1.27498 x 10^{-3} |
| 100| 6.78207 x 10^{-5} | 3.80237 x 10^{-4} |
| 150| 2.38339 x 10^{-5} | 2.34761 x 10^{-4} |
| 300| 2.56945 x 10^{-6} | 1.49242 x 10^{-4} |

Figure 3: Graphs of approximate and exact solutions for (a) t = 0.25 part and (b) t = 0.50, t = 0.75, and t = 1.00 part.

Figure 4: Graphs of approximate solutions for different time levels at (a) $\alpha$ = 0.5 part and (b) $\alpha$ = 0.75 part.
Example 3. Consider the time-fractional Burgers’ equation of the following form [29]:

\[
\frac{\partial^\alpha u(x, t)}{\partial t^\alpha} + u(x, t) \frac{\partial u(x, t)}{\partial x} - \nu \frac{\partial^2 u(x, t)}{\partial x^2} = f(x, t),
\]

subject to boundary conditions

\[ u(0, t) = 0, \quad u(1, t) = 2(t + 1), \quad 0 \leq t \leq T, \]

and the initial conditions

\[ u(x, 0) = 2x^2, \quad 0 \leq x \leq 1. \]

Where the source term on the right-hand side is given by

\[ f(x, t) = \frac{2x^2}{\Gamma(2 - \alpha)} t^{1-\alpha} + 8x^3(t + 1)^2 - 4\nu(t + 1). \]

The exact solution to this problem is given by

\[ u(x, t) = 2x^2(t + 1). \]

The numerical results are presented in Table 12, which show a comparison between the approximate and exact values with \( \alpha = 0.75, h = 0.01, \) and \( k = 0.01. \) Table 13 shows a comparison between the maximum absolute error and \( l_2 \) error norm at different time levels. Table 14 presents the maximum absolute errors at different values of \( N. \) Table 15 illustrates the comparative performance of our method and that of [29]. Also, the results conclude that the errors in the proposed method are less than or similar to those of [29]. From our numerical results, one can conclude that the numerical solutions are in very good agreement with the exact solution. Figure 5a shows that the exact and numerical results are similar for \( t = 0.25 \) and

### Table 12: \( U_{ij} \) and \( u_{ij} \) with \( \alpha = 0.75, \Delta t = 0.01, \) and \( h = \Delta x = 0.01 \)

| \( x \) | \( t = 0.50 \) | \( t = 1.00 \) |
|-------|----------------|----------------|
|       | Numerical      | Exact          | Numerical      | Exact          |
| 0.1   | 0.02999831     | 0.0300000     | 0.0399706      | 0.0400000     |
| 0.2   | 0.1199662      | 0.1200000     | 0.1599412      | 0.1600000     |
| 0.3   | 0.2694946      | 0.27          | 0.3599124      | 0.36          |
| 0.4   | 0.4799349      | 0.4800000     | 0.6398866      | 0.6400000     |
| 0.5   | 0.7499255      | 0.75          | 0.9998698      | 1             |
| 0.6   | 1.0799283      | 1.08          | 1.4398742      | 1.44          |
| 0.7   | 1.4699556      | 1.4700000     | 1.9599222      | 1.9600000     |
| 0.8   | 1.9200261      | 1.9200000     | 2.5600511      | 2.5600000     |
| 0.9   | 2.4301650      | 2.43          | 3.2403169      | 3.24          |
| 1.0   | 3              | 3             | 4              | 4             |

### Table 13: \( \Delta t = 0.01, \Delta x = 0.01, \) and \( 0 \leq x \leq 1 \)

| \( t \)    | \( \alpha = 0.5 \) | \( \alpha = 0.75 \) |
|------------|-------------------|-------------------|
|            | \( l_2 \) error norm | Max. abs. error | \( l_2 \) error norm | Max. abs. error |
| 0.08       | \( 8.53208 \times 10^{-5} \) | \( 1.67343 \times 10^{-4} \) | \( 5.23275 \times 10^{-5} \) | \( 1.74856 \times 10^{-4} \) |
| 0.10       | \( 9.55396 \times 10^{-5} \) | \( 1.74016 \times 10^{-4} \) | \( 4.92543 \times 10^{-5} \) | \( 1.8143 \times 10^{-4} \) |
| 0.50       | \( 2.11316 \times 10^{-4} \) | \( 3.54733 \times 10^{-4} \) | \( 1.00655 \times 10^{-4} \) | \( 3.68758 \times 10^{-4} \) |
| 0.80       | \( 3.09101 \times 10^{-4} \) | \( 5.45507 \times 10^{-4} \) | \( 1.4238 \times 10^{-4} \) | \( 5.3057 \times 10^{-4} \) |
| 1.00       | \( 3.84636 \times 10^{-4} \) | \( 7.01428 \times 10^{-4} \) | \( 1.92401 \times 10^{-4} \) | \( 7.29705 \times 10^{-4} \) |
$\alpha = 0.5$. Figure 5b shows that the exact and numerical results are indiscriminately same for $\alpha = 0.5$ at different time steps for $t = 0.50$, $t = 0.75$, and $t = 1.00$. The three-dimensional graphs of approximate solution $U(x, t)$ at $\Delta t = 0.01$, $h = 0.01$, and $t \in [0, 1]$ are shown in Figure 6.

Table 14: $\Delta t = 0.01$, $\alpha = 0.5$, and $0 \leq x \leq 1$

| $N$  | $t = 0.5$          | $t = 1.0$          |
|------|--------------------|--------------------|
| 50   | $1.42644 \times 10^{-3}$ | $2.79207 \times 10^{-3}$ |
| 100  | $3.54733 \times 10^{-4}$ | $7.01428 \times 10^{-4}$ |
| 150  | $3.90044 \times 10^{-4}$ | $7.07683 \times 10^{-4}$ |
| 300  | $4.44498 \times 10^{-4}$ | $8.09475 \times 10^{-4}$ |

Table 15: $\Delta t = 0.00035$, $\alpha = 0.5$, $\Delta x = 0.01$, and $0 \leq x \leq 1$

| $t$  | $l_2$ error norm | Max. abs. error |
|------|------------------|-----------------|
|      | Our method       | [29]            | Our method       | [29]            |
| 0.50 | $5.72553 \times 10^{-5}$ | $0.1999895$    | $8.49165 \times 10^{-5}$ | $1 \times 10^{-4}$ |
| 0.75 | $6.51263 \times 10^{-5}$ | $0.099970998$  | $9.69053 \times 10^{-5}$ | $2.2 \times 10^{-4}$ |
| 1.00 | $7.23388 \times 10^{-5}$ | $0.0000030315$ | $1.08081 \times 10^{-4}$ | $2.8 \times 10^{-4}$ |

Figure 5: Graphs of approximate and exact solutions for (a) $t = 0.25$ part (b) and $t = 0.50$, $t = 0.75$, and $t = 1.00$ part.

Figure 6: Graphs of approximate solutions for different time levels at (a) $\alpha = 0.5$ part (b) and $\alpha = 0.75$ part.
6 Conclusion

The proposed numerical method is presented for solving the generalized time-fractional Huxley-Burgers’ equation. We discuss the stability analysis of the proposed scheme by applying the von Neumann technique. The proposed scheme is shown to be conditionally stable. The obtained results using this method are more acceptable than others. Our results illustrate the proposed method’s efficiency and accuracy for solving the nonlinear generalized time-fractional Huxley-Burgers’ equation.
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