Predicting Oxidation and Spin States by High-Dimensional Neural Networks: Applications to Lithium Manganese Oxide Spinels
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Lithium ion batteries often contain transition metal oxides like Li$_x$Mn$_2$O$_4$ (0 ≤ x ≤ 2). Depending on the Li content different ratios of Mn$^{III}$ to Mn$^{IV}$ ions are present. In combination with electron hopping the Jahn-Teller distortions of the Mn$^{III}$O$_6$ octahedra can give rise to complex phenomena like structural transitions and conductance. While for small model systems oxidation and spin states can be determined using density functional theory (DFT), the investigation of dynamical phenomena by DFT is too demanding. Previously, we have shown that a high-dimensional neural network potential can extend molecular dynamics (MD) simulations of Li$_x$Mn$_2$O$_4$ to nanosecond time scales, but these simulations did not provide information about the electronic structure. Here we extend the use of neural networks to the prediction of atomic oxidation and spin states. The resulting high-dimensional neural network is able to predict the spins of the Mn ions with an error of only 0.03 eV and the number of Jahn-Teller distorted Mn$^{III}$O$_6$ octahedra is predicted precisely for different Li loadings. A charge ordering transition is observed between 280 and 300 K, which matches resistivity measurements. Moreover, the activation energy of the electron hopping conduction above the phase transition is predicted to be 0.18 eV deviating only 0.02 eV from experiment. This work demonstrates that machine learning is able to provide an accurate representation of both, the geometric and the electronic structure dynamics of Li$_x$Mn$_2$O$_4$, on time and length scales that are not accessible by ab initio MD.
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I. INTRODUCTION

Battery performance plays a key role in the technological progress of portable electronic devices.1,2 Computer simulations have become an efficient tool for a targeted-oriented and economic development of battery materials with improved properties.3,4,5 since they allow to reach a fundamental understanding of underlying atomistic processes enabling systematic advances. However, in particular lithium ion batteries pose a challenge for atomistic simulations as they often contain complex oxides as possible lithium ion batteries pose a challenge for atomistic simulations as they often contain complex oxides as positive electrode materials, in which the transition metal ions can have different oxidation states.5–8

An important example is the commercially used lithium manganese oxide spinel Li$_x$Mn$_2$O$_4$ with 0 ≤ x ≤ 2.9–11 Li$_2$Mn$_2$O$_4$ has a complex electronic structure including coexisting Jahn-Teller distorted Mn$^{III}$O$_6$ octahedra and undistorted Mn$^{IV}$O$_6$ octahedra.10–13 The additional e$^g$ electron of Mn$^{III}$ ($t_{2g}^2e^g$) leads to increased Mn-O distances compared to Mn$^{IV}$ ($t_{2g}^3e^g$), i.e., the electronic structure has a large impact on the local geometry. During charge and discharge of a battery the Li content varies changing the ratio of Mn$^{III}$ and Mn$^{IV}$ ions. In turn, this ratio of the oxidation states affects the charge ordering of Li$_x$Mn$_2$O$_4$, i.e., the distribution of Mn$^{III}$ and Mn$^{IV}$ ions, as well as the electrical conductivity, which is based on electron hopping of the e$^g$ electrons among the different Mn species.14–17 Thermally induced fluctuations of the Jahn-Teller distortions in combination with electron hopping give rise to complex phenomena like structural transitions, charge ordering transitions, and conductance. Because electrical conduction is an indispensable property of a positive electrode material, a detailed understanding of electrical transport in Li$_x$Mn$_2$O$_4$ is of central interest.

The disorder of Mn$^{III}$ and Mn$^{IV}$ ions resulting from electron hopping as well as the fluctuations in the spatial orientations of the Jahn-Teller distortions18–20 on average lead to a cubic Li$_2$Mn$_2$O$_4$ spinel structure (space group Fd3m) for temperatures above ~290 K in the composition range 0 ≤ x ≤ 1.21,22 Below about 290 K the LiMn$_2$O$_4$ spinel is orthorhombic (space group Fddd) due to an increased order in the Mn$^{III}$/Mn$^{IV}$ arrange-
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ment and the spatial orientations of the Jahn-Teller distortions.\cite{24,12,15,20,21} For \(1 < x < 2\), a tetragonal crystal structure (space group I\(_{41}/\text{amd}\)) with \(x = 2\) coexists with the cubic form.\cite{22,23}

Using X-ray absorption spectroscopy\cite{24,25} or electron energy loss spectroscopy\cite{26,27} or even quantum mechanical calculations\cite{28} the \(e_g\) occupancy or valency of the Mn ions can be determined. However, the limited space and time resolution does not allow for an investigation of the dynamics at the atomic scale. On the other hand, oxidation and spin states are readily available in spin-polarized density functional theory (DFT) calculations. Unfortunately, ab initio molecular dynamics simulations are computationally too demanding to investigate changes in the \(e_g\) electron mobility with temperature, especially during the transition from the orthorhombic to the cubic crystal structure, because simulations on nanosecond time scales would be required.\cite{13}

A solution could be offered by machine learning methods. The construction of atomistic potentials representing the potential energy surfaces of materials enabling large-scale molecular dynamics (MD) simulations has received a lot of attention in recent years.\cite{33,34,35} High-dimensional neural network potentials (HDNNP)\cite{33,35} which are a frequently used example for machine learning potentials applicable for various materials,\cite{33,34,35} enable molecular dynamics simulations up to nanosecond time scales but they only provide energies and forces while electronic structure information like oxidation states are not directly accessible. However, this information is required for a comprehensive understanding of the full complexity of \(\text{Li}_x\text{Mn}_2\text{O}_4\).

In comparison to the high interest in the construction of machine learning potentials, the prediction of further atomic properties related to the electronic structure by machine learning is not as common, although also this field is rapidly expanding. Examples are the prediction of atomic charges\cite{36,37} electrostatic multipole moments,\cite{38} atomization energies,\cite{39} polarizabilities, frontier orbital eigenvalues, ionization potentials, electron affinities, excitation energies,\cite{40,41} redox potentials,\cite{42} nuclear chemical shifts, atomic core level excitations,\cite{43} or even quantum mechanical wavefunctions.\cite{44} Moreover, the prediction of spin-state splittings and metal-ligand bond distances was successfully performed for transition metal complexes in their equilibrium configurations.\cite{45,46}

Here we introduce a high-dimensional neural network (HDNN) for the prediction of oxidation and spin states solely based on the atomic structure, which is applicable in the full configuration space of the system’s electronic ground state. The HDNN is trained on atomic spins obtained from spin-polarized local hybrid PBE0r-D\(_{X}\) DFT calculations. This functional was extensively benchmarked for \(\text{Li}_x\text{Mn}_y\text{O}_z\) systems and related materials in a previous study showing that the atomic spins obtained for \(\text{Li}_2\text{Mn}_2\text{O}_4\) reveal coexisting high-spin Mn\(^{II}\) and Mn\(^{IV}\) ions in agreement with experiment.\cite{51} The HDNN is able to complement the energies and forces in HDNNP-driven MD simulations by electronic structure information to derive oxidation states, spin configurations, and electron hopping. Using the HDNN we can study the \(e_g\) electron mobility of \(\text{Li}_x\text{Mn}_2\text{O}_4\) which has a major impact on the electrical conductivity.\cite{52,53} Due to its relevance for battery applications, a detailed understanding of the underlying \(e_g\) electron hopping is of high interest. Furthermore, oxidation and spin states are of fundamental importance for reduction-oxidation reactions such as corrosion and electrocatalysis\cite{54} and also for spin crossovers, for example, in the binding process of oxygen to hemoglobin.\cite{55}

In this study we focus on the relation between the structure of the MnO\(_6\) octahedra and the spins of the Mn central ions, which we represent by a HDNN. Using the HDNNP developed in a separate study,\cite{13} we can perform simulations of \(\text{Li}_x\text{Mn}_2\text{O}_4\) below and above the transition temperature from the orthorhombic to the cubic crystal structure. The HDNN provides the electronic spin information, which is not considered in the HDNNP yielding just the energy and forces. Using both, the HDNNP and the HDNN, we can study the transition in detail structurally and electronically at the atomic scale. The time evolution of the Jahn-Teller distortions of the Mn\(^{II}\)O\(_6\) octahedra as well as the electron hopping of the \(e_g\) electrons are studied from femto- to nanosecond timescales. Furthermore, we investigate the charge order of \(\text{Li}_x\text{Mn}_2\text{O}_4\) at different temperatures revealing its complex electronic structure and the impact of finite size effects.

We start by describing the HDNN method to predict oxidation and spin states. After providing the computational details, the reference data set of the HDNN is analyzed with respect to the structure-spin relation, and the quality of the HDNN approach based on the reference data is discussed. Subsequently, the predictions are tested for different Li loadings. The discussion of the phase transition, whose structural details were explained already in a separate work,\cite{13} is extended by new insights into the electronic information. Especially, the charge ordering transition is investigated in detail. Finally, we address the electron hopping as a function of the temperature revealing the role of the phase transition on conductivity.

II. METHODS

The neural network topology we will use here is closely related to the high-dimensional neural network potential approach of Behler and Parrinello.\cite{33,34} However, instead of developing a method to calculate a global property like the total potential energy of a given atomic structure \(\mathbf{R} = \{\mathbf{R}_n\}\), we aim to predict the atomic spin \(S_n\) for each atom \(n\) of element \(m\) in the system, i.e., the goal is to obtain the functional relation \(S_n(m, \mathbf{R})\), which is similar to our previous work on the construction of environment-dependent atomic charges for including long-range electrostatic energies in HDNNPs.\cite{33,34}
ment described by a vector of symmetry functions \( G^m \) containing two hidden layers that can be used to predict the atomic spin \( S^m_n \).

For clarity the subscript \( n \) of the symmetry functions and atomic spin as well as the superscript \( m \) of all named properties are not shown. This Figure is a visualization of Equation [1].

Like in case of HDNNPs, we cannot simply use Cartesian coordinates as input for the neural network, because the derived spins must be invariant with respect to translation and rotation of the system as well as to the permutation of chemically equivalent atoms. Therefore, the Cartesian coordinates are transformed to atom-centered symmetry functions (ACSFs) \( G^m_{\nu} \) which meet all these requirements and describe the local chemical environments of each atom inside a cutoff radius \( R_c \). This cutoff has to be chosen sufficiently large to include all neighboring atoms, which are relevant for the value of the spin of the central atom. Due to their many-body nature, the number of ACSFs per atom is independent of the actual number of atoms inside the cutoff sphere, which is required for the use as input of a neural network with a fixed architecture.

For each atom the vector of ACSFs characterizing the geometric environment is then used as input for an atomic feed-forward neural network. The great advantage of neural networks is their ability to represent multidimensional real-valued functions with in principle arbitrary precision [20]. Therefore, they are well-suited as functional form for \( S^m_n(G^m_{\nu}) \). We note that the atomic spin only depends on the symmetry function vector of the corresponding atom which in turn depends on all Cartesian coordinates inside the cutoff sphere.

The schematic structure of an atomic neural network for the calculation of atomic spins is given in Figure 1. The input layer of an atomic neural network consists of the vector of \( n_G \) symmetry functions \( G^m_{\nu} \). This input is processed via hidden layers – in the present case we use two hidden layers with \( n_1 \) and \( n_2 \) neurons, respectively – resulting in a single neuron in the output layer. This output is the atomic spin of the given atom. All neurons are connected to all neurons of the neighboring layers by weight parameters \( a_{\rho \mu}^{\nu \sigma} \), where \( \mu \) and \( \nu \) specify the two connected neurons in layers \( \rho \) and \( \sigma \). Additionally, all neurons in the hidden layers and the output neuron are connected to a bias neuron by a bias weight \( b_{\nu}^m \), where \( \nu \) and \( \sigma \) specify the number and layer of the target neuron. Together, the connecting weights and the bias weights are the fitting parameters of the neural network.

For the evaluation of each neuron in the hidden layers one proceeds from the left to the right through the network. First, the values of the neurons in the previous layer are multiplied by the corresponding connecting weights and combined, and the bias weight is added. To enable the representation of nonlinear functions, to this linear combination an activation function \( f \) is applied – in our case a hyperbolic tangent – and the value is propagated to the next layer. For the output neuron, which finally yields the atomic spin of the given atom, the procedure is the same with the exception that the nonlinear activation function is replaced by a linear function. As a consequence, the atomic spin is given by the functional form of the feed-forward neural network,

\[
S^m_n = f^3 \left\{ b^3 + \sum_{k=1}^{n_2} a^{23}_k \cdot f^2_k \left[ b^2_k + \sum_{j=1}^{n_1} a^{12}_{jk} \cdot f^1_j \left( \begin{array}{c} b^1_j \\ + \sum_{i=1}^{n_G} a^{01}_{ij} \cdot c^{m\nu}_{\nu} \end{array} \right) \right] \right\} h.
\]

The superscript \( m \) is not shown for most quantities although most of them, like number of hidden layers, neurons per layer, and also the numerical values of the weights, can be different for each element \( m \).

For each element an individual atomic neural network is constructed and replicated as many times as there are atoms of the respective element present in the system. The entire structure of the HDNN for atomic spin prediction for a system of \( M \) elements and \( N_m \) atoms, \( 1 < m < M \), per element is summarized in Figure 2.

The crucial step is the determination of the weights \( \{ a_{\rho \mu}^{\nu \sigma} \} \) and \( \{ b_{\nu}^m \} \) of the atomic neural networks, for which we need a reference data set containing the atomic spin values of a representative set of atomic structures. This data set can be used to iteratively optimize the weights until the neural network can reproduce the atomic spins in the configuration space spanned by the trained data with the desired accuracy. In order to check the predictive power of the HDNN and to reveal possible remaining errors, predictions for test data, which are not involved in the training process, are compared with known reference values. Only if the error of the test and the training set are comparable the predicted spins can be trusted. Additional validation steps can be applied in analogy to HDNNPs [6].

A fundamental requirement for the method to work is that the atomic structure uniquely defines the atomic spins, which is fulfilled if the correct ground state elec-
The atomic spin $S$ yielding to our prior benchmark, with the settings given for the HSE06 functional according to our previous work. Because the structure does not change if the signs of all atomic spins are inverted, we use the absolute value of the atomic spins in the training process. While in this way the information about the direction of the atomic spin is lost, all required information to determine the oxidation states and spin configurations are still available.

III. COMPUTATIONAL DETAILS

The DFT reference calculations were carried out using the Car-Parrinello Projector Augmented-Wave (CP-PAW) code (version from September 28, 2016)\textsuperscript{18,19} employing the local hybrid PBE0r functional\textsuperscript{18,19} All settings regarding the DFT calculations were the same as in our previous work.$^{18,19}$ D3 dispersion corrections were applied using the DFT-D3 software (version from June 14, 2016)\textsuperscript{18,19} Becke-Johnson damping was used together with the settings given for the HSE06 functional according to our prior benchmark.$^{20}$ The atomic spins were determined by a projection of the spin density onto the one-center expansions of the partial waves. The sum of the contributions was calculated inside a cutoff radius of 1.2 times the covalent radius of the respective atom.

The HDNN for the atomic spins as well as the HDNNP for the potential energy surface of Li$_4$Mn$_2$O$_4$ were constructed using the RuNNer code (version from December 4, 2018 and August 22, 2019, respectively).$^{35,50}$ The details of the HDNNP are described in our previous study.$^{35}$ The atomic neural networks of the HDNN for the redox-active element Mn consists of an input layer with 63 neurons representing the ACSFs, three hidden layers with 20, 15, and 10 neurons, and an output layer with one neuron. For the elements Li and O the atomic neural networks contain 15 input neurons, three hidden layers with 4, 3, and 2 neurons, and the output neuron. The symmetry functions, which are employed for the different elements, are given in the Supplementary Material. The reference data was split into a training data set containing 90% of the data and a test data set containing the remaining structures. The details of the training process\textsuperscript{27,65} including the description of the adapted weight initialization method\textsuperscript{18,60} are described in the Supplementary Material. The spin predictions using the final HDNN were performed by the RuNNer code.

Geometry optimizations and MD simulations driven by the HDNNP were performed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) (version from August 7, 2019)\textsuperscript{20,21} In order to use HDNNPs, LAMMPS was built with the neural network potential package (n2p2) extension (version from December 9, 2019)\textsuperscript{22} The simulations were run in the isothermal-isobaric ($NpT$) ensemble applying the Nosé-Hoover thermostat and barostat at a pressure of $p = 1$ bar. The damping constants were set to 0.05 ps and 0.5 ps, respectively, and the simulations were done with a time step of 0.5 fs. The angles of the simulation cell vectors were fixed at 90°. The simulations were analyzed after an initial equilibration period of 1 ns.

Basin-hopping Monte Carlo\textsuperscript{23} simulations were carried out by a self-written script using LAMMPS and n2p2 for the geometry optimizations employing the conjugate gradient algorithm. The Monte Carlo displacements were replaced by short MD runs at high temperatures in order to change the Mn$^{III}$/Mn$^{IV}$ distribution. This molecular dynamics based basin-hopping Monte Carlo (MDBHMC) approach enables an efficient sampling of various spatial distributions of the Mn$^{III}$O$_6$ and Mn$^{IV}$O$_6$ octahedra in Li$_x$Mn$_2$O$_4$. In the MDBHMC simulations of the LiMn$_2$O$_4$ unit cell 1000 Monte Carlo steps were performed with $NpT$ MD simulation lengths of 2000 time steps each. The time step in these MD simulations was set to 1 fs and a temperature of 400 K has been chosen. The configurations were classified by their potential energy. If a configuration was already visited during the simulation, the MD temperature was increased by 10 K in the next step up to a maximum value of 550 K to escape more easily from this region of the configuration space. The Monte Carlo temperature was set to 200 K and was increased by 100 K if the new structure after the MD simulation was not accepted, so that the simulation does not get stuck in a low-lying minimum but still samples preferentially the configuration space at low temperatures.
Q_{1} = \frac{1}{\sqrt{3}} (d_{x} + d_{y} + d_{z} - 3d), \quad (2)

\sqrt{Q_{2}^{2} + Q_{3}^{2}} = \sqrt{\frac{1}{2} (d_{x} - d_{y})^{2} + \frac{1}{6} (2d_{z} - d_{x} - d_{y})^{2}} \quad (3)

with the distances \(d_{x}, d_{y},\) and \(d_{z}\) of the opposite O-O corners and the mean opposite O-O distance \(d_{y}\). Here, \(Q_{1}\) is a measure for the size of the octahedra, while \(\sqrt{Q_{2}^{2} + Q_{3}^{2}}\) refers to the Jahn-Teller distortion.

Figures 3(a) and (b) clearly show two main groups of MnO\textsubscript{6} octahedra and some intermediate data points, which is not surprising as the structures have been obtained in MD simulations containing also continuous transitions between octahedra with and without Jahn-Teller distortions due to electron hopping. One group is located between spin values of about 1.5 to 1.7 \(\hbar\) with a mean spin value of 1.58 \(\hbar\) corresponding to Mn\textsuperscript{IV} ions and the other group between about 1.9 to 2.1 \(\hbar\) with a mean of 2.01 \(\hbar\) corresponding to high-spin Mn\textsuperscript{III} ions. The spins values do not exactly match 1.5 and 2.0 \(\hbar\) due to the determination by a projection of the spin density inside a cutoff sphere of predefined size. This might miss contributions of the atom which are outside the cutoff or include contributions of neighboring atoms. Still, these values are qualitatively accurate enough to determine the different groups and their corresponding oxidation and spin states. Of the different structures included in the reference set, all Mn ions in \(\lambda\)-Mn\textsubscript{2}O\textsubscript{4} correctly belong to the Mn\textsuperscript{IV} group and all Mn ions in Li\textsubscript{2}Mn\textsubscript{2}O\textsubscript{4} to the Mn\textsuperscript{III} group as expected. For LiMn\textsubscript{2}O\textsubscript{4}, which contains Mn\textsuperscript{III} and Mn\textsuperscript{IV} in a ratio of one-to-one, both spins can be identified.

The Mn\textsuperscript{III}O\textsubscript{6} octahedra yield larger \(Q_{1}\) values than the Mn\textsuperscript{IV}O\textsubscript{6} octahedra (Figure 3(a)), i.e., the Mn\textsuperscript{III}O\textsubscript{6} octahedra are above average in size. This is in agreement with the additional occupation of the antibonding \(e_{g}\) orbital with one electron, which widens the Mn-O bonds. For about 0.0 \(\text{Å} < Q_{1} < 0.2 \text{Å}\) both types of octahedra are present, i.e., it is not possible to reliably distinguish Mn\textsuperscript{III}O\textsubscript{6} and Mn\textsuperscript{IV}O\textsubscript{6} octahedra by their size. In this interval also the outliers of the two groups are found. Since they have intermediate values between the two groups, they can be classified as transition configurations.

Higher values of \(\sqrt{Q_{2}^{2} + Q_{3}^{2}}\) indicate a stronger Jahn-Teller distortion of the octahedra, and for an ideal octahedron \(\sqrt{Q_{2}^{2} + Q_{3}^{2}}\) equals zero. Figure 3(b) shows that the Mn\textsuperscript{IV}O\textsubscript{6} octahedra are less distorted than the Mn\textsuperscript{III}O\textsubscript{6} octahedra. The reason for small distortions of the Mn\textsuperscript{IV}O\textsubscript{6} octahedra are thermal fluctuations included in the reference data set sampled at finite temperatures. On the other hand, the Mn\textsuperscript{III}O\textsubscript{6} octahedra show clear Jahn-Teller distortions caused by the single \(e_{g}\) electron leading to the higher values of \(\sqrt{Q_{2}^{2} + Q_{3}^{2}}\). Still, like in Figure 3(a) in a certain interval the structural descriptor \(\sqrt{Q_{2}^{2} + Q_{3}^{2}}\) is not sufficient for an unique identification, and the relatively low number of structures in the transition region is also hardly distinguishable by the combination of \(Q_{1}\) and \(\sqrt{Q_{2}^{2} + Q_{3}^{2}}\).
Still, we conclude that the two simple structural descriptors $Q_1$ and $\sqrt{Q_2^2 + Q_3^2}$ allow to distinguish the chemical environments of Mn$^{III}$ and Mn$^{IV}$ in the vast majority of structures. Therefore, in principle it should be possible to predict the spins of these species using the HDNN. The employed ACSFs are more sophisticated structural descriptors. They do not only consider the opposite corners of the MnO$_6$ octahedra, but as many-body functions they describe for any atom of interest the positions of all neighboring atoms including Li, O, and Mn within the atomic environment of radius 12 \(a_0\). Therefore, they can be expected to resolve the structural differences of the octahedra in more detail than $Q_1$ and $\sqrt{Q_2^2 + Q_3^2}$. Nevertheless, we expect that neither simple descriptors nor ACSFs will allow for the unique assignment of the oxidation states of all intermediate transition structures, as they represent a continuum of possible distortions and thus in principle cannot be physically assigned to one or the other species.

B. High-dimensional Neural Network Spin Prediction

Having shown that the different spins of the Mn ions are in principle distinguishable based on the shape of the octahedra, we now aim to represent these spins by the HDNN. Starting from the available reference set, we used the atomic spins of 13669 randomly chosen reference structures for training and the remaining 1559 structures for testing. Therefore, in total 682431 atomic environments are included in the training set and 77911 in the test set. More detailed information about the reference data can be found in the Supplementary Material of a separate work.

The atomic spins cover a range from 0 to 0.117 $\hbar$ for the Li and O ions, i.e., only Li$^+$ and O$^{2-}$ ions are present, and from 1.454 to 2.144 $\hbar$ for the Mn ions, i.e., Mn$^{IV}$ and high-spin Mn$^{III}$ ions. The small spins on the Li and O ions are a numerical result of the method we employ to determine the reference spins in the DFT calculations, which are not uniquely defined similar to atomic partial charges. The difference between the DFT spin density projections and the expected zero spin values, which is up to 0.1 $\hbar$, can thus be considered as the uncertainty of our target property. However, the spin difference of 0.5 $\hbar$ for the two oxidation states of the Mn ions is a physically reasonable difference and suitable as target property for the HDNN.

The resulting root mean squared error (RMSE) of the spin for the Li and O ions is 0.010 $\hbar$ for the training set and 0.010 $\hbar$ for the test set, indicating that the HDNN representation does not add significant errors in addition to the DFT uncertainty. For the Mn ions the corresponding values are 0.028 and 0.030 $\hbar$, corresponding to a small relative error compared to the difference of 0.5 $\hbar$ between the two oxidation states. The maximum spin deviation for Mn is 0.408 $\hbar$ in the training set as well as in the test set. 0.90% of Mn ions in the training data and 1.09% of Mn ions in the test data have an error greater than 0.15 $\hbar$. The deviations between the HDNN and DFT atomic spins are shown in Figure 4(a) and (b) for both data sets as a function of the DFT atomic spin.

C. Lithium Intercalation

The most important process in battery applications of Li$_x$Mn$_2$O$_4$ is Li (de)intercalation, which occurs in charging and discharging. The Li content determines the ratio of Mn$^{III}$ and Mn$^{IV}$ ions, and the number of Mn$^{III}$ ions must be equal to the number of Li ions to ensure overall charge neutrality. However, the neural network training process did not include any explicit information about the electrons and no electron or charge conservation condition has been imposed neither for the HDNNP nor for the present HDNN. Therefore, in case of the HDNNP all the information must be included indirectly in the potential energy surface, which in the simulations must only yield configurations with a correct Mn$^{III}$ to Li ratio. Consequently, the correct prediction of this ratio is
The number of Mn ions are located in proximity to the Mn structure. A three-dimensional LiMn$_2$O$_4$ spinel is placed in tetrahedral sites, which form a diamond superstructure consisting of tetrahedral Li sites. The orientation of the Jahn-Teller elongated Mn$^{III}$O$_6$ octahedra is depicted by the orientation of the yellow diamond. The orientation of the Jahn-Teller distorted MnO$_6$ octahedra below the orthorhombic to cubic transition temperature is explained in the caption of Figure 5.

The orientation of the Jahn-Teller distorted MnO$_6$ octahedra is shown as yellow squares. Black lines highlight the superstructure of corner-sharing (MnO$_6$)$_4$ tetrahedra.

FIG. 5. Schematic drawing of the Li$_x$Mn$_2$O$_4$ unit cell with various Li contents (a)-(i) $0 \leq x \leq 1$. Li ions are shown in green, Mn$^{III}$ ions in yellow, and Mn$^{IV}$ ions in purple. Oxygen ions are not shown for clarity. The size of the ions represents their position from large (top layer) to small (bottom layer). The orientation of the Jahn-Teller elongated Mn$^{III}$O$_6$ octahedra is depicted by the orientation of the yellow diamond. Jahn-Teller elongated Mn$^{III}$O$_6$ octahedra oriented in the z direction are shown as yellow squares. Black lines highlight the superstructure of corner-sharing (MnO$_6$)$_4$ tetrahedra.

Next, we investigate the charge reordering during lithium diffusion along a minimum energy pathway obtained from a nudged elastic band calculation of a cubic Li$_{0.875}$Mn$_2$O$_4$ cell in a separate work (Figure 6). The Li ion changes from one tetrahedral site to a neighboring one, simultaneously an $\epsilon g$ electron hops from a close-by Mn$^{III}$O$_6$ octahedron to another Mn$^{IV}$O$_6$ octahedron. The diffusion of Li ions therefore can result in changes of the Mn$^{III}$/Mn$^{IV}$ distribution.

In order to investigate if the Li-Mn$^{III}$ relation observed for the rather small unit cell also holds for larger systems with inhomogeneous Li distributions we constructed a 3 x 3 x 3 supercell in which all tetrahedral Li sites are empty ($x = 0$) for one half of the supercell and fully occupied by Li ($x = 1$) for the other half. This initial structure has then been optimized to the closest local minimum employing the HDNNP, which prevents a global redistribution of the Li ions in the system. The result shown in Figure 7 reveals that the final structure matches the expectation that Mn$^{III}$ ions are only present in the $x = 1$ half and the number of Mn$^{III}$ is equal to the number of Li ions. We conclude that also in larger systems the Li and Mn$^{III}$ ions are found in close vicinity.

FIG. 6. Reorientation observed during a nudged elastic band calculation in a cubic Li$_{0.875}$Mn$_2$O$_4$ unit cell from (a) the initial minimum to (b) the final minimum. The symbols are explained in the caption of Figure 5.

Indeed, for all Li contents the HDNN reveals that the number of Mn$^{III}$ ions is equal to the number of Li ions. The structures with low Li content show that the Li ions are located in proximity to the Mn$^{III}$ ions (note the z direction as well as the periodic boundary conditions). In the range $0 < x \leq \frac{1}{4}$ at most one Mn ion per (MnO$_6$)$_4$ tetrahedral superstructure formed by four MnO$_6$ octahedra is in the Mn$^{III}$ state in these minimum energy configurations. At higher Li contents at least one and at most two Mn$^{III}$ ions are found per (MnO$_6$)$_4$ tetrahedron.

The Jahn-Teller effect leads to elongations of all the Mn$^{III}$O$_6$ octahedra which are aligned in the same orientation. This agrees with a previous theoretical study applying GGA+$U$ using the PBE exchange-correlation functional. The reported optimization of a single unit cell led as well to a tetragonal structure of LiMn$_2$O$_4$ with the conclusion that the Jahn-Teller distortions are aligned. In contrast, high-resolution diffraction experiments of the LiMn$_2$O$_4$ spinel report a very complex ordering of the Jahn-Teller distorted MnO$_6$ octahedra below the orthorhombic to cubic transition temperature. The orthorhombic structure exhibits five different crystallographic Mn sites. Three of these sites are predominantly attributed to Mn$^{III}$ and two to Mn$^{IV}$. The Jahn-Teller distortion of each Mn$^{III}$ site is in a different direction. However, this structure does not hold the 1:1 ratio of Mn$^{III}$ and Mn$^{IV}$. As a consequence, eight Mn$^{III}$ sites are occupied by Mn$^{IV}$ ions. Representing the resulting fractional occupations in this structure would require the use of a much larger system than the 3 x 3 x 1 supercell. This is not yet feasible, and our simulations employing cell sizes up to 3 x 3 x 3 supercells predict an aligned state as minimum.

Next, we investigate the charge reordering during lithium diffusion along a minimum energy pathway obtained from a nudged elastic band calculation of a cubic Li$_{0.875}$Mn$_2$O$_4$ cell in a separate work (Figure 6). While the Li ion changes from one tetrahedral site to a neighboring one, simultaneously an $\epsilon g$ electron hops from a close-by Mn$^{III}$O$_6$ octahedron to another Mn$^{IV}$O$_6$ octahedron. The diffusion of Li ions therefore can result in changes of the Mn$^{III}$/Mn$^{IV}$ distribution.

In order to investigate if the Li-Mn$^{III}$ relation observed for the rather small unit cell also holds for larger systems with inhomogeneous Li distributions we constructed a 3 x 3 x 3 supercell in which all tetrahedral Li sites are empty ($x = 0$) for one half of the supercell and fully occupied by Li ($x = 1$) for the other half. This initial structure has then been optimized to the closest local minimum employing the HDNNP, which prevents a global redistribution of the Li ions in the system. The result shown in Figure 7 reveals that the final structure matches the expectation that Mn$^{III}$ ions are only present in the $x = 1$ half and the number of Mn$^{III}$ is equal to the number of Li ions. We conclude that also in larger systems the Li and Mn$^{III}$ ions are found in close vicinity.
D. Orthorhombic to Cubic Transition

Employing the HDNNP we are able to study the atomic details of the orthorhombic to cubic phase transition on nanosecond timescales. In addition, the use of the HDNN further allows to investigate the underlying electronic dynamics of the \( e_g \) electrons in form of the fluctuations of the atomic spins of the Mn ions. In this section, we will verify that HDNNP and HDNN yield a consistent description of the dynamics of the Mn\(^{III}\)/Mn\(^{IV}\) distribution and prove the conservation of \( e_g \) electrons during the simulations. This will identify critical points for the prediction which are in accordance with the critical structures observed in Section IV A.

The orthorhombic structure is a consequence of the Jahn-Teller distorted Mn\(^{III}\)O\(_6\) octahedra, which break the cubic symmetry. The transition to a cubic phase is caused by disorder and reorientations of the Mn\(^{III}\)O\(_6\) octahedra. The individual Mn\(^{III}\) octahedra are still Jahn-Teller distorted but if the dynamics are faster than the observation time or different orientations exist in the sample, the average result is a cubic structure. For unit cell simulations, no spatial averaging is given due to the restricted configuration space but due to fluctuations of the lattice constants, the time average is still cubic above the transition temperature.

The underlying atomic processes are the dynamic Jahn-Teller effect and electron hopping, which are shown in Figures 8 (a) and (c) by the opposite O-O distances \( d_x, d_y, \) and \( d_z \) in two adjacent MnO\(_6\) octahedra and Figures 8 (b) and (d) by the spin \( S \) of the corresponding Mn ions for a simulation of the LiMn\(_2\)O\(_4\) unit cell at 300 K. The \( e_g \) electrons hops are always to any of the adjacent Mn\(^{IV}\) sites. We observe an \( e_g \) electron hop from the Mn ion in Figure 8 (b) to the adjacent one in Figure 8 (d) at \( t \approx 53 \) ps. At the same time also the Jahn-Teller distortion of the Mn ion in Figure 8 (a) vanishes and a Jahn-Teller distortion of the Mn ion in Figure 8 (c) reemerges. The orientation of the Jahn-Teller distortion on the new site is the same as before on the old site. This is expected because the global orientation defines the preferred ori-
entation which does not change due to a single electron hop.

At \( t \approx 57\) ps, a spike is observed in Figure 8 (d). At first glance, this seems to be a prediction error but at the same time also the Jahn-Teller distortion of the Mn\(^{III}\)O\(_6\) vanishes for a short time interval of about 50 fs (not resolved in Figure 8 (c)). Moreover, there are two spikes at \( t \approx 14\) ps and \( t \approx 39\) ps in Figure 8 (d). These do not reach a spin value of \( 2.0\) \( h\), i.e., they are still a transition state between Mn\(^{IV}\) and Mn\(^{III}\). In Figure 8 (c) the distortion of the Mn\(^{IV}\)O\(_6\) octahedron is also little larger than usual at these times. This is clearly no Jahn-Teller distorted Mn\(^{III}\)O\(_6\) octahedron but it is difficult to classify if the distortion is a result of large thermal fluctuation or if an electron transfer was about to happen.

A change of the orientation of the Jahn-Teller distorted Mn\(^{III}\)O\(_6\) octahedron is observed in Figure 8 (c) at \( t \approx 55\) ps. At this time, also the global orientation of the entire system changes from \( z \) to \( y \) direction. In Figure 8 (d) no change is observable at this time, i.e., the HDNN predicts the correct oxidation state during this reorientation. Short reorientations of only the individual Mn\(^{III}\) octahedra happen, for example, for the Mn\(^{III}\)O\(_6\) octahedron in Figure 8 (a) at \( t \approx 5\) ps to the \( x \) direction and for the Mn\(^{III}\)O\(_6\) octahedron in Figure 8 (c) at \( t \approx 62\) ps to the \( z \) direction. In both cases, the orientation changes again to the global orientation after about 0.25 ps. The oxidation state prediction of the HDNN is in both cases correct, i.e., stays at the same spin value, during these transitions.

These results show that HDNNP and HDNN yield a consistent description of the dynamics. There might be a few prediction discrepancies for transition structures but these are in general very difficult to classify as they are in between proper Mn\(^{III}\) and Mn\(^{IV}\) states. The agreement is good even for very short processes.

Employing the HDNN we can also calculate the sum of the absolute spin values of all Mn ions in the unit cell at different temperatures (Figures 9 (a) to (c)). From ab initio molecular dynamics simulations (see Supplementary Material) we know that this property fluctuates around a mean value of about \( 28.8\) \( h\) due to the conservation of \( e_g \) electrons. The value results from eight Mn\(^{III}\) ions with a spin value of about \( 1.58\) \( h\) and eight Mn\(^{IV}\) ions with a spin value of about \( 2.01\) \( h\), which are included in the unit cell of LiMn\(_2\)O\(_4\). In the ab initio molecular dynamics simulations the number of electrons is constant by construction. However, there is no condition in case of the HDNN. Still, we observe in a simulation at 200 K (Figure 9 (a)) that the conservation of the \( e_g \) electrons is excellent.

At 300 and 400 K, where electron hopping and a dynamic Jahn-Teller effect is present, the fluctuations get a little larger but still remain close to the reasonable value of \( 28.8\) \( h\). There are only a few spikes in Figure 9 (b) which correspond to one \( e_g \) electron too less or too much. One of these spikes is at \( t \approx 55\) ps and a very short one at \( t \approx 53\) ps. At these times the global orientation of the structure changes and the electron hop between the two Mn ions shown in Figure 8 happens, respectively. Reorientations of octahedra and electron hopping can cause these spikes because the transition structures include vanishing and reemerging Jahn-Teller distortions, which are very hard to classify. In combination with thermal distortions this can lead to less accurate predictions during the transition in that one Jahn-Teller distortion might already be classified as vanished but the arising one is not yet classified as a Jahn-Teller distortion or vice versa. Another source of error can be large thermal fluctuations which lead to classification uncertainties. At 400 K (Figure 9 (c)) the number of these spikes increases but the dominant value is still in agreement with the expectation.

E. Charge Ordering

Up to now, we used the HDNN to complement the investigation of the structural transitions by information about the atomic oxidation states and to confirm that the MD simulations correspond to a reasonable electronic structure. Now we go a step further and study electronic
processes during the phase transition, which would not be possible with conventional machine learning potentials.

The charge and Jahn-Teller order are responsible for the orthorhombic crystal structure below about 290 K. In a separate study, we found a peak in the heat capacity at about 290 K which we assumed to be a charge ordering transition. Employing the HDNN we can verify this assignment.

A phase transition is identified by a change of an order parameter. To describe the charge ordering transition we can employ

\[
C = \frac{1}{N} \sum_{t=0}^{t_N} \frac{S_{\text{min}} \cdot S(t)}{|S_{\text{min}}| \cdot |S(t)|},
\]

where \(S_{\text{min}}\) and \(S(t)\) are vectors of all Mn spins in the simulation cell in the minimum configuration and at time \(t\), respectively. Both \(S_{\text{min}}\) and \(S(t)\) correspond to the difference between the actual spin values and the mean spin value of all Mn at all times, which is about 1.8 \(\hbar\). For normalization we divide by the length of both vectors. The sum includes all time steps from \(t = 0\) to \(t_N\) at step \(N\). For \(C = 1\) the minimum charge order does not change with time, for \(C = 0\) the charge order is not correlated to the minimum charge order, i.e., the charge order fluctuates fast. The transition from \(C = 1\) to 0 as a function of the temperature therefore corresponds to the charge ordering phase transition.

Figure 10 shows the order parameter \(C\) as a function of the temperature \(T\) for the \(2 \times 2 \times 2\) and \(3 \times 3 \times 3\) supercell of LiMn\(_2\)O\(_4\). The data were obtained from 20 ns \(NpT\) MD simulations. The results of the \(3 \times 3 \times 3\) supercell show a clear transition between roughly 280 and 300 K. This is in excellent agreement with resistivity experiments which yield a transition temperature of about 290 K. For the \(2 \times 2 \times 2\) supercell the transition region is between about 260 and 340 K. This continuous change of the order parameter over a wider temperature range is expected because of finite size effects. The transition temperature is shifted to higher temperatures with decreasing system size. In conclusion, our assumption that the peak in the heat capacity at about 290 K is associated to a charge ordering transition is verified by the HDNN analysis.

The Mn\(^{III}\)/Mn\(^{IV}\) distribution as well as the orientations of the Jahn-Teller distortions are disordered in the high temperature cubic structure. However, one can still find some frequently occurring patterns. These can also be found in simulations of a single unit cell, but of course in this case the order is the same for the entire structure. As the charge order of the low temperature phase in our simulations can also be constructed using the single unit cell we will concentrate here on the low energy charge orders of the unit cell.

To investigate the energetically most stable Mn\(^{III}\)/Mn\(^{IV}\) distributions in more detail MDBHMC simulations were performed for a single unit cell of LiMn\(_2\)O\(_4\). Figures 11 (a) to (c) shows the three energetically most stable structures we found. The corresponding three charge orders agree with those found in \(NpT\) MD simulations from our separate work. The low temperature charge order of the \(2 \times 2 \times 2\) and \(3 \times 3 \times 3\) supercells are based on the order in Figure 11 (a). The energy difference between Figure 11 (a) with lattice constants 8.664, 8.066, and 8.066 Å and Figure 11 (b) with lattice constants 8.631, 8.113, and 8.067 Å is 1.4 meV atom\(^{-1}\). The difference from Figure 11 (a) to Figure 11 (c) with lattice constants 8.630, 8.089, and 8.089 Å is 1.9 meV atom\(^{-1}\). These tiny energy differences are smaller than the RMSE of the HDNNP for the test set, which is 2.2 meV atom\(^{-1}\), and also below the accuracy of the underlying DFT calculations. Therefore, the different charge orders are effectively degenerate in energy. In PBE0r DFT calculations for a cubic LiMn\(_2\)O\(_4\) cell the charge order of Figure 11 (b) is observed as global minimum.

The distribution of Mn\(^{III}\) and Mn\(^{IV}\) ions as well as the orientations of the Jahn-Teller distortions can change during a MD simulation. Therefore, the different minimum charge orders can be found oriented in different spatial directions. The charge order of Figure 11 (b) is the same as in Figure 11 (i), which is not immediately
obvious. In Figure 5 (i) the Mn ions are ordered in an alternating pattern of helically aligned Mn$^{III}$ and Mn$^{IV}$ ions with the Jahn-Teller elongation in a direction perpendicular to the helix. A helix is formed, for example, by the four Mn$^{III}$ ions on the right half of the LiMn$_2$O$_4$ unit cell in Figure 5 (i). The helix includes four Mn$^{III}$ ions per turn, i.e., the pitch is equal to the lattice constant. As the helix is aligned in $z$ direction the size of the diamonds in Figure 5 (i) increases from the lower right Mn$^{III}$ ion to the upper right Mn$^{III}$ ion clockwise with the turn of the helix. In Figure 11 (b) the helices of Mn$^{III}$ and Mn$^{IV}$ ions are aligned in $x$ direction, for example, the lower four Mn$^{III}$ ions form a helix at half height in $z$ direction.

In Figure 11 (a) the Jahn-Teller distorted octahedra are aligned perpendicular to Mn$^{III}$ planes resulting in a tetragonal cell. For a change of the global orientation of the Jahn-Teller distortions the Mn$^{III}$/Mn$^{IV}$ order has to change as already observed in a separate study. For the charge order in Figure 11 (b) two degenerate configurations of the global orientation of the Jahn-Teller distortions exist. If the Mn$^{III}$ helices are aligned, for example, in $z$ direction, the Jahn-Teller distortions can align in $x$ or $y$ direction. Moreover, also the parallel alignment to the Mn$^{III}$ helices was observed. Therefore, the global orientation of the Jahn-Teller distortions can change without a redistribution of the Mn$^{III}$/Mn$^{IV}$ order. This explains the atomistic dynamics in MD simulations of a single unit cell reported in a separate work.

The charge order in Figure 11 (c) seems to be an intermediate state between the other two charge orders. With only two conversions between Mn$^{III}$ and Mn$^{IV}$ ions each, i.e., two $e_g$ electron hops, this charge order can transform to any of the other two charge orders. The quite small energy differences among these configurations indicate that modifications in the distributions of the Mn$^{III}$ and Mn$^{IV}$ ions result only in moderate energetic changes.

F. Electrical Conductivity

Electrical transport properties are of central interest for every battery material. Employing the HDNN we can study the underlying electronic processes at finite temperatures in realistic model systems which are capable to represent, for example, the charge ordering transition in LiMn$_2$O$_4$.

The electrical conductivity, 

$$\sigma = e\mu n, \quad (5)$$

is the product of the electron charge $e$ and the mobility $\mu$ and number density $n$ of the electrons which are responsible for the charge transport. The mobility is proportional to the diffusion coefficient $D$,

$$\mu = \frac{eD}{k_B T}, \quad (6)$$

with the Boltzmann constant $k_B$. The diffusion coefficient in turn is proportional to the electron hopping frequency $\nu$,

$$D = \frac{1}{6} d^2 \nu, \quad (7)$$

because the electron hopping occurs always to adjacent Mn$^{IV}$ sites with the nearest-neighbor Mn-Mn distance $d$. This equation is derived for the limit of low concentrations of diffusing particles. In our case the $e_g$ electrons can only hop to adjacent Mn$^{IV}$ sites, which are only half of the Mn sites. It should be noted that the correlation between the $e_g$ electrons can influence the diffusion, which is not included in this model.

Because electron hopping is a thermally activated process, the hopping frequency $\nu$ is given by

$$\nu = \nu_0 \cdot \exp \left( - \frac{E_a}{k_B T} \right), \quad (8)$$

with the attempt frequency $\nu_0$ and the hopping activation energy $E_a$. The activation energy for the $e_g$ electron migration is a consequence of the associated Jahn-Teller distortion of the Mn$^{III}$O$_6$ octahedra locally trapping the electrons. For an $e_g$ electron hop thermal distortions have to reduce the Jahn-Teller distortion of a Mn$^{III}$O$_6$ octahedron and create a Jahn-Teller like distortion on an adjacent Mn$^{IV}$O$_6$ octahedron. This enables the $e_g$ electron to tunnel via the O ion from one Mn site to another. Subsequently, the Jahn-Teller distortion on the former MnO$_6$ octahedron vanishes and emerges on the latter one.

Combining Equations 5 to 8 we obtain

$$\sigma T = A \cdot \exp \left( - \frac{E_a}{k_B T} \right), \quad (9)$$

with the pre-exponential factor,

$$A = \frac{e^2 d^2 \nu_0 n}{6k_B}. \quad (10)$$

Experiments show that two thermally activated processes are relevant for the electrical conductivity of LiMn$_2$O$_4$ which can both be described by the Arrhenius relation in Equation 9. Both processes are governed by hopping of small polarons, i.e., the $e_g$ electrons of the Mn$^{III}$ ions. The activation energy of the thermally activated hopping conduction was measured to be 0.16 eV above the phase transition temperature and it is almost the same below the transition temperature.

To predict the electrical conductivity using the HDNN we have to investigate the dominant conduction process, which is the $e_g$ electron hopping. The hopping frequency of the $e_g$ electron self-diffusion can be analyzed in $NpT$ MD simulations of LiMn$_2$O$_4$ at various temperatures to obtain the $\nu(T)$ relation (Equation 8).

In Figure 12 the natural logarithm of the $e_g$ electron hopping frequency $\nu$ due to self-diffusion is plotted as a function of the inverse temperature $T^{-1}$. Electron hops
are counted if the spin value of a Mn$^{III}$ ion decreases below 1.65 $\hbar$ or the spin value of a Mn$^{IV}$ ion increases above 1.95 $\hbar$ to exclude counting of attempted incomplete transitions which result in small spikes in $S(t)$. The absolute number of electron hops has been divided by the number of $e_g$ electrons and by the total simulation time to obtain the hopping frequency $\nu$. The 20 ns MD simulations were analyzed after each picosecond.

The results obtained for the $3 \times 3 \times 3$ supercell clearly show two different activated processes with a transition between 280 and 290 K (3.45 $\lesssim T^{-1}/10^{-3}$ K$^{-1}$ $\lesssim$ 3.57). This agrees very well with our investigation in Section IV E and the experimentally observed transition at about 290 K [10]. The activation energy of the low temperature process (250 to 270 K according to the order parameter in Figure 10) is 0.19 eV, while it is 0.18 eV for the high temperature process (310 to 400 K). This means that the transformation from the charge ordered to the charge disordered phase reduces slightly the effective energy barrier for $e_g$ electron diffusion among the Mn sites.

The resulting value of $\nu_0$ obtained from the 20 ns $3 \times 3 \times 3$ supercell data of the hopping frequency $\nu$ for the high temperature process is $\nu_0 = 4 \cdot 10^{13}$ s$^{-1}$. This matches the experimental expectation [17] because for strongly correlated oxides this frequency is in the range from $10^{13}$ to $10^{14}$ s$^{-1}$ [18]. For the low temperature process the attempt frequency is also in the order of $10^{13}$ s$^{-1}$.

To obtain the pre-exponential factor $A$ (Equation 10), we need the averaged nearest-neighbor Mn-Mn distance in the temperature region from 310 to 400 K, which is $d = 2.93$ Å. Moreover, $n$ equals the number of $e_g$ electrons per LiMn$_2$O$_4$ unit cell, which is 8, divided by the cell volume with an averaged cubic lattice constant of 8.27 Å in the investigated temperature regime. With these data the pre-exponential factor $A$ is predicted to be $2 \cdot 10^5 \ \Omega^{-1} \text{cm}^{-1} \text{K}$. With respect to the experiment [13] the conductivity is overestimated by our model by two orders of magnitude, while it should be noted that the experimentally measured conductivity changes by about four orders of magnitude between 250 and 400 K. The overestimation is probably the consequence of the neglected correlation of the electrons which leads to a lower diffusion coefficient as predicted by Equation 7. Due to occupied sites the reverse motion is more probable than another direction because the former site of the $e_g$ electron is always empty shortly after the hop. This reduces the diffusion coefficient. Still, the activation energy of the hopping process can be determined precisely.

For the smaller $2 \times 2 \times 2$ supercell the phase transition is not as pronounced as for the $3 \times 3 \times 3$ supercell. If the hopping frequency data of the $2 \times 2 \times 2$ and the $3 \times 3 \times 3$ supercells are compared, it can be observed that they match above about 340 K ($T^{-1} \approx 2.94 \cdot 10^{-3}$ K$^{-1}$) which is in agreement with the results of the order parameter (Figure 10).

In conclusion, large simulation cells and nanosecond simulation times are required for an accurate identification of the phase transition based on $e_g$ electron hopping. The efficiency of the HDNN method for the prediction of oxidation and spin states fulfills these requirements enabling investigations of the electronic dynamics.

V. CONCLUSION

In this work we have trained a HDNN to the atomic spins of the redox-active Mn ions in Li$_2$Mn$_2$O$_4$, which could be reproduced with an error of only about 0.03 $\hbar$ with respect to the underlying DFT reference data. Using this HDNN we have been able to predict the oxidation and spin states of the Mn ions in MD simulations obtained using a HDNNNP potential energy surface. The results confirmed that the MD simulations in our separate study [15] correspond to reasonable electronic structures in which the Mn $e_g$ electrons are correctly conserved and the number of Jahn-Teller distorted Mn$^{III}$O$_6$ octahedra has been predicted reliably for different Li loadings.

Further, the HDNN enables investigations of a charge ordering transition and electron hopping, which are not possible with conventional machine learning potentials. The charge order parameter reveals a phase transition between 280 and 300 K. This agrees well with experimental resistivity measurements observing a transition at about 290 K [10]. The hopping frequency reveals this transition between 280 and 290 K as well. The predicted activation barrier of the thermally activated conduction process for the high temperature phase of 0.18 eV deviates only 0.02 eV from experimental data [15].

In conclusion, we have demonstrated that machine learning is able to provide an accurate representation of both, the structural and the electronic dynamics of Li$_2$Mn$_2$O$_4$. The investigation of the phase transition requires time and length scales that are not accessible by first-principles calculations. Therefore, the HDNN is a promising new method for the theoretical description, for
example, of electrical transport properties of battery materials. Moreover, the HDNN method can be applied for molecular transition metal complexes as well. In these systems high-spin and low-spin states can occur, which lead to very different metal-ligand distances. Since for a given distance either the high-spin or the low-spin state is the electronic ground state, our method can easily identify the spin states of these systems as well.

**SUPPLEMENTARY MATERIAL**

See Supplementary Material for (I) symmetry functions, (II) neural network training details, and (III) a three-dimensional LiMn$_2$O$_4$ representation and ab initio molecular dynamics simulations.
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