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We determine optimal designs for some regression models which are frequently used for describing three-dimensional shapes. These models are based on a Fourier expansion of a function defined on the unit sphere in terms of spherical harmonic basis functions. In particular, it is demonstrated that the uniform distribution on the sphere is optimal with respect to all $\Phi_p$ criteria proposed by Kiefer in 1974 and also optimal with respect to a criterion which maximizes a $p$ mean of the $r$ smallest eigenvalues of the variance–covariance matrix. This criterion is related to principal component analysis, which is the common tool for analyzing this type of image data. Moreover, discrete designs on the sphere are derived, which yield the same information matrix in the spherical harmonic regression model as the uniform distribution and are therefore directly implementable in practice. It is demonstrated that the new designs are substantially more efficient than the commonly used designs in three-dimensional shape analysis.

1. Introduction. Over the last decade, tools for acquiring and visualizing three-dimensional (3D) models have become integral components of data processing in many fields, including medicine, chemistry, architecture, agriculture and biology. Volumetric shape analysis permits an evaluation of the actual structures that are implicitly represented in 3D image data. For the analysis, description and comparison of shapes of various structures, shape descriptors, which are able to handle very different shapes and to represent their global and local features, are of increasing interest (see, e.g., Brechbühler, Gerig and Kübler [4], Novotni and Klein [14], Székely, Kelemen, Brechbühler and Gerig [23], Ding, Nesumi, Takano and Ukai [5], Funkhouser, Min, Kazhdan, Chen, Halderman, Dobkin and Jacobs [7] and Kazhdan, Funkhouser and Rusinkiewicz [11], among many others). Spherical harmonic shape descriptors usually describe the surface in terms of
a relatively small number of coefficients of a spherical harmonic expansion of the radius as a function on the unit sphere (see, e.g., [5] or [4]), that is,
\[
(1.1) \quad r(\theta, \phi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} c_{\ell}^{m} Y_{\ell}^{m}(\theta, \phi),
\]
where \( \theta \in [0, \pi] \), \( \phi \in (-\pi, \pi] \), the quantities
\[
(1.2) \quad c_{\ell}^{m} = \frac{1}{4\pi} \int_{0}^{\pi} \int_{-\pi}^{\pi} r(\theta, \phi) Y_{\ell}^{m}(\theta, \phi) \, d\phi \sin \theta \, d\theta
\]
are the usual “Fourier” coefficients and
\[
\{Y_{\ell}^{m}(\theta, \phi) \mid m \in \{-\ell, -\ell+1, \ldots, \ell\}; \ell \in \mathbb{N}_{0}\}
\]
is a complete orthonormal basis on the unit sphere. Let \( r_{i} = r(\theta_{i}, \phi_{i}) \) denote the observed radius of the 3D shape at polar angle \( \theta_{i} \) and azimuthal angle \( \phi_{i} \) [in other words, the corresponding point of the shape has spherical coordinates \((r_{i} \sin \theta_{i} \cos \phi_{i}, r_{i} \sin \theta_{i} \sin \phi_{i}, r_{i} \cos \theta_{i})^{T}\)] and assume that data
\[
\{(r_{i}, \theta_{i}, \phi_{i}) \mid i = 1, \ldots, n\}
\]
are available for one object. Usually a truncated expansion of order \( d \) is applied as an approximation of (1.1), where the coefficients \( c_{\ell}^{m} \) are determined by the least squares criterion
\[
(1.3) \quad \min_{c_{\ell}^{m}} \left\{ \sum_{i=1}^{n} \left( r_{i} - \sum_{\ell=0}^{d} \sum_{m=-\ell}^{\ell} c_{\ell}^{m} Y_{\ell}^{m}(\theta_{i}, \phi_{i}) \right)^{2} \right\}
\]
and the estimated coefficients in this expansion (appropriately normalized) are then used for describing and analyzing the 3D shapes. For this purpose typical tools from multivariate statistics (cluster, discriminant or principal component analysis) are applied (see Ding, Nesumi, Takano and Ukai [5], Kazhdan, Funkhouser and Rusinkiewicz [11] and Kelemen, Székely and Gerig [12], among many others).

A common experimental design for this situation is a uniform distribution on the rectangle \([0, \pi] \times (-\pi, \pi] \) realized by a grid or a uniform design that takes observations on several circles with equal distance on the \( z \) axis (see, e.g., [5]). In the literature on shape analysis these designs are mainly motivated by their easy implementation. If the grid is fine enough or a sufficiently large number of circles on the unit sphere are used, the matrix \( B^{T}B \) of the least squares estimate \( \hat{c} = (B^{T}B)^{-1}B^{T}r \) approximates a diagonal matrix, which simplifies the numerical calculation in the statistical analysis. Here \( r = (r_{1}, \ldots, r_{n}) \) is the vector of measured radii and
\[
B = (Y_{\ell}^{m}(\theta_{i}, \phi_{i}))_{\ell,m}^{i}
\]
is the design matrix corresponding to the least squares problem (1.3) (see [4]).
In the present paper we consider the problem of finding optimal designs for 3D shape analysis based on spherical harmonic descriptors. In Section 2 we present some more details on spherical harmonic descriptors and basic results on the theory of optimal experimental design. In the same section we also demonstrate that the uniform distribution on the unit sphere is optimal with respect to any of Kiefer’s [13] Φₚ criteria if the interest of the experimenter is the estimation of the complete vector
\[ c = (c₀, c₁⁻¹, c₁, c₂⁻¹, ..., c_d⁻¹)ᵀ ∈ ℝ^{(d+1)^2} \]
or a certain subset of the parameters. It is also shown that for any \( t ≤ (d + 1)^2 \) this design maximizes the \( p \)th mean of the \( r \) largest eigenvalues of the variance–covariance matrix \( (BᵀB)^⁻¹ \). Therefore the uniform distribution on the sphere is particularly efficient for principal component analysis, which is the main tool for summarizing the information contained in the spherical harmonic coefficients obtained by (1.3) (see, e.g., [5] or [11]). Because this design is continuous with density \( \frac{1}{4π} \sin θ \ dθ \ dφ \), it is not directly implementable in practice. Therefore, for a finite sample size we determine in Section 3 discrete designs which give the same information matrix as the uniform distribution on the sphere. For this reason these designs are also optimal with respect to Kiefer’s [13] Φₚ criteria, and optimal with respect to a criterion that maximizes a \( p \) mean of the \( r \) smallest eigenvalues of the information matrix and is related to principal component analysis. In Section 4 we present several examples which illustrate the advantages of our approach, and determine optimal uniform designs which take in each direction only one observation and are for this reason particularly attractive to practitioners. We also reanalyze a design used by Ding, Nesumi, Takano and Ukai [5] for principal component analysis and demonstrate that the designs derived in the present paper are substantially more efficient. Finally, some conclusions and directions for future research are mentioned in Section 5, while more technical details are given in the Appendix.

2. Spherical harmonic descriptors and optimal design. An orthogonal system
\[ \{Yₘ^ℓ(θ, φ)| ℓ ∈ ℤ₀; m ∈ \{-ℓ, -ℓ + 1, ..., ℓ\}\} \]
of functions on the unit sphere satisfies
\[ \frac{1}{4π} \int_0^π \int_{-π}^π Yₘ^ℓ(θ, φ) Yₘ'^(ℓ', φ) \ dφ \sin θ \ dθ = 0 \] (2.1)
whenever \((m, ℓ) \neq (m', ℓ')\). The common system used in shape analysis (see [4] or [5]) is obtained by the normalization
\[ \frac{1}{4π} \int_0^π \int_{-π}^π (Yₘ^ℓ(θ, φ))^2 \ dφ \sin θ \ dθ = 1 \]
and given by the spherical harmonic functions

\[ Y_n^0(\theta, \phi) = \sqrt{2n + 1} P_n^0(\cos \theta), \quad n \in \mathbb{N}_0, \]

\[ Y_n^m(\theta, \phi) = \sqrt{2(2n + 1)} \frac{(n-m)!}{(n+m)!} P_n^m(\cos \theta) \cos(m\phi), \quad m = 0, \ldots, n; n \in \mathbb{N}, \]

\[ Y_{n-m}(\theta, \phi) = \sqrt{2(2n + 1)} \frac{(n+m)!}{(n-m)!} P_n^{-m}(\cos \theta) \sin(m\phi), \quad m = -n, \ldots, -1; n \in \mathbb{N}, \]

where \( P_n^m(x) \) is the \( m \)th associated Legendre function of degree \( n \) satisfying the differential equation

\[ (1 - x^2) P''(x) - 2x P'(x) + \left\{ n(n + 1) - \frac{m^2}{1 - x^2} \right\} P(x) = 0. \]

It is well known (see [1], Chapter 9) that these functions can be represented as

\[ P_n^m(x) = (-1)^m \frac{(2m)!}{2^m m!} (1 - x^2)^{m/2} C_n^{(m+1/2)}(x), \]

where \( C_k^{(\alpha)}(x) \) is the \( k \)th ultraspherical polynomial orthogonal with respect to the measure \((1 - x^2)^{\alpha-1/2} dx\) (see [22]). Note also that \( P_n^0(x) \) is the \( n \)th Legendre polynomial \( P_n(x) \) orthogonal with respect to the Lebesgue measure on the interval \([-1, 1]\). Because orthogonal polynomials can be calculated recursively, this representation allows a fast computation of the functions \( Y_n^m \), and the first four spherical harmonic functions corresponding to the case \( d = 1 \) are given by

\[ Y_0^0(\theta, \phi) = 1, \quad Y_1^0(\theta, \phi) = \sqrt{3} \cos \theta, \]

\[ Y_1^{-1}(\theta, \phi) = \sqrt{3} \sin \theta \sin \phi, \quad Y_1^1(\theta, \phi) = \sqrt{3} \sin \theta \cos \phi. \]

Figures 1 and 2 show the spherical harmonic descriptors

\[ (Y_\ell^m(\theta, \phi) \sin \theta \cos \phi, Y_\ell^m(\theta, \phi) \sin \theta \sin \phi, Y_\ell^m(\theta, \phi) \cos \theta)^T, \quad m = -\ell, \ldots, \ell, \]

for \( \ell = 0, 1, 2, 3 \), when \((\theta, \phi)\) varies in the rectangle \([0, \pi] \times (-\pi, \pi]\).

Consider the regression model corresponding to the least squares problem (1.3),

\[ E[Y|\theta, \phi] = c^T f_d(\theta, \phi), \quad \text{Var}[Y|\theta, \phi] = \sigma^2 > 0, \]

where

\[ f_d(\theta, \phi) = (Y_0^0(\theta, \phi), Y_1^{-1}(\theta, \phi), Y_1^0(\theta, \phi), \ldots, Y_1^d(\theta, \phi), \ldots, Y_d^d(\theta, \phi))^T \in \mathbb{R}^{(d+1)^2} \]
FIG. 1. Spherical harmonic descriptors $(Y^m_\ell(\theta, \phi) \sin \theta \cos \phi, Y^m_\ell(\theta, \phi) \sin \theta \sin \phi, Y^m_\ell(\theta, \phi) \times \cos \theta)^T$ for $m = -\ell, \ldots, \ell$, $\ell = 0, 1, 2$.

is the vector of spherical harmonic functions of order $d$ and

$$c = (c_0^0, c_1^{-1}, c_1^0, c_1^1, \ldots, c_d^{-d}, \ldots, c_d^d)^T \in \mathbb{R}^{(d+1)^2}$$

is the corresponding vector of parameters. Note that $(d + 1)^2$ spherical harmonic functions appear in the model (2.6). An approximate design is a probability measure on the set $[0, \pi] \times (-\pi, \pi]$. For a probability measure with finite support, the support points, say $z_i = (\theta_i, \phi_i)$, determine the points on the sphere where the ra-
Fig. 2. Spherical harmonic descriptors $(Y^m_l(\theta, \phi) \sin \theta \cos \phi, Y^m_l(\theta, \phi) \sin \theta \sin \phi, Y^m_l(\theta, \phi) \times \cos \theta)^T$ for $m = -\ell, \ldots, \ell, \ell = 3$.

dius of the 3D shape is observed, and the corresponding weights, say $w_i$, give the relative proportion of total observations taken in a particular direction. For a given design $\xi$ with finite support, the covariance matrix of the least squares estimate for the vector $c$ is approximately proportional to the information matrix

$$M(\xi) = \int_{-\pi}^{\pi} \int_{0}^{\pi} f(\theta, \phi) f^T(\theta, \phi) d\xi(\theta, \phi)$$

(this is essentially the matrix $B^T B$ mentioned in the Introduction), and an optimal approximate design maximizes an appropriate function of this matrix. There are numerous criteria proposed in the literature that can be used to discriminate between competing designs (see [19] or [16]), and we will restrict ourselves to the famous family of $\Phi_p$ criteria introduced by Kiefer [13], and a new optimality criterion which has not been considered so far in the literature and is related to principal component analysis.

To be precise, let $K \in \mathbb{R}^{(d+1)^2 \times s}$ denote a given matrix of rank $s \leq (d + 1)^2$ and assume that the main interest of the experimenter is in the estimation of $s$ linear combinations $K^T c$. If $n$ observations are taken according to an approximate design (possibly by applying an appropriate rounding procedure to a design with finite support or by using a discretization of a continuous design; see [17]), then
the covariance matrix of the least squares estimate for $K^T c$ is approximately given by

$$
\frac{\sigma^2}{n} (K^T M^{-1}(\xi) K),
$$

where $A^{-1}$ denotes a generalized inverse of the matrix $A$ and we assume that the linear combinations $K^T c$ are estimable by the design $\xi$, that is,

$$\text{range}(K) \subset \text{range}(M(\xi));$$

see [16]. Let $-\infty \leq p < 1$. Following [13], we call the design $\xi^*$ $\Phi_p$-optimal for estimating the linear combinations $K^T c$ if $\xi^*$ maximizes the expression

$$\Phi_p(\xi) = (\text{tr}(K^T M^{-1}(\xi) K)^{-p})^{1/p}$$

among all designs for which $K^T c$ is estimable. If $K = I_{(d+1)^2}$ is the identity matrix of order $(d + 1)^2 \times (d + 1)^2$, then $\xi^*$ is briefly called $\Phi_p$-optimal. Note that the cases $p = 0$ and $p = -\infty$ correspond to the frequently used $D$- and $E$-optimality criteria, that is,

$$\Phi_0(\xi) = \det(K^T M^{-1}(\xi) K)^{-1}, \quad \Phi_{-\infty}(\xi) = \lambda_{\text{min}}((K^T M^{-1}(\xi) K)^{-1})$$

while the $A$ criterion is obtained for the choice $p = -1$, that is,

$$\Phi_{-1}(\xi) = \text{tr}(K^T M^{-1}(\xi) K)^{-1}.$$ 

In the following discussion, we are interested in a design that is particularly efficient for the estimation of the coefficients corresponding to the $(2k + 1)$ spherical harmonic functions

$$Y_{k}^{-k}, Y_{k}^{-k+1}, \ldots, Y_{k}^{k}$$

of the vector of regression functions defined in (2.7), where $k \in \{0, \ldots, d\}$ denotes a given “level of resolution.” For this, define $0_{k,s}$ as the $(2k + 1) \times (2s + 1)$ matrix with all entries equal to 0, let $q \in \mathbb{N}_0$, consider the indices $0 \leq k_0 < k_1 < k_2 < \cdots < k_q \leq d$ and define the matrix

$$K^T = K_{k_0, \ldots, k_q}^T = (K_{i,j})_{i=0, \ldots, q}^{j=0, \ldots, d}$$

by

$$K_{i,j} =\begin{cases} 0_{k_i,j}, & \text{if } j \neq k_i, \\ I_{2k_i+1}, & \text{if } j = k, \end{cases}$$

($i = 0, \ldots, q; j = 0, \ldots, d$). Note that $K \in \mathbb{R}^{(d+1)^2 \times s}$, where $s = \sum_{i=0}^{q} (2k_i + 1)$, and that $K^T c$ gives the vector with coefficients

$$\{c_{k_\ell}^m | m \in \{-k_\ell, -k_\ell + 1, \ldots, k_\ell\}; \ell = 0, \ldots, q\}.$$
Two cases are of particular interest here and are therefore mentioned separately. If \( q = d \), then

\[
K^T_{0,\ldots,d} = I_{(d+1)^2}
\]

and precise estimation of the full vector of parameters is the main goal for the construction of the optimal design. On the other hand, if \( q = 0 \), only the coefficients corresponding to the \((2k_0 + 1)\) spherical harmonic functions \( Y_{k_0}^{-k_0}, \ldots, Y_{k_0}^{k_0} \) are of interest and the corresponding matrix is given by

\[
K_{k_0}^T = [0_{k_0,0} : \ldots : 0_{k_0,k_0-1} : I_{2k_0+1} : \ldots : 0_{k_0,d}] \in \mathbb{R}^{(2k_0+1) \times (d+1)^2}.
\]

Note that the general matrix defined by (2.12) consists of \((q+1)\) (block) rows of the form (2.16). The following result shows that for matrices of this form, the \( \Phi_p \) criteria defined in (2.9) are maximized by the uniform distribution on the sphere independently of \( p \in [-\infty, 1) \).

**Theorem 2.1.** Let \( p \in [-\infty, 1) \), let \( 0 \leq k_0 < \cdots < k_q \leq d \) be given indices and denote \( K = K_{k_0,\ldots,k_q} \) as the matrix defined by (2.12) and (2.13). A \( \Phi_p \)-optimal design \( \xi^* \) for estimating the linear combinations \( K^T c \) in the spherical harmonic regression model (2.6) is given by the uniform distribution on the sphere, that is,

\[
\xi^*(d\theta, d\phi) = \frac{1}{4\pi} \sin \theta \ d\theta \ d\phi.
\]

Moreover, the corresponding information matrix in the spherical harmonic regression model is given by \( M(\xi^*) = I_{(2d+1)^2} \).

**Proof.** Let \( \xi^* \) denote the design corresponding to the density (2.17). Then, due to the orthonormality of the spherical harmonic functions \( Y_{\ell}^m \), it follows that

\[
M(\xi^*) = \left( \int_0^\pi \int_{-\pi}^\pi Y_{\ell}^m(\theta, \phi) Y_{\ell'}^m(\theta, \phi) \ d\phi \sin \theta \ d\theta \frac{d\theta}{4\pi} \right)_{\ell,\ell',m,m} = I_{(2d+1)^2}.
\]

Assume for the moment that \( p > -\infty \). According to Theorem 7.20 in [16], we obtain that the measure \( \xi^* \) is \( \Phi_p \)-optimal if and only if the inequality

\[
f_d^T(\theta, \phi) K (K^T K)^{-p-1} K^T f(\theta, \phi) \leq \text{tr}(K^T K)^{-p}
\]

holds for all \( \theta \in [0, \pi] \) and \( \phi \in (-\pi, \pi] \). Now the special structure of the matrix \( K \) defined in (2.12) and (2.13) yields

\[
K^T K = I_s,
\]

where \( s = \sum_{\ell=0}^{q} (2k_{\ell} + 1) \). Observing the definition of the vector \( f_d(\theta, \phi) \) in (2.7)
and again the definition of the matrix $K$, (2.18) reduces to

$$s \geq \sum_{\ell=0}^{q} \sum_{m=-k_{\ell}}^{k_{\ell}} (Y_{k_{\ell}}^{m}(\theta, \phi))^2$$

(2.19)

$$= \sum_{\ell=0}^{q} (2k_{\ell} + 1) \left\{ (P_{\ell}^{0}(\cos \theta))^2 + 2 \sum_{m=1}^{k_{\ell}} \frac{(k_{\ell} - m)!}{(k_{\ell} + m)!} (P_{\ell}^{m}(\cos \theta))^2 \right\}$$

for all $\theta \in [0, \pi]$ and $\phi \in (-\pi, \pi]$, where we have used the representation (2.2) and

the trigonometric identity $\cos^2(m\phi) + \sin^2(m\phi) = 1$ for the last equality. From the identity

$$P_{k}^{0}(\cos \alpha \cos \beta + \sin \alpha \sin \beta \cos \phi)$$

$$= P_{k}^{0}(\cos \alpha)P_{k}^{0}(\cos \beta) + 2 \sum_{m=1}^{k} \frac{(k-m)!}{(k+m)!} \frac{P_{k}^{m}(\cos \alpha)P_{k}^{m}(\cos \beta)\cos(m\phi)}$$

for the Legendre functions (see [1], page 457) and the fact that $P_{k}^{0}$ is the $k$th Legendre polynomial, it follows (with the choice $\alpha = \beta, \phi = 0$) that

$$(P_{k}^{0}(\cos \alpha))^2 + 2 \sum_{m=1}^{k} \frac{(k-m)!}{(k+m)!}(P_{k}^{m}(\cos \alpha))^2 = P_{k}^{0}(1) = 1.$$ 

Now the right-hand side of (2.19) simplifies to

$$\sum_{\ell=0}^{q} (2k_{\ell} + 1) = s$$

and, consequently, (2.19) or equivalently (2.18) holds for all $\theta \in [0, \pi]$ and $\phi \in (-\pi, \pi]$. This proves that the design $\xi^{*}$ corresponding to the uniform distribution on the sphere is $\Phi_{p}$-optimal for any $p \in (-\infty, 1)$ and any matrix $K$ of the form (2.12) and (2.13). The remaining case $p = -\infty$ finally follows from Lemma 8.15 in [16]. □

It should be noted at this point that the $E$ criterion is of particular importance for the design of experiments in 3D shape analysis, because many authors propose to use principal component analysis for the comparison of different shapes (see, e.g., Ding, Nesumi, Takano and Ukai [5] or Kazhdan, Funkhouser and Rusinkiewicz [11], among others). More precisely, it is proposed to summarize the information contained in the spherical harmonic coefficients by a principal component analysis based on the variance–covariance matrix of the least squares estimator obtained from (1.3), which explains the 3D shape variation of different objects by the first, say $r$, principal components corresponding to the $r$ largest eigenvalues of the matrix $M^{-1}(\xi)$. Consequently, an efficient design for principal
component analysis should minimize a function of the largest \( r \) eigenvalues of the matrix \( M^{-1}(\xi) \). To be precise, let \( r \leq (d + 1)^2 \) and \(-p \leq \infty < 1\). Then we call a design \( \xi^* \) \( \Psi_{p,r}\)-optimal if \( \xi^* \) maximizes

\[
\Psi_{p,r}(\xi) = \left( \sum_{j=1}^{r} \left\{ \lambda(j)(M(\xi)) \right\}^p \right)^{1/p},
\]

where \( \lambda(j)(M(\xi)) \) denotes the \( j \)th smallest eigenvalue of the matrix \( M(\xi^*) \). Again the cases \( p = -\infty \) and \( p = 0 \) are obtained from the corresponding limits, that is, \( \Psi_{-\infty,r}(\xi) = \lambda(1)(M(\xi)) \) and \( \Psi_{0,r}(\xi) = \prod_{j=1}^{r} \lambda(j)(M(\xi)) \), respectively. To our knowledge, optimality criteria of this type have not been considered in the literature so far. Note also that the \( E\)– and \( A\)-optimality criteria (with \( K = I_{(d+1)^2} \)) are obtained for the choices \( r = 1 \) and \( r = (d + 1)^2 \) with \( p = -1 \), respectively.

The most important case for the choice of the parameter \( p \in [-\infty, 1) \) is certainly obtained for \( p = -1 \). In the following corollary, we show that the uniform distribution on the sphere is also \( \Psi_{r,p}\)-optimal.

**Corollary 2.2.** Let \( p \in [-\infty, 1) \) and \( 1 \leq r \leq (d + 1)^2 \). Then the uniform distribution on the sphere defined by \( (2.17) \) is \( \Psi_{p,r}\)-optimal in the spherical harmonic regression model \( (2.6) \).

**Proof.** The case \( p = -\infty \) is obtained from Theorem 2.1 with \( K = I_{(d+1)^2} \). For \(-\infty < p < 1\), note that \( \Psi_{p,r}(\xi^*) = r^{1/p} \) if \( p \neq 0 \) and \( \Psi_{0,r}(\xi^*) = 1 \). If \( p \neq 0 \) and \( \xi^* \) were not \( \Psi_{p,r}\)-optimal, then there would exist a design, say \( \xi \), with

\[
\left( \Psi_{p,r}(\xi) \right)^p = \sum_{j=1}^{r} \lambda(j)(M(\xi)) < r = \left( \Psi_{p,r}(\xi^*) \right)^p.
\]

Consequently, we obtain \( \lambda(1)(M(\xi)) < 1 = \lambda_{\min}(M(\xi^*)) \), which implies that the uniform distribution on the sphere \( \xi^* \) is not \( E\)-optimal and contradicts Theorem 2.1. The case \( p = 0 \) is obtained by a similar argument and the assertion of the corollary has been established. \( \square \)

### 3. Discrete optimal designs.

Note that the uniform distribution defined by \( (2.17) \) is not directly implementable as a design in real experiments. Therefore, for practical applications it is important to obtain discrete designs \( \xi \) which are equivalent to the uniform distribution \( \xi^*(d\theta, d\phi) = \frac{1}{4\pi} \sin \theta \, d\theta \, d\phi \) in the sense that

\[
M(\xi) = M(\xi^*) = I_{(d+1)^2},
\]

where \( M(\xi) \) is the information matrix \( (2.8) \) of the design \( \xi \) in the spherical harmonic regression model \( (2.6) \). Note that due to Carathéodory’s theorem (see [19]), there always exist discrete designs satisfying \( (3.1) \), and in the following we will
construct a broad class of discrete designs that can easily be implemented in practice. For this purpose we need an auxiliary result about quadrature formulas, which will be proved in the Appendix.

**Lemma 3.1.** Assume that \( r \in \mathbb{N} \) and let \(-1 \leq x_1 < x_2 < \cdots < x_r \leq 1\) denote \( r \) points with corresponding weights \( w_1, \ldots, w_r > 0 \) \((\sum_{i=1}^r w_i = 1)\). The points \( x_i \) and weights \( w_i \) generate a quadrature formula of degree \( z \geq r \), that is,

\[
\sum_{i=1}^r w_ix_i^\ell = \frac{1}{2} \int_{-1}^1 x^\ell \, dx, \quad \ell = 0, \ldots, z,
\]

if and only if the following two conditions are satisfied:

(A) The polynomial \( V_r(x) = \prod_{i=0}^{r}(x - x_i) \) is orthogonal to all polynomials of degree \( z - r \) with respect to the Lebesgue measure, that is,

\[
\int_{-1}^1 V_r(x)x^\ell \, dx = 0, \quad \ell = 0, \ldots, z - r.
\]

(B) The weights \( w_j \) are given by

\[
w_j = \frac{1}{2} \int_{-1}^1 \ell_j(x) \, dx,
\]

where

\[
\ell_i(x) = \prod_{j=1, j \neq i}^r \frac{x - x_j}{x_i - x_j}
\]
denotes the 1th Lagrange interpolation polynomial with nodes \( x_1, \ldots, x_r \).

It follows from condition (3.3) that \( z \leq 2r - 1 \) (otherwise there does not exist a solution of this system). Moreover, there exists at least one set of points that satisfies condition (3.3), namely

\[
\{x \mid P_r(x) = 0\},
\]

where \( P_r \) denotes the \( r \)th Legendre polynomial orthogonal with respect to the Lebesgue measure on the interval \([-1, 1]\), because it is well known that this polynomial has \( r \) distinct roots located in the interval \((-1, 1)\) (see [22]). Moreover, the corresponding weights defined by (3.4) are positive and define a Gaussian quadrature formula, that is, a quadrature formula of degree \( 2r - 1 \) with \( r \) nodes (see, e.g., [6] or [8]). In the following discussion we will use this lemma with \( z = 2d \).

Then it follows that for any \( r \in \{d + 1, \ldots, 2d\} \), there exists at least one quadrature formula \( \{x_i, w_i\}_{i=1}^r \) determined by the equations (3.3) and (3.4) that integrates polynomials of degree \( 2d \) exactly [in other words, the system of equations in (3.2)
is satisfied with \( z = 2d \) and the corresponding weights \( w_i \) are positive. We consider a quadrature formula of this type. Define

\[
\theta_i = \arccos x_i, \quad i = 1, \ldots, r,
\]

and consider the design

\[
\mu = \begin{pmatrix}
\theta_1 & \cdots & \theta_r \\
w_1 & \cdots & w_r 
\end{pmatrix}
\]

on the interval \([0, \pi]\). Similarly, we define for any \( t \in \mathbb{N} \) and any \( \alpha \in (-\frac{t+1}{t} \pi, -\pi] \) a design \( v = v(\alpha, t) \) on the interval \((-\pi, \pi]\) by

\[
v = v(\alpha, t) = \begin{pmatrix}
\phi_1 & \cdots & \phi_t \\
1 & \cdots & 1 
\end{pmatrix},
\]

where the points \( \phi_j \) are given by

\[
\phi_j = \alpha + \frac{2\pi j}{t}, \quad j = 1, \ldots, t.
\]

The following result shows that designs of the form \( \mu \otimes v \) are discrete \( \Phi_p \)- and \( \Psi_{p,r} \)-optimal designs for the spherical harmonic regression model (2.6).

**Theorem 3.2.** Let \( p \in [-\infty, 1) \), let \( 0 \leq k_0 < \cdots < k_q \leq d \) and denote by \( K = K_{k_0, \ldots, k_q} \) the matrix defined by (2.12). For any \( t \geq 2d + 1 \) and any \( r \in \{d + 1, \ldots, 2d\} \), the design \( \mu \otimes v \) with factors given by (3.7) (corresponding to a quadrature formula of degree \( 2d \)) and (3.8) is \( \Phi_p \)-optimal for estimating the coefficients \( K^T c \), and is \( \Psi_{p,r} \)-optimal in the spherical harmonic regression model (2.6).

**Proof.** Observing the proofs of Theorem 2.1 and Corollary 2.2, the assertion can be established by showing the identity

\[
M(\mu \otimes v) = I_{(d+1)^2}. 
\]

For this let

\[
\psi(\phi) = (\psi_{-d}(\phi), \psi_{-d+1}(\phi), \ldots, \psi_d(\phi))^T 
\]

\[
= (\sqrt{2} \sin(d\phi), \ldots, \sqrt{2} \sin \phi, 1, \sqrt{2} \cos \phi, \ldots, \sqrt{2} \cos(d\phi))^T. 
\]

Then the regression functions in the spherical harmonic regression model of degree \( d \) are given by

\[
\gamma_{ij} |P_i^{|j|}(\cos \theta)| \cdot \psi_j(\phi), \quad j = -i, \ldots, i, i = 0, \ldots, d,
\]
where $P^j_i$ is the Legendre function defined by (2.4) and the constants $\gamma_{ij}$ are given by

$$\gamma_{ij} = \sqrt{\frac{(2i + 1)(i - |j|)!}{(i + |j|)!}}.$$  

[Note that the different scaling of the cases $j = 0$ and $j \neq 0$ in (2.2) has been accommodated by introducing the factor $\sqrt{2}$ in the definition of the functions $\psi_j$.] Therefore, the identity (3.10) is equivalent to the system of equations

$$\gamma_{ij} \gamma_{k\ell} \int_{-\pi}^{\pi} P^{|j|}_i (\cos \theta) P^{|\ell|}_k (\cos \theta) \psi_j (\phi) \psi_\ell (\phi) d\mu (\theta) d\nu (\phi) = \delta_{ik} \delta_{j\ell}$$

(3.12)

where $\delta_{ik}$ denotes Kronecker’s symbol. Observing Fubini’s theorem, this system is satisfied if the equations

$$\gamma_{ij} \gamma_{k\ell} \int_{0}^{\pi} P^{|j|}_i (\cos \theta) P^{|\ell|}_k (\cos \theta) d\mu (\theta) = \delta_{ik} \delta_{j\ell}$$

(3.13)

and

$$\int_{-\pi}^{\pi} \psi_j (\phi) \psi_\ell (\phi) d\nu (\phi) = \delta_{j\ell}, \quad j, \ell = -d, \ldots, d,$$

(3.14)

can be established. It is well known (see Pukelsheim [16]) that the last identity is satisfied for measures of the form (3.8). To prove the remaining identity (3.13), recall that the measure $\mu$ corresponds to a quadrature formula that integrates polynomials of degree $2d$ exactly. Moreover, it follows from the representation (2.4) that for an even $m \in \{0, \ldots, n\}$, the Legendre function $P^m_n (x)$ is a polynomial of degree $n$, while for any odd $m \in \{0, \ldots, n\}$, the function $P^m_n (x)/\sqrt{1 - x^2}$ is a polynomial of degree $n - 1$. Observing the equation (3.14), we can restrict ourselves to the case $j = \ell$ for which the integrand $P^j_i (x) P^j_k (x)$ in (3.13) is always a polynomial of degree $i + k \leq 2d$, which contains the factor $(1 - x^2)$ if $j$ is odd. Consequently, we obtain from (3.2) (with $p = 2d$)

$$\int_{0}^{\pi} P^j_i (\cos \theta) P^j_k (\cos \theta) d\mu (\theta) = \sum_{\ell=1}^{r} w_\ell P^j_i (x_\ell) P^j_k (x_\ell)$$

$$= \frac{1}{2} \int_{-1}^{1} P^j_i (x) P^j_k (x) dx = \frac{\delta_{ik}}{\gamma_{ij} \gamma_{kj}},$$

where the last property follows from the orthogonality of the Legendre functions (see [1]). This implies (3.12) [or equivalently (3.10)] and proves the theorem. □

Remark 3.3. It should be noted that the mapping $(\theta, \phi) \rightarrow (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ from the rectangle $[0, \pi] \times (-\pi, \pi]$ onto the unit sphere $S_2$
maps all points of the form \((0, \phi)\) and \((\pi, \phi)\) with \(\phi \in (-\pi, \pi]\) onto the points \((0, 0, 1)\) and \((0, 0, -1)\) on \(S_2\), respectively. Moreover, it is easy to see that the vector \(f_d(\theta, \phi)\) defined in (2.7) satisfies, for all \(\phi \in (-\pi, \pi]\),
\[
\begin{align*}
f_d(0, \phi) &= (1, 0, \ldots, 0)^T \in \mathbb{R}^{(d+1)^2}, \\
f_d(\pi, \phi) &= (-1, 0, \ldots, 0)^T \in \mathbb{R}^{(d+1)^2}.
\end{align*}
\]

As a consequence, various points of the designs \(\mu \otimes \nu\) constructed by Theorem 3.2 can be identified on the unit sphere if the support of the factor \(\mu\) contains the point \(0\) or \(\pi\). To be precise, let \(\tilde{\mu}\) denote the measure obtained from \(\mu\) by omitting the points \(0\) and \(\pi\), and define \(\mu_0\) as the measure that puts masses \(\mu(\{0\})\) and \(\mu(\{\pi\})\) at the points \((0,0)^T\) and \((\pi,0)^T\), respectively. Then the measure
\[
\mu_0 + \tilde{\mu} \otimes \nu
\]
has the same information matrix as the measure \(\mu \otimes \nu\). Note that in the case \(\mu(\{0\}) + \mu(\{\pi\}) = 0\) it follows that \(\tilde{\mu} = \mu\), because the points \(0\) and \(\pi\) are not support points of the design \(\mu\).

**Example 3.4.** Consider the spherical harmonic regression model of degree \(d = 1\) and the case \(r = d + 1 = 2\). From Lemma 3.1 with \(p = 2d = 2\) it follows that the polynomial \(V_2(x) = (x - 1)(x + 1/3)\) satisfies
\[
\int_{-1}^{1} V_2(x) \, dx = 0.
\]
The points \(x_1 = -1/3\) and \(x_2 = 1\) generate a quadrature formular of degree 2 on the interval \([-1,1]\) with corresponding weights
\[
\begin{align*}
w_1 &= \int_{-1}^{1} \frac{x - 1}{2} \, dx = \frac{3}{4}, \\
w_2 &= \int_{-1}^{1} \frac{x + 1/3}{2} \, dx = \frac{1}{4}.
\end{align*}
\]
According to Theorem 3.2 any design of the form
\[
\mu \otimes \nu(\alpha, t) = \left(\begin{array}{c}
0 \\
\frac{1}{4} \arccos(-\frac{1}{3}) \\
\frac{1}{4} \arccos(\frac{1}{3}) \\
\frac{3}{4}
\end{array}\right) \otimes \nu(\alpha, t)
\]
with \(t \geq 3, \alpha \in (-\frac{t^2+1}{t}, -\pi]\) is \(\Phi_p\)-optimal for estimating the parameters \(K_{k_0,k_q}^Tc (q \leq 1)\) and \(\Psi_{p,r}\)-optimal in the first-order spherical harmonic regression model (2.6). A typical example is given by the six-point design
\[
\mu \otimes \nu = \left(\begin{array}{c}
0 \\
\frac{1}{4} \arccos(-\frac{1}{3}) \\
\frac{3}{4}
\end{array}\right) \otimes \left(\begin{array}{ccc}
-\frac{\pi}{3} & \frac{\pi}{3} & \pi \\
\frac{1}{3} & \frac{1}{3} & \frac{1}{3}
\end{array}\right),
\]
and by Remark 3.3 the design with equal masses at the points \((\arccos(-\frac{1}{3}), -\frac{\pi}{3})\), \((\arccos(-\frac{1}{3}), \frac{\pi}{3})\), \((0,0)\) and \((\arccos(-\frac{1}{3}), \pi)\) has the same information matrix as the design \(\mu \otimes \nu\), namely the identity matrix \(I_4\).
Remark 3.5. Note that there are numerous possible ways to construct a discrete design with an information matrix equal to \( I_{(d+1)^2} \) in the spherical harmonic regression model (2.6). According to Theorem 3.2, a quadrature formula with \( r \in \{d + 1, \ldots, 2d\} \) nodes \( x_1, \ldots, x_r \) with positive weights is required, which integrates polynomials up to degree \( 2d \) exactly. By (3.7), this formula gives the factor \( \mu \) of the optimal design \( \mu \otimes \nu \), where the second factor is any design of the form (3.8) with \( r \geq 2d + 1 \). By Lemma 3.1, the quadrature formula is determined by the equations

\[
\int_{-1}^{1} V_r(x) x^\ell \, dx = 0, \quad \ell = 0, \ldots, 2d - r.
\]  

(3.15)

If \( P_j(x) \) denotes the \( j \)th Legendre polynomial orthogonal with respect to the Lebesgue measure on the interval \([-1, 1]\), then the polynomial \( V_r(x) \) can be represented as a linear combination of the Legendre polynomials \( P_0(x), \ldots, P_r(x) \) and the orthogonality in (3.15) implies, for some constants \( a_2d-r+1, \ldots, a_r \),

\[
V_r(x) = \sum_{j=2d-r+1}^{r} a_j P_j(x).
\]  

(3.16)

Note that the constants \( a_2d-r+1, \ldots, a_r \) have to be chosen such that \( V_r(x) \) has \( r \) real roots in the interval \([-1, 1]\) and such that the corresponding weights defined by (3.4) are positive. This is in general a nontrivial problem. However, one can easily describe a class of quadrature formulas for which this property is satisfied. For this, let \( P_j^{(\alpha, \beta)}(x) \) denote the \( j \)th Jacobi polynomial orthogonal with respect to the measure \((1-x)^\alpha (1+x)^\beta \, dx \) on the interval \([-1, 1]\) (see [22]). For any \( r \geq d + 1 \), it follows from these orthogonality properties that the identity (3.15) is satisfied for the polynomials

\[
P_r^{(0,0)}(x), \quad (1-x)P_{r-1}^{(1,0)}(x), \quad (1+x)P_r^{(0,1)}(x), \quad (1-x^2)P_{r-1}^{(1,1)}(x).
\]  

(3.17)

Note that \( P_r^{(0,0)}(x) \) is proportional to the Legendre polynomial \( P_r(x) \) and consequently the representation of the form (3.16) is obvious, in this case choosing \( a_{r-1} = \cdots = a_{2d-r+1} = 0 \). Moreover, if \( p \) is the degree of one of these polynomials, it follows from classical results on orthogonal polynomials that each of the polynomials in (3.17) has precisely \( p \) roots in the interval \([-1, 1]\). It is shown in [2] that the weights corresponding, by formula (3.4), to these roots are positive (see also [8]), and as a consequence we obtain a quadrature formula of degree \( 2d \) on the interval \([-1, 1]\), say \( \{x_j, w_j\}_{j=1, \ldots, p} \). The corresponding design \( \mu \) obtained from (3.6) and (3.7) gives, in combination with any design \( \nu \) of the form (3.8), a \( \Phi_p \)-optimal design \( \mu \otimes \nu \) for estimating the parameters \( K_{k_1, \ldots, k_q} \) in the spherical harmonic regression model (2.6). This design is also \( \Psi_{p,r} \)-optimal by Corol-
lary 2.2. We finally note that the zeros of the polynomials in (3.17) are the support points of $D$-optimal designs in heteroscedastic polynomial regression models (see [20]).

Although there are numerous designs on the rectangle $[0, \pi] \times (-\pi, \pi]$ with information matrix in the spherical harmonic regression model (2.6) given by $I_{(d+1)^2}$, the support points of the factor corresponding to the polar angle $\theta$ have to cover a sufficiently large range of the interval $[0, \pi]$ in order to obtain a $\Phi_p$-optimal design in the sense of Theorem 3.2. This is the statement of the final theorem of this section, which will be proven in the Appendix.

**Theorem 3.6.** Let $x_1^*$ denote the smallest zero of the Legendre polynomial $P_{d+1}(x)$ and define $z^* = \arccos |x_1^*|$. If $z > z^*$, then there exists no design on the rectangle $[z, \pi - z] \times (-\pi, \pi]$ with information matrix $I_{(d+1)^2}$ in the spherical harmonic regression model (2.6).

**4. Further discussion.**

4.1. The second-order spherical harmonic model. Consider the case $d = 2$ corresponding to the second-order spherical harmonic model with nine regression functions. We calculate the designs corresponding to the four cases in (3.17) for the choice $r = d + 1 = 3$. From $P_3(x) = x(5x^2 - 3)/2$ we obtain the support points of the probability measure $\mu$ corresponding to the polar angle $\theta$ as

\begin{align*}
\theta_1 &= \arccos \sqrt{\frac{3}{5}}, & \theta_2 &= \arccos 0 = \frac{\pi}{2}, & \theta_3 &= \arccos \left(-\sqrt{\frac{3}{5}}\right),
\end{align*}

and the corresponding weights are given by

\begin{align*}
w_2 &= \frac{1}{2} \int_{-1}^{1} \frac{x^2 - 3/5}{(-3/5)} \, dx = \frac{4}{9}, & w_1 = w_3 = \frac{1 - w_2}{2} = \frac{5}{18}.
\end{align*}

Similarly, if the polynomial $(x^2 - 1)P_2^{(1,1)}(x) = \frac{3}{4}(x^2 - 1)(5x^2 - 1)$ is used for the construction of a quadrature formula, we obtain

\begin{align*}
\theta_1 &= \arccos 1 = 0, & \theta_2 &= \arccos \sqrt{\frac{1}{5}},
\end{align*}

\begin{align*}
\theta_3 &= \arccos \left(-\sqrt{\frac{1}{5}}\right), & \theta_4 &= \arccos(-1) = \pi,
\end{align*}

and the weights are obtained from the representation (3.4) and given by

\begin{align*}
w_1 = w_4 = \frac{1}{12}, & w_2 = w_3 = \frac{5}{12}.
\end{align*}
The measure $\nu$ corresponding to the azimuthal angle $\phi$ is given by (3.8), where $t \geq 5$. The projections of the support points of the two measures onto the unit sphere are depicted by the left and right panels of Figure 3, where for the second component a design with $t = 5$ support points and $\alpha = -\pi$ is used. It should be noted that it follows from Remark 3.3 that the design $\mu \otimes \nu$ obtained from (4.3) and (4.4) for the factor $\mu$ and $\nu = \nu(\alpha, 5)$ corresponds to uniform design on the sphere with 12 support points. A general construction of uniform designs will be discussed in the following paragraph. We finally illustrate the two other non-symmetric cases in (3.17). For the supporting polynomial we obtain

$$(1 - x) P_2^{(1,0)}(x) = \frac{1 - x}{2}(5x^2 + 2x - 1),$$

which gives, for the support points of the factor $\mu$ of the product design $\mu \otimes \nu(\alpha, t)$,

$$\theta_1 = \arccos 1 = 0,$$

$$\theta_2 = \arccos \left(\frac{-1 + \sqrt{6}}{5}\right),$$

$$\theta_3 = \arccos \left(\frac{-1 - \sqrt{6}}{5}\right),$$

with corresponding weights

$$w_1 = \frac{1}{5}, \quad w_2 = \frac{1}{36}(16 + \sqrt{6}), \quad w_3 = \frac{1}{36}(16 - \sqrt{6}).$$

The fourth case of a factor $\mu$ of a design $\mu \otimes \nu(\alpha, t)$ yielding $I_9$ as information matrix in the second-order spherical harmonic model (2.6) is obtained by symmetry,
that is,

$$
\theta_1 = \arccos \left( \frac{1 + \sqrt{6}}{5} \right),
\theta_2 = \arccos \left( \frac{1 - \sqrt{6}}{5} \right), \quad \theta_3 = \arccos(1) = \pi,
$$

$$
(4.6) \quad w_1 = \frac{1}{36} (16 - \sqrt{6}), \quad w_2 = \frac{1}{36} (16 + \sqrt{6}), \quad w_3 = \frac{1}{9}.
$$

The projections of the support points onto the unit sphere of the corresponding product designs \( \mu \times \nu(\alpha, t) \) with \( \alpha = -\pi \) and \( t = 5 \) are depicted by the left and right panels of Figure 4. Note that the two cases are related by a reflection of the support points at the equator.

4.2. Optimal designs with equal weights. Note that the designs provided by Theorem 3.2 are in general not uniform designs, which would have equal weights at their support points. Because designs with this structure are particularly attractive from a practical point of view, we will briefly discuss the possibility of their construction in this section. Note that for the determination of an optimal design in the spherical harmonic regression model (2.6) with equal weights at its supports by the procedure introduced in Section 3, it is necessary to find a quadrature formula that has equal weights at its support points and integrates polynomials of degree \( 2d \) exactly. This problem has a long history in mathematics (see [6]).

It follows from Lemma 3.1 that such a formula must have at least \( d + 1 \) nodes. Moreover, quadrature formulas with the minimal number of \( n \) nodes and equal weights which integrate polynomials of degree \( n \) exactly only exist in the cases \( n =
The corresponding nodes of the quadrature formula required for the factor \( \mu \) are depicted in the first four rows of Table 1. If \( d \geq 5 \), quadrature formulas with equal weights on \( 2d \) points integrating polynomials of degree \( 2d \) exactly do not exist and more nodes are required for the construction of such formulas. We determined formulas of this type numerically for \( d = 5, 6, 7 \) and depicted them in the last three rows of Table 1. Note that these formulas use the origin and that the number of nodes increases rapidly. For example, if \( d = 7 \), we only found a quadrature formula with 23 support points and equal weights which integrates polynomials of degree 14 exactly.

### 4.3. Some efficiency considerations

It might be of interest to compare some of the commonly used designs from the literature on the analysis of 3D shapes with the \( \Psi_{p,r} \) and \( \Phi_{p} \)-optimal designs obtained in the present paper. As an example, we consider two uniform designs of the form \( \mu \otimes \nu \), where the components are given by

\[
\mu = \left( \begin{array}{c} i \\ \frac{1}{n_1} \\ \frac{1}{n_2} \end{array} \right)_{i=1,\ldots,n_1}, \quad \nu = \left( \begin{array}{c} 2i \pi \\ \frac{n_2}{2} \pi - \pi \end{array} \right)_{i=1,\ldots,n_2}
\]
and the designs are given by
\[
\begin{align*}
\mu &= \left( \arccos \left( 1 - \frac{2i}{n_1 + 1} \right) \right)_{i=1, \ldots, n_1}, \\
\nu &= \left( \frac{2i\pi}{n_2} - \frac{\pi}{n_2} \right)_{i=1, \ldots, n_2},
\end{align*}
\]
respectively. Note that the design \( \mu \otimes \nu \) defined by (4.7) corresponds to a uniform distribution on the grid in the rectangle \([0, \pi] \times [-\pi, \pi]\), while a design \( \mu \otimes \nu \) of the form (4.8) yields a design on the sphere that takes observations on several circles with equal distance on the z axis. This design was used by Ding, Nesumi, Takano and Ukai [5] for a principal component analysis of the variance–covariance matrix of the least squares estimator (1.3) in the spherical harmonic regression model of degree 7. In Tables 2 and 3 we consider the problem of designing an experiment to estimate the full parameter vector \( c \) or the principal component analysis in the spherical harmonic regression model (2.6). We show the \( D, E \) and \( A \) efficiencies of these designs for various values of \( n_1 \) and \( n_2 \) in the spherical harmonic models of degree 1, 2, 3 and 4. The tables also contain the \( \Psi_{-1,r} \)-efficiencies, which are defined by
\[
\text{eff}_{\Psi_{-1,r}}(\xi) = \frac{\Psi_{p,r}(\xi)}{\sup_{\eta} \Psi_{p,r}(\eta)}.
\]
For the sake of brevity we choose the design for the azimuthal angle \( \phi \) as the design defined by (3.8)—other uniform designs for this component will yield substantially lower efficiencies and are therefore not depicted. As a consequence, the efficiencies of the design \( \mu \otimes \nu \) do not depend on \( n_2 \) (provided that \( n_2 \geq 2d + 1 \), which will be assumed throughout this section).

| Table 2 | \( D, E, A \) and \( \Psi_{-1,r} \) efficiencies \((r = 2, 3)\) of the uniform designs (4.7) and (4.8) in first- and second-order spherical harmonic models |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \( d \) | \( n_1 \) | \( \text{eff}_D \) | \( \text{eff}_E \) | \( \text{eff}_A \) | \( \text{eff}_{\Psi_{-1,2}} \) | \( \text{eff}_{\Psi_{-1,3}} \) | \( \text{eff}_D \) | \( \text{eff}_E \) | \( \text{eff}_A \) | \( \text{eff}_{\Psi_{-1,2}} \) | \( \text{eff}_{\Psi_{-1,3}} \) |
| 1 | 3 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.940 | 0.500 | 0.870 | 0.667 | 0.789 |
| 4 | 0.997 | 0.938 | 0.994 | 0.938 | 0.957 | 0.964 | 0.600 | 0.923 | 0.750 | 0.857 |
| 5 | 0.993 | 0.900 | 0.986 | 0.900 | 0.931 | 0.976 | 0.667 | 0.949 | 0.800 | 0.894 |
| 6 | 0.989 | 0.875 | 0.979 | 0.875 | 0.913 | 0.983 | 0.714 | 0.964 | 0.833 | 0.916 |
| 7 | 0.986 | 0.857 | 0.973 | 0.857 | 0.900 | 0.987 | 0.750 | 0.973 | 0.857 | 0.931 |
| 2 | 4 | 0.991 | 0.801 | 0.982 | 0.838 | 0.851 | 0.902 | 0.229 | 0.745 | 0.331 | 0.427 |
| 5 | 0.987 | 0.805 | 0.974 | 0.824 | 0.831 | 0.935 | 0.323 | 0.838 | 0.435 | 0.539 |
| 6 | 0.981 | 0.794 | 0.964 | 0.807 | 0.811 | 0.954 | 0.399 | 0.888 | 0.512 | 0.617 |
| 7 | 0.976 | 0.782 | 0.955 | 0.793 | 0.796 | 0.965 | 0.461 | 0.918 | 0.571 | 0.674 |
| 8 | 0.972 | 0.772 | 0.947 | 0.782 | 0.785 | 0.973 | 0.511 | 0.937 | 0.617 | 0.716 |
For the first-order spherical harmonic regression model, we observe very good $D$ and $A$ efficiencies of the designs (4.7) and (4.8). However, the $E$ efficiencies and the $\Psi_{p,r}$ efficiencies of these designs are substantially smaller, in particular those efficiencies obtained for the design (4.8) with moderate values of $n_1$. For spherical harmonic models of larger degree both designs will still yield high $D$ efficiencies, the designs defined by (4.7) yield reasonable $A$ efficiencies, but the $E$ and $\Psi_{-1,r}$ efficiencies are substantially smaller. Moreover, the $A$ and $E$ efficiencies of the design (4.8) are very low. The $\Psi_{-1,r}$ efficiencies of this design are slightly larger but still not satisfactory. It is also interesting to note that the efficiencies of the design (4.7) are decreasing with the number $n_1$ while they are increasing for the design (4.8).

From these calculations and additional results, which are not depicted for the sake of brevity, we observe that designs with a uniform distribution on a grid in the rectangle $[0, \pi] \times [-\pi, \pi]$ should be used only if maximization of the $D$ criterion is the preliminary goal of the design of the experiment. Whenever principal component analysis is the main goal of the experiment or precise estimates of the parameters themselves are required, some more care is necessary in the design of an experiment for analyzing 3D shapes. In this case, the loss of efficiency when using uniform designs on a grid in the rectangle $[0, \pi] \times [-\pi, \pi]$ or a uniform design taking observations on several circles with equal distance on the $z$ axis can be substantial. In most cases there exist substantially more efficient designs for the analysis in a spherical harmonic regression model. The advantages of the optimal designs derived in the present paper will also be illustrated in the following example.
To demonstrate the benefits of our designs, we finally reanalyze the design used by Ding, Nesumi, Takano and Ukai [5] for shape analysis of Citrus species. These authors used observations at 360 points measured in 10 circles using the equal height sampling method for the $z$ axis. By choosing $d = 7$ the data for the surface shape were expanded into the first 64 terms of spherical harmonic functions. The information contained in the spherical harmonic coefficients was summarized by a principal component analysis using the first seven principal components. Note that the design of Ding, Nesumi, Takano and Ukai [5] corresponds to a design of the form (4.8) with $n_1 = 10$ and $n_2 = 36$. In the first row of Table 4 we show the efficiencies of this design with respect to the optimal designs obtained in this paper. The first factor of an optimal (uniform) design can be obtained from the quadrature formula corresponding to the spherical harmonic regression model of degree 7 in Table 1. We observe a reasonable efficiency only for the $D$-criterion. For all other criteria the design used by Ding, Nesumi, Takano and Ukai [5] is very inefficient. The optimal designs proposed in this paper (or appropriate approximations) will yield substantially smaller variances of the least squares estimates for linear combinations of the parameters.

We finally note that the optimal designs obtained in this paper are approximate and do not have masses that are multiples of $1/360$. However, a very efficient design for the inference in the spherical harmonic regression model of degree 7 using 360 different points can easily be obtained as follows. The quadrature formula obtained from Table 1 has equal masses at 23 nodes and yields a design of the form (3.7), say $\{\theta_i, 1/23\}_{i=1}^{23}$, where $\theta_i = \arccos x_i$ and $x_1, \ldots, x_{23}$ are the points listed in Table 1 for the case $d = 7$. We propose to combine this design with two designs of the form (3.8) to obtain an efficient exact design. More precisely, we propose to use the uniform distribution $\xi^*_U$ at the points

$$\mathcal{U} = \left\{(\theta_i, \pi(2j - 15)/15) \bigg| i = 1, \ldots, 8; j = 1, \ldots, 15 \right\}$$

$$\cup \left\{(\theta_i, \pi(2j - 16)/16) \bigg| i = 9, \ldots, 23; j = 1, \ldots, 16 \right\}$$

*The first row is the design given by (4.8) with $n_1 = 10$ and $n_2 = 36$. The second row gives the efficiencies of the design defined by (4.10), which takes one observation at each point of the set $\mathcal{U}$.

4.4. A concluding example. To demonstrate the benefits of our designs, we finally reanalyze the design used by Ding, Nesumi, Takano and Ukai [5] for shape analysis of Citrus species. These authors used observations at 360 points measured in 10 circles using the equal height sampling method for the $z$ axis. By choosing $d = 7$ the data for the surface shape were expanded into the first 64 terms of spherical harmonic functions. The information contained in the spherical harmonic coefficients was summarized by a principal component analysis using the first seven principal components. Note that the design of Ding, Nesumi, Takano and Ukai [5] corresponds to a design of the form (4.8) with $n_1 = 10$ and $n_2 = 36$. In the first row of Table 4 we show the efficiencies of this design with respect to the optimal designs obtained in this paper. The first factor of an optimal (uniform) design can be obtained from the quadrature formula corresponding to the spherical harmonic regression model of degree 7 in Table 1. We observe a reasonable efficiency only for the $D$-criterion. For all other criteria the design used by Ding, Nesumi, Takano and Ukai [5] is very inefficient. The optimal designs proposed in this paper (or appropriate approximations) will yield substantially smaller variances of the least squares estimates for linear combinations of the parameters.

We finally note that the optimal designs obtained in this paper are approximate and do not have masses that are multiples of $1/360$. However, a very efficient design for the inference in the spherical harmonic regression model of degree 7 using 360 different points can easily be obtained as follows. The quadrature formula obtained from Table 1 has equal masses at 23 nodes and yields a design of the form (3.7), say $\{\theta_i, 1/23\}_{i=1}^{23}$, where $\theta_i = \arccos x_i$ and $x_1, \ldots, x_{23}$ are the points listed in Table 1 for the case $d = 7$. We propose to combine this design with two designs of the form (3.8) to obtain an efficient exact design. More precisely, we propose to use the uniform distribution $\xi^*_U$ at the points

$$\mathcal{U} = \left\{(\theta_i, \pi(2j - 15)/15) \bigg| i = 1, \ldots, 8; j = 1, \ldots, 15 \right\}$$

$$\cup \left\{(\theta_i, \pi(2j - 16)/16) \bigg| i = 9, \ldots, 23; j = 1, \ldots, 16 \right\}$$

*The first row is the design given by (4.8) with $n_1 = 10$ and $n_2 = 36$. The second row gives the efficiencies of the design defined by (4.10), which takes one observation at each point of the set $\mathcal{U}$.

4.4. A concluding example. To demonstrate the benefits of our designs, we finally reanalyze the design used by Ding, Nesumi, Takano and Ukai [5] for shape analysis of Citrus species. These authors used observations at 360 points measured in 10 circles using the equal height sampling method for the $z$ axis. By choosing $d = 7$ the data for the surface shape were expanded into the first 64 terms of spherical harmonic functions. The information contained in the spherical harmonic coefficients was summarized by a principal component analysis using the first seven principal components. Note that the design of Ding, Nesumi, Takano and Ukai [5] corresponds to a design of the form (4.8) with $n_1 = 10$ and $n_2 = 36$. In the first row of Table 4 we show the efficiencies of this design with respect to the optimal designs obtained in this paper. The first factor of an optimal (uniform) design can be obtained from the quadrature formula corresponding to the spherical harmonic regression model of degree 7 in Table 1. We observe a reasonable efficiency only for the $D$-criterion. For all other criteria the design used by Ding, Nesumi, Takano and Ukai [5] is very inefficient. The optimal designs proposed in this paper (or appropriate approximations) will yield substantially smaller variances of the least squares estimates for linear combinations of the parameters.

We finally note that the optimal designs obtained in this paper are approximate and do not have masses that are multiples of $1/360$. However, a very efficient design for the inference in the spherical harmonic regression model of degree 7 using 360 different points can easily be obtained as follows. The quadrature formula obtained from Table 1 has equal masses at 23 nodes and yields a design of the form (3.7), say $\{\theta_i, 1/23\}_{i=1}^{23}$, where $\theta_i = \arccos x_i$ and $x_1, \ldots, x_{23}$ are the points listed in Table 1 for the case $d = 7$. We propose to combine this design with two designs of the form (3.8) to obtain an efficient exact design. More precisely, we propose to use the uniform distribution $\xi^*_U$ at the points

\[
\mathcal{U} = \left\{(\theta_i, \pi(2j - 15)/15) \bigg| i = 1, \ldots, 8; j = 1, \ldots, 15 \right\}
\]
\[
\cup \left\{(\theta_i, \pi(2j - 16)/16) \bigg| i = 9, \ldots, 23; j = 1, \ldots, 16 \right\}
\]
as the design for the spherical harmonic regression model of degree 7. The implementation of this design is illustrated in Figure 5. The efficiencies of the exact design $\xi^*_U$ are depicted in the second row of Table 4 and we observe that this design, which advises the experimenter to take one observation at each point of $U$, is highly efficient with respect to all optimality criteria under consideration.

5. Conclusions and some directions for future research. In this paper we tried to provide a starting point for studying design problems for 3D shape analysis. There are many issues in this area which can be addressed by the choice of an experimental design and we concentrated on spherical harmonic descriptors, with special emphasis on classification. This direction was motivated by recent work of Ding, Nesumi, Takano and Ukai [5], who used the coefficients in a spherical harmonic expansion to classify different fruit shapes by principal component analysis. Other authors compare different shapes by simply computing the Euclidean distance between their corresponding spherical harmonic descriptors (see [7]). If classification is the main object in 3D shape analysis, precise estimation of the coefficients in the spherical harmonic expansion is of particular importance and should be addressed by the choice of an experimental design, whenever this is possible. In the present paper we have constructed optimal designs for this purpose by considering Kiefer's $\Phi_p$ criteria and a new criterion which is directly related to principal component analysis. It is demonstrated that the new designs are substantially more efficient for parameter estimation and principal component analysis than the commonly used designs by reanalyzing a typical data example from the literature.
As pointed out by a referee, there are several other design issues concerning image analysis that are not addressed in this work, but are important topics for future research in this direction. In the following list we briefly mention the—in our opinion—most important directions in image analysis, where the generalization of our approach could be profitable.

1. The main motivation of our work stems from the fact that spherical harmonic descriptors are used for classification by principal component analysis. There are many other statistical tools for this purpose, for example, independent component analysis (see the recent monograph by Hyvärinen, Karhunen and Oja [10]). Therefore, it is important to determine efficient designs for alternative classification rules and to compare these with the designs derived in this paper.

2. In addition to the problem of classification, another important goal of 3D shape analysis is the reconstruction of shapes. In such cases the number of basis functions is usually very large and an optimality criterion should focus on the closeness between the original shape and the reconstructed shape. A suitable optimality criterion for this purpose is to minimize the expected mean squared error with respect to the choice of an experimental design. This problem is closely related to the question of model uncertainty. Since the pioneering work of Box and Draper [3], several authors have addressed the problem of incorporating the bias in the optimality criterion (see, e.g., Wiens [24] and the references therein). We note, however, that by Theorem 2.1 the uniform distribution on the sphere is \( \Phi_p \)-optimal in the model (2.6) for any order \( d \in \mathbb{N} \). Therefore, from a theoretical viewpoint, the question of model uncertainty does not exist for the uniform distribution on the sphere (it is the optimal design for any \( d \in \mathbb{N} \)). However, these problems arise if a design has to be implemented for a fixed sample size. If the main goal of the analysis is the reconstruction of shapes, we recommend choosing \( d \) as large as possible. In Section 4.4 we have indicated how such a design can be found in the case \( d = 7 \), which was given in a concrete application of spherical harmonic descriptors in biology. In principle this method can be adapted to larger values of \( d \). However, the numerical difficulties of finding quadrature formulas of degree \( 2d \) with equal weights increase substantially with the value \( d \) and suitable software has to be developed for this purpose. We also note that the sample size \( n \) always provides an upper bound for the degree of the model (2.6). Therefore—in principle—the problem of model uncertainty is caused by a limited sample size, not by our approach of constructing optimal designs.

3. It is remarkable that the approach developed in this paper does not require any distributional assumptions, because it is based on the least squares method and the covariance matrix of the corresponding estimator. However, the assumption of uncorrelated observations is important for the calculation of this matrix. Observations from image analysis are usually taken from one object and therefore
this assumption has either to be checked or to be taken into account by the construction of the design. Note that many authors working in image analysis do not consider an error in distribution. In our model (2.6), the error refers to a nonsystematic measurement error, for which the assumption of no correlation may be justified. In general, the construction of optimal designs for models with correlated observations is a very hard problem even in less sophisticated models than considered in this paper (see, e.g., [18]). The incorporation of correlation structures in the construction of optimal designs is probably one of the most challenging problems in future research on optimal designs for image analysis.

4. It seems to be desirable to extend the methods derived in this paper to other problems in image analysis, in particular to the problem of 2D image reconstruction. We note that the design problem for 3D shape analysis is substantially simpler than design problems for general image analysis. The reason for this is the specific structure of the system of spherical harmonic functions used in (1.1), which is not available for 2D image analysis. A reasonable system for the two-dimensional case is the Zernike polynomials (see [14]), and research to construct good designs in this case is still ongoing. Initial results in this direction indicate that there are substantial differences between the two- and the three-dimensional cases.

APPENDIX: TECHNICAL DETAILS

Proof of Lemma 3.1. Assume that conditions (A) and (B) of Lemma 3.1 are satisfied and let $Q(x)$ denote an arbitrary polynomial of degree $z$. By Bezout’s theorem the polynomial $Q(x)$ can be represented in the form

$$Q(x) = P(x)V_r(x) + R(x),$$

where $V_r(x) = \prod_{j=1}^{r}(x - x_j)$, the polynomial $P(x)$ is of degree $z - r$ and the degree of $R(x)$ is less than $r$. Because the degree of $R$ is at most $r - 1$, it can be represented as

$$R(x) = \sum_{j=1}^{r} \ell_j(x)R(x_j),$$

and we obtain from the conditions (A) and (B) of the lemma that

$$\frac{1}{2} \int_{-1}^{1} Q(x) \, dx = \frac{1}{2} \int_{-1}^{1} R(x) \, dx$$

$$= \frac{1}{2} \sum_{j=1}^{r} R(x_j) \int_{-1}^{1} \ell_j(x) \, dx$$

$$= \sum_{j=1}^{r} R(x_j)w_j = \sum_{j=1}^{r} Q(x_j)w_j.$$
Using the functions $Q(x) = x^\ell$ ($\ell = 0, \ldots, z - r$) yields the identities in (3.2).

For a proof of the converse, we assume that (3.2) is valid and obtain for $\ell = 0, \ldots, z - r$,

$$\int_{-1}^{1} V_r(x)x^\ell \, dx = \sum_{j=1}^{r} V_r(x_j)x_j^\ell w_j = 0,$$

which gives condition (A). On the other hand, condition (B) follows from the identity

$$\frac{1}{2} \int_{-1}^{1} \ell_j(x) \, dx = \sum_{i=1}^{r} w_j \ell_j(x_i) = w_j,$$

observing the property $\ell_j(x_i) = \delta_{ij}$ for the Lagrange interpolation polynomials. □

**Proof of Theorem 3.6.** Let $\xi$ denote an arbitrary discrete design on the rectangle $[0, \pi] \times (-\pi, \pi]$ and denote by $\theta_1, \ldots, \theta_N$ the distinct first coordinates of the corresponding support points of $\xi$. Obviously $\xi$ can be represented as

(A.3) \[ \xi = \sum_{i=1}^{N} \xi_i, \]

where the designs $\xi_i$ are defined by

$$\xi_i = \begin{pmatrix} (\theta_i, \phi_{i1}) & \cdots & (\theta_i, \phi_{iN_i}) \\ w_{i1} & \cdots & w_{iN_i} \end{pmatrix},$$

(with $N_i \in \mathbb{N}$) and represent the part of $\xi$ corresponding to the support points with first coordinate equal to $\theta_i$ ($i = 1, \ldots, N$). Define $x_i = \cos \phi_i$ and $w_i = \sum_{j=1}^{N_i} w_{ij}$ ($i = 1, \ldots, N$), and consider the design

(A.4) \[ \eta = \eta_\xi = \begin{pmatrix} x_1 \\ w_1 \\ \vdots \\ x_N \\ w_N \end{pmatrix}. \]

If the design $\xi$ satisfies the condition $M(\xi) = I_{(d+1)^2}$, it follows for the submatrix corresponding to the $(d + 1)$ regression functions $Y^0_\ell(\theta, \phi) = \sqrt{2\ell + 1} P^0_\ell(\cos \theta)$ ($\ell = 0, \ldots, d$) that

$$I_{d+1} = \left( \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} Y^0_\ell(\theta, \phi) Y^0_k(\theta, \phi) \, d\xi(\theta, \phi) \right)_{\ell, k=0}^d$$

\[ = \left( \sum_{i=1}^{N} \sum_{j=1}^{N_i} w_{ij} \sqrt{2\ell + 1} \sqrt{2k + 1} P^0_\ell(x_i) P^0_k(x_i) \right)_{\ell, k=0}^d \]

(A.5) \[ = \left( \sqrt{2\ell + 1} \sqrt{2k + 1} \sum_{i=1}^{N} w_i \ell_\ell(x_i) P_k(x_i) \right)_{\ell, k=0}^d. \]
[Note that $P_\ell^0(x) = P_\ell(x)$ is the $\ell$th Legendre polynomial.] On the other hand, the orthogonality relation for the Legendre polynomials (see [22]) yields

\begin{equation}
\frac{1}{2} \int_{-1}^{1} P_\ell(x) P_k(x) \, dx = \frac{\delta_{\ell k}}{2\ell + 1}, \quad \ell, k = 0, \ldots, d,
\end{equation}

and it follows from (A.5) that the quadrature formula defined by the design $\eta$ in (A.4) integrates polynomials of degree $2d$ exactly. The assertion of Theorem 3.6 now follows from the following auxiliary lemma. □

**Lemma A.1.** For any $n \in \mathbb{N}$, let $\Xi$ denote the set of all probability measures on the interval $[-1, 1]$ of the form (A.4) which integrate polynomials of degree $n$ exactly, that is,

\begin{equation}
\frac{1}{2} \int_{-1}^{1} x^\ell \, dx = \sum_{j=1}^{n} w_j x_j^\ell, \quad \ell = 0, \ldots, n.
\end{equation}

Then

\[ \min_{\eta \in \Xi} \min \{ v \in \mathbb{R}^+ \mid \text{supp} \eta \subset [-v, v] \} = |x_1^*|, \]

where $x_1^*$ is the smallest zero of the $r$th Legendre polynomial $P_r(x)$ and $r = [n/2] + 1$. Moreover, the minimum is attained by the measure

\begin{equation}
\eta^* = \left( \begin{array}{ccc}
    x_1^* & \cdots & x_r^*\\
    w_1^* & \cdots & w_r^*
\end{array} \right),
\end{equation}

where the points $x_1^*, \ldots, x_r^*$ are the zeros of the Legendre polynomial $P_r(x)$, $w_i = \frac{1}{2} \int_{-1}^{1} \ell_i(x) \, dx$ ($i = 1, \ldots, r$) and $\ell_i(x)$ is the Lagrange interpolation polynomial with nodes $x_1^*, \ldots, x_r^*$.

**Proof.** For a design $\eta$ on the interval $[-1, 1]$, let

\begin{equation}
\eta(\eta) := \min \{ v \in \mathbb{R}^+ \mid \text{supp} \eta \subset [-v, v] \}
\end{equation}

denote the half of the minimal length of intervals that contain the support of $\eta$ and define for each $N \in \mathbb{N}$ the set $\Xi_N \subset \Xi$ as the set of all probability measures with $N$ support points satisfying (A.7) (note that $\Xi = \bigcup_{N \in \mathbb{N}} \Xi_N$). Because for a design $\eta$ of the form (A.4) the equations in (A.7) can be written as

\begin{equation}
\frac{1}{2} \int_{-1}^{1} \left( \begin{array}{c}
    1 \\
    \vdots \\
    x^n
\end{array} \right) \, dx = \sum_{j=1}^{N} w_j \left( \begin{array}{c}
    1 \\
    \vdots \\
    x^n
\end{array} \right),
\end{equation}

it follows from Carathéodory’s theorem (see [19]) that there exists a measure, say $\tilde{\eta}$, with at most $n + 1$ support points $x_{j_1}, \ldots, x_{j_{n+1}}$ ($1 \leq j_1 < j_2 < \cdots < j_{n+1} \leq N$) such that (A.7) is satisfied. Consequently, we obtain

\begin{equation}
\inf_{\eta \in \Xi} \eta(\eta) = \inf_{\eta \in \Xi_{n+1}} \eta(\eta).
\end{equation}
If 
\[ \eta = \begin{pmatrix} x_1 & \cdots & x_{n+1} \\ w_1 & \cdots & w_{n+1} \end{pmatrix} \in \Xi_{n+1} \]
with \(-1 \leq x_1 < \cdots < x_{n+1} \leq 1\) is any probability measure on the interval \([-1, 1]\) that satisfies (A.7), then by Lemma 3.1 the weights can be represented as 
\[ w_i = \frac{1}{2} \int_{-1}^1 \ell_i(x) \, dx, \]
where \(\ell_i(x)\) is the \(i\)th Lagrange interpolation polynomial with nodes \(x_1, \ldots, x_{n+1}\).

Assume that \(|x_1| = u(\eta)\) and, for \(\varepsilon > 0\), define \(\tilde{\eta}\) as the measure with weights 
\[ \tilde{w}_i = \frac{1}{2} \int_{-1}^1 \prod_{j=1, j \neq i}^{n+1} \frac{x - \tilde{x}_j}{\tilde{x}_i - \tilde{x}_j} \, dx, \quad i = 1, \ldots, n+1, \]
at the points \(\tilde{x}_1 = x_1 + \varepsilon, \tilde{x}_2 = x_2, \ldots, \tilde{x}_{n+1} = x_{n+1}\). If \(\varepsilon\) is sufficiently small, it follows that all weights \(\tilde{w}_j\) are positive, which implies \(\tilde{\eta} \in \Xi_{n+1}\) and \(\tilde{x}_1 > x_1\). In the case \(|x_{n+1}| = u(\tilde{\eta})\) we apply exactly the same argument to the point \(x_{n+1}\) and obtain a measure \(\tilde{\eta}\) with \(u(\tilde{\eta}) < u(\eta)\). Consequently, the infimum in (A.11) cannot be attained in \(\Xi_{n+1}\), that is,
\[ \inf_{\eta \in \Xi} u(\eta) = \inf_{\eta \in \Xi_{n+1}} u(\eta). \]

We now prove that the infimum on the right-hand side cannot be attained in \(\Xi_t\) whenever \(t > \lfloor n/2 \rfloor + 1 = r\). For this, consider a measure \(\eta = \begin{pmatrix} x_1 & \cdots & x_t \\ w_1 & \cdots & w_t \end{pmatrix} \in \Xi_t\).

Recall from Lemma 3.1 that the weights have to satisfy (3.4) (with \(t = r\)) and that by (3.3) the support points satisfy 
\[ \int_{-1}^1 \prod_{j=1}^t (x - x_j) x^\ell \, dx = 0, \quad \ell = 0, \ldots, n - t. \]

Without loss of generality we assume that \(|x_1| = u(\eta)\) and we will again construct a design with a smaller value of \(u(\eta)\). For this we define \(\tilde{x}_1 = x_1 + \varepsilon, \tilde{x}_j = x_j\) \((j = 3 + n - t, \ldots, t)\),
\[ \psi(x) = (x - \tilde{x}_1) \prod_{j=3+n-t}^t (x - \tilde{x}_j) \]
and construct the remaining points, say \(\tilde{x}_2, \ldots, \tilde{x}_{n-t+2}\), such that the resulting measure with weights of the form (3.4) at the points \(\tilde{x}_1, \ldots, \tilde{x}_t\) defines a quadrature formula of degree \(n\). A necessary condition for this property is given by 
\[ \int_{-1}^1 \psi(x) \prod_{j=2}^{n-t+2} (x - \tilde{x}_j) x^\ell \, dx = 0, \quad \ell = 0, \ldots, n - t, \]
and a straightforward calculation shows that these equations are equivalent to the system

(A.17) \[ \frac{\partial}{\partial \tilde{x}_i} \int_{-1}^{1} \psi(x) \prod_{j=2}^{n-t+2} (x - \tilde{x}_j)^2 \, dx = 0, \quad i = 2, \ldots, n - t + 2, \]

which determines the points \( \tilde{x}_j = \tilde{x}_j(\epsilon) \) \( (j = 2, \ldots, n - t + 2) \) implicitly as a function of the parameter \( \epsilon \), where \( \tilde{x}_j(0) = x_j \) \( (j = 2, \ldots, n - t + 2) \). We now consider the Jacobi matrix of the system (A.17),

(A.18) \[ J(\tilde{x}, \epsilon) = \left( \frac{\partial^2}{\partial \tilde{x}_j \partial \tilde{x}_i} \int_{-1}^{1} \psi(x) \prod_{k=2}^{n-t+2} (x - \tilde{x}_k)^2 \, dx \right)_{i,j=2}^{n-t+2}, \]

where we use the notation \( \tilde{x} = (\tilde{x}_2, \ldots, \tilde{x}_{n-t+2}) \). This matrix can be calculated using the quadrature formula corresponding to the measure \( \eta \). For this, note that \( \tilde{x}(0) = (x_2, \ldots, x_{n-t+2}) \) and define the polynomial

(A.19) \[ g_i(x) = 2\psi(x) \prod_{j=2, j \neq i}^{n-t+2} (x - x_j)^2 \, dx. \]

Note that the degree of \( g_i \) is less than or equal to \( n \). If \( e_i \in \mathbb{R}^i \) denotes the \( i \)th unit vector, we obtain

\[ e_i^T J(\tilde{x}(0), 0) e_i = \int_{-1}^{1} g_i(x) \, dx = \sum_{j=1}^{t} g_i(x_j) w_j = g_i(x_i) w_i \]

\[ = 2w_i(x_i - x_1) \prod_{j=n-t+3}^{n} (x_i - x_j) \prod_{j=2, j \neq i}^{n-t+2} (x_j - x_i)^2 \neq 0, \]

and by a similar calculation, \( e_i^T J(\tilde{x}(0), 0) e_j = 0 \) whenever \( i \neq j \) \( (i, j = 2, \ldots, n - t + 2) \). Consequently, \( J(\tilde{x}(0), 0) \) is diagonal with \( \text{det} J(\tilde{x}(0), 0) \neq 0 \). It now follows from the implicit function theorem (see [9]) that for sufficiently small \( \epsilon \) there exist analytic functions \( \tilde{x}_2(\epsilon), \ldots, \tilde{x}_{n-t+2}(\epsilon) \) such that (A.16) is satisfied for the points \( \tilde{x}_1, \ldots, \tilde{x}_t \). This implies that for sufficiently small \( \epsilon \), the weights defined by (A.12) are positive and the design

(A.20) \[ \tilde{\eta} = \begin{pmatrix} \tilde{x}_1 & \cdots & \tilde{x}_t \\ \tilde{w}_1 & \cdots & \tilde{w}_t \end{pmatrix} \]

defines a quadrature formula of degree \( n \) with positive weights, that is, \( \tilde{\eta} \in \Xi_t \).

If necessary [in the case \( |x_t| = u(\eta) \)] we use a similar argument for the largest support point of the probability measure \( \eta \) and finally obtain a probability measure \( \tilde{\eta} \in \Xi_t \) such that \( u(\tilde{\eta}) < u(\eta) \). In other words, the infimum on the right-hand side of (A.13) cannot be obtained in \( \Xi_t \) if \( t > \lfloor n/2 \rfloor + 1 \). From (A.15) it is easy to
see that this construction is not possible if $t < r = \lfloor n/2 \rfloor + 1$. Moreover, it is well known (see, e.g., [8]) that a quadrature formula that integrates polynomials of degree $n$ exactly must have at least $r$ support points. Moreover, if it has $r$ support points, it is uniquely determined and given by the probability measure $\eta^*$ defined in (A.8), which completes the proof of Lemma A.1. □
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