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Abstract

We construct an extension of Fock space and prove that it allows for implementing bosonic Bogoliubov transformations in a certain extended sense. While an implementation in the regular sense on Fock space is only possible if a certain operator $v^*v$ is trace class (this is the well–known Shale–Stinespring condition), the extended implementation works without any restrictions on this operator. This generalizes a recent result of extended implementability, which required $v^*v$ to have discrete spectrum.
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1 Introduction

Bogoliubov transformations are a versatile tool for elucidating the physical properties of many–body and quantum field theory (QFT) models in mathematical physics. Applications include the simplification of Hamiltonians in interacting bosonic or fermionic $N$–body systems \cite{1, 2, 3, 4, 5}, QFT toy models \cite{6, 7, 8} and relativistic quantum dynamics \cite{9, 10}.

In simple words, a Bogoliubov transformation $V$ is a linear replacement of creation– and annihilation operators $a^\dagger \mapsto b^\dagger, a \mapsto b$ such that $b, b^\dagger$ satisfy the same commutation relations as $a, a^\dagger$. There are cases where $V$ allows for finding a unitary operator on Fock space $U_V : \mathcal{F} \rightarrow \mathcal{F}$ such that $U_V a^\dagger U_V^{-1} = b^\dagger$ and $U_V a U_V^{-1} = b$. In this case, $U_V$ is called an implementer of $V$ and $V$ is called implementable. The case of implementability is interesting for the following reason: Suppose, we are given a Hamiltonian $H$, which is an inconvenient sum of products of $a, a^\dagger$, but there exists a Bogoliubov transformation $V$ and a constant $c \in \mathbb{C}$, such that $(H + c)$ takes a much more convenient form in the $b, b^\dagger$–operators. This situation arises frequently for quadratic Hamiltonians, see Remark \cite{5}. Then, $V^{-1}$, which is implemented by $U^{-1}_V = U^*_V$, replaces $b, b^\dagger$ by $a, a^\dagger$. So, under the replacement, $(H + c)$ becomes

$$\tilde{H} := U_V^{-1} (H + c) U_V,$$

which has a convenient form in the $a, a^\dagger$–operators. This convenient form allows for a simple description of the dynamics generated by $\tilde{H}$, which is by (1) unitarily equivalent to the dynamics generated by $H$.

The important question when $V$ is implementable has long been settled by Shale and Stinespring \cite{11, 12}: This is the case if and only if for some operator $v \in \mathcal{L}(\mathcal{F})$, characterizing $V$, we have

$$\text{tr}(v^* v) < \infty.$$  

This so–called Shale–Stinespring condition is rather restrictive. Therefore, the author recently \cite{13} proposed the construction of an implementer in an extended sense, $U_V$, which also achieves the replacement $a^\dagger \mapsto b^\dagger$ induced by $V$, but can be constructed for a much greater class of Bogoliubov transformations. In \cite{13}, two Fock space extensions $\mathcal{H}, \mathcal{F}$ were constructed, each together with an operator $U_V : \mathcal{D}_\mathcal{F} \rightarrow \mathcal{H}$ or $U_V : \mathcal{D}_\mathcal{F} \rightarrow \mathcal{F}$, with $\mathcal{D}_\mathcal{F} \subset \mathcal{F}$ being a dense subspace, such that (1) holds as a strong operator identity on $\mathcal{D}_\mathcal{F}$. Here, $\mathcal{H}$ is an infinite tensor product space of the form introduced by von Neumann \cite{14} and $\mathcal{F}$ is an “extended state space” as recently introduced in \cite{15}. The main result in \cite{13} was that $V$ can be implemented in the extended sense, whenever $v^* v$ has discrete spectrum.

In this general case, $c$ becomes an “infinite renormalization constant”, which was rigorously interpreted in \cite{13} as an element of some vector space $\text{Ren}_1$. 

2
The purpose of this article is to propose a new Fock space extension $\overline{E}_F$, related to $F$, which allows for an extended implementer $U_V : D_F \to \overline{E}_F$ in the bosonic case for arbitrary $v^* v$,

as long as $v$ is defined on a suitable domain. We establish the notation in Section 2, construct $\overline{E}_F$ in Section 3, state our main result, Theorem 4.1 in Section 4 and prove it in Section 5.

An analogous result can be expected to hold for fermions, as long as 1 is not an eigenvalue of infinite multiplicity of $v^* v$, i.e., $V$ only performs a particle–hole transformation on finitely many modes. The main technical complication in the fermionic case comes from the fact that the operator $O$ (47) is unbounded, whereas it is bounded in the bosonic case.

An extended implementer $U_V$ is particularly useful in cases where $H$ is an algebraic expression that does not define an operator on a dense subspace of $F$, while $\tilde{H} = U_V^{-1}(H + c)U_V$ maps $D_F$ into itself and allows for a self–adjoint extension. In that case, we can mathematically make sense of $(H + c)$ as an operator mapping $U_V(D_F)$ into itself (see Figure 1) and use the dynamics generated by $\tilde{H}$ on $F$ for a physical interpretation. The construction of $\overline{E}_F$ is significantly shorter than that of $\overline{F}$ in [13]. We intend a future use of $\overline{E}_F$ as a bookkeeping tool for more general operator transformations that go beyond Bogoliubov transformations.

## 2 Notation

The notation is adapted from [13] in great parts. We consider a system with an indeterminate number of particles $N$, whose one–particle sector is given by the sequence space $\ell^2$.[1] The configuration of the system is given by a vector of mode numbers $(j_1, \ldots, j_N)$.

---

1Note that any separable Hilbert space can be identified with $\ell^2$ by fixing an orthonormal basis, so the description with $\ell^2$ is quite general.
which is an element of configuration space

\[ \mathcal{Q} := \bigsqcup_{N \in \mathbb{N}_0} \mathcal{Q}^{(N)} := \bigsqcup_{N \in \mathbb{N}_0} \mathbb{N}^N. \]  

(2)

Here, \( \mathcal{Q}^{(N)} = \mathbb{N}^N \) is also called the \( N \)-particle sector of configuration space. The state of the system is described by a normed vector in the (mode-) Fock space

\[ \mathcal{F} := L^2(\mathcal{Q}). \]  

(3)

We impose bosonic symmetry using the symmetrization operator \( S_+ : \mathcal{F} \to \mathcal{F} \) with

\[ (S_+ \Psi)(j_1, \ldots, j_N) := \frac{1}{N!} \sum_{\sigma \in S_N} \Psi(j_{\sigma(1)}, \ldots, j_{\sigma(N)}), \]  

(4)

where \( S_N \) is the permutation group. The bosonic Fock space is then given by

\[ \mathcal{F}_+ := S_+(\mathcal{F}). \]  

(5)

Equivalently, using the symmetric tensor product

\[ \phi \otimes_S \phi := S_+(\phi \otimes \phi), \]  

(6)

we can write

\[ \mathcal{F}_+ = \bigoplus_{N \in \mathbb{N}_0} (\ell^2)^{\otimes_S N}. \]  

(7)

Denote by \( (e_j)_{j \in \mathbb{N}} \) the canonical basis of \( \ell^2 \) and by \( a_j^\dagger, a_j \) the creation and annihilation operators corresponding to \( e_j \), which are a priori just symbolic expressions. Products of these expressions or countable sums thereof are not necessarily defined as Fock space operators. Instead, we interpret them as elements of the *-algebra \( \mathcal{A} \), defined as follows: Denote by

\[ \Pi_e := \{ P_e = a_{j_1}^{\dagger} \cdots a_{j_m}^{\dagger} \mid m \in \mathbb{N}_0, j_\ell \in \mathbb{N}, \ell \in \{1, \ldots, m\} \} \]  

(8)

the set of all finite operator products with respect to the basis \( (e_j)_{j \in \mathbb{N}} \). Then, \( \mathcal{A} \) is defined as the set of all countable sums

\[ \mathcal{A} := \{ H = \sum_{P_e \in \Pi_e} H_{j_1, \ldots, j_m} P_e \mid H_{j_1, \ldots, j_m} P_e \in \mathbb{C} \}. \]  

(9)

with \( m \) depending on \( P_e \). Let us denote the space of all complex-valued sequences by

\[ \mathcal{E} = \{ \mathbb{N} \to \mathbb{C} \}. \]  

(10)

\(^2\)The symbol \( \sqcup \) denotes the disjoint union of two sets. This notation is chosen to emphasize that, e.g., \( \mathbb{N} \sqcup \mathbb{N}^2 \sqcup \ldots \sqcup \mathbb{N}^N \) is not just \( \mathbb{N}^N \).
For $\phi \in \mathcal{E}$, we then introduce the creation/annihilation operators
\[ a^\dagger(\phi) := \sum_{j \in \mathbb{N}} \phi_j a_j, \quad a(\phi) := \sum_{j \in \mathbb{N}} \overline{\phi}_j a_j, \quad a^\dagger(\phi), a(\phi) \in \overline{\mathcal{A}}, \] (11)
where the overline denotes complex conjugation. Alternatively, complex conjugation is described by the complex conjugation operator
\[ J : \mathcal{E} \rightarrow \mathcal{E}, \quad (J\phi)_j = \overline{\phi}_j, \] (12)
with $J^2 = 1$ and whose adjoint satisfies $(J^*)^2 = 1$. We will interchangeably use the notations $\phi_j, (\phi)_j$ and $(\phi)(j)$ for elements of a series $\phi \in \mathcal{E}$. Further, for $\phi, \psi \in \ell^2$ we impose the canonical commutation relations (CCR) on $\overline{\mathcal{A}}$
\[ [a(\phi), a(\psi)] = [a(\phi), a^\dagger(\psi)] = 0, \quad [a(\phi), a^\dagger(\psi)] = \langle \phi, \psi \rangle. \] (13)
In case $\phi, \psi \in \ell^2$, we may also densely define $a^\dagger(\phi)$ as Fock space operators
\[ (a^\dagger(\phi)\Psi)(j_1, \ldots, j_N) = \frac{1}{\sqrt{N}} \sum_{\ell=1}^N \phi_{j_\ell} \Psi(j_1, \ldots, j_{\ell-1}, j_{\ell+1}, \ldots, j_N), \]
\[ (a(\phi)\Psi)(j_1, \ldots, j_N) = \sqrt{(N+1)} \sum_{j \in \mathbb{N}} \overline{\phi}_j \Psi(j_1, \ldots, j_N, j), \] (14)
which preserve symmetry and satisfy (13) as a strong operator identity on a dense domain in Fock space.
Creation and annihilation operators $a^\dagger(\phi)$ are particularly easy to handle, if the sum over $j$ is finite, or equivalently, if the form factor is an element of the following space:
\[ \mathcal{D} := \{ \phi \in \ell^2 \mid \phi_j = 0 \text{ for all but finitely many } j \in \mathbb{N} \}. \] (15)
Note that $\mathcal{D} \subset \ell^2 \subset \mathcal{E}$ and $\mathcal{E} = \mathcal{D}'$, i.e., $\mathcal{E}$ is the dual space of $\mathcal{D}$ with respect to a suitable seminorm–induced topology, see [16 Chap. 1, Example 1.6].
By an algebraic Bogoliubov transformation, we mean a map $\mathcal{V}_A : \overline{\mathcal{A}} \rightarrow \overline{\mathcal{A}}$, that sends
\[ a^\dagger(\phi) \mapsto b^\dagger(\phi) := a^\dagger(u\phi) + a(v\overline{\phi}), \]
\[ a(\phi) \mapsto b(\phi) := a^\dagger(v\overline{\phi}) + a(u\phi) \] (16)
for all $\phi \in \mathcal{D}$, where $u, v : \mathcal{D} \rightarrow \ell^2$ satisfy the bosonic Bogoliubov relations as a weak operator identity:
\[ u^* u - v^T v = 1 \quad u^* v - v^T \overline{v} = 0 \]
\[ uu^* - vv^* = 1 \quad uv^T - vu^T = 0. \] (17)
Here, $u^*$ is the adjoint of $u$ and the conjugate and transposed operators are given by $\overline{v} = JuJ$ and $u^T = J u^* J$ (and the same for $v$). Writing $u, v$ as matrices of infinite size, $u = (u_{jk})_{j,k \in \mathbb{N}}, v = (v_{jk})_{j,k \in \mathbb{N}}$, we equivalently have $(u^T)_{jk} = (u)_{kj}$, $(u^*)_{jk} = (u)_{kj}$ and $(\overline{u})_{jk} = (u)_{jk}$. Further, we may keep track of $\mathcal{V}_A$ by a block matrix $\mathcal{V} = \begin{pmatrix} u & v \\ \overline{v} & \overline{u} \end{pmatrix}$. In [13 Lemma 4.1] it was proven that (17) holds, whenever $\mathcal{V}$ and $\mathcal{V}^*$ both preserve the CCR, that is, (13) also holds for $a^\dagger$ replaced by $b^\dagger$. 


3 Construction of the Fock space extension

We will establish implementability on a Fock space extension $\mathcal{E}_{\mathcal{F}} \supset \mathcal{F}$ here, which is related, but not equal to the extensions $\mathcal{F}, \mathcal{F}_{\text{ex}}$ in [13] and [15]. Just as in [13], we define the generalized $N$–particle space and the generalized Fock space as

$$\mathcal{E}^{(N)} := \{ \Psi^{(N)} : \mathbb{N}^N \to \mathbb{C} \}, \quad \mathcal{E}_{\mathcal{F}} := \{ \Psi : \mathcal{Q} \to \mathbb{C} \} \supset \mathcal{F}. \quad (18)$$

The definition of $\mathcal{E}_{\mathcal{F}}$ is motivated by formal and possibly divergent sums that appear when formally applying one or several operators $a(\phi), \phi \in \mathcal{E}$ as in (14) to functions in $\mathcal{E}_{\mathcal{F}}$. In its most general form, such a formal sum on the $p \bar{N} q$–sector reads

$$\Psi^{(N)}(j_1, \ldots, j_N) = \sum_{j_{N+1}, \ldots, j_{N+L} \in \mathbb{N}} \Psi^{(N+L)}(j_1, \ldots, j_{N+L}), \quad (19)$$

where $N, L \in \mathbb{N}_0$. There are two ways to read (19): First, $\Psi^{(N)}(j_1, \ldots, j_N)$ can be viewed as a generalized function value, which is given by a formal sum at fixed $p \bar{j}$. Second, (19) can be seen as a definition for a generalized function on $N \bar{N}$ that is obtained by taking the “raw functions” $\Psi^{(N+L)}(L)$ and formally “integrating out” the last $L$ variables.

Mathematically, the sector $\Psi^{(N)}$ is specified by a pair $(\Psi^{(N+L)}(L), L)$. In order to allow for countable linear combinations and products of such expressions, we introduce the algebra of functions

$$\mathcal{E}_{\mathcal{F},0} := \left\{ \mathbb{N}_0 \times \mathbb{N}_0 \to \mathcal{E}_{\mathcal{F}} \mid (N, L) \mapsto \Psi^{(N+L)}(L) \in \mathcal{E}^{(N+L)} \right\}. \quad (20)$$

Here, $\mathcal{E}_{\mathcal{F},0}$ is to be understood as a $\mathbb{C}$–vector space with linear combinations defined argument–wise, i.e.,

$$(c \Psi + \Psi')^{(N+L)}(L) = c(\Psi)^{(N+L)}(L) + (\Psi')^{(N+L)}(L), \quad c \in \mathbb{C}. \quad (21)$$

The algebra multiplication is given by

$$\left( \Psi \otimes \Psi' \right)^{(N+L)}(L) = \sum_{N_1 + N_2 = N \atop L_1 + L_2 = L} (\Psi)^{(N_1+L_1)}(L_1) \otimes (\Psi')^{(N_2+L_2)}(L_2), \quad (22)$$

with $\otimes$ denoting the topological tensor product in $\mathcal{E}_{\mathcal{F}}$. We now introduce the sum notation, where we write each function in $\mathcal{E}_{\mathcal{F},0}$ as a formal countable sum

$$\Psi^{(N)}(j_1, \ldots, j_N) = \sum_{L \in \mathbb{N}_0} \sum_{j_{N+1}, \ldots, j_{N+L} \in \mathbb{N}} \Psi^{(N+L)}(L)(j_1, \ldots, j_{N+L}). \quad (23)$$

This notation is consistent with the notation in (19), and (22) coincides with the formal multiplication of two sums of the kind (23). However, permuting sum indices or executing convergent sums in (23) intuitively leaves the sum invariant, but results in a different
associated element in \( \mathcal{E}_{\mathcal{F},0} \). Therefore, we mod out a (two–sided) ideal \( \mathcal{I} \subset \mathcal{E}_{\mathcal{F},0} \), which is generated by requiring that:

(A) \( \Psi - \Psi' \in \mathcal{I} \), whenever each \( (\Psi)^{(N+L)}_{(L)} \) can be obtained by permuting the last \( L \) indices of \( (\Psi)^{(N+L)}_{(L)} \). So we may swap indices that are integrated out.

(B) \( \Psi - \Psi' \in \mathcal{I} \), whenever we may choose for each pair \( (N,L) \) some integer \( 0 \leq \Delta L_{N,L} \leq L \), such that

\[
(\Psi)^{(N+L')}_{(L')} (j_1, \ldots, j_{N+L'}) = \sum_{L:L' + \Delta L_{N,L} = L} \sum_{j_{N+L'}+1, \ldots, j_{N+L}} (\Psi)^{(N+L)}_{(L)} (j_1, \ldots, j_{N+L})
\]

is an absolutely convergent sum for all \( N, L' \in \mathbb{N}_0 \) and all \( (j_1, \ldots, j_{N+L'}) \in \mathbb{N}^{L'} \). In other words, we may execute absolutely convergent sums, where \( \Delta L_{N,L} \) is the number of sums executed in \( (\Psi)^{(N+L)}_{(L)} \).

The **extended state space** is then defined as the quotient algebra

\[
\overline{\mathcal{E}_{\mathcal{F}}} := \mathcal{E}_{\mathcal{F},0}/\mathcal{I}.
\]

Its elements (which are cosets of \( \mathcal{I} \)) can thus be treated as if they were formal sums \(^3\) and we adopt the sum notation also for elements of \( \overline{\mathcal{E}_{\mathcal{F}}} \).

**Remarks.**

1. **\( \overline{\mathcal{E}_{\mathcal{F}}} \) extends \( \mathcal{F} \):** In sum notation \(^2\), each \( \Psi \in \mathcal{E}_{\mathcal{F}} \supset \mathcal{F} \) corresponds to exactly one element of \( \mathcal{E}_{\mathcal{F},0} \), viz. the one sending \( (N,0) \mapsto \Psi^{(N)} \) and \( (N,L) \mapsto 0 \) for \( L \geq 1 \). Further, if \( \Psi \in \mathcal{E}_{\mathcal{F}} \) with \( \Psi \neq 0 \), then the associated element in \( \mathcal{E}_{\mathcal{F},0} \) is not in \( \mathcal{I} \). This is because \(^2\) renders a complex number at each fixed \( (j_1, \ldots, j_N) \), which is nonzero for at least one \( (j_1, \ldots, j_N) \) and cannot be changed by executing/un–executing convergent sums or permuting sum indices. So each \( \Psi \in \mathcal{E}_{\mathcal{F}} \) can be identified with a distinct coset of \( \mathcal{I} \), i.e., with an element of \( \overline{\mathcal{E}_{\mathcal{F}}} \). So we may embed \( \mathcal{E}_{\mathcal{F}} \supset \mathcal{F} \) into \( \overline{\mathcal{E}_{\mathcal{F}}} \) and thus, \( \overline{\mathcal{E}_{\mathcal{F}}} \) is a true Fock space extension.

2. **Tensor products on \( \overline{\mathcal{E}_{\mathcal{F}}} \):** The \( \otimes \)-product on \( \mathcal{E}_{\mathcal{F},0} \) \(^2\) induces an \( \otimes \)-product on the quotient algebra \( \overline{\mathcal{E}_{\mathcal{F}}} \). With the tensor product \( \otimes \), one can also view \( \mathcal{E}_{\mathcal{F},0} \) as a “double–graded algebra” with degrees \( N, L \in \mathbb{N}_0 \), just as \( \mathcal{E}_{\mathcal{F}} \) together with the

---

\(^3\)By an ideal of an algebra, we mean that \( \mathcal{I} \) shall be closed (in an algebraic sense) under the (commutative) algebra multiplication \( \otimes \) and linearity. So for \( \Psi_1, \Psi_2 \in \mathcal{I}, \Psi \in \mathcal{E}_{\mathcal{F},0} \) and \( c \in \mathbb{C} \), we have \( (\Psi \otimes \Psi_1) \in \mathcal{I} \) and \( c\Psi_1 + \Psi_2 \in \mathcal{I} \). Intuitively, the elements in \( \mathcal{I} \) are the ones equivalent to 0.

---
The tensor product $\otimes$ becomes a graded algebra (with degree $N$). Also, $\mathcal{E}_\mathcal{F}$ is a graded algebra with degree $N$, but not “double-graded”, since $L$ is not unique.

3. **Comparison with [13]**: The construction of $\mathcal{E}_\mathcal{F}$ deviates from the construction of the Fock space extensions $\mathcal{F}, \mathcal{F}_{\text{ex}}$ in [13]. In particular, the latter construction renders some additional vector spaces $\text{Ren}_1, \text{Ren}, \epsilon\text{Ren}$ as a byproduct. Let us quickly comment on how to find certain elements of these spaces in $\mathcal{E}_\mathcal{F}$:

Elements $\mathbf{r} \in \text{Ren}_1$ are a rigorous implementation of formal sums

$$\Psi_\mathbf{r} := \sum_{j \in \mathbb{N}} \phi_j$$

for some fixed $\phi \in \mathcal{E}$. Mathematically, $\mathbf{r} = [\phi] \subset \mathcal{E}$ is an equivalence class with

$$\phi' \in [\phi] \iff \sum_j (\phi_j - \phi'_j) = 0,$$

where the sum is required to be absolutely convergent. It is easy to see that (26) is a sum notation of the coset $^4\Psi_\mathbf{r} = [(N, L) \mapsto \delta_{N,0} \delta_{L,1} \phi] \in \mathcal{E}_\mathcal{F}$, so the pair $(0,1)$ is mapped to $(\Psi_\mathbf{r})^{(1)}(j) = \phi_j$ and all other $(N, L)$ are mapped to 0. Further, for $\Psi'_\mathbf{r} := \sum_{j \in \mathbb{N}} \phi'_j \in \mathcal{E}_\mathcal{F}$, we have $\Psi'_\mathbf{r} = \Psi_\mathbf{r}$ if and only if (27) holds, since

$$\sum_{j \in \mathbb{N}} \phi_j = \sum_{j \in \mathbb{N}} \phi'_j + \sum_{j \in \mathbb{N}} (\phi_j - \phi'_j),$$

by definition of addition in $\mathcal{E}_{\mathcal{F},0}$.

Elements $\mathfrak{R} \in \text{Ren}$ are now linear combinations of products of the form $\mathbf{r}_1 \ldots \mathbf{r}_p$. These products rigorously implement formal sums

$$\Psi_\mathfrak{R} := \sum_{j_1 \ldots j_p} (\phi_1)_{j_1} \ldots (\phi_p)_{j_p},$$

with $\phi_p \in \mathcal{E}$ being a representative function of $\mathbf{r}_p$. It is easy to see that $\Psi_\mathfrak{R} \in \mathcal{E}_\mathcal{F}$ in the sum notation.

Finally, elements $\epsilon^\mathbf{r} \in \epsilon\text{Ren}$ can be seen as a rigorous implementation of

$$e^{\Psi_\mathbf{r}} = \sum_{N=0}^\infty \frac{\Psi_\mathbf{r}^N}{N!} = \sum_{N=0}^\infty \sum_{j_1 \ldots j_N} \frac{1}{N!} \phi_{j_1} \ldots \phi_{j_N}.$$
Obviously, $e^{\Psi \tau} \in \overline{\mathcal{F}}$. However, generic elements of $c \in \text{eRen}$ are quotients of the form $c = \frac{a_r}{a_2}$ with $a_j$ being a linear combination of terms $e^r$ with $r \in \text{Ren}_1$. Such a quotient can generally not be written as a sum of the form (19). So we cannot readily find $\text{eRen}$ in $\mathcal{F}$ and thus also not the $\text{eRen}$–vector spaces $\overline{\mathcal{F}}$ and $\overline{\mathcal{F}}_{\text{ex}}$.

4 Main Result

Consider any Bogoliubov transformation $V = (\begin{pmatrix} u \\ v \end{pmatrix})$ with $u, v : \mathcal{D} \to \ell^2$ (recall: $\mathcal{D}$ in (15) is the set of all sequences with finite support), as well as the dense domain

$$\mathcal{D}_\mathcal{F} := \text{span}\{a^\dagger(\phi_1) \ldots a^\dagger(\phi_N)\Omega, \ N \in \mathbb{N}_0, \ \phi \in \mathcal{D}\},$$

(31)

where $\Omega \in \mathcal{F}$, defined by $\Omega^{(0)} = 1$ and $\Omega^{(N)} = 0$ for $N \geq 1$, is the vacuum vector. In analogy to [13, Def. 5.1], we define extended implementability as follows.

**Definition 4.1.** A linear injective operator $U_V : \mathcal{D}_\mathcal{F} \to \overline{\mathcal{F}}$ implements a Bogoliubov transformation $V$ in the extended sense if and only if

$$U_V a^\dagger(\phi) U_V^{-1} \Psi = b^\dagger(\phi) \Psi, \quad U_V a(\phi) U_V^{-1} \Psi = b(\phi) \Psi, \quad \forall \ \phi \in \mathcal{D}, \ \Psi \in U_V(\mathcal{D}_\mathcal{F}).$$

(32)

In that case, $U_V$ is called an extended implementer of $V$ and $V$ is called implementable in the extended sense.

Our main result is the following.

**Theorem 4.1 (Bosonic Extended Implementation Works).** Any bosonic Bogoliubov transformation $V = (\begin{pmatrix} u \\ v \end{pmatrix})$ with $u, v : \mathcal{D} \to \ell^2$ is implementable in the extended sense.

Remarks.

4. **Regular implementability:** Definition [4.1] generalizes the (regular) notion of implementability of $V$ on Fock space. In the regular sense, $V$ is implementable if and only if there exists some unitary $U_V : \mathcal{F} \to \mathcal{F}$ satisfying (32). By taking limits in $\ell^2$, the case $\phi \in \mathcal{D}$ can then be generalized to $\phi \in \ell^2$.

While regular implementability only holds for $\text{tr}(v^*v) = \text{tr}(v^T v) < \infty$, extended implementability can be achieved for any $v^*v$, as long as $v$ is defined on $\mathcal{D}$.

5. **Diagonalization:** Extended implementers can be used to diagonalize quadratic Hamiltonians in some extended sense, as described in [13, Sect. 6]: Consider a diagonalizable quadratic Hamiltonian $H \in \overline{\mathcal{A}}$, that is,

$$H = \frac{1}{2} \sum_{j,k \in \mathbb{N}} (2h_{jk} a_j^\dagger a_k + k_{jk} a_j^\dagger a_k + k_{jk} a_j a_k).$$

(33)
In certain cases \cite{17,18}, there is an algebraic Bogoliubov transformation $V_{\mathcal{A}}$ and a normal ordering constant $c$, such that $(H + c)$ becomes diagonal in the $b, b^\dagger$-operators, so $\tilde{H} = V_{\mathcal{A}}^{-1}(H + c)$ is block–diagonal in the $a, a^\dagger$-operators:

$$ (H + c) = \sum_{j,k \in \mathbb{N}} E_{jk} b_j^\dagger b_k \quad \Rightarrow \quad \tilde{H} = \sum_{j,k \in \mathbb{N}} E_{jk} a_j^\dagger a_k = d\Gamma(E) \quad (34) $$

and such that $E$ is self–adjoint on some domain $\text{dom}(E) \subseteq \ell^2$. In that case, $d\Gamma(E)$ is also self–adjoint. Further, if $E$ maps $\mathcal{D} \to \mathcal{D}$, then

$$ \tilde{H} = V_{\mathcal{A}}^{-1}(H + c) V_{\mathcal{A}} \quad (35) $$

holds as a strong operator identity $\mathcal{D}_{\mathcal{F}} \to \mathcal{D}_{\mathcal{F}}$. So $H$ is diagonalized in the extended sense by $V_{\mathcal{A}}$. Here $c$ is a possibly divergent sum of the form (26), so we can interpret $c \in \mathcal{E}_{\mathcal{F}}$, and a multiplication by $c$ maps $\mathcal{E}_{\mathcal{F}} \to \mathcal{E}_{\mathcal{F}}$.

\section{Proof of the Main Result}

\subsection{General Construction of the Extended Implementer}

We now construct the extended implementer $U_{\mathcal{V}} : \mathcal{D}_{\mathcal{F}} \to \mathcal{E}_{\mathcal{F}}$ for a given Bogoliubov transformation $\mathcal{V}$. The construction employs creation and annihilation operators $a^\dagger(\phi)$, which we first need to extend to $\mathcal{E}_{\mathcal{F}}$ in such a way that they satisfy the CCR. Consider an element $[\Psi] \in \mathcal{E}_{\mathcal{F}}$ characterized by a coset element (“representative”) $\Psi \in \mathcal{E}_{\mathcal{F},0}$, $\Psi : (N, L) \mapsto \Psi_{(N+1)}^{(L)} \in \mathcal{E}^{(N+L)}$. In analogy to (14), we then set

$$ (a^\dagger(\phi)\Psi)^{(N+L)}_{(L)}(q, q') := \sum_{k=1}^{N} \frac{1}{\sqrt{N}} \phi_{j_k} \Psi_{(L)}^{(N+L-1)}(q \backslash j, q') \quad (36) $$

$$ (a(\phi)\Psi)^{(N+L+1)}_{(L+1)}(q, j, q'') := \sqrt{N + 1} \phi_{j} \Psi_{(L)}^{(N+L+1)}(q, j, q''), \quad (a(\phi)\Psi)^{(N)}_{(0)} := 0, $$

with $q = (j_1, \ldots, j_N), q' = (j_{N+1}, \ldots, j_{N+L}), j = j_{N+1}$ and $q'' = (j_{N+2}, \ldots, j_{N+L+1})$.

\textbf{Lemma 5.1} (Operator Extensions). For $\phi \in \mathcal{E}$, the representative–wise definition (36) renders well–defined linear operators

$$ a^\dagger(\phi) : \mathcal{E}_{\mathcal{F}} \to \mathcal{E}_{\mathcal{F}}, \quad a(\phi) : \mathcal{E}_{\mathcal{F}} \to \mathcal{E}_{\mathcal{F}}. \quad (37) $$

\textbf{Proof}. Consider the two expressions in (36). It is clear that the functions $(N, L) \mapsto (a^\dagger(\phi)\Psi)^{(N+L)}_{(L)}$ are elements of $\mathcal{E}_{\mathcal{F},0}$. So it remains to show that for $\Psi_I \in \mathcal{I}$, we also have...
Concerning case (B), suppose there was a choice of 0 such that (24) was true. Then, \( a^\dagger(\phi)\Psi_I \in \mathcal{I} \). First, suppose that \( \Psi_I = \Psi - \Psi' \) where \( (\Psi')^{(N+L-1)}(q',j_k,q') \) is obtained from \( \Psi^{(N+L-1)}(q,j_k,q) \) by a permutation of the last \( L \) indices (i.e., those in \( q' \)). This situation corresponds to case (A) above (25). Then the same index permutation in \( q' \) transforms \( (a^\dagger(\phi)\Psi')^{(N+L)}(q,q') \) into \( (a^\dagger(\phi)\Psi')^{(N+L)}(q,q') \). Thus, \( a^\dagger(\phi)\Psi_I \in \mathcal{I} \). A similar argument shows that \( a(\phi)\Psi_I \in \mathcal{I} \) when \( (\Psi')^{(N+L)}(q,j,q'') \) is obtained from \( \Psi^{(N+L)}(q,j,q'') \) by permuting the last \( L \) indices (i.e., those in \( q'' \)).

Concerning case (B), suppose there was a choice of \( 0 \leq \Delta L_{N,L} \leq L \) for each \( N, L \in \mathbb{N}_0 \), such that (24) was true. Then,

\[
(a^\dagger(\phi)\Psi')^{(N+L')}_{(L')}^{(jN+1, \ldots, jN+L')}
= \sum_{k=1}^{N} \frac{1}{\sqrt{N}} \phi_{jk} (\Psi')^{(N+L'-1)}_{(L')}^{(q,jk,jN+1, \ldots, jN+L')}
= \sum_{k=1}^{N} \frac{1}{\sqrt{N}} \phi_{jk} \sum_{L', L' + \Delta L_{N,L} = L} \sum_{jN_{N+1}+1, \ldots, jN+L} \Psi^{(N+L-1)}_{(L)}(q,jk, jN+1, \ldots, jN+L)
= \sum_{L', L' + \Delta L_{N,L} = L} \sum_{jN_{N+1}+1, \ldots, jN+L} (a^\dagger(\phi)\Psi)^{(N+L)}_{(L)}(j_1, \ldots, jN+L) \in \mathbb{C},
\]

so \( a^\dagger(\phi)\Psi_I \in \mathcal{I} \). A similar calculation with integrating out up to \( L \) indices of \( q'' \) shows that \( a(\phi)\Psi_I \in \mathcal{I} \).

Now, since \( \mathcal{I} \) is generated by elements of type (A) and (B), we conclude that \( \Psi_I \in \mathcal{I} \) always implies \( a^\dagger(\phi)\Psi_I \in \mathcal{I} \) and \( a(\phi)\Psi_I \in \mathcal{I} \), so the definitions of \( a^\dagger(\phi) \) and \( a(\phi) \) do not depend on the choice of the coset representative \( \Psi \).

\[ \square \]

**Lemma 5.2 (Extended CCR).** \( a^\dagger(\phi), a(\phi) \), as defined in Lemma 5.1, satisfy the extended CCR:

\[
[a(\phi), a(\psi)] = [a^\dagger(\phi), a^\dagger(\psi)] = 0, \quad [a(\phi), a^\dagger(\psi)] = \langle \phi, \psi \rangle = \sum_j \phi_j \psi_j \in \overline{\mathcal{E}}_{\phi} \quad (39)
\]

as a strong operator identity on \( \overline{\mathcal{E}}_{\phi} \) for \( \phi, \psi \in \mathcal{E} \).

**Proof.** This follows by a direct calculation using basis coefficients, as in the case \( \phi, \psi \in \ell^2 \).

\[ \square \]

**Lemma 5.3 (Bogoliubov Transformations Conserve Extended CCR).** Consider a Bogoliubov transformation \( \mathcal{V} \) satisfying the Bogoliubov relations (17). Then the Bogoliubov-transformed operators \( b^\dagger \) in (16) still satisfy the extended CCR:

\[
[b(\phi), b(\psi)] = [b^\dagger(\phi), b^\dagger(\psi)] = 0, \quad b(\phi), b^\dagger(\psi)] = \langle \phi, \psi \rangle \quad (40)
\]
as a strong operator identity on $\mathcal{E}_\mathcal{F}$ for $\phi, \psi \in \mathcal{D}$.

**Proof.** Lemma 5.2 ensures that the CCR hold for $a^\dagger(\phi) : \mathcal{E}_\mathcal{F} \to \mathcal{E}_\mathcal{F}$. Lemma 5.1 renders well–definedness of $b^\dagger(\phi) : \mathcal{E}_\mathcal{F} \to \mathcal{E}_\mathcal{F}$ for $\phi \in \mathcal{D}$. The recovery of the CCR for $b^\dagger$ using the Bogoliubov relations (17) works as in the case of $a^\dagger, b^\dagger$ being Fock space operators. For instance, we have

$$[b(\phi), b^\dagger(\psi)] = [a(u\phi) + a^\dagger(v\phi), a^\dagger(u\psi) + a(v\psi)] \overset{\text{Lemma 5.2}}{=} \langle u\phi, u\psi \rangle - \langle vJ\psi, vJ\phi \rangle = \langle \phi, u^*w\psi \rangle - \langle Ju^*vJ\psi, J\phi \rangle = \langle \phi, u^*w\psi \rangle - \langle \phi, v^T_w\psi \rangle = \langle \phi, \psi \rangle.$$ (41)

The other two identities in (40) are obtained analogously.

As in the case $\text{tr}(v^*v) < \infty$ [19], the definition of our extended implementer is based on a vector $\Omega_\mathcal{V} \in \mathcal{E}_\mathcal{F}$, called Bogoliubov vacuum. We first give a definition of $\mathbb{U}_\mathcal{V}$ for a given $\Omega_\mathcal{V}$ and then construct $\Omega_\mathcal{V}$ further below. Recall the definition of $\mathcal{D}_\mathcal{F}$ (31).

**Definition 5.1.** Given a Bogoliubov–transformed vacuum state $\Omega_\mathcal{V} \in \mathcal{E}_\mathcal{F}$, we define the linear extended Bogoliubov implementer $\mathbb{U}_\mathcal{V} : \mathcal{D}_\mathcal{F} \to \mathcal{E}_\mathcal{F}$ by

$$\mathbb{U}_\mathcal{V} a^\dagger(\phi_1) \ldots a^\dagger(\phi_n) \Omega := b^\dagger(\phi_1) \ldots b^\dagger(\phi_n) \Omega_\mathcal{V},$$ (42)

with $\phi_\ell \in \mathcal{D}$ and $b^\dagger(\phi_j) = (a^\dagger(u\phi_j) + a(v\phi_j))$.

It follows from Lemma 5.1 that the right–hand side of (42) is an element of $\mathcal{E}_\mathcal{F}$, so $\mathbb{U}_\mathcal{V}$ is well–defined.

### 5.2 Construction of the Bogoliubov vacuum

The only remaining step for finishing the construction of $\mathbb{U}_\mathcal{V}$ is to provide a reasonable Bogoliubov vacuum $\Omega_\mathcal{V} \in \mathcal{E}_\mathcal{F}$, which we do in Definition 5.2. By “reasonable”, we mean that $\Omega_\mathcal{V}$ is annihilated by all $b$–operators, which we prove in Lemma 5.5. This property will play an important role in the proof of our main theorem.

Let us quickly explain the heuristics for the choice of $\Omega_\mathcal{V}$. In case $\text{tr}(v^*v) < \infty$, the Bogoliubov vacuum is well–known [19] (61): Up to normalization, it consists of an

---

5It is easy to verify that the first two expressions are well–defined operators $\mathcal{E}_\mathcal{F} \to \mathcal{E}_\mathcal{F}$. The other expressions are elements of $\mathcal{E}_\mathcal{F}$, which can be interpreted as multiplication operators $\mathcal{E}_\mathcal{F} \to \mathcal{E}_\mathcal{F}$, since the $\otimes$–product of two $\mathcal{E}_\mathcal{F}$–elements is again in $\mathcal{E}_\mathcal{F}$, see Remark 2.
exponential over two–particle wave functions of the kind
\[ K^{(2)} = -\sum_{j \in \mathbb{N}} \frac{\nu_j}{2\mu_j} g_j \otimes g_j, \tag{43} \]

where \( j \) indexes a simultaneous eigenbasis \( (f_j)_{j \in \mathbb{N}} \) of both \( v^T \sigma \) and \( u^* v J \), with eigenvalues \( \lambda_j \) (with respect to \( v^T \sigma \)), and where \( \nu_j = \sqrt{\lambda_j} \) and \( \mu_j = \sqrt{1 + \lambda_j} \). The orthonormal basis \( (g_j)_{j \in \mathbb{N}} \) is then given by \( g_j = \lambda_j^{-1/2} f_j \). Using that \( u^* v J \) is a spectral multiplication by \( \nu_j \mu_j = \sqrt{\lambda_j(1 + \lambda_j)} \), it is now an easy task to verify that
\[ \langle u \phi, g_j \rangle = \langle \phi, u^* v J \lambda_j^{-1/2} f_j \rangle = \nu_j \langle \phi, f_j \rangle \Rightarrow 2 \frac{a(u \phi)}{\sqrt{2}} K^{(2)} = -v J \phi \quad \forall \phi \in \mathcal{D}. \tag{44} \]

So when comparing with (14), we see that \( K^{(2)} \) is the integral kernel of an operator which turns \( 2Ju \phi \) into \( -v J \phi \).

When generalizing to the case with arbitrary spectrum \( \sigma := \sigma(v^* v) = \sigma(v^T \sigma) \), an eigenbasis \( (g_j)_{j \in \mathbb{N}} \) of \( v^T \sigma \) will generally no longer exist. However, we still have a projection–valued measure (PVM) \( P_{v^T \sigma} \) with
\[ v^T \sigma = \int_{\sigma} \lambda \, dP_{v^T \sigma}(\lambda). \tag{45} \]

And we are still able to define an operator \( \mathcal{O} \), which turns \( 2Ju \phi \) into \( -v J \phi \) and has an integral kernel \( K_{\mathcal{O}} \in \mathcal{E}^{(2)} \): Consider the polar decompositions with respect to \( P_{v^T \sigma} \),
\[ v J = A_v \sqrt{\lambda}, \quad J u = A_u \sqrt{1 + \lambda}, \tag{46} \]

following from \( v^T \sigma = J v^* v J = u^* u \), where functions of \( \lambda \) are to be understood as spectral multiplications and \( A_v, A_u : \ell^2 \rightarrow \ell^2 \) are anti–unitary operators. Then, \( \mathcal{O} : \ell^2 \rightarrow \ell^2 \) is defined as
\[ \mathcal{O} = -A_v \sqrt{\frac{\lambda}{4(1 + \lambda)}} A_u^*, \tag{47} \]

which is clearly bounded by \( 1/2 \).

**Lemma 5.4 (Bosonic Pairs).** For any \( \phi \in \ell^2 \), we have
\[ 2\mathcal{O} J u \phi = -v J \phi \quad \text{and} \quad \| \mathcal{O} \phi \| < \frac{1}{2} \| \phi \|. \tag{48} \]

Further, \( \mathcal{O} \) allows for an integral kernel \( K_{\mathcal{O}} \in \mathcal{E}^{(2)} \), so
\[ (\mathcal{O} \phi)_j = \sum_{j'} K_{\mathcal{O}}(j, j') \phi_{j'}. \tag{49} \]

\[ ^6 \text{We have } v^T \sigma u^* v J = u^* u v^* v J = u^* v J v^T \sigma, \text{ so } [v^T \sigma, u^* v J] = 0. \text{ Further, for } tr(v^* v) < \infty, \text{ both operators are Hilbert–Schmidt, which allows for a simultaneous eigenbasis.} \]
Proof. The equality in (48) is verified by plugging in the polar decompositions (16) and (17). \( \| \mathcal{O} \phi \| < \frac{1}{2} \| \phi \| \) is a direct consequence of \( \sqrt{\frac{A}{B(1+\lambda)}} < \frac{1}{2} \). Restricting \( \mathcal{O} \) to \( \mathcal{D} \subset \ell^2 \), we get the operator \( \mathcal{O}|_{\mathcal{D}} : \mathcal{D} \to \ell^2 \subset \mathcal{E} \). By the Schwartz kernel theorem, every operator \( \mathcal{D} \to \mathcal{E} \) has an integral kernel, which implies the existence of \( K_{\mathcal{O}} \). \( \square \)

Definition 5.2 (Bosonic Bogoliubov Vacuum). We define \( \Omega \in \overline{\mathcal{E}}_{\mathcal{F}} \) by

\[
(\Omega_{\mathcal{V}})^{(2m)}(0) := \frac{\sqrt{(2m)!}}{m!} (K_{\mathcal{O}})_{\otimes S^m}, \quad (\Omega_{\mathcal{V}})^{(2m+1)}(0) = 0
\]

for \( m \in \mathbb{N}_0 \) and \( (\Omega_{\mathcal{V}})^{(N+L)}(L) = 0 \) for \( L \geq 1 \).

In what follows, only the sector \( L = 0 \) will be relevant, so we will drop the index \( (L) \). Further, \( \Omega_{\mathcal{V}} \in \mathcal{E}_{\mathcal{F}} \) under the embedding \( \mathcal{E}_{\mathcal{F}} \to \overline{\mathcal{E}}_{\mathcal{F}} \) described in Remark \( \square \)

Lemma 5.5 (b Annihilates Bosonic \( \Omega \)). For \( \phi \in \mathcal{D} \), we have

\[
b(\phi)\Omega_{\mathcal{V}} = 0.
\]

Proof. Recall (16) and the definition of the antilinear conjugation operator \( J \), which imply

\[
b(\phi)\Omega_{\mathcal{V}} = a(u\phi)\Omega_{\mathcal{V}} + a^\dagger(vJ\phi)\Omega_{\mathcal{V}}.
\]

The creation term has only contributions of odd sector numbers \( (N) = (2m+1) \) that evaluate to

\[
(a^\dagger(vJ\phi)\Omega_{\mathcal{V}})^{(2m+1)} = \sqrt{2m+1} (vJ\phi) \otimes_S (\Omega_{\mathcal{V}}^{(2m)}) = \frac{\sqrt{(2m+1)!}}{m!} (vJ\phi) \otimes_S (K_{\mathcal{O}})_{\otimes S^m}.
\]

The annihilation term also has only contributions of odd \( (N) \), which can be evaluated in mode–configuration space. In the following, let \( \sigma \) and \( \tilde{\sigma} \) be permutations of \( \{1, \ldots, 2m+2\} \) and \( \{1, \ldots, 2m+1\} \), let \( j = j_{\sigma(2m+2)} \), and denote by \( \sum_{\sigma}, \sum_{\tilde{\sigma}} \) the sums over all \( (2m+2)! \)
or \((2m + 1)!\) permutations. Then,

\[
(a(u\phi)\Omega_\psi)^{(2m+1)}(j_1, \ldots, j_{2m+1}) = \sqrt{\frac{2m + 2}{2m + 2}} \sum_j (u\phi)_j \Omega_\psi^{(2m+2)}(j_1, \ldots, j_{2m+1}, j)
\]

\[
= \sqrt{\frac{2m + 2}{2m + 2}} \sqrt{\frac{(2m + 2)!}{(m + 1)!}} \sum_j \sum_{\sigma} (u\phi)_j \prod_{k=1}^{m+1} K_\sigma(j_{\sigma(2k-1)}, j_{\sigma(2k)})
\]

\[
= \sqrt{\frac{(2m + 1)!}{(m + 1)!}} \frac{1}{(2m + 1)!} \left( \frac{m + 1}{m + 1} \sum_{\sigma} \sum_j (u\phi)_j K_\sigma(j, j_{\sigma(2m+1)}) \prod_{k=1}^{m} K_\sigma(j_{\sigma(2k-1)}, j_{\sigma(2k)})
\]

\[
+ (m + 1) \sum_{\sigma} \sum_j (u\phi)_j K_\sigma(j_{\sigma(2m+1)}, j) \prod_{k=1}^{m} K_\sigma(j_{\sigma(2k-1)}, j_{\sigma(2k)}) \right)
\]

\[
\Rightarrow (a(u\phi)\Omega_\psi)^{(2m+1)} = \sqrt{\frac{(2m + 1)!}{m!}} \left( \sum_j (Ju\phi)_j (K_\sigma(j, \cdot) + K_\sigma(\cdot, j)) \right) \otimes_S K_\sigma^{\otimes sm}.
\]

In order to evaluate the term in brackets, we use that \(K_\sigma\) is the integral kernel of \(\sigma\), so

\[
\sum_j (Ju\phi)_j K_\sigma(\cdot, j) = \sigma Ju\phi = -\frac{1}{2} vJ\phi.
\]

For evaluating the other term, we use that the integral kernel of \(\sigma^*: \ell^2 \to \ell^2\) is

\[
\sum_j (Ju\phi)_j K_\sigma(j, \cdot) = \sum_j K_{\sigma^*}(\cdot, j)(Ju\phi)_j = \sigma^* Ju\phi = \sigma^* u\phi.
\]

The Bogoliubov relations \((17)\) and polar decompositions \((46)\) now imply

\[
(u^*v)^* = Ju^*vJ \iff J^* \sqrt{\lambda} A_u^* J A_u \sqrt{1 + \lambda} = J \sqrt{1 + \lambda} A_u^* J A_u \sqrt{\lambda}
\]

\[
\iff J^* A_u \sqrt{\frac{1}{1 + \lambda}} J J^* \sqrt{\lambda} A_u^* = A_v \sqrt{\frac{\lambda}{1 + \lambda}} A_u^* J = -\sigma J,
\]

with \(\sqrt{\frac{1}{1 + \lambda}}\) being a densely defined spectral multiplication operator. Now, if \(B\) is some densely defined operator on \(\ell^2\) and \(B^*\) is its adjoint, then for \(J\psi \in \text{dom}(B)\) and \(J^*\phi \in \text{dom}(B^*)\), we have

\[
\langle \phi, JB J\psi \rangle = \langle JJB^* J^* \phi, J\psi \rangle = \langle \psi, JB^* J^* \phi \rangle = \langle JB J^* \psi, JJ\phi \rangle = \langle \phi, J^* BJ^* \psi \rangle
\]

\[
\Rightarrow J^* BJ^* = JB J.
\]

(58)
So
\[
J^*A_u\sqrt{\frac{1}{1+\lambda}}JJ^*\sqrt{\lambda}A^*_v = JA_u\sqrt{\frac{1}{1+\lambda}}JJ^*\sqrt{\lambda}A^*_v = JA_u\sqrt{\frac{1}{1+\lambda}}A^*_v = -JO^* \tag{59}
\]

\[
JO^* = OJ \quad \Rightarrow \quad \sum_j (Ju\phi)_j K_O(j, \cdot) = -\frac{1}{2}vJ\phi.
\]

Plugging (55) and (59) into (54), we obtain
\[
(a(u\phi)\Omega_V)^{(2m+1)} = -\frac{\sqrt{(2m+1)!}}{m!} (vJ\phi) \otimes_S K_O^\otimes_S m, \tag{60}
\]
which exactly cancels (53) and establishes the lemma.

5.3 Conditions for Extended Implementability

Before proceeding to the final proof of Theorem 4.1, we first set up some simple conditions for when \( U_V \) is an extended implementer. These conditions are analogous to the ones given in [13, Lemma 5.2].

**Lemma 5.6** (Conditions for an Extended Implementer). Let \( \Omega_V \in \mathbb{F}_P \) such that \( b_j\Omega_V = 0 \ \forall j \in \mathbb{N} \). Further, let \( U_V \) as in Definition 5.1 be injective (so \( U_V^{-1} \) exists). Then, \( U_V \) implements \( V \) in the extended sense.

**Proof.** In order to establish the extended implementation (32), it suffices to show
\[
U_Va_j^\Psi U_V^{-1}\Psi = b_j^\Psi, \tag{61}
\]
for \( a_j^\Psi \in \{a_j^+, a_j^-\} \) and
\[
\Psi = U_Va_{j_1}^+ \ldots a_{j_N}^+ \Omega \equiv b_{j_1}^+ \ldots b_{j_N}^+ \Omega_V, \tag{62}
\]
where \( N \in \mathbb{N}_0 \) and \( j, j_1, \ldots, j_N \in \mathbb{N} \) are arbitrary. In case \( a_j^\Psi = a_j^+ \), we directly compute
\[
U_Va_j^+ U_V^{-1}\Psi = U_Va_{j_1}^+ \ldots a_{j_N}^+ \Omega \equiv b_{j_1}^+ \ldots b_{j_N}^+ \Omega_V = b_j^+\Psi. \tag{63}
\]

In case \( a_j^\Psi = a_j^- \), we obtain
\[
U_Va_j^- U_V^{-1}\Psi = U_Va_{j_1}^+ \ldots a_{j_N}^+ \Omega = U_V\sum_{k=1}^{N} a_{j_1}^+ \ldots a_{j_k}^+ [a_j, a_{j_k}^+]a_{j_{k+1}}^+ \ldots a_{j_N}^+ \Omega + U_Va_{j_1}^+ \ldots a_{j_N}^+ a_j \Omega = 0, \tag{64}
\]
where
\[
= \sum_{k=1}^{N} \delta_{j_{j_k}} U_Va_{j_1}^+ \ldots a_{j_{k-1}}^+ a_{j_{k+1}}^+ \ldots a_{j_N}^+ \Omega
\]

\[
= \sum_{k=1}^{N} \delta_{j_{j_k}} b_{j_1}^+ \ldots b_{j_{k-1}}^+ b_{j_{k+1}}^+ \ldots b_{j_N}^+ \Omega_V.
\]
On the other hand, conservation of the CCR implies that \([b_j, b_j^\dagger] = \delta_{jj'}\), so

\[
b_j \psi = b_j b_{j_1}^\dagger \ldots b_{j_N}^\dagger \Omega_V
\]

\[
= \sum_{k=1}^N b_{j_1}^\dagger \ldots b_{j_{k-1}}^\dagger [b_j, b_{j_k}^\dagger] b_{j_{k+1}}^\dagger \ldots b_{j_N}^\dagger \Omega_V + b_{j_1}^\dagger \ldots b_{j_N}^\dagger \frac{b_j \Omega_V}{\delta_{jj_1}} = 0
\]

\[
= \sum_{k=1}^N \delta_{jj_k} b_{j_1}^\dagger \ldots b_{j_{k-1}}^\dagger b_{j_{k+1}}^\dagger \ldots b_{j_N}^\dagger \Omega_V.
\]  

(65)

Expressions (64) and (65) agree, which renders the desired equality.

\[\square\]

5.4 Proof of Theorem 4.1

Proof of Theorem 4.1. We have to show that \(V\) has an implementer \(U_V\), i.e., (32) holds. The operator \(U_V\) and the vector \(\Omega_V\) are given in Definitions 5.1 and 5.2, respectively. By Lemma 5.6, \(U_V\) implements \(V\) if \(b_j \Omega_V = 0\) \(\forall j \in \mathbb{N}\) and \(U_V\) is injective. The property \(b_j \Omega_V = 0\) readily follows from Lemma 5.5. So it remains to establish injectivity of \(U_V\):

\[DN \rightarrow EN\] in order to finish the proof.

Since \(D\) is spanned by vectors of the type \(a_{j_1}^\dagger \ldots a_{j_N}^\dagger \Omega\), it suffices to show that the set

\[B := \{b_{j_1}^\dagger \ldots b_{j_N}^\dagger \Omega_V \mid N \in \mathbb{N}_0, j_k \in \mathbb{N}\} \subset EN\]

(66)

is linearly independent. To do so, we investigate the set \(B\) step by step. Let us start by evaluating

\[b_j^\dagger \Omega_V = (a^\dagger (u e_j) + a(v J e_j)) \Omega_V.\]  

(67)

For even sectors, we have \((b_j^\dagger \Omega_V)^{2m} = 0\). For evaluating the odd sectors, we use that for \(\phi \in l^2\), the same arguments as in (54) through (60) yield \((a(\phi) \Omega_V)^{(2m+1)} = \frac{\sqrt{(2m+1)!}}{m!} (2OJ\phi) \otimes_S K^{\otimes 2m}_O\). Thus, together with the definition of \(\Omega_V\) (50), we get

\[(b_j^\dagger \Omega_V)^{(2m+1)} = \frac{\sqrt{(2m+1)!}}{m!} (ue_j + 2OJvJe_j) \otimes_S K^{\otimes 2m}_O = (a^\dagger (\psi_j) \Omega_V)^{(2m+1)}.\]  

(68)

Now, \(vJ = -2OJu\) implies

\[\psi_j = ue_j + 2OJvJe_j = (1 - 4OJ\Omega J)ue_j.\]  

(69)

By Lemma 5.4, we have \(\|O\phi\| < \frac{1}{2} \|\phi\|\), so \(\|4OJ\Omega J\phi\| < \|\phi\|\). Thus, the operator \((1 - 4OJ\Omega J)\) is injective, as is \(u\) (since \(u^*u \geq 1\), and linear independence of \((e_j)_{j \in \mathbb{N}}\)
implies linear independence of \((\psi_j)_{j \in \mathbb{N}}\).

Now, let us turn to the evaluation of a general \(b_{j_1}^\dagger \ldots b_{j_N}^\dagger \Omega_V\). For \(N = 2\),

\[
b_{j_1}^\dagger b_{j_2}^\dagger \Omega_V = b_{j_1}^\dagger a^\dagger(\psi_{j_2})\Omega_V = a^\dagger(\psi_{j_2})b_{j_1}^\dagger \Omega_V + [a^\dagger(u e_{j_1}) + a(v J e_{j_1}), a^\dagger(\psi_{j_2})]\Omega_V = a^\dagger(\psi_{j_1})a^\dagger(\psi_{j_2})\Omega_V + \langle v Je_{j_1}, \psi_{j_2} \rangle \Omega_V. \tag{70}
\]

By a similar expansion in terms of commutators, one easily sees that

\[
b_{j_1}^\dagger \ldots b_{j_N}^\dagger \Omega_V = a^\dagger(\psi_{j_1}) \ldots a^\dagger(\psi_{j_N})\Omega_V + \text{l.o.t.,} \tag{71}
\]

where l.o.t (“lower–order terms”) is a sum of expressions \(a^\dagger(\psi_{j_1'}) \ldots a^\dagger(\psi_{j_{N'}})\Omega_V\) with \(N < N'\) and \(\{j_1', \ldots, j_{N'}\} \subset \{j_1, \ldots, j_N\}\).

Now, linear independence of \(\mathcal{B}\) will follow if we can prove linear independence of the set of “leading–order terms”

\[
\mathcal{A} := \{a^\dagger(\psi_{j_1}) \ldots a^\dagger(\psi_{j_N})\Omega_V \mid N \in \mathbb{N}_0, j_k \in \mathbb{N}\} \subset \mathcal{E}_{\mathcal{F}}. \tag{72}
\]

To see this implication of linear independence, suppose, \(\mathcal{B}\) would be linearly dependent, so there was a linear combination

\[
B = \sum_{k=1}^{K} \lambda_k b_{j_{k,1}}^\dagger \ldots b_{j_{k,N_k}}^\dagger \Omega_V = 0, \tag{73}
\]

with \(\lambda_k \neq 0\). By \(\overline{N} = \max_k N_k\) we denote the highest number of consecutively applied creation operators. Then, \(B\) amounts to a finite linear combination of elements of the kind \(a^\dagger(\psi_{j_1}) \ldots a^\dagger(\psi_{j_N})\Omega_V \in \mathcal{A}\), where the contribution of terms with \(N = \overline{N}\) is

\[
\sum_{k:N_k=\overline{N}} \lambda_k a^\dagger(\psi_{j_{k,1}}) \ldots a^\dagger(\psi_{j_{k,N_k}})\Omega_V, \tag{74}
\]

with the sum being nonempty. As \(B = 0\), linear independence of \(\mathcal{A}\) would now imply that \(\lambda_k = 0\) whenever \(N_k = \overline{N}\), which contradicts our premise \(\lambda_k \neq 0\). So linear independence of \(\mathcal{A}\) implies linear independence of \(\mathcal{B}\).

Finally, we establish linear independence of \(\mathcal{A}\) by a contradiction. Suppose there was a linear combination

\[
0 = \sum_{k=1}^{K} \lambda_k a^\dagger(\psi_{j_{k,1}}) \ldots a^\dagger(\psi_{j_{k,N_k}})\Omega_V, \tag{75}
\]

with \(\lambda_k \neq 0\) and \(\underline{N} = \min_k N_k\) being the least number of consecutively applied creation operators. Then,

\[
(a^\dagger(\psi_{j_1}) \ldots a^\dagger(\psi_{j_N})\Omega_V)^{(n)} = 0 \quad \text{for } n < \overline{N}, \tag{76}
\]
i.e., the $N$ lowest sectors are unoccupied. Thus, the $(\mathcal{N})$–sector of our linear combination amounts to

$$0 = \sum_{k:N_k=N} \lambda_k (a^\dagger(\psi_{j_k,1}) \ldots a^\dagger(\psi_{j_k,N}) \Omega_V)^{\mathcal{N}} = \sqrt{N!} \sum_{k:N_k=N} \lambda_k \psi_{j_k,1} \otimes_S \ldots \otimes_S \psi_{j_k,N}. \quad (77)$$

Since $\{\psi_j \mid j \in \mathbb{N}\}$ is linearly independent in $\ell^2$, also the set

$$\{ \psi_{j_k,1} \otimes_S \ldots \otimes_S \psi_{j_k,N} \mid j_k, \ell \in \mathbb{N} \} \subset (\ell^2)^{\otimes \mathcal{N}} \quad (78)$$

is linearly independent, which implies $\lambda_k = 0$ for all $k$ with $N_k = \mathcal{N}$, establishes the desired contradiction and finishes the proof.

\[\Box\]
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