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Abstract
Data association is a crucial part of target tracking systems with clutter measurements. In general, its complexity increases sharply with a number of targets and measurements. Recently, high-resolution sensors have given rise to extended target tracking problems and more than one measurements can emerge from each target, making the association problems more complex. In this study, a tractable algorithm based on the Gaussian process measurement model and truncated joint probabilistic data association technique is proposed for multiple extended target tracking in the presence of measurement origin uncertainty. Based on the marginal association probabilities, the calculation amount is effectively reduced by truncating the association events with low probabilities in the shortest path problem. The effectiveness of the proposed algorithm is verified by the test of multiple extended targets tracking and compared with the linear-time joint probabilistic data association as well as the algorithm on random finite sets. Simulation results show that the proposed algorithm can track multiple extended targets accurately, which is significant in high-resolution radar tracking systems.

1 | INTRODUCTION

Early target tracking algorithms usually assume that each target generates at most one measurement in the vicinity of its real location, indicating the applications of the point target (PT) model. In PT model, only the kinematic states of targets are considered. Recently, with the emergence of high-resolution sensor technology, the PT model has no longer been suitable for modelling the target since multiple measurements have been generated according to both the kinematic states and shape of each target. The target that can simultaneously generate multiple measurements is denoted as an extended target (ET). The extended target tracking (ETT) represents an essential part in many transportation systems, including the driver assistance systems [1], crowd surveillance [2,3], autonomous driving systems [4] and maritime traffic control [5]. In these applications, both the kinematic and the extent (size and shape) states of the targets need to be estimated, thus, a suitable extended target model is required.

In recent years, various types of target models have been proposed to describe the ETs [6,7]. In Ref. [8] bicycle target was modelled as a thin stick determined by its orientation and length. An ellipse is a simple shape that can be parameterised by three factors: major axis, minor axis and orientation. In Ref. [9] symmetric positive definite random matrices (RMs) were used to describe the extent of targets, and the RMs were assumed to be inverse Wishart distributed. Assuming that multiple measurements can appear on the scaled version of target contours, elliptical targets can also be modelled with elliptic random hypersurface models (RHMs) [10]. As for non-elliptical or irregular targets, each target can be regarded as a combination of multiple ellipsoidal sub-targets, which leads to a multiple random matrices model [11,12]. An alternative way is to model an ET with a radial function that represents the distance from the centre of motion (COM) to the target boundary for each given angle. Using the star-convex RHMs [13], target radial function can be expressed by Fourier series expansion in the frequency domain. Another idea is to consider the target boundary as a curve determined by a number of control points. In Ref. [14], B-splines were used to model a target with an arbitrary extent, without the restrictions that targets should be multiple elliptical or star-convex.

The Gaussian process (GP) is a stochastic process with an infinite dimensional Gaussian distribution. The GP is capable
of learning the unknown function by a training set, and it has been widely used in machine learning [15,16]. In Ref. [17], based on the assumption that radial function values in different angles have been multi-dimensional Gaussian distributed, a GP-based measurement model was applied to the single ETT to estimate the kinematic and extent states of an ET simultaneously. By combining the GP measurement model with the labelled multi-Bernoulli (LMB) filter [18], the multiple ETT can be realized. A generalized version of probabilistic data association (PDA) based on the GP was derived in Ref. [19] to achieve the single ETT with measurement origin uncertainty. In Ref. [20], the extended target Gaussian process probabilistic multi-hypothesis tracker (ET-GP-PMHT) was proposed to track multiple PTs and ETs seamlessly. Recently, the Gaussian processes based model joint probabilistic data association (GP-MM-JPDA) filter [21] was used to track a maneuvering ship, where the shape of the ship’s wake was modelled by the GP.

Data association algorithms are essential when measurements from targets as well as various types of clutter (generated by clouds, terrain) are received by sensors. The nearest neighbour (NN) is the simplest algorithm that selects only one measurement with the maximum likelihood and discards the others, but it does not perform well at a high false alarm rate or a low detection probability. Another data association method is to consider all the valid measurements with different weights [22]. The probabilistic data association filter was proposed by Bar-Shalom in Refs. [23,24] to track a single target in a clutter environment. In Ref. [25], the information about target existence was also taken into account, and the probabilities of target existence and association events were calculated.

In multiple target tracking (MTT), measurements from multiple targets and clutter are obtained by sensors. Thus, data association in the MTT is a challenging problem since it is much more complex than in a single target scenario. Random finite sets (RFSs)-based method is an innovative idea that can avoid data association problem and has been widely used in the MTT. Early works about RFSs include the probability hypothesis density (PHD) filter [26,27], cardinalized PHD (CPHD) filter [28], multi-target multi-Bernoulli (MeMBer) [29] and cardinality balanced MeMBer (CBMeMBer) filter [30]. Recently, following the theory of the conjugacy prior to [31] in the Bayesian framework, the generalized labelled multi-Bernoulli (GLMB) filter [32–34] and Poisson multi-Bernoulli mixture filter [35,36] have been proposed to track multiple (extended) targets. In the traditional data association algorithms, such as probabilistic multi-hypothesis tracking (PMHT) [37,38], data association is realized using measurements obtained by multiple scans. In other words, the association results depend on both current and historical measurements. Different from the PMHT, the joint probabilistic data association (JPDA) [39,40] methods calculate the probability of each association event according to the current measurements only and the estimation results represent the weighted sum of posteriors conditioned on each association event.

This study proposes an improved multiple star-convex ETT algorithm based on the GP measurement model in the presence of measurement origin uncertainty. In the existing JPDA algorithms, the gate techniques are used to exclude the false alarms and measurements that only lie in the validation gates are considered in the update of the target states. However, the computational cost is still too high due to the increase in the number of targets and measurements. In this study, in view of the Poisson spatial measurement model [41]-based linear-time calculation of marginal association probabilities [42], and a modified version of the data association technology called the truncated joint probabilistic data association (TJPDA) is derived by selecting a number of association events with maximum probabilities. Then, estimates conditioned on each selected association event are calculated, and the result represents the normalized weighted sum of these conditional estimates. That is, the proposed TJPDA only calculates the marginal association probabilities, whereas the existing JPDA needs to consider the probabilities of all the possible association events.

The article is organised as follows. In Section 2, the extended target model based on the Gaussian framework is discussed, and a brief introduction in the Gaussian process regression (GPR) and the single ET measurement model based on the GP is given. The main idea of the traditional JPDA and the calculation of GP-based marginal association probabilities, which leads to the derivation of a truncated joint probabilistic data association algorithm for multiple ETT, are presented in Section 3. The simulation results are evaluated in Section 4. Finally, the conclusions are summarised in Section 5.

2 | PROBLEM FORMATION

This section presents the non-linear filtering technique that is used in this work and introduces the extended target model. In addition, the GP-based single extended target measurement model [17] in a two-dimensional space is presented.

2.1 | Extended target model

In target tracking, the Bayesian framework usually consists of two parts, the target dynamic model and the sensor measurement model, which are, respectively, expressed as follows:

\[ x_k = f(x_{k-1}, w_{k-1}) \]  

\[ z_k = h(x_k, v_k) \]  

where \( f(\cdot, \cdot) \) and \( h(\cdot, \cdot) \) represent the target state transition and measurement functions, \( w_{k-1} \) and \( v_k \) denote the process and measurement noises, respectively. The state transition is processed by the Chapman–Kolmogorov equation as follows:

\[ p(x_k|z_{1:k-1}) = \int p(x_{k-1}|z_{1:k-1})f_{k|k-1}(x_k|x_{k-1})dx_{k-1} \]  

where \( p(x_{k-1}|z_{1:k-1}) \) denotes the posterior at time \( k \), \( p(x_k|z_{1:k-1}) \) represents the predicted density and \( f_{k|k-1}(x_k|x_{k-1}) \) denotes the state transition density. The Bayesian formula is given by:
\[ p(x_k|z_{1:k}) = \frac{p(z_k|x_k)p(x_k|z_{1:k-1})}{\int p(z_k|x_k)p(x_k|z_{1:k-1})dx_k} \] (4)

where \( p(z_k|x_k) \) represents the measurement likelihood function, and \( p(x_k|z_{1:k}) \) represents the posterior density at time \( k \).

In this work, target states at time \( k \) are expressed as follows:

\[
\begin{bmatrix}
  x_{k:ki} \\
  x_{k:e}
\end{bmatrix} = \begin{bmatrix}
  F^{ki} & 0 \\
  0 & F^e
\end{bmatrix} \begin{bmatrix}
  x_{k-1:ki} \\
  x_{k-1:e}
\end{bmatrix} + w_{k-1}
\]

\[ w_{k-1} \sim N(0,Q), \quad Q = \begin{bmatrix}
  0 & 0 \\
  0 & R
\end{bmatrix} \] (6)

where \( F^{ki} \) and \( F^e \) represent the transition matrices of kinematic and extent states, \( Q \) and \( R \) denote the process noise covariance values of the kinematic and extent states, and they are expressed as follows:

\[
F^{ki} = \begin{bmatrix}
  1 & 0 & \frac{\sin(\omega T)}{\omega} & -1 - \frac{\cos(\omega T)}{\omega} & 0 \\
  0 & 1 & 1 - \frac{\cos(\omega T)}{\omega} & \frac{\sin(\omega T)}{\omega} & 0 \\
  0 & 0 & 0 & 0 & T \\
  0 & 0 & \frac{\cos(\omega T)}{\omega} & -\frac{\sin(\omega T)}{\omega} & 0 \\
  0 & 0 & \frac{\sin(\omega T)}{\omega} & \frac{\cos(\omega T)}{\omega} & 0 \\
  0 & 0 & 0 & 0 & 1
\end{bmatrix}
\] (7)

\[
F^e = e^{-\alpha T}I_M
\] (8)

\[
Q = \begin{bmatrix}
  T^3 & T^2 \\
  T^2 & T
\end{bmatrix} \otimes \begin{bmatrix}
  \sigma_p^2 & 0 & 0 \\
  0 & \sigma_p^2 & 0 \\
  0 & 0 & \sigma_p^2
\end{bmatrix}
\] (9)

\[
R = (1 - e^{-2\alpha T})k(\theta, \theta)
\] (10)

where \( \otimes \) denotes the Kronecker product, \( \sigma_p^2 \) and \( \sigma_p^2 \) are the process noise variance values of position and orientation, respectively, \( M \) represents the dimension of the target extent state, \( \alpha \) denotes a parameter for extent transition, \( k(\cdot, \cdot) \) represents the covariance function of the GP and finally, \( T \) denotes the sampling time.

The Kalman filter is a special case of the recursive Bayesian formula, which is derived according to the minimum mean square error (MMSE) and under the assumptions that target dynamic and measurement models are linear Gaussian. In addition, the non-linear techniques, such as extended Kalman filter (EKF), unscented Kalman filter (UKF) and particle filter (PF), can be used to develop non-linear models. In this study, the EKF is applied to deal with non-linear problems.

In the EKF, non-linear models are linearised by the first-order Taylor formula. The target dynamic model and sensor measurement model are, respectively, expressed as follows:

\[ x_k = f(x_{k-1}) + w_{k-1}, \quad w_{k-1} \sim N(0,Q_{k-1}) \] (11)

\[ z_k = h(x_k) + v_k, \quad v_k \sim N(0,R_k) \] (12)

The corresponding transition equations are given by:

\[ x_{k|k-1} = F_{k-1}x_{k-1|k-1}, \quad F_{k-1} = \frac{\partial f}{\partial x}\bigg|_{x=x_{k-1|k-1}} \] (13)

\[ P_{k|k-1} = F_{k-1}P_{k-1|k-1}(F_{k-1})^T + Q_{k-1} \] (14)

The measurement updating process of EKF is given as follows:

\[ x_{k|k} = x_{k|k-1} + K_k(z_k - z_{k|k-1}) \] (15)

\[ P_{k|k} = (I - K_kH_k)P_{k|k-1} \] (16)

\[ K_k = P_{k|k-1}H_k^T(H_kP_{k|k-1}H_k^T + R_k)^{-1} \] (17)

### 2.2 Gaussian process regression

The Gaussian process is a stochastic process that can be seen as an infinite dimensional Gaussian distribution, which can be expressed as follows:

\[ f(\theta) \sim GP(\mu(\theta), k(\theta, \theta')) \] (18)

where \( \mu(\cdot) \) and \( k(\cdot, \cdot) \) represent the mean and covariance functions, respectively, \( \mu(\cdot) \) is usually set to a zero constant function. The purpose of the GPR is to learn an unknown
function using a training set. Consider the measurement model as follows:

\[ z_k = f(\theta_k) + v_k, \quad v_k \sim N(0, \sigma^2) \]  

(19)

Suppose, there are a series of noisy measurements \( z = [z_1, \ldots, z_m]^T \) given by \( \theta = [\theta_1, \ldots, \theta_m]^T \), and that the aim is to learn the function values \( f^p = [f(\theta_1^p), \ldots, f(\theta_n^p)]^T \) with inputs \( \theta^p = [\theta_1^p, \ldots, \theta_n^p]^T \). Then, the distribution of \( f^p \) conditioned on \( z \) can be obtained by:

\[ p(f^p | z) \sim N(Az, P) \]  

(20)

it is a n-dimensional Gaussian distribution with mean \( Az \) and covariance \( P \), where

\[ A = k(\theta^p, \theta) [k(\theta, \theta) + \sigma^2 I_m]^{-1} \]  

(21)

\[ P = k(\theta^p, \theta^p) - Ak(\theta, \theta^p) \]  

(22)

Covariance function is a very important factor in learning as it implies the assumptions on the unknown function \( f(\cdot) \). The square exponential (SE) covariance function is the most common covariance function, and it is expressed as:

\[ k_{SE}(\theta, \theta') = \sigma^2 e^{-\frac{\|\theta - \theta'\|^2}{2\theta^2}} \]  

(23)

The correlation coefficient between \( f(\theta) \) and \( f(\theta') \) increases as \( \theta \) and \( \theta' \) become closer to each other and vice versa. The SE covariance function can be modified to a periodic covariance function [17] as follows:

\[ k_{\pi}(\theta, \theta') = \sigma^2 e^{-\frac{\|\theta - \theta'\|^2}{2\theta^2}} + \sigma^2 \]  

(24)

where \( \sigma^2 \) and \( \sigma^2 \) represent the variances of the signal amplitude and Gaussian prior, respectively, \( n \) defines the period as follows \( T = n\pi \). It should be noted that 2 is a common value of \( n \) in modelling the target extent because radial function for any star-convex shaped target has a period of 2\( \pi \). By setting \( n \) to 1, the symmetric covariance function [17] that assumes that the target extent is central symmetric can be obtained. However, targets mostly tend to be axisymmetric, and the COMs are usually located on the symmetry axes, which leads to the axisymmetric function [18] that is expressed as:

\[ k_{\text{axisym}}(\theta, \theta') = \frac{1}{2} k_{2\pi}(\theta, \theta') + \frac{1}{2} k_{\pi}(\theta, -\theta') \]  

(25)

In Refs. [17,18,43], it has been demonstrated that more accurate estimates can be obtained by choosing appropriate covariance functions.

### 2.3 Single extended target measurement model

Equations (20~22) can be used to predict the values of the function \( f(\cdot) \) by conducting a number of noisy measurements. However, in order to make GPR applicable in the recursive Bayesian formula, it is needed to model the noisy measurements with a series of predictions, which leads to the single ET measurement model.

Since the radial function \( f(\cdot) \) represents the distance between the COM and the target boundary for a given angle, the \( j \)th measurement of a target at time \( k \) in two dimensions can be written as follows:

\[ z_{kj} = x_{kj} + s_{kj} f(\theta_{kj}^t) + e_{kj} \]  

(26)

where \( f(\theta_{kj}^t) \) represents the predicted radial function value for a given angle \( \theta_{kj}^t = \theta_{kj}^t - s_{kj} \phi \) conditioned on the priors, \( \phi \) is calculated using the relative position between the COM and measurement \( \theta_{kj}^t \). \( p_{kj} \) is the rotating vector expressed as \( [\cos(\theta_{kj}^t), \sin(\theta_{kj}^t)] \), \( e_{kj} \) represents the sensor measurement noise, which is a zero-mean two-dimensional Gaussian distribution with covariance \( R_{kj} \) and finally, \( s_{kj} \) denotes the scaling factor. Note that \( z_{kj} \) represents the contour measurement when \( s_{kj} \) equals to one, and when \( 0 \leq s_{kj} < 1 \), it represents the surface measurement. The distribution of \( f(\theta_{kj}^t) \) can be derived using the GPR as follows:

\[ f(\theta_{kj}^t) \sim N(H_{kj} f_{kj}, R_{kj}^p) \]  

(27)

where

\[ H_{kj} = k(\theta_{kj}^t, \theta) [k(\theta, \theta)]^{-1} \]  

(28)

\[ R_{kj}^p = k(\theta_{kj}^t, \theta_{kj}^t) + R - H_{kj} k(\theta, \theta_{kj}^t) \]  

(29)

By substituting (27~29) into (26), the GP-based single ET measurement model can be obtained as follows:

\[ z_{kj} = x_{kj} + s_{kj} f_{kj} H_{kj} x_{kj} + s_{kj} p_{kj} [f(\theta_{kj}^t) - H_{kj} f_{kj}] + e_{kj} \]  

\[ e_{kj} \sim N(0, R_{kj}^e) \]  

(30)

where \( R \) is determined by sensor measurement noise, \( H_{kj} \) represents the measurement matrix for \( z_{kj} \) and \( e_{kj}^e \) denotes the true noise in the measurement model. The covariance of \( e_{kj}^e \) can be easily obtained based on the assumption that the GPR noise and sensor measurement noise are independent of each other, which is expressed as follows:
The linear-time JPDA algorithm presented in Ref. [42] calculates the marginal association probabilities with the linear time complexity. These marginal probabilities only illustrate the association probability of each measurement to each target, which cannot be directly applied to the measurement update in the GP-based ETT algorithms. In this section, a GP-TJPDA algorithm for tracking multiple extended targets in a clutter environment using a number of association events with highest weights is derived. A diagram of the GP-TJPDA algorithm is shown in Figure 2. Firstly, the marginal association probabilities are calculated when receiving the current measurements. Then, the truncation process is used to obtain a series of association events with maximum probabilities and finally, the results can be obtained. It can be seen from Figure 2 that the main part of this algorithm is the truncation process. In addition, different from the traditional JPDA, in the GP-TJPDA, the measurement-to-target association event probabilities are calculated without using the gating techniques. The proposed algorithm follows several assumptions as below.

3 | GP-TJPDA ALGORITHM

The measurement function (30) is modified [17] to:

$$z_k = x_k + \mu_j \rho_k^H H_{kj}^T x_k + \epsilon_{kj}^T$$

where

$$\epsilon_{kj}^T \sim N(0, \tilde{R}_{kj}^T)$$

$$\tilde{R}_{kj} = \sigma_j^2 \left( P_{kj}^H H_{kj}^T x_k \right) + R_{kj}^T (35)$$

An example of contour measurement $z_{kj}$, where $s_{kj} = 1$, is shown in Figure 1. Two coordinate systems, the global and local coordinate systems, are constructed in the GP measurement model, such that the sensor is located at the origin of the global coordinate system, and the COM represents the origin of the local coordinate system, and the target orientation $\theta_{kj}$ decides the direction of the $x$-axis of the local coordinate system.

3.1 | Traditional JPDA

Define the set of measurements and target states at time $k$ as follows:

$$Z_k = [z_{k,1}, z_{k,2}, \ldots, z_{k,M_k}]$$

$$X_k = [x_{k,1}, x_{k,2}, \ldots, x_{k,N_k}]$$

where $M_k$ and $N_k$ denote the numbers of measurements and targets, respectively. In traditional JPDA algorithm, before the arrival of the current measurements, a validation gate is built for each track. The $j$th measurement can be associated with the $i$th target only if it falls within the validation gate of the $i$th target, which is expressed as:

$$\Omega_{kj}^i = \left\{ z_{kj} : \tilde{z}_{kj}^i \leq \sigma_j^2 \right\}$$

$$S_{kj}^i = H_{kj}^i P_{kj}^i H_{kj}^i + R_{kj}$$

$$\Omega_{kj} = \left\{ z_{kj} : \tilde{z}_{kj} \leq \sigma_j^2 \right\}$$

$$S_{kj} = H_{kj}^T P_{kj} H_{kj} + R_{kj}$$

$$\Omega_{kj} = \left\{ z_{kj} : \tilde{z}_{kj} \leq \sigma_j^2 \right\}$$

where $\tilde{z}_{kj} = z_{kj} - H_{kj}^T x_{kj}$ represents the innovation, and its covariance is denoted as $S_{kj}$. $H_{kj}^i$ represents the
measurement matrix of the ith target for the jth measurement, 
$P_{k|k-1,i}$ denotes the predicted state covariance matrix of the ith target, and finally, $\sigma$ represents the gate threshold.

The JPDA has the same estimation equations as the PDA, and by using the total probability rule, the posterior of the ith target can be approximately calculated by

$$
\hat{x}_{k,i} = E[x_{k,i} | Z_{1:k}] = \frac{\int x_{k,i} p(x_{k,i} | Z_{1:k}) dx_{k,i}}{\int p(x_{k,i} | Z_{1:k}) dx_{k,i}} 
$$

$$
\approx \frac{\sum_{\theta} x_{0,k,i} p(\theta | Z_{k}, Y_{k})} {\sum_{\theta} p(\theta | Z_{k}, Y_{k})} = \sum_{\theta} x_{0,k,i}^{\theta} p_{k,i}^{\theta} \equiv \sum_{\theta} x_{0,k,i}^{\theta} p_{k,i}^{\theta} \hat{y}_{k,i}(\hat{x}_{k,i}) \tag{40}
$$

$$
P_{k,i} \approx \sum_{\theta} p_{k,i}^{\theta} \left[ x_{0,k,i}^{\theta} + x_{0,k,i}^{\theta} (x_{0,k,i}^{\theta})^{T} \right] - \hat{x}_{k,i}(\hat{x}_{k,i})^{T} \tag{41}
$$

where $\theta$ denotes a $M_k$ dimensional vector that represents the association event; $\theta_i = i$ when the jth measurement is associated with the ith target and $\theta = 0$ when the jth measurement is considered as a clutter, $\theta_{k}$ denotes the predicted target state $Y_k = \{x_{k|k-1,i}, P_{k|k-1,i} \}_{i=1}^{N_k}$; $x_{0,k,i}^{\theta}$ and $p_{k,i}^{\theta}$ represent the posterior state and covariance conditioned on the association event $\theta$, respectively; and $r_{k,i}^{\theta}$ represents the probability of $\theta$.

Note that in the traditional JPDA, $\theta$ cannot have repeated values greater than zero since each target is assumed to generate at most one measurement per time step.

The difference between the JPDA and PDA lies in the calculation of association event probabilities. In the PDA [24], all of the valid measurements lie in the same validation gate, and each association event assumes that at most one of the valid measurements is generated from one target and all of the measurements that are not associated with the target are considered to be Poisson-distributed clutter. However, in the JPDA, some targets can be close to each other (these are targets whose validation gates have intersections) and measurements can simultaneously lie in different validation gates, which assumes that one measurement can relate to different targets in different association events. The detailed process can be found in Ref. [39].

### 3.2 Marginal association probabilities calculation

As presented in Ref. [41], in the association problems of ETSs, $Z_{k}$ is assumed to consist of $N_k + 1$ conditionally independent inhomogeneous Poisson point processes (PPP), where the clutter measurements are assumed to be uniformly distributed with a density in the detection region and the number of clutter is Poisson-distributed with a parameter $\lambda_{k,0}$. Measurements generated from the ith target are Gaussian-distributed and the number of measurements of the ith target is Poisson-distributed with parameter $\lambda_{k,i}$ so the likelihood function of the jth measurement for the ith target can be expressed as:

$$
G_{ij} = \left\{ \begin{array}{ll} 
N(z_{k,j}; H_{k,j}^{i}, S_{k,j}^{i}) & , 0 < i \leq N_k \\
\rho & , i = 0 
\end{array} \right. \tag{42}
$$

where $G_{ij}$ denotes the Gaussian distribution when $i > 0$ and uniform distribution when $i = 0$. The clutter density $\rho \equiv 1 / V$ is decided by the detection volume $V$.

Define the notations for an association event $\theta$ as follows:

- $Z_{k,i}^{\theta}$—a set of measurements associated with the ith target.
- $\theta_{k,0}$ —a set of measurements considered as clutter.
- $n_{k,i}^{\theta}$ —number of measurements in $Z_{k,i}^{\theta}$
- $n_{k,0}^{\theta}$ —number of measurements in $Z_{k,0}^{\theta}$

By using the Bayesian formula, the probabilities of an association event $\theta$ conditioned on the current measurements and predictions in (40) can be divided into two parts as follows:

$$
r_{k}^{\theta} = p(\theta | Z_k, Y_k) \propto p(\theta | Y_k)p(Z_k | \theta, Y_k) \tag{43}
$$

The cardinality of each measurement set $T^{\theta} = \{n_{k,i}^{\theta}\}_{i=0}^{N_k}$ is known when an association event $\theta$ is given. Therefore, the former part in (43) can be expressed as:
\[ p(\theta | Y_k) = p(\theta, T^\theta | Y_k) = p(\theta | T^\theta, Y_k) p(T^\theta | Y_k) \] (44)

where \( p(\theta | T^\theta, Y_k) \) represents the association probability conditioned on the cardinalities of each measurement set, and it can be obtained by:

\[
p(\theta | T^\theta, Y_k) = \frac{1}{C_{n_{k_0}}^M C_{n_{k_1}} C_{n_{k_0}-n_{k_1}}^L C_{n_{k_1}-n_{k_0}}} = \frac{1}{M_k! \prod_{i=0}^{N_k} n_{k,i}^\theta !} \] (45)

Based on the PPP hypothesis, the probability of cardinalities is calculated as follows:

\[
p(T^\theta | Y_k) = \prod_{i=0}^{N_k} P(n_{k,i}^\theta; \lambda_{k,i}) = \prod_{i=0}^{N_k} e^{-\lambda_{k,i}} \lambda_{k,i}^{n_{k,i}^\theta} \] (46)

where \( \lambda_{k,i} \) denotes the measurement rate of the \( i \)th target at time \( k \) and \( \lambda_{k,0} \) represents the clutter rate.

By substituting (45) and (46) into (44):

\[
p(\theta | Y_k) = \frac{1}{M_k! \prod_{i=0}^{N_k} n_{k,i}^\theta !} \prod_{i=0}^{N_k} e^{-\lambda_{k,i}} \lambda_{k,i}^{n_{k,i}^\theta} \] (47)

Since measurements are assumed to be conditionally independent of each other, the latter part in (43) is given by:

\[
p(Z_k | \theta, Y_k) = \prod_{i=0}^{N_k} \prod_{z_{k,i} \in Z_{k,i}^\theta} G_{ij} \] (48)

Substitute (47) and (48) into (43), the probability of association event \( \theta \) is obtained by:

\[
r_k^\theta = \prod_{i=0}^{N_k} \prod_{z_{k,i} \in Z_{k,i}^\theta} e^{-\lambda_{k,i}} \lambda_{k,i}^{n_{k,i}^\theta} G_{ij} \] (49)

Therefore, the marginal association probability can be obtained [42] as follows:

\[
\beta_{ij} = p(\theta_j = i | Z_k, Y_k) = \sum_{\theta_{\text{other}}} p(\theta_j = i | Z_k, Y_k) = \frac{\lambda_{k,i} G_{ij}}{\sum_{i=0}^{N_k} \lambda_{k,i} G_{ij}} \] (50)

As demonstrated in Ref. [42], the time complexity of marginal association probabilities calculation is \( O(N_k M_k) \), and it has a linear relationship with both the number of targets and the number of measurements.

### 3.3 Truncated JPDA algorithm

Equation (49) can be used to calculate the probability of each association event. However, there are \((N_k+1)^M\) possible association events in a total of \(N_k\) given targets and \(M_k\) measurements, so it is almost impossible to enumerate all the possible events when there are a large number of targets and measurements. In Ref. [19], the traditional PDA was extended to a generalized version that is suitable for single ETT. However, this generalized PDA is not suitable to be directly modified to the JPDA and used in multiple ETT. Although the gating techniques can be used to reduce the number of unnecessary association events, the computation will become intractable when plenty of measurements lie within the valid gates, especially when multiple measurements lie in the intersections of multiple valid gates. Therefore, a truncation technique is required for computational convenience.

#### 3.3.1 Marginal association probability matrix

Assume the elements of matrix denote the marginal association probabilities, such that the element in row \( i + 1 \) and column \( j \) of \( A \) represents the probability of the \( j \)th measurement associated with the \( i \)th target, so it holds that:

\[
a_{(i+1)j} = \beta_{ij} \] (51)

where the zeroth target is set to be clutter. Therefore, an association event \( \theta \) can be expressed by selecting one element from each column in \( A \) (\( \theta_j = i \) for the \((i+1)\)th element of the \( j \)th column in \( A \)), and its probability is the product of \( M_k \) selected numbers, which is expressed as follows:

\[
r_k^\theta = \prod_{j=1}^{M_k} a(\theta_{j+1}) \] (52)

#### 3.3.2 Truncation process

In the following, a truncation process that can obtain a number of association events with highest probabilities in multiple ETT, is proposed. The number of possible association events expressed as \((N_k+1)^M\) can be reduced to \((N_k+1)\) by the truncation process. Although Murty’s algorithm was used to extract a series of most likely hypotheses in MHT [44], this algorithm cannot be applied to ETT because of the constraint that each target can generate at most one measurement. The main idea of the proposed truncation process is to obtain the approximate estimates without computing all the conditional
posters and the corresponding weights using (40) and (41), which can be achieved by solving a problem similar to the shortest path problem. The truncation problem is depicted by a directed graph that is shown in Figure 3.

The cost matrix $C$ can be defined based on the marginal association probability matrix $A$ as follows

$$c_{ij} = -\ln \frac{a_{ij}}{1-a_{ij}} \quad (53)$$

The distance from node $l_{ij}$ to node $l_{ij'}$ in Figure 3 can be calculated by

$$d(l_{ij}, l_{ij'}) = \begin{cases} c_{ij'}, & j' = j + 1 \\ \infty, & \text{others} \end{cases} \quad (54)$$

Each path from the start node S to the end node E corresponds to a unique association event $\theta$, which has a total distance of $\sum_{j=1}^{M_k} C(l_{0j})$. Since cost $c_{ij}$ and marginal association probability $a_{ij}$ are negatively correlated, a path with a lower distance will correspond to an association event with a higher probability.

Assume the cost matrix $C$ consists of $N_k + 1$ rows and $M_k$ columns (that includes $N_k$ targets and $M_k$ sensor measurements). Then, the steps of the truncation process are as follows:

**Step 1.** Choose the first two columns, $C(:,; 1)$ and $C(:,; 2)$ of $C$ and compute a $(N_k + 1) \times (N_k + 1)$ matrix by $Q = C(:,; 1) \Theta C(:,; 2)$; set $i = 3$.

**Step 2.** Select $N_k + 1$ minimum elements in $Q$, record their positions and build a new vector $p$ consisting of these $N_k + 1$ selected numbers.

**Step 3.** Update matrix $Q$ by $Q = p \Theta C(:,; i)$ and set $i = i + 1$. If $i = M_k + 1$, go to Step 4; otherwise, go to Step 2.

**Step 4.** At this point, $Q$ contains distances of at least $N_k + 1$ shortest paths. Use all the recorded positions in the above steps to obtain association events with the highest probabilities.

**Step 5.** Calculate $N_k + 1$ probabilities by (48) and normalise them.

The computational cost mainly lies in the **Step 2**, which is $O((N_k + 1)^2 \log (N_k + 1))$. Since **Step 2** will be repeated $M_k - 1$ times, the calculation of the truncation process is $O(M_k N_k \log N_k)$. In contrast, the calculation for version without truncation is $O(N_k^{M_k})$.

![FIGURE 3](image-url) A directed graph that has $(N_k + 1) \times M_k + 2$ nodes, S and E represent the start and end nodes that have a cost of zero

![FIGURE 4](image-url) An example of data association. The black spots and crosses represent the COM of targets and measurements, respectively. The ellipses with black dotted line denote the regions of validation gates

Note that in this study, $\Theta$ denotes an operation that generates a matrix consisting of the sums of the elements of two vectors in pairs, such as the following matrix:

$$\begin{bmatrix} 1/2 \oplus 3/4 \end{bmatrix} = \begin{bmatrix} 1/2 & 1/4 \end{bmatrix} = \begin{bmatrix} 5 & 6 \end{bmatrix}$$

In order to illustrate the difference between TJPD A and JPD A algorithms, an example is given below. In Figure 4, there are four targets and 20 measurements, where 12 measurements lie in the validation gates. It is noted that three measurements are in the intersections of gates from two targets, and other three measurements are in the intersection of gates from three different targets. For the JPD A algorithm, there are $2^6 \times 3^3 \times 4^3$ association events need to be numerated, however in the proposed TJPD A algorithm, only five association events with highest probabilities has to be obtained without using the gating technique.

### 3.4 | GP-TJPD A filter

After the introduction of the EKF based on the GP measurement model and the truncation process in the measurement-to-target associations, the pseudo-code of the GP-TJPD A filter is given in Algorithm 1.

**Algorithm 1 The pseudo-code of the GP-TJPD A algorithm**

Initialise: target state and covariance. \( \{x_{0|0,i}, P_{0|0,i}\}_{i=1}^{N_0} \) for. $k = 1 : N$

get measurements: $Z_k = \{Z_{k,i}\}_{i=1}^{M_k}$

\( \{x_{k|k-1,i}, P_{k|k-1,i}\}_{i=1}^{N_k} = \text{Predict}(\{x_{k-1|k-1,i}, P_{k-1|k-1,i}\}_{i=1}^{N_{k-1}}) \) according to (13) and (14)

\( A = \text{MarginalProb}(\{x_{k|k-1,i}, P_{k|k-1,i}\}_{i=1}^{N_k}, Z_k) \) according to (50)

\( C = \text{CostMatrix}(A) \) according to (53)
FIGURE 5 The Tracking results of the two targets at time 480 s and 520 s, where the black crosses represent the measurements. The estimation results obtained by the proposed GP-TJPDA filter are represented by the blue lines with triangles and blue trajectories, the ones obtained by the linear-time JPDA filter are represented by the red lines with circles and red trajectories. The true target contours are represented by the black dotted line.

\[ \{\theta_k^i, \theta_k^j\}_{i=1}^{N_k+1} = \text{Truncate}(C) \]

conditional posteriors
\[ \{x_{k|k,i}^\theta, p_{k|k,i}\}_{i=1}^{N_k} = \text{EKF}(\theta_k^i, \{x_{k|k-1,i}, p_{k|k-1,i}\}_{i=1}^{N_k}, Z_k) \]

end for.

\[ d^{(c)}(x_i, y_{\pi(i)}) = \begin{cases} 0, & d(x_i, y_{\pi(i)}) < c \\ \min \left\{ \frac{1}{n} \sum_{i=1}^{m} \text{IOU}(R_i, \hat{R}_{\pi(i)}), m = n \right. \\ 0, & m \neq n \end{cases} \]

\section{SIMULATION RESULTS}

The performance of the GP-TJPDA was verified by several simulations and the proposed algorithm was compared with the linear-time JPDA \cite{45} and RHM-PHD \cite{46} algorithms, respectively. All of these three algorithms were tested in tracking multiple ETs with the clutter measurements and missed detection. The performances were evaluated by three metrics: position error, shape error and run time. Optimal subpattern assignment (OSPA) metric \cite{47} and intersection over union (iou) were used to evaluate the position and shape errors, respectively. Each simulation was performed 50 Monte Carlo runs by using Matlab R2011b on an Intel(R) Core(TM) i5-7500 3.40 GHz PC with 8 GB RAM.

\subsection{Evaluation metrics}

Given two subsets \( X = \{x_1, ..., x_m\} \) and \( Y = \{y_1, ..., y_n\} \), the OSPA metric can be calculated by

\[ d_p^{(c)} = \left( \frac{1}{n} \left( \min_{\pi \in \Pi} \left( \sum_{i=1}^{m} d_p^{(c)}(x_i, y_{\pi(i)})^p \right) + \epsilon^{(n-m)} \right)^{\frac{1}{p}} \right) \]

where \( d(x, y) \) denotes the distance between \( x \) and \( y \), and \( \Pi \) represents a set of all permutations; the cut-off parameter \( c \) defines the punishment degree of the cardinality error in the OSPA metric, and \( p \) represents the order parameter. Note that the OSPA metric can be regarded as the root mean square error (RMSE) when \( X \) and \( Y \) have the same cardinality and \( p = 2 \). In this study, it is set as \( c = 20 \) and \( p = 2 \).

The shape estimation performance was evaluated by the iou. For two sets of regions \( R = \{R_1, ..., R_m\} \), \( \hat{R} = \{\hat{R}_1, ..., \hat{R}_n\} \) corresponding to \( X \) and \( Y \), the iou of these two sets is defined as:

\[ \text{IOU}(R, \hat{R}) = \begin{cases} \frac{1}{n} \sum_{i=1}^{m} \text{IOU}(R_i, \hat{R}_{\pi(i)}), m = n \\ 0, & m \neq n \end{cases} \]

The iou for two regions is given by

\[ \text{IOU}(R_i, \hat{R}_{\pi(i)}) = \frac{\text{area}(R_i \cap \hat{R}_{\pi(i)})}{\text{area}(R_i \cup \hat{R}_{\pi(i)})} \]
4.2 | Simulations

4.2.1 | Star-convex targets

In the first scenario, two triangular targets moved with a combination of the constant velocity (CV) and constant turn rate and velocity (CTRV) models \[48\] in a surveillance region of \([-10, 90] \times [-30, 70]\) m², where a sensor was located at the origin. Both two targets existed between time 1 s and 600 s and the trajectories are presented in Figure 5. The initial kinematic states were as follows:

\[
\begin{bmatrix}
0 & 0 & 0 & 0.2 & 0 & 0 \\
20 & -20 & \pi/2 & 0 & 0.2 & 0
\end{bmatrix}^T
\]

The initial covariance of kinematic state was \(P_{i,0} = diag(10^{-2}, 10^{-2}, 10^{-5}, 10^{-2}, 10^{-5}, 10^{-10})\). The extent state of each target was initialised to an eighty-dimensional vector with the values of three, which represented a circle with a radius of 3 m.

As given by (6∼10), the CV (with \(\omega = 0\)) model was used in the prediction of the kinematic state, where the process noises were \(\sigma_p = 10^{-2}\) and \(\sigma_\phi = 10^{-3}\), and the parameter \(\alpha = 10^{-4}\). The covariance function proposed in Ref. [43] with parameters \(\sigma_f = \sigma_r = 2\) was used. The target measurements were generated randomly along the target boundaries with the sensor measurement noise \(R = diag(0.01, 0.01)\), and clutter measurements were uniformly distributed in the surveillance region. The measurement rates of each target and clutter were set to 15 and 30, respectively.

The tracking results of the three targets at time 480 s and 520 s are presented in Figure 5, and the enlarged views are shown in Figure 6.

The average values of the OSPA distance and iou are depicted in Figure 7 and Figure 8, respectively. Although the linear-time JPDA slightly outperformed the GP-TJPDA algorithm in the position error, the IOU for the GP-TJPDA was much higher than the linear-time JPDA at all time steps.

As shown in Figures 7 and 8, both algorithms performed well when two targets met with each other. The iou of the GP-TJPDA had significant improvement because the proposed algorithm can track any star-convex target, whereas the linear-time JPDA is limited to elliptical targets. The average CPU times of the GP-TJPDA and linear-time JPDA are listed in Table 1.

Linear-time JPDA has an advantage in runtime because it uses only three parameters to model a target extent. Thus, the proposed algorithm can obtain more detailed target shapes compared with the linear-time JPDA.
4.2.2 Elliptical targets

In the second experiment, three elliptical extended targets were tracked in a surveillance region of \([-300, 1300] \times [-300, 1100]\) m\(^2\). The target trajectories were the results of the CTRV model, which are depicted in Figure 9. All the targets had the same size with the major axis of 9 m and minor axis of 7 m. Each target was initialised to a circle with a radius of 4 m and the initial kinematic states were as follows:

\[
\begin{align*}
-20 m, 600 m, &\frac{\pi}{4} rad, 2\sqrt{2} m/s, 2\sqrt{2} m/s, -\frac{\pi}{350} rad/s \\
200 m, -50 m, &\frac{2\pi}{3} rad, -2 m/s, 2\sqrt{5} m/s, -\frac{\pi}{400} rad/s \\
620 m, 420 m, &\pi + \tan\left(\frac{12}{5}\right) rad, -\frac{5}{4} m/s, -3m/s, -\frac{\pi}{400} rad/s \\
\end{align*}
\]

Unlike the first scenario, the CTRV model was used in the prediction. In addition, the periodic covariance function \(k_{2\pi}(\theta, \theta')\) given by (24) was used.

The detailed estimation results of the three targets at time 200 s are shown in Figure 10. The average value of the OSPA and iou metrics are depicted in Figure 11 and Figure 12, respectively. Please note that for the results of the RHM-PHD algorithm, the ‘pulses’ that can be observed in Figures 11 and 12 were the consequence of the incorrect estimation for target number caused by clutter measurements. Similar phenomenon did not appear in the GP-TJPDA and linear-time JPDA algorithms because the proposed GP-TJPDA is not a comprehensive algorithm that considers the newborn and dead targets like the PHD filter.

| Algorithm             | Runtime (s) | Scale |
|-----------------------|-------------|-------|
| GP-TJPDA              | 0.2791      | 8.78  |
| Linear-time JPDA      | 0.0318      | 1     |

**TABLE 1** The mean runtime of the GP-TJPDA and linear-time JPDA algorithm on each time step

**FIGURE 9** The true trajectories of three targets (black lines), where the start and end positions are denoted by ○ and □. In the figure, estimation and measurement results at time 200 s are depicted.

**FIGURE 10** The tracking results of three targets at time 200 s, where the black crosses represent the measurements. The estimation results obtained by the proposed GP-TJPDA filter are represented by blue lines with triangles, and the ones obtained by the RHM-PHD filter are represented by red lines with circles. The true target contours are represented by the black dotted line.

**FIGURE 11** The mean OSPA distance value for 50 Monte Carlo runs.
A modified multiple ET tracker, called the GP-TJPDA, is proposed to track multiple extended targets in the presence of measurement origin uncertainty and missed detection. To overcome the complicated data association problem in multiple extended target scenarios, a truncated version of the JPD A algorithm that can effectively reduce the calculation amount while ensuring the tracking accuracy is developed based on the assumption that measurements in the same scan are conditionally independent when conditioned on predicted target states. Compared with the traditional JPD A, the proposed algorithm can realize data association without using the validation measurement gates. In addition, unlike the linear-time JPDA algorithm, the proposed GP-TJPDA can track any star-convex shaped target accurately since the extents of targets are modelled as radial functions parameterised by the Gaussian processes. The performance of the proposed algorithm has been evaluated by simulations through the comparison with the linear-time JPDA and RHM-PHD algorithms.

However, unlike RFS-based algorithms, the GP-TJPDA assumes all targets appear from the beginning and exist all over the tracking process, and targets without measurements are always considered as missed detections, which makes it unable to detect newborn targets and discard the dead ones. Hence, the development of a more comprehensive algorithm is a topic worthy of future research.

CONFLICT OF INTEREST
There are no conflicts of interest to disclose.

ORCID
Qinlei Li  https://orcid.org/0000-0003-1498-9422
Liping Song  https://orcid.org/0000-0002-3306-5172

REFERENCES
1. Lee, S., McBride, J.: Extended object tracking via positive and negative information Fusion. IEEE Trans Signal Process. 67(7), 1812–1823 (2019)
2. Freitas, A.D., et al.: Autonomous crowds tracking with box particle filtering and convolution particle filtering. Automatica. 69, 380–394 (2016)
3. Edman, V., et al.: Pedestrian group tracking using the GM-PHD filter. 21st European signal processing Conference (EUSIPCO), Marrakech, Morocco September, 1–5 (2013)
4. Kunz, F., et al.: Autonomous driving at Ulm University: a modular, robust, and sensor-independent fusion approach IEEE Intelligent Vehicles Symposium (IV), pp. 666–673. South Korea, Seoul (August 2015)
5. Granström, K., et al.: Gamma Gaussian inverse Wishart probability hypothesis density for extended target tracking using X-Band marine radar data. IEEE Trans. Geosci. Remote Sens. 53(12), 6617–6631 (2015)
6. Granström, K., Baum, M., Reuter, S.: Extended object tracking: introduction, overview and applications. ISIF J. Adv. Inf. Fusion. 12(2), 139–174 (2017)
7. Mihaylova, L., et al.: Overview of Bayesian sequential Monte Carlo methods for group and extended object tracking. Digit. Signal Process. 25, 1–16 (2014)
8. Granström, K., Lundquist, C.: On the Use of multiple measurement models for extended target tracking. In: 16th Int. Conf. Information Fusion, pp. 1534–1541. (FUSION), Istanbul (July 2013)
9. Koch, J.W.: Bayesian approach to extended object and cluster tracking using random matrices. IEEE Trans. Aerosp. Electron. Syst. 44(3), 1042–1059 (2008)
10. Baum, M., Noack, B., Hanebeck, U.D.: 'Extended object and group tracking with elliptic random hypersurface models'. 13th Int. Conf. Information fusion (FUSION), pp. 1–8. July, Edinburgh (2010)
11. Lan, J, Li, X.R.: Tracking maneuvering non-ellipsoidal extended object or target group using random matrix. IEEE Trans Signal Process. 62(9), 2450–2463 (2014)
12. Granström, K., Willett, P, Bar-Shalom, Y., pp. 1007–1014. Washington (July 2015). An extended target tracking model with multiple random matrices and unified kinematics18th Int. Conf. Information Fusion (FUSION)
13. Baum, M., Hanebeck, U.D.: Shape tracking of extended objects and group targets with star-convex RHMs. In: 14th Int. Conf. Information Fusion, pp. 1–8. (FUSION), Chicago (July 2011)
14. Daniyan, A., et al.: Bayesian multiple extended target tracking using labelled random finite sets and splines. IEEE Trans Signal Process. 66(22), 6076–6091 (2018)
15. Rasmussen, C., Williams, C.: Gaussian processes for machine learning, 1st ed. MIT Press, Cambridge (2006)
16. Huber, M.F.: Recursive Gaussian process: on-line regression and learning. Pattern Recognit. Lett. 45(1), 85–91 (2014)
17. Wahlström, N., Ozkan, E.: Extended target tracking using Gaussian processes. IEEE Trans Signal Process. 63(16), 4165–4178 (2015)
18. Hirsch, T., et al.: Multiple extended object tracking using Gaussian processes. In: 19th Int. Conf. Information Fusion, pp. 868–875. (FUSION), Heidelberg (July 2016)
19. Guo, Y., et al.: GP-PDA filter for extended target tracking with measurement origin uncertainty. IEEE Trans. Aerosp. Electron. Syst. 55(4), 1725–1742 (2019)
20. Tang, X., et al.: Seamless tracking of Apparent point and extended targets using Gaussian process PMHT. IEEE Trans Signal Process. 67(18), 4825–4838 (2019)
21. Guo, Y., et al.: Simultaneous tracking of a maneuvering ship and its wake using Gaussian process. Signal Process. 172, 107547 (2020)
22. Singer, R., Sea, R., Housewright, K.: Derivation and evaluation of improved tracking filter for use in dense multitarget environments. IEEE Trans. Inf. Theory. 20(4), 423–452 (1974)
23. Bar-Shalom, Y., Tse, E.: Tracking in a cluttered environment with probabilistic data association. Automatica. 11, 451–460 (1975)
24. Kirubarajan, T., Bar-Shalom, Y.: Probabilistic data association techniques for target tracking in clutter. Proc IEEE. 92(3), 536–557 (1994)
25. Musicki, D., Evans, R., Stankovic, S.: Integrated probabilistic data association (JPDA). In: 31st IEEE Conference on Decision and control, pp. 3796–3798. Tucson (Dec. 1992)
26. Yuen, C., Bhargava, R., Mohr, W., Sethares, W., Pillai, S.: Multitarget tracking using a Poisson multi-Bernoulli mixture filter. IEEE Trans Signal Process. 65(8), 4314–4327 (2017)
27. Granström, K., Orguner, U.: A PHD filter for tracking multiple extended targets using random matrices. IEEE Trans Signal Process. 60(11), 5657–5671 (2012)
28. Vo, B.-T., Vo, B.-N., Cantoni, A.: Analytic Implementations of the cardinalized probability hypothesis density filter. IEEE Trans Signal Process. 55(7), 3553–3567 (2007)
29. Mahler, R.P.S.: Statistical multisource–multitarget information fusion, 1st ed. Artech House, Inc., Norwood (2007)
30. Vo, B.-T., Vo, B.-N., Cantoni, A.: The cardinality balanced multi-target multi-Bernoulli filter and its Implementations. IEEE Trans Signal Process. 57(2), 409–423 (2009)
31. Vo, B.-T., Vo, B.-N.: Labelled random finite sets and multi-object conjugate priors. IEEE Trans Signal Process. 61(13), 3460–3475 (2013)
32. Vo, B.-N., Vo, B.-T., Phung, D.: Labelled random finite sets and the Bayes multi-target tracking filter. IEEE Trans Signal Process. 62(24), 6554–6567 (2014)
33. Vo, B.-N., Vo, B.-T., Hoang, H.G.: An Efficient Implementation of the generalized labelled multi-Bernoulli filter. IEEE Trans Signal Process. 65(8), 1975–1987 (2017)
34. Beard, M., et al.: Multiple extended target tracking with labelled random finite sets. IEEE Trans Signal Process. 64(7), 1638–1653 (2016)
35. García-Fernández, A.F., et al.: Poisson multi-Bernoulli mixture filter: Direct derivation and Implementation. IEEE Trans. Aerosp. Electron. Syst. 54(4), 1883–1901 (2018)
36. Granström, K., Fatemi, M., Svensson, L.: Poisson multi-Bernoulli mixture conjugate prior for multiple extended target filtering. IEEE Trans. Aerosp. Electron. Syst. 56(1), 208–225 (2020)
37. Streit, R.L., Luginbühl, T.E.: Probabilistic multi-hypothesis tracking. Naval Underwater Syst. Centre, Newport, RI, USA. Tech Rep. 10428 (Feb. 1995)
38. Wieneke, M., Koch, W.: A PMHT approach for extended objects and object groups. IEEE Trans. Aerosp. Electron. Syst. 48(3), 2349–2370 (2012)
39. Fortmann, T., Bar-Shalom, Y., Scheffe, M.: Sonar tracking of multiple targets using joint probabilistic data association. IEEE J. Oceanic Eng. 8(3), 173–184 (1983)
40. Vivone, G., Braca, P.: Joint probabilistic data association tracker for extended target tracking applied to X-Band marine radar data. IEEE J. Oceanic Eng. 41(4), 1007–1019 (2016)
41. Gilholm, K., Salmond, D.: Spatial distribution model for tracking extended objects. IEEE Proc - Radar, Sonar Navig. 152(5), 364–371 (2005)
42. Yang, S., Thorrvann, K., Baum, M.: Linear-time joint probabilistic data association for multiple extended object tracking In: IEEE 10th sensor Array and Multichannel signal processing Workshop, pp. 6–10. (SAM), Sheffield (July 2018)
43. Li, Q., Song, L.: IEEE 3rd Int. Conf. Information Communication and signal processing (ICICSP), pp. 306–311. Shanghai (Sep. 2020). Axisymmetric extended target tracking using Gaussian process
44. He, X., et al.: Accurate Murtys algorithm for multitarget top hypothesis extraction. In: 4th Int. Conf. Information Fusion, pp. 1–8. (FUSION), Chicago (July 2011)
45. Yang, S., Baum, M.: Tracking the orientation and axes Lengths of an elliptical extended object. IEEE Trans Signal Process. 67(18), 4720–4729 (2019)
46. Han, Y., Zha, H., Han, C.: A Gaussian-mixture PHD filter based on random hypersurface model for multiple extended targets. 16th Int. Conf. Information Fusion (FUSION), Istanbul, Turkey, July, 1752–1759 (2013)
47. Schuhmacher, D., Vo, B.-T., Vo, B.-N.: A consistent metric for performance evaluation of multi-object filters. IEEE Trans Signal Process. 56(8), 3447–3457 (2008)
48. Schubert, R., Richter, F., Waniek, G.: Comparison and evaluation of advanced motion models for vehicle tracking. In: 11th Int. Conf. Information Fusion, pp. 1–6. (FUSION), Cologne (July 2008)