Borel Version of the Local Lemma
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Abstract. We prove a Borel version of the local lemma, i.e. we show that, under suitable assumptions, if the set of variables in the local lemma has a structure of a Borel space, then there exists a satisfying assignment which is a Borel function. The main tool which we develop for the proof, which is of independent interest, is a parallel version of the Moser-Tardos algorithm which uses the same random bits to resample clauses that are far enough in the dependency graph.
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1. Introduction

Conventions. Throughout the article we frequently use the fact that any natural number is equal to the set of all smaller natural numbers. In particular a natural number is not only an element of \( \mathbb{N} := \{0, 1, \ldots\} \) but also a subset of \( \mathbb{N} \).

A vertex in a graph is allowed to have at most one self-loop. The neighbourhood of a vertex is the set of all vertices connected to that vertex by an edge. The degree of a vertex is the cardinality of its neighbourhood. In particular the degree of a vertex with a self-loop and no other edges is equal to 1.

Local Lemma. Let us start by recalling a version of the local lemma. The first version of the local lemma was proved by Erdős and Lovász \cite{ErdHosLovasz53}. The version we present follows from the subsequent improvement of Lovász (published by Spencer \cite{Spencer89}). For more historical context we refer to the classical exposition in \cite{Bollobas85}.

Let \( G \) be a graph and let \( b \) be a natural number greater than 1. The elements of the vertex set \( V(G) \) should be thought of as variables which can take values in the set \( b = \{0, 1, 2, \ldots, b - 1\} \). Let \( R \) be a function whose domain is \( V(G) \) and such that for \( x \in V(G) \) we have that \( R(x) \) is a set of \( b \)-valued functions defined on the neighbourhood of \( x \). Such a function \( R \) is an example of a local rule on \( G \). We say that \( f: V(G) \to b \) satisfies \( R \) if for every \( x \in V(G) \) the restriction of \( f \) to the neighbourhood of \( x \) belongs to \( R(x) \).

The local lemma gives a condition under which a satisfying assignment exists. For \( x \in V(G) \) let \( p(x) \) be the probability of failure at \( x \), i.e. \( p(x) := 1 - \frac{|R(x)|}{\deg(x)} \), where \( \deg(x) \) is the degree of \( x \). Let \( \text{Rel}(G) \) be the graph whose vertex set is \( V(G) \) and such that there is an edge between \( x \) and \( y \) if and only if the neighbourhoods of \( x \) and \( y \) are not disjoint (we allow \( x \) and \( y \) to be equal). Finally, let \( \Delta \) be the maximal vertex degree in \( \text{Rel}(G) \).

Theorem 1.1 (Lovász’s Local Lemma \cite{Spencer89}). If for all \( x \in V(G) \) we have \( p(x) < \frac{1}{\Delta} \) then there exists \( f: V(G) \to b \) which satisfies \( R \).

In order to motivate our Borel version of Theorem 1.1, let us recall a classical application of the local lemma to colorings of Euclidean spaces from \cite{ErdHosLovasz53}. A \( b \)-coloring of \( \mathbb{R}^n \) is a function \( f: \mathbb{R}^n \to b \). We say that a set \( U \subset \mathbb{R}^n \) is multicolored with respect to a \( b \)-coloring if \( U \) contains points of all \( b \) colors.

Corollary 1.2 (\cite{ErdHosLovasz53}). Let \( T \subset \mathbb{R}^n \) be a finite set of vectors and let \( b \in \mathbb{N} \) be such that \( b(1 - \frac{1}{b})^{||T||} < \frac{1}{e^{||T||}} \). Then there exists a \( b \)-coloring of \( \mathbb{R}^n \) such that for every \( x \in \mathbb{R}^n \) the set \( x + T \) is multicolored.

Proof. We define a graph \( G \) as follows. Let \( V(G) := \mathbb{R}^n \) and let \( (x, y) \in E(G) \) if for some \( t \in T \) we have \( x + t = y \). We define a local rule \( R \) by letting \( R(x) \) be the set of all surjections from the neighbourhood of \( x \) to \( b \). It is clear that in order to prove the corollary we need to find a function \( f: V(G) \to b \) which satisfies \( R \).
It is easy to bound the maximal degree in \( \text{Rel}(G) \) by \( |T|^2 \). Since the image of a non-surjection is contained in a set with \( b - 1 \) elements, we see that for all \( x \in V(G) \) the probability \( p(x) \) of failure is bounded from above by \( \frac{b(b-1)|T|}{b^2} = b(1 - \frac{1}{b})|T| \). Thus, we can apply Theorem 1.1 to finish the proof.

\[ \square \]

**Borel Local Lemma.** Our Borel version of the local lemma allows to deduce that the \( b \)-coloring in Corollary 1.2 can be demanded to be a Borel function.

Let \( G \) be a graph as before, but let us additionally assume that \( V(G) \) is a standard Borel space and that \( R \) is a Borel local rule. Since it is notationally involved to precisely define what it means for a local rule to be Borel, we defer doing it to Section 2. For now we only assure the reader that in all naturally occurring applications of the local lemma the local rules are in fact Borel. For example, the local rule in the proof of Corollary 1.2 is Borel.

We say that a graph \( G \) is of uniformly subexponential growth if for every \( \varepsilon > 0 \) there exists \( r \) such that for all \( R > r \) and all vertices \( v \in V(G) \) the set of vertices of \( G \) at distance at most \( R \) from \( v \) has cardinality less than \( (1 + \varepsilon)^R \).

**Theorem 1.3** (Borel Local Lemma). Let \( G \) be graph such that \( V(G) \) is a standard Borel space and let \( R \) be a Borel local rule on \( G \). Furthermore let us assume that the graph \( \text{Rel}(G) \) is of uniformly subexponential growth, and let \( \Delta \) be the maximal degree in \( \text{Rel}(G) \). If for all \( x \in V(G) \) we have \( p(x) < \frac{1}{\varepsilon \Delta} \) then there exists a Borel function \( f : V(G) \to b \) which satisfies \( R \).

This theorem follows from a more general Corollary 4.8.

In the proof of Corollary 1.2 the graph \( \text{Rel}(G) \) is easily seen to be of uniformly subexponential growth. Thus we obtain the following corollary of Theorem 1.3.

**Corollary 1.4.** In Corollary 1.2 we can additionally demand the \( b \)-coloring of \( \mathbb{R}^n \) to be a Borel function.

**Remarks 1.5.**

(i) The assumption of the local lemma for example in \([9, \text{Theorem 1.5}]\) is that \( p(x) \) should be less that \( \frac{1}{\varepsilon (\Delta + 1)} \), as opposed to our \( \frac{1}{\varepsilon \Delta} \). The difference is only notational, and comes from the fact that we count self-loops when calculating vertex degrees.

(ii) One can weaken the assumption on \( p(x) \) in the local lemma to \( p(x) < \frac{(\Delta - 1)\Delta^{-1}}{\Delta^2} \), and this is best possible \([7]\). Corollary 4.8 shows that the same is true in the case of our Borel local lemma.

(iii) If the set \( V(G) \) of vertices is countable, it can be regarded as a standard Borel space when we equip it with the discrete Borel structure. As will turn out, in this situation all local rules on \( G \) are Borel. If \( V(G) \) is finite then \( \text{Rel}(G) \) is also finite, and hence of uniformly subexponential growth. Thus Theorem 1.3 includes Theorem 1.1 as a special case when \( V(G) \) is a finite set.
The Moser-Tardos algorithm with limited randomness. The technique we use to prove Theorem 1.3 is a modified Moser-Tardos algorithm, and it is of independent interest.

The Moser-Tardos algorithm (MTA) is a randomized algorithm for finding the satisfying assignment under the assumptions of the local lemma. A version of it has been first described by Moser [5], and a modified version has been described by Moser and Tardos [6]. We refer to the introduction of [6] for the history of attempts to find a constructive version of the local lemma.

To motivate our modified MTA let us recall the parallel version of the MTA. Let us assume that the set $V(G)$ of vertices is finite. We start by “sampling” each point of $V(G)$ at random, i.e. we choose uniformly at random a function $f_0 \in b^{V(G)}$. Now we choose a subset $W_0 \subset V(G)$ which is maximal among the subsets of $V(G)$ satisfying the following two properties:

(i) The function $f_0$ violates the local rule at all points of $W_0$. More precisely, for all $x \in W_0$ we have that $f_0$ restricted to the neighbourhood of $x$ is not an element of $R(x)$.

(ii) $W_0$ is an independent set in the graph $Rel(G)$.

We define $f_1$ by “resampling $f_0$ at variables in $W_0$”. More precisely, we start by defining $X_0$ to be the union of neighbourhoods of points in $W_0$, and we let $Y_0 := V(G) \setminus X_0$. Now, we define $f_1$ to be equal to $f_0$ on $Y_0$. Finally, we choose uniformly at random a function in $b^{X_0}$, and we define $f_1$ to be equal to that function on $X_0$.

We repeat this procedure with $f_1$ in place of $f_0$, and so on, until we end up with a satisfying assignment. With overwhelming probability a satisfying assignment will be found in a time which is linear in $\log(|V(G)|)$.

We informally describe how we modify the MTA. We partition $V(G)$ into $p$ disjoint parts $V_0, \ldots, V_{p-1}$ with the property that for every $i \in p$ and all distinct $x, y \in V_i$ we have that $x$ and $y$ are at least $r$ far away from each other in the graph $Rel(G)$, where the choice of $r$ depends only on the growth of the balls in $Rel(G)$, but not on $|V(G)|$. Now we assign to each part $V_i$ a “source of randomness”, i.e. an element $\text{rnd}$ of $b^N$, and we use this single sequence for resamplings of all points $x$ which are in $V_i$.

Thus the points which lie in the same parts are no longer resampled independently from each other. We refer to this version of the MTA as the MTA with limited randomness and we describe it precisely in Section 2.

Previous results and open questions. To our best knowledge, there is no previous work which establishes any Borel variants of the local lemma.

However, measurable variants of the local lemma have been studied by Kun [4] and very recently by Bernshteyn [2] (the present work has been carried out independently of [2]). Let us discuss those of the results of [4] and [2] which are related to the present work.
We warn the reader that the following definition is not equivalent to the similar notion in [2].

**Definition 1.6.** Let $\Gamma$ be a countable group, let $X$ be a standard Borel space, let $\nu$ be a probability measure on $X$ and let $\rho: \Gamma \curvearrowright X$ be an action by measure-preserving Borel bijections. For a sequence $\gamma_0, \ldots, \gamma_{k-1}$ of elements of $\Gamma$ we define $G = G(\gamma_0, \ldots, \gamma_{k-1})$ to be the graph with $V(G) := X$ and $(x, y) \in E(G)$ if for some $i \in k$ we have $\gamma_i.x = y$.

We say that the measurable local lemma holds for the action $\rho$ if for all sequences $\gamma_0, \ldots, \gamma_{k-1}$ and all Borel local rules on $G(\gamma_0, \ldots, \gamma_{k-1})$ such that $p(x) < \frac{1}{\Delta}$ for all $x \in X$, there exists a measurable function $f: X \to b$ which satisfies $R$.

The methods which we use to prove Theorem 1.3 can be rather easily modified to prove the following theorem.

**Theorem 1.7 (Measurable Local Lemma).** Let $\Gamma$ be a countable amenable group, let $X$ be a standard Borel space, let $\nu$ be a probability measure on $X$ and let $\rho: \Gamma \curvearrowright X$ be an action by measure-preserving Borel bijections which is essentially free, i.e. for $\nu$-almost all $x \in X$ we have that the map $\Gamma \to X$ given by $\gamma \mapsto \gamma.x$ is a bijection. Then the measurable local lemma holds for $\rho$.

We do not provide a proof of this theorem in the present paper, but it will be included in a future work. However, if $\Gamma$ is of subexponential growth (hence in particular amenable), then Theorem 1.7 clearly follows from Theorem 1.3.

In [4] it is shown that the standard Moser-Tardos algorithm can be applied in the setting of an infinite countable graph. As a corollary, the measurable local lemma holds for the Bernoulli action $\Gamma \curvearrowright [0, 1]^{\Gamma}$, where $\Gamma$ is an arbitrary (not necessarily amenable) group.

In [2] it is shown that the measurable local lemma holds for any action $\Gamma \curvearrowright X$ for which there exists a $\Gamma$-equivariant Borel surjection onto $[0, 1]^{\Gamma}$.

In particular, if $\Gamma$ is an amenable group then the results of [4] and [2] imply the measurable local lemma only for the actions $\Gamma \curvearrowright X$ which have infinite entropy. This is a rather large constrain - many natural actions of amenable groups which are covered by Theorems 1.3 and Theorems 1.7 do not have infinite entropy. For example, as far as we know, it is impossible to deduce the measurable, let alone Borel, version of Corollary 1.2 from [4] or [2].

On the other hand, the results in [4] and [2] do not require the group $\Gamma$ to be amenable. It is very interesting open problem to determine whether the measurable local lemma holds for all probability measure preserving actions of all groups.

Let us make also the following definition.

**Definition 1.8.** Let $\Gamma$ be a countable group, let $X$ be a standard Borel space, and let $\rho: \Gamma \curvearrowright X$ be an action by Borel bijections. As before, for a sequence $\gamma_0, \ldots, \gamma_{k-1}$ of elements of $\Gamma$ we define $G = G(\gamma_0, \ldots, \gamma_{k-1})$ to be the graph with $V(G) := X$ and $(x, y) \in E(G)$ if for some $i \in k$ we have $\gamma_i.x = y$.
We say that the Borel local lemma holds for the action $\rho$ if for all sequences $\gamma_0, \ldots, \gamma_{k-1}$ and all Borel local rules on $G(\gamma_0, \ldots, \gamma_{k-1})$ such that $p(x) < \frac{1}{e^x}$ for all $x \in X$, there exists a Borel function $f: X \to b$ which satisfies $R$.

Theorem 1.3 establishes in particular that the Borel local lemma holds for all Borel actions of all groups of subexponential growth. In view of Theorem 1.7 it would be interesting to know whether the Borel local lemma holds for all Borel actions of all amenable groups. In fact, as far as we know, it could be that the Borel local lemma holds for all Borel actions of all groups.

1.a. Basic notation and definitions.

Given a set $X$, we denote by $\mathcal{P}(X)$ the power set of $X$. Given another set $Y$ we let $X^Y$ be the set of all functions from $Y$ to $X$. We do not automatically identify the power set of $X$ with $2^X$, which is the set of all functions from $X$ to $2 = \{0, 1\}$. The cardinality of $X$ is denoted by $|X|$.

As already mentioned, we frequently use the fact that any natural number is equal to the set of all smaller natural numbers. This occasionally leads to the following notational clash: when $p \in \mathbb{N}$, the symbol $2^p$ denotes both the set of functions from $p$ to 2, and the cardinality of that set. However, it should not lead to a confusion.

An oriented graph is a pair $(V, E)$ where $V$ is a set and $E$ is a subset of $V \times V$. In particular, oriented graphs are allowed to have self-loops, but each vertex can have at most one self-loop. An oriented graph $G$ is symmetric if for any two vertices $x, y \in V(G)$ we have that $(x, y) \in E(G)$ if and only if $(y, x) \in E(G)$. The symmetrization of an oriented graph $G$ is the smallest symmetric graph $H$ such that $V(G) = V(H)$ and $E(G) \subset E(H)$.

For $x \in V(G)$ we let $\text{Var}(x) := \{y \in V(G) : (x, y) \in E(G)\}$, $\text{Cla}(x) := \{y \in V(G) : (y, x) \in E(G)\}$, and $N(x) := \text{Var}(x) \cup \text{Cla}(x)$. If we need to stress the dependence on $G$ we use the notation $\text{Var}_G(x)$, $\text{Cla}_G(x)$, and $N_G(x)$. If $A$ is a set of vertices then we let $\text{Var}(A) := \bigcup_{x \in A} \text{Var}(x)$, and similarly for $\text{Cla}(A)$ and $N(A)$.

We define $\text{Rel}(G)$ to be the oriented graph on the same set of vertices as $G$ and with an oriented edge from $x$ to $y$ if and only if $\text{Var}_G(x) \cap \text{Var}_G(y)$ is non-empty. Clearly $\text{Rel}(G)$ is symmetric.

A variable graph is an oriented graph $G$ together with two families $a(x), x \in V(X)$, and $b(x), x \in V(X)$, where $a(x)$ is a well-order on $\text{Var}(x)$ and $b(x)$ is a well-order on $\text{Cla}(x)$.

A relation graph is an oriented graph with edges labelled by natural numbers, in such a way that at each vertex $x$ all out-edges starting at $x$ have different labels.

If $G$ is a variable graph then we consider $\text{Rel}(G)$ to have the following relation graph structure. For every vertex $x$ we label the edges starting at $x$ with distinct elements of $|N_{\text{Rel}(G)}(x)|$, which we do by ordering the elements of $N_{\text{Rel}(G)}(x)$ in the following way. Let $y, z \in N_{\text{Rel}(G)}(x)$ be two distinct elements, let $v$ and $w$ be the smallest elements of, respectively, $\text{Var}_G(x) \cap \text{Var}_G(y)$ and $\text{Var}_G(x) \cap \text{Var}_G(z)$, with respect to the order on
Var\(_G(x)\). If \(v\) is smaller than \(w\) in \(\text{Var}_G(x)\) then we define \(y < z\). If \(w\) is smaller than \(v\) then we define \(z < y\). If \(v = w\), then we define \(y < z\) if and only if \(y \text{ is smaller than } z \text{ in } \text{Cl}_G(v)\).

**Example 1.9.** Let us explain how to obtain a variable graph from an instance of 3-SAT in conjunctive normal form (CNF). An instance of 3-SAT in CNF consists of a sequence \(x_0, x_1, \ldots, x_{n-1}\) of pair-wise distinct variables and a sequence \(c_0, c_1, \ldots, c_{m-1}\) of pair-wise distinct clauses, i.e. each \(c_i\) is of the form \(a_0 \lor a_1 \lor a_2\), where each \(a_j\) is equal either to some \(x_k\) or \(\neg x_k\). We say that such an instance is *satisfiable* if there exists a function \(f: \{x_0, \ldots, x_{n-1}\} \rightarrow \{0, 1\}\) such that all the clauses \(c_i\) are satisfied.

We associate to such an instance a variable graph \(G\) as follows. We let \(V(G) := \{c_0, \ldots, c_{m-1}\} \cup \{x_0, \ldots, x_{n-1}\}\), and we let \((c_i, x_j)\) be an edge if either \(x_j\) or \(\neg x_j\) appears in \(c_i\). In particular the graph \(G\) is bipartite and every edge is oriented from some \(c_i\) towards some \(x_j\). The well-orders necessary to finish the definition of a variable graph are induced from the orders \(x_0 < x_1 < \ldots < x_{n-1}\) and \(c_0 < c_1 < \ldots < c_{m-1}\). It is easy to check that \(\text{Rel}(G)\) is a graph on the same set of vertices, such that all edges are of the form \((c_i, c_j)\) for some clauses \(c_i\) and \(c_j\), and \((c_i, c_j)\) is an edge if \(c_i\) and \(c_j\) share a variable. In particular every vertex \(c_i\) has a self-loop.

## 2. Moser-Tardos Algorithm

### 2.a. Borel graphs.

Let \(\Omega\) be a standard Borel space and \(\mathcal{B}\) be its Borel \(\sigma\)-algebra. A *Borel arrow on \(\Omega\)* is a pair \((U, \gamma)\), where \(U \in \mathcal{B}\) and \(\gamma: U \rightarrow \Omega\) is a Borel isomorphism onto its image. Given a countable sequence \(S = ((U_1, \gamma_1), (U_2, \gamma_2), \ldots)\) of Borel arrows, we associate to it an oriented graph \(G(S)\) as follows. We let \(V(G(S)) := \Omega\) and \(E(G(S)) := \{(x, y) : \exists i \in \mathbb{N} \text{ such that } x \in U_i \text{ and } \gamma_i(x) = y\}\).

A *Borel graph* is a graph \(G\) which is equal to \(G(S)\) for some sequence \(S\) of Borel arrows on a standard Borel space.

The following properties are easy to check.

**Lemma 2.1.** Let \(G\) be a Borel graph. We have the following properties.

(i) The set \(E(G)\) of edges of \(G\) is a Borel subset of \(V(G) \times V(G)\).

(ii) If \(X \subset \Omega\) is a Borel set then the graph induced on \(X\) from \(G(S)\) is also a Borel graph.

(iii) The symmetrization of \(G\) is a Borel graph.

(iv) The graph \(\text{Rel}(G)\) is a Borel graph.

(v) If \(A \subset V(G)\) is a Borel set then also the sets \(\text{Var}(A), \text{Cl}(A)\) and \(N(A)\) are Borel. □

An *independence function for a Borel graph \(G\)* is a function \(I: \mathcal{B} \rightarrow \mathcal{B}\) with the property that for every \(X \in \mathcal{B}\) the set \(I(X)\) is a maximal subset of \(X\) which is independent in \(G\).
In the appendix we show that every locally finite Borel graph admits an independence function.

Let \( S = ( \langle U_1, \gamma_1 \rangle, \langle U_2, \gamma_2 \rangle, \ldots ) \) be a sequence of Borel arrows on a standard Borel space. The Borel graph \( G(S) \) becomes a variable graph when we induce the orders on \( \text{Var}(x) \) and \( \text{Cla}(x) \) from the sequence \( S \) in the following way. For two distinct vertices \( y, z \in \text{Var}(x) \) we let \( y < z \) if and only if there exists \( i \) such that \( y = \gamma_i(x) \) and for all \( j < i \) we have \( z \neq \gamma_j(x) \). Similarly for two distinct vertices \( y, z \in \text{Cla}(x) \) we let \( y < z \) if and only if there exists \( i \) such that \( x = \gamma_i(y) \) and for all \( j < i \) we have \( x \neq \gamma_j(z) \). A Borel variable graph is a Borel graph with the structure of a variable graph just described.

2.b. Moser-Tardos algorithm with limited randomness.

It is convenient to fix a natural number \( b > 1 \) for the rest of this article.

A \textit{local rule} for a Borel variable graph \( G \) is a map \( R \) whose domain is \( V(G) \) and which assigns to each \( x \in V(G) \) a subset \( R(x) \) of \( b^{\text{Var}(x)} \).

Let \( S \) denote the set of all finite \( b \)-valued sequences. In other words, the set \( S \) consists of all functions \( f : k \to b \), where \( k \in \mathbb{N} \). Since for every \( x \in V(G) \) the set \( \text{Var}(x) \) is well-ordered, we have a canonical bijection \( \iota_x : |\text{Var}(x)| \to \text{Var}(x) \). Thus a local rule can be canonically identified with a function \( R' : V(G) \to \mathcal{P}(S) \), as follows: we let \( R'(x) \) be the set \( \{ f \circ \iota_x : f \in R(x) \} \).

We say that \( R \) is Borel if the preimage of every element of \( \mathcal{P}(S) \) under \( R' \) is Borel.\(^1\) The only purpose of defining the function \( R' \) was to define what it means for \( R \) to be Borel, and in fact \( R' \) will not be used again.

Given a function \( f : V(G) \to b \) and \( x \in V(G) \) we let \( \overline{f}(x) : \text{Var}(x) \to b \) be the restriction of \( f \) to \( \text{Var}(x) \). We say that \( f \) satisfies \( R \) if for every \( x \) we have \( \overline{f}(x) \in R(x) \).

Given \( R \), the \textit{complementary rule} \( R^c \) is defined by setting \( R^c(x) := b^{\text{Var}(x)} \setminus R(x) \). For \( f : V(G) \to b \) we set \( B_R(f) := \{ x \in V(G) : \overline{f}(x) \in R^c(x) \} \). When \( R \) is clear from the context we write \( B \) instead of \( B_R \).

The proof of the following lemma is a tedious but routine calculus exercise, and so we state it without a proof.

\textbf{Lemma 2.2.} Let \( G \) be a locally finite Borel variable graph. If \( f : V(G) \to b \) is a Borel function and \( R \) is a Borel local rule for \( G \) then \( B_R(f) \) is a Borel subset of \( V(G) \). \( \square \)

To avoid cluttering we will write \( IB(f) \) instead of \( I(B(f)) \) throughout the article.

A \textit{Borel partition} of \( V(G) \) is a tuple \( \pi = (W_0, \ldots, W_{p-1}) \) such that for all \( i \in p \) we have that \( W_i \) is a Borel subset of \( V(G) \), the sets \( W_i \) are pair-wise disjoint, and \( \bigcup_{i \in p} W_i = V(G) \). Given a Borel partition \( \pi = (W_0, \ldots, W_{p-1}) \) and \( x \in V(G) \) we define \( \pi(x) \) to be the unique \( i \in p \) such that \( x \in W_i \).

\(^1\)This definition makes sense for all Borel variable graphs \( G \). However, it is a reasonable definition only when \( G \) is locally finite, in which case the image of \( R' \) is countable.
A Moser-Tardos tuple is a tuple \((G, R, I, \pi)\), where \(G\) is a Borel variable graph, \(R\) is a Borel local rule for \(G\), \(I\) is an independence function for \(\text{Rel}(G)\), and \(\pi = (W_0, W_1, \ldots, W_{\mu-1})\) is a Borel partition of \(V(G)\).

We are ready to present a version of the Moser-Tardos algorithm. Let \((G, R, I, \pi)\) be a Moser-Tardos tuple, let \(k \in \mathbb{N}\) and \(\text{rnd} \in b^\times k\). The \(k\)-step Moser-Tardos algorithm for \((G, R, I, \pi)\) and \(\text{rnd}\) takes as its input a Borel function \(f : V(G) \to b\) and returns a sequence of Borel functions \(M_0 := f, M_1, \ldots, M_k : V(G) \to b\). Furthermore if \(k' > k\) and \(\text{rnd}' \in b^\times k'\) extends \(\text{rnd}\) in the obvious sense, then the \(k'\)-step Moser-Tardos algorithm extends the \(k\)-step Moser-Tardos algorithm in the obvious sense. Thus we will also speak of the \(N\)-step Moser-Tardos algorithm which outputs an infinite sequence of functions \(M_0, M_1, M_2, \ldots\).

It is convenient to fix \((G, R, I, \pi)\) and \(f\), and regard the Moser-Tardos algorithm as only depending on \(\text{rnd}\). As such, we do not incorporate \((G, R, I, \pi)\) and \(f\) in the notation, and we include \(\text{rnd}\) in the notation only when it is necessary to stress the dependence on \(\text{rnd}\). The function \(\text{rnd}\) should be thought of as the source of randomness for the Moser-Tardos algorithm (see also Remark 2.3 below). The tuple \((G, R, I, \pi, f)\) will be called a long Moser-Tardos tuple.

We let \(M_0 := f\) and we proceed to define \(M_1 = M_1(\text{rnd}), \ldots, M_k = M_k(\text{rnd})\) inductively. Let \(h_0 : V(G) \to \mathbb{N}\) be identically equal to 0. Now suppose that for some \(j < k\) the functions \(M_j\) and \(h_j\) are defined. We let

\[
  h_{j+1}(x) = \begin{cases} 
    h_j(x) + 1 & \text{if } x \in \text{Var}(IB(M_j)), \\
    h_j(x) & \text{otherwise},
  \end{cases}
\]

and

\[
  M_{j+1}(x) = \begin{cases} 
    \text{rnd}(\pi(x), h_j(x)) & \text{if } x \in \text{Var}(IB(M_j)), \\
    M_j(x) & \text{otherwise}.
  \end{cases}
\]

Using Lemmas 2.2 and 2.1(v), it is easy to prove inductively that the functions \(M_0, \ldots, M_k\) are Borel.

If for some \(x \in V(G)\) we have \(h_k(x) > N\) then we say that the \(k\)-step Moser-Tardos algorithm resamples \(x\) more than \(N\) times. Similarly if for some \(k \in \mathbb{N}_+\) and \(x \in V(G)\) we have \(h_k(x) > N\) then we say that the \(N\)-step Moser-Tardos algorithm resamples \(x\) more than \(N\) times.

If \(N \in \mathbb{N}\) is such that for all \(x \in V(G)\) we have \(h_k(x) \leq N\) then we say that the \(k\)-step Moser-Tardos algorithm resamples each point at most \(N\) times. Similarly when \(N \in \mathbb{N}\) is such that for all \(k \in \mathbb{N}\) and all \(x \in V(G)\) we have \(h_k(x) \leq N\) then we say that the \(N\)-step Moser-Tardos algorithm resamples each point at most \(N\) times.

**Remark 2.3.** Throughout the whole article, whenever we speak of the probability of an event, the implied probability space is one of the spaces \(b^\times k, k \in \mathbb{N}\), or \(b^\times \mathbb{N}\), together with the product measure of the uniform measures on the copies of \(b\). Thus for example the statement “With probability \(\eta\) the \(N\)-step Moser-Tardos algorithm resamples each point
at most $N$ times” should be read as: “Let $(\mathcal{G}, R, I, \pi)$ and $f$ be fixed. The measure of the set of those $\text{rnd} \in b^N \times \mathbb{N}$ such that the $N$-step Moser-Tardos algorithm for $(\mathcal{G}, R, I, \pi, \text{rnd})$ with input $f$ resamples each point at most $N$ times is equal to $\eta$”.

Finally we define two functions, \textsc{Used} and \textsc{Unused}, which will be useful in the upcoming analysis of the $k$-step Moser-Tardos algorithm. Both \textsc{Used} and \textsc{Unused} assign a $b$-valued sequence to each vertex $x \in V(\mathcal{G})$. We define \textsc{Used}$(x)$ to be the sequence

$$\text{rnd}(\pi(x), 0), \ldots, \text{rnd}(\pi(x), h_k(x) - 1),$$

and \textsc{Unused}$(x)$ to be the sequence

$$\text{rnd}(\pi(x), h_k(x)), \ldots, \text{rnd}(\pi(x), k - 1).$$

When we need to stress the dependence of $h_k(x)$, \textsc{Used}$(x)$ and \textsc{Unused}$(x)$ on $\text{rnd}$, we write $h_k(\text{rnd}, x)$, $\text{Used}(\text{rnd}, x)$ and $\text{Unused}(\text{rnd}, x)$, respectively.

Let us set $X(\mathcal{G}, R) := \{ x \in V(\mathcal{G}) : R(x) \neq \text{Var}_x \}$. We will need to deal with the set $X(\mathcal{G}, R)$ only to reduce the general case of the local lemma to the case when for all $x \in V(\mathcal{G})$ the sets $|\text{Var}(x)|$ have the same number of elements.

We finish with the following simple observation.

\textbf{Lemma 2.4.} Let $(\mathcal{G}, R, I, \pi, f)$ and $(\overline{\mathcal{G}}, \overline{R}, \overline{I}, \overline{\pi}, \overline{f})$ be two long Moser-Tardos tuples, such that

(i) $X(\overline{\mathcal{G}}, \overline{R}) \subset V(\mathcal{G})$, and $\mathcal{G}$ is an induced subgraph of $\overline{\mathcal{G}}$,

(ii) for all $x \in V(\mathcal{G})$ we have $\pi(x) = \overline{\pi}(x)$ and $f(x) = \overline{f}(x)$,

(iii) for all $x \in V(\mathcal{G})$ and all $g \in b^{\text{Var}(x)}$ we have that $g \in R(x)$ if and only if $g$ is a restriction of an element of $\overline{R}(x)$,

(iv) for all Borel subsets $U \subset V(\mathcal{G})$ we have $I(U) = \overline{I}(U)$, and

(v) for $x \in V(\overline{\mathcal{G}}) \setminus V(\mathcal{G})$ we have $|\text{Cl}_{\mathcal{G}}(x) \cap V(\mathcal{G})| \leq 1$.

Let $k, N \in \mathbb{N}$. The probability that the $k$-step Moser-Tardos algorithm for $(\mathcal{G}, R, I, \pi, f)$ resamples each point at most $N$ times is equal to the probability that the $k$-step Moser-Tardos algorithm for $(\overline{\mathcal{G}}, \overline{R}, \overline{I}, \overline{\pi}, \overline{f})$ resamples each point at most $N$ times.

\textbf{Proof.} Let $p$ and $\overline{p}$ denote respectively the numbers of parts of the partitions $\pi$ and $\overline{\pi}$. Let $\text{rnd} \in 2^{p \times k}$ and let $\overline{\text{rnd}} \in 2^{\overline{p} \times k}$ be an extension of $\text{rnd}$, i.e. for $i \in p$ and $j \in k$ we have $\text{rnd}(i, j) = \overline{\text{rnd}}(i, j)$.

Let $M_0, \ldots, M_k$ and $\overline{M}_0, \ldots, \overline{M}_k$ be the sequence of functions produced by the respective Moser-Tardos algorithms. It is clear that for all $i \in k$ and $x \in V(\mathcal{G})$ we have $M_i(x) = \overline{M}_i(x)$. It is also clear that $B_{\overline{R}}(\overline{M}_i)$ is contained in $V(\mathcal{G})$. Thus, we have $\overline{I}B_{\overline{R}}(\overline{M}_i) = I B_{\overline{R}}(M_i)$.

In particular any point $x \in V(\mathcal{G})$ is resampled exactly the same amount of times by the Moser Tardos algorithms for $(\mathcal{G}, R, I, \pi, f)$ and for $(\overline{\mathcal{G}}, \overline{R}, \overline{I}, \overline{\pi}, \overline{f})$. 
For \( x \in V(\overline{G}) \setminus V(G) \) we consider two cases. If \( \text{Cla}_x \cap V(G) \) is empty then the Moser-Tardos algorithm on \((\overline{G}, \overline{R}, \overline{l}, \overline{\pi}, \overline{f})\) does not resample \( x \) at all. If \( \text{Cla}_x \cap V(G) \) is not empty then it contains a unique point \( y \in V(G) \). If there is \( z \in \text{Var}_G(y) \), then clearly \( x \) is resampled exactly as many times as \( z \). Finally if \( \text{Var}_G(y) \) is empty then clearly for any \( F: V(\overline{G}) \to b \) we have \( y \notin B(F) \), and hence again the Moser-Tardos algorithm does not resample \( x \) at all. This finishes the proof. \( \square \)

3. Preliminaries on landscapes of trees

3.a. Landscapes.

For \( x \in V(G) \times N \) we let \( \overline{x} \) be the first coordinate of \( x \) and we let the **level of** \( x \), denoted by \( \ell(x) \), be the second coordinate of \( x \). For \( i \in N \) and \( V \subset V(G) \times N \) we let \( V_i \) be the subset of those \( x \in V \) for which \( \ell(x) = i \).

Given a variable graph \( G \) we define a relation graph \( \text{Canvas}(G) \) as follows. The set of vertices of \( \text{Canvas}(G) \) is \( V(G) \times N \). For every edge \((x, y)\) of the graph \( \text{Rel}(G) \) and every \( i \in N \) we add an edge \(((x, i), (y, i + 1))\) to \( \text{Canvas}(G) \), with the same label as the label of \((x, y)\).

A **pseudo-landscape** \( L \) is a triple consisting of the following elements.

(i) a variable graph \( G_L \),

(ii) a local rule \( R_L \) on \( G_L \),

(iii) a subgraph \( \text{For}(L) \) of \( \text{Canvas}(G_L) \) such that at each vertex the in-degree is either 0 or 1.

Note that the graph in (iii) is in fact a forest and it will be referred to as the forest of \( L \). We let \( V(L) \) and \( E(L) \) denote respectively the sets of vertices and edges of \( \text{For}(L) \), and we let \( T(L) \) be the set of connected components of \( \text{For}(L) \). For \( \tau \in T(L) \) we let \( \rho(\tau) \in V(\tau) \) be the root, i.e. the unique vertex with minimal level. Finally, we let \( \ell(\tau) \) be the level of \( \tau \), which is by definition equal to \( \ell(\rho(\tau)) \).

We let \( \text{Canvas}(G_L, k) \) to be the subgraph of \( \text{Canvas}(G_L) \) induced on the set \( V(G_L) \times k \) of vertices. The minimal \( k \) such that the forest in (iii) is a subgraph of \( \text{Canvas}(G_L, k) \) is called the **height** of \( L \).

A pseudo-landscape is a **landscape** if for all \( i \in N \) and all distinct \( x, y \in V(L)_i \), we have that the distance between \( \overline{x} \) and \( \overline{y} \) in \( \text{Rel}(G_L) \) is at least 2.

Let \( D, \Delta, \beta \in N \). We say that \( L \) is of of type \((D, \Delta, \beta)\) if the maximal out-degree in \( G_L \) is at most \( D \), the maximal degree in \( \text{Rel}(G_L) \) is at most \( \Delta \), and for every \( x \in V(G_L) \) we have \( |R_L^c(x)| \leq \beta \).

We finish by defining a **decoration** of a landscape \( L \) as consisting of the following data.

1. a function \( \text{FINAL}(L) \in b^{V(G_L)} \)

2. for each \( x \in V(L) \) an element \( \text{PREV}(x) \) of \( R_L^c(\overline{x}) \). In particular \( \text{PREV}(x) \) is a function \( \text{Var}(\overline{x}) \to b \).
(3) a function \( \pi : V(G_L) \to \mathbb{N} \).

Let \( D, \Delta, \beta, N_1, N_2, p \in \mathbb{N} \). We say that a decorated landscape \( \mathcal{L} \) is of type \((D, \Delta, \beta, N_1, N_2, p)\) if it is of type \((D, \Delta, \beta)\) and additionally \( |V(G_L)| \leq N_1, |V(\mathcal{L})| = N_2 \), and \( \text{im}(\pi) \subseteq p \).

3.b. Grounded landscapes.

Let \( \mathcal{L} \) be a landscape. We say that \( \mathcal{L} \) is grounded if all trees of \( \mathcal{L} \) are at level 0. The purpose of this subsection is to define an equivalence relation on landscapes and to show that every landscape is equivalent to a grounded one. We start with several definitions.

We say that \( \mathcal{L} \) is tight if at least one tree is at level 0 and for every tree \( \tau \in T(\mathcal{L}) \) such that \( \ell(\tau) > 0 \) there exist \( \sigma \in T(\mathcal{L}) \) different than \( \tau \), \( x \in V(\sigma) \) and \( y \in V(\tau) \) such that \((x, y)\) is an edge of \( \text{Canvas}(G_L) \). Note that in particular any grounded landscape is tight.

For a vertex \( x \) in \( \text{Canvas}(G_L) \) such that \( \ell(x) > 0 \) we let \( \text{Push}(x) := (\pi, \ell(x) - 1) \). If \( G \) is a subgraph of \( \text{Canvas}(G_L) \) such that for all \( x \in V(G) \) we have \( \ell(x) > 0 \) then we let \( \text{Push}(G) \) be the graph whose set of vertices is \( \{\text{Push}(x) : x \in V(G)\} \) and whose set of edges is \( \{((\text{Push}(x), \text{Push}(y)) : (x, y) \in E(G))\} \).

If for all \( x \in V(\mathcal{L}) \) we have \( \ell(x) > 0 \) then we say that \( \mathcal{L} \) is pushable and we define \( \text{Push}(\mathcal{L}) \) to be the triple consisting of the graph \( G_L \), the local rule \( R_L \), and the graph \( \text{Push}(\text{For}(\mathcal{L})) \).

For \( \tau \in T(\mathcal{L}) \) such that \( \ell(\tau) > 0 \) we let \( \text{Push}(\mathcal{L}, \tau) \) be the triple consisting of the graph \( G_L \), the local rule \( R_L \) and the subgraph of \( \text{Canvas}(G_L) \) which is the union of the graph \( \text{Push}(\tau) \) and of all the graphs in \( T(\mathcal{L}) \setminus \{\tau\} \).

We say that \( \tau \in T(\mathcal{L}) \) is pushable if \( \tau \) is a tree which “witnesses that \( \mathcal{L} \) is not tight”, i.e. such that \( \ell(\tau) > 0 \) and for all \( \sigma \in \mathcal{L} \) different than \( \tau \), and all \( x \in V(\sigma), y \in V(\tau) \) we have that \((x, y)\) is not an edge in \( \text{Canvas}(G_L) \).

The landscapes \( \text{Push}(\mathcal{L}) \) for a pushable \( \mathcal{L} \) and \( \text{Push}(\mathcal{L}, \tau) \), for a pushable \( \tau \) will be referred to as simple pushes. The following is straightforward to check.

**Lemma 3.1.** A simple push of a landscape is a landscape. \( \square \)

Let \((x, y, z)\) be a triple of distinct elements of \( V(\mathcal{L}) \). We say \((x, y, z)\) is rebranchable if \((x, z) \in E(\mathcal{L})\) and \((y, z)\) is an edge of \( \text{Canvas}(G_L) \).

A rebranching of \( \mathcal{L} \) with respect to a rebranchable triple \((x, y, z)\) is a triple consisting of \( G_L, R_L \) and the subgraph \( H \) of \( \text{Canvas}(G_L) \) defined as follows. We let \( V(H) := V(\mathcal{L}) \) and \( E(H) = E(\mathcal{L}) \setminus \{(x, z)\} \cup \{(y, z)\} \). A tree \( \tau \in T(\mathcal{L}) \) is rebranchable if there exists a rebranchable triple \((x, y, z)\) such that \((x, z) \in E(\tau) \).

We say that a pair \((y, z)\) of distinct elements of \( V(\mathcal{L}) \) is joinable if \( z \) is a root of a tree in \( T(\mathcal{L}) \) and \((y, z)\) is an edge in \( \text{Canvas}(G_L) \). A tree \( \tau \in T(\mathcal{L}) \) is joinable if for some \( y \in V(\mathcal{L}) \) the pair \((y, \rho(\tau))\) is joinable.
A *joining* of $L$ with respect to a joinable pair $(y, z)$ is a triple which arises from $L$ by adding the edge $(y, z)$ to $\text{For}(L)$.

The following lemma is straightforward to check.

**Lemma 3.2.** Let $L$ be a landscape.

(i) If $(x, y, z)$ is rebranchable triple then the rebranching of $L$ with respect to $(x, y, z)$ is a landscape.

(ii) If $(y, z)$ is a joinable pair then the joining of $L$ with respect to $(y, z)$ is a landscape.

(iii) $L$ is not tight if and only if $L$ is pushable or there exists $\tau \in T(L)$ which is pushable.

(iv) A tree $\tau \in T(L)$ is pushable if and only if $\ell(\tau) > 0$, it is not rebranchable and it is not joinable. \hfill \Box

We say that two landscapes are *equivalent* if one arises from the other by a sequence consisting of simple pushes, rebranchings and joinings.

**Lemma 3.3.** Every landscape is equivalent to a grounded landscape.

*Proof.* For a landscape $L$ we let $G(L) \subset T(L)$ denote the set of trees at level zero. We prove the lemma by showing that for every landscape $L$ such that $|T(L)| - |G(L)| > 0$ there exists a sequence of simple pushes, rebranchings, and joinings which produces a landscape $K$ for which $|T(K)| - |G(K)| < |T(L)| - |G(L)|$.

Since a simple push does not change $|T(L)|$ and does not decrease $|G(L)|$, we may assume that $L$ is tight. Suppose that $\tau \in T(L)$ is such that $\ell(\tau) > 0$.

Since rebranching does not change $|T(L)|$ nor $|G(L)|$ we may assume that $\tau$ is not rebranchable. Thus, by Lemma 3.2, we may assume that $\tau$ is joinable. However, performing a joining decreases $|T(L)|$ by 1 and leaves $|G(L)|$ unchanged which finishes the proof. \hfill \Box

We finish by noting that if $L$ is a decorated landscape, then simple pushes, rebranchings and joinings of $L$ inherit the decoration from $L$ in the obvious way.

### 3.c. Counting grounded landscapes.

There is an obvious notion of the *isomorphism of landscapes* $K$ and $L$: it is a bijection $V(G_K) \rightarrow V(G_L)$ which induces an isomorphism of the graphs $G_K$ and $G_L$ compatible with the orders on $\text{Var}(x)$ and $\text{Cla}(x)$ and the local rules, and which induces an isomorphism of $\text{For}(K)$ and $\text{For}(L)$. For decorated landscapes we additionally demand that the induced isomorphisms should be compatible with the decorations in the obvious sense.

In this subsection we will count the iso-classes (i.e. isomorphism classes) of grounded decorated landscapes of a given type. We start by counting subtrees of $\text{Canvas}(G_L)$. A $\Delta$-*labelled tree* is an oriented tree such that at each vertex the in-degree is either 0 or 1, and such that the edges are labelled by the elements of $\Delta$ in such a way that at each vertex all the out-going edges have different labels.
Lemma 3.4. Let $\Delta \geq 2$. The number of $\Delta$-labeled trees with $N$ vertices is bounded by
\[
\left(\frac{\Delta^\Delta}{(\Delta - 1)^{\Delta-1}}\right)^N.
\]

Proof. This proof is based on the arguments from [8]. Let $P_0 := 0$ and for a natural number $i > 0$ let $P_i$ be the number of iso-classes of $\Delta$-labelled trees with $i$ vertices. Let
\[
P(X) := \sum_{i=0}^{\infty} P_i X^i,
\]
and let $\rho$ be the radius of convergence of $P(X)$. Clearly it is enough to show that $P(\rho) < 1$ and
\[
\rho \geq \frac{(\Delta - 1)^{\Delta-1}}{\Delta^{\Delta}}.
\]
In fact we will show $P(\rho) \leq \frac{1}{\Delta-1}$.

Note that in a finite $\Delta$-labelled tree there is a unique vertex with in-degree 0, and we call this vertex the root. By considering all the possibilities for the outgoing edges at the root, we arrive at the following equation:
\[
P(X) = X(1 + P(X))^\Delta.
\]

We note that there is only one formal power series $P(X)$ with $P(0) = 0$ which fulfills the above equation.

For $i, j \in \mathbb{N}$ let us define the numbers $Q(i, j) \in \mathbb{N}$ as follows. For all $i \in \mathbb{N}$ we let $Q(i, 0) := 0$, and for all $j > 0$ we let $Q(i, j)$ to be the number of $\Delta$-labelled trees with $j$ vertices and such that all vertices are at the distance at most $i$ from the root. Let
\[
Q_i(X) = \sum_{j=0}^{\infty} Q(i, j) X^j.
\]

The following claim is clear from the definitions.

Claim 3.5. The polynomials $Q_i$ have non-negative real coefficients, and for every $n$ there exists $N$ such that for all $M > N$ we have that the first $n$ coefficients of $Q_M(X)$ are equal to the first $n$ coefficients of $P(X)$. \qed

As a direct corollary we obtain the following claim.

Claim 3.6. If for some $x \in \mathbb{R}$ the sequence $Q_0(x), Q_1(x), \ldots$ converges to $y \in \mathbb{R}$, then the power series $P(X)$ converges at $x$ and we have $P(x) = y$.

We proceed to use the above claim to establish the convergence of $P(X)$ for $X \leq \frac{(\Delta - 1)^{\Delta-1}}{\Delta^{\Delta}}$. It is clear that for any $i$ the sequence $Q(i, 0), Q(i, 1), \ldots$ is non-decreasing. Hence we see that for any $x \geq 0$ we have $Q_0(x) \leq Q_1(x) \leq Q_2(x) \leq \ldots$. Also, it is easy to see that each polynomial $Q_i(X)$ is non-decreasing for $X \geq 0$. It follows that it is enough to show that the sequence $Q_0(\frac{(\Delta - 1)^{\Delta-1}}{\Delta^{\Delta}}), Q_1(\frac{(\Delta - 1)^{\Delta-1}}{\Delta^{\Delta}}), \ldots$ is bounded from above by $\frac{1}{\Delta-1}$.
This is clear for \( Q_0 \left( \frac{(\Delta - 1)\Delta - 1}{\Delta} \right) \), since \( Q_0(X) = X \). Let us prove by induction that for all \( i \in \mathbb{N} \) we have \( Q_i \left( \frac{(\Delta - 1)\Delta - 1}{\Delta} \right) \leq \frac{1}{\Delta - 1} \).

Just like in the case of \( P(X) \), by considering all the possibilities for the outgoing edges at the root, we see that for all \( i \in \mathbb{N} \) we have

\[
Q_{i+1}(X) = X(1 + Q_i(X))^\Delta.
\]

Thus, using the inductive assumption, we have

\[
Q_{i+1} \left( \frac{(\Delta - 1)\Delta - 1}{\Delta} \right) \leq \left( \frac{(\Delta - 1)\Delta - 1}{\Delta} \right)^\Delta \left( 1 + \frac{1}{\Delta - 1} \right)^\Delta = \frac{1}{\Delta - 1},
\]

which finishes the proof.

\[ \square \]

**Lemma 3.7.** Let \( D, \Delta, \beta, N_1, N_2, p \in \mathbb{N} \) and \( \Delta \geq 2 \). The number of iso-classes of grounded decorated landscapes \( \mathcal{L} \) of type \((D, \Delta, \beta, N_1, N_2, p)\) is at most

\[
C \cdot N_2^{N_1} \cdot \left( \frac{\Delta \Delta}{(\Delta - 1)\Delta - 1} \beta \right)^{N_2},
\]

where \( C \) depends only on \((D, \Delta, N_1, p)\).

**Proof.** In fact we will show that the number in question is at most

\[
(1) \; N_1 \cdot (N_1 + 1)^D \cdot (N_1 + 1)^{N_1} \cdot (\Delta!)^N_1 \cdot 2^{\beta \cdot N_1} \cdot b^{N_1} \cdot p^{N_1} \cdot N_1^{N_1} \cdot N_2^{N_2} \cdot \left( \frac{\Delta \Delta}{(\Delta - 1)\Delta - 1} \beta \right)^{N_2}.
\]

Let us explain all the terms in (1). To define a pseudo-landscape of type \((D, \Delta, \beta, N_1, N_2, p)\) we need to define the graph \( G_{\mathcal{L}} \) of max out-degree at most \( D \) on at most \( N_1 \) vertices. There are at most \( N_1 \cdot (N_1 + 1)^D \cdot (N_1 + 1)^{N_1} \) iso-classes of such graphs, because we can define a graph with vertex set \( N_1 \) and for each element of \( N_1 \) we give a sequence of \( D \) elements, each of which is either an element of \( N_1 \) or a special symbol signifying that we put no edge (this special symbol is the reason we have \( N_1 + 1 \) and not simply \( N_1 \)). We need the additional factor \( N_1 \) to specify which of the vertex sets \( 1, 2, \ldots, N_1 \) is the vertex set of \( G_{\mathcal{L}} \).

The variable graph structure, i.e. the choice of orderings of all the sets \( \text{Var}(x) \) and \( \text{Cla}(x) \), \( x \in V(G_{\mathcal{L}}) \), contributes the factor \( (\Delta!)^{N_1} \cdot (\Delta!)^{N_1} \).

We need a local rule \( \mathbf{R}_{\mathcal{L}} \) on \( G_{\mathcal{L}} \). If we fix the graph \( G_{\mathcal{L}} \) with vertex set \( N_1 \) then there are at most \( 2^{\beta \cdot N_1} \) different local rules, because for each vertex \( x \in N_1 \) we need to specify a family of function in \( b^{\text{Var}(x)} \), and there are at most \( 2^{\beta} \) such families.

We need to specify the forest of \( \mathcal{L} \), and we will do it by specifying a sequence of \( \Delta \)-labelled trees \( T(0), T(1), \ldots, T(N_1 - 1) \), such that \( \sum_{i=0}^{N_1} |V(T(i))| = N_2 \). We allow some of the trees \( T(i) \) to have empty vertex sets. By basic enumerative combinatorics and Lemma 3.4
there are at most
\[ N_2^{N_1} \cdot \left( \frac{\Delta^\Delta}{(\Delta - 1)^{\Delta - 1}} \right)^{N_2} \]
such sequences.
Since we are counting decorated landscapes, the choice of $\text{Prev}(x)$ for each $x \in V(\mathcal{L})$ contributes the factor $\beta^{N_2}$.

Finally we need to specify the missing elements of the decoration, i.e. an element $\text{Final}(\mathcal{L}) \in b^{V(G_\mathcal{L})}$ and $\pi \in \pi^{b^{V(G_\mathcal{L})}}$ which contribute the factors $b^{N_1}$ and $p^{N_1}$ respectively. \(\square\)

3.d. The $b$-valued sequences encoded by a decorated landscape.

Let $\mathcal{L}$ be a decorated landscape of height $k$. Let us inductively define assignment functions $\text{Asgn}_k, \text{Asgn}_{k-1}, \ldots, \text{Asgn}_0: V(G_{\mathcal{L}}) \rightarrow b$ as follows. First we let $\text{Asgn}_k = \text{Final}(\mathcal{L})$. Now suppose that $\text{Asgn}_i$ is defined for some $i \in \{1, \ldots, k\}$ and let us define $\text{Asgn}_{i-1}$.

Let $y \in V(G_{\mathcal{L}})$. If there exists no $x \in V(\mathcal{L})_{i-1}$ such that $\overline{y} \in \text{Var}(\pi)$ then we let $\text{Asgn}_{i-1}(y) := \text{Asgn}_i(y)$. Otherwise, since $\mathcal{L}$ is a landscape, there is a unique such $x$, and we let $\text{Asgn}_{i-1}(y) := \text{Prev}(x)(\overline{y})$.

Now for each $x \in V(G_{\mathcal{L}})$ we define a $b$-valued sequence $\text{Seq}(x)$ as follows. First let $\text{Seq}_0(x)$ be the empty sequence and suppose that $\text{Seq}_i(x)$ is defined for some $i < k$. If for some $y \in V(\mathcal{L})_i$ we have $\pi \in \text{Var}(\overline{y})$ then we define $\text{Seq}_{i+1}(x)$ to be the concatenation of $\text{Seq}_i(x)$ and the one element sequence consisting of $\text{Asgn}_{i+1}(x)$. Otherwise we let $\text{Seq}_{i+1}(x) := \text{Seq}_i(x)$. Finally, we let $\text{Seq}(x) := \text{Seq}_k(x)$.

To stress the dependence on $\mathcal{L}$ we might write $\text{Asgn}_i(\mathcal{L}, x)$ and $\text{Seq}(\mathcal{L}, x)$ instead of $\text{Asgn}_i(x)$ and $\text{Seq}(x)$, respectively. The following lemma is easy to check.

**Lemma 3.8.** Let $\mathcal{K}$ and $\mathcal{L}$ be equivalent decorated landscapes. For all $x \in V(G_{\mathcal{L}}) = V(G_{\mathcal{K}})$ we have $\text{Seq}(\mathcal{K}, x) = \text{Seq}(\mathcal{L}, x)$. \(\square\)

3.e. Landscape restrictions.

Let $\mathcal{L}$ be a landscape and let $H$ be a subgraph of $G_{\mathcal{L}}$. We consider $H$ to be a variable graph by inducing the order on $N_H(x)$ and $N_{\mathcal{G}_L}(x)$ from $N_{G_{\mathcal{L}}}(x)$ and $N_{G_{\mathcal{L}}}(x)$ respectively. We proceed to define a new landscape $\text{Res}_{\mathcal{L}}(H)$ referred to as the restriction of $\mathcal{L}$ to $H$.

For brevity let us denote $\text{Res}_{\mathcal{L}}(H)$ by $\mathcal{K}$. We set $G_{\mathcal{K}} := H$, and the local rule $\mathcal{R}_{\mathcal{K}}$ is defined as follows. If for $x \in V(H)$ we have $\text{Var}_H(x) = \text{Var}_{G_{\mathcal{L}}}(x)$ then we set $\mathcal{R}_{\mathcal{K}}(x) := \mathcal{R}_{\mathcal{L}}(x)$. Otherwise we let $\mathcal{R}_{\mathcal{K}}(x) := \mathcal{P}(b^{\text{Var}_H(x)})$.

Finally we define $T(\mathcal{K})$ as follows: for every tree $\tau$ in $T(\mathcal{L})$ we add to $T(\mathcal{K})$ the connected components of the forest $\tau \cap H$. This finishes the definition of the pseudo-landscape $\mathcal{K}$. By construction it is a landscape. If $\mathcal{L}$ is decorated then we induce a decoration on $\mathcal{K}$ from $\mathcal{L}$ in the only sensible way.
We will say that the restriction $\text{Res}_L(H)$ is \emph{faithful at a vertex $x \in V(H)$} if $\text{Var}_H(y) = \text{Var}_{G_L}(y)$ for every $y$ such that $x \in \text{Var}_{G_L}(y)$. The following lemma is easy to check.

**Lemma 3.9.** Let $K$ be a restriction of $L$ which is faithful at some vertex $x$. Then $\text{SEQ}_K(x) = \text{SEQ}_L(x).$ \hfill $\square$

If $V \subset V(G_L)$ then $\text{Res}_L(V)$ denotes the restriction to the graph induced on $V$ from $G_L$.

4. Local Lemma on Borel graphs of subexponential growth

4.a. Analysis of the Moser-Tardos algorithm.

Let $G$ be a Borel graph and let $d : V(G) \times V(G) \to \mathbb{N} \cup \{\infty\}$ be the metric induced by the graph distance in $G$. For $F \subset V(G)$ and $i \in \mathbb{N}$ we define $F_{-i}$ to be the set of those $x \in F$ such that for any $y \notin F$ we have $d(x, y) \geq i$. Furthermore, for $x \in V(G)$ and $r \in \mathbb{N}$ we let $B(x, r) := \{y \in V(G) : d(x, y) \leq r\}$ be the ball of radius $r$ around $x$. We say that a partition $\pi$ of $V(G)$ is $r$-sparse if for every $x \in V(G)$ the different points of $B(x, r)$ belong to different parts of $\pi$.

The great majority of the work needed to obtain a Borel version of Local Lemma is contained in the following theorem. Recall that $X(G, R)$ is defined to be the set $\{x \in V(G) : R(x) \neq b^{\text{Var}(x)}\}$, i.e. it is the subset of $V(G)$ where the rule $R$ is non-trivial.

**Theorem 4.1.** Let $(G, R, I, \pi, f)$ be a long Moser-Tardos tuple such that $\sup_{x \in V(G)} N_G(x) < \infty$. Let us denote $D := \sup_{x \in V(G)} |\text{Var}(x)|$, $\Delta := \sup_{x \in V(G)} |\text{Rel}(G)(x)|$, and $\beta := \sup_{x \in \Omega} |R^c(x)|$, and let us assume that there are $\varepsilon \in (0, 1)$ and $n \in \mathbb{N}$ be such that the following conditions hold.

1. For any bounded Borel function $g : V(G) \to \mathbb{N}$ supported on $X(G, R)$ there exists a finite set $F \subset V(G)$ which is contained in $B(y, n)$ for some $y \in V(G)$, such that
   \[
   \max_{x \in V(G)} g(x) \leq \sum_{x \in F} g(x) < (1 + \varepsilon) \cdot \sum_{x \in F_{-3}} g(x). 
   \]

2. We have $\Delta \geq 2$ and
   \[
   b^{(1-\varepsilon)D} \geq \frac{\Delta^\Delta}{(\Delta - 1)^{\Delta - 1}} \cdot \beta, 
   \]

3. The partition $\pi$ is $n$-sparse.

Then there exist constants $K > 0$ and $M \in \mathbb{N}$ such that for all $k \in \mathbb{N}$ and all $N > M$, the probability that the $k$-step Moser-Tardos algorithm resamples some point more than $N$ times is bounded by $b^{-NK}$.

**Remark 4.2.** (i) As explained in Remark 2.3, the implied probability space in the theorem above is the space $b^{p \times k}$ with the uniform probability measure.

(ii) We also note that $\sup_{x \in V(G)} N_G(x) < \infty$ implies $\beta, D, \Delta < \infty$.

**Proof of Theorem 4.1.** We start by proving the following reduction.
Claim 4.3. Without any loss of generality we may assume that for all $x \in X(\mathcal{G}, \mathbf{R})$ we have $|\text{Var}(x)| = D$.

Proof of Claim. If this is not the case then we construct a new long Moser-Tardos tuple $(\overline{\mathbf{G}}, \overline{\mathbf{R}}, \overline{\mathbf{I}}, \overline{\pi}, \overline{f})$ as follows.

We define $V(\overline{\mathbf{G}}) := V(\mathbf{G}) \cup (V(\mathbf{G}) \times \Delta)$, and

$$E(\overline{\mathbf{G}}) := E(\mathbf{G}) \cup \{(x, (x, i)) : x \in V(\mathbf{G}), i \geq |\text{Var}_x(\mathbf{G})|\}.$$ 

It is easy to see that $\overline{\mathbf{G}}$ is a Borel graph. It is also easy to see that $V(\mathbf{G})$ and $V(\mathbf{G}) \times \Delta$ are disjoint sets.\(^1\) It follows that $\overline{\mathbf{G}}$ is an induced subgraph of $\overline{\mathbf{G}}$, and by construction we see that for all $x \in V(\mathbf{G})$ we have $|\text{Var}_x(\mathbf{G})| = D$.

Let $\overline{\mathbf{R}}$ be the Borel local rule for $\mathbf{G}$ defined as follows. For $x \in V(\mathbf{G})$ we let $f \in \overline{\mathbf{R}}(x)$ if and only if the restriction of $f$ to $\text{Var}_x(\mathbf{G})$ is an element of $\mathbf{R}(x)$. For $x \notin V(\mathbf{G})$ we let $\overline{\mathbf{R}}(x)$ be the unique empty function (note that for $x \notin V(\mathbf{G})$ the set $\text{Var}_x(\mathbf{G})$ is empty).

Note that $\text{Rel}(\mathbf{G})$ is an induced subgraph of $\text{Rel}(\overline{\mathbf{G}})$, and that its complement is a Borel graph with no edges. This allows to easily extend the independence function $I$ for $\text{Rel}(\mathbf{G})$ to an independence function $\overline{I}$ for $\text{Rel}(\overline{\mathbf{G}})$.

Recall that $p$ denotes the number of parts in the partition $\pi$. We extend the partition $\pi$ of $V(\mathbf{G})$ to a partition $\overline{\pi}$ of $V(\overline{\mathbf{G}})$ by adding to it sets $W_j \times \{i\}$, for $j \in p$ and $i \in \Delta$, in an arbitrary order.

It is straightforward to see that the tuple $(\overline{\mathbf{G}}, \overline{\mathbf{R}}, \overline{\mathbf{I}}, \overline{\pi}, \overline{f})$ fulfils all the conditions of Theorem 4.1, and additionally for all $x \in X(\mathbf{G}, \mathbf{R})$ we have $|\text{Var}_x(\mathbf{G})| = D$. Now the statement of the claim follows from Lemma 2.4. \qed

Thus from now on we assume that for all $x \in X(\mathbf{G}, \mathbf{R})$ we have $|\text{Var}(x)| = D$. Let us define, for all $k \in \mathbb{N}$ and all $\text{rnd} \in \mathcal{B}^{p \times k}$, a decorated landscape $\mathcal{L} = \mathcal{L}(\text{rnd})$ using the functions $M_0(\text{rnd}), \ldots, M_k(\text{rnd})$ given by the $k$-step Moser-Tardos algorithm.

We let $\mathcal{G}_\mathbf{L} := \mathbf{G}$, $\mathbf{R}_\mathbf{L} := \mathbf{R}$, and the forest in $\text{Canvas}(\mathcal{G}_\mathbf{L})$ is defined as follows. For $i = 0, \ldots, k - 1$ we let $V(\mathcal{L})_i := IB(M_i) \times \{i\}$. We claim that for $i \in k - 1$ and $x \in V(\mathcal{L})_i$ there exists $y \in V(\mathcal{L})_i$ such that $\overline{x}$ and $\overline{y}$ are connected in $\text{Rel}(\mathbf{G})$. Indeed, otherwise it is easy to check that $x$ must be in $B(M_i)$ which contradicts the maximality property of $IB(M_i)$.

Now given $x \in V(\mathcal{L})_{i + 1}$ let $z$ be the vertex in $V(\mathcal{L})_i$ such that $\overline{z} \leq \overline{y}$ for all $y \in V(\mathcal{L})_i$ for which $\overline{x}$ and $\overline{y}$ are connected in $\text{Rel}(\mathbf{G})$. In particular there is an edge from $z$ to $x$ in $\text{Canvas}(\mathcal{G}_\mathbf{L})$ and we add this edge to our forest.

\(^1\)To prove it one needs to fix a definition of an ordered pair. We use the most standard definition due to Kuratowski. An alternative would be to explicitly define $V(\mathbf{G})$ to be a disjoint union of $V(\mathbf{G})$ and $V(\mathbf{G}) \times \Delta$. 


The decoration is defined as follows. The function \( \pi : V(\mathcal{G}) \to \mathbb{N} \) is already defined; we let \( \text{FINAL}(\mathcal{L}) := M_k \) and for \( x = (\overline{x}, \ell(x)) \in V(\mathcal{L}) \) we let \( \text{PREV}(x) \) to be the function \( M_{\ell(x)} \) restricted to \( \text{Var}(x) \).

The following claim is easy to check.

\textbf{Claim 4.4.} For \( x \in V(\mathcal{G}) \) we have \( \text{SEQ}_{\mathcal{L}(\text{rand})}(x) = \text{USED}(\text{rand}, x) \). \( \square \)

Let \( g(\text{rand}) : V(\mathcal{G}) \to b \) be the function \( x \mapsto |V(\mathcal{L}) \cap (\{x\} \times \mathbb{N})| \). It is routine to check that \( g(\text{rand}) \) is Borel. Furthermore, clearly for \( \text{rand} \in b^{p \times k} \) we have that \( g(\text{rand}) \) is bounded by \( k \). Let \( F(\text{rand}) \subset V(\mathcal{G}) \) be the set guaranteed for the function \( g(\text{rand}) \) by the first assumption in the statement of Theorem 4.1.

Recall that \( S \) is the set of all finite \( b \)-valued sequences. Let \( L \) be the set of (the iso-classes of) the grounded landscapes, including the empty landscape. The length of \( s \in S \) will be denoted by \( |s| \). If \( h : p \to S \) then we let \( \text{concat}(h) \) be the concatenation of the sequences \( h(0), h(1), \ldots, h(p-1) \).

We proceed to define an injective map

\[ \zeta : b^{p \times k} \to \mathcal{P}(p) \times S \times L. \]

If \( |V(\mathcal{L}(\text{rand}))| \) is empty then we let

\[ \zeta(\text{rand}) := (\emptyset, \text{concat}(\text{rand}), \text{empty landscape}). \]

Otherwise we let \( \mathcal{K}(\text{rand}) \) be a grounded landscape equivalent to \( \text{Res}_{\mathcal{L}(\text{rand})}(F(\text{rand})) \), and we define

\[ \zeta(\text{rand}) := (\pi(F(\text{rand})_{-2}), \text{concat}(U(\text{rand})), \mathcal{K}(\text{rand})), \]

where \( U(\text{rand}) \) is defined as follows: if \( i \in \pi(F(\text{rand})_{-2}) \) then we let \( U(\text{rand})(i) \) be the sequence \( \text{UNUSED}(\text{rand}, x) \), and otherwise we let \( U(\text{rand})(i) \) be the sequence \( \text{rand}(i) \).

Let us argue that \( \zeta \) is indeed an injection. First note that for any set \( F \) the restriction of \( \mathcal{L}(\text{rand}) \) to \( F \) is faithful at all vertices in \( F_{-2} \). By Lemmas 3.8 and 3.9 It follows that if \( y \in F(\text{rand})_{-2} \) then \( \text{SEQ}_{\mathcal{K}(\text{rand})}(y) \) is equal to \( \text{USED}(\text{rand}, y) \).

Let us argue that we can recover the function \( U(\text{rand}) \) from the triple \( (\pi(F(\text{rand})_{-2}), \text{concat}(U(\text{rand})), \mathcal{K}(\text{rand})) \). It is enough to show that we can recover the lengths \( |U(\text{rand})(i)| \) for \( i \in p \) from the pair \( (\pi(F(\text{rand})_{-2}), \mathcal{K}(\text{rand})) \). This is possible since since \( \pi \) assigns different values to all the vertices of \( G_{\mathcal{K}(\text{rand})} \). In particular knowing \( \pi(F(\text{rand})_{-2}) \) allows us to deduce which vertices of \( G_{\mathcal{K}(\text{rand})} \) belong to \( F(\text{rand})_{-2} \), and so we can recover the lengths \( |U(\text{rand})(i)| \) as follows:

\[ |U(\text{rand})(i)| = \begin{cases} k - |\text{SEQ}_{\mathcal{K}(\text{rand})}(y)| & \text{if } i \in \pi(F(\text{rand})_{-2}), \\ k & \text{otherwise} \end{cases} \]

Now it is easy to recover \( \text{rand} \). For \( i \notin \pi(F(\text{rand})_{-2}) \) we have \( \text{rand}(i) = U(\text{rand})(i) \), and for \( x \in F(\text{rand})_{-2} \) we have that \( \text{rand}(\pi(y)) \) is a concatenation of \( \text{UNUSED}(\text{rand}, y) = U(\text{rand})(\pi(y)) \) and \( \text{USED}(\text{rand}, y) = \text{SEQ}_{\mathcal{K}(\text{rand})}(y) \). This establishes that the map \( \zeta \) is an injection.
Let us denote \( N_1 := \max_{y \in V(G)} |B(y, n)|. \) Since we assume \( \sup_{x \in V(G)} N_G(x) < \infty \), we have that \( N_1 \) is finite.

**Claim 4.5.** Let \( N_2 \in \mathbb{N} \). Let \( \mathcal{K} \) be a grounded landscape of type \((D, \Delta, \beta, N_1, N_2, p)\) and let \( A \in \mathcal{P}(p) \). The number of points in \( \text{im}(\zeta) \) with the first and the third coordinate equal to, respectively, \( A \) and \( \mathcal{K} \) is bounded by

\[
(1 - \varepsilon)N_2 \cdot D.
\]

**Proof of Claim.** We are counting the possible sequences \( \text{concat}(U(\text{rnd})) \) for those \( \text{rnd} \in b^{p \times k} \) such that \( \pi(F(\text{rnd})_{-2}) = A \) and \( \mathcal{K}(\text{rnd}) = \mathcal{K} \).

Clearly \( \text{concat}(U(\text{rnd})) \) is a \( b \)-valued sequence of length equal to \( p \cdot k \) minus “the number of bits used by the \( k \)-step Moser-Tardos algorithm for resampling points in \( F(\text{rnd})_{-2} \),” i.e.

\[
\sum_{x \in F(\text{rnd})_{-2}} h_k(x).
\]

The latter sum is easily seen to be at least \( |V(L) \cap (F(\text{rnd})_{-3} \times \mathbb{N})| \) times \( D \). This is because whenever we have a point \( y \in V(L) \cap (F(\text{rnd})_{-3} \times \mathbb{N}) \), we have that in the Moser-Tardos algorithm’s passage from \( M_{l(y)} \) to \( M_{l(y) + 1} \) all the elements of \( \text{Var}(\overline{y}) \) got resampled, and clearly \( \text{Var}(\overline{y}) \subseteq F(\text{rnd})_{-2} \).

The number of points in \( V(L) \cap (F(\text{rnd})_{-3} \times \mathbb{N}) \) is, by the inequality (4), at least \( \frac{1}{1 + \varepsilon} N_2 \geq (1 - \varepsilon)N_2 \). Thus all in all we see that \( \text{concat}(U(\text{rnd})) \) is a \( b \)-valued sequence of length at most \( pk - (1 - \varepsilon)N_2 \cdot D \), which establishes the lemma. \( \square \)

For \( N_2 \in \mathbb{N} \) let \( P(N_2) \) be the probability that \( \text{rnd} \in b^{p \times k} \) is such that \( V(\mathcal{K}(\text{rnd})) = N_2 \). Since \( \zeta \) is an injection we have that \( P(N_2) \cdot b^{p \times k} \) is equal to the number of elements in \( \text{im}(\zeta) \) whose fourth coordinate is a grounded landscape of type \((D, \Delta, \beta, N_1, N_2, p)\). This, together with Lemma 3.7 and Claim 4.5 allows us to bound \( P(N_2) \) from above. After taking base-\( b \) logarithms, denoted by \( \log \), we obtain

\[
\log(P(N_2) \cdot b^{pk}) = \log(P(N_2)) + pk \leq \leq pk - (1 - \varepsilon)N_2 \cdot D + \log(C) + N_1 \log(N_2) + N_2 \log(b\Delta)_{\Delta - 1} \Delta^{-1} \cdot \beta)
\]

where \( C \) is the constant from Lemma 3.7. In particular, \( C \) does not depend on \( N_2 \).

After subtracting \( pk \) from both sides and dividing both sides by \( N_2 \), we obtain

\[
\frac{1}{N_2} \log(P(N_2)) \leq \frac{\log(C) + N_1 \log(N_2)}{N_2} - (1 - \varepsilon)D + \log(b\Delta)_{\Delta - 1} \Delta^{-1} \cdot \beta)
\]

Note that the term \( \frac{\log(C) + N_1 \log(N_2)}{N_2} \) converges to 0 as \( N_2 \to \infty \). Because of that and the assumption (6), we see that there exist constants \( K > 0 \) and \( M \in \mathbb{N} \), both independent of \( N_2 \), such that for all \( N_2 > M \) we have

\[
\log(P(N_2)) \leq -N_2 K,
\]
and so \( P(N_2) \leq b^{-N_2} K \).

Let \( Q(N_2) \) be the probability that \( \text{rnd} \in b^{p \times k} \) is such that \( |V(K(\text{rnd}))| > N_2 \). Clearly \( Q(N_2) = \sum_{n_2 > N_2} P(n_2) \), and after making \( K \) smaller if necessary we see that for \( N_2 > M \) we have \( Q(N_2) \leq b^{-N_2} K \).

The claim of the theorem now easily follows: Let \( G \subset b^{p \times k} \) be the set of those \( \text{rnd} \) such that \( V(K(\text{rnd})) > N_2 \). We just showed that the measure of \( G \) is at most \( b^{-N_2} K \). We claim that if \( \text{rnd} \notin G \) then the \( k \)-step Moser-Tardos algorithm resamples each point less than \( \Delta \cdot N_2 \) times.

Indeed, let us assume that this is not the case and let \( x \in V(G) \) be a point which is resampled at least \( \Delta \cdot N_2 \) times. However, since \( \Delta = \sup_{x \in V(G)} |N_{\text{rel}}(x)| \), we see that in particular there are at most \( \Delta \) points \( y \in V(G) \) such that \( x \in \text{Var}(y) \). It follows that for one of these points \( y \) we have \( |V(L(\text{rnd})) \cap \{y\} \times \mathbb{N}| \geq N_2 \). Hence, by by the choice of the set \( F(\text{rnd}) \), we have \( |V(K(\text{rnd}))| \geq N_2 \), which is a contradiction with the fact that \( \text{rnd} \notin G \).

Thus in order to finish the proof of Theorem 4.1 we would let \( K := \frac{K}{\Delta} \) if we only cared about numbers \( N \) which are multiples of \( \Delta \). It is straightforward to see that taking \( K := \frac{K}{\Delta} \) works for all \( N \).

4.b. Borel Local Lemma.

Let us start by showing that the first item of Theorem 4.1 is automatically fulfilled for arbitrary \( \varepsilon \) and large enough \( n \) if \( G \) is of uniformly subexponential growth.

**Lemma 4.6.** Let \( \varepsilon > 0 \) and let us assume that \( n \in \mathbb{N} \) is such that for all \( x \in V(G) \) we have \( B(x, 3n) \leq (1 + \varepsilon)^n \). Let \( g : V(G) \to \mathbb{N} \) be a bounded Borel function which assumes its maximum at some point \( y \in V(G) \). Then there exists \( r \in \{3, \ldots, 3n\} \) such that

\[
\sum_{x \in B(y, r)} g(x) < (1 + \varepsilon) \cdot \sum_{x \in B(y, r - 3)} g(x).
\]

**Proof.** Suppose that for all \( r \in \{3, \ldots, 3n\} \) the inequality (4) does not hold. Then

\[
\sum_{x \in B(y, 3n)} g(x) \geq (1 + \varepsilon)^n \cdot g(y).
\]

Since \( B(y, 3n) \leq (1 + \varepsilon)^n \), we deduce that for some \( z \in B(x, 3n) \) we have \( g(z) > g(y) \), which contradicts the maximality of \( g(y) \). \( \square \)

We are ready to give a criterion when the functions returned by the Moser-Tardos algorithm converge pointwise to a Borel function.

**Theorem 4.7.** Let \((G, R, I, \pi, f)\) be a long Moser-Tardos tuple such that \( G \) has a uniformly subexponential growth. Let \( \Delta \) be the maximal degree in \( \text{rel}(G) \), and let us assume
that $\Delta \geq 2$ and that for all $x \in V(\mathcal{G})$ we have

$$1 - \frac{|R(x)|}{b^{\var(x)}} < \frac{(\Delta - 1)^{\Delta - 1}}{\Delta \Delta}.$$  \hspace{1cm} (5)

If $\pi$ is $m$-sparse for sufficiently large $m$ then there exists a constant $K > 0$ such that the probability that the $N$-step Moser-Tardos algorithm for $(\mathcal{G}, R, I, \pi, f)$ resamples some point more than $N$ times is bounded by $b^{-NK}$.

In particular, the functions $M_0, M_1, \ldots$ returned by the Moser-Tardos algorithm converge with probability 1 to a Borel function which satisfies $R$.

**Proof.** Let us first explain the “In particular” part. Note that the functions $M_i, i \in \mathbb{N}$ are bounded Borel functions. Thus if their pointwise limit exists, it is automatically a Borel function.

By the main part of the theorem we have that with probability 1 there exists a constant $N$ such that the $N$-step Moser-Tardos Algorithm resamples at most $N$ times. Since $\mathcal{G}$ is of uniformly subexponential growth, in particular balls of finite radii in $V(\mathcal{G})$ are finite.

Thus for every $x \in V(\mathcal{G})$ there exists $i$ such that for all $j \geq i$ we have that $B(x, 4) \cap IB(M_j) = \emptyset$. This shows that in fact $B(x, 2) \cap B(M_j) = \emptyset$ for all $j \geq i$. This implies that for $j \geq i$ we have that the restriction of $M_j$ and $M_i$ to $B(x, 2)$ are equal. This together with the fact that $x \notin B(M_j)$ for $j \geq i$ establishes the “In particular” part.

**Claim 1.** In order to prove the theorem it is enough to establish the existence of a constant $K > 0$ with the property that for every $k$ the probability that there exists $x \in V(\mathcal{G})$ such that the $k$-step Moser-Tardos algorithm resamples $x$ more than $N$ times is bounded by $b^{-NK}$.

**Proof of Claim.** For $i \in \mathbb{N}$ the product measure on on $b^{p \times i}$ will be denoted by $\mu_i$, and the product measure on $b^{p \times N}$ will be denoted by $\mu$. Let $\pi_i : b^{p \times N} \to b^{p \times i}$ be the restriction to the first $i$ coordinates.

Let $U_i \subset b^{p \times i}$ be the set of those $\text{rnd}$ for which the $i$-step Moser-Tardos algorithm resamples each point at most $N$ times. Let us assume that for all $i \in \mathbb{N}$ we have $\mu(U_i) \geq 1 - b^{-NK}$.

Let $V_i := \pi_i^{-1}(U_i)$. Note that we have $\mu(V_i) \geq 1 - b^{NK}$ and for $j \geq i$ we have $V_j \subset V_i$. It follows that $\mu(\bigcap_{i \in \mathbb{N}} V_i) \geq 1 - b^{NK}$ and the claim follows since for any $\text{rnd} \in \bigcap_{i \in \mathbb{N}} V_i$ the $N$-step Moser-Tardos algorithm resamples each point at most $N$ times. \hspace{1cm} $\square$

Thus we proceed to show the existence of a constant $K > 0$ such that for every $k$ the probability that the $k$-step Moser-Tardos algorithm resamples some point more than $N$ times is bounded by $b^{-NK}$.

Let $D := \sup_{x \in V(\mathcal{G})} |\var(x)|$ and $\beta := \sup_{x \in \Omega} |R^c(x)|$. Since we assume (5), we also have

$$\frac{\beta}{b^{D}} < \frac{(\Delta - 1)^{\Delta - 1}}{\Delta \Delta}.$$
Thus we can fix a number $\varepsilon \in (0, 1)$ such that
$$b(1-\varepsilon)D > \frac{\Delta^\Delta}{(\Delta - 1)^{\Delta-1}} \beta.$$  

Since $G$ is of uniformly subexponential growth, we can fix a number $n \in \mathbb{N}$ such that $|B(x, 3n)| < (1+\varepsilon)^n$.

Let us assume that $\pi$ is $3n$-sparse. We claim that all the conditions of Theorem 4.1 are fulfilled with $\varepsilon$ and $3n$. Indeed, the first item of Theorem 4.1 follows from Lemma 4.6 and the second one follows from the inequality (6). Thus we can apply Theorem 4.1, which finishes the proof of Theorem 4.7.

**Corollary 4.8** (Borel Local Lemma). Let $G$ be a Borel variable graph and let $R$ be a Borel local rule on $G$. Furthermore let us assume that the graph $\text{Rel}(G)$ is of uniformly subexponential growth, and let $\Delta$ be the maximal degree in $\text{Rel}(G)$. If for all $x \in V(G)$ we have
$$1 - \frac{|R(x)|}{|\text{Var}(x)|} < \frac{(\Delta - 1)^{\Delta-1}}{\Delta^\Delta},$$
then there exists a Borel function $f : V(G) \to b$ which satisfies $R$.

**Proof.** By Lemma A.3 in the appendix, there exists an independence function for $\text{Rel}(G)$ so we let $I$ be such an independence function. Let $m \in \mathbb{N}$ be as in the previous theorem. By Lemma A.4 on the appendix, we can let $\pi$ to be an $m$-sparse partition of $V(G)$. Finally let $f : V(G) \to b$ be a constant function equal to 0 everywhere.

If $\Delta = 1$ then it means that the sets $\text{Var}(x)$, $x \in V(G)$, are pairwise disjoint. In this case it is very easy to see that the functions $M_0, M_1, \ldots$ returned by the $N$-step Moser-Tardos algorithm for $(G, R, I, \pi, f)$ converge with probability 1 to a Borel function which satisfies $R$. As always, probability is with respect to the choice of the random seed $\text{rnd} \in b^\times \mathbb{N}$.

If $\Delta \geq 2$ then $M_0, M_1, \ldots$ also converge with probability 1 to a Borel function which satisfies $R$, by Theorem 4.7.

**Appendix A. Some standard lemmas**

We provide this appendix only for reader’s convenience, as all the results are standard. We start with the following lemma.

**Lemma A.1.** Let $\Omega$ be a standard Borel space and let $(U, \gamma)$ be a Borel arrow on $\Omega$. There exists a partition of $U$ into disjoint Borel sets $U_0, U_1, \ldots$, such that for $x \in U_0$ we have $\gamma(x) = x$ and for all $i > 0$ and $x \in U_i$ we have $\gamma(x) \notin U_i$.

**Proof.** By Kuratowski’s theorem on standard Borel spaces we might as well assume that $\Omega \subset [0, 1)$. Let $d : \Omega \times \Omega \to [0, 1)$ be the standard metric on $\Omega$. Let $U_0 := \{x \in U : \gamma(x) = x\}$, and let $V := U \setminus U_0$. Let $V_n := \{x \in V : d(x, \gamma(x)) > \frac{1}{n}\}$. Let us fix $n$ and let $W := V_n$. 


Clearly it is enough to partition \( W \) into countably many sets \( W_i, i = 0, 1, \ldots \) such that for \( x \in W_i \) we have \( \gamma(x) \not\in W_i \).

For \( j \in \mathbb{N} \) let \( A_j := \left( \frac{1}{j}, \frac{j+1}{n} \right) \). Note that \( \gamma(A_j) \cap A_j = \emptyset \). Thus we also have \( \gamma(A_j \cap W) \cap A_j \cap W = \emptyset \), and we may define \( W_j := A_j \cap W \).

**Corollary A.2.** Let \( G \) be a locally finite Borel graph without self-loops. There exists a sequence \( S = ((V_0, \gamma_0), (V_1, \gamma_1), \ldots) \) of Borel arrows on \( V(G) \) such that \( G = G(S) \), and with the property that for all \( i \in \mathbb{N} \) we have \( N_G(U_i) \cap U_i = \emptyset \).

**Proof.** The previous lemma, together with the assumption about the self loops, show that we can find a sequence \( S = ((U_0, \gamma_0), (U_1, \gamma_1), \ldots) \) of Borel arrows such that \( G = G(S) \), and such that for all \( i \in \mathbb{N} \) we have \( U_i \cap \gamma_i(U_i) = \emptyset \).

Let \( \mathbb{P} \) be the set of all finite sets of natural numbers. Let \( M : V(G) \to \mathbb{P} \) be defined as follows. For \( x \in V(G) \) we let \( M(x) \) be the set of those \( i \) such that \( x \in U_i \) and there is no \( j < i \) such that \( x \in U_j \) and \( \gamma_j(x) = \gamma_i(x) \). It is not difficult to check that \( M \) is a Borel function (i.e. for \( s \in \mathbb{P} \) we have that \( M^{-1}(s) \) is a Borel set).

Now for \( i \in \mathbb{N} \) and \( s \in \mathbb{P} \) we define \( U(i, s) := U_i \cap M^{-1}(s) \) and let \( \gamma(i, s) \) be the restriction of \( \gamma_i \) to \( U(i, s) \). Clearly the sets \( U(i, s) \) are Borel, and the family \( \mathcal{S} \) of Borel arrows \( ((U(i, s), \gamma(i, s))), i \in \mathbb{N}, s \in \mathbb{P} \) has the property that \( G = G(S) = G(\mathcal{S}) \).

Let us argue that for \( x \in U(i, s) \) we have \( N_G(x) \cap U(i, s) = \emptyset \). By the definition of \( M \) we have \( U(i, s) \subset \bigcup_{j \leq s} U_j \) and \( N_G(x) = \{ \gamma_j(x) : j \in s \} \). Now the lemma follows because for all \( i \in \mathbb{N} \) we have \( U_i \cap \gamma_i(U_i) = \emptyset \).

Let \( G \) be Borel graph and let \( \mathcal{B} \) be the Borel \( \sigma \)-algebra of \( V(G) \). Recall that an independence function for \( G \) is a function \( I : \mathcal{B} \to \mathcal{B} \) such that for \( X \in \mathcal{B} \) the set \( I(X) \) is a maximal subset of \( X \) which is independent in \( G \).

**Lemma A.3.** Let \( G \) be a locally finite Borel graph. There exists an independence function \( I \) for \( G \).

**Proof.** Let us first note that that Lemma A.1 implies in particular that the operation of removing all self-loops from \( G \) results in a Borel graph. Note also that if \( I \) is an independence function for “\( G \) with self-loops removed” then it is also an independence function for \( G \). Thus we may just as well assume that \( G \) does not have self-loops.

Furthermore, we have that \( I \) is an independence function for \( G \) if and only if it is an independence function for the symmetrization of \( G \), so we may assume that \( G \) is symmetric.

If \( V(G) \) is countable we can use the following greedy algorithm: first we fix an enumeration \( x_0, x_1, \ldots \) of \( V(G) \) and for \( X \subset V(G) \) we define \( I(X) \) inductively as follows. We let \( X_0 \) be equal to \( \{ x_0 \} \cap X \). Assume that \( X_i \) is defined for some \( i \in \mathbb{N} \) and let \( X_{i+1} := X_i \cup ((\{ x_{i+1} \} \cap X) \setminus N(X_i)) \). Finally we let \( I(X) := \bigcup_{i \in \mathbb{N}} X_i \). It is clear that \( I \) has all the required properties.
Corollary A.2 allows us to adapt this algorithm to an arbitrary Borel graph $G$. Indeed, let $S = ((V_0, \gamma_0), (V_1, \gamma_1), \ldots)$ be a sequence of Borel arrows as in Corollary A.2, and let $X \in \mathcal{B}$. We let $X_0 := V_0 \cap X$ and we assume that $X_i$ is defined for some $i \in \mathbb{N}$. Now we define $X_{i+1} := X_i \cup ((V_{i+1} \cap X) \setminus N(X_i))$ and $I(X) := \bigcup_{i \in \mathbb{N}} X_i$.

It is clear that $I(X)$ is a Borel subset of $X$. The independence of $I(X)$ follows from Corollary A.2. Indeed it is enough to inductively show that the sets $X_0, X_1, \ldots$ are independent sets. For $X_0$ it follows directly from Corollary A.2, so let assume that we know it for some $i$.

Consider the graph on the vertex set $X_{i+1}$ induced from $G$. We need to show that it has no edges. By definition we have $X_{i+1} := X_i \cup ((V_{i+1} \cap X) \setminus N(X_i))$. There are no edges between points of $X_i$ and $X_{i}$ by the inductive assumption. There are also no edges between points of $(V_{i+1} \cap X) \setminus N(X_i)$ and $(V_{i+1} \cap X) \setminus N(X_i)$ by Corollary A.2. Finally there are clearly no edges between $X_i$ and $(V_{i+1} \cap X) \setminus N(X_i)$. This finishes the proof of the independence of $I(X)$.

Let us finally argue about the maximality of $I(X)$. Suppose there is $x \in X \setminus I(X)$ such that $I(X) \cup \{x\}$ is independent. Let $i \in \mathbb{N}$ be the smallest natural number such that $x \in V_i$. If $i = 0$ then clearly $x \in X_0$. Thus let us assume $i > 0$. Since $I(X) \cup \{x\}$ is independent we have $x \notin N(X_{i-1})$ and so $x \in X_i$. Since $X_i \subset I(X)$ we have $x \in I(X)$ which finishes the proof.

Lemma A.4. Let $G$ be a Borel graph such that $\sup_{x \in V(G)} |N(x)| < \infty$ and let $r \in \mathbb{N}$. There exists a Borel partition of $V(G)$ which is $r$-sparse.

Proof. Let $H$ be the Borel graph defined as follows. We let $V(H) := V(G)$ and we let $(x, y) \in E(H)$ if the distance between $x$ and $y$ in $G$ is at most $n$. Let $I$ be an independence function for $H$.

We proceed to inductively define a sequence of pair-wise disjoint Borel subsets $W_0, W_1, \ldots$ of $V(H)$ as follows: let $W_0 := I(V(G))$, and let us assume that for some $i \in \mathbb{N}$ all the sets $W_0, \ldots, W_{i-1}$ are defined. Then we let

$$W_i := I(V(G) \setminus \bigcup_{j=0}^{i-1} W_j).$$

Clearly it is enough to argue that for some $n$ we have $\bigcup_{j=0}^{n-1} W_j = V(G)$. Let $m := \sup_{x \in V(G)} |B_H(x, 2)|$. By the assumption on $G$ we have $m < \infty$, and we claim that $\bigcup_{j=0}^{m-1} W_j = V(G)$.

To show it, it is enough to argue that for every $x \in V(H)$ and every $j \in m$ we have that either (i) $W_j \cap B_H(x, 2) \neq \emptyset$, or (ii) $B_H(x, 1) \subset \bigcup_{i=0}^{j-1} W_i$.

If for some $j$ the condition (ii) does not hold then clearly

$$V(G) \setminus \bigcup_{j=0}^{i-1} W_j \cap B_H(x, 1) \neq \emptyset.$$
But $I(V(G) \setminus \bigcup_{j=0}^{i-1} W_j)$ is a maximal independent set of $V(G) \setminus \bigcup_{j=0}^{i-1} W_j$ and hence must contain a point in $B_H(x, 2)$, as claimed. This finishes the proof. □
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