A Crank–Nicolson Finite Volume Element Method for Time Fractional Sobolev Equations on Triangular Grids
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Abstract: In this paper, a finite volume element (FVE) method is proposed for the time fractional Sobolev equations with the Caputo time fractional derivative. Based on the $L^1$-formula and the Crank–Nicolson scheme, a fully discrete Crank–Nicolson FVE scheme is established by using an interpolation operator $I^\ast_h$. The unconditional stability result and the optimal a priori error estimate in the $L^2(\Omega)$-norm for the Crank–Nicolson FVE scheme are obtained by using the direct recursive method. Finally, some numerical results are given to verify the time and space convergence accuracy, and to examine the feasibility and effectiveness for the proposed scheme.
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1. Introduction

Fractional partial differential equations (FPDEs) have received extensive attentions by more and more scholars, and have been widely applied in many fields of science and engineering [1,2]. Many practical problems can be portrayed very well by the some FPDEs, such as fractional (reaction) diffusion equations [3–12], fractional Allen–Cahn equations [13–15], fractional Cable equations [16–18], and fractional mobile/immobile transport equations [19–21]. In the past few decades, a large number of numerical methods [22–24] have been proposed and used to solve the FPDEs, which have achieved excellent theoretical and numerical results. Recently, some scholars began to propose some numerical methods to solve fractional Sobolev equations. Liu et al. [25] constructed a modified reduced-order finite element scheme to solve the time fractional Sobolev equations by using the proper orthogonal decomposition technique [26,27], and obtained the stability and convergence results. Haq and Hussain [28] proposed a meshfree spectral method for the time fractional Sobolev equations by using radial basis functions and point interpolation method. Beshtokov [29] proposed a finite difference method to solve the time fractional Sobolev-type equations with memory effect.

In this paper, we study a Crank–Nicolson finite volume element method to solve the following time fractional Sobolev equations with the initial and boundary conditions

\[
\begin{aligned}
\begin{cases}
\frac{\partial u(x,t)}{\partial t} - \kappa_1 \frac{\partial^\alpha u(x,t)}{\partial t^\alpha} - \kappa_2 \Delta u(x,t) = f(x,t), & (x,t) \in \Omega \times J, \\
u(x,0) = u_0(x), & x \in \bar{\Omega}, \\
u(x,t) = 0, & (x,t) \in \partial \Omega \times J,
\end{cases}
\end{aligned}
\]
where \( J = (0, T] \) with a positive constant \( T \). Here, we assume that \( \Omega \subset \mathbb{R}^2 \) is a bounded convex polygonal region with boundary \( \partial \Omega \), the coefficients \( \kappa_1 \) and \( \kappa_2 \) are two positive constants. Moreover, we assume that the initial data \( u_0(x) \) and source function \( f(x,t) \) are smooth enough. In (1), \( \partial^\alpha / \partial t^\alpha \) is the Caputo time fractional derivative with order \( \alpha \ (0 < \alpha < 1) \) defined by

\[
\frac{\partial^\alpha \phi(x,t)}{\partial t^\alpha} = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial \phi(x,s)}{\partial s} \frac{ds}{(t-s)^\alpha}, \text{ for a given function } \phi(x,t).
\]

In recent years, the finite volume element (FVE) methods [30–34] have been applied by more and more scholars to solve some FPDEs numerically. Sayyavand and Arjang [35] proposed an FVE method for the sub-diffusion equation with the Caputo fractional derivative. Karaa et al. [36] adopted a piecewise linear discontinuous Galerkin method in time, and constructed an FVE scheme for the sub-diffusion equation with the Riemann–Liouville fractional derivative. Karaa and Pani [37] constructed two fully discrete FVE schemes to solve the time fractional sub-diffusion equation with smooth and nonsmooth initial datas, in which the Riemann–Liouville fractional derivative was approximated by using convolution quadrature generated by two different difference schemes. Badr et al. [38] proposed a B-spline FVE method for the time fractional advection-diffusion problem with the Caputo fractional derivative, and gave the stability analysis. Zhao et al. [39] designed an fully discrete FVE scheme to solve the nonlinear time fractional mobile/immobile transport equations based on the weighted and shifted Grünwald difference (WSGD) formula, and obtained the unconditional stability and optimal error estimates.

In this paper, the main aim was to establish a fully discrete FVE scheme to solve the time fractional Sobolev equation by using the Crank–Nicolson scheme. In spatial discretization, we use the classical FVE method, which can maintain the local conservation of some physical quantities, and this is very important in numerical computing. In temporal discretization, we apply the Crank–Nicolson scheme to discretize the equation at the time node \( t_{n+1/2} \) on the whole, and combine the L1-formula [40,41] to discretize the Caputo time fractional derivative \( \partial^\alpha \Delta u / \partial t^\alpha \), so that the time convergence accuracy is \( O(\tau^{2-\alpha}) \). In our theoretical analysis, we specially adopt the recursive analysis method, and obtain the unconditional stability result and the optimal priori error estimate in the \( L^2(\Omega) \)-norm. Moreover, we provide some numerical results to verify the theoretical result, and to examine the feasibility and effectiveness of the fully discrete FVE scheme.

The remainder part of this paper is organized as follows. In Section 2, a Crank–Nicolson FVE scheme for the time fractional Sobolev Equation (1) is proposed. In Section 3, the unconditional stability analysis for the Crank–Nicolson FVE scheme is derived in detail. The a priori error estimate is given in Section 4. Finally, in Section 5, some numerical results are given to illustrate the feasibility and effectiveness. Furthermore, throughout the article, we adopt the mark \( C \) to denote a generic positive constant, which is independent of the mesh parameters.

2. Crank–Nicolson Finite Volume Element Method

We first discretize the time (fractional) derivative. Let \( 0 = t_0 < t_1 < \cdots < t_N = T \) be an equidistant grid for the time interval \([0,T]\) and \( t_n = n\tau, n = 0, 1, \cdots, N \), where the time step \( \tau = T/N \) and \( N \) is a positive integer. For a given function \( \varphi \), we denote \( \varphi^n = \varphi(t_n) \), \( \varphi^{n+1/2} = \frac{\varphi^n + \varphi^{n+1}}{2} \), and apply \( \tilde{\partial}_t \varphi^{n+1/2} = \frac{\varphi^{n+1} - \varphi^n}{\tau} \) to approximate \( \frac{\partial \varphi(x,t)}{\partial t} \) at \( t = t_{n+1/2} = \frac{t_{n+1} + t_n}{2} \), that is

\[
\left. \frac{\partial \varphi(x,t)}{\partial t} \right|_{t_{n+1/2}} = \tilde{\partial}_t \varphi^{n+1/2} + E_{t,\varphi}(t_{n+1/2}),
\]

where \( E_{t,\varphi}(t_{n+1/2}) \) is the truncation error.
For approximating the Caputo time fractional derivative \( \frac{D^a \phi(x,t)}{dt^a} \) at \( t = t_{n+\frac{1}{2}} \), following References [40,41], we introduce the \( L_1 \)-formula as follows

\[
\frac{D^a \phi(x,t_n)}{dt^a} = \frac{1}{\Gamma(1-a)} \int_0^{t_n} \frac{D^{\alpha} \phi(x,s)}{ds} (t_n - s)^a ds
\]

\[
= \frac{\tau^{1-a}}{\Gamma(2-a)} \sum_{k=0}^{n-1} b_k \frac{\phi(x,t_{n-k}) - \phi(x,t_{n-k-1})}{\tau} + R^n_t(\phi)
\]

\[
\Rightarrow \frac{D^a \phi^n}{\tau} = \frac{\tau^{1-a}}{\Gamma(2-a)} \sum_{k=0}^{n-1} b_k \frac{\phi(x,t_{n-k}) - \phi(x,t_{n-k-1})}{\tau} + R^n_t(\phi)
\]

where \( b_k = (k + 1)^{1-a} - k^{1-a} \), \( R^n_t(\phi) \) is the truncation error. We denote

\[
D_t^a \phi^n = \frac{\tau^{1-a}}{\Gamma(2-a)} \sum_{k=0}^{n-1} b_k \frac{\phi(x,t_{n-k}) - \phi(x,t_{n-k-1})}{\tau}
\]

and

\[
\dot{D}_t^a \phi^{n+\frac{1}{2}} = \frac{D_t^a \phi^n + D_t^a \phi^{n+1}}{2}
\]

\[
= \frac{\tau^{1-a}}{2\Gamma(2-a)} \left\{ \sum_{k=0}^{n-1} b_k \frac{\phi^{n-k} - \phi^{n-k-1}}{\tau} + \sum_{k=0}^{n} b_k \frac{\phi^{n-k+1} - \phi^{n-k}}{\tau} \right\}
\]

\[
= \frac{\tau^{1-a}}{\tau \Gamma(2-a)} \sum_{k=0}^{n-1} b_k (\phi^{n-k+\frac{1}{2}} - \phi^{n-k-\frac{1}{2}}) + \frac{\tau^{1-a}}{\tau \Gamma(2-a)} b_0 \phi^{n-\frac{1}{2}} - \frac{\phi^0}{2}.
\]

When \( n = 0 \) in (6), we denote \( \sum_{k=0}^{n-1} = 0 \) and \( D^a \phi^1 = \frac{\tau^{1-a}}{\tau \Gamma(2-a)} b_0 \phi_0 - \frac{\phi^0}{2} \). Then, we approximate the fractional derivative \( \frac{D^a \phi_{x,l}(t)}{dt^a} \) at \( t = t_{n+\frac{1}{2}} \) by using \( D_t^a \phi^{n+\frac{1}{2}} \) as follows

\[
\left. \frac{D^a \phi(x,t)}{dt^a} \right|_{t_{n+\frac{1}{2}}} = \dot{D}_t^a \phi^{n+\frac{1}{2}} + E_{a,\phi}(t_{n+\frac{1}{2}}).
\]

where \( E_{a,\phi}(t_{n+\frac{1}{2}}) \) is the truncation error.

Next, we apply (3) and (7) to rewrite the original equation in (1) at \( t = t_{n+\frac{1}{2}} \) as the following equivalent equation

\[
\tilde{\partial}_t u^{n+\frac{1}{2}} - \kappa_1 \tilde{D}_t^a \Delta u^{n+\frac{1}{2}} - \kappa_2 \Delta u^{n+\frac{1}{2}} = f(t_{n+\frac{1}{2}}) + E_a(t_{n+\frac{1}{2}}),
\]

where the truncation error \( E_a(t_{n+\frac{1}{2}}) \) is as follows:

\[
E_a(t_{n+\frac{1}{2}}) = - E_t,t(u(t_{n+\frac{1}{2}})) + \kappa_1 E_{a,\Delta u}(t_{n+\frac{1}{2}}) + \kappa_2 (\Delta u(t_{n+\frac{1}{2}}) - \Delta u^{n+\frac{1}{2}}).
\]

Following References [23,41], and making use of Taylor’s expansion, we can obtain the estimate of the truncation error \( E_a(t_{n+\frac{1}{2}}) \), that is, if \( u \in C^2(\Omega, H^2(\Omega)) \) and \( u_{ttt} \in L^\infty(\Omega, L^2(\Omega)) \), then there exist a positive constant \( C \) independent of \( h \) and \( \tau \) such that \( \| E_a(t_{n+\frac{1}{2}}) \| \leq C(\tau^2 + \tau^{2-a}) \).

Making use of (8), we can obtain the variational formulation at \( t = t_{n+\frac{1}{2}} \) as follows

\[
(\tilde{\partial}_t u^{n+\frac{1}{2}}, v) + \kappa_1 a(D_t^a u^{n+\frac{1}{2}}, v) + \kappa_2 a(u^{n+\frac{1}{2}}, v) = (f(t_{n+\frac{1}{2}}), v) + (E_a(t_{n+\frac{1}{2}}), v), \quad \forall v \in H_0^1(\Omega).
\]

where \( a(u,v) = \int_\Omega \nabla u \cdot \nabla v dx, \forall u,v \in H_0^1(\Omega). \)
We define the piecewise linear interpolation operator $I$ with a node $z$. From Reference [30], we can see that $I$ interpolation operator $K$ the control volume $\Omega$. Then $\Omega = \bigcup_{K \in T_h} K$ and $Z_h$ denotes all vertices, that is

$$Z_h = \{ z : z \text{ is a vertex of triangular element } K, K \in T_h \}.$$  

$Z_h^0 \subset Z_h$ denotes the set of interior vertices in $T_h$.

![Figure 1. Primal and dual partitions.](image)

Next, based on the primal partition $T_h$, we construct a dual partition $T_h^\ast$. With $z_0 \in Z_h^0$ as an interior node, let $z_j$ ($j = 1, 2, \cdots, s$) be its adjacent nodes (as shown in Figure 1, $s = 6$). Let $M_j$ ($j = 1, 2, \cdots, s$) denote the midpoints of $\bar{z}_0z_j\bar{z}_{j+1}$ with $z_{s+1} = z_1$. We construct the control volume $K^\ast_0$ by joining successively $M_1, Q_1, \cdots, M_s, Q_s, M_1$. With $Q_j, j = 1, 2, \cdots, s$ as the nodes of control volume $K^\ast_j$, let $Z_h^\ast$ be the set of all dual nodes. Then, we construct the dual partition $T_h^\ast$ through the union of all control volumes $K^\ast_j$.

Then, we define the trial function space $V_h$ and test function space $V_h^\ast$ as follows:

$V_h = \{ v \in H^1_0(\Omega) : v|_K \in P_1(K), \forall K \in T_h \},$

$V_h^\ast = \{ v \in L^2(\Omega) : v|_{K^\ast_j} \in P_0(K^\ast_j), \forall K^\ast_j \in T_h^\ast, \text{ and } v|_{\partial \Omega} = 0 \}.$

With a node $z$, let $\Phi_z$ be the standard nodal linear basis function, and $\Psi_z$ be the characteristic function of the control volume $K^\ast_z$. It is obvious that $V_h = \text{span} \{ \Phi_z(x) : z \in Z_h^0 \}$ and $V_h^\ast = \text{span} \{ \Psi_z(x) : z \in Z_h^0 \}$.

We define the piecewise linear interpolation operator $I_h : C(\Omega) \to V_h$ and the piecewise constant interpolation operator $I_h^\ast : C(\Omega) \to V_h^\ast$ as follows:

$$I_h v(x) = \sum_{z \in Z_h^0} v(z) \Phi_z(x), \text{ and } I_h^\ast v(x) = \sum_{z \in Z_h^0} v(z) \Psi_z(x).$$

From Reference [30], we can see that $I_h$ and $I_h^\ast$ have the following approximation property

$$\| v - I_h v \|_j \le Ch^{2-j} \| v \|_2, \, j = 0, 1, \forall v \in H^2(\Omega),$$

$$\| v - I_h^\ast v \| \le Ch \| v \|_1, \forall v \in H^1(\Omega).$$

Now, integrating (8) over each control volume $K^\ast_j$, and applying the Green formula, we can get

$$\int_{K^\ast_j} \partial_t u^{n+\frac{1}{2}} \, dx - \kappa_1 \int_{\partial K^\ast_j} \nabla \hat{D} u^{n+\frac{1}{2}} : nds - \kappa_2 \int_{\partial K^\ast_j} \nabla u^{n+\frac{1}{2}} : nds$$

$$= \int_{K^\ast_j} f(t_{n+\frac{1}{2}}) \, dx + \int_{K^\ast_j} E_u(t_{n+\frac{1}{2}}) \, dx, \forall z \in Z_h.$$  

(13)
where \( n \) means the outer-normal direction on \( \partial K_b^* \). Let \( u_h \in V_h \) be the discrete solution of \( u \), make use of the operator \( I_h^n \) to rewrite (13) as the following variational formulation:

\[
(\partial_t u^{n+\frac{1}{2}}, I_h^n v_h) + \kappa_1 a(D_t^\alpha u^{n+\frac{1}{2}}, I_h^n v_h) + \kappa_2 a(u^{n+\frac{1}{2}}, I_h^n v_h) = (f(t_{n+\frac{1}{2}}), I_h^n v_h), \quad \forall v_h \in V_h,
\]

where \( a(\cdot, \cdot) \), following References [30,31], can be rewritten as follows:

\[
a(\bar{u}, \bar{v}) = \left\{ \begin{array}{l}
- \sum_{z \in Z_h} z_a(z) \int_{\partial K_z^*} \nabla \bar{u} \cdot \mathbf{n} ds, \quad \forall \bar{u} \in V_h, \bar{v} \in V_h^*, \\
\int_{\Omega} \nabla \bar{u} \cdot \nabla \bar{v} dx, \quad \forall \bar{u}, \bar{v} \in H^1(\Omega)
\end{array} \right.
\]

Let \( u_h^n \) be the discrete solution of \( u \) at \( t = t_n \). We establish a fully discrete Crank–Nicolson FVE scheme to seek \( u_h^n \in V_h, \quad (n = 1, \ldots, N) \) such that

\[
(\partial_t u_h^{n+\frac{1}{2}}, I_h^n v_h) + \kappa_1 a(D_t^\alpha u_h^{n+\frac{1}{2}}, I_h^n v_h) + \kappa_2 a(u_h^{n+\frac{1}{2}}, I_h^n v_h) = (f(t_{n+\frac{1}{2}}), I_h^n v_h), \quad \forall v_h \in V_h, \quad 0 \leq n \leq N - 1.
\]

And we can rewrite the Crank–Nicolson FVE scheme (16) as the following equivalent formulation:

**Case \( n = 0 \):**

\[
\left( \frac{u_h^1 - u_h^0}{\tau}, I_h^n v_h \right) + \kappa_1 \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} b_0 a\left( \frac{u_h^1 - u_h^0}{2}, I_h^n v_h \right) + \kappa_2 a\left( u_h^0, I_h^n v_h \right) = (f(t_1), I_h^n v_h), \quad \forall v_h \in V_h.
\]

**Case \( n \geq 1 \):**

\[
\left( \frac{u_h^{n+1} - u_h^n}{\tau}, I_h^n v_h \right) + \kappa_1 \frac{\tau^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{k=0}^{n-1} b_k a\left( u_h^{n-k-\frac{1}{2}}, I_h^n v_h \right) + \kappa_2 a\left( u_h^{n-\frac{1}{2}}, I_h^n v_h \right)
\]

\[
= (f(t_{n+\frac{1}{2}}), I_h^n v_h), \quad \forall v_h \in V_h.
\]

**Remark 1.** In the construction of the dual partition \( T_h^* \), we can also choose \( Q_j \) as the circumcenter of the triangular element, as shown in Figure 3.2.2 in Reference [30]. Based on this circumcenter dual partition, we can also construct the Crank–Nicolson FVE scheme, and obtain the same theoretical analysis.

**Remark 2.** When the barycenter dual partition is selected, there is no essential difference between the structured and unstructured primal partition in the proposed Crank–Nicolson FVE scheme. However, when the circumcenter dual partition is selected and the space domain \( \Omega \) is rectangular, based on the structured primal partition, the proposed scheme will become more simple, and is similar to the finite difference scheme.

**Remark 3.** Making use of Lemmas 1 and 2 in Section 3, we can easily have that the coefficient matrices of linear equations generated by (17) and (18) are invertible. Then, there exists a unique discrete solution for the Crank–Nicolson FVE scheme (16).

3. **Stability Analysis**

In order to give the stability analysis, we first introduce some properties of the bilinear forms \( (\cdot, I_h^n \cdot) \) and \( a(\cdot, I_h^n \cdot) \).
Applying Lemmas 1 and 2, we obtain

$$ (u_h, I_h^s v_h) = (v_h, I_h^s u_h), \forall u_h, v_h \in V_h. \quad (19) $$

Moreover, there exist two positive constants $\mu_1$ and $\mu_2$ independent of $h$ such that

$$ (u_h, I_h^s u_h) \geq \mu_1 \|u_h\|^2, \forall u_h \in V_h, \quad (20) $$

$$ (u_h, I_h^s v_h) \leq \mu_2 \|u_h\| \|v_h\|, \forall u_h, v_h \in V_h. \quad (21) $$

**Lemma 2.** [30] The following symmetry relation for the bilinear form $a(\cdot, I_h^s \cdot)$ holds:

$$ a(u_h, I_h^s v_h) = a(v_h, I_h^s u_h), \forall u_h, v_h \in V_h. \quad (22) $$

Moreover, there exist two positive constants $\mu_3$ and $\mu_4$ independent of $h$ such that

$$ a(u_h, I_h^s u_h) \geq \mu_3 \|u_h\|^2, \forall u_h \in V_h, \quad (23) $$

$$ a(u_h, I_h^s v_h) \leq \mu_4 \|u_h\| \|v_h\|, \forall u_h, v_h \in V_h. \quad (24) $$

Next, we give the unconditional stability result for the Crank–Nicolson FVE scheme (16).

**Theorem 1.** Let $\{u^h_n\}_{n=1}^N$ be the solutions of the Crank–Nicolson FVE scheme (16), then there exists a positive constant $C$ independent of $h$ and $\tau$ such that

$$ \|u_h^N\| \leq C (\|u_h^0\| + \sup_{t \in [0,T]} \|f(t)\|) $$

**Proof.** For the case of $n = 0$, choosing $v_h = 2u_h^1 = u_h^1 + u_h^0$ in (17), we obtain

$$ (u_h^0 - u_h^0, I_h^s (u_h^0 + u_h^0)) + \frac{2\kappa_1 \tau^{1-a}}{\Gamma(2-a)} b_0 a(u_h^0, I_h^s u_h^0) + 2\kappa_2 \tau a(u_h^0, I_h^s u_h^0) $$

$$ = \frac{2\kappa_1 \tau^{1-a}}{\Gamma(2-a)} b_0 a(u_h^0, I_h^s u_h^0) + 2\tau f(t_1, I_h^s u_h^0). \quad (25) $$

Applying Lemma 2, we have

$$ 2a(u_h^0, I_h^s u_h^0) \leq a(u_h^0, I_h^s u_h^0) + a(u_h^1, I_h^s u_h^1). \quad (26) $$

Then, making use of (26) in (25), we obtain

$$ (u_h^1, I_h^s u_h^1) + \frac{\kappa_1 \tau^{1-a}}{\Gamma(2-a)} b_0 a(u_h^1, I_h^s u_h^1) + 2\kappa_2 \tau a(u_h^1, I_h^s u_h^1) $$

$$ \leq (u_h^0, I_h^s u_h^0) + \frac{\kappa_1 \tau^{1-a}}{\Gamma(2-a)} b_0 a(u_h^0, I_h^s u_h^0) + C \tau \|f(t_1)\|^2 + 2\kappa_2 \tau a(u_h^1, I_h^s u_h^1). \quad (27) $$

Applying Lemmas 1 and 2, we obtain

$$ (u_h^1, I_h^s u_h^1) + \frac{\kappa_1 \tau^{1-a}}{\Gamma(2-a)} b_0 a(u_h^1, I_h^s u_h^1) + 2\kappa_2 \tau a(u_h^1, I_h^s u_h^1) $$

$$ \leq \mu_2 \|u_h^1\|^2 + \frac{\kappa_1 \tau^{1-a}}{\Gamma(2-a)} b_0 \mu_4 \|u_h^0\|^2 + C \tau \|f(t_1)\|^2. \quad (28) $$
For the case of $n \geq 1$, choosing $v_h = 2u_h^{n+\frac{1}{2}} = u_h^{n+1} + u_h^0$ in (18), we get

\[
\left((u_h^{n+1} - u_h^0), I_2^0(u_h^{n+1} + u_h^0)\right) + \frac{2\kappa_1^{1-a}}{\Gamma(2-a)} \sum_{k=0}^{n-1} b_k a(u_h^{n-k-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) + \frac{\kappa_1^{1-a}}{\Gamma(2-a)} b_0 a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) + \frac{2\kappa_2}{\Gamma(2-a)} b_{n-1} a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) 
\]

\[
= 2\tau \left(f(t_{n+\frac{1}{2}}), I_2^0 u_h^{n+\frac{1}{2}}\right). 
\]

Noting that

\[
\frac{2\kappa_1^{1-a}}{\Gamma(2-a)} \sum_{k=0}^{n-1} b_k a(u_h^{n-k-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) = \frac{2\kappa_1^{1-a}}{\Gamma(2-a)} \sum_{k=0}^{n} b_k a(u_h^{n-k-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) - \frac{2\kappa_1^{1-a}}{\Gamma(2-a)} b_0 a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) 
\]

\[
= \frac{2\kappa_1^{1-a}}{\Gamma(2-a)} b_0 a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) - \frac{2\kappa_1^{1-a}}{\Gamma(2-a)} \sum_{k=0}^{n-1} (b_k - b_{k-1}) a(u_h^{n-k-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) 
\]

\[
= \frac{2\kappa_1^{1-a}}{\Gamma(2-a)} b_0 a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) - \frac{2\kappa_1^{1-a}}{\Gamma(2-a)} b_0 a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) + \frac{2\kappa_1^{1-a}}{\Gamma(2-a)} b_{k+1} a(u_h^{n-k-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) 
\]

and substituting (30) into (29), we obtain

\[
\left((u_h^{n+1} - u_h^0), I_2^0(u_h^{n+1} + u_h^0)\right) + \frac{2\kappa_1^{1-a}}{\Gamma(2-a)} b_0 a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) + \frac{2\kappa_2}{\Gamma(2-a)} b_{n-1} a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) + 2\tau \left(f(t_{n+\frac{1}{2}}), I_2^0 u_h^{n+\frac{1}{2}}\right). 
\]

Applying Lemma 2, we have

\[
2a(u_h^{n-k-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) \leq a(u_h^{n-k-\frac{1}{2}}, I_2^0 u_h^{n-k-\frac{1}{2}}) + a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n-\frac{1}{2}}) 
\]

(32)

\[
2a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) \leq a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n-\frac{1}{2}}) + a(u_h^{n+\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}). 
\]

(33)

Noting that $b_k - b_{k+1} = -(k+2)^{1-a} + 2k^{1-a} - (k-1)^{1-a} > 0$, and substituting (32) and (33) into (31), we have

\[
(u_h^{n+1}, I_2^0 u_h^{n+\frac{1}{2}}) + \frac{\kappa_1^{1-a}}{\Gamma(2-a)} \sum_{k=0}^{n} b_k a(u_h^{n-k-\frac{1}{2}}, I_2^0 u_h^{n-k-\frac{1}{2}}) + 2\kappa_2 a(u_h^{n-\frac{1}{2}}, I_2^0 u_h^{n+\frac{1}{2}}) 
\]

\[
\leq \left((u_h^0, I_2^0 u_h^0) + \frac{\kappa_1^{1-a}}{\Gamma(2-a)} \sum_{k=0}^{n-1} b_k a(u_h^{n-k-\frac{1}{2}}, I_2^0 u_h^{n-k-\frac{1}{2}}) + 2\tau \left(f(t_{n+\frac{1}{2}}), I_2^0 u_h^{n+\frac{1}{2}}\right) 
\]

(34)
Apply Lemma 2 and the Young inequality to obtain

\[
(u_h^{n+1}, I_h^n u_h^n) + \frac{\kappa_1 \tau^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{k=0}^n b_k a(u_h^{n-k+\frac{1}{2}}, I_h^k u_h^{n-k+\frac{1}{2}}) + \kappa_2 \mu_3 \tau \| u_h^{n+\frac{1}{2}} \|^2_1 
\leq (u_h^n, I_h^n u_h^n) + \frac{\kappa_1 \tau^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{k=0}^{n-1} b_k a(u_h^{n-k-\frac{1}{2}}, I_h^k u_h^{n-k-\frac{1}{2}}) + \kappa_2 \mu_3 \tau \| u_h^{n-\frac{1}{2}} \|^2_1 
+ \frac{\kappa_1 \tau^{1-\alpha}}{\Gamma(2-\alpha)} b_n \mu_4 \| u_h^0 \|^2_1 + C \tau \| f(t_{n+\frac{1}{2}}) \|^2.
\]

(35)

Now, let \( \Lambda^n = (u_h^n, I_h^n u_h^n) + \frac{\kappa_1 \tau^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{k=0}^{n-1} b_k a(u_h^{n-k-\frac{1}{2}}, I_h^k u_h^{n-k-\frac{1}{2}}) + \kappa_2 \mu_3 \tau \| u_h^{n-\frac{1}{2}} \|^2_1 \). We can rewrite (35) as follows:

\[
\Lambda^{n+1} \leq \Lambda^n + \frac{\kappa_1 \tau^{1-\alpha}}{\Gamma(2-\alpha)} b_n \mu_4 \| u_h^0 \|^2_1 + C \tau \| f(t_{n+\frac{1}{2}}) \|^2.
\]

(36)

By using the direct recursive method in (36), we have

\[
\Lambda^{n+1} \leq \Lambda^1 + \frac{\kappa_1 \tau^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{k=1}^n b_k \mu_4 \| u_h^0 \|^2_1 + C n \tau \sup_{t \in [0,T]} \| f(t) \|^2.
\]

(37)

Making use of (28), we estimate \( \Lambda^1 \) as follows:

\[
\Lambda^1 \leq \mu_2 \| u_h^0 \|^2 + \frac{\kappa_1 \tau^{1-\alpha}}{\Gamma(2-\alpha)} b_0 \mu_4 \| u_h^0 \|^2_1 + C \tau \| f(t_1) \|^2.
\]

(38)

Substituting (38) into (37), we have

\[
\Lambda^{n+1} \leq \mu_2 \| u_h^0 \|^2 + \frac{\kappa_1 \tau^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{k=0}^n b_k \mu_4 \| u_h^0 \|^2_1 + C(n+1) \tau \sup_{t \in [0,T]} \| f(t) \|^2
\]

\[
= \mu_2 \| u_h^0 \|^2 + \frac{\kappa_1 \tau^{1-\alpha}}{\Gamma(2-\alpha)} (n+1) \mu_4 \| u_h^0 \|^2_1 + C(n+1) \tau \sup_{t \in [0,T]} \| f(t) \|^2
\]

(39)

\[
\leq \mu_2 \| u_h^0 \|^2 + \frac{\kappa_1 \mu_4 \tau^{1-\alpha}}{\Gamma(2-\alpha)} \| u_h^0 \|^2_1 + C T \sup_{t \in [0,T]} \| f(t) \|^2.
\]

Thus, apply the definition of \( \Lambda^n \) and Lemma 1 to complete the proof. \( \square \)

4. Convergence Analysis

In order to obtain the error estimates for the Crank–Nicolson FVE scheme (16), we need to introduce a projection operator \( P_h : H_0^1(\Omega) \cap H^2(\Omega) \to V_h \), which is defined by the following formulation:

\[
a(u - P_h u, I_h^n v_h) = 0, \quad \forall v_h \in V_h.
\]

(40)

Following Reference [30], we give the following estimates for the projection operator \( P_h \).

Lemma 3. There exists a positive constant \( C \) independent of \( h \) and \( \tau \) such that

\[
\| u - P_h u \|_1 \leq C h \| u \|_2, \quad \forall u \in H_0^1(\Omega) \cap H^2(\Omega),
\]

(41)

\[
\| u - P_h u \| \leq C h^2 \| u \|_{3,p}, \quad \forall u \in H_0^1(\Omega) \cap W^{3,p}(\Omega), \quad p > 1.
\]

(42)

Next, we give the optimal a priori error estimate for the Crank–Nicolson FVE scheme (16).
Theorem 2. Let \( u(t_n) \) and \( u^n \) be the solutions of system (14) and the Crank–Nicolson FVE scheme (16), respectively, \( u^n = P_h u(t_n) \), \( u \in C^2([\bar{f}, H^1(\Omega) \cap W^{3,p}(\Omega)) \), \( p > 1 \), and \( u_{th} \in L^\infty([\bar{f}, L^2(\Omega)) \), then there exists a positive constant \( C \) independent of \( h \) and \( \tau \) such that

\[
\max_{1 \leq n \leq N} \|u(t_n) - u^n\| \leq C(\tau^{2-a} + h^2).
\]

Proof. We split the error as follows:

\[
u(t_n) - u^n = u(t_n) - P_h u(t_n) + P_h u(t_n) - u^n = \eta^n + \xi^n.
\]

According to Lemma 3, it is only necessary to estimate \( \xi^n \). Making use of our definitions, we can get the error equation of \( \xi^n \). For the case of \( n = 0 \), we have

\[
(\xi^1 - \xi^0, I^n_h v_h) + \frac{\kappa_1 \tau^{1-a}}{\Gamma(2-a)} \frac{b_0}{2} a(\xi^1 - \xi^0, I^n_h v_h) + \kappa_2 \tau a(\xi^1, I^n_h v_h)
\]

\[
= -(\eta^1 - \eta^0, I^n_h v_h) + \tau(E_a(t_{\frac{1}{2}}), I^n_h v_h), \forall v_h \in V_h.
\]

For the case of \( n \geq 1 \), we have

\[
(\xi^{n+1} - \xi^n, I^n_h v_h) + \frac{\kappa_1 \tau^{1-a}}{\Gamma(2-a)} \frac{b_0}{2} a(\xi^{n+1} - \xi^n, I^n_h v_h) + \kappa_2 \tau a(\xi^{n+1}, I^n_h v_h)
\]

\[
= -(\eta^{n+1} - \eta^n, I^n_h v_h) + \tau(E_a(t_{n+\frac{1}{2}}), I^n_h v_h), \forall v_h \in V_h.
\]

Next, choosing \( v_h = \xi^1 = 2\xi^\frac{1}{2} \) in (44), and noting that \( \xi^0 = 0 \), we obtain

\[
(\xi^1, I^n_h \xi^1) + \frac{2\kappa_1 \tau^{1-a}}{\Gamma(2-a)} b_0 a(\xi^\frac{1}{2}, I^n_h \xi^\frac{1}{2}) + 2\kappa_2 \tau a(\xi^\frac{1}{2}, I^n_h \xi^\frac{1}{2})
\]

\[
= -2\tau(\partial_t \eta^\frac{1}{2}, I^n_h \xi^\frac{1}{2}) + 2\tau(E_a(t_{\frac{1}{2}}), I^n_h \xi^\frac{1}{2}).
\]

Apply Lemma 1 and the Young inequality to obtain

\[
(\xi^1, I^n_h \xi^1) + \frac{2\kappa_1 \tau^{1-a}}{\Gamma(2-a)} b_0 a(\xi^\frac{1}{2}, I^n_h \xi^\frac{1}{2}) + 2\kappa_2 \tau a(\xi^\frac{1}{2}, I^n_h \xi^\frac{1}{2})
\]

\[
\leq C\tau(\|\partial_t \eta^\frac{1}{2}\|^2 + \|E_a(t_{\frac{1}{2}})\|^2) + \kappa_2 \tau a(\xi^\frac{1}{2}, I^n_h \xi^\frac{1}{2}).
\]

Noting that

\[
\|\partial_t \eta^\frac{1}{2}\|^2 = \frac{1}{\tau} \int_{t_0}^{t_1} \eta_t dt \leq Ch^4 \|u_t\|^2_{L^\infty(W^{3,p})}, p > 1,
\]

and making use of the truncation error of \( E_a(t_{n+\frac{1}{2}}) \), we have

\[
(\xi^1, I^n_h \xi^1) + \frac{2\kappa_1 \tau^{1-a}}{\Gamma(2-a)} b_0 a(\xi^\frac{1}{2}, I^n_h \xi^\frac{1}{2}) + 2\kappa_2 \tau a(\xi^\frac{1}{2}, I^n_h \xi^\frac{1}{2})
\]

\[
\leq C\tau((\tau^2 + \tau^{2-a} + h^4).
\]
Now, choosing \( v_h = 2^n + \frac{1}{2} = \xi^n + \xi^{n+1} \) in (45), we get
\[
(\xi^{n+1} - \xi^n, I_h^s(\xi^n + \xi^{n+1})) + \frac{2k_1}{(2-a)} \sum_{k=0}^{n-1} b_k a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
+ \frac{2k_1}{a} b_0 a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) + 2k_2 \tau a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
= -2(\eta^{n+1} - \eta^n, I_h^s \xi^{n+\frac{1}{2}}) + 2\tau(E_a(I_{n+\frac{1}{2}}), I_h^s \xi^{n+\frac{1}{2}}).
\]

Noting that \( \xi^0 = 0 \), we have
\[
\frac{2k_1}{(2-a)} \sum_{k=0}^{n-1} b_k a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) + \frac{2k_1}{a} b_0 a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
= \frac{2k_1}{(2-a)} b_0 a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) + \frac{2k_1}{a} b_0 a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
- \frac{2k_1}{(2-a)} \sum_{k=0}^{n-1} b_k a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
= \frac{2k_1}{(2-a)} b_0 a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) - \frac{2k_1}{(2-a)} \sum_{k=0}^{n-1} (b_k - b_{k+1}) a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}).
\]

Substituting (51) into (50), we obtain
\[
(\xi^{n+1} - \xi^n, I_h^s(\xi^n + \xi^{n+1})) + \frac{2k_1}{(2-a)} \sum_{k=0}^{n-1} b_k a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) + \frac{2k_1}{a} b_0 a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
= \frac{2k_1}{(2-a)} \sum_{k=0}^{n-1} (b_k - b_{k+1}) a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) - 2\tau(\partial_t \eta^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
+ 2\tau(E_a(I_{n+\frac{1}{2}}), I_h^s \xi^{n+\frac{1}{2}}).
\]

Noting that \( b_k - b_{k+1} > 0 \) and \( 2a(\xi^{n-k+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \leq a(\xi^{n-k+\frac{1}{2}}, I_h^s \xi^{n-k+\frac{1}{2}}) + a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \), we have
\[
\frac{2k_1}{(2-a)} \sum_{k=0}^{n-1} (b_k - b_{k+1}) a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
\leq \frac{k_1}{(2-a)} \sum_{k=0}^{n-1} (b_k - b_{k+1}) a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
+ \frac{k_1}{(2-a)} (b_0 - b_0) a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}).
\]

Substituting (53) into (52), we can get
\[
(\xi^{n+1}, I_h^s \xi^{n+1}) + \frac{k_1}{(2-a)} \sum_{k=0}^{n} b_k a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
+ 2k_2 \tau a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) + \frac{k_1}{(2-a)} b_0 a(\xi^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
\leq (\xi^n, I_h^s \xi^n) + \frac{k_1}{(2-a)} \sum_{k=0}^{n-1} b_k a(\xi^{n-k+\frac{1}{2}} - \xi^{n-k-\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) \\
- 2\tau(\partial_t \eta^{n+\frac{1}{2}}, I_h^s \xi^{n+\frac{1}{2}}) + 2\tau(E_a(I_{n+\frac{1}{2}}), I_h^s \xi^{n+\frac{1}{2}}).
\]
Applying the Cauchy–Schwarz inequality and Young inequality in (54), we derive
\[
(\xi^{n+1}, I_h^* \xi^{n+1}) + \frac{\kappa_1 T_{1-a}}{2} \sum_{k=0}^{n} b_k a(\xi^{n-k+1}, I_h^* \xi^{n-k+1}) \\
+ \kappa_2 \mu_3 T \|\hat{\xi}^{n+\frac{1}{2}}\|^2_1 + \frac{\kappa_1 T_{1-a}}{2} b_0 a(\xi^{n+\frac{1}{2}}, I_h^* \xi^{n+\frac{1}{2}}) \\
\leq (\xi^n, I_h^* \xi^n) + \frac{\kappa_1 T_{1-a}}{2} \sum_{k=0}^{n-1} b_k a(\xi^{n-k-\frac{1}{2}}, I_h^* \xi^{n-k-\frac{1}{2}}) \\
+ \kappa_2 \mu_3 T \|\hat{\xi}^{n-\frac{1}{2}}\|^2_1 + C T (\|\partial_1 \eta^{n+\frac{1}{2}}\|^2 + \|E_a(t_{n+\frac{1}{2}})\|^2).
\]
Noting that
\[
\|\partial_1 \eta^{n+\frac{1}{2}}\|^2 = \|\frac{1}{\tau} \int_{t_n}^{t_{n+1}} \rho(t) dt\|^2 \leq C h^4 \|u_t\|^2_{L^\infty(\Omega)}, \quad p > 1,
\]
and substituting (56) into (55), we have
\[
(\xi^{n+1}, I_h^* \xi^{n+1}) + \frac{\kappa_1 T_{1-a}}{2} \sum_{k=0}^{n} b_k a(\xi^{n-k+\frac{1}{2}}, I_h^* \xi^{n-k+\frac{1}{2}}) \\
+ \kappa_2 \mu_3 T \|\hat{\xi}^{n+\frac{1}{2}}\|^2_1 + \frac{\kappa_1 T_{1-a}}{2} b_0 a(\xi^{n+\frac{1}{2}}, I_h^* \xi^{n+\frac{1}{2}}) \\
\leq (\xi^n, I_h^* \xi^n) + \frac{\kappa_1 T_{1-a}}{2} \sum_{k=0}^{n-1} b_k a(\xi^{n-k-\frac{1}{2}}, I_h^* \xi^{n-k-\frac{1}{2}}) \\
+ \kappa_2 \mu_3 T \|\hat{\xi}^{n-\frac{1}{2}}\|^2_1 + C T ((\tau^2 + \tau^{2-a})^2 + h^4).
\]
Thus, we define \( \Lambda^n_h \) as follows:
\[
\Lambda^n_h = (\xi^n, I_h^* \xi^n) + \frac{\kappa_1 T_{1-a}}{2} \sum_{k=0}^{n-1} b_k a(\xi^{n-k-\frac{1}{2}}, I_h^* \xi^{n-k-\frac{1}{2}}) + \kappa_2 \mu_3 T \|\hat{\xi}^{n-\frac{1}{2}}\|^2_1.
\]
Then, making use of (58) and the direct recursive method in (57), we derive
\[
\Lambda^{n+1}_h \leq \Lambda^n_h + C n \tau (\tau^2 + \tau^{2-a})^2 + h^4.
\]
With the help of (49), we get
\[
\Lambda^n_h = (\xi^n, I_h^* \xi^n) + \frac{\kappa_1 T_{1-a}}{2} b_0 a(\xi^{\frac{1}{2}}, I_h^* \xi^{\frac{1}{2}}) + \kappa_2 \mu_3 T \|\hat{\xi}^{\frac{1}{2}}\|^2_1 \\
\leq C T ((\tau^2 + \tau^{2-a})^2 + h^4).
\]
Substituting (60) into (59), we obtain
\[
\Lambda^{n+1}_h \leq C (n+1) \tau ((\tau^2 + \tau^{2-a})^2 + h^4) \leq C T ((\tau^2 + \tau^{2-a})^2 + h^4).
\]
Finally, apply the triangle inequality, Lemmas 1 and 3 to complete the proof. \( \Box \)

5. Numerical Examples
In this section, we will give some numerical results to examine the feasibility and effectiveness of the proposed Crank–Nicolson FVE scheme.
Example 1. We consider the following time fractional Sobolev equation:

$$\begin{cases}
\frac{\partial u(x, t)}{\partial t} - \kappa_1 \frac{\partial^\alpha \Delta u(x, t)}{\partial t^\alpha} - \kappa_2 \Delta u(x, t) = f(x, t), & (x, t) \in \Omega \times J, \\
u(x, t) = 0, & (x, t) \in \partial \Omega \times J, \\
u(x, 0) = 0, & x \in \Omega,
\end{cases}$$  \hspace{1cm} (62)

where $\kappa_1 = \kappa_2 = 1$, $\Omega = (0, 1) \times (0, 1)$ and $J = (0, 1]$. We choose the source function $f(x, t)$ as follows:

$$f(x, t) = -\left(\frac{2t^{1-\alpha}}{\Gamma(3-\alpha)} + t^2\right)\left((12x_1^2 - 12x_1 + 2)(x_2^2 - x_2)^2 + (12x_2^2 - 12x_2 + 2)(x_1^2 - x_1)^2\right)
+ 2t(x_1^2 - x_1)^2(x_2^2 - x_2)^2, \forall x = (x_1, x_2) \in \bar{\Omega}.$$

Thus, we can obtain the corresponding exact solution

$$u(x, t) = t^2(x_1^2 - x_1)^2(x_2^2 - x_2)^2, \forall x = (x_1, x_2) \in \bar{\Omega}.$$

In the actual numerical calculation, in order to reduce the influence of numerical integration on the calculation accuracy as much as possible, we use the composite fifth-order Gauss quadrature formula in triangular domain to calculate some definite integral of space variable, including the calculation of the error $\|u(t_n) - u_n^\#\|$. In Table 1, for the fixed space step $h = \sqrt{2}/160$, we choose different fractional parameters $\alpha = 0.1, 0.3, 0.5, 0.7, 0.9$ and time step $\tau = 1/10, 1/20, 1/40$, and get the corresponding error results. From these results, it is easy to see that the time convergence rates in $L^2(\Omega)$-norm are close to 2$\alpha$ on the whole, which is a little higher when $\alpha = 0.1, 0.3$ and a little lower when $\alpha = 0.5, 0.7, 0.9$. In Table 2, we select the same fractional parameters $\alpha$ and different meshes with $h = \sqrt{2}/10, \sqrt{2}/20, \sqrt{2}/40$ and time step $\tau = 1/1000$, and get the space convergence rates, which are close to 2. These numerical results are consistent with the theoretical analysis.

| $\alpha$ | $\tau_1 = 1/10$ | $\tau_2 = 1/20$ | $\tau_3 = 1/40$ | Rate ($\frac{\tau_4}{\tau_3}$) | Rate ($\frac{\tau_5}{\tau_4}$) |
|---------|-----------------|-----------------|-----------------|--------------------------|--------------------------|
| 0.1     | 5.20327276 $\times 10^{-6}$ | 1.02981026 $\times 10^{-6}$ | 2.57061784 $\times 10^{-7}$ | 2.33704079 | 2.0021949 |
| 0.3     | 4.22066107 $\times 10^{-6}$ | 8.13822025 $\times 10^{-7}$ | 2.57191087 $\times 10^{-7}$ | 2.25962391 | 1.7769271 |
| 0.5     | 8.41173598 $\times 10^{-6}$ | 3.42482403 $\times 10^{-6}$ | 1.34374442 $\times 10^{-6}$ | 1.29637371 | 1.3497711 |
| 0.7     | 2.59370022 $\times 10^{-5}$ | 1.1771185 $\times 10^{-5}$ | 4.73089107 $\times 10^{-6}$ | 1.21446343 | 1.2403446 |
| 0.9     | 6.23406687 $\times 10^{-5}$ | 3.00618054 $\times 10^{-5}$ | 1.42948701 $\times 10^{-5}$ | 1.05224198 | 1.0724341 |

| $\alpha$ | $h_1 = \sqrt{2}/10$ | $h_2 = \sqrt{2}/20$ | $h_3 = \sqrt{2}/40$ | Rate ($\frac{h_4}{h_3}$) | Rate ($\frac{h_5}{h_4}$) |
|---------|-----------------|-----------------|-----------------|--------------------------|--------------------------|
| 0.1     | 4.65199982 $\times 10^{-5}$ | 1.16219022 $\times 10^{-5}$ | 2.88479822 $\times 10^{-6}$ | 2.00100482 | 2.01030390 |
| 0.3     | 4.65269409 $\times 10^{-5}$ | 1.16237896 $\times 10^{-5}$ | 2.88519293 $\times 10^{-6}$ | 2.00098584 | 2.01034080 |
| 0.5     | 4.65340047 $\times 10^{-5}$ | 1.16252589 $\times 10^{-5}$ | 2.88503002 $\times 10^{-6}$ | 2.00102280 | 2.01060461 |
| 0.7     | 4.65396329 $\times 10^{-5}$ | 1.16239089 $\times 10^{-5}$ | 2.88231022 $\times 10^{-6}$ | 2.00136453 | 2.01179778 |
| 0.9     | 4.65349753 $\times 10^{-5}$ | 1.16120359 $\times 10^{-5}$ | 2.88930305 $\times 10^{-6}$ | 2.00269450 | 2.00681377 |

Furthermore, we give the error results at different time points $t = 0, 0.1, 0.2, \ldots, 1$. In Tables 3 and 4, we take the fractional parameter $\alpha = 0.1, 0.9$, respectively, fix the time step $\tau = 1/1000$, and list the error results in $L^2(\Omega)$-norm at each time point with different space step $h = \sqrt{2}/10, \sqrt{2}/20, \sqrt{2}/40$. From these error results, it is easy to see that the errors in $L^2(\Omega)$-norm are gradually increasing as time goes on. For the fractional parameter $\alpha = 0.3, 0.5, 0.7$, we also calculate corresponding error results, which are similar to the numerical behaviors in the cases $\alpha = 0.1, 0.9$, so we will not repeat them.
Then, the exact solution in this example is as follows:

$$\frac{\partial}{\partial t}u(x,t) = \left( \frac{16\pi^2 t^2 - \alpha}{1 + (3 - \alpha)} \right) + 2t + 8\pi^2 t^2 \sin(2\pi x) \sin(2\pi y), \quad \forall x = (x_1, x_2) \in \Omega.$$

Then, the exact solution in this example is as follows:

$$u(x, t) = t^2 \sin(2\pi x_1) \sin(2\pi x_2), \quad \forall x = (x_1, x_2) \in \Omega.$$

In this example, we also choose some different fractional parameters $\alpha$ and mesh sizes to carry out numerical experiments, and obtain the corresponding error results in Tables 5–8. In Table 5, we fix the space step $h = \sqrt{2}/200$, take different time steps and fractional parameters as in Example 1, obtain the corresponding error results, and the time convergence rates in $L^2(\Omega)$-norm are close to $2 - \alpha$ on the whole, which is a little higher when $\alpha = 0.3, 0.5$ and a little lower when $\alpha = 0.1, 0.7, 0.9$. In Table 6, we take the mesh sizes and fractional parameters as in Example 1, and find that the space convergence rates in $L^2(\Omega)$-norm are also close to 2, which is consistent with the theoretical analysis. In Tables 7 and 8, we give the error results at different points $t = 0, 0.1, 0.2, \cdots, 1$ with fractional parameters $\alpha = 0.3, 0.7$, which have the same error behaviors as Example 1. Based on the above error results and analysis, we can easily see that the constructed Crank–Nicolson FVE scheme for the time fractional Sobolev equations is feasible and effective.
Based on the L1-formula, we can also construct a backward Euler FVE scheme, which is to find $u^n_h \in V_h$, $(n = 1, \ldots, N)$ such that

$$
\left( \frac{u^n_h - u^{n-1}_h}{\tau}, I^n_h v_k \right) + \kappa_1 a(D^n_h u^n_h, I^n_h v_k) + \kappa_2 a(u^n_h, I^n_h v_k) = \left( f(t_n), I^n_h v_k \right), \forall v_k \in V_h, 1 \leq n \leq N. \tag{63}
$$

Next, we compare the numerical results of the Crank–Nicolson FVE scheme (16) and backward Euler FVE scheme (63), and also consider Examples 1 and 2. In Table 9, we select the same mesh sizes as in Table 1 of
Example 1, and obtain the error results, in which the time convergence rates of the backward Euler FVE scheme are significantly lower than $2 - \alpha$ when $\alpha = 0.1, 0.3$. As can be seen from Tables 5 and 10, there are similar error behaviors in the calculation of the two schemes in Example 2. It can be seen from the comparison results that the Crank–Nicolson FVE scheme is better than the backward FVE scheme.

Table 9. Error $\max_n \| u(t_n) - u_h^n \|$ with $h = \sqrt{2} \Delta n$ for the backward Euler FVE scheme in Example 1.

| $\alpha$ | $\tau_1 = 1/10$ | $\tau_2 = 1/20$ | $\tau_3 = 1/40$ | $\text{Rate (1/20)}$ | $\text{Rate (1/40)}$ |
|----------|-----------------|-----------------|-----------------|----------------------|----------------------|
| 0.1      | $4.89259073 \times 10^{-6}$ | $2.28132795 \times 10^{-6}$ | $1.10342558 \times 10^{-6}$ | $1.07027455$ | $1.04788452$ |
| 0.3      | $8.4419342 \times 10^{-6}$ | $3.49014670 \times 10^{-6}$ | $1.51077144 \times 10^{-6}$ | $1.2742932$ | $1.20800226$ |
| 0.5      | $1.63854810 \times 10^{-5}$ | $6.58051443 \times 10^{-6}$ | $2.68692009 \times 10^{-6}$ | $1.31614575$ | $1.29224695$ |
| 0.7      | $3.36410308 \times 10^{-5}$ | $1.43570910 \times 10^{-5}$ | $6.10545495 \times 10^{-6}$ | $1.22845845$ | $1.23359275$ |
| 0.9      | $6.95832415 \times 10^{-5}$ | $3.1415799 \times 10^{-5}$ | $1.56644677 \times 10^{-5}$ | $1.07009751$ | $1.08114664$ |

Table 10. Error $\max_n \| u(t_n) - u_h^n \|$ with $h = \sqrt{2} \Delta n$ for the backward Euler FVE scheme in Example 2.

| $\alpha$ | $\tau_1 = 1/10$ | $\tau_2 = 1/20$ | $\tau_3 = 1/40$ | $\text{Rate (1/20)}$ | $\text{Rate (1/40)}$ |
|----------|-----------------|-----------------|-----------------|----------------------|----------------------|
| 0.1      | $5.40471505 \times 10^{-4}$ | $2.11683146 \times 10^{-4}$ | $8.95605270 \times 10^{-5}$ | $1.35231215$ | $1.24089900$ |
| 0.3      | $1.62587390 \times 10^{-3}$ | $5.42398641 \times 10^{-4}$ | $1.81461692 \times 10^{-4}$ | $1.58378990$ | $1.57968854$ |
| 0.5      | $4.13041682 \times 10^{-3}$ | $1.51028369 \times 10^{-3}$ | $5.26672591 \times 10^{-4}$ | $1.45146781$ | $1.51984128$ |
| 0.7      | $9.63696848 \times 10^{-3}$ | $3.9870287 \times 10^{-3}$ | $1.61348083 \times 10^{-3}$ | $1.27302875$ | $1.30513554$ |
| 0.9      | $2.11808227 \times 10^{-2}$ | $1.00185756 \times 10^{-2}$ | $4.68181892 \times 10^{-3}$ | $1.08008530$ | $1.09753637$ |

6. Conclusions

In this paper, we study the FVE methods based on the Crank–Nicolson scheme and $L1$-formula to solve the time fractional Sobolev equations with the Caputo fractional derivative. We derive the unconditional stability result which is only dependent on the source term function $f(x, t)$ and the initial data $u_0(x)$. We also obtain the optimal a priori error estimates in $L^2(\Omega)$-norm by using the properties of the operator $I^\alpha_\tau$ and the direct recursive method. Moreover, we give two numerical examples with some error results to examine the accuracy and efficiency of the proposed Crank–Nicolson FVE scheme. In this paper, we consider the Dirichlet boundary condition. In the future, we will try to use the FVE method to solve more fractional models with different boundary conditions.

Author Contributions: All authors contributed to the draft of the manuscript. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Natural Science Foundation of China (11701299, 11761053, 11661058), the Natural Science Foundation of Inner Mongolia Autonomous Region (2020MS01003), the Program for Young Talents of Science and Technology in Universities of Inner Mongolia Autonomous Region (NJYT-17-A07), and the Prairie Talent Project of Inner Mongolia Autonomous Region.

Acknowledgments: The authors thank the anonymous referees and editors for their valuable suggestions and comments to improve this work.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Hilfer, R. Applications of Fractional Calculus in Physics; World Scientific: Singapore, 2000.
2. Podlubny, I. Fractional Differential Equations, Mathematics in Science and Engineering; Academic Press Inc.: San Diego, CA, USA, 1999.
3. Feng, L.B.; Liu, F.W.; Turner, I. An unstructured mesh control volume method for two-dimensional space fractional diffusion equations with variable coefficients on convex domains. J. Comput. Appl. Math. 2020, 364, 112319. [CrossRef]
4. Luo, W.H.; Li, C.P.; Huang, T.Z.; Gu, X.M.; Wu, G.C. A high-order accurate numerical scheme for the Caputo derivative with applications to fractional diffusion problems. *Numer. Funct. Anal. Optim.* 2018, 39, 600–622. [CrossRef]
5. Shi, D.Y.; Yang, H.J. A new approach of superconvergence analysis for two-dimensional time fractional diffusion equation. *Comput. Math. Appl.* 2018, 75, 3012–3023. [CrossRef]
6. Zeng, F.H.; Li, C.P.; Liu, F.W.; Turner, I. The use of finite difference/element approaches for solving the time-fractional subdiffusion equation. *SIAM J. Sci. Comput.* 2013, 35, A2976–A3000. [CrossRef]
7. Jin, B.T.; Li, B.Y.; Zhou, Z. An analysis of the Crank-Nicolson method for subdiffusion. *IMA J. Numer. Anal.* 2017, 38, 518–541. [CrossRef]
8. Liu, Y.; Zhang, M.; Li, H.; Li, J.C. An improved stabilized explicit finite difference scheme with WSGD-approximation for a fractional subdiffusion equation. *Comput. Math. Appl.* 2017, 73, 1298–1314. [CrossRef]
9. Jin, B.T.; Li, B.Y.; Zhou, Z. An analysis of the Crank-Nicolson method for subdiffusion. *SIAM J. Numer. Anal.* 2018, 56, 1112–1133. [CrossRef]
10. Zheng, M.L.; Liu, F.W.; Liu, Q.X.; Burrage, K.; Simpson, M.J. Numerical solution of the time fractional reaction-diffusion equation with a moving boundary. *J. Comput. Phys.* 2017, 338, 493–510. [CrossRef]
11. Zhao, J.; Li, H.; Fang, Z.C.; Liu, Y. A mixed finite volume element method for time-fractional reaction-diffusion equations on triangular grids. *Mathematics* 2019, 7, 600. [CrossRef]
12. Liao, H.L.; Li, D.F.; Zhang, J.W. Sharp error estimate of the nonuniform L1 formula for linear reaction-subdiffusion equations. *SIAM J. Numer. Anal.* 2018, 56, 1112–1133. [CrossRef]
13. Li, C.P.; Cai, M. *Numerical Methods for Fractional Calculus*; Chapman and Hall/CRC: Boca Raton, FL, USA, 2015.
14. Yin, B.L.; Liu, Y.; Li, H.; Liu, F.W.; Wang, Y.J. Some second-order \( \theta \) schemes combined with finite element method for nonlocal fractional mobile/immobile transport model. *Appl. Math. Comput.* 2019, 336–347. [CrossRef]
15. Zhang, H.; Liu, F.W.; Meerschaert, M.M. A novel numerical method for the time variable fractional order mobile-immobile advection-dispersion model. *Comput. Math. Appl.* 2013, 66, 693–701. [CrossRef]
16. Liu, Q.; Liu, F.W.; Turner, I.; Anh, V.; Gu, Y.T. A RBF meshless approach for modeling a fractal mobile/immobile transport model. *Appl. Math. Comput.* 2014, 226, 336–347. [CrossRef]
17. Lin, Y.M.; Li, J.; Xu, C.J. Finite difference/spectral approximations for the fractional Cable equation. *Math. Comput.* 2011, 80, 1369–1396. [CrossRef]
18. Liu, Y.; Du, Y.W.; Li, H.; Liu, F.W.; Wang, Y.J. Some second-order \( \theta \) schemes combined with finite element method for nonlinear fractional cable equation. *Numer. Algorithms* 2019, 80, 533–555. [CrossRef]
19. Li, C.P.; Cai, M. *Theory and Numerical Approximations of Fractional Integrals and Derivatives*; SIAM: Philadelphia, PA, USA, 2019.
20. Liu, F.W.; Zhuang, P.H.; Liu, Q.X. *Numerical Methods of Fractional Partial Differential Equations and Applications*; Chinese Science Press: Beijing, China, 2015.
21. Liu, J.C.; Li, H.; Liu, Y. Crank-Nicolson finite element scheme and modified reduced-order scheme for fractional Sobolev equation. *Numer. Funct. Anal. Optim.* 2018, 39, 1635–1655. [CrossRef]
22. Luo, Z.D.; Wang, H. An efficient second-order extrapolated finite difference algorithm for time-space tempered fractional diffusion-wave equation. *Appl. Math. Lett.* 2020, 102, 106090. [CrossRef]
23. Luo, Z.D.; Jiang, W.R. A reduced-order extrapolated Crank-Nicolson finite spectral element method for the 2D non-stationary Navier-Stokes equations about vorticity-stream functions. *Appl. Numer. Math.* 2020, 147, 161–173. [CrossRef]
28. Haq, S.; Hussain, M. Application of meshfree spectral method for the solution of multi-dimensional time-fractional Sobolev equations. *Engl. Anal. Bound. Elem.* 2019, 106, 201–216. [CrossRef]

29. Beshtokov, M. Numerical analysis of initial-boundary value problem for a Sobolev-type equation with a fractional-order time derivative. *Comput. Math. Math. Phys.* 2019, 59, 175–192. [CrossRef]

30. Li, R.H.; Chen, Z.Y.; Wu, W. *Generalized Difference Methods for Differential Equations: Numerical Analysis of Finite Volume Methods*; Marcel Dekker: New York, NY, USA, 2000.

31. Ewing, R.; Lazarov, R.; Lin, Y. Finite volume element approximations of nonlocal reactive flows in porous media. *Numer. Methods Partial Differ. Equ.* 2000, 16, 285–311. [CrossRef]

32. Du, Y.W.; Li, Y.H.; Sheng, Z.Q. Quadratic finite volume method for a nonlinear elliptic problem. *Adv. Appl. Math. Mech.* 2019, 11, 838–869.

33. Zhang, Z. Error estimates of finite volume element method for the pollution in groundwater flow. *Numer. Methods Partial Differ. Equ.* 2010, 25, 259–274. [CrossRef]

34. Luo, Z.D.; Xie, Z.; Shang, Y.Q.; Chen, J. A reduced finite volume element formulation and numerical simulations based on POD for parabolic problems. *J. Comput. Appl. Math.* 2011, 235, 2098–2111. [CrossRef]

35. Sayev, K.; Arjang, F. Finite volume element method and its stability analysis for analyzing the behavior of sub-diffusion problems. *Appl. Math. Comput.* 2016, 290, 224–239.

36. Karaa, S.; Mustapha, K.; Pani, A.K. Finite volume element method for two-dimensional fractional subdiffusion problems. *IMA J. Numer. Anal.* 2017, 37, 945–964. [CrossRef]

37. Karaa, S.; Pani, A.K. Error analysis of a FVEM for fractional order evolution equations with nonsmooth initial data. *ESAIM M2AN* 2018, 52, 773–801. [CrossRef]

38. Badr, M.; Yazdani, A.; Jafari, H. Stability of a finite volume element method for the time-fractional advection-diffusion equation. *Numer. Methods Partial Differ. Equ.* 2018, 34, 1459–1471. [CrossRef]

39. Zhao, J.; Fang, Z.C.; Li, H.; Liu, Y. Finite volume element method with the WSGD formula for nonlinear fractional mobile/immobile transport equations. *Adv. Differ. Equ.* 2020, 2020, 360. [CrossRef]

40. Sun, Z.Z.; Wu, X.N. A fully discrete scheme for a diffusion-wave system. *Appl. Numer. Math.* 2006, 56, 193–209. [CrossRef]

41. Lin, Y.M.; Xu, C.J. Finite difference/spectral approximations for the time-fractional diffusion equation. *J. Comput. Phys.* 2007, 225, 1533–1552. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).