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Abstract

We consider the asymptotic behaviour of the second discrete Painlevé equation in the limit as the independent variable becomes large. Using asymptotic power series, we find solutions that are asymptotically pole-free within some region of the complex plane. These asymptotic solutions exhibit Stokes phenomena, which is typically invisible to classical power series methods. We subsequently apply exponential asymptotic techniques to investigate such phenomena, and obtain mathematical descriptions of the rapid switching behaviour associated with Stokes curves. Through this analysis, we determine the regions of the complex plane in which the asymptotic approximations are valid, and find that the behaviour of these asymptotic solutions shares a number of features with the tronquée and tri-tronquée solutions of the second continuous Painlevé equation.

1 Introduction

In this paper we consider the second discrete Painlevé equation (dP_{II})

\[ x_{n+1} + x_{n-1} = \frac{(\alpha_n + \beta) x_n + \gamma}{1 - x_n^2} \]  

in the asymptotic limit \( n \to \infty \). It is part of a class of integrable, second order nonlinear difference equations known as the discrete Painlevé equations that tend to the ordinary Painlevé equations in the continuum limit. This equation is of interest in mathematical physics \([19,32,33,40,46]\) and also appears as a reduction of the discrete modified Korteweg-de Vries (mKdV) equation \([34,35]\). Equation (1) tends to the second continuous Painlevé equation (P_{II}) in the continuum limit \( x_n = \epsilon w, \)

\[ x_n = \alpha n + \beta = 2 + \epsilon^2 t \]  

and \( \gamma = \epsilon^3 \mu \) as \( \epsilon \to 0 \),

\[ P_{II} : \quad \frac{d^2 w}{dt^2} = 2w^3 + tw + \mu. \]  

The continuous second Painlevé equation appears in similar contexts as its discrete version. It is obtainable via reductions of partial differential equations used in fluid dynamics \([1,13,14,18,22,39]\) and appears in the Tracy-Widom distribution which describes the limiting distribution of particular
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eigenvalues of a class of matrices \([14, 44]\) in the study of combinatorics. It has also been used as a model in electrodynamics \([3, 4, 31]\) and in mathematical physics \([20, 40–42, 45]\). Reviews of both continuous and discrete Painlevé equations can be found in \([15, 21]\).

Another version of (1) exists for which the \(\gamma\) term is replaced by \((-1)^n \gamma\) \([21]\). This version can be obtained by considering the singularity confinement of the McMillan map

\[
x_{n+1} + x_{n-1} = \frac{a_n x_n + b_n}{1 - x_n^2}.
\]

In particular, the authors of \([21]\) show that \(b_n = \gamma + \delta (-1)^n\) and \(a_n = \alpha n + \beta\). The odd-even dependence can be removed by choosing \(\delta = 0\), producing (1).

Motivated by these applications, the asymptotic study of the Painlevé equations have been pursued. However, there have been few corresponding studies for the discrete versions. Previous asymptotics studies for the first discrete Painlevé equation have been conducted in \([24, 27, 47]\) where the authors found solutions asymptotically free of poles in the large independent variable limit. However, to the best of our knowledge there appears to be no asymptotic studies for dP\(_I\) in the literature. There is another class of discrete Painlevé equations known as \(q\)-difference Painlevé equations for which asymptotic studies have been considered. In particular, Joshi \([25]\) investigated unstable solutions for the first \(q\)-difference Painlevé equation.

Using techniques of exponential asymptotics we will find solutions which are asymptotically free of poles within certain regions of the complex plane. We begin the analysis by finding the formal series solutions containing exponentially-small terms, then study the Stokes phenomena present within these asymptotic solutions and use this to deduce their regions of validity. We will find that these asymptotic solutions share features with the tronquée and tri-tronquée solutions of the second continuous Painlevé equation (P\(_{II}\)) \([10]\).

Exponential asymptotic techniques for differential-difference equations were developed by King and Chapman \([29]\) in order to study a nonlinear model of atomic lattices based on the work of \([12, 37]\). Joshi and Lustri \([27]\) applied the Stokes-smoothing technique described in \([29]\) to the first discrete Painlevé equation and obtained asymptotic approximations which contain exponentially-small contributions. Motivated by their work, we extend this to dP\(_I\) in order to study asymptotic solutions with similar features.

We note that there have been other exponential asymptotic approaches used to study difference equations \([23, 36, 38]\). In particular, Olde Daalhuis \([36]\) considered a particular class of second-order linear difference equations, and applied Borel summation techniques in order to obtain asymptotic expansions with exponentially-small error. The Stokes-smoothing technique described in \([29]\) may be performed directly on the nonlinear difference equation, rather than requiring the solution to be formulated in terms of an integral expression. While this method does not produce the integral expressions and controlled error estimates associated with Borel summation techniques, the direct applicability of the method permits the analysis to be easily extended to a wide range of problems.

### 1.1 Background on P\(_{II}\)

General solutions to the Painlevé equations are higher, transcendental functions, which cannot be expressed in terms of known functions. Therefore, many authors have studied their asymptotic behaviours or sought special solutions. Many investigations have considered the asymptotic behaviours of the Painlevé transcendents in the limit as the independent variable goes to infinity \([10, 13, 16, 20, 28, 30]\). The first known study was conducted by Boutroux \([10]\), who considered both the first and second Painlevé equations in the limit \(|t| \to \infty\).
Boutroux was able to show that the asymptotic behaviour of the solutions to are valid within certain sectors of the complex plane. This study subsequently identified particular solutions which are asymptotically free of poles, meaning that for a sufficiently large radius, these solutions are pole-free. These sectors in the complex plane have angular width $2\pi/3$, bounded by rays and were characterized by its bisector, or ray of symmetry. As such, these special asymptotic solutions are known as the *tronquée* (asymptotically pole free along a bisector) and *tri-tronquée* (asymptotically pole free along three successive bisectors) solutions whose asymptotic behaviour is described by either $y \sim \sqrt{-t/2}$ or $y \sim -\mu/t$ as $|t| \to \infty$.

Studies on the discrete Painlevé equations have been guided by their continuous counterparts due to the analogous results between the discrete and continuous Painlevé equations. However, as mentioned previously, it appears that there has been no asymptotic study of $dP_{11}$. Since $dP_{11}$ is of interest in mathematical physics, we investigate the asymptotic behaviour of $dP_{11}$.

### 1.2 Exponential asymptotics and Stokes curves

The formal series studied in this paper will be shown to be divergent, indicating the presence of exponentially-small contributions to the solution behaviour. Conventional asymptotic power series methods fail to capture the presence of such terms, and therefore these terms are often described as lying *beyond all orders*. In order to investigate these exponentially-small contributions, exponential asymptotic methods are used. The underlying principle of these methods is that divergent asymptotic series may be truncated so that the divergent tail, known as the remainder term, is exponentially-small in the asymptotic limit. This is known as an optimally-truncated asymptotic series. Thereafter, the problem can be rescaled in order to directly study the behaviour of these exponentially-small remainder terms. This idea was introduced by Berry, and Berry and Howls, who used these methods to determine the behaviour of special functions such as the Airy function.

The basis of this study uses techniques of exponential asymptotics developed by Olde Daalhuis et al. for linear differential equations, extended by Chapman et al. for application to nonlinear differential equations, and further developed by King and Chapman for nonlinear differential-difference equations. A brief outline of the key steps of the process will be provided here, however more detailed explanation of the methodology may be found in these studies.

In order to optimally truncate an asymptotic series, the general form of the coefficients of the asymptotic series is needed. However, in many cases this is an algebraically intractable problem. Dingle investigated singular perturbation problems and noted that the calculation of successive terms of the asymptotic series involves repeated differentiation of the earlier terms. Hence, the late-order terms, $a_m$, of the asymptotic series typically diverge as the ratio between a factorial and an increasing power of some function as $m \to \infty$. A typical form describing this is given by the expression

$$a_m \sim \frac{A \Gamma(m + \gamma)}{\chi^m m!},$$

as $m \to \infty$ where $\Gamma$ is the gamma function defined in, while $A$, and $\chi$ are functions of the independent variable and do not depend on $m$, known as the prefactor and singulant respectively. The singulant is subject to the condition that it vanishes at the singular points of the leading order behaviour, ensuring that the singularity is present in all higher-order terms. Chapman et al. noted that these special rays are examples of the Stokes curves and anti-Stokes curves described in Section 1.2.
noted this behaviour in their investigations and utilize (3) as an ansatz for the late-order terms, which may then be used to optimally truncate the asymptotic expansion.

Following [37], we substitute the optimally-truncated series back into the governing equation and study the exponentially-small remainder term. When investigating these terms we will discover two important curves known as Stokes and anti-Stokes curves [5]. Stokes curves are curves on which the switching exponential is maximally subdominant compared to the leading-order behaviour. As Stokes curves are crossed, the exponentially-small behaviour experiences a smooth, rapid change in value in the neighbourhood of the curve; this is known as Stokes switching. Anti-Stokes curves are curves along which the exponential term switches from being exponentially-small to exponentially-large (and vice-versa). We will use these definitions to determine the locations of the Stokes and anti-Stokes curves in this study.

By studying the switching behaviour of the exponentially-small remainder term in the neighbourhood of Stokes curves, it is possible to obtain an expression of the remainder term itself. The behaviour of the remainder associated with the late-order terms in (3) typically takes the form \( S \exp(-\chi/\epsilon) \), where \( S \) is a Stokes multiplier that is constant away from Stokes curves, but varies rapidly between constant values as Stokes curves are crossed. From this form, it can be shown that Stokes lines follow curves along which \( \chi \) is real and positive, while anti-Stokes lines follow curves along which \( \chi \) is imaginary. A more detailed discussion of the behaviour of Stokes curves is given in [5].

1.3 Paper outline

In Section 2, we find formal series expansions of the asymptotic solutions of \( dP_{II} \), and provide the recurrence relations for the coefficients. In Section 3, we determine the form of the late-order terms and use this to determine the Stokes structure of these asymptotic series expansions. We then calculate the behaviours of the exponentially-small contributions present in these solutions as Stokes curves are crossed. This is used to determine the regions in which these asymptotic approximations are valid. In Section 4, we consider solutions which grow in the asymptotic limit and finally, we discuss the results and conclusions of the paper in Section 5. Appendices A-C contain detailed calculations needed in Section 3.

2 Asymptotic series expansions

In this section, we expand the solution as a formal power series in the limit \( n \to \infty \), obtain the recurrence relation for the coefficients and determine the general expression of the late-order terms of the series.

In order to capture the far-field behaviour, we set \( s = \epsilon n \). We also define the equation parameters so that they are retained in this scaling, giving

\[ x_n = \epsilon f(s), \quad \alpha = \epsilon \hat{\alpha}, \quad \beta = \hat{\beta}, \quad \gamma = \epsilon \hat{\gamma}. \quad (4) \]

We drop the hat notation for simplicity and obtain the rescaled equation

\[ (f(s + \epsilon) + f(s - \epsilon)) \left(1 - \epsilon^2 f(s)^2\right) = (\alpha s + \beta) f(s) + \gamma, \quad (5) \]

Note that this book follows the American convention in switching the naming of Stokes and anti-Stokes curves.
where we consider the limit $\epsilon \to 0$. We assume that $f(s)$ is an analytic function of $s$ so that we may expand the solutions in (5) to give

$$
\sum_{j=0}^{\infty} \frac{2^{2j} f^{(2j)}(s)}{(2j)!} \left(1 - \epsilon^2 f(s)^2\right) = (\alpha s + \beta) f(s) + \gamma
$$

(6)

We now expand the solution, $f(s)$, as an asymptotic power series in $\epsilon$

$$
f(s) \sim \sum_{r=0}^{\infty} \epsilon^r f_r(s)
$$

(7)
as $\epsilon \to 0$. This allows us to rewrite equation (6) as

$$
\sum_{j=0}^{\infty} \frac{2^{2j} \epsilon_j(2j)! \sum_{k=0}^{\infty} \epsilon_k f_k^{(2j)}(1 - \epsilon^2 \sum_{l=0}^{\infty} \epsilon^l f_l \sum_{m=0}^{\infty} \epsilon^m f_m)}{(2j)!} = (\alpha s + \beta) \sum_{j=0}^{\infty} \epsilon^j f_j + \gamma.
$$

Matching orders of $\epsilon$ as $\epsilon \to 0$, we obtain

$$
O(\epsilon^0) : \quad 2f_0 = (\alpha s + \beta) f_0 + \gamma,
$$

$$
O(\epsilon^1) : \quad 2f_1 = (\alpha s + \beta) f_1.
$$

Solving these equations gives

$$
f_0 = \frac{-\gamma}{\alpha s + \beta - 2}, \quad f_1 = 0, \quad f_2 = \frac{-2\gamma(\alpha - \gamma)(\alpha + \gamma)}{(\alpha s + \beta - 2)^4}.
$$

(8)

We see that the leading order solution contains a simple pole located at $s = (2 - \beta)/\alpha$. In general, we find

$$
O(\epsilon^r) : \quad \sum_{j=0}^{\lfloor r/2 \rfloor} \frac{2 f^{(2j)}_r}{(2j)!} - \sum_{m=0}^{r-2} \sum_{l=0}^{r-m-2} f_m \sum_{j=0}^{(r-m-l-2)/2} 2 f^{(2j)}_{r-m-l-2j-2} (2j)! = (\alpha s + \beta) f_r
$$

(9)

for $r \geq 2$. Rearranging this equation to obtain an expression for $f_r$ gives

$$
(\alpha s + \beta - 2) f_r = \sum_{j=1}^{\lfloor r/2 \rfloor} \frac{2 f^{(2j)}_{r-2j}}{(2j)!} - \sum_{m=0}^{r-2} \sum_{l=0}^{r-m-2} f_m \sum_{j=0}^{(r-m-l-2)/2} 2 f^{(2j)}_{r-m-l-2j-2} (2j)!.
$$

(10)

We can show that the coefficients $f_{2n+1}$ vanish as a consequence of the fact that $f_1 = 0$.

Proposition 1. All the odd coefficients of the asymptotic series \[f\] are zero. That is, $f_{2n+1} = 0$ for all $n \geq 0$.

Proof. We first apply $r \mapsto 2r + 1$ to (10) so that we are only dealing with the odd coefficients. The case $n = 1$ is easy to show; a direct calculation can easily show that $f_3 = 0$. We then assume that $f_{2m+1} = 0$ is true for $m = 0, 1, 2, ..., K$ where $K$ is arbitrary and show that it is also true for $m = K + 1$. This is easy to see, because the first sum in (10) has subscript $f_{2r-2j+1}$ which is
always odd, so there will be no contributions from this term. The remaining triple sum involves
the subscripts $f_{2r-\ldots-m-l-2j-1}f_{m}$. We will also show that this term produces no contributions.

The first subscript can be written has $f_{2r-(n-j)-m-l-1}$ and this is always odd provided that $m+l$
is even. In this case, $m+l$ can be a combination of either (odd+odd) or (even+even) but for either
combination, the resulting term will always be zero, since there will always be at least one odd
subscript. In order to obtain a non-zero contribution, we require the first subscript to be even,
which means that $m+l$ must be odd. In this case, $m+l$ must be (odd+even), which ensures that
one subscript is odd, and therefore the whole term is zero. Thus, our proposition is proved.

From the recurrence relation (9) we observe that the calculation of $f_{r}$ requires two differentiations
of $f_{r-2}$. Hence, if $f_{0}$ has a singularity of strength $k$ then $f_{2}$ will have the same singularity but with
strength $k+2$. As such, our late-order coefficient terms will be described by (3), causing the
asymptotic series (7) to diverge and exhibit the Stokes phenomenon.

We have determined the leading order asymptotic solution to (5) and the recurrence equation
for the coefficients of (7). In the subsequent analysis we will optimally truncate the asymptotic
series and this requires the general form of the coefficients to be known. In the next section, we
will determine the general behaviour of $f_{r}$ as $r \to \infty$, enabling us to optimally truncate (7) and
investigate the Stokes phenomena present in these asymptotic solutions.

3  Exponential Asymptotics

In this section, we will completely determine the form of the late-order terms. This will allow us
to optimally truncate (7) and study the behaviour of the exponentially-small contribution. We will
investigate how the Stokes phenomena affect these terms, and deduce the regions in the complex
plane for which these asymptotic solutions are valid.

3.1  Late-order terms

As discussed in Section 1.2, the late-order ansatz is given by a factorial-over-power form. Therefore,
our late-order terms have the form

$$f_{r} \sim \frac{F(s)\Gamma(r+k)}{\chi(s)^{r+k}}\chi^{r+k},$$

as $r \to \infty$, where $\chi(s)$ is the singulant, $F(s)$ is the prefactor and $k$ is a constant. Recalling that the
singulant vanishes at the singularities of the leading order solution we deduce that the singulant is
subject to the condition

$$\chi \left( \frac{2-\beta}{\alpha} \right) = 0.$$

We apply this ansatz to equation (9) and match orders of $r$ as $r \to \infty$. The leading order equation
as $r \to \infty$ is given by

$$O(f_{r}) : \sum_{j=0}^{\lfloor r/2 \rfloor} \frac{2(-\chi')^{2j}}{(2j)!} \frac{F \Gamma(r+k)}{\chi^{r+k}} = (\alpha + \beta) \frac{F \Gamma(r+k)}{\chi^{r+k}}.$$
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Continuing to the next order as $r \to \infty$, we obtain the equation

$$\mathcal{O}(f_r^{-1}) : \sum_{j=1}^{\lfloor r/2 \rfloor} \frac{2}{(2j)!} \left( 2j(-\chi')^{2j-1} F' + (2j - 1)(-\chi')^{2j-2} (-\chi'') F \right) = 0,$$  \hspace{1cm} (13)$$

after simplification. In order to determine the singulant, $\chi(s)$, we consider (12) which can be reduced to

$$\sum_{j=0}^{\lfloor r/2 \rfloor} \frac{2(-\chi')^{2j}}{(2j)!} = (\alpha s + \beta).$$  \hspace{1cm} (14)$$

We replace the upper summation limit by infinity in (14), introducing exponentially-small error to the singulant as $r \to \infty$, which may be neglected here. This gives

$$\cosh(\chi') = \frac{\alpha s + \beta}{2}$$

which has solutions

$$\chi' = \pm \cosh^{-1} \left( \frac{\alpha s + \beta}{2} \right) + 2M\pi i,$$  \hspace{1cm} (15)$$

where $M \in \mathbb{Z}$. Noting that there are two different equations for the singulant, we name them $\chi_1(s)$ and $\chi_2(s)$ with the choice of the positive and negative signs respectively. In general, the behaviour of $f_r$ will be the sum of expressions (11), with each value of $M$ and sign of the singulant (17).

However, this sum will be dominated by the two terms associated with $M = 0$ as this is the value for which $|\chi|$ is smallest (12). Thus, we consider the $M = 0$ case in the subsequent analysis.

Recalling that the singulant must vanish at the singularity, $s_0 = (2 - \beta)/\alpha$, we integrate (15) to find that the singulants are given by

$$\chi_1 = \frac{1}{\alpha} \left( \sqrt{\left( \frac{\alpha s + \beta}{2} \right)^2 - 1} - \alpha s \cosh^{-1} \left( \frac{\alpha s + \beta}{2} \right) \right. \left. + \beta \log(2) - \beta \log \left( \alpha s + \beta + \sqrt{\left( \frac{\alpha s + \beta}{2} \right)^2 - 1} \right) \right),$$  \hspace{1cm} (16)$$

$$\chi_2 = - \chi_1.$$  \hspace{1cm} (17)$$

In order to find the prefactor associated with each singulant we solve equation (13). As before, we extend the summation terms to infinity, obtaining

$$- F' \sinh(\chi') - F \chi'' \left( \frac{1 - \cosh(\chi') + \chi' \sinh(\chi')}{(\chi')^2} \right) = 0.$$  \hspace{1cm} (18)$$

This equation is independent of the choice of $\chi_1$ or $\chi_2$. We also note that the parameter, $\gamma$, does not appear in either the singulant or prefactor equations. As a consequence, $\gamma$ will not play any role in the Stokes phenomena.

In order to completely determine the form of the late-order terms, we must also determine the value of $k$. This requires matching the late-order expression given in (11) to the leading-order behaviour in the neighbourhood of the singularity. The technical details of this process are given in Appendix A. From this analysis, we find that $k = 1/2$. 7
Hence, in the neighbourhood of the singularity at \(s = s_0\), the late-order terms are given by

\[
f_r \sim \frac{\Lambda_1 \Gamma(r + 1/2)}{(s - s_0)^{1/4} \left( -\frac{2}{3} \sqrt{\alpha}(s - s_0)^{3/2} \right)^{r+1/2}} + \frac{\Lambda_2 \Gamma(r + 1/2)}{(s - s_0)^{1/4} \left( \frac{2}{3} \sqrt{\alpha}(s - s_0)^{3/2} \right)^{r+1/2}},
\]

in which \(\Lambda_1\) and \(\Lambda_2\) are arbitrary constants that may be determined numerically, illustrated in Appendix B. These constants may also be used to determine an appropriate boundary condition at \(s = s_0\) for the prefactor equation \((15)\), although the explicit evaluation of this term is unnecessary in the present analysis.

### 3.2 Stokes smoothing

In order to determine the behaviour of the exponentially-small contributions in the neighbourhood of the Stokes curve we need to optimally truncate \((7)\). We truncate the asymptotic series as follows

\[
f(s) = \sum_{r=0}^{N-1} \epsilon^r f_r(s) + R_N(s),
\]

where \(N\) is the optimal truncation point and \(R_N\) is the optimally-truncated error. We choose \(N\) such that the series are truncated after their smallest terms. As the analysis is technical, we will summarize the key results in this section with the details provided in Appendix C.

In Appendix C we show that the optimal truncation point is given by

\[
N = \frac{|\chi|}{\epsilon} + \omega,
\]

where \(\omega \in [0, 1)\) is chosen such that \(N \in \mathbb{Z}\). The remainder terms can be shown to take the form

\[
R_N \sim \mathcal{S}_1 F_1 e^{-\chi_1/\epsilon} + \mathcal{S}_2 F_2 e^{-\chi_2/\epsilon},
\]

where \(\mathcal{S}_i\) is the Stokes switching parameter which varies rapidly in the neighbourhood of Stokes curves. Substituting \((19)\) with \((20)\) into \((5)\) we obtain

\[
\sum_{j=1}^{\infty} \frac{2^{2j} R_N^{(2j)}}{(2j)!} \left( -\frac{2}{3} \sqrt{\alpha}(s - s_0)^{3/2} \right)^{2\chi_j/\epsilon} \left( \sum_{r=0}^{N-1} \epsilon^r f_r \right) - \epsilon^2 \sum_{j=0}^{\infty} \frac{2^{2j} R_N^{(2j)}}{(2j)!} \left( \sum_{r=0}^{N-1} \epsilon^r f_r \right)^2 - 2R_N \sum_{r=0}^{N-1} \epsilon^r f_r + R_N^2
\]

\[
+ \epsilon^N f_N + \ldots \sim (\alpha s + \beta - 2)R_N,
\]

where the omitted terms are smaller than those which have been retained in the limit \(\epsilon \to 0\).

In particular, it can be shown in Appendix C that the Stokes multiplier, \(\mathcal{S}_i\), changes in value by

\[
[S]_+^- \sim \frac{i\pi}{\sqrt{\epsilon H(|\chi|)}},
\]

as Stokes curves are crossed, where \(H\) is the function defined by \(H(\chi) = \chi' \sinh(\chi')\), where \(\chi'\) is treated as a function of \(s\), which in turn is treated as a function of \(\chi\).
Consequently, the optimally-truncated asymptotic series (19) can be rewritten explicitly as

\[ f(s) \sim \sum_{r=0}^{N-1} \epsilon^r f_r(s) + S_1 F_1 e^{-\chi_1/\epsilon} + S_2 F_2 e^{-\chi_2/\epsilon}, \tag{23} \]

where \( S_i \) varies in value by (22) as Stokes curves are crossed, the leading orders are given in (8), and the late-order behaviour is given in (11). This expression is therefore an accurate asymptotic approximation up to exponentially-small terms, valid in certain sectors of the complex \( s \)-plane. In particular, (23) contains one parameter of freedom; either \( S_1 \) or \( S_2 \) is free. This will be further explained in Section 3.3.

We have successfully determined a family of asymptotic solutions to (5) which contains exponentially-small error. These exponentially-small terms exhibit Stokes switching and therefore the asymptotic solution (23) will be valid in certain regions of the complex plane. The regions of validity of (23) will be determined in the next section.

3.3 Stokes structure

With the results for \( \chi_1 \) and \( \chi_2 \) given by (16), we can investigate the switching behaviour of the exponentially-small contributions. As discussed in the introduction, we know that these terms are proportional to \( \exp(-\chi/\epsilon) \); this is explicitly shown in the Appendix C using a WKB ansatz on the homogeneous form of (21). This term is exponentially-small when \( \text{Re}(\chi) > 0 \) and exponentially large when \( \text{Re}(\chi) < 0 \). In order to investigate how these terms behave we consider the solution’s Stokes structure. We recall that Stokes curves follow curves where \( \text{Im}(\chi) = 0 \) while anti-Stokes curves follow curves where \( \text{Re}(\chi) = 0 \). Additionally, we recall that exponentially-small terms may only switch across Stokes curves where \( \text{Re}(\chi) > 0 \).

Without loss of generality, we demonstrate the case where \( \alpha \) and \( \beta \) are real valued parameters. In particular, we study the Stokes structure with parameter values \( \alpha = 1, \beta = 1 \). In the general case where \( \alpha, \beta \in \mathbb{C} \), we find that complex \( \alpha \) rotates the Stokes structure, while complex \( \beta \) translates it. These effects are illustrated in Figure 4.

In Figure 4a we see that there are three Stokes curves and two anti-Stokes curves emanating from the singularity in the complex \( s \)-plane. The Stokes curve located on the positive real axis switches the exponential contributions associated with \( \chi_2 \), while the remaining two Stokes curves switches the exponential associated with \( \chi_1 \). Additionally, there is a branch cut located along the negative real axis extending to the singularity, \( s_0 = 1 \). Using this knowledge, we can determine the switching behaviour as the Stokes curves are crossed.

Since there are six critical curves (Stokes and anti-Stokes curves and a branch cut) in total, we have the freedom to choose within which region we wish to have a valid asymptotic solution. The most natural one to choose is the Stokes curve located on the positive real axis. Thus we see that the Stokes structure naturally separates the complex \( s \)-plane into separate regions.
Figure 1: These figures depict the Stokes structure for parameter values $\alpha = 1$ and $\beta = 1$. Figure 1a illustrates the behaviour of the singulants as Stokes and anti-Stokes curves (denoted by thick black curves and dashed curves respectively) are crossed. Figure 1b illustrates the regions of the complex $s$-plane in which the exponential contributions associated with $\chi_1$ and $\chi_2$ are active. The exponential contribution associated with $\chi_1$ is switched across the Stokes curves denoted by $x$, which the contribution associated with $\chi_2$ is switched when crossing the Stokes curve denoted by $y$. This convention will be followed in subsequent figures.

From Figure 1 we deduce that the remainder term associated with $\chi_1$ must not be present in the neighbourhood of this Stokes curve as it would exponentially dominate the leading order solution of (23). In order for the asymptotic solution to be valid we require the remainder term associated with $\chi_1$ be absent on the positive real axis, and therefore $S_1 = 0$. However, we see that the remainder term associated with $\chi_2$ is exponentially-small since $\text{Re}(\chi_2) > 0$, and therefore the leading order solution of (23) remains valid in the presence of these terms. Hence, the value of $S_2$ about the real axis may be freely specified, and will therefore contain a free parameter. Since the remainder term associated with $\chi_2$ will exhibit Stokes switching, it will vary as it crosses a Stokes curve; say, from state one to state two. Consequently, we conclude that the exponentially-small contributions associated with $\chi_1$ is present in the regions bounded by the Stokes curves located in the upper and lower complex plane containing the branch cut. If we assume that $S_2$ is non-zero on either side of the positive real axis, then the asymptotic series (23) is valid in the region bounded by the anti-Stokes curves containing the positive real axis and contains exponentially-small contributions; this is illustrated in Figure 2b.

We may repeat the process for the remaining five critical curves in order to obtain other types of asymptotic solutions with different ranges of validity. This results in the determination of two types of asymptotic solution classes. Type one solutions describe those in which the asymptotic expansion is valid within some region which contain a free parameter hidden beyond all orders. However, for special choices of the free parameter of type one solutions, we can obtain asymptotic solutions with an extended range of validity; these are referred to as type two solutions. Type two asymptotic solutions are illustrated in Figure 3.
(a) Stokes multipliers.

(b) Regions of validity.

Figure 2: These figures depict the Stokes structure for parameter values $\alpha = 1$ and $\beta = 1$. Figure 2a shows the switching behaviour of the Stokes multiplier, $S_i$, as Stokes curves are crossed. Figure 2b illustrates the regions of validity for the general asymptotic solution (23) with $S_1 = 0$ and a free parameter, $S_2$. The dark gray regions depict where exponentially-large terms are present, whereas the light gray regions indicate the presence of exponentially-small terms present. The asymptotic solution is therefore valid in the region bounded by the anti-Stokes curves containing the positive real axis. Elsewhere, it will be exponentially dominated and will therefore no longer be a valid asymptotic approximation.

(a) First special asymptotic solution.

(b) Second special asymptotic solution.

Figure 3: This figure illustrates special asymptotic solutions given in (23), for $\alpha = 1$ and $\beta = 1$. Figure 3a demonstrates that if we demand that the exponential contribution due to $\chi_2$ be inactive in the region below the real positive axis ($S_2^- = 0$) then the range of validity can be extended. This is also equivalent to specifying that our algebraic solution be valid about the lower anti-Stokes curve. Figure 3b demonstrates the extended region of validity if $\chi_2$ is inactive in the region above the real positive axis ($S_2^+ = 0$). This is also equivalent to specifying that the algebraic solution be valid about the upper anti-Stokes curve. Unshaded regions indicate regions in which there are no exponential contributions.
We have completed the analysis for solutions with the behaviour $x_n \ll 1$ as $n \to \infty$ of equation (1). In addition to these solutions with this behaviour, there are solutions which grow in the asymptotic limit, that is, $x_n \gg 1$ as $n \to \infty$. The analysis involved in the subsequent sections is nearly identical to Sections 2 and 3. Hence, we will omit the details and only provide the key results. As before, we scale into the far field by setting $s = \epsilon n$. Then the scaling for non-vanishing $x_n$ behaviour, and the appropriate choice of parameter sizes, is given by

$$x_n = \frac{g(s)}{\epsilon}, \quad \alpha = \frac{\hat{\alpha}}{\epsilon}, \quad \beta = \frac{\hat{\beta}}{\epsilon^2}, \quad \gamma = \frac{\hat{\gamma}}{\epsilon^3}. \quad (24)$$

As before, we drop the hat notation for simplicity. The rescaled equation is then given by

$$(g(s + \epsilon) + g(s - \epsilon)) \left( \epsilon^2 - g(s)^2 \right) = (\alpha s + \beta) g(s) + \gamma, \quad (25)$$
as $\epsilon \to 0$. We then expand $g(s)$ as an asymptotic power series in $\epsilon$,

$$g(s) \sim \sum_{r=0}^{\infty} \epsilon^r g_r(s), \quad (26)$$
as $\epsilon \to \infty$. Substituting (26) into (25) and by matching coefficients of $\epsilon$ we can show that the leading order solution satisfies the equations

$$g_0 = \frac{6 \alpha s + 6 \beta}{(2\sqrt{27})^{2/3} (\sqrt{4\Psi^3 + 11664\gamma^2 + 108\gamma})^{1/3}} - \frac{(\sqrt{4\Psi^3 + 11664\gamma^2 + 108\gamma})^{1/3}}{432^{1/3}}, \quad (27)$$
or
\[
g_0 = \frac{(1 + i\sqrt{3}) (6\alpha s + 6\beta)}{(2\sqrt{216})^{2/3} (\sqrt{4\Psi^2 + 11664\gamma^2 + 108\gamma})^{1/3}} + \frac{(1 + i\sqrt{3}) (\sqrt{4\Psi^2 + 11664\gamma^2 + 108\gamma})^{1/3}}{(3456)^{1/3}},
\]
where \(\Psi = 6\alpha s + 6\beta\). In general, we have
\[
O(\epsilon^r) : (\alpha s + \beta) g_r = \sum_{j=0}^{(r-2)/2} \frac{2g_r(2j)}{(2j)!} \sum_{m=0}^{r-m} g_m \sum_{l=0}^{r-2} g_l \sum_{j=0}^{(r-m-l)/2} \frac{2g_r(2j)}{(2j)!},
\]
for \(n \geq 2\). Using similar reasoning as in Section 3, our late-order terms ansatz is
\[
g_r(s) \sim \frac{G(s) \Gamma (r + \kappa)}{\eta(s)^r + \kappa},
\]
as \(r \to \infty\). Applying (30) into (29), it can then be shown that the singulant, \(\eta(s)\), solves the equation
\[
\cosh (\eta') = -\frac{(\alpha s + \beta + 4g_0^2)}{2g_0^2},
\]
and the prefactor, \(G(s)\), solves the equation
\[
-2g_0^2 G' \sinh (\eta') - 2g_0^2 \eta'' \sinh (\eta') - \cosh (\eta') + 4g_0 g_1 G \cosh (\eta') + 8g_0 g_1 G = 0.
\]
We observe that the right hand side of (31) has many more zeroes compared to (15). This will mean that the Stokes and anti-Stokes curves will emerge from more than one singular point and is illustrated in Figure 7. As demonstrated in Section 3.3, we may use the solution to (31) to determine the Stokes structure of the asymptotic solution (26). Hence, we have fully determined the late-order terms (30) where the singulant and prefactor are solutions to (31) and (32) respectively. The constants associated with the prefactor can be determined in a similar fashion as demonstrated in Appendix A.

### 4.1 Stokes Structure

Once the singulant is determined we may determine the Stokes structure of asymptotic solution. As discussed in Section 3.3, the exponentially-small contributions present are generally proportional to \(\exp(-\eta/\epsilon)\), and we may therefore obtain the Stokes structure to (26). We note that we have three distinct leading order solutions. We will consider (26) with leading order behaviour (27) with \(\alpha = 2, \beta = -1\) and \(\gamma = 2\). However, similar results may be obtained by considering the leading order behaviour described in (28). We will observe that the Stokes and anti-Stokes curves emerge from two singularities as opposed to one singularity when we compare the Stokes structure to that found in Section 3.3. This is due to the leading order solution (27) having two singularities.

After determining the Stokes structure of these asymptotic solutions, we may deduce their regions of validity and the switching behaviour to the exponentially-small terms present in these solutions. We obtain asymptotic solutions which exhibit similar features to those described in Section 3.3. That is, we can obtain asymptotic solutions which contain one free parameter hidden
Figure 5: This figure illustrates the Stokes structure for non-vanishing asymptotic solutions. In this case, the Stokes and anti-Stokes curves emerge from two singularities rather than one. We also note the Stokes structure in the upper half plane is symmetric to the Stokes structure in the lower half plane.

Figure 6: This figure illustrates the asymptotic solutions valid about the Stokes curve extending to the real positive direction. The light gray shaded regions show the presence of exponentially-small contributions, while the contributions are exponentially large in the dark gray regions. Unshaded regions illustrate no exponential contributions and therefore the asymptotic behaviour is described by the leading order solution (27). Figures 6a illustrate the regions of validity of a general asymptotic solution about the upper singularity. This asymptotic solution contain one free parameter hidden beyond all orders. The regions of validity to these asymptotic solutions may be extended as shown in figure 6b. This is possible if we demand that the exponential term be absent in the appropriate region. Due to the symmetry of the Stokes structure, the region of validity to the contribution due to the lower singularity is symmetric with respect to the real axis.

Beyond all orders of the asymptotic power series. These asymptotic solutions are valid within two adjacent regions of the complex $s$ plane. Furthermore, for special choices of the free parameter, the range of validity can be extended by two additional adjacent regions in the complex $s$ plane, as seen in Figure 7b. These are special asymptotic solutions which contain no free parameters and are therefore uniquely defined.

Similarly in Section 3.3, we have the freedom to choose any of the other Stokes or anti-Stokes curve for which the asymptotic solution is valid. As a result, other asymptotic solutions can be
obtained by rotating a known asymptotic solution through two adjacent regions. Thus, we have determined the regions of validity for the asymptotic solutions of \( \text{dP}_{II} \) which grow in the limit \( \epsilon \to 0 \) and qualitatively determined the Stokes phenomena present within these solutions.

5 Conclusions

In this paper, we used exponential asymptotics methods to compute and investigate the asymptotic solutions to the second discrete Painlevé equation whose leading order behaviour can be described by rational expressions such as (8), (27), or (28). We then determined the Stokes structure and used this information to deduce the regions of validity to these asymptotic solutions. The asymptotic solutions obtained are given as the sum of a truncated asymptotic power series and an exponentially-subdominant correction term given by (23).

In Sections 2 and 3, we considered asymptotic solutions which vanish as \( n \to \infty \). Using exponential asymptotics, we determined the form of subdominant exponential contributions present in the asymptotic solutions, which are defined up to two free Stokes-switching parameters. From this behaviour, we deduced the associated Stokes structure, illustrated in Figure 1. By considering the Stokes switching, we found that the asymptotic series is a valid approximation in a region of the complex plane centered around the positive real axis. Furthermore, we found that it is possible to select the Stokes parameters so that the exponential contribution is absent in the region where it would normally become large. Consequently, the associated special asymptotic solutions are valid within a significantly larger region of the complex plane, shown in Figure 3.

In Section 4, we considered the equivalent analysis for asymptotic solutions to the second discrete Painlevé equation which grow as \( n \to \infty \), rather than vanishing. By applying exponential asymptotic methods, we again determined the Stokes structure present in these asymptotic solu-
tions. We note that the structure of Stokes and anti-Stokes curves for this problem, illustrated in Figure 7, is significantly more complicated than in the vanishing case. Despite this, careful analysis of the exponentially-small asymptotic contributions in the problem is sufficient for us to determine the regions of validity for the asymptotic series. We again find that the asymptotic behaviour contains free Stokes-switching parameters, and that these parameters may again be chosen such that the exponential contributions disappear in regions where they would otherwise become exponentially-large. This causes the associated asymptotic series expression to have a larger region of validity, illustrated in Figure 7b, including the entire real axis.

We note that, when the scalings for the vanishing case, (4), and the non-vanishing case, (24), are undone, we find that the leading order solution to $dP_{II}$ is given by $x_n \sim -\gamma/\alpha n$ and $x_n \sim \pm i\sqrt{\alpha n}/2$ as $n \to \infty$, respectively. From this analysis, we determine two types of asymptotic behaviours; type one solutions contain a free parameter hidden beyond all orders and type two solutions are uniquely determined with an extended region of validity. We note that the scalings for which the solutions behave as $x_n \sim O(1)$ in the limit $n \to \infty$ can also be considered. However, this just reduces to either the vanishing or non-vanishing case when the scalings are undone.

Similar features of these asymptotic solutions are shared with the classical tronquée and tri-tronquée solutions of $P_{II}$ (2). The tronquée solutions contain free parameters hidden beyond all orders while the tri-tronquée are uniquely defined, both of which are valid in certain sectors in the complex plane separated by Stokes and anti-Stokes curves. In particular, as stated in Section 1.1, the tronquée and tri-tronquée solutions are described by $w \sim \sqrt{-t/2}$ or $w \sim -\mu/t$ as $|t| \to \infty$. These similarities are shared with the asymptotic behaviours we found for $dP_{II}$.

The asymptotic study considered in [27] used the same ideas to investigate asymptotic solutions for the first discrete Painlevé equation ($dP_1$). The qualitative features of the asymptotic solutions obtained in this study are very similar to those in [27]. Using these ideas, both [27] and the current study were able to determine solutions which are asymptotically free of poles to nonlinear discrete equations. An important distinction between both the Stokes structure of classic (tri-)tronquée solutions of the Painlevé equations and the Stokes structure found in [27] is that the regions of validity for the asymptotic behaviours found in this study are bounded by curves rather than rays.
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Appendix A Calculating the late-order terms near the singularity

For $|\alpha| \neq 0$, the behaviour of the singulant can be shown to be

$$\chi_1 \sim -\frac{2\sqrt{\alpha}}{3}(s - s_0)^{3/2},$$

$$\chi_2 \sim \frac{2\sqrt{\alpha}}{3}(s - s_0)^{3/2},$$

about the singularity $s_0 = (2 - \beta)/\alpha$. Using (33) in the ordinary differential equation for the prefactor, we obtain

$$-\sqrt{\alpha}(s - s_0)F' - \frac{\sqrt{\alpha}}{4\sqrt{s - s_0}} F = 0.$$  (34)

We note that both $\chi_1$ and $\chi_2$ produce the same governing equation for the prefactor. Solving equation (34), we find that the local behaviour of the prefactor about the singularity is given by

$$F \sim \frac{\Lambda}{(s - s_0)^{1/4}}$$

where $s_0 = (2 - \beta)/\alpha$. Recalling that there are two distinct singulant contributions, we therefore have two distinct constants associated with each singulant denoted by $\Lambda_1$ and $\Lambda_2$.

Finally, we require that the strength of the singularity in the late-order ansatz, (11), must be consistent with the strength of the singularity of $f_0$. In order to determine the correct value of $k$ in (11) we recall that $f_0$ has a singularity of strength one. Thus, in order to be consistent, the late-order terms must have the same strength as $n \to 0$. In the limit as $n \to 0$, the late-order term expression near the singularity becomes

$$\frac{\Lambda_1\Gamma(k)}{(s - s_0)^{1/4}(-\frac{2}{3}\sqrt{\alpha}(s - s_0)^{3/2})^k} + \frac{\Lambda_2\Gamma(k)}{(s - s_0)^{1/4}(\frac{2}{3}\sqrt{\alpha}(s - s_0)^{3/2})^k},$$  (35)

which has singularity strength $1/4 + 3k/2$. The singularity in $f_0$ has strength one, and therefore, the strength of the singularity in (35) matches the strength of the singularity in $f_0$ only if $k = 1/2$. 
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Appendix B  Calculating the prefactor constants

We are yet to determine the values of the constants, \( \Lambda_i \), appearing in the late-order terms \([11]\). In Appendix A, we showed that \( \chi_1 = -\chi_2 \) and \( F_1 = (\Lambda_2/\Lambda_1) F_2 \). Using these facts, we may rewrite the expression for the late-order terms as

\[
\frac{f_r(s) \chi_1^{r+1/2}}{F_1(s) \Gamma (r + 1/2)} \sim \Lambda_1 + (-1)^{r+1/2} \Lambda_2, \tag{36}
\]

as \( r \to \infty \). By appropriately adding (or subtracting) successive terms of \((36)\), we can obtain formulas for the constants, \( \Lambda_i \), in the limit \( r \to \infty \). Doing this, we obtain

\[
2\Lambda_1 = \lim_{r \to \infty} \left[ \frac{f_{2r} \chi_1^{2r+1/2}}{F_1 \Gamma (2r + 1/2)} + \frac{f_{2r-1} \chi_1^{2r-1/2}}{F_1 \Gamma (2r - 1/2)} \right], \tag{37}
\]

\[
-2i\Lambda_2 = \lim_{r \to \infty} \left[ \frac{f_{2r} \chi_1^{2r+1/2}}{F_1 \Gamma (2r + 1/2)} - \frac{f_{2r-1} \chi_1^{2r-1/2}}{F_1 \Gamma (2r - 1/2)} \right]. \tag{38}
\]

In Section 2, we showed that all the odd terms of the asymptotic series vanish. Thus, we observe that the second term of the expressions \((37)-(38)\) is equal to zero. As a consequence, we find that \( \Lambda_1 = -i\Lambda_2 \). In order to determine the values of these constants we use the local behaviours of \( \chi_1 \) and \( F_1(s) \) near the singularity provided in Appendix A. We consider a numerical example where we choose \( \alpha = -2, \beta = 1 \) and \( \gamma = 1 \). Using the leading order solution, \( 1/(1 - 2s) \), and computing the behaviour of \( f_r \) using \([9]\), we can calculate the values of \( \Lambda_i \) using equations \((37)-(38)\) numerically using the Mathematica 10 package. For sufficiently large values of \( f_r \) computed, we find that

\[
\Lambda_1 \approx 0.0757 - 0.0757 i,
\]

\[
\Lambda_2 \approx 0.0757 + 0.0757 i.
\]

We have therefore determined the explicit form of the late order terms, \( f_r \), of the asymptotic series.

Figure 8: This figure illustrates the approximation for \( \Lambda_1 \) with \( \alpha = -2, \beta = 1 \) and \( \gamma = 1 \). We see that as \( r \) increases, the approximation for \( \Lambda_1 \) tends to the limiting value described by the black, dashed curve. The approximation for \( \Lambda_2 \) may be obtained from this information since \( \Lambda_1 = -i \Lambda_2 \).
Appendix C  Stokes smoothing

In order to apply the exponential asymptotic methods, we need to optimally truncate the asymptotic series \[ ]_. One particular way to calculate the optimal truncation point is to consider where the terms in the asymptotic series is at its smallest \[参考文献[11]]. This heuristic is equivalent to the finding \( N \) such that
\[
\left| \frac{\epsilon^{N+1} f_{N+1}}{\epsilon^N f_N} \right| \sim 1,
\]
in the limit \( \epsilon \to 0 \) and \( N \to \infty \) (we will see that the limit \( \epsilon \to 0 \) is equivalent to the limit \( N \to \infty \)). By using the late-order form ansatz described by \[参考文献[11] we find that \( N \sim \frac{\chi}{\epsilon} \). As this quantity may not necessarily be integer valued, we therefore choose \( \omega \in [0,1) \) such that
\[
N = \left| \frac{\chi}{\epsilon} \right| + \omega \quad \text{(39)}
\]
is integer valued.

We substitute the optimally-truncated series with \[参考文献[39] to the governing equation \[参考文献[6] and use the recurrence relations \[参考文献[9] to eliminate terms. Doing so, we obtain the equation
\[
\sum_{j=1}^{\infty} \frac{2e^{2j} R_N^{(2j)}}{(2j)!} - \epsilon^2 \sum_{r=0}^{\infty} e^r \sum_{j=0}^{N-1} \frac{2e^{2j} f_r^{(2j)}}{(2j)!} \left( 2R_N \sum_{k=0}^{N-1} \epsilon^k f_k + R_N^2 \right)
- \epsilon^2 \sum_{j=0}^{\infty} \frac{2e^{2j} R_N^{(2j)}}{(2j)!} \left( \left( \sum_{r=0}^{N-1} \epsilon^r f_r \right)^2 - 2R_N \sum_{r=0}^{N-1} \epsilon^r f_r + R_N^2 \right)
+ \epsilon^N f_N + \ldots \sim (\alpha s + \beta - 2)R_N, \quad \text{(40)}
\]
where the omitted terms are smaller than those which have been retained in the limit \( \epsilon \to 0 \).

Away from the Stokes curve, the inhomogeneous terms of equation \[参考文献(40) is negligible, and we therefore apply a WKB analysis to the homogeneous version of \[参考文献(40). We therefore apply the ansatz \( R_N = a(s) e^{b(s)/\epsilon} \) and match orders of \( \epsilon \) as \( \epsilon \to 0 \). The leading order equations as \( \epsilon \to 0 \) can be shown to be
\[
\sum_{j=0}^{\infty} \frac{2e^{2j} (b'(s)/\epsilon)^{2j}}{(2j)!} a(s) e^{b(s)/\epsilon} = (\alpha s + \beta) a(s) e^{b(s)/\epsilon}.
\]
Comparing this to equation \[参考文献(12), we see that they coincide provided that \( b(s) = \chi(s) \), where \( \chi \) is the particular singulant being considered, namely \( \chi_1 \) or \( \chi_2 \). For now, we will work with general \( \chi \) and specify the choice of \( \chi \) in the subsequent analysis. Continuing to the next order in \( \epsilon \) we find that \( a(s) \) satisfies equation \[参考文献(13) exactly, and hence \( a(s) = F(s) \). Hence, away from the Stokes curve, the optimally-truncated error takes the form \( R_N(s) \sim F(s)e^{-\chi/s} \) as \( \epsilon \to 0 \).

As the exponentially-small error term will experience Stokes switching, we therefore set
\[
R_N(s) = S(s) F(s) e^{-\chi(s)/\epsilon},
\]
where \( S(s) \) is the Stokes multiplier that switches rapidly in the neighbourhood of the Stokes curve. We apply this form to equation \[参考文献(40) and after some cancellation we find that
\[
2eS' F e^{-\chi/s} \sum_{j=1}^{\infty} \frac{(2j)!(-\chi')^{2j-1}}{(2j)!} = \epsilon^N f_N
\]
as $N \to \infty$. Rearranging this equation and applying the form of the late-order for $f_N$ as given by (11) we find that

$$
\frac{dS}{ds} \sim e^{N-1} \epsilon^{\chi/\epsilon} \frac{\Gamma(N + k)}{2 \sinh(\chi')} \chi^{N+k}.
$$

(41)

Noting the form of $N$, we introduce polar coordinates by setting $\chi = \rho e^{i \theta}$ where the fast variable is $\theta$ and the slow variable, $\rho$. This transformation tells us that

$$
\frac{d}{ds} = -i \chi' e^{-i \theta} \frac{d}{d \theta}
$$

and (39) becomes $N = \rho/\epsilon + \omega$. Hence (41) becomes

$$
\frac{dS}{d \theta} \sim \rho e^{i \theta} e^{\rho/\epsilon + \omega - 1} \frac{-\Gamma(\rho/\epsilon + \omega + k)}{2i \chi' \sinh(\chi')(\rho e^{i \theta})^{\rho/\epsilon + \omega + k}} \exp \left( \frac{\rho e^{i \theta}}{\epsilon} \right).
$$

(42)

The expression $\chi' \sinh(\chi')$ is a function of $s$ which we will denote by $H(s)$. Furthermore, as we have applied the transformation $\chi = \rho e^{i \theta}$, $H(s)$ is effectively a function of $\theta$, $H(s(\theta); \rho)$, where $\rho$ is a fixed parameter. Recalling that $k = 1/2$, we apply Stirling’s formula [2] to (42) and after simplification we obtain

$$
\frac{dS}{d \theta} \sim \frac{i \sqrt{2\pi}}{2 H(s(\theta))} \sqrt{\rho} \exp \left( \frac{\rho e^{i \theta} - 1 - i \theta}{\epsilon} - i \theta(\omega + k - 1) \right).
$$

(43)

The right hand side is exponentially-small except in the neighbourhood of $\theta = 0$, which is exactly where the Stokes curve lies (where $\chi$ is purely real and positive). We now rescale about the neighbourhood of the Stokes curve in order to study the behaviour of $S$. Applying the scaling $\theta = \sqrt{\epsilon} \hat{\theta}$ to (43) gives us

$$
\frac{1}{\sqrt{\epsilon}} \frac{dS}{d \theta} \sim \frac{i \sqrt{2\pi}}{2 H(|\chi|)} \frac{\sqrt{|\chi|}}{e^{k+1/2}} \exp \left( - \frac{|\chi| \hat{\theta}^2}{2} \right).
$$

(44)

We note that to leading order in $\epsilon$, $H(s(\theta); \rho)$ will only depend on $\rho = |\chi|$ near the Stokes curve. Integrating (44) we find that

$$
S \sim \frac{i \sqrt{2\pi}}{2 H(|\chi|)} \frac{\sqrt{|\chi|}}{e^{k}} \left[ \int_{-\infty}^{\hat{\theta}/ \sqrt{|\chi|}} e^{-s^2/2} ds + C \right],
$$

$$
= \frac{i \pi}{2 \sqrt{\epsilon} H(|\chi|)} \left[ C + \text{erf} \left( \frac{\theta}{2 \sqrt{\epsilon} |\chi|} \right) \right],
$$

where $C$ is an arbitrary constant. Thus, as Stokes curves are crossed, the Stokes multiplier changes in value by

$$
[S]_+^+ - [S]_-^- \sim \frac{i \pi}{\sqrt{\epsilon} H(|\chi|)},
$$

and hence the exponential contribution, $R_N$, which experiences Stokes switching, changes by

$$
[R_N]_+^+ - [R_N]_-^- \sim \frac{i \pi}{\sqrt{\epsilon} H(|\chi|)} F(s) e^{-\chi/\epsilon},
$$

as Stokes curves are crossed.
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