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1. Introduction, Summary and Outlook

The holographic correspondence between Quantum Field Theory (QFT) and String Theory (ST) has provided new insights for both of them. It was realized early on, that the UV divergences of QFT, corresponded to the IR divergences of ST near the AdS boundary\(^1\), [2]. This correspondence, and the associated holographic renormalization has been made precise in a series of works, [3–8], where the foundations of holographic renormalization were laid in the case of Lorentz-invariant holographic QFTs.

The UV divergences in QFT are intimately related to the Renormalization group (RG) concept. These particular items of the QFT tool box, namely the renormalization group flows, have an elegant description in the string theory/gravity language.

\(^1\)This matches previous expectations in string theory where the one-loop \(\beta\)-functions arise from the IR running of the amplitudes, [1].
They correspond to bulk solutions of the equations of motion with appropriate boundary conditions.

The relation of the second order equations of string theory and the first order equations of the QFT RG has been debated for quite a while, (see [9] and references therein). In the context of holography there is a way of writing the bulk equations using the Hamilton-Jacobi formalism, so that they look formally similar to RG equations, [6–8, 10, 11], a fact that has been exploited in numerous situations. There have been various takes on the form of the RG/coarse graining procedure in the holographic case, [12], including the Wilsonian approach to IR physics [13].

However, the difference between first and second order equations is of crucial importance and the gap between the two descriptions seems still open. Holography suggests that in an appropriate large-N limit the string theory equations must be related to the QFT RG equations. This particular relation can be found by considering the generalized source functional for QFT, defined properly so that the global symmetries of the QFT are realized non-linearly as local symmetries. It has been argued that string theory is the dynamics of sources of QFT, [14–16]. In particular, in the QFT source functional the sources become dynamical variables if multitrace operators are integrated out. This leads to a theory that is reminiscent of string theory in the appropriate limits, [16]. This defines a quantum version of the QFT RG group that is second order in derivatives and is expected to match with the string theory equations in holographic contexts.

In [17] the holographic effective action for scalar-tensor theories was calculated to second order in derivatives as a functional of the UV sources for Lorentz invariant states using the Hamilton Jacobi formalism.

In [18] a step was taken towards calculating the effective action beyond the Lorentz-invariant case. In particular, the problem that was addressed is the (holographic) calculation of the quantum renormalized effective potential for scalar operators. When this is calculated in states that are Lorentz invariant (like the vacuum state), then the Hamilton-Jacobi (HJ) formalism developed for holographic renormalization, is sufficient in order to calculate the effective potential. For more general applications though, especially for physics at finite temperature and density, it is not yet known how to apply the HJ formalism in order to calculate the effective potential. In [18] a different method was used that works also in non-trivial states that break Lorentz invariance, and the calculation of the effective potential was reduced to the (generically numerical) solution of several non-linear first order ordinary differential equations. In the scaling regions, this equation can be solved analytically and the effective potential calculated. This provides, among others, tools to calculate the presence and parameters of non-trivial phase transitions at strong coupling.

The purpose of the present paper is to go beyond the effective potential, and
provide a formalism and practical algorithm in order to calculate the renormalized effective action as explicitly as possible, in a simple Einstein-scalar theory.

Our algorithm will make use of a derivative expansion, involving the derivatives with respect to transverse (i.e. non-holographic) coordinates. Here, we will stop at second order in derivatives, which includes the Einstein-Hilbert term and scalar kinetic term. The result will be expressed in terms of covariant, universal terms whose functional form is scheme-independent. Each of these terms depends on a constant which completely encodes the scheme dependence of the renormalization procedure. We will explicitly write the renormalized generating functional (and the corresponding effective action) as expressed in terms of the coupling (and respectively, of the classical operator) at a fixed finite scale, rather than in terms of bare UV source and operator vev. This allows to apply our results to theories which do not admit an AdS fixed point solution in the UV.

In this paper, we will assume that the state in which the calculation is done is Lorentz invariant, however our procedure is easily generalized to less symmetric homogeneous configurations, and in a subsequent paper, we will also develop the calculations to non-Lorentz invariant setups, [19].

1.1 Summary of results

For simplicity\(^2\) we focus on a \(d + 1\)-dimensional\(^3\) gravity theory, with a metric \(g_{\mu\nu}\), a single scalar field \(\phi\), and an arbitrary potential \(V(\phi)\) whose bulk action is, schematically:

\[
S_{\text{bulk}} = \int d^{d+1}x \sqrt{-g} \left( R^{(d+1)} - \frac{1}{2} (\partial \phi)^2 + V(\phi) \right).
\]  

(1.1)

In the dual field theory, the scalar field \(\phi(x^\mu, u)\) and the \(d\)-dimensional induced metric \(\gamma_{\mu\nu}(x^\mu, u)\) represent spacetime-dependent (and RG-scale dependent) sources for the field theory stress tensor and a scalar operator \(O\). The goal will be to compute the finite, renormalized generating functional of connected correlators, \(S^{(\text{ren})}[\phi, \gamma]\), and its Legendre transform, i.e. the quantum effective action, \(\Gamma[O, \gamma]\), to all orders in \(\phi\) and \(\gamma\) and up to second order in their space-time derivatives. We will take into account the full backreaction of the scalar field on the metric, and we will express the final result in a fully \(d\)-dimensionally covariant form, but we will neglect higher-derivative and higher-curvature terms. Explicitly, the result will take the form of

\(^2\)The case with several scalars can be treated with the same techniques and involves no further issues. The addition of vector fields, of direct interest to condensed matter/finite density applications, can be also addressed and will be undertaken in [19].

\(^3\)Since we are going to write expressions valid in general for any \(d\), we assume \(d > 2\). For \(d = 2\), one finds a logarithmic divergence (and correspondingly a Weyl anomaly) already at second derivative order. Therefore, although our methods can still be used, this case must be considered separately.
two-derivative covariant actions:

\[ S^{(\text{ren})} [\phi, \gamma] = \int d^d x \sqrt{-\gamma} \left[ Z_0 (\phi) + Z_1 (\phi) R + Z_2 (\phi) \gamma^{\mu \nu} \partial_\mu \phi \partial_\nu \phi \right], \quad (1.2) \]

\[ \Gamma [O, \gamma] = \int d^d x \sqrt{-\gamma} \left[ \tilde{Z}_0 (O) + \tilde{Z}_1 (O) R + \tilde{Z}_2 (O) \gamma^{\mu \nu} \partial_\mu O \partial_\nu O \right]. \quad (1.3) \]

where \( R \) is the intrinsic curvature of the \( d \)-dimensional induced metric \( \gamma_{\mu \nu} \). The functionals \( S^{(\text{ren})} [\phi, \gamma] \) and \( \Gamma [O, \gamma] \) are related by Legendre transform:

\[ O = \frac{\delta S^{(\text{ren})}}{\delta \phi}, \quad \Gamma [O, \gamma] = O \phi (O) - S^{(\text{ren})} [\gamma, \phi (O)], \quad (1.4) \]

and we use the shorthand \( O \) for the classical field \( \langle O \rangle \). We will give the explicit form of the functions \( Z_i (\phi) \) and \( \tilde{Z}_i (O) \), in terms of the leading order homogeneous solution of the bulk gravity theory, specified by the form of the scale factor \( A (\phi) \), or equivalently by the lowest-order superpotential function.

Throughout the process, we will first need to compute the divergent, bare on-shell action, and identify the counterterms. This has already been done, for general dilaton-gravity theories, in [8] and our result reproduces the same counterterms that were found there.

Here however, we will go one step further and write explicitly the finite terms, in a way which can be directly used to compute correlation functions or expectation values and that makes manifest both the scheme dependence (coming from the choice of the counterterms) and the dependence on the renormalization conditions. In other words, the holographic quantum generating functionals (1.2-1.3) will be expressed as functionals of the couplings at a finite, arbitrary holographic RG-scale \( \mu \) (not necessarily in the UV) in a way which matches what is done in field theory.

This allows, among other things, to derive the renormalized trace identities directly, to identify unambiguously the exact holographic \( \beta \)-function for the source \( \phi \), and to determine unambiguously the relation between a change in the holographic coordinate on the gravity side, and a RG transformation on the the field theory side. In the special case of a homogeneous background, the RG-scale \( \mu \) has to be identified, anywhere in the bulk (i.e. not only close to an AdS fixed point, but for a generic RG flow solution away from any fixed point), with the metric warp factor of the leading order homogeneous solution,

\[ ds^2 = du^2 + e^{2A(u)} \gamma_{\mu \nu} dx^\mu dx^\nu, \quad \mu \equiv \mu_0 e^{A(u)} \quad (1.5) \]

up to an arbitrary normalization constant \( \mu_0 \).

It is important to stress that our assumptions on the bulk theory and on the types of solutions are extremely general: in particular we will not assume that the theory represents a deformation of an AdS fixed point, nor any particular type of
asymptotics for the potential. The minimal requirement is that the bulk theory admits solutions which contain a UV region, in which to lowest order, the scale factor in (1.5) goes to infinity. This of course applies to deformations of $\text{AdS}$ by a relevant operator, but also includes theories with asymptotically free $\text{AdS}$ solutions like Improved Holographic QCD [20], or with scaling solutions associated with exponential potentials (see e.g. [13]) displaying hyperscaling violations$^4$.

In all these cases, the success of the holographic renormalization procedure depends on the fact that the UV solution is an attractor. This will be discussed more extensively in Sections 2 and 5, but essentially it means that there must be a continuous family of inequivalent bulk solutions (i.e. such that they cannot be simply obtained from each other by a change in the initial condition of the RG-flow) which have the same UV asymptotics. If this is not the case, then one cannot identify counterterms which universally subtract the divergences and holographic renormalization fails.

Although this is a very interesting problem, we will not explore here the most general conditions that allow the theory to be renormalized, but we will analyze case by case whether this happens in examples.

In order to compute the quantum generating functionals (1.2-1.3), we first rewrite the bulk Einstein’s equations as covariant flow equations, order by order in a derivative expansion. We will then use these equations to write explicitly the on-shell action, which in holographic theories is the bare generating functional. The latter has the same form as in (1.2), with different functions $Z^\text{bare}_i(\phi)$ but the sources are evaluated in the UV limit, and is typically divergent.

Next, we identify the counterterms to subtract the divergences, which agree with those that were found for general Einstein-dilaton theories in [8] using a procedure similar to ours but using the Hamilton-Jacobi method.

We then proceed one step further and write explicitly the finite part which remains after the divergence is subtracted, i.e. the renormalized generating functional (1.2).

With our ansatz for the flow equations we are only able to tackle bulk geometries which respect the symmetry of the leading homogeneous term: these symmetries restrict the terms we include in the flow equation ansatz. For example, only metrics which to lowest order have a space-time-isotropic radial evolution can be treated with our ansatz. This does not include finite temperature or density solutions (on the other hand, the counterterms are universal and will renormalize these solutions as well). However, our method can be easily applied to these solutions as well, once a less symmetric ansatz for the flow equations is assumed, and this will be pursued in future work [19].

The first order holographic flow equations as well as the coefficient of the bare

$^4$For such theories, renormalization has been discussed in [24].
and renormalized effective action, up to two derivatives, depend only on two functions (generalized superpotentials) of the scalar field, $W(\phi)$ and $U(\phi)$, which satisfy a simple system of first order ordinary differential equations:

\begin{align}
V &= \frac{d}{4(d-1)}W^2 - \frac{1}{2}W''^2, \quad (1.6) \\
1 &= W'U' - \frac{d-2}{2(d-1)}WU. \quad (1.7)
\end{align}

where $V(\phi)$ is the scalar potential appearing in the bulk action. These equations had already appeared in [8, 17], where they were derived using the the Hamilton-Jacobi method, and were shown to govern the zero and second order on-shell action and counterterms.

The first superpotential function $W(\phi)$ is the familiar one that it is often used to find the lowest order, or background (i.e. homogeneous in the space-time coordinate), solution of Einstein’s equation: to lowest order in the derivative expansion and for a flat space-time metric $\gamma_{\mu\nu} = \eta_{\mu\nu}$, the scale factor in (1.5) and the scalar field solve the first order system:

\begin{align}
\partial_u A(u) &= -\frac{1}{2(d-1)}W(\phi), \quad \partial_u \phi(u) = W'(\phi) \quad (1.8)
\end{align}

The flow equations are the covariant generalization of (1.8), that include the effect of the space-time dependence of $\phi$ and $\gamma_{\mu\nu}$, and are given in (3.8-3.9). These equations can also be put in a form of geometric RG-flow equations:

\begin{align}
\Delta \gamma_{\rho\sigma}(x) &= 2\gamma_{\rho\sigma} + \beta^{(2)}_{\rho\sigma}, \quad \Delta \phi(x) = \beta^{(0)}_{\phi} + \beta^{(2)}_{\phi} \quad (1.9)
\end{align}

Equations (1.9) can be interpreted as RG-flow equations for the space-time dependent coupling and the four-dimensional metric in the dual field theory, where $\Delta$ is the generator of an RG transformation, $\beta^{(0)}_{\phi}$ is the $\beta$-function for the space-time independent coupling in flat spacetime, and $\beta^{(2)}_{\rho\sigma}$ and $\beta^{(2)}_{\phi}$ are constructed from covariant, two-derivative terms, with coefficients which are functions of $\phi$ and are determined by $W(\phi)$ and $U(\phi)$. The $\beta$-functions are explicitly given in equations (3.32-3.34) and (3.25-3.27). The flow of the metric is a generalization of the Ricci flow, [21], that emerged first from 2d $\sigma$-models.

Using the flow equations, we compute the bare on-shell action, which takes the simple form,

\[ S_{\text{on-shell}} = \int d^d x \sqrt{-\gamma} \left( W(\phi) - U(\phi) R - \left( \frac{W}{W'} U'(\phi) \right) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + ... \right)_{\text{uv}} \quad (1.10) \]

and matches the result found in [17] using the Hamilton-Jacobi method. A similar contribution from the IR region is in general possible, but it turns out that the
derivative expansion breaks down unless $W$ and $U$ satisfy suitable regularity conditions in the IR. Under this condition, the IR contribution vanishes and the on-shell action can be completely written in terms of the UV data.

One interesting phenomenon we find in the course of our analysis is the existence of $(d+1)$-dimensional currents which are conserved as a consequence of the flow equations. Up to two derivative order, these conserved quantities are in one-to-one correspondence with the independent covariant terms in the $d$-dimensional effective action, i.e. we find three of them. The first one, associated to the potential term, already appears at the homogeneous level, and receives higher derivative corrections at second order. Up to this point, it is unclear to us what is the physical meaning of these conserved quantities, but it would be extremely interesting to investigate whether this phenomenon extend to higher orders in the derivative expansions, with the new conserved quantities appearing at each order.

The existence of the conserved currents allows to write explicitly the renormalized generating functional, which in fact is expressed as a linear combination of the radial “charges” associated to these currents. Their independence of the holographic coordinate allows us to write the renormalized generating functional in terms of the coupling and metric at any point along the holographic RG-flow. From the dual field theory point of view, this means having an explicit expression for the generating functional as a function of the coupling at an arbitrary finite scale. Renormalization group invariance of $S_{\text{ren}}$ is manifested by the fact that the functional is constant along a holographic RG-flow trajectory, and we show that it is expressed by the local RG-invariance equation:

$$
\left(2\gamma_{\mu\nu}\frac{\delta}{\delta\gamma_{\mu\nu}} - \beta_{\mu\nu}^{(2)}\frac{\delta}{\delta\gamma_{\mu\nu}} - \beta_{\phi}\frac{\delta}{\delta\phi}\right)S_{\text{ren}} = 0,
$$

which holds up to four-derivative terms.

As anticipated, the renormalized generating functional and quantum effective action take the form (1.2-1.3), where the functions $Z_i(\phi)$ are expressed in terms of the same superpotential functions $W$ and $U$. Each of the three independent terms is multiplied by an arbitrary constant, which reflects the scheme dependence of the holographic renormalization procedure for the three independent operators of order up to two derivatives, i.e. the potential, Ricci and scalar kinetic term. The explicit result is given in equation (5.22) for the generating functional of connected correlators, and in equation (5.51) for the quantum effective action.

Equation (1.7) for the second superpotential, which governs the 2-derivative terms, is linear, and $U(\phi)$ can be easily written in terms of $W$ up to an integration constant. This integration constant can be fixed by assuming a suitable regularity condition in the infrared (essentially, that the derivative expansion of the flow equations and of the on-shell action holds in the limit where $e^A \to 0$).
Therefore, effectively, the superpotential $W(\phi)$ is the crucial ingredient that determines both the lowest order background solution, and the higher derivative terms. It is also what determines the $\beta$-function of the theory: as we have anticipated, the renormalized trace identities will lead us to identify the metric scale factor with the RG energy scale, thus the $\beta$-function for a homogeneous coupling is, from equation (1.8), [11, 20]:

$$\beta^{(0)} = \frac{d\phi}{dA} = -2(d - 1) \frac{W'}{W}. \quad (1.12)$$

Different $W$ corresponds therefore to different classes of RG-flows (i.e. different $\beta$-functions), and it seems that to a given bulk theory, specified by the potential $V(\phi)$, there correspond an infinity of boundary field theories. This is a reformulation of the usual puzzle about holographic RG-flows.

The question of how one particular superpotential function is selected is closely related to the IR regularity condition: if one imposes some (mild) conditions in the IR then one finds one or at most a finite number of “good” superpotential solutions. For example, Gubser’s criterion, that the IR solution can be uplifted to an arbitrarily small black hole, is not expected to hold for a general solution at large $\phi$ of equation (1.6). This was observed for example in [22] (in particular see Appendix F of that work), in the case of an exponential superpotential at large $\phi$. Similarly, for a generic solution the fluctuation equations need extra boundary conditions in the IR to completely specify the spectral problem, which means that the dynamics of these solutions is driven by some extra unknown features localized in the IR (IR branes, or higher curvature terms) that are not included in the 2-derivative Einstein-dilaton action [23]. It remains an open question whether one can find a dynamical selection criterion for the superpotential in the full quantum gravity theory which allows to discard the generic solutions of (1.6) and to pick only the “regular” ones.

In the last part of this work we discuss the calculation of the effective action in a few explicit examples:

1. AdS deformation

The first one is the standard holographic setup of a deformation of a UV AdS fixed point by a relevant operator, realized around an extremum of the scalar potential $V$,

$$V \simeq \frac{1}{\ell^2} \left[ d(d-1) + \frac{\Delta(d-\Delta)}{2} \phi^2 + O(\phi^4) \right] \quad (1.13)$$

where we have chosen $\phi_{UV} = 0$ without loss of generality.

This example was discussed in detail in [17]. Compared to more general situations, due to asymptotic conformal invariance in this case it is possible to define finite bare couplings, i.e. the source term which governs the leading UV asymptotics of the scalar field, and represents the UV CFT deformation parameter. The scalar field can be related to the UV limit of the induced metric $\tilde{g}_{\mu\nu} = \lim_{u \to -\infty} e^{2u} \tilde{g}_{\mu\nu}$, and of the UV coupling of the CFT,
\[\alpha = \lim_{u \to -\infty} e^{-(d-\Delta)u} \phi(u),\] where \(\Delta\) is the dimension of the operator dual to \(\phi\). As a consequence, the renormalized generating functional assumes a simple form in terms of the dimensionful coupling \(\alpha\) which defines the deformation,

\[S^{(\text{ren})}[\alpha, \gamma] = \int d^{d}x \sqrt{-\gamma} \left[ c_{0} \alpha^{\frac{d}{2}} + \alpha^{\frac{d-2}{2}} \left( c_{1} R^{\gamma} + c_{2} \gamma_{\mu\nu} (\partial_{\mu} \log \alpha) (\partial_{\nu} \log \alpha) \right) \right] \tag{1.14}\]

which up to the scheme-dependent constants \(c_{i}\) is completely dictated by the UV conformal invariance. This expression has the same form as the one that was obtained in [17].

When expressed in terms of the running coupling and metric, the generating functional has the same form as (1.14), but with \(\alpha\) and \(\gamma_{\mu\nu}\) replaced by \(\phi(u)\) and \(\gamma_{\mu\nu}(u)\). This form will change as we go deeper in the bulk towards the IR, where it will depend on the details of the bulk solution.

2. Exponential potentials

Another class of examples we analyze involves potentials which asymptote a simple exponential in the UV (chosen to be at \(\phi \to -\infty\)),

\[V(\phi) \simeq V_{0} e^{b\phi} \quad \phi \to -\infty. \tag{1.15}\]

These asymptotics generate scaling solutions, which in some cases can be obtained by a “generalized dimensional reduction” on torii or on spheres of pure Einstein gravity in higher dimensions [24, 25] and therefore have a hidden conformal symmetry. These solutions are holographically-renormalizable for \(b < \sqrt{2d/(d-1)}\), in the sense that the UV attractor condition is realized. This in fact coincides with Gubser’s bound and with the case when the exponential potentials can be realized by generalized reduction from a higher-dimensional pure gravity theories.

However, these theories are not “UV complete,” and there is no natural definition of a UV bare coupling as in asymptotically AdS solutions. Therefore, they intrinsically need to be defined at some finite scale. We can still write the generating functional and effective action as a function of the metric and the coupling at a given finite scale, and the result in the UV is again very simple and dictated by scaling (see equation (7.47)):

\[S^{(\text{ren})}[\gamma, \phi] = \int d^{d}x \sqrt{-\gamma} \left( D_{\phi} e^{\frac{d}{2(d-1)} \phi} + e^{\frac{d-2}{2(d-1)} \phi} \left( D_{1} R + D_{2} \frac{1}{2} \gamma^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi \right) \right) \tag{1.16}\]

In this case it is exponentials of \(\phi\) which have definite scaling dimension, i.e. \(e^{\phi} \sim e^{-b(d-1)A}\), thus the coupling \(e^{\phi}\) has dimension \(b(d-1)\). With this counting, we see that all terms are again fixed by covariance and dimensional analysis in the absence of other dimensionful parameters.
Interestingly, the constant $\tilde{D}_2$ is fixed in terms of $D_1$, so in these theories scheme dependence is encoded in only two arbitrary constants. This is probably due to the relation of these models to dimensionally reduced pure gravity theories, where only two independent covariant counterterms are possible up to two-derivative order, i.e. the cosmological constant and the Einstein-Hibert term.

3. Asymptotically free fixed points (i.e. IHQCD)

Next, we analyze the case of asymptotically free fixed points that includes Improved Holographic QCD (IHQCD) [20]. In the UV, i.e. as $\phi \to -\infty$ the potential has an expansion in exponentials, $V \sim V_0 + V_1 e^\phi + \ldots$ and the attractor solutions are AdS with logarithmic corrections, which mimic asymptotic freedom of the coupling $\lambda \propto e^\phi$. In this case our most interesting result is the computation of the two-derivative quantum effective action in flat space for the canonically normalized operator $O = \text{Tr} F^2$. At one-loop order (i.e. stopping at the first non-trivial term in the exponential expansion of $V(\phi)$), we find:

$$ \Gamma(O) \sim_{UV} \int d^d x \left( O^4 \log O + \frac{1}{2}(\partial O)^2 \right) $$

(1.17)

The effective potential $\sim O^4 \log O$ is exactly the one which is needed to reproduce the one-loop Yang-Mills trace anomaly, as shown for example in [26].

In the IR, i.e. the region of large positive $\phi$ the potential of IHQCD has a (corrected) exponential asymptotics,

$$ V \simeq V_\infty (\log \phi)^P e^{2\phi/\sqrt{6}} $$

(1.18)

In this case, the renormalized effective potential for the canonically normalized operator $O$ has a similar expansion in the IR,

$$ \Gamma(O) \sim_{IR} \int d^d x \left( O^4 (\log O)^6 P + \frac{1}{2}(\partial O)^2 \right) $$

(1.19)

we see that the logarithmic term is fixed by the subleading behavior in the IR parametrized by $P$. In IHQCD the value $P = 1/2$ is assumed, leading to $V_{\text{eff}} \sim O^4 (\log O)^{3/2}$.

4. AdS-to-AdS flow

Finally, we analyze numerically a full flow from a UV to an IR AdS fixed points, assuming a potential with a simple polynomial form. We explicitly show the space of solutions of the superpotential equation for $W(\phi)$ (which was already studied in detail in [27]) and the one for $U(\phi)$, and we reproduce the known fact that there is a single solution among a continuous infinity which interpolates between the UV and IR fixed points. The other solutions either overshoot or undershoot the UV fixed point. We compute the full effective
potential numerically as a function of the running coupling and the energy scale, showing how the simple power-law potential in equation (1.14) gets modified as the theory flows to the IR.

1.2 Relation to previous work

There exists a substantial literature on holographic renormalization (see [3–8] and references therein). In particular, boundary counterterms for asymptotically $AdS$ spacetimes with non-trivial bulk scalar field profiles were discussed in detail in [5].

The most general divergence structure and counterterms in an Einstein-dilaton setup with Lorentz invariance were given in [8], using the HJ method. Our methods agree and reproduce the divergences and counterterms that appeared in that work.

In [17] the effective action for Lorentz invariant states was calculated to second order in derivatives as a function of the UV sources for deformations of an $AdS$ fixed point using the HJ formalism, and several non-linear examples were worked out. Here, we rather put the emphasis on the calculation of the generating functional as a function of the renormalized fields, defined at a finite energy scale, giving particular importance to the renormalization scheme dependence and the RG flow. This allows us to treat general theories which do not have an $AdS$ fixed point in the UV and in which there exists no good definition of finite UV sources. In the special case of a relevant deformation of an $AdS$ fixed point, we arrive at an explicit expression for the action that agrees with [17].

To compute the generating functional, we use two different techniques. The first one is close to the HJ method used in [8, 17], and highlights the role played by IR regularity of the bulk solution. Our second method is the generalization of the one used in [18] for the calculation of the effective potential, and it consists in writing the on-shell action as a total derivative. This method can be easily generalized to more complicated setups which display finite temperature and density, which seem not to be easily approached via the HJ method.

Both of our methods are based on writing the bulk field equations in the form of first order flow equations in a derivative expansion. In this sense, the present work is similar in spirit to what was done in the recent work [29], in which a similar expansion was used to derive the flow from UV to IR effective hydrodynamic in the holographic description. The difference lies in the fact that here we use an expansion in small deviations from a Lorentz-invariant, but non-conformal background, whereas in [29] the expansion is a long-wavelength expansion in the fluid velocity in a pure gravity bulk theory.

As we already mentioned, there has been recently a renewed interest in understanding the holographic analog of the Wilsonian picture of effective field theory, and

---

5 An earlier analysis of the Einstein-scalar field system can be found in [28], which correctly captured the leading divergent part of the on-shell action.
on the definition of the Wilsonian effective action [12]. In this work we do not address this problem directly, as our effective actions are calculated integrating over the whole bulk down to the IR. However, our method applies easily to the computation of the Wilsonian effective action: in particular, we show that the bare bulk on-shell action can be written as the difference between an UV and an IR contribution, for which we provide explicit expressions in terms of the superpotentials. This makes straightforward to move the integration from the far IR to an intermediate cutoff $A_{IR}$, giving rise to an extra contribution from the IR, which will have the same form as in equation (1.10). This is exactly how Wilsonian effective actions were obtained in [12]. These works however were either limited to a probe scalar in $AdS$, or in the backreacted case, to no derivative terms. Using the results in the present paper one can easily find the full Wilsonian action up to two derivatives.

1.3 Outlook

Although the generating functional of correlation functions has been a central element in the AdS/CFT correspondence, there are many issues that remain obscure concerning its definition and properties especially related to its (local) symmetries. These issues have been recently discussed in [14,15,30]. In particular, the nonlinear realization of local symmetries is subtle as it is not unique, and a stronger principle must be applied in QFT, probably local Weyl invariance.

The issue of local Weyl invariance and the transformation of the QFT source functional under local Weyl transformations was addressed by Osborn in several works [31]. The variation was associated, after local redefinitions, to standard $\beta$-functions as well as a local functional of dimension $d$ involving the metric and scalar coupling constants. In [32], a holographic calculation of vector beta-functions in the probe limit around $AdS$ was also performed (see also [15]). The above matches holographic approaches to renormalization, and is equivalent to the conformal anomaly in the presence of scalar operators as described in detail in [8].

However, what remains again obscure, is to what extend the divergent part of the source action determines all correlation functions, as was suggested in [15]. Indeed, in holography there seems to be a 1-1 correspondence between the full bulk action and the boundary counterterms necessary for its renormalization. This has been argued in a different context and language by Lovelace in [33], and this is indeed the case in 2d QFTs.

In view of this, our calculations in this paper as well as the full set of divergent terms in [8] go a long way towards fixing the renormalized effective action of holographic scalar flows.

---

6The fact that, even integrating all the way down to the IR, we find a local effective action depends on the fact that we work only up to second order in derivatives, and non-local terms are expected to appear at higher orders.
Another interesting issue that we only touched in this paper is the question: which gravitational bulk actions correspond to renormalizable QFTs. A priori this questions can be systematically answered by comparing the asymptotic solutions to various gravitational actions near scaling boundaries.

As we already remarked, an obvious generalization of this work is the computation of the effective action for less symmetric leading-order solutions, which include black holes and eventually non-trivial bulk gauge fields. Such backgrounds display dissipative physics, encoded into retarded finite temperature correlators and non-zero transport coefficients that govern entropy production. It is expected that this will lead to a complex effective action that will trigger the dissipative behavior that arises in this context.

A related direction that is currently pursued is related to including a U(1) symmetry, the associated gauge field in the bulk and finite density in the boundary theory. This is an a priori straightforward application that is interesting in the context of condensed matter physics. The first step in this direction, namely the calculation of the effective potentials for scalar sources has already been achieved in [18].

Several non-local holographic observables satisfy similar types of flow that descend from the linear bulk flows of the fields. A generic example is the Wilson loop expectation value, given in holography by the minimization of the 2-surface ending on a given boundary loop, [34, 35]. In such a case, the RG description of non-local expectation values will be given in terms of a generalized mean-curvature flow of the type described in [36]. Confining and non-confining behavior can then be traced to different behaviors of generalized extrinsic curvatures. It is an interesting project to derive this flow for different loops and different geometries and try to identify it with other dynamical equations Wilson loops are known to satisfy in gauge theories.

Similar comments apply to another well known non-local observable, namely entanglement entropy as given by the Ryu-Takayanagi conjecture, [37]. From the formulation of the problem we expect also that it will satisfy a mean curvature type flow.

Finally, our work can be very useful for phenomenological model-building using the holographic approach, for example for holographic realization of cosmological inflation and BSM physics: one can construct models with a strongly coupled sector described holographically, but work directly with a purely $d$-dimensional effective action which however already includes all quantum corrections coming from the strongly coupled sector. This can subsequently be coupled to an observable sector directly in the lower-dimensional theory, as a function of the energy scale of the interaction. We would like to stress that for this type of construction to make sense, it is essential to write the effective action up to two derivatives: the effective potential alone contains only information about the ground state, but to understand fluctuations and/or non-static solution (as would be needed e.g. for inflationary model building) knowledge of the kinetic term is crucial.
1.4 Paper structure

This work is organized as follows.

In Section 2 we describe our setup, review homogeneous solutions, and provide a simple calculation of the generating functional potential in flat space, as this shows the main idea on which the general covariant calculation is modeled.

In Section 3 we write Einstein’s equations as covariant flow equations up to second order in space-time derivatives, and identify the superpotential equations. Then, we relate the radial flow to local Weyl transformations and compute the metric and scalar field beta functions.

In Section 4 we use the flow equations to compute the on-shell action in two different ways.

In Section 5 we perform the holographic renormalization procedure and isolate the finite terms, writing the renormalized generating functional as a sum of covariant terms up to two derivatives. We discuss its renormalization group invariance, and derive the trace identities. Next, we perform the Legendre transform with respect to the renormalized source and write the quantum effective action up to two derivatives for the corresponding operator.

In Section 6 we use a different trick to compute the coefficient of the Ricci scalar in the on-shell action: we solve explicitly the bulk Einstein equation in the case of a constant curvature metric on spatial slices, in a perturbation expansion in the spatial curvature. The result is again consistent with what we obtain in our general discussion, and can in principle be used to compute higher curvature terms.

In Section 7 we discuss explicit examples: deformations of AdS fixed points, exponential potentials and IHQCD, and we give the full numerical solution of a complete flow between a UV and an IR fixed point.

Several technical details about the ADM formalism, Lie derivatives, flow equations and the identification of the terms in the on-shell action are contained in Appendix A. There, we also derive the constraints on the coefficients of the flow equations coming from the Hamiltonian and momentum constraints, and we show that the dynamical Einstein equations are automatically satisfied by the flow equation ansatz.

In Appendix B we discuss a possible ambiguity in the identification of the generator of RG transformations, which gives rise to a scheme dependence in the $\beta$-functions. We argue that there is a unique natural choice of scheme which allows to reproduce the standard form of the field theory trace identities.

In Appendix C we show that the on-shell action can be obtained by an alternative method, i.e. by solving the fluctuation for the scalar (gauge-invariant) variable of the system, computing its on-shell action, and covariantizing the result. This gives the same output for the two-derivative action.
2. The holographic effective potential, revisited

2.1 Einstein-Scalar gravity and holography

Throughout this work, we will consider the holographic calculation of the renormalized effective action for a scalar operator $O$, living in a $d$-dimensional boundary theory which possesses a $d+1$-dimensional gravitational (holographic) dual. We will assume $d > 2$.

To be specific, we consider a minimal holographic setup, where the only degrees of freedom are the $d+1$-dimensional metric $g_{ab}$ with signature $(-+\ldots+)$, and a bulk scalar field $\phi$ (dual to the operator $O$). The bulk theory is Einstein-Scalar gravity with the following action

$$S = S_{\text{bulk}} + S_{\text{GH}},$$

(2.1)

where $S_{\text{bulk}}$ is

$$S_{\text{bulk}} = M^{d-1} \int d^d x \ du \sqrt{-g} \left[ R^{(d+1)} - \frac{1}{2} g^{ab} \partial_a \phi \partial_b \phi + V(\phi) \right],$$

(2.2)

and $S_{\text{GH}}$ is the boundary Gibbons-Hawking (GH) term required by a well-defined variational problem with Dirichlet boundary conditions,

$$S_{\text{GH}} = 2 M^{d-1} \int d^d x \left( \sqrt{-\gamma} K \right)_{\text{UV}}^{\text{IR}},$$

(2.3)

In these expressions, $g_{ab}$ is the bulk metric, $V(\phi)$ is the (bulk) scalar potential, which for now we keep arbitrary. The coordinate $u$ parametrizes the holographic direction, and $u_{\text{UV}}$ and $u_{\text{IR}}$ denote the ultraviolet and the infrared endpoints of this coordinates, which may be the physical $\text{IR}$ and $\text{UV}$ of the full theory, or may denote $\text{UV}$ and/or $\text{IR}$ cutoffs. In the GH term, $\gamma_{\mu\nu}$ is the induced metric on the slices and $K = \gamma^{\mu\nu} K_{\mu\nu}$ is the trace of extrinsic curvature. Here and in the following discussion, the subscripts $\text{UV}$ or $\text{IR}$ mean that the quantities are evaluated on the $\text{UV}$ or $\text{IR}$ slices.

The Planck scale $M_p^{d-1}$ is considered very large with respect to the typical curvature scale of the bulk solutions (of order $N^2$ with respect to the large-$N$ parameter of the dual field theory). Since $M_p$ always appears only as an overall factor, we will omit it from now on.

Einstein’s equations are obtained by varying the action $S$ with respect to the metric $g_{ab}$

$$R_{ab}^{(d+1)} - \frac{1}{2} R^{(d+1)} g_{ab} = \frac{1}{2} \partial_a \phi \partial_b \phi - \frac{1}{2} \left( \frac{1}{2} g^{cd} \partial_c \phi \partial_d \phi - V \right) g_{ab},$$

(2.4)

The scalar field equation of motion is not independent, and will not be used here.
2.2 Homogeneous solutions: the superpotential

As a first step, we will discuss in detail the calculation of the holographic renormalized generating functional and quantum effective action in the case of space-time homogeneous sources $\phi$ (and correspondingly, constant vacuum expectation values $\langle O \rangle$). In other words, in this section we will restrict our attention to the quantum effective potential for $O$, and we will postpone the discussion of the full effective action up to two derivative to the following sections.

Some of the results presented here were already derived in the literature (see for example [18]), but we will cast them in a new form and take one step further in writing the renormalized quantities more explicitly than it has previously been done.

As we are interested in Poincaré invariant sources and vevs, we take the induced metric at constant $u$ to be flat and the scalar field to be $x$-independent. We take the coordinate $u$ to be the one in which the solution of (2.4) has the standard domain-wall metric with homogeneous scalar field:

$$ds^2 = du^2 + e^{2A(u)}\eta_{\mu\nu}dx^\mu dx^\nu, \quad \phi = \phi(u)$$

where $\eta_{\mu\nu} = (-1, +1, +1, ...)$ is the Minkowski metric.

The independent Einstein’s equations are

$$2(d-1)\ddot{A} + \dot{\phi}^2 = 0, \quad (d-1)\ddot{A} + d(d-1)\dot{A}^2 = V$$

where $\dot{.} = \frac{d}{du}$ denotes the radial derivative.

As it is well known, one can obtain any solution of the above equations by introducing a superpotential $W(\phi)$, whose scalar derivative is equal to the radial derivative of the scalar field, $W' = \dot{\phi}$, where $'$ = $\frac{d}{d\phi}$ denotes the derivative with respect to $\phi$.

Einstein’s equations then become equivalent to the first order system:

$$\dot{A} = -\frac{1}{2(d-1)}W, \quad \phi = W'$$

plus the condition on $W(\Phi)$:

$$V = \frac{d}{4(d-1)}W^2 - \frac{1}{2}W'^2,$$

which will be called the superpotential equation. Since any solution can be written in this form, we can proceed to solve Einstein’s equations in two steps: first find a solution of the superpotential equation (2.8), then use it to solve the flow-like equations (2.7).

It is sometimes useful to consider $\phi$ as a coordinate instead of $u$, and one can use the superpotential to write an equation for the scale factor as a function of $\phi$,

$$A'(\phi) = -\frac{1}{2(d-1)}\frac{W}{W'}.$$
One can use $\phi$ as a coordinate at least piece-wise, in any region where $W(\phi)$ is monotonic. In this language the reparametrization invariance of the solution is completely fixed (unlike in the original system, where we could still shift $u$ by a constant without affecting the equations).

The regularity of the solutions in this language implies regularity of $V$ and $W$ at any given point of the flow, [11].

*The superpotential is the most important object in this discussion* and as we will see, completely determines all the properties of the renormalized effective action. It is worth to pause for a moment and analyse the system (2.7-2.8) in more detail:

- All the intricacies of Einstein’s equations are confined to the superpotential equation (2.8): different solutions of the latter correspond to qualitatively different geometries. Since the equation is first order, there is a one-parameter family of solutions which classify the possible geometries. Notice that this equation is insensitive to a choice of bulk coordinate, but depends only on scalar quantities.

- On the other hand, after one choice is made for the superpotential, i.e. once a particular solution of (2.8) is chosen, the rest of the system is trivial and can be integrated by quadratures. In fact, after eliminating the coordinate $u$, all solutions for a given $W(\phi)$ are identical up to a constant shift in the function $A(\phi)$ which solves equation (2.9), and can be written explicitly as:

$$A(\phi) = -\frac{1}{2(d-1)} \int_{\phi_0}^{\phi} \frac{W(\psi)}{W'(\psi)} d\psi + A(\phi_0) \quad (2.10)$$

All solutions corresponding to the same $W(\phi)$ coincide up to a constant shift of the scale factor, i.e. up to a choice of an initial condition $A(\phi_0) = A_0$ (or equivalently $\phi(A_0) = \phi_0$).

The above discussion indicates that all solutions to the system (2.6) are classified by

1. one integration constant which picks a solution of the superpotential equation $W(\phi)$

2. a choice of initial condition for the flow equations (2.7). This choice however can only affect the solution by a trivial overall rescaling of the 4-metric.

In a sense, all solutions corresponding to the same superpotential are equivalent, and all the physics is contained in the choice of the superpotential.

Let us translate what we have seen above in terms of the dual field theory. In holography, it is natural to regard $\phi(u)$ as the running coupling associated to a dual operator $O$, and to consider the warp factor $e^{A(u)}$ as measuring the energy scale $\mu$. 
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corresponding to the position in the bulk parametrized by the coordinate $u$, i.e. (up to an overall normalization):

$$\log \mu(u) \equiv A(u) \quad (2.11)$$

With this identification, the $\beta$-function of the theory is

$$\beta(\phi) \equiv \frac{d\phi}{d \log \mu} = -2(d - 1)\frac{W'}{W} \quad (2.12)$$

and equation (2.10) can be read as the solution to the RG-flow equation, written as an implicit function of the coupling,

$$\mu = \mu_0 + \int_{\phi_0}^{\phi(\mu)} \frac{d\phi}{\beta(\phi)} \quad (2.13)$$

Thus, in the field theory language, fixing the superpotential corresponds to fixing the $\beta$-function, whereas fixing the solution for a given $W$ corresponds to picking an RG-flow trajectory. Thus, all the non-trivial physics is encoded in $W$.

The identification (2.11) has been justified heuristically in the past, but as we will see in Section 2.4 the identification $\log \mu \propto A$ can be derived by writing renormalized trace identities.

### 2.3 The renormalized generating functional

In holography, the generating functional of connected correlators of the dual operator is the effective action evaluated on-shell. For the homogeneous solutions we are considering, this can be easily calculated: taking the trace of equation (2.4), substituting it in (2.2), using equations (2.6) and (2.7) and adding the contribution from the GH term, we obtain [18]:

$$S = \int d^dx \int_{u_{UV}}^{u_{IR}} d\mu (-e^{dA}W) \quad (2.14)$$

Therefore, the on-shell action is essentially given by the superpotential evaluated at the UV and IR endpoints.

At this point we have to be more specific by what we mean by UV and IR, and how to isolate the divergences.

We define the UV (IR) limit of the bulk geometry as the regions where $e^{A(u)}$ asymptotes to infinity (zero).

We will assume that both such regions exist in the solution, although in general this is not guaranteed. These limits will be reached as $u \to u_{UV}, u_{IR}$ respectively. From equation (2.10), we see that given a superpotential, the UV and IR will correspond to specific values $\phi_{UV}, \phi_{IR}$ (which may be finite or infinite) of the scalar field, which moreover will be the same for all solutions with a given $W$. 
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The second assumption we make is that asking for regularity in the IR picks out a superpotential solution such that the IR endpoint does not contribute to equation (2.14). This issue will be discussed in more detail in later sections, and in the explicit examples. With this assumption in mind, we can write the bare on-shell action (using $A$ as a coordinate) as

$$S = \lim_{A \to \infty} \int d^d x \, e^{dA} W(\phi(A))$$  \hfill (2.15)$$

This quantity is typically divergent and requires renormalization. This can be done as usual, by replacing the strict $UV$ limit by a cut-off endpoint $u_\epsilon$, adding a counterterm, and then taking $\epsilon \to 0$. The counterterm action, when evaluated on a solution, must subtract the divergence for any choice of the solution $\phi(A)$, therefore it must have the form:

$$S^{ct} = \int d^d x \, e^{dA(\epsilon)} W^{ct}(\phi)$$  \hfill (2.16)$$

where $W^{ct}$ is a given, fixed solution of the superpotential equation (2.8). The renormalized generating functional is defined by:

$$Z^{(ren)} = e^{\int S^{(ren)}}, \quad S^{(ren)} = \lim_{A \to \infty} \int d^d x \, e^{dA} \left[ W(\phi(A)) - W^{ct}(\phi(A)) \right]$$  \hfill (2.17)$$

Let us stress that, in this expression, $W(\phi)$ is the superpotential associated to a bulk solution, whereas $W^{ct}$ is a fixed counterterm superpotential that defines the bulk theory.

In general, given a potential $V(\phi)$, there may be more than one value $\phi_{UV}$ corresponding to inequivalent $UV$ limits. Choosing the $UV$ limit means choosing a boundary condition for the bulk theory, but this may still correspond to different possible choices for the superpotential of the bulk solution. Since the counterterm must subtract the divergence no matter which superpotential we pick for the bulk solution the renormalization procedure only works if all solutions of equation (2.8) have the same limit as $\phi \to \phi_{UV}$, i.e.

The UV point $\phi_{UV}$ must be an attractor for the superpotential equation.

More explicitly, we require that any two solutions $W, \tilde{W}$ of (2.8) satisfy the condition

$$\frac{W(\phi) - \tilde{W}(\phi)}{W(\phi)} \to 0 \quad \phi \to \phi_{UV}$$  \hfill (2.18)$$

If this condition fails, then one cannot determine the counterterm before specifying the solution, and holographic renormalization cannot be performed. Here, we will analyze in full generality the superpotential equation, nor specify in details the requirements for this conditions to be realized. However, this is the case in most interesting examples, e.g.:
1. the case of a UV $AdS$ fixed point at a finite $\phi_{UV}$, corresponding to a regular extremum of the potential $V(\phi)$ (see section 7.1);

2. the case of an asymptotically free $AdS$ solution, realized as $\phi \rightarrow -\infty$ with:

   \[ V \sim V_0 + V_1 e^{a \phi} + \ldots \]

   ; This is the case that mimics logarithmic UV running as in [20] (see section 7.3)

3. runaway exponential potential which have scaling UV solutions, $V \sim V_0 e^{b \phi}$ as $\phi \rightarrow -\infty$, if the exponent $b$ satisfies the bound $b < \sqrt{2d/(d-1)}$ (section 7.2).

Under the assumption (2.18), one can write explicitly the renormalized generating functional: close to $\phi_{UV}$

\[ \tilde{W}(\phi) \simeq W(\phi) + W_1(\phi) \] (2.19)

with $W_1$ small compared to $W$. Then, $W_1$ satisfies the linear equation

\[ \frac{W'_1}{W_1} = \frac{d}{2(d-1)} \frac{W}{W'} \] (2.20)

whose solution is

\[ W_1(\phi) = C \exp[-dA(\phi)], \quad A(\phi) = -\frac{1}{2(d-1)} \int_{\bar{\phi}}^{\phi} \frac{W}{W'} \] (2.21)

where $C$ is an integration constant. We can fix arbitrarily the reference point $\bar{\phi}$ in the definition of $A(\phi)$, since any change can be reabsorbed in a redefinition of $C$ (for example we can take $\bar{\phi}$ to be close to $\phi_{UV}$, so we can use the UV asymptotics of the superpotential in the integrand of (2.21)).

It is important to make clear the distinction between the function $A(\phi)$, which does not depend on the specific bulk solution, and the scale factor $A(u)$ of a given solution $(A(u), \phi(u))$, which is specified by an initial condition for equations (2.7). On the other hand, when evaluated on a given solution $\phi(u)$, $A(\phi(u))$ coincides with the scale factor up to an additive constant, which depends on the specific solution chosen (i.e. on the specific radial flow), as one can see by comparing equations (2.10) and (2.21).

At this point we can write explicitly the renormalized on-shell action: since both $W$ and $W^{ct}$ in (2.17) have the same UV expansion (2.19), as $\phi \rightarrow \phi_{UV}$, $W - W^{ct} \simeq (C - C^{ct}) \exp[-dA(\phi)]$, and we find:

\[ S^{(ren)} = \lim_{A \to \infty} \int d^{d}x \ C_R e^{dA} e^{-dA(\phi(A))} = \lim_{\phi \to \phi_{UV}} \int d^{d}x \ C_R e^{dA(\phi)} e^{-dA(\phi)} \] (2.22)

The “renormalized” constant $C_R = (C - C^{ct})$ contains the scheme dependence implicit in the choice of the counterterm $W^{ct}$

The UV limit is now manifestly finite as one can see using the expressions (2.10) and (2.21).
2.4 The quantum effective potential and the holographic $\beta$-function

The renormalized generating functional of the previous subsection is clearly independent of scale, i.e. it is a constant on any given solution $\phi(A)$. In fact, we can observe that it is a constant even before we take the limit: using equations (2.10) with $\bar{\phi} = \phi_0$ and (2.21) we note that

$$S^{(\text{ren})}[A(\phi_0)] = \int d^d x \, C_R e^{dA(\phi_0)}.$$  \hspace{1cm} (2.23)

In this form, we can interpret $S^{(\text{ren})}$ as a functional of the bulk solution specified by an initial condition $A(\phi_0)$. Using equation (2.10) we can write the same quantity at an arbitrary point of the RG-flow, as a function of the holographic RG scale $\mu$ and of the running coupling $\phi$ at the scale $\mu$:

$$S^{(\text{ren})}[\mu, \phi(\mu)] = C_R \int d^d x \exp \left[ dA(\mu) - dA(\phi) \right] (2.24)$$

In writing this expression, we have assumed a generic relation between the scale factor and the RG-scale, but this relation will be fixed shortly.

RG-invariance of (2.24) is expressed by the fact that

$$\mu \frac{d}{d\mu} S^{(\text{ren})}[\mu, \phi(\mu)] = 0,$$  \hspace{1cm} (2.25)

as can be immediately checked by using the bulk equation (2.9).

On the other hand, we observe that $S^{(\text{ren})}$ is an independent function of the energy scale and the coupling at that scale, i.e. by keeping $\mu$ fixed and making $\phi(\mu) = \phi$ vary:

$$S^{(\text{ren})}[\mu, \phi] = C_R \int d^d x \exp \left[ dA(\mu) - dA(\phi) \right]$$  \hspace{1cm} (2.26)

where $A(\phi)$ is given in (2.21). In this form, $S^{(\text{ren})}$ gives information about all RG-flow trajectories. We can extract the renormalized expectation value of the dual operator $\mathcal{O}$ by the definition:

$$\langle \mathcal{O} \rangle = \frac{\delta}{\delta \phi} S^{(\text{ren})}[\mu, \phi] = C_R \frac{d}{2(d-1)} \frac{W}{W'} e^{dA(\mu)} e^{-dA(\phi)}.$$  \hspace{1cm} (2.27)

Also, taking a Legendre transform with respect to $\phi$, we obtain the quantum effective potential as a function of $\langle \mathcal{O} \rangle$ and of the renormalization scale (the analog to the Coleman-Weinberg effective potential in ordinary QFT):

$$\Gamma[\mu, \langle \mathcal{O} \rangle] = \left[ \int d^d x \langle \mathcal{O} \rangle \phi - S^{(\text{ren})}[\mu, \phi] \right]_{\phi = \phi(\langle \mathcal{O} \rangle, \mu)}.$$  \hspace{1cm} (2.28)

Finally from $S^{(\text{ren})}[\mu, \phi]$ we can derive the renormalized trace identities and identify the relation between RG scale and radial coordinate. First, as it is standard in
d-dimensional field theory, we can obtain the renormalized trace of the stress tensor
by the variation with respect to a rescaling $x^\mu \rightarrow \lambda x^\mu$:

$$\langle T^\mu_\mu \rangle = \frac{d}{d\lambda} S^{(\text{ren})}[\mu, \phi] = d C_R e^{dA(\mu)} e^{-dA(\phi)}$$  (2.29)

On the other hand, the standard field theory trace identity reads:

$$\langle T^\mu_\mu \rangle = -\beta \langle \mathcal{O} \rangle$$  (2.30)

comparing the right hand side with (2.27), we see that the standard trace identity is recovered if

$$\beta(\phi) = -2(d-1) \frac{W'}{W}$$  (2.31)

which is exactly what we obtain if we identify $\exp A = \mu$ (up to a normalization constant), see equations (2.11-2.12).

An alternative, but equivalent, derivation will be given in Section 5, when we will obtain the generating functional for the dual field theory coupled to an arbitrary space-time metric $\gamma_{\mu\nu}$, and we will be able to define the stress tensor in a standard way by taking derivatives with respect to $\gamma_{\mu\nu}$.

3. The flow equations

In the previous section we have seen how to obtain the renormalized quantum effective action associated to a bulk solution, in terms of the superpotential of that solution. Here, we will generalize this discussion to the full covariant effective action up to two derivatives, for an arbitrary scalar field and an arbitrary spatial metric. Now, the data specifying the solution are $\phi(x, u)$ and the four-dimensional induced metric $\gamma_{\mu\nu}(x, u)$, corresponding to a dual field theory with a space-time dependent coupling, on a space-time with non-trivial metric. Both the coupling and the metric will be scale-dependent, and their RG-evolution will be governed by RG-flow equation with beta functions given in terms of boundary covariant quantities. The goal of this section will be to obtain these covariant RG-flow equations starting from the bulk dynamics. This was done previously using the Hamilton-Jacobi formalism, [8,10] but we will use a different technique which will prove useful to write the finite part of the quantum effective action explicitly, as will be done in the next section.

3.1 ADM Einstein’s equations as Flow equations

We start with the ADM decomposition of the bulk metric:

$$ds^2 = (N^2 + \gamma_{\mu\nu}N^\mu N^\nu)du^2 + 2\gamma_{\mu\nu}N^\mu du dx^\nu + \gamma_{\mu\nu}dx^\mu dx^\nu,$$  (3.1)

$u$ is the holographic coordinate, and $\gamma_{\mu\nu}(x, u)$ is the induced metric on the slices $\Sigma_u$ orthogonal to the normal vector $n^a = (\frac{1}{N}, -\frac{N^\mu}{N})$. In this section, we keep the metric
(3.1) generic. Starting from the next section, and until the end of this paper, we will work in the gauge \( \partial_u N = 0 \).

The constraints and the dynamical equations can be derived by projecting the Einstein’s equations (2.4) in different ways.

The \( G_{ab}^{(d+1)} n^a n^b \) projection of the Einstein’s equation is

\[
R^{(d)} - K^2 + K_a^b K_a^b = \frac{1}{2} (\gamma^{ab} - n^a n^b) \partial_a \phi \partial_b \phi - V,
\]

which is the radial Hamiltonian constraint \( \frac{dS}{dN} = 0 \). Here, \( R^{(d)} \) is the Ricci scalar of the induced metric, and \( K_{ab} \) and \( n_a \) are respectively the extrinsic curvature, and unit normal vector to the constant-\( u \) slices \( \Sigma_u \).

The \( G_{ab}^{(d+1)} n^a \gamma^b \) projections of the Einstein’s equations are

\[
\nabla^a K_a^c - \nabla^c K^a \equiv \frac{1}{2} n^a \partial_a \phi \gamma^b \partial_b \phi,
\]

which is the transverse momentum constraint \( \frac{dS}{dN} = 0 \), and in which \( \nabla^{(d)} \) is the covariant derivative associated to \( \gamma_{\mu\nu} \).

Subtracting the trace part \( R^{(d+1)} g_{ab} \), the \( G_{ab}^{(d+1)} \gamma_c^a \gamma_d^b \) projection of the Einstein’s equations are

\[
\nabla^{(d)} g_{ab} - \mathcal{L}_n K_{ab} - K g_{ab} + 2 K_a^c K_b^c - \frac{1}{N} \nabla^{(d)} \partial_b N
\]

\[
= \frac{1}{2} \gamma^c \gamma^d \partial_c \phi \partial_d \phi - \frac{1}{d-1} V \gamma_{ab},
\]

which is the dynamical equation since we have a second order radial derivative term \( \mathcal{L}_n K_{ab} = \frac{1}{2} \mathcal{L}_n (\mathcal{L}_n \gamma_{ab}) \).

In the following sections, we will use the Lie derivatives \( \mathcal{L}_n \) to simplify our notations. Intuitively, the Lie derivative along the normal vector \( n^a \) can be considered as the generalization of the radial derivative \( \frac{\partial}{\partial u} \) in a general coordinate. The precise definition is in appendix A.1

We will solve the Einstein’s equations by writing flow equations order by order in a derivative expansion with respect to the boundary space-time coordinates \( x^\mu \). We will work up to two derivatives. To this order, we assume an ansatz for general covariant flow equations of the form:

\[
\mathcal{L}_n \gamma_{\mu\nu} = g_1 \gamma_{\mu\nu} + g_2 R^{(d)} + g_3 R^{(d)} \gamma_{\mu\nu} + g_4 \partial_\mu \phi \partial_\nu \phi + g_5 (\gamma^{\rho\sigma} \partial_\rho \phi \partial_\sigma \phi) \gamma_{\mu\nu}
\]

\[
+ g_6 \nabla^{(d)} \partial_\mu \phi \partial_\nu \phi + g_7 (\gamma^{\rho\sigma} \nabla^{(d)} \partial_\rho \phi \partial_\sigma \phi) \gamma_{\mu\nu} + \ldots,
\]

where \( g_n(\phi) \) and \( h_n(\phi) \) are functions of the scalar field \( \phi \) and they will be determined by the equations of motion.
The leading terms are the first terms without derivative and the subleading terms are those with two derivatives. All possible slice diffeomorphism invariant terms are included. The radial evolutions (in the normal direction of slices) of the induced metric and the scalar field are controlled by these flow equations. As we will see, one can obtain the on-shell action by these flow equations without actually solving them.

The whole setup is making two basic assumptions:

- The first is that the leading order metric is homogeneous and only radially dependent.
- The second is that the corrections due to transverse inhomogeneities are small.

Therefore, to leading order, the solution is given by solving the leading order equations

\[ \mathcal{L}_n \gamma_{\mu\nu} = g_1(\phi) \gamma_{\mu\nu}, \quad \mathcal{L}_n \phi = h_1(\phi). \tag{3.7} \]

The metric flow equation, to lowest order in the derivative expansion, tells us that only metrics that are conformal to a given transverse metric \( \gamma_{\mu\nu}^{(0)}(x) \) are allowed in this formalism, i.e. that all components of the metric obey the same flow. To lowest order, neglecting the space-time dependence, taking \( \gamma_{\mu\nu}^{(0)}(x) \) to be the flat metric means that we are studying vacuum solutions which obey boundary Poincaré invariance.

For example, the black hole solutions do not satisfy the leading order equations (even at the homogeneous level \( \gamma_{00} \) and \( \gamma_{ij} \) have a different radial evolution), so they cannot be obtained by this ansatz. The physical reason is that space-time Poincaré covariance is broken in the black hole and one should take the non-covariant terms into consideration. To study black hole physics, one should design another set of flow equations whose leading order equations solve the homogeneous black hole solutions and then consider possible two-derivative terms.

### 3.2 Solving the flow equations: the superpotential functions

The Hamiltonian constraint and the momentum constraints are related to the bulk diffeomorphism invariance. After imposing these constraints, the number of independent scalar functions in the flow equations is greatly reduced. The details of this calculation are in Appendix A.2. The idea is to insert the flow equations in the constraints and then require the coefficients of the covariant terms to be such that the bulk equations are obtained. These coefficients are made up of \( g_n \) and \( h_n \), so the number of independent functions is reduced and one can derive the equations for \( g_n \) and \( h_n \). We have imposed the gauge fixing \( \partial_\nu N = 0 \), so the lapse function is constant on the hypersurface \( \Sigma_u \).
After imposing the constraints, the flow equations take the following form:

\[ \mathcal{L}_n \gamma_{\mu\nu} = -\frac{1}{d-1} \gamma_{\mu\nu} \left( W + U R^{(d)} + \frac{W}{2W'} U' \gamma^{\rho\eta} \partial_{\rho} \phi \partial_{\eta} \phi \right) \]
\[ + 2U R^{(d)}_{\mu\nu} \left( W + U' R^{(d)} \right) \partial_{\mu} \phi \partial_{\nu} \phi - 2U' \nabla^{(d)}_\mu \partial_{\nu} \phi, \] (3.8)

\[ \mathcal{L}_n \phi = W' - U' R^{(d)} + \frac{1}{2} \left( \frac{W}{W'} U' \right)' \left( \gamma^{\rho\eta} \partial_{\rho} \phi \partial_{\eta} \phi \right) + \frac{W}{W'} U' \left( \gamma^{\rho\eta} \nabla^{(d)}_\rho \partial_{\eta} \phi \right) \] (3.9)

where \( W(\phi) \) and \( U(\phi) \) are the solutions of

\[ V = \frac{d}{4(d-1)} W^2 - \frac{1}{2} W'^2, \] (3.10)

\[ 1 = \frac{d-2}{2(d-1)} W U. \] (3.11)

It remains to check what conditions impose the remaining dynamical Einstein equation (3.4). In fact, one finds that a solution of the flow equations (3.8-3.9) solves automatically the dynamical Einstein equation. This is shown explicitly in Appendix A.2.3. Therefore, the flow equations, together with the conditions (3.10-3.11), accomplish what the superpotential formulation did in the homogeneous case, i.e. to reduce Einstein’s equation to a first order system, in a derivative expansion with respect to the transverse coordinates.

Equation (3.10) is merely the superpotential equation in the domain wall solution. Equation (3.11) can be interpreted as the second superpotential equation for two-derivatives terms.

The solution of the second superpotential \( U(\phi) \) can be written explicitly in terms of the superpotential \( W(\phi) \):

\[ U(\phi) = e^{-(d-2)A(\phi)} \left( c_1 + \int_{\phi_0}^{\phi} d\tilde{\phi} \frac{1}{W'(\tilde{\phi})} e^{(d-2)A(\tilde{\phi})} \right) \] (3.12)

where \( c_1 \) is an integration constant, and \( A(\phi) \) is defined by

\[ A(\phi) = -\frac{1}{2(d-1)} \int_{\phi}^{\phi_0} d\tilde{\phi} \frac{W'(\tilde{\phi})}{W''(\tilde{\phi})}, \] (3.13)

which is, up to a constant, the homogeneous solution scale factor for any solution with superpotential \( W \), written as a function of \( \phi \). We have fixed the integration constants in \( A(\phi) \) by choosing an arbitrary reference point \( \phi_0 \), which we can change by redefining the constant \( c_1 \).

### 3.3 Holographic flow and local Weyl transformations

The radial evolution equations (3.8-3.9) have the form of a geometric flow for the four-dimensional quantities \( \gamma_{\mu\nu}(x) \) and \( \phi(x) \). We interpret these fields as space-time...
dependent couplings in the boundary field theory, as we have seen in Section 2. Then, to lowest order, the flow equations can be put in the form of geometric RG-flow equations by switching from the variable $u$ to the holographic energy scale $\mu$. This can be identified to lowest order with the scale factor.

If we want to generalize this to higher orders however, things become more complex, since the dependence on $x^\mu$ of the metric cannot be neglected. There are several reparametrizations mapping the coordinate $u$ to the scale factor. Instead of thinking about the RG scale, it is more convenient to think in terms of local Weyl transformations, as in [31]. In what follows we find the relation between Weyl transformations and an infinitesimal motion along the bulk flow.

We consider two slices at $u$, and $u + \epsilon$, with $\epsilon \to 0$, where the induced metrics are $\gamma_{\mu\nu}(x)$ and $\gamma^{(\epsilon)}_{\mu\nu}(x)$ respectively, with

$$\gamma^{(\epsilon)}_{\mu\nu}(x) - \gamma_{\mu\nu}(x) = \epsilon \mathcal{L}_n \gamma_{\mu\nu}(x) + \mathcal{O}(\epsilon^2). \quad (3.14)$$

We can separate the change in $\gamma_{\mu\nu}$ in going from $u$ to $u + \epsilon$ into two parts: a local Weyl transformation and a residual volume preserving transformation. This is achieved by writing:

$$\gamma^{\epsilon}_{\mu\nu}(x) = e^{2\epsilon \sigma(x)} \tilde{\gamma}^{(\epsilon)}_{\mu\nu}(x), \quad e^{\epsilon \sigma(x)} \equiv \left( \frac{\gamma^{(\epsilon)}}{\gamma} \right)^{\frac{1}{2}}. \quad (3.15)$$

where $\gamma^{(\epsilon)}$ and $\gamma$ are the absolute values of the metric determinants and $\sigma$ is chosen so that $\tilde{\gamma}^{(\epsilon)}_{\mu\nu}$ and $\gamma_{\mu\nu}$ have the same determinant. To first order in $\epsilon$, we can write equation (3.14) as

$$\epsilon \mathcal{L}_n \gamma_{\mu\nu} = \epsilon \left[ 2\sigma(x) \gamma_{\mu\nu} + \tilde{\beta}_{\mu\nu} \right] + \mathcal{O}(\epsilon^2), \quad \tilde{\beta}_{\mu\nu} \equiv \frac{\tilde{\gamma}^{\epsilon}_{\mu\nu} - \gamma_{\mu\nu}}{\epsilon}, \quad (3.16)$$

obtained by substituting (3.15) in (3.14) and expanding in $\epsilon$. From equation (3.8) we can identify the $\sigma(x)$ and $\tilde{\beta}_{\mu\nu}$. First, notice that under the holographic flow (3.8), the metric determinant evolves as:

$$\mathcal{L}_n \gamma = \gamma \gamma^{\mu\nu} \mathcal{L}_n \gamma_{\mu\nu}, \quad (3.17)$$

which following the definitions (3.15-3.16) leads to

$$\sigma = \frac{1}{2d} \gamma^{\mu\nu} \mathcal{L}_n \gamma_{\mu\nu}, \quad \tilde{\beta}_{\mu\nu} = \mathcal{L}_n \gamma_{\mu\nu} - \frac{1}{d} \gamma_{\mu\nu} \gamma^{\rho\sigma} \mathcal{L}_n \gamma_{\rho\sigma}. \quad (3.18)$$

From equation (3.16), we can relate the generator of the bulk flow to the generator of local Weyl transformations on the induced metric:

$$\mathcal{L}_n \gamma_{\rho\sigma} = \int d^d x \sigma(x) \left[ 2\gamma_{\mu\nu} \frac{\delta}{\delta \gamma_{\mu\nu}} + \frac{\tilde{\beta}_{\mu\nu}}{\sigma} \delta \gamma_{\mu\nu} \right] \gamma_{\rho\sigma} \quad (3.19)$$
This equation shows that the effect of the motion along the holographic flow is equivalent to a Weyl rescaling by a parameter $\sigma$ plus an extra transformation of the metric which is volume preserving. Similarly we have:

$$\mathcal{L}_n \phi = \int d^d x \sigma(x) \left[ \frac{\hat{\beta}_\phi}{\sigma} \frac{\delta}{\delta \phi} \right]$$

(3.20)

where $\hat{\beta}_\phi$ is the right-hand side of equation (3.9). Therefore, the Lie derivative acts on any functional of the induced metric and scalar field as:

$$\mathcal{L}_n = \int d^d x \sigma(x) \Delta(x),$$

(3.21)

$$\Delta(x) = 2 \gamma_{\mu\nu}(x) \frac{\delta}{\delta \gamma_{\mu\nu}(x)} + \beta_{\mu\nu} \frac{\delta}{\delta \gamma_{\mu\nu}(x)} + \beta_\phi \frac{\delta}{\delta \phi(x)},$$

(3.22)

$$\beta_{\mu\nu} = \frac{\hat{\beta}_{\mu\nu}}{\sigma}, \quad \beta_\phi = \frac{\hat{\beta}_\phi}{\sigma}.$$  

(3.23)

It is natural to identify the operator

$$\Delta = \int d^d x \Delta(x)$$  

(3.24)

as the generator of RG transformations of the quantum field theory. Then, quantities $\beta_{\mu\nu}$ and $\beta_\phi$ are identified as the $\beta$-functions of the metric and coupling. More precisely, $\beta_{\mu\nu}$ represents the anomalous change in the space-time metric beyond a simple Weyl rescaling. Equation (3.21) connects the change under the holographic flow to the change under a Weyl rescaling in the field theory plus the additional running of the metric and the coupling constant.

It is convenient to introduce the second order quantities:

$$X = UR^{(d)} + \frac{W}{2W'} U r^{(d)} \gamma_{\rho\eta} \partial_\rho \phi \partial_\eta \phi,$$

(3.25)

$$Y_{\mu\nu} = UR_{\mu\nu}^{(d)} + \left( \frac{W}{2W'} U' \right) \gamma_{\mu\nu} \partial_\mu \phi \partial_\nu \phi - U' \nabla_{\mu}^{(d)} \partial_\nu \phi, \quad Y = \gamma_{\mu\nu} Y_{\mu\nu},$$  

(3.26)

$$Z = -U'' R^{(d)} + \frac{1}{2} \left( \frac{W}{W'} U' \right) \left( \gamma_{\rho\eta} \partial_\rho \phi \partial_\eta \phi \right) + \frac{W}{W'} U' \left( \gamma_{\rho\eta} \nabla_{\rho}^{(d)} \partial_\eta \phi \right).$$  

(3.27)

In terms of these quantities, the metric and scalar flow equations (3.8-3.9) read, up to second order in derivatives:

$$\mathcal{L}_n \gamma_{\mu\nu} = -\frac{1}{d-1} \gamma_{\mu\nu} (W + X) + 2Y_{\mu\nu}, \quad \mathcal{L}_n \phi = W' + Z.$$  

(3.28)

The Weyl parameter $\sigma$, volume-preserving transformation $\hat{\beta}_{\mu\nu}$, and scalar flow function $\hat{\beta}_\phi$ are then given by:

$$\sigma = -\frac{1}{2(d-1)} \left[ W + X - \frac{2(d-1)}{d} Y \right]$$  

(3.29)

$$\hat{\beta}_{\mu\nu} = 2Y_{\mu\nu} - \frac{2}{d} \gamma_{\mu\nu} Y, \quad \hat{\beta}_\phi = W' + Z.$$  

(3.30)
Explicitly, up to second order in derivatives, from the definitions (3.22-3.23) and the from (3.29-3.30) we derive the RG-flow equations for the running coupling and the metric:

$$\Delta \phi = \beta_\phi^{(0)} + \beta_\phi^{(2)}, \quad \Delta \gamma_{\mu\nu} = 2\gamma_{\mu\nu} + \beta_{\mu\nu}^{(2)},$$

(3.31)

where:

$$\beta_\phi^{(0)} = -2(d-1)\frac{W'}{W},$$

(3.32)

$$\beta_\phi^{(2)} = -\frac{2(d-1)}{W}\left(Z - \frac{W'}{W}X + \frac{2(d-1)}{d} \frac{W'}{W} Y \right),$$

(3.33)

$$\beta_{\mu\nu}^{(2)} = -\frac{4(d-1)}{W}\left(Y_{\mu\nu} - \frac{1}{d} \gamma_{\mu\nu} Y \right).$$

(3.34)

Note that to zero-th order, under $\Delta$ the metric changes as under a Weyl rescaling. The anomalous variation starts at second order and it is traceless (therefore it does not affect the metric determinant, see equation (3.17). )

We conclude this section by noting that there is some freedom in the relation between the radial bulk flow and the RG-flow generators. In Appendix B we define a family of operators $\Delta_\alpha$, which differ at second order in derivatives but can all, in principle, be used as defining an RG-flow of the metric and scalar. This corresponds to different choices of scheme for the definition of the holographic RG scale. A generic choice however produces field theory trace idendtities which are not of the standard form.

4. Two roads to the two-derivative quantum effective action

We are now ready to write down the on-shell action, using Einstein’s equations in first order form provided by the covariant flow equations. We will do it in two ways, which will lead to the same result, but highlight different aspects of the procedure:

1. First we use the fact that the on-shell action is the generating functional of canonical momenta. This is similar to the technique used in the Hamilton-Jacobi approach.

2. Alternatively, one can use the flow equations to write the bulk action as a total derivative, as it was the case for homogeneous solutions. This will give explicit control over the IR contribution.

From now on, we will suppress the index $(d)$ from the slice intrinsic curvature and covariant derivative and denote them simply by $R$ and $\nabla$. We will keep the notation $R^{(d+1)}$, $\nabla^{(d+1)}$ for bulk covariant quantities.
4.1 The on-shell action as a solution of the canonical momentum equation

We can derive the (regularized) on-shell action by the variational formula of canonical momentum [10]:

\[ \pi_\phi = \frac{\delta S_{\text{on-shell}}}{\delta \phi}, \quad \pi^{\mu\nu} = \frac{\delta S_{\text{on-shell}}}{\delta \gamma_{\mu\nu}} \] (4.1)

where \( \pi_\phi \) and \( \pi^{\mu\nu} \) are the canonical momenta of the scalar field \( \phi \) and the induced metric \( \gamma_{\mu\nu} \) on the boundary. As the bare on-shell action is generically divergent in the UV, these expressions are defined at a regulated UV boundary. The variations are with respect to the corresponding boundary quantities.

The canonical momenta are related to the flow equations in the following way

\[ \pi_\phi = \sqrt{-\gamma} L_n \phi, \quad \pi^{\mu\nu} = \frac{1}{2} \sqrt{-\gamma} (\gamma^{\mu\rho} \gamma^{\nu\eta} L_n \gamma_{\rho\eta} - \gamma^{\mu\nu} \gamma^{\rho\eta} L_n \gamma_{\rho\eta}) \] (4.2)

where the second equation can be written as \( \pi^{\mu\nu} = \sqrt{-\gamma} (K^{\mu\nu} - K \gamma^{\mu\nu}) \) and \( K^{\mu\nu} \) is the extrinsic curvature.

These variational formulae are valid only when one uses Dirichlet boundary conditions \( (\phi^{UV}, \phi^{IR}, \gamma^{UV}_{\mu\nu}, \gamma^{IR}_{\mu\nu}) \) to solve the equations of motion and then evaluate the on-shell action on these solutions. As the solutions of Einstein’s equations are determined by the boundary conditions, the integration constants in the flow equations are non-trivial functions of both the UV and IR boundary data. The variations of the integration constants with respect to the boundary quantities, i.e. \( \frac{\delta C}{\delta \phi^{UV}} \), are not zero. Therefore, one can not naively deduce an on-shell action whose variations give the canonical momenta without knowing the dependence of integration constants on the boundary data.

However, if one imposes the IR regularity of the flow equations, the explicit expressions of the integration constants will be fixed, so the variational formulae are useful again. Technically, the IR regularity of the flow equations means that the scalar functions in front of the derivative terms, for example \( U(\phi) \) and \( U'(\phi) \), stay finite in the IR limit. In fact, the IR regularity of the flow equations is necessary if one wants to do derivative expansions in IR region. Otherwise, the subleading terms will dominate due to the divergent coefficients, the derivative expansion will break down in the IR and the perturbative solutions will not make sense.

For two derivatives terms, the IR regularity of the flow equations requires

\[ U_*(\phi) = e^{-(d-2)A(\phi)} \int_{\phi_{IR}}^{\phi} d\tilde{\phi} \frac{1}{W'(\phi)} e^{(d-2)A(\tilde{\phi})}. \] (4.3)

where the integration constant determined by IR regularity is \( c_1 = \int_{\phi_{IR}}^{\phi} d\tilde{\phi} \frac{1}{W'(\phi)} e^{(d-2)A(\tilde{\phi})} \) and \( \phi_{IR} \) is the value of scalar field in the IR.

The regular solution \( U_* \) is IR finite because the divergence of \( e^{-(d-2)A(\phi)} \) is cancelled by the vanishing of \( \int_{\phi_{IR}}^{\phi} d\tilde{\phi} \frac{1}{W'(\phi)} e^{(d-2)A(\tilde{\phi})} \). Other solutions diverge in the IR.
To see this, one can write the general solutions as \( U = U_* + e^{-(d-2)A(\phi)}(c - c_*) \). The second term \( e^{-(d-2)A(\phi)}(c - c_*) \) diverges in the IR limit \( A \to -\infty \), so the only regular solution is \( U_* \).

The IR regularity condition \( U|_{IR} < \infty \) seems to be inconsistent with the assertion that the variational formula of canonical momenta is only valid for Dirichlet boundary conditions. In fact, the IR regularity condition is equivalent to fixing the IR boundary value of \( U \) to a special finite value, so IR regularity is in accord with the Dirichlet conditions. For example, for an AdS IR fixed point, \( U_* \to \frac{-2(d-1)}{d-2} \frac{1}{W_{IR}} \) and for an IR exponential potential, \( U_* \to 0 \). The analytic results of these two examples are verified in the numerical study.

The integration constant \( c_1 \) is now independent of the UV data, so we can use the variational formula of the canonical momenta on the UV boundary without worrying about the non-zero variation of integration constant.

Using the variation formula of canonical momenta, the on-shell action is easily derived:

\[
S_{on-shell} = \int d^d x \sqrt{\gamma} \left( W - U_* R - \left( \frac{W}{W'} U_* \right) \frac{1}{2} \gamma_{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \ldots \right)_{UV} + S^{IR} \tag{4.4}
\]

where \( S^{IR} \) is a constant IR contribution independent of the UV data and usually it is just set to zero. This expression coincides with the one found in [17] using the Hamilton-Jacobi method.

### 4.1.1 Radial flow as a gradient flow

The construction of the regularized on-shell action in the previous section allows to write the radial flow for the induced metric and scalar field as a gradient flow, in a way which is consistent with the analysis of [16]. Indeed, inverting equation (4.2) for the Lie derivatives of \( \phi \) and \( \gamma_{\mu\nu} \), and using the definitions (4.1) we can write the radial flow as:

\[
\mathcal{L}_n \phi = \frac{1}{\sqrt{\gamma}} \frac{\delta S_{on-shell}}{\delta \phi}, \quad \mathcal{L}_n \gamma_{\mu\nu} = \frac{1}{\sqrt{\gamma}} G_{\mu\nu;\rho\sigma} \frac{\delta S_{on-shell}}{\delta \gamma_{\rho\sigma}} \tag{4.5}
\]

where:

\[
G_{\mu\nu;\rho\sigma} = \gamma_{\mu\rho} \gamma_{\nu\sigma} - \frac{1}{d-1} \gamma_{\mu\nu} \gamma_{\rho\sigma} \tag{4.6}
\]

is the de Wit metric. This gradient property was shown to be a general feature of holographic RG flows in [16]. In particular, leaving aside the scalar field, one can see directly from equation (3.28) and the definitions (3.25-3.26) that the curvature term in the second order contribution to the metric radial flow has exactly the same tensor structure that was found in [16], i.e.

\[
(\mathcal{L}_n \gamma_{\mu\nu})^{(2)} \propto R_{\mu\nu} - \frac{1}{2(d-1)} \gamma_{\mu\nu} R. \tag{4.7}
\]
4.2 The on-shell effective action as a bulk total derivative

An alternative way to compute the generating functional is to write the bulk on-shell Lagrangian as a total derivative, as we did in Section 2 for homogeneous solutions:

\[ \mathcal{L}_{\text{on-shell}} = \partial_a (\mathcal{L}_{\text{eff}} \tilde{n}^a) \]  

(4.8)

where \( \tilde{n} = Nn = (1, -N^\mu) \) in ADM formalism, so the \((d+1)\)-dimensional volume integral is transformed into a \(d\)-dimensional surface integral over the boundary slices after one uses the Gauss’s theorem

\[ S_{\text{on-shell}} = \int d^d x \int_{u_{\text{UV}}}^{u_{\text{IR}}} du \mathcal{L}_{\text{on-shell}} = \int d^d x \mathcal{L}_{\text{eff}} |_{u_{\text{UV}}}^{u_{\text{IR}}} \]  

(4.9)

where the UV limit corresponds to \( u \to -\infty \), so the integration interval is \([u_{\text{UV}}, u_{\text{IR}}]\). We have assumed that the slices have no space-time boundary. To be precise, the effective Lagrangian is the difference of \( \mathcal{L}_{\text{eff}} \) between the IR and the UV.

Using the language of Lie derivative, the total derivative equation becomes

\[ N \mathcal{L}_n \mathcal{L}_{\text{eff}} = \mathcal{L}_{\text{on-shell}}, \]  

(4.10)

where for a scalar density \( B \), we have \( \partial_n (B \tilde{n}^a) = N \mathcal{L}_n B \) in the gauge \( \partial_n N = 0 \).

In the Einstein-Scalar gravity theory, we can write the above equation explicitly

\[ \frac{1}{2} \gamma^{-\frac{1}{2}} \mathcal{L}_n \mathcal{L}_{\text{eff}} = V + R - \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi, \]  

(4.11)

where we have used the Hamiltonian constraint to simplify the equation.

On the left hand side, the general form of a slice covariant effective Lagrangian density is, up to two derivatives:

\[ \mathcal{L}_{\text{eff}} = \sqrt{-\gamma} (F_0 + F_1 R + F_2 \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + F_3 \gamma^{\mu\nu} \nabla_\mu \partial_\nu \phi + \ldots) \]  

(4.12)

where \( F_n(\phi) \) are functions of the scalar field \( \phi \).

To derive the effective Lagrangian by the total derivative equations, one should calculate the Lie derivative \( \mathcal{L}_n \) of the effective Lagrangian density \( \mathcal{L}_{\text{eff}} \) by acting with the Lie derivative on all possible terms and substituting in the flow equations \( \mathcal{L}_n \gamma^{\mu\nu} \) and \( \mathcal{L}_n \phi \), then match the scalar functions in front of the covariant terms on both sides to obtain the equations of \( F_n(\phi) \).

The details of the calculation are given in Appendix A.3, and the result is:

\[ S_{\text{on-shell}} = \int d^d x \sqrt{-\gamma} \left( W - UR - \left( \frac{W}{W'} U' \right) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \ldots \right)_{u_{\text{UV}}}^{u_{\text{IR}}} - (...)_{IR} \]  

(4.13)

where \( U(\phi) = e^{-(d-2)A} \left( c_1 + \int_{\phi}^\infty d\tilde{\phi} \frac{1}{W} e^{(d-2)A} \right) \) and \( (...)_{IR} \) is the IR contribution. The \( \gamma^{\mu\nu} \nabla_\mu \partial_\nu \phi \) term has been transformed into the \( \partial_\mu \phi \partial_\nu \phi \) term by integrating by parts.
For an IR regular solutions, $W \to W_u$, $U \to U_e$, and the on-shell action is the same as the one derived in the previous section.

The on-shell action in this section is more general because we don’t need to take the far IR limit $e^A|_{IR} \to 0$. Without this restriction, one can calculate the Wilsonian effective action by integrating out part of the geometry, which are the high energy modes in holographic language. In holography, the high energy modes correspond to $u < u^A$ where $\Lambda$ is the UV cut-off. In this setting, the condition of IR regularity is replaced by an IR boundary condition on the coupling.

### 4.3 Conserved quantities and integration constants

In writing equation (4.13) we have used a particular solution for the functions $F_n(\phi)$, determined by the matching conditions given in Appendix A.3. The general solution however contains some integration constants $C_n$, which contribute to the on-shell Lagrangian extra terms of the form:

$$
\delta \mathcal{L} \sim \sum_n C_n G_n(\phi, \gamma_{\mu\nu}),
$$

where $G_n$ are covariant terms. However, these terms drop out of the final result due to an interesting fact: the covariant terms $G_n$ are conserved quantities. Thus, $\delta \mathcal{L}_{UV} = \delta \mathcal{L}_{IR}$, and these contributions disappear from the final result (4.13). While the details are given in Appendix A.4, here we summarize the main results.

To two-derivative order, there are three such contributions, $\delta \mathcal{L} = C_0 G_0 + C_1 G_1 + C_2 G_2 + O(\partial^4)$, where $C_0, \ldots, C_2$ are constants and:

\[
G_0 = \int d^d x \sqrt{-\gamma} \left[ e^{-dA} + G_0^{(1)} e^{-(d-2)A} R + W^{d-2} e^{-(d-2)A} G_0^{(2)} \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + O(\partial^4) \right],
\]

\[
G_1 = \int d^d x \sqrt{-\gamma} \left[ e^{-(d-2)A} R + \frac{W}{W'} (e^{-(d-2)A}) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + O(\partial^4) \right],
\]

\[
G_2 = \int d^d x \sqrt{-\gamma} \left[ W^{d-2} e^{-(d-2)A} \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + O(\partial^4) \right],
\]

where

\[
G_0^{(1)}(\phi) = G_0^{(1)}(\bar{\phi}) + \frac{1}{2(d-1)} \int_{\bar{\phi}}^{\phi} d\tilde{\phi} e^{-2A} W'^{-2} (dWU' - (d-2)W'U) \quad (4.16)
\]

\[
G_0^{(2)}(\phi) = G_0^{(2)}(\bar{\phi}) + 2 \int_{\bar{\phi}}^{\phi} d\tilde{\phi} e^{(d-2)A} W' \left[ (e^{-dA})'' \frac{W}{W'} U' + (e^{-dA})' \left( \frac{W}{W'} U' \right)' \right]
- \frac{3d-2}{2(d-1)} \int_{\bar{\phi}}^{\phi} d\tilde{\phi} e^{-2A} W' U' + 2 \int_{\bar{\phi}}^{\phi} d\tilde{\phi} e^{(d-2)A} W'^2 \left( G_0^{(1)} e^{-(d-2)A} \right)' \quad (4.17)
\]

where $G_0^{(1)}(\bar{\phi})$ and $G_0^{(2)}(\bar{\phi})$ are integration constants and are fixed by imposing $G_0^{(1)}(\phi_{UV}) = G_0^{(2)}(\phi_{UV}) = 0$ so that the three quantities in (4.15) are linearly independent in the UV limit.
As shown in Appendix (A.4), the radial changes of $G_n$ are slice total derivatives 
\[ \partial_u G_n = \partial_{\mu} (...) \] and thus they are space-time boundary terms to the effective action. 
Since we are assuming the slices have no space-time boundary, the quantities $G_n$ are 
constant along the radial direction. The on-shell action is the difference between the 
IR and the UV, thus the terms $C_n G_n$ are cancelled, so the final result is independent of 
$C_n$. It would be interesting to understand what these conserved quantities represent 
from the bulk GR theory standpoint.

5. Holographic renormalization

5.1 UV counterterms

As usual, the on-shell action computed in the previous section is generically UV-
divergent. Therefore, equation (4.13) only makes sense if it is evaluated at a finite UV 
cut-off coordinate $u_\epsilon$. In this section we will identify the appropriate counterterms 
and analyse the finite term, in order to write down the renormalized generating 
functional explicitly to two-derivative order.

The UV-divergent on-shell action we have found in the previous section reads, 
to second order in derivatives:

\[ S_{UV-div} = \int d^4 x \sqrt{-\gamma} \left( W - UR - \frac{W}{W'} \frac{1}{2} \gamma^{\mu \nu} \partial_\mu \phi \partial_\nu \phi \right) \bigg|_{u_\epsilon} \]  

where both $W(\phi)$ is specified by the bulk solution, and $U(\phi)$ is written in terms $W$ 
as in equation (3.12).

One can count the degree of divergence by the factors of $e^A$ (keeping in mind 
that $A(\phi)$ defined in (3.13) has the same UV behavior as the metric scale factor). 
From the first term of metric flow equation (3.8), one can deduce that the metric 
diverges as $\gamma_{\mu \nu} \sim e^{2A}$. For example, for a UV AdS fixed point, the potential term in 
(5.1) diverges as $e^{dA}$ and the second-derivative terms as $e^{(d-2)A}$ when $A \to +\infty$. 
This can be suspected on dimensional analysis grounds. We will derive this in section 7.1.

The covariant divergent terms in equation (5.1) coincide with those found by 
Papadimitriou’s in [8] at orders zero and two in the derivative expansion, and they 
are found in Table 2 of that work. The divergence of the potential and Ricci terms 
are manifestly the same, and the scalar kinetic term can also be transformed into the 
same form after some manipulations (see Appendix A.5):

\[ \frac{W}{W'} U' \simeq -\mathcal{A}^2 e^{-(d-2)A} \int d\phi \frac{1}{W'} e^{(d-2)A} \mathcal{A}'^{-2}. \]  

where $\mathcal{A}(\phi)$ is defined in (3.13) and the approximation holds in the UV limit.

In order to subtract the divergences we need to add covariant boundary counterterms 
to the bulk action. If the superpotential equations (3.10-3.11) allow for
multiple solutions with the same UV behavior as the bulk solutions appearing in (5.1), we can use these new solutions as counterterms:

\[
S^{ct} = -\int d^d x \sqrt{-\gamma} \left( W^{ct} - U_1^{ct} R - \frac{W^{ct}}{W_2^{ct}} U_2^{ct} 1 \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \right) u_\epsilon \tag{5.3}
\]

where \( W^{ct} \) satisfies the superpotential equation (3.10) and \( U_1^{ct} \) and \( U_2^{ct} \) are different solutions of (3.11). As we have already mentioned in section 2, for the renormalization procedure to work, we need the UV point to be an attractor, i.e. that there exists continuous classes of solutions \( \{ W_c(\phi) \}, \{ U_c(\phi) \} \) of equations (3.10-3.11), labeled by a continuous parameter \( c \), such that:

\[
\frac{W_c(\phi) - W_{c'}(\phi)}{W_c(\phi)} \to 0, \quad \frac{U_c(\phi) - U_{c'}(\phi)}{U_c(\phi)} \to 0, \quad \phi \to \phi_{UV} \tag{5.4}
\]

for any pair of values \( c, c' \). If this condition is violated, then it is impossible to find a set of counterterms which is universal, i.e. independent of the bulk solution.

In fact, it is easy to check from the explicit solution (3.12) of (3.11) that once the requirement that the UV is an attractor is satisfied for the equation for \( W \), it will be automatically true for \( U \), since we have:

\[
U(\phi) \simeq -2[(d - 1)/(d - 2)] W^{-1}(\phi), \quad \phi \to \phi_{UV}. \tag{5.5}
\]

Therefore, the attractor condition is automatic, once is satisfied by the superpotential equation in (3.10).

Since both \( W \) and \( U \) solve first order equations, each of the counterterm functions depends on one integration constant, which encodes the the scheme dependence as in the standard renormalization procedure of quantum field theory.

### 5.2 Two-derivative renormalized generating functional

With the identification of the appropriate counterterms, the renormalized generating functional \( S^{(ren)} \) is now defined as the sum of on-shell action (4.13) and counter-terms:

\[
S^{(ren)} = \lim_{\epsilon\to0} (S_\ast + S^{ct}) = \lim_{\epsilon\to0} \int d^d x \sqrt{-\gamma} \left( W^R - U_1^R R - \frac{W}{W_2} U_2^R 1 \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \right) u_\epsilon \tag{5.6}
\]

in the first line, a \( \ast \) indicates that we are evaluating the on-shell action on an IR-regular solution. In the second line, we have defined the renormalized quantities \( W^R = (W - W^{ct}) \), \( U_1^R = (U - U_1^{ct}) \), \( U_2^R = (U - U_2^{ct}) \). We stress that \( W \) is the one specified by the bulk solution (for example, it is \( W_\ast \) if one uses the IR-regular solution). All these functions are being calculated on the solution \( (\gamma_{\mu\nu}(u), \phi(u)) \), evaluated at \( u_\epsilon \), and we are assuming \( \lim_{\epsilon\to0} u_\epsilon = u_{UV} \). In writing the last term, we have used the attractor condition to write the coefficient simply as \( W/W' \).
Finally, in equation (5.6) we have dropped the IR contribution coming from the bulk, i.e. we are assuming implicitly an IR regular solution is being used.

Thanks to the attractor condition (5.4), we can write an explicit expression for the UV limits of $W^R$ and $U^R_i$: indeed, these functions satisfy the linearized versions of the superpotential equations (3.10-3.11) around the solution $W_*(\phi)$ and $U_*(\phi)$:

\begin{align}
W'^R &= \frac{d}{2(d-1)} \frac{W}{W'^R}, \\
U'^R_i &= \frac{d-2}{2(d-1)} \frac{W}{W'^R_i}
\end{align}

In fact, as (3.11) is linear, the equation for $U^R$ is exact without taking the UV limit.

The equations above can be solved straightforwardly and we find that in the UV limit $W^R$, $U^R_1$ and $U^R_2$ are simply given by:

\begin{align}
W^R(\phi) &\simeq c_0^R e^{-dA(\phi)} \\
U^R_1(\phi) &\simeq c_1^R e^{-(d-2)A(\phi)} \\
U^R_2(\phi) &\simeq c_2^R e^{-(d-2)A(\phi)}
\end{align}

where $c_i^R$ are three constants that depend on which counterterms $W^R, U^R$ have been chosen in the subtraction (appearing here as integration constants of the linear equations (5.9-5.11)), and we recall the definition:

$$A(\phi) = -\frac{1}{2(d-1)} \int_\phi^{\bar{\phi}} \frac{W}{W'} d\bar{\phi}$$

(5.12)

where $\bar{\phi}$ is a reference point which can be picked arbitrarily, and independently of the particular solution for the bulk flow ($\gamma_{\mu\nu}(x,u), \phi(x,u)$). We stress that $A(\phi)$ is a function of the single variable $\phi$, and does not depend on the specific bulk solution. On the other hand, as explained in Section 2, at the homogeneous level, when evaluated on a given solution $\phi(u)$, the function $A(\phi(u))$ coincides with the scale factor (2.10) up to an additive constant, which depends on the specific solution chosen (i.e. on the specific radial flow).

Using the UV asymptotics of renormalized superpotentials, the renormalized generating functional becomes

\begin{equation}
S^{(\text{ren})} = \lim_{u \to u_{\text{UV}}} \int d^d x \sqrt{-\gamma} \left[ c_0^R e^{-dA} - e^{-(d-2)A} \left( c_1^R R + c_2^R \frac{d-2}{2(d-1)} \left( \frac{W}{W'} \right)^2 \frac{1}{2} \gamma_{\mu\nu} \partial_\mu \phi \partial_\nu \phi \right) \right]
\end{equation}

(5.13)

where $A(\phi)$ is defined as (5.12).
Notice that in equation (5.13) the functional form is completely determined and the scheme dependence is manifest and only appears in the coefficients $c_0^R$, $c_1^R$ and $c_2^R$.

It remains to check explicitly that the result (5.13) is finite. This was already established in section 2 for the potential term, which is manifestly finite in the UV limit since $\sqrt{\gamma} \sim e^{dA}$ and for any solution of the low $A(u)$ and $A(\phi(u))$ differ by a finite, $u$-independent constant.

To show the finiteness of (5.13) we will express the renormalized generating functional in terms of the the conserved quantities that were introduced in Section 4.3, equations (4.15). In doing so, we will also give an explicit expression of $S^{(\text{ren})}[\gamma, \phi]$ in terms of the running coupling and metric at any point $u$ in the bulk.

In the UV, the renormalized functions in the generating functional have simple asymptotic behavior
\[
W^R \sim e^{-dA}, \quad U^R \sim e^{-(d-2)A},
\]
(5.14)
These are the same as the leading terms in the conserved quantities (4.15).

One of the basic properties of the renormalized generating functional is the RG invariance. The quantity $S^{(\text{ren})}$ is a functional of the flow solution $(\gamma_{\mu\nu}(x, u), \phi(x, u))$, but although the running coupling $\phi$ and metric $\gamma_{\mu\nu}$ are $u$-dependent, the generating functional (5.13) is manifestly independent of $u$, which translates into RG-invariance in the dual field theory language. Similarly, the conserved quantities (4.15) are also $u$-independent, by definition. Therefore, it is natural to try to write the renormalized generating functional as a linear combination of the conserved quantities,
\[
S^{(\text{ren})} = D_0 G_0 + D_1 G_1 + D_2 G_2,
\]
(5.15)
If we succeed in finding finite coefficients $D_i$ that realize the above identity, this will show the finiteness of $S^{(\text{ren})}$, and moreover we will obtain a covariant expression for it at any scale $u$.

The coefficients $D_i$ can be easily obtained by assuming (5.15) holds and looking at its UV limit: from the definition (5.6) and (5.9-5.11), the constants $D_0$, $D_1$, $D_2$ should satisfy
\[
0 = \lim_{u \to u_{\text{UV}}} \sqrt{-\gamma} \left( W^R - D_0 e^{-dA} \right)
\]
(5.16)
\[
0 = \lim_{u \to u_{\text{UV}}} \sqrt{-\gamma} \left( -U^R - D_0 G_0^{(1)} e^{-(d-2)A} - D_1 e^{-(d-2)A} \right) R
\]
(5.17)
\[
0 = \lim_{u \to u_{\text{UV}}} \sqrt{-\gamma} \left( \frac{W}{W'} U^{R'} - D_0 W'^{-2} e^{-(d-2)A} G_0^{(2)} - D_1 W'^{-2} e^{-(d-2)A} \right) \frac{1}{2} \gamma_{\mu\nu} \partial_\mu \phi \partial_\nu \phi,
\]
(5.18)
from which we can read-off:

\[ D_0 = c_R^0, \]
\[ D_1 = -c_R^1, \]
\[ D_2 = -\frac{d - 2}{2(d - 1)} W_{UV}^2 (c_R^2 + D_1), \]

where the subscript UV denotes that the quantities are evaluated in the UV limit. The expression for \( D_2 \) assumes that \( W(\phi) \) has a finite UV limit. If this is not the case, then one should be more careful in solving equations (5.16-5.18). We will see an explicit example of this in the case of asymptotically exponential potentials, in Section 7.2.

Thanks to (5.15) and using the explicit expression for \( G_0, G_1, G_2 \) in equations (4.15), we can finally write the generating functional as a functional of the running coupling and metric on an arbitrary slice:

\[ S^{(\text{ren})}[\gamma_{\mu\nu}, \phi] = \int d^d x \sqrt{-\gamma} \left( Z_0(\phi) + Z_1(\phi) R + Z_2(\phi) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \right), \]

where \( \phi \) and \( \gamma_{\mu\nu} \) are evaluated at an arbitrary point in the bulk, the coefficient functions are:

\[ Z_0(\phi_0) = D_0 e^{-dA}, \]
\[ Z_1(\phi_0) = D_0 G_0^{(1)} e^{-(d-2)A} + D_1 e^{-(d-2)A}, \]
\[ Z_2(\phi_0) = \left( D_0 G_0^{(2)} + D_2 \right) W_{\mu\nu} e^{-(d-2)A} + D_1 \frac{W}{W_0} (e^{-(d-2)A})', \]

where \( A(\phi) \) is given in (5.12) and the functions \( G_0^{(i)} \) are defined in equations (4.16-4.17). The coefficients \( D_n \) are related to the integration constants in superpotential solutions by (5.19-5.21).

The \( e^{-dA} \) and \( e^{-(d-2)A} \) behavior can be guessed from the UV asymptotics, but they are valid only in the UV region. We need some non-trivial functions to maintain the RG invariance along the whole flow. They are \( G_0^{(1)}(\phi_0) \) and \( G_0^{(2)}(\phi_0) \), which are related to the two-derivative terms generated by zero-derivative term along the RG flow.

5.3 Renormalization group invariance and trace identities

The renormalized generating functional \( S^{(\text{ren})}[\gamma_{\mu\nu}, \phi] \) is, by construction, constant on any holographic flow trajectory \( \{ \gamma_{\mu,\nu}(x, u), \phi(x, u) \} \), i.e.

\[ \mathcal{L}_n S^{(\text{ren})} = \int d^d x \sigma(x) \Delta(x) S^{(\text{ren})} = 0, \]

where in the first equality we used equation (3.22).
As we will argue below, we can add a total derivative terms to $S^{(\text{ren})}$ so that equation $(5.26)$ holds locally, without the integral. Let us consider the action of the Lie derivative on the density $S(x)$ defined by:

$$S^{(\text{ren})} = \int d^d x \, S(x).$$

By equation $(5.15)$, we have:

$$S = D_0 G_0 + D_1 G_1 + D_2 G_2$$

where $G_i$ are the local densities of the conserved charges, defined in appendix A.4.

The local conservation law for these quantities reads:

$$\mathcal{L}_n G_k = \partial_\mu (\sqrt{\gamma} J_\mu^k) \quad k = 0, 1, 2$$

where the current densities $J_\mu^k$ are given explicitly in equation (A.57-A.59). As shown at the end of Appendix A.4, at second order in derivatives it is possible to add total divergence terms to the charge densities $G_k$ to cancel the right hand side in equation $(5.29)$. They are explicitly given in equations (A.62) and (A.65). If we add these total derivative terms to the renormalized action, we can make its density strictly radially invariant up to higher derivative terms:

$$\mathcal{L}_n S(x) = O(\partial^4).$$

Using the above equation and equation $(3.21)$, it follows easily that the action $S^{(\text{ren})}$ satisfies now the local equation:

$$\Delta(x) S^{(\text{ren})} = \left( 2 \gamma_{\mu\nu} \frac{\delta}{\delta \gamma_{\mu\nu}} + \beta_{\mu\nu} \frac{\delta}{\delta \gamma_{\mu\nu}} + \beta_{\phi} \frac{\delta}{\delta \phi} \right) S^{(\text{ren})} = 0,$$

This equation, translated on the field theory side, encodes the local renormalization group invariance of $S^{(\text{ren})}$. It of course implies the integrated version $\Delta S^{(\text{ren})} = 0$, which is the statement of invariance under a rigid RG-transformation in the field theory. Notice that to obtain it from equation $(5.26)$, it was crucial to satisfy the local radial invariance condition $(5.30)$, to cancel the factor of $\sigma(x)$. This could be done by adding suitable boundary terms.

As a side remark, we notice that the operator in $(5.26)$, i.e.

$$\int d^d x \sigma(x) \Delta(x) = \int d^d x \left[ (\mathcal{L}_n \gamma_{\mu\nu}) \frac{\delta}{\delta \gamma_{\mu\nu}(x)} + (\mathcal{L}_n \phi) \frac{\delta}{\delta \phi(x)} \right]$$

had previously appeared in various works using the Hamilton-Jacobi method, [6, 7]. Close to an $AdS$ boundary it reduces to lowest order in derivatives to $\Delta/\ell$, which in [6,7] too was identified as the generator of asymptotic dilatations. Furthermore, in [7, 8] a discussion of the need to add boundary terms in order to obtain local
equations was given, which is similar to the one presented here. In that case however the analysis applied to the Hamilton-Jacobi function, here to the renormalized action.

Next, we define renormalized expectation values \( \langle T_{\mu\nu} \rangle \) and \( \langle O \rangle \) by

\[
\langle T_{\mu\nu} \rangle = -\frac{2}{\sqrt{\gamma}} \frac{\delta S^{(\text{ren})}}{\delta \gamma_{\mu\nu}}, \quad \langle O \rangle = \frac{1}{\sqrt{\gamma}} \frac{\delta S^{(\text{ren})}}{\delta \phi}.
\]

Equation (5.31) leads to the trace identity:

\[
\langle T_{\mu\mu} \rangle = -\beta_{\mu\nu} T^{\mu\nu} - \beta_\phi \langle O \rangle.
\]

The first term on the right hand side of (5.34) is somewhat unusual from the field theory point of view. Recalling that \( \beta_{\mu\nu} \) was chosen to be traceless (see equations (3.18, 3.23), it represents a contribution to the trace anomaly from the traceless part of the stress tensor. To the order at which we are working however, i.e. up to second order in derivatives and curvature invariants, such contribution is absent. Indeed, \( \beta_{\mu\nu} \) starts at second order in derivatives, but the zeroth order part of \( \delta S^{(\text{ren})}/\delta \gamma_{\mu\nu} \) is proportional to \( \gamma_{\mu\nu} \). Therefore any contribution from the second term in (5.31) is at least of order four in derivatives (or two in the curvature). We can thus write (5.31) as

\[
\left( 2\gamma_{\mu\nu} \frac{\delta}{\delta \gamma_{\mu\nu}} + \beta_\phi \frac{\delta}{\delta \phi} \right) S^{(\text{ren})} = \text{local 4-derivative terms.}
\]

This matches the way trace identities are written in field theories with space-time dependent couplings and general metric, for example in [31] and it also gives the standard result for the field theory Weyl anomaly in four-dimensional curved space with constant couplings,

\[
\langle T_{\mu\mu} \rangle = -\beta_\phi \langle O \rangle + (R^2\text{-terms}).
\]

At zeroth order in derivatives, the trace identity (5.36) becomes the usual quantum field theory trace anomaly equation for constant coupling, with the \( \beta \)-function given, according to equation (3.32), by:

\[
\beta^{(0)}(\phi) = -2(d-1)W'/W.
\]

This can be checked by direct computation of the functional derivatives of \( S^{(\text{ren})} \):

\[
\langle T^{\mu}_{\mu} \rangle = dZ_0(\phi), \quad \langle O \rangle = \frac{d}{2(d-1)} \frac{W}{W_1} Z_0(\phi),
\]

where we have used (5.12) in the last equality. Since, by equations (2.7), the right hand side of (5.37) equals \( d\phi/dA \), equation (5.37) confirms once more the identification (in the homogeneous case) of the energy scale with the metric scale factor, as discussed in Section 2.
To conclude this section, we note that the renormalized operators defined in equation (5.33) are scale dependent: they are defined as functional derivatives of the RG-invariant functional $S^{\text{ren}}$ with respect to the scale dependent couplings. We can check this explicitly by computing the action of the operator $\Delta$ on these quantities. We find:

\[
\Delta \langle T_{\mu\nu}(x) \rangle = -d \langle T_{\mu\nu}(x) \rangle , \quad \Delta \langle O(x) \rangle = \left( -d - \int d^d y \frac{\delta \beta_\phi(x)}{\delta \phi(y)} \right) \langle O(x) \rangle .
\] (5.39)

On the other hand, we can also construct RG-invariant operators starting from (5.33). In order to do this, we first have to define an auxiliary fixed-volume metric $\tilde{\gamma}_{\mu\nu}$, defined for example as the finite part of $\gamma_{\mu\nu}$ in the UV limit:

\[
\gamma_{\mu\nu} \simeq e^{2A(u,x)} \tilde{\gamma}_{\mu\nu}(x) , \quad u \to -\infty
\] (5.40)

where $A$ diverges in the UV and $\tilde{\gamma}$ stays finite. In the asymptotically AdS case, this is the usual definition of the metric of the boundary field theory. Notice that equation (5.40) does not fix $\tilde{\gamma}_{\mu\nu}$ uniquely, each different choice corresponding to a different choice for the UV space-time metric.

Since we have taken $\tilde{\gamma}_{\mu\nu}$ to be scale-independent, we can now write an RG-invariant stress tensor:

\[
\langle T^{\text{inv}}_{\mu\nu} \rangle = \left\langle \sqrt{\tilde{\gamma}} T_{\mu\nu} \right\rangle , \quad \Delta \langle T^{\text{inv}}_{\mu\nu} \rangle = 0
\] (5.41)

For the scalar operator, to lowest order in the derivative expansion the RG-invariant combination is:

\[
\langle O^{\text{inv}} \rangle = \left\langle \sqrt{\tilde{\gamma}} \beta_\phi O \right\rangle , \quad \Delta \langle O^{\text{inv}} \rangle = O(\partial^2).
\] (5.42)

It would be interesting to find a generalization that is RG-invariant up to fourth-order terms.

### 5.4 The two-derivative quantum effective action

The renormalized on-shell action (5.22) is dual to the generating functional of the connected correlators of the field theory, as functional of the renormalized sources at a given holographic scale $u$.

The classical field (the vev $O$) of the scalar operator is given by the variation of the generating functional with respect to the source $\phi(u)$:

\[
\langle O(x) \rangle_\phi = \frac{1}{\sqrt{-\gamma}} \frac{\delta S^{\text{ren}}}{\delta \phi(x)}
\]

\[
= Z'_0 + Z'_1 R + Z'_2 \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - \gamma^{\mu\nu} \nabla_\mu (Z_3 \partial_\nu \phi) .
\] (5.43)
Then, the 1PI effective action is defined by the Legendre transformation:

\[ \Gamma(\langle O \rangle_\phi) = \int d^4x \sqrt{-\gamma} \phi(x) (\langle O(x) \rangle_\phi) - S^{(ren)} \]

\[ = \int d^4x \sqrt{-\gamma} \left( \phi Z'_0 - Z_0 + (\phi Z'_1 - Z_1) R + (\phi Z'_2 + Z_2) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \right) \tag{5.44} \]

where the source \( \phi(x) = \phi(\langle O(x) \rangle) \) is a function of the vev. The explicit form can be obtained by inverting (7.77) order by order. From now on, \( \langle O(x) \rangle \) will be denoted by \( O \).

To write the quantum effective action more explicitly, we first assume an ansatz of the form:

\[ \phi(O) = \phi_0(O) + \phi_1(O) R + \phi_2(O) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu O \partial_\nu O + \phi_3(O) \gamma^{\mu\nu} \nabla_\mu \partial_\nu O \tag{5.45} \]

To leading order,

\[ O = Z'_0(\phi_0(O)), \tag{5.46} \]

so \( \phi_0(O) \) is the inverse function of \( Z'_0(\phi) = \frac{d}{d\phi} Z_0(\phi) \). To the next order, we find:

\[ 0 = Z''_0(\phi_0(O)) \left( \phi_1(O) R + \phi_2(O) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu O \partial_\nu O + \phi_3(O) \gamma^{\mu\nu} \nabla_\mu \partial_\nu O \right) \]

\[ + Z'_1(\phi_0(O)) R + Z'_2(\phi_0(O)) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu (\phi_0(O)) \partial_\nu (\phi_0(O)) \]

\[ - \gamma^{\mu\nu} \nabla_\mu (Z_2(\phi_0(O))) \partial_\nu (\phi_0(O))) \tag{5.47} \]

which leads to:

\[ \phi_1(O) = - \frac{Z'_1(\phi_0(O))}{Z''_0(\phi_0(O))}, \tag{5.48} \]

\[ \phi_2(O) = \frac{\phi'_0(O)^2 Z'_2(\phi_0(O)) + 2 \phi'_0(O) Z_2(\phi_0(O))}{Z''_0(\phi_0(O))}, \tag{5.49} \]

\[ \phi_3(O) = \frac{\phi'_0(O) Z_2(\phi_0(O))}{Z''_0(\phi_0(O))}. \tag{5.50} \]

Inserting these expressions back into equation (5.44), the 1PI effective action takes the simple form:

\[ \Gamma(O, \gamma) = \int d^4x \sqrt{-\gamma} \left( \phi_0(O) - Z_0(\phi_0(O)) - Z_1(\phi_0(O)) R - \phi'_0(O) Z_2(\phi_0(O)) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu O \partial_\nu O \right) \tag{5.51} \]

Notice that the two-derivative term coefficient functions are the same as those appearing before the Legendre transform, evaluated at zeroth-order expression for \( \phi(O) \).
6. The nonlinear effective action for constant curvature

In the case where one neglects derivatives of the slice curvature $R$, there is a direct way of computing the effective action (for constant $\phi$ source) as a function of $\phi, R$. This can be achieved by considering the bulk equations in the presence of non-trivial constant curvature along the boundary directions.

We consider again the bulk action \((2.2)\) and the Euclidean bulk metric

$$d^2s = du^2 + \ell^2 e^{2A} d\Omega_d^2,$$

where $u$ is the holographic direction, $r$ is the radius of the d-sphere and $d\Omega_d^2 = \delta_{ij} \left( \prod_{n=1}^{i-1} \sin^2 \theta_n \right) d\theta^i d\theta^j$ is the Euclidean sphere metric in spherical coordinates with

$$x^i = r \cos \theta^i \prod_{n=1}^{i-1} \sin \theta^n.$$  \hspace{1cm} (6.2)

The scalar is again taken to be a function of $u$, $\phi(u)$.

The Einstein’s equations are

$$d(d-1)\ddot{A} - e^{-2A} R_d = \frac{1}{2} \dot{\phi}^2 + V(\phi),$$

$$2(d-1)\ddot{A} + d(d-1)\dot{A}^2 - \frac{d-2}{d} e^{-2A} R_d = -\frac{1}{2} \dot{\phi}^2 + V(\phi),$$

where $R_d = d(d-1)\ell^{-2}$ is the curvature of d-sphere $S^d$ of radius $\ell$ and the dot stands for derivative with respect to $u$.

The Klein-Gordon equation is

$$\ddot{\phi} + d\dot{A}\dot{\phi} + V' = 0,$$

where $' = \frac{d}{d\phi}$ is the derivative with respect to $\phi$.

The on-shell action (the sum of bulk terms and Gibbons-Hawking term) becomes now

$$S = \ell^d \Omega_d \int_{UV} du \left[ \frac{d}{du} (2(d-1)e^{dA} \dot{A}) + \frac{2}{d} e^{(d-2)A} R_d \right],$$

where $\Omega_d$ is the volume of $S^d$ of radius 1.

We may rewrite the second order equations \((6.3), (6.4)\) as first order equations as follows

$$W(\phi, R_d) = -2(d-1)\dot{A}, \quad S(\phi, R_d) = \dot{\phi}, \quad T(\phi, R_d) = e^{-2A}.$$  \hspace{1cm} (6.7)

In terms of the three “superpotential” functions, $W, S, T$, the second equations of motion are reduced to a set of first order equations
\[
\frac{d}{4(d-1)} W^2 - W' S - \frac{d-2}{d} R_d T = -\frac{1}{2} S^2 + V, \quad (6.8)
\]

\[
S' S - \frac{d}{2(d-1)} W S + V' = 0, \quad (6.9)
\]

\[
(d-1) S T' = W T, \quad (6.10)
\]

\[
\frac{d}{4(d-1)} W^2 - R_d T = \frac{1}{2} S^2 + V. \quad (6.11)
\]

One of the above equations is redundant. The equations can be rewritten as

\[
T = \frac{1}{R_d} \left[ \frac{dW^2}{4(d-1)} - \frac{S^2}{2} - V \right], \quad (6.12)
\]

\[
W' = \frac{d-1}{d} S - \frac{2V}{dS} + \frac{W^2}{2(d-1)S}, \quad S' = \frac{dW}{2(d-1)} - \frac{V'}{S}. \quad (6.13)
\]

Therefore, one needs to first solve the system of two first order equations (6.13), then determine \(T\) from (6.12) and then solve (6.7). The solution of the system (6.13) contains two arbitrary constants. One is fixed by the regularity of the solution. The other is determined by the curvature from

\[
R_d = e^{2A_0 - \int_{\phi_0}^{\phi} \frac{W(z)}{(d-1)!^{d-1}}} dz \left( \frac{dW(\phi)^2}{4(d-1)} - \frac{S(\phi)^2}{2} - V(\phi) \right). \quad (6.14)
\]

Using (6.13) it can be shown that the right-hand-side of (6.14) is independent of \(\phi\) and therefore constant.

We can expand the solutions for small curvature, derive the analytic form of the solution and the on-shell action, and compare with our previous results that should correspond to the linearized order in the curvature.

To derive the Ricci term in the on-shell action, we first expand \(W, S\) and \(T\) around the flat limit \(R_d \to 0\)

\[
W = W_0(\phi) + R_d W_1(\phi) + ... \quad (6.15)
\]

\[
S = S_0(\phi) + R_d S_1(\phi) + ... \quad (6.16)
\]

\[
T = T_0(\phi) + R_d T_1(\phi) + ... \quad (6.17)
\]

At the zeroth order,

\[
S_0 = W_0', \quad T_0 = e^{-2A}, \quad (6.18)
\]

where \(W_0\) satisfy the first superpotential equation (3.10) and

\[
\bar{A} = \bar{A}(\phi_0) - \frac{1}{2(d-1)} \int_{\phi_0}^{\phi} dz \frac{W_0(z)}{W_0'(z)}. \quad (6.19)
\]
Expanding (6.8) to first order in small curvature expansion and using the zeroth order solutions of $S_0, T_0$, we obtain a first order equation for $W_1$

\[
\frac{d}{2(d-1)} W_0 W_1 - W_0' W_1' - \frac{d - 2}{d} e^{-2\bar{A}} = 0, \tag{6.20}
\]

where $\bar{A}$ is defined in (6.19). $S_1$ in (6.8) drops out.

The solution of $W_1$ is

\[
W_1(\phi) = e^{-d\bar{A}} \left( c_1 - \frac{d - 2}{d} \int_{\phi_{IR}}^{\phi} \frac{dz}{W_0'(z)} e^{(d-2)\bar{A}(z)} \right). \tag{6.21}
\]

Plugging in the solution of $W_1$, we are able to evaluate the on-shell action to first order in small curvature expansion.

From (6.11) one can derive an algebraic equation for $S_1$,

\[
S_1 = \frac{1}{W_0'} \left( \frac{d}{2(d-1)} W_0 W_1 - e^{-2\bar{A}} \right). \tag{6.22}
\]

From (6.10) and the zeroth order solutions of $S_0, T_0$, we derive a first order equation for $T_1$

\[
T_1' - \frac{W_0}{(d-1)W_0'} T_1 = \frac{T_0}{(d-1)W_0} \left( W_1 - S_1 \frac{W_0}{W_0'} \right), \tag{6.23}
\]

whose solution is

\[
T_1 = e^{-2\bar{A}} \left( c_2 + \frac{1}{d - 1} \int_{\phi_{IR}}^{\phi} \frac{dz}{W_0'(z)} \left( W_1(z) - S_1(z) \frac{W_0(z)}{W_0'(z)} \right) \right). \tag{6.24}
\]

We now expand the on-shell action (6.6) in the curvature $R_d$ and substitute the perturbative solution for $W = W_0 + R_d W_1 + ...$. The on-shell action becomes

\[
S = \ell^d \Omega_d \left[ (-e^{dA} W_0)|_{UV} + \int_{\phi_{IR}}^{\phi_{UV}} du e^{(d-2)\bar{A}} R_d \right]
\]

\[
= \int \sqrt{\gamma} \left( W_0 - U_*(e^{-2A} R_d) \right)|_{UV}, \tag{6.25}
\]

where we have assumed that $e^{dA} W_0 \to 0$ in the IR for a regular solution of $W_0$. The integration constant $c_1$ does not appear in the final result because the difference between its IR and UV contributions is of higher order in $R_d$ expansion.

The final result is in accordance with our general discussion. $W_0$ is the first superpotential satisfying (3.10) and $U(\phi) = e^{-(d-2)A} \int_{\phi_{IR}}^{\phi} \frac{dz}{W_0'(z)} e^{(d-2)\bar{A}(z)}$ is the IR regular solution of the second superpotential equation (3.11).
7. Explicit examples

7.1 Deformations of AdS fixed points

7.1.1 UV fixed point

Consider the case with the following bulk scalar potential which, close to \( \phi = 0 \), takes the form:

\[
V(\phi) = \ell^{-2}(d(d-1) - \frac{1}{2} m^2 \phi^2 + O(\phi^3))
\]  

(7.1)

This corresponds to a UV AdS fixed point at \( \phi = 0 \).

The UV expansion of the superpotential was discussed in detail in [17], and here we summarize the results. The power series solution around \( \phi = 0 \) of the superpotential equation (3.10) is:

\[
W = \ell^{-1} \left( 2(d-1) + \frac{1}{2} \Delta_{\pm} \phi^2 + O(\phi^3) \right)
\]  

(7.2)

where

\[
\Delta_{\pm} = \frac{d}{2} \pm \sqrt{\frac{d^2}{4} + m^2}
\]  

(7.3)

are the two solutions of

\[
\Delta(\Delta - d) = m^2.
\]  

(7.4)

For \( m^2 \geq -\frac{d^2}{4} + 1 \), the scaling dimension of the scalar operator in the field theory can only be \( \Delta_+ \) due to the unitary bound \( \Delta > \frac{d}{2} - 1 \) or the fact that this is the only normalizable solution to be considered as an element of the bulk Hilbert space.

For \( -\frac{d^2}{4} + 1 > m^2 > -\frac{d^2}{4} \), both \( \Delta_+ \) and \( \Delta_- \) are allowed, so there are two ways to quantize the scalar field.

For \( m^2 = -\frac{d^2}{4} \), \( \Delta_+ = \Delta_- = \frac{d}{2} \). There are \( \log|\phi| \) terms due to the degeneracy of the conformal dimensions of the dual operators, [38].

For \( -\frac{d^2}{4} > m^2 \), the Breitenlohner-Freedman bound is violated and the asymptotic AdS space-time is instable due to the tachyonic field \( \phi \).

Close to \( \phi = 0 \), we have:

\[
A = -\frac{1}{2(d-1)} \int^\phi W' \frac{W}{W'} \simeq -\frac{1}{\Delta_{\pm}} \log \phi,
\]  

(7.5)

For a UV fixed point, the right hand side must go to \(+\infty\). For \( m^2 > 0 \), \( \Delta_- < 0 \) so only \( \Delta_+ \) is allowed in (7.2). This corresponds to a deformation by a vev of an irrelevant operator of dimension \( \Delta_+ > d \).

We will instead focus on the case of an irrelevant operator, with \( m^2 < 0 \) and both \( \Delta_+ > 0 \) allowed in (7.2). The solution of (2.7) in domain-wall coordinates reads at leading order:

\[
e^{A(u)} \simeq e^{-\frac{\phi}{\ell}}, \quad \phi(u) \simeq \alpha e^{\Delta_{\pm} \frac{u}{\ell}}, \quad u \to -\infty.
\]  

(7.6)
therefore choosing \( \Delta_- \) in (7.2) corresponds to deforming by a source, whereas choosing \( \Delta_+ \) corresponds to a vev deformation with the source set to zero\(^7\).

At subleading order, one finds a possible correction to the superpotential of the form:

\[
W = \ell^{-1} \left( 2(d-1) + \frac{1}{2} \Delta_- \phi^2 + O(\phi^3) + C \phi^\frac{d}{\Delta_-} (1 + O(\phi)) \right) \tag{7.7}
\]

where \( C \) is an integration constant. Notice that \( \frac{d}{\Delta_-} > 2 \) from the definition of \( \Delta_- = \frac{d^2}{4} - \sqrt{\frac{d^2}{4} + m^2} \), so the term proportional to \( C \) is always subleading. The integration constant \( C \) is related to the bare vev of the dual scalar operator. We see that the difference between solutions with different constants \( C \) becomes negligible as \( \phi \to 0 \): this means that the \( \text{UV} \) fixed point is an attractor. In general, the high order terms will be of order \( \phi^{2+\left(\frac{d}{\Delta_-}-2\right)j+2k} \) with non-negative integers \( j, k \geq 0 \).

The renormalized generating functional (5.13) takes the form:

\[
S^{(\text{ren})} = \lim_{u^{\text{UV}} \to -\infty} M^{d-1} \ell^{-1} \int d^4 x \sqrt{-\gamma} \left[ c_0^R \phi^\frac{d}{\Delta_-} - \ell^2 \phi^\frac{d-2}{\Delta_-} \left( c_1^R + \frac{c_2^R}{2} \bar{\gamma}^{\mu\nu} \partial_\mu \log \phi \partial_\nu \log \phi \right) \right] \tag{7.8}
\]

where

\[
c_2^R = c_2^R \left( 2(d-1)(d-2) \Delta_-^2 \right). \tag{7.9}
\]

At a finite cut-off \( u^{\text{UV}} = \ln \epsilon \), the metric sources \( \bar{\gamma}^\epsilon \) and the scalar field source \( \alpha^\epsilon \) are defined as:

\[
\gamma_{\mu\nu} = e^{-2u^{\text{UV}}} \bar{\gamma}^{\epsilon}_{\mu\nu}, \quad \phi = \alpha^\epsilon e^{\Delta_- u^{\text{UV}}}. \tag{7.10}
\]

The UV sources are defined as:

\[
\bar{\gamma}(x) = \lim_{u \to -\infty} \bar{\gamma}^\epsilon(x, u^{\text{UV}}), \quad \alpha(x) = \lim_{u \to -\infty} \alpha^\epsilon(x, u^{\text{UV}}). \tag{7.11}
\]

Substituting the definition of the sources, the renormalized on-shell action becomes:

\[
S^{(\text{ren})} = M^{d-1} \ell^{-1} \lim_{u^{\text{UV}} \to -\infty} \int d^4 x \sqrt{-\gamma} \left[ e^{du^{\text{UV}}} c_0^R \alpha^\epsilon \frac{d}{\Delta_-} - \ell^2 e^{du^{\text{UV}}} \alpha^\epsilon \frac{d-2}{\Delta_-} \left( c_1^R + \frac{c_2^R}{2} \bar{\gamma}^{\mu\nu} \partial_\mu \log \alpha \partial_\nu \log \alpha \right) \right]
\]

\[
= M^{d-1} \ell^{-1} \int d^4 x \sqrt{-\gamma} \left[ c_0^R \alpha^\Delta_- - \ell^2 \alpha^\Delta_- \left( c_1^R + \frac{c_2^R}{2} \bar{\gamma}^{\mu\nu} (\partial_\mu \log \alpha) (\partial_\nu \log \alpha) \right) \right] \tag{7.12}
\]

\(^7\)In the range of \( m \) where two quantisations are possible we will always choose the standard quantization, with \( \Delta_- \) as the dimension of the source and \( \Delta_+ \) that of the operator.
which is a functional of the UV source $\alpha$, and whose functional form coincides with the result found in [17].

To the leading order, the vev of the dual scalar operator is:

$$
\langle O \rangle = \frac{1}{\sqrt{-\gamma}} \frac{\delta S^{(\text{ren})}}{\delta \alpha} = M^{d-1} \ell^{-1} c^R_0 \frac{d}{\Delta_-} \alpha^{\frac{d}{2} - 1} + O(\partial^2) 
$$  \hspace{1cm} (7.13)

The Legendre transform of the renormalized generating functional (5.51) is:

$$
\Gamma = \int d^d x \sqrt{-\tilde{\gamma}} \langle O \rangle \alpha - S^{(\text{ren})} 
$$

$$
= M^{d-1} \ell^{-1} \int d^d x \sqrt{-\tilde{\gamma}} \left[ c^R_0 \frac{d - \Delta_-}{\Delta_-} \left( \frac{\Delta_-}{dc^R_0} \right)^{\frac{d}{2} - \Delta_-} \left( \frac{\langle O \rangle}{M^{d-1} \ell^{-1}} \right)^{\frac{d}{2} - \Delta_-} 

+ c^R_1 \left( \frac{\Delta_-}{dc^R_0} \right)^{\frac{d-2}{2}} \left( \frac{\langle O \rangle}{M^{d-1} \ell^{-1}} \right)^{\frac{d-2}{2}} R(\tilde{\gamma}) 

+ c^R_2 \left( \frac{\Delta_-}{dc^R_0} \right)^{\frac{d-2}{2}} \frac{\Delta^2}{(d - \Delta_-)^2} \langle O \rangle^{\frac{d-2}{2}} \frac{1}{2} \gamma^{\mu \nu} \partial_\mu \log \frac{\langle O \rangle}{M^{d-1} \ell^{-1}} \partial_\nu \log \frac{\langle O \rangle}{M^{d-1} \ell^{-1}} \right] 
$$  \hspace{1cm} (7.14)

Now we calculate the renormalized generating functional (5.22) as a functional of running coupling. In the UV region, the renormalized generating functional is:

$$
S^{(\text{ren})} = M^{d-1} \ell^{-1} \int d^d x \sqrt{-\gamma} \left( D_0 e^{-dA} + \ell^2 D_1 e^{-(d-2)A} R 

+ \ell^2 \hat{D}_2 e^{-(d-2)A} \phi^{-2} \frac{1}{2} \gamma^{\mu \nu} \partial_\mu \phi \partial_\nu \phi \right) 

= M^{d-1} \ell^{-1} \int d^d x \sqrt{-\gamma} \left( D_0 \phi^{\frac{d}{2}} + \ell^2 D_1 \phi^{\frac{d-2}{2}} R 

+ \ell^2 \hat{D}_2 \phi^{\frac{d-2}{2}} \frac{1}{2} \gamma^{\mu \nu} \partial_\mu \log \phi \partial_\nu \log \phi \right) 
$$  \hspace{1cm} (7.15)

where

$$
\hat{D}_2 = (D_2 + 2(d-1)(d-2)D_1) \Delta_-^{-2}. 
$$  \hspace{1cm} (7.16)

We have neglected the UV subleading terms. $D_n$ are related to the integration constants in superpotential solutions by (5.19-5.21).

To the zero-derivative order, the vev of dual operator of the running coupling is:

$$
\langle \tilde{O} \rangle = \frac{1}{\sqrt{-\gamma}} \frac{\delta S^{(\text{ren})}}{\delta \phi} = M^{d-1} \ell^{-1} D_0 \frac{d}{\Delta_-} \phi^{\frac{d-\Delta_-}{2}}. 
$$  \hspace{1cm} (7.17)
The Legendre transform of the renormalized generating functional (5.51) as a function of the vev:

\[
\Gamma = \int d^d x \sqrt{-\gamma} \langle \tilde{O} \rangle \phi - S^{(ren)}
\]

\[
= M^{d-1} \ell^{-1} \int d^d x \sqrt{-\gamma} \left[ \tilde{E}_0 \left( \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right)^{\frac{d}{d-2}} - \ell^2 \tilde{E}_1 \left( \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right)^{\frac{d}{2(d-2)}} R \right.
\]

\[
- \ell^2 \tilde{E}_2 \left( \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right)^{\frac{d}{d-2}} \frac{1}{2} \gamma^{\mu \nu} \partial_{\mu} \log \left( \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right) \partial_{\nu} \log \left( \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right) \right].
\]

(7.18)

where

\[
\tilde{E}_0 = D_0 \frac{d - \Delta_-}{\Delta_-} \left( \frac{\Delta_-}{d D_0} \right)^{\frac{d}{d-2}},
\]

(7.19)

\[
\tilde{E}_1 = D_1 \left( \frac{\Delta_-}{d D_0} \right)^{\frac{d}{d-2}},
\]

(7.20)

\[
\tilde{E}_2 = \tilde{D}_2 \left( \frac{\Delta_-}{d D_0} \right)^{\frac{d}{d-2}} \frac{\Delta_-^2}{(d - \Delta_-)^2}.
\]

(7.21)

The canonically normalized operator is:

\[
\mathcal{O} = (M^{d-1} \ell \tilde{E}_2)^{\frac{2}{d-2}} \frac{2(d - \Delta_-)}{d - 2} \left( \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right)^{\frac{d}{2(d-2)}}.
\]

(7.22)

In terms of the canonically normalized operator, the renormalized generating functional is:

\[
\Gamma = \int d^d x \sqrt{-\gamma} \left( E_0 \mathcal{O}^{\frac{2d}{d-2}} + E_1 \mathcal{O} R - \frac{1}{2} \gamma^{\mu \nu} \partial_{\mu} \mathcal{O} \partial_{\nu} \mathcal{O} \right)
\]

(7.23)

where

\[
E_0 = (M \ell) \frac{2(d-1)}{d-2} c_0 \frac{d}{\Delta_-} \left( -8(d-1) c_2 \right)^{\frac{d}{d-2}},
\]

(7.24)

\[
E_1 = -\frac{d - 2}{8(d-1)} c_1 R.
\]

(7.25)

7.1.2 IR fixed point

Consider the case with the following bulk scalar potential in the IR:

\[
V(\phi) = \ell_{IR}^2 (d(d-1) - \frac{1}{2} m^2 (\phi - \phi_{IR})^2 + O((\phi - \phi_{IR})^3))
\]

(7.26)

We will choose \( \ell_{IR} = 1 \) in the following discussion.
The IR regular solutions around $\phi = \phi_{IR}$ are:

$$W_* = 2(d-1) - \frac{1}{2} \Delta_-(\phi - \phi_{IR})^2 + O((\phi - \phi_{IR})^3)$$

$$U_* = -\frac{1}{d-2} + O((\phi - \phi_{IR})^1)$$  \hspace{0.5cm} (7.27)

where

$$\Delta_- = \frac{d}{2} - \sqrt{\frac{d^2}{4} + m^2}$$  \hspace{0.5cm} (7.28)

which are the solutions of

$$\Delta(\Delta + d) = m^2.$$  \hspace{0.5cm} (7.29)

The other solutions of the superpotential $W$ will overshoot and can not flow to the AdS IR fixed point. They are showed in the numerical example of AdS-AdS flow.

In the IR limit $u \to \infty$,

$$\gamma_{\mu\nu} = e^{-2u} \tilde{\gamma}_{\mu\nu}, \phi \simeq \alpha e^{\Delta_+ u},$$  \hspace{0.5cm} (7.30)

where $\tilde{\gamma}_{\mu\nu}$ stay finite in the IR.

The potential term gives zero in the IR:

$$\sqrt{-\gamma} W_* \simeq \sqrt{-\gamma} e^{-du} d(d-1) \to 0$$  \hspace{0.5cm} (7.31)

The two derivative terms also vanish in the IR:

$$\sqrt{-\gamma} U_* R \simeq \sqrt{-\gamma} e^{-(d-2)u} R^{(5)} \to 0$$

$$\sqrt{-\gamma} \left( \frac{W_*}{W_*'} \right) \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \simeq \sqrt{-\gamma} e^{-(d-2)u} O \left( \phi^{-2} \partial_\mu \phi \partial_\nu \phi \right) \to 0$$  \hspace{0.5cm} (7.32)

where we have assumed $R^{(5)}$ and $\phi^{-2} \partial_\mu \phi \partial_\nu \phi$ stay finite.

The IR contribution of the IR regular solutions to the bare on-shell action (4.13) is just zero.

### 7.2 Exponential Potentials

We consider the scalar potential:

$$V = \ell^{-2} \phi^b e^{b\phi}$$  \hspace{0.5cm} (7.33)

where $b > 0$.

From explicit calculations, the limit $\phi \to \infty$ corresponds to the IR limit where the scale factor vanishes $e^A \to 0$ and the limit $\phi \to -\infty$ corresponds to the UV limit where the scale factor diverges $e^A \to \infty$. 
7.2.1 UV limit

To study the UV limit, we consider $\phi \to -\infty$ and $u \to -\infty$. We first assume $a = 0$ in (7.33).

If $b < \sqrt{\frac{2d}{d-1}}$, the superpotential is:

$$ W = \ell^{-1} \left( W_0 e^{\frac{b}{2}(1 + O(\phi^{-1}))} + c_0 e^{\frac{d}{2(d-1)} \phi (1 + O(\phi^{-1}))} \right) $$

(7.34)

where

$$ W_0 = \pm \sqrt{\frac{8(d-1)}{(d-1)b^2 + 2d}} $$

(7.35)

and $c_0$ is an integration constant and the first term dominates. This is expected because the UV solution is an attractor determined by the first universal term.

For $b > \sqrt{\frac{2d}{d-1}}$,

$$ W = \ell^{-1} \left( W_0 e^{\frac{b}{2}(1 + O(\phi^{-1}))} + c_0 e^{\sqrt{\frac{d}{d-1}} \phi (1 + O(\phi^{-1}))} \right) $$

(7.36)

where

$$ W_0 = \pm \sqrt{\frac{8(d-1)}{(d-1)b^2 + 2d}} $$

(7.37)

and $c_0$ in the second term is an integration constant. In the UV, the second term dominates and thus the UV solution is not an attractor. We will not discuss this case any more.

In the critical case $b = \sqrt{\frac{2d}{d-1}}$, one should turn on $a \neq 0$ and study the subleading behavior carefully.

We continue the discussion of the case $b < \sqrt{\frac{2d}{d-1}}$.

In the UV, the function in the renormalized superpotential is:

$$ A(\phi) = -\frac{1}{b(d-1)} \phi + O(\phi^0) $$

(7.38)

where the UV subleading terms are neglected.

The renormalized generating functional (5.13) becomes:

$$ S^{(\text{ren})} = \lim_{u \to -\infty} M^{d-1} \ell^{-1} \int d^d x \sqrt{-\gamma} \left[ c_{1}^{R} e^{\frac{d}{2(d-1)} \phi} - \ell^{2} e^{\frac{d}{2(d-1)} \phi} \left( c_{1}^{R} R + c_{2}^{R} \frac{1}{2} \gamma^\mu^\nu \partial_\mu \phi \partial_\nu \phi \right) \right] $$

(7.39)

where

$$ c_{2}^{R} = \frac{2(d-2)}{b^2(d-1)} c_{2}^{R} $$

(7.40)
At a finite cut-off $u^{UV} = \ln \epsilon$, the metric source $\tilde{\gamma}^\epsilon$ and the scalar field source $\alpha^\epsilon$ are defined as:

$$\gamma^\epsilon_{\mu\nu} = \left( -\frac{\tilde{u}}{\ell} \right)^{\frac{d}{2}(d-1)} \tilde{\gamma}^\epsilon_{\mu\nu}, \quad e^{-\frac{b}{2} \phi} = e^{-\frac{b}{2} \alpha^\epsilon - \frac{\tilde{u}}{\ell}},$$

(7.41)

where

$$\tilde{u} = \frac{b^2}{4} W_0 u^{UV}.$$ 

(7.42)

The UV sources are defined as:

$$\tilde{\gamma}(x) = \lim_{u \to -\infty} \tilde{\gamma}^\epsilon(x, u^{UV}), \quad \alpha(x) = \lim_{u \to -\infty} \alpha^\epsilon(x, u^{UV}).$$

(7.43)

Using the definition of the scalar source,

$$e^{-\frac{1}{b(d-1)} \phi} = (e^{-\frac{b}{2} \alpha^\epsilon - \frac{\tilde{u}}{\ell}})^{\frac{2}{b(d-1)}}.$$ 

(7.44)

Substituting the definition of sources, the renormalized on-shell action becomes:

$$S^{(\text{ren})} = \lim_{u^{UV} \to -\infty} M^{d-1} \epsilon^{-1} \int d^d x \sqrt{-\tilde{\gamma}} \left[ \left( \frac{-\tilde{u}}{e^{-\frac{b}{2} \alpha^\epsilon - \frac{\tilde{u}}{\ell}}} \right)^{\frac{2d}{b(d-1)}} C_0 R^\epsilon + \ell^2 \left( \frac{-\tilde{u}}{e^{-\frac{b}{2} \alpha^\epsilon - \frac{\tilde{u}}{\ell}}} \right)^{\frac{2(d-2)}{b(d-1)}} \left( C_1 R^\epsilon + \tilde{D}_2 \frac{1}{2} \tilde{\gamma}_{\mu\nu} \partial^\mu \phi \partial^\nu \phi \right) \right] = M^{d-1} \epsilon^{-1} \int d^d x \sqrt{-\tilde{\gamma}} \left( \tilde{c}_0^R - \ell_2 C_1^R R^\tilde{\gamma} \right).$$

(7.45)

In the UV limit, \(\frac{-\tilde{u}}{e^{-\frac{b}{2} \alpha^\epsilon - \frac{\tilde{u}}{\ell}}}\) asymptotes to 1 and the kinetic term vanishes because:

$$\partial^\mu \phi = (1 - e^{\frac{b}{2} \alpha^\epsilon \tilde{u}})^{-1} \partial^\mu \alpha^\epsilon \to 0.$$ 

(7.46)

The renormalized generating functional (5.22) as a functional of running couplings can be obtained from expression (5.22). Since $W \to 0$ in the UV, $D_2 = 0$, and one must be careful in solving equations (5.16-5.18) for the coefficients: in fact, only the last term in (5.18) contributes, since it is divergent, while the overall factor $(\partial \phi)^2$ can be shown to asymptote to zero. Therefore, the only constraint from that equation is $D_2 = 0$, and we find:

$$S^{(\text{ren})} = M^{d-1} \epsilon^{-1} \int d^d x \sqrt{-\tilde{\gamma}} \left[ D_0 e^{\frac{d}{b(d-1)} \phi} + \ell^2 e^{\frac{2(d-2)}{b(d-1)} \phi} \left( D_1 R + \tilde{D}_2 \frac{1}{2} \tilde{\gamma}_{\mu\nu} \partial^\mu \phi \partial^\nu \phi \right) \right],$$

(7.47)

where

$$\tilde{D}_2 = D_1 \frac{2(d-2)}{b^2(d-1)}.$$ 

(7.48)
Notice that the action is independent of the renormalization coefficient $c_R^2$, but contains only two independent coefficients.

To zero-derivative order, the vev of dual operator of the running coupling is:

$$\langle \tilde{O} \rangle = \frac{1}{\sqrt{-\gamma}} \frac{\delta S^{(\text{ren})}}{\delta \phi} = M^{d-1} \ell^{-1} D_0 \frac{d}{b(d-1)} e^{\frac{d-2}{d} \gamma}. \quad (7.49)$$

The Legendre transform of the renormalized generating functional (5.51) as a function of the vev of the dual operator of the running coupling is:

$$\Gamma = \int d^d x \sqrt{-\gamma} \langle \tilde{O} \rangle \phi - S^{(\text{ren})}$$

$$= M^{d-1} \ell^{-1} \int d^d x \sqrt{-\gamma} \left[ \tilde{E}_0 \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \ln \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} - \ell^2 \tilde{E}_1 \left( \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right)^{\frac{d-2}{d}} R \right.$$

$$\left. - \ell^2 \tilde{E}_2 \left( \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right)^{\frac{d-2}{d}} \frac{1}{2} \gamma_{\mu \nu} \partial_\mu \ln \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \partial_\nu \ln \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right]. \quad (7.50)$$

where

$$\tilde{E}_0 = D_0 \frac{b(d-1)}{d}, \quad (7.51)$$

$$\tilde{E}_1 = D_1 \left( \frac{b(d-1)}{D_0 d} \right)^{\frac{d-2}{d}}, \quad (7.52)$$

$$\tilde{E}_2 = \tilde{D}_2 \left( \frac{b(d-1)}{D_0 d} \right)^{\frac{d-2}{d}} \left( \frac{b(d-1)}{d} \right)^2. \quad (7.53)$$

The canonically normalised operator is:

$$\langle O \rangle = \frac{2d}{d-2} \left( M^{d-1} \ell \tilde{E}_2 \right)^{\frac{d}{d-2}} \left( \frac{\langle \tilde{O} \rangle}{M^{d-1} \ell^{-1}} \right)^{\frac{d-2}{d}}. \quad (7.54)$$

In terms of the canonically normalised operator, the quantum effective action reads:

$$\Gamma = \int d^d x \sqrt{-\gamma} \left[ E_0 \langle O \rangle^{\frac{d}{d-2}} \ln \frac{\langle O \rangle}{M^{d-1} \ell^{-1}} + E_1 \langle O \rangle^2 R - \frac{1}{2} \gamma_{\mu \nu} \partial_\mu \langle O \rangle \partial_\nu \langle O \rangle \right] \quad (7.55)$$

where

$$E_0 = (M \ell)^{\frac{2(d-1)}{d-2}} c_0 R^2 \left( \frac{d-2}{2d} \right)^{\frac{d+2}{d}} \left[ - \frac{2(d-1)(d-2)}{d^2} c_0^2 \right]^{-\frac{d}{d-2}}, \quad (7.56)$$

$$E_1 = - \frac{d-2}{8(d-1)}. \quad (7.57)$$

After canonical normalisation, the coefficient of the Ricci term is independent of the integration constant.
7.2.2 IR fixed point and regularity

To study the IR limit, we consider $\phi \to \infty$. Assume $a = 0$ for the moment.

If $b > \sqrt{\frac{2d}{d-1}}$, the superpotential is

$$ W = W_0 e^{\frac{2}{d} \phi (1 + O(\phi^{-1}))} + C_0 e^{\frac{d}{d-1} \phi (1 + O(\phi^{-1}))} $$

where

$$ W_0 = \pm \ell^{-1} \sqrt{\frac{8(d-1)}{(d-1)b^2 + 2d}} $$

and $C_0$ is an integration constant and the first term dominates.

For $b = \sqrt{\frac{2d}{d-1}}$, one should turn on $a \neq 0$ because this subleading term is important.

For $b < \sqrt{\frac{2d}{d-1}}$, $W = W_0 e^{\frac{2}{d} \phi (1 + O(\phi^{-1}))} + C_0 e^{\frac{d}{d-1} \phi (1 + O(\phi^{-1}))}$

where

$$ W_0 = \pm \ell^{-1} \sqrt{\frac{8(d-1)}{(d-1)b^2 + 2d}} $$

and $C_0$ is an integration constant and the second term dominates if $C_0 \neq 0$. We will focus on this case in the following discussion.

The IR regular solution of superpotential $W_*$ corresponds to zero integration constant $C_0 = 0$. The IR regular solution of second superpotential $U_*$ is:

$$ U_* \simeq \frac{1}{1 + \frac{d-2}{d(d-1)}} (u - u_{IR}) $$

For non-regular solution, the leading behavior of $U$ becomes:

$$ U \simeq (u_{IR} - u)^{-\frac{d-2}{d(d-1)}}. $$

In the IR limit,

$$ \gamma_{\mu\nu} \simeq \tilde{\gamma}_{\mu\nu} (u_{IR} - u)^{\frac{4}{d(d-1)}}, \quad e^{\phi} \simeq (u_{IR} - u)^{-\frac{2}{d}}, \quad e^{A} \simeq (u_{IR} - u)^{\frac{2}{d(d-1)}} $$

The potential term gives zero in the IR:

$$ \sqrt{-\gamma} W_* \simeq \sqrt{-\tilde{\gamma}} (u_{IR} - u)^{\frac{2d}{d(d-1)-1}} \to 0 $$

The two derivative term vanish in the IR also:

$$ \sqrt{-\gamma} U_* R^{(d)} \simeq \sqrt{-\tilde{\gamma}} (u_{IR} - u)^{\frac{d-2}{d(d-1)-1} + 1} R^{(\tilde{\gamma})} \to 0 $$

$$ \sqrt{-\gamma} \left( \frac{W_*}{U_*} \right)^{-\frac{1}{2}} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \simeq \sqrt{-\gamma} (u_{IR} - u)^{\frac{d-2}{d(d-1)-1}} \partial_\mu \phi \partial_\nu \phi \to 0 $$
where we have assumed \( R^{(5)} \) and \( \partial_\mu \phi \partial_\nu \phi \) stay finite.

The IR contribution of the IR regular solutions to the bare on-shell action (4.13) is just zero.

For the non-regular solutions, the IR contribution to the bare on-shell action is finite. For positive solution of superpotential \( W \), the integration constant is positive \( C_0 > 0 \). The IR asymptotics is altered,

\[
\gamma_{\mu\nu} \simeq \tilde{\gamma}_{\mu\nu}(u_{IR} - u)^{\frac{d}{2}}, \quad e^\phi \simeq (u_{IR} - u)^{-\sqrt{\frac{2(d-1)}{d}}}, \quad e^A \simeq (u_{IR} - u)^{\frac{1}{d}} \tag{7.67}
\]

The potential term is finite in the IR:

\[
\sqrt{-\gamma} W_* \simeq \sqrt{-\tilde{\gamma}} C_0 (u_{IR} - u)^1 (u_{IR} - u)^{-1} \simeq \sqrt{-\tilde{\gamma}} C_0. \tag{7.68}
\]

### 7.3 IHQCD

#### 7.3.1 In the UV

Assume the bulk potential of IHQCD in the UV region takes the form:

\[
V = \ell^{-2} V_0 \left( 1 + \frac{b_0}{d-1} + O(\lambda^2) \right) \tag{7.69}
\]

where \( \lambda = e^\phi \) is the 't Hooft coupling. In the UV limit, \( \phi \to -\infty \) and \( \lambda \to 0 \). We will keep \( d \) generic, but throughout this section the relevant case will be \( d = 4 \).

The superpotential solution is:

\[
W = \ell^{-1} W_0 \left( 1 + \frac{b_0}{2(d-1)} \lambda + O(\lambda^2) \right) \tag{7.70}
\]

where

\[
W_0 = \pm \sqrt{\frac{4(d-1)}{d}} V_0. \tag{7.71}
\]

\( b_0 \) is associated with the leading term of the \( \beta \)-function of \( \lambda \)

\[
\beta_\lambda = \frac{d\lambda}{d \log E} = \frac{d\lambda}{d A} \lambda = -b_0 \lambda^2 + O(\lambda^3). \tag{7.72}
\]

Here we will keep only the first term, and systematically neglect higher order contributions in \( \lambda \), which on the field theory side corresponds to stopping at one loop order.

The function \( A(\phi) \) in the renormalized generating functional action in terms of \( \lambda \) is

\[
A(\lambda) = -\frac{1}{2(d-1)} \int d^d x \sqrt{-\gamma} \left( D_0 e^{-dA} + D_1 \ell^2 e^{-(d-2)A} R \right)
\]

\[
+ \partial^\mu \partial_\nu \phi \left( \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \right) \tag{7.73}
\]

In the UV, the renormalized action (5.22) is:

\[
S^{(ren)} = M^{d-1} \ell^{-1} \int d^d x \sqrt{-\gamma} \left( D_0 e^{-dA} + D_1 \ell^2 e^{-(d-2)A} R \right)
\]

\[
+ \partial^\mu \partial_\nu \phi \left( \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \right) \tag{7.74}
\]
where
\[ \hat{D}_2 = \left( D_2 + \frac{d - 2}{2(d - 1)} W_0^2 D_1 \right) \left( W_0 \frac{b_0}{2(d - 1)} \right)^{-2}. \] (7.75)

We have neglected the UV subleading terms.

The renormalized action in terms of \( 't \) Hooft coupling is:
\[ S^{(\text{ren})} = M^{d-1} \ell^{-1} \int d^d x \sqrt{-\hat{\gamma}} \left( D_0 e^{- \frac{d^2}{6\hat{\gamma}}} + D_1 \ell^2 e^{- \frac{d^2}{6\hat{\gamma}}} R \right. \]
\[ + \left. \hat{D}_2 \ell^2 e^{- \frac{d^2}{6\hat{\gamma}}} \lambda^{-1} \frac{1}{2} \hat{\gamma}^{\mu \nu} \partial_\mu \lambda \partial_\nu \lambda \right) \] (7.76)

In the dual quantum field theory, the \( 't \) Hooft coupling is coupled to the operator as \( \frac{1}{\lambda} Tr F^2 \). The vev of \( Tr F^2 \) can be calculated by varying the renormalized on-shell action with respect to \( \lambda^{-1} \). At the zeroth order,
\[ \langle \hat{O} \rangle = \langle Tr F^2 \rangle = \frac{1}{\sqrt{-\hat{\gamma}}} \frac{\delta S^{(\text{ren})}}{\delta \lambda^{-1}} = M^{d-1} \ell^{-1} \left( - \frac{d D_0}{b_0} \right) e^{- \frac{d^2}{6\hat{\gamma}}} \lambda \] (7.77)

As explained at the end of section 5.3, the operator defined above is scale-dependent, as can be seen from the exponential term containing the running coupling \( \lambda(\mu) \). The corresponding RG-invariant operator in this case is, by equation (5.42),
\[ \hat{O}^{\text{inv}} = \sqrt{\hat{\gamma}} \frac{\beta(\lambda)}{\lambda^2} \hat{O}, \] (7.78)
where we have assumed a Minkowski reference metric \( \hat{\gamma}_{\mu \nu} = \eta_{\mu \nu} \). As \( \sqrt{\hat{\gamma}} \sim e^{dA} \sim \mu^d \), from equations (7.77) and (7.78) we find:
\[ \langle \hat{O}^{\text{inv}} \rangle = M_0^d e^{dA} e^{- \frac{d}{\eta_{\mu \nu}} \lambda} \] (7.79)
where we have defined the overall mass scale \( M_0 \) to collect all constant coefficients in (7.77).

The right hand side of equation (7.79) is in fact independent of \( A \) (i.e. scale-independent) at one loop order, as one can see by solving (7.72) dropping \( O(\lambda^3) \) terms:
\[ A - \frac{1}{b_0 \lambda(A)} = A_0 - \frac{1}{b_0 \lambda(A_0)} \equiv \log \Lambda \ell. \] (7.80)

The last equality is our definition of \( \Lambda \), the (one-loop) RG-invariant scale of the theory. Up to the choice of an overall energy normalization, it is the same as in Yang-Mills theory [20]. As in Yang-Mills theory, where a choice of \( \Lambda \) uniquely defines an RG-trajectory, here a choice of \( \Lambda \) picks one particular initial condition \( \lambda(A_0) \) for the bulk solution. Using (7.80) in (7.79), we find:
\[ \langle \hat{O}^{\text{inv}} \rangle = (M_0 \ell)^d \Lambda^d. \] (7.81)
As one expects from field theory, the gluon condensate is proportional to the invariant scale $\Lambda$, up to a (scheme-dependent) overall coefficient.

The quantum effective action is defined as the Legendre transform of (7.76):

$$\Gamma = \int \sqrt{-\gamma} \langle \tilde{O} \rangle \lambda^{-1} - S^{(\text{ren})}. \quad (7.82)$$

One can see that the Legendre transform is dominated by the first term due to the $\lambda^{-1}$ divergence.

Up to second derivative order, using (5.51) we find:

$$\Gamma = M^{d-1} \ell^{-1} \int \sqrt{-\gamma} \left[ -\frac{b_0}{d} \tilde{O} \frac{\tilde{O}}{M^{d-1} \ell^{-1}} \ln \left( \frac{\tilde{O}}{M^{d-1} \ell^{-1}} \right) + \ell^2 \left( -\frac{b_0}{dD_0} \tilde{O} \right) \right] \left( D_1 R^{(d)} + D_2 \frac{b_0^2}{d^2} \tilde{O}^{-2} \frac{1}{2} \gamma^{\mu \nu} \partial_\mu \tilde{O} \partial_\nu \tilde{O} \right). \quad (7.83)$$

We can define a canonically normalized operator $O$ as:

$$O = \left[ (-D_0)^{-\frac{d+2}{2}} \tilde{D}_2^{\frac{1}{2}} \left( \frac{b_0}{d} \right)^{\frac{d-2}{2}} \frac{2d}{d-2} (M\ell)^{1-\frac{1}{2}} \right] \tilde{O}^{\frac{d+2}{2}}. \quad (7.84)$$

From dimensional analysis, $\tilde{O} \sim \mu^d$ and $O \sim \mu^{\frac{d+2}{2}}$.

In four dimension, the canonically normalised operator becomes:

$$O = \left[ 2^{-\frac{d}{2}} (-D_0)^{-\frac{d}{2}} \tilde{D}_2^{\frac{1}{2}} \left( \frac{b_0}{d} \right)^{\frac{d-2}{2}} (M\ell)^{\frac{1}{2}} \right] \tilde{O}^{\frac{1}{2}}, \quad (7.85)$$

and the quantum effective action in terms of $O$ reads:

$$\Gamma = \int \sqrt{-\gamma} \left[ E_0 O^4 \ln \left( \frac{O}{(M\ell)^{\frac{1}{2}}} \right) + E_1 O^2 R - \frac{1}{2} \gamma^{\mu \nu} \partial_\mu O \partial_\nu O \right], \quad (7.86)$$

where

$$E_0 = -\left( \frac{c_R^0}{(d-1)(d-2)} \right)^2 (M\ell)^{-3}, \quad E_1 = -(-c_R^0)^{\frac{1}{2}} c_1^R \left( 2(d-1)(d-2) \right)^{-1}. \quad (7.87)$$

where we have written the coefficients in terms of the renormalized integration constants $c_i^R$ governing the subleading behavior of the superpotentials This expression for the one-loop effective potential reproduces the field theory expectation based on the conformal anomaly (see e.g. [26])

### 7.3.2 IR effective potential

Assume the bulk potential:

$$V = \ell^{-2} V_\infty (\log \lambda)^P \lambda^{2Q} \quad (7.88)$$
for large $\lambda = e^\phi \to \infty$.

The solution of superpotential in the IR takes the following form:

$$W(\lambda) \simeq W_0 \ell^{-1} (\log \lambda)^{\frac{d}{2}} \lambda^Q$$  \hspace{1cm} (7.89)

where

$$W_0 = V_{4\ell} \left( \frac{d}{4(d-1)} - \frac{1}{2} Q^2 \right)^{-\frac{1}{2}}$$  \hspace{1cm} (7.90)

and $Q = \frac{1}{\sqrt{6}}$ is the critical value at $d = 4$ dimension.

The function $A = A(\lambda)$ in the renormalized generating functional is:

$$A(\lambda) = -\frac{1}{6} \int d\phi \frac{W}{W'} = -\frac{1}{6} \left( \frac{1}{Q} \log \lambda - \frac{P}{Q^2} \log \log \lambda \right)$$  \hspace{1cm} (7.91)

so

$$e^A = (\log \lambda)^P \lambda^{-Q}$$  \hspace{1cm} (7.92)

The renormalized generating functional (5.22) is:

$$S^{(\text{ren})} = M^{d-1} \ell^{-1} \int d^d x \sqrt{-\gamma} \left( D_0 e^{-4A} + \ell^2 \tilde{f}_1 R ight)$$

$$+ D_3 \ell^2 e^{-4A} W^{-2} \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi$$

$$= M^{d-1} \ell^{-1} \int d^d x \sqrt{-\gamma} \left( D_0 (\log \lambda)^{-4P} \lambda^{4Q} + \ell^2 \tilde{f}_1 R ight)$$

$$+ D_3 \ell^2 (\log \lambda)^{-5P} \lambda^{4Q} \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi$$  \hspace{1cm} (7.93)

where $\tilde{f}_1(\phi) \sim e^{-2A}$ for $P > \frac{1}{4}$, $\tilde{f}_1(\phi) \sim e^{-4A} W^{-2} \phi$ for $P < \frac{1}{4}$ and $\tilde{f}_1(\phi) \sim e^{-2A} \log \phi$ for $P = \frac{1}{4}$. $D_3$ is a complicated factor and can be computed from (5.22).

At the zero-derivative order, the vev of dual operator of the running coupling is:

$$\langle \tilde{O} \rangle = \langle Tr F^2 \rangle = \frac{1}{\sqrt{-\gamma}} \frac{\delta S^{(\text{ren})}}{\delta \lambda^{-1}} = -M^{d-1} \ell^{-1} 4Q D_0 (\log \lambda)^{-4P} \lambda^{4Q+1}$$  \hspace{1cm} (7.94)

The Legendre transform of the renormalized generating functional (5.51) as a function of the vev of the dual operator of the running coupling is:

$$\Gamma = M^{d-1} \ell^{-1} \int d^d x \sqrt{-\gamma} \left( \tilde{E}_0 \left( \frac{\tilde{O}}{M^{d-1} \ell^{-1}} \right)^{\frac{4Q}{4Q+1}} \left( \log \frac{\tilde{O}}{M^{d-1} \ell^{-1}} \right)^{-\frac{4P}{4Q+1}} ight)$$

$$- \ell^2 \tilde{E}_2 \left( \log \frac{\tilde{O}}{M^{d-1} \ell^{-1}} \right)^{-\frac{4Q}{4Q+1}} \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \left( \frac{\tilde{O}}{M^{d-1} \ell^{-1}} \right)^{\frac{Q}{4Q+1}} \partial_\nu \left( \frac{\tilde{O}}{M^{d-1} \ell^{-1}} \right)^{\frac{Q}{4Q+1}}$$  \hspace{1cm} (7.95)
\[ E_0 = (-4QD_0)^{\frac{1}{8Q+1}} (4Q + 1)^{\frac{4P}{8Q+1}}, \]

\[ E_2 = \frac{D_3}{Q^2} (-4QD_0)^{\frac{2Q}{8Q+1}} (4Q + 1)^{-\frac{12Q+5}{8Q+1}P}. \]

The canonically normalised operator is:

\[ \mathcal{O} = (M^{d-1} \ell E_2)^{\frac{1}{2}} \left( \frac{O}{M^{d-1} \ell - 1} \right)^{\frac{Q}{8Q+1}} \left( \log \frac{O}{M^{d-1} \ell - 1} \right)^{-\frac{12Q+5}{8Q+1}P}. \]

In terms of the canonically normalised operator, the Legendre transform of the renormalized generating functional reads:

\[ \Gamma = \int d^d x \sqrt{-\gamma} \left( E_0 \left( \log \frac{O}{M^{d-1} \ell - 1} \right)^{\frac{Q}{8Q+1}} \right)^{\frac{6P}{2}} - \frac{1}{2} \gamma^{\mu \nu} \partial_\mu \mathcal{O} \partial_\nu \mathcal{O}, \]

where

\[ E_0 = -4D_0 D_3^{-2} Q^{5-6P} (4Q + 1)^{12P}. \]

### 7.4 Numerical example of complete flow: AdS-AdS flow

We consider as an example the bulk scalar potential (see Figure 1):

\[ V(\phi) = \ell^{-2} \left( d(d-1) - \frac{m^2}{2} \phi^2 + \frac{k}{4} \phi^4 \right) \]

where we set \( \ell = 1, d = 4 \) and \( m^2 = k = -\frac{7}{2} \). There are two kinds of quantizations corresponding to this mass. The scaling dimension is

\[ \Delta_- = \frac{d}{2} - \sqrt{\frac{d^2}{4} + m^2} = 2 - 2^{-\frac{1}{2}} \sim 0.40. \]

In Figure 2, we draw the numerical solutions of the superpotential equation (3.10). There are two branches of solutions: \( W' > 0 \) and \( W' < 0 \). We focus on the first branch \( W' > 0 \) in Figure 2, where \( \phi = 0 \) is an UV attractor for some solutions. At the AdS fixed points \( W' = 0 \), so the numerical value of the IR regular solution at the fixed points are

\[ W_*(0) = \sqrt{\frac{4(d-1)}{d}} V(0) = 6, \quad W_*(1) = \sqrt{\frac{4(d-1)}{d}} V(1) \approx 6.21. \]

One can obtain the numerical value of \( C \) by subtracting the leading integer power terms in the superpotential

\[ W^{(0)} = 2(d-1) + \Delta_- \phi^2 + O(\phi^4) \]
Figure 1: The bulk scalar potential $V(\phi)$ for AdS-AdS flow. There are two stationary points at $\phi = 0$ and $\phi = 1$ where $\phi = 0$ corresponds to the UV AdS fixed point and $\phi = 1$ the IR AdS fixed point.

and drawing the Log-Log plot of

$$W - W^{(0)} = C\phi^{\frac{d-1}{d-2}}(1 + O(\phi^2)) + O(\phi^4)$$

(7.105)

to read out the constant $C$ and the exponent $\frac{d}{d-2}$. Here the integration constant $C$ is positively correlated to the boundary value $W(\phi = \frac{1}{100})$. For the IR regular superpotential $W_*, C_*$ is about -0.542.

In Figure 3, we have used the regular solution of superpotential to calculate the solutions of second superpotential $U(\phi)$. The blue curve is the regular solution of $U_*(\phi)$. At the fixed points,

$$U_* = -\frac{2(d-1)}{(d-2)W_*},$$

(7.106)

so the numerical value of the IR regular solution at the fixed points are

$$U_*(0) = -0.5, \quad U_*(1) \sim -0.483.$$  

(7.107)

In Figure 4, we calculate the coefficient of the kinetic term for different solutions of $U$.

In Figure 5, we calculate the renormalized effective potential $W_{ren}(\phi, \mu)$ as a function of the running coupling $\phi$ and energy scales $\mu$. We vary the potential with respect to the running coupling to derive the vev $\langle O \rangle$ as a function of the running coupling and energy scales. Then we calculate the Legendre transform of $W_{ren}$ and compute the effective potential for the vev $\langle O \rangle$ in Figure 6.
Figure 2: AdS-AdS flow: The solutions of the superpotential equation $V = \frac{d}{4(d-1)} W^2 - \frac{1}{2} W'^2$. There are three kinds of solutions: the regular flow $W^*$, the overshoot flows and the truncated flows. The lowest dashed curve is $W = \sqrt{\frac{2(d-1)}{d} V}$, instead of a solution. 1) The regular one $W^*$ flows from UV AdS fixed point to IR AdS fixed point. 2) The solutions above the regular one overshoot the IR fixed point. Their IR behavior is determined by the bulk potential with $\phi > 1$. As one can see, the highest curve does not flow to the UV fixed point. The UV attractor is only for some range of the solutions. 3) The solutions below the regular one start at the UV fixed point and stop when they intersect with the lowest curve. Below the curve $W = \sqrt{\frac{2(d-1)}{d} V}$, the solutions become imaginary number, so they stop. To flow to the IR fixed point, one should continue the solution with the other branch of solutions.
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Figure 3: AdS-AdS flow: The solutions of the second superpotential $1 = U'W_*' - \frac{d-2}{2(d-1)} UW_*$, which are the coefficients of the Ricci term of bare on-shell action. $W_*$ is the regular solution of the first superpotential. There is only one IR regular solution. The other solutions diverge in the IR. The UV solution is an attractor and all the solutions flow to UV fixed point.

Figure 4: AdS-AdS flow: The coefficient of the kinetic term: $\frac{W}{W'}U'$. There is only one IR regular curve $\frac{W}{W'}U'$ that stay finite in the IR. $U_*$ is the same regular solution of second superpotential as the previous figure. All the curves diverge in the UV.
Figure 5: AdS-AdS flow: The effective potential of the running coupling at different energy scales. The higher the energy scale, the steeper the potential is.

Figure 6: AdS-AdS flow: The 1PI effective potential of the dual operator of the running coupling at different energy scales. The potential is lowered as one increases the energy scale. The UV fixed point ($\langle O \rangle = 0$) is an unstable extrema and will flow to the IR fixed point ($\langle O \rangle \to \infty$) by deformation.

the ESF network Holograv for partial support.
Note added

While this work was being written we became aware of [39] which has some overlap with this work, in particular the discussion of the RG flow of the effective action and the ensuing Ricci flow. We note that the metric $\beta$-function obtained in that work disagrees at second derivative order with the one presented here. This discrepancy is related to the scheme dependence discussed in Appendix B. Reference [39] does describe also the holographic flow of entanglement entropy as mean curvature flow.

The metric $\beta$-function and the gradient flow property where recently discussed in [40].
Appendices

A. Technical Details

In this appendix, we use the index \((d+1)\) to denote bulk covariant quantities, related to the bulk metric \(g_{ab}\) (e.g. \(R^{(d+1)}, \nabla^{(d+1)}\)), while covariant quantities with no index are those intrinsic to the constant-\(u\) slices, and are defined with respect to the induced metric \(\gamma_{\mu\nu}\).

A.1 Lie derivative

As the standard definition, the Lie derivative of a tensor for a torsion free connection is

\[
\mathcal{L}_n A_{\mu_1 \mu_2 \ldots}^{\nu_1 \nu_2 \ldots} = n^a \nabla_{\mu_1 \mu_2 \ldots}^{(d+1)} A_{\lambda_1 \lambda_2 \ldots}^{\nu_1 \nu_2 \ldots} - (\nabla_{\mu_1 \mu_2 \ldots}^{(d+1)} n^{\nu_1}) A_{\lambda_1 \lambda_2 \ldots}^{a \nu_2 \ldots} - \ldots
\]

+ \( (\nabla_{\mu_1}^{(d+1)} n^{a}) A_{\mu_2 \ldots}^{\nu_1 \nu_2 \ldots} + (\nabla_{\mu_2}^{(d+1)} n^{a}) A_{\mu_1 \ldots}^{\nu_1 \nu_2 \ldots} + \ldots, \tag{A.1} \)

where the Lie derivative is taken along \(n^a\) and the vector \(n^a\) is the normal vector of the slices \(\Sigma_u\).

In a coordinate system adapted to \(n^a\), the components of the Lie derivative of \(A_{\mu_1 \mu_2 \ldots}^{\nu_1 \nu_2 \ldots}\) are

\[
\mathcal{L}_n A_{\mu_1 \mu_2 \ldots}^{\nu_1 \nu_2 \ldots} = \frac{\partial}{\partial X} A_{\mu_1 \mu_2 \ldots}^{\nu_1 \nu_2 \ldots}, \tag{A.2} \]

where \(X\) is the parameter along the integral curves of \(n^a\). Therefore, the Lie derivative \(\mathcal{L}_n\) is simply the radial derivative \(\partial_X\) in the Fefferman-Graham coordinate where \(N = 1\) and \(N^\mu = 0\).

A.2 Derivation of the flow equations

In the language of Lie derivative, the radial Hamiltonian and transverse momentum constraints become

\[
R - \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + V = \frac{1}{4} (\gamma^{\rho\nu} \gamma^{\rho\eta} - \gamma^{\mu\rho} \gamma^{\eta\nu})(\mathcal{L}_n \gamma_{\mu\nu})(\mathcal{L}_n \gamma_{\rho\eta}) - \frac{1}{2} (\mathcal{L}_n \phi)^2, \tag{A.3} \]

\[
0 = \nabla_\rho (\gamma^{\rho\mu} \mathcal{L}_n \gamma_{\mu\nu} - \gamma^{\rho\mu} \gamma^{\nu\eta} \mathcal{L}_n \gamma_{\rho\eta}) - (\partial_\mu \phi) \mathcal{L}_n \phi, \tag{A.4} \]

and the dynamical equations are

\[
R_{\mu\nu} - \frac{1}{2} \partial_\mu \phi \partial_\nu \phi + \frac{1}{d-1} V \gamma_{\mu\nu} = \frac{1}{2} (\mathcal{L}_n \gamma_{\mu\nu}) + \frac{1}{4} (\gamma^{ab} \gamma^{c}_{\mu} - 2 \gamma^{a}_{\mu} \gamma^{bc}) (\mathcal{L}_n \gamma_{ab})(\mathcal{L}_n \gamma_{\mu\nu})
\]

\[
+ \frac{1}{N} \nabla_\mu \partial_\nu N, \tag{A.5} \]

We will impose the gauge fixing \(\partial_\nu N = 0\) so that the last term vanishes and the lapse function is constant on the hypersurface \(\Sigma_u\).
A.2.1 Momentum constraint

Plugging the flow equations in the momentum constraint,

\[
(\partial_\mu \phi) L_n \phi = \partial_\mu \phi \left[ -(d - 1)g_1' + (d - 1)g_2' + (d - 1)g_3' \right. \\
- (g_2 + (d - 1)g_3)(\gamma^{\rho \mu \nu \phi} \partial_\rho \phi \partial_\eta \phi) \\
+ \left. g_2' R_{\mu \nu} \partial_\phi + g_2 \partial_\nu R_{\mu \nu} - (g_2 + (d - 1)g_3) \partial_\mu R \right]
\]

so they cancel out the last two unwanted terms if

\[
g_2' + g_6 = 0, \quad g_2' + g_6 + (d - 1)g_7 = 0.
\]  \hfill (A.7)

The second and the third unwanted term vanish due to the Bianchi identity

\[
\nabla^\nu (R_{\nu \mu} - \frac{1}{2} R_{\gamma \nu \mu}) = 0
\]

so they cancel out the last two unwanted terms if

\[
g_3 = -\frac{1}{2(d - 1)}g_2.
\]  \hfill (A.8)

The fourth term vanishes if

\[
g_4 + 2(d - 1)g_5 - g_6' = 0.
\]  \hfill (A.9)

Assuming all the unwanted terms cancel by these relations, the flow equation of the metric is

\[
L_n \gamma_{\mu \nu} = g_1 \gamma_{\mu \nu} + g_2 R_{\mu \nu} + g_3 \partial_\mu \phi \partial_\nu \phi - g_2' \nabla_\mu \partial_\nu \phi
\]

\[
- \frac{1}{2(d - 1)} \gamma_{\mu \nu} [g_2 R + (g_2' + g_4)(\gamma^{\rho \mu \nu \phi} \partial_\rho \phi \partial_\eta \phi)] + O(\partial^4).
\]  \hfill (A.10)

The momentum constraint becomes

\[
\nabla^\mu \left( \gamma_{\nu \rho} L_n \gamma_{\mu \nu} - \gamma_{\mu \rho} \gamma_{\nu \eta} L_n \gamma_{\eta \mu} \right)
\]

\[
= \partial_\mu \phi \left[ -(d - 1)g_1' - \frac{1}{2} g_2' R + \frac{1}{2} (g_2'' + g_4'')(\gamma^{\rho \mu \nu \phi} \partial_\rho \phi \partial_\eta \phi) \\
+ (g_2'' + g_4')(\gamma^{\rho \mu \nu \phi} \partial_\rho \phi \partial_\eta \phi) + O(\partial^4) \right].
\]  \hfill (A.11)
\[ h_1 = -(d-1)g_1', \ h_2 = -\frac{1}{2}g_2', \ h_3 = \frac{1}{2}(g_2'' + g_4'), \ h_4 = g_2'' + g_4. \] (A.13)

and the flow equation of the scalar field is

\[
\mathcal{L}_n \phi = -(d-1)g_1' - \frac{1}{2}g_2' R + \frac{1}{2}(g_2'' + g_4')(\gamma^\rho \partial_\rho \partial_\phi) + (g_2'' + g_4)(\gamma^\rho \nabla_\rho \partial_\phi) + O(\partial^4)
\] (A.14)

Introducing \( g_8 = g_2'' + g_4 \), the flow equations are further simplified as

\[
\mathcal{L}_n \gamma_{\mu \nu} = g_1 \gamma_{\mu \nu} + g_2 R_{\mu \nu} + (g_8 - g_2'')\partial_\mu \phi \partial_\nu \phi - g_2' \nabla_\mu \partial_\nu \phi
\]

\[
- \frac{1}{2(d-1)} \gamma_{\mu \nu} (g_2 R + g_8 (\gamma^\rho \partial_\rho \partial_\eta \phi)) + O(\partial^4),
\] (A.15)

\[
\mathcal{L}_n \phi = -(d-1)g_1' - \frac{1}{2}g_2' R + \frac{1}{2}g_8'(\gamma^\rho \partial_\rho \partial_\eta \phi) + g_8 (\gamma^\rho \nabla_\rho \partial_\eta \phi) + O(\partial^4)
\] (A.16)

There are only three independent unknown scalar functions \( g_1, g_2, g_8 \) in the flow equations. They will be determined by the Hamiltonian constraint.

**A.2.2 Hamiltonian constraint**

Plugging the flow equations in the Hamiltonian constraint, the right hand side of the Hamiltonian constraint is

\[
\frac{1}{4}(\gamma^\rho \gamma^\eta - \gamma^\rho \gamma^\rho \gamma^\eta)(\mathcal{L}_n \gamma_{\mu \nu})(\mathcal{L}_n \gamma_{\rho \eta}) - \frac{1}{2}(\mathcal{L}_n \phi)^2
\]

\[= \frac{1}{4}d(d-1)g_1^2 + \frac{1}{4}(d-2)g_1g_2 R + \frac{1}{4}((d-2)g_1g_2 R + 2(d-1)g_1g_2') (\partial_\mu \phi \partial_\mu \phi)
\]

\[- \frac{1}{2}(d-1)g_1g_2 (\nabla_\mu \partial_\mu \phi)
\]

\[= \frac{1}{2} \frac{1}{2}(d-1)^2g_1^2 - \frac{1}{2}(d-1)g_1g_2 R + \frac{1}{2}(d-1)g_1g_2 (\partial_\mu \phi \partial_\mu \phi)
\]

\[+ (d-1)g_1 g_8 (\nabla_\mu \partial_\mu \phi) + O(\partial^4),
\] (A.17)

and should be equal to the left hand side \( R - \frac{1}{2} \partial_\mu \phi \partial_\mu \phi + V \) for any solutions, so we have the following equations.

For zero derivative terms,

\[ V = \frac{1}{4}d(d-1)g_1^2 - \frac{1}{2}(d-1)^2g_1^2 \] (A.18)

For \( R \) terms,

\[ R = \left( \frac{1}{4}(d-2)g_1 g_2 - \frac{1}{2}(d-1)g_1'g_2' \right) R \] (A.19)
For $\partial_\mu \phi \partial^\mu \phi$ terms,

$$
- \frac{1}{2} \partial_\mu \phi \partial^\mu \phi = \left( \frac{1}{4} (d-2) g_1 g_8 - \frac{1}{2} (d-1) g_1 g_2'' + \frac{1}{2} (d-1) g_1' g_8' \right) \partial_\mu \phi \partial^\mu \phi \quad (A.20)
$$

For $\nabla^\mu \partial_\mu \phi$ terms,

$$
0 = \left( - \frac{1}{2} (d-1) g_1 g_2' + (d-1) g_1' g_8 \right) \nabla^\mu \partial_\mu \phi \quad (A.21)
$$

Introduce superpotential $W(\phi)$ as the solution of the following equation,

$$
V = \frac{d}{4(d-1)} W^2 - \frac{1}{2} W'^2, \quad (A.22)
$$

where $W$ is assumed to be positive.

From (A.18) one obtains the solution of $g_1$

$$
g_1 = - \frac{1}{d-1} W, \quad (A.23)
$$

where we have chosen the sign to be minus so that the metric is decreasing in the IR direction.

Using the solution of $g_1$, the equation for the $R$ terms (A.19) becomes

$$
\frac{2}{W'} = g_2' - \frac{d-2}{2(d-1)} \frac{W}{W'} g_2, \quad (A.24)
$$

so $g_2$ is

$$
g_2(\phi) = e^{-(d-2)A(\phi)} \left( 2c + \int_{\phi}^{\tilde{\phi}} d\tilde{\phi} \frac{2}{W'(\phi)} e^{(d-2)A(\tilde{\phi})} \right), \quad (A.25)
$$

where $\tilde{c}$ is the integration constant and $A$ is defined as (3.13).

Introduce $U(\phi) = \frac{1}{2} g_2(\phi)$, so

$$
U(\phi) = e^{-(d-2)A(\phi)} \left( c + \int_{\phi}^{\tilde{\phi}} d\tilde{\phi} \frac{1}{W'(\phi)} e^{(d-2)A(\tilde{\phi})} \right), \quad (A.26)
$$

We will express the solutions of flow equations by $W$ and $U$.

From the equation for the $\nabla^\mu \partial_\mu \phi$ terms (A.21) and the solution of $g_1$, one obtains

$$
g_8 = \frac{W}{W'} U'. \quad (A.27)
$$

It is not obvious that the solutions of $g_1, g_2, g_8$ solve the equation for the $\partial_\mu \phi \partial^\mu \phi$ terms (A.20), but one can verify that this equation is indeed satisfied, so it is merely a redundant equation.
Therefore, the final results of the flow equations are

\[
\mathcal{L}_n\gamma_{\mu\nu} = 2UR_{\mu\nu} + \left(\frac{W}{W'} U' - 2U'' \right) \partial_\mu \phi \partial_\nu \phi - 2U'\nabla_\mu \nabla_\nu \phi
\]

\[
- \frac{1}{d-1} \gamma_{\mu\nu} \left( W + UR + \frac{W}{2W'} U' (\gamma^{\rho\eta} \partial_\rho \partial_\eta \phi) \right) + \ldots, \tag{A.28}
\]

\[
\mathcal{L}_n\phi = W' - U'R + \frac{1}{2} \left( \frac{W}{W'} U' \right)' (\gamma^{\rho\eta} \partial_\rho \partial_\eta \phi) + \frac{W}{W'} U' (\gamma^{\rho\eta} \nabla_\rho \partial_\eta \phi) + \ldots \tag{A.29}
\]

where \( W(\phi) \) and \( f(\phi) \) are the solutions of

\[
V = \frac{d}{4(d-1)} W^2 - \frac{1}{2} W'^2, \tag{A.30}
\]

\[
1 = W'U' - \frac{d-2}{2(d-1)} WU. \tag{A.31}
\]

### A.2.3 Dynamical equation

In this section, we want to verify that the flow equations determined by the constraints solve the dynamical equation automatically.

The dynamical equation is

\[
R^{(d)}_{\mu\nu} - \frac{1}{2} \partial_\mu \phi \partial_\nu \phi + \frac{1}{d-1} \gamma_{\mu\nu} = \frac{1}{2} \mathcal{L}_n(\mathcal{L}_n\gamma_{\mu\nu}) + \frac{1}{4} (\gamma^{ab}_c \gamma^{b}_{\mu} - 2 \gamma^{a b}_c \gamma^{b}_{\mu}) (\mathcal{L}_n\gamma_{ab})(\mathcal{L}_n\gamma_{c\nu}) \tag{A.32}
\]

where we have fixed the gauge \( \partial_\mu N = 0 \), so the lapse function \( N \) is a constant on the hypersurface.

The second derivative term in the dynamical equation is complicated

\[
\mathcal{L}_n(\mathcal{L}_n\gamma_{\mu\nu}) = 2W'U'R_{\mu\nu} + 2W' \left( \frac{W}{W'} U' - U'' \right)' \partial_\mu \phi \partial_\nu \phi - 2W'U''\nabla_\mu \nabla_\nu \phi
\]

\[
- \frac{1}{d-1} \gamma_{\mu\nu} W' \left( W' + \left( \frac{W}{W'} U' \right)' (\gamma^{\rho\eta} \partial_\rho \partial_\eta \phi) + \frac{W}{W'} U' (\gamma^{\rho\eta} \nabla_\rho \partial_\eta \phi) \right)
\]

\[
- \frac{1}{d-1} W \left( 2UR_{\mu\nu} + \left( \frac{W}{W'} U' - 2U'' \right) \partial_\mu \phi \partial_\nu \phi - 2U'\nabla_\mu \nabla_\nu \phi \right)
\]

\[
- \frac{1}{d-1} \gamma_{\mu\nu} \left( W + UR + \frac{W}{W'} U' (\gamma^{\rho\eta} \partial_\rho \partial_\eta \phi) \right) + 2UR_{\mu\nu} + \left( \frac{W}{W'} U' - 2U'' \right) \mathcal{L}_n(\partial_\mu \phi \partial_\nu \phi) - 2U'\mathcal{L}_n(\nabla_\mu \partial_\nu \phi)
\]

\[
- \frac{1}{2(d-1)} \gamma_{\mu\nu} \left( 2U \mathcal{L}_n R + \frac{W}{W'} U' \mathcal{L}_n(\gamma^{\rho\eta} \partial_\rho \partial_\eta \phi) \right) + O(\partial^4) \tag{A.33}
\]
where the last two lines require additional calculation.

\[
\mathcal{L}_n R_{\mu\nu} = -\frac{1}{2} \gamma^{\rho\eta} \nabla_\rho \nabla_\eta (\mathcal{L}_n \gamma_{\mu\eta}) - \frac{1}{2} \gamma^{\rho\eta} \nabla_\rho \nabla_\eta (\mathcal{L}_n \gamma_{\mu\eta}) + \gamma^{\rho\eta} \nabla_\rho \nabla_\eta (\mathcal{L}_n \gamma_{\mu\eta})
\]

\[
= \frac{d-2}{2(d-1)} \nabla_\mu \partial_\nu W + \frac{1}{2(d-1)} \gamma_{\mu\nu} \nabla_\rho \partial_\sigma W + O(\partial^4)
\]

\[
\mathcal{L}_n (\partial_\mu \phi \partial_\nu \phi) = \partial_\mu (\mathcal{L}_n \phi) \partial_\nu \phi + \partial_\mu \phi \partial_\nu (\mathcal{L}_n \phi) = 2W'' \partial_\mu \phi \partial_\nu \phi + O(\partial^4)
\]

\[
\mathcal{L}_n (\nabla_\mu \partial_\nu \phi) = \nabla_\mu \partial_\nu (\mathcal{L}_n \phi) - (\mathcal{L}_n \Gamma^\rho_{\mu\nu}) \partial_\rho \phi + O(\partial^4)
\]

\[
\mathcal{L}_n \gamma^{\mu\nu} = -\gamma^{\rho\mu} \gamma^{\rho\nu} \mathcal{L}_n \gamma_{\mu\nu}
\]

(A.34)

The second term on the right hand side of the dynamical equation is

\[
\frac{1}{4} \left( \gamma^{ab} \gamma^c - 2 \gamma^{ab} \gamma^c \right) \left( \mathcal{L}_n \gamma_{ab} \right) \left( \mathcal{L}_n \gamma_{c\nu} \right)
\]

\[
= \frac{1}{4} \left( \frac{-d}{d-1} \right) W \left( 2U R_{\mu\nu} + \left( \frac{W}{W\gamma} U' - 2U'' \right) \partial_\mu \phi \partial_\nu \phi - 2U' \nabla_\mu \partial_\nu \phi 
\right.
\]

\[
- \frac{1}{2(d-1)} \gamma_{\mu\nu} \left( 2W + 2UR + \frac{W}{W\gamma} U' \left( \gamma^{\rho\mu} \partial_\rho \phi \partial_\eta \phi \right) \right)
\]

\[
+ \frac{1}{4} \left( \frac{d-2}{d-1} \right) U R + \left( \frac{d-2}{2(d-1)} \right) \frac{W}{W\gamma} U' - 2U'' \left( \partial_\rho \phi \partial_\rho \phi \right)
\]

\[
- 2U' \left( \nabla_\mu \partial_\rho \phi \right) \left( - \frac{1}{d-1} \right) W \gamma_{\mu\nu}
\]

\[
+ \frac{1}{d-1} W \left( 2U R_{\mu\nu} + \left( \frac{W}{W\gamma} U' - 2U'' \right) \partial_\mu \phi \partial_\nu \phi - 2U' \nabla_\mu \partial_\nu \phi 
\right.
\]

\[
- \frac{1}{2(d-1)} \gamma_{\mu\nu} \left( W + 2UR + \frac{W}{W\gamma} U' \left( \gamma^{\rho\mu} \partial_\rho \phi \partial_\eta \phi \right) \right)
\]

\[
+ O(\partial^4) \quad \text{(A.35)}
\]

Now one can collect different terms on the right hand side from the previous calculations:

The zero derivative terms on the right hand side are

\[
\gamma_{\mu\nu} \left( - \frac{1}{2(d-1)} W'^2 + \frac{1}{2(d-1)^2} W^2 + \frac{d-2}{4(d-1)^2} W^2 \right)
\]

\[
= \frac{1}{d-1} \gamma_{\mu\nu} \left( \frac{d}{4(d-1)^2} W^2 - \frac{1}{2} W'^2 \right)
\]

\[
= \frac{1}{d-1} V \gamma_{\mu\nu} \quad \text{(A.36)}
\]
The $R_{\mu\nu}$ terms on the right hand side are

$$R_{\mu\nu} \left( W'U' - \frac{1}{(d-1)W} - \frac{d-4}{2(d-1)W} \right)$$

$$= R_{\mu\nu} \left( W'U' - \frac{d-2}{2(d-1)W} \right)$$

$$= R_{\mu\nu} \quad (A.37)$$

The $\partial_\mu \phi \partial_\nu \phi$ terms on the right hand side are

$$(\partial_\mu \phi \partial_\nu \phi) \left( -\left( \frac{W'}{2W} - \frac{d-2}{4(d-1)}U \right)' \left( -\frac{W^2}{W'} \right) - \left( W'U' - \frac{d-2}{2(d-1)W} \right)'' \right)$$

$$= (\partial_\mu \phi \partial_\nu \phi) \left( -\frac{1}{2} \left( \frac{1}{W} \right)' \left( -\frac{W^2}{W'} \right) - 0 \right)$$

$$= -\frac{1}{2} \partial_\mu \phi \partial_\nu \phi \quad (A.38)$$

The $R^{\gamma}_{\mu\nu}$ terms on the right hand side are

$$R^{\gamma}_{\mu\nu} \frac{2}{(d-1)^2} WU \left( \frac{1}{2} + \frac{d}{8} - \frac{1}{4} - \frac{d-2}{8} - \frac{1}{2} \right) = 0 \quad (A.39)$$

The $\gamma^{\mu}_{\nu} \nabla^\rho \partial_\rho \phi$ terms on the right hand side are

$$\gamma^{\mu}_{\nu} (\nabla^\rho \partial_\rho \phi) 2 \left( -\frac{1}{4(d-1)} WU' + \frac{1}{2(d-1)} W'U \right.$$  
$$- \frac{1}{2(d-1)} W'U + \frac{1}{4(d-1)} WU' \left. \right) = 0 \quad (A.40)$$

The $\gamma^{\mu}_{\nu} \partial^\rho \phi \partial_\rho \phi$ terms on the right hand side are

$$\gamma^{\mu}_{\nu} \partial^\rho \phi \partial_\rho \phi \frac{1}{2(d-1)} (-WU'' + \frac{1}{2(d-1)} W^2 U' + WU'' - \frac{1}{2(d-1)} W^2 U') = 0 \quad (A.41)$$

The $\partial_\mu \phi \partial_\nu \phi$ terms on the right hand side are

$$\partial_\mu \phi \partial_\nu \phi (-WU' - \frac{d-2}{2(d-1)W} U') = 0 \quad (A.42)$$

The right hand side of the dynamical equation matches the left hand side exactly by these first order flow equations! Therefore, the dynamical equation is automatically solved by the first order equations determined by the constraints.
A.3 Lie derivative matching condition

To derive the effective Lagrangian, we will solve the Lie derivative matching equation

\[ V + R^{(d)} - \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi = \frac{1}{2} \gamma^{-\frac{1}{2}} \mathcal{L}_n \mathcal{L}_{\text{eff}} \]  

(A.43)

Using the flow equations

\[ \gamma^{-\frac{1}{2}} \mathcal{L}_n \mathcal{L}_{\text{eff}} \]

\[ = -\frac{d}{2(d-1)} W F_0 + W' F'_0 \]

\[ + \left( \frac{d-2}{4(d-1)} f F_0 + \left( -\frac{d}{2(d-1)} W \right) F_1 - \frac{1}{2} f' F'_0 + W'' F''_1 + \frac{1}{d-1} W F_1 \right) R \]

\[ + \left( \frac{1}{2} \left( \frac{W}{2W'} f' \right)' F'_0 + \frac{1}{d-1} W F_2 + 2W'' F_2 - \frac{d-2}{2(d-1)} W F'_3 \right) \left( \partial \phi \right)^2 \]

\[ + \left( \frac{W}{2W'} f'' F'_0 - \frac{1}{2} f' F'_0 + \left( -\frac{d}{2(d-1)} W \right) F_3 + W'' F''_3 + \frac{1}{d-1} W F_3 \right) \left( \partial \phi \right)^2 \]

\[ + F_1 W' + F_3 W'' \right) \partial \phi + O(\partial^4) \]  

(A.44)

To the leading order, the matching of the Lie derivative matching equation on both sides requires

\[ V = -\frac{d}{4(d-1)} W F_0 + \frac{1}{2} W'' F'_0 \]  

(A.45)

whose solution is

\[ F_0 = e^{-dA} (C_0 - W e^{dA}) \]  

(A.46)

\( A \) is defined in (3.13).

Since \( C_0 \) is irrelevant to the on-shell action, we will choose \( C_0 = 0 \) so that \( F_0 = W \). This choice will simplify the calculation at subleading order. For the two-derivative terms, the matching on both sides requires

\[ 1 = W'' F'_1 - \frac{d-2}{2(d-1)} W F_1 \]  

(A.47)

\[ -\frac{1}{2} = \left( 2W'' - \frac{d-2}{2(d-1)} W \right) F_2 + W'' F''_2 + F_1 W'' \]

\[ + \left( W'' - \frac{d-2}{2(d-1)} W \right)' F_3 \]  

(A.48)

\[ -F_1 W' = W'' F'_3 + \left( W'' - \frac{d-2}{2(d-1)} W \right) F_3 \]  

(A.49)
which is greatly simplified by the choice $C_0 = 0$.

The solutions are

$$
F_1 = e^{-(d-2)A} \left( C_1 + \int_{\tilde{\phi}}^\phi W^r e^{(d-2)A} \right)
$$

$$
F_2 = F'_3 + \frac{1}{2} \left( C_2 W^{r-2} e^{-(d-2)A} + \frac{W}{W' F_1} \right)
$$

$$
F_3 = W^r e^{-(d-2)A} \left( C_3 - \int_{\phi_0}^\phi F_1 W' e^{(d-2)A} \right)
$$

A.4 Integration constants and conserved currents

As we have mentioned in the result of effective Lagrangian, there are some irrelevant terms with new integration constants and they are related to some conserved quantities.

As a warm up, we consider the first term in

$$
\mathcal{L}_{eff} = \sqrt{-\gamma} (F_0 + F_1 R + F_2 \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + F_3 \gamma^{\mu\nu} \nabla_\mu \partial_\nu \phi + O(\partial^4)).
$$

The equation of $F_0$ is

$$
V = -\frac{d}{4(d-1)} W F_0 + \frac{1}{2} W' F_0'
$$

whose solution is

$$
F_0 = C_0 e^{-dA} - W
$$

where $A$ is defined in (3.13). There is a new integration constant $C_0$ in $F_0$.

In the domain wall solution $\gamma_{\mu\nu} = \eta_{\mu\nu} e^{2(A(\bar{\phi})+A)}$ with $A(\bar{\phi})$ being an integration constant of the scale factor, the effective Lagrangian is

$$
\mathcal{L}_{eff} = \sqrt{-\gamma} (F_0 + O(\partial^2)) = e^{dA(\bar{\phi})} (C_0 - W e^{dA} + O(\partial^2)),
$$

so $C_0$ is an integration constant in the indefinite integral. $C_0$ will not appear in the result because the final result is the difference between the UV and IR contributions.

However, in the general situation $\gamma_{\mu\nu} \neq \eta_{\mu\nu} e^{2(A(\bar{\phi})+A)}$. $C_0$ is multiplied by $\sqrt{-\gamma} e^{-dA}$, not by one in a trivial way any more. It is less obvious that the independence of $C_0$ still holds. As we will see, to two derivative order $C_0$ will be multiplied by some Ricci and $\partial \phi \partial \phi$ terms in a way that $C_0$ drops out in the final result.

In the subleading order, there are more integration constants $C_1, C_2$ in the higher order coefficients $F_1$ and $F_2$. The final result should not depend on these integrations constants also because they are just some irrelevant constants in the indefinite integral in a generalized sense. These integration constants are different from those in the
flow equations $c_0$, $c_1$ which have physical meaning as source and vev and are relevant to the final result.

The dropping out of $C_n$ is due to an interesting fact: they are multiplied by some non-linearly conserved quantities.

To two derivative order, the first three new integrations constants appear in the solution in the following way

\[
F_1 = C_0 G_0^{(1)} + C_1 e^{-(d-2)A} + U
\]

\[
F_2 = F_3 + \frac{1}{2} \left( (C_0 G_0^{(2)} + C_2) W^{(d-2)A} - \frac{W}{W^2} (C_1 e^{-(d-2)A} + U) \right)
\]

\[
F_3 = W^{(d-2)A} \left( C_3 - \int_\phi^{\bar{\phi}} (C_1 e^{-(d-2)A} + U) W^{(d-2)A} \right)
\]

From the solution of $F_2$, $F_3$ will disappear from the effective Lagrangian after an integration by parts. The solution of $F_2$ depends on $C_1$ which is the integration constant of $F_1$.

The corresponding conserved quantities are

\[
C_0 : G_0 = \int \frac{d^d x}{\sqrt{-\gamma}} \left( e^{-dA} + C_0^{(1)} e^{-(d-2)A} R + W^{(d-2)A} e^{-(d-2)A} G_0^{(2)} \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + O(\partial^4) \right)
\]

\[
C_1 : G_1 = \int \frac{d^d x}{\sqrt{-\gamma}} \left( e^{-(d-2)A} R + \frac{W}{W^2} (e^{-(d-2)A})' \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + O(\partial^4) \right)
\]

\[
C_2 : G_2 = \int \frac{d^d x}{\sqrt{-\gamma}} \left( W^{(d-2)A} \frac{1}{2} \gamma^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + O(\partial^4) \right)
\]

where

\[
G_0^{(1)} (\phi) = G_0^{(1)} (\bar{\phi}) + \frac{1}{2 (d-1)} \int_{\bar{\phi}}^{\phi} d\tilde{\phi} e^{-2A} W^{(d-2)A} (dWU' - (d - 2)W'U)
\]

\[
G_0^{(2)} (\phi) = G_0^{(2)} (\bar{\phi}) + 2 \int_{\bar{\phi}}^{\phi} d\tilde{\phi} e^{(d-2)A} W' \left( (e^{-dA})' W' U' + (e^{-dA})' (\frac{W}{2W'})' \right)
\]

\[
- \frac{3d - 2}{2(d-1)} \int_{\phi}^{\bar{\phi}} d\tilde{\phi} e^{2A} WU' + 2 \int_{\phi}^{\bar{\phi}} d\tilde{\phi} e^{(d-2)A} W^2 (G_0^{(1)} e^{-(d-2)A})
\]

$G_0^{(1)} (\tilde{\phi})$ and $G_0^{(2)} (\tilde{\phi})$ are integration constants and are fixed by imposing $G_0^{(1)} (\phi_{UV}) = G_0^{(2)} (\phi_{UV}) = 0$ so that the three quantities in (4.15) are linearly independent in the UV limit.
Their radial changes are described by their Lie derivative $\mathcal{L}_n$,

$$
\mathcal{L}_n G_0 = \sqrt{-\gamma} \nabla_\mu \left( - U' e^{-dA} + 2 \left( \frac{W}{2W'} U' \right) (e^{-dA})' + W' G_0^{(1)} e^{-(d-2)A} \gamma^{\mu \nu} \partial_\nu \phi \right) + O(\partial^4) \tag{A.57}
$$

$$
\mathcal{L}_n G_1 = \sqrt{-\gamma} \nabla_\mu (W' e^{-(d-2)A} \gamma^{\mu \nu} \partial_\nu \phi) + O(\partial^4) \tag{A.58}
$$

$$
\mathcal{L}_n G_2 = O(\partial^4) \tag{A.59}
$$

where $G_0, G_1, G_2$ are charge densities: $G_0 = \int d^d x G_0$, $G_1 = \int d^d x G_1$, $G_2 = \int d^d x G_2$. From (A.57-A.59), one can construct three bulk conserved currents. The radial changes of the charge density is a total derivative

$$
\mathcal{L}_n G_k = \partial_\mu (\sqrt{-\gamma} J^\mu_k). \tag{A.60}
$$

To two-derivative order, the current densities $J^\mu_k(\phi)$ on the right hand sides of (A.57-A.59) have the form:

$$
J^\mu_k(\phi) = J_k(\phi) \partial^\mu \phi + O(\partial^3). \tag{A.61}
$$

By adding an appropriate total derivative to the $G_k$’s, we can construct radially-invariant charge densities:

$$
\tilde{G}_k = G_k + \partial_\mu (\sqrt{-\gamma} H_k \partial^\mu \phi + O(\partial^3)), \quad \mathcal{L}_n \tilde{G}_k = O(\partial^4), \tag{A.62}
$$

where the functions $H_k(\phi)$ are required to satisfy:

$$
\mathcal{L}_n \partial_\mu (\sqrt{-\gamma} H_k \partial^\mu \phi) = - \partial_\mu (\sqrt{-\gamma} J_k \partial^\mu \phi). \tag{A.63}
$$

Using the flow equations (3.8-3.9), the above equation is simplified to

$$
- \frac{d - 2}{2(d - 1)} WH_k + W'H_k' + W''H_k = J_k, \tag{A.64}
$$

whose solution is

$$
H_k = W'^{-1} e^{-(d-2)A} \left( C_3 + \int \phi \tilde{J}_k(\phi)e^{(d-2)A(\phi)} \right). \tag{A.65}
$$
A.5 Kinetic term counterterm

Here we show how to transform the divergence of the kinetic term into the same form as Papadimitriou’s result, [8]

\[
\frac{W}{W'} U^\text{div'} = \frac{W}{W'} \left( \frac{1}{W'} + \frac{d-2}{2(d-1)} \frac{W}{W'} U^\text{div} \right)
\]

\[
= \frac{W^2}{W'^2} e^{-(d-2)A} \frac{1}{W'} e^{(d-2)A} + \frac{d-2}{2(d-1)} \int d\phi \frac{1}{W'} e^{(d-2)A} \frac{\partial}{\partial \phi} \frac{1}{W'} e^{(d-2)A}
\]

\[
= \frac{W^2}{W'^2} e^{-(d-2)A} \left( \int d\phi \left( \frac{1}{W'} e^{(d-2)A} \right) ' + \frac{d-2}{2(d-1)} \int d\phi \frac{1}{W'} e^{(d-2)A} \right)
\]

\[
= - \frac{W^2}{W'^2} e^{-(d-2)A} \int d\phi \frac{1}{W'} e^{(d-2)A} \frac{\partial}{\partial \phi} \frac{1}{W'} e^{(d-2)A} A'^{-2}.
\]

(A.66)

B. Non-universality and scheme dependence at second order

In this appendix we show that, in a derivative expansion, the second order contributions to the \(\beta\)-functions are not unique. In fact, at second order in derivatives we can split in many different ways the weyl rescaling and the radial evolution of the metric in equation (3.19), by writing:

\[
\mathcal{L}_n \gamma_{\mu\nu} = \sigma_\alpha \left( 2 \gamma_{\mu\nu} + \beta_{\mu\nu,\alpha}^{(2)} \right), \quad \mathcal{L}_n \phi = \sigma_\alpha \left( \beta_\phi^{(0)} + \beta_\phi^{(2)} \right)
\]

(B.1)

where \(\sigma_\alpha\) and \(\beta_{\mu\nu,\alpha}^{(2)}\) are defined by:

\[
\sigma_\alpha = -\frac{1}{2(d-1)} \left[ W + \alpha \left( dX - 2(d-1)Y \right) \right], \quad \sigma_\alpha \beta_{\mu\nu,\alpha}^{(2)} = \left[ \frac{(d\alpha - 1)}{(d-1)} X - \alpha Y \right] \gamma_{\mu\nu} + 2Y_{\mu\nu}.
\]

(B.2)

and \(\alpha\) is any real number, and the quantities on the right hand sides are defined in equations (3.25-3.26). The choice \(\alpha = 1/d\) corresponds to the splitting used in Section 3.3.

Therefore, we can write the Lie derivative in terms of any one out of a family \(\Delta_\alpha\) of dilatation operators, all of which consist of a Weyl rescaling to lowest order:

\[
\mathcal{L} = \int d^d x \sigma_\alpha(x) \Delta_\alpha(x), \quad \Delta_\alpha(x) \equiv 2 \gamma_{\mu\nu} \frac{\delta}{\delta \gamma_{\mu\nu}} + \beta_{\mu\nu,\alpha}^{(2)} \frac{\delta}{\delta \gamma_{\mu\nu}} + \left( \beta_\phi^{(0)} + \beta_\phi^{(2)} \right) \frac{\delta}{\delta \phi}
\]

(B.3)

with:

\[
\beta_{\mu\nu,\alpha}^{(2)} = -\frac{4(d-1)}{W} \left[ Y_{\mu\nu} - \gamma_{\mu\nu} \left( \alpha Y - \frac{(d\alpha - 1)}{2(d-1)} X \right) \right],
\]

(B.4)

\[
\beta_\phi^{(2)} = \alpha \frac{W'}{W} \left[ Z - \alpha \frac{W'}{W} (dX - 2(d-1)Y) \right],
\]

(B.5)
where we have only kept terms of second order in derivatives, and $X, Y, Z$ are defined in equations (3.25-3.27).

It can be checked that, to second order, all the operators $\Delta_\alpha$ lead to the same expression for the Lie derivative when acting on the metric and scalar field. The differences are of fourth order in derivatives. Moreover, the zero-th order $\beta$-functions are unchanged. Therefore, we could in principle identify any of the $\Delta_\alpha$’s with the generator of local scale transformations on the fields.

The dependence on $\alpha$ of the second order $\beta$-functions can be interpreted as a “scheme dependence” in the choice of the relation between scale transformation and radial flow. The difference between different schemes arises at higher orders in the derivative expansion, like it happens in ordinary perturbation theory in field theory.

For $\alpha = 1/d$ we recover equations (3.33, 3.34). However, it is only in this case that $\beta^{(2)}_{\mu\nu}$ is traceless. Therefore, for any other value of $\alpha$ the term proportional to $\beta^{(2)}_{\mu\nu}$ contains an additional Weyl rescaling. For general $\alpha$, the determinant of the metric changes in an anomalous way under $\Delta_\alpha$:

$$\Delta_\alpha^\gamma = 2d\gamma - (1 - d\alpha)\frac{4(d-1)}{W} \left[ Y - \frac{1}{(d-1)} X \right]$$

We will see shortly that the choice $\alpha = 1/d$ is special because in this case the trace anomaly in four dimensions receives no geometric contributions of order of the curvature tensor. Such contributions start instead at order curvature squared, in agreement with field theory results, [31].

The operators $\Delta_\alpha$ given in equation (B.3), could all in principle be considered as generators of RG transformations, and by the same line of arguments used in Section 5.3, we can write for any value of $\alpha$:

$$\Delta_\alpha(x)S^{(\text{ren})} = 0.$$ (B.7)

Therefore, we can write trace identities with all values of $\alpha$. However, for any value other than $\alpha = 1/d$ (in which case $\Delta_\alpha = \Delta$ discussed above), $\beta^{(2)}_{\mu\nu,\alpha}$ is not traceless, thus introducing curvature terms already at second order in the trace identity (5.35). Equivalently, in writing (B.7) explicitly, one can incorporate the trace part of the $\beta_{\mu\nu,\alpha}$ term in the $\langle T^\mu_\mu \rangle$ factor, in which case one obtains:

$$\left( 1 + \frac{\beta_\alpha}{2d} \right) \langle T^\mu_\mu \rangle + \left( \beta_{\mu\nu,\alpha} - \frac{1}{d} \gamma^\mu_\mu \beta_\alpha \right) \frac{1}{\sqrt{\gamma}} \frac{\delta S^{(\text{ren})}}{\delta \gamma^\mu_\mu} + \beta_{\phi,\alpha} \langle \mathcal{O} \rangle = 0$$ (B.8)

where $\beta_\alpha \equiv \gamma^{\mu\nu} \beta_{\mu\nu,\alpha}$. As noted in section 5.3, the traceless part of $\beta_{\mu\nu,\alpha}$ contributes only four derivative terms and higher, and to two-derivative order we can neglect the second term in (B.7). We may now derive the trace identity for $\alpha \neq 1/d$, up to second order in derivatives, as:

$$\langle T^\mu_\mu \rangle = -\beta_{\phi,\alpha} \left( 1 - \frac{1}{2d} \beta^{(2)}_\alpha \right) \langle \mathcal{O} \rangle + 4\text{-derivative terms}$$ (B.9)
This equation is rather awkward, since it is not the scalar \( \beta \)-function \( \beta_{\phi,\alpha} \) which appears in front of \( \langle \mathcal{O} \rangle \). Moreover, we can compute explicitly the coefficient of \( \langle \mathcal{O} \rangle \) using the definitions (B.4-B.5). The result is, up to second order:

\[
\beta_{\phi,\alpha} \left( 1 - \frac{1}{2d(\alpha^{(2)})} \right) = \beta_{\phi}
\]

(B.10)

where the right hand side coincides with the scalar \( \beta \)-function with \( \alpha = 1/d \), i.e. the one appearing in \( \Delta \) and written explicitly in equation (3.33)\(^8\). In other words, the expression for the trace of the stress tensor in terms of the metric and scalar field invariants is scheme independent. However, for general \( \alpha \), the right hand side of the trace identity does not match the standard quantum field theory result \( \beta_{\alpha} \langle \mathcal{O} \rangle \) i.e. the scalar \( \beta \)-function in that scheme times the vev of the operator, but this happens only for \( \alpha = 1/d \).

Equations (B.9) and (B.10) show that in order to match the standard field theory trace identities, the most natural choice for the generator of RG transformations is \( \Delta \), i.e. to set \( \alpha = 1/d \) and to have a traceless \( \beta_{\mu\nu} \).

C. Linearized Analysis

C.1 Linear gauge invariant variables

We consider only the scalar modes in linear metric fluctuations around the background domain wall metric,

\[
ds^2 = e^{2\phi}du^2 + e^{2A}(e^{2\psi} \eta_{\mu\nu} + \partial_{\mu}\partial_{\nu}E)dx^\mu dx^\nu + 2\partial_{\nu}Bdudx^\nu
\]

(C.1)

and the scalar field fluctuations \( \delta \Phi = \chi \).

Under diffeomorphism \( u \to u + \xi^u \) and \( x^\nu \to x^\nu + \partial^\nu \xi \), the metric fluctuations transform as \( \delta g_{ab} \to \delta g_{ab} - \nabla_a \xi_b - \nabla_b \xi_a \). To the linear order,

\[
\psi \to \psi - \dot{\xi}^u, \quad \phi \to \phi - \dot{\xi}
\]

(C.2)

\[
B \to B - \frac{1}{2}(\xi^u + \dot{\xi}) + \dot{\xi}^u, \quad E \to E - \xi e^{-2A}
\]

(C.3)

The scalar field transform as \( \delta \Phi \to \delta \Phi - \dot{\Phi} \xi^u \), so

\[
\chi \to \chi - \dot{\Phi} \xi^u
\]

(C.4)

One can construct two linear gauge invariant variables

\[
\zeta_1 = \frac{\chi}{z} - \psi, \quad \zeta_2 = \frac{1}{2(d-1)} \dot{\Phi} \chi + \dot{\psi} - \dot{\Phi}
\]

(C.5)

where \( z = \frac{\dot{\phi}}{\dot{A}} \). The first one is similar to the Mukhanov-Sasaki variable and the second one is invariant under the use of background equations of motion.

\(^8\)This is not surprising: both \( \langle \mathcal{O} \rangle \) and \( \langle T^{\mu\nu} \rangle \) are \( \alpha \)-independent, so the right hand side of (B.10) must be too, and we have already seen that it is equal to \( \beta_{\phi} \) for \( \alpha = 1/d \).
C.2 The equations of motion

In the following, we will fix the gauge by requiring $B = E = 0$. The metric becomes diagonal

$$ds^2 = e^{2\phi} du^2 + e^{2(A+\psi)} \eta_{\mu\nu} dx^\mu dx^\nu \quad (C.6)$$

and thus greatly simplifies the calculation.

The Einstein’s equations are

$$(d-1)((d\dot{\psi} - \dot{\phi}) \dot{A} + \ddot{\psi}) = -\frac{1}{2} \dot{\Phi} \dot{\chi} + V \phi + \frac{1}{2} V' \chi \quad (C.7)$$

$$(d-1)(d\dot{\psi} \dot{A} + \partial^2 \psi e^{-2A}) = \frac{1}{2} \dot{\Phi} \dot{\chi} + V \phi + \frac{1}{2} V' \chi \quad (C.8)$$

$$\partial_\mu \partial_\nu [(d-2) \psi + \phi] = 0 \quad (C.9)$$

$$(d-1)(\partial_\nu \dot{\psi} - \dot{A} \partial_\nu \phi) = \frac{1}{2} \dot{\Phi} \partial_\mu \chi \quad (C.10)$$

where we have assumed the solution to the third equation is

$$(d-2) \psi + \phi = f_1(u) \quad (C.11)$$

and insert this relation into the first equation to kill an unwanted term $\partial^2_\nu [(d-2) \psi + \phi]$ that will lead to inconsistency.

The fourth equation means that the second gauge invariant variable $\zeta_2$ is homogeneous

$$\zeta_2 = f_2(u). \quad (C.12)$$

For the case of homogeneous fluctuations, the linear fluctuations become linear perturbations of the background solutions. For example, if we fix $\phi = 0$, their equations of motion are

$$-2(d-1) \ddot{\psi} - d(d-1)2 \dot{A} \dot{\psi} = \ddot{\Phi} \dot{\chi} - V' \chi, \quad (C.13)$$

$$d(d-1)2 \dot{A} \dot{\psi} = \ddot{\Phi} \dot{\chi} + V' \chi. \quad (C.14)$$

which are linear perturbations around the background equations of motion. The corresponding linear perturbed superpotential is $\tilde{W} = W + \delta W$ with $\delta W = -\frac{1}{2(d-1)} \dot{\psi}$ and $\delta W' = \dot{\chi}$.

Since we are discussing inhomogeneous fluctuations around the background, it is natural to set $f_1(u) = 0$ and $\zeta_2 = f_2(u) = 0$.

The Klein-Gordon equation is

$$V'' \chi + 2(d-1) \dot{\psi} \dot{\Phi} - 2(d-1) \psi V' + d \dot{A} \dot{\chi} + e^{-2A} \partial^2 \chi + \ddot{\chi} = 0. \quad (C.15)$$

Assuming $f_1 = 0$, after some complicated manipulation, one can get the equation of motion for the linear gauge invariant variables

$$\ddot{\zeta}_1 + (d \dot{A} + 2 \dot{\psi}) \dot{\zeta}_1 + e^{-2A} \eta^{\mu\nu} \partial_\mu \partial_\nu \zeta_1 + \frac{\dot{\zeta}_1}{z} = 0 \quad (C.16)$$
where the last term vanishes because we have assumed $\zeta_2 = 0$.

Another way to derive the equation of motion for gauge invariant variable is expanding the action to second order perturbations. Setting $f_1 = f_2 = 0$, one can find

$$S = \left( -\frac{1}{2} \right) \int d^d x \int_{u_{IR}} d u z^2 e^{dA} [(\partial_u \zeta)^2 + e^{-2A} (\partial_\mu \zeta)(\partial^\mu \zeta)] + S_{PI} + S_{GH} + (\ldots) \quad (C.17)$$

where $S_{PI}$ are complicated boundary terms generated by integration by parts, $S_{GH}$ is the Gibbons-Hawking term and $(\ldots)$ vanishes by constraints.

C.3 The solution of gauge invariant variable

The equation of motion for gauge invariant $\zeta = \frac{\chi}{z} - \psi$ is

$$\ddot{\zeta} + (dA + 2\frac{\dot{z}}{z}) \dot{\zeta} + e^{-2A} \eta^{\mu\nu} \partial_\mu \partial_\nu \zeta = 0. \quad (C.18)$$

To solve this equation, one can rewrite the equation of motion in momentum space as

$$\partial_u (z^2 e^{dA} \partial_u \zeta) = z^2 e^{(d-2)A} p^2 \zeta \quad (C.19)$$

which is exactly solvable in derivatives expansions of $p^2$ order by order.

Written in an iterated way, the solution is

$$\zeta = C \left[ 1 + D \int_{u_{UV}}^{u} d\tilde{u} z^{-2} e^{-dA} \right] + p^2 \int_{u_{UV}}^{u} d\tilde{u} z^{-2} e^{-dA} \int_{u_{UV}}^{\tilde{u}} d\tilde{\tilde{u}} z^2 e^{(d-2)A} \zeta \quad (C.20)$$

The first integration constant $C = \zeta_{UV}^{UV}$ is the source for the gauge invariant variable and the second integration constant $D$ can be determined by IR regularity.

The integration constants $C$ and $D$ are constant on the slices $\Sigma_u$. However, they are also general functions of momentum $p$. For example, if slice Lorentz invariance is assumed, $D$ is a function of square momentum $D(p^2) = \sum_{i=0}^{\infty} D_{2i}(p^2)^i$ and there is one integration constant $D_{2i}$ at each order in derivative expansion.

The above solution can be written as the standard product of a boundary source $\zeta_{UV}$ and a boundary-to-bulk propagator $K(u)$

$$\zeta = \zeta_{UV} K(u, p^2) = \zeta_{UV} \left[ K_1(u, p^2) + D(p^2) K_2(u, p^2) \right] \quad (C.21)$$

where $K_1 = \sum_{i=0}^{\infty} U_i p^{2i}$, $K_2 = \sum_{i=0}^{\infty} U_{i+1} p^{2i}$. $f_i(u)$ is defined iteratively as

$$U_0 = 1,$$

$$U_1 = \int_{u_{UV}}^{u} d\tilde{u} z^{-2} e^{-dA},$$

$$U_{i+2} = \int_{u_{UV}}^{u} d\tilde{u} z^{-2} e^{-dA} \int_{u_{UV}}^{\tilde{u}} d\tilde{\tilde{u}} z^2 e^{(d-2)A} U_i. \quad (C.22)$$
To the subleading order, the boundary-to-bulk propagator is

$$K = 1 + D_0 U_1 + p^2 (D_2 U_1 + U_2 + D_0 U_3) + O(p^4) \quad (C.23)$$

An IR regular solution can be obtained by fixing the constants $D_i$ order by order.

### C.4 On-shell action of the gauge-invariant variable

The bulk action for the gauge invariant variable is

$$S = \left(-\frac{1}{2}\right) \int d^4x \int_{u^IR} du \int_{u^UV} du z^2 e^{A} [(\partial_\mu \zeta)^2 + e^{-2A}(\partial_\mu \zeta)(\partial^\mu \zeta)]. \quad (C.24)$$

By integrating by parts and using the equation of motion,

$$S = \left(-\frac{1}{2}\right) \int d^4x \int_{u^IR} du \partial_u (z^2 e^{A} \partial_u \zeta) + \left(-\frac{1}{2}\right) \int d^4x \int_{u^IR} du z^2 e^{A} [(\partial_\mu \zeta)(\partial^\mu \zeta) + \zeta (\partial_\mu \partial^\mu \zeta)]. \quad (C.25)$$

The second line is a total divergence of transverse derivative and we assume the transverse surface term vanishes on the transverse boundary.

To evaluate the action, we go to the momentum space

$$S_{on-shell} = \left(-\frac{1}{2}\right) \int \frac{d^d p}{(2\pi)^d} \int_{u^IR} du \int_{u^UV} du z^2 e^{A} \partial_u \zeta \bigg|_{u^IR} \bigg|_{u^UV} \quad (C.26)$$

From the solution of boundary to bulk propagator $K(u, p^2)$

$$z^2 e^{A} \partial_u \zeta = \zeta^2 u K z^2 e^{A} \partial_u K$$

$$= \zeta^2 u K \left[D_0 + p^2 \left(D_2 + \int_{u^UV} du z^2 e^{(d-2)A} \right) + D_0 \int_{u^UV} du z^2 e^{(d-2)A} \int_{u^UV} du z^2 e^{-2A} \right] + O(p^4) \quad (C.27)$$

If we impose $\zeta |_{u^IR} = 0$, the gauge invariant variable will stay finite in the IR limit $e^A \rightarrow 0$. Under this assumption, the integration constant is determined

$$D(p) = 0 \quad (C.28)$$

so

$$z^2 e^{A} \partial_u \zeta = \zeta^2 u \left[p^2 \int_{u^UV} du z^2 e^{(d-2)A} + O(p^4) \right] \quad (C.29)$$
The on-shell action of the gauge invariant variable is

\[
S_{\text{on-shell}}^\zeta = \left( -\frac{1}{2} \right) \int \frac{d^d p}{(2\pi)^d} S_{\text{UV}} \left[ p^2 \int_{u_{\text{UV}}}^{u_{\text{IR}}} du z^2 e^{(d-2)A} + \mathcal{O}(p^4) \right]
\]

\[
= \left( -\frac{1}{2} \right) \int d^d x \left( \int_{u_{\text{UV}}}^{u_{\text{IR}}} \frac{d\phi}{W'} A^{(d-2)A} \right) \eta_{\mu\nu} \partial_\mu \zeta_{\text{UV}} \partial_\nu \zeta_{\text{UV}} + \mathcal{O}(p^4)
\]

\[
+ \int d^d x \left( \int_{u_{\text{UV}}}^{u_{\text{IR}}} \frac{d\phi}{W'} A^{(d-2)A} \right) \eta_{\mu\nu} \partial_\mu \psi_{\text{UV}} \partial_\nu \psi_{\text{UV}}
\]

\[
+ \int d^d x \left( \frac{1}{2} \int_{u_{\text{UV}}}^{u_{\text{IR}}} \frac{d\phi}{W'} A^{(d-2)A} \right) \eta_{\mu\nu} \partial_\mu \psi_{\text{UV}} \partial_\nu \psi_{\text{UV}} + ...
\]

\[
= - \int d^d x e^{dA} \left[ \left( \frac{W}{W'} U_* \right) \frac{1}{2} e^{-2A} \eta_{\mu\nu} \partial_\mu \chi \partial_\nu \chi + 2(d-1) U_* e^{-2A} \eta_{\mu\nu} \partial_\mu \chi \partial_\nu \psi + ...ight]_{\text{UV}}
\]

(C.30)

where \( z = \frac{\Phi}{A} = (A')^{-1} \) and \( \zeta = \frac{x}{z} - \psi = A' \chi - \psi \). We have expanded the gauge invariant variable \( \zeta \) into scalar field fluctuations \( \chi \) and metric fluctuations \( \psi \). The covariantization of the first term (\( \partial \chi \)^2) is the same as the kinetic term in the previous non-linear discussion.

We can also "derive" the Ricci term by covariantizing the second term \( \partial \chi \partial \psi \). After integrating by parts, the second term becomes

\[
- \int d^d x e^{dA} \left( U_* \chi \right) \left( -2(d-1) e^{-2A} \eta_{\mu\nu} \partial_\mu \partial_\nu \psi \right)
\]

\[
= - \int d^d x \sqrt{-\gamma} U_* (\Phi + \chi) R^{(d)} + ...
\]

(C.31)

which agrees with the Ricci term in the non-linear calculation. To the linear order,

\[
R^{(d)} = -2(d-1) e^{-2A} \eta_{\mu\nu} \partial_\mu \partial_\nu \psi + ...
\]

(C.32)

for \( \gamma_{\mu\nu} = e^{2(A+\psi)} \eta_{\mu\nu} \).

Therefore, the covariantization of the linear result gives us the same bare on-shell action as the non-linear calculation

\[
S_{\text{on-shell}}^\zeta = - \int d^d x e^{dA} \left[ \left( U_* \chi \right) \left( -2(d-1) e^{-2A} \eta_{\mu\nu} \partial_\mu \partial_\nu \psi \right) + \left( \frac{W}{W'} U_* \right) \frac{1}{2} e^{-2A} \eta_{\mu\nu} \partial_\mu \chi \partial_\nu \chi + ...ight]
\]

\[
\rightarrow - \int d^d x \sqrt{-\gamma} \left( U_* R + \frac{W}{W'} U_* \right) \frac{1}{2} \gamma_{\mu\nu} \partial_\mu \phi \partial_\nu \phi + ...
\]

(C.33)
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