Existence of density for the stochastic wave equation with space-time homogeneous Gaussian noise
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Abstract

In this article, we consider the stochastic wave equation on \( \mathbb{R}_+ \times \mathbb{R}^d \), in spatial dimension \( d = 1 \) or \( d = 2 \), driven by a linear multiplicative space-time homogeneous Gaussian noise whose temporal and spatial covariance structure are given by locally integrable functions \( \gamma \) (in time) and \( f \) (in space), which are the Fourier transforms of tempered measures \( \nu \) on \( \mathbb{R} \), respectively \( \mu \) on \( \mathbb{R}^d \). Our main result shows that the law of the solution \( u(t, x) \) of this equation is absolutely continuous with respect to the Lebesgue measure, provided that the spatial spectral measure \( \mu \) satisfies an integrability condition which ensures that the sample paths of the solution are Hölder continuous.
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1 Introduction

In this article, we study the absolute continuity of the law of the solution to the stochastic wave equation with linear multiplicative noise, in spatial dimension \( d = 1 \) or \( d = 2 \):

\[
\begin{aligned}
\frac{\partial^2 u}{\partial t^2}(t, x) &= \Delta u(t, x) + u(t, x)\dot{W}(t, x), \quad t > 0, x \in \mathbb{R}^d, \\
u(0, x) &= 1, \quad x \in \mathbb{R}^d, \\
\frac{\partial u}{\partial t}(0, x) &= 0, \quad x \in \mathbb{R}^d.
\end{aligned}
\]
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The noise $W$ is given by a zero-mean Gaussian process $\{W(\varphi); \varphi \in D(\mathbb{R}^{d+1})\}$ defined on a complete probability space $(\Omega, \mathcal{F}, P)$, with covariance
\[
\mathbb{E}[W(\varphi_1)W(\varphi_2)] = \int_{\mathbb{R}^d \times \mathbb{R}^d} \gamma(t-s)f(x-y)\varphi_1(t,x)\varphi_2(s,y)dxdydt =: J(\varphi_1, \varphi_2),
\]
where $\gamma : \mathbb{R} \to [0, \infty]$ and $f : \mathbb{R}^d \to [0, \infty]$ are continuous, symmetric, locally integrable functions, such that
\[
\gamma(t) < \infty \quad \text{if and only if} \quad t \neq 0;
\]
\[
f(x) < \infty \quad \text{if and only if} \quad x \neq 0.
\]
Here $D(\mathbb{R}^{d+1})$ is the space of $C^\infty$-functions on $\mathbb{R}^{d+1}$ with compact support. We denote by $\mathcal{H}$ the completion of $D(\mathbb{R}^{d+1})$ with respect to $\langle \cdot, \cdot \rangle_\mathcal{H}$ defined by $\langle \varphi_1, \varphi_2 \rangle_\mathcal{H} = J(\varphi_1, \varphi_2)$.

We assume that $f$ is non-negative-definite (in the sense of distributions), i.e.
\[
\int_{\mathbb{R}^d} (\varphi \ast \widetilde{\varphi})(x)f(x)dx \geq 0, \quad \text{for all} \quad \varphi \in \mathcal{S}(\mathbb{R}^d),
\]
where $\widetilde{\varphi}(x) = \varphi(-x)$ and $\mathcal{S}(\mathbb{R}^d)$ is the space of rapidly decreasing $C^\infty$-functions on $\mathbb{R}^d$. By the Bochner-Schwartz theorem, there exists a tempered measure $\mu$ on $\mathbb{R}^d$ such that $f = F\mu$, where $F\mu$ denotes the Fourier transform of $\mu$ in the space $\mathcal{S}'(\mathbb{R}^d)$ of $\mathbb{C}$-valued tempered distributions on $\mathbb{R}^d$. We emphasize that this does not mean that $f(x) = \int_{\mathbb{R}^d} e^{-i\xi \cdot x} \mu(d\xi)$ for all $x \in \mathbb{R}^d$, since $\mu$ may be an infinite measure. It means that
\[
\int_{\mathbb{R}^d} f(x)\varphi(x)dx = \int_{\mathbb{R}^d} F\varphi(x)\mu(d\xi) \quad \text{for all} \quad \varphi \in \mathcal{S}(\mathbb{R}^d),
\]
where $\mathcal{S}(\mathbb{R}^d)$ is the space of $\mathbb{C}$-valued rapidly decreasing $C^\infty$-functions on $\mathbb{R}^d$, and $F\varphi(x) = \int_{\mathbb{R}^d} e^{-i\xi \cdot x} \varphi(x)dx$ is the Fourier transform of $\varphi$. Here $\xi \cdot x$ denotes the scalar product in $\mathbb{R}^d$. Similarly, we assume that $\gamma$ is non-negative-definite (in the sense of distributions), and so there exists a tempered measure $\nu$ on $\mathbb{R}$ such that $\gamma = F\nu$ in $\mathcal{S}'(\mathbb{R})$.

We denote by $G$ the fundamental solution of the wave equation on $\mathbb{R}^d$:
\[
G(t, x) = \frac{1}{2}1_{\{|x| \leq t\}} \quad \text{if} \quad d = 1 \quad \text{and} \quad G(t, x) = \frac{1}{2\pi} \frac{1}{\sqrt{t^2 - |x|^2}} 1_{\{|x| \leq t\}} \quad \text{if} \quad d = 2,
\]
where $| \cdot |$ denotes the Euclidean norm if $d = 2$. We recall from [2] the definition of the solution, referring to Section 3 below for the precise definition of the Skorohod integral.

**Definition 1.1.** We say that a process $u = \{u(t, x); t \geq 0, x \in \mathbb{R}^d\}$ with $u(0, x) = 1$ for all $x \in \mathbb{R}^d$ is a (mild Skorohod) solution of equation (1) if $u$ has a measurable modification (denoted also by $u$) such that $\sup_{t \in [0, T]} \mathbb{E}|u(t, x)|^2 < \infty$ for all $T > 0$, and for any $t > 0$ and $x \in \mathbb{R}^d$, the following equality holds in $L^2(\Omega)$:
\[
u(t, x) = 1 + \int_0^t \int_{\mathbb{R}^d} G(t-s, x-y)u(s, y)W(\delta s, \delta y),
\]
where the stochastic integral is understood in the Skorohod sense, and the process $\nu(t, x) = \{\nu^{(t, x)}(s, y) = 1_{[0, t]}(s)G(t-s, x-y)u(s, y); s \geq 0, y \in \mathbb{R}^d\}$ is Skorohod integrable.
In [2], it was proved that equation (1) has a unique solution in any spatial dimension \(d\), provided that the spatial spectral measure \(\mu\) of the noise satisfies Dalang’s condition:

\[
\int_{\mathbb{R}^d} \frac{1}{1 + |\xi|^2} \mu(d\xi) < \infty.
\]  

(3)

Condition (3) was introduced simultaneously in articles [7] and [26], and plays a crucial role in the study of stochastic partial differential equations (SPDEs) with spatially homogeneous Gaussian noise (see for instance [7, 25, 23, 14] for a sample of relevant references). Owing to Remark 10(b) in [7], note that (3) holds automatically if \(d = 1\), and if \(d = 2\), (3) is equivalent to

\[
\int_{0 <|x|<1} f(x) \log\left(\frac{1}{|x|}\right) \, dx < \infty.
\]

The problem of absolute continuity of the law and smoothness of the density for the solution of an SPDE goes back to article [6], in which the authors studied the equation:

\[
Lu(t, x) = \sigma(u(t, x)) \dot{W}(t, x) + b(u(t, x))
\]  

(4)

with space-time white noise \(W\), smooth functions \(\sigma\) and \(b\), and \(L\) the wave operator on \(\mathbb{R}_+ \times I\), for an interval \(I \subset \mathbb{R}\) which could be bounded, semi-bounded, or even \(\mathbb{R}\), with Dirichlet boundary conditions when \(I\) has a finite endpoint. These authors showed that the mild solution (defined similarly to (2) using the Green function of the wave operator) coincides with the weak solution (defined using integration against test functions) and proved that this solution has a smooth density. In [24], [4] and [20], it was shown that the same property holds for equation (4) in which \(L\) is replaced by the heat operator on \(\mathbb{R}_+ \times [0, 1]\), with Dirichlet (respectively Neumann) boundary conditions. (In this case, the fact that the mild and weak solutions coincide was known from Walsh’ lecture notes [32].)

In the recent years, several authors revisited the problem of existence and smoothness of density for the mild solution of an SPDE of form (4) on the entire space \(\mathbb{R}^d\), with Lipschitz functions \(\sigma\) and \(b\), driven by the more general Gaussian noise introduced in [8, 7]. This noise is spatially homogeneous (with spatial spectral measure \(\mu\) as above), but white in time, i.e. blue has temporal covariance structure given formally by the Dirac distribution at 0. The function \(\sigma\) is assumed to satisfy the condition:

\[
|\sigma(x)| \geq c > 0 \quad \text{for all } x \in \mathbb{R}.
\]  

(5)

We refer the reader to [19] for the wave equation in spatial dimension \(d = 2\), [23] for the heat equation in any dimension \(d\) and the wave equation in dimension \(d = 1, 2, 3\) (see also [18, 28, 29]), and [30, 31] for the wave equation in dimension \(d \geq 4\).

In the case of the space-time Gaussian noise which is colored in time (i.e. has temporal covariance structure given by a non-negative-definite locally integrable function \(\gamma\) as above), all references related to the problem of existence and smoothness of the density of the law of the solution focus on the stochastic heat equation with linear multiplicative noise (i.e. \(\sigma(x) = x\) and \(b = 0\)):

\[
\frac{\partial u}{\partial t}(t, x) = \frac{1}{2} \Delta u(t, x) + u(t, x) \dot{W}(t, x), \quad t > 0, \, x \in \mathbb{R}^d,
\]  

(6)
with initial condition \( u(0, x) = u_0(x) \), where \( u_0 \) is a continuous bounded function. In this case, the noise is not a martingale in time, and the techniques of Itô stochastic integration cannot be used. This leads to several types of solution: the *mild Skorohod solution* defined similarly to (2) using the Stratonovich integral involving the Green function \( G_h \) of the heat operator, the *mild Stratonovich solution* defined using a Stratonovich-type integral of the same term as in (2) involving \( G_h \), and the *weak solution* defined using Stratonovich integration against test functions. According to some well-known criteria from Malliavin calculus, to show that \( u(t, x) \) has a density it is enough to prove that
\[
\|Du(t, x)\|_H > 0 \quad \text{a.s.,}
\]
and this density is smooth if \( u(t, x) \) is infinitly differentiable in the Malliavin sense and
\[
\mathbb{E}\|Du(t, x)\|^{-2p}_H < \infty \quad \text{for all} \quad p > 0.
\]

In [13], it was proved that relation (8) holds for the weak solution of (6), if the covariance functions of the noise are given by \( \gamma(t) = \rho_H(t) := H(2H - 1)|t|^{2H-2} \) and \( f(x) = \prod_{i=1}^d \rho_{H_i}(x_i) \) with parameters \( H, H_1, \ldots, H_d \in (1/2, 1) \). This result was obtained using the Feynman-Kac (FK) representation of the weak solution, which holds only when the parameters of the noise satisfy the condition \( 2H + \sum_{i=1}^d H_i > d + 1 \). Under the same condition, it might be possible to prove that the mild Skorohod solution of equation (6) satisfies (8), using the FK formula of this solution given in [13]. In the case of general covariance functions \( \gamma \) and \( f \), the authors of [11] established the FK formula for the mild Stratonovich solution to equation (6), assuming that \( 0 \leq \gamma(t) \leq C\beta|t|^{-(1-\beta)} \) and
\[
\int_{\mathbb{R}^d} \left( \frac{1}{1 + |\xi|^2} \right)^\beta \mu(d\xi) < \infty,
\]
for some \( \beta \in (0, 1) \) and \( C_\beta > 0 \). Under this assumption, it may be possible to show that the mild Stratonovich solution satisfies relation (8). In the recent preprint [12], it was proved that the mild Skorohod solution \( u(t, x) \) to equation (6) satisfies (8) by deriving estimates for the small ball probability \( P(\|Du(t, x)\|_H \leq a) \) as \( a \to 0^+ \). This was proved using an FK formula for the regularized solution of the equation, and assuming that the noise is white in either space or time, or \( c_1 t^{\alpha_0} \leq \gamma(t) \leq c_2 t^{-\alpha_0} \) for all \( t \in \mathbb{R} \), for some \( c_0 > 0 \) and \( \alpha_0 \in [0, 1) \), and \( f \) satisfies the scaling property \( f(cx) \leq c^{-\alpha} f(x) \) for all \( c > 0 \) and \( x \in \mathbb{R}^d \), for some \( \alpha \in (0, 2) \). In addition, these authors assume that \( \gamma = \gamma_0 * \gamma_0 \) and \( f = f_0 * f_0 \) for some functions \( \gamma_0 \) and \( f_0 \).

In the present article, we will prove the absolute continuity of the law of the solution to the wave equation (1) with space-time homogeneous Gaussian noise. Surprisingly, we are able to do this assuming only that the spatial spectral measure \( \mu \) satisfies (9), without any additional constraints on \( \gamma \). For the wave equation, it is not known if there is a FK formula for the solution. Our method for proving (7) is similar to the one used in [23] for the white noise in time. Since \( \sigma(x) = x \) fails to satisfy condition (5), we will prove (7) by localizing on the event \( \Omega_m = \{|u(t, x)| > m^{-1}\} \) and let \( m \to \infty \). A closer look at the inner product in \( H \) reveals that it is enough to prove that (see Corollary 2.4 below):
\[
\int_0^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D_{r,z} u(t, x) D_{r',z'} u(t, x) f(z - z') dz dz' dr > 0 \quad \text{a.s. on} \quad \Omega_m.
\]
For this, we will show that the process \( \{ D_{r,z}u(t,x); r \in [0,t], z \in \mathbb{R}^d \} \) has a jointly measurable modification and satisfies a certain integral equation involving a Hilbert-space valued Skorohod integral. As shown in Section 3 below, the proofs of these facts contain some of the main technical difficulties encountered throughout the article, which are mainly due to the time-space correlation of the underlying noise.

We suppose that the following assumption holds, which is important for describing the space \( \mathcal{H} \) and its inner product, as shown by Theorem 2.3 below.

Assumption A. \( \mu(d\xi) = (2\pi)^{-d} g(\xi)d\xi, \nu(d\tau) = (2\pi)^{-1} h(\tau)d\tau \) and \( 1/(hg)1_{\{hg>0\}} \) is a slow growth (or tempered) function, i.e. there exists an integer \( k \geq 1 \) such that

\[
\int_{\{hg>0\}} \left( \frac{1}{1 + \tau^2 + |\xi|^2} \right)^k \frac{1}{h(\tau)g(\xi)}d\tau d\xi < \infty.
\]

Our basic example is \( \gamma(t) = H(2H-1)|t|^{2H-2} \) with \( 1/2 < H < 1 \) and \( f \) is the Riesz kernel of order \( \alpha \), i.e. \( f(x) = |x|^{-d+\alpha} \) with \( 0 < \alpha < d \). In this case, \( h(\tau) = |\tau|^{2H-1} \) and \( g(\xi) = c_{\alpha,d}|\xi|^{-\alpha} \) for some constant \( c_{\alpha,d} > 0 \) depending on \( \alpha \) and \( d \). Assumption A is satisfied for this example.

The following theorem is the main result of the present article.

**Theorem 1.2.** If Assumption A holds and the spatial spectral density \( \mu \) satisfies (9) for some \( \beta \in (0,1) \), then the restriction of the law of the random variable \( u(t,x)1_{\{u(t,x)\neq 0\}} \) to the set \( \mathbb{R}\setminus\{0\} \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}\setminus\{0\} \).

Condition (9) is used to ensure the Hölder continuity of the sample paths of the solution, which was established in [2] and is an essential component of our proof. The same idea was used in [4] to get a suitable lower bound for the dominant term of the Malliavin matrix of the solution. These authors also used the Hölder continuity of the sample paths of the solution to prove that the law of the solution has a smooth density. Moreover, in [9], it was proved that (9) ensures the Hölder continuity of the sample paths of the solution of a general SPDE with white noise in time, and that this condition is optimal when the spatial covariance function of the noise is given by the Riez kernel. We believe that this condition is also optimal for the colored noise in time, and it may not be possible to obtain the absolute continuity of the solution assuming only Dalang’s condition (3).

This article is organized as follows. In Section 2, we characterize the space \( \mathcal{H} \) and its inner product. In Section 3, we review some basic elements of Malliavin calculus, we prove that the solution to equation (1) is infinitely differentiable in the Malliavin sense, and examine some properties of its Malliavin derivative. In Section 4, we give the proof of Theorem 1.2. In Appendix A, we discuss a Parseval-type identity, while in Appendix B we give a criterion for the existence of a measurable modification of a random field. Both these results are used in the present article.

## 2 Characterization of the space \( \mathcal{H} \)

In this section, we provide an alternative definition of the inner product in \( \mathcal{H} \) in terms of the Fourier transform in the space variable, and we give a characterization of the space...
the symmetry of the measures \( \nu \) is not needed for this result.

In the present article, because it allows us to focus on (10), instead of (7).

Note that, by the definition of the measure \( \mu \), for any \( \varphi_1, \varphi_2 \in S_C(\mathbb{R}^d) \)

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)\varphi_1(x)\overline{\varphi_2(y)}dx dy = \int_{\mathbb{R}^d} \mathcal{F}\varphi_1(\xi)\mathcal{F}\varphi_2(\xi)\mu(d\xi). \tag{11}
\]

Similarly, for any \( \phi_1, \phi_2 \in S_C(\mathbb{R}) \)

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} \gamma(t-s)\phi_1(t)\overline{\phi_2(s)}dt ds = \int_{\mathbb{R}} \mathcal{F}\phi_1(\tau)\mathcal{F}\phi_2(\tau)\nu(d\tau). \tag{12}
\]

Building upon a remarkable result borrowed from [17], in Appendix A, we show that relation (11) holds for any functions \( \varphi_1, \varphi_2 \in L^1_C(\mathbb{R}^d) \) whose absolute values have “finite energy” with respect to the kernel \( f \). This fact is used in the proof of Lemma 3.1 below.

By Lemma 2.1 of [2], for any \( \varphi_1, \varphi_2 \in \mathcal{D}(\mathbb{R}^{d+1}) \),

\[
\langle \varphi_1, \varphi_2 \rangle_{\mathcal{H}} = \int_{\mathbb{R}^{d+1}} \mathcal{F}\varphi_1(\tau, \xi)\overline{\mathcal{F}\varphi_2(\tau, \xi)}\nu(d\tau)\mu(d\xi), \tag{13}
\]

where \( \mathcal{F} \) denotes the Fourier transform in both variables \( t \) and \( x \).

Similarly to [16, 5], we consider the space:

\[ \mathcal{U} = \{ S \in \mathcal{S}'(\mathbb{R}^{d+1}); \mathcal{F}S \text{ is a (measurable) function and } \int_{\mathbb{R}^{d+1}} |\mathcal{F}S(\tau, \xi)|^2\nu(d\tau)\mu(d\xi) < \infty \}. \]

The space \( \mathcal{U} \) is endowed with the inner product

\[
\langle S_1, S_2 \rangle_{\mathcal{U}} := \int_{\mathbb{R}^{d+1}} \mathcal{F}S_1(\tau, \xi)\overline{\mathcal{F}S_2(\tau, \xi)}\nu(d\tau)\mu(d\xi).
\]

By (13), \( \langle \varphi_1, \varphi_2 \rangle_{\mathcal{H}} = \langle \varphi_1, \varphi_2 \rangle_{\mathcal{U}} \) for any \( \varphi_1, \varphi_2 \in \mathcal{D}(\mathbb{R}^{d+1}) \). We denote \( \|S\|_{\mathcal{U}}^2 = \langle S, S \rangle_{\mathcal{U}} \).

Note that if \( S \in \mathcal{S}'(\mathbb{R}^{d+1}) \) is such that \( \mathcal{F}S \) is a function, then

\[
\mathcal{F}S(-\tau, -\xi) = \overline{\mathcal{F}S(\tau, \xi)} \quad \text{for almost all } (\tau, \xi) \in \mathbb{R} \times \mathbb{R}^d. \tag{14}
\]

The proof of this fact is very similar to that of Lemma 3.1 of [16]. This property and the symmetry of the measures \( \nu \) and \( \mu \) imply that \( \langle \cdot, \cdot \rangle_{\mathcal{U}} \) is a well-defined \( \mathbb{R} \)-valued inner product, provided that we identify two elements \( S_1 \) and \( S_2 \) such that \( \|S_1 - S_2\|_{\mathcal{U}} = 0 \).

We let \( L^2_C(\nu \times \mu) \) be the space of functions \( v : \mathbb{R}^{d+1} \to \mathbb{C} \) such that

\[
\int_{\mathbb{R}^{d+1}} |v(\tau, \xi)|^2\nu(d\tau)\mu(d\xi) < \infty,
\]

and \( \tilde{L}^2_C(\nu \times \mu) \) be the subset of \( L^2_C(\nu \times \mu) \) consisting of functions \( v \) such that \( v(-\tau, -\xi) = \overline{v(\tau, \xi)} \) for almost all \( (\tau, \xi) \in \mathbb{R} \times \mathbb{R}^d \).

The next result generalizes Theorem 3.2 of [16] to higher dimensions. Assumption A is not needed for this result.
Theorem 2.1. The space $\mathcal{D}(\mathbb{R}^{d+1})$ is dense in $\mathcal{U}$, with respect to $\langle \cdot , \cdot \rangle_\mathcal{U}$, and hence $\mathcal{U}$ is included in $\mathcal{H}$. Moreover, $\langle S_1, S_2 \rangle_\mathcal{U} = \langle S_1, S_2 \rangle_\mathcal{H}$ for any $S_1, S_2 \in \mathcal{U}$.

Proof. We only need to prove that $\mathcal{D}(\mathbb{R}^{d+1})$ is dense in $\mathcal{U}$, with respect to $\langle \cdot , \cdot \rangle_\mathcal{U}$, i.e. for any $S \in \mathcal{U}$, there exists a sequence $(\varphi_n)_{n \geq 1} \subset \mathcal{D}(\mathbb{R}^{d+1})$ such that $\|\varphi_n - S\|_\mathcal{U} \to 0$ as $n \to \infty$. For this, it suffices to prove that

$$\mathcal{F}(\mathcal{D}(\mathbb{R}^{d+1})) \text{ is dense in } L^2_C(\nu \times \mu),$$

where $\mathcal{F}(\mathcal{D}(\mathbb{R}^{d+1}))$ is the image of $\mathcal{D}(\mathbb{R}^{d+1})$ under the Fourier transform, and $L^2_C(\nu \times \mu)$ is endowed with the topology of $L^2(\nu \times \mu)$. (To see this, let $S \in \mathcal{U}$ be arbitrary. Since $\mathcal{F}S \in \widetilde{L}^2_C(\nu \times \mu)$, there exists a sequence $(\varphi_n)_{n \geq 1} \subset \mathcal{D}(\mathbb{R}^{d+1})$ such that $\|\mathcal{F}\varphi_n - \mathcal{F}S\|_{L^2_C(\nu \times \mu)} = \|\varphi_n - S\|_\mathcal{U} \to 0$ as $n \to \infty$.)

It remains prove (15). First, we claim that

$$\mathcal{F}(\mathcal{D}_C(\mathbb{R}^{d+1})) \text{ is dense in } L^2_C(\nu \times \mu).$$

Indeed, this is an extension of Theorem 4.1 in [15], which is proved as follows. First, $\mathcal{F}(\mathcal{D}_C(\mathbb{R}^{d+1}))$ is dense in $\mathcal{S}_C(\mathbb{R}^{d+1})$, because the Fourier transform defines an homeomorphism from $\mathcal{S}_C(\mathbb{R}^{d+1})$ onto itself. Secondly, using that $\nu$ and $\mu$ are tempered measures, one obtains that $\mathcal{S}_C(\mathbb{R}^{d+1}) \subset L^2_C(\nu \times \mu)$ and that convergence in $\mathcal{S}_C(\mathbb{R}^{d+1})$ implies convergence in $L^2_C(\nu \times \mu)$. These two facts imply the third one, namely $\mathcal{F}(\mathcal{D}_C(\mathbb{R}^{d+1}))$ is dense in $\mathcal{S}_C(\mathbb{R}^{d+1})$ with respect to the topology of $L^2_C(\nu \times \mu)$. Finally, the conclusion follows by observing that $\mathcal{S}_C(\mathbb{R}^{d+1})$ is dense in $L^2_C(\nu \times \mu)$, since $\mathcal{D}_C(\mathbb{R}^{d+1})$ is so. This proves (16).

We now prove (15). Let $v \in \widetilde{L}^2_C(\nu \times \mu)$ be arbitrary. By (16), there exists a sequence $(\varphi_n)_{n \geq 1}$ in $\mathcal{D}_C(\mathbb{R}^{d+1})$ such that $\mathcal{F}\varphi_n \to v$ in $L^2_C(\nu \times \mu)$. Note that this implies that the following limits hold in $L^2(\nu \times \mu)$:

$$\lim_{n \to \infty} \text{Re}(\mathcal{F}\varphi_n) = \text{Re}(v) \quad \text{and} \quad \lim_{n \to \infty} \text{Im}(\mathcal{F}\varphi_n) = \text{Im}(v).$$

Let us construct a sequence $(\psi_n)_{n \geq 1}$ in $\mathcal{D}(\mathbb{R}^{d+1})$ such that $\mathcal{F}\psi_n \to v$ in $L^2_C(\nu \times \mu)$. For this, we will use the following notation. Namely, for any $\mathbb{C}$-valued function $\kappa$, $e(\kappa) := \frac{1}{2}(\kappa + \bar{\kappa})$ and $o(\kappa) := \frac{1}{2}(\kappa - \bar{\kappa})$ denote the even and odd parts of $\kappa$, respectively.

Since $v$ belongs to $\widetilde{L}^2_C(\nu \times \mu)$, we have that $\text{Re}(v)$ is an even function and $\text{Im}(v)$ is an odd function. Here, we say that a function $g$ is even if $g(-x) = g(x)$ for almost all $x \in \mathbb{R}^{d+1}$ and is odd if $g(-x) = -g(x)$ for almost all $x \in \mathbb{R}^{d+1}$. These properties, together with the symmetry of the measures $\nu$ and $\mu$, imply that the following limits hold in $L^2(\nu \times \mu)$:

$$\lim_{n \to \infty} e(\text{Re}(\mathcal{F}\varphi_n)) = \text{Re}(v) \quad \text{and} \quad \lim_{n \to \infty} o(\text{Im}(\mathcal{F}\varphi_n)) = \text{Im}(v).$$

Define $\psi_n := \mathcal{F}^{-1}(e(\text{Re}(\mathcal{F}\varphi_n)) + io(\text{Im}(\mathcal{F}\varphi_n)))$. Then, $\psi_n$ is a real function, belongs to $\mathcal{D}(\mathbb{R}^{d+1})$ and, by construction, $\mathcal{F}\psi_n \to v$ in $L^2_C(\nu \times \mu)$. \qed

The following result not only generalizes Theorem 3.4 of [16] to higher dimensions, but also specifies the necessary and sufficient condition for the completeness of $\mathcal{U}$. This result is an immediate consequence of Theorem 3.5.(2) of [5], applied to the space $\mathbb{R}^{d+1}$ and the measure $F = \nu \times \mu$. 
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Theorem 2.2. Assume that \( \mu(\xi) = (2\pi)^{-d}g(\xi)d\xi \) and \( \nu(d\tau) = (2\pi)^{-1}h(\tau)d\tau \). Then \( \mathcal{U} \) is complete if and only if for any function \( \varphi \in L^2_C(\nu \times \mu) \) there exists an integer \( k \geq 1 \) such that
\[
\int_{\{h>0,g>0\}} \left( \frac{1}{1 + \tau^2 + |\xi|^2} \right)^k |\varphi(\tau,\xi)| d\tau d\xi < \infty.
\]
In particular, \( \mathcal{U} \) is a complete if \( 1/(hg)1_{\{hg>0\}} \) is a slow growth function.

Combining Theorems 2.1 and 2.2, we obtain the following result, which can be viewed as a generalization of Theorem 3.5 of [16] to higher dimensions.

Theorem 2.3. If Assumption A holds, then \( \mathcal{H} \) coincides with the space \( \mathcal{U} \). Moreover, for any \( S_1, S_2 \in \mathcal{H} \),
\[
\langle S_1, S_2 \rangle_{\mathcal{H}} = \int_{\mathbb{R}^{d+1}} FS_1(\tau, \xi)\overline{FS_2(\tau, \xi)} \nu(d\tau)\mu(d\xi).
\]

Corollary 2.4. If Assumption A holds and \( S \) is a measurable function on \( \mathbb{R}_+ \times \mathbb{R}^d \) such that \( S \in \mathcal{H} \) and
\[
I := \int_0^\infty \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} S(t,x)f(x-y)S(t,y)dxdydt > 0,
\]
then \( \|S\|_{\mathcal{H}} > 0 \).

Proof. Suppose that \( \|S\|_{\mathcal{H}} = 0 \). By Theorem 2.3, \( FS(\tau, \xi) = 0 \) for almost all \( (\tau, \xi) \in \mathbb{R} \times \mathbb{R}^d \). Hence \( S(t,x) = 0 \) for almost all \( t > 0 \) and \( x \in \mathbb{R}^d \), i.e. there exists a Borel set \( N \subset \mathbb{R}_+ \times \mathbb{R}^d \) with \( \lambda_{d+1}(N) = 0 \) such that \( S(t,x) = 0 \) for all \( (t,x) \notin N \), where \( \lambda_{d+1} \) denotes the Lebesgue measure on \( \mathbb{R}^{d+1} \). Therefore,
\[
I = \int_0^\infty \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} 1_M(t,x,y)S(t,x)f(x-y)S(t,y)dxdydt,
\]
where \( M = \{(t,x,y) \in \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^d; (t,x) \notin N, (t,y) \notin N\} \).

Let \( N_t = \{x \in \mathbb{R}^d; (t,x) \notin N\} \) be the section of the set \( N \) at point \( t > 0 \). By Fubini’s theorem, \( \lambda_{d+1}(N) = \int_0^\infty \lambda_d(N_t)dt \). Since \( \lambda_{d+1}(N) = 0 \), we infer that \( \lambda_d(N_t) = 0 \) for almost all \( t > 0 \). Note that the section of the set \( M \) at point \( t \) is \( M_t = \{(x,y) \in \mathbb{R}^d \times \mathbb{R}^d; (t,x,y) \in M\} = N_t \times N_t \), and its Lebesgue measure is \( \lambda_{2d}(M_t) = \lambda_d^2(N_t) = 0 \) for almost all \( t > 0 \). By applying Fubini’s theorem again, we infer that \( \lambda_{2d+1}(M) = \int_0^\infty \lambda_{2d}(M_t)dt = 0 \). This shows that \( I = 0 \), which contradicts (17).

3 Malliavin Derivative of the Solution

In this section, we examine some properties of the Malliavin derivative \( Du(t,x) \) of the solution \( u(t,x) \) to equation (1). In particular, we show that \( Du(t,x) \) satisfies a certain integral equation, which is slightly different than the equation given by Theorem 6.7 of [1].

We recall some basic elements of Malliavin calculus. We refer the reader to [22] for more details. Any random variable \( F \in L^2(\Omega) \) which is measurable with respect to the
σ-field generated by \( \{W(\varphi); \varphi \in \mathcal{H}\} \) admits the representation \( F = \sum_{n \geq 0} J_n F \) where \( J_n F \) is the projection of \( F \) on the \( n \)-th Wiener chaos space \( \mathcal{H}_n \) for \( n \geq 1 \), and \( J_0 F = \mathbb{E}(F) \). We denote by \( I_n \) the multiple integral of order \( n \) with respect to \( W \), which is a linear continuous operator from \( \mathcal{H} \otimes n \) onto \( \mathcal{H}_n \).

Let \( S \) be the class of “smooth” random variables, i.e. random variables of the form \( F = f(W(\varphi_1), \ldots, W(\varphi_n)) \), where \( n \geq 1 \), \( \varphi_1, \ldots, \varphi_n \in \mathcal{H} \) and \( f \) is in the set \( C^\infty_b(\mathbb{R}^n) \) of bounded infinitely differentiable functions on \( \mathbb{R}^n \) whose partial derivatives are bounded. The Malliavin derivative of a random variable \( F \) of this form is the \( \mathcal{H} \)-valued random variable given by:

\[
DF = \sum_{i=1}^n \frac{\partial f}{\partial x_i}(W(\varphi_1), \ldots, W(\varphi_n))\varphi_i.
\]

We let \( \mathbb{D}^{1,2} \) be the completion of \( S \) with respect to the norm \( \|F\|_{1,2} = (\mathbb{E}|F|^2 + \mathbb{E}\|DF\|_{\mathcal{H}}^2)^{1/2} \).

Similarly, the iterated derivative \( D^k F \) can be defined as a \( \mathcal{H}^{\otimes k} \)-valued random variable, for any natural number \( k \geq 1 \). For any \( p > 1 \), let \( \mathbb{D}^{k,p} \) be the completion of \( S \) with respect to the norm

\[
\|F\|_{k,p} = \left( \mathbb{E}|F|^p + \sum_{j=1}^k \mathbb{E}\|D^j F\|_{\mathcal{H}^\otimes j}^p \right)^{1/p}.
\]

It can be proved that: (see p. 28 of [22])

\[
F \in \mathbb{D}^{k,2} \quad \text{if and only if} \quad \sum_{n \geq 1} n^k \mathbb{E}|J_n F|^2 < \infty.
\]

For \( p > 1 \), it can be shown that

\[
F \in \mathbb{D}^{k,p} \quad \text{if} \quad \sum_{n \geq 1} n^{k/2}(p-1)^{n/2}(\mathbb{E}|J_n F|^2)^{1/2} < \infty \quad (18)
\]

(see p. 28 of [1]).

The divergence operator \( \delta \) is defined as the adjoint of the operator \( D \). The domain of \( \delta \), denoted by \( \text{Dom} \delta \), is the set of \( u \in L^2(\Omega; \mathcal{H}) \) such that

\[
|\mathbb{E}\langle DF, u \rangle_\mathcal{H}| \leq c(\mathbb{E}|F|^2)^{1/2}, \quad \forall F \in \mathbb{D}^{1,2},
\]

where \( c \) is a constant depending on \( u \). If \( u \in \text{Dom} \delta \), then \( \delta(u) \) is the element of \( L^2(\Omega) \) characterized by the following duality relation:

\[
\mathbb{E}(F\delta(u)) = \mathbb{E}\langle DF, u \rangle_\mathcal{H}, \quad \forall F \in \mathbb{D}^{1,2}.
\]

(20)

If \( u \in \text{Dom} \delta \), we will use the notation

\[
\delta(u) = \int_0^\infty \int_{\mathbb{R}^d} u(t, x)W(\delta t, \delta x),
\]

even if \( u \) is not a function in \( (t, x) \), and we say that \( \delta(u) \) is the Skorohod integral of \( u \) with respect to \( W \).
We return now to the solution $u$ of equation (1). From [2], we know that $u(t,x)$ has the Wiener chaos expansion

$$u(t,x) = 1 + \sum_{n\geq 1} I_n(f_n(\cdot,t,x)),$$

where $I_n$ is the multiple Wiener integral of order $n$ with respect to $W$, and

$$f_n(t_1,x_1,\ldots,t_n,x_n,t,x) = G(t-t_n,x-x_n)\cdots G(t_2-t_1,x_2-x_1)1_{\{0<t_1<\ldots<t_n<t\}}.$$  

It follows that

$$\mathbb{E}|u(t,x)|^2 = \sum_{n\geq 0} \frac{1}{n!} \alpha_n(t),$$

where $\alpha_n(t) = (n!)^2 \|f_n(\cdot,t,x)\|^2_{\mathcal{H}^n}$ and $\tilde{f}_n(\cdot,t,x)$ is the symmetrization of $f_n(\cdot,t,x)$.

In Section 6 of [1], it was proved that if $f(x) = |x|^{-\alpha}$ with $\alpha \in (0,d)$ and $\gamma(t) = H(2H-1)|t|^{2H-2}$ with $1/2 < H < 1$, then for any integer $k \geq 1$ and for any $p > 1$,

$$u(t,x) \in \mathbb{D}^{k,p}.$$  

We will now extend this result to general functions $f$ and $\gamma$.

We begin with a maximum principle, which is a refinement of Lemma 4.2 of [2], specific to the cases $d = 1$ and $d = 2$. Its proof is based on a Parseval-type identity given in Appendix A.

**Lemma 3.1.** If $G$ is the fundamental solution of the wave equation in spatial dimension $d = 1$ or $d = 2$, then

$$\sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}G(t,\cdot)(\xi + \eta)|^2 \mu(d\xi) = \int_{\mathbb{R}^d} |\mathcal{F}G(t,\cdot)(\xi)|^2 \mu(d\xi).$$

**Proof.** We denote by $\mathcal{E}_f(\varphi)$ the energy of $\varphi$ with respect to $f$ given by (56) (Appendix A). Note that $G(t,\cdot)$ is a non-negative integrable function with $\int_{\mathbb{R}^d} G(t,x)dx = t$ and

$$\mathcal{E}_f(G(t,\cdot)) = \int_{\mathbb{R}^d} \left( G(t,\cdot) \ast G(t,\cdot) \right)(x)f(x)dx = \int_{\mathbb{R}^d} |\mathcal{F}G(t,\cdot)(\xi)|^2 \mu(d\xi) < \infty.$$  

For any $\eta \in \mathbb{R}^d$, we let $G_\eta(t,x) = e^{-ix\cdot\eta}G(t,x)$. Then $G_\eta(t,\cdot) \in L^1_{\mathcal{C}}(\mathbb{R}^d)$ and

$$\mathcal{E}_f(|G_\eta(t,\cdot)|) = \int_{\mathbb{R}^d} \left( |G_\eta(t,\cdot)| \ast |G_\eta(t,\cdot)| \right)(x)f(x)dx$$

$$\leq \int_{\mathbb{R}^d} \left( G(t,\cdot) \ast G(t,\cdot) \right)(x)f(x)dx = \mathcal{E}_f(G(t,\cdot)) < \infty.$$  

Moreover, $\mathcal{F}G_\eta(t,\cdot)(\xi) = \mathcal{F}G(t,\cdot)(\xi + \eta)$ for any $\xi \in \mathbb{R}^d$. It follows that

$$0 \leq \int_{\mathbb{R}^d} |\mathcal{F}G(t,\cdot)(\xi + \eta)|^2 \mu(d\xi) = \int_{\mathbb{R}^d} |\mathcal{F}G_\eta(t,\cdot)(\xi)|^2 \mu(d\xi)$$

$$= \int_{\mathbb{R}^d} \left( G_\eta(t,\cdot) \ast G_\eta(t,\cdot) \right)(x)f(x)dx = \left| \int_{\mathbb{R}^d} \left( G_\eta(t,\cdot) \ast G_\eta(t,\cdot) \right)(x)f(x)dx \right|$$

$$\leq \int_{\mathbb{R}^d} \left( |G_\eta(t,\cdot)| \ast |G_\eta(t,\cdot)| \right)(x)f(x)dx \leq \mathcal{E}_f(G(t,\cdot)),$$

where for the second equality above, we used Lemma A.2 (Appendix A).
The next result gives a stronger form of relation (4.10) of [2] (with a simplified proof). Its proof is based on Lemma 3.1.

**Lemma 3.2.** For any \( k \geq 0 \),

\[
\sum_{n \geq 0} \frac{n^k}{n!} \alpha_n(t) < \infty.
\]

**Proof.** We will borrow notations from [2, Theorem 4.4]. Recall that

\[
\alpha_n(t) = \int_{[0,1]^2n} \gamma(t_j - s_j) \psi_n(t,s) dt ds,
\]

where

\[
\psi_n(t,s) = \int_{\mathbb{R}^d} Fg_t^{(n)}(\cdot, t, x)(\xi_1, \ldots, \xi_n) Fg_s^{(n)}(\cdot, t, x)(\xi_1, \ldots, \xi_n) \mu(d\xi_1) \ldots \mu(d\xi_n)
\]

and

\[
g_t^{(n)}(\cdot, t, x) = n! \tilde{f}_n(t_1, \ldots, t_n, \cdot, t, x).
\]

If the permutation \( \rho \) of \( \{1, \ldots, n\} \) is chosen such that \( t_{\rho(1)} < \ldots < t_{\rho(n)} \), then

\[
Fg_t^{(n)}(\xi_1, \ldots, \xi_n) = e^{-\sum_{j=1}^n \xi_j \cdot F G(t_{\rho(2)} - t_{\rho(1)}, \cdot)(\xi_{\rho(1)} + \xi_{\rho(2)})} \ldots F G(t - t_{\rho(n)}, \cdot)(\xi_{\rho(1)} + \ldots + \xi_{\rho(n)})
\]

By relation (4.15) of [2],

\[
\alpha_n(t) \leq \Gamma^n t \int_{[0,t]^n} \psi_n(t,t) dt.
\]

To estimate \( \psi_n(t,t) \) we use the first inequality in (4.16) of [2]. We denote \( u_j = t_{\rho(j+1)} - t_{\rho(j)} \) for \( j = 1, \ldots, n \) and \( t_{\rho(n+1)} = t \). We have:

\[
\psi_n(t,t) \leq \prod_{j=1}^n \left( \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |FG(u_j, \cdot)(\xi_j + \eta)|^2 \mu(d\xi_j) \right)
\]

\[
\leq \prod_{j=1}^n \int_{\mathbb{R}^d} \frac{\sin^2(u_j|\xi_j|)}{|\xi_j|^2} \mu(d\xi_j),
\]

where for the last equality we used Lemma 3.1. Therefore,

\[
\alpha_n(t) \leq \Gamma^n n! \int_{\{0 < t_1 < \ldots < t_n < t\}} \int_{\mathbb{R}^d} \frac{\sin^2((t_2 - t_1)|\xi_1|)}{|\xi_1|^2} \ldots \frac{\sin^2((t - t_n)|\xi_n|)}{|\xi_n|^2} \mu(dt_1) \ldots \mu(dt_n) dt.
\]

From Lemma 2.2 of [3], we know that for any \( \beta > 0 \) and \( \xi \in \mathbb{R}^d \),

\[
I_{\beta}^w(\xi) := \int_0^\infty e^{-\beta t} \frac{\sin^2(t|\xi|)}{|\xi|^2} dt = \frac{2}{\beta}, \quad \frac{1}{\beta^2 + 4|\xi|^2}.
\]
Using the change of variables $t_2 - t_1 = u_1, \ldots, t - t_n = u_n$, we obtain:

$$
\int_{\{0 < t_1 < \ldots < t_n < t\}} \frac{\sin^2((t_2 - t_1)|\xi_1|)}{|\xi_1|^2} \cdots \frac{\sin^2((t - t_n)|\xi_n|)}{|\xi_n|^2} dt_1 \cdots dt_n
$$

$$
= \int_{\{(u_1, \ldots, u_n) \in [0, t)^n : \sum_{j=1}^n u_j < t\}} e^{-M_1} \frac{\sin^2(u_1|\xi_1|)}{|\xi_1|^2} \cdots e^{-M_n} \frac{\sin^2(u_n|\xi_n|)}{|\xi_n|^2} \frac{\sin^2(u_n|\xi_n|)}{|\xi_n|^2} du_1 \cdots du_n
$$

$$
\leq e^{Mt} \prod_{j=1}^n \left( \int_0^t e^{-M_j} \frac{\sin^2(\xi_j|\xi_j|)}{|\xi_j|^2} du_j \right) \leq e^{Mt} \prod_{j=1}^n I_M^\omega(\xi_j) = e^{Mt} \left( \frac{2}{M} \right)^n \prod_{j=1}^n \frac{1}{M^2 + 4|\xi_j|^2}.
$$

It follows that

$$
\alpha_n(t) \leq e^{Mt} n! \left( \frac{2\Gamma_t}{M} \right)^n \left( \int_{\mathbb{R}^d} \frac{1}{M^2 + 4|\xi|^2} \mu(d\xi) \right)^n = e^{Mt} n! \left( \frac{2\Gamma_t}{M} K_M \right)^n, \quad (24)
$$

where $K_M = \int_{\mathbb{R}^d} \frac{1}{M^2 + 4|\xi|^2} \mu(d\xi)$. By the dominated convergence theorem and (3), $K_M \to 0$ as $M \to \infty$. Hence, using the fact that $n \leq e^n$ for any $n \geq 0$, we have:

$$
\sum_{n \geq 0} \frac{n^k}{n!} \alpha_n(t) \leq e^{Mt} \sum_{n \geq 0} n^k \left( \frac{2\Gamma_t}{M} K_M \right)^n \leq e^{Mt} \sum_{n \geq 0} \left( e^{k/2} \frac{2\Gamma_t}{M} K_M \right)^n < \infty,
$$

if we choose $M$ sufficiently large. 

**Lemma 3.3.** Let $u$ be the solution of equation (1). Then $u(t, x) \in \mathbb{D}^{k,p}$ for any $k \geq 1$ and $p > 1$.

**Proof.** We apply (18) to the variable $F = u(t, x)$. Let $J_n(t, x) := J_n u(t, x) = I_n(f_n(\cdot, t, x))$. Then $\mathbb{E}|J_n(t, x)|^2 = (n!)^2 \|f_n(\cdot, t, x)\|^2_{H^{\alpha_n}} = \frac{1}{m} \alpha_n(t)$. By (24), we have:

$$
\sum_{n \geq 1} n^{k/2}(n-1)^{n/2} \left( \frac{1}{m} \alpha_n(t) \right)^{1/2} \leq e^{Mt/2} \sum_{n \geq 1} e^{n^{k/2}(n-1)^{n/2}} \left( \frac{2\Gamma_t}{M} K_M \right)^{n/2} < \infty,
$$

if we choose $M$ large enough. 

We begin now to examine the Malliavin derivatives of first and second order of the variable $u(t, x)$. First, note that for any $r > 0$ and $z \in \mathbb{R}^d$, we have:

$$
D_{r,z}u(t, x) = \sum_{n \geq 1} n I_{n-1}(f_n(\cdot, r, z, t, x)) = 1_{(r < t)} G(t-r, x-z) \sum_{n \geq 1} n I_{n-1}(f_{n-1}(\cdot, r, z)) \quad (25)
$$

We recall the following definitions.

**Definition 3.4.** A random field $\{X(t, x); t \geq 0, x \in \mathbb{R}^d\}$ defined on a probability space $(\Omega, \mathcal{F}, P)$ is measurable if the map $(\omega, t, x) \mapsto X(\omega, t, x)$ is measurable with respect to $\mathcal{F} \times \mathcal{B}(\mathbb{R}_+) \times \mathcal{B}(\mathbb{R}^d)$.

**Definition 3.5.** The random fields $\{X(t, x); t \geq 0, x \in \mathbb{R}^d\}$ and $\{Y(t, x); t \geq 0, x \in \mathbb{R}^d\}$ are modifications of each other if $X(t, x) = Y(t, x)$ a.s. for all $t \geq 0$ and $x \in \mathbb{R}^d$. 
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Theorem 3.6. The process \( \{D_{r,z}u(t, x); r \in [0, t], z \in \mathbb{R}^d\} \) has a measurable modification.

Proof. By (25), \( D_{r,z}u(t, x) = G(t - r, x - z)F(r, z) \), where

\[
F(r, z) = \sum_{n \geq 1} n! I_{n-1}(f_{n-1}(\cdot, r, z)) = \sum_{n \geq 0} (n+1) J_n(r, z),
\]

and \( J_n(r, z) = I_n(f_n(\cdot, r, z)) \). Since the map \((r, z) \mapsto G(t - r, x - z)\) is measurable on \([0, t] \times \mathbb{R}^d\), it suffices to show that the process \( F = \{F(r, z); r \in [0, t], z \in \mathbb{R}^d\} \) has a measurable modification. This will follow by Proposition B.1.a) (Appendix B), once we show that the process \( F \) is \( L^p(\Omega) \)-continuous, for any \( p \geq 2 \). For this, we use the same argument as in the proof of Theorem 7.1 of [2]. We denote by \( \| \cdot \|_p \) the \( L^p(\Omega) \)-norm.

Using the equivalence of norms \( \| \cdot \|_p \) for random variables in the same Wiener chaos space (see last line of p.62 of [22]) and (24), for any \( r \in [0, t] \) and \( z \in \mathbb{R}^d \), we have:

\[
\| J_n(r, z) \|_p \leq (p - 1)^{n/2} \| J_n(r, z) \|_2 = (p - 1)^{n/2} \left( \frac{1}{n!} \alpha_n(r) \right)^{1/2} 
\leq (p - 1)^{n/2} e^{Mr/2} \left( \frac{2\Gamma_r K_M}{M} \right)^{n/2}.
\]

Using the fact that \( n + 1 \leq e^n \) and choosing \( M \) sufficiently large, it follows that

\[
\sum_{n \geq 0} \left( \sum_{(r, z) \in [0, t] \times \mathbb{R}^d} \| J_n(r, z) \|_p \right) \leq e^{Mt/2} \sum_{n \geq 0} e^n (p - 1)^{n/2} \left( \frac{2\Gamma_t K_M}{M} \right)^{n/2} < \infty.
\]

Hence, the sequence \( \{F_n(r, z) = \sum_{k=0}^n (k+1) J_k(r, z); n \geq 1\} \) converges to \( F(r, z) \) in \( L^p(\Omega) \), uniformly in \((r, z) \in [0, t] \times \mathbb{R}^d \). Note that \( F_n \) is \( L^p(\Omega) \)-continuous for any \( n \), since \( J_n \) is \( L^p(\Omega) \)-continuous for any \( n \) (by Lemma 7.1 of [2]). Therefore, \( F \) is \( L^p(\Omega) \)-continuous.

Remark 3.7. For the remaining part of the article, we fix \( t > 0 \) and \( x \in \mathbb{R}^d \), and we work with the measurable modification given by Theorem 3.6, which will be denoted also by \( \{D_{r,z}u(t, x); r \in [0, t], z \in \mathbb{R}^d\} \).

By equation (25),

\[
\mathbb{E} |D_{r,z}u(t, x)|^2 = A(r) G^2(t - r, x - z) 1_{\{r < t\}},
\]

where

\[
A(t) := \sum_{n \geq 1} n^2 \mathbb{E} |I_{n-1}(f_{n-1}(\cdot, t, x))|^2 = \sum_{n \geq 0} \frac{(n+1)^2}{n!} \alpha_n(t).
\]

Note that \( A(t) \) is finite by Lemma 3.2, and is non-decreasing in \( t \).

Similarly,

\[
D^{2}_{(\theta,w),(r,z)}u(t, x) = 1_{\{\theta < r < t\}} G(t - r, x - z) G(r - \theta, z - w) \sum_{n \geq 2} n(n - 1) I_{n-2}(f_{n-2}(\cdot, \theta, w))
\]
and
\[ \mathbb{E}|D_{(\theta,w),(r,z)}^2 u(t,x)| = B(\theta)G^2(t-r,x-z)G^2(r-\theta,z-w)1_{\theta<r<t}, \] (28)
where
\[ B(t) = \sum_{n \geq 2} n^2(2n-1)\mathbb{E}|I_{n-2}(f_{n-2}(\cdot,t,x))|^2 = \sum_{n \geq 0} \frac{(n+2)(n+1)^2}{n!} \alpha_n(t). \]

Note that \( B(t) \) is finite by Lemma 3.2, and is non-decreasing in \( t \).

Let \((u_n)_{n \geq 0}\) be the sequence of Picard iterations given by: \( u_0(t,x) = 1 \) and
\[ u_n(t,x) = 1 + \sum_{k=1}^n I_k(f_k(\cdot,t,x)). \]
Then
\[ D_{r,z} u_n(t,x) = 1_{\{r<t\}}G(t-r,x-z)\sum_{k=1}^n kI_{k-1}(f_k(\cdot,r,z)) \]
and
\[ \mathbb{E}|D_{r,z} u_n(t,x)|^2 = A_n(r)G^2(t-r,x-z)1_{\{r<t\}}, \] (29)
where
\[ A_n(t) := \sum_{k=1}^n k^2\mathbb{E}|I_{k-1}(f_{k-1}(\cdot,t,x))|^2 = \sum_{k=0}^{n-1} \frac{(k+1)^2}{k!} \alpha_k(t). \]

Also,
\[ D_{(\theta,w),(r,z)}^2 u_n(t,x) = 1_{\{\theta<r<t\}}G(t-r,x-z)G(r-\theta,z-w)\sum_{k=2}^n k(k-1)I_{k-2}(f_k(\cdot,\theta,w)) \]
and
\[ \mathbb{E}|D_{(\theta,w),(r,z)}^2 u_n(t,x)|^2 = B_n(\theta)G^2(t-r,x-z)G^2(r-\theta,z-w)1_{\{\theta<r<t\}}, \] (30)
where
\[ B_n(t) := \sum_{k=2}^n k^2(k-1)^2\mathbb{E}|I_{k-2}(f_{k-2}(\cdot,t,x))|^2 = \sum_{k=0}^{n-2} \frac{(k+2)(k+1)^2}{k!} \alpha_k(t). \]

Let \( \mathcal{D}_0 \) be the completion of \( \mathcal{D}(\mathbb{R}^d) \) with respect to the inner product
\[ \langle g, h \rangle_0 = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} g(x)f(x-x')h(x')dx'dx. \] (31)
The space \( \mathcal{P}_0 \) may contain distributions. But \( \mathcal{P}_0 \) includes the space \( |\mathcal{P}_0| \) of all measurable functions \( g : \mathbb{R}^d \to \mathbb{R} \) such that \( \|g\|_+ := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |g(x)||g(x')|f(x-x')dx'dx' < \infty \). Note that \( \|g\| \leq \|g\|_+ \).
By (26) and Cauchy-Schwarz inequality, for any \( r \in [0, t] \), \( s \in [0, t] \) and \( y \in \mathbb{R}^d \),
\[
\mathbb{E}\|D_r,u(s,y)\|^2_0 = \mathbb{E} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |D_{r,z}u(s,y)||D_{r,z'}u(s,y)| |f(z - z')| dz dz' \\
\leq A(r) \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(s - r, y - z) G(s - r, y - z') f(z - z') dz dz' \\
= A(r) \|G(s - r, \cdot)\|^2_0.
\]

We use the fact that
\[
\|G(s, \cdot)\|^2_0 = \int_{\mathbb{R}^d} \frac{\sin^2(s|\xi|)}{|\xi|^2} \mu(d\xi) \leq C_5^* \int_{\mathbb{R}^d} \frac{1}{1 + |\xi|^2} \mu(d\xi) =: C_s,
\]
with \( C_5^* = 2(1 + s^2) \). From this, we deduce that
\[
\mathbb{E}\|D_r,u(s,y)\|^2_0 \leq C_s A(r) \quad \text{for all} \quad s \in [0, t], y \in \mathbb{R}^d.
\] (33)

Note that this argument also shows \( D_r,u(t, x)(\omega) \in |P_0| \subset P_0 \), for almost all \( \omega \in \Omega \).

Similarly, based on (29), we obtain:
\[
\|D_r,u_n(s,y)\|^2_0 \leq C_s A_n(r).
\] (34)

By Theorem 6.7 of [1], we know that Malliavin derivative \( Du \) of the solution satisfies the following equation in \( L^2(\Omega; H) \):
\[
D_u(t, x) = G(t - \cdot, x - \cdot) u(\cdot) + \int_0^t \int_{\mathbb{R}^d} U(s, y) W(\delta^* s, \delta^* y) 
\] (35)
where \( U = U^{(t, x)} \in L^2(\Omega; H \otimes H) \) belongs to the domain of the \( \delta^* \) operator (with \( A = H \)) and is given by:
\[
U((r', z'), (s, y)) = G(t - s, x - y) D_{r', z'}u(s, y).
\]

In what follows we will show that \( D_r,u \) satisfies an equation similar to (35), but in \( L^2(\Omega; P_0) \) for fixed \( r \in [0, t] \).

Let \( \delta \) be the \( P_0 \)-valued Skorohod integral defined in Section 6 of [1] with \( A = P_0 \). By Proposition 6.2 of [1], \( D^{1,2}(H \otimes P_0) \subset \text{Dom} \ \delta \).

We fix \( t > 0 \), \( x \in \mathbb{R}^d \) and \( r \in [0, t] \). For any \( s \in [0, t] \), \( y \in \mathbb{R}^d \) and \( z \in \mathbb{R}^d \), we let
\[
K_r((s, y), z) = 1_{[0, t]}(s) G(t - s, x - y) D_{r, z}u(s, y) \\
K_n((s, y), z) = 1_{[0, t]}(s) G(t - s, x - y) D_{r, z}u_n(s, y).
\]

We denote
\[
\phi(t) := \int_{[0, t]^2} \int_{\mathbb{R}^{2d}} G(s, y) G(s', y') \gamma(s - s') f(y - y') dy dy' ds ds' = \alpha_1(t),
\] (36)
where we recall that \( \alpha_1(t) \) has been defined in (21).

The following result is similar to Lemma 6.5 of [1].
Lemma 3.8. For any \( r \in [0, t] \), \( K^{(r)} \in \mathbb{D}^{1,2}(\mathcal{H} \otimes \mathcal{P}_0) \) and \( K_n^{(r)} \in \mathbb{D}^{1,2}(\mathcal{H} \otimes \mathcal{P}_0) \).

Proof. Recall that

\[
\|K^{(r)}\|_{\mathbb{D}^{1,2}(\mathcal{H} \otimes \mathcal{P}_0)}^2 = \mathbb{E}\|K^{(r)}\|_{\mathcal{H} \otimes \mathcal{P}_0}^2 + \mathbb{E}\|DK^{(r)}\|_{\mathcal{H} \otimes \mathcal{H} \otimes \mathcal{P}_0}^2.
\]

It suffices to show that both terms above are finite. Using Cauchy-Schwarz inequality and (28), we obtain that

\[
\mathbb{E}\|K^{(r)}\|_{\mathcal{H} \otimes \mathcal{P}_0}^2 \leq \int_{[0,t]^2} \int_{\mathbb{R}^d} G(t-s, x-y)G(t-s', x-y') \langle D_r u(s, y) D_r u(s', y') \rangle_0 \times \gamma(s-s') f(y-y') dy dy' ds ds' \leq C_t A(r) \int_{[0,t]^2} \int_{\mathbb{R}^d} G(t-s, x-y)G(t-s', x-y') \gamma(s-s') f(y-y') dy dy' ds ds'.
\]

A similar calculation shows that \( \mathbb{E}\|K_n^{(r)}\|_{\mathcal{H} \otimes \mathcal{P}_0}^2 < C_t A_n(r) \phi(t) \), using (34).

Secondly,

\[
\mathbb{E}\|DK^{(r)}\|_{\mathcal{H} \otimes \mathcal{H} \otimes \mathcal{P}_0}^2 = \int_{[0,t]^2} \int_{\mathbb{R}^d} G(t-s, x-y)G(t-s', x-y') \gamma(s-s') f(y-y') \times \int_{\mathbb{R}^d} \int_{[0,t]^2} \int_{\mathbb{R}^d} \mathbb{E}[D^2_{(\theta,w),(r,z)} u(s, y), D^2_{(\theta',w'),(r,z')} u(s', y')] \gamma(\theta-\theta') f(w-w') dw dw' d\theta d\theta' \times f(z-z') dz dz' dy dy' ds ds'.
\]

Using Cauchy-Schwarz inequality and (28), we obtain that

\[
|\mathbb{E}[D^2_{(\theta,w),(r,z)} u(s, y), D^2_{(\theta',w'),(r,z')} u(s', y')]| \leq \left( \mathbb{E}|D^2_{(\theta,w),(r,z)} u(s, y)|^2 \right)^{1/2} \left( \mathbb{E}|D^2_{(\theta',w'),(r,z')} u(s', y')|^2 \right)^{1/2} \leq B(r) G(s-r, y-z)G(r-\theta, z-w) G(s'-r, y'-z') \times G(r-\theta', z'-w') 1_{\{\theta<r\}} 1_{\{\theta'<s'\}}.
\]

Note that, by Cauchy-Schwarz inequality, for any \( z, z' \in \mathbb{R}^d \), we have

\[
\int_{[0,t]^2} \int_{\mathbb{R}^d} G(r-\theta, z-w) 1_{\{\theta<r\}} G(r-\theta', z'-w') 1_{\{\theta'<s'\}} \gamma(\theta-\theta') f(w-w') dw dw' \leq \sup_{z \in \mathbb{R}^d} \int_{[0,t]^2} \int_{\mathbb{R}^d} G(r-\theta, z-w) G(r-\theta', z'-w') \gamma(\theta-\theta') f(w-w') dw dw' \leq \int_{[0,t]^2} \int_{\mathbb{R}^d} G(\theta, w) G(\theta', w') \gamma(\theta-\theta') f(w-w') dw dw' = \phi(r).
\]
Hence,
\[ \mathbb{E}\|DK^{(r)}\|_{H\otimes H\otimes P_0}^2 \leq B(r)\phi(r) \int_{[0,t]^2} \int_{\mathbb{R}^d} G(t-s, x-y) G(t-s', x-y') \gamma(s-s') f(y-y') \, dy dy' ds ds'. \]

By the Cauchy-Schwarz inequality, we see that for any \( s, s' \in [0, t] \),
\[ \int_{\mathbb{R}^d} G(s-r, y-z) G(s'-r, y'-z') f(z-z') dz dz' \leq \|G(s-r, y-\cdot)\|_0 \|G(s'-r, y'-\cdot)\|_0, \]
which is bounded by \( C_t \) due to (32). Hence,
\[ \mathbb{E}\|DK^{(r)}\|_{H\otimes H\otimes P_0}^2 \leq B(r)\phi(r) C_t \phi(t) < \infty. \]

A similar argument based on (30) shows that \( \mathbb{E}\|DK^{(r)}\|_{H\otimes H\otimes P_0}^2 \leq B_n(r)\phi(r) C_t \phi(t). \) \( \square \)

We use the following more suggestive notation:
\[ \mathcal{D}(K^{(r)}) = \int_0^t \int_{\mathbb{R}^d} G(t-s, x-y) D_{r,u}(s, y) W(\mathcal{D}s, \mathcal{D}y), \]
\[ \mathcal{D}(K_{n}^{(r)}) = \int_0^t \int_{\mathbb{R}^d} G(t-s, x-y) D_{r,u_n}(s, y) W(\mathcal{D}s, \mathcal{D}y). \]

By Lemma 3.8, these stochastic integrals are well-defined.

The following result establishes a recursive relation involving the Malliavin derivative of the Picard iteration scheme (see Proposition 6.6 of [1] for a similar result).

**Proposition 3.9.** For any \( r \in [0, t] \), the following equality holds in \( L^2(\Omega; P_0) \):
\[ D_{r,u_n}(t, x) = G(t-r, x-\cdot) u_{n-1}(r, \cdot) + \int_0^t \int_{\mathbb{R}^d} G(t-s, x-y) D_{r,u_n}(s, y) W(\mathcal{D}s, \mathcal{D}y). \]

**Proof.** For any \( r \in [0, t] \) and \( z \in \mathbb{R}^d \), we denote
\[ V_n(r, z) = \int_0^t \int_{\mathbb{R}^d} G(t-s, x-y) D_{r,z} u_n(s, y) W(\mathcal{D}s, \mathcal{D}y), \]
where the stochastic integral is the usual Skorohod integral. By Step 2 of the proof of Proposition 6.6 of [1], we know that for any \( r \in [0, t] \) and \( z \in \mathbb{R}^d \),
\[ D_{r,z} u_n(t, x) = G(t-r, x-z) u_{n-1}(r, z) + V_{n-1}(r, z). \]

The conclusion will follow once we prove that \( \mathcal{D}(K_{n-1}^{(r)}) \) coincides in \( L^2(\Omega; P_0) \) with \( V_{n-1}(r, \cdot) \). By duality, it suffices to prove that for any \( F \in D^{1,2}(P_0) \),
\[ \mathbb{E}\langle F, V_{n-1}(r, \cdot) \rangle_0 = \mathbb{E}\langle DF, K_{n-1}^{(r)} \rangle_{H\otimes P_0}. \]
Without loss of generality, we may assume that $F = F_0 \varphi$, where $F_0$ is a “smooth” random variable and $\varphi \in \mathcal{P}_0$. Then $DF = DF_0 \otimes \varphi$ and

$$
\mathbb{E}\langle DF, K_{n-1}^{(r)} \rangle_{\mathcal{H} \otimes \mathcal{P}_0} = \mathbb{E} \int_{[0,t]} \int_{\mathbb{R}^d} G(t-s, x-y)D_{r,z}u_{n-1}(s, y) (D_{r,y}' F_0) \varphi(z') \gamma(s-s') f(y-y') f(z-z') dz dz' dy dy' ds ds' = \int_{\mathbb{R}^d} f(z-z') \varphi(z') \mathbb{E}\langle DF_0, G(t-\cdot, x-\cdot) D_{r,z} u_{n-1} \rangle_{\mathcal{H}} dz dz'.
$$

By the duality between $\delta$ and $D$,

$$
\mathbb{E}\langle DF_0, G(t-\cdot, x-\cdot) D_{r,z} u_{n-1} \rangle_{\mathcal{H}} = \mathbb{E} [\delta(G(t-\cdot, x-\cdot) D_{r,z} u_{n-1}) F_0] = \mathbb{E} [V_{n-1}(r, z) F_0].
$$

Hence,

$$
\mathbb{E}\langle DF, K_{n-1}^{(r)} \rangle_{\mathcal{H} \otimes \mathcal{P}_0} = \mathbb{E} \int_{\mathbb{R}^d} f(z-z') V_{n-1}(r, z) F_0 \varphi(z') dz dz' = \mathbb{E}\langle F, V_{n-1}(r, \cdot) \rangle_0.
$$

In the following theorem, we prove that the Malliavin derivative $Du(t, x)$ satisfies an equation in the space $\mathcal{P}_0$.

**Theorem 3.10.** For any $r \in [0, t]$, the following equality holds in $L^2(\Omega; \mathcal{P}_0)$:

$$
D_r u(t, x) = G(t-r, x-\cdot) u(r, \cdot) + \int_0^t \int_{\mathbb{R}^d} G(t-s, x-y) D_r u(s, y) W(\delta s, \tilde{\delta} y). \tag{37}
$$

**Proof.** Recall that the stochastic integral on the right-hand side of (37) is $\mathbb{E}_r(K^{(r)})$. By duality, it suffices to prove that for any $F \in D^{1,2}(\mathcal{P}_0)$,

$$
\mathbb{E}\langle D_r u(t, x) - G(t-r, x-\cdot) u(r, \cdot), F \rangle_0 = \mathbb{E}\langle DF, K^{(r)} \rangle_{\mathcal{H} \otimes \mathcal{P}_0}. \tag{38}
$$

By Proposition 3.9, we know that for any $F \in D^{1,2}(\mathcal{P}_0)$,

$$
\mathbb{E}\langle D_r u_n(t, x) - G(t-r, x-\cdot) u_{n-1}(r, \cdot), F \rangle_0 = \mathbb{E}\langle DF, K_{n-1}^{(r)} \rangle_{\mathcal{H} \otimes \mathcal{P}_0}. \tag{39}
$$

Relation (39) is obtained by taking $n \to \infty$ in (38). We justify this below.

On the right-hand side, using duality and Cauchy-Schwarz inequality, we have:

$$
\mathbb{E}\langle DF, K_{n-1}^{(r)} - K^{(r)} \rangle_{\mathcal{H} \otimes \mathcal{P}_0} = \mathbb{E}\langle \delta(K_{n-1}^{(r)} - K^{(r)}), F \rangle_0 \\
\leq (\mathbb{E}\|\delta(K_{n-1}^{(r)} - K^{(r)})\|_0^2)^{1/2}(\mathbb{E}\|F\|_0^2)^{1/2}.
$$

By Proposition 6.2 of [1],

$$
\mathbb{E}\|\delta(K_{n-1}^{(r)} - K^{(r)})\|_0^2 \leq \mathbb{E}\|K_{n-1}^{(r)} - K^{(r)}\|_{\mathcal{H} \otimes \mathcal{P}_0}^2 + \mathbb{E}\|DK_{n-1}^{(r)} - DK^{(r)}\|_{\mathcal{H} \otimes \mathcal{H} \otimes \mathcal{P}_0}^2.
$$

As in the proof of Lemma 3.8, it can be shown that

$$
\mathbb{E}\|K_{n-1}^{(r)} - K^{(r)}\|_{\mathcal{H} \otimes \mathcal{P}_0}^2 \leq C_{\epsilon} \phi(t) (A(r) - A_{n-1}(r)) \to 0 \text{ as } n \to \infty.
$$
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and
\[ \mathbb{E}\|DK^{(r)}_{n-1} - DK^{(r)}\|^2_{H \otimes \mathcal{H} \otimes \mathcal{P}_0} \leq C_t \phi(r) \phi(t) (B(r) - B_{n-1}(r)) \to 0 \quad \text{as } n \to \infty. \]

We now treat the left-hand side of (39), which is a difference of two terms. For the first term, by the Cauchy-Schwarz inequality,
\[ \mathbb{E}\langle Dr, u_n(t, x) - Dr, u(t, x), F \rangle_0 \leq \left( \mathbb{E}\|Dr, u_n(t, x) - Dr, u(t, x)\|^2_0 \right)^{1/2} \left( \mathbb{E}\|F\|^2_0 \right)^{1/2}. \]
Similarly to (33), it can be shown that
\[ \mathbb{E}\|Dr, u_n(t, x) - Dr, u(t, x)\|^2_0 \leq C_t (A(r) - A_n(r)) \to 0 \quad \text{as } n \to \infty. \]

For the second term, we use again Cauchy-Schwarz inequality, and we observe that
\[ \mathbb{E}\|G(t - r, x - \cdot)(u_{n-1}(r, \cdot) - u(r, \cdot))\|^2_0 = \int_{\mathbb{R}^{2d}} G(t - r, x - z)G(t - r', x - z') \times \mathbb{E}[(u_{n-1}(r, z) - u(r, z))(u_{n-1}(r, z') - u(r, z'))] f(z - z') dz dz' \to 0, \]
\[ \text{as } n \to \infty. \] This follows by the Cauchy-Schwarz inequality and the dominated convergence theorem, using the fact that
\[ \sup_{(s,y) \in [0,t] \times \mathbb{R}^d} \mathbb{E}|u_n(s, y) - u(s, y)| \to 0, \]
which was shown in the proof of Theorem 7.1 of [2].

**Remark 3.11.** In what follows, we will use the following important consequence of Theorem 3.10. If we denote by \( B(r, \cdot) \) the right-hand side of (37), then obviously
\[ \mathbb{E} \int_0^t \|Dr, u(t, x) - B(r, \cdot)\|^2_0 dr = 0. \]

Hence, there exists a measurable set \( N \subset \Omega \times [0, t] \) with \((P \times \lambda)(N) = 0\) (where \( \lambda \) is the Lebesgue measure on \( \mathbb{R} \)), such that for all \((\omega, r) \in (\Omega \times [0, t]) \setminus N\)
\[ \|Dr, u(t, x)(\omega)\|_0 = \|B(r, \cdot)(\omega)\|_0. \] (40)

**Remark 3.12.** In particular, from (37), we deduce that the Malliavin derivative \( Du \) satisfies the following equation in \( L^2(\Omega; L^2([0, t]; \mathcal{P}_0))\):
\[ Du(t, x) = G(t - ., x - \cdot) u(\cdot) + \int_0^t \int_{\mathbb{R}^d} G(t - s, x - y) D_u(s, y) W(\delta s, \delta y). \]
This equation is different than equation (35), which holds in \( L^2(\Omega; \mathcal{H}) \) and contains the operator \( \delta^* \). We note in passing that the space \( L^2([0, t]; \mathcal{P}_0) \) is included in \( \mathcal{H} \). This can be seen using the same argument as on page 281 of [22].
4 Proof of Theorem 1.2

In this section, we give the proof of Theorem 1.2, which is based on Corollary 2.4 and Lemma 4.3 below.

We begin with a general result about absolute continuity of the law of a random variable, which corresponds to the remark right after the proof of Theorem 2.1.1 in [22]. We include the proof for the sake of completeness.

**Lemma 4.1.** If \( F \) is a random variable such that \( F \in \mathbb{D}^{2,p} \) for some \( p > 1 \), then the measure \( (\|DF\|_H^2 \cdot P) \circ F^{-1} \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R} \). In particular, for any Borel set \( B \subset \mathbb{R} \) with Lebesgue measure zero,

\[
P(F \in B, \|DF\|_H > 0) = 0.
\]

**Proof.** Let \( \varphi \in C_b^\infty(\mathbb{R}) \) be arbitrary. By the chain rule for the Malliavin derivative (see Proposition 1.2.3 of [22]), \( \varphi(F) \in \mathbb{D}^{1,2} \) and \( D(\varphi(F)) = \varphi'(F)DF \). Taking the scalar product with \( DF \), we obtain that

\[
\langle D(\varphi(F)), DF \rangle_H = \varphi'(F)\|DF\|_H^2.
\]

Note that \( F \in \mathbb{D}^{2,p} \) implies that \( DF \in \mathbb{D}^{1,p}(H) \). (Recall that \( \mathbb{D}^{1,p}(H) \) is the completion of the space \( S(H) \) of “smooth” \( H \)-valued random variables \( F \) with respect to the norm \( \|F\|_{\mathbb{D}^{1,p}(H)} = (\mathbb{E}\|F\|_H^p + \mathbb{E}\|DF\|_{H\otimes H}^p)^{1/p} \).) Since \( \mathbb{D}^{1,2}(H) \subset \text{Dom} \delta \), it follows that \( DF \in \text{Dom} \delta \). By definition (19) of \( \text{Dom} \delta \), we have

\[
|\mathbb{E}(\|DF\|_H^2 \varphi'(F))| = |\mathbb{E}(\langle D\varphi(F), DF \rangle_H)| \leq c(\mathbb{E}|\varphi(F)|^2)^{1/2} \leq c\|\varphi\|_{\infty}.
\]

We have thus proved that, for all \( \varphi \in C_b^\infty(\mathbb{R}) \),

\[
\left| \int_{\mathbb{R}} \varphi'(x)(\langle \|DF\|_H^2 \cdot P \circ F^{-1} \rangle)(dx) \right| \leq c\|\varphi\|_{\infty}.
\]

By Lemma 2.1.1 of [22], the measure \( \mu = (\|DF\|_H^2 \cdot P) \circ F^{-1} \) is absolutely continuous with respect to the Lebesgue measure.

To prove the last statement, let \( B \subset \mathbb{R} \) be a Borel set with Lebesgue measure zero. Then \( \int_{F^{-1}(B)} \|DF\|_H^2 dP = \mu(B) = 0 \), which implies (41).

We continue with a result about existence of density of a truncated random variable. First note that if \( \Gamma \) is a Borel set in \( \mathbb{R} \) such that \( 0 \notin \Gamma \), then the law of the truncated variable \( G = F1_{\{F \in \Gamma\}} \) is a probability measure \( \mathbb{P}_G \) on \( \Gamma \cup \{0\} \) given by \( \mathbb{P}_G(A) = \mathbb{P}(F \in A) \) for any Borel set \( A \subset \Gamma \), and \( \mathbb{P}_G(\{0\}) = \mathbb{P}(G = 0) = \mathbb{P}(F \notin \Gamma) \).

**Lemma 4.2.** Let \( \Gamma \) be a Borel set in \( \mathbb{R} \) such that \( 0 \notin \Gamma \). Let \( F \in \mathbb{D}^{2,p} \) for some \( p > 1 \) be such that

\[
\|DF\|_H^2 > 0 \quad \text{a.s. on } \{F \in \Gamma\}.
\]

Then, the restriction of the law of the variable \( G = F1_{\{F \in \Gamma\}} \) to the set \( \Gamma \) is absolutely continuous with respect to the Lebesgue measure on \( \Gamma \).
Proof. Let $B \subset \mathbb{R}$ be a Borel set with zero Lebesgue measure. By (42), we have
\[ \mathbb{P}(F \in \Gamma, \|DF\|_{\mathcal{H}} = 0) = 0. \] (43)
By (41) and (43), we obtain:
\[ \mathbb{P}(F \in B, F \in \Gamma) = \mathbb{P}(F \in B, F \in \Gamma, \|DF\|_{\mathcal{H}} > 0) + \mathbb{P}(F \in B, F \in \Gamma, \|DF\|_{\mathcal{H}} = 0) = 0. \]

Lemma 4.3. Let $(\Gamma_m)_{m \geq 1}$ be a sequence of open sets in $\mathbb{R}$ such that $0 \not\in \Gamma_m$ and $\Gamma_m \subset \Gamma_{m+1}$, for all $m \geq 1$. Let $\Gamma = \cup_{m \geq 1} \Gamma_m$. Let $F \in D^{2,p}$ for some $p > 1$ be such that, for all $m \geq 1$,
\[ \|DF\|_{\mathcal{H}} > 0 \quad \text{a.s. on} \quad \{F \in \Gamma_m\}. \]
Then, the restriction of the law of the variable $F1_{\{F \in \Gamma\}}$ to the set $\Gamma$ is absolutely continuous with respect to the Lebesgue measure on $\Gamma$.

Proof. Let $B \subset \mathbb{R}$ be a Borel set with zero Lebesgue measure. By Lemma 4.2, $\mathbb{P}(F \in B, F \in \Gamma_m) = 0$ for all $m \geq 1$. By taking $m \to \infty$, we infer that $\mathbb{P}(F \in B, F \in \Gamma) = 0$. □

Proof of Theorem 1.2: We will apply Lemma 4.3 in the case $F = u(t,x)$ and $\Gamma_m = \{v \in \mathbb{R}; |v| > \frac{1}{m}\}$. For any $m \geq 1$, let $\Omega_m := \{|u(t,x)| > \frac{1}{m}\} \cap \tilde{\Omega}$, where $\tilde{\Omega}$ is an event of probability 1 which will be defined below. By Lemma 3.3, $u(t,x) \in D^{2,p}$ for any $p > 1$. We will prove that
\[ \|Du(t,x)\|_{\mathcal{H}} > 0 \quad \text{a.s. on} \quad \Omega_m. \]
In view of Corollary 2.4, it is enough to prove that
\[ \int_0^t \|D_r u(t,x)\|^2_0 dr > 0 \quad \text{a.s. on} \quad \Omega_m. \] (45)
By Remark 3.7, the map $(r,z) \mapsto D_{r,z}u(t,x)(\omega)$ is measurable on $\mathbb{R}_+ \times \mathbb{R}^d$, for any $\omega \in \Omega$. We use Remark 3.11. By Fubini’s theorem, $(P \times \lambda)(N) = \int_{\Omega} \lambda(N_\omega) P(d\omega)$, where $N_\omega := \{r \in [0,t]; (\omega,r) \in N\}$ is the section of $N$ at point $\omega \in \Omega$. Since $(P \times \lambda)(N) = 0$, $\lambda(N_\omega) = 0$ for $P$-almost all $\omega \in \Omega$. Say this happens on the event $\tilde{\Omega}$ of probability 1.

Let $A = (\Omega \times [0,t]) \setminus N$. Note that the section of $A$ at $\omega \in \Omega$ is the set
\[ A_\omega := \{r \in [0,t]; (\omega,r) \in A\} = \{r \in [0,t]; (\omega,r) \not\in N\} = [0,t] - N_\omega. \]
Fix $\omega \in \tilde{\Omega}$. For any $r \in A_\omega$, equality (40) holds. Using the inequality $\|a + b\|_0^2 \geq \frac{1}{2}\|a\|_0^2 - \|b\|_0^2$, we obtain:

$$
\|D_r u(t, x)\|_0^2 = \left\|G(t - r, x - \cdot)u(r, \cdot) + \int_0^t \int_{\mathbb{R}^d} G(t - s, x - y)D_r u(s, y)W(\delta s, \delta y)\right\|_0^2
$$

$$
\geq \frac{1}{2}\|G(t - r, x - \cdot)u(r, \cdot)\|_0^2 - \left\|\int_0^t \int_{\mathbb{R}^d} G(t - s, x - y)D_r u(s, y)W(\delta s, \delta y)\right\|_0^2.
$$

Let $\delta \in (0, 1)$ be arbitrary. Taking the integral with respect to $r$ on $A_\omega$ (and using the fact that $\lambda(N_\omega) = 0$), we obtain that on $\tilde{\Omega}$,

$$
\int_0^t \|D_r u(t, x)\|_0^2 dr \geq \int_0^t \|D_r u(t, x)\|_0^2 dr
$$

$$
\geq \frac{1}{2} \int_{t - \delta}^t \|G(t - r, x - \cdot)u(r, \cdot)\|_0^2 dr - I(\delta),
$$

(46)

where

$$
I(\delta) = \int_0^t \int_{t - \delta}^t \left\|G(t - s, x - y)D_r u(s, y)W(\delta s, \delta y)\right\|_0^2 dr
$$

$$
= \int_{t - \delta}^t \left\|G(t - s, x - y)D_r u(s, y)W(\delta s, \delta y)\right\|_0^2 dr.
$$

The second equality is due to the fact that $D_r u(s, y) = 0$ if $r > s$, and so we must have $s \geq r \geq t - \delta$. On the event $\Omega_m$,

$$
\int_{t - \delta}^t \|G(t - r, x - \cdot)u(r, \cdot)\|_0^2 dr
$$

$$
\geq \frac{1}{m^2} \int_{t - \delta}^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(t - r, x - z)G(t - r, x - z')f(z - z')dzdz'dr - J(\delta)
$$

$$
= \frac{1}{m^2} \int_0^\delta \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(r, z)G(r, z')f(z - z')dzdz'dr - J(\delta),
$$

where

$$
J(\delta) = \int_0^t \int_{t - \delta}^t \int_{\mathbb{R}^d} G(t - r, x - z)G(t - r, x - z')(u(t, x)^2 - u(r, z)u(r, z'))f(z - z')dzdz'dr.
$$

Set

$$
\psi(\delta) := \int_0^\delta \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(r, z)G(r, z')f(z - z')dzdz'dr.
$$

Note that, by Dalang’s condition, $\psi(\delta) < \infty$ and $\psi(\delta)$ converges to zero as $\delta \to 0$.

By (46), we have that

$$
\int_0^t \|D_r u(t, x)\|_0^2 dr \geq \frac{1}{2m^2}\psi(\delta) - \frac{1}{2}J(\delta) - I(\delta).
$$

(47)
Let us now estimate the first moment of $J(\delta)$ and $I(\delta)$, respectively. To start with, we have

$$
\mathbb{E}[|J(\delta)|] \leq \int_{t-\delta}^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(t-r, x-z)G(t-r, x-z')f(z-z')
\times \mathbb{E}[|u(t, x)|^2 - u(r, z)u(r, z')]dzdz'dr,
$$

where we observe that

$$
\mathbb{E}[|u(t, x)|^2 - u(r, z)u(r, z')] \leq (\mathbb{E}|u(r, z)|^2)^{1/2}(\mathbb{E}|u(r, z') - u(t, x)|^2)^{1/2}
+ (\mathbb{E}|u(t, x)|^2)^{1/2}(\mathbb{E}|u(r, z) - u(t, x)|^2)^{1/2}.
$$

By Theorem 7.1 of [2], we have that

$$
\sup_{(s, y) \in [0, t] \times \mathbb{R}^d} \mathbb{E}(|u(s, y)|^2) < \infty.
$$

Moreover, by Theorem 8.3 in [2], since we are assuming condition (9) the process $\{u(r, z); r \in [0, t], z \in \mathbb{R}^d\}$ has a modification with Hölder-continuous paths of order $(1 - \beta) - \varepsilon$ for any $\varepsilon > 0$. Thus, taking into account that $r \in [t - \delta, t]$ and the fundamental solution $G(t-r, x-z)$ contains the indicator function $1_{\{|x-z|<t-r\}}$ (resp. $G(t-r, x-z')$ contains $1_{\{|x-z'|<t-r\}}$), we have

$$
\mathbb{E}[|u(t, x)|^2 - u(r, z)u(r, z')] \leq C'_t(|t-r|^{1-\beta} + |z' - x|^{1-\beta})^{1/2} + (|t-r|^{1-\beta} + |z - x|^{1-\beta})^{1/2}
\leq C'_t\delta^{1-\beta},
$$

where $C'_t > 0$ is a constant depending on $t$. Plugging this estimate in (48), we obtain that

$$
\mathbb{E}[|J(\delta)|] \leq C'_t \delta^{1-\beta}\psi(\delta).
$$

Now we proceed to bound $\mathbb{E}[|I(\delta)|]$. Indeed, we have that

$$
\mathbb{E}[I(\delta)] = \int_{t-\delta}^t \mathbb{E} \left\| \int_{t-\delta}^t \int_{\mathbb{R}^d} G(t-s, x-y)D_r.u(s, y)W(\delta s, \delta y) \right\|_0^2 dr.
$$

At this point, we apply Proposition 6.2 of [1] to get that

$$
\mathbb{E}[I(\delta)] \leq I_1(\delta) + I_2(\delta),
$$

where the latter two terms are the following:

$$
I_1(\delta) = \mathbb{E} \int_{t-\delta}^t \int_{[t-\delta,t]^2} \int_{\mathbb{R}^d} G(t-s, x-y)G(t-s', x-y')\gamma(s-s')f(y-y')
\times \langle D_r.u(s, y), D_r.u(s', y') \rangle_0 dydy'ds'dr,
$$

$$
I_2(\delta) = \int_{t-\delta}^t \int_{[t-\delta,t]^2} \int_{\mathbb{R}^d} G(t-s, x-y)\gamma(s-s')f(y-y')
\times \langle D_r.u(s, y), D_r.u(s', y') \rangle_0 dydy'ds'dr.
$$
and

\[ I_2(\delta) = \mathbb{E} \int_{t-\delta}^t \int_{[t-\delta,t]^d} \int_{[0,t]^d} \int \cdots \] 

In the above terms, we have used the inner product \( \langle \cdot, \cdot \rangle_0 \) given by (31).

In order to deal with \( I_1(\delta) \), we observe that, by Cauchy-Schwarz inequality and (44),

\[ \int_{t-\delta}^t \mathbb{E}(D_r.u(s, y), D_r.u(s', y'))_0 \, dr \]

\[ \leq \int_{t-\delta}^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\mathbb{E}|D_{r,z}u(s, y)|^2)^{\frac{1}{2}} (\mathbb{E}|D_{r,z'}u(s', y')|^2)^{\frac{1}{2}} f(z - z') \, dz \, dz' \, dr \]

\[ \leq A(t) \int_{t-\delta}^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(s - r, y - z)G(s' - r, y' - z) \, f(z - z') \, dz \, dz' \, dr \]

\[ = A(t) \int_{t-\delta}^t (G(s - r, y - \cdot), G(s' - r, y' - \cdot))_0 \, dr \]

\[ \leq A(t) \left( \int_{t-\delta}^t \|G(s - r, y - \cdot)\|_0^2 \, dr \right)^{\frac{1}{2}} \left( \int_{t-\delta}^t \|G(s' - r, y' - \cdot)\|_0^2 \, dr \right)^{\frac{1}{2}} \]

\[ \leq A(t) \sup_{(s, y) \in [t-\delta, t] \times \mathbb{R}^d} \int_{t-\delta}^t \|G(s - r, y - \cdot)\|_0^2 \, dr. \]

Note that the above supremum equals to

\[ \sup_{s \in [t-\delta, t]} \int_{t-\delta}^s \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(s - r, z)G(s - r, z')f(z - z') \, dz \, dz' \, dr \]

\[ = \sup_{s \in [t-\delta, t]} \int_{t-\delta}^{s-(t-\delta)} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(r, z)G(r, z')f(z - z') \, dz \, dz' \, dr \]

\[ = \int_{0}^{\delta} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(r, z)G(r, z')f(z - z') \, dz \, dz' \, dr \]

\[ = \psi(\delta). \] (50)

Thus, we have proved that

\[ \int_{t-\delta}^t \mathbb{E}(D_r.u(s, y), D_r.u(s', y'))_0 \, dr \leq A(t)\psi(\delta), \]

for all \( s, s' \in [t - \delta, t] \) and all \( y, y' \in \mathbb{R}^d \). This implies that

\[ I_1(\delta) \]

\[ \leq A(t)\psi(\delta) \int_{t-\delta}^t \int_{t-\delta}^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} G(t - s, x - y)G(t - s', x - y')\gamma(s - s')f(y - y') \, ds \, ds' \, dy \, dy' \]

\[ = A(t)\psi(\delta)\phi(\delta), \] (51)
with \( \phi(t) \) given by (36). Observe that \( \phi(\delta) \) is well-defined and converges to zero as \( \delta \to 0 \).

As far as the term \( I_2(\delta) \) is concerned, one follows analogous arguments as in \( I_1(\delta) \). More precisely, we first observe that, using Cauchy-Schwarz inequality and (28),

\[
I_2(\delta)
\leq B(t) \int_{[t-\delta, t]} \int_{\mathbb{R}^d} G(t-s,x-y)G(t-s',x-y') \gamma(s-s')f(y-y') \times 
\int_{[t-\delta]} \int_{\mathbb{R}^d} G(s-r,y-z)G(s'-r,y'-z')f(z-z')
\times \int_{[0,r]} \int_{\mathbb{R}^d} G(r-\theta,z-w)G(r-\theta',z'-w') \gamma(\theta-\theta')f(w-w')dwdw'd\theta d\theta' 
\times dzdz'drdy'dsds'.
\]

Note that, by Cauchy-Schwarz inequality for any \( t-\delta < r < s < t \) and \( z,z' \in \mathbb{R}^d \),

\[
\int_{[0,r]} \int_{\mathbb{R}^d} G(r-\theta,z-w)G(r-\theta',z'-w') \gamma(\theta-\theta')f(w-w')dwdw'd\theta d\theta'
\leq \left( \int_{[0,r]} \int_{\mathbb{R}^d} G(r-\theta,z-w)G(r-\theta',z-w') \gamma(\theta-\theta')f(w-w')dwdw'd\theta d\theta' \right)^{1/2} 
\times \left( \int_{[0,r]} \int_{\mathbb{R}^d} G(r-\theta',z'-w') \gamma(\theta-\theta')f(w-w')dwdw'd\theta d\theta' \right)^{1/2}
\leq \sup_{(r,\bar{z}) \in [t-\delta, s] \times \mathbb{R}^d} \int_{[0,r]} \int_{\mathbb{R}^d} G(r-\theta,\bar{z}-w)G(r-\theta',\bar{z}-w') \gamma(\theta-\theta')f(w-w')dwdw'd\theta d\theta'
\times \phi(s) \leq \phi(t),
\]

where the first equality follows using the change of variables \( \bar{\theta} = \bar{\tau} - \theta, \bar{\theta}' = \tau - \theta, \bar{w} = \bar{z} - w, \bar{\bar{w}} = \bar{z} - w' \). Plugging the latter estimate in (53), we end up with

\[
I_2(\delta)
\leq B(t) \phi(t) \int_{[t-\delta, t]} \int_{\mathbb{R}^d} G(t-s,x-y)G(t-s',x-y') \gamma(s-s')f(y-y')dsds'dydy' 
\times \sup_{(s,y) \in [t-\delta, t] \times \mathbb{R}^d} \int_{[t-\delta]} \int_{\mathbb{R}^d} G(s-r,y-z)G(s'-r,y'-z')f(z-z')dzdz'dr
= B(t) \phi(t) \psi(\delta) \phi(\delta),
\]

where for the last equality we used (50). Thus, we have proved that

\[
I_2(\delta) \leq B(t) \phi(t) \psi(\delta) \phi(\delta).
\]
Using (51) and (54), we obtain:

\[ \mathbb{E}[I(\delta)] \leq \left( A(t) + B(t)\phi(t) \right) \psi(\delta)\phi(\delta) =: C''t\psi(\delta)\phi(\delta). \] (55)

Taking into account the latter estimate and the one obtained for \( \mathbb{E}[|J(\delta)|] \) (see (49)), we will be able to conclude the proof, as follows. By (47) and Markov’s inequality, for any \( n \geq 1 \), we have

\[
\mathbb{P}\left( \left\{ \int_0^t \| D_r u(t, x) \|_0^2 \, dr < \frac{1}{n} \right\} \cap \Omega_m \right) \leq \mathbb{P}\left( I(\delta) + \frac{1}{2} J(\delta) > \frac{1}{2m^2} \psi(\delta) - \frac{1}{n} \right)
\leq \left( \frac{1}{2m^2} \psi(\delta) - \frac{1}{n} \right)^{-1} \left( \mathbb{E}[I(\delta)] + \frac{1}{2} \mathbb{E}[|J(\delta)|] \right)
\leq \left( \frac{1}{2m^2} \psi(\delta) - \frac{1}{n} \right)^{-1} \psi(\delta) \left( C''t\psi(\delta) + \frac{1}{2} C'\delta^{1-\beta} \right).
\]

Taking \( n \to \infty \), one gets

\[
\mathbb{P}\left( \left\{ \int_0^t \| D_r u(t, x) \|_0^2 \, dr = 0 \right\} \cap \Omega_m \right) \leq \left( \frac{1}{2m^2} \psi(\delta) \right)^{-1} \psi(\delta) \left( C''t\psi(\delta) + \frac{1}{2} C'\delta^{1-\beta} \right)
\]

Next, we take \( \delta \to 0 \). Since \( \phi(\delta) \to 0 \) as \( \delta \to 0 \) and \( \beta < 1 \), we obtain:

\[
\mathbb{P}\left( \left\{ \int_0^t \| D_r u(t, x) \|_0^2 \, dr = 0 \right\} \cap \Omega_m \right) = 0.
\]

This concludes the proof of (45), and the proof of Theorem 1.2.

A A Parseval-type identity

In this section, we give the Parseval-type identity which is used in the proof of Lemma A.2. We begin by recalling a remarkable result of [17], and comment on a small correction of a related result from the same paper.

Let \( f : \mathbb{R}^d \to [0, \infty] \) be a kernel of positive type, i.e. \( f \) is locally integrable and its Fourier transform in \( \mathcal{S}'(\mathbb{R}^d) \) is a function \( g \) which is non-negative almost everywhere. In addition, we suppose that \( f \) is continuous, symmetric and \( f(x) < \infty \) if and only if \( x \neq 0 \).

By Lemma 5.6 of [17], for any Borel probability measure \( \mu \) on \( \mathbb{R}^d \), we have:

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x - y) \mu(dx) \mu(dy) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} |\mathcal{F}\mu(\xi)|^2 g(\xi) d\xi =: \mathcal{E}_f(\mu).
\]

In particular, if \( \mu(dx) = \varphi(x) dx \) where \( \varphi \) is a density function on \( \mathbb{R}^d \),

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x - y) \varphi(x) \varphi(y) dx dy = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} |\mathcal{F}\varphi(\xi)|^2 g(\xi) d\xi =: \mathcal{E}_f(\varphi). \tag{56}
\]

It follows that relation (56) holds for any non-negative function \( \varphi \in L^1(\mathbb{R}^d) \).
Relation (5.37) of [17] says that
\[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y) \mu(dx) \nu(dy) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F} \mu(\xi) \mathcal{F} \nu(\xi) g(\xi) d\xi \] (57)
for any Borel probability measures \( \mu \) and \( \nu \) on \( \mathbb{R}^d \). When \( \nu = \delta_0 \) and \( \mu = \delta_x \) for \( x \in \mathbb{R} \) arbitrary, this relation becomes
\[ f(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{-i\xi \cdot x} g(\xi) d\xi, \quad x \in \mathbb{R}, \]
which is not true if \( g \) is not integrable. The problem is caused by the fact that in the proof of (5.37), on the right hand side of (5.39), we may have \( \infty - \infty \).

But (57) does hold for any Borel probability measures \( \mu \) and \( \nu \) on \( \mathbb{R}^d \) such that \( \mathcal{E}_f(\mu) < \infty \) and \( \mathcal{E}_f(\nu) < \infty \). In particular,
\[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y) \varphi(x) \psi(y) dx dy = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F} \varphi(\xi) \mathcal{F} \psi(\xi) g(\xi) d\xi =: \mathcal{E}_f(\varphi, \psi) \] (58)
for any density functions \( \varphi \) and \( \psi \) on \( \mathbb{R}^d \) with \( \mathcal{E}_f(\varphi) < \infty \) and \( \mathcal{E}_f(\psi) < \infty \).

It follows that relation (58) holds for any non-negative functions \( \varphi, \psi \in L^1(\mathbb{R}^d) \) with \( \mathcal{E}_f(\varphi) < \infty \) and \( \mathcal{E}_f(\psi) < \infty \). (To see this, we write (58) for the density functions \( \varphi/\|\varphi\|_1 \) and \( \psi/\|\psi\|_1 \) and then we multiply by \( \|\varphi\|_1 \|\psi\|_1 \).) Moreover, in this case \( \mathcal{E}_f(\varphi, \psi) \) is finite since by the Cauchy-Schwarz inequality
\[ \left| \int_{\mathbb{R}^d} \mathcal{F} \varphi(\xi) \mathcal{F} \psi(\xi) g(\xi) d\xi \right| \leq \left( \int_{\mathbb{R}^d} |\mathcal{F} \varphi(\xi)|^2 g(\xi) d\xi \right)^{1/2} \left( \int_{\mathbb{R}^d} |\mathcal{F} \psi(\xi)|^2 g(\xi) d\xi \right)^{1/2}. \]

In fact, we have the following more general result.

**Lemma A.1.** Relation (58) holds for any functions \( \varphi, \psi \in L^1(\mathbb{R}^d) \) with \( \mathcal{E}_f(\|\varphi\|) < \infty \) and \( \mathcal{E}_f(\|\psi\|) < \infty \), and in this case \( \mathcal{E}_f(\|\psi\|) < \infty \).

**Proof:** We write \( \varphi = \varphi^+ - \varphi^- \), where \( \varphi^+ = \max(\varphi, 0) \) and \( \varphi^- = \max(-\varphi, 0) \). Similarly, \( \psi = \psi^+ - \psi^- \), where \( \psi^+ = \max(\psi, 0) \) and \( \psi^- = \max(-\psi, 0) \). Then \( |\varphi| = \varphi^+ + \varphi^- \). Since \( \varphi^+(x) \leq |\varphi(x)| \) for any \( x \in \mathbb{R} \), we have
\[ \mathcal{E}_f(\varphi^+) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y) \varphi^+(x) \varphi^+(y) dx dy \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y) |\varphi(x)||\varphi(y)| dx dy = \mathcal{E}_f(\|\varphi\|) < \infty. \]

Similarly, we obtain that \( \mathcal{E}_f(\varphi^-) < \infty \), \( \mathcal{E}_f(\psi^+) < \infty \) and \( \mathcal{E}_f(\psi^-) < \infty \).

Hence relation (58) holds for the pairs \((\varphi^+, \psi^+)\), \((\varphi^-, \psi^-)\), \((\varphi^+, \psi^-)\) and \((\varphi^-, \psi^+)\):
\[
\begin{align*}
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y) \varphi^+(x) \psi^+(y) dx dy &= \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F} \varphi^+(\xi) \mathcal{F} \psi^+(\xi) g(\xi) d\xi \\
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y) \varphi^-(x) \psi^-(y) dx dy &= \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F} \varphi^-(\xi) \mathcal{F} \psi^-(\xi) g(\xi) d\xi \\
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y) \varphi^+(x) \psi^-(y) dx dy &= \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F} \varphi^+(\xi) \mathcal{F} \psi^-(\xi) g(\xi) d\xi \\
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y) \varphi^-(x) \psi^+(y) dx dy &= \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F} \varphi^-(\xi) \mathcal{F} \psi^+(\xi) g(\xi) d\xi
\end{align*}
\]
and all the integrals appearing above are finite. We take the sum of the first two relations above and from this, we subtract the sum of the last two. We obtain

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)(\phi^+(x) - \phi^-(x))(\psi^+(y) - \psi^-(y))dxdy = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} (\mathcal{F}\phi^+(\xi) - \mathcal{F}\phi^-(\xi))(\overline{\mathcal{F}\psi^+(\xi)} - \overline{\mathcal{F}\psi^-(\xi)})g(\xi)d\xi,
\]

which is exactly relation (58). Finally, we note that

\[
|\mathcal{E}_f(\varphi, \psi)| \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)|\varphi(x)||\psi(y)|dxdy = \mathcal{E}_f(|\varphi|, |\psi|) \leq \mathcal{E}_f(|\varphi|)^{1/2}\mathcal{E}_f(|\psi|)^{1/2} < \infty.
\]

For complex-valued functions, we have the following result.

**Lemma A.2.** For any functions \( \varphi, \psi \in L^1_c(\mathbb{R}^d) \) with \( \mathcal{E}_f(|\varphi|) < \infty \) and \( \mathcal{E}_f(|\psi|) < \infty \), we have:

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)\overline{\varphi(x)}\overline{\psi(y)}dxdy = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F}\varphi(\xi)\overline{\mathcal{F}\psi(\xi)}g(\xi)d\xi =: \mathcal{E}_f(\varphi, \psi),
\]

and in this case, \( |\mathcal{E}_f(\varphi, \psi)| < \infty \).

**Proof:** We write \( \varphi = \varphi_1 + i\varphi_2 \) and \( \psi = \psi_1 + i\psi_2 \), where \( \varphi_1, \varphi_2, \psi_1, \psi_2 \in L^1(\mathbb{R}^d) \). Note that \( |\varphi|^2 = |\varphi_1|^2 + |\varphi_2|^2 \). It follows that \( |\varphi_1(x)| \leq |\varphi(x)| \) for all \( x \in \mathbb{R} \), and hence

\[
\mathcal{E}_f(|\varphi_1|) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)|\varphi_1(x)||\varphi_1(y)||dxdy \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)|\varphi(x)||\varphi(y)||dxdy = \mathcal{E}_f(|\varphi|) < \infty.
\]

Similarly, \( \mathcal{E}_f(|\varphi_2|) < \infty, \mathcal{E}_f(|\psi_1|) < \infty \) and \( \mathcal{E}_f(|\psi_2|) < \infty \).

Note that

\[
\varphi(x)\overline{\psi(y)} = [\varphi_1(x) + i\varphi_2(x)][\psi_1(y) - i\psi_2(y)]
\]

\[
= [\varphi_1(x)\psi_1(y) + \varphi_2(x)\psi_2(y)] + i[\varphi_2(x)\psi_1(y) - \varphi_1(x)\psi_2(y)]
\]

and

\[
\mathcal{F}\varphi(\xi)\overline{\mathcal{F}\psi(\xi)} = [\mathcal{F}\varphi_1(\xi) + i\mathcal{F}\varphi_2(\xi)][\mathcal{F}\psi_1(\xi) - i\mathcal{F}\psi_2(\xi)]
\]

\[
= \mathcal{F}\varphi_1(\xi)\overline{\mathcal{F}\psi_1(\xi)} + \mathcal{F}\varphi_2(\xi)\overline{\mathcal{F}\psi_2(\xi)} + i[\mathcal{F}\varphi_2(\xi)\overline{\mathcal{F}\psi_1(\xi)} - \mathcal{F}\varphi_1(\xi)\overline{\mathcal{F}\psi_2(\xi)}].
\]

We apply Lemma A.1 to the pairs of functions \((\varphi_1, \psi_1), (\varphi_2, \psi_2), (\varphi_2, \psi_1), (\varphi_1, \psi_2)\):

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)\varphi_1(x)\psi_1(y)dxdy = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F}\varphi_1(\xi)\overline{\mathcal{F}\psi_1(\xi)}g(\xi)d\xi
\]

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)\varphi_2(x)\psi_2(y)dxdy = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F}\varphi_2(\xi)\overline{\mathcal{F}\psi_2(\xi)}g(\xi)d\xi
\]

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)\varphi_2(x)\psi_1(y)dxdy = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F}\varphi_2(\xi)\overline{\mathcal{F}\psi_1(\xi)}g(\xi)d\xi
\]

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y)\varphi_1(x)\psi_2(y)dxdy = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F}\varphi_1(\xi)\overline{\mathcal{F}\psi_2(\xi)}g(\xi)d\xi,
\]
where all the integrals above are finite. We take the sum of the first two relations and then we add the difference between the third and fourth relations multiplied by $i$. We obtain:

$$
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x-y) \{ \varphi_1(x)\psi_1(y) + \varphi_2(x)\psi_2(y) - i[\varphi_2(x)\psi_1(y) + \varphi_1(x)\psi_2(y)] \} \, dx \, dy =
$$

$$
\frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \{ \mathcal{F}\varphi_1(\xi)\mathcal{F}\psi_1(\xi) + \mathcal{F}\varphi_2(\xi)\mathcal{F}\psi_2(\xi) + i[\mathcal{F}\varphi_2(\xi)\mathcal{F}\psi_1(\xi) - \mathcal{F}\varphi_1(\xi)\mathcal{F}\psi_2(\xi)] \} g(\xi) \, d\xi,
$$

which is exactly relation (59). The fact that $|E_f(\varphi,\psi)| < \infty$ follows as in Lemma A.1. □

### B Existence of measurable modifications

In this section, we prove a result about existence of measurable modifications of random fields, which is used frequently in the literature on SPDEs using Walsh’ approach [32]. Parts a) and b) of this result are extensions to random fields of Theorem 30 in Chapter IV of [10], respectively Proposition 3.21 of [27]. We include the proof since we could not find a direct reference in the literature. Part a) of this result is used in the proof of Theorem 3.6. Part b) of this result is not needed in the present article, but we include it here since its proof requires only a minor modification of the proof of part a).

A random field is a collection $X = \{X(t,x); t \geq 0, x \in \mathbb{R}^d\}$ of random variables defined on the same probability space $(\Omega, \mathcal{F}, P)$. We say that $X$ is **stochastically continuous** if it is continuous in probability, i.e. $X(t_n, x_n) \xrightarrow{L} X(t,x)$ if $t_n \to t$ and $x_n \to x$. $X$ is **predictable** with respect to a filtration $(\mathcal{F}_t)_{t \geq 0}$ if the map $(\omega, t, x) \mapsto X(\omega, t, x)$ is measurable with respect to the **predictable σ-field** on $\Omega \times \mathbb{R}_+ \times \mathbb{R}^d$, which is the σ-field generated by elementary processes. (An **elementary process** is a process of the form $Y(\omega, t, x) = Y_0(\omega)1_{(a,b)}(t)1_A(x)$, where $Y_0$ is $\mathcal{F}_a$-measurable, $0 < a < b$ and $A \in \mathcal{B}(\mathbb{R}^d)$ is a bounded set.) $X$ is **adapted** with respect to a filtration $(\mathcal{F}_t)_{t \geq 0}$ if $X(t,x)$ is $\mathcal{F}_t$-measurable, for any $t \geq 0$ and $x \in \mathbb{R}^d$.

**Proposition B.1.** a) **Any stochastically continuous random field has a measurable modification.** b) **Any stochastically continuous random field which is adapted with respect to a filtration $(\mathcal{F}_t)_{t \geq 0}$ has a predictable modification, with respect to the same filtration.**

**Proof.** a) Let $X = \{X(t,x); t \geq 0, x \in \mathbb{R}^d\}$ be a stochastically continuous random field defined on a probability space $(\Omega, \mathcal{F}, P)$. Let $(E_m)_{m \geq 1}$ be an increasing sequence of compact sets in $\mathbb{R}^d$ such that $\bigcup_m E_m = \mathbb{R}^d$. Fix $m \geq 1$ and let $I = [0, m] \times E_m$. Since $X$ is stochastically continuous, it is uniformly stochastically continuous on $I$, i.e. for any $\varepsilon > 0$ there exists $\delta_\varepsilon > 0$ such that for any $(t,x), (s,y) \in I$ with $|t-s|^2 + |x-y|^2 \leq \delta_\varepsilon^2$,

$$
\mathbb{P}(|X(t,x) - X(s,y)| > 2^{-m}) \leq 2^{-m}.
$$

Let $0 = t^{(m)}_0 < t^{(m)}_1 < \ldots < t^{(m)}_m = m$ be a partition of $[0, m]$ into subintervals of length smaller than $\delta_m$ and $(U^{(m)}_l)_{l=1, \ldots, K_m}$ be a partition of $E_m$ into Borel sets of diameter smaller than $\delta_m$. (The diameter of a set $S$ is defined as $\text{sup}\{|x-y|; x, y \in S\}$.) Let $x^{(m)}_i \in U^{(m)}_l$ be arbitrary. For any $t \in (t^{(m)}_k, t^{(m)}_{k+1}]$ and $x \in U^{(m)}_l$,

$$
\mathbb{P}(|X(t^{(m)}_k, x^{(m)}_k) - X(t,x)| > 2^{-m}) \leq 2^{-m}.
$$

(60)
Define
\[ X_m(\omega, t, x) = \sum_{k=0}^{n_m-1} \sum_{l=1}^{K_m} X(\omega, t^{(m)}_k, x^{(m)}_l) 1_{(t^{(m)}_k, t^{(m)}_{k+1})}(t) 1_{U_l^{(m)}}(x). \]

Note that \( X_m \) is a measurable process, since \( X(\omega, t^{(m)}_k, x^{(m)}_l) \) is \( F \)-measurable.

Let \( A = \{ (\omega, t, x) \in \Omega \times \mathbb{R}_+ \times \mathbb{R}^d; (X_m(\omega, t, x))_{m \geq 0} \text{ converges} \} \). Then \( A \in \mathcal{F} \times \mathcal{B}(\mathbb{R}_+) \times \mathcal{B}(\mathbb{R}^d) \) and the process \( \tilde{X} \) defined by
\[ \tilde{X}(\omega, t, x) = 1_A(\omega, t, x) \lim_{m \to \infty} X_m(\omega, t, x) \]
is measurable.

We now show that \( \tilde{X} \) is a modification of \( X \). Let \( (t, x) \in \mathbb{R}_+ \times \mathbb{R}^d \) be arbitrary. Then \( (t, x) \in I_m \) for \( m \) large enough, and \( t \in (t^{(m)}_k, t^{(m)}_{k+1}) \) for some \( k = k_m \) and \( x \in U_l^{(m)} \) for some \( l = l_m \). Let
\[ A_m = \{ |X(t^{(m)}_k, x^{(m)}_l) - X(t, x)| > 2^{-m} \}. \]
By (60), \( \sum_m \mathbb{P}(A_m) < \infty \). By the Borel-Cantelli Lemma, \( \mathbb{P}(\Omega_{t,x}) = 1 \) where \( \Omega_{t,x} = \lim \inf_m A^c_m = \bigcup_{m_0} \bigcap_{m \geq m_0} A^c_m \). Let \( \omega \in \Omega_{t,x} \). Then there exists \( m_0 = m_0(\omega) \) such that
\[ |X(\omega, t^{(m)}_k, x^{(m)}_l) - X(\omega, t, x)| \leq 2^{-m} \quad \forall m \geq m_0(\omega). \]
By the definition of \( X_m \), it follows that
\[ |X_m(\omega, t, x) - X(\omega, t, x)| \leq 2^{-m} \quad \forall m \geq m_0(\omega). \]
From this, we infer that \( \lim_{m \to \infty} X_m(\omega, t, x) = X(\omega, t, x) \), i.e. \( (\omega, t, x) \in A \). This shows that \( \tilde{X}(\omega, t, x) = X(\omega, t, x) \) for any \( \omega \in \Omega_{t,x} \). Since \( \mathbb{P}(\Omega_{t,x}) = 1 \), we infer that \( \mathbb{P}(\tilde{X}(t, x) = X(t, x)) = 1 \), as required.

b) Assume, in addition, that \( X \) is adapted. Then \( X_m \) is predictable, being a linear combination of elementary processes. Hence \( A \) and \( \tilde{X} \) are predictable.

\[ \square \]
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