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Abstract

Propensity score methods are an important tool to help reduce confounding in non-experimental studies. Most propensity score methods assume that covariates are measured without error. However, covariates are often measured with error, which leads to biased causal effect estimates if the true underlying covariates are the actual confounders. Although some studies have investigated the impact of a single mismeasured covariate on estimating a causal effect and proposed methods for handling the measurement error, almost no work exists investigating the case where multiple covariates are mismeasured. In this paper, we examine the consequences of multiple error-prone covariates when estimating causal effects using propensity score-based estimators via extensive simulation studies and real data analyses. We find that causal effect estimates are less biased when the propensity score model includes mismeasured
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covariates whose true underlying values are strongly correlated with each other. However, when the measurement errors are correlated with each other, additional bias is introduced. In addition, it is beneficial to include correctly measured auxiliary variables that are correlated with confounders whose true underlying values are mismeasured in the propensity score model.
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1 Introduction

In non-randomized epidemiological studies aiming to estimate causal effects, controlling for all potential confounders or covariates is essential to estimate unbiased causal effects. For this, propensity score methods are widely used to balance treatment (or exposure) groups in terms of observed covariates (Rosenbaum and Rubin, 1983). The balance can be achieved properly when we collect all potential confounders and they are measured correctly. If these confounders are measured with error, the resulting estimates may be biased because we cannot directly balance the two groups with respect to the unobserved true confounders (Steiner et al., 2011).

In practice, there is often more than one covariate measured with error. Measurement error in multiple covariates (vs. a single covariate) may yield additional complications when estimating causal effects, especially when the measurement errors themselves are correlated. This measurement error structure can be found in many applications. For example, it is known that self-reported test scores or mental health-related measures may not reflect the true underlying intellectual ability or psychometric profile. It is common that multiple self-reported scores are collected, and they tend to correlate with each other because they are obtained from the same individuals and using the same data collection strategy (e.g., in an in-person interview individuals may tend to systematically report fewer stigmatized behaviors than they actually engage in). In this example, if the unobserved true underlying covariates affect treatment assignment and an outcome (i.e., are confounders), using the
self-reported measurements will not remove bias in the effect estimates because they cannot balance treatment groups with respect to the true confounders.

Many propensity score approaches have been developed to handle a single error-prone covariate. Most approaches consider a classical measurement error case where a mismeasured covariate is a noisy yet unbiased version of a true covariate. These include propensity score calibration (Stürmer et al., 2005), corrected propensity score weighting (McCaffrey et al., 2013a), and calibrated propensity scores using multiple imputation (Webb-Vargas et al., 2015). A few approaches have addressed the situation where the measurement error depends on the treatment assignment or another covariate, called differential measurement error (Hong et al., 2016). We found one study investigating the impact of multiple error-prone covariates on a logistic regression model (Fewell et al., 2007). However, that study does not focus on a full causal framework including a step for balancing treatment groups with respect to observed covariates (such as through propensity scores).

In this paper, we assess the impact of multiple error-prone covariates on causal effect estimation, especially when the measurement errors are correlated, using two widely-used propensity score estimators, inverse probability of treatment weighting (IPTW) and double robust (DR) estimators. In addition, we investigate the influence of measurement error in different types of covariates (e.g., covariates associated with the treatment assignment, outcome, or both) on causal effect estimation. The remainder of this paper is structured as follows. Section 2 overviews a general causal framework and the two propensity score-based causal effect estimators. Then, Section 3 provides settings and results of extensive simulation studies, and Section 4 illustrates the impact of error-prone covariates using real data, the Observing Protein and Energy Nutrition (OPEN) Study by Subar et al. (2003). Finally, Section 5 discusses our work and needed future methodological developments.
2 Background and setting

In this paper, we consider a binary treatment assignment $A$ ($A = 0$ or 1 for untreated or treated, respectively), a continuous outcome $Y$, continuous true covariates $X = (X_1, \ldots, X_p)$. We consider the scenario where $X$ is not observed but instead we observe $W = (W_1, \ldots, W_p)$ which is the mismeasurement of $X$. We assume classical measurement error where $W_j = X_j + e_j$ and $e_j \sim N(0, \sigma^2_w)$, for $j = 1, \ldots, p$.

2.1 Causal inference framework and assumptions

The research question of interest is to estimate an effect of a treatment ($A = 1$) as compared to a comparison condition ($A = 0$) on a certain outcome. Our estimand of interest is the average treatment effect (ATE). Following the Rubin causal model (Rubin, 1974), the ATE is defined as $E(Y(1) - Y(0))$, where $Y(A = a)$ is the potential outcome under treatment assignment to $a$ (0 or 1). However, it is not feasible to observe both potential outcomes for an individual. In this paper, we are interested in non-experimental studies, where we simply observe that some people received the treatment and others received the control condition, and the treatment is not randomly assigned.

In non-experimental studies, if all covariates ($X$) are correctly measured, the following assumptions are required to identify the ATE. First, there should be no unmeasured confounders, called ignorability, $Y(A = a) \perp\!\!\!\!\!\perp A \mid X$. Second, the potential outcome under an assigned treatment is consistent with the corresponding observed outcome, called consistency, $Y(a) = (Y \mid A = a)$. Third, there is a non-zero probability of receiving every level of treatment for every combination of values of covariates, called positivity, $0 < P(A = a \mid X) < 1$. An additional assumption is the stable unit treatment value assumption (SUTVA) meaning that one person’s treatment assignment does not influence another person’s potential outcomes and there is only one version of each treatment (Rubin, 1980).
2.2 Propensity score weighting estimators

To estimate an unbiased causal effect, we should balance treated and untreated groups with respect to the distribution of covariates. Propensity score methods are widely used to calculate balancing scores, functions of which are then sometimes used as weights (Rosenbaum and Rubin, 1983). The propensity score, defined as \( e_i(X_i) = P(A_i = 1 | X_i) \) for subject \( i \), is considered a summary score of all observed covariates and helps make the treated and control groups similar by matching, weighting, or subclassification instead of using the full set of covariates (Stuart, 2010). This is usually estimated by fitting a logistic (or probit) regression model. Propensity scores have two key properties that make them useful for causal effect estimation. First, propensity scores balance the treated and control groups with respect to the distribution of all observed covariates, such as \( X_i | A_i \) \( e_i(X_i) \). Second, if ignorability holds given \( X_i \) then it also holds given \( e_i(X_i) \), that is if \( Y_i(a) \) \( A_i \) \( X_i \) then \( Y_i(a) \) \( A_i \) \( e_i(X_i) \).

The propensity score is a straightforward tool to handle non-random treatment assignment, but it is important to measure covariates correctly when they are associated with both treatment assignment and outcome. If we use mismeasured covariates \( W \) instead of \( X \) when estimating propensity scores, they cannot correctly balance the two groups with respect to \( X \) and we would expect a biased ATE estimate. On the other hand, if \( W \) is actually the variable associated with both treatment assignment and outcome (e.g., if a teacher used observed test scores to decide on program participation), using \( W \) would not yield a biased estimate because ignorability would hold given \( W \), not \( X \), in this case.

In this paper, we consider two propensity score weighting estimators: IPTW and DR. We first estimate propensity score \( e_i \) by fitting a logistic regression of \( A \) with covariates as predictors, and then calculate individual weights \( w_i = A(1/e_i) + (1 - A)(1/(1 - e_i)) \). The IPTW estimator is a generalization of the Horvitz-Thompson estimator (Horvitz and
Thompson, 1952) and defined as
\[
\hat{ATE}_{IPTW} = \frac{\sum_i w_i A_i Y_i}{\sum_i w_i A_i} - \frac{\sum_i w_i (1 - A_i) Y_i}{\sum_i w_i (1 - A_i)}.
\]

To obtain \( \hat{ATE}_{IPTW} \) and its standard error, we fit a weighted linear regression model of \( Y \) with \( A \) as the only predictor using \( w_i \) as weights. The coefficient for \( A \) is taken as the effect estimate. We run this outcome model via the \texttt{survey} package in R.

Doubly robust approaches can be used when the propensity score model is likely to be misspecified (Robins et al., 2007). These approaches are alternatives of IPTW because IPTW provides an unbiased estimate only when the propensity score model is correctly specified, while DR provides an unbiased effect estimate when either the propensity score or outcome model is correctly specified. The DR estimator is defined as
\[
\hat{ATE}_{DR} = n^{-1} \sum_i [w_i A_i Y_i - w_i (A_i - e_i) m_{1i}] - n^{-1} \sum_i [w_i (1 - A_i) Y_i + w_i (A_i - e_i) m_{0i}],
\]
where \( m_{1i} \) and \( m_{0i} \) are the predicted outcome values from the fitted outcome models \( E(Y | Z = 1, X) \) and \( E(Y | Z = 0, X) \), respectively. Following McCaffrey et al. (2013b), we obtain a DR estimate similarly for an IPTW estimate via the \texttt{survey} package in R as described above, but we fit an outcome model (the weighted linear regression) including \( A \) and all important covariates associated with the outcome as well.

3 Simulation studies

Our simulation studies are motivated by those in Pingel and Waernbaum (2016), which studied the efficiency of different propensity score estimators when correlated covariates are observed. We extend the simulation setup to consider measurement error. We consider the implications for methods’ performance of two types of correlations: first, when the true
underlying covariates \((X)\) are correlated, and second, when both the underlying covariates and their measurement errors \((e)\) are correlated. Our second simulation study investigates the consequences of measurement error in different types of covariates, such as covariates related to only the outcome or the treatment assignment, or both. In both simulation studies, we assess bias, mean squared error (MSE), and coverage probability of IPTW and DR estimates and compare these properties between when using true covariates \((X)\) and mismeasured covariates \((W)\).

### 3.1 Simulation 1: the impact of correlated covariates and measurement error

#### 3.1.1 Data generating mechanism and parameter setup

Panel (a) of Figure 1 illustrates the data structure we use in Simulation 1. We consider two confounders \((X_1 \text{ and } X_2)\) that are correlated with correlation \(\rho^x\) and that are associated with both the treatment assignment and outcome. However, we observe only mismeasured covariates \((W_1 \text{ and } W_2)\) and the measurement errors are correlated (with correlation \(\rho^w\)).

We generate 1000 sets of data where each dataset has 1000 observations under the following distributions:

\[
\begin{pmatrix}
X_1 \\
X_2
\end{pmatrix}
\sim N
\begin{pmatrix}
\begin{pmatrix}
0 \\
0
\end{pmatrix},
\begin{pmatrix}
1 & \rho^x \\
\rho^x & 1
\end{pmatrix}
\end{pmatrix}
\]

\[
\text{logit}(P(A = 1 | X)) = \alpha_0 + \alpha_1 X_1 + \alpha_2 X_2
\]  \hspace{1cm} (1)

\[
Y | A, X \sim N(\beta_0 + \tau A + \beta_1 X_1 + \beta_2 X_2, 1).
\]  \hspace{1cm} (2)

Then, we generate \(W_p = X_p + e_p\) for \(p = 1, 2\), where

\[
\begin{pmatrix}
e_1 \\
e_2
\end{pmatrix}
\sim N
\begin{pmatrix}
\begin{pmatrix}
0 \\
0
\end{pmatrix},
\begin{pmatrix}
\sigma^2_{w_1} & \sigma_{w_1} \sigma_{w_2} \rho^w \\
\sigma_{w_1} \sigma_{w_2} \rho^w & \sigma^2_{w_2}
\end{pmatrix}
\end{pmatrix}.
\]
We consider classical measurement error where the measurement errors are pure noise and not associated with the treatment assignment or the outcome. We define the reliability of a mismeasured covariate as \( \text{Var}(X_p)/\text{Var}(W_p) = 1/(1 + \sigma_{w_p}^2) \), where a smaller reliability value indicates a noisier \( W_p \). For the true data generating models, we consider four different values for \( \rho^x \) and \( \rho^w \): \( \rho^x = 0.0, 0.3, 0.6, \) or \( 0.9 \) and \( \rho^w = 0.0, 0.2, 0.5, \) or \( 0.8 \). We set \( \sigma_w^2 \) to be \( 1, 0.43, \) or \( 0.1 \) resulting in corresponding reliabilities of \( 0.5, 0.7, \) and \( 0.9 \), respectively.

We set the true coefficients, \( \alpha \), \( \tau \), and \( \beta \), where \( \alpha = (\alpha_0, \alpha_1, \alpha_2)^T \) and \( \beta = (\beta_0, \beta_1, \beta_2)^T \), in Equations (1) and (2) in order to make simulated datasets under all different scenarios with different \( \rho^x \) settings have the same amount of total confounding. The total confounding is defined as the bias of a treatment effect estimate when excluding covariates that should be controlled for. As our simulation settings assume a linear relationship between the covariates and the outcome, the total confounding (see Appendix 1 for the derivation) is calculated as

\[
\sum_{p=1}^{2} \beta_p [E(X_p | A = 1) - E(X_p | A = 0)].
\]

Here, given \( \text{Var}(X_p) = 1, E(X_p | A = 1) - E(X_p | A = 0) \) is the standardized mean difference, a metric measuring a covariate imbalance between treatment groups. In addition, this is a function of \( \rho^x \) so that the imbalance increases as \( \rho^x \) increases given fixed positive \( \alpha \) values. Note that the total confounding is not a function of \( \rho^x \). When the total confounding is large we would naturally expect a large bias in an ATE estimate. Therefore, we need to set the true \( \alpha \) and \( \beta \) values carefully so that all simulated data under different settings contain the same amount of total confounding; otherwise differences in performance due to different values of \( \rho^x \) may be partially due to different amounts of total confounding rather than due to \( \rho^x \) itself. Thus, controlling the total confounding helps us more accurately assess the impact of correlation between true covariates on the ATE estimates when using mismeasured covariates. Table 1 shows the set up for \( \alpha \), \( \tau \), and \( \beta \). We fix \( \tau = 2, \) that is the true ATE is \( 2, \) and \( \beta = (0, 1, 1)^T \). Then we select \( \alpha \) values providing the total confounding closest to 1.
for different $\rho^x$. These parameter setups result in approximately half the observations being assigned to the treated group.

In our simulation studies, we consider only positive values for $\rho^x$, $\rho^w$, $\alpha$, and $\beta$ for two reasons. First, a negative $\rho^x$ produces a much smaller standardized mean difference than a positive $\rho^x$. In addition, opposite signs for $\beta_1$ and $\beta_2$ could produce a total confounding close to zero because the standardized mean differences of $X_1$ and $X_2$ can be canceled out in (3). That is, a negative correlation between true covariates or their opposite relationship to the outcome could cancel out biases from $X_1$ and $X_2$. As a result, it is hard to find proper positive $\alpha$ values satisfying the total confounding we look for with a negative $\rho^x$ and mixed signs in elements of $\beta$. Second, a negative $\rho^x$ can become positive by multiplying one of the covariates by -1. Similarly, different signs between $\alpha_1$ and $\alpha_2$ can be changed into the same sign by multiplying one of the covariates by -1. To illustrate this, Figure A.1 in Appendix 2 shows that there is the same amount of bias in ATE estimates (and total confounding as well) when $\rho^x$ is negative and $\alpha_1 = \alpha_2$ and when $\rho^x$ is positive and $\alpha_1 = -\alpha_2$.

3.1.2 Results

Figure 2 examines the case where there is correlation between the $X$’s themselves, but not between the measurement error ($\rho^w = 0$) and shows the bias, MSE, and confidence interval coverage rates of nominal 95% intervals (called coverage probability) of four estimates: IPTW and DR with $X$ or $W$, denoted by IPTW($X_1$, $X_2$), IPTW($W_1$, $W_2$), DR($X_1$, $X_2$), and DR($W_1$, $W_2$). The three windows in each panel are for different reliability settings, 0.5, 0.7, or 0.9. In Panel (a), as expected, IPTW and DR estimators with $X$ produce no bias. Using $W$ yields biased estimates and the bias decreases as reliability becomes close to 1. Given a reliability value, biases for IPTW($W_1$, $W_2$) and DR($W_1$, $W_2$) are almost identical (hence the lines overlap), and decrease as $\rho^x$ increases. This shows that bias induced from measurement error can be reduced when the true covariates are highly correlated. The same trend is observed in terms of MSE in Panel (b). In Panel (c), the coverage probabilities of both
estimates using $W$ increase as the correlation between $X_1$ and $X_2$ increases and reliability is close to 1. However, IPTW always provides higher coverage probability than DR. Even when we use $X$, the coverage probability of IPTW($X_1, X_2$) is 1, while that of DR($X_1, X_2$) is around 0.95.

Now turning to the case where $X_1$ and $X_2$ are correlated and $e_1$ and $e_2$ are correlated, Figure 3 shows the bias, MSE, and coverage probability of IPTW($W_1, W_2$). Here, we show results when reliability is 0.7. Bias and MSE increase and coverage probability decreases as the correlation between measurement errors increases, fixing the correlation between true covariates (see the y-axis from front to back). Although we found that the correlation between true covariates helps obtain a better estimate above, the correlation between measurement errors has a negative impact on effect estimation. The additional non-zero $\rho^w$ makes the propensity score weights estimated using $W$ deteriorate their role of balancing treatment groups with respect to the true covariates, compared to the case when $\rho^w = 0$. This results in additional bias due to the measurement error correlation and it increases as $\rho^w$ becomes larger.

3.2 Simulation 2: implications of measurement error in different types of covariates

3.2.1 Data generating mechanism and parameter setup

In Simulation 2 we investigate how much measurement errors affect the estimates when the true covariates are not all true confounders and are actually a combination of a confounder and variables related to only the outcome or only the treatment assignment. Panel (b) of Figure 1 shows the data structure of interest. It includes three covariates: (1) $X_1$ related to both $A$ and $Y$ (i.e., confounder), (2) $X_2$ related to only $Y$, and (3) $X_3$ related to only $A$. Here, we assume that $X_2$ and $X_3$ are not correlated.

We generate 1000 sets of data where each dataset has 1000 observations under the fol-
lowing distributions:

\[
\begin{pmatrix}
X_1 \\
X_2 \\
X_3
\end{pmatrix} \sim \mathcal{N}\left(\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}, \begin{pmatrix}
1 & \rho_{x12}^2 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}\right)
\] or

\[
\begin{pmatrix}
1 & \rho_{x13}^2 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\] (4)

\[
\text{logit}(P(A = 1 | X)) = \alpha_0 + \alpha_1 X_1 + \alpha_2 X_2 + \alpha_3 X_3
\] (5)

\[
Y | A, X \sim \mathcal{N}(\beta_0 + \tau A + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3, 1).
\] (6)

In this simulation, we consider two cases: (1) \(\rho_{x13}^2 = 0\) and (2) \(\rho_{x12}^2 = 0\), and the two corresponding covariance matrices are in (4). In Equation (5), \(\alpha_2\) is always set to zero because \(X_2\) is not related to the treatment assignment. Similarly, \(\beta_3\) in (6) is always zero because \(X_3\) is not related to the outcome.

Now, we generate \(W_p = X_p + e_p\) for \(p = 1, 2, 3\), where

\[
\begin{pmatrix}
e_1 \\
e_2 \\
e_3
\end{pmatrix} \sim \mathcal{N}\left(\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}, \begin{pmatrix}
\sigma_{w1}^2 & \sigma_{w1} \sigma_{w2} \rho_{12}^w & 0 \\
\sigma_{w1} \sigma_{w2} \rho_{12}^w & \sigma_{w2}^2 & 0 \\
0 & 0 & \sigma_{w3}^2
\end{pmatrix}\right)
\] or

\[
\begin{pmatrix}
\sigma_{w1}^2 & 0 & \sigma_{w1} \sigma_{w3} \rho_{13}^w \\
0 & \sigma_{w2}^2 & 0 \\
\sigma_{w1} \sigma_{w3} \rho_{13}^w & 0 & \sigma_{w3}^2
\end{pmatrix}
\].

Again, we assume that \(e_2\) and \(e_3\) are also not correlated just like \(X_2\) and \(X_3\).

For the true parameter setup, we set \(\sigma_{w_p}^2\) to be 1, 0.43, or 0.1 as we do in Simulation 1. When \(\rho_{13}^x = 0\), we consider \(\rho_{12}^x = 0.0, 0.3, 0.6, \) or 0.9, and \(\rho_{12}^w = 0.0, 0.2, 0.5\), or 0.8. Similarly, when \(\rho_{12}^x = 0\), we consider \(\rho_{13}^x = 0.0, 0.3, 0.6, \) or 0.9, and \(\rho_{13}^w = 0.0, 0.2, 0.5\), or 0.8. Table 2 shows the set up for \(\alpha\), \(\tau\), and \(\beta\) to satisfy that the total confounding are the same across all different settings. When \(\rho_{13}^x = 0\), we fix \(\alpha\) and vary \(\beta\) because varying \(\alpha\) does not affect the total confounding as \(X_1\) and \(X_3\) are not correlated and \(X_2\) has nothing to do with the treatment assignment. On the other hand, we follow fixing \(\beta\) and varying \(\alpha\) when \(\rho_{12}^x = 0\) as this case is similar to Simulation 1. These parameters result in approximately half of the observations being assigned to the treated group.
We compare 9 estimates for each IPTW and DR including different sets of covariates:
(1) \{X_1, X_2\}, (2) \{X_1, X_2, X_3\}, (3) \{X_1, W_2, X_3\}, (4) \{X_1, X_2, W_3\}, (5) \{X_1, W_2, W_3\}, (6) \{W_1, X_2, X_3\}, (7) \{W_1, X_2, W_3\}, (8) \{W_1, W_2, X_3\}, and (9) \{W_1, W_2, W_3\}.

### 3.2.2 Results

For Simulation 2, we do not report DR estimates because they provide similar patterns we observed in Simulation 1: DR estimates give almost identical bias and MSE, but a bit lower coverage probabilities than IPTW estimates. In addition, we report results only when there is no correlation between measurement errors (i.e., \(\rho_{w12}^w\) and \(\rho_{w13}^w\) are zero) because correlations between measurement errors yield the same patterns we observed in Figure 3 (results not shown).

Figure 4 displays bias, MSE, and coverage probability of 9 IPTW estimates when \(\rho_{x13}^x = 0\), but \(\rho_{x12}^x \neq 0\). Three windows in each panel are for different reliability settings, 0.5, 0.7, or 0.9. The overall trend is similar as that of Simulation 1 such that bias and MSE (coverage probability) of estimates based on mismeasured covariates decrease (increases) as \(X_1\) and \(X_2\) become highly correlated.

In all three panels, we categorize the 9 estimates into three groups: (1) no bias, MSE, and almost perfect coverage, (2) relatively moderate bias, MSE, and coverage probability, and (3) high bias and MSE with low coverage probability. Note that the last two groups behave similarly when reliability is 0.9 (so many lines overlap). Group 1 contains IPTW(\(X_1, X_2\)), IPTW(\(X_1, X_2, X_3\)), IPTW(\(X_1, X_2, W_3\)), IPTW(\(X_1, W_2, X_3\)), and IPTW(\(X_1, W_2, W_3\)). Group 2 contains IPTW(\(W_1, X_2, X_3\)) and IPTW(\(W_1, X_2, W_3\)), and Group 3 contains IPTW(\(W_1, W_2, X_3\)), IPTW(\(W_1, W_2, W_3\)), and IPTW(\(W_1, W_2\)). There are common covariates included in each group. Group 1 (the best performing methods) always includes \(X_1\), Group 2 (moderate performing methods) includes \(W_1\) and \(X_2\), and Group 3 (poorly performing methods) includes \(W_1\) and \(W_2\). As Group 1 yields no bias, as expected, this shows that including the correctly measured confounder \(X_1\) is the key factor to obtain unbiased
estimates. When $X_1$ is included, adding $X_3$ or $W_3$ and whether $X_2$ is measured correctly or not does not affect estimation performance. When $X_1$ is mismeasured, having $X_2$, which is associated with the outcome and correlated with $X_1$, helps obtain less biased estimates (bias and MSE in Group 2 are smaller than in Group 3). In Group 2, whether $X_3$ is measured correctly or not does not affect estimation performance. In Group 3, IPTW($W_1, W_2, X_3$) gives slightly larger bias and MSE than IPTW($W_1, W_2$), showing that including $X_3$ or $W_3$ neither of which is associated with the outcome and not correlated with $X_1$ does not help reduce bias and MSE.

Figure 5 shows IPTW estimates when $\rho_{12}^x$ is zero, but $\rho_{13}^x$ is not. We can now see four groups, the same three groups above and Group 4 showing the same amount of bias, MSE, and coverage probability regardless of $\rho_{13}^x$. Group 1 contains IPTW($X_1, X_2$), IPTW($X_1, X_2, X_3$), IPTW($X_1, X_2, W_3$), IPTW($X_1, W_2, X_3$), and IPTW($X_1, W_2, X_3$). Group 2 contains IPTW($W_1, X_2, X_3$) and IPTW($W_1, W_2, X_3$), Group 3 contains IPTW($W_1, X_2, W_3$) and IPTW($W_1, W_2, W_3$), and Group 4 contains IPTW($W_1, W_2$). As we observed above, all estimates in the first group commonly include $X_1$ while the other estimates include $W_1$. When $X_1$ and $X_3$ are correlated and $X_1$ is mismeasured, Group 2 provides smaller bias and MSE than Group 3, showing that it is important to include correctly measured $X_3$. Estimates in Group 4 are not affected by the correlation between $X_1$ and $X_3$ because neither $X_3$ nor $W_3$ that are associated $X_1$ is included in the estimation.

4 OPEN data analysis

We now investigate the difference in estimates when using true and mismeasured covariates via a real data example. We use the OPEN study (Subar et al., 2003), which aimed to assess dietary measurement error in energy and protein intakes using two commonly used self-reported dietary instruments: the 24-hour dietary recall (24HR) and the food frequency questionnaire (FFQ). This study also measured biomarkers of these intakes using doubly
labeled water and urinary nitrogen and compared measurement error between biomarkers (gold standard) and the two self-reported measurements.

Using the OPEN data, we study the relationship between smoking status (ever smoked or not) and BMI adjusting for two confounders: energy and protein intake. In this way the data example follows Figure 1 (a). We conduct these analyses for females (N = 223) and males (N = 261) separately, because average energy and protein intake per day are different by gender and the associations of interest may vary as well.

We estimate the ATE using (1) biomarkers (the “true” values), and two mismeasured versions: (2) 24HR measurements, and (3) FFQ measurements of energy and protein intakes. We use log-transformed energy and protein intakes. Figures A.2 and A.3 in Appendix 2 show scatter plots of biomarkers and the two self-reported measurements to give a sense for the extent of the measurement error. FFQ measurements tend to under-report both energy and protein intakes as compared with the 24HR measurements. Table 3 shows reliability of self-reported energy and protein intake when using 24HR and FFQ by sex. For energy intake, FFQ always provides less reliable measurements than 24HR, while FFQ measurements of protein intake are less reliable than 24HR only for the male group.

The correlations of biomarkers of energy and protein intakes are 0.47 and 0.24 for males and females, respectively. The correlations of measurement errors of self-reported energy and protein intakes are 0.65 and 0.82 for males, and 0.59 and 0.68 for females, when using 24HR and FFQ, respectively. Note that we calculate the measurement error correlations by simply taking the difference between the true value and the mismeasured value for each variable \( e = W - X \) and then calculating the correlation between the errors \( e \) for energy and protein intakes. In our example, the measurement errors are positively correlated. FFQ measurements tend to provide stronger correlations than 24HR, and the correlations are larger for males than females.

Table 3 shows IPTW estimates with associated 95% confidence intervals, standard errors, and p-values from the OPEN data analyses. Although using error-prone measurements
(24HR and FFQ) does not alter significance levels, estimates based on these measurements are quite different from those estimated with the “true” biomarkers in some cases. The ATE estimates in both male and female subgroups based on 24HR and FFQ are almost twice the estimates based on biomarkers. In addition, p-values become marginally significant for the male subgroup. Ever smoked is associated with lower BMI among females, while the opposite is observed among ever smoked males, though none of all these results are statistically significant using the standard 0.05 threshold. As we expected, there are larger differences between $\hat{ATE}_{IPTW}$ using biomarker and self-reported measurements (i.e., more biased estimates) when using FFQ measurements because its measurement error correlation is slightly larger than the 24HR measurement error correlations for both males and females. DR estimates provide very similar results with slightly smaller standard errors (see Table A.1 in Appendix 2).

We also reported standardized mean differences (SMDs) of the two biomarkers after weighting to examine how much propensity score weights balance exposed and unexposed groups with respect to the true confounders. For example, the SMD of the energy intake biomarker is 0.149 between ever smoked and never smoked males when estimating propensity scores using 24HR measurements, while it is 0.007 when using the true biomarkers. Overall, the balance of biomarkers between exposed and unexposed groups is poor when using self-reported measurements.

5 Discussion

In this paper, we investigate the impact of multiple error-prone covariates on the performance of propensity score-based causal effect estimators. Our simulation studies show that correlation between true covariates yields lower bias and MSE in ATE estimates even when mismeasured covariates are used, but that correlation between the measurement errors induces additional bias. As expected, we find that it is crucial that true confounders (variables
associated with treatment and outcome) are measured without error to obtain unbiased estimates. However, when this is not feasible, including other correctly measured covariates that are correlated with the confounder can help reduce bias. This is likely related to the idea of auxiliary variables in multiple imputation (Collins et al., 2001). In addition, Rubin and Thomas (1996) concluded that it is beneficial in terms of MSE to include covariates related to outcome, but not the treatment assignment. So covariates that are only related to the treatment should not be included in the model. However, in the context of measurement error, if a covariate only related to the treatment is correlated with confounders and the confounders are measured with error, then including the covariate helps to reduce bias and MSE. We illustrate the behavior of multiple error-prone covariates using real data. In the data analysis, using mismeasured covariates did not change the significance level of ATE estimates, but the point estimates sometimes changed dramatically. As such, mismeasured covariates could alter the significance level in different datasets.

An additional innovation of this work is the introduction and use of the concept of total confounding in our simulation studies. This was crucial in our setting with correlation between covariates to isolate changes in performance due to changes in the correlation. For example, when we set the same $\alpha$ and $\beta$ values across all $\rho^x$ settings, we always observe increasing bias as $\rho^x$ increases. This is not a fair comparison of the role of $\rho^x$ in the measurement error context because larger $\rho^x$ creates more confounding. We want to show the beneficial role of $\rho^x$ given a fixed amount of confounding; controlling the total confounding allows us to do so.

In our simulation studies, we only consider positive values for all parameters and the same coefficient for all covariates to find a clear trend of bias, MSE, and coverage probability. However, this is not realistic when there are many covariates in practice. We can change the sign of one covariate to have all positive coefficient when there are only two covariates, but this is also not realistic. That is, even though there are many mismeasured covariates but the resulting bias could be very small because some biases from individual covariates
can be canceled out. This is a known issue in causal inference and Steiner and Kim (2016) show some situations where a mismeasured confounder can remove more bias than correctly measured one based on the different coefficient size for covariates.

Comparing IPTW and DR estimators, our simulation studies show that they perform similarly in terms of bias and MSE. This is expected because we do not consider model misspecification in this paper. However, IPTW tends to provide a bit wider 95% confidence intervals than DR resulting in over coverage. Even when correctly measured covariates are included, DR provides coverage probabilities around 0.95 while IPTW provides coverage probabilities close to 1. This is because an underfitting linear model (IPTW in our case) usually leads to overestimation of the standard error of the estimate resulting in a wide confidence interval.

As shown, measurement error in multiple covariates can have important implications for causal effect estimation. However, this topic has not been of much attention in causal inference. Future work should develop statistical methods to handle measurement error in multiple covariates. Furthermore, we need more work considering complex yet practical and realistic measurement error structures such as differential measurement error in multiple covariates.
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Figure 1: Data generating mechanism for simulation studies. $X_p$ is the true covariates that are usually not observed in practice. $W_p$ is assumed to be $X_p + e_p$. 
Table 1: Parameter setup for Simulation 1.

| $\rho^2$ | $\alpha$       | $\tau$ | $\beta$ | Total confounding |
|----------|----------------|--------|---------|-------------------|
| 0.0      | (0, 0.569, 0.569) | 2      | (0,1,1) | 1                 |
| 0.3      | (0, 0.423, 0.423) | 2      | (0,1,1) | 1                 |
| 0.6      | (0, 0.336, 0.336) | 2      | (0,1,1) | 1                 |
| 0.9      | (0, 0.279, 0.279) | 2      | (0,1,1) | 1                 |
Figure 2: Simulation 1 results for IPTW and DR estimates when $\rho_w = 0$. 

(a) Bias

(b) MSE

(c) Coverage probability
Figure 3: Simulation 1 results for IPTW estimates when $\rho^w \neq 0$ and reliability=0.7.
Figure 4: Simulation 2 results for IPTW estimates when $\rho_{x13}^c$, $\rho_{x12}^w$, and $\rho_{w13}^w$ are zero. Three windows are for reliability 0.5, 0.7, or 0.9.
Figure 5: Simulation 2 results for IPTW estimates when $\rho_{12}^x$, $\rho_{12}^w$, and $\rho_{13}^w$ are zero. Three windows are for reliability 0.5, 0.7, or 0.9.
| $\rho_{12}$ | $\rho_{13}$ | $\alpha$ | $\beta$ | Total confounding |
|-----------|-----------|----------|--------|------------------|
| 0.0       | 0         | (0, 0.575, 0, 0.575) | (0,2,2,0) | 1 |
| 0.3       | 0         | (0, 0.575, 0, 0.575) | (0,2,1.538,1.538,0) | 1 |
| 0.6       | 0         | (0, 0.575, 0, 0.575) | (0,2,1.248,1.248,0) | 1 |
| 0.9       | 0         | (0, 0.575, 0, 0.575) | (0,2,1.05,1.05,0) | 1 |
| 0         | 0.0       | (0, 0.575, 0, 0.575) | (0,2,2,0) | 1 |
| 0         | 0.3       | (0, 0.427, 0, 0.427) | (0,2,2,0) | 1 |
| 0         | 0.6       | (0, 0.34, 0, 0.34) | (0,2,2,0) | 1 |
| 0         | 0.9       | (0, 0.283, 0, 0.283) | (0,2,2,0) | 1 |

Table 2: Parameter setup for Simulation 2.
| Sex   | Measurement | Reliability | $\Delta T_E^{IPTW}$ (95% CI) | SE  | P-value | SMD of biomarker |
|-------|-------------|-------------|-------------------------------|-----|---------|-----------------|
|       |             | Energy      | Protein                       |     |         | Energy          | Protein       |
| Males | Biomarker   | 0.566       | (-0.743, 1.875)               | 0.668 | 0.398  | 0.007           | -0.007        |
|       | 24HR        | 0.30        | 1.032 (-0.114, 2.178)         | 0.585 | 0.079  | 0.149           | -0.011        |
|       | FFQ         | 0.18        | 1.082 (-0.052, 2.216)         | 0.579 | 0.063  | 0.130           | -0.021        |
| Females| Biomarker  | -0.478      | (-2.269, 1.313)               | 0.914 | 0.602  | -0.001          | 0.000         |
|       | 24HR        | 0.22        | -0.787 (-2.313, 0.738)        | 0.779 | 0.313  | -0.126          | 0.043         |
|       | FFQ         | 0.18        | -0.880 (-2.389, 0.629)        | 0.77  | 0.254  | -0.144          | 0.053         |

Table 3: IPTW estimates from OPEN data analyses.
Appendix for “Propensity score-based estimators with multiple error-prone
covariates”

Hwanhee Hong, David A. Aaby, Juned Siddique, and Elizabeth A. Stuart

1 Appendix 1. Total Confounding

In our first simulation study, the true outcome model is

\[ Y = \tau A + \beta_1 X_1 + \beta_2 X_2 + \epsilon. \] (A.1)

Here, we assume the intercept is zero without loss of generality. If I omit \( X_1 \) and \( X_2 \), the model is rewritten as

\[ Y = \tau^* A + \epsilon^*. \] (A.2)

The estimated \( \tau^* \) under (A.2) is

\[ \hat{\tau}^* = (A^T A)^{-1} A^T Y. \] (A.3)

To calculate the bias of \( \hat{\tau}^* \) under the true outcome model (A.1), let’s first plug in (A.1) to (A.3).

\[ \hat{\tau}^* = (A^T A)^{-1} A^T Y \]
\[ = (A^T A)^{-1} A^T (\tau A + \beta_1 X_1 + \beta_2 X_2 + \epsilon) \]
\[ = (A^T A)^{-1} A^T \tau + (A^T A)^{-1} A^T X_1 \beta_1 + (A^T A)^{-1} A^T X_2 \beta_2 + (A^T A)^{-1} A^T \epsilon \]

Then,

\[ E(\hat{\tau}^* \mid A) = \tau + (A^T A)^{-1} E(A^T X_1 \mid A) \beta_1 + (A^T A)^{-1} E(A^T X_2 \mid A) \beta_2 \]
\[ = \tau + \text{bias}. \]

We define this bias as our total confounding. We can rewrite \((A^T A)^{-1} E(A^T X_1 \mid A) = E(X_1 \mid A = 1) - E(X_1 \mid A = 0)\) because the left hand side is the estimated coefficient of a regression model of
X_1 \sim A. Then, the total confounding can be rewritten as

\[ \beta_1 [E(X_1 | A = 1) - E(X_1 | A = 0)] + \beta_2 [E(X_2 | A = 1) - E(X_2 | A = 0)]. \]

### 2 Appendix 2. Additional results

| Sex    | Measurement | \( \bar{ATE_{DR}} \) (95% CI) | SE  | P-value |
|--------|-------------|--------------------------------|-----|---------|
| Males  | Biomarker   | 0.553 (-0.538, 1.645)          | 0.557 | 0.322    |
|        | 24HR        | 1.03 (-0.106, 2.166)           | 0.58 | 0.077    |
|        | FFQ         | 1.084 (-0.038, 2.207)          | 0.573 | 0.059    |
| Females| Biomarker   | -0.476 (-1.951, 0.999)         | 0.752 | 0.528    |
|        | 24HR        | -0.787 (-2.311, 0.737)         | 0.777 | 0.313    |
|        | FFQ         | -0.872 (-2.354, 0.611)         | 0.756 | 0.25     |

Table A.1: DR estimates from OPEN data analyses. Reliabilities and SMDs of biomarkers are omitted because they are the same as in Table 3 in the main manuscript.
Figure A.1: Bias of the IPTW estimator in Simulation 1 when data are generated using negative values for $\rho_x$ and $\alpha$. We vary $\beta$ for this plots to have the same total confounding across all settings.
Figure A.2: Scatter plots of biomarker and 24HR measurement of energy and protein intakes with 45-degree dashed lines among (a) males and (b) females.
Figure A.3: Scatter plots of biomarker and FFQ measurement of energy and protein intakes with 45-degree dashed lines among (a) males and (b) females.

Figure A.3: Scatter plots of biomarker and FFQ measurement of energy and protein intakes with 45-degree dashed lines among (a) males and (b) females.