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ABSTRACT

This paper focuses on statistical modelling and prediction of patient recruitment in clinical trials accounting for patients’ dropout. The recruitment model is based on a Poisson-gamma model introduced by Anisimov & Fedorov (2007), where the patients arrive at different centres according to Poisson processes with rates viewed as gamma-distributed random variables. Each patient can drop the study during some screening period. Managing the dropout process is of a major importance but data related to dropout are rarely correctly collected. In this paper, a few models of dropout are proposed. The technique for estimating parameters and predicting the number of recruited patients over time and the recruitment time is developed. Simulation results confirm the applicability of the technique and thus, the necessity to account for patient’s dropout at the stage of forecasting recruitment in clinical trials.
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1 Introduction

The problem of predicting patient recruitment and evaluating the recruitment time in clinical trials has been given much attention during the past years. However, till now some pharmaceutical companies still use techniques based on deterministic models and various ad hoc techniques. Using a Poisson process to describe the recruitment process is now an accepted approach (Senn, [1, 2], Carter et al. [3, 4]). However, in real trials, the recruitment rates in different centres vary and to mimic this variation it is natural to use a gamma distribution. Note that the use of Poisson-gamma mixtures for describing the variation of positive variables in modelling flows of various events has a long history, see e.g. Bates [5].

For modelling patient recruitment Anisimov and Fedorov [6, 7] proposed to use a doubly stochastic Poisson process to take into consideration the variation in recruitment rates between different centres. This model, called a Poisson-gamma model, assumes that the patients arrive at different centres according to Poisson processes with the rates viewed as independent gamma distributed random variables. In Anisimov and Fedorov [7] the procedure of parameters estimation at interim stage and the technique for predicting future recruitment process using empirical Bayesian technique have been suggested. The model has been validated using data from a large number of real trials [8, 7, 9]. This model was developed further for predicting recruitment process at the initial and interim stages to account for the situations when the centres opening dates may not be known and assumed to be uniformly distributed in some intervals [10, 9, 11], extended also to using gamma and beta distributions for centres opening dates in [12], to the case where some centres can be closed or opened in the future [13], and for sensitivity analysis to parameter errors [11]. Some problems of optimal recruitment design accounting for time/cost constraints were considered in [12]. This model was also used as a basis for developing techniques for the analysis of the effects of unstratified and centre-stratified randomization,
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predictive event modelling, and predicting randomization process \[13\]. Note that Gajewski et al \[14\] also modelled patient recruitment using exponential inter-arrival times with gamma-distributed parameter in Bayesian setting but considered only the case of a trial with one clinical centre. Other approaches to recruitment modelling primarily deal with global recruitment. These approaches use different techniques, and we refer interested readers to survey papers by Barnard et al. \[15\], Heitjan et al. \[16\] and Gkioni et al. \[17\], and also to a discussion paper Anisimov \[18\] on using Poisson models with random parameters for patient recruitment modelling with other references therein.

Here, we use a Poisson-gamma model as a starting point for the patient arrival process and develop technique further assuming that each patient can be lost during the following screening process. Suppose that the screening interval, which is the time that a patient has to complete some preliminary tests for inclusion-exclusion criteria and to be randomized into the study, is a fixed positive number \( R \) which is the same for all patients. As the patients may fail to some tests, we assume that a patient can be lost either at the start of the screening process with some probability or during the screening interval at some random time. Although the collection of selection and recruitment data is recommended \[19\], in practice these data are rarely collected or at least not with adequate precision. Indeed, these data are of no practical use except to calibrate models like those proposed in this article.

The paper is organised as follows. In Section 2 we define the model. In Section 3 the technique for estimating parameters at the interim stage is provided, whereas Section 4 is devoted to the prediction of the recruitment time using the parameters estimated in Section 3. Technical considerations concerning these sections are moved to the Appendix. Section 5 illustrates these results by simulation studies. The conclusions are provided in Section 6.

### 2 Models for recruitment with patients’ dropout.

Consider a multicentre study with \( M \) clinical centres. Denote by \( u_i \) the opening date of centre \( i \). The patients arrive at centres according to independent doubly stochastic Poisson processes \( \{ N_i(t), t \geq 0 ; 1 \leq i \leq M \} \) with time-dependent rates of the form \( \lambda_i(t) = \lambda_i 1_{t \geq u_i} \). The values \( \{ \lambda_i ; 1 \leq i \leq M \} \) are independent identically distributed random variables (i.i.d.r.v. for short) having a gamma distribution with some unknown parameters \( (\alpha, \beta) \). Denote by \( \text{Ga}(\alpha, \beta) \) a gamma-distributed random variable with parameters \( (\alpha, \beta) \) and probability density function \( p_{\alpha,\beta}(x) = \beta^\alpha \Gamma(\alpha)^{-1} e^{-\beta x} x^{\alpha-1}, \ x \geq 0 \). Let \( N_i = \sum_{i=1}^{M} N_i^j \) be the total number of patients arrived at all the centres in time interval \([0, t]\) and let \( \{ t_{i,j}, j \geq 1 \} \) be the increasing series of the jump times of \( N_i \) (respectively, \( \{ t_{i,j}, j \geq 1 \} \) - jump times for \( N_i^j \) in centre \( i, 1 \leq i \leq M \)). Consider modelling of the dropout effect. Patient may drop out the study

- at the time upon arrival,
- during a fix screening period.

If neither one of these events happen, the patient is successfully randomized at time \( s + R \), where \( s \) is the arrival time, and registered to participate in the trial see Figure 1. Models for both these cases are proposed in the following sections.

#### 2.1 Dropout at the time upon arrival.

Let us introduce the independent families of the i.i.d.r.v. \( \{ r_i ; 1 \leq i \leq M \} \) with values in \([0, 1]\). Here \( 1 - r_i \) stands for the probability of dropout upon arrival. Randomness in \( \{ r_i \} \) reflects the variation in these values across different centres.
Consider centre \( i \) at some interim time \( t_1 \) and assume for simplicity that \( t_1 > u_i \), where \( u_i \) is the time of centre activation. Suppose that the values \( r_i \) are given. Then for patient \( j \) that has arrived at time \( s = t_{i,j} < t_1 \) there can be two events:

- the patient is successfully randomized at time \( s \) with probability 
  \[ p_i(s, t_1, r_i) = r_i; \]
- the patient is lost with probability 
  \[ q_i(s, t_1, r_i) = 1 - r_i. \]

Let us define the independent families of indicators \( \{\chi_{ij}(r_i), j \geq 1 : 1 \leq i \leq M\} \), where for a given \( r_i \) the variables \( \{\chi_{ij}(r_i), j \geq 1\} \) are conditionally independent and for any \( 1 \leq i \leq M \) and any \( j \geq 1 \),

\[ P(\chi_{ij}(r_i) = 0) = 1 - P(\chi_{ij}(r_i) = 1) = r_i. \]

This means, if \( \chi_{ij}(r_i) = 0 \), the patient \( j \) in centre \( i \) doesn’t drop the study upon arrival.

Denote by \( \text{Card}(A) \) the number of points in the set \( A \). Now, for each centre \( i \), at any time \( t \geq 0 \), we define two processes:

- **randomized patients:**
  \[ N_t^{i,R} = \text{Card} \{ j : u_i \leq t_{i,j} \leq t \text{ and } \chi_{ij}(r_i) = 0 \}, \]

- **lost patients:**
  \[ N_t^{i,L} = \text{Card} \{ j : u_i \leq t_{i,j} \leq t \text{ and } \chi_{ij}(r_i) = 1 \}. \]

Finally, denote

\[ N_t^X = \sum_{i=1}^{M} N_{t}^{i,X} \quad \text{for } X : = R, L. \]

The trial stops as soon as the desired number of randomized patients \( N_R \) is reached, that is when \( N_t^R \geq N_R \) - sample size. We consider several models for dropout.

**Model A.1.** For all \( 1 \leq i \leq M \), \( r_i = r \) where \( r \) is a fixed constant in \([0, 1]\).

**Model A.2.** The variables \( \{r_i : 1 \leq i \leq M\} \) are i.i.d.r.v. having a beta distribution with parameters \((\psi_1, \psi_2)\). This means, the variation in probability of randomization between different centres is described using a beta distribution.

### 2.2 Dropout during screening.

The model introduced in Section 2.1 is enriched by introducing the parametric family of positive random variables \( \{Z_{ij}(\theta_i), j \geq 1 : 1 \leq i \leq M\} \), where for each \( i \) and fixed \( \theta_i \) the variables \( \{Z_{ij}(\theta_i), j \geq 1\} \) have the same distribution, and the values \( \{\theta_i : 1 \leq i \leq M\} \) are i.i.d.r.v. with some distribution. Here \( 1 - r_i \) stands for the probability of dropout upon arrival and \( Z_{ij}(\theta_i) \) - for time of dropout in center \( i \). Randomness in \( \{r_i\} \) and \( \{\theta_i\} \) reflects the variation in these values across different centres.

The patient \( j \) arriving at centre \( i \) at time \( s = t_{i,j} \) may drop the study upon arrival with probability \( 1 - r_i \) due to different initial tests. Otherwise, the patient may drop the study at some random time \( s + Z_{ij}(\theta_i) \) during the screening interval if \( Z_{ij}(\theta_i) \leq R \).

Consider centre \( i \) at some interim time \( t_1 \) and assume for simplicity that \( R < t_1 - u_i \). Suppose that the values \( (r_i, \theta_i) \) are given. Then at time \( t_1 \) for patient \( j \) that has arrived at time \( s = t_{i,j} < t_1 \) there can be three events:

- patient is successfully screened and randomized at time \( s + R \) with probability 
  \[ p_i(s, t_1, r_i, \theta_i) = r_iP(Z_{ij}(\theta_i) > R)1_{s \leq t_1 - R}; \]
- patient is lost with probability 
  \[ q_i(s, t_1, r_i, \theta_i) = 1 - r_i + r_iP(Z_{ij}(\theta_i) \leq \min(R, t_1 - s)); \]
- patient is still in screening process with probability 
  \[ g_i(s, t_1, r_i, \theta_i) = r_iP(Z_{ij}(\theta_i) > t_1 - s)1_{t_1 - R \leq s < t_1}. \]

Now, for each centre \( i \), at any time \( t \geq 0 \), we define three processes:
We use a Poisson-gamma recruitment model for modelling patients recruitment process [7, 20, 10, 13]. That means, as we see, model B.3 is the most advanced model that accounts for the variation in the probability of dropout upon patient arrival and in the distribution of dropout time during screening process across clinical centres. For each model we consider the procedure of estimating unknown parameters and predicting in time the future process of randomized patients. Finally, denote

\[ N^X_i = \sum_{i=1}^{M} N^{i,X}_i \quad \text{for } X := R, L, S. \]

The trial stops as soon as the desired number of randomized patients \( N_R \) is reached, that is when \( N^R_i \geq N_R \) - sample size. We consider several models for dropout.

**Model B.1.** For all \( 1 \leq i \leq M \), \( r_i = r \) and the values \( \{ Z_{ij}(\cdot), j \geq 1 ; 1 \leq i \leq M \} \) are i.i.d.r.v. having an exponential distribution with parameter \( \theta \) (the same for all centres).

**Model B.2.** For all \( 1 \leq i \leq M \), \( r_i = r \) and the values \( \{ Z_{ij}(\cdot), j \geq 1 \} \) given \( \theta_i \) are i.i.d.r.v. having an exponential distribution with parameter \( \theta_i \), where the values \( \{ \theta_i ; 1 \leq i \leq M \} \) are i.i.d.r.v. having a gamma distribution with parameters \( (\alpha_2, \beta_2) \).

**Model B.3.** The variables \( \{ r_i ; 1 \leq i \leq M \} \) are i.i.d.r.v. having a beta distribution with some parameters \( (\psi_1, \psi_2) \). The values \( \{ Z_{ij}(\cdot), j \geq 1 ; 1 \leq i \leq M \} \) given \( \theta_i \) are i.i.d.r.v. having an exponential distribution with parameter \( \theta_i \), where the values \( \{ \theta_i ; 1 \leq i \leq M \} \) are i.i.d.r.v. having a gamma distribution with parameters \( (\alpha_2, \beta_2) \).

As we see, model B.3 is the most advanced model that accounts for the variation in the probability of dropout upon patient arrival and in the distribution of dropout time during screening process across clinical centres. For each model we consider the procedure of estimating unknown parameters and predicting in time the future process of randomized patients and the total recruitment time.

In models A.1 and A.2, the actual time of patient dropout during screening process is not taken into account. Thus, in the estimation procedure at some interim time \( t_1 \), it is enough to know for each centre \( i \) the number of recruited and randomized patients (that is, \( \{ N_{i,R}^i, N_{i,R}^i \} \)). On the other hand, in models B.1, B.2 and B.3, we assume that full data is available: for each patient it is known the arrival and dropout (or randomization) time. If the dropout times were unknown, it would be impossible to distinguish between a patient lost upon arrival or during screening process, and the distinction within the model would be irrelevant.

**3 Parameters’ estimation at interim time.**

We use a Poisson-gamma recruitment model for modelling patients recruitment process [7, 20, 10, 13]. That means, recruitment rates \( \lambda_i \) are viewed as a sample from a gamma distributed population with some unknown parameters \( (\alpha, \beta) \).

Let \( t_1 \) be some interim time. Consider some centre \( i \) and assume for simplicity that \( \tau_i = t_1 - u_i \geq R \) (with \( R = 0 \) for models A.1-A.2). In this case the number of recruited patients at time \( t_1 \), \( n_i = N_{i,t_1} \), as a random variable, has a negative binomial distribution with parameters \( (\alpha, \tau_i/(\beta + \tau_i)) \) [211 p.199] (or a Poisson-gamma distribution with parameters \( (\alpha, \beta, \tau_i) \) [22 p.119]). Recall that the probability distribution for a negative binomial distribution (Poisson-gamma) with parameters \( (\alpha, \pi) \) is:

\[ \text{NegBin}(k; \alpha, \pi) = \frac{\Gamma(\alpha + k)}{k! \Gamma(\alpha)} \pi^k (1 - \pi)^\alpha. \]

Denote by \( \mu = \mathbb{E} [\lambda] \) the mean recruitment rate and by \( \sigma^2 = \mathbb{V} [\lambda] \) the variance of the rate and notice a useful relation between parameters: \( \mu = \alpha/\beta, \sigma^2 = \alpha/\beta^2 \) which leads to \( \alpha = \mu^2/\sigma^2, \beta = \mu/\sigma^2 \). Then, using the parametrization in terms of the mean rate in centre \( i \),

\[
\mathbb{P}(n_i = k) = \mathbb{E} \left[ e^{-\lambda \tau_i} \left( \frac{\lambda \tau_i}{k!} \right)^k \right] = \text{NegBin} \left( k; \alpha, \frac{\mu \tau_i}{\alpha + \mu \tau_i} \right). \tag{1}
\]
3.1 Dropout at the time upon arrival.

Model A.1. Let \( r_i \) be the probability of randomization in centre \( i \). Denote by \( \text{Bin}(n, \pi) \) a binomial random variable with parameters \((n, \pi)\) whose probability distribution is:

\[
\text{Bin}(k; n, \pi) = \binom{n}{k} \pi^k (1 - \pi)^{n-k}, \quad 0 \leq k \leq n.
\]

Assume for simplicity that there is no screening delay. Then in centre \( i \) the number of randomized patients \( k_i \) has a binomial distribution with parameters \((n_i, r_i)\). Suppose that \( r_i \equiv r \) (probability of randomization is the same). Then, given data in \( M \) centres, the log-likelihood function can be easily computed (see Appendix Section A.1) and yields to the maximum likelihood estimator

\[
\hat{r} = \left( \sum_{i=1}^{M} n_i \right)^{-1} \sum_{i=1}^{M} k_i. \tag{2}
\]

Note that if there is a screening delay, then such patients that entered screening process but the results of their screening procedure are unknown yet should be excluded in the calculations of probability of randomization, otherwise this probability will be underestimated. Therefore, instead of \( n_i \) we should count \( \bar{n}_i \), the number of patients with known screening results.

Remark 1 The independence of the dropout’s and recruitment’s processes implies that, whatever the model is, the parameters \((\alpha, \mu)\) can be estimated using a log-likelihood function \( \mathcal{L}_{1,1} \) given by relation (10) in Appendix and a two-dimensional optimization procedure.

Remark 2 Note that the estimator of the variance is \( \hat{\sigma}^2 = \hat{\mu}^2 / \hat{\alpha} \).

Model A.2. Assume now that \( r_i \) can vary between different centres and we describe this variation using a beta distribution with some unknown parameters \((\psi_1, \psi_2)\). Denote by \( \text{Beta}(\psi_1, \psi_2) \) a beta-distributed random variable with p.d.f.

\[
p_\beta(x; \psi_1, \psi_2) = x^{\psi_1-1} (1-x)^{\psi_2-1} / \mathcal{B}(\psi_1, \psi_2), \quad x \in [0,1],
\]

where \( \mathcal{B}(\psi_1, \psi_2) = \int_0^1 x^{\psi_1-1} (1-x)^{\psi_2-1} \, dx \) is a beta function.

Notice the fact that if \( r = \text{Beta}(\psi_1, \psi_2) \), then a doubly stochastic binomial variable \( \text{Bin}(n, r) \) has a beta-binomial distribution whose probability distribution is:

\[
\mathbb{P}(\text{Bin}(n; \text{Beta}(\psi_1, \psi_2)) = k) = \binom{n}{k} \frac{\mathcal{B}(k + \psi_1, n - k + \psi_2)}{\mathcal{B}(\psi_1, \psi_2)}, \quad k = 0, \ldots, n.
\]

Parameters \((\psi_1, \psi_2)\) can be estimated using the log-likelihood function \( \mathcal{L}_{2,2} \) given by (11) in Appendix and a two-dimensional optimization procedure. Denote the estimators of parameters by \((\hat{\alpha}, \hat{\mu})\) and \((\hat{\psi}_1, \hat{\psi}_2)\). Consider now a Bayesian procedure of adjusting (re-estimating) parameters in each centre given data \( n_i \) and \( k_i \) in this centre similar to the one developped by Anisimov [2,13]. As \( \lambda_i \) has a prior gamma distribution with parameters \((\alpha, \beta)\), given data \( \{n_i, \tau_i\} \) and using the Bayesian formula, one can calculate that the posterior distribution of \( \lambda_i \) is also a gamma distribution with parameters \((\alpha + n_i, \beta + \tau_i)\). Correspondingly, if \( r_i \) has a prior beta distribution with parameters \((\psi_1, \psi_2)\), then, given data \( \{n_i, k_i\} \), one can calculate that the posterior distribution of \( r_i \) is also a beta distribution with parameters \((\psi_1 + k_i, \psi_2 + n_i - k_i)\) (see Bernardo et al. [22] p. 267 for details). Therefore, given data, we can represent the posterior estimators of the rates and the probabilities of randomization in each centre in the form:

\[
\hat{\lambda}_i = \text{Ga}(\hat{\alpha} + n_i, \hat{\beta} + \tau_i) \quad \text{and} \quad \hat{r}_i = \text{Beta}(\hat{\psi}_1 + k_i, \hat{\psi}_2 + n_i - k_i), \tag{3}
\]

where, given data, \( \hat{\lambda}_i \) and \( \hat{r}_i, i = 1, \ldots, M \) are independent.

3.2 Dropout during screening.

For calculation of the likelihood function we need to account for that the variables \( \{\lambda_i, r_i, \theta_i : 1 \leq i \leq M\} \) are independent and, in general, are some random variables. As we assume that the rates \( \{\lambda_i : 1 \leq i \leq M\} \) are viewed as i.i.d.r.v. having a gamma distribution with parameters \((\alpha, \beta)\), then for any \( 1 \leq i \leq M \) the variable \( N_i^r \) has a negative binomial distribution \( \text{NegBin}(k; \alpha, \frac{\mu \tau}{\alpha + \mu \tau}) \) (see (1)). The types of distributions of \( r_i \) and \( \theta_i \) are specified by the types of models B.1-B.3. In these models, we assume that more information is available, so we can estimate parameters of dropout times \( \{Z_{ij}(\theta), j \geq 1 ; 1 \leq i \leq M\} \). For a sake of simplicity, in the sequel \( Z_{ij}(\theta) \) will be
denoted $Z_{ij}$. Moreover, the calculation of the posterior distributions of parameters is not straightforward if we use data as in models A. At time $t_1$, we observe patients’ arrival times $\{t_{i,j} \leq t_1 : j \geq 1, 1 \leq i \leq M\}$ and their last times $\{s_{i,j} : j \geq 1 ; 1 \leq i \leq M\}$ they were in the screening process (i.e $t_{i,j} \leq s_{i,j} \leq t_1$). This means we also observe $\{\min(Z_{ij}, R, t_1 - t_{i,j}) \vee 0, j \geq 1 ; 1 \leq i \leq M\}$, where $a \vee b = \max(a, b)$.

Denote by $l_i$ the number of patients that were randomized after time $t_i$, by $T_i = \sum_j (s_{i,j} - t_{i,j})$ a sum of screening durations in centre $i$, and by $\hat{k}_i$ the number of patients that are not lost immediately upon arrival.

**Model B.1.** The maximum likelihood estimators of $r$ and $\theta$ are given by

$$\hat{r} = \left( \sum_{i=1}^{M} n_i \right)^{-1} \sum_{i=1}^{M} \hat{k}_i, \quad \hat{\theta} = \left( \sum_{i=1}^{M} T_i \right)^{-1} \sum_{i=1}^{M} l_i, \quad (4)$$

details are given in Appendix Section A.1.

**Model B.2.** Parameters $(\alpha_2, \beta_2)$ can be estimated using log-likelihood function $L_{A.2}$ given by (14) in Appendix Section A.1 and a two-dimensional optimization procedure however $r$ is estimated as in (4).

Consider the Bayesian procedure of re-estimating parameters in each centre given data $\{n_i, \tau_i, (t_{i,j}), (s_{i,j}), j \geq 1; 1 \leq i \leq M\}$. Then $\theta_i$ is a distribution of the posterior distribution of $\theta_i$ is a gamma distribution with parameters $(\alpha_2 + \hat{l}_i, \beta_2 + T_i)$. Thus,\n
$$\hat{\lambda}_i = \text{Ga}(\hat{\alpha} + n_i, \hat{\beta} + \tau_i), \quad \hat{r} = \left( \sum_{i=1}^{M} n_i \right)^{-1} \sum_{i=1}^{M} \hat{k}_i, \quad \hat{\theta}_i = \text{Ga}(\hat{\alpha}_2 + \hat{l}_i, \hat{\beta}_2 + T_i), \quad i = 1, \ldots, M. \quad (5)$$

**Model B.3.** Parameters $(\alpha, \mu), (\psi_1, \psi_2)$ and $(\alpha_2, \beta_2)$ can be estimated using two-dimensional optimization procedures for functions (10), (14), (15) respectively (see Appendix Section A.1 for details).

Then, similar to (5), as $\lambda_i$ has a prior gamma distribution with parameters $(\alpha, \beta)$, given data $\{n_i, \tau_i : 1 \leq i \leq M\}$, the posterior distribution of $\lambda_i$ is a gamma distribution with parameters $(\alpha + n_i, \beta + \tau_i)$. Correspondingly, $\theta_i$ has a prior gamma distribution with parameters $(\alpha_2, \beta_2)$, thus, given data $\{l_i, T_i : 1 \leq i \leq M\}$, the posterior distribution of $\theta_i$ is a gamma distribution with parameters $(\alpha_2 + \hat{l}_i, \beta_2 + T_i)$. Furthermore, $r_i$ has a prior beta distribution with parameters $(\psi_1, \psi_2)$, thus, given $\{n_i, \hat{k}_i : 1 \leq i \leq M\}$, the posterior distribution of $r_i$ is a beta distribution with parameters $(\psi_1 + \hat{k}_i, \psi_2 + n_i - \hat{k}_i)$. To sum up, the posterior distributions of the rates of inclusion, probabilities of instantaneous dropout and rate of dropout are

$$\hat{\lambda}_i = \text{Ga}(\hat{\alpha} + n_i, \hat{\beta} + \tau_i), \quad \hat{r}_i = \text{Beta}(\hat{\psi}_1 + \hat{k}_i, \hat{\psi}_2 + n_i - \hat{k}_i), \quad \hat{\theta}_i = \text{Ga}(\hat{\alpha}_2 + \hat{l}_i, \hat{\beta}_2 + T_i), \quad i = 1, \ldots, M. \quad (6)$$

### 4 Prediction of the number of randomized patients.

#### 4.1 Dropout at the time of arrival.

**Model A.1.** Given data $\{(n_i, \tau_i) : 1 \leq i \leq M\}$ at interim time $t_1$, the predicted number of recruited patients $\hat{n}_i(t), t > t_1$, in center $i$ is a Poisson-gamma process with posterior rate $\hat{\lambda}_i = \text{Ga}(\hat{\alpha} + n_i, \hat{\beta} + \tau_i)$ (see (5) and Anisimov(13)). Consider now predicting the number of patients that will be randomized. Denote by $(\hat{\mu}, \hat{\beta}, \hat{\tau})$ the estimators of parameters $(\mu, \beta, r)$. Recall that $R$ is a screening delay. Let $\nu_i$ be the number of patients entered screening stage at centre $i$ in the interval $[t_1 - R, t_1]$ and $k_i$ be the total number of randomized patients up to time $t_1$.

Then, given $\nu_i$, the number of patients that will be randomized in the interval $[t_1, t_1 + R]$ is a binomial random variable $\text{Bin}(\nu_i, r)$ and the times when these patients are randomized are uniformly distributed in $[t_1, t_1 + R]$. The predicted number of randomized patients in $[t_1, t_1 + R]$ is $\text{Bin}(\nu_i, \hat{r})$, where $\hat{r}$ is defined in (2). The number of patients randomized after time $t_1 + R$ can be considered as thinning of the process $N_i$ with probability $\hat{r}$. Let $\Pi_0$ stand for a
Poisson process with rate \( a \). Then, for any \( t > t_1 + R \), the predicted process of the number of randomized patients in centre \( i \), \( \{ \hat{k}_i(t), \ t \geq t_1 + R \} \), is developing as a Poisson process with rate \( \hat{\lambda}_i \). Thus,

\[
\hat{k}_i(t) = k_i + \text{Bin}(\nu_i, \hat{\lambda}_i) + \Pi_{\hat{\theta}_i}(t - t_1 - R). \tag{7}
\]

**Model A.2.** In this case for \( t > t_1 + R \) we can use for predictive process \( \hat{k}_i(t) \) in centre \( i \) a formula similar to (7), where the posterior estimators \( \hat{\lambda}_i \) and \( \hat{\theta}_i \) are now given by [3].

### 4.2 Dropout during screening.

For models B.1-B.3, since we have more information at time \( t_1 \), the patients with unknown screening outcome correspond to the case \( t_1 - R < t_{i,j} \leq t_1 \) and \( Z_{ij} > t_1 - t_{i,j} \). For \( 1 \leq i \leq M \), let \( \Omega_i \) be the corresponding set of indices

\[
\Omega_i = \{ j \in \mathbb{N} : t_1 - R < t_{i,j} \leq t_1 \text{ and } Z_{ij} > t_1 - t_{i,j} \} \tag{8}
\]

and \( \nu_i = \text{Card}(\Omega_i) \). Conditionally on \( \theta_i \), the probability of such patient to be randomized in \( [t_1, t_1 + R] \) is

\[
P[Z_{ij} \geq R \mid Z_{ij} > t_1 - t_{i,j}; \theta_i] = e^{-\theta_i(t_{i,j} + R - t_1)}
\]

Given data at \( t_1 \) and \( \theta_i \), the number of randomized patients between \( t_1 \) and \( t_1 + R \) in centre \( i \) is the sum of \( \nu_i \) independent Bernoulli r.v. with probabilities \( e^{-\theta_i(R - t_1 + t_{i,j})} \). Denote by \( \text{Ber}(p) \) a Bernoulli r.v. with probability \( p \). Then the predictive process \( \{ \hat{k}_i(t), t \geq t_1 + R \} \) for \( t > t_1 + R \) can be written as

\[
\hat{k}_i(t) = k_i + \Pi_{\hat{\theta}_i, \hat{\lambda}_i}(t - t_1 - R) + \sum_{j \in \Omega_i} \text{Ber}\left(e^{-\hat{\theta}_i(t_{i,j} + R - t_1)}\right). \tag{9}
\]

The probability of non-dropout is \( \hat{p}_i = \hat{\theta}_i \exp(-\hat{\theta}_iR) \).

**Model B.1.** In this case \( \hat{\theta}_i = \hat{\theta} \) and \( \hat{\theta}_i = \hat{\theta} \), where \( (\hat{\theta}, \hat{\theta}) \) are given in [4]. Thus, using (9) we get

\[
\hat{k}_i(t) = k_i + \Pi_{\hat{\theta}, \hat{\lambda}_i}(t - t_1 - R) + \sum_{j \in \Omega_i} \text{Ber}\left(e^{-\hat{\theta}_i(t_{i,j} + R - t_1)}\right),
\]

where \( \hat{p} = \hat{\theta}_i \exp(-\hat{\theta}_iR) \), and \( \hat{\lambda}_i, \hat{\theta} \) are given by [5].

**Model B.2.** The predictive process in centre \( i \) is

\[
\hat{k}_i(t) = k_i + \Pi_{\hat{\theta}_i, \hat{\lambda}_i}(t - t_1 - R) + \sum_{j \in \Omega_i} \text{Ber}\left(e^{-\hat{\theta}_i(t_{i,j} + R - t_1)}\right),
\]

where \( \hat{p}_i = \hat{\theta}_i \exp(-\hat{\theta}_iR) \), and \( \hat{\lambda}_i, \hat{\theta}_i \) are given by [5].

**Model B.3.** In this case \( \hat{\theta}_i \) is also random and given in [6].

Denote by \( \hat{k}(t) = \sum_{i=1}^{M} \hat{k}_i(t) \) the total number of randomized patients at time \( t > t_1 + R \). For each model, at large enough \( M (M > 10) \) we can use the expressions of the expectation and the variance of \( \hat{k}(t) \) given the data to create a normal approximation similar to the method used in Anisimov [13]. These expressions are given for each model in Appendix Section [A.2].

**Remark 3** It is also possible to consider a joint distribution of the two-component process \( \{(\hat{n}_i(t), \hat{k}_i(t)), \ t \geq t_1 + R\} \). Given data at time \( t_1 \), in interval \( [t_1, t_1 + R] \) these processes are independent, as for \( t \in [t_1, t_1 + R] \) the process \( \hat{k}_i \) depends only on the data before time \( t_1 \). For \( t > t_1 + R \), the process \( \{\hat{k}_i(t), \ t \geq t_1 + R\} \) can be represented as thinning of the process \( \{\hat{n}_i(t - R), \ t \geq t_1\} \) with probability \( \hat{r} \).

### 5 Simulation studies.

Simulation studies are split into two parts. A first part is devoted to the investigation of the models for dropout upon arrival (models A.1-A.2) and a second part to investigate the models for dropout during a fixed screening period \( R \) (models B.1-B.3).
5.1 Data generation procedure.

5.1.1 Part I: models for dropout upon arrival.

We simulate data according to model A.2. One has to generate the recruitment rates $\lambda_i$ of the centres according to a $\text{Ga}(\alpha, \beta)$ distribution and the probabilities of staying in trial at arrival $r_i$ according to a $\text{Beta}(\psi_1, \psi_2)$ distribution. Then, the inter-arrival times between patients entering at centre $i$ are exponential variables with parameter $\lambda_i$. With each inclusion time $t_{i,j}$ in centre $i$, it is associated a $\text{Ber}(r_i)$ random variable denoted $\chi_{ij}$. In the following, $\mu = \alpha/\beta$ denotes the mean rate per centre.

In order to be close to what is observed in practice [7, 11, 23, 24], we have chosen the expected number of randomized patients at the end of the recruitment period $N = 750$, the number of centres $M = 75$ and a mean recruitment rate of $\mu = 3.5$ patients per year and per center. Finally we have chosen an average instantaneous dropout rate of 0.2. The theoretical trial duration is thus 3.57 years. A set of parameters coherent with this data is given in Table 1.

| Number of centres | Part I | Part II |
|-------------------|--------|---------|
| $M = 75$          | $M = 75$ |
| Number of patients to be recruited | $N = 750$ | $N = 750$ |
| Recruitment       | $\alpha = 1.2$ | $\alpha = 1.2$ |
|                   | $\mu = 3.5$ | $\mu = 3.5$ |
| Instantaneous dropout | $\psi_1 = 4$ | $\psi_1 = 4$ |
|                   | $\psi_2 = 4$ | $\psi_2 = 1$ |
| Screening duration | NA     | $R = 0.2$ |
| Dropout during screening | NA    | $\alpha_2 = 1$ |
|                   | NA     | $\mu_2 = 2$ |

5.1.2 Part II: models for dropout during screening.

We simulate data according to model B.3. One has to generate the rates $\lambda_i$ of the centres according to a $\text{Ga}(\alpha, \beta)$ distribution, the probabilities of staying in trial at arrival $r_i$ according to a $\text{Beta}(\psi_1, \psi_2)$ distribution, and the rates $\theta_i$ of the exponential durations according to a $\text{Ga}(\alpha_2, \beta_2)$ distribution. Then, the inter-arrival times between patients entering at centre $i$ are exponential variables with parameter $\lambda_i$. With each inclusion time $t_{i,j}$ in centre $i$, it is associated an exponential time $Z_{ij}$ with rate $\theta_i$ and a $\text{Ber}(r_i)$ random variable denoted $\chi_{ij}$.

As in the previous setting we have chosen the expected number of randomized patients at the end of the recruitment period $N = 750$, the number of centres $M = 75$, a mean recruitment rate of $\mu = 3.5$ patients per year per center and an average instantaneous dropout rate of 0.2. Finally we have chosen a screening duration $R = 0.2$ year and a mean dropout during screening rate of 0.33. The theoretical trial duration is thus 5.33 years. A set of parameters coherent with this data is given in Table 1.

Remark 4 Notice that we have chosen to consider the same values of $\alpha$ and $\beta$ for both parts, the duration of the trial is thus longer for part II compared with part I due to possible dropout during screening period.

5.2 Simulation scenario.

We generate data as specified in section 5.1 for Parts I and II. For each part, using simulated data, we investigate two main questions of interest:

- Choosing the interim times $t_1 = t_1^1, t_2^1, t_1^2$, one collects for each center $i$ the required data for each model and estimates the different values of the parameters. That allows us to evaluate the behavior of the parameters as $t_1$ is changing.
- Choosing the interim times $t_1 = t_1^1, t_2^1, t_1^3$, we estimate the duration of the trial in order to evaluate the sensitivity of this estimation with respect to $t_1$.

We choose the interim times $t_1 = 1, 1.5, 2$ years for Part I (models A.1 and A.2) and $t_1 = 1, 2, 3$ years for Part II (models B.1-B.3). For each part and interim time, the results described in the following sections are based on 5000 data replications.
Table 2: Monte Carlo average and standard deviation (in brackets) of the estimated model parameters across 5000 data replications as a function of $t_1$ ($t_1 = 1, 1.5, 2$ years for Part I (models A.1 and A.2) and $t_1 = 1, 2, 3$ years for Part II (models B.1-B.3)).

| Parameters               | Models Involved | $t_1^1$ ($\hat{\alpha}$) | $t_1^2$ ($\hat{\mu}$) | $t_1^3$ ($\hat{\mu}$) |
|--------------------------|-----------------|-----------------------------|------------------------|------------------------|
| Recruitment              |                 | 1.29 (0.34)                 | 1.28 (0.29)            | 1.26 (0.26)            |
| Dropout at inclusion     |                 | 0.80 (0.04)                 | 0.80 (0.03)            | 0.80 (0.03)            |
| Dropout during screening period |            | 26.62 (422.09)             | 26.62 (422.09)        | 26.62 (422.09)        |
|                         |                 | 5.90 (59.47)                | 5.90 (59.47)           | 5.90 (59.47)           |

5.3 Parameters estimation.

For the recruitment process, the estimated parameters at different interim times $t_1$ are given in Table 2. Furthermore, a graphical representation of these estimates across data replications is depicted in Figure 2 for models A.1-A.2 and Figure 3 for models B.1-B.3. Note that $\alpha$ and $\mu$ are estimated for all models, but for the illustrative purpose of Table 2 the reported estimates are the ones related to models A.1 and A.2. No relevant difference was observed in the estimation of both parameters under models B.1-B.3.

First, we can see that the estimated quantities approach their target values as $t_1$ increases. The estimates of some parameters, namely $\hat{\psi}_1$, $\hat{\psi}_2$, (in both models A.2 and B.3) and $\hat{\psi}_1/(\hat{\psi}_1+\hat{\psi}_2)$ (in both models A.2 and B.3) and $\hat{E}[^{\hat{\theta}}]$ remain stable across values of $t_1$ and their average across data replications is remarkably close to their target values. The estimates of the other parameters are fairly stable and close to their original values used to generate the data.

5.4 Trial duration estimation.

In Tables 3 and 4 we show the estimated recruitment times under models A.1-A.2 and B.1-B.3 respectively for different interim times. In the setting where the dropout process takes place only upon arrival, i.e. models A.1 and A.2, the point estimates of the recruitment time under the two models are nearly identical. However, model A.2 performs better in terms of coverage rate of the observed recruitment time by the 95% credible interval. This is expected, as model A.2 allows for the probability of randomization $r_i$ to vary across centers, allowing for a more realistic estimation of the variability around the point estimate. On the other hand, in the setting which entails a screening process, that are models B.1-B.3, the differences between models are slightly more evident. Specifically, models B.2 and B.3 both outperform model B.1, especially for the first interim time $t_1 = 1$. This is not surprising, as model B.1 does not account for the variation across centers in the probability of dropout upon arrival and the distribution of dropout times during the screening process. Models B.2 and B.3 perform similarly, with model B.3 leading to marginally better results. A visual representation that illustrates the accuracy of models is shown in Figure 4 for models A and Figure 5 for models B. Since the major difference between models boils down to how they account for the uncertainty around point estimates, the same plots but for the remaining models are almost identical.

6 Conclusion.

In this paper, a new methodology for interim re-projecting patient recruitment in multicenter clinical trials accounting for various types of dropout is developed. Specifically, five different models belonging to two separate categories have been presented: the models that belong to the first group (A.1 and A.2) only consider patient dropout upon arrival,
Figure 2: Empirical distribution of the estimated parameters involved in models A.1-A.2 based on 5000 data replications for different values of the interim time $t_1$.

Table 3: Monte Carlo average, standard deviation, percent bias, and coverage rate of the 95% CI of the observed recruitment time across 5000 data replications for different interim times $t_1$ for models A. The average observed recruitment times was 3.62 (SD=0.42) years.

| Model | $t_1$ | Mean | SD  | % Bias | Cov. |
|-------|-------|------|-----|--------|------|
| A.1   | 1     | 3.64 | 0.48| 4.63   | 0.90 |
|       | 1.5   | 3.64 | 0.46| 3.50   | 0.91 |
|       | 2     | 3.61 | 0.44| 2.61   | 0.93 |
| A.2   | 1     | 3.64 | 0.48| 4.63   | 0.92 |
|       | 1.5   | 3.63 | 0.45| 3.50   | 0.93 |
|       | 2     | 3.61 | 0.44| 2.61   | 0.94 |
Figure 3: Empirical distribution of the estimated parameters involved in models B.1-B.3 based on 5000 data replications for different values of the interim time $t_1$. 
Table 4: Monte Carlo average, standard deviation, percent bias, and coverage rate of the 95% CI of the observed recruitment time across 5000 data replications for different interim times $t_1$ for models B. The average observed recruitment times was 5.27 (SD=0.64) years.

| Model | $t_1$ | Mean | SD  | % Bias | Cov. |
|-------|-------|------|-----|--------|------|
| B.1   | 1     | 5.34 | 0.76| 5.79   | 0.84 |
|       | 2     | 5.33 | 0.71| 3.58   | 0.89 |
|       | 3     | 5.29 | 0.67| 2.36   | 0.91 |
| B.2   | 1     | 5.31 | 0.75| 5.65   | 0.88 |
|       | 2     | 5.31 | 0.70| 3.51   | 0.93 |
|       | 3     | 5.28 | 0.66| 2.32   | 0.94 |
| B.3   | 1     | 5.31 | 0.74| 5.65   | 0.89 |
|       | 2     | 5.31 | 0.70| 3.49   | 0.93 |
|       | 3     | 5.28 | 0.66| 2.31   | 0.94 |

Figure 4: Empirical distributions of the estimated recruitment time under models A based on 5000 data replications for different values of the interim time $t_1$ compared with the observed duration.

Figure 5: Empirical distributions of the estimated recruitment time under models B based on 5000 data replications for different values of the interim time $t_1$ compared with the observed duration.
whereas the ones in the second group (B.1, B.2, and B.3) also take into account dropout during the screening period which follows the patients’ arrival at the centers. Within each category, the difference between models lies in the level of variability of model parameters across centers that is considered. The technique for estimating parameters using interim data and predicting the number of recruited/randomized patients over time and the recruitment time is developed. This methodology is validated using a simulation study. The results show that all five models reach a satisfactory performance as the interim time and the proportion of already randomized patients increase. However, the models with higher complexity in their respective categories, i.e. models A.2 and B.2-B.3, achieve better results in terms of the credible interval coverage probabilities of the observed trial duration as they allow for a more realistic estimation of the variability in the probability of screening failures across different centers. Nevertheless, despite the vast applicability of this methodology to real clinical trials data, the necessary information on dropout is rarely collected in practice. Therefore, one of the important aims of this paper is to emphasize the need for a more thorough collection of this type of data to allow for more precise and realistic estimates and re-projection of the recruitment process in clinical trials.
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A Appendix

A.1 Parameters’ estimation.

Let us recall some notations. Models A (A.1 and A.2) and the parameters involved \((r, (\Psi_1, \Psi_2))\) are defined in Section 5.1 Models B (B.1, B.2 and B.3) and the parameters involved \((\theta, r, (\alpha_2, \mu_2), (\Psi_1, \Psi_2))\) are defined in Section 5.2. Finally, \((\alpha, \mu)\) are the parameters of the Poisson-gamma recruitment model defined in Section 5.

To estimate these parameters at a given interim time \(t_1\), consider, for some centre \(i\), \(\tau_i = t_1 - u_i\) (where \(u_i\) stands for centre \(i\) opening date), \(n_i\) the number of patients recruited and \(k_i\) the number of patients randomized at time \(t_1 > u_i\). If there is a screening period \(R\) (Models B), then assume that \(\tau_i \geq R\) and the observed data must be enriched by considering \(l_i\) the number of patients lost during the screening process, \(T_i = \sum_{j=1}^{s_{i,j} - t_i,j} \) the sum of screening durations, and \(\tilde{k}_i\) the number of patients that are not lost immediately upon arrival and for Model B.3 by considering the patients arrival times \(\{t_{i,j} \leq t_1 ; j \geq 1 \} \leq i \leq M\) and the last times \(\{s_{i,j} ; j \geq 1 ; 1 \leq i \leq M\}\) they were in the screening process (i.e. \(t_{i,j} \leq s_{i,j} \leq t_1\)).

Model A.1. Given data \(\{n_i, k_i, \tau_i\}\) at the interim time \(t_1\), the log-likelihood function can be written in the form:

\[
\mathcal{L}_1(\alpha, \mu, r) = \sum_{i=1}^{M} \ln \left[ \text{NegBin} \left( n_i; \alpha, \frac{\mu r_i}{\alpha + \mu r_i} \right) \right] + \sum_{i=1}^{M} \ln \left[ \text{Bin} (k_i; n_i, r) \right].
\]

As we see, the parameter \(r\) is separated from \((\alpha, \mu)\) and \(\mathcal{L}_1(\alpha, \mu, r)\) can be re-written in the form: \(\mathcal{L}_1(\alpha, \mu, r) = \mathcal{L}_{1.1}(\alpha, \mu) + \mathcal{L}_{1.2}(r)\), with

\[
\mathcal{L}_{1.1}(\alpha, \mu) = \sum_{i=1}^{M} \ln \Gamma(n_i + \alpha) - M \ln \Gamma(\alpha) + N_1 (\ln \mu - \ln \alpha) - \sum_{i=1}^{M} (n_i + \alpha) \ln (1 + \mu r_i / \alpha) + C, \tag{10}
\]

and

\[
\mathcal{L}_{1.2}(r) = \sum_{i=1}^{M} \left[ k_i \ln r + (n_i - k_i) \ln (1 - r) \right] + C,
\]

where \(C\) is some generic constant independent of the parameters, and \(N_1 = \sum_{i=1}^{M} n_i\) is the total number of recruited patients up to time \(t_1\). Taking derivative in \(r\) it is easy to calculate that the maximum likelihood estimator is given by \(\hat{r}\).
Model A.2. Given data \( \{n_i, k_i, \tau_i\} \) at an interim time \( t_1 \), the log-likelihood function can be written in the form:
\[
L_2(\alpha, \mu, \psi_1, \psi_2) = L_{2,1}(\alpha, \mu) + L_{2,2}(\psi_1, \psi_2),
\]
where \( L_{2,1} = L_{1,1} \) given by (10), and
\[
L_{2,2}(\psi_1, \psi_2) = \sum_{i=1}^{M} \ln B(k_i + \psi_1, n_i - k_i + \psi_2) - M \ln B(\psi_1, \psi_2) + C. \tag{11}
\]

Model B.1-B.3. Conditioning on parameters \( \{\theta_i, r_i \mid 1 \leq i \leq M\} \), we can write a general expression for the likelihood
\[
L[(t_{i,j}; (s_{i,j})] = \exp[L_{1,1}(\alpha, \mu)] \times \prod_{i=1}^{M} \mathbb{E}[L_2(\theta_i, r_i; (t_{i,j}), (s_{i,j}))] \tag{12}
\]
where \( L_{1,1} \) is given in (10), and
\[
L_2(\theta_i, r_i; (t_{i,j}), (s_{i,j})) = \prod_{D_1}(1 - r_i) \prod_{D_2} r_i \exp(-\theta_i(s_{i,j} - t_{i,j}))
\times \prod_{D_3} r_i \theta_i \exp(-\theta_i(s_{i,j} - t_{i,j})),
\]
where \( D_1 = \bigcup_{i=1}^{M} D_{1,i}, D_2 = \bigcup_{i=1}^{M} D_{2,i}, D_3 = \bigcup_{i=1}^{M} D_{3,i} \) and for any \( 1 \leq i \leq M \),
\[
D_{1,i} = \{j \geq 1, \text{ such that } s_{i,j} = t_{i,j}\},
\]
\[
D_{2,i} = \{j \geq 1, \text{ such that } s_{i,j} = (t_{i,j} + R) \land t_1\},
\]
\[
D_{3,i} = \{j \geq 1, \text{ such that } t_{i,j} < s_{i,j} < (t_{i,j} + R) \land t_1\}.
\]

In (12), the expectation is taken when \( \theta_i \) and \( r_i \) vary according to their respective distributions defined by models B.1-B.3.

Notice that \( l_i = \text{Card}(D_{3,i}) \) and \( \tilde{k}_i = \text{Card}(D_{2,i}) + \text{Card}(D_{3,i}) \). Then \( L_2(\cdot) \) can be rewritten as
\[
L_2(\theta_i, r_i; (t_{i,j}), (s_{i,j})) = (1 - r_i)^{n_i - k_i} \hat{r}_i \theta_i \exp(-\theta_i T_1). \tag{13}
\]

Model B.1. Given data \( \{t_{i,j}, s_{i,j}, \tau_i, j \geq 1 : 1 \leq i \leq M\} \) at an interim time \( t_1 \), and using (12) and (13), the log-likelihood function can be written in the form:
\[
L_3(\alpha, \mu, r, \theta) = L_{3,1}(\alpha, \mu) \sum_{i=1}^{M} \left[ (n_i - \tilde{k}_i) \ln(1 - r) + \tilde{k}_i \ln r + l_i \ln \theta - \theta T_1 \right],
\]
where \( L_{3,1} = L_{1,1} \) is given in (10) and \((\hat{\alpha}, \hat{\mu})\) can be calculated using a two-dimensional optimization procedure for function \( L_{1,1}(\alpha, \mu) \). Taking derivatives in \( r \) and \( \theta \) we get the maximum likelihood estimators \((\hat{r}, \hat{\theta})\).

Model B.2. Given data \( \{t_{i,j}, s_{i,j}, \tau_i, j \geq 1 : 1 \leq i \leq M\} \) at an interim time \( t_1 \), and using (12) and (13), the log-likelihood function can be written in the form:
\[
L_4(\alpha, \mu, r, \alpha_2, \beta_2) = L_{4,1}(\alpha, \mu) + \sum_{i=1}^{M} \left[ (n_i - \tilde{k}_i) \ln(1 - r) + \tilde{k}_i \ln r \right] + L_{4,2}(\alpha_2, \beta_2)
\]
where
\[
L_{4,2}(\alpha_2, \beta_2) = \sum_{i=1}^{M} \left[ \ln \Gamma(l_i + \alpha_2) - \ln \Gamma(\alpha_2) + \alpha_2 \ln \beta_2 - (l_i + \alpha_2) \ln(\beta_2 + T_1) \right] \tag{14}
\]
and \( L_{4,1} = L_{1,1} \) is given by (10), \((\hat{\alpha}, \hat{\mu})\) and \((\hat{\alpha}_2, \hat{\beta}_2)\) are calculated numerically using two-dimensional optimization procedure, and, by derivation, \( r \) is given by (14).

Model B.3. Given data \( \{t_{i,j}, s_{i,j}, \tau_i, j \geq 1 : 1 \leq i \leq M\} \) at an interim time \( t_1 \), and using (12) and (13), the log-likelihood function can be written in the form:
\[
L_5(\alpha, \mu, \psi_1, \psi_2, \alpha_2, \beta_2) = L_{5,1}(\alpha, \mu) + L_{5,2}(\alpha_2, \beta_2) + L_{5,3}(\psi_1, \psi_2)
\]
where
\[
\mathcal{L}_{5.3}(\psi_1, \psi_2) = \sum_{i=1}^{M} \left[ \ln \mathcal{B}(\tilde{k}_i + \psi_1, n_i - \tilde{k}_i + \psi_2) - \ln \mathcal{B}(\psi_1, \psi_2) \right],
\]
(15)
\[
\mathcal{L}_{5.1} = \mathcal{L}_{1.1} \text{ is given by } (10) \text{ and } \mathcal{L}_{5.2} = \mathcal{L}_{4.2} \text{ is given by } (14). \text{ Parameters } (\alpha, \mu), (\psi_1, \psi_2) \text{ and } (\alpha_2, \beta_2) \text{ can be estimated using two-dimensional optimization procedures for corresponding functions } \mathcal{L}(\cdot).

A.2 Prediction of the number of randomized patients.

Let \( K_2 = \sum_{i=1}^{M} k_i \).

Model A.1. Note that for a random rate \( \lambda, \mathbb{E} [\Pi_\lambda(t)] = t \mathbb{E} [\lambda], \mathbb{V} [\Pi_\lambda(t)] = t^2 \mathbb{E} [\lambda] + t \mathbb{V} [\lambda] \). Therefore, given interim data,
\[
\mathbb{E} [\hat{k}_i(t) \mid \text{data}] = k_i + \nu_i \hat{r} + \hat{r} (t - t_1 - R) \mathbb{E} [\hat{\lambda}_i],
\]
where \( \hat{r} \) is given by (2), and
\[
\mathbb{E} [\hat{\lambda}_i] = \frac{\alpha + n_i}{\beta + \tau_i}, \quad \mathbb{V} [\hat{\lambda}_i] = \frac{\alpha + n_i}{(\beta + \tau_i)^2}.
\]
(16)
As for given \( \{n_i, k_i\} \) the posterior predictors \( \hat{\lambda}_i \) are independent of \( \hat{r} \), then the variance is
\[
\mathbb{V} [\hat{k}_i(t) \mid \text{data}] = \nu_i (1 - \hat{r}) + \hat{r} (t - t_1 - R) \mathbb{E} [\hat{\lambda}_i] + \hat{r}^2 (t - t_1 - R)^2 \mathbb{V} [\hat{\lambda}_i].
\]
(17)
Finally,
\[
\mathbb{E} [\hat{k}(t) \mid \text{data}] = K_2 + \hat{r} \sum_{i=1}^{M} \nu_i + \hat{r} (t - t_1 - R) \sum_{i=1}^{M} \frac{\alpha + n_i}{\beta + \tau_i},
\]
\[
\mathbb{V} [\hat{k}(t) \mid \text{data}] = \hat{r}(1 - \hat{r}) \sum_{i=1}^{M} \nu_i + \hat{r} (t - t_1 - R) \sum_{i=1}^{M} \frac{\alpha + n_i}{\beta + \tau_i}
+ \hat{r}^2 (t - t_1 - R)^2 \sum_{i=1}^{M} \frac{\alpha + n_i}{(\beta + \tau_i)^2}.
\]

Model A.2. The mean and the variance of \( \lambda_i \) are calculated in (16), and
\[
\mathbb{E} [\hat{\psi}_i \mid \text{data}] = \frac{\psi_1 + k_i}{\psi_1 + \psi_2 + n_i}, \quad \mathbb{V} [\hat{\psi}_i \mid \text{data}] = \frac{(\psi_1 + k_i)(\psi_2 + n_i - k_i)}{(\psi_1 + \psi_2 + n_i)^2(1 + \psi_1 + \psi_2 + n_i)},
\]
where instead of \( (\psi_1, \psi_2) \) we should substitute \( (\hat{\psi}_1, \hat{\psi}_2) \). As data \( \{n_i, k_i; 1 \leq i \leq M\} \) are given, the posterior predictors \( \hat{\lambda}_i \) and \( \hat{r}_i \) are independent. Note that for a random probability \( r, \mathbb{E} [\text{Bin}(n, r)] = n \mathbb{E} [r] \), and
\[
\mathbb{V} [\text{Bin}(n, r)] = \mathbb{V} [\mathbb{E} [\text{Bin}(n, r) \mid r]] + \mathbb{V} [\mathbb{E} [\text{Bin}(n, r) \mid r]] = n \mathbb{E} [r(1 - r)] + n^2 \mathbb{V} [r].
\]
Therefore,
\[
\mathbb{E} [\hat{k}_i(t) \mid \text{data}] = k_i + \nu_i \mathbb{E} [\hat{r}_i] + (t - t_1 - R) \mathbb{E} [\hat{\psi}_i | \hat{\lambda}_i],
\]
and
\[
\mathbb{V} [\hat{k}_i(t) \mid \text{data}] = \nu_i \mathbb{V} [\hat{r}_i (1 - \hat{r}_i)] + \nu_i^2 \mathbb{V} [\hat{\psi}_i] + (t - t_1 - R) \mathbb{E} [\hat{r}_i] \mathbb{E} [\hat{\lambda}_i] + (t - t_1 - R)^2 \mathbb{V} [\hat{r}_i \hat{\lambda}_i],
\]
where we can use the formula
\[
\mathbb{V} [\hat{r}_i \hat{\lambda}_i] = \mathbb{E} [\hat{\lambda}_i^2] \mathbb{V} [\hat{r}_i] + (\mathbb{E} [\hat{r}_i])^2 \mathbb{V} [\hat{\lambda}_i].
\]
Finally, using relations (16), (17) we can easy calculate the mean and the variance of the global process \( \hat{k}(t) \).

Model B.1. We have
\[
\mathbb{E} [\hat{k}_i(t) \mid \text{data}] = k_i + (t - t_1 - R) \mathbb{E} [\hat{r}] e^{-\bar{\theta}_R \mathbb{E} [\hat{\lambda}_i]} + \sum_{j \in \Omega_i} g_{i,j},
\]
\[
\mathbb{V} [\hat{k}_i(t) \mid \text{data}] = (t - t_1 - R)^2 \mathbb{E} [\hat{r}]^2 e^{-2 \bar{\theta}_R \mathbb{V} [\hat{\lambda}_i]} + (t - t_1 - R) \mathbb{E} [\hat{r}] e^{-\bar{\theta}_R \mathbb{E} [\hat{\lambda}_i]}
+ \sum_{j \in \Omega_i} g_{i,j} (1 - g_{i,j}),
\]
where \( g_{i,j} = e^{-\theta(t_{i,j} + R - t_i)} \), \( \hat{\theta} \) is given by (4) and \( \mathbb{E}\left[\hat{\lambda}_i\right] \) and \( \mathbb{V}\left[\hat{\lambda}_i\right] \) are given in (16).

**Model B.2.** Denote by \( F_i(s) \) a Laplace transformation of \( \hat{\theta}_i \):

\[
F_i(s) = \mathbb{E}[e^{-\hat{\theta}_is} | \text{data}] = [1 + s/(\hat{\beta}_2 + T_i)]^{-\hat{\alpha}_2 - t_i}, \quad s \geq 0,
\]

Then,

\[
\mathbb{E}\left[\hat{k}_i(t) \mid \text{data}\right] = k_i + (t - t_1 - R)\hat{r}_iF_i(R)\mathbb{E}\left[\hat{\lambda}_i\right] + \sum_{j \in \Omega_i} F_i(t_{i,j} + R - t_1),
\]

\[
\mathbb{V}\left[\hat{k}_i(t) \mid \text{data}\right] = (t - t_1 - R)^2\hat{r}^2\mathbb{E}[e^{-\hat{\theta},R}\hat{\lambda}_i] + (t - t_1 - R)\hat{r}\mathbb{E}[e^{-\hat{\theta},R}]\mathbb{E}\left[\hat{\lambda}_i\right]
+ \mathbb{V}\left[\sum_{j \in \Omega_i} \text{Ber}(g_{i,j})\right],
\]

where \( \mathbb{E}\left[\hat{\lambda}_i\right] \) and \( \mathbb{V}\left[\hat{\lambda}_i\right] \) are given in (16), \( \mathbb{V}[e^{-\hat{\theta}_i,R}\hat{\lambda}_i] = F_i(2R)\mathbb{E}\left[\hat{\lambda}_i^2\right] - (F_i(R)\mathbb{E}\left[\hat{\lambda}_i\right])^2 \), \( \mathbb{E}[e^{-\hat{\theta}_i,R}] = F_i(R) \), and straightforward calculations show that, by denoting \( \Delta_{ij} = R - t_j - t_{i,j} \),

\[
\mathbb{V}\left[\sum_{j \in \Omega_i} \text{Ber}(g_{i,j})\right] = \sum_{j \in \Omega_i} F_i(\Delta_{ij}) - F_i(2\Delta_{ij})
+ \sum_{(j_1,j_2) \in \Omega_i^2} F_i(\Delta_{ij_1} + \Delta_{ij_2}) - F_i(\Delta_{ij_1})F_i(\Delta_{ij_2}).
\]

**Model B.3.** In a similar way as in model B.2, we can write

\[
\mathbb{E}\left[\hat{k}_i(t) \mid \text{data}\right] = k_i + (t - t_1 - R)\hat{r}_i\mathbb{E}[\hat{r}_i]F_i(R)\mathbb{E}\left[\hat{\lambda}_i\right] + \sum_{j \in \Omega_i} F_i(t_{i,j} + R - t_1),
\]

\[
\mathbb{V}\left[\hat{k}_i(t) \mid \text{data}\right] = (t - t_1 - R)^2\mathbb{E}[\hat{r}_i e^{-\hat{\theta}_i,R}\hat{\lambda}_i] + (t - t_1 - R)\mathbb{E}[\hat{r}_i]\mathbb{E}[e^{-\hat{\theta}_i,R}]\mathbb{E}\left[\hat{\lambda}_i\right]
+ \mathbb{V}\left[\sum_{j \in \Omega_i} \text{Ber}(g_{i,j})\right],
\]

and use previous formulae for calculation the expectations and variances of different variables in this expression.
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