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ABSTRACT

Coronavirus is a pandemic that has become a concern for the whole world. This disease has stepped out to its greatest extent and is expanding day by day. Coronavirus, termed as a worldwide disease, has caused more than 8 lakh deaths worldwide. The foremost cause of the spread of coronavirus is SARS-CoV and SARS-CoV-2, which are part of the coronavirus family. Thus, predicting the patients suffering from such pandemic diseases would help to formulate the difference in inaccurate and infeasible time duration. This paper mainly focuses on the prediction of SARS-CoV and SARS-CoV-2 using the B-cells dataset. The paper also proposes different ensemble learning strategies that came out to be beneficial while making predictions. The predictions are made using various machine learning models. The numerous machine learning models, such as SVM, Naïve Bayes, K-nearest neighbors, AdaBoost, Gradient boosting, XGBoost, Random forest, ensembles, and neural networks are used in predicting and analyzing the dataset. The most accurate result was obtained using the proposed algorithm with 0.919 AUC score and 87.248% validation accuracy for predicting SARS-CoV and 0.923 AUC and 87.7934% validation accuracy for predicting SARS-CoV-2 virus.

Introduction

B-cells, where B stands for bursa of Fabricius [1,2]. This is a unique organ that is found in birds only, where B cells are mature enough. B-cells are those kinds of cells that fight against bacteria and viruses by building a Y-shaped structured protein known as antibodies. These antibodies are specific to different pathogens capable of surrounding the surface of a cell and set it for destruction marked by other immune cells. B-cells respond in vivo, producing a large amount of antigen specified antibodies by obtaining different epitope regions of the proteins [1,2]. They perform the binding operation of antibodies to other antigen proteins. Apart from B-cells, coronavirus is a pandemic that causes respiratory infection to a human. Coronavirus consists of a family of viruses that are responsible for the occurrence of this pandemic. The family includes some deadly viruses like SARS-CoV, SARS-CoV-2, MERS-CoV, and many more categorized into classes [3,4]. Moderate acute respiratory coronavirus syndrome (SARS-CoV) [5] and severe acute respiratory coronavirus syndrome (SARS-CoV-2) [6,7] have caused the majority of coronavirus cases among all other members of the family, particularly in children and elderly people. The comparison between the two coronavirus family members, SARS-CoV and SARS-CoV-2, clearly shows that SARS-CoV-2 is more dangerous than SARS-CoV [8]. These two viruses are the foremost reason for the spread of coronavirus. Thus, predicting if a patient is suffering from any of the two viruses would help form accurate patients. Therefore, considering the B-cell dataset obtained from COVID-19/SARS B-cell epitope prediction dataset [1,2].
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This dataset was developed in research and observation done from the immune epitope database (IEDB) [9] and Universal Protein Resource (UniProt) [10]. The dataset contains three sub-datasets where the attributes depict that SARS-CoV and SARS-CoV-2 could be predicted using it. The B-cell dataset includes complete information about the patient’s health status, which could help train the machine and predict the test cases. Thus, various machine learning models such as SVM, KNN, AdaBoost, Gradient Boosting, neural network (NN), etc., are used for the implementation. The paper first focuses on predicting SARS-CoV using a B-cell dataset. After applying all the desired machine learning models and neural networks. The B-cell dataset is combined with the SARS-CoV dataset, which predicts the SARS-CoV-2 virus in a human body. Thus, the paper entirely focuses on the prediction of SARS-CoV and SARS-CoV-2 using various machine learning models and algorithms. The paper contributes by:

1. Using the B-cells dataset containing the number of proteins and peptides in a human body and all the information related to them were used to analyze and predict SARS-CoV and SARS-CoV-2 viruses.
2. We are proposing an algorithm of a stacked ensemble formed using different baseline models and predefined ensembles.

Although the results obtained from this dataset are proficient enough for making predictions but apart from the contribution, the paper could further be improved if the dataset:

1. Contained a proficient amount of 1 as a target value. The inclusion could improve accuracy even to a greater extent.
2. Suppose it included the labeled attributes of the SARS-CoV-2 virus in the dataset. The accuracy of the test set, thereby, could not be predicted. If it was labeled, then the models could have easily verified. Though, the test prediction for SARS-CoV acquired an appreciable accuracy.

The paper comprises six sections. Section “Related work” consists of related work where similar work performed by various authors are studied and summarized. Section “Material” contains a discussion concerning all models and algorithms implemented on the dataset—followed by Section “Methodology”, which includes the methodology used for analyzing the dataset. Its features and their importance are discussed in this section. After the methodology section comes Section “Results and discussion”, which comprises the results and discussion, all the results are adequately summarized. Section “Conclusion” contains the conclusion withdrawn after analyzing the results obtained for the prediction of SARS-CoV and SARS-CoV-2.

Related work

In the literature, many research and work have been accomplished by various authors for predicting SARS-CoV and SARS-CoV-2, causing coronavirus. [11] proposed their study on the SARS-CoV-2 vaccine by using mass spectrometry-based bioinformatics as a source of predicting identifiers. They came out with results of predicting coronavirus family epitopes using the spectrometry-based mechanism successfully. [12] also came up with their homology and bioinformatic approach to predict the target immunes that are responsive to SARSA-CoV-2. Their methodology helped in the prediction of SARS-CoV-2. The proposed approach was independently identified in various regions of the human body. Thus, their study concluded that the conserved immune regions contain many implications for designing vaccines against a variety of coronavirus. [13] studied the outbreak pandemic with great ease and thereby predicted the epidemic outbreak’s impacts over the global chains. This, therefore, stimulated the analysis of SARS-CoV and SARS-CoV-2, causing coronavirus outbreak. This study demonstrated the simulation model for the epidemic analysis and gave a unique case study on supply chain risks. After looking at all the investigations and studies [14] decided to propose their study based on predicting SARS-CoV-2 infection using diagnostic samples. This study used the diagnostic samples dataset and conducted successful research on predicting whether a human being is suffering from SARS-CoV-2. Apart from all the predictions made by different [6] decided to do a preliminary study on the origin of SARS-CoV-2. According to the authors, the infection of SARS-CoV-2 has started spreading all across the world in the early march of the year 2020 and has not been growing with an exponential limit. The authors also proposed the theory behind the origin of SARS-CoV-2, causing coronavirus, and termed it as the seventh member of the coronavirus family infecting human beings. After analyzing different authors’ analyses and results [15] predicted epitope surfaces of antigen proteins that would help produce the vaccine. Their study was based entirely upon the LSTM network, which gave the desired results and was considered a valuable prediction for the vaccine production scheme. However, SARS-CoV-2 spreading predictions [16] studied the virus’s
structure in early April of 2020. They formulated the virus’s structure in different patients like the velpatasvir, ledipasvir, and other drug candidates.

Thus, a lot of research and predictions are made by various authors using different analysis schemes and techniques for predicting SARS-CoV and SARS-CoV-2, causing coronavirus. This paper also introduces another technique for predicting the coronavirus family’s viruses, i.e., prediction of SARS-CoV and SARS-CoV-2 using B-cells. Section “Material” discusses all the machine learning models and algorithms used in the paper for the prediction of coronavirus.

Material

Ensemble learning algorithm/proposed work

Ensembles refer to the algorithm that is formed by the combination of several machine learning models into a single proficient model [17]. Ensembles are used to improve the accuracy by combining weak predicting models to form a robust predicting model. The ensemble used in this study is a stacked ensemble consisting of random forest and gradient boosting models, where the inner layer and external layer is XGBoost and on the external layer, respectively. (ref. To Fig. 1).

Algorithm 1: Preprocessing function for the dataset

1. function preprocessing(bcell,sars,covid)
2. bcell_sars = concatenate(bcell,sars)
3. X_Train = bcell_sars.drop(['target'])
4. Y_Train = bcell_sars['target']
5. X_Train['peptide_length'] = X_Train['end_position'] - X_Train['start_position'] + 1
6. X_Train.drop(['start_position','end_position'])
7. ex = ExtraTreesClassifier()
8. ex.fit(X_Train,Y_Train)
9. feature_importance = ex.feature_importances_
10. function Normalize(feature_importance)
11. return normalized scores
12. end function
13. function analysis(feature_importance)
14. plot graph
15. unproductive_features = [
16. return(unproductive_features)
17. end function
18. unproductive_features.append(['parent_protein_id','peptide_seq','protein_seq'])
19. dataframe = [bcell,sars,covid,bcell_sars]
20. for each dataframe
21. dataframe['peptide_length'] = dataframe['end_position'] - dataframe['start_position'] + 1
22. dataframe.drop(unproductive_features)
23. end for
24. return dataframe
25. end function

Algorithm 2: Ensemble learning algorithm/Proposed model

1. function proposedModel
2. x_train,x_val,y_train,y_val = SplitData(x,y,test_size = 0.2)
3. x_train_base,x_test_base,y_train_base,y_test_base = SplitData(x_train,y_train,test_size = 0.3)
4. for each b ∈ F do // F is the list of random forest and Gradient boosting models
5. b = train(x_train_base,y_train_base)
6. z = predict(x_test_base)
7. y_pred_base = append(z)
8. end for
9. meta_learner = XGBClassifier(_estimators = 1000,max_depth = 4,
learning_rate = 0.005)
10. meta_learner = train(y_pred_base,y_test_base)
11. y_pred = predict(x_val)
12. accuracy = compare(y_pred,y_val)
13. return y_pred, accuracy
14. end function

Supervised learning models

Supervised learning is a technique used to prepare a group of decision rules that can help predict a known outcome [18]. These rules are termed as models. Thus, supervised learning models are those used to indicate an existing outcome by creating a group of decision rules. There are various types of supervised learning models. The following are the models that are used in this study:
1. Support vector machine (SVM)
2. K – nearest neighbors (KNN)
3. Naïve Bayes
4. Random Forest
5. Gradient Boosting
6. Logistic Regression
7. AdaBoost
8. XGBoost

These are all the supervised learning models that were studied and implemented to train and test the machine on the dataset to predict SARS-CoV and SARS-CoV-2, respectively.

Support vector machine (SVM)

A support vector machine (SVM) is a simple but powerful supervised learning approach in predicting data [19]. Classification and regression problems can be resolved using SVM. SVM is useful in preparing the high dimensional feature spaces, which is useful while solving classification tasks. After considering the regularization parameter as 100 and probability equal to “True,” the model acquired efficient results.

K – nearest neighbors (KNN)

Unlike SVM (ref. to Section “Ensemble learning algorithm/proposed work”), K – nearest neighbors are also used to solve both classification and regression problems [20]. But KNN is different from the other algorithms. KNN is a lazy learning algorithm in which no model is constructed. In this algorithm, predictions are made straight from the training dataset. In this study, we have considered n nearest neighbors as 15.

Naïve Bayes

Naïve Bayes is a classification supervised learning model which is based upon Bayes’ Theorem [21]. It is a family of algorithms where every family member shares a common principle, i.e., the Bayes’ Theorem. This means that during the classification process, every pair is independent of each other. Thus, the naïve bayes model is trained based on a “gaussian nb classifier.”

Random forest

Random forest combines the tree predictors in such a way that each tree is dependent on the random vector’s sampled value independently [22]. It can also be used as a classifier for training and testing purposes. Random forest divides the dataset features into a subset, which is used to build random decision trees. These trees combine built a classification tree, which is used to make predictions. The random forest also takes an estimator (n estimator), i.e., the number of trees and max (maximum) features, which means the maximum features to be selected for the tree as hyperparameters. In this study, the n estimator is 100, and the max features parameter is 5 to train and test our random forest model.

Gradient boosting

Gradient Boosting is another supervised learning model used as a problem solver for both regression and classification problems [23]. It predicts the ensembles of weak models and combines them to form a
strong supervised learning model. The gradient boosting model has a parameter known as the estimator, which means the number of boosting stages required by the model. Having the value of n estimator as 100, the model observed to predict results more accurately.

Logistic regression

Logistic regression is a form of binary regression [24]. A statistical model uses a logistic function approach to build an independent binary variable that plays an essential role in prediction making. For training and predicting SARS-CoV and SARS-CoV-2 viruses, the regularization parameter was taken as 100 while training the logistic regression model.

AdaBoost

AdaBoost stands for Adaptive Boosting. AdaBoost was the first successful boosting algorithm designed for binary classification problems [25]. This algorithm can be used for various types of problems like regression, classification and can also be used as an ensemble. This algorithm uses an iterative approach, i.e., it keeps on correcting the errors from weak classifiers and finally making a robust combined classifier. In this study, AdaBoost uses a decision tree classifier with the tree’s maximum depth as 2, where the maximum depth of the tree is the hyperparameter.

XGBoost

XGBoost is an optimized solution of the gradient boosting model. It is highly efficient, portable, and flexible [26]. It uses the gradient boosting framework and provides a parallel tree boosting technique, which can solve a variety of problems with high accuracy and in a short period. Some of the hyperparameters of XGBoost are the boosting stage, the tree’s maximum depth, and the learning rate. In this study, the n estimators of the XGBoost model is taken as 1000, the maximum depth of the tree as 4 with a learning rate of 0.005 to train and test the model.

Neural network algorithms

A neural network is a part of learning algorithms where different layer formation techniques are used to predict and analyze the data. Multilayer perceptron (MLP) [27] is a class of artificial neural networks consisting of numerous features and fully connected hidden layers. In this study, MLP consisted of 3 Hidden layers with one dropout layer followed by each hidden layer. Each hidden layer consisted of 64, 32, and 16 neurons, respectively. After the series of all the hidden and dropout layers, the resulted output at the output layer used sigmoid as its activation function.

Further, Section “Methodology” contains the methodology used for training and testing the dataset for both SARS-CoV and SARS-CoV-2, causing coronavirus infection to human beings.

Methodology

To predict the viruses: SARS-CoV and SARS-CoV-2, the COVID-19/SARS B-cell epitope prediction dataset was used to get accurate results. Thus, the dataset was first needed to be transformed and then implemented. Below Section “Dataset description” contains the overview of how the dataset was transformed and then divided to predict SARS-CoV and SARS-CoV-2 viruses, respectively.

Dataset description

The COVID-19/SARS B-cell epitope prediction dataset consists of three sub-datasets. These sub-datasets were used sequentially to make the respective predictions, i.e., SARS-CoV and SARS-CoV-2 virus. The three sub-datasets are:

1. B-cell dataset:

Table 1

| S. no. | Attributes          | Description                                      | Data type |
|--------|---------------------|---------------------------------------------------|-----------|
| 1.     | parent_protein_id   | Unique parent protein ID                          | Categorical |
| 2.     | protein_seq         | Parent protein sequence                           | Categorical |
| 3.     | start_position      | Start position of the peptide                    | Numerical  |
| 4.     | end_position        | End position of the peptide                      | Numerical  |
| 5.     | peptide_seq         | Peptide sequence                                 | Categorical |
| 6.     | chou_fasman         | Peptide feature, Beta turn                        | Numerical  |
| 7.     | emini               | Relative surface accessibility                    | Numerical  |
| 8.     | kolaskar_tongaonkar  | Antigenicity                                      | Numerical  |
| 9.     | parker              | Hydrophobicity                                    | Numerical  |
| 10.    | isoelectric_point   | Protein feature                                   | Numerical  |
| 11.    | aromacity           | Protein feature                                   | Numerical  |
| 12.    | hydrophobicity      | Protein feature                                   | Numerical  |
| 13.    | stability           | Protein feature                                   | Numerical  |

The B-cell dataset was mainly used for training models. It consisted of the patient’s data to be trained in the machine learning models. This dataset consists of 14,387 rows for all combinations of 14,362 peptides and 757 proteins. Compared with SARS-Cov, the prediction results helped to calculate the accuracy and precision learning models applied models’ accuracy and precision dataset. After analyzing the SARS-CoV results, a combination of the B-cell dataset and the SARS-CoV dataset was obtained. Thus, the combined dataset supported predicting SARS-CoV-2, which is the primary coronavirus reason.

2. SARS-CoV dataset:

The SARS-CoV dataset was also used as the training dataset while predicting SARS-CoV-2, majorly spreading worldwide. The obtained is a labeled dataset that consists of 520 rows in total. This dataset promoted to predict the models’ accuracy and precision applied to the B-cell dataset, further aided in predicting the SARS-CoV virus prediction.

3. COVID dataset:

The COVID dataset was the target dataset. This dataset was used in the testing of SARS-CoV-2. This dataset was not much of use, but it enhanced the results by testing the model using this data, which gave the accuracy and AUC scores of the models applied. (ref. to Section “Results and discussion”).

Further, in Section “Data analysis”, the datasets were analyzed, and the required attributes were selected using feature engineering.

Data analysis

All the three datasets obtained from the COVID-19/SARS B-cell epitope prediction dataset has 13 attributes. These attributes contain information about the patient for predicting the SARS-CoV and SARS-CoV-2 virus.

Table 1 shows the description of all the attributes of the dataset. All three datasets, i.e., the B-cell dataset, SARS-CoV dataset, and COVID dataset, comprise the same attributes mentioned in Table 1. Thus, all the attributes were studied and analyzed. Section “Feature selection” introduces the feature engineering concept applied to the dataset to select the most proficient attributes.

Feature selection

Though the given dataset was perfectly balanced, selecting the desired features that carry a high weightage would help analyze more accurate and precise results. Thus, feature selection is a methodology used to obtain the importance of different attributes [28]. Depending on the significance of attributes, their weightage increases, which indulge in attaining accurate results. In this paper, all three datasets contain 13
similar attributes (ref. to Table 1). Two attributes labeled start_position and end_position contained the starting and ending position of the peptides. These two attributes showcase the same functionality, i.e., why we formulated a combined attribute: peptide_length. Eq. (1) shows the formula of peptide_length attribute, which is formed after combining start_position and end_position.

\[
\text{peptide\_length} = \text{start\_position} - \text{end\_position}
\]  

(1)

After applying feature importance on all the 13 attributes. The feature importance plot was created in which three attributes, i.e., parent_protein_id, protein_seq, and peptide_seq, showed null importance, as shown in Fig. 1.

Fig. 2 shows a bar graph representation of feature importance using the concept of feature engineering. Feature engineering is the process of selecting a variety of features from a raw dataset using data mining techniques. Selecting features helps to acquire more accurate and optimized results. Thus, it improves the overall performance of machine learning models. The graphs clearly show that parent_protein_id, protein_seq, and peptide_seq hold zero importance than all the other attributes. Thus, it clearly shows that all these attributes are redundant and can be excluded. Therefore, after removing these three attributes mentioned above. The final dataset comprises nine attributes that will significantly predict SARS-CoV and SARS-CoV2, respectively.

After removing all the three attributes, individual attribute analysis helped check whether the dataset accommodates the given parameter. For this graph for each attribute was plotted against the dataset provided. The results obtained, as shown in Fig. 3, concluded that the given dataset is normally distributed. For each attribute taken into consideration, there are no left out points in the dataset. This shows that the final dataset, which contains all the nine attributes, is applicable and should be considered for the training and testing of different machine learning models.

Thus, Fig. 3 clearly shows that the dataset is not properly maintained, and all the essential features do not contain any left out point in the dataset. After obtaining the final dataset, we obtained the training and test dataset. Various machine learning models and algorithms such as SVM, KNN, Naïve Bayes, random forest, AdaBoost, gradient boosting, XGBoost, MLP-NN, and the stacked ensemble (ref. to Section “Material”) was applied to the dataset. The dataset was not trained and applied on different machine learning models and algorithms mentioned above after splitting.

Fig. 4 shows the overall description of the complete methodology used in this paper. The figure indicates the dataset extraction, feature selection, and the different combinations of the dataset made to predict SARS-CoV and SARS-CoV-2, respectively. The Figure also shows all the models and stacked ensemble used to predict the viruses causing coronavirus.

Various machine learning models have been applied to the dataset after acquiring the adequate dataset for predicting SARS-CoV and SARS-CoV-2 causing coronavirus disease (ref. Section 3). Section “Results and discussion” contains the results and discussion after applying all the models and ensembles on the final dataset.

Results and discussion

The B-cell dataset was mainly used to predict the SARS-CoV virus belonging to the coronavirus family,. The B-cell dataset was split into validation and test dataset. After splitting, various machine learning models were applied to it. The dataset’s testing results provided the confusion matrix and ROC curve of all the machine learning models and algorithms. The proposed ensemble’s training time varied between 2 and 4 s. The confusion matrix is a tabular form representation describing the machine learning models’ performance on a set of test data [29]. It is also known as the error matrix used to calculate the accuracy of the model applied such as used in the following models [30–33]. It represents the truth and the false rate of the models. At the same time, the ROC curve refers to the receiver operating characteristic curve. It is the graphical representation of the false positive rate versus the true positive rate. It is used to analyze the AUC score, i.e., the area under the curve, which measures all possible classification thresholds’ overall performance. The AUC value depicts the accuracy by subjecting more true values, resulting in increased accuracy of the model, as shown in the Eq. (2).

\[
\text{AccuracyScore} = \frac{\text{CorrectPredictions}}{\text{AllPredictions}} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{FN}}
\]  

(2)

TP and TN refer to the true positive value and true negative value, whereas FN refers to the false negative value. All these values could be
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Thus, the error approximation could also be analyzed and calculated for all the applied machine learning models and algorithms. The error computation is performed in three forms, which are known as a mean average error (MAE), root means square error (RMSE) and mean square error (MSE). Mean average error (MAE) highlights the average error of the predicted value versus actual value using the formula discussed in the Eq. (3).

\[
MAE = \frac{1}{n} \sum |y - \hat{y}|
\]  

(3)

Root mean square error refers to the error estimation techniques of comparatively large-scale error computation. It takes the square root of the MSE value, i.e., the mean square value, which could be calculated by taking the square difference of the predicted and the actual value as shown in the Eq. (4).

\[
MSE = \frac{1}{n} \sum (y - \hat{y})^2
\]  

(4)

Thus, after calculating the MSE value, a straightforward calculation gives RMSE by taking the square root of the MSE value (ref. to Eq. (5)). RMSE is highly preferred over MSE and MAE as it gives more accuracy and a precise error of the models applied.

\[
RMSE = \sqrt{\frac{1}{n} \sum (y - \hat{y})^2}
\]  

(5)

These are the factors that justify the predictions made using different machine learning models. It explains the accuracy and precision of the models, which showcase the overall performance of the model. The following are the results obtained after applying all different machine learning models and algorithms used for predicting SARS-CoV and SARS-CoV-2 virus. The results are arranged in a sequence where the validation and test results for predicting the SARS-CoV virus causing coronavirus are showcased first. Further, the validation output is showcased, including all the confusion matrix, ROC curves, concluding with a complete table representing all the validation scores and error approximation.

Fig. 3. Data distribution plots of selected attributes.
The first section of the results contains a complete and detailed description of the outputs obtained after applying the B-cell dataset on different machine learning models. This results section shows all the prediction outcomes of the SARS-CoV virus.

Thus, the following are the validation results obtained after applying different machine learning models and algorithms, which includes models like SVM, KNN, Naïve Bayes, Random forest, Gradient boosting, XGBoost, Logistic regression, AdaBoost, MLP-NN, and a stacked ensemble (ref. to Section “Material”):

Figs. 6 and 7 represents the confusion matrix and ROC curve obtained after predicting SARS-CoV using the B-cell dataset applied to the SVM machine learning model. The diagonal components represent the true positive and the true negative values in the prediction (ref. to Fig. 5). The ROC curve shows that the prediction is satisfactory and
could attain an AUC score greater than 0.5 (ref. to Table 2).

Figs. 8 and 9 showcase the confusion matrix and ROC curve after applying the KNN model (ref. to Section “K – nearest neighbors (KNN)”). The ROC curve shows that the predicted output is efficient and has acquired an accurate result by obtaining an AUC score of 0.858. The ROC curve shows accurate results when the curve moves to the left top corner.

Figs. 10 and 11 shows the output obtained after applying the Naïve Bayes. Though the confusion matrix predicted a proficient number of true positive values, it also had an equivalent number of false-negative values that affected the ROC curve. The ROC curve thus did not represent many accurate results as expected. But the AUC is above 0.6, from which we can conclude that the results are just satisfactory.

Figs. 12 and 13 are the results obtained using the random forest model. These figures represent the ROC and confusion matrix obtained after predicting the SARS-CoV virus using random forest. The ROC curve has an AUC score of 0.919, which is the best score obtained among all the machine learning models applied in this paper. The ROC curve clearly shows that it can predict the most accurate results as it is entirely tilted towards the top left corner, which means that the model applied has outperformed among all the others.

After applying the random forest model, which is an inbuilt Ensemble, there are various other models as well, which are used in making predictions and analyzing more accurate results for the SARS-CoV virus causing coronavirus disease. Thus, Figs. 14 and 15 shows

Table 2
SARS-CoV validation results.

| Model          | Validation AUC | Validation accuracy (%) | MSE    | RMSE   | MAE    |
|----------------|----------------|-------------------------|--------|--------|--------|
| SVM            | 0.682          | 73.4190                 | 0.2658 | 0.5156 | 0.2658 |
| KNN            | 0.858          | 81.6192                 | 0.1838 | 0.4287 | 0.1838 |
| Naïve-Bayes    | 0.652          | 72.9673                 | 0.2703 | 0.5199 | 0.2703 |
| Random Forest  | 0.909          | 85.5863                 | 0.2365 | 0.4863 | 0.2365 |
| GBM            | 0.868          | 81.7582                 | 0.1824 | 0.4271 | 0.1824 |
| Logistic       | 0.652          | 72.6546                 | 0.2735 | 0.5229 | 0.2735 |
| AdaBoost       | 0.869          | 82.6963                 | 0.1730 | 0.4159 | 0.1730 |
| XGBoost        | 0.871          | 81.3065                 | 0.1869 | 0.4323 | 0.1869 |
| Ensemble       | 0.919          | 87.2481                 | 0.1442 | 0.3797 | 0.1442 |
| MLP - NN       | 0.809          | 77.4843                 | 0.2252 | 0.4745 | 0.2252 |
another inbuilt ensemble, i.e., gradient boosting, which also indicates some precised results after applying it on the dataset. It contains many false-negative values, but it has been easily overcome by a large amount of true positive values. The ROC curve significantly shows better results with an AUC score of 0.868.

Figs. 16 and 17 shows the results obtained from logistic regression. This model is a baseline model that gave a bit low accuracy and AUC score. But, it could be used on a small dataset if required to make predictions on specific content. The ROC curve shown in the figure is satisfactory and could only be used on a small dataset to get more accurate and precise results.

AdaBoost is another inbuilt ensemble that is applied for making predictions for the SARS-CoV virus. Figs. 18 and 19 shows the confusion matrix and ROC curve obtained after applying the AdaBoost model on the B-cell dataset. The ROC curve and the confusion matrix illustrate a better model, the increasing true positive value in the confusion matrix shows the ROC curve’s increased sensitivity and a higher cut off value. The observed cut-off value is the point in the graph where the ROC curve has the maximum “sensitivity + specificity – 1” value.

Figs. 20 and 21 represents the confusion matrix and the ROC curve on applying the XGBoost model. The results obtained from AdaBoost and XGBoost are similar. Both the ROC curve shows the same cut off values. Thus, a better predicting model can also be acquired.

After applying all the machine learning models, a correlation matrix of all the models was made, comparing which combination of the model specifies the best results after plotting the matrix, as shown in Fig. 22. Gradient boosting and Random forest are the two machine learning models that have the best results. Thus, taking gradient boosting and random forest at the inner layer, the two models’ combination was trained and fitted on XGBoost on the outer layer. Therefore, an ensemble (ref. to Section “Ensemble learning algorithm/proposed work”) proposed was used to predict more accurate and efficient results for predicting the SARS-CoV virus. Fig. 22 shows the correlation matrix used for the ensemble selection. This represents that the combination of gradient boosting with random forest and gradient boosting with XGBoost acquires the best results, i.e., 0.92 and 0.99, respectively. The matrix also shows that XGBoost and random forest also combine to give an accurate result of 0.93, concluding that all three models could be combined to form a stacked ensemble.

Figs. 23 and 24 represents the confusion matrix and ROC curve obtained by combining gradient boosting, random forest, and XGBoost to
form an ensemble. The confusion matrix and ROC curve show good results. It could be considered as a perfect model for making predictions for SARS-CoV causing coronavirus disease.

After applying all the machine learning models, a neural network, i.e., MLP-NN, was also used to make predictions based on the SARS-CoV virus’s B-cell dataset (ref. to Section “Neural network algorithms”). After applying the neural network on the dataset Figs. 25 and 26 represents the confusion matrix and ROC obtained. The AUC score and accuracy obtained are exceptionally proficient and can be used efficiently for prediction purposes.

Fig. 27 represents the combined ROC curve of all the models applied for predicting the SARS-CoV virus. The combined ROC curve shows that random forest acquires the best output, followed by the ensemble outputs. All the ROC curves could be compared using Fig. 27.

On applying all the models and algorithms on the B-cell dataset, Table 2 represents the final results of calculating the validation accuracy, AUC score, MSE, MAE, and RMSE. The tabulated results of all the machine learning and algorithms applied to the B-cell dataset for predicting the SARS-CoV virus, causing coronavirus disease. The Table shows proposed ensemble is the algorithm that has performed the best out of all the models and ensembles applied in this paper. It has scored a validation accuracy of 87.2481% and a validation AUC of 0.919, which means that the model is efficient. The accuracy obtained is also good enough to make for making predictions on the given dataset. Thus, the Table also shows the error approximation is optimized in the case of a random forest. Thus, the overall results show that random forest has outperformed all the ensembles and machine learning models followed by the ensemble results as shown in Table 2.

After analyzing and discussing the validation for predicting the SARS-CoV virus, the B-cell dataset and SARS-CoV dataset (ref. to Section “Dataset description”) were combined to predict the SARS-CoV-2 virus causing coronavirus disease. The processed dataset was evaluated with different machine learning models that helped predict the validation of the models.

The following are the results obtained after applying various machine learning models and algorithms:

Figs. 28 and 29 shows the confusion matrix and the ROC curve of SVM. The ROC curve shows a validation accuracy of 0.652, which is just a satisfactory result. The confusion matrix shows that the number of true positive value is greater than the false negative value. This represents...
that the model can perform satisfying results.

Figs. 30 and 31 shows the confusion matrix and the ROC curve of KNN models. The ROC curve represents that the model predicts accurate results and can be used to predict efficient results. KNN can be used to make predictions of the SARS-CoV-2 virus as the results clearly show the accurate and proficient confusion matrix and a good enough ROC curve with an AUC score of 0.859.

Figs. 32 and 33 shows another baseline model that is used to predict the SARS-COV-2 virus. The results show an AUC score of 0.627, which is the same as that obtained by the SVM model. The ROC curve is not good enough but can be used in making predictions on small datasets.

After applying all the baseline models, inbuilt ensembles were applied to the dataset. Figs. 34 and 35 represents the confusion matrix and ROC curve using random forest, an inbuilt ensemble on the combined dataset to predict the SARS-CoV-2 virus. The output obtained is the best among all the other models and algorithms applied to the dataset. The ROC tilted towards the top left corner, signified its second-highest accuracy and can be confidently used in predicting the SARS-CoV-2 virus.

Figs. 36 and 37 shows the implementation results of another inbuilt model, gradient boosting. It represents the confusion matrix and ROC curve obtained after the application of gradient boosting on the dataset. The output obtained is good enough to consider it as a predicting model. The ROC curve has an AUC score of 0.873, which is enough to make an accurate prediction.

Figs. 38 and 39 shows the confusion matrix and the ROC curve of logistic regression, a baseline model. The ROC obtained from the logistic regression model is just a satisfactory outcome. It could only apply to make predictions over a small dataset.

On analyzing the results of various baseline models and inbuilt ensemble, AdaBoost was also implemented to make predictions. Figs. 40 and 41 discusses the implementation of the confusion matrix and ROC curve obtained after the performance of AdaBoost on the dataset. The ROC curve clearly shows a high cut-off value and a greater sensitivity in comparison.

XGBoost was also used to make predictions of the SARS-CoV-2 virus, causing coronavirus disease. Like AdaBoost, XGBoost also performed the same and gave nearly the same output. Figs. 42 and 43 shows the precise results that are just analyzing above in AdaBoost.

After applying all the machine learning models and algorithms, a
correlation matrix for the models was also plotted to check the best combination for making a more accurate and precise prediction of the SARS-CoV-2 virus causing coronavirus disease. Fig. 44 shows the results obtained after plotting the correlation matrix of all the models. The Figure clearly shows that XGBoost, random forest, and gradient boosting are the three algorithms that combine to form a stacked ensemble with XGBoost on the outer layer and random forest, gradient boosting on the inner layer.

After implementing the ensemble formed, Figs. 45 and 46 shows the output obtained, i.e., the confusion matrix and ROC curve as shown. The ROC curve justifies that the ensemble formed outperformed just like a random forest. The ROC curve scored an AUC score of 0.923, which indicates that the model formed is proficient and accurate enough to predict the SARS-CoV-2 virus.

Figs. 47 and 48 shows the confusion matrix and ROC curve on applying neural networks, i.e., MLP-NN on the dataset. The ROC curve shows that the model could be used as a predicting model as it shows better results than other models. The Confusion matrix depicts that the number of positive predictions is well defined and performing with a high accuracy rate.

After analyzing the results obtained from all the machine learning models and algorithms. Fig. 49 shows the comparison of all the ROC curves, which clearly indicates that the ensemble has outperformed all the other models with an AUC score of 0.923 followed by the random forest with an AUC of 0.914 for predicting SARS-CoV-2 virus causing coronavirus disease.

On analyzing all the graphs and matrices, Table 3 represents the
Fig. 25. Confusion matrix of MLP-NN.

Fig. 26. ROC curve of MLP-NN.

Fig. 27. Comparison of ROC curves.

Fig. 28. Confusion matrix of SVM.

Fig. 29. ROC curve of SVM.

Fig. 30. Confusion matrix of KNN.
Fig. 31. ROC curve of KNN.

Fig. 32. Confusion matrix of Naïve Bayes.

Fig. 33. ROC curve of Naïve Bayes.

Fig. 34. Confusion matrix of Random forest.

Fig. 35. ROC curve of Random forest.

Fig. 36. Confusion matrix of Gradient Boosting.
Fig. 37. ROC curve of Gradient boosting.

Fig. 38. Confusion matrix of Logistic regression.

Fig. 39. ROC curve of Logistic regression.

Fig. 40. Confusion matrix of AdaBoost.

Fig. 41. ROC curve of AdaBoost.

Fig. 42. Confusion matrix of XGBoost.
complete data of the predictions made for predicting SARS-CoV-2 virus causing coronavirus disease. The Table contains the validation AUC score, validation accuracy, MAE, MSE, RMSE of all the models, concluding that the ensemble performs the best among all the other models with a validation accuracy of 87.7934 and an AUC score of 0.923.

**Conclusion**

Coronavirus is a majorly spreading disease all across the world. In such a pandemic situation, predicting and analyzing if a patient is suffering from SARS-CoV and SARS-CoV-2, causing coronavirus disease, would ease the number of tests and gatherings as well. Thus, predicting these viruses could be considered beneficial for the researchers by getting the complete description and significant symptoms, causing coronavirus to make vaccines as soon as possible. Based on the mentioned hypothesis, the paper implements various models and algorithms on different combinations of B-cell datasets and many others to predict SARS-CoV and SARS-CoV-2, causing coronavirus disease. The paper briefly discusses all the baseline and inbuilt machine learning models used to predict the viruses. The paper also aims at a new stacked ensemble, which was also implemented to make predictions on the dataset. After applying all the machine learning models and algorithms, the best results came out to be of random forest with an AUC score of 0.919 followed by the ensemble with an AUC score of 0.908 for predicting the SARS-CoV virus. These are the validation results obtained after applying various models on the B-cell dataset. After analyzing the validation results, the labeled SARS-CoV dataset was used to find the test...
results on the models implemented. Though the results are not proficient enough because the SARS-CoV dataset contains a smaller number of positive values in the dataset and the dataset is small and not precise enough to obtain the test results to justify all the models implemented compared to the B-cell dataset. Thus, after acquiring the desired results for predicting the SARS-CoV virus, the B-cell dataset, and SARS-CoV dataset were combined to make predictions for the SARS-CoV-2 virus. Various models and algorithms and a new stacked ensemble were used to predict the SARS-CoV-2 virus. The ensemble outperformed with an AUC of 0.923, followed by a random forest with an AUC of 0.914. Thus, predictions are made for both the viruses and results to be accurate enough to make predictions. An improvement can be observed if the SARS-CoV dataset contains more labeled data and a considerable number of positive values. This could improve the accuracy of predicting the SARS-CoV-2 virus and contribute to verifying the test results for predicting the SARS-CoV virus. Also, labeling the COVID dataset would ease the verification of the models and ensembles applied, improving the accuracy of the different machine learning models and algorithms.
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