Misconceptions associated with the origin of charge density waves
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ABSTRACT
Charge density wave (CDW) is an important concept in condensed matter physics, germane to a number of physical phenomena. But the origin of CDW is still under debate, partly because the origin and properties of CDW are highly material-dependent. The concept of a CDW has been applied to many materials without a clear definition of the fundamental nature of CDW. As a result, misconceptions about CDW can be seen in the literature. In this review, we will try to describe and explain the possible existing misconceptions associated with the origin of CDWs.
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1. Introduction: origin of charge density waves
In a metal, the electron density is highly uniform, and the equilibrium positions of the ions usually form a perfectly periodic lattice. When temperature is lowered, the Fermi surface of a metal may become unstable below a transition temperature $T_c$. In some metals, the Fermi surface instability leads to redistributions of
the charge density to form a periodic spatial modulation. The modulation of the electron density is called a charge density wave (CDW), a phrase first discussed by Fröhlich in 1950s [1,2]. The modulation of the electron density changes the ion potential in the lattice so that the ions move to new equilibrium positions. So a CDW is always accompanied with a periodic lattice distortion. Fröhlich tried to explain superconductivity with a model that electrons and the associated lattice displacement can move together [3], a concept that was at the heart of BCS theory [4]. The irony is that BCS theory explained the origin of superconductivity in conventional superconductors without CDWs, but CDWs have resurfaced associated with superconductivity in unconventional superconductors like the cuprates [5]. Although all the CDW systems may have some common characteristics (e.g. a structural transition at a fixed temperature), many other properties are strongly system-dependent. There is no uniform mechanism to explain the origin of CDW in different systems, which means truly quantitative predictions of CDW properties for a new material are practically impossible. Some related concepts such as Fermi surface nesting, Peierls’ instability and Kohn anomaly often appear in the existing textbooks when discussing the formation of CDWs without emphasizing their scope of applications, thus confusing or even misleading the students or researchers who are new to the field. Here we try to summarize and explain the concepts associated with the origin of CDW in detail, and illustrate that the origin of a CDW can be very different depending upon the material being studied.

1.1. CDW in 1D: Peierls’ picture

The concept of a CDW can be traced back to 1930s to Peierls’ description of a fundamental instability in a one-dimensional (1D) chain of atoms equally spaced by a lattice constant $a$ [1,2]. Figure 1(a) illustrates an atomic model of such a 1D chain with one electron per atomic site above $T_c$, and Figure 1(c) shows the corresponding free electron band structure. In this 1D case, the only zero energy transition is from $k_F$ to $-k_F$ (or vice versa), where $k_F$ is the Fermi wave number. The Fermi points are at $k_F = \pm \pi / 2a$ and are connected by a vector $q = 2k_F$. In 1930, Peierls asserted that this system is unstable, showing that an electronic disturbance with the wave vector $q = 2k_F$ can change the atomic periodicity of the chain to $2a$, and opening up a gap at the zone boundary ($k = \pi / 2a$) of the new unit cell containing two atoms [1,2]. Figure 1(b) illustrates an atomic model of such restructured chain below $T_c$, and Figure 1(d) shows the corresponding electronic band structure in the new zone. The conjecture was that the gain in electronic energy would always overcome the cost of restructuring the atomic lattice. Consequently, in the Peierls’ model there is a metal-to-insulator transition at $T_c$, which is usually called Peierls’ transition.

To understand the mechanism in Peierls’ picture, a simple model of free electron gas is usually employed to explain the transition. In a free electron gas model, the response of an electron gas to an external perturbation is described by the
Lindhard response function $\chi_0(q)$ that defines the stability of the electron system [6]. In 1D, the real part of $\chi_0(q)$ has a divergent singularity at $q = 2k_F$, as shown in Figure 1(e), which means the 1D electron gas is unstable. In 1959, Kohn [7] pointed out that there is an ‘Image of the Fermi Surface in the Vibrational Spectrum–’, because the zero energy electronic excitations at $2k_F$ will effectively screen any lattice motion with this wave vector. Due to the divergence of $\chi_0(q)$, the phonon mode, with a wave number close to $2k_F$, will be renormalized to have lower energy, which is called phonon softening. This strong renormalization of the phonon due to interactions with an electron system is referred to as the Kohn anomaly [8]. The phonon renormalization is strongly temperature-dependent, with the phonon energy going to zero when the temperature decreases to $T_c$. This frozen phonon at $T_c$ leads to a second-order phase transition into the CDW state [1]. Figure 1(f) shows the ideal phonon dispersion of the 1D chain as a function of temperature. Below $T_c$ the phonon energy at $q = 2k_F$ becomes imaginary, driving a new lattice structure. Above $T_c$ there is a sharp dip in the phonon dispersion but no lattice restruction.
The Peierls’ picture was then extended to higher dimensions to explain the occurrence of CDWs based on the concept of Fermi surface nesting (FSN). One of the first cases where the term FSN was used in a 3D system was for the calculation of electronic structure of chromium [9]. That is, if the particular topology of the Fermi surface allows matching segments of the Fermi surface upon translation by a fixed vector \( \vec{a}_{CDW} \), a CDW state can be created with a spatial periodicity \( 2\pi / |\vec{a}_{CDW}| \). In this sense, the 1D metal has perfect FSN since the Fermi surface in 1D is just two fixed points at \( k_F = \pm \pi / 2a \).

Therefore, the key features of Peierls’ model include: FSN in electronic structure, a sharp peak in Lindhard function, Kohn anomaly in phonon spectra, a structural transition in lattice and a metal–insulator transition. These features are summarized in Table 1. But any real one-dimensional system is only quasi 1D, which may differentiate it from the ideal model. To experimentally confirm the features associated with a CDW state in real materials, transport measurements were routinely used in the early days to check the metal–insulator transition and reveal the transition temperature [1]. Now a whole host of techniques can be utilized to fully characterize the features associated with a CDW. Angle resolved photoemission spectroscopy (ARPES) can determine the band structure and the Fermi contour [10–12] that are needed to confirm FSN and calculate the susceptibility functions. Electron [13,14], X-ray [15], and neutron diffraction [16,17] measurements can determine the structural transition. Scanning tunneling microscopy (STM) and spectroscopy [18,19] can determine the wave length of the charge modulation as well as the electronic transition. Inelastic neutron [16,17], X-ray [20], electron [21] and helium atom [21] scattering can probe the temperature dependence of the Kohn anomaly in the phonon dispersion. As an example, consider the quasi-1D material TTF-TCNQ, where many experimental techniques have been employed to study the physical properties [22–27]. The results are summarized in Table 1 and shown in Figure 2, indicating that all the features of a real quasi-1D material like TTF-TCNQ are consistent with the Peierls’ picture.

|                  | Peierls’ model (1D atomic chain) | TTF-TCNQ (Quasi-1D material) | NbSe\(_2\) (Quasi-2D material) | Sn/Ge or Pb/Ge (2D films on surface) | Cuprates |
|------------------|----------------------------------|------------------------------|---------------------------------|-------------------------------------|---------|
| Fermi Surface Nesting | √                               | √ [27]                       | X [30–32]                       | √ [37,38]                           | √ [64,69,70] |
| Sharp Peak in Lindhard Function | √                               | √ [23]                       | X [30–32]                       | √ [38]                             | √ [32] |
| Kohn Anomaly | √                               | √ [25]                       | √ [20]                          | √ [39,40]                           | X [32] |
| Structural Transition | √                               | √ [24]                       | √ [15–19]                       | √ [37,38]                           | √ [67,68] |
| Metal–insulator Transition | √                               | √ [22]                       | X [34]                          | √ [37]                             | X [69] |
1.2. CDW in 2D: electron–phonon coupling

The challenge is to apply the Peierls’ picture of a CDW to materials in higher dimensions. As Peierls pointed out [28]:

This (Peierls) instability came to me as a complete surprise when I was tidying material for my book (1955), and it took me a considerable time to convince myself that the argument was sound. It seemed of only academic significance, however, since there are no strictly one-dimensional systems in nature. I therefore did not think it worth publishing the argument, beyond a brief remark in the book, which did not even mention the logarithmic behaviour.

Peierls’ intuition might have been correct. In a layered quasi-2D material NbSe$_2$, the classic and the most studied CDW system, a large number of studies [18–20, 29–32] have shown that the observed charge ordering phase transition is not truly analogues with the Peierls’ picture. Specifically, there is no indication of FSN. NbSe$_2$ has a hexagonal layered structure with lattice constant of 3.443 Å. Early diffraction [15,16] and recent STM measurements [19] all confirmed the structural transition at $T_{CDW} = 33.5$ K, with $q_{CDW} \approx 0.7$ Å$^{-1}$. Recent inelastic X-ray scattering [20,33] revealed a Kohn-like anomaly in phonon spectra and showed that phonon softening located around $q_{CDW} \approx 0.7$ Å$^{-1}$ induced the structural transition. However, the measured resistivity as a function of temperature showed no change at the CDW transition temperature [34], indicating there is no metal–insulator transition associated with the structural transition. Most importantly, as shown in Figure 3(a), the Fermi contour obtained from ARPES measurements

Figure 2. Illustration of the CDW state of TTF-TCNQ. (a) STM image at 63 K showing the normal state. (b) STM image at 36 K showing the CDW state. Reprinted with permission from Ref. [26]. Copyright (2003) by the American Physical Society. (c) ARPES intensity mapping at $E_F$ of TTF-TCNQ at 60 K, showing a clear 1D FSN. Reprinted with permission from Ref. [27]. Copyright (2013) by the Physical Society of Japan. (d) Resistivity vs. temperature measurements showing a clear metal–insulator transition at 55 K [22]. (e) Inelastic neutron scattering results of the acoustic phonon dispersion showing a strong Kohn anomaly [25].
does not show any sign of FSN [32]. The absence of FSN can be seen clearly in the plots of the Lindhard susceptibility function (real and imaginary) derived from the measured electronic structure, which shows no peak at the position of $q_{CDW}$, which will be discussed in detail in Section 2.

All these features are summarized in Table 1 to show the similarities and differences between NbSe$_2$ and the ideal Peierls’ model. Apparently the origin of the CDW in this system is not driven by FSN. Instead, it has been postulated that CDW phases are dictated by the $\vec{q}$-dependent electron–phonon coupling (EPC) [29–31,35]. Mazin and coworkers used the classical CDW materials NbSe$_2$, TaSe$_2$ and CeTe$_3$ to show that with a proper inclusion of EPC the observed properties could be explained [29–31]. One may argue that both FSN and EPC are forms of electron–lattice interaction, involving excitations of electrons from filled to empty states. However, they should be distinguished because FSN involves elastic scattering, whereas EPC involves inelastic scattering from the lattice [32]. Recent experiments via phonon measurements have indeed confirmed the $\vec{q}$-dependent EPC is the dominant origin of the CDW in NbSe$_2$ [20,33]. The details about EPC and Kohn anomaly will be discussed in Section 3.

Different from the quasi-2D layered materials, the surface can usually provide a platform for the formation of CDWs due to the breaking of translational symmetry. As summarized in Ref. [36], the surface CDW transitions also appear to be system-dependent, and even the 1D CDW chains on the surface are different from the ideal Peierls’ picture. Nonetheless, some 2D metal films grown on semiconductor substrates such as Pb/Ge or Sn/Ge [37–40], show surface CDW order with the origin according to theory consistent with the Peierls’ picture (also summarized in Table 1). However, the experimental results on these systems are quite limited. More studies with state-of-the-art experimental techniques are needed to confirm the existence of a 2D Peierls’ CDW at a surface.

Figure 3. Origin of the CDW in NbSe$_2$. (a) Fermi Surface Contours [10] with the experimental $q_{CDW}$ [16,17] shown. (b) $\text{Re} \chi(q)$ and (c) $\text{Im} \chi(q)$ calculated from experimental data [10] along the ΓM direction. (d) Extracted EPC matrix element $|g(\vec{q})|^2$ [32]. (e) Measured phonon dispersion (points) at $T = 8$ K [20] and calculated soft phonon behaviour (solid line) using $|g(\vec{q})|^2$ and an approximation for the bare phonon (dashed line) dispersion [32].
1.3. CDW with 3D character

The situation becomes more complicated when extending to 3D. CDW behaviour has been reported in several 3D systems, including the rare earth systems such as \( \text{R}_5\text{Ir}_4\text{Si}_{10} \) \([41,42]\), \( \text{R}_2\text{Ir}_3\text{Si}_3 \) (\( \text{R} = \text{Lu, Er} \)) \([43,44]\), \( \text{M}_3\text{T}_4\text{Sn}_{13} \) (\( \text{M} = \text{Ca, Sr; T} = \text{Ir, Rh} \)) \([45–50]\) and \( \text{IrTe}_2 \) \([51–59]\). Although these systems usually have either quasi-1D chains or quasi-2D plains in the crystal structure, the strong interchain or interplanar interactions often lead to a three-dimensional character in their CDW states.

In the systems of \( \text{R}_5\text{Ir}_4\text{Si}_{10} \) and \( \text{R}_2\text{Ir}_3\text{Si}_3 \), instead of a single CDW transition in the typical 1D or 2D cases, they usually show multiple CDW transitions \([42,44]\). Moreover, different from regular CDW systems that usually show a second-order CDW phase transition, the CDW transition in these systems is first order \([41,44]\). The CDW transitions in these materials are widely believed to be related to the existence of quasi-1D chains along one special crystallographic direction. But because of the 3D nature, the interchain couplings are very strong. Thus these systems may belong to a strong-coupling CDW class \([41]\). The origin seems more complicated than typical low-dimensional CDW systems.

In the systems of \( \text{M}_3\text{T}_4\text{Sn}_{13} \), they exhibit a second-order structure transition (e.g. 35 K in \( \text{Ca}_3\text{Ir}_4\text{Sn}_{13} \) and 147 K in \( \text{Sr}_3\text{Ir}_4\text{Sn}_{13} \)) coexisting with a superconducting transition (e.g. 7 K in \( \text{Ca}_3\text{Ir}_4\text{Sn}_{13} \) and 5 K in \( \text{Sr}_3\text{Ir}_4\text{Sn}_{13} \)) \([45,50]\). The structure transition was widely believed to take the systems into a 3D CDW state \([45,50]\). Early studies attributed this CDW transition to the FSN picture \([45]\). However, more recent optical spectroscopy studies found evidence for the presence of electron correlation effects and pointed to the unconventional strong-coupling CDW mechanism \([47]\). However, the key experimental evidences, especially direct measurements of electronic structure and phonon dispersion of these materials have not been reported. Further studies are definitely needed to clarify the origin of the CDWs in these systems.

In the case of \( \text{IrTe}_2 \), it exhibits a transition in the temperature range of 220–280 K with a large thermal hysteresis \([51]\), which is a signature of a first-order type structural transition from a \( 1 \times 1 \times 1 \) phase into a \( 5 \times 1 \times 5 \) phase, a structure with five times the periodicity in both the \( a \) and \( c \) directions. The existence of long-range ordering along the \( c \) direction means that there is significant interplanar coupling \([52]\), indicating the 3D character of this CDW phase. This behaviour was first thought to be a consequence of the partial gap opening due to a CDW transition \([51]\). But no gap was observed in either ARPES \([53]\) or optical \([54]\) measurements. The orbital degrees of freedom are considered to play an important role to form the so-called orbital density wave \([51,55,56]\). Recent studies suggest that Ir atoms form dimers during the structural phase transition \([57,58]\), which makes \( \text{IrTe}_2 \) a rare system that has charge ordering (or charge disproportionation) and CDW-like lattice modulation coexisting in the metallic state \([59]\). The first-order type phase transition with thermal hysteresis is possibly due to the interplay between the two mechanisms. But the origin of the CDW in this system is still not clear.
In summary, the complexity in 3D would make the mechanism of CDW much more complicated than the ideal 1D or 2D cases. The origin of CDWs in 3D is highly material-dependent, and may not be driven by a simple mechanism. Even more complicated is, electron correlation may play an important role in some 3D complex materials, as Overhauser discussed in his seminal paper [60] about 3D simple metals. The details about the electron correlations will be discussed in Section 5.

1.4. CDW in cuprates

Another topic that is always mentioned when talking about CDW is its relationship with the formation of superconductivity. Although Fröhlich's attempt [3] to explain superconductivity by the movement of CDWs turned out to be incorrect, but the competition between CDW and superconductivity has emerged, especially after the discovery of unconventional superconductivity in cuprates since 1980s. Cuprates are often considered as quasi-2D layered materials. In cuprates, different charge ordering (CO) phenomena have been reported, such as a stripe phase in La$_{1.6-x}$Nd$_{0.4}$Sr$_x$CuO$_4$ [61,62], a checker-board phase [63,64] and a special kind of short-range CO phase [5,65] in Bi$_2$Sr$_2$CaCu$_2$O$_{8+δ}$ (Bi2212), and long-range charge fluctuations [66] or CDWs [67,68] in YBa$_2$Cu$_3$O$_{6+δ}$ (YBCO). The competition between these CO phases and magnetic ordering and superconductivity [69] continues to attract intensive interest in the community. As to the origin of the CO in cuprates, Comin et al. pointed out that the simple FSN near antinodal region is not the driving force of the CO [70]. We have also shown that EPC in cuprates is not strong enough to drive the formation of CO, a Kohn anomaly, or CDW phase [32]. Unlike the case in other quasi-2D layered materials like NbSe$_2$, neither FSN nor EPC is directly relevant to the CO or CDW phases in cuprates. Actually, a recent STM study [71] has clearly demonstrated that the observed modulations of the electronic structure in cuprates are unconventional density waves, where antiferromagnetic and Coulomb interactions may play a key role. What's more complicated is, the 2D CDW in cuprates may give way to a 3D CDW at high magnetic field, as reported recently in YBCO [72]. All these results suggest that electron correlations play a significant role in the formation of CO or CDW phase in cuprates. In any case, whatever the CO or CDW phase in cuprates is, it is not a conventional one. A good review about the CDWs in strongly correlated electron systems, especially in cuprate superconductors, is available in Ref. [73].

1.5. Classification of CDWs based on their nature

As expected, the origin of CDW is strongly related to the dimensionality. The concept of a CDW has been applied to many materials without a clear definition of the origin of CDW. We have suggested that CDWs should be classified based on their nature [32]. In our classification, there are at least three types of CDWs. Type I CDWs are quasi-1D systems with their origin in the Peierls' instability (FSN),
where the lattice distortion is a consequence of the electronic disturbance. The best example may be linear chain compounds. Type II CDWs are driven by EPC but not by FSN. Here the electronic and lattice instabilities are intimately tied to each other, and there is a phonon mode at $\vec{q}_{\text{CDW}}$, going to zero at the transition temperature $T_{\text{CDW}}$. There is no reason to have a metal–insulator transition associated with the transition. A typical example of Type II is quasi-2D layered material NbSe$_2$. Type III CDWs are systems where there is a charge modulation (or CO) with no indication of FSN or EPC as the driving force. The best example of Type III CDWs may be the cuprates that exhibit CO phenomena. Electron correlations probably play a significant role in these Type III systems.

There are already numerous comprehensive reviews (e.g. Refs. [74–78]) about CDWs existing in literatures. In the following sections of this review, we summarize the properties of CDWs, where we try to describe and explain the possible existing misconceptions associated with the origin of CDWs in detail.

2. FSN and Lindhard function

Although FSN is a frequently used term in physics, there is always no rigorous definition about it in the literatures. It usually refers to a particular topology of the Fermi surface that allows matching segments of the Fermi surface upon translation by a fixed vector $\vec{q}$ in momentum space. FSN means that there exist two parallel pieces of a Fermi surface, such that a single $\vec{q}$ vector can connect many points. Fermi surface with two seemingly parallel pieces may not be nested. The only way to determine the importance of nesting is to determine the Lindhard susceptibility function [6].

To show the properties of Lindhard function, one needs to start with a theory of electron liquid [79]. Here we review the derivations following the expressions from Ref. [80].

If a system of electron liquid interacts with an external electric field with potential $\Phi^\text{ext}(\vec{r}, \omega)$, where $\omega$ is the field frequency, the external field will cause an induced charge density $\rho^\text{ind}(\vec{r}, \omega)$ and an induced electrostatic potential $\Phi^\text{ind}(\vec{r}, \omega)$. Then the total potential is given by the sum of the external potential and the induced potential, i.e.

$$\Phi^\text{tot}(\vec{r}, \omega) = \Phi^\text{ext}(\vec{r}, \omega) + \Phi^\text{ind}(\vec{r}, \omega).$$

In a linear response theory, the induced charge density is linked to the total potential by a response function

$$\rho^\text{ind}(\vec{r}, \omega) = e^2 \int d\vec{r}' \chi(\vec{r}, \vec{r}', \omega) \Phi^\text{tot}(\vec{r}', \omega),$$

where $\chi(\vec{r}, \vec{r}', \omega)$ is the density response function that contains the correlations between electrons at positions $\vec{r}$ and $\vec{r}'$. In momentum space this response function
is expressed by $\chi(q, q', \omega)$, which can be calculated using the random-phase approximation (RPA).

In the non-interacting Fermi Gas model, electron–electron correlations are ignored and the response function can be calculated via Lindhard approximation. The transition momentum is conserved with $\vec{k} + \vec{q} = \vec{k'}$, and one of the momentum variables can be eliminated. Then, we obtain the Lindhard susceptibility function:

$$
\chi_0(q, \omega) = \frac{2}{\hbar} \int d\vec{k} f_{\vec{k'}}(1 - f_{\vec{k}}) \left[ \frac{1}{\omega + (\epsilon_{\vec{k'}} - \epsilon_{\vec{k}}) + i\eta} - \frac{1}{\omega - (\epsilon_{\vec{k'}} - \epsilon_{\vec{k}}) + i\eta} \right], \quad (3)
$$

where $\epsilon$ is the electron's energy, and $f$ denotes the electron's Fermi distribution function. Notice this is a complex function. The imaginary and real parts can be simplified as

$$
\text{Im}[\chi_0(q, \omega)] = \frac{1}{2\pi} \int_{BZ} d\vec{k} (f_{\vec{k'}} - f_{\vec{k}}) \delta(\omega + \epsilon_{\vec{k'}} - \epsilon_{\vec{k}}), \quad (4)
$$

and

$$
\text{Re}[\chi_0(q, \omega)] = \frac{2}{(2\pi)^2} \int_{BZ} d\vec{k} \frac{f_{\vec{k'}} - f_{\vec{k}}}{\omega + \epsilon_{\vec{k}} - \epsilon_{\vec{k'}}}. \quad (5)
$$

For the special case of zero-energy transfer limit (or static limit), $\omega = 0$, and $\text{Im}[\chi_0(q, 0)] = 0$. The Lindhard functions as a function of dimensionality are:

**3D:** $\text{Re} \chi_0 \propto -\left[1 + \frac{1 - (q/2)^2}{q} \ln \left| \frac{1 + q/2}{1 - q/2} \right| \right]$ \quad (6)

**2D:** $\begin{cases} -(1 - \sqrt{1 - (2/q)^2}), q \geq 2k_F \\ -1/E_F, q < 2k_F \end{cases}$ \quad (7)

**1D:** $\text{Re} \chi_0 \propto -\frac{1}{2q} \ln \left| \frac{1 + q/2}{1 - q/2} \right|$ \quad (8)

These results, corresponding to a free electron gas model, are plotted in Figure 1(e). The divergence of the real part in 1D defines a perfect FSN. In real materials, however, it is usually the case with $\omega \neq 0$. Thus, both the imaginary and real parts are critical to ‘act’ as a quantitative measure of the FSN. To define a FSN, a
system must satisfy several requirements [29]: (1) \( \text{Im}[\chi_0(\vec{q}, \omega)] \) must have a peak at the CDW wave vector \( \vec{q}_{\text{CDW}} \); (2) \( \text{Re}[\chi_0(\vec{q}, \omega)] \) must also have a peak at \( \vec{q}_{\text{CDW}} \) because the real part defines the stability of the electronic system; (3) The peak in \( \text{Re}[\chi_0(\vec{q}, \omega)] \) must translate into a divergence in the full electronic susceptibility to cause the electronic system to be unstable even without any ionic shifts. So a ‘real nesting’ requires peaks at \( \vec{q}_{\text{CDW}} \) in both the imaginary and real parts of the Lindhard function, and the peaks should exist not only at zero frequency but also within some finite range of transition energies.

Experimentally, the imaginary part, \( \text{Im}[\chi_0(\vec{q}, \omega)] \), which is the function that reflects the FS topology, can be measured by neutron scattering. But the real part, \( \text{Re}[\chi_0(\vec{q}, \omega)] \), which must diverge in order to trigger an electronic CDW, is difficult to directly obtain by experiments. Instead, with the development of ARPES, the full electronic structure can be experimentally mapped now. Then both \( \text{Im}[\chi_0(\vec{q}, \omega)] \) and \( \text{Re}[\chi_0(\vec{q}, \omega)] \) can be calculated from the measured electronic energy bands [32].

When the electron–electron correlations are strong, the non-interacting Lindhard function \( \chi_0(\vec{q}, \omega) \) cannot properly represent the properties of the electronic system. Ideally the interacting susceptibility or response function \( \chi(\vec{q}, \omega) \), which carries the information from both electron–phonon and electron–electron interactions, should be used for the specific system being studied. However, experimentally it is not feasible to obtain the interacting \( \chi(\vec{q}, \omega) \). In this case, if the Lindhard function \( \chi_0(\vec{q}, \omega) \) is calculated using the measured band structure, which contains both electron–phonon and electron–electron coupling as the input, it is an acceptable approximation to generate relatively close results [32].

### 3. EPC and Kohn anomaly

In Peierls’ picture, the charge density transition is always accompanied with a lattice distortion. Usually, the CDW transition is described in a model that a free electron gas couples to the underlying lattice through EPC. In such a model, the EPC can be simplified and expressed by the Frohlich Hamiltonian [3],

\[
\mathcal{H} = \sum_k \varepsilon(\vec{k}) a^+_{\vec{k}} a_{\vec{k}} + \sum_k \hbar \omega(\vec{q}) b^+_{\vec{q}} b_{\vec{q}} + \sum_{\vec{k}, \vec{q}} g(\vec{q}) a^+_{\vec{k}} a_{\vec{k}+\vec{q}} (b^+_{-\vec{q}} + b_{-\vec{q}}),
\]

(9)

The first term is the Hamiltonian for the free electron gas, with \( a^+_{\vec{k}} \) and \( a_{\vec{k}} \) the creation and annihilation operators for electron states with energy \( \varepsilon(\vec{k}) \) and wave vector \( \vec{k} \). The second term is the Hamiltonian for lattice vibrations, with \( b^+_{\vec{q}} \) and \( b_{\vec{q}} \) the creation and annihilation operators for phonons with energy \( \hbar \omega(\vec{q}) \) and wave vector \( \vec{q} \). The last term describes the EPC with a \( \vec{q} \)-dependent coupling constant \( g(\vec{q}) \).
The solution of this Hamiltonian generates the well-known EPC-induced phonon energy renormalization [81]:

\[
\tilde{\omega}(\vec{q})^2 = \omega(\vec{q})^2 + 2\omega(\vec{q})|g(\vec{q})|^2 \text{Re}\left[\chi(\vec{q},\omega)\right],
\]

where \(\tilde{\omega}(\vec{q})\) is the renormalized phonon dispersion due to EPC, \(\omega(\vec{q})\) is the bare phonon dispersion if EPC is absent and \(\chi(\vec{q},\omega)\) is the interacting susceptibility function.

In a free electron gas model, the interacting \(\chi(\vec{q},\omega)\) can be approximated by the zero frequency limit of the non-interacting Lindhard function \(\chi_0(\vec{q},0)\). And traditionally, \(g(\vec{q})\) is assumed to be a \(\vec{q}\)-independent constant [1]. Then using the results of Equations (6), (7) and (8), one can immediately see that the phonon energy at \(\vec{q} = 2\vec{k}_F\) is considerably lowered for a metal in any dimension. This phenomenon was first proposed by Walter Kohn in 1959 [7], and thus is called Kohn anomaly in phonon dispersions [8].

Kohn anomaly is usually considered as a consequence of the structure in the response function. Especially in the case of FSN, as mentioned above, \(\text{Re}\left[\chi(\vec{q},\omega)\right]\) is divergent at the nesting vector. Then the renormalized energy of the phonon becomes imaginary \([\tilde{\omega}(\vec{q}_{\text{nesting}})^2 < 0]\), meaning that a static lattice distortion appears, which corresponds to the CDW transition in Peierls’ picture. The detailed derivations about Kohn anomaly and the CDW transition are described in Gruner’s book [1].

As introduced in Section 1, in real 2D materials, there is often no FSN. For instance, in the case of NbSe₂, \(\text{Re}\left[\chi(\vec{q},\omega)\right]\) is not divergent at the CDW vector. Actually, there are no peaks at all at \(\vec{q}_{\text{CDW}}\) in both \(\text{Re}\left[\chi(\vec{q},\omega)\right]\) and \(\text{Im}\left[\chi(\vec{q},\omega)\right]\) in NbSe₂, as shown in Figure 3(b) and (c), respectively. However, there is a Kohn-like anomaly in the acoustic phonon dispersion [20]. So the assumption that \(g(\vec{q})\) is \(\vec{q}\)-independent is not always correct. In the case of NbSe₂, \(g(\vec{q})\) is not only strongly \(\vec{q}\)-dependent, but also strongly anisotropic. Along ΓM direction, as shown in Figure 3(d), \(g(\vec{q})\) has an obvious peak at \(\vec{q}_{\text{CDW}}\). As illustrated in Figure 3(e), this peak in \(g(\vec{q})\) can effectively lower the energy of the acoustic phonon to zero, and thus drive the lattice distortion.

Strong EPC usually softens the corresponding phonon energy, but does not necessarily lead to a strong Kohn anomaly to drive the lattice distortion. For example, in the case of Bi2212, a typical quasi-2D cuprate, the optical A₁g phonon branch at ~80 meV shows a rapid downward dispersion (Figure 4(a)) accompanied with increasing linewidth (Figure 4(b)) for momentum larger than ~0.41 Å⁻¹, indicating a large EPC for this A₁g phonon mode. The EPC matrix element \(|g(\vec{q})|^2\) of this mode is calculated using published ARPES data that determines \(\chi(\vec{q},\omega)\) [82] and the fit to the reported phonon dispersion and linewidth [83], as shown in Figure 4(c). Notice that the maximum value of \(|g(\vec{q})|^2\) is similar for both NbSe₂ and Bi2212. Different from the case of NbSe₂, the peak in \(|g(\vec{q})|^2\) of Bi2212 is at the BZ boundary, which if large enough in magnitude would have driven
the phonon energy imaginary, resulting in a commensurate reconstruction, i.e. a \((\sqrt{2} \times \sqrt{2})R45^\circ\) superstructure which has been reported for Sr$_2$RuO$_4$ when a phonon goes soft at the zone boundary [84]. In fact, however, although \(|g(\vec{q})|^2\) is large, the oxygen A$_{1g}$ phonon mode in Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ does not go to zero because its energy is also quite large [32].

4. Structural transition and metal–insulator transition

In Peierls’ picture, as shown in Table 1, a CDW transition is always accompanied with a structural transition in lattice as well as a metal–insulator transition as a consequence of opening a gap at the Fermi level. Measurements of the transport properties can give evidence of the metal–insulator transition and reveal the transition temperature. However, in real materials, the transport properties are much more complicated than the theoretical models. Not all CDW materials show obvious signatures of metal–insulator transition in the transport measurements. In this sense, metal–insulator transition should not be regarded as a necessary characteristic of CDW.

In Figure 5, we show the resistivity as a function of temperature for three typical CDW materials. In the case of a 1D TTF-TCNQ (Figure 5(a)), it shows

Figure 4. EPC associated with apical oxygen A$_{1g}$ phonon mode in optimally doped Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ [32]. (a) Fit to the measured phonon dispersion [83] as a function of momentum. (b) Fit to the measured linewidth as a function of momentum. (c) \(|g(\vec{q})|^2\) extracted from the phonon [83] and ARPES [82] data.

Figure 5. Resistivity vs. temperature measurements for typical CDW materials. (a) 1D chain TTF-TCNQ [22]. (b) 1D chain NbSe$_3$ [85]. (c) 2D layered NbSe$_2$ [34].
a clear metal–insulator transition at \( T_C = 55 \text{ K} \) [22]. But in the case of another quasi-1D system NbSe\(_3\) (Figure 5(b)) there is no clear metal–insulator transition at \( T_C \). Instead, there are two anomalies at 149 and 59 K [85], corresponding to two phase transitions from different atomic chains [86]. The system remains metallic after the transition, since NbSe\(_3\) is not a real 1D system [87,88], so the phase transition opens a gap only in part of the Fermi surface along certain direction, i.e. it is not really 1D. There is no gap on other parts of the Fermi surface due to the anisotropic electronic structure [88].

In the classic 2D CDW system, NbSe\(_2\) (Figure 5(c)), there is no signature of metal–insulator transition at all [34]. No CDW induced energy gap was observed in this material until 2009 when small anisotropic energy gaps were measured [12]. However, the precise magnitude and wave vectors of the gaps are still controversial [20]. Obviously, the measured gaps are so small and only present in certain points on the Fermi surface, thus the transport properties are not affected by these gaps.

The phase transitions associated with CDW are really system-dependent. There is no universal mechanism that is applicable to all materials. And usually the mechanism of the transition is much more complicated than the ideal Peierls’ model. Understanding the details of the structural transition as well as the anisotropic electronic structure is a prerequisite to explore the origin of the phase transitions observed in the transport measurements.

5. Electron correlations: Overhauser’s theory

All the discussions above about CDW are from the origin of Peierls’ picture, in which electron–lattice interaction is always the starting point. Actually there is another independent approach, Overhauser’s CDW theory, from the point of view of exchange and correlation interactions among electrons.

In Overhauser’s theory, CDW and SDW are closely related [89–91]. Due to the exchange and correlation interactions among itinerant electrons, there are non-uniform states (called ‘exchange-instability wave’ in Overhauser’s paper [60]) in which the charge density or the spin density (or both) exhibit spatial oscillations at a wave vector \( \vec{Q} \) close in magnitude to \( 2k_F \). The spin-up and spin-down densities are

\[
\rho^\uparrow(\vec{r}) = \frac{1}{2} \rho_0 \left[ 1 + p \cos(\vec{Q} \cdot \vec{r} + \phi) \right],
\]

\[
\rho^\downarrow(\vec{r}) = \frac{1}{2} \rho_0 \left[ 1 + p \cos(\vec{Q} \cdot \vec{r} - \phi) \right],
\]

where \( \rho_0 \) is the mean electron density, \( p \) is fractional modulation of the wave and \( \phi \) is the relative phase of the spin-up and spin-down density oscillations. For \( \phi = 0 \) it defines a pure CDW with uniform spin density, while for \( \phi = \frac{\pi}{2} \) it describes a pure SDW with uniform charge density. The values with \( 0 < \phi < \frac{\pi}{2} \) describes mixed CDW-SDW states.
In early 1960s, Overhauser [90,91] proved that ‘within the Hartree-Fock approximation, the homogeneous paramagnetic states of the three-dimensional electron gas is unstable with respect to the formation of spin- or charge-modulated states’. In 1968, Overhauser went on to argue that correlations will likely to decrease the energy of the CDW states relative to that of the SDW by a displacement of the positive ions from their normal equilibrium sites [60]. Or in another word, electric fields caused by a CDW will displace the positive ions from their ideal equilibrium sites \( \{ \vec{L} \} \). The displacements can be expressed as

\[
\vec{u}(\vec{L}) = A \sin(Q \cdot \vec{L} + \varphi),
\]

and can be regarded as a static modulation of the lattice.

This means that the correlations favour density modulations over spin modulations, which gives a surprising conclusion [60] that CDW instabilities can occur in a simple metal, such as potassium (K) in particular.

It should be noted that Overhauser’s idea about CDW is really different from the ones evolved out of Peierls’ picture that we have reviewed in above sections. Overhauser’s CDW state would occur in a system that has an essentially spherical Fermi surface (a 3D metal) to begin with [79], while the CDWs evolved out of Peierls’ picture usually require anisotropic Fermi surface or EPC in lower dimensions.

Overhauser has been able to produce an impressive list of experimental facts that suggest the existence of a CDW ground state in potassium. Although several of them have been implicitly supported by some experiments [79], the key features to prove the existence of a CDW in potassium such as satellite peaks in diffraction measurements [92] have not been observed till now. Nevertheless, the Overhauser’s prediction is of great significance that shows the important role of electron correlations in the CDWs of some complex materials. Indeed, in a classical CDW system TiSe\(_2\), although the origin of the CDW transition is still under intense debate [93,94], a large amount of experiments point to the prominent role of electron correlations [95–97]. The CDW state is even referred to as ‘Overhauser type’ in some references [93,95]. Recently, a CDW state discovered on the surface of K\(_{0.9}\)Mo\(_{6}\)O\(_{17}\) was also believed to be driven by electron correlations [98]. Moreover, electron correlation also supplies some basic ideas that might be helpful to understand the elusive mechanism of all kinds of CO phases in systems, say for example, cuprates [69,99,100].

### 6. Summary

CDW is an extremely important concept in condensed matter physics. However, the origin of CDW is much more complicated than the descriptions in any existing textbook. The concept of a CDW has been applied to many materials without a clear definition of the origin of CDW, and several terms related to CDW such as FSN also lack rigorous definitions. As a result, misconceptions about CDW
can sometimes be seen in the literatures, which will confuse or even mislead the readers, especially students or researchers who are new to the field. We try to summarize and explain the concepts associated with the origin of CDW in detail in this simple review. We hope this review will be helpful to the students or researchers that start to comprehend the concepts.
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