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Abstract

Choice modeling has been a central topic in the study of individual preference or utility across many fields including economics, marketing, operations research, and psychology. While the vast majority of the literature on choice models has been devoted to the analytical properties that lead to managerial and policy-making insights, the existing methods to learn a choice model from empirical data are often either computationally intractable or sample inefficient. In this paper, we develop deep learning-based choice models under two settings of choice modeling: (i) feature-free and (ii) feature-based. Our model captures both the intrinsic utility for each candidate choice and the effect that the assortment has on the choice probability. Synthetic and real data experiments demonstrate the proposed models’ performances in terms of the recovery of the existing choice models, sample complexity, assortment effect, architecture design, and model interpretation.

1 Introduction

Choice models are used to explain or predict the choice behaviour of an individual or segment among a set of alternatives. It has been widely studied in various fields including economics, marketing, operations research, and psychology. In practice, choice models help the firm to understand customer behaviour and serve as pillar for revenue management to support decisions of assortment, marketing, and pricing. In this paper, we develop deep learning-based choice models with an emphasis on learning the choice model from data. Specifically, we consider two settings of choice modeling: (i) the feature-free setting where no additional feature is available and (ii) the feature-based setting to utilize the product and customer features.

Probabilistic choice models

There is a rich literature on choice modeling under the feature-free setting. The choice models aim to characterize the probability of choosing a product given an assortment (a set of offered products). The prevalent choice models include multinomial logit model (MNL), Markov chain choice model (MCCM) (Blanchet et al., 2016), non-parametric choice model (NP) (Farias et al., 2009), mixture choice model (McFadden and Train, 2000), etc. The existing literature focuses mainly on the analytical properties of these models and the corresponding revenue optimization problems. However, the learning/parameter estimation of these models remains less studied and the solutions so far have been unsatisfactory.

Existing methods to learn a choice model include:

- Maximum likelihood estimation (MLE): The method of MLE is the most standard approach to learn a probabilistic model. However, for most of the choice models, the likelihood function is often either non-convex or suffers from over-parameterization, with a few exceptions such as MNL and featured-based MNL.
• Expectation maximization (EM): The EM algorithm can be used to learn choice models with latent variables such as MCCM and the mixture MNL model. There is generally no guarantee for the algorithm to converge to the global optimal. Besides, for the case of MCCM (Şimşek and Topaloglu, 2018), the algorithm needs to impute information related to the whole sample path (treated as unobserved variables) with merely the observation of the existing (final) state, which can result in a large variance.

• Linear programming (LP)-based method: The LP formulation is usually used to learn a non-parametric choice model (Farias et al., 2009; Chen and Mišić, 2022). Sparsity-promoting objective is often adopted to ensure statistical/sample efficiency. However, the LP-based approach is computationally unscalable in that the number of decision variables in LP usually scales exponentially with the number of underlying products. This prevents the approach to fit a choice model for more than a few tens of products.

Compared to the classic choice models, our deep learning-based choice models have two advantages. First, it has a large model capacity, and empirically, we show that one neural network model with a fixed architecture is capable of recovering both simple choice models such as MNL and complex choice models such as MCCM and NP. Second, it enables an effective learning procedure with better sample and computation efficiency than the above listed methods.

**Neural network models in utility modeling**

Another line of literature well utilizes the availability of the product and customer features. The works along this line usually model the latent utility of each product as a parameterized (neural network) function of the features and then relate the choice probabilities with the latent utilities through an MNL model. The learning of these models is essentially to recover the function parameters through the observations of customer’s choice behaviour.

The idea is originated from Bentz and Merunka (2000) which uses neural network to capture the non-linear effects of features on the latent utility. A few recent works Wang et al. (2020); Han et al. (2020); Sifringer et al. (2020); Wong and Farooq (2021); Aouad and Désir (2022) study different application contexts and explore different neural network architectures for the feature-utility mapping. In addition to the product and customer features, Gabel and Timoshenko (2022) also encode history purchase information. Chen et al. (2021) take a different route and consider the random forest model as the mapping function.

We term this line of works as deep learning-based utility modeling instead of choice modeling, because these works mainly focus on predicting the unobserved product utilities with the observed features. However, unlike the classic literature on choice modeling, this line of works pays little attention to the *assortment effect* – the interactions between the products within (and possibly outside) the set of offered products. This brings two negative implications. First, some of these existing neural network models require all the training samples to have a fixed-size assortment. This requirement can be hardly met in many application contexts due to reasons such as product availability and profitability. Second, it fails to capture the effect that the assortment has on the choice probability (see Table 1 in the next section for a real-world example). Intuitively, a customer’s choice behaviour is not only determined by product and customer features, but also affected by the assortment offered to the customer in a complicated manner. In fact, to model the assortment effect is one of the main theme of the feature-free choice modeling literature.

Another common drawback of the existing deep learning approaches is that they all require the availability of some product or customer features. When there is no feature available, these models will degenerate and output a uniform choice probability. Differently, our paper proposes the first deep
learning-based choice model to handle the feature-free setting. Also, we propose the first neural network models to explicitly capture the assortment’s effect on choice probabilities and thus allow the training data to have variable assortment size. Importantly, we make a distinction between the feature-free model and the feature-based model not by the availability of the features, but by whether the downstream application is interested in a population-level or personalized choice model.

To summarize, our contributions are as follows:

- We formulate the problem of learning a choice model from data as a generative modeling task and identify the challenges of the task.
- We develop neural network models for both the settings of feature-free and feature-based.
- We conduct extensive numerical experiments to illustrate the proposed models in terms of the recovery of the existing choice models, sample complexity, assortment effect, architecture design, and model interpretation.

2 Problem Setup

Consider a set of \( n \) potential products \( N = \{1, 2, ..., n\} \) that can be offered to customers. A discrete choice model is a probabilistic model that describes the customers' choice behaviour under various assortments. An assortment \( S \subset N \) is a subset of \( N \) and it denotes the products offered to the customer to choose from. Practically, the assortment can be determined by the product availability (such as hotel rooms and flights), and the seller may also decide the assortment to maximize the profits (by removing less profitable products from the assortment). The choice model prescribes the probability of choosing product \( i \) conditional on the assortment \( S \):

\[
P(i|S) \quad \text{for all } i \in N \text{ and } S \subset N.
\]

In particular, \( P(i|S) = 0 \) for \( i \notin S \), i.e., the customer cannot choose a product not offered in the assortment. In this way, a choice model

\[
\mathcal{M} = \{P(i|S) : S \subset N\}
\]

dictates \( 2^n - 1 \) probability distributions, each of which corresponds to one possible assortment. In practical contexts, there is usually a “no-purchase” option where the customer ends up with purchasing no product from the offered assortment. The no-purchase option can be captured by one product (say, \( n \)-th) in \( N \). If no purchase is allowed, then we always have \( n \in S \).

A tabular parameterization of the choice model \( \mathcal{M} \) generally requires \( \Omega(n \cdot 2^n) \) parameters. Additional structures are introduced to facilitate efficient learning and inference.

2.1 Random Utility Model (RUM)

The random utility model (RUM) is the most prevalent class of choice models. It assigns a utility for each product and models the choice behavior according to the principle of utility maximization. Specifically, the utility of the \( i \)-th product

\[
U_i = u_i + \epsilon_i \quad \text{for } i \in N.
\]

Here \( u_i \)'s are deterministic and represent the mean utility of purchasing the \( i \)-th product among the population. \( \epsilon_i \) are mean-zero, possibly dependent random noises that capture the utility heterogeneity.
among the customers. Under the RUM,

$$P(i|S) := P \left( U_i = \max_{j \in S} U_j \right)$$

(2)

For simplicity, we assume $\epsilon_i$’s are continuous random variables so that the utility maximizer is always unique. Different distributions of $\epsilon_i$’s specialize the general-form RUM into different concrete choice models. In this paper, we use the following two as running examples of RUM.

**Multinomial Logit Model (MNL).** The celebrated multinomial logit model assumes $\epsilon_i$’s take mean-zero Gumbel distribution (with scale parameter 1). With the Gumbel-max trick Gumbel (1954), the choice probability follows,

$$P(i|S) := \frac{\exp(u_i)}{\sum_{j \in S} \exp(u_j)}.$$  

(3)

When there is a feature vector $f_i$ associated with each product, then one can represent the deterministic utility $u_i = \theta^T f_i$ and obtain the linear MNL model Javanmard et al. (2020). Also, several works replace $u_i$ with a neural network function of $f_i$ to obtain the DeepMNL model (Bentz and Merunka, 2000; Sifringer et al., 2020; Wang et al., 2020).

**Markov Chain Choice Model (MCCM).** The MCCM Blanchet et al. (2016) defines a discrete-time Markov chain on the space of products $N$ and models each customer’s choice through the realization of a sample path. Specifically, it assumes a customer arrives to product $i$ with probability $\lambda_i$ (interpreted as the initial state of the Markov chain). Then if the product is in the assortment $S$, the customer purchases it and leaves. Otherwise, the customer transitions from product $i$ to product $j$ with probability $\rho_{ij}$. Naturally, $\sum_{i \in N} \lambda_i = 1$ and $\sum_{j \in N} \rho_{ij} = 1$ for all $i \in N$. Let $X_t \in N$ denote the product (state) that the customer visits at time $t$, and define the first hitting time $\tau = \{t \geq 0 : X_t \in S\}$. Then, under the MCCM,

$$P(i|S) := P(X_\tau = i).$$

The MCCM is proved as a generalization of MNL; with more number of parameters, the MCCM has a larger model capacity to capture more complex choice behavior.

Both MNL and MCCM can be viewed as a RUM. This fact is evident for MNL based on its definition, but no so much for MCCM at first sight. Berbeglia (2016) first establishes MCCM as a RUM through a random walk argument.

### 2.2 Beyond RUM

Under the RUM, although the choice probability is determined jointly by the utilities and the assortment, the contributions of these two aspects are separate. Specifically, the assortment will only affect the final choice through the constraint on the candidate products (to obtain the maximum utility in (2)), but it will not affect the utilities, neither $u_i$ nor $\epsilon_i$. In other words, RUM assumes that the utility $U_i$’s distribution are independent from and not affected by the assortment $S$. A probabilistic statement of this principle is known as the regularity property (Gallego and Topaloglu, 2019).

However, as remarked by Chen and Mišić (2022), there is an increasing body of experimental evidence, arising in the various fields, which suggests that the aggregate choice behavior of customers is not always consistent with this regularity property and thus often violates the principle of the RUM. For instance, the following table summarizes a behavioral experiment involving subscriptions to The Economist (reproduced from (Ariely and Jones, 2008)).

In Case I, an assortment with two products (options) are available, while in Case II, a clearly inferior option of Print-Only is added. The addition of Print-Only twists customer utilities for the other two options, which is reflected by the change in the numbers of subscribers. Generally, it means that the
| Option           | Price | # Subscribers |
|-----------------|-------|---------------|
| Case I Internet-Only | $59   | 68            |
| Print-&-Internet  | $125  | 32            |

| Option           | Price | # Subscribers |
|-----------------|-------|---------------|
| Case II Internet-Only | $59   | 16            |
| Print-Only       | $125  | 0             |
| Print-&-Internet  | $125  | 84            |

Table 1: Behavioral experiment on the subscriptions to The Economist (Ariely and Jones, 2008).

assortment $S$ will not only determine the products to choose from, but also affect the intrinsic utility of each product $U_i$’s.

The practical example above motivates the study of non-parametric choice models such as (Farias et al., 2009) and (Chen and Mišić, 2022). Also, it distinguishes our models with the existing deep learning-based choice/utility models in that our models take into account this assortment effect when predicting the choice probabilities. In the following, we introduce the permutation-based non-parametric choice model as a representative that does not belong to the class of RUM.

**Non-parametric (NP) Choice Model.** The NP choice model Farias et al. (2009, 2013) assumes that there exists a distribution $\lambda : \text{Perm}_N \rightarrow [0, 1]$ over the set $\text{Perm}_N$ of all possible permutations of the products. There are $n!$ customer types and each customer type has a preference list of the products corresponding to one permutation in $\text{Perm}_N$. Customers always purchase the most preferred product in the preference list. Then the choice probability is given by

$$P(i|S) := \sum_{\sigma \in \text{Perm}_i(S)} \lambda(\sigma)$$

where the set

$$\text{Perm}_i(S) := \{ \sigma \in \text{Perm}_N : \sigma(i) < \sigma(j) \text{ for all } j \neq i \in S \}$$

contains all customer types/permutations under which product $i$ is the most preferable product in the assortment $S$.

The NP choice model has exponentially many parameters and thus a larger model capacity than MNL and MCCM. There are also other choice models include mixed multinomial logit model (McFadden and Train, 2000), nested logit model (Wen and Koppelman, 2001), tree-based choice model (Chen and Mišić, 2022), etc.

### 2.3 An application of choice modeling

An important application of choice modeling is the assortment optimization problem. The seller aims to find the assortment that maximizes the profits

$$\max_{S} \sum_{i \in N} r_i P(i|S)$$

where $r_i$ is the profits/revenue of selling one unit of product $i$. For choice models such as MNL and MCCM, there exist polynomial-time algorithms to solve the problem. For general choice models, heuristic algorithms are proposed, such as the revenue-ordered strategy (Talluri and Van Ryzin, 2004) and the greedy strategy (Jagabathula, 2014).
2.4 Challenges of learning choice model from data

The learning of a choice model refers to the identification of a choice model \( \mathcal{M} \) from the available data \( \mathcal{D} = \{(i_k, S_k), k = 1, ..., m \} \).

Here each observation consists of a choice \( i_k \) made under the assortment \( S_k \). Throughout this paper, we use \( n = |\mathcal{N}| \) to denote the number of products, and \( m \) to denote the number of samples. We make the following two remarks.

First, the learning of a choice model should be viewed as a generative modeling task rather than discriminative modeling. Notably, exponentially many probability distributions – one for each assortment as in (1) – need to be learned simultaneously from the data. This challenge can be further exaggerated when the choice model contains exponentially many parameters such as (Farias et al., 2009; Chen and Mišić, 2022).

Second, the learning task suffers from the efficiency issue in the rare-event probability estimation (Asmussen and Glynn, 2007). Consider learning a choice model with \( n \) products. The probability of choosing each product is on the order of \( 1/n \) under a large assortment. Consequently, the standard deviation of the estimator is also on the order of \( 1/\sqrt{n} \) (taking Bernoulli variable as an example), which is significantly larger than the mean. Thus it inevitably requires a larger amount of samples to reduce the variance and accurately estimate such small probability.

3 Feature-free Choice Modeling

| # Samples | MNL | MNL-MLE | MCCM | MCCM-EM | Gated-Assort-Net | Res-Assort-Net | Oracle |
|-----------|-----|---------|------|---------|------------------|----------------|--------|
| Uniform   | –   | 2.51    | 2.52 | 2.52    | 2.50             | 2.50           | 2.50   |
| MNL-MLE   | 1,000 | 1.87    | 1.96 | 1.96    | 1.73             | 1.71           | 1.71   |
|           | 5,000 | 1.86    | 1.95 | 1.95    | 1.71             | 1.71           | 1.71   |
|           | 100,000 | 1.86 | 1.95 | 1.95 | 1.71 | 1.71 | 1.71 |
| MCCM-EM   | 1,000 | 1.86 | 1.92 | 1.92 | 1.67 | 1.67 | 1.67 |
|           | 5,000 | 1.86 | 1.88 | 1.88 | 1.60 | 1.60 | 1.60 |
|           | 100,000 | 1.86 | 1.88 | 1.88 | 1.60 | 1.60 | 1.60 |
| Gated-Assort-Net | 1,000 | 2.00 | 1.97 | 1.97 | 1.69 | 1.69 | 1.69 |
|           | 5,000 | 1.89 | 1.88 | 1.88 | 1.55 | 1.55 | 1.55 |
|           | 100,000 | 1.86 | 1.84 | 1.84 | 1.50 | 1.50 | 1.50 |
| Res-Assort-Net | 1,000 | 2.05 | 2.03 | 2.03 | 1.80 | 1.80 | 1.80 |
|           | 5,000 | 1.93 | 1.91 | 1.91 | 1.56 | 1.56 | 1.56 |
|           | 100,000 | 1.86 | 1.84 | 1.84 | 1.49 | 1.49 | 1.49 |
| Oracle    | –   | 1.86    | 1.82 | 1.82 | 1.42             | 1.42           | 1.42   |

Table 2: Feature-free choice modeling: The training data are generated from the model of MNL, MCCM, and NP with randomly generated true parameters. The number of samples refers to the number of training samples, and additional 5,000 samples are reserved to validate the training procedure. The reported numbers are the average out-of-sample cross-entropy (CE) loss over 10,000 test samples and 10 random trials. The row Uniform denotes the performance of a uniform distribution. MNL-MLE implements the standard maximum likelihood estimation to estimate a MNL model, while MCCM-EM implements the expectation maximization algorithm to fit a MCCM model. GAsN has one hidden fully-connected layer, and RAsN has two residual blocks. The row Oracle denotes the CE loss of the true model.
We first discuss the plain setting where there is no feature associated with each product or each customer, and the training data is \( D \) (as in (5)). This is the most straightforward and widely studied setting in the literature of choice modeling. We use this setting to illustrate the prototypes of our two neural network models and will incorporate the product and customer features in the later sections.

Mathematically, a neural network maps the assortment input \( S \in \{0, 1\}^n \) to the output \( Y \in [0, 1]^n \),

\[ Y = g_\theta(S) \]

where \( \theta \) encapsulates all the model parameters. Here \( S = (s_1, ..., s_n) \) is a binary encoding of an assortment \( S \) where \( s_i = 1 \) if \( i \in S \) and \( s_i = 0 \) if \( i \notin S \). The output \( Y = (Y_1, ..., Y_n) \) is a vector supported on the probability simplex with \( Y_i = P(i|S) \).

Figure 1 describes our two neural network models:

Gated-Assort-Net (GAsN): It takes the assortment vector \( S \) as its input layer and runs through a number of fully connected layers. Finally, it uses the assortment \( S \) again to create an output gate to ensure \( P(i|S) = 0 \) if \( i \notin S \).

Res-Assort-Net (RAsN): It implements the idea of residual learning (He et al., 2016) and involves the input assortment \( S \) recursively throughout the propagation. As in the Gated-Assort-Net, it uses the assortment to create an output gate to ensure \( P(i|S) = 0 \) if \( i \notin S \).

Throughout the paper, we use the cross-entropy (CE) loss to train all our neural network models.

Table 2 summarizes our first group of experiments. We compare the performance of GAsN and RAsN against several benchmark methods of learning choice models, as well as the oracle performance of the true distribution (equivalently, the negative entropy of the true distribution). The training data are generated from the true models of MNL, MCCM, and NP. We make the following observations. First, both GAsN and RAsN benefit from a larger sample size, while the performances of maximum likelihood estimation (MLE) and expectation maximization (EM) do not improve as the sample size increases. Second, when the true model is MNL, we know the method of MLE is provably asymptotically optimal and this is unsurprisingly verified from our experiment. But when the true model becomes more complex, such as MCCM and NP, the neural network models show their advantage. Third, it requires a large sample size to learn a complex true model. For example, under the true model of MCCM or NP, none of these methods give a satisfactory performance when the sample size is 1,000. Overall, GAsN and
RAsN perform consistently well in recovering these true models with sufficiently amount of data such as $m = 5000$. They have the model capacity to capture complex structures and they are also capable of fitting a simpler true model such as MNL. In comparison, the existing choice models either suffer from too little model capacity such as MNL, or have no reliable method for parameter estimation such as MCCM or NP. It is widely acknowledged that the models of MCCM and NP enjoy good analytical properties, but without an effective learning/estimation algorithm, these models can only provide qualitative insights but not reliable decision support.

Two other important aspects are (i) the assortment distribution in the training data and (ii) the depth and width of the two network models. For (i), we find the performance of the neural network model is quite robust in terms of the generalization on the assortment domain. Specifically, we train the neural network model with one distribution to generate the assortments $S_k$’s (in training data $D$) and find that it performs well on the test data where the assortments are generated from a different assortment distribution (also known as the out-of-domain performance). For (ii), we vary the depth and width of the neural network models and test their performances under the settings of (i) feature-free and (ii) with features. The default design of GAsN and RAsN has the intermediate layers of the same dimension $n$ as the input layer. We find that to fit a moderate size choice model with 20-50 products, a depth of 1-2 hidden layers for GAsN or 2-3 residual blocks for RAsN is sufficient. And also, the performance of the model remains stable with wider width for the intermediate layers. We defer the details of these two aspects to Appendix A.1 and A.2 respectively.

4 Feature-based Choice Modeling

Now we extend our neural network models to the setting of choice modeling with features. We first make a distinction between product feature and customer feature:

- **Product feature**: there is a feature vector $f_i \in \mathbb{R}^d$ associated with each product $i \in \mathcal{N}$. We also refer to these features as static features as they usually remain the unchanged over all the samples in the training data $\mathcal{D}$.

- **Customer feature**: Sample in $\mathcal{D}$ represents different customers, each of which is associated a feature vector $g_k \in \mathbb{R}^{d'}$. With these features, the dataset is augmented as

$$\mathcal{D} = \{(i_k, S_k, g_k), k = 1, ..., m\}.$$
We refer to these features as *dynamic* features as they may vary across different samples. Modeling-wise, if there are product features that change over time, we can simply see them as dynamic features.

![Figure 3: Choice networks with features](image)

(a) Gated-Assort-Net(f)  (b) Res-Assort-Net(f)

Figure 3: Choice networks with features: The networks take (i) the latent utilities from feature encoder (in Figure 2) and (ii) the assortment vector as inputs.

Table 3 presents a synthetic experiment with only product (static) features to illustrate a new insight for choice modeling with features. The experiment first ignores all the product features and trains GAsN and RAsN as in the feature-free setting. Then it takes into account the product features and trains the feature-based version of the two neural networks. We find that both versions of the networks are capable of recovering the true model from the comparison against the oracle performance, and that the two versions of each neural network achieve a similar performance. This might be counter-intuitive at the first sight, because the product features may contain useful information about the product’s utility, and ignoring the features may accordingly hurt the performance. However, we argue that the product utilities are essentially encoded in the choice data \((i_k, S_k)\)'s but not in the product features. In fact, the experiment shows that such utilities can be learned by the neural networks of GAsN and RAsN without explicitly accessing the product features. An alternative interpretation is that the product utility here...
should be viewed as a population-level utility that reflects the preference or popularity of a product over the whole population. Things become different when customer features are also available. In that case, the choice behaviour of each data sample is determined by the personalized utilities, and thus the product and customer features become indispensable.

We emphasize that whether to include the (dynamic) customer features in choice modeling is determined not by the availability of the features, but by the downstream application. Recall that the assortment optimization problem (4) aims to find an assortment that maximizes profits under a choice model. For a brick-and-mortar store or an online retailer where the personalized assortment is not allowed, customer features should not be used to fit the choice model even if they are available, because one is more interested in the population-level choice behavior. This explains why the majority of the literature on choice modeling has been devoted to feature-free models. And it also underscores the potential wide applicability of feature-free networks of GAsN and RAsN despite their simple architectures.

## 5 Experiments on Real Data

In this section, we conduct numerical experiments on two real datasets – SwissMetro (https://transp-or.epfl.ch/pythonbiogeme/examples_swissmetro.html) and Expedia Search (https://www.kaggle.com/competitions/expedia-personalized-sort/overview). These two datasets contain dynamic customer/product features; that is, the features associated with each training samples may be different with each other. The SwissMetro dataset is a public survey data set to analyze traveller preference among three transportation modes, and the Expedia dataset consists of hotel search records and the associated customer choices. We refer more details of these two datasets to Appendix B.3.

|                  | SwissMetro CE Loss | SwissMetro Acc. | Expedia CE Loss | Expedia Acc. |
|------------------|--------------------|-----------------|----------------|--------------|
| MNL-MLE          | 0.883              | 0.581           | 2.827          | 0.298        |
| MNL(f)-MLE       | 0.810              | 0.621           | 2.407          | 0.331        |
| TasteNet         | 0.681              | 0.698           | 2.436          | 0.332        |
| DeepMNL          | 0.741              | 0.655           | 2.374          | 0.344        |
| Random Forest    | 0.633              | 0.735           | 2.458          | 0.317        |
| Gated-Assort-Net | **0.598**          | **0.759**       | **2.403**      | **0.332**    |
| Res-Assort-Net   | 0.607              | 0.738           | **2.325**      | **0.355**    |

Table 4: Performance on the SwissMetro and Expedia.
Figure 4: Overconfidence of predicting Metro. The predicted probabilities of the test samples are binned into 20 bins with the same number of samples. For each bin we compute the mean predicted prob. as x-axis and the mean empirical prob. as y-axis. The benchmark is black solid line where $x = y$.

We implement a number of benchmark models: MNL, feature-based MNL, TasteNet (Han et al., 2020), DeepMNL (Wang et al., 2020; Sifringer et al., 2020), random forest (Chen et al., 2021). The MNL and feature-based MNL are learned by MLE. For both TasteNet and DeepMNL, it models the product utility $u_i$ as a function of the product and customer features and maps the utility to choice probability via the model of MNL (3). Tastenet assumes the utility $u_i$ as a linear function of product features and uses the customer feature to determine the coefficients of the linear function, while DeepMNL concatenates the customer and product features and feeds both into a fully-connected network to obtain the utility $u_i$. Both models do not utilize the assortment other than the MNL part.

From the results in Table 4, our two neural networks give a better performance than the benchmark models. In fact, our neural network models take the most natural architectures, and the key difference is that our models explicitly take the assortment as an input. This experiment result shows that even with the presence of product and customer features, the assortment can help to better explain customer choices. Comparing the two datasets, the Gated-Assort-Net(f) performs better on SwissMetro, while Res-Assort-Net(f) performs better on Expedia. Recall that the Res-Assort-Net(f) has a stronger usage of the assortment vector throughout the architecture than Gated-Assort-Net(f). Accordingly, one explanation can be that for the transportation setting, customer choices are less affected by the available options but more by their personal preference, but for the hotel search, the customer choices are more affected by the provided assortment which gives Res-Assort-Net(f) more advantage. As for the random forest model, it is trained as a discriminative model using both features and assortment as input, so we believe it also better potential with some further model recalibration.

**Model Calibration.** Another important aspect of probabilistic model is model calibration. Ideally, we hope the predicted probability matches the empirical/true probability. For deep learning models, a high accuracy may often come with an overconfidence in predictions (overestimation of the true probabilities) Guo et al. (2017), which is called miscalibration. Figure 4 is the calibration plot of predicting Metro for the SwissMetro dataset, and we observe that all the neural network models stay mostly below the 45-degree reference line, i.e., suffer from an over-confidence in predicting the probability. The result points to more future study on other proper metric than CE loss and accuracy for evaluating choice model learning and effective methods for recalibrating choice models. We defer more visualizations of to Appendix C.
6 Discussion and Future Directions

The existing literature of choice modeling on the feature-free setting and that on the feature-based setting have been largely separate with each other. In this paper, we propose a unified deep learning-based framework that applies to both settings through a binary representation of the assortment and feature encoders. We believe there is still large room for performance improvement by further tuning the neural network architectures. We summarize our findings into the following three points. First, the deep learning-based choice models are capable of recovering existing choice models with an effective learning procedure. They become particularly effective when the underlying model/training data is too complex to be described by a simple model such as MNL and when there is a sufficient amount of training data (such as 5,000 samples for 20-50 products). Second, the modeling of assortment effect has always been a key component of choice models, which can be verified by both empirical evidence such as Table 1 and all the numerical experiments in this paper. Third, whether to include features in choice models is determined by the downstream application rather than feature availability, and feature-free choice models should be used when one is interested in understanding population-level choice behaviour.

We conclude with the following two future directions.

**Multiple-purchase choice model.** The existing choice models focus exclusively on modeling the single-choice behavior where only one product is chosen from the offered assortment. The multiple-purchase choice model is usually studied under an inverse optimization framework in the literature of revealed preference (Zadimoghaddam and Roth, 2012; Amin et al., 2015; Birge et al., 2022). The deep learning-based choice models provide a natural framework to study the multiple-choice behavior, and they can fit to such training data by twisting the loss function.

**Pricing and assortment optimization.** In a retailing context, the product price is another important factor that affects customer choice. Our current models did not account for this factor. One option is to include the price vector as another input to the neural network models. We believe it deserves more future works to study the associated price and assortment optimization problems.
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## A More Experiments on Robustness and Generalization

### A.1 Out-of-domain performance under different assortment distribution

In this experiment, we demonstrate whether a different distribution of the assortment between training and testing will affect model performance, also known as the out-of-domain generalization. Specifically, we use one distribution to generate the assortment in the training data and test the performance with assortment generated from another distribution. Intuitively, this shows whether the model is capable of generalizing over the domain of assortment.

In the experiment, we generate four groups of training data:

- For the first dataset D-1, assortments are generated by first uniformly randomly choosing \( s = |S| \), and then uniformly randomly picking \( s \) products from \( N \) and form the assortment \( S \).

- For the second dataset D-2, assortments are generated from Bernoulli distribution. That is, for each product, with probability \( 1/2 \) it appears in the assortment independently with others.

- For the third dataset D-3, the assortment is given by first randomly specifying either the first half (product 1 to product \( n/2 \), suppose \( n/2 \) is integer for convenience) or the second half (product \( n/2 + 1 \) to product \( n \)) of the total products will definitely not appear in the assortment. Then we generate the assortment within the rest half following the same rule as in D-1.

- For the last dataset D-4, we require all the assortments to have a size of \( n/3 \) or \( n/3 + 1 \) (again assume they are integers for convenience) products, and then pick products randomly into the assortment. This design is inspired by the results of Gupta and Hsu (2020).
The total number of products $n = 30$ and each training dataset consists of $m = 100,000$ samples. The underlying true model for generating the data is the MCCM model.

|       | D-1  | D-2  | D-3  | D-4  |
|-------|------|------|------|------|
| D-1   | 2.364| 2.603| 1.820| 2.298|
| D-2   | 2.366| 2.600| 1.819| 2.298|
| D-3   | 2.636| 2.781| 1.819| 2.383|
| D-4   | 2.434| 2.619| 1.829| 2.297|
| Mix   | 2.366| 2.604| 1.819| 2.299|
| Oracle| 2.358| 2.595| 1.817| 2.293|

Table 5: Out-of-sample CE loss for out-of-domain performance of Gated-Assort-Net. Row headers denote the training dataset and column headers denote the testing dataset. The “Mix” header denotes a randomly mixed training set with equal proportion from the 4 datasets, and the “Oracle” header denotes the performance of the true model.

We train a neural network model with each of the training data and test its performance on the other datasets. In addition, we train a neural network model with a mixture of training data from the four datasets. Table 5 summarizes the out-of-sample CE loss for each training-test pair. For illustration, we train a 1-layer Gated-Assort-Net. The row headers denote the training dataset, and the column headers denote the testing dataset.

The result shows that, except for the dataset D-3, Gated-Assort-Net performs well in out-of-domain datasets. It is understandable that the datasets D-1 and D-2 are informative enough for a neural network model to catch the whole picture of the true underlying model. The dataset D-4 also enjoys this privilege, which is a bit surprising but also reinforces the findings in Gupta and Hsu (2020) (though not in an exact same spirit). The distribution of D-3 clearly fails to capture the interplay between the first half and the second half of the total products, and thus can not reach the performance of the oracle or generalize to different assortment distributions.

Details on the true model generation:

The training data is generated from an MCCM. The arriving probability $\lambda_i$ for product $i$ is generated by:

$$
\lambda_i = \exp(\mu_i) \sum_{j=1}^{n} \exp(\mu_j),
$$

where $\mu_i, i = 1, ..., n$ is identically and independently (i.i.d.) sampled by standard Normal distribution $\mathcal{N}(0,1)$. And the transition matrix $\rho$ is generated row by row. For all the $n$ rows, each row $\rho_i$ is generated following the same rule:

$$
\rho_{i,j} = \frac{\exp(\nu_{i,j})}{\sum_{j=1}^{n} \exp(\nu_{i,j})},
$$

where $\nu_{i,j}, i, j = 1, ..., n$ is i.i.d. sampled by standard Normal distribution $\mathcal{N}(0,1)$.

A.2 Depth and Width of the Neural Network

In this subsection, we present an experiment on the depth and width of the neural network. Arguably, a wider or deeper neural network gives larger model capacity. However, for the task of choice modeling, we do not recommend a too wide or too deep neural network, mainly for two reasons. First, a complicated neural network architecture requires more number of samples to train, and there might be not enough amount of samples in the application contexts of choice modeling. Second, the customer choice behavior may not need a too complicated neural network to describe.
Figure 5 presents an experiment on varying the width and depth of the four networks to fit an MCCM with product features. We do not observe a significant change of performance by further widening or deepening the architecture. So, throughout the paper, we mainly set Depth = 2 and Width = 1.

![Figure 5: Network structures and corresponding CE losses.](image)

**Experiment details of Figure 5:**

The underlying model is an MCCM with product features. The sample generation method is the same as that of Table 3 and it is deferred to Appendix B.1. We set the total number of products $n = 50$, and the length of product features $d = 5$. For choice networks with features, we use an encoder containing one middle layer to encode each product feature vector to its latent utility. The product encoder is a fully connected layer Linear($5, 5$) followed by another fully connected layer Linear($5, 1$). And for choice networks without features, we ignore product features and simply take assortments as input.

We carry out our training on 100,000 samples and the testing set has size 10,000, and we tune the structure of each neural network model to compare their performances on the testing set.

- **Gated-Assort-Net:** Depth = 1 indicates a network with no hidden layer, just a fully connected layer Linear($50, 50$) that takes as input the assortment and outputs the final layer. Depth = 2 indicates a network with one hidden layer, which is a Linear($50, 50$) followed by another Linear($50, 50$), and Depth = 3 indicates two hidden layers. For the experiment that tunes the width, we fix Depth = 2, that is one hidden layer. And we tune the size of the hidden layer. Width = 2 indicates a Linear($50, 100$) followed by a Linear($100, 50$), and Width = 3 indicates a Linear($50, 150$) followed by a Linear($150, 50$).

- **Res-Assort-Net:** Depth is exactly the number of residual blocks. For the experiment that tunes the width, we fix that there is one residual block, though this block contains one hidden layer. Width = 2 indicates that the fully connected part of the residual block is a Linear($50, 100$) followed by a Linear($100, 50$), and Width = 3 indicates a Linear($50, 150$) followed by a Linear($150, 50$).

- **Gated-Assort-Net(f):** Following the same rule introduced above, product features are encoded into a vector of latent utilities. The meanings of depth and width are exactly the same as in Gated-Assort-Net.

- **Res-Assort-Net(f):** According to the structure of the Res-Assort-Net with feature, latent utilities and assortments are concatenated into a vector of length 100, as the input of the residual blocks. Set aside the ending fully connected layer Linear($100, 50$), the rest parts of the residual blocks are exactly the same as ones in Res-Assort-Net. And so depth is the number of residual blocks, and width indicates the size of the hidden layer. Width = 2 indicates that the fully connected part of the residual block is a Linear($100, 200$) followed by a Linear($200, 100$), and Width = 3 indicates a Linear($100, 300$) followed by a Linear($300, 100$).
A.3 Network Augmentation with Warm Start

One drawback of the models proposed in this paper is that they all require the set of available products is fixed, i.e., \( \mathcal{N} = \{1, ..., n\} \) is fixed. When an additional set of products \( \mathcal{N}' = \{n+1, ..., n'\} \) is available, the model needs to be inevitably retrained on the new product set of \( \mathcal{N} \cup \mathcal{N}' \). However, in this subsection, we show that the well-trained network of \( \mathcal{N} \) can provide a good warm start for retraining the new network. Specifically, we compare the training procedure of the following two plans:

- **Cold start**: We ignore the previous network of \( \mathcal{N} \), and train a new network from scratch for the new set \( \mathcal{N} \cup \mathcal{N}' \).
- **Warm start**: We initialize the weights of the new network according to the previously well-trained network of \( \mathcal{N} \).

![Figure 6: Validation losses using cold start and warm start.](image)

The left panel uses 2,000 samples for training and the right panel uses 100,000 samples for training.

Figure 6 presents the validation losses under the two training schemes for the two models with the old set \( |\mathcal{N}| = 20 \) and the new set \( |\mathcal{N}'| = 5 \). The experiment shows that, when there is an abundant amount of data for augmented models, warm start training will converge to the optimal solution faster in starting stages as the right panel. More importantly, when there is not enough data, warm start training will not only be faster but also produce a better solution. The second observation can be practically useful, as the retails may carry out small-scale experiments to test if it is profitable to introduce more products to their shops. The experiment tells that the neural networks can be trained with a small amount of new data if most of its parameters are inherited from a well-trained model.

**Experiment details of Figure 6.**

We use MCCM to generate the synthetic data for Figure 6. We first generate the arriving probability \( \lambda \) and the transition matrix \( \rho \) for the underlying MCCM. We consider 25 products and so \( \lambda \in \mathbb{R}^{26}, \rho \in \mathbb{R}^{26 \times 26} \), as product 0 (the no-purchase option) needs to be included in addition. Following this MCCM we generate 200,000 pieces of samples, with each sample containing an assortment and the corresponding choice probability and the one-hot encoded final choice vector. We call this synthetic dataset D-augment. Then, based on the \( \lambda \) and \( \rho \) for D-augment, we can do some modifications to classify product 21 to 25 into product 0. We get \( \lambda' \in \mathbb{R}^{21} \) such that \( \lambda'_i = \lambda_i \) for \( i = 1, ..., 20 \) and \( \lambda'_0 = \lambda_0 + \sum_{i=21}^{25} \lambda_i \). In similar manners we get \( \rho' \in \mathbb{R}^{21 \times 21} \), corresponding to a shrunk version of the original MCCM, i.e., a new MCCM with total number of products \( n = 20 \) plus one no-purchase option. For this new model we also generate 200,000 pieces of samples, and we call this dataset D-shrink.

We first train models on dataset D-shrink, the Gated-Assort-Net has one hidden layer of size 50, that is a Linear(20, 50) followed by a Linear(50, 20), and the Res-Assort-Net has one residual block, also with
one hidden layer of size 50. We train the Gated-Assort-Net and Res-Assort-Net on 100,000 training samples. After that, we consider the augmented dataset D-augment, and we train Gated-Assort-Net and Res-Assort-Net with one hidden layer of size 50. But we consider two methods for training the augmented model. One is the cold start method, in which we randomly initialize the model parameters and train the model on D-augment; the other is the warm start method, in which we initialize parameters at corresponding positions with the models trained on D-shrink and then train the model on D-augment. The results are given in Figure 6, on which we plot how validation loss varies with training epochs. Then left panel is the training on D-augment with training sample size $m = 2,000$, and the right panel is the training with sample size $m = 100,000$.

A.4 Tuning Architectures for Neural Network Models for Table 2

In this subsection, we describe the experiment setup of Table 2 and extend the results therein with different architectures for the two neural networks.

Experiment setup of Table 2:
The synthetic data for different underlying choice models are generated in following ways:

- MNL: We sample the mean utility $u_i \in \mathbb{R}$ for each product $i = 1, ..., n$ i.i.d. from standard Normal distribution $\mathcal{N}(0, 1)$.
- MCCM: During experiment, we observe that if we generate all rows of the transition matrix $\rho$ in an i.i.d. way, then the choice probability can be well predicted by an MNL model. To distinguish underlying true MCCM from an MNL model, we consider the following generation mechanism. The intuition is that, we assume the set of all products can be divided evenly into several groups, and when a wanted product turns out to be unavailable, the customer is most likely to choose an alternative within the same group of this product. Then it should be unreasonable to assign some certain utility to each product, such that products having larger utilities will always be more likely bought than products having smaller ones.

We considering using $\sigma$ to control deviation ($\sigma = 2.5$ for dataset $n = 20$ and $\sigma = 4$ for dataset $n = 50$). We also set cluster number $c_{num}$ ($c_{num} = 4$ for dataset $n = 20$ and $c_{num} = 10$ for dataset $n = 50$) to denote the number of groups. Then arriving probability $\lambda$ is generated by:

$$\lambda_i = \frac{\exp(\mu_i)}{\sum_{j=1}^{n} \exp(\mu_j)},$$

where $\mu_i, i = 1, ..., n$ is identically and independently (i.i.d.) sampled by Normal distribution $\mathcal{N}(0, \sigma^2)$. And the transition matrix $\rho$ is generated row by row. For all the $n$ rows, each row $\rho_i$ is generated following:

$$\rho_{i,j} = \frac{\exp(\nu_{i,j})}{\sum_{j=1}^{n} \exp(\nu_{i,j})},$$

where $\nu_{i,j}, i,j = 1, ..., n$ is independently sampled by Normal distribution $\mathcal{N}(\bar{\nu}_{i,j}, \sigma^2)$ and

$$\bar{\nu}_{i,j} = \begin{cases} 2\sigma & \forall (i,j) \in \{(i,j) | \exists k \in \{0, ..., c_{num} - 1\}, kn/c_{num} < i, j \leq (k+1)n/c_{num}\} \\ 0 & \text{otherwise} \end{cases}.$$

Synthetic samples are then generated based on this underlying MCCM.
- NP: the non-parametric (NP) choice model assumes that there is a fixed number of alternating schemes/types amongst customers. Each alternating scheme denotes a permutation of the total set
of products, and following this scheme customers will check from the first product to the last until they find a product that is in the assortment. The formal definition is introduced in Section 2.2. Let $n_{\text{perm}}$ denote the number of candidate permutations with positive probability, we set $n_{\text{perm}} = 10$ for dataset $n = 20$ and $n_{\text{perm}} = 20$ for dataset $n = 50$, and the parameters for the underlying model are the $n_{\text{perm}}$ permutations of $\{1, ..., n\}$ and their corresponding probabilities. These parameters are randomly uniformly generated, and following the ground truth non-parametric model we generate synthetic samples.

More architectures:

Table 6 extends Table 2 with more architectures, and it reports the out-of-sample CE loss. We observe that a training set of size 5,000 is enough for predicting dataset having 20 products, but is often not enough for predicting dataset with 50 products. Also, coinciding with our experiments in Appendix A.2, we find that in the presence of abundant training samples, the depth and width of the network does not affect much the performance of the model.

In Table 6, the row headers represent model types. Gated-Assort-Net($n, n$) denotes a Gated-Assort-Net with no hidden layer (the main body of the net is just a Linear($n, n$)). $n$ denotes the number of total products, which is 20 or 50 in this experiment. Gated-Assort-Net($n, 100, n$) has one hidden layer of size 100 (the main body is a Linear($n, 100$) followed by a Linear($100, n$)). Res-Assort-Net($n, n \ast 2$ is a Res-Assort-Net with 2 residual blocks, and each residual block has no hidden layer (the main body is a Linear($n, n$)). Res-Assort-Net($n, n \ast 3$ is a Res-Assort-Net with 3 residual blocks.

|   | # Samples | MNL20 | MNL50 | MCCM20 | MCCM50 | NP20 | NP50 |
|---|-----------|-------|-------|--------|--------|------|------|
| Gated-Assort-Net($n, n$) | 1000   | 2.00  | 3.04  | 1.97   | 0.54   | 1.69 | 2.71 |
|     | 5000   | 1.89  | 2.81  | 1.88   | 0.48   | 1.55 | 2.43 |
|     | 100000 | 1.86  | 2.63  | 1.84   | 0.4    | 1.50 | 2.23 |
| Gated-Assort-Net($n, 100, n$) | 1000   | 2.06  | 3.01  | 2.03   | 0.67   | 2.31 | 2.84 |
|     | 5000   | 1.96  | 2.85  | 1.94   | 0.62   | 1.66 | 2.60 |
|     | 100000 | 1.87  | 2.66  | 1.85   | 0.43   | 1.48 | 2.25 |
| Res-Assort-Net($n, n \ast 2$) | 1000   | 2.05  | 3.05  | 2.03   | 0.61   | 1.80 | 2.79 |
|     | 5000   | 1.93  | 2.82  | 1.91   | 0.56   | 1.56 | 2.51 |
|     | 100000 | 1.86  | 2.64  | 1.84   | 0.41   | 1.49 | 2.22 |
| Res-Assort-Net($n, n \ast 3$) | 1000   | 2.08  | 3.17  | 2.04   | 0.70   | 1.78 | 2.90 |
|     | 5000   | 1.94  | 3.26  | 1.93   | 0.55   | 1.59 | 2.55 |
|     | 100000 | 1.86  | 2.65  | 1.84   | 0.42   | 1.48 | 2.24 |

Table 6: Performance on synthetic data without feature (extended from Table 2).

B More Details of Numerical Experiments with Features

B.1 More Details for Table 3

Feature-based choice models

Given an assortment $S \subset \mathcal{N}$ and an input feature vector $z_i \in \mathbb{R}^d$ for product $i \in \mathcal{N}$ (which can be product feature along or the concatenation of customer feature and product feature):

- **Feature Based MNL Choice Model:** It assumes the mean utility $u_i(z_i)$ for product $i \in \mathcal{N}$

  $$u_i(z_i) = z_i^T \beta,$$
where $\beta \in \mathbb{R}^d$ is the coefficients of features. See (Javanmard et al., 2020) for a pricing problem using the model.

- **Feature Based Markov Chain Choice Model:** This model is from Barratt and Boyd (2022). For product $i \in \mathcal{N}$, the arriving probability $\lambda_i$

  \[ \lambda_i(zi) = \frac{\exp(z_i^T \beta)}{\sum_{j=1}^{n} \exp(z_j^T \beta)}, \]

  where $\beta \in \mathbb{R}^d$. And the vector $\rho_i$ in transition matrix

  \[ \rho_{i,j}(zi) = \frac{\exp(A_j z_i)}{\sum_{j=1}^{n} \exp(A_j z_i)}, \]

  where $A \in \mathbb{R}^{n \times d}$ and $A_j$ is $j$-th row of $A$. Then the choice probabilities can be computed as in MCCM based on $\lambda$ and $\rho$.

### Training data generation

For the features, we generate the $j$-th feature $z_{i,j}$ of product $i$ from standard Normal distribution $\mathcal{N}(0,1)$ independently (i.e. $z_{i,j} \sim \mathcal{N}(0,1)$ i.i.d.). To model parameters $(A, \beta)$, we can generate their entries i.i.d. also from standard Normal distribution $\mathcal{N}(0,1)$. For the arrival probabilities $\lambda_i$’s in feature-based MCCM, we randomly generate $\lambda$ in the same way as the feature-free case in Appendix A.1.

#### B.2 More architecture tuning

| MCCM        | Gated configuration | CE loss | Res configuration | CE loss |
|-------------|---------------------|---------|------------------|---------|
| Benchmark   | Oracle              | 1.932   | Oracle           | 1.932   |
|             | MNL-MLE(f)          | 2.212   | MNL-MLE(f)       | 2.212   |

| Assort-Net | [50,50]  | 2.010 | [50,50]  | 1.988 |
|           | [50]     | 2.017 | [50]     | 1.997 |
|           | [50,50]  | 2.015 | [50,50]  | 2.000 |
|           | [100,50] | 2.009 | [100, 50] | 2.008 |

| Assort-Net(f) | [1], [50,50] | 2.010 | [1], [100,50] | 1.984 |
|               | [5,5,1], [50,50] | 2.008 | [5,5,1], [100,50] | 1.985 |
|               | [[10,1], [50,50]] | 2.008 | [[10,1], [100,50]] | 1.984 |
|               | [[15,1], [50,50]] | 2.009 | [[15,1], [100,50]] | 1.986 |
|               | [[20,1], [50,50]] | 2.008 | [[20,1], [100,50]] | 1.983 |
|               | [[5,1], [50]]   | 2.017 | [[5,1], [50]]   | 2.018 |
|               | [[5,1], [50,50,50]] | 2.019 | [[5,1], [100,100,50]] | 1.987 |
|               | [[5,1], [100,50]] | 2.010 | [[5,1], [100,50]] | 1.985 |

Table 7: Extension of Table 3 with more architectures. The data is generated by feature-based MCCM.

Table 7 extends Table 3 with more neural network architectures. We find the model performance is quite stable with respect to architecture tuning.

For neural networks without features (under “Assort-Net”), the model configurations for Gated-Assort-Net, [50] denotes a one layer Linear(50,50), and [50,50] denotes a two-layer network, Linear(50,50) followed by a Linear(50,50). [50, 50, 50] denotes a three-layer network, and [100, 50] denotes a two-layer,
Linear(50, 100) followed by a Linear(100, 50). For the Res-Assort-Net part, [50] denotes one residual block, [50, 50] denotes two residual blocks, [50, 50, 50] three residual blocks, and [100, 50] denotes a Res-Assort-Net with one residual block but contains a hidden layer of size 100.

For neural networks with features (under “Assort-Net(f)”), in the “Gated configuration” and “Res configuration” columns, the first list ([5] or [1, 5] or [5, 5, 1] etc.) denotes the structure of the product encoder, and the second list ([50] or [50, 50] etc.) denotes the structure of the assortment network. The meanings of the configuration lists for the assortment network are generally the same as the feature-free cases, though some additional explanations need to be devoted to the Res-Assort-Net(f). According the network structure, the assortment network takes as input the concatenated vector of latent utilities and assortments, leading to a vector of length 100. [100, 50] indicates one residual block with the linear part Linear(100, 100) and an ending layer Linear(100, 50). [50] indicates no residual block and just an ending layer Linear(100, 50). [100, 100, 50] indicates two residual blocks with linear part Linear(100, 100) and an ending layer Linear(100, 50). The first list gives the structure of product encoder. Recall that the length of the product feature $d = 5$, and product features are encoded into latent utility values by several layers of fully connected network. [1] denotes a single layer Linear(5, 1), [5, 1] denotes a Linear(5, 5) followed by a Linear(5, 1). [10, 1] denotes a Linear(5, 10) followed by a Linear(10, 1). The rests follow similar rules.

B.3 More Details on Real Data Experiments

Data Description

- **SwissMetro** The SwissMetro Data Set is a public survey data set collected to analyze preference between the Metro system against usual transport modes including car and train. The description of the dataset is given in Bierlaire (2018). For convenience of network training, we clean the data by removing samples whose features are taking abnormal values or values too rarely occur. To be specific, we only keep samples whose “CHOICE” (final choice) is not 0 (which indicates unknown), “WHO” (who pays the ticket) value is not 0 (which indicates unknown), “AGE” is not 6 (which indicates unknown), “INCOME” is not 4 (which indicates unknown), and “PURPOSE” is in [1, 2, 3, 4] (1: Commuter, 2: Shopping, 3: Business, 4: Leisure). After cleaning, there are in total 9,135 samples and the number of alternatives in assortment varies from 2 to 3: only when owning the car the customer can have that choice. The sample sizes in train, validate and test process are 7,000, 1,000 and 1,000 correspondingly. There are 8 customer features and 3 product features, shown in Table 8. For product features. Note that “CAR” has no “HE” (Headaway, which means interval time between two consecutive train/metro/car arrivals) feature in the original dataset, so we set it to 0. This is reasonable since for private cars the waiting time is always 0. In this dataset the product features are not static, as they vary among different types of customers.

- **Expedia Search** The Expedia Data Set is a public data set from Kaggle competition “Personalize Expedia Hotel Searches - ICDM2013”. It contains the ordered list of hotels according to the user’s search. We clean the data by dropping out the searches with outlier prices ($> $1,000) and days of booking in advance (gap between booking date and check-in date $> 365$) and also the features with missing values. After cleaning, there are in total 386, 557 searches where the size of the offered hotel/searched results list (i.e., the number of alternatives in one assortment) is between 5 to 38, and 136, 866 unique hotels. The sample sizes in train, validate and test process are 200, 000, 20, 000 and 20, 000 correspondingly. There are 6 customer features and 7 product features as shown in Table 8.

For assortment vector $S$, we encode the ranked positions in assortments ($1 − 39$ with 39 as no-purchase option) and if some position has no shown product, we assign their product features as 0.
Thus the assortment vector captures the ranking and assortment structure within the assortment. We should notice we only use the positions of products in offered assortments instead of the products themselves. There are several reasons: The number of unique products is too large (recall there are 136,886 unique hotels in 386,557 offered assortments after cleaning) to be covered as assortment vector; Also in practice, hotels with different locations should never be included in the same assortment and the assortment effect from such hotels should be ignored; Further, 39, the largest size of assortment, should be large enough to capture all possible hotels customers are interested in and we can further utilize the product features to identify hotels with the same ranked positions in different assortments.

| Data     | Customer Feature                  | Product Feature          |
|----------|-----------------------------------|--------------------------|
| SwissMetro | Gender, Age, Income, First class or not, Who pays (self, employer...), Purpose (commuter, shopping...), # luggages, Owning annual ticket or not | Travel time, Headaway, Cost |
| Expedia  | # nights stay, # days booking in advance, # adults, # children, # rooms, Saturday included or not | Hotel star rating, Hotel chain or not, Location score (by Expedia), Historical prices, Price, Promotion or not, Randomly ranked or not (by Expedia) |

Table 8: Features in SwissMetro and Expedia.

**Tuning Architectures for Neural Networks and Performances** The performances of different models on two datasets are summarized in Table 9, which is extended from Table 4. The configurations of both our assort-nets and the benchmark nets are given in the form of channel arrays. For our assort-nets, the first array denotes the structure of customer encoder, the second array denotes the product encoder, and the third denotes the assort-net part of the whole network. Take the last line of the gated-assort-net for example, in the configuration list $[[30, 10], [10, 10], [30, 30, 3/39]]$, the first array $[30, 10]$ denotes the structure of customer encoder, having one hidden layer of size 30 and a final layer of size 10. The second array $[10, 10]$ denotes the structure of the product encoder, having one hidden layer of size 10 and a final layer of size 10. We guarantee that the size of the final layer of the customer encoder must equal that of the product encoder. The third array $[30, 30, 3/39]$ denotes that the assort-net part has two hidden layers of size 30. The size of the final layer is dependent on the number of total products $n$, which is 3 for SwissMetro and 39 for Expedia. The Res-Assort-Net follows the same way to denote the configurations of customer encoder and product encoder. To denote the configuration of the Res-Assort-Net part, take the last configuration $[6, 60, 6] \ast 2$ for example, it denotes that there are 2 residual blocks, each containing a hidden layer of size 60.

We defer the description of benchmark algorithms in Appendix B.4. The configurations ($[100, 9]$ or $[100, 30]$) denote the corresponding network structure, having a hidden layer of size 100 and a final layer of size 9 or 30.

For Random Forest, the hyper-parameters including number of trees and maximum depth are chosen by validation dataset performance. Specifically, the number of trees is tested among 10, 20, 50, 100, 200, 300, 400
and the maximum depth is tested among 4, 6, 8, 12, 16, 18, 20. Other parameters are set as default values in the Python package scikit-learn’s function `sklearn.ensemble.RandomForestClassifier`. We choose the testing structure of our networks following the rule of not getting over complex. We restrict all three parts of our network (product encoder, customer encoder and assort-net) to a depth of no more than 2. The widths are tuned a little bit loosely (due to their relative lesser effect on the model performance), but no more than 200. The architecture of TasteNet follows the original paper Han et al. (2020), in which they used 110 hidden units. The architecture of DeepMNL is set to keep some degree of similarity with the architecture of TasteNet.

| Model                  | SwissMetro | Expedia |
|------------------------|------------|---------|
|                        | CE loss | Acc.    | CE loss | Acc.    |
| Gated-Assort-Net(f)    |          |         |
| [10], [10], [3/39]    | 0.696   | 0.708   | 2.479   | 0.300   |
| [100, 10], [10], [3/39] | 0.638   | 0.733   | 2.468   | 0.303   |
| [10], [10, 10], [3/39] | 0.673   | 0.704   | 2.458   | 0.306   |
| [100, 10], [10, 10], [10, 3/39] | 0.708   | 0.692   | 2.463   | 0.306   |
| [100, 10], [10, 10], [10, 3/39] | 0.598   | 0.759   | 2.458   | 0.306   |
| [30, 10], [10, 10], [30, 30, 3/39] | 0.623   | 0.734   | 2.403   | 0.332   |
| Res-Assort-Net(f)      |          |         |
| [100, 10], [10, 10], [6, 6]*1 | 0.607   | 0.738   | 2.468   | 0.307   |
| [100, 10], [10, 10], [6, 6, 6]*1 | 0.608   | 0.736   | 2.355   | 0.346   |
| [200, 20], [20, 20], [6, 6, 6]*2 | 0.610   | 0.758   | 2.325   | 0.355   |
| MNL-MLE                | 0.883    | 0.581   | 2.827   | 0.298   |
| MNL(f)-MLE             | 0.810    | 0.621   | 2.407   | 0.331   |
| TasteNet               | [100, 9] + MNL | 0.691 | 0.701 | – | – |
| [100, 9] + MNL(f)      | 0.681    | 0.698   | 2.436   | 0.332   |
| DeepMNL                | [100, 30] + MNL | 0.751 | 0.658 | – | – |
| [100, 30] + MNL(f)     | 0.741    | 0.655   | 2.374   | 0.344   |
| Random Forest          | 0.633    | 0.735   | 2.458   | 0.317   |

Table 9: Performance on the SwissMetro and Expedia (extended from Table 4).

Dealing with Missing Products for TasteNet and DeepMNL Due to the fixed size of input vectors when training the neural networks, the DeepMNL and TasteNet cannot be applied directly when the size of assortment will change across different samples. For SwissMetro dataset, TasteNet and DeepMNL are only trained based on the samples with full assortments where all products are offered. The number of such samples in the dataset is 7,839. We predict the full assortments choice probabilities by using trained TasteNet or DeepMNL, and use trained MNL-MLE or MNL(f)-MLE to predict the other assortments (with missing product) where the sample size is 1,296 in the dataset. We denote the corresponding prediction models as TasteNet(DeepMNL)+MNL and TasteNet(DeepMNL)+MNL(f); For Expedia dataset, since there are only 9 out of 386,557 samples are full assortments, we cannot use the same method as in SwissMetro due to the lacking data (otherwise we are almost reproducing the MNL-MLE or MNL(f)-MLE). Thus, we just assign 0 into the missing entries of product feature vectors, which is same as Gated-Assort-Net(f) and Res-Assort-Net(f). Since these methods are recovering the missing feature vectors by 0 and the last layer is softmax, we also name them as TasteNet(DeepMNL)+MNL(f).

B.4 Benchmark Algorithms

- MCCM-EM: We follow the work (Şimşek and Topaloglu, 2018) to build the expectation-maximization algorithm based on MCCM. In summary, the algorithm starts with some random initial transition
matrix $\rho$ and arrival probabilities $\lambda$. For the expectation step, and based on the current transition matrix and arrival probabilities, the algorithm computes the expected probability of being interested in each product when a customer arrives and the number of times that a customer transitions from one product to another during the decision process for each sample. For the maximization step, it maximizes the likelihood to update the transition matrix and arrival probabilities by treating previous two expected values as true values. The algorithm repeats above two steps until converges. In our experiments, the initial transition matrix and arrival probabilities are chosen by uniformly randomizing each entry and normalizing them to stochastic matrix or distribution vector. We terminate the algorithm when the mean changes of updating transition matrix and arrival probabilities is smaller than 0.01%.

- **MNL-MLE**: We assume the underlying choice model is the MNL model and ignore all observed features (if any). We estimate the unknown mean utilities of products by MLE.

- **MNL(f)-MLE**: We assume the underlying choice model is featured based MNL choice model introduced in Appendix B.1, where the feature vector $z_i = (g, f_i)$ is concatenation of customer feature $g$ and product feature $f_i$. We estimate the unknown parameters by MLE.

- **TasteNet**: We follow the architecture introduced by Han et al. (2020). We train a neural network $g_\theta(\cdot)$ to encode the customer feature vector $g \in \mathbb{R}^d$ into a vector $(\alpha_1, ..., \alpha_n) := g_\theta(g) \in \mathbb{R}^n$, where $\alpha_i$ is interpreted as the coefficient vector of product features $f_i$. For product $i \in \{1, ..., n\}$, its mean utility is encoded by:

$$u_i := \alpha_i^T f_i.$$

This utility vector $u \in \mathbb{R}^n$ is then passed to a softmax layer, giving the predicted choice probability.

- **DeepMNL**: We modify the architecture introduced by Sifringer et al. (2020). We train a neural network $g_\theta(\cdot)$ to encode the concatenated feature vector $(g, f_i) \in \mathbb{R}^{d+d'}$ of customer features $g \in \mathbb{R}^d$ and product features $f_i \in \mathbb{R}^d$ into scalar $g_\theta((g, f_i)) \in \mathbb{R}$ as the mean utility of product $i$ in MNL model. This utility vector is then passed to a softmax layer, giving the predicted choice probability.

- **Random Forest**: We follow the work Chen et al. (2021) to apply the random forest method to predict customer choice. Specifically, for each sample assortment, we concatenate the assortment vector $S$, customer feature $g$ and all product features $f_i, i = 1, ..., n$, as its input (thus same as Gated-Assort-Net(f) and Res-Assort-Net(f)). For the products not offered in assortment, we assign their product feature values as 0.

### C Interpreting Neural Networks

#### C.1 Effects of Fully Connected Layers

In this subsection we interpret how the fully connected layers process the latent utilities with assortments information through logic gates in Gated-Assort-Net(f) or directly adding it as input features in Res-Assort-Net(f). Specifically, we compute a normalized difference between the input latent utility and output utility of each network. Such a difference reflects the assortment effect in the network. We denote such difference as $\Delta u$ and plot the histograms of Gated-Assort-Net and Res-Assort-Net in Figure 7.

From Figure 7, we can find effects from fully connected layers will vary due to different dataset structures and networks. For the SwissMetro data set, the majority of changes in normalized utilities $\Delta u$ are located in 0 for both two networks. One potential reason is that there are only three products.
and only small part of samples (13.5%) do not offer all products. Thus, the effect of assortments through fully connected layer is very small. However, since the Expedia data has more complicated assortment patterns, the $\Delta u$’s do not concentrate in 0 anymore and has more variances. This also explains why the Res-Assort-Net(f) that has a stronger involvement of the assortment vector, shows an advantage of the Expedia dataset.

Further, by comparing Gated-Assort-Net(f) and Res-Assort-Net(f) in both data sets, there are two interesting observations: (1) There are more $\pm 1$’s in Res-Assort-Net(f), which means more dramatically changes in normalized utilities after passing fully connected layers; (2) The histograms of Res-Assort-Net(f) are more flatten than Gated-Assort-Net(f), which means the influences of fully connected layers have more variations. Both of the above observations can be partially explained by the designed architectures: the Gated-Assort-Net(f) only uses assortments as logical gates but Res-Assort-Net(f) also concatenates it as input features and can squeeze more information to process the input latent utilities, which leads to potentially larger degree of influence with more variations.

**Experiment details of Figure 7:**

Fixed one assortment $S$, we omit the product not offered. For each offered product $i \in S$, we first normalize its input and output utilities of the fully connected layers (from Gated-Assort-Net(f) or Res-Assort-Net(f)) by

$$u^{I/O}_i = \frac{u^{I/O}_i - \min_{j \in S} u^{I/O}_j}{\max_{j \in S} u^{I/O}_j - \min_{j \in S} u^{I/O}_j},$$

where $u^I$ denotes input utilities and $u^O$ denotes outputs of the fully connected layers. Note that the normalization is within assortment: different assortments may have different scales on utilities and what matters is the relative value.

Then we compute the differences of them:

$$\Delta u_i := u^O_i - \tilde{u}^I_i$$

for each $i \in S$ of the fully connected layers. $\Delta u_i = 0$ means the normalized utilities are same before and after the processing of fully connected layers. If $\Delta u_i$ is $-1$ or $1$, product $i$ is dramatically influenced: before processing it has the largest utility (smallest utility), i.e. $\tilde{u}_i^I = 1$ ($\tilde{u}_i^I = 0$), but after processing it becomes the smallest (largest).

We randomly choose 200 samples from the test data to plot Figure 7. The configurations of Gated-Assort-Net(f) and Res-Assort-Net(f) are chosen as the one with the best performance shown in Table
C.2 More on Model Calibration

As mentioned earlier, an alternative metric for probabilistic prediction is the calibration performance. Table 10 summarizes the calibration performances of different models averaged for all choices. In general, both Gated-Assort-Net(f) and Res-Assort-Net(f) have good performances in calibration, which complements the low out-of-sample CE losses shown in Table 9 in the sense of reliability.

| Model               |Datasets|SwissMetro|Expedia |
|---------------------|---------|----------|--------|
| MNL-MLE             |4.56     |0.79      |
| MNL(f)-MLE          |6.22     |0.61      |
| TasteNet+MNL        |5.50     |–         |
| TasteNet+MNL(f)     |4.66     |0.60      |
| DeepMNL+MNL         |8.19     |–         |
| DeepMNL+MNL(f)      |7.26     |0.59      |
| Random Forest       |7.56     |0.41      |
| Gated-Assort-Net(f)|4.67     |0.39      |
| Res-Assort-Net(f)   |4.65     |0.42      |

Table 10: Calibration errors on SwissMetro and Expedia by ACE ($\times 10^{-2}$).

**Metric calculation for Table 10:**

We use the Adaptive Expected Calibration Error (ACE) as our metric to measure calibration performance (Nixon et al., 2019):

$$\text{ACE} = \frac{1}{mB} \sum_{i=1}^{n} n_i \sum_{b=1}^{B} |\text{acc}(b, i) - \text{conf}(b, i)|,$$

where $m, B, n$ are the number of samples (assortments), bins and products. Here $n_i$ is the number of assortment samples where product $i$ is included, $\text{acc}(b, i), \text{conf}(b, i)$ are the mean of empirical purchase probabilities (confidence) and mean of predictions (accuracy) in $b$-th bin for product $i$. Further, for each product $i$, the bins are chosen by equal-mass, i.e., each bin will contain the same number of samples.

For Table 10, we choose the number of bins $B = 25$. The configurations of models are chosen as the one with lowest CE losses in Table 9. The training and testing data are same as in Appendix B.3.

D Numerical Experiments on Feature-free Real Data

Lastly, we conduct one more numerical experiment on a real data that has no product or customer feature. The summary statistics of the dataset is given in Table 11.

|            | Hotel 1 | Hotel 2 | Hotel 3 | Hotel 4 | Hotel 5 |
|------------|---------|---------|---------|---------|---------|
| # Samples  | 8935    | 870     | 6180    | 1330    | 1065    |
| # Products | 12      | 7       | 17      | 8       | 7       |
| # Train Samples | 6000 | 600     | 4000    | 900     | 800     |
| # Validate Samples | 1000   | 100     | 1000    | 100     | 100     |
| # Test Samples     | 1000   | 100     | 1000    | 200     | 100     |

Table 11: Description of Hotel data (Bodea et al. (2009)).
**Data description**  The data is from Bodea et al. (2009) and it is originally collected from five U.S. properties of a major hotel chain. For each customer, the offered products in assortment are the different room types, such as king room smoking and 2 double beds room non-smoking. We preprocess the data similar as Şimşek and Topaloglu (2018), including removing the purchases without matched room type in assortment, the room type with rare purchases, and adding the fake no purchase result.

Table 12 demonstrates the performance of two benchmark methods and the two neural network models. In this experiment, we train our Gated-Assort-Net and Res-Assort-Net for each of hotels using only samples for the hotel. Both networks are taking the simplest configuration: Gated-Assort-Net has no middle layer and Res-Assort-Net has one residual block. Compared to the benchmark MCCM-EM algorithm, we observe that our models have better performance on the dataset of Hotel 1 and Hotel 3. This is due to the fact that these two datasets have much larger number of samples than the other 3 hotels. This coincides with our previous observations that, a moderately large number of samples is necessary to fully show the advantage of a neural network model. When the number of samples is small, or possibly, the customer choice pattern is simple, the more analytical model of MNL-MLE or MCCM-EM is preferrable.