Effects of Ga substitution on electronic and thermoelectric properties of gapless semiconductor V₃Al
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Thermoelectric properties of the antiferromagnetic (AF) gapless semiconductor (GS) V₃Al were optimized by substituting Al with the isoelectronic element Ga in the D0₃ structure. Structural and mechanical stability, electronic structure and transport properties of V₃Al₀₋ₓGaₓ (x = 0.25, 0.5, 0.75 and 1) compounds have been studied based on first-principles calculations with the combination of the semiclassical Boltzmann theory and deformation potential theory. All the compounds are structurally and mechanically stable gapless semiconductors. The Ga substitution for Al leads to an appreciably decreased thermal conductivity and an undesirable decrease in power factor, but contributes more to the decreased thermal conductivity. Consequently, the figure of merit (zT) is effectively increased in V₃Al₀.₇₅Ga₀.₂₅ and V₃Ga compounds with respect to V₃Al.

1 Introduction

High efficiency thermoelectric (TE) materials are significant components for power generation devices that can convert waste heat into electricity. The conversion efficiency of TE materials is generally characterized by the dimensionless figure of merit defined as \( zT = S^2\sigma/k \), where \( S \), \( \sigma \), and \( k \) are the Seebeck coefficient, the electrical conductivity, and the absolute temperature, respectively. The total thermal conductivity \( k \) is composed of two parts, \( k = k_{\text{e}} + k_{\text{i}} \), where \( k_{\text{e}} \) (\( k_{\text{i}} \)) is the carrier (lattice) thermal conductivity. The thermally-driven electrical performance of TE materials is measured by the power factor (PF = \( S^2\sigma \)). To improve \( zT \), one has to enhance PF and/or weaken \( k \). The main challenge is how to make an improvement in the value of \( zT \) owing to the inter-dependency of the transport parameters \( (S, \sigma, \text{and } k_{\text{e}}) \). The electronic thermal conductivity \( (k_{\text{e}}) \) is positively related to the electrical conductivity \( (\sigma) \) by the Wiedemann–Franz law and a counteracted relationship between \( S \) and \( \sigma \) is often observed. Therefore, the optimization of \( zT \) is a great and challenging task for obtaining highly effective TE materials.

Among promising thermoelectric materials, half-Heusler alloys have been mostly studied due to their large power factor, mechanical properties and thermal stability. The semiconducting half-Heusler alloys have shown to exhibit large Seebeck coefficients (~300 \( \mu \text{V K}^{-1} \)) at room temperature and moderate electrical conductivities (~1000–10 000 \( \Omega^{-1} \text{ cm}^{-1} \)), which are attributed to their narrow bands associated to high effective masses. Nevertheless, their relatively high thermal conductivities lead to their low thermoelectric efficiencies. In order to decrease the lattice thermal conductivity which is the predominant contribution to the thermal conductivity, some efforts have been made by synthesizing compounds with complicated structures by nanostructuring, forming nanocomposites, and isoelectronic alloying, which enhances the phonon scattering by point defects due to mass differences (mass fluctuations) and size differences (strain field impurities) between the impurity atoms and the host atoms. Typically, a \( zT \sim 1 \) can be achieved for the nanostructured p-type Nb₀.₆Ti₀.₄FeNiSb₀.₉₅Sn₀.₀₅ composition near 973 K with a cost-effective mass-production nanocomposite approach. The thermal conductivity \( (k) \) of a TiNiSn₀.₉₅Sb₀.₀₅ sample synthesized by ball milling and shock compaction can drop from 10.6 to 3.7 W m\(^{-1}\) K\(^{-1}\) by reducing the grain size diameter of the sample from ~10 to ~1 \( \text{µm} \). The isoelectronic substitution of Zr for Hf in HfNiSn-based alloys remarkably reduced the lattice thermal conductivity and a \( zT \sim 1.0 \) was achieved at 1000 K for Hf₀.₆Zr₀.₄NiSb₀.₀₉Sb₀.₀₂ (ref. 11) and an even higher \( zT \sim 1.2 \) for Hf₀.₆Zr₀.₄NiSb₀.₉₉Sb₀.₀₅. Record-high \( zT \) values have been obtained for n-type Ti₀.₂Zr₀.₈Hf₀.₀₂₅NiSb₀.₉₉₅Sb₀.₀₀₂ (\( zT \sim 1.5 \) at 700 K, \( zT \sim 1.2 \) at 830 K (ref. 14)) and for p-type FeNb₀.₈₆Hf₀.₁₄Sb (\( zT \sim 1.5 \) at 1200 K (ref. 15)) and FeTi₀.₂Nb₀.₈₈Sb (\( zT \sim 1.1 \) at 1100 K (ref. 16)). In addition, semiconducting full-Heuslers with 24 valence electrons are other remarkable candidates for moderate temperature thermoelectric modules. Although only low \( zT \) values of 0.1–0.2 were achieved in the full-Heusler alloys due to lower density of states close to the Fermi level compared to half-Heusler alloys, a significant edge of improvement exists if the thermal conductivity is reduced and PF is further increased via manipulation of the electronic properties. Hole-type doping by Mn substitution at the Fe site.
and electron-type doping by Sb substitution at the Sn site have been explored in Fe₂TiSn samples prepared by arc melting plus spark plasma sintering or annealing. The remarkable PF ~ 0.4 mW m⁻¹ K⁻² in Fe₂₋₄Mn₂TiSn (x = 0.0185)²⁸ and PF ~ 1.3 mW m⁻¹ K⁻² in FeTiSn₁₋₂Sb₁ (x = 0.1)³¹ at room temperature indicated a more than double increase in PF at room temperature in the doped samples compared to that of the undoped one, which has been attributed to a strong resonant level induced by doped atoms near the Fermi level. Hole and isoelectronic doped Fe₂VAl by Ta substitution both at the Al site have been demonstrated to exhibit power factors in the range of 5–9 mW m⁻¹ K⁻² above room temperature.

The ternary Heusler phases often display defects including vacancy, antisite and swap defects, specifically, there is a natural tendency toward off-stoichiometry, predictable from thermodynamic theory, which may affect and even destroy the semiconductivity and transport properties.⁵³ as observed experimentally in half-Heusler ZrNiSn⁵⁶ and full-Heusler Fe₂-TiSn.¹¹,²¹ In contrast to the ternary Heuslers, the binary Heusler alloys have slight disorder compared to the ternary ones because there is only one type of transition metal. In particular, V₃Al has been recently predicted theoretically⁴⁸ and then confirmed experimentally⁴⁹ to be an antiferromagnetic (AF) gapless semiconductor (GS) with a stable cubic D₀₃ structure. The thermoelectric behavior of D₀₃-V₃Al has been studied and a zT ~ 0.32 and a PF ~ 800 mW m⁻¹ K⁻² were expected for p-type AF-D₀₃-V₃Al at a temperature of 500 K.⁵⁰ Although the thermoelectric performance and efficiency of V₃Al are largely enhanced compared to the full-Heusler alloys, it cannot compete with the efficiency of conventional power generators or refrigerators mainly due to its high thermal conductivity.

To further explore this enhanced performance, we have made some attempts to reduce the thermal conductivity by substituting Al with the isoelectronic element, Ga, in a V₃Al alloy. For this purpose, the electronic and thermoelectric properties of V₃-Al₁₋ₓGaₓ (x = 0.25, 0.5, 0.75 and 1) have been systematically studied. In addition, the mechanical stability and robustness of the doped V₃Al compounds were asserted by calculating elastic constants (Cij) and moduli (bulk modulus B, shear modulus G, and Young’s modulus E). The thermoelectric properties of V₃-Al₁₋ₓGaₓ (x = 0.25, 0.5, 0.75 and 1) were predicted by applying the semi-classical Boltzmann transport theory.

2 Computational method and process

The D₀₃-type Ga doped V₃Al-based compounds V₃Al₁₋ₓGaₓ have face-centered cubic structures and have the space group of Fm3m.²⁸,²⁹,³¹,³² In the Wyckoff coordination, Al atoms are located at the 4a (0,0,0) site, whereas the position of the V atoms is complicated. There are 12 V atoms in the unit cell of the V₃Al compound, 8 of which occupy the 4b (0.5,0.5,0.5) and the other 4 V atoms are at 4c (0.25,0.25,0.25) and 4d (0.75,0.75,0.75) (labeled V₁ and V₂). The doping concentrations of x = 0.25, 0.5, 0.75 and 1 in the V₃Al₁₋ₓGaₓ compounds mean that 1, 2, 3 or 4 Al atoms are substituted by Ga atoms in the V₃Al unit cell. All properties of V₃Al₁₋ₓGaₓ (x = 0.25, 0.5, 0.75 and 1) were calculated from first-principles within the framework of the projector augmented wave (PAW) method³³ as conducted using the package VASP.³⁴–³⁶ The generalized gradient approximation (GGA) and the Perdew–Burke–Ernzerhof (PBE)³⁷ were adopted for the exchange–correlation energy of electrons. For all the structures, the plane wave cut-off energy and a Monkhorst–Pack k-mesh sample in the whole Brillouin zone were 560 eV and 15 × 15 × 15 respectively, which are the same as those used in our previous work for V₃Al.⁵⁹ For V, Al, and Ga, 3d³s⁴, 3s²3p¹, and 4s²4p¹ states are considered as the valence states. The atom position is fully relaxed until the magnitude of the energy change and the force acting on each atom are smaller than 10⁻⁵ eV and 0.01 eV Å⁻¹. As shown in the previous work,⁵⁹ V₃Al is more stable in the AF phase, and therefore all the calculations were conducted for AF D₀₃ Ga-doped V₃Al.

To examine the mechanical stability of V₃Al₁₋ₓGaₓ, we need to evaluate the elastic constants, which can be obtained by the stress–strain method. For a cubic crystal, there are only three independent components, namely, C₁₁, C₁₂, and C₄₄. Among them, C₁₁ represents the elasticity in length, while C₁₂ and C₄₄ characterize the elasticity in shape. These elastic constants can be determined by computing the stress generated by applying a small strain to an optimized unit cell. More details of the calculations can be found in the literature.⁵⁸–⁶⁰ The bulk modulus (B), shear modulus (G), and Young’s modulus (E) can be expressed according to the elastic constants by the Voigt–Reuss–Hill (VRH) approximation.⁴¹ Thus, the mechanical stability of V₃Al₁₋ₓGaₓ can be judged by the following conditions:⁴²,⁴³

\[ C_{11} + 2C_{12} > 0, \quad C_{44} > 0, \quad C_{11} - C_{12} > 0. \]  

Electronic transport coefficients are predicted by using the semi-classical Boltzmann theory within the accurate band structures. In this approach, the electrical conductivity (σ) and electronic thermal conductivity (κₑ) are dependent on the relaxation time (τ). To calculate thermoelectric properties, we have to first calculate the relaxation time which is usually very complicated since it depends on phonon scattering, carrier scattering, and defect scattering mechanisms. Unlike some of the previous theoretical works where σ and κₑ were calculated based on a constant relaxation time²⁴,⁴⁵ or an experimental non-constant relaxation time,⁴⁶,⁴⁷ we determine relaxation time by using the combination of deformation potential (DP) theory and effective mass approximation which produces a reliable evaluation of electronic transport coefficients for FeNbSb-based half-Heusler thermoelectric materials compared with experimental data.⁴⁸ As the lattice constant is much smaller in comparison with the wavelength of thermally activated carriers, the electron-acoustic phonon coupling is the dominant mechanism.⁴⁹ The scheme is fortunately simplified. Accordingly, the relaxation time for a three-dimensional system can be calculated by the following formula:⁵⁸

\[ \tau = \frac{2\sqrt{2\pi C_B h^4}}{3(k_B T)^{3/2} E^3}. \]
where \( h \) is the Planck constant, \( k_B \) is the Boltzmann constant, and \( T \) is the absolute temperature. \( C \) is the elastic constant which can be expressed as

\[
C = \frac{1}{V_0} \frac{\partial^2 E}{\partial (\Delta l/l_0)^2},
\]

(3)

where \( V_0 \) and \( l_0 \) are the equilibrium volume and lattice constant of the unit cell. \( \Delta l = l - l_0 \) is the lattice strain and \( E \) is the corresponding total energy of the system. When calculating the effective mass \( m^* \) of electrons and holes, we have considered the band degeneracy. In formula (2), the deformation potential constant \( E \) representing the conduction (valence) band edge shift per unit strain is given by

\[
E = \frac{\partial E_{\text{edge}}}{\partial (\Delta l/l_0)}.
\]

(4)

To calculate the lattice thermal conductivity \( (\kappa_l) \), we use the associated semi-empirical model\(^{22,23} \) from ground-state DFT calculations. In this approach, \( \kappa_l \) is modeled as simple descriptors including acoustic \( (\kappa_{l,\text{ac}}) \) and optical phonon modes \( (\kappa_{l,\text{op}}) \).\(^{24} \) The predominant contribution stems from the acoustic phonon mode \( (\kappa_{l,\text{ac}}) \). Based on a simplified Debye–Callaway approach, \( \kappa_{l,\text{ac}} \) can be approximated to be

\[
\kappa_{l,\text{ac}} = \frac{(6\pi^2)^{2/3}}{4\pi^2} \frac{MV_3^3}{TV^{2/3}V^2/3} ^{1/3}, \quad M = \frac{\pi^2}{6} 
\]

(5)

in which \( M \) and \( V \) are the average mass and volume per atom respectively. \( n \) is the number of total atoms in the primitive cell. The value of the Grüneisen constant \( (\gamma) \) at different temperatures can be obtained from the crystal structure data by applying the quasi-harmonic Debye model.\(^{55,56} \) \( V_3 \) is the velocity of sound and is approximately equal to

\[
\kappa_{l,\text{op}} = \frac{3k_B V_3}{2V^{2/3}} \frac{\pi^{1/3}}{6} \left(1 - \frac{1}{n^{2/3}}\right), \quad \text{where } B = \text{the bulk modulus}
\]

(6)

and \( d \) is the density. The optical phonon mode is in the form of

\[
\kappa_{l,\text{op}} = \frac{3k_B V_3}{2V^{2/3}} \frac{\pi^{1/3}}{6} \left(1 - \frac{1}{n^{2/3}}\right).
\]

All of these required parameters can be obtained from ground-state calculations.

### 3 Results and discussion

#### 3.1 Formation energy and structural stability

We firstly assessed the structural stability of the \( V_3Al_{1-x}Ga_x \) \((x = 0.25, 0.5, 0.75 \text{ and } 1) \) compounds based on the calculated formation energy. The formation energy of these doped compounds is in the form of

\[
E_f = E_{V_3Al_{1-x}Ga_x} + xE_{Al} - (E_{V_3Al} + xE_{Ga}),
\]

(7)

where \( E_{V_3Al_{1-x}Ga_x} \) and \( E_{V_3Al} \) stand for the total energies of the doped compounds and the ideal \( V_3Al \) per unit cell, \( E_{Al} \) and \( E_{Ga} \) are the chemical potentials of Al and Ga atoms respectively, and \( x \) is the number of doped atoms. The calculated formation energies of all of the compounds are summarized in Table 1. Obviously, all the obtained values are negative, which indicates the thermodynamic stability of these doped compounds. The geometry structures of the \( V_3Al_{1-x}Ga_x \) \((x = 0.25, 0.5, 0.75 \text{ and } 1) \) alloys in antiferromagnetic phase were then fully optimized based on energy minimization calculations. The configurations of the lowest energy were considered for further calculations. In Fig. 1, we present the total energy of \( V_3Al_{1-x}Ga_x \) \((x = 0.25, 0.5, 0.75 \text{ and } 1) \) as a function of the strained lattice parameter with respect to the equilibrium parameter \( \Delta l/l_0 \) ranging from \(-0.05 \) to \(0.05 \). By fitting these calculated data to the third-order Birch–Murnaghan equation of state (EOS),\(^{57,58} \) the optimal lattice parameters for all the compounds were obtained and are shown in Fig. 1 and collected in Table 1. It is shown that the lattice constant decreases as the doping concentration increases from \( 0 \) to \( 1 \) in \( V_3Al_{1-x}Ga_x \), exhibiting good linear dependence and obeying Vegard’s law.\(^{29} \) The obtained equilibrium lattice constants for \( V_3Al \) and \( V_3Ga \) are consistent with other theoretical and experimental results,\(^{28,29} \) which indicates the reliability of the computational method used in this study. Unfortunately, we are not aware of available data to compare with our results for other doped compounds. In Table 1, we also present the anti-aligned atom-resolved magnetic moments (AMM). The AMM of \( V_3 \) increases with an increase in the doping concentration whereas there is a decreasing trend for \( V_2 \) due to the incorporation of Ga atoms in \( V_3Al \).

#### 3.2 Mechanical stability and elastic properties

The three independent elastic constants \( (C_{11}, C_{12}, \text{ and } C_{44}) \) for \( V_3Al_{1-x}Ga_x \) \((x = 0, 0.25, 0.5, 0.75 \text{ and } 1) \) are presented as

| x     | \( E_f \) | \( a \)     | AMM \((V_1)\) | AMM \((V_2)\) |
|-------|----------|------------|--------------|--------------|
| 0     | -0.049   | 6.072      | -1.527       | 1.527        |
| 0.25  | -0.090   | 6.064      | -1.509       | 1.509        |
| 0.5   | -0.124   | 6.056      | -1.482       | 1.482        |
| 0.75  | -0.151   | 6.048      | -1.460       | 1.460        |
| 1     | -0.151   | 6.042      | -1.446       | 1.446        |

\(^a\) Experimental results in ref. 29. \(^b\) Theoretical results in ref. 28.
The considered compounds satisfy the mechanical stability criteria (1) and hence are mechanically stable. As is seen in Fig. 2, $C_{12}$ increases monotonically with the doping concentration, to which $C_{11}$ shows opposite variation. Meanwhile, $C_{44}$ is kept almost unvaried with the concentration of Ga. The obtained bulk modulus ($B$), shear modulus ($G$), and Young’s modulus ($E$) are also shown in Fig. 2. It is obvious that the value of $B$ shows an increasing trend as the doping concentration increases from 0 ($V_3Al$) to 1 ($V_3Ga$), indicating that it is more and more difficult to compress the listed compounds. The largest shear modulus ($G$) for $V_3Al$ among all of the compounds means that $V_3Al$ can withstand the largest shear strain. As is well known, the Young’s modulus ($E$), defined as the ratio of stress and strain, is used to predict the stiffness of a material. The descending $E$ value of these compounds manifests that their stiffness becomes weaker with an increasing $x$. The ratio between the bulk modulus and the shear modulus ($B/G$) is used to provide a measure of ductility or brittleness of a material. When $B/G$ is larger than 1.75, the material is ductile, otherwise it is a brittle material. Our calculated $B/G$ values for the five alloys are all above 1.75, indicating that they are prone to be ductile.

### 3.3 Electronic properties

Within the crystal structures at their equilibrium lattice constants, we further calculated the band structures and density of states (DOS) for the $V_3Al_{1-x}Ga_x$ ($x = 0, 0.25, 0.5, 0.75$ and 1) compounds. Fig. 3 shows the band structures and DOS for $x = 0$ ($V_3Al$) and $x = 1$ ($V_3Ga$). It can be seen from the left panel that the conduction band edge is very close to the valence band edge, forming narrow bandgaps of 0.08 eV ($x = 0$) and 0.06 eV ($x = 1$). The obtained bandgap values are both less than 0.1 eV, and therefore $V_3Al$ and $V_3Ga$ are antiferromagnetic gapless semiconductors. The experimental verification of such antiferromagnetic gapless semiconducting behavior of $V_3Al$ confirms the reliability of our calculations. In the right column of Fig. 3, the minimum of the conduction band is mainly derived from the $d$–$d$ hybridization between different $V$ atoms and the maximum of the valence band is mostly contributed by the 3d states of $V$ atoms that possess positive magnetic moment. We then plotted the band structures and density of states for the doped systems ($x = 0.25, 0.5$ and 0.75) in Fig. 4. The change of the valence band maximum (VBM) and the conduction band minimum (CBM) with Ga substitution creates a small direct bandgap of 0.04 eV for all of these doped systems, which is smaller than those of $V_3Al$ and $V_3Ga$. Such a small bandgap implies that all of the doped systems exist as gapless semiconductors. It can be seen from the DOS for these three doped systems that the states higher than the minimum of the conduction band are ascribed to the 3d orbital of the $V$ atoms.
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**Fig. 1** The total energy as a function of the uniaxial strain $\Delta l/l_0$ with $\Delta l = l - l_0$ for $V_3Al_{1-x}Ga_x$ alloys where (a) $x = 0.25$, (b) $x = 0.5$, (c) $x = 0.75$, and (d) $x = 1$.

![Fig. 2](image2.png)

**Fig. 2** Elastic constants and moduli as a function of the doping concentration.

| $x$  | $C_{11}$ (GPa) | $C_{12}$ (GPa) | $C_{44}$ (GPa) | $B$ (GPa) | $G$ (GPa) | $B/G$ | $E$ (GPa) | $\gamma$ |
|------|----------------|----------------|----------------|--------|--------|--------|--------|---------|
| 0    | 204.801        | 119.963        | 63.568         | 148.242| 54.053 | 2.743  | 144.587| 0.337   |
| 0.25 | 203.056        | 122.354        | 62.968         | 149.255| 52.679 | 2.833  | 141.400| 0.342   |
| 0.5  | 201.735        | 124.807        | 62.956         | 150.450| 51.668 | 2.912  | 139.082| 0.346   |
| 0.75 | 200.722        | 127.786        | 62.930         | 152.098| 50.559 | 3.008  | 136.548| 0.350   |
| 1    | 198.977        | 129.906        | 63.103         | 152.930| 49.545 | 3.087  | 134.149| 0.354   |
with a negative magnetic moment whereas the 3d state hybridization between the other two V atoms forms most of that lower than the maximum of the valence bands. In addition, the energy band near the VBM and CBM of the doped systems that is flatter than that of V$_3$Al suggests enhanced effective masses for all of the doped systems compared to V$_3$Al.

### 3.4 Thermoelectric properties

With the help of deformation potential theory, the obtained carrier relaxation times (τ) of V$_3$Al$_{1-x}$Ga$_x$ ($x = 0.25, 0.5, 0.75$ and $1$) for electrons and holes are summarized in Table 3, together with the elastic constants (C), deformation potential constants (E), and effective masses ($m^*$). The values of effective mass for electrons are smaller than those for holes in all of the systems, which is mainly derived from the sharper energy band around the CBM as shown in Fig. 3 and 4. The varying effective mass as the doping concentration ($x$) increases from 0 to 1 in V$_3$Al$_{1-x}$Ga$_x$ is due to the significant influence on band structures made by substituting Ga for Al. Typically, τ = 493 fs for n-type V$_3$Al, and is almost 5 times as high as that for n-type V$_3$Al$_{0.25}$Ga$_{0.75}$, and τ for p-type V$_3$Al is 273 fs, which is about 2.7 times higher than that for p-type V$_3$Al$_{0.25}$Ga$_{0.75}$. The low relaxation time in these Ga-containing materials results from the spatially localized nature of the transition metal 3d orbital. The experimental Néel temperature for D0$_3$ V$_3$Al is 600 K. A detailed study on the thermoelectric properties when the temperature ranges from 300 to 600 K was carried out in this section. However, theoretical computation showed that the Néel temperature for D0$_3$ V$_3$Al is as high as 988 K due to the large antiferromagnetic exchange interactions. As a result, the thermoelectric properties at 900 K are also given for comparison.

Fig. 5 shows the carrier concentration ($n$) dependence of the Seebeck coefficient ($S$) and the power factor (PF) at the temperatures of 300, 450, 600, and 900 K for the V$_3$Al$_{1-x}$Ga$_x$ ($x = 0, 0.25, 0.5, 0.75$ and $1$) compounds. The absolute value of $S$ can reach a peak at a particular concentration for both p-type and n-type systems with an increasing $n$. The peak height becomes low and shifts slightly towards the higher carrier concentration with the enhancement of the temperature. It is obvious to find that the peak of the Seebeck coefficient at 300 K becomes higher with increasing Ga content in V$_3$Al$_{1-x}$Ga$_x$. In addition, the highest absolute values of the Seebeck coefficient are obtained with $x = 1$ for both p-type and n-type systems. The peak values are 128.51 (x = 0) and 166.04 μV K$^{-1}$ (x = 1) for p-type systems, and −112.57 (x = 0) and −151.33 μV K$^{-1}$ (x = 1) for n-type systems. This indicates that the D0$_3$ V$_3$Ga compound may have more favorable thermoelectric performance than V$_3$Al. It is clear that the calculated power factor first increases to a maximum and then is reduced with a further increase in the carrier concentration and it is expected that PF reaches the

### Table 3 The calculated elastic constants (C), deformation potential constants (E), effective masses ($m^*$), and obtained relaxation times (τ) at room temperature

| $x$ | Carrier type | C ($\times 10^3$) | $E$ (eV) | $m^*$ ($m_e$) | τ (fs) |
|-----|--------------|------------------|---------|---------------|------|
| 0.25| Electron     | 1.459            | 27.595  | 0.071         | 355.602 |
|     | Hole         | 1.459            | 28.420  | 0.082         | 268.294 |
| 0.5 | Electron     | 1.471            | 27.241  | 0.129         | 150.160 |
|     | Hole         | 1.471            | 27.683  | 0.132         | 139.793 |
| 0.75| Electron     | 1.483            | 26.575  | 0.166         | 108.191 |
|     | Hole         | 1.483            | 26.967  | 0.172         | 100.298 |
| 1   | Electron     | 1.498            | 26.560  | 0.153         | 123.751 |
|     | Hole         | 1.498            | 26.455  | 0.171         | 106.129 |
second maximum at high $n$ for all of the n-type systems at room temperature. The peak location gets smaller and shifts to the high carrier concentration range with increasing temperature. As the doping concentration increases from 0 to 0.75, the increased effective mass leads to a higher Seebeck coefficient but contributes more to decreased carrier mobility. Therefore, the values of PF for the doped systems distinctly decrease with increasing effective mass. When $m^*$ is decreased in V$_3$Al$_{1-x}$Ga$_x$ ($x = 0$), the optimal power factor increases. The thermal conductivities ($\kappa$) and figures of merit ($zT$) as a function of the carrier concentration ($n$) at the temperatures of 300, 450, 600, and 900 K for the V$_3$Al$_{1-x}$Ga$_x$ ($x = 0$, 0.25, 0.5, 0.75 and 1) compounds are shown in Fig. 6. The $\kappa$ values of the p-type systems are smaller than those of the n-type ones, which indicates that the thermoelectric performances of the n-type systems could be less favored than those of the p-type ones. Fortunately, the increasing Ga content causes rapidly decreased total thermal conductivity over the measured temperatures due to the significant decrease in the lattice thermal conductivity. As a result, Ga doping of V$_3$Al$_{1-x}$Ga$_x$ is an effective way to reduce the $\kapp$ of V$_3$Al. By inserting calculated thermoelectric transport parameters into $zT = S^2\sigma T/\kappa$, we can evaluate the thermoelectric performances of all of these compounds. The p-type systems exhibit larger $zT$ values than the n-type ones at 300, 450, and 600 K, and it is completely different when the temperature is 900 K, at which the largest $zT$ value is obtained for the n-type system. This indicates that good thermoelectric properties for all of the five compounds can be realized in p-type systems at 300, 450, and 600 K. At the relatively high temperature of 900 K, n-type compounds can be used as promising thermoelectric materials. When the temperature is varied from 300 to 900 K, the optimal $zT$ values were 0.319 ($x = 0$), 0.298 ($x = 0.25$), 0.276 ($x = 0.5$), 0.264 ($x = 0.75$), and 0.298 ($x = 1$) for p-type systems at 600 K and they were 0.297 ($x = 0$), 0.290 ($x = 0.25$), 0.267 ($x = 0.5$), 0.262 ($x = 0.75$), and 0.280 ($x = 1$) respectively for n-type systems. As discussed above, the changed band structure induced by Ga substitution leads to greatly decreased thermal conductivity although there is an undesirable decrease in power factor. So, an enhanced $zT$ could be anticipated in the Ga doping of V$_3$Al$_{1-x}$Ga$_x$. It should be pointed out that $zT$ peaks at room temperature are significantly enhanced in some of the Ga doping systems. The highest obtained $zT$ values were 0.268 ($x = 0.25$) and 0.275 ($x = 1$) for p-type systems, and 0.244 ($x = 0.25$)
and 0.243 ($x = 1$) for n-type ones. Otherwise, the maximal $\zeta T$ for pure $V_3Al$ is 0.259 (p-type) and 0.242 (n-type). Thus, in spite of having smaller power factors than pure $V_3Al$, $V_3Al_{0.75}Ga_{0.25}$ and $V_3Ga$ have higher $\zeta T$ values because of the larger $S$ and lower $k$. As a result, the thermoelectric performance of $V_3Al$ can be effectively improved by Ga doping. In Fig. 7, we present the

Fig. 6  The thermal conductivity ($\kappa$) ((a–e) are for n-type systems and (f–j) are for p-type systems) and figure of merit ($\zeta T$) ((k–o) are for n-type systems and (p–t) are for p-type systems) for $V_3Al_{1-x}Ga_x$ ($x = 0, 0.25, 0.5, 0.75$ and $1$) as a function of the carrier concentration at temperatures of 300, 450, 600, and 900 K. Solid and dashed lines refer to results for n-type and p-type systems, respectively.

and 0.243 ($x = 1$) for n-type ones. Otherwise, the maximal $\zeta T$ for pure $V_3Al$ is 0.259 (p-type) and 0.242 (n-type). Thus, in spite of having smaller power factors than pure $V_3Al$, $V_3Al_{0.75}Ga_{0.25}$ and $V_3Ga$ have higher $\zeta T$ values because of the larger $S$ and lower $k$. As a result, the thermoelectric performance of $V_3Al$ can be effectively improved by Ga doping. In Fig. 7, we present the

Fig. 7  The figure of merit ($\zeta T$) as a function of temperature for n-type (a–e) and p-type (f–j) $V_3Al_{1-x}Ga_x$ ($x = 0, 0.25, 0.5, 0.75$ and $1$) at four different optimal carrier concentrations. Solid and dashed lines refer to results for n-type and p-type systems, respectively.
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figure of merit ($zT$) as a function of the temperature ($T$) for both the n-type and p-type V$_x$Al$_{1-x}$Ga$_2$ ($x = 0, 0.25, 0.5, 0.75$ and $1$) compounds. Four optimal doping concentrations were chosen based on the maximum $zT$ at $300, 450, 600,$ and $900$ K. From the variation of the figure of merit with temperature, the values of $T$ at which $zT$ achieves the maxima are higher with increasing carrier concentration and lies in the range of $500$ to $700$ K. As such, p-type systems exhibit favorable TE performance even at low temperatures.

4 Conclusions

In this work, structural and mechanical stability, electronic structure and transport properties of V$_x$Al$_{1-x}$Ga$_2$ ($x = 0.25, 0.5, 0.75$ and $1$) compounds have been investigated and compared based on the maximum $zT$ at which $zT$ achieves the maxima and lies in the range of 500 to 700 K. As such, p-type systems exhibit favorable TE performance even at low temperatures.
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