Estimating Direction of Arrival by Using Two-Dimensional State-Space Balance Method
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1. Introduction

In array signal processing, target direction of arrival (DOA) estimation has been widely applied in radar, sonar, wireless indoor positioning [1–3] and so on. Since the uniform rectangular array (URA) can provide the information of azimuth and elevation angles, a lot of 2D DOA methods have been developed, such as multiple signal classification (MUSIC) algorithm [4–6], root-MUSIC [7], estimation of signal parameters via rotational invariance technique (ESPRIT) algorithm [8, 9], and rank reduce (RARE) algorithm [10]. These conventional high resolution DOA parameter estimation techniques are mainly based on the statistical data by using the covariance matrix under the uncorrelated conditions. In the nonstationary environment, these DOA estimation methods performed poorly without preprocessing, but the matrix pencil (MP) method [11] got good performance by processing the received data directly based on the single snapshot. The unitary matrix pencil (UMP) method [12] can reduce the computation compared with the MP method by using a unitary matrix transformation, which can convert the complex operations to the real operations. The accuracy of both methods is nearly the same. The MP or UMP methods can also be regarded as a state-space method via observability or controllability processing. However, the method that using both observability and controllability matrices was not considered to estimate the DOAs in the spatial domain which may be acquire a good performance. On the other hand, the additional search of the angle pairing is essential to the MP/UMP method by maximizing the cost function, which exploits the orthogonal property between signal subspace and noise subspace. However, the computational complexity of the MP/UMP method is high, and the angle pairing is always mismatched in the low SNR condition. Therefore, many automatic pairing techniques were presented to solve this problem, such as simultaneous diagonalization [13, 14], simultaneous Schur decomposition [15], and eigenvalue pairing [16].

This paper presents a two-dimensional state-space balance (2D SSB) method that is applied to the DOA estimation in order to get better DOA estimation than the 2D MP/UMP method. On one hand, the comprehensive utilization of controllability and observability matrices has been considered to improve direction abilities. On the other hand, this method can obtain the elevation angle and azimuth angle without pair matching process via automatic pairing technique.

2. Signal Model

The uniform rectangular array (URA) in Figure 1 consists of \( M \times N \) identical and omnidirectional sensors with
matrix $D_m$ is formed by using the $m$th row of the received data array $z(m, n)$ as follows:

$$D_m = \begin{bmatrix} z(m, 0) & z(m, 1) & \cdots & z(m, N - C) \\ z(m, 1) & z(m, 2) & \cdots & z(m, N - C + 1) \\ \vdots & \vdots & \ddots & \vdots \\ z(m, C - 1) & z(m, C) & \cdots & z(m, N - 1) \end{bmatrix},$$  

where $C$ is the window pencil parameter \[17\]. We define Hankel matrices $D_+^m$ and $D_-^m$ as follows:

$$D_+^m = D_m \mathbf{J}_1$$  

$$D_-^m = D_m \mathbf{J}_2,$$

where $\mathbf{J}_1 = [\mathbf{I}_{(N-C)\times(N-C)}; \mathbf{0}_{k\times(N-C)}]$ and $\mathbf{J}_2 = [\mathbf{0}_{k\times(N-C)}; \mathbf{I}_{(N-C)\times(N-C)}]$ are selection matrices. $\mathbf{I}_{(N-C)\times(N-C)}$ is the identity matrix. Then, Hankel matrices $D_+^m$ and $D_-^m$ are used to structure the Hankel block matrices $H_{00}, H_{01}, \text{and } H_{10}$ as follows:

$$H_{00} = \begin{bmatrix} D_0^+ & D_1^+ & \cdots & D_{M-B+1}^+ \\ D_0^- & D_1^- & \cdots & D_{M-B}^- \\ \vdots & \vdots & \ddots & \vdots \\ D_{B-1}^- & D_{B-1}^- & \cdots & D_{M-2}^- \end{bmatrix}$$

$$H_{01} = \begin{bmatrix} D_0^+ & D_1^+ & \cdots & D_{M-B+1}^+ \\ D_0^- & D_1^- & \cdots & D_{M-B}^- \\ \vdots & \vdots & \ddots & \vdots \\ D_{B-1}^- & D_{B-1}^- & \cdots & D_{M-2}^- \\ D_B^+ & D_{B+1}^+ & \cdots & D_{M-1}^+ \end{bmatrix}$$

where $B$ is also the window pencil parameter. Substituting (2) and (4) into (5), Hankel matrices $H_{00}, H_{01}, \text{and } H_{10}$ can be rewritten as

$$H_{00} = \mathbf{O} \mathbf{C}$$

$$H_{01} = \mathbf{O} \Phi_x \mathbf{C}$$

$$H_{10} = \mathbf{O} \Phi_y \mathbf{C},$$

where $\mathbf{O} = [\mathbf{G} \Phi_x \Phi_y; \mathbf{G} \Phi_x \Phi_y; \mathbf{G} \Phi_x \Phi_y; \cdots | \mathbf{G} \Phi_x \Phi_y; \mathbf{G} \Phi_x \Phi_y; \mathbf{G} \Phi_x \Phi_y; \cdots | \mathbf{G} \Phi_x \Phi_y; \mathbf{G} \Phi_x \Phi_y; \cdots | \cdots]^T$ is the observability matrix, $\mathbf{C} = [\Phi_x \Phi_y \mathbf{B}; \Phi_x \Phi_y \mathbf{B}; \cdots | \Phi_x \Phi_y \mathbf{B}; \Phi_x \Phi_y \mathbf{B}; \cdots | \cdots]^T$ is the controllability matrix, and $[\cdot]^T$ denotes the transpose.

3. 2D State-Space Balance Method

Equation (1) can be rewritten in a matrix form akin to that of a state-space impulse response as

$$z(m, n) = \mathbf{G} \Phi_x^m \Phi_y^n \mathbf{B},$$  

$$0 \leq m \leq M - 1, \ 0 \leq n \leq N - 1,$$

where $\Phi_x = \text{diag}(e^{i\theta_1}, e^{i\theta_2}, \ldots, e^{i\theta_K})$ and $\Phi_y = \text{diag}(e^{i\phi_1}, e^{i\phi_2}, \ldots, e^{i\phi_K})$ are diagonal matrices so that they can commute under state-space system equivalence transformations \[18\]. $\text{diag}(\cdot)$ denotes the square matrix. $\mathbf{G} = [g_1, g_2, \ldots, g_K]$ is the gain vector. Diagonal matrices $\Phi_x$ and $\Phi_y$ contain the DOA information about $u_k$ and $v_k$. So we will isolate and solve $\Phi_x$ and $\Phi_y$ by using the 2D SSB method. Firstly, Hankel interelement spacing of $d_x = d_y = \lambda/2$, where $\lambda$ is the carrier wavelength.

Suppose $K$ far-field narrowband signals impinge on the URA, $s_k$ denotes the $k$th incident signal, $\theta_k$ is the $k$th elevation angle, and $\phi_k$ is the $k$th azimuth angle, respectively. The received data $z(m, n)$ at the $(m, n)$th feeding point of the omnidirectional antennas without noise can be expressed as \[17\]

$$z(m, n) = \sum_{k=1}^{K} g_k e^{imu_k e^{inv_k}} = \sum_{k=1}^{K} g_k e^{im\theta_k e^{in\phi_k}},$$

$$0 \leq m \leq M - 1, \ 0 \leq n \leq N - 1,$$

where $u_k = \sin \theta_k \cos \phi_k$ and $v_k = \sin \theta_k \sin \phi_k$ are direction cosines mapping with azimuth and elevation angles and $g_k$ is the gain of the $k$th incident signal.
Considering the singular value decomposition (SVD) of matrix \( H_{00} \), (6) can be expressed as

\[
H_{00} = U \Sigma V^H = [U_1 \ U_n] \begin{bmatrix} \Sigma_s & 0 \\ 0 & \Sigma_n \end{bmatrix} [V_1^H \ V_n^H]. \tag{9}
\]

The noise effect should be cut off in order to obtain the high accuracy DOA estimation. Hence, observability matrix \( \mathbf{O} \) and controllability matrix \( \mathbf{C} \) can be acquired as

\[
\mathbf{O} = U_{1:K} \sqrt{\Sigma_{1:K,1:K}}
\]

\[
\mathbf{C} = \sqrt{\Sigma_{1:K,1:K}} V_{1:K}^H,
\tag{10}
\]

where \( K \) is the number of signals, which can be adopted by Akaike information criterion (AIC) [19] and minimum description length (MDL) [20]. Then, through the comprehensive utilization of controllability matrix \( \mathbf{C} \) and observability matrix \( \mathbf{O} \), we can get the final results

\[
\Phi_x = \text{pinv}(\mathbf{O}) H_{01} \text{pinv}(\mathbf{C})
\]

\[
\Phi_y = \text{pinv}(\mathbf{O}) H_{10} \text{pinv}(\mathbf{C}),
\tag{11}\]

where \( \text{pinv}(\cdot) \) is pseudoinverse. For the implementation simplicity, the eigenvalue pairing [16] technique is applied. Therefore, diagonal matrices \( \Phi_x \) and \( \Phi_y \) can be obtained through eigendecomposition of matrices \( \Phi_x \) and \( \Phi_y \)

\[
\Phi_x = T^{-1} \Phi_x T
\]

\[
\Phi_y = T^{-1} \Phi_y T,
\tag{12}\]

where \( T \) can diagonalize both \( \Phi_x \) and \( \Phi_y \) in a similarity transformation. Finally, \((\phi_k, \theta_k)\) pairs can automatically be paired from diagonal matrices \( \Phi_x \) and \( \Phi_y \). Therefore, we can get the final results

\[
\theta_k = \arctan \left( \frac{v_k}{u_k} \right)
\]

\[
\phi_k = \arcsin \sqrt{u_k^2 + v_k^2}.
\tag{13}\]

Then the solving steps can be written as follows

Step 1. Construct the Hankel matrices \( H_{00}, H_{01}, \) and \( H_{10} \) from the received data \( z(m, n) \).

Step 2. Use the singular value decomposition of Hankel matrix \( H_{00} \) to acquire the left singular vector \( U \), right singular vector \( V \), and singular value \( \Sigma \).

Step 3. Construct the controllability matrix \( \mathbf{C} \) and observability matrix \( \mathbf{O} \).

Step 4. Use (11) to obtain matrices \( \Phi_x \) and \( \Phi_y \).

Step 5. Use eigenvalue pairing technique to get the diagonal matrices \( \Phi_x \) and \( \Phi_y \).

Step 6. Use (13) to estimate final results \( \{(\theta_k, \phi_k)\}^K_{k=1} \).

4. Simulation

Firstly, two far-field narrowband signals impinge on the \( 20 \times 20 \) URA with \((\theta_1, \phi_1) = (25^\circ, 55^\circ) \) and \((\theta_2, \phi_2) = (45^\circ, 65^\circ) \), where the source positions are relatively dispersed. The distance between any two elements of the URA is half a wavelength. The window pencil parameters are \( B = 10 \) and \( C = 10 \). The root mean square errors (RMSEs) of azimuth and elevation angles against with SNR for the URA are illustrated in Figure 2, where 500 Monte Carlo experiments are tested for each data. The RMSEs for the estimates of source DOAs \( \theta \) and \( \phi \) are defined as

\[
\text{RMSE}_{\theta} = \sqrt{\frac{1}{JK} \sum_{j=1}^{J} \sum_{k=1}^{K} (\theta_{jk} - \theta_k)^2}
\]

\[
\text{RMSE}_{\phi} = \sqrt{\frac{1}{JK} \sum_{j=1}^{J} \sum_{k=1}^{K} (\phi_{jk} - \phi_k)^2},
\tag{14}\]

where \( J \) is the number of Monte Carlo experiments. As can be seen from Figure 2, the RMSEs of DOAs \( \theta \) and \( \phi \) decrease as SNR increases, and the 2D SSB method has a better performance than 2D MP/UMP method [17] at the same SNR, which validates the proposed 2D SSB method.

Secondly, the challenging scenario of closely positioned sources impinging on the same URA is taken into consideration with \((\theta_1, \phi_1) = (10^\circ, 12^\circ) \) and \((\theta_2, \phi_2) = (12^\circ, 10^\circ) \). Figure 3 shows the results. The 2D SSB method still has a better performance than the 2D MP/UMP method while the performance of 2D MP method deteriorated sharply even the SNR is very high. In addition, the SNR threshold of 2D SSB is much lower than the 2D UMP method. However, in order to acquire a good DOA estimation, a higher SNR threshold is
necessary compared with the scenario in the first simulation. All in all, 2D SSB performs more robustness and effectiveness than 2D MP/UMP method.

Thirdly, same scenario with correlated signals and uncorrelated signals is also taken into consideration in Figures 4 and 5. In order to describe the correlated signals and uncorrelated signals, multiple snapshot case is considered. 2D SSB can easily deal with multiple snapshot case by using the method in [21]. The number of snapshots is set to be

4. As illustrated in Figures 4 and 5, 2D SSB also performs better.

In the last simulation, 9 incident signals impinge on the same URA. The 2D DOA estimation results for 300 Monte Carlo simulations are shown in Figures 6 and 7 with SNR = −5 dB and SNR = 5 dB, and the estimate values are quite close to the real values indicated by the cross mark. Obviously, the results demonstrate that the angles of azimuth and elevation are paired correctly and effectively. In addition, the proposed method can compute the same azimuths when the elevations are different or the same elevations when the azimuths are different.
5. Conclusion

A 2D SSB method is proposed in this paper to estimate the angles of azimuth and elevation. This algorithm indicates high performance by using both observability and controllability matrices. Additionally, this method can provide automatically paired 2D direction cosine estimates without matching pair and deal with the correlated signals directly. Simulations demonstrate the effectiveness of our method.
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