High rates of fuel consumption are not required by insulating motifs to suppress retroactivity in biochemical circuits
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Abstract

Retroactivity arises when the coupling of a molecular network $\mathcal{U}$ to a downstream network $\mathcal{D}$ results in signal propagation back from $\mathcal{D}$ to $\mathcal{U}$. The phenomenon represents a breakdown in modularity of biochemical circuits and hampers the rational design of complex functional networks. Considering simple models of signal-transduction architectures, we demonstrate the strong dependence of retroactivity on the properties of the upstream system, and explore the cost and efficacy of fuel-consuming insulating motifs that can mitigate retroactive effects. We find that simple insulating motifs can suppress retroactivity at a low fuel cost by coupling only weakly to the upstream system $\mathcal{U}$. However, this design approach reduces the signalling network’s robustness to perturbations from leak reactions, and potentially compromises its ability to respond to rapidly-varying signals.

1 Introduction

The possibility of designing electrical circuits to function as well-defined modules is crucial to the engineering of complex circuitry with many interconnected components. Ideal modules have clearly-defined inputs, and produce outputs specified by those inputs and the internal structure of the module, independent of the broader context within which they are embedded \cite{1}. This modularity property is also at the heart of computing, where it permits an extendable programming framework.

Biological systems appear to exhibit modularity in some contexts, and it has been suggested that this modularity is evolutionarily advantageous \cite{4, 5, 10}, or contributes to system robustness \cite{6, 7, 8}. For humans seeking to engineer biological systems without the benefit of billions of years of highly parallel evolution, however, modularity is essential to making systematic progress. Indeed, synthetic biology is based on the principle that genes and even whole gene networks can be transplanted between cell lines and remain functional \cite{9}.

In the context of biochemical networks, the concept of modularity was first put on a solid footing by Hartwell \cite{10}, Lauffenburger \cite{11} and Weiss et.al. \cite{9, 12}. Breakdowns in modularity in biochemical networks have been shown to cause “retroactiv-
FIGURE 1: A schematic representation of the concept of retroactivity. (A) Subsystems $\mathcal{U}$ and $\mathcal{D}$ evolve separately according to internal dynamics (the arrows in these diagrams indicate arbitrary interactions). (B) By coupling $\mathcal{U}$ and $\mathcal{D}$ via a molecular interaction between $Z$ (an output of $\mathcal{U}$) and $G$ (an input of $\mathcal{D}$), a signal is propagated. However, in general the coupling also induces changes in $Z$ due to retroactivity (dashed line). (C) This retroactivity is particularly problematic when adding an additional downstream system $\mathcal{D}'$ that also couples to $\mathcal{U}$. (D) Retroactivity can potentially be reduced using an insulator $\mathcal{I}$ between $\mathcal{U}$ and $\mathcal{D}$. In effect, $\mathcal{U}$ couples to a compound downstream motif $\mathcal{D}'$. (E) A specific example of an insulating circuit. Retroactivity is very high for propagation of a signal by direct binding, as in (E.i). Alternatively, $Z$ can act as a catalyst for the phosphorylation of an intermediate species, $X \rightarrow X^*$, that when phosphorylated binds to $P$, thereby reducing the retroactivity experienced by $Z$, as in (E.ii). Note that this insulating “push-pull” motif requires turnover of ATP to function, and involves an antagonistic phosphatase $Y$. (E.iii) A graphical representation of the reactions in (ii). (F) If the insulating circuit $\mathcal{I}$ itself couples to multiple downstream subsystems, retroactivity experienced by $\mathcal{I}$ may be relevant.

Such a situation could arise from a change in network topology from human intervention or natural evolution, or due to dynamic changes in molecular abundance within a cell. In these circumstances, strong retroactivity would lead to the new “downstream” subsystem having an undesirable influence on the other “downstream” subsystems, and vice-versa.

Having identified the possibility of undesired retroactive interactions, several questions present themselves. Most immediately, how should retroactivity be quantified? Given a suitable metric, are certain designs of $\mathcal{U}$ and $\mathcal{D}$ more prone to retroactive effects? Is it possible to design insulating motifs $\mathcal{I}$, as illustrated in Fig. 1D, that suppress retroactivity between $\mathcal{U}$ and $\mathcal{D}$? Does suppression of retroactivity necessarily imply an increased
consumption of molecular resources, and are there trade-offs associated with, for example, the accuracy of signal propagation?

In the last decade, several groups have considered these questions. In particular, Del Vecchio et al. [15, 16, 19] have proposed the relative change in $Z$ due to the introduction of $D$ as a potential metric for retroactivity. Later, Barton and Sontag [17, 20] proposed two alternative metrics to quantify retroactivity, namely the distortion and competition effect. The distortion captures the change in $C$ relative to an idealised system with no retroactive effect, while the competition effect quantifies the consequence for an existing downstream subsystem when a new one is attached to $U$. Particular attention has been paid to retroactivity in the context of the binding of transcription factors to DNA [15, 16, 21, 17, 19, 22]. Certainly, the passing of signals via binding is naturally retroactive, since it intrinsically requires sequestration of the upstream molecule. Moreover, signal propagation by direct binding occurs in contexts other than transcription factor binding [23], and is widely used as a way to transmit signals in engineered nucleic acid systems both in vitro and in vivo [24, 25]. A recent review article by Hernandez and Garcia [26] gives a lucid account of the history of retroactivity and other works of a similar vein.

Sub-networks described as “insulators” ($I$) have been proposed to mitigate retroactivity by connecting $D$ to $U$ indirectly (see Fig. 1D) [15, 17, 19, 20]. The key component underlying these insulators is catalysis. Put simply, by acting as a catalyst molecule, the $Z$ is able to influence the downstream reactions without being sequestered indefinitely [27, 28].

The push-pull motif (or futile cycle) illustrated in Fig. 1E.ii is a common catalytic motif in natural signalling systems [29] and is also known by the name of “futile” cycle in literature [30]. The molecule $X$ is catalytically switched between its two states $X$ and $X^*$ by the antagonistic enzymes $Z$ and $Y$ (respectively, a kinase and a phosphatase if the modification of $X$ is phosphorylation, as in Fig. 1E.ii). The output of $X^*$ is then sensitive to the relative concentrations of $Z$ and $Y$. By this mechanism, a signal encoded in the concentration of $Z$ can be propagated without permanent binding of $Z$ to a downstream substrate. Previous work has shown that such a push-pull motif can function as an effective insulator between $U$ and $D$ [15, 17], allowing information in the concentration of $Z$ to be propagated via $X^*$ to a downstream system with only limited sequestration of $Z$. Cascades of push-pull networks have also been considered [19, 20, 31, 32, 33, 34, 35, 36].

In addition to the retroactivity on $U$, the retroactivity experienced by $I$ may be relevant, particularly if the push-pull circuit needs to couple to multiple downstream subsystems (see Fig. 1F). This effect was termed “retroactivity to the output” by Del Vecchio et al. [15], who argued that increasing the abundance of the insulator species tends to increase retroactivity between $U$ and $I$, but decreases the retroactivity between $I$ and $D$. Replacing $I$ with a cascade of push-pulls [31, 19] permits relaxation of this performance trade-off.

Catalysts cannot alter the equilibrium point of a reaction. Thus if $[X^*]$ is to be sensitive to $[Z]$, the system must be driven out of equilibrium by the turnover of biochemical fuel molecules [27]. In the case of phosphorylation-based signalling, the system is driven out of equilibrium by the coupling of phosphorylation/dephosphorylation cycles to the breakdown of ATP into ADP and inorganic phosphate $P_\text{i}$, as shown in Fig. 1E.ii. On a fundamental level, this fuel consumption allows the $X$ molecules to “remember” the fact that they interacted with either $Y$ or $Z$ most recently, even though the interaction has ended [37, 28].

For the catalytic reactions in Fig. 1E.ii to proceed, complexes between $Z$ and $X$ must exist for a finite time [38]. Therefore, al-
though the push-pull insulator can reduce retroactivity, some of the Z molecules are still sequestered at any given point and so some retroactivity remains. Barton and Sontag [17] explored the question of whether this residual retroactivity could be suppressed, concluding that substantial energy consumption in the form of a high turnover of chemical fuel molecules was required. In a sequel [20], they considered a slightly modified direct binding system in which the insulator itself acts catalytically on the downstream system \( \mathcal{D} \), reaching the same conclusion.

In this paper we revisit the resource costs of retroactivity suppression, as first highlighted in Ref [17], by considering the simplest steady-state setting. In Section 3.1 we consider whether the design of the upstream system \( \mathcal{U} \) can mitigate retroactive effects when long-lived binding of \( Z \) is necessary for signal propagation. We observe that a constant turnover of \( Z \) due to continuous production and decay can itself mitigate retroactivity in certain circumstances. However, this turnover is associated with a large resource cost if it is to be more rapid than the time-scale of signal variation.

As a result, we turn our attention in Section 3.2 to the analysis of insulating push-pull motifs that can potentially reduce retroactivity with limited protein production costs. Our main finding is that a higher rate of fuel consumption is not required to produce better insulators. In general, both fuel consumption and retroactivity can be reduced simply by decreasing the coupling strength of both the upstream molecule \( Z \) and the phosphatase \( Y \) shown in Fig. 1E.ii to the \( X/X^* \) molecule, whilst maintaining the steady-state output of the system. In Section 3.3 we generalise this result to account for microscopic reversibility in the catalytic reactions that was neglected in Ref. [17]. We find that a large chemical driving force (a large free energy stored in each ATP molecule) is necessary to propagate strong signals, but not to suppress retroactivity, and that it is still possible to reduce both retroactivity and energy consumption to low levels by reducing the coupling of \( Z \) and \( Y \) to the push-pull network.

Although high free-energy consumption is not necessary to suppress retroactivity, we postulate that a certain amount is indeed important for faithful signal transduction. In particular, in Section 3.4 we show that weak coupling of \( Z \) and \( Y \) to the push-pull network renders the system as a whole vulnerable to unintended leak reactions. We also hypothesize that high turnover of fuel molecules is necessary to accurately track time-dependent inputs to \( \mathcal{U} \).

2 Methods

We will work in the limit of a large copy number of molecules, in which case the reaction networks can be modelled deterministically by mass-action ordinary differential equations. All our calculations related to retroactivity and energy consumption will be performed after the decay of initial transients, as in previous works [15, 17, 39, 26, 40]. Previously, some authors have focussed on systems driven by time-dependent variation of parameters within \( \mathcal{U} \), such as birth and death rates of \( Z \) [15, 17]. In our case, we will assume slow signal variation that implies that our systems reach steady states – as in Ref. [21]. We make this simplifying assumption to deconvolve the distinct problems of tracking a time-dependent signal and suppressing retroactivity. We will also restrict our analysis to systems in which only the retroactivity experienced by the upstream system \( \mathcal{U} \) is relevant.

Taking our cue from Refs. [15] [16] [19] we use the retroactivity metric

\[
\mathcal{R} = 1 - \frac{[Z^{ss}]}{[Z^{ss}_{D,I\rightarrow\emptyset}]},
\]

where \([Z^{ss}]\) denotes the concentration of free \( Z \) in steady state in the actual system, \([Z^{ss}_{D,I\rightarrow\emptyset}]\) is the steady state concentration of
free $Z$ when it is not connected to the downstream system ($\mathcal{D}$ and $\mathcal{I}$ are absent, $\mathcal{D}, \mathcal{I} \rightarrow \emptyset$). We find this metric to be more natural than others proposed [17], since it directly quantifies the back action on the upstream system. A more detailed analysis of the metrics used by other authors will form part of Section 4. Throughout the manuscript, we will use the following reduced units: concentrations will be measured relative to $[C_0] = 10^{-6}$M. Uni-molecular rate constants will be measured relative to $k_0 = 1$ s$^{-1}$ units and bi-molecular rate constants relative to $k_0 /[C_0] = 10^6$M$^{-1}$s$^{-1}$.

3 Results and Discussion

3.1 Dependence of retroactivity on the upstream subsystem

In this section, we will consider three basic alternatives for the internal dynamics of the upstream subsystem $\mathcal{U}$, and explore the consequences for retroactivity. We will first illustrate the problem using a simple choice of $\mathcal{D}$ and the coupling between $\mathcal{U}$ and $\mathcal{D}$. We shall then seek to generalise the results.

For our illustrative downstream subsystem $\mathcal{D}$, we consider the inter-conversion of molecular species $P$ and $C$. We shall take a direct coupling between upstream and downstream subsystems via binding of $Z$ to $P$ to form $C$. This setting is an extremely common motif for passing on a signal in biology, provided that the complex $C$ has properties that are distinct from those of $P$. For example, $Z$ could be a transcription factor that binds to a promoter $P$, triggering or suppressing translation [41], or a receptor that recruits proteins to the cell membrane when active [23]. Similar motifs are widespread in nucleic acid nanotechnology [24, 25].

1. Fixed total concentration of $Z$: In the simplest case, there is a fixed and finite pool of $Z$ molecules, $[Z_{tot}] = [Z] + [C]$. This description would approximate a setting in which a pool of $Z$ molecules are suddenly activated or released due to an external signal, and the overall system reaches a steady state response prior to the deactivation or recapture of $Z$ at the end of the signalling period. A fixed $[Z_{tot}]$ during the signalling period is consistent with an \textit{in vitro} setting in which there is no net turnover of components, or to an \textit{in vivo} setting in which protein production and decay or dilution of molecules is slow compared to signal dynamics. In this case, we need only solve for the steady state of

$$Z + P \xrightleftharpoons{k_{on}}{k_{off}} C \quad (2)$$

subject to $[Z_{tot}] = [Z] + [C]$ and $[P_{tot}] = [P] + [C]$.

2. Constant birth/death dynamics: In this case, we assume that $Z$ molecules undergo a rapid birth/death process in addition to binding to $P$. Specifically, we imagine that $Z$ molecules are produced and degraded at rate constants $k$ and $\delta$, respectively, as well as binding to $P$ to form the complex $C$. Thus the system

$$\emptyset \xrightleftharpoons{k}{\delta} Z$$

$$Z + P \xrightleftharpoons{k_{on}}{k_{off}} C \quad (3)$$

reaches steady state subject to the constraint $[P_{tot}] = [P] + [C]$. Such a description would approximate an \textit{in vivo} response to a variation of $k$ and $\delta$ on a time-scale slower than protein production and decay or dilution. This system was previously analysed in the stochastic setting by Ghaemi \textit{et al.} [21].

3. Active and inactive forms of $Z$: Finally, we consider a setting in which $Z$ exists in both inactive ($Z_0$) and active ($Z$) forms, as well as in complex with $P$. 
Replenishing the pool of $Z$ from large reservoirs or by rapid production and decay of components can suppress retroactivity. To illustrate this, we plot the steady-state concentration of $Z$ and the retroactivity metric as a function of $[P_{\text{tot}}]$ for three different upstream subsystems $\mathcal{U}$. Parameters of the system: $k = 10, \delta = k_{\text{on}} = k_{\text{off}} = 1, k_{\text{active}} = 0.1, [Z_{\text{tot}}] = k/\delta, [Z'_{\text{tot}}] = k_{\text{active}} + k_{\text{inactive}}/k_{\text{active}} [Z_{\text{tot}}]$.

We assume that $Z_0$ is incapable of forming a complex, and that the total population $[Z'_{\text{tot}}] = [Z_0] + [Z] + [C]$ is fixed. Such a setting would correspond to a situation similar to case (1), but when only a fraction of the $Z$ molecules are activated or released in response to an external signal. In this case we solve

$$Z_0 \frac{k_{\text{ac}}}{k_{\text{in}}} Z + P \frac{k_{\text{on}}}{k_{\text{off}}} C$$

for the steady state subject to the constraints $[Z'_{\text{tot}}] = [Z] + [Z_0] + [C]$ and $[P_{\text{tot}}] = [P] + [C]$. Here, $k_{\text{in}}$, and $k_{\text{ac}}$ are first-order rate constants.

The steady-state concentration $[Z^{\text{ss}}]$ is the output signal of $\mathcal{U}$; in the limit $[P_{\text{tot}}] \to 0$ ($\mathcal{D}$ absent), the three alternatives for $\mathcal{U}$ all produce the same signal if

$$[Z^{\text{ss}}] = \frac{k_{\text{active}}}{k_{\text{active}} + k_{\text{inactive}}} [Z_{\text{tot}}].$$

In Figure 2 we show $[Z^{\text{ss}}]$ and the retroactivity metric $R$ as we increase $[P_{\text{tot}}]$, given equal $[Z^{\text{ss}}]$ for $[P_{\text{tot}}] \to 0$. Figure 2 demonstrates that retroactivity is highly sensitive to the internal details of $\mathcal{U}$. Clearly, the system with fixed $[Z_{\text{tot}}]$ shows the strongest retroactivity; the system with constant birth and death of $Z$ shows no retroactivity; and the system with active and inactive forms of $Z$ interpolates between these two limits. Constant birth-death dynamics is analogous to having an infinite pool of $Z$ to draw upon (formally, $Z$ is coupled to a chemostat [42]). On average, a $Z$ molecule gets replenished every time it is consumed after binding to $P$. As a result, this system has zero retroactivity and $[Z^{\text{ss}}] = k/\delta$ irrespective of $[P_{\text{tot}}]$ – this fact was previously noted in the stochastic setting by Ghaemi et al. [21]. The case with fixed $[Z_{\text{tot}}] = [Z] + [C]$ has the highest retroactivity since there is nothing to replenish $Z$ once it binds to $P$. The setting with active and inactive forms of $Z$ implies a finite buffer upon which to draw; for low $[P_{\text{tot}}]$, most of the sequestration of $Z$ can be compensated for by conversion of $Z_0$ into $Z$, but as $[P_{\text{tot}}]$ grows, this buffer gets depleted. Consequently this third case is moderately retroactive, interpolating between the regimes of fixed $[Z] + [C]$ and constant birth-death dynamics. In particular when $k_{\text{inactive}} \gg k_{\text{active}}$, the intermediate case approaches constant birth-death dynamics. Refer to Section A.1 in the Appendix for analytic expressions corresponding to these results.
Introducing birth-death dynamics for $Z$ is a general approach to buffering against the influence of downstream systems $D$. In a wide range of steady-state contexts, this buffering eliminates retroactivity. In particular, $[Z] = k/\delta$ necessarily holds if the reaction network obeys detailed balance \cite{43,44,45,46,47}. However, a constant decay rate of the complex $C_1$ and a constant production of $P$ is sufficient to compromise this perfect buffering. Explicitly, the system

\begin{align*}
\emptyset & \xrightleftharpoons{\kappa}{\delta} Z, \\
Z + P & \xrightleftharpoons{\beta_1}{\beta_2} C_1, \\
C_1 & \xrightleftharpoons{\alpha_1}{\gamma_1} \emptyset, \\
\emptyset & \xrightarrow{\gamma_1} P. \quad (6)
\end{align*}

has the following set of differential equations:

\begin{align*}
\dot{[Z]} &= k - \delta[Z] - \beta_1[Z][P] + \beta_2[C_1] \\
\dot{[C_1]} &= \beta_1[Z][P] - \beta_2[C_1] - \alpha_1[C_1] \\
\dot{[P]} &= -\beta_1[Z][P] + \beta_2[C_1] + \gamma_1. \quad (7)
\end{align*}

In steady-state, we have $[Z]^{ss} = \frac{k - \alpha_1}{\delta} \neq \frac{k}{\delta}$ implying non-zero retroactivity. Increasing $\gamma_1$ increases retroactivity, as more $Z$ molecules are consumed by the downstream system and never released.

Even in the case of perfect buffering, implementing a system that produces and degrades components on a time scale that is fast compared to signal variation would be extremely expensive. Turning over a single protein molecule, for example, costs a cell on the order of thousands of ATP fuel molecules \cite{48}. The alternative of having a very large but fixed pool of molecules from which to create $Z$ is also costly; energy (and in the cell, space) needs to be devoted to these molecules, and in vivo the large population would need to be maintained against a background dilution/decay, which is more costly than maintaining a small population. Similar arguments apply to maintaining a large pool of $Z$ that bind to $P$ only weakly, or more complex $U$ subsystems that replenish $Z$.

In summary, although the use of a large or bottomless supply of $Z$ can suppress retroactivity, the inherent cost of this strategy is related to the cost of producing a large number of molecules, which is generally high. In Section 3.2, we consider the alternative of using an insulating push-pull motif, in which retroactivity is suppressed without excessive production of the signalling species. Instead, an energy-consuming circuit involving catalytic molecular modification is used to reduce sequestration of $Z$. This modification consumes chemical fuel molecules such as ATP, which are far less costly than, for example, entire proteins.

### 3.2 The relationship between retroactivity and fuel consumption for an insulating push-pull motif

Having identified the costs of suppressing retroactivity through the design of $U$, we now turn to the alternative approach of using insulating motifs as shown in Fig. 1.E.ii. We reiterate the question first raised by \cite{17}: is increased consumption of fuel necessary for suppression of retroactivity in a push-pull network? To approach this question, we will consider an insulating push-pull motif for an upstream network $U$ with a fixed total amount of $Z$. This was the simplest $U$ considered in Section 3.1. This choice is motivated not only by simplicity, but also because it is the most challenging context for an insulator (underlying retroactive effects are strongest) and because the alternative choices of $U$ are associated with their own additional resource costs.

Our system is therefore defined by the set of reactions below, following Ref. \cite{17}:

\begin{align*}
Z + X & \xrightleftharpoons{\beta_1}{\beta_2} C_1 \xrightarrow{k_1} X^* + Z, \\
Y + X^* & \xrightleftharpoons{\alpha_1}{\alpha_2} C_2 \xrightarrow{k_2} X + Y, \\
X^* + p & \xrightleftharpoons{k_{on}}{k_{off}} C. \quad (8)
\end{align*}

Here we have assigned mass-action rate constants to each step, and assumed that the
role of the molecular fuel molecules ATP, ADP and P₁ can be implicitly absorbed into rate constants, as is common. We have also assumed that the free energy of ATP breakdown, \( \Delta G_{\text{ATP}} \), is sufficiently large that dephosphorylation via \( Z \) and phosphorylation via \( Y \) are never observed.

An explicit representation of the intermediate catalyst-substrate complexes \( C_1 \) and \( C_2 \) allows for a quantification of sequestration of \( Z \) by the push-pull insulator. Again, we consider the fractional reduction in free \( Z \) due to the introduction of the downstream system:

\[
\mathcal{R} = 1 - \frac{[Z_{ss}]}{[Z_{\text{tot}}]} = \frac{[C_{ss}]}{[Z_{\text{tot}}]},
\]

(9)

The system illustrated in Eq. 8 turns over a single molecule of ATP per phosphorylation/dephosphorylation cycle, in which a molecule of \( X \) is first activated by \( Z \) then deactivated by \( Y \). Thus the fuel consumption rate per unit volume is given by the net flux \( \Psi \) of \( X \) molecules around this cycle. The overall power per unit volume is given by \( w = \Psi \Delta G_{\text{ATP}} \), where \( \Delta G_{\text{ATP}} \) is the free energy released by the breakdown of a single ATP molecule. From inspection,

\[
\Psi = k_1 [C_1^{\text{ss}}], \quad w = k_1 [C_1^{\text{ss}}] \Delta G_{\text{ATP}}.
\]

(10)

Strictly speaking, \( \Delta G_{\text{ATP}} \) should be infinite since we have approximated the catalytic reactions as microscopically irreversible, as in Refs. [17, 15, 49, 50]. In practice, \( \Delta G_{\text{ATP}} \) is assumed to have a large, fixed, negative value. The power consumption will then be essentially determined by the flux \( \Psi \) through the cycle. As a consequence, we see that both retroactivity and fuel consumption grow proportionally to \( [C_1^{\text{ss}}] \). In intuitive terms both fuel turnover through phosphorylation, and the retroactivity, increase if \( Z \) is frequently bound to \( X \) to form the enzyme-substrate complex \( C_1 \). This observation raises questions about the conclusion that increased energy consumption is necessary to suppress retroactivity from Ref. [17].

To explore this idea further, let us consider whether an insulating system can in general be tuned to reduce both retroactivity and fuel consumption whilst maintaining its signal-transducing function. Specifically, let us ask whether combinations of system parameters can be changed so that the input-output relation \([C_1^{\text{ss}}]([Z_{\text{tot}}])\) is approximately preserved, but both \( w \) and \( \mathcal{R} \) are reduced. In Refs. [15, 17, 19, 51, 52], optimisation of insulating circuits was only performed over the total concentrations of species. Natural evolution or deliberate design will, however, allow for moderation of at least some of the catalytic rate constants, and we will focus on these parameters.

If it were possible to take the catalytic rate constants \( k_1, k_2 \to \infty \), we would obtain \([C_1^{\text{ss}}] \to 0\) and \( \mathcal{R} \to 0 \), and retroactivity could be completely eliminated, regardless of the fuel consumption rate. However, these catalytic rate constants encode complex chemistry that is likely difficult to accelerate. We shall therefore take \( k_1, k_2 \) as fixed and instead focus on \( \alpha_1, \beta_1 \), the rate constants of enzymatic binding. Whilst there is a diffusion-based limit to how far \( \alpha_1, \beta_1 \) can be increased [53], we assume that it is always possible to reduce the speed with which a given catalyst binds to its substrate. Alternatively, we could have focussed on \( \alpha_2, \beta_2 \) (the unbinding rate constants), assuming that it is always possible to increase them. In both cases, which yield similar results, we essentially assume that it is possible to reduce the catalyst-substrate binding affinity, either through design of synthetic systems or via evolution of natural systems. For example, this reduced affinity could arise from replacing a hydrophobic residue by a hydrophilic one in a protein-protein interaction or creating a mismatch in DNA-DNA interaction.

We first consider the low retroactivity limit, when \([C_1^{\text{ss}}]\) and \([C_2^{\text{ss}}]\) are both small. In
In this case, 
\[
[C^ss] \approx \frac{f(r) \pm \sqrt{f^2(r) - 4r^2k_{on}^2[X_{tot}][P_{tot}^2]}}{2rk_{on}}
\]  
(11)

where 
\[
r = \frac{\beta_1 k_1[Z_{tot}] k_2 + \alpha_2}{\alpha_1 k_2[Y_{tot}] \beta_2 + k_1},
\]  
(12)

and
\[
f(r) = k_{off} + r(k_{on}([P_{tot}] + [X_{tot}]) + k_{off}).
\]  
(13)

In this limit, \([C^ss]\) is a function of \(\beta_1/\alpha_1\), rather than \(\alpha_1\) and \(\beta_1\) independently, if all other parameters are fixed. Moreover, 
\[
\mathcal{R}, \Psi \propto \beta_1 \text{ at fixed } \frac{\beta_1}{\alpha_1},
\]  
(14)

(see Section A.2 in the Appendix for a derivation of these facts). If we then reduce \(\beta_1\) and \(\alpha_1\) by the same factor \(\phi\) whilst keeping all other parameters fixed, the input-output relation \([C^ss][Z_{tot}]\) is unchanged whilst \(\mathcal{R}\) and \(\psi\) are both reduced by \(\phi\). In principle, this simultaneous reduction of retroactivity and fuel consumption at fixed input-output relation can proceed arbitrarily far.

The above observation forms the intuition behind the main claim of this paper. Fundamentally, the push-pull network responds to a competition between \(Z\) and \(Y\). We can therefore reduce the strength with which both \(Z\) and \(Y\) couple to \(X\), whilst maintaining the same steady-state output. Reducing the coupling to \(X\) serves to minimize both retroactivity and energy consumption.

If \([C^ss_1]\) and \([C^ss_2]\) are not both small, the input-output relationship is not a function of \(\frac{\beta_1}{\alpha_1}\) only. It is therefore no longer possible to reproduce input-output relations exactly as outlined above. However, we can instead consider reducing \(\beta_1 \rightarrow \beta'_1\), and identifying the corresponding change \(\alpha_1 \rightarrow \alpha'_1\) that reproduces the original input-output curve as closely as possible. Specifically, we identify the new \(\alpha'_1\) as the value that minimizes the following measure of the difference between input-output relations
\[
\int l \left(\frac{[C^ss][Z_{tot}]}{([Z_{tot}], \alpha_1, \beta_1)} - [C^ss][Z_{tot}, \alpha'_1, \beta'_1]\right) \ | \ |d[Z_{tot}],
\]  
(15)

where \(l\) and \(u\) are such that \(C^ss(l, \alpha_1, \beta_1) \approx 0.01|P_{tot}|\) and \(C^ss(u, \alpha_1, \beta_1) \approx 0.9|P_{tot}|\).

Even when retroactivity (and hence \([C^ss]\)) is high for the original parameters \(\alpha_1, \beta_1\), it is frequently possible to approximate the input-output relation with reduced \(\alpha'_1, \beta'_1\). Consider, for example, the input-output curves in
FIGURE 4: In the limit of low \([C^{ss}_1]\) and \([C^{ss}_2]\) or equivalently low \(\alpha_1\) and \(\beta_1\), the steady-state concentration of the output \([C^{ss}_1]\) depends on the ratio \(\frac{\beta_1}{\alpha_1}\) and not \(\alpha_1\) and \(\beta_1\) individually. (A) Scaling of \(\alpha_1\) and \(\beta_1\) as they are simultaneously adjusted to retain a given input-output curve. (B) Scaling of retroactivity \(R\) with \(\beta_1\) as this operation is performed. (C) Scaling of net flux \(\Psi\) with \(\beta_1\) as this operation is performed. Both the flux and retroactivity decrease as \(\beta_1\) is decreased, becoming proportional to \(\beta_1\) at fixed ratio \(\frac{\beta_1}{\alpha_1}\) in the low retroactivity limit. Constant parameters for the network: \([X_{tot}] = 400, [Y_{tot}] = 150, [Z_{tot}] = 50, [P_{tot}] = 100, \alpha_1 = 10, \alpha_2 = 15, \beta_1 = 10, \beta_2 = 15, k_1 = k_2 = k_{on} = k_{off} = 10\).

Fig. 3, in which \(R \sim 0.8\). As expected, the reduced \(\alpha'_1, \beta'_1\) give substantially lower retroactivity and fuel consumption. Further examples are provided in Section A.4 of the Appendix.

The above process can be iterated, producing ever lower retroactivity and energy consumption by a continuing reduction in coupling strength between \(Z\) and the insulator. We illustrate the process in Fig. 4. Eventually, the limit of small \([C^{ss}_1]\) and \([C^{ss}_2]\) is reached and \(\alpha_1\) and \(\beta_1\) decrease in proportion, with \(R\) and \(\Psi\) also scaling proportionally.

3.3 Incorporating microscopic reversibility for an insulating push-pull motif

In principle, all chemical reactions are microscopically reversible [54, 55]. This fact is often ignored when studying physiological ATP-driven systems, as it was by Barton and Sonntag [17], since the high free energy of ATP hydrolysis [56] can render reverse reactions irrelevant to the eventual steady state. Such an approximation is typically reasonable for push-pull motifs driven by free energies substantially in excess of \(4k_BT\) [37], as we confirm in our case in Section A.3 of the Appendix. Nonetheless, a full understanding of the resource requirements of insulators requires explicit treatment of reverse reactions, since their contribution depends directly on the free energy consumed per cycle. Moreover, in developing synthetic systems, a chemical fuel with a free energy as high as physiological ATP may be unavailable or undesirable. We therefore explicitly incorporate microscopic reversibility into our discussion in this session.

We introduce microscopically reversible reactions in the simplest possible way, still assuming a single long-lived catalyst/substrate complex:

\[
Z + X \xrightarrow{\beta_1} C_1 \xrightarrow{k_1}{\frac{c_{1}\beta_1}{\beta_2}} X^* + Z,
\]

\[
Y + X^* \xrightarrow{\alpha_1} C_2 \xrightarrow{k_2}{\frac{c_2\alpha_1}{\alpha_2}} X + Y,
\]

\[
X^* + p \xrightarrow{k_{on}} k_{off} C. \tag{16}
\]

Here, \(\epsilon\) is the parameter that modulates the distance of the system from equilibrium; \(\epsilon = 0\) corresponds to a completely irreversible network, with infinite driving, while \(\epsilon = 1\) cor-
responds to an equilibrium network. Equivalently, the free energy of the molecular fuel consumed in a single cycle is $\Delta G_{\text{ATP}} = 2k_B T \ln \epsilon$.

Fundamentally, imposing a finite free energy per fuel molecule through microscopic reversibility limits the overall range of the input-output function $[C_{ss}](Z_{\text{tot}})$. Intuitively, if catalysts function in both directions, $[X] > 0$ even if $[Z_{\text{tot}}]/[Y_{\text{tot}}] \to \infty$. Similarly, $[X^*] > 0$ even if $[Z_{\text{tot}}]/[Y_{\text{tot}}] \to 0$. Indeed,

$$\epsilon \leq \frac{[X^*]}{[X]} \leq \frac{1}{\epsilon},$$

implying a reduced dynamic range of the insulator and hence a weaker propagation of the signal from $Z$ to the output. We illustrate this intuition for a specific system in Figure 5. The overall range of the input-output function drops as $\epsilon$ increases from 0 towards 1.

Although potentially problematic for signal propagation, the reduction in range of the input-output function $[C_{ss}](Z_{\text{tot}})$ is not an inherently retroactive effect. It is not a direct consequence, nor a cause, of sequestration of $Z$ by the downstream subsystem. We now explicitly consider the effect of microscopic reversibility on retroactivity. We show that decreasing the free energy consumed per fuel molecule can increase retroactivity due to re-binding of products to catalysts. However, the essential arguments of Section 3.2 remain valid; it is still possible to simultaneously reduce free-energy consumption and retroactivity through weak coupling of $Z$ and $Y$ to $X$.

For the push-pull motif that explicitly incorporates the microscopically reversible reactions,

$$\Psi = k_1 [C_{ss}] - \frac{\epsilon k_1 \beta_1}{\beta_2} [X^{ss}][Z^{ss}], \quad (18)$$

and

$$w = 2k_B T \ln \epsilon \left( k_1 [C_{ss}] - \frac{\epsilon k_1 \beta_1}{\beta_2} [X^{ss}][Z^{ss}] \right), \quad (19)$$

whilst the retroactivity remains $R = [C_{ss}]/[Z_{\text{tot}}]$. Away from the microscopically irreversible limit of $\epsilon \to 0$, retroactivity and energy consumption are less directly related than in Section 3.2. Indeed, if we simply keep all other parameters fixed whilst varying $\epsilon$, it is possible to simultaneously increase retroactivity and decrease overall power consumption (or vice-versa). In particular, both $\Psi$ and $w$ tend to decrease as $\epsilon \to 1$, but $R$ can be enhanced as both $X$ and $X^*$ can bind to $Z$ to produce $C_1$. A specific example is given in Fig. 6.

FIGURE 5: Increasing microscopic reversibility limits the ability of the network to produce a wide range of output. Parameters used for the network: A) $[X_{\text{tot}}] = 100, [Y_{\text{tot}}] = 100, [P_{\text{tot}}] = 100, \alpha_1 = \beta_1 = \alpha_2 = \beta_2 = 0.1, k_1 = k_2 = 1, k_{\text{on}} = k_{\text{off}} = 10$. B) $[X_{\text{tot}}] = 200, [Y_{\text{tot}}] = 100, \alpha_1 = \beta_1 = 0.1, \alpha_2 = \beta_2 = k_1 = k_2 = 1, k_{\text{on}} = k_{\text{off}} = 10$. 
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FIGURE 6: A) Inclusion of microscopically reversible reactions can increase the retroactivity of the motif due to rebinding of products to catalysts; $\mathcal{R}$ increases with $\epsilon$ for a specific system while all other parameters are fixed. B) The rate of energy consumption decreases with increase in $\epsilon$. However, this is not primarily due to a decrease in flux, but rather due to the decrease in free energy of ATP molecules. Parameters of the network: 

1. $[X_{\text{tot}}] = 300$, $[Y_{\text{tot}}] = 50$, $[Z_{\text{tot}}] = 100$, $[P_{\text{tot}}] = 100$, $\alpha_1 = \alpha_2 = \beta_1 = \beta_2 = k_1 = k_2 = 1$, $k_{\text{on}} = k_{\text{off}} = 10$.

2. $[X_{\text{tot}}] = [Y_{\text{tot}}] = [Z_{\text{tot}}] = [P_{\text{tot}}] = 100$, $\alpha_1 = \alpha_2 = \beta_1 = \beta_2 = 0.1$, $k_1 = k_2 = 1$, $k_{\text{on}} = k_{\text{off}} = 10$.

The above observation, however, does not imply that reduction of retroactivity necessarily requires high rates of free energy consumption. In particular, for a push-pull motif of fixed $\epsilon$, we can play essentially the same trick as before: reduce the strength of coupling to the push-pull by decreasing both $\alpha_1$ and $\beta_1$ in such a way that approximately maintains the input-output relation $[C^{ss}]([Z_{\text{tot}}])$. In fact, just as in the completely irreversible case, one can show that in the limit of low $[C^{ss}_1]$ and $[C^{ss}_2]$, the steady-state output is a function of $\beta_1/\alpha_1$ but not $\alpha_1$ and $\beta_1$ separately. Moreover, 

$$\mathcal{R}, w \propto \beta_1 \text{ at fixed } \frac{\beta_1}{\alpha_1}$$

(20)

still holds (see Section A.2 of the Appendix). In the limit of low retroactivity, one can therefore decrease both $\alpha_1$ and $\beta_1$ in proportion to give the same input/output curve at reduced retroactivity and energy consumption, as before.

For higher $[C^{ss}_1]$ and $[C^{ss}_2]$, just as in Section 3.2 it is not possible to obtain the same input-output curve by varying $\beta_1$ at fixed $\frac{\beta_1}{\alpha_1}$. However, we again observe that in most cases a good fit to the input-output relation can be obtained by reducing $\beta_1$ and $\alpha_1$ in such a way as to minimize Eq. 15, even when $\mathcal{R}$ is appreciable, in the process reducing both $\mathcal{R}$ and $w$.

We demonstrate this behaviour for a specific system in Fig. 7; other examples are given in Section A.4 of the Appendix.

3.4 Arbitrarily weak coupling to an insulator causes vulnerability to cross-talk

Biochemical signalling pathways do not exist in isolation; in both natural and complex synthetic systems multiple information transmission pathways based on similar reactions must co-exist [60, 24, 58, 59]. Transferring information to only the desired downstream recipients is a challenge in specificity; the possibility of unintended interference would compromise information transduction. In this section we demonstrate how cross-talk limits the degree to which weak insulator-coupling allows effective signalling with low fuel consumption and low retroactivity. To do so we consider the system in Eq. 21 with an additional upstream
FIGURE 7: Simultaneous reduction in retroactivity and energy consumption whilst approximately maintaining the input-output relation at a fixed and finite free energy stored per fuel molecule. (A) Two different sets of binding rates $\alpha_1, \beta_1$ and $\alpha'_1, \beta'_1$ that give a similar input-output relation with all other parameters fixed ($\alpha'_1$ is chosen by minimising Eq. [15] for given $\alpha_1, \beta_1, \beta'_1$). (B) and (C) show retroactivity $R$ and power $w$ for the two cases. Other Parameters used $[X_{tot}] = [Y_{tot}] = 100, [P_{tot}] = 10, \alpha_1 = \beta_1 = 0.1, \alpha_2 = \beta_2 = 1, k_1 = k_2 = k_{on} = k_{off} = 10, \epsilon = 0.01$.

molecule $Z'$ that couples to $X$ through an accidental leak reaction. As a result, we get the following network:

$$
\begin{align*}
Z' + X & \xrightarrow{\gamma_1} C_4 \xrightarrow{k_3} X^* + Z', \\
Z + X & \xrightarrow{\beta_1} C_1 \xrightarrow{k_1} X^* + Z, \\
Y + X^* & \xrightarrow{\alpha_1} C_2 \xrightarrow{k_2} X + Y, \\
X^* + p & \xrightarrow{k_{on}} X + C.
\end{align*}
$$

(21)

Conceptually, $Z'$ represents the combined effect of many alternative catalysts that could cause accidental activation of $X$ via a leak reaction. It will therefore be challenging to reduce $\gamma_1$ arbitrarily far, either by evolution or design, whilst retaining the functions of these alternative catalysts within their intended pathways. In Fig. 8 we repeat the protocol of progressively weakening $\alpha_1$ and $\beta_1$ while attempting to preserve the input-output curve $[C^{ss}]([Z_{tot}])$ as outlined in Section 3.2, comparing a system with $\gamma_1 = 0$ to a system with a fixed and finite $\gamma_1$.

Crucially, we now observe that as the coupling between $Z$ and $X$ becomes weaker, $Z'$ starts to dominate the insulator’s behaviour. When the coupling between $Z'$ and $X$ exceeds the coupling between $Z$ and $X$, we are no longer able to reduce $\alpha_1$ and $\beta_1$ to give a close match to the original curve, since $[C^{ss}]$ responds primarily to $Z'$ rather than $Z$. The range of the input-output function $[C^{ss}]([Z_{tot}])$ is consequently compromised, and signal propagation becomes ineffective.

The strength of leak reactions or cross-talk thus determines the degree to which effective signalling can be maintained despite weak coupling between $\mathcal{U}$ and the insulator $\mathcal{I}$. The system $\mathcal{U}$ must couple more strongly than cross-talk reactions, and consequently fuel turnover and retroactivity cannot be suppressed arbitrarily far whilst retaining a functioning network. A similar consideration shows that the rates of spontaneous phosphorylation and dephosphorylation also limit the degree to which $Z$ can couple weakly to the insulator and remain effective. It is important to note, however, the logical distinction between the observation that some degree of fuel turnover and retroactivity are required for effective signal propagation, and the suggestion that increased fuel consumption is required to suppress retroactivity.

4 Conclusions

We have considered the suppression of retroactivity in molecular signal transduction...
systems by both the design of the upstream subsystem $U$, and by incorporating an insulator $I$ between the $U$ and the downstream subsystem $D$. Using the fractional reduction in the concentration of the output of $U$ due to the presence of $D/I$ as a metric for retroactivity [15, 19], we find that retroactivity is strongly dependent on the design of $U$, and that insulators can suppress retroactivity at low levels of fuel consumption.

In particular, if $U$ consists of a single species $Z$ undergoing production and decay on a fast time-scale relative to signal switching, retroactivity can be eliminated in the steady state for certain downstream systems $D$ (as previously noted in [21] for a specific case). More generally, birth/death dynamics serves to buffer the concentration of $Z$ against the influence of $D$, reducing retroactivity. However, such a buffering would incur substantial resource costs, requiring a high turnover of molecules or the establishment and maintenance of a very large buffer population.

We then consider the behaviour of certain catalytic circuits called push-pull motifs that can act as insulators $I$, to explore whether they can reduce retroactivity at low cost. These insulators do not require a high production rate of signalling molecules, nor the establishment and maintenance of a large population of said molecules. Instead, the insulators consume fuel, typically by converting ATP into ADP and inorganic phosphate.

We argue that coupling $U$ to $I$ weakly reduces both the retroactivity and fuel consumption. Moreover, in the steady-state signalling limit, it is often possible to simultaneously reduce both retroactivity and fuel consumption to arbitrary low levels, whilst maintaining an approximately fixed signal propagation from $U$ to the output of $D$. Note that we do not claim that one can always match an input-output curve with weaker coupling. In particular, motifs based on zero-order ultra-sensitivity [50, 60, 61, 62] actually leverage
retroactive effects. However, in such contexts retroactivity is a key ingredient of the system, rather than a nuisance to be eliminated. Additionally, in these cases it would be incorrect to say that suppressing retroactivity requires more fuel consumption – instead, suppressing retroactivity and fuel consumption simultaneously comes at the expense of signal alteration.

Therefore it is in general possible to suppress retroactivity at low cost through insulation, and an engineer could design a signalling network with low energy consumption and low retroactivity. This observation still holds when the finite free energy associated with the breakdown of each ATP is explicitly modelled through microscopically reversible reactions. We note that unlike increasing the concentration of insulator molecules [15, 17, 19, 51, 52], which strongly influences the interactions of both \( U \) and \( D \) with \( I \), there is no reason why changing the coupling of \( I \) to \( U \) should make \( I \) more subject to “retroactivity to the output” [15], if relevant. However, the presence of unintended leak reactions limits the degree to which the coupling to the insulator can be weakened before signal transduction is compromised.

In this work we have assumed that the signalling network reaches steady state. We have thus not considered its ability to respond to fast variation of the parameters of the upstream subsystem, as in some previous studies [15, 17]. Tracking rapid variation in \( U \) is impossible if \( U \) only couples weakly to downstream subsystems since insulator molecules must undergo catalytic cycling on a time-scale comparable to the variation in \( U \) in order to propagate the time-varying signal. We therefore expect that, like robustness to leak reactions, the need to respond to time-varying signals will set a limit on how weak the coupling between \( U \) and \( I \) can be whilst retaining functional signalling.

Note, however, that neither the constraints that arise from leak reactions nor those from signal-tracking imply that a high level of fuel consumption is necessary to suppress retroactivity. Rather, an alternative trade-off is suggested: retroactivity can be reduced at low free-energy cost, but at the expense of reduced response speed and robustness of the signalling pathway. Exploring this putative trade-off in more depth, and with more detailed models of chemical reactions, will be the subject of further work.

The above results are in stark contrast to the claims of Barton and Sontag in [17] who analysed a similar system, but used different metrics to quantify retroactivity and considered a relatively rapid variation in the signal. Specifically, Barton and Sontag considered the same \( D \) and \( I \), but a \( U \) driven by a birth-death process with a sinusoidally varying birth rate \( k(t) \).

They defined two metrics to quantify the amount of retroactivity in this system, namely the distortion and competition effect. The distortion captures the difference between the actual output \( [C_{\text{real}}(t)] \) and the output \( [C_{\text{ideal}}(t)] \) of a hypothetical system in which the downstream system responds to \( Z \) as if binding were occurring, but the population of \( Z \) is unaffected by these reactions (and thus there is no retroactivity). The distortion metric is given by

\[
\mathcal{D} = \frac{1}{\sigma_{[C_{\text{ideal}}]}} \langle | [C_{\text{ideal}}(t)] - [C_{\text{real}}(t)] | \rangle .
\]  

(22)

Here, \( \sigma_{[C_{\text{ideal}}]} \) is the standard deviation of the ideal signal corresponding to the hypothetical system, and the angled brackets indicate an average over time. They also define the competition metric \( \mathcal{C} \) as

\[
\mathcal{C} = \frac{1}{\sigma_{[C]}} \left\langle \left| \frac{\partial [C(t)]}{\partial [P_{\text{tot}}']} \right|_{[P_{\text{tot}}]'=0} \right\rangle ,
\]  

(23)

where \( [P_{\text{tot}}'] \) is the total concentration of a binding site for a second downstream subsystem \( D' \).

On the basis of these metrics, Barton and Sontag argued that producing better insulators requires substantial energy consumption.
However, these conclusions are a direct result of the particular choice of retroactivity metrics, which we believe are poorly-justified. Firstly, although the presence of retroactive terms in the dynamical equations does influence the output of a system, it is unclear why the deviation of the output from a particular hypothetical “ideal” system should quantify retroactivity. For a start, one could write down other “ideal” systems in which the retroactive terms were removed. But more importantly, the metric $\mathcal{D}$ doesn’t quantify the back-action felt by $\mathcal{U}$. For example, it is large if $\mathcal{U}$ is completely decoupled from any insulator and downstream network. Such a system does a poor job of propagating a signal, but doesn’t exhibit retroactivity in any meaningful sense.

The competition metric $\mathcal{C}$ comes closer to the spirit of retroactivity, in that it quantifies the effect of one downstream subsystem on another via $\mathcal{U}$. However, minimising $\mathcal{C}$ with respect to the parameters in $\mathcal{D}$ and/or $\mathcal{I}$, rather than the newly-added subsystem, does not minimise retroactivity due to the $\mathcal{I} + \mathcal{D}$ subsystem. Instead, it involves making $\mathcal{I} + \mathcal{D}$ insensitive to the presence of the new downstream subsystem – which can be achieved, for example, by coupling to $\mathcal{U}$ very strongly, so that the introduction of a new downstream system has essentially no effect. Such a design would be highly retroactive in the sense that $\mathcal{I} + \mathcal{D}$ strongly influences $\mathcal{U}$, but would have a low value of $\mathcal{C}$.

We therefore believe that the “optimal” systems found by Barton and Sontag do not minimise retroactivity. Instead they identified subsystems $\mathcal{I}$ that allow rapid tracking of $\mathcal{U}$, and are relatively insensitive to the introduction of parallel downstream subsystems, due to strong coupling between $\mathcal{U}$ and $\mathcal{I}$ that results in high fuel turnover. We strongly advocate for the use of the retroactivity metric of Del Vecchio et al. in future work [15], to distinguish these distinct properties.

5 Codes

All the program codes for this manuscript can be accessed here: http://www.imperial.ac.uk/principles-of-biomolecular-systems/contact-obtain-code-and-data/
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# A Appendix

In what follows, we will assume that we start with a fixed amount of transcription factor $[Z_{\text{tot}}]$, promoter $[P_{\text{tot}}]$, kinase $[Z_{\text{tot}}]$ and phosphatase $[Y_{\text{tot}}]$ unless specified otherwise.

## A.1 Analytics for different Z dynamics

In this section we give analytical results for the steady-state dynamics corresponding to...
three different \( \mathcal{U} \) subsystems discussed in Section 3.1 in the main text.

1. **Fixed amount of \( Z \):**
   
   \[ Z + P \frac{k_{\text{on}}}{k_{\text{off}}} C \]
   
   In this case, we have the conservation laws \([Z^{ss}] + [C^{ss}] = [Z_{\text{tot}}]\) and \([P^{ss}] + [C^{ss}] = [P_{\text{tot}}]\). Solving for steady-state, we get \( k_{\text{on}}[Z^{ss}]/([P_{\text{tot}}] - [Z_{\text{tot}}] + [Z^{ss}]) = k_{\text{off}}([Z_{\text{tot}}] - [Z^{ss}]) \) implying that
   
   \[ [Z^{ss}] = \frac{-\lambda \pm \sqrt{\lambda^2 + 4k_{\text{off}}k_{\text{on}}[Z_{\text{tot}}]}}{2k_{\text{on}}} \]

   where \( \lambda = k_{\text{off}} + k_{\text{on}}([P_{\text{tot}}] - [Z_{\text{tot}}]) \). We choose the solution that makes physical sense for a given set of parameters i.e. the solution that satisfies \([Z^{ss}] \geq 0\) and \([Z^{ss}] \leq [Z_{\text{tot}}]\). The metric for retroactivity translates to
   
   \[ \mathcal{R} = 1 - \frac{[Z^{ss}]}{[Z_{\text{tot}}]} \]

2. **Constant birth/death dynamics:**
   
   \[ \phi \xrightarrow{\delta} Z^* \]
   \[ Z + P \frac{k_{\text{on}}}{k_{\text{off}}} C \]

   In this case, solving for steady-state we get \( k - \delta[Z^*] - k_{\text{on}}[Z^*]/([P_{\text{tot}}] - [C^{ss}]) + k_{\text{off}}[C^{ss}] = 0 \) and \( k_{\text{on}}[Z^*][P_{\text{tot}}] - [C^{ss}] - k_{\text{off}}[C^{ss}] = 0 \). Therefore \([Z^{ss}] = \frac{k}{\delta} \). In addition, note that \([Z_{D,I-\emptyset}^{ss}] = \frac{k}{\delta}\) implying that the retroactivity metric is
   
   \[ \mathcal{R} = 1 - \frac{[Z^{ss}]}{[Z_{D,I-\emptyset}^{ss}]} = 0. \] (24)

3. **Active/Inactive forms of \( Z \):**
   
   \[ Z_0 \xrightarrow{k_{\text{ac}}} Z \]
   \[ Z + P \frac{k_{\text{on}}}{k_{\text{off}}} C \]

   In this case, we start with a fixed amount of total \( Z \), say \([Z_{\text{tot}}']\). Solving for steady-state, we get \( k_{\text{ac}}([Z_{\text{tot}}'] - [Z^*] - [C^{ss}]) = k_{\text{in}}[Z^{ss}] \) and \( k_{\text{on}}[Z^{ss}]/([P_{\text{tot}}] - [C^{ss}]) = k_{\text{off}}[C^{ss}] \) implying that
   
   \[ [Z^{ss}] = -\mu \pm \sqrt{\mu^2 + 4k_{\text{active}}(k_{\text{ac}} + k_{\text{in}})k_{\text{off}}k_{\text{on}}[Z_{\text{tot}}']} \]

   where
   
   \[ \mu = k_{\text{in}}k_{\text{off}} + k_{\text{ac}}(k_{\text{off}} + k_{\text{on}}([P_{\text{tot}}] - [Z_{\text{tot}}'])) \]

   As in case 1, we choose only those solutions that make physical sense i.e. those which satisfy \([Z^{ss}] \geq 0\) and \([Z^{ss}] \leq [Z_{\text{tot}}']\). Note that \( k_{\text{in}}[Z_{D,I-\emptyset}^{ss}] = k_{\text{ac}}([Z_{\text{tot}}'] - [Z_{D,I-\emptyset}^{ss}]) \). Therefore,
   
   \[ [Z_{D,I-\emptyset}^{ss}] = \frac{k_{\text{ac}}}{k_{\text{ac}} + k_{\text{in}}}[Z_{\text{tot}}'] \]

   Choosing \([Z_{D,I-\emptyset}^{ss}] = [Z_{\text{tot}}]\) allows the system to be compared sensibly to other designs of \( \mathcal{U} \) with the same behaviour in this limit. In this case, the metric for retroactivity translates to
   
   \[ \mathcal{R} = 1 - \frac{[Z^{ss}]}{[Z_{D,I-\emptyset}^{ss}]} = 1 - \frac{[Z^{ss}]}{[Z_{\text{tot}}]} . \] (26)

A.2 **Effect of decreasing the coupling to the push-pull**

Recall the microscopically reversible push-pull motif from the main text:

\[ Z + X \xrightarrow{\beta_1} \xrightarrow{\beta_2} C_1 \xrightarrow{\kappa_{1,\beta_1,\beta_2}} X^* + Z \]

\[ Y + X^* \xrightarrow{\alpha_1} \xrightarrow{\alpha_2} C_2 \xrightarrow{\kappa_{2,\alpha_1,\alpha_2}} X + Y \]

\[ X^* + p \xrightarrow{k_{\text{on}}}{k_{\text{off}}} C. \] (27)

Here, \( 0 \leq \epsilon \leq 1 \) is the parameter that defines the degree of microscopic reversibility. We analyse the effect of repeatedly reducing
the coupling to the push-pull motif to match a given input/output curve. We show that the steady-state output of a push-pull motif is a function of the ratio \( \frac{\beta_1}{\alpha_1} \) and not \( \alpha_1 \) and \( \beta_1 \) individually, in the low reactivity limit. Further the retroactivity and power is directly proportional to \( \beta_1 \) at fixed ratio \( \frac{\beta_1}{\alpha_1} \). Our analysis is divided into two cases:

1. **Microscopically irreversible limit:**
   A push-pull motif coupled to fuel with an infinite free energy corresponds to case \( \epsilon = 0 \). Specifically, we have the following network:
   \[
   Z + X \xrightarrow{\beta_1} C_1 \xrightarrow{k_1} X^* + Z
   \]
   \[
   Y + X^* \xrightarrow{\alpha_1/\alpha_2} C_2 \xrightarrow{k_2} X + Y
   \]
   \[
   X^* + p \frac{k_{\text{on}}}{k_{\text{off}}} C
   \]
   As we reduce the coupling to the push-pull motif by making \( \alpha_1 \) and \( \beta_1 \) sufficiently small, one can approximately ignore sequestration into complexes relative to \( [C_{\text{ss}}] \), \( [X_{\text{ss}}] \) and \( [X^{**}] \) and the network essentially boils down to the following:
   \[
   X \xrightarrow{\frac{k_1 \beta_1 [Z_{\text{tot}}]}{\beta_2 + k_1}} X^*
   \]
   \[
   X^* + P \frac{k_{\text{on}}}{k_{\text{off}}} C
   \]
   Solving for steady-state, we get
   \[
   [X_{\text{ss}}] \frac{k_1 \beta_1 [Z_{\text{tot}}]}{\beta_2 + k_1} = [X^{**}] \frac{\alpha_1 k_2 [Y_{\text{tot}}]}{k_2 + \alpha_2}
   \]
   and
   \[
   k_{\text{on}} [X^{**}](P_{\text{tot}} - [C_{\text{ss}}]) = k_{\text{off}} [C_{\text{ss}}]
   \]
   with the conservation relation \( [X_{\text{ss}}] + [X^{**}] + [C_{\text{ss}}] = [X_{\text{tot}}] \). Therefore, we have
   \[
   [C_{\text{ss}}] = \frac{f(r) \pm \sqrt{f^2(r) - 4r^2 k_{\text{on}}^2 [X_{\text{tot}}] P_{\text{tot}}}}{2r k_{\text{on}}}
   \]
   where \( r = \frac{k_1 \beta_1 [Z_{\text{tot}}]}{\alpha_1 k_2 [Y_{\text{tot}}]} \) and \( f(r) = k_{\text{off}} + r(k_{\text{on}}([P_{\text{tot}}] + [X_{\text{tot}}]) + k_{\text{off}}) \), justifying Equation 11 in the main text. It follows that both \( [X_{\text{ss}}] \) and \( [X^{**}] \) are functions of \( \alpha_1 \) and \( \beta_1 \) through the ratio \( r = \frac{\beta_1}{\alpha_1} \).

Solving for steady-state of \( [C_{\text{ss}}] \), we get
   \[
   \beta_1 [Z_{\text{ss}}] [X^{**}] - (\beta_2 + k_1) [C_{\text{ss}}] = 0,
   \]
   implying that \( [C_{\text{ss}}] = \frac{\beta_1 [Z_{\text{ss}}] [X^{**}]}{(\beta_2 + k_1)} \). As a consequence \( C_{\text{ss}} \propto [Z_{\text{ss}}] \beta_1 \) at fixed \( r \). This implies that \( R = \frac{|C_{\text{ss}}|}{|Z_{\text{tot}}|} \propto (1 + \beta_1)^{-1} \beta_1 \) for sufficiently small \( \beta_1 \) and flux \( \Psi = k_1 [C_{\text{ss}}] \propto \beta_1 \) at fixed \( r \), justifying Equation 14 in the main text.

2. **Finite free energy of fuel molecules:** Explicitly incorporating the presence of microscopically reversible reactions in the push-pull motif corresponds to the case \( 0 < \epsilon \leq 1 \). As in the case of infinite free energy, making \( \alpha_1 \) and \( \beta_1 \) sufficiently small amounts to neglecting sequestration into complexes relative to \( [C_{\text{ss}}] \), \( [X_{\text{ss}}] \) and \( [X^{**}] \), giving the following network:
   \[
   X \xrightarrow{\frac{k_1 \beta_1 [Z_{\text{tot}}]}{\beta_2 + k_1}} X^*
   \]
   \[
   X^* + P \frac{k_{\text{on}}}{k_{\text{off}}} C
   \]
   Solving for steady-state, we get
   \[
   X_{\text{ss}} \left( \frac{k_1 \beta_1 [Z_{\text{tot}}]}{\beta_2 + k_1} + \epsilon \frac{\alpha_1 k_2 [Y_{\text{tot}}]}{k_2 + \alpha_2} \right) = [X^{**}] \left( \frac{\alpha_1 k_2 [Y_{\text{tot}}]}{k_2 + \alpha_2} + \epsilon \frac{k_1 \beta_1 [Z_{\text{tot}}]}{\beta_2 + k_1} \right)
   \]
   and
   \[
   k_{\text{on}} [X^{**}](P_{\text{tot}}) - [C_{\text{ss}}] = k_{\text{off}} [C_{\text{ss}}]
   \]
   with the conservation relation \( [X_{\text{ss}}] + [X^{**}] + [C_{\text{ss}}] = [X_{\text{tot}}] \). Let \( r = \frac{k_1 \beta_1 [Z_{\text{tot}}]}{\alpha_1 k_2 [Y_{\text{tot}}]} \) and \( r' = \frac{r + \epsilon}{r + 1} \). Therefore, we have
   \[
   [C_{\text{ss}}] = \frac{f(r') \pm \sqrt{f^2(r') - 4r'^2 k_{\text{on}}^2 [X_{\text{tot}}] P_{\text{tot}}}}{2r k_{\text{on}}}
   \]
   where \( f(r') = k_{\text{off}} + r(k_{\text{on}}([P_{\text{tot}}] + [X_{\text{tot}}]) + k_{\text{off}}) \).
where \( f(r') = k_{\text{off}} + r'(k_{\text{on}}([P_{\text{tot}}] + [X_{\text{tot}}]) + k_{\text{off}}) \).

Solving for \([C_{\text{ss}}^1]\), we get
\[
\beta_1 [Z_{\text{ss}}][X^{\ast}_{\text{ss}}] - \frac{\epsilon_k}{\beta_2} \beta_2 [X^{\ast}_{\text{ss}}] = 0,
\]
implying that
\[
[C_{\text{ss}}^1] = \frac{\beta_1 [Z_{\text{ss}}][X^{\ast}_{\text{ss}}] + \frac{\epsilon_k}{\beta_2} \beta_2 [X^{\ast}_{\text{ss}}]}{\beta_2 + k_1}.
\] (34)

Since both \([X_{\text{ss}}]\) and \([X^{\ast}_{\text{ss}}]\) depend only on the ratio \(r'\), we get that \(R = \frac{[C_{\text{ss}}^1]}{[Z_{\text{tot}}]} \propto \beta_1 (1 + \beta_1)^{-1} \approx \beta_1\) for sufficiently small \(\beta_1\) at fixed \(r'\) and power \(w = \Psi \Delta G_{\text{ATP}} \propto \beta_1\) justifying equation 20 in the main text.

**A.3 Effectively irreversible push-pull motifs**

We show that push-pull networks consuming free energy per cycle beyond a certain threshold are essentially equivalent to those without the microscopically reversible reactions, for the purposes of the steady-state concentrations. In our system, this threshold is \(\sim 4k_B T\). Figure 9 illustrates this fact for certain sets of parameters. Recall from the main text that the free energy of a push-pull motif having microscopically reversible reactions is given by \(\Delta G_{\text{ATP}} = 2k_B T \ln \epsilon\).

**A.4 Retroactivity and rate of free-energy consumption for randomly parameterised push-pull motifs**

In this section we show that the results presented in Fig. 7 of the main text – namely that it is possible to reproduce an input-output relation at weaker coupling, thereby reducing retroactivity and free energy consumption, is true for a good proportion of randomly generated systems. Push-pull motifs having infinite free energy are a limiting case of generic push-pull networks possessing microscopically reversible reactions. In fact, as noted earlier, having an infinite free energy corresponds to putting \(\epsilon = 0\), where \(\epsilon\) is the parameter that quantifies the amount of microscopic reversibility. It therefore suffices to consider push-pull motifs having finite free energy. We repeat the plots of Fig. 7 from the main text, using randomly generated parameters. Specifically, we consider 10 systems randomly chosen from parameter distributions

- \(X_{\text{tot}}, Y_{\text{tot}} \sim U[1, 200]\)
- \(P_{\text{tot}} \sim U[1, X_{\text{tot}}]\)
- \(\alpha_1, \beta_1, k_{\text{on}} \sim 10U[-2.0]\)
- \(\alpha_2, \beta_2, k_1, k_2, k_{\text{off}} \sim 10U[-1.1]\)
- \(\epsilon \sim 10U[-3.1]\),

Here, \(U\) indicates a uniform distribution and all samples are independent. The results are plotted in the following, demonstrating that often (although not always) it is possible to get a very close match to the input-output curve at weaker coupling. Moreover, even when the matching of the input-output curve is only moderate, both retroactivity and fuel consumption still decrease.
FIGURE 9: For a push-pull network consuming free energy in excess of $-2k_BT \ln \epsilon \sim 4k_BT$, the presence of microscopically reversible reactions has negligible effect on the steady-state output as demonstrated for two specific systems. Parameters used for the model: a) $[X_{\text{tot}}] = [Y_{\text{tot}}] = [Z_{\text{tot}}] = 50, [P_{\text{tot}}] = 100, \alpha_1 = \beta_1 = 0.1, \alpha_2 = \beta_2 = k_2 = k_{\text{on}} = k_{\text{off}} = 10, k_1 = 1$. b) $[X_{\text{tot}}] = 200, [Y_{\text{tot}}] = [Z_{\text{tot}}] = 100, [P_{\text{tot}}] = 100, \alpha_1 = \beta_1 = \alpha_2 = \beta_2 = k_1 = k_2 = 1, k_{\text{on}} = k_{\text{off}} = 10$.

FIGURE 10: $[X_{\text{tot}}] = 41.198, [Y_{\text{tot}}] = 108.948, [P_{\text{tot}}] = 36.176, \alpha_1 = 0.051, \alpha_2 = 0.897, \beta_1 = 0.614, \beta_2 = 0.291, k_1 = 0.950, k_2 = 3.184, k_{\text{on}} = 0.517, k_{\text{off}} = 0.203, \epsilon = 0.026$.

FIGURE 11: $[X_{\text{tot}}] = 124.747, [Y_{\text{tot}}] = 5.810, [P_{\text{tot}}] = 101.106, \alpha_1 = 0.126, \alpha_2 = 0.177, \beta_1 = 0.043, \beta_2 = 6.802, k_1 = 0.391, k_2 = 1.600, k_{\text{on}} = 0.366, k_{\text{off}} = 0.215, \epsilon = 0.065$.

FIGURE 12: $[X_{\text{tot}}] = 182.861, [Y_{\text{tot}}] = 57.132, [P_{\text{tot}}] = 171.82, \alpha_1 = 0.054, \alpha_2 = 0.137, \beta_1 = 0.035, \beta_2 = 0.283, k_1 = 3.383, k_2 = 0.105, k_{\text{on}} = 0.432, k_{\text{off}} = 0.646, \epsilon = 0.027$. 
FIGURE 13: $X_{\text{tot}} = 95.631, Y_{\text{tot}} = 147.689, P_{\text{tot}} = 72.11, \alpha_1 = 0.208, \alpha_2 = 9.877, \beta_1 = 0.033, \beta_2 = 6.076, k_1 = 1.450, k_2 = 0.766, k_{\text{on}} = 0.418, k_{\text{off}} = 1.559, \epsilon = 0.104.$

FIGURE 14: $X_{\text{tot}} = 84.151, Y_{\text{tot}} = 100.826, P_{\text{tot}} = 56.871, \alpha_1 = 0.021, \alpha_2 = 0.438, \beta_1 = 0.326, \beta_2 = 9.358, k_1 = 8.781, k_2 = 0.145, k_{\text{on}} = 0.323, k_{\text{off}} = 0.389, \epsilon = 0.011.$

FIGURE 15: $X_{\text{tot}} = 138.883, Y_{\text{tot}} = 67.044, P_{\text{tot}} = 67.68, \alpha_1 = 0.047, \alpha_2 = 0.942, \beta_1 = 0.187, \beta_2 = 0.264, k_1 = 2.308, k_2 = 0.717, k_{\text{on}} = 0.041, k_{\text{off}} = 0.822, \epsilon = 0.024.$

FIGURE 16: $X_{\text{tot}} = 14.304, Y_{\text{tot}} = 58.104, P_{\text{tot}} = 6.824, \alpha_1 = 0.032, \alpha_2 = 0.503, \beta_1 = 0.803, \beta_2 = 5.777, k_1 = 0.145, k_2 = 0.671, k_{\text{on}} = 0.069, k_{\text{off}} = 6.124, \epsilon = 0.016.$
FIGURE 17: $[X_{\text{tot}}] = 58.564, [Y_{\text{tot}}] = 4.7, [P_{\text{tot}}] = 23.929, \alpha_1 = 0.122, \alpha_2 = 0.128, \beta_1 = 0.240, \beta_2 = 1.023, k_1 = 6.555, k_2 = 0.252, k_{\text{on}} = 0.680, k_{\text{off}} = 9.066, \epsilon = 0.061.$

FIGURE 18: $[X_{\text{tot}}] = 18.954, [Y_{\text{tot}}] = 166.734, [P_{\text{tot}}] = 4.529, \alpha_1 = 0.086, \alpha_2 = 0.131, \beta_1 = 0.035, \beta_2 = 0.524, k_1 = 1.245, k_2 = 7.211, k_{\text{on}} = 0.438, k_{\text{off}} = 3.268, \epsilon = 0.043.$

FIGURE 19: $[X_{\text{tot}}] = 54.201, [Y_{\text{tot}}] = 50.055, [P_{\text{tot}}] = 39.431, \alpha_1 = 0.045, \alpha_2 = 0.295, \beta_1 = 0.042, \beta_2 = 0.135, k_1 = 9.537, k_2 = 6.173, k_{\text{on}} = 0.038, k_{\text{off}} = 1.337, \epsilon = 0.023.$