Singularities of solutions to quadratic vector equations on complex upper half-plane
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Abstract

Let $S$ be a positivity preserving symmetric linear operator acting on bounded functions. The nonlinear equation $-\frac{1}{m} = z + Sm$ with a parameter $z$ in the complex upper half-plane $\mathbb{H}$ has a unique solution $m$ with values in $\mathbb{H}$. We show that the $z$-dependence of this solution can be represented as the Stieltjes transforms of a family of probability measures $\nu$ on $\mathbb{R}$. Under suitable conditions on $S$, we show that $\nu$ has a real analytic density apart from finitely many algebraic singularities of degree at most three.

Our motivation comes from large random matrices. The solution $m$ determines the density of eigenvalues of two prominent matrix ensembles; (i) matrices with centered independent entries whose variances are given by $S$ and (ii) matrices with correlated entries with a translation invariant correlation structure. Our analysis shows that the limiting eigenvalue density has only square root singularities or a cubic root cusps; no other singularities occur.
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1 Introduction

Given a symmetric $N \times N$-matrix $S = (s_{ij})_{i,j=1}^{N}$ with non-negative entries and a complex number $z$ in the upper half-plane $\mathbb{H} := \{z \in \mathbb{C} : \text{Im} z > 0\}$, we consider the system of $N$ non-linear equations

$$-\frac{1}{m_i} = z + \sum_{j=1}^{N} s_{ij} m_j, \quad i = 1, \ldots, N,$$

for $N$ unknowns $m_1, \ldots, m_N \in \mathbb{H}$. This is one of the simplest nonlinear systems of equations involving a general linear part. We will consider a general version of this problem, where $S$ is replaced by a linear operator acting on the Banach space of $\mathbb{H}$-valued bounded functions $m$ on some measure space that replaces the underlying discrete space of $N$ elements in (1.1).

In this paper we give a detailed analysis of the singularities of the solution of (1.1) as a function of the parameter $z$. In particular, we show that $m(z)$ is analytic in $z$ down to the real axis, apart from a few singular points. Our main result, Theorem 2.6 asserts that, under some natural conditions on $S$, these singularities are algebraic and they can be of degree two or three only. In fact, the components of $m(z)$ are the Stieltjes transforms of a family of densities on $\mathbb{R}$ with a common support consisting of finitely many compact intervals. The singularities of $m(z)$ originate from the behavior of these densities at the points where they vanish. We show that the densities are real analytic whenever they are positive and

∗Partially supported by ERC Advanced Grant RANMAT No. 338804, and SFB-TR 12 Grant of the German Research Council.
†Partially supported by ERC Advanced Grant RANMAT No. 338804.
‡Partially supported by ERC Advanced Grant RANMAT No. 338804, and SFB-TR 12 Grant of the German Research Council.

arXiv:1512.03703v2 [math.PR] 8 Aug 2017
that they can only have square root singularities at the boundary (edges) of their support and cubic root cusps inside the interior.

Looking at (1.1) directly, the solutions of this system of $N$ quadratic equations in $N$ variables are algebraic functions of large degree in $z$. Thus, algebraic singularities of very high order are theoretically possible and in case of an infinite dimensional Banach space apparently even non-algebraic singularities might emerge. Our result excludes these scenarios and precisely classifies the possible singularities.

The system of equations (1.1) naturally appears in the spectral analysis of large random matrices and other related problems. It has been analysed in this context by many authors; e.g. Berezin [10], Wegner [40], Girk [23], Khorunzhy and Pastur [28], see also the more recent papers [17] [24] [37]. We mention two prominent examples in this direction.

The first example is a Wigner-type matrix with a general variance structure (Section 3.1). Let $H = (h_{ij})_{i,j=1}^N$ be an $N \times N$ real symmetric or complex hermitian matrix with centered entries and variance matrix $\Sigma$, i.e., $\mathbb{E} h_{ij} = 0$, $\mathbb{E} |h_{ij}|^2 = \sigma_{ij}$. The matrix elements are independent up to the symmetry constraint, $h_{ij} = \bar{h}_{ji}$. Let $G(z) = (H - z)^{-1}$ be the resolvent of $H$ with a spectral parameter $z \in \mathbb{H}$ and matrix elements $g_{ij} = g_{ij}(z)$. Second order perturbation theory indicates that

$$- \frac{1}{g_{ii}} \approx z + \sum_{j=1}^N s_{ij} g_{jj},$$  \hspace{1cm} (1.2)

(see [19] in the special case when the sums $\sum_j s_{ij}$ are independent of $i$). In particular, if (1.1) is stable under small perturbations, then $g_{ii}$ is close to $m_i$ and the average $N^{-1} \sum_i m_i$ approximates the normalized trace of the resolvent, $N^{-1} \text{Tr} G$. Being determined by $N^{-1} \text{Im} \text{Tr} G$, as $\text{Im} z \to 0$, the empirical spectral measure of $H$ approaches the non-random measure with density

$$\rho(\tau) := \lim_{\eta \to 0} \frac{1}{\pi N} \sum_{i=1}^N \text{Im} m_i(\tau + i \eta), \quad \tau \in \mathbb{R},$$  \hspace{1cm} (1.3)

as $N$ goes to infinity, see [8] [24] [37].

In the second example, we consider a random matrix of the form $H = X + X^*$ where $X$ has correlated entries with a translation invariant correlation structure. As the dimension of $H$ grows, its empirical spectral measure approaches [13] [9] [15] [28] [35] a non-random measure with density $\rho$ defined through (1.3). In this setup $m_i$ solves (1.1) with $s_{ij}$ given by the Fourier transform of the correlation matrix (see Section 3.2).

Apart from a few specific cases, solving (1.1) and then computing $\rho(\tau)$ via (1.3) is the only known effective way to determine the spectral density of these large random matrices. Similarly, the limiting density, as $N \to \infty$, is computed by solving a continuous (integral) version of (1.1). Since much numerical and theoretical research [25] [36] [38] focuses on the density, it is somewhat surprising that no detailed analytical study of (1.1) has been initiated so far which goes beyond establishing existence, uniqueness, and regularity in the regime where the parameter $z$ is away from the real axis [1] [23] [26] [35]. Typically, the limiting density is compactly supported on a few disjoint intervals. Numerical studies [14] [20] [29] [31] [36] indicate that generally the limiting density exhibits square root singularities at the edges of these intervals. However, prior to this current work this finding has never been rigorously confirmed apart from a few explicitly computable cases [25] [36] [38]. Even less has been known about the possible formation of other singularities [36]. In a special Gaussian model the cubic singularity has been shown to emerge [13] as a gap in the support of the density closes. For random matrices with translation invariant correlation structure Theorem 2.4 of [7] shows that also the Stieltjes transform $m(z)$ of the limiting density satisfies a polynomial equation of the form $P(z, m(z)) = 0$, but the degree of $P$ is unspecified. Our result applies to the setup of [7] and limits the algebraic singularities to degrees two or three (Section 3.4).

We remark that for invariant random matrix ensembles with a real analytic potential the singularities of the density have been classified [16] [30] [34]. In the generic case the singularities at the edges of the support of the density are also of square root type. For specific potentials the density may vanish at half-integer powers at the edges and any even power in the interior of the support but, in contrast to our result, cubic root cusp singularities do not occur for these ensembles.
So far we discussed qualitative properties of the spectral density on the macroscopic scale but the significance of (1.1) goes well beyond that. First, the algebraic order of the singularity of the limiting density at the edges predicts the typical scale of fluctuation of the extreme eigenvalues. Second, the recent proofs of the Wigner-Dyson-Mehta conjecture on the universality of local eigenvalue statistics heavily rely on understanding the spectral density on very small scales (see [18] for a complete history). One key ingredient to obtain such a local law is a very accurate stability analysis of the equation that determines the spectral density, here (1.1). The stability deteriorates near the singularities and extracting the necessary information requires a thorough quantitative analysis of $m$ at these points.

Our project has three main parts. In the current paper we present general qualitative results on the singularities of (1.1). We believe that this analysis is of interest in its own right since (1.1) appears in other contexts as well, even beyond random matrices [12, 27, 40]. The quantitative description of the singularities of (1.1) goes well beyond that. First, the algebraic order of the singularity of the limiting measure $v$ of the solution to the QVE, we consider this measure as a fundamental quantity and often express properties of $m$ in terms of properties of $v$.

2 Main result

For a measurable space $\mathcal{A}$ and a subset $\mathbb{D} \subseteq \mathbb{C}$ of the complex numbers, we denote by $\mathcal{B}(\mathcal{A}, \mathbb{D})$ the space of bounded measurable functions on $\mathcal{A}$ with values in $\mathbb{D}$. Let $(\mathcal{X}, \pi(dx))$ be a measure space with bounded positive (non-zero) measure $\pi$. Suppose we are given a real valued function $a \in \mathcal{B}(\mathcal{X}, \mathbb{R})$ and a non-negative, symmetric, $s_{xy} = s_{yx}$, function $s \in \mathcal{B}(\mathbb{X}^2, \mathbb{R}^+_0)$. Then we consider the quadratic vector equation (QVE),

$$ -\frac{1}{m(z)} = z + a + Sm(z), \quad z \in \mathbb{H}, $$

for a function $m : \mathbb{H} \to \mathcal{B}(\mathcal{X}, \mathbb{H}), z \mapsto m(z)$, where $S : \mathcal{B}(\mathcal{X}, \mathbb{C}) \to \mathcal{B}(\mathcal{X}, \mathbb{C})$ is the integral operator with kernel $s$,

$$(Sw)_x := \int s_{xy} w_y \pi(dy), \quad x \in \mathcal{X}, w \in \mathcal{B}(\mathcal{X}, \mathbb{C}).$$

We equip the space $\mathcal{B}(\mathcal{X}, \mathbb{C})$ with its natural norm,

$$\|w\| := \sup_{x \in \mathcal{X}} |w_x|, \quad w \in \mathcal{B}(\mathcal{X}, \mathbb{C}).$$

With this norm $\mathcal{B}(\mathcal{X}, \mathbb{C})$ is a Banach space. For an operator $T$ on $\mathcal{B}(\mathcal{X}, \mathbb{C})$ we write $\|T\|$ for the induced operator norm.

The following result is considered folklore in the literature (see e.g. [8, 23, 26, 27, 28]). For completeness we include its proof, adjusted to our setup, in the Appendix A.

**Proposition 2.1** (Existence and uniqueness). The QVE has a unique solution $m$. For each $x \in \mathcal{X}$ there exists a unique probability measure $v_x(d\tau)$ on $\mathbb{R}$ such that

$$m_x(z) = \int_{\mathbb{R}} \frac{v_x(d\tau)}{\tau - z}, \quad z \in \mathbb{H}. \quad (2.2)$$

All these measures have support in the compact interval $[-\kappa, \kappa]$ with

$$\kappa := \|a\| + 2 \|S\|^{1/2}. \quad (2.3)$$

The family $(v_x)_{x \in \mathcal{X}}$ constitutes a measurable function $v : \mathcal{X} \to \mathcal{M}(\mathbb{R}), x \mapsto v_x$, where $\mathcal{M}(\mathbb{R})$ denotes the space of probability measures on $\mathbb{R}$ equipped with the weak topology.

Since by (2.2) the measure $v_x$ determines the component $m_x$ of the solution to the QVE, we consider this measure as a fundamental quantity and often express properties of $m$ in terms of properties of $v$. 

3
Consider the setup \( P \) and there is a primitive matrix \( K \). Suppose \( a \) is a positive constant. We introduce a short notation for the average of a function on \( B \) with respect to this measure

\[
\langle w \rangle := \int_{x \in \mathcal{X}} w_x \pi(dx), \quad w \in \mathcal{B}(\mathcal{X}, \mathbb{C}).
\]

We need three assumptions on the data \( a \) and \( s \) of the QVE.

(A) **Diagonal positivity**: There exists a symmetric, \( r_{xy} = r_{yx} \), function \( r \in \mathcal{B}(\mathcal{X}^2, \mathbb{R}_{++}^0) \) such that

\[
s_{xy} \geq \int r_{xu} r_{uy} \pi(du), \quad x, y \in \mathcal{X},
\]

and \( \inf_{x \in \mathcal{X}} \int r_{xy} \pi(dy) > 0 \).

(B) **Uniform primitivity**: There is some \( K \in \mathbb{N} \) such that

\[
\inf_{x, y \in \mathcal{X}} s_{xy}^{(K)} > 0,
\]

where \( s^{(K)} \in \mathcal{B}(\mathcal{X}^2, \mathbb{R}_{++}^0) \) is the integral kernel of the \( K \)-th power \( S^K \) of the operator \( S \).

(C) **Component regularity**: There are no outlier components in the sense that

\[
\liminf_{\varepsilon \rightarrow 0} \inf_{x \in \mathcal{X}} \int \frac{\pi(dy)}{\varepsilon + (a_x - a_y)^2 + (S_x - S_y)^2} = \infty,
\]

where \( S_x := (y \mapsto s_{xy}) \in \mathcal{B}(\mathcal{X}, \mathbb{R}_{++}^0) \) for each \( x \in \mathcal{X} \) denotes the \( x \)-th component of \( S \).

In the following remarks we mention a few examples that illustrate the meaning of the assumptions (A), (B) and (C). The statements of these remarks are easy to check.

**Remark 2.3**. If \( \mathcal{X} \) is equipped with a metric \( d_\mathcal{X} \) and \( s \) has a positive strip along the diagonal in the sense that

\[
s_{xy} \geq c 1(d_\mathcal{X}(x, y) \leq \varepsilon), \quad x, y \in \mathcal{X},
\]

for some positive constants \( c \) and \( \varepsilon \), then (2.4) is satisfied with the choice

\[
r_{xy} := c^{1/2} 1(d_\mathcal{X}(x, y) \leq \varepsilon/2), \quad x, y \in \mathcal{X}.
\]

**Remark 2.4**. If \( \mathcal{X} \) admits a finite measurable partition, \( \mathcal{I}_1, \ldots, \mathcal{I}_n \), such that each \( \mathcal{I}_i \) has positive measure and there is a primitive matrix \( P = (p_{ij})_{i,j=1}^n \in \mathbb{R}^{n \times n} \) such that \( s \) satisfies

\[
s_{xy} \geq \sum_{i,j=1}^n p_{ij} 1(x \in \mathcal{I}_i, y \in \mathcal{I}_j), \quad x, y \in \mathcal{X},
\]

then (B) holds. Recall that a matrix \( P \) is called primitive, if it has non-negative entries and there exists \( k \in \mathbb{N} \) such that all entries of \( P^k \) are strictly positive. If, additionally, the matrix \( P \) has a positive diagonal, \( p_{ii} > 0 \), then assumption (A) is satisfied as well.

**Remark 2.5**. Assumption (C) is trivially satisfied if \( \mathcal{X} \) is finite and every \( x \in \mathcal{X} \) has positive measure. The integral in (2.6) provides a way to measure the regularity of \( s \) and \( a \) as the following example indicates. Consider the setup \( (\mathcal{X}, \pi(dx)) = ([0, 1], dx) \) and let \( I_1, \ldots, I_n \) be a partition of \([0, 1]\) into finitely many non-trivial intervals. Suppose \( a \) and \( s \) are piecewise \( 1/2 \)-Hölder continuous,

\[
\sup_{x, y \in I_i} \frac{|a_x - a_y|}{|x - y|^{1/2}} < \infty, \quad \sup_{x_1, x_2 \in I_i} \frac{|s_{x_1y_1} - s_{x_2y_2}|}{|x_1 - x_2|^{1/2} + |y_1 - y_2|^{1/2}} < \infty
\]

for all \( i, j = 1, \ldots, n \). Then (C) is satisfied.
Now we state our main theorem.

**Theorem 2.6** (Regularity and singularities of the generating density). Suppose $s$ and $a$ satisfy the assumptions (A), (B) and (C). Then the generating measure has a Lebesgue-density $v_\tau(d\tau) = v_\tau(\tau)d\tau$ and this density is uniformly $1/3$-Hölder continuous

$$\sup_{x \in \mathcal{X}} \sup_{\tau_1 \neq \tau_2} \frac{|v_\tau(\tau_1) - v_\tau(\tau_2)|}{|\tau_1 - \tau_2|^{1/3}} < \infty.$$  

The set on which the $x$-th component of the generating density is positive is independent of $x$ (and therefore the component is not indicated),

$$\mathcal{G} := \{ \tau \in \mathbb{R} : v_\tau(\tau) > 0 \}. \quad (2.8)$$

It is a union of finitely many open intervals. The restriction of the generating density $v : \mathbb{R} \setminus \partial \mathcal{G} \to \mathcal{B}(\mathbb{R}, \mathbb{R}^+_0)$, $\tau \mapsto v(\tau)$ is analytic in $\tau$. At the points $\tau_0 \in \partial \mathcal{G}$ the generating density has one of the following two behaviors:

**Cusp** If $\tau_0$ is in the intersection of the closure of two connected components of $\mathcal{G}$, then $v$ has a cubic root singularity at $\tau_0$, i.e., there is some $c \in \mathcal{B}(\mathbb{R}, \mathbb{R})$ with $\inf_{x \in \mathcal{X}} c_x > 0$ such that uniformly in $x \in \mathcal{X}$,

$$v_\tau(\tau_0 + \omega) = c_x |\omega|^{1/3} + \mathcal{O}(|\omega|^{2/3}), \quad \omega \to 0. \quad (2.9)$$

**Edge** If $\tau_0 \in \partial \mathcal{G}$ is not a cusp, then it is the left or right endpoint of a connected component of $\mathcal{G}$ and $v$ has a square root singularity at $\tau_0$, i.e., there is some $c \in \mathcal{B}(\mathbb{R}, \mathbb{R})$ with $\inf_{x \in \mathcal{X}} c_x > 0$ such that uniformly in $x \in \mathcal{X}$,

$$v_\tau(\tau_0 + \omega) = c_x \omega^{1/2} + \mathcal{O}(\omega), \quad \omega \downarrow 0, \quad (2.10)$$

where $\pm$ is taken depending on whether $\tau_0$ is a left or a right endpoint.

Let us denote the extended upper half plane by $\overline{\mathbb{H}} := \mathbb{H} \cup \mathbb{R}$.

**Corollary 2.7** (Hölder-regularity of the solution). Assume that $s$ and $a$ satisfy (A), (B) and (C). Then the solution $m_x(z)$ of the QVE can be uniquely extended to a function $m \in \mathcal{B}(\mathbb{X} \times \overline{\mathbb{H}}, \overline{\mathbb{H}})$ that is uniformly $1/3$-Hölder continuous in its second argument, $z \in \overline{\mathbb{H}}$,

$$\sup_{x \in \mathcal{X}} \sup_{z_1 \neq z_2} \frac{|m_x(z_1) - m_x(z_2)|}{|z_1 - z_2|^{1/3}} < \infty. \quad (2.11)$$

**Theorem 2.8** (Single interval support). Assume (A), (B) and (C). Furthermore, suppose that the components $a_x$ and $S_x = (y \mapsto s_{xy}) \in \mathcal{B}(\mathbb{X}, \mathbb{R}^+_0)$ form a connected set in the sense that

$$\sup_{\theta \neq \eta \subset \mathcal{X}} \inf_{y \in \theta} \left( |a_x - a_y| + \langle |S_x - S_y| \rangle \right) = 0. \quad (2.12)$$

Then the set $\mathcal{G}$, defined in (2.8), is a single interval. In particular, there are no cusp singularities in the sense of (2.9).

**Remark 2.9.** Condition (2.12) is for example satisfied in the special case when $\mathcal{X} = [0, 1]$ and the kernel $s$ as well as $a$ are continuous. More generally, we may consider the piecewise Hölder continuous setting. We conjecture that in this case with $a = 0$ the number of connected components of $\mathcal{G}$ is at most $2n - 1$, where $n$ is the size of the partition $I_1, \ldots, I_n$ used to define the piecewise Hölder continuity in (2.7).
3 Applications

In this section we discuss four applications in random matrix theory. We denote by $H = H^{(N)}$ for $N \in \mathbb{N}$, a sequence of self-adjoint random matrices with entries $h_{ij} = h_{ij}^{(N)}$ on some probability space with expectation $\mathbb{E}$. We define the induced normalized empirical spectral measures by

$$\rho^{(N)}(B) := \frac{|\text{Spec}(H^{(N)}) \cap B|}{N},$$

for Borel sets $B$ of $\mathbb{R}$. We denote by $\rho_{S,a}(d\tau)$ the average generating measure for the QVE with operator $S$ and function $a$, i.e.,

$$\rho_{S,a}(d\tau) := \int_X \nu_x(d\tau) \pi(dx).$$

3.1 Wigner type matrices

A natural extension of Wigner matrices, which have i.i.d. entries up to symmetry constraints, are what was called Wigner type matrices in [5]. These matrices $H$ are self-adjoint, centered, $\mathbb{E}h_{ij} = 0$, and have independent entries up to the symmetry constraints, i.e., $h_{ij}$ are independent for $i \leq j$. Furthermore, let $N|h_{ij}|^2$ be uniformly integrable. Suppose for the sake of simplicity that the variances of the entries of $H$ converge to a piecewise $1/2$-Hölder continuous (cf. (2.7)), symmetric, $q(x,y) = q(y,x)$, profile function $q : [0,1]^2 \rightarrow \mathbb{R}^+$ with a non-vanishing diagonal, $\inf_{|x-y| \leq \varepsilon} q(x,y) > 0$ for some $\varepsilon > 0$, i.e.,

$$\mathbb{E}|h_{ij}|^2 = \frac{1}{N} q\left(\frac{i}{N}, \frac{j}{N}\right).$$

Then the empirical spectral measures of the matrices $H^{(N)}$ converge, as $N \rightarrow \infty$, to a non-random limit,

$$\rho^{(N)}(d\tau) \rightarrow \rho_S(d\tau), \quad \text{weakly, in probability.} \quad (3.1)$$

Here, the asymptotic spectral measure $\rho_S = \rho_S.0$ is obtained from the solution of the QVE in the setup $(\mathcal{X}, \pi(dx)) = ([0,1], dx)$, where $a = 0$, and the integral kernel of $S$ is given by the asymptotic variance profile $s_{xy} := q(x,y)$. For a proof of (3.1) see [24, 37] (in the Gaussian setting), [8] (with the additional condition that the fourth moments have a profile), and [5] (with bounded higher moments). Bounded moment conditions can be relaxed using a standard cut-off argument (cf. Theorem 2.1.21 in [6]).

Using Theorem 2.6 we can say more about the limiting eigenvalue distribution $\rho_S$. In fact, $\rho_S(d\tau) = \rho_S(\tau) d\tau$ has a Hölder-continuous density with singularities of degree at most three in the sense of (2.9) and (2.10). Moreover, if $q$ is $1/2$-Hölder continuous (not just piecewise Hölder continuous), then by Theorem 2.8 the limiting spectral density $\rho_S$ is supported on a single interval $[-\tau_0, \tau_0]$ and has square root singularities at the edges $-\tau_0$ and $\tau_0$.

In general, cusps may appear already in the simplest non-trivial examples. This is illustrated by the $2 \times 2$-block profile

$$q := \alpha \mathbbm{1}_{I \times I} + \beta (\mathbbm{1}_{I \times I} + \mathbbm{1}_{F \times F}) + \gamma \mathbbm{1}_{F \times F}, \quad (3.2)$$

where $\alpha, \beta, \gamma$ are positive constants, $I = [0, \delta]$ and $F = [\delta, 1]$ for some $\delta \in (0,1/2]$. For example, in the special case $\beta = 1$ and $\gamma = 1/\alpha$ the choice $\delta = \delta_\alpha(\alpha)$ with $\alpha > 2$ leads to a density $\rho_S$ with a cusp singularity (cf. Fig. 3.1), where

$$\delta_\alpha(\alpha) := \frac{(\alpha - 2)^3}{9(\alpha^3 - 2\alpha^2 + 2\alpha - 1)}.$$
3.2 Deformed Wigner matrices

Another class of well studied self-adjoint random matrix models are the deformed Wigner matrices of the form

$$H = A + \lambda V,$$

where $A$ is a deterministic diagonal matrix and $V$ is a Wigner matrix, i.e., $V$ has centered i.i.d. entries, up to the symmetry constraints. In the corresponding QVE (2.1), we have $\mathcal{X} = [0, 1]$ with uniform measure, $s_{xy} = \lambda$ and $a_x$ the smooth limiting profile of the diagonal entries of $A$. The average generating density $\rho_{S,a}$ equals the asymptotic density of the eigenvalues as the dimension of $H$ approaches infinity [33]. In particular, Theorem 2.6 restricts the possible singularities of the limiting eigenvalue density to at most third order.

The cubic root cusp has been observed in this context in [13] in the case when $V$ is a Gaussian unitarily invariant matrix (GUE) and $A$ has a spectrum symmetric to the origin with a gap around zero. As the coupling constant $\lambda > 0$ increases from zero, at a critical value the gap closes in the support of the density and a cubic singularity emerges. The argument in [13], however, did not use the QVE. Since the randomness is generated by a GUE matrix, all local correlation functions can be explicitly computed via the Itzykson-Zuber formula. The cubic root cusp can then be easily recovered from (3.22) in [13]. We remark that in this case the type of singularity also determines the local statistics. Analogously to the Wigner-Dyson statistics in the bulk and the Tracy-Widom statistics at regular edges with a square root behavior, the cubic root singularity gives rise to a determinantal process described by the Pearcey kernel, see e.g. [2, 11, 39].

3.3 Translation invariant correlations

Let $\xi = (\xi_{ij} : i, j \in \mathbb{Z})$ be a family of i.i.d. random variables indexed by $\mathbb{Z}^2$. Let $\theta_{pq}$, $p, q \in \mathbb{Z}$, denote a shift of $\xi$, such that the $(i,j)$-th component of $\theta_{pq} \xi$ is $\xi_{i+p,j+q}$. Given a measurable function $\Phi : \mathbb{R}^{\mathbb{Z}^2} \to \mathbb{R}$, such that

$$\mathbb{E} \Phi(\xi) = 0, \quad \mathbb{E} \Phi(\xi)^2 < \infty, \quad \text{and} \quad \sum_{p,q \in \mathbb{Z}} \mathbb{E} \Phi(\theta_{pq} \xi) \Phi(\xi) < \infty,$$

Figure 3.1: $2 \times 2$ - block profile whose density has a cusp singularity.
we define a sequence of translation invariant random matrices $H = H^{(N)}$ through

$$h_{ij} := \frac{\Phi(\theta_i \xi) + \Phi(\theta_j \xi)}{\sqrt{N}}.$$ 

Then their empirical spectral measures converge weakly in probability to a non-random measure with a density $\rho_S = \rho_{S,0} : \mathbb{R} \to [0, \infty)$. The limiting density $\rho_S$ is determined by the solution $m$ of the QVE in the setup $(X, \pi(dx)) = ([0, 1], dx)$, where $S$ has the integral kernel $s : [0, 1]^2 \to [0, \infty),$

$$s_{xy} := 4 \sum_{p, q \in \mathbb{Z}} e^{-i2\pi(px - qy)} \mathbb{E}[\Phi(\theta_{pq} \xi) \Phi(\xi)],$$

and $a = 0$. This convergence has been established in the Gaussian setup in [3, 28, 35]. In [9] it was extended by a comparison argument to the general setting we presented here.

### 3.4 The color equation

In [7] the authors show that the empirical distributions of the eigenvalues of a class of random matrices with dependent entries converge to a probability measure $\mu$ on $\mathbb{R}$ as the dimension of the matrices becomes large. The measure $\mu$ is determined through the so-called color equations (cf. equation (3.9) on p. 1135):

$$\int_{\mathbb{C}} \frac{s(c, c') P(dc')}{\lambda - \Psi(c', \lambda)} = \Psi(c, \lambda), \quad \int_{\mathbb{R}} \frac{\mu(d\tau)}{\lambda - \tau} = \int_{\mathbb{C}} \frac{P(dc)}{\lambda - \Psi(c, \lambda)},$$

where $\lambda \in \mathbb{C}$ and the color space is $C = [0, 1] \times S^1$, with $S^1$ denoting the unit circle on the complex plane. Identifying $\mathbb{X} = C, x = c, y = c', \pi(dx) := P(dc), z = \lambda$, we see that the color equation is equivalent to the QVE (2.1). Indeed, we have the correspondence

$$s_{xy} = s(c, c'), \quad m_\tau(z) = \frac{-1}{\lambda - \Psi(c, \lambda)},$$

so that from (2.2) we see that $\rho_{S,0}(d\tau) = \mu(d\tau)$. Hence our results cover the asymptotic spectral statistics of this large class of random matrices with non-translation invariant correlations as well.

### 4 Boundedness of the solution

Recall the existence and uniqueness of the solution $m$ to the QVE, as well as the Stieltjes transform representation (cf. Proposition 2.1). In this section we show that $m$ is uniformly bounded, and that the imaginary part of $m$ has mutually comparable components. First we introduce a few notations and conventions that will be used throughout this paper.

**Notation** (Comparison relation). *For brevity we introduce the concept of comparison relations: If $\varphi = \varphi(u)$ and $\psi = \psi(u)$ are non-negative functions on some set $U$, then the notation $\varphi \lesssim \psi$, or equivalently, $\psi \gtrsim \varphi$, means that there exists a constant $0 < C < \infty$, depending only on the data input $s$ and $a$ of the QVE, such that $\varphi(u) \leq C \psi(u)$ for all $u \in U$. If $\psi \lesssim \varphi \lesssim \psi$ then we write $\varphi \sim \psi$, and say that $\varphi$ and $\psi$ are comparable. Furthermore, we use $\psi = \varphi + O(\xi)$ as a shorthand for $|\psi - \varphi| \lesssim \xi$, where $\varphi$ and $\psi$ do not have to be non-negative.*

Many quantities in the following depend on the spectral parameter $z$, but for brevity we will often drop this dependence from our notation whenever the spectral parameter is considered fixed, e.g., we denote $m = m(z)$.

Proposition 2.1 shows that the component $m_z$ of the solution to the QVE is determined by the component $v_z(d\tau)$ of the generating measure with support in $[-\kappa, \kappa]$. The Stieltjes transform representation (2.2) also implies that $v_z(d\tau)$ can be viewed as the weak limit $\lim_{\eta \downarrow 0} \frac{1}{2} \text{Im} m_z(\tau + i\eta)d\tau$. We may therefore restrict our analysis of $m$ to spectral parameters $z$ with $|z| \leq 2\kappa$. The following Proposition is the main result of this section.
Proposition 4.1 (Uniform bound). Let s and a satisfy assumptions (A), (B) and (C). Then the solution \( m_s(z) \) of the QVE is uniformly bounded and bounded away from zero,

\[
|m(z)| \sim 1, \quad |z| \leq 2\kappa. \tag{4.1}
\]

Moreover, the components of the imaginary part of \( m \) are all comparable in size,

\[
\text{Im} m_x(z) \sim \text{Im} m_y(z), \quad x, y \in \mathcal{X}, \ |z| \leq 2\kappa. \tag{4.2}
\]

In the following definition we introduce a \( z \)-dependent operator \( F(z) \) that depends on the value \( m(z) \) of the solution at \( z \). This operator will play a fundamental role in the upcoming analysis and in the proof of Proposition 4.1 in particular.

Definition 4.2 (Operator \( F \)). Let \( m \) be the solution of the QVE and \( z \in \mathbb{H} \). Then we define the operator \( F(z) \) on \( \mathcal{B}(\mathcal{X}, \mathbb{C}) \) by

\[
(F(z)w)_x := |m_s(z)| \int s_{xy} |m_y(z)| w(y)\pi(dy), \quad w \in \mathcal{B}(\mathcal{X}, \mathbb{C}). \tag{4.3}
\]

We denote by \( \| \cdot \|_2 \) the standard norm on \( L^2(\mathcal{X}) = L^2(\mathcal{X}, \pi) \) and by \( \| T \|_2 \) the induced operator norm of some operator \( T \) on \( L^2(\mathcal{X}) \). We will now see that the diagonal rescaling by \( |m| \) in the definition of \( F \) implies that the spectral radius of this operator will always be bounded by 1.

Lemma 4.3 (Spectral radius of \( F \)). Let \( z \in \mathbb{H} \) and the operator \( F(z) \) be as in (4.3). Then the spectral radius \( \| F(z) \|_2 \) is an eigenvalue of \( F(z) \) and there exists at least one corresponding non-negative eigenfunction \( f(z) \in \mathcal{B}(\mathcal{X}, \mathbb{R}_+^0) \). Any such eigenfunction satisfies the relation

\[
\| F(z) \|_2 = 1 - \frac{\langle f(z)|m(z)\rangle \text{Im} z}{\langle f(z)|m(z)|^{-1}\text{Im} m(z)\rangle}. \tag{4.4}
\]

Proof. Since the kernel \( s \) is bounded and the solution of the QVE satisfies the trivial bound (A.10), the kernel of the integral operator \( F \) is bounded as well. This implies that \( F \) is compact when it is considered as an operator on \( L^p(\mathcal{X}) \) with \( p \in (1, \infty) \). By the Krein-Rutman theorem the spectral radius \( \| F \|_2 \) is an eigenvalue of \( F \) with a corresponding non-negative eigenfunction \( f \in L^p(\mathcal{X}) \). From the eigenvalue equation, \( Ff = \| F \|_2 f \), and the boundedness of the kernel of \( F \) we read off that \( f \) is bounded, i.e., up to modification on a set of measure zero it is an eigenfunction of \( F \) as an operator on \( \mathcal{B}(\mathcal{X}, \mathbb{C}) \).

We will now show (4.4). We take the imaginary part on both sides of (2.1) and multiply with \( |m| \):

\[
|m|^{-1} \text{Im} m = |m| \text{Im} z + F(|m|^{-1} \text{Im} m). \tag{4.5}
\]

Let \( f \in \mathcal{B}(\mathcal{X}, \mathbb{R}_+^0) \) be an arbitrary eigenfunction of \( F \) corresponding to the eigenvalue \( \| F \|_2 \). We multiply both sides of (4.5) with \( f \) and take the average. Since the kernel of \( F \) is symmetric we end up with

\[
\langle f|m|^{-1} \text{Im} m \rangle = \langle f|m| \rangle \text{Im} z + \| F \|_2 \langle f|m|^{-1} \text{Im} m \rangle.
\]

This is equivalent to (4.4) and Lemma 4.3 is proven. \( \square \)

Proof of Proposition 4.1. First we show the uniform upper bound in (4.1). The uniform lower bound will be shown along the way as well. We fix \( z \in \mathbb{H} \) with \( |z| \leq 2\kappa \). We start by establishing boundedness in \( L^2(\mathcal{X}) \), i.e.,

\[
\| m \|_2 \lesssim 1. \tag{4.6}
\]

Once we have shown (4.6), the uniform bound follows from the following lemma, whose proof is postponed until the end of this section.
Lemma 4.4. Let \( z \in \mathbb{H}, \Phi \in \mathbb{R}^+ \) and \( \Gamma_{\Phi} : \mathbb{R}^+ \to \mathbb{R}^+ \) be the strictly monotonically increasing function defined by
\[
\Gamma_{\Phi}(\tau) := \inf_{x \in \mathcal{X}} \int_{\mathcal{X}} \frac{\pi(dy)}{(\tau^{-1} + |a_x - a_x| + \|x - y\|_2)^2}. \tag{4.7}
\]
If \( \|m(z)\|_2 \leq \Phi \) and \( \lim_{\tau \to \infty} \Gamma_{\Phi}(\tau) > \Phi^2 \), then
\[
\|m(z)\| \leq (\Gamma_{\Phi})^{-1}(\Phi^2). \tag{4.8}
\]

In fact, in our setting we have \( \Gamma_{\Phi}(\mathbb{R}^+) = \mathbb{R}^+ \) for all \( \Phi \) because of the assumption (C) and therefore Lemma 4.4 always provides a uniform upper bound, given that the solution is bounded in \( L^2(\mathcal{X}) \).

The proof of (4.6) starts by establishing a bound in \( L^1(\mathcal{X}) \) first. For this we use that the quadratic form corresponding to \( F \), evaluated on the constant function 1, is bounded by \( \|F\|_2 \). This spectral norm in turn can be estimated by \( \|F\|_2 \leq 1 \), which is a consequence of (4.4). We therefore find the chain of inequalities,
\[
1 \geq \|F\|_2 \geq \langle |m|S|m| \rangle \geq \langle (R|m|)^2 \rangle \geq \langle |m|^2 \rangle \frac{\inf(R1)^2}{\sup_{x \in \mathcal{X}}Sx}. \tag{4.10}
\]

In the third inequality we employed (A), where \( R \) has \( r_{xy} \) as its kernel, and in the second to last step Jensen’s inequality was used. Thus, \( \langle |m| \rangle \leq 1 \).

This \( L^1(\mathcal{X}) \)-bound is now used to infer that \( m \) is bounded away from zero. Indeed, taking absolute value on both sides of the QVE implies
\[
\frac{1}{|m|} \leq |z| + \|a\| + \langle |m| \rangle \sup_{x,y \in \mathcal{X}} s_{xy}.
\]

In particular, we have \( |m| \gtrsim 1 \) because \( |z| \leq 2\kappa \), which proves the uniform lower bound in (4.1).

From this lower bound on the absolute value of the solution, (4.6) follows by using that the \( L^2(\mathcal{X}) \)-norm of \( F \) applied to the constant function 1 is bounded by the spectral radius of \( F \),
\[
1 \geq \|F\|_2^2 \geq \langle (|m|S|m|)^2 \rangle \geq \langle |m|^2 \rangle \inf_{x \in \mathcal{X}} \langle S|m| \rangle^2. \tag{4.9}
\]

The lower bound on \( |m| \) indeed yields
\[
\inf_{x \in \mathcal{X}} \langle S|m| \rangle_x \geq \inf_{x \in \mathcal{X}} \inf_{y \in \mathcal{X}} \left( \int r_{xy} \pi(dy) \right)^2 \geq 0,
\]
where we used assumption (A) in the first and last inequality. Thus, (4.9) implies (4.6) and hence the uniform bound (4.1).

Now we show (4.2). In fact, we will see that the components of \( \text{Im} \, m \) are comparable to their average, \( \text{Im} \, m_x \sim \langle \text{Im} \, m \rangle \). We take the imaginary part on both sides of (2.1) and use (4.1) to see that
\[
\text{Im} \, m \sim \text{Im} \, z + S \text{Im} \, m. \tag{4.10}
\]

Since \( \text{Im} \, z \geq 0 \), we have \( \text{Im} \, m \gtrsim S \text{Im} \, m \). We iterate this inequality \( K \) times and find
\[
\text{Im} \, m \gtrsim S^K \text{Im} \, m \gtrsim \langle \text{Im} \, m \rangle,
\]
using assumption (B).

On the other hand, since \( \text{Im} \, m \geq 0 \), by averaging on both sides of (4.10) we get \( \langle \text{Im} \, m \rangle \gtrsim \text{Im} \, z \). Therefore, (4.10) also implies
\[
\text{Im} \, m \lesssim \langle \text{Im} \, m \rangle + S \text{Im} \, m \leq \langle \text{Im} \, m \rangle + \langle \text{Im} \, m \rangle \sup_{x,y \in \mathcal{X}} s_{xy}.
\]

This finishes the proof of Proposition 4.1.
Proof of Lemma 5.2. By adding and subtracting \( m_x^{-1} \) and using the QVE we obtain

\[
\frac{1}{|m_x|} = \left| \frac{1}{m_x} + a_y - \langle S_x, S_y, m \rangle \right| \leq \left| \frac{1}{m_x} \right| + |a_x - a_y| + \|S_x - S_y\|_2 \|m\|_2,
\]

for any \( y \in X \). Applying \( t \mapsto t^{-2} \) on both sides, integrating over \( y \), and using \( \|m\|_2 \leq \Phi \), we find

\[
\Phi^2 \geq \int_X \left| \frac{1}{m_x} \right|^2 \pi(dy) \geq \int_X \left( \frac{1}{m_x} + |a_x - a_y| + \|S_x - S_y\|_2 \Phi \right)^2 \pi(dy) \geq \Gamma_\Phi(|m_x|),
\]

for any \( x \in X \). This is equivalent to (4.8) since the strictly monotonous function \( \Gamma_\Phi \) is invertible on \( \Phi^2 \) by assumption. \( \square \)

5 Regularity of the solution

From here on we will always assume that \( s \) and \( a \) satisfy assumptions (A), (B) and (C). In this section we will analyze the regularity of \( \text{Im} m(z) \) as a function of \( z \). Since the generating density is the limit of \( \frac{1}{\pi} \text{Im} m(\tau + i\eta) \) as \( \eta \downarrow 0 \), this regularity will be inherited by \( v \), provided it is established uniformly in \( \eta \). In this spirit, we prove the following proposition.

Proposition 5.1 (Regularity of the generating density). The generating density \( v(\tau) \in \mathcal{B}(X, \mathbb{R}_0^+) \) exists and is uniformly 1/3-Hölder continuous in \( \tau \),

\[
\sup_{\tau_1 \neq \tau_2} \|v(\tau_1) - v(\tau_2)\|_{1/3} < \infty.
\]

Moreover, \( v(\tau) \) is real analytic for \( \tau \in \mathbb{R} \setminus \partial \mathcal{G} \).

From the comparability (4.2) of the components of \( \text{Im} m \) we infer that the components \( v_x \) of the generating density are comparable as well. In particular, the set \( \mathcal{G} \) as defined in (2.8) does not depend on \( x \).

Proof of Proposition 5.1. In order to show that the generating density exists and is 1/3-Hölder continuous, we will prove that

\[
\sup_{z_1 \neq z_2} \|\text{Im} m(z_1) - \text{Im} m(z_2)\|_{1/3} < \infty, \tag{5.1}
\]

where the supremum is taken over \( z_1, z_2 \in \mathbb{H} \). In particular, the imaginary part of \( m \) can be extended to the real line as a 1/3-Hölder continuous function on the extended upper half plane \( \text{Im} m : \mathbb{H} \rightarrow \mathcal{B}(X, \mathbb{R}_0^+) \).

Due to the Stieltjes transform representation (2.2), this extension coincides with the generating density on the real line up to a factor of \( \pi \), i.e.,

\[
v(\tau) = \pi^{-1} \text{Im} m(\tau), \quad \tau \in \mathbb{R}.
\]

If the supremum in (5.1) is taken over \( z_1 \) away from the support of the generating measure, \( |z_1| \geq 2\kappa \), then the finiteness follows from (2.2), the boundedness of \( \text{Im} m \) (cf. (4.1)) and \( \text{supp} v_x \subseteq [-\kappa, \kappa] \). By symmetry, the same argument is made for \( |z_2| \geq 2\kappa \).

To prove (5.1) with the supremum taken over \( z_1, z_2 \in \mathbb{H} \) with \( |z_1|, |z_2| \leq 2\kappa \) we differentiate both sides of (2.1) with respect to \( z \), multiply by \( m^2 \) and collect the terms involving \( \partial_z m \) on the left hand side,

\[
(1 - m(z)^2) \partial_z m(z) = m(z)^2. \tag{5.2}
\]

By the following lemma we can invert the operator \( 1 - m(z)^2 \).

Lemma 5.2 (Bulk stability). Let \( z \in \mathbb{H} \) with \( |z| \leq 2\kappa \). Then

\[
\|(1 - m(z)^2)^{-1}\| \lesssim \langle \text{Im} m(z) \rangle^{-2}. \tag{5.3}
\]
The proof of Lemma 5.2 is provided at the end of this section. We apply the lemma to (5.2) and find \( \| \partial_z m(z) \| \lesssim (\text{Im } m(z))^{-2} \) for spectral parameters \( |z| \leq 2 \kappa \). Since \( z \mapsto m(z) \) is analytic the Cauchy-Riemann equations yield \( 2i \partial_z \text{Im } m = \partial_z m \). We infer that
\[
\| \partial_z \text{Im } m \| \lesssim (\text{Im } m)^{-2} \lesssim (\text{Im } m)^{-2},
\]
where we used (4.2) in the last inequality. The differential inequality (5.4) directly implies (5.1).

It remains to show that \( \nu \) is analytic on \( \mathcal{E} \). We fix \( \tau_0 \), with \( \langle \nu(\tau_0) \rangle > 0 \), and consider the complex ODE,
\[
\partial_z w = (1 - w^2)S^{-1}w^2, \quad w(\tau_0) = w_0,
\]
for an analytic function \( w : \mathbb{D}_\varepsilon(\tau_0) \to \mathcal{B}(\mathcal{X}, \mathbb{C}) \) on the disc of radius \( \varepsilon > 0 \) around \( \tau_0 \). As initial value we choose \( w_0 := m(\tau_0) \). The right hand side of the ODE is an analytic function on a neighborhood of \( w_0 \) in \( \mathcal{B}(\mathcal{X}, \mathbb{C}) \) because \( \| (1 - w^2S)^{-1} \| \lesssim \langle \nu(\tau_0) \rangle^{-2} \) initially by Lemma 5.2. By standard methods the ODE locally has a unique analytic solution that coincides with the solution \( m \) of the QVE on \( \mathbb{D}_\varepsilon(\tau_0) \cap \mathbb{H} \), provided \( \varepsilon \) is sufficiently small.

**Proof of Corollary 2.7** The Stieltjes transform of a Hölder continuous function is again Hölder continuous with the same exponent. This is formally expressed by the following lemma. We refer to, e.g. [32], Sec. 22, for details.

**Lemma 5.3.** Let \( \mu \) be a uniformly \( \alpha \)-Hölder continuous function on \( \mathbb{R} \) with \( \alpha \in (0, 1) \). Then its Stieltjes-transform,
\[
(M\mu)(z) = \int_\mathbb{R} \frac{\mu(\tau)d\tau}{\tau - z}, \quad z \in \mathbb{H},
\]
is uniformly \( \alpha \)-Hölder continuous on \( \mathbb{H} \). In particular, \( M\mu \) can be extended to a uniformly \( \alpha \)-Hölder continuous function on \( \mathbb{H} \).

For the proof of Lemma 5.2 we will need more spectral information about the operator \( F \) than the simple formula (4.4) for its spectral radius. In particular, we need a uniform spectral gap, whose formal definition is as follows.

**Definition 5.4** (Spectral gap). Let \( T : L^2(\mathcal{X}) \to L^2(\mathcal{X}) \) be a compact self-adjoint operator. The spectral gap \( \text{Gap}(T) \geq 0 \) is the difference between the two largest eigenvalues of \( |T| \) (defined by spectral calculus). If \( \| T \|_2 \) is a degenerate eigenvalue of \( |T| \), then \( \text{Gap}(T) = 0 \).

**Lemma 5.5** (Spectral gap of \( F \)). Let \( F(z) \) be as in (4.3) for \( |z| \leq 2 \kappa \). Then the spectral radius \( \| F(z) \|_2 \sim 1 \) is a non-degenerate eigenvalue with corresponding \( \| \cdot \|_2 \)-normalized non-negative eigenfunction \( f(z) \in \mathcal{B}(\mathcal{X}, \mathbb{R}^+_0) \) satisfying
\[
f(z) \sim 1.
\]
The operator \( F(z) \) has a uniform spectral gap
\[
\text{Gap}(F(z)) \sim 1.
\]

**Proof.** Since \( |m| \sim 1 \) the operator \( F \) has the property (B) in place of \( S \). Therefore, \( T := F^K/\| F^K \|_2 \) has a symmetric non-negative kernel \( t_{0z} \sim 1 \). In particular, \( T \) is compact, when viewed as an operator on \( L^2(\mathcal{X}) \), and by the Krein-Rutman theorem its spectral radius \( \| T \|_2 = 1 \) is a non-degenerate eigenvalue with corresponding normalized non-negative eigenfunction \( h \in L^2(\mathcal{X}) \). By the pointwise boundedness of the kernel of \( T \) from both above and below, the eigenvalue equation \( h = Th \) implies that \( h \sim 1 \). The result follows from Lemma 5.6 below, noticing that \( f = h \).
Lemma 5.6 (Spectral gap for operators with positive kernel). Let $T$ be a symmetric compact integral operator on $L^2(\mathcal{X})$ with a non-negative integral kernel $t_{xy} = t_{yx} \geq 0$. Then

$$\text{Gap}(T) \geq \left( \frac{\|h\|_2^2}{\|h\|} \right)^2 \inf_{x,y \in \mathcal{X}} t_{xy},$$

where $h$ is an eigenfunction with $Th = \|T\|_2 h$.

For the convenience of the reader we provide the proof of this standard result in the appendix.

Definition 5.7 (Eigenfunction $f$). Let $z \in \mathbb{H}$ and $F(z)$ be as in (4.3). Then by Lemma 5.5 the eigenvalue $\|F(z)\|_2$ is non-degenerate. We will always denote by $f(z)$ the corresponding $\|\cdot\|_2$-normalized non-negative eigenfunction.

Proof of Lemma 5.2. We fix $z \in \mathbb{H}$ with $|z| \leq 2\kappa$ and introduce the notation

$$B := m^{-2}|m|^2 - F.$$

First we notice that it suffices to estimate the norm of $B^{-1}$ as an operator on $L^2(\mathcal{X})$ from above, because

$$\| (1 - m^2S)^{-1} \| \lesssim \|B^{-1}\| \lesssim 1 + \|B^{-1}\|_2. \tag{5.8}$$

Indeed, the first inequality follows from (4.1) and

$$(1 - m^2S)w = |m|^{-1}m^2B(|m|^{-1}w), \quad w \in \mathcal{B}(\mathcal{X}, \mathbb{C}).$$

For the second inequality in (5.8) we use the following argument.

Suppose $B^{-1}$ exists and is bounded on $L^2(\mathcal{X})$ and let $h \in \mathcal{B}(\mathcal{X}, \mathbb{C})$. Then there is some $w \in L^2(\mathcal{X})$ such that $Bw = h$. In particular, by the definition of $B$ we have

$$\|w\| \leq \|h\| + \|FW\| \leq \|h\| + \|m\|^2\|w\| \sup_{x,y \in \mathcal{X}} s_{xy} \lesssim \|h\| + \|w\|_2 = \|h\| + \|B^{-1}h\|_2.$$

Now we use the boundedness of $B^{-1}$ on $L^2(\mathcal{X})$, i.e., $\|B^{-1}h\|_2 \leq \|B^{-1}\|_2 \|h\|$, and (5.8) follows.

It remains to show that $\|B^{-1}\|_2 \lesssim \langle \text{Im}m \rangle^{-2}$. We apply the following lemma, which is proven in the appendix.

Lemma 5.8. Let $T$ be a compact self-adjoint and $U$ a unitary operator on $L^2(\mathcal{X})$. Suppose that $\text{Gap}(T) > 0$ and $\|T\|_2 \leq 1$. Then there exists a universal positive constant $C$ such that

$$\|(U - T)^{-1}\|_2 \leq \frac{C}{\text{Gap}(T)|1 - \|T\|_2\langle h, Uh \rangle|}, \tag{5.9}$$

where $h$ is the normalized eigenvector, corresponding to the non-degenerate eigenvalue $\|T\|_2$ of $T$ and $\langle \cdot, \cdot \rangle$ denotes the standard scalar product on $L^2(\mathcal{X})$.

With the choice $T := F$, the unitary multiplication operator $U := m^{-2}|m|^2$ and $\|F\|_2 \leq 1$ by (4.4), the lemma implies

$$\|B^{-1}\|_2 \leq \frac{C}{\text{Gap}(F)|1 - \|F\|_2\langle m^{-2}|m|^2f^2 \rangle|} \lesssim \frac{1}{\text{Re}[1 - \langle |m|^{-2}m^2f^2 \rangle]}, \tag{5.10}$$

where we used $\text{Gap}(F) \sim 1$ from Lemma 5.5 for the second inequality. Since we also have (5.6), (4.1) and (4.2) at our disposal, we can estimate further,

$$\text{Re}[1 - \langle |m|^{-2}m^2f^2 \rangle] = 2\langle |m|^{-2}\langle \text{Im}m \rangle^2f^2 \rangle \gtrsim \langle \text{Im}m \rangle^2. \tag{5.11}$$
6 SINGULARITIES

In this section we will prove our main result, Theorem 2.6. Its proof relies on a careful analysis of how \( m(z) \) changes in \( z \) in a neighborhood of a singular point \( \tau \in \partial \mathfrak{S} \). This change will be described in leading order by a complex valued scalar function \( \Theta \) which satisfies a cubic equation. As a solution to this cubic equation, \( \Theta \) can only give rise to square root or cubic root singularities of the generating density at \( \tau \).

**Definition 6.1** (Extensions to the real line). Under the assumptions (A), (B) and (C) (which are always assumed here) we extend the solution \( m \) of the QVE and all its derived quantities, such as \( F, f \), etc., to \( \mathbb{H} \) according to Corollary 2.7. We denote these extensions with the same symbols.

**Proposition 6.2** (Cubic equation). For any given \( \tau \in \partial \mathfrak{S} \), the complex valued function

\[
\Theta(\omega; \tau) := \left\langle f(\tau) \frac{m(\tau + \omega) - m(\tau)}{|m(\tau)|}, \quad \omega \in [-\kappa, \kappa]\right\rangle,
\]

(6.1)
describes the change of \( m \) around \( \tau \) to leading order,

\[
m(\tau + \omega) - m(\tau) = \Theta(\omega; \tau) m(\tau) f(\tau) + O(|\Theta|^2 + |\omega|).
\]

(6.2)
The function \( \Theta \) solves the approximate cubic equation,

\[
\psi(\tau) \Theta(\omega; \tau)^3 + \sigma(\tau) \Theta(\omega; \tau)^2 + \langle |m(\tau)| f(\tau) \rangle \omega = e(\omega; \tau),
\]

(6.3)
where the error term \( e(\omega; \tau) \) satisfies

\[
|e(\omega; \tau)| \lesssim |\omega| |\Theta(\omega; \tau)| + |\omega|^2,
\]

(6.4a)

\[
|\text{Im} e(\omega; \tau)| \lesssim |\omega| |\text{Im} \Theta(\omega; \tau)|.
\]

(6.4b)
The real valued coefficients \( \sigma \) and \( \psi \) are defined as

\[
\sigma(\tau) := \left\langle f(\tau)^3 \text{sign} m(\tau) \right\rangle, \quad \psi(\tau) := \mathcal{D}_\tau(f(\tau)^2 \text{sign} m(\tau)),
\]

(6.5)
where the non-negative quadratic form \( \mathcal{D}_\tau \) is given by

\[
\mathcal{D}_\tau(w) := \left\langle w Q(\tau) \frac{1 + F(\tau)}{1 - F(\tau)} Q(\tau) w \right\rangle, \quad Q(\tau) w := w - \langle f(\tau) w \rangle f(\tau),
\]

(6.6)
for any \( w \in \mathcal{B}(\mathcal{X}, \mathbb{C}) \). The cubic equation for \( \Theta \) is stable in the sense that

\[
\psi(\tau) + \sigma(\tau)^2 \sim 1, \quad \tau \in [-\kappa, \kappa].
\]

(6.7)

**Proof of Proposition 6.2** We fix \( \tau \in \partial \mathfrak{S} \). In particular, \( \text{Im} m(\tau) = 0 \). We will often neglect the dependence of various quantities on \( \tau \) in our notation, e.g. \( m = m(\tau) \), \( Q = Q(\tau) \), \( \Theta(\omega) = \Theta(\omega; \tau) \), etc. We start the proof by showing that

\[
\|F(\tau)\|_2 = 1.
\]

(6.8)
Since \( \tau \mapsto \|F(\tau)\|_2 \) is a continuous function, it suffices to show \( \|F(\tau)\|_2 = 1 \) for \( \tau \in \mathfrak{S} \). The relation \( \langle f \rangle \) extends to \( \mathfrak{T} \) since the denominator on the right hand side is positive when evaluated at that point. In particular, the right hand side of this relation equals 1 at \( \tau \) since \( \text{Im} m(\tau) > 0 \).

We introduce the scaled difference between the solution of the QVE evaluated at \( \tau + \omega \) and at \( \tau \),

\[
u(\omega) := \frac{m(\tau + \omega) - m(\tau)}{|m(\tau)|}.
\]

Using that \( m(\tau) = (\text{sign} m(\tau)) |m(\tau)| \), the definition of the operator \( F \) from 4.3 and the QVE with spectral parameters \( z = \tau \) and \( z = \tau + \omega \), it is easy to verify that \( u \) satisfies the quadratic equation

\[
(1 - F) u(\omega) = p u(\omega) F u(\omega) + \omega |m| + \omega p |m| u(\omega), \quad p := \text{sign} m.
\]

(6.9)
We treat the direction \( f \), which constitutes the kernel of \( 1 - F \), separately. Recall that \( Q = 1 - \langle f \cdot \rangle f \) is the projection onto the orthogonal complement of \( f \). We decompose \( u \) according to
\[
 u(\omega) = \Theta(\omega)f + Qu(\omega), \quad \Theta(\omega) = \langle fu(\omega) \rangle. \tag{6.10}
\]

The Hölder continuity of \( m \) from Corollary 2.7 leads to the a priori estimate
\[
 |\Theta(\omega)| + \|Qu(\omega)\| \lesssim |\omega|^{1/3}. \tag{6.11}
\]
We will now derive an improved bound for \( Qu \). To this end we insert the decomposition (6.10) into (6.9), use the eigenvalue equation \( Ff = f \) and project with \( Q \) on both sides. A short calculation shows that
\[
 (1 - F)Qu(\omega) = \Theta(\omega)^2 Q[pf^2] + e_1(\omega), \tag{6.12}
\]
where the error function \( e_1(\omega) \in \mathcal{B}(\mathfrak{I}, \mathbb{C}) \) satisfies the two bounds
\[
 \|e_1(\omega)\| \lesssim |\omega|^{1/3} \|Qu(\omega)\| + |\omega|, \tag{6.13a}
\]
\[
 \|\text{Im}e_1(\omega)\| \lesssim |\omega|^{1/3} \|\text{Im}Qu(\omega)\| + (\|Qu(\omega)\| + |\omega|) \text{Im}\Theta(\omega). \tag{6.13b}
\]
Here we have used (6.11).

Inverting \( 1 - F \) on the orthogonal complement of \( f \) in (6.12) and using (6.13a) and (6.13b), respectively, yields the improved bounds
\[
 \|Qu(\omega)\| \lesssim |\Theta(\omega)|^2 + |\omega|, \tag{6.14a}
\]
\[
 \|\text{Im}Qu(\omega)\| \lesssim (|\Theta(\omega)| + |\omega|) \text{Im}\Theta(\omega). \tag{6.14b}
\]
For both inequalities, (6.13a) and (6.13b), we have used that \( 1 - F \) is invertible on its image with bounded inverse,
\[
 \| (1 - F)^{-1}Q \| \lesssim 1 + \| (1 - F)^{-1}Q \|_2 \lesssim 1. \tag{6.15}
\]
The first inequality in (6.15) follows from the same argument as the second inequality in (5.8), while the second inequality is a consequence of the uniform spectral gap estimate (5.7) for \( F \). Additionally, for (6.14a) we have used (6.13a) and for (6.14b) we have used (6.13b) in conjunction with (6.14a). In particular, the improved bound (6.14a) on the norm of \( Qu \) together with (6.10) shows the validity of (6.2).

Now we will derive the cubic equation (6.3) for \( \Theta \). We start by plugging the decomposition (6.10) into (6.9), using \( Ff = f \) and projecting on both sides with the linear functional \( w \mapsto \langle fw \rangle \) onto the \( f \)-direction,
\[
 0 = \Theta(\omega)^2 Q[pf^2] + \Theta(\omega) \langle pf^2 (1 + F)Qu(\omega) \rangle + \langle f |Qu| \rangle + e_2(\omega) \tag{6.16}
\]
Here, the error term \( e_2 \) satisfies
\[
 |e_2(\omega)| \lesssim \|Qu(\omega)\|^2 + |\omega||\Theta(\omega)| + |\omega||Qu(\omega)|, \tag{6.17a}
\]
\[
 |\text{Im}e_2(\omega)| \lesssim \|Qu(\omega)\| ||\text{Im}Qu(\omega)|| + |\omega||\text{Im}\Theta(\omega)| + |\omega||\text{Im}Qu(\omega)||. \tag{6.17b}
\]
Solving for \( Qu \) in (6.12) and plugging the resulting expression into (6.16) yields (6.3) with the coefficients \( \sigma \) and \( \psi \) defined as in (6.5) and the error term \( e(\omega) = e_2(\omega) \) given by
\[
 e(\omega) := -e_2(\omega) - \Theta(\omega) \langle pf^2 (1 + F) (1 - F)^{-1}e_1(\omega) \rangle. \tag{6.18}
\]

It remains to verify the error bounds (6.4) and show the stability of the cubic (6.7). We start with the error bounds by estimating the absolute value,
\[
 |e(\omega)| \lesssim |e_2(\omega)| + |\Theta(\omega)||e_1(\omega)| \lesssim |\omega||\Theta(\omega)| + |\omega|^2,
\]
where in the second inequality we used (6.17a), (6.13a), (6.14a) and (6.11) in that order.
Now we estimate the imaginary part of $e(\omega)$. From its definition (6.18) we read off the first inequality in

$$|\text{Im } e(\omega)| \lesssim |\text{Im } e_2(\omega)| + ||e_1(\omega)|| \cdot |\Theta(\omega)| \cdot |\text{Im } e_1(\omega)|| \lesssim |\omega| |\text{Im } \Theta(\omega)|.$$  

For the second estimate we used (6.17b), (6.13a), (6.13b), (6.14a), (6.14b) and (6.11) one after the other. Finally, we show (6.7). Only the lower bound requires a proof. First we observe that, by Definition 5.4 of the spectral gap, and by $\|F\|_2 \leq 1$, the quadratic form $\mathcal{D}$, defined in (6.6), satisfies the lower bound

$$\mathcal{D}(w) \geq \frac{\text{Gap}(F)}{2} \|Qw\|_2^2, \quad w \in \mathcal{D}(X, C).$$

With the choice $w := p f^2$ we conclude that

$$\psi + \sigma^2 = \mathcal{D}(w) + (\mathcal{D}(w))^2 \geq \frac{\text{Gap}(F)}{2} \|Qw\|_2^2 + \|Qw\|_2^2 \geq \|w\|_2^2 \geq 1,$$

where we used (5.7) in the second to last estimate and the normalization of $f$ together with Jensen’s inequality in the last step. This finishes the proof of Proposition 6.2. \qed

We are now ready to prove Theorem 2.6. Proposition 6.2 reveals that the difference $m(\tau + \omega) - m(\tau)$ at a singular point $\tau \in \partial \mathcal{S}$ is mainly determined by $\Theta(\omega)$. The cubic equation (6.3) for this quantity is stable in the sense that the second and third order coefficient cannot vanish at the same time (cf. (6.7)). We therefore expect $\Theta$ to only allow for algebraic singularities of order not higher than three. This expectation is supported by the $1/3$-Hölder regularity, established in Corollary 2.7. In fact, since all solutions of (6.7) can be found to leading order explicitly, most of the proof of Theorem 2.6 is concerned with selecting the correct solution branch of (6.3).

**Proof of Theorem 2.6.** Taking into account the statements of Propositions 4.1 and 5.1, it remains to show the behavior (2.9) and (2.10) as the value of the generating density approaches zero and that $\mathcal{S}$ consists of only finitely many intervals. The latter will be shown at the very end of the proof.

Let us fix $\tau \in \partial \mathcal{S}$. We start by considering the case where $\sigma(\tau) = 0$, with $\sigma$ given by (6.5). Within the proof we will see that this characterizes the cusp singularities.

**Cusp:** Let $\sigma(\tau) = 0$. We apply Proposition 6.2. The cubic equation (6.3) takes the simplified form

$$\psi \Theta(\omega)^3 + \langle |m|f \rangle \omega = e(\omega), \quad (6.19)$$

where $e(\omega)$ satisfies (6.4) and $\psi \sim 1$ according to (6.7). Since $|m|, f \sim 1$ and $m(z)$ is uniformly $1/3$-Hölder continuous in $z$ (cf. (6.11)), the function $\Theta(\omega)$ inherits the regularity of $m$ by its definition in (6.1). In particular, $|\Theta(\omega)| \lesssim |\omega|^{1/3}$ and (6.4a) implies

$$e(\omega) = \mathcal{O}(\langle \omega \rangle^{4/3}).$$

A simple perturbative calculation of the solution of (6.19) shows that $\Theta$ has the form

$$\Theta(\omega) = \tilde{\Theta}_p(\omega) \mathbb{1}(\omega < 0) + \tilde{\Theta}_q(\omega) \mathbb{1}(\omega \geq 0) + \mathcal{O}(\langle \omega \rangle^{2/3}), \quad (6.20)$$

where $\tilde{\Theta}_#$ is the solution of (6.19) if the error term on the right hand side is set equal to zero, i.e.,

$$\tilde{\Theta}_#(\omega) := -\zeta_0 \langle \text{sign } \omega \rangle \left( \frac{|m|f}{\psi} |\omega| \right)^{1/3}, \quad # = 0, \pm. \quad (6.21)$$

Here, $\zeta_0 = 1$ and $\zeta_\pm = (-1 \pm i\sqrt{3})/2$ are the cubic roots of unity. We will now show that $p = +$ and $q = -$ for the indices in (6.20).

First we rule out the choice $p = -$, as well as the choice $q = +$. Indeed, in both cases the imaginary part of the corresponding $\Theta(\omega)$ would have negative values for $\omega < 0$ and $\omega > 0$, respectively. This is contradictory to the definition of $\Theta$ in (6.1) and to the fact that $\text{Im } m(\tau) = 0$ and $\text{Im } m(\tau + \omega) \geq 0$.  
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Suppose now that \( p = 0 \) or \( q = 0 \). Then from the explicit form (6.21) of the leading order term to \( \Theta \) we read off that there is a positive constant \( c_1 \approx 1 \) such that

\[
|\text{Re} \Theta(\omega)| \sim |\omega|^{1/3}, \quad \text{Im} \Theta(\omega) \lesssim |\omega|^{2/3}, \quad (6.22)
\]
on the corresponding side of \( \omega = 0 \), i.e., for \( \omega \in [-c_1, 0] \) or \( \omega \in [0, c_1] \), respectively. Taking the imaginary part on both sides of the cubic (6.19) this implies that

\[
|\omega|^{2/3} \text{Im} \Theta(\omega) \lesssim (\text{Im} \Theta(\omega))^3 + |\omega| \text{Im} \Theta(\omega) \lesssim |\omega| \text{Im} \Theta(\omega), \quad (6.23)
\]

where we used the estimate (6.4b) on the error term \( e(\omega) \) to get the first estimate. For the second inequality we have used (6.22) to bound \( \text{Im} \Theta \). From (6.23) we conclude that there is a positive constant \( c_2 \approx 1 \) such that

\[
\text{Im} \Theta(\omega) = 0 \quad \text{for} \quad \left\{ \begin{array}{l}
\omega \in [-c_2, 0] \quad \text{if} \quad p = 0, \\
\omega \in [0, c_2] \quad \text{if} \quad q = 0.
\end{array} \right. \quad (6.24)
\]

In particular, the generating density vanishes in either case on the corresponding interval by the definition of \( \Theta \) and \( \text{Im} m(\tau) = 0 \). On the other hand, from the formula (6.21) for the leading order term \( \hat{\Theta}_0 \) to \( \Theta \) in (6.20) we see that the real valued \( \Theta \) is decreasing somewhere inside these gaps in the support of the generating density, because

\[
\Theta(\omega) = \hat{\Theta}_0(\omega) (1 + O(|\omega|^{1/3})) = -C_1 \text{sign}(\omega)|\omega|^{1/3}(1 + O(|\omega|^{1/3})),
\]

with a positive constant \( C_1 > 0 \). Using (6.2) to write

\[
m(\tau + \omega) - m(\tau) = |m(\tau)| f(\tau) \Theta(\omega; \tau)(1 + O(|\omega|^{1/3})),
\]

we see that correspondingly \( m \) would have to decrease as well. This contradicts the Stieltjes transform representation (2.2) of \( m \), because the Stieltjes transform of a positive measure is monotonically increasing away from the support of that measure, when evaluated on the real line. Having ruled out the choices \( p = - \) and \( q = + \) earlier, we conclude that \( p = + \) and \( q = - \).

By (6.2) the function \( \Theta \) describes the leading order of the difference between \( m(\tau) \) to \( m(\tau + \omega) \). Considering only the imaginary part and using the identity \( \text{Im} m(\tau + \omega) = \pi \nu(\tau + \omega) \) we find

\[
\nu(\tau + \omega) = |m(\tau)| f(\tau) \text{Im} \Theta(\omega; \tau) + O(|\omega|^{2/3}). \quad (6.25)
\]

From this (2.9) follows if we define \( c \in \mathcal{B}(\mathcal{X}, \mathbb{R}^+) \) by

\[
c_x := \frac{\sqrt{3}}{2\pi} \left( \frac{|m(\tau)| f(\tau)}{\psi(\tau)} \right)^{1/3} |m_x(\tau)| f_x(\tau).
\]

The behavior (6.25) of the generating density around \( \tau \) with \( \sigma(\tau) = 0 \) shows that such a \( \tau \in \partial \mathcal{G} \) belongs to the intersection of the closure of two connected component of \( \mathcal{G} \), i.e., \( \tau \) is a cusp in the sense of the statement of Theorem (2.6). It also verifies (2.9) at such an expansion point \( \tau \).

**Edge:** Let \( \sigma = \sigma(\tau) \neq 0 \). We will show that \( \tau \) is not a cusp. More precisely, we will show that with \( \theta := \text{sign} \sigma \) the generating density satisfies

\[
\nu(\tau + \theta \omega) = \begin{cases} 
|c|\omega|^{1/2} + O(|\omega|/|\sigma|^{2}) & \text{if} \quad \theta \omega \in [0, c_3 |\sigma|^3], \\
0 & \text{if} \quad \theta \omega \in [-c_3 |\sigma|^3, 0],
\end{cases} \quad (6.26)
\]

for some \( c \in \mathcal{B}(\mathcal{X}, \mathbb{R}^+) \) and some constant \( c_3 \approx 1 \).

We will again make use of Proposition (6.2). We write the corresponding cubic equation (6.3) in the form

\[
\sigma \Theta(\omega)^2 + \langle |m| \omega \rangle = e_3(\omega), \quad (6.27)
\]
where the cubic term in $\Theta$ is considered part of the error,

$$e_3(\omega) := e(\omega) - \psi\Theta(\omega)^3.$$ 

With the bound (6.4) on $|e(\omega)|$ and the a priori estimate $|\Theta(\omega)| \lesssim |\omega|^{1/3}$ (cf. (6.11)) we see from (6.27) that $\Theta$ satisfies for some positive constant $c_4 \sim 1$ the bound

$$|\Theta(\omega)| \lesssim |\omega|/\sigma|^{1/2}, \quad \omega \in [-c_4|\sigma|^3, c_4|\sigma|^3].$$

In particular, $|e_3(\omega)| \lesssim |\omega|/\sigma|^{1/2}$. We conclude that as a continuous solution of (6.27) the function $\Theta$ has the form

$$\Theta(\omega) = \hat{\Theta}_p(\omega)\mathbb{1}(\theta \omega < 0) + \hat{\Theta}_q(\omega)\mathbb{1}(\theta \omega \geq 0) + \mathcal{O}(\omega/\sigma^2),$$

with $p, q \in \{+, -\}$. Here, $\hat{\Theta}_b$ denotes the solution of (6.27) with vanishing error term,

$$\hat{\Theta}_\pm(\omega) := \left(\frac{|m(f)|}{\sigma}\right)^{1/2} \times \begin{cases} \pm|\omega|^{1/2}, & \theta \omega \geq 0, \\ \pm|\omega|^{1/2}, & \theta \omega < 0. \end{cases}$$

First we notice that for the indices in (6.28) the choice $q = -$ is impossible, because it violates $\text{Im}\Theta \geq 0$, as can be seen from

$$\text{Im}\Theta(\omega) = \text{Im}\hat{\Theta}_b(\omega)(1 + \mathcal{O}(\omega/\sigma^3|1/2)),$$

for $\theta \omega \geq 0$. Thus, the behavior (6.26) of the generating density is proven for $\theta \omega \geq 0$ by taking the imaginary part of (6.2) and defining

$$c_x := \frac{1}{2\pi}\left(\frac{|m(\tau)|/f(\tau)|}{\sigma(\tau)}\right)^{1/2} |m_\ast(\tau)|f_\ast(\tau).$$

Now we show that there is a gap in the support of the generating density for $\theta \omega \in [-c_3|\sigma|^3, 0]$, i.e., we show that $\text{Im}\Theta(\omega)$ vanishes for these values of $\omega$. The explicit form of $\hat{\Theta}_\pm$ in (6.29) and (6.28) reveal that

$$|\text{Re}\Theta(\omega)| \sim |\omega/\sigma|^{1/2}, \quad |\text{Im}\Theta(\omega)| \lesssim |\omega/\sigma^2|,$$

as long as $\theta \omega \in [-c_3|\sigma|^3, 0]$ for some constant $c_3 \sim 1$. Knowing the size of $\text{Re}\Theta$ from (6.30) we take the imaginary part of the quadratic equation (6.27) and find

$$|\sigma_\omega|^{1/2}|\Theta| \lesssim |\Theta(\omega)| + |\omega|\text{Im}\Theta \lesssim |\omega/\sigma||\text{Im}\Theta|.$$ (6.31)

Here, (6.4) was used in the first, and (6.30) as well as $|\omega| \lesssim |\sigma|^{1/2}$ in the second inequality. From (6.31) we conclude that $\text{Im}\Theta(\omega) = 0$ for $\theta \omega \in [-c_3|\sigma|^3, 0]$ for some positive constant $c_3 \sim 1$.

This finishes the proof of (6.26). In particular, we see that $\tau$ is not a cusp in the sense of the statement of Theorem 2.6. We also conclude that (2.10) holds true at such an expansion point $\tau$, apart from the fact that the function $|\omega/\sigma|$ inside the $\mathcal{O}$-notation in (6.26) still depends on the uncontrolled quantity $|\sigma|$. This will be remedied by the fact that there can only be finitely many such points, because $\partial S$ is a finite set, as we will show below. We may then estimate the quantity $|\sigma|$ inside the error terms by the constant $c_5 \sim 1$.

In order to show that $\partial S$ is finite we derive a contradiction by assuming the contrary. Since $S$ is bounded (Proposition 2.1) it follows that the closed infinite set $\partial S$ contains an accumulation point $\tau_\ast \in \partial S$. If $\sigma(\tau_\ast) = 0$, then $\nu(\tau_\ast, 0) > 0$ for every $|\omega| \in (0, \varepsilon)$, and some $\varepsilon > 0$, by the already proven expansion (2.9) for such points $\tau_\ast$. This contradicts $\tau_\ast \in \partial S$, because the generating density vanishes at every point of $\partial S$. Thus, we have $\sigma(\tau_\ast) \neq 0$. Using the expansion (6.26) at $\tau = \tau_\ast$ we see that $\tau_\ast$ is isolated from other elements of $\partial S$ by a distance $e_3|\sigma(\tau_\ast)|^3 > 0$. This contradicts $\tau_\ast$, being an accumulation point of $\partial S$ as well. Hence, we arrive at the conclusion that $\partial S$ is finite. This finishes the proof of our main result, Theorem 2.6.
Proof of Theorem 2.8 Suppose $\tau_0 \in \partial \mathcal{S}$. In particular, $m(\tau_0)$ is real. We will first show that under the assumption (2.12) on $S$ and $a$ the solution $m$ has a definite sign at $\tau_0$. More precisely, we show that there exists $\theta = \theta(\tau_0) \in \{-1, 1\}$ such that

$$\text{sign} m_x(\tau_0) = \theta, \quad \forall x \in X. \quad (6.32)$$

For the proof, we use the QVE to obtain

$$m_x(\tau) - m_y(\tau) = m_x(\tau)m_y(\tau) \left( a_x - a_y + \langle m(S_x - S_y) \rangle \right), \quad (6.33)$$

for every $x, y \in X$ and $\tau \in \mathbb{R}$. Suppose now that (6.32) is not true, so that the set

$$\mathcal{A} := \{ x \in X : m_x(\tau_0) > 0 \}.$$

is not trivial. Choosing $x \in \mathcal{A}$, $y \notin \mathcal{A}$ and $\tau = \tau_0$ in (6.33) yields

$$I \subseteq m_x(\tau_0) - m_y(\tau_0) \lesssim |a_x - a_y| + \langle |S_x - S_y| \rangle,$$

where in the first estimate we used the lower bound $|m| \gtrsim 1$ and in the second estimate the upper bound $|m| \lesssim 1$ from (4.1). Taking the infimum over $x \in \mathcal{A}$ and $y \notin \mathcal{A}$ contradicts the assumption (2.12). Hence, we conclude that either $\mathcal{A} = \emptyset$ or $\mathcal{A} = X$, which is equivalent to (6.32).

We will now show that $\tau_0$ is either the very right or the very left edge of $\mathcal{S}$, i.e., we prove that either the generating density vanishes on $[\tau_0, \infty)$ or on $(-\infty, \tau_0]$. Thus, $\partial \mathcal{S}$ consists of only two points and $\mathcal{S}$ is a single interval.

First we rule out the possibility that $\tau_0$ is a cusp. Using (6.32) in the definition (6.5) of $\sigma$ we conclude that $\sigma(\tau_0) \neq 0$ and $\text{sign} \sigma(\tau_0) = \theta$. From (6.26), in the proof of Theorem 2.6 we see that $\tau_0$ is not a cusp, and that there is a non-trivial connected component $I$ of $\mathbb{R} \setminus \mathcal{S}$ containing $\tau_0$. The expansion (6.26) also implies that $I$ continues in the direction $-\theta$ from $\tau_0$. From here on we restrict the discussion to $\theta = -1$. The case $\theta = +1$ is treated analogously.

We will now finish the proof by showing that $I = [\tau_0, \infty)$. By the continuity of $m(\tau)$ in $\tau$ and the lower bound $|m| \gtrsim 1$ from (4.1) the sign of $m$ stays constant on the interval $I \cap [\tau_0, 2\kappa]$. For $\tau > 2\kappa$ we have $m(\tau) < 0$ by (2.2). Therefore, (6.32) extends to

$$\text{sign} m(\tau) = -1, \quad \forall \tau \in I. \quad (6.34)$$

All the components $\tau \mapsto m_x(\tau)$ are strictly increasing functions on $I$. This is a consequence of $m_x$ being the Stieltjes transform (cf. (2.2)) of the non-negative density $v_x$ which vanishes on $I$. Combining this with (6.34) we deduce that $\tau \mapsto |m_x(\tau)|$ is strictly decreasing for all $x \in X$. Decreasing $|m|$ also decreases the spectral radius of the operator $F$, defined in (4.3). In particular, $\|F(\tau)\|_2$ decreases strictly as $\tau \in I$ is moved away from $\tau_0$. In particular,

$$\|F(\tau_0)\|_2 > \|F(\tau)\|_2, \quad \forall \tau \in I \setminus \{\tau_0\}. \quad (6.35)$$

Since from (6.8) we know that $\|F(\tau)\|_2 = 1$ for any $\tau \in \partial \mathcal{S}$, (6.35) implies that $I$ does not contain an element of $\partial \mathcal{S}$ other than $\tau_0$. This completes the proof of Theorem 2.8.

A Existence and uniqueness

Existence and uniqueness of (2.11) is established by interpreting the QVE as a fixed point equation for a holomorphic map in an appropriately chosen function space. The choice of the correct metric on this space follows naturally from the general theory by Earle and Hamilton (17). The same line of reasoning has appeared before in a context close to ours in [21, 26, 27].
Proof of Proposition 2.7: We will set up the fixed point problem on the set of functions defined on the domain

\[ \mathbb{H}_\eta := \{ z \in \mathbb{H} : \text{Im} z \geq \eta, |z| \leq \eta^{-1} \}. \]

More precisely, for any \( \eta \in (0, \min\{1, ||a||^{-1}\}) \) we consider the function space

\[ \mathfrak{B}_\eta := \left\{ u : \mathbb{H}_\eta \rightarrow \mathcal{B}(\mathfrak{X}, \mathbb{H}) : \inf_{z \in \mathbb{H}_\eta} \text{Im} u(z) \geq \frac{\eta^3}{(2 + ||S||)^2}, \sup_{z \in \mathbb{H}_\eta} \|u(z)\| \leq \frac{1}{\eta} \right\}, \quad (A.1) \]

equipped with the metric

\[ d_B(u, w) := \sup_{z \in \mathbb{H}_\eta} \sup_{x \in \mathfrak{X}} d_{\mathbb{H}}(u_x(z), w_x(z)), \quad u, w \in \mathfrak{B}_\eta, \]

where \( d_{\mathbb{H}} \) denotes the standard hyperbolic metric on \( \mathbb{H} \). The metric function space \( (\mathfrak{B}_\eta, d_B) \) is complete. In this setting the QVE takes the form

\[ u = \Phi(u), \quad (A.2) \]

where the function \( \Phi \) is defined as

\[ \Phi(u)(z) := -\frac{1}{z + a + Su(z)}, \quad u \in \mathfrak{B}_\eta, \quad z \in \mathbb{H}_\eta. \quad (A.3) \]

We will now verify that \( \Phi \) is well defined as a map from \( \mathfrak{B}_\eta \) to itself. In fact, \( \Phi \), defined as in (A.3), maps all functions \( u : \mathbb{H} \rightarrow \mathcal{B}(\mathfrak{X}, \mathbb{H}) \) to functions with the upper bound

\[ |\Phi(u)(z)| = \frac{1}{|z + a + Su(z)|} \leq \frac{1}{\text{Im}(z + a + Su(z))} \leq \frac{1}{\text{Im} z}, \quad (A.4) \]

where we used that \( S \) has a non-negative kernel and therefore \( \text{Im} Su(z) \geq 0 \). Taking the supremum over all \( z \in \mathbb{H}_\eta \) in (A.4) reveals that \( \sup_{z \in \mathbb{H}_\eta} \|\Phi(u)(z)\| \leq \eta^{-1} \), which is the upper bound in the definition (A.1) of \( \mathfrak{B}_\eta \).

On the other hand, for every function \( u : \mathbb{H}_\eta \rightarrow \mathcal{B}(\mathfrak{X}, \mathbb{H}) \) that satisfies the upper bound \( \sup_{z \in \mathbb{H}_\eta} \|u(z)\| \leq \eta^{-1} \), we find a lower bound on the imaginary part of \( \Phi(u) \),

\[ \text{Im} \Phi(u)(z) = \frac{\text{Im}(z + a + Su(z))}{|z + a + Su(z)|^2} \geq \frac{\text{Im} z}{(|z| + ||S|| + ||\eta^{-1}||^2)^2} \geq \frac{\eta^3}{(2 + ||S||)^2}, \quad (A.5) \]

for every \( z \in \mathbb{H}_\eta \). Thus, \( \Phi : \mathfrak{B}_\eta \rightarrow \mathfrak{B}_\eta \) is well defined.

The two computations in (A.4) and (A.5) also show that the restriction \( m|_{\mathbb{H}_\eta} \) of any solution to the QVE automatically belongs to \( \mathfrak{B}_\eta \). In particular, showing existence and uniqueness of the solution \( u \) to the fixed point equation (A.2) on \( \mathfrak{B}_\eta \) for every positive \( \eta < \min\{1, ||a||^{-1}\} \) is equivalent to showing existence and uniqueness of the solution \( m : \mathbb{H} \rightarrow \mathcal{B}(\mathfrak{X}, \mathbb{H}) \) to the QVE.

We will now establish a certain contraction property of the map \( \Phi \). This property is expressed in terms of the function

\[ D(\zeta, \omega) := \frac{|\zeta - \omega|^2}{(\text{Im} \zeta)(\text{Im} \omega)}, \quad \zeta, \omega \in \mathbb{H}, \quad (A.6) \]

which is related to the standard hyperbolic metric \( d_{\mathbb{H}} \) by

\[ D(\zeta, \omega) = 2(\cosh d_{\mathbb{H}}(\zeta, \omega) - 1). \quad (A.7) \]

Lemma A.1 (Contraction property of \( \Phi \)). For any \( u, w \in \mathfrak{B}_\eta \) the map \( \Phi : \mathfrak{B}_\eta \rightarrow \mathfrak{B}_\eta \) has the contraction property

\[ \sup_{z \in \mathfrak{B}_\eta} \sup_{x \in \mathfrak{X}} D(\Phi(u)_x(z), \Phi(w)_x(z)) \leq \left( 1 + \frac{\eta^2}{||S||} \right)^{-2} \sup_{z \in \mathfrak{B}_\eta} \sup_{x \in \mathfrak{X}} D(u_x(z), w_x(z)). \quad (A.8) \]

In particular, the fixed point equation (A.2) has a unique solution \( u \in \mathfrak{B}_\eta \).
We postpone the proof of (A.8), and with it the proof of Lemma A.1, until after the end of the proof of Proposition 2.1. The contraction property (A.8) shows that for any initial value $u(0) \in \mathcal{B}_\eta$, the sequence of iterates $u^{(k)} := \Phi^k(u(0))$ is a Cauchy-sequence in $\mathcal{B}_\eta$. Therefore, $u^{(k)}$ converges to the unique fixed point of $\Phi$ and thus to the restriction $m|_{\mathcal{B}_\eta}$ of the unique solution $m$ to the QVE.

If we start the iteration $\Phi^k(u(0))$ with a choice of $u(0)$ that is continuous in $z$ and holomorphic in the interior of $\mathbb{H}_\eta$ (e.g. $u(0)(z) := i$), then every iterate has this property. Since the space of such functions is a closed subspace of $\mathcal{B}_\eta$, the limit $m|_{\mathcal{B}_\eta}$ is holomorphic in the interior of $\mathbb{H}_\eta$. Since $\eta$ was arbitrary, we conclude that the unique solution $m(z)$ of the QVE is a holomorphic function of the spectral parameter $z \in \mathbb{H}$ on the entire complex upper half plane.

Now we show the representation (2.2) for $m(z)$. We use that a holomorphic function on the complex upper half plane $\phi : \mathbb{H} \to \mathbb{H}$ is a Stieltjes transform of a probability measure on the real line if and only if $|\eta \phi(i\eta) + 1| \to 0$ as $\eta \to \infty$ (cf. Theorem 3.5 in [22], for example). In order to see that

$$\lim_{\eta \to \infty} \sup_{x \in \mathbb{R}} |i \eta m_z(i\eta) + 1| = 0, \quad (A.9)$$

we write the QVE in the quadratic form

$$zm(z) + 1 = -am(z) - m(z)Sm(z).$$

From this we obtain

$$|zm(z) + 1| \leq ||a|| ||m(z)|| + ||S|| ||m(z)||^2.$$

The right hand side is bounded by using (A.4) with $u := m$:

$$|m(z)| \leq \frac{1}{\Im z}, \quad z \in \mathbb{H}. \quad (A.10)$$

Choosing $z = i\eta$, we get $|\eta m_z(i\eta) + 1| \leq ||a|| \eta^{-1} + ||S|| \eta^{-2}$, and hence (A.9) holds true. This completes the proof of the Stieltjes transform representation (2.2).

To finish the proof of Proposition 2.1, we show that the support of the $x$-th component $\nu_x$ of the generating measure lies for all $x$ in the common compact interval $[-\kappa, \kappa]$ with $\kappa$ defined in (2.3). In fact, from the Stieltjes transform representation (2.2) it suffices to show that $\Im m_x(x + i\eta)$ converges to zero locally uniformly for $|x| > \kappa$ as $\eta \downarrow 0$.

From the QVE we read off that for any $z \in \mathbb{H}$ with $|z| > \kappa$ the following implication holds:

If $||m(z)|| < \frac{|z| - ||a||}{2||S||}$, then $||m(z)|| < \frac{1}{|z| - ||a|| - ||S|| ||m(z)||} \leq \frac{2}{|z| - ||a||}.$

In particular, we see that there is a gap in the values that $||m||$ can take,

$$||m(z)|| \notin \left[ \frac{2}{|z| - ||a||}, \frac{|z| - ||a||}{2||S||} \right], \quad |z| > \kappa.$$

Since $z \mapsto ||m(z)||$ is a continuous function and by (A.10) the value of $||m(z)||$ lies below this gap for large values of $\Im z$, we conclude that

$$||m(z)|| \leq \frac{2}{|z| - ||a||}, \quad |z| > \kappa. \quad (A.11)$$

Now we consider the imaginary part of the QVE,

$$\frac{\Im m(z)}{||m(z)||^2} = -\Im \frac{1}{m(z)} = \Im z + S \Im m(z).$$

We take the norm on both sides of this equation and use the bound (A.11) to see that

$$||\Im m(z)|| \leq 4 \frac{\Im z + ||S|| ||\Im m(z)||}{(|z| - ||a||)^2}, \quad |z| > \kappa.$$
By the definition (A.3) of $\kappa$ the coefficient in front of $\|\text{Im}m\|$ on the right hand side is smaller than 1. Thus we end up with an upper bound on the imaginary part of the solution,

$$\|\text{Im}m(z)\| \leq \frac{4 \text{Im}z}{(|z| - \|a\|)^2 - 4\|S\|}, \quad |z| > \kappa.$$  

In particular, this bound shows that

$$\lim_{\eta, \mu_n |z| \geq \kappa + \epsilon} \sup \|\text{Im}m(\tau + i\eta)\| = 0,$$

for any $\epsilon > 0$. This finishes the proof of Proposition 2.1.

**Proof of Lemma A.1** We show that, more generally than (A.8), for all functions $u, w : \mathbb{H} \to \mathcal{B}(X, \mathbb{H})$ and all $z \in \mathbb{H}$ we have

$$D(\Phi(u)_x(z), \Phi(w)_x(z)) \leq \left(1 + \frac{\|\text{Im}z\|^2}{\|S\|}\right)^{-2} \sup_{y \in X} D(u_y(z), w_y(z)). \quad \text{(A.12)}$$

To see this we need the following properties of the function $D$.

**Lemma A.2** (Properties of hyperbolic metric). *The following three properties hold for $D$:

1. **Isometries:** If $\psi : \mathbb{H} \to \mathbb{H}$ is a Möbius transform, of the form
   $$\psi(\zeta) = \frac{\alpha \zeta + \beta}{\gamma \zeta + \delta}, \quad \left(\begin{array}{cc} \alpha & \beta \\ \gamma & \delta \end{array}\right) \in \text{SL}_2(\mathbb{R}),$$
   then
   $$D(\psi(\zeta), \psi(\omega)) = D(\zeta, \omega).$$

2. **Contraction:** If $\zeta, \omega \in \mathbb{H}$ are shifted in the positive imaginary direction by $\eta > 0$ then
   $$D(i\eta + \zeta, i\eta + \omega) = \left(1 + \frac{\eta}{\text{Im} \zeta}\right)^{-1} \left(1 + \frac{\eta}{\text{Im} \omega}\right)^{-1} D(\zeta, \omega).$$

3. **Convexity:** Let $\phi \not\equiv 0$ be a non-negative bounded linear functional on $\mathcal{B}(X, \mathbb{C})$, i.e., $\phi(w) \geq 0$ for all $w \geq 0$. Then
   $$D(\phi(w), \phi(u)) \leq \sup_{x \in X} D(w_x, u_x),$$
   for all $w, u \in \mathcal{B}(X, \mathbb{H})$ with $\inf_{x \in X} \text{Im}w_x > 0$ and $\inf_{x \in X} \text{Im}u_x > 0$.

The properties (1) and (2) are clear from the connection (A.7) of $D$ to the hyperbolic metric and the definition of $D$ in (A.6), respectively. For a short proof of the property (3) in the setup where $X$ is finite, we refer to Lemma 5 in [27]. Since that argument can easily be adapted to the case of general $X$, we will omit the proof.

In case $S_x \neq 0$ we use Lemma A.2 and the definition of $\Phi$ in (A.3) to estimate

$$D(\Phi(u)_x(z), \Phi(w)_x(z)) = D\left(z + \langle S_x u(z) \rangle, z + \langle S_x w(z) \rangle\right)$$

$$\leq (1 + (\|\text{Im}z\|^2/\|S\|)^{-2} D\left(\text{Re}z + \langle S_x u(z) \rangle, \text{Re}z + \langle S_x w(z) \rangle\right)$$

$$= (1 + (\|\text{Im}z\|^2/\|S\|)^{-2} D\left(\langle S_x u(z) \rangle, \langle S_x w(z) \rangle\right)$$

$$\leq (1 + (\|\text{Im}z\|^2/\|S\|)^{-2} \sup_{y \in X} D(u_y(z), w_y(z)) .$$

For the equalities we applied property (1), In the first inequality property (2) and in the second inequality property (3) was used. On the other hand, if $S_x = 0$ then the claim is trivial.

This finishes the proof of Lemma A.1. The existence and uniqueness for the fixed point problem (A.2) follows as explained after the statement of the lemma.
B Auxiliary results

Proof of Lemma 5.6 In case \( \inf_{x,y \in X} t_{xy} = 0 \), there is nothing to show. Thus, we assume \( \varepsilon := \inf_{x,y \in X} t_{xy} > 0 \). Without loss of generality we may assume that \( \|T\|_2 = 1 \) and that \( h \) is the unique eigenfunction satisfying \( \|h\|_2 = 1 \) and \( h \geq 0 \). First we note that

\[
h = Th \geq \varepsilon \int h_t \pi(dx) > 0.
\]

Since the kernel of \( T \) is real, we work on the space of real valued functions in \( L^2(X) \). Evaluating the quadratic form of \( 1 \pm T \) at some \( u \) that is orthogonal to \( h \) yields

\[
\langle u, (1 \pm T)u \rangle = \frac{1}{2} \iint t_{xy} \left( u_x \sqrt{\frac{h_y}{h_x}} \pm u_y \sqrt{\frac{h_x}{h_y}} \right)^2 \pi(dy) \pi(dx)
\geq \frac{\varepsilon}{2\|h\|^2} \iint h_x h_y \left( u_x^2 \frac{h_y}{h_x} + u_y^2 \frac{h_x}{h_y} \pm 2 u_x u_y \right) \pi(dy) \pi(dx)
= \frac{\varepsilon}{\|h\|^2} \int u^2 \pi(dx),
\]

where in the inequality we used \( t_{xy} \geq \varepsilon h_x h_y / \|h\|^2 \) for almost all \( x, y \in X \). Now we read off that

\[
-\left( 1 - \frac{\varepsilon}{\|h\|^2} \right) \|u\|^2 \leq \langle u, Tu \rangle \leq \left( 1 - \frac{\varepsilon}{\|h\|^2} \right) \|u\|^2.
\]

This shows the gap in the spectrum of the operator \( T \).

Proof of Lemma 5.8 Proving the claim (5.9) is equivalent to proving that

\[
\|(U - T)w\|_2 \geq c \alpha \text{Gap}(T) \|w\|_2, \quad \alpha := |1 - \|T\|_2 \langle h, Uh \rangle|,
\]

for all \( w \in L^2(X) \) and for some numerical constant \( c > 0 \). To this end, let us fix \( w \) with \( \|w\|_2 = 1 \). We decompose \( w \) according to the spectral projections of \( T \),

\[
w = \langle h, w \rangle h + Pw,
\]

where \( P \) is the projection onto the orthogonal complement of \( h \). During this proof we will omit the lower index 2 of all norms, since every calculation is in \( L^2(X) \). We will show the claim in three separate regimes:

(i) \( 16 \|Pw\|^2 \geq \alpha \),

(ii) \( 16 \|Pw\|^2 < \alpha \) and \( \alpha \geq \|Puh\|^2 \),

(iii) \( 16 \|Pw\|^2 < \alpha \) and \( \alpha < \|Puh\|^2 \).

In the regime (i) the triangle inequality yields

\[
\|(U - T)w\| \geq \|w\| - \|Tw\| = 1 - (\langle h, w \rangle)^2 \|T\|^2 + \|TPw\|^2)^{1/2}.
\]

We use the simple inequality, \( 1 - \sqrt{1 - \tau} \geq \tau / 2 \), valid for every \( \tau \in [0, 1] \), and find

\[
2 \|(U - T)w\| \geq 1 - (\langle h, w \rangle)^2 \|T\|^2 - \|TPw\|^2
\geq 1 - (\langle h, w \rangle)^2 \|T\|^2 - (\|T\| - \text{Gap}(T))^2 \|Pw\|^2 = 1 - \|T\|^2 + (2 \|T\| - \text{Gap}(T)) \text{Gap}(T) \|Pw\|^2.
\]

The definition of the first regime implies the desired bound (B.1).
In the regime (ii) we project the left hand side of (B.1) onto the $h$-direction,

$$
\|(U-T)w\| = \|(1-U^*T)w\| \geq |\langle h, (1-U^*T)w \rangle|.
$$

(B.4)

Using the decomposition (B.2) of $w$ and the orthogonality of $h$ and $Pw$, we estimate further:

$$
|\langle h, (1-U^*T)w \rangle| \geq |\langle h, w \rangle|\|1-\|T\|h, U^*T]\| - |\langle h, U^*TPw \rangle|
\geq |\langle h, w \rangle|\alpha - \|PUh\||Pw|.
$$

(B.5)

Since $\alpha \leq 2$ and by the definition of the regime (ii) we have $|\langle h, w \rangle|^2 = 1 - \|Pw\|^2 \geq 1 - \alpha/16 \geq 7/8$ and $\|PUh\||Pw| \leq \alpha/4$. Thus, we can combine (B.4) and (B.5) to

$$
\|(U-T)w\| \geq \alpha/2.
$$

Finally, we treat the regime (iii). Here, we project the left hand side of (B.1) onto the orthogonal complement of $h$ and get

$$
\|(U-T)w\| \geq \|P(U-T)w\| \geq |\langle h, w \rangle||PUh| - \|P(U-T)Pw\|,
$$

where we inserted the decomposition (B.2) again. In this regime we still have $|\langle h, w \rangle|^2 \geq 7/8$, and we continue with

$$
|\langle h, w \rangle||PUh| - \|P(U-T)Pw\| \geq \frac{3}{4}\|PUh\| - 2\|Pw\| \geq \frac{\alpha^{1/2}}{2}.
$$

(B.7)

In the last inequality we used the definition of the regime (iii). Combining (B.6) with (B.7) yields

$$
\|(U-T)w\| \geq \alpha/4,
$$

after using $\|h\| = 1$ in (B.1) to estimate $\alpha \leq 2$. 
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