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Abstract—Most state-of-the-art works in trajectory forecasting for automotive target predicting the pose and orientation of the agents in the scene. This represents a particularly useful problem, for instance in autonomous driving, but it does not cover a spectrum of applications in control and simulation that require information on vehicle dynamics features other than pose and orientation. Also, multi-step dynamic simulation of complex multibody models does not seem to be a viable solution for real-time long-term prediction, due to the high computational time required. To bridge this gap, we present a deep-learning framework to model and predict the evolution of the coupled driver-vehicle system dynamics jointly on a complex road geometry. It consists of two components. The first, a neural network predictor, is based on Long Short-Term Memory autoencoders and fuses the information on the road geometry and the past driver-vehicle system dynamics to produce context-aware predictions. The second, a Bayesian optimiser, is proposed to tune some significant hyperparameters of the network. These govern the network complexity, as well as the features importance. The result is a self-tunable framework with real-time applicability, which allows the user to specify the features of interest. The approach has been validated with a case study centered on motion cueing algorithms, using a dataset collected during test sessions of a non-professional driver on a dynamic driving simulator. A 3D track with complex geometry has been employed as driving environment to render the prediction task challenging. Finally, the robustness of the neural network to changes in the driver and track was investigated to set guidelines for future works.
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I. INTRODUCTION

The field of control systems has considerably benefited from the advances in deep learning obtained in the last decade. The reason is to be found in the excellent results achieved by deep-learning algorithms in modelling complex dynamical systems [1], [2]. Particularly, modern control applications as autonomous driving and robot navigation, which deal with a dynamic and varied environment, need to manage more information to properly model the whole dynamics of the scene, including the behaviour of other autonomous agents or the interactions between humans and machines. As a consequence, the resulting dynamics becomes rather articulated, and in many cases it is even arduous to interpret the underlying physics that governs the system evolution. Under these conditions, data-driven models, especially deep-learning frameworks, have been demonstrated to embody a viable and efficient alternative to classical first-principle models.

Trajectory forecasting algorithms constitute one of the most important applications of deep learning in the area of control systems. They generate predictions on the future motion of the agents in the control scenario, which can be used to enhance the promptness and performance of the controlled system. However, the majority of the state-of-the-art works in trajectory forecasting target predicting the future pose of the agents in the scene, that is their position and orientation in space. This is particularly useful when the core task of the downstream planning and control stacks is pose dependent only, for instance collision avoidance tasks.

On the other hand, there exist many automotive applications for which pose prediction of the vehicle-driver system is not sufficient to design proper simulation and control frameworks. As two motivating examples, predicting a more varied set of
vehicle signals, as accelerations and rotational velocities, may significantly impact on motion cueing algorithms for dynamic driving simulators [3] and emergency forecasting for shared autonomy [4]. Also, even if the driver commands are known, simulating the vehicle dynamics with accurate multibody models is computationally expensive, so that long-term forecasts are not real-time obtainable. The extension of state-of-the-art trajectory forecasting algorithms to cope with a more varied set of signals is not trivial. In fact, it involves modelling and forecasting the dynamics of the coupled system constituted by a human driver and the vehicle that he/she drives at once, which has been a core problem in automotive research for half a century [5], [6]. Supported by the previous motivating examples, in this work we aim to extend trajectory forecasting methods to design a simulation/prediction framework that is capable to model and predict the main dynamics of the driver-vehicle system on a complex 3D track at once, that is forecasting the driver behaviour and modelling the vehicle response; data-driven, to be tailored on a specific human driver; road-geometry dependent, to require few road geometry examples during training for good generalisation on new roads; computationally efficient, to be employed in simulation and for online control tasks; self-tunable during training, to adapt to specific applications and user-demanded output signals.

Statement of contributions. To bridge this gap, we propose a deep-learning framework based on LSTM autoencoders and leveraging Bayesian Optimisation, to predict a set of signals describing the driver-vehicle system dynamics. We call our framework Drive-forecast. The LSTM encoder-decoder structure is justified by many state-of-the-art works in trajectory forecasting. The following contributions are then added to cope with the above-stated requirements.

1) The framework is designed to be general purpose, so that the user can specify the dynamics of interest. Without losing generality, we propose a basic set of features that can be measured/estimated and used for common control applications, and that well represent the main driver-vehicle dynamics.

2) Instead of splitting the problem into two parts, namely driver’s intent prediction and vehicle dynamics simulation, the driver-vehicle dynamics is predicted at once. This allows to consider a coarser prediction horizon discretisation, which makes the computational time suited for real-time application. By splitting the problem instead, a reliable vehicle dynamics simulation would require a finer prediction horizon for the driver’s intent, as well as a slower dynamics propagation by means of the multibody model.

3) The network fuses information on the realised past with the road geometry that the driver is about to travel, to generate context-aware predictions of the desired features for a predefined number of future time steps. Differently from state-of-the-art methods, we consider a complex 3D road instead of a urban structured road (e.g. intersection, crossing) in the formulation. This is done to model race tracks and suburban roads, in view of the applications mentioned in the previous section. However, we remark that the problem formulation can be integrated to support urban structured roads.

4) We introduce a parametric loss function to train the neural network. It allows to control the relative importance between forecasting errors on primary features, i.e. the ones of interest, and on secondary features, i.e. the auxiliary ones employed to help the network learning the dynamics of the system. Resorting to Bayesian optimisation, the loss function hyperparameters and the number of trainable parameters of the network are tuned to achieve a suitable trade-off between forecasting performance and computational time at the test phase. The latter is in fact fundamental in online implementations for control purposes.

5) The proposed approach is validated through a case study on motion cueing. An experimental campaign is conducted on a dynamic driving simulator to collect the dataset, train and validate the neural network. The dataset has been composed as follows.

- It refers to laps of a specific non-professional driver on a specific track. The driver is non-professional, so that each lap is different from previous ones. This makes the prediction problem more challenging, even considering testing on the same driver and track;
- we also include in the test portion of the dataset some laps performed by a different driver or on a different track to show the generalisation properties of the network, despite the constant driver and track kept during training.

The scope of this work is not to capture the behaviour of different drivers, but to link the predicted driver/vehicle dynamics (not only trajectories) to the road information, with limited computational burden.

A schematic representation of the proposed prediction framework is depicted in Figure 1.

Sections organisation. The remainder of this paper is organised as follows. Related works on trajectory forecasting, vehicle dynamics modelling and motion cueing are presented in Sec. II. The prediction problem is formulated in Sec. III. In Sec. IV, the proposed deep-learning architecture to solve the prediction problem is presented. The application of our method to the case study, centered on motion cueing algorithms, and the corresponding results are reported in Sec. V; in the same section, the dataset preparation and the hyperparameters tuning procedure are extensively described. In Sec. VI, we further investigate the generalisation properties of the proposed method, by testing it on data obtained with a different driver and a different track. Finally, the conclusions of this work and potential future studies are presented in Sec. VII.
II. RELATED WORK

A. Trajectory forecasting methods

Predicting the future spatial location of agents in urban or structured road with deep learning has been an active research field in the recent years [7], [8]. In [9], Long Short-Term Memory (LSTM) neural networks are used to predict the acceleration distributions of cars on highway, modeling in-lane motion only. A probabilistic deep neural network is designed in [10] to predict distributions of vehicles trajectories in a roundabout, i.e. in-plane positions at any time instant, assuming that each vehicle can be modelled through its in-plane position, heading and longitudinal velocity. In [11], [12], motion recognition and trajectory forecasting algorithms are applied to human-robot collaboration tasks, in which collision avoidance and safety guarantees constitute a strict requirement. Convolutional Neural Networks (CNN) are employed in [13] to predict the motion of pedestrians for autonomous driving applications.

Recent trends in multi-agent trajectory forecasting are geared towards conditioning the prediction of the surrounding agents pose on the ego-vehicle controls, to produce interaction-aware forecasts [14]. A different approach to trajectory forecasting for control tasks, presented in [15], consists in producing interaction-aware state-space equation models instead of tracklets as outputs of the network, which can be directly employed for planning and control tasks.

B. Vehicle dynamics modelling

The dynamics of the vehicle, in terms of response of its constitutive elements to known driving inputs, e.g. throttle, was widely investigated in the past [16]–[18]. However, modelling the decision-making process of a human driver, namely the control actions that he/she executes considering environment, still represents an open research field. Unlike autonomous navigation systems, a human driver shows a varied, stochastic and, most of the times, non-optimal behaviour. Moreover, each driver has a personal driving style, which is strictly related to his/her own experience.

Many works have tried to emulate human drivers using control systems, e.g. [19], with simplified models for the vehicle dynamics. These architectures allow to accurately describe the behaviour of professional drivers on track, whose aim is to minimise the lap time, but it could be difficult or even impossible to tune them so as to replicate a non-professional driver. To take into account the complex coupling effects between the driver and vehicle systems, and to capture the human nature of the driver, data-driven approaches may be employed to model and forecast the evolution of the whole system. Also, the high modelling performance of these methods allows to investigate how the geometry of the road influences the future driver/vehicle dynamics, which is considered in our work.

C. Motion cueing

We also provide references to motion cueing, as it embodies one of the motivating examples of this work, and core of the case study for the evaluation of the performance of our method.

Motion cueing is a planning algorithm that provides motion references to the dynamic platform of driving simulators [20], [21]. The objective of the planning problem is to reproduce the translational accelerations and rotational velocities at the driver’s head that would be generated on a real vehicle. In fact, it is through these quantities that humans perceive motion, thanks to their vestibular system. Modern implementations of motion cueing algorithms are based on constrained optimal control, to account for workspace limitations. The most used technique is MPC [22]–[24], whose formulation includes the system and reference evolution in the future (predictive horizon) to generate an optimised and prompt motion, anticipating future situations. However, the state-of-the-art solutions developed so far do not fully exploit the potential benefits introduced by MPC. To avoid predicting the future behaviour of the driver, they employ a constant reference throughout the predictive horizon, equal to the one that is measured in simulation at the time of execution. As shown in [25], knowing the reference future evolution in advance and extending the predictive horizon would allow to outperform the state-of-the-art results. This represents a motivating example for our work.

III. PROBLEM FORMULATION

The formulation of the prediction problem shall be based on the emulation of the decision-making process of a human driver. At any time instant, a driver is aware of the vehicle state and his/her previous driving actions, which carry information about the recent past context that he/she has operated in. However, the past only does not provide a complete picture to characterise the resulting motion. In fact, drivers are highly conditioned by the road geometry that they see ahead, and act accordingly. Therefore, the proposed formulation includes information on the road geometry into the prediction model, so as to highlight the dependency between driving actions and environment properties.

The previous statements are now formalised in mathematical notation. Let us consider the current time step \( k \in \mathbb{N} \). Given the 3D geometry of the track, that is the spatial location of the centerline and the road margins; given matrix \( X_{(k-t^p:k)} \) describing the values assumed by \( n \in \mathbb{N} \) vehicle features monitored in the past \( t^p + 1 \) time steps, where \( t^p \in \mathbb{N} \); the objective is to predict matrix \( X_{(k+1:k+t^f)} \), describing the values assumed by \( q \in \mathbb{N} \) vehicle features in the future \( t^f \) time steps, where \( t^f \in \mathbb{N} \), \( t^f \geq 1 \). The \( q \) features are a subset of the \( n \) features monitored in the past, thus \( q \leq n \). The matrices \( X_{(k-t^p:k)} \) and \( X_{(k+1:k+t^f)} \) are defined as

\[
X_{(k-t^p:k)} := \begin{bmatrix}
    x^1_{k-t^p} & x^2_{k-t^p} & \cdots & x^n_{k-t^p} \\
    x^1_{k-t^p+1} & x^2_{k-t^p+1} & \cdots & x^n_{k-t^p+1} \\
    \vdots & \vdots & & \vdots \\
    x^1_k & x^2_k & \cdots & x^n_k
\end{bmatrix},
\]

\[
X_{(k+1:k+t^f)} := \begin{bmatrix}
    x^1_{k+1} & x^2_{k+1} & \cdots & x^q_{k+1} \\
    x^1_{k+2} & x^2_{k+2} & \cdots & x^q_{k+2} \\
    \vdots & \vdots & & \vdots \\
    x^1_{k+t^f} & x^2_{k+t^f} & \cdots & x^q_{k+t^f}
\end{bmatrix}.
\]
where \( x_i^j \) indicates the value of the \( j \)-th vehicle feature at the \( i \)-th time step. The 3D geometry of the track will be used to extract a set of \( m \in \mathbb{N} \) road geometry features.

In the next sections, We detail the choice of the two main ingredients of the prediction framework, that is

- a basic set of features describing the main driver-vehicle dynamics;
- a set of features encoding the future road geometry.

**A. Definition of the road geometry**

In prediction and control applications, it is fundamental to describe the geometrical properties of environment with features characterised by a sufficiently smooth evolution over time. To model the road and the vehicle position along the 3D road, we refer to the global coordinates of the left and right road margins, the road centerline and the vehicle centre of gravity (CG) with respect to a global orthonormal reference frame \( X^G - Y^G - Z^G \). The axis \( Z^G \) points in the opposite direction with respect to the gravity vector. We aim to derive parametric curves describing the margins and the centerline using \( 5^{th} \)-order-polynomial splines, being the curvilinear abscissa the independent variable of each curve. Starting from the sampled global coordinates of the road margins, the splines knots are placed using piecewise linear interpolation and resampling with a coarser spacing. Then, the splines parameters are computed by minimising the splines normed distance from the original sampled points. The employment of \( 5^{th} \)-order polynomials ensures the continuity of the splines up to the second derivative.

Keeping the centerline curvilinear abscissa as the independent variable and using the splines, it is possible to derive the following road geometry features:

- the road width;
- the first derivative of the coordinate in \( Z_G \) with respect to the centerline curvilinear abscissa, i.e. the pitch slope;
- the road bank angle, i.e. the lateral slope;
- the centerline signed curvature in the \( X^G - Y^G \) plane;
- the second derivative of the coordinate in \( Z_G \) with respect to the centerline curvilinear abscissa.

The values of these features carry information on the context in which the vehicle operates. The road width influences the lateral distance with respect to the centerline maintained by the driver along the track; the road pitch and lateral slopes play a key role in the dynamics of the vehicle, as they influence the orientation of the gravity vector with respect to the vehicle principal axes; finally, the centerline signed curvature in the \( X^G - Y^G \) plane and the second derivative of \( Z^G \) with respect to the centerline curvilinear abscissa provide information on the shape of the track, allowing to distinguish different types of turn and straightaway.

The global coordinates of the centerline are also employed as references to define the relative distance and relative yaw of the vehicle, which are included among the vehicle features, as described in the next section.

**B. Definition of the vehicle features**

As specified above, the \( q \) vehicle features that we aim to forecast constitute a subset of the full set of \( n \) vehicle features considered in the method. The full set is fundamental to help the data-driven method learning the dynamics of the underlying physical process that we want to describe. Moreover, this becomes even more important considering that the driver could potentially lead the vehicle to very different situations on the 3D road, so that a data-driven algorithm failing to understand the driver-vehicle system dynamics would not be able to correctly generalise on new data. In view of these considerations, we will show in Sec. IV that the proposed data-driven scheme is designed to predict all of the \( n \) features, while it adopts a weighting strategy to maximise the prediction performance on the \( q \) desired features.

The selected \( n \) vehicle features are:

- the vehicle CG accelerations with respect to its principal axes;
- the vehicle chassis angular velocities with respect to its principal axes;
- the vehicle CG relative distance and vehicle chassis relative yaw with respect to the centerline;
- the vehicle CG velocities with respect to its principal axes;
- the throttle percentage, brake percentage, steering angle, steering angle rate and gear, i.e. driver commands.

In this case, the number of vehicle features is \( n = 16 \). It is necessary to notice that the choice of the vehicle features depends on the level of detail in the description of the vehicle dynamics that one is interested to model. In this work, we decide to model the part of the driver-vehicle system dynamics constituted by those features that can be measured/estimated and used for common control applications, e.g. ADAS. However, the framework is designed to be general, so that the user can include other features of interest into the problem. The choice was also supported by a correlation analysis.

**IV. Proposed prediction strategy**

The proposed prediction strategy is detailed in this section. The matrix \( X_{(k-\ell:p;k)} \), introduced in Sec. III, will be referred to as matrix of the past from now on. It contains the information on the recent past that the system driver-vehicle has just experienced. As stated above, the past is not sufficient to fully characterise the behaviour of the system in the future, since it is highly correlated with the geometrical context that is encountered. To introduce the information on the road geometry that the driver sees ahead, we consider the curvilinear abscissa \( s_k \) of point \( P_k \), defined as the point of the centerline that is closest to the vehicle CG at the time step \( k \). Considering that at the current time step the road geometry influencing the finite horizon prediction depends on a limited portion of the whole track, we define the maximum distance that the driver can see ahead \( d^R \in \mathbb{R}, d^R \geq 0 \), and the number of spatially equidistant discretisation points \( p^R \in \mathbb{N} \) in the continuous interval \( (s_k, s_k + d^R) \). From the corresponding values of curvilinear abscissa, denoted as \( s_k|1, s_k|2, \ldots, s_k|p^R, \)
the road geometry features are evaluated and stored into matrix $\bar{X}_k^R$. Therefore, its structure is

$$\bar{X}_k^R := \begin{bmatrix} x^1_{k|1} & x^2_{k|1} & \ldots & x^m_{k|1} \\ x^1_{k|2} & x^2_{k|2} & \ldots & x^m_{k|2} \\ \vdots & \vdots & \ddots & \vdots \\ x^1_{k|P} & x^2_{k|P} & \ldots & x^m_{k|P} \end{bmatrix}, \quad (2)$$

where $x^j_{k|i}$ indicates the value of the $j$-th road feature evaluated at the curvilinear abscissa $s_{k|i}$.

Finally, following the considerations introduced in Sec. III-B, we introduce matrix $\bar{X}_{(k+1:k+t^P)}$ expressing the full set of $n$ vehicle features in the future $t^P$ time steps, as

$$\bar{X}_{(k+1:k+t^P)} := \begin{bmatrix} x^1_{k+1} & x^2_{k+1} & \ldots & x^m_{k+1} \\ x^1_{k+2} & x^2_{k+2} & \ldots & x^m_{k+2} \\ \vdots & \vdots & \ddots & \vdots \\ x^1_{k+t^P} & x^2_{k+t^P} & \ldots & x^m_{k+t^P} \end{bmatrix}. \quad (3)$$

We remark that matrix $X_{(k+1:k+t^P)}$, i.e. the goal of our problem, can be obtained by extracting the subset of $q$ features of interest from matrix $\bar{X}_{(k+1:k+t^P)}$, being $q \leq n$.

A. Deep neural network

To solve the prediction problem formulated above, we propose a deep-learning architecture. The structure of the artificial neural network, exploiting an encoder-decoder topology to synthesize the information of the past $X_{(k-t^P:k)}$ and the road seen ahead $\bar{X}_k^R$, is now presented.

The scheme of the network is shown in Figure 2.

The matrix of the past $X_{(k-t^P:k)}$ is encoded using a bidirectional Long-Short-Term-Memory (LSTM) layer with $u_e$ hidden units, for their high performance in sequence encoding [26]. The last hidden states $h^R_k, c^R_k$ and cell states $c^P_k, c^P_k$ of the LSTM layers in the forward and backward directions are merged together through concatenation, to form one hidden states vector $h^P_k$ and one cell states vector $c^P_k$. The road geometry matrix $\bar{X}_k^R$ is encoded by means of another bidirectional LSTM layer with $u_e$ hidden units, employing the same merge mechanism, to obtain the hidden states vector $h^R_k$ and cell states vector $c^R_k$. The hidden states and cell states of the two encoders are then concatenated, to create an extended hidden states vector $h$ and an extended cell states vector $c$. Two dense layers with $2u_e$ and $u_d$ neurons are applied to both $h$ and $c$ without weights sharing, to merge the information carried by the encodings of the past and the geometry of the road in the future, and to uniform them to the dimensions of the decoder. A dropout layer with rate $r$ is placed between each couple
of dense layers to promote regularisation. Consequently, the vectors \( h^D \) and \( c^D \) are generated.

The decoder consists of two stages. The first is a unidirectional LSTM layer with \( u_d \) hidden units, whose hidden and cell states are initialised using the vectors \( h^D \) and \( c^D \). The first cell is fed with \( h^D \) as inputs. From the second cell on, the output of each LSTM cell is recursively used as input of the successive cell. The second stage of the decoder is a bidirectional LSTM layer of \( u_d \) hidden units, whose output sequences are fed to a final time-distributed dense layer, that brings the matrices to assume the output shape. The output of the network \( \hat{X}_{(k+1:k+1)} \) is the prediction of \( \bar{X}_{(k+1:k+1)} \), which represents the ground truth. The entries of \( \hat{X}_{(k+1:k+1)} \) are denoted with \( \hat{x}_j^i \), being it the value of the \( j \)-th vehicle feature at the \( i \)-th time step.

Finally, we define the two hyperparameters \( u_{e,d} \) and \( \xi \) as

\[
\begin{align*}
  u_{e,d} &= u_e + u_d, \\
  \xi &= \frac{u_e}{u_{e,d}}.
\end{align*}
\]

These two hyperparameters synthetically express the total network complexity for the encoding and decoding parts. Since the total network complexity influences the computational time needed to generate a prediction, it is important to properly limit the values of \( u_{e,d} \) and \( \xi \) to render the proposed architecture feasible for online control applications. This consideration will be reminded in Sec. V-B, where hyperparameters tuning is described.

### B. Loss function

Taking advantage of how the problem is formulated in Sec. III, the proposed prediction framework is potentially able to forecast the values of any vehicle feature that one could be interested in. Independently from the specific subset of \( q \) features of interest for a determined application, it is important to design a loss function that penalises prediction errors on the full set of \( n \) vehicle features. This choice forces the network to learn the driver-vehicle system dynamics, and infuses a natural generalisation into the data-driven approach. The \( q \) features of interest and the remaining \( n - q \) ones are denominated as primary and secondary features, respectively.

To comply with the requirements of specific applications, in which one could be interested in maximising the prediction performance on the restricted set of \( q \) vehicle features, we employ Weighted Mean Square Error (WMSE) as loss function:

\[
\mathcal{L} = \sum_{i=k+1}^{k+T} \frac{1}{n} \sum_{j=1}^{n} w^j (\hat{x}_j^i - x_j^i)^2,
\]

where \( w^j = 1 \) for \( j = 1, \ldots, q \) are the weights on the primary features, and \( w^j = w \) for \( j = q + 1, \ldots, n \) are the weights on the secondary features. The hyperparameter \( w \) is in the range \( 0 \leq w \leq 1 \), and is tuned depending on the application. The employment of the weighting term \( w \) is strictly related to the requirements of online applicability of the prediction strategy. In case online applicability were not an issue, the network complexity could be arbitrarily increased to predict all of the \( n \) vehicle features. Instead, in the case study of this work we aim to design a network with prediction times that are suitable for online control applications; thus, we use \( w \) to help the network identify the relative priority between the primary and secondary features.

### V. Experiments

The proposed framework is validated by applying it to a challenging case study, namely the prediction of the features that are commonly fed as references to any modern motion cueing algorithm for dynamic driving simulators based on Model Predictive Control (MPC). Our code and the dataset are online available\(^1\). We remark that the proposed methodology can also be employed to predict the evolution of any other feature that could be of interest for other automotive applications; we leave the study of further applications to future works.

As we remarked in Sec. II, forecasting the vehicle accelerations and rotational velocities in driving simulators may

\(^1\)https://github.com/lpaparusso/DriVe-forecast
significantly improve the simulation experience. For this reason, we will focus the attention of our network to prioritise the reconstruction of the vehicle CG longitudinal and lateral accelerations ($a_X$ and $a_Y$, respectively), and vehicle chassis yaw rate ($\omega_y$), being the in-plane motion the most crucial to enhance the simulator workspace utilisation. This means that the number of primary features is $q = 3$. We consider a prediction horizon length $t^F = 30$ (i.e. $3\,s$). According to the maximum vehicle speed, we estimate that a suitable choice for the hyperparameters that model the road geometry in the future is $q^{R} = 150\,m$ and $p^{R} = 50$.

A. Dataset

The dataset used to validate the prediction framework was generated on a dynamic driving simulator, shown in Figure 3. The simulation environment set up for our analysis is the Canadian test track Calabogie, whose planimetry is shown in Fig.4. We collected a dataset of 36 laps performed by a non-professional driver, for a total of approximately 75 minutes and 160 km travelled. A non-professional human driver was selected for the tests to introduce high variability into the resulting motion trajectories, which makes the prediction problem particularly challenging. The low level of repeatability of the driver at each lap is used to test the generalisation capability of the network. The latter is in fact expected to generate predictions that are close to the ground truth when the driving behaviour is more repeatable, and stabilise around an average behaviour when it is not.

The original data were acquired at a sampling frequency of 100 Hz. To be able to consider long-enough prediction horizons while saving the neural network computational time, data are downsampled at a frequency of 10 Hz, after using a zero-phase anti-aliasing filter with cut-off frequency at 4 Hz.

As an example, Figure 5 shows the original and downsampling frequency content of $a_X$, $a_Y$ and $\omega_y$. The downsampling signals contain approximately 98% of the power of the original ones; thus, the downsampling architecture allows to obtain a good trade-off between the level of detail in the representation of the driver-vehicle system dynamics and the speed of the prediction algorithm, in terms of online computational time at the test phase. Lastly, the signals are normalised to facilitate the neural network training process.

B. Training and validation of the model

The matrices defined in (1) are obtained by windowing each lap of the original dataset, using unitary shift and stride. A $31 - 4 - 1$ random split of the laps is applied to obtain the training, validation and test sets, respectively.

The model is trained using the Adam optimiser [27], with $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 10^{-7}$. After a first coarse tuning, it was observed that the hyperparameters affecting the network performance are the dropout rate $r$, the weight $w$ on the secondary features, the number of time steps of the past $t^P$, and the hyperparameters $u_{e,q}$ and $\xi$ defining the structure of the network. To fine tune the hyperparameters, we employ Bayesian optimisation [28] (using the toolbox [29]), which targets finding the best value of the metrics $M$ on the validation set. The metrics $M$ is the Mean Absolute Error (MAE) referred to the primary features only, i.e. $a_X$, $a_Y$ and $\omega_y$.

$$M = \sum_{i=k+1}^{k+t^F} \frac{\sum_{j=1}^{q} |\hat{x}_i^j - x_i^j|}{q},$$

being $|\cdot|$ the absolute value operator. Bayesian optimisation implements 2 steps of random exploration and 10 iterations.

The training process of each model generated by Bayesian optimisation is performed in two phases. In the first phase, the Adam optimiser starts from a random initialisation of the weights of the neural network; to re-initialise the optimizer with weights that are closer to the optimal ones, which favours a more precise gradient descent, the second phase starts from the final configuration of the first phase. We now detail the characteristics of the two training phases. The first phase implements an exponentially decaying learning rate, going from 0.001 to 0.0005 in 34 epochs; after epoch 34, the learning rate is kept constant. We set the maximum number of epochs to 100, while using an early stopping option that activates when the validation metrics does not decrease within 25 consecutive epochs. The second phase employs a constant learning rate equal to 0.0001, with the same early stopping option as the first phase and a maximum number of epochs equal to 500. A batch size equal to 64 showed the best performance.

Considering the high variability of motion of the non-professional driver and the relatively small size of the dataset, we perform cross-validation to obtain performance indices that do not depend on the specific data split. Therefore, fixing the optimal hyperparameters obtained through Bayesian optimisation, training is finally repeated 10 times, changing the training, validation and test sets at each iteration. This allows to better analyse the framework performance and generate

![Graph showing frequency content of longitudinal acceleration, lateral acceleration, and yaw rate](https://example.com/graph.png)
meaningful statistics. These values will be shown in the next sections.

\section*{C. Ablation experiment}

An ablation experiment is carried out to certify the effectiveness of the neural network structure in generating context-aware predictions. In this regard, training is repeated removing the blocks of the network corresponding to the future road geometry. With reference to Figure 2, the green block is removed, and its outputs are treated as empty arrays.

The range of variation of each hyperparameter in Bayesian optimisation, and their optimised values for the original and ablated experiments, are reported in Table I. We highlight that the ranges of the hyperparameters \(u_{e,d}\) and \(\xi\) are properly set to reduce the complexity of the neural network, thus allowing to use the prediction approach in online control applications. It is interesting to notice that there is correspondence among the optimised hyperparameters in the two cases. The optimal number of steps in the past is \(t^P = 37\) in both cases. This highlights that it is sufficient to observe 3.7 s of the past to characterise the current driving condition/situation, which is likely for the dynamics of the driver-vehicle system. The only hyperparameter that differs in the original and ablated experiments is the secondary features weight \(w\). It is reasonable that the ablated experiment employs higher weights for the secondary features, as it cannot contextualise the dynamics according to the road. Thus, the ablated neural network has to focus more intensively on the relationship between all of the variables, i.e. the vehicle dynamics, to support future predictions.

The statistics of the loss and metrics for the 10 cross-validation iterations are reported in Table II. As expected, the proposed model shows better performance on the validation set compared to the ablated model.

Finally, to better show the efficacy of the full model against the ablated one, we compute the predicted vehicle pose and orientation by integration of the predicted primary features. The corresponding differential equations are obtained by means of simple kinematic considerations. As shown in Figure 6, the road geometry encoder helps keeping the vehicle trajectories within the road margins.

\section*{D. Analysis of the model performance}

The prediction of the variables of interest, i.e. \(a_x, a_y\) and \(\omega_y\), along the test lap is reported in Figure 8 for the two prediction horizons. Despite the highly variable behaviour of the non-professional driver, the proposed prediction framework succeeds in distinguishing the different portions of the road and generates context-aware predictions. As expected, the forecasting performance is higher in the points of the track where the driver behaviour is more repeatable. Instead, the network filters out the fast oscillations that derive from sporadic actions, stabilising around an average value that still properly captures the dominant trend of the dynamics.

To better visualise the forecasting performance in whole prediction horizons, we report some examples in Figure 7.

Finally, we evaluate the computational time of the neural network at the test phase. The results obtained for 40 consecutive windows are shown in Fig. 9. Considering the neural network trained for \(t^F = 30\), the average computational time of a prediction window is 32 ms, with a sample standard deviation of 2 ms. The tests were run using interpreted Python code on a PC with an Intel Core i7-8565U CPU and 16 GB RAM. The measured computational times show that the proposed method is already suitable for simulation and online control applications. We remark that it may be possible to further increase performance by resorting to compiled code and executing the operations on dedicated GPUs.

We finally provide an example showing the reduction of computational time introduced by our method. The computational time required to run a multibody simulation, considering the same prediction horizon and known control inputs (straight acceleration), is around 500 ms on the same PC. Moreover, if the control inputs are unknown, as in the problem investigated in this work, the computational time would become even higher, due to serial computations. This example highlights the benefits introduced by our approach, which forecasts the driver-vehicle dynamics at once.

\section*{VI. Generalisation on new drivers and tracks}

Generalisation on the driver’s behavioural variability, which is the core of this work, has already been investigated in the previous section. However, as an extra benefit of our approach, we show that the trained neural network can generalise with fair accuracy on new drivers and tracks, despite the limited amount of data seen at training time. In other words, the trained neural network with \(t^F = 30\) is used to predict state trajectories from a new dataset, generated under considerably different high-level conditions with respect to the ones employed for training and validation. In particular, we evaluate the prediction performance of the network by changing driver and track, respectively, in two separated tests. This check is meant to assess how far the current training/validation set is from an ideal one whose range of variability allows to achieve high prediction performance on a generic high-level scenario.

The new track is obtained by travelling the original test track in opposite direction. For completeness, it has to be remarked that a track travelled in opposite direction generates driver-vehicle dynamics that are totally different and independent from the ones experienced in the original direction.
TABLE II
Sample average $\mu$ and standard deviation $\sigma$ of the loss and metrics using cross-validation. The values are referred to the normalised data. We remark that, since (6) and (7) refer to a single window of prediction, the loss/metrics over the full sets is obtained by summing up each loss/metrics and dividing by the total number of windows.

| Sets     | Ours                  | Ablated               |
|----------|-----------------------|-----------------------|
|          | Loss                  | Metrics               | Loss                  | Metrics               |
| Training | 0.0130 ± 0.0013       | 0.1158 ± 0.0077       | 0.0275 ± 0.0019       | 0.1201 ± 0.0054       |
| Validation | 0.0223 ± 0.0015   | 0.1572 ± 0.0059       | 0.0461 ± 0.0038       | 0.1668 ± 0.0079       |

Fig. 6. Simulated vehicle trajectories obtained by integration of the predicted primary features. The ablated experiment (i.e. the one without the road geometry encoder), forecasts trajectories that overcome the road margins. On the contrary, the complete model helps maintaining the vehicle trajectories within the road margins.

The prediction performance for the lateral acceleration $a_Y$ is shown in Figure 10 for the two cases. The network shows good generalisation on the two high-level variations. Particularly, it is interesting how our framework manages to reconstruct the main trend of the signal on the new track, despite the training set contained only data from a single track, which represent few of the possible combinations of road geometry. This confirms that the proposed architecture succeeds in linking the decisions of the driver with the geometry of the road. Thus, by selecting a suitable set of tracks to populate the dataset, it may be possible to optimise the generalisation capabilities of the network, making it robust to new tracks. This analysis is left to future works.

As an interesting future work, transfer learning [30] may be used to optimally adapt the pre-trained neural network to different high-level conditions. Also, clustering algorithms can be employed to distinguish driving styles and provide additional information to the neural network.

VII. CONCLUSIONS

This paper presented a deep-learning framework to predict state trajectories of a human-driven vehicle, travelling on a track with complex geometry. It is based on a flexible problem formulation, so that the user can choose a generic set of signals to be forecast. To show a practical implementation of the algorithm, a predefined set of features useful for control applications was selected. One of the innovative contributions of this work is the inclusion of the road geometry into the prediction algorithm, to link the actions executed by the driver to the shape of the road that he/she travels. The prediction problem is solved with a deep neural network, whose complexity is constrained to allow for use in online control applications. The computational times obtained during tests confirmed the suitability of the method.

The efficacy of the proposed approach was validated in an interesting case study regarding motion cueing algorithms, with the corresponding dataset being generated in test sessions of a non-professional human driver on a dynamic driving simulator. The scheme showed good performance in predicting the desired signals, namely the longitudinal and lateral accelerations of the vehicle, and its yaw rate.

Finally, the generalisation capabilities of the trained neural network on two new test sets, generated by changing driver and track, respectively, were analysed and commented. Despite the new test sets were out of the scope of the training/validation sets, the neural network managed to forecast the main trends of the lateral acceleration and yaw rate. This demonstrated the effectiveness of the approach in linking the future predictions...
Fig. 7. Exemplary prediction horizons along the track extracted from the test set. The predictor shows good accuracy even at the latest time steps of the prediction horizons.

Fig. 8. Prediction of the primary features along the test lap. Each point of the orange curves represents the value predicted 30 time steps (3 s) in advance.

Fig. 9. Computational time of the neural network for 40 consecutive prediction horizons at test time.

with the past dynamics of the driver-vehicle system and the road geometry. Future works shall define a minimal set of drivers and tracks to possibly improve the generalisation capabilities of the neural network on any new driver/track configuration. Also, the design of methods to enhance an automatic adaptation of the network to different drivers and tracks will be investigated.
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