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ABSTRACT
Deep Neural Networks (DNNs) are generally designed as sequentially cascaded differentiable blocks/layers with a prediction module connected only to its last layer. DNNs can be attached with prediction modules at multiple points along the backbone where inference can stop at an intermediary stage without passing through all the modules. The last exit point may offer a better prediction error but also involves more computational resources and latency. An exit point that is ‘optimal’ in terms of both prediction error and cost is desirable. The optimal exit point may depend on the latent distribution of the tasks and may change from one task type to another. During neural inference, the ground truth of instances may not be available and the error rates at each exit point cannot be estimated. Hence one is faced with the problem of selecting the optimal exit in an unsupervised setting. Prior works tackled this problem in an offline supervised setting assuming that enough labeled data is available to estimate the error rate at each exit point and tune the parameters for better accuracy. However, pre-trained DNNs are often deployed in new domains for which a large amount of ground truth may not be available. We thus model the problem of exit selection as an unsupervised online learning problem and leverage the bandit theory to identify the optimal exit point. Specifically, we focus on the Elastic BERT, a pre-trained multi-exit DNN to demonstrate that it ‘nearly’ satisfies the Strong Dominance (SD) property making it possible to learn the optimal exit in an online setup without knowing the ground truth labels. We develop upper confidence bound (UCB) based algorithm named UEE-UCB that provably achieves sub-linear regret under the SD property. Thus our method provides a means to adaptively learn domain-specific optimal exit points in multi-exit DNNs. We empirically validate our algorithm on IMDb and Yelp datasets.

KEYWORDS
multi-exit DNNs, early exit in DNNs, unsupervised online learning, bandit algorithms

ACM Reference Format:
Hari Narayan N U, Manjesh K. Hanawal, and Avinash Bhardwaj. 2022. Unsupervised Early Exit in DNNs with Multiple Exits. In The Second International Conference on AI-ML Systems (AIMLSystems 2022), October 12–15, 2022, Bangalore, India. ACM, New York, NY, USA, 9 pages. https://doi.org/10.1145/3564121.3564137

1 INTRODUCTION
The success of modern neural networks is partly attributed to their deep nature (a large number of sequentially cascaded layers). This has led to improved accuracies across benchmark datasets at the cost of increased latency and computation costs. However, latency and computational cost are major concerns when it comes to real-world model deployment. Consider the case where we need to perform model inference in mobile or edge devices. In such situations, the lack of appropriate computing facilities makes it hard to run model inference entirely on the device. An alternative approach is to implement the initial layers of DNN in the local devices and the remaining layers in a remote high-resource device. The inference process can connect to the remote device only if the quality of the inference from the layers in the local devices is not good enough. Otherwise, inference can be done locally without incurring additional costs.

Multi-exit DNNs are well suited for mobile-cloud inference, where the early stages of the DNNs are processed in the mobile, and the rest are offloaded to the cloud. In multi-exit DNNs, multiple exits are trained along the backbone neural architecture. When an input sample is fed to such networks, an output prediction is available at each of these exits. The initial exits have low computational costs but high error probabilities, while deeper exit points will have lower error probabilities but higher costs. Once such a multiple exit model is trained, during the inference stage, we are faced with an unsupervised problem of selecting an optimal exit point for each input sample based on the cost vs error trade-off. We refer to the weighted sum of error rates and cost of exit points as its loss and our interest is to find an exit point with minimal loss.

One issue with using any pre-trained models, like multi-exit DNNs, is that they are often used as black boxes with fixed thresholds. For example, samples are passed sequentially through the exit points. At each exit point entropy values are compared against a fixed threshold to decide whether to exit or continue processing the sample. Smaller values of the threshold at each exit drive samples to early stages while larger values make them use later exit points. The best threshold can depend on the distributions of the samples which could be unknown a priori. As multi-exit DNNs are often used as pre-trained models to apply to scenarios where the distribution of the samples could be different from that of the training phase, the threshold needs to be adapted to the new domain to achieve the best performance. This necessitates online learning for exit selection based on the observations from the new domain samples.

The task of training a multi-exit model is subject to various choices such as the optimal placing of exit branches, the exit branch architecture, training strategy of exits [3, 15, 29] etc. There is also
In this paper, we model the problem of exit selection as an online learning setup that provides a framework for evaluating the performance of the inference stage using the notion of cumulative regret. In the inference stage of the deployed DNNs, ground truth labels may not be available and hence one cannot verify if the inferences of the exits points are correct and hence cannot estimate the errors rates of the exit points leading to an unsupervised online learning setup or more generally known as partial monitoring setups [4].

The performance of any online algorithm depends on the quality of the feedback received which helps estimate the quantities of interest. In the unsupervised online learning setup, the feedback at each round is the inference made by the exit points. Due to the non-availability of the ground truths this feedback cannot be used to estimate the error rate of the exit points and one cannot learn the optimal exit point. However, what could come to one’s advantage is the specific problem structure that could help identify the optimal arm without knowing the true error rate or loss associated with the exit points. Unsupervised Sensor Section (USS) setup introduced in [11, 26] provides conditions on the problem structure under which optimal action can be identified. Specifically, one of the conditions states when the problem instance satisfies the Strong Dominance (SD) property, one can identify the optimal action. The inverse of this property is noted in [15] as overthinking in neural networks.

SD property states that if an exit point in a multi-exit DNN makes a correct inference, all the later exit points also make a correct inference with probability one. By design, multi-exit DNNs are expected to ‘largely’ satisfy this property as additional layers extract more refined features which can only improve their inference performance. In case the SD property is not satisfied by all samples, there will be a small penalty which is insignificant as we show later in the experiment sections.

Attention-based language models are natural test beds for multi-exit network research. We use Elastic-BERT [19] which is a state-of-the-art multi-exit DNN for natural language inference to demonstrate the efficacy of our method. Elastic-BERT uses the BERT [8] as a backbone which is trained with multiple exit points along the backbone on a large corpus of natural language datasets. We use Elastic-BERT for the task of sentiment classification on IMDb [20] and Yelp [1] datasets.

Our contributions can be summarized as follows:

- We model exit selection in neural networks as an unsupervised online learning problem.
- We develop an upper confidence-based algorithm named UEE-UCB to identify the optimal exit point and show that it achieves sublinear regret under the Strong Dominance property.
- We empirically validate that the Strong Dominance property ‘nearly’ holds across the cascade of exit points of ElasticBERT [19] model for IMDb and Yelp datasets.
- We experimentally validate that UEE-UCB identifies the optimal exit on IMDb and Yelp datasets.

The rest of the paper is organized as follows: In section 2, we discuss the related works and discuss how our work is different from the existing literature. In Section 3, we discuss the problem setup, define objectives and state the assumptions. We develop an algorithm named UEE-UCB for learning optimal exit in multi-exit DNNs in Section 4. In Section 5, we discuss how we build a multi-exit DNN and experimentally validate the performance of UEE-UCB on this DNN. We give conclusions and future work directions in Section 7. The code is available at https://github.com/MLiONS/MultiExitDNNs.

2 RELATED WORK

In this section, we discuss the literature on multi-exit DNNs and the use of multi-armed bandits in multi-exit DNNs.

2.1 Multi-Exit in Deep Neural Networks

BranchyNet [25] is a multi-exit DNN that uses the classification entropy at each exit to decide whether a sample can be classified earlier, i.e., on a side branch. BranchyNet verifies whether the entropy value of the current prediction is greater than a predefined and fixed threshold. If so, the inference ends, and the sample is classified on the side branch. Two similar architectures, SPINN [17] and SEE [28] make this decision based on the estimated classification confidence provided by a side branch. The confidence is given by the probability of the most likely class.

Besides BranchyNet and SPINN, other works also employ multi-exit DNNs to reduce inference time. FlexDNN [10] and Edgent [18] use multi-exit DNNs to select the most appropriate DNN depth. Some works focus on deploying multi-exit DNNs in hardware. Dynexit [27] trains and deploys a multi-exit DNN on Field Programmable Gate Array (FPGA) hardware. Meanwhile, Paul et al. [16] show that implementing a multi-exit DNN on the FPGA board can reduce inference time and energy consumption.

Pacheco et al. [21] combine multi-exit DNN and DNN partitioning to offload mobile devices via multi-exit DNNs. This offloading scenario is also considered in [22], which proposes a robust multi-exit DNN against image distortion. In a similar vein, EPNet [7] learns when to multi-exit accounting for the tradeoff between overhead and accuracy, but the learning occurs in an offline fashion.

Multi-exit DNNs are being adapted in various other domains like ranking systems [5], Image classification [12] and natural language processing [3, 6, 9, 19, 29]. DeeBERT [29] and ElasticBERT [19] are based on the transformer-based BERT model. The DeeBERT is obtained by training the inference modules attached before the last module to the BERT backbone, whereas ElasticBERT is obtained by training both the BERT backbone with all the attached exit points.

All multi-exit DNNs discussed above work with a fixed threshold on the exit points, which is not adapted to the task domain. Our work overcomes this limitation by learning domain-specific optimal exit using the online learning framework.

2.2 Multi-Armed Bandits in Multi-Exit DNNs

Most previous works decide the appropriate early exit based on entropy or confidence values and compare it to a fixed threshold. LEE [14] and DEE [13] are two notable exceptions that learn the optimal exit in a multi-exit DNN using multi-armed bandits. LEE and DEE aim to provide an efficient DNN inference task for mobile devices, e.g., during service outages and network disconnections. To this end, they consider a mobile-only scenario, in which the entire
multi-exit DNN model is processed on a mobile or edge device. Although the motivation of our work is similar to [13, 14], our paper differs from it in at least three key aspects. Our problem formulation considers a weighted combination of accuracy and the cost of each exit point to decide where to exit. The cost in our setup is generic which could represent latency or computational cost. Both LEE and DEE assume that utility is revealed when an exit point is selected, which could depend on the ground truth labels. LEE uses the classical UCB1 [2] algorithm to learn the optimal exit point, and DEE uses the contextual bandit framework to adaptively find an optimal exit for each sample. Our work is different from LEE and DEE as we do not observe any utility in our setup, and hence the feedback model is different. In our setup, only the prediction from the selected exit points is observed and no information is available about the ground truths.

Our work builds on the Unsupervised Sensor Selection (USS) framework developed in [11] for learning optimal exit points in multi-exit DNNs. We exploit the structural property of the multi-exit DNNs to develop an algorithm that has sublinear regret. Also, previous works focused on mobile devices, our approach is generic. In this work, we focus specifically on multi-exit DNNs based on BERT model to demonstrate the effectiveness of our method.

3 PROBLEM SETUP

We are given a pre-trained multi-exit DNN (for classification task) along with the cost associated with each exit. Let \( K \) denote the number of exits in the multi-exit DNN. Each exit \( k \in [K] \), where \( [K] = \{1, 2, \ldots, K\} \), is associated with an error rate defined as \( \gamma_k = \Pr(Y \neq \hat{Y}_k) \), where \( \hat{Y}_k \) is the inference made by exit \( k \) when the ground truth label is \( Y \). This error rate depends on the probability space from which the samples are drawn and their associated latent label generation process. In our setup, the labels associated with the samples are not revealed; hence, \( \gamma_k \) for any \( k \in [K] \) cannot be estimated. The usage of each exit point has a certain cost associated with it. This can be the actual computational cost or the latency in completing the inference. We denote the cost associated with the \( k^{th} \) exit point as \( c_k \). In multi-exit DNNs, each sample goes through the exit points sequentially and the cost is accumulated. \( c_k \) denotes the accumulated cost at the \( k^{th} \) exit. Let \( l_k, k \in [K] \) denote the mean loss incurred when a sample exits from the \( k^{th} \) exit point. It is defined as

\[
l_k := \gamma_k + \lambda c_k = \mathbb{E}\left[\mathbb{I}\{Y \neq \hat{Y}_k\}\right] + \lambda c_k,
\]

where \( \hat{Y}_k \) denote inference made by the \( k^{th} \) exit on a sample with ground label \( Y \), and \( \lambda \) denotes the proportionality constant that decides the trade-off between accuracy and cost. Without loss of generality, we set \( \lambda = 1 \) as its value can be absorbed with the cost values and rescaled. To keep the terminology consistent with the bandit literature, we refer to exit \( k \) as arm \( k \) and \( l_k \) as the mean loss associated with it. In the following, we use the arm and exit point interchangeably.

We assume that \( \gamma_1 \geq \gamma_2 \geq \ldots \geq \gamma_K \), i.e., the error rates are decreasing as we move towards deeper exits. This assumption is natural in multi-exit DNNs as deeper exits will have access to more refined features which is likely to improve the inference performance on an average (not necessarily in a sample-wise sense).

Indeed, this nearly holds on the IMDb and Yelp datasets as we show later (see Fig.2). Naturally, the costs on the exit points are increasing, i.e., \( c_1 \leq c_2 \ldots \leq c_K \). Note that the ordering of mean loss values \( l_k \)'s can be arbitrary and are unknown as \( \gamma_k \)'s are unknown. Our goal is to learn the arm with the lowest total cost, i.e., \( k^* = \arg\min_k l_k \).

We develop an online learning algorithm to identify the optimal exit. Let \( \pi_t \) denote a policy that selects an exit point for a sample received in round \( t \) based on past observations. Let \( l_k \) denote the exit selected by the policy. The expected cumulative regret of the policy \( \pi = \{\pi_t : t \in [n]\} \) over \( n \) round is defined as

\[
R(\pi, n) = \sum_{t=1}^{n} \mathbb{E}[l_{\pi_t} - l_{k^*}], \tag{1}
\]

where expectation with the respect to the randomness in the arm selection induced by the observed samples. We aim to develop a learning algorithms that gives sub-linear regret i.e., \( R(\pi, n)/n \to 0 \).

Notice that \( l_k \)'s cannot be estimated in our setup due to the non-availability of the labels. However, we have still set the ambitious goal of minimizing regret as in classical multi-armed bandits where the mean losses can be estimated. Clearly, any online algorithm will be unable to find an optimal arm if it cannot estimate the values of \( l_k \)'s. Hence we make some assumptions on the problem structure that enables us to learn an optimal arm. The Strong Dominance (SD) property introduced in [11, 26] is one such property under which learning an optimal arm is possible in the unsupervised setting.

**Definition 1 (Strong Dominance).** We say that multi-exit DNN satisfies SD property if on any sample with ground truth label \( Y \), the following holds:

\[
\hat{Y}_k = Y \text{ for some } k \in [K] \implies \hat{Y}_j = Y \quad \forall j > k.
\]

SD property requires that if an exit makes the correct inference, all the subsequent exits should also make the correct inference. SD property is expected to hold nearly for multi-exit DNNs as deeper exit points make inferences based on a richer set of features. However, we note that the SD property is a strong assumption and all the samples may not satisfy this property with probability one. We only need SD property to develop a theoretically sound algorithm. As we will see later, our algorithm is built assuming the SD property, however, it works well even when the SD property is violated on a fraction of the samples.

We note that whether or not the SD property holds depends on both multi-exit DNNs and the underlying distributions of the samples on which inference is performed. If the underlying sample generation process changes, the SD property may not continue to hold. Also, the SD property is related to the over-thinking [15] phenomenon in neural networks.

Under the SD property, we have the following result that connects the difference in error rates of two exit points with their disagreement probabilities.

**Proposition 1.** Let \( i, j \in [K] \) and \( i < j \). Assume that the given multi-exit DNNs satisfy the SD property over the sample distributions. Then, the error rates induced by the sample distribution satisfy the following relation

\[
\gamma_i - \gamma_j = \Pr(\hat{Y}_i \neq \hat{Y}_j).
\]
When a sample is input to the multi-exit DNNs, we get the infer-

\[ X_N \]

Observe the predictions of each exit point with the first exit predictions of each arm were observed, and the disagreement val-

e states used with that of the first exit in each round. We use this desired optimal arm. Also, note the output of the first exit is always the disagreement between the prediction of \( Y_i \)’s, which is also the index of the exit point with that particular layer. A sketch of the entire training procedure.

\[ \Delta_i = Y_i + c_i - y_i - c_i. \]

which is the same as in the regret in round \( t \) (see Eqn. 1).

One can provide better bounds than given in 2 after taking into account the side observations available in each round, i.e., when exit point \( i > 1 \) is selected, we observe \( \hat{Y}_i \) and also the values \( (\hat{Y}_1, \hat{Y}_2, \ldots, \hat{Y}_{i-1}) \) from the previous exit points. However, the regret will still remain \( O(\log n) \).

5 TRAINING A MULTI-EXIT DNN

As far as the online algorithm evaluation is concerned, a trained multi-exit neural network is apriori given. In this section, we discuss how we obtain the specific multi-exit DNN that will be used to evaluate the performance of the UEE-UCB algorithm. We follow [19] to train a DNN for binary sentiment classification. We begin with an Elastic BERT-Base [19] model which is based on a BERT-Base model consisting of 12 attention layers. An exit is attached after every attention layer of BERT model and trained on a large text corpus with a joint masked language modeling and sentence order prediction loss function across all exits. Once this training is completed, the exits used (MLM and SOP heads) are discarded. The model backbone that remains with the learned weights is the ElasticBERT-Base model. This model is capable of generating language representations that are better suited to early-exit scenarios. We refer to [19] for details of the pre-training procedures.

Once we have such a pre-trained model backbone, in the next phase we attach task-specific exits (for example, classification heads) at select points along the backbone architecture and further fine-tune on SST-2 “train” split data [24]. The [CLS] token is a special token that is used to learn sentence-level representations for sentence-level tasks such as sentiment classification. The output representation of this token after each attention module is connected to the classification head (if we plan to attach an exit after that particular layer). A sketch of the entire training procedure.
is depicted in Figure 1. \(a_1, a_2, a_3\) represents the token embeddings of a given input sentence. The purpose of a head is to produce a representation that can be compared with the given task label to compute a loss term. For example, in a binary sentiment classification task, the task labels are binary. A preferred loss function is binary cross-entropy loss. Hence, the task of the classification head here would be to transform the \(d\)-dimensional vector representation of the [CLS] token into a probability score via learnable weights.

We might prefer a set of exits that provide us with the maximum range as well as good resolution in the accuracy-cost tradeoff spectrum. Another possibility is to train the model with all the exits attached and later make the choice regarding the exits to retain.

We use Exit Configuration (EC) to denote which exit points on the trained DNN are retained. EC is a binary vector with 1/0 at the \(i^{th}\) index representing presence/absence of a prediction module (binary classification head) after attention layer \((i + 1)\) (index starting from 0). Here we choose 3 exit configurations (We might also identify a model with its exit configuration later.):

- EC-1: 4 exits \([1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1]\)
- EC-2: 6 exits \([1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 1]\)
- EC-3: 8 exits \([1, 1, 1, 1, 0, 1, 0, 1, 0, 0, 1]\)

The Elastic BERT model with a selected EC is fine-tuned on the “training” split of SST-2 dataset for 5 epochs as per the hyperparameter choices followed in ElasticBERT [19]. Models are checkpointed after every 50 steps. (For 5 epochs with 8544 samples at a batch size of 32, there are 1335 steps in total). The model with the best average accuracy across all exits is chosen as the final model.

### 6 EXPERIMENTAL VALIDATION

In this section, we evaluate the performance of UEE-UCB on different datasets using the ElasticBERT multi-exit DNN in different configurations. We begin with the details of our experimental setup.

#### 6.1 Setup

In order to evaluate the performance of our online algorithm, we need a trained multi-exit DNN along with the cost associated with each exit point and a labeled dataset. The input samples (without labels) will simulate the online streaming of samples. The algorithm will select an exit for each of these samples. The labels are only used during the evaluation phase to calculate the actual error probabilities of exits (required in regret calculation). As detailed in the previous section, we have trained 3 multi-exit DNN with configurations EC-1, EC-2, and EC-3. All the models were trained on SST-2 “train” split dataset. The datasets used for evaluation are:

- IMDb [20] dataset: Like SST-2, IMDb is also a movie-review dataset, but the sample distribution may be different from that of SST-2.
- Yelp [1] dataset: This dataset has reviews across diverse entities such as hotels, repair shops, rentals, etc.

The dataset statistics are mentioned in Table 3. In both datasets, we combine all component splits (train, dev, and split) into a single set.

The last part of the problem specification is the cost definition along with a scaling parameter \(\lambda\). The scaling factor ensures that the error probabilities and costs are directly comparable. The cost structure might vary depending on the particular application. Here, we experiment with two cost structures (CS),

- CS-1: Cost associated with a particular exit is the number of attention modules it utilizes to arrive at the prediction, i.e., if a sample exits at the attention module \(i\), then the cost is \(i\). This cost structure assumes that each attention module has an equal cost and cost is directly proportional to the amount of computation used across the attention layer. For every problem instance, we set \(\lambda = 1/12\), normalizing the cost for direct comparison with the error probabilities.
- CS-2: A slabbled cost structuring is utilized to simulate a mobile-cloud co-inference setup where there could be an abrupt jump in cost/delay if inference needs to proceed to deeper layers deployed in the cloud. We assign a fixed cost of 0.5 to all exits that use less than or equal to 7 attention modules for inference (mobile/edge exits). The rest of the deeper exits (cloud exits) are assigned a cost of 1 unit. These
We repeat each experiment and the number of rounds in each trial is the number of samples in them into groups in each dataset as follows:

property. For a better understanding of the samples, we classify accuracies across exits. This validates our requirement that \( \gamma \geq \gamma_2 \geq \cdots \geq \gamma_k \).

We next discuss what fraction of the samples satisfy the SD property. For a better understanding of the samples, we classify them into 4 groups in each dataset as follows:

Table 2 gives details of the fraction of samples in each category for each of the datasets and different configurations of multi-exit DNNs. As seen the fraction of samples that violates the SD condition increase with the number of exits. Also, this violation is more in the Yelp datasets than in the IMDb dataset.

Figure 3 highlights the effect of samples that violate SD property in EC-3 on the Yelp dataset with CS-2. Yelp dataset with EC-3 and CS-2 configuration is the hardest among all configurations as there are more exits and loss values of the exits points are close to each other. Apart from the full dataset setting (with all 598000 samples), we consider settings with 50%, 75%, and 100% of the bad samples removed. The regret plot shows that a reduction in the number of samples that violate the SD property results in better algorithm performance. Even when the violation is 25% the algorithm is able to achieve sublinear regret. Setting aside these cases, it is observed that the algorithm is robust to around 20% of bad samples in the considered settings. Interestingly, it achieves sub-linear regret for the configuration with 8 exits (EC-3) model on the IMDb dataset, where the share of bad samples is around 40% (see Figures 4 & 5).

Amongst other factors, the performance of the algorithm also depends on the specific cost vector employed. While experimenting, we noted that if the exits are sufficiently spaced, then assumptions hold to a great degree and the algorithm performs well.

### 6.3 Regret Performance

The expected cumulative regret curves for the proposed problem settings are plotted in Figures 4 & 5. Please note that in all the regret curves, the time horizon represents the number of samples that the algorithm has accessed so far (not the actual time taken). We observe that UEE-UCB beats the baselines and achieves sub-linear regret in all but one case. The outlier case is for the configuration with 8 exits (EC-3) on the Yelp dataset. This is expected since from Table 2 it is clear that more than 50% of the samples violate SD property.
Table 2: Statistics regarding the joint nature of exit predictions

| Data set | 4-exit 4-exit 4-exit 4-exit | 6-exit 6-exit 6-exit 6-exit | 8-exit 8-exit 8-exit 8-exit |
|----------|-------------------------------|-------------------------------|-------------------------------|
|          | SD Viol All Wrg All Cor Good | SD Viol All Wrg All Cor Good | SD Viol All Wrg All Cor Good |
| IMDB     | 14.43% 6.59% 28.96% 50.02%    | 22.56% 4.40% 32.42% 40.62%    | 41.58% 3.32% 28.88% 26.21%    |
| Yelp     | 19.14% 8.05% 34.08% 38.73%    | 22.46% 7.21% 35.05% 35.28%    | 58.35% 1.56% 29.99% 10.09%    |

Table 3: Accuracy-Cost Trade-Offs

| Policy     | 4-exit IMDb | 4-exit Yelp | 6-exit IMDb | 6-exit Yelp | 8-exit IMDb | 8-exit Yelp |
|------------|-------------|-------------|-------------|-------------|-------------|-------------|
| UEE-UCB    | Acc: 80.71% | Cost: 0.25x | Acc: 75.26% | Cost: 0.25x | Acc: 74.39% | Cost: 0.25x |
| Last-Exit  | Acc: 84.61% | Cost: 1x     | Acc: 82.82% | Cost: 1x     | Acc: 77.68% | Cost: 1x     |
| Random     | Acc: 77.34% | Cost: 0.48x  | Acc: 71.24% | Cost: 0.48x  | Acc: 72.50% | Cost: 0.51x  |

This can be used to validate whether the assumptions required by our online learning algorithm hold on the target distribution. 2) if the assumptions are validated, UEE-UCB can be launched in the unsupervised online setting to learn the optimal exit point.

Table 3 reports the accuracy-cost trade-off that can be achieved by UEE-UCB when compared to the baseline algorithms. The experiments were conducted on the CS-1 cost structure. The results are averaged over 20 trials. In each trial, randomly shuffled data is fed in an online manner, at each round, the policy chooses an exit. Accuracy is computed considering the chosen exit prediction. The costs reported are the per-sample averaged costs. For example, if we take the 4-exit IMDb case, we can get a cost reduction of 75% for an accuracy drop of around 4% with respect to the last exit policy. A significant reduction in the cost for a comparatively minor loss in accuracy is observed for most of the other settings compared to the baselines. It should also be noted that in the cases where the algorithm achieves sub-linear regret, the accuracy is majorly a reflection of the performance of the deemed optimal exit.

A possible process pipeline that could be adopted to deploy our method is as follows: Once we have a multi-exit DNN model trained on a specific dataset and have a target data distribution over which the model needs to be deployed, we follow two steps: 1) collect a representative subset of labeled data from the target distribution

Figure 3: Cumulative Regret Curves highlighting the effect of SD Violation on algorithm performance, Expected Cumulative Regret vs Time (Number of samples processed)

Figure 4: Expected Cumulative Regret vs Time (Number of samples processed) plot for UEE-UCB and baselines tested on IMDb with Cost Structures, CS-1 and CS-2
The size of neural networks used in various applications is growing with more layers added to achieve higher accuracy. However, this higher accuracy comes at the cost of more latency or requires more computational resources. Often, all the samples input to the DNNs are not of the same difficulty level, and hence all need not pass through all the layers of the DNNs. This has spurred the research of multi-exit in DNNs, where DNNs are attached with inference blocks at the intermediate layers instead of only at the last layer giving rise to multi-exit DNNs. However, the challenge in these multi-exit DNNs is to design criteria to decide whether to exit or continue to process at each exit point or to decide which exit points give the best accuracy and cost trade-off. The current multi-exit DNNs use a fixed threshold at each exit point against which entropy scores are compared to make a decision on whether to continue or exit. However, the problem with a fixed threshold is that it is not domain-specific and the same fixed threshold may not work for all the domains. Thus, there is a need for mechanisms to learn the optimal exit that is domain-specific.

In this work, we developed an online learning algorithm that learns the exit points that gives the best trade-off between accuracy and cost (latency, computational resource) as it gets to see the samples from the domain. The main feature of our algorithm, named Unsupervised Early Exit (UEE) is that it does not need to know the ground truth labels at any point and hence is entirely unsupervised. The algorithm exploits the Strong Dominance (SD) property that the multi-exit DNNs are expected to satisfy due to their inherent design. Specifically, we focused on the ElasticBERT multi-exit DNNs and demonstrated that it satisfies the SD property on the IMDb and Yelp datasets. Experiments on these datasets demonstrated that UEE quickly learns the optimal exit resulting in small regret compared to the benchmark policies.

Our work focused on developing an algorithm that identifies an exit point with the best accuracy-cost across all the samples as is the case in most online learning setups. Also, the UEE-UCB algorithm a priori decides where to exit without looking into the outcome of the intermediate exit point. However, the optimal exit point can change depending on the sample which could be interpreted as a context. One interesting future direction is to extend our unsupervised online learning setting to the case where exit points for each sample are decided based on the outcome of exit points that the sample passes through.

We studied ElasticBERT drawn from the application of natural language processing and verified that it largely follows SD property on IMDb and Yelp datasets. Multi-exit DNNs are also used in other domains like image processing and ranking systems. One can verify if they satisfy the SD property on the datasets like ImageNet and evaluate the performance of the UEE-UCB algorithm. Another interesting direction is to look for structural properties other than SD that can help to learn the optimal exit in an unsupervised setting.

7 CONCLUSION AND FUTURE WORK

The CONCLUSION AND FUTURE WORK size of neural networks used in various applications is growing with more layers added to achieve higher accuracy. However, this higher accuracy comes at the cost of more latency or requires more computational resources. Often, all the samples input to the DNNs are not of the same difficulty level, and hence all need not pass through all the layers of the DNNs. This has spurred the research of multi-exit in DNNs, where DNNs are attached with inference blocks at the intermediate layers instead of only at the last layer giving rise to multi-exit DNNs. However, the challenge in these multi-exit DNNs is to design criteria to decide whether to exit or continue to process at each exit point or to decide which exit points give the best accuracy and cost trade-off. The current multi-exit DNNs use a fixed threshold at each exit point against which entropy scores are compared to make a decision on whether to continue or exit. However, the problem with a fixed threshold is that it is not domain-specific and the same fixed threshold may not work for all the domains. Thus, there is a need for mechanisms to learn the optimal exit that is domain-specific.

In this work, we developed an online learning algorithm that learns the exit points that gives the best trade-off between accuracy and cost (latency, computational resource) as it gets to see the samples from the domain. The main feature of our algorithm, named Unsupervised Early Exit (UEE) is that it does not need to know the ground truth labels at any point and hence is entirely unsupervised. The algorithm exploits the Strong Dominance (SD) property that the multi-exit DNNs are expected to satisfy due to their inherent design. Specifically, we focused on the ElasticBERT multi-exit DNNs and demonstrated that it satisfies the SD property on the IMDb and Yelp datasets. Experiments on these datasets demonstrated that UEE quickly learns the optimal exit resulting in small regret compared to the benchmark policies.

Our work focused on developing an algorithm that identifies an exit point with the best accuracy-cost across all the samples as is the case in most online learning setups. Also, the UEE-UCB algorithm a priori decides where to exit without looking into the outcome of the intermediate exit point. However, the optimal exit point can change depending on the sample which could be interpreted as a context. One interesting future direction is to extend our unsupervised online learning setting to the case where exit points for each sample are decided based on the outcome of exit points that the sample passes through.

We studied ElasticBERT drawn from the application of natural language processing and verified that it largely follows SD property on IMDb and Yelp datasets. Multi-exit DNNs are also used in other domains like image processing and ranking systems. One can verify if they satisfy the SD property on the datasets like ImageNet and evaluate the performance of the UEE-UCB algorithm. Another interesting direction is to look for structural properties other than SD that can help to learn the optimal exit in an unsupervised setting.
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