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Abstract. This paper is concerned with the existence of normalized solutions of the nonlinear Schrödinger equation

\[-\Delta u + V(x)u + \lambda u = |u|^{p-2}u \quad \text{in } \mathbb{R}^N\]

in the mass supercritical and Sobolev subcritical case \(2 + \frac{4}{N} < p < 2^*\). We prove the existence of a solution \((u, \lambda) \in H^1(\mathbb{R}^N) \times \mathbb{R}^+\) with prescribed \(L^2\)-norm \(|u|_2 = \rho\) under various conditions on the potential \(V : \mathbb{R}^N \to \mathbb{R}\), positive and vanishing at infinity, including potentials with singularities. The proof is based on a new min-max argument.

1. Introduction

We look for solutions \((u, \lambda) \in H^1(\mathbb{R}^N) \times \mathbb{R}^+\) of the problem

\[
\begin{cases}
-\Delta u + V(x)u + \lambda u = |u|^{p-2}u & \text{in } \mathbb{R}^N \\
u \geq 0, & \int_{\mathbb{R}^N} u^2 \, dx = \rho^2
\end{cases}
\]  

(1.1)

where \(V\) is a fixed potential and \(2 + \frac{4}{N} < p < 2^* = \frac{2N}{N-2}\) (\(2^* = +\infty\) if \(N = 1, 2\)), i.e. \(p\) is mass supercritical and Sobolev subcritical. Here \(\lambda\) is a Lagrange multiplier, which appears due to the mass constraint \(|u|_2 = \rho\). Solutions with prescribed \(L^2\)-norm are known as normalized solutions. We consider the case \(V \geq 0, V(x) \to 0\) as \(|x| \to \infty\) and allow that \(V\) has singularities. This equation comes from physics, in fact its solutions are stationary waves for nonlinear Schrödinger or Klein-Gordon equations. Recall that solutions of the time-dependent nonlinear Schrödinger equation

\[i\partial_t \Phi + \Delta \Phi - V(x)\Phi + |\Phi|^{p-2}\Phi = 0 \quad x \in \mathbb{R}^N, \ t > 0,
\]

preserve the \(L^2\) norm, hence it makes sense to prescribe the mass and not the frequency of standing wave solution \(\Phi(x, t) = e^{i\lambda t} u(x)\). For further physical motivations we refer to [11]. Normalized solutions of semilinear elliptic equations and systems are also of interest in the framework of ergodic Mean Field Games systems; see [14, 26] and the references therein.

In spite of the importance of normalized solutions from the physical point of view, surprisingly little is known about the existence (or non-existence) of normalized solutions compared with the problem where \(\lambda\) is prescribed instead of \(|u|_2\). In the case \(2 < p < 2 + \frac{4}{N}\) one can try to minimize
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the functional
\begin{equation}
F(u) := \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u|^2 + V(x)u^2)dx - \frac{1}{p} \int_{\mathbb{R}^N} |u|^pdx
\end{equation}
constrained to the \(L^2\)-sphere
\[S_\rho := \left\{ u \in H^1(\mathbb{R}^N) : \int_{\mathbb{R}^N} u^2dx = \rho^2 \right\}\]
in order to solve (1.1). This has been done in the recent paper [18] by Ikoma and Miyamoto who considered the problem
\[
\begin{cases}
-\Delta u + V(x)u + \lambda u = g(u) & \text{in } \mathbb{R}^N \\
\|u\|_2 = \rho
\end{cases}
\]
with \(g(s) = o(1 + |s|^{1+4/N})\) being mass subcritical and satisfying various technical assumptions. Ikoma and Miyamoto found conditions on \(V\) so that the functional
\[J(u) = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u|^2 + V(x)u^2)dx - \int_{\mathbb{R}^N} G(u)dx\]
achieves its minimum on \(S_\rho\); here \(G\) is a primitive of \(g\). In the case \(2 + \frac{4}{N} < p < 2^*\) the functional is unbounded from below (and above) on \(S_\rho\). Jeanjean [20] considered the problem
\begin{equation}
\begin{cases}
-\Delta u + \lambda u = g(u) & \text{in } \mathbb{R}^N \\
\|u\|_2 = \rho
\end{cases}
\end{equation}
with \(g\) being mass supercritical and Sobolev subcritical. A model linearity is \(g(s) = \sum_{j=1}^{k} |s|^{p_j-2} s\) with \(2 + \frac{4}{N} < p_j < 2^*\) for all \(j\). Jeanjean obtained a radial solution \((u, \lambda) \in H^1_{rad}(\mathbb{R}^N) \times \mathbb{R}^+\) of (1.3) by a mountain pass argument for \(J\) on \(S_\rho \cap H^1_{rad}(\mathbb{R}^N)\). In [2] the authors obtained the existence of infinitely many solutions of (1.3) under the same assumptions as in [20]. A major difficulty is that Palais-Smale sequences of \(J\) on \(S_\rho \cap H^1_{rad}(\mathbb{R}^N)\) need not be bounded, and a bounded Palais-Smale sequence does not need to have a convergent subsequence, even though the embedding \(H^1_{rad}(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)\) is compact. The main techniques of [20, 2] depend heavily on \(V \equiv 0\) and do not work even in the case when \(V(x) = V(|x|)\) is radial.

Normalized solutions have also been investigated on a bounded domain \(\Omega \subset \mathbb{R}^N\). In [23] the authors consider
\begin{equation}
\begin{cases}
-\Delta u + \lambda u = |u|^{p-2}u & \text{in } \Omega \\
u = 0 & \text{on } \partial\Omega \\
\|u\|_2 = \rho
\end{cases}
\end{equation}
in the case of the unit ball \(\Omega = B_1(0) \subset \mathbb{R}^N\) and provide necessary and sufficient conditions for the existence of a least energy positive solution. In particular, if \(2 < p < 2 + \frac{4}{N}\) then (1.4) has a least energy solution for every \(\rho > 0\), whereas for \(2 + \frac{4}{N} < p < 2^*\) there exists \(\rho^* > 0\) such that (1.4) has a least energy solution only for \(0 < \rho < \rho^*\). In the latter case there exists even a second positive solution. The mass critical case \(p = 2 + \frac{4}{N}\) is somewhat special and has also been treated in [23]. Problem (1.4) on a general bounded domain \(\Omega \subset \mathbb{R}^N\) has been dealt with in [27], considering not only least energy solutions but also solutions of higher Morse index. Also of interest is the recent paper [26] where (1.1) and (1.4) have been investigated using Lyapunov-Schmidt type methods for \(\rho \to 0\) (\(\rho \to \infty\) in the mass subcritical case). In the case of (1.1) it is assumed that \(V\)
has a non-degenerate critical point $\xi_0 \in \mathbb{R}^N$ and it is proved that the solutions concentrate at $\xi_0$ as $\rho \to 0$.

We would also like to mention that recently various results have been obtained for normalized solutions of nonlinear Schrödinger systems. We refer to [3, 4, 5, 6, 8, 16, 19] for autonomous systems, and to [24, 25] for systems with trapping potentials or in bounded domains.

In this paper we do not consider trapping potentials but potentials $V \geq 0$ satisfying $V(x) \to 0$ as $|x| \to \infty$. A consequence $F$ has a mountain pass structure but the mountain pass value is the mountain pass value for the case $V \equiv 0$ and is not achieved. We present a new linking argument for $F$ constrained to $S_\rho$. This will yield a solution with Morse index $N + 1$ if non-degenerate. The argument is inspired by techniques coming from the Sobolev-critical case in unconstrained problems; see [10, 15, 12, 21]. If $V$ is not radial we cannot work on $H^1_{rad}(\mathbb{R}^N)$ and have to deal with the non-compactness of the embedding $H^1(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)$. We also discuss the radial case where a solution is obtained by a mountain pass argument in $S_\rho \cap H^1_{rad}(\mathbb{R}^N)$.

The paper is organized as follows. In the next section we state and discuss our main results. The paper, we will use the notations $\| \cdot \| := \| \cdot \|_{H^1(\mathbb{R}^N)}$ and $\| \cdot \|_q := \| \cdot \|_{L^q(\mathbb{R}^N)}$, $q \in [1, \infty]$.

2. Statement of results

In order to formulate our results we need to introduce some notation. Let $U \in H^1_{rad}(\mathbb{R}^N)$ be the unique solution to

$$
\begin{cases}
- \Delta U + U = |U|^{p-2}U \\
U > 0, \ U(0) = \|U\|_{\infty}.
\end{cases}
$$

Then for $\rho > 0$ one obtains a solution $(Z_\rho, \lambda_\rho) \in H^1_{rad}(\mathbb{R}^N) \times \mathbb{R}^+$ of

$$
\begin{cases}
- \Delta Z_\rho + \lambda_\rho Z_\rho = |Z_\rho|^{p-2}Z_\rho \\
Z_\rho > 0, \ |Z_\rho|_2 = \rho
\end{cases}
$$

by scaling:

$$Z_\rho(x) := \mu^{-\frac{2}{p-2}}U(x/\mu)$$

where $\mu > 0$ is determined by

$$\rho^2 = \|Z_\rho\|_2^2 = \rho_0^2 \mu^{2-N(p-2)} \quad \rho_0 := \|U\|_2$$

and $\lambda_\rho$ by

$$\lambda_\rho = \mu^{-2} = \left(\frac{\rho}{\rho_0}\right)^{-q-2} > 0, \quad q = \frac{4(p-2)}{N(p-2)-4} - 2 = \frac{4N - 2p(N-2)}{N(p-2)-4} > 0.$$

The solution $Z_\rho$ of (2.5) is a critical point, in fact a mountain pass critical point, of

$$F_\infty(u) := \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u|^2 \, dx - \frac{1}{p} \int_{\mathbb{R}^N} |u|^p \, dx$$

constrained to $S_\rho$. Setting $m_\rho = F_\infty(Z_\rho)$ for arbitrary $\rho > 0$, one has $m_\rho = F_\infty(U)$ and

$$m_\rho = m_{\rho_0} \left(\frac{\rho}{\rho_0}\right)^{-q} = \frac{1}{q} \left(\frac{\rho}{\rho_0}\right)^{q-2} \rho^2 = \frac{1}{q} \lambda_\rho \rho^2$$

(of course, $\rho_0$ depends on $p$ too; see Appendix A for further details).
Now we can state our basic assumptions on the potential. These are technical and can probably be improved. We state the explicit bounds on the norms in order to make clear that our result is not of perturbation type.

\((V_1)\) \(N \geq 1, V\) and the map \(W : x \mapsto V(x) |x|\) are in \(L^\infty(\mathbb{R}^N)\), \(V \geq 0\), \(\lim_{|x| \to \infty} V(x) = 0\),

\[0 < \|V\|_\infty < 2 \min \left( 1, \frac{2}{N} \right) \frac{m_p}{\rho^2}\]

and

\[\|W\|_\infty \leq \frac{m_p^\frac{1}{p} (2N - p(N - 2))}{\rho} \left( \frac{N(p - 2) - 4}{2(p - 2)(N^2 - 1)(p - 2) + 2(p - 2) + 2(N - 2)} \right)^\frac{1}{2}\]

\((V_2)\) \(N \geq 3, V \in L^\frac{4}{N}(\mathbb{R}^N), W \in L^N(\mathbb{R}^N), V \geq 0\), \(\lim_{|x| \to \infty} V(x) = 0\),

\[\|V\|_\infty \leq \frac{2N(p - 2)}{2N - p(N - 2)} \left( \left( \frac{N}{2N - p(N - 2)} \right)^{N/2} - 1 \right) \frac{m_p}{\|Z_\rho\|_2^\frac{2}{p}}\]

and

\[2NA^2 \left[ 1 + \frac{N(p - 2)}{2} \right] \|V\|_\infty^\frac{2}{p} + 4A \left[ 1 + \frac{N(p - 2)^2}{2N - p(N - 2)} \right] \|W\|_N \leq N(p - 2) - 4\]

where \(A = \frac{1}{\sqrt{\pi N(N - 2)}} \left( \frac{\Gamma(N)}{\Gamma(N/2)} \right)^\frac{1}{N}\).

Here \(\Gamma\) denotes the Gamma function. Observe that \(A\) is the Aubin-Talenti constant \([1, 30]\), that is the best constant in the Sobolev embedding \(H^1(\mathbb{R}^N) \subset L^{2^*}(\mathbb{R}^N)\). Assumption \((V_2)\) allows that the potential has poles, which is important for physical reasons. This assumption can be modified in order to take into account also dimensions \(N = 1, 2\), but for the sake of simplicity here we only deal with the case \(N \geq 3\) (see Remark 4.2 ahead). On the other hand, under assumption \((V_1)\) we can deal with any dimension.

**Theorem 2.1.** Let \(2 + \frac{4}{N} < p < 2^*\) and \(\rho > 0\). If \(V\) satisfies either \((V_1)\) or \((V_2)\) then (1.1) has a solution \((u, \lambda) \in H^1(\mathbb{R}^N) \times \mathbb{R}^+\).

**Corollary 2.2.** Let \(N \geq 1, 2 + \frac{4}{N} < p < 2^*\) and \(V \geq 0\) be fixed, with \(V, W \in L^\infty(\mathbb{R}^N)\) and \(\lim_{|x| \to \infty} V(x) = 0\). Then (1.1) has a solution \((u, \lambda) \in H^1(\mathbb{R}^N) \times \mathbb{R}^+\) provided

- either \(\rho > 0\) is small, depending on \(V\),
- or \(\rho\) is close to \(2 + \frac{4}{N}\), depending on \(V\), and \(\rho\) is small independently of \(V\).

The corollary follows immediately from Theorem 2.1 and Remark 2.3 a), b).

**Remark 2.3.** a) By (2.7), for any fixed \(p\),

\[
\frac{m_p}{\rho^2} \to \begin{cases} \infty & \text{as } \rho \to 0, \\ 0 & \text{as } \rho \to \infty, \end{cases}
\]

so that for \(\rho\) small the \(L^\infty\)-norms of \(V\) and \(W\) in \((V_1)\) are allowed to be large. However, we do not have a single \(V \not\equiv 0\) such that (1.1) has a solution for all \(\rho > 0\). This is an interesting problem, see also point g) below.
b) Again by (2.7), for any fixed \( p > 0 \),
\[
(N(p - 2) - 4) \frac{m_p}{p^2} \to \begin{cases} 
0 & \text{if } \rho > \rho_0^p \\
\infty & \text{if } \rho < \rho_0^p
\end{cases}
\quad \text{as } p \to 2 + \frac{4}{N}
\]
(from above), where \( \rho_0^p = \|U\|_2 \) for \( p = 2 + \frac{4}{N} \). We infer that the \( L^\infty \)-norms of \( V \) and \( W \) in \( (V_1) \) are allowed to be large when \( \rho < \rho_0^p \) and \( p \) is close to \( 2 + \frac{4}{N} \).

c) If \( V \in C^{0,\alpha}_{loc}(\mathbb{R}^N) \), the solution found in Theorem 2.1 is classical and, by the strong maximum principle, it satisfies \( u > 0 \) in \( \mathbb{R}^N \). Clearly \( u \) is not radial in general since \( V \) is not assumed to be radial. If \( V \) is radial the assumptions can be weakened, see Theorem 2.4 below.

d) The theorem will be proved using variational methods, i.e. \( u \) will be obtained as a critical point of \( F \) constrained to \( S_\rho \) and \( \lambda \) will be the Lagrange multiplier. The min-max description of the critical value \( F(u) \) implies that the Morse index of \( u \) is \( N + 1 \) if \( u \) is a non-degenerate critical point of \( F|_{S_\rho} \).

e) A related result is contained in [26], where by means of a perturbation argument a solution with small \( \rho \) is obtained, having Morse index \( N + 1 \) and concentrating at a non-degenerate maximum point of \( V \). On the other hand, when dealing on bounded domains instead of \( \mathbb{R}^N \), it is known that solutions having bounded Morse index can not exist for arbitrarily large \( \rho \), see [23, 27].

f) It is possible to extend our result to the more general problem (1.3), when \( g \) is for instance a sum of mass-supercritical powers. Since this is just a technical generalization involving suitable assumptions on the growth of \( g \) we do not pursue this. On the other hand, combinations of mass-subcritical and mass-supercritical powers are more delicate to treat. Even the autonomous case has been dealt with only very recently in [28, 29].

g) The existence of multiple solutions of (1.1) is completely open up to now. It is to be expected that a perturbation argument, starting with the infinitely many solutions of (1.3) obtained in [2], yields the existence of multiple solutions of (1.3) if \( V \) is small but explicit bounds are not known.

If \( V \) is radial the assumptions on \( V \) can be weakened. More precisely, the bounds on \( \|V\|_\infty \) in \((V_1)\) and on \( \|V\|_2 \) in \((V_2)\) can be dropped.

\begin{align*}
(V_1^{rad}) \quad & N \geq 2, \ V \text{ and the map } W : x \mapsto V(x) |x| \text{ are in } L^\infty_{\text{rad}}(\mathbb{R}^N), V \geq 0, \lim_{|x| \to \infty} V(x) = 0, \text{ and (2.9)} \text{ holds.} \\
(V_2^{rad}) \quad & N \geq 3, \ V \in L^\infty_{\text{rad}}(\mathbb{R}^N), W \in L^N(\mathbb{R}^N), V \geq 0, \lim_{|x| \to \infty} V(x) = 0, \text{ and (2.11)} \text{ holds.}
\end{align*}

Again, assumption \((V_2^{rad})\) may be extended to \( N = 2 \) by reasoning as in Remark 4.2. On the other hand, both these simplified assumptions can not deal with the case \( N = 1 \), because the embedding \( H^1_{\text{rad}}(\mathbb{R}) \hookrightarrow L^p(\mathbb{R}) \) is not compact even if \( p > 2 \).

**Theorem 2.4.** Let \( 2 + \frac{4}{N} < p < 2^* \) and \( \rho > 0 \). Then (1.1) has a radial solution \( (u, \lambda) \in H^1_{\text{rad}}(\mathbb{R}^N) \times \mathbb{R}^+ \) if \( V \) satisfies \((V_1^{rad})\) or \((V_2^{rad})\).

**Remark 2.5.** The solution in Theorem 2.4 will be obtained by a mountain pass argument applied to \( F \) on \( S_\rho \cap H^1_{\text{rad}}(\mathbb{R}^N) \), thus it has Morse index 1 as critical point of \( F|_{S_\rho \cap H^1_{\text{rad}}(\mathbb{R}^N)} \), if non-degenerate, in the radial space. Considered as a critical point of \( F \) on \( S_\rho \) in the full space, it will have a larger Morse index in general. If \( V \) is radial and radially decreasing then the positive solution \( u \) will also be radially decreasing. It follows that the Morse index of the solution is at least \( N + 1 \) due to the variations coming from the translations. This suggests that it corresponds to the solution from Theorem 2.1 which is obtained as critical point of \( F \) on \( S_\rho \) by an \((N + 1)\)-dimensional linking argument.
3. Proof of Theorem 2.1 in Case (V₁)

3.1. Linking geometry. For \( h \in \mathbb{R} \) and \( u \in H^1(\mathbb{R}^N) \), we introduce the scaling

\[
h \ast u(x) := e^{\frac{x}{h}} u(e^h x)
\]

which preserves the \( L^2 \)-norm: \( \|h \ast u\|_2 = \|u\|_2 \) for all \( h \in \mathbb{R} \). For \( R > 0 \) and \( h_1 < 0 < h_2 \), which will be determined later, we set

\[
Q := B_R \times [h_1, h_2] \subset \mathbb{R}^N \times \mathbb{R}
\]

where \( B_R = \{x \in \mathbb{R}^N : |x| \leq R\} \) is the closed ball of radius \( R \) around 0. For \( \rho > 0 \) we define

\[
\Gamma_\rho := \{\gamma : Q \to S_{\rho} | \gamma \text{ continuous, } \gamma(y, h) = h \ast Z_{\rho}(-y) \text{ for all } (y, h) \in \partial Q\}.
\]

We want to find a solution to (1.1) in \( S_\rho \) whose energy \( F \) is given by

\[
m_{V,\rho} := \inf_{\gamma \in \Gamma_\rho} \max_{(y, h) \in Q} F(\gamma(y, h)).
\]

In order to develop a min-max argument, we need to prove that

\[
\sup_{\gamma \in \Gamma_\rho} \max_{(y, h) \in Q} F(\gamma(y, h)) < m_{V,\rho}
\]

at least for some suitable choice of \( Q \). For this purpose we prove Propositions 3.5, which gives a lower bound for \( m_{V,\rho} \) and 3.6, which gives an upper bound for \( F \circ \gamma \) on the boundary \( \partial Q \), for any given \( \gamma \in \Gamma_\rho \). The values of \( R > 0 \) and \( h_1 < 0 < h_2 \) will be determined in Proposition 3.6. The results up to and including Proposition 3.5 hold for arbitrary \( R > 0 \) and \( h_1 < 0 < h_2 \).

In order to study the behaviour of the Palais-Smale sequences, we introduce a suitable splitting Lemma. For \( \lambda > 0 \) we set

\[
I_\lambda(v) := \frac{1}{2} \int_{\mathbb{R}^N} |\nabla v|^2 dx + \frac{1}{2} \int_{\mathbb{R}^N} V(x) v^2 dx + \frac{\lambda}{2} \int_{\mathbb{R}^N} v^2 dx - \frac{1}{p} \int_{\mathbb{R}^N} |v|^p dx
\]

and

\[
I_{\infty, \lambda}(v) := \frac{1}{2} \int_{\mathbb{R}^N} |\nabla v|^2 dx + \frac{\lambda}{2} \int_{\mathbb{R}^N} v^2 dx - \frac{1}{p} \int_{\mathbb{R}^N} |v|^p dx.
\]

Lemma 3.1 (Splitting Lemma). Let \( v_n \in H^1(\mathbb{R}^N) \) be a Palais-Smale sequence for \( I_\lambda \) such that \( v_n \to v \) weakly in \( H^1(\mathbb{R}^N) \). Then there exist an integer \( k \geq 0 \), \( k \) solutions \( w^1, \ldots, w^k \in H^1(\mathbb{R}^N) \) to the limit equation

\[
-\Delta w + \lambda w = |w|^{p-2} w
\]

and \( k \) sequences \( \{y^j_n\}_n \subset \mathbb{R}^N, 1 \leq j \leq k \), such that \( |y^j_n| \to \infty \) as \( n \to \infty \), and

\[
v_n = v + \sum_{j=1}^k w^j (\cdot - y^j_n) + o(1) \quad \text{strongly in } H^1(\mathbb{R}^N).
\]

Moreover, we have

\[
\|v_n\|_2^2 = \|v\|_2^2 + \sum_{j=1}^k \|w^j\|_2^2 + o(1)
\]

and

\[
I_\lambda(v_n) \to I_\lambda(v) + \sum_{j=1}^k I_{\infty, \lambda}(w^j) \quad \text{as } n \to \infty.
\]
The proof of Lemma 3.1 can be found in [9, Lemma 3.1]. The only difference is that [9] deals with exterior domains, not with $\mathbb{R}^N$, however the proof is exactly the same. We stress that exactly here we need $\lambda > 0$, as in [9].

Now we recall the notion of barycentre of a function $u \in H^1(\mathbb{R}^N) \setminus \{0\}$ which has been introduced in [7] and in [13]. Setting

$$\nu(u)(x) = \frac{1}{|B_1(0)|} \int_{B_1(x)} |u(y)|dy,$$

we observe that $\nu(u)$ is bounded and continuous, so the function

$$\tilde{u}(x) = \left[ \nu(u)(x) - \frac{1}{2} \max \nu(u) \right]^+$$

is well defined, continuous, and has compact support. Therefore we can define $\beta : H^1(\mathbb{R}^N) \setminus \{0\} \to \mathbb{R}^N$ as

$$\beta(u) = \frac{1}{\|u\|_1} \int_{\mathbb{R}^N} \tilde{u}(x) x \, dx.$$

The map $\beta$ is well defined, because $\tilde{u}$ has compact support, and it is not difficult to verify that it enjoys the following properties:

- $\beta$ is continuous in $H^1(\mathbb{R}^N) \setminus \{0\}$;
- if $u$ is a radial function, then $\beta(u) = 0$;
- $\beta(tu) = \beta(u)$ for all $t \neq 0$ and for all $u \in H^1(\mathbb{R}^N) \setminus \{0\}$;
- setting $u_z(x) = u(x - z)$ for $z \in \mathbb{R}^N$ and $u \in H^1(\mathbb{R}^N) \setminus \{0\}$ there holds $\beta(u_z) = \beta(u) + z$.

Now we define

$$D := \{D \subset S_\rho : D \text{ is compact, connected, } h_1 * Z_\rho, h_2 * Z_\rho \in D \}$$

$$D_0 := \{D \in D : \beta(u) = 0 \text{ for all } u \in D \},$$

$$D_r := D \cap H^1_{rad}(\mathbb{R}^N),$$

and

$$\ell^r_\rho := \inf_{D \in D_r} \max_{u \in D} F_\infty(u)$$

$$\ell^0_\rho := \inf_{D \in D_0} \max_{u \in D} F_\infty(u)$$

$$\ell_\rho := \inf_{D \in D} \max_{u \in D} F_\infty(u).$$

It has been proved in [20] that

$$m_\rho = \inf_{\sigma \in \Sigma_\rho} \max_{t \in [0,1]} F_\infty(\sigma(t))$$

where

$$\Sigma_\rho = \{\sigma \in C([0,1], S_\rho) : \sigma(0) = h_1 * Z_\rho, \sigma(1) = h_2 * Z_\rho \}.$$

**Lemma 3.2.** $\ell^r_\rho = \ell^0_\rho = \ell_\rho = m_\rho$

**Proof.** Clearly $D_r \subset D_0 \subset D$, so that $\ell^r_\rho \geq \ell^0_\rho \geq \ell_\rho$. It remains to prove that $\ell_\rho \geq m_\rho$ and $m_\rho \geq \ell^r_\rho$.

Arguing by contradiction we assume that $m_\rho > \ell_\rho$. Then $\max_{u \in D} F_\infty(u) < m_\rho$ for some $D \in \mathcal{D}$, hence $\max_{u \in U_\delta(D)} F_\infty(u) < m_\rho$ for some $\delta > 0$; here $U_\delta(D)$ is the $\delta$-neighborhood of $D$. Observe that $U_\delta(D)$ is open and connected, so it is path-connected. Therefore there exists a path $\sigma \in \Sigma_\rho$.
such that \( \max_{t \in [0,1]} F_\infty(\sigma(t)) < m_\rho \), a contradiction.

The inequality \( m_\rho \geq \ell_\rho^* \) follows from the fact that the set \( D := \{ h \ast Z_\rho : h \in [h_1, h_2] \} \in D \), satisfies
\[
\max_{u \in D} F_\infty(u) = \max_{h \in [h_1, h_2]} F_\infty(h \ast Z_\rho) = m_\rho.
\]

The next lemma is a special case of [17, Theorem 4.5].

**Lemma 3.3.** Let \( M \) be a Hilbert manifold and let \( J \in C^1(M, \mathbb{R}) \) be a given functional. Let \( K \subset M \) be compact and consider a subset
\[
C \subset \{ C \subset M : \text{C is compact, } K \subset C \}
\]
which is homotopy-stable, i.e. it is invariant with respect to deformations leaving \( K \) fixed. Assume that
\[
\max_{u \in K} J(u) < c := \inf_{C \in C} \max_{u \in C} J(u) \in \mathbb{R}.
\]
Let \( \sigma_n \in \mathbb{R} \) be such that \( \sigma_n \to 0 \) and \( C_n \in C \) be a sequence such that
\[
0 \leq \max_{u \in C_n} J(u) - c \leq \sigma_n.
\]
Then there exists a sequence \( v_n \in M \) such that
\[
\begin{align*}
(1) \quad |J(v_n) - c| &\leq \sigma_n, \\
(2) \quad \|\nabla_M J(v_n)\| &\leq \tilde{c}\sqrt{\sigma_n}, \\
(3) \quad \text{dist}(v_n, C_n) &\leq \tilde{c}\sqrt{\sigma_n},
\end{align*}
\]
for some constant \( \tilde{c} > 0 \).

**Lemma 3.4.** \( L_\rho := \inf_{D \in D_0} \max_{u \in D} F(u) > m_\rho \)

**Proof.** Using \( V \geq 0 \) and Lemma 3.2, we have
\[
\text{(3.17) } \max_{u \in D} F(u) \geq \max_{u \in D} F_\infty(u) \geq \ell_\rho^* = m_\rho, \quad \text{for all } D \in D_0.
\]
In order to show that the strict inequality holds in (3.17) we argue by contradiction and assume that there exists a sequence \( D_n \in D_0 \) such that
\[
\text{(3.18) } \max_{u \in D_n} F(u) \to m_\rho.
\]
In view of (3.17), we also have
\[
\max_{u \in D_n} F_\infty(u) \to m_\rho.
\]
Adapting an argument from [20, Lemma 2.4] we consider the functional
\[
\tilde{F}_\infty : H^1(\mathbb{R}^N) \to \mathbb{R}, \quad \tilde{F}_\infty(u, h) := F_\infty(h \ast u)
\]
constrained to \( M := S_\rho \times \mathbb{R} \). We apply Lemma 3.3 with
\[
K := \{ (h_1 \ast Z_\rho, 0), (h_2 \ast Z_\rho, 0) \}
\]
and
\[
\mathcal{C} := \{ C \subset M : \text{C is compact, connected, } K \subset C \}
\]
Observe that
\[
\ell_\rho := \inf_{C \in \mathcal{C}} \mathcal{C} \max_{(u, h) \in C} \tilde{F}_\infty(u, h) = \ell_\rho = m_\rho
\]
because $\mathcal{D} \times \{0\} \subset \mathcal{C}$, hence $\ell_\rho \geq \tilde{\ell}_\rho$, and for any $C \subset \mathcal{C}$ we have $D := \{h \ast u : (u, h) \in C\} \in \mathcal{D}$ and
\[
\max_{(u,h) \in C} \tilde{F}_\infty(u, h) = \max_{(u,h) \in C} F_\infty(h \ast u) = \max_v F_\infty(v)
\]
hence $\ell_\rho \leq \tilde{\ell}_\rho$. Therefore Lemma 3.3 yields a sequence $(u_n, h_n) \in H^1(\mathbb{R}^N) \times \mathbb{R}$ such that
\begin{enumerate}
\item $|\tilde{F}_\infty(u_n, h_n) - m_\rho| \to 0$ as $n \to \infty$,
\item $\|\nabla_S \times \mathbb{R} \tilde{F}_\infty(u_n, h_n)\| \to 0$ as $n \to \infty$,
\item $\text{dist}((u_n, h_n), D_n \times \{0\}) \to 0$ as $n \to \infty$.
\end{enumerate}
In particular, differentiation shows that $v_n := h_n \ast u_n \in H^1(\mathbb{R}^N)$ is a Palais-Smale sequence for $F_\infty$ on $S_\rho$ at level $m_\rho$ satisfying the Pohozaev identity for $F_\infty$, that is
\[
\frac{1}{2}\|\nabla v_n\|^2_2 - \frac{1}{p}\|v_n\|^p_2 \to m_\rho
\]
\[
\|\nabla v_n\|^2_2 + \mu_n\|v_n\|_2^2 - \|v_n\|^p_2 \to 0
\]
\[
\|\nabla v_n\|^2_2 - \frac{N(p-2)}{2p}\|v_n\|^p_2 \to 0
\]
as $n \to \infty$. Moreover, due to point (3) of Lemma 3.3 we have $\beta(v_n) \to 0$. As in the proof of [20, Lemmas 2.4 and 2.5] it follows that $v_n$ is bounded in $H^1(\mathbb{R}^N)$, hence, after passing to a subsequence, $v_n$ converges weakly in $H^1(\mathbb{R}^N)$ to a solution $v \in H^1(\mathbb{R}^N)$ of $-\Delta v + \mu v = |v|^{p-2}v$, and $\mu_n \to \mu > 0$. As a consequence of (3) we have $\|v_n\|_2 \to \rho$. We claim that
\begin{equation}
(3.19) \quad v_n \to Z_\rho \quad \text{strongly in } H^1(\mathbb{R}^N).
\end{equation}
In order to see this we first observe that
\[
\int_{\mathbb{R}^N} \nabla v_n \nabla \varphi \, dx + \int_{\mathbb{R}^N} V(x)v_n \varphi \, dx - \int_{\mathbb{R}^N} |v_n|^{p-2}v_n \varphi \, dx = -\mu_n \int_{\mathbb{R}^N} v_n \varphi \, dx + o(1)||\varphi||
\]
for every $\varphi \in H^1(\mathbb{R}^N)$, hence $v_n$ is also a Palais-Smale sequence for $I_\mu$ at the level $m_\rho + \frac{\mu}{2}\rho^2$. As a consequence, the splitting Lemma 3.1 implies
\[
v_n = v + \sum_{j=1}^m u_j(-y_j^\rho) + o(1)
\]
in $H^1(\mathbb{R}^N)$, where $u_j \neq 0$ are solutions to
\[-\Delta u_j + \mu u_j = |u_j|^{p-2}u_j
\]
and $|y_j^\rho| \to \infty$. Moreover, setting $\gamma := \|v\|_2$ and $\alpha_j := \|u_j\|_2$ there holds
\[
\rho^2 = \gamma^2 + \sum_{j=1}^m \alpha_j^2.
\]
In addition we have
\[
F_\infty(v_n) + \frac{\mu}{2}\rho^2 = F_\infty(v) + \frac{\mu}{2}\gamma^2 + \sum_{j=1}^m \left(F_\infty(u_j) + \frac{\mu}{2}\alpha_j^2\right) + o(1),
\]
which yields that
\[
F_\infty(v_n) = F_\infty(v) + \sum_{j=1}^m F_\infty(u_j) + o(1).
\]
If $m = 0$, then $v_n \to v$ strongly in $H^1(\mathbb{R}^N)$ and (3.19) follows because $\beta(v) = \lim_{n \to \infty} \beta(v_n) = 0$. If $m = 1$ and $v = 0$, then $v_n = u_1(-y_n^1) + o(1)$, which contradicts the fact that $\beta(v_n) \to 0$. If $m = 1$ and $v \neq 0$ then by (2.7)

$$m_\rho + o(1) = F_\infty(v_n) = F_\infty(v) + F_\infty(u_1) + o(1) \geq m_\gamma + m_{\alpha_1} \geq 2m_\rho$$

which is also a contradiction. On the other hand, if $m \geq 2$, then again by (2.7)

$$m_\rho + o(1) = F_\infty(v_n) = F_\infty(v) + \sum_{j=1}^m F_\infty(u_j) + o(1) \geq 2m_\rho.$$

As a consequence $m = 0$ and (3.19) is true. This implies however

$$F(v_n) = F_\infty(v_n) + \frac{1}{2} \int_{\mathbb{R}^N} V(x)v_n^2dx \to m_\rho + \frac{1}{2} \int_{\mathbb{R}^N} V(x)Z_\rho^2dx > m_\rho$$

as $n \to \infty$, which contradicts (3.18).

\textbf{Proposition 3.5.} For any $\rho > 0$ there holds $mv_{\gamma, \rho} \geq L_\rho$.

\textbf{Proof.} Given a function $\gamma : Q = B_R(0) \times [h_1, h_2] \to S_\rho$ and $h \in [h_1, h_2]$ we consider the mapping

$$f_h : B_R \to \mathbb{R}^N, \quad y \mapsto \beta \circ \gamma(y, h).$$

We note that $f_h(y) = 0$ if and only if $y = 0$, for $i = 1, 2$, and $f_h(y) = y \neq 0$ for any $y \in \partial B_R$, so that $\deg(f_h, B_R, 0) = 1$ for all $h \in [h_1, h_2]$. Therefore, by the degree theory, there exists a connected compact set $Q_0 \subset Q$ such that $(0, h_i) \in Q_0$ for $i = 1, 2$, and $\beta \circ \gamma(y, h) = 0$, for any $(y, h) \in Q_0$. Hence the set $D_0 := \gamma(Q_0) \in D_0$ satisfies

$$\max_{(y, h) \in Q} F(\gamma(y, h)) \geq \max_{u \in D_0} F(u)$$

which concludes the proof. \hfill \Box

\textbf{Proposition 3.6.} For any $\rho > 0$ and for any $\varepsilon > 0$ there exist $\bar{R} > 0$ and $\bar{h}_1 < 0 < \bar{h}_2$ such that for $Q = B_R \times [h_1, h_2]$ with $R \geq \bar{R}$, $h_1 \leq \bar{h}_1$, $h_2 \geq \bar{h}_2$ the following holds:

$$\max_{(y, h) \in \partial Q} F(h \ast Z_\rho(-y)) < m_\rho + \varepsilon.$$

\textbf{Proof.} We have

$$F(h \ast Z_\rho(-y)) = F_\infty(h \ast Z_\rho) + \frac{e^{hN}}{2} \int_{\mathbb{R}^N} V(x)Z_\rho(e^{h}(x-y))^2dx$$

and

$$F_\infty(h \ast Z_\rho) = \frac{e^{2h}}{2} \int_{\mathbb{R}^N} |\nabla Z_\rho|^2dx - \frac{e^{\frac{N}{2}(p-2)h}}{p} \int_{\mathbb{R}^N} Z_\rho^pdx = \begin{cases} O(e^{\frac{N}{2}(p-2)h}) \to -\infty & \text{as } h \to \infty \\ O(e^{2h}) \to 0 & \text{as } h \to -\infty. \end{cases}$$

Moreover, there holds

$$e^{hN} \int_{\mathbb{R}^N} V(x)Z_\rho(e^{h}(x-y))^2dx = \int_{\mathbb{R}^N} V(e^{-h}x + y)Z_\rho^2(x)dx \begin{cases} \to 0 & \text{as } h \to -\infty \text{ uniformly in } y \in \mathbb{R}^N \\ \leq \|V\|_\infty \rho^2 & \text{for all } h \in \mathbb{R} \end{cases}$$
because $V(x) \to 0$ as $|x| \to \infty$. As a consequence we deduce

$$F(h \ast Z_{\rho}(-y)) \to -\infty \quad \text{as } h \to \infty$$

uniformly in $y \in B_R$, any $R > 0$, and

$$F(h \ast Z_{\rho}(-y)) \to 0 \quad \text{as } h \to -\infty$$

uniformly in $y \in \mathbb{R}^N$. Therefore, we have

$$\max_{y \in B_R, h \in \{h_1, h_2\}} F(h \ast Z_{\rho}(-y)) < m_{\rho}$$

provided $h_1 < 0$ is small enough and $h_2 > 0$ is large enough. Moreover, for $|y| = R$ large enough and $h \in [h_1, h_2]$, we choose $\alpha \in (0, 1)$ such that $\alpha(1 + e^{-h_1}) < 1$ so that we have

$$e^{Nh} \int_{\mathbb{R}^N} V(x)Z_{\rho}^2(e^{h}Z_{\rho}(x-y)) \, dx$$

$$\leq e^{Nh} \int_{|x| > \alpha R} V(x)Z_{\rho}^2(e^{h}Z_{\rho}(x-y)) \, dx + e^{Nh} \int_{|x-y| > \alpha Re^{-h}} V(x)Z_{\rho}^2(e^{h}Z_{\rho}(x-y))^2 \, dx.$$}

The first integral is bounded by

$$e^{Nh} \int_{|x| > \alpha R} V(x)Z_{\rho}^2(e^{h}Z_{\rho}(x-y)) \, dx \leq \|V\|_{L^\infty(|x| > \alpha R)} \int_{\mathbb{R}^N} Z_{\rho}^2 \, dx \to 0$$

as $R \to \infty$ and

$$e^{Nh} \int_{|x-y| > \alpha Re^{-h}} |V(x)Z_{\rho}^2(e^{h}Z_{\rho}(x-y))^2| \, dx = \int_{|\xi| > \alpha R} V(y + e^{-h}\xi)Z_{\rho}^2(\xi) \, d\xi$$

$$\leq \|V\|_{L^\infty} \int_{|\xi| > \alpha R} Z_{\rho}^2 \, dx \to 0$$

as $R \to \infty$, which concludes the proof.

By Propositions 3.6 and 3.5 we may choose $R > 0$ and $h_1 < 0 < h_2$ such that

$$(3.20) \quad \max_{(y, h) \in \partial Q} F(h \ast Z_{\rho}(-y)) < m_{V, \rho}.$$}

This implies that $F$ has a linking geometry and that there exists a Palais-Smale sequence at the level $m_{V, \rho}$. The aim of the next Sections will be to prove that $m_{V, \rho}$ is a critical value for $F$. Moreover, for future purposes, we prove the following Lemma.

**Lemma 3.7.** If $|h_1|, h_2$ are large enough, then

$$m_{V, \rho} \leq m_{\rho} + \frac{\|V\|_{L^\infty}}{2} \rho^2.$$}

**Proof.** This follows from

$$m_{V, \rho} \leq \max_{(y, h) \in Q} \left\{ F_\infty(h \ast Z_{\rho}(-y)) + \frac{1}{2} \int_{\mathbb{R}^N} V(x)(h \ast Z_{\rho})^2(x-y) \, dx \right\}$$

$$\leq m_{\rho} + \frac{1}{2} \|V\|_{L^\infty} \rho^2$$

provided $|h_1|, h_2$ are large enough. \[\Box\]

**Remark 3.8.** In particular, under assumption $(V_1)$, Lemma 3.7 yields that $m_{V, \rho} < 2m_{\rho}$. 
3.2. A bounded Palais-Smith sequence. The aim of this section is to construct a bounded Palais-Smale sequence \( v_n \in H^1(\mathbb{R}^N) \) of \( F \) at the level \( m_{V,\rho} \). Adapting the approach from [20] we introduce the functional

\[
\tilde{F}(u, h) := F(h \ast u), \quad \text{for all } (u, h) \in H^1(\mathbb{R}^N) \times \mathbb{R}.
\]

and define

\[
\tilde{\Gamma}_\rho := \{ \tilde{\gamma} : Q \to S_\rho \times \mathbb{R} : \tilde{\gamma}(y, h) := (h \ast Z_\rho(\cdot - y), 0), \forall (y, h) \in \partial Q \}
\]

and

\[
\tilde{m}_{V,\rho} := \inf_{\tilde{\gamma} \in \tilde{\Gamma}_\rho} \max_{(y, h) \in Q} \tilde{F}(\tilde{\gamma}(y, h)).
\]

**Lemma 3.9.**

a) \( \tilde{m}_{V,\rho} = m_{V,\rho} \).

b) If \( (u_n, h_n)_n \), is a \((PS)_c\) sequence for \( F \), then \( (h_n \ast u_n)_n \), is a \((PS)_c\) sequence for \( F \). Conversely, if \( (u_n)_n \) is a \((PS)_c\) sequence for \( F \) then \( (u_n, 0)_n \), is a \((PS)_c\) sequence for \( \tilde{F} \).

**Proof.**

a) Since \( \Gamma_\rho \times \{ 0 \} \subset \tilde{\Gamma}_\rho \), then \( m_{V,\rho} \geq \tilde{m}_{V,\rho} \). On the other hand, for any \( \tilde{\gamma} = (u, h) \in \tilde{\Gamma}_\rho \), the function \( \gamma := h \ast u \in \Gamma_\rho \) satisfies

\[
\max_{(y, t) \in Q} \tilde{F}(\tilde{\gamma}(y, t)) = \max_{(y, h) \in Q} F(\gamma(y, t))
\]

so that \( m_{V,\rho} \leq \tilde{m}_{V,\rho} \).

b) This has been proved in [20]. \( \square \)

**Proposition 3.10.** Let \( \tilde{g}_n \in \tilde{\Gamma}_\rho \) be a sequence such that

\[
\max_{(y, h) \in Q} \tilde{F}(\tilde{g}_n(y, h)) \leq m_{V,\rho} + \frac{1}{n}.
\]

Then there exist a sequence \( (u_n, h_n) \in S_\rho \times \mathbb{R} \) and \( \tilde{c} > 0 \) such that

\[
m_{V,\rho} - \frac{1}{n} \leq \tilde{F}(u_n, h_n) \leq m_{V,\rho} + \frac{1}{n}
\]

\[
\min_{(y, h) \in Q} \| (u_n, h_n) - \tilde{g}_n(y, h) \|_{H^1(\mathbb{R}^N) \times \mathbb{R}} \leq \frac{\tilde{c}}{\sqrt{n}}
\]

\[
\| \nabla S_\rho \times \mathbb{R} F(u_n, h_n) \| \leq \frac{\tilde{c}}{\sqrt{n}}
\]

The last inequality means:

\[
|D\tilde{F}(u_n, h_n)[(z, s)]| \leq \frac{\tilde{c}}{\sqrt{n}} (\| z \|_{H^1(\mathbb{R}^N)} + |s|)
\]

for all

\[
(z, s) \in \left\{ (z, s) \in H^1(\mathbb{R}^N) \times \mathbb{R} : \int_{\mathbb{R}^N} z u_n = 0 \right\}.
\]

**Proof.** This follows from Lemma 3.3 applied to \( \tilde{F} \) with

\[
M := S_\rho \times \mathbb{R}, \quad K := \{ (h \ast Z_\rho(\cdot - y), 0) : (y, h) \in \partial Q \}
\]

\[
\mathcal{C} = \tilde{\Gamma}_\rho, \quad \mathcal{C}_n := \{ \tilde{g}_n(y, h) : (y, h) \in Q \}.
\]

\( \square \)
As a consequence we obtain a bounded Palais-Smale sequence for $F$ at the level $m_{V, p}$.

**Proposition 3.11.** There exists a bounded sequence $(v_n)_n$ in $S_p$ such that

$$F(v_n) \to m_{V, p}, \quad \nabla_{S_p} F(v_n) \to 0$$

and

$$\|\nabla v_n\|_2^2 - \frac{N(p-2)}{2p} \|v_n\|_p^p + \frac{1}{2} \int_{\mathbb{R}^N} V(x)(Nv_n^2 + 2v_n \nabla v_n \cdot x) dx \to 0$$

as $n \to \infty$. Moreover, the sequence of Lagrange multipliers

$$\lambda_n := -\frac{DF(v_n)[v_n]}{\rho^2}$$

admits a subsequence $\lambda_n \to \lambda$, with

$$0 < \lambda \leq \left( 2q + \frac{8}{N(p-2)} - 4 \min \left( \frac{1}{N}, \frac{2}{N} \right) \right) \frac{m_p}{\rho^2}.$$

**Proof.** First we choose a sequence $g_n \in \Gamma$ such that

$$\max_{(y, h) \in Q} F(g_n(y, h)) \leq m_{V, p} + \frac{1}{n}.$$

Since $F(u) = F(|u|)$, for any $u \in H^1(\mathbb{R}^N)$, we can assume that $g_n(y, h) \geq 0$ almost everywhere in $\mathbb{R}^N$. Applying Proposition 3.10 to $\tilde{g}_n(y, h) := (g_n(y, h), 0) \in \tilde{\Gamma}_p$, we can prove the existence of a sequence $(u_n, h_n) \in H^1(\mathbb{R}^N) \times \mathbb{R}$ such that $F(h_n \ast u_n) \to m_{V, p}$. Note that, by Proposition 3.10, we have

$$\min_{(y, h) \in Q} \|(u_n, h_n) - \tilde{g}_n(y, h)\|_{H^1(\mathbb{R}^N) \times \mathbb{R}} \leq \frac{\varepsilon}{\sqrt{n}}$$

so that $h_n \to 0$ as $n \to \infty$ and there exists $(y_n, h_n) \in B_R \times [h_1, h_2]$ such that

$$v_n := h_n \ast u_n = h_n \ast u_n - g_n(y_n, h_n) + g_n(y_n, h_n) = g_n(y_n, h_n) + o(1)$$

as $n \to \infty$, with $g_n(y_n, h_n) \geq 0$ a.e. in $\mathbb{R}^N$. Moreover, $(v_n)_n$ is a Palais-Smale sequence, again by Proposition 3.10. Similarly we have for $w \in H^1(\mathbb{R}^N)$, setting $\bar{w}_n := (-h_n) \ast w$, that

$$D(F - F_\infty)(v_n)[w] = \int_{\mathbb{R}^N} V(e^{-h_n} x) u_n \bar{w}_n,$$

which implies

$$DF(v_n)[w] = DF(u_n, h_n)[(\bar{w}_n, 0)] + o(1)\|\bar{w}_n\|.$$

Moreover, it is easy to see that $\int_{\mathbb{R}^N} v_n w = 0$ is equivalent to $\int_{\mathbb{R}^N} u_n \bar{w} = 0$. Since $\|\bar{w}_n\|_{H^1(\mathbb{R}^N)} \leq 2\|w\|_{H^1(\mathbb{R}^N)}$ for $n$ large, we have (3.22).

Now we prove (3.23). Using

$$DF(u_n, h_n)[(0, 1)] \to 0, \quad h_n \to 0, \quad \text{as } n \to \infty$$

computing

$$\partial_h \left( \int_{\mathbb{R}^N} V(x)e^{Nh_x^2}(e^{h_x}) dx \right) = \int_{\mathbb{R}^N} V(x)(Ne^{Nh_x^2} + 2e^{Nh_x} u_x^2 + e^{Nh_x} \nabla u(e^{h_x}) \cdot e^h_x) dx$$
and
\[ \partial_h F_\infty(h \ast u) = \|\nabla v\|^2_2 - \frac{N(p-2)}{2p} \|v\|^p_p, \]
we obtain
\[ \|\nabla v_n\|^2_2 - \frac{N(p-2)}{2p} \|v_n\|^p_p + \frac{1}{2} \int_{\mathbb{R}^N} V(x) (N v_n^2 + 2v_n \nabla v_n \cdot x) dx \to 0, \quad \text{as } n \to \infty \]
i.e. \( v_n \) almost satisfies the Pohozaev identity.

In order to see that \( v_n \) is bounded we set
\[
\begin{align*}
(3.27) & \quad a_n := \|\nabla v_n\|^2_2, \quad b_n := \|v_n\|^p_p, \quad c_n := \int_{\mathbb{R}^N} V(x) v_n^2 dx, \quad d_n := \int_{\mathbb{R}^N} V(x) v_n \nabla v_n \cdot x dx \\
\end{align*}
\]
relations (3.22), (3.23) and (3.24) can be expressed in the form
\[ a_n + c_n - \frac{2}{p} b_n = 2 m_{V,\rho} + o(1) \quad \text{as } n \to \infty \]
(3.28)
\[ a_n - \frac{N(p-2)}{2p} b_n + \frac{N}{2} c_n + d_n = o(1) \quad \text{as } n \to \infty \]
(3.29)
\[ a_n + c_n + \lambda_n \rho^2 = b_n + o(1) \left( a_n^2 + 1 \right) \quad \text{as } n \to \infty \]
(3.30)
so that
\[ \frac{N(p-2) - 4}{2p} b_n = 2 m_{V,\rho} + \frac{N-2}{2} c_n + d_n + o(1). \]
(3.31)
As a consequence
\[ a_n = \frac{4}{N(p-2) - 4} \left( 2 m_{V,\rho} + \frac{N-2}{2} c_n + d_n \right) - c_n + 2 m_{V,\rho} + o(1) \]
(3.32)
so that, using the inequalities
\[ c_n \leq \|V\|_\infty \rho^2 < 2 m_\rho, \quad m_{V,\rho} < 2 m_\rho, \]
we have with \( W(x) = V(x) |x| \):
\[ 0 \leq (N(p-2) - 4) a_n = 2(N(p-2) m_{V,\rho} + (4-p) N c_n + 4d_n + o(1) \]
\[ \leq 4N(p-2) m_\rho + 6N m_\rho + 4\|W\|_\infty \rho a_n^2 + o(1), \]
or equivalently
\[ (N(p-2) - 4) a_n - 4\|W\|_\infty \rho a_n^2 \]
(3.33)
This implies
\[ (N(p-2) - 4) a_n^2 \leq 2\|W\|_\infty \rho + \sqrt{4\|W\|_\infty^2 \rho^2 + 2N(p-2) m_\rho (N(p-2) - 4)} + o(1), \]
so that \( a_n \) is bounded.
To conclude, we prove that the sequence \( \lambda_n \) admits a subsequence that converges to a positive bounded limit. Since \( a_n \) and \( c_n \) are bounded, then also \( d_n \) is bounded, due to the Hölder inequality, therefore also \( b_n \) and \( \lambda_n \) are. Up to a subsequence, we can assume that

\[
a_n \to a \geq 0, \quad b_n \to b \geq 0, \quad c_n \to c \geq 0, \quad d_n \to d \in \mathbb{R}, \quad \lambda_n \to \lambda \in \mathbb{R}.
\]

Passing to the limit in (3.28), (3.29) and (3.30), we have

\[
a + c - \frac{2}{p} b = 2m_{V, \rho}
\]

\[
a - \frac{N(p-2)}{2p} b + \frac{N}{2} c + d = 0
\]

\[
a + c + \lambda \rho^2 = b
\]

which imply

\[
\lambda \rho^2 = \frac{p-2}{p} b - 2m_{V, \rho}
\]

\[
= \frac{2(p-2)}{N(p-2) - 4} \left( 2m_{V, \rho} + \frac{N-2}{2} c + d \right) - 2m_{V, \rho}
\]

\[
= \frac{p(2-N) + 2N}{N(p-2) - 4} 2m_{V, \rho} + \frac{(N-2)(p-2)}{N(p-2) - 4} c + \frac{2(p-2)}{N(p-2) - 4} d
\]

\[
> \frac{p(2-N) + 2N}{N(p-2) - 4} 2m_{\rho} + \frac{(N-2)(p-2)}{N(p-2) - 4} c + \frac{2(p-2)}{N(p-2) - 4} d
\]

so that \( \lambda > 0 \) provided

\[
(p-2)|d| \leq m_{\rho}(2N - p(N-2)).
\]

Using (3.32) it is possible to see that

\[
(p-2)|d| \leq (p-2)\|\mathcal{W}\|_{\infty} \rho^2
\]

\[
\leq (p-2)\|\mathcal{W}\|_{\infty} 2 \|\mathcal{W}\|_{\infty} \rho^2 + \sqrt{4|\mathcal{W}|_{\infty}^2 \rho^2 + 2N(2p-1)m_{\rho}(N(p-2) - 4)} \frac{N(p-2) - 4}{N(p-2) - 4}
\]

\[
\leq m_{\rho}(p(2-N) + 2N)
\]

provided

\[
\|\mathcal{W}\|_{\infty} \leq \frac{m_{\rho}^2}{\rho} \left( \frac{(N(p-2) - 4)(p(2-N) + 2N)^2}{2(p-2)(N(2p-1)(p-2) + 2(p(2-N) + 2N))} \right)^{\frac{1}{2}}.
\]

In the same way, since

\[
\lambda \rho^2 = \frac{2N - p(N-2)}{N(p-2) - 4} 2m_{V, \rho} + \frac{(N-2)(p-2)}{N(p-2) - 4} c + \frac{2(p-2)}{N(p-2) - 4} d,
\]

\[
(p-2)|d| \leq m_{\rho}(2N - p(N-2))
\]

\[
c \leq \|\mathcal{W}\|_{\infty} \rho^2,
\]
2. Using (2.8) and $m_{V,\rho} \leq m_\rho + \frac{1}{2} \|V\|_\infty \rho^2$ we deduce ($\theta = \min (1, \frac{2}{N})$)

$$\lambda \rho^2 \leq \left( \frac{4 + 2\theta}{N(p-2)-4} \frac{2N-p(N-2)}{N(p-2)-4} + 2\theta \frac{(N-2)(p-2)}{N(p-2)-4} \right) m_\rho$$

$$= \left( \frac{4 + 2\theta}{N(p-2)-4} \frac{2N-p(N-2)}{N(p-2)-4} - 2\theta \frac{2N-p(N-2)}{N(p-2)-4} \right) m_\rho$$

$$= \left( 2q + \frac{8\theta}{N(p-2)-4} \right) m_\rho.$$

3.3. **Convergence of the Palais-Smale sequence.** Since $v_n$ is bounded in $H^1(\mathbb{R}^N)$, after passing to a subsequence it converges weakly in $H^1(\mathbb{R}^N)$ to $v \in H^1(\mathbb{R}^N)$. Due to (3.26) we have $g_n(y_n, \tilde{h}_n) \to v$ weakly in $H^1(\mathbb{R}^N)$ and pointwise a.e. in $\mathbb{R}^N$, so that $v \geq 0$, since $g_n(y_n, \tilde{h}_n) \geq 0$. Moreover, by weak convergence, $v$ is a weak solution of

$$-\Delta v + (\lambda + V)v = |v|^{p-2}v$$

such that $\|v\|_2 \leq \rho$. It remains to prove that $\|v\|_2 = \rho$.

We note that, since

$$\int_{\mathbb{R}^N} \nabla v_n \nabla \varphi \, dx + \int_{\mathbb{R}^N} V(x)v_n \varphi \, dx = -\lambda_n \int_{\mathbb{R}^N} v_n \varphi \, dx + o(1)\|\varphi\|$$

for every $\varphi \in H^1(\mathbb{R}^N)$, $v_n$ is also a Palais-Smale sequence for $I_\lambda$ at level $m_{V,\rho} + \frac{\lambda}{2}\rho^2$, therefore, by the splitting Lemma 3.1, we have

$$v_n = v + \sum_{j=1}^k w^j(-x_n^j) + o(1),$$

being $w^j$ solutions to

$$-\Delta w^j + \lambda w^j = |w^j|^{p-2}w^j$$

and $|x_n^j| \to \infty$. We note that, if $k = 0$, then $v_n \to v$ strongly in $H^1(\mathbb{R}^N)$, hence $\|v\|_2 = \rho$ and we are done, thus we can assume that $k \geq 1$, or equivalently $\gamma := \|v\|_2 < \rho$.

First we exclude the case $v = 0$. In fact, if $v = 0$ and $k = 1$, we would have $w^1 > 0$ and $\|w^1\|_2 = \rho$ so that (3.14) would give $m_{V,\rho} = m_\rho$, which is not possible due to Proposition 3.5. On the other hand, if $k \geq 2$, using $F_\infty(w^j) \geq m_{\alpha_j}$ and

$$m_\alpha > m_\beta \quad \text{if } \alpha < \beta$$

the condition $F(v_n) \to m_{V,\rho}$ and (3.14) would give

$$2m_\rho \leq m_{V,\rho} \leq m_\rho + \frac{\|V\|_\infty \rho^2}{2},$$

which contradicts assumption $(V_1)$.

Therefore from now on we will assume that $v \neq 0$. From $F(v_n) \to m_{V,\rho}$ we deduce

$$m_{V,\rho} + \frac{\lambda}{2}\rho^2 = F(v) + \frac{\lambda}{2}\gamma^2 + \sum_{j=1}^k F_\infty(w^j) + \frac{\lambda}{2}\sum_{j=1}^k \alpha_j^2$$

□
where \( \alpha_j := \| w_j \|_2^2 \). Using \( F_\infty(w^j) \geq m_{\alpha_j} \), (3.35), the fact that, by (3.13),

\[
\rho^2 = \gamma^2 + \sum_{j=1}^{k} \alpha_j^2,
\]

and the splitting lemma, we have

\[
m_{V,\rho} \geq F(v) + \sum_{j=1}^{k} m_{\alpha_j} \geq F(v) + m_{\alpha} \geq F(v) + m_{\rho}
\]

where, for easier notation, we write \( \alpha = \max_j \alpha_j \). Moreover, using the equation for \( v \), it is easy to check that

\[
I_\lambda(v) = \max_{t>0} I_\lambda(tv).
\]

Let \( \beta > 0 \) be such that

\[
\lambda_\beta = \lambda,
\]

according to (2.6). By Appendix A, \( Z_\beta \) satisfies the limit equation with multiplier \( \lambda \), and \( \beta \leq \alpha \) (actually, it is possible to show that \( \beta = \alpha \) and \( w = Z_\beta \), even though we do not need to use this). We also write

\[
(3.36) \quad \theta = \min \left( 1, \frac{2}{N} \right),
\]

so that assumption (2.8) reads \( ||V||_\infty \rho^2 < 2\theta m_{\rho} \). Using repeatedly Appendix A and the above arguments, we have

\[
(1 + \theta) m_{\rho} > m_{\rho} + \frac{1}{2} ||V||_\infty \rho^2 \geq m_{V,\rho} \geq m_{\alpha} + F(v) = m_{\alpha} + I_\lambda(v) - \frac{\lambda}{2} \gamma^2 = m_{\alpha} + \max_{t>0} I_\lambda(tv) - \frac{\lambda}{2} \gamma^2
\]

\[
\geq m_{\alpha} + \max_{t>0} I_{\infty,\lambda}(tv) - \frac{\lambda}{2} (\rho^2 - \alpha^2) \geq m_{\alpha} + \max_{t>0} I_{\infty,\lambda}(Z_\beta) - \frac{\lambda}{2} (\rho^2 - \alpha^2)
\]

\[
\geq m_{\alpha} + m_{\beta} + \frac{\lambda}{2} (\alpha^2 + \beta^2 - \rho^2).
\]

Since \( m_{\beta} \geq m_{\alpha} > m_{\rho} \) and \( \theta \leq 1 \), we deduce that

\[
\alpha^2 + \beta^2 - \rho^2 < 0.
\]

Using Proposition 3.11 and (2.7) we obtain

\[
(1 + \theta) m_{\rho} > \frac{\rho^4}{\alpha^2} m_{\rho} + \frac{\rho^4}{\beta^2} m_{\rho} - \frac{\rho^2 - \alpha^2 - \beta^2}{\rho^2} \left( q + \frac{4\theta}{N(p-2)-4} \right) m_{\rho},
\]

that is

\[
(3.37) \quad 1 + q + \frac{N(p-2)\theta}{N(p-2)-4} > \frac{\rho^4}{\alpha^2} + \frac{\rho^4}{\beta^2} + \left( q + \frac{4\theta}{N(p-2)-4} \right) \left( \frac{\alpha^2}{\rho^2} + \frac{\beta^2}{\rho^2} \right).
\]

On the other hand, by elementary arguments we have that

\[
\min \left\{ x^{-q/2} + y^{-q/2} + A(x+y) : x, y > 0, x+y \leq 1 \right\}
\]

\[
= 2 \min \left\{ x^{-q/2} + Ax : x > 0, x \leq \frac{1}{2} \right\} = \begin{cases} (2+q) \left( \frac{2A}{q} \right)^{q/(2+q)} & \text{if } \left( \frac{q}{2A} \right)^{2/(2+q)} \leq \frac{1}{2}, \\ 2(q+2)/2 + A & \text{if } \left( \frac{q}{2A} \right)^{2/(2+q)} \geq \frac{1}{2} \end{cases}
\]
Now,
\[
\left( \frac{q}{2A} \right)^{2/(2+q)} \leq \frac{1}{2} \quad \implies \quad (2 + q) \left( \frac{2A}{q} \right)^{q/(2+q)} \geq (2 + q)2^{q/2},
\]
and (3.37) becomes
\[
1 + q + \frac{N(p - 2)\theta}{N(p - 2) - 4} > (2 + q)2^{q/2}
\]
and finally
\[
\theta > \frac{N(p - 2) - 4}{N(p - 2)} \left( (2 + q)2^{q/2} - 1 - q \right)
\]
Using the elementary inequality
\[
(2 + q)2^{q/2} - 1 - q > q \ln 2 + 1 > \frac{1}{2}q + 1 \quad \text{for every } q > 0
\]
we obtain
\[
\theta > \frac{N(p - 2) - 4}{N(p - 2)} \cdot \frac{2(p - 2)}{N(p - 2) - 4} = \frac{2}{N},
\]
in contradiction with (3.36).

4. The proof of Theorem 2.1 in case (V2)

The strategy is similar to the one used in the case of (V1), in particular we use the same linking structure as in Section 3. First we observe that the results from Section 3 up to and including Proposition 3.5 still hold true without any changes in the proof. The following result provides an upper bound for \(m_{V,\rho}\).

**Lemma 4.1.** If
\[
\|V\|_2^2 < \frac{2N(p - 2)}{N(p - 2) - 4} \left( \frac{N + 2}{N} \right)^{\frac{N(p - 2) - 4}{N(p - 2)}} - 1 \quad \frac{m_{\rho}}{\|\rho\|_2^2},
\]
then \(m_{V,\rho} < \left( \frac{N + 2}{N} \right) m_{\rho}\).

**Proof.** We have (4.38)
\[
m_{V,\rho} \leq \max_{h \in \mathbb{R}, \ y \in \mathbb{R}^N} F(h * Z_\rho(\cdot - y)) = \max_{h \in \mathbb{R}, \ y \in \mathbb{R}^N} \left( F_\infty(h * Z_\rho) + \frac{1}{2} \int_{\mathbb{R}^N} V(x + y)(h * Z_\rho)^2 \, dx \right)
\]
\[
\leq \max_{h \in \mathbb{R}} \left( F_\infty(h * Z_\rho) + \frac{1}{2}\|V\|_2 \|h * Z_\rho\|_2^2 \right)
\]
\[
= \max_{h \in \mathbb{R}} \left( \frac{e^{2h}}{2} (\|\nabla Z_\rho\|^2_2 + \|V\|_2 \|Z_\rho\|^2_2) - \frac{e^{N(h(p - 2))}}{p} \|Z_\rho\|^p_2 \right).
\]
Differentiating with respect to \(h\) and using the fact that
\[
m_{\rho} = \frac{N(p - 2) - 4}{4p} \|Z_\rho\|^p_2
\]
we see that
\[
m_{V,\rho} \leq m_{\rho} e^{N(p - 2)h_0},
\]
where \( h_0 \) is such that
\[
e^{2h_0} (\|\nabla Z_\rho\|^2_2 + \|V\| \|Z_\rho\|^2_2) - \frac{N(p-2)}{2p} e^\frac{N(p-2)h_0}{p} \|Z_\rho\|^p_2 = 0.
\]
Therefore \( m_{V,\rho} < (1 + \theta)m_\rho \) if
\[
e^\frac{N(p-2)h_0}{p} < 1 + \theta
\]
or equivalently
\[
\left(\frac{\|\nabla Z_\rho\|^2_2 + \|V\| \|Z_\rho\|^2_2}{m_\rho} \frac{N(p-2)}{2N(p-2)} \right)^{\frac{N(p-2)}{N(p-2)-4}} < 1 + \theta,
\]
which is the case if
\[
\|V\| \leq \frac{2N(p-2)}{N(p-2)-4} (1 + \theta) \left(\frac{N(p-2)}{N(p-2)-4} - 1\right) \frac{m_\rho}{\|Z_\rho\|^2_2},
\]
because
\[
\frac{\|\nabla Z_\rho\|^2_2}{m_\rho} = \frac{2N(p-2)}{N(p-2)-4}.
\]
\( \Box \)

Propositions 3.6, 3.11 also hold true, but their proofs require some adaptation.

**Proof of Proposition 3.6 if \((V_2)\) holds.** Since for all \((y, h) \in \mathbb{R}^N \times \mathbb{R}\)
\[
F(h * Z_\rho(\cdot - y)) = F_\infty(h * Z_\rho) + \int_{\mathbb{R}^N} V(x)h * Z_\rho^2(x - y)dx
\]
\[
= e^{2h} \int_{\mathbb{R}^N} |\nabla Z_\rho(x)|^2 dx - \frac{e^\frac{N(p-2)h}{p}}{p} \int_{\mathbb{R}^N} Z_\rho^p(x)dx + \int_{\mathbb{R}^N} V(x)(h * Z_\rho)^2(x - y)dx,
\]
and taking into account
\[
0 \leq \int_{\mathbb{R}^N} V(x)(h * Z_\rho)^2(x - y)dx \leq \|V\|_{N/2} \|h * Z_\rho\|^2_{2^*} = Ce^{2h},
\]
it is readily seen that
\[
\lim_{h \to -\infty} F(h * Z_\rho(\cdot - y)) = 0 \quad \text{and} \quad \lim_{h \to +\infty} F(h * Z_\rho(\cdot - y)) = -\infty \quad \text{uniformly in} \ y \in \mathbb{R}^N.
\]
Therefore we can fix \( h_1 < 0 < h_2 \) so that
\[
(4.39) \quad \sup_{(y, h) \in \mathbb{R}^N \times \{h_1, h_2\}} F(h * Z_\rho(\cdot - y)) \leq \frac{m}{2}.
\]

Now, observe that
\[
\max_{h \in [h_1, h_2]} \int_{\mathbb{R}^N} V(x)(h * Z_\rho)^2(x - y)dx
\]
\[
= \max_{h \in [h_1, h_2]} \left( \int_{B_{|y|/2}(0)} V(x)(h * Z_\rho)^2(x - y)dx + \int_{\mathbb{R}^N \setminus B_{|y|/2}(0)} V(x)(h * Z_\rho)^2(x - y)dx \right)
\]
\[
\leq \|V\| \max_{h \in [h_1, h_2]} \|h * Z_\rho\|_{L^2^*}^2 (\mathbb{R}^N \setminus B_{|y|/2}(0)) + \|V\| \|h * Z_\rho\|_{L^2}^2 (\mathbb{R}^N \setminus B_{|y|/2}(0)) \max_{h \in [h_1, h_2]} \|h * Z_\rho\|^2_{2^*}.
\]
hence
\[
\limsup_{|y|\to\infty} \max_{y \in [h_1, h_2]} F(h \ast Z_\rho(\cdot - y)) = \limsup_{|y|\to\infty} \max_{y \in [h_1, h_2]} \left( F_\infty(h \ast Z_\rho) + \frac{1}{2} \int_{\mathbb{R}^N} V(x)(h \ast Z_\rho)^2(x - y)dx \right) \leq m_\rho
\]
which, together with \( F(Z_\rho(\cdot - y)) > m_\rho \) for all \( y \in \mathbb{R}^N \), yields
\[
(4.40) \quad \lim_{|y|\to\infty} \max_{h \in [h_1, h_2]} F(h \ast Z_\rho(\cdot - y)) = m_\rho.
\]
Now Proposition 3.6 follows from (4.39) and (4.40). \( \square \)

Proof of Proposition 3.11 if (V_2) holds. The existence of a Palais-Smale sequence follows as in Section 3. It remains to prove that the sequence is bounded, and that estimate (3.25) holds true. Using the notation from (3.27) we observe that
\[
c_n = \int_{\mathbb{R}^N} V(x)v_n^2 dx \leq \|V\|_\infty \|v_n\|_{2^*}^2 \leq A^2 \|V\|_\infty a_n,
\]
where \( A \) is the Aubin-Talenti constant as in (V_2). Concerning \( d_n \), we observe that, by the Gagliardo-Nirenberg-Sobolev inequality,
\[
|d_n| \leq \|W\|_N \|v_n\|_{2^*} \|\nabla v_n\|_2 \leq A \|W\|_N \|\nabla v_n\|_2^2
\]
so that using (3.31), we have
\[
a_n \left( N(p - 2) - 4 - 2NA^2 \|V\|_N - 4 \|W\|_N A \right) \leq 4N(p - 2)m_\rho.
\]
This implies that \( a_n \) is bounded thanks to (V_2), which guarantees that
\[
N(p - 2) - 4 - 2NA^2 \|V\|_N - 4 \|W\|_N A > 0.
\]
In order to show that \( \lambda_n \) admits a subsequence which converges to \( \lambda > 0 \), we can argue as in the proof of Proposition 3.11 and see that, up to a subsequence, \( \lambda_n \to \lambda \in \mathbb{R} \) satisfying (3.33), so that \( \lambda > 0 \) provided
\[
(p - 2)|d| < m_\rho(2N - p(N - 2)).
\]
Using (4.33), it is possible to see that
\[
(p - 2)|d| \leq (p - 2)\|W\|_N A a
\]
\[
\leq \|W\|_N \frac{4AN(p - 2)^2m_\rho}{N(p - 2) - 4 - 2NA^2 \|V\|_N - 4A\|W\|_N}
\]
\[
\leq m_\rho(2N - p(N - 2)),
\]
if (V_2) holds. Finally, (4.41) yields
\[
c \leq \|V\|_{2^*} a
\]
\[
\leq \|V\|_{2^*} \frac{4NA^2(p - 2)m_\rho}{N(p - 2) - 4 - 2NA^2 \|V\|_N - 4A\|W\|_N}
\]
\[
\leq \frac{4}{N} m_\rho,
\]
if (V_2) holds. Then Lemma 4.1 and (3.33) provide (3.25) also in this case (recall that here we are assuming \( N \geq 3 \), so that \( \min(1, \frac{2}{N}) = \frac{2}{N} \)). The proposition follows. \( \square \)
The conclusion of the proof of Theorem 2.1 under assumption (V2) is exactly the same as in the case of assumption (V1).

Remark 4.2. In case $N = 1, 2$ we have that $2^* = \infty$, and the above estimates can be modified in a straightforward way (although with much heavier calculations). Let $p \leq q < \infty$ (or even $q = \infty$ in dimension $N = 1$). Then in (4.38) we can use the fact that

\[
\int_{\mathbb{R}^N} V(x + y)(h * Z_\rho)^2 \leq \|V\|_{\frac{q}{q-2}} \|h * Z_\rho\|_q^2 = e^{N/4(q-2)}h \|V\|_{\frac{q}{q-2}} \|Z_\rho\|_q^2,
\]

while (4.41), (4.42) become

\[
c_n \leq \|V\|_{\frac{q}{q-2}} \|v_n\|_q^2, \quad |d_n| \leq \|W\|_{\frac{2q}{2q-q}} \|v_n||\nabla v_n\|_2,
\]

respectively, so that both terms can be estimated in terms of $a_n$ and $\rho$ by using the Gagliardo-Nirenberg inequality

\[
\|v\|_q \leq C_{N,q} \|v\|_2^{\frac{1}{q}} \|\nabla v\|_2^{\frac{N(q-2)}{2q}}.
\]

As a consequence, an assumption analogous to (V2), holding for any $N \geq 1$, could be written in terms of $\|V\|_{\frac{q}{q-2}}$, $\|W\|_{\frac{2q}{2q-q}}$.

5. PROOF OF THEOREM 2.4

In the radial case we can apply a mountain pass argument as in [20]. We set $S_\rho^r := S_\rho \cap H^1_{rad}(\mathbb{R}^N)$ and

\[
\Sigma_r^\rho := \{\sigma \in C([0,1], S_\rho^r) : \sigma(0) = h_1 * Z_\rho, \sigma(1) = h_2 * Z_\rho\}
\]

with $h_1 < 0 < h_2$ such that

\[
\max\{F(h_1 * Z_\rho), F(h_2 * Z_\rho)\} < m_\rho.
\]

The choice is possible because

\[
F(h * Z_\rho) \to \begin{cases} 
0 & \text{as } h \to -\infty \\
-\infty & \text{as } h \to \infty.
\end{cases}
\]

We look for a critical point of $F$ at the level

\[
m_{V,\rho} := \inf_{\sigma \in \Sigma_r^\rho} \max_{t \in [0,1]} F(\sigma(t)).
\]

Lemma 5.1. Under the assumptions of Theorem 2.4, we have $m_{V,\rho} > m_\rho$.

Proof. Using the fact that $F_\infty(u^*) \leq F_\infty(u)$ if $u^*$ is the radially decreasing rearrangement of $u \in H^1(\mathbb{R}^N)$, we have

\[
m_\rho = m_\rho^r := \inf_{\sigma \in \Sigma_r^\rho} \max_{t \in [0,1]} F_\infty(\sigma(t)),
\]

so that it is enough to prove $m_{V,\rho} > m_\rho^r$. Clearly $m_{V,\rho} \geq m_\rho^r$ because $V \geq 0$. If we assume equality, then there would exist a sequence $\sigma_n \in \Sigma_r^\rho$ such that

\[
0 \leq \max_{t \in [0,1]} F(\sigma_n(t)) - m_\rho^r \leq \frac{1}{n}.
\]

As a consequence, using Proposition 3.10, it would be possible to construct a Palais-Smale sequence $v_n \in H^1_r(\mathbb{R}^N)$ such that $v_n \to Z_\rho$ strongly in $H^1(\mathbb{R}^N)$ and

\[
\dist(v_n, \sigma_n([0,1])) = \|v_n - \sigma_n(\bar{t}_n)\| \to 0,
\]
for some \( t_n \in [0,1] \). Therefore

\[
\max_{t \in [0,1]} F(\sigma_n(t)) \geq F(\sigma_n(t_n)) = F(v_n) + o(1) = F_\infty(v_n) + \frac{1}{2} \int_{\mathbb{R}^N} V v_n^2 \, dx + o(1)
\]

\[
\to m_\rho + \frac{1}{2} \int_{\mathbb{R}^N} V Z_\rho^2 \, dx,
\]
a contradiction. \( \square \)

The proof of Proposition 3.5 holds if \( V \) satisfies \((V^\text{rad}_1)\) or \((V^\text{rad}_2)\) because we did not use (2.8), (2.10). Therefore we obtain a bounded sequence \( v_n \in H^1(\mathbb{R}^N) \) such that

\[
F(v_n) \to m_{V,\rho} \quad \text{and} \quad \nabla_{S^1 \cap H^1(\mathbb{R}^N)} F(v_n) \to 0.
\]

Moreover, the Lagrange multipliers

\[
\lambda_n := - \frac{DF(v_n)[v_n]}{\rho^2}
\]
amit a subsequence converging to some \( \lambda > 0 \). (In the proof of Proposition 3.11, the assumptions (2.8), (2.10) were used only to prove the bound from above of \( \lambda \), which was crucial in the estimates after the splitting lemma but this is not needed here.)

As a consequence there exists a subsequence of \( v_n \) converging weakly in \( H^1(\mathbb{R}^N) \) to some weak solution \( v \in H^1(\mathbb{R}^N) \) of

\[
-\Delta v + (V + \lambda)v = |v|^{p-2}v \quad \text{in } H^1(\mathbb{R}^N)
\]

with \( \|v\|_2 \leq \rho^2 \). The compactness of the Sobolev embedding \( H^1(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N) \) for \( p \in (2,2^*) \) implies \( v_n \to v \) in \( L^p(\mathbb{R}^N) \) strongly. As a consequence, using \( \lambda > 0 \), we have

\[
v_n := (-\Delta + \lambda + V)^{-1}(|v_n|^{p-2}v_n + (\lambda - \lambda_n)v_n) \to v
\]
in \( H^1(\mathbb{R}^N) \) strongly, so that \( \|v\|_2 = \rho^2 \).

APPENDIX A. RELATIONS FOR SOLUTIONS OF THE AUTONOMOUS EQUATION.

Let \( a > 0 \) and \( w \in H^1(\mathbb{R}^N) \) solve

\[
-\Delta w + aw = |w|^{p-2}w.
\]

We collect here for the reader’s convenience some well known relations that we use throughout the paper, starting from equations (2.6) and (2.7):

- we have

\[
\|\nabla w\|_2^2 + a\|w\|_2^2 = \|w\|_p^2, \quad \frac{N-2}{2}\|\nabla w\|_2^2 + \frac{N}{2}a\|w\|_2^2 = \frac{N}{p}\|w\|_p^p
\]

(the second one is the Pohozaev identity). This yields

\[
a\|w\|_2^2 = \frac{2N - p(N - 2)}{p - 2} I_{\infty,a}(w) = \frac{4N - 2p(N - 2)}{N(p - 2) - 4} F_\infty(w).
\]

- let \( \rho \) be such that \( \lambda_\rho = a \), and \( Z_\rho \) be defined as usual. Then

\[
-\Delta Z_\rho + aZ_\rho = Z_\rho^{p-1}
\]
as well, and it satisfies the same relations than \( w \). Moreover, for every \( u \in H^1(\mathbb{R}^N), u \neq 0, \)

\[
I_{\infty,a}(Z_\rho) \leq \max_{t > 0} I_{\infty,a}(tu)
\]
Since \( \max_{t>0} I_{\infty,a}(tw) = I_{\infty,a}(w) \), we deduce
\[
I_{\infty,a}(w) \geq I_{\infty,a}(Z_\rho), \quad \|w\|_2 \geq \|Z_\rho\|_2, \quad F_\infty(w) \geq F_\infty(Z_\rho).
\]
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