Abstract

We study a dynamic version of the implicit trace estimation problem. Given access to an oracle for computing matrix-vector multiplications with a dynamically changing matrix $A$, our goal is to maintain an accurate approximation to $A$’s trace using as few multiplications as possible. We present a practical algorithm for solving this problem and prove that, in a natural setting, its complexity is quadratically better than the standard solution of repeatedly applying Hutchinson’s stochastic trace estimator. We also provide an improved algorithm assuming slightly stronger assumptions on the dynamic matrix $A$. We support our theory with empirical results, showing significant computational improvements on three applications in machine learning and network science: tracking moments of the Hessian spectral density during neural network optimization, counting triangles, and estimating natural connectivity in a dynamically changing graph.

1 Introduction

Implicit or “matrix-free” trace estimation is a ubiquitous computational primitive in linear algebra, which has become increasingly important in machine learning and data science. Given access to an oracle for computing matrix-vector products $Ax_1, \ldots, Ax_m$ between an $n \times n$ matrix $A$ and chosen vectors $x_1, \ldots, x_m$, the goal is to compute an approximation to $A$’s trace, $\text{tr}(A) = \sum_{i=1}^{n} A_{ii}$. This problem arises when $A$’s diagonal entries cannot be accessed explicitly, usually because forming $A$ is computationally prohibitive. As an example, consider $A$ which is the Hessian matrix of a loss function involving a neural network. While forming the Hessian is infeasible when the network is large, backpropagation can be used to efficiently compute Hessian-vector products [32].

In other applications, $A$ is a matrix function of another matrix $B$. For example, if $B$ is a graph adjacency matrix, $\text{tr}(B^3)$ equals six times the number of triangle in the graph [2]. Computing $A = B^3$ explicitly to evaluate the trace would require $O(n^3)$ time, while the matrix-vector multiplication $Ax = B \cdot (B \cdot (Bx))$ only requires $O(n^2)$ time. Similarly, in log-determinant approximation, useful in e.g. Bayesian log likelihood computation or determinantal point process (DPP) methods, we want to approximate the trace of $A = \log(B)$ [5][17][36]. Again, $A$ takes $O(n^3)$ time to form explicitly, but $Ax = \log(B)x$ can be computed in roughly $O(n^2)$ time using iterative methods like the Lanczos algorithm [21]. Dynamic versions of the log-determinant estimation problem have been studied due to applications in greedy methods for DPP inference [15].

In data science and machine learning, other applications of implicit trace estimation include matrix norm and spectral sum estimation [16][41][31], as well as methods for eigenvalue counting [9] and spectral density estimation [45][27]. Spectral density estimation methods typically use implicit trace estimation to estimate moments of a matrix’s eigenvalue distribution – i.e., $\text{tr}(A)$, $\text{tr}(A^2)$, $\text{tr}(A^3)$, etc. – which can then be used to compute an approximation to that entire distribution. In deep learning, spectral density estimation is used to quickly analyze the spectra of weight matrices [33][28] or to probe information about the Hessian matrix during optimization [13][49]. Trace estimation has also been used for neural networks weight quantization [10][34] and to understand training dynamics [44].
1.1 Static Trace Estimation

The mostly widely used implicit trace estimation algorithm is Hutchinson’s estimator \[14,22\]. Letting \(g_1, \ldots, g_{\ell} \in \mathbb{R}^n\) be random vectors with i.i.d. mean 0 and variance 1 entries (e.g., standard Gaussian or \(\pm 1\) Rademachers), Hutchinson’s approximates \(\text{tr}(A)\) via the average \(h_{\ell}(A) = \frac{1}{\ell} \sum_{i=1}^{\ell} g_i^T (A g_i)\). This estimator requires \(\ell\) matrix-vector multiplications to compute. Its variance can be shown to be \(O(\|A\|_F^2/\ell)\) and with high probability, when \(\ell = O(1/\epsilon^2)\), we have the error guarantee \(3,30\):

\[
|h_{\ell}(A) - \text{tr}(A)| < \epsilon \|A\|_F.
\]

While improvements on Hutchinson’s estimator have been studied for restricted classes of matrices (positive semidefinite, sparse, nearly low-rank, etc.) \(30,40,38,36,19\), the method is the best known for general matrices – no techniques achieve guarantee \(1\) with \(O(1/\epsilon^2)\) matrix-vector products.

1.2 Dynamic Trace Estimation

We explore a natural and widely applicable dynamic version of the implicit trace estimation problem: given access to a matrix-vector multiplication oracle for a dynamically changing matrix \(A\), maintain an approximation to \(A\)’s trace. This problem arises in applications involving optimization in machine learning where we need to estimate the trace of a constantly changing Hessian matrix \(H\) (or some function of \(H\)) during model training. In other applications, \(A\) is dynamic because it is repeatedly modified by some algorithmic process. E.g., in the transit planning method of \(43\), edges are added to a network to optimally increase the “Estrada index” \(11\). Evaluating this connectivity measure requires computing \(\text{tr}(\exp(B))\), where \(B\) is the dynamically changing network adjacency matrix and \(\exp(B)\) is a matrix exponential. A naive solution to the dynamic problem is to simply apply Hutchinson’s estimator to every snapshot of \(A\) as it changes over time. To achieve a guarantee like \(1\) for \(m\) time steps, we require \(O(m/\epsilon^2)\) matrix-vector multiplies. The goal of this paper is to improve on this bound when the changes to \(A\) are bounded. Formally, we abstract the problem as follows:

**Problem 1** (Dynamic trace estimation). Let \(A_1, \ldots, A_m\) be \(n \times n\) matrices satisfying:

1. \(\|A_i\|_F \leq 1\), for all \(i \in [1, m]\).
2. \(\|A_{i+1} - A_i\|_F \leq \alpha\), for all \(i \in [1, m-1]\).

Given implicit matrix-vector multiplication access to each \(A_i\) in sequence, the goal is to compute trace approximations \(t_1, \ldots, t_m\) for \(\text{tr}(A_1), \ldots, \text{tr}(A_m)\) such that, for each \(i \in 1, \ldots, m\),

\[
\mathbb{P}[|t_i - \text{tr}(A_i)| \geq \epsilon] \leq \delta.
\]

Above \(A_1, \ldots, A_m\) represent different snapshots of a dynamic matrix at \(m\) time steps. We require \(\|A_i\|_F \leq 1\) only to simplify the form of our error bounds – no explicit rescaling is necessary for matrices with larger norm. If we assume \(\|A_i\|_F \leq U\) for some (unknown) upper bound \(U\), the guarantee of \(2\) would simply change to involve \(cU\) terms instead of \(\epsilon\). The second condition bounds how much the matrices change over time. Again for simplicity, we assume a fixed upper bound \(\alpha\) on the difference at each time step, but the algorithms presented in this paper will be adaptive to changing gaps between \(A_i\) and \(A_{i+1}\), and will perform better when these gaps are small on average. By triangle inequality, \(\alpha \leq 2\), but in applications we typically have \(\alpha \ll 1\), meaning that the changes in the dynamic matrix are small relative to its Frobenius norm. If this is not the case, there is no hope to improve on the naive method of applying Hutchinson’s estimator repeatedly to each \(A_i\).

**Note on Matrix Functions.** In many applications \(A_i = f(B_i)\) for a dynamically changing matrix \(B\). While we may have \(\|A_{i+1} - A_i\|_F = \|f(B_{i+1}) - f(B_i)\|_F \gg \|B_{i+1} - B_i\|_F\) for functions like the matrix exponential, this is not an immediate issue. To improve on Hutchinson’s estimator, the important requirement is simply that \(\|A_{i+1} - A_i\|_F\) is small in comparison to \(\|A_{i+1}\|_F\). As discussed in Section 5, this is typically the case for application involving matrix functions.

We will measure the complexity of any algorithm for solving Problem 1 in the **matrix-vector multiplication oracle model of computation**, meaning that we consider the cost of matrix-vector products (which are the only way \(A_1, \ldots, A_m\) can be accessed) to be significantly larger than other computational costs. We thus seek solely to minimize the number of such products used \(39\). The matrix-vector oracle model has seen growing interest in recent years as it generalizes both the matrix sketching and Krylov subspace models in linear algebra, naturally captures the true computational cost of algorithms in these classes, and is amenable to proving strong lower-bounds \(37,6\).
1.3 Main Result

Our main result is an algorithm for solving Problem 1 more efficiently than Hutchinson’s estimator:

**Theorem 1.1.** For any \( \epsilon, \delta, \alpha \in (0, 1) \), the DeltaShift algorithm (Algorithm 1) solves Problem 1 with

\[
O\left( m \cdot \frac{\alpha \log(1/\delta)}{\epsilon^2} + \frac{\log(1/\delta)}{\epsilon^2} \right)
\]

total matrix-vector multiplications involving \( A_1, \ldots, A_m \).

For large \( m \), the first term dominates the complexity in Theorem 1.1. For comparison, a tight analysis of Hutchinson’s estimator [29] establishes that the naive approach requires

\[
O\left( m \cdot \log(1/\delta)/\epsilon^2 \right)
\]

which is worse than Theorem 1.1 by a factor of \( \alpha \). A natural setting is when \( \alpha = O(\epsilon) \), in which case Algorithm 1 requires \( O(\log(1/\delta)/\epsilon) \) matrix-multiplications on average over \( m \) time steps, in comparison to \( O(\log(1/\delta)/\epsilon^2) \) for Hutchinson’s estimator, a quadratic improvement in \( \epsilon \).

To prove Theorem 1.1, we introduce a dynamic variance reduction scheme. By linearity of trace,

\[
\text{tr}(A_{i+1}) = \text{tr}(A_i) + \text{tr}(\Delta_i), \quad \text{where } \Delta_i = A_{i+1} - A_i.
\]

Instead of directly estimating \( \text{tr}(A_{i+1}) \), we combine previous estimate for \( \text{tr}(A_i) \) with an estimate for \( \text{tr}(\Delta_i) \), computed via Hutchinson’s estimator. Each sample for Hutchinson’s estimator applied to \( \Delta_i \) requires just two matrix-vector multiplies: one with \( A_i \) and one with \( A_{i+1} \). At the same time, when \( \Delta_i \) has small Frobenius norm (bounded by \( \alpha \)), we can estimate its trace more accurately than \( \text{tr}(A_{i+1}) \). While intuitive, this approach requires care to make work. In a naive implementation, error in estimating \( \text{tr}(\Delta_1), \text{tr}(\Delta_2), \ldots \), compounds over time, eliminating any computational savings. To avoid this issue, we introduce a novel damping strategy that actually estimates \( \text{tr}(A_{i+1} - (1-\gamma)A_i) \) for a positive damping factor \( \gamma \).

We compliment our main result with a nearly matching conditional lower bound: in Section 4, we argue that our DeltaShift method cannot be improved in the dynamic setting unless Hutchinson’s estimator can be improved in the static setting. We also present an improvement to DeltaShift under more stringent, but commonly present, bounds on \( A_1, \ldots, A_m \) and each \( A_{i+1} - A_i \) than Problem 1.

1.4 Related Work

Prior work on implicit trace estimation and applications in machine learning is discussed in the beginning of this section. While there are no other methods that improve on Hutchinson’s estimator in the dynamic setting, the idea of variance reduction has found applications in other work on implicit trace estimation [12, 26, 30]. In these results, the trace of a matrix \( A \) is estimated by decomposing \( A = B + \Delta \) where \( B \) has an easily computed trace (e.g., because it is low-rank) and \( \|\Delta\|_F \ll \|A\|_F \), so \( \text{tr}(\Delta) \) is more easily approximated with Hutchinson’s estimator than \( \text{tr}(A) \) directly.

2 Preliminaries

**Notation.** We let \( B \in \mathbb{R}^{m \times k} \) denote a real-valued matrix with \( m \) rows and \( k \) columns. \( x \in \mathbb{R}^n \) denotes a real-valued vector with \( n \) entries. Subscripts like \( B_i \) or \( x_j \) typically denote a matrix or vector in a sequence, but we use double subscripts with matrices to denote entries: \( B_{ij} \), being the entry at the \( i \)th row and \( j \)th column. Let \( \sigma_\ell(B) \) denote the \( \ell \)th singular value of \( B \). \( \|B\|_F \) denotes the Frobenius norm of \( B \), \( \sqrt{\sum_{i,j} B_{ij}^2} = \sum_\ell \sigma_\ell(B)^2 \). \( \|B\|_* \) denotes the nuclear norm, \( \sum_\ell \sigma_\ell(B) \). We let \( \mathbb{E}[v] \) and \( \text{Var}[v] \) denote the expectation and variance of a random variable \( v \).

**Hutchinson’s Estimator.** Our algorithm uses Hutchinson’s trace estimator with Rademacher \( \pm 1 \) random variables as a subroutine. Specifically, let \( g_1, \ldots, g_\ell \in \mathbb{R}^n \) be independent random vectors, with each entry \( +1 \) or \( -1 \) with probability \( 1/2 \). Let \( A \in \mathbb{R}^{n \times n} \). Hutchinson’s estimator for \( \text{tr}(A) \) is:

\[
h_\ell(A) = \frac{1}{\ell} \sum_{i=1}^{\ell} g_i^T (Ag_i)
\]

1While we consider the general, unstructured problem setting, we note that, if \( A_i \) has additional structure, it is not necessarily easier to estimate the trace of \( \Delta_i \) than that of \( A_i \). For example, if \( A_i \) is a PSD matrix then specialized trace estimation algorithms that improve on Hutchinson’s method can be used [30]. Understanding dynamic traces estimation methods for sequences of structured matrices is a natural direction for future work.
Fact 2.1 (Hutchinson’s expectation and variance). For any positive integer $\ell$ and matrix $A$ we have:

$$
\mathbb{E}[h_{\ell}(A)] = \text{tr}(A), \quad \text{Var}[h_{\ell}(A)] = \frac{2}{\ell} \left( \|A\|_F^2 - \sum_{i=1}^{n} A_{ii}^2 \right) \leq \frac{2}{\ell} \|A\|_F^2.
$$

Fact 2.1 follows from simple calculations, found e.g. in [31]. Similar bounds hold when Hutchinson’s estimator is implemented with different random variables. For example, random Gaussians also lead to a variance bound of $\frac{2}{\ell} \|A\|_F^2$. However, Rademachers tend to work better empirically. Given Fact 2.1, Chebyshev’s inequality immediately implies a concentration bound for Hutchinson’s estimator.

Fact 2.2 (Chebyshev’s Inequality). For a random variable $X$ with mean $\mathbb{E}[X] = \mu$ and variance $\text{Var}[X] = \sigma^2$, for any $k \geq 1$, $\mathbb{P}(|X - \mu| \geq k\sigma) \leq 1/k^2$.

Claim 2.3. For any $\epsilon, \delta \in (0, 1)$, if $\ell = \frac{2}{\epsilon^2} \frac{1}{\delta}$ then $\mathbb{P}(|h_{\ell}(A) - \text{tr}(A)| \geq \epsilon \|A\|_F) \leq \delta$.

The $\delta$ dependence in Claim 2.3 can be improved from $\frac{1}{\delta}$ to $\log(1/\delta)$ via the Hanson-Wright inequality, which shows that $h_{\ell}(A)$ is a sub-exponential random variable [30, 35]. We also require Hanson-Wright to obtain our bound involving $\log(1/\delta)$. From this tighter result, Hutchinson’s yields a total matrix-vector multiplication bound of $O(m \cdot \log(1/\delta) / \epsilon^2)$ for solving Problem 1 by simply applying the estimator in sequence to $A_1, \ldots, A_m$.

3 Main Algorithmic Result

As discussed in Section 2.2, a natural idea for solving Problem 1 with fewer than $O(m / \epsilon^2)$ queries is to take advantage of the small differences between $A_{i+1}$ and $A_i$ to compute a running estimate of the trace. In particular, instead of estimating $\text{tr}(A_1), \text{tr}(A_2), \ldots, \text{tr}(A_m)$ individually using Hutchinson’s estimator, we denote $\Delta_i = A_i - A_{i-1}$ and use linearity of the trace to write:

$$
\text{tr}(A_j) = \text{tr}(A_1) + \sum_{i=2}^{j} \text{tr}(\Delta_i).
$$

(4)

By choosing a large $\ell_0$, we can compute an accurate approximation $h_{\ell_0}(A_1)$ to $\text{tr}(A_1)$. Then, for $j > 1$ and $\ell \ll \ell_0$, we can approximate $\text{tr}(A_j)$ via the following unbiased estimator:

$$
\text{tr}(A_j) \approx h_{\ell_0}(A_1) + \sum_{i=2}^{j} h_{\ell}(\Delta_i).
$$

(5)

Since $\|\Delta_i\|_F \leq \alpha \ll \|A_{i+1}\|_F$, we expect to approximate $\text{tr}(\Delta_2), \ldots, \text{tr}(\Delta_m)$ much more accurately than $\text{tr}(A_2), \ldots, \text{tr}(A_m)$ directly. At the same time, the estimator in (5) only incurs a 2 factor overhead in matrix-vector multiplication in comparisons to Hutchinson’s: it requires $2 \cdot (m - 1) \ell$ to compute $h_{\ell}(A_2), \ldots, h_{\ell}(\Delta_m)$ versus $(m - 1) \ell$ to compute $h_{\ell}(A_2), \ldots, h_{\ell}(A_m)$. The cost of the initial estimate $h_{\ell_0}(A_1)$ is necessarily higher, but can be amortized over time.

3.1 Our Approach

While intuitive, the problem with the approach above is that error compounds due to the sum in (5). Each $h_{\ell}(\Delta_i)$ is roughly $\alpha / \sqrt{\ell}$ away from $\text{tr}(\Delta_i)$, so after $j$ steps we naively expect total error $O(j \cdot \alpha / \sqrt{\ell})$. We can do slightly better by arguing that, due to their random nature, error actually accumulates as $O(\sqrt{j} \cdot \alpha / \sqrt{\ell})$, but regardless, there is accumulation. One option is to “restart” the estimation process: after some number of steps $q$, throw out all previous trace approximations, compute an accurate estimate for $\text{tr}(A_q)$, and for $j > q$ construct an estimator based on $\text{tr}(A_j) = \text{tr}(A_q) + \sum_{i=q+1}^{j} \text{tr}(\Delta_i)$. While possible to analyze theoretically, this approach turns out to be difficult to implement in practice due to several competing parameters (see details in Section 5).

Instead, we introduce a more effective approach based on a damped variance reduction strategy, which is detailed in Algorithm 1 which we call DeltaShift. Instead of being based on (4), DeltaShift uses the following recursive identity involving a fixed parameter $0 \leq \gamma < 1$ (to be chosen later):

$$
\text{tr}(A_j) = (1 - \gamma)\text{tr}(A_{j-1}) + \text{tr}(\bar{A}_j), \quad \text{where \ } \bar{A}_j = A_j - (1 - \gamma)A_{j-1}.
$$

(6)
Algorithm 1 DeltaShift

**Input:** Implicit matrix-vector multiplication access to \( A_1, \ldots, A_m \in \mathbb{R}^{n \times n} \), positive integers \( \ell_0, \ell \), damping factor \( \gamma \in [0, 1] \).

**Output:** \( t_1, \ldots, t_m \) approximating \( \text{tr}(A_1), \ldots, \text{tr}(A_m) \).

Initialize \( t_1 = \frac{1}{\ell_0} \sum_{i=1}^{\ell_0} g_i^T A_1 g_i \), where \( g_1, \ldots, g_{\ell_0} \in \mathbb{R}^n \) are random \pm 1 vectors.

for \( j = 2 \) to \( m \) do

- Draw \( \ell \) random \pm 1 vectors \( g_1, \ldots, g_{\ell} \in \mathbb{R}^n \).
- \( z_1 \leftarrow A_{j-1} g_1, \ldots, z_{\ell} \leftarrow A_{j-1} g_{\ell} \). \( w_1 \leftarrow A_j g_1, \ldots, w_{\ell} \leftarrow A_j g_{\ell} \).
- \( t_j \leftarrow (1 - \gamma) t_{j-1} + \frac{1}{\ell} \sum_{i=1}^{\ell} g_i^T (w_i - (1 - \gamma) z_i) \).

end for

Given an estimate \( t_{j-1} \) for \( \text{tr}(A_{j-1}) \), DeltaShift estimates \( \text{tr}(A_j) \) by \( (1 - \gamma) t_{j-1} + h_\ell(\hat{\Delta}_j) \). This approach has several useful properties: 1) if \( t_{j-1} \) is an unbiased estimate for \( \text{tr}(A_{j-1}) \), \( t_j \) is an unbiased estimate for \( \text{tr}(A_j) \), 2) \( \|\hat{\Delta}_j\|_F \) is not much larger than \( \|\Delta_j\|_F \) if \( \gamma \) is small, and 3) by shrinking \( t_{j-1} \) by a factor of \( (1 - \gamma) \) when computing \( t_j \), we reduce the variance of this leading term. The last property ensures that error does not accumulate over time, leading to our main result:

**Theorem 1.1** (Restated). For any \( \epsilon, \delta, \alpha \in (0, 1) \), Algorithm 1 run with \( \gamma = \alpha, \ell_0 = O \left( \log(1/\delta)/\ell^2 \right) \), and \( \ell = O \left( \alpha \log(1/\delta)/\epsilon^2 \right) \) solves Problem 1. In total, it requires

\[
O \left( m \cdot \frac{\alpha \log(1/\delta)}{\epsilon^2} + \frac{\log(1/\delta)}{\epsilon^2} \right)
\]

matrix-vector multiplications with \( A_1, \ldots, A_m \).

The full proof of Theorem 1.1 relies on the Hanson-Wright inequality, and is given in Appendix B. Here, we give a simple proof of essentially the same statement, but with a slightly weaker dependence on the failure probability \( \delta \).

**Proof.** Let \( \gamma = \alpha, \ell_0 = \frac{2}{\epsilon^2} \), and \( \ell = \frac{8\alpha}{\epsilon^2} \). The proof is based on an inductive analysis of the variance of \( t_j \), the algorithms estimate for \( \text{tr}(A_j) \). Specifically, we claim that that for \( j = 1, \ldots, m \):

\[
\text{Var}[t_j] \leq \delta \epsilon^2. \tag{7}
\]

For the base case, \( j = 1 \), (7) follows directly from Fact 1.1 because \( t_1 \) is simply Hutchinson’s estimator applied to \( A_1 \), and \( \|A_1\|_F \leq 1 \). For the inductive case, \( t_j \) is the sum of two independent estimators, \( t_{j-1} \) and \( h_\ell(\hat{\Delta}_j) \). So, to bound its variance, we just need to bound the variance of these two terms. To address the second term, note that by triangle inequality, \( \|\hat{\Delta}_j\|_F = \|A_j - (1 - \gamma) A_{j-1}\|_F \leq \|A_j - A_{j-1}\|_F + \gamma \|A_{j-1}\|_F \leq 2\alpha \). Thus, by Fact 2.1, \( \text{Var}[h_\ell(\hat{\Delta}_j)] \leq \frac{\alpha}{2} \epsilon^2 \). Combined with the inductive assumption that \( \text{Var}[t_{j-1}] \leq \delta \epsilon^2 \), we have:

\[
\text{Var}[t_j] = (1 - \gamma)^2 \text{Var}[t_{j-1}] + \text{Var}[h_\ell(\hat{\Delta}_j)] \leq (1 - \alpha)^2 \delta \epsilon^2 + \frac{8\alpha^2}{\ell^2} \leq (1 - \alpha) \delta \epsilon^2 + \alpha \delta \epsilon^2 = \delta \epsilon^2.
\]

This proves (7), and by Chebyshev’s inequality we thus have \( \Pr[|t_j - \text{tr}(A_j)| \geq \epsilon] \leq \delta \) for all \( j \).

### 3.2 Selecting \( \gamma \) in Practice

While DeltaShift is simple to implement, in practice, its performance is sensitive to the choice of \( \gamma \). For the Theorem 1.1 analysis, we assume \( \gamma = \alpha \), but \( \alpha \) may not be known apriori, and may change over time. To address this issue, we describe a way to select a *near optimal* \( \gamma \) at each time step \( j \) (the choice may vary over time) with very little additional computational overhead. Let \( v_{j-1} = \text{Var}[t_{j-1}] \) be the variance of our estimator for \( \text{tr}(A_{j-1}) \). We have that \( v_j = (1 - \gamma)^2 v_{j-1} + \text{Var}[h_\ell(A_j - (1 - \gamma) A_{j-1})] \leq (1 - \gamma)^2 v_{j-1} + \frac{2}{\ell} \|A_j - (1 - \gamma) A_{j-1}\|_F^2 \). At time step \( j \), a natural goal is to choose damping parameter \( \gamma^* \) that minimizes this upper bound on the variance of \( t_j \):

\[
\gamma^* = \arg \min_{\gamma} \left( (1 - \gamma)^2 v_{j-1} + \frac{2}{\ell} \|\hat{\Delta}_j\|_F^2 \right), \quad \tag{8}
\]
where $\Delta_j = A_j - (1 - \gamma)A_{j-1}$ as before. While (5) cannot be computed directly, observing that $\|B\|_F^2 = \text{tr}(B^T B)$ for any matrix $B$, the above quantity can be estimated as $\hat{v}_j = (1 - \gamma)^2 \tilde{v}_{j-1} + \frac{1}{\ell} h(\Delta^T_j \Delta_j)$, where $\tilde{v}_{j-1}$ is an estimate for $v_{j-1}$. The estimate $h(\Delta^T_j \Delta_j)$ can be computed using exactly the same $\ell$ matrix-vector products with $A_j$ and $A_{j-1}$ that are used to estimate $\text{tr}(\Delta_j)$, so there is little computational overhead. Moreover, since $\Delta^T_j \Delta_j$ is positive semidefinite, as long as $\ell \geq \log(1/\delta)$, we will obtain a relative error approximation to its trace with probability $1 - \delta$ [3].

An alternative approach to estimating $v_j$ would be to simply compute the empirical variance of the average $h(\Delta_j)$, but this requires fixing $\gamma$. An advantage of our closed form approximation is that it can be used to analytically optimize $\gamma$. Specifically, expanding $\Delta^T_j \Delta_j$, we have that:

$$\hat{v}_j = (1 - \gamma)^2 \tilde{v}_{j-1} + \frac{2}{\ell} (h(A^T_j A_j) + (1 - \gamma)^2 h(A^T_j A_j) - 2(1 - \gamma)h(A^T_{j-1} A_j)).$$

(9)

Above, each estimate $h$ is understood to use the same set of random vectors. Taking the derivative and setting to zero, we have that the minimizer of (9), denoted $\hat{\gamma}^*$, equals:

$$\hat{\gamma}^* = 1 - \frac{2h(A^T_{j-1} A_j)}{\tilde{v}_{j-1} + 2h(A^T_{j-1} A_{j-1})}.$$  

(10)

This formula for $\hat{\gamma}^*$ motivates an essentially parameter free version of DeltaShift, which is used in our experimental evaluation (Algorithm 2 in Appendix A). The only input to the algorithm is the number of matrix-vector multiplies used at each time step, $\ell$. For simplicity, unlike Algorithm 1 we do not use a larger number of matrix-vector multiplies when estimating $A_1$. This leads to somewhat higher error for the first matrices in the sequence $A_1, \ldots, A_m$, but error quickly falls for large $j$.

4 Algorithm Improvements and Lower Bound

In this section, we prove a lower bound showing that, in general, Theorem 1.1 is likely optimal. On the other hand, we show that, if we make a slightly stronger assumption on $A_1, \ldots, A_m$ and the dynamic updates $\Delta_i = A_{i+1} - A_i$, an improvement on DeltaShift is possible.

4.1 Lower Bound

As noted, for a large number of time steps $m$, the matrix-vector multiplication complexity of DeltaShift is dominated by the leading term in Theorem 1.1 $O(m \cdot \alpha \log(1/\delta)/\epsilon^2)$. We show that it is unlikely an improvement on this term can be obtained in general:

**Lemma 4.1.** Suppose there is an algorithm $S$ that solves Prob. 1 with $o(m \cdot \alpha \log(1/\delta)/\epsilon^2)$ total matrix-vector multiplies with $A_2, \ldots, A_m$, and any number of matrix-vector multiplies with $A_1$ when $\alpha = 1/(m-1)$. Then there is an algorithm $T$ that achieves (1) for a single $A$ with $o(\log(1/\delta)/\epsilon^2)$ matrix-vector multiplies.

**Proof.** The proof is via a direct reduction. Given a matrix $A$, positive integer $m > 1$, and parameter $\alpha = \frac{1}{m-1}$, construct the sequence of matrices:

$$A_1 = 0, \quad A_2 = \alpha \cdot A, \quad \ldots \quad A_{1/\alpha} = (1 - \alpha)A, \quad A_m = A$$

Since $A = 0$, and every $A_2, \ldots, A_m$ is a scaling of $A$, any algorithm $S$ satisfying the assumption of Lemma 4.1 can be implemented with $o((m - 1) \cdot \alpha \log(1/\delta)/\epsilon^2) = o(\log(1/\delta)/\epsilon^2)$ matrix-vector multiplications with $A$. Moreover, if $S$ is run on this sequence of matrices, on the last step it outputs an approximation $t_m$ to $\text{tr}(A)$ with $\Pr[|t_m - \text{tr}(A)| \geq \epsilon] \leq \delta$. So algorithm $T$ can simply simulate $S$ on $A_1, \ldots, A_m$ and return its final estimate to satisfy (1). □

**Lemma 4.1** is a conditional lower-bound on matrix-vector query algorithms for solving Problem 1 if Hutchinson’s estimator cannot be improved for static trace estimation (and it hasn’t been for 30 years) then DeltaShift cannot be improved for dynamic trace estimation. We believe the bound could be made unconditional through a slight generalization of existing lower bounds on trace estimation in the matrix-vector multiplication model [30][36].
We show that our proposed algorithm outperforms three alternatives on both synthetic and real-world trace estimation problems. A recent improvement on Hutchinson's estimator, called Hutch++, was described in [30]. For the static trace estimation problem, Hutch++ achieves a matrix-vector multiplication complexity of $O(1/\epsilon)$ to compute a relative error $(1 \pm \epsilon)$ approximation to the trace of any positive semi-definite matrix (PSD), improving on the $O(1/\epsilon^2)$ required by Hutchinson's. It does so via a variance reduction method (also used e.g. in [12]) which allocates some matrix-vector products to a randomized SVD algorithm which approximates the top singular vector subspace of $A$. This approximate subspace is projected off of $A$ and Hutchinson’s used to estimate the trace of the remainder.

In our setting it is not realistic to assume PSD matrices – while in many applications $A_1, \ldots, A_m$ are all PSD, it is rarely the case the $\Delta_1, \ldots, \Delta_{m-1}$ are. Nevertheless, we can take advantage of a more general bound proven in [30] for any matrix:

**Fact 4.2** (Hutch++ expectation and variance). Let $h_i^{++}(A)$ be the Hutch++ estimator of [30] applied to any matrix $A$ with matrix-vector multiplications. We have:

$$
\mathbb{E}[h_i^{++}(A)] = \text{tr}(A),
\quad \text{Var}[h_i^{++}(A)] \leq \frac{16}{12^2} \|A\|^2_2.
$$

Recall that $\|A\|_*$ denotes the nuclear norm of $A$. Comparing to the variance of Hutchinson’s estimator from Fact 2.1, notice that the variance of Hutch++ depends on $\frac{1}{\epsilon^2}$ instead of $\frac{1}{\epsilon}$, implying faster convergence as the number of matrix-vector products, $\ell$, increases. A trade-off is that the variance scales with $\|A\|^2_2$ instead of $\|A\|^2_F$, so the norms are typically much closer for low-rank or nearly low-rank matrices. In many problems, $\Delta_1, \ldots, \Delta_m$ may have low-rank structure, in which case, an alternative based on Hutch++ provides better performance.

Formally, we introduce a new variant of Problem 1 to capture this potential improvement.

**Problem 2** (Dynamic trace estimation w/ Nuclear norm assumption). Let $A_1, \ldots, A_m$ satisfy:

1. $\|A_i\|_* \leq 1$, for all $i \in [1, m]$.
2. $\|A_{i+1} - A_i\|_* \leq \alpha$, for all $i \in [1, m-1]$.

Given matrix-vector multiplication access to each $A_i$ in sequence, the goal is to compute trace approximations $t_1, \ldots, t_m$ for $\text{tr}(A_1), \ldots, \text{tr}(A_m)$ such that, for all $i$, $\mathbb{P}[|t_i - \text{tr}(A_i)| \geq \epsilon] \leq \delta$.

In Appendix C we prove the following result on a variant of DeltaShift that we call DeltaShift++:

**Theorem 4.3.** For any $\epsilon, \delta, \alpha \in (0, 1)$, DeltaShift++ (Algorithm 7) solves Problem 2 with

$$
O\left( m \cdot \frac{\sqrt{\alpha/\delta}}{\epsilon} + \sqrt{\frac{1}{\delta}} \frac{1}{\epsilon} \right)
$$

total matrix-vector multiplications involving $A_1, \ldots, A_m$.

Theorem 4.3 is stronger than Theorem 1.1 for vanilla DeltaShift in that it has a linear instead of a quadratic dependence on $\epsilon$. In particular, its leading term scales as $\sqrt{\alpha/\epsilon^2}$, whereas Theorem 1.1 scaled with $\alpha/\epsilon^2$. However, the result does require stronger assumptions on $A_1, \ldots, A_m$ and each $\Delta_j = A_{i+1} - A_i$ in that Problem 2 requires these matrices to have bounded nuclear norm instead of Frobenius norm. Since the nuclear norm of a matrix is strictly larger than its Frobenius norm, these requirements are stronger than those of Problem 1. As we will show in Section 5, the benefit of improved $\epsilon$ dependence often outweights the cost of these more stringent assumptions.

## 5 Experiments

We show that our proposed algorithm outperforms three alternatives on both synthetic and real-world trace estimation problems. Specifically, we evaluate the following methods:

- **Hutchinson.** The naive method of estimating each $\text{tr}(A_1), \ldots, \text{tr}(A_m)$ using an independent Hutchinson’s estimator, as discussed in Section 2.
- **NoRestart.** The estimator of (5), which uses the same variance reduction strategy as DeltaShift for all $j \geq 2$, but does not restart or add damping to reduce error accumulation.
**Restart.** The estimator discussed in Sec. 3.1 which periodically restarts the variance reduction strategy, using Hutchinson’s to obtain a fresh estimate for $\text{tr}(A_j)$. Pseudocode is in Appendix A.

**DeltaShift.** Our parameter free, damped variance reduction estimator detailed in Appendix A.

We allocated a fixed number of matrix-vector queries, $Q$, to be used over all time steps $1, \ldots, m$. For Hutchinson and DeltaShift, the same number of vectors $Q/m$ was used at each step. For Restart and NoRestart, the distribution was non-uniform, and parameter selections are described in Appendix D.

**Synthetic data:** To simulate the dynamic setting, we generate a random matrix $A \in \mathbb{R}^{n \times n}$ and add random perturbations for each of 100 time steps. We consider two cases: low (Fig. 1(a)) and significant (Fig. 1(b)) perturbations, the exact details of which, as well as the allocation of matrix-vector products for NoRestart and Restart, are discussed in Appendix D. We report scaled absolute error between the estimator at time, $t_j$, and the true trace $\text{tr}(A_j)$. As expected, Hutchinson is outperformed even by NoRestart when perturbations are small. DeltaShift performs best, and its error actually improve slightly over time. DeltaShift also performs best for the large perturbation experiment. We note that choosing the multiple parameters for the Restart method was a challenge in comparison to DeltaShift. Tuning the method becomes infeasible for larger experiments, so we exclude this method in our other experiments. That includes for the plots in Fig. 2 which show that DeltaShift continues to outperform Hutchinson and NoRestart for lower values of $Q$.

**Counting triangles:** Our first real-data experiment is on counting triangles in a dynamic unweighted, undirected graph $G$ via the fact that the number of triangles equals $\frac{1}{6}\text{tr}(B^3)$, where $B$ is the adjacency matrix. The graph dataset we use is the Wikipedia vote network dataset with 7115 nodes [25, 24]. At each timestep we perturb the graph by adding a random $k$-clique, for $k$ chosen uniformly between 10 and 150. After 75 time steps, we start randomly deleting among the subgraphs added. We follow the same setup for number of matrix-vector products used by the estimators and the error reported as in the synthetic experiments(Appendix D). Note that for this particular application, the actual number of matrix-vector multiplications with $B$ is $3Q$, since each oracle call computes $B(B(Bx))$. As seen in Fig. 3, DeltaShift provides the best estimates overall.

**Estimation natural connectivity:** To evaluate the DeltaShift++ algorithm introduced in Section 4 we address an application in [43] on estimating natural connectivity in a dynamic graph, which is a function of $\text{tr}(\exp(B))$ for adjacency matrix $B$. This problem has also been explored in [7, 8, 4]. We
We find that DeltaShift++ performs better than DeltaShift (Fig. 4), as the change in $\exp(B)$ tends to be nearly low-rank, and thus have small nuclear norm (see [4] for details). Both DeltaShift and DeltaShift++ perform significantly better than naive Hutchinson’s when 100 matrix-vector products are used per time step.

The key takeaway from the experiments above is that DeltaShift and DeltaShift++ are able to obtain good dynamic trace approximations in far fewer matrix-vector products compared to Hutchinson’s and other methods, resulting in considerable computational savings. This is made evident in Figure 5, which plots average relative error across all time steps vs. total number of matrix-vector products $Q$, for various values of $Q$. In order to achieve the accuracy level as DeltaShift, Hutchinson’s requires substantially more matrix-vector products.

**Hessian spectral density:** Finally, we evaluate the performance of DeltaShift on an application pertaining to a dynamically changing Hessian matrix, $H$, involved in training a neural network. As discussed in Section 1, a common goal is to approximate the spectral density of $H$. Most methods for doing so, like the popular Kernel Polynomial Method [45], require computing the trace of polynomials of the matrix $H$. We consider the sequence of Chebyshev polynomials $T_0, \ldots, T_q$, and estimate $\text{tr}(T_0(H)), \ldots, \text{tr}(T_q(H))$. Other polynomial basis sets can also be used (e.g., Legendre polynomials). Experimental details are discussed in section Appendix D, but we summarized the results here. We implement matrix vector products with $H$ using the PyHessian library [47], and report

**Table 1:** Average relative error for trace of Chebyshev polynomials of Hessian.

| Chebyshev Polynomial | Hutchinson | NoRestart | DeltaShift |
|----------------------|------------|-----------|------------|
| $T_1(H)$             | 2.5e-02    | 3.7e-02   | 1.7e-02    |
| $T_2(H)$             | 1.2e-06    | 1.7e-06   | 8.0e-07    |
| $T_3(H)$             | 4.0e-02    | 4.1e-02   | 3.1e-02    |
| $T_4(H)$             | 1.5e-06    | 1.7e-06   | 1.0e-06    |
| $T_5(H)$             | 2.1e-02    | 4.3e-02   | 1.9e-02    |

**Table 2:** Average relative error for trace of Chebyshev polynomials of Hessian.

| Chebyshev Polynomial | Hutchinson | NoRestart | DeltaShift |
|----------------------|------------|-----------|------------|
| $T_1(H)$             | 1.9e-02    | 5.0e-02   | 1.5e-02    |
| $T_2(H)$             | 1.2e-06    | 2.9e-06   | 9.9e-07    |
| $T_3(H)$             | 7.7e-02    | 9.4e-02   | 6.1e-02    |
| $T_4(H)$             | 1.7e-06    | 2.8e-06   | 1.5e-06    |
| $T_5(H)$             | 2.1e-02    | 4.2e-02   | 1.8e-02    |
average error over 25 training epochs for the Hessian of a ResNet model with 269722 parameters trained it on the CIFAR-10 dataset. As it is impossible to compute the true trace of these matrices, we use Hutchinson’s estimator with a greater number of queries as placeholder for ground-truth, and compare the performance against the computed values. As can be seen in Tables[1] and [2], DeltaShift obtains uniformly better approximation to the trace values, although the improvement is small. This makes sense, as more progress on each training epoch implies a greater change in the Hessian over time, meaning $\alpha$ is larger and thus DeltaShift’s advantage over Hutchinson’s is smaller.
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### A Algorithms

Below we include detailed pseudocode for algorithms described in the main text.

**Algorithm 2 Parameter Free DeltaShift**

**Input**: Implicit matrix-vector multiplication access to $A_1, \ldots, A_m \in \mathbb{R}^{n \times n}$, positive integer $\ell$.

**Output**: $t_1, \ldots, t_m$ approximating $\text{tr}(A_1), \ldots, \text{tr}(A_m)$.

Draw $\ell$ random $\pm 1$ vectors $g_1, \ldots, g_\ell \in \mathbb{R}^n$

$z_1 \leftarrow A_1 g_1, \ldots, z_\ell \leftarrow A_1 g_\ell$

$N \leftarrow \frac{1}{\ell} \sum_{i=1}^{\ell} z_i^T z_i$ (estimate for $\|A_1\|_F^2$)

Initialize $t_1 \leftarrow \frac{1}{\ell} \sum_{i=1}^{\ell} g_i^T z_i$ and $v_1 \leftarrow \frac{2}{7} N$

for $j \leftarrow 2$ to $m$ do

Draw $\ell$ random $\pm 1$ vectors $g_1, \ldots, g_\ell \in \mathbb{R}^n$

$z_1 \leftarrow A_j g_1, \ldots, z_\ell \leftarrow A_j g_\ell$, $w_1 \leftarrow A_j g_1, \ldots, w_\ell \leftarrow A_j g_\ell$

$N \leftarrow \frac{1}{\ell} \sum_{i=1}^{\ell} z_i^T z_i, M \leftarrow \frac{1}{\ell} \sum_{i=1}^{\ell} w_i^T w_i$, $C \leftarrow \frac{1}{\ell} \sum_{i=1}^{\ell} w_i^T z_i$ (estimate for $\text{tr}(A_j^T A_j)$, $\text{tr}(A_j^T A_j)\&\text{tr}(A_{j-1}^T A_{j-1})$) (optimal damping factor)

$\gamma \leftarrow 1 - \frac{2C}{\ell v_{j-1} + 2N}$

$t_j \leftarrow (1-\gamma) t_{j-1} + \frac{1}{\ell} \sum_{i=1}^{\ell} g_i^T (w_i - (1-\gamma)z_i)$

$v_j \leftarrow (1-\gamma)^2 v_{j-1} + \frac{2}{7} (N + (1-\gamma)^2 M - 2(1-\gamma)C)$

end for

**Algorithm 3 Dynamic Trace Estimation w/ Restarts**

**Input**: Implicit matrix-vector multiplication access to $A_1, \ldots, A_m \in \mathbb{R}^{n \times n}$, positive integers $\ell_0, \ell, q \leq m$.

**Output**: $t_1, \ldots, t_m$ approximating $\text{tr}(A_1), \ldots, \text{tr}(A_m)$.

Draw $\ell_0$ random $\pm 1$ vectors $g_1, \ldots, g_{\ell_0} \in \mathbb{R}^n$

Initialize $t_1 \leftarrow \frac{1}{\ell_0} \sum_{i=1}^{\ell_0} g_i^T A_1 g_i$

for $j \leftarrow 2$ to $m$ do

if $j \equiv 1$ (mod $n$) then

Draw $\ell_0$ random $\pm 1$ vectors $g_1, \ldots, g_{\ell_0} \in \mathbb{R}^n$

$t_j \leftarrow \frac{1}{\ell_0} \sum_{i=1}^{\ell_0} g_i^T A_j g_i$

else

Draw $\ell_0$ random $\pm 1$ vectors $g_1, \ldots, g_{\ell_0} \in \mathbb{R}^n$

$t_j \leftarrow t_{j-1} + \frac{1}{\ell} \sum_{i=1}^{\ell} g_i^T (A_j - A_{j-1}) g_i$

end if

end for

### B High Probability Proofs

In this section, we give a full proof of Theorem 1.1 with the correct logarithmic dependence on $1/\delta$. Before doing so, we collect several definitions and results required for proving the theorem.

**Definition 1.** [42] A random variable $X$ with $\mathbb{E}[X] = \mu$ is sub-exponential with parameters $(\nu, \beta)$ if its moment generating function satisfies:

$$\mathbb{E}[e^{\lambda (X-\mu)}] \leq e^{\frac{\nu^2}{\beta^2} \lambda^2} \quad \text{for all} \quad |\lambda| < \frac{1}{\beta}.$$ 

**Claim B.1.** [42] Any sub-exponential random variable with parameters $(\nu, \beta)$ satisfies the tail bound

$$\Pr [ |X - \mu| \geq t ] \leq \begin{cases} 2 e^{\frac{-t^2}{2\beta^2}} & \text{if } 0 \leq t \leq \frac{\nu^2}{\beta^2} \\ 2 e^{\frac{-\nu^2 t^2}{2\beta^2}} & \text{for } t > \frac{\nu^2}{\beta^2}. \end{cases}$$
Claim B.2. Let \( X_1, X_2, \ldots, X_k \) be independent random variables with mean \( \mu_1, \ldots, \mu_k \) and sub-exponential parameters \( (\nu_1, \beta_1), \ldots, (\nu_k, \beta_k) \), then \( \sum_{i=1}^{k} a_i X_i \) is sub-exponential with parameters \( (\nu_*, \beta_*) \) where,

\[
\nu_* = \sqrt{\sum_{i=1}^{k} a_i^2 \nu_i^2} \quad \text{and} \quad \beta_* = \max_{i=1,\ldots,k} a_i \beta_i
\]

Proof. The proof is straight-forward by computing the moment generating function of \( \sum_{i=1}^{k} a_i X_i \) using the independence of \( X_1, X_2, \ldots, X_k \). Specifically, for \( |\lambda| < 1/(\max_{i=1,\ldots,k} a_i \beta_i) \) we have:

\[
\mathbb{E}[e^{\lambda \sum_{i=1}^{k} a_i (X_i - \mu_i)}] = \prod_{i=1}^{k} \mathbb{E}[e^{\lambda a_i (X_i - \mu_i)}] \\
\leq \prod_{i=1}^{k} e^{\frac{x^2 a_i^2 \nu_i^2}{2}} = e^{\frac{x^2 \nu_*^2}{2}}.
\]

As discussed, a tight analysis of Hutchinson’s estimator, and also our DeltaShift algorithm, relies on the Hanson-Wright inequality [13], which shows that any quadratic form involving a vector with i.i.d. sub-Gaussian entries is a sub-exponential random variable. Thanks to existing concentration results for sub-exponential’s this allows us to obtain a better dependence on the failure probability than given by the cruder Chebyshev’s inequality presented in the paper’s main text. Specifically, we use the following version of the inequality:

Claim B.3. [Corollary of Theorem 1.1, [35]] For \( A \in \mathbb{R}^{n \times n} \), let \( h_\ell(A) \) be Hutchinson’s estimator as defined in Section 2, implemented with Rademacher random vectors. \( h_\ell(A) \) is a sub-exponential random variable with parameters

\[
\nu = \frac{c_1 \|A\|_F}{\sqrt{\ell}} \quad \text{and} \quad \beta = \frac{c_2 \|A\|_2}{\ell}
\]

where \( c_1, c_2 \) are absolute constants.

Proof. Recall that \( h_\ell(A) \) is an average of \( \ell \) independent random variables, each of the form \( g^T A g \), where \( g \in \mathbb{R}^n \) is a vector with independent \( \pm 1 \) Rademacher random entries. We start by decoupling \( g^T A g \) in two sums involving diagonal and off-diagonal terms in \( A \):

\[
g^T A g = \sum_{i=1}^{n} g_i^2 A_{ii} + \sum_{i,j: i \neq j} A_{ij} g_i g_j.
\]

Here \( g_i \) denotes the \( i \)th entry of \( g \). Since each \( g_i \) is sampled i.i.d. from a \( \pm 1 \) Rademacher distribution, the first term is constant with value \( \sum_{i=1}^{n} A_{ii} = \text{tr}(A) \). [35] derive a bound on the moment generating function for the off-diagonal term, which they denote \( S = \sum_{i,j: i \neq j} A_{ij} g_i g_j \). Specifically, they show that

\[
\mathbb{E}[e^{\lambda S}] \leq e^{\frac{c_1 \|A\|_F^2}{2}} e^{\frac{\beta}{2} \lambda^2 / 2}, \quad \text{for all} \quad |\lambda| < \frac{1}{c_2 \|A\|_2},
\]

where \( c_1, c_2 \) are positive constants. As \( S \) is mean zero, we conclude that it is sub-exponential with parameters \( (c_1 \|A\|_F, c_2 \|A\|_2) \) (refer to Definition 1), and thus \( g^T A g \) (which is just \( S \) added to a constant) is sub-exponential with same parameters. Finally, from Claim B.2 we immediately have that \( h_\ell(A) \) is sub-exponential with parameters \( (c_1 \|A\|_F, c_2 \|A\|_2 / \ell) \). Note that, while we only consider \( \pm 1 \) Rademacher random vectors, a similar analysis can be performed for any i.i.d. sub-Gaussian random entries by showing that the diagonal term is itself subexponential (it will no longer be constant). The result will involve additional constants depending on the choice of \( g_i \). In the case when \( g_i \) are i.i.d. standard normals, the diagonal term is a scaled chi-squared random variable.
Now, we are ready to move on to the main result.

**Theorem 1.1** (Restated). For any $\epsilon, \delta, \alpha \in (0, 1)$, Algorithm \[1\] run with $\gamma = \alpha$, $\ell_0 = O \left( \frac{\log(1/\delta)}{\epsilon^2} \right) $, and $\ell = O \left( \frac{\alpha \log(1/\delta)}{\epsilon^2} \right) $ solves Problem 1. In total, it requires

$$O \left( m \cdot \frac{\alpha \log(1/\delta)}{\epsilon^2} + \frac{\log(1/\delta)}{\epsilon^2} \right)$$

matrix-vector multiplications with $A_1, \ldots, A_m$.

**Proof.** The proof is by induction. Let $t_1, \ldots, t_m$ be the estimators for $\text{tr}(A_1), \ldots, \text{tr}(A_m)$ returned by Algorithm \[1\]. We claim that, for all $j = 1, \ldots, m$, $t_j$ is sub-exponential with parameters

$$\nu_j \leq \frac{\epsilon}{2 \sqrt{\log(2/\delta)}}, \quad \beta_j \leq \frac{\epsilon^2}{4 \log(2/\delta)}. \quad (11)$$

If we can prove (11), the theorem immediately follows by applying Claim B.1 with $t = \epsilon$ to the random variable $t_j$. Recall that $\mathbb{E}[t_j] = \text{tr}(A_j)$.

First consider the base case, $t_1 = h_{t_0}(A_1)$. By Claim B.3, $h_{t_0}(A_1)$ is sub-exponential with parameters \( \left( \frac{c_1}{\sqrt{t_0}}, \frac{c_2}{\|A_1\|} \right) \). Noting that $\|A_1\|_2 \leq \|A_1\|_F \leq 1$ and setting constants appropriately on $\ell_0$ gives the bound.

Next consider the inductive case. Recall that $t_j = (1 - \gamma) t_{j-1} + h\ell(\Delta_j)$, where $\Delta_j = A_j - (1 - \gamma) A_{j-1}$. As shown in Section 3.1, $\|\Delta_j\|_F \leq 2\alpha$. So by Claim B.3, $h\ell(\Delta_j)$ is sub-exponential with parameters \( \left( \frac{2c_\alpha}{\sqrt{\ell}}, \frac{2c_\alpha}{\|\Delta_j\|} \right) \). As long as $\ell = c \cdot \frac{\alpha \log(2/\delta)}{\epsilon^2}$ for sufficiently large constant $c$, we therefore have by Claim B.2 that

$$\beta_j = \max \left[ (1 - \gamma) \beta_{j-1}, \frac{2c_2\alpha}{\ell} \right] \leq \frac{\epsilon^2}{4 \log(2/\delta)}. $$

Note that above we used the $\|\Delta_j\|_2 \leq \|\Delta_j\|_F \leq 2\alpha$. Setting $\gamma = \alpha$, we also have

$$\nu_j^2 = (1 - \alpha)^2 \nu_{j-1}^2 + \left( \frac{2c_\alpha}{\sqrt{\ell}} \right)^2$$

$$\leq (1 - \alpha) \nu_{j-1}^2 + (1 - \gamma) \nu_{j-1}^2, \quad \nu_{j-1}^2.$$

The inequality \( \left( \frac{2c_\alpha}{\sqrt{\ell}} \right)^2 \leq \alpha \nu_{j-1}^2 \) follows as long as $\ell = c \cdot \frac{\alpha \log(2/\delta)}{\epsilon^2}$ for sufficiently large constant $c$. We have thus proven (11) and the theorem follows. \( \square \)

### C DeltaShift++ Analysis

In this section, we prove Theorem 4.3. Before doing so, we include pseudocode for the DeltaShift++ algorithm. We let $h^{++}_\ell(A)$ denote the output of the Hutch++ algorithm from \[30\] run with $\ell$ matrix-vector multiplications – we refer the reader to that paper for details of the method.

**Algorithm 4 DeltaShift++**

**Input:** Implicit matrix-vector multiplication access to $A_1, \ldots, A_m \in \mathbb{R}^{n \times n}$, positive integers $\ell_0, \ell$, damping factor $\gamma \in [0, 1]$.

**Output:** $t_1, \ldots, t_m$ approximating $\text{tr}(A_1), \ldots, \text{tr}(A_m)$.

1. Draw $\ell_0$ random $\pm 1$ vectors $g_1, \ldots, g_{\ell_0} \in \mathbb{R}^n$
2. Initialize $t_1 \leftarrow h^{++}_\ell(A_1)$
3. for $j \leftarrow 2$ to $m$
   1. $t_j \leftarrow \gamma \cdot h^{++}_\ell(A_j) + (1 - \gamma) \left( t_{j-1} + h^{++}_\ell(A_j - A_{j-1}) \right)$
4. end for
As in the analysis of DeltaShift, we bound the variance of \( t \), which is not easy to approximate using stochastic estimators. However, it turns out that this variance we then just apply Chebyshev’s inequality to obtain the required guarantee for Problem 2.

\[ \ell \]

where the last inequality holds as long as \( S \). Then the recursive case:

\[ \text{Var} [t_j] = \gamma^2 \text{Var} [\hat{h}_k^{++} (A_j)] + (1 - \gamma)^2 \text{Var} [\hat{h}_k^{++} (\Delta_j)] + (1 - \gamma)^2 \text{Var} [t_{j-1}] \]

\[ \leq \frac{16 \gamma^2 \| A_j \|_2^2}{\ell^2} + \frac{16 (1 - \gamma)^2 \alpha^2}{\ell^2} + (1 - \gamma)^2 \delta e^2 \]

\[ \leq \frac{16 \alpha^2}{\ell^2} + \frac{16 \alpha^2}{\ell^2} + (1 - \alpha) \delta e^2 \]

\[ \leq \frac{\alpha}{2} \delta e^2 + \frac{\alpha}{2} \delta e^2 + (1 - \alpha) \delta e^2 = \delta e^2, \]

where the last inequality holds as long as \( \ell = \frac{4 \sqrt{2 \alpha / \delta}}{\epsilon} \). Given a bound on the variance of \( t_1, \ldots, t_m \), we then just apply Chebyshev’s inequality to obtain the required guarantee for Problem 2.

Choosing \( \gamma \) in practice. As in Section 3.2 we would like to choose \( \gamma \) automatically without the knowledge of \( \alpha \). We can do so in a similar way as before by minimizing an approximation to the variance of \( t_j \) over all possible choices of \( \gamma \). This is a bit trickier than it was for DeltaShift because the stated variance of Hutch++ in Fact 4.2 depends on the nuclear norm of the matrix being estimated, which is not easy to approximate using stochastic estimators. However, it turns out that this variance is simply an upper bound provided by the analysis in [30]: the precise variance bound depends on \( \| A - PA_l \|_F^2 \), where \( P \) is a low-rank projection matrix obtained when running Hutch++. This quantity can be computed via stochastic trace estimation, and by doing so we obtain an expression for a near optimal choice of \( \gamma \), exactly as in Section 3.2. This near optimal \( \gamma \) is what is used in our experimental evaluation. Note that obtaining this \( \gamma \) is what necessitated the reformulated recurrence of (13), as we only require the variance of Hutch++ run on two fixed matrices at each iteration: \( A_j \) and \( \Delta_j = A_j - A_{j-1} \). DeltaShift on the other hand involved a matrix \( \Delta_j = A_j - (1 - \gamma) A_{j-1} \) that depended on \( \gamma \). It would not be possible to easily obtain a direct equation for the variance of Hutch++ applied to this matrix as the matrix \( P \) computed by Hutch++ would change depending on \( \gamma \).

Similar to DeltaShift, we choose \( \gamma_i \) at each step \( i \) that minimizes the variance of estimate at that particular step. Specifically, letting \( K_A = \| A - A_k \|_F^2 \) where \( A_k \) is a rank-\( k \) approximation to matrix \( A \), and \( \nu_i \) be the variance of estimate at time step \( i \), we obtain

\[ \gamma_i = \min_{\gamma} \left[ \frac{\gamma^2 8 K_A}{\ell} + (1 - \gamma)^2 (\nu_{i-1} + \frac{8 K_{\Delta_i}}{\ell}) \right] = \frac{8 K_{\Delta_i} + \ell \nu_{i-1} + 8 K_A}{8 K_A + \ell \nu_{i-1} + 8 K_{\Delta_i}}, \]

Note that similar to DeltaShift, we can reuse the matrix-vector products to calculate near-optimal \( \gamma_i \) at each step.

\[ \text{Theorem 4.3 (Restated). For any } \epsilon, \delta, \alpha \in (0, 1), \text{ DeltaShift++ (Algorithm 4) run with } \ell_0 = O(\sqrt{1/\delta}, \ell = O(\sqrt{\alpha/\delta}, \epsilon), \text{ and } \gamma = \alpha, \text{ solves Problem 2 with} \]

\[ O \left( m \cdot \frac{\sqrt{\alpha/\delta}}{\epsilon} + \frac{1}{\epsilon} \right) \]

total matrix-vector multiplications involving \( A_1, \ldots, A_m \).

Proof. DeltaShift++ is based on a slightly different formulation of the recurrence in 4 that was used to design DeltaShift. In particular, rearranging terms, we see that Equation 6 is equivalent to:

\[ \text{tr} (A_j) = (1 - \gamma) \text{tr} (A_{j-1}) + \text{tr} (\Delta_j) + \gamma \text{tr} (A_j), \quad \text{where } \Delta_j = A_j - A_{j-1}. \]

Following this equation, DeltaShift++ approximates \( \text{tr} (A_j) \) via:

\[ t_j = \gamma h_k^{++} (A_j) + (1 - \gamma) (t_{j-1} + h_k^{++} (A_j - A_{j-1})). \]  

As in the analysis of DeltaShift, we bound the variance of \( t_j \) recursively, showing that it is less than \( \delta e^2 \). We start with the base case. From Fact 4.2 and our assumption in Problem 2 that \( \| A_1 \|_* \leq 1 \), we have the Var \[ t_1 \] \( \leq \epsilon^2 / \delta \) as long as \( \ell_0 = \sqrt{\delta / \epsilon} \). Then the recursive case:

\[ \text{Var} [t_j] = \gamma^2 \text{Var} [h_k^{++} (A_j)] + (1 - \gamma)^2 \text{Var} [h_k^{++} (\Delta_j)] + (1 - \gamma)^2 \text{Var} [t_{j-1}] \]

\[ \leq \frac{16 \gamma^2 \| A_j \|_2^2}{\ell^2} + \frac{16 (1 - \gamma)^2 \alpha^2}{\ell^2} + (1 - \gamma)^2 \delta e^2 \]

\[ \leq \frac{16 \alpha^2}{\ell^2} + \frac{16 \alpha^2}{\ell^2} + (1 - \alpha) \delta e^2 \]

\[ \leq \frac{\alpha}{2} \delta e^2 + \frac{\alpha}{2} \delta e^2 + (1 - \alpha) \delta e^2 = \delta e^2, \]
D Experimental details

Allocation of matrix-vector products for Restart and NoRestart methods: The rationale behind the Restart method is using higher number of matrix-vector products for the first matrix in the sequence, letting us use less for subsequent matrices, followed by restarts at set intervals. Note that this still lets us take advantage of relatively small perturbations to the matrices. Following this motivation, for a sequence of 100 matrices we restart every $q = 20$ time steps. The $Q$ matrix-vector multiplications (total matrix-vector products) were evenly distributed to each block of 20 matrices, and then $1/3$ of those used for estimating the trace of the first matrix in the block, and the rest split evenly among the remaining 19. For NoRestart, the same number of vectors were allocated to $A_1$ as for Restart, and the rest evenly divided among all 99 remaining steps, which results in better accuracy for $A_1$ compared to Hutchinson’s and DeltaShift.

Synthetic data: For synthetic data experiments, we consider a random symmetric matrix $A \in \mathbb{R}^{n \times n}$ and random perturbation $\Delta \in \mathbb{R}^{n \times n}$ to $A$ for 100 time steps, with $n = 2000$. We consider two cases, one where the perturbations are small (Fig. 1(a)) and one where the perturbations are significant (Fig. 1(b)). For both cases, $A_1$ (first matrix in the sequence) is a symmetric matrix with uniformly random eigenvectors and eigenvalues in $[-1, 1]$. For small perturbations, each perturbation is a random rank-1 matrix: $\Delta_j = 5e^{-5} \cdot r \cdot g g^T$ where $r$ is random $\pm 1$ and $g \in \mathbb{R}^n$ is random Gaussian. For the large perturbation case, each $\Delta_j$ is a random rank-25 positive semidefinite matrix. As such, $A$’s trace and Frobenius norm monotonically increase over time, which is reflected in increasing absolute error among all algorithms.

Estimating natural connectivity: Application of dynamic trace estimation to the problem discussed in [33] involves estimating the natural connectivity of a dynamic graph (which is $\text{tr}(\exp (B))$ for an adjacency matrix $B$). We use Lanczos with 15 iterations to approximate the matrix-vector product $\exp (B) \cdot g$ and start with an accurate estimate for the first matrix in the sequence (using 5000 matrix-vector products with Hutchinson’s). For estimating the trace of $\Delta_j$ matrices, we use $\ell = 50$ for DeltaShift and DeltaShift++ across 100 time steps. Note that for estimating trace of matrix $A$, Hutch++ allocates the number of matrix-vector products as $\ell/3$ for three separate purposes (refer [30]). For estimating trace of $\Delta_j$, we can divide these matrix-vector products as $\ell/5$ instead of $\ell/6$ (for two matrices $A_{i+1}$ and $A_i$) as we can reuse one set of matrix-vector products.

Hessian spectral density: Approximating the spectral density of Hessian requires computing the trace of polynomials of the Hessian. We consider the Chebyshev polynomials. The three term recurrence relation for the Chebyshev polynomials of first kind is:

$$T_0(H) = I \quad T_1(H) = H \quad T_{n+1}(H) = 2HT_n(H) - T_{n-1}(H) \quad (15)$$

Here $I$ is the identity matrix. As Chebyshev polynomials form orthogonal basis for functions in range $[-1, 1]$, as a first step we estimate the maximum eigenvalue of the Hessian using power iteration and scale $H = H/\lambda_{\text{max}}$. Like trace estimation, power iteration requires computing Hessian-vector products, which we compute approximately using the PyHessian library [41]. For a given neural network and loss function, PyHessian efficiently approximates Hessian-vector products by applying Pearlmutter’s method to a randomly sampled batch of data points [32]. To compute matrix-vector products with $T_0(H), T_1(H), \ldots, T_q(H)$, which are needed to approximate the trace of these matrices, we simply implement the recurrence of (15) using PyHessian’s routine for Hessian-vector products. Multiplying by $T_q(H)$ requires $q$ Hessian-vector products in total. As computing ground truth values is impossible in this setting, we use Hutchinson’s with 500 matrix-vector products as the ground truth values.

Experimental setup: All experiments were run on server with 2vCPU @2.2GHz and 27 GB main memory and P100 GPU with 16GB memory.
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