Impact of information and Lévy noise on stochastic COVID-19 epidemic model under real statistical data
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ABSTRACT
In this paper, we consider the dynamical behaviour of a stochastic coronavirus (COVID-19) susceptible-infected-removed epidemic model with the inclusion of the influence of information intervention and Lévy noise. The existence and uniqueness of the model positive solution are proved. Then, we establish a stochastic threshold as a sufficient condition for the extinction and persistence in mean of the disease. Based on the available COVID-19 data, the parameters of the model were estimated and we fit the model with real statistics. Finally, numerical simulations are presented to support our theoretical results.

1. Introduction
As we all know, the epidemic infectious diseases cause a profound impact on the safety of human life and property. In order to better control infectious diseases, scholars in various research directions have made positive contributions to improve the health policy. For example, the H7N9 bird flu, all patients infected with the virus had fever in the early stage, was first reported in Shanghai and Anhui at the end of March 2013. After the outbreak of infectious diseases, how to develop effective treatment measures has become a hot research issue. With the strengthening of media reports and health education, people's awareness of epidemic prevention has gradually improved, which can prevent or delay the occurrence of diseases to a certain extent. This non-drug therapy combined with the drug treatment has yield twice the result with half the effort, especially in the treatment of COVID-19 [6, 14, 19, 20].

In addition, combined the knowledge of a stochastic and differential dynamic system, mathematical model becomes one of the most important measure in controlling the pandemic of the disease (see, e.g. Refs. [2, 17, 19]). It is far enough to understand the dynamics of disease transmission; with using the mathematical model and the knowledge of optimal control, remarkable achievements have been made in disease control [8, 21, 22]. The
main feature of the infectious disease model is to analyze the disease transmission dynamics from the theoretical part. Otherwise, knowledge in the field of optimal control plays a fundamental role in controlling the transmission of disease effectively. Two main types of models are widely used in modelling the dynamics of disease: deterministic and stochastic. For the deterministic model, considering the local and global stability of the mathematical part and using the optimal control strategies for the epidemic models coupled with nonlinear incidence functions are common theoretical analysis methods which are deeply studied by some researchers [18, 22]. On the other hand, for the stochastic model, the stability analysis receives attention and is widely used in modelling the real dynamics of the disease [9, 16, 18]. While comparing the deterministic model, the stochastic model is more fit in the real date of the epidemic disease.

It is widely known that the Gauss noise is commonly used in modelling the stochastic properties of the infectious disease. While comparing with the Gauss white noise, the Levy noise is superior to the Gauss noise in the epidemic model as shown in Refs. [5, 12, 13], despite its mathematical complexity. For some epidemic diseases, which significantly affect the environment noise and the scaled drift velocity falls inside an interval that depends on the threshold values, the advantage of the Levy noise is clearly embodied. Proved by the global and local Lipschitz conditions in some general stochastic differential equation, the additive levy noise can increase the intensity of mutual information in several feedback epidemic models. Due to the Levy noise model, not just takes consideration of only pure-diffusion or pure-jump models but combine these two processes together, so it can accurately describe how the potential of neurons membrane evolves as compared to a simpler diffusion model. Therefore, the model taking the Levy noise into consideration has obvious advantages in modelling the time-varying recurrent neural networks.

In this article, based on stochastic theory, we set up a classical infectious disease model and then investigate the dynamics of COVID-19 epidemic in which we consider the influence of Levy noise. In consideration of the characteristic and the varying population environment, we showed the light on the dynamics of COVID-19 by utilizing the susceptible-infected-removed (SIR) epidemic model.

\[
\begin{align*}
\frac{dS(t)}{dt} &= \Pi - \eta S(t)I(t) - (\delta + d)S(t), \\
\frac{dI(t)}{dt} &= \eta I(t)S(t) - (d + \gamma_1 + \mu_1)I(t), \\
\frac{dR(t)}{dt} &= \gamma_1 I(t) + \delta S(t) - dR(t).
\end{align*}
\]  

(1)

In order to meet the biological significance, all the parameters must be positive and have the following signification:

(1) \(\Pi\): Per capita new born susceptible individuals.
(2) \(d\): Natural death rate.
(3) \(\mu_1\): The death rate due to COVID-19.
(4) \(\eta\): The infected rate of susceptible.
(5) \(\delta\): Vaccination rate of COVID-19.
(6) \(\gamma_1\): The rate of recovering.
To further consider the impact of environmental fluctuations on disease transmission [10, 11, 15], the commonly used methods by many researchers are introducing Gauss white noise in Equation (1). In order to simulate the fluctuation of the environment, one of the standard approaches is to adjust the parameters fluctuate around a mean value caused by continuous fluctuations in the environment [1, 4, 7]. Many researchers find that the basic reproduction number of the disease can be deeply influenced by the ambient white noise [10, 15, 16]. However, when we treat the environment fluctuation equivalently as Lévy noise and combine the real data, what effect will give rise to the dynamics of COVID-19 still remains unknown.

Based on what we discuss above, we introduce an extending model in system (1) and draw on relevant methods from Ref. [3] information intervention and added Lévy. Due to the dual effect of environmental noise (Gauss noise) and Lévy noise, we assume that the noise intensities are proportional to each state $S(t), I(t), R(t)$ and $X(t)$. In this way, the deterministic model (1) can be extended into a stochastic one as listed below:

\[
\begin{align*}
\text{d}S(t) &= [\Pi - \mu_2mX(t)S(t) - \eta S(t)I(t) - (\delta + d)S(t)] \text{d}t \\
&\quad + \xi_1S(t)\text{d}W_1(t) \\
&\quad + \int_Y B_1(y)S(t^-) \tilde{N}(dt, dy), \\
\text{d}I(t) &= [\eta I(t)S(t) - (d + \gamma_1 + \mu_1)I(t)] \text{d}t + \xi_2I(t)\text{d}W_2(t) \\
&\quad + \int_Y B_2(y)I(t^-) \tilde{N}(dt, dy), \\
\text{d}R(t) &= [\gamma_1 I(t) + \mu_2mX(t)S(t) + \delta S(t) - dR(t)] \text{d}t + \xi_3R(t)\text{d}W_3(t) \\
&\quad + \int_Y B_3(y)R(t^-) \tilde{N}(dt, dy), \\
\text{d}X(t) &= \left[\frac{\mu_3I(t)}{(1 + hI(t))} - aX(t)\right] \text{d}t + \xi_4X(t)\text{d}W_4(t) + \int_Y B_4(y)X(t^-) \tilde{N}(dt, dy),
\end{align*}
\]

where the $W_1(t), W_2(2), W_3(t)$ and $W_4(t)$ represent the Brownian motions and $\xi_1, \xi_2, \xi_3$ and $\xi_4$ represent the noise intensity. Obviously, the Brownian motion will satisfy the basic axiom of $W_1(0) = W_2(0) = W_3(0) = W_4(0) = 0$. $Z(t^-)$ stands for the left limit of $Z(t)$. $\tilde{N}$ denotes the compensated random measure defined by $\tilde{N} = N(dt, dy) - \nu(dy)dt$ and $N(dt, dy)$ is a Poisson counting measure with the stationary compensator $\nu(dy)dt$. $\nu$ is defined on a measurable subset $Q$ of $[0, +\infty)$ with $\nu(Q) < \infty$ and $B_i > -1, i = 1, 2, 3, 4$. Here, $S(t), I(t)$ and $R(t)$ represent the susceptible, infected and recovered individuals in the area, $X(t)$ stands for the information density of the population, where $m$ is the information interaction rate caused by individuals who change their behaviour, $\mu_3$ represents the rate of information growth, $\mu_2$ represents the response intensity, $h$ is the saturation constant and $a$ is the natural degradation of information.

The rest of the paper is organized as follows: in Section 2, we show that the model preserves the properties of existence and uniqueness. The sufficient condition of the extinction about the disease is shown in Section 3. As shown in Section 4, we proof the persistence of the disease. Subsequently, the model results have been verified with the help of numerical
simulations and fitted by the real data in Section 5. The work has been finished in Section 6 with a brief conclusion.

2. Existence and uniqueness of positive solution

The existence as well as the unique global positive solution of the system’s (2) with relapse and jumps are discussed in this section, utilizing the similar reasoning as in Ref. [13]. We will use two classical hypotheses, (H₁) and (H₂), to justify the existence and uniqueness of a global positive solution of (2).

(H₁). For every $M > 0$ $\exists L_M > 0$ \exists $\int_Y |Q_t(\chi_1, \gamma) - Q_t(\chi_2, \gamma)|^2 \nu(d\gamma) \leq L_M |\chi_1 - \chi_2|^2$, $t = 1, 2, 3, 4$, for $|\gamma_1| \lor |\gamma_2| \leq M$ wherein

\[
Q_1(\chi, \gamma) = B_1(\gamma)\chi \quad \text{for} \quad \chi = S(t^-), \\
Q_2(\chi, \gamma) = B_2(\gamma)\chi \quad \text{for} \quad \chi = I(t^-), \\
Q_3(\chi, \gamma) = B_3(\gamma)\chi \quad \text{for} \quad \chi = R(t^-), \\
Q_4(\chi, \gamma) = B_4(\gamma)\chi \quad \text{for} \quad \chi = X(t^-).
\]

(H₂). $|\log(B_t(\chi))| \leq C$ for $B_t(\chi) > -1$, $t = 1, 2, 3, 4$, with $C$ being a positive constant.

**Theorem 2.1:** For every specified initial value $(S(0), I(0), R(0), X(0)) \in \mathbb{R}^4_+$, model (2) has a distinct global solution $(S(t), I(t), R(t), X(t)) \in \mathbb{R}^4_+ \\forall t \geq 0$ a.s.

**Proof:** Because the drift as well as diffusion are locally Lipschitz, there will be a unique local solution $(S(t), I(t), R(t), X(t))$ over $t \in [0, \zeta_e)$ about any known initial state $(S(0), I(0), R(0), X(0)) \in \mathbb{R}^4_+$, where $\zeta_e$ is the blow time. We need to show that $\tau = \infty$ a.s. to establish that this solution is global. To begin, we show that $(S(t), I(t), R(t), X(t))$ does not blow to infinity in a finite period of time. Allow $k_0 > 0$ to be large enough such that $(S(0), I(0), R(0), X(0))$ falls within the range $[1/k_0, k_0]$. Let us specify the stopping time for every number $k \leq k_0$.

\[
\zeta_k = \inf \left\{ t \in [0, \zeta_e) / (S(t), I(t), R(t), X(t)) \notin \left(\frac{1}{k}, k\right) \right\}. \quad (3)
\]

One may readily observe that $\zeta^+ \leq \zeta_e$ when we set $\inf \emptyset = \infty$, therefore demonstrating that $\zeta^+ = \infty$ a.s. demonstrates that $\zeta_e = +\infty$ a.s. If we presume that $\zeta^+ < \infty$, then there still exists $T > 0$ so that $\mathbb{P}(\zeta^+ < T) > 0$.

Bearing in mind the following function, we will also use an operator $H : \mathbb{R}^4_+ \to \mathbb{R}_+$ from the $C^2$ space as follows:

\[
H(S, I, R, X) = \left( S - C - C \frac{\log S}{C} \right) + (I - 1 - \log I) + (R - 1 - \log R) + (X - 1 - \log X). \quad (4)
\]
Applying Itô formula to $H$ for all $t \in [0, \xi^+]$, and $C$ will be determined later.

\[
\begin{align*}
\text{d}H &= LH(S, \mathcal{I}, \mathcal{R}, X)\text{d}t + \xi_1(S - C)\text{d}W_1(t) + \xi_2(\mathcal{I} - 1)\text{d}W_2(t) \\
&\quad + \int_{\gamma} \left[ B_1(\gamma)S - C \log (1 + B_1(\gamma)) \right] \tilde{N}(\text{d}t, \text{d}\gamma) \\
&\quad + \int_{\gamma} \left[ B_2(\gamma)\mathcal{I} - \log (1 + B_2(\gamma)) \right] \tilde{N}(\text{d}t, \text{d}\gamma) \\
&\quad + \int_{\gamma} \left[ B_3(\gamma)\mathcal{R} - \log (1 + B_3(\gamma)) \right] \tilde{N}(\text{d}t, \text{d}\gamma) \\
&\quad + \int_{\gamma} \left[ B_4(\gamma)X - \log (1 + B_4(\gamma)) \right] \tilde{N}(\text{d}t, \text{d}\gamma). \\
\end{align*}
\tag{5}
\]

In Equation (5), $LH : \mathbb{R}^4_+ \rightarrow \mathbb{R}_+$ is given by the following definition, and using condition $(H_2)$, we obtain

\[
\begin{align*}
LH &\leq \Pi + (C\eta - (d + \mu_1))\mathcal{I} + \frac{C\mu_2m\mu_3\Pi}{a(d + h\mu_3)} + C(d + \delta) + 2d + \gamma_1 + \frac{\mu_3}{h} + a \\
&\quad + \frac{C\xi_1^2 + \xi_2^2 + \xi_3^2 + \xi_4^2}{2} + \int_{\gamma} \left[ CB_1(\gamma) - C \log (1 + B_1(\gamma)) \right] v(\text{d}\gamma) \\
&\quad + \int_{\gamma} \left[ B_2(\gamma) - \log (1 + B_2(\gamma)) \right] v(\text{d}\gamma) + \int_{\gamma} \left[ B_3(\gamma) - \log (1 + B_3(\gamma)) \right] v(\text{d}\gamma) \\
&\quad + \int_{\gamma} \left[ B_4(\gamma) - \log (1 + B_4(\gamma)) \right] v(\text{d}\gamma), \\
\end{align*}
\tag{6}
\]

where $C = (d + \mu_1) / \beta$ such that $C\beta I - (d + \mu_1)I = 0$, then

\[
\begin{align*}
LH &\leq \Pi + \frac{C\mu_2m\mu_3\Pi}{a(d + h\mu_3)} + C(d + \delta) + 2d + \gamma_1 + \frac{\mu_3}{h} + a \\
&\quad + \frac{C\xi_1^2 + \xi_2^2 + \xi_3^2 + \xi_4^2}{2} + \int_{\gamma} \left[ CB_1(\gamma) - C \log (1 + B_1(\gamma)) \right] v(\text{d}\gamma) \\
&\quad + \int_{\gamma} \left[ B_2(\gamma) - \log (1 + B_2(\gamma)) \right] v(\text{d}\gamma) + \int_{\gamma} \left[ B_3(\gamma) - \log (1 + B_3(\gamma)) \right] v(\text{d}\gamma) \\
&\quad + \int_{\gamma} \left[ B_4(\gamma) - \log (1 + B_4(\gamma)) \right] v(\text{d}\gamma). \\
\end{align*}
\tag{7}
\]

Estimating expectation and integrating either sides of Equation (5) between zero and $\zeta_m \land T$,

\[
\begin{align*}
0 &\leq E \left[ S(\zeta_k \land T), \mathcal{I}(\zeta_k \land T), \mathcal{R}(\zeta_k \land T), X(\zeta_k \land T) \right] \\
&\leq H(S(0), \mathcal{I}(0), \mathcal{R}(0), X(0)) + E \left[ \int_{0}^{\xi_k \land T} K \right] \\
&\leq H(S(0), \mathcal{I}(0), \mathcal{R}(0), X(0)) + TK. \\
\end{align*}
\tag{8}
\]
When \( \omega = \{ T \geq \xi_k \} \) is used for \( k_1 \leq k \), \( \mathbb{P}(\omega_k) \geq \epsilon \) is predicted. It is worth noting that for any \( \omega \) in \( \Omega_k \), at minimum one, \( S(\tau_k, \omega), I(\tau_k, \omega), R(\tau_k, \omega), X(\tau_k, \omega) \) exists and is equal to \( 1/k \) or \( k \).

As a result \( H(S(\xi_k), I(\xi_k), R(\xi_k), X(\xi_k)) \) is larger than or equal to \( k - \log k - 1 \) or \((1/k) + \log k - 1\). So as a result,

\[
E \left( k - \log k - 1 \right) \wedge \left( \frac{1}{k} + \log k - 1 \right) \leq H(S(\xi_k), I(\xi_k), R(\xi_k), X(\xi_k)).
\] (9)

By \( \mathbb{P}(\xi^+ < T) > 0 \) and Equation (8), we obtain

\[
H(S(0), I(0), R(0), X(0)) + KT \geq E \left[ 1_{\Omega(\omega)} H(S(\xi_k), I(\xi_k), R(\xi_k), X(\xi_k)) \right],
\]

\[
\geq E \left[ (k - \log k - 1) \wedge \left( \frac{1}{k} + \log k - 1 \right) \right].
\] (10)

The pointing operator of \( \Omega \) is represented by \( 1_{\Omega(\omega)} \). By assuming \( k \to \infty \), the paradox \( \infty > H(S(0), I(0), R(0), X(0)) + KT = \infty \) can be obtained, showing \( \xi^\infty = \infty \) and thus concluding the deduction.

**Lemma 2.1:** A unique solution of system (2) on \( t \geq 0 \) will persist in \( \Gamma \) having probability 1 for any initial value \( (S(0), I(0), R(0)) \in R_+^3 \).

**Proof:** The developed scheme (2) makes this evident.

\[
\frac{dN(t)}{dt} = (\Pi - dN(t) - \mu_1 I(t))dt + \xi_1 W_1(t) + \xi_2 W_2(t) + \xi_3 W_3(t) + \xi_4 W_4(t)
\]

\[
+ \int_Y \left[ \log(1 + B_1(\gamma)) \right] \tilde{N}(dt, d\gamma) + \int_Y \left[ \log(1 + B_2(\gamma)) \right] \tilde{N}(dt, d\gamma)
\]

\[
+ \int_Y \left[ \log(1 + B_3(\gamma)) \right] \tilde{N}(dt, d\gamma) + \int_Y \left[ \log(1 + B_4(\gamma)) \right] \tilde{N}(dt, d\gamma)
\]

\[
\leq (\Pi - dN(t))dt + \xi_1 W_1(t) + \xi_2 W_2(t) + \xi_3 W_3(t) + \xi_4 W_4(t)
\]

\[
+ \int_Y \left[ \log(1 + B_1(\gamma)) \right] \tilde{N}(dt, d\gamma) + \int_Y \left[ \log(1 + B_2(\gamma)) \right] \tilde{N}(dt, d\gamma)
\]

\[
+ \int_Y \left[ \log(1 + B_3(\gamma)) \right] \tilde{N}(dt, d\gamma) + \int_Y \left[ \log(1 + B_4(\gamma)) \right] \tilde{N}(dt, d\gamma).
\] (11)

Integrating Equation (11) from \( 0 - t \) implies that \( \Pi/(d + \mu_1) \leq dN(t)/dt \leq \Pi - dN(t) \), then we have

\[
\frac{\Pi}{d + \mu_1} \leq \lim inf_{t \to \infty} N(t) \leq \lim sup_{t \to \infty} N(t) \leq \frac{\Pi}{d}.
\] (12)

It can be seen from the values of \( S, I \) and \( R \) that the proposed model (2) is bounded by \( \Pi/d \). Last equation of system (2) implies that \( I \leq \Pi/d \), we get \( \lim sup_{t \to \infty} X \leq d\Pi/a(d + h\Pi) \). As a result, we get \( \Gamma \) to be the positively invariant bounded set. The paths of all solutions starting everywhere in \( R_+^3 \) would then approach \( \Gamma \) and stay there with probability 1. ■
3. Extinction of the disease

The biggest concern in epidemiological studies is identifying how to analyse communicable diseases behaviour in order to eradicate epidemics on a protracted basis. We will construct sufficient conditions for disease extinction through the stochastic model throughout this section. The system’s (2) deterministic threshold parameter is defined as follows:

\[ R_0^D = \frac{\eta \Pi}{(d + \gamma_1 + \mu_1)(\delta + d)}. \]  

Prior to actually examining the characteristics of the stochastic epidemic model with jumps (2), it is essential to understand the dynamics of the stochastic epidemic models including jump. Therefore, first we introduce the basic reproductive parameter denoted by \( R_s \) for stochastic model as stated by Equation (2) and define as

\[ R_s = \frac{\eta \Pi}{(\delta + d)(d + \mu_1 + \gamma_1 + (1/2)\xi_2^2 + \int_Y [B_2(Y) - \log (1 + B_2(Y))] \nu(dY))}. \]

**Theorem 3.1:** Let \((S_t, I_t, R_t, X_t)\) be the solution of system (2) with \((S_0, I_0, R_0, X_0) \in \mathbb{R}^4_+\); if \( R_s < 1 \), then the solution of stochastic hepatitis B model (2) results in

\[
\begin{align*}
\lim_{t \to \infty} \langle S(t) \rangle &= \frac{\Pi}{d + \delta} \text{ a.s.,} \\
\limsup_{t \to \infty} \frac{\log I(t)}{t} &< 0 \text{ a.s.,} \\
\lim_{t \to \infty} \langle R(t) \rangle &= \frac{\delta \Pi}{d(d + \delta)} \text{ a.s.,} \\
\lim_{t \to \infty} \langle X(t) \rangle &= 0 \text{ a.s.,}
\end{align*}
\]

namely the disease extinct with probability one.

**Proof:** Utilizing Itô formula to the second equation of system (2), then

\[
d\log I(t) = \left[ \eta S(t) - (d + \gamma_1 + \mu_1) - \frac{1}{2} \xi_2^2 \right] dt - \int_Y [B_2(Y) - \log (1 + B_2(Y))] \nu(dY) \\
+ \xi_2 dW_2(t) + \int_Y [\log (1 + B_2(Y))] \tilde{N}(dt, dY). \tag{15}
\]

The integration of Equation (15) from 0−t leads to the following:

\[
\frac{\log I(0) - \log I(t)}{t} = \frac{1}{t} \int_0^t \left[ \eta S - (d + \mu_1 + \gamma_1) - \frac{1}{2} \xi_2^2 \right] ds \\
- \frac{1}{t} \int_Y [B_2(Y) - \log (1 + B_2(Y))] \nu(dY) \\
+ \frac{1}{t} \xi_2 dW_2(t) + \frac{1}{t} \int_Y [\log (1 + B_2(Y))] \tilde{N}(dt, dY). \tag{16}
\]
The large number theorem and local martingles give
\[
\lim_{t \to \infty} \sup \left[ \frac{1}{t} \xi_2 dW_2(t) + \frac{1}{t} \int_0^t \log \left( 1 + B_2(Y(t)) \right) \tilde{N}(dt, d\gamma) \right] = 0, \tag{17}
\]
where \( t = \{1, 2, 3, \ldots \} \) and we know that \( S(0) \leq \Pi/(d + \delta) \), then
\[
\frac{\eta S - (d + \mu_1 + \gamma_1) - \frac{1}{2} \xi_2^2 - \int_0^t \left( B_2(Y) - \log \left( 1 + B_2(Y) \right) \right) \nu(d\gamma)}{d + \delta - (d + \mu_1 + \gamma_1) - \frac{1}{2} \xi_2^2 - \int_0^t \left( B_2(Y) - \log \left( 1 + B_2(Y) \right) \right) \nu(d\gamma)} = (d + \mu_1 + \gamma_1 + \frac{1}{2} \xi_2^2 + \int_0^t \left( B_2(Y) - \log \left( 1 + B_2(Y) \right) \right) \nu(d\gamma)) (R_\delta - 1). \tag{18}
\]
Therefore, we obtain
\[
\lim_{t \to \infty} \sup \frac{\log T} t \leq \left( d + \mu_1 + \gamma_1 + \frac{1}{2} \xi_2^2 \right. \\
+ \int_0^t \left( B_2(Y) - \log \left( 1 + B_2(Y) \right) \right) \nu(d\gamma) \right) (R_\delta - 1) < 0, \tag{19}
\]
\[
\lim_{t \to \infty} \sup \frac{\log T} t < 0. \tag{20}
\]
Now from the system (2)
\[
\frac{S(t) - S(0)}{t} = \Pi - \eta \langle S(t) \tilde{I}(t) \rangle - \mu_2 m \langle S(t) \tilde{Z}(t) \rangle - (d + \delta) \langle S(t) \rangle
+ \frac{\xi_1}{t} \int_0^t \tilde{W}_1(s) \left[ \int_0^s \tilde{B}_1(Y) S(t^-) \tilde{N}(ds, d\gamma) \right] ds,
\]
\[
\frac{\tilde{I}(t) - \tilde{I}(0)}{t} = \eta \langle S(t) \tilde{I}(t) \rangle - (d + \mu_1 + \gamma_1) \langle \tilde{I}(t) \rangle + \frac{\xi_2}{t} \int_0^t \tilde{W}_2(s) \left[ \int_0^s \tilde{B}_1(Y) \tilde{I}(t^-) \tilde{N}(ds, d\gamma) \right] ds,
\]
\[
\frac{\tilde{R}(t) - \tilde{R}(0)}{t} = \mu_1 \langle \tilde{I}(t) \rangle + \mu_2 m \langle S(t) \tilde{Z}(t) \rangle - d \langle \tilde{R}(t) \rangle + \delta \langle S(t) \rangle + \frac{\xi_3}{t} \int_0^t \tilde{W}_3(s) \left[ \int_0^s \tilde{B}_1(Y) \tilde{R}(t^-) \tilde{N}(ds, d\gamma) \right] ds,
\]
\[
\frac{X(t) - X(0)}{t} = \frac{\mu_3}{(1 + h \langle \tilde{I}(t) \rangle)} \langle X(t) \rangle - a \langle X(t) \rangle + \frac{\xi_4}{t} \int_0^t \tilde{W}_3(s) \left[ \int_0^s \tilde{B}_1(Y) \tilde{Z}(t^-) \tilde{N}(ds, d\gamma) \right] ds.
\]
Using Equation (20), we can get

$$\limsup_{t \to \infty} \frac{\log X_t}{t} < 0.$$ (22)

We compute from Equation (21) that the calculation leads to

$$\langle S(t) \rangle + \langle R(t) \rangle = \frac{\Pi}{d} - \frac{d + \mu_1}{d} \langle I(t) \rangle + \phi(t),$$ (23)

with

$$\phi(t) = \frac{1}{d} \left[ -\frac{S(t) - S(0)}{t} - \frac{I(t) - I(0)}{t} - \frac{R(t) - R(0)}{t} \right. $$

$$\left. + \frac{\xi_1}{t} \int_0^t S dW_1(s) + \frac{\xi_2}{t} \int_0^t I dW_2(s) + \frac{\xi_3}{t} \int_0^R dW_3(s) \right]$$

$$+ \frac{1}{t} \int_0^t \left[ \int_{\mathcal{\mathcal{A}}} B_1(\mathcal{A}) S(t^-) \tilde{N}(dt, d\mathcal{\mathcal{A}}) \right] ds$$

$$+ \frac{1}{t} \int_0^t \left[ \int_{\mathcal{\mathcal{A}}} B_2(\mathcal{A}) I(t^-) \tilde{N}(dt, d\mathcal{\mathcal{A}}) \right] ds$$

$$+ \frac{1}{t} \int_0^t \left[ \int_{\mathcal{\mathcal{A}}} B_3(\mathcal{A}) R(t^-) \tilde{N}(dt, d\mathcal{\mathcal{A}}) \right] ds.$$ (24)

Obviously, \( \phi(t) = 0 \) if we use Equation (17) and \( t \to \infty \).

Now putting Equations (24) and (20) in Equation (23), we get

$$\lim_{t \to \infty} \langle S(t) + R(t) \rangle = \frac{\Pi}{d} \text{ a.s.}$$ (25)

From the first equation of system equation (21), we obtain

$$\frac{S(t) - S(0)}{t} = \Pi - \eta \langle S(t) I(t) \rangle - \mu_2 m \langle S(t) X(t) \rangle - (d + \delta) \langle S(t) \rangle + \frac{\xi_1}{t} \int_0^t S dW_1(s)$$

$$+ \frac{1}{t} \int_0^t \left[ \int_{\mathcal{\mathcal{A}}} B_1(\mathcal{A}) S(t^-) \tilde{N}(dt, d\mathcal{\mathcal{A}}) \right],$$ (26)

which implies

$$\langle S(t) \rangle = \Pi - \eta \langle S(t) I(t) \rangle - \mu_2 m \langle S(t) X(t) \rangle - (d + \delta) \langle S(t) \rangle$$

$$- \frac{S(t) - S(0)}{t} + \frac{\xi_1}{t} \int_0^t S dW_1(s)$$

$$+ \frac{1}{t} \int_0^t \left[ \int_{\mathcal{\mathcal{A}}} B_1(\mathcal{A}) S(t^-) \tilde{N}(dt, d\mathcal{\mathcal{A}}) \right] ds,$$ (27)
consequently, from Equations (24), (20), (22), and (17), we can get
\[
\lim_{t \to \infty} \langle S(t) \rangle = \frac{\Pi}{(d + \delta)}, \quad \text{a.s.}
\]
Now we have
\[
\lim_{t \to \infty} \langle R(t) \rangle = \frac{v \Pi}{d(d + \delta)} \quad \text{a.s.,}
\]
which proves the complete result. \(\blacksquare\)

4. Persistence of the disease

We will present a criteria for disease persistence for model (2) inside this section, and our major conclusion will be stated by the subsequent lemmas and theorem.

Lemma 4.1 (Strong law [13, 18]): Let \( M = \{M\}_{0 \leq t} \) be continuous and real valued along with local martingale and vanish at \( t \to 0 \), so
\[
\lim_{t \to \infty} \langle M, M \rangle_t = \infty, \quad \text{a.s.} \Rightarrow \lim_{t \to \infty} M_t = 0, \quad \text{a.s.,}
\]
\[
\lim_{t \to \infty} \sup_t \langle M, M \rangle_t < 0, \quad \text{a.s.} \Rightarrow \lim_{t \to \infty} M_t = 0, \quad \text{a.s.}
\] (28)

Lemma 4.2 ([18]): Let \((S(t), I(t), R(t), X(t))\) be the solution of system (2) with \((S(0), I(0), R(0), X(0)) \in \mathbb{R}_+^4\), then \( \limsup_{t \to \infty} (S(t) + I(t) + R(t), X(t)) < \infty, \quad \text{a.s.} \)
Furthermore,
\[
\lim_{t \to \infty} \frac{S(t)}{t} = 0, \quad \lim_{t \to \infty} \frac{I(t)}{t} = 0, \quad \lim_{t \to \infty} \frac{R(t)}{t} = 0, \quad \lim_{t \to \infty} \frac{X(t)}{t} = 0 \quad \text{a.s.,}
\] (29)
\[
\lim_{t \to \infty} \frac{\ln S(t)}{t} = 0, \quad \lim_{t \to \infty} \frac{\ln I(t)}{t} = 0, \quad \lim_{t \to \infty} \frac{\ln R(t)}{t} = 0, \quad \lim_{t \to \infty} \frac{\ln X(t)}{t} = 0 \quad \text{a.s.,}
\] (30)

and
\[
\lim_{t \to \infty} \frac{\int_0^t S(u)dB_1(u)}{t} = 0, \quad \lim_{t \to \infty} \frac{\int_0^t I(u)dB_2(u)}{t} = 0,
\]
\[
\lim_{t \to \infty} \frac{\int_0^t R(u)dB_3(u)}{t} = 0, \quad \lim_{t \to \infty} \frac{\int_0^t Z(u)}{t} = 0, \quad \text{a.s.}
\] (31)

Then the solution of (2) is
\[
\limsup_{t \to \infty} (S(t) + I(t) + R(t)) = \frac{\Pi}{d}, \quad \limsup_{t \to \infty} X(t) = \frac{\mu_3}{ah} \quad \text{a.s.}
\] (32)

Definition 4.1 ([13, 18]): The proposed model (2) is known as persistent if
\[
\liminf_{t \to \infty} \frac{1}{t} \int_0^t I(r)dr > 0 \quad \text{a.s.}
\] (33)
Theorem 4.1: If $R_0^a = \eta \Pi / c_1 c_2$, then for every starting value $(S(0), I(0), R(0), X(0)) \in R^4_+$, the pandemic $I(t)$ has the axiom

$$\liminf_{t \to \infty} (I(t)) \geq \frac{2\Pi (\sqrt{R_0^a} - 1)}{c_1 \eta} \text{ a.s.,}$$

where

$$c_1 = \frac{\Lambda}{(d + \delta + (\mu_3 m \mu_3 / ah) + \frac{1}{2} \xi_1^2 \lambda + \int_\gamma \left[ B_1(\gamma) - \log (1 + B_1(\gamma)) \right] \nu(d\gamma))},$$

$$c_2 = \frac{\Lambda}{(d + \mu_1 + \gamma_1 + (1/2) \xi_2^2 \lambda + \int_\gamma \left[ B_2(\gamma) - \log (1 + B_2(\gamma)) \right] \nu(d\gamma))}.$$

Then we can say the pandemic will overcome if $R_0^a > 1$.

Proof: Set

$$V_1 = -[c_1 \ln S + c_2 \ln I],$$

where $c_1$ and $c_2$ are constants and we will find later. Applying Itô formula, we have

$$dV_1 = \mathcal{L}V_1 - c_1 \xi_1 dW_1(t) - c_2 \xi_2 dB_2(t)$$

$$- \int_\gamma \left[ \log (1 + B_1(\gamma)) \right] \tilde{N}(dt, d\gamma) - \int_\gamma \left[ \log (1 + B_2(\gamma)) \right] \tilde{N}(dt, d\gamma),$$

$$\mathcal{L}V_1 = c_1 \mathcal{L}(- \ln S) + c_2 \mathcal{L}(- \ln I)$$

$$= -c_1 \frac{\Pi}{S} + c_1 \eta I + c_1 \mu_3 m X + c_1 (d + \delta)$$

$$+ c_1 \frac{1}{2} \xi_1^2 - c_2 \eta S + c_2 (d + \mu_1 + \gamma_1) + c_2 \frac{1}{2} \xi_2^2$$

$$+ \int_\gamma \left[ B_1(\gamma) - \log (1 + B_1(\gamma)) \right] \nu(d\gamma)$$

$$+ \int_\gamma \left[ B_2(\gamma) - \log (1 + B_2(\gamma)) \right] \nu(d\gamma)$$

$$\leq -c_1 \frac{\Pi}{S} - c_2 \eta S + c_1 \left( d + \delta + \frac{\mu_3 m \mu_3}{ah} + \frac{1}{2} \xi_1^2 \right.$$

$$+ \int_\gamma \left[ B_1(\gamma) - \log (1 + B_1(\gamma)) \right] \nu(d\gamma)$$

$$+ c_2 \left( d + \mu_1 + \gamma_1 + \frac{1}{2} \xi_2^2 + \int_\gamma \left[ B_2(\gamma) - \log (1 + B_2(\gamma)) \right] \nu(d\gamma) \right) + c_1 \beta I$$

$$\leq -2 \sqrt{c_1 c_2 \Pi \eta} + c_1 \left( d + \delta + \frac{\mu_3 m \mu_3}{ah} + \frac{1}{2} \xi_1^2 \right.$$

$$+ \int_\gamma \left[ B_1(\gamma) - \log (1 + B_1(\gamma)) \right] \nu(d\gamma) \right)$$
\[ + c_2 \left( d + \mu_1 + \gamma_1 + \frac{1}{2} \xi_2^2 + \int_\gamma \left[ B_2(\gamma) - \log (1 + B_2(\gamma)) \right] v(d\gamma) \right) + c_1 \beta I. \]  

(38)

Let

\[ c_1 = \frac{\Pi}{(d + \delta + (\mu_3 m \mu_3 / ah) + (1/2) \xi_2^2 + \int_\gamma \left[ B_1(\gamma) - \log (1 + B_1(\gamma)) \right] v(d\gamma)}, \]
\[ c_2 = \frac{\Pi}{(d + \mu_1 + \gamma_1 + (1/2) \xi_2^2 + \int_\gamma \left[ B_2(\gamma) - \log (1 + B_2(\gamma)) \right] v(d\gamma)}, \]

(39)

\[ \mathcal{L} V_1 \leq -2 \sqrt{\frac{\Pi^2 \eta \Pi}{c_1 c_2}} + 2 \Pi + c_1 \eta \mathcal{I} \]
\[ = -2 \Pi \left( \sqrt{\frac{\eta \Pi}{c_1 c_2}} - 1 \right) + c_1 \eta \mathcal{I} \]
\[ = -2 \Pi (\sqrt{R_0^s} - 1) + c_1 \eta \mathcal{I}. \]  

(40)

Substituting Equation (40) into Equation (36), then integrating both sides of the stochastic COVID-19 model (2)

\[ V_1(S(t), \mathcal{I}(t)) - V_1(S(0), \mathcal{I}(0)) \]
\[ \leq -2 \Pi (\sqrt{R_0^s} - 1) + c_1 \eta (\mathcal{I}) - \frac{c_1 \xi_1 dW_1(t)}{t} - \frac{c_2 \xi_2 dB_2(t)}{t} \]
\[ - \frac{1}{t} \int_\gamma \left[ \log (1 + B_1(\gamma)) \right] \tilde{N}(dt, d\gamma) - \frac{1}{t} \int_\gamma \left[ \log (1 + B_2(\gamma)) \right] \tilde{N}(dt, d\gamma), \]  

(41)

where \( \Psi(t) = -c_1 \xi_1^2 B_1(t)/t - (c_2 \xi_2^2 B_2(t)/t) - (1/t) \int_\gamma [\log(1 + B_1(\gamma))] \tilde{N}(dt, d\gamma) - (1/t) \int_\gamma [\log(1 + B_2(\gamma))] \tilde{N}(dt, d\gamma). \) From strong law as stated in Lemma 4.1, we arrive

\[ \lim_{t \to \infty} \Psi(t) = 0. \]  

(42)

From Equation (41), we have

\[ \langle \mathcal{I}(t) \rangle \geq \frac{2 \Pi (\sqrt{R_0^s} - 1)}{c_1 \eta} - \frac{1}{c_1 \eta} \Psi(t) - \frac{1}{c_1 \eta} \left( \frac{V_1(S(t), \mathcal{I}(t)) - V_1(S(0), \mathcal{I}(0))}{t} \right). \]  

(43)

According to Lemma 4.2 and Equation (42), the limit superior of Equation (4), we have

\[ \liminf_{t \to \infty} \langle \mathcal{I}(t) \rangle \geq \frac{2 \Pi (\sqrt{R_0^s} - 1)}{c_1 \eta} \text{ a.s.} \]  

(44)

This ends the proof of Theorem 4.1.
Figure 1. The graphical results show the reported data for the novel corona virus disease in Khyber Pukhtunkhwa Pakistan from 13 April 2020 to 1 October 2020 verses model fitting. (a) Model fitting with infected cases and (b) model fitting with recovered cases.

Table 1. Parameters value (2).

| Parameter | Value     | Source |
|-----------|-----------|--------|
| $\Pi_1$   | 120.0166  | Fitted |
| $\delta$  | 6.6110    | Fitted |
| $\eta$    | 0.1573    | Fitted |
| $d$       | 4.37      | Fitted |
| $\mu_2$   | 0.212     | Fitted |
| $\gamma$  | 0.0081    | Fitted |
| $\mu_5$   | 0.4166    | Fitted |

5. Parameter estimation

The parameters used in the system (2) are estimated depending on the total number of conformed incidents, recovered and deaths data in Khyber Pukhtunkhwa Pakistan. The ordinary least-square solution is utilized to reduce the error terms for the daily reports and the data set in Equation (45), and the related relative error is used in the goodness of fit.

$$\min \left( \frac{\sum_{i=1}^{n} (I_i - \hat{I}_i)^2}{\sum_{i=1}^{n} I_i^2} + \frac{\sum_{i=1}^{n} (R_i - \hat{R}_i)^2}{\sum_{i=1}^{n} R_i^2} \right), \quad (45)$$

where $I_i$ and $R_i$ are, respectively, the reported total number of infected and recovered. $\hat{I}_i$ and $\hat{R}_i$ are the simulated total number of infected and recovered. The simulated cumulative number of infected is calculated by summing the individuals transit from the infected compartment to the recovered compartment for each day. The simulated cumulative number of the recovered individuals is calculated by summing the individuals that transit from the quarantined compartment to the recovered compartment for each day. Figure 1 shows the fit of model to the data. Estimated values of parameters are shown in Table 1.
6. Numerical simulations

To further verify the cogency of the theoretical analysis discussed above, in this part, we give some of the numerical simulation results. The theoretical results are illustrated numerically from two aspects: deterministic (model (1)) and stochastic (model (2)). We choose the time interval from 0 to 200, and the starting value of the \((S(0), I(0), R(0), X(0))\) is set as (10, 50, 50, 10) and \(\Delta = 0.05\).

To ensure the validity of the model and satisfy the biological significance, the parameters and the noise intensity values are listed in Example 6.1. From Figure 2, a clear result is that when the value of basic regenerative number \(R_0^D < 1\), a disease-free equilibrium point exists. Not only the solution trajectory of model (2) with Levy jump but also the stochastic epidemic model (2) approaches to the disease-free equilibrium point of its deterministic version, representing that the disease approaches to be extinct. Theorem 3.1 presents the sufficient condition for extinction of model (2). The numerical simulation results show that the outcomes of Theorem 3.1 will be held if and only if \(R_0 < 1\).

Example 6.1: In this example, the parameters are \(\Pi = 4.80, \delta = 0.58, \eta = 0.03, d = 0.02, \mu_2 = 0.4, m = 0.4, \gamma_1 = 0.20, \mu_1 = 0.02, \mu_3 = 0.10, h = 2.00, a = 0.20\), and
Figure 3. The trajectories of stochastic system (2) and its corresponding deterministic systems for Example 6.2. (a) Susceptible population, (b) infected population, (c) recovered population and (d) information in the population.

In addition, we verify the persistence of the disease numerically and we take the parameters from Example 6.2 in a stochastic version. Under the condition, we calculate that the basic regenerative number \( R_0^D > 1 \), also \( R_0^s > 1 \), which implies that Theorem 4.1 is fulfilled. Under the influence of the weak noise, the epidemic will still remain. As shown in Figure 3(a–d), the epidemic model (2) will persist around average value of the disease which verify the outcomes of Theorem 4.1.

Example 6.2: In this example, the parameters are \( \Pi = 2, \delta = 0.05, \eta = 0.09, d = 0.02, \mu_2 = 0.5, m = 0.01, \gamma_1 = 0.2, \mu_1 = 0.02, \mu_3 = 0.5, h = 1, a = 0.02, \) and the noise intensities assumed are \( \xi_1 = 0.5, \xi_2 = 0.4, \xi_3 = 0.05, \xi_4 = 0.05, \) and \( B_i(\Upsilon) = -k_iB(\Upsilon)/(1 + B(\Upsilon)^2), \Upsilon = 0.5, \) where \( k_1 = 0.5, k_2 = 0.4, k_3 = 0.05, k_4 = 0.05. \) We can calculate
Figure 4. The trajectories of the stochastic system (2) and its corresponding deterministic systems for Example 6.2, with various relapse rate \((\xi_1, \xi_2, \xi_3, \xi_4) = (0.7, 0.5, 0.02, 0.06)\) and \(B(y) = -k_iB(y)/(1 + B(y)^2), y = 0.5\) where \((k_1, k_2, k_3, k_4) = (0.6, 0.45, 0.03, 0.04)\). (a) Susceptible population, (b) infected population, (c) recovered population and (d) information in the population.

Easily the basic reproduction rate \(R_0^D > 1\) and the stochastic threshold \(R_0^* > 1\) which will persist in mean which support the conclusion of Theorem 4.1.

Example 6.3: In this example, we keep the same parameters as Example 6.2 and we change the noise intensities \(\xi_1 = 0.7, \xi_2 = 0.5, \xi_3 = 0.05, \xi_4 = 0.06, B_i(y) = -k_iB(y)/(1 + B(y)^2), y = 0.5\) where \(k_1 = 0.6, k_2 = 0.45, k_3 = 0.03, k_4 = 0.04\). We can calculate easily the basic reproduction rate \(R_0^D > 1\) and the stochastic threshold \(R_0^* > 1\). As observed in Figure 4, the disease will persist in mean which support the conclusion of Theorem 4.1 (see Figure 4(a–d)).

7. Conclusion

This work focuses on investigating the dynamic of stochastic SIR model about COVID-19 with the influence of information intervention and Lévy noise, under real statistic data. First, we investigate the existence and uniqueness of a global positive solution of the proposed model driven by the Levy noise. Second, using the Lyapunov technique, it is concluded that the solution fluctuates around the equilibrium point within reasonable range of
chosen parameters. Third, an empirical analysis corresponding to the COVID-19 disease data from 13 April 2020 to 1 October 2020 in Pakistan has been presented for validation. In addition, illustrating by the numerical result, the population fluctuation of the different types of infected individual has been presented. We deduced that the relapse rate and recovery rate also have intense impacts on the magnitude of the infected individuals. It can be concluded that the role of influence of information intervention and Lévy noise reduces the disease transmission rate. In a future work, we will focus on the stochastic model with vaccination.
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