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1 Introduction

Financial economists have recognized Fama and French’s (1993) three-factor (FF3) model as a de facto standard framework for explaining cross-sectional equity returns. Many previous studies show that the FF3 model is effective in explaining stock returns, not only in the U.S. but also in other developed countries and regions (i.e., Fama and French (1993); Jagannathan et al. (1998); Arshanapalli et al. (1998)). However, some studies point out the existence of new empirical regularities, such as the profitability premium (Novy-Marx (2013)) and the investment premium (Titman et al. (2004); Anderson and Garcia-Feijóo (2006)). Subsequently, Fama and French (2015) propose a five-factor (FF5) model that adds two risk factors representing the new empirical regularities to the FF3 model. Fama and French (2017) examine whether the FF5 model is appropriate for explaining stock returns in 23 developed markets grouped into four regions (North America, Europe, Japan, and Asia-Pacific). They argue that the FF5 model works well to explain the stock returns in the regions. However, some literature has obtained opposite results to Fama and French (2017), in that the FF5 model is not effective for explaining the stock returns in developed countries. Foye (2018) shows that the FF3 and FF5 models are unable to offer a convincing description of U.K. stock returns, while Kubota and Takehara (2018) conclude that the FF5 is not the best benchmark pricing model of Japanese stock returns. Therefore, the effectiveness of Fama–French multi-factor models is controversial.

To clarify the cause of this issue, some studies focus on the following two topics: the manner of the portfolio sorting and factor redundancy. Lewellen et al. (2010) point out that many studies have used portfolios sorted by size and book-to-market (Size-B/M) when testing the FF3 model, but that the FF3 model may not be valid when using portfolios sorted in the different manners. In response to Lewellen et al. (2010), Harvey and Liu (2021) propose a new statistical inference to test the validity of the risk factors in the FF3 and FF5 models, even when individual stocks are used instead of portfolios sorted by Size-B/M. As a result, they find that the validity of the risk factors in the models depends strongly on the differences in portfolio sorting. There are two important studies on the factor redundancy. Fama and French (2015, 2016) show that the value factor may be redundant in the FF5 model based on Gibbons et al.’s (1989) (hereafter referred to as the GRS) statistics. Indeed, Linnainmaa and Roberts (2018) find that the value premium does not appear after 1991 and the investment premium does not appear throughout the sample period. Furthermore, Fama and French (2021) revisit the existence of the value premium and conclude that it may not emerge over time. This implies that the validity of the FF3 and FF5 models may also change over time.

In practice, some studies focus on whether the FF3 and FF5 models work as a benchmark over time. Takehara (2018) explores the time-stability of the FF3 model using Fama and MacBeth’s (1973) two-step regression based on the rolling-window method. He finds that the parameters of the FF3 model change over time in Japan; in particular, the value premium gradually disappears over time. Horváth and Wang (2021) estimate the time-varying parameters on the FF5 model using a rolling GMM estimation to evaluate the performance of the FF5 model on the U.S. stock market. They find significant impacts on the effectiveness of the model for the periods of the dot-com bubble in the early 2000s, the global financial crisis in 2008, and the latest COVID-19 outbreaks, although the estimates are not significant over time in the GMM model. Following on discussions in previous studies, we thus address two research questions. Firstly, we examine whether the validity of the risk factors (or factor redundancy) in the FF3 and FF5 models remains stable over
time. If the validity is not stable over time, then the validity of the FF3 and FF5 models and factor redundancy may also be unstable over time. Secondly, we investigate whether the manner of portfolio sorting affects the time stability of the validity of the risk factors. If the validity and its stability over time differ depending on the manner of portfolio sorting, then the validity of the FF3 and FF5 models themselves and the stability of factor redundancy over time may also depend on the manner of portfolio sorting. In addition, we examine whether the similar results are obtained even when we use different datasets by country and region. If the FF3 and FF5 models are robust, the conclusions should be consistent across countries and regions.

Specifically, we first estimate the time-varying risk premium in the FF3 and FF5 models using Fama and MacBeth’s (1973) two-step estimation based on the rolling window method. We consider the validity of the factors in the model to be compromised for periods when each risk premium is not statistically significantly different from zero. We then rank the models based on the generalized GRS statistics proposed by Kamstra and Shi (2024). This allows us to examine the time stability of the validity of the FF3 and FF5 models and the factor redundancy, as well as whether they depend on the manner of portfolio sorting. The rest of this paper is organized as follows. Section 2 presents our methodology. Section 3 describes the data used in this paper. Section 4 shows our empirical results. Section 5 concludes this study.

2 Methodology

This section presents the econometric method employed to examine the time-varying structure of Fama-French multi-factor models for the U.S., Japan, and Europe. We employ Fama and MacBeth’s (1973) two-step regression with rolling windows rather than testing the models using the entire dataset to identify how and when the significance of the factors changes in the above countries or regions. We also conduct statistical inference to examine the time instability of the models using Kamstra and Shi’s (2024) generalized GRS test and model ranking with rolling windows.

2.1 Preliminaries

Following Fama and French (1993, 2015), we introduce the Fama–French multi-factor model. Equation (1) represents the FF3 model, which is the most widely known multi-factor model:

\[
R_{i,t} - R_{f,t} = \alpha_i + \beta_{i}^{Mkt}(R_{m,t} - R_{f,t}) + \beta_{i}^{SMB}SMB_t + \beta_{i}^{HML}HML_t + \epsilon_{i,t},
\]

where \(R_{i,t}\) is the returns on the \(i\)-th portfolio of Fama and French’s 25 benchmark portfolios at time \(t\), \(R_{f,t}\) is the risk-free rate at time \(t\), \(R_{m,t}\) is the returns on the market portfolio at time \(t\), and \(\epsilon_{i,t}\) is the \(i\)-th error term at time \(t\). Fama and French (1993) expand on the CAPM by adding size and value risk factors to capture market anomalies. The size-risk factor \((SMB_t)\) explains that stocks with small (or large) market caps earn higher returns, while the value-risk factor \((HML_t)\) explains the superior performance of stocks with low (or high) prices-to-book. Following this, Fama and French (2015) introduced the FF5 model, as shown in equation (2):

\[
R_{i,t} - R_{f,t} = \alpha_i + \beta_{i}^{Mkt}(R_{m,t} - R_{f,t}) + \beta_{i}^{SMB}SMB_t + \beta_{i}^{HML}HML_t + \beta_{i}^{RMW}RMW_t + \beta_{i}^{CMA}CMA_t + \epsilon_{i,t}.
\]
They added two risk factors, the profitability-risk \((RW_M_t)\) and investment-risk \((CMA_t)\) factors, to the FF3 model.

2.2 Fama and MacBeth’s (1973) Two-Step Regression with Rolling Windows

We adopt Fama and MacBeth’s (1973) two-step regression with rolling windows to examine the time-instability of the Fama–French multi-factor models. In the two-step regression, we employ the feasible generalized least squares (FGLS) estimator instead of the ordinary least squares (OLS) to reduce the estimation errors as shown in Shanken (1992). Assuming that the parameters of Equations (1) and (2) change over time, we rewrite the Equations as follows:

\[
R_{i,t} - R_{f,t} = \alpha_{i,t} + \beta_{i,t}^{Mkt}(R_{m,t} - R_{f,t}) + \beta_{i,t}^{SMB}SMB_t + \beta_{i,t}^{HML}HML_t + \varepsilon_{i,t},
\]

\[
R_{i,t} - R_{f,t} = \alpha_{i,t} + \beta_{i,t}^{Mkt}(R_{m,t} - R_{f,t}) + \beta_{i,t}^{SMB}SMB_t + \beta_{i,t}^{HML}HML_t + \beta_{i,t}^{RMW}RMW_t + \beta_{i,t}^{CMA}CMA_t + \varepsilon_{i,t}.
\]

We first estimate the time-varying coefficients of Equations (3) and (4) for each window. In the second step, we estimate the time-varying risk premiums for each factor, using the time-varying estimates as independent variables as follows:

\[
E[R_{i,t}] - E[R_{f,t}] = \lambda_{t}^{Mkt}\hat{\beta}_{i,t}^{Mkt} + \lambda_{t}^{SMB}\hat{\beta}_{i,t}^{SMB} + \lambda_{t}^{HML}\hat{\beta}_{i,t}^{HML} + \nu_{i,t},
\]

\[
E[R_{i,t}] - E[R_{f,t}] = \lambda_{t}^{Mkt}\hat{\beta}_{i,t}^{Mkt} + \lambda_{t}^{SMB}\hat{\beta}_{i,t}^{SMB} + \lambda_{t}^{HML}\hat{\beta}_{i,t}^{HML} + \lambda_{t}^{RMW}\hat{\beta}_{i,t}^{RMW} + \lambda_{t}^{CMA}\hat{\beta}_{i,t}^{CMA} + \nu_{i,t},
\]

where each \(\nu_i\) is the \(i\)-th error term and follows an independent and identical distributed process.

2.3 Statistical Inference for Testing the Validity of the FF Models

Here, we describe how to assess the validity of the Fama–French multi–factor models. We can understand that the models correctly capture the behavior of stock returns if all constant terms \(\alpha_i\) for each portfolio in Equations (1) and (2) are not significantly different from zero. Many previous studies employ Gibbons et al.’s (1989) test (hereafter called the GRS test) to confirm whether the above constant terms are zero or not, but the GRS test has an over-rejection problem as shown in Kamstra and Shi (2024). Then we use the generalized GRS test proposed by Kamstra and Shi (2024) to examine the validity of the Fama–French multi–factor models. In the generalized GRS test, the null hypothesis is as follows:

\[ H_0 : \alpha = 0, \quad H_1 : \text{not } H_0 \]

where \(\alpha = \{\alpha'_i\}_{i=1}^n\) in each of the Equations (1) and (2). We assume that the number of portfolios is \(n\), the number of risk factors is \(m\), and the sample size is \(T\). Then the generalized GRS test statistics is defined as follows:

\[
\frac{T(T - n - m)}{n(T - m - 1)}(1 + \hat{\Omega}^{-1}\hat{F}^{-1}\hat{F})^{-1}\hat{\alpha}'\hat{\Sigma}^{-1}\hat{\alpha} \sim F_{n,T-n-m},
\]
The statistics follows the $F$-distribution with degrees of freedom $n$ and $T - n - m$ under the null hypothesis. Let us $\tilde{F}_t$ be the vector of risk factors at time $t$, then each variable is also defined as follows:

$$\tilde{F}_t = \left( \begin{array}{c} f_{1,t} \\ f_{2,t} \\ \vdots \\ f_{m,t} \end{array} \right), \quad \tilde{F} = \frac{1}{T} \sum_{t=1}^{T} \tilde{F}_t, \quad \tilde{\Omega} = \frac{1}{T} \sum_{t=1}^{T} (\tilde{F}_t - \tilde{F})(\tilde{F}_t - \tilde{F})',
$$

$$\hat{\alpha} = \left( \begin{array}{c} \hat{\alpha}_1 \\ \hat{\alpha}_2 \\ \vdots \\ \hat{\alpha}_n \end{array} \right), \quad \hat{\varepsilon}_t = \left( \begin{array}{c} \hat{\varepsilon}_{1,t} \\ \hat{\varepsilon}_{2,t} \\ \vdots \\ \hat{\varepsilon}_{n,t} \end{array} \right), \quad \hat{\Sigma} = \frac{1}{T - m - 1} \sum_{t=1}^{T} \hat{\varepsilon}_t \hat{\varepsilon}_t'.
$$

In particular, the vector of risk factors $\tilde{F}_t$ in the FF3 and FF5 models is characterized as follows:

$$\tilde{F}_{FF3}^t = \begin{pmatrix} R_{m,t} - R_{f,t} \\ SMB_t \\ HML_t \end{pmatrix}, \quad \tilde{F}_{FF5}^t = \begin{pmatrix} R_{m,t} - R_{f,t} \\ SMB_t \\ HML_t \\ RMW_t \\ CMA_t \end{pmatrix}.
$$

Moreover, we are not only concerned with the time-instability of the FF3 and FF5 models, but also with the factor redundancy of the models. We can see that which model is superior to other models from the perspective of the factor redundancy. However, we cannot use to evaluate the superiority of the models because the generalized GRS statistics tends to be large as the number of factors increases. In response to this problem, Kamstra and Shi (2024) propose the model ranking method based on the $p$-value of the generalized GRS statistic, which internalizes the difference in the degree of freedom with different number of factors. Therefore, we employ the generalized GRS statistics-based model ranking method for the FF3, FF5, and their nested models to discuss the factor redundancy and superiority.

Now, we examine whether the time-varying $\alpha_{i,t}$ of Equations (3) and (4) for each time period based on the rolling window method is not significantly different from zero to confirm the time-stability of the validity of the FF models.

3 Data

This study aims to explore the time-varying structure of the FF3 and FF5 models for the U.S., Japan, and Europe. We obtained the risk-free rate and returns on all risk factors from Professor Kenneth French’s website. While the starting sample periods differ by region, the ending sample periods are the same—June 30, 2023. For the U.S., the relevant risk factors for the FF3 model are available from July 1, 1926, but since the FF3 model can be interpreted as a nested model of the FF5 model, we use data from July 1, 1963, when the relevant risk factors for the FF5 model are available. For Japan and Europe, the FF3 and FF5 risk factors have been available since July 2, 1990. In addition, we use three types of returns for the 25 benchmark portfolios sorted by “Size and Book-to-Market
“Size and Operating Profitability (MO25),” “Size and Investment (MI25)” obtained from the above website.

Table 1 shows the results of our descriptive analysis for returns on all risk factors. With the exception of RMW, the average returns on all risk factors are greater for the United States than for Japan and Europe. However, the standard deviations of returns on all risk factors are similar between locations. For the estimations, each variable that appeared in the moment conditions should be stationary. We apply the augmented Dickey–Fuller (ADF) test to confirm whether the stationarity condition is satisfied. We also employ Schwarz’s (1978) Bayesian information criterion to select the optimal lag length. Table 1 shows the results of the unit root test with descriptive statistics for the data. The ADF test rejects the null hypothesis that each variable contains a unit root at the 1% significance level.

4 Empirical Results

This section provides us the empirical results. First, we estimate the time-varying risk premiums in the FF3 and FF5 models using Fama and MacBeth’s (1973) two-step regression with rolling windows. In particular, we can confirm the time instability of the validity of the FF3 and FF5 models. Then we apply Kamstra and Shi’s (2024) model ranking method to examine the time instability of the factor redundancy.

4.1 The Time-Varying Estimates of the Risk Premiums

We apply the rolling window method to Fama and MacBeth’s (1973) two-step regression for examining the time instability of the risk premiums.

Figures 1 to 6 show the time-varying risk premiums in the FF3 and FF5 models for the U.S., Japan, Europe, which based on Equations (3) and (4). We can see that the statistical significance of the estimates of risk premiums are not stable through time, regardless of the manner of the portfolio sorting. This implies that the models are not stable over time, and may have some redundant factors. To explore these questions further, we focus on the time variation of the statistical significance of risk premiums by decade.

Table 2 indicates the percentage of periods where the risk premiums are not statistically significantly different from zero by decade for the U.S. stock market. The intercepts almost are not statistically significantly different from zero in any decade or portfolio. In the FF3 and FF5 models, if the factors correctly explain stock returns, the intercept should not be statistically significantly different from zero. This result is partially

1The ADF test also rejects the null hypothesis that the returns on the 25 benchmark portfolios contain a unit root at the 1% significance level.

2For more detailed estimation results, please see the Online Appendix.
consistent with Ang et al. (2006), who show that the risk premium is not statistically significantly different from zero when controlling for exposure to the VIX, using a sample period from January 1986 to December 2000. This suggests that if we include or control for exposure to the VIX, the percentage of periods for which the intercept is not statistically significantly different from zero will increase. The $MKT$ factor is not statistically significantly different from zero in most of the sample periods. This is consistent with Ang and Chen (2007), who find that the validity of the CAPM changes over time when using a rolling window analysis with a sample from July 1924 to December 2001. Furthermore, our result is in line with Jagannathan and Wang (1996) who show that the risk premium for the $MKT$ factor is not statistically significantly different from zero in the FF3 model using a sample period from July 1963 to December 1990. They suggest that the CAPM fails to accurately explain the variation of the stock returns after 1963.

The percentage of periods in which the risk premiums for the $SMB$ factor are not statistically significantly different from zero is low in each decade and portfolio, consistent with Ang et al. (2006) and Bartholdy and Peare (2005). Next, the percentage of periods in which the risk premiums for $HML$ factor are not statistically significantly different from zero varies over time, and is affected by the method of portfolio sorting. Specifically, the percentage of periods where the risk premiums are not statistically significantly different from zero for $HML$ is low in MB25 portfolios are used but high in other portfolios are used. This suggests that the $HML$ factor is effective in explaining U.S. stock returns, although its effectiveness varies over time. This result is consistent with Fama and French (2006, 2021), who show that the effectiveness of the $HML$ factor varies over time. For the specific factors of FF5 model, the effectiveness of the $RMW$ and $CMA$ factors is not stable over time, even though Fama and French (2015, 2016) conclude that these factors contribute to explaining stock returns.

(Table 3 around here)

Table 3 show the percentage of periods where the risk premiums are not statistically significantly different from zero by decade for the Japanese stock market. The intercepts almost remain close to zero across any decade and portfolio. This suggests that the FF3 and FF5 models are well-suited to the Japanese stock market, aligning with the insights of Kubota and Takehara (2003, 2018), and Chou et al. (2023). However, our result are not consistent with Chan et al. (1991) and Jagannathan et al. (1998), who show that the intercept is not statistically significantly from zero. We believe that this inconsistency may stem from the instability of the FF3 and FF5 models. For the $MKT$ factor, the percentage of periods in which the risk premiums are not statistically significantly different from zero is high in any decade and portfolio. This suggest that the other factors substitute for the $MKT$ factor, consistent with Chan et al. (1991), Kubota and Takehara (2018), and Chou et al. (2023). For the $SMB$ factor, the percentage of periods in which the risk premiums are not statistically significantly different from zero, is consistently low across almost all sample periods and portfolios, but these values are not stable over time. This result is consistent with some previous studies such as Jagannathan et al. (1998), Kubota and Takehara (2003, 2018), and Chou et al. (2023). For the $HML$ factor, the percentage of periods in which the risk premiums are not statistically significantly different from zero varies over time across all portfolios, aligning with Jagannathan et al. (1998) and Chou et al. (2023). However, Chan et al. (1991) and Kubota and Takehara (2003, 2018) indicate that the risk premium for $HML$ factor is significant. This implies that the effectiveness of $HML$ factor fluctuates over time. For the $RMW$ and $CMA$
factors, the percentage of periods in which the risk premiums are not statistically significantly different from zero is high in many decades across portfolios. This suggests that these factors are not necessary in explaining the Japanese stock returns, consistent with Kubota and Takehara (2018).

(Table 4 around here)

Table 4 displays the percentage of periods during which the risk premiums were not statistically significantly different from zero, organized by decade for the European stock market. We can see that the intercepts are not statistically significantly different from zero across all decades and portfolios. This finding aligns with the research of Gregory et al. (2013) and Foye (2018), who investigate the validity of the FF3 and FF5 models in the U.K., respectively. The risk premiums for the $MKT$ factor are not statistically significantly different from zero across all decades and portfolios. Conversely, the risk premiums for the $SMB$ factor are statistically significantly different from zero across almost all decades and portfolios. This suggests that the $SMB$ factor substitutes for the explanatory power of stock returns typically attributed to the $MKT$ in Europe, consistent with Foye (2018). Then the statistical significance of the risk premiums for the $HML$ factor depends on the manner of portfolio sorting. In particular, the risk premiums are not statistically significantly different from zero in the MB25 portfolio, which is consistent with Bauer et al. (2010), who examine the validity of the FF3 model in the European stock market. However, the risk premiums for the $HML$ factor are statistically significantly different from zero over many decades in the MO25 and MI25 portfolios, aligning with the findings of Foye (2018). Furthermore, he concludes that the $CMA$ factor is not effective in the U.K. stock market, which is consistent with our result. Finally, we find that the $RMW$ factor lacks explanatory power for European stock returns, with the exception of the MO25 portfolio.

In summary, the effectiveness of many factors in the FF3 and FF5 models is not stable over time and is influenced by the manner of the portfolio sorting. This suggests that there are some redundant factors in the multi-factor models and that the redundancy varies and depends on how the portfolios are sorted. Moreover, the intercepts are almost statistically significantly different from zero across many decades in all countries, which implies that the FF3 and FF5 models are valid across many periods and regions. However, we cannot evaluate the factor redundancy and the validity of the FF3 and FF5 models based on Fama and MacBeth’s (1973) regression. Therefore, we employ Kamstra and Shi’s (2024) GRS-based model ranking method for the FF3, FF5, and their nested models to examine the factor redundancy. Moreover, we implement the model ranking using the rolling windows and the three types of portfolios to explore the time instability of the factor redundancy and the influence of portfolio sorting methods.

4.2 Model Ranking based on the Generalized GRS Test Statistics

We apply rolling window method to Kamstra and Shi’s (2024) model ranking to examine the factor redundancy of the FF3 and FF5 models, taking into account the difference in the manner the portfolios are sorted.

(Figures 7 to 12 around here)
Figures 7 to 12 show the time-varying generalized GRS test statistics of the FF3, FF5, and their nested models for the U.S. in the MB25, M025, and MI25 portfolios. We recognize that the validity of these models is not stable over time in any portfolio, which is consistent with some previous studies. In particular, Griffin (2002), Ang et al. (2006), and Fama and French (2006) show that these models are not valid using the GRS test statistics. In addition, Fama and French (2015, 1996) show that the validity of these models depends on the manner of portfolio sorting. Moreover, we recognize that the CAPM outperforms the other models since the late 2010s. This implies that the CAPM is not dead, and the validity of the CAPM evolves over time in the U.S. stock market. In the following, we focus on the validity of each model at the decadal scale to capture the time-instability of the models and the factor redundancy in more detail.

(Table 5 around here)

Table 5 indicates the percentage of each decade for which each model is valid in the U.S. stock market. The most striking feature is that there are periods where any factor model is valid (or not) for more than half of one decade. In particular, any factor model, including the CAPM, is valid for more than half of the 2010’s and 2020’s, while no factor model is valid for more than half of the 1980’s. This is consistent with Griffin (2002), who examine the validity of the FF3 model using a sample period from January 1981 to February 1995, and conclude that the FF3 model is not valid based on the GRS test. This result indicates that the validity of the models is heavily dependent on the sample periods in the U.S. stock market. However, the time instability of the factor redundancy and the superiority among the models is still not clear. Therefore, we present the model ranking results by decadal scale.

(Table 6 around here)

Table 6 shows the percentage of the period for which the nested models of the FF3 or FF5 models outperform the benchmark models by decade in the U.S. stock market. First, we recognize that the way of portfolio sorting affects the validity and the ranking of the asset pricing models. In particular, the FF3 (FF5) model outperforms all of the nested models on the MB25 (MI25) portfolio until the 2000’s, but not on the other portfolios. This implies that the factor redundancy is also affected by the way of portfolio sorting. Second, the CAPM outperforms the FF3 and FF5 models in the 2010’s. This is surprising because Fama and French (1993, 2015) develop the FF3 and FF5 models to compensate for the lack of explanatory power of the CAPM. However, this result is consistent with Ito et al. (2016), who examine the time-instability of the market efficiency in the weak sense of Fama (1970) for the U.S. stock market and conclude that the U.S. stock market is efficient in the 2010s. Therefore, we believe that the U.S. stock market is efficient the 2010’s since the validity of the CAPM is a necessary condition for the efficient market.

(Figures 13 to 18 around here)

Figures 13 to 18 show the time-varying generalized GRS test statistics of the FF3, FF5, and their nested models for the Japanese stock market. In contrast to the results for the U.S., each model, including the CAPM, is valid in most of the sample periods. This result is in line with the results of Griffin (2002), who show that the FF3 model is valid in Japan based on the GRS test using monthly data from January 1981 to December
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Furthermore, our result is consistent with Fama and French (2012), who examine the validity of the CAPM and the FF3 model in the Japanese stock market and conclude that these models are valid using the GRS test on a dataset covering November 1990 to March 2010. The manner of portfolio sorting does not seem to affect the behavior of the generalized GRS test statistics. This aligns with the findings of Fama and French (2015), who examine the effectiveness of the FF5 and its nested models in the Japanese stock market considering, and explore whether the manner of portfolio sorting affects their effectiveness. They find that all the models including the CAPM are valid in any portfolio based on the GRS test. In the following, we focus on the validity of each model at the decadal scale to capture the time-instability of the models and the factor redundancy in more detail.

(Table 7 around here)

Table 7 shows that all models are valid in more than half of the sample periods in each decade. This means that the CAPM, FF3 and F55 models are indifferent in explaining Japanese stock returns over time. However, this result is inconsistent with Chan et al. (1991) and Jagannathan et al. (1998), who examine whether the CAPM is supported in the Japanese stock market using monthly data from January 1971 to December 1988 and September 1981 to December 1993, respectively. They conclude that the CAPM is not supported in the Japanese stock market. We believe that the inconsistency is due to the differences in the criteria used to evaluate the models, in which they do not perform the GRS test. Moreover, the periods when the CAPM works seem to be consistent with Noda (2016), who examines the time-instability of the market efficiency in the Japanese stock market. This implies that the Japanese stock market is efficient in most of the sample periods, since the CAPM must hold in the efficient market.

(Table 8 around here)

Table 8 indicates the percentage of the period for which the nested models of the FF3 or FF5 outperform the benchmark model in the Japanese stock market on a decadal scale. We find that the FF3 model outperforms its nested models and the FF5 model in most of the decades. This is partially consistent with Kubota and Takehara (2018), who examine the validity of the CAPM and the FF3 and FF5 models in the Japanese stock market using the GRS test statistics over the sample period from January 1978 to December 2014, and conclude that the FF3 model is superior to the CAPM and the FF5 model. However, the GRS test statistics reported in their study differ significantly from ours, and all models are rejected in terms of mean-variance efficiency.

(Figures 19 to 24 around here)

Figures 7 to 12 show the time-varying generalized GRS test statistics of the FF3, FF5, and their nested models for Europe. We recognize that these models are not valid in many periods, and the behavior of the GRS test statistics is affected by the portfolio used. This is consistent with Griffin (2002), Bauer et al. (2010), Gregory et al. (2013) and Tauscher and Wallmeier (2016), who find that the FF3 model are not valid based on the GRS test using the MB25 portfolio. In addition, Fama and French (2017) examine the validity of the FF3 and FF5 models using the GRS test and whether the result of the GRS test is affected by the way the portfolio is sorted. They show that both the FF3 and
FF5 models fail to effectively explain the European stock returns, with the exception of the FF5 model in the MI25 portfolio. In order to gain a more detailed understanding of the time-instability of the models, we focus on the validity of each model at the decadal scale.

(Table 9 around here)

Table 9 shows that the way of portfolio sorting affects the validity of the models, and the dependence between portfolio sorting and the validity of the model is not stable over time. In particular, all models in the MB25 and MI25 (MO25) portfolios are (not) valid for more than half of the 2010’s. This is partially consistent with Fama and French (2017). They find that the performance of the FF3 and FF5 models depends on the portfolio sorting. This implies that the factor redundancy is not irrelevant to the way of portfolio sorting in the European stock market. However, all the models in each portfolio are valid for more than half of the 2020’s.

(Table 10 around here)

Table 10 indicates the percentage of the period for which the nested models of the FF3 or FF5 outperform the benchmark model in the European stock market on a decadal scale. We find that the CAPM does not outperform the FF3 model in many decades, consisting with Fama and French (2012). Moreover, we recognize that the FF5 model outperforms the FF3 model in any decade except for the MB25 portfolio used. This implies that the way of portfolio sorting affects the superiority of the FF3 and FF5 models in the sense of effectiveness, which is partially consistent with the findings of Fama and French (2017).

5 Conclusion

In this study, we investigate the time-varying structure of the Fama–French multi-factor models (Fama and French (1993, 2015)). We first use the three different types of 25 benchmark portfolios for the U.S., Japan, and Europe to estimate the time-varying risk premium based on the Fama–French multi-factor models using Fama and MacBeth’s (1973) two-step estimation based on the rolling window method. We consider the risk factors in the model not to be effective for periods when each risk premium is not statistically significantly different from zero. If the effectiveness of the risk factor is not stable over time, this implies that the validity of the FF3 and FF5 models and factor redundancy should not also be stable either. And then we employ Kamstra and Shi’s (2024) generalized GRS statistics to not only examine the validity of the FF3 and FF5 models, but also explore which model is superior to other models from the perspective of the factor redundancy. In particular, we examine whether the time stability of the validity of the FF3 and FF5 models and factor redundancy depend on the manner in which the portfolios are sorted.

The main findings in this paper are as follows. First, the effectiveness of factors in the FF3 and FF5 models is not stable over time in all countries. This result is consistent with Fama and French (2006, 2016), who show that the effectiveness of the HML factor varies over time. Second, the manner of portfolio sorting affects the time stability of the effectiveness of the factors. This result supports the critique of Lewellen et al. (2010), who claim that the effectiveness of factors may depend on the way portfolios are sorted.
Third, the validity of the FF3, FF5, and their nested models varies over time except for the Japanese stock market. In particular, all the models, including the CAPM, are valid in most of the sample periods in Japan. This insight is in line with Griffin (2002) and Fama and French (2012, 2015), who conclude that the CAPM, FF3 and FF5 models are valid in the Japanese stock market. Moreover, our result implies that the efficient market hypothesis in the sense of Fama (1970) holds, since the validity of the CAPM is a necessary condition for the efficient market. Finally, the factor redundancy changes over time and is also affected by the manner of portfolio sorting, except for Japan. In particular, we find that the CAPM outperforms the FF3 and FF5 models in the U.S. stock market in the 2010s, which means that the SMB, HML, RMW and CMA factors are redundant in the 2010s. In Europe, the FF5 model outperforms the FF3 model in every decade except for the MB25 portfolio used, which is partially consistent with the insights of Fama and French (2017).
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Table 1: Descriptive Statistics and Unit Root Tests

| FF3 Factors | Mean  | SD    | Min   | Max   | ADF   | Lags | N   |
|-------------|-------|-------|-------|-------|-------|------|-----|
| **U.S.**    |       |       |       |       |       |      |     |
| $R_{Mkt}$   | 0.0003 | 0.0102 | -0.1744 | 0.1135 | -20.4753 | 35  | 15229 |
| $R_{SMB}$   | 0.0001 | 0.0054 | -0.1163 | 0.0624 | -23.5958 | 19  | 15229 |
| $R_{HML}$   | 0.0010 | 0.0083 | -0.0502 | 0.0673 | -18.3823 | 32  | 15229 |
| **Japan**   |       |       |       |       |       |      |     |
| $R_{Mkt}$   | 0.0001 | 0.0134 | -0.1085 | 0.1302 | -20.5914 | 19  | 8740 |
| $R_{SMB}$   | 0.0000 | 0.0065 | -0.0918 | 0.0459 | -19.8051 | 19  | 8740 |
| $R_{HML}$   | 0.0002 | 0.0059 | -0.0488 | 0.0457 | -82.8232 | 0   | 8740 |
| **Europe**  |       |       |       |       |       |      |     |
| $R_{Mkt}$   | 0.0002 | 0.0114 | -0.1200 | 0.1072 | -16.1878 | 29  | 8740 |
| $R_{SMB}$   | 0.0000 | 0.0057 | -0.0518 | 0.0331 | -45.3183 | 4   | 8740 |
| $R_{HML}$   | 0.0001 | 0.0047 | -0.0414 | 0.0438 | -15.0226 | 26  | 8740 |

| FF5 Factors | Mean  | SD    | Min   | Max   | ADF   | Lags | N   |
|-------------|-------|-------|-------|-------|-------|------|-----|
| **U.S.**    |       |       |       |       |       |      |     |
| $R_{Mkt}$   | 0.0003 | 0.0102 | -0.1744 | 0.1135 | -20.4753 | 35  | 15229 |
| $R_{SMB}$   | 0.0001 | 0.0054 | -0.1119 | 0.0617 | -23.5356 | 19  | 15229 |
| $R_{HML}$   | 0.0001 | 0.0058 | -0.0502 | 0.0673 | -18.3823 | 32  | 15229 |
| $R_{CMW}$   | 0.0001 | 0.0040 | -0.0301 | 0.0451 | -22.6359 | 23  | 15229 |
| $R_{CMA}$   | 0.0001 | 0.0038 | -0.0587 | 0.0253 | -31.2825 | 12  | 15229 |
| **Japan**   |       |       |       |       |       |      |     |
| $R_{Mkt}$   | 0.0001 | 0.0134 | -0.1085 | 0.1302 | -20.5914 | 19  | 8740 |
| $R_{SMB}$   | 0.0000 | 0.0064 | -0.0905 | 0.0463 | -21.1717 | 16  | 8740 |
| $R_{HML}$   | 0.0002 | 0.0059 | -0.0488 | 0.0457 | -82.2832 | 0   | 8740 |
| $R_{CMW}$   | 0.0000 | 0.0043 | -0.0380 | 0.0359 | -80.3342 | 0   | 8740 |
| $R_{CMA}$   | 0.0000 | 0.0044 | -0.0350 | 0.0388 | -28.7767 | 9   | 8740 |
| **Europe**  |       |       |       |       |       |      |     |
| $R_{Mkt}$   | 0.0002 | 0.0114 | -0.1200 | 0.1072 | -16.1878 | 29  | 8740 |
| $R_{SMB}$   | 0.0001 | 0.0057 | -0.0530 | 0.0332 | -45.5505 | 4   | 8740 |
| $R_{HML}$   | 0.0001 | 0.0047 | -0.0414 | 0.0438 | -15.0226 | 26  | 8740 |
| $R_{CMW}$   | 0.0002 | 0.0030 | -0.0218 | 0.0418 | -15.5185 | 28  | 8740 |
| $R_{CMA}$   | 0.0001 | 0.0034 | -0.0254 | 0.0216 | -16.8386 | 20  | 8740 |

Notes:

1. “$R_{Mkt}$,” “$R_{SMB}$,” “$R_{HML}$,” “$R_{CMW}$,” “$R_{CMA}$,” and “$R_{CMW}$” denote the returns on each risk factor, which correspond to Fama-French multi-factor models.
2. “ADF,” “Lag,” and “N” denote the augmented Dickey–Fuller test statistics, the lag order selected by the Bayesian information criterion, and the number of observations, respectively.
3. R version 4.4.0 was used to compute the statistics.
Figure 1: Time-Varying Estimates of Risk Premiums in FF3 Model (U.S.)

Notes:

(1) The dashed red and blue lines denote the critical value at the 5% and 10% significance levels for the generalized GRS test, respectively.

(2) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(3) R version 4.4.0 was used to compute the statistics.
Figure 2: Time-Varying Estimates of Risk Premiums in FF5 Model (U.S.)

Notes:

(1) The dashed red and blue lines denote the critical value at the 5% and 10% significance levels for the generalized GRS test, respectively.

(2) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(3) R version 4.4.0 was used to compute the statistics.
Figure 3: Time-Varying Estimates of Risk Premiums in FF3 Model (Japan)

Notes:

(1) The dashed red and blue lines denote the critical value at the 5% and 10% significance levels for the generalized GRS test, respectively.

(2) The shade areas represent recessions reported by the Cabinet Office Japan “Business Cycle Dating.”

(3) R version 4.4.0 was used to compute the statistics.
Figure 4: Time-Varying Estimates of Risk Premiums in FF5 Model (Japan)

Notes:
(1) The dashed red and blue lines denote the critical value at the 5% and 10% significance levels for the generalized GRS test, respectively.

(2) The shade areas represent recessions reported by the Cabinet Office Japan “Business Cycle Dating.”

(3) R version 4.4.0 was used to compute the statistics.
Figure 5: Time-Varying Estimates of Risk Premiums in FF3 Model (Europe)

Notes:

(1) The dashed red and blue lines denote the critical value at the 5% and 10% significance levels for the generalized GRS test, respectively.

(2) The shade areas represent recessions reported by the Euro Area Business Cycle Network “Chronology of Euro Area Business Cycles.”

(3) R version 4.4.0 was used to compute the statistics.
Figure 6: Time-Varying Estimates of Risk Premiums in FF5 Model (Europe)

Notes:

(1) The dashed red and blue lines denote the critical value at the 5% and 10% significance levels for the generalized GRS test, respectively.

(2) The shade areas represent recessions reported by the Euro Area Business Cycle Network “Chronology of Euro Area Business Cycles.”

(3) R version 4.4.0 was used to compute the statistics.
Table 2: Percentage of the periods of $\hat{\lambda}_t = 0$ (U.S.)

| Period        | SMB25 | SMB50 | MB25 | MO25 | MI25 |
|---------------|-------|-------|------|------|------|
| In the 1990’s |       |       |      |      |      |
| $\alpha$      | 0.604 | 0.654 | 0.750| 0.654| 0.750|
| MKT           | 0.077 | 0.117 | 0.095| 0.117| 0.095|
| SMB           | 0.054 | 0.094 | 0.065| 0.094| 0.065|
| HML           | 0.321 | 0.750 | 0.370| 0.750| 0.370|
| RMW           |       |       |      |      |      |
| CMA           |       |       |      |      |      |

| Period        | SMB25 | SMB50 | MB25 | MO25 | MI25 |
|---------------|-------|-------|------|------|------|
| In the 2000’s |       |       |      |      |      |
| $\alpha$      | 0.676 | 0.624 | 0.676| 0.624| 0.676|
| MKT           | 0.131 | 0.571 | 0.131| 0.571| 0.131|
| SMB           | 0.482 | 0.381 | 0.482| 0.381| 0.482|
| HML           | 0.256 | 0.287 | 0.256| 0.287| 0.256|
| RMW           |       |       |      |      |      |
| CMA           |       |       |      |      |      |

| Period        | SMB25 | SMB50 | MB25 | MO25 | MI25 |
|---------------|-------|-------|------|------|------|
| In the 2010’s |       |       |      |      |      |
| $\alpha$      | 0.599 | 0.522 | 0.599| 0.522| 0.599|
| MKT           | 0.851 | 0.613 | 0.851| 0.613| 0.851|
| SMB           | 0.476 | 0.476 | 0.476| 0.476| 0.476|
| HML           | 0.285 | 0.252 | 0.285| 0.252| 0.285|
| RMW           |       |       |      |      |      |
| CMA           |       |       |      |      |      |

| Period        | SMB25 | SMB50 | MB25 | MO25 | MI25 |
|---------------|-------|-------|------|------|------|
| Whole period  |       |       |      |      |      |
| $\alpha$      | 0.867 | 0.867 | 0.867| 0.867| 0.867|
| MKT           | 0.677 | 0.677 | 0.677| 0.677| 0.677|
| SMB           | 0.320 | 0.320 | 0.320| 0.320| 0.320|
| HML           | 0.322 | 0.322 | 0.322| 0.322| 0.322|
| RMW           |       |       |      |      |      |
| CMA           |       |       |      |      |      |

Notes:

1. The highlighted values indicate the percentage of periods where $\hat{\lambda}_t = 0$ is over half the period.
2. R version 4.4.0 was used to compute the statistics.
Table 3: Percentage of the periods of $\hat{\lambda}_t = 0$ (Japan)

| Period      | FF3  | FF5  | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 |
|-------------|------|------|------|------|------|------|------|------|
| In the 1990's |     |      |      |      |      |      |      |      |
| $\alpha$    | 0.5346 | 0.4811 | 0.5996 | 0.5683 | 0.3159 | 0.7996 |      |      |
| MKT         | 0.6295 | 0.6696 | 0.8010 | 0.5321 | 0.2827 | 0.8677 |      |      |
| SMB         | 0.5641 | 0.4251 | 0.3725 | 0.2751 | 0.3227 | 0.3789 |      |      |
| BML         | 0.4558 | 0.5577 | 0.6998 | 0.4560 | 0.4836 | 0.9177 |      |      |
| RMW         |      |      |      | 0.8087 | 0.4791 | 0.6073 |      |      |
| CMA         |      |      |      | 0.7694 | 0.3649 | 0.3411 |      |      |
| In the 2000's |     |      |      |      |      |      |      |      |
| $\alpha$    | 0.5782 | 0.8342 | 0.6041 | 0.5924 | 0.6236 | 0.3267 |      |      |
| MKT         | 0.8088 | 0.6251 | 0.7041 | 0.9187 | 0.7083 | 0.6934 |      |      |
| SMB         | 0.3142 | 0.2281 | 0.1840 | 0.2641 | 0.2141 | 0.1844 |      |      |
| BML         | 0.1050 | 0.3714 | 0.2741 | 0.1115 | 0.3095 | 0.3890 |      |      |
| RMW         |      |      |      | 0.9222 | 0.5109 | 0.7290 |      |      |
| CMA         |      |      |      | 0.6481 | 0.5868 | 0.3488 |      |      |
| In the 2010's |     |      |      |      |      |      |      |      |
| $\alpha$    | 0.6259 | 0.7964 | 0.7560 | 0.6097 | 0.6917 | 0.7082 |      |      |
| MKT         | 0.4820 | 0.5550 | 0.9797 | 0.7341 | 0.7292 | 0.8182 |      |      |
| SMB         | 0.3259 | 0.2910 | 0.3634 | 0.2634 | 0.2745 | 0.2396 |      |      |
| BML         | 0.4724 | 0.4791 | 0.5813 | 0.5510 | 0.5844 | 0.6186 |      |      |
| RMW         |      |      |      | 0.8699 | 0.6438 | 0.6495 |      |      |
| CMA         |      |      |      | 0.7086 | 0.8405 | 0.5238 |      |      |
| Whole period |     |      |      |      |      |      |      |      |
| $\alpha$    | 0.5323 | 0.9091 | 0.8388 | 0.9714 | 0.9889 | 0.9024 |      |      |
| MKT         | 0.8335 | 1.0000 | 0.9847 | 0.9858 | 0.9893 | 0.9752 |      |      |
| SMB         | 0.4392 | 0.6462 | 0.3647 | 0.4436 | 0.6824 | 0.3406 |      |      |
| BML         | 0.0449 | 0.2081 | 0.1051 | 0.0329 | 0.8105 | 0.2760 |      |      |
| RMW         |      |      |      | 0.8751 | 0.2903 | 0.6221 |      |      |
| CMA         |      |      |      | 0.9726 | 0.9518 | 0.1424 |      |      |

Notes:

(1) The highlighted values indicate the percentage of periods where $\hat{\lambda}_t = 0$ is over half the period.

(2) R version 4.4.0 was used to compute the statistics.
Table 4: Percentage of the periods of $\hat{\lambda}_t = 0$ (Europe)

| Period       | FF3 | FF5 | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 |
|--------------|-----|-----|------|------|------|------|------|------|
| In the 1990's |     |     |      |      |      |      |      |      |
| $\alpha$     | 0.9586 | 0.9632 | 0.7945 | 0.9641 | 0.9543 | 0.8863 |      |      |
| MKT          | 0.8985 | 0.9435 | 0.7634 | 0.8985 | 0.9722 | 0.9470 |      |      |
| SMB          | 0.2297 | 0.1217 | 0.2892 | 0.2448 | 0.1161 | 0.2347 |      |      |
| RML          | 0.3534 | 0.4210 | 0.7231 | 0.3500 | 0.7168 | 0.8339 |      |      |
| RMW          |      |      |      | 0.8859 | 0.4903 | 0.9566 |      |      |
| CMA          |      |      |      | 0.8862 | 0.8703 | 0.5393 |      |      |
| In the 2000's |     |     |      |      |      |      |      |      |
| $\alpha$     | 0.5349 | 0.5565 | 0.6715 | 0.6612 | 0.7321 | 0.7221 |      |      |
| MKT          | 0.6295 | 0.6271 | 0.6366 | 0.6596 | 0.8456 | 0.7601 |      |      |
| SMB          | 0.4019 | 0.3453 | 0.3848 | 0.3894 | 0.3392 | 0.3095 |      |      |
| RML          | 0.1770 | 0.6044 | 0.6029 | 0.1817 | 0.5224 | 0.5680 |      |      |
| RMW          |      |      |      | 0.7751 | 0.4691 | 0.8560 |      |      |
| CMA          |      |      |      | 0.5232 | 0.7382 | 0.4227 |      |      |
| In the 2010's |     |     |      |      |      |      |      |      |
| $\alpha$     | 0.6298 | 0.6898 | 0.6541 | 0.6844 | 0.6867 | 0.5878 |      |      |
| MKT          | 0.6437 | 0.8884 | 0.7301 | 0.6775 | 0.8586 | 0.6411 |      |      |
| SMB          | 0.4243 | 0.4834 | 0.4260 | 0.4287 | 0.5169 | 0.4144 |      |      |
| RML          | 0.3237 | 0.5991 | 0.5801 | 0.3566 | 0.8606 | 0.6292 |      |      |
| RMW          |      |      |      | 0.7358 | 0.4387 | 0.7523 |      |      |
| CMA          |      |      |      | 0.8206 | 0.9245 | 0.6718 |      |      |
| Whole period |     |     |      |      |      |      |      |      |
| $\alpha$     | 0.5349 | 0.5565 | 0.6715 | 0.6612 | 0.7321 | 0.7221 |      |      |
| MKT          | 0.6295 | 0.6271 | 0.6366 | 0.6596 | 0.8456 | 0.7601 |      |      |
| SMB          | 0.4019 | 0.3453 | 0.3848 | 0.3894 | 0.3392 | 0.3095 |      |      |
| RML          | 0.1770 | 0.6044 | 0.6029 | 0.1817 | 0.5224 | 0.5680 |      |      |
| RMW          |      |      |      | 0.7751 | 0.4691 | 0.8560 |      |      |
| CMA          |      |      |      | 0.5232 | 0.7382 | 0.4227 |      |      |

Notes:

(1) The highlighted values indicate the percentage of periods where $\hat{\lambda}_t = 0$ is over half the period.

(2) R version 4.4.0 was used to compute the statistics.
Figure 7: Generalized GRS Statistics and Factor Redundancy sorted by Size–B/M Portfolios (U.S., FF3)

Notes:
(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.
(2) The red dots denote that the model outperforms the benchmark model at that time.
(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”
(4) R version 4.4.0 was used to compute the statistics.
Figure 8: Generalized GRS Statistics and Factor Redundancy sorted by Size–OP Portfolios (U.S., FF3)

Notes:
(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.
(2) The red dots denote that the model outperforms the benchmark model at that time.
(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”
(4) R version 4.4.0 was used to compute the statistics.
Figure 9: Generalized GRS Statistics and Factor Redundancy sorted by Size–Inv Portfolios (U.S., FF3)

Notes:
(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.
(2) The red dots denote that the model outperforms the benchmark model at that time.
(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”
(4) R version 4.4.0 was used to compute the statistics.
Figure 10: Generalized GRS Statistics and Factor Redundancy sorted by Size–B/M Portfolios (U.S., FF5)

Notes:
(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.
(2) The red dots denote that the model outperforms the benchmark model at that time.
(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”
(4) R version 4.4.0 was used to compute the statistics.
Figure 11: Generalized GRS Statistics and Factor Redundancy sorted by Size–OP Portfolios (U.S., FF5)

Notes:

(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.

(2) The red dots denote that the model outperforms the benchmark model at that time.

(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(4) R version 4.4.0 was used to compute the statistics.
Figure 12: Generalized GRS Statistics and Factor Redundancy sorted by Size–Inv Portfolios (U.S., FF5)

Notes:

1. The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.
2. The red dots denote that the model outperforms the benchmark model at that time.
3. The shade areas represent recessions reported by the NBER “Business Cycle Dating.”
4. R version 4.4.0 was used to compute the statistics.
Table 5: Percentage of the periods of the model is valid (U.S.)

|                  | In the 1960's | In the 1970's | In the 1980's | In the 1990's | Whole period |
|------------------|---------------|---------------|---------------|---------------|-------------|
|                  | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 |
| MSHRC (FF3)      | 0.5304 | 0.4988 | 0.5056 | 0.5304 | 0.4988 | 0.5056 | 0.5304 | 0.4988 | 0.5056 | 0.5304 | 0.4988 | 0.5056 | 0.5304 | 0.4988 | 0.5056 |
| MSHR             | 0.9019 | 0.8938 | 0.9010 | 0.9019 | 0.8938 | 0.9010 | 0.9019 | 0.8938 | 0.9010 | 0.9019 | 0.8938 | 0.9010 | 0.9019 | 0.8938 | 0.9010 |
| MSHC             | 0.9871 | 0.9805 | 0.9964 | 0.9871 | 0.9805 | 0.9964 | 0.9871 | 0.9805 | 0.9964 | 0.9871 | 0.9805 | 0.9964 | 0.9871 | 0.9805 | 0.9964 |
| MHRC             | 0.3186 | 0.2934 | 0.5491 | 0.3186 | 0.2934 | 0.5491 | 0.3186 | 0.2934 | 0.5491 | 0.3186 | 0.2934 | 0.5491 | 0.3186 | 0.2934 | 0.5491 |
| MSRC             | 0.8830 | 0.9475 | 0.9973 | 0.8830 | 0.9475 | 0.9973 | 0.8830 | 0.9475 | 0.9973 | 0.8830 | 0.9475 | 0.9973 | 0.8830 | 0.9475 | 0.9973 |
| MSH (FF3)        | 0.9901 | 0.8893 | 0.9883 | 0.9901 | 0.8893 | 0.9883 | 0.9901 | 0.8893 | 0.9883 | 0.9901 | 0.8893 | 0.9883 | 0.9901 | 0.8893 | 0.9883 |
| MS               | 0.8758 | 0.9685 | 0.9712 | 0.8758 | 0.9685 | 0.9712 | 0.8758 | 0.9685 | 0.9712 | 0.8758 | 0.9685 | 0.9712 | 0.8758 | 0.9685 | 0.9712 |
| MH               | 0.3141 | 0.3303 | 0.5095 | 0.3141 | 0.3303 | 0.5095 | 0.3141 | 0.3303 | 0.5095 | 0.3141 | 0.3303 | 0.5095 | 0.3141 | 0.3303 | 0.5095 |
| M (CAPM)         | 0.3069 | 0.3411 | 0.4923 | 0.3069 | 0.3411 | 0.4923 | 0.3069 | 0.3411 | 0.4923 | 0.3069 | 0.3411 | 0.4923 | 0.3069 | 0.3411 | 0.4923 |

Notes:

1. The highlighted values indicate that the model is valid over half the period.

2. R version 4.4.0 was used to compute the statistics.
Table 6: Model ranking results (U.S.)

| Period | FF3 | FF5 |
|--------|-----|-----|
| MSHRC (FF3) | - | - | [value] |
| MSHRC (FF5) | - | - | [value] |
| MSHC | - | - | [value] |
| MBRC | - | - | [value] |
| MSH (FF3) | - | - | [value] |
| MSH (FF5) | - | - | [value] |
| MH | [value] | [value] | [value] |
| M (CAPM) | [value] | [value] | [value] |

Notes:

1. The highlighted values indicate that the model outperforms the benchmark model over the half period.
2. R version 4.4.0 was used to compute the statistics.


**Figure 13:** Generalized GRS Statistics and Factor Redundancy sorted by Size–B/M Portfolios (Japan, FF3)

|         | MKT, SMB, HML (FF3) | MKT, SMB | MKT, HML | MKT (CAPM) |
|---------|----------------------|----------|----------|------------|
| Time    | 1992−05−29 2000−01−27 2007−09−27 2015−05−28 2023−01−26 | 1992−05−29 2000−01−27 2007−09−27 2015−05−28 2023−01−26 | 1992−05−29 2000−01−27 2007−09−27 2015−05−28 2023−01−26 | 1992−05−29 2000−01−27 2007−09−27 2015−05−28 2023−01−26 |
| Generalized GRS Statistics | | | | |
| 0.0 | | | | |
| 1.0 | | | | |
| 2.0 | | | | |

Notes:

1. The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.
2. The red dots denote that the model outperforms the benchmark model at that time.
3. The shade areas represent recessions reported by the NBER “Business Cycle Dating.”
4. R version 4.4.0 was used to compute the statistics.
Figure 14: Generalized GRS Statistics and Factor Redundancy sorted by Size–OP Portfolios (Japan, FF3)

Notes:
(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.

(2) The red dots denote that the model outperforms the benchmark model at that time.

(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(4) R version 4.4.0 was used to compute the statistics.
Figure 15: Generalized GRS Statistics and Factor Redundancy sorted by Size–Inv Portfolios (Japan, FF3)

Notes:

(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.

(2) The red dots denote that the model outperforms the benchmark model at that time.

(3) The shade areas represent recessions reported by the NBER "Business Cycle Dating."

(4) R version 4.4.0 was used to compute the statistics.
Figure 16: Generalized GRS Statistics and Factor Redundancy sorted by Size–B/M Portfolios (Japan, FF5)

Notes:

(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.

(2) The red dots denote that the model outperforms the benchmark model at that time.

(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(4) R version 4.4.0 was used to compute the statistics.
Figure 17: Generalized GRS Statistics and Factor Redundancy sorted by Size–OP Portfolios (Japan, FF5)

Notes:
(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.
(2) The red dots denote that the model outperforms the benchmark model at that time.
(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”
(4) R version 4.4.0 was used to compute the statistics.
Figure 18: Generalized GRS Statistics and Factor Redundancy sorted by Size–Inv Portfolios (Japan, FF5)

Notes:

(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.

(2) The red dots denote that the model outperforms the benchmark model at that time.

(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(4) R version 4.4.0 was used to compute the statistics.
Table 7: Percentage of the periods of the model is valid (Japan)

|                  | In the 1990’s |          |          | In the 2000’s |          |          | In the 2010’s |          |          |
|------------------|--------------|----------|----------|--------------|----------|----------|--------------|----------|----------|
|                  | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 |
| MSHRC (FF5)      | 0.9783 | 0.8844 | 1.0000 | 0.9126 | 0.9322 | 0.8559 | 0.9962 | 0.7220 | 0.9854 |
| MSHR             | 0.9975 | 0.8698 | 1.0000 | 0.8984 | 0.9214 | 0.8429 | 1.0000 | 0.7546 | 0.9965 |
| MSHC             | 0.9898 | 0.8486 | 1.0000 | 0.9145 | 0.9268 | 0.8555 | 0.9954 | 0.6840 | 0.9877 |
| MHRC             | 0.9465 | 0.7895 | 0.8824 | 0.8329 | 0.8521 | 0.8026 | 0.9781 | 0.7209 | 0.9452 |
| MSRC             | 0.9501 | 0.8460 | 1.0000 | 0.8099 | 0.9621 | 0.8214 | 0.9942 | 0.7435 | 0.9866 |
| MSH (FF3)        | 0.9900 | 0.8571 | 1.0000 | 0.8950 | 0.9172 | 0.8421 | 1.0000 | 0.7297 | 0.9992 |
| MS               | 0.9899 | 0.8334 | 1.0000 | 0.8291 | 0.9686 | 0.8233 | 1.0000 | 0.7880 | 1.0000 |
| MH               | 0.9778 | 0.8047 | 0.8516 | 0.8225 | 0.8421 | 0.8061 | 0.9896 | 0.7051 | 0.9793 |
| M (CAPM)         | 0.9647 | 0.8062 | 0.8556 | 0.7735 | 0.9099 | 0.7919 | 0.9942 | 0.7500 | 0.9927 |

|                  | In the 2020’s | Whole period |          |          |          |          |          |          |
|------------------|--------------|--------------|----------|----------|----------|----------|----------|----------|
|                  | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 |
| MSHRC (FF5)      | 1.0000 | 0.9507 | 1.0000 | 0.9654 | 0.8550 | 0.9490 | –       | –       | –       |
| MSHR             | 1.0000 | 0.9507 | 1.0000 | 0.9667 | 0.8585 | 0.9483 | –       | –       | –       |
| MSHC             | 1.0000 | 0.9584 | 1.0000 | 0.9683 | 0.8332 | 0.9496 | –       | –       | –       |
| MHRC             | 1.0000 | 0.9496 | 1.0000 | 0.9261 | 0.8056 | 0.8901 | –       | –       | –       |
| MSRC             | 1.0000 | 0.9529 | 1.0000 | 0.9270 | 0.8624 | 0.9382 | –       | –       | –       |
| MSH (FF3)        | 1.0000 | 0.9628 | 1.0000 | 0.9660 | 0.8474 | 0.9490 | –       | –       | –       |
| MS               | 1.0000 | 0.9562 | 0.9989 | 0.9425 | 0.8761 | 0.9430 | –       | –       | –       |
| MH               | 1.0000 | 0.9639 | 1.0000 | 0.9342 | 0.8031 | 0.8947 | –       | –       | –       |
| M (CAPM)         | 1.0000 | 0.9814 | 0.9978 | 0.9167 | 0.8412 | 0.8952 | –       | –       | –       |

Notes:

(1) The highlighted values indicate that the model is valid over half the period.

(2) R version 4.4.0 was used to compute the statistics.
Table 8: Model ranking results (Japan)

| Period     | FF3 | FF5 |
|------------|-----|-----|
| Whole      | MSHR, MSHC, MSHRC, MSH (FF3), MSH (FF5), M (CAPM) | MSHR, MSHC, MSHRC, MSH (FF3), MSH (FF5), M (CAPM) |
| In the 1990’s | | |
| FF3        | MSHR – – – 0.0841 0.0956 0.2149 | MSHR – – – 0.0841 0.0956 0.2149 |
| FF5        | MSHC – – – 0.7042 0.4641 0.4422 | MSHC – – – 0.7042 0.4641 0.4422 |
| MSHRC      | – – – 0.4068 0.1973 0.2419 | – – – 0.4068 0.1973 0.2419 |
| MSH (FF3)  | – – – 0.4502 0.0901 0.1029 | – – – 0.4502 0.0901 0.1029 |
| MSHC       | 0.3715 0.3382 0.0572 0.5501 0.2857 0.3755 | 0.3715 0.3382 0.0572 0.5501 0.2857 0.3755 |
| MHC        | 0.4881 0.4949 0.5179 0.5006 0.3704 0.1281 | 0.4881 0.4949 0.5179 0.5006 0.3704 0.1281 |
| M (CAPM)   | 0.2948 0.0660 0.5018 0.4321 0.3786 0.1331 | 0.2948 0.0660 0.5018 0.4321 0.3786 0.1331 |

| In the 2000’s | FF3 | FF5 |
|---------------|-----|-----|
| FF3          | MSHR – – – 0.0841 0.0956 0.2149 | MSHR – – – 0.0841 0.0956 0.2149 |
| FF5          | MSHC – – – 0.7042 0.4641 0.4422 | MSHC – – – 0.7042 0.4641 0.4422 |
| MSHRC        | – – – 0.4068 0.1973 0.2419 | – – – 0.4068 0.1973 0.2419 |
| MSH (FF3)    | – – – 0.4502 0.0901 0.1029 | – – – 0.4502 0.0901 0.1029 |
| MSHC         | 0.4502 0.4502 0.4502 0.4502 0.4502 0.4502 | 0.4502 0.4502 0.4502 0.4502 0.4502 0.4502 |
| MHC          | 0.4881 0.4949 0.5179 0.5006 0.3704 0.1281 | 0.4881 0.4949 0.5179 0.5006 0.3704 0.1281 |
| M (CAPM)     | 0.2948 0.0660 0.5018 0.4321 0.3786 0.1331 | 0.2948 0.0660 0.5018 0.4321 0.3786 0.1331 |

| Whole period | FF3 | FF5 |
|--------------|-----|-----|
| FF3          | MSHR – – – 0.0841 0.0956 0.2149 | MSHR – – – 0.0841 0.0956 0.2149 |
| FF5          | MSHC – – – 0.7042 0.4641 0.4422 | MSHC – – – 0.7042 0.4641 0.4422 |
| MSHRC        | – – – 0.4068 0.1973 0.2419 | – – – 0.4068 0.1973 0.2419 |
| MSH (FF3)    | – – – 0.4502 0.0901 0.1029 | – – – 0.4502 0.0901 0.1029 |
| MSHC         | 0.3715 0.3382 0.0572 0.5501 0.2857 0.3755 | 0.3715 0.3382 0.0572 0.5501 0.2857 0.3755 |
| MHC          | 0.4881 0.4949 0.5179 0.5006 0.3704 0.1281 | 0.4881 0.4949 0.5179 0.5006 0.3704 0.1281 |
| M (CAPM)     | 0.2948 0.0660 0.5018 0.4321 0.3786 0.1331 | 0.2948 0.0660 0.5018 0.4321 0.3786 0.1331 |

Notes:

1. The highlighted values indicate that the model outperforms the benchmark model over the half period.
2. R version 4.4.0 was used to compute the statistics.
Figure 19: Generalized GRS Statistics and Factor Redundancy sorted by Size–B/M Portfolios (Europe, FF3)

Notes:

(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.

(2) The red dots denote that the model outperforms the benchmark model at that time.

(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(4) R version 4.4.0 was used to compute the statistics.
Figure 20: Generalized GRS Statistics and Factor Redundancy sorted by Size–OP Portfolios (Europe, FF3)

Notes:

(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.

(2) The red dots denote that the model outperforms the benchmark model at that time.

(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(4) R version 4.4.0 was used to compute the statistics.
Figure 21: Generalized GRS Statistics and Factor Redundancy sorted by Size–Inv Portfolios (Europe, FF3)

Notes:
1. The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.
2. The red dots denote that the model outperforms the benchmark model at that time.
3. The shade areas represent recessions reported by the NBER “Business Cycle Dating.”
4. R version 4.4.0 was used to compute the statistics.
Figure 22: Generalized GRS Statistics and Factor Redundancy sorted by Size–B/M Portfolios (Europe, FF5)

**Notes:**

1. The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.
2. The red dots denote that the model outperforms the benchmark model at that time.
3. The shade areas represent recessions reported by the NBER “Business Cycle Dating.”
4. R version 4.4.0 was used to compute the statistics.
Figure 23: Generalized GRS Statistics and Factor Redundancy sorted by Size-OP Portfolios (Europe, FF5)

Notes:

(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.

(2) The red dots denote that the model outperforms the benchmark model at that time.

(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(4) R version 4.4.0 was used to compute the statistics.
Figure 24: Generalized GRS Statistics and Factor Redundancy sorted by Size–Inv Portfolios (Europe, FF5)

Notes:

(1) The dashed red lines denote the critical value at the 5% significance levels for the generalized GRS test, and the dashed blue lines denote zero.

(2) The red dots denote that the model outperforms the benchmark model at that time.

(3) The shade areas represent recessions reported by the NBER “Business Cycle Dating.”

(4) R version 4.4.0 was used to compute the statistics.
Table 9: Percentage of the periods of the model is valid (Europe)

|                  | In the 1990's | In the 2000's | In the 2010's | Whole period | M (CAPM) |
|------------------|--------------|--------------|--------------|--------------|----------|
|                  | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 | MB25 | MO25 | MI25 |
| MSHRC (FF5)      | 0.3605 | 0.3084 | 0.6572 | 0.3933 | 0.5895 | 0.5063 | 0.7124 | 0.2166 | 0.8048 |          |        |        |
| MSHR             | 0.4119 | 0.3024 | 0.5568 | 0.3913 | 0.5983 | 0.4937 | 0.7232 | 0.2097 | 0.7803 |          |        |        |
| MSHC             | 0.5689 | 0.0515 | 0.7527 | 0.3607 | 0.3637 | 0.4017 | 0.7182 | 0.1603 | 0.8052 |          |        |        |
| MHRC             | 0.4260 | 0.2923 | 0.6234 | 0.3043 | 0.5136 | 0.4209 | 0.6545 | 0.2312 | 0.7634 |          |        |        |
| MSRC             | 0.0858 | 0.5583 | 0.7779 | 0.3128 | 0.5017 | 0.5010 | 0.7063 | 0.2189 | 0.7906 |          |        |        |
| MSH (FF3)        | 0.5755 | 0.0480 | 0.6734 | 0.3549 | 0.3476 | 0.3645 | 0.7189 | 0.1668 | 0.7788 |          |        |        |
| MS               | 0.4912 | 0.4023 | 0.6623 | 0.3013 | 0.4806 | 0.4469 | 0.6975 | 0.1442 | 0.7630 |          |        |        |
| MH               | 0.6411 | 0.0944 | 0.6986 | 0.2698 | 0.2967 | 0.3258 | 0.6649 | 0.1787 | 0.7285 |          |        |        |
| M (CAPM)         | 0.5437 | 0.5250 | 0.7415 | 0.2545 | 0.3634 | 0.3292 | 0.6745 | 0.1572 | 0.7343 |          |        |        |
|                  | 0.5904 | 0.0575 | 0.5257 | 0.4151 | 0.4309 | 0.6645 | 0.6975 | 0.1442 | 0.7630 |          |        |        |
| MSHC (FF5)       | 0.6090 | 0.5487 | 0.5794 | 0.5544 | 0.2429 | 0.6372 | 0.6975 | 0.1442 | 0.7630 |          |        |        |
| MSH (FF3)        | 0.6177 | 0.5487 | 0.5706 | 0.5562 | 0.2389 | 0.5964 | 0.6975 | 0.1442 | 0.7630 |          |        |        |
| MS                | 0.5652 | 0.5334 | 0.5378 | 0.5047 | 0.3593 | 0.6114 | 0.6975 | 0.1442 | 0.7630 |          |        |        |
| MH                | 0.6057 | 0.6002 | 0.5214 | 0.5253 | 0.2435 | 0.5684 | 0.6975 | 0.1442 | 0.7630 |          |        |        |
| M (CAPM)         | 0.5794 | 0.5619 | 0.5345 | 0.4967 | 0.3589 | 0.5833 | 0.6975 | 0.1442 | 0.7630 |          |        |        |

Notes:
(1) The highlighted values indicate that the model is valid over half the period.
(2) R version 4.4.0 was used to compute the statistics.
Table 10: Model ranking results (Europe)

|               | FF3 | MO25 | MI25 | FF5 | MO25 | MI25 |
|---------------|-----|------|------|-----|------|------|
| **In the 1990’s** |     |      |      |     |      |      |
| MSHRC (FF5)   | –   | –    | –    | –   | –    | –    |
| MSHC          | –   | –    | –    | 0.7808 | 0.0091 | 0.6345 |
| MSHR          | –   | –    | –    | 0.7863 | 0.6451 | 0.5482 |
| MSH (FF3)     | –   | –    | –    | 0.8021 | 0.1792 | 0.1636 |
| MH            | 0.5232 | 0.4553 | 0.4273 | 0.8108 | 0.1449 | 0.5144 |
| M (CAPM)      | 0.3757 | 0.5541 | 0.4193 | 0.6688 | 0.6522 | 0.5664 |

|               | FF3 | MO25 | MI25 | FF5 | MO25 | MI25 |
|---------------|-----|------|------|-----|------|------|
| **In the 2000’s** |     |      |      |     |      |      |
| MSHRC (FF5)   | –   | –    | –    | –   | –    | –    |
| MSHC          | –   | –    | –    | 0.9144 | 0.0211 | 0.9317 |
| MSHR          | –   | –    | –    | 0.9172 | 0.0259 | 0.9441 |
| MSH (FF3)     | –   | –    | –    | 0.9544 | 0.0109 | 0.9645 |
| MH            | 0.8125 | 0.8971 | 0.7246 | 0.2771 | 0.0755 | 0.1426 |
| M (CAPM)      | 0.1521 | 0.2191 | 0.1683 | 0.1062 | 0.0114 | 0.1278 |

|               | FF3 | MO25 | MI25 | FF5 | MO25 | MI25 |
|---------------|-----|------|------|-----|------|------|
| **Whole period** |     |      |      |     |      |      |
| MSHRC (FF5)   | –   | –    | –    | –   | –    | –    |
| MSHC          | –   | –    | –    | 0.6136 | 0.4781 | 0.5301 |
| MSHR          | –   | –    | –    | 0.4644 | 0.0962 | 0.3513 |
| MSH (FF3)     | –   | –    | –    | 0.4633 | 0.4517 | 0.3722 |
| MH            | 0.1424 | 0.0297 | 0.3514 | 0.1340 | 0.1063 | 0.2995 |
| M (CAPM)      | 0.0153 | 0.0186 | 0.0986 | 0.3676 | 0.1244 | 0.2897 |

Notes:

(1) The highlighted values indicate that the model outperforms the benchmark model over the half period.

(2) R version 4.4.0 was used to compute the statistics.