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Abstract
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1. Introduction

The study of integrable systems has been one of the most fascinating branches of mathematics, and an intriguing area for both mathematicians and physicists. Integrable systems and their properties can be used to predict many natural phenomena. They are commonly found in nonlinear optics, plasmas, ocean and water waves, gravitational fields, and fluid dynamics \[1\]-\[2\]. The Korteweg-de Vries (KdV) equation, the nonlinear Schrödinger (NLS) equation and the Kadomtsev-Petviashvili (KP) equation are typical examples of integrable systems. Integrable systems can provide a variety of soliton solutions, for example breathers, lumps, and rogue waves. Soliton solutions are a kind of special solutions which are stable localized waves. Nonlocal PT symmetric reverse-spacetime, reverse-time, and reverse-space have been studied for the NLS and KdV equations under the inverse scattering transformation and the Riemann-Hilbert problem \[3\]-\[8\]. Riemann-Hilbert formulation is an interesting method to investigate and explore new examples of nonlocal integrable equations and their soliton solutions \[9\]-\[11\]. In this paper, we present a new nonlocal reverse-spacetime fifth-order Sasa-Satsuma equation \[12\]-\[13\]:

\[
\begin{align*}
    u_t &= u_{xxxx} - 10(|u|^2 + |u(-x,-t)|^2)u_{xxx} - 15(|u|^2 + |u(-x,-t)|^2)_x u_{xx} \\
    &\quad + \left[-15(|u|^2 + |u(-x,-t)|^2)_{xx} + 10(|u_x|^2 + |u_x(-x,-t)|^2) + 40(|u|^2 + |u(-x,-t)|^2)^2 \right] u_x \\
    &\quad + \left[-5(|u|^2 + |u(-x,-t)|^2)_{xxx} + 5(|u_x|^2 + |u_x(-x,-t)|^2)_x + 20((|u|^2 + |u(-x,-t)|^2)^2)_{xx} \right] u.
\end{align*}
\]

We formulate a kind of Riemann-Hilbert problems for the above integrable nonlocal Sasa-Satsuma equation with the real line being its contour, and solve the resulting Riemann-Hilbert problems with identity jump matrix to present its soliton solutions \[14\]-\[21\].

The outline of the paper is as follows. In section 2, we construct a nonlocal Sasa-Satsuma hierarchy associated with a nonlocal $5 \times 5$ matrix AKNS spectral problem and its Hamiltonian structure. In section 3, we formulate a kind of Riemann-Hilbert problems, based on the corresponding matrix spectral problems. In section 4, we compute soliton solutions by taking the reflection coefficients to be zeros \[22\]-\[24\]. In section 5, we present explicit and exact one soliton solution, and classify the different cases for the explicit two soliton solutions, and explore their dynamical behaviours. The last section will be a brief conclusion and some remarks.
2. **AKNS hierarchy**

Consider the nonlocal $5 \times 5$ matrix AKNS spatial spectral problem [15]

\[ \psi_x = iU\psi, \quad (2) \]

where $\psi$ is the eigenfunction and the spectral matrix $U(u, \lambda)$ is given by

\[
U(u, \lambda) = \begin{pmatrix}
\alpha_1 \lambda & u(x, t) & u(-x, -t) & u^*(x, t) & u^*(-x, -t) \\
-u(x, t) & \alpha_2 \lambda & 0 & 0 & 0 \\
-u(-x, -t) & 0 & \alpha_2 \lambda & 0 & 0 \\
u(x, t) & 0 & 0 & \alpha_2 \lambda & 0 \\
u(-x, -t) & 0 & 0 & 0 & \alpha_2 \lambda
\end{pmatrix} = \lambda \Lambda + P(u), \quad (3)
\]

where $\Lambda = \text{diag}(\alpha_1, \alpha_2 I_4)$, $\lambda$ is a nonzero spectral parameter, $\alpha_1, \alpha_2$ are two distinct real constants, and $u$ is the potential. We assume that $u$ and $xu$ belong to the $L^2$ space and

\[
P = \begin{pmatrix}
0 & u(x, t) & u(-x, -t) & u^*(x, t) & u^*(-x, -t) \\
-u(x, t) & 0 & 0 & 0 & 0 \\
-u(-x, -t) & 0 & 0 & 0 & 0 \\
u(x, t) & 0 & 0 & 0 & 0 \\
u(-x, -t) & 0 & 0 & 0 & 0
\end{pmatrix}. \quad (4)
\]

**Remark 1.** One can see that the matrix $U$ has the following simultaneous symmetry relations:

\[
\begin{align*}
U^\dagger(x, t, -\lambda) &= -C_0 U(x, t, \lambda) C_0^{-1} = -U(x, t, \lambda), \quad U(x, t, -\lambda) = -C_4 U(x, t, \lambda) C_4^{-1} \\
U^T(x, t, -\lambda) &= -C_1 U(x, t, \lambda) C_1^{-1}, \quad U^T(x, t, \lambda) = C_5 U(x, t, \lambda) C_5^{-1}, \\
U^\dagger(-x, -t, -\lambda) &= -C_2 U(x, t, \lambda) C_2^{-1}, \quad U^\dagger(-x, -t, \lambda) = C_6 U(x, t, \lambda) C_6^{-1}, \\
U(-x, -t, \lambda) &= C_3 U(x, t, \lambda) C_3^{-1}, \quad U(-x, -t, -\lambda) = -C_7 U(x, t, \lambda) C_7^{-1},
\end{align*}
\]  

(5)
where the eight $5 \times 5$ matrices are

$$C_i = \begin{pmatrix} 1 & 0_{14} \\ 0_{41} & \sigma_i \end{pmatrix}, \quad i \in \{0, \ldots, 7\};$$

(6)

with $0_{14}, 0_{41}$ being the four-component zero row and column vectors respectively, and $\sigma_i$ are:

$$\sigma_0 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \sigma_1 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix},$$

(7)

and

$$\sigma_4 = -\sigma_0, \quad \sigma_5 = -\sigma_1, \quad \sigma_6 = -\sigma_2, \quad \sigma_7 = -\sigma_3.$$  

(8)

Note that all $C_i$ are symmetric and orthogonal matrices, i.e., $C_i = C_i^T$ and $C_i^2 = I_2$, for $i \in \{0, \ldots, 7\}$. In fact, they form an orthogonal group, $G = \{C_0, C_1, C_2, C_3, C_4, C_5, C_6, C_7\}$ that has two connected components. The first component $G_1$ of all matrices where $\det(C_i) = 1$ for $i \in \{0, 1, 2, 3\}$, that is; the normal subgroup component $G_1 = SO(5) = \{C_0, C_1, C_2, C_3\}$. The second component is $G_2 = \{C_4, C_5, C_6, C_7\}$, where $\det(C_i) = -1$ for $i \in \{4, 5, 6, 7\}$.

In this paper, we will consider all reductions generated by the matrices in the rotation group $SO(5)$.

In addition, since $U(x, t, \lambda) = \lambda A + P(x, t)$, then we can easily prove that

$$\begin{cases}
P^\dagger(x, t) = -P(x, t), \\
P^T(x, t) = -C_1 P(x, t)C_1^{-1}, \\
P^\dagger(-x, -t) = -C_2 P(x, t)C_2^{-1}, \\
P(-x, -t) = C_3 P(x, t)C_3^{-1}.
\end{cases}$$

(9)

Let’s construct the associated two-component Sasa-Satsuma soliton hierarchy.
To do so, we need to solve the stationary zero curvature equation

\[ W_x = \text{i}[U, W], \quad (10) \]

for

\[
W = \begin{pmatrix}
  a & b_1 & b_2 & b_3 & b_4 \\
  c_1 & d_{11} & d_{12} & d_{13} & d_{14} \\
  c_2 & d_{21} & d_{22} & d_{23} & d_{24} \\
  c_3 & d_{31} & d_{32} & d_{33} & d_{34} \\
  c_4 & d_{41} & d_{42} & d_{43} & d_{44}
\end{pmatrix},
\quad (11)
\]

where \( a, b_i, c_i, d_{ij} \) are scalar components for \( i, j \in \{1, 2, 3, 4\} \). From the stationary zero curvature equation, we get:

\[
a_x = \text{i}\left[ u(x)b_1 + \ddot{u}(-x)b_2 + u(x)b_3 + u(-x)b_4 \\
+ u(x)c_1 + u(-x)c_2 + \dot{u}(x)c_3 + \dot{u}(-x)c_4 \right],
\quad (12)
\]

\[
b_{1,x} = \text{i}\left[ \alpha \lambda b_1 - u(x)a + u(x)d_{11} + u(-x)d_{21} + \dot{u}(x)d_{31} + \ddot{u}(-x)d_{41} \right],
\quad (13)
\]

\[
b_{2,x} = \text{i}\left[ \alpha \lambda b_2 - \dot{u}(-x)a + u(x)d_{12} + u(-x)d_{22} + \dot{u}(x)d_{32} + \ddot{u}(-x)d_{42} \right],
\quad (14)
\]

\[
b_{3,x} = \text{i}\left[ \alpha \lambda b_3 - \ddot{u}(x)a + u(x)d_{13} + u(-x)d_{23} + \dot{u}(x)d_{33} + \ddot{u}(-x)d_{43} \right],
\quad (15)
\]

\[
b_{4,x} = \text{i}\left[ \alpha \lambda b_4 - \dddot{u}(-x)a + u(x)d_{14} + u(-x)d_{24} + \dot{u}(x)d_{34} + \ddot{u}(-x)d_{44} \right],
\quad (16)
\]

\[
c_{1,x} = \text{i}\left[ -\alpha \lambda c_1 - \ddot{u}(x)a + \dot{u}(x)d_{11} + u(x)d_{12} + u(-x)d_{13} + \dot{u}(-x)d_{14} \right],
\quad (17)
\]

\[
c_{2,x} = \text{i}\left[ -\alpha \lambda c_2 - \dddot{u}(-x)a + \ddot{u}(x)d_{21} + \ddot{u}(x)d_{22} + u(x)d_{23} + \ddot{u}(-x)d_{24} \right],
\quad (18)
\]

\[
c_{3,x} = \text{i}\left[ -\alpha \lambda c_3 - u(x)a + \dddot{u}(x)d_{31} + \dddot{u}(x)d_{32} + u(x)d_{33} + u(-x)d_{34} \right],
\quad (19)
\]

\[
c_{4,x} = \text{i}\left[ -\alpha \lambda c_4 - u(-x)a + \dddot{u}(x)d_{41} + \dddot{u}(x)d_{42} + u(x)d_{43} + u(-x)d_{44} \right],
\quad (20)
\]

\[
d_{11,x} = -\text{i}\left[ \ddot{u}(x)b_1 + u(x)c_1 \right], \quad d_{12,x} = -\text{i}\left[ \ddot{u}(x)b_2 + u(-x)c_1 \right],
\quad (21)
\]

\[
d_{21,x} = -\text{i}\left[ \dddot{u}(-x)b_1 + u(x)c_2 \right], \quad d_{22,x} = -\text{i}\left[ \dddot{u}(-x)b_2 + u(-x)c_2 \right],
\quad (22)
\]

\[
d_{31,x} = -\text{i}\left[ \dddot{u}(x)b_1 + u(x)c_3 \right], \quad d_{32,x} = -\text{i}\left[ \dddot{u}(x)b_2 + u(-x)c_3 \right],
\quad (23)
\]

\[
d_{41,x} = -\text{i}\left[ \dddot{u}(-x)b_1 + u(x)c_4 \right], \quad d_{42,x} = -\text{i}\left[ \dddot{u}(-x)b_2 + u(-x)c_4 \right],
\quad (24)
\]
\[d_{13,x} = -i[\ddot{u}(x)b_3 + \dot{u}(x)c_1], \quad d_{14,x} = -i[\ddot{u}(x)b_4 + \dot{u}(-x)c_1], \quad (25)\]
\[d_{23,x} = -i[\ddot{u}(-x)b_3 + \dot{u}(x)c_2], \quad d_{24,x} = -i[\ddot{u}(-x)b_4 + \dot{u}(-x)c_2], \quad (26)\]
\[d_{33,x} = -i[u(x)b_3 + \ddot{u}(x)c_3], \quad d_{34,x} = -i[u(x)b_4 + \dot{u}(-x)c_3], \quad (27)\]
\[d_{43,x} = -i[u(-x)b_3 + \ddot{u}(x)c_4], \quad d_{44,x} = -i[u(-x)b_4 + \dot{u}(-x)c_4], \quad (28)\]

where \(\alpha = \alpha_1 - \alpha_2\). Now, we expand \(W\) in Laurent series, with the components of \(W\) are written explicitly as:

\[
a = \sum_{m=0}^{\infty} a^{[m]} \lambda^{-m}, \quad d_{ii} = \sum_{m=0}^{\infty} d_{ii}^{[m]} \lambda^{-m}, \quad i \in \{1, 2, 3, 4\},
\]
\[
b_i = \sum_{m=0}^{\infty} b_i^{[m]} \lambda^{-m}, \quad i \in \{1, \ldots, 4\}, \quad c_i = \sum_{m=0}^{\infty} c_i^{[m]} \lambda^{-m}, \quad i \in \{1, \ldots, 4\},
\]

where \(W\) is rewritten in the following form:

\[
W = \sum_{m=0}^{\infty} W_m \lambda^{-m} \quad \text{with} \quad W_m = \begin{pmatrix} a_1^{[m]} & b_1^{[m]} & b_2^{[m]} & b_3^{[m]} & b_4^{[m]} \\ c_1^{[m]} & d_1^{[m]} & d_2^{[m]} & d_3^{[m]} & d_4^{[m]} \\ c_2^{[m]} & d_5^{[m]} & d_6^{[m]} & d_7^{[m]} & d_8^{[m]} \\ c_3^{[m]} & d_9^{[m]} & d_{10}^{[m]} & d_{11}^{[m]} & d_{12}^{[m]} \\ c_4^{[m]} & d_{13}^{[m]} & d_{14}^{[m]} & d_{15}^{[m]} & d_{16}^{[m]} \end{pmatrix}, \quad m \geq 0. \quad (29)
\]

As a consequence, the system (21) generates the recursive relations:

\[
b_i^{[0]} = c_i^{[0]} = 0, \quad i \in \{1, \ldots, 4\}, \quad (30)\]
\[
a_x^{[m]} = i[\ddot{u}(x)b_1^{[m]} + \dot{u}(-x)b_2^{[m]} + u(x)b_3^{[m]} + u(-x)b_4^{[m]} + u(x)c_1^{[m]} + u(-x)c_2^{[m]} + \ddot{u}(x)c_3^{[m]} + \ddot{u}(-x)c_4^{[m]}], \quad (31)\]
\[
b_1^{[m+1]} = \frac{1}{\alpha} \left[ -ib_1^{[m]} + u(x)a^{[m]} - u(x)d_{11}^{[m]} - u(-x)d_{21}^{[m]} - \ddot{u}(x)d_{31}^{[m]} - \ddot{u}(-x)d_{41}^{[m]} \right], \quad (32)\]
\[
b_2^{[m+1]} = \frac{1}{\alpha} \left[ -ib_2^{[m]} + u(-x)a^{[m]} - u(x)d_{12}^{[m]} - u(-x)d_{22}^{[m]} - \ddot{u}(x)d_{32}^{[m]} - \ddot{u}(-x)d_{42}^{[m]} \right], \quad (33)\]
\[
b_3^{[m+1]} = \frac{1}{\alpha} \left[ -ib_3^{[m]} + \ddot{u}(x)a^{[m]} - u(x)d_{13}^{[m]} - u(-x)d_{23}^{[m]} - \ddot{u}(x)d_{33}^{[m]} - \ddot{u}(-x)d_{43}^{[m]} \right], \quad (34)\]
\[
b_4^{[m+1]} = \frac{1}{\alpha} \left[ -ib_4^{[m]} + \ddot{u}(-x)a^{[m]} - u(x)d_{14}^{[m]} - u(-x)d_{24}^{[m]} - \ddot{u}(x)d_{34}^{[m]} - \ddot{u}(-x)d_{44}^{[m]} \right], \quad (35)\]

As a consequence, the system (21) generates the recursive relations:
\[ c_{1}^{[m+1]} = \frac{1}{\alpha} [ic_{1,1}^{[m]} - \overset{u}{*}(x)a_{1}^{[m]} + \overset{u}{*}(x)d_{11}^{[m]} + \overset{u}{*}(-x)d_{12}^{[m]} + u(x)d_{13}^{[m]} + u(-x)d_{14}^{[m]}], \quad (36) \]
\[ c_{2}^{[m+1]} = \frac{1}{\alpha} [ic_{2,1}^{[m]} - \overset{u}{*}(-x)a_{1}^{[m]} + \overset{u}{*}(x)d_{21}^{[m]} + \overset{u}{*}(-x)d_{22}^{[m]} + u(x)d_{23}^{[m]} + u(-x)d_{24}^{[m]}], \quad (37) \]
\[ c_{3}^{[m+1]} = \frac{1}{\alpha} [ic_{3,3}^{[m]} - u(x)a_{3}^{[m]} + \overset{u}{*}(x)d_{31}^{[m]} + \overset{u}{*}(-x)d_{32}^{[m]} + u(x)d_{33}^{[m]} + u(-x)d_{34}^{[m]}], \quad (38) \]
\[ c_{4}^{[m+1]} = \frac{1}{\alpha} [ic_{4,4}^{[m]} - u(-x)a_{4}^{[m]} + \overset{u}{*}(x)d_{41}^{[m]} + \overset{u}{*}(-x)d_{42}^{[m]} + u(x)d_{43}^{[m]} + u(-x)d_{44}^{[m]}]. \quad (39) \]

\[ d_{11}^{[m]} = -i[\overset{u}{*}(x)b_{1}^{[m]} + u(x)c_{1}^{[m]}], \quad d_{12}^{[m]} = -i[\overset{u}{*}(x)b_{2}^{[m]} + u(-x)c_{1}^{[m]}], \quad (40) \]
\[ d_{21}^{[m]} = -i[\overset{u}{*}(-x)b_{1}^{[m]} + u(x)c_{2}^{[m]}], \quad d_{22}^{[m]} = -i[\overset{u}{*}(-x)b_{2}^{[m]} + u(-x)c_{2}^{[m]}], \quad (41) \]
\[ d_{31}^{[m]} = -i[u(x)b_{1}^{[m]} + \overset{u}{*}(x)c_{3}^{[m]}], \quad d_{32}^{[m]} = -i[u(x)b_{2}^{[m]} + \overset{u}{*}(-x)c_{3}^{[m]}], \quad (42) \]
\[ d_{41}^{[m]} = -i[u(-x)b_{1}^{[m]} + \overset{u}{*}(x)c_{4}^{[m]}], \quad d_{42}^{[m]} = -i[u(-x)b_{2}^{[m]} + \overset{u}{*}(-x)c_{4}^{[m]}], \quad (43) \]

\[ d_{13}^{[m]} = -i[\overset{u}{*}(x)b_{3}^{[m]} + \overset{u}{*}(x)c_{1}^{[m]}], \quad d_{14}^{[m]} = -i[\overset{u}{*}(x)b_{4}^{[m]} + \overset{u}{*}(-x)c_{1}^{[m]}], \quad (44) \]
\[ d_{23}^{[m]} = -i[\overset{u}{*}(-x)b_{3}^{[m]} + \overset{u}{*}(x)c_{2}^{[m]}], \quad d_{24}^{[m]} = -i[\overset{u}{*}(-x)b_{4}^{[m]} + \overset{u}{*}(-x)c_{2}^{[m]}], \quad (45) \]
\[ d_{33}^{[m]} = -i[u(x)b_{3}^{[m]} + \overset{u}{*}(x)c_{3}^{[m]}], \quad d_{34}^{[m]} = -i[u(x)b_{4}^{[m]} + \overset{u}{*}(-x)c_{3}^{[m]}], \quad (46) \]
\[ d_{43}^{[m]} = -i[u(-x)b_{3}^{[m]} + \overset{u}{*}(x)c_{4}^{[m]}], \quad d_{44}^{[m]} = -i[u(-x)b_{4}^{[m]} + \overset{u}{*}(-x)c_{4}^{[m]}]. \quad (47) \]

The first few involved functions can be worked out as follows:
\[
\begin{align*}
\mathbf{a}^{[0]} &= \beta_1, \\
\mathbf{a}^{[1]} &= 0, \\
\mathbf{a}^{[2]} &= 2\frac{\beta}{\alpha^2}(|u|^2 + |u(-x, -t)|^2), \\
\mathbf{a}^{[3]} &= 0, \\
\mathbf{a}^{[4]} &= \frac{\beta}{\alpha^2} \left[ 12\left(|u|^2 + |u(-x, -t)|^2\right)^2 + 6\left(|u|^2 + |u_x(-x, -t)|^2\right) \\
&\quad - 2\left(|u|^2 + |u(-x, -t)|^2\right)_{xx} \right], \\
\mathbf{a}^{[5]} &= 0, \\
\mathbf{a}^{[6]} &= \frac{\beta}{\alpha^2} \left[ 80(|u|^2 + |u(-x, -t)|^2)^3 + 80\left(|u|^2 + |u(-x, -t)|^2\right)\left(|u|^2 + |u_x(-x, -t)|^2\right) \\
&\quad - 40\left(|u|^2 + |u(-x, -t)|^2\right)^2\left(|u|^2 + |u(-x, -t)|^2\right)_{xx} \\
&\quad + 10\left(|u_{xx}|^2 + |u_{xx}(-x, -t)|^2\right) + 2\left(|u|^2 + |u(-x, -t)|^2\right)_{xxxx} \\
&\quad - 10\left(|u|^2 + |u(-x, -t)|^2\right)^2 - 10\left(|u_x|^2 + |u_x(-x, -t)|^2\right)_{xx} \right],
\end{align*}
\]

\[
\begin{align*}
\mathbf{b}^{[0]}_1 &= 0, \\
\mathbf{b}^{[1]}_1 &= \frac{\beta}{\alpha} u, \\
\mathbf{b}^{[2]}_1 &= -i\frac{\beta}{\alpha^2} u_x, \\
\mathbf{b}^{[3]}_1 &= -\frac{\beta}{\alpha} \left[u_{xx} - 4\left(|u|^2 + |u(-x, -t)|^2\right)u\right], \\
\mathbf{b}^{[4]}_1 &= i\frac{\beta}{\alpha^2} \left[u_{xxx} - 6\left(|u|^2 + |u(-x, -t)|^2\right)u_x - 3\left(|u|^2 + |u(-x, -t)|^2\right)u\right], \\
\mathbf{b}^{[5]}_1 &= \frac{\beta}{\alpha^2} \left[u_{xxxx} - 8\left(|u|^2 + |u(-x, -t)|^2\right)u_x\right] \\
&\quad + \left(24(|u|^2 + |u(-x, -t)|^2)^2 + 8(|u|^2 + |u_x(-x, -t)|^2) - 6(|u|^2 + |u(-x, -t)|^2)_{xx}\right)u \\
\mathbf{b}^{[6]}_1 &= -i\frac{\beta}{\alpha^2} \left[u_{xxxxx} - 10(|u|^2 + |u(-x, -t)|^2)u_{xxx} - 15(|u|^2 + |u(-x, -t)|^2)_{xx}u_{xx}\right. \\
&\quad + \left[40(|u|^2 + |u(-x, -t)|^2)^2 + 10(|u|^2 + |u_x(-x, -t)|^2) - 15(|u|^2 + |u(-x, -t)|^2)_{xx}\right]u_x \\
&\quad + \left[20\left(|u|^2 + |u(-x, -t)|^2\right) + 5(|u|^2 + |u_x(-x, -t)|^2) - 5(|u|^2 + |u(-x, -t)|^2)_{xxx}\right]u\right],
\end{align*}
\]
\[
\begin{align*}
\tilde{d}^{[0]}_{11} &= \beta_2, \\
\tilde{d}^{[1]}_{11} &= 0, \\
\tilde{d}^{[2]}_{11} &= -\frac{\beta}{\alpha^2}|u|^2, \\
\tilde{d}^{[3]}_{11} &= 2\frac{\beta}{\alpha^2}\text{Im}(uu^*), \\
\tilde{d}^{[4]}_{11} &= -\frac{\beta}{\alpha^2}\left[6(|u|^2 + |u(-x,-t)|^2)|u|^2 + 3|u_x|^2 - (|u|^2)_{xx}\right], \\
\tilde{d}^{[5]}_{11} &= \frac{\beta}{\alpha^2}\left[16(|u|^2 + |u(-x,-t)|^2)\text{Im}(uu^*) + 2\text{Im}(uu^*_x - u_x u^*_{xx})\right], \\
\tilde{d}^{[6]}_{11} &= \frac{\beta}{\alpha^2}\left[\left(10(|u|^2 + |u(-x,-t)|^2)_{xx} - 10(|u|^2 + |u_x|^2 - |u|^2)_{xx} - 40(|u|^2 + |u(-x,-t)|^2)^2\right)|u|^2 \\
&\quad + 5(|u|^2 + |u(-x,-t)|^2)_{xx}(|u|^2)_{xx} + 10(|u|^2 + |u(-x,-t)|^2)(|u|^2)_{xx} - 3|u_x|^2) \\
&\quad - (|u|^2)_{xxxx} + 5(|u|^2)_{xx} - 5|u_{xx}|^2\right],
\end{align*}
\]

\[
\begin{align*}
\tilde{d}^{[0]}_{21} &= 0, \\
\tilde{d}^{[1]}_{21} &= 0, \\
\tilde{d}^{[2]}_{21} &= -\frac{\beta}{\alpha^2}u(x,t)^*(x,-t), \\
\tilde{d}^{[3]}_{21} &= i\frac{\beta}{\alpha^2}\left[\sum_{j=0}^{n} u(-x,-t) u_j(x,t) + \sum_{j=0}^{n} u_j(-x,-t) u(x,t)\right], \\
\tilde{d}^{[4]}_{21} &= -\frac{\beta}{\alpha^2}\left[6(|u|^2 + |u(-x,-t)|^2)u^*(x,-t) - 3u^*_x u^*_x(-x,-t) - (uu^*(x,-t))_{xx}\right], \\
\tilde{d}^{[5]}_{21} &= i\frac{\beta}{\alpha^2}\left[8(|u|^2 + |u(-x,-t)|^2)(u^*_x(-x,-t) + u^*_x u^*(x,-t)) \\
&\quad - (uu^*_x(-x,-t) + u^*_x u^*(x,-t))_{xx} - 2(u^*_x u^*_x(-x,-t) + u^*_x u^*_x(-x,-t))\right], \\
\tilde{d}^{[6]}_{21} &= \frac{\beta}{\alpha^2}\left[\left(10(|u|^2 + |u(-x,-t)|^2)_{xx} - 10(|u|^2 + |u_x|^2 - |u|^2)_{xx} - 40(|u|^2 + |u(-x,-t)|^2)^2\right)\sum_{j=0}^{n} u^*(x,-t) + 5(|u|^2 + |u(-x,-t)|^2)_{xx} u^*_x(-x,-t) \\
&\quad + 10(|u|^2 + |u(-x,-t)|^2)\left((uu^*(x,-t))_{xx} + 3u^*_x u^*_x(-x,-t)\right) \\
&\quad - (uu^*(x,-t))_{xxxx} - 5(u^*_x u^*_x(-x,-t))_{xx} - 5u^*_x u^*_x(-x,-t)\right],
\end{align*}
\]

(50)
\[
\begin{align*}
\mathcal{D}^{[0]}_{31} &= 0, \\
\mathcal{D}^{[1]}_{31} &= 0, \\
\mathcal{D}^{[2]}_{31} &= -\frac{\beta}{\alpha^2} u^2, \\
\mathcal{D}^{[3]}_{31} &= 0, \\
\mathcal{D}^{[4]}_{31} &= -\frac{\beta}{\alpha^2} \left[ 6(|u|^2 + |u(-x, -t)|^2)u^2 + 3u_x^2 - (u^2)_{xx} \right], \\
\mathcal{D}^{[5]}_{31} &= 0, \\
\mathcal{D}^{[6]}_{31} &= \frac{\beta}{\alpha^2} \left[ \left( 10(|u|^2 + |u(-x, -t)|^2)_{xx} - 10(|u_x|^2 + |u_x(-x, -t)|^2) - 40(|u|^2 + |u(-x, -t)|^2)^2 \right)u^2 \\
&\quad + 5(|u|^2 + |u(-x, -t)|^2)_x(u_x^2)_x + 10(|u|^2 + |u(-x, -t)|^2)(u_{xx}^2 - 3u_x^2) \\
&\quad - (u^2)_{xxxx} + 5(u_x^2)_{xx} - 5u_{xx}^2 \right], \\
\end{align*}
\]

\(\mathcal{D}^{[0]}_{41} = 0,\)

\(\mathcal{D}^{[1]}_{41} = 0,\)

\(\mathcal{D}^{[2]}_{41} = -\frac{\beta}{\alpha^2}uu(-x, -t),\)

\(\mathcal{D}^{[3]}_{41} = i\frac{\beta}{\alpha} \left( u_x(-x, -t) + uu_x(-x, -t) \right),\)

\(\mathcal{D}^{[4]}_{41} = -\frac{\beta}{\alpha^2} \left[ 6(|u|^2 + |u(-x, -t)|^2)uu(-x, -t) + 3u_xu_x(-x, -t) + (uu(-x, -t))_{xx} \right],\)

\(\mathcal{D}^{[5]}_{41} = i\frac{\beta}{\alpha} \left[ 8(|u|^2 + |u(-x, -t)|^2)(uu_x(-x, -t) + u_xu(-x, -t)) \\
&\quad - (uu_x(-x, -t) + uu(-x, -t))_{xx} - 2(u_xu_{xx}(-x, -t) + u_{xx}u_x(-x, -t)) \right],\)

\(\mathcal{D}^{[6]}_{41} = \frac{\beta}{\alpha^2} \left[ \left( 10(|u|^2 + |u(-x, -t)|^2)_{xx} - 10(|u_x|^2 + |u_x(-x, -t)|^2) \\
&\quad - 40(|u|^2 + |u(-x, -t)|^2)^2 \right)uu(-x, -t) + 5(|u|^2 + |u(-x, -t)|^2)_x(uu(-x, -t))_x \\
&\quad + 10(|u|^2 + |u(-x, -t)|^2)(uu(-x, -t))_{xx} + 3u_xu_x(-x, -t) \\
&\quad - (uu(-x, -t))_{xxxx} - 5(u_xu_x(-x, -t))_{xx} - 5u_{xx}u_{xx}(-x, -t) \right],
\]

where \(\beta = \beta_1 - \beta_2.\)
Remark 2. Under the symmetry relations \[9\], one can show that \( W \) satisfies the equations:

\[
\begin{align*}
W^+(x, t, -\lambda) &= -W(x, t, \lambda), \\
W^T(x, t, -\lambda) &= C_1 W(x, t, \lambda) C_1^{-1}, \\
W^+(x, t, -\lambda) &= C_2 W(x, t, \lambda) C_2^{-1}, \\
W(-x, -t, -\lambda) &= C_3 W(x, t, \lambda) C_3^{-1},
\end{align*}
\]

(54)

for a solution \( W \) to the stationary zero curvature equation. Using the Laurent expansion \([29]\) of \( W \), we get the relations:

\[
\begin{align*}
da^{[m]}(x, t) &= (-1)^{m+1} a^{[m]}(x, t), \quad (55) \\
b_1^{[m]}(x, t) &= (-1)^{m+1} c_1^{[m]}(x, t), \\
b_2^{[m]}(x, t) &= (-1)^{m+1} c_2^{[m]}(x, t), \quad (56) \\
b_3^{[m]}(x, t) &= (-1)^{m+1} c_3^{[m]}(x, t), \\
b_4^{[m]}(x, t) &= (-1)^{m+1} c_4^{[m]}(x, t), \quad (57) \\
c_{11}^{[m]}(x, t) &= (-1)^{m+1} d_{11}^{[m]}(x, t), \\
c_{21}^{[m]}(x, t) &= (-1)^{m+1} d_{12}^{[m]}(x, t), \quad (58) \\
c_{31}^{[m]}(x, t) &= (-1)^{m+1} d_{13}^{[m]}(x, t), \\
c_{41}^{[m]}(x, t) &= (-1)^{m+1} d_{14}^{[m]}(x, t), \quad (59) \\
c_{22}^{[m]}(x, t) &= (-1)^{m+1} d_{22}^{[m]}(x, t), \\
c_{32}^{[m]}(x, t) &= (-1)^{m+1} d_{23}^{[m]}(x, t), \quad (60) \\
c_{42}^{[m]}(x, t) &= (-1)^{m+1} d_{24}^{[m]}(x, t), \\
c_{33}^{[m]}(x, t) &= (-1)^{m+1} d_{33}^{[m]}(x, t), \quad (61) \\
c_{43}^{[m]}(x, t) &= (-1)^{m+1} d_{34}^{[m]}(x, t), \\
c_{44}^{[m]}(x, t) &= (-1)^{m+1} d_{44}^{[m]}(x, t). \quad (62)
\end{align*}
\]

\[
\begin{align*}
da^{[m]}(x, t) &= (-1)^{m} a^{[m]}(x, t), \quad (63) \\
b_1^{[m]}(x, t) &= (-1)^{m} c_3^{[m]}(x, t), \\
b_2^{[m]}(x, t) &= (-1)^{m} c_4^{[m]}(x, t), \quad (64) \\
b_3^{[m]}(x, t) &= (-1)^{m} c_1^{[m]}(x, t), \\
b_4^{[m]}(x, t) &= (-1)^{m} c_2^{[m]}(x, t), \quad (65) \\
d_{11}^{[m]}(x, t) &= (-1)^{m} d_{23}^{[m]}(x, t), \\
d_{21}^{[m]}(x, t) &= (-1)^{m} d_{34}^{[m]}(x, t), \quad (66) \\
d_{31}^{[m]}(x, t) &= (-1)^{m} d_{31}^{[m]}(x, t), \\
d_{41}^{[m]}(x, t) &= (-1)^{m} d_{32}^{[m]}(x, t), \quad (67) \\
d_{12}^{[m]}(x, t) &= (-1)^{m} d_{13}^{[m]}(x, t), \\
d_{22}^{[m]}(x, t) &= (-1)^{m} d_{14}^{[m]}(x, t), \quad (68) \\
d_{32}^{[m]}(x, t) &= (-1)^{m} d_{43}^{[m]}(x, t), \\
d_{13}^{[m]}(x, t) &= (-1)^{m} d_{41}^{[m]}(x, t), \quad (69) \\
d_{23}^{[m]}(x, t) &= (-1)^{m} d_{44}^{[m]}(x, t), \\
d_{14}^{[m]}(x, t) &= (-1)^{m} d_{24}^{[m]}(x, t). \quad (70)
\end{align*}
\]

and
where the modification terms are taken to be zero. Therefore, we get the spatial and

\[ a^{[m]}(-x, t) = (-1)^m a^{[m]}(x, t), \]
\[ b_1^{[m]}(-x, t) = (-1)^m b_2^{[m]}(x, t), \]
\[ b_3^{[m]}(-x, t) = (-1)^m b_4^{[m]}(x, t), \]
\[ c_1^{[m]}(-x, t) = (-1)^m c_2^{[m]}(x, t), \]
\[ d_{11}^{[m]}(-x, t) = (-1)^m d_{22}^{[m]}(x, t), \]
\[ d_{31}^{[m]}(-x, t) = (-1)^m d_{41}^{[m]}(x, t), \]
\[ d_{12}^{[m]}(-x, t) = (-1)^m d_{14}^{[m]}(x, t), \]
\[ d_{13}^{[m]}(-x, t) = (-1)^m d_{14}^{[m]}(x, t), \]
\[ d_{21}^{[m]}(-x, t) = (-1)^m d_{24}^{[m]}(x, t), \]
\[ d_{23}^{[m]}(-x, t) = (-1)^m d_{34}^{[m]}(x, t), \]

and finally
\[ a^{[m]}(x, t) = a^{[m]}(-x, t), \]
\[ b_1^{[m]}(x, t) = b_4^{[m]}(-x, t), \]
\[ b_2^{[m]}(x, t) = b_3^{[m]}(-x, t), \]
\[ c_1^{[m]}(x, t) = c_4^{[m]}(-x, t), \]
\[ d_{11}^{[m]}(x, t) = d_{44}^{[m]}(-x, t), \]
\[ d_{12}^{[m]}(x, t) = d_{43}^{[m]}(-x, t), \]
\[ d_{13}^{[m]}(x, t) = d_{42}^{[m]}(-x, t), \]
\[ d_{21}^{[m]}(x, t) = d_{34}^{[m]}(-x, t), \]
\[ d_{23}^{[m]}(x, t) = d_{32}^{[m]}(-x, t). \]

One can easily relate all the members of the set \( S_1 = \{b_1^{[m]}, b_2^{[m]}, b_3^{[m]}, b_4^{[m]}, c_1^{[m]}, c_2^{[m]}, c_3^{[m]}, c_4^{[m]}\} \)
directly from the above four sets of relations. Similarly, the members within each of the following sets \( S_2 = \{d_{11}^{[m]}, d_{22}^{[m]}, d_{33}^{[m]}, d_{44}^{[m]}\}, S_3 = \{d_{21}^{[m]}, d_{31}^{[m]}, d_{12}^{[m]}, d_{42}^{[m]}\}, S_4 = \{d_{31}^{[m]}, d_{41}^{[m]}, d_{13}^{[m]}, d_{43}^{[m]}\}, \)
and \( S_5 = \{d_{41}^{[m]}, d_{32}^{[m]}, d_{32}^{[m]}, d_{44}^{[m]}\} \) are related to each other. As a consequence, any member in the set \( S_1 \) can be expressed in terms of the independents \( \{a^{[m]}, d_{11}^{[m]}, d_{21}^{[m]}, d_{31}^{[m]}, d_{41}^{[m]}\} \).

We introduce the Lax matrix

\[ V^{[m]}(u, \lambda) = (\lambda^m W)_+ = \sum_{i=0}^{m} W_i \lambda^{m-i} = \sum_{i=0}^{m} \begin{pmatrix} a^{[i]} \lambda^{m-i} & b_1^{[i]} \lambda^{m-i} & b_2^{[i]} \lambda^{m-i} & b_3^{[i]} \lambda^{m-i} & b_4^{[i]} \lambda^{m-i} \\ c_1^{[i]} \lambda^{m-i} & d_{11}^{[i]} \lambda^{m-i} & d_{12}^{[i]} \lambda^{m-i} & d_{13}^{[i]} \lambda^{m-i} & d_{14}^{[i]} \lambda^{m-i} \\ c_2^{[i]} \lambda^{m-i} & d_{21}^{[i]} \lambda^{m-i} & d_{22}^{[i]} \lambda^{m-i} & d_{23}^{[i]} \lambda^{m-i} & d_{24}^{[i]} \lambda^{m-i} \\ c_3^{[i]} \lambda^{m-i} & d_{31}^{[i]} \lambda^{m-i} & d_{32}^{[i]} \lambda^{m-i} & d_{33}^{[i]} \lambda^{m-i} & d_{34}^{[i]} \lambda^{m-i} \\ c_4^{[i]} \lambda^{m-i} & d_{41}^{[i]} \lambda^{m-i} & d_{42}^{[i]} \lambda^{m-i} & d_{43}^{[i]} \lambda^{m-i} & d_{44}^{[i]} \lambda^{m-i} \end{pmatrix}, \]

where the modification terms are taken to be zero. Therefore, we get the spatial and
temporal equations of the spectral problems [15], with the associated Lax pair \( \{U, V^{[m]}\} \):

\[
\begin{align*}
\psi_x &= iU\psi, \quad (86) \\
\psi_t &= iV^{[m]}\psi.
\end{align*}
\]

The compatibility conditions of equations (86)-(87) give rise to the zero curvature equations

\[
ZCE := U_t - V_x^{[m]} + i[U, V^{[m]}] = 0.
\] (88)

Obtaining a hierarchy that only generates mKdV-type equations, but not NLS-type equations. More specifically, the hierarchy here gives Sasa-Satsuma-type equations due to the initial choice of the matrix \( U(u, \lambda) \). Thus,

\[
\begin{align*}
u_t &= \begin{cases} 
\alpha b_1^{[m+1]} & m = \text{odd}, \\
0 & m = \text{even},
\end{cases} \quad m \geq 0. 
\end{align*}
\] (89)

For example, the case of \( m = 3 \) leads to the nonlocal reverse-spacetime Sasa-Satsuma equation [16]:

\[
u_t + \frac{\beta}{\alpha^3} \left[ u_{xxx} - 6 \left( |u|^2 + |u(-x, -t)|^2 \right) u_x - 3 \left( |u|^2 + |u(-x, -t)|^2 \right)_x u \right] = 0.
\]

This soliton hierarchy possesses a bi-Hamiltonian structure

\[
u_t = \alpha b_1^{[2m]} = J_1 \frac{\delta \mathcal{H}_{2m-1}}{\delta u} = J_2 \frac{\delta \mathcal{H}_{2m-3}}{\delta u}, \quad m \in \{2, 3, \ldots \},
\]

where \( \mathcal{H}_{2m-3} \) are the Hamiltonian functionals and \( J_1 \) and \( J_2 \) are a Hamiltonian pair.

We derive from the recursive relations (31)-(47) and the relations (55)-(85), the following
recursive formula between \( b_1^{[m+1]} \) and \( b_1^{[m]} \):

\[
b_1^{[m+1]} = \Psi b_1^{[m]},
\]

(93)

where the recursion operator \( \Psi \) reads:

\[
\Psi = \frac{i}{\alpha} \left[ -\partial + \left( (2 + (-1)^m)u \partial^{-1} + u(-x)\partial^{-1} \ast u(-x) + (1 + (-1)^m) \ast u\partial^{-1} + u(-x)\partial^{-1} u(-x) \right) \Gamma_+ \\
+ \left( 2(-1)^{m+1} - 1 \right) u \partial^{-1} \ast u \right]_+ + \left( \left( (1 - 1)^{m+1} - 1 \right) u \partial^{-1} \ast u(-x) + (-1)^{m+1} \ast u(-x) \partial^{-1} u \Gamma_- \\
+ \left( ((-1)^m + 1) u \partial^{-1} u(-x) + (-1)^m u(-x) \partial^{-1} u \ast \Gamma_- \right),
\]

(94)

and where the operators \( \Gamma_{\pm}, \hat{\Gamma}_{\pm} \) are defined by:

\[
\Gamma_- f(x,t) = f(-x,-t),
\]

(95)

\[
\hat{\Gamma}_+ f(x,t) = f(x,t),
\]

(96)

\[
\hat{\Gamma}_- f(x,t) = f(-x,-t),
\]

(97)

with \( \Gamma_+ \) being the identity operator, i.e., \( \Gamma_+ f(x,t) = Id f(x,t) = f(x,t) \).

2.1. Nonlocal reverse-spacetime Sasa-Satsuma equation

To derive the one-component nonlocal Sasa-Satsuma equation, we take the Lax matrix

\[
V^{[5]} = V^{[5]}(u,\lambda) = (\lambda^5 W)_+.
\]

(98)

The spatial and temporal equations of the spectral problems \( (86) \) and \( (87) \), with the associated Lax pair \( \{U, V^{[5]}\} \) read,

\[
\psi_x = iU\psi,
\]

(99)

\[
\psi_t = iV^{[5]}\psi,
\]

(100)

with the zero curvature equation

\[
U_t - V^{[5]}_x + i[U, V^{[5]}] = 0,
\]

(101)
that gives the scalar Sasa-Satsuma equation

\[ u_t(x, t) = i\alpha b_1^{[6]} . \]  

(102)

Explicitly,

\begin{align*}
  u_t &= u_{xxxx} - 10(|u|^2 + |u(-x, -t)|^2)u_{xxx} - 15(|u|^2 + |u(-x, -t)|^2)xu_x \\
  &\quad + \left[ -15(|u|^2 + |u(-x, -t)|^2)_{xx} + 10(|u|^2 + |u_x(-x, -t)|^2) + 40(|u|^2 + |u(-x, -t)|^2)^2 \right] u_x \\
  &\quad + \left[ -5(|u|^2 + |u(-x, -t)|^2)_{xxx} + 5(|u|^2 + |u_x(-x, -t)|^2)x + 20\left( (|u|^2 + |u(-x, -t)|^2)^2 \right)_x \right] u,
\end{align*}

(103)

and

\[
V^{[5]} = \begin{pmatrix}
V_{11} & V_{12} & V_{13} & V_{14} & V_{15} \\
V_{21} & V_{22} & V_{23} & V_{24} & V_{25} \\
V_{31} & V_{32} & V_{33} & V_{34} & V_{35} \\
V_{41} & V_{42} & V_{43} & V_{44} & V_{45} \\
V_{51} & V_{52} & V_{53} & V_{54} & V_{55}
\end{pmatrix},
\]

(104)

where the components are explicitly

\begin{align*}
V_{11} &= \sum_{i=0}^{2} \lambda^{5-2i} a_{[2i]} , &
V_{12} &= \sum_{i=0}^{5} \lambda^{5-i} b_1^{[i]} , &
V_{13} &= -\sum_{i=0}^{5} \lambda^{5-i} \Gamma_{-1} b_1^{[i]} , \\
V_{21} &= \sum_{i=0}^{5} (-1)^{i+1} \lambda^{5-i} \Gamma_+ b_1^{[i]} , &
V_{22} &= \sum_{i=0}^{5} \lambda^{5-i} a_{11}^{[i]} , &
V_{23} &= \sum_{i=0}^{5} (-1)^{i+1} \lambda^{5-i} \Gamma_+ d_{21}^{[i]} , \\
V_{31} &= \sum_{i=0}^{5} (-1)^i \lambda^{5-i} \Gamma_+ b_1^{[i]} , &
V_{32} &= \sum_{i=0}^{5} \lambda^{5-i} d_{11}^{[i]} , &
V_{33} &= \sum_{i=0}^{5} (-1)^i \lambda^{5-i} \Gamma_+ d_{11}^{[i]} , \\
V_{41} &= \sum_{i=0}^{5} (-1)^i \lambda^{5-i} b_1^{[i]} , &
V_{42} &= \sum_{i=0}^{2} \lambda^{5-2i} d_{31}^{[2i]} , &
V_{43} &= \sum_{i=0}^{5} \lambda^{5-i} \Gamma_{-1} d_{11}^{[i]} , \\
V_{51} &= \sum_{i=0}^{5} (-1)^{i+1} \lambda^{5-i} \Gamma_+ b_1^{[i]} , &
V_{52} &= \sum_{i=0}^{5} \lambda^{5-i} d_{41}^{[i]} , &
V_{53} &= \sum_{i=0}^{5} \lambda^{5-2i} \Gamma_{-1} d_{31}^{[2i]} .
\end{align*}
2 AKNS hierarchy

\[ V_{14} = -\sum_{i=0}^{5} \lambda^{5-i} \Gamma_{+} b_{1}^{[i]}, \quad V_{15} = \sum_{i=0}^{5} \lambda^{5-i} \Gamma_{+} b_{1}^{[i]}, \]

\[ V_{24} = \sum_{i=0}^{2} (-1)^{2i+1} \lambda^{5-2i} \Gamma_{+} d_{31}^{[2i]}, \quad V_{25} = \sum_{i=0}^{5} (-1)^{i+1} \lambda^{5-i} \Gamma_{+} d_{41}^{[i]}, \]

\[ V_{34} = -\sum_{i=0}^{5} \lambda^{5-i} \Gamma_{+} d_{41}^{[i]}, \quad V_{35} = \sum_{i=0}^{2} (-1)^{2i} \lambda^{5-2i} \Gamma_{-} d_{31}^{[2i]}, \]

\[ V_{44} = \sum_{i=0}^{5} (-1)^{i} \lambda^{5-i} d_{11}^{[i]}, \quad V_{45} = \sum_{i=0}^{5} \lambda^{5-i} \Gamma_{-} d_{11}^{[i]}, \]

\[ V_{54} = -\sum_{i=0}^{5} \lambda^{5-i} \Gamma_{+} d_{21}^{[i]}, \quad V_{55} = \sum_{i=0}^{5} \lambda^{5-i} \Gamma_{-} d_{21}^{[i]}. \]

The matrix \( V^{[5]} \) exhibits the properties of symmetry:

\[
\begin{align*}
V^{[5]}(x, t, -\lambda) &= V^{[5]}(x, t, \lambda), \\
V^{[5]T}(x, t, -\lambda) &= -C_{1} V^{[5]}(x, t, \lambda) C_{1}^{-1}, \\
V^{[5]}(-x, -t, -\lambda) &= -C_{2} V^{[5]}(x, t, \lambda) C_{2}^{-1}, \\
V^{[5]}(x, t, \lambda) &= C_{3} V^{[5]}(x, t, \lambda) C_{3}^{-1}.
\end{align*}
\]

(105)

### 2.2. Bi-Hamiltonian Structures

We start to find a bi-Hamiltonian structures of the soliton hierarchy [90]. To do so, we are going to use the trace identity

\[
\frac{\delta}{\delta u} \int tr \left[ W \frac{\partial U}{\partial \lambda} \right] dx = \lambda^{-\gamma} \frac{\partial}{\partial \lambda} \left[ \lambda^{\gamma} tr \left( W \frac{\partial U}{\partial u} \right) \right],
\]

(106)

where

\[
\gamma = -\frac{\lambda}{2} \frac{d}{d\lambda} \ln |tr(W^2)|.
\]

(107)

Thus, from the matrix \( U \), one can easily compute \( \frac{\partial U}{\partial u} \) to obtain,

\[
\begin{align*}
tr \left[ W \frac{\partial U}{\partial \lambda} \right] &= \sum_{m=0}^{\infty} \left( \alpha_{1} a^{[m]} + \alpha_{2} (-1)^{m+1} (\Gamma_{+} + \Gamma_{-}^{*}) d_{11}^{[m]} \right) \lambda^{-m}, \\
tr \left[ W \frac{\partial U}{\partial u(x, t)} \right] &= \sum_{m=0}^{\infty} (-1)^{m+1+1} \Gamma_{+} b_{1}^{[m]} (x, t) \lambda^{-m}.
\end{align*}
\]
By substituting these in the trace identity formula (106), and matching the powers of $\lambda^{-m-1}$, we get

$$
\frac{\delta}{\delta u} \int \left( \alpha_1 a^{[m+1]} + \alpha_2((-1)^{m+1} + 1)(\Gamma_+ + \Gamma_-)d_{11}^{[m+1]} \right) dx = (\gamma - m)((-1)^{m+1} + 1) \Gamma_+ b_1^{[m]}, \ m \geq 1.
$$

(108)

Observing when $m = 1$ and $m = 3$, we see that $\gamma = 2m$. Hence, the Hamiltonians are given by

$$
\mathcal{H}_m = \frac{1}{m} \int \left( \alpha_1 a^{[m+1]} + \alpha_2((-1)^{m+1} + 1)(\Gamma_+ + \Gamma_-)d_{11}^{[m+1]} \right) dx \quad m \geq 1
$$

(109)

$$
= \begin{cases} 
\frac{1}{m} \int \left( \alpha_1 a^{[m+1]} + 2\alpha_2(\Gamma_+ + \Gamma_-)d_{11}^{[m+1]} \right) dx, & m = \text{odd}, \\
0, & m = \text{even}.
\end{cases}
$$

(110)

$$
= \begin{cases} 
\frac{a}{m} \int a^{[m]} dx, & m = \text{odd}, \\
0, & m = \text{even},
\end{cases}
$$

(111)

since $a^{[m+1]} = -((-1)^{m+1} + 1)(\Gamma_+ + \Gamma_-)d_{11}^{[m+1]}$ from (31), (40)-(41) and finally (46)-(47).

Also, we have

$$
\frac{\delta \mathcal{H}_{2m-1}}{\delta u} = 2\Gamma_{2}^{*} b_1^{[2m-1]}, \ m \in \{1, 3, \ldots\}
$$

(112)

Now since

$$
u_{tm} = i\alpha b_1^{[2m]} = J_1 \frac{\delta \mathcal{H}_{2m-1}}{\delta u} = J_2 \Gamma_{2}^{*} b_1^{[2m-1]}
$$

(113)

$$
= J_2 \frac{\delta \mathcal{H}_{2m-3}}{\delta u} = J_2 2\Gamma_{2}^{*} b_1^{[2m-3]}, \quad \text{for} \quad m \in \{2, 3, \ldots\}.
$$

(114)

where $\Gamma_{2}(c\Gamma_{2}^{*} f) = c^* f$, and $c$ is any complex number, therefore, we deduce the Hamiltonian pair $J_1$ and $J_2$ as follows:

$$
J_1 = \frac{i\alpha}{2} \Psi_o \Gamma_+
$$

(115)

and

$$
J_2 = J_1 \Psi_o \psi_o \Gamma_+
$$

(116)
where \( \Psi_o = \Psi|_{m=\text{odd}} \) and \( \Psi_e = \Psi|_{m=\text{even}} \). Using the matrix \( U \), we can find the first three Hamiltonian functionals:

\[
H_1 = 2\frac{\beta}{\alpha} \int \left( |u(x,t)|^2 + |u(-x,-t)|^2 \right) dx,
\]

\[
H_3 = \frac{2\beta}{3\alpha^3} \int \left[ 6\left( |u(x,t)|^2 + |u(-x,-t)|^2 \right)^2 + 3\left( |u_x(x,t)|^2 + |u_x(-x,-t)|^2 \right) \right. \\
\left. - \left( |u(x,t)|^2 + |u(-x,-t)|^2 \right)_{xx} \right] dx,
\]

\[
H_5 = \frac{\beta}{5\alpha^5} \int \left[ 80(|u|^2 + |u(-x,-t)|^2)^3 + 80\left( |u|^2 + |u(-x,-t)|^2 \right) \left( |u_x|^2 + |u_x(-x,-t)|^2 \right) \right. \\
\left. - 40\left( |u|^2 + |u(-x,-t)|^2 \right) \left( |u|^2 + |u(-x,-t)|^2 \right)_{xx} \right. \\
\left. + 10\left( |u_{xx}|^2 + |u_{xx}(-x,-t)|^2 \right) + 2\left( |u|^2 + |u(-x,-t)|^2 \right)_{xxxx} \right. \\
\left. - 10\left( (|u|^2 + |u(-x,-t)|^2)_{x} \right)^2 - 10\left( |u_x|^2 + |u_x(-x,-t)|^2 \right)_{xx} \right] dx.
\]

3. Riemann-Hilbert problems

The spatial and temporal spectral problems of the two-component nonlocal Sasa-Satsuma equation can be written as:

\[
\psi_x = iU\psi = i(\lambda \Lambda + P)\psi,
\]

\[
\psi_t = iV^{[5]}\psi = i(\lambda^5 \Omega + Q)\psi,
\]

where \( \Lambda = \text{diag}(\alpha_1, \alpha_2 I_4) \), \( \Omega = \text{diag}(\beta_1, \beta_2 I_4) \), and \( Q = V^{[5]} - \lambda^5 \Omega \). Throughout the presentation of this paper, we assume that \( \alpha = \alpha_1 - \alpha_2 < 0 \) and \( \beta = \beta_1 - \beta_2 < 0 \), where \( \beta_1 + 4\beta_2 = 0 \).

To find soliton solutions, we begin with an initial condition \( u(x,0) \) and evolve in time to reach \( u(x,t) \). Assume that \( u \) decays exponentially, i.e., \( u \to 0 \) as \( x, t \to \pm \infty \). Therefore from the spectral problems \((120)\) and \((121)\), the asymptotic behaviour of the fundamental matrix \( \psi \) can be written as follows

\[
\psi(x, t) \sim e^{i\lambda \Lambda x + i\lambda^5 \Omega t}.
\]

Hence, the solution of the spectral problems can be written in the form:

\[
\psi(x, t) = \phi(x, t)e^{i\lambda \Lambda x + i\lambda^5 \Omega t}.
\]
The Jost solution of the eigenfunction \((123)\) requires that \([22, 24]\)

\[
\phi(x, t) \to I_5, \quad \text{as} \quad x, t \to \pm \infty,
\] (124)

where \(I_5\) is the \(5 \times 5\) identity matrix. We denote

\[
\phi^\pm \to I_5, \quad \text{when} \quad x \to \pm \infty.
\] (125)

Using equation \((123)\), the Lax pair \((120)\) and \((121)\) can be rewritten in terms of \(\phi\) so that the spectral problems can be written equivalently as:

\[
\phi_x = i\lambda [\Lambda, \phi] + i P \phi,
\] (126)

\[
\phi_t = i\lambda^5 [\Omega, \phi] + i Q \phi.
\] (127)

To construct the Riemann-Hilbert problems and their solutions in the reflectionless case, we are going to use the adjoint scattering equations of the spectral problems \(\psi_x = iU \psi\) and \(\psi_t = iV^5\psi\). Their adjoints are given by

\[
\tilde{\psi}_x = -i \tilde{\psi} U,
\] (128)

\[
\tilde{\psi}_t = -i \tilde{\psi} V^5,
\] (129)

and the equivalent spectral adjoint equations read

\[
\tilde{\phi}_x = -i \lambda [\tilde{\phi}, A] - i \tilde{\phi} P,
\] (130)

\[
\tilde{\phi}_t = -i \lambda^5 [\tilde{\phi}, \Omega] - i \tilde{\phi} Q.
\] (131)

Because \(tr(iP) = 0\) and \(tr(iQ) = 0\), using Liouville’s formula \([22]\), it is easy to see that the \((det(\phi))_x = 0\), that is, \(det(\phi)\) is a constant, and utilizing the boundary condition \((124)\), we conclude that

\[
det(\phi) = 1,
\] (132)
and hence the Jost matrix $\phi$ is invertible. Furthermore, as $\phi^{-1}_x = -\phi^{-1}_x \phi^{-1}$, we can derive from (126),

$$\phi^{-1}_x = -i\lambda [\phi^{-1}, \Lambda] - i\phi^{-1} P. \quad (133)$$

Thus, we can see that both $(\phi^+)^{-1}$ and $(\phi^-)^{-1}$ satisfies the spatial adjoint equation (130). We can also show that both satisfies the temporal adjoint equation (131) as well. It can be shown that if the eigenfunction $\phi(x,t,\lambda)$ is a solution to the spectral problem (126), then $\phi^{-1}(x,t,\lambda)$ is a solution to the adjoint spectral problem (130).

This implies that $C_1 \phi^{-1}(x,t,\lambda)$ is also a solution of (130) with the same eigenvalue, because $\phi^{-1}_x = -\phi^{-1}_x \phi^{-1}$. In a similar way, the nonlocal $\phi^T(x,t,-\lambda)C_1$ is also a solution of the spectral adjoint problem (130). Since the boundary condition is the same for both solutions as $x \to \pm \infty$, this guarantees the uniqueness of the solution, so

$$\phi^T(x,t,-\lambda) = C_1 \phi^{-1}(x,t,\lambda)C_1^{-1}. \quad (134)$$

As a result, if $\lambda$ is an eigenvalue of equation (126) or (130), then $-\lambda$ is also an eigenvalue and the relation (134) is satisfied.

In the same way, one can prove that $\phi^\dagger(-x,-t,-\lambda)C_2$ and $C_2 \phi^{-1}(x,t,\lambda)$ satisfy (130), while $\phi^\dagger(-x,-t,\lambda)C_3$ and $C_3 \phi(x,t,\lambda)$ satisfy (126). Thus, using the boundary condition and by uniqueness of the solution, we can also derive

$$\begin{align*}
\phi^\dagger(-x,-t,-\lambda) &= C_2 \phi^{-1}(x,t,\lambda)C_2^{-1}, \\
\phi^\dagger(-x,-t,\lambda) &= C_3 \phi(x,t,\lambda)C_3^{-1}.
\end{align*} \quad (135)\quad (136)$$

Now, we are going to work with the spatial spectral problem (126), assuming that the time is $t = 0$. For notation simplicity, we denote $Y^+$ and $Y^-$ to indicate the boundary conditions are set as $x \to \infty$ and $x \to -\infty$, respectively.

We know that

$$\phi^\pm \to I_5 \quad \text{when} \quad x \to \pm \infty. \quad (137)$$

From (123), we can write

$$\psi^\pm = \phi^\pm e^{i\lambda Ax}. \quad (138)$$
Both $\psi^+$ and $\psi^-$ satisfy the spectral spatial differential equation (120), i.e. both are two solutions of that equation. Thus, they are linearly dependent. So, there exists a scattering matrix $S(\lambda)$ such that

$$\psi^- = \psi^+ S(\lambda),$$

and substituting (138) into (139), leads to

$$\phi^- = \phi^+ e^{i\lambda \Lambda x} S(\lambda) e^{-i\lambda \Lambda x}, \quad \text{for} \quad \lambda \in \mathbb{R},$$

where

$$S(\lambda) = (s_{ij})_{5 \times 5} = \begin{pmatrix}
s_{11} & s_{12} & s_{13} & s_{14} & s_{15} \\
s_{21} & s_{22} & s_{23} & s_{24} & s_{25} \\
s_{31} & s_{32} & s_{33} & s_{34} & s_{35} \\
s_{41} & s_{42} & s_{43} & s_{44} & s_{45} \\
s_{51} & s_{52} & s_{53} & s_{54} & s_{55}
\end{pmatrix}.$$ (141)

Given that $\det(\phi^\pm) = 1$, we obtain

$$\det(S(\lambda)) = 1.$$ (142)

In addition, we can show from (134)-(136) and (140) that $S(\lambda)$ possesses the involution relations

$$S^T(-\lambda) = C_1 S^{-1}(\lambda) C_1^{-1},$$

$$S^\dagger(-\lambda^*) = C_2 S^{-1}(\lambda) C_2^{-1},$$

$$S(\lambda) = C_3 S(\lambda) C_3^{-1}.$$ (145)

We deduce from (143)-(145) that

$$\hat{s}_{11}(\lambda) = s_{11}(\lambda),$$

$$\check{s}_{11}(\lambda) = \check{s}_{11}(\lambda),$$

$$\hat{s}_{11}(\lambda^*) = s_{11}(\lambda),$$

$$\check{s}_{11}(\lambda^*) = \check{s}_{11}(\lambda).$$
where the inverse of the scattering data matrix is denoted by \( S^{-1} = (\hat{s}_{ij})_{5 \times 5} \) for \( i, j \in \{1, \ldots, 5\} \). In order to formulate Riemann-Hilbert problems, we need to analyse the analyticity of the Jost matrix \( \phi^\pm \). Our solutions \( \phi^\pm \) to this problem can be uniquely written by using the Volterra integral equations in conjunction with the spatial spectral problem (120):

\[
\phi^-(x, \lambda) = I_5 + i \int_{-\infty}^{x} e^{i\lambda(y-x)A} P(y) \phi^- (y, \lambda) e^{i\lambda(y-x)A} dy,
\]

\[
\phi^+(x, \lambda) = I_5 - i \int_{x}^{+\infty} e^{i\lambda(y-x)A} P(y) \phi^+ (y, \lambda) e^{i\lambda(y-x)A} dy.
\]

We denote the matrix \( \phi^- \) to be

\[
\phi^- = \begin{pmatrix}
\phi^-_{11} & \phi^-_{12} & \phi^-_{13} & \phi^-_{14} & \phi^-_{15} \\
\phi^-_{21} & \phi^-_{22} & \phi^-_{23} & \phi^-_{24} & \phi^-_{25} \\
\phi^-_{31} & \phi^-_{32} & \phi^-_{33} & \phi^-_{34} & \phi^-_{35} \\
\phi^-_{41} & \phi^-_{42} & \phi^-_{43} & \phi^-_{44} & \phi^-_{45} \\
\phi^-_{51} & \phi^-_{52} & \phi^-_{53} & \phi^-_{54} & \phi^-_{55}
\end{pmatrix},
\]

and \( \phi^+ \) is denoted similarly. Recall that \( \alpha < 0 \). If \( \text{Im}(\lambda) > 0 \) and \( y < x \) then, \( \text{Re}(e^{-i\lambda\alpha(x-y)}) \) decays exponentially and so each integral of the first column of \( \phi^- \) converges. As a result, the components of the first column of \( \phi^- \), are analytic in the upper half complex plane for \( \lambda \in \mathbb{C}_+ \), and continuous for \( \lambda \in \mathbb{C}_+ \cup \mathbb{R} \).

In the same way for \( y > x \), the components of the last four columns of \( \phi^+ \) are analytic in the upper half plane for \( \lambda \in \mathbb{C}_+ \) and continuous for \( \lambda \in \mathbb{C}_+ \cup \mathbb{R} \).

It is worth mentioning the case when \( \text{Im}(\lambda) < 0 \), then the first column \( \phi^+ \) is analytic in the lower half plane for \( \lambda \in \mathbb{C}_- \) and continuous for \( \lambda \in \mathbb{C}_- \cup \mathbb{R} \), and the components of the last four columns of \( \phi^- \) are analytic in the lower half plane for \( \lambda \in \mathbb{C}_- \) and continuous for \( \lambda \in \mathbb{C}_- \cup \mathbb{R} \).

Now, let us construct the Riemann-Hilbert problems. To construct the Jost matrix in the upper-half plane we note that

\[
\phi^\pm = \psi^\pm e^{-i\lambda Ax}.
\]
Let $\phi_j^\pm$ be the $j$th column of $\phi^\pm$ for $j \in \{1, 2, 3, 4, 5\}$. Hence the first Jost matrix solution can be taken as

$$P^{(+)}(x, \lambda) = (\phi_1^-, \phi_2^+, \phi_3^+, \phi_4^+, \phi_5^+) = \phi^{-} H_1 + \phi^{+} H_2,$$

(153)

where $H_1 = \text{diag}(1, 0, 0, 0, 0)$ and $H_2 = \text{diag}(0, 1, 1, 1, 1)$.

Therefore $P^{(+)}$ is analytic for $\lambda \in \mathbb{C}_+$ and continuous for $\lambda \in \mathbb{C}_+ \cup \mathbb{R}$.

For the lower-half plane, we can construct $P^{(-)} \in \mathbb{C}_-$ which is the analytic counterpart of $P^{(+)} \in \mathbb{C}_+$. We do this by utilizing the equivalent spectral adjoint equation (133). Because

$$\tilde{\phi}^\pm = (\phi^\pm)^{-1} \quad \text{and} \quad \psi^\pm = \phi^\pm e^{i\lambda \Lambda x},$$

we have

$$(\phi^\pm)^{-1} = e^{i\lambda \Lambda x} (\psi^\pm)^{-1}.$$ (154)

Let $\tilde{\phi}_j^\pm$ be the $j$th row of $\tilde{\phi}^\pm$ for $j \in \{1, 2, 3, 4, 5\}$. As above, we can get

$$P^{(-)}(x, \lambda) = \left( \tilde{\phi}_1^-, \tilde{\phi}_2^+, \tilde{\phi}_3^+, \tilde{\phi}_4^+, \tilde{\phi}_5^+ \right)^T = H_1 (\phi^-)^{-1} + H_2 (\phi^+)^{-1}.$$ (155)

Hence, $P^{(-)}$ is analytic for $\lambda \in \mathbb{C}_-$ and continuous for $\lambda \in \mathbb{C}_- \cup \mathbb{R}$.

Since both $\phi^-$ and $\phi^+$ satisfy

$$\phi^T(x, t, -\lambda) = C_1 \phi^{-1}(x, t, \lambda) C_1^{-1},$$ (156)

using (153), we have

$$P^{(+)}(x, t, -\lambda) = \phi^-(x, t, -\lambda) H_1 + \phi^+(x, t, -\lambda) H_2$$ (157)

or equivalently

$$(P^{(+)})(x, t, -\lambda) = H_1 (\phi^-)^T(x, t, -\lambda) + H_2 (\phi^+)^T(x, t, -\lambda).$$ (158)

Substituting (156) in (158), we have the nonlocal symmetry property

$$(P^{(+)})(x, t, -\lambda) = C_1 P^{(-)}(x, t, \lambda) C_1^{-1}.$$ (159)
One can prove as well that
\[
(P^{(+)})^\dagger(-x, -t, -\lambda) = C_2 P^{(-)}(x, t, \lambda) C_2^{-1}, \quad (160)
\]
\[
P^{(+)}(-x, -t, \lambda) = C_3 P^{(+)}(x, t, \lambda) C_3^{-1}. \quad (161)
\]

Employing analyticity of both $P^{(+)}$ and $P^{(-)}$, one can construct the Riemann-Hilbert problems
\[
P^{(-)} P^{(+)} = J, \quad (162)
\]
where $J = e^{i\lambda \Lambda x} (H_1 + H_2 S)(H_1 + S^{-1} H_2) e^{-i\lambda \Lambda x}$ for $\lambda \in \mathbb{R}$.

Replacing (140) in (153), we have
\[
P^{(+)}(x, \lambda) = \phi^+ (e^{i\lambda \Lambda x} S e^{-i\lambda \Lambda x} H_1 + H_2). \quad (163)
\]

Because $\phi^+(x, \lambda) \to I_5$ when $x \to +\infty$, we get
\[
\lim_{x \to +\infty} P^{(+)} = \text{diag}(s_{11}(\lambda), I_4) \quad \text{for} \quad \lambda \in \mathbb{C}_+ \cup \mathbb{R}. \quad (164)
\]
In the same way,
\[
\lim_{x \to -\infty} P^{(-)} = \text{diag}(\hat{s}_{11}(\lambda), I_4) \quad \text{for} \quad \lambda \in \mathbb{C}_- \cup \mathbb{R}. \quad (165)
\]
Thus, if we choose
\[
G^{(+)}(x, \lambda) = P^{(+)}(x, \lambda) \text{diag}(s_{11}^{-1}(\lambda), I_4), \quad (166)
\]
\[
(G^{(-)})^{-1}(x, \lambda) = \text{diag}(\hat{s}_{11}^{-1}(\lambda), I_4) P^{(-)}(x, \lambda), \quad (167)
\]
the two generalized matrices $G^{(+)}(x, \lambda)$ and $G^{(-)}(x, \lambda)$ generate the matrix Riemann-Hilbert problems on the real line for the resulting nonlocal Sasa-Satsuma equation, given by
\[
G^{(+)}(x, \lambda) = G^{(-)}(x, \lambda) G_0(x, \lambda), \quad \text{for} \quad \lambda \in \mathbb{R}, \quad (168)
\]
where the jump matrix $G_0(x, \lambda)$ can be cast as

$$G_0(x, \lambda) = \text{diag}(\hat{s}_{11}^{-1}(\lambda), I_4) \, J \, \text{diag}(s_{11}^{-1}(\lambda), I_4),$$

which reads

$$G_0(x, \lambda) = \begin{pmatrix}
s_{11}^{-1} \hat{s}_{11}^{-1} & \hat{s}_{12}^{-1} e^{i\lambda \alpha x} & \hat{s}_{13}^{-1} e^{i\lambda \alpha x} & \hat{s}_{14}^{-1} e^{i\lambda \alpha x} & \hat{s}_{15}^{-1} e^{i\lambda \alpha x} \\
s_{21}^{-1} e^{-i\lambda \alpha x} & 1 & 0 & 0 & 0 \\
s_{31}^{-1} e^{-i\lambda \alpha x} & 0 & 1 & 0 & 0 \\
s_{41}^{-1} e^{-i\lambda \alpha x} & 0 & 0 & 1 & 0 \\
s_{51}^{-1} e^{-i\lambda \alpha x} & 0 & 0 & 0 & 1
\end{pmatrix},$$

and its canonical normalization conditions:

$$G^+(x, \lambda) \to I_5 \quad \text{as} \quad \lambda \in \mathbb{C}_+ \cup \mathbb{R} \to \infty, \quad (171)$$

$$G^-(x, \lambda) \to I_5 \quad \text{as} \quad \lambda \in \mathbb{C}_- \cup \mathbb{R} \to \infty. \quad (172)$$

From (159) along with (166)-(167) and using (146)-(148), we deduce the nonlocal involution properties

$$\begin{cases}
(G^+(x, \lambda))^T(x, t, -\lambda) = C_1(G^-(x, t, \lambda))^{-1} C_1^{-1}, \\
(G^+(x, \lambda))^\dagger(-x, -t, -\star) = C_2(G^-(x, t, \lambda))^{-1} C_2^{-1}, \\
G^+(x, t, \lambda) \to C_3 G^+(x, t, \lambda) C_3^{-1}.
\end{cases} \quad (173)$$

Furthermore, from (168), (169), (173), and (146)-(148), we derive the following nonlocal involution properties for $G_0$

$$\begin{cases}
G_0^T(x, t, -\lambda) = C_1 G_0(x, t, \lambda) C_1^{-1}, \\
G_0^+(x, t, -\star) = C_2 G_0(x, t, \lambda) C_2^{-1}, \quad \lambda \in \mathbb{R}. \\
G_0^+(x, t, \star) = C_3 G_0(x, t, \lambda) C_3^{-1}.
\end{cases} \quad (174)$$
3.1. Time evolution of the scattering data

At this point, we have to determine how the scattering data evolves over time. In order to do that, we differentiate equation (140) with respect to time $t$ and applying (127) gives

$$S_t = i\lambda^5[\Omega, S],$$

and thus

$$S_t = \begin{pmatrix} 0 & i\beta\lambda^5 s_{12} & i\beta\lambda^5 s_{13} & i\beta\lambda^5 s_{14} & \beta\lambda^5 s_{15} \\ -i\beta\lambda^5 s_{21} & 0 & 0 & 0 & 0 \\ -i\beta\lambda^5 s_{31} & 0 & 0 & 0 & 0 \\ -i\beta\lambda^5 s_{41} & 0 & 0 & 0 & 0 \\ -i\beta\lambda^5 s_{51} & 0 & 0 & 0 & 0 \end{pmatrix}. \quad (175)$$

As a result, we have

$$\begin{cases} s_{12}(t, \lambda) = s_{12}(0, \lambda)e^{i\beta\lambda^3 t}, & s_{21}(t, \lambda) = s_{21}(0, \lambda)e^{-i\beta\lambda^3 t}, \\ s_{13}(t, \lambda) = s_{13}(0, \lambda)e^{i\beta\lambda^3 t}, & s_{31}(t, \lambda) = s_{31}(0, \lambda)e^{-i\beta\lambda^3 t}, \\ s_{14}(t, \lambda) = s_{14}(0, \lambda)e^{i\beta\lambda^3 t}, & s_{41}(t, \lambda) = s_{41}(0, \lambda)e^{-i\beta\lambda^3 t}, \\ s_{15}(t, \lambda) = s_{15}(0, \lambda)e^{i\beta\lambda^3 t}, & s_{51}(t, \lambda) = s_{51}(0, \lambda)e^{-i\beta\lambda^3 t}, \end{cases} \quad (177)$$

and $s_{11}, s_{2i}, s_{3i}, s_{4i}, s_{5i}$ are constants for $i \in \{2, ..., 5\}$.

4. Soliton solutions

4.1. General case

The determinant of the matrix $G(\pm)$ determines the type of soliton solutions generated using the Riemann-Hilbert problems. In the regular case, when $\text{det}(G(\pm)) \neq 0$, we obtain the unique solution. In the non-regular case, that is to say when $\text{det}(G(\pm)) = 0$, it could generate discrete eigenvalues in the spectral plane. This non-regular case can be transformed into the regular case to solve for soliton solutions [22].

From (163) and $\text{det}(\phi^\pm) = 1$, we can show that

$$\text{det}(P^{(+)}(x, \lambda)) = s_{11}(\lambda),$$

$$\text{det}(P^{(-)}(x, \lambda)) = \hat{s}_{11}(\lambda).$$
Because \( \text{det}(S(\lambda)) = 1 \), this implies that
\[
S^{-1}(\lambda) = \left( \text{cof}(S(\lambda)) \right)^T,
\]
and
\[
\hat{s}_{11} = \begin{vmatrix}
  s_{22} & s_{23} & s_{24} & s_{25} \\
  s_{32} & s_{33} & s_{34} & s_{35} \\
  s_{42} & s_{43} & s_{44} & s_{45} \\
  s_{52} & s_{53} & s_{54} & s_{55}
\end{vmatrix},
\]
which should be zero for the non-regular case.

In order to generate soliton solutions, we need the solutions of
\[
\text{det}(P^{(+)}(x, \lambda)) = \text{det}(P^{(-)}(x, \lambda)) = 0
\]
to be simple. When \( \text{det}(P^{(+)}(x, \lambda)) = s_{11}(\lambda) = 0 \), we assume \( s_{11}(\lambda) \) has simple zeros with discrete eigenvalues \( \lambda_k \in \mathbb{C}_+ \) for \( k \in \{1, 2, \ldots, 2N_1 = N\} \), while for \( \text{det}(P^{(-)}(x, \lambda)) = \hat{s}_{11}(\lambda) = 0 \), we assume \( \hat{s}_{11}(\lambda) \) has simple zeros with discrete eigenvalues \( \hat{\lambda}_k \in \mathbb{C}_- \) for \( k \in \{1, 2, \ldots, 2N_1 = N\} \), which are the poles of the transmission coefficients [24].

From equations (146)-(148) and \( \text{det}(P^{(\pm)}(x, \lambda)) = 0 \), one can deduce that
\[
\text{if } \lambda \in \mathbb{C}_+, \text{ then } \begin{cases} 
-\lambda \in \mathbb{C}_-, \\
-\hat{\lambda} \in \mathbb{C}_+, & \lambda \not\in i\mathbb{R}.
\end{cases}
\]

If \( \lambda = im \in i\mathbb{R} \), for \( m > 0 \), the couple \((\lambda, -\lambda) \in \mathbb{C}_+^2\) coincide, forcing \( \hat{\lambda} = -\lambda = -im \in \mathbb{C}_- \).

To make this more clear, we can view the choices of the eigenvalues in a more systematic way. Recall that the Riemann-Hilbert problem requires the same number of eigenvalues in the upper-half plane and in the lower-half plane. Assume \( \lambda_k \in \mathbb{C}_+ \) for all \( k = 1, 2, \ldots, 2N_1 \). Fix \( n \) for \( 1 \leq n \leq N_1 \) and let \( \lambda_n \) lies off the imaginary axis. The eigenvalues in the upper-half plane are given by the \( N_1 \)-couples \((\lambda_n, \lambda_{N_1+n}) = (\lambda, -\lambda) \in \mathbb{C}_+^2\), which are assumed to be the zeros of \( \text{det}(P^{(+)}(x, \lambda)) = 0 \). For any \( \lambda_n \), the choice of \( \lambda_{N_1+n} \) depends on \( \lambda_n \), that is, \( \lambda_n = -\lambda_{N_1+n} \), where \( \lambda_n \) is freely chosen. If \( \lambda_n \) lies on the imaginary axis, then the pair of eigenvalues coincide.

In the lower-half plane, the eigenvalues are determined by the choice of the eigenvalue \( \lambda_n \) in the upper-half plane. We have \( \hat{\lambda}_k \in \mathbb{C}_- \) for all \( k = 1, 2, \ldots, 2N_1 \) and similarly the eigenvalues are given by the \( N_1 \)-couples \((\hat{\lambda}_n, \hat{\lambda}_{N_1+n}) = (-\lambda, \lambda) \in \mathbb{C}_-^2\), which are assumed to be the zeros of \( \text{det}(P^{(-)}(x, \lambda)) = 0 \), and \( \hat{\lambda}_n = -\hat{\lambda}_{N_1+n} \).
In other words, if $\lambda_n$ is not pure imaginary, then the scheme of the eigenvalues take the form

$$\left( \lambda_n, \lambda_{N_1+n}, \hat{\lambda}_n, \hat{\lambda}_{N_1+n} \right) = (\lambda, -\lambda, -\lambda, \hat{\lambda}). \quad (182)$$

Each $\text{Ker}(P(x, \lambda_k))$ contains only a single column vector $v_k$, similarly each $\text{Ker}(P(x, \hat{\lambda}_k))$ contains only a single row vector $\hat{v}_k$ such that:

$$P^+(x, \lambda_k)v_k = 0 \quad \text{for} \quad k \in \{1, 2, \ldots, 2N_1\}, \quad (183)$$

and

$$\hat{v}_kP^-(x, \hat{\lambda}_k) = 0 \quad \text{for} \quad k \in \{1, 2, \ldots, 2N_1\}. \quad (184)$$

To obtain explicit soliton solutions, we take $G_0 = I_5$ in the Riemann-Hilbert problems. This will force the reflection coefficients $s_{21} = s_{31} = s_{41} = s_{51} = 0$ and $\hat{s}_{12} = \hat{s}_{13} = \hat{s}_{14} = \hat{s}_{15} = 0$. In that case, the Riemann-Hilbert problems can be presented as follows [25]:

$$G^+(x, \lambda) = I_5 - \sum_{k,j=1}^{N} v_k(M^{-1})_{kj}\frac{\hat{v}_j}{\lambda - \hat{\lambda}_j}, \quad (185)$$

and

$$(G^{-1}(x, \lambda) = I_5 + \sum_{k,j=1}^{N} v_k(M^{-1})_{kj}\frac{\hat{v}_j}{\lambda - \lambda_k}, \quad (186)$$

where $M = (m_{kj})_{N \times N}$ is a matrix defined by [25]

$$m_{kj} = \begin{cases} 
\frac{\hat{v}_kv_j}{\lambda_j - \hat{\lambda}_k}, & \text{if } \lambda_j \neq \hat{\lambda}_k, \\
0, & \text{if } \lambda_j = \hat{\lambda}_k.
\end{cases} \quad (187)$$

Since the zeros $\lambda_k$ and $\hat{\lambda}_k$ are constants, because they are independent of space and time, we can explore the spatial and temporal evolution of the scattering vectors $v_k(x, t)$ and $\hat{v}_k(x, t)$, $1 \leq k \leq N$.

Taking the $x$-derivative of both sides of the equation

$$P^+(x, \lambda_k)v_k = 0, \quad 1 \leq k \leq N, \quad (188)$$
and knowing that $P^{(+)}$ satisfies the spectral spatial equivalent equation (126) together with (183), we obtain

$$P^{(+)}(x, \lambda_k) \left( \frac{d\hat{v}_k}{dx} - i\lambda_k \Lambda v_k \right) = 0 \quad \text{for} \quad k, j \in \{1, 2, \ldots, N\}. \quad (189)$$

In a similar manner, taking the $t$-derivative and using the temporal equation (127) with (183), we acquire

$$P^{(+)}(x, \lambda_k) \left( \frac{d\hat{v}_k}{dt} - i\lambda_k^5 \Omega v_k \right) = 0 \quad \text{for} \quad k, j \in \{1, 2, \ldots, N\}. \quad (190)$$

For the adjoint spectral equations (130) and (131), we can obtain the following similar results

$$\left( \frac{d\hat{v}_k}{dx} + i\hat{\lambda}_k \hat{v}_k \Lambda \right) P^{(-)}(x, \hat{\lambda}_k) = 0, \quad (191)$$

and

$$\left( \frac{d\hat{v}_k}{dt} + i\hat{\lambda}_k^5 \hat{v}_k \Omega \right) P^{(-)}(x, \hat{\lambda}_k) = 0. \quad (192)$$

Because $v_k$ is a single vector in the kernel of $P^{(+)}$, so $\frac{dv_k}{dx} - i\lambda_k \Lambda v_k$ and $\frac{dv_k}{dt} - i\lambda_k^5 \Omega v_k$ are scalar multiples of $v_k$.

Hence without loss of generality we can take the space dependence of $v_k$ to be:

$$\frac{dv_k}{dx} = i\lambda_k \Lambda v_k, \quad 1 \leq k \leq N \quad (193)$$

and the time dependence of $v_k$ as:

$$\frac{dv_k}{dt} = i\lambda_k^5 \Omega v_k, \quad 1 \leq k \leq N. \quad (194)$$

so, we can conclude that

$$v_k(x, t) = v_k(x, t, \lambda_k) = e^{i\lambda_k Ax + i\lambda_k^5 \Omega t} w_k \quad \text{for} \quad k \in \{1, 2, \ldots, N\}, \quad (195)$$

by solving equations (193) and (194). Likewise, we get

$$\hat{v}_k(x, t) = \hat{v}_k(x, t, \hat{\lambda}_k) = \hat{w}_k e^{-i\hat{\lambda}_k Ax - i\hat{\lambda}_k^5 \Omega t} \quad \text{for} \quad k \in \{1, 2, \ldots, N\}, \quad (196)$$
where \( w_k \) and \( \hat{w}_k \) are constant column and row vectors in \( \mathbb{C}^5 \), respectively. In addition, they need to satisfy the orthogonality condition:

\[
\hat{w}_k w_l = 0, \quad \text{when} \quad \lambda_l = \hat{\lambda}_k, \quad 1 \leq k, l \leq N.
\] (197)

From (183) and using the formula (159), it is easy to see

\[
v_k^T(x, t, -\lambda_k)(P^{(+)})(x, t, -\lambda_k) = v_k^T(x, t, -\lambda_k)C_1P^{(-)}(x, t, \lambda_k)C_1^{-1} = 0.
\] (198)

Because \( v_k^T(x, t, -\lambda_k)C_1P^{-(x, t, \lambda_k)} \) can be zero and using (184) this leads to

\[
v_k^T(x, t, -\lambda_k)C_1P^{-(x, t, \lambda_k)} = v_k^T(x, t, \lambda_k)C_1P^{-(x, t, \hat{\lambda}_k)},
\] (199)

thus, we can take

\[
\hat{v}_k(x, t, \hat{\lambda}_k) = v_k^T(x, t, \lambda_k)C_1.
\] (200)

Therefore, the involution relations (195) and (196) give

\[
v_k(x, t) = e^{i\lambda_k Ax + i\lambda_k^5 \Omega t}w_k,
\] (202)

\[
\hat{v}_k(x, t) = w_k^T e^{-i\hat{\lambda}_k Ax - i\lambda_k^5 \Omega t}C_1.
\] (203)

Now, in order to satisfy the orthogonality condition (197), one can notice that we require:

\[
w_k^T C_2 w_l = 0, \quad \text{as} \quad \lambda_l = \hat{\lambda}_k, \quad 1 \leq k, l \leq N.
\] (204)

due to the fact that, \( \hat{\lambda}_k = -\lambda_k^* = \lambda_k \) still occurs for \( \lambda_k \in i\mathbb{R} \), while \( \lambda_k = -\lambda_k^* \) holds, when \( \lambda_k \neq \hat{\lambda}_k \).

Because the jump matrix \( G_0 = I_5 \), we can solve the Riemann-Hilbert problem precisely. As a result, we can determine the potentials by computing the matrix \( P^{(+)} \). Because \( P^{(+)} \) is analytic, we can expand \( G^{(+)} \) as follows:

\[
G^{(+)}(x, \lambda) = I_5 + \frac{1}{\lambda}G^{(+)}_1(x) + O\left(\frac{1}{\lambda^2}\right), \quad \text{when} \quad \lambda \to \infty.
\] (205)
Knowing that $G^{(+)}$ satisfies the spectral problem, substituting it in (126) and matching the coefficients of the same power of $\lambda$, at order $O(1)$, we get

$$P = -[A, G_1^{(+)}].$$ \hspace{1cm} (206)

If we denote

$$G_1^{(+)} = \begin{pmatrix} G_{11} & G_{12} & G_{13} & G_{14} & G_{15} \\ G_{21} & G_{22} & G_{23} & G_{24} & G_{25} \\ G_{31} & G_{32} & G_{33} & G_{34} & G_{35} \\ G_{41} & G_{42} & G_{43} & G_{44} & G_{45} \\ G_{51} & G_{52} & G_{53} & G_{54} & G_{55} \end{pmatrix}$$ \hspace{1cm} (207)

then, since $P$ satisfies the symmetry relations (9) simultaneously, therefore from (206), $G_1^{(+)}$ satisfies the following symmetry relations:

$$(G_1^{(+)})^+(x, t) = G_1^{(+)}(x, t)$$ \hspace{1cm} (208)

$$(G_1^{(+)})^T(-x, -t) = C_1 G_1^{(+)}(x, t) C_1^{-1}$$ \hspace{1cm} (209)

$$(G_1^{(+)})^+(x, -t) = C_2 G_1^{(+)}(x, t) C_2^{-1}$$ \hspace{1cm} (210)

$$G_1^{(+)}(-x, -t) = C_3 G_1^{(+)}(x, t) C_3^{-1}$$ \hspace{1cm} (211)

accordingly, it can be reduced to the form

$$G_1^{(+)} = \begin{pmatrix} G_{11}(x, t) & G_{12}(x, t) & G_{13}(x, t) & G_{14}(x, t) & G_{15}(x, t) & G_{16}(x, -t) \\ G_{12}(x, t) & G_{22}(x, t) & G_{32}(x, t) & G_{42}(x, t) & G_{52}(x, -t) \\ G_{13}(x, t) & G_{32}(x, t) & G_{33}(x, t) & G_{43}(x, t) & G_{53}(x, -t) \\ G_{14}(x, t) & G_{42}(x, t) & G_{43}(x, t) & G_{44}(x, t) & G_{54}(x, -t) \\ G_{15}(x, t) & G_{52}(x, t) & G_{53}(x, t) & G_{54}(x, t) & G_{55}(x, -t) \\ G_{16}(x, -t) & G_{52}(x, -t) & G_{53}(x, -t) & G_{54}(x, -t) & G_{55}(x, -t) \end{pmatrix}$$ \hspace{1cm} (212)
thus,

\[
P = -[A, G^{(+)}_1] = \begin{pmatrix}
0 & -\alpha G_{12}(x, t) & -\alpha G_{12}(-x, -t) & -\alpha G^*_1(x, t) & -\alpha G^*_1(-x, -t) \\
\alpha G_{12}(x, t) & 0 & 0 & 0 & 0 \\
\alpha G^*_1(-x, -t) & 0 & 0 & 0 & 0 \\
\alpha G_{12}(x, t) & 0 & 0 & 0 & 0 \\
\alpha G_{12}(-x, -t) & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

(213)

Matching the components of (213) to the components of the \(P\) matrix, we can recover the potential \(u\)

\[
u(x, t) = -\alpha G_{12}(x, t),
\]

(214)

Note that all components in (213) are equivalent and compatible to the components in (4).

It can be seen from (205) that

\[
G^{(+)}_1 = \lambda \lim_{\lambda \to \infty} (G^{(+)}(x, \lambda) - I_5),
\]

(215)

then using equation (185), we deduce

\[
G^{(+)}_1 = -\sum_{k,j=1}^{N} v_k(M^{-1})_{kj}\hat{v}_j,
\]

(216)

where

\[
v_k = (v_{k,1}, v_{k,2}, v_{k,3}, v_{k,4}, v_{k,5})^T, \quad \hat{v}_k = (\hat{v}_{k,1}, \hat{v}_{k,2}, \hat{v}_{k,3}, \hat{v}_{k,4}, \hat{v}_{k,5}).
\]

(217)

We deduce that the specific Riemann-Hilbert problem solutions determined by (185)-(187), satisfy (173). Hence the matrix \(G^{(+)}_1\) posses the symmetry relations (208)-(211), which are generated from the non-local symmetry (5).

Now, by substituting (216) into (214) and using (202) and (203), we generate the \(N\)-soliton solution to the nonlocal fifth-order Sasa-Satsuma equation

\[
u(x, t) = \alpha \sum_{k,j=1}^{N} v_{k,1}(M^{-1})_{kj}\hat{v}_{j,2}.
\]

(218)
5. Exact soliton solutions and dynamics

5.1. Explicit one-soliton solution

For a general explicit formula for the one-soliton solution of the Sasa-Satsuma equation (1), i.e., when \( N = 1 \), the eigenvalues configuration gives \( \lambda_1 = im \) and \( \dot{\lambda}_1 = -im \), where \( m > 0 \), in order to fulfill condition (181). Taking \( w_1 \) to be the vector \( w_1 = (w_{11}, w_{12}, -w_{12}, w_{12})^T \), for \( w_{11}, w_{12} \in \mathbb{R}\backslash\{0\} \) The explicit solution yields:

\[
    u(x,t) = \frac{i2\alpha m w_{11} w_{12}}{w_{11}^2 e^{-\alpha mx - \beta m^5 t} + 4w_{12}^2 e^{\alpha mx + \beta m^5 t}}. \\
    \tag{219}
\]

Since this Sasa-Satsuma equation require the orthogonality condition

\[
    w_1^\dagger C_2 w_1 = 0, \tag{220}
\]

resulting in \( w_{11}^2 = 4w_{12}^2 \).

As a consequence, the solution to the scalar nonlocal reverse-spacetime Sasa-Satsuma equation (91) in the one-soliton case simplifies to

\[
    u(x,t) = \pm i\frac{1}{2}\alpha m sech(\alpha mx + \beta m^5 t). \tag{221}
\]

5.1.1. Dynamics of the one-soliton

For the one-soliton, the soliton moves with speed \( V = \frac{\beta}{\alpha} m^4 \) along the line \( x = \frac{\beta}{\alpha} m^4 t \). In that case, the amplitude is given by \(|u(x,t)| = \frac{1}{2}\alpha m\). The amplitude of the moving soliton stays constant as seen in figure 1. In the case when \( \lambda_1 = m \) is real, we get a breather with period \( \frac{\pi}{\beta m^4} \) as in figure 2.
5.2. Explicit two-soliton solutions

For a general explicit formula for two-soliton solutions of the Sasa-Satsuma equation (1), i.e., when \( N = 2 \), the configuration of the eigenvalues for this equation is given by
If all eigenvalues in the complex plane are pure imaginary, that is \( \lambda = -i, -\lambda, \hat{\lambda} \). As a result, we have three distinct cases as shown in figure 3. In all cases, the eigenvalues \( \lambda_1, \lambda_2 \in \mathbb{C}_+ \cup \mathbb{R} \) and \( \hat{\lambda}_1, \hat{\lambda}_2 \in \mathbb{C}_- \cup \mathbb{R} \) are all taken to be distinct, i.e., \( \lambda_1 \neq \lambda_2 \) and \( \hat{\lambda}_1 \neq \hat{\lambda}_2 \).

**FIG. 3: Spectral planes of two-soliton eigenvalues cases**

**Case I:**

If all eigenvalues in the complex plane are pure imaginary, that is \( \lambda_1 = im_1, \lambda_2 = im_2, \hat{\lambda}_1 = -im_1, \hat{\lambda}_2 = -im_2 \), for \( m_1, m_2 > 0 \) and \( w_1 = (w_{11}, w_{12}, -w_{12}, w_{12})^T \), then for simplicity of the solution, we take \( w_2 = w_1 \). Hence, the solution in this nonlocal reverse-spacetime case is given by:

\[
u(x, t) = \pm i\alpha (m_1^2 - m_2^2) \frac{N_1(x, t)}{D_1(x, t)},\]

where

\[
N_1(x, t) = m_2 e^{(\alpha_1 + \alpha_2)m_2 x - (\beta_1 + \beta_2)m_1^2 t} \left( e^{-2(\alpha_1 m_1 x + \beta_1 m_1^2 t)} + e^{-2(\alpha_2 m_2 x + \beta_2 m_2^2 t)} \right) - m_1 e^{(\alpha_1 + \alpha_2)m_1 x - (\beta_1 + \beta_2)m_2^2 t} \left( e^{-2(\alpha_1 m_2 x + \beta_1 m_2^2 t)} + e^{-2(\alpha_2 m_1 x + \beta_2 m_1^2 t)} \right) \quad (223)
\]

\[
D_1(x, t) = (m_1 - m_2)^2 \left( e^{-2\alpha_1 (m_1 + m_2) x - 2\beta_1 (m_1^2 + m_2^2) t} + e^{-2\alpha_2 (m_1 + m_2) x - 2\beta_2 (m_1^2 + m_2^2) t} \right) + (m_1 + m_2)^2 \left( e^{-2(\alpha_1 m_1 + \alpha_2 m_2) x - 2(\beta_1 m_1^2 + \beta_2 m_2^2) t} + e^{-2(\alpha_2 m_1 + \alpha_2 m_2) x - 2(\beta_1 m_2^2 + \beta_2 m_1^2) t} \right) - 8m_1 m_2 e^{-(\alpha_1 + \alpha_2)(m_1 + m_2)x - (\beta_1 + \beta_2)(m_1^2 + m_2^2)t}. \quad (224)
\]

**5.2.1. Dynamics of the two-soliton solution: Case I**

If the eigenvalues \( \lambda_1 = -\hat{\lambda}_1 \) and \( \lambda_2 = -\hat{\lambda}_2 \), then the two solitons move in the same direction before and after collision, where the faster soliton overtakes the slower one. An overlay of
two traveling waves is shown in figure 4, where the faster soliton overtakes the slower one from the right. Furthermore, in the pre and post collision the amplitude remains unchanged.

**FIG. 4:** Spectral plane along with 3D, 2D and contours plots of $|u(x, t)|$ of the two solitons interaction with parameters $(\alpha, \beta) = (-2, -5)$, $(\lambda_1, \lambda_2, \hat{\lambda}_1, \hat{\lambda}_2) = (0.5i, 0.7i, -0.5i, -0.7i)$, $w_1 = w_2 = (2, 1, -1, 1, -1)$.

**Case II:**

In that case, if $\lambda_1, \lambda_2 \in \mathbb{C}_+$ are not pure imaginary, then the involution property requires that $\lambda_2 = -\hat{\lambda}_1$, while in the lower half-plane $\hat{\lambda}_1 = -\lambda_1$ and $\hat{\lambda}_2 = \lambda_1$.

Let $w_1 = (w_{11}, w_{12}, w_{12}, w_{12}, w_{12})^T$ and $w_2 = w_1$. The solution in this nonlocal reverse-spacetime case is given by:

$$u(x, t) = i4\alpha \text{Im}(\lambda^2)w_{11}w_{12}\frac{N_2(x, t)}{D_2(x, t)},$$

where

$$N_2(x, t) = 2w_{11}^2 \text{Re}\left(\lambda e^{i\left(2\alpha_1\lambda - (\alpha_1 + \alpha_2)\hat{\lambda}\right)x + i\left(2\beta_1\lambda^5 - (\beta_1 + \beta_2)\hat{\lambda}^5\right)t}\right)$$

$$+ 8w_{12}^2 \text{Re}\left(\lambda e^{i\left(2\alpha_2\lambda - (\alpha_1 + \alpha_2)\hat{\lambda}\right)x + i\left(2\beta_2\lambda^5 - (\beta_1 + \beta_2)\hat{\lambda}^5\right)t}\right).$$
5.2.2. Dynamics of the two-soliton solution: Case II

In this configuration of the eigenvalues, the two solitons $S_1$ and $S_2$ move in the same direction as shown in figure 5. The soliton wave $S_2$ with the higher speed overtakes the wave $S_1$ and after the collision, the wave $S_1$ gains speed and overtakes $S_2$. Therefore, we have a continuously occurring phenomenon of periodic collisions or an oscillatory-breather. While in figure 6, we have a two-soliton double-humped keeping the shape as it moves.

![Fig. 5: Spectral plane along with 3D, 2D and contours plots of $|u(x,t)|$ of the two solitons interaction with parameters $(\alpha, \beta) = (-2, -5), (\lambda_1, \lambda_2, \lambda_1^\ast, \lambda_2^\ast) = (0.1 + 0.4i, -0.1 + 0.4i, -0.1 - 0.4i, 0.1 - 0.4i), w_1 = w_2 = (2, 1, 1, 1).](image-url)
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FIG. 6: Spectral plane along with 3D, 2D and contours plots of $|u(x,t)|$ of the two solitons interaction with parameters $(\alpha, \beta) = (-2, -5)$, $(\lambda_1, \lambda_2, \hat{\lambda}_1, \hat{\lambda}_2) = (0.1 + 0.4i, -0.1 + 0.4i, -0.1 - 0.4i, 0.1 - 0.4i)$, $w_1 = w_2 = (2, 1, 1, 1)$.

Case III:

In that case, if $\lambda_1 = im \in i\mathbb{R}_+$ is pure imaginary and $\lambda_2 = n \in \mathbb{R}_+$, then the involution property \[(181)\] requires that $\hat{\lambda}_1 = -im$ and $\hat{\lambda}_2 = -n$.

Let $w_1 = w_2 = (w_{11}, w_{12}, -w_{12}, w_{12})^T$. The solution for this nonlocal reverse-spacetime case reads:

$$u(x,t) = -2\alpha (m^2 + n^2) w_{11} w_{12} \frac{N_3(x,t)}{D_3(x,t)}, \quad (228)$$

where

$$N_3(x,t) = ime^{-(\alpha_1 + \alpha_2)m x - (\beta_1 + \beta_2)n^2 t} \left( w_{11}^2 e^{2i\alpha_1 nx - 2i\beta_1 n^2 t} + 4w_{12}^2 e^{2i\alpha_2 nx + 2i\beta_2 n^2 t} \right)$$

$$- ne^{i(\alpha_1 + \alpha_2)n x + i(\beta_1 + \beta_2)n^2 t} \left( w_{11}^2 e^{-2\alpha_1 mx - 2\beta_1 m^2 t} + 4w_{12}^2 e^{-2\alpha_2 mx - 2\beta_2 m^2 t} \right), \quad (229)$$

$$D_3(x,t) = 4(im + n)^2 w_{11}^2 w_{12}^2 \left( e^{2(i\alpha_1 n - \alpha_2 m)x + 2(i\beta_1 n^3 - \beta_2 m^2)t} + e^{2(i\alpha_2 n - \alpha_1 m)x + 2(i\beta_2 n^3 - \beta_1 m^2)t} \right)$$

$$- (im + n)^2 w_{11}^4 e^{2\alpha_1 (in - m)x + 2\beta_1 (in^3 - m^2)t} + 16(im + n)^2 w_{12}^4 e^{2\alpha_2 (in - m)x + 2\beta_2 (in^3 - m^2)t}$$

$$- i32mn w_{11}^2 w_{12}^2 (\alpha_1 + \alpha_2)(in - m)(\beta_1 + \beta_2)(in^3 - m^2)t. \quad (230)$$
5.2.3. **Dynamics of the two-soliton solution: Case III**

Taking a look at this dynamics, we can observe a soliton and a breather moving in the same direction. They interact continuously while the soliton travels through the breather. This is shown in figure 7. Another possible different dynamics is when a soliton and a breather travel together at the same speed without interacting as seen in figure 8, that is the soliton in the latter situation keeps its shape at all time while moving with the breather as a packet.

FIG. 7: Spectral plane along with 3D, 2D and contours plots of $|u(x, t)|$ of the continuous interaction between the soliton wave and the breather. The parameters are $(\alpha, \beta) = (-4, -5)$, $(\lambda_1, \lambda_2, \hat{\lambda}_1, \hat{\lambda}_2) = (0.5i, 0.4, -0.5i, -0.4)$, $w_1 = w_2 = (2, 4, -4, 4, -4)$. 
FIG. 8: Spectral plane along with 3D, 2D and contours plots of $|u(x, t)|$ of the soliton wave and the breather. The parameters are $(\alpha, \beta) = (-2, -10)$, $(\lambda_1, \lambda_2,  \hat{\lambda}_1, \hat{\lambda}_2) = (0.6i, 0.6, -0.6i, -0.6)$, $w_1 = w_2 = (2, 2.5, -2.5, 2.5, -2.5)$.

Two soliton breather:

In this particular case, the configuration (182) compels a two-soliton breather to behave as a one-soliton breather, if all eigenvalues are real. That is, since $\lambda_1 \neq \lambda_2$ and $\hat{\lambda}_1 \neq \hat{\lambda}_2$, then $\lambda_2$ and $\hat{\lambda}_2$ are redundant and we take $\lambda_2 = \hat{\lambda}_2 = 0$, which reduces to the one-soliton breather solution, previously mentioned (figure 2).

FIG. 9: Spectral plane of the two-soliton breather
6. Conclusion

To summarize, in this paper, we investigated a nonlocal reverse-spacetime two-component Sasa-Satsuma equation. This equation is derived from a nonlocal integrable hierarchy, where the nonlocal nature is embodied within the hierarchy’s structure. The latter construction allows nonlocal systems to be constructed without using reductions and guarantees integrability. Moreover, the hierarchy provide mKdV-type nonlocal integrable equations and eliminate NLS-type ones. Further, a kind of soliton solutions was generated, and the Hamiltonian structure was derived for the resulting nonlocal Sasa-Satsuma equation.

For fundamental soliton solutions to local equations, solitons interact elastically in a superposition manner, while for soliton solutions to nonlocal equations, this is not always the case. Also, for nonlocal equations, soliton solutions can have singularities at a finite time, but not for the presented Sasa-Satsuma equation.

Moreover, reverse-spacetime equations exhibit very different dynamical behaviours than reverse-time and reverse-space equations [26]. For instance, it can be seen from the plotted figures that the one-soliton to the reverse-spacetime Sasa-Satsuma equation is a moving soliton, while there is a stationary one-soliton in the reverse-time and reverse-space NLS equation [27].

Finally, we remark that it remains intriguing to solve nonlocal integrable equations in the cases of reverse-spacetime, reversespace, and reverse-time by different techniques such as Darboux transformations and the Hirota bilinear method [28]–[30].
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