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Abstract: Learning analytics is quickly evolving. Old fashioned dashboards with descriptive information and trends about what happened in the past are slightly substituted by new dashboards with forecasting information and predicting relevant outcomes about learning. Artificial intelligence is aiding this revolution. The accessibility to computational resources has increased, and specific tools and packages for integrating artificial intelligence techniques leverage such new analytical tools. However, it is crucial to develop trustworthy systems, especially in education where skepticism about their application is due to the risk of teachers' replacement. However, artificial intelligence systems should be seen as companions to empower teachers during the teaching and learning process. During the past years, the Universitat Oberta de Catalunya has advanced developing a data mart where all data about learners and campus utilization are stored for research purposes. The extensive collection of these educational data has been used to build a trustworthy early warning system whose infrastructure is introduced in this paper. The infrastructure supports such a trustworthy system built with artificial intelligence procedures to detect at-risk learners early on in order to help them to pass the course. To assess the system’s trustworthiness, we carried out an evaluation on the basis of the seven requirements of the European Assessment List for trustworthy artificial intelligence (ALTAI) guidelines that recognize an artificial intelligence system as a trustworthy one. Results show that it is feasible to build a trustworthy system wherein all seven ALTAI requirements are considered at once from the very beginning during the design phase.
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1. Introduction

Educational technology has helped in the past years to evolve the way education is delivered in online settings [1] and on-site settings [2]. It can be used in different ways: providing a platform where the teaching and learning process is performed or providing tools for helping learners acquire skills or competencies, amongst others. In the former, the teacher is responsible for conducting the teaching process. However, in the latter, technology can partially or fully automate the learning process by assessing the learners’ requirements to complete the course. Here, it is inevitable that the learners’ behavior is monitored. Although privacy has been a sensitive topic in the past years, monitoring learners could effectively move education to a different dimension with a significant leap [3]. Monitoring learners produces a vast amount of data that when conveniently processed with educational data mining techniques allow for inferring valuable information about learners’ performance and behavior, and, in the end, it provides a personalized learning experience [4].
Moreover, this information can be further analyzed and exploited to extract knowledge about learners’ behavior [5] and therefore can be used to create intelligent adaptive systems for future learners to guide them to complete their learning outcomes successfully. Artificial intelligence (AI) techniques are more accessible during the past years through specific libraries for programming languages. Models to estimate unknown information about learners such as performance, acquired knowledge, or grades [6,7] can be trained and used to identify at-risk learners early. The identification could lead to applying some intervention mechanism to increase retention [8] or dropout reduction [9].

However, the application of AI-powered systems in education has some reluctance from practitioners [10,11]. Many systems are conceived as black boxes without knowing the complete set of features they offer. Moreover, the predictive models trained by the AI libraries do not offer an explanation about the performed predictions. Such reasons derive from an untrusting feeling towards their utilization. Therefore, trustworthy artificial intelligence (TAI) must be developed [12]. Workshops [13], challenges [14], recommendations [15], guidelines [16], self-assessment procedures [17], and standardization efforts [18] have been developed to build these TAI systems in the past years.

One of these intelligent adaptive systems is being developed through a project denoted as learning intelligent system (LIS) [19]. It aims to assist the learners during their learning process. The project focuses on developing an adaptive system (i.e., the LIS system) to be applied independently of the academic field or academic program in the custom learning management system (LMS) at the Universitat Oberta de Catalunya (UOC) to help learners succeed in their learning process. The system intends to provide learning analytics capabilities to analyze the learners’ progression for all stakeholders (i.e., learners and teachers) and predictive analytics capabilities to assess the likelihood to pass or drop out of a course. Additionally, the system can enhance likelihood predictions with automatic feedback and recommendations regarding learning paths, self-regulation, or learning resources.

The system is being developed using a mixed research methodology that combines action research methodology with a design and creation approach. Action research [20] allows for investigation and improvement of own practices, while design and creation [21] are especially suited for developing new information technology (IT) artifacts. The latter can be reduced to a problem-solving approach that uses an iterative process to improve the artifact on each iteration on the basis of conducting evaluations of the developed artifact on real settings, evaluating the results, and proposing improvements for the next iteration. This paper focuses on the second iteration of the project when the infrastructure was redesigned, aiming to create a trustworthy system from the first iteration [22]. During this iteration, the infrastructure was built to gather the data, process them, and perform predictions to evaluate the likelihood of failing a course. Such a predictive model has been used to create an early warning system (EWS), which aims to early detect learners at risk of failing or dropping out of a course, applying intervention mechanisms to prevent a worse situation.

A critical issue is to deliver a trustworthy EWS for a heterogeneous campus where multiple disciplines are taught, and where different learning methodologies and assessment models are used. In the past years, we can find some EWS developments [23–25], but there is no reference about extending as far as we know to a trustworthy system. This paper presents the build system that is considered trustworthy because it follows the requirements stated in the European self-assessment Assessment List for trustworthy artificial intelligence (ALTAI) guidelines [17]. Although several guidelines can be considered, this paper follows the ALTAI ones because our institution is located in Europe. The paper also discusses the main results coming from the self-assessment analysis carried out.

The paper is structured as follows: Section 2 summarizes the related work to TAI systems, and Section 3 describes the used materials and methods for the self-assessment analysis. Section 4 introduces the EWS, the infrastructure that supports the system, and the predictive models to have evidence to justify the system’s trustworthiness. Finally, the
results derived from the analysis are discussed in Section 5, while conclusions and future work are presented in Section 6.

2. Related Work

It is essential to focus on data management aspects when AI systems are designed. Firstly, it is mandatory to fulfill the data privacy regulations of the country or region where the data are managed when a system is handling sensitive personal data. An example can be found in the European Union with the General Data Protection Regulation (GDPR) [26], but most countries have their own legislation about data privacy management. Secondly, it is also essential to consider a data policy. However, data policies have not been standardized, and there is not a unique policy to apply. If we focus on higher education institutions, each organization is applying its own policy on the basis of the challenges they faced during the analysis of the data it possesses [27–29]. Nevertheless, data policies are not enough [30] when we face predictive analytics infrastructure built upon AI requirements. AI needs to consider more requirements because data are not only used for analyzing and visualizing information. Data are also used for impacting people’s decisions and behavior. Thus, ethical issues appear as a new relevant dimension. Governments and institutions are investing efforts to define guidelines to develop TAI systems and standards that should positively impact citizens [13–18]. Although there are different definitions, recommendations, challenges, guidelines, and standardization procedures, all are working on similar concepts to define the requirements to be analyzed.

The TAI system concept has been studied in several works [31–34]. The authors of [35] (p. 5) define a TAI system as “a system that is developed, deployed, and used in ways that not only ensure its compliance with all relevant laws and its robustness but especially its adherence to general ethical requirements.” The general ethical requirements include inclusive growth, sustainable development, and well-being; human-centered values and fairness; transparency and explainability; robustness, security, and safety; and accountability [36]. The authors of [37] (p. 29) proposed that “in order to make it trustworthy, computer scientists need to consider measures . . . , robustness to data set shift, robustness to poisoning, fairness, interpretability, end-to-end service-level provenance and transparency, and application for social good”. In other words, a “TAI system should provide beneficence, non-maleficence, autonomy, justice, and explicability” [38] (p. 696).

In all these definitions, the requirements can be reduced to a single word: trust. Stakeholders should trust the system, and trustworthiness is accomplished by understanding and making explicit system capabilities explicit. Without knowing all the features, stakeholders will have concerns about feeling completely confident with the system. Note that visual interface design is a key issue to improve confidence. For instance, the author in [39] identified emotional and usability criteria factors that directly impacted interface acceptance. Thus, a good user interface design could lead to a greater confidence level. This effect is even more critical in education. Teachers guide learners, and they tend to fully control all the learning process, from the materials and contents to the activities and feedback provided to the learners. Introducing in the learning process an instructional technology with AI involves a new element in the equation. Learners may discover adverse effects on personalization by feeling that the system is not treating all learners equally [40], and teachers may have doubts about the applicability value of AI. However, there are clear positive effects on the utilization of TAI systems in education. The authors of [41] (p. 3) describe the positive benefits: “personalized learning, the support of learners with special needs, . . . reduce dropout, and assessing new skillsets.” Moreover, TAI systems can contribute to the learning design research field [42] by producing technological tools that are easy to share and reuse [43]. Best practices on dashboard visualization or data management can be shared among practitioners and engineers to produce other systems compliant with TAI requirements.
TAI systems should be designed, built, assessed, and tested in real settings. Previous guidelines could help on their development by combining the knowledge and the experts’ experience on education and technology. However, it is critical to know the hidden infrastructure behind the system [44] to trust it better. As far as we know, some infrastructure designs on AI in education can be found [45–48], but no study case supports a TAI system. Some systems focus on security [49], explainability [50], privacy [51], ethics [52], fairness [53], human well-being [54], and trust [55]. Some of the previous works even analyze together different requirements related to a TAI system at once. However, no one extends the system to a trustworthy one, although some recent work [56] suggests the importance of considering such characteristics in the software life cycle development (from the system design to its maintenance) when educating software engineers. This paper focuses on self-assessing the trustworthiness of an EWS by applying the European ALTAI guidelines based on the performed infrastructure design.

3. Materials and Methods

3.1. University Description

The UOC, from its origins (1995), was conceived as a purely online university that used information and communication technology (ICT) intensively for both the teaching/learning process and management. UOC has a custom LMS where massive data are generated from the interactions between learners, teachers, and administrative staff. The educational model and the design of the online classrooms are centered on the learner and the activities across the courses. The assessment model focuses on continuous assessment with different activities during the semester, combined with a summative assessment at the end of the semester with a face-to-face final exam. The learner receives qualitative grades and personalized feedback. The qualitative grades are based on the following scale: A (very high), B (high), C+ (sufficient), C− (low), and D (very low), where a C− or D grade means failing the assessment activity. In addition, another grade (N, non-submitted) is used when a learner does not submit the assessment activity.

The learner profile at UOC is particularly different when comparing with on-site universities. Learners are aged up with family and partial or full-time employment. They usually devote time to learn to get a better position in their job or enhance their knowledge with another bachelor’s degree. Learners at UOC are competence-oriented, but they require tight self-regulation to combine personal and professional duties. New learners have significant difficulties self-regulating, and it is a critical skill to be learned in the first semesters. For such reasons, providing an EWS to guide them personally depending on their background and profile could enhance their learning process to pass the courses successfully.

3.2. Data Source: The Universitat Oberta de Catalunya Data Mart

The massive amount of data produced by the custom LMS are distributed among different operational data sources. The institution performed an effort to merge all these data into a centralized database: the UOC data mart [57]. An ETL (extract, transform, load) process collects and aggregates data from the different data sources solving common problems on distributed systems as fragmentation, duplication, and different identifiers. Additionally, the ETL process anonymizes the sensitive data (i.e., personal data are obfuscated, and the different identifiers of the same person are changed to a unique one [27]).

In the end, the data mart incorporates data about enrollment, accreditation, assessment, and transcripts, among others, but not demographic data. Moreover, data about navigation, interaction, and communication within the learning spaces available at the custom LMS are stored. As a result, the UOC data mart offers: (1) historical data from previous semesters, and (2) data generated during the current semester. Conceptually, the relevant data are stored as a tuple containing five attributes (U[D], T, S, R, X) based on xAPI specification [58]. The tuple represents that “user U (optionally, using device D) at time T employs service S on Resource R with result X.” All these tuples are stored to a single entity that is related
to others that stores data about users (U), resources (R), and results (X), following a star schema [59].

The data mart is implemented in Amazon DynamoDB. Although this database engine was initially designed as a key-value NoSQL [60] database, it evolved into a document-oriented one to store JSON-formatted documents. This structure is helpful to store semi-structured data and, following cloud features supported by Amazon Web Services, facilitates horizontal scaling and distributed processing through the Hadoop ecosystem [61]. Although data are persistently stored in the DynamoDB database, data are daily and semesterly exported on an S3 Bucket to avoid direct access to the database. Tuples are split into different datasets (i.e., files) on the basis of the value of the resource attribute R in CSV format.

3.3. European ALTAI Guidelines

The High-Level Expert Group on Artificial Intelligence designated by the European Commission published the Ethics Guidelines for Trustworthy Artificial Intelligence in 2019 [36]. Within the guidelines, an assessment list was published to assess an AI system as a TAI one. The system must adhere to the seven requirements for being considered a TAI system:

1. Human agency and oversight;
2. Technical robustness and safety;
3. Privacy and data governance;
4. Transparency;
5. Diversity, non-discrimination, and fairness;
6. Societal and environmental well-being;
7. Accountability.

The ALTAI guidelines [17] aims to protect people's fundamental rights. It is intended for organizations to understand what a TAI system is and the risks that may generate on their stakeholders. It is focused on minimizing those risks while maximizing the benefits the TAI system can bring.

This paper focuses on self-assessing the trustworthiness of the presented EWS by applying the European ALTAI guidelines on the basis of the performed infrastructure design. Before the analysis is performed, the infrastructure and the EWS are presented.

4. The Predictive Analytics Infrastructure and the Early Warning System

In this section, the predictive analytics infrastructure is presented. The design decisions are based on which type of infrastructure and architecture are used, which final design has been performed at UOC, and which languages have been used to leverage the challenge to read heterogeneous data from the UOC data mart. Additionally, the EWS is presented with the used predictive model and the information delivered to teachers and learners. All this information will help in the next section to perform the self-assessment of the TAI system.

4.1. The Predictive Analytics Infrastructure

4.1.1. Microservices Infrastructure

The infrastructure design is crucial for an effective implementation but also for the success of a TAI system. Although monolithic infrastructures are still used and have some advantages, infrastructures based on microservices are recognized as a growing good practice [62] because of their major benefits. The system is transformed into packages of small services, each one independently deployable, horizontally scalable, and running its own processes. Moreover, the benefits can be seen during development because there is flexibility to use different technologies and a reduction in development cycles and time-to-market [63]. However, some challenges must be faced because system complexity increases. Microservices need to communicate, and lightweight and secure channels must
be provided. Moreover, testing each microservices in an isolated way is more complex, and fault tolerance must be enforced while interacting with other microservices.

Currently, many technology companies are following this paradigm to develop their products. Some relevant examples can be found in [64,65]. The developed predictive analytics infrastructure follows the microservices infrastructure style supported by DevOps practices:

- **Microservices**: Each service has been developed independently and scoped on a single purpose. Docker technology [66] has been used to containerize each service.
- **Continuous integration and delivery**: The code is managed with GitLab [67], and containers are created automatically within the GitLab server and stored in a private Docker Registry to allow continuous delivery [68].
- **Infrastructure as a code**: Complete infrastructure is managed by Docker Compose [69] with a single configuration file obtaining the latest version of each service from the Docker Registry.
- **Monitoring and Logging**: Although Docker Compose provides a simple logging process to monitor the services, the client service provides several dashboards to supervise batch tasks run by the different microservices.

We used an on-premise instance to deploy the infrastructure due to the research nature of the project. Nevertheless, the system can be easily reproducible on any cloud environment supporting Docker, Docker Compose, and GitLab technologies.

4.1.2. Four-Tier Architecture

Multitier architecture is a well-known model used to develop client/server applications. The most widespread architecture is the three-tier one with the presentation, application, and data management tiers [70]. Our system proposed a four-tier architecture where the application tier is divided into a data-dependent (DD) and a data-independent (DI) one. The architecture is depicted in Figure 1.

![Four-tier architecture](image)

**Figure 1.** Four-tier architecture.
This architecture allows for splitting processing data services from loading and serving data ones. This idea adds simplicity to the infrastructure and prevents dependency on institutional data representation. The DD tier is responsible for the ETL process to load data from the institution, for the messaging service (i.e., send recommendations to learners), and for presenting the data to the different stakeholders through the client tier. DI tier oversees processing the data, training models related to predicting learners’ behaviors, and performing predictions on the basis of those models.

DI tier can hold multiple models and can support data from multiple data sources. This is possible because the DD tier has been designed to create a view from the available sources coming from the university Student Informational System (SIS). This view is stored and secured in the Persistence data tier. Then, the DI tier can create and handle different models from the available data in the view. As aforesaid, this approach allows high flexibility since any change in the university SIS data model has only to be informed in the view’s specification on the DD tier without affecting the DI tier models.

4.1.3. UOC Predictive Analytics Infrastructure

This section describes the development of the infrastructure for UOC on the basis of the previous four-tier architecture. The infrastructure with the internal microservices is depicted in Figure 2. The client tier is the only access point to the system by accessing the public web service. This service is responsible for visualizing the information to the users, and there is a view for each role. Currently, five roles are available:

- The learner can see the warning level of failing a course, and they have access to personalized recommendations.
- The instructor teacher guides and monitors the learner’s learning process throughout a specific online classroom in a course. They can also send recommendations and see the assigned warning levels in their classroom.
- The coordinating teacher designs the course and is ultimately responsible for guaranteeing that the learners receive the highest quality teaching. They can configure the system for the course, manage recommendations, and have a full view of the learners’ progress.
- The administrator manages the whole system. They can configure available models for courses and can access the logs and monitoring tools of the system.
- The developer manages the low-level details of the infrastructure. They can run specific operations on the DI tier, schedule tasks, check models, and access the logging information of the system.

Additionally, Traefik [71] is used as a reverse proxy to create a namespace for the web client. Moreover, Traefik can be used as a load balancer when high traffic demand is expected by running multiple containers for the web service.

The DD tier is responsible for forwarding all operational requests related to gathering the data from the university SIS and serving data on the public web service. Currently, the tier has embedded three services. The loader service gathers the data from the university SIS on the basis of the specification file that describes the view to be created (a complete description of the custom query language can be found in Section 4.1.4). Such a view is created through Pentaho Data Integration jobs [72] by reading the data from the UOC data mart and storing the view as a collection on a MongoDB instance. Note that the service also performs a validation step for cleaning inconsistent and incomplete data because such validation is not currently performed on the UOC data mart and it highly affects the models’ accuracy.
4.1.3. UOC Predictive Analytics Infrastructure

This section describes the development of the infrastructure for UOC on the basis of the specification file that describes the view to be created. Such a view is created through a custom query language used to define the predictive models. The computational service is responsible for reading the data from the UOC data mart and training/predict models using AI classification techniques. The computational service manages these operations and forwards all the operations related to the use of the data (i.e., read from SIS and train/predict models using AI classification techniques). The computational service that manages these operations can be reviewed on [77]. Note that a second specification file is used to maintain the adaptiveness to the institution data view. Section 4.1.5 highlights the custom language used to define the predictive models.

The DD tier also provides a service to run statistical analysis operations with R language [73] and a service to send messages to learners. Although the R service is not crucial for learners and teachers, it is a valuable resource to perform statistical analysis for administrators and developers. Currently, R-based scripts are hardcoded in the system, but it is expected to run specific scripts from the web client in the future. As we will explain in Section 4.2, the EWS provides a warning level to learners on the basis of the likelihood of failing the course and an intervention mechanism to help the learners succeed in the course. This intervention mechanism is crucial to effectively provide learners explanations, information, and recommendations about passing the course. The intervention mechanism is implemented as a recommender service that sends messages to learners using GMAIL API (the institution has G Suite support). The sending process can be performed manually by the teacher or automatically by the system using the teachers’ email account. This decision design aims to increase the message’s effectiveness since a learner will take into more consideration a message received from her teacher than a message received from a generic email account. Note that the teacher must grant access rights to the recommender service to use her email account.

We can observe that the DD tier has only an endpoint to access data, and it is controlled by a Restful API [74]. This API provides access to all operations that can be forwarded to the DI tier, such as serving data to the web client, configuring the system for the institution, and running operations related to the predictive models. Although all tiers, except the client one, are in private networks, the communication is secured by OAuth 2.0 protocol [75]. Related to serving information to the web service, the data are deanonymized using the university’s anonymizer service. Since considerable delays have been detected on courses with a high number of enrollments, we used a Redis cache [76] to leverage the operation.

The DI tier has only an access point from the Restful API. It is responsible for reading sensitive data and forward all the operations related to the use of the data (i.e., read from SIS and train/predict models using AI classification techniques). The computational service that manages these operations can be reviewed on [77]. Note that a second specification file is used to maintain the adaptiveness to the institution data view. Section 4.1.5 highlights the custom language used to define the predictive models.
Finally, the persistence data tier supports all the infrastructure by using different databases. Sensitive data about learners are encrypted and stored in a MongoDB instance. The data from the web client related to the courses’ distribution, courses’ activities, and users’ preferences are stored in a MySQL instance. Finally, the specification files are also stored in the persistence data tier on disk storage.

4.1.4. JSON-Based Query Language for ETL Process

One challenge of the infrastructure is to provide adaptiveness to different institutional data models. To simplify the task, we assumed the data as the UOC data mart currently provides them. Data are stored in a secured URL path where a dataset in CSV format represents data coming from one service of the institution (i.e., enrollment, submission, grading, etc.).

One option is to use a standard query language using an intermediate format as JSON [78–80] or directly querying the CSV format files [81,82]. However, such approaches need a highly experienced user to build the queries. We propose a more straightforward method that even a non-expert practitioner or researcher on query languages may use.

We propose a JSON-like format language to perform queries. The language can perform the most common operations on any database query language as select-from-where sentences combined with joins, aliases, and aggregated fields with max/min/count/average functions. Figure 3 describes the grammar in extended Backus-Naur form (EBNF).

```
views ::= ['<view> (<view>)* ']
view ::= ['<view> '<name_view> ',' '<fields_view> ']
name_view ::= 'Name View:' '<identifier>
fields_view ::= 'Fields View:' ['<field_view> (' '<field_view>)* ']
field_view ::= ['<select> | '<aggregation> ',', '<from_source> ',', '<from_dataset> ']
select ::= '<list_field> (',' '<list_alias> ')? (',' '<conditional> )?
list_field ::= 'Fields: [' '<identifier> (',' '<identifier>)* ']
list_alias ::= 'Alias: [' '<identifier> (',' '<identifier>)* ']
aggregation ::= '<single_field> ',' '<single_alias> (',' '<conditional> )? ',' '<aggregate>
single_field ::= 'Field: [' '<identifier> ']
single_alias ::= 'Alias: [' '<identifier> ']
conditional ::= '<where> (',' '<collectby>)?
where ::= 'Condition: '<Java_like_condition>
collectby ::= 'CollectBy: [' '<identifier> (',' '<identifier>)* ']
aggregate ::= 'Aggregate: (MAX | MIN | COUNT | AVG )
from_source ::= 'Source: '<identifier>
from_dataset ::= 'Name Dataset: '<identifier>
identifier ::= ( [0-9] | [A-Z] | [a-z] | '_' )+
```

Figure 3. Extended Backus-Naur Form (EBNF) for the query language for the ETL process.

Multiple views can be defined in the same file. A single view name_view includes different fields field_view that can gather fields from different sources from_source and datasets from_dataset. As aforesaid, a dataset can be queried in different ways. Fields
can be selected (i.e., list_field), aliased with a different name (i.e., list_alias), filtered by a condition (i.e., where), collected by a set of fields (i.e., collectby), and aggregated by a function (i.e., aggregate). The views are managed by the Pentaho Data Integration jobs system embedded in the Loader service. The result is a collection for each view in MongoDB, where each document in the collection stores the data for one learner identified by their anonymized identifier. Each document has embedded subdocuments with the from_dataset as key-value, and a second level of embedded documents can be found when the collectby operation is used. As a schemaless database, MongoDB offers the flexibility to store only the available data for each learner. Furthermore, it also allows recovering learner data efficiently by avoiding join operations.

4.1.5. JSON-Based Query Language for Model Creation

Similar to creating the views, we need a simple method to query the views from the MongoDB collections and generate the datasets for training and testing the predictive models. Using hardcoded MongoDB aggregation pipelines will break the data independence philosophy. Thus, a second language has been defined to create the datasets. This language is used to create a dynamic aggregation pipeline specifying the view, the datasets (i.e., the key values of the embedded documents in the view collection), and fields (i.e., fields within the embedded documents). Figure 4 describes the grammar in EBNF.

Figure 4. EBNF for the query language for the model creation process.

```plaintext
models ::= ['< model >', '< model >)* ']
model ::= ['< name_model >', '< name_view >', '< outcome >', '< slice >',
            '< fields_model >']
name_model ::= 'Name Model : < identifier >
name_view ::= 'Name View : < identifier >
outcome ::= 'Outcome : < field_model >
slice ::= 'Slice : < field_model >
fields_model ::= 'Fields Model : ['< field_model >', '< field_model >)* ']
field_model ::= ['< name_dataset >', '< list_field >', '< where >)? ('< collectby >)?
             '< default_values >']
name_dataset ::= 'Name Dataset : < identifier >
list_field ::= 'Fields : ['< identifier >', '< identifier >)* ]'
where ::= 'Condition : <Python like condition>
collectby ::= 'CollectBy : ['< identifier > ']
default_values ::= 'Default : ['< default_value >', '< default_value >)* ']
default_value ::= (< integer > | < float > | < string > | < boolean > )

integer ::= ([0-9])+  
float ::= ([0-9])+ '. ([0-9])+  
string ::= '"' 'identifier '"'  
boolean ::= '"' ('true' | "false") '"'  
identifier ::= ([0-9] | [A-Z] | [a-z] | _ )+
```

Figure 4. EBNF for the query language for the model creation process.
The model needs a name (i.e., name_model), a collection to search the data (i.e., name_view), an outcome to predict (i.e., outcome), and a list of features (i.e., fields_model). The dataset is created by gathering the different fields from the different embedded subdocuments in the learners’ document. Note that the schemaless features of the MongoDB database may imply empty fields for some subdocuments. The specification file allows for setting default values for such empty fields (i.e., default_value). The slice argument helps to cut the data among all the embedded subdocuments by a field. For instance, data can be gathered for a course and activity slicing by the course identifier and the activity number.

Like the query language for the ETL process, embedded subdocuments can be queried in different ways: (1) querying by single or multiple fields (i.e., list_field), (2) filtering by the value of a field (i.e., where), or (3) creating new features in the dataset on the basis of the values of a field (i.e., collectby). For example, let us assume a course with three activities that have already been graded. The information is stored in the MongoDB instance, as observed in Figure 5a. Using the query described in Figure 5b, we created the dataset of Figure 5c with three features. These features have the values of the field activity as names and the values of the field grade as values. This query language creates a powerful and dynamic query method independent of the number of fields and only depends on a specific field’s values. In the EWS, this query option helps to generate a dynamic model for each course (i.e., slicing by the identifier of the course) and retrieving data from all the activities from a unique model specification.

### MongoDB

**activity_assessed:**

```
[
  { Activity: 'AA1', Grade: 'B' },
  { Activity: 'AA2', Grade: 'A' },
  { Activity: 'AA3', Grade: 'D' }
]
```

**Query**

```
{
  "View": "activity_assessed",
  "CollectBy": ["Activity"],
  "Field": ["Grade"],
  "Default": ["N"]
}
```

**Dataset**

```
..., AA1, AA2, AA3, ...
..., 'B', 'A', 'D', ...
```

Figure 5. Example of creation of a dataset from a query where (a) shows the data stored in the MongoDB, (b) defines the query to create the dataset for training a predictive model, and (c) shows the obtained dataset from data in MongoDB.

This specification file is managed by the computational service responsible for training, testing, and performing predictions from the available models. It is worth noting that the query operation accepts multiple arguments to create a specific model: the range of semesters where the data should be gathered and the value for each sliced field. Following the example in Figure 5, a dataset can be created for a course by setting up the identifier of the course and the ranges of semesters from where the data are gathered.

### 4.2. The Early Warning System

#### 4.2.1. Profiled Gradual At-Risk Model

This section presents the predictive model developed for the EWS to detect at-risk learners on individual courses. The model, denoted as the Profiled Gradual At-Risk model (PGAR), aims to detect the likelihood to fail a course on the basis of the grades of the continuous assessment activities and some profiling information of the learners. This model is an evolution of the Gradual At-Risk model described in [77] by adding the
learner’s profile. These last features improve the identification of at-risk situations by knowing the different kinds of enrolled learners. The profiling information in the UOC data mart is currently quite limited, and only academic data can be used. For a learner, the model uses the number of enrolled courses in the current semester to estimate the learner’s workload, the number of times they have repeated the course where the prediction is performed to know their aptitude within the course, whether they are new in the university to evaluate self-regulation capacity, and the GPA (global point average) that provides an estimation about their average performance during previous semesters at the institution.

A PGAR model is built for each course, and it is composed of a set of predictive models defined as submodels. A course has a submodel for each assessment activity that features the profiling information previously defined and the grades of the activities until the current one. The model’s outcome is to fail the course, and it is a binary variable (i.e., fail or pass).

**Example 1.** Let us describe the PGAR model for a course with four assessment activities (AA). In such a case, the PGAR model contains four submodels:

\[
\begin{align*}
 Pr_{A_{A1}}(\text{Fail}? &= (\text{Profile}, \text{Grade}_{A_{A1}}) \\
 Pr_{A_{A2}}(\text{Fail}? &= (\text{Profile}, \text{Grade}_{A_{A1}}, \text{Grade}_{A_{A2}}) \\
 Pr_{A_{A3}}(\text{Fail}? &= (\text{Profile}, \text{Grade}_{A_{A1}}, \text{Grade}_{A_{A2}}, \text{Grade}_{A_{A3}}) \\
 Pr_{A_{A4}}(\text{Fail}? &= (\text{Profile}, \text{Grade}_{A_{A1}}, \text{Grade}_{A_{A2}}, \text{Grade}_{A_{A3}}, \text{Grade}_{A_{A4}})
\end{align*}
\]

where \( Pr_{A_{An}}(\text{Fail}? \) denotes the name of the submodel to predict whether the learner will fail the course after the activity \( A_{An} \). Each submodel \( Pr_{A_{An}}(\text{Fail}? \) uses the learner’s profile (Profile) and the grades (Grade\(_{A_{A1}}\), Grade\(_{A_{A2}}\), \ldots, Grade\(_{A_{A_n}}\)), that is, the grades from the first activity until the activity \( A_{An} \).

Each submodel is evaluated on the basis of different accuracy metrics. We use four metrics [8]:

\[
\begin{align*}
 \text{TNR} &= \frac{TN}{TN + FP} \quad \text{ACC} = \frac{TP + TN}{TP + FP + TN + FN} \\
 \text{TPR} &= \frac{TP}{TP + FN} \quad F_{1.5} = \frac{(1 + 1.5^2)TP}{(1 + 1.5^2)TP + 1.5^2FN + FP}
\end{align*}
\]

where \( TP \) denotes the number of at-risk learners correctly identified, \( TN \) the number of non-at-risk learners correctly identified, \( FP \) the number of at-risk learners not correctly identified, and \( FN \) the number of non-at-risk learners not correctly identified. These four metrics are used for evaluating the global accuracy of the model (ACC), the accuracy when detecting at-risk learners (true positive rate—TPR), the accuracy when distinguishing non-at-risk learners (true negative rate—TNR), and a harmonic mean of the true positive value (precision) and the TPR (recall) that weights correct at-risk identification (F score—F1.5). A non-balanced F score with a value higher than one gives more emphasis on correctly identify at-risk learners. In our case, this metric is more significant than ACC due to the class imbalance and the EWS’s aim, which focuses on detecting those at-risk learners.

The PGAR model is built from the query language for model creation and trained from MongoDB data, as depicted in Figure 6. The submodels for all the activities were built to select the best classification algorithm and training data. As stated in [77], the decision tree (DT), naïve Bayes (NB), support vector machine (SVM), and \( k \)-nearest neighbors (KNN) classification algorithms are used for training. Moreover, different training sets are considered on the basis of selecting different subsets of previous semesters (i.e., selecting one semester, two semesters, until the previous semester to the current one). Finally, the best classifier and training set is selected on the basis of the cost function that maximizes the TPR and TNR sum.
Each submodel is evaluated on the basis of different accuracy metrics. We use four metrics [8]:

\[
\text{TPR} = \frac{TP}{TP + FN}
\]

\[
\text{TNR} = \frac{TN}{TN + FP}
\]

\[
\text{F}^1 = \frac{2 \cdot \text{TPR} \cdot \text{TNR}}{\text{TPR} + \text{TNR}}
\]

where \(TP\) denotes the number of at-risk learners correctly identified, \(TN\) the number of non-at-risk learners correctly identified, \(FP\) the number of at-risk learners not correctly identified, and \(FN\) the number of non-at-risk learners not correctly identified. These four metrics are used for evaluating the global accuracy of the model (\(ACC\)), the accuracy when detecting at-risk learners (true positive rate—\(TPR\)), the accuracy when distinguishing non-at-risk learners (true negative rate—\(TNR\)), and a harmonic mean of the true positive value (precision) and the \(TPR\) (recall) that weights correct at-risk identification (\(F^1\) score—\(F^1\)). A non-balanced \(F^1\) score with a value higher than one gives more emphasis on correctly identifying at-risk learners. In our case, this metric is more significant than \(ACC\) due to the class imbalance and the EWS’s aim, which focuses on detecting those at-risk learners.

The PGAR model is built from the query language for model creation and trained from MongoDB data, as depicted in Figure 6. The submodels for all the activities were built to select the best classification algorithm and training data. As stated in [77], the decision tree (DT), naïve Bayes (NB), support vector machine (SVM), and \(k\)-nearest neighbors (KNN) classification algorithms are used for training. Moreover, different training sets are considered on the basis of selecting different subsets of previous semesters (i.e., selecting one semester, two semesters, until the previous semester to the current one). Finally, the best classifier and training set is selected on the basis of the cost function that maximizes the \(TPR\) and \(TNR\) sum.

**Figure 6. Procedure to obtain each submodel of the PGAR model.**

### 4.2.2. Next Activity At-Risk Simulation

The PGAR model provides a binary prediction about the likelihood of failing a course on the basis of the already assessed activities of the course. However, it lacks usefulness to impact a learner because they might already be at-risk when the prediction is computed. The EWS uses the PGAR to provide early and personalized information, feedback, and recommendations concerning the next assessment activity. We define the Next Activity At-Risk (NAAR) simulation as the process for detecting the minimum grade the learner must obtain in the next activity to be out of risk of failing. This simulation is performed by using the submodel associated with the activity we want to analyze. The submodel uses the previous activities’ grades and simulates all possible grades for the last activity. The simulation will identify the grade that changes the prediction from failing to pass the course.

**Example 2.** Let us take the submodel \(Pr_{AA1}(\text{Fail?})\) of Example 1. For the minimum grade to be known, six simulations are performed on the basis of the grades the learner can obtain in AA1 and the learner’s profile. Each simulation will predict the likelihood of failing on the basis of the assigned grade. An example is shown next on the basis of the first assessment activity of a hypothetical course.

\[
\begin{align*}
Pr_{AA1}(\text{Fail?}) &= (\text{Profile, N}) \quad \rightarrow \quad \text{Fail?} = \text{Yes} \\
Pr_{AA1}(\text{Fail?}) &= (\text{Profile, D}) \quad \rightarrow \quad \text{Fail?} = \text{Yes} \\
Pr_{AA1}(\text{Fail?}) &= (\text{Profile, C−}) \quad \rightarrow \quad \text{Fail?} = \text{Yes} \\
Pr_{AA1}(\text{Fail?}) &= (\text{Profile, C+}) \quad \rightarrow \quad \text{Fail?} = \text{Yes} \\
Pr_{AA1}(\text{Fail?}) &= (\text{Profile, B}) \quad \rightarrow \quad \text{Fail?} = \text{No} \\
Pr_{AA1}(\text{Fail?}) &= (\text{Profile, A}) \quad \rightarrow \quad \text{Fail?} = \text{No}
\end{align*}
\]
We can observe that learners with the profile “Profile” have a high probability of failing on grades below B. In other words, learners who get a grade from N to C+ in the first activity tend to fail the course. However, it is possible to pass the course with these grades but less frequently. Note that the simulation will consider previous activity grades on further activities. Thus, personalization increases while increasing the available data about learners.

4.2.3. Warning Level Classification and Intervention Mechanism

Compared to the PGAR, the NAAR simulation enhances the information the stakeholders receive about the likelihood of failing, and it can be used to enrich such predictions with recommendations. The NAAR is transformed to a warning level classification tree (shown in Figure 7) with different meanings depending on the prediction of the NAAR simulation (i.e., Pred), the accuracy (i.e., \( TNR \) and \( TPR \)) of the PGAR submodel used, and the grade of the learner for such activity (i.e., Grade).

![Decision tree for warning level classification.](image)

From this classification, the learner can be warned of their risk level when an activity starts. They are informed using two methods. The first one reports a personalized dashboard that we can see in Figure 8a. When an activity starts, the learner is informed by a bar-like visualization about the warning level distribution among the grades of such activity. The bar-like chart is built from the decision tree presented in Figure 7 by simulating all grades (i.e., the variable Grade in the decision tree) of the activity. When the activity is submitted and assessed, this chart is updated with the obtained grade (see Figure 8b), the risk level classification semaphore is also updated, and a new bar is generated for the next activity. The second method is the intervention mechanism associated with the risk level classification. Each level shown in the decision tree has associated a message giving recommendations about how to continue in the course. The message for the low-risk level congratulates the learner. In contrast, the messages for higher risk levels warn the learner and recommend activities, resources, and learning paths to continue successfully on the course.
Figure 7. Decision tree for warning level classification.
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Figure 8. Early warning dashboard for learners (a) before performing the AA1 and (b) after being graded the AA1.

Figure 8. Early warning dashboard for learners (a) before performing the AA1 and (b) after being graded the AA1.
5. Results and Discussion

In order to build a robust and trustworthy predictive analytics infrastructure, we used the self-assessment guidelines ALTAI [17], where seven requirements must be analyzed. The summarization of the self-assessment is detailed in Tables 1 and 2. The following subsections discuss in more detail the results of the self-assessment.

| Requirement                        | Self-Assessment                                                                 |
|------------------------------------|--------------------------------------------------------------------------------|
| Human agency and autonomy          | - The system focuses on detecting at-risk learners to pass courses.            |
|                                    | - The system provides recommendations to pass and warns the learner when there is no possibility to pass. |
|                                    | - Learner’s autonomy is not affected, but guidance may generate over-reliance on the system. |
|                                    | - No addictive behaviour is expected.                                          |
| Human agency and oversight         | - Human-in-the-loop oversees prediction results by simulation prior to it being sent to learners. |
|                                    | - Human-on-the-loop allows for configuring of the EWS before starting the course and monitoring the autonomous tasks. |
| Human oversight                    | - Recommender system can be set to manual, autonomous, or semi-autonomous modes. |
|                                    | - Administrators and teachers are informed of the autonomous tasks performed by the system by e-mail. |
| Security                           | - The system meets the institution security standards.                         |
|                                    | - Data (databases) are encrypted and secured by password.                       |
| Reliability and reproducibility    | - As a research project, the system is hold on a single server supported by institutional backup policy. |
|                                    | - The system is deployed by docker technology to easily reproduce the system on any server or cloud service. |
| Accuracy                           | - The system has a testing module to evaluate precision of predictive models.   |
|                                    | - Accuracy is transparently informed to all stakeholders.                      |
|                                    | - The recommender system takes into account model accuracy to avoid unprecise information. |
|                                    | - The system highly depends on the quality of the data in the data mart.       |
| Privacy                            | - The system gathers the minimum learners’ data to train models and handle them with an anonymous identifier. |
|                                    | - Anonymization is provided by the institution                                  |
| Data governance                    | - Learners give their consent to use the system and their data.               |
|                                    | - Consent can be withdrawn.                                                   |
|                                    | - Roles have been defined to control the access to the data.                  |
Table 2. Self-assessment of the ALTAI guidelines (continuation).

| Requirement                        | Self-Assessment                                                                 |
|------------------------------------|-------------------------------------------------------------------------------|
| **Transparency**                   |                                                                               |
| Transparency                        | - The system has a developer section to analyze models and predictions.        |
| Explainability                      | - Predictions come with an explanatory message to learners.                    |
|                                    | - Predictions can be evaluated by teachers prior to being sent to the learners.|
| Communication                      | - Learners are informed about the capabilities of the system.                  |
|                                    | - Learners are informed about the precision of the predictions.               |
|                                    | - Manuals are provided to learners and teachers to use the system.            |
| **Diversity, non-discrimination, and fairness** |                                                                               |
| Avoidance of unfair bias            | - Unclear predictions that may produce confusion to learners are replaced by deterministic outcome. |
| Accessibility                      | - The system allows accessibility to disabled people using web standards tested by WAVE tool. |
|                                    | - User experience has been analyzed by means of questionnaires.               |
| Stakeholder participation           | - The system has been tested on stakeholders (learners, teachers, administrators, developers) on each development cycle. |
| **Societal and environmental well-being** |                                                                               |
| Environmental well-being           | - Training is performed once per semester.                                    |
|                                    | - Predictions are triggered only when data are available.                     |
|                                    | - Only registered courses in the system and only learners who consented to participate are processed. |
|                                    | - MongoDB documents schema design minimizes read/write operations.            |
| Impact on work and skills          | - No new skills are needed to use the system.                                |
|                                    | - The system leverages the teachers’ work by providing recommendations and guidance to learners. |
| **Accountability**                 |                                                                               |
| Auditability                       | - All models, predictions, and recommendations triggered are logged in the system. |
| **Risk management**                |                                                                               |
|                                    | - The data risk level is high (security, role access, data policies).         |
|                                    | - The system availability risk level is high.                                |
|                                    | - Disaster recovery risk level is low.                                       |
|                                    | - Application performance risk level is high.                                |

5.1. Human Agency and Oversight

Human agency helps ensure that an AI system does not undermine human autonomy or causes other adverse effects. When the system’s aim is analyzed, it is crucial to see its impact on learners’ decisions. The developed EWS aims to provide relevant information to the learners while their autonomy is preserved. As a recommender system, suggestions focus on describing materials, learning activities, exercises, and learning paths that could lead to a successful outcome in the course. However, the system also warns when the learner is going to fail the course inevitably. The learner has the right to know this failing event to optimize their study time and planning. Thus, the system may impact learners’ decisions to select the best learning path or drop out from the course when there is no possibility to pass. Moreover, the system may generate an over-reliance [83]. Learners may feel that guidance is the best way to pass the course and waiting upcoming recommendations to continue. However, such dependency may negatively impact their self-regulation.

Trust is also affected by the feeling of having control over the system. AI systems tend to work autonomously and perform tasks without human intervention. However, this automation decreases the confidence, and oversight is needed on the tasks [84]. The EWS
has been designed on the basis of the human-in-the-loop (HITL) and human-on-the-loop (HOTL) governance mechanisms. The HITL allows for intervening on every decision the system has to perform; meanwhile, HOTL allows for human intervention during the design cycle. Three modes are supported: manual, autonomous, and semi-autonomous. Using the autonomous mode and the HOTL mechanism, the system requires minimal configuration from teachers and uses template recommendations based on the risk level classification. The recommendations are triggered when predictions are ready after activities are assessed on the basis of the best accuracy models trained by the system [77]. In manual mode using the HITL mechanism, teachers take complete control by selecting the best prediction model on the basis of simulations, filling the recommendations for each risk level using their expertise, and sending the messages when they decide. Finally, the semi-autonomous mode combines both mechanisms where the teacher can set the best model and the specific messages and allows the system to manage the sending process when data are available. Nevertheless, any task performed autonomously by the system is informed to the teachers to avoid untrustworthiness, regardless of the selected mode.

5.2. Technical Robustness and Safety

The infrastructure described in this paper is especially relevant with regard to this requirement. The infrastructure has been designed to secure data and to increase reproducibility. Data are secured in the persistence data tier encrypted by password, and Docker technology makes the system reproducible on any server. As a research project, the main drawback of the system is the use of one server to support the complete infrastructure. The system is currently deployed on a single server, and any failure on the hardware or software level may negatively impact the availability. However, the system can be easily deployed with Docker technology to a cloud infrastructure and benefits from its advantages such as high reliability and fault tolerance.

The accuracy is a crucial factor in the system because learners are classified on risk levels and receive corresponding recommendations based on such risk. Thus, stakeholders will mistrust the system if learners are classified erroneously. To prove the accuracy of the PGAR model, we tested the model in all the institution courses. The objective is to show the average accuracy on each point of the semester in the whole institution. The models were trained with data from the data mart from the 2016 Fall to the 2018 Fall semesters and tested on the 2019 Spring semester. Using the query language for the ETL process, we gathered the learners’ profile information, the grades from the assessment activities, and the pass/fail binary information about passing the course. Nine hundred and seventy-nine courses were analyzed, wherein the number of activities ranged from 3 to 11. In the end, 585,936 registries were used for training, and 138,746 were used for testing.

The PGAR model was built as described in Section 4.2.1. The accuracy is checked by the metrics defined in Equation (1). To distribute the metric results through the semester, we checked the accuracy for each submodel and course, and it was uniformly distributed among the semester timeline on the basis of the submission date of the respective assessment activity. For instance, for a course with four activities, the metrics values for each activity were distributed to the positions 20%, 40%, 60%, and 80% of the timeline. This distribution aims to identify the average quality on the basis of the activities submitted at each point of the timeline.

The average quality is evaluated on the basis of a LOESS regression [85] since this regression shows a better approximation than the linear one when there are many scattered values. The results are plotted in Figure 9, where the LOESS regression is shown, and the scattered plots are the metrics values for all the trained submodels. Table 3 summarizes the LOESS regression for each metric across the semester. As we can observe, the average accuracy (ACC) for the whole institution was higher than 75%. Specifically, the accuracy ranged from 77.56% to 95.25% from the beginning to the end of the semester, respectively. However, detecting at-risk and non-at-risk learners is quite different because learners at UOC tend to pass the courses and, therefore, classes are imbalanced. Detecting non-at-risk
learners (TNR) is easier. The accuracy of detecting non-at-risk learners ranged from 84.79% at the beginning of the semester to 96.91% at the end. Detecting at-risk learners started with a lower accuracy at 55.71%, but it reached 91.22% at the end of the course.

![Figure 9. Scatter plots of the PGAR model for (a) accuracy; (b) TNR; and (c) TPR, F1.5.](image)

Table 3. LOESS regression of the PGAR model for ACC, TNR, TPR, and F1.5 metrics.

| Semester Timeline | 10% | 20% | 30% | 40% | 50% | 60% | 70% | 80% | 90% |
|-------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| ACC               | 77.56 | 80.86 | 83.72 | 86.20 | 88.43 | 90.46 | 92.39 | 93.99 | 95.25 |
| TNR               | 84.79 | 86.30 | 87.78 | 89.30 | 90.95 | 92.46 | 94.04 | 95.54 | 96.91 |
| TPR               | 55.71 | 64.51 | 71.70 | 77.40 | 81.88 | 85.42 | 88.53 | 90.47 | 91.22 |
| F1.5              | 53.50 | 61.00 | 67.50 | 73.10 | 77.97 | 81.75 | 85.36 | 88.14 | 90.05 |

As we can observe, there were many submodels with low accuracy in the first activities. Although the system tried to find the best classification algorithm for each submodel, the accuracy was highly impacted by the data mart. As aforesaid, data from the data mart were not curated, and inconsistencies could lead to imprecise models. Although the loader service has a module to find such discrepancies, some submodels cannot capture the learners’ behavior for the corresponding activity. As described in Section 4.2.3, submodels with a TPR or TNR lower than 75% generate a yellow (amber) risk level to avoid reporting unprecise information, wherein recommendations are adapted and stakeholders are notified that a low-accuracy model is used.

5.3. Privacy and Data Governance

Privacy is also a critical issue in AI systems [49], and it is intimately related to data governance. Privacy on the stored data or the extracted knowledge must be taken into account. The infrastructure handles data anonymously to impersonate the data and the obtained knowledge from learners. Thus, the learner’s identity is unknown in any place of the infrastructure. Additionally, the anonymization is provided by a secured service of the university, leveraging the responsibility of the infrastructure to manage the complete anonymization process.
The system aims to exclusively store the data needed to train the models. This is achieved by specifying the appropriate fields to be captured in the ETL process on the basis of the needed ones in the predictive models. Since selecting the minimal set of fields to train a model is not an easy task, the computational service provides a tool to minimize the number of features using the Feature Selection technique [86]. Such a technique helps to identify superfluous features already covered by other fields captured in the model.

Data governance, which is related to privacy, manages the availability, usability, integrity, and security of sensitive data. UOC has its own data policy [87], and the EWS adheres to such policy following the European GDPR [26]. Additionally, the university has a Research Ethical Committee that assesses that the utilization of learners’ data meets ethical codes and current privacy legislation. The system should protect the data’s ownership, the data to be displayed, and who has access to which kind of data. The system meets the privacy policy by asking users to consent before utilizing their data, informing them of used data and the objective of data processing, and securing access to information by roles. In the designed EWS, the data’s owner is the learner and, thus, they have the right to consent to their utilization, as well as to revoke it. Note that the data visualization is restricted by the user’s roles described in Section 4.1.3. Although the ALTAI self-assessment guidelines recommend aligning the system’s data governance with other AI-related standards [15,18], it is currently out of the scope of this paper. However, it will be done as future work in the following design cycle of the system.

5.4. Transparency

Transparency encompasses three elements: traceability to understand which data trigger each prediction and the decisions performed by the system, explainability as to the reason behind the decisions, and proper communication about the capabilities of the system.

AI tools are commonly conceived as black boxes [88] in the sense that users are not able to understand the underpinning algorithms that produce the predictions and recommendations. Without knowing such parts, it is difficult to trust the results of such systems. The presented EWS was designed to transparently present this information to the stakeholders and provide insights about the reason for a specific prediction. As aforesaid, the model’s accuracy can be tested before using the model. Developers can test them, play with multiple sets of features, see their accuracy, and finally present the best model for detecting at-risk learners. Additionally, models can be debugged in a way that the used dataset for training can be extracted. Such robust characteristics can lead developers to understand why an erroneous prediction arose or even detect incongruent data from the data mart.

However, such detail level or the model’s accuracy is not suitable for teachers who probably may not be proficient in AI tools. A teacher needs to understand the learners’ behavior and which circumstances may impact on failing or dropping out of a course [89]. The designed EWS can simulate the complete decision tree classification of the risk level for a complete course regarding the profile features and the activities grades. Teachers can gain insights as to which profile’s features and grades mainly impact the likelihood of failing a course with such a tree.

Finally, good communication is the only way to open and disclose the “black box”. Users must be informed about the systems’ capabilities and limitations. Teachers must be trained to use the system, and learners must be informed about the used data and their purposes. A manual is provided to each user's role with the full detail of the capabilities they can access. Moreover, all users have access to multimedia material explaining the information they receive via the dashboards and messages and an email address to share their thoughts and doubts.
5.5. Diversity, Non-Discrimination, and Fairness

A well-known problem of AI models is that they depend on data used for training [90]. Biased models may discriminate against some users or provide predictions that may prejudice them when impacting their autonomy. However, discrimination can also appear when the system supports limited accessibility. To avoid both types of discrimination, stakeholders should participate in the system’s design cycles by giving their opinions and clarifying their needs.

The PGAR model highly depends on the learners’ profile and the percentage of learners who passed the course in the past. We have shown in Section 5.2 how the average $TPR$ and $TNR$ are significantly different due to class imbalance. Models for courses with high performance will negatively detect at-risk learners, and learners with a profile not covered by a model will probably be mispredicted.

As aforesaid, the risk level classification considers the $TPR$ and $TNR$ to decide the risk level. A threshold of 75% was set to determine a high- or low-accuracy model. As shown in Figure 7, high-accuracy models can ascertain all risk levels, while low-accuracy models are always set to medium risk to avoid erroneous messages to learners. Note that classifying a learner at the at-risk level may impact their decision to drop out of the course. Thus, we defined the system’s unfairness as “a learner is classified as at-risk, but meanwhile there is some possibility of passing the course.”

Accessibility is an important factor to analyze on AI-powered systems. One of the claimed advantages of AI utilization is the help and enhanced access to people with disabilities [91]. However, we need to avoid excluding them from new technologies and even avoid unfairness on the predictions [92]. The EWS allows accessibility to disabled people using web standards tested by the WAVE web accessibility evaluation tool [93]. However, models do not take into account disabled learners. Note that profile information about being disabled should be known to distinguish them and create distinctive models. However, this is not possible due to institutional privacy and ethical policies. Thus, disabled learners are kept anonymized within the models.

Related to stakeholders’ participation, the system development follows a mixed research methodology. The action research methodology allows for investigation and improvement of own practices, guided by an iterative cycle plan-act-reflect, and also emphasizes collaboration with practitioners. The design and creation approach is especially suited when developing new IT artifacts. It is crucial to interact with the stakeholders during the development of the artifact of the next cycle to fulfill their requirements. On each cycle, the stakeholders’ opinions and criticisms are considered to enhance the system’s features in the next cycle. The IT artifacts have been tested in different pilots. The prediction model and the risk classification system can be reviewed in [77], user experience is analyzed in [94], dashboard design is described on [95], intervention mechanism is defined in [96], and the impact on performance on case studies can be checked in [97,98].

5.6. Societal and Environmental Well-Being

In line with the prevention of harm on individuals, social influence should be analyzed as well. Workforce impact can deteriorate people’s physical and mental well-being; meanwhile, environmental effects should be evaluated to reduce the carbon footprint on AI utilization.

AI systems are commonly untrusted when they directly impact the workforce [99,100]. Education can be equally affected if AI-powered LMS can be proved as a replacement for teachers. However, AI tools should enforce teachers’ work instead of thinking of substituting [101]. As authors in [102] (p. 1) claimed, AI should never remove “the role of the teacher because how it works and what it does is so profoundly different from human intelligence and it has the potential to transform education in ways that make education more human, not less.” AI can leverage teacher’s work on repetitive tasks or enhance the personalization. As aforesaid in Section 5.1, the designed EWS can be set up to automate the teacher’s recommendation task. The autonomous mode
can be configured with basic recommendations provided as templates by the system. However, the semi-autonomous mode is also available, wherein the teacher’s expertise is considered. This second option is the recommended one because the teacher knows which resources, exercises, and learning paths can help the learner pass the course with their expertise. Moreover, this option increases trustworthiness with the system because the system empowers the teacher with additional knowledge about the learners’ behavior and needs. Therefore, better personalization can be supplied.

Furthermore, environmental effects are considered. Training models require an increment of energy consumption due to the resource’s utilization and operation calculations. The leading research in this topic focuses on evaluating energy consumption in terms of software (i.e., language programming libraries for AI) [103] and hardware levels (i.e., identifying critical circuit paths during AI operations) [104]. In our infrastructure, we focus on the software level in the computational service. The service has been implemented to process only registered courses in the system and learners who consented to participate. Thus, the operations have been optimized and run only for active courses and learners.

Three main operations affect energy consumption: read/write operations, training, and predicting outcomes.

The read/write operations from MongoDB are a critical bottleneck when big data pipelines are implemented [105]. Here, it is critical to design a proper schema and query aggregation pipeline. Aforesaid, the document schema is created on the basis of the query language for the ETL process described in Section 4.1.4, storing each learner as a document and identified by the anonymized identifier. All the information referred to a learner is stored in subdocuments identified by the name of the data mart dataset. The query aggregations can quickly obtain data for a specific learner by querying by document identifier. The critical operation is the dataset creation for training because the collection associated with the view must be parsed slicing by course and activity identifiers using the query language described in Section 4.1.5. In such a case, only MongoDB cache and RAM size can help to get results faster. However, the training task is only performed during developer testing or when setting up the model for a course, and it is only performed once at the beginning of the semester for the registered course. Finally, the prediction is only performed when grade information for a specific activity is detected in the data mart. Thus, it implies only a read operation and a prediction for each course, activity, and learner.

5.7. Accountability

Like human oversight, the system needs to be auditable, and auditability can help identify and mitigate risks transparently. The EWS provides administrator reports about different logged data. Currently, the system allows for auditing (1) accuracy of PGAR models for all courses, (2) risk classification in terms of activities already assessed and predicted, (3) accuracy of the risk classification in terms of learners of the previous semesters with identical profile, (4) recommendations delivered to an individual learner and recommendations sent by a teacher, and (5) real-time feedback from learners through their dashboard about potential errors on received predictions and recommendations. Such logs can facilitate the analysis of erroneous behaviors.

Finally, risk management is a critical issue in systems that are in production. Several risks should be carefully analyzed and tried to minimize their impact in case of happening. The proposed infrastructure and EWS have some inherent risks. Data management is one of the critical issues. Security, data breaches, conform data policies, and ethical issues must be continuously evaluated. The system manages private and sensitive data from learners. Although they are anonymized, a data breach is possible with unauthorized access to the server, the persistence data tier, and the institutional deanonymize service.

Availability and performance are other risks. Currently, all systems are handled in a unique on-premise server. Any failure may impact the system globally without unable to restart the system on another server automatically. Although the system can be restored from backups, manual intervention is needed. Performance is also affected by the same
problem because all services are virtualized in the same on-premise server, and horizontal scalability is limited to the server resources.

6. Conclusions

TAI systems offer immense potential in different areas such as health, energy, transport, commerce, and also education by respecting individual values and avoiding harnessing citizens. However, there are some risks. Guidelines such as ALTAI focus on mitigating them. Quality dataset, human oversight, security, accuracy, robustness, and accountability are some of the requirements that such systems should meet before being offered to stakeholders. The future of TAI systems is uncertain. The concept may disappear in the void, but a path is being forged. Governments and institutions are investing efforts into defining the essential requirements. Currently, these requirements are only focused on educating engineers at high-tech companies to focus on citizens’ rights, but probably in the future will be the basis of a certification ensuring that TAI systems work for people and not for other interests.

Aligned with the need that AI-based systems can be TAI systems, the contribution of this paper is twofold. First, we presented the predictive analytics infrastructure to support a trustworthy EWS that, following the applied research methodology, has evolved due to a second iteration of the system enhancement (iterative cycle plan, act, reflect). Secondly, the system was built to fit into the ALTAI guidelines, and a self-assessment process was carried out to check all the requirements. This allowed for verification as to which extent they are covered in the developed system. Until now, design research on AI systems was mainly focused on security [49], privacy [51], or ethics [52] because of the access and utilization of sensitive data are crucial points in AI systems. However, we claim that other requirements such as accountability, oversight, or transparency are also relevant and cannot be underestimated. They impact the same way in trusting a system because they are related to how users feel about using such a system. Precisely, our research shows that dealing with all requirements is feasible and necessary to obtain a comprehensive view of the system’s trustworthiness and to detect weaknesses and threats. Furthermore, the self-assessment process needs to be conducted at every system iteration-cycle, and guidelines and standards can help to this end.

After this evaluation process, some aspects should still be refined to fully address all the requirements. Regarding the technical robustness and safety requirement, it is still needed to improve the models’ accuracy. As data mart might provide data not well-curated, it impacts the course’s models, generating inconsistencies that should be arranged. Some submodels cannot appropriately capture data from learners’ behavior for the related activities, which may lead to some discrimination or unfairness issues. Following this system’s weakness, the predictive models are not capturing information about disabled learners, and such models could lead to undesirable predictions for such learners. The system cannot distinguish them since institutional ethics and privacy policy do not allow it, and this may have some disadvantages in terms of unfairness. Finally, as a research project, the accountability requirement has some hindrances to be solved. Risk management requires continuous revision of the guidelines, privacy concerns, an ethics review board, and a process to analyze potential vulnerabilities of the system. Such requirements require full support from the institution to adhere the TAI system to the current established privacy and security policies and designated ethical committee.

On the basis of this self-assessment process to fit ALTAI guidelines and the results obtained on this research, as future work, we will perform a new iterative cycle plan to test the final system once the main weaknesses have been addressed. Additionally, this final system will be aligned with other standards guidelines such as ISO [18] or IEEE [15] to have a fully predictive analytics infrastructure to support a trustworthy EWS.
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