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Abstract. In order to further improve the automation degree of assembly building construction, realize prefabricated component intelligentized positioning, this paper applies the convolutional neural network in positioning control in the field of prefabricated component of assembly building, and puts forward a probability search into target region to establish a new method for loss equation algorithm, the method based on multi label classification loss equation modelling with probability search algorithm, in the training process to continuously improve the positive incentive probability score. The simulation results show that the designed convolution neural network can achieve a correct prediction of the assembly location control instruction, and the proposed method can improve the prediction accuracy and convergence of the network model.

1. Introduction
In prefabricated building construction, after the prefabricated component is hoisted to a designated area, the alignment of the connection hole at the bottom of the prefabricated component and the embedded reinforcement is a special “shaft-hole” assembly problem. When assembling and positioning, the multiple connection holes at the bottom of the prefabricated wall panel must be aligned with the steel bars at the same time, which makes it more difficult. Therefore, it has become the most important issue that restricts the intelligent construction of prefabricated building construction. In recent years, scholars have proposed a variety of theories and methods for automated assembly technology, mainly including the Cartesian impedance control theory, the force/position integrated control assembly theory, the digital assembly technology based on laser tracking, the vision-based servo control theory, and assembly movement. Jokesch [1] proposed a general algorithm for axle hole assembly based on Cartesian impedance control, which was applied to the automatic connection and insertion of an electric vehicle charging device and charging pile, and completed seven pins and holes with asymmetrical positions aligned at the same time, and evaluated the algorithm from different starting positions. Touati [2] proposed an automatic assembly method for force/position comprehensive control based on artificial neural network. First, the neural observer used the data obtained during the contact process of the assembly as an input for off-line training; then, the training parameters were applied. In the neural network with online learning function, the assembly closed-loop control system has good performance. Song [3] proposed a complex shape part assembly control strategy. It controls the forces during assembly movements based on visual geometry information and
CAD models, using cameras to track the position and orientation of the parts. In the assembly process, the impedance control method is used to control the contact force and avoid the occurrence of excessive contact force.

The above control method uses a large number of sensors and requires accurate modelling of the space position of the shaft. Therefore, the amount of calculation is very large, and requires a higher assembly environment, and system parameters need to be readjusted when the assembly environment changes [4]. Obviously, the above control method is not applicable to construction sites with complex construction environment and changeable weather conditions. Therefore, a prefabricated component assembly method, based on the convolution neural network, is proposed in this paper. The relative position image of the bottom connection hole of the prefabricated component and the top of the pre-embedded steel bar is used as the input, and the control instruction of the prefabricated component six degrees of freedom hoisting platform is used as the output, and the neural network is built and trained. This method can reduce the degree of dependence on sensors, reduce control variables and increase the intelligence of assembly of the prefabricated component. Convolution neural network has been applied in various fields in recent years [5], and has made breakthroughs in speech recognition, image recognition, general object recognition, motion analysis, Natural Language Processing and even brain wave analysis. For the first time, this paper combines the big data of construction site with the predictive classification advantages of convolutional neural networks, and proposes a prediction method of prefabricated building in-situ control instructions, based on convolutional neural networks. It can be stated that the deep learning was applied to an exploratory research in the field of building construction. The specific operation is shown in figure 1.
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**Figure 1. Flow chart.**

2. Algorithm and structure

2.1. Algorithm

Because neural network is only interested in some areas of input image, how to search and locate the target area and give feedback in time is an important factor of the neural network. The existing method of visual target recognition usually relies on training data with a large number of annotated images [6].

The image labeling method based on the bounding box is complex and involves many human activities, which takes time and reduces the accuracy of identification. This paper presents a probabilistic search into the target region to establish a new method for loss equation algorithm, this method in multi label classification loss equation, based on adding probability search algorithm, the network training process to continuously improve the positive incentive probability score, can further improve the model prediction accuracy and convergence. This algorithm adds a gradient factor on the basis of the original algorithm, reduces the search time of the significant area of the image, and makes the network model converge quickly. The specific algorithms are as follows:

If target region output $f_k^{(t-1)}(x)$ at $t-1$ time, corresponding probability model is $P[f_k^{(t-1)}(x)]$, the increment is $\Delta f_k^{(t)}(x)$ at time of $t$, the Image features can be represented as:

$$\phi[f_k^{(t)}(x)] = \phi[f_k^{(t-1)}(x) + \Delta f_k^{(t)}(x)]$$  \hspace{1cm} (1)

The probability model of the corresponding time target region can be expressed as:

$$P[f_k^{(t)}(x)] = P[f_k^{(t-1)}(x) + \Delta f_k^{(t)}(x)]$$

$$= \sum_{i=1}^{k} \omega_i \phi[f_k^{(t-1)}(x) + \Delta f_k^{(t)}(x)] + b_i$$  \hspace{1cm} (2)

$$= P[f_k^{(t-1)}(x)] + P[\Delta f_k^{(t)}(x)]$$

$\omega_i$ the formula comprises: the corresponding weight value, $b_i$ the bias, $\phi_i$ the i eigenvalue of the pixel point.

The loss equation is the sum of all two logic regression loss functions [7], from which we could get:

$$L[f_k^{(t)}(x), y_k] = \sum_k \log(1 + e^{-y_k f_k^{(t)}(x)})$$  \hspace{1cm} (3)

$f_k^{(t)}(x)$ is the output of the neural network to the input $x$ at time $t$, $y_k \in (-1, 1)$ represents the output target category $k$ of input $x$.

2.2. Network Structure

Different from the traditional convolutional neural network structure, in order to adapt to the algorithm idea of this paper, we have redesigned the next full-connected layer of the single-channel convolutional neural network according to the training characteristics and training objectives adopted. Most DCNNs use a softmax layer to calculate the classification results after they have fully connected layers [8], and this paper calculates the target output directly through the fully connected layer. Deep network structure and more nodes or filters can improve the performance of neural networks, but it also increases the complexity and training difficulty of the network [9]. Based on the data size of the training set, this paper weighs the relationship between network performance and training difficulty. We use a network structure that consists of 3 convolution layers and 2 full connection layers. After the full connection layer, each active action corresponds to a separate output layer.

Input layer: 128 × 128 RGB image as input to the network.

Convolutional layer: The network consists of three convolutional layers. The first layer uses a convolution filter size of 7×7, and the other two layers have a filter size of 3×3. The step size is set to 1×1.

Pooling layer: 3 activation function layers followed by 3 pooling layers, all using maxpooling, filter size 3×3, step size 2×2.

Fully connected layer: 3 convolutional layers followed by 2 fully connected layers and 2 active function layers.

Output layer: After two fully connected layers are output layers for each valid action corresponding to a single output.
3. Experimental analysis

3.1. Experimental data
The experimental data and images are from the V101150.5 industrial building component lifting installation automatic control digital simulation system. The system has a complete prefabricated library including PC board, PCF board, composite floor, and more than 10 thousand assembly building construction method pieces of information [10]. The sample image is the relative position image of the embedded hole at the bottom of the precast member and the embedded steel bar joint on the floor, which is used to simulate the real lifting condition and enlarge the sample capacity at the same time, adjust the brightness and contrast of the image, as shown in figure 2. 5000 sample images are used for training, and 1000 sample images are used for testing. The 5000 samples were divided into 50 batches, each containing 100 samples.

![Sample image processing](image)

**Figure 2.** Sample image processing.

3.2. Analysis of test results
After the training is completed, the convolution neural network is used to classify the test set [11], and there are 12 action instructions in the output terminal, as follows: movement of the X axis positive direction, movement of the X axis negative direction, movement of the Y axis positive direction, movement of the Y axis negative direction, movement of the Z axis positive direction, movement of the Z axis negative direction, clockwise rotation of X axis, counter clockwise rotation of X axis, clockwise rotation of Y axis, counter clockwise rotation of Y axis, clockwise rotation of Z axis, counter clockwise rotation of Z axis. The reference coordinate system is built on the basis of the building XY plane. The output of the neural network is grouped by the direction of the control instruction [12], and compares the output of the neural network with the expert instruction after grouping. The same decision is correct. The correct output instruction number is divided by the total number of instructions of the group to determine the correct rate of the control instruction of the group. The correct rate of each group is calculated, and then the average correct rate of average output is determined. The result of the experiment is compared with the result of expert labelling, the average correct rate is 90.1%, and the specific results are shown in table 1. The table illustrates that the prediction accuracy of movement of the Y axis negative direction is the highest, and the prediction...
accuracy of clockwise rotation of X axis and counter clockwise rotation of the Y axis is lowest. The prediction accuracy of the mobile output along three axes is higher than that of its revolving around the axis.

**Table 1. Prediction results.**

| Action command                          | Correct rate |
|-----------------------------------------|--------------|
| Positive direction of X axis            | 91.5%        |
| Negative direction of X axis            | 93.6%        |
| Positive direction of Y axis            | 93.1%        |
| Negative direction of Y axis            | 93.2%        |
| Positive direction of Z axis            | 94.8%        |
| Negative direction of Z axis            | 94.9%        |
| Clockwise rotation around the X axis    | 84.5%        |
| Reverse clockwise rotation around the X axis | 84.6%    |
| Clockwise rotation around the Y axis    | 85.2%        |
| Reverse clockwise rotation around the Y axis | 84.5%    |
| Clockwise rotation around the Z axis    | 90.2%        |
| Reverse clockwise rotation around the Z axis | 90.6%    |
| Average value                           | 90.1%        |

In order to explore the effects of different distances of the prefabricated component bottom and the top of rebar on the output performance of the network model, and then to do the model simulation experiment, grouped by distance of the prefabricated component bottom and the top of rebar from the packet input samples to test the network, there is need to obtain the network prediction accuracy with distance of prefabricated component bottom and the top of rebar. As shown in figure 3, the correct rate of prediction increases with the distance of the prefabricated component bottom, and the top of rebar increased, when the distance of prefabricated component bottom and the top of rebar is up to 7.8cm, the network model to predict the average highest correct rate is 96.5%, then the correct rate gradually decreases with the increase of distance.

![Figure 3](image-url)  
*Figure 3. Influence of the distance between the bottom of the prefabricated component and the top of the rebar on the predictive performance of the network in the sample.*
4. Conclusion
Considering the difficulties raised by the position control of the assembly building prefabricated component, we have designed the multi-layer convolution neural network, which proposes a probability search into the target region to establish a new method for loss equation algorithm. Our experiment shows that:
(1) the convolution neural network designed in this paper can realize the correct prediction of the position control instruction of the prefabricated component of the assembly building;
(2) this method improves the prediction accuracy and convergence of the network;
(3) the influence of the distance between the bottom of the prefabricated component and the top of the rebar on the prediction performance of the network is studied, which lays the foundation for the follow-up research.
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