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Abstract

Bovine tuberculosis and bovine brucellosis continue to cause serious economic and public health burden in low-income countries, especially in many regions of sub-Saharan Africa where the diseases are co-endemic. The economic burden of the two infections in low-income countries trigger important questions about the optimal intervention strategies in co-endemic regions. Hence, the need for comprehensive modelling studies to address such questions is therefore essential, yet only a limited of such studies exist to date despite the power of models to predict the future and, most importantly, to quantify the uncertainty in these predictions. Here, we develop a brucellosis-tuberculosis co-infection modelling framework that incorporates all relevant biological factors and culling of infectious animals as the sole intervention strategy. We performed an optimal control study to assess the impact of culling infectious animals on controlling the prevalence of the two infections. Two objective functions have been considered, a linear and a quadratic.
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Existence and the characterization of the optimal control has been determined. Numerical results are carried out to illustrate the main findings. Our findings highlight the importance of optimal culling on controlling the spread of two infections.
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1 Introduction

Bovine tuberculosis (BTB) and brucellosis remain important zoonotic bacterial infections in developing countries especially in Sub-Saharan nations [1]. BTB is caused by *Mycobacterium bovis* whereas brucellosis is caused by various species of the bacteria known as *Brucella*. Both diseases affect domesticated animals, wildlife and humans [1]. In animals BTB transmission predominantly occurs through aerosols [2, 3]. In humans, contaminated dairy products are regarded as the main source of BTB infection [3]. In animals, brucellosis is transmitted by direct contact transmission through the brucella carriers or indirect contact transmission when animal ingest contaminated forages or the excrement containing large quantities of bacteria, generally discharged by infected animals [4]. Humans acquire brucellosis infection through close contact with infected animals or animal tissue such as placental membranes [1]. Unlike BTB, human-to-human transmission of brucellosis is considered negligible [4].

In areas where both BTB and brucellosis are endemic, cases of simultaneous colonization of the single host (also know as co-infection) with both infections has been reported [5, 6, 7]. In order to explore on whether co-infection BTB and brucellosis has adverse effects to the host, Gorisch and co-workers [5] monitored 126 buffalo for both tuberculosis and brucellosis infection and they observed that animals co-infected with both infections had the highest mortality rate.

Apart from being public health hazards, both diseases can have enormous economic effects to the farmer, regional and national economies through: (i) decreased animal productivity and market/trade impairments, and, (ii) resources allocation aimed at effective disease control or eradication [1]. For instance, it is estimated that approximately US$ 200 million was spent on BTB eradication program in Michigan state between 1994 and 2010 [2]. In addition, in most developing nations where these two diseases are endemic there is inadequate veterinary services [3].

The immeasurable contribution of mathematical models on providing insights to epidemiologists and policy makers on how to prevent and control epidemics is well documented [8]. Although, there are plenty of mathematical models for brucellosis infection only [4, 9, 10, 11, 12, 13, 14, 15], and tuberculosis infection only [3, 16, 17, 18] not much has been done on modelling tuberculosis and brucellosis co-infection. The purpose of the present paper is to assess the impact of optimal culling on co-dynamics of tuberculosis and brucellosis among animals in a periodic environment. Like many other infectious diseases, tuberculosis and brucellosis are significantly influenced by seasonality [12, 13, 19, 20]. Factors such as the seasonal availability of forage which in turn lead to nomadic animal farming may be attributed to seasonal-induced prevalence of animal infections. Thus, we developed a dynamic co-infection model for tuberculosis and brucellosis with a goal to assess the effectiveness of culling strategy. Two objective functions have been considered, a linear and a quadratic. Existence and the characterization of the optimal control has been determined.

We organize the remainder of this paper as follows. In Section 2, we present the main result of this study. More specifically, we introduce the brucellosis-tuberculosis model and then formulate
the optimal control problems. Further, we present results for the existence and the characterization of the optimal controls. Numerical results are carried out to illustrate the main findings. Finally, Section 3, contains discussion and conclusions.

2 Materials and Methods

2.1 Model framework

The purpose of this section is to formulate a mathematical model for bovine tuberculosis and brucellosis co-infection in a periodic environment, with a goal to investigate the strength of culling infectious animals as a control measure. Although, there are several modes of transmission for the aforementioned diseases we will consider direct transmission only. Let $S(t)$, $I_{11}(t)$, $I_{22}(t)$ and $I_{12}(t)$ denote proportions of the susceptible, animals singly infected with brucellosis, animals singly infected with tuberculosis and dually infected animals, respectively. As in [21], we assume that contact between susceptible and co-infected animals can result on either single or dual infection. The influence of seasonal variations on the dynamics of the two diseases is captured by periodic functions $\beta_{ii}(t)$ $(i = 1, 2,)$ and $\beta_{0i}(t)$ $(i = 1, 2)$. Thus, we assume that $\beta_{ii}(t)$ $(i = 1, 2)$ and $\beta_{0i}(t)$ $(i = 1, 2,)$ are periodic continuous functions in $t$ with a period, $\omega > 0$ (specifically, $\omega = 12$ months). Consequently, animals singly infected with brucellosis are assumed to transmit the infection at rate $\beta_{11}(t)$, while those singly infected with tuberculosis transmit the disease at rate $\beta_{22}(t)$, thus,

$$\beta_{ii}(t) = \bar{\beta}_{ii} \left[ 1 + a_{ii} \sin \left( \frac{2\pi t}{12} \right) \right], \quad i = 1, 2, \quad (2.1)$$

where $\bar{\beta}_{ii}$ denotes the basic contact rate without seasonal forcing and $0 \leq a_{ii} \leq 1$ denotes the magnitude of seasonal fluctuations. Further, co-infected animals are assumed to transmit both infections at rate $\beta_{12}(t)$, given by

$$\beta_{12}(t) = \bar{\beta}_{12} \left[ 1 + a_{12} \sin \left( \frac{2\pi t}{12} \right) \right], \quad (2.2)$$

where $\bar{\beta}_{12}$ denotes the basic contact rate without seasonal forcing and $0 \leq a_{12} \leq 1$ denotes the magnitude of seasonal fluctuations. In addition, co-infected animals can transmit either brucellosis or tuberculosis at rates $\beta_{01}(t)$ and $\beta_{02}(t)$, respectively. Thus,

$$\beta_{0i}(t) = \bar{\beta}_{0i} \left[ 1 + b_{0i} \sin \left( \frac{2\pi t}{12} \right) \right], \quad i = 1, 2, \quad (2.3)$$

where $\bar{\beta}_{0i}$ denotes the basic contact rate without seasonal forcing and $0 \leq b_{0i} \leq 1$ denotes the magnitude of seasonal fluctuations.

Our model is governed by the following system of equations:

$$
\begin{align*}
S'(t) &= \mu - [\beta_{11}(t)I_{11} + \beta_{22}(t)I_{22} + \beta_{01}(t)I_{12} + \beta_{02}(t)I_{12} - \mu]S - \mu S, \\
I'_{11}(t) &= [\beta_{11}(t)I_{11} + \beta_{22}(t)I_{22} + \beta_{01}(t)I_{12} - \mu]S - \mu \mu S, \\
I'_{22}(t) &= [\beta_{12}(t)I_{12} + \beta_{02}(t)I_{12}]S - [\beta_{11}(t)I_{12} + \beta_{01}(t)I_{12}]I_{11} - \mu c(u(t) + d_{12})I_{11}, \\
I'_{12}(t) &= [\beta_{12}(t)I_{12} + \beta_{02}(t)I_{12}]S - [\beta_{11}(t)I_{12} + \beta_{01}(t)I_{12}]I_{11} - \mu c(u(t) + d_{12})I_{11}.
\end{align*}
$$

(2.4)

The constant parameter $\mu$ denotes the constant rate of entry for new animals into the susceptible class. We assume that it also equals the non-disease related death rate and is assumed to be the same for all classes; $c$ is the culling rate; $d_{11}$ denotes brucellosis related mortality rate; $d_{22}$ denotes tuberculosis related mortality rate; $d_{12}$ is the disease related mortality rate for dual infected animals. The effects of the optimal strategy are captured by the control function $u(t)$ which will be assigned reasonable upper and lower bounds.
As highlighted earlier, our goal is to determine a control strategy (culling effort) that minimizes the proportions of all infected animals over a finite time interval $[0, T]$ at minimal costs. In what follows we introduce two possible objective functions $J_1$ and $J_2$ formulated to achieve the desired goal. In the objective functional $J_1$ the control effort is assumed to be linear while in $J_2$ the control effort is a combination of linear and quadratic functions.

### 2.2 Linear dependence on the control

In this section, we develop an optimal control problem, to investigate the effects of optimal culling on controlling the spread of the two aforementioned diseases. We assumed a linear dependence on the control, thus we have ruled out the potential of non-linearities in the costs. A successful control strategy is one that reduces the population of infectious animals and maximize the susceptible population while minimizing the cost of control. Our objective functional is therefore formulated as follows:

$$J_1(u(t)) = \int_0^T \left[ C_1 I_{11}(t) + C_2 I_{22}(t) + C_3 I_{12} - C_4 S(t) + C_5 u(t) \right] dt,$$

subject to the constraints of the Ordinary differential equations (ODEs) in system (2.4) and where $C_j$, $j = 1, 2, 3, 4, 5$, are balancing coefficients (positive) transforming the integral into monetary quantity over a finite period of $T$ days. The control set is given by

$$\Gamma = \left\{ u(t) \mid u(t) \text{ is Lebesgue measurable on } [0, T], \ 0 \leq U_1 \leq u(t) \leq U_2 \leq 1 \right\}.$$

where $U_1$ and $U_2$ denote the lower and upper bounds of the control. In what follows, we derive the necessary conditions for our optimal control and corresponding states by using Pontryagin’s Principle in [22, 23, 24]. We consider the following Hamiltonian $H_L$:

$$H_L = C_1 I_{11}(t) + C_2 I_{22}(t) + C_3 I_{12} - C_4 S(t) + C_5 u(t) + \lambda_1(t) \left( \mu - \beta_{11} I_{11} + \beta_{01} I_{12} + \beta_{202} I_{22} + \beta_{02} I_{12} + \beta_{12} I_{12} S - \mu S \right), + \lambda_2(t) \left( \beta_{11} I_{11} + \beta_{01} I_{12} S - \beta_{202} I_{22} + \beta_{02} I_{12} I_{11} - \mu + cu(t) + d_{11} I_{11} \right), + \lambda_3(t) \left( \beta_{22} I_{22} + \beta_{02} I_{12} S - \beta_{11} I_{11} + \beta_{01} I_{12} I_{22} - \mu + cu(t) + d_{22} I_{22} \right), + \lambda_4(t) \left( \beta_{12} I_{11} S + \beta_{22} I_{22} + \beta_{02} I_{12} I_{11} + \beta_{11} I_{11} + \beta_{01} I_{12} I_{22} - \mu + cu(t) + d_{12} I_{12} \right).$$

Given an optimal control $u^*(t)$, there exists adjoint functions, $\lambda_i(t)$, for $i = 1, 2, 3, 4$, corresponding to the states $S$, $I_{11}$, $I_{22}$, and $I_{12}$ respectively satisfying

$$\frac{d\lambda_1}{dt} = C_4 + \mu \lambda_1 + \left( \beta_{11} I_{11} + \beta_{01} I_{12} \right) \left( \lambda_1 - \lambda_2 \right) + \left( \beta_{22} I_{22} + \beta_{02} I_{12} \right) \left( \lambda_1 - \lambda_3 \right) + \beta_{12} I_{12} \left( \lambda_1 - \lambda_4 \right),$$

$$\frac{d\lambda_2}{dt} = -C_2 + \beta_{11} S \left( \lambda_1 - \lambda_2 \right) + \left( \beta_{22} I_{22} + \beta_{02} I_{12} \right) \left( \lambda_2 - \lambda_4 \right) + \left( \mu + cu(t) + d_{11} \right) \lambda_2 + \beta_{11} I_{22} \left( \lambda_3 - \lambda_4 \right),$$

$$\frac{d\lambda_3}{dt} = -C_2 + \beta_{22} S \left( \lambda_1 - \lambda_3 \right) + \left( \beta_{11} I_{11} + \beta_{01} I_{12} \right) \left( \lambda_3 - \lambda_4 \right) + \left( \mu + cu(t) + d_{22} \right) \lambda_3 + \beta_{22} I_{11} \left( \lambda_2 - \lambda_4 \right),$$

$$\frac{d\lambda_4}{dt} = -C_3 + \beta_{01} S \left( \lambda_1 - \lambda_2 \right) + \beta_{02} S \left( \lambda_1 - \lambda_3 \right) + \beta_{12} S \left( \lambda_1 - \lambda_4 \right) + \beta_{02} I_{11} \left( \lambda_2 - \lambda_4 \right) + \left( \mu + cu(t) + d_{12} \right) \lambda_4 + \beta_{01} I_{22} \left( \lambda_3 - \lambda_4 \right).$$

where $\lambda_i(T) = 0$ for $i = 1, 2, 3, 4$, are transversality conditions. Furthermore, the optimal controls are characterized by the optimality conditions:
The singular case could occur if the slope or the switching function
\[
\frac{\partial H_L}{\partial u} = C_5 - c[\lambda_2(t)I_{11}(t) + \lambda_3(t)I_{22}(t) + \lambda_4(t)I_{12}(t)],
\]
(2.9)
is zero on non-trivial interval of time, and the optimal would be at its upper bound or its lower bound according to:
\[
\frac{\partial H_L}{\partial u} < \text{ or } > 0
\]
To investigate the singular case, let us claim \(\frac{\partial H_L}{\partial u} = 0\) on some non-trivial interval. In this case we calculate
\[
0 = \frac{d}{dt}\left(\frac{\partial H_L}{\partial u}\right) = \Phi_1(t)u(t) + \Phi_2(t)
\]
(2.11)
with
\[
\Phi_1(t) = -c\left[C_1I_{11} + C_2I_{22} + C_3I_{12}\right] + c^2\left[\beta_{11}\lambda_1\right]S_{11} + c^2\left[\beta_{22}\lambda_1\right]S_{22}
\]
\[
+ c^2\left[\beta_{11}\lambda_1\right]SI_{12} + c^2\left[\beta_{11}(\lambda_3 - \lambda_4)\right]I_{11}I_{22} + c^2\left[\beta_{22}(\lambda_2 - \lambda_4)\right]I_{22}I_{12},
\]
and,
\[
\Phi_2(t) = -c\left[C_1(\mu + d_{11})I_{11} + C_2(\mu + d_{22})I_{22} + C_3(\mu + d_{12})I_{12}\right] - c\mu\lambda_1\left[\beta_{11}I_{11} + \beta_{22}I_{22} + (\beta_{11} + \beta_{22} + \beta_{12})I_{12}\right] + c\left[\beta_{11}(C_1 - C_4)\right]S_{11}
\]
\[
+ c\left[\beta_{11}\lambda_1\right]SI_{11} + c\beta_{11}\lambda_2\left[\beta_{11}I_{11} + \beta_{22}I_{22}\right]SI_{11}
\]
\[
+ c\beta_{11}\lambda_1\left[\beta_{22}I_{22} + \beta_{12}I_{12}\right]SI_{11} + c\beta_{22}\lambda_1\left[\beta_{22}I_{22} + \beta_{12}I_{12}\right]SI_{11}
\]
\[
+ c\beta_{11}\lambda_1\left[\beta_{22}I_{22} + \beta_{12}I_{12}\right]SI_{11} + c\beta_{11}\lambda_1\left[\beta_{22}I_{22} + \beta_{12}I_{12}\right]SI_{11}
\]
\[
+ c\beta_{11}\lambda_4\lambda_3\beta_{11}I_{11} + c\left[\beta_{22}(C_2 - C_4)\right]SI_{22} + c\left[\beta_{22}\lambda_1(\mu + d_{22})\right]SI_{22}
\]
\[
+ c\beta_{11}\lambda_3\lambda_4\beta_{11}I_{11} + c\left[\beta_{22}(C_2 - C_4)\right]SI_{22} + c\left[\beta_{22}\lambda_1(\mu + d_{22})\right]SI_{22}
\]
\[
+ c\beta_{11}\lambda_4\left[\beta_{22}I_{22} + \beta_{12}I_{12}\right]SI_{22} + c\beta_{22}\lambda_1\left[\beta_{22}I_{22} + \beta_{12}I_{12}\right]SI_{22}
\]
\[
+ c\beta_{11}\lambda_4\left[\beta_{22}I_{22} + \beta_{12}I_{12}\right]SI_{22} + c\left[\beta_{22}(C_2 - C_4)\right]SI_{22} + c\left[\beta_{22}\lambda_1(\mu + d_{22})\right]SI_{22}
\]
\[
- c\beta_{11}\lambda_3\left[\beta_{11}I_{11} + \beta_{22}I_{22}\right]SI_{22} + c\beta_{11}\lambda_3\left[\beta_{22}I_{22} + \beta_{12}I_{12}\right]SI_{22} + c\left[\beta_{11}(C_1 - C_4)\right]SI_{12}
\]
Then we can solve for the singular control as

\[ u_{\text{singular}}(t) = -\frac{\Phi(t)}{\Phi'(t)}, \quad \text{if } \Phi_1(t) \neq 0 \text{ and } U_1 \leq \Phi_1(t) \leq U_2. \]

By Legendre-Clebsch condition in [25], for singular control to be optimal, we require

\[ \frac{d}{dt} \left( \frac{\partial H}{\partial u} \right) = \Phi_1(t) \]

to be negative. We can summarize, our control characterization is: On a nontrivial interval,

\[ \frac{\partial H}{\partial u} < 0 \quad \text{at } t \quad \text{then } u^*(t) = U_2 \]
if \( \frac{\partial H_L}{\partial u} > 0 \) at \( t \) then \( u^*(t) = U_1 \)

if \( \frac{\partial H_L}{\partial u} < 0 \) at \( t \) then \( u_{\text{singular}}(t) = -\frac{\Phi_2}{\Phi_1} \)

Thus, our control is optimal at \( t \) provided \( \Phi_1(t) < 0 \) and \( U_1 \le -\frac{\Phi_2(t)}{\Phi_1(t)} \le U_2 \).

### 2.3 Quadratic and linear dependence on the control

In this section, we propose a new objective functional that has a quadratic dependence on the control. The quadratic functions account for the potential non-linearities in the costs. Our objective functional is:

\[
J_2(u(t)) = \int_0^T \left[ I_{11}(t) + I_{22}(t) + I_{12}(t) + Au(t)\{I_{11}(t) + I_{22}(t) + I_{12}(t)\} + Bu^2(t) \right] dt \quad (2.12)
\]

subject to the constraints of the ordinary differential equations in system (2.4) and where \( A \) and \( B \) are balancing coefficients (positive) transferring the integrals into monetary quantity over a finite period of \( T \) days. The terms with coefficient \( A \) represent the cost associated with culling of infectious animals. Our objective functional (2.12) also include a quadratic term with coefficient \( B \) to indicate potential non-linearities in the costs. The weights, constant over the prescribed time frame, are a measure of the relative costs of the interventions over a finite time horizon. The optimal control problem hence becomes that we seek optimal function, \((u^*(t))\), such that

\[
J_2(u^*(t)) = \min_{u} J_2(u(t)) \quad (2.13)
\]

subject to the state equations in system (2.4) with initial conditions, with the control set 2.6.

By applying the Pontryagin’s Maximum Principle [22], system (2.4) is converted into an equivalent problem, namely the problem of minimizing the Hamiltonian \( H_Q \) given by:

\[
H_Q = I_{11}(t) + I_{22}(t) + I_{12}(t) + Au(t)\{I_{11}(t) + I_{22}(t) + I_{12}(t)\} + Bu^2(t) \\
\hat{\lambda}_1(t)\left\{ \mu - [\beta_{11}(t)I_{11} + \beta_{01}(t)I_{12} + \beta_{22}(t)I_{22} + \beta_{02}(t)I_{22}]I_{12} - \beta_{12}(t)I_{12}S - \mu S \right\}, \\
\hat{\lambda}_2(t)\left\{ [\beta_{22}(t)I_{22} + \beta_{02}(t)I_{22}]S - [\beta_{22}(t)I_{22} + \beta_{02}(t)I_{12}]I_{11} - [\mu + cu(t)] + d_{11}I_{11} \right\}, \\
\hat{\lambda}_3(t)\left\{ [\beta_{22}(t)I_{22} + \beta_{02}(t)I_{12}]I_{11} + [\beta_{22}(t)I_{22} + \beta_{02}(t)I_{22}]I_{12} - [\mu + cu(t)] + d_{22}I_{22} \right\}, \\
\hat{\lambda}_4(t)\left\{ \beta_1(t)I_{11}S + [\beta_{22}(t)I_{22} + \beta_{02}(t)I_{12}]I_{11} + [\beta_{22}(t)I_{22} + \beta_{02}(t)I_{22}]I_{12} - [\mu + cu(t)] + d_{22}I_{22} \right\},
\]

where \( \hat{\lambda}_i(t) \), \( (i = 1, 2, 3, 4) \) denote the adjoint functions associated with the states \( S, I_{11}, I_{22}, \) and \( I_{12}, \) respectively. Note that, in \( H_Q(t) \), each adjoint function multiplies the right-hand side of the differential equation of its corresponding state function. The first term in \( H_Q(t) \) comes from the integrand of the objective functional.

Given an optimal control solution \((u^*)\) and corresponding states \((S, I_{11}, I_{22}, I_{12})\), there exist adjoint functions [24] satisfying

\[
\frac{d\hat{\lambda}_1(t)}{dt} = -\frac{\partial H_Q}{\partial S}, \quad \frac{d\hat{\lambda}_2(t)}{dt} = -\frac{\partial H_Q}{\partial I_{11}}, \quad \frac{d\hat{\lambda}_3(t)}{dt} = -\frac{\partial H_Q}{\partial I_{22}}, \quad \frac{d\hat{\lambda}_4(t)}{dt} = -\frac{\partial H_Q}{\partial I_{12}}. \quad (2.15)
\]

These yield

\[
\frac{d\hat{\lambda}_1}{dt} = \mu \hat{\lambda}_1 + \left( \beta_{11}I_{11} + \beta_{01}I_{12} \right) \left( \hat{\lambda}_1 - \hat{\lambda}_2 \right) + \left( \beta_{22}I_{22} + \beta_{02}I_{22} \right) \left( \hat{\lambda}_1 - \hat{\lambda}_3 \right) + \beta_{12}I_{12} \left( \hat{\lambda}_1 - \hat{\lambda}_4 \right).
\]
Baseline values for model parameters are in Table 1. For results in Figs. 1-3, we set the amplitude of oscillations decreases with time. The amplitude of the oscillation remains almost constant while in the presence of optimal control the infectious population oscillates for the entire time horizon. However, without optimal control to a level close to 0 when $t > t_0$ is evident that the optimal control strategy can significantly reduce the infectious animal population.

We solved the optimality system numerically using the forward-backward sweep method. The optimality system is the state and adjoint systems coupled with the optimal control characterized by the optimality conditions:

$$
\frac{d\lambda_2}{dt} = -1 - A_u(t) + \beta_{11}S(\lambda_1 - \lambda_2) + (\beta_{22}I_{22} + \beta_{32}I_{12})(\lambda_2 - \lambda_4) + (\mu + cu(t) + d_{11})\lambda_2 + \beta_{11}I_{22}(\lambda_3 - \lambda_4),
$$

$$
\frac{d\lambda_3}{dt} = -1 - A_u(t) + \beta_{22}S(\lambda_1 - \lambda_3) + (\beta_{11}I_{11} + \beta_{30}I_{12})(\lambda_3 - \lambda_4) + (\mu + cu(t) + d_{22})\lambda_3 + \beta_{22}I_{11}(\lambda_2 - \lambda_4),
$$

$$
\frac{d\lambda_4}{dt} = -1 - A_u(t) + \beta_{30}S(\lambda_1 - \lambda_3) + \beta_{32}S(\lambda_3 - \lambda_4) + \beta_{32}I_{11}(\lambda_2 - \lambda_4) + (\mu + cu(t) + d_{12})\lambda_4 + \beta_{30}I_{22}(\lambda_3 - \lambda_4),
$$

with transversality conditions $\lambda_j(T) = 0$ for $j = 1, 2, 3, 4$. Furthermore, the optimal controls are characterized by the optimality conditions:

$$
u^* = \min\{U_2, \max\left(U_1, \frac{c(\lambda_2I_{11} + \lambda_4I_{22} + \lambda_4I_{12}) - A(I_{11} + I_{22} + I_{12})}{2B}\right)\}. \quad (2.17)
$$

### 2.4 Numerical illustrations

The optimality system is the state and adjoint systems coupled with the optimal control characterization. We solved the optimality system numerically using the forward-backward sweep method [24]. Baseline values for model parameters are in Table 1. For results in Figs. 1-3, we set $A = B = C_j = 1$, for $j = 1, 2, 3, 4$, and $C_5 = 10^3$. In addition, we assumed the following initial conditions $S = 0.96$, $I_{11} = I_{22} = 0.02$ and $I_{12} = 0$.

#### Table 1. Model parameters and their baseline values

| Symbol       | Description                                           | Value | Units | Source |
|--------------|-------------------------------------------------------|-------|-------|--------|
| $a_{11}, a_{02}$ | Amplitude of oscillation in transmission rates        | 0.8   | -     | [13]   |
| $a_{11}, a_{12}, a_{22}$ | Amplitude of oscillation in transmission rates        | 0.8   | -     | [13]   |
| $d_{11}$     | Elimination rate caused by brucellosis                 | 0.15  | year$^{-1}$ | [9]     |
| $d_{22}$     | Elimination rate caused by tuberculosis                | 0.2   | year$^{-1}$ | [17]   |
| $d_{12}$     | Elimination rate caused by dual infection              | 0.35  | year$^{-1}$ | [5]     |
| $\beta_{11}, \beta_{01}$ | Averaged brucellosis transmission rate            | 0.29  | animal$^{-1}$year$^{-1}$ | [14]   |
| $\beta_{22}, \beta_{02}$ | Averaged tuberculosis transmission rate            | 0.45  | animal$^{-1}$year$^{-1}$ | [17]   |
| $\beta_{12}$ | Averaged dual transmission rate                        | 0.65  | animal$^{-1}$year$^{-1}$ | Assumed |
| $c$          | The slaughter rate of infected animals                 | 0.0983 | year$^{-1}$ | [15]   |
| $\mu$        | Natural elimination rate                               | 0.22  | year$^{-1}$ | [9]     |

Fig. 1 depicts the proportions of infectious animals over time, with and without optimal control. It is evident that the optimal control strategy can significantly reduce the infectious animal population to a level close to 0 when $t > 30$ years. Also, we can observe, with and without optimal control the infectious population oscillates for the entire time horizon. However, without optimal control the amplitude of the oscillation remains almost constant while in the presence of optimal control the amplitude of oscillations decreases with time.
Fig. 1. Disease dynamics among infected population with and without optimal control (a) animals singly infected with brucellosis $I_1(t)$, (b) animals singly infected with tuberculosis $I_2(t)$ and (c) dual infected animals $I_{12}(t)$

Fig. 2 shows the dynamics of the susceptible population over time with and without the optimal control. We observe that without the optimal control the susceptible population oscillates from the start with the amplitude decreasing with time for $0 \leq t \leq 10$, followed by a steady periodic oscillation with a maximum and minimum of close to 0.93 and 0.80, respectively. In contrast, with the optimal control implemented (both linear and quadratic), the susceptible population increases with a decreasing amplitude over time, eventually approaching a value close to 1.

Fig. 3 illustrates the optimal control profiles for system (2.4). As we can observe, the control profile associated with the linear objective functional starts from the maximum initially and stays there for about 32 years, followed by a decrease to the lower bound $u = 0$, where it stays till the final time horizon. In contrast, the control profile associated with the quadratic objective functional starts at its maximum and stays there for a slightly longer period (approximately 35 years) compared to the other control profile and there after it oscillates twice before settling at the lower bound $u = 0$. 
In Fig. 4 we explore the impact of costs on the controls, thus, we set $A = B = C_2 = 10^3$. Here we note that, the control profile associated with the linear objective functional stays at the maximum for a longer period compared to the other control profile. In addition, we note that the control profile for the linear objective functional switches between its maximum and minimum for $40 < t < 60$. This demonstrates that the optimal control strategy is dynamic and depends on cost parameters.

Fig. 2. Dynamics of the susceptible population with and without optimal control

Fig. 3. Control profiles
3 Discussion and Conclusions

We developed a mathematical model of brucellosis-tuberculosis infection, to investigate the impact of optimal intervention strategies on shaping the long-term dynamics of the two zoonotic diseases in the community. Although, these diseases affect humans our study focused on animal population only. Thus, we subdivided the animal population into categories of: susceptible, infectious animals singly infected with brucellosis, infectious animals singly infected with tuberculosis and dually infected animals. We performed an optimal control study to assess the impact of culling infectious animals on controlling the prevalence of two infections. Our control aims to minimize the proportions of infected animals as well as the cost associated to the implementation of the control strategy. We proposed two objective functions (i) control effort was assumed to be linear and (ii) control effort was assumed to be quadratic. We determined the existence and the characterization of the optimal control. Our results demonstrate that, in all the scenarios, the optimal control can significantly reduce the population of infected animals (both singly and dual), and keep them at low levels, a better outcome compared to the scenario when there is no optimal control. Further, we observed that the optimal control strategy is dynamic and it strongly depends on the cost parameters. With low costs, both control profiles for the two objective functions stay at the maximum for a longer period compared to the scenario when the costs are high. This demonstrates that with low costs the control strategy can be carried out at its maximum for a sufficiently long period of time despite on whether the implementation suits the linear or quadratic objective functional. In addition, we noted that for small cost parameters, the control profile associated with a linear objective function exhibits to a bang-bang solution, however, with high cost parameters the control does not exhibit this behavior.

Although, our study is not exhaustive, it has demonstrated the importance of optimal control theory as a tool to predict and to quantify the uncertainty in disease dynamics. The study can be extend to include aspects such as animal movement and the transmission of the two diseases to human.

Finally, we acknowledge that modeling the transmission and spread of infectious diseases, particularly bovine brucellosis and tuberculosis co-infection, would be of greater importance to public health and agriculture with the aid of realistic infection data. Unfortunately, the scarcity of seasonal brucellosis
and tuberculosis co-infection data at present limits our ability to calibrate some important seasonally varied parameters in our periodic model. We expect to improve this study in our future work with the availability of such data.

**Acknowledgement**

The authors would like to thank anonymous reviewers for their helpful comments which improved the presentation of this work. Paride O. Lolika acknowledges and thanks the support from the University of Juba, South Sudan.

**Competing Interests**

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

**References**

[1] Foliste RD, Boi-Kikimoto BB, Emikpe BO, Atawalna J. The prevalence of bovine tuberculosis and brucellosis in cattle from selected herds in Dormaa and Kintampo districts, Brong Ahafo region, Ghana. Archives of clinical Microbiology. 2014;5. DOI:10.3823/280

[2] Okafor CC, Grooms DL, Bruning-Fann CS, Averill JJ, Kaneene JB. Descriptive epidemiolog of bovine tuberculosis in Michigan (1975-2010): lesson learned. Veterinary Medicine international; 2011. Article ID 874924, 13 pages. DOI:10.4061/2011/874924.

[3] Abakar M, Fm Azami HY, Bless PJ, Crump L, Lohmann P, Laager M, Chitnis N, Zinsstag J. Transmission dynamics and elimination potential of zoonotic tuberculosis in Morocco. PLoS Negl Trop Dis. 11(2):e0005214. DOI:10.1371/journal.pntd.00005214.

[4] Zhang J, Sun G-Q, Sun X-D, Hou Q, Li M, et al. Prediction and control of brucellosis transmission of dairy cattle in Zhejiang Province, China. PloS ONE. 2014;9(11):e108592. DOI:10.1371/journal.pone.0108592

[5] Gorisch EE, Ezenwa OV, Jolles A. Not all immunity is the same: bovine tuberculosis alters immunity, severity, ans susceptibility to brucellosis infection.

[6] Cadmus IBS, Adesokan KH, Stack AJ. Co-infection of brucellosis in slaughtered cattle in Ibadan, Nigeria: a case report, Veterinaria Italiana. 2008;44(3):557-558.

[7] Dasari S, Naha K, Prabhu M. Brucellosis and tuberculosis: clinical overlap and pitfall. Asian Pacific Journal of Tropical Medicine. 2013;823-825.

[8] Heesterbeek H, Anderson RM, Andreasen V, Bansal S, De Angelis D, Dye C, Eames KT, et al. Modeling infectious disease dynamics in the complex landscape of global health. Science. 2015;347:aaa439.

[9] Hou Q, Sun X, Zhang, Liu Y, Wang Y, Jin Z. Modeling the transmission dynamics of sheep brucellosis in Innner Mongolia autonomous region, China. Mathematical Biosciences. 2013;242:51-58.

[10] Li M, Sun G, Wu Y, Zhang J, Jin Z. Transmission dynamics of multi-group brucellosis model with mixed cross infection in public farm. Applied Mathematics and Computation. 2014;237:582-594.
[11] Li M, Sun G, Zhang J, Jin Z, Sun X, Wang Y, Huang B, Zheng Y. Transmission dynamics and control for brucellosis model in Hingaan League Inner Mongolia, China. Mathematical Biosciences and Engineering. 2014;11:1115-1137.

[12] Paride O. Lolika, Steady Mushayabasa, Claver P. Bhunu, Jin Wang. Modeling and analyzing the effects of seasonality on brucellosis infection; Chaos, Solitons & Fractals, the interdisciplinary journal of Nonlinear Science, and Nonequilibrium and Complex Phenomena. 2017;104:338-349.

[13] Yang C, Lolika OP, Mushayabasa S, Wang J. Modeling the spatiotemporal variations in brucellosis transmission. Nonlinear Analysis: Real World Applications. 2017;38:49-67.

[14] Li M, Sun G, Wu Y, Zhang J, Jin Z. Model-based evaluation of strategies to control brucellosis in China. Int. J. Environ.Res.Public Health. 2017;14:295.

[15] Lou P, Wang, Zhang X, Xu J, Wang K. Modelling seasonal brucellosis epidemics in Bayingolin Mongol autonomous prefecture of Xinjiang, China, 2010-2014. BioMed Research International; 2016. Article ID 5103718, 17 pages.

[16] Hassan AS, Garba SM, Gumel AB, Lubuma JM. Dynamics of Mycobacterium and bovine tuberculosis in a human-buffalo population. Computational and Mathematical Methods in Medicine; 2014

[17] Phepa PB, Chirove F, Govinder KS. Modelling the role of multiple-transmission routes in the epidemiology of bovine tuberculosis in cattle and buffalo populations. Mathematical Biosciences. 2016;277:47-58.

[18] Brooks-Pollock E, Wood LN. Eliminating bovine brucellosis in cattle and badgers: Insight from a dynamic model. Pro. R. Soc. B. 2015;282:20150374.

[19] Aune K, Ryhan JC, Russell R, Roife TJ, Corso B. Environmental persistence of Brucella abortus in the Greater Yellowstone Area. J Wildl Manage. 2012;76(Cotton 1919):253-61.

[20] Beaulvais W, Musallam I, Guitian J. Vaccination control programs for multiple livestock host species: an age-stratified, seasonal transmission model for brucellosis control in endemic settings. Parasites & Vectors. 2016;9:55.

[21] Gao, Porco T, Ruan S. Coinfection dynamics of two diseases in a single host population. J. Math. Anal. Appl. 2016;442:177-188.

[22] Pontryagin LS, Boltyanskii VG, Gamkrelidze RV, Mishchenko EF. The mathematical theory of optimal processes. Wiley, New York; 1962.

[23] Fleming WH, Rishel RW. Deterministic and stochastic optimal control. Springer Verlag, New York; 1975.

[24] Lenhart S, Workman JT. Optimal control applied to biological models. Chapman and Hall/CRC, London; 2007.

[25] Krener AJ. The high order maximum principle and its application to singular extremals. SIAM Journal on Control and Optimization. 1997;15:256-293.

© 2021 Lolika et al.; This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution and reproduction in any medium, provided the original work is properly cited.

Peer-review history:
The peer review history for this paper can be accessed here (Please copy paste the total link in your browser address bar)
http://www.sdiarticle4.com/review-history/73658