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Abstract

We present new soliton equations related to the A-type spin Calogero–Moser (CM) systems introduced by Gibbons and Hermsen. These equations are spin generalizations of the Benjamin–Ono (BO) equation and the recently introduced non-chiral intermediate long-wave (ncILW) equation. We obtain multi-soliton solutions of these spin generalizations of the BO equation and the ncILW equation via a spin-pole ansatz where the spin-pole dynamics is governed by the spin CM system in the rational and hyperbolic cases, respectively. We also propose physics applications of the new equations, and we introduce a spin generalization of the standard intermediate long-wave equation which interpolates between the matrix Korteweg-de Vries equation, the Heisenberg ferromagnet equation, and the spin BO equation.
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1 Introduction

In this paper, we introduce and solve a new exactly solvable nonlinear partial integro-differential equation which is a natural spin generalization of the Benjamin–Ono (BO) equation [1, 2] and which we therefore call the spin BO (sBO) equation. We present arguments that the sBO equation is not only interesting from a mathematical point of view but also for physics. We also introduce, discuss, and present results about a
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closely related spin generalization of the non-chiral intermediate long-wave (ncILW) equation recently introduced and studied by us in [3–5].

The sBO equation describes the time evolution of a square matrix-valued function $U = U(x, t)$ depending on position and time variables $x \in \mathbb{R}$ and $t \in \mathbb{R}$, respectively, and it is given by

$$\dot{U} + [U, U_x] + H U_{xx} + i[U, H U_x] = 0 \quad (1.1)$$

where $\dot{U}$ is short for $\frac{\partial}{\partial t} U$ etc., $H$ is the usual Hilbert transform (which, for functions $f$ of $x \in \mathbb{R}$ is given by

$$(Hf)(x) := \frac{1}{\pi} \text{pv} \int_{\mathbb{R}} \frac{1}{x' - x} f(x') \, dx' \quad (1.2)$$

where $\text{pv}$ is the principal value integral), $i := \sqrt{-1}$, and $[,]$ and $\{,\}$ denote the commutator and anti-commutator of square matrices, respectively. (The matrix dimension $d \times d$ is arbitrary, with $d = 1$ corresponding to the standard BO equation.) The sBO equation is interesting for several reasons: (i) It is exactly solvable (as elaborated in (iii) below), and it includes well-known soliton equations as limiting cases; in particular, the sBO equation (1.1) not only generalizes the BO equation but also the half-wave maps (HWM) equation [6–9]. (ii) It describes interesting physics beyond what has previously been described by exactly solvable equations; in particular, the sBO equation provides a hydrodynamic description of interacting particles with internal spin degrees of freedom, and it determines the evolution of the nonlinearly coupled charge- and spin-densities of this particle system. As will be explained in more detail, integrable systems of this kind are relevant for the quantum Hall effect in situations where the electron spin cannot be ignored, a topic which has received considerable interest in the physics literature in recent years; see e.g. [10–12]. (iii) The sBO equation has multi-soliton solutions constructed via a simple spin-pole ansatz where the time evolution of the spins and poles is determined by the spin generalization of the $A$-type Calogero–Moser (CM) system due to Gibbons and Hermsen [13], which we call the spin CM (sCM) system; see also [14]. (iv) It provides another example of a correspondence between Calogero–Moser–Sutherland type systems and soliton equations; in particular, it is known that the BO equation and the ncILW equation are naturally related to A-type Calogero–Moser–Sutherland systems in several different ways [3], and while (1.1) is a spin generalization of the BO equation, we also present a spin generalization of the ncILW equation and thus propose a correspondence between soliton equations and sCM systems in all four cases: rational (I), trigonometric (II), hyperbolic (III), and elliptic (IV) (see, e.g., [15] for basic facts about CM systems). We substantiate this proposal in cases I–III; case IV is technically more demanding and thus left for future work. (v) Our results suggest that this equation is exactly solvable in the same strong sense as the BO and HWM equations, and this opens up possibilities for several future research projects.
In the following, we explain the above points (i)–(v) in more detail; we emphasize that these points are complementary and, depending on the interests of the reader, some of them can be ignored without loss of continuity.

(i) Special cases

The BO equation is an exactly solvable nonlinear partial integro-differential equation that describes one-dimensional internal waves in deep water; see [16] and references therein for recent mathematical results and further background. In particular, physically relevant \( N \)-soliton solutions of the BO equation can be obtained by a simple pole ansatz where the dynamics of the poles is governed by an \( A_{N-1} \) CM system [17]. Thus, the BO equation on the real line is related to the rational CM system, while the BO equation with periodic boundary conditions is related to the trigonometric CM system.

The HWM equation is a nonlinear partial integro-differential equation that describes a spin density, represented by an \( S^2 \)-valued function, propagating in one dimension. As two of us found recently in collaboration with Klabbers [18], the HWM equation is similar to the BO equation in that it has \( N \)-soliton solutions obtained via a spin-pole ansatz where the dynamics of the poles and of the spin degrees of freedom are determined by the \( A_{N-1} \) sCM system and where, again, the real-line and periodic problems for the HWM equation correspond to the rational and trigonometric cases of this sCM system, respectively; see also [19]. It is known that the BO equation is related to a hydrodynamic description of the \( A_{N-1} \) CM system [20] and that the HWM equation can be derived as a continuum limit of a spin chain which corresponds to a limiting case of the \( A_{N-1} \) sCM system [6]. This suggested to us that there should exist a more general soliton equation which includes the BO and HMW equations as limiting cases. As shown in the next two paragraphs, the sBO equation (1.1) is such an equation. We found the sBO equation by generalizing the logic in [20] to the sCM system, making use of a known Bäcklund transformation of \( A \)-type sCM systems [21]; see also [22].

The BO equation is given by

\[
\frac{u_t}{2} + 2uu_x + Hu_{xx} = 0 \tag{1.3}
\]

for an \( \mathbb{R} \)-valued function \( u = u(x, t) \). We make the ansatz \( U(x, t) = u(x, t)P \) with \( P \) a nonzero Hermitian matrix satisfying \( P^2 = P \); then the sBO equation (1.1) is satisfied if and only if \( u(x, t) \) satisfies the BO equation (1.3). It is also interesting to note that by restricting \( U \) to diagonal matrices, the sBO equation is reduced to \( d \) decoupled BO equations: \( U = \text{diag}(u_1, \ldots, u_d) \) satisfies (1.1) if and only if \( u_\mu = u_\mu(x, t) \) solves the BO equation (1.3) for \( \mu = 1, \ldots, d \).

The HWM equation describes the time evolution of an \( \mathbb{R}^3 \)-valued function \( m = (m^1, m^2, m^3) = m(x, t) \) satisfying the constraint \( m^2 := (m^1)^2 + (m^2)^2 + (m^3)^2 = 1 \) as follows,

\[
m_r = m \wedge Hm_x \tag{1.4}
\]

where \( m \wedge n := (m^2n^3 - m^3n^2, m^3n^1 - m^1n^3, m^1n^2 - m^2n^1) \) is the usual wedge product. By scaling \( U(x, t) \to \lambda U(x, 2\lambda t) \) and changing variables \( 2\lambda t \to t \) with \( \lambda > 0 \) a scaling parameter, the sBO equation (1.1) becomes
\[ U_t + \frac{1}{2} \{ U, U_x \} + \frac{1}{2\lambda} H U_{xx} + \frac{i}{2} [ U, H U_x ] = 0. \] (1.5)

This reduces to a generalization of the HWM equation in the limit \( \lambda \to \infty \) if we impose the constraint \( U^2 = I \), where \( I \) denotes the identity matrix. Indeed, \( U^2 = I \) implies \( \{ U, U_x \} = 0 \), and by specializing \( U \) to 2x2 traceless Hermitian matrices using the parametrization

\[ U = m \cdot \sigma = \begin{pmatrix} m_3 & m_1 - im_2 \\ m_1 + im_2 & -m_3 \end{pmatrix} \] (1.6)

with \( \sigma = (\sigma_1, \sigma_2, \sigma_3) \) the Pauli matrices, (1.4) is obtained from (1.5) in the limit \( \lambda \to \infty \), while \( U^2 = I \) is equivalent to \( m^2 = 1 \). We note that, while this reduction of the sBO equation to the HWM equation is mathematically simple, there is another reduction explained in (ii) below which is more interesting from a physics point of view.

(ii) Physics applications

While hydrodynamics was initially developed to describe the propagation of fluids, recent developments in physics have established that hydrodynamic equations can provide a powerful tool to compute transport properties of strongly correlated electron systems like the cuprates or graphene; see e.g. [23–25]. Moreover, there exists a variety of topological such systems where the physical behavior is independent of model details and, in such a situation, one can expect a successful description by integrable hydrodynamic equations (well-known arguments to explain this relation between universality and integrability in the context of soliton equations were given by Calogero [26]); as an example, we mention the use of the BO equation to describe nonlinear waves at the boundary of fractional quantum Hall effect systems [27, 28].

Real electrons have spin and, for this reason, standard hydrodynamic equations describing the time evolution of a scalar density can only account for situations where the electron spin can be ignored. While this is the case for many conventional fractional quantum Hall effect systems, there also exist interesting such systems where the electron spin is important [10–12]. For such a system, one is interested in a hydrodynamic description by a soliton equation describing the time evolution of a fluid of particles carrying spin. The sBO equation (1.1), in the simplest non-trivial case when \( U \) is a Hermitian 2x2 matrix, is a natural candidate for such an equation: as shown below, the sBO equation in this case can be written as a coupled system describing the time evolution of a charge- and a spin-density. Thus, we believe that it would be interesting to investigate if (a quantum version of) the sBO equation can be used to describe phenomena observed in quantum Hall effect systems where spin cannot be ignored, in generalization of results in [27, 28]. We recently proposed that the ncILW equation is relevant for parity invariant fractional Hall effect systems [3], and this suggests to us that its spin generalization presented in this paper (see (1.13)) will find applications in the context of the quantum spin Hall effect [12].

As another possible application of the sBO equation in physics, we mention the relation of the BO equation to conformal field theory of spin-less fermions [29]. While
spin-less fermions\textsuperscript{1} are among the simplest examples of a conformal field theory, there are conformal field theories that are natural spin generalizations of these models known as Wess–Zumino–Witten models \cite{30} which can take electron spin (and more complicated internal degrees of freedom) into account. We expect that, in a similar way as the BO equation is related to spin-less fermions \cite{29}, the sBO equation can be related to Wess–Zumino–Witten models. It would be interesting to substantiate this expectation.

We now rewrite the sBO equation in the case where $U$ is a Hermitian $2 \times 2$ matrix as a coupled system describing the time evolution of a charge density $u$ and a spin density $m$. For that, we parametrize $U$ as follows,

$$U = \frac{u}{2} (I + m \cdot \sigma) = \frac{u}{2} \begin{pmatrix} 1 + m^3 & m^1 - im^2 \\ m^1 + im^2 & 1 - m^3 \end{pmatrix} \tag{1.7}$$

where $u = u(x,t)$ and $m = (m^1, m^2, m^3) = m(x,t)$ are $\mathbb{R}$- and $\mathbb{R}^3$-valued functions, respectively. With this parametrization, we find after some computations that (1.1) is equivalent to

$$u_t + (1 + m^2)uu_x + m \cdot m_x u^2 + Hu_{xx} = 0,$$

$$m_t + u_x m(1 - m^2) + u[m_x - m(m \cdot m_x)] + \frac{1}{u} [H(um)_{xx} - mHu_{xx}]$$

$$-m \wedge H(um)_x = 0. \tag{1.8}$$

This system combines and generalizes the physics of the BO equation and of the HWM equation in a non-trivial way, preserving the exact solvability. Indeed, setting $m(x,t) = m_0$ (constant) such that $m_0^2 = 1$, the first equation in (1.8) becomes the BO equation (1.3), while the second equation is trivially fulfilled. On the other hand, setting $u(x,t) = u_0$ (constant) and transforming $m(x,t) \rightarrow m(x - u_0 t, u_0 t)$, the first equation in (1.8) is satisfied if we impose the condition $m^2 = 1$ and, with that, the second equations becomes the HWM equation (1.4) in the limit $u_0 \rightarrow \infty$. This suggests that (1.8) can be well approximated by the BO equation if the variation of the spin density in space and time can be ignored, while the HWM equation is a good approximation to (1.8) (on an appropriate time scale) if the charge density is large and only deviates slightly from a constant background $u_0$.

**Multi-soliton solutions** Following Ref. \cite{13}, we use the Dirac bra-ket notation \cite{31} and denote by $|e\rangle$ and $\langle f|$ vectors in some $d$-dimensional complex vector space $\mathcal{V}$ and its dual $\mathcal{V}^*$, respectively; in particular, $|e\rangle\langle f|$ represents a $d \times d$ matrix with complex entries, and $|e\rangle\langle f|^{\dagger} = |f\rangle\langle e|$ is the Hermitian conjugate of this matrix. Moreover, $\ast$ is complex conjugation. (Readers not familiar with this notation can identify $|e\rangle \in \mathcal{V}$ with $(e_{\mu})_{\mu=1}^d \in \mathbb{C}^d$, $\langle f|$ $\in \mathcal{V}^*$ with $(f_{\mu}^*)_{\mu=1}^d \in \mathbb{C}^d$, $(f|e)$ with the scalar product $\sum_{\mu=1}^d f_{\mu}^* e_{\mu}$, and $|e\rangle\langle f|$ with the matrix $(e_{\mu} f_{\nu}^*)_{\mu,\nu=1}^d$.)

\textsuperscript{1} To be more precise: spin-less chiral fermions in $1 + 1$ spacetime dimensions.
We show in Sect. 3 that, for arbitrary integer $N \geq 1$ and $x \in \mathbb{R}$,

\[
U(x, t) = i \sum_{j=1}^{N} |e_j(t)\rangle\langle f_j(t)| \frac{1}{x - a_j(t)} - i \sum_{j=1}^{N} |f_j(t)\rangle\langle e_j(t)| \frac{1}{x - a_j(t)^*} \tag{1.9}
\]

is a solution of the sBO equation (1.1) provided that the variables $a_j = a_j(t) \in \mathbb{C}$, $|e_j\rangle = |e_j(t)\rangle \in \mathcal{V}$ and $\langle f_j| = \langle f_j(t)| \in \mathcal{V}^*$ satisfy the following time evolution equations,\footnote{$\sum_{k \neq j}^{N}$ is short for $\sum_{k=1, k \neq j}^{N}$}.

\[
\begin{align*}
\frac{d^2}{dt^2} a_j &= 8 \sum_{k \neq j}^{N} \frac{\langle f_j| e_k\rangle \langle f_k| e_j\rangle}{(a_j - a_k)^3}, \\
\frac{d}{dt} |e_j\rangle &= 2i \sum_{k \neq j}^{N} \frac{|e_k\rangle \langle f_k| e_j\rangle}{(a_j - a_k)^2}, \\
\frac{d}{dt} \langle f_j| &= -2i \sum_{k \neq j}^{N} \frac{\langle f_j| e_k\rangle \langle f_k|}{(a_j - a_k)^2}
\end{align*}
\tag{1.10}
\]

for $j = 1, \ldots, N$, with initial conditions that satisfy certain constraints; see Theorem 3.1 for a precise formulation. Moreover, we show that initial conditions satisfying the pertinent constraints can be constructed by solving a linear algebra problem involving a $Nd \times Nd$ Hermitian matrix and that the solution (1.9) depends on $Nd$ complex parameters; see Sect. 3.1.3 for details.

It is important to note that, up to a rescaling of time, the time evolution equations (1.10) and one of the above-mentioned constraints on the initial conditions (given in (3.3)) defines the sCM model discovered by Gibbons and Hermsen [13], and another constraint (given in (3.4)) is a known Bäcklund transformation of the sCM model [21]. Moreover, for $d = 1$, the solution above reduces to the $N$-soliton solution of the BO equation found in [17] that relates the BO equation to the rational $A_{N-1}$ CM model. Thus, in the same sense as the sCM model is a natural generalization of the simplest non-trivial CM model, the sBO equation is a natural generalization of the BO equation.

As shown by Gibbons and Hermsen in their original paper [13, Section 6], the sCM model describes the time evolution of poles and spins of rational solutions of the Boomeron equation, which is a soliton equation introduced and studied in [32]. One might wonder if there is a relation between this fact and our work. We cannot exclude this possibility: It is conceivable to us that it is possible to derive the Boomeron equation as a local limit $\delta \to \infty$ of the snILW equation (1.13) or the sILW equation (1.21) introduced below and, in this way, there could be an indirect relation. However, even if this is the case, we expect that it would be challenging to make this relation precise. Indeed, while the Boomeron equation is similar to (1.8) in that it is a system describing the time evolution of a vector coupled to a scalar, it is different in other
important ways; in particular, (1.8) is rotation invariant (and this is also the case for the certain local limits of these equations that we derive, see Sect. 5.2 for details), while the Boomeron equation is not.

(iv) Spin generalization of ncILW equation and soliton-CM correspondence For $\delta > 0$, we define the following integral operators acting on functions $f$ of $x \in \mathbb{R}$,

$$(T f)(x) = \frac{1}{2\delta} \int_{\mathbb{R}} \coth \left( \frac{\pi}{2\delta} (x' - x) \right) f(x') \, dx',$$

$$(\tilde{T} f)(x) = \frac{1}{2\delta} \int_{\mathbb{R}} \tanh \left( \frac{\pi}{2\delta} (x' - x) \right) f(x') \, dx'.$$

The ncILW equation was introduced in [3] as a non-chiral version of the ILW equation and is given for two scalar-valued functions $u(x, t)$ and $v(x, t)$ by

$$u_t + 2uu_x + Tu_{xx} + \tilde{T}v_{xx} = 0,$$

$$v_t - 2vv_x - Tv_{xx} - \tilde{T}u_{xx} = 0.$$  (1.12)

Here, we introduce the following spin generalization of the ncILW equation given for two square matrix-valued functions $U = U(x, t)$ and $V = V(x, t)$ by

$$U_t + [U, U_x] + TU_{xx} + \tilde{T}V_{xx} + i[U, TU_x] + i[U, \tilde{T}V_x] = 0,$$

$$V_t - [V, V_x] - TV_{xx} - \tilde{T}U_{xx} + i[V, TV_x] + i[V, \tilde{T}U_x] = 0.$$  (1.13)

(Again, the matrix size $d \times d$ of $U$ and $V$ is arbitrary; $d = 1$ corresponds to the ncILW equation (1.12).) We refer to (1.13) as the spin ncILW (sncILW) equation. Our main result on the sncILW equation is a construction of $N$-soliton solutions obtained via a spin-pole ansatz where the dynamics of the spins and poles are determined by the $A_{N-1}$ sCM model in the hyperbolic case (III), in natural generalization of a known result about the ncILW equation [3]; see Theorem 4.1.

Note that $\lim_{\delta \to +\infty} \tilde{T} = 0$ [3] and thus, clearly, the two equations in (1.13) decouple in the limit $\delta \to \infty$. Moreover, since the limit $\delta \to \infty$ of $T$ coincides with the Hilbert transform $H$ given in (1.2) [33] (see also [3]), the first of these decoupled equations is identical to the sBO equation (1.1), and the second equation is obtained from the sBO equation (1.1) by the parity transformation $U(x, t) \to V(x, t) = U(-x, t)$. Since the sBO equation and the one obtained from it by this parity transformation are different, the sBO equation (1.1) is chiral, and we therefore regard (1.13) as a nonchiral generalization of the sBO equation where the two chiral degrees of freedom, $U$ and $V$, are coupled by the operator $\tilde{T}$.

We also introduce periodic versions of the sBO and sncILW equations: The former is given by (1.1) for an $L$-periodic, square matrix-valued function $U$, $U(x + L, t) = U(x, t)$ with $L > 0$ a fixed parameter, and the Hilbert transform

$$(Hf)(x) := \frac{1}{L} \int_{-L/2}^{L/2} \cot \left( \frac{\pi}{L} (x' - x) \right) f(x') \, dx';$$  (1.14)
the latter is given by (1.13) for $L$-periodic, square matrix-valued functions $U$ and $V$ and the integral operators

\[
(Tf)(x) = \frac{1}{\pi} \int_{-L/2}^{L/2} \zeta_1(x' - x) f(x') \, dx',
\]

\[
(\tilde{T}f)(x) = \frac{1}{\pi} \int_{-L/2}^{L/2} \zeta_1(x' - x + i\delta) f(x') \, dx',
\]

where

\[
\zeta_1(z) := \zeta(z) - \frac{\eta_1}{\omega_1} z
\]

with $\zeta(z)$ the Weierstrass $\zeta$-function with half-periods $(\omega_1, \omega_2) = (L/2, i\delta)$ and $\eta_1 = \zeta(\omega_1) [34]$. Similarly as in the real-line case, the periodic sBO equation is chiral, and the periodic sncILW equation reduces to two decoupled periodic sBO equations of opposite chirality in the limit $\delta \to \infty$. (Details can be found in [3].)

To explain the relation between the soliton equations discussed above and CM systems, we recall that each CM system comes in four versions which can be distinguished by the special function

\[
\alpha(z) := \begin{cases} 
1/z & \text{(I: rational case)} \\
(\pi/L) \cot(\pi z/L) & \text{(II: trigonometric case)} \quad (z \in \mathbb{C}) \\
(\pi/2\delta) \coth(\pi z/2\delta) & \text{(III: hyperbolic case)} 
\end{cases}
\]

with $L > 0$ and $\delta > 0$ fixed parameters; the fourth version corresponds to

\[
\alpha(z) := \zeta_1(z) \quad \text{(IV: elliptic case),}
\]

but we do not include it in (1.17) since it is more complicated and, for this reason, our results in this paper are restricted to cases I–III. This function $\alpha(z)$ is important since, for example, it determines the corresponding CM interaction potential as $V(z) = -\alpha'(z)$ [15]. Moreover, using these special functions, one can define integral operators

\[
(Tf)(x) := \frac{1}{\pi} \int \alpha(x' - x) f(x') \, dx' \quad \text{(cases I–IV),}
\]

\[
(\tilde{T}f)(x) := \frac{1}{\pi} \int \alpha(x' - x + i\delta) f(x') \, dx' \quad \text{(cases III and IV),}
\]

where the integrations are over $\mathbb{R}$ in cases I and III and over $[-L/2, L/2]$ in cases II and IV. We note that, in cases I and II, $T$ is identical to the Hilbert transform $H$ in (1.2) and (1.14), respectively, suggesting that the real-line and periodic versions of the sBO equation are related to the $A$-type sCM system in the rational and trigonometric cases, respectively. Similarly, in cases III and IV, the operators $T$ and $\tilde{T}$ in (1.19) are identical to the operators in (1.11) and (1.15), suggesting that the real-line and periodic versions
of the sncILW equation are related to the A-type sCM system in the hyperbolic and elliptic cases, respectively. The $N$-soliton solutions of these equations obtained in this paper confirm these expectations in cases I–III, and we conjecture that this result can be generalized to case IV. Thus, the equations proposed in the present paper extend the relation between soliton equations and CM systems proposed in [3] to the spin setting.

As shown by two of us in collaboration with Klabbers [35], there exists a non-chiral variant of an intermediate generalization of the Heisenberg ferromagnetic equation which generalizes the HWM equation and which has soliton solutions given by a spin-pole ansatz governed by the hyperbolic sCM model, in generalization of a result in [18] for the HWM equation mentioned above; this non-chiral intermediate Heisenberg ferromagnetic equation is given by

$$
\begin{align*}
  m_t &= +m \wedge T m_x - m \wedge \tilde{T} n_x, \\
  n_t &= -n \wedge T n_x + n \wedge \tilde{T} m_x,
\end{align*}
$$

(1.20)

for two $\mathbb{R}^3$-valued functions $m = m(x, t)$ and $n = n(x, t)$ satisfying $m^2 = n^2 = 1$ [35], and we checked that it is obtained from the sncILW equation (1.13) in a similar way as the HWM equation is obtained from the sBO equation (1.1) (as explained in the paragraph containing (1.5)), after changing the sign of $V$ (the latter is merely a convention).

Our results in the present paper, together with results in the literature on the standard (chiral) ILW equation [33] and on the non-chiral intermediate Heisenberg ferromagnet equation [35], suggest that the following is also an integrable generalization of the sBO equation,

$$
U_t + \{U, U_x\} + \frac{1}{\delta} U_x + T U_{xx} + i[U, T U_x] = 0 .
$$

(1.21)

(We added the term $U_x/\delta$ for convenience; note that this term can be removed by a Galilean transformation $x \to x - t/\delta$.) We refer to (1.21) as the spin ILW (sILW) equation. Note that, in the limit $\delta \to \infty$, it reduces to the sBO equation (1.1). We show that, in generalization of the well-known fact that the standard ILW equation reduces to the Korteweg-de Vries (KdV) equation in a limit $\delta \downarrow 0$ (see e.g. [36]), (1.21) reduces to the following matrix generalization of the KdV equation in a certain $\delta \downarrow 0$ limit,

$$
U_t + \{U, U_x\} + U_{xxx} = 0
$$

(1.22)

(see Sect. 5.2). This so-called matrix KdV equation was introduced by Lax [37], and its multi-soliton solutions were constructed in [38]. Moreover, the sILW equation allows for another limit $\delta \downarrow 0$ leading to the following generalization of the Heisenberg ferromagnet (HF) equation

$$
U_t + i[U, U_{xx}] = 0
$$

(1.23)
with the constraint $U^2 = I$, where $I$ denotes the identity matrix (see Sect. 5.2 for details); note that (1.23) reduces to the standard HF equation if $U$ is restricted to lie in the class of $2 \times 2$ Hermitian traceless matrices. Thus, the sILW equation is an interpolation between the matrix KdV equation, the HF equation, and the sBO equation.

We call the equations introduced in the present paper the spin (rather than the matrix) BO and (nc)ILW equations since, in contrast to the matrix KdV equation (1.22), they incorporate the nonlinear physics of charge- and spin-densities in a single equation; as discussed above, this property is lost in the local limit $\delta \to \infty$ (since, depending on the scaling, either the Heisenberg-term $i[U, U_{xx}]$ or the KdV-terms $\{U, U\}_x + U_{xxx}$ disappear in that limit).

(v) Summary and open problems
In this paper, we introduce a family of equations containing well-known soliton equations as special and limiting cases. This family of equations consists of the sBO equation (1.1), the sncILW equation (1.13), and the sILW equation (1.21) for different matrix sizes $d \in \mathbb{Z}_{\geq 2}$; for $d = 1$, these equations reduce to the known BO, ncILW, and ILW equations, respectively. We show that the sBO and sncILW equations are exactly solvable and, by that, establish a relation to sCM models. While we do not give any result about the sILW equation for $0 < \delta < \infty$, we believe that the arguments we present about this equation strongly suggest that it is integrable. Obviously, it would be interesting to generalize other known results about the special case $d = 1$ (e.g., Hirota bilinear forms, Lax pairs, Bäcklund transformations, and inverse scattering transforms) to $d > 1$.

For the ncILW equation, we were able to generalize the multi-soliton solutions in the real-line case to the periodic case in [3]. However, for the sncILW equation (1.13), we have not yet been able to establish such a result. We found that the construction of soliton solutions of the sncILW equation in the periodic case is more challenging for $d > 1$ than for $d = 1$ for the following reasons: First, the generalization of Proposition 2.1 to the elliptic case (IV) is more difficult (for $d = 1$, this generalization is known), and second, the commutator terms in (1.13) lead to severe complications. We thus believe that the construction of soliton solutions of the periodic sncILW equation is an interesting problem requiring new ideas.

We were inspired to search for the soliton equations presented in this paper by heuristic arguments suggested to us by the known relation between the quantum version of the BO equation and the Calogero–Sutherland model [29], together with a generalization of this relation to the corresponding elliptic Calogero–Sutherland model that lead us to the ncILW equation [3]. It would be interesting to promote these heuristic arguments to precise results by constructing a second quantization of the quantum versions of the trigonometric sCM models, in generalization of results in [39]. We believe that this can open a way toward finding a precise relation between the sBO equation and Wess–Zumino–Witten models.

As already discussed in (ii) above, there are several systems in the real world motivating the development of hydrodynamic descriptions of identical particles with spin; however, hydrodynamics for coupled charge- and spin-densities is not a fully developed subject. As one specific example, we mention recent work deriving such

---

3 This is the quantum version of the trigonometric $A$-type CM model.
hydrodynamic equations using the known hydrodynamic description of the standard CM model as a guide [40]; see also Xing’s PhD thesis [41] aiming in this direction. We hope that the present paper opens up a way to push these results further toward a hydrodynamic description of the sCM model which can serve as a prototype of spinful hydrodynamics.

**Plan of paper** We state and prove the Bäcklund transformations for the sCM model in the rational, trigonometric and hyperbolic cases in Sect. 2. In Sects. 3 and 4, we state and prove our multi-soliton solutions of the sBO and sncILW equation, respectively; we note that while the results in Sect. 3 on the sBO equation are for the real-line and periodic cases, the results in Sect. 4 on the sncILW equation only apply to the real-line case. Section 5 contains the Hamiltonian formulations of the sBO and sncILW equations (Sect. 5.1), details on the local limit $\delta \to \infty$ of the sILW equation (Sect. 5.2), and the spin generalization of the bidirectional BO equation that led us to the results in the present paper (Sect. 5.3). We also include three appendices with functional identities that we need (Appendix A), and the non-Hermitian solutions of the sBO equation (Appendix B) and the sncILW equation (Appendix C), respectively.

## 2 Spin Calogero–Moser systems

In this section, we collect results about the $A$-type sCM systems due to Gibbons and Hermsen [13] that we need. In particular, we define the $A$-type sCM systems in Sect. 2.1, and, following [21], we state and prove a Bäcklund transformation for these systems in Sects. 2.2 and 2.3. For simplicity, we restrict our discussion to cases I–III; we expect a similar result for the elliptic case IV, but this case is more complicated and thus left to future work.

We believe that the results in this section are of interest in their own right: to our knowledge, the proof of the relevant Bäcklund transformation (see (2.8)) in the literature has previously been restricted to the rational case (I) and $M = N$ [21]. We mention in passing that, while the original paper [13] introduced and solved the sCM model only in the rational case, the integrability of the sCM model in all cases I–IV was proved in [42], and the explicit solution of the sCM model in the elliptic case (IV) can be found in [43].

### 2.1 Definition

Let $N \in \mathbb{Z}_{\geq 1}$ be arbitrary and let

$$V(z) := \begin{cases} 1/z^2 & \text{(I: rational case)} \\ (\pi/L)^2/\sin^2(\pi z/L) & \text{(II: trigonometric case)} \\ (\pi/2\delta)^2/\sinh^2(\pi z/2\delta) & \text{(III: hyperbolic case).} \end{cases} \quad (2.1)$$

For each case I–III, the corresponding $A_{N-1}$ sCM system is a dynamical system of $N$ particles moving in the complex plane and with internal degrees of freedom described by a $d$-dimensional vector space $\mathcal{V}$ and its dual $\mathcal{V}^*$, with $d \in \mathbb{Z}_{\geq 1}$ arbitrary. Denoting...
the position of the \( j \)th particle at time \( t \in \mathbb{R} \) by \( a_j = a_j(t) \in \mathbb{C} \) and its internal degrees of freedom by vectors \(|e_j\rangle = |e_j(t)\rangle \in \mathcal{V}\) and \(\langle f_j| = \langle f_j(t)\rangle \in \mathcal{V}^*\), this system can be defined by the time evolution equations

\[
\ddot{a}_j = -4 \sum_{k \neq j} \langle f_j| e_k \rangle \langle f_k| e_j \rangle V'(a_j - a_k) \quad (j = 1, \ldots, N)
\]  

(2.2)

and

\[
|\dot{e}_j\rangle = 2i \sum_{k \neq j} |e_k\rangle \langle f_k| e_j \rangle V(a_j - a_k),
\]

\[
\langle \dot{f}_j| = -2i \sum_{k \neq j} \langle f_j| e_k \rangle \langle f_k| V(a_j - a_k)
\]

(2.3)

(the dot indicates differentiation with respect to \( t \) and the prime indicates differentiation with respect to the argument of the respective function), together with the following constraints,

\[
\langle f_j| e_j \rangle = 1 \quad (j = 1, \ldots, N).
\]  

(2.4)

(Our notation is explained in the paragraph above (1.9)).

### 2.2 Bäcklund transformations

We consider the sCM system (2.2)–(2.4), together with another such system involving \( M \in \mathbb{Z}_{\geq 0} \) particles located at the positions \( b_j = b_j(t) \in \mathbb{C} \), \( j = 1, \ldots, M \), together with spin degrees of freedom \(|g_j\rangle = |g_j(t)\rangle \in \mathcal{V}\) and \(\langle h_j| = \langle h_j(t)\rangle \in \mathcal{V}^*\). (Note that the vector spaces \(\mathcal{V}\) and \(\mathcal{V}^*\) are the same as for the first system; while \( M = N \) is an important special case, also the cases \( M \neq N \) and, in particular, \( M = 0 \) are interesting.)

More specifically, the second system is given by the time evolution equations

\[
\ddot{b}_j = -4 \sum_{k \neq j} \langle h_j| g_k \rangle \langle h_k| g_j \rangle V'(b_j - b_k) \quad (j = 1, \ldots, M)
\]  

(2.5)

and

\[
|\dot{g}_j\rangle = 2i \sum_{k \neq j} |g_k\rangle \langle h_k| g_j \rangle V(b_j - b_k),
\]

\[
\langle \dot{h}_j| = -2i \sum_{k \neq j} \langle h_j| g_k \rangle \langle h_k| V(b_j - b_k)
\]

(2.6)
and the constraints
\[ \langle h_j | g_j \rangle = 1 \quad (j = 1, \ldots, M). \] (2.7)

As shown in [21] in a special case, two such sCM systems (2.2)–(2.4) and (2.5)–(2.7) are connected by a Bäcklund transformation as follows,

\[ \dot{a}_j = 2i \sum_{k \neq j}^N \langle f_j | e_k \rangle \langle f_k | \alpha(a_j - a_k) \rangle - 2i \sum_{k=1}^M \langle f_j | g_k \rangle \langle h_k | \alpha(a_j - b_k) \rangle \quad (j = 1, \ldots, N), \] (2.8a)

\[ \dot{b}_j = -2i \sum_{k \neq j}^M \langle g_k | h_k \rangle \alpha(b_j - b_k) + 2i \sum_{k=1}^N \langle e_k | f_k \rangle \alpha(b_j - a_k) \quad (j = 1, \ldots, M), \] (2.8b)

with the function \( \alpha(z) \) given by (1.17). The precise statement is given below.

**Proposition 2.1** (Bäcklund transformation for sCM system) *In each case I–III, the first-order equations (2.3), (2.6) and (2.8), together with the constraints (2.4) and (2.7), imply the second-order equations (2.2) and (2.5).*

A self-contained proof of Proposition 2.1 can be found in Sect. 2.3.

**Remark 2.1** As already mentioned, the special case \( M = N \) in the rational case (I) was stated and proved in [21]. More specifically, in this special case, the equations (2.8a) and (2.8b) reduce to the second and first equations in [21, Eq. (17)], respectively, using the transformation \( t \to -2t \) and the identifications

\[ (a_j, \dot{a}_j, |e_j\rangle, \langle f_j |, b_j, \dot{b}_j, |g_j\rangle, \langle h_j |) \to (x_j^+, p_j^+, |e_j^\dagger\rangle, \langle f_j^\dagger |, x_j, p_j, |e_j\rangle, \langle f_j |) \quad (j = 1, \ldots, N). \] (2.9)

It is interesting to note that Proposition 2.1 has the following consistent reduction when \( N = M \),

\[ b_j = a_j^*, \quad |g_j\rangle = \langle f_j |^\dagger = |f_j\rangle, \quad \langle h_j | = |e_j\rangle^\dagger = \langle e_j | \quad (j = 1, \ldots, N) \] (2.10)

where \( * \) and \( \dagger \) indicate complex and Hermitian conjugation, respectively. Indeed, by imposing these conditions, (2.5)–(2.7) and (2.8b) become the Hermitian conjugate of (2.2)–(2.4) and (2.8a), respectively, and Proposition 2.1 simplifies as follows.

**Corollary 2.1** *In each case I–III, the first-order equations (2.3) and*

\[ \dot{a}_j \langle f_j | = 2i \sum_{k \neq j}^N \langle f_j | e_k \rangle \langle f_k | \alpha(a_j - a_k) \rangle - 2i \sum_{k=1}^N \langle f_j | f_k \rangle \langle e_k | \alpha(a_j - a_k^*) \rangle \quad (j = 1, \ldots, N), \] (2.11)

*together with the constraints (2.4), imply the second-order equations (2.2).*
We now derive another implication of Proposition 2.1; see Corollary 2.2. It is this corollary, rather than Proposition 2.1 itself, that we use in our constructions of soliton solutions of the sBO and sncILW equations. We state this result for the general case (2.8); the reduction to the special case (2.11) is obvious.

It is easy to see that the constraints (2.4) and (2.7) are preserved under the equations of motion (2.2) and (2.3) and (2.5)–(2.6), respectively. We claim that Proposition 2.1 implies that the Bäcklund transformations (2.8) are preserved under these equations of motion as well. To see this, let us take the scalar product of (2.8a) with $|e_j\rangle$ using (2.4) and take the scalar product of (2.8b) with $|h_j\rangle$ using (2.7). This gives

\begin{align}
\dot{a}_j &= +2i \sum_{k \neq j}^N \langle f_j | e_k \rangle \langle f_k | e_j \rangle \alpha (a_j - a_k) - 2i \sum_{k = 1}^M \langle f_j | g_k \rangle \langle h_k | e_j \rangle \alpha (a_j - b_k) \quad (j = 1, \ldots, N), \\
\dot{b}_j &= -2i \sum_{k \neq j}^M \langle h_j | g_k \rangle \langle h_k | g_j \rangle \alpha (b_j - b_k) + 2i \sum_{k = 1}^N \langle h_j | e_k \rangle \langle f_k | g_j \rangle \alpha (b_j - a_k) \quad (j = 1, \ldots, M).
\end{align}

(2.12a)

(2.12b)

By standard ODE arguments (see, e.g., [44, Corollary 3.2]), the first-order system (2.3), (2.6), (2.12a) and (2.12b) has a unique local solution $\{a_j(t), |e_j(t)\rangle, \langle f_j(t)\rangle\}_{j=1}^N$, $\{b_j(t), |g_j(t)\rangle, \langle h_j(t)\rangle\}_{j=1}^M$ for given initial conditions compatible with the constraints (2.4) and (2.7):

\begin{align}
a_j(0), \quad |e_j(0)\rangle, \quad \langle f_j(0)\rangle \quad (j = 1, \ldots, N) \\
b_j(0), \quad |g_j(0)\rangle, \quad \langle h_j(0)\rangle \quad (j = 1, \ldots, M),
\end{align}

(2.13)

and this solution persists as long as (i) no poles collide (i.e., all the $a_j(t)$ and $b_j(t)$ remain distinct) and (ii) none of the variables $a_j$, $|e_j\rangle$, $\langle f_j\rangle$, $b_j$, $|g_j\rangle$, $\langle h_j\rangle$ tend to infinity in finite time. We can also use (2.12a) and (2.12b) at time $t = 0$ to extend the initial conditions (2.13) (satisfying the constraints (2.4) and (2.7) at time $t = 0$) to initial conditions

\begin{align}
a_j(0), \quad \dot{a}_j(0), \quad |e_j(0)\rangle, \quad \langle f_j(0)\rangle \quad (j = 1, \ldots, N) \\
b_j(0), \quad \dot{b}_j(0), \quad |g_j(0)\rangle, \quad \langle h_j(0)\rangle \quad (j = 1, \ldots, M)
\end{align}

(2.14)

for the sCM time evolution equations (2.2) and (2.3) and (2.5)–(2.6) and, again,\footnote{The following is proved by rewriting these time evolution equations as a first-order system, including also the variables $v_j := \dot{a}_j$, $w_j := \dot{b}_j$, using the same standard ODE arguments as before.} these time evolution equations have a unique solution $\{a_j(t), |e_j(t)\rangle, \langle f_j(t)\rangle\}_{j=1}^N$, $\{b_j(t), |g_j(t)\rangle, \langle h_j(t)\rangle\}_{j=1}^M$, which persists as long as (i) no poles collide, (ii) none of the variables tend to infinity in finite time (in fact, explicit solutions of the sCM model are known, see e.g. [13, 43], and, from these solutions, one can see that (ii) holds true as long as (i) is satisfied). According to Proposition 2.1, these solutions must coincide. To summarize:

\begin{enumerate}
\item...
\end{enumerate}
Corollary 2.2 In each case I–III, if a solution of the sCM time evolution equations (2.2) and (2.3) and (2.5)–(2.6) with initial conditions (2.14) satisfies the constraints (2.4), (2.7) and (2.8) at time $t = 0$, then (2.4), (2.7) and (2.8) are satisfied as long as the solution exists.

2.3 Proof of Proposition 2.1

We note that, in the system of equations (2.2)–(2.8), the sets of variables \[ \{a_j, |e_j\rangle, \langle f_j|\}_{j=1}^N \] and \[ \{b^*_j, |h_j\rangle, \langle g_j|\}_{j=1}^M \] can be swapped by Hermitian conjugation.\(^5\) Due to this symmetry, it suffices to verify the claim for the first set of variables, i.e., it is enough to show that (2.2) follows from (2.3), (2.6), (2.8), subject to (2.4) and (2.7).

We introduce the shorthand notation
\[
(a_j, |e_j\rangle, \langle f_j|) = \begin{cases} (a_j, |e_j\rangle, \langle f_j|, +1) & (j = 1, \ldots, N) \\ (b_{j-N}, |g_{j-N}\rangle, \langle h_{j-N}|, -1) & (j = N + 1, \ldots, N') \\ \end{cases}, \quad N' := N + M, \tag{2.15}
\]
and
\[
P_j := |e_j\rangle\langle f_j|, \quad B_j := \sum_{k \neq j} \frac{1}{N} r_{j<k} P_k \alpha(a_j - a_k), \quad (j = 1, \ldots, N') \tag{2.16}
\]

to write (2.8) as
\[
\dot{a}_j |f_j| = 2 \langle f_j| B_j \quad (j = 1, \ldots, N),
\]
\[
\dot{a}_j |e_j\rangle = 2 B_j |e_j\rangle \quad (j = N + 1, \ldots, N'). \tag{2.17}
\]

Moreover, this notation allows us to write the two sets of equations (2.2)–(2.4) and (2.5)–(2.7) as one:
\[
\ddot{a}_j = -2 \sum_{k \neq j} (1 + r_j r_k) \langle f_j| e_k\rangle \langle f_k| e_j\rangle V'(a_j - a_k) \quad (j = 1, \ldots, N') \tag{2.18}
\]
and
\[
\dot{e}_j = \sum_{k \neq j} (1 + r_j r_k) |e_k\rangle \langle f_k| e_j\rangle V(a_j - a_k), \quad (j = 1, \ldots, N'), \tag{2.19}
\]
\[
\dot{f}_j = -\sum_{k \neq j} (1 + r_j r_k) \langle f_j| e_k\rangle \langle f_k| V(a_j - a_k),
\]
\(^5\) To see this, take the Hermitian conjugate of (2.5) and (2.6) and (2.8b), and write $b_k$ as $(b^*_k)^*$ in (2.8a).
together with
\[
\langle f_j | e_j \rangle = 1 \quad (j = 1, \ldots, N). \quad (2.20)
\]

By differentiating the first set of equations in (2.17) with respect to time, we obtain
\[
\ddot{a}_j \langle f_j | = \langle f_j | (2B_j - \dot{a}_j) + 2 \langle f_j | \dot{B}_j \quad (2.21)
\]
where, here and below in this section, \(j = 1, \ldots, N\). We compute, using (2.19) and
\[
|e_k\rangle \langle f_k| = P_k \text{ (note that } r_j = +1),
\]
\[
\langle \dot{f}_j | (2B_j - \dot{a}_j) = -i \sum_{k \neq j}^N (1 + r_k) \langle f_j | e_k \rangle \langle f_k | (2B_j - \dot{a}_j) V(a_j - a_k)
\]
\[
= -i \sum_{k \neq j}^N (1 + r_k) \langle f_j | (2P_k B_j - 2B_j P_k) V(a_j - a_k) \quad (2.22)
\]
\[
= -2i \sum_{k \neq j}^N (1 + r_k) \langle f_j | [P_k, B_j] V(a_j - a_k),
\]
inserting (2.17) in the second step. Moreover, the definition (2.16) of \(B_j\) and the relation
\[
\alpha'(z) = -V(z)
\]
imply
\[
2 \langle f_j | \dot{B}_j = 2i \sum_{k \neq j}^N r_k \langle f_j | \dot{P}_k \alpha(a_j - a_k) - 2i \sum_{k \neq j}^N r_k \langle f_j | P_k (\dot{a}_j - \dot{a}_k) V(a_j - a_k),
\quad (2.23)
\]
and by using (2.17) we compute
\[
\langle f_j | P_k (\dot{a}_j - \dot{a}_k) = \langle f_j | e_k \rangle \langle f_k | (\dot{a}_j - \dot{a}_k)
\]
\[
= \dot{a}_j \langle f_j | e_k \rangle \langle f_k | - \frac{1}{2} (1 + r_k) \langle f_j | e_k \rangle \dot{a}_k \langle f_k | - \frac{1}{2} (1 - r_k) \langle f_j | e_k \rangle \dot{a}_k \langle f_k |
\]
\[
= 2 \langle f_j | B_j P_k - (1 + r_k) \langle f_j | P_k B_k - (1 - r_k) \langle f_j | B_k P_k
\]
\[
= \langle f_j | [(P_k, B_j - B_k) + r_k [P_k, B_j - B_k] - (1 + r_k)] [P_k, B_j].
\quad (2.24)
\]
Inserting the results in (2.22)–(2.24) into (2.21) and using \(r_k^2 = 1\), we find that
\[
\langle \dot{f}_j | (2B_j - \dot{a}_j) \text{ is canceled by the part of } 2 \langle f_j | \dot{B}_j \text{ involving the term } -(1 + \)}
\[
\hat{\quad } \text{Springer}
\(r_k\langle f_j | [P_k, B_j] \rangle\) in (2.24), and we obtain

\[
\ddot{a}_j \langle f_j | = 2i \sum_{k \neq j} N \langle r_k \langle f_j | \dot{P}_k \alpha (a_j - a_k) \\
- 2i \sum_{k \neq j} \langle f_j | (r_k \langle P_k, B_j - B_k \rangle + [P_k, B_j - B_k]) V(a_j - a_k).
\]

To proceed, we use \(P_k = |e_k\rangle \langle f_k|\) and (2.19) to compute

\[
\dot{P}_k = |\dot{e}_k\rangle \langle f_k| + |e_k\rangle \langle \dot{f}_k|
\]

\[
= i \sum_{l \neq k}^N (1 + r_k r_l) (|e_l\rangle \langle f_l|e_k\rangle \langle f_k| - |e_k\rangle \langle f_k|e_l\rangle \langle f_l|) V(a_k - a_l)
\]

\[
= -i \sum_{l \neq k}^N (1 + r_k r_l) [P_k, P_l] V(a_k - a_l).
\]

For future use, it is convenient to rewrite (2.26) as

\[
\dot{P}_k = -i(1 + r_k)[P_k, P_j] V(a_j - a_k) - i \sum_{l \neq j, k}^N (1 + r_k r_l) [P_k, P_l] V(a_k - a_l),
\]

(2.27)

using \(r_j = 1\) and that \(V(z)\) is even in the first term. Next, by the definition of \(B_j\) (2.16), we have, for \(k = 1, \ldots, N\) with \(k \neq j\),

\[
(B_j - B_k) V(a_j - a_k) = i \left( \sum_{l \neq j}^N r_l P_l \alpha (a_j - a_l) - \sum_{l \neq k}^N r_l P_l \alpha (a_k - a_l) \right) V(a_j - a_k)
\]

\[
= i(r_k P_k + P_j \alpha (a_j - a_k) V(a_j - a_k)
\]

\[
+ i \sum_{l \neq j, k}^N r_l P_l V(a_j - a_k) (\alpha (a_j - a_l) - \alpha (a_k - a_l)),
\]

(2.28)
using $r_j = 1$ and that $\alpha(z)$ is odd to simplify $r_k P_k \alpha(a_j - a_k) - r_j P_j \alpha(a_k - a_j) = (r_k P_k + P_j) \alpha(a_j - a_k)$. By inserting (2.27) and (2.28) into (2.25) and simplifying, we obtain

$$\ddot{a}_j | f_j \rangle = 2 \sum_{k \neq j} \sum_{l \neq j, k} \left( (r_k + r_l) | f_j \rangle [P_k, P_l] \alpha(a_j - a_k) V(a_k - a_l) \right)$$

$$+ 2 \sum_{k \neq j} (| f_j \rangle [2P_k + r_k P_j] + (2 + r_k) [P_k, P_j]) \alpha(a_j - a_k) V(a_j - a_k)$$

$$+ 2 \sum_{k \neq j} \sum_{l \neq j, k} (| f_j \rangle (r_k r_l [P_k, P_l] + r_l [P_k, P_l]) \alpha(a_j - a_l) - \alpha(a_k - a_l)) V(a_j - a_k).$$

(2.29)

using $r_k^2 = 1$, $r_k [P_k, r_k P_k + P_j] = 2P_k^2 + r_k [P_k, P_j]$, $[P_k, r_k P_k + P_j] = [P_k, P_j]$, and

$$P_k^2 = |e_k \rangle \langle f_k| e_k \rangle \langle f_k| = |e_k \rangle \langle f_k| = P_k$$

(2.30)

by (2.20). Since $\langle f_j| P_j = \langle f_j| e_j \rangle \langle f_j| = \langle f_j|$ by (2.20), we can simplify further:

$$\langle f_j| (2P_k + r_k [P_k, P_j] + 2 + r_k) [P_k, P_j]) = 2(1 + r_k) \langle f_j| P_k P_j.$$

(2.31)

Moreover, since $V(z)$ is even,

$$2 \sum_{k \neq j} \sum_{l \neq j, k} (r_k + r_l) \langle f_j| [P_k, P_l] \alpha(a_j - a_k) V(a_k - a_l)$$

$$= \sum_{k \neq j} \sum_{l \neq j, k} (r_k + r_l) \langle f_j| [P_k, P_l] (\alpha(a_j - a_k) - \alpha(a_j - a_l)) V(a_k - a_l).$$

(2.32)

To proceed, we need the identities

$$\alpha(z) V(z) = -\frac{1}{2} V'(z)$$

(2.33)

and

$$\left( \alpha(a_j - a_l) - \alpha(a_k - a_l) \right) V(a_j - a_k) = -\left( \alpha(a_j - a_k) - \alpha(a_j - a_l) \right) V(a_k - a_l).$$

(2.34)

The first identity (2.33) can be obtained by differentiating (A.2) with respect to $z$, while the second identity (2.34) can be obtained by differentiating (A.4) with respect to $b$ and setting $a = a_j$, $b = a_k$, and $c = a_l$. Thus, inserting (2.31), (2.32) with (2.34),
and (2.33), (2.29) becomes

\[ \ddot{a}_j \langle f_j | = \sum_{k \neq j, l \neq j, k}^N (r_k - r_l) \langle f_j | [P_k, P_l] (\alpha(a_j - a_k) - \alpha(a_j - a_l)) \rangle V(a_k - a_l) \]

\[ - 2 \sum_{k \neq j}^N (1 + r_k) \langle f_j | P_k P_j V'(a_j - a_k) \rangle \]

\[ - 2 \sum_{k \neq j}^N \sum_{l \neq j, k}^N r_k r_l \langle f_j | [P_k, P_l] (\alpha(a_j - a_k) - \alpha(a_j - a_l)) \rangle V(a_k - a_l). \]  

(2.35)

Since \( V(z) \) is even, the double sums in the first and third lines in (2.35) both vanish by symmetry, and using that \((1 + r_k) = 2 \text{ for } k = 1, \ldots, N \) and 0 otherwise, we get

\[ \ddot{a}_j \langle f_j | = -4 \sum_{k \neq j}^N \langle f_j | P_k P_j V'(a_j - a_k) \rangle (j = 1, \ldots, N). \]  

(2.36)

By multiplying this from the right with \( |e_j \rangle \) and using \( P_j |e_j \rangle = |e_j \rangle \) and \( \langle f_j | P_k |e_j \rangle = \langle f_j | e_k \rangle \langle f_k | e_j \rangle \), we obtain (2.2).

### 3 Multi-soliton solutions of the sBO equation

In this section, we present and derive multi-soliton solutions of the sBO equation (1.1), both in the real-line case and the \( L \)-periodic case. The special functions \( \alpha(z) \) and \( V(z) \) are given in (1.17) and (2.1), with the real-line case corresponding to I (rational case) and the \( L \)-periodic case corresponding to II (trigonometric case), respectively, throughout this section. All our results hold true in both cases.

#### 3.1 Result

We fix \( d \in \mathbb{Z}_{\geq 1} \) and consider the case where \( U \) is a \( d \times d \) matrix-valued function; for \( d = 1 \), (1.1) reduces to the standard BO equation, and our result below is well known in this case [17].

The following theorem, whose proof is given in Sect. 3.2, is our main result about the sBO equation.

**Theorem 3.1** Let \( \{a_j(t), |e_j(t)\rangle, (f_j(t))\}_{j=1}^N \) be a solution of the time evolution equations (2.2) and (2.3) with initial conditions

\[ a_j(0) = a_{j,0}, \quad \dot{a}_j(0) = v_j, \quad |e_j(0)\rangle = |e_{j,0}\rangle, \quad \langle f_j(0) \rangle = \langle f_{j,0} \rangle \quad (j = 1, \ldots, N) \]  

(3.1)
satisfying the constraints
\[ \text{Im}(a_{j,0}) < 0 \quad (j = 1, \ldots, N), \] (3.2)
\[ \langle f_{j,0}|e_{j,0} \rangle = 1 \quad (j = 1, \ldots, N), \] (3.3)

and
\[ v_j\langle f_{j,0}| = 2i \sum_{k \neq j}^N \langle f_{j,0}|e_{k,0}\rangle \langle f_{k,0}|\alpha(a_{j,0} - a_{k,0}) \]
\[ - 2i \sum_{k = 1}^N \langle f_{j,0}|f_{k,0}\rangle \langle e_{k,0}|\alpha(a_{j,0} - a_{k,0}^*) \quad (j = 1, \ldots, N). \] (3.4)

Then,
\[ U(x, t) = i \sum_{j=1}^N |e_j(t)\rangle \langle f_j(t)|\alpha(x - a_j(t)) - i \sum_{j=1}^N |f_j(t)\rangle \langle e_j(t)|\alpha(x - a_j^*(t)) \] (3.5)

is a solution of the sBO equation (1.1) for all times \( t \) provided that the following conditions hold true,
\[ \text{Im}(a_j(t)) < 0 \quad (i = 1, \ldots, N), \quad a_j(t) \neq a_k(t) \quad (1 \leq j < k \leq N). \] (3.6)

**Remark 3.1** We expect that the conditions in (3.6) is automatically fulfilled for all times \( t \in \mathbb{R} \) under the stated assumptions, and one thus can drop these conditions. It would be interesting to prove, or falsify, this expectation. Similar remarks apply to Theorems 4.1, B.1 and C.1.

### 3.1.1 One-soliton solutions

For \( N = 1 \), the time evolution equations (2.2) and (2.3) simplify to \( \ddot{a}_1 = 0, |\dot{e}_1| = 0 \), and \( |\dot{f}_1| = 0 \). Moreover, the general solution of the constraints (3.2)–(3.4) is \( |e_{1,0}| = |f_{1,0}|/\langle f_{1,0}|f_{1,0}\rangle \) with \( |f_{1,0}| \in \mathcal{V}^* \) an arbitrary nonzero vector, together with
\[ v_1 = -2i\alpha(a_{1,0} - a_{1,0}^*) = \begin{cases} -1/a_1^R & (I) \\ -(2\pi/L) \coth(2\pi a_1^I/L) & (II) \end{cases} \] (3.7)

where \( a_{1,0} = a_{1,0}^R + ia_{1,0}^I \) with \( a_{1,0}^R \in \mathbb{R} \) and \( a_{1,0}^I < 0 \). Thus, \( a_1(t) = a_{1,0}^R + ia_{1,0}^I + v_1 t \), \( |e_1(t)|/f_1(t)| = |f_{1,0}|/\langle f_{1,0}|f_{1,0}\rangle \) independent of \( t \), and Theorem 3.1 implies the following explicit formula for the one-soliton solutions of the sBO equation (1.1),
\[ U(x, t) = \frac{|f_{1,0}|\langle f_{1,0}|}{\langle f_{1,0}|f_{1,0}\rangle} (i\alpha(x - a_{1,0}^R - ia_{1,0}^I - v_1 t) - i\alpha(x - a_{1,0}^R + ia_{1,0}^I - v_1 t)). \] (3.8)
Thus, a soliton of the sBO equation is characterized by \( d \) complex parameters: the pole \( a_{j,0} \) at time \( t = 0 \) (one complex parameter), and a nonzero vector \( \langle f_{1,0} | \in \mathcal{V}^* \) modulo the transformations \( \langle f_{1,0} | \rightarrow c \langle f_{1,0} |, c \in \mathbb{C} \setminus \{0\} \) arbitrary, which leave (3.8) invariant (\( d - 1 \) complex parameters). It is interesting to note that only \( v_1 > 0 \) is allowed: the sBO equation is chiral in the sense that its solitons can only move to the right. (Note that the center of the soliton is located at the position \( x = a_{1}^R + v_1 t \).)

3.1.2 Non-interacting multi-soliton solutions

Let \( N \leq d \), and pick \( N \) nonzero orthogonal vectors \( \langle f_{j,0} | \in \mathcal{V}^* \):

\[
\langle f_{j,0} | f_{k,0} \rangle = \delta_{j,k} \langle f_{j,0} | f_{j,0} \rangle \quad (j, k = 1, \ldots, N). \tag{3.9}
\]

One can check that \( a_j(t) = a_j^R + ia_j^I + v_j t \) and \( |e_j(t)| \langle f_j(t) | = |f_j,0| \langle f_j,0 | / \langle f_j,0 | f_j,0 \rangle \) is a solution of the time evolution equations (2.2) and (2.3) satisfying the constraints (3.2)–(3.4) provided that \( a_j^R \in \mathbb{R}, a_j^I < 0 \) and

\[
v_j = \begin{cases} -1/a_j^I & (I) \\ -(2\pi/L) \coth(2\pi a_j^I/L) & (II) \end{cases} \tag{3.10}
\]

for \( j = 1, \ldots, N \). Thus, by Theorem 1.1,

\[
U(x, t) = \sum_{j=1}^{N} \frac{|f_{j,0}| \langle f_{j,0} |}{\langle f_{j,0} | f_{j,0} \rangle} (i\alpha(x - a_j^R - ia_j^I - v_j t) - i\alpha(x - a_j^R + ia_j^I - v_j t))
\]

is an exact solution of the sBO equation (1.1). Clearly, this solution describes \( N \) non-interacting one-solitons.

3.1.3 Generic multi-soliton solutions

The initial data for the \( N \)-soliton in Theorem 3.1 is specified in terms of the \( 2N \) complex numbers \( a_{j,0} \) and \( v_j \), as well as the \( 2N \) vectors \( |e_{j,0} \rangle \in \mathcal{V} \) and \( \langle f_{j,0} | \in \mathcal{V}^* \) \( (j = 1, \ldots, N) \). However, the constraints (3.3) and (3.4) imply that these parameters cannot all be independently specified. Moreover, some choices of these parameters give rise to the same soliton solution \( U \). In what follows, we show that, in the generic case when certain matrices are invertible, the constraints (3.3) and (3.4) can be solved explicitly in terms of only linear operations. As a result, we will see that if \( \mathcal{V} \) is (complex) \( d \)-dimensional, then the family of \( N \)-solitons of the sBO equation generically depends on \( Nd \) complex parameters. Moreover, we give a recipe for the construction of the \( N \)-soliton solution in terms of these \( Nd \) parameters.

Since all considerations in this section will concern the constraints at time \( t = 0 \), we write \( a_j, |e_j \rangle, \langle f_j | \) short for \( a_{j,0}, |e_{j,0} \rangle, \langle f_{j,0} | \) below.
For each \( j = 1, \ldots, N \), let us identify \( |e_j\rangle \in \mathcal{V} \) with the vector \( e_j \in \mathbb{C}^d \) whose components \( (e_j)_\mu, \mu = 1, \ldots, d \), are the components of \( |e_j\rangle \) with respect to some given basis of \( \mathcal{V} \). Next, let us identify the collection of \( N \) vectors \( e_j, j = 1, \ldots, N \), with the single vector \( e \in \mathbb{C}^{Nd} \) whose components \( e_j, \mu = 1, \ldots, d \), are indexed by \( j = 1, \ldots, N \) and \( \mu = 1, \ldots, d \). Similarly, let us identify the three collections of \( N \) vectors \( \langle e_j |, \langle f_j |, | f_j \rangle, j = 1, \ldots, N \), with the vectors \( e^* = (e^*_j, \mu) \in \mathbb{C}^{Nd}, \ f^* = (f^*_j, \mu) \in \mathbb{C}^{Nd}, \) and \( f = (f_j, \mu) \in \mathbb{C}^{Nd} \), respectively. With this notation, we can write the constraint (3.4) as

\[
A e^* + B e = C f^* 
\]  
(3.12)

where the \( Nd \times Nd \) matrices \( A, B, \) and \( C \) are given by

\[
A_{j,\mu; k,\nu} = -2i\langle f_j |f_k \rangle \delta_{\mu,\nu} (a_j - a^*_k), \\
B_{j,\mu; k,\nu} = 2i(1 - \delta_{j,k}) f^*_k,\mu f^*_j,\nu (a_j - a_k), \\
C_{j,\mu; k,\nu} = v_j \delta_{j,k} \delta_{\mu,\nu}. 
\]  
(3.13)

We write (3.12) and the negative of its complex conjugate as the linear system,\(^6\)

\[
\begin{pmatrix} A & B \\ -B^* & -A^* \end{pmatrix} \begin{pmatrix} e^* \\ e \end{pmatrix} = \begin{pmatrix} C f^* \\ -C^* f \end{pmatrix}, 
\]  
(3.14)

and note that the \( 2Nd \times 2Nd \) matrix in (3.14) is Hermitian. Thus, restricting ourselves to the generic case when this \( 2Nd \times 2Nd \) matrix is invertible, we obtain

\[
\begin{pmatrix} e^* \\ e \end{pmatrix} = \begin{pmatrix} A & B \\ -B^* & -A^* \end{pmatrix}^{-1} \begin{pmatrix} C f^* \\ -C^* f \end{pmatrix}. 
\]  
(3.15)

Substitution of these expressions for \( e \) and \( e^* \) into the constraint (3.3) and its complex conjugate gives \( 2N \) linear equations which can be solved uniquely for the \( 2N \) initial velocities \( v_j, v^*_j \in \mathbb{C}, j = 1, \ldots, N \), provided that the relevant determinant is nonzero. (This is the generic case.) Given these expressions for \( v_j \), the vectors \( e \) and \( e^* \) can be found from (3.15). This means that all the constraints can be solved in terms of \( \{a_j\}_{j=1}^N \) and \( f \). So in the Hermitian case considered here, the class of \( N \)-soliton solutions of the sBO equation is parametrized by the \( N \) complex parameters \( \{a_j\}_{j=1}^N \) as well as \( Nd \) further complex parameters needed to determine \( f \). However, some of these parameter configurations yield the same \( N \)-soliton solution \( U(x, t) \) via (3.5). Indeed, the equations (2.2) and (2.3) and (3.2)–(3.5) are invariant under the replacements

\[
|e_j\rangle \rightarrow c_j |e_j\rangle, \quad \langle f_j | \rightarrow \frac{1}{c_j} \langle f_j |, 
\]  
(3.16)

---

\(^6\) Note that the star in \( A^* \) etc. means complex conjugation, i.e., \( A^* \) is given by the matrix elements \( (A_{j,\mu; k,\nu})^* \) where \( A_{j,\mu; k,\nu} \) are the matrix elements of \( A \).
where $\{c_j\}_{j=1}^N$ are nonzero complex constants. This means that the family of $N$-solitons generically is $Nd$ complex dimensional; in other words, each soliton is specified by $d$ complex parameters, which is consistent with the result for the one-soliton obtained above.

### 3.2 Proof of Theorem 3.1

We start with the spin-pole ansatz

$$U(x, t) = i \sum_{j=1}^{N} P_j(t) \alpha(x - a_j(t)) - i \sum_{j=1}^{N} P^\dagger_j(t) \alpha(x - a^*_j(t))$$

(3.17)

where $P_j = P_j(t)$ are $d \times d$ matrices and $a_j = a_j(t) \in \mathbb{C}$; the $P_j$ and $a_j$ correspond to the spin degrees of freedom and poles, respectively.

**Proposition 3.1** The function $U(x, t)$ in (3.17) satisfies the sBO equation (1.1) provided that

$$\text{Im}(a_j(t)) < 0 \quad (j = 1, \ldots, N)$$

(3.18)

and the following equations hold true,

$$\dot{a}_j P_j = 2i \sum_{k \neq j}^{N} P_j P_k \alpha(a_j - a_k) - 2i \sum_{k = 1}^{N} P_j P^\dagger_k \alpha(a_j - a^*_k) \quad (j = 1, \ldots, N),$$

(3.19)

$$\dot{P}_j = -2i \sum_{k \neq j}^{N} [P_j, P_k] V(a_j - a_k) \quad (j = 1, \ldots, N),$$

(3.20)

and

$$P_j^2 = P_j \quad (j = 1, \ldots, N).$$

(3.21)

**Proof** We use the short-hand notation

$$(a_j, P_j, r_j) := \begin{cases} (a_j, P_j, +1) & (j = 1, \ldots, N) \\ (a^*_j, P^\dagger_j, -1) & (j = N + 1, \ldots, N) \end{cases}, \quad N = 2N$$

(3.22)

to write (3.17) as

$$U = i \sum_{j=1}^{N} r_j P_j \alpha(x - a_j).$$

(3.23)
The proof will follow by inserting (3.23) into the sBO equation (1.1) and performing long but straightforward computations.

We compute each term in (1.1). We start with

\[ U_t = \sum_{j=1}^{N} \left( i r_j \dot{P}_j \alpha(x - a_j) - i r_j P_j \dot{a}_j \alpha'(x - a_j) \right). \] (3.24)

Next, we compute

\[ \{U, U_x\} = - \sum_{j=1}^{N} \sum_{k=1}^{N} r_j r_k \{P_j, P_k\} \alpha(x - a_j) \alpha'(x - a_k) \]

\[ = - 2 \sum_{j=1}^{N} P_j^2 \alpha(x - a_j) \alpha'(x - a_j) \]

\[ - \sum_{j=1}^{N} \sum_{k \neq j}^{N} r_j r_k \{P_j, P_k\} \alpha(x - a_j) \alpha'(x - a_k) \]

\[ = \sum_{j=1}^{N} P_j^2 \alpha''(x - a_j) + \sum_{j=1}^{N} \sum_{k \neq j}^{N} r_j r_k \{P_j, P_k\} \alpha(a_j - a_k) \alpha'(x - a_k) \]

\[ + \sum_{j=1}^{N} \sum_{k \neq j}^{N} r_j r_k \{P_j, P_k\} V(a_j - a_k)(\alpha(x - a_j) - \alpha(x - a_k)), \] (3.25)

where we have used the identities

\[ 2\alpha(x - a_j) \alpha'(x - a_j) = -\alpha''(x - a_j) \] (3.26)

and\(^7\)

\[ \alpha(x - a_j) \alpha'(x - a_k) = -\alpha(a_j - a_k) \alpha'(x - a_k) \]

\[ - V(a_j - a_k)(\alpha(x - a_j) - \alpha(x - a_k)). \] (3.27)

The first identity (3.26) can be obtained by differentiating (A.2) with respect to \(z\) and setting \(z = x - a_j\) while the second identity (3.27) can be obtained by differentiating (A.4) with respect to \(c\) and setting \(a = x, b = a_j,\) and \(c = a_k.\)

The final sum in (3.25) vanishes because the summand is antisymmetric under the interchange \(j \leftrightarrow k.\) Hence, after re-labeling summation indices \(j \leftrightarrow k\) in the second

\(^7\) We write the following identity in a seemingly strange way, mixing \(\alpha'\) and \(V = -\alpha',\) to emphasize the similarity with a corresponding identity (4.16) used in the sncILW case.
sum in (3.25) using (A.1), we are left with

\[ \{U, U_x\} = \sum_{j=1}^{N} P_j^2 \alpha''(x - a_j) - \sum_{j=1}^{N} \sum_{k \neq j} r_j r_k [P_j, P_k] \alpha(a_j - a_k) \alpha'(x - a_j). \]

(3.28)

To compute terms in (1.1) involving the Hilbert transform $H$, we use

\[ (H \alpha' \cdot - a_j)(x) = i r_j \alpha'(x - a_j) \]

(3.29)

(this follows from the well-known facts (i) $\alpha(x - a)$ is an eigenfunction of $H$ with eigenvalue $+i$ for $\text{Im}(a) < 0$ and $-i$ for $\text{Im}(a) > 0$ [17] and (ii) $H$ commutes with differentiation [45, Chapter 4.8]). Hence,

\[ HU_x = - \sum_{j=1}^{N} P_j \alpha'(x - a_j), \quad HU_{xx} = - \sum_{j=1}^{N} P_j \alpha''(x - a_j), \]

(3.30)

where we have again used the fact that $H$ commutes with differentiation to derive the second equation from the first. From (3.23) and the first equation in (3.30), we compute

\[ i[U, HU_x] = \sum_{j=1}^{N} \sum_{k \neq j} r_j [P_j, P_k] \alpha(x - a_j) \alpha'(x - a_k) \]

\[ = - \sum_{j=1}^{N} \sum_{k \neq j} r_j [P_j, P_k] \alpha(a_j - a_k) \alpha'(x - a_k) \]

\[ - \sum_{j=1}^{N} \sum_{k \neq j} r_j [P_j, P_k] V(a_j - a_k) \left( \alpha(x - a_j) - \alpha(x - a_k) \right), \]

(3.31)

inserting (3.27) in the second step. We can rewrite the second sum as follows,

\[ \sum_{j=1}^{N} \sum_{k \neq j} r_j [P_j, P_k] V(a_j - a_k) \left( \alpha(x - a_j) - \alpha(x - a_k) \right) \]

\[ = \frac{1}{2} \sum_{j=1}^{N} \sum_{k \neq j} (r_j + r_k) [P_j, P_k] V(a_j - a_k) \left( \alpha(x - a_j) - \alpha(x - a_k) \right) \]

\[ = \sum_{j=1}^{N} \sum_{k \neq j} (r_j + r_k) [P_j, P_k] V(a_j - a_k) \alpha(x - a_j) \]

(3.32)
since \( V(z) \) is an even function. Also changing variables \( j \leftrightarrow k \) in the first sum in (3.31) using that \( \alpha(z) \) is odd, we arrive at

\[
i[U, HU_x] = - \sum_{j=1}^{N} \sum_{k \neq j}^{N} r_k [P_j, P_k] \alpha(a_j - a_k) \alpha'(x - a_j)
- \sum_{j=1}^{N} \sum_{k \neq j}^{N} (r_j + r_k) [P_j, P_k] V(a_j - a_k) \alpha(x - a_j).
\]

(3.33)

Inserting (3.24), (3.28), the second equation in (3.30), and (3.33) into (1.1) gives

\[
0 = \sum_{j=1}^{N} \left( ir_j \dot{P}_j - \sum_{k \neq j}^{N} (r_j + r_k) [P_j, P_k] V(a_j - a_k) \right) \alpha(x - a_j)
+ \sum_{j=1}^{N} \left( - ir_j P_j \dot{a}_j - \sum_{k \neq j}^{N} r_k (r_j [P_j, P_k] + [P_j, P_k]) \alpha(a_j - a_k) \right) \alpha'(x - a_j)
+ \sum_{j=1}^{N} (P_j^2 - P_j) \alpha''(x - a_j).
\]

(3.34)

Thus, the function \( U \) defined in (3.23) satisfies the sBO equation (1.1) if and only if the following conditions are fulfilled,

\[
P_j \dot{a}_j = i \sum_{k \neq j}^{N} r_k (P_j + r_j P_k) \alpha(a_j - a_k),
\]

(3.35)

\[
\dot{P}_j = -i \sum_{k \neq j}^{N} (1 + r_j r_k) [P_j, P_k] V(a_j - a_k),
\]

(3.36)

\[
P_j^2 = P_j
\]

(3.37)

for \( j = 1, \ldots, N \). Recalling (3.22), one can check that (3.35), (3.36), and (3.37) are equivalent to (3.19), (3.20) and (3.21), respectively.

We now make the ansatz

\[
P_j = |e_j\rangle \langle f_j| \quad (j = 1, \ldots, N)
\]

(3.38)

with vectors \( |e_j\rangle \in \mathcal{V} \) and \( \langle f_j| \in \mathcal{V}^* \). Then the function \( U(x, t) \) defined in (3.17) satisfies the equations in Proposition 3.1 whenever \( \{a_j, |e_j\rangle, \langle f_j|\}_{j=1}^{N} \) satisfy the equations defining the Bäcklund transformations of the sCM system discussed in Sect. 2.2. The precise statement is as follows.
Lemma 3.1 Suppose that \( \{a_j, |e_j\rangle, \langle f_j|\}_{j=1}^N \) satisfy the equations (2.3), (2.4) and (2.11), and \( P_j \) is given by (3.38). Then \( U \) (3.17) satisfies (3.19)–(3.21).

Proof By multiplying (2.11) from the left by \( |e_j\rangle \), one gets
\[
\dot{a}_j |e_j\rangle \langle f_j| = 2i \sum_{k \neq j}^N |e_j\rangle \langle f_j| e_k \langle f_k| \alpha(a_j - a_k) - 2i \sum_{k=1}^M |e_j\rangle \langle f_j| f_k \langle e_k| \alpha(a_j - a_k^*)
\]
which is (3.19) (note that \( P_j^+ = |f_j\rangle \langle e_j| \)).

Using (2.3), we compute
\[
\dot{P}_j = |e_j\rangle \langle \dot{f}_j| + |\dot{e}_j\rangle \langle f_j|
\]
\[
= -2i \sum_{k \neq j}^N (|e_j\rangle \langle f_j| e_k \langle f_k| - |e_k\rangle \langle f_k| e_j \langle f_j|) V(a_j - a_k)
\]
which is (3.20).

Finally, using (2.4),
\[
P_j^2 = |e_j\rangle \langle f_j| e_j \langle f_j| = |e_j\rangle \langle f_j| = P_j,
\]
which is (3.21).

Then, the theorem is implied by Corollary 2.2. (Note that, in the derivation of the latter from Proposition 2.1, we assumed that poles do not collide, i.e., \( a_j(t) \neq a_k(t) \) for \( j \neq k \).)

4 Multi-soliton solutions of the sncILW equation

In this section, we present results for the sncILW equation on the real line in analogy with those for the sBO equation in the previous section. We use the hyperbolic case (III) special functions \( \alpha(z) = (\pi/2\delta) \coth(\pi z/2\delta) \) and \( V(z) = (\pi/2\delta)^2 / \sinh^2(\pi z/2\delta) \) with \( \delta > 0 \); see (1.17) and (2.1).

4.1 Result

We use the same conventions as described in Sect. 3.1. In the case \( d = 1 \), (1.13) reduces to the standard ncILW equation, whose soliton solutions were constructed in [3]. Our main result about the sncILW equation, stated below, generalizes the construction in [3].
Theorem 4.1 Let \( \{a_j(t), |e_j(t)\rangle, (f_j(t))\}_{j=1}^N \) be a solution of the time evolution equations (2.2) and (2.3) with initial conditions

\[
a_j(0) = a_{j,0}, \quad \dot{a}_j(0) = v_j, \quad |e_j(0)\rangle = |e_j,0\rangle, \quad (f_j(0)| = (f_j,0| \quad (j = 1, \ldots, N)
\]

(4.1)
satisfying the constraints

\[
- \frac{3\delta}{2} < \text{Im}(a_{j,0}) < - \frac{\delta}{2} \quad (j = 1, \ldots, N),
\]

(4.2)

\[
(f_j,0|e_j,0\rangle = 1 \quad (j = 1, \ldots, N),
\]

(4.3)

and

\[
v_j(f_j,0| = 2i \sum_{k \neq j}^N (f_j,0|e_k,0\rangle\langle f_k,0|\alpha(a_{j,0} - a_{k,0})
\]

\[- 2i \sum_{k=1}^N (f_j,0|f_k,0\rangle\langle e_k,0|\alpha(a_{j,0} - a_{k,0}^* + i\delta) \quad (j = 1, \ldots, N).
\]

(4.4)

Then,

\[
U(x,t) = i \sum_{j=1}^N |e_j(t)\rangle\langle f_j(t)|\alpha(x - a_j(t) - i\delta/2) - i \sum_{j=1}^N (f_j(t)|e_j(t)\rangle\alpha(x - a_j^*(t) + i\delta/2),
\]

\[
V(x,t) = -i \sum_{j=1}^N |e_j(t)\rangle\langle f_j(t)|\alpha(x - a_j(t) + i\delta/2) + i \sum_{j=1}^N (f_j(t)|e_j(t)\rangle\alpha(x - a_j^*(t) - i\delta/2)
\]

(4.5)
satisfies the sncILW equation (1.13) as long as the following conditions hold,

\[
- \frac{3\delta}{2} < \text{Im}(a_{j(t)}) < - \frac{\delta}{2} \quad (j = 1, \ldots, N), \quad a_j(t) \neq a_k(t) \quad (1 \leq j < k \leq N).
\]

(4.6)

4.2 Proof of Theorem 4.1

Since details of the proof are very similar to the ones of Theorem 3.1, we only explain the key differences.

The proof is facilitated by introducing the notation

\[
\left(\begin{array}{c}
F_1 \\
F_2
\end{array}\right) \circ \left(\begin{array}{c}
G_1 \\
G_2
\end{array}\right) := \left(\begin{array}{c}
F_1G_1 \\
-F_2G_2
\end{array}\right)
\]

(4.7)
for $\mathbb{C}$-valued functions $F_j, G_j$ ($j = 1, 2$), and the operator

\[
\mathcal{T} := \begin{pmatrix} T & \tilde{T} \\ -\tilde{T} & -T \end{pmatrix}
\]

(4.8)

to be interpreted as linear operator acting on vector-valued functions, see [3]. In the present paper, we use the product $\circ$ defined in (4.7) also for vectors $\mathcal{F}, \mathcal{G}$ whose components $F_j, G_j$ are complex $d \times d$ matrices, and we let

\[
[\mathcal{F} \circ \mathcal{G}] := \mathcal{F} \circ \mathcal{G} + \mathcal{G} \circ \mathcal{F}, \quad [\mathcal{F} \circ \mathcal{G}] := \mathcal{F} \circ \mathcal{G} - \mathcal{G} \circ \mathcal{F}
\]

(4.9)

be the corresponding generalizations of the anti-commutator and commutator, respectively.

Using this notation, the system (1.13) can be written in terms of the vector

\[
\mathcal{U}(x, t) := \begin{pmatrix} U(x, t) \\ V(x, t) \end{pmatrix}
\]

(4.10)

as

\[
\mathcal{U}_t + [\mathcal{U} \circ \mathcal{U}_x] + \mathcal{T}\mathcal{U}_{xx} + i[\mathcal{U} \circ \mathcal{T}\mathcal{U}_x] = 0.
\]

(4.11)

To solve (4.11), we use the spin-pole ansatz

\[
\mathcal{U}(x, t) = i \sum_{j=1}^N P_j(t) \mathcal{A}_+(x - a_j(t)) - i \sum_{j=1}^N P_j^+(t) \mathcal{A}_-(x - a_j^*(t)),
\]

(4.12)

where $P_j = P_j(t)$ are $d \times d$ matrices, $a_j = a_j(t) \in \mathbb{C}$, and

\[
\mathcal{A}_\pm(z) := \begin{pmatrix} +\alpha(z \mp i\delta/2) \\ -\alpha(z \pm i\delta/2) \end{pmatrix}
\]

(4.13)

for all $z \in \mathbb{C}$ such that $\delta/2 < |\text{Im}(z)| < 3\delta/2$. Using the shorthand notation (3.22), we can write (4.12) as

\[
\mathcal{U} = i \sum_{j=1}^N r_j P_j \mathcal{A}_{r_j}(x - a_j).
\]

(4.14)

With this notation in place, one can prove Theorem 4.1 by the very same computations we presented in our proof of Theorem 3.1 in Sect. 3.2. The reason for this is that the vector-valued function $\mathcal{A}(z)$ defined in (4.13) satisfies the following identities which are natural generalizations of the identities (3.26), (3.27) and (3.29), respectively ($j, k = 1, \ldots, N$ and $x \in \mathbb{R}$):

\[
2 \mathcal{A}_{r_j}(x - a_j) \circ \mathcal{A}'_{r_j}(x - a_j) = -\mathcal{A}''_{r_j}(x - a_j)
\]

(4.15)
(this is implied by (3.26) and definitions),

\[ A_{rj}(x - a_j) \circ A'_{rk}(x - a_k) = -\alpha(a_j - a_k + i(r_j - r_k)\delta/2)A'_{rk}(x - a_k) \]

\[ - V(a_j - a_k + i(r_j - r_k)\delta/2)(A_{rj}(x - a_j) - A_{rk}(x - a_k)) \]  

(4.16)

(this is implied by (3.27) and definitions, together with \( \alpha'(z) = -V(z) \) and the fact that \( \alpha(z) \) and \( V(z) \) both are \( 2i\delta \)-periodic), and

\[ (T A'_{rj}(\cdot - a_j))(x) = i\delta_{rj} A'_{rj}(x - a_j) \]  

(4.17)

(4.16)

The interested reader can find full details on how to prove Theorem 4.1 in Appendix C. There, we prove a more general result for solutions that are not necessarily Hermitian. The Hermitian case of Theorem 4.1 can be established by specializing to (3.17) at all points in the proof.

**Remark 4.1** Note that, for \( d = 1 \), Theorem 4.1 reduces to the result for the ncILW equation presented in [3,Section IV A], except that the condition on poles is \( -3\delta/2 < \text{Im}(a_j(t)) < 3\delta/2 \) there instead of \( -3\delta/2 < \text{Im}(a_j(t)) < -\delta/2 \) here (\( j = 1, \ldots, N \)); it is important to note that, due to the \( 2i\delta \)-periodicity of the function \( \alpha(z) \), these two conditions are equivalent. We write the condition in a different way here to make the limit to our solution of the sBO equation in Theorem 3.1 more direct: by renaming \( a_j(t) + i\delta/2 \rightarrow a_j(t) \) and taking the limit \( \delta \rightarrow \infty \), \( U(x, t) \) in Theorem 4.1 becomes equal to \( U(x, t) \) in Theorem 3.1 in the rational case (I), with \( \text{Im}(a_j(t)) < 0 \).

5 **Further results**

We briefly summarize further basic results about the sBO and sncILW equations.

5.1 **Hamiltonian structure**

The sBO equation (1.1) can be obtained as a Hamiltonian equation \( U_t = \{ \mathcal{H}_{sBO}, U \} \) from the Hamiltonian (\( U \) below is short for \( U(x) \))

\[ \mathcal{H}_{sBO} = \int \text{tr} \left( \frac{1}{3} U^3 + \frac{1}{2} UHU_x \right) \, dx \]  

(5.1)

and the Poisson brackets\(^8\)

\[ \{ U_{\mu,\nu}(x), U_{\mu',\nu'}(x') \} \text{P.B.} = i\delta(x - x')\left( \delta_{\nu,\mu'} U_{\mu,\nu'}(x) - \delta_{\mu,\nu'} U_{\mu',\nu}(x) \right) \]

\[ + \delta'(x - x')\delta_{\nu,\mu'}\delta_{\mu,\nu'} \]  

(5.2)

\(^8\) The subscript P.B. is used to avoid confusion with the anti-commutator.
where \( U_{\mu,\nu}(x) \) are the matrix elements of \( U(x) \) and \( \mu, \nu, \mu', \nu' = 1, \ldots, d \); the integration is over \( \mathbb{R} \) and \([-L/2, L/2]\) in the real-line and periodic cases, respectively, and \( \text{tr} \) is the usual matrix trace (sum of diagonal elements).

Similarly, the sncILW equation (1.13) arises from the Hamiltonian

\[ H_{\text{sncILW}} = \int \text{tr} \left( \frac{1}{3} U^3 + \frac{1}{3} V^3 + \frac{1}{2} UTU_x + \frac{1}{2} VTV_x + \frac{1}{2} \tilde{V}TU_x + \frac{1}{2} \tilde{U}TV_x \right) \, dx \]  

(5.3)

and the Poisson brackets

\[
\{U_{\mu,\nu}(x), U_{\mu',\nu'}(x')\}_{\text{P.B.}} = i\delta(x - x') \left( \delta_{\nu,\mu'} U_{\mu,\nu}(x) - \delta_{\mu,\nu'} U_{\mu',\nu}(x) \right) \\
+ \delta'(x - x') \delta_{\nu,\mu'} \delta_{\mu,\nu'}, \\
\{V_{\mu,\nu}(x), V_{\mu',\nu'}(x')\}_{\text{P.B.}} = i\delta(x - x') \left( \delta_{\nu,\mu'} V_{\mu,\nu}(x) - \delta_{\mu,\nu'} V_{\mu',\nu}(x) \right) \\
- \delta'(x - x') \delta_{\nu,\mu'} \delta_{\mu,\nu'}, \\
\{U_{\mu,\nu}(x), V_{\mu',\nu'}(x')\}_{\text{P.B.}} = 0
\]  

(5.4)

in the real-line and periodic cases.

(The verifications of these results are by straightforward computations which we omit.)

### 5.2 Local limits of the sILW equation

We give details on how the matrix KdV equation (1.22) and the (generalization of the) HF equation (1.23) are obtained as limits \( \delta \downarrow 0 \) from the sILW equation (1.21); note that, while the latter equation is non-local, the former equations both are local.

For simplicity, we only consider the real-line case with \( T \) given by (1.11). We recall that

\[ (Tf_x)(x) = -\frac{1}{\delta} f(x) + \frac{\delta}{3} f_{xxx}(x) + O(\delta^3) \]  

(5.5)

as \( \delta \downarrow 0 \) uniformly for \( x \in \mathbb{R} \) [36, Appendix A]. We scale

\[ U(x, t) \rightarrow \frac{\delta}{3} U \left( x, \frac{\delta}{3} t \right) \]  

(5.6)

in (1.21) (and change variables accordingly) to obtain

\[ U_t + \{U, U_x\} + \frac{3}{\delta^2} U_x + \frac{3}{\delta} TU_{xx} + i[U, TU_x] = 0. \]  

(5.7)

Expanding this in powers of \( \delta \) using (5.5) yields

\[ U_t + \{U, U_x\} + U_{xxx} + \frac{\delta}{3} i[U, U_x] + O(\delta^2) = 0, \]  

(5.8)
which converges to the matrix KdV equation (1.22) in the limit $\delta \downarrow 0$.

Similarly, by scaling

$$U(x, t) \rightarrow \frac{1}{\delta} U \left( x, \frac{t}{\delta} \right),$$

(5.9)

(1.21) is transformed to

$$U_t + \frac{3}{\delta} \{U, U_x\} + \frac{3}{\delta} U_x + 3T U_{xx} + \frac{3}{\delta} i[U, T U_x] = 0.$$  

(5.10)

By inserting this expansion in (5.5), we obtain

$$U_t + \frac{3}{\delta} \{U, U_x\} + \delta U_{xxx} + i[U, U_{xx}] + O(\delta^2) = 0,$$

(5.11)

yielding the generalized HF equation (1.23) in the limit $\delta \downarrow 0$ provided that $\{U, U_x\} = 0$; the latter is achieved by imposing the condition $U^2 = I$. (Note that this condition is preserved under the time evolution (1.23).)

### 5.3 Spin generalization of the bidirectional Benjamin–Ono equation

The bidirectional BO equation was introduced by Abanov, Bettelheim, and Wiegmann [20] as a powerful tool to derive a hydrodynamic description of the $A$-type trigonometric CM system (to mention just one of several interesting applications). In this section, we present a spin generalization of this equation.

Let $\alpha(z)$ (1.17) and $V(z)$ (2.1) in II (trigonometric case). We assume that the variables $a_j \in \mathbb{C}$, $|e_j| \in \mathcal{V}$, $\langle f_j \rangle$ for $j = 1, \ldots, N$ and $b_j \in \mathbb{C}$, $|g_j| \in \mathcal{V}$, $\langle h_j \rangle$ for $j = 1, \ldots, N$ satisfying the first-order equations (2.3), (2.6) and (2.8), together with the constraints (2.4) and (2.7); note that these are exactly the equations defining the Bäcklund transformation of the $A$-type sCM system in the trigonometric case (see Proposition 2.1). Using that, we define the functions

$$U_0(z, t) := -i \sum_{j=1}^{M} |g_j(t)\rangle\langle h_j(t)|\alpha(z - b_j(t)),$$

$$U_1(z, t) := i \sum_{j=1}^{N} |e_j(t)\rangle\langle f_j(t)|\alpha(z - a_j(t))$$

(5.12)

of the position variable $z \in \mathbb{C}$ and time $t \in \mathbb{R}$, and

$$U := U_0 + U_1, \quad \bar{U} := U_0 - U_1.$$  

(5.13)
One then can verify, by arguments similar to the ones we use to prove Propositions B.1, that the following equation is satisfied,

$$U_t + \{U, U_z\} + i\tilde{U}_{zz} - \{U, \tilde{U}_z\} = 0. \quad (5.14)$$

This is the spin generalization of the bidirectional BO equation. It would be interesting to generalize the arguments in [20] to derive a hydrodynamic description of the sCM systems from (5.14).
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**A Functional identities**

Let $\alpha(z)$ and $V(z)$ be as in (1.17) and (2.1), respectively. These functions obey various well-known functional identities which we use in the derivations of our results. For the convenience of the reader, we collect these identities here.

First, the functions $\alpha(z)$ and $V(z)$ are odd and even, respectively:

$$\alpha(-z) = -\alpha(z), \quad V(-z) = V(z) \quad (z \in \mathbb{C}). \quad (A.1)$$

Second,

$$V(z) = -\alpha'(z) = \alpha(z)^2 + C, \quad (A.2)$$
with different constants $C$ in the three cases I–III:

$$C := \begin{cases} 
0 & \text{(I)} \\
(\pi/L)^2 & \text{(II)} \\
-(\pi/2\delta)^2 & \text{(III)}.
\end{cases}$$  \hspace{1cm} (A.3)

Third,

$$\alpha(a - b)\alpha(b - c) + \alpha(b - c)\alpha(c - a) + \alpha(c - a)\alpha(a - b) = C \quad (a, b, c \in \mathbb{C}),$$  \hspace{1cm} (A.4)

with $C$ as in (A.3).

Finally, in case III, $\alpha(z)$ and $V(z)$ both are both $2i\delta$-periodic:

$$\alpha(z + 2i\delta) = \alpha(z), \quad V(z + 2i\delta) = V(z) \quad (z \in \mathbb{C}) \quad (\text{III}).$$  \hspace{1cm} (A.5)

### B Non-Hermitian solutions of the sBO equation

In the main text, we presented Hermitian solutions of the sBO equation which, as we believe, are the most interesting from a physics point of view. We now present more general non-Hermitian solutions which are interesting from a mathematics point of view. It is easy to adapt the arguments in the main text to prove this more general result.

#### B.1 Result

It is easy to check that the following simplifies to Theorem 3.1 under the reduction (2.10); the latter is equivalent to $U = U^\dagger$.

**Theorem B.1** Let \( \{a_j(t), |e_j(t)\rangle, \langle f_j(t)|\}_{j=1}^N \) and \( \{b_j(t), |g_j(t)\rangle, \langle h_j(t)|\}_{j=1}^M \) be a solution of the time evolution equations (2.2) and (2.3) and (2.5)–(2.6), respectively, with initial conditions

$$a_j(0) = a_{j,0}, \quad \dot{a}_j(0) = v_j, \quad |e_j(0)\rangle = |e_{j,0}\rangle, \quad \langle f_j(0)| = \langle f_{j,0}| \quad (j = 1, \ldots, N),$$

$$b_j(0) = b_{j,0}, \quad \dot{b}_j(0) = w_j, \quad |g_j(0)\rangle = |g_{j,0}\rangle, \quad \langle h_j(0)| = \langle h_{j,0}| \quad (j = 1, \ldots, M),$$  \hspace{1cm} (B.1)

satisfying the constraints

$$\text{Im}(a_{j,0}) < 0 \quad (j = 1, \ldots, N), \quad \text{Im}(b_{j,0}) > 0 \quad (j = 1, \ldots, M),$$

$$\langle f_{j,0}|e_{j,0}\rangle = 1 \quad (j = 1, \ldots, N), \quad \langle g_{j,0}|h_{j,0}\rangle = 1 \quad (j = 1, \ldots, M).$$  \hspace{1cm} (B.2)
and

\[ \dot{a}_{j,0}\langle f_{j,0}|e_{k,0}\rangle\langle f_{k,0}|\alpha(a_{j,0} - a_{k,0}) = 2i \sum_{k \neq j}^{N} \langle f_{j,0}|e_{k,0}\rangle\langle f_{k,0}|\alpha(a_{j,0} - a_{k,0}) \]  
\[ (j = 1, \ldots, N), \quad (B.4a) \]

\[ - 2i \sum_{k=1}^{M} \langle f_{j,0}|g_{k,0}\rangle\langle h_{k,0}|\alpha(a_{j,0} - b_{k,0}) \]

\[ \dot{b}_{j,0}\langle g_{j,0}|f_{j,0}\rangle = - 2i \sum_{k \neq j} \langle g_{k,0}|f_{j,0}\rangle\langle h_{k,0}|\alpha(b_{j,0} - b_{k,0}) \]  
\[ (j = 1, \ldots, M), \quad (B.4b) \]

\[ + 2i \sum_{k=1}^{N} \langle e_{k,0}|f_{j,0}\rangle\langle g_{j,0}|\alpha(b_{j,0} - a_{k,0}) \]

Then

\[ U(x, t) = i \sum_{j=1}^{N} \langle e_{j}(t)|f_{j}(t)\rangle\alpha(x - a_{j}(t)) - i \sum_{j=1}^{M} \langle g_{j}(t)|h_{j}(t)\rangle\alpha(x - b_{j}(t)) \]  
\[ (B.5) \]

satisfies the sBO equation (1.1) as long as the poles \( a_{j}(t) \) and \( b_{j}(t) \) satisfy (3.6) and

\[ \text{Im}(b_{j}(t)) > 0 \quad (i = 1, \ldots, M), \quad b_{j}(t) \neq b_{k}(t) \quad (1 \leq j < k \leq M). \]  
\[ (B.6) \]

**B.2 Proof of Theorem B.1**

We start with the spin-pole ansatz

\[ U(x, t) = i \sum_{j=1}^{N} P_{j}(t)\alpha(x - a_{j}(t)) - i \sum_{j=1}^{M} Q_{j}(t)\alpha(x - b_{j}(t)), \]  
\[ (B.7) \]

where \( P_{j} = P_{j}(t) \) and \( Q_{j} = Q_{j}(t) \) are \( d \times d \) matrices and \( a_{j} = a_{j}(t) \in \mathbb{C} \) and \( b_{j} = b_{j}(t) \in \mathbb{C} \) satisfy

\[ \text{Im}(a_{j}(t)) < 0 \quad (j = 1, \ldots, N), \quad \text{Im}(b_{j}(t)) > 0 \quad (j = 1, \ldots, M). \]  
\[ (B.8) \]

With the notation

\[ (a_{j}, P_{j}, r_{j}) = \begin{cases} 
(a_{j}, P_{j}, +1) & j = 1, \ldots, N \\
(b_{j-N}, Q_{j-N}, -1) & j = N + 1, \ldots, N', \quad N' = N + M, 
\end{cases} \]  
\[ (B.9) \]

in generalization of (3.22), (B.7) may be written in the form (3.23). Inserting (3.23) with (B.9) into (1.1), the proof of Proposition 3.1 may then be followed line-by-line to give the following.
Proposition B.1  The function $U(x, t)$ in (B.7) satisfies the sBO equation (1.1) provided that (B.8) and the following equations hold true,

\[ \dot{a}_j P_j = +2i \sum_{k \neq j}^N P_j P_k \alpha (a_j - a_k) - 2i \sum_{k=1}^M P_j Q_k \alpha (a_j - b_k) \quad (j = 1, \ldots, N), \]
\[ \dot{b}_j Q_j = -2i \sum_{k \neq j}^M Q_k Q_j \alpha (b_j - b_k) + 2i \sum_{k=1}^N P_j Q_j \alpha (b_j - a_k) \quad (j = 1, \ldots, M), \]
\[ \dot{P}_j = -2i \sum_{k \neq j}^N [P_j, P_k] V (a_j - a_k) \quad (j = 1, \ldots, N), \]
\[ \dot{Q}_j = -2i \sum_{k \neq j}^M [Q_j, Q_k] V (b_j - b_k) \quad (j = 1, \ldots, M), \]

and

\[ P_j^2 = P_j \quad (j = 1, \ldots, N), \quad Q_j^2 = Q_j \quad (j = 1, \ldots, M). \]

We now make the ansatz

\[ P_j = |e_j\rangle \langle f_j| \quad (j = 1, \ldots, N), \quad Q_j = |g_j\rangle \langle h_j| \quad (j = 1, \ldots, M), \]

with vectors $|e_j\rangle, |g_j\rangle \in \mathcal{V}$ and $\langle f_j|, \langle h_j| \in \mathcal{V}^*$. Similarly as in the special case (3.17) treated in Theorem 3.1, $U(x, t)$ (B.7) satisfies the equations in Proposition (B.1) if \( \{a_j, |e_j\rangle, \langle f_j|\}_{j=1}^N \) and \( \{b_j, |g_j\rangle, \langle h_j|\}_{j=1}^M \) satisfy the equations defining the Bäcklund transformation of the sCM system discussed in Sect. 2.2.

Lemma B.1  Suppose that \( \{a_j, |e_j\rangle, \langle f_j|\}_{j=1}^N \) and \( \{b_j, |g_j\rangle, \langle h_j|\}_{j=1}^M \) satisfy the equations (2.3), (2.4), (2.6), (2.7), and (2.8) and \( P_j \) and \( Q_j \) are given by (B.13). Then, the function $U$ defined in (B.7) satisfies (B.10)–(B.12).

Proof  By multiplying (2.8a) from the left by $|e_j\rangle$, one gets

\[ \dot{a}_j |e_j\rangle \langle f_j| = 2i \sum_{k \neq j}^N |e_j\rangle \langle f_j| e_k\rangle \langle f_k| \alpha (a_j - a_k) - 2i \]
\[ \sum_{k=1}^M |e_j\rangle \langle f_j| g_k\rangle \langle h_k| \alpha (a_j - b_k) \quad (j = 1, \ldots, N). \]
and, by multiplying (2.8b) from the right by $\langle h_j \rangle$, one gets

$$\dot{b}_j |g_j \rangle \langle h_j | = -2i \sum_{k \neq j}^{M} |g_k \rangle \langle h_k | g_j \rangle |h_j | \alpha (b_j - b_k) + 2i \sum_{k=1}^{N} |e_k \rangle \langle f_k | g_j \rangle |h_j | \alpha (b_j - a_k) \quad (j = 1, \ldots, M). \quad (B.14b)$$

Then, (B.14) matches (B.10). The remainder of the proof of the lemma is similar to that of Lemma 3.1 and hence omitted. \qed

Then, the theorem is implied by Corollary 2.2.

### C Non-Hermitian solutions of the sncILW equation

In this appendix, we present non-Hermitian solutions of the sncILW equation analogous to those of the sBO equation presented in Appendix B, together with a self-contained proof.

#### C.1 Result

It is easy to check that the following simplifies to Theorem 4.1 under the reduction (2.10); the latter is equivalent to $U = U^\dagger$. In the main text, we only specified the key ingredients in the proof of Theorem 4.1. Here, we prove the following more general result using the notation and methods discussed in Sect. 4. The proof structure parallels that of Theorem 3.1 (and of Theorem B.1, see Appendix B) presented in Sect. 3.2.

**Theorem C.1** Let $\{a_j(t), |e_j(t)\rangle, \langle f_j(t)\rangle\}_{j=1}^{N}$ and $\{b_j(t), |g_j(t)\rangle, \langle h_j(t)\rangle\}_{j=1}^{M}$ be a solution of the time evolution equations (2.2) and (2.3) and (2.5)–(2.6), respectively, with initial conditions

$$a_j(0) = a_{j,0}, \quad \dot{a}_j(0) = v_j, \quad |e_j(0)\rangle = |e_{j,0}\rangle, \quad \langle f_j(0)\rangle = \langle f_{j,0}\rangle \quad (j = 1, \ldots, N),$$

$$b_j(0) = b_{j,0}, \quad \dot{b}_j(0) = w_j, \quad |g_j(0)\rangle = |g_{j,0}\rangle, \quad \langle h_j(0)\rangle = \langle h_{j,0}\rangle \quad (j = 1, \ldots, M), \quad (C.1)$$

satisfying the constraints

$$-\frac{3\delta}{2} < \text{Im}(a_{j,0}) < -\frac{\delta}{2} \quad (j = 1, \ldots, N),$$

$$\frac{\delta}{2} < \text{Im}(b_{j,0}) < \frac{3\delta}{2} \quad (j = 1, \ldots, M), \quad (C.2)$$

$$\langle f_{j,0}|e_{j,0}\rangle = 1 \quad (j = 1, \ldots, N), \quad \langle g_{j,0}|h_{j,0}\rangle = 1 \quad (j = 1, \ldots, M). \quad (C.3)$$
\[ \dot{a}_j(0) | f_{j,0} \rangle = 2i \sum_{k \neq j}^N |f_{j,0}\rangle |e_{k,0}\rangle |f_{k,0}\rangle |a_{j,0} - a_{k,0}\rangle \\
- 2i \sum_{k=1}^M |f_{j,0}\rangle |h_{k,0}\rangle |a_{j,0} - b_{k,0} + i\delta\rangle, \quad (j = 1, \ldots, N), \]
\[ (C.4a) \]
\[ \dot{b}_j(0) | g_{j,0} \rangle = -2i \sum_{k \neq j}^M |g_{k,0}\rangle |h_{j,0}\rangle |g_{j,0}\rangle |b_{j,0} - b_{k,0}\rangle \\
+ 2i \sum_{k=1}^N |e_{k,0}\rangle |f_{k,0}\rangle |g_{j,0}\rangle |a_{j,0} - a_{k,0} + i\delta\rangle, \quad (j = 1, \ldots, M). \]
\[ (C.4b) \]

Then,
\[ U(x, t) = i \sum_{j=1}^N |e_j(t)\rangle \langle f_j(t)| |a(x - a_j(t) + i\delta/2) \]
\[ - i \sum_{j=1}^M |g_j(t)\rangle \langle h_j(t)| |a(x - b_j(t) - i\delta/2), \]
\[ V(x, t) = -i \sum_{j=1}^N |e_j(t)\rangle \langle f_j(t)| |a(x - a_j(t) - i\delta/2) \]
\[ + i \sum_{j=1}^M |g_j(t)\rangle \langle h_j(t)| |a(x - b_j(t) + i\delta/2) \]
\[ (C.5) \]
satisfies the sncILW equation (1.13) as long as the poles \( a_j(t) \) and \( b_j(t) \) satisfy (4.6) and
\[ \frac{\delta}{2} < \text{Im}(b_j(t)) < \frac{3\delta}{2} \quad (j = 1, \ldots, M), \quad b_j(t) \neq b_k(t) \quad (1 \leq j < k \leq M). \]
\[ (C.6) \]

C.2 Proof of Theorem C.1

We start with the spin-pole ansatz
\[ U(x, t) = i \sum_{j=1}^N P_j(t) A_+(x - a_j(t)) - i \sum_{j=1}^M Q_j(t) A_-(x - b_j(t)), \]
\[ (C.7) \]
with $\mathcal{A}_{\pm}$ as in (4.13) and where $P_j = P_j(t)$ and $Q_j = Q_j(t)$ are $d \times d$ matrices and $a_j = a_j(t) \in \mathbb{C}$, and $b_j = b_j(t) \in \mathbb{C}$ satisfy

$$-\frac{3\delta}{2} < \text{Im}(a_j(t)) < -\frac{\delta}{2} \quad (j = 1, \ldots, N),$$

$$\frac{\delta}{2} < \text{Im}(b_j(t)) < \frac{3\delta}{2} \quad (j = 1, \ldots, M).$$  \hspace{1cm} (C.8)

Using the notation (B.9), (C.7) may be written in the form (4.14). By inserting (4.14) with (B.9) into the sncILW equation (4.11) and performing some computations, we obtain the following result.

**Proposition C.1** The functions $U(x, t)$ and $V(x, t)$ in (C.5) satisfy the sncILW equation (1.13) provided that (C.8) and the following equations hold true,

$$\dot{a}_j P_j = +2i \sum_{k \neq j}^{N} P_j P_k \alpha (a_j - a_k) - 2i \sum_{k=1}^{M} P_j Q_k \alpha (a_j - b_k + i\delta) \quad (j = 1, \ldots, N),$$  \hspace{1cm} (C.9a)

$$\dot{b}_j Q_j = -2i \sum_{k \neq j}^{M} Q_j Q_k \alpha (b_j - b_k) + 2i \sum_{k=1}^{N} P_k Q_j \alpha (b_j - a_k + i\delta) \quad (j = 1, \ldots, M),$$  \hspace{1cm} (C.9b)

$$\dot{P}_j = -2i \sum_{k \neq j}^{N} [P_j, P_k] V(a_j - a_k) \quad (j = 1, \ldots, N),$$  \hspace{1cm} (C.10a)

$$\dot{Q}_j = -2i \sum_{k \neq j}^{M} [Q_j, Q_k] V(b_j - b_k) \quad (j = 1, \ldots, M),$$  \hspace{1cm} (C.10b)

and

$$P^2_j = P_j \quad (j = 1, \ldots, N), \quad Q^2_j = Q_j \quad (j = 1, \ldots, M).$$  \hspace{1cm} (C.11)

**Proof** We compute each term in (4.11). Using the notation (B.9), we start with

$$U_t = \sum_{j=1}^{N} \left( i r_j \dot{P}_j A_{r_j} (x - a_j) - i r_j P_j \dot{a}_j A'_{r_j} (x - a_j) \right).$$  \hspace{1cm} (C.12)
Next, we compute

\[
\{U; U_x\} = - \sum_{j=1}^{N} \sum_{k=1}^{N} r_j r_k \{P_j, P_k\} \mathcal{A}_{r_j}(x - a_j) \circ \mathcal{A}_{r_k}'(x - a_k)
\]

\[
= -2 \sum_{j=1}^{N} P_j^2 \mathcal{A}_{r_j}(x - a_j) \circ \mathcal{A}_{r_j}'(x - a_j)
\]

\[
- \sum_{j=1}^{N} \sum_{k \neq j}^{N} r_j r_k \{P_j, P_k\} \mathcal{A}_{r_j}(x - a_j) \circ \mathcal{A}_{r_k}'(x - a_k)
\]

\[
= \sum_{j=1}^{N} P_j^2 \mathcal{A}_{r_j}'(x - a_j)
\]

\[
+ \sum_{j=1}^{N} \sum_{k \neq j}^{N} r_j r_k \{P_j, P_k\} \alpha(a_j - a_k + i(r_j - r_k)\delta/2) \mathcal{A}_{r_k}'(x - a_k)
\]

\[
+ \sum_{j=1}^{N} \sum_{k \neq j}^{N} r_j r_k \{P_j, P_k\} V(a_j - a_k + i(r_j - r_k)\delta/2) \mathcal{A}_{r_j}(x - a_j)
\]

\[
- \mathcal{A}_{r_k}(x - a_k),
\]

where we have used the identities (4.15) and (4.16).

The final sum in (C.13) vanishes because the summand is antisymmetric under the interchange \( j \leftrightarrow k \). Hence, after re-labeling summation indices \( j \leftrightarrow k \) in the second sum in (C.13) using (A.1), we are left with

\[
\{U; U_x\} = \sum_{j=1}^{N} P_j^2 \mathcal{A}_{r_j}'(x - a_j)
\]

\[
- \sum_{j=1}^{N} \sum_{k \neq j}^{N} r_j r_k \{P_j, P_k\} \alpha(a_j - a_k + i(r_j - r_k)\delta/2) \mathcal{A}_{r_k}'(x - a_k)
\]

\[
+ \sum_{j=1}^{N} \sum_{k \neq j}^{N} r_j r_k \{P_j, P_k\} V(a_j - a_k + i(r_j - r_k)\delta/2) \mathcal{A}_{r_j}(x - a_j)
\]

\[
- \mathcal{A}_{r_k}(x - a_k)
\],

To compute the terms in (4.11) involving \( T \), we use (4.17). Applied to (4.14), this gives

\[
TU_x = - \sum_{j=1}^{N} P_j \mathcal{A}_{r_j}'(x - a_j), \quad TU_{xx} = - \sum_{j=1}^{N} P_j \mathcal{A}_{r_j}''(x - a_j),
\]

where we have used the fact that \( T \) commutes with differentiation to obtain the second equation from the first.
From (4.14) and the first equation in (C.15), we compute

\[ i[\mathcal{U} \circ \mathcal{T} \mathcal{U}_x] = \sum_{j=1}^{\mathcal{N}} \sum_{k \neq j}^{\mathcal{N}} r_j [P_j, P_k] A_{r_j} (x - a_j) \circ A'_{r_k} (x - a_k) \]

\[ = - \sum_{j=1}^{\mathcal{N}} \sum_{k \neq j}^{\mathcal{N}} r_j [P_j, P_k] \alpha (a_j - a_k + i(r_j - r_k)\delta/2) A'_{r_k} (x - a_k) \]

\[ - \sum_{j=1}^{\mathcal{N}} \sum_{k \neq j}^{\mathcal{N}} r_j [P_j, P_k] V (a_j - a_k + i(r_j - r_k)\delta/2) (A_{r_j} (x - a_j) - A_{r_k} (x - a_k)) \]

inserting (4.16) in the second step. We can rewrite the second sum as follows:

\[ \sum_{j=1}^{\mathcal{N}} \sum_{k \neq j}^{\mathcal{N}} r_j [P_j, P_k] V (a_j - a_k + i(r_j - r_k)\delta/2) (A_{r_j} (x - a_j) - A_{r_k} (x - a_k)) \]

\[ = \frac{1}{2} \sum_{j=1}^{\mathcal{N}} \sum_{k \neq j}^{\mathcal{N}} (r_j + r_k) [P_j, P_k] V (a_j - a_k + i(r_j - r_k)\delta/2) (A_{r_j} (x - a_j) - A_{r_k} (x - a_k)) \]

since \( V(z) \) is an even function. Also changing variables \( j \leftrightarrow k \) in the first sum in (C.16) using that \( \alpha(z) \) is odd and \( 2i\delta \)-periodic (A.5), we arrive at

\[ i[\mathcal{U} \circ \mathcal{T} \mathcal{U}_x] = - \sum_{j=1}^{\mathcal{N}} \sum_{k \neq j}^{\mathcal{N}} r_k [P_j, P_k] \alpha (a_j - a_k + i(r_j - r_k)\delta/2) A'_{r_j} (x - a_j) \]

\[ - \sum_{j=1}^{\mathcal{N}} \sum_{k \neq j}^{\mathcal{N}} (r_j + r_k) [P_j, P_k] V (a_j - a_k + i(r_j - r_k)\delta/2) A_{r_j} (x - a_j). \]
Inserting (C.12), (C.14), the second equation in (C.15), and (C.18) into (4.11) yields

\[ 0 = \sum_{j=1}^{N} \left( i r_j \dot{P}_j - \sum_{k \neq j}^{N} (r_j + r_k)[P_j, P_k]V(a_j - a_k + i(r_j - r_k)\delta/2) \right) A_{r_j}(x - a_j) \]

\[ + \sum_{j=1}^{N} \left( -i r_j P_j \dot{a}_j - \sum_{k \neq j}^{N} r_k(r_j[P_j, P_k] + [P_j, P_k]) \right) \alpha(a_j - a_k + i(r_j - r_k)\delta/2) A'_{r_j}(x - a_j) \]

\[ \times \alpha(a_j - a_k + i(r_j - r_k)\delta/2) A''_{r_j}(x - a_j) \]

\[ + \sum_{j=1}^{N} (P_j^2 - P_j) A''_{r_j}(x - a_j). \quad (C.19) \]

Thus, \( U \) satisfies the sncILW equation (4.11) if and only if the following conditions are fulfilled:

\[ P_j \dot{a}_j = i \sum_{k \neq j}^{N} r_k([P_j, P_k] + r_j[P_j, P_k])\alpha(a_j - a_k + i(r_j - r_k)\delta/2), \quad (C.20) \]

\[ \dot{P}_j = -i \sum_{k \neq j}^{N} (1 + r_j r_k)[P_j, P_k]V(a_j - a_k + i(r_j - r_k)\delta/2), \quad (C.21) \]

\[ P_j^2 = P_j, \quad (C.22) \]

for \( j = 1, \ldots, N \). Recalling (B.9), one can check that (C.20), (C.21), and (C.22) are equivalent to (C.9), (C.10), and (C.11), respectively.

We now make the ansatz

\[ P_j = |e_j\rangle\langle f_j| \quad (j = 1, \ldots, N), \quad Q_j = |g_j\rangle\langle h_j| \quad (j = 1, \ldots, M), \quad (C.23) \]

with vectors \(|e_j\rangle \in \mathcal{V}\) and \(|f_j\rangle \in \mathcal{V}^*\). Similar to the sBO case, the functions \( U(x, t), V(x, t) \) defined in (C.5) satisfy the equations in Proposition C.1 if \( \{a_j, |e_j\rangle\}, \langle f_j|\}^{N}_{j=1} \) and \( \{b_j, |e_j\rangle, \langle f_j|\}^{M}_{j=1} \) satisfy the equations defining the Bäcklund transformations of the sCM system discussed in Sect. 2.2.

**Lemma C.1** Let \( \tilde{a}_j := a_j - i\delta/2 \) for \( j = 1, \ldots, N \) and \( \tilde{b}_j := b_j + i\delta/2 \) for \( j = 1, \ldots, M \). Suppose that \( \{\tilde{a}_j, |e_j\rangle, \langle f_j|\}^{N}_{j=1} \) and \( \{\tilde{b}_j, |g_j\rangle, \langle h_j|\}^{M}_{j=1} \) satisfy the Eqs. (2.3), (2.4), (2.6), (2.7), and (2.8) and \( a_j, b_j, P_j \) and \( Q_j \) are given by (C.23). Then (C.9)–(C.11) hold.
Proof By multiplying (2.8a) with $a_j$ replaced by $\tilde{a}_j$ from the left by $|e_j\rangle$, one gets

$$\dot{\tilde{a}}_j |e_j\rangle \langle f_j| = 2i \sum_{k \neq j}^N |e_j\rangle \langle f_j| e_k\rangle \langle f_k| \alpha(\tilde{a}_j - \tilde{a}_k) - 2i \sum_{k=1}^M |e_j\rangle \langle f_j| g_k\rangle \langle h_k| \alpha(\tilde{a}_j - \tilde{b}_k) \quad (j = 1, \ldots, N). \quad (C.24a)$$

Similarly, by multiplying (2.8b) with $b_j$ replaced by $\tilde{b}_j$ from the right by $\langle h_j|$, one gets

$$\dot{\tilde{b}}_j |g_j\rangle \langle h_j| = -2i \sum_{k \neq j}^M |g_k\rangle \langle h_k| g_j\rangle \langle h_j| \alpha(\tilde{b}_j - \tilde{b}_k) + 2i \sum_{k=1}^N |e_k\rangle \langle f_k| g_j\rangle \langle h_j| \alpha(\tilde{b}_j - \tilde{a}_k) \quad (j = 1, \ldots, M). \quad (C.24b)$$

Equations (C.24) are seen to be equivalent to (C.9) after recalling (C.23), the definitions of $\tilde{a}_j$ and $\tilde{b}_j$, and the $2i\delta$-periodicity (A.5) of $\alpha$.

The remainder of the proof is similar to that of Lemma 3.1 and hence omitted. $\square$

Then, the theorem is implied by Corollary 2.2.
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