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ABSTRACT

We propose a new approach for large-scale high-dynamic range computational imaging. Deep Neural Networks (DNNs) trained end-to-end can solve linear inverse imaging problems almost instantaneously. While unfolded architectures provide robustness to measurement setting variations, embedding large-scale measurement operators in DNN architectures is impractical. Alternative Plug-and-Play (PnP) approaches, where the denoising DNNs are blind to the measurement setting, have proven effective to address scalability and high-dynamic range challenges, but rely on highly iterative algorithms. We propose a residual DNN series approach, also interpretable as a learned version of matching pursuit, where the reconstructed image is a sum of residual images progressively increasing the dynamic range, and estimated iteratively by DNNs taking the back-projected data residual of the previous iteration as input. We demonstrate on radio-astronomical imaging simulations that a series of only few terms provides a reconstruction quality competitive with PnP, at a fraction of the cost.

Index Terms— computational imaging, deep neural networks, unfolded architectures, plug-and-play, astronomical imaging.

1. INTRODUCTION

Designing algorithms for solving ill-posed imaging inverse problems that both deliver high precision reconstructions and scale to large data volumes is a significant challenge of imaging sciences. A problem where such considerations are paramount is aperture synthesis by Radio Interferometry (RI) in astronomy, an iconic example of linear inverse Fourier imaging problems [1]. In this context, the acquisition of an unknown target radio image $\bar{x} \in \mathbb{R}^N$ from observed data $y \in \mathbb{C}^M$ follows the observation model

$$ y = \Phi \bar{x} + n, $$

where $n \sim \mathcal{N}(0, \tau^2)$ is the realisation of a complex Gaussian random noise, and where the linear measurement operator $\Phi : \mathbb{R}^N \to \mathbb{C}^M$ represents (in its simplest form, see [2] for details) a non-uniform Fourier transform. More precisely, $\Phi = \text{UFZ}$, where $Z$ is a zero-padding operator, $F$ denotes the 2D discrete Fourier transform, and $U$ is an interpolation matrix mapping the discrete Fourier coefficients onto the measured values of the continuous Fourier transform. The set of sampled values is characterised by a so-called sampling pattern. With the advent of a whole new generation of radio telescopes arrays aiming to probe the sky with much higher resolution and sensitivity, such as the flagship MeerKAT (sarao.ac.za) and SKA (skatelescope.org), extreme image dimensions and data volumes are to be expected, along with dynamic ranges (i.e. the ratio between the brightest and faintest sources in $\bar{x}$) spanning multiple orders of magnitude.

Deep Neural Networks (DNNs) have shown outstanding results in solving linear inverse imaging problems. On the one hand, end-to-end approaches provide extremely fast reconstruction. They are widespread in other imaging communities [3, 4, 5], but their use remains limited in RI imaging [2, 6, 7]. This is mainly due to the lack of ground-truth datasets, combined with a wide intrinsic variability of the RI observation model, leading to generalisation issues. While unfolded architectures [8, 9] provide necessary robustness to variations of the measurement setting, embedding large-scale measurement operators in DNN architectures is impractical, both for training and inference. On the other hand, Plug-and-Play (PnP) algorithms [10, 11, 12], substituting learned DNN denoisers in lieu of proximal regularisation operators in optimisation algorithms, have shown outstanding performance and robustness, including for high-dynamic range imaging [2, 13]. However, PnP approaches remain highly iterative and will still struggle to scale to the image sizes and data volumes of interest in applications such as RI imaging.

In this paper, a new residual DNN series approach to large-scale high-dynamic range computational imaging is devised, where the reconstructed image is built as a sum of few residual images progressively increasing the dynamic range, and estimated iteratively as output of DNNs taking the back-
projected data residual of the previous iteration as input. We show on preliminary simulations for RI imaging that such a strategy may enable to achieve an imaging quality matching that delivered by the most advanced optimisation and PnP algorithms, while being orders of magnitude faster thanks to its very limited iterative nature.

2. METHODOLOGY

2.1. Proposed approach

We propose to train a series of DNNs \((G^{(i)})_{1 \leq i \leq I}\) yielding a sequence of estimated reconstructions \((\hat{x}^{(i)})_{1 \leq i \leq I}\) of \(\hat{x}\), following the update rule

\[
(\forall 1 \leq i \leq I) \quad \begin{cases} 
    r^{(i-1)} = x_{\text{dirty}} - \kappa \Re \{\Phi^T y\} x^{(i-1)}, \\
    x^{(i)} = x^{(i-1)} + G^{(i)} \left( r^{(i-1)} \right),
\end{cases}
\]

where \(x^{(0)} = 0\) and where \(r^{(i-1)}\) corresponds to the data residuals back-projected in the image domain. The back-projected or so-called dirty image reads \(x_{\text{dirty}} = \kappa \Re \{\Phi^T y\}\).

In (2), we set \(\kappa = 1 / \max(\Re \{\Phi^T \Phi\}) \delta\) to ensure the normalisation of back-projected data residuals at the input of the networks (\(\delta\) being the Dirac delta). The last element of the sequence and final reconstruction \(x^{(i)}\) also reads

\[
x^{(i)} = \sum_{i=1}^{I} G^{(i)}(r^{(i-1)}),
\]

hence the name “deep network series”. In practice, we aim at keeping \(I\) as small as possible. We also note that the first iteration is equivalent to a standard end-to-end learning approach, as \(x^{(1)} = G^{(1)}(r^{(0)})\) with \(r^{(0)} = x_{\text{dirty}}\) the back-projected data. The approach is summarised in Figure 1.

In order to train the sequence of DNNs \((G^{(i)})_{1 \leq i \leq I}\), we start from a dataset of \(L\) synthetic ground-truth images \((\bar{x}_l)_{1 \leq l \leq L}\) from which we simulate measurements \((y_l)_{1 \leq l \leq L}\) as per (1). Then, for every \(1 \leq i \leq I\), we generate a dataset of residuals \((r^{(i-1)}_l)_{1 \leq l \leq L}\) as per (2) and train \(G^{(i)}\) to

\[
\min_{\theta} \frac{1}{L} \sum_{l=1}^{L} \|G^{(i)}_\theta(r^{(i-1)}_l) + x^{(i-1)}_l - \bar{x}_l\|_1,
\]

where \(\theta\) denotes the learnable parameters of \(G^{(i)}\).

2.2. Relation to unfolding, PnP, and matching pursuit

The proposed approach is reminiscent of both unfolded and PnP algorithms based on the Forward-Backward optimisation algorithm [14], as the back-projected data residuals in (2) can be written as \(r^{(i-1)} = -\kappa \nabla f(x^{(i-1)})\) for \(f(\cdot) = \frac{1}{2}\|\Phi \cdot \cdot - y\|_2^2\). There are however important differences with such schemes. Firstly, instead of applying \(G^{(i)}\) to \(\id - \kappa \nabla f\), \(G^{(i)}\) is applied to the residual \(\kappa \nabla f\) only. Secondly, unfolded architectures are trained in an end-to-end fashion, whereas our approach proposes to train \(G^{(i)}\) sequentially, with a dataset of back-projected data residuals \((r^{(i-1)}_l)_{1 \leq l \leq L}\) as input. We stress that this procedure, involving the training of \(I\) DNNs, is dictated by the large-scale nature of \(\Phi\), precluding its direct embedding into a DNN architecture. Thirdly, DNNs in PnP algorithms are generally the same across iterations and trained as simple denoisers.

In a nutshell, our approach can be interpreted as a learned version of matching pursuit, iteratively identifying model components from back-projected data residuals. While [15] adopts a similar approach, their simple network architecture explicitly requires the current estimate as second input, and the approach is not investigated at high dynamic range.

3. EXPERIMENTS

3.1. Training RI dataset & training

To circumvent the absence of an appropriate dataset of target radio images, we rely on a synthetic dataset from [2], where noisy, low-dynamic range optical images have been processed through denoising and exponentiation procedures to create a dataset of \(L = 2235\) clean images \((\bar{x}_l)_{1 \leq l \leq L}\), of size \(N = 512 \times 512\), and with nominal dynamic range slightly above \(10^4\). The full dataset is normalised so that the maximum pixel value across all images is equal to 1.

For each image \(\bar{x}_l\) we create data \(y_l = \Phi \bar{x}_l + n_l\), with a measurement operator \(\Phi_l\) resulting from simulating a sampling pattern of the MeerKAT telescope, with fixed integration and observation times, and randomly chosen pointing direction, leading to data vectors of size \(M = 1.6 \times 10^6\). The measurement noise \(n_l\) is generated with fixed standard deviation set to ensure a back-projected noise level \(\tau / \sqrt{2 \|\Re \{\Phi_l^T \Phi_l\}\|_2} \lesssim 10^{-4}\), thus leading to a target dynamic range of the order of, or slightly above, \(10^4\). Following
standard practice in the field, the data $y_i$, operator $\Phi_i$, and noise $n_i$ are weighted component-wise by the inverse square-root of the sampling density at each point to mitigate the side-lobes of the point spread function $\text{Re}\{\Phi_i^\dagger \Phi_i\} \delta$ (see Figure 2.c).

We train the sequence of networks $(G^{(i)})_{1 \leq i \leq 4}$ following the procedure detailed in Section 2.1. Each network $G^{(i)}$ has the same architecture, namely a UNet [11] in which convolutional blocks were replaced by WDSR blocks [16]. The networks also include an initial normalisation layer, ensuring that any input image effectively has zero mean and unit standard deviation, mitigating potential generalisation issues related to variations of statistics between the training samples and any test sample. The output image is de-normalised as part of a last layer, using the same mean and standard deviation as computed at the input. Each network is trained with the RMSprop algorithm, for approximately 200 epochs for each network. In practice, we noticed that the reconstruction quality saturates for $I > 4$ on the training dataset, and therefore chose $I = 4$ for all our experiments.

3.2. Test RI dataset & simulation set up

We validated the proposed methodology on a test dataset of 3 radio images (3c353, Hercules A, and Centaurus A, see [2] for more details) of size $N = 512 \times 512$, with peak value normalised to 1, and dynamic range slightly above $10^4$. For each of them, 5 RI data vectors are simulated from 5 MeerKAT sampling patterns generated as in Section 3.1, using the same integration and observation time, same noise standard deviation, and random pointing directions. This leads to a total of 15 inverse problems with data vectors of size $M = 1.6 \times 10^6$.

Reconstruction quality is evaluated with the signal-to-noise ratio metric, as $\text{SNR}(x, \bar{x}) = 20 \log_{10}(\|\bar{x}\|_2/\|\bar{x} - x\|_2)$ for an estimate $x$ of $\bar{x}$. Since we aim at reconstructing high-dynamic range images, we visualise reconstructions in logarithmic scale (i.e. after applying the transform $r\log: x \mapsto \log_{10}(10^3x + 1)/3$), which helps visualising very faint features. We also compute the SNR in logarithmic scale as $\log\text{SNR}(x, \bar{x}) = \text{SNR}(r\log(x), r\log(\bar{x}))$. When evaluating the reconstruction quality of the proposed method across iterations, we also use the relative norm of the back-projected data residuals $\eta^{(i)} = \|r^{(i)}\|_2/\|r^{(0)}\|_2$, measuring the relative amount of data left to be processed after each iteration.

3.3. Benchmark RI algorithms

We compare the proposed method to various RI imaging algorithms, from the recent and advanced sparsity-promoting optimisation algorithm SARA [17, 18], to its PnP counterpart AIRI [2, 13], to the traditional RI imaging algorithm CLEAN [19] (relying on a classical matching pursuit approach), and to an end-to-end approach resulting from cutting the network series to $I = 1$ in the proposed approach.

![Fig. 2](image-url) Different stages of the proposed approach illustrated on one of the three images (3c353) and for one of the five sampling patterns of the test dataset. Top row shows (a) the ground truth $\bar{x}$, (b) the back-projected data $\kappa\text{Re}\{\Phi^\dagger y\}$, and (c) the weighted Fourier sampling pattern (colorbar displaying weight values). The second row (panels (d)-(g)) and third row (panels (h)-(k)) show the back-projected data residuals $r^{(i)}$ and reconstructions $x^{(i)}$ for $1 \leq i \leq 4$, below which associated (SNR, logSNR) metrics are displayed.

![Fig. 3](image-url) Evolution of average reconstruction quality across iterations $1 \leq i \leq 4$ over the test dataset, with error bars indicating 95\% confidence intervals. Left: SNR and logSNR metrics for $x^{(i)}$. Right: Back-projected data residual norm $\eta^{(i)}$.

3.4. Results

Figure 2 shows the different stages of the proposed reconstruction method, on 3c353 and for the sampling pattern shown in panel (c). Figure 3 shows the average SNR and logSNR metrics and residual norms on the 15 inverse problems of the test dataset. The first estimate $x^{(1)} = G^{(1)}(r^{(0)})$ provides good results at high intensities but is not accurate at fainter intensities. This translates into relatively high SNR, but poor logSNR values. The associated residual $r^{(1)}$ contains important information and is far from random noise. The output $x^{(2)}$ is much more accurate than $x^{(1)}$, not only at high intensities (improvement of the SNR), but also at fainter intensities (improvement of the logSNR). It is also associated with a residual $r^{(2)}$ containing much less information than $r^{(1)}$, also evidenced by $\eta^{(2)} < \eta^{(1)}$, supporting the observation that the $x^{(2)}$ reconstruction is more faithful to the
measurements than \( \mathbf{x}^{(1)} \). While the SNR does not evolve significantly between \( \mathbf{x}^{(2)} \) and \( \mathbf{x}^{(3)} \), with also \( \eta^{(3)} \simeq \eta^{(2)} \), it appears clearly that \( \eta^{(3)} \) contains less residual signal structure than \( \mathbf{x}^{(2)} \), suggesting that \( \mathbf{x}^{(3)} \) provides further improvement at faint intensities. This is evidenced by a noticeable improvement in logSNR. A final logSNR increase is brought in \( \mathbf{x}^{(4)} \).

Table 1 shows the average SNR, logSNR, reconstruction times, and number of iterations, as well as associated 95% confidence intervals. *AIRI systematically reached the maximum number of iterations.

| Algorithm | SNR (dB) | logSNR (dB) | Iteration/# | Time (s.) | 
|-----------|---------|-------------|-------------|----------|
| CLEAN     | 5.3 ± 0.1 | 8.2 ± 0.4  | 8.8 ± 0.2 | 217 ± 5  |
| SARA      | 26.4 ± 0.8 | 24.9 ± 0.3  | 11291 ± 563 | 4825 ± 190 |
| AIRI      | 24.9 ± 0.8 | 25.9 ± 0.4  | 4515 ± 103 | 6000* |

\( \mathbf{x}^{(1)} \) 20.3 ± 1.1 | 13.3 ± 1.2 | 1.0 ± 0.2 | 1.0 ± 0.2 |
\( \mathbf{x}^{(4)} \) 26.8 ± 1.1 | 24.5 ± 0.4 | 3.9 ± 0.6 | 3.9 ± 0.6 |

In this paper, we proposed a novel residual DNN series approach for solving large-scale high-dynamic range computational imaging problems, circumventing scalability challenges encountered by both unfolded end-to-end architectures and PnP approaches. Each network of the series, trained to transform a back-projected data residual into an image residual, improves the dynamic range from the previous iteration, with the sum of the output residual images across iterations representing the final reconstruction.

Simulation results for RI imaging show that a series of only a few terms achieves similar reconstruction quality to the state-of-the-art optimisation algorithm SARA and PnP method AIRI, whilst being orders of magnitude faster.

We finally note that preliminary results not reported here suggest that the proposed hybrid DNN architecture used outperforms architectures such as UNet and WDSR, both in the end-to-end and residual network series approaches.

4. CONCLUSION

In this paper, we proposed a novel residual DNN series approach for solving large-scale high-dynamic range computational imaging problems, circumventing scalability challenges encountered by both unfolded end-to-end architectures and PnP approaches. Each network of the series, trained to transform a back-projected data residual into an image residual, improves the dynamic range from the previous iteration, with the sum of the output residual images across iterations representing the final reconstruction.

Future work should investigate the robustness of the approach to the wide variations of measurements settings characterising RI observation, and its practical effectiveness on real large-scale high-dynamic range data. The suggested superiority of the DNN architecture proposed over state-of-the-art architectures should also be confirmed. The application of the proposed methodology to other computational imaging modalities is naturally an open question.
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