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Abstract—Wireless network virtualization has attracted great attentions from both academia and industry. Another emerging technology for next generation wireless networks is in-band full duplex (FD) communications. Due to its promising performance, FD communication has been considered as an effective way to achieve self-backhauls for small cells. In this paper, we introduce wireless virtualization into small cell networks, and propose a virtualized small cell network architecture with FD self-backhauls. We formulate the virtual resource allocation problem in virtualized small cell networks with FD self-backhauls as an optimization problem. Since the formulated problem is a mixed combinatorial and non-convex optimization problem, its computational complexity is high. Moreover, the centralized scheme may suffer from signaling overhead, outdated data information, and scalability issues. To solve it efficiently, we divide the original problem into two subproblems. For the first subproblem, we transfer it to a convex optimization problem, and then solve it by an efficient alternating direction method of multipliers (ADMM)-based distributed algorithm. The second subproblem is a convex problem, which can be solved by each infrastructure provider. Extensive simulations are conducted with different system configurations to show the effectiveness of the proposed scheme.
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I. INTRODUCTION

By abstracting and sharing resources among different parties, virtualization can significantly reduce the cost of equipment and management in networks [1]. With the tremendous growth in wireless traffic and service, it is inevitable to extend virtualization to wireless networks [2], [3]. In wireless virtualization, physical wireless network infrastructure and physical radio resources are abstracted and sliced into virtual wireless resources, which can be shared by multiple parties. After virtualization, the wireless network infrastructure owned by an infrastructure provider (InP) can be decoupled from the services that it provides. At the same time, mobile virtual network operators (MVNOs) provide services to users. Since the physical resources are abstracted and sliced into virtual resources, it is possible that different MVNOs coexist on the same InP to share the infrastructure and radio spectrum resources, which enables the reducing of capital expenses (CapEx) and operation expenses (OpEx) [2].

The authors of [4] discussed the control and management frameworks of wireless network virtualization. Virtual resource sharing mechanisms were investigated in [5], where the dynamic interactions among MVNOs and InPs are modeled as a stochastic game. In addition, there are some other works focusing on the virtualization of certain specific wireless networks. For example, in the context of cellular networks, Zaki et al. [6] proposed a virtualization framework for long-term evolution (LTE) systems, in which a supervisor is used to virtualize the eNB and manage the physical resources. For wireless local area networks (WLANs) virtualization, a SplitAP architecture was proposed in [7], and a resource sharing algorithm based on control theory was designed in [8]. Moreover, virtualization techniques for WiMAX networks [9] and wireless-optical heterogeneous networks [10] were also studied.

Although some excellent researches have been done for wireless virtualization, most existing works do not consider small cell networks with self-backhauls. Recently, small cell networks have been regarded as one of the key components of next generation cellular networks to improve spectrum efficiency and energy efficiency [11], [12]. Traditionally, there are two kinds of backhauls in small cell networks: wired backhaul (e.g., optical [13] or DSL [14]) and wireless backhaul (e.g., microwave [15] or millimeter waves [16]). Since these traditional backhauls are very expensive for infrastructure deployments, self-backhauling small cells have attracted great attentions from both academia and industry [17], [18]. Wireless self-backhauling can improve reachability and coverage by easing connectivity between nodes [18]. In [17], a self-backhauling scheme was proposed, in which the self-backhaul link uses the same spectrum with the small cell downlink, but on different time slots.

Another emerging technology for next generation wireless networks is in-band full duplex (FD) communications. With the recent advances of self-interference cancellation techniques [19], [20], it is possible for radios to transmit and receive si-
multaneously in the same frequency band. Due to its promising performance, FD communication has been considered as an effective way to achieve self-backhauls for small cells. The authors of [21] and [20] made fine attempts in this direction. Nevertheless, no detail has been reported.

Despite the potential vision of small cell networks with FD self-backhauls and virtualization, many research challenges remain to be addressed. One of the main research challenges is resource allocation, which plays an important role in traditional wireless networks [22]–[24]. When wireless virtualization and FD self-backhauls are jointly considered, the problem of resource allocation becomes even more challenging, since the backhaul and access links are coupled, which depend on virtual resource allocation and self-interference cancellation performance. To the best of our knowledge, the problem of virtual resource allocation in small cell networks with FD self-backhauls and virtualization has not been studied in previous works. The distinct features of this paper are summarized as follows.

- We introduce wireless virtualization into small cell networks, and propose a virtualized small cell network architecture, where multiple InPs and multiple MVNOs coexist. In the proposed virtualized small cell networks, in addition to radio spectrum, both macro base stations (MBSs) and small cell base Stations (SBSs) from different InPs are virtualized as virtual resources, which can be dynamically shared by users from different MVNOs.

- We formulate the virtual resource allocation problem in virtualized small cell networks with FD self-backhauls as an optimization problem, which maximizes the total utility of all MVNOs, considering not only the revenue earned by serving users but also the cost paid to InPs for consuming power, spectrum, and backhaul resources. In addition, we take the residual self-interference of FD communications into account in the formulated problem.

- Since the formulated problem is a mixed combinatorial and non-convex optimization problem, its computational complexity is high. Moreover, the centralized scheme may suffer from signaling overhead, outdated dynamics information, and scalability issues. To solve it efficiently, we divide the original problem into two subproblems. For the first subproblem, we transfer it to a convex optimization problem, and then solve it by an efficient alternating direction method of multipliers [25] (ADMM)-based distributed algorithm, in which the InPs and virtual resource manager (VRM) only need to solve their own problems without exchange of channel state information with fast convergence rate. The second subproblem is a convex problem, which can be solved by each InP.

- Extensive simulations are conducted with different system configurations to verify the effectiveness of the proposed scheme. It’s shown that we can take the advantages of both wireless network virtualization and FD self-backhauls with the proposed distributed virtual resource allocation algorithm. InPs, MVNOs, and users can benefit from the proposed resource allocation scheme.

The rest of paper is organized as follows. The proposed virtualized small cell networks architecture and the FD self-backhaul mechanism are described in II. The resource allocation problem is formulated in III. Then we divide the formulated problem into two subproblems and the solution details are described in IV. Simulation results are discussed in V. Finally, we conclude this study in Section VI.

II. SYSTEM MODEL

In this section, we first describe the virtualized small cell network architecture. Then we present the FD self-backhauling mechanism where the SBSs can transmit and receive data on the same spectrum simultaneously.

A. Virtualized Small Cell Network Architecture

We present a virtualized small cell network architecture with multiple InPs and multiple MVNOs, as shown in Fig. 1. There are $M$ InPs offering wireless access services in a certain geographical area. Each InP deploys and manages a cellular network with one MBS and several self-backhauled SBSs. There are $N$ MVNOs, which provide various services to their subscribers through the same substrate networks. Following the general frameworks of wireless network virtualization [5], [26], the virtualized small cell network architecture consists of three layers: the physical resource layer (PRL), the control and management layer (CML), and the MVNO layer. The PRL, including base stations (BSs), spectrum, power and backhauls from different InPs, is responsible for providing available physical resources. Moreover, the PRL also provides CML with the interfaces needed to control resources. The CML virtualizes the physical resources from different InPs and enables the sharing for MVNOs. Then, the CML manages and allocates the virtual resources to different MVNO users. The resource management functions in CML are realized by a virtual network controller and a virtual resource manager (VRM). The virtual network controller of MVNOs is responsible to collect the resource consumption prices negotiated with InPs, and the users’ information (e.g., payment information and QoS requirements) from MVNOs, then feedback the resource allocation results to MVNOs for the purpose of finishing the settlement between MVNOs and InPs. To maximize the total utility of all MVNOs, the VRM is responsible to dynamically allocate the virtual resources from multiple InPs to different MVNO users. Through the virtualization architecture above, each MVNO can have a virtual network composed of the substrate networks from multiple InPs. Hence each user can get services via different access points (either MBSs or SBSs) from different InPs.

We assume that the spectrum bandwidth of the $m$-th InP is $B_m$. The transmit power of the MBS and the transmit power of the SBSs, are $P_m$ and $P_{m,i}$, respectively. $S_m$ is used to represent the set of SBSs that belong to the $m$-th InP. Let $S_{j}^m$ be the $j$-th SBS in $S_m$. For ease of presentation, we use $j \in S_m$ to represent $S_{j}^m \in S_m$ in this paper. The set of users of MVNO $i$ is denoted as $U_i$. Then, let $U = \cup_{i=1}^{N} U_i$ be the set of all the users and $|U|$ be the total number of users. For the users, there are two access choices: MBS or self-backhauled SBS. Those users who are associated to the $m$-th
MBS is denoted by $U_m$. Similarly, those users who access to the $j$-th SBS in the $m$-th InP is denoted by $U_m^{m,j}$. To facilitate the formulation of the virtual resource allocation problem, the self-backhauling mechanism via in-band FD communications will be introduced in the next subsection.

### B. Small Cell Self-backhauling Mechanism Based on Full Duplex Communications

As shown in Fig. 2(a), SBSs are equipped with FD hardware, which enables them to backhaul data for themselves. In the downlink (DL), a SBS can receive data from the MBS, while simultaneously transmitting to its users on the same frequency band. In the uplink (UL), a SBS can receive data from the users, while simultaneously transmitting data to the MBS on the same frequency band. In this mechanism, the SBS can effectively backhaul itself, eliminating the need for a separate backhaul solution and a separate frequency band. Therefore, self-backhauling can significantly reduce the cost and complexity of rolling out small cell networks. In order to distinguish DL from UL and backhaul transmissions, we call the relevant links as access UL, access DL, backhaul UL, and backhaul DL, respectively. Due to the limitation of self-interference cancellation technologies, the backhaul DL and access UL will suffer some self-interference from access DL and backhaul UL, respectively. Different from the FD relay mechanism in [20], the spectrum can be reused by different SBSs and the SBSs can allocate resource to their users flexibly in our self-backhaul scheme. Compared to DL, UL usually has less traffic. If the transmission of DL is satisfied, the transmission of UL will also be satisfied. As a result, we focus on the transmission of DL in this paper.

In this paper, the orthogonal spectrum reuse pattern is adopted, where the spectrum is divided for the MBS and SBSs to avoid the inter-layer interference [27]. As shown in Fig. 2(a), we divide the spectrum of InP $m$ into two parts: $\alpha_mB_m$ as $f_1$ for the MBS and $(1-\alpha_m)B_m$ as $f_2$ for the SBSs. In DL, the MBS transmits data to not only macro users on $f_1$, but also SBSs on $f_2$. Similarly, the MBS receives the data from macro users on $f_1$ and SBSs on $f_2$ in UL. At the same time, SBSs transmit and receive data to their users on $f_2$. Obviously, the spectrum indicator vector $\alpha = (\alpha_1, \alpha_2, ..., \alpha_M)$, which decides the throughput of backhaul and access link, plays an important role in achieving small cell self-backhauls.

For user $u \in U_i$, the VRM will decide its association BS and allocate some resources to it from the BS. We denote by $x_{m,j}^{u}$ and $y_{m,j}^{u}$ the user’s association indicator and allocated resources ratio (Note that this resources mean time slot resources), respectively. When a user is associated with one BS, $x_{m,j}^{u} = 1$, otherwise $x_{m,j}^{u} = 0$. Further, $j = 0$ means the user is associated to the $m$-th MBS, $j \neq 0$ means the user is associated to $S_{m,j}$. Similarly, $y_{m,j}^{u}$ denotes the resource ratio that the user gets from the $m$-th MBS, and $y_{m,j}^{u}(j \neq 0)$ denotes the resource ratio that the user gets from $S_{m,j}$. Obviously, $y_{m,j}^{u}$ is related to $x_{m,j}^{u}$. Only when $x_{m,j}^{u} = 1$, $y_{m,j}^{u}$ will be meaningful.

For the access DL, we denote by $R_{m,j}^{u}$ the achievable link rate of one user. Generally, $R_{m,j}^{u}$ and $R_{m,0}^{u}$ are logarithmic functions of signal to interference and noise ratio (SINR). For macro users, they do not suffer interference from other BSs because of the different spectrum bands among InPs and the OSR pattern between macro and SBSs, so the achievable link rate can be expressed as

$$R_{m,0}^{u} = \alpha_mB_m \log \left( 1 + \frac{P_m h_{m,0}^{u}}{\sigma^2} \right). \quad (1)$$

For small cell users, they suffer co-channel interference from other SBSs in the same InP, so the achievable link rate can be expressed as

$$R_{m,j}^{u} = (1-\alpha_m)B_m \log \left( 1 + \frac{P_m h_{m,j}^{u}}{\sum_{k \neq j, k \in S_m} P_m h_{m,k}^{u} + \sigma^2} \right), \quad j \neq 0. \quad (2)$$

In our virtualized small cell networks, each user from any MVNO can access to either a MBS or a SBS in any InP.
Hence, for a given user $u$, we define $C_u$ as its overall long-term rate, which can be expressed as follows.

$$C_u = \frac{R_{u,m}^m}{\alpha_m} + \sum_{j \in S_m} x_{u,m,j} y_{u,j} R_{u,m,j} (\alpha_m),$$

where $C_u^{m,0}$ and $C_u^{m,j}$ are the overall long-term rates of user $u$ getting from the $m$-th MBS and $S_m^{j}$, respectively. For the backhaul DL, the MBS transmits data to SBSs on $f_2$, and the SBSs buffer these data to transmit to small cell users. We define the backhaul link rate of $S_m^{j}$ by $R_{u,m}^{j}$. When the SBS receives data from the MBS, it transmits data to its users at the same time, which results in the self-interference (SI). The value of SI is determined by self-interference cancellation technologies, and is proportional to the transmission power of SBS DL, which could be expressed as $SI = \theta_m P_m^s$. $\theta_m$ represents the residual self-interference gain. Different self-interference cancellation technologies may result in different $\theta_m$. Any self-interference cancellation technology can be applied at the SBSs, and the analysis in this paper is a general case. In addition, a SBS also suffers co-channel interference from other SBSs because they use the same spectrum $f_2$, so the achievable link rate can be expressed as

$$R_{u,m}^{j} = (1 - \alpha_m)B_m \log \left( 1 + \frac{P_m h_{u,j}^{m}}{\eta_m P_m + \sum_{k \neq j, k \in S_m} P_m h_{u,j}^{m} + \sigma^2} \right).$$

In each InP, SBSs share the spectrum $f_2$, but the spectrum resource must be divided in time domain or frequency domain (TDD or FDD) to avoid interference. If FDD is applied, the SBS will have less spectrum receiving data than that transmitting data, which increases the difficulty to investigate SI. As a result, TDD model is adopted in this paper, as shown in Fig. 2(b). We use $\varphi_{m}^{j}$ to denote the time slot ratio occupied by SBS $S_m^{j}$. If we denote by $C_{m}^{s}$ the overall long-term rate of backhaul DL from the $m$-th MBS to $S_m^{j}$, it can be expressed as $C_{m}^{s} = \varphi_{m}^{j} R_{m}^{s}$. In (1), (2), and (4), $\sigma^2$ denotes the noise power level, $h_{u,j}^{m,j}$ denotes the channel gain between user and macro (small) BS and $h_{u,j}^{s,j}$ denotes the channel gain between MBS and SBS. In general, the channel gain includes path loss, shadowing and antenna gain. The association is assumed to be carried out in a large time scale compared to the dynamics of channels. The SINR for association is averaged over the association time, and thus it is a constant regardless of the dynamics of channels (i.e., fast fading is averaged out). As for resource allocation, we assume that resource allocation is carried out well during the channel coherence time, and thus the channel can be regarded as static during each resource allocation period. This model is applicable for low mobility environment.

The notations used in this paper are presented in Table I.

### III. PROBLEM FORMULATION

In this section, we formulate the virtual resource allocation problem in virtualized small cell networks with FD self-backhauls. Firstly, we present the utility functions for users, MVNOs, and InPs. Then, the problem of virtual resource allocation is formulated to maximize the total utility of all MVNOs in a centralized manner at the VRM.

#### A. Utility Function Definition

In our virtualized small cell networks, users pay to their MVNO for getting services. Hence, for a given user $u$, the utility function can be defined as the difference between her/his service rate and the money she/he paid, which is expressed as

$$G_u = \sum_{m=1}^{M} \varsigma C_u^{m} - \delta_u,$$

where $\varsigma$ means the profit of users for per bit rate. For simplicity, we assume $\varsigma = 1$. MVNOs purchase resources (including spectrum, time slot, power and backhaul) from InPs to provide services to their users. The responsibility of the VRM is to efficiently allocate the virtual resources to maximize the total utility of all MVNOs. In this paper, we consider a long-term rate-aware utility function for MVNOs, which is defined as the difference between the total income of all MVNOs earned by serving the users and the total resource consumption cost. For the $i$-th MVNO, its utility can be expressed as:

$$G_{MVNO} = \sum_{m=1}^{M} \sum_{u \in U_i} \delta_u C_{u}^{m} - \sum_{m=1}^{M} \gamma^m T_i^m - \sum_{m=1}^{M} Q_i^m.$$

The first term represents the income of the MVNO from providing services to users, and $\delta_u$ represents the money user $u$ has paid to its subscribed MVNO. The second term defines the cost of MVNO for using the spectrum and power resource, and $\gamma^m$ represents the deliberated price between the $m$-th InP.
and MVNOs. $T'_i^m$ can be expressed as

$$T'_i^m = \sum_{u \in U_i, k \in U_i} \left\{ x_{u}^{m,0} y_{u}^{m,0} (\alpha_m B_m \cdot P_m) \right\} + w_m \sum_{j \in S_m} x_{u}^{m,j} y_{u}^{m,j} \{(1 - \alpha_m) B_m \cdot P_m^s \},$$

where $\text{bandwidth-power product}$ is used to quantify the consumed wireless resources of the access cell [28]. coefficient $w_m$ specifies the weight of small cell resources with respect to the MBS resources. As is well known, the load unbalance problem is a serious problem in small cell networks, which leads to low utilization of SBSs [29], [22]. As a result, we choose $w_m < 1$ to attract more users to SBSs. This method was also used in [30]. The last term represents the cost of MVNO for using the backhaul resource of InPs, which depends on the amount of backhaul data of MVNO and the type of backhaul technique. It’s obvious that the amount of backhaul data for the $i$-th MVNO in $S_i^j$ can be expressed as $\sum_{u \in U_i, k \in U_i} x_{u}^{m,j} y_{u}^{m,j} R_{u}^{m,j}$. We define the price function $g(\eta_m)$ of our proposed FD self-backhaul as $g(\eta_m) = (1 - \alpha_m) P_m^s z_{m}^{j}$. Actually, the FD self-backhaul just utilizes part of MBS power on SBS access spectrum to achieve backhaul rather than additional spectrum or infrastructure, which is cheaper than traditional backhaul methods. Mathematically, $g(\eta_m)$ of our proposed FD self-backhaul is expressed as $g(\eta_m) = (1 - \alpha_m) P_m^s z_{m}^{j}$.

As mentioned earlier, the responsibility of the VRM is to efficiently allocate the virtual resources for the purpose of maximizing the total utility of all MVNOs. In order to guarantee the fairness during the resource allocation process, we change the utility of MVNO as follows by adopting the method in [29],

$$G'_{MVNO} = \sum_{m=1}^{M} \sum_{u \in U_i} \delta_u U(C_u) - \sum_{m=1}^{M} \gamma^m T'_i^m - \sum_{m=1}^{M} Q'_i^m,$$

where function $U(C_u)$ is defined as

$$U(C_u) = x_{u}^{m,0} \log(y_{u}^{m,0} R_{u}^{m,0}) + \sum_{j \in S_m} x_{u}^{m,j} \log(y_{u}^{m,j} R_{u}^{m,j}).$$

Then the utility function of VRM will be changed as

$$G'_{VRM} = \sum_{i=1}^{N} G'_{MVNO} = \sum_{i=1}^{N} \left\{ \sum_{m=1}^{M} \sum_{u \in U_i} \delta_u U(C_u) - \sum_{m=1}^{M} \gamma^m T'_i^m - \sum_{m=1}^{M} Q'_i^m \right\}.$$

For an InP, it not only leases its spectrum and power resource to MVNOs and earn money from them, but also rents or deploys infrastructure to backhaul data. So the utility function of the $m$-th InP can be expressed as

$$G_{mP} = \gamma^m \sum_{i=1}^{N} T'_i^m + \sum_{i=1}^{N} Q'_i^m - \mathcal{O},$$

where $\mathcal{O}$ means the cost of renting or deploying backhaul infrastructure. For simplicity, we assume that all the backhaul income from MVNOs is used to pay for the rent or deployment of backhaul infrastructure in non-self-backhauled small cell networks, which means $\sum_{i=1}^{N} Q'_i^m = \mathcal{O}$.

### B. Virtual Resource Allocation Problem Formulation

In each resource allocation cycle, the VRM needs to dynamically allocate the virtual resources, including MBSs, SBSs, and spectrum, to MVNOs. The objective of this paper is to develop a slot-by-slot virtual resource allocation algorithm that maximizes the total utility in (11) under the following constraints to determine $\alpha, X, Y$ and $Z$.

Firstly, in our proposed small cell self-backhaul mechanism, the DL data of small cell users are transmitted from MBS to SBSs firstly, and then the SBSs store and forward it to their users. In this process, the throughput of backhaul DL decides the throughput of access DL. Hence, we have the throughput constraint of SBSs

$$C_1 : \sum_{u \in U_i}^{m,j} x_{u}^{m,j} y_{u}^{m,j} R_{u}^{m,j} \leq z_{m}^{j} R_{m}^{j} j \neq 0.$$  

Secondly, for simplicity, each user can only be served either by one MBS or by one SBS. Therefore, the cell association indicator should also satisfy the following constraints.

$$C_2 : x_{u}^{m,j} \in \{0, 1\};$$

$$C_3 : \sum_{m=1}^{M} \sum_{j=0}^{y_{u}^{m,j}} x_{u}^{m,j} \leq 1.$$  

Thirdly, one BS schedules its associated users on time dimension and $y_{u}^{m,j}$ represents the schedule ratio of user $u$, the SBSs in the same InP share the frequency $f_2$ on time dimension to access and backhaul. $z_{m}^{j}$ defines the schedule ratio of SBS $S_i$ to backhaul. So, the following condition must be satisfied.

$$C_4 : 0 \leq y_{u}^{m,j} \leq 1 \forall m, j;$$

$$C_5 : \sum_{u \in U_i}^{m,j} x_{u}^{m,j} y_{u}^{m,j} \leq 1;$$

$$C_6 : 0 \leq z_{m}^{j} \leq 1 \forall m, j;$$

$$C_7 : \sum_{j}^{m,j} z_{m}^{j} \leq 1 \forall m.$$  

Furthermore, the spectrum allocation indicator $\alpha_m$ will take a value in the interval of $[0, 1]$. Mathematically, it can be expressed as follows.

$$C_8 : 0 \leq \alpha_m \leq 1.$$
Then, based on the above constraints, the problem of resource allocation can be formulated as follows

$$
\mathcal{P} : \max_{X, Y, Z, \alpha} G'_{VRM}
$$

\[ \text{s.t.} \ C1, C2, C3, C4, C5, C6, C7, C8. \]

IV. DISTRIBUTED VIRTUAL RESOURCE ALLOCATION ALGORITHMS

It can be observed that the considered problem is combinatorial and non-convex. The combinatorial nature comes from the integer constraint C2. The non-convexity is caused by the objective function and constraint C1. As a result, a brute force approach can be used to obtain the optimal virtual resource allocation policy. However, such a method is computationally infeasible for a large system and does not provide useful system design insight. To reduce the computational complexity, firstly, we assume the spectrum allocation indicator vector $\alpha$ is fixed, and then we convert the original problem into a convex problem by variable transformation and perspective function theory to solve $X, Y$ and $Z$. Secondly, based on the obtained results, we can prove that the problem is convex problem about $\alpha$, then it’s easy to get the optimized $\alpha$ by some convex optimization algorithms. Furthermore, we come back to first step with the result of $\alpha$ to get the new values of $X, Y$, and $Z$. By iterations like this for a number of times, the values of $X, Y$, and $Z$ will converge, which can be seen as the solution of original problem $\mathcal{P}$. In Subsection IV-A, we solve $X, Y$ and $Z$ by assuming $\alpha$ is given. Subsection IV-B will introduce how to solve $\alpha$ when $X, Y$ and $Z$ are fixed. In Subsection IV-C, we describe the whole process of solution and the convergence of the proposed algorithms.

A. Solving $X, Y$ and $Z$ under Fixed Spectrum Allocation Indicators $\alpha$

For any given spectrum allocation indicator vector $\alpha$, the original problem reduces to the following problem:

$$\mathcal{P}_1 : \max_{X, Y, Z} \sum_{i=1}^{N} \left\{ \sum_{m=1}^{M} \sum_{u \in U_i} \delta_u \mathcal{U}(C^m_u(X, Y)) - \sum_{m=1}^{M} \gamma_i T_i^m(X, Y) - \sum_{m=1}^{M} Q^m_i(X, Y, Z) \right\}
$$

\[ \text{s.t.} \ C1 : \sum_{u \in U_i} x_{u,m,j} y_{u,m,j} R_{u,m} \leq z_{m,s}^{j} R_{m}^{s}, \forall j, C2, C3, C4, C5, C6, C7 \]

**Theorem 1**: If the problem $\mathcal{P}_1$ is feasible, the objective function achieves the optimal solution only when the constraint $C1$ is tight, which means $\sum_{u \in U_i} x_{u,m,j} y_{u,m,j} R_{u,m} = z_{m,s}^{j} R_{m}^{s}, \forall j \in S_m$ must hold when the objective function gets the maximum value.

**Proof**: We will prove Theorem 1 by a simple contradiction statement. Assume that the optimal resource allocation scheme (e.g., $x_{u,m,j}^{s}$, $y_{u,m,j}^{s}$, $z_{m,s}^{j}$) for problem $\mathcal{P}_1$ is obtained when $\sum_{u \in U_i} x_{u,m,j}^{s} y_{u,m,j}^{s} R_{u,m} \leq z_{m,s}^{j} R_{m}^{s}$. Now all SBSs can achieve backhaul data well because the backhaul rate is higher than the access rate. However, there must exist a $\Delta p > 0$ such that $\sum_{u \in U_i} x_{u,m,j}^{s} y_{u,m,j}^{s} R_{u,m} = (z_{m,s}^{j} - \Delta p) R_{m}^{s}$. According to the definition of $Q^m_i(X, Y, Z)$, it’s obvious that $Q^m_i(x_{u,m,j}^{s}, y_{u,m,j}^{s}, z_{m,s}^{j}) > Q^m_i(x_{u,m,j}^{s}, y_{u,m,j}^{s}, z_{m,s}^{j} - \Delta p)$. That’s to say, a larger utility for the VRM can be obtained at $x_{u,m,j}^{s}, y_{u,m,j}^{s}, z_{m,s}^{j} - \Delta p$, which also satisfies other constraints. Therefore, there is a contradiction between this conclusion and our assumption. In other words, the optimal cell association and resource allocation scheme is not obtained when $\sum_{u \in U_i} x_{u,m,j}^{s} y_{u,m,j}^{s} R_{u,m} < z_{m,s}^{j} R_{m}^{s}$. As a result, Theorem 1 is proved.

Based on Theorem 1, we can get $z_{m,s}^{j} = \frac{1}{R_{m}^{s}} \sum_{u \in U_i} x_{u,m,j}^{s} y_{u,m,j}^{s} R_{u,m}$. Namely, we can replace $Z$ in objective function $\mathcal{P}_1$ by $X$ and $Y$, which means that the original problem will be transformed from a three variables problem into a two variables problem as following:

$$\mathcal{P}_1 : \max_{X, Y} \sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{u \in U_i} \delta_u \mathcal{U}(C^m_u(X, Y)) - \sum_{i=1}^{N} \sum_{m=1}^{M} \gamma_i T_i^m(X, Y) - \sum_{m=1}^{M} \sum_{j \in S_m} (1 - \alpha_m) P_m(\sum_{u \in U_i} x_{u,m,j}^{s} y_{u,m,j}^{s} R_{u,m}^{s})^2
$$

\[ \text{s.t.} \ C2, C3, C4, C5 \]

$$C6 : \sum_{u \in U_i} x_{u,m,j}^{s} y_{u,m,j}^{s} R_{u,m} \leq 1
$$

$$C7 : \sum_{u \in U_i} x_{u,m,j}^{s} y_{u,m,j}^{s} R_{u,m} \leq 1
$$

Although problem $\mathcal{P}_1$ is simplified based on Theorem 1, the above problem $\mathcal{P}_1$ is still difficult to solve based on the following observations:

- The feasible set of $\mathcal{P}_1$ is non-convex as a result of the binary variables $x_{u,m,j}^{s}$.
- The objective function is not convex due to the product relationship between $x_{u,m,j}^{s}$ and convex function of $y_{u,m,j}^{s}$.

As a result, we first transfer this problem into a convex problem and solve it via a distributed ADMM-based algorithm.

1) Transferring $\mathcal{P}_1$ into convex problem : As is well known, a mixed discrete and non-convex optimization problem is expected to be very challenging to find its global optimum. Thus, we have to simplify problem $\mathcal{P}_1$. Following the approach in [29], we relax $x_{u,m,j}^{s}$ ($j = 0$ is included) in $\mathcal{P}_1$, C2 and C3 to be real value variables such that $0 \leq x_{u,m,j}^{s} \leq 1$. The relaxed $x_{u,m,j}^{s}$ can be interpreted as the time sharing factor that represents the ratio of time when user $u$ associates to the $m$-th MBS or SBS $S_m$. However, even after relaxing the variables, the problem is still non-convex due to the non-convex objective function. Thus, to make the problem $\mathcal{P}_1$
tractable and solvable, a second step is necessary. Next, we give a proposition of the equivalent problem of $P_1$.

**Proposition:** If we define $\tilde{y}^{m,j}_u = y^{m,j}_u x^{m,j}_u, \forall j$ and $x^{m,j}_u \log \frac{\tilde{y}^{m,j}_u}{x^{m,j}_u} = 0$ for $x^{m,j}_u = 0$, there exists an equivalent formulation of $P_1$ as shown in (24).

The relaxed problem $P'_1$ can be recovered by substitution of variable $y^{m,j}_u = x^{m,j}_u \tilde{y}^{m,j}_u$ into problem $P_1$ except $x^{m,j}_u = 0$. Due to the loss of definition when $x^{m,j}_u = 0$, it is not a one-to-one mapping. However, $x^{m,j}_u = 0$ certainly holds because of the optimality. Obviously, BS does not allocate any resource to any user if the user does not associate with the BS. Thus, it becomes a one-to-one mapping when the completed mapping between $\{x^{m,j}_u, y^{m,j}_u\}$ and $\{x^{m,j}_u, \tilde{y}^{m,j}_u\}$ is defined as

$$y^{m,j}_u = \begin{cases} \frac{\tilde{y}^{m,j}_u}{x^{m,j}_u} & \text{if } x^{m,j}_u > 0 \\ 0 & \text{if otherwise} \end{cases} \quad (24)$$

Holding the Proposition and well-known perspective function in convex optimization theory [31], we have the following theorem that gives the convexity of $P'_1$.

**Theorem 2:** If problem $P'_1$ is feasible, it is jointly convex with respect to all optimization variables $x^{m,j}_u$ and $\tilde{y}^{m,j}_u$.

**Proof:** Since the constraints $C_2', C_3', C_4', C_5'$, C6, C7 are linear, they are obviously convex. Due to the fact that objective function $\tilde{P}_1'$ is a linear sum of quadratic function about $x^{m,j}_u$ and the function $\tilde{y}^{m,j}_u$ is convex about $\tilde{y}^{m,j}_u$, $x^{m,j}_u \log \frac{\tilde{y}^{m,j}_u}{x^{m,j}_u}$ is a convex function. Function $\tilde{P}_1''$ is linear function of $\tilde{y}^{m,j}_u$, and the function $\log \frac{\tilde{y}^{m,j}_u}{x^{m,j}_u}$ is convex about $\tilde{y}^{m,j}_u$, $x^{m,j}_u \log \frac{\tilde{y}^{m,j}_u}{x^{m,j}_u}$ is convex. What’s more, function $U(C^{m'}_{u'})$ is a weighted sum of series of convex function $x^{m,j}_u \log \frac{\tilde{y}^{m,j}_u}{x^{m,j}_u}$, so it is also a convex function. Function $I^{m'}_{\tilde{y}^{m,j}_u}$ is linear function of $\tilde{y}^{m,j}_u$, and the convexity of it is obvious. Since the function $Q^{m'}_{\tilde{y}^{m,j}_u}$ is a sum of quadratic function about $(\tilde{y}^{m,j}_u)^2$, we can easily know it is a concave function by solving the second derivative of $(\tilde{y}^{m,j}_u)^2$. With the theory that a negative concave function $y^{m,j}_u$ becomes a one-to-one mapping when the completed mapping of the objective function in $P_1$ is a sum of logarithmic function, and the perspective operation of logarithmic function, and the perspective function of a convex function is also a convex function based on [31]. Since $x^{m,j}_u \log \frac{\tilde{y}^{m,j}_u}{x^{m,j}_u}$ is a convex function of $\tilde{y}^{m,j}_u$, and the function $\log \frac{\tilde{y}^{m,j}_u}{x^{m,j}_u}$ is convex about $\tilde{y}^{m,j}_u$, $x^{m,j}_u \log \frac{\tilde{y}^{m,j}_u}{x^{m,j}_u}$ is convex. Therefore, for the purpose of implementation, a distributed algorithm running on each InP should be adopted.

2) **ADMM-based solution algorithm of $P_1$:** Due to constraint $C_3'$ in $P_1$, the problem is not separable with respect to different InPs. To apply ADMM to the resource allocation problem $P_1$, this coupling must be handled appropriately. Therefore, we introduce local copy $X_{m}^\ast$, of the related global cell association variable $X$ for the $m$-th InP. Roughly speaking, each local variable can be interpreted as the InP’s opinion about the corresponding global variable. Naturally, variables $Y_{m}$ is also local variables for InP $m$, since the InP operates without any limits from other InP. For the sake of brevity, let us define vector $A_m = (X_{m}^\ast, Y_{m})$ to represent the local variables of the $m$-th InP. Inspired by [31], to deal with the constraints, we introduce an indicator function $g(A_m)$ such that $g(A_m) = 0$ when $A_m \in \Phi$, otherwise, $g(A_m) = +\infty$, where $\Phi$ represents the feasible set of problem $P_1$. With these notations above, problem $P'_1$ of maximizing $\tilde{G}_{VRM}$ on set $\Phi$ is equivalent to

$$\tilde{P}_1'' : \min_{A_m} \left\{-\tilde{G}_{VRM}(A_m) + g(A_m)\right\} \quad (25)$$

s.t. $X_{m}^\dagger - X = 0$

where

$$\tilde{G}_{VRM}(A_m) = \sum_{i=1}^{N} \sum_{u \in U_i} \delta_u U(C^{m'}_{u'}) (X_{m}^\dagger, \tilde{Y}) - \sum_{i=1}^{N} \gamma^m T^{m'}_i (X_{m}^\dagger, \tilde{Y}) - Q^{m'}(X_{m}^\dagger, \tilde{Y}) \quad (26)$$

It can be seen that the objective function is separable across InPs in the virtualized small networks. However, the global cell association variables involved in the consensus constraints couple the problem with respect to the InPs. Therefore, the basic idea to solve problem $P_1''$ is that each InP only determines its local variables based on the local information, and VRM is responsible for achieving consensus between the local variables and the global variable according to the consensus constraint.

We apply ADMM [33] for solving the problem in $P_1''$ in a distributed way. The machinery of the ADMM applied to $P_1''$ is initiated by forming an augmented Lagrangian with respect to the consensus constraints. The augmented Lagrangian not only includes a set of consensus constraints weighted by Lagrange multipliers (conventional Lagrangian), but it also involves an additional regularized quadratic term: a squared $\|L\|_2$ norm with respect to the consensus constraints.

Let $\lambda_{m}$ be the Lagrange multipliers set associated with consensus constraints of $P_1''$. Thus, the augmented Lagrangian for $P_1''$ can be written as

$$\Sigma_{\rho}(A_m, X) = -\tilde{G}_{VRM}(A_m) + \lambda_{m}(X_{m}^\dagger - X) + \frac{\rho}{2} \sum_{m=1}^{M} \|X_{m}^\dagger - X\|_2^2 \quad (27)$$

where $\rho \in \mathbb{R}^+$ is a positive constant parameter for adjusting the convergence speed of the ADMM. Note that due to the structured interconnections in the virtualized small cell
Following steps: Thus, the ADMM method consists of the augmented Lagrangian in (27) over the local variables. The basic idea behind the ADMM iterations is that applying the ADMM to the problem in (26) is not affected by adding the quadratic regularization term to the Lagrangian since it vanishes for any set of primal feasible variables. The ADMM method consists of sequential optimization phases over the primal variables followed by the method of multipliers update for the dual variables [25]. By applying the ADMM to the problem in (26), we first minimize the augmented Lagrangian in (27) over the local variables, then over the global variables, and finally, perform the dual variable update. Thus, the ADMM method consists of the following steps:

\[ \mathcal{A}_{m}^{t+1} = \arg \min_{\mathbf{x}^u_m, \mathbf{y}_m} \left\{ -\mathcal{G}_{VR}(\mathbf{A}_m) + g(\mathbf{A}_m) + |\lambda_m|_1^t (|\mathbf{x}^t - |\mathbf{x}^t|^t) + \frac{\rho}{2} \| |\mathbf{x}^t - |\mathbf{x}^t|^t \|_2^2 \right\} \]  

where \( t \) stands for the iteration index of the ADMM algorithm. The basic idea behind the ADMM iterations is that we first minimize the augmented Lagrangian with respect to local variables \((\mathbf{x}^u_m, \mathbf{y}_m)\) in \(\mathcal{A}\)-update, and then the VRM calculates the global variable \(\mathbf{X}\) based on all local variables, finally update the Lagrange multipliers. In the following, we will deal with how to update \(\mathbf{A}_m, \mathbf{X}\) and \(\lambda\) in each iteration. Moreover, the distributed implementation of each update will be also discussed.

a) \(\mathbf{A}_m\)-Update: Interestingly, as mentioned earlier, it can be found that \(\mathbf{A}_m\)-update is separable across each InP. Therefore, \(\mathbf{A}_m\)-update can be decomposed into \(M\) subproblems, which can be solved locally at each InP. After dropping off the constant terms in (28) which do not affect the solution, the subproblem to be solved at InP \(m\) can be given as

\[ \min_{\mathbf{x}_m^t, \mathbf{y}_m} -\mathcal{G}_m(\mathbf{x}_m^t, \mathbf{y}_m) + \sum_{u \in \mathcal{U}_m} \sum_{j=0:j \in \mathcal{S}_m} \{ (x_{u,j}^m - [x_{u,j}^m]^t)^2 + \lambda_{u,j}^m [x_{u,j}^m]^t \} \]  

s.t. \(\mathbf{A}_m \in \Phi\)

Obviously, problem (31) is a convex problem because of the convexity of problem \(\mathcal{P}_l\). For the purpose of fast convergence, steepest descent method [31] will be adopted at each InP to realize \(\mathbf{A}_m\)-update.

Recall that we have relaxed the cell association indicator to a real value between zero and one instead of a Boolean at the beginning of this subsection, hence we have to recover it to a Boolean after we get the optimal solution of subproblem (31). Assume \(x_{u,j}^{m,j*}\), \(y_{u,j}^{m,j*}\) (including \(j = 0\)) and \(z_{m,j}^{*}\) are the optimal solution of (31) obtained directly from the steepest descent method. Inspired by [34], we first compute the marginal benefit for each \(x_{u,j}^{m,j}\) as follows, \(D_{u,j}^{m,j} = \frac{\partial L_\rho(\mathbf{X}_m)}{\partial x_{u,j}^{m,j}}\), where \(\partial L_\rho(\mathbf{X}_m)\) is the objective function of problem (31).
Then, the indicator \( x_u^{m,j} \) can be recovered to zero or one by

\[
x_u^{m,j} = \begin{cases} 1 & \text{if } x_u^{m,j} = \max_{m,j} D_{u}^{m,j} \text{ and } D_{u}^{m,j} \geq 0 \\ 0 & \text{otherwise} \end{cases}
\]  

(32)

After recovering the indicator \( x_u^{m,j} \), we resolve the problem (31) to get the optimal solution of \( y_u^{m,j} \) according to the known recovered \( x_u^{m,j} \), which is easy due to the fact that the problem (31) will be concave respect to \( y_u^{m,j} \). Note that this is a common method to deal with the indicator variables in resource allocation, which is widely adopted in the literature (e.g., [34]).

b) \( X \)-Update: Due to the added quadratic regularization term in the augmented Lagrangian (27), the objective in (29) is strictly convex in \( x_u^{m,j} \). Therefore, the unique optimal solution is found by setting the derivative to zero that results in

\[
X = \frac{1}{M} \sum_{m=1}^{M} [\lambda_{m}]^{t+1} + \frac{1}{M} \sum_{m=1}^{M} [\lambda_{m}]^{t}
\]  

(33)

By using \( \sum_{m=1}^{M} [\lambda_{m}]^{t} = 0 \), it will result that \( X = \frac{1}{M} \sum_{m=1}^{M} [X_{m}]^{t+1} \) at each iteration [25]. Namely, the global variables are obtained at each iteration \( t \) by averaging out the corresponding updated local copies. This introduces a philosophy of interpreting the current local copies as InP’s opinions about the optimal global variables. Since the Lagrange multipliers are not involved in (33), the local communication overhead is reduced in this step.

c) \( \lambda \)-Update : Compared to \( A_m \)-update and \( X \)-update, the process of \( \lambda \)-update is quite simple. After receiving the updated global variables \( X^{t+1} \), \( \lambda \)-update can be performed directly via (30) at each InP in each iteration.

The iteration process of ADMM-based solution algorithm is concluded in Algorithm 1.

---

**Algorithm 1 ADMM-based solution algorithm**

1: Initialization
   a) At each InP \( m \), collect channel state information of all users within its coverage;
   b) Initialize \( X^0 \in \Phi, \lambda^0 > 0 \) and a stop criterion threshold \( \xi_2 \) at the VRM
2: while \( \|X^{t+1} - X^t\| > \xi_2 \)
   a) Broadcast \( X^{t} \) and \( \lambda^{t} \) to each InP;
   b) At each InP \( m \), calculate \( A_{m}^{t+1} \);
   c) At the VRM, update \( X^{t+1} \) by combing the results of \( X_{m}^{t+1} \) from each InP;
   d) Update \( X^{t+1} \) via (33);
   e) Update \( \lambda^{t+1} \) via (30) at VRM;
End
3: Recover \( Y \) and \( Z \)
4: Output the optimal resource allocation scheme \( X^*, Y^* \) and \( Z^* \)

---

B. Solving \( \alpha \) under Fixed Resource Allocation Scheme \( X, Y, \) and \( Z \)

For any fixed feasible resource allocation scheme \( X, Y, \) and \( Z \), the original problem \( \mathcal{P} \) will be reduced to a simplified optimized problem with variables \( \alpha \) as follows:

\[
\mathcal{P}_2 : \max_{\alpha} \sum_{u=1}^{N} \left\{ \sum_{m=1}^{M} \sum_{u \in U_i} \delta_u \left( C_{u}^{m} (\alpha_m) \right) - \sum_{m=1}^{M} \gamma^m T^m (\alpha_m) - \sum_{m=1}^{M} Q^m (\alpha_m) \right\}
\]

s.t. \( C_1 : \sum_{u \in U_m^i} x_{u}^{m,j} y_{u}^{m,j} R_{u}^{m,j} (\alpha_m) \leq z^m_{r_m} R_{r_m} (\alpha_m) \forall j, j \neq 0 \)

Then we have the following property.

**Property:** If problem \( \mathcal{P}_2 \) is feasible, it’s jointly convex with respect to the optimization variables \( \{\alpha_m \} \).

**Proof:** Since the constraints \( C_1 \) and \( C_8 \) are linear, they are obviously convex. Nextly, we prove the convexity of the objective function. For convenience, we use \( f(\alpha) \) to represent the objective function in \( \mathcal{P}_2 \), it is easy to know \( \partial f(\alpha)/\partial \alpha < 0 \). So, the objective function of \( \mathcal{P}_2 \) is convex and then the convexity of problem \( \mathcal{P}_2 \) is proved.

Since problem \( \mathcal{P}_2 \) is a convex problem, many solutions can be used to solve this problem. In this paper, considering the fast convergence, we still adopt the steepest descent method to solve this problem. What’s more, it can be observed that there are no coupled relationship among different \( \alpha_m \), so the solution of \( \mathcal{P}_2 \) can be divided into \( m \) subproblems and these subproblems can be solved in each InP.

C. Overall Algorithm: The Distributed Virtual Resource Allocation Algorithm

Based on the analysis of Subsections IV-A and IV-B, the distributed virtual resource allocation algorithm can be summarized as **Algorithm 2.** In this algorithm, \( \alpha \) is a long time-scale optimization variable, while \( X, Y \) and \( Z \) are short time-scale optimization variables. In a relatively long period, the InPs do not change the values of \( \alpha \), and they solve their corresponding subproblems in parallel in each iteration to optimize their local variables by using local CSI information and transmit their local results to the VRM. Actually, each local variable can be interpreted as InP’s opinion about the corresponding global variable. Then the VRM collects all the local results and coordinates all the InPs to achieve the global consensus based on the consensus constraint and the regularization function. Upon the convergence of the cell association and resource scheme, the InPs attempt to change the value of \( \alpha \) to get the optimal gain, and then the network will start the next round cell association and resource allocation adjustment. By this way, there is no need to exchange CSI information between InPs and VRM, which will reduce the signaling overhead significantly. Furthermore, since the combinatorial nature and non-convexity of considered problem have been removed through the problem transformation in Subsections
In this subsection, the augmented Lagrangian parameter with one InP, and the utility function is optimized separately.

Virtualization, MVNOs demote to general network operations above. For the schemes with virtualization, we optimize the virtualization but without FD self-backhaul, which is similar to that in [36]; (b) a small cell network with FD self-backhaul and virtualization, a user is able to connect to a better access point without virtualization. The reason is that, with infrastructure backhaul. Furthermore, there is appreciable performance gain selection gain can be obtained from our proposed virtualized small cell networks with FD self-backhauls can take the advantage of small cell networks. Therefore, our proposed virtualized small cell networks with FD self-backhauls and distributed virtual resource allocation algorithm of small cell networks with FD self-backhauls and virtualization.

Algorithm 2 Distributed virtual resource allocation algorithm of small cell networks with FD self-backhauls and virtualization

1: Initialization
   a) At each InP $m$, collect channel state information of all users within its coverage;
   b) Initialize $\alpha^0 = 0.5, o = 0$ and a stop criterion threshold $\xi_1$ at the VRM;
2: while $\|G_{VRM}^{o+1} - G_{VRM}^o\|_2 > \xi_1$
   a) Update the value of $\alpha^o_m$ to the $m$-th InP
   b) Initialize $\|G_{VRM}^{o+1} - G_{VRM}^o\|_2 > \xi_1$
   c) Run Algorithm 2
   d) Output the optimal resource allocation scheme $X^*, Y^*, Z^*$ and $\alpha^*$

V. Simulation Results and Discussions

In this section, the effectiveness of our proposed virtualized small cell networks with FD self-backhauls and distributed virtual resource allocation algorithm will be demonstrated by computer simulations. In the simulations, we consider a $1Km \times 1Km$ area covered by two InPs and two MVNOs. In each InP, there are one macro BS and four SBSs. Each MVNO owns some subscribed users. The number of subscribed users in each MVNO will be varied in different simulation scenarios, and they are randomly located in the whole area. The available bandwidth of both of the two InPs are $10 MHz$. The transmit power of the macro BS and the transmit power of the SBSs are $46dBm$ and $20dBm$, respectively. The channel propagation model refers to [35]. One macro BS is located at the center of the left half of the area, while the other macro BS is located at the center of the right half. The SBSs are randomly deployed in the area. This deployment of BSs is based on the consensus that the location of macro BS is usually calculated by network planning but the location of SBS (e.g., femtocell) may depend on the users.

A. Performance Evaluation of the Proposed Virtualized Small Cell Networks with FD Self-backhauls

In this subsection, we evaluate the performance of the proposed virtualized small cell networks with self-backhauls by comparing the following schemes: (a) A traditional small cell network without FD self-backhaul and virtualization, which is similar to that in [36]; (b) a small cell network with virtualization but without FD self-backhaul, which is similar to that in [37]; (c) a small cell network with FD self-backhaul but without virtualization, which is similar to that in [19]. Each scheme has the similar system configurations as described above. For the schemes with virtualization, we optimize the total utility function defined in (11). For the schemes without virtualization, MVNOs demote to general network operations with one InP, and the utility function is optimized separately. In this subsection, the augmented Lagrangian parameter $\rho$ is set to $5 \times 10^7$, and the small cell discounting price $w$ is set to $10^{-3}$.

In Figs. 3-6, we compare the utility of MVNOs, users, and InPs, as well as the resource utilization ratio of networks with different schemes. As shown in these four figures, the scheme with FD self-backhaul always outperforms the schemes without FD self-backhaul. This is because the proposed scheme with FD self-backhaul is able to reduce the cost of backhaul and improve the SBS utility ratio, which means that MVNOs can get more available resources at a lower price. As a result, utility values of MVNOs and users are improved. For InPs, the more users access to SBSs, the more backhaul revenue they will get in the small cell network with self-backhaul. However, in traditional small cell networks, the backhaul revenue is used to pay for the backhaul infrastructure rent or construction, and then InPs can only get the resource consumption revenue in access links. This is the reason why the utility of InP with FD self-backhaul is higher than that without FD self-backhaul. Furthermore, there is appreciable performance gain of our proposed scheme compared to traditional schemes without virtualization. The reason is that, with infrastructure virtualization, a user is able to connect to a better access point with better channel conditions and lower resource consumption price. That is to say, access point selection gain and spectrum selection gain can be obtained from our proposed virtualized small cell networks. Therefore, our proposed virtualized small cell networks with FD self-backhauls can take the advantage of both wireless networks virtualization and FD self-backhauls.

In addition, as shown in Figs. 3-6, with the growth of the number of users, the total utility of MVNOs increases linearly, the average utility of users decreases slowly, and the total utility of InPs and the resource utilization ratio of networks will increase, but the increase rate becomes more and more slow. Because MVNOs have to pay money to InPs for using resources, the VRM only allocates optimal resource amount to users rather than all resources. As a result, the total utility of MVNOs will grow since more users will bring more income, and the total utility of InPs and the resource utilization ratio will also go up due to the fact that more resources are consumed. Meanwhile, the average utility of users will descend because some users with bad channel...
condition access to the network. However, when the number of users is large enough, the ratio of users with bad channel condition will increase and the average link rate of users will decrease accordingly. Considering the resource consumption price, the VRM will not allocate more resources to users because the service rate gain will be lower than the cost of consuming resources. So, the resource utilization ratio and the total utility of InPs will grow no more. Nevertheless, the total utility of MVNOs will keep increasing because of the multi-user diversity gain. This is also the reason why the average utility of users does not decline sharply.

B. The Effect of Self-interference on Our System Performance

In Fig.7 and Fig. 8, we evaluate the effect of self-interference on the total utility of MVNOs and the ratio of users accessing to SBSs, respectively. As shown in Fig.7, the total MVNO utility will decrease and the rate of decrease speeds up with the increase of the residual self-interference gain. This is because that it will consume more resources for users to access to SBSs because of the terrible backhaul link leading by high residual self-interference gain, and then the users have to access to the relatively expensive MBS, which can be find in Fig. 8. What’s more, due to the limit of MBSs’ resource, the users’ service rate getting from MBSs will become lower and lower with the users who access to MBSs increasing. This also is why the total MVNO utility is more sensitive to the residual self-interference gain when there are more users. As shown in Fig. 8, there no users accessing to SBSs when the residual self-backhaul gain is $-10$ dB,
Fig. 9: The convergence process of ADMM and the effect of parameter $\rho$ ($2 \times 4$ SBSs, 40 users, $\alpha = [0.5, 0.5]$, and $w = [1, 1]$).

Fig. 10: The convergence process of $\alpha$ and the effect of parameter $w$ ($2 \times 4$ SBSs, 40 users, and $\rho = 5 \times 10^7$).

which waste the resource of SBSs and decrease the spectrum reuse ratio. Therefore, a good self-interference cancellation technology is critical to our FD self-backhaul scheme for SBSs.

C. The Convergence of the Algorithms

To demonstrate the performance of our proposed scheme further, we show the good convergence performance of our proposed distributed virtual resource allocation algorithm in virtualized small cell networks. The convergence performance includes not only the ADMM-based algorithm in Algorithm 1 but also the overall algorithm in Algorithm 2.

Fig. 9 shows the convergence of the proposed ADMM-based Algorithm 1 and the effect of parameter $\rho$ in ADMM. As shown in this figure, the gap between the ADMM-based algorithm and the centralized algorithm is narrow, which means the effectiveness of ADMM-based algorithm is equivalent to the centralized algorithm in terms of the overall utility. It can be found that the results with different $\rho$ finally converge to almost the same utility value with only a small gap. However, the value of $\rho$ affects the rate of convergence. $\rho = 5 \times 10^7$ gives higher convergence rate than $\rho = 8 \times 10^7$ especially before the 10-th iteration. Furthermore, a significant decrease of utility gap between centralized algorithm and proposed ADMM-based algorithm can be found from the 1-st iteration to the 10-th iteration. After the 10-th iteration, the gain of more iterations is still increasing but with less rate. Thus, a tradeoff exists between acceptable utility value and iteration steps. What’s more, after multiple experiments, we find the order of magnitudes of $\rho$ must approach that of $G_{V \text{RM}}$; otherwise, the proposed ADMM-based algorithm will not converge.

Fig. 10 and Fig. 11 show the convergence of the overall algorithm in Algorithm 2 and the influence factors of convergence. As shown in Fig. 10, the final value of $\alpha_1$ almost converges to one constant, although they begin from different initial values. Similarly, the total utility of MVNOs with different initial $(\alpha_1, \alpha_2)$ are very close in Fig. 11. This shows the robustness of our proposed overall algorithm with different initial values of $\alpha$. InPs can derive new cell association and resource allocation policies when the network situation changes (e.g., new users arrive), rather than waiting for the related message from VRM, which presents the improvement of self-adaption ability of the network. What’s more, it can be found in Fig. 10 that the value of $\omega$ has an influence on the final value of $\alpha$. When $\omega = 1$, it means no discount for MVNO to consume small cell resources, and then the MBS has some superiority to associate more users compared to SBSs because the difference of transmission parameters (e.g., transmission power, antenna gain, the height of BS tower, etc.). However, when $\omega = 10^{-3}$, this superiority of the MBS will be counteracted by the price discount of SBSs, and then some macro users will tend to access to SBSs. This is the reason why the final convergence value of $\alpha_1$ when $\omega_1 = 10^{-3}$ is higher than that when $\omega_1 = 1$. Corresponding to Fig. 10, the total utility of MVNOs when $\omega = 10^{-3}$ is higher than that when $\omega = 1$. One reason is that the cost of MVNOs for consuming resources decreases as we described in Fig. 10. Another reason is that the load of the network becomes more balanced by adjusting $\omega$, and then the utilization ratio
of SBSs improves, which results in the average throughput of users.

VI. CONCLUSION AND FUTURE WORK

In this paper, we investigated the virtual resource allocation issues in small cell networks with FD self-backhauls and virtualization. We first introduced the idea of wireless network virtualization into small cell networks, and proposed a virtual resource management architecture, where radio spectrum, time slots, MBSs, and SBSs are virtualized as virtual resources. After virtualization, users can access to different InPs to get performance gain. In addition, we proposed to use FD communications for small cell backhauls. Furthermore, we formulated the virtual resource allocation problem as an optimization problem by maximizing the total utility of MVNOs. In order to solve it efficiently, the virtual resource allocation problem is decomposed into two subproblems. In this process, we transferred the first subproblem into a convex problem and solved it by our proposed ADMMM-based distributed algorithm, which can reduce the computation complexity and overhead. The second subproblem can be solved by each InP easily because of its convexity and incoherence among InPs. Simulation results showed that the proposed virtualized small cell networks with FD self-backhauls are able to take the advantages of both wireless network virtualization and FD self-backhauls. MVNOs, InPs, and users could benefit from it, and the average throughput of the small cell networks can be improved significantly. In addition, simulation results also demonstrated the effectiveness and good convergence performance of our proposed distributed virtual resource allocation algorithm. Future work is in progress to consider information-centric networking [38] in our proposed framework.
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