DataLoc+: A Data Augmentation Technique for Machine Learning in Room-Level Indoor Localization
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Abstract—Indoor localization has been a hot area of research over the past two decades. Since its advent, it has been steadily utilizing the emerging technologies to improve accuracy, and machine learning has been at the heart of that. Machine learning has been increasingly used in fingerprint-based indoor localization to replace or emulate the radio map that is used to predict locations given a location signature. The prediction quality of a machine learning model primarily depends on how well the model was trained, which relies on the amount and quality of data used to train it. Data augmentation has been used to improve quality of the trained models by synthetically producing more training data, and several approaches were used in the literature that tackles the problem of lack of training data from different angles. In this paper, we propose DataLoc+, a data augmentation technique for room-level indoor localization that combines different approaches in a simple algorithm. We evaluate the technique by comparing it to the typical direct snapshot approach using data collected from a field experiment conducted in a hospital. Our evaluation shows that the model trained using the proposed technique achieves higher accuracy. We also show that the technique adapts to larger problems using a limited dataset while maintaining high accuracy.

Index Terms—Machine Learning, Indoor Localization, Room-level, Data Augmentation

I. INTRODUCTION

Indoor Localization has been an active research topic for the past two decades [1], [2]. The improvement of wireless technology and communication has significantly influenced the research conducted in Indoor Localization, moving from using extra-hardware to more robust and reliable techniques utilizing existing wireless infrastructure. Even though indoor localization research was slowing down, machine learning in communication has raised the topic again to be a hot research topic. With COVID-19 pandemic, indoor localization in a medical environment may have unique importance in identifying or tracing equipment or certain individuals at a specific time at a Medical Facility.

An indoor localization system can be classified into one of two types depending on the applications (e.g., commercial, individual tracing, military, industrial inventory tracking, and retail); coordinate-level and room-level positioning. Researchers are trying to answer the question that mainly depends on the application type. Some applications may require detection of the target object direction (e.g., indoor navigation in a museum) [3]. In Fig. 1, the system is interested to know the precise position of Human A (x, y coordination and possibly the direction). In contrast, the system is interested in room-level localization for Human B (e.g., at Consulate Room no.4 is a sufficient answer).

Fig. 1. Precise Positioning vs. Room-level Localization

Data is essential for any machine learning process. Without it, a model cannot be trained to perform the function it is intended to do. Both quantity and quality aspects are necessary to produce a model well-imitating to a phenomenon or an activity. Fingerprint-based indoor localization techniques have majorly relied on signal strength of surrounding access points as a signature to train machine learning models to identify
indoor locations [4]. However, collecting the needed data from different indoor locations is usually a daunting task. This data is usually collected using internal system tools that produce a snapshot representing signal strength of the surrounding access points. After collection, snapshots are formatted into data samples to train a machine learning model on the signal strength signature at each particular location. Typically, more data samples, among other considerations, help improve machine learning accuracy and reduce overfitting; however, the lack of real-life data can be a challenge [5], [6].

To overcome the training data problem, data augmentation has been used to synthetically produce more training data [2], [8]. Besides quantity, data augmentation helps researchers introduce data from different scenarios that is otherwise hard to produce in real experiments. In this paper, we introduce DataLoc+, a data augmentation technique that produces context-related data for room-level indoor localization. The technique uses a simple algorithm to produce location signatures for different scenarios of loss or variations in the signal strength received from the surrounding network devices. These scenarios used to be produced in the literature using separate techniques such as random dropping of network devices and distribution fitting of signal strength [9]. We evaluate the model using the data we collected from our experiment at Sentara hospital (located at Harrisonburg, VA, USA) by comparing it to the more conventional direct snapshot technique. We also show that the proposed technique can adapt to larger classification problems with the same amount of real-data collected from the environment.

The remaining of the paper is organized as follows, in section II we shed light on related work on the topic of indoor localization, and the integration of machine learning techniques into indoor localization. Section III provides details of the technique proposed in this paper. In section IV, we describe our research methodology, including data collection and the evaluation. A summary and discussion of the results is provided in section V. We conclude the paper and highlight our future directions in section VI.

II. RELATED WORK

The localization problem has been extensively studied in the literature both indoor and outdoor [10]–[12]. Several technologies also have been used as a source of location identification like Bluetooth [13], WiFi [5], visual landmarking [14], and even device-free [15]. Recently, indoor localization has gained momentum for improvement using machine learning techniques [8], [16]. Salamah et al. proposed using machine learning to enhance the accuracy of WiFi-based indoor localization while reducing the required computational cost and time [17]. Farid et al. [18] proposed a hybrid technique for the implementation of indoor localization. They adopted fingerprinting in both WiFi and Wireless Sensor Networks (WSNs), where their model exploits machine learning for position calculation using Artificial Neural Networks (ANN).

Besides neural networks, some simple machine learning techniques were studied and found effective. Cadleroni et al. [19] used Random Forest classifiers in a hospital environment for indoor localization. Their system was based on the Radio-Frequency Identification (RFID) technology and a hierarchical structure of classifiers. AlHajri et al. [20] presented a two-stage machine learning approach to achieve high localization accuracy by harnessing the richness of the RF features, e.g., Received Signal Strength (RSS) and Channel Transfer Function (CTF), in an indoor environment. In the first stage, they used machine learning to identify the type of indoor environment based on previously generated indoor RF profiles. In the second, machine learning was used to pick the best combination of RF features that yield the highest localization accuracy. They showed that the simple k-NN classifier was fast and effective in achieving high accuracy, and concluded that it is a successful candidate for real-time IoT deployment scenarios.

Data augmentation has been a key tool in machine learning-based localization approaches to overcome the lack of training data [21], [22]. Sinha et al. [7] proposed two data augmentation schemes for deep learning architectures used in fingerprint-based indoor localization using RSS values. Their schemes aimed to diversify the training RSS values by constructing new data samples based on aggregate statistics calculated using the existing samples. Rizk et al. [9] studied the effectiveness of data augmentation in cellular-based localization using deep learning. Their methodology focused on cellular-based localization using deep-learning techniques. They proposed different techniques and showed a performance improvement in both indoor and outdoor scenarios. They also utilized data augmentation in their cellular-based localization technique in [8].

III. DESCRIPTION OF THE PROPOSED TECHNIQUE

In fingerprint-based indoor localization, building a radio map in the offline phase is a prerequisite to recognizing locations in the online phase. In this map, a location is identified by the signature of radio characteristics, most commonly signal strength, received from surrounding wireless devices running Bluetooth, WiFi, or Cellular technology. Machine learning has been increasingly used to replace these fingerprint maps by training a model to identify a location using its wireless location signature.

When relying on WiFi devices for indoor localization, the dominant way to collect data to train a machine learning model is to record snapshots of the signal strength received from the surrounding WiFi access points using a system tool on a laptop or mobile device. Due to environmental obstacles that lead to fading and shadowing effects, signal strength recorded at a particular location can suffer from large variations reflecting in the data samples used to train the model. The environmental factors can also lead to a temporary loss of signals received from some network devices. The model needs to be trained on such scenarios to be able to recognize them in reality.

The proposed technique in this paper is inspired by the dropout technique used to prevent overfitting in neural networks [23]. It seeks to inject the different scenarios the signal
strength may suffer from into the produced data by variantly dropping frames from a received stream of broadcast beacons. This is done by taking a step back in how signal strength snapshots are usually collected. Instead of relying on the values reported by system tools, we track the incoming stream of broadcast beacon frames received from the surrounding network devices and use a variable-size representative window to produce snapshots. A snapshot is generated using a portion of the most recent window of beacon frames, where the frames are randomly shuffled before a portion (e.g. 80%) is used. An access point is represented in a snapshot by averaging the signal strength associated with all beacon frames received from that particular access point.

The portion dropped every time is what injects the signal strength loss and variation effect into the data in an abundance of forms. The portion used to generate the snapshots can be scaled up or down and move along different ranges depending on the nature of the environment. This range of portions is what controls the variability in the produced snapshots. Low portions will introduce more losses in detected network devices and more variability in the detected signal strength because less number of values are averaged. High portions, on the other hand, tend to inject a more complete set of network devices and less variable values of the signal strength. In the online phase, a mobile device roaming an indoor environment will use the same windowing techniques described above to produce its snapshot except that no portions will be dropped. Algorithm 1 shows how snapshots are generated using the DataLoc+ technique.

Algorithm 1: DataLoc+

| input | startPercentage, endPercentage, step, reps |
|-------|-------------------------------------------|
| output| snapshots at location X                   |
|       | beacons ← received beacon frames at location X |
|       | snapshots ← empty array                   |
| for   | portion ← startPercentage to endPercentage |
| do    | i ← 1 to reps do                          |
|       | randomize order in beacons                |
|       | chunk ← extract portion from beacons      |
|       | signature ← average signal strength of    |
|       | network devices in chunk                  |
|       | snapshots ← add signature                 |
| end   | portion ← portion + step                  |
|-------|-------------------------------------------|

IV. METHODOLOGY

A. Data Collection

This research work is conducted as part of a 4-VA funded project that aims to improve accuracy for room-level indoor localization for the purpose of tracking patients and equipment inside medical facilities. Therefore, we rely in this study on the data we collected from a field experiment in Sentara hospital (in Harrisonburg, Virginia) in February 2020. We collected data in three types of spaces in the hospital; patient and office rooms, operation rooms, and encompassing corridors. We were interested in all types of network devices that are either access points or acting as access points (e.g., printers, surveillance cameras, TVs, etc.), which can be increasingly observed in indoor environments.

Fig. 2 shows the floorplan of the investigated floor in the hospital where the areas we were permitted to enter are marked up. To better test the accuracy of our trained models, we did our best to collect data from adjacent rooms; however, that was not always possible. For example, we were permitted to patient rooms only if they were unoccupied. Similarly, the staff were very cooperative and allowed us to collect data from their offices and common areas. Still, some offices were busy in the limited time window we were in the hospital. We were also permitted to enter 4 operation rooms where we were asked to wear special protective garment. The operation rooms were much bigger than typical patient rooms; therefore, we collected data from more positions inside them.

To study the operability and effectiveness of DataLoc+, we use it to produce training data and compare the accuracy of the resulting model to that of a model that has been trained using the more conventional snapshot collection approach. To achieve this comparison, we collected data for model training from multiple positions at different rooms in two modes:

- **Snapshot Mode**: The conventional way of collecting snapshots. Data about surrounding network devices, including received signal strength, is captured separately and repeatedly using laptop or mobile device system tools without using data augmentation. The airport command was used to collect these snapshots from a MacBook Air laptop.
- **Stream Mode**: Streams of broadcast beacon frames are collected from surrounding network devices across different channels on the 2.4 GHz and 5 GHz bands. Strength
of the signal received from a network device is included in its corresponding beacon frame. The `tcpdump` command was used with qualifying filters to capture broadcast beacon frames while running a channel hopping script to scan the channels across the two bands. Data collection was done on a MacBook Air as well. A capturing session lasted from 40 to 80 seconds at each position capturing 1000 to 2500 broadcast beacon frames. The number of detected network devices also affects the number of collected beacon frames.

Data was collected from 2 to 4 positions in office/patient rooms, 5 to 9 positions in operations rooms, in addition to positions along the corridors. In both modes, for each detected network device, we extracted its BSSID (MAC address), SSID (network name), and detected signal strength. The collected data is used to build a feature file that is then used to train a machine learning model. In the feature file, network devices, mainly access points, are considered the features (columns), and snapshots of corresponding signal strength are considered the data samples (rows). A label marking the space the snapshot was taken from is associated with each data sample (e.g., room1, room2, etc.).

### TABLE I EXPERIMENTAL SETUP

| Parameter       | Stream mode | Snapshot mode |
|-----------------|-------------|---------------|
| Device          | MacBook Air |               |
| WiFi bands      | 2.4 and 5 GHz |          |
| Locations       | 35 office, patient, operations and hallways |          |
| Position per room | 2-4 in office/patient, 5-9 in operations |          |
| Command/tool    | tcpdump    | airport -s    |
| Detected devices | 280        | 260           |
| Capturing session length | 40-80 sec | N/A           |
| Frames per position | 1000-2500 | N/A           |

Building the feature file in the snapshot mode is done by parsing all snapshots and extracting access point information, including signal strength and identifying MAC address. Then, for each data sample, the signal strength for undetected MAC addresses are given a -100 dBm to represent undetectability. Same steps apply to the stream mode except that each data sample represents one beacon frame, so only the signal strength value associated with the network device that originated that frame exists in this snapshot. DataLoc+ is then applied to these single-value snapshots as described in the previous section to produce the complete snapshots. These snapshots constitute the final feature file that is fed to the machine learning model for training. A total of 260 network devices were detected in the snapshot mode, while 280 were detected in the stream mode (excluding hidden access points). Table I summarizes the experiment parameters in both modes.

#### B. Evaluation

Room-level indoor localization is a classification problem where rooms are the sought classes. Inspired by [19], we used a Random Forest classifier to evaluate our proposed data augmentation technique. Random Forest is an ensemble model of decision trees where multiple models are trained with different portions of the data and a prediction is made through a majority voting among the participating models as illustrated in Fig. 3. Random Forest is more robust for overfitting than a sole decision tree which tends to overfit on training data with a large number of features. Random Forest avoids overfitting by randomizing data and features. In the former, each decision tree in the Random Forest is built from a sample drawn with replacement from the training set (AKA a bootstrap sample). In the latter, each decision tree has its own split features. Though each tree has less accuracy than one big decision tree, the combined forest outputs higher accuracy than a big decision tree by taking an average of the trees and decreasing its variance.

Random Forest has three main hyper-parameters, Max Features, Max Depth, and Number of Estimators. Max Features is the maximum number of features applying to each decision tree. Usually, the square root of the total number of features is the chosen default value. Max Depth is a maximum depth of a tree. A deeper tree outputs higher accuracy at the training phase, though a moderate depth is necessary to avoid overfitting. Number of Estimators is the number of trees constituting the forest, and a moderate depth is also needed to avoid overfitting. We used the scikit-learn framework [25] in our analysis and focused mainly on the Max Depth and Number of Estimators in our evaluation.

### V. RESULTS

#### A. Effect of sliding portions

To show the effect of sliding portions on the variability of the produced snapshots, we look at the produced signal strength and percentage of access points included, both across different portions. Fig. 4 shows the produced signal strength by DataLoc+ for an example access point at a particular position as portions increased (others exhibited the same behavior), 20 reps per portion. The minimum and maximum signal strength detected from the access point examined in the figure were -78 and -72 dBm respectively. The figure shows that signal strength values of larger variability are produced at
low portions because less values are averaged, while the value centers around the mid-range as the portion approaches 1. The portion parameter, therefore, can be used to produce signal strength values that lie within the original detected range.

Fig. 5 shows the other aspect of variability snapshot data need to mimic, that is the dropped access points. 105 APs were originally detected from 1863 beacon frames at the position examined in the figure. The figure shows that the percentage of included access points increased as the portion increased. However, the percentage value will differ if the number of collected frames increased significantly.

![Signal strength at a particular access point produced at different portion values.](image1)

![Percentage of included access points as portion increases.](image2)

**B. Comparison to the conventional snapshot technique**

To conduct this comparison, we train two models on the data generated in the snapshot and stream modes. We study accuracy changes with the two modes across a grid of hyper-parameters of the Random Forest classifier, namely maximum depth and number of estimators. Since the number of data samples in the snapshot technique is bound by the number of readings collected, we adjusted the proposed data augmentation technique to produce an equivalent number of data samples. We tried 3 ranges of portions across the data and expressed a range of portions in this notation (start percentage, end percentage, step, reps). A range of portions (0.4, 1.0, 0.2, 5) means randomly shuffling the data and taking portions starting from 40%, repeating 5 times with shuffling, then moving the percentage up 20%, until reaching 100%.

Fig. 6 shows a comparison of train and test accuracy of the two techniques plotted over a grid of different values of the Random Forest hyper-parameters maximum depth and number of estimators ranging from 10 to 30 for both in the form of a heatmap. DataLoc+ is run at 3 portion ranges (0.2, 1.0, 0.2, 1), (0.5, 1.0, 0.125, 1), (0.8, 1.0, 0.05, 1). The number of data samples used for both experiments is around 450. The number of spaces examined is 35 (classification labels), including office/patient rooms, operation rooms, and different segments of the corridors. In machine learning, grid search is performed as part of the Hyper-Parameter Optimization (HPO) process, where the best combination of classifier hyper-parameters is sought for achieving the best accuracy before applying to test data. We use grid search in our context primarily to compare train and test accuracy of an escalating range of Random Forest hyper-parameters across the two techniques. By traversing the space of hyper-parameters, model accuracy improves then may deteriorate due to overfitting. Therefore, the best combination of parameters could be found in the middle of the space, as can be seen in Fig. 6(a) Observing a sustained small difference between the corresponding train and test accuracy rules out the possibility of overfitting, while observing a sustained high accuracy value rules out the possibility of underfitting. Fig. 6 shows that the best test accuracy observed in the conventional snapshot technique is 84.4% at 20 and 30 Max Depth and Number of Estimators respectively, while it approached 100% in most of the corresponding DataLoc+ settings. That is a 15% accuracy improvement for a model trained using data produced by DataLoc+ using the same amount of data, classes, and hyper-parameter search space. The less the range of portions is extended (Fig. 6(d) is less extended than Fig. 6(b)), the more consistent snapshots are produced because each snapshot is produced using more beacon frames yielding better accuracy compared models trained with the same amount of data generated in the conventional snapshot mode.

**C. Adaptability to larger problems**

As pointed out before, data is the fuel to train a machine learning model, and both quantity and quality are equally important. Training a model for a larger problem (more classes to distinguish) requires more data. We study here how DataLoc+ can expand a limited amount of data to train a larger problem. To do this, we needed to collect data for a larger space with more distinguishable separable rooms. However, that was not possible when we worked on this study due to the lockdown caused by the COVID-19 pandemic. To overcome this problem, we subdivided each distinguishable zone (all types of spaces described above) into multiple sub-zones representing the fixed positions at which we collected data within the original zone. With an average of 3 positions
per zone, we could almost triple the problem size in terms of distinguishable classes. Each sub-zone is less in space and amount of training data available. We then used our proposed data augmentation technique to produce more training data for each sub-zone.

Fig. 7 shows the train and test accuracy of a model trained with data produced by DataLoc+ over different ranges of portions and fixed space of Random Forest hyper-parameters. As the portion settings are adjusted to produce more data, the model accuracy improves. Although it is usually expected in machine learning to have accuracy improvement as training data increases, other factors can impact that. Like in Fig. 6, the numbers rule out the possibilities of overfitting and underfitting. However, we wanted to show from Fig. 7 that using the same pool of collected real-data, we could generate more quality data to better train a machine learning model for improved indoor localization accuracy. The limit to which data generation can extend without impacting data quality is subject to a further study.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

The work in this paper focuses on the problem of data availability for machine learning in room-level indoor localization. Particularly, the more data representing an indoor environment is used, the better localization accuracy can be attained. We proposed DataLoc+, a data augmentation technique that aims to extend generation of quality data for the purpose of improving model accuracy by combining different approaches in one algorithm. DataLoc+ achieves this goal by tracking the stream of broadcast beacon frames carrying the signal strength of surrounding network devices. Snapshots are then generated by averaging the signal strength over variable portions of the most recent window of beacon frames. We showed that the proposed technique produces 15% higher accuracy than the conventional snapshot technique. We also showed that the proposed technique could adapt to larger problems while using the same amount of collected real-data. Studying the effectiveness and limitations of this technique with other classifiers and for other problem types is subject to a future extension of this work.

The COVID-19 pandemic hit in early 2020 impacted life in many aspects. Technology can play a critical role in identifying and tracking individuals who may be a source of infection [26]. In a medical facility, staff and patients can be traced within buildings, besides door checks, to contain infection. Our future directions will focus on integrating our research with Internet of Things (IoT) devices that allow users (e.g., medical staff and patients) to walk around while tracked in a near real-time fashion. Privacy and Security are two important aspects that need to be studied along with technology development.
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