Passenger Flow Prediction based on Recurrent Neural Networks and Wavelet Transform
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Abstract. It is a great significance for the accurate and real-time prediction of passenger flow in rail transit operation. In the process of passenger flow prediction, the new method of recurrent neural networks (RNNs) can well solve the problems of randomness and nonlinearity which cannot be solved by the existed linear models. In this paper, the long short-term memory (LSTM) and the gated recurrent unit (GRU) networks, which are methods of RNNs, are employed to predict the dayparting passenger flow and the raw passenger flow data is denoised by the wavelet transform. Experimental results show that LSTM and GRU networks can well predict the passenger flow. And compared to LSTM, GRU is better for passenger flow prediction.

1. Introduction

From the design to the operation, passenger flow prediction is always one of the most important problems of urban rail transit management, and the variation law of passenger flow is the premise of the safe operation of metro. However, there is a big gap between the actual passenger flow and the predicted passenger flow in the actual operation, the passenger flow of different routes is unbalanced. Therefore, how to use the existing data to accurately predict the passenger flow has become an important means to solve the problem of the overload operation and alleviate the pressure of the traffic operation department.

At present, there are many kinds of passenger flow forecasting models, which are generally divided into linear models [1-2] and non-linear models [3-5]. Linear prediction is represented by time series analysis, such as autoregressive integrated moving average (ARIMA) and seasonal autoregressive integrated moving average (SARIMA) [6]. They consider the continuity and randomness of events to predict the occurrence of future events. It can reflect the changing rules of periodic change and trend change of events. The methods to solve the problem of non-linear prediction include the method of system dynamics and the recurrent neural networks (RNNs) which have developed rapidly in recent years. RNNs can fully learn the features of passenger flow, especially long short-term memory (LSTM) and gated recurrent unit (GRU) networks. The forecast results of RNNs are better and more robust than the traditional time series models and econometric models [3,6].

The contributions of this paper mainly include the following two points. The first one is data denoising. Since the data used in this paper is the real passenger flow data, there is a big noise. Therefore, we use a wavelet filter to smoothen it before performing prediction [7]. Experiments show that the data denoising can improve the prediction accuracy of models. The second one is the use of LSTM and GRU to predict and analyze passenger flow [6,8]. We have also compared the effects of different wavelet
functions and activation functions in the experiments. Experiments show that GRU is better for passenger flow prediction.

The rest of this paper is organized as follows. Section 2 reviews the methods related to this paper. Section 3 introduces the used methods and model structures. Section 4 describes the experimental setup and discusses the experimental results of selected models. Experimental evaluation and conclusion are described in Section 5.

2. Introduction of related methods

2.1 Wavelet denoising

Traditional denoising methods, such as median filtering, cannot describe the signal with large fluctuation in detail, it may lose useful information. While wavelet denoising uses the stretching and translating of wavelet to describe signals, it adopts wavelet to decompose signals into different scale spaces, so that these signals can be observed more specifically, which is helpful to distinguish signal and noise [7,9].

Wavelet analysis uses a series of wavelets generated by the transformation of wavelet function to more accurately describe local features of signals (including non-stationary features such as spikes). The wavelet basis function $\phi(t)$ is transformed by scaling factor $a$ and shift factor $b$ to do scalar product with signal $x(t)$, as shown in equation (1).

$$f_a(b) = \int_{-\infty}^{\infty} x(t)\phi_a(t-b)/a \, dt, \quad a > 0.$$  \quad (1)

In this paper, the data of daily passenger flow can be regarded as a one-dimensional signal $S$ [9]. After one-level decomposition, the signal $S$ is divided into two parts. One is the approximate coefficient $cA_1$ obtained by low-pass filter, which describes the basic features of the signal, the other is the detail coefficient $cD_1$ obtained by high-pass filter, which describes the detailed features. Next, $cA_1$ is regarded as a new signal to be decomposed, the signal will be decomposed into a sequence $cA_1, cD_1, \ldots, cD_n$ with the decomposition of $n$ layers, which separates the basic feature from the detail part. Finally, the denoising data will be reconstructed by the low-frequency coefficient $cA_n$.

2.2 LSTM

Neural networks are suitable for non-linear prediction, but the traditional network models have no function for historical memory, while LSTM can learn the long-term dependency information and selectively forget invalid information and update effective memory information [3].

LSTM has an internal mechanism called gate that can regulate the flow of information, which can memorize temporary information by adding a structure called memory unit. LSTM controls the use of historical information by using three kinds of gate structures, they are update gate, forget gate and output gate. The update gate is used to update the state of the units. Firstly, the hidden state $a^{t-1}_{t-1}$ of the previous layer and the current input $x^{t-o}$ are passed to the $\sigma$ function to decide what needs to be updated. At the same time, $a^{t-o}_{t-o}$ and $x^{t-o}$ are passed to tanh function to get the temporary memory unit $c^{t-o}$ of the current moment, so as to take the value between -1 and 1 to help adjust the network. The function of forget gate is to control the forgetting of the previous layer with a certain probability. The hidden state $a^{t}_{t-1}$ of the previous layer and the current input $x^{t-o}$ are passed to the $\sigma$ function, its value is between 0 and 1. When this value is close to 0, it means forgetting the state of the previous layer, and when the value is close to 1, it means keeping the state of the previous layer. Next, the update gate and the forget gate are combined by the temporary memory unit $c^{t-o}$ and the memory unit $c^{t-1}_{t-1}$ of the previous layer to obtain the current memory unit $c^{t-o}$. Finally, the current hidden state $a^{t-o}$ is determined by the output gate and the current memory unit $c^{t-o}$ [2,5,8]. The process can be expressed by equation (2).
\[
\tilde{c}^{t+1} = \tanh(W_c [a^{t-\delta} \times c^t] + b_c), \quad \Gamma_u = \sigma(W_u [a^{t-\delta} \times c^t] + b_u), \quad \Gamma_f = \sigma(W_f [a^{t-\delta} \times c^t] + b_f),
\]
\[
\Gamma_o = \sigma(W_o [a^{t-\delta} \times c^t] + b_o), \quad c^{t+1} = \Gamma_u \tilde{c}^{t+1} + \Gamma_f c^t, \quad a^{t+1} = \Gamma_o \sigma c^{t+1},
\]

where, \( \Gamma_u, \Gamma_f \) and \( \Gamma_o \) are update gate, forget gate and output gate, respectively. \( t \) represents the moment or position of the current data. \( l \) represents the time lag, which means that the state of the current moment depends on the state of being at a time in the past. \( W \) and \( b \) are parameter matrices, \( \sigma \) is a sigmoid function.

2.3 GRU

GRU is a variant of the LSTM, it is a simpler network than the LSTM [10]. There are only two kinds of gates in the GRU, namely the update gate and the relevance gate. The function of the update gate of the GRU is similar to the combination of the update gate and the forget gate in the LSTM, which determines how much information from the previous moment is carried into the current state. The larger value of the update gate, the more information of the previous moment is brought in. Relevance gate \( \Gamma_r \) are used to control the degree of ignoring the information of the previous moment. The smaller value of the relevant gate, the more information is ignored [8]. The process can be expressed by equation (3).

\[
\tilde{c}^{t+1} = \tanh(W_c [\Gamma_r \times a^{t-\delta} \times c^t] + b_c), \quad \Gamma_u = \sigma(W_u [a^{t-\delta} \times c^t] + b_u), \quad \Gamma_o = \sigma(W_o [a^{t-\delta} \times c^t] + b_o).
\]

3. Recurrent neural networks and wavelet transform

In this paper, the combination of wavelet transform and RNNs is used to predict the daily passenger flow. Firstly, the passenger flow data is decomposed into low-frequency and high-frequency components by using wavelet transform. Then, we reconstruct the low-frequency coefficient to obtain new data which is smooth. Finally, LSTM and GRU are used to predict passenger flow. We have carried out experiments on them and compared the experimental results in Section 4.

Due to passenger flow data is one-dimensional, it is easy to produce over-fitting when using deep network structure to learn the features of data. Therefore, the LSTM and GRU used in this paper contain an input layer, a hidden layer and an output layer, the number of neurons in the hidden layer is 64. A random inactivation unit is added between the hidden layer and the output layer, its parameter is 0.2.

People's work and rest are carried out in a cycle of one week in daily life, the regularity of their activities must be reflected in the change of daily passenger flow in a week. Therefore, the time lag \( l \) in the model is set to 7, which preserves the dependence between data in the short term [3]. The network structure and parameters of the LSTM and GRU used in this paper are shown in figure 1 and figure 2.

4. Experiments

4.1 Data description & Evaluation indexes

In this paper, the daily passenger flow data of Nanjing metro will be analyzed. Considering that the opening of new metro lines will have an impact on the total passenger flow, the time period selected in
this paper is from May 26, 2018 to September 9, 2019. During this period, all the operating metro lines in Nanjing have been opened. In order to eliminate the time dependence of the data, the data from July 15, 2018 to September 9, 2019 is selected as the training set, and the rest is used as the test set.

In our experiment, the mean absolute percent error (MAPE) [3] and root mean squared error (RMSE) [5] are selected as the evaluation indexes, as shown in equation (4). MAPE represents the average of the percentage of the absolute value of the actual deviation to the observed value. RMSE represents the square root of the ratio of the square deviation to the number of observations.

\[ MAPE(y, \hat{y}) = \frac{1}{N} \sum_{i=1}^{N} \frac{|y_i - \hat{y}_i|}{y_i} \times 100\% , \quad RMSE(y, \hat{y}) = \left( \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 \right)^{1/2}. \] (4)

### 4.2 Passenger flow forecast

In order to eliminate the influence of weather conditions and major events on the data, this paper uses wavelet transform to process data, as shown in figure 3. Figure 3 depicts a broken-line chart of passenger flow data. The blue line with a circle corresponds to the original data, and the yellow line with a five-pointed star corresponds to the data reconstructed by the low-frequency coefficient with db9 function. Figure 4 and figure 5 are the predictive curves of the test set. Comparing the two figures, it can be seen that the results of using processed data is better than that of using raw data. This means that the fluctuation of data has a great influence on the prediction results, and the wavelet transform is suitable to deal with this situation. Next, we will use the processed data to forecast the passenger flow.

![Figure 3. Data curves.](image1)

![Figure 4. Predicted curve of raw data.](image2)

![Figure 5. Predicted curve of new data.](image3)

In order to compare the effects of different wavelet functions, we have carried out experiments on them respectively, wavelet functions used in this paper are db2, db4, db9, coif3 and sym7. Table 1 shows the prediction results of LSTM and GRU with different wavelet functions and activation functions, it shows that the effect of db9 is the best. The MAPE scores of LSTM and GRU are 1.81% and 1.60%, and the RMSE scores are 7.10 and 6.31, respectively. The effects of different activation functions on neural networks are also compared. It can be seen from table 1 that the choice of the activation function has a significant impact on the prediction results, the activation function used in this paper is relu.

| Data Denoising | Wavelet Function | Activation Function | MAPE (LSTM/GRU) | RMSE (LSTM/GRU) |
|----------------|------------------|---------------------|-----------------|-----------------|
| No             | -                | relu                | 5.31%, 4.44%    | 20.61, 19.40    |
| Yes            | db2              | relu                | 2.92%, 4.26%    | 11.71, 15.49    |
| Yes            | db4              | relu                | 2.75%, 2.23%    | 10.05, 8.27     |
| Yes            | db9              | relu                | 1.81%, 1.60%    | 7.10, 6.31      |
| Yes            | db9              | sigmoid             | 2.06%, 1.71%    | 7.49, 6.53      |
| Yes            | db9              | tanh                | 2.00%, 1.68%    | 7.90, 6.31      |
| Yes            | coif3            | relu                | 1.87%, 1.62%    | 7.37, 6.46      |
| Yes            | sym7             | relu                | 3.65%, 1.90%    | 12.74, 7.98     |

After comparison and analysis of the above experiments, GRU and LSTM are suitable for passenger flow prediction, but the error of the prediction results of GRU network is smaller, the MAPE and RMSE scores are 1.60% and 6.31, respectively. It shows that a simple gated loop neural network can meet the needs of passenger flow forecast.
5. Conclusion
In this paper, the combination of RNNs and wavelet transform is employed to predict the passenger flow and the results show that the method can effectively improve the prediction accuracy. In the process of data denoising, wavelet decomposition and single-reconstruction are employed to remove noise. And then, the LSTM and the GRU are used to predict the passenger flow. The experimental results show that wavelet denoising can well reduce the data fluctuation, and LSTM and GRU can learn and memorize the information of data. However, the data set adopted in the experiment is too small and the influence of holiday and other factors is not considered in this paper. In the future research, these factors will be taken into account on a larger and more standard passenger flow data set.
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