Synthetic 3′-UTR valves for optimal metabolic flux control in Escherichia coli
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ABSTRACT

As the design of genetic circuitry for synthetic biology becomes more sophisticated, diverse regulatory bioparts are required. Despite their importance, well-characterized 3′-untranslated region (3′-UTR) bioparts are limited. Thus, transcript 3′-ends require further investigation to understand the underlying regulatory role and applications of the 3′-UTR. Here, we revisited the use of Term-Seq in the Escherichia coli strain K-12 MG1655 to enhance our understanding of 3′-UTR regulatory functions and to provide a diverse collection of tunable 3′-UTR bioparts with a wide termination strength range. Comprehensive analysis of 1,629 transcript 3′-end positions revealed multiple 3′-termini classes generated through transcription termination and RNA processing. The examination of individual Rho-independent terminators revealed a reduction in downstream gene expression over a wide range, which led to the design of novel synthetic metabolic valves that control metabolic fluxes in branched pathways. These synthetic metabolic valves determine the optimal balance of heterologous pathways for maximum target biochemical productivity. The regulatory strategy using 3′-UTR bioparts is advantageous over promoter- or 5′-UTR-based transcriptional control as it modulates gene expression at transcription levels without trans-acting element requirements (e.g. transcription factors). Our results provide a foundational platform for 3′-UTR engineering in synthetic biology applications.

INTRODUCTION

Synthetic biology aims to design and construct novel genetic systems capable of unprecedented biological functions. This is accomplished by combining numerous reliable and standardized bioparts. In particular, considerable progress has been made with genetic engineering and synthetic biology of transcript 5′-ends using tunable promoters and ribosome binding sites (1,2), which were extensively identified via rapid amplification of cDNA ends and differential RNA-sequencing (dRNA-Seq) (3,4). These techniques have identified diverse regulatory elements, including promoters, secondary RNA structures, and ribosome-binding sites (5–9). Although 5′-untranslated region (5′-UTR) bioparts are powerful gene expression controlling tools, they are limited in the requirement of precious molecules for induction and noise-level expression due to the trans-acting element. Multiple genetic systems have been developed to circumvent these limitations (10,11). However, this introduces additional noise, which is not compatible with industrial scaling. Additionally, transcriptional terminators are limited and may play an important role in reducing genetic complexity. The genetic circuits constructed thus far are dependent on a few powerful terminators or their derivatives. Moreover, whether strong termination is the best solution for various applications, including metabolic engineering and genetic circuit construction, remains uncertain. Thus, emphasizing the need to develop a reliable terminator biopart repertoire and its characterization, along with an examination of the influence of various terminators on genetic circuit functionality.

Unlike eukaryotic mRNAs, which have specific molecular features on both ends (5′-caps and polyadenylated 3′-ends), bacterial mRNAs possess a molecular feature only on their 5′-end (tri-phosphorylation). Thus, a detailed genome-wide investigation of bacterial transcription...
3′-ends is limited. Consequently, a sequencing technique, called Term-Seq, was developed to capture the 3′-ends of RNA transcripts (12–15). Although previous studies revealed various regulations related to transcriptional termination, further genome-wide surveys of various 3′-ends are required to understand the underlying regulatory role of the bacterial 3′-untranslated region (3′-UTR) (16–18) and its downstream applications.

Here, we identified multiple 3′-end classes encoded in the E. coli K-12 MG1655 genome associated with transcription termination, transcription processing, and regulation, using Term-Seq and machine-learning analysis. This comprehensive characterization of transcriptional terminators provides a valuable collection of terminator bioparts for synthetic biological applications. Terminator bioparts produce a 4.1-fold lower noise at controlling gene expression when compared to a conventional inducible promoter-based regulation system because of the reduced intrinsic variation of the system. Finally, we demonstrated robust metabolic pathway control using the synthetic terminator parts, which led to the discovery of optimal solutions for flux distribution between heterologous and endogenous pathways in different E. coli strains. These findings enhanced our understanding of 3′-UTR regulation and expanded the range of regulatory elements in synthetic biology applications, providing a novel transcriptional control strategy for metabolic engineering and synthetic biology applications (10,19,20).

MATERIALS AND METHODS

E. coli strains, media, and culture

The E. coli strains, K-12 MG1655, genome-reduced E. coli eMS57, and their derivatives were used in this study. The E. coli MG1655 ΔpfkA Δzwf double-knockout strain was constructed using two sequential lambda recombination steps, as previously described (21). Briefly, the zwf coding sequence was replaced with a kanamycin resistance cassette amplified from pKD13, using the pKD46 helper plasmid. The kanamycin resistance cassette was removed by flippase recombination, using the pCP20 plasmid. Phosphofructokinase A (pfkA) was then sequentially deleted using the same method. The double knockout strain was constructed, followed by pKD46 and pCP20 curing at a non-permissive temperature (42°C). For the fluorescence reporter assay, overnight E. coli MG1655 culture, harboring the pDRA1, pDRA2, or pGFP plasmids, was inoculated into 400 µL M9 glucose medium (47.75 mM Na2HPO4, 22.04 mM KH2PO4, 8.56 mM NaCl, 18.70 mM NH4Cl, 2 mM MgSO4, 0.1 mM CaCl2, and 2 g L-1 glucose), with an initial optical density at 600 nm (OD600nm) of 0.05. Various concentrations of IPTG were added, as required. The orthogonality of transcript 3′-ends (T3PES) was tested under M9 glycerol (2 g L-1), M9 high-glucose (10 g L-1), LB broth (BD Biosciences, San Jose, CA, USA), and TB (BD Biosciences). For the 2,3-butanediol (BDO) production experiment, E. coli MG1655 harboring pBDO was inoculated into 60 mL M9 high-glucose medium containing 10 g L-1 glucose, 100 µg mL-1 ampicillin, and 0.1 mM IPTG, with an initial OD600nm of 0.05. The culture was grown aerobically in a 300 mL Erlenmeyer flask at 37°C for 24 h in a rotary shaker. For the myo-inositol (MI) production experiment, E. coli MG1655 or eMS57 ΔpfkA Δzwf double-knockout strains harboring the pMI plasmid was inoculated into 60 mL M9 high-glucose medium containing 10 g L-1 glucose, 100 µg mL-1 ampicillin, and 0.1 mM IPTG, with an initial OD600nm of 0.05. The culture was grown at 30°C, as previously described, and aerobically in a 300 mL Erlenmeyer flask for up to 48 h in a rotary shaker (10). Cell density (OD600nm) was monitored non-invasively using an OD-Monitor System (Taitec Corporation, Saitama, Japan) composed of an ODSensor-S and ODBox-A.

Term-Seq

Term-Seq libraries were constructed as previously described, with slight modifications (13,22). Briefly, RNA was extracted from E. coli MG1655 cultures sampled at the mid-log phase using the RNASnapTM method (23). Next, 5 µg of total RNA was treated with 2 U of RNase-free DNase I (NEB, Ipswich, MA, USA) for 15 min at 37°C. DNase I-treated RNA was purified using a phenol-chloroformisoamyl alcohol extraction, followed by ethanol precipitation. Ribosomal RNA (rRNA) was depleted from purified DNA-depleted RNA samples using the RiboZero rRNA Removal Kit for bacteria (Illumina, San Diego, CA, USA), according to the manufacturer’s instructions. The RNA 3′-adaptor was ligated to 1 µg of rRNA-depleted RNA at 23°C for 2.5 h, in 25 µL of a 3′-adaptor ligation reaction mixture containing 1 µL of 150 µM RNA 3′-adaptor, 2.5 µL 10 × T4 RNA Ligase 1 Buffer (NEB), 25 U T4 RNA Ligase 1 (NEB), 2.5 µL of 10 mM ATP, 2 µL dimethyl sulfoxide (DMSO), and 9.5 µL of 50% polyethylene glycol 8000 (PEG8000). The 3′-adaptor-ligated RNA was purified using Agencourt AMPure XP Beads (Beckman Coulter, Brea, CA, USA) and fragmented using the RNA Fragmentation Reagent (Ambion, Austin, TX, USA) at 72°C for 90 s. The fragmented RNA was purified using Agencourt AMPure XP Beads and reverse transcribed using a SuperScript III First-Strand Synthesis System (Invitrogen, Carlsbad, CA, USA), as described by the manufacturer, with 10 pmol RT primer. Complementary DNA (cDNA) was purified using Agencourt AMPure XP beads, and the cDNA 3′-adaptor was ligated at 23°C for 8 h in 25 µL of cDNA 3′-adaptor ligation reaction mixture containing 1 µL of 150 µM cDNA 3′-adaptor, 2.5 µL of 10 × T4 RNA Ligase 1 Buffer (NEB), 25 U T4 RNA Ligase 1 (NEB), 2.5 µL of 10 mM ATP, 2 µL DMSO, and 9.5 µL of 50% PEG8000. Adaptor-ligated cDNA was purified using Agencourt AMPure XP beads. The final sequencing library was amplified and indexed using PCR amplification in 50 µL of a PCR reaction mixture containing 1 U Phusion High-Fidelity DNA Polymerase (Thermo Fisher Scientific, Waltham, MA, USA), 10 µL of 5 × Phusion HF Buffer (Thermo Fisher Scientific), 37.5 pmol of each primer (Amp_F and Amp_IndexF_R), and 1 µL of 10 mM dNTP mix. The PCR reaction was completed at a semi-plateau and included the following steps: initial activation at 98°C for 30 s; 10 cycles of 98°C for 30 s, 52°C for 30 s, and 72°C for 15 s; and final elongation at 72°C for 30 s. The amplified sequencing library was subjected to two consecutive purifications using Agencourt AMPure XP beads. Sequencing was conducted for 50 cycles of a single-
Term-Seq data processing and transcript 3′-end detection using machine-learning

Term-Seq data were processed using the CLC Genomics Workbench (CLC Bio, Aarhus, Denmark). Raw reads were trimmed using the Trim Sequence Tool, with a quality limit of 0.05. Reads with more than two ambiguous nucleotides were discarded. Two random nucleotides located at the 5′- and 3′-ends that were attached during adapter ligation were removed from the trimmed reads. The reads were mapped onto the MG1655 reference genome (NC_000913.3) with a mismatch cost of two, indel cost of three, length fraction of 0.9, and similarity fraction of 0.9. Mapping data were converted to the GFF file format, as previously described for downstream processing (24). Briefly, the positions of 5′-ends of aligned reads that marked the RNA 3′-ends were extracted from the BAM file using Samtools and BEDTools. The 5′-ends in the genome were counted and written as a GFF file format using an in-house Python script. T3PEs were searched using an in-house Python script based on scikit-learn packages. To determine a specific genomic position is a stable T3PE, the Term-Seq signals from −10 to +11 nt, relative to the position, were submitted to a machine classifier as a dataset, which provided a determination call for the position as its output (Supplementary Figure S1). This was iterated throughout the genome for both strands to detect T3PE. The machine classifier was trained using a training set composed of 694 manually curated or RegulonDB termination sites, each comprising 191 positive and 503 negative calls. Two different machine classifiers, K-nearest neighbor (KNN) and a support vector machine, trained by the training set had a mean accuracy of 94.0% and 80.7%, respectively, upon cross-validation (trained with K-nearest neighbor (KNN) and a support vector machine, respectively, upon cross-validation (trained with half of the randomly selected training set, with performance measured on the remaining half, iterated 1000 times). The KNN classifier was used for further termination site discovery. The machine was revised twice with a manual false call inspection. The Python script and KNN machine classifiers used in this study (pickled Python objects) are available in the GitHub repository (https://github.com/robinald/ML_Term-Seq).

Transcript 5′-end mapping using differential RNA-Seq

The 5′-end of the RNA was probed using dRNA-Seq, as previously described (5). Briefly, rRNA-subtracted RNA was split into two samples. One sample was treated with 20 U RNA 5′ polyphosphatase (Epicentre, Madison, WI, USA) at 37°C for 60 min. The other sample was treated with nuclease-free water. The dephosphorylated RNA adaptor was ligated to both samples using 5 U of T4 RNA ligase (Epicentre) at 37°C for 90 min. The adaptor-ligated RNA samples were purified, and cDNA was synthesized using the SuperScript III First-Strand Synthesis System with 3.125 pmol random nonamers. DNA libraries were amplified by PCR with Phusion High-Fidelity DNA Polymerase, using P5 and P7 index primers for 20 cycles. The amplified libraries were sequenced via the 50 cycles single-ended recipe on a HiSeq 2500 sequencer. The oligonucleotide sequences are summarized in Supplementary Table S1.

RNA structure prediction and the free energy of folding

RNA structure and the free energy of RNA folding were calculated from the 45 nt-long DNA sequence upstream of the T3PE using RNAfold software (14,25).

Plasmid construction

The dual-reporter plasmid, pDRA1_empt, was constructed by inserting egfp into the mrfpl1-expressing iGEM plasmid Bba_J04450-pSB1C3. Briefly, egfp DNA was amplified from the pTrc-egfp plasmid (26) using the primers, egfp_F and egfp_R. The plasmid backbone was amplified using the pSB1C3_inv_F and pSB1C3_inv_R primers. The two DNA fragments were ligated using an In-Fusion Cloning Kit (TaKaRa Bio, Shiga, Japan), as described by the manufacturer. The pDRA1_terminator plasmid was constructed by inserting terminator fragments into pDRA1_empt. Briefly, a 60-nt primer pair was annealed together in a 1 μL PCR reaction mixture composed of 0.2 U Phusion High-Fidelity DNA Polymerase (Thermo Fisher Scientific), 2 μL of 5 × Phusion HF Buffer, 2 pmol of each primer (terminator_F and terminator_R), and 0.1 μL of 10 mM dNTP mix. The annealing reaction was performed at an initial activation temperature of 98°C for 30 s, and then 12 cycles of 98°C for 30 s, 52°C for 30 s, 72°C for 15 s, with a final elongation at 72°C for 30 s. The annealed 100-bp dsDNA fragment was composed of a 15 nt sequence homologous to pDRA1_empt at each end and a 70 nt terminator fragment. All annealed products were inspected using gel electrophoresis and purified using a MinElute PCR Purification Kit (Qiagen, Hilden, Germany), as described by the manufacturer. The pDRA1_empt plasmid backbone was also PCR-amplified and linearized using the primers pSB1C3_inv_F and reporter_inv_R. The annealed terminator fragment (1.5 ng) and 10 ng of the pDRA1_empt plasmid backbone were incubated at 50°C for 15 min in a 1 μL cloning reaction volume containing 0.2 μL of 5 × In-Fusion HD Enzyme Premix.

The pDRA2_terminator plasmid was constructed by inserting the egfp-terminator-mrfpl DNA fragment, amplified with the transfer_assay_F and transfer_assay_R primers from the pDRA1_terminator plasmid, into the pTrcHis2A plasmid (Invitrogen) backbone, which was also PCR-amplified using the backbone_F and backbone_R primers. Cloning was performed using 10 and 8 ng of egfp-terminator-mrfpl and pTrcHis2A plasmid backbone, respectively, in a 1 μL cloning reaction volume containing 0.2 μL of 5 × In-Fusion HD Enzyme Premix. The pGFP plasmid was also PCR-amplified using the backbone_F and backbone_R primers. Cloning was performed using 10 and 8 ng of egfp-terminator-mrfpl and pTrcHis2A plasmid backbone, respectively, in a 1 μL cloning reaction volume containing 0.2 μL of 5 × In-Fusion HD Enzyme Premix. The pDRA2_DualP plasmid was constructed by inserting the araC-araBAD promoter cassette into the pDRA2 plasmid by In-Fusion cloning. The araC-araBAD promoter cassette was PCR amplified from the
pBAD_Mxy-His C plasmid (Invitrogen) using the ara_F and ara_R primers. The pBDO_empty plasmid was constructed by the sequential insertion of chemically synthesized (IDT gBlock Gene Fragment) B. subtilis alsS-RBS-Aeromonas hydrophila alsD and codon-optimized Thermoaerobacter brockii bdh (27) into pTrcHis2A. First, the alsSD fragment was amplified using the alsS_pTrc_F and alsS_pTrc_R primers. The alsSD fragment was In-Fusion cloned into pTrcHis2A and amplified with the backbone_F and backbone_R primers. Then, bdh was PCR-amplified with the tbr_bdh_F and tbr_bdh_R primers, and In-Fusion cloned into PCR-amplified pTrcHis2A-alsSD using the alsSD_F and alsSD_R primers. The codon-optimized bdh sequence is available in the Supplementary Data. The pBDO_terminator plasmid was constructed by restriction ligation of the terminator fragment amplified from the pDRA1_terminator plasmid, using the terminator_BDO_F and terminator_BDO_R primers, into pBDO_empty using XhoI and SpeI sites. The pMI_empty plasmid was constructed by cloning yeast INO1, E. coli pfkA, and the terminator fragment into pTrcHis2A. First, the INO1 structural gene was amplified from Saccharomyces cerevisiae CEN.PK genomic DNA, using the INO1_F and INO1_R primers. The INO1 gene fragment was In-Fusion cloned into the pTrcHis2A plasmid, which was amplified using the backbone_F and backbone_R primers. Next, pfkA was amplified from E. coli MG1655 genomic DNA using the pMI_pfkA_F and pMI_pfkA_R primers. The gene was In-Fusion cloned into the pTrcHis2A-INO1 plasmid amplified using the alsSD_F and pMI_INO1_R primers. The terminator fragment was cloned using restriction ligation with the XhoI and SpeI sites in pMI_empty to generate the pMI_terminator. The primer sequences are summarized in Supplementary Table S1.

Fluorescence measurement and normalization

The fluorescence levels of the E. coli cultures were measured using a Synergy H1 Microplate Reader (BioTek Instruments, Winooski, VT, USA) 24 h after inoculation. For GFP, excitation with a 485 nm xenon flash and emission at 528 nm was measured with a gain of 90. For RFP, excitation with a 584 nm xenon flash and emission of 619 nm at 528 nm was measured with a gain of 90. Read-through values were calculated by dividing the RFP intensity by GFP and normalized using the CT method, with rrsA as an internal reference. All primers were designed using Primer-BLAST (28) without non-specific binding to the E. coli MG1655 genome sequence (NC_000913.3). The primer sequences are summarized in Supplementary Table S1.

Mathematical modeling of the mRNA levels

The change in GFP mRNA concentration per unit time in an E. coli population carrying the pGFP plasmid was expressed in a first-order decay model, as shown in Equation (1):

\[
\frac{dmRNA_{GFP}}{dt} = k_{TRX} - k_{decay} [mRNA_{GFP}] (t),
\]

where \([mRNA_{GFP}] (t)\) is the GFP mRNA concentration, \(k_{TRX}\) is the constant transcription rate, and \(k_{decay}\) is the mRNA decay rate. Thus, mRNA concentration is expressed by Equation (2), by solving the first-order differential equation (Equation 1), with an initial value of \([mRNA]_{t = 0} = 0\).

\[
[mRNA] (t) = \frac{k_{TRX}}{k_{decay}} (1 - e^{-k_{decay}t})
\]
where \([mRNA_{GFP}]\) is the concentration of mRNA terminated by the terminator, \(k_{d, TEP}\) is the decay rate of the mRNA with a terminator on its 3’-UTR; \(\alpha\) is a transcription termination strength of 0 for 100% read-through, and 1 for 100% transcription termination.

The other mRNA is transcribed by read-through and encodes both GFP and RFP (Equations 4 and 5):

\[
\frac{d[mRNA_{GFP}]}{dt} = (1 - \alpha)k_{TRX} - k_{d,rrnBT} mRNARFP(t)
\]

\[
\frac{d[mRNA_{RFP}]}{dt} = (1 - \alpha)k_{TRX} - k_{d,rrnBT} mRNARFP(t)
\]

where \([mRNA_{GFP}](t)\) and \([mRNA_{RFP}](t)\) are the read-through mRNA concentrations, and \(k_{d,rrnBT}\) is the decay rate of the mRNA with the \(rrnB\) terminator at the end. Thus, the collective concentration of GFP-expressing mRNA was calculated using Equation (6), and the RFP-expressing mRNA was expressed by Equation (7).

\[
[mRNA_{GFP}] = \frac{\alpha k_{TRX}}{k_{d,TEP}} \left(1 - e^{-k_{d,TEP}t}\right) + \frac{(1 - \alpha)k_{TRX}}{k_{d,rrnBT}} \left(1 - e^{-k_{d,rrnBT}t}\right)
\]

\[
[mRNA_{RFP}] = \frac{(1 - \alpha)k_{TRX}}{k_{d,rrnBT}} \left(1 - e^{-k_{d,rrnBT}t}\right)
\]

The read-through (RFP/GFP) of the saturated culture can be expressed by dividing the saturated \((t \to \infty)\) RFP concentration by GFP (Equation 8).

\[
\frac{RFP}{GFP} = \frac{(1 - \alpha)k_{d,TEP}}{\alpha k_{d,rrnBT} + (1 - \alpha)k_{d,TEP}}
\]

Finally, the termination strength \(\alpha\) can be calculated using Equation (8), with the measured parameters (Equation 9).

\[
\alpha = \frac{k_{d,TEP} \left(1 - \left(\frac{RFP}{GFP}\right)k_{d,rrnBT} - k_{d,TEP}\right) \left(\frac{RFP}{GFP}\right) + k_{d,TEP}}{k_{d,rrnBT} - k_{d,TEP}}
\]

Model parameters and calculated termination strengths are provided in Supplementary Tables S2 and S3.

Flow cytometry
Cells harboring pDRA2 or pDRA2_DualP were aerobically cultured in M9 glucose medium for 24 h at 37°C with IPTG (1 or 10 \(\mu\)M) and L-arabinose (1, 10, or 30 mM). The cell culture was diluted 10-fold in PBS and analyzed on an S3e Cell Sorter (Bio-Rad, Hercules, CA, USA). Approximately 100,000 events were collected and analyzed.

Noise definition and data parameterization
The GFP and RFP intensities of the entire population were plotted, and a linear regression line was obtained. Noise was defined as the coefficient of variation (CV; the standard deviation divided by the mean), as previously described (29). Noise can be further decomposed into extrinsic and intrinsic noise that are independent and orthogonal to each other (29). To calculate the two orthogonal noise components, the scatter plot showing the flow cytometry data was rotated by the slope of the linear regression line (Supplementary Figure S3). The CV of the extrinsic (along the horizontal axis) and intrinsic (along the vertical axis) components were then calculated.

Quantification of acetoin, BDO, and MI
One milliliter of a 24 h \(E. coli\) pBDO culture, or a 48-h \(E. coli\) pMI culture, was collected in 1.5 mL microcentrifuge tubes and centrifuged at 16,000 \(\times\) g for 1 min. Supernatants were filtered using a syringe filter (0.2-\(\mu\)m pore size). The filtrate (200 \(\mu\)L) was transferred to a 2 mL high-performance liquid chromatography (HPLC) vial containing a 250 \(\mu\)L glass vial insert. Then, 20 \(\mu\)L of each sample was analyzed using HPLC with a system comprising a model 2414 refractive index detector (Waters Corporation, Milford, MA, USA), a 1525 binary HPLC pump (Waters), a Metacarb 87H (7.8 \(\times\) 300 mm) HPLC column (Agilent Technologies, Santa Clara, CA, USA), and a 2707 Autosampler (Waters). The mobile phase was 0.007 N sulfuric acid, the flow rate was 0.6 mL min\(^{-1}\), and the oven and detector temperatures were 50°C.

Statistical analyses
Term-Seq was conducted with three biological replicates, and all 1,629 T3PE were supported by two or more replicates. Read-through value distributions according to the T3PE categories were compared using a two-sided \(t\)-test. All statistical analyses were performed using the SciPy package (30). Comparisons with a \(p\)-value < 0.01 were considered significant in this study.

RESULTS

Identification of multiple 3’ transcript end classes
Transcriptional terminators require characterization to be utilized in the rational design of genetic circuits in synthetic biology. Thus, we sought to identify transcript 3’-ends (T3PE) classes in the \(E. coli\) MG1655 transcriptome using Term-Seq. To avoid human bias and positional constraints with respect to known annotations, we employed machine-learning analysis to detect 1,583, 1,795, and 1,951 T3PEs from each biological replicate. Among these, 1,629 T3PEs observed from two or more biological replicates were stable T3PEs (Supplementary Table S4).

First, we identified 407 T3PEs with a conserved sequence motif of rho-independent terminators (RIT) (Figure 1A). The sequences upstream of these T3PEs contained conserved GC-rich sequences that form the stem of a hairpin structure and a consecutive U-stretch (Figure 1B), characteristic of intrinsic terminators (31,32). The RITs had a strong folding free energy (\(\Delta G_{\text{folding}}\)) compared to random genomic positions (Figure 1C), consistent with a previous study (Figure 1C; Dar) (14). Second, the remaining
Figure 1. Discovery of diverse classes of transcript 3′-ends in *Escherichia coli* using Term-Seq. (A) Conserved sequence motif of rho-independent terminators upstream of 407 transcript 3′-ends in the presence of a conserved sequence motif (RITs). (B) Predicted secondary structure of one of the RITs, T3PE-713, which includes a stable stem-loop structure. (C) Comparison of the predicted folding energies of the different RNA termini classes. Random indicates the folding energy of 1,000 random genomic positions. Dar indicates the folding energy of 1,095 previously reported T3PEs (14); three duplicated T3PEs were removed. Box limits, whiskers, and center lines indicate 1st and 3rd quartiles, 10th and 90th percentiles, and the median of the distribution, respectively. (D) Term-Seq revealed the nucleotide-level footprint of ribosomal RNA and transfer RNA processing in the r/rRNA operon. The different RNase cleavage sites are marked by arrowheads. (E) Composition of the different T3PE classes in this study and a comparison to previous reports (12,14). (F) Meta-analysis of the RNA-Seq profile showing the RNA density near the T3PEs. Profiles were normalized at their maximum peak intensity within the analysis window (−200 to +200 nt). (G) Nucleotide occupancy of the conserved Rho-dependent terminator motif found upstream of motif-less T3PEs.

1,222 T3PEs without a conserved sequence motif (motif-less T3PEs) were unlikely to form a stem-loop structure because of their relatively high ΔG_{folding}. Among them, 413 motif-less T3PEs were located on the ribosomal RNA (rRNA)-transfer RNA (tRNA) operons, which matched the rRNA-tRNA processing sites (Figure 1D) (33–38). The processive nuclease activity of RNase D was also observed (Figure 1D, inset), indicating nucleotide-level accuracy of the Term-Seq results. The remaining 809 motif-less T3PEs may represent non-canonical types of transcriptional terminators, or stable transcript ends that are independent of termination, such as intermediates of RNA processing. However, these T3PEs are unlikely to be footprints of RNA degradation during the experimental procedure because they were observed in more than two biological replicates.

To cross-validate the classification, we compared 1,629 T3PEs with previously reported T3PEs in *E. coli* BW25113 (14) or MG1655 (12). The 1,095 T3PEs in *E. coli* BW25113 were detected with positional constraints (within 150 bp downstream of genes), while the other 2,073 T3PEs in *E. coli* MG1655 were reported without any constraints (12). With 3 nt accuracy, 459 T3PEs were found in both *E. coli* MG1655 and BW25113 (Figure 1E) (14). These shared T3PEs were mostly located in the intergenic region, and more than half were RITs (n = 268, 58.4%). Conversely, motif-less T3PEs (n = 1,031, 88.1%) formed a large proportion of the remaining 1,170 T3PEs detected in our study. Considering the tendency of detecting transcriptional terminators due to the positional constraint in the previous report, our unbiased detection method enabled the determination of T3PEs that were not transcriptional terminators. Another report on *E. coli* MG1655 showed greater agreement with T3PE detected in this study (Figure 1E) (12). Of the 1,170 T3PEs that did not overlap with *E. coli* BW25113, 318 T3PEs agreed with those previously detected.
in the same strain. Interestingly, these were mainly motif-less T3PEs (n = 273, 85.5%), indicating that these were consistently observed in multiple experiments. Finally, we identified 852 novel T3PEs comprising 87 RITs and 765 motif-less T3PEs. To assess the functions of the various T3PEs, including motif-less T3PEs, we investigated the RNA-Seq profiles in close vicinity. A meta-analysis of 100,000 random genome positions presented no fluctuation in transcript signals within the 400 nt sequence window (Figure 1F). The RNA-Seq signal was clearly depleted after RITs, indicating strong transcriptional termination. In contrast, the RNA-Seq profile of neighboring motif-less T3PEs displayed no significant transcript depletion and formed a stable profile. A few motif-less T3PE (n = 41) matched with previously reported Rho-dependent terminators (14). Although these had sequence features of Rho-dependent terminators (Figure 1G), a weakly-conserved Rho-dependent terminator motif was not discovered in this case. Thus, the majority of motif-less T3PEs are related to biological processes other than transcriptional termination.

**Determination of transcription termination strength**

We devised a dual reporter assay system (pDRA1) to further characterize the identified T3PEs, which contained a 70 nt DNA fragment obtained upstream of a T3PE between two different fluorescence reporters (Figure 2A). We constructed pDRA1 plasmids containing one of the 50 randomly selected RITs and 100 motif-less T3PEs (excluding those located in the rRNA operons). Different T3PEs led to different expression levels of fluorescent proteins located downstream of T3PE (Figure 2B). A fraction of the two different fluorescence signals was used to quantitatively measure the terminator strengths, hereafter referred to as the read-through fraction. The strong rrnBT T1 terminator (rrnBT) displayed a read-through fraction of 0.009, indicating termination of 99.1% of the transcription (Figure 2C). The RITs located downstream of tRNA, ornV (T3PE-605) and leuW (T3PE-211), mediated termination as effectively as rrnBT. The read-through fractions from E. coli cultures carrying one of the 150 T3PE-carrying pDRA1 plasmids ranged from 0.004 to 91.4 (Supplementary Table S5).

The RITs displayed an average read-through fraction of 0.294 (Figure 2D). Conversely, motif-less T3PEs showed significantly weaker transcription termination than RITs (Figure 2D). Further analyses indicated that the 545 motif-less T3PEs could be the products of biological processes other than transcriptional termination (Supplementary Table S6). For example, T3PE-26 was located downstream of a leuABCD operon leader peptide, LeuL (Figure 2E). LeuL is responsible for the post-transcriptional attenuation of leucine biosynthesis in response to excess leucine (39). Furthermore, the location of T3PE-226 coincides with that of the bacterial interspersed mosaic element (BIME) (Figure 2F), a palindromic repeat sequence throughout the E. coli genome (40). BIMEs are occasionally located in the middle of polycistronic mRNAs and play a role in differential gene expression that are co-transcribed as a single mRNA by stabilizing upstream genes (41). T3PE-1523 perfectly matched a well-known RNase III digestion site on the 5'-UTR of the proline transporter (ProP) mRNA, which modulates ProP expression in response to hyperosmotic stress (Figure 2G and H) (42). RNA digestion resulted in the generation of 5'- and 3'-ends at the cleavage site. We conducted transcript 5'-end mapping using dRNA-Seq to assess the other cleavage end. A stable transcript 5'-end generated by RNase III processing was also observed in transcript 5'-end mapping, supporting the cleavage event (Figure 2G). The 5'-end was not generated by transcription initiation on the promoter, as the transcription start site can be distinguished by differential RNA-Seq (5,8). T3PE-1523 cleavage on GFP-RFP mRNA in pDRA1 led to a marked increase (54.0 times) in RFP intensity compared to GFP, possibly due to exposure of the ribosome binding site of RFP and the nucleolytic degradation of GFP mRNA at its 3'-end after RNase III cleavage. Thus, we concluded that motif-less T3PEs are independent of transcriptional termination. Using the pDRA1 assay, we confirmed the capability of Term-Seq to detect multiple E. coli T3PE classes produced by transcriptome reshaping, RNA processing, cis-regulation, and transcriptional terminators.

**The relationship between termination and expression level**

As multiple RITs exhibit a wide range of transcription termination strengths, we further examined terminators at different gene expression levels to assess whether the termination strength remained the same. Two control sequences (empty and rrnBT) and 49 RITs were tested under the control of the inducible Lac promoter (pDRA2; Figure 3A). The fluorescence level increased logarithmically at different isopropyl β-D-1-thiogalactopyranoside (IPTG) concentrations (Supplementary Figure S4). Strikingly, the termination levels of many RITs varied according to the transcription level (Figure 3B and Supplementary Table S7). Transcription termination was generally stronger at higher expression levels, likely because of local resource depletion, such as NTPs, which lowers the elongation rate so that RNA polymerase can easily disassociate from its template (43,44). This variation may explain why precise termination strength prediction is difficult, thereby limiting the standardization of terminator bioparts (Supplementary Figure S5) (44,45).

We also found that the termination strength reported by the two fluorescent proteins (45–48) may be different from the actual transcriptional termination event. A thorough inspection of the data revealed considerable variations in GFP intensity. For example, the GFP intensity of pDRA1_rrnBT was 127,583 arbitrary units (AU), whereas that of pDRA1_empty was only 70,548 AU (Figure 2C and Supplementary Table S5). We hypothesized that the T3PE sequence at the 3'-end of the transcript is involved in transcript stability. In such cases, the differential degradation of the terminated gfp-only and read-through gfp-rfp transcripts causes the ratio of the two fluorescence signals to differ from the initial transcript ratio set by termination. To test this hypothesis, rfp was removed from the pDRA2 plasmid to construct a plasmid designated pGFP (Figure 3C). Because transcripts generated by different pGFP plasmids have the same 5'-UTR, coding sequence, and plasmid backbone, the difference in GFP intensity should originate solely from the T3PE sequence located in the 3'-UTR.
The pGFP assay indicated that *E. coli* harboring different pGFP plasmids displayed a maximum 5.0-fold difference in the fluorescence intensity (Figure 3D). Time-course measurement of mRNA abundance at 0.5, 5, and 10 min after transcription inhibition through treatment with the transcription inhibitor, rifampicin, revealed an exponential cellular mRNA decay (Figure 3E) (49). The mRNA half-life varied from 3.0 to 14.8 min, consistent with the magnitude of GFP intensity variance. Moreover, the GFP intensity was directly proportional to the mRNA half-life (Figure 3F).

We then constructed a first-order decay model of the GFP transcript to determine whether differential mRNA decay resulted in a difference in fluorescence. Computational modeling confirmed that the measured decay rate of the mRNAs was sufficient to induce a large difference in the GFP intensity of pGFP (Figure 3G). Next, we constructed a mathematical pDRA2 model using the same decay model to examine whether the differential decay of *gfp*-only and read-through transcripts resulted in a significant discrepancy between the measured read-through and termination strengths (Supplementary Figure S2). Regarding pDRA2_rrnBT, where the terminators on *gfp* and *rfp* mRNA were the same, the strengths of the measured termination and modeled termination were identical (Supplementary Table S3). However, the termination strength calculated from the model, which considered the mRNA decay rates, differed significantly from the strength measured using the two fluorescence signals (Supplementary Table S3). For example, T3PE-692 showed a moderate read-through with a strength of 0.31 in the pDRA2 assay but was considered a strong terminator based on the model-calculated termination strength of 0.91. This example highlights the difficulties in characterizing terminators. This discrepancy is based on one of the complex processes governing transcriptional termination. These processes include the binding strength of RNA polymerase to template DNA, RNA decay, the energy required to denature dsDNA to maintain the transcription bubble, poly-U-stretch, partial rho-factor overlap, and secondary stem-loop structures (31,50,51).
Figure 3. Differential termination strengths of rho-independent terminators (RITs) at different transcription levels. (A) Design of the dual reporter assay plasmid, pDRA2, with transcription initiation levels regulated by an isopropyl β-D-1-thiogalactopyranoside-inducible lac promoter. (B) Diverse readthroughs of RITs at different transcription initiation levels. (C) Plasmid design to measure the decay rate of messenger RNAs (mRNAs) with different 3′-untranslated regions (UTRs). (D) The fluorescence intensity of green fluorescent protein (GFP) differed depending on the 3′-UTR. Error bars indicate the standard deviation of two biological replicates. (E) Exponential decay of mRNA from pGFP. Error bars indicate the standard deviation of two biological replicates, each composed of three technically triplicate qRT-PCR reactions. T_{1/2} indicates the mRNA half-life. (F) Fluorescence intensity was directly correlated with the half-life of mRNA encoding GFP. (G) Computational modeling of fluorescence protein expression showed a reliable prediction of the experimental measurements. Circles indicate experimental values from pGFP_{empty} and pGFP_{rrnBT}. Shades are ranges of the possible fluorescence intensity set by the standard error of the measured half-lives.
Consistency and noise levels of transcription terminator bioparts

Next, we examined whether the termination strengths of RIT were reliable under different experimental conditions. In addition to the M9 glucose medium tested in the previous section, an additional incubation temperature (30°C) and four different culture media, M9 glycerol, M9 high glucose (10 g L⁻¹), Luria-Bertani (LB), and Terrific Broth (TB), were tested. As RITs are independent of trans-acting elements, changes in transcription termination under various experimental conditions should be negligible. As expected, the read-through fractions of RITs under the five additional conditions strongly correlated with the M9 glucose (2 g L⁻¹) medium (Supplementary Table S8). Specifically, read-through fractions of the tested RITs in high glucose (10 g L⁻¹) M9 medium were almost identical to those in normal M9 glycerol, with a Pearson’s R² correlation of 0.93 and an average fold-change of 0.96 (Figure 4A). Similarly, RITs had an average fold-change of 1.09 in LB medium. Unlike the high-glucose M9 and LB media, read-through fractions of RITs grown in M9 glycerol, TB media, and at 30°C deviated from those grown in M9 glucose medium with mean fold-changes of 0.66, 1.84, and 1.34, respectively (Supplementary Figure S6). These deviations reflect different growth rates and energy levels, which may change the transcription kinetics, such as elongation rates, and could result in a transcriptome-wide termination shift (43,44).

The transcription elongation rate of E. coli depends on the growth rate, as evidenced by the slower elongation rate of E. coli grown in glycerol minimal medium compared to that grown in minimal glucose medium (52,53). The slower elongation rate in M9 glycerol medium increases susceptibility of RNA polymerase to a transcriptional pause at the terminator, resulting in stronger termination. In contrast, growth in TB resulted in a higher elongation rate and reduced transcription termination. Cells grown in M9 glucose medium at 30°C had a 1.34-fold increase in read-through, compared to cells grown at 37°C. The pDRA2 assay results obtained under several experimental conditions indicate that rho-independent transcription terminators in E. coli present consistent relative strength. However, the overall absolute strength of the entire termination shifts according to the global cellular changes in transcription kinetics and trans-acting elements, such as the elongation rate and possibly the alarmone level. This complex termination behavior must be considered in synthetic genetic circuitry.

Furthermore, we compared the experimental fluctuations of a genetic system composed of terminator bioparts with those of conventional systems. Previous assessments of stochastic gene expression revealed two independent noise components (defined by the coefficient of variation, which is the standard deviation divided by the mean) that contribute to the overall fluctuation of cellular behavior (29). Extrinsic noise (\( \eta_{\text{ext}} \)) is induced by different states, such as transcriptional/translational machinery concentrations and cellular energy states that cause variation in overall protein expression. The other component, intrinsic noise (\( \eta_{\text{int}} \)), is caused by molecular events, such as random binding of RNA polymerases, ribosomes, and transcription factors, even when cells are assumed to have the same cellular state.

Thus, we constructed an expression system that expressed two different fluorescent proteins from two different promoters to set a reference (Figure 4B). Cells expressing GFP and RFP by the lac promoter and araBAD promoter had \( \eta_{\text{ext}} \) and \( \eta_{\text{int}} \) values of 0.451 and 18.4, respectively, yielding a total noise (\( \eta_{\text{tot}} \)) of 18.4 (Figure 4C). When terminator bioparts were used, \( \eta_{\text{int}} \) was 4.08-fold lower than that of the dual promoter system (mean of 4.53) (Figure 4D), whereas \( \eta_{\text{ext}} \) remained the same (1.04-fold increase). The noise assessment indicated a 4.07-fold lower total system noise by reducing the sources of biological variation in transcription initiation (e.g. RNAP binding) and transcription factor regulation. This highlights a significant advantage of terminator bioparts over conventional regulatory systems that use multiple promoters and ribosome-binding sites.

Development of metabolic flux valves based on terminator bioparts

Various elements are used to regulate the expression of multiple genes in synthetic biology. As genetic circuits become more complicated to accommodate multiple connections and regulations, more bioparts are required. Thus, we examined whether RITs with different termination strengths can function as reliable regulatory bioparts to provide additional means of regulating synthetic pathways with fewer bioparts. Acetoin and 2,3-butanol (2,3-BDO) were selected as target products. Acetoin is produced by several bacteria to store the carbon flux overflow for later use and prevent the accumulation of acidic cellular metabolites. Acetolactate synthase (AlsS) and acetolactate decarboxylase (AlsD) catalyze the condensation of two pyruvate molecules into a single acetoin molecule (Figure 5A). Additionally, 2,3-BDO is an important organic molecule used to produce synthetic rubber. Butanediol dehydrogenase (Bdh) catalyzes the one-step conversion of acetoin to 2,3-BDO (Figure 5A).

Three RIT groups were selected to control the system expression. The first group, Group A, contained five RITs (T3PE-211, rrnBT, 383, 529, and 1498) that had read-throughs of < 1 and relatively stable read-through fractions at different transcription rates (Figure 3B). The RITs in Group B (T3PE-1345, 936, 390, and 948) had read-through values > 1. Therefore, downstream gene expression was higher than the upstream genes. The last group, Group C, was composed of three RITs that shortened the mRNA half-life when located at the 3'-UTR of an mRNA, as shown in the pGFP assay (Figure 3D). They were located downstream of alsSD in the polycistronic 2,3-BDO synthetic plasmid pBDO (Figure 5B). Bdh expression was controlled by the RIT read-through fraction, which determined the relative flux between acetoin and 2,3-BDO from pyruvate. Then, 24 h after the addition of IPTG (0.1 mM), E. coli strains harboring one of the pBDO plasmids with RITs from Group A showed various 2,3-BDO titers due to various expression levels of bdh by different terminator-read-through fractions (Figure 5C). The amount of 2,3-BDO produced by pBDO_rrnBT, which harbors the rrnB T1 terminator upstream of bdh, was 0.126 g L⁻¹. The BDO titer increased as the termination strength decreased, such
Figure 4. Consistency and noise level of transcription terminator bioparts. (A) Read-through fraction of rho-independent terminators (RITs) in different experimental conditions. Scatter plots of the correlation between RIT read-throughs in diverse experimental conditions with M9 glucose medium. Error bars indicate the standard deviation of biological replicates. $R^2$ indicates the Pearson’s correlation coefficient. (B) Design of a genetic system expressing two fluorescence proteins using two independent promoters. (C) Flow cytometry measurements of fluorescence proteins expressed by two independent promoters with combinations of inducer concentrations. Each point represents a single cell. $a$ indicates the slope of the linear regression line. $\eta_{\text{ext}}$ and $\eta_{\text{int}}$ indicate the extrinsic and intrinsic noise components in RNA expression, respectively. (D) Flow cytometry measurement of the fluorescence proteins expressed by terminator bioparts. RT indicates the read-through of pDRA2 observed from overnight induced (with 10 μM IPTG) cell cultures (Supplementary Table S7).
that the fully induced negative control cells (pBDO_empty) produced 0.382 g L\(^{-1}\) of 2,3-BDO, the maximum titer of Group A RITs. More importantly, Group B RITs could support greater 2,3-BDO production, even greater than pBDO_empty, which has no transcription termination activity. In theory, bdh expression should always be lower than that of the upstream genes because the transcriptional terminator is located upstream of bdh. However, we observed higher 2,3-BDO production with the Group B RITs (maximum 0.513 g L\(^{-1}\)). This was consistent with the pDRA2 assay of the Group B RITs with read-through values (Figure 5C). This phenomenon was not due to a promoter sequence that might overlap with T3PE. However, RFP expression was not observed in the pDRA2 assays of Group B RITs when they were not induced (Supplementary Table S9). The behavior of Group B terminators, which increases the expression of downstream genes compared to that of upstream genes, was counterintuitive. Thus, we conducted transcript 5′-end mapping, which captures the stable transcript 5′-end in a cell. Among the 13 Group B terminators examined by the pDRA2 assay, five had stable transcript 5′-ends that were not produced by transcription initiation at their close vicinity, indicating active post-transcriptional RNA processing near the terminator (Supplementary Figure S7). Thus, increased ribosome entry and RBS availability induced by post-transcriptional cleavage, generating a new 5′-UTR, may be responsible for the high expression of downstream genes. Regardless of the reason, 2,3-BDO production continuously increased as the read-through fraction increased. Production reached a plateau at a read-through of 2.343 (T3PE-390).

Saturation of the 2,3-BDO titer at the high read-through fraction was possibly due to the saturation of the cellular resource to convert acetoin to 2,3-BDO, that is, NADH. This illustrates the ability of T3PE bioparts to support a wide range of transcription ratios among genes. Because read-through values can exceed 1, the system requires no additional modification to change the gene order to accomplish higher downstream gene expression. Overall, as the read-through of T3PE increased, a greater metabolic flux was directed toward 2,3-BDO from acetoin. The 2,3-BDO to acetoin ratio was logarithmically proportional to the read-through of T3PE increased. Production reached a plateau at a read-through of 2.343 (T3PE-390).

Saturation of the 2,3-BDO titer at the high read-through fraction was possibly due to the saturation of the cellular resource to convert acetoin to 2,3-BDO, that is, NADH. This illustrates the ability of T3PE bioparts to support a wide range of transcription ratios among genes. Because read-through values can exceed 1, the system requires no additional modification to change the gene order to accomplish higher downstream gene expression. Overall, as the read-through of T3PE increased, a greater metabolic flux was directed toward 2,3-BDO from acetoin. The 2,3-BDO to acetoin ratio was logarithmically proportional to the read-through strength of the T3PEs with high correlation, indicating the reliability of T3PEs as synthetic bioparts for modifying metabolic flux (Supplementary Figure S8). Finally, we tested Group C RITs that produced short-lived mRNAs. As expected, E. coli harboring pBDO with Group C RITs produced less acetoin and 2,3-BDO than cells with pBDO consisting of RITs in other groups (Figure 5C). This highlights the importance of selecting an appropriate terminator biopart to achieve the desired functionality of a genetic circuit.

We used this flux regulation mechanism to control the flux between central carbon metabolism and myo-inositol (MI) production. When a biological system is used for production, the metabolic fluxes directed toward production...
and biomass must be balanced, as they are interconnected and constrained by a finite amount of cellular resources. We combined MI-1-phosphate synthase (INO1) and phosphofructokinase I (PfkA, an effective rate-limiting enzyme of glycolysis (54)) as an interconnection point of production and cellular growth (Figure 5D). An RIT located between the two genes acts as a metabolic valve to direct glycolytic resources (Figure 5E). Five MI production plasmids encoding different valves were tested in glucose-6-phosphate 1-dehydrogenase (zwf) and pfkA double-knockout strains. Plasmids overexpressing INO1 without flux control displayed severe growth retardation and marginal MI production (Figure 5F and Supplementary Figure S9). As pfkA expression increased in accordance with the increase in transcription read-through, glucose consumption and MI production also increased. At a read-through rate of 0.519 (T3PE-383), pfkA expression supported an MI production titer of 0.682 g L⁻¹, which was 8.92-times higher than that of the conventional system (pTrc-INO1) with a 38% MI yield (g g⁻¹) increase from glucose (Figure 5F). When pfkA expression exceeded T3PE-383, the MI titer was reduced. At this point, excessive flux was used to promote cellular growth and biomass formation instead of MI production. Thus, we successfully identified an optimally rapid growth rate to support resources and energy for producing MI while not overconsuming a given nutrient (Supplementary Figure S10). We then examined the valves in genome-reduced E. coli that might have possessed a different optimum metabolic balance (55). The genome-reduced strain reached its optimum metabolic balance at strong termination. At optimal balance, where expression is terminated by a strong rrnB terminator, it produced 0.864 g L⁻¹ of MI (1.27-fold higher than the maximum titer of MG1655). The MI titer was reduced after the plateau, where expression was higher with weaker terminators compared to that with rrnB terminator. This varying optimum metabolic balance indicates a lower carbon cost for the cellular growth of the genome-reduced strain compared to that for the growth of its wild-type counterpart (Supplementary Figure S9). These collective results demonstrate the novel use of transcription terminators in metabolic engineering. Terminators and metabolic valves can be operated in a scalable and reliable manner, regardless of the host strain.

**DISCUSSION**

Here, we reported various classes of T3PEs in E. coli and discovered 1,629 T3PEs using machine learning to avoid analytic or human bias. Of these T3PEs, 407 were immediately identified as RITs based on their conserved sequence motifs. The remaining 1,222 appeared to be products of various types of RNA processing. More than 100 T3PEs coincided with various biological processes that can generate stable RNA 3’-ends, including RNA processing, post-transcriptional attenuation, small RNA targeting, and RNA stabilization on BIME. The remaining motif-less T3PEs were predicted to be produced by processes that remain to be characterized as key starting points for investigating dynamic transcript regulation.

Examination of 50 RITs revealed different terminator and termination strengths. Interestingly, the gene expression was weakly correlated with read-through (positive correlation with termination strength) (Supplementary Figure S11). It appears that genes with high expression levels require strong terminators. For example, terminators of TRNAAs and stress-response sigma factor RpoS showed strong termination strength, presumably required to reduce the transcriptional interference of highly expressed genes on downstream genes and tight regulation. In contrast, T3PEs related to post-transcriptional processing, such as T3PE-1523 (RNase III processing site on proP) and T3PE-1238 (ivbL₄; translational attenuation of ivbBN), presented weak termination strengths (read-through of 4.653 and 1.560 in the pDRA2 assay, respectively) and provided a margin for the regulation of cellular stresses. This indicates a possible evolutionary pressure of terminator selection to reduce the nutrient waste generated by transcriptional read-through to ensure the optimal 3’-UTR regulatory efficiency. Individual terminators also have variable termination strengths, depending on different transcription initiation rates. Although the reason for the variation remains poorly understood, prior results on the termination strength of a terminator with different elongation rates suggest that this may be caused by a slower elongation rate (43,44). Resource depletion at high expression levels of some pDRA2 systems, followed by a lowered elongation rate, resulted in elevated dissociation of the elongation complex.

Bioparts must be reliable and stable for synthetic biological applications. Thus, this simulation and characterization of terminator activities at various expression levels provide a valuable reference for synthetic genetic system designs. In addition, bioparts may not be limited to E. coli. Previous reports indicated considerable conservation of sequence motif, such as U-tract, hairpin structure, and free energy of folding in bacterial rho-independent terminators (13,56,57). For example, the prediction of RIT in 57 Firmicutes, based on 463 experimentally determined terminators of Bacillus subtilis, was extremely successful (with an average sensitivity of 94%) (57). Prediction of E. coli terminators based on B. subtilis terminators also presented a considerably high sensitivity (67%). Thus, the terminators in this study may be applicable to other bacterial species without significant difficulty. Also, recent advances in high-throughput quantitative Term-Seq will enable rapid quantification and characterization of terminator bioparts in other bacterial species (47).

Furthermore, terminator bioparts showed relatively consistent read-through levels when examined in different media and experimental conditions. The read-through deviation in cells grown under different conditions could be explained by the different growth and transcriptional elongation rates. According to our observations, read-through decreases as the susceptibility of RNA polymerase to termination increases at lower transcriptional elongation speeds. Considering the relationship between the termination strength and elongation rate, RITs in cells grown at 30°C likely have slower elongation rates and stronger terminations. However, this opposed initial predictions. This unexpected result may reflect the low alarmone diphosphate guanosine (ppGpp) level, which can alter RNA chain elongation and promote intrinsic termination of cells grown at low temperatures (50,52,58). The possible role of ppGpp in
transcription termination remains poorly understood and requires further characterization.

The dual reporter assay enables a robust transcriptional termination measure but presents an inherent limitation. Different 3′-end structures and sequences manifest different transcript stabilities. Thus, the ratio of the two fluorescence reporters is an inaccurate representation of the ratio that is initially set by transcription termination. The half-life of the tested RITs differed by up to 5-fold, and computational modeling of the assay system revealed that the measured read-through fraction deviated from its true termination rate by 27%. Previous studies using similar assay systems did not consider this error, possibly because the effect of transcript decay was marginal in highly conserved synthetic terminator sequences (45, 46). Precise investigation of transcription termination requires a more advanced assay. The use of single T3PEs at the end of two reporters and the insertion of RNA stabilizers that normalize the decay rate may be a possible solution.

Furthermore, terminator bioparts presented significantly lower noise when expressing multiple proteins compared to the multiple promoter-based system. The low noise was due to the reduced number of components that induce fluctuations in protein expression, which is intrinsic to the molecular events in a cell. The complexity of the biological systems should be reduced to increase the fidelity of a genetic circuit. Examination of noise components demonstrated an underrated importance of terminator bioparts over regulatory elements in the 5′-UTR when designing synthetic genetic systems with low intrinsic noise.

Taken together, we demonstrated that terminators are reliable and scalable regulatory elements in the synthetic 2,3-BDO production pathway. The production of acetoin and 2,3-BDO was tunable with the termination strength tested in the pDRA2 assay. Acetoin and 2,3-BDO production using T3PEs, which generate mRNAs with short half-lives, resulted in a poor titer owing to low transcript levels. This demonstrates the underestimated importance of 3′-UTR engineering and selecting an appropriate terminator. However, these short-lived transcripts may be useful when temporal and reversible expression control is required. RITs that have short mRNA half-life can be effective post-transcriptional regulatory elements that can replace protein level control. Unlike acetoin production, heterologous MI production induced systematic failure. Similar to MI, many heterologous production pathways fail because they disrupt endogenous metabolism. To prevent such failures, a heterologous pathway needs to be tightly controlled to balance the flux entering the target production and the endogenous metabolism that sustains cellular energy and precursor generation. Determination of optimal conditions is challenging but is aided by the present construction of metabolic flux valves from stable terminators. Synthetic 3′-UTR valves can be used to rapidly determine the optimal metabolic flux distribution between heterologous and endogenous pathways in multiple strains with different optima. This design strategy using metabolic valves is an attractive alternative to conventional promoter-based systems as it only requires a short DNA fragment and is independent of trans-acting elements. This provides a novel and simple approach for metabolic engineering.
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