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Abstract

Labeling training data has become one of the major roadblocks to using machine learning. Among various weak supervision paradigms, programmatic weak supervision (PWS) has achieved remarkable success in easing the manual labeling bottleneck by programatically synthesizing training labels from multiple potentially noisy supervision sources. This paper presents a comprehensive survey of recent advances in PWS. In particular, we give a brief introduction of the PWS learning paradigm, and review representative approaches for each component within PWS’s learning workflow. In addition, we discuss complementary learning paradigms for tackling limited labeled data scenarios and how these related approaches can be used in conjunction with PWS. Finally, we identify several critical challenges that remain under-explored in the area to hopefully inspire future research directions in the field.

1 Introduction

During the last decade, deep learning and other representation learning approaches have achieved remarkable success, largely obviating the need for manual feature engineering and achieving new state-of-the-art scores across a broad range of data types, tasks, and domains. However, they have largely done so via complex architectures that have required massive labeled training data sets. Unfortunately, manually collecting, curating, and labeling these training sets is often prohibitively time-consuming and labor-intensive. The data-hungry nature of these models has thus led to increased demand for innovative ways of collecting cheap yet substantial labeled training data sets, and in particular, labeling them.

To tackle the label scarcity bottleneck, a variety of classical approaches have seen a resurgence of interest. For instance, active learning (AL) [Settles, 2009; Ren et al., 2021] aims to select the most informative samples to train the model with a limited labeling budget. Semi-supervised learning (SSL) [Tarvainen and Valpola, 2017; Xie et al., 2020] leverages a set of unlabeled data to improve the model’s performance. Transfer learning approaches [Pan and Yang, 2009; Wilson and Cook, 2020] pre-train a model or a set of representations on a source domain to enhance the performance on a different target domain. However, these approaches still require a set of clean labeled data to achieve satisfactory performance, thus do not fully address the label scarcity bottleneck.

To truly reduce the burdens of training data annotation, practitioners have resorted to cheaper sources of labels. One classic approach is distant supervision where external knowledge bases are leveraged to obtain noisy labels [Hoffmann et al., 2011]. There are also other options, including crowdsourced labels [Yuen et al., 2011], heuristic rules [Awasthi et al., 2020], feature annotation [Mann and McCallum, 2010], and others. A natural question is: could we combine these approaches, and an even broader range of potential weak supervision inputs, in a principled and abstracted way?

The recently-proposed programmatic weak supervision (PWS) frameworks provided affirmative answer to this question [Ratner et al., 2016; Ratner et al., 2017]. Specifically, in PWS, users encode weak supervision sources, e.g., heuristics, knowledge bases, and pre-trained models, in the form of labeling functions (LFs), which are user-defined programs that each provide labels for some subset of the data, collectively generating a large set of training labels.

The labeling functions are usually noisy with varying error rates and may generate conflicting labels on certain data points. To address these issues, researchers have developed label models [Ratner et al., 2016; Ratner et al., 2019; Fu et al., 2020; Varma et al., 2019b] which aggregate the noisy votes of labeling functions to produce training labels. Then, the training labels is in turn used to train an end model for downstream tasks. These two-stage methods mainly focus on the efficiency and effectiveness of label model, while maintaining the maximal flexibility of the end model. In addition to the two-stage methods, later researchers also explored the possibility of coupling the label model and the end model in an end-to-end manner [Ren et al., 2020; Lan et al., 2020]. We refer to these one-stage methods as joint models. An overview of weak supervision pipeline can be found in Fig.1.

In addition, these LFs often have clear dependencies among them [Ratner et al., 2016] and therefore it is crucial to specify and take into consideration the appropriate de-
PWS (Prediction with Weak Supervision) is a method for training models in situations where obtaining labeled data is difficult. The core of PWS are the labeling functions (LFs) that provide potentially noisy weak labels that fuel the entire learning pipeline. In this section, we provide an overview over the popular types of LFs, how they are generally developed, and the potential dependency structure among the LFs.

### 3 Labeling Functions

At the core of PWS are the labeling functions (LFs) that provide potentially noisy weak labels that fuel the entire learning pipeline. In this section, we provide an overview over the popular types of LFs, how they are generally developed, and the potential dependency structure among the LFs.

#### 3.1 Labeling Function Types

In PWS, users encode different weak supervision sources into LFs, each of which noisily annotates a subset of data points. While an LF can be as general as any function \( \lambda : \mathcal{X} \rightarrow \mathcal{Y} \cup \{-1\} \) that takes as input a data point and either outputs a corresponding label or abstain, we introduce the most common types of LFs used in practice.

##### 3.1.1 User-written Heuristics

In practical applications, users generally have domain knowledge about the target learning task of interest. One common type of LF is to express the domain knowledge into heuristic labeling rules that associate corresponding labels to data points. For example, in text applications, users write keyword- or regex-based LFs that assign corresponding labels to the data points that contains the keyword or matches the specified regular expression [Ratner et al., 2017; Meng et al., 2018; Awasthi et al., 2020]. In image applications, users write LFs that provide labels to the image inputs containing specific objects, or possessing some user-specified visual/spatial properties [Varma et al., 2017; Chen et al., 2019; Fu et al., 2020].

##### 3.1.2 Existing Knowledge

**Knowledge Bases.** Oftentimes, external knowledge bases can be used to provide weak supervision over the learning task of interest, commonly known as the distant supervision approach [Hoffmann et al., 2011; Liang et al., 2020]. For example, in a relation extraction task to identify mentions of spouse relationships in news articles, [Ratner et al., 2017] writes LFs that match the text inputs against the knowledge base DBPedia\(^1\) to search for known spouse relationships.

**Pre-trained Models.** Existing pre-trained models from a related task can be used as LFs to provide weak labels. For example, in a product classification task at Google, [Bach et al., 2019] leverages existing semantic topic model to identify mentions of spouse relationships in news articles. [Zhang et al., 2022] pre-trained image classification model that has a different output label space from the target classification task is used as LFs to provide indirect weak supervision for the learning task of interest.

\(^1\)https://www.dbpedia.org/
Third-party Tools. To collect weak labels cheaply, there are several existing third-party tools available that can serve as LFs. For example, for review sentiment analysis, users can simply use TextBlob\(^2\) to assign labels for each review. Take named entity recognition (NER) as another example, there are several tagging tools such as spaCy\(^3\), NLTK\(^4\), etc, and [Lison et al., 2020] adopt them as LFs for weakly-supervised NER task. Note that, the above tools are not perfect, as the weak labels generated via their outputs contains much noise.

3.1.3 Crowd-sourced Labels.

Crowd-sourcing is the classic and well-studied approach of obtaining less accurate label annotations from non-expert contributors with lower annotation cost [Dawid and Skene, 1979; Yuen et al., 2011]. In the PWS setting, each crowd-sourcing contributor can be represented as an LF that noisily annotates the data points [Ratner et al., 2017; Lan et al., 2020]. For example, in a weather sentiment classification task, each crowd-source contributor—who grades the sentiment of tweets relating to the weather into five different categories—is considered as a LF.

3.2 Labeling Function Generation

In the PWS learning paradigm, the first and foremost step is to create a set of LFs that are used to generate the weak labels for learning the subsequent models. In practice, the LFs are typically developed by subject matter experts (SMEs) who have adequate knowledge about the task of interest. When developing LFs, in addition to leveraging existing domain knowledge, SMEs usually refer to a small subset of data points sampled from the unlabeled set, called the development set, to extract further task/dataset-specific labeling heuristics that complement the pre-existing domain knowledge [Ratner et al., 2017]. This process of LF development could sometimes be challenging and time-consuming even for domain experts. For example, it often requires SMEs to explore a considerable amount of development data to generate ideas for LFs [Varma and Ré, 2018; Galhotra et al., 2021; Boecking et al., 2021]. As a result, researchers have recently aim to reduce the amount of efforts spent in designing weak supervision sources through three main directions, namely, automatic generation, interactive generation, and guided generation of LFs.

Automatic Generation. One direction to alleviate the burden in designing LFs in PWS paradigm is to automate the process of LF development. [Varma and Ré, 2018] propose a system, Snuba, that generates LFs automatically by learning weak classification models on a small set of labeled dataset. TALLOR [Li et al., 2021a] takes as input an initial set of seed LFs that are generally simpler, and automatically learn more accurate compound LFs from multiple simple labeling rules. Similarly, GLaRA [Zhao et al., 2021] learns to augment a set of seed LFs automatically by exploiting the semantic relationships between candidate and seed LFs through a graph-based model. Notably, while we refer to this line of methods as “automatic generation” approaches, they do require a minimum amount of initial supervision, either in the form of small labeled set or seed LFs.

Interactive Generation. In contrast to fully automating the generation of LFs after given a seed supervision set, interactive generation approaches cast LF development as an interactive process where users are iteratively queried for feedback used in discovering useful LFs from a large set of candidates [Galhotra et al., 2021; Boecking et al., 2021]. Specifically, in Darwin [Galhotra et al., 2021] and IWS [Boecking et al., 2021], a set of candidate LFs is first generated based on n-grams or context-free grammar information. Then, in each iteration, the user is queried to annotate whether a presented LF, proposed by the system, is useful or not (i.e., better than random accuracy). Based on the feedback provided in each iteration, the systems learn to adapt and identify a set of high-precision LFs from the candidate set, which is used
as the final set of LFs in the PWS learning pipeline. Compared to the standard active learning approaches which relies on instance-level annotations, the interactive generation approaches are shown to achieve better performance with lower annotation costs.

Guided Generation. Based on the current workflow of LF development where SMEs write LFs by looking at a small development set of data, guided-generation approaches aim to assist the users in developing LFs by intelligently curate the development set in order to efficiently guide SMEs in exploring the data and developing informative LFs that could lead to strong resultant models [Cohen-Wang et al., 2019]. The idea resembles traditional active learning [Settles, 2009] in the sense that the goal is to strategically select data points from the unlabeled set and solicit informative supervision from the users, except that the supervision is provided at the functional-level (i.e., LFs) instead of individual label level.

4 Label Model

The multiple LFs we have for a given dataset often overlap and conflict with each other. In PWS, label model is used to integrate the LFs’ output predictions into probabilistic labels, aiming to accurately recover the unobserved ground truth labels. Till now, various label models have been proposed and most of them are based on probabilistic graphical models. It is worthwhile to note that LFs developed in practice often exhibit statistical dependency among each other [Ratner et al., 2016; Cachay et al., 2021a]. Incorporating the dependency information into the label model has been shown to be critical to the model’s ability to correctly estimate the latent ground truths [Ratner et al., 2016; Bach et al., 2017; Varma et al., 2017; Cachay et al., 2021a]. However, not all label models take into account the LF dependency structure when aggregating the LFs’ votes, where some approaches simply assume conditional independence between the LFs.

In this section, we first discuss general approaches used to incorporate LF dependency in label model. Then, we introduce more in detail different existing label models, categorized by their target learning tasks, with discussion on how the LF dependency is handled in some of the approaches.

4.1 LF Dependency Structure

Earlier work on PWS rely on users to manually specify the dependency structure among the LFs [Ratner et al., 2016]. For example, users could specify two LFs to be similar; or one LF to be fixing or reinforcing another; or two LFs are exclusive. Nevertheless, as manually specifying such dependency structure is generally hard for users, researchers have recently turned to learning or inferring the dependency structure automatically without user supervision. To automatically learn the dependency structure, [Bach et al., 2017] proposes to maximize the $\ell_2$-regularized marginal pseudo-likelihood of a factor graph with high-order dependencies and select the dependencies that have non-zero weights; [Varma et al., 2019a] exploits the sparsity of label model and leverages robust PCA technique to capture the underlying dependency structure. On the other hand, instead of learning the structure from the observed labels, [Varma et al., 2017] proposes an alternative approach that infers the relations between different LFs by statically analyzing the source code of the LFs.

Having the dependency structure on hand, whether manually specified or automatically learned/inferred, a prevailing approach to incorporate the dependency information into the label model is to embed the dependency relationships into label models, which are typically graphical models, through factor functions [Ratner et al., 2016; Shin et al., 2022] or graph structure [Ratner et al., 2019; Fu et al., 2020; Varma et al., 2019b]. In the following subsections, we introduce the label models for different learning tasks in more detail, and provide an overview of these methods in Table 1.

4.2 Label Model for Classification

For classification problems, majority voting (MV) is the most straightforward approach for aggregating different LFs, as it simply uses the consensus from the multiple LFs to obtain more reliable labels without introducing any trainable parameters. Crowdsourcing models [Dawid and Skene, 1979; Dalvi et al., 2013; Raykar et al., 2010; Khetan et al., 2018] usually leverage the expectation maximization (EM) algorithm to estimate the accuracy of each worker as well as infer the latent ground truth labels, which can also be applied here when we regard each LF as a worker. Apart from these approaches, we review several label models tailored for PWS problems. These label models are all based on probabilistic graphical model and aim to maximize the probability of observing the outputs of LFs. Specifically, they share an optimization problem as following:

$$\max_{\theta} P(L; \theta) = \sum_{Y} P(L, Y; \theta) . \quad (1)$$

The key differences among existing label models are the way they parameterize the joint distribution $P_{\theta}(L, Y)$ and how the parameters are estimated. In particular, Data programming (DP) [Ratner et al., 2016] models the distribution $P(L, Y; \theta)$ as a factor graph. It is able to describe the distribution in terms of pre-defined factor functions, which reflects the dependency of any subset of random variables and are also used to encode the dependency structure of LFs. The log-likelihood is optimized by SGD where the gradient is estimated by Gibbs sampling. MeTaL [Ratner et al., 2019], instead, models the distribution via a Markov Network and recover the parameters via a matrix completion-style approach. Later on, FlyingSquid [Fu et al., 2020] is proposed to accelerate the learning process for binary classification problems. It models the distribution as a binary Ising model, where each LF is represented by two random variables, and a Triplet Method is used to recover the parameters and therefore no learning is needed. Notably, the latter two methods encode the dependency structure of LFs into the structure of the graphical model and require label prior as input.

Additionally, researchers have attempted to extend the scope of usable LFs. CAGE [Chatterjee et al., 2020] extends the existing label models to support continuous LFs. In addition, it leverages user-provided quality for LFs to increase the training stability and making it less sensitive to initialization. Moreover, NPLM [Yu et al., 2022] enables users to utilize partial LFs that output a subset of possible class labels.
and PLRM [Zhang et al., 2022] allows the usage of indirect LFs that only predict unseen but related class; both works are built on probabilistic graphical model similar to [Ratner et al., 2016] and greatly expand the scope of usable LFs in PWS.

4.3 Label Model for Sequence Tagging

Sequence tagging problems are more complex since there are dependencies among consecutive tokens. To model such properties, Hidden Markov Models (HMM) [Baum and Petrie, 1966] have been proposed, which represent true labels as latent variables and inferring them from the independently observed noisy labels through expectation-maximization algorithm [Welch, 2003]. [Lison et al., 2020] directly apply HMM for named entity recognition task and [Safranchik et al., 2020] propose Linked-HMM to incorporate unique linking rules as an adjunct supervision source additional to general weak labels on tokens. Moreover, Conditional hidden Markov model (CHMM) [Li et al., 2021b] substitutes the constant transition and emission matrices by token-wise counterpart predicted from the BERT embeddings to model the evolve of true labels in a context-dependent manner. Another characteristics for sequence tagging problems is that the supervision can be provided at different resolutions (e.g., frame, window, and scene-level for videos). To integrate them together, Dugong [Varma et al., 2019b] has been propose to assign probabilistic labels for data with graphical models. Dugong also accelerates the inference speed with SGD based optimization techniques. Finally, as shown in [Zhang et al., 2021], label models for classification task could also be applied on sequence tagging problem with certain adaptations.

4.4 Label Model for General Learning Tasks

Very recently, UWS [Shin et al., 2022] goes beyond the traditional tasks and generalizes PWS frameworks to handle more kinds of tasks including ranking, regression, and learning in hyperbolic manifolds with an efficient method-of-moments approach in the embedding space.

5 End Model

After obtaining the probabilistic labels, the end model is used to train a discriminative model on downstream tasks. Since the probabilistic training labels derived from the label model may still contain noise, [Ratner et al., 2017] suggests using a noise-aware loss as the training objective for the end model. However, one drawback for such end models is that they are usually trained only on the data covered by weak supervision, but there may exist an ignorable portion of data that are not covered by any LFs. Motivated by this, COSINE [Yu et al., 2021a] designs a better end model by leveraging the data uncovered by LFs. Specifically, it utilizes these uncovered data in a self-training manner and generates pseudo labels for each unlabel data. Apart from the above methods, other approaches designed for learning with noisy labels [Song et al., 2020] can also be utilized as end models.

6 Joint Model

The traditional pipeline for PWS usually trains the label model and end model separately, in contrast, joint model aims to train the label model and the end model in an end-to-end manner, allowing them to enhance each other mutually. In addition, the joint model usually leverages neural network as label model instead of aforementioned statistical label model; such a design choice not only facilitates the co-training of label model and end model, but also reflects the motivation of considering data feature during the training of label model, leading to a instance-dependent label model, i.e., $P(L,Y|X; \theta)$.

As opposed to statistical label models (Sec. 4) that explicitly incorporate LF dependency through the graph structure of underlying graphical models, it is observed that neural network based joint models are able to implicitly capture the dependencies among the LFs in the learning process [Cachay et al., 2021b]. However, existing joint models generally cannot incorporate pre-given dependency structure.

6.1 Joint Model for Classification

Denoise [Ren et al., 2020] and WeaSEL [Cachay et al., 2021b] first reparameterize prior probabilistic posteriors with a neural network, then assign scores for each PWS source for aggregation. After that, the posterior network and the end model are trained simultaneously to maximize the agreement between them. [Arachie and Huang, 2019; Mazzetto et al., 2021a] both formulate the weakly supervised classification problems as a constrained min-max optimization problem, and ALL [Arachie and Huang, 2019] learns a prediction model that has the highest expected accuracy with respect to an adversarial labeling of an unlabeled dataset, where this labeling must satisfy error constraints on the weak supervision sources. Differently, AMCL [Mazzetto et al., 2021b] constructs the constraints based on the expected loss within a small set of clean data.

To denoise LFs more effectively, several methods propose to use a small number of labeled data in training. ImplyLoss [Awasthi et al., 2020] jointly train a rule denoising network based on exemplars for each label, as well as a classification model with a soft implication loss. SPEAR [Maheshwari et al., 2021] extends ImplyLoss by designing additional loss functions on both labeled and unlabeled data and encourages the consistency between the two models. In addition, ASTRA [Karamanolakis et al., 2021] adopts self-training for PWS with a teacher-student framework. The student model is initialized with a small number of labeled data and generates pseudo-labels for instances not covered by LFs, while the teacher model combines LFs with the output from the student model for the final prediction.

6.2 Joint Model for Sequence Tagging

For sequence tagging problem, Consensus Network (ConNet) [Lan et al., 2020] trains BiLSTM-CRF [Ma and Hovy, 2016] with multiple CRF layers for each labeling source individually. Then, it aggregates the CRF transitions with attention scores conditioned on the quality of LFs and outputs a unified label sequence. DWS [Parker and Yu, 2021] uses a CRF layer to capture statistical dependencies among tokens, weak labels and latent true labels. Moreover, it adopts hard EM algorithm for model training: in the E-step, it finds the
most probable labels for the given sequence; in the M-step, it maximizes the probability for the corresponding labels.

7 Complementary Approaches

In this section, we briefly describe how PWS can be connected to or combined with complementary machine learning approaches that also aim to deal with the label scarcity issue.

Active Learning. Active learning (AL) attempts to handle the label scarcity issue by interactively annotating the most informative samples to achieve good performance. As complementary approach, PWS could be utilized to improve AL. For example, [Mallinar et al., 2020] expands the initial labeled set in AL by querying labels for those which are the most relevant to existing labeled ones based on LFs, and [Nashaat et al., 2018] applied PWS to generate initial noisy training labels to improve the efficiency of a later active learning process. On the other hand, AL could in turn help PWS: [Biegel et al., 2021] asks experts to provide labels for which the label model is most likely to be mistaken, and Asterisk [Nashaat et al., 2020] employs AL to enhance the label model and proposed a selection policy based on the estimate accuracy of LFs and the output of label model.

Transfer Learning. Transfer learning (TL), which adapts a trained model to the new tasks and consequently tends to require less labeled data than training from scratch, has recently attract increasing attention, especially for the great success of fine-tuning huge pretrained models with few labels. We note that TL and PWS are orthogonal to each other and could be combined together to achieve the best performance, since TL could reduce but not eliminate the demand of labeled data, which could be offered by PWS. Indeed, current state-of-the-art PWS methods usually rely on fine-tuning pretrained models with labeled products by label model [Zhang et al., 2021].

Semi-Supervised Learning. Semi-supervised Learning (SSL) aims to train the model with a small amount of labeled data with a large amount of unlabeled data. The idea of leveraging unlabeled data to improve training has also been applied to PWS methods as [Karamanolakis et al., 2021; Yu et al., 2021] use self-training to bootstrap over unlabeled data. Moreover, [Xu et al., 2021] improves SSL by leveraging the idea of PWS; specifically, they use the labeled data to generate LFs that are in turn used to annotate the unlabeled data, finally the model is trained on the whole dataset with provided or synthesized labels. To sum up, SSL and PWS are also complementary and future works include developing more advanced methods to combine clean labels and weak labels together to further boost the performance.

8 Challenges and Future Directions

Extend to More Complex Tasks. The majority of the PWS methods only support classification or sequence tagging tasks, while there are a variety of tasks that require high-level reasoning over concepts such as question answering [Rajpurkar et al., 2016], navigation [Gupta et al., 2017] and scene graph generation [Ye and Kovashka, 2021], and curating labeled data for these tasks requires even more human efforts. Moreover, in these tasks, the input data may come from multiple modalities including text, image and tables, while the current PWS methods only consider LFs with one specific modality. Hence, it is crucial while challenging to develop multi-modal PWS methods to improve the data efficiency on these tasks.

Extend the Scope of Usable LFs. Although researchers have made attempts to extend the scope of usable LFs [Zhang et al., 2022; Yu et al., 2022], there are other sources that could potentially be used as LFs, e.g., physical rules, for more complex tasks. The ultimate goal of PWS is to leverage as more existing sources as possible to minimize human efforts in the curation of training data.

Ethical and Trustworthy AI. One of the most pressing concerns in the AI community right now is ensuring that AI techniques and models are applied ethically. Within this area of focus, one of the most important and challenging topics is ensuring that the training data which informs models is ethically labeled and managed, transparent, auditable, and bias-free. PWS approaches offer a step-change opportunity in this regard, since they result in training labels generated by code which can be inspected, audited, governed, and edited to reduce bias. However, by the same token, PWS methods can also lead to more direct bias in training data sets if used and modeled improperly [Geva et al., 2019; Lucy and Bamman, 2021]. Overall, further systematic study in this area is highly critical, and has great opportunity for improving the state of data in AI from an ethics and governance perspective.

9 Conclusion

Manual annotations are always of great importance to training machine learning models, but usually expensive and time-consuming. Programmatic weak supervision (PWS) offers a promising direction to achieve large-scale annotations with minimal human efforts. In this article, we review the PWS area by introducing existing approaches for each component inside a PWS workflow. We also describe how PWS could interact with methods from related fields for better performance on downstream applications. Then, we list existing datasets and recent applications of PWS in the literature. Finally, we discuss current challenges and future directions in the PWS area, hoping to inspire future research advances in PWS.
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