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We argue that the elastic backbone (EB) (union of shortest paths) on a cylindrical system, recently studied by Sampaio Filho et al. [Phys. Rev. Lett. 120, 175701 (2018)], is in fact the backbone of two-dimensional directed percolation (DP). We simulate the EB on the same system as considered by these authors, and also study the DP backbone directly using an algorithm that allows backbones to be generated in a completely periodic manner. We find that both the EB in the bulk and the DP backbone have a fractal dimension of \( d_b = d_{b,DP} = 1.681 \pm 0.02(15) \) at the identical critical point \( p_{c,DP} \approx 0.705 \pm 0.005 \). We also measure the fractal dimension at the edge of the EB system and for the full DP clusters, and find \( d_c = d_{DP} = 1.840 \pm 0.054(4) \). We argue that those two fractal dimensions follow from the DP exponents as \( d_{b,DP} = 2 - 2\beta/\nu_1 = 1.681 \pm 0.072(12) \) and \( d_{DP} = 2 - \beta/\nu_1 = 1.840 \pm 0.536(6) \). Our fractal dimensions differ from the value 1.750(3) found by Sampaio Filho et al.

Backbones in percolation systems play a central role in conductivity, permeability, and elasticity, and have been the subject of much research (i.e., [1–4]). Recently, Sampaio Filho et al. [6] have studied the elastic backbone (EB) in percolating systems. The EB was originally introduced by Herrmann et al. [7] as the shortest path or ensemble of shortest paths, all the same length, between two points. In [6], this was generalized to a cylindrical system—that is, a square with periodic boundaries in the horizontal direction and open boundaries on the top and the bottom, with the EB defined as the union of shortest paths between occupied sites on the top and occupied sites on the bottom. Here sites are occupied with probability \( p \) as in ordinary percolation and path(s) from the top to the bottom are identified.

Below the ordinary percolation transition point \( p_c = 0.592746 \pm 0.000001 \) [8–10], there are no crossing clusters in the system and therefore no paths. For \( p_c < p < p_{c,EB} \), the authors of Ref. [6] find that there exists of the order of one shortest path. Above a second transition point at \( p = p_{c,EB} > p_c \), they found the very interesting result that the fraction of the sites in the system that belong to the EB grows rapidly and gives rise to an apparent second-order transition. For site percolation on a square lattice rotated by 45°, they find \( p_{c,EB} = 0.7055(5) \).

In fact, the value \( p_{c,EB} \approx 0.7055 \) coincides with the site directed percolation (DP) threshold, whose value is \( p_{c,DP} = 0.705485 \pm 0.000024(4) \) [11–13]. That this process corresponds to DP can be understood by the following simple argument: when the DP threshold is reached, it is possible to have a path that steps down occupied sites at each value of \( y \), and therefore has the minimum total length of \( L \) on the \( L \times L \) lattice. But once one such backbone can be generated, other equal minimal paths can also occur. Especially, when \( p > p_{c,DP} \), there will be multiple backbones, and an apparent transition will be observed.

![Figure 1: (color online) Directed percolation (DP) clusters grown from the top row of a 512x512 system (all colors). Red sites belong to dangling branches that do not reach the bottom. Blue sites are parts of clusters that do reach the bottom but do not wrap around at the top. Likewise green sites are parts of clusters that start from the top but do not wrap to sites on the bottom row. This leaves the black sites which are DP backbones that exist independent of the direction of growth and wrap around periodic boundaries in both vertical directions.](image-url)

To show that this hypothesis is valid, we study both the original EB model discussed by Simpaio et al., and...
The elastic backbone. As in [4], we consider site percolation on an $L \times L$ “tiled” square lattice with open and periodic boundary conditions along the vertical and horizontal directions, respectively. For this set of simulations we represent the lattice as an $L \times L$ square of $L^2$ vertices, with diagonals, and the effective aspect ratio (height to circumference) is $1/2$. We randomly occupy each lattice site with probability $p$, construct the cluster from the top edge by the breadth-first search algorithm, and then “burn out” those “dangling” sites which do not belong to any shortest path connecting the top and the bottom edge. We measure the following observables as a function of site probability $p$:

- the spanning probability $P \equiv \langle P \rangle$ connecting the top and bottom boundaries.
- the shortest-path length $S \equiv \langle \ell \rangle$ averaged over all realizations including non-spanning ones, where we set $\ell = 0$ for $P = 0$.
- the average number of occupied EB sites at the top and bottom edges $N_e \equiv \langle (N_{y=1} + N_{y=L})/2 \rangle$.
- the number of occupied EB sites along the center-line, representing the behavior in the bulk $N_b \equiv \langle N_{y=(L+1)/2} \rangle$.
- the average number of occupied sites per row in all the rows of the EB, $N_a$.

The system undergoes a standard percolation transition at $p_c$ where the spanning probability $P$ jumps to a value less than 1 (depending upon geometry), the number of shortest paths connecting the top and bottom edges is $O(1)$, and their length scales as $S(L) \sim L^{d_{\text{min}}}$ with $d_{\text{min}} = 1.130777(2)$ [5,17].

At $p_{c,EB} \approx 0.7055$, Sampaio Filho et al. observed [6] that the system undergoes another transition in the dense phase, at which the number of shortest-paths starts to diverge and the total mass of the union of the shortest paths scales $N_s \sim L^d$ with a new fractal dimension $d_s = 1.750(3)$. Together with other observations, the authors claim a novel universality class.

We conjecture that the transition at $p_{c,EB} \approx 0.7055$ is precisely equivalent to site DP on the square lattice, which has the threshold at $p_{c,DP}$ and a set of critical exponents as $\beta = 0.276486(8)$, $\nu|| = 1.733847(6)$, $\nu_\perp = 1.096854(4)$, and $\delta = \beta/\nu|| = 0.159464(6)$ [11].

Here we carried out simulations for $L = 7, 15, 31, \ldots, 8191$ and 15383. Figure 2 shows the results for $S/L$ and $N_b$ as a function of $p$. It is observed that $S/L$ diverges at the ordinary site threshold $p_c$ and converges to a constant for $p > p_c$. Near and above $p_{c,DP}$, $S/L$ is consistent with the value 1 within a statistical uncertainty $< 10^{-3}$ for $L \geq 63$. In the whole region $p_c < p < p_{c,DP}$, $N_b$ remains constant, suggesting that the number of paths connecting the top and bottom boundaries is $O(1)$. For $p \geq p_{c,DP}$, $N_b$ diverges as $L$ increases. That $S/L$ goes to 1 implies that the backbones simply grow sequentially from $y = L$ to $y = 1$ for $p \geq p_{c,DP}$.

Figure 3: (color online) $N_s$, $N_b$ and $N_a$ in the EB at $p_{c,DP} \approx 0.70548522$ vs. $L$, showing the different scaling of the three quantities. The slopes of the lines are the predicted values from [1] and [4].
Figure 3 shows plots of \( N_c, N_b \) and \( N_v \) at \( p_c, \) as a function of \( L \), demonstrating that their scalings are governed by different exponents. The least-squares fitting to the ansatz \( N_c = L^{d_c-1}(a + bL^{-\delta}) \) (see Supplementary Material (SM)) gives \( d_c = 1.84054(10) \), \( d_b = 1.68102(15) \) and \( d_v = 1.6809(2) \). We subtract 1 from the two-dimensional fractal dimensions because we are taking one-dimensional cuts through the clusters to find \( N_c \) and \( N_b \).

We conjecture that the two fractal exponents above can be found from scaling arguments. For the full DP clusters, we expect that the fractal dimension \( d_{DP} \) satisfies the scaling relation

\[
d_{DP} = 2 - \beta / v_{ll} = 1.840536(6) \quad (1)
\]

with \( v_{ll} \) which gives the correlation length in the parallel (time-like) direction. For the backbones, we have to eliminate the probability of growing finite clusters, so we subtract off the exponent \( \delta \) corresponding to the survival probability, \( P(t) \sim t^0 \). This gives:

\[
d_{b,DP} = 2 - \beta / v_{ll} - \delta = 2 - 2\beta / v_{ll} = 1.681072(12) \quad (2)
\]

Indeed, our numerical results for \( d_c \) and \( d_b \) are in excellent agreement with the DP values above. To find the behavior accurately, we considered the local slope or equivalently the \( L \)-dependent exponents as \( Y_\theta(L) = \ln[N_\theta(L')/N_\theta(L)]/\ln(L'/L) \) from two consecutive values of \( L \). The results, shown in Figs. 1b in SM, clearly suggest that as \( L \) increases, \( Y_\theta \) and \( Y_v \) converge to the theoretically predicted values.

Figure 4 shows the results for \( N_c, N_b \) and \( N_v \) at different \( L \), rescaled by the DP exponents \( d_{DP} - 1 \) and \( d_{b,DP} - 1 \), respectively, as functions of \( p \). We find nearly perfect crossing at the point \( p = p_c,DP = 0.70548522 \), giving strong evidence that the transition is at \( P_{c,DP} \). By fixing \( d_{DP} \) and \( d_{b,DP} \) as in (1) and (2), the least-squares fitting gives \( p_c = 0.70548525(5) \) and \( v_{ll} = 1.722(2) \) from \( N_c \) and \( p_c = 0.70548568(8) \) and \( v_{ll} = 1.7253(30) \) from \( N_v \), in excellent agreement with (and nearly as precise as) \( p_{c,DP} \).

Directed percolation. We also studied DP directly on the cylindrical system, verifying that it has the same properties as the EB at \( p_{c,EB} = p_{c,DP} \). DP has been the object of a great deal of study over the years (i.e., [13, 18, 20]), although it seems that this aspect of it—the fractal behavior of a collection of multiple clusters and backbones—has not been studied previously. Backbones of individual DP clusters have been discussed in the context of the de-pinning transition in invasion processes [21, 22]. A single backbone is not a fractal object but an affine one with a roughness exponent of \( \zeta = v_{ll}/v_{ll} = 0.6326 \). It is only when one considers the collective DP backbones that span the system as occurs in the cylindrical system is the fractal nature manifest. Fractal properties of single DP clusters have been discussed by Kaiser and Turban [23].

To find the DP backbone, one has to trim all branches off that do not make it to the bottom of the system. Once trimmed of all downward-pointing branches, the DP backbone will be isotropic in both directions, although it still has a top and bottom edge, similar to what is seen in Fig. 1b of Ref. [6] for the EB. In Fig. 4, we show the complete clusters of DP (all sites) and the trimmed backbone (all sites except red sites).

We can further make the backbone independent of the horizontal boundaries by continuing to wrap the backbone around, in both upwards and downwards directions, removing all sites no longer connected. This procedure yields the black sites in Fig. 1b in the blue and green ones being discarded. This leaves DP backbones that are periodic and having up-down symmetry. That is, if we started upwards from any row instead of downwards from the top, we would end up with the same EB for the same set of occupied sites.

We carried out simulations on \( L \times L \) systems with the above trimming procedures. Here we considered every other site of the square lattice, shifting by one each row, so we considered \( L^2/2 \) total sites with an aspect ratio of 1. We considered \( L = 32, 64, \ldots, 4096 \), simulating \( 1.6 \cdot 10^7 \) samples for the five smallest systems, and \( 5 \cdot 10^7, 1.5 \cdot 10^6 \) and \( 5 \cdot 10^5 \) for the three largest systems. We measured the number of sites in the full DP clusters, \( N_{DP} \), and the number of sites in the black backbone \( N_{b,DP} \). These are plotted as a function of \( L \) in Fig. 5. By examining the local slopes, we deduce \( d_{b,DP} = 1.6800(1) \) (see Fig. 6 in SM and \( d_{DP} = 1.8422(1) \), and a more careful fitting of the data give \( d_{DP} = 1.84066(30) \) and \( d_{b,DP} = 1.6815(4) \) (see SM), which
and find that the data are consistent with assuming $c = 1$, which might be expected for a system with periodic boundary conditions.

where there are no surface effects. Assuming $c = 1$, we can take two logarithms of (3) to write

$$\ln(-\ln(1 - P_w)) = \ln a + x \ln L$$

A plot of the data (Fig. 6) shows good linear behavior for all $L$ and implies $\ln a = -0.208$ and $x = 0.363$.

It seems reasonable to conjecture that the exponent in (3) is proportional to the average number of wraparound backbone clusters $\langle N_w \rangle$ in the system. Indeed, we measured $\langle N_w \rangle$ as a function of $L$, and plotting on a log-log plot (Fig. 6) we see that for large $L$, $\langle N_w \rangle \sim e^{1.535 L^{0.365}}$, whose exponent is nearly identical to $x$ in (3). This confirms our conjecture about the behavior of $\langle P_w \rangle$ being related to $\langle N_w \rangle$.

We also predict that $x = 1 - \zeta = 1 - \nu_\perp/\nu_\parallel \approx 0.367387$, since the width of clusters grows as $L^{x}$ and the width of the system grows as $L$, so $\langle N_w \rangle \sim L^{1-x}$. Our data for both $P_w$ and $\langle N_w \rangle$ (large $L$) are consistent with this value of $x$. We can put all these results together to write

$$P_w = 1 - q^{\langle N_w \rangle}$$

where $q = \exp(-a/A) = 0.0211$. One can interpret $q$ as the probability that a given wraparound backbone cluster does not survive.

Figure 5: A plot of the average number sites in DP clusters vs. $L$. The error bars are smaller than the size of the symbols. The upper points ($\triangle$) are for $N_{w,DP}$ of the complete DP clusters (all non-white sites in Fig. 1), while the lower points ($\circ$) are for $N_{w,DP}$ on periodic DP backbones (black sites in Fig. 1). Slopes are predicted values from (1) and (2). Data are given in Table V in SM, and are consistent with these predicted slopes.

Figure 6: $\ln(-\ln(1 - P_w))$ vs. $\ln L$, where $P_w$ is the probability at least one DP backbone wraps the system at criticality ($\circ$), and $\ln(N_w)$ vs. $\ln L$, where $\langle N_w \rangle$ is the average number of wrapping DP backbones ($\triangle$). Equations give the linear fit through all points (upper plot) and last three points (lower plot).

**Conclusions.** The authors of Ref. [6] have uncovered that buried within supercritical percolation there exists an interesting EB transition which is related to a problem of DP. The fractal properties of the EB are exactly related to DP critical exponents, which we verify with careful simulations on both the EB and DP directly. The fractal dimension $d_5 = 1.750(3)$ found in [6] is about halfway between the edge and bulk fractal dimensions (1) and (2),

precisely agree with the predictions of equations (1) and (2).
and this value evidently represents a different quantity than we are measuring here. This question deserves further investigation.
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The Supplementary Material contains additional plots of the data, and tables of the data plotted in some of the figures.

I. ADDITIONAL PLOTS

![Figure 7: Critical effective exponents, $Y_d(L)$, $Y_b(L)$ and $Y_a(L)$ for the EB for the square-lattice site percolation. These are the local slopes of the data in Fig. 5. The horizontal lines show the predictions of $d_B - 1$ from [1] and $d_B - 1$ from [2]. While there are larger finite-size corrections for $Y_a(L)$ than $Y_b(L)$, clearly they both agree with $2$ for large $L$.](image)

II. DATA

The following tables show the data given in various plots.

III. FIT OF EB AND DP DATA

For the all the following quantities, we use the anzatz $N = L^{d-1}(a + bL^w)$ to fit the data:

A fit of the EB data for $N_d$ (Table III) with $L \geq 127$ gives $d_d = 1.84054(10)$, $a = 0.7562(7)$, $b = -0.08(2)$, and $w = -0.7(1)$.

A fit of the EB data for $N_b$ (Table III) with $L \geq 127$ gives $d_b = 1.68102(15)$, $a = 1.012(15)$, $b = -0.49(6)$, and $w = -0.73(5)$. 
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**Figure 7**: Critical effective exponents, $Y_d(L)$, $Y_b(L)$ and $Y_a(L)$ for the EB for the square-lattice site percolation. These are the local slopes of the data in Fig. 5. The horizontal lines show the predictions of $d_B - 1$ from [1] and $d_B - 1$ from [2]. While there are larger finite-size corrections for $Y_a(L)$ than $Y_b(L)$, clearly they both agree with $2$ for large $L$. 
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\[ \Delta \ln N / \Delta \ln L \]

Table I: Monte Carlo simulational data for \( N \), plotted in Fig. 4 for different values of \( p = p_{\text{DP}} + \epsilon \) where \( p_{\text{DP}} = 0.705 \pm 0.008 \). The numbers in parentheses are error bars in the last digit(s).

\[
\begin{array}{cccccc}
\epsilon & -0.0008 & -0.0004 & 0 & 0.0004 & 0.0008 \\
L & N_\text{c} & N_\text{b} & N_\text{a} & N_\text{c} & N_\text{b} & N_\text{a} \\
511 & 137.137(21) & 139.948(21) & 142.762(93) & 145.551(21) & 148.340(20) \\
1023 & 240.778(63) & 248.495(63) & 255.995(21) & 263.470(61) & 270.818(60) \\
2047 & 417.83(15) & 438.70(15) & 458.75(4) & 478.55(15) & 498.13(14) \\
4095 & 712.20(29) & 767.54(30) & 821.81(6) & 875.09(28) & 926.26(26) \\
8191 & 1177.52(47) & 1326.25(47) & 1472.03(11) & 1612.47(44) & 1745.23(41) \\
\end{array}
\]

Table II: Monte Carlo simulational data for \( N_\text{c} \), \( N_\text{b} \) and \( N_\text{a} \) at \( p_{\text{DP}} = 0.705 \pm 0.008 \), plotted in Fig. 5. The numbers in parentheses are error bars in the last digit(s).

\[
\begin{array}{cccc}
L & N_\text{c} & N_\text{b} & N_\text{a} \\
7 & 3.79577(3) & 3.44503(3) & 3.32884(3) \\
15 & 7.26845(7) & 6.01307(7) & 6.37714(6) \\
31 & 13.4399(2) & 10.0955(2) & 10.8669(2) \\
63 & 24.4702(4) & 16.6107(3) & 18.0699(3) \\
127 & 44.2062(5) & 27.0252(5) & 29.6234(4) \\
255 & 79.5298(14) & 43.6871(12) & 48.1461(9) \\
511 & 142.76(3) & 70.3652(24) & 77.8400(18) \\
1023 & 255.995(7) & 113.127(5) & 125.448(4) \\
2047 & 458.730(16) & 181.620(10) & 201.759(8) \\
4095 & 821.76(30) & 291.451(20) & 324.121(12) \\
8191 & 1472.03(5) & 676.57(3) & 720.33(2) \\
15383 & 2508.12(8) & 718.30(4) & 799.69(3) \\
\end{array}
\]

Table III: Monte Carlo simulation data for \( N_\text{c} \), \( N_\text{b} \) and \( N_\text{a} \) at \( p_{\text{DP}} = 0.705 \pm 0.008 \), plotted in Fig. 5. The numbers in parentheses are error bars in the last digit(s).

\[
\begin{array}{cccc}
L & P_\text{a} & P_\text{b} & P_\text{c} \\
32 & 0.953767(72) & 0.979691(45) & 0.999296(27) \\
64 & 0.979691(45) & 0.999296(27) & 0.999760(33) \\
128 & 0.999296(27) & 0.999760(33) & 0.9999997(29) \\
256 & 0.999296(27) & 0.999760(33) & 0.9999997(29) \\
512 & 0.999296(27) & 0.999760(33) & 0.9999997(29) \\
1024 & 0.999296(27) & 0.999760(33) & 0.9999997(29) \\
2048 & 0.999296(27) & 0.999760(33) & 0.9999997(29) \\
\end{array}
\]

Table IV: Monte Carlo simulational data for \( P_\text{a} \), plotted in Fig. 6. Note: Some of this data will be updated in the final version of the paper.

\[
\begin{array}{cccc}
L & N_{\text{DP}} & N_{\text{B,DP}} \\
32 & 248.080 & 170.470 \\
64 & 913.215 & 524.268 \\
128 & 3322.58 & 1637.62 \\
256 & 12010.0 & 5169.45 \\
512 & 43424.8 & 16413.1 \\
1024 & 155396.2 & 52274.9 \\
2048 & 555679.0 & 164291.7 \\
4096 & 1999477.6 & 526812.8 \\
\end{array}
\]

Table V: Monte Carlo simulational data for the average number of sites in the DP clusters and in the DP backbones as functions of system size \( L \), plotted in Fig. 5. Errors are expected to be of the relative order of about \( 10^{-4} \) based upon the number of samples simulated. ( Some of this data will be updated in the final version of the paper.)
A fit of the EB data for $N_a$ (Table III) with $L \geq 255$ gives $d_a = 1.6809(2)$, $a = 1.129(3)$, $b = -0.71(10)$, and $w = 0.62(4)$.

A fit of the DP data (Table V) for all $L$ yields $d_{DP} = 1.84066(30)$, $a = 0.4492(12)$, $b = -0.40(2)$, and $w = 0.76(2)$.

A fit of the DP backbone data (Table V) for $L \geq 128$, yields $d_{B,DP} = 1.6817(6)$, $a = 0.4434(20)$, $b = 5.3(20)$, and $w = 1.5(2)$.

IV. RATIO OF NUMBER OF SITES IN DP AND DP BACKBONE

![Graph of R vs. L^{-0.65}](image)

Figure 10: (color online) The DP ratio $R$ of equation (7) vs. $L^{-0.65}$. The line represents a linear fit to the data with $R = 0.9023 - 1.874L^{-0.65}$.

Here we add an observation about the scaling of the numbers $N_{B,DP}$ and $N_{DP}$. From (1) and (2), we have the relation

$$d_{B,DP} = 2d_{DP} - 2$$

and as a consequence we should expect that the quantity

$$R = \frac{N_{DP}^2}{N_a N_{B,DP}}$$

converges to a constant for large $L$, where $N_a$ is the number of sites in the system, which is $L^2/2$ for the geometry used here. Plotting this $R$ vs. $L^{-w}$, we see in Fig. 10 that we get a good straight line for $w = 0.65$, and that $R$ reaches a constant $\approx 0.9023$ as $L \to \infty$. (Note here we used the periodic backbone—the black sites—for $N_{B,DP}$.) That $R$ goes to a constant provides further confirmation that the scaling relation (6) is valid.

V. FLUCTUATIONS

We also measured the fluctuations in the total number of sites $N_t$ in the EB, $\chi := L^{-2}(\langle N_t^2 \rangle - \langle N_t \rangle^2) = \langle N_{DP}^2 \rangle - \langle N_a \rangle^2$.
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Figure 11: (color online) Estimates for the scaling dimension of the fluctuations $\chi = \langle N_t^2 \rangle - \langle N_a \rangle^2$ in the EB.

The effective scaling dimension appears to be about $0.995(10)$ as shown in Fig. 11, and is consistent with the value $1.00(2)$ given in [6].