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Abstract
There is a broad agreement that some of the most relevant problems in the social and behavioral sciences are fundamentally structural, and as a consequence require structural explanations. Yet researchers disagree on what a structural explanation is, and what are the specific questions that can only be answered through a structural lens. In this study, I shed some light on the nature of structural explanations by distinguishing between three types of structural questions related to structural proximity, structural cohesion and structural importance. In addition, I show how graphical methods can be used to answer these questions. In particular, I argue that structure learning algorithms can help us gain some understanding regarding causal structures, and network science can help us understand the organization of these structures. I provide an empirical application of these methods using a nationally representative dataset with a wide range of factors related to child development.
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The phenomena that social and behavioral scientists try to explain are typically structural in nature. Common examples of structural problems include the systemic effects of poverty, the persistent disparities in health and educational outcomes across demographic groups, or structural racism. But what makes a phenomenon “structural,” and how does a structural explanation look like?

In essence, a structural explanation is a causal explanation that cites a structure as a cause (Skow, 2018). A “structure,” on the other hand, can be defined as “the arrangement of and relations between the parts or elements of something complex” (OED online). Structural phenomena arise, then, from the relationships among the elements of a complex system; and structural explanations are causal explanations that cite some aspect of the underlying structure as a cause of the phenomenon being explained.

Based on these definitions, one can argue that many of the quantitative methods commonly used in the social and behavioral sciences are not structural in nature, as they seldom refer to some aspect of the underlying structure as a cause. In particular, the predominant approach to causal inference focuses on estimating the causal effect of a predictor on an outcome, ignoring the underlying structure. In fact, being able to disregard the underlying structure is what allows researchers to estimate causal effects. According to the counterfactual theory of causation, causal effects are defined in terms of potential outcomes in hypothetical experiments (Rubin, 1974). In this framework, randomized experiments are considered the gold standard for studying causal relationships, as the causal factor under investigation can be effectively “disconnected” from the rest of the causal structure (Pearl, 2009). If the causal factor is not exogenous by design, then one can try to disconnected it from other causal pathways using statistical adjustment (Morgan and Winship, 2015).

Counterfactual theories of causation have greatly benefited social and behavioral sciences, as they provide a clear framework for defining, identifying and estimating causal effects (e.g. Angrist and Pischke, 2008; Morgan and Winship, 2015). Yet structural questions do not lend themselves easily to a counterfactual approach. The reason for this is that the goal in this case is not to estimate the causal effect of some intervention on an outcome, but rather to identify system properties that explain why a particular phenomenon or
event occurs in the world. In this paper, I distinguish between three system properties that are relevant in the social and behavioral sciences, and show how graphical methods can be used to investigate them.

In the next section, I review some key motivations underpinning the ecological (or structural) approach, and argue that structural properties related to structural proximity, structural cohesion, and structural importance should be considered key explanatory components in the social and behavioral sciences. Subsequently, I explain how structure learning algorithms can help us gain some understanding regarding causal structures, and network science can help us investigate structural questions related to structural proximity, cohesion and importance. Finally, I provide an illustration of these methods using a nationally representative dataset with a wide range of contextual and psychological factors related to child behavior.

The ecological (or structural) approach

It is generally recognized that human behavior cannot be understood independent from the physical, social, and cultural environments in which individuals are embedded. However, finding a principled and empirically grounded approach for studying the contextual factors that shape human behavior has proved to be a very difficult task. Individuals are constantly interacting with changing environments (such as the family, the school, and the neighborhood) that are also typically interconnected among themselves. Faced with the complexity of the person-environment system, researchers in the social and behavioral sciences often focus on particular elements or parts of the system. This “atomistic” strategy, in which researchers decompose a complex system into separate components and then study each component in isolation, has been widely successful in science (e.g. Mitchell, 2009).

In the social and behavioral sciences, this atomistic strategy is reflected in the standard practice of investigating specific cause-effect relationships, independent of other relationships that might occur in the system. However, researchers have long questioned the assumption that human behavior can be reduced to a set of independent cause-effect components (see, e.g. Bronfenbrenner, 1977; Gottlieb and Halpern, 2002; Thelen and Smith, 2007). In other words, they have argued that human behavior cannot be understood as the aggregate of independent forces functioning in isolation from one another. These researchers have questioned, then, the idea that human behavior can be adequately modeled by combining separate causal “inputs” or “ingredients” in some additive fashion (e.g. in the so-called “production functions” or “value-added” models widely used in education; e.g. Hanushek, 2020; Koedel et al., 2015). Contrary to this “atomistic” approach, proponents of an “ecological” (also called “structural,” “contextualist,” or “systems”) perspective argue that the causes of human behavior are fundamentally interdependent, and that behavior cannot be properly modeled without taking these dependencies into account.

It is worth noting that the atomistic and ecological perspectives are not necessarily contradictory. Rather, these frameworks can be seen as complementary, with different strengths and weaknesses that make them appropriate for answering different kinds of questions. Atomistic approaches are appropriate for estimating the causal effect of particular interventions (e.g. specific programs or policies). Ecological perspectives are appropriate for understanding larger structural or system-level phenomena that cannot be explained by a structureless set of causal effect estimates. Some of the system-level properties that researchers have focused on relate to the ideas of structural cohesion, structural proximity and structural importance. I will briefly review these concepts, and explain why they are important for explaining human behavior. By highlighting the relevance of these structural properties, one can deduce the relevance of structural explanations generally.

There are three important clarifications to make at this point. First, as mentioned above, I do not claim that all questions in social and behavioral research require structural explanations. In particular, atomistic approaches can be successfully used for different purposes. Second, the argument presented is not that all structural questions can be investigated using the notions of structural cohesion, proximity, and importance—or network analysis in general. For example, questions about the persistence of structures over time or questions about supra-individual emergence might be better examined using other theoretical and methodological tools. The present paper does not pretend to address all structural questions nor all theorizations of the concept of structure (for alternative approaches to this concept see, e.g. Giddens (1986)). I will only focus on the three structural properties mentioned above, which can be investigated using a network perspective. Finally, the paper does not attempt to provide a comprehensive review of all structural phenomena that can be examined using graphical models in general and network analysis in particular. The aim, rather, is to argue that notions of structural cohesion, proximity and importance can provide significant explanatory value in social and behavioral research, and that these properties can be investigated using a network perspective.

Structural cohesion

A basic premise in the social and behavioral sciences is that human development and behavior is determined by many causes. Based on a multicausal framework, researchers have emphasized important ideas that need to be taken into account for adequately explaining human behavior. First, the causal factors of behavioral outcomes are typically interconnected. The complex web of interconnections among causes is the reason why it is so difficult to estimate causal effects
using observational data, as there can be many unobserved confounders between the cause and the outcome of interest.

The second idea is that, given the complex configuration of causes, it might be difficult (or even impossible) to define and isolate the independent contribution of a particular causal factor. Based on this premise, researchers have criticized the common practice in empirical analyses of searching for significant main effects of particular variables, which are often interpreted as “pure” and context-independent contributions (e.g. Bronfenbrenner, 1999; Cox et al., 2010; Gottlieb and Halpern, 2002; Mahoney, 2008; Reskin, 2012).

Researchers have stressed, then, that behavioral outcomes are jointly determined by a wide-range of causes, and that individual factors are typically neither necessary nor sufficient for producing the outcome (e.g. Holt-Lunstad, 2018; Rothman and Greenland, 2005). Individual causes are not sufficient because they typically require a range of support factors in order to be operational, and they are not necessary because there can be other configurations of causes that can have the same effect on the outcome.

The difficulty of isolating the independent contribution of individual factors has led researchers to conceptualize causal mechanisms as combinations of different variables (e.g. Mascolo and Fischer, 2010; Rothman and Greenland, 2005). Different combinations might be sufficient for producing the outcome, and some variable values might be necessary to make a particular combination operative. This is the main idea behind Mackie’s concept of an “INUS cause,” which he defined as “an insufficient but necessary part of a condition which is itself unnecessary but sufficient for the result” (Mackie, 1965: 46). Researchers have argued that “INUS” or “component” causes are the main type of cause in social and behavioral domains (Mahoney, 2008; Rothman and Greenland, 2005). In this paper, I use the notion of “structural cohesion” to refer to the notion that causal factors combine with other factors to generate specific effects.

The idea that causes do not operate independently but in conjunction with other factors has important consequences for causal reasoning. First, one needs to acknowledge the possibility of being multiple avenues of intervention to affect a particular outcome (Sameroff, 2009). Second, in order to generalize or extrapolate a causal effect from one population to another, one needs to make sure that all the factors that support the relationship in the original population are also present in the target population (Deaton and Cartwright, 2018).

In light of this requirement, researchers have argued for the importance of being explicit about the underlying causal structure, that is, of representing the relationships among the different causal components (Deaton and Cartwright, 2018; Mitchell, 2009; Sameroff, 2009). As Deaton and Cartwright (2018: 14) explain, even if reasoning about causal structures require more model building as well “more assumptions than advocates of RCTs (randomized control trials) are often comfortable with, there is no escape from thinking about the way things work.”

**Structural proximity**

An influential framework for thinking about causal structures is Bronfenbrenner’s 1979 ecological systems theory, which conceptualizes the environment as a set of nested systems (from the “micro” to the “macro”). The term “ecological” is used in this context to describe a theory or a model that emphasizes the interdependencies among multiple causal factors belonging to different levels (Holt-Lunstad, 2018). Bronfenbrenner’s ecological theory highlights the role of the environment in shaping human behavior, and has been highly influential in a variety of disciplines, particularly in psychology. However, as Thelen and Smith (2007: 271) remark, general system, or ecological theories have “remained more of an abstraction than a coherent guide to investigation or a means for synthesis of existing data.” In particular, Bronfenbrenner’s theory provides limited guidance regarding concrete ways of investigating the interrelations between different levels of the environment, and the precise meaning of these “levels” remains elusive (Dunn et al., 2010; Neal and Neal, 2013).

Even if Bronfenbrenner’s ecological theory might be limited in many respects, it is based on an important and useful distinction related to the idea of proximal and distal causes. Proximal causes are considered the “primary engines of development,” while distal causes exert their influence indirectly “by setting proximal processes in motion” (Bronfenbrenner, 1999; Bronfenbrenner and Morris, 2007). The distal and proximal distinction lies behind two explanatory strategies in causal inference that take the causal structure into account.

First, one can try to identify the proximal mechanisms of a variable of interest, which can help us guide effective interventions as well as obtain accurate predictions of the target variable (Quintana, 2020). Second, one can try to identify the proximal mechanisms that “mediate” the effect of a particular cause. Uncovering the intermediate steps in a causal chain is a central condition for an adequate scientific understanding; the more detailed our understanding of the causal chain that links a (distal) cause to an outcome is, the deeper our understanding of the phenomenon will be (e.g. Freese and Kevern, 2013).

It is worth noting that “distal” and “proximal” are not intrinsic qualities of a variable, but rather are relative to a specific causal structure. This implies that a cause can be considered proximal according to one causal structure, but distal according to another structure. The reason for this is that causal structures can be represented at different levels of abstraction or granularity (Pearl, 2009). In addition, the notion of proximity is independent of the notion of importance. As Freese and Kevern (2013: 36) explain, “typically, whether one cause is more distal or proximate than another does not indicate whether it is more important in a qualitative sense.” Statements concerning the “importance” of a cause are considered next.

**Structural importance**

Researchers often assess the “importance” of a variable by considering the magnitude of its associated coefficient. Even
if for some purposes this can be an appropriate strategy (e.g. in variable selection for predictive modeling), for other purposes—that is, for other interpretations of the term “important”—this can be a misleading strategy. For example, researchers have noted that even if the causal effect of smoking on mortality is relatively small compared to other risk factors, smoking is the leading cause of death in the United States, and in this sense it can be considered an important cause (Freese and Kevern, 2013). In this case, the importance of smoking is not only determined by the magnitude of its causal effect on mortality, but also by the amount of people who smoke—among other factors.

In addition, as mentioned above, the importance of a variable is not necessarily related either to its proximal or distal position in the underlying causal structure. Even if identifying proximal mechanisms can be useful for different purposes (Quintana, 2020), this does not imply that proximal causes are in a general sense more important than distal causes.

In the context of complex systems, researchers have argued that the importance of a cause can be evaluated by the extent to which it becomes closer to being a necessary and/or sufficient cause (e.g. Mahoney, 2008). This notion of importance is closely related to the concept of “fundamental causality” proposed by Link and Phelan (1995), according to which a cause can be considered fundamental if it affects the outcome through multiple pathways. The idea connecting these two notions is that if a cause intervenes in every mechanism that affects a particular outcome (i.e. if the cause is “fundamental”), then that cause will be a necessary and/or sufficient cause—and thus can be considered an “important” cause. If, on the other hand, a cause intervenes in only one mechanism among many other mechanisms affecting the outcome, then that cause is less likely to be a necessary and/or sufficient cause.

The concept of fundamental causality defines the importance of a cause in terms of its position in the overall structure. Given that causal effects are agnostic to structural attributes, estimating the causal effect of a variable on some outcome will not help us assess the importance of that variable—as defined by the theory of fundamental causality. As I argue in the next section, measures of the “centrality” of a variable in a network offer a way for assessing fundamental causality, as they provide information on the role of a variable with respect to the entire causal structure.

Being able to differentiate causes based on their structural attributes can shed some light on important social and behavioral problems. In particular, the idea of fundamental causality has been used to understand structural (or “systemic”) relationships, for example, the pervasive negative association of socioeconomic status and health-related outcomes (e.g. Link and Phelan, 1995; Phelan et al., 2010). The concept of fundamental causality has also been used to shed light into racial inequalities. As Reskin (2012) explains, the persistence of racial disparities across domains (e.g. health, education, employment, housing, justice, etc.) can only be understood as a property of a system (what Reskin calls “the race discrimination system”). In this approach, the unit of analysis is the entire system given that racial discrimination is conceived as an “emergent” or “macro-level” property that arises from multiple (often mutually reinforcing) subsystems.

Reskin notes that a systemic interpretation of racial inequalities has two important implications. First, it implies that one cannot explain racial disparities by focusing on a single subsystem, much less on a single cause-effect component. To use Krieger’s (1994) analogy, by focusing on one or another single strand of the web one might ignore the spider. Second, localized interventions within particular subsystems will not (at least permanently) eliminate racial disparities, as this will require more radical or systemic changes (Reskin, 2012).

A network perspective

In the previous section, I argued that questions in the social and behavioral sciences related to structural proximity, structural cohesion and structural importance cannot be answered by focusing on individual cause-effect components. In order to investigate these important issues in a principled way, we need models that can represent the relationships among the different components of the system, that is, models that take the entire system as the unit of investigation. This approach would correspond to an “ecological” perspective, which rather than focusing on a single variable by “controlling out” all others, intends to “control in” as many relevant variables and tries to understand their interdependencies (Bronfenbrenner, 1977).

Researchers in the social and behavioral sciences have long utilized graphical or structural models to investigate complex causal hypotheses (e.g. Bollen, 1989; Morgan and Winship, 2015). These models shed some light into structural properties (e.g. by distinguishing between direct and indirect effects), but they typically focus on a single causal factor (or at most a single subsystem).

In order to investigate the system as a whole, and make the relationships among the elements of the system the center of the investigation, we can adopt a “network” perspective. Network studies are based on the fundamental axiom that structure matters, and focus on the connections between the elements of the network rather than on the elements themselves (Borgatti et al., 2009; Mitchell, 2009). In addition, there are a wide-range of measures for describing network structures at different levels, from macro to micro-level features of the network. As I explain below, applying these measures to the causal graphs commonly used in the social and behavioral sciences can help us investigate the structural properties described above.

Many of the mathematical and statistical tools used in the empirical study of networks were first developed in sociology (Newman, 2018). Since then, network science has become an interdisciplinary field of study with a wide range of applications in technology, information, biology, neuroscience, ecology, among other disciplines (Newman, 2018).
In recent years, there has also been an emergence of network modeling in psychometrics, which has extended to different areas of psychology (see, e.g. Borsboom and Cramer, 2013; Fried et al., 2017).

A key distinction between psychometric networks and more traditional network models is that the links (or edges) of the former are estimated from data rather than directly observed. More generally, researchers in this field have used measures and techniques from network analysis to describe graphs that can be estimated using a variety of methods.

In this paper I follow this strategy, and explore how methods used in network analysis can be implemented to shed light on the structural properties of graphs estimated using structure learning algorithms. This strategy involves, then, two main stages. In the first stage, one estimates the network structure using structure learning (or causal discovery) algorithms; in the second stage, one describes the estimated structure using network measures. Below, I describe these two components. Then, I provide an empirical application that illustrates how these techniques can shed light on structural questions related to structural proximity, structural cohesion and structural importance.

### Structure learning using causal discovery algorithms

A graph (or a network) is a mathematical structure used to represent the relations among a set of elements. Formally, a graph $G = (V, E)$ consists of a set $V$ of nodes (or vertices) and a set $E$ of edges (or links), which encode the connections between pairs of nodes (Newman, 2018). Each node $v \in V$ is associated with one random variable $X_v$. The edges in a graph can be directed or undirected, and weighted or unweighted, depending on the relationship represented. Graphical models have been used to encode different kinds of relationships, for example, patterns of friendship among individuals, data connections in the Internet, or predatory interactions among species (Newman, 2018). In these examples, the edges in the graph represent observed relationships (friendship, connectivity and predation). However, graphical models have also been used to represent relationships that are not directly observed, but are estimated from data.

Researchers in the social and behavioral sciences have long used causal graphical models to represent systems of causal relationships (e.g. Bollen, 1989; Morgan and Winship, 2015). In particular, a large body of empirical work in these fields uses structural equation models (SEM), which are comprised of a causal graph $G$ over a set of variables $X$, and a joint distribution $P$ over $X$ (Glymour et al., 2019). The graph $G$ is typically a directed acyclic graph (DAG) that encodes the investigators’ understanding of the causal relation among the variables of interest. A DAG can support a causal interpretation, in the sense that for any directed edge $e = X_i \rightarrow X_j$ in $E$, $X_i$ is a direct cause of $X_j$ relative to the variables in $V$ (Eberhardt, 2017). Following the standard definition of a causal effect, $X_i \rightarrow X_j$ implies that there is an intervention on $X_i$ that will directly change the distribution or value of $X_j$ (Glymour et al., 2019).

One of the main purposes of SEM is to examine whether a hypothesized model $G$ is consistent with the observed distribution $P$. Another key objective is to use $P$ to estimate the magnitude of the hypothesized relationships among the variables in $G$ (e.g. Bollen, 1989). It is worth noting, then, that all applications of SEM assume that $G$ is known. In many cases, however, the underlying data-generating processes is not well understood, or prior knowledge is not detailed enough to specify the structure of the DAG (Scutari and Denis, 2014).

The under-specified nature of prior knowledge becomes more apparent when we transition from moncausal to multi-causal (or system-level) explanations, as the space of possible DAGs scales exponentially with the number of nodes (Peters et al., 2017). For example, while one can construct 25 different DAGs with 3 variables, with 10 variables one can construct $4175098976430598143$ different DAGs (Peters et al., 2017). The size of the search space makes it impossible to rely exclusively on prior knowledge (as well as single experiments) to construct system-level graphs (Eberhardt et al., 2012).

In sum, when considering a large number of variables, relying exclusively on expert knowledge or experimental evidence will likely be insufficient for constructing a causal graph. In this case, the structure of the graph cannot be longer assumed, and must become the object of investigation. Causal discovery or structure learning is the problem of estimating the parameters describing a graphical causal structure from observational data (Glymour et al., 2019). The basic strategy behind these methods is to identify the causal structures that are consistent with the statistical associations observed in the data. Inferring causal relationships from observed associations is a difficult task for several reasons, notably the large search space and the potential violations of the algorithms’ assumptions (e.g. the absence of hidden confounders, cycles or selection bias in the data). Despite these complications, causal search algorithms can provide useful information regarding the underlying causal structure (see, e.g. Aliferis et al., 2010; Shen et al., 2020; Spirtes et al., 2000). Below, I briefly review the goals and assumptions of common causal discovery algorithms (for more in-depth treatments, see Glymour et al., 2019; Peters et al., 2017; Spirtes et al., 2000).

### Basic principles of structure learning algorithms

Structure learning algorithms rely on certain assumptions that connect causal relations to probability distributions. The first assumption is the Causal Markov Condition (CMC), which states that, in the absence of hidden confounders, all variables are independent of their non-effects conditional on their direct causes (Spirtes et al., 2000). This is a
fundamental component in our understanding of causality and a common assumption in empirical research—reflected, for example, in the common injunction against conditioning on a mediator when one is interested in estimating a total effect (Glymour, 2006). Intuitively, the CMC states that the proximal processes influencing a variable $X$ “screen off” distal processes that influence $X$ via those proximal mechanisms (Glymour et al., 2019).

The CMC ensures that every distribution produced by a causal graph has the independence relations implied by the graph. However, in order to infer causal relations from observed associations we also need to assume that the statistical independencies in the data only contain the independencies implied by the graph (the so-called faithfulness assumption). By assuming that the observed distribution $P$ is Markovian and faithful to the underlying DAG, we obtain a one-to-one correspondence between the conditional independencies implied by the graph and the independencies observed in the data.

Based on these assumptions, the graph structure can be recovered from the joint distribution, that is, there is structure identifiability (Peters et al., 2017). It is worth noting, however, that the conditional independence relations implied by the data can be consistent with multiple DAGs. A set of graphs implying the same conditional independencies are called Markov equivalent, and are represented by a completed partially directed acyclic graph (CPDAG; Spirtes et al., 2000).

Researchers have proposed several algorithms that can be used to (partially) identify the underlying causal structure using observational data. In general, causal search algorithms can be divided into two groups, constraint-based and scorebased (Scutari and Denis, 2014). Constraint-based algorithms use conditional independence tests to assess the presence of individual edges. Score-based algorithms, on the other hand, try to maximize a fit score assigned to the entire graph.

For example, the fast greedy equivalent search (FGES) algorithm—which I implement in the empirical application—has two stages. In the first phase, it adds edges until it maximizes a goodness-of-fit statistic (e.g. BIC). In the second phase, it removes edges until the score is no longer improved (Chickering, 2002). Compared to constraint-based methods, FGES is more computationally efficient, and score-based methods often perform better than constraint-based methods (e.g. Nandy et al., 2018; Shen et al., 2020). These are the main reasons why I implement FGES in the empirical section.5

**Describing a network’s structure**

Structure learning methods provide a principled way of constructing a causal graph when the data-generating process is not well understood or when prior knowledge is not detailed enough. Once the causal structure has been estimated, researchers have been typically interested in predicting how intervening on some variable $X$ affects an outcome $Y$. Causal graphs are mainly used in this context to assess the identifiability of such causal effects (Morgan and Winship, 2015; Pearl, 2009). In this section, I show how an estimated causal graph6 can be used to shed light into structural questions related to structural proximity, cohesion and importance.

**Measuring structural proximity**

Graphical models allow us to decompose the joint distribution of the data in terms of smaller distributions involving a subset of variables. In particular, the Causal Markov Condition (CMC) implies that, given a causally sufficient set of variables $V = \{X_1, \ldots, X_n\}$ and a DAG $G$ representing the causal structure of $V$, then the joint probability distribution can be factored as follows:

$$P(x_1, \ldots, x_n) = \prod_{j=1}^n P(x_j \mid pa_j), \quad (1)$$

where $pa_j$ represents the “parents” or “direct causes” of $x_j$ in $G$. Equation (1) is consistent with the intuition that direct causes “screen off” more distal causes (i.e. if we know the direct causes of $x_j$, then any other cause will not give us any additional information regarding $x_j$; Pearl, 2009).

A graph that satisfies the CMC provides immediate information about structural proximity. In particular, from a causal perspective the adjacent nodes can be interpreted as the direct causes or “proximal mechanisms” of a target variable among the set of variables considered. Identifying proximal mechanisms has long been a key objective in the social and behavioral sciences, as they help investigate and explain the phenomena under investigation, guide effective interventions, and obtain stable and accurate predictions of the target variable (Quintana, 2020).

**Measuring structural cohesion**

A multicausal framework starts with the premise that causal factors typically do not operate in isolation. Following this approach, a more realistic conceptualization of causal mechanisms is as “mechanistic property clusters” (MPC), defined as a set of factors that typically “hang together” because of underlying causal processes (Kendler et al., 2011). The concept of MPC has gained some momentum in psychology, as researchers have argued that most psychological constructs do not refer to well-defined natural classes or “essences,” but rather to multi-factorial and fuzzy sets of mutually reinforcing factors (Borsboom et al., 2019; Fried, 2017). Yet, as Kendler et al. (2011) explain, the fact that causal mechanisms are fuzzy and multi-factorial does not mean that they are intrinsically unstable. On the contrary, clusters of mutually reinforcing factors might be more stable than single factors, as other factors can counterweigh the effect of localized changes.
Given that network analysis examines the properties that arise from the connections among different elements in a system, it has been considered an adequate tool for understanding how the causal interactions of micro-level components give rise to meso-level properties such as MPC’s (e.g. Borsboom et al., 2019; Schmittmann et al., 2013). A concept that can be particularly helpful in investigating the organization of a network at a mesoscopic level (i.e. at an intermediate level between the network as a whole and the individual nodes) is the idea of structural cohesion. Specifically, if we assume that nodes within MPCs are more likely to be connected than nodes belonging to different MPCs, then one can use methods for measuring cohesion such as community detection algorithms for identifying potential MPCs.

The general objective of community detection algorithms is to find groups or clusters of nodes that are densely connected internally and sparsely connected externally (Newman, 2018). Several algorithms have been developed, without clear consensus on which algorithms should be preferred under different scenarios. Furthermore, these algorithms are typically not applied to causal graphs. Thus, in the empirical section I implement some of the highest-performing algorithms, according to different comparative studies. In Section 1 of the Supplemental Appendix, I review the main ideas behind the algorithms that I implement: the Louvain, InfoMap, and Walktrap algorithms.

Measuring structural importance

As explained above, researchers have defined the importance of a cause in terms of the extent to which the cause affects the outcome through multiple pathways (often referred to as a “fundamental cause”). The idea is that if a cause intervenes in many causal pathways, then it will more likely be a necessary and/or sufficient cause. According to this perspective, in order to assess the causal importance of a variable we need to understand the role it plays in the system. More specifically, we need to assess the extent to which the variable participates in many causal pathways.

In network analysis, centrality measures are used for quantifying the importance of a node. Some of the most common centrality measures are degree, closeness and betweenness (see equations 2A, 3A and 4A in the Supplemental Appendix). In essence, degree centrality measures the number of edges directly connected to a node; closeness centrality measures the average distance of a node to all other nodes; and betweenness centrality measures the extent to which a node lies on the shortest path between other pairs of nodes.

It is worth noting that none of these three centrality indices can be considered a measure of fundamental causality. To begin with, the theory of fundamental causality is typically applied to particular causes and effects (e.g. socioeconomic status and health disparities), that have well-identified intervening mechanisms (e.g. Phelan et al., 2010). In the present application, the centrality measures are used as an exploratory tool to shed light into the importance of variables within a complex system.

Despite these differences, the three centrality measures have theoretical similarities with the concept of fundamental causality. A cause can be considered “fundamental” if it affects a particular outcome through multiple mechanisms (Lutfey and Freese, 2005). This implies that the cause (1) must have several immediate effects, and (2) these effects must be connected in a proximal or distal way with a particular outcome. Degree centrality evaluates the first condition: for example, if a variable has a degree of one (i.e. it is only causally related to another variable), then it is unlikely that it is a fundamental cause. Closeness and betweenness centrality evaluate both conditions: a node with high closeness implies that it is proximally related to many variables, whereas a node with high betweenness implies that it is involved (e.g. as a mediator) in many causal pathways.

Centrality measures make implicit assumptions about the flow of the process represented in the network (Borgatti, 2005). In particular, closeness and betweenness centrality are based on the concept of shortest path, which does not have a clear theoretical correspondence in causal systems. In fact, the concepts of “flow” and “distance” are themselves problematic in the context of causal processes—strictly speaking, there is nothing that “flows” in a causal process.

Given that the assumptions underlying common centrality measures are difficult to defend (or even interpret) when applied to causal graphs, researchers have suggested that we should “leave the idea of centrality indices behind completely” (Bringmann et al., 2019, p.899). As the authors note, trying to find the most central variable is contrary to the core principle of the network approach, namely the idea that a causal system can only be understood from a structural or system-level perspective, and that interventions might be better directed at clusters rather than single factors.

The present study is sympathetic with leaving the idea of centrality behind, as well as the wish of finding the most important variable (or variables) in the system. This approach not only relies on very strong and potentially implausible assumptions, but it can also lead to misconceptions regarding the complex processes underlying social and behavioral systems (for another critical assessment of centrality measures in psychology see Neal and Neal (2021)).

Yet I also recognize the possibility that some factors—or, more likely, clusters of factors—are more central than others. As noted above, researchers have long recognized that some causes have an overriding and wide-ranging effect, which persists even after major transformations in other parts of the system. A clear example of this type of cause is socioeconomic status (SES), which is linked to persistent disparities in multiple domains—for example, the behaviors affected by low SES have been referred to as “the behavioral constellation of deprivation” (Pepper and Nettle, 2017).

Centrality measures provide a way of assessing the importance of nodes based on their structural characteristics. For illustration purposes, I will apply the three centrality measures to the estimated causal skeleton (i.e. an undirected graph), as well as to a directed DAG. However, it is worth
stressing that this application relies on strong assumptions related to the direction of the edges, the absence of confounders and the absence of cycles (which generates undefined distances). Thus, inferences regarding structural importance will be less stable than inferences regarding proximity and cohesion, and should be interpreted with caution.

Based on the directed graph, I will compute the degree, the closeness and the betweenness centrality. The degree refers to the number of edges from a particular node. The reason to focus on the out-degree is that we want to identify important causes (rather than, e.g. multi-determined effects). The same rationale applies to closeness and betweenness. In this case, the shortest paths will only include edges that point in the direction of the arrowheads. Thus, in the directed graph closeness measures the degree to which a variable is a proximal cause of other variables, and betweenness the extent to which a variable stands as a mediator in multiple paths.

Data
The data comes from the Early Childhood Longitudinal Study (ECLS-K:2011) conducted by the National Center for Education Statistics (see Tourangeau et al., 2018, for more information regarding this study). The study tracks a nationally representative sample of 18,170 U.S. children who entered kindergarten in the 2010–2011 school year through fifth grade. Sampling weights are provided in the data set in order to account for differential selection at each sampling stage and to adjust for the effects of nonresponse (Tourangeau et al., 2018). In this study, the analytic sample was defined as 5792 individuals that had a valid sampling weight that maximized the number of sources included in the analysis (which involved child, parent, teacher, and school administrator data from multiple waves).

The objective of the ECLS: 2010 study was to “measure children’s experiences within multiple contexts and development in multiple domains,” and as a consequence collected data “on a wide array of topics at a broad level rather than on a select set of topics in more depth” (Tourangeau et al., 2018: 2–3). Thus, the design of the study included collection of information “from the children, their parents or guardians, their teachers, their schools, and their before- and after-school care providers” (Tourangeau et al., 2018). The wide scope and coverage of this study makes it ideal for an ecological (or structural) analysis, which intends to understand how the main causal factors in a system relate to each other.

Variable selection was guided by two general considerations. First, the variable should be considered an important factor in child’s development according to the extistent research. Second, the variable is conceptually distinct from all other variables. In the empirical analysis, I included 91 variables, which can be broadly classified in the following categories: children’s demographic characteristics (5), cognitive skills (12), socioemotional behaviors (27) and habits (4); family socioeconomic status, composition and dynamics (15); instructional variables related to the curriculum, pedagogy and time spent on different activities (17); and school (10) and neighborhood (1) characteristics. Table 1 presents all the variable abbreviations along with their category, scale, measurement procedure and measurement occasion (for a more comprehensive description of most variables, for example, related to the validity and reliability of the measurement instruments used, see Tourangeau et al., 2018). The dataset included 74 continuous and 17 categorical variables (see the Supplemental Appendix for information related to the data pre-processing).

Empirical analysis
The empirical analysis was divided in two main phases. In the first phase, I estimated the causal structure of the 91 variables considered using the FGES algorithm implemented in Tetrad 6.6.0 (Spirtes et al., 2000). As explained above, the purpose of structure learning algorithms is to learn as much as possible about the causal relationships underlying a particular set of variables. The correspondence between the conditional independencies encoded in causal structures and the probabilistic independencies found in the dataset is possible only if one makes certain assumptions, in particular the causal Markov and causal faithfulness assumptions. In addition, FGES makes the important assumption that there are no unobserved confounders in the dataset (this assumption is in fact a corollary of the other two assumptions; see Scutari and Denis, 2014). Violations of the non-confounding assumption may generate spurious edges, which will introduce bias in the estimated causal structure. As with most observational studies, assuming the non-confounding assumption is unrealistic in the present scenario. Thus, rather than interpreting the edges involving a node \(X\) in causal terms as the direct causes or effects of \(X\), one can interpret the edges in purely probabilistic terms as the set of variables carrying all information in the dataset about \(X\) and being directly related to \(X\).

In order to estimate network structures, researchers often use methods such as regularization to increase the sparsity of the model (Epskamp et al., 2018). A sparser model is more conservative, in the sense that it uses a smaller number of edges to explain the dependencies in the data (thus increasing the interpretability of the model). In order to increase the sparsity of the estimated network, I imposed a maximum degree of four edges. In order to indicate the lack of confidence in the presence and direction of individual edges, for most purposes I used the causal skeleton, that is, the undirected graph. In this context, the presence of an edge indicates either a hypothesized direct connection between two nodes, or a probabilistic dependence due to an unobserved confounder. I used the undirected graph in every analysis, except in the calculation of the centrality measures, where I also used a directed graph.
Table 1. Description of the 91 variables included in the analysis.

| Abbreviation | Construct | Type | Continuous | Measurement procedure | Measurement occasion (grade) |
|--------------|-----------|------|------------|-----------------------|-----------------------------|
| age          | Age at assessment | Demographic | Yes | Collected from administrative data and child assessments | 3rd |
| bmi          | Body mass index | Demographic | Yes | Calculated by ECLS | 3rd |
| disability   | Disability status | Demographic | No | Collected from PI | 3rd |
| sex          | Sex | Demographic | No | Collected from school and PI | 3rd |
| race         | Race/ethnicity | Demographic | No | Collected from PI and the Field Management System | 3rd |
| approach     | Approaches to learning | Cognitive | Yes | 7 items from TQ | 3rd |
| attention    | Attentional focusing | Cognitive | Yes | 6 items from TQ | 3rd |
| control      | Inhibitory control and attention | Cognitive | Yes | Task composed of 20 trials | 4th |
| grit         | Perseverance over the long term | Cognitive | Yes | 6 items from CQ | 5th |
| intmath      | Perceived interest/competence in mathematics | Cognitive | Yes | 5 items from CQ | 3rd |
| intread      | Perceived interest/competence in reading | Cognitive | Yes | 5 items from CQ | 3rd |
| intscience   | Perceived interest/competence in science | Cognitive | Yes | 5 items from CQ | 3rd |
| math         | Knowledge and skills in reading in mathematics | Cognitive | Yes | Mathematics assessment | 3rd |
| reading      | Knowledge and skills in reading in reading | Cognitive | Yes | Reading assessment | 3rd |
| science      | Knowledge and skills in reading in science | Cognitive | Yes | Science assessment | 3rd |
| workmem      | Working memory | Cognitive | Yes | Task composed of 30 items | 3rd |
| cogflex      | Cognitive flexibility | Cognitive | Yes | Task composed of 40 trials | 3rd |
| schbelong    | School belonging | Socioemotional | Yes | 5 items from CQ | 5th |
| engage       | Behavioral engagement | Socioemotional | Yes | 5 items from CQ | 4th |
| externalize  | Externalizing problem behaviors | Socioemotional | Yes | 6 items from TQ | 3rd |
| incontrol    | Inhibitory control | Socioemotional | Yes | 7 items from TQ | 3rd |
| internalse   | Internalizing problem behaviors | Socioemotional | Yes | 4 items from TQ | 3rd |
| interp       | Interpersonal skills | Socioemotional | Yes | 5 items from TQ | 3rd |
| intpeers     | Perceived interest/competence in peer relationships | Socioemotional | Yes | 6 items from CQ | 3rd |
| lifesat      | Life satisfaction | Socioemotional | Yes | 6 items from CQ | 3rd |
| lonely       | Loneliness | Socioemotional | Yes | 3 items from CQ | 4th |
| peervict     | Peer victimization | Socioemotional | Yes | 4 items from CQ | 3rd |
| prosocial    | Prosocial behavior | Socioemotional | Yes | 3 items from CQ | 3rd |
| socanxiety  | Social anxiety/Fear of negative evaluation | Socioemotional | Yes | 3 items from CQ | 3rd |
| schlike      | School liking | Socioemotional | Yes | 7 items from TQ | 4th |
| sfcontl      | Self-control | Socioemotional | Yes | 4 items from TQ | 3rd |
| socialpeers | Prosocial with peers | Socioemotional | Yes | 5 items from TQ | 3rd |
| socskills    | Social skills with peers | Socioemotional | Yes | 4 items from TQ | 4th |
| peerst       | Peer social support | Socioemotional | Yes | 6 items from CQ | 4th |
| strucplay    | Physical activity during structured play time | Socioemotional | Yes | 1 item from TQ | 3rd |
| unstplay     | Physical activity during unstructured play time | Socioemotional | Yes | 1 item from TQ | 3rd |
| schstress    | Worry/stress about school | Socioemotional | Yes | 5 items from CQ | 5th |
| conflict     | Conflict with teacher | Socioemotional | Yes | 8 items from TQ | 3rd |
| close        | Closeness with teacher | Socioemotional | Yes | 7 items from TQ | 3rd |
| aggressor    | Peer victimization (child as aggressor) | Socioemotional | Yes | 4 items from TQ | 3rd |
| victim       | Peer victimization (child as victim) | Socioemotional | Yes | 4 items from TQ | 3rd |

(Continued)
Table 1. (Continued)

| Abbreviation | Construct                                                                 | Type                   | Continuous | Measurement procedure | Measurement occasion (grade) |
|--------------|---------------------------------------------------------------------------|------------------------|------------|-----------------------|-----------------------------|
| excluded     | Excluded by peers                                                         | Socioemotional         | No         | 4 items from TQ       | 3rd                         |
| schavoid     | School avoidance                                                          | Socioemotional         | No         | 5 items from PQ       | 4th                         |
| vidgame      | Time spent playing videogames                                             | Habit                  | Yes        | 1 item from PQ        | 3rd                         |
| tttime       | Time spent watching TV                                                    | Habit                  | Yes        | 1 item from PQ        | 3rd                         |
| mediause     | Media usage                                                               | Habit                  | Yes        | 3 items from CQ       | 4th                         |
| exercise     | Time spent exercising                                                     | Habit                  | Yes        | 1 item from PQ        | 3rd                         |
| homelit      | Home literacy environment                                                 | Family                 | Yes        | 3 items from PQ       | 2nd                         |
| housetotal   | Total number of household members                                         | Family                 | Yes        | Collected from PI     | 3rd                         |
| pincome      | Household income                                                          | Family                 | Yes        | Collected from PI     | 3rd                         |
| parented     | Parent education level                                                    | Family                 | Yes        | Collected from PI     | 3rd                         |
| noneng       | Primary language in the child’s home                                       | Family                 | No         | Collected from PI     | 2nd                         |
| numbooks     | Number of books the child has                                             | Family                 | Yes        | 1 item from PQ        | 3rd                         |
| pstrain      | Parental strain                                                           | Family                 | Yes        | 4 questions from PI   | 1st                         |
| pcomm        | Parent-child communication                                                | Family                 | Yes        | 6 questions from PI   | 3rd                         |
| pdepress     | Parental depression                                                       | Family                 | Yes        | 12 questions from PI  | 3rd                         |
| pexpect      | Parental academic expectations of the child                               | Family                 | Yes        | 1 question from PI    | 3rd                         |
| pwarm        | Parental warmth                                                           | Family                 | Yes        | 4 questions from PI   | 3rd                         |
| foodsecty    | Household’s food security status                                          | Family                 | No         | 10 questions from PI  | 3rd                         |
| spank        | Frequency in which the parent spanked the child                           | Family                 | No         | 1 item from PQ        | Kindergarten                |
| pdivorce     | Parental divorce or separation                                            | Family                 | No         | 1 item from PQ        | 3rd                         |
| monitoring   | Parental monitoring                                                       | Family                 | Yes        | 3 items from CQ       | 5th                         |
| famstruc     | Types of parents in the household                                         | Family                 | No         | Collected from PI     | 3rd                         |
| fldirections | Teacher’s attention to the child’s direction-following ability            | Instruction            | No         | 1 item from TQ        | 3rd                         |
| timeart      | Time spent in art, music and physical education                          | Instruction            | Yes        | 6 items from TQ       | 2nd                         |
| timemath     | Time spent in mathematics                                                  | Instruction            | Yes        | 1 item from TQ        | 2nd                         |
| timeread     | Time spent in reading and language arts                                   | Instruction            | Yes        | 1 item from TQ        | 2nd                         |
| timesiscsoc  | Time spent in science and social studies                                   | Instruction            | Yes        | 2 items from TQ       | 2nd                         |
| freetime     | Time for unstructured activities (playing and lunch)                      | Instruction            | Yes        | 2 items from TQ       | 3rd                         |
| hmwkread     | Time dedicated to homework                                                | Instruction            | Yes        | 2 items from TQ       | 3rd                         |
| indepwork    | Time spent on individual work                                             | Instruction            | Yes        | 4 items from TQ       | 2nd                         |
| tchcenter    | Time spent on teacher-centered instruction                                | Instruction            | Yes        | 1 item from TQ        | 2nd                         |
| schrecess    | Time dedicated to recess                                                  | Instruction            | Yes        | 2 items from TQ       | 3rd                         |
| stdttests    | Use of state or local standardized tests                                 | Instruction            | Yes        | 1 item from TQ        | 2nd                         |
| skilsmath    | Coverage of mathematics skills                                            | Instruction            | Yes        | 32 items from TQ      | 2nd                         |
| skilsread    | Coverage of reading skills                                                | Instruction            | Yes        | 33 items from TQ      | 2nd                         |
| whclass      | Whole-class activities                                                    | Instruction            | Yes        | 1 item from TQ        | Kindergarten                |
| chcenter     | Child-centered activities                                                 | Instruction            | Yes        | 1 item from TQ        | Kindergarten                |
| quizzes      | Use of classroom tests or quizzes                                         | Instruction            | Yes        | 1 item from TQ        | 2nd                         |
| tchobs       | Focus on students’ mastery of objectives or standards                     | Instruction            | No         | 1 item from TQ        | 2nd                         |
| edstand      | Evaluation based on standards                                             | Instruction            | No         | 1 item from TQ        | 3rd                         |
| blwmath      | Students below grade level in mathematics                                 | School                 | Yes        | 1 item from TQ        | 3rd                         |
| blwread      | Students below grade level in reading                                     | School                 | Yes        | 1 item from TQ        | 3rd                         |
In the second phase, I used the graph estimated in the first stage to examine the three structural queries described above. The tools that I used to investigate these issues are related to the notions of graph distance, community detection and node centrality, respectively. All of the analyses were conducted using the igraph R package (Kolaczyk and Csárdi, 2014), and for network visualization I used Cytoscape 3.8.0 (Shannon et al., 2003).

**Results**

**Skeleton identification**

The causal skeleton (i.e. the undirected graph) underlying the 91 variables considered was estimated using the FGES algorithm. In order to increase the robustness of the results, the FGES algorithm was bootstrapped (with replacement) 500 times. If an edge (either directed or undirected) appeared in 50% or more of the bootstrap samples, then the edge was retained.

The estimated graph is depicted in Figure 1. The graph shows which variables provide information about a target variable and which variables are probabilistically irrelevant. The visualization of the graph was realized by using the pre-force directed layout algorithm, which minimizes the crossings among edges (Heer et al., 2005). The graph has 89 nodes and 146 edges. Two nodes (chcenter and spank) are missing from the graph, given that they were not connected to any other node. All subsequent analyses were performed without these two variables.

In order to create a directed graph, I used the direction of the edges established by FGES. Two edges were not oriented by the algorithm: approach – incont and flldirections – edstand. Based on background knowledge, I oriented these edges as incont → approach and edstand → flldirections.

**Proximal and distal relationships**

One can investigate causal proximity by identifying the nodes that are directly connected to other nodes. Given that the graph depicted in Figure 1 is undirected, one cannot distinguish between the estimated direct causes or the estimated direct effects of a particular variable. If the main purpose of the analysis is to identify the direct causes (or effects) of a target variable, then it would be recommended to organize the study design for that purpose, for example by taking temporal precedence into account (e.g. Quintana, 2020).

Given that the present study is not exclusively designed for this purpose, making strong claims about proximal mechanisms of a particular variable might be unwarranted. Yet Figure 1 is consistent with prior results, according to which academic competencies (reading, math and science) are interrelated, and have direct connections to so-called executive functions (attention, working memory, and cognitive flexibility), motivation, peer academic level and parent education (see Quintana, 2020).

Apart from identifying proximal processes, the estimated graph can provide information about other questions related to proximal and distal relationships. For example, the average path length in the graph (i.e. the average shortest paths between all pairs of nodes) is 5.3. This indicates that, on average, all the nodes in the graph are connected by a minimum of around five edges. Identifying the potential mediators or colliders in a graph can be important if one is interested in estimating the causal effect of some variable on another. The diameter (i.e. the longest shortest path) in the graph includes 13 nodes.

**Structural cohesion**

In order to investigate the mesoscopic organization of the causal structure estimated in the first stage, three community detection algorithms were implemented: Louvain, Infomap and Walktrap. The modularity score was similar across partitions: 0.675 for Louvain, 0.682 for Infomap, and 0.685 for Walktrap. The modularity score is generally used to assess the quality of community detection methods (Newman and Girvan, 2004; see also Section 2 in the Supplemental Appendix). A modularity score close to zero is expected...
Figure 1. Estimated causal skeleton.
and the naïve classification (adjusted Rand index).

Table 2. Agreement among the community detection algorithms and the naïve classification (adjusted Rand index).

|                | Louvain | Infomap | Walktrap |
|----------------|---------|---------|----------|
| Infomap        | 0.68    |         |          |
| Walktrap       | 0.70    | 0.86    |          |
| Naïve classification | 0.36    | 0.34    | 0.32     |

when the edges are randomly formed, and a modularity score greater than 0.30 has been considered an indicator of significant community structure (Clauset et al., 2004).

I compared the agreement across the algorithms as well as with the naïve classification presented in the “type” column in Table 1 (hereafter “the naïve classification”). In order to compare the consistency across partitions one can use the Adjusted Rand Index (ARI), which is a common method for cluster validation based on which pairs of observations belong to the same cluster, adjusting for chance agreement based on cluster size (e.g. Steinley et al., 2016). The ARI is bounded between −1 and 1, with values near zero indicating chance agreement between partitions.

The Louvain algorithm found seven clusters, Walktrap 10 and Infomap 12. There is a moderately-good agreement across results, as the ARI between all methods is above 0.6 (see Table 2). On the other hand, one can observe a poor consistency between the three algorithms and the naïve classification. This suggests that community detection methods can provide information about the functional organization of the system that might not be evident from background knowledge alone.

To illustrate this point, consider the partition of the graph according to the naïve classification depicted in Figure 2. One can perceive that variables belonging to the same category tend to cluster together. However, there are variables that are directly related to variables from a different category. For example, parental monitoring, which was classified as a “family characteristic”—along with related variables such as parental communication and parental warmth—is in fact directly related to socioemotional and cognitive variables (school belonging, grit and interest in reading). More generally, one can perceive in Figure 2 a mixture of different categories in different parts of the network (e.g. between socioemotional and cognitive attributes, or between family characteristics and children’s habits). This suggests that the naïve classification might provide insufficient or misleading information regarding the functional organization of the system in general, and the identification of mechanistic property clusters in particular.

Even if the three algorithms differed in the specific partitions generated, they consistently identified five clusters of nodes. The agreement is presented in Figure 3 (the partition generated by each algorithm is included in the Supplemental Material). Cluster one is composed of 11 instructional and pedagogical variables related to the time teachers spend on particular skills and subjects, as well as pedagogical and assessment practices (hereafter the “instruction” cluster); cluster two is composed of 10 variables, mostly related to the demographic and socioeconomic composition of schools, as well as with the school’s location and general academic level (hereafter the “school” cluster); cluster three is composed of 12 variables, mostly associated to the child’s social skills and behaviors (hereafter the “social-behaviors cluster”); cluster four is composed of 15 variables, mostly composed of emotional and motivational constructs (hereafter the “motivation cluster”); and cluster five is composed of six variables related to the child’s physical activity and social exclusion (hereafter the “social-exclusion cluster”).

Interesting substantial conclusions can be derived from the partition depicted in Figure 3. First, the figure shows that the school cluster “shields” the instructional cluster. Probabilistically, this means that, if we are interested in predicting children’s’ developmental outcomes, then knowing the school cluster is enough, and changes in the instructional cluster do not provide any additional information.

Second, Figure 3 can reveal relevant information regarding the causal processes associated to individual variables. For example, researchers have been interested in the construct “approaches to learning” (ATL), as it has been shown to be a very strong predictor of academic achievement (e.g. Li-Grining et al., 2010). Given that ATL assesses a range of behaviors, there is no consensus regarding the specific definition or dimensions of this construct (Buek, 2018). Based on Figure 2, one can conclude that ATL is related to other social skills and behaviors, particularly associated to self-regulation. Even if this is consistent with prior research (e.g. Li-Grining et al., 2010), researchers have also linked ATL to other skills and behavior (particularly associated to motivation and executive functions; see Buek, 2018).

More generally, the partition depicted in Figure 3 can help us identify “mechanistic property clusters,” that is, variables that typically “hang together” because of underlying causal processes (Kendler et al., 2011). In social and behavioral sciences, most variables tend to be correlated. This does not imply, however, that “everything affects everything else,” or that the correlational structure is the product of a latent common cause (e.g. van Bork et al., 2017). For example, even if academic achievement tends to be correlated with a whole range of variables—from individual-level constructs like motivation and executive functioning to school and neighborhood-level factors—that does not imply that (1) these causal processes are structureless, or that (2) we should espouse a strong version of causal determinism, according to which the entire system is determined by one or few (latent or observed) variables. The causal structure depicted in Figure 3 suggests that, even if there are variables that tend to “hang together,” one can also differentiate among (fuzzy) clusters of variables as well as the functional organization of these clusters.

Node centrality

Inferences regarding the structural importance of specific nodes should be made with caution, due to the instability of
Figure 2. Undirected graph with the naïve classification.
Figure 3. Undirected graph with the five clusters identified.
centrality measures in the presence of missing nodes (Neal and Neal, 2021) and the sparsity constraints imposed in the search procedure. For illustrative purposes, however, the distributions of the centrality measures are presented in Figure 4. One can see that the distributions of degree and closeness approximate a bell-shape, and there is not any node that has a noticeably higher centrality. This suggests that all nodes have a similar importance in the network according to these measures. This conclusion is further supported by a low degree (0.02) and closeness (0.14) centralization (see the Supplemental Appendix for details on this metric).

On the other hand, the distribution of betweenness centrality has a wider range, and some nodes are more noticeably central than others. In particular, two nodes (science and reading achievement) appear to be more central according to this measure (the centrality measures by node, as well as networks sized and colored by centrality scores are presented in the Supplemental Materials). This implies that these two nodes are located at the “center” of the graph, in the sense that they lie on the path of other nodes. The more centralized structure of the network based on betweenness centrality is also reflected in a higher centralization index (0.23).

I also computed the three centrality measures using the estimated network with directed edges. As Figure 5 shows, the closeness and betweenness indices suggest that some nodes are more central than others. The former identified some cognitive skills and behaviors (reading and science achievement as well as attentional focusing) and some variables related to the child’s socioeconomic background (in particular parental income and education) as mediating several paths (e.g. based on Supplemental Table S1, both parental income and parental education are mediators in around 220 different paths). On the other hand, closeness identified several characteristics of the child’s school and socioeconomic background as being proximally related to other nodes in the network.

In sum, a set of variables related to the child’s socioeconomic background and cognitive abilities (e.g. parental income and education; school district-level poverty; science and reading achievement) seem to play an important role in the network. This set of variables appears at the top in both the closeness and betweenness indices—overall, there is a strong rank correlation between these two measures, $\rho = 0.7$. From a probabilistic perspective, this means that these nodes

---

**Figure 4.** Distributions of the degree, closeness and betweenness centrality in the undirected graph.
are more structurally informative than other nodes. From a causal perspective, this suggests that these nodes may have a relatively higher range of influence compared to more peripheral nodes.

Finally, the previous analyses also highlight the difficulty of making inferences about the importance of individual nodes using network models. Centrality indices rely on implicit and strong assumptions about the causal processes represented in the network (e.g. the absence of confounders and cycles, the direction of the edges, and the priority of shortest paths) which are impossible to validate with the existent data.

Conclusion

Even if there is a broad agreement that many problems in the social and behavioral sciences are structural in nature, there is a lack of clarity regarding what structural explanations are and how they should be formulated. In this paper, I distinguished between three types of structural inquiries related to structural proximity, structural cohesion and structural importance, and showed how descriptive analyses of causal graphs can help us investigate these issues. If researchers use these structural properties to explain a particular phenomenon then, by definition, they will be providing a structural explanation.

Adopting a structural (or ecological) approach can help us understand how different causal processes in the world relate to each other. For example, the results of the empirical application in this paper suggest that (1) executive functions, motivation, peer academic level and parent education are proximately related to academic achievement; (2) there are at least five mechanistic property clusters among the variables considered, which have different proximal or distal relationships among each other; and (3) school-level characteristics, parental socioeconomic status and academic achievement are the most central nodes in the network.

Ecological models can also dispel potential misconceptions that might arise from monocausal explanations. By explicitly portraying the interdependencies among causal mechanisms, ecological models make clear that (1) the magnitude of an effect is not the same thing as the importance of a cause; (2) an estimated average causal effect does not necessarily represent an intervention effect; and (3) in the real world, there is no such thing as a “pure” causal effect. As Bronfenbrenner (1977: 518) put it, “the principal main effects are likely to be interactions” – in the sense of multiple causes operating together. This
is the reason why ecological approaches are more interested in estimating structures than causal effects.

Adopting a network perspective can also help us investigate the causal factors that researchers in the social and behavioral sciences are typically interested in, which are often vague and difficult to manipulate. Estimating the causal effect of demographic variables like race or sex, or of composite or ambiguous variables like socioeconomic status or motivation, presents insurmountable difficulties to the counterfactual framework (see, e.g. Hernán, 2016; Morgan and Winship, 2015; VanderWeele, 2016).

Furthermore, often investigations that attempt to estimate the causal effect of these variables have implicitly relied on essentialist ideas (Sen and Wasow, 2016). By attributing a causal effect to a variable (e.g. race, sex, disability status, poverty, criminal behavior, etc.), researchers might implicitly assume that these categories refer to immutable, homogeneous, mutually exclusive and/or discrete natural kinds (e.g. Ahn et al., 2013; Morning, 2011). A network approach largely avoids these assumptions, as a variable is only defined relationally in terms of its position in the overall structure—but, importantly, no intrinsic or “essential” properties (e.g. a causal effect) are attributed to the variable.11

In conclusion, graphical models can provide a holistic representation of the system under investigation. Contrary to other system theories, the approach presented in this paper is empirically grounded, and can generate insights and hypotheses regarding the mechanisms governing different processes in the system. A general idea of how different components of the system relate to each other can help researchers contextualize individual findings, as well as formulate more detailed questions about specific parts of the network. It is worth stressing, however, that the claim is not that ecological models are somehow superior to other explanatory approaches, but rather that they can be useful for understanding certain kinds of phenomena—that is, structural phenomena.
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Notes
1. In this context, “causal effect” refers to a number reflecting the difference between the outcome that would be observed with and without the treatment under consideration.

2. Using a similar analogy, Frye (1983) compares the nature of oppression with a birdcage, in the sense that one would not be able to understand the bird’s inhibition to fly by focusing on one wire at a time.

3. The mathematical and statistical tools for analyzing networks were developed in the context of social networks, where the nodes represent individuals and the edges represent (observed) relationships among those individuals. In psychometric networks (and developments in other fields, including social network analysis [Bellotti and Mora, 2016]) the edges are not observed, but rather estimated from data. The extent to which the tools developed in the former context can be effectively used in the latter context remains an open area of debate.

4. The exploratory nature of an ecological approach was already recognized by Bronfenbrenner, when he wrote that the primary purpose of the ecological experiment becomes not hypothesis testing but discovery—the identification of those systems properties and processes that affect, and are affected by, the behavior and development of the human being. Moreover, if the objective is the identification of systems properties, then it is essential that such systems properties not be excluded from the research design before the fact by restricting observation to only one setting, one variable, and one subject at a time (Bronfenbrenner, 1979: 37).

5. Ideally, one would assess the stability of the results by implementing different algorithms and—if appropriately modifying their tuning parameters (e.g. Quintana, 2020). For simplicity (and computational efficiency), in the present study I only implement FGES.

6. In this paper, I use “graph” and “network” as synonymous.

7. This requirement is related to the modularity assumption, according to which all causal mechanisms should be independent of each other (Peters et al., 2017).

8. A sparser model is particularly useful for illustrative purposes—which is the main goal of this paper. However, it is worth noting that the core structure is preserved if one imposes other sparsity constraints.

9. With “consistent” I mean that the algorithms assigned a set of nodes to the same cluster. Some algorithms might have included additional nodes in the cluster, which were not included in Figure 3. I only considered the agreement related to a group of 5 or more nodes.

10. These conclusions derive from proximal-distal considerations, but at the cluster rather than at the node level. The Causal Markov Condition (CMC) connects causal terms (e.g. direct or indirect causes) with the informational relevance of the variables (Peters et al., 2017). In particular, according to the CMC, all the relevant probabilistic information of a variable is contained in its Markov Blanket. Now, a key issue for constructing a causal model (both for statistical and scientific purposes) is to find an adequate granularity for the model (e.g. Pearl, 2009). If the variables are too fined-grained, then we will need to include many variables, and the risk of omitted-variable bias will be high; if the variables are too coarse-grained, then causal mechanisms can be obscured and the model might not be very informative. By constructing a graph with fine-grained variables and making inferences at the cluster level, we could leverage the advantages of both a fine-grained and a coarse-grained causal model.

11. Sen and Wasow (2016) argue against racial essentialism by operationalizing race as a composite variable. The network approach
presented in this paper operationalizes race by examining the probabilistic connections between race and the other variables in the system. Both approaches follow a similar line of reasoning, as they only attribute relational—rather than intrinsic—properties to the variable “race,” or to any other variable in the system.
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