Constraining resonant dark matter self-interactions with strong gravitational lenses
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We devise a method to constrain self-interacting dark matter (SIDM) from observations of quadruply-imaged quasars, and apply it to five self-interaction potentials with a long-range dark force. We consider several SIDM models with an attractive potential that allows for the formation of quasi-bound states, giving rise to resonant features in the cross section localized at particular velocities below 50 km s$^{-1}$. We propose these resonances, which amplify or suppress the cross section amplitude by over an order of magnitude, accelerate or delay the onset of core collapse in low-mass dark matter halos, and derive constraints on the timescale for core collapse for the five interaction potentials we consider. Our data strongly disfavors scenarios in which a majority of halos core collapse, with the strongest constraints obtained for cross section strengths exceeding 100 cm$^2$ g$^{-1}$ at relative velocities below 30 km s$^{-1}$. This work opens a new avenue to explore the vast landscape of possible SIDM theories.

I. INTRODUCTION

Self-interacting dark matter (SIDM) has gained traction as a viable alternative to the concordance theory of cold dark matter (CDM). Support for SIDM comes primarily from observations of galaxies and dwarf galaxies, where dark self-interactions give rise to two physical processes relevant for dark matter halos. First, self-interactions transfer heat into the center of halos, producing a central core [1–5]. Eventually, the halo undergoes a runaway contraction known as gravothermal catastrophe, or core collapse [5,13]. For self-interaction cross sections larger than $\mathcal{O}(10 \text{ cm}^2 \text{g}^{-1})$, the processes of core formation and collapse increase diversity between dwarf galaxy rotation curves, a consequence of SIDM that many authors argue provides a compelling explanation for the properties of low-mass galaxies [12,13,22].

Analyses of galaxy clusters place stringent upper limits on elastic scattering with cross section strengths $\lesssim 0.1 \text{ cm}^2 \text{g}^{-1}$ [23,24], creating tension with models invoking SIDM to explain galactic rotation curves. The resolution to this apparent inconsistency involves adding a velocity dependence to the self-interaction cross section, suppressing it at scales $\sim 30 \text{ km s}^{-1}$ relevant for galaxy clusters [12,13,28]. Velocity-dependent cross sections arise naturally in many particle physics models with dark force mediators [29,35].

Due to the velocity dependence of the SIDM cross section, its strength can exceed $100 \text{ cm}^2 \text{g}^{-1}$ low velocities, below $30 \text{ km s}^{-1}$, causing significant fractions of low-mass halos to core collapse [11,13,36]. The high central density of collapsed objects transforms them into extremely efficient gravitational lenses [36,37]. Gravitational lensing refers to the deflection of light by gravitational fields, and strong lensing refers to a particular case where a massive foreground mass produces multiple images of a background source. We focus on a particular kind of lens system in which a quasar becomes quadruply imaged by a foreground galaxy, as depicted in Figure 1. The relative image magnifications (flux ratios) in quadruple-image systems provide a sensitive probe of dark halos along the line of sight between the observer and source, leading to constraints on dark matter theories that alter halo abundance and concentration [36,38,43]. As a direct gravitational probe of halo density profiles, extending down to masses of at least $10^7 M_\odot$ with existing flux ratio measurements, lensing avoids systematic uncertainties associated with studying SIDM with dwarf galaxies [e.g.40,54], because stellar feedback and baryonic contraction become inefficient in halos with viral masses below $10^9 M_\odot$ [55,57].

In this work, we develop a method to constrain SIDM with quadruply-imaged quasars. We apply the method to analyze five velocity-dependent cross sections with resonances at low velocity. The inference method we use is an extension of methods developed and tested by Gilman et al. [36,41,58,59] applied to data collected over the last decade [39,40,60–63]. We begin in Section II by describing the five benchmark cross sections we analyze. Section III presents the model for structure formation that we use to predict the fraction of core-collapsed halos as a function of halo mass for each cross section. Section IV presents our constraints on the cross sections from applying our method to analyze eleven lenses, and we conclude in Section V.

II. BENCHMARK MODELS FOR THE SELF-INTERACTION CROSS SECTION

We consider a long-range force between dark matter particles of mass $m_\chi$ described by a Yukawa potential

$$V(r) = \pm \alpha_\chi \frac{e^{-\mu r}}{r},$$

(1)
number. Expand the wave function of dark matter in spherical harmonics. Given the differential scattering cross section \( \frac{d\sigma}{d\Omega} \) where \( V = \frac{4\pi}{\ell + 1} \left( \ell + \frac{1}{2} \right) \frac{\sin^2 (\delta_{\ell+2} - \delta_{\ell})}{2\ell + 3} \) and \( \delta_{\ell} \) is the scattering angle. We evaluate Equations 3 and 4 using Mathematica.

Figure 2 shows five benchmark cross sections that emerge from these calculations, with values of \( \alpha_\chi, m_\chi, \) and \( m_\phi \) listed in Table I. Each model has a suppression of the cross section amplitude at high speeds, evading upper limits on the cross section strength from galaxy clusters at \( v \sim 1,000\text{km s}^{-1} \). Among the many possible cross sections that exhibit this high-speed suppression, we choose this particular subset of five models because their cross section amplitudes at low speeds span a representative range of structure formation outcomes in terms of the number of core-collapsed halos predicted to form for each cross section (see Section III).

Model 1 has a repulsive potential in the semi-classical regime \([65]\), while Models 2–5 have an attractive potential. The particular combinations of the dark matter particle mass to the mediator mass \( (m_\chi/m_\phi) \) and the potential strength \( (\alpha_\chi) \) for each of the five benchmark models place them in the non-perturbative scattering regime, where non-perturbative effects manifest as resonances, which refer to a suppression or enhancement of the cross section amplitude at particular speeds. These quantum mechanical interference effects appear due to the formation of quasi-bound states with the attractive potential \([60, 64, 67, 69]\), and cause order-of-magnitude enhancement or suppression of the scattering cross section in the range of halo masses with central velocity dispersion aligned with the position of resonance in the cross section. In the next section, we explore the consequences of this phenomenon by implementing a model that relates SIDM cross sections to the process of core collapse.

III. A PHYSICAL MODEL FOR CORE COLLAPSE IN DARK FIELD HALOS AND SUBHALOS

The heat transfer through self-interacting dark matter halo density profiles drives a dynamic evolution of halo density profiles that culminates with a runaway contraction of the halo density profile typically referred to as core collapse, or the gravothermal catastrophe \([6]\). This physical process is of particular interest for the lensing analysis presented in this work because more concentrated halos act as more efficient lenses. Figure 3 quantifies this intuition by showing the magnification cross section caused by a single \( 10^9 M_\odot \) halo with different density profile. The black, magenta, and green curves show the magnification cross section for a Navarro-Frenk-White (hereafter...
NFW) profile predicted by CDM \[70\] with a concentration varying around the CDM prediction. The red curve shows the magnification for a reasonable implementation of a collapsed halo profile (see Section III).

The factor of \(\sim 2\) enhancement to the lensing efficiency of the collapsed objects suggests that, if large quantities of these objects exist, we should be able to statistically detect this signal by analyzing a sample of quadruply-imaged quasars, such as the lens system WFI 2033-4723 shown in Figure 1. Quadruple-image lens systems enable the statistical detection of dark matter halos across cosmological distance on mass scales below \(10^5M_\odot\), a regime where halos are not expected to host a luminous galaxy. To interpret a signal in the context of a particular SIDM cross section, however, we require a model that relates the SIDM cross section to the populations of collapsed field halos and subhalos that perturb the lenses.

A. The self-similar time evolution of SIDM halos

Yang \textit{et al.} \[71\] and Yang \textit{et al.} \[66\] compare semi-analytical models of SIDM with N-body simulations, and show that halo evolution is nearly self-similar when expressed in terms of the characteristic timescale

\[
t_0(m, z, \sigma_v) = \left( \frac{1 \text{ cm}^2 \text{ g}^{-1}}{\langle \sigma_v v^5 \rangle/\langle v^2 \rangle} \right) \left( \frac{100 \text{ km s}^{-1}}{v_{\text{max}}} \right) \times \left( \frac{10^2 M_\odot \text{ kpc}^{-3}}{\rho_s} \right) \text{ Gyr.} \tag{5}
\]

This quantity depends on halo mass, \(m\), through the maximum circular velocity \(v_{\text{max}} = 1.65 \sqrt{G \rho_s r_s^2}\) defined in terms of the scale radius \(r_s\) and the characteristic density \(\rho_s\) of a NFW profile. The equation also depends on the halo redshift, \(z\), through the concentration-mass relation, which relates \(\rho_s\) and \(r_s\) to the halo mass as a function of redshift.

A careful derivation of the thermal conductivity \[66\] \[71\] \[72\] shows that the relevant timescale for heat transfer throughout the halo profile involves a velocity average performed with a \(v^5\) kernel, giving the thermally-averaged cross section

\[
\langle \sigma_v v^5 \rangle = \frac{1}{2 \sqrt{\pi} v_0^3} \int_0^\infty v^5 \sigma_v \times v^2 \exp \left( -\frac{v'^2}{4v_0^2} \right) \, dv', \tag{6}
\]

a quantity that appears in the denominator of Equation 5. The velocity scale \(v_0\) varies proportionally with the maximum circular velocity \(v_0 = 0.64 v_{\text{max}}\) \[73\]. Figure 4 shows \(t_0\) as a function of halo mass for the five benchmark models evaluated at \(z = 0.5\) with the concentration-mass relation presented by Diemer and Joyce \[74\]. As Figure 4 clearly illustrates, resonances in the cross section at different speeds correspond to shorter evolution timescales in halos with particular masses.

B. Two distinct timescales for core collapse in dark subhalos and field halos

To predict the fraction of collapsed halos as a function of halo mass, we will introduce two dimensionless numbers, \(\lambda_{\text{field}}\) and \(\lambda_{\text{sub}}\), that determine the time of onset of

\[
\lambda_{\text{field}} \approx 1/20 G M_\odot \odot, \quad \lambda_{\text{sub}} \approx 10^{-10} G M_\odot \odot
\]

FIG. 2. The viscosity transfer cross section divided by the dark matter particle mass \(\sigma_v/m_\chi\) for the five benchmark models analyzed in this work, plotted as a function of the relative velocity \(v\) (lower x-axis). The upper x-axis shows the halo mass with maximum circular velocity \(v_{\text{max}} = v\).

FIG. 3. The magnification cross section for a single \(10^8M_\odot\) halo with varying concentration (black), and with a core-collapsed density profile given by Equation 11 (see Section III). The high central density of collapsed halos expected to form in SIDM models with large cross sections become extremely efficient gravitational lenses. The magnification cross section also depends on source size; to create the figure we assume a source size of \(\sim 50\) pc, typical of the nuclear narrow-line emission region measured in our data.

FIG. 4. The self-similar time evolution of SIDM halos

Yang \textit{et al.} \[71\] and Yang \textit{et al.} \[66\] compare semi-analytical models of SIDM with N-body simulations, and show that halo evolution is nearly self-similar when expressed in terms of the characteristic timescale

\[
t_0(m, z, \sigma_v) = \left( \frac{1 \text{ cm}^2 \text{ g}^{-1}}{\langle \sigma_v v^5 \rangle/\langle v^2 \rangle} \right) \left( \frac{100 \text{ km s}^{-1}}{v_{\text{max}}} \right) \times \left( \frac{10^2 M_\odot \text{ kpc}^{-3}}{\rho_s} \right) \text{ Gyr.} \tag{5}
\]

This quantity depends on halo mass, \(m\), through the maximum circular velocity \(v_{\text{max}} = 1.65 \sqrt{G \rho_s r_s^2}\) defined in terms of the scale radius \(r_s\) and the characteristic density \(\rho_s\) of a NFW profile. The equation also depends on the halo redshift, \(z\), through the concentration-mass relation, which relates \(\rho_s\) and \(r_s\) to the halo mass as a function of redshift.

A careful derivation of the thermal conductivity \[66\] \[71\] \[72\] shows that the relevant timescale for heat transfer throughout the halo profile involves a velocity average performed with a \(v^5\) kernel, giving the thermally-averaged cross section

\[
\langle \sigma_v v^5 \rangle = \frac{1}{2 \sqrt{\pi} v_0^3} \int_0^\infty v^5 \sigma_v \times v^2 \exp \left( -\frac{v'^2}{4v_0^2} \right) \, dv', \tag{6}
\]

a quantity that appears in the denominator of Equation 5. The velocity scale \(v_0\) varies proportionally with the maximum circular velocity \(v_0 = 0.64 v_{\text{max}}\) \[73\]. Figure 4 shows \(t_0\) as a function of halo mass for the five benchmark models evaluated at \(z = 0.5\) with the concentration-mass relation presented by Diemer and Joyce \[74\]. As Figure 4 clearly illustrates, resonances in the cross section at different speeds correspond to shorter evolution timescales in halos with particular masses.
core collapse in dark matter field halos and subhalos, respectively, relative to the physical timescale $t_0$ given by Equation (5)

$$t_{\text{field}} \equiv \lambda_{\text{field}} t_0$$

$$t_{\text{sub}} \equiv \lambda_{\text{sub}} (\sigma_V) t_{\text{field}} = \lambda_{\text{sub}} (\sigma_V) \lambda_{\text{field}} t_0.$$  (8)

The concrete physical interpretation of $t_{\text{field}}$ and $t_{\text{sub}}$ is that half of all dark matter halos will collapse once their age exceeds $t_{\text{field}}$, and half of all subhalos will have collapsed once their age exceeds $t_{\text{sub}}$. Note that we have also allowed $t_{\text{sub}}$ to depend explicitly on the cross section. This dependence exists, at least in principle, because dark matter particles bound to substructures can interact with the dark matter particles bound to the host dark matter halo (for example, through ram-pressure stripping or evaporation [76, 77]). The importance of this effect depends on the amplitude of $\sigma_V$ at a velocity scale comparable to the host halo central velocity dispersion, typically $O(100)$ km $s^{-1}$ for a galaxy.

The motivation behind introducing two distinct timescales between subhalos and field halos comes from considering the different environments relevant for each population of objects, and how these environments affect the process of core collapse. In contrast to field halos, galactic subhalos experience tidal disruption by a central galaxy, which can accelerate collapse (lower $\lambda_{\text{sub}}$) in subhalos relative to field halos [9, 10, 18]. As mentioned in the previous paragraph, scattering between subhalo and host halo particles can also decelerate the onset of collapse in subhalos (higher $\lambda_{\text{sub}}$) relative to field halos to a degree that that depends on $\sigma_V$ and its velocity dependence [76, 78]. Additional physical processes, such as the destruction of subhalos by ram-pressure stripping, can be implemented within this framework by enforcing covariance between the collapse timescales and the amplitude of the subhalo mass function through importance sampling.

We will now discuss the quantitative details of our model for core collapse in terms of $\lambda_{\text{sub}}$ and $\lambda_{\text{field}}$. Given the age of a halo, $T(z)$, defined as the elapsed time between redshift $z = 10$ (a typical formation time for low-mass halos) and the halo redshift $z$, we expect core collapse to occur once $T(z) \gg t_{\text{sub}}$ or $T(z) \gg t_{\text{field}}$. Different environments and evolutionary histories likely accelerate or delay collapse for individual halos. On a population level, we account for these effects by introducing scatter in the collapse times, represented by parameters $s_{\text{sub}}$ and $s_{\text{field}}$ for subhalos and field halos, respectively.

| $m_\chi$ [GeV] | $m_\phi$ [MeV] | $\alpha_\chi$ |
|----------------|----------------|--------------|
| Model 1        | 119            | 0.4          | $3.0 \times 10^{-3}$ |
| Model 2        | 20             | 3.5          | $1.6 \times 10^{-3}$ |
| Model 3        | 40             | 1.1          | $1.5 \times 10^{-3}$ |
| Model 4        | 18             | 1.7          | $1.3 \times 10^{-3}$ |
| Model 5        | 27             | 1.1          | $9.0 \times 10^{-4}$ |

The collapse probability for field halos follows a similar distribution, replacing $t_{\text{sub}}$ and $s_{\text{sub}}$ with $t_{\text{field}}$ and $s_{\text{field}}$.
FIG. 6. A possible realization of projected mass in dark matter field halos and subhalos in CDM (top left). Each other panel shows the same population of halos, but with a fraction of core-collapsed halos implemented according to the collapse probabilities shown in Figure 5. The color scale represents fluctuations of the projected mass around the average. Black lines show the critical curve, near where highly magnified lensed images appear. The semi-major axis is $\sim 1$ arcsecond. Halos along the line of sight appear warped and distorted in this representation. The visible deformations of the critical curve illustrate the efficient lensing properties of collapsed halos.

We predict the fraction of collapsed halos in a mass range between $m_a$ and $m_b$, $f_{a/b}(z, \sigma_V)$, by integrating over the halo mass function $dN/dm$ weighted by the probability of halos collapsing

$$f_{a/b}(z, \sigma_V) = \frac{1}{\langle N \rangle} \int_{m_a}^{m_b} P_c(m, z, \sigma_V) \frac{dN}{dm} dm$$

(10)

where $\langle N \rangle = \int_{m_a}^{m_b} (dN/dm) dm$.

Figure 5 shows the fraction of core-collapsed subhalos as a function of halo mass, assuming $\lambda_{\text{sub}} = 0.4$ and $\lambda_{\text{field}} = 350$, and $s_{\text{sub}} = 0.5$ Gyr. Our model predicts peaks in the fraction of collapsed halos associated with peaks in the scattering cross section. The $\sigma_V \propto v^{-1}$ behavior of the repulsive cross section (Model 1) causes most subhalos less massive than $10^8 M_\odot$ to collapse, while the resonant enhancement of the cross section in Model 2 near $20$ km $s^{-1}$ causes nearly all of subhalos in the mass range $5 \times 10^6 M_\odot \sim 5 \times 10^7 M_\odot$ to core collapse. The multiple resonances in Models 3 and 4 produce bimodal distributions in the fraction of collapsed halos as a function of mass. For the value $\lambda_{\text{field}} = 350$ used to create the figure, which roughly corresponds to the predicted timescale for core collapse in field halos from gravothermal fluid models with elastic scattering [66, 71, 73], a negligible fraction of field halos collapse.

Figures 9 and 10 in Appendix A show how the fraction of collapsed subhalos depends on redshift and $s_{\text{sub}}$, respectively.

C. The (sub)halo mass function and density profiles

We assume an SIDM model that does not alter the linear matter power spectrum [e.g. 34, 79], so we rely on halo density profiles to distinguish SIDM from CDM[80]. Prior to and during the early stages of collapse SIDM halos have cores, but the cores have a negligible impact on the magnification cross section [36], so we model halos that have not collapsed with NFW profiles for a conser-
that a halo has collapsed, we model its density profile as

\[ \rho(r, r_c, x_{\text{match}}) = \rho_0 \left(1 + r^2/r_c^2\right)^{-\gamma/2}. \]  

The parameter \( x_{\text{match}} \), defined as the multiple of the halo scale radius where the collapsed profile encloses the same mass as an NFW profile, fixes the normalization \( \rho_0 \); simulations show that \( x_{\text{match}} \) lies in the range \( 2 - 3 \). We include a core radius \( r_c \), with size between 0.01\( r_c \) and 0.05\( r_c \), to regularize the profile at the origin, and reproduce the small cores still present in collapsed halo profiles. Regarding the logarithmic slope \( \gamma \), some N-body simulations and semi-analytical fluid models predict \( \gamma \sim 2.2 \) \[7, 13, 66, 73, 81–83\], while other simulations find \( \gamma \sim 3 \) \[11, 15, 27\]. The differences may stem from the cosmological evolution of the halo, different implementations of the tidal evolution of subhalos, or the violation of the hydrostatic condition assumed in the fluid models. We explore how different models for the collapsed halo profile affect our results in Appendix C.

Figure 5 illustrates how the existence of a population of collapsed objects dramatically enhances the magnification cross section, relative to a population of NFW profiles. The figure shows possible projected mass distributions of subhalos and field halos for a simulated lens system for each benchmark model. Each panel depicts the mass in substructure projected along the line of sight between observer and source. The realizations shown in each panel halos have the same coordinates, but we have forced different objects to core collapse based on the core collapse probabilities shown in Figure 3. Deformation of the critical curve (black lines) implies a large perturbation to the magnification of a nearby image, as shown explicitly in Figure 3. By forward modeling image flux ratios with millions of realizations of dark matter structure, similar to those depicted in Figure 3, we can statistically infer the fraction of collapsed halos perturbing strong lenses, and derive constraints on the five cross sections shown in Figure 2.

### IV. CONSTRAINTS ON THE BENCHMARK MODELS

To constrain the five benchmark models, we use the inference framework developed and tested by Gilman et al. \[30, 51, 52\]. The methodology involves forward modeling the lensed image positions and flux ratios in the presence of dark matter halos, where the abundance and density profiles of the halos are determined by a vector of hyper-parameters. The hyper-parameters can describe, for example, the amplitude and slope of the (sub)halo mass function, the concentration-mass relation, or the abundance of core-collapsed halos. By comparing simulated data with observed data using informative summary statistics, we compute the likelihood function of the data given the model parameters, from which we can derive relative likelihoods and posterior probability distributions. Appendix A 1, as well as previous analyses that use the method \[30, 11, 41, 45\], provide additional details regarding how we compute the likelihood function.

#### A. Dataset

We analyze a sample of eleven quadruply-imaged quasars with the sample selection subject to two criteria. First, the systems must have flux ratios measured from an extended region around the background quasar to eliminate contamination from microlensing by stars. The angular size of the background source determines the smallest deflection angle that can impact an image magnification, so measuring image brightness from emission lines that come from an extended region around the source eliminates contamination associated with micro-lensing by stars, while retaining sensitivity to milli-arcsecond scale deflections caused by dark matter halos with masses between \(10^7 – 10^{10} M_\odot\).

Nine of the eleven systems have image magnifications measured from nuclear narrow-line emission: RXJ 1131+0231 \[61\], B1422+231 \[39\], HE0435-1223 \[40\], WGD J0405-3308, RX J0911+0551, PS J1606-2333, WFI 2026-4536, WFI 2033-4723, WGD 2038-4008 \[63\]. One system (PG 1115+080) has measurements in the mid-IR \[60\], and one system (MG0414+0534) has flux ratios measured from compact CO 11-10 emission \[62\].

The second criteria that must be satisfied is that the lens system show no evidence for morphological complexity in the form of stellar disks, because these structures require explicit lens modeling \[84, 85\]. Disks appear prominently in images of the deflector, allowing for the removal of problematic systems from the sample. The lens modeling applied to these data is discussed in detail in Appendix A 2.

As illustrated by Figures 3 and 6, core-collapsed halos act as extremely efficient lenses, perturbing the relative image magnifications of the eleven systems we analyze more than we would expect in CDM. In the next section, we discuss how we compute the likelihood function using our data, and how we derive constraints on the core-collapse timescales \( \lambda_{\text{sub}} \) and \( \lambda_{\text{field}} \) from our data.

#### B. Derivation of the likelihood function

To constrain the five benchmark SIDM cross sections shown in Figure 2 we use two vectors of hyper-parameters: First, we have a set of parameters \( q \) that specify the fraction of core-collapsed subhalos and field halos in three mass ranges logarithmically-spaced between \(10^6 – 10^{10} M_\odot\) \[86\]. Appendix A 2 gives additional details regarding how we define the vector of hyper-parameters \( q \) in the lensing analysis. Second, we have a set of hyper-parameters \( v \) that specify the amplitude
and logarithmic slope of the (sub)halo mass function. For each lens, we compute \( \mathcal{L}(d_n|q,v) \), the likelihood of the data of the \( n \)th lens in terms of these parameters. When computing \( \mathcal{L}(d_n|q,v) \), we marginalize over uniform priors on \( \gamma \) between 2.7 – 3.3, on \( r_s \) between 0.01 \( r_s \) and 0.05 \( r_s \), on \( x_{\text{match}} \) between 2 – 3, as well as the size of the lensed background source, and the mass profile of the main deflector. Appendix A describes how we parameterize the subhalo and field halo mass functions, the background source, and the mass profile of the main deflector.

By parameterizing in terms of the fraction of collapsed halos \( q \), we decouple our analysis of the data from assumptions related to how core collapse occurs in low-mass halos. In addition to several advantages from a computational perspective (see Appendix A2), parameterizing in terms of \( q \) allows us to constrain a variety of SIDM models with a single inference, and implement any model for structure formation that predicts how a given cross section causes core collapse in low-mass halos. For this work, we use the structure formation model introduced in the previous section, defined by the vector of hyper-parameters \( p \equiv (\lambda_{\text{sub}}, \lambda_{\text{field}}, s_{\text{sub}}, s_{\text{field}}) \). Writing this model as \( p(q|\sigma_V, p) \), we recast the likelihood function in terms of \( p, v \) and \( \sigma_V \)

\[
\mathcal{L}(d_n|p,v,\sigma_V) = \int \mathcal{L}(d_n|q,v)p(q|p,\sigma_V)dq.
\]

(12)

and use a Monte Carlo method to perform the integral. We generate random samples of \( p \) and \( v \), use the model \( p(q|p,\sigma_V) \) to predict the fraction of collapsed halos \( q \) for a given cross section \( (\sigma_V) \), and then assign each draw of \( p \) and \( v \) an importance weight determined by the likelihood function \( \mathcal{L}(d_n|q,v) \). Finally, we obtain the joint likelihood function for the full dataset as a product of the likelihoods computed for each lens

\[
\mathcal{L}(D|p,v,\sigma_V) = \prod_{n=1}^{11} \mathcal{L}(d_n|p,v,\sigma_V),
\]

(13)

from which we can derive a posterior probability density \( p(p,v|\sigma_V, D) \propto \pi(p,v)\mathcal{L}(D|p,v,\sigma_V) \) by specifying a prior probability density \( \pi(p,v) \).

Figure 7 shows the posterior distribution \( p(\lambda_{\text{sub}}, \lambda_{\text{field}}|\sigma_V, D) \) computed for Model 1, and Figure 5 shows the same result for Models 2-5. Figure 7 includes several annotations related to the physical interpretation of the joint distribution \( p(\lambda_{\text{sub}}, \lambda_{\text{field}}|\sigma_V, D) \), which we discuss in detail in the next sub-section. We display each probability density after marginalizing over \( v \), \( s_{\text{sub}} \), and \( s_{\text{field}} \). When marginalizing over \( v \) (the parameters that describe the logarithmic slope and amplitude of the subhalo and field halo mass functions) we allow for 20% uncertainty in the amplitude of the field halo mass function, and vary the logarithmic slope of the subhalo mass function between \(-1.95 \) and \(-1.85 \), spanning the range of theoretical uncertainty predicted by N-body simulations [67, 83]. We assume uniform priors on \( s_{\text{sub}} \) and \( s_{\text{field}} \) between 0.25 – 1.0 Gyr, and a uniform prior on the amplitude of the subhalo mass function that spans the range of theoretical uncertainty for this quantity. We show how our results change with different priors assigned to these parameters in Appendix A3 and A4.

C. How should one interpret constraints on \( \lambda_{\text{sub}} \) and \( \lambda_{\text{field}} \)?

By parameterizing in terms of \( \lambda_{\text{sub}} \) and \( \lambda_{\text{field}} \), we propose that the relevant physics for a strong-lensing analysis of SIDM amounts to mapping the various physical processes relevant for the problem into these two collapse timescales, and their (possible) covariance with other parameters of interest. We emphasize this point through the annotations made on the x and y-axis of Figure 7. As shown in the figure, from both idealized and cosmological simulations of SIDM halo evolution, we expect \( \lambda_{\text{field}} \) to be an \( O(10^2) \) number in elastic SIDM [9, 71, 73], while in models with inelastic scattering \( \lambda_{\text{field}} \) can be an order of magnitude smaller [83]. While other parameters relevant for our analysis, particularly the amplitude of the subhalo mass function, can also depend on the SIDM cross section, the effect of dark self-interactions on these quantities enters at second order in the likelihood function relative to the range of collapse timescales shown in Figures 7 and 8 (see Appendix A4).

For a given value of \( \lambda_{\text{field}} \), moving along the x-axis (i.e. varying \( \lambda_{\text{sub}} \)) explores different possible realities for how tidal stripping and evaporation can accelerate or delay the onset of core collapse in subhalos relative to field halos. On the far left, tidal stripping accelerates core collapse in subhalos relative to field halos by over a factor of ten, while higher \( \lambda_{\text{sub}} \) corresponds to a situation in which scattering between subhalo particles and host halo particles counters the effects of tidal stripping and delays collapse. The degree to which tidal stripping or subhalo-host interactions dominate the collapse process depends on the amplitude of \( \sigma_V \) at a speed comparable to the central velocity dispersion of the host. Thus, it is likely that \( \lambda_{\text{sub}} \) is a function of the cross section amplitude \( \sigma_V \) evaluated at \( v \sim 200 \text{km s}^{-1} \), a typical velocity dispersion for a galaxy. From the existing suite of SIDM simulations that examine these processes [9, 13, 66, 75, 77], however, it remains somewhat unclear how exactly to implement the dependence of \( \lambda_{\text{sub}} \) on \( \sigma_V \), so we have left it as a free parameter.

With the point of view that \( \lambda_{\text{sub}} \) and \( \lambda_{\text{field}} \) encode the relevant physics and meaningful information related to core collapse and SIDM that we can extract from the data, we can use inferences on these parameters to draw conclusions regarding the nature of dark matter. First, a clear detection of a particular combination of \( \lambda_{\text{field}} \) and \( \lambda_{\text{sub}} \) means the data requires the existence of core-collapsed halos. This would constitute strong evidence in support of SIDM, particularly if the inferred collapse timescales match the collapse timescales predicted...
FIG. 7. The joint likelihood of the core-collapse timescale for all halos, $\lambda_{\text{field}}$, and the collapse timescale for subhalos relative to field halos, $\lambda_{\text{sub}}$. The color scale shows the relative likelihood of each combination of $\lambda_{\text{field}}$ and $\lambda_{\text{sub}}$ allowed by the data after marginalizing over uncertainties associated with the amplitude of the subhalo mass function. The top right (bottom left) regions of parameter space correspond to models in which almost zero (almost all) subhalos and field halos collapse. Moving along the y-axis changes the overall timescale for core collapse in all halos, which corresponds to changing the efficiency with which self-interactions can move heat through the halo profile through, for example, inelastic scattering. Moving along the x-axis explores different models for core collapse in subhalos. Small values of $\lambda_{\text{sub}}$ correspond to accelerated collapse of subhalos relative to field halos by processes such as tidal stripping, while larger $\lambda_{\text{sub}}$ correspond to situations in which processes such as host-subhalo scattering, also referred to as evaporation, delay collapse.

by N-body simulations or fluid models for the same $\sigma_V$. Among the five benchmark models, we see no evidence for a preferred collapse timescale, and the data disfavors scenarios in which large (> 80%) fractions of halos collapse for each benchmark model we consider.

Conversely, an SIDM model remains viable only if the data does not rule out the collapse timescale associated with it. To give a concrete example, the region of parameter space with $\lambda_{\text{field}} < 30$ corresponds core collapse accelerated by a factor of ten, relative to the predictions of SIDM with purely elastic scattering [9, 66, 73]. Shortened collapse timescales such as these can result from inelastic or dissipative self-interactions [83, 89] which can accelerate collapse by a factor up to 1,000 if the specific energy loss per collision matches the square of the velocity dispersion of the (sub)halos. While the particular form of the interaction potentials we consider suppresses dissipative processes [90], given that our data disfavors scenarios in which a majority of halos collapse, our data would also disfavor a cross section strength exceeding $100 \, \text{cm}^2 \, \text{g}^{-1}$ below $50 \, \text{km} \, \text{s}^{-1}$ with an efficient energy loss channel that causes halos to collapse in even greater numbers.

As we assign equal prior probability to $\log_{10} \lambda_{\text{sub}}$ and $\log_{10} \lambda_{\text{field}}$, the posterior distributions shown in Figure 8 vary in direct proportion with the likelihood $L(D|\lambda_{\text{sub}}, \lambda_{\text{field}})$. Table II summarizes the likelihood relative to CDM for various representative combinations of $\lambda_{\text{sub}}$ and $\lambda_{\text{field}}$. We define the likelihood of CDM as the mean probability of points in the region $\lambda_{\text{field}} > 300$ and $\lambda_{\text{sub}} > 1$ (such that no halos collapse). At fixed $\lambda_{\text{field}}$, different $\lambda_{\text{sub}}$ correspond to different physical models for core collapse in subhalos. For example, while tidal stripping can accelerate core collapse [9, 10], host halo
and subhalo particle interactions, particularly evaporation and tidal heating [76, 77], can delay collapse. Ram pressure stripping can also lower the amplitude of the subhalo mass function [78], and all of these effects in combination could increase the scatter in collapse times for subhalos, relative to field halos. We investigate these effects in Appendices A3 and A4 by adding informative priors on the subhalo mass function amplitude and scatter in collapse timescales, and show that they cause $10 - 30\%$ differences in the relative likelihoods quoted in Table II. In addition to these processes that affect the subhalo mass function amplitude and the scatter in halo collapse times, at fixed $\lambda_{\text{field}}$, increasing $\lambda_{\text{sub}}$ significantly impacts the resulting likelihood, underscoring the importance of developing sound theoretical understanding for subhalo evolution in velocity-dependent SIDM.

V. SUMMARY AND DISCUSSION

We develop a method to analyze self-interacting dark matter with quadruply-imaged quasars, and apply it to analyze five benchmarks models of a velocity-dependent self-interaction cross section. Using the collective impact of many halos on the magnifications of unresolved lensed images, we infer the fraction of core-collapsed subhalos and field halos in eleven lens systems, and recast this inference as constraints on each cross section using a structure formation model that predicts the fraction of collapsed subhalos and field halos as a function of halo mass for a given cross section. We derive constraints on the core-collapse timescales for subhalos and field halos, and compute the relative likelihood of each cross section to CDM under different assumptions regarding how core collapse proceeds in low-mass halos. The most significant likelihood penalties, between 5:1 to 7:1, apply to scenarios in which a majority of all halos collapse. This can occur, in particular, with dissipative self-interactions [83, 89].
TABLE II. The relative likelihoods of CDM to each SIDM model under different assumptions for the collapse timescales $\lambda_{\text{sub}}$ and $\lambda_{\text{field}}$.

| Model | $\lambda_{\text{sub}} : \lambda_{\text{field}}$ | $\lambda_{\text{sub}} : \lambda_{\text{field}}$ | $\lambda_{\text{sub}} : \lambda_{\text{field}}$ | $\lambda_{\text{sub}} : \lambda_{\text{field}}$ | $\lambda_{\text{sub}} : \lambda_{\text{field}}$ |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1     | 1:1             | 1:1             | 6:1             | 5:1             | 4:1             |
| 2     | 2:1             | 1:1             | 7:1             | 6:1             | 6:1             |
| 3     | 1:1             | 1:1             | 6:1             | 6:1             | 5:1             |
| 4     | 2:1             | 1:1             | 6:1             | 6:1             | 4:1             |
| 5     | 1:1             | 1:1             | 4:1             | 5:1             | 4:1             |

A promising avenue for future research involves combining inferences from strong lensing with those from independent probes, breaking inferences inherent to methods when applied individually [e.g. 75]. An inference of the subhalo mass function amplitude from stellar streams [91], for example, is likely not as sensitive to the internal structure of halos as lensing [92-93], providing an independent handle on the overall number of subhalos. In the case of dwarf galaxies, resonances in the cross section could cause core collapse within a Hubble time if the velocity dispersion of the galaxy coincides with the velocity scale of the resonance. This process would directly contribute to the diversity of galactic rotation curves. Finally, combining inferences from lensing with analyses of dwarf galaxies [e.g. 12, 15, 20, 94-98] would leverage information from an extended range of scales to constrain velocity-dependent cross sections.

While we have focused on quadruply-imaged quasars, galaxy-scale strong lens systems with extended images and arcs that partially encircle the main deflector can also reveal the presence of low-mass dark matter (sub)halos [99]. The minimum halo mass accessible with these types of lens systems, and therefore the velocity scale where observations can probe the SIDM cross section, exceeds $10^3 M_\odot$ with existing data [106, 107], roughly two orders of magnitude in halo mass larger than the halo masses impacting image flux ratios. However, these estimations of the minimum halo mass sensitivity for systems with extended images acquire NFW profiles. Based on the deformed critical curves in Figure 5, a population of core-collapsed subhalos and field halos with masses below $10^3 M_\odot$ could possibly imprint measurable signatures on the surface brightness of lensed arcs. Detection or non-detection of this lensing signature would complement constraints from flux ratios at lower halo masses. In addition, searches for lensed radio sources with image separates of $\sim 1$ m.a.s. could reveal the presence of core-collapsed halos in the field [108, 109], and probe similar mass and velocity scales as those explored in this work.

Gilman et al. [36] (hereafter G21) simulate core collapse using an approximate analytic model for the scattering cross section for a weak potential ($\alpha m_\chi / m_\psi \ll 1$), and make forecasts for strong lensing constraints on SIDM models. G21 conclude that narrow-line flux ratios, like the ones used in this analysis, provide only limiting constraining power over SIDM. However, the cross sections examined by G21 reach a maximum amplitude of $50 \text{ cm}^2 \text{ g}^{-1}$, much lower than the $100 - 1000 \text{ cm}^2 \text{ g}^{-1}$ cross section strengths below $30 \text{ km s}^{-1}$ examined in this work. Thus, G21 did not consider cross section strengths large enough to allow field halos to core collapse in significant numbers. Our results are broadly consistent with the forecasts by G21, as Table II shows that with only eleven lenses, significant relative likelihood penalties apply only to models in which a significant fraction of both field halos and subhalos core collapse. We have argued that both dissipative self-interactions, and resonances in the cross section that significantly increase its amplitude, can trigger collapse in field halos.

With forthcoming data from the James Webb Space Telescope (JWST), the number of lens systems suitable for the analysis we present will triple (JWST GO-2046 Nierenberg et al. [110]). In addition to expanding the sample size, JWST will measure image fluxes in the mid-infrared, which emanates from a more compact region around the background quasar than the nuclear narrow-line emission we analyze. As shown by G21, the more compact source increases sensitivity to low-mass core-collapsed halos. Improved modeling of SIDM halo profiles [13, 66, 71, 77, 81, 111], together with these new data, will lead to more stringent constraints on SIDM cross sections.
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These appendices provide technical details relevant for the analysis presented in the main article, and additional discussion. First, in Section A1 we provide additional details regarding the inference methodology used to analyze the data. In particular, Sections A3 and A4 discuss how our results depend on the prior assigned to the subhalo mass function amplitude, and the scatter in the core collapse times. Section B describes the models we implement for the subhalo and field halo mass functions, the background source, and the main deflector mass profile. In Section C we investigate our sensitivity to the inner structure of collapsed profiles.

Appendix A: Inference method

This section discusses how we compute likelihood functions and posterior distributions. We begin in Section A1 by explaining the methodology in general terms. The methodology outlined in Section A1 is discussed at length by previous analyses that utilize the method 36, 11, 12, 13, 14, 15. For completeness, however, we have included an explanation of the full methodology in this work as well. For details pertaining to the likelihood function that we use specifically within the context of the analysis presented in the main article, one can skip ahead to Section A2. Sections A3 and A4 discuss how our results depend on our knowledge of the scatter in the core collapse timescales, and the amplitude of the subhalo mass function.

1. Bayesian inference in substructure lensing

Our goal is to compute a posterior distribution \( p(q|D) \), where \( q \) represents a set of parameters of interest and \( D \) represents the full set of data from a sample of lenses. As each lens contributes statistically independent information, we can compute this distribution as a prior probability \( \pi(q) \) times the product of likelihood functions computed for individual lenses

\[
p(q|D) \propto \pi(q) \prod_n \mathcal{L}(d_n|q) . \tag{A1}
\]

The quantity \( d_n \) represents the data for the \( n \)-th lens, which specifies the four image positions and three magnification ratios (flux ratios) of a lensed background quasar. The parameters \( q \) are, in most cases, hyper-parameters that define properties of dark matter halos, such as the slope and amplitude of the subhalo and field halo mass functions, or the number of core-collapsed halos.

Individual realizations of dark matter structure, \( m \), generated from the model specified by \( q \), mediate the connection between \( q \) and the data. A single realization specifies the masses, positions, and density profiles for dark matter halos and subhalos distributed between the observer and the source. In addition to a realization \( m \), the size of the lensed background source, the density profile of the main deflector, and measurement uncertainties can also affect the interpretation of the data. Collecting these nuisance parameters into a vector \( x \), the likelihood function is given by

\[
\mathcal{L}(d_n|q) = \int p(d_n|m_{sub}, x) p(m, x|q_{sub}) \, dm \, dx . \tag{A2}
\]

This integral is computationally intractable due the high dimension of the parameter space. In particular, the overwhelming majority of random draws of a lens mass profile for the main deflector will not produce a lens system with the same image positions as in the observed data.

With the framework developed by 65, 66, we can bypass the direct evaluation of Equation A2 with a forward modeling approach that, by construction, computes flux ratios of simulated lensed images at the same coordinates as the observed image positions. First, we generate a realization of dark matter structure \( m \) from the model \( q \). Next, using the recursive form of the multi-plane lens equation 117

\[
\theta_K = \theta - \frac{1}{D_{ks}} \sum_{k=1}^{K-1} D_{ks} \alpha_k (D_{k} \theta_k) \tag{A3}
\]

we solve for a set of parameters that describe the mass profile of the main deflector (hereafter the ‘macromodel’) that map the four observed image positions in the data to a common source position. The quantity \( D_{ks} \) represents an angular diameter distance between the \( k \)-th lens plane and the source plane, and \( D_k \) (\( D_h \)) represents the angular diameter distance to the source plane (the \( k \)-th lens plane). The vector \( \theta \) represents an angle on the sky, and \( \alpha_k \) represents the deflection field from all halos at the \( k \)-th lens plane. For each realization, we first run a randomly-initialized particle swarm optimization, followed by a downhill simplex routine, to obtain a precise solution for the macromodel parameters.

When performing the optimization, we sample parameters that describe the main deflector mass profile from their respective priors. For our analysis, we model the main deflector as a power-law ellipsoid embedded in external shear, with the addition of an octopole mass moment that adds boxyness or diskyness (see Section B) to the main deflector mass profile. The optimization is performed with all halos included in the lens model, such that configurations of the macromodel returned by the optimization routine express any potential covariance with the hyper-parameters \( q \). The Einstein radius, mass centroid, ellipticity, ellipticity position angle, and external shear position angle are left free to vary during the optimization, while the logarithmic profile slope, external shear strength, and amplitude of the octopole mass moment are sampled from a prior, and held fixed during the optimization. We account for astrometric uncertainties in the measured image positions by adding random perturbations to the image positions in the simulated lens before performing the optimization.
At this stage, we have a lens system that includes a realization of dark matter structure with the same image positions as the observed data. We now proceed to compute the flux ratios. First, we sample a source size from a prior, and then ray-trace through the lens system to compute the image magnification with the extended source. After adding measurement uncertainties to the resulting image magnifications, we compute a summary statistic using the observed flux ratios $f_{\text{data}}$ and the model-predicted flux ratios $f_{\text{model}}$

$$S = \sqrt{\sum_{i=1}^{3} \left( f_{\text{data}(i)} - f_{\text{model}(i)} \right)^2}, \quad (A4)$$

where the sum runs over the three flux ratios. We accept a proposal of model parameters $q$ if the corresponding statistic satisfies $S < \epsilon$, where $\epsilon$ is a tolerance threshold. In practice, we generate hundreds of thousands to millions of realizations per lens, and retain the several thousand proposals corresponding to the smallest values of $S$, resulting in a tolerance threshold $\epsilon \sim 0.05$.

As $\epsilon \to 0$, the ratio of the number of accepted samples between two models will approach the relative likelihood of the two models. Thus, our method returns the relative likelihood of different points throughout the prior volume $\pi(q)$, which is enough information to determine the likelihood function for an individual lens $\mathcal{L}(d_n|q)$ in Equation [A2] and the posterior probability density in Equation [A1] up to an irrelevant (for our purposes) numerical prefactor.

2. The likelihood function for core collapse in SIDM

We now discuss the likelihood function and posterior distribution used to obtain the key results presented in the main article. We compute the likelihood in terms of the fraction of collapsed halos as a function of halo mass. Due to the finite computational resources available to us, we must approximate the fraction of collapsed halos, which is a continuous function of halo mass, as a sequence of discrete mass bins. We write the fraction of collapsed subhalos in a mass range $10^a - 10^b M_\odot$ as $f_{a/b}$, and compute the fraction of collapsed field halos in the same mass range as a function of redshift as $r_{a/b} \times f_{a/b} \times \left[ T(z) / T(z_d) \right]$. The parameter $r_{a/b}$ sets the fraction of collapsed field halos near the main deflector redshift, $z_d$, relative to the fraction of collapsed subhalos, and we multiply by the ratio of halo ages $T(z) / T(z_d)$ such that field halos at $z > z_d$ ($z < z_d$) are less likely (more likely) to core collapse, with a probability that scales linearly with the elapsed time since formation. This approximation works better than 10% for $s_{\text{field}} < 1.5$ Gyr. It breaks down for larger values of $s_{\text{field}}$ halos begin collapsing early, and continue to collapse with approximately equal probability until the present time (as opposed to the collapse probability scaling directly with halo age).

The timescale for core collapse also has a strong concentration on concentration, $c$. For a velocity independent cross section, $t_0 \propto c^{-7/2}$. At first order, scatter in the concentration mass relation changes the overall number of collapsed halos. This effect can be absorbed into the collapse timescales $\lambda_{\text{sub}}$ and $\lambda_{\text{field}}$. At second order, the probability that halo has collapsed becomes correlated with the shape of halo profile (as determined by the concentration) outside of the collapsed central region. We do not account for this second-order effect in our model, but it could be included in the future.

Collecting terms, the vector of hyper-parameters associated with SIDM physics is $q \equiv \left( f_6/7.5, f_{7.5/8.5}, f_{8.5/10}, r_6/7.5, r_{7.5/8.5}, r_{8.5/10} \right)$. Working in terms of the fraction of collapsed halos allows us analyze virtually any form of the interaction cross section with any model for structure formation. Computing the likelihood in terms of the fraction of collapsed halos also has utility from a computational perspective. Resonances in the cross section cause a highly stochastic response of the cross section strength to small changes in $\alpha_{\chi}$ and $m_{\chi}/m_\phi$, causing the resulting likelihood function to fluctuate unpredictably over a range of scales. This poses significant numerical challenges, because it is prohibitively difficult to obtain an accurate approximation of the target probability density by applying a kernel density estimator to the likelihood function or posterior distribution. On the other hand, the likelihood function is a smoothly-varying function of the collapse fractions, allowing us to apply a kernel density estimator to obtain a continuous approximation of the likelihood.

For each lens, we use the forward modeling approach discussed in Section A1 to compute the likelihood of the data in terms of the fraction of collapsed halos, the amplitude of the subhalo mass function $\Sigma_{\text{sub}}$, the logarithmic slope of the subhalo mass function $\alpha$, and a term that rescales the amplitude of the line-of-sight halo mass function, $\delta_{\text{LOS}}$. For each lens, we write this likelihood $\mathcal{L}(d_n|q, v)$, where we have introduced the shorthand notation $v \equiv (\Sigma_{\text{sub}}, \delta_{\text{LOS}}, \alpha)$. We include terms that alter the amplitude of the subhalo and field halo mass functions in the computation of the likelihood function because the constraining power over halo density profiles scales with the overall number of halos.

When computing the likelihood function in terms of the fraction of collapsed halos in each mass bin, we evaluate the collapse fraction $f_{a/b}$ at $m_c + \delta m_c$, where $\log_{10} m_c = 0.5 (a + b)$ represents the (logarithmic) center of the mass bin, and $\delta m_c$ is a random step in $\log_{10} m$ drawn from a uniform distribution centered at zero with a width equal to the bin size. When computing the likelihood function, we evaluate the structure formation model at the main deflector redshift, $z_d$, as the population of subhalos and field halos affecting each lens reflect the properties of SIDM halos at different times.
To illustrate this evolution, Figure 9 shows the fraction of collapsed subhalos for Model 4 as a function of the main deflector redshift $z_d$, using the same values of $\lambda_{\text{sub}}$, $\lambda_{\text{field}}$, and $\sigma_{\text{sub}}$ as in Figure 5.

3. The effect of scatter in the collapse timescales

The function used to determine the core collapse probability (Equation 9) is the cumulative distribution function for the logistic distribution

$$p(x) = \frac{\exp(-x)}{(1 + \exp(-x))^2}$$

with $x = (T(z) - t_{\text{sub}}(m, z, \sigma_{\nu})) / s_{\text{sub}}$, for subhalos, and a similar expression for field halos. This probability density results in a standard deviation of collapse times given by $(\pi / \sqrt{3}) s_{\text{sub}} \sim 1.8 s_{\text{sub}}$. Figure 10 shows how increasing the value of $s_{\text{sub}}$ from 0.25Gyr to 1.0 Gyr affects the fraction of collapsed subhalos for Model 4. The effect of increasing the scatter is qualitatively similar among each of the five benchmark models.

Figure 11 shows how our constraints on Model 2 change assuming a different prior for the collapse timescales and the amplitude of the subhalo mass function (see next section). We focus on Model 2 because we obtain the strongest constraints on this model, and the effects of the various prior choices become most apparent. The top left panel shows the constraints presented in the main article, which assume a uniform prior on both $s_{\text{field}}$ and $s_{\text{field}}$ between 0.25 – 1.0 Gyr. The top right panel shows the constraints if we assume a model in which the scatter in collapse times in field halos is roughly three times less than the scatter in collapse times for subhalos. This could occur, for example, if tidal stripping, heating, and evaporation differentially impact subhalo evolution with a strong dependence on orbital pericenter, while field halos have similar evolutionary histories, and collapse within 1Gyr of each other. Folding in this more informative prior, the constraints on the collapse timescales strengthen by $\sim 15\%$ for the combinations of $\lambda_{\text{field}}$ and $\lambda_{\text{field}}$ listed in Table I. Thus, theoretical predictions for these parameters will likely important increasingly important as the data quality improves and the sample size of lenses grows.

4. The subhalo mass function in SIDM

The amplitude of the subhalo mass function (SHMF), or $\Sigma_{\text{sub}}$ in our notation, is subject to significant theoretical uncertainty associated with tidal stripping. While one generally expects some fraction of subhalos to become tidally disrupted and eventually destroyed as they orbit the central galaxy, the extent to which this occurs around massive elliptical galaxies remains somewhat unexplored. This is mainly due to the computational expense required to perform cosmological simulations of a host halo with mass $\sim 10^{13} M_\odot$ while resolving subhalos down to $10^7 M_\odot$. At the present time, we are only aware of one study that examines this problem in detail 88.

Recently, Nadler et al. 75 and Banik et al. 91 inferred the amplitude of the SHMF in the Milky Way from dwarf galaxy counts and stellar streams, respectively. The inferences on the subhalo mass function amplitude between the two probes are consistent with each other, and when extrapolated up to the halo mass scales relevant for strong lensing, correspond to subhalo mass...
function amplitudes $\Sigma_{\text{sub}} \sim 0.025 \times q$, where $q$ represents the differential tidal stripping efficiency between the Milky Way and massive ellipticals. If subhalos are disrupted by the Milky Way’s disk twice as efficiency as by an elliptical galaxy, we would have $q = 2$ and expect $\Sigma_{\text{sub}} = 0.05\text{kpc}^{-2}$ \cite{75}. A value $q > 1$ is likely correct, as stellar disks prove particularly adept at tidally disrupting subhalos in N-body simulations \cite{118, 119}.

Self-interactions add an additional layer of complexity to predicting the SHMF amplitude. As shown by Nadler et al. \cite{78}, self-interactions between subhalo particles and host halo particles remove mass from subhalos through ram pressure stripping. For the cross sections considered by Nadler et al. \cite{78}, the ram pressure stripping from self-interactions suppressed the number of surviving subhalos by 20% – 50%. The efficiency of this process depends on the amplitude of the cross section at the velocity scale set by the host halo velocity dispersion. While Nadler et al. \cite{78} studied this effect for Milky Way-like systems, the effect likely persists in early-type galaxy halos, although the amount of suppression may differ due to the somewhat higher velocity dispersion of typical lens galaxy host halos ($\sim 10^{12} M_\odot$ instead of $\sim 10^{12} M_\odot$).

In our framework, we can account for this effect by folding in a prior on the subhalo mass function amplitude. For the main analysis, we do not impose strong assumptions on the amplitude of the subhalo mass function and marginalize over a uniform prior on $\Sigma_{\text{sub}}$ between $0.0 - 0.075\text{kpc}^{-2}$. For reference, if tidal stripping by stellar disks is twice as efficient as tidal stripping by an elliptical central galaxy and ram pressure stripping from self-interactions is negligible, we would expect $\Sigma_{\text{sub}} \sim 0.05 \text{kpc}^{-2}$ \cite{75}, while if ram-pressure stripping suppresses the amplitude of the SHMF by 50% with doubly-efficient tidal stripping, we would expect $\Sigma_{\text{sub}} \sim 0.025 \text{kpc}^{-2}$.

Figures 11 shows how a prior on the SHMF amplitude affects the inference on $\lambda_{\text{sub}}$ and $\lambda_{\text{field}}$ for Model 2. With lower subhalo mass function amplitudes, we obtain somewhat weaker constraints on timescales by $\sim 20\%$. The effect of the prior on the subhalo mass function amplitude is comparable to the effect of changing the prior on $s_{\text{sub}}$ and $s_{\text{field}}$, comparing the bottom panels of Figure 11 with the top right panel. The effect of ram pressure stripping in SIDM on the amplitude of the SHMF further underscores the need for sound theoretical predictions for the tidal evolution of dark subhalos around early-type galaxies for velocity-dependent cross sections.

### Appendix B: Parameterization of the mass function, background source, and main deflector mass profile

In this section, we provide technical details regarding the models we implement for the subhalo and field halo mass functions, the background source, and the main deflector mass profile. Many of the modeling choices outlined in the following sections are the same as used in previous analyses \cite{36, 11}. We refer to these works for further details and discussion.

1. **Subhalo and field halo mass functions**

We consider models of self-interacting dark matter in which the linear matter power spectrum is unaffected on scales probed by our data. We note that some SIDM theories predict a suppression in the matter power spectrum from significant interactions between dark matter and dark radiation \cite[e.g. 34, 79]{79}, but this property is not inherent to all SIDM frameworks. We could easily extend our analysis to such models, however, given a prediction for the halo mass function and the concentration-mass relation.

We generate populations of halos in field, along the line of sight from observer to source, using the mass function model presented by Sheth et al. \cite{120}

$$\frac{dN_{\text{CDM}}}{dm \delta m} = \delta_{\text{LOS}} \times \xi(M_{\text{host}}, z) \left. \frac{dN}{dm \delta m} \right|_{\text{Sheth Tormen}}$$

assuming a flat $\Lambda$CDM cosmology with parameters from Planck \cite{121}. $M_{\text{host}} \sim 10^{13} M_\odot$ is the host halo mass. The term $\delta_{\text{LOS}}$ rescales the amplitude of the mass function everywhere, and absorbs uncertainties associated with cosmological parameters, and the definition of halo mass. We marginalize over values of $\delta_{\text{LOS}}$ between 0.8 and 1.2 in the forward model to account for these uncertainties. The term $\xi(M_{\text{host}}, z)$ adds additional halos near the main lens plane, due to the local enhancement of the dark matter density associated with the host dark matter halo. We refer to Gilman et al. \cite{65} and Gilman et al. \cite{11} for additional details regarding this term.

We model the subhalo mass function as

$$\frac{dN_{\text{CDM}}}{dm \delta m} = \frac{\Sigma_{\text{sub}}}{m_0} \left( \frac{m}{m_0} \right)^{-\alpha} \mathcal{F}(M_{\text{host}}, z),$$

where $\Sigma_{\text{sub}}$ sets the normalization, and $\alpha$ is the logarithmic slope pivoting around $m_0 = 10^8 M_\odot$. The term $\mathcal{F}(M_{\text{host}}, z)$ accounts for the evolution of the projected mass in substructure with host halo mass and redshift \cite{11}. By factoring the evolution with redshift and host halo mass out of the definition of $\Sigma_{\text{sub}}$, we can combine inferences of $\Sigma_{\text{sub}}$ from multiple lenses (in other words, we can multiply together likelihoods computed for different lenses conditioned on $\Sigma_{\text{sub}}$). In the specific context of SIDM $\Sigma_{\text{sub}}$ absorbs effects from ram pressure stripping, which can suppress the number of subhalos \cite{78}.

We model the density profiles of halos generated from the mass functions as tidally truncated NFW profiles

$$\rho(r, r_s, r_t) = \rho_s \left( \frac{r}{r_s} \right)^{-1} \left( 1 + \frac{r}{r_s} \right)^{-2} \left( \frac{r_t^2}{r^2 + r_t^2} \right).$$

We assign a truncation radius $r_t$ to subhalos based on their mass and three dimensional position inside the
FIG. 11. Constraints on the collapse timescales $\lambda_{\text{sub}}$ and $\lambda_{\text{field}}$ for Model 2 after marginalizing over different priors for the amplitude of the subhalo mass function $\Sigma_{\text{sub}}$, and the scatter in collapse times for subhalos $s_{\text{sub}}$ and field halos $s_{\text{field}}$. The top left panel shows the constraints presented in Figure 8 for comparison. For discussion, see Sections A.3 and A.4.

host halo [122]. We truncate field halos at $r_{50}$, corresponding to $r_{t}/r_{s} \sim 25$ for most objects. Field halos in CDM become effectively truncated at the splash-back radius [123], which is the same order as $r_{50}$. We use the concentration-mass relation presented by [74] with a scatter of 0.2 dex [124].

2. Background source

We model the extended structure of the background source as a circular Gaussian with a size (defined as the full-width at half-maximum) determined by the emission feature used to measure the relative image brightness. For lenses with fluxes measured from nuclear narrow-line emission, we sample source sizes in the forward model between 25-60 pc [125]. To model the mid-IR source, we assume a size of 0.5 – 10 pc [60], and for the CO 11-10 emission we assume a size of 5-15 pc [62].

3. Main deflector mass profile

The models we use for the main deflector mass profile are motivated by observations of the early-type galaxies that typically act as strong lenses [126]. These systems typically have approximately isothermal mass density profiles, with approximately elliptical iso-density contours. We therefore model the mass profile of the main deflector as an isothermal ellipsoid, plus external shear.
from nearby structure. We marginalize over the logarithmic profile slope $\gamma_{\text{macro}}$ between $-1.9$ and $-2.2$, and over the external shear strength in the main lens plane.

Higher-order angular structure in lens galaxies can impact image flux ratios \cite{84 127 128}, although in order to explain the data completely the multipoles require unreasonably large amplitudes \cite{129 130}. To account for deviations from ellipsoidal symmetry, we add additional angular structure to the main deflector mass profile through a multipole term with amplitude $a_4$

$$\kappa_{\text{oct}}(r, a_4, \theta) = \frac{a_4}{r} \cos \left(4 \left(\theta - \theta_c\right)\right)$$

where $\theta_c$ is the position angle of the main deflector’s elliptical mass profile. The sign of $a_4$ determines whether this additional component results in iso-density contours that are boxy or disky. We marginalize over a prior on $a_4$ with mean zero and variance 0.01, where the variance is determined from observations of isophotes of elliptical galaxies, assuming light traces mass \cite{131 132}. This choice overestimates the magnitude of the ellipsoidal symmetry-breaking mass component, because the shape of the light profile will be more boxy or disky that the shape of the projected mass after accounting for the additional projected mass from the host dark matter halo. In this sense, we implement a conservative model for the multipole terms. These multipole terms were also included in recent lensing analyses \cite{36 44 45}.

Finally, if the observed lens system has a nearby satellite galaxy, we include it explicitly in the lens model as an isothermal sphere, with the position and Einstein radius, and uncertainties on these quantities, determined by the observations that report the discovery of the satellite. For additional details, see Gilman et al. \cite{41}.

**Appendix C: The effect of the collapsed halo profile**

Dark matter halo mass profiles are not observable, but the deflection angle associated with them can impact strong lensing data. Therefore, in order to obtain robust constraints on SIDM models through core collapse and strong lensing, we require an accurate model for the deflection angle

$$\alpha(r) \propto \frac{1}{r} \int_0^r r' \kappa(r') \, dr'.$$

where $\kappa(r) = \int_{-\infty}^{\infty} \rho(\sqrt{r'^2 + z^2}) \, dz$ represents the projected mass of a halo.

Core-collapsed halos produced in simulations have logarithmic slopes interior to $r_s$ that range from approximately isothermal ($-2$) to around $-3$, transitioning to $-3$, like an NFW profile, beyond $r_s$. The profile we use to model collapsed objects

$$\rho(r, r_c, x_{\text{match}}) = \rho_0\left(x_{\text{match}}\right) \left(1 + r^2/r_c^2\right)^{-\gamma/2}.$$  

captures the steep inner profile slope, the small central core that persists throughout the various stages of collapse, and approximately matches the slope beyond $r_s$, provided $\gamma \sim 3$.

We may ask how a different logarithmic profile slope, closer to $\gamma \sim 2$, might affect the deflection angle and the magnification cross section. Performing this analysis using the density profile in Equation \ref{eq:C2}, however, could give misleading results, because with $\gamma = 2$ the collapsed profile becomes substantially more massive than a CDM halo. To make comparisons between halo mass profiles with different central profiles, we compute deflection angles and magnification cross sections with a modified

**FIG. 12.** The deflection angle (top) and magnification cross section (bottom) produced by a $10^8M_\odot$ halo intersecting a lensed source with a size of 40 pc. Black curves show a CDM halo modeled as an NFW profile, red curves correspond to the core-collapsed profile given by Equation 8 in the main article with a core size 0.025 $r_s$, and logarithmic slope $\gamma$, and blue curves show a profile (Equation \ref{eq:C3}) with a logarithmic slope inside the scale radius $\gamma$, and a logarithmic slope beyond the scale radius of $-3$. Differences between the magnification cross section with different models of the collapsed halo density profile are much smaller than the difference between the magnification cross section of core-collapsed halos and NFW profiles.
NFW halo profile with density

\[
\rho(r) = \rho_0 (x_{\text{match}}) \left( \frac{r}{r_s} \right)^{-\gamma} \left( 1 + \frac{r^2}{r_s^2} \right)^{\frac{\gamma-3}{2}}, \tag{C3}
\]

for which we have analytic solutions for the projected mass and deflection angle \[133\]. We define the normalization in terms of the radius \( r_{\text{match}} \equiv x_{\text{match}} r_s \) where the collapsed profile encloses the same mass as an NFW profile, the same way we normalize the density profile in Equation \[C2\]. Yang et al. \[71\] also proposed a model for SIDM halo mass profiles, but we were unable to obtain closed-form solutions for the projected mass for their model using Mathematica. Analytic expressions for the deflection angle substantially increase the speed with we can perform ray-tracing computations with lenstronomy \[114, 115\].

By comparing the lensing properties of the profiles in Equations \[C2\] and \[C3\], we assess at what level systematic uncertainties associated with the form of the halo profile impact our results. The top panel of Figure 12 shows the deflection angle of a \(10^8 M_\odot\) halo for profiles with various logarithmic slopes. The bottom panel shows the magnification cross section, assuming a source of size of 40 pc. All profiles have \(x_{\text{match}} = 2.5\), and the curves corresponding to the density profile in Equation \[C2\] have \(r_c = 0.025 r_s\). While the magnification cross section varies between the different models for the core-collapsed profiles, these differences are small compared to the total increase in the lensing efficiency, relative to CDM. In this sense, we regard the details of the core-collapsed density profile as a second-order effect relative to the total number of collapsed halos associated with the timescales \(\lambda_{\text{sub}}\) and \(\lambda_{\text{field}}\).

We also perform a statistical comparison of the effects of different models for collapsed halo density profiles. First, we generate a smooth lens model with no substructure, and compute a set of flux ratios from it. We then generate 200 realizations of dark matter structure in CDM, compute the flux ratios for each realization, and evaluate the summary statistic in Equation \[A4\] using the smooth lens model flux ratio in place of \(f_{\text{data}}\), and the flux ratio computed with substructure in the place of \(f_{\text{model}}\). We repeat this procedure for two SIDM scenarios in which 50% of all halos core collapse. The first case has collapsed halos implemented using the profile in Equation \[C2\] and another uses the density profile in Equation \[C3\].

Figure 13 shows the cumulative distribution of the summary statistics for each scenario. The \(x\)-axis shows a summary statistic value \(x\), and the \(y\)-axis shows the probability of obtaining a summary statistic greater than \(x\) for CDM (black), SIDM with the density profile in Equation \[C2\] (red), and SIDM with the density profile in Equation \[C3\] (blue). Large values of \(x\) correspond to large perturbation to an image magnification.

The degree of similarity between distributions of \(S\) generated under different models acts as a proxy for our ability to distinguish between the models. The small differences between the red and blue curves, relative to the difference between both of them and the black curve, show that systematic uncertainty associated with how we implement the collapsed halo profile is unlikely to affect our results at the present time. However, as other sources of statistical and systematic uncertainties become smaller with a larger sample size of lenses, more precise theoretical predictions for the core collapse timescales, and observations with JWST of more compact background sources, we may also require more precise models for the mass profile of collapsed objects.