Statistical Evaluation of Factors Influencing Inter-Session and Inter-Subject Variability in EEG-Based Brain Computer Interface
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ABSTRACT A cognitive alteration in the form of diverse mental states has a significant impact on the performance of electroencephalography (EEG) based brain computer interface (BCI). Such alterations include a change in concentration levels commonly recognized as being indicated by the alpha rhythm, drowsiness or mental fatigue which occurs during EEG signal acquisition. Change in mental state give rise to a challenge of variability in EEG characteristics across sessions and subjects. Consequently, this variability constitutes to low intention detection rate (IDR) that renders BCI performance unreliable. This study investigates the impact of multiple factors that lead to the poor performance of the EEG-BCI. Five factors 1) concentration level; 2) selection of independent components (IC); 3) inter-session variability; 4) inter-subject variability; and 5) classification methods on the IDR in EEG based BCI. The alpha rhythm, as the indicator of concentration level, is validated, and the relationship between the alpha rhythm and the IDR is studied among sessions. In addition, ICs are examined to determine their effects on the IDR across sessions. The possibility of two sessions to contain similar EEG characteristics is also examined, where both sessions are acquired from the same subject in different days. Moreover, the possibility of two different subjects to containing similar EEG characteristics is examined. Furthermore, to conquer the challenge of variability in EEG dynamics a feature transfer learning (TL) approach is proposed in this study. Furthermore, three classification methods (TL, K-NN and NB) are examined and compared to determine whether multi-source neural information can improve the classification accuracy of individual sessions or subjects. Three EEG datasets acquired using different paradigms are used for experiments. The datasets include steady state motion visual evoked potential (SSMVEP), motor imagery (MI) and BCI competition IV-a dataset. Experimental results have shown that selection of independent components has an effect on the IDR. In this case IC-2 and IC-11 achieved a lowest and highest accuracies of 51% and 100% for SSMVEP datasets, while IC-9 and the double-component (IC-2 and IC-13) achieved a lowest and highest accuracies of 40% and 69% for MI datasets respectively. The second experiment demonstrated that higher alpha rhythm, depicted by a lower IDR corresponds to a lower concentration level. While a lower alpha rhythm depicted by a higher IDR corresponds to a higher concentration level. Moreover, variability within sessions can significantly deteriorate intention detection rate across sessions. As such a decline in accuracy from 82% to 61%, and from 56% to 44% was observed across both SSMVEP and MI sessions during inter-session experiment respectively. Integration of samples from different sessions but same subject resulted in a highest accuracy of 65%, 59% and 40% for SSMVEP, MI and BCI competition dataset. Integration of samples from different subjects resulted in a highest accuracy of 65%, 44% and 48% for SSMVEP, BCI competition and MI datasets. When three classifiers are evaluated and compared to determine whether multi-source neural information can improve the classification accuracy of individual sessions and subjects or domains, both K-NN and NB

The associate editor coordinating the review of this manuscript and approving it for publication was Venkata Rajesh Pamula.
achieved highest accuracies of 59% and 52% respectively, while TL showed a significant increase with an accuracy of 98% achieved using SSMVEP sessions. In a similarly manner both K-NN and NB achieved highest accuracies of 49% and 42% respectively using SSMVEP subjects, while TL showed a significant increase with an accuracy of 64% achieved. Furthermore, when 9 MI subjects acquired from BCI competition dataset were used, both K-NN and NB achieved highest accuracies of 68% and 65% respectively, while a significant increase in accuracy was observed when TL is used with accuracy of 99% achieved. In conclusion, the change of alpha rhythm magnitude among sessions significantly affect the IDR across sessions. While component selection across sessions has significant effects due to non-linear and non-stationary nature of EEG signals. Moreover, merging of ICs from different sessions, and inter-subject factor introduce challenges of overfitting resulting in low IDR. The classification methods are also found critical, because some advanced classification methods can improve the classification accuracy.

**INDEX TERMS** Brain computer interface (BCI), alpha rhythm, motor imagery (MI), steady state motion visual evoked potential (SSMVEP), inter-session variability, inter-subject variability, transfer learning (TL).

### I. INTRODUCTION

Brain-computer interface (BCI) is an interaction between the brain and external electronic devices using neural activities of the brain. The electroencephalogram (EEG) signals are commonly converted into control commands to control external devices. BCI makes it possible for people suffering from severe motor disability to communicate with the surrounding environment without the use of muscles, whereby a direct communication link between the brain and external devices is established to facilitate the communication [1].

In recent years several signal processing techniques and different experimentation paradigms (such as MI, SSMVEP and Hybrid) have been introduced to enhance the performance of BCI systems [2], [3]. As such different signal filters and decomposition techniques have been used to eliminate the impact of both physiological and non-physiological artifacts on intention detection rate [4], [5], [6], while a wide variety of feature extraction and selection techniques have been utilized to determine relevant signal features [7], [8], [9], and enhance the performance of machine learning algorithms [10]. However, variabilities in EEG characteristics resulting from cognitive alterations still remains most significant challenge in BCI [11], [12], [13], [14]. [14] illustrated through implementation of an MI based BCI system the impact and evidence of variabilities across different sessions, and also evaluated whether there is evidence of similarities between EEG dynamics of different subject [14]. In this case BCI competition IV-a dataset was utilized to implement two experiments (inter-session and inter-subject). These experiments were implement under three condition namely case 1 (22 channels), case 2 (9 channels from both sensorimotor and parietal area), and case 3 (9 channels from sensorimotor area only) [14], [15]. A band-pass filter was firstly applied on the dataset, while three spatial filters (common spatial pattern, regularized composite spatial covariance and Joint approximate diagonalization) were evaluated on filtered dataset. As such wavelet decomposition techniques was used to extract features (sub-band energy and entropy), while a Two-Layer Feed-Forward Neural Network was used to classify features. Consequently, a highest classification accuracy of 58% as achieved for inter-subject experiment using a pairwise performance associativity technique, while there was a 31% decrease in classification accuracy across sessions during inter-session experiment [14].

Reference [16] evaluated the inter-subject variability of BCI performance between paradigms and sessions, whereby three experimentation paradigms (MI, ERP and SSVEP) were considered to determine performance variations across sessions. Consequently, a highest average classification accuracy of 72.2%, 96.6% and 95.5% for MI, ERP and SSMVEP was achieved respectively [16]. In this case for MI paradigm EEG signals were filtered using a 5th order butterworth band-pass filter (between 8-30 Hz), from which log-variance features were extracted using common spatial pattern (CSP), and classified using linear discrimination analysis (LDA) classifier to predict two MI classes [17]. For ERP paradigm EEG signals were filtered using a 5th order butterworth band-pass filter (between 0.5-40 Hz) [18], from which spatiotemporal features were extracted by calculating the mean amplitudes in 10 discriminant time intervals, and classified using linear discrimination analysis (LDA) classifier to predict a target character of a 36 symbol ERP speller [19]. Moreover, CCA was used to detect four SSMVEP stimuli in the form of four frequencies (5.45 Hz, 6.67 Hz, 8.57 Hz and 12 Hz) for SSMVEP BCI system [20]. [21] investigated the feasibility of adding samples from different days to training set to improve the generalization of the emotions classifier, whereby five sessions in five different days were recorded for each subject. In this case training sample having the same number came from day 1,2,3 or day 4. The intervals between two consecutive sessions of a subject were randomly selected from four intervals (one day apart, two days apart, one week apart and two weeks apart) [21]. Consequently, an average classification accuracy of 64.9%, 68.7%, 70.9% and 73% for day 1, 2, 3 and day 4 was achieved respectively. To achieve the objectives of the investigation EEG signals were transformed to independent components, from which power spectral density was estimated for six frequency bands (theta, alpha, beta1, beta2, delta1 and delta2), then SVM was used to classify three emotion states (neutral, positive and negative) [21], [22], [23].
In this study, we investigate five factors that constitute to low intention detection rate across sessions and subjects. The factors include concentration level, selection of ICs, inter-session variability, inter-subject variability and classification methods. Moreover, domain transfer learning approach is proposed to address the challenge of variability in EEG dynamics. As such transferability of neural information across multiple subjects/sessions is evaluated by comparing TL with two machine learning algorithms (NB and K-NN).

Firstly, three filters (notch, band-pass and common average reference (CAR)) were applied on three EEG datasets. Filtered EEG data was then transformed into independent components (ICA) using runICA algorithm. Statistical computation, Wavelet packet transform (WPT) and fast fourier transform (FFT) algorithm were used to extract features. In this case wavelet, band-power and statistical features were extracted from ICs. Relevant features were then selected from extracted feature sets using differential evolution feature selection (DEFS) algorithm. Furthermore, NB and K-NN classifier were used to predict four MI and SSMVEP classes respectively.

The rest of the paper is organized as follows. Section II gives a detailed description of methods used to achieve the objectives of this study namely EEG signal acquisition, signal pre-processing, feature extraction, feature selection and feature classification. Section III gives a detailed description of experimentation procedures. Section IV illustrates results of IC selection, concentration level, inter-session variability, inter-subject variability and classification methods experimentations. Section V discusses results for all five experimentations. Finally, some conclusions are provided in Section VI.

II. CLASSICAL BCI IMPLEMENTATION

In this paper, we address the challenge of variability in EEG characteristics that constitute to low intention detection rate in BCI. As popularly used, the raw EEG signals firstly go through independent component analysis (ICA). Five factors including changes in concentration level, selection of ICs, Feature classification, inter-session and inter-subject variability are investigated. The first experiment investigates the impact of concentration level on intention detection.
rate across sessions. To quantify the effect of concentration level, the relationship between the alpha rhythm and success rate is evaluated. In the second experiment we investigate whether IC selection can have an impact on intention detection rate across sessions. Then, the third experiment investigates whether there are similarities on features between ICs acquired from different sessions in different days. Consequently, samples from the first dataset ICs are used for training and validation, while the second dataset ICs are used for testing. Furthermore, the possibility of two subjects having similar EEG characteristics is investigated in the fourth experiment. In this case samples from one subject are used for training and validation, while samples from another subject are used for testing. Lastly, TL is compared with both K-NN and NB classifier mainly to determine whether neural information from multiple sources can be used to improve classification accuracy of individual sessions, subjects or domains.

A hybrid EEG based BCI system is proposed to facilitate the investigation as illustrated in Figure 1. As such three EEG datasets (BCI competition IV-a, our own MI-SSMVEP datasets) are used to investigated the above mentioned factors [2], [24]. In this case our own datasets were filtered using (50 Hz notch, 0.5-60Hz band-pass and CAR filter), while BCI competition IV-a dataset was pre-filtered using (50 Hz notch and 0.5-100 Hz band-pass) [25], [26]. Moreover, runICA algorithm in BCI2000 was then used to transform EEG signals into 16 and 22 ICs respectively [27]. Three sets of features (wavelet, band-power and statistical features) are extracted from artifact free components, whereby statistical computation, WPT and FFT algorithms were used [5]. DEFS algorithm was then used to select relevant features with high predictive capacity, while NB and K-NN classifier were used to predict both SSMVEP and MI classes respectively [23].

A. EEG SIGNAL ACQUISITION
1) BCI COMPETITION IV DATASET II-A
BCI competition IV is a publicly available database, consisting of EEG dataset II-a acquired in a controlled environment [28]. The dataset consists of four MI classes (left, right, both feet and tongue) recorded from the brain using twenty-two Ag/AgCl electrodes. EEG signals were recorded at a sampling rate of 250 Hz [29]. In this case electrodes were positioned on the scalp with a distance of 3.5cm apart using a 10-20 position system. A fixed cross '+' was displayed on
the screen at $t = 0s$ to signify a start of a trial, while subjects were seated facing a projecting computer screen. An external stimulus in a form of a beeping sound after two seconds ($t = 2s$) was also used at the beginning of a trial. A visual cue represented by an arrow pointing to four directions was then displayed for $t = 1.25s$ on the screen, from $t = 3.25s$ until $t = 6s$ subjects were required to perform motor imagery task as illustrated on the experimentation paradigm in Figure 2 [29].

2) OUR OWN RECORDED EEG DATASETS

Two of our own EEG datasets were recorded using a g.tec EEG recording system from five subjects, all participants had no BCI training prior to the experiment. In this case sixteen electrodes positioned on the scalp according to a 10-20 positioning system were used [19]. Both MI and SSVMVEP EEG signals were sampled at 250 Hz. The first datasets consisted of four EEG classes (left hand, right hand, both feet and tongue) corresponding to four imagined movements [30]. At the beginning of a trial subjects were seated facing a projecting computer screen, and requested to perform four MI tasks for 300 seconds each. At the beginning of every 300 seconds an arrow corresponding to four MI tasks was displayed on the screen, the arrow was used to notify the subjects of which MI task to perform. A beeping sound was also utilized to notify the subjects to begin performing the MI task as illustrated in Figure 3(A).

Furthermore, the same experiment setup used during acquisition of MI-task was used for SSVMVEP classes. In this case, at the beginning of the experiment, visual stimulus in the form of four flashing colored balls were displayed on the screen. The flashing balls were tagged with four frequencies (29 Hz, 13.3 Hz, 17 Hz and 21 Hz) representing four EEG classes [31]. Moreover, the flashing balls were moving in four directions corresponding to four movements (left, right, up and down). In a trial, subjects were requested to focus their attention on the flashing ball. In this instance a beeping sound was utilized to notify the subject to begin performing SSVMVEP tasks for 300 seconds as illustrated in Figure 3(B). Acquisition of both MI-SSVMVEP EEG datasets lasted for twenty minutes equivalent to a signal length of 300000 samples per epoch [32].

B. EEG SIGNAL FILTERING

1) EEG SIGNAL FILTERING

BCI competition IV-a dataset was pre-filtered using a 0.5 Hz to 100 Hz band-pass filter to eliminate the impact of non-physiological artifacts such as noise, while a 50 Hz Notch filter was utilized to eliminate the impact of line noise [29].

$|H(\omega)|^2 = \frac{1}{1 + \omega^2\omega}$

Equation (1) was used to compute a butterworth band-pass filter, with angular frequency denoted by $\omega$ in radian per second, and the filter order denoted by $n$ [33].

Moreover, a notch filter at a cut-off frequency of 50 Hz was also applied on both datasets [29], [34].

$V_{i\text{CAR}} = V_{i\text{ER}} - \frac{n}{\sum_{j=1}^{n} V_{j\text{ER}}}$

Equation (2) represents the number of dimensional vector of independent components denoted by $z$ achieved through a reversible matrix $W$, whereby $V$ represents a whitened matrix [39].

C. FEATURE EXTRACTION

After signal decomposition, three sets of signal features (namely band-power, statistical and wavelet features) are extracted from ICs for each of the three datasets. As such, an extension of discrete wavelet transform (DWT) in the form of wavelet packet transform (WPT) [40], which is highly significant for exhibiting more informative high and low frequencies of a signal, was used to extract 255 wavelet features [40].

$x(t) = \sum_{k=-\infty}^{+\infty} C_{N,k} (2^{-N}t - k)$

$\sum_{j=1}^{N} \sum_{k=-\infty}^{+\infty} d_{j,k} 2^{j/2} \psi(2^{-j}t - k)$
In this case, WPT was computed using (5), in which a daubechies of order 4 (db4) mother wavelet was utilized to transform ICs into seven decomposed levels or wavelet packet tree [41], [42]. The output from each decomposed level represents approximation and detail coefficients. A wavelet function denoted by \( \varphi(t) \) was used to decompose EEG signals into detail coefficients, while a scaling function denoted by \( \theta(t) \) was used to decompose signals into approximation coefficients. In this case \( N \) representing the number of samples acquired from the source signals. \( J \) represents the number of scales, while the subband index within the scale is represented by \( k \). The coarse and detail level expansion coefficients is denoted by \( C_{N,k} \) and \( D_{j,k} \) respectively. The dilated and translated versions of the scaling and wavelet function is denoted by \( (2^{-N}t - k) \) and \( (2^{-j}t - k) \) respectively [9], [43]. Subsequently, a sliding window approach was applied on a wavelet packet tree, whereby wavelet coefficients were separated into multiple windows from which wavelet features are extracted. Each window size was set to 750, while each window was incremented by 750. As such a single wavelet feature was extracted in the first decomposition level, while the number of extracted features in each level doubled until the seventh level, mainly because of wavelet coefficients in each decomposition level. In this case the decomposition levels of a wavelet packet tree are responsible for the resulting 255 feature size.

\[
Y(k) = \frac{1}{N} \sum_{i=0}^{N-1} y(t)e^{-j2\pi(k/N)i}
\]  

(6)

Furthermore, seven EEG frequency bands (delta, theta, alpha, mu, central beta, beta and gamma) representing band-power features, were extracted from ICs using FFT [35], [44], [45]. Ten statistical features (namely mean, median, standard deviation, mean absolute deviation, skewness, kurtosis, spectral entropy and dominant frequency characteristics (maximum frequency, maximum value, maximum ratio)) were also extracted using FFT [46]. As such, (6) was used to compute fast Fourier transform (FFT), with \( y(t) \) representing sampled values, while the size of a signal domain is denoted by \( N \) and \( i \) represents indices of a domain vector [35], [44], [45].

D. FEATURE SELECTION

Differential-evolution-based channel and feature-selection (DEFS) algorithm was used to eradicate the problem of dimensionality and redundant features. This technique detects more informative feature subsets, consisting of high predictive power [47]. DEFS algorithm uses differential-evolution (DE) optimization and repair mechanism to select the best feature subsets [47]. Subsequently (7) defines a scale factor \( F \) utilized to control iterations between selected feature population, \( c_1 \) representing a constant lower than 1 [47].

\[
F = \frac{c_1 \text{rand}}{\max(x_{j,1,g}, x_{j,2,g})}
\]  

(7)

Equation (8) was utilized to enable population members to oscillate within bounds without crossing the optimal solutions, with \( NF \) representing the number of features [47].

\[
x_{j,i,g} = \begin{cases} 
NF & \text{if } x_{j,i,g} > NF \\
1 & \text{if } x_{j,i,g} < 1 
\end{cases}
\]  

(8)

Equation (9) representing a distribution factor \( FD_{j,g} \) was utilized to prevent selected features from being selected more than once in the same feature vector, in which the total number of features is denoted by \( NF \). Suitably chosen positive constant is denoted by \( a_1 \) that shows the significance of features in \( PD \). In this case \( PD \) represents subsets with a lower fitness as compared to the average fitness of the entire population, while \( DNF \) represents the desired number of features to be selected, and \( ND \) representing subsets with a higher fitness as compared to the average fitness of the entire population [47].

\[
FD_{j,g} = a_1 \left( \frac{PD_j}{PD_j + ND} \right) + \frac{NF - DNF}{NF} (1 - \frac{(PD_j + ND)}{\max(PD_j + ND)})
\]  

(9)

Equation (10) was utilized to compare the previous iteration to the current iteration to determine features that have made substantial improvement, and grant higher weights to improved features which are then utilized in the next iteration. In this case \( FD \) represents distribution factor [47].

\[
T = (FD_{g+1} - FD_g)FD_{g+1} + FD_g
\]  

(10)

Equation (11) was utilized to determine the number of times a specific feature was utilized within each iteration based on the updated distribution factor [47].

\[
T = T - 0.5\text{rand}(1, NF)(1 - T)
\]  

(11)

Consequently, several relevant parameters were assigned for the DEFS algorithm to select relevant feature subsets. The desired number of features (DF) was set to 80, and the population size (PSIZE) was set to 150, while the number of generations (GEN) was set to 1000 as the terminating condition [47].

E. FEATURE CLASSIFICATION

A transfer learning approach is proposed in this section and compared with two supervised machine learning algorithms namely K-NN and NB, mainly to investigate whether multi-source neural information can improve the classification accuracy of individual sessions or subjects.

1) K-NEAREST NEIGHBOR (K-NN)

A supervised machine-learning algorithm was used to classify both MI and SSMVEP classes acquired from each of the three datasets respectively. K-nearest neighbor (K-NN) was used to classify samples by locating k samples containing similar independent variables in the training set [4], [43].

\[
D_{E} (x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}
\]  

(12)
To obtain different set of $k$ nearest neighbors, K-NN calculates the distance across instances, in which the Euclidean distance is used to obtain the distance between instances. Equation (12) was used to compute Euclidean distance, whereby two vectors in the feature space are denoted by $x$ and $y$, and their coordinates is denoted by $x_i$ and $y_i$ respectively [47], [48].

2) NAIVE BAYES (NB)
A statistical technique based on the Bayes theorem know as naive bayes (NB) was used to predict the probability of a class-generating-observed value for features, it assumes that an individual feature of a certain class is isolated from other features [7].

$$c(E) = \arg\max_{c\in C} P(c) \prod_{i=1}^{n} P(a_i|c) \quad (13)$$

Naive Bayes (NB) is defined by equation (13), whereby $E$ signify a vector $<a_1, a_2, \ldots, a_n>$, $a_i$ representing attributes, class variables denoted by $C$, $c$ representing the value of $C$ and the class labels from which $E$ belongs to represented by $c(E)$ [7].

3) TRANSFER LEARNING
In this section, an inductive transfer learning approach is proposed to classify EEG signals acquired from various sources. TL in this case compensate for minimal labeled data by using data represented in different feature space to match the distribution between both source and target domains [49]. Subsequently the proposed approach uses labeled data from multiple source domains and labeled data from a single target domain to train a model [50]. As such neural information from different multiple sources or source domains are utilized to enhance the learning performance of the target domain [51]. In this case data from a single session\subject is considered as a target domain, while data from multiple EEG sources are considered as source domains.

III. EXPERIMENTAL SETUP
A. INTER-SESSION VARIABILITY
In this study, five factors are investigated in session-to-session experiments. All own datasets were acquired in different days, consisting of a single session each. In this case, each MI or SSMVEP task was performed for 5 minutes each, equivalent to 100 three-second windows or 75000 samples. All sessions were 20 minutes long which is equivalent to 400 three-second windows or 300000 samples [52], [53]. The IDR of each session was obtained by summing the IDRs across 400 three-second windows. In this case each accurately predicted 3 second window was considered as a 1, while each misclassified 3 second was considered as a 0, then the results for 400 three-second windows were summed up to give an overall classification accuracy. Moreover, the alpha rhythm across each session was obtained by averaging 100 alpha rhythm peaks [21].

B. CONCENTRATION LEVEL
In this experiment, the alpha rhythm denoted by a frequency band (8Hz – 13Hz) is used as an indicator of concentration level. In this case FFT algorithm is used to extract the alpha rhythm within a frequency between 8Hz and 13Hz from each three second window of EEG datasets. As such intention detection rate (IDR) and the alpha rhythm for each three second window is compared, mainly to evaluate the relationship between the alpha rhythm and IDR. In a case where the alpha rhythm is high and the corresponding IDR is low then the concentration level is low.

C. ICA COMPONENTS MERGE
IC selection experiment was extended to investigate whether ICs acquired in different sessions from the same subject possess similar EEG characteristics. As such samples from IC in the first session (Se1(IC-9)) were used for training and validation, while samples from the same IC in the second session (Se2(IC-9)) were used for testing during feature classification [14], [15]. In this case, the same procedure was applied for the remaining two conditions (IC-10(Se1-Se2) and IC-11(Se1-Se2)).

To be noted that ICA does not have a ordering/sorting mechanism, therefore the order of an ICA component does not have a physical meaning. In this paper, we used the specific ICA components to discuss their impacts on the EEG-BCI performance, and mainly intended to demonstrate that different ICA component selection could lead to different performance, therefore, show that ICA component selection is one factor to be considered.

D. INTER-SUBJECT VARIABILITY
The fourth experiment investigates whether two different subjects possess similar EEG characteristics. Consequently, samples from one IC acquired from one subject (S1(IC-9)) were used for training and validation, while samples from the same IC acquired from another subject (S2(IC-9)) were used for testing during feature classification [14], [15]. The same procedure was repeated for the remaining two conditions (IC-10(S1-S2) and IC-11(S1-S2)).

E. FEATURE CLASSIFICATION
In this experiment transfer learning is compared with K-NN and NB, mainly to investigate whether knowledge transfer from multi-source domains can enhance performance of classification algorithms. As such transfer learning approach uses knowledge from source domains to improve learning performance of the target domain [54]. In this case when transfer learning approach is applied on each dataset, one domain (subject\session) is considered as a target domain, while the remaining domains (subject\sessions) are treated as source domains. Moreover, when K-NN and NB classifiers are applied on each dataset respectively, samples from multiple sources (subject\sessions) are utilized to train...
the classifiers, while samples from a single subject's session are used to test the classifiers respectively.

IV. EXPERIMENTAL RESULTS

A. FACTORS TO BE ANALYSED

1) FACTOR 1: SELECTION OF ICA COMPONENT

In this section we investigate whether IC selection can significantly affect the performance of both MI and SSMVEP based BCI. Firstly, 16 EEG channels were transformed by ICA to get 16 ICs, which is a linear mixture of multiple EEG channels [38]. As such, the IDRs across sessions of all 16 ICs were evaluated and compared. In this case Se1(IC11) achieved the highest IDR of 100% in SSMVEP Se1, while in Se2, the same IC (IC11) achieved an IDR of 83% only, as illustrated in TABLE 1. Interpreted to a 17% drop in accuracy was observed across Se1 and Se2. Moreover, Se2(IC7) achieved the highest of 92% in the second SSMVEP session, while Se1(IC7) achieved an accuracy of 78%, a 14% drop in accuracy was observed across both sessions. A 35% increase in accuracy across Se1(IC15) and Se2(IC15) was observed, which is the highest variation across both sessions, 53% and 88% in the two SSMVEP sessions respectively. Second to this, Se1(IC2) achieved the lowest accuracy of 51%, but 80% in Se2, meaning a 29% variation in IDR. Both positive and negative variations were observed in TABLE 1.

For MI sessions, Se2(IC2) and Se2(IC13) achieved the highest accuracy of 69%, while Se1(IC2) and Se1(IC13) achieved an accuracy of 57% and 48% only, as illustrated in TABLE 1. In this instance a 12% variation in IDR occurred across Se1(IC2) and Se2(IC2), while a 21% difference was observed across Se1(IC13) and Se2(IC13). Moreover, Se1(IC9) achieved the lowest accuracy of 40%, while Se2(IC9) achieved an accuracy of 62% in MI session 2, meaning a 22% variation.

From TABLE 1, one finds that individual ICs for SSMVEP sessions yielded significant variation in IDR, from component-to-component and from session-to-session. In this case, a significant decline in accuracy between sessions was observed across components (IC2, IC5, IC8, IC10, and IC15). Moreover, ICs in both MI sessions in most cases achieved a high success rate, however it varies from IC-to-IC. Some significant variations across sessions were observed (in this case across IC4, IC9, and IC13). Based on these results we can conclude that selection of ICs does significantly affect the performance of both MI and SSMVEP based BCI.

2) FACTOR 2: CONCENTRATION LEVEL

The alpha rhythm denoted by a frequency band (8Hz - 12Hz) is responsible for basic functions (such as concentration) or neural processes of the brain [55]. Subsequently, the alpha

| ICA Components | SSMVEP Session 1 (Se1) | SSMVEP Session 2 (Se2) | MI Session 1 (Se1) | MI Session 2 (Se2) | Average (SSMVEP Sessions) | Average (MI Sessions) |
|----------------|------------------------|------------------------|--------------------|--------------------|---------------------------|-----------------------|
| IC1            | 72%                    | 85%                    | 48%                | 59%                | 79%                       | 54%                   |
| IC2            | 51%                    | 80%                    | 57%                | 69%                | 66%                       | 63%                   |
| IC3            | 63%                    | 59%                    | 49%                | 62%                | 61%                       | 56%                   |
| IC4            | 82%                    | 78%                    | 43%                | 64%                | 80%                       | 54%                   |
| IC5            | 94%                    | 74%                    | 57%                | 63%                | 84%                       | 60%                   |
| IC6            | 73%                    | 81%                    | 57%                | 64%                | 77%                       | 61%                   |
| IC7            | 78%                    | 92%                    | 54%                | 63%                | 85%                       | 59%                   |
| IC8            | 84%                    | 64%                    | 42%                | 47%                | 74%                       | 45%                   |
| IC9            | 79%                    | 91%                    | 40%                | 62%                | 85%                       | 51%                   |
| IC10           | 86%                    | 62%                    | 47%                | 61%                | 74%                       | 54%                   |
| IC11           | 100%                   | 83%                    | 55%                | 58%                | 92%                       | 57%                   |
| IC12           | 96%                    | 88%                    | 52%                | 55%                | 92%                       | 54%                   |
| IC13           | 79%                    | 82%                    | 48%                | 69%                | 81%                       | 59%                   |
| IC14           | 91%                    | 86%                    | 51%                | 49%                | 89%                       | 50%                   |
| IC15           | 53%                    | 88%                    | 62%                | 47%                | 71%                       | 55%                   |
| IC16           | 61%                    | 80%                    | 65%                | 64%                | 71%                       | 65%                   |
rhythm magnitude is used as an indicator of change in concentration level [45]. SSVEP signals are mainly dependent on frequency tags flickering at different frequencies [56].

In this section, we investigate whether change in concentration level across sessions can affect the performance of SSMVEP based BCI. To facilitate the investigation our own SSMVEP dataset is used in this experiment. The alpha rhythm and IDRs obtained from 100 three-second windows or 75000 samples in a single session were summed and averaged respectively. Concentration level is hard to measure. Fortunately, it can be represented by the strength of alpha rhythm. It was commonly accepted that the higher alpha rhythm indicates a low concentration level, while a weaker alpha rhythm means a higher concentration level.

So in this experiment, we study the relationship between the alpha rhythm magnitude and the IDR, instead of using the concentration level directly.

As shown in Figure 4, the negative correlation between the IDR using K-NN and alpha rhythm magnitude is clear. The highest alpha rhythm at a magnitude of 17.98 uV² was obtained in the first session (Se1) and associated to 80% IDR, when the alpha rhythm magnitude decreased to 13.47 uV² in the second session (Se2) the IDR increased to 83%, as illustrated in Figure 4(A). In the third session (Se3) an alpha rhythm magnitude of 13.77 uV² is linked to 85% IDR. A 14.33 uV² alpha rhythm is observed in the fourth session (Se4) and associated to 81% IDR.

The same process was repeated using NB classifier as illustrated in Figure 4(B). In this case an alpha rhythm magnitude of 17.98 uV² associated to 82% IDR in the first session (Se1), while an alpha rhythm magnitude decreased to 13.47 uV² and IDR increased to 84% in the second session (Se2) comparing to Se1. In the third session (Se3) an alpha rhythm magnitude of 13.77 uV² is linked to 88% IDR. A 14.33 uV² alpha rhythm magnitude is observed with a 78% IDR in the fourth session (Se4).

From these experiments, one finds that higher alpha rhythms (representing a lower concentration levels) were generated in Se1 and Se4, and resulted in lower IDRs. However, lower alpha rhythm magnitudes corresponding to higher concentration level were observed in Se2 and Se3, which resulted in higher IDRs. This means the existence of negative correlation between the concentration level and IDR for both SSMVEP and MI based BCIs. Therefore, the concentration level is a significant factor to the IDR.

These experiments also reveal that the SSMVEP is not mainly relevant to the frequency of flashing as commonly recognized, but also affected by concentration levels of the users.

Motor imagery (MI) task is a mental process in which a subject performs imagined limb movements, as such MI task modulation is highly dependent on concentration [39]. This section investigates if the concentration levels across sessions affect the IDR of MI based BCIs. Our own recorded MI dataset was used to facilitate the investigation. As such the highest alpha rhythm magnitude of 232.39 uV² associated to 49% IDR was observed in the third session (Se3) using K-NN classifier, while the lowest alpha rhythm magnitude of 202.824 uV² is linked to 62% IDR in the second session (Se2), as illustrated in Figure 5(A). Moreover, slightly similar alpha rhythm magnitudes of 222.04 uV² and 222.47 uV² were observed in the first (Se1) and the fourth (Se4) sessions, where similar IDRs were achieved. Both the lowest alpha rhythm magnitude and the highest IDR were captured in Se2.

Moreover, NB classifier was further employed to evaluate the relationship between the alpha rhythm magnitudes and IDRs in MI sessions as illustrated in Figure 5(B). Consequently, the alpha rhythm magnitude of 232.39 uV² associated to 48% IDR was observed in the third session (Se3), while the lowest alpha rhythm magnitude of 202.824 uV² is linked to 60% IDR in the second session (Se2). Moreover,
slightly similar alpha rhythm magnitudes of 222.04 uV$^2$ and 222.47 uV$^2$ were observed in the first (Se1) and the fourth (Se4) sessions, and resulted in IDRs of 53% and 64% respectively.

These experiments show the negative correlation between the alpha rhythm magnitudes and IDRs, therefore, one can conclude that the concentration levels affect the IDR of MI tasks.

The effect of changes in concentration levels on the IDRs of MI based BCI is further investigated using BCI competition IV-a datasets. The relationship between the alpha rhythm magnitudes and the IDRs across sessions is evaluated, as shown in Figure 6. The highest alpha rhythm magnitude of 27.99 uV$^2$ is associated to 90% IDR in the first session (Se1), while after alpha rhythm magnitude decreased to 23.86 uV$^2$ in Se2 the IDR increased to 92% as illustrated in Figure 6(A). Furthermore, when the alpha rhythm further decreased to 22.46 uV$^2$ in Se3, then the IDR increased to 95%. When NB classifier is employed an alpha rhythm magnitude of 27.99 uV$^2$ is associated to 88% IDR in the first session (Se1), while after alpha rhythm magnitude decreased to 23.86 uV$^2$ in Se2 the IDR increased to 94% in the as illustrated in Figure 6(B). Furthermore, if the alpha rhythm further decreased to 22.46 uV$^2$ in Se3, then the IDR increased to 98%.

From these experiments, one finds that a lower alpha rhythm magnitude corresponds to a higher concentration level denoted by a higher IDR. This further validates the negative correlation between concentration levels and IDRs for the MI tasks.

3) FACTOR 3: INTER-SESSION VARIABILITY
Diverse mental states as a result of both known and unknown factors give rise to significant challenges in BCI, namely session-to-session variability suspiciously constituting to variations of IDR. Following this hypothesis, the
impact of session-to-session variability on SSMVEP based BCI performance is investigated in this section.

Two datasets (SSMVEP dataset-1 and SSMVEP dataset-2) recorded for the same subject but in different days are used to facilitate the investigation, in which the IDRs across inter-sessions and intra-sessions are evaluated. SSMVEP dataset-1 is used to extract the features, train and test two classifiers (K-NN and NB). Similarly, SSMVEP dataset-2 is used to extract the features, train and test two classifiers (K-NN and NB). In this case an average IDR of 82% and 83% is achieved in the first dataset, while an average IDR of 61% and 71% in the second dataset for both K-NN and NB classifier respectively. However, the IDR variation across sessions due to multiple factors resulted in a 21% drop in IDR across both datasets when K-NN classifier is employed, while a 12% drop in IDR across both datasets was observed when NB classifier is employed. The variation of IDRs among sessions of both datasets can significantly affect the average success rate. In this case Se1 and Se4 achieved a lowest accuracy of 80% and 78%, while Se3 achieved a highest accuracy of 85% and 88% across all four sessions in SSMVEP dataset-1 for both K-NN and NB classifiers respectively, i.e., a highest decline in accuracy of 5% was observed for K-NN between Se1 and Se3, while 8% decline in accuracy was observed between Se3 and Se4 for NB classifier as illustrated in Figure 7(A). Furthermore, Se1 achieved a highest accuracy of 69% and 73%, while Se2 and Se3 achieved a lowest accuracy of 54% and 68% across all four sessions in SSMVEP dataset-2 for both K-NN and NB classifiers respectively. Consequently, a highest decline in accuracy of 15% was observed between Se1 and Se2 for K-NN classifiers, while 4% decline across Se2 and Se3 was observed for NB classifiers as illustrated in Figure 7(B). The first dataset in this instance yielded significant results as compared to the second dataset. Moreover, a higher decline in accuracy was observed when K-NN classifier is employed as compared to NB classifier. However, IDRs vary across sessions and same subject datasets acquired in different days. Based on these results we can conclude that session-to-session variability does affect the performance of SSMVEP based BCI [10], [14], [16].

This section further investigates the effect of session-to-session variability on BCI performance with a focus on MI task. Two MI datasets (MI dataset-1 and MI dataset-2) recorded for the same subject but in different days are used to facilitate the investigation, in which the IDRs across inter-sessions and intra-sessions are evaluated. MI dataset-1 is used to extract the features, train and test the classifier. Similarly, MI dataset-2 is used to extract the features, train and test the classifier. Subsequently, an average IDR of 56% is achieved in the first dataset, while an average IDR of 44%, and 52% in the second dataset for both K-NN and NB classifier respectively. However, the IDR variation across sessions due to multiple factors resulted in a 12% and 4% drop in IDR across both datasets using K-NN and NB classifier respectively. In this case Se3 achieved a lowest accuracy of 49% and 48%, while Se2 and Se4 achieved a highest accuracy of 62% and 64% across all four sessions in MI dataset-1 using K-NN and NB classifier respectively, i.e., a highest decline in accuracy of 13%, and 12% was observed between Se2 and Se3 when both K-NN and NB classifier respectively as illustrated in Figure 8(A). Furthermore, Se2 achieved a highest accuracy of 47% and 54%, while Se4 achieved a lowest accuracy of 37% and 48% across all four sessions in MI dataset-2 for both KNN and NB classifier respectively. Consequently, a highest decline in accuracy of 9% and 5% was observed between Se3 and Se4 for both K-NN and NB classifier respectively as illustrated in Figure 8(B). Moreover, sessions in the first dataset yielded higher IDRs as compared to sessions in the
second dataset. However, IDR across sessions fluctuate in turn affect the overall success rate. As such we can conclude that session-to-session variability does affect the performance in the form of success rate of MI based BCI [16], [21].

EEG signals are non-linear and non-stationary, as such the magnitude of EEG signals change over time due to external and internal interferences. In this section, ICs selection experiment is extended, mainly to explore the feasibility of the same ICs acquired in two different sessions from the same subject to contain similar EEG characteristics. The most significant ICs (IC9 ~ IC11) are used to investigate the inter-session variability. Samples from IC9 in the first session were used for training and validation, while samples from IC9 in the second session were used for testing. This procedure is denoted by CSe representing cross-sessions, while WSe represents within-session experiment. The same procedure (Se1–Se2) was repeated for IC10 and IC11 for all datasets. Furthermore, samples from IC-9 in a single session were used for training, validation and testing. The same procedure (Se1–Se1) was repeated for IC10 and IC11 for both SSMVEP and MI sessions. Consequently, (Se1–Se1) was compared with (Se1–Se2) to further validate the impact of inter-session variability.

In this case K-NN algorithm was used to classify both (Se1–Se1) and (Se1–Se2) samples as illustrated in TABLE 2. As such IC10(Se1–Se1) achieved a highest accuracy of 100%, while IC10(Se1–Se2) achieved lowest accuracies of 45% for SSMVEP dataset. A highest decline in accuracy of 55% was observed when samples from IC10(Se1) are integrated with samples from IC10(Se2). Moreover, a highest decline in accuracy of 14% for MI dataset was observed, when samples from IC11(Se1) are integrated with samples from IC11(Se2). In this case IC11(Se1–Se2) achieved a lowest accuracy of 46%, while IC11(Se1–Se1) an accuracy of 60%. A highest decline in accuracy of 51% was observed for BCI competition dataset, when samples from IC9(Se1) were merged with samples from IC9(Se2). In this instance IC9(Se1–Se2) achieved a lowest accuracy of 35%, while IC9(Se1–Se1) an accuracy of 86%.

Moreover, the same experiment was repeated using NB algorithm to classify both (Se1–Se1) and (Se1–Se2) samples as illustrated in TABLE 2. As such IC9(Se1–Se1) achieved a highest accuracy of 78%, while IC9(Se1–Se2) achieved lowest accuracies of 39% for SSMVEP dataset. A highest decline in accuracy of 39% was observed when samples from IC9(Se1) are integrated with samples from IC9(Se2).
Table 3. Results for inter-subject variability.

| ICs       | SSMVEP | MI       | BCI Competition | SSMVEP | MI       | BCI Competition |
|-----------|--------|----------|-----------------|--------|----------|-----------------|
|           | WS     | CS       | WS              | CS     | WS      | CS              |
| IC9(S1-S1)| 86%    | 30%      | 70%             | 35%    | 90%      | 44%             |
| IC10(S1-S2)| 97%   | 38%      | 69%             | 48%    | 78%      | 28%             |
| IC11(S1-S2)| 94%  | 65%      | 65%             | 41%    | 86%      | 34%             |
| Average   | 92%    | 44%      | 68%             | 41%    | 85%      | 35%             |

Moreover, a highest decline in accuracy of 16% for MI dataset was observed, when samples from IC9(Se1) are integrated with samples from IC9(Se2). In this case IC9(Se1–Se2) achieved an accuracy of 50%, while IC9(Se1–Se1) a highest accuracy of 66%. A highest decline in accuracy of 11% was observed for BCI competition dataset, when samples from IC10(Se1) were merged with samples from IC10(Se2). In this instance IC10(Se1–Se2) achieved a lowest accuracy of 32%, while IC10(Se1–Se1) an accuracy of 43%.

Based on these results, it is worth noting that non-linearity and non-stationarity of EEG signals affects neural dynamics of subjects, resulting in significant variability across sessions of a single subject. In this case using samples from a single session for training, validation and testing the classifier yielded significant results. However, there was a significant drop in IDRs when samples from different sessions were merged. Moreover, samples from different component pair vary from session-to-sessional, as such BCI performance in the form of IDRs will in turn be affected.

4) FACTOR 4: INTER-SUBJECT VARIABILITY

Non-stationary characteristics of EEG signals constitute to existence of variability between subjects, and in turn affects IDR, when common features and classifiers are used across users, i.e. inter-subject scenario. This section investigates whether two different subjects can possess some similar EEG characteristics. Two of our own recorded MI and SSMVEP datasets are used to facilitate the investigation.

Samples from one subject are used for feature extraction, classifier training and validation, while samples from the other subject are used for testing. In this case, samples from IC9 acquired from the first subject, denoted as IC9(S1), are used for feature extraction, and classifier training and validation, because this IC performs well for this subject. Samples from IC9 acquired from the second subject, denoted as IC9(S2), are used for testing the classifier, while using the same method and parameters to extract features from IC9(S2) as IC9(S1) used. This procedure is denoted by CS representing cross-subjects, while WS represents within-subject experiment. The resulting IDRs are denoted as IC9(S1-S2) to present using IC9 of the first subject to classify the IC9 of the second subject. IC10 and IC11 are also considered due to the same reason. Therefore, the same procedure is repeated on IC10 and IC11, for both SSMVEP and MI dataset. In this case K-NN algorithm was used to classify both (S1-S1) and (S1-S2) samples.

Table 3 shows the results, from where one finds that IC11(S1-S2) achieved the highest IDR of 65% in the inter-subject experiments for SSMVEP dataset, while IC9(S1-S2) and IC10(S1-S2) achieved only 30% and 38% respectively. Moreover, IC10(S1-S2) achieved the highest accuracy of 48%, while IC9(S1-S2) and IC11(S1-S2) achieved 35% and 41% respectively for MI dataset.

Similarities in EEG characteristics in different subjects is further explored using BCI competition IV-a dataset for inter-subject experiments, where IC9, IC10, and IC11 are used as example to study the effects of inter-subject EEG characteristics on IDRs. Table 3 also shows the results, where IC9(S1-S2) achieved the highest accuracy of 44%, while IC10(S1-S2) and IC11(S1-S2) achieved 28% and 34% respectively.

Furthermore, the same experiment was repeated using NB algorithm to classify both (S1-S1) and (S1-S2) samples. As such Table 3 shows the results, from where one finds that IC11(S1-S2) achieved the highest IDR of 74% in the inter-subject experiments for SSMVEP dataset, while IC9(S1-S2) and IC10(S1-S2) achieved only 45% and 48% respectively.

Moreover, IC9(S1-S2) achieved the highest accuracy of 46%, while IC10(S1-S2) and IC11(S1-S2) achieved 41% and 45% respectively for MI dataset. Moreover, Table 3 also shows inter-subject results using BCI competition IV-a dataset, where IC9(S1-S2) achieved the highest accuracy of 36%, while IC10(S1-S2) and IC11(S1-S2) achieved 31% and 34% respectively.

Based on these results, it is worth noting that SSMVEP based BCI yielded higher inter-subject IDR, when IC11 (S1-S2) is used. However, there was a 29% decline in IDR when compared to IC11(S1-S1), in this case (S1-S1) represents training, validation and testing samples from a single subject. A 21% decline in IDR was observed when IC11(S1-S2) is compared with IC11(S1-S1), whereby IC11(S1-S1) achieved an accuracy of 69% for MI based BCI. Moreover, a 46% decline in IDR was observed when IC9(S1-S2) is compared with IC9(S1-S1), whereby IC9(S1-S1) achieved an accuracy of 90% for BCI competition IV-a dataset. Using
samples from a single subject for training, validation and testing the classifier yielded higher IDR results. However, a significant decline in IDR was captured for all inter-subject experiments. If properly select ICs, the SSMVEP sessions can be more robust to the inter-subject variability, comparing to the MI sessions.

Conclusively, the inter-subject variability can significantly drop the IDR when features and classifiers are used across subjects. But there also exist some common characteristics among subjects, such as the IC12 in SSMVEP dataset demonstrate some clues of these common characteristics.

5) FACTOR 5: FEATURE CLASSIFICATION
In this section three classifiers (TL, K-NN, NB) are evaluated and compared, mainly to determine whether multi-source neural information can be used to improve CA of individual sessions, subjects or domains. As such when TL is implemented Se1 is treated as a target domain, while the remaining sessions (Se2~Se9) are treated as source domains. However, when both K-NN and NB are implemented samples from (Se2~Se9) are used to train the classifiers, while samples from Se1 are used to predict. In this case nine SSMVEP sessions acquired in different days are used to facilitate the investigation. Subsequently a highest accuracy of 98% was obtained for TL when Se6 is the target domain, while the rest of the sessions are source domains (Se1~Se5 and Se7~Se9) as illustrated in Figure 9. However, accuracies of 27% and 46% were observed for both K-NN and NB respectively, when samples from 8 sessions are used to train the classifiers and samples from a single session are used to test the classifier. In a similar manner TL achieved highest accuracies of 95% and 89% when Se4 and Se8 are target domains respectively. Moreover, accuracies of 37% and 52% were observed for NB, while 44% and 55% were observed for K-NN across Se4 and Se8. An accuracy of 88% was obtained for TL across Se2 and 69% across Se5 as target domains. However, a decline in accuracy was observed whereby K-NN achieved accuracies of 40% and 55%, while NB achieved accuracies of 26% and 49% across both Se2 and Se5 respectively. Furthermore, accuracies of 48% and 50% were observed for TL when Se1 and Se9 are target domains, accuracies of 52% and 43% were observed for NB, while K-NN achieved accuracies of 57% and 46% respectively. Moreover, a lowest accuracy of 24% was obtained when Se3 is a target domain, while the rest of the sessions are source domains (Se1~Se2 and Se4~Se9). In this case noise, low concentration level or mental fatigue can affect transferability across domains, in turn constitute to low IDR when Se1, Se3 and Se9 are considered as target domain.

Based on this results it is worth noting that transfer learning approach can significantly improve classification accuracy, as compared to using samples from multiple sessions to train, while samples from a single session are used to test the classifier. In this case a significant decline in accuracy was observed for both K-NN and NB when samples from 8 different sessions are used to train and 1 session to test the classifier. However, a significant increase in accuracy was observed when knowledge from multiple source domains are used to enhance learning performance of the target domain as depicted in Figure 9.

Five SSMVEP subjects are further evaluated and compared using three classification methods (TL, K-NN, NB), mainly
A lowest accuracy of 50% was achieved when S1 is the target domain and the other subjects (S2~S5) are source domains. Subsequently, a decline in accuracy was observed when samples from S1 are used to test and samples from (S2~S5) are used to train the classifier. As such both K-NN and NB achieved an accuracy of 40% and 37% respectively.

In this case evaluating commonalities across different subjects using samples from multiple subjects to train the classifier, and samples from another single subject to test the classifier resulted in a significant decline in accuracy as depicted in Figure 10. However, an increase in IDR was observed when TL is employed to transfer knowledge in the source domains to a target domain, while IDR deteriorated for both K-NN and NB when samples from five subjects are used to train, and samples from a single subject to test the classifiers. Moreover, based on this results it is also worth noting that all 5 subjects were BCI illiterates and had no prior BCI training before the experiment, as such a factor such as a feeling of tiredness was observed during SSMVEP signal acquisition, which may in turn affect the quality of EEG signal and resulting in low prediction rate.
To further investigate whether neural information from various sources can improve IDR of individual sessions/subjects or domains, three classifiers (TL, K-NN, NB) are evaluated and compared in this section. BCI competition IV-a dataset (consisting of nine subjects performing MI tasks) is used to facilitate the investigation. As such S1 is treated as a target domain, while the remaining sessions (S2~S9) are treated as source domains when TL is implemented. However, when both K-NN and NB are implemented samples from (S2~S9) are used to train the classifiers, while samples from S1 are used to predict. Subsequently a highest accuracy of 99% was obtained for TL when S3 is the target domain, while the rest of the subjects are source domains (S1~S2 and S4~S9) as illustrated in Figure 11. However, accuracies of 68% and 38% were observed for both K-NN and NB respectively, when samples from 8 subjects are used to train the classifiers and samples from a single subject are used to test the classifier.

In a similar manner TL achieved highest accuracies of 91% and 94% when S1 and S8 are target domains respectively. Moreover, accuracies of 41% and 65% were observed for NB, while 93% and 48% were observed for K-NN across S1 and S8. An accuracy of 70% was obtained for TL across S7 and 74% across S5 as target domains. However, a decline in accuracy was observed whereby NB achieved accuracies of 35% and 32%, while K-NN achieved accuracies of 54% and 55% across both S7 and S5 respectively. Furthermore, accuracies of 74% and 85% were obtained for TL when S4 and S9 are target domains, similarly accuracies of 52% and 39% were observed for NB, while K-NN achieved accuracies of 56% and 48% respectively. A further decline in accuracy was observed across S6, whereby NB achieved an accuracy of 42% and K-NN an accuracy of 51%, while an increase in accuracy was observed when S6 is the target domain, in this case TL achieved an accuracy of 69%. Moreover, a lowest accuracy of 52% was obtained when S2 is a target domain, while the rest of the sessions are source domains (S1 and S3~S9).

From these results it is worth noting that learning tasks in unrelated domains during BCI training turns to show intense individual variations across subjects. However, a significant increase in accuracy or learning performance was observed across domains, when TL is employed to transfer features in the source domains to the target domains. In this case TL approach shows significant increase in classification accuracy as compared to both K-NN and NB when samples from 8 subjects are used to train, while samples from a different single subject are used to test the classifier. Moreover, significant variations in CA across all 9 target domains were observed, and based on these results it is also worth noting that variability in neural dynamics across different subjects can result in negative transfer, which in turn deteriorate CA across target domains.

The performance of all three classifiers is further evaluated to determine whether features from different sources can enhance prediction rate of individual sessions/subjects. TABLE 4 shows the average CA results, where TL firstly achieved a highest average accuracy of 72% as compared to both K-NN and NB, with highest average CAs of 50.4% and 41.2% respectively when 9 sessions are used for cross-session classification. Furthermore, when 5 subjects are considered for cross-subject classification, a highest average CA of 56.8% was observed when TL is employed, while lowest
average CA of 43% and 35.4% were achieved when both K-NN and NB are employed respectively as illustrated in TABLE 4. Moreover, TL also achieved a highest average accuracy of 76.6% as compared to both K-NN and NB, with average CAs of 58% and 42.4% respectively when 9 subjects are considered for cross-subject classification. In this case TL outperformed both K-NN and NB classifier, and based on this results it is worth noting that features from various sources can significantly enhance performance when TL is employed, while a significant decrease is observed when both NB and K-NN are employed.

V. DISCUSSION
BCI performance in the form of IDR from EEG signals is a significant component of EEG based BCIs. Although reducing signal-to-noise ratio of EEG signals through filtering and decomposition has proven to be important, other factors also demonstrate significant effects on the IDR. We picked few potential factors and studied their impacts on the IDR. The selection of ICs affects the performance of BCIs due to sessional diversity, as shown in the results in TABLE 1, where IDR varies significantly among individual ICs, with the highest 100% IDR contrasting with the lowest 51% for SSMVEP, and 69% against 47% for MI tasks, for the same subject in the same session.

The alpha rhythm wave is recognized responsible for neural processes such as concentration, in this case the alpha rhythm magnitude validated the effects of changes in concentration level on IDR. The changes in alpha rhythm magnitudes were strongly associated to the changes of IDR, in an inverse proportional manner. A 13% increase in alpha rhythm magnitude was observed across Se2 and Se3 which resulted in a 13% decrease in accuracy for own MI dataset. As demonstrated in Figures 4, 5 and 6 in this paper, the results further validate that change in concentration level can be represented by an alpha rhythm wave. SSMVEP sessions seem more robust to the concentration changes, though the inverse proportional relationship exists as well.

Some known factors such as cognitive alteration, physiological and non-physiological factors can be tuned to minimize variability across sessions. However, the inter-session variability still significantly drops the IDRs across both intra and inter-sessions. A 21% and 15% decreases of IDR were observed across SSMVEP and MI sessions respectively.

Merging neural information from sessions acquired in different days resulted in a significant drop in intention detection rate. Though significant drops were observed, meaningful IDRs of 65% and 59% were achieved for SSMVEP and MI sessions when samples from Se1(IC5) were incorporated with samples from Se2(IC5), which means there are some common characteristics exist in different sessions, which can be used for inter-session tasks. In this case IC selection is still a crucial factor for inter-sessions IDRs.

A significant decline in IDR was observed when EEG signals acquired from different subjects were merged. The highest accuracy of 65% was observed for SSMVEP when samples from IC12 of the first subject (S1) were incorporated with samples from IC12 from the second subject (S2) for SSMVEP tasks. A maximum accuracy of 48% was observed for MI-tasks, when samples from IC11 of the first subject (S1) were incorporated with samples from IC11 of the second subject (S2). This is interpreted to significant inverse effects of inter-subject variability on IDRs, meanwhile, the existence of common inter-subject characteristics is also supported by the experimental results, although such characteristics might be weak.

Using neural information from multiple sources to enhance learning performance of the target domain resulted in a significant increase in CA, while a decline in CA was observed when samples from multiple sources are used to train the classifiers, and samples from a single source to predict. Transfer learning in this instance has yielded a significantly high accuracy as compared to both K-NN and NB classifiers using SSMVEP sessions, whereby a highest accuracy of 98% was achieved when Se6 is the target domain, and the remaining sessions (Se1~Se5 and Se7~Se8) are source domains as depicted in Figure 9. In this case both K-NN and NB achieved accuracies of 59% and 52% which is significantly low as compared to TL. In a similar manner TL yielded a highest accuracy of 64% as compared to both K-NN and NB using SSMVEP subjects, when S5 is the target domain and (S1~S4) are source domains. K-NN yielded a highest accuracy of 49% when samples from (S1~S4) are used to train and S5 to predict, while NB achieved a highest accuracy of 37% when samples from (S2~S5) are used to train and S1 to predict as demonstrated in Figure 10. Furthermore, TL achieved a highest accuracy of 99% as compared to both K-NN and NB using BCI competition IV-a dataset, when S3 is the target domain and (S1~S2 and S4~S9) are source domains. K-NN obtained a highest accuracy of 68% when samples from (S1~S2 and S4~S9) are used to train and S3 to predict, while NB achieved a highest accuracy of 65% when samples from (S1~S7 and S9) are used to train and S8 to predict as depicted in Figure 11.

VI. CONCLUSION
This study investigated the impact of five factors contributing to low IDR of EEG based BCIs, including the selection of ICs, changes in concentration level, inter-session and inter-subject variability, feature classification. Three datasets (BCI competition IV-a and our own recorded SSMVEP and MI datasets) were used to facilitate the investigation. After ICA, 16 independent components were obtained and used in all experiments. Significant varying IDRs were captured, corresponding to concentration levels indicated by the following factors: (i) alpha rhythm magnitude, (ii) variability within components, (iii) variability within sessions, (iv) variability within subjects, and (v) classification methods.
Experimental results supported the significance of the concerned factors on IDR of BCIs. Moreover, domain transfer learning approach was introduced, mainly to address the challenge of inter-session and inter-subject variability. In this case domain transfer learning resulted in a significant increase in accuracy across domains, while a significant decline in IDR was observed when samples from multiple subjects/sessions are utilized to train the classifier and a single subject/session to test the classifiers (NB and K-NN) in a classical BCI.

Besides of the concerned factors, there are still more potential factors which might affect the IDR under various scenarios, such as the feature manipulation in spaces, domains, manifolds, etc. These factors will be considered in the future study.
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