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Abstract

This paper considers identifying and estimating the Average Treatment Effect on the Treated (ATT) when untreated potential outcomes are generated by an interactive fixed effects model. That is, in addition to time-period and individual fixed effects, we consider the case where there is an unobserved time invariant variable whose effect on untreated potential outcomes may change over time and which can therefore cause outcomes (in the absence of participating in the treatment) to follow different paths for the treated group relative to the untreated group. The models that we consider in this paper generalize many commonly used models in the treatment effects literature including difference in differences and individual-specific linear trend models. Unlike the majority of the literature on interactive fixed effects models, we do not require the number of time periods to go to infinity to consistently estimate the ATT. Our main identification result relies on having the effect of some time invariant covariate (e.g., race or sex) not vary over time. Using our approach, we show that the ATT can be identified with as few as three time periods and with panel or repeated cross sections data.
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1 Introduction

One of the most common ways to identify the causal effect of a binary treatment (e.g., participating in a program or being affected by some economic policy) on an outcome of interest is to exploit variation in the timing of treatment across different individuals. In this sort of setup, the central idea is to impute the average outcome that individuals that participate in the treatment would have experienced if they had not participated in the treatment using a combination of their observed pre-treatment outcomes and the path of outcomes for a group of individuals that does not participate in the treatment. One can then estimate the average effect of participating in the treatment (for the group of individuals that participate in the treatment) as the difference in average observed outcomes and the average imputed value for individuals that participate in the treatment.

The most common version of this approach is difference in differences (DID) where the key identifying assumption is that, in the absence of treatment, the “path” of outcomes that the treated group would have experienced is the same, on average, as the path of outcomes that an untreated group did experience. The main motivating model for the DID approach is one in which untreated “potential” outcomes are generated by a two-way fixed effects model; that is, a model that allows for time invariant unobserved heterogeneity that may be distributed differently across the treated and untreated groups as well as allowing for time fixed effects. This model is consistent with the so-called “parallel trends” assumption underlying the DID approach (see, for example, Blundell and Costa Dias (2009), Borusyak, Jaravel, and Spiess (2021), and Gardner (2021)). However, the parallel trends assumption may not hold in many applications; often, a main concern is that the effect of some unobserved time invariant variable may change over time which would cause the parallel trends assumption to be violated. In those cases, researchers often resort to other approaches such as including individual-specific linear trends (Heckman and Hotz (1989), Wooldridge (2005), and Mora and Reggio (2019)).

We generalize both the two-way fixed effects model and these alternative approaches by imposing that the model for untreated potential outcomes has an interactive fixed effects structure (also known as factor structure). These models allow for the effect of time invariant unobservables to change over time. In particular, we consider the following sort of model for untreated potential outcomes:

\[ Y_{it}(0) = \theta_t + \xi_i + \lambda_i F_t + U_{it} \]  \hspace{1cm} (1)

where \( Y_{it}(0) \) is an individual’s untreated potential outcome in time period \( t \), \( \theta_t \) is a time fixed effect, \( (\xi_i, \lambda_i) \) are unobserved, time invariant individual characteristics, and \( F_t \) is a time varying effect of \( \lambda_i \). Notice that this model generalizes the common two-way fixed effects model; in particular, they are the same when \( F_t \) does not change across time
(implying that the term $\xi_i + \lambda_i F_t$ does not change over time and standard DID approaches can be applied). This model also generalizes individual-specific linear trend models that are commonly used in applied work; in particular, this would be true when $F_t = t$ in all time periods. A main motivation for this sort of model is one where a researcher worries that (i) there are time invariant unobserved variables that affect the outcome of interest that are not observed in the data, and (ii) the effect of one of those time invariant unobservables varies over time.

In the current paper, we develop a new approach to identifying treatment effects when untreated potential outcomes are generated from an interactive fixed effects model as in Equation (1). Unlike previous work on treatment effects in interactive fixed effects models, our approach does not require the number of time periods to go to infinity to consistently estimate the effect of participating in the treatment. We consider the case where a researcher observes a vector of time invariant covariates (e.g., race, sex, or education). The key assumption of our main approach is that the effect of at least one of the covariates on untreated potential outcomes does not change over time. The effect of this covariate is not identified, but we show that it can still be useful for identifying the effect of participating in the treatment. This sort of covariate is likely to be available in many applications in economics as it would be available in any model for untreated potential outcomes where some particular covariate “drops out” due to not varying over time (up to an instrument relevance condition that can be checked with the available data). In this case, we show that the ATT is identified with only three periods (this is the same requirement as for individual-specific linear trend models and one more time period than is required for DID models). In practice, our approach amounts to using this time invariant covariate as an instrument for the change in outcomes over time in a regression that “differences out” the individual fixed effects. This time invariant covariate is allowed to affect the level of untreated potential outcomes (just not to directly affect the path of untreated potential outcomes over time); we also do not use it as an instrument for participating in the treatment. Interestingly, this approach can be implemented with repeated cross sections data. We appear to be the first paper to propose a method allowing for interactive fixed effects that can be implemented with only repeated cross sections data.

We also develop estimators of the ATT using our approach. We propose a two-step estimator where, in the first step, we estimate the parameters in the interactive fixed effects model for untreated potential outcomes. In the second step, we plug these in to obtain estimates of the ATT. In the case with exactly three time periods and one covariate

---

1. The model in Equation (1) includes a single interactive fixed effect. This is a leading case as it generalizes all the most common approaches taken in the treatment effects literature; also, it corresponds to more structural interpretations where the researcher is concerned about a particular unobserved time invariant variable whose effect can change over time. In Section 5.1, we discuss the case when there can be more than one interactive fixed effect.
whose effect does not change over time, the ATT is exactly identified. With more than one covariate whose effect does not change over time, the ATT is over-identified and the restrictions that the effects of covariates do not vary over time can be tested. With more than three periods, one can conduct “pre-tests” for (i) the effect of participating in the treatment being 0 in periods before individuals become treated as well as for (ii) the effect of particular covariates not varying over time. We also extend our baseline results to the case where there is variation in treatment timing across individuals (as has been considered in recent work on DID such as Goodman-Bacon (2021) and Callaway and Sant’Anna (2021)).

We conclude the paper with an application on the effect of early-career job displacement on earnings. In the job displacement literature, researchers are typically concerned that “skill” is unobserved and cannot be directly controlled for. If the return to skill varies over time or with experience, then standard approaches such as difference in differences are likely to lead to biased estimates of the effect of job displacement. On the other hand, the approach proposed in the current paper can deal directly with this issue. Compared to difference in differences, the interactive fixed effects approach proposed in the current paper does somewhat better in pre-treatment periods (in the sense of estimating no effect of job displacement in pre-displacement periods) while finding somewhat smaller long-term effects of job displacement.

The outline of the paper is as follows. Section 2 provides our main identification arguments. Section 3 discusses some limitations of difference in differences and linear trends approaches in the context of interactive fixed effects models for untreated potential outcomes. Section 4 proposes an estimation and inference strategy. Section 5 provides a number of extensions to our main identification strategy. Section 6 provides Monte Carlo simulations related to comparing our approach to difference in differences and linear trends. Section 7 includes an application on job displacement. The Supplementary Appendix provides some alternative identification strategies; additional Monte Carlo simulations concerning (i) weak instruments, (ii) estimation with multiple interactive fixed effects, and (iii) selecting the number of interactive fixed effects; and some additional results for our application on job displacement.

Related Literature

There is a large literature on linear models with interactive fixed effects. Important early work in this literature includes Pesaran (2006) and Bai (2009). For estimation, these papers and much subsequent work require a large number of time periods (i.e., the number of time periods goes to infinity). Our paper is particularly related to Gobillon and Magnac (2016) and Xu (2017). Like the current paper, these papers model untreated potential outcomes by imposing an interactive fixed effects structure. In the case where a researcher is interested in the effect of a binary treatment, this approach has a major advantage
over imposing linear models for all outcomes — this setup places no restrictions on how treated potential outcomes are generated at all. Thus, one can allow for unrestricted forms of treatment effect heterogeneity, very general forms of selection into treatment, and treatment effect dynamics. The key difference between our approaches are that we do not require a large number of time periods, but we do require access to a covariate whose effect does not change over time. Our approach should ultimately be seen as complementary to the approaches taken in those papers and, in particular applications, the relative merits of these approaches mainly comes down to data availability and the plausibility of the condition that effects of covariate(s) do not vary over time.

The current paper is also closely related to work on factor models with a small number of measurements (for example, Anderson and Rubin (1956), Heckman and Scheinkman (1987), Carneiro, Hansen, and Heckman (2003), Heckman, Stixrud, and Urzua (2006), and Williams (2020)). Related work on panel data models with interactive fixed effects and with a small number of periods includes Holtz-Eakin, Newey, and Rosen (1988), Ahn, Lee, and Schmidt (2001), Ahn, Lee, and Schmidt (2013), Robertson and Sarafidis (2015), Freyberger (2018), and Juodis and Sarafidis (2020). Of these, the most similar is Ahn, Lee, and Schmidt (2013); like that paper, we obtain identification using a “differencing” approach and by providing some extra moment conditions. Our paper is different in that we specifically focus on a treatment effects setup (e.g., our approach allows for much more general forms of treatment effect heterogeneity than simply including a treatment dummy variable directly in an interactive fixed effects model). We also focus on the case with time invariant covariates (discussed in more detail below) rather than time varying covariates. Our paper is also related to Freyaldenhoven, Hansen, and Shapiro (2019). That paper deals with a more general form of unobservables (time-varying rather than interactive fixed effects) that confound identifying the effect of the treatment; on the other hand, our approach allows for the excluded variable to be time invariant and to directly affect the outcome as well as allowing for more general treatment effect heterogeneity (though it would seem possible to extend their approach along this dimension). Gardner (2020) allows for violations of parallel trends when individuals belong to a latent class in the case where there are a small number of time periods. Finally, a number of other approaches (particularly in the literature on synthetic controls and matrix completion) are motivated by an underlying interactive fixed effects model; see, for example, the discussion in Abadie, Diamond, and Hainmueller (2010). These include Hsiao, Ching, and Wan (2012), Kim and Oka (2014), Li and Bell (2017), Hsiao and Zhou (2019), Powell (2019), Arkhangelsky et al. (2021), Ben-Michael, Feller, and Rothstein (2021), Ferman and Pinto (2021), Kellogg, Mogstad, Pouliot, and Torgovitsky (2021), Athey et al. (2021), Bai and Ng (2021), and Liu, Wang, and Xu (2021), among others.
2 Identification

2.1 Notation and Parameters of Interest

We use potential outcomes notation throughout the paper. Let $Y_t$ denote an individual’s outcome in a particular period $t$ (we drop an individual subscript $i$ throughout much of the paper except where it enhances clarity). We assume that a researcher has access to $T$ periods of data. Individuals either belong to a treated group or untreated group. We set $D$ to be a treatment indicator so that $D = 1$ for individuals in the treated group and $D = 0$ for the untreated group. We assume that treatment occurs in period $t^*$ which is the same across all individuals (we discuss the case with variation in treatment timing in Section 5.4). Individuals have treated potential outcomes (the outcomes that would occur if an individual were treated) and untreated potential outcomes (the outcomes that would occur if an individual were not treated) at each time period. We denote these by $Y_t(1)$ and $Y_t(0)$, respectively, for $t = 1, \ldots, T$. In pre-treatment periods, i.e. $t < t^*$, $Y_t = Y_t(0)$ for all individuals; that is, we observe untreated potential outcomes for all individuals in these periods. When $t \geq t^*$, $Y_t = DY_t(1) + (1 - D)Y_t(0)$; that is, in period $t^*$ and subsequent time periods, we observe treated potential outcomes for individuals that participate in the treatment and untreated potential outcomes for individuals that do not participate in the treatment.

We also suppose that we observe a $K \times 1$ vector of covariates $Z$ that are time invariant. Time invariance of the covariates is essentially standard in the literature on treatment effects with panel data (Heckman, Ichimura, Smith, and Todd (1998), Abadie (2005), and Callaway and Sant’Anna (2021)). Unlike traditional panel data models, the objective in the treatment effects literature is not to estimate the effect of the covariates, but simply to control for them. Thus, time invariant (or pre-treatment) covariates allow us to compare outcomes or the path of outcomes for individuals who have the same characteristics rather than focusing on using variation in these covariates over time to identify their effects. A key difference between our approach and standard two-way fixed effects regressions is that we treat the treatment variable asymmetrically from the other covariates. Another concern about time varying covariates is that participating in the treatment may affect the path of some time varying covariates (Lechner (2008) and Bonhomme and Sauder (2011)). It seems possible to extend our results to allow for time varying covariates along the lines of marginal structural models (Robins, Hernán, and Brumback (2000), Imai and

2 There is an interesting difference between the econometrics literature and common practices in applied work in the presence of time varying covariates. The econometrics literature typically conditions on a single value of pre-treatment covariates in this case. This approach can allow for the treatment to have an effect on the covariates themselves; moreover, it can be rationalized under additional assumptions on how time-varying covariates would have evolved in the absence of participating in the treatment. On the other hand, applied work most often estimates two way fixed effects regressions that only include covariates that vary over time and that rely on additional functional form assumptions as well as exogeneity assumptions that rule out the treatment having an effect on the covariates.
Ratkovic (2015), and Blackwell and Glynn (2018)), but we do not pursue this here.

The main parameter that we are interested in is the Average Treatment Effect on the Treated (ATT); we define $ATT_t$ as the average treatment effect on the treated in period $t$. That is,

$$ATT_t = E[Y_t(1) - Y_t(0)|D = 1]$$

$ATT_t$ allows researchers to consider how treatment effects vary across time periods / length of exposure to the treatment. When $ATT_t$ is identified, it can also be aggregated into an overall $ATT$ across all post-treatment time periods

$$ATT = \frac{1}{T - t^* + 1} \sum_{t=t^*}^{T} ATT_t$$

which is just the average of $ATT_t$ across all post-treatment time periods.

The first main assumption is about the data generating process for untreated potential outcomes. In particular, we impose the following structure on untreated potential outcomes in each time period.

**Assumption 1** (Model for Untreated Potential Outcomes). Untreated potential outcomes are generated by the following interactive fixed effects model

$$Y_{it}(0) = \xi_i + \lambda_t F_t + Z'_i \delta_t + U_{it}$$

We assume that in all time periods, untreated potential outcomes are generated by an interactive fixed effects model that includes an individual fixed effect, a time fixed effect (to conserve on notation we absorb the time fixed effect into the term $Z'_i \delta_t$ by having $Z_i$ include an intercept and where the corresponding element of $\delta_t$ is equal to the time fixed effect), and a single time invariant unobservable whose “effect” can change over time.

Some important comments about the model in Assumption 1 are in order. First, Assumption 1 only puts structure on how untreated potential outcomes are generated. It does not put any structure on how treated potential outcomes are generated, and this allows for essentially unrestricted treatment effect heterogeneity. In particular, our setup allows for individuals to select into the treatment on the basis of having “good” treated potential outcomes relative to individuals who do not participate in the treatment. Not putting any structure on treated potential outcomes comes at the cost of not identifying more general parameters such as the average treatment effect (for the entire population). In particular, this means that it may be difficult to predict what the effect of participating in the treatment would have been for individuals that did not participate in the treatment; however, this is a standard issue for DID-type methods. Second, Assumption 1 allows
for the distributions of $\xi$, $\lambda$, and $Z$ to be different for individuals in the treated group relative to the untreated group. In the spirit of fixed effects models, Assumption 1 also allows for these variables to be arbitrarily correlated with each other.

Third, having the coefficient on $Z$ vary over time follows the difference in differences literature. If one removes the interactive fixed effect term from the model in Assumption 1, then this is exactly the sort of model that gives rise to conditional parallel trends assumptions that are common in the econometrics literature (Heckman, Ichimura, Smith, and Todd (1998), Abadie (2005), and Callaway and Sant’Anna (2021)). Including the interactive fixed effect puts the unobserved $\lambda$ into the model in the same way as the covariates. This means that, if we were to observe both $\lambda$ and $Z$, then the path (not the level) of untreated potential outcomes that individuals in the treated group would have experienced if they had not participated in the treatment is the same as the path of outcomes that individuals in the untreated group did experience conditional on having the same values of $\lambda$ and $Z$. In other words, if we observed $\lambda$, then we could just use a conditional difference in differences approach, but, since we do not observe it, we need to make some modifications. Finally, Assumption 1 restricts the dimensionality of the interactive fixed effect term to be equal to one. We discuss the extension to multiple interactive fixed effects in Section 5.1.

We also make the following assumptions throughout the paper.

**Assumption 2** (Observed Data). The observed data consists of iid draws of $\{Y_{i1}, Y_{i2}, \ldots, Y_{iT}, Z_i, D_i\}_{i=1}^n$, where $n$ denotes the sample size.

**Assumption 3** (Treatment Timing). $T \geq 3$ and $t^* \geq 3$.

**Assumption 4** (Factors). $F_{t^*-1} \neq F_{t^*-2}$.

**Assumption 5** (Selection on observables and time invariant unobservables). For all $t = 1, \ldots, T$,

$$E[Y_t(0)|\xi, \lambda, Z, D = 1] = E[Y_t(0)|\xi, \lambda, Z, D = 0]$$

Assumption 2 says that we observe panel data with $T$ time periods. We discuss extending the results to the case with repeated cross sections in Section 5.2 and note here that this extension is straightforward. Assumption 3 says that we have access to at least three periods of data, that treatment starts in period $t^*$ for all individuals that participate in the treatment, and that we have at least two pre-treatment periods for individuals in the treated group. Assumption 4 says that there is variation in $F_t$ in the two periods immediately preceding treatment. Practically, this assumption implies that differences in $\lambda$ in pre-treatment periods lead to differences in average paths of outcomes in pre-treatment periods. Assumption 5 is the same as Assumption 2 in Gobillon and
Magnac (2016) and is similar to Assumption 1 in Gardner (2020). Moreover, it is similar to the assumption of selection on observables that is commonly invoked in the treatment effects literature with cross sectional data (see, for example, Imbens and Wooldridge (2009)); however, in our case, Assumption 5 holds after conditioning on the unobserved heterogeneity including the time invariant unobservable whose effect can change across time. In particular, it says that our main identification challenge is due to $\xi$ and $\lambda$ being unobserved. It implies that, if one could observe and condition on both $\xi$ and $\lambda$, that average untreated potential outcomes would be the same in the treated and untreated groups. This would also imply that, were the unobserved heterogeneity and interactive fixed effect observed, one could use a variety of well known approaches (e.g., least squares regression, propensity score re-weighting, or matching) to estimate the ATT. In our case, where these time invariant variables are unobserved, this assumption is potentially helpful because untreated potential outcomes are not observed for the treated group (in some periods), but they are observed for the untreated group in all periods.

In the context of the model in Assumption 1, an important implication of Assumption 5 is that it is equivalent to

$$E[U_t|\xi, \lambda, Z, D = d] = 0 \quad \text{for all } (t, d) \in \{1, 2, \ldots, T\} \times \{0, 1\}$$  \hspace{1cm} (2)

Equation (2) immediately implies that the time varying unobservables in Assumption 1 are uncorrelated with the observed covariates, with the time invariant unobservables in the model, and with whether or not an individual participates in the treatment. These are all typical assumptions in the interactive fixed effects literature. That these unobservables are uncorrelated with covariates and treatment status will eventually be a source of moment conditions that we use to identify the parameters in the model. Equation (2) also makes clear the main type of restriction that we place on how individuals select into participating in the treatment. In addition to allowing for individuals to select into the treatment on the basis of their treated potential outcomes, we allow for individuals to select into treatment on the basis of their time invariant unobservables that affect untreated potential outcomes $(\xi, \lambda)$, but we do not allow individuals to select into treatment on the basis of time varying unobservables, $U_t$.

Next, we outline the challenges that a researcher faces for identifying $ATT_t$ when untreated potential outcomes are generated by the interactive fixed effects model in Assumption 1. As a first step, we discuss a “quasi-differencing” strategy in order to write down equations that do not depend on $\xi$ or $\lambda$.\(^3\) Notice that, given the model in Assump-

\(^3\)Quasi-differencing is common in the interactive fixed effects literature especially in the case with a “small” number of time periods (see, for example, Holtz-Eakin, Newey, and Rosen (1988) and Ahn, Lee, and Schmidt (2013)).
tion 1,
\[ Y_{it^*-1}(0) - Y_{it^*-2}(0) = \lambda_i(F_{t^*-1} - F_{t^*-2}) + Z_i'(\delta_{t^*-1} - \delta_{t^*-2}) + U_{it^*-1} - U_{it^*-2} \]  \hspace{1cm} (3)

Because no one is treated before period \( t^* \), the researcher observes untreated potential outcomes in the two time periods immediately preceding treatment for both treated and untreated individuals. Further, one can immediately solve this equation for \( \lambda_i \):
\[ \lambda_i = \left( (Y_{it^*-1}(0) - Y_{it^*-2}(0)) - Z_i'(\delta_{t^*-1} - \delta_{t^*-2}) - (U_{it^*-1} - U_{it^*-2}) \right) / (F_{t^*-1} - F_{t^*-2}) \]  \hspace{1cm} (4)

which follows by re-arranging the expression in Equation (3). Using similar arguments, it additionally follows that
\[ Y_{it}(0) - Y_{it^*-2}(0) = \lambda_i(F_t - F_{t^*-2}) + Z_i'(\delta_t - \delta_{t^*-2}) + U_{it} - U_{it^*-2} \]
\[ = Z_i'\delta_t^* + F_t^*(Y_{it^*-1} - Y_{it^*-2}) + V_{it} \]  \hspace{1cm} (5)

where we define \( F_t^* := (F_t - F_{t^*-2}) / (F_{t^*-1} - F_{t^*-2}) \), \( \delta_t^* := (\delta_t - \delta_{t^*-2} - F_t^*(\delta_{t^*-1} - \delta_{t^*-2})) \), \( V_{it} := (U_{it} - U_{it^*-2}) - F_t^*(U_{it^*-1} - U_{it^*-2}) \) and where the second equality holds by plugging in the expression for \( \lambda_i \) in Equation (4) and re-arranging terms. The result in Equation (5) holds for all \( t = t^*, \ldots, T \) for both the treated group and the untreated group, and, importantly, Equation (5) has differenced out the time invariant unobservables.

Next, in order to think about identifying \( ATT_t \), notice that, for any time period \( t \geq t^* \),
\[ ATT_t = \mathbb{E}[Y_t(1) - Y_t(0)|D = 1] \]
\[ = \mathbb{E}[Y_t(1) - Y_{t^*-2}(0)|D = 1] - \mathbb{E}[Y_t(0) - Y_{t^*-2}(0)|D = 1] \]
\[ = \mathbb{E}[Y_t - Y_{t^*-2}|D = 1] - \left( \mathbb{E}[Z'|D = 1]\delta_t^* + F_t^*\mathbb{E}[Y_{t^*-1} - Y_{t^*-2}|D = 1] \right) \]  \hspace{1cm} (6)

where the second equality holds by adding and subtracting \( \mathbb{E}[Y_{t^*-2}(0)|D = 1] \), and the third equality holds by writing potential outcomes in terms of their observed counterparts, by Equation (5), and by Assumptions 1 and 5. Equation (6) suggests that the key identification challenge is to be able to recover the parameters \( \delta_t^* \) and \( F_t^* \); all the other terms in Equation (6) are immediately identified from the sampling process. It is also worth pointing out that identifying \( F_t^* \) is not as challenging as identifying \( F_t \) itself in all time periods, and, in particular, notice that we do not need to impose any of the normalizations on \( F_t \) that are common in the interactive fixed effects literature.

Because, in the post-treatment periods \( t = t^*, \ldots, T \), \( Y_{it}(0) \) is only an observed outcome for individuals in the untreated group, Equation (5) therefore suggests recovering these parameters using the untreated group. That being said, \( \delta_t^* \) and \( F_t^* \) are not im-
mediately identified in Equation (5) because \((Y_{it} - Y_{it-1} - Y_{it-2})\) is correlated with \(V_t\) by construction. We discuss our approach to identifying \(\delta_t^*\) and \(F_t^*\) (and hence \(ATT_t\)) next.

**Remark 1.** The above arguments relied on differencing both \(Y_{it}(0)\) and \(Y_{it-1}(0)\) by \(Y_{it-2}(0)\), but there alternative differencing strategies that could eliminate the time invariant unobserved heterogeneity terms. One advantage of the present strategy is that it only relies on the interactive fixed effects model for untreated potential outcomes holding from period \(t^*-2\) to period \(t^*\) and is therefore robust to violations of this model in earlier time periods.

\(4\) Imposing that the structure of the model holds over a large number of time periods may be restrictive in many applications. For example, in a related context, Arkhangelsky et al. (2021) note that “it may be difficult to find a simple specification...that fits well over the entire panel.”

### 2.2 Identification through Covariates with Time Invariant Effects

In this section, we present our main identification strategy. As a first step, notice that Equation (2) combined with Equation (5) provides a number of moment conditions that are relevant for identifying \((\delta_t^*, F_t^*)\). In particular, the available moment conditions are

\[
0 = \mathbb{E}[ZV_t | D = 0] \text{ for } t = t^*, \ldots, T
\]

These moment conditions are equivalent to

\[
0 = \mathbb{E}[(1 - D)Z(Y_t - Y_{t-2} - Z'\delta_t^* - F_t^*(Y_{t-1} - Y_{t-2}))] \text{ for } t = t^*, \ldots, T
\]

To begin with (and for simplicity), consider the case where \(T = 3\) (i.e., the researcher has access to three periods of panel data). Then, Equation (7) contains \(K\) moment conditions. However, there are \(K + 1\) parameters to identify; \(\delta_3^*\) is \(K \times 1\) and \(F_3^*\) is an extra scalar parameter to identify. Hence, there are not enough moment equations to identify all the parameters.

Next, we introduce our main identifying assumption.

**Assumption 6 (Availability of Covariate(s) with Time Invariant Effects).** There exists a set \(J \subseteq \{1, \ldots, K\}\) such that \(\delta_{jt} = \delta_j\) for all \(j \in J\) and for all time periods \(t = 1, \ldots, T\).

Assumption 6 introduces the central idea of our identification strategy. In particular, we suppose that at least one of the \(\delta_t\) parameters does not depend on time.
cases, this is a very weak requirement. In particular, researchers often omit time invariant covariates because they are “absorbed” into the fixed effect — this indeed does hold if the effect of some time invariant covariate does not vary over time. Thus, any covariate that a researcher would otherwise omit from the model because it does not vary over time is a good candidate here.

To formalize things, set $Z = (X,W)$ which partitions the observed covariates into a group of $K_X$ covariates with time varying effects on the outcome and another group of $K_W$ covariates whose effects do not change over time; these satisfy $K = K_X + K_W$. Correspondingly, partition $\delta_t = (\beta_t, \alpha)$ where $\beta_t$ is a $K_X$ dimensional vector and $\alpha$ is a $K_W$ dimensional vector that does not change across time periods, and likewise, partition $\delta^*_t = (\beta^*_t, 0)$. Then, we write the model in Assumption 1 as

$$Y_{it}(0) = \xi_i + \lambda_i F_t + X'_i \beta_t + W'_i \alpha + U_{it}$$

(8)

$\alpha$ is not identified in Equation (8) and, in applications, information on $W$ is often completely discarded. However, the presence of $W$ still provides potentially useful moment conditions. In Equation (8) (and in each time period), there are now $K_X + 1$ parameters to identify, and $K$ moment conditions available to identify them. Then, as long as $K_W \geq 1$ (i.e., as long as there is at least one variable whose effect does not change over time), our approach satisfies the necessary order condition that $K \geq K_X + 1$.

The simplest version of this approach is the case where we have exactly three time periods, panel data, and $W_i$ is a scalar. Then, our idea amounts to estimating $\beta^*_3$ and $F^*_3$ using the sample of untreated individuals by estimating the model

$$Y_{i3} - Y_{i1} = X'_i \beta^*_3 + F^*_3 (Y_{i2} - Y_{i1}) + V_{i3}$$

using $W_i$ as an instrument for $(Y_{i2} - Y_{i1})$. In order for $\beta^*_3$ and $F^*_3$ to be identified here, we just require standard exogeneity and relevance conditions for instrumental variables estimation. Exogeneity holds by Assumption 6 (along with Assumption 5). Relevance will hold if $\text{rank}(\mathbb{E}[Z(X', (Y_2 - Y_1))]) = K_X + 1$. The main requirement here is that $W$ is correlated with $(Y_2 - Y_1)$ after controlling for $X$. This condition can be checked in particular applications. In fact, an alternative equivalent condition is that $\text{rank}(\mathbb{E}[Z(X', \lambda)]) = K_X + 1$; this condition says that $W$ is correlated with $\lambda$ after controlling for $X$. In other words, we need to find a variable whose effect on untreated potential outcomes does not change

---

5 Given the definition of $\delta^*_t$, if $\delta_{jt} = \delta_j$ for all time periods, then that immediately implies $\delta^*_{jt} = 0$ for all time periods $t = t^*, \ldots, T$.

6 A relevant intermediate case is when $W$ is a weak instrument for $(Y_2 - Y_1)$. Existing strategies for dealing with weak instruments can be applied in our setup. For example, standard diagnostics for weak instruments (e.g., Stock and Yogo (2005), Kleibergen and Paap (2006), Olea and Pfueger (2013), and Sanderson and Windmeijer (2016)) can be used. Alternatively, one could employ estimation strategies designed for the case with weak instruments (e.g., Hansen and Kozbur (2014), Andrews and Armstrong (2017), and Tsyawo (2021)).
over time (i.e., this variable does not affect the path of untreated potential outcomes over time) and that is correlated with the time invariant unobservable whose effect changes over time.

To give an example, in the application in the paper, we study the effect of job displacement on earnings. There, we are concerned that the return to “skill”, which is unobserved, could vary over time. In this case, there are several possibilities for which variables to impose that their effect on untreated potential outcomes does not change over time. First, covariates such as race, sex, and education often “drop out” in applications on job displacement because they do not change over time. This suggests that any of these are potential candidates here. Another possibility is to use a proxy for unobserved skill. In our application, we observe each individual’s score on the Armed Forces Qualification Test (AFQT). This variable can be seen as a proxy for unobserved skill, and it seems plausible that earnings in the absence of job displacement do not depend at all (notice that this is a stronger condition than our approach actually requires) on AFQT score once “skill” is in the model.

We state a general identification result for the ATT next. Define

\[ \Delta Y_{post,t}^{*,2} := (Y_{t}^{*} - Y_{t-2}^{*}, \ldots, Y_{T}^{*} - Y_{t-2}^{*})' \]

In other words, \( \Delta Y_{post,t}^{*,2} \) is the difference between outcomes in particular post-treatment periods relative to the outcome two periods before the treatment started. \( \Delta Y_{post,t}^{*,2} \) is a \( q \times 1 \) vector where \( q := (T - t^{*} + 1) \) which is the total number of post-treatment time periods. Next, define

\[ Z = (I_q \otimes (1 - D)Z) \]

where \( I_q \) is the \( q \times q \) identity matrix so that \( Z \) is a \( Kq \times q \) matrix, and define

\[ X = (I_q \otimes (X', (Y_{t-1}^{*} - Y_{t-2}^{*}))) \]

which is a \( q \times q(KX + 1) \) matrix. Finally, define the vector of parameters

\[ \gamma = (\beta_{t}^{*}, F_{t}^{*}, \ldots, \beta_{T}^{*}, F_{T}^{*})' \]

which is a \( q(KX + 1) \times 1 \) vector.

---

7It’s worth pointing out that just because a covariate does not vary over time does not automatically imply that the path of untreated potential outcomes does not depend on it. In Section 5.3, when there are extra available pre-treatment periods, we develop a test for covariates having time invariant effects in pre-treatment periods. This test can be used as a check on the validity of the restriction that a particular covariate does not affect the path of untreated potential outcomes (given that \( \lambda \) is included in the model).
Then, the vector of moment conditions coming from Equation (7) is equivalent to
\[ E[Z\Delta Y_{post,t'}] = E[ZX] \gamma \] (9)

We make the following assumption.

**Assumption 7 (Relevance).** The matrix \( E[ZX] \) has full rank.

Assumption 7 corresponds to the relevance condition discussed above that the covariates whose effects do not change over time are correlated with \((Y_{t' - 1} - Y_{t' - 2})\) (or equivalently with \(\lambda\)) after controlling for other covariates \(X\).

Next, we state our main identification result.

**Theorem 1.** Under Assumptions 1 to 7, \(\beta^*_t\) and \(F^*_t\) are identified for all \(t = t', \ldots, T\). In particular, for any \(Kq \times Kq\) positive definite weighting matrix \(W\),
\[ \gamma = (E[ZX]'WE[ZX])^{-1}E[ZX]'WE[Z\Delta Y_{post,t'}] \]

In addition, \(ATT_t\) is identified for all \(t = t', \ldots, T\), and it is given by
\[ ATT_t = E[Y_t - Y_{t' - 2}|D = 1] - \left( E[X'|D = 1]\beta^*_t + F^*_t E[Y_{t' - 1} - Y_{t' - 2}|D = 1] \right) \]

**Proof.** For identifying \((\beta^*_t, F^*_t)\) for \(t = t', \ldots, T\), the result holds immediately from Equation (9) under the conditions in the theorem. The result for \(ATT_t\) holds because
\[ ATT_t = E[Y_t|D = 1] - E[Y_t|D = 1] \]
\[ = E[Y_t(1) - Y_{t' - 2}(0)|D = 1] - E[Y_t(0) - Y_{t' - 2}(0)|D = 1] \]
\[ = E[Y_t - Y_{t' - 2}|D = 1] - E[X'\beta^*_t + F^*_t(Y_{t' - 1} - Y_{t' - 2})|D = 1] \]

where the second equality holds by adding and subtracting \(E[Y_{t' - 2}(0)|D = 1]\), and the third equality holds by Equations (5) and (8) (and using that the coefficients on \(W\) do not vary over time) and by rewriting potential outcomes in terms of their observed counterparts. Then, the result holds because \(\beta^*_t\) and \(F^*_t\) are identified.

In the expression for \(ATT_t\) in Theorem 1, the first term is the mean path of outcomes that individuals in the treated group experienced between period \(t' - 2\) and \(t\). The second term is the mean path of outcomes that individuals in the treated group would have experienced if they had not participated in the treatment and comes from the interactive fixed effects model for untreated potential outcomes in Assumption 1.

**Remark 2.** We discuss two alternative approaches to identification in Appendix SA-1 in the Supplementary Appendix. The first idea is to assume that the time varying
unobservables, $U_t$, in the model in Assumption 1 are uncorrelated over time; this sort of
idea is common especially in the literature on factor models. A recent paper that uses
this sort of idea is Imbens, Kallus, and Mao (2021). Second, we consider the case with
time varying covariates and using covariates in other periods as instruments. Relative
to our main approach, the main advantage of both of these approaches is that they do
not require finding a covariate whose effect does not change over time. On the other
hand, they introduce additional complications and additional assumptions that often make
these approaches less appealing in applications. See Appendix SA-1 in the Supplementary
Appendix for an expanded discussion of these issues.

Remark 3. The above arguments apply for identifying $ATT_t$ for $t = t^*, \ldots, T$ (i.e.,
post-treatment time periods). In many applications, it may be useful to identify/estimate
pseudo-ATTs in pre-treatment periods with the idea of pre-testing (i.e., testing that treat-
ment effects are equal to 0 in pre-treatment periods). In particular, define $b(t) := \begin{cases} t^* - 2 & \text{if } t \geq t^* \\ t - 2 & \text{if } t < t^* \end{cases}$
which allows the “base period” (the period that outcomes are differenced with respect to)
to vary based on whether or not $t$ is post-treatment or pre-treatment. In post-treatment
periods $b(t)$ is equal to $t^* - 2$ so that the base period is the same as has been used so
far throughout this section. In pre-treatment periods, $b(t)$ is equal to $t - 2$ so that the
base period is the period two periods before the current period. Next, define $\Delta Y_{aug} :=
(Y_3 - Y_{b(3)}, \ldots, Y_T - Y_{b(T)})'$. Similarly, define $Z_{aug} := (I_{T-2} \otimes (1 - D)Z)$, $X_{aug}$ be
the $T - 2 \times (T - 2)(K_X + 1)$ block diagonal matrix with elements along the diagonal
given by $(X', (Y_{b(t)+1} - Y_{b(t)}))$, and $\gamma_{aug} := (\beta_3', F_3', \ldots, \beta_T', F_T')'$. Then under analo-
gous exogeneity and relevance conditions as above and using essentially the same argu-
ments, one can show that, for some positive definite weighting matrix $W$, $\gamma_{aug} =
(E[Z_{aug}X_{aug}]W[E[Z_{aug}X_{aug}]]^{-1}E[Z_{aug}X_{aug}]W[E[Z_{aug}Y_{aug}]])$. Given this expression, $ATT_t =
(E[Y_t|D = 1] - E[Y_{b(t)}|D = 1]) - (E[X'|D = 1]\beta_3' + F_3'(E[Y_{b(t)+1} - Y_{b(t)}|D = 1]))$ which is
identified for $t = 3, \ldots, T$. For $t < t^*$, one can pre-test the interactive fixed effects model
for untreated potential outcomes by testing that $ATT_t = 0$.

Example 1. Under the same conditions as above, consider the case with exactly three
time periods, where $W$ is a binary variable, and there are no other covariates in the model
for untreated potential outcomes.

Straightforward calculations show that

$$F_3^* = \frac{E[Y_3 - Y_1|W = 1, D = 0] - E[Y_3 - Y_1|W = 0, D = 0]}{E[Y_2 - Y_1|W = 1, D = 0] - E[Y_2 - Y_1|W = 0, D = 0]}$$

and

$$\theta_3^* = E[Y_3 - Y_1|W = 0, D = 0] - F_3^*E[Y_2 - Y_1|W = 0, D = 0]$$
which implies that

\[
ATT_3 = \mathbb{E}[Y_3 - Y_1 | D = 1] - \left( \theta_3^* + F_3^* \mathbb{E}[Y_2 - Y_1 | D = 1] \right)
\]

For \( F_3^* \), notice that the difference in the numerator effectively differs out the time fixed effects (these are common across different values of \( W \)). And, in particular, \( \mathbb{E}[Y_3 - Y_1 | W = 1, D = 0] - \mathbb{E}[Y_3 - Y_1 | W = 0, D = 0] = (\mathbb{E}[\lambda | W = 1, D = 0] - \mathbb{E}[\lambda | W = 0, D = 0])(F_3 - F_1) \).

Thus, any differences in the numerator are due to \( F_t \) and differences in the distribution of \( \lambda \) among untreated individuals with \( W = 1 \) relative to untreated individuals with \( W = 0 \). The same sort of argument implies that the denominator is equal to \( (\mathbb{E}[\lambda | W = 1, D = 0] - \mathbb{E}[\lambda | W = 0, D = 0])(F_2 - F_1) \). Thus, dividing the numerator by the denominator cancels the term involving \( \lambda \) and is equal to \( F_3^* \). However, notice that this strategy would not be available without exploiting the time invariance of the effect of the covariate \( W \). Once \( F_3^* \) has been identified, it is straightforward to recover \( \theta_3^* \) and \( ATT_3 \).

### 3 Consequences of Ignoring Interactive Fixed Effects

**Difference in Differences**

The most common approach to identifying the effect of participating in a binary treatment when a researcher has access to repeated observations over time is difference in differences. Difference in differences is very closely related to two-way fixed effects models for untreated potential outcomes; i.e.,

\[
Y_{it}(0) = \theta_t + \xi_i + U_{it}
\]

Notice that the model in Equation (10) is a special case of the model in Assumption 1 — when the effect of \( \lambda_i \) does not vary over time, it can be absorbed into the individual fixed effect. Under the condition that \( \mathbb{E}[U_t | D = 1] = \mathbb{E}[U_t | D = 0] \) for all \( t = 1, \ldots, T \) (which is a standard condition and one that holds under our conditions for interactive fixed effects models), it follows that

\[
\mathbb{E}[\Delta Y_t(0) | D = 1] = \mathbb{E}[\Delta Y_t(0) | D = 0]
\]

for all time periods \( t = 2, \ldots, T \). The condition in Equation (11) is called the parallel trends assumption. It says that the path of outcomes that individuals in the treated group would have experienced if they had not participated in the treatment is the same as the path of outcomes that individuals in the untreated group actually experienced. It
also immediately follows that

\[ ATT_t^* = \mathbb{E}[\Delta Y_t^* | D = 1] - \mathbb{E}[\Delta Y_t^* | D = 0] \quad (12) \]

However, if the model in Assumption 1 is correct instead of the model in Equation (10), the condition in Equation (11) no longer holds. In particular,

\[ \mathbb{E}[\Delta Y_t^*(0)|D = d] = (\theta_t^* - \theta_{t^* - 1}) + (F_t^* - F_{t^* - 1})\mathbb{E}[\lambda|D = d] \]

and, therefore, the condition in Equation (11) does not, in general, hold. This follows because, although \( \theta_t \) is common across the treated and untreated groups, \( \mathbb{E}[\lambda|D = d] \) varies across groups. And the second term will differ across groups unless either \( \mathbb{E}[\lambda|D = 1] = \mathbb{E}[\lambda|D = 0] \) (in this case, the interactive fixed effects term can effectively be absorbed into the time fixed effect) or if \( F_t^* = F_{t^* - 1} \) (in this case, the interactive fixed effect can be absorbed into the individual fixed effect). But these are both cases where the interactive fixed effect model reduces to the model in Equation (10).

Moreover, we can develop an expression for the bias that results from using a difference in differences approach when the actual model for untreated potential outcomes is the interactive fixed effects model. Let \( ATT_{t^*}^{DID} \) denote the expression on the right hand side of Equation (12) but allowing for the possibility that the parallel trends assumption does not hold (so that, in this case, \( ATT_{t^*}^{DID} \) may not be equal to \( ATT_t^* \)). In this case,

\[
ATT_{t^*}^{DID} - ATT_t^* = \mathbb{E}[\Delta Y_t^* | D = 1] - \mathbb{E}[\Delta Y_t^* | D = 0] - ATT_t^* \\
= (\mathbb{E}[\Delta Y_t^*(1)|D = 1] - \mathbb{E}[\Delta Y_t^*(0)|D = 1]) \\
+ (\mathbb{E}[\Delta Y_t^*(0)|D = 1] - \mathbb{E}[\Delta Y_t^*(0)|D = 0]) - ATT_t^* \\
= (F_t^* - F_{t^* - 1})(\mathbb{E}[\lambda|D = 1] - \mathbb{E}[\lambda|D = 0])
\]

where the first equality holds from the definition of \( ATT_{t^*}^{DID} \), the second equality plugs in potential outcomes for their observed counterparts and adds and subtracts \( \mathbb{E}[\Delta Y_t^*(0)|D = 1] \), and the third equality holds by plugging in the interactive fixed effects model for untreated potential outcomes. Thus, in general, wrongly imposing the parallel trends assumption instead of the interactive fixed effects model for untreated potential outcomes will lead to estimators that do not converge to the true \( ATT_t^* \). This bias is likely to be particularly severe in cases where \( F_t^* \) is much different from \( F_{t^* - 1} \) (i.e., the effect of \( \lambda \) is changing substantially over time) as well as when \( \mathbb{E}[\lambda|D = 1] \) is much different from \( \mathbb{E}[\lambda|D = 0] \) (i.e., the mean of \( \lambda \) is much different between the treated and untreated groups).

\[8\] In this section, we focus on the \( ATT \) in period \( t^* \), but similar arguments would also apply in other time periods.
Models with individual-specific linear trends

In applied work, it is very common that, when researchers suspect that the parallel trends assumption mentioned above is violated, to estimate a linear trends model. These sorts of models (as well as more general versions) are considered in, for example, Heckman and Hotz (1989), Wooldridge (2005), and Mora and Reggio (2019). This sort of approach is motivated by the following model for untreated potential outcomes (as in the previous section, continue to consider the case without covariates)

\[ Y_{it}(0) = \theta_t + \xi_i + \lambda_i t + U_{it} \quad (13) \]

The model in Equation (13) is a special case of the model in Assumption 1 when \( F_t \) is equal to \( t \). Let \( C_t \) generically represent some variable that depends on time, and define the operator \( \Delta^2 C_t = \Delta C_t - \Delta C_{t-1} = C_t - 2C_{t-1} + C_{t-2} \). Then, the model in Equation (13) implies the following

\[ \mathbb{E}[\Delta^2 Y_{t}(0)|D = 1] = \mathbb{E}[\Delta^2 Y_{t}(0)|D = 0] \quad (14) \]

for all time periods \( t = 3, \ldots, T \). This further implies, after some straightforward calculations, that

\[ ATT_{t^*} = \mathbb{E}[\Delta^2 Y_{t^*}|D = 1] - \mathbb{E}[\Delta^2 Y_{t^*}|D = 0] \quad (15) \]

There are a couple of potential issues with the linear trends model. First, conceptually, the reason to use this sort of model is the same as the interactive fixed effects model in Assumption 1 — particularly, there is some time invariant variable (i) that is unobserved and (ii) whose effect varies over time. There are some notable drawbacks to this sort of model though. In particular, if the researcher observed \( \lambda_i \), under conditions (i) and (ii) mentioned above, it would be most natural to condition on it in the model and allow for its effect to vary over time. This is exactly how the interactive fixed effects model treats this situation. On the other hand, the linear trends model allows for the effect of \( \lambda_i \) to change over time, but only in a very restrictive way. In particular, if \( \lambda_i \) were observed, it would be very unusual to impose a linear trend sort of specification and attach it to an observed covariate.

It is also helpful to consider the resulting bias in \( ATT_{t^*} \) from incorrectly imposing the linear trends model. When the model in Assumption 1 is correct rather than Equation (13), the condition in Equation (14) will not hold in general. In particular, under the interactive fixed effects model

\[ \mathbb{E}[\Delta^2 Y_{t^*}(0)|D = d] = \Delta^2 \theta_{t^*} + \Delta^2 F_{t^*} \mathbb{E}[\lambda|D = d] \]
Thus, it is immediately clear that the condition in Equation (14) does not hold except in special cases; $\Delta^2 \theta_{t^*}$ is common across groups but the second term, in general, varies across the treated and untreated group. As mentioned above, linear trends is a special case of the interactive fixed effects model that we consider — the interactive fixed effects model and the linear trends model coincide when $F_{t^*} - F_{t^* - 1} = F_{t^* - 1} - F_{t^* - 2}$. In this case, the second term is equal to 0 and therefore the condition in Equation (14) holds. The other case where Equation (14) holds is when $E[\lambda|D = 1] = E[\lambda|D = 0]$, but, if the mean of $\lambda$ is the same across groups, there is no reason to use a linear trends model or interactive fixed effects model — the term involving $\lambda$ will be absorbed into the time fixed effect.

Using similar arguments, we can also quantify the bias from incorrectly imposing a linear trends model when the interactive fixed effects model is correct. Let $ATT_{t^*}^{LT}$ denote the expression on the right hand side of Equation (15) but allowing for the possibility that the linear trends model in Equation (13) is not correctly specified (as for the DID case above, this allows for the possibility that $ATT_{t^*}^{LT}$ is not equal to the $ATT_{t^*}$). Then,

$$ATT_{t^*}^{LT} - ATT_{t^*} = (E[\Delta^2 Y_{t^*}|D = 1] - E[\Delta^2 Y_{t^*}|D = 0]) - ATT_{t^*}$$

$$= (E[\Delta^2 Y_{t^*}(0)|D = 1] - E[\Delta^2 Y_{t^*}(0)|D = 1])$$

$$+ (E[\Delta^2 Y_{t^*}(0)|D = 1] - E[\Delta^2 Y_{t^*}(0)|D = 0]) - ATT_{t^*}$$

$$= E[\Delta^2 Y_{t^*}(0)|D = 1] - E[\Delta^2 Y_{t^*}(0)|D = 0]$$

$$= \Delta^2 F_{t^*} (E[\lambda|D = 1] - E[\lambda|D = 0])$$

where the first equality plugs in the definition of $ATT_{t^*}^{LT}$, the second equality plugs in potential outcomes for observed outcomes and adds and subtracts $E[\Delta^2 Y_{t^*}(0)|D = 1]$, the third equality cancels the terms involving $ATT_{t^*}$, and the fourth equality plugs in the interactive fixed effects model for untreated potential outcomes. This expression demonstrates that there can be large biases from using a linear trends model instead of interactive fixed effects model in two cases: (i) when $F_{t^*} - F_{t^* - 1}$ is much different from $F_{t^* - 1} - F_{t^* - 2}$, or (ii) when $E[\lambda|D = 1]$ is much different from $E[\lambda|D = 0]$.

4 Estimation and Inference

In this section, we propose a two step procedure for estimating $ATT_t$. In the first step, we estimate all the parameters $\gamma$ as well as $E[Y_t - Y_{t^* - 2}|D = 1]$, $E[X|D = 1]$, $E[Y_{t^* - 1} - Y_{t^* - 2}|D = 1]$, and $p := P(D = 1)$. Then, we plug these into the expression for $ATT_t$ in Theorem 1. In the second part of this section, we derive the asymptotic distribution of our estimator of $ATT_t$ and propose an approach to conduct inference.
based on the multiplier bootstrap.

As a first step, it is helpful to re-write the expression for \( \hat{ATT}_t \) in Theorem 1 as

\[
\hat{ATT}_t = \frac{\mathbb{E}[D(Y_t - Y_{t-2})]}{p} - \frac{\mathbb{E}[DX]}{p} \beta_t^* - F_t^* \frac{\mathbb{E}[D(Y_{t-1} - Y_{t-2})]}{p} \quad (16)
\]

which just converts the conditional moments in Theorem 1 into equivalent unconditional moments. This expression suggests the following estimator for \( \hat{ATT}_t \)

\[
\hat{ATT}_t = \hat{p}^{-1} \left( \frac{1}{n} \sum_{i=1}^n D_i(Y_{it} - Y_{it-2}) - \frac{1}{n} \sum_{i=1}^n D_iX_i'\hat{\beta}_t^* - \hat{F}_t^* \frac{1}{n} \sum_{i=1}^n D_i(Y_{it-1} - Y_{it-2}) \right) \quad (17)
\]

Next, we provide the limiting distribution for our estimators of \( \hat{ATT}_t \). Before doing that, we define some additional notation. First, define \( V_i := \Delta Y_{i,\text{post},t-2}^\text{post} - X_i\gamma \). Next, define \( \Xi_t := [0_{K_X+1,(t-\tau)}(K_X+1),1_{K_X+1,0_{K_X+1,(T-t)}}(K_X+1)] \) where \( 0_{\ell_1,\ell_2} \) denotes an \( \ell_1 \times \ell_2 \) matrix of zeros, and so that \( (\beta_t^*,F_t^*)' = \Xi_t\gamma \) for any \( t \in \{t^*,\ldots,T\} \), and define \( Y_i := (Y_{it-2},Y_{it-1},\ldots,Y_{iT}) \). Next, define

\[
\varphi^P(D_i) := D_i - \mathbb{E}[D] \\
\varphi^M(D_i,X_i,Y_i) := \begin{pmatrix} D_i(Y_{it} - Y_{it-2}) - \mathbb{E}[D(Y_t - Y_{t-2})] \\ D_iX_i - \mathbb{E}[DX] \\ D_i(Y_{it-1} - Y_{it-2}) - \mathbb{E}[D(Y_{t-1} - Y_{t-2})] \end{pmatrix} \\
\varphi^GMM(D_i,Z_i,Y_i) := \Xi_t(\mathbb{E}[ZX]\mathbb{W}\mathbb{E}[ZX])^{-1}\mathbb{E}[ZX]\mathbb{W}Z_iV_i
\]

where \( \varphi^P \) is a scalar, \( \varphi^M \) is a \((K_X+2)\)-dimensional vector, and \( \varphi^GMM \) is a \((K_X+1)\)-dimensional vector. Further, define

\[
\psi^A_t(D_i) := \frac{\hat{ATT}_t}{p^2} \varphi^P(D_i) \\
\psi^B_t(D_i,X_i,Y_i) := p^{-1} \varphi^M(D_i,X_i,Y_i)' \begin{pmatrix} 1 \\ \beta_t^* \\ F_t^* \end{pmatrix} \\
\psi^C_t(D_i,Z_i,Y_i) := p^{-1} \begin{pmatrix} \mathbb{E}[DX] \\ \mathbb{E}[D(Y_{t-1} - Y_{t-2})] \end{pmatrix}' \varphi^GMM(D_i,Z_i,Y_i)
\]

Finally, define \( \psi_t(D_i,Z_i,Y_i) := \psi^A_t(D_i) + \psi^B_t(D_i,X_i,Y_i) + \psi^C_t(D_i,Z_i,Y_i) \), \( \Psi(D_i,Z_i,Y_i) := (\psi_t(D_i,Z_i,Y_i),\ldots,\psi_T(D_i,Z_i,Y_i))' \), \( \hat{ATT} := (\hat{ATT}_t,\ldots,\hat{ATT}_T)' \), and \( ATT := (ATT_t,\ldots,ATT_T)' \).

We make the following assumption

We make the following assumption
Assumption 8. $E\|Y\|^4 < \infty$, $E\|Z\|^4 < \infty$, $\Omega := E[ZVV'Z']$ is positive definite, and $\hat{W} \overset{p}{\to} W$ which is positive definite.

Assumption 8 is a standard condition for establishing the limiting distribution of GMM estimators.

The next result provides an asymptotically linear representation for our estimator of $\text{ATT}_t$ and the joint limiting distribution of $\text{ATT}_t$ for $t = t^*, \ldots, T$.

**Theorem 2.** Under Assumptions 1 to 8 and for any $t \in \{t^*, \ldots, T\}$,

$$\sqrt{n}(\hat{\text{ATT}}_t - \text{ATT}_t) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi_t(D_i, Z_i, Y_i) + o_p(1)$$

In addition,

$$\sqrt{n}(\hat{\text{ATT}} - \text{ATT}) \overset{d}{\to} N(0, \Sigma)$$

where $\Sigma = E[\Psi(D, Z, Y)\Psi(D, Z, Y)'].$

The proof of Theorem 2 is provided in Appendix SA-2 in the Supplementary Appendix. Given the result in Theorem 2, one can immediately proceed to conduct inference by estimating $\Sigma$. Instead of doing this, we conduct inference using a multiplier bootstrap procedure (see, for example, Kline and Santos (2012)) that involves perturbing the influence function. In particular, for some iid $\upsilon_i$ that has mean zero, variance one, and finite third moment and that is drawn independently of the data (common examples include drawing $\upsilon_i$ from a standard normal distribution, or setting $\upsilon_i$ to be equal to 1 or $-1$ each with probability $1/2$), we construct a bootstrap estimate by

$$\hat{\text{ATT}}^* = \text{ATT} + \frac{1}{n} \sum_{i=1}^{n} \upsilon_i \hat{\Psi}(D_i, Z_i, Y_i)$$

where $\hat{\Psi}(D_i, Z_i, Y_i)$ is the estimated version of $\Psi(D_i, Z_i, Y_i)$ that replaces population parameters with their estimates. Standard arguments show that, conditional on the original data, $\sqrt{n}(\hat{\text{ATT}}^* - \text{ATT})$ follows the same limiting distribution as in Theorem 2. Thus, for $t \in \{t^*, \ldots, T\}$ one can construct standard errors for $\hat{\text{ATT}}_t$ by $\hat{\Sigma}_t^{1/2}/\sqrt{n}$ where $\hat{\Sigma}_t^{1/2} := (q_{0.75}(t) - q_{0.25}(t))/(z_{0.75} - z_{0.25})$ and where $q_{\tau}(t)$ is the $\tau$-th sample quantile of $\sqrt{n}(\hat{\text{ATT}}^*_t - \text{ATT}_t)$ (across bootstrap iterations) and $z_{\tau}$ is the $\tau$-th quantile of the standard normal distribution. Relative to the nonparametric bootstrap, the multiplier bootstrap offers a number of practical advantages: (i) because it does not involve re-estimating the model at each bootstrap iteration, it is generally much faster; (ii) because it involves weights, it avoids cases where, in some bootstrap iterations, the nonparametric bootstrap may not be able to compute a bootstrap estimate.
Remark 4. In cases where a researcher would like to “pre-test” the identifying assumptions (see discussion in Remark 3 for more details), similar arguments to the ones in Theorem 2 can be used to establish the joint limiting distribution of $\text{ATT}_t$ in pre-treatment periods (or across all pre- and post-treatment periods) which immediately leads to tests of $\text{ATT}_t = 0$ for all $t = 3, \ldots, t^* - 1$.

Remark 5. Although our main results consider the case with iid observations, it would also be straightforward to extend the result to account for clustering across individuals, allowing, for example, spatial correlations as long as the number of clusters is “large.” In that case, the asymptotic arguments would proceed with the number of clusters, rather than the number of individuals, going to infinity. It is likely that various bootstrap procedures could be adapted to this case as well (see, for example, Cameron and Miller (2015)).

5 Extensions

This section expands our identification arguments from the previous section to allow for (i) multiple interactive fixed effects (and, relatedly, provides an approach for selecting the number of interactive fixed effects), (ii) repeated cross sections data, (iii) testing that particular covariates have time invariant effects when additional pre-treatment time periods are available, and (iv) variation in treatment timing across individuals.

5.1 Multiple Interactive Fixed Effects

The previous results dealt with the case with a single interactive fixed effect. This section generalizes those arguments to cases where there may be more interactive fixed effects.

Consider the case where there are $R$ interactive fixed effects so that

$$Y_{it}(0) = \xi_i + \lambda_i' F_t + X_i' \beta_t + W_i' \alpha + U_{it}$$

where $\lambda_i = (\lambda_{i1}, \lambda_{i2}, \ldots, \lambda_{iR})'$ and $F_t = (F_{1t}, F_{2t}, \ldots, F_{Rt})'$ are each $R \times 1$ vectors, $X_i$ is a $K_X \times 1$ vector, and $W_i$ is a $K_W \times 1$ vector.

Next, for any time period $t \geq (t^* - R)$, notice that

$$Y_{it}(0) - Y_{it^* - R - 1}(0) = \lambda_i'(F_t - F_{t^* - R - 1}) + X_i' (\beta_t - \beta_{t^* - R - 1}) + (U_{it} - U_{it^* - R - 1})$$

Next, define $\Delta Y^{(t_1,t_2)}(0) := Y_{t_2}(0) - Y_{t_1}(0)$, $\Delta \beta^{(t_1,t_2)} = \beta_{t_2} - \beta_{t_1}$, and $\Delta F^{(t_1,t_2)} = F_{t_2} - F_{t_1}$. Further, define $\Delta Y^{(t^* - R - 1)}(0) := (\Delta Y^{(t^* - R - 1, t^* - 1)}, \ldots, \Delta Y^{(t^* - R - 1, t^* - R)})'$ which is an $R$ dimensional vector of differences between all pre-treatment outcomes relative to the “base period” $t^* - R - 1$. Similarly, define $\Delta \beta^{(t^* - R - 1, t^* - R)} := (\Delta \beta^{(t^* - R - 1, t^* - 1)}, \ldots, \Delta \beta^{(t^* - R - 1, t^* - R)})'$.
(which is an $R \times K_X$ matrix), $\Delta F_{pre,R} := (\Delta F^{(t^*-R-1,t^*-1)}, \ldots, \Delta F^{(t^*-R-1,t^*-R)})'$ (which is an $R \times R$ matrix), and $\Delta U_{pre,R} := (\Delta U^{(t^*-R-1,t^*-1)}, \ldots, \Delta U^{(t^*-R-1,t^*-R)})'$. We make the following assumption

**Assumption 9 (Factor Rank)**. $\Delta F_{pre,R}$ has full rank.

This is the analogous condition to Assumption 4 in the case with a single interactive fixed effect.

Next, notice that we can write

$$\Delta Y_{i}^{pre,R}(0) = \Delta F_{pre,R} \lambda_i + \Delta \beta_{pre,R} X_i + \Delta U_{i}^{pre,R}$$

which, under Assumption 9, implies that

$$\lambda_i = \Delta F_{pre,R}^{-1} \Delta Y_{i}^{pre,R}(0) - \Delta F_{pre,R}^{-1} \Delta \beta_{pre,R} X_i - \Delta F_{pre,R}^{-1} \Delta U_{i}^{pre,R}$$

Plugging this expression for $\lambda_i$ into Equation (19), notice that, for any $t \in \{t^*, \ldots, T\}$,

$$Y_{it}(0) - Y_{it^*-R-1}(0) = X_{i}^{\prime} \beta_{t}^{*} + \Delta Y_{i}^{pre,R}(0)' F_{t}^{*} + V_{it}$$

where $\beta_{t}^{*} := \left(\beta_{t} - \beta_{t^*-R-1} - (\Delta F_{pre,R}^{-1} \Delta \beta_{pre,R})'(F_t - F_{t^*-R-1})\right)$, $F_{t}^{*} := (\Delta F_{pre,R}^{-1})'(F_t - F_{t^*-R-1})$, and $V_{it} := U_{it} - U_{it^*-R-1} - (F_t - F_{t^*-R-1})' \Delta F_{pre,R}^{-1} \Delta U_{i}^{pre,R}$.

This expression in Equation (21) is the natural generalization of Equation (5) to the case with multiple interactive fixed effects. As in the earlier case, to recover $ATT_t$, we do not need to recover entire vectors of parameters such as $F_t$ or $\beta_t$, but rather we need only recover $\beta_t^{*}$ and $F_t^{*}$. As before, the main complication is that, by construction, all the $R$ terms in $\Delta Y_{i}^{pre,R}(0)$ are endogenous. Thus, a necessary condition for identifying $ATT_t$ in this case is that $K_W$ (the dimension of the time invariant covariates $W$ whose effects do not change over time) is greater than or equal to $R$. In other words, to accommodate more interactive fixed effects, the researcher needs to be able to find more time invariant covariates whose effects do not change over time. Additionally, the arguments above for differencing out the interactive fixed effects rely on $\Delta Y_{i}^{pre,R}(0)$ which involves untreated potential outcomes in all time periods from $t^* - R - 1$ to $t^* - 1$ — thus, including $R$ interactive fixed effects requires having access to at least $R + 1$ pre-treatment time periods (as well as at least $R + 2$ total time periods). Define $X_M := I_q \otimes (X', \Delta Y_{pre,R}')$, which is a $q \times q(K_X + R)$ matrix, and define $\Delta Y_{post,R} = (Y_{t^*} - Y_{t^*-R-1}, \ldots, Y_{T} - Y_{t^*-R-1})'$ which is a $q \times 1$ vector. We state the following result that generalizes Theorem 1 to the case with multiple interactive fixed effects.

**Proposition 1.** In the model in Equation (18), and under Assumptions 2, 5, 6 and 9, and under the additional conditions that (i) $T \geq R + 2$ and $t^* \geq R + 2$, (ii) $K_W \geq R$,
and (iii) $E[ZX_M]$ has full rank, then $\beta_t^*$ and $F_t^*$ are identified for all $t = t^*, \ldots, T$. In particular, for any $Kq \times Kq$ positive definite weighting matrix $W$,

$$\gamma = (E[ZX_M]'WE[ZX_M])^{-1}E[ZX_M]'WE[Z\Delta Y_{\text{post},R}]$$

In addition, $ATT_t$ is identified for all $t = t^*, \ldots, T$, and it is given by

$$ATT_t = E[Y_t - Y_{t^*,R-1}|D = 1] - \left( E[X'|D = 1]\beta_t^* + E[\Delta Y^\text{pre,R}'|D = 1]F_t^* \right)$$

The proof of Proposition 1 is provided in Appendix SA-2 in the Supplementary Appendix and follows from arguments that are similar to the ones in Theorem 1.

**Selecting the Number of Interactive Fixed Effects**

So far, we have considered the case where the researcher knows the number of interactive fixed effects. This may not always be the case though, and it is common in the interactive fixed effects literature to choose the number of interactive fixed effects in a data driven way. Suppose that the researcher chooses among $R = 0, \ldots, R^*$ interactive fixed effects and that $K_W \geq R^*$ so that there are enough covariates whose effects do not change over time to identify the parameters of the model for untreated potential outcomes. Building on existing work, we suggest three approaches to choosing the number of interactive fixed effects. First, we consider choosing the number of interactive fixed effects according to which one minimizes the Bayesian Information Criteria, $BIC = J - \log(n)(K - K_X - R + 1)$ where $J = n\tilde{g}n_\text{W}\tilde{g}n$ where $\tilde{g}_n := n^{-1}\sum_{i=1}^nZ_i\hat{V}_i$ and where $\hat{V}_i$ is the $q \times 1$ vector of residuals from estimating the interactive fixed effects model for untreated potential outcomes in Equation (21) in post-treatment time periods.\(^9\) Related approaches are proposed in Cragg and Donald (1997), Bai and Ng (2002), Ahn, Lee, and Schmidt (2013), Robertson and Sarafidis (2015), and Juodis and Sarafidis (2020).

Second, we consider leave-one-out cross validation using untreated observations. In particular, in a particular post-treatment period $t \geq t^*$, for a particular individual in the untreated group, we estimate $(\hat{\beta}_i^*_{-i,t}^*, \hat{F}_i^*_{-i,t}^*)'$ where the notation indicates the estimates of $\beta_i^*$ and $F_i^*$ that use all observations except observation $i$. Then, we compute $CV_U(t) = \sum_{i\in\mathcal{U}} \left( Y_{it} - Y_{it^*,R-1} - (X_i'\hat{\beta}_i^*_{-i,t} - \Delta Y_i^\text{pre,R}(0)'\hat{F}_i^*_{-i,t}) \right)^2$ where $\mathcal{U}$ denotes the set of untreated observations. And we choose $R \in \{0, \ldots, R^*\}$ that minimizes $CV_U = \sum_{t=t^*}^T CV_U(t)$. A similar approach is proposed in Liu, Wang, and Xu (2021).

Finally, we consider a cross-validation procedure based on choosing the number of interactive fixed effects using pre-treatment observed outcomes for the treated group. This is conceptually similar to the approach considered in Xu (2017). In particular, for

\(^9\)The expression for BIC only uses post-treatment periods, but when there are “extra” pre-treatment time periods, it is straightforward to include those periods.
some time period \( 2 + R^* \leq t < t^* \) (these are the common pre-treatment periods where pseudo-treatment effect parameters can be estimated), compute \( CV_T(t) = \sum_{i \in D} (Y_{it} - Y_{it-R-1}) - (X_i' \hat{\beta}_{t}^* - \Delta Y_{pre,R}^{it}(0)' \hat{F}_{t}^*)^2 \) where \( D \) denotes the set of treated observations. Then, we choose \( R \in \{0, \ldots, R^*\} \) that minimizes \( CV_T = \sum_{t=2+R^*}^{t^*-1} CV_T(t) \).

5.2 Repeated Cross Sections

It is straightforward to extend our main identification arguments to the case when the researcher has access to repeated cross sections data rather than panel data. We appear to be the first paper to consider interactive fixed effects models with repeated cross sections data. That our approach can be extended to this case is in parallel with the literature on difference in differences which can often be implemented with repeated cross sections data. In our case, these arguments work because of (i) our differencing argument combined with the linearity of expectations and (ii) our focus on time invariant covariates. In our view, having results available for the case with repeated cross sections data is useful because repeated cross sections are often available, typically have larger sample sizes, and have fewer issues with attrition. These types of considerations are particularly important in policy evaluation applications which often exploit variation in local policies where typical panel datasets can frequently be too small to be able to be used once a researcher focuses on particular local policies. In this section, we let \( T_i \) denote the time period when individual \( i \) is observed. With repeated cross sections data, we replace Assumption 2 with the following assumption,

**Assumption RC (Repeated Cross Sections Sampling).** Conditional on \( T = t \), the data are iid from the distribution of \( (Y_1, Z, D) \) for all \( t = 1, \ldots, T \), and the joint distribution of \( (Y_1, \ldots, Y_T, Z, D) \) is independent of \( T \).

Assumption RC implies that we observe draws from a distribution which may not correspond to the population distribution of outcomes, covariates, and treatments. That is, within each period, we observe iid draws from some underlying population, but we only observe outcomes for individuals in the particular period when they are observed in the sample and the sample sizes can vary across different periods. In particular, we observe draws from the mixture distribution

\[
F_M(y, z, d, t) = \sum_{t=1}^{T} \pi_t F_{Y_1, Z, D|T}(y, z, d|t)
\]

where \( \pi_t := P(T = t) \). The second part of Assumption RC rules out compositional changes in outcomes, covariates, and treatment status across time periods (see Hong (2013) for a more extended discussion of compositional changes though we note here that
this type of condition is common in the literature on DID with repeated cross-sections; e.g., Abadie (2005) and Sant’Anna and Zhao (2020)). Let expectations with respect to the mixture distribution be denoted by $\mathbb{E}_M[\cdot]$ (and population expectations continue to be denoted by $\mathbb{E}[\cdot]$).

Notice that all the moment conditions in Equation (7) continue to hold, but, under Assumption RC, we do not have direct sample analogues of these moment conditions. First, for $t = 1, \ldots, T$, let $T_t = 1\{T = t\}$. Then, notice that for expectations of variables in a particular time period such as $\mathbb{E}[Y_t]$, under Assumption RC we can write $\mathbb{E}[Y_t] = \mathbb{E}_M[Y_t|T_t = 1] = \mathbb{E}_M[T_t Y/\pi_t]$; and for expectations of variables that are time invariant such as $\mathbb{E}[X]$, under Assumption RC, we can write $\mathbb{E}[X] = \mathbb{E}_M[X]$. Then, exploiting the linearity of expectations, we can re-write Equation (7) in terms of expectations from the mixture distribution as

$$0 = \mathbb{E}_M \left[ (1 - D)Z \left( \frac{T_t Y}{\pi_t} - \frac{T_{t-2} Y}{\pi_{t-2}} - X' \beta_t^* - F_t' \left( \frac{T_{t-1} Y}{\pi_{t-1}} - \frac{T_{t-2} Y}{\pi_{t-2}} \right) \right) \right] \quad \text{for } t = t^*, \ldots, T$$

(22)

Given the modified moment conditions above, identification of $ATT_t$ follows from essentially the same arguments as for the case with panel data. We briefly state these arguments here for completeness. Next, let

$$\Delta Y_{RC} = \left( \frac{T_{t^*} Y}{\pi_{t^*}} - \frac{T_{t^*-2} Y}{\pi_{t^*-2}}, \ldots, \frac{T_T Y}{\pi_T} - \frac{T_{t^*-2} Y}{\pi_{t^*-2}} \right)'$$

which is a $q \times 1$ vector. The $Kq \times q$ instrument matrix $Z$ is exactly the same as in the case with panel data. Next, define

$$X_{RC} = \left( I_q \otimes \left( X', \frac{T_{t^*-1} Y}{\pi_{t^*-1}} - \frac{T_{t^*-2} Y}{\pi_{t^*-2}} \right) \right)'$$

which is a $q \times q(K_X + 1)$ matrix. Finally, we state an identification result for $ATT_t$ when repeated cross sections data is available.

**Proposition 2.** Under Assumptions 1, RC, and 3 to 7, $\beta_t^*$ and $F_t^*$ are identified for all $t = t^*, \ldots, T$. In particular, for any $Kq \times Kq$ positive definite weighting matrix $W$,

$$\gamma = (\mathbb{E}_M[Z X_{RC}] W \mathbb{E}_M[Z X_{RC}])^{-1} \mathbb{E}_M[Z X_{RC}] W \mathbb{E}_M[Z \Delta Y_{RC}]$$
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In addition, $ATT_t$ is identified for all $t = t^*, \ldots, T$, and it is given by

$$ATT_t = \mathbb{E}_M \left[ \frac{T_t Y - T_{t^* - 2} Y}{\pi_{t^* - 2}} \middle| D = 1 \right]$$

$$- \left\{ \mathbb{E}_M [X'|D = 1] \beta_t^* + F_t^* \left( \mathbb{E}_M \left[ \frac{T_{t^* - 1} Y - T_{t^* - 2} Y}{\pi_{t^* - 2}} \middle| D = 1 \right] \right) \right\}$$

The proof of Proposition 2 is provided in Appendix SA-2 in the Supplementary Appendix and follows using essentially the same arguments as in the proof of Theorem 1.

### 5.3 Testing for Covariates Having Time Invariant Effects

Our identification arguments rely heavily on finding a covariate whose effect on untreated potential outcomes does not vary over time. In many applications, it may be unclear whether a particular covariate has a time invariant effect on untreated potential outcomes or not. For example, in our application on job displacement, it seems likely that the covariate AFQT score (which is a proxy for individual skill/ability) does not have a time varying effect on outcomes after accounting for unobserved heterogeneity. But it is less clear if the other covariates, which are education and demographic characteristics, have time invariant effects. Even for AFQT, it would be nice to have quantitative evidence that it does not have time varying effects on untreated potential outcomes.

One idea here is a traditional over-identification test; i.e., when $K_W$ (the dimension of the covariates with time invariant effects) is greater than $R$ (the number of interactive fixed effects), one can jointly test the restrictions that the corresponding parameters do not vary over time. This is straightforward to do and is a byproduct of the first-stage estimation.

Unfortunately, this strategy is not available in the leading case where $R = K_W = 1$ (that is, there is one interactive fixed effect and one covariate whose effect does not change over time) because the model for untreated potential outcomes is exactly identified in this case. A useful alternative approach is available in this case when an extra pre-treatment period is available in the data (i.e., when $t^* > 3$). In that case, notice that the following additional moment conditions are available in periods $3, \ldots, t^* - 1$,

$$\mathbb{E}[ZV_t|D = 1] = 0 \implies \mathbb{E} \left[ \begin{pmatrix} D \\ Z \end{pmatrix} V_t \right] = 0$$

This is a $(K + 1) \times 1$ vector of moment conditions and thus satisfies the necessary order condition in pre-treatment periods. The next proposition shows that $\beta_t^*$ and $F_t^*$ are identified for $t = 3, \ldots, t^* - 1$ without requiring having access to a covariate whose effect does not vary over time.
Proposition 3. For $t \in \{3, \ldots, t^* - 1\}$, under Assumptions 1, 2, 5, and under the additional conditions that $T \geq 4$ and $t^* \geq 4$, that $F_{t-1} \neq F_{t-2}$, and that $E \left[ \begin{pmatrix} D \\ Z \end{pmatrix} (Z', Y_{t-1} - Y_{t-2}) \right]$ is positive definite, then

$$
\begin{pmatrix} \delta^*_t \\ F^*_t \end{pmatrix} = E \left[ \begin{pmatrix} D \\ Z \end{pmatrix} (Z', Y_{t-1} - Y_{t-2}) \right]^{-1} E \left[ \begin{pmatrix} D \\ Z \end{pmatrix} (Y_t - Y_{t-2}) \right]
$$

where, along the lines of Remark 3, in pre-treatment periods we define $\delta^*_t = \delta_t - \delta_{t-2} - F^*_t(\delta_{t-1} - \delta_{t-2})$ and $F^*_t = (F_t - F_{t-2})/(F_{t-1} - F_{t-2})$ (i.e., here, parameters indexed by $t - 1$ and $t - 2$ take the place of parameters indexed by $t^* - 1$ and $t^* - 2$ as was the case in post-treatment time periods).

The proof of Proposition 3 is provided in Appendix SA-2 in the Supplementary Appendix. The key difference of Proposition 3 relative to Theorem 1 is that this result does not require Assumption 6 — that the effect of a particular covariate does not vary over time. Further, note that the entire vector of parameters $\delta^*_t$ is identified in Proposition 3 in pre-treatment periods. Moreover, given the definition of $\delta^*_t$, an implication of a particular covariate having time invariant effects is that $\delta^*_{jt} = 0$ for all $t = 3, \ldots, t^*-1$. This implies that one can therefore test for time invariant effects of a particular covariate in pre-treatment periods by estimating the model for untreated potential outcomes in pre-treatment periods using the result in Proposition 3 and then simply testing whether $\delta^*_{jt} = 0$ for all $t = 3, \ldots, t^*-1$. Note that this is not a direct test that $\delta_{jt}$ does not vary over time in post-treatment time periods, but it is similar to pre-tests that are extremely common in the DID literature. We also stress that it is likely not appropriate to choose which covariates to use as those that have time invariant effects based on this kind of pre-test (see Roth (2020) for related discussion on pre-testing in the context of difference in differences).

5.4 Staggered Treatment Adoption

Next, we consider the case where treatment timing can potentially vary across different individuals. We also address the issue of treatment anticipation in this section. These issues have been the subject of a number of recent papers in the difference in differences literature (e.g., de Chaisemartin and D’Haultfoeuille (2020), Goodman-Bacon (2021), and Callaway and Sant’Anna (2021)). Throughout this section, we make the following assumption.

Assumption 10 (Staggered Treatment Adoption). For all $t = 2, \ldots, T$, $D_{it-1} = 1 \implies D_{it} = 1$. 
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Assumption 10 says that once an individual becomes treated, they remain treated. This is a very common setup in applied work and common assumption in the econometrics literature. It would apply when a particular location implements a policy and the policy remains in place; it also applies in applications where treatments are “scarring” in the sense that when an individual becomes treated, the researcher considers them to be treated in future periods as well even if they do not repeatedly participate in the treatment. This is the case in our application on job displacement.

In this section, we slightly modify the notation used in the previous sections. Because treatment timing can vary across individuals, we define an individual’s “group” by the time period when they become treated; that is, for each individual, we define $G_i$ as the time period when an individual becomes treated, and (arbitrarily) we set $G_i = 0$ for individuals that are not treated in any time period. Under Assumption 10, knowing an individual’s treatment timing implies that we know their entire path of participating in the treatment. We continue to define an individual’s untreated potential outcome by $Y_{it}(0)$ — this is the outcome an individual would experience if they did not participate in the treatment in any time period. But now we index treated potential outcomes by $g$; that is, $Y_{it}(g)$ is the outcome that an individual would experience in time period $t$ if they became treated in period $g$. In all time periods, we observe $Y_{it} = Y_{it}(G_i)$ which is the potential outcome corresponding to the actual time period when individual $i$ became treated. We make the following assumption.

**Assumption 11 (Anticipation).** There exists a $\tau \geq 0$, such that, $Y_{it}(G_i) = Y_{it}(0)$ for all $t \leq G_i - \tau - 1$.

Assumption 11 allows for individuals to anticipate participating in the treatment and therefore have their outcomes affected before the treatment actually takes place. However, it says that, if we move back in time by enough periods, then the treatment does not have effects in those periods. Let $\mathcal{G} := \text{support}(G) \setminus \{0\} \subseteq \{3, \ldots, T\}$ denote the set of groups that ever participate in the treatment (and where the notation indicates that we continue to consider the case where there are at least two pre-treatment time periods available for all individuals). In the presence of anticipation, it is also useful to define the subset of groups that are treated late enough so that at least two periods of outcomes that are not affected by the treatment (either directly or through anticipation) are available. In particular, let $\mathcal{G}_\tau = \{g \in \mathcal{G} : g \geq 3 + \tau\}$;\(^{10}\) we focus on identifying treatment effect parameters for this set of groups.

Following existing work on identifying treatment effect parameters under staggered treatment adoption (Callaway and Sant’Anna (2021) and Callaway and Li (2021)), we

---

\(^{10}\)In some applications it may also be desirable to limit $\mathcal{G}_\tau$ to groups that are treated early enough (as well as early enough time periods) so that no anticipation effects could be occurring among the comparison group. For simplicity (as well as following standard approaches in most applications), we ignore this possibility here.
target identifying group-time average treatment effects

$$ATT(g,t) = \mathbb{E}[Y_t(g) - Y_t(0)|G = g]$$

which is the average effect of participating in the treatment among group $g$ at time period $t$. Similar to the arguments above, it is straightforward to show that, in periods $t \geq g$ (i.e., post-treatment periods),

$$ATT(g,t) = \mathbb{E}[Y_t - Y_{g-\tau-2}|G = g] - \left(\mathbb{E}[X'|G = g]\beta_{g,t}^* + F_{g,t}^*\mathbb{E}[Y_{g-\tau-1} - Y_{g-\tau-2}|G = g]\right)$$  \hspace{1cm} (23)

where we define $F_{g,t}^* := (F_t - F_{g-\tau-2})/(F_{g-\tau-1} - F_{g-\tau-2})$, $\beta_{g,t}^* := (\beta_t - \beta_{g-\tau-2} - F_{g,t}^*(\beta_{g-\tau-1} - \beta_{g-\tau-2}))$. This suggests that, as earlier, identifying $ATT(g,t)$ comes down to identifying the parameters $\beta_{g,t}^*$ and $F_{g,t}^*$. We next provide a proposition showing that $\beta_{g,t}^*$ and $F_{g,t}^*$ are identified in post-treatment time periods in a staggered treatment setup with possible anticipation effects. Before we do that, we define $Z_{\tau}^{stag} := ((1-D_{\tau}) + \mathbb{1}\{t+\tau \leq T\}(1-D_{t+\tau})D_{\tau})Z$ (which is a $K \times 1$ vector that picks up covariates among individuals that (i) are not treated in the current period and are far enough away from participating in the treatment that they are not experiencing anticipation effects, or (ii) that never participate in the treatment), $X_{\tau}^{stag} := (X', (Y_{g-\tau-1} - Y_{g-\tau-2}))$ (which is a row vector with $K_X + 1$ elements), and $\Delta Y_{post,g-\tau-2} := (Y_t - Y_{g-\tau-2})$.

**Proposition 4.** For any $g \in G$ and time periods such that $t \geq g$ (i.e., post-treatment time periods for group $g$), and under Assumptions 1, 2, 5, 6, 10 and 11 and under the additional conditions that, (i) $T \geq 3 + \tau$, (ii) $F_{g-\tau-1} \neq F_{g-\tau-2}$, and (iii) that the matrix $\mathbb{E}[Z_{\tau}^{stag}X_{\tau}^{stag}]$ has full rank, and for any $K \times K$ positive definite weighting matrix $W$,

$$\begin{pmatrix} \beta_{g,t}^* \\ F_{g,t}^* \end{pmatrix} = (\mathbb{E}[Z_{\tau}^{stag}X_{\tau}^{stag}][W\mathbb{E}[Z_{\tau}^{stag}X_{\tau}^{stag}]]^{-1}\mathbb{E}[Z_{\tau}^{stag}X_{\tau}^{stag}][W\mathbb{E}[Z_{\tau}^{stag}\Delta Y_{post,g-\tau-2}]]$$

Moreover, for all $g \in G$ and time periods such that $t \geq g$, $ATT(g,t)$ is identified and is equal to

$$ATT(g,t) = \mathbb{E}[Y_t - Y_{g-\tau-2}|G = g] - \left(\mathbb{E}[X'|G = g]\beta_{g,t}^* + F_{g,t}^*\mathbb{E}[Y_{g-\tau-1} - Y_{g-\tau-2}|G = g]\right)$$

The proof of Proposition 4 is provided in Appendix SA-2 in the Supplementary Appendix. Given identification of $ATT(g,t)$, in many applications it is common to aggregate these into lower-dimensional parameters of interests. One popular option is

$$ATT^O = \sum_{g \in G} ATT^G(g)P(G = g|G \in G)$$
where \( \text{ATT}^G(g) := (T - g + 1)^{-1} \sum_{t=g}^{T} \text{ATT}(g, t) \) which is the average effect of participating in the treatment for group \( g \) across its post-treatment time periods. Another popular option is

\[
\text{ATT}^{ES}(e) = \sum_{g \in G} \mathbb{1}\{g + e \leq T\} P(G = g | G + e \leq T, G \in G_r) \text{ATT}(g, g + e)
\]

so that \( \text{ATT}^O \) corresponds to the average treatment effect across all individuals that ever participate in the treatment (averaged across all their post-treatment time periods), and \( \text{ATT}^{ES}(e) \) provides the average effect of participating in the treatment by length of exposure to the treatment (ES stands for event study). See Callaway and Sant’Anna (2021) for more aggregations of group-time average treatment effects that could be of interest in particular applications.

**Remark 6.** This section has considered the setup with staggered treatment adoption. This framework is common in the literature, but it is possible to allow for more general treatment regimes (for example, allowing for individuals to move into and out of treatment) by defining groups by their entire path of participating or not participating in the treatment. In most cases, the main data requirement for identifying an \( \text{ATT}(g, t) \)-type parameter with complicated treatment regimes is access to a group of individuals who have not been affected by the treatment up to period \( t \). That being said, more general treatment regimes may run into practical problems (essentially a curse of dimensionality) in applications with a moderate number of observations as the number of observations per treatment path may become small. See de Chaisemartin and D’Haultfœuille (2021) on difference-in-differences with general treatment regimes. It would seem possible to adapt those sorts of arguments to our framework.

## 6 Monte Carlo Simulations

In this section, we provide Monte Carlo simulations illustrating the finite sample properties of our estimation and inference procedure. In particular, we compare the performance of our approach to difference in differences and linear trends models. In the Supplementary Appendix, we provide additional Monte Carlo simulations related to (i) weak instruments, (ii) including multiple interactive fixed effects, and (iii) procedures to select the number of interactive fixed effects to include in the model for untreated potential outcomes.

We consider models of the form

\[
Y_{it}(0) = \theta_i + \xi_i + \lambda_i F_i + \alpha W_i + U_{it}
\]
Table 1: Monte Carlo Simulations Varying Coefficient on IFE

| F_5 = 4 | Bias | IFE | DID | LT | RMSE | IFE | DID | LT | MAD | IFE | DID | LT | Rej. Prob. |
|---------|------|-----|-----|----|------|-----|-----|----|-----|-----|-----|----|----------|
| n = 100 | -0.008 | 0.001 | -2.001 | 0.161 | 0.088 | 2.018 | 0.111 | 0.057 | 1.999 | 0.058 | 0.051 | 1.000 |
| n = 500 | 0.000 | 0.002 | -1.998 | 0.074 | 0.039 | 2.002 | 0.049 | 0.026 | 1.997 | 0.070 | 0.043 | 1.000 |
| n = 1000 | -0.003 | -0.001 | -2.001 | 0.048 | 0.028 | 2.003 | 0.034 | 0.019 | 2.000 | 0.054 | 0.044 | 1.000 |
| F_5 = 5 | Bias | IFE | DID | LT | RMSE | IFE | DID | LT | MAD | IFE | DID | LT | Rej. Prob. |
| n = 100 | -0.006 | 2.008 | 0.006 | 0.290 | 2.022 | 0.159 | 0.172 | 1.999 | 0.101 | 0.057 | 1.000 | 1.000 |
| n = 500 | 0.003 | 2.004 | 0.000 | 0.125 | 2.007 | 0.071 | 0.087 | 2.004 | 0.047 | 0.026 | 1.000 | 1.000 |
| n = 1000 | -0.003 | 2.002 | -0.001 | 0.083 | 2.003 | 0.050 | 0.059 | 2.002 | 0.034 | 0.026 | 1.000 | 1.000 |
| F_5 = 4.5 | Bias | IFE | DID | LT | RMSE | IFE | DID | LT | MAD | IFE | DID | LT | Rej. Prob. |
| n = 100 | -0.008 | 0.996 | -1.007 | 0.208 | 1.005 | 1.024 | 0.133 | 0.096 | 1.006 | 0.050 | 1.000 | 1.000 |
| n = 500 | 0.003 | 1.000 | -0.993 | 0.095 | 1.002 | 0.997 | 0.062 | 1.003 | 0.995 | 0.066 | 1.000 | 1.000 |
| n = 1000 | 0.000 | 1.002 | -0.997 | 0.066 | 1.003 | 0.999 | 0.045 | 1.002 | 0.997 | 0.055 | 1.000 | 1.000 |
| F_5 = 8 | Bias | IFE | DID | LT | RMSE | IFE | DID | LT | MAD | IFE | DID | LT | Rej. Prob. |
| n = 100 | -0.037 | 7.966 | 5.972 | 0.757 | 8.011 | 6.008 | 0.507 | 7.960 | 5.972 | 0.064 | 1.000 | 1.000 |
| n = 500 | -0.008 | 7.999 | 5.998 | 0.334 | 8.008 | 6.005 | 0.227 | 8.003 | 5.995 | 0.053 | 1.000 | 1.000 |
| n = 1000 | 0.008 | 7.986 | 5.990 | 0.226 | 7.990 | 5.994 | 0.156 | 7.985 | 5.996 | 0.053 | 1.000 | 1.000 |

Notes: The columns labeled “IFE” use the interactive fixed effect approach introduced in the paper; the columns labeled “DID” provide results using a difference in differences approach; the columns labeled “LT” provide results using a linear trends approach. Columns labeled “Bias” simulate the bias of each approach, “RMSE” simulates the root mean squared error, and “MAD” for the median absolute deviation. Columns labeled “Rej. Prob.” contain the rejection probabilities for a test of the null hypothesis that $\text{ATT}_5 = 0$ (which is true here) at the 5% significance level. The rows vary $F_5$ and $n$ as discussed in the text. Results come from 1000 Monte Carlo simulations.

We consider the case where (i) there are five time periods, (ii) no individual is treated until the fifth time period and there is no effect of participating in the treatment, (iii) $p := P(D = 1) = 0.5$, (iv) $W|D \sim N(0,1)$, (v) $\xi|D, W \sim N(D, 0.1)$ (i.e., $\xi$ is normally distributed with mean $D$ and variance 0.1), (vi) $\alpha = 1$, (vii) we set $\lambda_i = 1 + 2D_i + \rho W_i + \epsilon_i$ where $\epsilon_i|D, W \sim N(0, 0.1)$ so that the mean of the interactive fixed effect $\lambda$ varies across groups and $\rho$ governs how strong of an instrument $W$ is for $\lambda$ (for now, we set $\rho = 1$), (viii) $\theta_t = 0.1(t - 1)$, $U_t|D, W, \xi, \lambda \sim N(0, 0.1)$ for all time periods, and (ix) $F_t = t$ for $t = 1, \ldots, 4$ and we vary $F_5$ among (4, 5, 4.5, 8) across designs. When $F_5 = 4$, DID is correctly specified but linear trends is not correctly specified; when $F_5 = 5$, linear trends is correctly specified but DID is not; setting $F_5 = 4.5$ implies that neither parallel trends nor linear trends holds as the trend is in between these two cases; when $F_5 = 8$, the assumptions underlying DID and linear trends are both severely violated. Finally, we vary $n$ among 100, 500, and 1000.

The results from the first set of simulations are provide in Table 1. These results are broadly in line with our earlier discussions. IFE generally performs well across each different value of $F_5$, and all estimators tend to perform somewhat better with larger sample sizes. In the case where DID is correctly specified (i.e., when $F_5 = 4$), the DID
estimator performs somewhat better in terms of root mean squared error and median absolute deviation than IFE though, as expected, linear trends does not perform well in this case. Similarly, in the case where linear trends is correctly specified (i.e., when \( F_5 = 5 \)), linear trends performs somewhat better in terms of root mean squared error and median absolute deviation than IFE though both do substantially better than DID. In the intermediate case where \( F_5 = 4.5 \), IFE substantially outperforms both DID and linear trends for all sample sizes. The last case that we consider is when \( F_5 = 8 \), so that DID and linear trends are substantially misspecified. In this case, IFE continues to perform well while DID and linear trends perform poorly.

The inference procedure for IFE also works well across simulation setups. Across all sample sizes and values of \( F_5 \), our IFE approach rejects the null of \( ATT = 0 \) (which is true) at close to its nominal level. For DID and linear trends, inference works well in cases where they are correctly specified, but (as expected) there are severe distortions (particularly, over-rejecting) when they are not correctly specified.

7 Application

In this section, we consider an application on the effect of early-career job displacement on earnings. Much of the literature on job displacement has been interested in the dynamics of the effects of job displacement (see, for example, Jacobson, LaLonde, and Sullivan (1993) as well as many subsequent papers). Difference in differences has been a standard approach in this literature with the idea being that displaced workers may differ from non-displaced workers along dimensions, for example latent “skill”, that are unobserved by the researcher.

One potential issue with this approach is that the return to latent skill could vary over time (e.g., with the business cycle) as well as vary with experience. If skill were observed, it would be natural to include it in the model for untreated (non-displaced) potential outcomes while allowing its coefficient to vary over time. Although standard difference in differences approaches cannot handle this sort of issue, this setup mirrors the approach discussed in the current paper exactly. In addition, like the difference in differences approach, our setup allows for other unobserved, time invariant variables to affect an individual’s earnings in the absence of displacement and be distributed differently across displaced and non-displaced workers as long as their effect is time invariant as well.

7.1 Data and Setup

We use data from the 1979 National Longitudinal Study of Youth (NLSY). The NLSY is an ongoing panel data survey of U.S. residents that were between 14 and 22 when the survey was started in 1979. Following standard approaches in the job displacement
Table 2: Summary Statistics

| Path of Earnings | Displaced | Non-Displaced | Diff  | p-val on diff |
|------------------|----------|--------------|-------|--------------|
| Earnings 1983    | 8.29     | 9.21         | −0.91 | 0.02         |
| Earnings 1985    | 11.67    | 13.08        | −1.40 | 0.00         |
| Earnings 1987    | 14.82    | 16.69        | −1.88 | 0.00         |
| Earnings 1989    | 16.59    | 20.37        | −3.78 | 0.00         |
| Earnings 1991    | 17.14    | 23.28        | −6.14 | 0.00         |
| Earnings 1993    | 18.42    | 25.60        | −7.19 | 0.00         |

| Covariates       |          |              |       |              |
|------------------|----------|--------------|-------|--------------|
| Less HS          | 0.13     | 0.07         | 0.06  | 0.00         |
| HS               | 0.64     | 0.59         | 0.05  | 0.04         |
| College          | 0.23     | 0.34         | −0.11 | 0.00         |
| Hispanic         | 0.23     | 0.16         | 0.07  | 0.00         |
| Black            | 0.32     | 0.23         | 0.09  | 0.00         |
| White            | 0.45     | 0.61         | −0.16 | 0.00         |
| Male             | 0.57     | 0.45         | 0.12  | 0.00         |
| AFQT             | 39.92    | 51.36        | −11.44| 0.00         |

N 416 2434

Notes: The column “Displaced” aggregates summary statistics for workers that were displaced from their jobs between 1989 and 1993. Reported earnings are yearly and reported in thousands of dollars. The column “Diff” reports the difference between displaced and non-displaced workers. The column “p-val on diff” reports the p-value of a test for the equality of each variable for displaced and non-displaced workers.

Sources: 1979 National Longitudinal Study of Youth

In the literature, we define workers as being displaced if they report no longer being at the same job as in the previous survey and the reason that they left their job is (i) layoff, (ii) plant closed, or (iii) company, office, or workplace closed. Importantly, this does not include individuals who were fired from their job or quit.

The main outcome that we consider is yearly earnings, and we use bi-annual earnings data from 1983-1993. Our treated groups come from workers who report being displaced from their job in the 1989, 1991, or 1993 waves of the survey. We also include workers that were not displaced in any period through 1993, but drop all individuals who were displaced in any period before 1989. To be included in the sample, we additionally require that individuals had positive earnings in both 1983 and 1985. This results in a total sample size of 2,850 individuals. For covariates, we observe workers’ educational attainment, race, and gender — all of these characteristics are commonly observed in micro-level data.
used in labor economics. In addition to these covariates, one of the interesting variables in the NLSY is an individual’s score on the Armed Forces Qualification Test (AFQT). Researchers using the NLSY have frequently used an individual’s AFQT score as a proxy for their unobserved skill/ability, most commonly including AFQT score directly as an additional covariate.

Summary statistics are provided in Table 2. To start with, it is worth pointing out a few suggestive patterns in the summary statistics. First, notice that in 1983 (before any workers in our sample have been displaced), non-displaced workers already have higher earnings than displaced workers. This suggests that making comparisons based on only the level of earnings over time for displaced and non-displaced workers is likely to lead to misleadingly large estimates of the effect of job displacement. Second, in 1985 (still before any workers in our sample have been displaced), the gap between earnings of displaced and non-displaced workers increases. This further suggests that, at least between 1983 and 1985, the trend in earnings over time was not the same for displaced and non-displaced workers which implies that a difference in differences approach to estimating the effect of job displacement would not have performed well (and would have been likely to overestimate the effect of job displacement).

In addition, the gap between the earnings of displaced and non-displaced workers also tends to continue to widen over time. There are also noticeable differences in terms of other covariates. Relative to displaced workers, non-displaced workers tend to be more educated, more likely to be white and less likely to be black or Hispanic, more likely to be female, and have higher AFQT scores.

Determining which covariate(s) have time invariant effects on untreated potential outcomes is an important decision in our framework. We take two approaches here. First, we use AFQT score in this role (that is, in Equation (8), we treat unobserved skill as $\lambda$ and AFQT score as $W$.) The case for using AFQT in this role is strong. Since AFQT is often seen as a proxy for skill, it is probably reasonable to think that AFQT meets the stronger requirement that it does not affect earnings directly at all as long as “skill” is in the model. For our approach, we only require that the path of earnings in the absence of job displacement does not depend on AFQT as long as skill is in the model.

Having access to a proxy variable like AFQT is not typical in applications though. For this reason, we also provide results where we use educational attainment as the covariate whose effect on untreated potential outcomes does not change over time (once skill is included in the model). The case that education does not have an effect on the path of untreated potential outcomes after including skill in the model is not as strong as it was for AFQT score; however, because there is very limited variation in educational attainment over time for adults, it is often not included in panel data regressions estimating effects of job displacement. This at least tentatively suggests that educational attainment is a
plausible candidate for a covariate with time invariant effects. And, in particular, these arguments could hold if education affects an individual’s first job or occupation but, after that, it is skill that affects the path of earnings. We stress that our results that use AFQT score are likely more credible than the ones that use education, but the reasons that we also consider this case are (i) educational variables are widely available, (ii) our pre-tests about whether a variable affects the path of untreated potential outcomes are relevant in this case, and (iii) it is interesting to compare these results to the ones that come from using AFQT.

There are a few remaining practical questions that we are able to address in the application. First, there is variation in treatment timing; i.e., the timing of displacement is not constant across all individuals. Second, a common finding in the job displacement literature (see, for example, Jacobson, LaLonde, and Sullivan (1993) and much subsequent work) is that earnings “dip” before job displacement actually takes place (this phenomenon is typically explained by firms struggling before there is a mass layoff; this can result in reduced hours for their employees and/or slow wage growth in periods before workers are actually laid off). We can address both of these issues along the lines discussed in Section 5.4. In particular, we allow for anticipation by setting $\tau = 2$ (i.e., two years of anticipation) and then compute group-time average treatment effects as in Equation (23). We report our results below in event study plots. In pre-treatment periods, these results can be used to “pre-test” the identifying assumptions. In our case, where we are interested in the relative performance of several different approaches to identifying and estimating the effects of job displacement, it is particularly useful to compare the performance of each approach in pre-treatment time periods. In post-treatment time periods, these results can be used to study the dynamics of the effect of job displacement.

### 7.2 Results

To start with, we estimate the interactive fixed effects models for untreated potential outcomes. In our setup with staggered treatment adoption, we estimate the model separately for each group and time period — this results in six models to estimate in pre-treatment time periods and six models to estimate in post-treatment time periods. To estimate each model, we use the group of workers that are not displaced from their job in any period as well as groups of workers who eventually become displaced but are “far enough” away from displacement that they are not yet affected (including anticipation effects). These estimates are provided in Table 3. Interpreting our estimates of $F_{g,t}^{*}$, the coefficient on the change in outcomes in pre-treatment periods, as being due to changes

---

11To give a more concrete example, for the group of workers that are displaced in 1989, in 1987 their comparison group includes never-displaced workers and workers displaced in 1991 and 1993; in 1989 their comparison group includes never-displaced workers and workers displaced in 1993; and in 1991 and 1993, their comparison group includes only never-displaced workers.
Table 3: Estimates of Interactive Fixed Effects Model for Untreated Potential Outcomes

(a) Pre-Treatment Periods

|                | g:89,t:87 | g:91,t:87 | g:91,t:89 | g:93,t:87 | g:93,t:89 | g:93,t:91 |
|----------------|-----------|-----------|-----------|-----------|-----------|-----------|
| (Intercept)    | -0.78     | -0.73     | -0.18     | -0.82     | 0.02      | -0.69     |
|                | (0.85)    | (0.86)    | (0.85)    | (0.91)    | (0.85)    | (1.02)    |
| IFE            | 2.14*     | 2.12*     | 2.06*     | 2.15*     | 2.01*     | 1.98*     |
|                | (0.21)    | (0.21)    | (0.22)    | (0.23)    | (0.22)    | (0.26)    |
| N              | 2721      | 2567      | 2567      | 2434      | 2434      | 2434      |
| Weak IV F-stat | 70.05     | 67.27     | 59.30     | 62.18     | 56.75     | 41.28     |

* p < 0.05

(b) Post-Treatment Periods

|                | g:89,t:89 | g:89,t:91 | g:89,t:93 | g:91,t:91 | g:91,t:93 | g:93,t:93 |
|----------------|-----------|-----------|-----------|-----------|-----------|-----------|
| (Intercept)    | -1.68     | -3.11     | -3.24     | -0.66     | -0.34     | -0.38     |
|                | (1.45)    | (2.10)    | (2.43)    | (1.41)    | (1.66)    | (1.35)    |
| IFE            | 3.31*     | 4.44*     | 5.08*     | 3.00*     | 3.56*     | 2.53*     |
|                | (0.36)    | (0.52)    | (0.60)    | (0.37)    | (0.43)    | (0.35)    |
| N              | 2567      | 2434      | 2434      | 2434      | 2434      | 2434      |
| Weak IV F-stat | 67.27     | 62.18     | 62.18     | 56.75     | 56.75     | 41.28     |

* p < 0.05

Notes: The table contains estimates of the interactive fixed effects model for untreated potential outcomes using AFQT as the covariate whose effect on untreated potential outcomes does not change over time and without including other covariates. Columns correspond to estimates for particular groups and particular time periods. For example, the first column in panel (a), which is labeled “g:89,t:87” is for the group of workers who were displaced in 1989 in the year 1987. The rows labeled “IFE” report the estimated value of $F_{g,t}^*$. Rows labeled “Weak IV F-stat” report the F-statistic from the first stage regression of the endogenous regressors on AFQT score. Some F-statistics are the same because the first stage is the same across some groups/time periods.

in the return to skill over time, our estimates indicate that the return to skill was tending to increase over the time periods that we consider (in the absence of job displacement). These effects appear relatively large and are strongly statistically significant. Table 3 also provides an F-test for weak instruments in the first step estimates and strongly rejects the null of the instrument being weak (more details about the first stage regression are provided in Table SA-8 in the Supplementary Appendix).

Next, we provide our main results on estimating the effect of job displacement. The first set of main results are provided in Figure 1. To begin with, consider the DID
Figure 1: Effect of Job Displacement on Earnings

![Graphs showing effect of job displacement on earnings](image)

Notes: The figure contains estimates of the effect of job displacement on yearly earnings (which are in thousands of dollars) by length of exposure to job displacement. Negative values of $e$ correspond to the number of years before job displacement occurred, $e = 0$ in the year that job displacement occurred, and positive values of $e$ indicate how long ago an individual was displaced from their job. Panel (a) contains estimates from the interactive fixed effects approach proposed in the current paper using AFQT as the covariate with time invariant effects on untreated potential outcomes. Panels (b) and (c) contain analogous estimates but using difference in differences and linear trends models, respectively. Each panel provides 90% confidence intervals computed using the multiplier bootstrap.

Estimates in panel (b). Two years before job displacement takes place, the DID estimate of the effect of job displacement is negative (slightly more than $1,300 lower earnings due to job displacement) and statistically significant (p-value: 0.001). This is perhaps explained by a pre-displacement dip in earnings discussed above. However, even four years before job displacement, the DID estimates indicate that displaced workers have almost $700 lower earnings due to job displacement (p-value: 0.061). Together, these are suggestive that the trend in earnings, even in the absence of job displacement, is not the same for displaced and non-displaced workers. It is interesting to compare the DID estimates in pre-treatment periods to the ones that come from using our approach, which
are provided in panel (a). There we estimate notably smaller effects in pre-displacement periods (about $200 lower earnings four years before displacement and about $600 lower two years before displacement; recall that the latter estimates may be influenced by a pre-displacement earnings dip due to job displacement); neither of these estimates are statistically different from zero.

Whether using DID or our IFE approach, the estimated effects of job displacement are relatively similar on impact and two years following job displacement — about $3,700 lower earnings on average due to job displacement at both lengths of exposure using IFE estimates and about $5,200 on impact and $6,200 two years following job displacement for DID. However, there are notable differences in the estimates four years following job displacement. The IFE estimates are small (earnings losses of $300 on average and not statistically different from zero) while the DID estimates are large and similar in magnitude to the estimates in earlier periods (about $5000 lower earnings on average due to job displacement); the standard errors are relatively large but the difference between the two estimates is marginally statistically significant (p-value: 0.074). While not conclusive, these differences are at least quite interesting in the context of the job displacement literature because, like our DID estimates, the DID approaches that are common in the job displacement literature often deliver large, negative estimates of the long-term effect of job displacement (e.g., Jacobson, LaLonde, and Sullivan (1993) and von Wachter, Song, and Manchester (2009)). These long-lasting effects are somewhat challenging to rationalize (that said, there are some plausible explanations such as displaced workers losing access to firm-specific wage premiums that are very difficult to recover). An alternative explanation that is compatible with our results is that displaced and non-displaced workers have different skill distributions that cause violations of parallel trends (both in pre-treatment and post-treatment time periods) and that this leads to over-estimates of the long-term effects of job displacement (i.e., even in the absence of job displacement, the trend in earnings for displaced workers would have been less than the trend in earnings for non-displaced workers). We also note that estimates from a linear trends model for untreated potential outcomes are very similar to estimates using our IFE approach.

Next, we move to considering the thought-experiment where the proxy variable AFQT is not available. In this case, we use educational attainment as the covariate whose effect does not change over time. These results are provided in Figure 2, and first-step estimates of the model for untreated potential outcomes are provided in Table SA-5 in the Supplementary Appendix. These results are quite similar to the previous ones using AFQT as the covariate whose effect does not change over time though the standard errors are somewhat wider. As before, these results (in panel (a)) indicate a large negative effect of job displacement on impact and two years following job displacement potentially followed by smaller effects four years following job displacement (though noting that standard
Figure 2: Effect of Job Displacement on Earnings without AFQT

![Graphs showing the effect of job displacement on earnings with and without education-specific trends.](image)

(a) IFE, Time invariant education  
(b) DID, Education-specific trends

Notes: The figure contains estimates of the effect of job displacement on yearly earnings (which are in thousands of dollars) by length of exposure to job displacement. Negative values of $e$ correspond to the number of years before job displacement occurred, $e = 0$ in the year that job displacement occurred, and positive values of $e$ indicate how long ago an individual was displaced from their job. Panel (a) contains estimates from the interactive fixed effects approach proposed in the current paper using educational attainment as the covariate with time invariant effects on untreated potential outcomes. Panel (b) includes education as a covariate (which can have time varying effects) but does not include an interactive fixed effects term. Each panel provides 90% confidence intervals computed using the multiplier bootstrap.

errors are quite large in this last case especially). These results are notably different from the DID estimates in panel (b) that use educational attainment as a covariate (i.e., these results do not include an interactive fixed effect in the model for untreated potential outcomes but do include education as a covariate whose effect can change over time). In this latter case, the estimates of the effects of job displacement are large and continue to be large four years following job displacement.

In Appendix A, we provide results for some additional cases. First, when the researcher additionally includes education, race, and gender as covariates while using AFQT score as the covariate with time invariant effects, we find very similar results to the ones reported in Figure 1; similarly, when we include race and gender as covariates while using educational attainment as the covariate with time invariant effects, we find very similar results to the ones reported in Figure 2 (see Figure A.1 for these results). Second, we provide estimates of the model for untreated potential outcomes in pre-treatment time periods when the model is identified without requiring a covariate to have a time invariant effect, i.e., along the lines of Section 5.3. We provide these results in Table A.1 where we report estimates from using earnings in 1987 as the outcome and using group membership (among those first displaced in 1991, 1993, or the never-displaced group — we do not use those first displaced in 1989 due to possible anticipation effects) as the extra set of moment conditions.
to identify the model. The pre-treatment interactive fixed effects models for untreated potential outcomes estimated using this approach are generally estimated imprecisely.\textsuperscript{12} That said, there are still some interesting patterns that emerge. Across specifications, the estimated coefficients on AFQT and educational attainment variables notably shrink in magnitude when interactive fixed effects are included in the model. These results are generally supportive of (and, at a minimum, do not provide any evidence against) both the identification strategy using AFQT as the covariate whose effect does not vary over time as well as using educational attainment in the same role. Finally, we consider the case with two interactive fixed effects where we use both AFQT and education as covariates with time invariant effects; see Figure A.2 where we report results separately for cases where race and gender are or are not included as covariates. These results are also broadly similar to the IFE results presented so far in this section though the standard errors tend to be larger, and we are not able to estimate the event study for $e = -6$ or $e = 4$ due to requiring more time periods when there are more interactive fixed effects, as discussed in Section 5.1.

\section{Conclusion}

In this paper, we have developed a new approach to identifying and estimating the ATT when untreated potential outcomes have an interactive fixed effects structure. Interactive fixed effects models are relevant models in the context of policy evaluation in the case where the effect of some time invariant unobservable can vary over time. Unlike common approaches such as linear trends models, interactive fixed effects models allow for the time invariant unobservable to enter the model for untreated potential outcomes in an analogous way to observed covariates.

There are a number of attractive features of our approach for use in applied work. First, our approach generalizes the most common approaches to policy evaluation (difference in differences and linear trends models) when a researcher has access to repeated observations over time. Second, our approach only requires that the researcher has access to at least three periods of data rather than requiring that the number of time periods goes to infinity as is often a requirement in the literature on interactive fixed effects models. Third, our approach can be used when a researcher has access to either panel or repeated cross sections data. Fourth, our approach allows for very general forms of treatment effect heterogeneity and selection into participating in the treatment. In addition, we discussed how our approach can accommodate multiple interactive fixed effects and accommodate

\textsuperscript{12}Among groups first treated in 1991, 1993, and the never-displaced group, paths of earnings from 1983 to 1985 are relatively similar which leads to a weak instrument problem; interestingly, for the group first-treated in 1989, their path of earnings from 1983 to 1985 is significantly different from the other groups, but we are not able to use that group here because they may be experiencing anticipation effects in 1987.
variation in treatment timing and treatment anticipation. The main requirement for using our approach is access to a time invariant variable whose effect on untreated potential outcomes does not change over time (though the variable can affect the level of the outcome). It seems likely that this sort of variable will exist in many applications in economics. A good candidate for this sort of variable is any variable that the researcher would not include in the model because it does not vary over time.

In applications, the three main challenges for using our approach are likely to be (i) weak instrument problems, (ii) if the number of covariates with time invariant effects is less than the number of interactive fixed effects, and (iii) uncertainty about particular covariates actually having time invariant effects. Another attractive feature of our approach though is that researchers should generally be able to, at a minimum, successfully diagnose each of these issues in applications. First, well-known weak instrument diagnostics apply immediately to our framework. Second, our approach inherits many of the most important advantages of DID related to pre-testing the identifying assumptions in periods before the treatment took place. In particular, the number of interactive fixed effects being greater than the number of covariates with time invariant effects will generally lead to biased (i.e., non-zero) “effects” in pre-treatment periods suggesting a failure of the identifying assumptions. Third, in order to address uncertainty regarding whether or not a particular covariate has a time invariant effect, we developed a “pre-test” for this condition as well (and additionally note that, when available, over-identification tests also can be useful here). Taken together, this suggests that our approach opens up new possibilities for researchers to identify and estimate causal effect parameters when repeated observations are available while cases where our approach will not work well can be detected.

Finally, the computational burden of our procedure is low — in our application on job displacement, our event study estimates, across all event times and using 1000 multiplier bootstrap iterations, take 4.5 seconds on a 2.80-GHz Intel i5 processor with 8GB of RAM and with no parallel processing. Code for our approach is available in the R ife package which is available at https://github.com/bcallaway11/ife.
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### A Additional Results on Job Displacement

This section contains additional figures, tables, and results from the application on job displacement in the main text.

Table A.1: Pre-Treatment Estimates of Model for Untreated Potential Outcomes

|               | IFE afqt  | IFE afqt, covs | IFE educ  | IFE educ, covs | No IFE afqt  | No IFE afqt, covs | No IFE educ  | No IFE educ, covs |
|---------------|-----------|----------------|-----------|----------------|-------------|-------------------|-------------|------------------|
| (Intercept)   | -0.44     | -0.54          | -0.24     | 0.27           | 3.29*       | 4.77*             | 4.16*       | 5.75*            |
|               | (3.70)    | (7.18)         | (8.22)    | (7.87)         | (0.38)      | (0.76)            | (0.67)      | (0.75)           |
| IFE           | 1.96      | 1.68           | 1.66      | 1.50           | 0.08*       | 0.06*             |             |                  |
|               | (1.93)    | (2.26)         | (3.09)    | (2.14)         | (0.01)      | (0.01)            |             |                  |
| AFQT          | 0.01      | 0.01           |          |                |             |                   |             |                  |
|               | (0.08)    | (0.07)         |           |                |             |                   |             |                  |
| High School   | 0.79      | 0.97           | 1.19      |                | 1.26        | 1.91*             | 2.67*       |                  |
|               | (0.99)    | (1.90)         | (2.22)    |                | (0.73)      | (0.72)            | (0.71)      |                  |
| College       | 1.75      | 2.21           | 2.73      |                | 4.39*       | 6.59*             | 7.25*       |                  |
|               | (3.66)    | (8.19)         | (6.50)    |                | (0.85)      | (0.75)            | (0.75)      |                  |
| Black         | 0.72      | 0.54           |          |                | 0.57        |                   | -0.11       |                  |
|               | (0.66)    | (1.09)         |           |                | (0.60)      |                   | (0.60)      |                  |
| White         | 0.29      | 0.39           |          |                | -0.54       |                   | 0.25        |                  |
|               | (1.25)    | (0.55)         |           |                | (0.53)      |                   | (0.53)      |                  |
| Female        | -0.59     | -1.02          |          |                | -4.25*      |                   | -4.39*      |                  |
|               | (4.93)    | (4.83)         |           |                | (0.37)      |                   | (0.37)      |                  |
| N             | 2721      | 2721           | 2721      | 2721           | 2721        | 2721              | 2721        | 2721             |
| Sargan p-value| 0.918     | 0.849          | 0.834     | 0.915          |             |                   |             |                  |
| Weak IV F-stat| 0.36      | 0.22           | 0.11      | 0.21           |             |                   |             |                  |

* p < 0.05

Notes: The table contains estimates for models of untreated potential outcomes in 1987 using observations for groups first treated in 1991, 1993, and the never-treated group with extra moment conditions coming from group membership. Each column varies the covariates included in the model. The first four columns provide estimates that include an interactive fixed effect, and, for comparison, the last four columns provide estimates that do not include an interactive fixed effect. Rows labeled “Sargan p-value” provide a p-value for a Sargan over-identification test (which is available because there are three groups and only one interactive fixed effect); rows labeled “Weak IV F-stat” report the F-statistic from the first stage regression of the endogenous regressors on group dummies and exogenous regressors.
Figure A.1: Effect of Job Displacement on Earnings including Additional Covariates

Notes: The figure contains estimates of the effect of job displacement on yearly earnings (which are in thousands of dollars) by length of exposure to job displacement. Negative values of $e$ correspond to the number of years before job displacement occurred, $e = 0$ in the year that job displacement occurred, and positive values of $e$ indicate how long ago an individual was displaced from their job. Panels (a) and (b) contain estimates from the interactive fixed effects approach proposed in the current paper using AFQT (in panel (a)) or educational attainment (in panel (b)) as the covariates with time invariant effects on untreated potential outcomes. Panels (c) and (d) contain analogous estimates but using difference in differences and linear trends models, respectively. All panels additionally include educational attainment (except panel (b)), race, and gender as covariates that can have time varying effects on untreated potential outcomes. Each panel provides 90% confidence intervals computed using the multiplier bootstrap.
Figure A.2: Effect of Job Displacement on Earnings with Multiple Interactive Fixed Effects

Notes: The figure contains estimates of the effect of job displacement on yearly earnings (which are in thousands of dollars) by length of exposure to job displacement. Negative values of $e$ correspond to the number of years before job displacement occurred, $e = 0$ in the year that job displacement occurred, and positive values of $e$ indicate how long ago an individual was displaced from their job. Panel (a) contains estimates from the interactive fixed effects approach proposed in the current paper with two interactive fixed effects and using AFQT and educational attainment as covariates with time invariant effects on untreated potential outcomes. Panel (b) contains analogous estimates but additionally includes race and gender as covariates that can have time varying effects on untreated potential outcomes. Each panel provides 90% confidence intervals computed using the multiplier bootstrap.