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Abstract

As demonstrated by Slepian et al. in a sequence of classical papers (see [32], [33], [14], [34], [35]), prolate spheroidal wave functions (PSWFs) provide a natural and efficient tool for computing with bandlimited functions defined on an interval. Recently, PSWFs have been becoming increasingly popular in various areas in which such functions occur - this includes physics (e.g. wave phenomena, fluid dynamics), engineering (signal processing, filter design), etc.

To use PSWFs as a computational tool, one needs fast and accurate numerical algorithms for the evaluation of PSWFs and related quantities, as well as for the construction of corresponding quadrature formulas, etc. During the last 15 years, substantial progress has been made in the design of such algorithms - see, for example, [37] (see also [3], [33], [14], [34] for some classical results).

The complexity of many of the existing algorithms, however, is at least quadratic in the band limit $c$. For example, the evaluation of the $n$th eigenvalue of the prolate integral operator requires at least $O(c^2)$ operations (see e.g. [37]); the construction of accurate quadrature rules for the integration (and associated interpolation) of bandlimited functions with band limit $c$ requires $O(c^3)$ operations (see e.g. [4]). Therefore, while the existing algorithms are satisfactory for moderate values of $c$ (e.g. $c \leq 10^3$), they tend to be relatively slow when $c$ is large (e.g. $c \geq 10^4$).

In this paper, we describe several numerical algorithms for the evaluation of PSWFs and related quantities, and design a class of PSWF-based quadratures for the integration of bandlimited functions. While the analysis is somewhat involved and will be published separately (currently, it can be found in [25], [26]), the resulting numerical algorithms are quite simple and efficient in practice. For example, the evaluation of the $n$th eigenvalue of the prolate integral operator requires $O(n + c \log c)$ operations; the construction of accurate quadrature rules for the integration (and associated interpolation) of bandlimited functions with band limit $c$ requires $O(c)$ operations. All algorithms described in this paper produce results essentially to machine precision. Our results are illustrated via several numerical experiments.
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1 Introduction

The principal purpose of this paper is to describe several numerical algorithms associated with bandlimited functions. While these algorithms are quite simple and efficient in practice, the analysis is somewhat involved, and will be published separately (currently the proofs and additional details can be found in [25], [26], [27], [28]).

A function \( f : \mathbb{R} \rightarrow \mathbb{R} \) is said to be bandlimited with band limit \( c > 0 \) if there exists a function \( \sigma \in L^2[-1,1] \) such that

\[
f(x) = \int_{-1}^{1} \sigma(t)e^{icxt} \, dt.
\]

(1)

In other words, the Fourier transform of a bandlimited function is compactly supported. While (1) defines \( f \) for all real \( x \), one is often interested in bandlimited functions whose argument is confined to an interval, e.g. \(-1 \leq x \leq 1\). Such functions are encountered in physics (wave phenomena, fluid dynamics), engineering (signal processing), etc. (see e.g. [32], [7], [29]).

About 50 years ago it was observed that the eigenfunctions of the integral operator \( F_c : L^2[-1,1] \rightarrow L^2[-1,1] \), defined via the formula

\[
F_c [\varphi] (x) = \int_{-1}^{1} \varphi(t)e^{icxt} \, dt,
\]

(2)

provide a natural tool for dealing with bandlimited functions defined on the interval \([-1,1]\). Moreover, it was observed (see [33], [14], [34]) that the eigenfunctions of \( F_c \) are precisely the prolate spheroidal wave functions (PSWFs), well known from the mathematical physics (see, for example, [20], [7]).

Obviously, to use PSWFs as a computational tool, one needs fast and accurate numerical algorithms for the evaluation of PSWFs and related quantities, as well as for the construction of quadratures, interpolation formulas, etc. For the last 15 years, substantial progress has been made in the design of such algorithms - see, for example, [37] (see also [3], [33], [14], [34] for some classical results).

The complexity of many of the existing algorithms, however, is at least quadratic in the band limit \( c \). For example, the evaluation of the \( n \)th eigenvalue of the prolate integral operator requires \( O(c^2 + n^2) \) operations (see e.g. [37]); also, the construction of accurate quadrature rules for the integration (and associated interpolation) of bandlimited functions with band limit \( c \) requires \( O(c^3) \) operations (see e.g. [3]). Therefore, while the existing algorithms are satisfactory for moderate values of \( c \) (e.g. \( c \leq 10^3 \)), they tend to be relatively slow when \( c \) is large (e.g. \( c \geq 10^4 \)).

In this paper, we describe several numerical algorithms for the evaluation of PSWFs and related quantities, and design a class of PSWF-based quadratures for the integration of bandlimited functions. While the analysis is somewhat involved and will be published separately (currently, it can be found in [25], [26]), the resulting numerical algorithms are quite simple and efficient in practice. For example, the evaluation of the \( n \)th eigenvalue of the prolate integral operator requires \( O(n + c \log c) \) operations; also, the construction of accurate quadrature rules for the integration of bandlimited functions with band limit \( c \) requires \( O(c) \) operations. In addition, the evaluation of the \( n \)th PSWF is done in two steps. First, we carry out a certain precomputation, that requires \( O(n + c \log c) \) operations. Then, each subsequent evaluation of this PSWF at a point in \([-1,1]\) requires \( O(1) \) operations.

This paper is organized as follows. Section 2 contains a brief overview. Section 3 contains mathematical and numerical preliminaries to be used in the rest of the paper. Section 4 contains the summary of the principal analytical results of the paper. Section 5 contains the description and analysis of the numerical algorithms for the evaluation of the quadrature rules and some related
quantities. In Section 6, we report some numerical results. In Section 7, we illustrate the analysis via several numerical experiments.

2 Overview

In this section, we provide an overview of the paper. More specifically, Section 2.1 is dedicated to the numerical evaluation of PSWFs and related quantities. In Section 2.2, we discuss several existing quadrature rules for the integration of bandlimited functions. In Section 2.3, we introduce a new class of PSWFs-based quadrature rules and describe the underlying ideas. In Section 2.4, we outline the analysis (further details can be found in [25], [26]).

2.1 Numerical Evaluation of PSWFs

For any real $c > 0$ and integer $n \geq 0$, the corresponding PSWF $\psi_n$ can be expanded into an infinite series of Legendre polynomials (see Section 3.2). The coefficients of such expansions decay superalgebraically (see e.g. [37]); in particular, relatively few terms of the Legendre series are required to evaluate $\psi_n(x)$ to essentially the machine precision, for any $-1 \leq x \leq 1$. The use of this observation for the numerical evaluation of PSWFs goes back at least to the classical Bouwkamp algorithm [3] (see also Section 3.2, in particular Theorem 10 and Remark 9, and [37] for more details).

Thus, the evaluation of PSWFs reduces to the evaluation of the corresponding Legendre coefficients. For any integer $n \geq 0$, the Legendre coefficients of all the first $n$ PSWFs $\psi_0, \psi_1, \ldots, \psi_{n-1}$ can be obtained via the solution of a certain symmetric tridiagonal eigenproblem roughly of order $\max\{n, c\}$ (see Theorem 10 and Remark 9 in Section 3.2, and also [37] for more details about this algorithm). The corresponding eigenvalues $\chi_0, \chi_1, \ldots, \chi_{n-1}$ of the prolate differential operator (see Theorem 3 in Section 3.1) are obtained as a by-product of this procedure. On the other hand, additional computations are required to evaluate the corresponding eigenvalues $\lambda_0, \lambda_1, \ldots, \lambda_{n-1}$ of the integral operator $F_c$ (see (2) in Section 1). In practice, it is sometimes desirable to evaluate extremely small $\lambda_j$’s (e.g. $1E-50$), which presents a numerical challenge (see Section 3.1). To overcome this obstacle, the algorithm of [37] evaluates $\lambda_0, \lambda_1, \ldots, \lambda_{n-1}$ by computing the ratios $\lambda_j/\lambda_{j+1}$, which turns out to be a well-conditioned numerical procedure (see [37] for more details).

Suppose, on the other hand, that one is interested in a single PSWF $\psi_n$ only (as opposed to all the first $n$ PSWFs). Obviously, one can use the algorithm of [37]; however, its cost is at least $O(n^2)$ operations (see Remark 9). Moreover, the cost of evaluating the corresponding eigenvalue $\lambda_n$ of the prolate integral operator $F_c$ (see (2)) via the algorithm of [37] is at least $O(n^2)$ operations, with a large proportionality constant.

In this paper, we describe more efficient algorithms for the numerical evaluation of $\psi_n$ and associated quantities. In particular, the cost of the evaluation of the Legendre coefficients of $\psi_n$ via this algorithm is $O(n + c \log c)$ operations (see Section 5.1). In addition, the cost of the evaluation of the eigenvalue $\lambda_n$ is also $O(n + c \log c)$ operations (see Section 5.2). On the other hand, this algorithm has the same accuracy as that of [37]; in other words, all of the quantities are evaluated to essentially the machine precision (see Section 5 for more details). Since $\lambda_n$ can be extremely small, the fact that it can be evaluated to high relative accuracy (without computing the preceding $\lambda_j$’s) is, perhaps, surprising (the related analysis is somewhat subtle, and will be published separately; see [27], [28] for some preliminary results).

2.2 Quadrature Rules for Bandlimited Functions

One of principal goals of this paper is a class of quadrature rules designed for the integration of bandlimited functions with a specified band limit $c > 0$ over the interval $[-1, 1]$. Suppose that $n > 0$
is an integer; a quadrature rule of order \( n \) is a pair \((t_1^{(n)}, \ldots, t_n^{(n)}, W_1^{(n)}, \ldots, W_n^{(n)})\) of finite sequences of length \( n \), where

\[-1 < t_1^{(n)} < \cdots < t_n^{(n)} < 1\] (3)

are referred to as "the quadrature nodes", and

\[W_1^{(n)}, \ldots, W_n^{(n)}\] (4)

are referred to as "the quadrature weights". If \( f: [-1, 1] \rightarrow \mathbb{R} \) is a bandlimited function (see (1) in Section 1), we use the quadrature rule to approximate the integral of \( f \) over the interval \([-1, 1]\) by a finite sum; more specifically,

\[
\int_{-1}^{1} f(t) \, dt \approx \sum_{j=1}^{n} W_j^{(n)} f(t_j^{(n)}).
\] (5)

The PSWFs constitute a natural basis for the bandlimited functions with band limit \( c > 0 \) over the interval \([-1, 1]\) (see Section 1 above). Therefore, when designing a quadrature rule for the integration of such functions, it is reasonable to require that this quadrature rule integrate several first PSWFs with band limit \( c \) to high accuracy. To describe this property in a more precise manner, we introduce the following definition.

**Definition 1.** Suppose that \( c > 0 \) is a real number, and that \( n > 0 \) is an integer. Suppose also that a quadrature rule for the integration of bandlimited functions with band limit \( c \) over \([-1, 1]\) is specified via its \( n \) nodes and weights, as in (3), (4). Suppose furthermore that \( \varepsilon > 0 \) is a real number, and that this quadrature rule integrates the first \( n \) PSWFs of band limit \( c \) to precision \( \varepsilon \), in other words,

\[
\left| \int_{-1}^{1} \psi_m(t) \, dt - \sum_{j=1}^{n} W_j^{(n)} \psi_m(t_j^{(n)}) \right| \leq \varepsilon,
\] (6)

for every integer \( m = 0, 1, \ldots, n - 1 \), where \( \psi_m: [-1, 1] \rightarrow \mathbb{R} \) is the \( m \)th PSWF corresponding to band limit \( c \). We refer to such quadrature rules as "quadrature rules of order \( n \) to precision \( \varepsilon \) (corresponding to band limit \( c \))". We omit the reference to \( c \) whenever the band limit is clear from the context.

**Remark 1.** Obviously, if \( \varepsilon \) is the machine precision (e.g. \( \varepsilon \approx 1D-16 \) in double precision calculations), then quadrature rules of order \( n \) to precision \( \varepsilon \) (in the sense of Definition 1) integrate the first \( n \) PSWFs exactly, for all practical purposes.

**Remark 2.** In practice, for a quadrature rule of order \( n \) to precision \( \varepsilon \) to be of any use for the integration of bandlimited functions with band limit \( c \), not only \( \varepsilon \) should be "small", but also \( n \) has to be at least equal to \( 2c/\pi \). See Section 3.1 and [37] for more details.

Quadrature rules for the integration of bandlimited functions have already been discussed in the literature, for example:

**Generalized Gaussian Quadrature Rules.** Suppose that \( n > 0 \) is an integer, and that \( f_1, f_2, \ldots, f_{2n} \) are \( 2n \) linearly independent functions defined on an interval. Under very mild conditions on \( f_1, \ldots, f_{2n} \), there exists a quadrature rule of order \( n \) that integrates these \( 2n \) functions exactly; moreover, its weights are usually positive. Such quadrature rules are referred to as "generalized Gaussian quadrature rules", and their existence was first observed more than 100 years ago (see, for example, [12], [13], [17], [18]). Perhaps surprisingly, numerical algorithms for the design
of generalized Gaussian quadrature rules were constructed only recently (see, for example, [4], [10], [35]). These algorithms tend to be rather expensive (they require \( O(n^3) \) operations with a large proportionality constant). Thus, the evaluation of the nodes and weights of a PSWF-based generalized Gaussian quadrature rule for accurate integration of bandlimited functions with band limit \( c \) requires \( O(c^3) \) operations (see Remark 2 above, and also [37] for more details).

**Remark 3.** We observe that a PSWF-based generalized Gaussian quadrature rule of order \( n \) integrates the first \( 2n \) PSWFs exactly; in other words, (7) holds for every integer \( m \) between 0 and \( 2n - 1 \) with \( \varepsilon = 0.0 \).

**Quadrature Rules from [37].** Suppose now that \( n > 0 \) is an integer, and that \( \psi_n \) is the \( nth \) PSWF corresponding to band limit \( c \). Suppose also that \( t_1, \ldots, t_n \) are the roots of \( \psi_n \) in the interval \((-1, 1)\) (see Theorem 1 in Section 3.1). Suppose furthermore that \( W_1, \ldots, W_n \) are real numbers, and that
\[
\sum_{i=1}^{n} \psi_m(t_i) \cdot W_i = \int_{-1}^{1} \psi_m(t) \, dt,
\]
for every \( m = 0, \ldots, n - 1 \). Obviously, due to (7), the quadrature rule with nodes \( t_1, \ldots, t_n \) and weights \( W_1, \ldots, W_n \) integrates the first \( n \) PSWFs exactly (i.e. (7) holds for every \( m = 0, \ldots, n - 1 \) with \( \varepsilon = 0.0 \)). While this quadrature rule is clearly "sub-optimal" compared to the generalized Gaussian quadrature rule of order \( n \) (the latter integrates the first \( 2n \) PSWFs exactly), it is somewhat less expensive to evaluate. More specifically, the cost of evaluating the roots \( t_1, \ldots, t_n \) of \( \psi_n \) in \((-1, 1)\) and the weights \( W_1, \ldots, W_n \), defined via (7), is dominated by the cost of solving the dense \( n \) by \( n \) linear system (7) for the unknowns \( W_1, \ldots, W_n \) (see [37] for more details about the numerical aspects of this procedure). Thus, due to Remark 2 above, the cost of evaluating the nodes and weights of this quadrature rule for accurate integration of bandlimited functions with band limit \( c \) requires \( O(c^3) \) operations.

**Remark 4.** The cost of the evaluation of the quadrature rule, defined via (7), is \( O(c^3) \) operations. The cost of the evaluation of the generalized Gaussian quadrature rule is also \( O(c^3) \) operations, but tends to have a larger proportionality constant.

**Remark 5.** The quadrature rule defined via (7) is based on the PSWFs corresponding to band limit \( c \). It turns out, however, that this quadrature rule will also integrate bandlimited functions with band limit \( 2c \) to high accuracy. The reason for this is that the classical Euclid algorithm for polynomial division can be generalized to the PSWFs; the reader is referred to [37] for further details.

In this paper, we describe another class of quadrature rules whose nodes are the \( n \) roots of \( \psi_n \) in \((-1, 1)\). However, their weights differ slightly from those defined via (7). In particular, strictly speaking, these quadrature rules do not integrate the first \( n \) PSWFs exactly, as opposed to the generalized Gaussian quadrature rules and those defined via (7) above. Nevertheless, for any \( \varepsilon > 0 \), they do integrate the first \( n \) PSWFs to precision \( \varepsilon \), provided that
\[
n > \frac{2c}{\pi} + 10 + \frac{2}{\pi^2} \cdot (\log c) \cdot \log \frac{1}{\varepsilon},
\]
(see Theorem 15 from Section 4.2 and Conjectures 3, 4 from Section 7 for more precise statements, and Experiment 3 in Section 7.1 for some numerical results).

Thus, provided that \( \varepsilon \) is the machine precision and that (8) holds, the quadrature rules of this paper are, for all practical purposes, as accurate as those defined via (7) above. Also, their nodes and weights can be used as starting points for an iterative scheme that computes the generalized Gaussian quadrature rule (see, for example, [4], [10], [35] for more details). Last but not least, the quadrature rules of this paper are much faster to evaluate than those described above: \( O(c) \) operations are required (see Sections 5.3, 5.4).
2.3 Intuition Behind Quadrature Weights

In this section, we describe the quadrature rules of this paper, and discuss the intuition behind them. We start with a classical interpolation problem. Suppose that \( t_1, \ldots, t_n \) are \( n \) distinct points on the interval \((-1, 1)\). We need to find the real numbers \( W_1, \ldots, W_n \) such that

\[
\int_{-1}^{1} p(t) \, dt = \sum_{i=1}^{n} W_i \cdot p(t_i),
\]

for all polynomials \( p \) of degree at most \( n - 1 \). In other words, the quadrature rule with nodes \( t_1, \ldots, t_n \) and weights \( W_1, \ldots, W_n \) integrates all polynomials of degree up to \( n - 1 \) exactly (see (3), (4), (5)).

To this end, one constructs \( n \) polynomials \( l_1, \ldots, l_n \) of degree \( n - 1 \) with the property

\[
l_j(t_i) = \begin{cases} 0 & i \neq j, \\ 1 & i = j \end{cases}
\]

for every integer \( i, j = 1, \ldots, n \) (see, for example, [11]). It is easy to verify that, for every \( j = 1, \ldots, n \), the polynomial \( l_j \) is defined via the formula

\[
l_j(t) = \frac{w_n(t)}{w_n'(t_j)(t - t_j)},
\]

for all real \(-1 \leq t \leq 1\), where \( w_n \) is defined via the formula

\[
w_n(t) = (t - t_1) \cdot (t - t_2) \cdots (t - t_n),
\]

for all real \(-1 \leq t \leq 1\) (in other words, \( w_n \) is the polynomial of degree \( n \) whose roots are precisely \( t_1, \ldots, t_n \)). The weights \( W_1, \ldots, W_n \) are defined via the formula

\[
W_j = \int_{-1}^{1} l_j(t) \, dt = \frac{1}{w_n'(t_j)} \int_{-1}^{1} \frac{w_n(t)}{t - t_j} \, dt.
\]

for every integer \( j = 1, \ldots, n \).

In our case, the basis functions are the PSWFs rather than polynomials. We will consider the quadrature rule \((t_1, \ldots, t_n, W_1, \ldots, W_n)\), with \( t_1, \ldots, t_n \) the roots of \( \psi_n \) on the interval \((-1, 1)\), and \( W_1, \ldots, W_n \) to be determined. If we choose the weights \( W_1, \ldots, W_n \) such that the resulting quadrature rule integrates the first \( n \) PSWFs exactly, this will lead to the linear system (7) from Section 2.2 (and hence to the corresponding quadrature rule). Instead, we define the weights using \( \psi_n \) in the same way we used \( w_n \) in (13). More specifically, for every integer \( j = 1, \ldots, n \), we define the function \( \varphi_j : [-1, 1] \to \mathbb{R} \) via the formula

\[
\varphi_j(t) = \frac{\psi_n(t)}{\psi_n'(t_j)(t - t_j)},
\]

with \( \psi_n \) the obvious analogue of \( w_n \) in (14). We observe that, for every integer \( i, j = 1, \ldots, n \),

\[
\varphi_j(t_i) = \begin{cases} 0 & i \neq j, \\ 1 & i = j \end{cases}
\]
analogous to (10). Viewed as a function on the whole real line, each $\varphi_j$ is bandlimited with the same band limit $c$ (see, for example, [25], [26], or Theorem 19.3 in [31]). We define the weights $W_1, \ldots, W_n$ via the formula

$$W_j = \int_{-1}^{1} \varphi_j(t) \ dt,$$

for every $j = 1, 2, \ldots, n$ (note the analogy with (13)). The weights $W_1, \ldots, W_n$, defined via (16), are different from the solution of the linear system (7). Nevertheless, the resulting quadrature rule turns out to satisfy (6), provided that $\varepsilon$ is of order $|\lambda_n|$ (see Theorem 14 in Section 4.1 for a more precise statement).

The analysis of this issue is somewhat long and involved; the reader is referred to [25], [26] for details and proofs. On the other hand, the underlying ideas are relatively simple: Section 2.4 below contains a short overview of this analysis.

## 2.4 Overview of the Analysis

The following observation lies at the heart of the analysis: for any band limit $c > 0$ and any integer $n > 0$, the reciprocal of $\psi_n$ can be approximated by a rational function with $n$ poles in $(-1, 1)$ up to an error of order $|\lambda_n|$, where $\lambda_n$ is the $n$th eigenvalue of the integral operator $F_c$ (see (2) in Section 1). In other words, the reciprocal of $\psi_n$ resembles the reciprocal of a polynomial of order $n$, in the following sense.

If $P$ is a polynomial with $n$ simple roots $z_1, \ldots, z_n$ in $(-1, 1)$, then the function $z \rightarrow (P(z))^{-1}$ is meromorphic in the complex plane; moreover,

$$\frac{1}{P(z)} = \sum_{j=1}^{n} \frac{1}{P'(z_j) \cdot (z - z_j)},$$

for all complex $z$ different from $z_1, \ldots, z_n$ (this is a special case of the well known Cauchy’s integral formula: see, for example, [31]). Similarly, the function $z \rightarrow (\psi_n(z))^{-1}$ is meromorphic; however, it has infinitely many poles, all of which are real and simple (see Remark 6 in Section 3.1), and exactly $n$ of which lie in $(-1, 1)$ (see Theorem 1 in Section 3.1). Suppose that the roots of $\psi_n$ in $(-1, 1)$ are denoted by $t_1 < \cdots < t_n$. It turns out that

$$\frac{1}{\psi_n(t)} = \sum_{j=1}^{n} \frac{1}{\psi_n'(t_j) \cdot (t - t_j)} + O(|\lambda_n|),$$

for all real $-1 \leq t \leq 1$ (note the similarity between (17) and (18)). In other words, (18) means that the reciprocal of $\psi_n$ differs from a certain rational function with $n$ poles by a function whose magnitude in the interval $[-1, 1]$ is of order $|\lambda_n|$. A rigorous version of (18) is provided by Theorem 9 in Section 3.1 (its proof is somewhat involved; see [25], [26] for details). More specifically, according to this theorem,

$$\left| \frac{1}{\psi_n(t)} - \sum_{j=1}^{n} \frac{1}{\psi_n'(t_j) \cdot (t - t_j)} \right| \leq |\lambda_n| \left( 24 \cdot \log \left( \frac{1}{|\lambda_n|} \right) + 130 \cdot (\chi_n)^{1/4} \right),$$

for all real $-1 \leq t \leq 1$, where $\chi_n$ is the $n$th eigenvalue of the prolate differential operator (see Theorem 3 in Section 3.1).
The identity (18) is related to the quadrature, discussed in Section 2.3 above, in the following way. Multiplying both sides of (18) by $\psi_n(t)$ and using (14), we obtain
\[ 1 = \varphi_1(t) + \cdots + \varphi_n(t) + \psi_n(t) \cdot O(\lambda_n) \] (20)

In other words, $\varphi_1, \ldots, \varphi_n$ constitute a partition of unity on the interval $[-1,1]$, up to an error of order $|\lambda_n|$. We integrate both sides of (20) over $[-1,1]$ and use Theorem 1 in Section 3.1 and (16) in Section 2.3 to obtain
\[ W_1 + \cdots + W_n = 2 + O(|\lambda_n|), \] (21)

where $W_1, \ldots, W_n$ are the weights of the quadrature rule (see Section 4.3 for more details).

Suppose now that $m \neq n$ is an integer. We multiply both sides of (20) by $\psi_m$ to obtain
\[ \psi_m(t) = \left( \sum_{j=1}^{n} \psi_m(t) \cdot \varphi_j(t) \right) + \psi_m(t) \cdot \psi_n(t) \cdot O(\lambda_n). \] (22)

A detailed analysis of a combination of (19) and (22) leads to the conclusion that, for all integer $0 \leq m < n$,
\[ \left| \int_{-1}^{1} \psi_m(t) \, dt - \sum_{j=1}^{n} \psi_m(t_j) \cdot W_j \right| \leq |\lambda_n| \cdot \left( 24 \cdot \log \frac{1}{|\lambda_n|} + 6 \cdot \chi_n \right) \] (23)
(see Theorem 14 in Section 4.1, and also [25], [26] for more details).

According to (23), the quadrature rule of order $n$ integrates the first $n$ PSWFs to precision of order $|\lambda_n|$ (see also (5) in Section 2.2). It remains to establish for what values of $n$ this error is smaller than a predetermined $\varepsilon > 0$. Theorem 16 from Section 4.2 provides an answer to this question: namely, if
\[ n > \frac{2c}{\pi} + \left( 10 + \frac{3}{2} \cdot \log(c) + \frac{1}{2} \cdot \log \frac{1}{\varepsilon} \right) \cdot \log \left( \frac{c}{2} \right), \] (24)
then
\[ \left| \int_{-1}^{1} \psi_m(t) \, dt - \sum_{j=1}^{n} \psi_m(t_j) \cdot W_j \right| \leq \varepsilon, \] (25)
for all integer $0 \leq m < n$.

Numerical experiments seem to indicate that the situation is even better in practice: namely, to achieve the accuracy $\varepsilon$ it suffices to pick the minimal $n$ such that $|\lambda_n| < \varepsilon$, which occurs for $n \approx 2c/\pi + 2(\log c) \cdot (- \log \varepsilon)/\pi^2$ (see Section 7, in particular, Conjectures 3, 4 and Experiment 3 in Section 7.1).

3 Mathematical and Numerical Preliminaries

In this section, we introduce notation and summarize several facts to be used in the rest of the paper.
3.1 Prolate Spheroidal Wave Functions

In this subsection, we summarize several facts about the PSWFs. Unless stated otherwise, all these facts can be found in [37], [30], [15], [33], [14], [21], [22].

Given a real number \( c > 0 \), we define the operator \( F_c : L^2 [-1, 1] \rightarrow L^2 [-1, 1] \) via the formula

\[
F_c [\varphi] (x) = \int_{-1}^{1} \varphi(t) e^{icxt} \, dt.
\]  

(26)

Obviously, \( F_c \) is compact. We denote its eigenvalues by \( \lambda_0, \lambda_1, \ldots, \lambda_n, \ldots \) and assume that they are ordered such that \( |\lambda_n| \geq |\lambda_{n+1}| \) for all natural \( n \geq 0 \). We denote by \( \psi_n \) the eigenfunction corresponding to \( \lambda_n \). In other words,

\[
\lambda_n \psi_n(x) = \int_{-1}^{1} \psi_n(t) e^{icxt} \, dt,
\]  

(27)

for all integer \( n \geq 0 \) and all real \( -1 \leq x \leq 1 \). We adopt the convention \( \|\psi_n\|_{L^2[-1,1]} = 1 \). The following theorem describes the eigenvalues and eigenfunctions of \( F_c \).

**Theorem 1.** Suppose that \( c > 0 \) is a real number, and that the operator \( F_c \) is defined via (26) above. Then, the eigenfunctions \( \psi_0, \psi_1, \ldots \) of \( F_c \) are purely real, are orthonormal and are complete in \( L^2 [-1, 1] \). The even-numbered functions are even, the odd-numbered one s are odd. Each function \( \psi_n \) has exactly \( n \) simple roots in \(( -1, 1) \). All eigenvalues \( \lambda_n \) of \( F_c \) are non-zero and simple; the even-numbered ones are purely real and the odd-numbered one s are purely imaginary; in particular, \( \lambda_n = i^n |\lambda_n| \), for every integer \( n \geq 0 \).

We define the self-adjoint operator \( Q_c : L^2 [-1, 1] \rightarrow L^2 [-1, 1] \) via the formula

\[
Q_c [\varphi] (x) = \frac{1}{\pi} \int_{-1}^{1} \frac{\sin (c (x - t))}{x - t} \varphi(t) \, dt.
\]  

(28)

Clearly,

\[
Q_c [\varphi] (x) = \chi_{[-1,1]}(x) \cdot \mathcal{F}^{-1} \left[ \chi_{[-c,c]}(\xi) \cdot \mathcal{F} [\varphi] (\xi) \right] (x),
\]  

(29)

where \( \mathcal{F} : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R}) \) is the Fourier transform, and \( \chi_{[-a,a]} : \mathbb{R} \rightarrow \mathbb{R} \) is the characteristic function of the interval \([-a,a]\), defined via the formula

\[
\chi_{[-a,a]}(x) = \begin{cases} 
1 & -a \leq x \leq a, \\
0 & \text{otherwise},
\end{cases}
\]  

(30)

for all real \( x \). In other words, \( Q_c \) represents low-passing followed by time-limiting. \( Q_c \) relates to \( F_c \), defined via (26), by

\[
Q_c = \frac{c}{2\pi} \cdot F_c^* \cdot F_c,
\]  

(31)

and the eigenvalues \( \mu_n \) of \( Q_c \) satisfy the identity

\[
\mu_n = \frac{c}{2\pi} \cdot |\lambda_n|^2,
\]  

(32)

\footnote{This convention agrees with that of [37], [30] and differs from that of [33].}
for all integer $n \geq 0$. Obviously,

$$\mu_n < 1,$$

for all integer $n \geq 0$, due to (29). Moreover, $Q_c$ has the same eigenfunctions $\psi_n$ as $F_c$. In other words,

$$\mu_n \psi_n(x) = \frac{1}{\pi} \int_{-1}^{1} \frac{\sin (c (x - t))}{x - t} \psi_n(t) \, dt,$$

for all integer $n \geq 0$ and all $-1 \leq x \leq 1$. Also, $Q_c$ is closely related to the operator $P_c : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})$, defined via the formula

$$P_c [\varphi](x) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\sin (c (x - t))}{x - t} \varphi(t) \, dt,$$

which is a widely known orthogonal projection onto the space of functions of band limit $c > 0$ on the real line $\mathbb{R}$.

The following theorem can be traced back to [15]:

**Theorem 2.** Suppose that $c > 0$ and $0 < \alpha < 1$ are positive real numbers, and that the operator $Q_c : L^2 [-1, 1] \rightarrow L^2 [-1, 1]$ is defined via (28) above. Suppose also that the integer $N(c, \alpha)$ is the number of the eigenvalues $\mu_n$ of $Q_c$ that are greater than $\alpha$. In other words,

$$N(c, \alpha) = \max \{ k = 1, 2, \ldots : \mu_{k-1} > \alpha \}.$$

Then,

$$N(c, \alpha) = \frac{2c}{\pi} + \left( \frac{1}{\pi^2} \log \frac{1 - \alpha}{\alpha} \right) \log c + O(\log c).$$

According to (37), there are about $2c/\pi$ eigenvalues whose absolute value is close to one, order $\log c$ eigenvalues that decay rapidly, and the rest of them are very close to zero.

The eigenfunctions $\psi_n$ of $Q_c$ turn out to be the PSWFs, well known from classical mathematical physics [20]. The following theorem, proved in a more general form in [34], formalizes this statement.

**Theorem 3.** For any $c > 0$, there exists a strictly increasing unbounded sequence of positive numbers $\chi_0 < \chi_1 < \ldots$ such that, for each integer $n \geq 0$, the differential equation

$$(1 - x^2) \psi''(x) - 2x \psi'(x) + (\chi_n - c^2 x^2) \psi(x) = 0$$

has a solution that is continuous on $[-1, 1]$. Moreover, all such solutions are constant multiples of the eigenfunction $\psi_n$ of $F_c$, defined via (26) above.

**Remark 6.** For all real $c > 0$ and all integer $n \geq 0$, (27) defines an analytic continuation of $\psi_n$ onto the entire complex plane. All the roots of $\psi_n$ are simple, real, and symmetric about the origin. Moreover, $\psi_n$ has infinitely many roots in $(1, \infty)$. In addition, the ODE (38) is satisfied for all complex $x$.

Many properties of the PSWF $\psi_n$ depend on whether the eigenvalue $\chi_n$ of the ODE (38) is greater than or less than $c^2$. In the following theorem from [21], [22], we describe a simple relationship between $c, n$ and $\chi_n$. 
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Theorem 4. Suppose that \( n \geq 2 \) is a non-negative integer.

- If \( n \leq (2c/\pi) - 1 \), then \( \chi_n < c^2 \).
- If \( n \geq (2c/\pi) \), then \( \chi_n > c^2 \).
- If \( (2c/\pi) - 1 < n < (2c/\pi) \), then either inequality is possible.

In the following theorem, upper and lower bounds on \( \chi_n \) in terms of \( c \) and \( n \) are provided.

Theorem 5. Suppose that \( c > 0 \) is a real number, and \( n \geq 0 \) is an integer. Then,
\[
n(n+1) < \chi_n < n(n+1) + c^2.
\] (39)

It turns out that, for the purposes of this paper, the inequality (39) is insufficiently sharp. Tighter bounds on \( \chi_n \) are described in the following theorem (see [21], [22]).

Theorem 6. Suppose that \( n \geq 2 \) is an integer, and that \( \chi_n > c^2 \). Then,
\[
n < \frac{2}{\pi} \int_0^1 \sqrt{\frac{\chi_n - c^2 t^2}{1 - t^2}} \, dt < n + 3.
\] (40)

In the following theorem from [23], [24], we provide an upper bound on \(|\lambda_n|\) in terms of \( n \) and \( c \).

Theorem 7. Suppose that \( c > 0 \) is a real number, and that
\[
c > 22.
\] (41)

Suppose also that \( \delta > 0 \) is a real number, and that
\[
3 < \delta < \frac{\pi c}{16}.
\] (42)

Suppose, in addition, that \( n \) is a positive integer, and that
\[
n > \frac{2c}{\pi} + \frac{2}{\pi^2} \cdot \delta \cdot \log \left( \frac{4e\pi c}{\delta} \right).
\] (43)

Suppose furthermore that the real number \( \xi(n,c) \) is defined via the formula
\[
\xi(n,c) = 7056 \cdot c \cdot \exp \left[ -\delta \left( 1 - \frac{\delta}{2\pi c} \right) \right].
\] (44)

Then,
\[
|\lambda_n| < \xi(n,c).
\] (45)

In the following theorem, we provide a recurrence relation between the derivatives of \( \psi_n \) of arbitrary order (see Lemma 9.1 in [37]).
Theorem 8. Suppose that \( c > 0 \) is a real number, and that \( n \geq 0 \) is an integer. Then,
\[
(1 - t^2) \psi_n''(t) - 4t \psi_n'(t) + (\chi_n - c^2 t^2 - 2) \psi_n(t) - 2c^2 t \psi_n(t) = 0 \tag{46}
\]
for all real \( t \). Moreover, for all integer \( k \geq 2 \) and all real \( t \),
\[
(1 - t^2) \psi_n^{(k+2)}(t) - 2(k + 1) t \psi_n^{(k+1)}(t) + (\chi_n - k(k + 1) - c^2 t^2) \psi_n^{(k)}(t) \\
- c^2 k t \psi_n^{(k-1)}(t) - c^2 k(k - 1) \psi_n^{(k-2)}(t) = 0. \tag{47}
\]

The following theorem asserts that, on the interval \([-1, 1]\), the difference between the reciprocal of \( \psi_n \) and a certain rational function with \( n \) poles is of order \( |\lambda_n| \). Its proof can be found in [25, 26].

Theorem 9. Suppose that \( c > 30 \) is a real number, that \( n \) is a positive integer, and that \( n > \frac{2c}{\pi} + 7 \). (48)

Suppose furthermore that \(-1 < t_1 < \cdots < t_n < 1\) are the roots of \( \psi_n \) in \((-1, 1)\), and that the function \( \delta : [-1, 1] \rightarrow \mathbb{R} \) is defined via the formula
\[
\delta(t) = \frac{1}{\psi_n(t)} - \sum_{k=1}^{n} \frac{1}{\psi_n'(t_j) \cdot (t - t_j)}, \tag{49}
\]
for all real \(-1 \leq t \leq 1\). Then,
\[
|\delta(t)| \leq |\lambda_n| \cdot \left( 24 \cdot \log \left( \frac{1}{|\lambda_n|} \right) + 130 \cdot (\chi_n)^{1/4} \right), \tag{50}
\]
for all real \(-1 \leq t \leq 1\).

Remark 7. Suppose that the function \( \delta : [-1, 1] \rightarrow \mathbb{R} \) is defined via (49). If \( n \) is even, then \( \delta \) is an even function. If \( n \) is odd, then \( \delta \) is an odd function.

3.2 Legendre Polynomials and PSWFs

In this subsection, we list several well known facts about Legendre polynomials and the relationship between Legendre polynomials and PSWFs. All of these facts can be found, for example, in [9, 37, 1].

The Legendre polynomials \( P_0, P_1, P_2, \ldots \) are defined via the formulae
\[
P_0(t) = 1, \\
P_1(t) = t, \tag{51}
\]
and the recurrence relation
\[
(k + 1) P_{k+1}(t) = (2k + 1) t P_k(t) - k P_{k-1}(t), \tag{52}
\]
for all \( k = 1, 2, \ldots \). Even Legendre polynomials are even functions, and odd Legendre polynomials are odd. The Legendre polynomials \( \{P_k\}_{k=0}^{\infty} \) constitute a complete orthogonal system in \( L^2 [-1, 1] \).

The normalized Legendre polynomials are defined via the formula
\[
\overline{P_k}(t) = \frac{P_k(t) \cdot \sqrt{k + 1/2}}{\sqrt{\pi}}, \tag{53}
\]
for all real \( t \).
for all $k = 0, 1, 2, \ldots$. The $L^2[-1, 1]$-norm of each normalized Legendre polynomial equals to one, i.e.

$$\int_{-1}^{1} (\overline{P}_k(t))^2 \, dt = 1. \quad (54)$$

Therefore, the normalized Legendre polynomials constitute an orthonormal basis for $L^2[-1, 1]$. In particular, for every real $c > 0$ and every integer $n \geq 0$, the prolate spheroidal wave function $\psi_n$, corresponding to the band limit $c$, can be expanded into the series

$$\psi_n(x) = \sum_{k=0}^{\infty} \beta_k^{(n)} \cdot \overline{P}_k(x) = \sum_{k=0}^{\infty} \alpha_k^{(n)} \cdot P_k(x), \quad (55)$$

for all $-1 \leq x \leq 1$, where $\beta_0^{(n)}, \beta_1^{(n)}, \ldots$ are defined via the formula

$$\beta_k^{(n)} = \int_{-1}^{1} \psi_n(x) \cdot \overline{P}_k(x) \, dx, \quad (56)$$

and $\alpha_0^{(n)}, \alpha_1^{(n)}, \ldots$ are defined via the formula

$$\alpha_k^{(n)} = \beta_k^{(n)} \cdot \sqrt{k + 1/2} = (k + 1/2) \cdot \int_{-1}^{1} \psi_n(x) \cdot P_k(x) \, dx, \quad (57)$$

for all $k = 0, 1, 2, \ldots$. Due to the combination of Theorem 1 in Section 3.1 with (54), (55), (56),

$$\left(\beta_0^{(n)}\right)^2 + \left(\beta_1^{(n)}\right)^2 + \left(\beta_2^{(n)}\right)^2 + \cdots = 1. \quad (58)$$

For any integer $n \geq 0$, the sequence $\beta_0^{(n)}, \beta_1^{(n)}, \ldots$ satisfies the recurrence relation

$$A_{0,0} \cdot \beta_0^{(n)} + A_{0,2} \cdot \beta_2^{(n)} = \chi_n \cdot \beta_0^{(n)},$$

$$A_{1,1} \cdot \beta_1^{(n)} + A_{1,3} \cdot \beta_3^{(n)} = \chi_n \cdot \beta_1^{(n)},$$

$$A_{k,k-2} \cdot \beta_k^{(n)} + A_{k,k} \cdot \beta_k^{(n)} + A_{k,k+2} \cdot \beta_{k+2}^{(n)} = \chi_n \cdot \beta_k^{(n)}, \quad (59)$$

for all $k = 2, 3, \ldots$, where $A_{k,k}, A_{k+2,k}, A_{k,k+2}$ are defined via the formulae

$$A_{k,k} = k(k + 1) + \frac{2k(k+1) - 1}{(2k+3)(2k-1)} \cdot c^2,$$

$$A_{k,k+2} = A_{k+2,k} = \frac{(k+2)(k+1)}{(2k+3)(2k+1)(2k+5)} \cdot c^2, \quad (60)$$

for all $k = 0, 1, 2, \ldots$. In other words, the infinite vector $\left(\beta_0^{(n)}, \beta_1^{(n)}, \ldots\right)$ satisfies the identity

$$(A - \chi_n I) \cdot \left(\beta_0^{(n)}, \beta_1^{(n)}, \ldots\right)^T = 0, \quad (61)$$

where $I$ is the infinite identity matrix, and the non-zero entries of the infinite symmetric matrix $A$ are given by (60).

The matrix $A$ naturally splits into two infinite symmetric tridiagonal matrices, $A^{even}$ and $A^{odd}$, the former consisting of the elements of $A$ with even-indexed rows and columns, and the latter
consisting of the elements of $A$ with odd-indexed rows and columns. Moreover, for every pair of integers $n, k \geq 0$,

$$\beta_k^{(n)} = 0, \quad \text{if } k + n \text{ is odd},$$

due to the combination of Theorems 11 in Section 3.1 and (50). In the following theorem (that appears in [37] in a slightly different form), we summarize certain implications of these observations, that lead to numerical algorithms for the evaluation of PSWFs.

**Theorem 10.** Suppose that $c > 0$ is a real number, and that the infinite tridiagonal symmetric matrices $A^{even}$ and $A^{odd}$ are defined, respectively, via

$$A^{even} = \begin{pmatrix} A_{0,0} & A_{0,2} & A_{0,4} & \cdots \\ A_{2,0} & A_{2,2} & A_{2,4} & \cdots \\ A_{4,2} & A_{4,4} & A_{4,6} & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix},$$

and

$$A^{odd} = \begin{pmatrix} A_{1,1} & A_{1,3} & \cdots & \cdots \\ A_{3,1} & A_{3,3} & \cdots & \cdots \\ A_{5,3} & A_{5,5} & A_{5,7} & \cdots \\ \vdots & \vdots & \ddots & \ddots \end{pmatrix},$$

where the entries $A_{k,j}$ are defined via (60). Suppose also that the infinite vectors $\beta_{even}^{(n)} \in l^2$ and $\beta_{odd}^{(n)} \in l^2$ are defined, respectively, via the formulae

$$\beta_{even}^{(n)} = \left(\beta_0^{(n)}, \beta_2^{(n)}, \cdots \right)^T, \quad \beta_{odd}^{(n)} = \left(\beta_1^{(n)}, \beta_3^{(n)}, \cdots \right)^T,$$

where $\beta_0^{(n)}, \beta_1^{(n)}, \cdots$ are defined via (55). If $n$ is even, then

$$A^{even}, \beta_{even}^{(n)} = \chi_n \cdot \beta_{even}^{(n)}.$$  

If $n$ is odd, then

$$A^{odd}, \beta_{odd}^{(n)} = \chi_n \cdot \beta_{odd}^{(n)}.$$

**Remark 8.** We define the infinite vector $\beta^{(n)} \in l^2$ to be equal to $\beta_{even}^{(n)}$, if $n$ is even, or to $\beta_{odd}^{(n)}$, if $n$ is odd. In this notation, $\beta^{(0)}, \beta^{(2)}, \ldots$ are the eigenvectors of $A^{even}$, and $\beta^{(1)}, \beta^{(3)}, \ldots$ are the eigenvectors of $A^{odd}$.

**Remark 9.** While the matrices $A^{even}$ and $A^{odd}$ are infinite, and their entries do not decay with increasing row or column number, the coordinates of each eigenvector $\beta^{(n)}$ decay superexponentially fast (see e.g. [37] for estimates of this decay). In particular, suppose that we need to evaluate the first $n + 1$ eigenvalues $\chi_0, \ldots, \chi_n$ and the corresponding eigenvectors $\beta^{(0)}, \ldots, \beta^{(n)}$ numerically. Then, we can replace the matrices $A^{even}, A^{odd}$ in (60), (61), respectively, with their $N \times N$ upper left square submatrices, where $N$ is of order $\max\{n, c\}$, and solve the resulting symmetric tridiagonal eigenproblem by any standard technique (see, for example, [39], [5]; see also [7] for more details about this numerical algorithm). The CPU cost of this procedure is $O(n^2)$ operations.
The Legendre functions of the second kind $Q_0, Q_1, Q_2, \ldots$ are defined via the formulae

\[ Q_0(t) = \frac{1}{2} \log \frac{1+t}{1-t}, \]
\[ Q_1(t) = \frac{1}{2} \log \frac{1+t}{1-t} - 1, \]  

and the recurrence relation

\[ (k + 1) Q_{k+1}(t) = (2k + 1) t Q_k(t) - k Q_{k-1}(t), \]  

for all $k = 1, 2, \ldots$. We observe that the recurrence relation (69) is the same as the recurrence relation (52), satisfied by the Legendre polynomials. In addition, for every integer $k = 0, 1, 2, \ldots$, the $k$th Legendre polynomial $P_k$ and the $k$th Legendre function of the second kind $Q_k$ are two independent solutions of the second order differential equation

\[ (1 - t^2) y''(t) - 2t y'(t) + k(k+1) y(t) = 0. \]  

**Remark 10.** Suppose that $-1 \leq x \leq 1$ is a real number, and that $n \geq 0$ is an integer. Combining (51), (52), (68), (69) gives a numerical procedure for the evaluation of $P_0(x), \ldots, P_n(x)$ and $Q_0(x), \ldots, Q_n(x)$ to high precision. This procedure is stable, and requires $O(n)$ operations (see, for example, [5] for more details).

### 3.3 Prüfer Transformations

The classical Prüfer transformation of a second-order ODE is a well known analytical tool for the study of the oscillatory properties of its solutions (see, for example, [19], [6]). Recently, a minor modification of Prüfer transformation was demonstrated to be also a convenient numerical tool (see [8]). In the following theorem, we summarize several properties of this transformation, applied to the prolate ODE (38) (see [8], [21], [22] for details).

**Theorem 11.** Suppose that $n \geq 2$ is an integer, and that $\chi_n > c^2$. Suppose also that the functions $f, v : (-1, 1) \to \mathbb{R}$ are defined, respectively, via the formulae

\[ f(t) = \sqrt{\frac{\chi_n - c^2 t^2}{1 - t^2}} \]  

and

\[ v(t) = \frac{1}{2} \left( \frac{t}{1 - t^2} + \frac{c^2 t}{\chi_n - c^2 t^2} \right), \]  

for all real $-1 < t < 1$. Suppose furthermore that $t_1$ is the minimal root of $\psi_n$ in $(-1, 1)$, and that the function $\theta : (-1, 1) \to \mathbb{R}$ is the solution of the differential equation

\[ \theta'(t) = f(t) + v(t) \cdot \sin(2\theta(t)) \]  

with the initial condition

\[ \theta(t_1) = \frac{\pi}{2}. \]  

Then, $\theta$ has the following properties:
\( \theta \) extends continuously to the interval \([-1, 1]\), and, moreover,

\[\theta(-1) = 0, \quad \theta(0) = \frac{\pi n}{2}, \quad \theta(1) = \pi n.\] (75, 76, 77)

- For any real \(-1 < t < 1\) such that \(\psi_n(t) \neq 0\),

\[\theta(t) = \text{atan} \left( \sqrt{\frac{1-t^2}{\chi_n - c^2 t^2}} \; \frac{\psi_n'(t)}{\psi_n(t)} \right) + m(t) \cdot \pi,\] (78)

where \(m(t)\) is the number of the roots of \(\psi_n\) in the interval \((-1, t)\).

- For each integer \(i = 1, \ldots, n\),

\[\theta(t_i) = \left( i - \frac{1}{2} \right) \cdot \pi,\] (79)

where \(t_1, \ldots, t_n\) are the roots of \(\psi_n\) in \((-1, 1)\).

- For all real \(-1 < t < 1\),

\[\theta'(t) > 0.\] (80)

In other words, \(\theta\) is monotonically increasing.

The following theorem is closely related to Theorem [11] (see [21], [22] for more details).

**Theorem 12.** Suppose that the function \(\theta : [t_1, t_n] \rightarrow \mathbb{R}\) that of Theorem [11]. Suppose also that the function \(s : [\pi/2, \pi \cdot (n - 1/2)] \rightarrow [t_1, t_n] \) is the inverse of \(\theta\). Then, \(s\) is well defined, monotonically increasing and continuously differentiable. Moreover, for all real \(\pi/2 < \eta < \pi \cdot (n - 1/2)\),

\[s'('\eta') = \frac{1}{f(s(\eta)) + v(s(\eta)) \cdot \sin(2\eta)},\] (81)

where the functions \(f, v\) are defined, respectively, via (71), (72). In addition, for every integer \(i = 1, \ldots, n\),

\[s \left( \left( i - \frac{1}{2} \right) \cdot \pi \right) = t_i,\] (82)

and also

\[s \left( \frac{\pi n}{2} \right) = 0.\] (83)

### 3.4 Numerical Tools

In this subsection, we summarize several numerical techniques to be used in this paper.
3.4.1 Newton’s Method

Newton’s method solves the equation \( f(x) = 0 \) iteratively given an initial approximation \( x_0 \) to the root \( \tilde{x} \). The \( n \)th iteration is defined by

\[
x_n = x_{n-1} - \frac{f(x_{n-1})}{f'(x_{n-1})}.
\]

(84)

The convergence is quadratic provided that \( \tilde{x} \) is a simple root and \( x_0 \) is sufficiently close to \( \tilde{x} \). More details can be found e.g. in [5].

3.4.2 The Taylor Series Method for the Solution of ODEs

The Taylor series method for the solution of a linear second order differential equation is based on the Taylor formula

\[
u(x + h) = \sum_{j=0}^{k} \frac{u^{(j)}(x)}{j!} h^j + O(h^{k+1}).
\]

(85)

This method evaluates \( u(x + h) \) and \( u'(x + h) \) by using (85) and depends on the ability to compute \( u^{(j)}(x) \) for \( j = 0, \ldots, k \). When the latter satisfy a simple recurrence relation such as (47) and hence can be computed in \( O(k) \) operations, this method is particularly useful. The reader is referred to [8] for further details.

3.4.3 A Second Order Runge-Kutta Method

A standard second order Runge-Kutta Method (see, for example, [5]) solves the initial value problem

\[
y(t_0) = y_0, \quad y'(t) = f(t, y)
\]

(86)

on the interval \( t_0 \leq t \leq t_0 + L \) via the formulae

\[
t_{i+1} = t_i + h, \\
k_{i+1} = hf(t_{i+1}, y_i + k_i), \\
y_{i+1} = y_i + (k_i + k_{i+1})/2
\]

with \( i = 0, \ldots, n \), where \( h \) and \( k_0 \) are defined via the formulae

\[
h = \frac{L}{n}, \quad k_0 = f(t_0, y_0).
\]

(87)

(88)

This procedure requires exactly \( n + 1 \) evaluations of \( f \). The global truncation error is \( O(h^2) \).

3.4.4 Shifted Inverse Power Method

Suppose that \( n \geq 0 \) is an integer, and that \( A \) is an \( n \) by \( n \) real symmetric matrix. Suppose also that \( \sigma_1 < \sigma_2 < \cdots < \sigma_n \) are the eigenvalues of \( A \). The Shifted Inverse Power Method iteratively finds the eigenvalue \( \sigma_k \) and the corresponding eigenvector \( v_k \in \mathbb{R}^n \), provided that an approximation \( \lambda \) to \( \sigma_k \) is given, and that

\[
|\lambda - \sigma_k| < \max \{|\lambda - \sigma_j| : j \neq k\}.
\]

(89)
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Each Shifted Inverse Power iteration solves the linear system

\[(A - \lambda_j I) \cdot x = w_j\]

in the unknown \(x \in \mathbb{R}^n\), where \(\lambda_j\) and \(w_j \in \mathbb{R}^n\) are the approximations to \(\sigma_k\) and \(v_k\), respectively, after \(j\) iterations; the number \(\lambda_j\) is usually referred to as "shift". The approximations \(\lambda_{j+1}\) and \(w_{j+1} \in \mathbb{R}^n\) (to \(\sigma_k\) and \(v_k\), respectively) are evaluated from \(x\) via the formulae

\[w_{j+1} = \frac{x}{\|x\|}, \quad \lambda_{j+1} = w_{j+1}^T \cdot A \cdot w_{j+1}\]

(see, for example, [5], [36] for more details).

**Remark 11.** For symmetric matrices, the Shifted Inverse Power Method converges cubically in the vicinity of the solution. In particular, if the matrix \(A\) is tridiagonal, and the initial approximation \(\lambda\) is sufficiently close to \(\sigma_k\), the Shifted Inverse Power Method evaluates \(\sigma_k\) and \(v_k\) essentially to machine precision \(\varepsilon\) in \(O((-\log \log \varepsilon))\) iterations, and each iteration requires \(O(n)\) operations (see e.g [36], [5]).

### 3.4.5 Sturm Bisection

In this subsection, we describe a well known algorithm for the evaluation of a single eigenvalue of a real symmetric tridiagonal matrix. This algorithm is based on the following theorem that can be found, for example, in [36], [2].

**Theorem 13** (Sturm sequence). Suppose that \(n > 0\) is an integer, that \(C = \begin{pmatrix} a_1 & b_2 & 0 & \cdots & \cdots & 0 \\ b_2 & a_2 & b_3 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & b_{n-1} & a_{n-1} & b_n \\ 0 & \cdots & \cdots & 0 & b_n & a_n \end{pmatrix}\) is an \(n\) by \(n\) symmetric tridiagonal matrix, and that none of numbers \(b_2, \ldots, b_n\) is equal to zero. Suppose also that the polynomials \(p_{-1}, p_0, \ldots, p_n\) are defined via the formulae

\[p_{-1}(x) = 0, \quad p_0(x) = 1\]

(93)

and

\[p_k(x) = (a_k - x)p_{k-1}(x) - b_k^2p_{k-2}(x),\]

for all real \(x\) and every integer \(k = 2, \ldots, n\). Suppose furthermore that \(\sigma\) is a real number, and that the integer \(A(\sigma)\) is defined as the number of positive elements in the finite sequence

\[p_0(\sigma)p_1(\sigma), p_1(\sigma)p_2(\sigma), \ldots, p_{n-1}(\sigma)p_n(\sigma)\]

(95)

Then, the number of eigenvalues of \(C\) that are strictly larger than \(\sigma\) is precisely \(A(\sigma)\).

**Remark 12.** Suppose now that \(n > 0\) is an integer, and \(C\) is an \(n \times n\) real symmetric tridiagonal matrix, such as (92). Theorem 13 yields a numerical scheme for the evaluation of the \(k\)th smallest eigenvalue \(\sigma_k\) of \(C\). This scheme is known in the literature as "Sturm Bisection". Provided that two real numbers \(x_0\) and \(y_0\) are given such that

\[x_0 < \sigma_k < y_0,\]

(96)
Sturm Bisection requires

\[ O\left(n \cdot \log_2 \left( \frac{y_0 - x_0}{|\sigma_k|} \right) \right) \]  

operations to evaluate \( \sigma_k \) to machine precision (see, for example, [37], [2] for more details).

4 Analytical Apparatus

The purpose of this section is to provide the analytical apparatus to be used in the rest of the paper. More specifically, we define a PSWF-based quadrature rule and list several of its properties.

The principal result of this section is Theorem 16. The reader is referred to [25], [26] for the detailed analysis of all the tools listed in this section.

Throughout this section, the band limit \( c > 0 \) is assumed to be a positive real number. Also, for any integer \( n \geq 0 \), we denote by \( \psi_n \) the \( n \)th PSWF corresponding to the band limit \( c \) (see Section 3.1).

Definition 2. Suppose that \( n > 0 \) is an integer, and that

\[ -1 < t_1 < t_2 < \cdots < t_n < 1 \]  

are the roots of \( \psi_n \) in the interval \((-1,1)\). For each integer \( j = 1, \ldots, n \), we define the function \( \varphi_j : [-1,1] \to \mathbb{R} \) via the formula

\[ \varphi_j(t) = \frac{\psi_n(t)}{\psi'_n(t_j)(t-t_j)}. \]  

In addition, for each integer \( j = 1, \ldots, n \), we define the real number \( W_j \) via the formula

\[ W_j = \int_{-1}^{1} \varphi_j(s) \, ds = \frac{1}{\psi'_n(t_j)} \int_{-1}^{1} \frac{\psi_n(s) \, ds}{s-t_j}. \]  

We refer to the pair of finite sequences

\[ S_n = (t_1, \ldots, t_n, W_1, \ldots, W_n) \]  

as the "PSWF-based quadrature rule of order \( n \)". The points \( t_1, \ldots, t_n \) are referred to as the quadrature nodes, and the numbers \( W_1, \ldots, W_n \) are referred to as the quadrature weights (see Section 3.3). We use \( S_n \) to approximate the integral of a bandlimited function \( f \) over the interval \([-1,1]\) by a finite sum; more specifically,

\[ \int_{-1}^{1} f(t) \, dt \approx \sum_{j=1}^{n} W_j \cdot f(t_j). \]  

We refer to the number \( \delta_n(f) \) defined via the formula

\[ \delta_n(f) = \left| \int_{-1}^{1} f(t) \, dt - \sum_{j=1}^{n} W_j \cdot f(t_j) \right| \]  

as the "quadrature error".
4.1 Quadrature Error and its Relation to $|\lambda_n|$ 

Suppose now that $n$ is a positive integer, and that $f : [-1, 1] \to \mathbb{C}$ is an arbitrary bandlimited function (with band limit $c$). Suppose also that $S_n$ is the PSWF-based quadrature rule of order $n$ (see (101) in Definition 2). One of the principal goals of this paper is to investigate the quadrature error $\delta_n(f)$ defined via (103). The reader is referred to Section 7 for the results of several related numerical experiments.

The following theorem, illustrated in Table 1, provides an upper bound on $\delta_n(\psi_m)$, for any integer $m = 0, \ldots, n - 1$. This theorem is illustrated in Table 3 and in Figure 5 (see Experiment 2 in Section 7.1); see also Conjecture 3 and Remark 37 in Section 7.1.

**Theorem 14.** Suppose that $c$ is a positive real number, and that

$$c > 30.$$  \hspace{1cm} (104)

Suppose also that $n > 0$ and $0 \leq m \leq n - 1$ are integers, and that

$$n > \frac{2c}{\pi} + 5.$$  \hspace{1cm} (105)

Suppose further that $\delta_n(\psi_m)$ is defined via (103). Then,

$$\delta_n(\psi_m) = \int_{-1}^{1} \psi_m(s) \, ds - \sum_{j=1}^{n} W_j \cdot \psi_m(t_j) \leq |\lambda_n| \cdot \left( 24 \cdot \log \left( \frac{1}{|\lambda_n|} \right) + 6 \cdot \chi_n \right),$$  \hspace{1cm} (106)

where $\lambda_n, \chi_n$ are those of (27), (38) in Section 3.1, respectively.

4.2 Quadrature Error and its Relation to $n$ and $c$

In Theorem 14 we established an upper bound on the quadrature error $\delta_n(\psi_m)$ (see (103) and (106) in Theorem 14). However, this bound depends on $\chi_n$ and $\lambda_n$. In particular, it is not obvious how large $n$ should be to make sure that the quadrature error does not exceed a prescribed $\varepsilon > 0$. In this subsection, we eliminate this inconvenience.

The following theorem is illustrated in Table 1 (see Experiment 3 in Section 7.1).

**Theorem 15.** Suppose that $c, \varepsilon$ are positive real numbers such that

$$c > 30$$  \hspace{1cm} (107)

and

$$0 < \log \frac{1}{\varepsilon} < \frac{5 \cdot \pi}{4\sqrt{6}} \cdot c - 3 \cdot \log(c) - \log(6^5 \cdot 14340).$$  \hspace{1cm} (108)

Suppose also that the real numbers $\alpha, \nu(\alpha)$ are defined via the formulae

$$\alpha = \frac{4\sqrt{6}}{\pi} \left( \log \frac{1}{\varepsilon} + 3 \cdot \log(c) + \log(6^5 \cdot 14340) \right)$$  \hspace{1cm} (109)

and

$$\nu(\alpha) = \frac{2c}{\pi} + \frac{\alpha}{2\pi} \cdot \log \left( \frac{16ec}{\alpha} \right).$$  \hspace{1cm} (110)
respectively. Suppose furthermore that \( n > 0 \) and \( 0 \leq m \leq n - 1 \) are integers such that
\[
n > \nu(\alpha),
\]
and that \( \delta_n(\psi_m) \) is defined via (103). Then,
\[
\delta_n(\psi_m) = \left| \int_{-1}^{1} \psi_m(s) \, ds - \sum_{j=1}^{n} \psi_m(t_j)W_j \right| < \varepsilon.
\]

The following theorem is a direct consequence of Theorem 15. This theorem is one of the principal results of the paper. It is illustrated in Table 4 (see Experiment 3 in Section 7.1). See also Conjecture 3 in Section 7.1.

**Theorem 16.** Suppose that \( c, \varepsilon \) are positive real numbers such that
\[
c > 60
\]
and
\[
0 < \varepsilon < 1.
\]
Suppose also that \( n > 0 \) and \( 0 \leq m < n \) are integers, and that
\[
n > \frac{2c}{\pi} + \left( 10 + \frac{3}{2} \cdot \log(c) + \frac{1}{2} \cdot \log \frac{1}{\varepsilon} \right) \cdot \log \left( \frac{c}{2} \right).
\]
Suppose furthermore that \( \delta_n(\psi_m) \) is defined via (103) in Definition 2. Then,
\[
\delta_n(\psi_m) = \left| \int_{-1}^{1} \psi_m(s) \, ds - \sum_{j=1}^{n} \psi_m(t_j)W_j \right| < \varepsilon.
\]

### 4.3 Quadrature Weights

In this subsection, we analyze the weights of the quadrature rule \( S_n \) (see (100), (101) in Section 4). This analysis has two principal purposes. On the one hand, it provides the basis for a fast algorithm for the evaluation of the weights. On the other hand, it provides an explanation of some empirically observed properties of the weights.

The results of this subsection are illustrated in Table 5 and in Figure 6 (see Experiment 4 in Section 7.2).

The following theorem is instrumental for the evaluation of the quadrature weights \( W_1, \ldots, W_n \) (see (103) in Definition 2).

**Theorem 17.** Suppose that \( n \geq 0 \) is an integer, and that the function \( \tilde{\Phi}_n : (-1, 1) \to \mathbb{R} \) is defined via the formula
\[
\tilde{\Phi}_n(t) = \sum_{k=0}^{\infty} a_k^{(n)} \cdot Q_k(t),
\]
where \( Q_k(t) \) and \( \alpha_k^{(n)} \) are defined, respectively, via (33), (69) and (57) in Section 3.2 (compare to (35) in Section 3.3). Then, for every integer \( j = 1, \ldots, n \),

\[
W_j = \frac{2}{\psi_n'(t_j)} \sum_{k=0}^{\infty} \alpha_k^{(n)} \cdot Q_k(t_j) = -2 \cdot \frac{\tilde{\Phi}_n(t_j)}{\psi_n'(t_j)},
\]

(118)

where \( t_1, \ldots, t_n \) and \( W_1, \ldots, W_n \) are, respectively, the nodes and weights of the quadrature rule \( S_n \) in Definition 2.

Theorem 17 is illustrated in Table 3. We observe that Theorem 17 describes a connection between the weights \( W_1, \ldots, W_n \), and the values of \( \tilde{\Phi}_n \) at \( t_1, \ldots, t_n \), where the function \( \tilde{\Phi}_n \) is defined via (117).

The following theorem states that \( \tilde{\Phi}_n \) satisfies a certain second-order non-homogeneous ODE, closely related to the prolate ODE (35) in Section 3.1. In particular, a recurrence relation between the derivatives of \( \Phi_n \) of arbitrary order is established (compare to Theorem 8 in Section 3.1).

**Theorem 18.** Suppose that \( n \geq 0 \) is an integer, and that the function \( \tilde{\Phi}_n : (-1, 1) \to \mathbb{R} \) is defined via (117). Suppose also that the real numbers \( \alpha_0^{(n)}, \alpha_1^{(n)} \) are defined via (57) in Section 3.2. Then,

\[
(1 - t^2) \cdot \tilde{\Phi}_n''(t) - 2t \cdot \tilde{\Phi}_n'(t) + (\chi_n - c^2 t^2) \cdot \tilde{\Phi}_n(t) = -c^2 \left( \alpha_0^{(n)} t + \alpha_1^{(n)} / 3 \right),
\]

(119)

for all real \(-1 < t < 1\). Also,

\[
(1 - t^2) \cdot \tilde{\Phi}_n''(t) - 4t \cdot \tilde{\Phi}_n'(t) + (\chi_n - c^2 t^2 - 2) \cdot \tilde{\Phi}_n(t) - 2c^2 t \cdot \tilde{\Phi}_n(t) = -c^2 \alpha_0^{(n)},
\]

(120)

for all real \(-1 < t < 1\). Finally,

\[
(1 - t^2) \tilde{\Phi}_n^{(k+2)}(t) - 2 (k+1) t \tilde{\Phi}_n^{(k+1)}(t) + (\chi_n - k (k+1) - c^2 t^2) \tilde{\Phi}_n^{(k)}(t) - c^2 k t \tilde{\Phi}_n^{(k-1)}(t) - c^2 k (k-1) \tilde{\Phi}_n^{(k-2)}(t) = 0,
\]

(121)

for every integer \( k \geq 2 \) and all real \(-1 < t < 1\) (compare to (17) in Section 3.4).

In the following theorem, we establish the positivity of the weights of the quadrature rule \( S_n \) in Definition 2.

**Theorem 19.** Suppose that \( c \) is a positive real number, and that

\[
c > 30.
\]

(122)

Suppose also that \( n \) is a positive integer, and that

\[
n > \frac{2c}{\pi} + 5 \cdot \log(c) \cdot \log \left( \frac{c}{2} \right).
\]

(123)

Suppose further that \( W_1, \ldots, W_n \) are defined via (100). Then, for all integer \( j = 1, \ldots, n \),

\[
W_j > 0.
\]

(124)

**Remark 13.** Extensive numerical experiments (see e.g. Table 3 and Figure 7) seem to indicate that the assumption (122) is unnecessary. In other words, the weights \( W_1, \ldots, W_n \) are always positive, even for small values of \( n \) (at the present time we do not have the proof of this fact).
Remark 14. It was observed in [23, 26] that, if \( 1 \leq j, k \leq n \) are integers, then

\[
(p'_n(t_j))^2 \cdot (1 - t_j^2) \cdot W_j = (p'_n(t_k))^2 \cdot (1 - t_k^2) \cdot W_k + O(|\lambda_n|)
\]  

(125)

(see also Experiment 4 in Section 7.2). We observe that as \( c \to 0 \) the quadrature rule in Definition 2
converges to the well known Gaussian quadrature rule, whose nodes are the roots \( t_1, \ldots, t_n \) of the
Legendre polynomial \( P_n \) (see Section 3.2), and whose weights are defined via the formula

\[
W_j = \frac{2}{(P'_n(t_j))^2 \cdot (1 - t_j^2)}
\]

(126)

for every \( j = 1, \ldots, n \) (see e.g. [1], Section 25.4). Thus, (125) is not surprising.

5 Numerical Algorithms

In this section, we describe several numerical algorithms for the evaluation of the PSWFs, certain
related quantities, and the quadrature rules defined in Section 4. Throughout this section, the band
limit \( c > 0 \) is a real number, and the prolate index \( n \geq 0 \) is a non-negative integer.

5.1 Evaluation of \( \chi_n \) and \( \psi_n(x) \), \( \psi'_n(x) \) for \(-1 \leq x \leq 1\)

The use of the expansion of \( \psi_n \) into a Legendre series (see (55) in Section 3.2) for the evaluation
of \( \psi_n \) in the interval \([-1, 1]\) goes back at least to the classical Bouwkamp algorithm (see [3]). More
specifically, the coefficients \( \beta_0^{(n)}, \beta_1^{(n)}, \ldots \) of the Legendre expansion are precomputed first (see (56),
(57) in Section 3.2). These coefficients decay superalgebraically; in particular, relatively few terms
of the infinite sum (55) are required to evaluate \( \psi_n \) to essentially machine precision (see Section 3.2,
in particular Theorem 10 and Remark 9, and also [37] for more details).

5.1.1 Evaluation of \( \chi_n \) and \( \beta_0^{(n)}, \beta_1^{(n)}, \ldots \)

Suppose now that \( n \geq 0 \), and one is interested in evaluating the coefficients \( \beta_0^{(m)}, \beta_1^{(m)}, \ldots \) in (55),
for every integer \( 0 \leq m \leq n \). This can be achieved by solving two \( N \times N \) symmetric tridiagonal
eigenproblems, where \( N \) is of order \( n \) (see Theorem 10 and Remark 9 in Section 3.2, and also [37] for more details about this algorithm). In addition, this algorithm evaluates \( \chi_0, \ldots, \chi_n \). Once this
precomputation is done, for every integer \( 0 \leq m \leq n \) and for every real \(-1 \leq x \leq 1\) one can evaluate
\( \psi_m(x) \) in \( O(n) \) operations, by computing the sum (56) (see, however, Remark 21 below).

Suppose, on the other hand, that we are interested in a single PSWF only (as opposed to all the
first \( n \) PSWFs). Obviously, we can use the algorithm above; however, its cost is \( O(n^2) \) operations
(see Remark 9 in Section 3.2). In the rest of this subsection, we describe a procedure for the
evaluation of \( \beta_0^{(n)}, \beta_1^{(n)}, \ldots \) and \( \chi_n \), whose cost is \( O(n + c \log(c)) \) operations.

This algorithm is also based on Theorem 10 in Section 3.2. It consists of two principal steps. First,
we compute a low-accuracy approximation \( \tilde{\chi}_n \) of \( \chi_n \), by means of Sturm Bisection (see Section 3.4.5,
(66), (67) and Remark 9 in Section 3.2, and also [37] for more details). Second, we compute \( \chi_n \) and \( \beta^{(n)} \) (see (65) and Remark 8 in Section 3.2) by means of the Shifted Inverse Power Method (see Section 3.4.4, and also [36, 5]). The Shifted Inverse Power Method requires an initial approximation to the eigenvalue; for
this purpose we use \( \tilde{\chi}_n \).

Below is a more detailed description of these two steps.
Step 1 (initial approximation $\tilde{\chi}_n$ of $\chi_n$). Suppose that the infinite symmetric tridiagonal matrices $A^{\text{even}}$ and $A^{\text{odd}}$ are defined, respectively, via (63), (64) in Section 3.2. Suppose also that $A^{(n)}$ is the $N \times N$ upper left square submatrix of $A^{\text{even}}$, if $n$ is even, or of $A^{\text{odd}}$, if $n$ is odd.

**Comment.** $N$ is an integer of order $n$ (see Remark 9 in Section 3.2). The choice

$$N = 1.1 \cdot c + n + 1000$$

is sufficient for all practical purposes.

- use Theorems 4, 5 and 6 in Section 3.1 to choose real numbers $x_0 < y_0$ such that

$$x_0 < \chi_n < y_0.$$  \hspace{1cm} (128)

**Comment.** For a more detailed discussion of lower and upper bounds on $\chi_n$, see, for example, [21], [22]. See also Remark 10 below.

- use Sturm Bisection (see Section 3.4.5) with initial values $x_0, y_0$ to compute $\tilde{\chi}_n$. On each step of Sturm Bisection, the Sturm sequence (see (95) in Theorem 13) is computed based on the matrix $A^{(n)}$ (see above).

**Comment.** In principle, Sturm Bisection can be used to evaluate $\chi_n$ to machine precision. However, the convergence rate of Sturm Bisection is linear, and each iteration requires order $n$ operations (see Remark 12 in Section 3.4.5). On the other hand, the convergence rate of the Shifted Inverse Power Method is cubic in the vicinity of the solution, while each iteration requires also order $n$ operations (see Remark 11 in Section 3.4.4). Thus, we use Sturm Bisection to compute a low-order approximation $\tilde{\chi}_n$ to $\chi_n$, and then refine it by the Shifted Inverse Power Method to obtain $\chi_n$ to machine precision.

**Remark 15.** The use of Sturm Bisection as a tool to compute the eigenvalues of a symmetric tridiagonal matrix goes back at least to [2]; in the context of PSWFs, it appears in [10]. The cost analysis of Step 1 relies on the following observation based on Theorems 3, 4, 5, 6 in Section 3.1.

**Observation 1.** Suppose that $n \geq 0$ is an integer.

If $0 \leq n < 2c/\pi$, then

$$\chi_{n+1} - \chi_n = O(c).$$  \hspace{1cm} (129)

If $n > 2c/\pi$, then

$$\chi_{n+1} - \chi_n = O(n).$$  \hspace{1cm} (130)

**Remark 16.** Due to Theorems 4, 6 in Section 3.1 the inequality

$$n \cdot (n + 1) < \chi_n < c^2$$  \hspace{1cm} (131)

holds for any real $c > 0$ and all integer $0 \leq n < 2c/\pi$. In this case, Step 1 requires $O(c \cdot \log(c))$ operations, due to the combination of (129), (131) and Remark 12 in Section 3.4.5. On the other hand, if $n > 2c/\pi$, then the cost of Step 1 is $O(n)$ operations, due to the combination of Theorems 4, 6 Remark 12 in Section 3.4.5 and (130).
Suppose also that the integer $\psi$ say, Remark 8 in Section 3.2). Then, Remark 21.

Steps 1, 2 is $O(n)$ operations. Once this precomputation has been performed, the cost of evaluating, say, $\psi_0(x)$ can be brought down from $O(n)$ to $O(1)$ (see Remark 19 in Section 3.3).

Remark 17. Clearly, the cost of Step 2 is $O(n)$ operations (see Remark 3 in Section 3.3 and Remark 11 in Section 3.4.4).

Remark 18. Suppose that the coordinates of the vector $\beta(n) \in \mathbb{R}^N$ are defined via (133) (see also Remark 3 in Section 3.2). Then, $\hat{\beta}(n)$ (evaluated in Step 2 above) approximates $\beta(n)$ to essentially machine precision (this is a well known property of the Inverse Power Method; see Section 3.4.4, and also [37], [27] for more details). In other words,

$$\|\beta(n) - \hat{\beta}(n)\| \leq \varepsilon \cdot \|\beta(n)\| = \varepsilon,$$

(132)

where $\varepsilon$ is the machine accuracy (e.g. $\varepsilon \approx 1D-16$ for double precision calculations). In addition, the eigenvalue $\chi_n$ is also evaluated to relative accuracy $\varepsilon$.

5.1.2 Evaluation of $\psi_n(x), \psi'_n(x)$ for $-1 \leq x \leq 1$, given $\chi_n$ and $\beta_0^{(n)}, \beta_1^{(n)}, \ldots$.

Suppose now that $\chi_n$ and the coefficients $\beta_0^{(n)}, \beta_1^{(n)}, \ldots$ defined via (56) have already been evaluated. Suppose also that the integer $N$ is defined via (127) above.

For any real $-1 \leq x \leq 1$, we evaluate $\psi_n(x)$ via the formula

$$\psi_n(x) = \sum_{k=0}^{2N} P_k(x) \cdot \alpha_k^{(n)} = \sum_{k=0}^{2N} P_k(x) \cdot \beta_k^{(n)} \cdot \sqrt{k + 1/2}$$

(133)

(compare to (55) in Section 3.2). Also, we evaluate $\psi'_n(x)$ via the formula

$$\psi'_n(x) = \sum_{k=1}^{2N} P_k(x) \cdot \alpha_k^{(n)} = \sum_{k=0}^{2N} P_k(x) \cdot \beta_k^{(n)} \cdot \sqrt{k + 1/2}.$$  

(134)

Remark 19. Due to the combination of Remark 2 in Section 3.2 and Remark 11 above, both $\psi_n(x)$ and $\psi'_n(x)$ are evaluated via (133), (134) essentially to machine precision, for any real $-1 \leq x \leq 1$ (also see [37] for more details).

Remark 20. Due to Remarks 16, 17 above, the cost of the evaluation of $\chi_n$ and $\beta_0^{(n)}, \beta_1^{(n)}, \ldots$ via Steps 1, 2 is $O(n + c \log \varepsilon)$ operations. Once this precomputation has been performed, the cost of each subsequent evaluation of $\psi_n(x), \psi'_n(x)$, for any real $-1 \leq x \leq 1$, is $O(n)$ operations, according to (133), (134) and Remark 11 in Section 3.2.

Remark 21. Once $\chi_n$ and $\beta_0^{(n)}, \beta_1^{(n)}, \ldots$ have been evaluated, one does not have to use (133), (134), to compute $\psi_n(x), \psi'_n(x)$ at an arbitrary point $x$ in $[-1,1]$. Instead, the cost of evaluating, say, $\psi_n(x)$ can be brought down from $O(n)$ to $O(1)$ (see Remark 19 in Section 3.3).
5.2 Evaluation of \( \lambda_n \)

Suppose now that \( n \geq 0 \) is an integer, and that one needs to evaluate the eigenvalue \( \lambda_n \) of the integral operator \( F_\varepsilon \) (see (26) in Section 3.1). Due to the combination of (26) and Theorem 1 in Section 3.1 if \( n = 0 \), then \( \lambda_n(0) \neq 0 \), and

\[
\lambda_n = \frac{1}{\psi_n(0)} \int_{-1}^{1} \psi_n(t) \, dt; \tag{135}
\]

for odd \( n \),

\[
\lambda_n = \frac{ic}{\psi_n'(0)} \int_{-1}^{1} t \cdot \psi_n(t) \, dt. \tag{136}
\]

The formul\( \alpha \) (135) and (136) provide an obvious way to calculate \( \lambda_n \) for even and odd \( n \), respectively, via numerical integration. In fact, when \( |\lambda_n| \) is relatively large, such procedure is quite satisfactory. More specifically, if \( n < 2c/\pi \), then \( |\lambda_n| \approx \sqrt{2\pi/\varepsilon} \), and \( \lambda_n \) can be calculated via (135), (136) to high relative precision (see Theorems 2, 7 in Section 3.1 and Remark 19 in Section 5.1; see also [37] for more details). On the other hand, we observe that \( \|\psi_n\|_{L^2[-1,1]} = 1 \), due to Theorem 1 in Section 3.1.

As a result, when \( |\lambda_n| \) is small, the formul\( \alpha \) (135), (136) are unsuitable for the evaluation of \( \lambda_n \) via numerical integration, due to catastrophic cancellation. For example, if \( |\lambda_n| < \varepsilon \), where \( \varepsilon \) is the machine precision, the formul\( \alpha \) (135), (136) produce no correct digits at all.

The standard way to overcome this obstacle for numerical evaluation of small \( \lambda_n \)'s is to calculate all the ratios \( \lambda_0/\lambda_1, \ldots, \lambda_n/\lambda_{n-1} \) (see, for example, [14], [33], [34]); this turns out to be a well-conditioned numerical procedure (see [37] for more details). Then, \( \lambda_0 \) is evaluated via (135) above, and the eigenvalues \( \lambda_1, \ldots, \lambda_n \) are evaluated via the formul\( \alpha \)

\[
\lambda_m = \frac{\lambda_0}{\lambda_0} \frac{\lambda_1}{\lambda_0} \cdots \frac{\lambda_m}{\lambda_{m-1}}, \tag{137}
\]

for every integer \( m = 1, \ldots, n \).

Suppose, on the other hand, that one is interested in a single \( \lambda_n \) only (as opposed to all the first \( n \) eigenvalues). Obviously, \( \lambda_n \) can be evaluated via (137) from the ratios \( \lambda_{j+1}/\lambda_j \), as described above; however, it requires at least \( O(n^2) \) operations (see [37]).

Unexpectedly, it turns out that \( \lambda_n \) can be obtained to high relative accuracy in \( O(1) \) operations as a by-product of the algorithm described in Section 5.1. More specifically, suppose that the coefficients \( \beta_0^{(n)}, \beta_1^{(n)}, \ldots \) are defined via [35]. We combine (135), (136) above with (27), (51), (53), (55), (57) to make the following observation.

**Observation 1.** If \( n \) is even, then \( \psi_n(0) \neq 0 \), and

\[
\lambda_n = \frac{1}{\psi_n(0)} \int_{-1}^{1} \psi_n(t) \, dt = \frac{\beta_0^{(n)} \sqrt{2}}{\psi_n(0)}. \tag{138}
\]

If \( n \) is odd, then \( \psi_n'(0) \neq 0 \), and

\[
\lambda_n = \frac{ic}{\psi_n'(0)} \int_{-1}^{1} t \cdot \psi_n(t) \, dt = \sqrt{\frac{2}{3}} \frac{ic \beta_1^{(n)}}{\psi_n'(0)}. \tag{139}
\]

**Remark 22.** Obviously, the cost of evaluating \( \lambda_n \) from \( \psi_n(0), \beta_0^{(n)} \) via (138) (for even \( n \)) or from \( \psi_n'(0), \beta_1^{(n)} \) (for odd \( n \)) is \( O(1) \) operations.

**Remark 23.** Due to Remarks 20, 22, and (138), (139), a single \( \lambda_n \) can be evaluated as a by-product of the procedure described in Section 5.1, at the total cost of \( O(n + c \log(c)) \) operations.
Remarks\textsuperscript{22,23} describe the cost of the evaluation of $\lambda_n$ via (138), (139). To describe the accuracy of this procedure, we start with the following observation.

**Observation 2.** Due to Remark \textsuperscript{19}, $\lambda_n$ is evaluated to the same relative accuracy as $\beta_0^{(n)}$ (for even \(n\)) or as $\beta_1^{(n)}$ (for odd \(n\)). According to (132) in Remark \textsuperscript{18}, the algorithm of Section \textsuperscript{5.1} evaluates the vector $\beta^{(n)}$ to relative accuracy $\varepsilon$, where $\varepsilon$ is the machine precision. However, this means that a single coordinate of $\beta^{(n)}$ is only guaranteed to be evaluated to absolute accuracy $\varepsilon$. More specifically, the inequality

$$\frac{|\hat{\beta}_k^{(n)} - \beta_k^{(n)}|}{|\beta_k^{(n)}|} \leq \varepsilon$$

holds for every integer \(k = 0, \ldots, N\), where \(N\) is defined via (127) in Section \textsuperscript{5.1} and $\hat{\beta}_k^{(n)}$ is the numerical approximation to $\beta_k^{(n)}$. In general, the inequality (140) can be rather tight; as a result, if, for example, $|\beta_k^{(n)}| \leq \varepsilon/10$, then, apriori, we cannot expect $\hat{\beta}_0^{(n)}$ to approximate $\beta_0^{(n)}$ to any digit at all!

In practical computations, it is sometimes desirable to evaluate extremely small $\lambda_n$’s (e.g. $|\lambda_n| \approx 1D-50$). Observation 2 seems to suggest that, in such cases, the evaluation of $\lambda_n$ via the procedure described above is futile due to disastrous loss of accuracy.

Fortunately, it turns out that the algorithm described in Section \textsuperscript{5.1} always evaluates $\beta_0^{(n)}$, $\beta_1^{(n)}$ to high relative accuracy, regardless of how small they are. This is a consequence of a more general (and somewhat surprising!) phenomenon studied in detail in \textsuperscript{27, 28}. We summarize the corresponding results in the following theorem.

**Theorem 20.** For a certain class of real symmetric tridiagonal matrices, the coordinates of their eigenvectors are defined to high relative precision. Moreover, the matrices $A^{even}$, $A^{odd}$ defined, respectively, via (63), (64) in Section \textsuperscript{5.2} belong to this class.

In the following theorem, we summarize implications of Theorem \textsuperscript{20} for the evaluation of $\beta_0^{(n)}$, $\beta_1^{(n)}$ via the algorithm in Section \textsuperscript{5.1} (the proof of a slightly modified version of this theorem appears in \textsuperscript{27, 28}).

**Theorem 21.** Suppose that $c > 0$ is a real number, that \(n \geq 0\) is an integer, and that $\hat{\beta}_0^{(n)}$, $\hat{\beta}_1^{(n)}$ are defined via (56) in Section \textsuperscript{5.2}. Then, the algorithm described in Section \textsuperscript{5.1} evaluates $\hat{\beta}_0^{(n)}$, $\hat{\beta}_1^{(n)}$ to high relative accuracy. More specifically,

$$\frac{|\hat{\beta}_0^{(n)} - \beta_0^{(n)}|}{\beta_0^{(n)}} \leq 10 \cdot \varepsilon \cdot c$$

(141)

for even \(n\), and

$$\frac{|\hat{\beta}_1^{(n)} - \beta_1^{(n)}|}{\beta_1^{(n)}} \leq 10 \cdot \varepsilon \cdot c$$

(142)

for odd \(n\), where $\hat{\beta}_0^{(n)}$, $\hat{\beta}_1^{(n)}$ are the numerical approximation to $\beta_0^{(n)}$, $\beta_1^{(n)}$, respectively, and $\varepsilon$ is the machine accuracy (e.g. $\varepsilon \approx 1D-16$ for double precision calculations).

**Remark 24.** The algorithm described in Section \textsuperscript{5.1} evaluates the eigenvectors $\beta^{(n)}$ by the Shifted Inverse Power Method (see Sections \textsuperscript{3.4, 4}). It turns out that the choice of method is important in this situation: if, for example, these eigenvectors are evaluated via the standard and well known Jacobi Rotations (rather than Inverse Power), the small coordinates exhibit the loss of accuracy expected from (140) (see \textsuperscript{27, 28} for more details about this and related issues).
Remark 25. Due to the combination of Remark 17 in Section 5.1, Observation 2 above and Theorem 21, the algorithm of this section evaluates $\lambda_n$ to high relative accuracy. More specifically, at most $1 + \log_{10} (c)$ decimal digits are lost in the evaluation of $\lambda_n$.

5.3 Evaluation of the Quadrature Nodes

Suppose that $n > 0$ is an integer, and that the quadrature rule $S_n$ is defined via (101) in Section 4. According to (98), the nodes of $S_n$ are precisely the $n$ roots $t_1, \ldots, t_n$ of $\psi_n$ in the interval $(-1, 1)$.

In this section, we describe a numerical procedure for the evaluation of these quadrature nodes. This procedure is based on the fast algorithm for the calculation of the roots of special functions described in [8]. It combines Prüfer’s transformation (see Section 3.3), Runge-Kutta method (see Section 3.4.3) and Taylor’s method (see Section 3.4.2). This algorithm also evaluates $\psi_n'(t_1), \ldots, \psi_n'(t_n)$.

It requires $O(n)$ operations to compute all roots of $\psi_n$ in $(-1, 1)$ as well as the derivative of $\psi_n$ at these roots.

A short outline of the principal steps of the algorithm is provided below. For a more detailed description of the algorithm and its properties, the reader is referred to [8].

Suppose that $t_{\text{min}}$ is the minimal root of $\psi_n$ in $[0, 1)$.

Step 1 (evaluation of $t_{\text{min}}$). If $n$ is odd, then
\[ t_{\text{min}} = t_{(n+1)/2} = 0, \]  
(143)
due to Theorem 1 in Section 3.1. On the other hand, if $n$ is even, then
\[ t_{\text{min}} = t_{(n+2)/2} > 0. \]  
(144)

To compute $t_{\text{min}}$ in the case of even $n$, we numerically solve the ODE (81) with the initial condition (83) in the interval $[\pi n/2, \pi \cdot (n + 1)/2]$, by using 20 steps of Runge-Kutta method described in Section 5.3. The rightmost value $t_{\text{min}}$ of the solution is a low-order approximation of $t_{\text{min}} = t_{(n+2)/2}$ (see (82), (144)). Then, we evaluate $t_{\text{min}}$ to machine precision via Newton’s method (see Section 3.1), using $t_{\text{min}}$ as an initial approximation to $t_{\text{min}}$. On each Newton iteration, we evaluate $\psi_n$ and $\psi_n'$ by using the algorithm of Section 5.1 (see (133), (134)).

Observation 1. The point $t_{\text{min}}$ approximates $t_{\text{min}}$ to at least three decimal digits (see Section 3.4.3). Since Newton’s method converges quadratically in the vicinity of the solution, only several Newton iterations are required to obtain $t_{\text{min}}$ from $t_{\text{min}}$ to essentially machine precision (see [8] for more details). In our experience, the number of Newton iterations in this step never exceeds four in double precision calculations (and never exceeds six in extended precision calculations). We combine this observation with Remark 20 in Section 5.1 to conclude that the total cost of Step 1 is $O(n)$ operations.

Step 2 (evaluation of $\psi_n'(t_{\text{min}})$). We evaluate $\psi_n'(t_{\text{min}})$ to machine precision via (134) in Section 5.1.

Observation 2. Due to Remark 20 in Section 5.1 the cost of Step 2 is $O(n)$ operations.

The remaining roots of $\psi_n$ in $[t_{\text{min}}, 1)$ are computed one by one, as follows. Suppose that $n/2 < j < n$ is an integer, and both $t_j$ and $\psi_n'(t_j)$ have already been evaluated.

Step 3 (evaluation of $t_{j+1}$ and $\psi_n'(t_{j+1})$, given $t_j$ and $\psi_n'(t_j)$).

- evaluate $\psi_n^{(2)}(t_j), \ldots, \psi_n^{(M)}(t_j)$ via the recurrence relation (117) in Section 5.1 (in double precision calculations, $M = 30$; in extended precision calculations, $M = 60$).
• use 20 steps of Runge-Kutta method (see Section 3.4.3), to solve the ODE (81) with the initial condition

\[
s \left( \pi \cdot \left( j - \frac{1}{2} \right) \right) = t_j
\]

in the interval \([\pi \cdot (j - 1/2), \pi \cdot (j + 1/2)]\) (see (82)). The rightmost value \(\tilde{t}_{j+1}\) of the solution is a low-order approximation of \(t_{j+1}\).

• compute \(t_{j+1}\) via Newton’s method (see Section 3.4.1), using \(\tilde{t}_{j+1}\) as the initial approximation to \(t_{j+1}\). On each Newton iteration, we evaluate \(\psi_n\) and \(\psi'_n\) via Taylor’s method (see Section 3.4.2). The Taylor expansion of appropriate order \(M\) about \(t_j\) is used, i.e.

\[
\psi_n(t) = \sum_{k=0}^{M} \frac{\psi_n^{(k)}(t_j)}{k!} \cdot (t - t_j)^k + O \left( (t - t_j)^{M+1} \right).
\]

(146)

• evaluate \(\psi'_n(t_{j+1})\) via Taylor’s method. The Taylor expansion of order \(M - 1\) is used, i.e.

\[
\psi'_n(t_{j+1}) = \sum_{k=0}^{M-1} \frac{\psi_n^{(k+1)}(t_j)}{k!} \cdot (t_{j+1} - t_j)^k + O \left( (t_{j+1} - t_j)^M \right).
\]

(147)

In both (146) and (147), we set \(M = 30\) for double precision calculations, and \(M = 60\) for extended precision calculations.

Observation 3. The point \(\tilde{t}_{j+1}\) approximates \(t_{j+1}\) to at least three decimal digits (see Section 3.4.3). Subsequently, only several Newton iterations are required to obtain \(t_{j+1}\) to essentially machine precision (see Observation 1 above, and also [8] for more details). Thus the cost of Step 3 is \(O(1)\) operations, for every integer \(n/2 < j < n\).

Remark 26. Obviously, on each Newton iteration one can evaluate \(\psi_n\) and \(\psi'_n\) via (133), (134) in Section 5.1 rather than via (146), (147). However, this would increase the cost of each such evaluation from \(O(1)\) to \(O(n)\), and the total cost of the procedure from \(O(n)\) to \(O(n^2)\) (see Remark 20 in Section 5.1).

Step 4 (evaluation of \(t_j\) and \(\psi'_n(t_j)\) for all \(j \leq n/2\)). Step 3 is repeated for every integer \(n/2 < j < n\). To evaluate \(t_j\) and \(\psi'_n(t_j)\) for \(-1 < t_j < 0\), we use the symmetry of \(\psi_n\) about zero (see Theorem 1 in Section 3.1). More specifically, for every integer \(1 \leq j \leq n/2\), we compute \(t_j\) and \(\psi'_n(t_j)\), respectively, via the formulae

\[
t_j = t_{n+1-j}
\]

(148)

and

\[
\psi'_n(t_j) = (-1)^{n+1} \cdot \psi'_n(t_{n+1-j}).
\]

(149)

Summary (evaluation of \(t_j\) and \(\psi'_n(t_j)\), for all \(j = 1, \ldots, n\)). To summarize, the procedure for the evaluation of all roots of \(\psi_n\) in \((-1, 1)\) (as well as the derivative of \(\psi_n\) at these roots) is as follows:

• Evaluate \(t_{\min}\) defined via (143), (144) (see Step 1). Cost: \(O(n)\) operations.

• Evaluate \(\psi'_n(t_{\min})\) (see Step 2). Cost: \(O(n)\) operations.
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• For every integer \( n/2 < j < n \), evaluate \( t_{j+1} \) and \( \psi'_n(t_{j+1}) \) (see Step 3). Cost: \( O(n) \) operations.

• For every integer \( 1 \leq j \leq n/2 \), evaluate \( t_j \) and \( \psi'_n(t_j) \) (see Step 4). Cost: \( O(n) \) operations.

**Remark 27.** We observe that the algorithm described in this section not only computes the roots \( t_1, \ldots, t_n \) of \( \psi_n \) in \((-1, 1)\), but also evaluates \( \psi'_n \) at all these roots. The total cost of this algorithm is \( O(n) \) operations, and all the quantities are evaluated essentially to machine precision (see Observations 1, 2, 3 above).

**Remark 28.** The algorithm described in this section uses the quantities \( \chi_n \) and \( \beta_0^{(n)}, \beta_1^{(n)}, \ldots \) computed via the procedure of Section 5.3. If \( n < 2c/\pi \), then these quantities are obtained at the cost of \( O(n + \log(c)) \) operations; if \( n > 2c/\pi \), then these quantities are obtained at the cost of \( O(n) \) operations (see Remarks 16, 20 in Section 5.1).

**Remark 29.** As a by-product of the algorithm described in this section, we obtain a table of all the derivatives of \( \psi_n \) up to order \( M \) at all roots of \( \psi_n \) in \((-1, 1)\) (here \( M = 30 \) in double precision calculation, and \( M = 60 \) in extended precision calculations). In other words, \( \psi^{(k)}_n(t_j) \) are calculated for every \( k = 1, \ldots, M \) and every \( j = 1, \ldots, n \) (see Step 3 above). This table can be used to evaluate \( \psi_n(x), \psi'_n(x) \) at an arbitrary point \( t_1 \leq x \leq t_n \) to essentially machine precision in \( O(1) \) operations via interpolation, using the formulae (146), (147) (see also Remark 21 in Section 5.7).

5.4 Evaluation of the Quadrature Weights

Suppose now that \( n > 0 \) is an integer, and that the quadrature rule \( S_n \) is defined via (101) in Section 3. In this subsection, we describe an algorithm for the evaluation of the weights \( W_1, \ldots, W_n \) of this quadrature rule (see (100) in Section 3). The results of this subsection are illustrated in Table 5 and in Figure 6 (see Experiment 4 in Section 7.2).

In the description of the algorithms below, we assume that the coefficients \( \beta_0^{(n)}, \beta_1^{(n)}, \ldots \) (defined via (69) in Section 3.2) have already been evaluated (for example, by the algorithm in Section 5.1). In addition, we assume that the quadrature nodes \( t_1, \ldots, t_n \) as well as \( \psi'_n(t_1), \ldots, \psi'_n(t_n) \) have also been computed (for example, by the algorithm of Section 5.3).

An obvious way to compute \( W_1, \ldots, W_n \) is to evaluate (100) numerically. However, due to (99), the integrand \( \varphi \) in (100) has \( n-1 \) roots in \((-1, 1)\), for every \( j = 1, \ldots, n \). In particular, such an approach is unlikely to require less than \( O(n^2) \) operations.

Rather than computing (100) directly, we evaluate \( W_1, \ldots, W_n \) by using the results of Section 5.3. In the rest of this subsection, we describe two such algorithms; both evaluate \( W_1, \ldots, W_n \) essentially to machine precision. One of these algorithms (based on Theorem 17) is fairly straightforward; however, its cost is \( O(n^2) \) operations. The other algorithm (based on Theorem 18), while still rather simple, is also computationally efficient: its cost is \( O(n) \) operations.

**Algorithm 1: evaluation of \( W_1, \ldots, W_n \) in \( O(n^2) \) operations.** Suppose that the integer \( N \) is defined via (127) in Section 5.4. For every integer \( j = 1, \ldots, n \), we compute an approximation \( \tilde{W}_j \) to \( W_j \) via the formula

\[
\tilde{W}_j = -\frac{2}{\psi'_n(t_j)} \sum_{k=0}^{2N} \alpha_k^{(n)} \cdot Q_k(t_j) = -\frac{2}{\psi'_n(t_j)} \sum_{k=0}^{2N} \beta_k^{(n)} \cdot Q_k(t_j) \cdot \sqrt{k + 1/2}, \tag{150}
\]

where \( Q_k(t) \) and \( \alpha_k^{(n)} \) are defined, respectively, via (68), (69) and (57) in Section 3.2. We observe that (150) is obtained from the identity (113) in Theorem 17 in Section 4.3 by truncating the infinite series at \( 2N \) terms.
Remark 30. Due to the combination of Remarks 9, 10 in Section 3.2, Remark 18 in Section 5.1, and Theorem 17, each weight $W_j$ is evaluated via (127) essentially to machine precision (see also Experiment 4 in Section 7.2).

Remark 31. Due to the combination of Remark 10 in Section 3.2 and (127) in Section 5.1, the overall cost of computing $W_1, \ldots, W_n$ via (150) is $O(n^2)$ operations.

Algorithm 2: evaluation of $W_1, \ldots, W_n$ in $O(n)$ operations. This algorithm is somewhat similar to the procedure for the evaluation of the roots of $\psi_n$ in $(-1, 1)$ described in Section 5.3.

Suppose first that $t_{\text{min}}$ is the minimal root of $\psi_n$ in $[0, 1)$. In other words, $t_{\text{min}} = \begin{cases} t_{(n+1)/2} = 0 & \text{if } n \text{ is odd}, \\ t_{(n+2)/2} > 0 & \text{if } n \text{ is even} \end{cases}$ (151) (see (117), (143) in Section 5.3). Suppose also that the function $\tilde{\Phi}_n : (-1, 1) \rightarrow \mathbb{R}$ is defined via (117) in Theorem 17 in Section 4.3.

Step 1 (evaluation of $\tilde{\Phi}_n(t_{\text{min}})$ and $\tilde{\Phi}'_n(t_{\text{min}})$). We evaluate $\tilde{\Phi}_n(t_{\text{min}})$ and $\tilde{\Phi}'_n(t_{\text{min}})$ via the formulae

$$\tilde{\Phi}_n(t_{\text{min}}) = \sum_{k=0}^{2N} \alpha_k^{(n)} \cdot Q_k(t_{\text{min}}) = \sum_{k=0}^{2N} \beta_k^{(n)} \cdot Q_k(t_{\text{min}}) \cdot \sqrt{k + 1/2}$$ (152)

and

$$\tilde{\Phi}'_n(t_{\text{min}}) = \sum_{k=0}^{2N} \alpha_k^{(n)} \cdot Q'_k(t_{\text{min}}) = \sum_{k=0}^{2N} \beta_k^{(n)} \cdot Q'_k(t_{\text{min}}) \cdot \sqrt{k + 1/2},$$ (153)

respectively (see (150) in the description of Algorithm 1 above). Observe that (152), (153) are obtained from the infinite expansion (117) in Theorem 17 by truncation.

Remark 32. Due to Remarks 30, 31, the cost of Step 1 is $O(n)$ operations; moreover, $\tilde{\Phi}_n(t_{\text{min}})$ and $\tilde{\Phi}'_n(t_{\text{min}})$ are evaluated via (152), (153) essentially to machine precision.

We evaluate $\tilde{\Phi}_n$ at all but the last four remaining roots of $\psi_n$ in $[0, 1)$ as follows. Suppose that $n/2 < j < n$ is an integer, and both $\tilde{\Phi}_n(t_j)$ and $\tilde{\Phi}'_n(t_j)$ have already been evaluated.

Step 2 (evaluation of $\tilde{\Phi}_n(t_{j+1})$ and $\tilde{\Phi}'_n(t_{j+1})$, given $\tilde{\Phi}_n(t_j)$ and $\tilde{\Phi}'_n(t_j)$).

- use the recurrence relation (120), (121) (see Theorem 18 in Section 4.3) to evaluate $\tilde{\Phi}_n^{(2)}(t_j), \ldots, \tilde{\Phi}_n^{(M)}(t_j)$ (here $M = 60$ in double precision calculations, and $M = 120$ in extended precision calculations).
- evaluate $\tilde{\Phi}_n(t_{j+1})$ via Taylor’s method (see Section 3.4.2). The Taylor expansion of appropriate order $M$ is used, i.e.

$$\tilde{\Phi}_n(t_{j+1}) = \sum_{k=0}^{M} \frac{\tilde{\Phi}_n^{(k)}(t_j)}{k!} \cdot (t_{j+1} - t_j)^k + O((t_{j+1} - t_j)^{M+1})$$ (154)

(compare to (146) in Section 5.3).
• evaluate $\tilde{\Phi}_n(t_{j+1})$ via Taylor’s method. The Taylor expansion of order $M-1$ is used, i.e.

$$\tilde{\Phi}_n(t_{j+1}) = \sum_{k=0}^{M-1} \frac{\tilde{\Phi}_n^{(k+1)}(t_j)}{k!} \cdot (t_{j+1} - t_j)^k + O\left((t_{j+1} - t_j)^M\right)$$  \hspace{1cm} (155)$$

(compare to (147) in Section 5.3). In both (154) and (155), we set $M = 60$ for double precision calculations and $M = 120$ for extended precision calculations.

Remark 33. For each $j$, the cost of Step 2 is $O(1)$ operations (i.e. does not depend on $n$). Also, it turns out that $\Phi_n(t_j)$ and $\tilde{\Phi}_n(t_j)$ are evaluated via (154), (155) respectively, essentially to machine precision (compare to (146), (147) in Section 5.3). For a detailed discussion of the accuracy and stability of this step, the reader is referred to [8].

Step 3 (evaluation of $\tilde{\Phi}_n(t_j)$ for $n - 3 \leq j \leq n$). For $j = n - 3, n - 2, n - 1, n$, we evaluate $\tilde{\Phi}_n(t_j)$ via the formula

$$\tilde{\Phi}_n(t_j) = \sum_{k=0}^{2N} \alpha_k^{(n)} \cdot Q_k(t_j)$$  \hspace{1cm} (156)$$

(as in (152) in Step 1; see also (150) in the description of Algorithm 1 above).

Remark 34. We compute $\tilde{\Phi}_n$ at the last four nodes via (156) rather than (154), since the accuracy of the latter deteriorates when $t_j$ is too close to 1 (interestingly, the evaluation of $\psi_n(t_j)$ via (146) in Section 5.3 for any $j = 1, \ldots, n$ does not have this unpleasant feature). Since this approach works in practice, is cheap in terms of the number of operations and eliminates the accuracy problem, there was no need in a detailed analysis of the issue (see, however, [5] for more details).

Step 4 (evaluation of $\tilde{\Phi}_n(t_j)$ for $1 \leq j \leq n/2$). Due to the combination of Theorem 17 in Section 4.3 and (69) in Section 3.2, the function $\tilde{\Phi}_n$ is symmetric about the origin. We use this observation to evaluate $\tilde{\Phi}_n(t_j)$ via the formula

$$\tilde{\Phi}_n(t_j) = (-1)^{n+1} \cdot \tilde{\Phi}_n(t_{n+1-j}),$$  \hspace{1cm} (157)$$

for every $j = 1, 2, \ldots, n/2$.

Step 5 (evaluation of $W_1, \ldots, W_n$). For every $j = 1, \ldots, n$, we compute an approximation $\tilde{W}_j$ to $W_j$ from $\tilde{\Phi}_n(t_j)$ and $\tilde{\psi}_n(t_j)$ via the formula

$$\tilde{W}_j = \frac{-2 \cdot \tilde{\Phi}_n(t_j)}{\tilde{\psi}_n(t_j)}$$  \hspace{1cm} (158)$$

(see (118) in Theorem 17 in Section 4.3).

Remark 35. Due to the combination of Remarks 32, 33, 34, Algorithm 2 evaluates all $W_1, \ldots, W_n$ essentially to machine precision. This algorithm requires $O(n)$ operations (compare to Remark 31).

Remark 36. Algorithm 2 described in this section uses some of the quantities evaluated by the procedures of Sections 5.1, 5.3. If $n < 2c/\pi$, then the cost of obtaining these quantities is $O\left(n + c\log(c)\right)$ operations; if $n > 2c/\pi$, then the cost of obtaining these quantities is $O(n)$ operations (see Remarks 27, 28 in Section 5.3).
6 Numerical Results

In this section, we demonstrate the performance of the quadrature rules from Section 4. All the calculations were implemented in FORTRAN (the Lahey 95 LINUX version), and carried out in double precision. Extended precision calculations were used for comparison and verification (in extended precision, the floating point numbers are 128 bits long, as opposed to 64 bits in double precision).
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**Figure 1:** The quadrature error vs $|\lambda_n|$, with $c = 1000$ and $n = 682$. Here $\lambda_n = -60352E-15$.

**Experiment 1.** Here we demonstrate the performance of the quadrature rule $S_n$ (see (101) in Section 4) on exponential functions. We proceed as follows. We choose, more or less arbitrarily, the band limit $c$ and the prolate index $n$. Next, we evaluate the quadrature nodes $t_1, \ldots, t_n$ and the quadrature weights $W_1, \ldots, W_n$ via the algorithms of Sections 5.3, 5.4, respectively. Also, we evaluate $|\lambda_n|$ via the algorithm in Section 5.2. Then, we choose a real number $0 \leq a \leq 2$, and evaluate the integral of $e^{iacx}$ over $-1 \leq x \leq 1$ via the formula

$$\int_{-1}^{1} e^{iacx} \, dx = \int_{-1}^{1} \cos(acx) \, dx = \frac{2\sin(ac)}{ac}.$$  \hspace{1cm} (159)

Also, we use $S_n$ to approximate (159) via the formula

$$\int_{-1}^{1} e^{iacx} \, dx \approx \sum_{j=1}^{n} e^{iac t_j} \cdot W_j.$$ \hspace{1cm} (160)
Figure 2: The quadrature error vs $|\lambda_n|$, with $c = 1000$ and $n = 682$. Here $\lambda_n = -.60352E-15$.

Figure 3: The maximal quadrature errors $\Delta_1(n), \Delta_2(n)$ vs $|\lambda_n|$, with $c = 1000$. 
\[ \Delta_1(n), \Delta_2(n) \text{ vs. } |\lambda_n|, \text{ in extended precision} \]

Figure 4: The maximal quadrature errors \( \Delta_1(n), \Delta_2(n) \) vs \( |\lambda_n| \), with \( c = 1000 \).

Finally, we evaluate the quadrature error \( \delta_n(e^{iacx}) \) via the formula

\[
\delta_n(e^{iacx}) = \left| \frac{2\sin(ac)}{ac} - \sum_{j=1}^{n} e^{icat_j} \cdotp W_j \right| \quad \text{(161)}
\]

(see (102) in Section 4).

In Figure 1, we display the results of this experiment. The band limit and the prolate index were chosen to be, respectively, \( c = 1000 \) and \( n = 682 \). For this choice of parameters, \( \lambda_n = -60352E-15 \).

In this figure, we plot the quadrature error \( \delta_n(e^{iacx}) \) as a function of the real parameter \( a \), for \( 0 \leq a \leq 2 \), on the logarithmic scale. The calculations are carried out in double precision.

We make the following observations from Figure 1. The quadrature error is essentially zero up to machine precision \( \varepsilon \), for all real \( 0 \leq a \leq 2 \). In other words, for this choice of parameters, the quadrature rule \( S_n \) integrates the functions of the form \( f(x) = e^{icax} \) with \( 0 \leq a \leq 1 \) exactly, for all practical purposes. It is perhaps surprising, however, that such functions are integrated exactly via \( S_n \) even when \( 1 < a \leq 2 \). In other words, the quadrature rule \( S_n \) (corresponding to band limit \( c \) and \( |\lambda_n| \approx \varepsilon \)) integrates exactly the exponential functions with the band limit up to \( 2c \).

To get a clearer picture, we repeat this experiment in extended precision. In Figure 2, we plot the quadrature error \( \delta_n(e^{iacx}) \) as a function of the real parameter \( a \), for \( 0 \leq a \leq 2 \), on the logarithmic scale. In other words, Figure 2 is a version of Figure 1 in extended precision.

We make the following observations from Figure 2. If \( 0 \leq a \leq 1 \), then the quadrature rule \( S_n \) integrates the functions of the form \( f(x) = e^{icax} \) up to the error of order \( |\lambda_n|^2 \) (in Figure 1 we used double precision calculations and thus did not have enough digits to see this phenomenon). On the other hand, for \( 1 < a \leq 2 \) the quadrature rule \( S_n \) integrates such functions up to the error roughly \( |\lambda_n| \). In other words, the quadrature rule \( S_n \) (corresponding to band limit \( c \) and \( |\lambda_n| \approx \varepsilon \)) integrates...
the functions of band limit up to \( c \) up to \( \varepsilon^2 \) (rather than \( \varepsilon \)); on the other hand, the functions of band limit between \( c \) and \( 2c \) are integrated up to \( \varepsilon \).

**Explanation.** These observations admit the following (somewhat imprecise) explanation (see [25], [26] for more details). Suppose that \( a \geq 0 \) is a real number. Due to (27) and Theorem 1 in Section 3.1,

\[
e^{iacx} = \sum_{m=0}^{\infty} \lambda_m \psi_m(a) \psi_m(x),
\]

(162)

for all real \(-1 \leq x \leq 1\). Moreover,

\[
\int_{-1}^{1} e^{iacx} \, dx = \frac{2 \sin(ac)}{ac} = \sum_{m=0}^{\infty} \lambda_m^2 \psi_m(a) \psi_m(0).
\]

(163)

We combine (161), (162), (163) to obtain

\[
\frac{2 \sin(ac)}{ac} - \sum_{j=1}^{n} W_j \cdot e^{iac_j} = \sum_{m=0}^{\infty} \lambda_m \psi_m(a) \left( \lambda_m \psi_m(0) - \sum_{j=1}^{n} W_j \psi_m(t_j) \right).
\]

(164)

Obviously, the quadrature error \( \delta_n(\psi_m) \) (see (173)) is zero for odd \( m \). Also, \( \delta_n(\psi_m) \) rapidly increases as a function of even \( 0 \leq m < n \); moreover, \( \delta_n(\psi_m) \) is of order \( |\lambda_n| \) when \( m < n \) is an even integer close to \( n \) (see Conjectures 2, 3 in Section 4.1). Therefore, roughly speaking,

\[
\sum_{m=0}^{n-1} \lambda_m \psi_m(a) \left( \lambda_m \psi_m(0) - \sum_{j=1}^{n} W_j \psi_m(t_j) \right) \approx |\lambda_n|^2 \cdot \psi_{n-1}(a).
\]

(165)

On the other hand, due to the fast decay of \( |\lambda_m| \) (see Theorems 4, 7 in Section 5.1),

\[
\sum_{m=n}^{\infty} \lambda_m \psi_m(a) \left( \lambda_m \psi_m(0) - \sum_{j=1}^{n} W_j \psi_m(t_j) \right) \approx |\lambda_n|^2.
\]

(166)

Finally, the following approximate formula appears in [25], [26], in a slightly different form: suppose that \( n > 0 \) is an integer, \( |\chi_n| > \varepsilon^2 \), and that \( 0 \leq a \leq 2 \) is a real number. Then,

\[
|\psi_n(a)| = \begin{cases} O(\sqrt{n}), & 0 \leq a \leq 1, \\ O\left(|\lambda_n|^{-1}\right), & 1 < a \leq 2. \end{cases}
\]

(167)

It follows from the combination of (165), (166), (167) that the quadrature error (161) is expected to be of the order \( |\lambda_n|^2 \cdot \sqrt{n} \), if \( 0 \leq a \leq 1 \). On the other hand, the quadrature error (161) is expected to be of the order \( |\lambda_n| \), if \( 1 < a \leq 2 \). Figures 1, 2, 3, 4 support these somewhat vague conclusions.

We summarize this crude analysis, supported by the observations above, in the following conjecture about the quadrature error (161) for \( 0 \leq a \leq 2 \).

**Conjecture 1.** Suppose that \( c > 0 \) and \( a \geq 0 \) are real numbers, and that \( n > 2c/\pi \) is a integer. Suppose also that \( \delta_n(e^{iacx}) \) is defined via (163) in Definition 3 in Section 4. If \( 0 \leq a \leq 1 \), then

\[
\delta_n(e^{iacx}) = \left| \int_{-1}^{1} e^{iacx} \, dx - \sum_{j=1}^{n} e^{iac_j} \cdot W_j \right| \approx |\lambda_n|^2 \cdot \sqrt{n},
\]

(168)
where $\lambda_n$ is that of \((27)\) in Section 3.1. If, on the other hand, $1 < a \leq 2$, then

$$
\delta_a(e^{icax}) = \left| \int_{-1}^{1} e^{icax} dx - \sum_{j=1}^{n} e^{icat_j} \cdot W_j \right| \approx |\lambda_n|,
$$

\hspace{1cm} (169)

We repeat the above experiment with various values of $n$, and plot the results in Figure 3. This figure also corresponds to band limit $c = 1000$. We plot the following three quantities as functions of the prolate index $n$ that varies between 637 $\approx 2c/\pi$ and 700. First, we plot $|\lambda_n|$. Second, we plot the maximal quadrature error $\Delta_1(n)$ defined via the formula

$$
\Delta_1(n) = \max_{0 \leq a \leq 1} \delta_a(e^{icax}) = \max_{0 \leq a \leq 1} \left| \frac{2\sin(ac)}{ac} - \sum_{j=1}^{n} e^{icat_j(n)} \cdot W_j^{(n)} \right|,
$$

\hspace{1cm} (170)

where $t_1(n), \ldots, t_n(n)$ and $W_1(n), \ldots, W_n(n)$ are, respectively, the notes and weights of the quadrature rule $S_n$ (see \(101\) in Section 4). Finally, we plot the maximal quadrature error $\Delta_2(n)$ defined via the formula

$$
\Delta_2(n) = \max_{1 < a \leq 2} \delta_a(e^{icax}) = \max_{1 < a \leq 2} \left| \frac{2\sin(ac)}{ac} - \sum_{j=1}^{n} e^{icat_j(n)} \cdot W_j^{(n)} \right|.
$$

\hspace{1cm} (171)

We observe that in \(170\) the parameter $a$ varies between 0 and 1, and in \(171\) the parameter $a$ varies between 1 and 2. In other words, $\Delta_1(n)$ is the maximal quadrature errors of $S_n$ for the exponential functions of band limits up to $c$, and $\Delta_2(n)$ is the maximal quadrature error of $S_n$ for the exponential functions of band limit between $c$ and $2c$.

We make the following observations from Figure 3. As long as $|\lambda_n|$ is less than roughly $10^{-7} \approx \sqrt{\varepsilon}$ (with $\varepsilon$ the machine precision), $\Delta_1(n)$ is roughly equal to $|\lambda_n|^2$. On the other hand, $\Delta_1(n)$ is zero up to machine precision once $|\lambda_n| > 10^{-7}$. These observations are in agreement with Conjecture 1 above.

We also observe that $\Delta_2(n)$ is roughly of order $|\lambda_n|$, as long as $|\lambda_n| > \varepsilon$. On the other hand, when $\lambda_n$ is zero to machine precision, so is $\Delta_2(n)$ (see Conjecture 1).

We repeat this experiment in extended precision, and plot the results in Figure 4. In other words, Figure 4 is a version of Figure 3 in extended precision. We observe the same phenomenon: $\Delta_1(n)$ is of order $|\lambda_n|^2$, and $\Delta_2(n)$ is of order $|\lambda_n|$ (as long as we do not run out of digits to see it; if, for example, $|\lambda_n|$ is below the machine zero so are both $\Delta_1(n)$ and $\Delta_2(n)$). In other words, the quadrature error of $S_n$ for exponential functions with band limit up to $c$ is of order $|\lambda_n|^2$, and the quadrature error of $S_n$ for exponential functions with band limit between $c$ and $2c$ is of order $|\lambda_n|$, which supports Conjecture 1.

7 Numerical Illustration of Analysis in Section 4

In this section, we illustrate the analytical results from Section 4 and the performance of the algorithms described in Section 5. All the calculations were implemented in FORTRAN (the Lahey 95 LINUX version), and carried out in double precision. Extended precision calculations were used for comparison and verification (in extended precision, the floating point numbers are 128 bits long, as opposed to 64 bits in double precision).
7.1 Quadrature Error and its Relation to $|\lambda_n|$

In this section, we describe several numerical experiments that illustrate the quadrature error (see (101), (103) in Section 4) and its relation to $|\lambda_n|$. 

\[
\begin{array}{ccc}
m & \lambda_m \psi_m(0) & \delta_n(\psi_m), \text{ double precision} \\
0 & 0.70669E+00 & 0.44409E-15 \\
2 & 0.49581E+00 & 0.16653E-15 \\
4 & 0.42581E+00 & 0.13323E-14 \\
6 & 0.38527E+00 & 0.21649E-14 \\
8 & 0.35695E+00 & 0.13323E-14 \\
10 & 0.33516E+00 & 0.16653E-14 \\
12 & 0.31730E+00 & 0.24980E-14 \\
14 & 0.28844E+00 & 0.11102E-14 \\
16 & 0.26435E+00 & 0.83716E-12 \\
18 & 0.24150E+00 & 0.76862E-10 \\
20 & 0.22919E+00 & 0.65870E-09 \\
22 & 0.21377E+00 & 0.45239E-08 \\
24 & 0.18075E+00 & 0.19826E-07 \\
26 & 0.10038E+00 & 0.68548E-07 \\
28 & 0.27988E-01 & 0.33810E-06 \\
30 & 0.49822E-02 & 0.27232E-05 \\
32 & 0.70503E-03 & 0.22754E-04 \\
34 & 0.27988E-01 & 0.33810E-06 \\
36 & 0.49822E-02 & 0.27232E-05 \\
38 & 0.70503E-03 & 0.22754E-04 \\
\end{array}
\]

Table 1: Illustration of Theorem 14 with $c = 50$ and $n = 40$. For these parameters, $\lambda_n = 0.12915E-03$. See Experiment 2.

**Experiment 2.** Here we illustrate Theorem 14 in Section 4.1. We choose, more or less arbitrarily, band limit $c$ and prolate index $n$. We evaluate $\chi_n$, $\lambda_n$ and the quadrature rule $S_n$ defined via (101) in Section 4 via the algorithms of Sections 5.1, 5.2, 5.3, 5.4, respectively. Then, we choose an even integer $0 \leq m < n$, and evaluate $\lambda_m$, $\psi_m(0)$, and $\psi_m(t_j)$ for all $j = 1, \ldots, n$, via the algorithms of Sections 5.1, 5.2. All the calculations are carried out in double precision.

We display the results of this experiment in Table 1. The data in this table correspond to $c = 50$ and $n = 40$. Table 1 has the following structure. The first column contains the even integer $m$, that varies between 0 and $n - 2$. The second column contains $\lambda_m \psi_m(0)$ (we observe that

\[
\lambda_m \psi_m(0) = \int_{-1}^{1} \psi_m(t) dt, \tag{172}
\]

due to (27) in Section 3.1. The third column contains the quadrature error 

\[
\delta_n(\psi_m) = \left| \lambda_m \psi_m(0) - \sum_{j=1}^{n} \psi_m(t_j) \cdot W_j \right| \tag{173}
\]

(see (103) in Section 4), computed in double precision.
Then, we repeat all the calculations in extended precision; the last column of Table 1 contains \( \delta_n(\psi_m)(0) \) defined via (174) (the same quantity as in the third column evaluated in extended precision).

We make the following observations from Table 1. We note that \( \lambda_m \psi_m(0) \) is always positive and monotonically decreases with \( m \). We also note that \( \delta_n(\psi_m) \) (evaluated in double precision) is close to the machine accuracy for small \( m \), and grows up to \( \approx 2 \cdot 10^{-5} \) for \( m = 38 \). Also, \( \delta_n(\psi_m) \) is bounded by \( |\lambda_n| \), for all values of \( m \) in Table 1 (in this case, \( |\lambda_n| = 0.12915E-03 \)). Finally, \( \delta_n(\psi_m) \) (evaluated in extended precision) is a monotonically increasing function of even \( 0 \leq m < n \) (obviously, \( \delta_n(\psi_m) = 0 \) for odd \( m \)).

We summarize these observations in the following conjecture. We have not fully investigated the phenomenon described in this conjecture; see, however, Theorem 14 in Section 4.1, Conjecture 3 below, Figure 5 and Table 3 (see also [25], [26] for additional details and analysis).

**Conjecture 2.** Suppose that \( c > 1 \) is a real number, that \( n > 2c/\pi \) is an integer, and that the quadrature rule \( S_n \) is defined via (101) in Section 7. Then, the quadrature error \( \delta_n(\psi_m) \) defined via (173) above is a monotonically increasing function of even \( 0 \leq m < n \). Moreover, in double precision calculations \( \delta_n(\psi_m) \) is zero up to machine precision for all \( 0 \leq m < 2c/\pi \).

In (106) in Theorem 14 we provide an upper bound on \( \delta_n(\psi_m) \). This bound does not depend on \( m \); more specifically, for every \( m = 0, \ldots, n - 1 \),

\[
\delta_n(\psi_m) = \lambda_m \psi_m(0) - \sum_{j=1}^{n} \psi_m(t_j) \cdot W_j \leq |\lambda_n| \cdot \left( 24 \cdot \log \left( \frac{1}{|\lambda_n|} \right) + 6 \cdot |\lambda_n| \right). \tag{174}
\]

On the other hand, according to Table 1, the quadrature error \( \delta_n(\psi_m) \) is bounded by \( |\lambda_n| \) alone, for all even \( 0 \leq m < n \) (obviously, \( \delta_n(\psi_m) = 0 \) for odd \( m \)).

In Figure 5 we display the results of the same experiment with different choice of parameters \( c \) and \( n \). Namely, we choose \( c = 10000 \) and plot \( \lambda_m \psi_m(0) \) as a function of even \( 0 \leq m < 6425 \), on the logarithmic scale (solid line). In addition, we plot the quadrature error \( \delta_n(\psi_m) \) as a function of \( m \), for four different values of \( n \): \( n = 6393 \) (dashed line), \( n = 6401 \) (circles), \( n = 6414 \) (triangles), and \( n = 6425 \) (pluses). The corresponding values of \( |\lambda_n| \) are displayed in Table 2.

| \( n \)  | \( |\lambda_n| \)    |
|--------|---------------------|
| 6393   | 0.43299E-07         |
| 6401   | 0.54119E-09         |
| 6414   | 0.33602E-12         |
| 6425   | 0.52616E-15         |

**Table 2:** Values of \( |\lambda_n| \) for \( c = 10000 \) and different choices of \( n \).

We make the following observations from Figure 5. First, the quantities \( \lambda_m \psi_m(0) \) are of the same order of magnitude for all \( m < 2c/\pi \), and decay rapidly with \( m \) for \( m > 2c/\pi \). Also, for each value of \( n \), the quadrature error \( \delta_n(\psi_m) \) is essentially zero for all \( m < 2c/\pi \) and increases rapidly with \( m \) for \( m > 2c/\pi \). Nevertheless, \( \delta_n(\psi_m) \) is always bounded from above by \( |\lambda_n| \), for each \( n \) and each \( m < n \). See also Tables 1 and 3 and Conjecture 3 below.

We repeat the experiment above with several other values of band limit \( c \) and prolate index \( n \). The results are displayed in Table 3. This table has the following structure. The first and second column contain, respectively, the band limit \( c \) and the prolate index \( n \). The third column contains the even integer \( 0 \leq m < n \) (the values of \( m \) were chosen to be close to \( n \)). The fourth column contains \( \lambda_m \psi_m(0) \). The fifth column contains (173). The last column contains \( |\lambda_n| \).

We make the following observations from Table 3. First, for each of the seven values of \( c \), the three indices \( n \) were chosen in such a way that \( |\lambda_n| \) is between \( 10^{-12} \) and \( 10^{-7} \). The values of the band limit \( c \) vary between 250 (the first three rows) and 16000 (the last three rows). For each
Figure 5: The quadrature error $\delta_n(\psi_m) = \left| \int_{-1}^{1} \psi_m(t) \, dt - \sum_{j=1}^{n} \psi_m(t_j) \cdot W_j \right|$ as a function of even $m < n$, for four different values of $n$ and $c = 10000$, vs. $\lambda_m \psi_m(0)$. See Experiment 2.
Table 3: Relation between the quadrature error and $|\lambda_n|$. See Experiment 2.

| $c$ | $n$ | $m$ | $\lambda_m\psi_m(0)$ | $\int_{-1}^{1} \psi_m(t) \, dt - \sum_{j=1}^{n} \psi_m(t_j) \cdot W_j$ | $|\lambda_n|$ |
|-----|-----|-----|----------------------|--------------------------------------|----------|
| 250 | 179 | 178 | 0.28699E-07          | -5.2496E-08                          | 0.18854E-07 |
| 250 | 184 | 182 | 0.68573E-09          | -3.8341E-10                          | 0.16130E-09 |
| 250 | 188 | 186 | 0.14108E-10          | -6.8758E-12                          | 0.30500E-11 |
| 500 | 339 | 338 | 0.52368E-07          | -1.3473E-07                          | 0.40938E-07 |
| 500 | 345 | 344 | 0.37412E-09          | -8.6136E-10                          | 0.27418E-09 |
| 500 | 350 | 348 | 0.12148E-10          | -9.9816E-12                          | 0.35537E-11 |
| 1000| 659 | 658 | 0.42709E-07          | -1.4354E-07                          | 0.38241E-07 |
| 1000| 665 | 664 | 0.51665E-09          | -1.5924E-09                          | 0.43991E-09 |
| 1000| 671 | 670 | 0.52494E-11          | -1.5024E-11                          | 0.42815E-11 |
| 2000| 1297| 1296| 0.41418E-07          | -1.7547E-07                          | 0.41740E-07 |
| 2000| 1304| 1302| 0.77185E-09          | -1.5036E-09                          | 0.37721E-09 |
| 2000| 1311| 1310| 0.31078E-11          | -1.1386E-11                          | 0.28754E-11 |
| 4000| 2572| 2570| 0.54840E-07          | -1.5493E-07                          | 0.33682E-07 |
| 4000| 2579| 2578| 0.43032E-09          | -2.0771E-09                          | 0.46141E-09 |
| 4000| 2587| 2586| 0.28193E-11          | -1.2805E-11                          | 0.29164E-11 |
| 8000| 5119| 5118| 0.43268E-07          | -2.6751E-07                          | 0.52899E-07 |
| 8000| 5128| 5126| 0.50230E-09          | -1.6395E-09                          | 0.33442E-09 |
| 8000| 5136| 5134| 0.50508E-11          | -1.5448E-11                          | 0.32132E-11 |
| 16000|10213|10212| 0.42725E-07          | -3.0880E-07                          | 0.56568E-07 |
| 16000|10222|10220| 0.69663E-09          | -2.8201E-09                          | 0.52821E-09 |
| 16000|10231|10230| 0.34472E-11          | -2.2162E-11                          | 0.42902E-11 |
use the algorithm of Section 5.2 to find the minimal integer \( m \). Choose, more or less arbitrarily, the band limit \( c > n \). We define the integer \( \varepsilon \) as less than \( |\lambda_n| \). Also, we find the minimal integer such that the right-hand side of (106) in Theorem 14 in Section 4.1 is less than \( \varepsilon \).

We summarize these observations in the following conjecture.

**Conjecture 3.** Suppose that \( c > 0 \) is a positive real number, and that \( n > 2c/\pi \) is an integer. Suppose also that \( 0 \leq m < n \) is an integer. Suppose furthermore that \( \delta_n(\psi_m) \) is defined via (103) in Definition 3 in Section 4. Then, 

\[
\delta_n(\psi_m) = \left| \int_{-1}^{1} \psi_m(s) \, ds - \sum_{j=1}^{n} \psi_m(t_j) \cdot W_j \right| \leq |\lambda_n|, \tag{175}
\]

where \( \lambda_n \) is that of (174) in Section 3.4.

**Remark 37.** The inequality (175) in Conjecture 3 is stronger than the inequality (106) in Theorem 14. On the other hand, as opposed to Theorem 14, Conjecture 3 has been only supported by numerical evidence.

**Experiment 3.** Here we illustrate Theorems 15, 16 in Section 4.2. We proceed as follows. We choose, more or less arbitrarily, the band limit \( c > 0 \) and the accuracy parameter \( \varepsilon > 0 \). Then, we use the algorithm of Section 4.2 to find the minimal integer \( m \) such that \( |\lambda_m| < \varepsilon \). In other words, we define the integer \( n_1(\varepsilon) \) via the formula

\[
n_1(\varepsilon) = \min \{ m \geq 0 : |\lambda_m| < \varepsilon \}. \tag{176}
\]

Also, we find the minimal integer such that the right-hand side of (106) in Theorem 14 in Section 4.1 is less than \( \varepsilon \). In other words, we define the integer \( n_2(\varepsilon) \) via the formula

\[
n_2(\varepsilon) = \min \left\{ m \geq 0 : |\lambda_m| \cdot \left( 24 \cdot \log \left( \frac{1}{|\lambda_m|} \right) + 6 \cdot \chi_m \right) < \varepsilon \right\}. \tag{177}
\]

Next, we evaluate the integer \( n_3(\varepsilon) \) via the formula (110) in Theorem 15. In other words,

\[
n_3(\varepsilon) = \text{floor} \left( \frac{2c}{\pi} + \frac{\alpha(\varepsilon)}{2\pi} \cdot \log \left( \frac{16c}{\alpha(\varepsilon)} \right) \right) \tag{178}
\]

where \( \alpha(\varepsilon) \) is defined via (109) in Theorem 14. Finally, we evaluate the integer \( n_4(\varepsilon) \) via the right-hand side of (115) in Theorem 15. In other words,

\[
n_4(\varepsilon) = \text{floor} \left( \frac{2c}{\pi} + \left( 10 + \frac{3}{2} \cdot \log(c) + \frac{1}{2} \cdot \log \left( \frac{c}{\varepsilon} \right) \right) \cdot \log \left( \frac{c}{\varepsilon} \right) \right). \tag{179}
\]

In both (178) and (179), \( \text{floor}(a) \) denotes the integer part of a real number \( a \).

We display the results of this experiment in Table 4. This table has the following structure: The first column contains the band limit \( c \). The second column contains the accuracy parameter \( \varepsilon \). The third column contains \( n_1(\varepsilon) \) defined via (176). The fourth column contains \( n_2(\varepsilon) \) defined via (177). The fifth column contains \( n_3(\varepsilon) \) defined via (178). The sixth column contains \( n_4(\varepsilon) \) defined via (179). The seventh column contains \( |\lambda_{n_1(\varepsilon)}| \). The last column contains \( |\lambda_{n_2(\varepsilon)}| \).
Table 4: Illustration of Theorems 15, 16. See Experiment 3.
Suppose that $c > 0$ is a band limit, and $n > 0$ is an integer. We define the real number $Q(c, n)$ via the formula

$$Q(c, n) = \max \left\{ \delta_n(\psi_m) = \left| \int_{-1}^{1} \psi_m(t) \cdot W_n(t) \cdot dt - \sum_{j=1}^{n} \psi_m(t_j) \cdot W_j \right| : 0 \leq m \leq n - 1 \right\},$$  

(180)

where $t_1, \ldots, t_n$ and $W_1, \ldots, W_n$ are defined, respectively, via (98), (100) in Definition 2 in Section 4. In other words, $Q(c, n)$ is the maximal error to which the quadrature rule $S_n$ defined via (101) integrates the first $n$ PSWFs.

We make the following observations from Table 4. We observe that $Q(c, n_1(\varepsilon)) < \varepsilon$, due to the combination of Conjecture 3 in Section 7.1 and (176), (180). On the other hand, we combine Theorem 14 in Section 4.1 with (177), (180) to conclude that the quadrature rule $S_{n_2(\varepsilon)}$ has been rigorously proven to integrate the first $n_2(\varepsilon)$ PSWFs up to an error less than $\varepsilon$. In both Theorem 14 and Conjecture 3 we establish upper bounds on $Q(c, n)$ in terms of $|\lambda_n|$. The ratio of $|\lambda_{n_1(\varepsilon)}|$ to $|\lambda_{n_2(\varepsilon)}|$ is quite large: from about $10^6$ for $c = 250$ and $\varepsilon = 10^{-10}, 10^{-25}, 10^{-50}$ (see the first three rows in Table 4), to about $10^{10}$ for $c = 64000$ and $\varepsilon = 10^{-10}, 10^{-25}, 10^{-50}$, to about $5 \cdot 10^{12}$ for $c = 10^6$ and $\varepsilon = 10^{-10}, 10^{-25}, 10^{-50}$ (see the last six rows in Table 4). On the other hand, the difference between $n_2(\varepsilon)$ and $n_1(\varepsilon)$ is fairly small; for example, for $\varepsilon = 10^{-50}$, this difference varies from 10 for $c = 250$ to 23 for $c = 4000$, to merely 44 for $c = 64000$ and 69 for as large $c$ as $c = 10^6$.

As opposed to $n_1(\varepsilon)$ and $n_2(\varepsilon)$, the integer $n_3(\varepsilon)$ is computed via the explicit formula (178) that depends only on $c$ and $\varepsilon$ (rather than on $|\lambda_n|$ and $\chi_n$ that need to be evaluated numerically); this formula appears in Theorem 15. The convenience of (178) vs. (176), (177) comes at a price: for example, for $\varepsilon = 10^{-50}$, the difference between $n_3(\varepsilon)$ and $n_2(\varepsilon)$ is equal to 123 for $c = 250$, to 446 for $c = 64000$, and to 632 for $c = 10^6$. However, the difference $n_3(\varepsilon) - n_2(\varepsilon)$ is rather small compared to $c$: for example, for $\varepsilon = 10^{-50}$, this difference is roughly $4 \cdot (\log(c))^2$, for all values of $c$ in Table 4.

Furthermore, we observe that $n_3(\varepsilon)$ is computed via the explicit formula (179) that depends only on $c$ and $\varepsilon$. This formula can be viewed as a simplified version of (178) (see Theorems 15, 16); in particular, $n_3(\varepsilon)$ is greater than $n_3(c)$, for all $c$ and $\varepsilon$.

We summarize these observations as follows. Suppose that the band limit $c > 0$ and the accuracy parameter $\varepsilon > 0$ are given. According to Theorem 15 for any $n \geq n_3(\varepsilon)$ the quadrature rule $S_n$ defined via (101) in Section 4 is guaranteed to integrate the first $n$ PSWFs to precision $\varepsilon$ (see Definition 1 in Section 2.1). On the other hand, numerical evidence (see Experiment 2) suggests that the choice $n \geq n_3(\varepsilon)$ is overly cautious for this purpose; more specifically, $S_n$ integrates the first $n$ PSWFs to precision $\varepsilon$ for every $n$ between $n_1(\varepsilon)$ and $n_3(\varepsilon)$ as well. In this experiment, we observed that the difference between the "theoretical" bound $n_3(\varepsilon)$ and "empirical" bound $n_1(\varepsilon)$ is of order $(\log(c))^2$, and, in particular, is relatively small compared to both $n_1(\varepsilon)$ and $n_3(\varepsilon)$ (which are of order $c$).

Finally, we observe that

$$n_1(\varepsilon) < \frac{2c}{\pi} + \frac{2}{\pi^2} \cdot (\log c) \cdot \log \frac{1}{\varepsilon},$$  

(181)

for all the values of $c$ and $\varepsilon$ in Table 4. Combined with some additional numerical experiments by the authors, this observation leads to the following conjecture (see also Theorem 7 in Section 5.1 for a rigorously proven and more precise statement).

**Conjecture 4.** Suppose that $c > 1$ and $0 < \varepsilon < 1$ are real numbers. Suppose also that $n > 0$ is an integer, and that

$$n > \frac{2c}{\pi} + 10 + \frac{2}{\pi^2} \cdot (\log c) \cdot \log \frac{1}{\varepsilon}.$$  

(182)

44
Then,

$$|\lambda_n| < \varepsilon,$$

(183)

where $\lambda_n$ is that of (27) in Section 3.1.

### 7.2 Quadrature Weights

In this section, we illustrate the results of Section 4.3 and the algorithms of Section 5.4.

| $j$ | $\hat{W}_j$ | $\hat{W}_j - \tilde{W}_j$ | $\hat{W}_j - \frac{\tilde{W}_{(n+1)/2}(\psi_n'(0))^2}{(\psi_n'(0j))2(1-t_j^2)}$ |
|-----|-------------|----------------|----------------------------------|
| 1   | 0.7602931556894E-02 | 0.00000E+00 | -0.35790E-11 |
| 2   | 0.1716167229714E-01 | 0.00000E+00 | -0.11959E-09 |
| 3   | 0.2563684665002E-01 | 0.00000E+00 | -0.82238E-11 |
| 4   | 0.3278512460580E-01 | 0.00000E+00 | -0.16247E-09 |
| 5   | 0.3863462966166E-01 | 0.16653E-15 | 0.13245E-11 |
| 6   | 0.4334940472363E-01 | 0.22204E-15 | -0.20097E-09 |
| 7   | 0.4713107235981E-01 | 0.22204E-15 | 0.11270E-10 |
| 8   | 0.5016785516291E-01 | 0.22204E-15 | -0.18720E-09 |
| 9   | 0.5261660773966E-01 | 0.19429E-15 | -0.11959E-09 |
| 10  | 0.5460119701692E-01 | 0.22204E-15 | -0.82238E-11 |
| 11  | 0.5621699326080E-01 | 0.17347E-15 | -0.16247E-09 |
| 12  | 0.5753664411864E-01 | 0.12490E-15 | -0.20097E-09 |
| 13  | 0.5861531690539E-01 | 0.10408E-15 | -0.20097E-09 |
| 14  | 0.5949490764714E-01 | 0.23592E-15 | -0.20097E-09 |
| 15  | 0.6020725336886E-01 | 0.23592E-15 | -0.20097E-09 |
| 16  | 0.6077650804037E-01 | 0.18041E-15 | -0.20097E-09 |
| 17  | 0.6122088420703E-01 | 0.48572E-16 | -0.20097E-09 |
| 18  | 0.6153904784727E-01 | 0.13184E-15 | -0.20097E-09 |
| 19  | 0.6178529976346E-01 | 0.11102E-15 | -0.20097E-09 |
| 20  | 0.6192162112196E-01 | 0.48572E-16 | -0.20097E-09 |
| 21  | 0.6196665001384E-01 | 0.00000E+00 | 0.00000E+00 |

**Table 5:** Quadrature weights (100) with $c = 40$, $n = 41$. $\lambda_n = i0.69857E-08$. See Experiment 4.

**Experiment 4.** In this experiment, we choose, more or less arbitrarily, band limit $c$ and prolate index $n$. Then, we compute $t_1, \ldots, t_n$ (see (98)) and $\psi_n'(t_1), \ldots, \psi_n'(t_n)$ via the algorithm of Section 5.3. Also, we evaluate $\psi_n(0), \psi_n'(0)$ via the algorithm of Section 5.1. Next, compute approximations $\tilde{W}_1, \ldots, \tilde{W}_n$ to $W_1, \ldots, W_n$ via Algorithm 1 in Section 5.4 (in particular, $\tilde{W}_j$ is evaluated via (150) for every $j = 1, \ldots, n$). Also, we compute approximations $\hat{W}_1, \ldots, \hat{W}_n$ to $W_1, \ldots, W_n$ via Algorithm 2 in Section 5.4. All the calculations are carried out in double precision.

We display the results of this experiment in Table 5. The data in this table correspond to $c = 40$ and $n = 41$. Table 5 has the following structure. The first column contains the weight index $j$, that varies between 1 and $(n + 1)/2 = 21$. The second column contains $\hat{W}_j$ ( an approximation to $W_j$ evaluated by Algorithm 2 in Section 5.4). The third column contains the difference between $\hat{W}_j$ and...
\( \overline{W}_j \) (evaluated via (150) by Algorithm 1). The last column contains the difference

\[
\overline{W}_j = \frac{\overline{W}_{(n+1)/2} \cdot (\psi_n'(0))^2}{(\psi_n'(t_j))^2 \cdot (1 - t_j^2)}
\]

(see (125) in Remark 14).

In Figure 6, we plot the weights \( W_j \) as a function of \( j = 1, \ldots, n \). Each \( W_j \) is plotted as a circle above the corresponding node \( t_j \).

We make the following observations from Table 5: First, due to the combination of Theorems 17, 18 in Section 4.3, the value in the third column would be zero in exact arithmetic. We observe that, indeed, this value is zero up to the machine precision, which confirms Remarks 30, 35 in Section 5.4 (We note that, for \( j = 1, 2, 3, 4 \) and \( j = 21 \), both \( \overline{W}_j \) and \( \overline{W}_j \) are evaluated via (150), and hence the value in the corresponding rows is exactly zero). In particular, either of the two approximations \( \overline{W}_j, \overline{W}_j \) can be used to evaluate \( W_j \) to essentially machine precision.

We also observe that all of the weights \( W_1, \ldots, W_n \) are positive (see Theorem 19 and Remark 13). Moreover, \( W_j \) grow monotonically as \( j \) increases to \( (n+1)/2 \). Finally, we observe that, for all \( j = 1, \ldots, n \), the value (184) in the last column is of the order \( |\lambda_n| \) (see Remark 14).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{quadrature_weights.png}
\caption{The quadrature weights \( W_1, \ldots, W_n \) with \( c = 40, n = 41 \). See Experiment 4.}
\end{figure}
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