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Abstract—We propose a new formulation for the multi-robot task planning and allocation problem that incorporates (a) precedence relationships between tasks; (b) coordination for tasks allowing multiple robots to achieve increased efficiency; and (c) cooperation through the formation of robot coalitions for tasks that cannot be performed by individual robots alone. In our formulation, the tasks and the relationships between the tasks are specified by a task graph. We define a set of reward functions over the task graph’s nodes and edges. These functions model the effect of robot coalition size on task performance while incorporating the influence of one task’s performance on a dependent task. Solving this problem optimally is NP-hard. However, using the task graph formulation allows us to leverage min-cost network flow approaches to obtain approximate solutions efficiently. Additionally, we explore a mixed integer programming approach, which gives optimal solutions for small instances of the problem but is computationally expensive. We also develop a greedy heuristic algorithm as a baseline. Our modeling and solution approaches result in task plans that leverage task precedence relationships and robot coordination and cooperation to achieve high mission performance, even in large missions with many agents.

I. INTRODUCTION

Multi-robot systems offer versatility to accomplish large missions by forming teams to efficiently complete tasks. A fundamental challenge in multi-robot missions is to allocate tasks to robots, referred to as the multi-robot task allocation (MRTA) problem. This paper considers a generalization of the MRTA problem—tasks have precedence relationships among them, i.e., the quality of a task’s execution may depend on how well a related task is executed. For example, in an autonomous construction mission, an area must be cleared and leveled, and materials gathered before construction takes place, as illustrated in Figure 1. In such a scenario, the quality with which prior tasks are completed impacts the ability of the robot team to complete future tasks, e.g., a well-leveled foundation will result in a better overall performance of the construction mission. Thus, it is imperative to model relationships among tasks, especially the influence of a preceding task on subsequent tasks.

The other important generalization of MRTA we consider is that a coalition of multiple robots can work on a task together. On some tasks, such as multi-robot coverage, robots may coordinate to achieve improved results. Other tasks, such as collaborative carry, require multiple robots to cooperate to perform the task when a single robot cannot (e.g., Figure 1). The standard MRTA problem considers only the coordination of robots [1]. In the simplest case of single robot teams, this problem can be posed as an assignment problem [2]. However, some tasks require multi-agent teams to be effectively executed. Additionally, multi-agent teams can bring greater efficacy to tasks such as sensor coverage, exploration, and resource gathering when these tasks are constrained by a time budget. Such scenarios raise two challenges: (1) the estimation of task utility by modeling the relationship between robot coalitions and tasks, and (2) the assignment of robot coalitions to tasks under temporal and resource constraints. A desirable characteristic of a task planner is to be able to reason about resource allocation, e.g., if task relationships indicate that there is a mission-critical task, a larger robot coalition may be allocated to that task, even at the expense of other tasks’ performance. Hence, there is a need for a formulation that models the relationship of robot coalitions to tasks and unifies coordination and cooperation of robots for MRTA.

This paper presents a novel formulation that unifies precedence relationships among tasks, coordination and cooperation among robots through coalitions, and allocation of robots to tasks. The formulation is applicable to complex scenarios relevant to autonomous construction, precision
agriculture, and industrial robotic applications. The contributions are:

1) A modular and expressive mission model defined over a task graph and a reward function (Section III). The task graph captures the precedence relationships among tasks. The reward function quantifies the utilities of the tasks and is characterized by influence functions—modeling of relationships among tasks, aggregation functions—effect of all preceding tasks on a dependent task, and coalition functions—modeling of task execution efficacies with robot coalition size.

2) A formulation of the problem as a min-cost network flow by leveraging the task graph (Section IV). This enables the allocation of robots to sequences of connected tasks in the task graph, and scales well with the number of tasks and robots in the mission.

3) We benchmark our flow-based solution approach with a mixed integer approach and a greedy heuristic algorithm (Section VI). The comparison is performed on over 300 randomly generated missions, including missions drawn from an autonomous construction simulator. Our flow-based approaches significantly outperform the mixed integer benchmark in large problem sizes, and perform similarly in the smaller problem instances where the mixed integer approach can compute a non-trivial solution. Our flow-based non-linear programming (NLP) approach significantly outperforms the greedy approach across the problem domain.

II. PREVIOUS WORK

This work focuses on multi-task missions composed of multi-robot tasks with inter-task precedence relationships. In applications where these mission characteristics are common, such as autonomous construction and assembly [3], agriculture [4], and other complex multi-robot missions, efficient allocation of robot coalitions that enable coordination and cooperation is essential. In prior work, each of these characteristics has been considered extensively but rarely together in a cohesive model.

Many approaches allocate robots among interrelated tasks without considering multi-robot coalitions. Some approaches formulate the problem purely as a constraint satisfaction problem (CSP) [5], [6], while others hybridize Mixed Integer Linear Programming (MILP) with CSP in order to reason about task utility [7]. In operations research [8], the task allocation problem with inter-task relationships is most similar to the Vehicle Routing Problem with Time Windows [9], with additional ordering constraints [10], though these formulations do not consider multi-agent tasks or expressive inter-task relationships.

In the computer science literature, Multi-Agent Planning (MAP) with joint actions expresses the tight coupling between tasks that we represent with precedence relationships. Several approaches ([11], [12]) consider this combination of challenges but consider coalitions in a limited fashion. Some approaches ([13], [14], [15]) consider soft precedence constraints encoded via time-varying task rewards or imposing costs. Other methods [14], [16] model inter-task relationships among single-agent tasks in detail on a heterogeneous graph, with nodes representing tasks, agents, and locations.

Other approaches focus on cooperation, modeling the relationship between the coalition assigned to a task and task performance. Some works model reward as a function of the number of homogeneous robots assigned to complete the task [17], [18]. Others consider task success based on required attributes aggregated among a team of robots with heterogeneous capabilities [19]. Some such methods perform short horizon task assignment [20], which allows robust response to dynamic missions but does not permit reasoning about interrelated tasks over a time horizon. Others do not consider task reward explicitly [21].

Some approaches, like ours, consider the challenging intersection of these problem characteristics, requiring a system to reason about intersecting robot schedules and fluidly form coalitions among different tasks over an extended time horizon. The approaches that consider both task order and coalition typically use binary task rewards [22], and some additionally cannot scale to problems larger than a few robots and tasks [23], [24]. In this work, we present an expressive model for task reward that expands these models, and we present solution methods that scale to large problem sizes.

III. MODELING COALITION PERFORMANCE AND TASK INTER-DEPENDENCIES

In this section, we introduce task graphs, which encode the structure of task relationships, and we define a task reward model over the task graph. Taken together, these models can represent complex missions for homogeneous robot teams.

Let $T := \{T_1, \ldots, T_M\}$ represent the set of $M$ available tasks in the environment, and $\mathcal{M} := \{1, \ldots, M\}$ represent the index set of tasks. Each task $T_j$ has a constant duration $d_j$ and yields a reward $r_j$ upon completion. The reward is a function of the assigned robot coalition and the rewards of related preceding tasks, as defined later in the section. Note that a task does not start until the complete coalition assigned to the task has formed.

Definition 1 (Task Graph): Given a set of tasks $T$, the task graph is a directed acyclic graph $G_T = (\mathcal{M}, \mathcal{E})$, where $\mathcal{M} = \{0, 1, \ldots, M\}$ is the vertex set corresponding to tasks and $\mathcal{E}$ is the edge set corresponding to task relationships. The vertex 0 represents a virtual “source” node, and all other vertices correspond to actual tasks. We add a directed edge $(i, j)$ to the set $\mathcal{E}$ if there exists a precedence relationship between tasks $T_i$ and $T_j$ such that the reward $r_i$ associated with task $T_i$ impacts the reward $r_j$ from task $T_j$. We add an edge from the source node $T_0$ to all tasks without preceding neighbors, resulting in a directed acyclic graph.

Furthermore, let $\mathcal{R}$ represent the index set of $N$ robots available to execute the tasks. Let $x_{rk}^{T_k} \in \{0, 1\}$ indicate whether a robot $r \in \mathcal{R}$ executes task $k \in \mathcal{M}$ during the mission. We define a robot coalition $C_j$ as the set of robots allocated to task $T_j$. Furthermore, let $C_j = |C_j|$ represent the size of the coalition, where $|\cdot|$ is the set cardinality operator.
We now model the impact of the precedence relationships on the reward $r_j$ for each task $T_j$.

Definition 3 (Task Influence Function): The influence function $\delta_{ij}(r_i) : \mathbb{R} \rightarrow \mathbb{R}$, $(i,j) \in \mathcal{E}$ returns a scalar that quantifies the extent to which the performance of the robots on task $T_j$ hinders or facilitates the execution of task $T_j$. In other words, it models the influence of task reward $r_i$ on $r_j$.

The task influence function provides a generalization of precedence constraints commonly studied in task allocation models. Typical approaches model task precedence as a binary construct: a dependent task may be executed only if a preceding task is completed with performance above a certain threshold. In contrast, representing $\delta_{ij}$ as a function enables the modeling of complex relationships between tasks often found in real-world scenarios. For instance, as shown in Figure 3, the performance of an exploration or a coverage task could be sub-linearly related to the performance of a subsequent transportation or foraging task. Similarly, the performance of a foundation leveling task could influence the performance of future construction tasks on top of that foundation. Furthermore, our formulation can also represent a classical “binary” precedence constraint by choosing $\delta_{ij}$ as a step function.

When a task $T_j$ has multiple incident edges, the outputs of these multiple influence functions must be aggregated over the set of incoming precedence neighbors. $N_{ij}^\text{in} = \{T_i \mid (i,j) \in \mathcal{E}\}$.

Definition 4 (Task Influence Aggregation Function): The task influence aggregation function $\alpha_j : \mathbb{R}^{\mathcal{N}_{ij}^\text{in}} \rightarrow \mathbb{R}$ takes as an input the set of influencing rewards $\{r_i \mid i \in N_{ij}^\text{in}\}$ and outputs a value representing the total influence of preceding tasks on the reward $r_j$ associated with task $T_j$.

For instance, the task influence aggregation function can be set to $\sum_{i \in N_{ij}^\text{in}} \delta_{ij}(r_i)$ to represent the case where completing any preceding task can result in reward on task $T_j$, or to $\prod_{i \in N_{ij}^\text{in}} \delta_{ij}(r_i)$ to represent the case when all preceding tasks must be sufficiently completed to achieve favorable performance on task $T_j$.

B. Composing Final Task Rewards

The reward $r_j$ accrued by each task $T_j$ represents the quality of the outcome of the task.

$$r_j = \rho_j(C_j) \uparrow_j \alpha_j \left(\{\delta_{ij}(r_i) \mid i \in N_{ij}^\text{in}\}\right)$$  (1)

In the context of task $T_j$, the symbol $\uparrow_j$ represents a function that combines outputs of the coalition function $\rho_j$ and aggregated influence function $\alpha_j$. For example, summing $\rho_j$ and $\alpha_j$ can represent a “soft” constraint, where the reward is non-zero even if precedence-related tasks are incomplete. Alternatively, the product of $\rho_j$ and $\alpha_j$ could be interpreted as a “hard” constraint, where a zero aggregated influence value results in a task reward of zero.

Taken together, the task graph $\mathcal{G}_T$, the set of coalition, aggregation, and $\uparrow_j$ functions on its vertices, $\{\rho_j, \alpha_j, \uparrow_j\}$, $\forall j \in \mathcal{M}$, and the set of influence functions defined over its edges $\{\delta_{jk}\}$, $\forall(j,k) \in \mathcal{E}$ completely specify the mission.

C. Problem Statement, Characteristics, and Assumptions

The primary objective of the MRTA problem is to generate a set of feasible robot-task assignments $x_{rk}^* \forall r \in \mathcal{R}, k \in \mathcal{M}$, forming a set of coalitions $C$ that maximizes the rewards obtained over all tasks:

$$\max_{c, r} \sum_{j=1}^{M} r_j$$  (2)

while satisfying the following constraints: (i) the last task is completed by the robots before the makespan constraint time.
$T_f$, (ii) robots may only work on one task at a time, (iii) the robot-task assignments respect the precedence relationships defined over the graph edges $(i, j) \in \mathcal{E}$, (iv) the task coalitions do not exceed the total number of robots $N$. We assume that all reward functions are non-negative. See Sections IV and V for specific instantiations of these constraints.

This MRTA problem is NP-hard, which can be shown by reducing an instance of the NP-hard 0-1 knapsack problem [28] to an instance of this problem by considering the single-robot case where each item in the knapsack problem corresponds to a task in the MRTA problem, item weights are task durations, item values are task rewards, and the weight capacity of the knapsack is the time budget.

IV. FLOW-BASED SOLUTION TO THE TASK GRAPH

In this section, we represent the MRTA problem described in Section III-C over the directed acyclic task graph, as a min-cost network flow problem. By reinterpreting the robot coalitions assigned to tasks as flows between edges in the task graph, we compute a set of reward-maximizing flows $\{f_{ij}\}$ along the edges $(i, j) \in \mathcal{E}$.

Definition 5 (Robot Flows): Let $f_{ij} \in [0, 1]$ represent the population fraction of robots flowing along edge $(i, j)$ [Equation (3)]. The robots represented by flow $f_{ij}$ are assigned to complete task $T_i$, followed by task $T_j$. According to this definition, the total available flow at the source node 0 is equal to 1 (4), where $N^\text{out}_j = \{T_j \mid (i, j) \in \mathcal{E}\}$.

$$\sum_{i \in N^\text{out}_j} f_{ij} = C_j / N \quad (3) \quad \sum_{k \in N^\text{out}_0} f_{0k} \leq 1 \quad (4)$$

The number of robots flowing out of a node cannot exceed the number of robots that flow into that node. This physical limitation is represented by the following conservation of flow constraint:

$$\sum_{k \in N^\text{out}_j} f_{jk} \leq \sum_{i \in N^\text{in}_j} f_{ij} \quad \forall j \in \mathcal{M} \quad (5)$$

The representation of task assignments with population fractions results in solution methods that are agnostic to the number of agents in the mission: larger total coalition sizes do not increase computational complexity.

No explicit precedence constraints are necessary in this formulation because precedence relationships are encoded in the graph topology and reward functions. Note that the inequality in (5) allows robots to leave the coalition if necessary. Furthermore, we do not assume any capacity limits on the flow along the task graph edges.

1) Graph Pruning to Satisfy the Makespan Constraint: As described in Section III-C, the makespan of the mission is constrained, and this must be reflected in the network flow formulation. Towards this end, we prune nodes from the task graph if robots cannot complete them within the makespan budget. We generate a makespan graph $G_M = (\mathcal{M}, \mathcal{E})$ with identical topology to the task graph $G_T$. Each path in the graph has a duration equal to the sum of all node durations in the path. Each node $j$ is labeled with a maximum (worst-case) finish time $F_j$ corresponding to the longest duration path that terminates at that node. This conservative definition is necessary because we assume that robot coalitions must be fully formed to begin a task. We prune from the graph any node $j$ for which $F_j > T_f$. Therefore, any flow solution over the pruned graph will respect the makespan constraint.

2) Rounding of Population Fraction: Additionally, the flow-based solution deals in the continuous measure of population fraction, whereas real-world task allocation requires discrete quantities of robots in order to compute a task schedule for each robot. In order to translate flow solutions into realistic allocations of robots to tasks, we apply a rounding algorithm. Iterating over the nodes in the task graph in a topologically sorted manner, we compute a minimum error rounding of the flows along the outgoing edges that respects the flow conservation constraints (5). This results in a vector of integer flows that can be converted to individual robot schedules.

A. Non-Linear Programming (NLP) Flow Solution

Our primary approach to solving the task allocation problem via network flow is through nonlinear programming, using an off-the-shelf solver [29]. The objective is to maximize the task reward sum (2) on the pruned graph via a set of flows $\{f_{ij} \mid (i, j) \in \mathcal{E}\}$ respecting the constraints (4) and (5).

B. Greedy One-Step Lookahead Flow Solution

Because we have no solver that guarantees a globally optimal solution to the task graph problem, we develop a greedy one-step lookahead algorithm as a basis of comparison for the NLP solution. The greedy algorithm starts from node 0 and proceeds sequentially through the graph nodes in topological order. For each node $T_j$, the greedy algorithm allocates all available flow among the outgoing edges of the node according to which allocation maximizes the rewards of the outgoing neighborhood $\sum_{k \in N^\text{out}_j} r_k$. This local maximum is computed by first taking the best of 50 random samples of the outgoing flow space. We then perform gradient ascent on the reward sum $\sum_{k \in N^\text{out}_j} r_k$ to come to the final values for the outgoing edges of $T_j$. This one-step lookahead is myopic but computationally simple. The gradient ascent step requires task coalition functions and aggregation functions to be differentiable.

V. MIXED INTEGER NON-LINEAR PROGRAMMING (MINLP) SOLUTION TO THE TASK GRAPH

This section describes a mixed integer non-linear programming (MINLP) approach, which leverages the mission model from Section III but differs from the flow-based approach in two crucial ways: (1) plans are constructed robot-wise, generating an ordered schedule of tasks for each robot; (2) the robots can switch branches of the task graph. The objective is to maximize the total reward, as described in Equations (1) and (2), with the coalition size of robots assigned to a task $T_k$, $k \in \mathcal{M}$ given by $C_k = \sum_{r \in R} t^r_k$.

We let non-negative continuous variables $S_k$ and $F_k$ denote the start and the finish times for the task $T_k$. Additionally, let the binary variable $x_k$ be non-zero when the task $T_k$ is executed by at least one robot, as ensured by constraints (6).
below. The precedence relationships are dictated by the task graph \( G_T = (M, E) \). The following constraints (7) and (8), with the help of auxiliary binary variables \( w_{ij} \), ensure that for an edge \((i, j) \in E\), the preceding task \( T_i \) is executed before the dependent task \( T_j \), if and only if both \( T_i \) and \( T_j \) are executed. Furthermore, for each executed task, we need to ensure that the duration constraints (9) are enforced.

\[
x_k \geq x_k^r, \forall a \in \mathcal{R} \quad \text{and} \quad x_k \leq \sum_{r \in \mathcal{R}} x_k^r, \quad \forall k \in \mathcal{M} \quad (6)
\]

\[
w_{ij}(S_j - F_i) \geq 0, \quad w_{ij} \geq x_i + x_j - 1, \quad (7)
\]

\[
w_{ij} \leq x_i, \quad w_{ij} \leq x_j, \quad \text{and} \quad w_{ij} \in \{0, 1\}, \quad \forall (i, j) \in E \quad (8)
\]

\[
x_k (F_k - S_k) \geq x_k d_k, \quad \forall k \in \mathcal{M} \quad (9)
\]

The rest of the constraints follow from the formulation by Nunes et al. [8]. Binary variables \( z_{k'}^r \) denote if \( k \) is the last task executed by the robot \( r \), and binary variables \( o_{kk'}^r \) denote if robot \( r \) executes a task \( k' \in \mathcal{M} \) immediately after task \( k \).

\[
\sum_{k \in \mathcal{M}} o_{kk'}^r = x_{k'}^r, \quad \forall r \in \mathcal{R}, \forall k' \in \mathcal{M}
\]

\[
\sum_{k' \in \mathcal{M}} o_{kk'}^r + z_{k}^r = x_{k}^r, \quad \forall r \in \mathcal{R}, \forall k \in \overline{\mathcal{M}}
\]

\[
\sum_{k \in \mathcal{M}} x_k z_k^r = 1, \quad x_0^r = 1, \quad \forall r \in \mathcal{R}
\]

\[
o_{kk'}^r (S_{k'} - F_k) \geq 0, \quad \forall k \in \overline{\mathcal{M}}, \forall k' \in \mathcal{M}
\]

\[
F_k \leq T_f, \quad \forall k \in \mathcal{M}
\]

Given the computational complexity of solving a mixed-integer problem with non-linear constraints, this approach is more applicable to instances with sparser precedence relationships and fewer robots. Nevertheless, as solving the MILNP provides an optimal solution when solved to convergence, it serves as a benchmark for heuristic solvers. The MINLP formulation admits a trivial solution corresponding to none of the tasks being executed. Thus, when solved using methods such as branch-and-bound, it always maintains a set of feasible solutions, and the solver can be terminated anytime to obtain a non-optimal feasible solution.

VI. EXPERIMENTAL EVALUATION

We evaluate the three algorithms on two simulated sets of scenarios. The first generates random task graphs given a target number of tasks. The second is a block dry-stacking scenario that represents the mission structures present in autonomous construction settings. All experiments were run on a desktop computer with an 8-core Intel Core i7-9700 CPU. Our implementation uses the PySCIPOpt optimization suite [30], [31] as the solver for the MINLP approach and SciPy optimize [29] for the flow-based NLP approach.

A. Random Graph Generator Platform and Experiments

We developed a random graph generator that generates graphs with random topologies and reward functions, allowing us to explore the mission specification space broadly. We specify a target number of tasks, and randomly generate coalition and influence functions. We sample from polynomial, sub-linear, and sigmoid functions (a smoothed approximation of a step function) with randomized parameters. We sample randomly between using a sum and product as \( z_i \), which combines the coalition and influence function outputs. For these experiments, we use the sum operation as our influence aggregation function \( o_{ij} \) for each task \( T_j \).

1) Experiment 1: Number of Tasks: In this experiment, we evaluate the impact of the number of tasks in the mission on the relative performance of the three solution methods. For each number of tasks, we conduct ten trials consisting of unique randomly generated task graphs. For this experiment, we use 4 agents, a makespan constraint \( T_f = 0.6 \sum_{j \in \mathcal{M}} d_j \), and limit computation time to 10 minutes per trial.

In Figure 4 (left), we examine the portion of the domain in which the MINLP solution consistently computes a non-trivial feasible solution: \( \leq 20 \) tasks. We graph the mean of rewards normalized by the MINLP reward for each trial, e.g., if the reward from the flow NLP solution is 20% higher than the reward from the MINLP solution, we report 1.2.

In Figure 4 (right), we show the full domain we tested, normalize the results by the greedy flow solution, and graph the MINLP results only when feasible and non-trivial. On average over all trials in the full domain, the flow-based NLP approach outperforms the greedy approach by 30% and takes on average 10% the time of the greedy approach to compute a solution.

2) Experiment 2: Number of Agents: Experiment 2 evaluates the relative performance of the solution methods as the number of agents varies. We test with total agent populations of \( \{2, 4, 6, 10, 15, 20\} \), and conduct 10 trials with unique randomly generated task graphs for each value. For this experiment, we use 10 tasks, a makespan constraint \( T_f = 0.6 \sum_{j \in \mathcal{M}} d_j \), and limit computation time to 10 minutes per trial.
In this paper, we present a framework that models coordination and cooperation in missions consisting of inter-dependent multi-robot tasks. Our task graph formulation, coupled with expressive task precedence relationships and reward-based coalition models, enabled the automatic generation of task plans in such complex missions. We presented flow-based solution approaches that use a coalition fraction to scale to problems with any number of agents. These approaches perform faster and better than the mixed integer approach on large problem sizes by leveraging the fundamental graph structure of the task allocation problem.

### B. Autonomous Construction Platform and Experiments

In order to evaluate our system on task graphs derived from realistic mission structures, we created a dry-stacking testbed. We generate block towers with \{8, 12, 16, 20\} blocks, with 5 random trials for each value. We test all three solution methods, and report the rewards of the NLP flow and greedy flow solutions, normalized by the MINLP reward on each trial. Figure 7 illustrates the block tower, corresponding task graph, and the solution schedules of the NLP flow and MINLP solutions for one autonomous construction example.

As this experiment demonstrates, the MINLP approach solves small problems optimally but performs poorly on large problems. The flow-based NLP approach provides high-quality solutions albeit non-optimal but boasts orders of magnitude faster computation. This enables solving much larger problems and makes it well-suited to online applications, which we will explore in future work.

### VII. Conclusion

In this paper, we presented a framework that models coordination and cooperation in missions consisting of inter-dependent multi-robot tasks. Our task graph formulation, coupled with expressive task precedence relationships and reward-based coalition models, enabled the automatic generation of task plans in such complex missions. We presented flow-based solution approaches that use a coalition fraction to scale to problems with any number of agents. These approaches perform faster and better than the mixed integer approach on large problem sizes by leveraging the fundamental graph structure of the task allocation problem.

---

**TABLE I**

**AUTONOMOUS CONSTRUCTION EXPERIMENT RESULTS**

| No. Tasks | Norm. NLP | Norm. Greedy |
|-----------|-----------|--------------|
| 8         | 0.944     | 0.656        |
| 12        | 2.299     | 1.644        |
| 16        | 1.874     | 1.311        |
| 20        | 1.843     | 1.117        |

---

**Fig. 5.** Experiment 2 demonstrates the impact of the number of agents in the coalition on the performance of the three solution methods. We plot reward (left) and computation time (right). The rewards are normalized by the MINLP solution. As the number of agents increases, the MINLP problem size grows, whereas the flow-based solutions only get more accurate, due to decreased rounding error.

**Fig. 6.** The reward accrued by the NLP flow approach (left) and the greedy flow approach (right) for varying makespan constraint and number of tasks. The rewards are normalized by the MINLP reward. The flow-based approaches perform worse than the MINLP on small problems with a tight makespan constraint, but outperform on problems larger than 8 tasks. The MINLP approach fails to compute a non-trivial solution on larger problems than those shown here.

**Fig. 7.** (a) Generated autonomous construction graph. Start and end nodes are labeled “S” and “E”. (b) Corresponding block tower. (c) Construction solution schedules for NLP (flow) and MINLP solutions. The makespan constraint is set to 2.79, shown as the vertical black line. In this example, the MINLP approach is able to allocate a group of agents to perform task 2 followed by task 1, while the flow-based approaches must divide agents among the edges (0,1), (0,2), and (0,3).
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