Calculus of a kind of improper integral
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Abstract. The calculation of improper integral is of great importance. In this paper, we consider a kind of real improper integral using the method of complex analysis and prove the equation
\[ \int_0^{\infty} \frac{x^\alpha}{(1+x^\beta)} \, dx = \frac{\pi}{\beta \sin\frac{\pi\alpha}{\beta}} \] Firstly we give the condition for the convergence of the improper integral \( \int_0^{\infty} \frac{x^\alpha}{(1+x^\beta)} \, dx \) when \( 0 < \alpha < \beta \), so we can see the integrand as a complex function.

This function is defined on a simply connected set not containing zero to ensure that the function is holomorphic. We use three methods to prove the equation. In the first method, we choose a certain closed path as the boundary of the simply connected set, compute the integral along the path by the Residue Formula according to Cauchy’s Theorem, and obtain the value of the real improper integral. In the second method, we use Mellin transform, while the idea is similar to that of the Residue Formula. In the third method, we find that the path we choose becomes simpler by a variable substitution. The function that is integrated along the new path does not have the problem of multivaluedness, so we do not have to define it on a simply connect set. Moreover, using the method of complex analysis, we prove that the equation holds when \( \alpha, \beta \) are complex numbers, and the condition is about the real parts of \( \alpha \) and \( \beta \), i.e., \( 0 < \Re \alpha < \Re \beta \). The real improper integral is just a particular case where \( \alpha, \beta \) are real numbers. We compute the value of such kind of complex improper integral by some calculation and simplification, which is exactly \( \frac{\pi}{\beta \sin\frac{\pi\alpha}{\beta}} \). We find the relationship between this integral and gamma function. The equation can prove a property of gamma function. We prove that the equation holds when \( \alpha, \beta \) are complex numbers, and the condition becomes \( 0 < \Re \alpha < \Re \beta \). We hope that this can be used in the research of more properties of the gamma function. The proof of the equation reminds us of a way of calculating such kinds of real improper integrals.

1. Introduction
There are many ways to compute improper integral. Vigirdas Mackevičius talked about ways to compute different kinds of improper integrals [1]. Miklós Laczkovich and Vera T. Sós gave ways to solve problems whose solutions require us to integrate functions on unbounded intervals [2]. Sometimes rules for the integral of real functions can not be used to compute improper integral, and we can solve this kind of problem by means of complex integral.
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Before computing, we first emphasize the convergence of the real improper integral. Thus we have to give the necessary condition for the convergence of the real improper integral. Gray Walls researched the divergence of improper integral and gave its condition [3]. Xiangfeng Yang proved the convergence under some restrictions on real-valued functions [4]. Qinpeng Cai discussed the convergence problem for fuzzy complex integrals concerning several convergence theories [5]. Azizullah Paeyndah showed that the methods and techniques used in the integration of real-valued functions are not applicable in complex integral. The first and foremost method of the complex integral is residue [6], so it is necessary to compute the real improper integral via complex integral along a closed path. Serge Lvovski studied integrals over piecewise smooth paths [7]. We mention the book, where some theories of complex analysis of integral along paths were presented [8-12]. Integrals that appear in singular integral equations are usually principal value integrals [13-15], while those in hyper-singular integral equations are usually finite part integrals [16-18]. Ricardo Estrada showed that a suitable variation of the well-known residue formula holds when an analytic function has isolated essential singularities along the integration contour [19]. Masahiko Yamazaki, Hiroshi Yamazaki, Katsumi Wasaki, and Yasunari Shidama proved that the complex integration of complex curve’s connection is the sum of each complex integral of the individual complex curve [20]. So we use the Risedue formula to compute the complex integral along the closed contour, which is the sum of the integral of four parts of the contour.

We find that this real integral can be interpreted as Mellin integral transform. There have been researches on Mellin transform. Urs Graf established the connection of the classical Mellin transform with the two-sided Laplace transform [21]. Yuri Luchko and Virginia Kiryakova demonstrated the role of the Mellin integral transform in Fractional Calculus [22]. Yonggong Peng, Yixian Wang, Xianguwu Zuo, and Lihua Gong formulated a similar version of Mellin transform by referring to the Parseval theorem of Fourier transform [23]. Here we introduce Mellin also transform by complex integral along particular contours.

Helene Barucq, Vanessa Mattesi, and Sébastien Tordeux used a rectangular closed path when expliciting the relation between the behavior of a function and the domain of analyticity of its Mellin transform [24]. By changes in variables, Yury et al. turned the Mellin transform into the Fourier and Laplace transforms [25]. Inspired by their work, we use a variable substitution and find a rectangular closed path, avoiding multivaluedness.

In this paper, we consider the equation when $\alpha, \beta$ are complex numbers under the condition $0 \leq \Re \alpha \leq \Re \beta$. This work has not been done before. Hussam et al. investigated the properties of Mellin transform and the relationship between Mellin transform of some special functions and gamma function [26]. Choi et al. developed a variety of integral representations for some gamma functions [27]. Derkachov et al. discussed complex Gamma function integrals [28]. Their work reminds us that there may be some relationship with the real improper integral and gamma function.

2. Mechanism

This section should recall some definitions and present some auxiliary theorems and lemmas, which will play important roles in our proofs. We begin with recalling the definition of the Residue.

2.1. Definition 2.1

Laurent expansion of a function at a point is expressed as

$$f(z) = \sum_{n=-\infty}^{\infty} a_n (z - z_0)^n$$

where $a_{-1}$ is called the residue of $f(z)$ at $z_0$. We denote it as $a_{-1} = \text{Res}_{z_0} f$.

Without a doubt, the most basic and the most important theorem for us is the Residue Formula. For proving the Residue Formula, we should first present the Cauchy Integral Theorem and its lemma [29]. We notice that the Mellin Transform can make our proof easier.

2.2. Theorem 2.1

We assume that the following $f(z)$ is analytic except for a finite number of poles, none of which lies on the positive real axis. Then
\[ \int_0^\infty f(x)x^{\alpha-1}dx = -\frac{\pi e^{-i\pi\alpha}}{\sin \pi \alpha} \sum \text{residues of } f(z)z^{\alpha-1} \text{ at the poles of } f, \text{ excluding the residue at 0} \]  

(2)

Proof:

The contour C consists of four paths, as is shown in Figure 1:

\[ \eta: re^{i(2\pi - \phi)}, \epsilon \leq r \leq R, \]
\[ \gamma: re^{i\phi}, \epsilon \leq r \leq R, \]
\[ C_e: e^{i(2\pi - \phi)}, \phi \leq \theta \leq 2\pi - \phi, \]
\[ C_R: Re^{i\theta}, \phi \leq \theta \leq 2\pi - \phi \]  

(3)

Here, \( \phi \) is the angle between the straight path and the positive direction of the x axis.

According to the Residue Formula,

\[ \int_C f(z)z^{\alpha-1}dz = 2\pi i \sum \text{residues of } f(z)z^{\alpha-1} \text{ at the poles of } f, \text{ excluding the residue at 0} \]  

(4)

which is equivalent to

\[ \int_{C_e} f(z)z^{\alpha-1}dz + \int_{\gamma} f(z)z^{\alpha-1}dz + \int_{C_R} f(z)z^{\alpha-1}dz + \int_{\eta} f(z)z^{\alpha-1}dz \]

\[ = 2\pi i \sum \text{residues of } f(z)z^{\alpha-1} \text{ at the poles of } f, \text{ excluding the residue at 0}. \]  

(5)

We have

\[ |\int_{C_e} f(z)z^{\alpha-1}dz| \leq 2\pi \epsilon |z|^{\alpha-1} \leq 2\pi \epsilon^\alpha \]  

(6)

\[ |\int_{C_R} f(z)z^{\alpha-1}dz| \leq 2\pi R^{\alpha-\beta} \]  

(7)

Hence

\[ \int_{C_e} f(z)z^{\alpha-1}dz \to 0, \text{ when } \epsilon \to 0 \]

(8)

\[ \int_{C_R} f(z)z^{\alpha-1}dz \to 0, \text{ when } R \to \infty \]  

(9)

We also have when \( \phi \to 0 \)
\begin{align}
\int_{\gamma} f(z)z^{a-1} \, dz &\rightarrow \int_{\varepsilon}^{R} f(x)x^{a-1} \, dx \\
\int_{\eta} f(z)z^{a-1} \, dz &\rightarrow \int_{R}^{\infty} f \left( re^{i(2\pi-\varphi)} \right) r^{a-1} e^{i(2\pi-\varphi)(a-1)} \, dr \left( re^{i2\pi} \right) \\
&\rightarrow -e^{i2\pi a} \int_{\varepsilon}^{R} f(r) r^{a-1} e^{i2\pi a} \, dr 
\end{align}

(10)

Using the equation (5), when \( \varepsilon \rightarrow 0, R \rightarrow \infty, \varphi \rightarrow 0 \) we can get

\[ 0 + \int_{0}^{\infty} f(x)x^{a-1} \, dx + 0 + \left( -e^{i2\pi a} \int_{0}^{\infty} f(x)x^{a-1} \, dx \right) \]

\[ = 2\pi i \sum \text{residues of } f(z)z^{a-1} \text{ at the poles of } f \text{, excluding the residue at 0} \]

Actually, the above equation (4) is similar to

\[ (1 - e^{i2\pi a}) \int_{0}^{\infty} f(x)x^{a-1} \, dx \]

\[ = 2\pi i \sum \text{residues of } f(z)z^{a-1} \text{ at the poles of } f \text{, excluding the residue at 0} \]

At last, we obtain

\[ \int_{0}^{\infty} f(x)x^{a-1} \, dx \]

\[ = -\frac{\pi e^{-i\pi a}}{\sin \pi a} \sum \text{residues of } f(z)z^{a-1} \text{ at the poles of } f \text{, excluding the residue at 0} \]

Q.E.D.

2.3. Lemma 2.1

The improper integral

\[ \int_{0}^{\infty} f(x)x^{a} \, dx \]

is valid under the conditions:

- There exists a number \( b > \alpha \) s.t.

\[ |f(z)| \leq \frac{1}{|z|^b} \text{ for } |z| \rightarrow \infty \]

(16)

- There exists a number \( 0 < b' < \alpha \) s.t..

\[ |f(z)| \leq \frac{1}{|z|^{b'}} \text{ for } |z| \rightarrow 0 \]

(17)

2.4. Theorem 2.2

Let \( f \) be continuous on an open set \( U \), and suppose that \( f \) has a primitive \( g \), that is, \( g \) is holomorphic and \( g' = f \). Let \( \alpha \) and \( \beta \) be two points of \( U \), and let \( \gamma \) be a path in \( U \) joining \( \alpha \) to \( \beta \). Then

\[ \int_{\gamma} f = g(\beta) - g(\alpha) \]

(18)

and in particular, this integral depends only on the beginning and endpoint of the path. It is independent of the path itself.

Proof:

Assume first that the path is a curve. Then

\[ \int_{\gamma} f(z) \, dz = \int_{a}^{b} g'(\gamma(t))\gamma'(t) \, dt \]

(19)
By the chain rule, the expression under the integral sign is the derivative
\[
\frac{d}{dt} g(\gamma(t))
\]  
(20)

Hence by ordinary calculus, the integral is equal to
\[
g(\gamma(t))\big|_a^b = g(\gamma(b)) - g(\gamma(a))
\]  
(21)

which proves the theorem in this case. In general, if the path consists of curves \( \gamma_1, \ldots, \gamma_n \), and \( z_j \) is the endpoint of \( \gamma_j \), then by the case we have just settled, we find
\[
\int_{\gamma} f = g(z_1) - g(z_0) + g(z_2) - g(z_1) + \cdots + g(z_n) - g(z_{n-1}) = g(z_n) - g(z_0)
\]  
(22)

which proves the theorem.

Q.E.D.

The theorem has a corollary as follows.

2.5. Lemma 2.2

Let \( f \) be holomorphic on \( U \). Let \( \gamma_i: [a_i, a_{i+1}] \to U \) be the restriction of \( \gamma \) to the smaller interval \( [a_i, a_{i+1}] \). Then
\[
\int_{\gamma} f = \sum_{i=0}^{n-1} \int_{\gamma_i} f
\]  
(23)

We omit the proof as it is straightforward.

2.6. Theorem 2.3

Let \( D \) be a closed disc of positive radius, and the contour \( C \) the boundary of \( \overline{D} \). The function \( f \) is holomorphic in \( D \) except \( a_1, a_2, \ldots, a_n \) and is continuous on \( \overline{D} \) except \( a_1, a_2, \ldots, a_n \). Then we can obtain
\[
\int_C f(z)\,dz = 2\pi i \sum \text{Res } f(z)
\]  
(24)

Proof:

Let \( \Gamma_k: |z - a_k| = \rho_k \) be the circle of sufficiently small radius \( \rho_k \) centered at \( a_k \) \( (k=1, 2, \ldots, n) \). Besides, we shall have all of these circles contained in \( D \) and isolated. Applying Lemma 2.1, we obtain
\[
\int_C f(z)\,dz = \sum_{k=1}^{n} \int_{\Gamma_k} f(z)\,dz
\]  
(25)

According to Definition 2.1, we have
\[
\int_{\Gamma_k} f(z)\,dz = 2\pi i \text{Res }_{z=a_k} f(z)
\]  
(26)

After substituting the above equation (9), we can prove
\[
\int_C f(z)\,dz = 2\pi i \sum \text{Res } f(z)
\]  
(27)

Q.E.D.

We would use the gamma function on a special occasion, so we present its definition and one of its important identities \([30]\).

2.7. Lemma 2.2

Let \( \gamma \) be the Euler constant, that is
\[
\gamma = \lim_{n \to \infty} \left( 1 + \frac{1}{2} + \cdots + \frac{1}{n} - \ln(n) \right)
\]  
(28)

By the general theory of Weierstrass products, there is an entire function \( g(z) \) whose zeros are the negative integers and 0, having the Weierstrass product
We define the gamma function to be

\[ \Gamma(z) = \lim_{n \to \infty} \left( \frac{n!}{n^n} \right)^{1/n} \]

so that

\[ \frac{1}{\Gamma(z)} = e^{-\gamma z} \sum_{n=0}^{\infty} \frac{z^n}{n!} \]

(30)

2.8. Theorem 2.4

\[ \Gamma(z) \Gamma(1-z) = \frac{\pi}{\sin \pi z} \]

(31)

The gamma function has poles of order 1 at the negative integers. We record at once its logarithmic derivative

\[ -\frac{\Gamma'}{\Gamma(z)} = \frac{g'}{g(z)} = \frac{1}{z} + \gamma + \sum_{n=1}^{\infty} \left( \frac{1}{z+n} - \frac{1}{n} \right) \]

(32)

The Euler constant is the unique constant such that the Weierstrass product for \( g \) satisfies the property

\[ g(z+1) = \frac{1}{z} g(z) \]

(33)

and therefore, the gamma function satisfies the property

\[ \Gamma(z+1) = z \Gamma(z) \]

(34)

To prove this, let \( g_1 = z^{-1} g(z) \), so that \( g_1(0) = 1 \). Taking logarithmic derivatives, we find immediately that

\[ \frac{g'}{g(z+1)} = \frac{1}{z+1} + \gamma + \sum_{n=1}^{\infty} \left( \frac{1}{z+n} - \frac{1}{n} \right) = \frac{g_1'}{g_1(z)} \]

(35)

Next comes the identity

\[ \Gamma(z) \Gamma(1-z) = \frac{\pi}{\sin \pi z} \]

(36)

To prove this, we note that from the Weierstrass products,

\[ \Gamma(z) \Gamma(-z) = -\frac{1}{z^2} \prod_{n=1}^{\infty} \left( 1 - \frac{z^2}{n^2} \right) = -\frac{\pi}{z \sin \pi z} \]

(37)

Using the equation (35), we finally obtain the equation (32).

3. Results

In this section, we prove the equation

\[ \int_{0}^{\infty} \frac{x^\alpha}{(1+x^\beta)} dx = \frac{\pi}{\beta \sin \pi \alpha}, (\alpha, \beta \in \mathbb{R}) \]

(38)

Let

\[ f(z) = \frac{1}{1+z^\beta} \]

(39)

Now that

\[ |f(z)| = \left| \frac{1}{1+z^\beta} \right| \leq \frac{1}{|z|^\beta} \text{ for } |z| \to \infty \]

(40)

For the convergence of \( \int_{0}^{1} f(x)x^\alpha dx \), there must exist a number \( 0 < b' < \alpha \) s.t. \( |f(z)| \leq \frac{1}{|z|^{b'}} \) for \( |z| \to 0 \) as long as \( \alpha > 0 \).
We get the condition for the convergence of the improper integral

\[ 0 < \alpha < \beta \]  

(41)

The integrand \( f(z)z^{\alpha-1} \) is not holomorphic on the whole complex plane because

- Obviously \( f(z)z^{\alpha-1} \) is not holomorphic at zero.
- We define an exponential function in complex field as:

\[ z^\alpha = e^{a \log z} = e^{a \left( \log|z| + i2\pi k \right)}, k \text{ is arbitrary integer} \]  

(42)

which shows that \( z^\alpha \) is multivalued on the whole complex plane.

Thus, we have to define the integrand on a simply connected set not containing zero. We shall prove the equation using three methods, method(i), method(ii) and method(iii).

3.1. Method (i)

If we choose such a particular closed contour \( C \) (as shown in Figure 2), then the function \( f(z) \) is holomorphic inside the contour \( C \) except for a simple pole \( z_0 = e^{i\frac{\pi}{\beta}} \)

![Figure 2. Contour C consisting four paths.](image)

According to the Residue Formula,

\[ \oint_C f(z)z^{\alpha-1}dz = 2\pi i \text{Res}(f, z_0) \]  

(44)

which is equivalent to

\[ \int_{C_\epsilon} f(z)z^{\alpha-1}dz + \int_\gamma f(z)z^{\alpha-1}dz + \int_{C_R} f(z)z^{\alpha-1}dz + \int_\eta f(z)z^{\alpha-1}dz = 2\pi i \text{Res}(f, z_0) \]  

(45)

We have

\[ \int_{C_\epsilon} f(z)z^{\alpha-1}dz = \int_0^{2\pi} e^{(\alpha-1)i\theta} e^{i\theta} d\theta = \int_0^{2\pi} e^{\alpha e^{i\theta}} d\theta \]  

(46)

Hence

\[ \left| \int_{C_\epsilon} f(z)z^{\alpha-1}dz \right| = \left| \int_0^{2\pi} e^{\alpha e^{i\theta}} d\theta \right| \leq \int_0^{2\pi} e^{\beta e^{i\theta}} + 1 d\theta \leq \frac{2\pi}{\beta} e^{\alpha} \]  

(47)
\[ \int_{C_{\epsilon}} f(z)z^{\alpha-1}dz \to 0 \text{ when } \epsilon \to 0, (\text{due to } \alpha > 0) \quad (48) \]

Similarly
\[ \int_{C_{R}} f(z)z^{\alpha-1}dz = \int_{0}^{2\pi} \frac{R^{\alpha-1}e^{i(\alpha-1)\theta}}{R^{\beta}e^{i\beta\theta} + 1} i\epsilon e^{i\theta} \, d\theta = i \int_{0}^{2\pi} \frac{R^{\alpha}e^{i\alpha\theta}}{R^{\beta}e^{i\beta\theta} + 1} \, d\theta \]

Hence
\[ \left| \int_{C_{R}} f(z)z^{\alpha-1}dz \right| = \left| \int_{0}^{2\pi} \frac{R^{\alpha}e^{i\alpha\theta}}{R^{\beta}e^{i\beta\theta} + 1} \, d\theta \right| \leq \int_{0}^{2\pi} \frac{R^{\alpha}e^{i\alpha\theta}}{R^{\beta}e^{i\beta\theta} + 1} \, d\theta \leq \frac{2\pi}{\beta} \frac{R^{\alpha}e^{i\alpha\theta}}{R^{\beta}e^{i\beta\theta} + 1} \leq \frac{2\pi}{\beta} R^{\alpha-\beta} \]

\[ \int_{C_{R}} f(z)z^{\alpha-1}dz \to 0 \text{ when } R \to \infty, (\text{due to } \alpha < \beta) \quad (51) \]

We also have
\[ \int_{\gamma} f(z)z^{\alpha-1}dz = \int_{\epsilon}^{R} f(x)x^{\alpha-1}dx = \int_{\epsilon}^{R} \frac{x^{\alpha-1}}{x^{\beta} + 1} dx \]

\[ \int_{\eta} f(z)z^{\alpha-1}dz = \int_{R}^{\epsilon} f \left( r e^{i\frac{2\pi}{\beta}} \right) r^{\alpha-1}e^{\frac{2(\alpha-1)\pi}{\beta}} d \left( r e^{i\frac{2\pi}{\beta}} \right) \]

\[ = \int_{R}^{\epsilon} r^{\alpha-1}e^{\frac{2\alpha\pi}{\beta}} d r = -e^{\frac{2\alpha\pi}{\beta}} \int_{\epsilon}^{R} \frac{x^{\alpha-1}}{x^{\beta} + 1} dx \]

Hence
\[ \int_{\gamma} f(z)z^{\alpha-1}dz \to \int_{0}^{\infty} \frac{x^{\alpha-1}}{x^{\beta} + 1} dx \text{ when } \epsilon \to 0, R \to \infty \quad (54) \]

\[ \int_{\eta} f(z)z^{\alpha-1}dz \to -e^{\frac{2\alpha\pi}{\beta}} \int_{0}^{\infty} \frac{x^{\alpha-1}}{x^{\beta} + 1} dx \text{ when } \epsilon \to 0, R \to \infty \quad (55) \]

Then, we calculate the residue of the function at the point according to the Residue Formula
\[ \text{Res}(f, z_0) = \lim_{z \to z_0} (z - z_0)f(z) = \lim_{z \to e^{i\frac{\pi}{\beta}}} (z - e^{i\frac{\pi}{\beta}}) f \left( e^{i\frac{\pi}{\beta}} \right) = -e^{\frac{i\alpha\pi}{\beta}} \]

(56)

Since
\[ \int_{C_{\epsilon}} f(z)z^{\alpha-1}dz + \int_{\gamma} f(z)z^{\alpha-1}dz + \int_{C_{R}} f(z)z^{\alpha-1}dz + \int_{\eta} f(z)z^{\alpha-1}dz = 2\pi i \text{Res}(f, z_0) \]

(57)

When \( \epsilon \to 0, R \to \infty \)
\[ 0 + \int_{0}^{\infty} \frac{x^{\alpha-1}}{x^{\beta} + 1} dx + 0 + \left( -e^{\frac{2\alpha\pi}{\beta}} \int_{0}^{\infty} \frac{x^{\alpha-1}}{x^{\beta} + 1} dx \right) = 2\pi i \text{Res}(f, z_0) \]

(58)

which is equivalent to
\[ \left( 1 - e^{\frac{2\alpha\pi}{\beta}} \right) \int_{0}^{\infty} \frac{x^{\alpha-1}}{x^{\beta} + 1} dx = 2\pi i \left( -e^{\frac{\alpha\pi}{\beta}} \right) \]

(59)

Finally, we obtain
\[ \int_{0}^{\infty} \frac{x^{\alpha-1}}{x^{\beta} + 1} dx \]
\[ 2\pi i \left( -\frac{e^{\frac{\alpha \pi}{\beta}}}{1 - e^{\frac{2\alpha \pi}{\beta}}} \right) = \frac{\pi}{\beta \left( e^{\frac{\alpha \pi}{\beta}} - e^{-\frac{\alpha \pi}{\beta}} \right) / 2i} = \frac{\pi}{\beta \sin \frac{\alpha \pi}{\beta}} \] (60)

Q.E.D.

3.2. Method (ii)
Evidently, \( f(z) \) does not have any pole which lies on the positive real axis. Hence we can use Theorem 2.1, and we have \( \text{Res}(f(z)z^{\alpha - 1}, e^{\theta i}) = -\frac{1}{\beta} e^{\alpha \theta i} \), then

\[ \text{Res}(f(z)z^{\alpha - 1}, e^{\theta i}) = -\frac{1}{\beta} e^{\alpha \theta i} \] (61)

To simplify this equation, we assume \( T = e^{\frac{\alpha \pi}{\beta}} \) and obtain

\[ \int_{0}^{\infty} f(x)x^{\alpha - 1} \, dx = \frac{\pi}{\beta} \cdot \frac{2i}{T^{2\beta} - 1} \cdot \frac{T - T^{2\beta + 1}}{1 - T^2} = \frac{\pi}{\beta \sin \frac{\alpha \pi}{\beta}} \] (62)

Q.E.D.

3.3. Method (iii)
Actually, we can use a simple variable substitution \( e^\frac{\alpha \pi}{\beta} = x, \beta a = \alpha \), to prove Eq. (35). Then we only need to prove the following equation:

\[ \int_{-\infty}^{\infty} e^{\alpha t} \frac{dt}{1 + e^t} = \frac{\pi}{\sin \alpha \pi}, \quad 0 < \alpha < 1 \] (63)

This form becomes straightforward to prove because:

- The function \( f(t) = \frac{e^{\alpha t}}{1 + e^t} \) is analytic and holomorphic on the whole complex plane except for its only singularity \( z_0 = \pi i \), avoiding the problem that function \( \frac{z^{\alpha - 1}}{1 + z^\beta} \) is multivalued.
- We do not have to compute integrals along curves but only need to compute integrals along straight lines.

At first, we should choose the rectangular contour C, the length of which is 2R and the width of which is \( 2\pi \).

It consists of four paths, as shown in Figure 3:

\[ \gamma: -R \to R, \]
\[ \eta: R + 2\pi i \to -R + 2\pi i, \]
\[ A: R \to R + 2\pi i, \]
\[ B: -R + 2\pi i \to -R \] (64)

in addition, the only singularity \( z_0 = \pi i \).
According to the Residue Formula

\[ \int f(z)dz = 2\pi i \text{Res}(f, z_0) \]  

which is equivalent to

\[ \int f(z)dz + \int_A f(z)dz + \int_B f(z)dz + \int_C f(z)dz = 2\pi i \text{Res}(f, z_0) \]  

Hence

\[ \left| \int_A f(z)dz \right| \leq \int_0^{2\pi} \frac{e^{a(R+it)}}{1 + e^{R+it}} dt \leq 2\pi e^{(a-1)R} \]  

\[ \int_A f(z)dz \to 0\ , \text{when } R \to \infty (\text{due to } \alpha < 1) \]  

Similarly,

\[ \int_B f(z)dz = \int_0^{2\pi} \frac{e^{a(-R+it)}}{1 + e^{-R+it}} dt \]  

\[ \left| \int_B f(z)dz \right| \leq \int_0^{2\pi} \frac{e^{a(-R+it)}}{1 + e^{-R+it}} dt \leq 2\pi e^{-aR} \]  

\[ \int_B f(z)dz \to 0\ , \text{when } R \to \infty (\text{due to } \alpha > 0) \]  

At the same time, we also have

\[ \int f(z)dz = \int_R^{\infty} \frac{e^{a(t)}}{1 + e^t} dt \]  

\[ \int f(z)dz = \int_{-\infty}^{-R} \frac{e^{a((t+2\pi)i)}}{1 + e^{(t+2\pi)i}} dt = -e^{a2\pi i} \int_{-\infty}^{R} \frac{e^{a(t)}}{1 + e^t} dt. \]  

Then, we calculate the residue of the function at the point \( z_0 \) according to the Residue Formula

\[ \text{Res}(f, z_0) = \lim_{z \to z_0} (z - z_0)f(z) = e^{-a\pi i} \]  

Since

\[ \int f(z)dz + \int_A f(z)dz + \int_{\eta} f(z)dz + \int_B f(z)dz = 2\pi i \text{Res}(f, z_0) \]  

when \( R \to \infty \)
\[
\int_{-\infty}^{\infty} \frac{e^{at}}{1 + e^t} dt + 0 + \left( -e^{a2\pi i} \right) \int_{-\infty}^{\infty} \frac{e^{at}}{1 + e^t} dt + 0 = 2\pi i (e^{-a\pi i})
\] (77)

which is equivalent to

\[
\left(1 - e^{a2\pi i}\right) \int_{-\infty}^{+\infty} \frac{e^{at}}{1 + e^t} dt = 2\pi i (-e^{a\pi i})
\] (78)

At last, we can get the result

\[
\int_{-\infty}^{\infty} \frac{e^{at}}{1 + e^t} dt = \frac{2\pi i e^{a\pi i}}{e^{2a\pi i} - 1} = \frac{\pi}{\sin \pi a}
\] (79)

Q.E.D.

3.4. Complex integral

Consider the situation that \(\alpha, \beta\) are complex numbers. We aim to prove the equation

\[
\int_0^\infty \frac{x^{\alpha}}{(1 + x^\beta)x} dx = \frac{\pi}{\beta \sin \frac{\pi \alpha}{\beta}}, \quad (\alpha, \beta \in \mathbb{Z})
\] (80)

Then the equation we proved is just a case when \(\Im \alpha = \Im \beta = 0\)

The value of \(|x^\alpha|\ (x \in \mathbb{R})\) is only determined by \(\Re \alpha\) and has nothing to do with \(\Im \alpha\), so according to Lemma 2.1, the condition for the convergence of the improper integral \(\int_0^\infty \frac{x^{\alpha}}{(1 + x^\beta)x} dx\ (\alpha, \beta \in \mathbb{Z})\) is

\[0 < \Re \alpha < \Re \beta\]

Let \(\alpha = a + bi, \beta = c + di, \ f(z) = \frac{1}{1 + z^\beta}\).

The convergence condition is equivalent to

\[0 < a < c\] (81)

If we choose such a particular closed contour \(C\) (as shown in Figure 4), then the function \(f(z)\) is holomorphic inside the contour \(C\) except for a simple pole \(z_0 = e^{i\pi\beta}\)

Figure 4. Contour \(C\) consisting four paths.

According to the Residue Formula,

\[
\int_C f(z) z^{\alpha-1} dz = 2\pi i \text{Res}(f, z_0)
\] (83)

which is equivalent to
\[
\int_{C_c} f(z)z^{a-1}dz + \int_{C_R} f(z)z^{a-1}dz + \int_{C_R} f(z)z^{a-1}dz + \int_{\eta} f(z)z^{a-1}dz = 2\pi i \text{Res}(f, z_0) \tag{84}
\]

We have
\[
\int_{C_c} f(z)z^{a-1}dz = \int_0^{2\pi} \frac{z^{a-1}}{\beta + 1} i e^{i \theta} d\theta = i \int_0^{2\pi} \frac{z^a}{\beta + 1} d\theta \tag{85}
\]

Hence
\[
\left| \int_{C_c} f(z)z^{a-1}dz \right| = \left| \int_0^{2\pi} \frac{z^{a-1}}{\beta + 1} d\theta \right| \leq \int_0^{2\pi} \frac{z^a}{\beta + 1} d\theta \leq \frac{2\pi c}{c^2 + d^2} |z^a| \tag{86}
\]

\[
\int_{C_c} f(z)z^{a-1}dz \rightarrow 0 \text{ when } \epsilon \rightarrow 0 \text{ (due to } a > 0) \tag{87}
\]

Similarly
\[
\int_{C_R} f(z)z^{a-1}dz = \int_0^{2\pi} \frac{z^{a-1}}{\beta + 1} i Re^{i \theta} d\theta = i \int_0^{2\pi} \frac{z^a}{\beta + 1} d\theta \tag{88}
\]

Hence
\[
\left| \int_{C_R} f(z)z^{a-1}dz \right| = \left| \int_0^{2\pi} \frac{z^{a-1}}{\beta + 1} d\theta \right| \leq \int_0^{2\pi} \frac{z^a}{\beta + 1} d\theta \leq \frac{2\pi c}{c^2 + d^2} |z^a| \tag{89}
\]

\[
\int_{C_R} f(z)z^{a-1}dz \rightarrow 0 \text{ when } R \rightarrow \infty \text{ (due to } a < c) \tag{90}
\]

We also have
\[
\int_{C_R} f(z)z^{a-1}dz = \int_0^R f(x)x^{a-1}dx = \int_0^R \frac{x^{a-1}}{\beta + 1} dx \tag{91}
\]

\[
\int_{\eta} f(z)z^{a-1}dz = \int_{r \epsilon}^R e^{2\pi d e^{i \epsilon^{c^2+d^2}}} e^{2\pi d (a-1+b)} d \left( re^{c^2+d^2} e^{i \epsilon^{c^2+d^2}} \right) \tag{92}
\]

\[
= \int_{r \epsilon}^R e^{2\pi d (a-1+b)} e^{2\pi d (c+bi)} d \left( re^{c^2+d^2} e^{i \epsilon^{c^2+d^2}} \right) + 1 \tag{93}
\]
\[
\begin{align*}
\int \frac{e^{a+bi}}{c+di} \, dr & = e^{\frac{2\pi a}{\beta}} \int e^{\frac{2\pi a}{\beta} \frac{r^\alpha}{r^\beta + 1}} \, dr \\
& = -e^{\frac{2\pi a}{\beta}} \int e^{\frac{2\pi a}{\beta} \frac{r^\alpha}{r^\beta + 1}} \, dr
\end{align*}
\]

Hence
\[
\int f(z)z^{\alpha-1} \, dz \to \int_0^{\infty} \frac{x^{\alpha-1}}{x^\beta + 1} \, dx \text{ when } \epsilon \to 0, R \to \infty
\]
\[
\int f(z)z^{\alpha-1} \, dz \to -e^{\frac{2\pi a}{\beta}} \int_0^{\infty} \frac{x^{\alpha-1}}{x^\beta + 1} \, dx \text{ when } \epsilon \to 0, R \to \infty
\]

The residue of the function at any point is not affected by whether \(\alpha, \beta\) are real numbers or not, so the residue of \(f(z)z^{\alpha-1}\) at the point \(z_0\) is still \(-e^{\frac{\alpha \pi}{\beta}}\). Since
\[
\int_{c_R} f(z)z^{\alpha-1} \, dz + \int_{c_R} f(z)z^{\alpha-1} \, dz + \int_{c_R} f(z)z^{\alpha-1} \, dz + \int_{c_R} f(z)z^{\alpha-1} \, dz = 2\pi i \text{Res}(f, z_0)
\]
When \(\epsilon \to 0, R \to \infty\)
\[
0 + \int_0^{\infty} \frac{x^{\alpha-1}}{x^\beta + 1} \, dx + 0 \left( -e^{\frac{2\pi a}{\beta}} \int_0^{\infty} \frac{x^{\alpha-1}}{x^\beta + 1} \, dx \right) = 2\pi i \text{Res}(f, z_0)
\]
which is equivalent to
\[
\left( 1 - e^{\frac{2\pi a}{\beta}} \right) \int_0^{\infty} \frac{x^{\alpha-1}}{x^\beta + 1} \, dx = 2\pi i \left( -e^{\frac{\alpha \pi}{\beta}} \right)
\]
Finally, we obtain
\[
\int_0^{\infty} \frac{x^{\alpha-1}}{x^\beta + 1} \, dx = \frac{2\pi i \left( -e^{\frac{\alpha \pi}{\beta}} \right)}{1 - e^{\frac{2\pi a}{\beta}}} = \frac{\pi}{\beta \left( e^{\frac{\alpha \pi}{\beta}} - e^{-\frac{\alpha \pi}{\beta}} \right)} = \frac{\pi}{\beta \sin \frac{\alpha \pi}{\beta}}
\]

Q.E.D.

3.5. Gamma function
When setting \(\beta = 1\), we can obtain something special. We can define Gamma function as
\[
\Gamma(s) = \int_0^{\infty} e^{-t} t^{s-1} \, dt, \text{ for } s > 0
\]
and Gamma function has an interesting identity as we present in Theorem 2.4
\[
\Gamma(s)\Gamma(1-s) = \frac{\pi}{\sin \pi s}
\]
To prove this identity, except for using Weierstrass product, we also can use the conclusion above.
Let \(\beta = 1\), that we get the form
\[
\int_0^{\infty} \frac{x^\alpha}{(1 + x)x} \, dx = \frac{\pi}{\sin \pi \alpha}, \text{ for } 0 < \alpha < 1
\]
Obviously
\[ \Gamma(s) = \int_0^\infty e^{-t} t^{s-1} dt \]  

(102)

use a variable substitution \( v t = u \) to work on \( \Gamma(1 - s) \)

\[ \Gamma(1 - s) = \int_0^\infty e^{-u} u^{-s} du = t \int_0^\infty e^{-vt} (vt)^{-s} dv \]  

(103)

Use the form (35) in the condition that \( \beta = 1 \)

\[ \Gamma(s) \Gamma(1 - s) = \left( \int_0^\infty e^{-t} t^{s-1} dt \right) \left( t \int_0^\infty e^{-vt} (vt)^{-s} dv \right) = \int_0^\infty v^{-s} \frac{\pi}{1 + v} dv = \frac{\pi}{\sin \pi(1 - s)} = \frac{\pi}{\sin \pi s} \]  

(104)

Q.E.D.

4. Conclusion

This formula \( \int_0^\infty \frac{x^\alpha}{(1+x^\beta)x} dx = \frac{\pi}{\beta \sin \frac{\pi \alpha}{\beta}} \) was proved in three ways. Firstly, we used the complex integral along a closed curve. This proof was done by making \( f(z) = \frac{x^\alpha}{(1+z^\beta)z} \) on a simply connected set not containing zero, and by determining that the function \( f(z) \) is holomorphic inside the Contour except for a simple pole consisting of four paths. The calculation of the Residue Formula completed the last step. The second way was carried out by using the Merlin transform, assuming the function \( f(z) = \int_0^\infty f(x)x^\alpha dx \) is analytic with no poles located on the positive real axis except for a finite number of poles. Then we determined Contour and proved the Merlin formula. Therefore, it is straightforward to complete the second way using Merlin's formula. The third way simplified the original formula by using variable substitution, that is, we brought \( x = e^t \) and \( \alpha = \beta \alpha \) into the original formula \( \int_0^\infty \frac{x^\alpha}{(1+x^\beta)x} dx \) and obtained \( \int_0^\infty \frac{e^{\alpha t}}{1+e^t} dt \) which is equal to \( \frac{\pi}{\sin (\alpha \pi)} \) for \( 0 < \alpha < 1 \).

The formula can be proved by proving that \( \int_0^\infty \frac{e^{\alpha t}}{1+e^t} dt = \frac{\pi}{\sin (\alpha \pi)} \). All three ways succeed in proving that \( \int_0^\infty \frac{x^\alpha}{(1+x^\beta)x} dx = \frac{\pi}{\beta \sin \frac{\pi \alpha}{\beta}} \), and on this basis, we have shown that the formula still holds under the condition of broadening from real numbers to complex numbers. As a byproduct, we defined that a Gamma function as \( \Gamma(s) = \int_0^\infty e^{-t} t^{s-1} dt \) for all \( s < 0 \) and we got \( \Gamma(1 - s) = t \int_0^\infty e^{-vt} (vt)^{-s} dv \). Then we obtained the result \( \Gamma(s) \Gamma(1 - s) = \frac{\pi}{\sin (\pi s)} \). This study shows the relationship between a kind of complex improper integral and the gamma function and is of great value. This study can be used in the research of more properties of the gamma function.
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