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Abstract

Optimization algorithms/techniques such as genetic algorithm (GA), particle swarm optimization (PSO) and Gaussian process (GP) have been widely used in the accelerator field to tackle complex design/online optimization problems. However, connecting the algorithm with the optimization problem can be difficult, sometimes even unrealistic, since the algorithms and problems could be implemented in different languages, might require specific resources, or have physical constraints. We introduce an optimization platform named Teepo that is developed to address the above issues. This real-time communication (RTC) based platform is particularly designed to minimize the effort of integrating the algorithms and problems. Once integrated, the users are granted a rich feature set, such as monitoring, controlling, and benchmarking. Some real-life applications of the platform are also discussed.

INTRODUCTION

As the accelerator properties such as beam emittance and brightness are being pushed to their limit, the nonlinear effect is more and more important and must be taken into consideration and handled properly to realize the designed goals in operation. That’s why applying modern optimization algorithms to tune the big machines online to optimize the machine performance has become a trend over the past few years in the accelerator field [1–7]. In a regular online optimization scenario, the evaluation script that controls the machine parameters and reads or calculates the objective to be optimized usually lives in the accelerator control room (ACR), while the codes of optimization algorithms are copied to the same computer in the ACR and adapted to the evaluation script and perform the optimization task there. There are a few problems posed in this simple and straightforward method. If the optimization algorithm was tested in a simulation setup and then copied to the ACR, some reconfiguration may be needed, such as adapting the API to the experimental evaluation script and setting up the algorithm run-time environment. These seemingly trivial tasks could be complicated, time-consuming, and error-prone. The work may need to be done each time a new algorithm is used or a new experimental problem is optimized. Furthermore, it could be a daunting task to connect the algorithm and the evaluation scripts if they are written in different languages.

Sometimes for security considerations an externally developed algorithm run-time environment is not allowed to be deployed in the ACR.

In this study, we developed an online optimization platform, Teepo, to address the aforementioned communication difficulties between the optimization algorithms and application problems. It is task-based, extensible, embeddable, and can be used for optimization and real-time testing. With Teepo, the algorithms and problems can be effortlessly integrated into a real-time messaging service, which gives the ability for the two sides to talk to each other freely. Teepo has been applied to solve real-life remote optimization tasks in several national laboratories, including SLAC and ANL.

PHILOSOPHY

We first analyze the following real-life online optimization case as a way to introduce the philosophy behind Teepo.

Evaluator

Assume that we have a Matlab script that reads and writes the PVs through EPICS. When the optimization algorithm evaluates a solution (a point in the parameter space), the script writes the PVs with the values given by the algorithm, then reads and returns the PV value of the objective. There could be some configurable parameters during the evaluation, such as the waiting time between the PV writing and reading. Therefore, the whole evaluation process can be abstracted as a function:

\[ Y = \text{evaluate}(X, \text{configs}). \] (1)

Here \( X \) and \( Y \) are 2D arrays, have shape of \((n, v)\) and \((n, o)\) respectively, where \( n \) denotes the number of the points to be evaluated, \( v \) the number of the variables, and \( o \) the number of the objectives. Any evaluation process, including simulation, experiment, and parallel evaluation tasks that run on a cluster, could be abstracted as the evaluate function as shown in Eq. (1). In Teepo, we call the evaluation process that has been implemented in the form shown in Eq. (1) an evaluator.

Optimizer

On the other hand, assume the optimization algorithm is a Python script that imports several optimization-related packages, that accepts an evaluate function and tries to optimize it. The algorithm usually takes in parameters such as the dimension of the problem to be optimized, the number of the objectives, and parameters related to the termination conditions. The optimization algorithm can be abstracted...
like this:

\[ [X_{\text{opt}}, Y_{\text{opt}}, \cdots] = \text{optimize}(\text{evaluate}, \text{configs}), \quad (2) \]

where \([X_{\text{opt}}, Y_{\text{opt}}, \cdots]\) are optional return arguments. Any optimization process, including MOGA, GP optimizer, and even a human being who decides which data points to evaluate in the next step, could be abstracted as such a \text{optimize} function as shown in Eq. (2). In Teeport, we call the optimization process implemented in the form shown in Eq. (2) an optimizer.

**Adapter**

Since the evaluator and the optimizer are implemented in different languages, to enable them to talk to each other, Teeport provides an adapter, or client, for each language, and a messaging engine as a middleware between the evaluator and the optimizer. With the corresponding adapter, the data flowing in and out of the optimizer and the evaluator will be normalized to a standard format and subsequently forwarded by the messaging engine to complete the optimization loop. The process is as illustrated in Fig. 1.

**Monitor**

Since the optimization data flow through the Teeport messaging middleware, one can add the control and monitor layers to the middleware, to make the online optimization more controllable and visible. A visualization of the optimization process based on the data flow is called a monitor, and is provided by the Teeport GUI through a browser. Examples of monitors provided by Teeport are shown in Fig. 2.

**FEATURES**

**Remote Online Optimization**

Teeport completely decouples the evaluator and the optimizer, which makes performing an online experimental optimization as simple as doing a local optimization. The workflow to do an online optimization experiment is as follows:

1. Code the experimental evaluator, and integrate it to Teeport with the \text{run_evaluator} API. Teeport will generate an id and assign it to the evaluator.
2. On the local computer, use the Teeport adapter for the language of the optimizer, and get a local \text{evaluate} function through the \text{use_evaluator} API, with the id of the last step.
3. Call the local \text{optimize} function on the local \text{evaluate} function to perform the optimization.

After going through the above steps, the user will be automatically granted a set of features through the Teeport GUI, such as monitoring the optimization progress, pausing or resuming the optimization, terminating the optimization, and so on. Figure 2 left plot shows a monitored single objective optimization task.

**Fast Switch Between Different Optimization Settings**

Since we can run multiple evaluators and optimizers on Teeport, we can switch the optimization settings by: 1) Select the target evaluator and optimizer pair through the Teeport GUI, or 2) Use the \text{use_evaluator} API and/or the \text{use_optimizer} API to get local evaluator and/or optimizer, then do the optimization normally.

The only actions that are needed to switch between the different optimization settings with regard to the code are switching the evaluator/optimizer id and/or update the configurations of the evaluator/optimizer accordingly. The process is visualized in Fig. 3.

**Optimization Performance Comparison**

As data flow between the optimizer and the evaluator through the Teeport platform, Teeport can archive the data for future reference. With this data monitoring and archiving capability, we can easily compare the performance of an optimizer on a series of testing evaluators, or compare the efficiency of different optimizers against the same to-be-optimized evaluator, as shown in the right plot in Fig. 2.
The remote optimization results and more details can be found in the corresponding paper [8].

**Optimization Algorithm Benchmark**

Teeport has the ability to turn a local optimize function into an online optimizer, and provides the user full control: one can start, pause, resume, and terminate it. With this capability, we can benchmark any optimization algorithm effortlessly. One can pick an optimization configuration for the optimizer-evaluator pair, and tells Teeport to repeat the run for multiple times. Teeport will automatically perform statistics on the results of the multiple runs and generate some useful plots (objective mean and variation, Pareto front distribution for multi-objective optimizations, etc) to demonstrate the algorithm performance.

**APPLICATIONS**

**SPEAR3 Beam Loss Rate Remote Optimization**

The most important application of Teeport (which was also the problem that lead to the creation of Teeport) is remote online optimization. Usually to perform a beam-based online optimization, such as the SPEAR3 beam loss rate optimization, one needs to clone the algorithm from the local computer to the ACR computer. With Teeport, to perform a remote online optimization is effortless. For example, below is what was done to optimize the SPEAR3 beam loss rate [8]:

1. Run the beam loss rate evaluation script as an evaluator through the Teeport adapter for Matlab in the ACR.
2. Get the corresponding local evaluator through the Teeport adapter for Matlab on the local laptop.
3. Call the optimize function with the local evaluate function.

The remote optimization results and more details can be found in the corresponding paper [8].

**Enhance MG-GPO With GPy**

In addition to be able to convert an evaluate function to an online evaluator, Teeport is also capable to convert an arbitrary function to an online processor, as long as the function is pure [9] and the arguments and returns of the function are serializable. That means we can use the API provided by packages that are written in different languages through Teeport.

When we were developing MG-GPO [10, 11], initially we were not able to find a good Matlab Guassian process package, which is important as GP modeling part is at the core of the algorithm. In Python, there does exist an excellent GP package called GPy [12]. The problem was, how to use GPy to handle the GP modeling part, while keeping all other logic in Matlab? This is solved with Teeport by running GPy’s GP modeling function as a processor on Teeport, applying the use_processor API to get a Matlab version of the GP modeling function, and using it in our algorithm evolution loop.

**Unified Interface for the Optimization Platforms**

Optimization algorithms have been widely used in the accelerator field, and people are introducing more and more algorithms to tackle the complex optimization problems. While it is usually good to have more options to address a hard problem, it could become problematic when the number of the optimization platforms are overwhelming. There are currently more than 500 optimization platforms, each of them is equipped with a collection of optimization algorithms/test problems. Since the platforms were developed by different people in different fields, and usually targeted different challenges, the usages are quite diverse. This diversity could bring confusion and frustration to the users, especially when the user tries to use the algorithms and test problems from multiple platforms at the same time. Teeport addresses this problem by providing a minimal set of integration APIs to effortlessly integrate the algorithms and test problems. It enables the users to use any of them through a unified API (use_optimizer and use_evaluator), therefore alleviates the problem.

We have already integrated a large number of optimization algorithms and test problem from various platforms, such as PyGMO [13], pymoo [14], PlatEMO [15] and Ocloc Optimizer [16], to Teeport.

**CONCLUSION**

We developed a RTC based online optimization platform, Teeport, to break the communication wall between the optimization algorithms and the application problems that live in different environments. We applied Teeport to perform and control remote online optimizations, monitor and benchmark the performance of the optimization algorithms, and help developing and enhancing algorithms. Teeport has been tested and deployed at SLAC and ANL. More information about Teeport can be found at [17].
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