Nevertheless, users are not programs that can always follow
locations where others can gain access to it, which can be
expected behaviors and temporally leave the machine in
instructions to the letter. A user may deviate from the
specifications that can be modeled by transitional systems [3].
when using software, which are commonly defined in
obligation refers to a set of expectations for a user’s actions
weakening could threat the security on the user’s end. User
considerations regarding user obligation and how its
behavior while maintaining security properties are in demand.
However, most software systems do not take additional
limitations of the OASIS approach, which are careless of
functional consistency, limited revision coverage, low
searching speed and lack of requirement degradation.
In this paper, we propose an efficient algorithm – OACAL
(Obligation, Attack scenario, model Checking And machine
Learning) to automatically generate specification revisions
that maintain the consistency of functionalities in their sub
interfaces using two major approaches: module-based recom-
position and controller synthesis in OASIS respectively. Besides, requirement degradation is
added as an optional strategy for specification selection. For
implementation, we use an existing model checker LTSA [6]
for model checking and Turi Create [7] as a framework for
the machine learning process. The evaluation is conducted as
a comparative study between OASIS and OACAL in terms
of the impact of their different revision coverage and the
searching speed for the eligible specifications (i.e., the
revisions that can satisfy the requirements). In addition, we
theoretically demonstrate the effectiveness of our approach.

The remainder of this paper is organized as follows. Section II gives definitions and explanations of some term-
ologies as the background. Section III firstly introduces
several related works, then focuses on the OASIS approach
and reveals some of its shortcomings based on our study.
Section IV explains our proposal in detail. Section V
evaluates our approach by conducting a case study and an
efficiency analysis, before stepping up to the discussion of
the findings with theoretical proof. At the end, Section VI
concludes by summarizing the paper and outlining potential
future works.
II. BACKGROUND

In this section, some concepts are introduced as the preliminaries to comprehensively understand our work. In this paper, Labeled Transition Systems (LTS) [8] are used to formalize the system specifications and environments.

Definition 1. (Labelled Transition System) An LTS \( \mathcal{M} \) is a 4-tuple \( \mathcal{M} = \langle S, S_0, A, \Lambda \rangle \), where:

- \( S \) is a set of states
- \( S_0 \in S \) is the initial state
- \( A \) is a set of actions
- \( \Lambda \subseteq S \times A \times S \) is a set of transition relations

Example. We give an example of a ticket-booking system expressed in LTS, as presented in Fig. 1.

![Fig. 1. An LTS example: ticket-booking system.](image)

In this example, state set \( S = \{s_0, s_1, \ldots, s_7\} \) containing the initial state \( s_0 \), action set \( A = \{\text{transport, ID, password, ...}, \text{confirm}\} \), transition relation set \( \Lambda = \{(s_0 \rightarrow s_1, \text{transport}), (s_1 \rightarrow s_2, \text{ID}), (s_2 \rightarrow s_3, \text{password}), (s_3 \rightarrow s_4, \text{confirm})\} \). Actions are the abbreviations of "select transport (train, steamer or flight)", "input personal identification", "input password", "select destination", "select departure time", "select seat", "confirm the reservation", "reselect destination", "reset state" and "go back".

To check the security and the functionalities of the specifications, we formalize both safety and functional requirements by Linear Temporal Logic (LTL) [9]. LTL is specified by a finite set of atomic propositions, temporal requirements by Linear Temporal Logic (LTL) [9]. LTL is defined as \( \phi \) "select transport (train, steamer or flight)", "input personal identification", "input password", "select destination", "select departure time", "select seat", "confirm the reservation", "reselect destination", "reset state" and "go back".

To express the consistency of the functionalities in each interface of a specification, we define an integration of them called module.

Definition 2. (Module) A module \( m \) is a set of all the actions at a specific state in LTS, and \( m \subseteq A \), which could be used to claim all serviceability on an interactable interface.

Example. We take the example in Fig. 1 to illustrate this definition. In Fig. 1, we have seven modules in total, which are: \( m_0 = \{\text{transport}\} \), \( m_1 = \{\text{ID}\} \), \( m_2 = \{\text{password, back}\} \), \( m_3 = \{\text{dest}\} \), \( m_4 = \{\text{time, back}\} \), \( m_5 = \{\text{seat, back}\} \), \( m_6 = \{\text{confirm, reselect, reset}\} \).

Module plays a significant role in proceeding our work, and its involvement into the modeling of software specification should also be defined.

Definition 3. (Modularized Labelled Transition System) Regarding module, we add two attributes to the LTS to make it a tuple \( \mathcal{M} = \langle \mathcal{M}, \mathcal{N}, \mathcal{d} \rangle \), called as mLTS, where:

- \( \mathcal{M} \) is a set of LTS
- \( \mathcal{N} \) is a set of modules
- \( \mathcal{d} = \{+, -, \rightarrow, \rightarrow\} \) is a set of directions of \( \mathcal{A} \)

Two mLTSs \( \mathcal{M} \) and \( \mathcal{N} \) are claimed to be module-consistent if \( \mathcal{N}_S = \mathcal{N}_S \), regardless of the sequences of their modules. The action classes of \( \mathcal{N} \) are the same as \( \mathcal{A} \), as any actions should be performed in a module. The directions for all actions must be pre-declared in order to analyze module consistency; otherwise, the consistency would be ambiguous. In an mLTS, we declare the type of an action based on its direction \( \mathcal{d} \):

a) Forward-stepwise action \( \mathcal{A}_{\rightarrow} \): an action set that transitions the current state \( s_t \) to the next state \( s_{t+1} \). For the ticket-booking example in Fig. 1, \( \mathcal{A}_{\rightarrow} = \{\text{transport, ID, password, dest, time, seat, confirm}\} \).

b) Backward-stepwise action \( \mathcal{A}_{\leftarrow} \): an action set that transitions the current state \( s_t \) to the previous state \( s_{t-1} \) for \( t \geq 1 \), like action \{\text{back}\} in the example.

c) State-targeted action \( \mathcal{A}_s \): an action set that transitions the current state \( s_t \) to a fixed target state \( s_{t'} \). In the example, action \{\text{reset}\} transitions the state to \( s_0 \).

d) Module-targeted action \( \mathcal{A}_m \): an action set that transitions the current state \( s_t \) to the state \( s_m \) of a target module \( m \). In Fig. 1, action \{\text{reselect}\} transitions the state to the state of a target module that has the action \{\text{dest}\}.

III. RELATED WORKS AND PROBLEMS

In this section, we provide a literature review and point out some existing challenges, to explicitly manifest the motivation and contribution of our work.

Security and usability. It is no doubt that both security and usability are essential to the development of software so that neglecting either of them renders the software ineffectual. However, a perceived trade-off between security assurance and ease of use makes the task of merging security and usability challenging to developers [13]. As most conventional security-critical systems have shown their apathy about user experience (e.g., setting complex passwords) and overburdened users, users may lose incentive to comply with the systems, leaving security policies ineffective [14]. Studies tackling this issue involve the simplification of authentication [15-17]; the prediction of human-computer interaction (HCI)
[18] and using HCI security principles [19] for user-interface designing; the parallel analysis of elicited security concerns and usability conﬂict [20]; and so on. Nonetheless, based on our investigation, none of those approaches have further discussion on the weak assumption of the environment where users interact with the system, although in early years Sasse et al. (2001) [21] and Bishop (2005) [22] had pointed out that the security conﬁguration could become invalid by changing physical environments.

**Specification revision.** When considering the external environment of the system, we need to model it in the same manner as the machine behavior so that they can be composed together, based on which we could ﬁnd a new speciﬁcation as the solution. The existing approaches to ﬁnd a revision $M_r$ of a speciﬁcation $M_o$ that can meet the given requirements could be generalized to three types [5], which are:

1) Direct controller synthesis that generates a speciﬁcation as a reﬁnement of the original one ($M_o$ refines $M_r$) with a subset alphabet ($\mathcal{A}_{M_r} \subseteq \mathcal{A}_{M_o}$) [23, 24].

2) Add or remove actions to the original speciﬁcation by changing the environment model (e.g., take additional authentication [25, 26]) so that $M_o$ does not reﬁne $M_r$ and $\mathcal{A}_{M_r} \not\subseteq \mathcal{A}_{M_o}$.

3) Recompose the speciﬁcation (make different sequence of actions) to a new one with the original alphabet (e.g., the OASIS approach) so that $M_o$ does not reﬁne $M_r$ and $\mathcal{A}_{M_r} \not\subseteq \mathcal{A}_{M_o}$.

Same as the OASIS approach, our focus is type 3 mentioned above. We will explain this sophisticated approach and specify some limitations of it.

**The OASIS approach.** The OASIS approach is proposed to automatically revise the speciﬁcation to a more robust one that maintains the security of the system even when a user’s behavior is deviated from the obligation. It is based on an iterative abstraction and synthesis method, which is depicted in Fig. 3. The algorithm starts from an original speciﬁcation $M_o$ and ends with a revision $M_r$ or Fail. The details of OASIS are explored as follows.

**Step 1.** Select the next minimal subset $L$ from an ordered power set $L = (2^{\mathcal{A}_{M_o}} \subseteq \mathcal{A}_{M_o})$ so that $\mathcal{A}_{M_o}$ denotes action numbers in the alphabet of $M_o$ so that the smallest element is $\emptyset$ and the largest is $M_o$.

**Step 2.** Carry out hiding operations (“\"” and “@”) [27] with $L$ to obtain two abstractions $P$ and $Q$ of $M_o$. Then, compose two abstractions to $F$ by parallel composition (“|”)[28].

**Step 3.** Compose $F$ and $E_2$ and put together with requirement model $R_2$ into controller synthesis where $E_2$ is the new environment model obtained by the parallel composition of the old environment $E_1$ model and the attack scenario model $W$.

**Step 4.** Check if a controller $C$ can be synthesized or not. If yes, it outputs the controller and returns the revision $M_r$ by the parallel composition of $C$ and $P$. If no, it further checks if the current $L$ is the last subset ($M_o$) or not. If no, it turns back to Step 1. If yes, it returns Fail as the result.

Based on our study, we discovered some problems of this approach, which are discussed as follows.

---

**Problem 1:** Careless of functional consistency. The principle of controller synthesis allows OASIS to remove some actions from the original speciﬁcation, which may cause the loss of essential functionalities in complex systems.

**Problem 2:** Low coverage of revisions. Since the recomposition method in OASIS is abstraction-based, all of the revisions it generates are composed by two reﬁnements of the original speciﬁcation, which covers limitedly compared to the complete permutation of actions.

**Problem 3:** High computational time. Due to its iterative feature, OASIS has an exponential complexity $O(2^m)$ where $m$ is the size of the speciﬁcation alphabet. Moreover, there are many redundant revisions during the iterations since that the different subsets $L$ would generate plenty of common paths in $F$ that interleaved by $P$ and $Q$. We examined this redundancy regarding the module-consistent revisions covered by OASIS, which is shown in Table I. In the table, different rows show the cases of speciﬁcations with varying numbers of modules, while different columns present how redundant revisions are distributed across the selected subset $L$ from smallest to largest. Because of the symmetrical nature of the abstraction approach, we only need to check half of all subsets. For example, when the number of modules is 4, the result in column 3 is the same as the result in column 1.

**TABLE I. DISTRIBUTION OF NON-REDUNDANT REVISIONS BY OASIS**

| Modules |   |   |   |   | Sum   |
|---------|---|---|---|---|-------|
| 1       | 10/36 | 4/18 | - | - | 14/34  |
| 2       | 17/25 | 25/100 | - | - | 42/125 |
| 3       | 24/36 | 79/225 | 27/200 | - | 132/461 |
| 4       | 37/49 | 188/441 | 204/1225 | - | 429/1715 |
| 5       | 50/64 | 380/784 | 766/3136 | 234/2450 | 1430/6434 |
| 6       | 65/81 | 689/1296 | 2158/7056 | 1950/15876 | 4862/24309 |

\[a\] The numerator denotes the number of the revisions having no appearance before.

\[b\] The denominator denotes the number of all revisions generated with $L$.

\[c\] The dash denotes the duplicated part that is unnecessary to be examined.
In Fig. 4, we also present the indices of the median and the last non-redundant revisions, which can be interpreted as the theoretical searching time in the average case and worst case, respectively. By our observation, such redundancy has more negative impact on finding eligible revisions when the original specification contains more modules.

Problem 4: No requirement degradation. OASIS generates specifications based on whether or not a controller can be synthesized. However, when there are several security requirements weighted differently by priority and those that are weighted relatively lowly are optional to be satisfied, OASIS is no longer effective since it only returns the specification that can perfectly satisfy all requirements. Therefore, the OASIS approach might be inefficient for developers when they have numerous requirements for the system but have no idea that which of them could probably be satisfied together. In that circumstance, developers require requirement degradation, which allows them to “hope for the best” [29] and at least acquire some suboptimal revisions.

IV. THE OACAL APPROACH

In this section, we give a stepwise introduction of our algorithm – OACAL giving solutions to the aforementioned problems of OASIS. The architecture of our approach is presented in Fig. 5. In OACAL, module-based recomposition ensures that all functionalities in the original specification are preserved after the revision, and provides a complete coverage of such revisions. The accelerated checking approach then efficiently finds the eligible ones among those revisions. Finally, for specification selection, requirement degradation could be applied if the spotted revisions are undesirable. More details of our approach are explained as follows.

1. Weakening with attack scenario. Similar to the OASIS approach, the input of OACAL also contains three models:
   (1) a machine behavior model \( M_o \), (2) an environment model \( E_2 \) and (3) a requirement model \( R \). The only difference is that the \( R \) here is composed of both security requirement \( R_s \) and functional requirement \( R_f \), whereas OASIS only has input \( R_f \) since it maintains the functionalities of the specification by its abstraction approach. As the specification and requirements are given, we need to deliberate the attack scenario \( W \) that may occur due to the weakened user obligations so that \( E_2 = E_2(|| W \text{ and } E_2|| M_o \neq R \) where \( E_1 \) is the original environment (usually same as \( M_o \)). For this step, we take the “weakened” environment \( E_2 \) as the output.

Example. Consider a system in an unsafe environment on the left of Fig. 6, some external behaviors such as “enter room” and “exit room” could be regarded as weakening condition to the environment, as we have discussed. For instance, if we compose the LTS model of these behaviors with the ticket-booking system specification in Fig. 1, some security requirements such as “no privacy leakage” would be violated since that the action sequences like “u.ID → u.exit → mu.enter → mu.back” exist and make threats.

Fig. 6. An example of weakening condition (left: actual scenario, right: LTS model, u: user’s behavior, mu: malicious user’s behavior).

2. Module-based recomposition. A unique recomposition approach plays an essential role in the algorithm of OACAL. It is called module-based recomposition since that the unit being used in partitioning the original LTS specification is no longer the action, but the module. To remove redundancy and maintain functional consistency, we only change the sequence of the modules in the original specification but do not make any modifications inside any of them. The module consistency thus would be guaranteed by this approach. Formally speaking, given an original behavior model by an \( mLTS \ \mathcal{M}_o \) with a module set \( \mathcal{M}_o \) and the recomposed specifications \( M_1, M_2, \ldots, M_n \) with the module sets \( \mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_n \), we have \( \mathcal{M}_0 = \mathcal{M}_1 = \mathcal{M}_2 = \cdots = \mathcal{M}_n \). Therefore, the number of revisions \( n \) would be the complete permutation of the modules so that \( n = \text{num}(\mathcal{M}_0)! \). For example, when \( \mathcal{M}_o \) has five modules, there would be \( 5! = 120 \) non-redundant module-consistent revisions generated by module-based recomposition, whereas OASIS only provides 42 revisions, as revealed in Table I. The output of this step is a set of revisions ranging from \( M_1 \) to \( M_n \).

Example. Fig. 7 describes how we decompose the specification of the ticket-booking system (in Fig. 1) into modules and recompose a new specification. There would be a total of \( 7! = 5040 \) revisions in this scenario because there are seven modules. Here, the 5040th revision is used as an example.

3. Accelerated checking. In OACAL, we combine model checking and machine learning to make the checking process more efficient. This paper is not the pioneering work combining these two techniques, and most of the existing works have proved the feasibility of this approach with their remarkable
**Fig. 7.** Module-based recomposition on the ticket-booking system results [30-33]. Zhu et al. [33] who applied machine learning to the LTL model checking with the specification modeled by Kripke Structures (KS), claimed that model checking is a binary classification task for machine learning. The 100% accuracy they achieved with Logistic Regression indicates that the process of model checking is highly learnable, which gives an inspiration to our work. Based on our survey, we are the first implementer exploring this idea on the LTS-LTL model checking. The mechanism of our accelerated checking approach is explained as follows.

**Step 1.** Shuffle the revision set that we obtained by module-based recomposition and split out a training set from it.

**Step 2.** Carry out the model checking process to the revisions in the training set iteratively, with the environment $E_2$ and requirements $R$. Then, append the model checking results as the labels to the corresponding revisions to compose the training data.

**Step 3.** Train a machine learning model with the training data and a binary classification algorithm.

**Step 4.** Use the trained model to predict the model checking results for all specifications in the shuffled revision set. Then, output the predictions.

**Specification selection.** Finally, we conduct the specification selection on all revisions labelled with the prediction results. The default outputs are the eligible revisions that satisfy all the requirements. However, if those revisions are unideal to be the new specification $M_r$, we may degrade the requirements so that some of the lower-priority ones can be waived as long as the overall payoff is fulfilled.

**Example.** Fig. 8 displays one of the optimal revisions of the ticket-booking system generated by the OACAL approach, which ensures the security requirements. With this specification, privacy (ID, destination, departure time, seat) would not be leaked even if the users deviate from the obligations and temporarily exit the room during the operation.

**V. EVALUATION**

In this section, we compare our proposal – OACAL with OASIS regarding their coverage and searching speed for module-consistent revisions. The following research questions are investigated.

**RQ1** How may OACAL generate more module-consistent revisions than OASIS with its larger coverage?

**RQ2** How can requirement degradation be effective in specification selection?

**RQ3** How fast is OACAL on finding revisions with its accelerated checking mechanism?

**A. Settings**

**Platform.** The platform we use is described as follows.

1) CPU: Intel(R) Core(TM) i7-6700K @ 4.00GHz.
2) RAM: 8.0 GB.
3) OS: Windows 10 64-bit.
4) LTSA: LTS-LTL model checking tool.
5) JDK 1.6: Development environment for Java.
6) Jupyter Notebook: Development environment for Python.
7) Turi Create: Toolkit for machine learning algorithms.

**Experimental procedures.** For RQ1 and RQ2, we implement both OASIS and OACAL in a case study. Then, we compare the specification revisions generated for the example by both approaches. We also carefully examine how the requirement degradation mechanism works in that case. For RQ3, we set the revision coverage of OASIS as a common coverage for both OASIS and OACAL approaches. Then, we test the time consumption by each of them to search the first module-consistent revision that can satisfy the same LTL requirement randomly generated by a requirement generator, as presented in Fig. 9. The experiment is conducted six times for the specifications from 4 modules to 9 modules.

**B. Case study: Online Gifting System**

Nowadays, with the rapid growth of the entertainment industry, online gifting system that enables users to send their virtual gifts to creators, becomes popular. This system is usually embedded in video-sharing or live-streaming software, and the virtual gifts are paid with real money. For instance, “Bits” in Twitch (a live-streaming website) [34], “Coins” in TikTok (a video-sharing and live-streaming mobile application) [35], “Niconico Point” in Niconico (a Japanese video-sharing website) [36], “B-Coin” in Bilibili (a Chinese video website) [37], and so on. All of them could be obtained immediately through a charge-and-pay process. Therefore, this system is considered security-critical since it directly relates to the safety of the user’s personal asset. An example of a typical online gifting system is given in Fig. 10.
In this example, the forward-stepwise actions \( \mathcal{A}_1 = \{ \text{login}, \text{select}, \text{charge}, \text{gift}, \text{pay}, \text{confirm}, \text{logout} \} \) are translated to the behaviors “log in”, “select a receiver to gift”, “charge to the account”, “decide the number and category of the gift(s) to send”, “make payment”, “confirm” and “log out”, respectively. There are also a backward-stepwise action \( \mathcal{A}_2 = \{ \text{back} \} \) that returns to the previous state with the inputs remained and a state-targeted action \( \mathcal{A}_3 = \{ \text{reset} \} \) that removes all the inputs and back to the initial state.

The weakening condition here is the same as the case in Fig. 6.

We place three security requirements and three functional requirements on this system, which are listed below with their weight \( w \) assigned. The word “a user” (u) refers to a normal user who is not a “malicious user” (mu).

**SR1**: No change of the receiver \( (w=4) \). Action \( \{ \text{select} \} \) should not be performed by a malicious user after it has been performed by a user. LTL: \( \square (u. \text{select} \rightarrow \square \neg \mu. \text{select}) \).

**SR2**: No leakage of the bill \( (w=4) \). After the execution of action \( \{ \text{charge} \} \) by a user, action \( \{ \text{back} \} \) should not be taken by a malicious user if \( \{ \text{charge} \} \) is one of its next actions. LTL: \( \square (u. \text{charge} \rightarrow \square \neg \mu. \text{back} \rightarrow \square \mu. \text{charge}) \).

**SR3**: No modification to the gift \( (w=3) \). Action \( \{ \text{gift} \} \) should not be performed by a malicious user after its execution by a user. LTL: \( \square (u. \text{gift} \rightarrow \square \neg \mu. \text{gift}) \).

**FR1**: Charge after login \( (w=3) \). Action \( \{ \text{charge} \} \) is placed after \( \{ \text{login} \} \). LTL: \( \square (\text{charge} \rightarrow \square \neg \text{login}) \).

**FR2**: Pay after charge \( (w=2) \). Action \( \{ \text{pay} \} \) is positioned after \( \{ \text{charge} \} \). LTL: \( \square (\text{pay} \rightarrow \square \neg \text{charge}) \).

**FR3**: No confirmation after selection until gifting \( (w=1) \). No execution of \( \{ \text{confirm} \} \) after \( \{ \text{select} \} \) until \( \{ \text{gift} \} \) is executed. LTL: \( \square (\text{select} \rightarrow \neg \text{confirm} W \text{gift}) \).

The implementation details of OASIS and OACAL on this example are separately illustrated as follows.

**OASIS**: The OASIS approach could solely output one module-consistent revision satisfying all the requirements for this example, as presented in Fig. 11. However, it could not be considered as a desirable specification for the system. The revision places action \( \{ \text{pay} \} \) after action \( \{ \text{logout} \} \), which is impractical to implement in practice because most payments are done while the user’s account is logged in. Furthermore, making a payment after logging out indicates that action \( \{ \text{charge} \} \) would be meaningless.

**OACAL**: To implement the OACAL approach, a machine learning algorithm to handle binary classification should be specified. We used "create" function in Turi Create to run an automated evaluation of various typical algorithms for predicting checking results for all of the requirements, resulting in Table II. Note that the accuracy here are unideal since that this function only trains a few epochs for each algorithm in order to provide a quick comparison.

### TABLE II. QUICK EVALUATION OF CLASSIFICATION ALGORITHMS BASED ON THE VALIDATION ACCURACY ON EACH REQUIREMENT

| Algorithm       | Requirements \( R_1/R_2: \text{Security/Functional Requirement} \) |
|-----------------|---------------------------------------------------------------|
|                 | \( R_1 \) | \( R_2 \) | \( R_3 \) | \( R_4 \) | \( R_5 \) | \( R_6 \) |
| Boosted Trees   | 95.2%   | 89.68% | 93.25% | 97.52% | 98.43% | 89.68% |
| Random Forest   | 94.44%  | 84.52% | 80.56% | 92.86% | 94.84% | 82.54% |
| Decision Tree   | 76.98%  | 76.59% | 74.60% | 92.86% | 90.87% | 72.22% |
| SVM Classifier  | 60.71%  | 73.02% | 71.83% | 58.33% | 57.54% | 61.91% |
| Logistic Regression | 55.16% | 73.02% | 71.83% | 57.54% | 59.52% | 62.30% |

Gradient Boosted Trees (GBT) was clearly chosen as the model we utilized in OACAL due to its superior performance when compared to other models. We used 30% of the shuffled set’s revisions as the training data and trained each requirement for 100 epochs. As a result, OACAL spotted 46 revisions out of 5040 module-consistent revisions that satisfied all of the requirements. We also confirmed that the prediction’s overall precision and recall are both 1.0, showing the effectiveness of the module-based recomposition and the accelerated checking approach. Table III provides a more detailed evaluation using a variety of metrics.

### TABLE III. PERFORMANCE OF GBT ON THE PREDICTION OF MODEL CHECKING RESULT

| Metrics          | \( R_1 \) | \( R_2 \) | \( R_3 \) | \( R_4 \) | \( R_5 \) | \( R_6 \) |
|------------------|----------|----------|----------|----------|----------|----------|
| Accuracy         | 1.000    | 1.000    | 1.000    | 0.999    | 0.999    | 0.977    |
| AUC              | 1.000    | 1.000    | 1.000    | 0.999    | 1.000    | 0.997    |
| Precision        | 1.000    | 1.000    | 1.000    | 0.998    | 1.000    | 0.972    |
| Recall           | 1.000    | 1.000    | 1.000    | 0.987    | 0.997    | 0.956    |
| F1-score         | 1.000    | 1.000    | 1.000    | 0.992    | 0.999    | 0.964    |

From the generated 46 revisions, we filtered out two of them that have \( \{ \text{logout} \} \) as the final action, as shown in Fig. 12(a). Nevertheless, we found that the action \( \{ \text{confirm} \} \) becomes useless because it occurs before the action \( \{ \text{select} \} \), which is an alternative solution to fulfill FR3 but not our initial purpose of setting this requirement. Since FR3 has the lowest weight among all requirements, we could trade it off to check if better revisions exist. Fig. 12(b) shows two more desirable results obtained following the degradation.
By comparing the quantity of the specification revisions generated by OASIS and OACAL, we demonstrated that more revisions could be found with larger coverage given by module-based recomposition, which answered RQ1. Moreover, we showed that more suitable revisions could be found by trading off insignificant requirements directly from the prediction results without the need to repeatedly run the algorithm, which responded to RQ2.

C. Efficiency analysis

For the general efficiency analysis of OASIS and OACAL, we followed the experimental setup in Fig. 9. We selected some representative results for the comparison of two approaches’ searching speed in the same coverage, as shown in Fig. 13 where the horizontal axis is the number of trials of different requirements and the vertical axis is time in either millisecond or second. The ratio of the time consumption of OASIS to OACAL in average case and worst case is also plotted in Fig. 14. We have several notable findings illustrated as follows. (I) For OASIS, the data sparsity above the line of the average time is higher than the below one. (II) For OACAL, searching time are converged to the maximum time with the increment of number of modules. (III) OACAL has higher computational efficiency than OASIS; it performs much better with a larger number of modules and it is more advantageous for the worst case than the average case.

To investigate the reason for (I), we meticulously checked how non-redundant module-consistent revisions distribute in OASIS. Fig. 15 presents some representative results. The linear regression results indicate that more non-redundant revisions are covered earlier. Therefore, an eligible revision takes more time to be found with the increment of iterations, which explained the higher data sparsity above the average time in Fig. 13(a). To explain (II) and (III), we give a mathematical proof as follows. Equation (1) and (2) are the general formulas of the searching time for OASIS and OACAL respectively

\[
t_i^{OASIS}(N, R_i) = pos_s(R_i) \cdot cov_r(N) \cdot t_{DCS}(N, R_i)
\]

\[
t_i^{OACAL}(N, R_i) = \begin{cases} 
    (pos_{nr}(R_i) \cdot cov_{nr}(N) \cdot t_{MC}(N, R_i)) , & pos_{nr}(R_i) \leq \tau \\
    (t \cdot cov_{nr}(N) \cdot t_{MC}(N, R_i) + t_{ML}(N, R_i)) , & pos_{nr}(R_i) > \tau 
\end{cases}
\]
where \( t_{OASIS}^i \) and \( t_{OACAL}^i \) are the searching time of two approaches for the trial \( i \). \( R_i \) is the randomly generated requirements in the trial \( i \) and \( N \) is the number of modules. \( pos_{s_i} \) and \( pos_{s_p} \) are the positions of revisions (dependent on \( R_i \)) in the coverage \( cov_{p} \) that with revision redundancy and coverage \( cov_{v} \) that without redundancy (dependent on \( N \)). \( t_{dcs}, t_{mc}, t_{ml} \) are the time consumption for each searching by controller synthesis, model checking and machine learning accordingly, which are dependent on \( N \) and \( R_i \). \( \tau \) is the ratio of revisions split as training data for machine learning and is in the range of 0 to 1. When we implement OACAL, if an eligible revision is found in the model checking process (\( pos_{s_p}(R_i) \leq \tau \)), it would return the result and not go further to the machine learning process. The value of \( \tau \) needed for training an accurate model decreases with the increment of modules. Hence, when there are more modules in the specification, fewer eligible revisions can be found during the step of module checking, which explains (II).

In this paper, GBT is used as the classification algorithm, and its time complexity defined by XGBoost [38] (used in Turi Create) is \( O(Kd \|X\|l0 \log n) \) where \( K \) is the number of trees (same as training epochs), \( d \) is the maximum depth of trees (a constant), \( \|X\|l0 \) is the l0 norm [39] of each input \( x_{kn} \), \( n \) is the size of training data which could be obtained by multiplying split ratio \( \tau \) and the size of the entire dataset. In this evaluation, \( \|x_{kn}\|l0 \) is equal to the \( N \), since there is no zero in each input. We suppose that eligible revisions are uniformly distributed in the coverage so that the time consumption ratio of OASIS to OACAL would be given by (3) and (4) for average case and worst case respectively

\[
\frac{t_{OASIS}}{t_{OASIS}^{avg}} = \frac{\frac{1}{T} \sum (pos_{s}(R_i) \cdot cov_{p}(N)) \cdot t_{dcs}}{\tau \cdot cov_{p}(N) \cdot t_{MC} + (1\tau) \cdot CKD \|X\|l0 \log (\tau \cdot cov_{v}(N))} \quad (3)
\]

\[
\frac{t_{OASIS}}{t_{OASIS}^{max}} = \frac{\max \{pos_{s}(R_i) \cdot cov_{p}(N)) \cdot t_{dcs}\}}{\tau \cdot cov_{p}(N) \cdot t_{MC} + CKD \|X\|l0 \log (\tau \cdot cov_{v}(N))} \quad (4)
\]

where \( T \) is total trials and \( C \) is a constant ratio of actual computational time to time complexity. We could interpret both equations as follows: the numerator is the theoretical average/maximum time for OASIS to find the revision where both \( (1/T) \sum (pos_{s}(R_i) \cdot cov_{p}(N)) \) and \( \max \{pos_{s}(R_i) \cdot cov_{p}(N)) \) are the theoretical iterations presented in Fig. 4; the first term in the denominator is the model checking time where the non-redundant coverage \( cov_{p}(N) \) could be checked in Table 1 because this analysis is carried out in OASIS’s coverage; and the second term in the denominator is the machine learning time. To examine \( C \) on our device, we set a variety of complexity and checked the corresponding actual time, which resulted in \( C \approx 1.12 \times 10^{-2} \). Then, we could verify the theoretical values for the time consumption ratios. We have \( \tau = 0.3 \), \( K = 100 \) and \( d = 6 \) by our setting. For example, when \( N = 7 \), the calculation results for (4) and (5) are \( (471t_{dcs})/(109.4\text{mc} + 230.76) \) and \( (1693t_{dcs})/(128.7\text{mc} + 329.65) \), respectively. \( t_{dcs} \) and \( t_{mc} \) would be the same since both OASIS and OACAL employ LTSA for controller synthesis and model checking. With \( t_{dcs} = t_{mc} \approx 50 \) milliseconds, we were able to acquire final values of 4.13 and 12.51, which are similar to the actual results in Fig. 14. As the module increases, the numerator of (4) would be boosted considerably faster than that of (3), as seen in Fig. 4. Also, as \( \tau \) becomes smaller with more modules, the values of the denominators (i.e., OACAL’s searching time) in (3) and (4) would be closer and always grow slower than the numerators. As a result, both (3) and (4) increase as the number of modules increases, (4) growing faster than (3), which could explain (II).

Therefore, we answered RQ3 by demonstrating that OACAL outperforms OASIS in terms of the speed to find revised specifications with functional consistency, thanks to the removal of redundant revisions and the high efficiency of machine learning.

D. Discussion

Coverage of revisions. By the case study, we successfully proved that OACAL could generate more module-consistent revisions than OASIS with the complete coverage given by the module-based recomposition. However, larger coverage for such type of revisions is not always better. Fig. 16 depicts a Venn diagram of the revision coverage by which four types of revisions are generalized. \( \circ \) denotes the revisions covered by OASIS but not by OACAL, which do not maintain module consistency but remain the absolute partial order (i.e., composed by two refinements). \( \odot \) as the intersection of OASIS and OACAL, includes the revisions that sustain both module-consistency and absolute partial order (the coverage we set for efficiency analysis). \( \Box \) contains the revisions that are module-consistent but do not absolutely maintain the partial order (e.g., revisions in Fig. 8 and Fig. 12). Lastly, \( \triangle \) denotes the revisions that are out of the searching scope of both approaches and care neither of these two properties.

Thus, the decision between OACAL and OASIS is based on developer’s preference for module-consistency and absolute partial order of the software specification. Moreover, OACAL would be a more efficient choice if both properties are considered significant, as proven by the analysis.

Trade-offs. Since we used machine learning to speed up the checking process, there is a trade-off between accuracy and efficiency in our method. Although the evaluation results demonstrate that the trained classification model has a promising accuracy, the accuracy cannot be guaranteed when machine learning is deployed in practice without any validation data. As a result, when compared to utilizing pure model checking, adopting machine learning implies losing the assurance of 100% accuracy. To address this issue, we could simply apply model checking to the prediction results to ensure their correctness. Another trade-off in our approach is between module consistency and revision flexibility. The OACAL approach focuses on the case that \( M_0 \) does not refine \( M_p \) and \( \mathcal{A}_{M_p} = \mathcal{A}_{M_0} \), which does not allow any actions to be removed, added or replaced on the module. Thus, some revisions in \( \circ \) and \( \triangle \) of Fig. 16 are not covered, which might be the optimal choices. As a future work, we may introduce the degradation on module consistency to cover more potential eligible revisions.
VI. CONCLUSION

We have proposed an efficient approach for automatically revising the software specification to make it more resilient to weakened user obligations that may lead to security threats. To achieve this goal, OACAL recomposes the behavior model of the specification without compromising functional consistency. We began by specifying several limitations of the most relevant work – OASIS, and then introduced our approach by explaining how each component could address those limitations. Later, we carried out a case study and a general efficiency analysis to demonstrate that OACAL outperforms OASIS in both coverage and searching speed of eligible module-consistent revisions. However, the decision between the two approaches is dependent on the developer’s expectations for the system, as they focus different properties of the revision.

Our main future work is to validate OACAL by putting it through its paces in more realistic and complicated settings, as well as to introduce more flexible strategies (e.g., consistency degradation) for specification revision. In order to make further improvements, we will also evaluate the negative implications of implementing our approach in various real-world scenarios.
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