Named entity recognition model for Indonesian tweet using CRF classifier
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Abstract. Named Entity Recognition (NER) is a part of Natural Language Processing (NLP) that acts to recognize the existing word entity in the document. By using NER, it is possible to perform activities such as information extraction and text summary. One of the data sources for the NLP process is tweets which are real time, occurred frequently, but limited by the number of words per tweet. In Indonesia, twitter is one of the most popular social media with various topics, so, it is necessary to provide models, train data, and test data for Indonesian tweet. In this study, the models were built using Conditional Random Field classification from 8,000 tweets that have been grouped to formal tweets and informal tweets. By testing the models to 2,000 training data, it provided recall and precision results of 62% and 87% respectively for formal tweets, 36% and 90% respectively for informal tweets, and 60% and 86% respectively for mixed tweets. These results indicate that the created Indonesian tweet models can be used for automatic NER.

1. Introduction
Twitter is one of the most popular social media in Indonesia with a large number of users. As a micro-blogger, Twitter provides users with the flexibility to tweet a maximum length of 140 characters. This is quite interesting because users tend to share information frequently with a typical sentence structure which is different with common text documents. Information on Twitter is very useful when extracted appropriately, for example, the information extraction on earthquake detection and sentiment analysis in real time [1-3]. For information extraction needs, Named Entity Recognition (NER) plays a very important role. Early NER research generally used documents in English corpus or traditional text documents, but later research concerned on various corpora, such as non-English language, tweets, user review, and biomedical domain [4-10]. Algorithms used for NER are varied but can be classified into two types, those are machine learning based and rule-based. The example of machine learning based is the use of Conditional Random Fields (CRF) [4], then the example of rule-based is MUSE that utilized GATE [11].

In general, machine learning based such as CRF provides good performance almost for all types of corpora. CRF is based on sequence probability that used to build a model. The model, then, is utilized to detect entities automatically. Different with machine learning based, rule-based is a kind of tailor-made solution which usually only work for a particular corpus. The rule is built by analyzing the nature of the corpus and then employs various features such as part of speech, context, and the lexical word [12].
For the Indonesian language, there were several studies on NER, including InNer [12], the use of association rule [13, 14], and the use of supervised learning [15]. Those studies already shown a promising results with high precision and recall values. However, the data used were only standard documents which were using standard sentence structure and standard words. So, there is no evident that those studies may works well on Twitter which uses non-standard sentence structure and non-standard word. Moreover, the rule-based approach may experience suffer performance when apply for a different corpus domain.

Study about NER for microblog already conduct by several scholars, such as Twiner [8] and supervised learning approach [16]. Those studies were concerning on a domain specific corpus. Twiner target was a stream of tweets in English which firstly tokenized into phrases and then each phrase classified to a suitable entity. The second study was tried to detect words' entity for the tweet about labor strike event in Indonesia.

In this research, we built a NER model that can be used to recognize entities in Indonesia tweets automatically using various corpus, so it can be used as a general model for any kind of corpus. We were also utilizing CRF as a machine learning based solution, which suitable for the non-domain specific corpus.

2. Research method
The research was conducted by several steps, begins by data collection, and then follows by data classification, data preprocessing, entity tagging, model development, and testing.

2.1. Data collection
Data collection was conducted over two months from several popular general users, news agencies, and government agencies. The purpose of choosing a tweet based on the type of user is to get a collection of formal and informal tweets. Popular general users usually make informal tweets, while news agencies and government agencies tend to make tweets with more formal grammar and formal word selection. Tweets collected as many as 10,000 tweets that will be divided into train data and test data, and formal tweet and informal tweet.

2.2. Data classification
For testing purposes, the tweet was divided into two datasets, i.e. train data, and test data. Train data is used to build a model, while test data is used to perform model testing. The two datasets are then grouped by linguists into two groups. The first group contains tweets that use formal Indonesian, while the second group contains tweets that use informal Indonesian. The classification of data is described in table 1.

| Type of data | Indonesian Tweets | #tweets |
|--------------|-------------------|---------|
|              | Formal            | Informal|         |
| Train data   | 3,814             | 4,186   | 8,000   |
| Test data    | 1,000             | 1,000   | 2,000   |
| Total        |                   |         | 10,000  |

2.3. Data processing
Before tagging entities manually, tweets are first preprocessed. Standard preprocessing is to convert characters into lower case and tokenizing. However, these simple preprocessing processes become quite complicated on twitter. For example, the tokenizing process cannot be based on white space only, because there are some words that are not separated by whitespace. To simplify, in this study, the tokenizing process was performed manually. Furthermore, the characters in a tweet are not just letters, such as emoticons, so, non-letter characters were left as is. The entity tagset is shown in table 2.
### Table 2. Entity tagset.

| #  | Tag     | Description   | Example                |
|----|---------|---------------|------------------------|
| 1  | Person  | Name of person| Ahok, Ridwan Kamil     |
| 2  | Location| Name of location| Jakarta, rumah, teras      |
| 3  | Organization | Name of organization      | BMKG, BNI, BNN |
| 4  | O       | Other         | yang, di, ke           |

#### 2.4. Entity tagging

Tagging entities for train data and test data were done manually against 10,000 tweets. As can be seen in table 2, there are four entity tag, Person, Location, Organization, and O. All tokens are classified into one of the four entities in table 2. Examples of manual tagging results are presented in table 3.

### Table 3. Tweet examples.

| #  | Tweets                        | Tweet type | Tagged tweets                                                                 |
|----|-------------------------------|------------|--------------------------------------------------------------------------------|
| 1  | Masihkah Madrid Merasa Kehilangan Di Maria ? | Formal     | Masihkah/O Madrid/ORGANIZATION Merasa/O Kehilangan/O Di/PERSON Maria/PERSON /O |
| 2  | Densus 88 Tangkap Warga Klaten , Sita Motor dan Buku Bertema Radikalisme https://t.co/lnY8xs6VRF | Formal     | Densus/ORGANIZATION 88/ORGANIZATION Tangkap/O Warga/O Klaten/LOCATION ./O Sita/O Motor/O dan/O Buku/O Bertema/O Radikalisme/O https://t.co/lnY8xs6VRF/O |
| 3  | Nyelblak ( Evisahara, Avis Yuni ) | Informal   | Nyelblak/O (/O Evisahara/PERSON ./O Avis/PERSON Yuni/PERSON )/O                  |
| 4  | 3 in 1 bakal dihapus brooo https://t.co/elsgduQnXO | Informal   | 3/O in/O 1/O bakal/O dihapus/O brooo/PERSON https://t.co/elsgduQnXO/O            |

#### 2.5. Model development

The tagged train data was then processed using CRF classifier, resulting three models. In order to generate these model, we were utilizing Stanford NER which already implemented CRF classifier [4]. The first model is based on format tweets, the second model is based on informal tweets, and the last one is the combination of both formal and informal tweets.

#### 2.6. Testing

The test was performed to measure the recall and the precision values. The recall is the comparison between the token that correctly identified, \( I_c \), and the number of tokens that should be correctly identified, \( I_r \), shown as equation (1). Then, the precision is the comparison between the token that correctly identified, \( I_c \), and the number of tokens that identified as correct, \( I_{db} \), shown as equation (2).

\[
\text{Recall} = \frac{I_c}{I_r} \tag{1}
\]

\[
\text{Precision} = \frac{I_c}{I_{db}} \tag{2}
\]
3. Result and discussion
Each model was tested for three different test data, formal, informal and mixed. The purpose of these tests was to see the significance of classifying tweets to formal or informal classes. In addition, precision and recall measurements were performed with ten-fold cross-validation to determine the performance of the model when it does not consider formal and informal classification. The results of the tests are shown in table 4.

We found that the precision value for the test of all test data using all models is of high value. However, selecting the right type of model against test data will result in better performance. For example, the highest precision value for formal test data was obtained by using a formal model, as well as for informal test data and mixed test data. For those tests, the precision values are 0.8760, 0.9076 and 0.8749 consecutively. This indicates that the use of CRF for NER detection on Twitter in Indonesian is of high accuracy.

Moreover, it seems that the completeness of detection was moderately for formal and mixed test data, but slightly low for informal data. This indicated by the highest recall values which were 0.6229, 0.6221 and 0.3601 for formal, mixed, and informal test data respectively. The problem with twitter data is the vast use of non-standard words, both informal tweets and even more in informal tweets. Thus, it is recommended to normalize the word on Twitter using a dictionary or certain rules, so that detection completeness increases. When compared to the results of the entity detection of Indonesian document in other studies, there is an indication that the use of CRF has a better performance. For example, a study that incorporated context, part of speech, and lexical features to formulate rules for detecting entities in formal Indonesian documents, the recall was 0.6343 and the precision was 0.7184 [12].

| Model   | Test data | Recall  | Precision |
|---------|-----------|---------|-----------|
| Formal  | Formal    | 0.6229  | 0.8760    |
|         | Informal  | 0.3922  | 0.8121    |
|         | Mixed     | 0.5400  | 0.8699    |
| Informal| Formal    | 0.2866  | 0.8272    |
|         | Informal  | 0.3601  | 0.9076    |
|         | Mixed     | 0.3339  | 0.8749    |
| Mixed   | Formal    | 0.6221  | 0.8749    |
|         | Informal  | 0.5576  | 0.8523    |
|         | Mixed     | 0.6080  | 0.8684    |
| Mixed, 10-fold cross validation | Mixed | 0.6906 | 0.8774 |

In general, we may agree that in order to detect entity correctly, firstly a tweet should be classified into a formal or informal tweet. Secondly, the entities in the tweet can be detected using a suitable model. In a case that tweet classification is not performed, the mixed model may perform very well since the precision and recall values of the test of the mixed model with the mixed train data are only slightly under the precision and recall values of the test of the formal model with the formal train data. To make sure this condition, we measured precision and recall of mixed data using ten-fold cross-validation, which the results are 0.8774 and 0.6906 respectively, which is higher than other measurements.

4. Conclusion
Based on test results, CRF classifier can be used for NER with good performance, where the recall and precision values are respectively 62% and 87% for formal tweets, 36% and 90% for informal tweets, and 60% and 86% for mixed tweets. Thus, the selection of the model has an effect on automatic recognition accuracy, therefore, it is necessary to classify tweets into a formal or informal then
selected the appropriate model for NER. Under conditions where it is not possible to classify tweets, the use of mixed models is adequate, evidenced by 69% of recall value and 87% precision of value in 10-fold cross-validation test.
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