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Abstract:
Parameterized feedforward control is at the basis of many successful control applications with varying references. The aim of this paper is to develop an efficient data-driven approach to learn the feedforward parameters for MIMO systems. To this end, a cost criterion is minimized using a stochastic gradient descent algorithm, in which both the search direction and step size are determined through system experiments. In particular, the search direction is chosen as an unbiased estimate of the gradient which is obtained from a single experiment, regardless of the size of the MIMO system. The approach is illustrated using a simulation example, in which it is shown to be superior to a deterministic method in terms of convergence speed and thus experimental cost.

Keywords: Feedforward control, MIMO systems, Iterative learning control, Basis functions, Data-driven control

1. INTRODUCTION

Accurate parameterized feedforward control is essential for the tracking performance of control applications with varying references because of its ability to compensate known disturbances before they affect the system. Approaches to feedforward control range from fully model based methods, such as in Butterworth et al. (2012), to methods that use data in conjunction with approximate models (Van De Wijdeven and Bosgra, 2010). Through these approaches high performance can be achieved for mechatronic systems including printers (Bolder et al., 2014) and wafer stages (Blanken et al., 2017).

Iterative learning control (ILC) is a feedforward control approach that can achieve high performance for a single task through complete attenuation of repeating disturbances. In ILC, a feedforward signal is updated iteratively based on the measured error of its previous iteration. Most ILC approaches, including frequency-domain ILC (Bristow et al., 2006) and norm-optimal lifted ILC (Gunnarsson and Norrlöf, 2001), use measurement data in conjunction with approximate models and as such can improve upon the performance of fully model-based feedforward approaches. However, this performance is only achieved for a single reference, limiting the applicability of these ILC algorithms to systems performing repeating tasks.

The applicability of ILC for industrial applications that perform varying tasks is improved through extensions aimed at increasing the flexibility of ILC. In Hoelzle et al. (2011), a library of basis tasks is learned that can be combined into references. Basis function approaches to ILC increase the flexibility even further, as shown in, e.g., Van De Wijdeven and Bosgra (2010); Bolder et al. (2014). In these approaches, feedforward parameters for SISO systems are learned directly and they result in high performance for SISO systems. However, due to the modeling and design requirements the application to MIMO systems with interaction is not trivial, as illustrated in Blanken and Oomen (2020). In addition, since parameterized feedforward control for MIMO systems with interaction involves many interdependent parameters, manual tuning approaches such as described in Oomen (2019) are infeasible in practice. Instead, an automated model-free approach is desired.

Existing approaches to model-free ILC for MIMO systems with non-repetitive trajectories do not consider basis functions and as such are limited in flexibility. In Boudjedir et al. (2021), position and velocity-based ILC is applied to a second-order MIMO nonlinear pick-and-place robot, the references for which vary in magnitude and length. Through a model-free gain-based ILC, update law performance is improved after a small number of iterations. Sammons et al. (2020) develop a similar approach in which the gain may include system information. While these approaches yield valuable results for certain types of applications, they are limited in the allowed reference variation and consequently are not suitable for mechatronic systems that demand high accuracy for references that show significantly more variation in, e.g., magnitude, velocity and acceleration. For these types of systems and tasks, fully parameterized feedforward is required instead.

Feedforward tuning for MIMO systems through basis function ILC can be framed as an optimization problem aimed at find-
A similar optimization problem is considered in Bolder et al. (2018), where non-parameterized MIMO ILC is interpreted as an optimization problem that can be solved without requiring model knowledge. Through experiments on the adjoint system (Ye and Wang, 2005; Wahlberg et al., 2010), the gradient of a cost function is determined which is then used in a gradient descent ILC algorithm. However, determining the exact gradient requires \( n_i \times n_o \) experiments per iteration for a system with \( n_i \) inputs and \( n_o \) outputs, and as such is not suitable for large MIMO systems. In Aarnoudse and Oomen (2021b) a different approach is proposed that relates to simultaneous perturbation stochastic approximation (SPSA), see Spall (1988). This stochastic approximation adjoint ILC approach uses efficient unbiased gradient estimates. Since stochastic approximation adjoint ILC interprets the MIMO ILC problem as an optimization problem, it can be tuned efficiently and fast through a gradient-based algorithm and modeling is not required. The resulting approach is straightforward and feasible to implement in practice.

2. PROBLEM FORMULATION

In this section, the problem of parameterized feedforward control is introduced. First, an example of mass feedforward is used to illustrate the structure of MIMO basis functions. Then, a general structure for the feedforward parameterization for MIMO systems is proposed, constituting the first contribution.

Consider a MIMO LTI control system with \( n_i \) inputs and \( n_o \) outputs as shown in Fig. 1, the error \( e \) of which is written in lifted form as

\[
\begin{bmatrix}
  e_1 \\
  \vdots \\
  e_{n_o}
\end{bmatrix} = \begin{bmatrix}
  r_1 \\
  \vdots \\
  r_{n_o}
\end{bmatrix} - \begin{bmatrix}
  y_1 \\
  \vdots \\
  y_{n_o}
\end{bmatrix}
\]

(1)

Here the unknown exogenous disturbance \( r = Sy_d \), with unknown sensitivity \( S = (I + PC)^{-1} \) for plant \( P \) and controller \( C \), and known reference \( y_d \). The output \( y \) is given by

\[
\begin{bmatrix}
  y_1 \\
  \vdots \\
  y_{n_o}
\end{bmatrix} = \begin{bmatrix}
  J_{11} & \ldots & J_{1n_n} \\
  \vdots & \ldots & \vdots \\
  J_{n_n1} & \ldots & J_{n_nn_n}
\end{bmatrix} \begin{bmatrix}
  f_1 \\
  \vdots \\
  f_{n_n}
\end{bmatrix}
\]

(2)

with feedforward input \( f \) and the unknown process sensitivity \( (I + PC)^{-1} P \) denoted by \( J \). Here, \( e^n, r^n, y^n, f^n \in \mathbb{R}^{N \times 1} \) and \( J \in \mathbb{R}^{N_{n_o} \times N_{n_n}} \), for finite signal length \( N \in \mathbb{Z}^+ \). In this setting both \( r \) and \( J \) are unknown, \( y_d \) and \( f \) can be chosen and \( e \) can be measured. Note that for \( y_d = 0 \), \( e = Jf \) and therefore we can experiment on \( J \).

2.1 Example: MIMO mass feedforward

The aim of parameterized feedforward control is to achieve both high accuracy, i.e., small tracking errors, and flexibility for varying references. To this end, feedforward input \( f(y_d, \theta) \) is chosen to be a function of the reference and consists of basis functions \( \psi(y_d) \) that are linear in the parameters \( \theta \) such that

\[
f(y_d, \theta) = \psi(y_d)^T \theta.
\]

(3)

To illustrate a suitable structure for MIMO basis functions for motion control that takes into account interaction, consider the example of mass feedforward for a \( 2 \times 2 \) system with reference \( y_d = \begin{bmatrix} y_{d1} \\ y_{d2} \end{bmatrix} \). The acceleration of the reference is taken as basis function, and the resulting feedforward signal is given by

\[
\begin{bmatrix}
  f_{m1}^1(y_d, \theta) \\
  f_{m2}^1(y_d, \theta) \\
  f_{m1}^2(y_d, \theta) \\
  f_{m2}^2(y_d, \theta)
\end{bmatrix} = \begin{bmatrix}
  y_{d1}^2 & y_{d2}^2 & 0 & 0 \\
  y_{d1}^2 & y_{d2}^2 & 0 & 0 \\
  0 & 0 & \theta_1 & \theta_2 \\
  0 & 0 & \theta_3 & \theta_4
\end{bmatrix} \psi(y_d)^T \theta.
\]

(4)
Each of the four transfers in the MIMO system, i.e., both the diagonal and off-diagonal interaction terms, is approximated by a mass line. Feedforward tuning aims to find the mass estimates, the parameters \( \theta \), that minimize the tracking error.

### 2.2 General structure for MIMO parameterized feedforward

A general structure for parameterized feedforward for MIMO systems is given by (3), with basis functions structured as

\[
\psi(y_d) = \begin{bmatrix} \psi_1(y_d) & \psi_2(y_d) & \cdots & \psi_{n_b}(y_d) & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & \psi_1(y_d) & \psi_2(y_d) & \cdots & \psi_{n_b}(y_d) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & \psi_1(y_d) & \psi_2(y_d) & \cdots & \psi_{n_b}(y_d) \\
\end{bmatrix}
\]

with the \( n_b \) basis functions \( \psi_n(y_d), n = 1, 2, \ldots, n_b \) given by

\[
\psi_n(y_d) = \begin{bmatrix} \psi_n^1(y_d) \\ \psi_n^2(y_d) \\ \cdots \\ \psi_n^{n_b}(y_d) \\
\end{bmatrix}
\]

Thus, \( \psi(y_d)^T \) consists of a set of \( n_b \) basis function matrices, which is applied to each input direction, \( n_t \) times in total. Each of the \( n_b \) basis function matrices \( \psi_n(y_d) \) consists of a specific basis function applied to each of the \( n_o \) output references. The parameter vector \( \theta \) contains a separate parameter for each column in each of the \( n_t \times n_b \) matrices \( \psi_n(y_d) \). This results in \( n_t \) feedforward signals of the form

\[
f^t(y_d, \theta) = \sum_{n=1}^{n_b} \sum_{k=1}^{n_t} \psi_n^k(y_d) \theta_{(n-1)n_t+(k-1)n_o+k}
\]

Note that for each input direction, the same set of \( n_b \) basis functions is used and only the parameters are different. In addition, to take into account couplings in the MIMO system, the input in each direction contains basis functions based on the reference in all output directions. The framework allows for any type of basis functions that is linear in the parameters, including finite impulse response (FIR) bases or, e.g., non-causal rational basis functions with fixed poles (Blanken et al., 2020).

For SISO systems, the parameters \( \theta \) can be tuned in different ways, including intuitive tuning by hand or through model-based iterative learning control. For MIMO systems tuning by hand is not trivial since the couplings between system directions may be complex. In addition, it is often difficult to obtain the accurate MIMO models required for model-based ILC. Therefore, the aim of this paper is to develop a method to find the optimal parameters \( \theta \) automatically through a series of experiments without requiring model knowledge.

### 3. OPTIMAL PARAMETERS THROUGH STOCHASTIC GRADIENT DESCENT

In this section, the approach to automated feedforward tuning for MIMO systems is introduced. First, the problem of tuning the feedforward parameters is written as an optimization problem in which a cost function is to be minimized. An iterative algorithm is proposed to minimize this cost function through stochastic gradient descent with unbiased gradient estimates and optimal step sizes, leading to the second contribution. Lastly, an overview of the approach is presented.

#### 3.1 Optimization-based feedforward tuning

The aim is to find parameters that minimize the tracking error in terms of the squared 2-norm, i.e., to minimize the cost function

\[
J(\theta) = ||e(\theta)||^2
\]

where the 2-norm is defined as \( ||x||_2 = \sqrt{x^T x} \), and

\[
e(\theta) = r - J\psi(y_d)^T \theta
\]

according to (1)-(3). The optimal parameters are given by

\[
\theta^* = \arg \min_{\theta} J(\theta)
\]

and since \( J(\theta) \) in (9) is quadratic and convex the parameters can be found through gradient-based optimization. The gradient of (9) is given by

\[
g(\theta) = \frac{\partial J(\theta)}{\partial \theta} = 2\psi(y_d)J^T J\psi(y_d)^T \theta - 2\psi(y_d)J^T r
\]

which through substitution of (10) is rewritten to

\[
g(\theta) = -2\psi(y_d)J^T e(\theta)
\]

In Section 4 it is shown that an unbiased estimate \( \hat{g}(\theta) \) of \( g(\theta) \), which includes the transpose of the system \( J \) which is unknown in a model-free setting, can be found efficiently using a single experiment regardless of the size of the MIMO system. The gradient estimate is used in a stochastic gradient descent algorithm, in which the parameters are updated iteratively according to

\[
\theta_{j+1} = \theta_j + \varepsilon_j \hat{g}(\theta_j)
\]

with optimal step size \( \varepsilon_j \) in direction \( \hat{g}(\theta_j) \) as defined next.

#### 3.2 Optimal step sizes

Given a search direction \( \hat{g}(\theta_j) \) in the parameter update (14), the optimal step size can be found by taking

\[
\varepsilon_j = \arg \min_{\varepsilon} J(\theta_{j+1})
\]

\[
= \arg \min_{\varepsilon} ||r - J\psi(y_d)^T \theta_j + \varepsilon \hat{g}(\theta_j)||^2_2
\]

The optimal step size is given in the following theorem.

**Theorem 1.** The optimal step size \( \varepsilon_j \) that minimizes (15) given a search direction \( \hat{g}(\theta_j) \) is given by

\[
\varepsilon_j = \frac{\varepsilon_j J^T \psi(y_d)^T \hat{g}(\theta_j)}{(J^T \psi(y_d)^T \hat{g}(\theta_j))^2 J^T \psi(y_d)^T \hat{g}(\theta_j)}
\]

**Proof.** The quadratic criterion (15) is minimized by setting

\[
\frac{\partial J(\theta_{j+1})}{\partial \varepsilon} = 0
\]

Taking the derivative to \( \varepsilon \) gives

\[
\frac{\partial}{\partial \varepsilon} ||r - J\psi(y_d)^T (\theta_j + \varepsilon \hat{g}(\theta_j))||^2_2
\]

\[
= (\theta_j^T J^T \psi(y_d)^T \hat{g}(\theta_j) + \hat{g}(\theta_j)^T \psi(y_d)^T J^T r) + 2\varepsilon \hat{g}(\theta_j)^T J^T \psi(y_d)^T \hat{g}(\theta_j) - \hat{g}(\theta_j)^T J^T \psi(y_d)^T \hat{g}(\theta_j) - \hat{g}(\theta_j)^T J^T \psi(y_d)^T r
\]

Substituting (18) in (17) gives

\[
\varepsilon_j = \frac{\hat{g}(\theta_j)^T J^T \psi(y_d)^T \hat{g}(\theta_j)}{2\hat{g}(\theta_j)^T J^T \psi(y_d)^T \hat{g}(\theta_j) + \hat{g}(\theta_j)^T J^T \psi(y_d)^T \hat{g}(\theta_j) - \hat{g}(\theta_j)^T J^T \psi(y_d)^T \hat{g}(\theta_j) - \hat{g}(\theta_j)^T J^T \psi(y_d)^T r}
\]

Substitution of (10) and rewriting leads to

\[
\varepsilon_j = \frac{\varepsilon_j J^T \psi(y_d)^T \hat{g}(\theta_j)}{(J^T \psi(y_d)^T \hat{g}(\theta_j))^2 J^T \psi(y_d)^T \hat{g}(\theta_j)}
\]
which concludes the proof.

The optimal step size is determined without requiring any model knowledge. Given \( e_j(\theta_j)^T \) and \( \bar{g}(\theta_j) \), \( \varepsilon_j \) in (16) follows from a single experiment on the system \( J \). The experiment with reference \( y_d = 0 \) takes as feedforward input \( \psi(y_d)^T \bar{g}(\theta_j) \), resulting in the output \( J\psi(y_d)^T \bar{g}(\theta_j) \) from which both the numerator and the denominator term of (16) are determined.

3.3 Overview of the approach

The unbiased gradient estimate in Section 4 is combined with the optimal step size in (16) to obtain parameter update \( \theta_{j+1} \) according to (14). In addition to the experiment to determine the error \( e_j(\theta_j) \) of iteration \( j \), the parameter update requires only two experiments to determine the optimal step size and gradient estimate, regardless of the size of the MIMO system. The complete approach is summarized in Algorithm 1.

Algorithm 1 Model-free automated feedforward tuning

1: \( \text{for } j = 1 : n_{\text{iteration}} \)
2: \( \text{Apply input } f_j = \psi(y_d)^T \theta_j \text{ and measure } e_j(\theta_j) = r - J\psi(y_d)^T \theta_j \)
3: \( \text{Find unbiased estimate } \tilde{g}(\theta_j) \text{ using one experiment according to Section 4, Eq. (23).} \)
4: \( \text{Measure } J\psi(y_d)^T \tilde{g}(\theta_j) \text{ to find step size } \varepsilon_j \text{ in (16).} \)
5: \( \text{Update } \theta_{j+1} = \theta_j - \varepsilon_j \tilde{g}(\theta_j). \)
6: \( \text{end} \)

4. UNBIASED GRADIENT ESTIMATES

The approach introduced in Section 3 uses unbiased estimates of the gradient of (9) for automated tuning of the feedforward parameters. In this section, a single experiment on system \( J \) is used to obtain these estimates, leading to the third contribution.

The gradient at the point \( \theta_j \) is given by

\[
\tilde{g}(\theta_j) = \frac{\partial J}{\partial \theta} (\theta_j) = -2\psi(y_d)J^T e_j(\theta_j),
\]

with \( J^{\dagger} \) the adjoint operator of \( J \), which is defined as follows.

Definition 2. Let \( (f, g) = f^T g \) denote the inner product of two signals \( f, g \in \mathbb{R}^{N \times 1} \). The adjoint \( J^{\dagger} \) of \( J \) is defined as the operator that satisfies the condition

\[
(f, g) = (J^\dagger f, g), \quad \forall f, g \in \mathbb{R}^{N \times 1}.
\]

The adjoint \( J^{\dagger} \) of \( J \) is given by \( J^{\dagger T} \), which follows from

\[
J^{\dagger} g = (J^\dagger f)^T g = f^T (J^\dagger)^T g, \quad \forall f, g \in \mathbb{R}^{N \times 1}.
\]

The adjoint operator relates to \( J \) through a time reversal, resulting in the following lemma for SISO LTI systems.

Lemma 3. The adjoint of a SISO LTI system \( J = J^{11} \) is given by \( (J^{11})^T = T J^{11} T \), where the involutory permutation matrix

\[
T = \begin{bmatrix}
0 & \ldots & 0 & 1 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \ldots & 1 & 0 \\
1 & 0 & \ldots & 0
\end{bmatrix} \in \mathbb{R}^{N \times N}
\]

has the interpretation of a time-reversal operator.

For SISO systems, Lemma 3 enables direct experiments on \( J^{\dagger} \) through a single experiment on \( J \) with two time reversals. For non-symmetric MIMO systems this is not applicable, as follows from the following lemma.

Lemma 4. The adjoint of a MIMO LTI system \( J \) is given by

\[
J^{\dagger} = \begin{bmatrix}
(J^{11})^T & \cdots & (J^{n_1})^T \\
\vdots & \ddots & \vdots \\
(J^{1n_1})^T & \cdots & (J^{n_1n_1})^T \\
T & \cdots & T \\
0 & \cdots & 0 \\
T & \cdots & T
\end{bmatrix}.
\]

For non-symmetric MIMO systems, \( \tilde{J} \neq J \), such that the term \( J^{\dagger} \) in (21) cannot be determined from a single experiment on \( J \). However, an unbiased estimate \( \bar{g}(\theta_j) \) can be determined from a single experiment according to the following theorem.

Theorem 5. An unbiased estimate \( \bar{g}(\theta_j) \) of (21) is given by

\[
\bar{g}(\theta_j) = -2\psi(y_d)J^{\dagger}J A_j T^{\dagger} e_j(\theta_j).
\]

The matrix \( A_j \in \mathbb{R}^{(N_1 \times n_1) \times (N_o \times n_o)} \) is given by

\[
A_j = \begin{bmatrix}
a_{j}^{11} & \cdots & a_{j}^{n_1} \\
\vdots & \ddots & \vdots \\
a_{j}^{n_11} & \cdots & a_{j}^{n_1n_o}
\end{bmatrix} \otimes I_N
\]

where \( I_N \) is the \( N \times N \) identity matrix and the entries \( a_{j}^{lm} \) are samples from a symmetric Bernoulli \( \pm 1 \) distribution, i.e.,

\[
a_{j}^{lm} \in \{-1, 1\} \quad \text{and probabilities are given by } P(a_{j}^{lm} = 1) = 1/2 \quad \text{and } P(a_{j}^{lm} = -1) = 1/2.
\]

Proof. It holds that

\[
T^{\dagger} A_j J A_j T^{\dagger} e_j(\theta_j) = J^{\dagger} e_j(\theta_j) + \eta_j,
\]

where \( \eta_j \) is interpreted as an unbiased disturbance term, i.e.,

\[
\mathbb{E}\{\eta_j\} = 0,
\]

and therefore

\[
\mathbb{E}\{T^{\dagger} A_j J A_j T^{\dagger} e_j(\theta_j)\} = J^{\dagger} e_j(\theta_j),
\]

according to the proof of (Aarnoudse and Oomen, 2021b, Theorem 1). Substituting unbiased estimate (25) in (21) gives

\[
\bar{g}(\theta_j) = -2\psi(y_d)J^{\dagger}J e_j(\theta_j) - 2\psi(y_d)\eta_j.
\]

Since \( \mathbb{E}\{\eta_j\} = 0 \), it follows from the linearity of the expected value operator that \( \mathbb{E}\{\psi(y_d)\eta_j\} = 0 \). Therefore,

\[
\mathbb{E}\{\bar{g}(\theta_j)\} = -2\psi(y_d)J^{\dagger} e_j(\theta_j) = \bar{g}(\theta_j)
\]

which concludes the proof.

Thus, a single experiment gives an unbiased gradient estimate.

5. IMPLEMENTATION FOR MOTION SYSTEMS

In this section, suitable basis functions for MIMO motion systems are given and some implementation aspects are discussed.

5.1 Basis functions

Parameterized feedforward control aims to minimize the error for any reference. From (1) and (2) it follows that zero tracking error requires

\[
f = J^{-1} r = (SP)^{-1} S y_d = P^{-1} y_d.
\]

Therefore, the basis functions that construct the feedforward signal should approximate the inverse plant well. For typical
motion systems, suitable basis functions are the position reference and its derivatives: velocity, acceleration and snap terms compensate respectively viscous friction, mass dynamics and the compliance of the flexible dynamics (Oomen, 2019; Bolder et al., 2014). This leads to the following basis functions.

$$\psi(y_d)^T = \begin{bmatrix} y_{d,\tau} & y_{d,\tau}' & \ldots & y_{d,\tau}^{(4)} & \ldots & 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & y_{d,\tau} & y_{d,\tau}' & \ldots & y_{d,\tau}^{(4)} & \ldots & y_{d,\tau}^{(4)} \end{bmatrix}$$  \quad (31)

in which

$$y_{d,\tau} = [y_d^0 \ y_d^1 \ y_d^2 \ y_d^3 \ y_d^4]. \quad (32)$$

This parameterization, which relates each of the output references to each input direction, models both the diagonal and off-diagonal terms of the MIMO system and is therefore suitable for MIMO systems with strong interaction.

5.2 Implementation considerations

Some practical considerations are of importance for the implementation of the experiments to obtain the gradient estimate and the step size. Many motion systems show stick-slip friction due to which small input signals may not result in useful outputs. When small error and gradient signals are used as inputs, their magnitude may be too small to push the system outside of the stick regime. This is solved by using scaling factors $\alpha_j \in \mathbb{R}$ and $\beta_j \in \mathbb{R}$, implemented as

$$\hat{g}(\theta_j) = -2\psi(y_d)^T A_j \frac{1}{\alpha_j} J\alpha_j A_j T^{n_o} e_j(\theta_j), \quad (33)$$

$$J\psi(y_d)^T \hat{g}(\theta_j) = \frac{1}{\beta_j} J\beta_j \psi(y_d)^T \hat{g}(\theta_j). \quad (34)$$

It is assumed that $\alpha_j$ and $\beta_j$ are chosen such that the system is outside of the stick regime during the experiment, and that it therefore behaves linearly. Since the units of feedforward and error signals typically differ, $\alpha_j$ may also be used to reduce the magnitude of the input for the gradient estimation experiment.

6. SIMULATION EXAMPLE

The proposed method is illustrated using an industrial flatbed printer in simulation. First, the setup is introduced. Then, simulation results are given and lastly, the stochastic approach is compared to a deterministic approach that uses exact gradients.

6.1 Setup

The approach is illustrated using a simulated Arizona flatbed printer, schematically represented in Fig. 2. In the simulation a 2 × 2 version of the system is used with force input $[f_0^1 f_0^2]^T = [F_x \ F_\varphi]^T$ and position output $[y_0^1 y_0^2]^T = [x \ \varphi]^T$. A Bode diagram of the process sensitivity $J = (I + PC)^{-1} P$ is shown in Fig. 3. The fourth-order reference $y_d$ consists of a translation and a small rotation of the gantry as shown in Fig. 4.

6.2 Results

Model-free automated feedforward tuning is applied to the Arizona printer in simulation. The basis functions are chosen, according to Section 5, as the position reference, velocity, acceleration, jerk and snap such that $n_i = 5$. In accordance with

$$g(\theta_j) = -2\psi(y_d)^T \left( \sum_{n_i=1}^{n_i=5} \sum_{n_o=1}^{n_o=5} E^{lm} J E^{lm} \right) T^{n_o} e_j(\theta_j), \quad (35)$$

where $E^{lm}$ consists of zeros, with a one on the $ln^{th}$ entry, see also Bolder et al. (2018) where this is applied to norm-optimal

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2}
\caption{Schematic representation of the Arizona flatbed printer.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{Bode diagram of the transfer function $J = (I + PC)^{-1} P$ for the gantry of the Arizona flatbed printer.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4}
\caption{Reference consisting of a translation in $x$-direction (\textemdash, [in]) and a small rotation in $\varphi$-direction (\textemdash, [rad])}
\end{figure}
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