Mesoscopic Elastic Distortions in GaAs Quantum Dot Heterostructures
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ABSTRACT: Quantum devices formed in high-electron-mobility semiconductor heterostructures provide a route through which quantum mechanical effects can be exploited on length scales accessible to lithography and integrated electronics. The electrostatic definition of quantum dots in semiconductor heterostructure devices intrinsically involves the lithographic fabrication of intricate patterns of metallic electrodes. The formation of metal/semiconductor interfaces, growth processes associated with polycrystalline metallic layers, and differential thermal expansion produce elastic distortion in the active areas of quantum devices. Understanding and controlling these distortions present a significant challenge in quantum device development. We report synchrotron X-ray nanodiffraction measurements combined with dynamical X-ray diffraction modeling that reveal lattice tilts with a depth-averaged value up to 0.04° and strain on the order of 10−4 in the two-dimensional electron gas (2DEG) in a GaAs/AlGaAs heterostructure. Elastic distortions in GaAs/AlGaAs heterostructures modify the potential energy landscape in the 2DEG due to the generation of a deformation potential and an electric field through the piezoelectric effect. The stress induced by metal electrodes directly impacts the ability to control the positions of the potential minima where quantum dots form and the coupling between neighboring quantum dots.
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Semiconductor heterostructures can host devices that permit electronic quantum states to be precisely controlled.1 Under appropriate conditions, electronic states have long dephasing times and thus form the basis for emerging quantum electronic technologies.2−4 One realization of such devices consists of states hosted near interfaces in GaAs/AlGaAs heterostructures, at which a two-dimensional electron gas (2DEG) is formed.5 Quantum dots (QDs) can be electrostatically defined at the 2DEG interface of the two materials by voltages applied to lithographically patterned nanoscale gate electrodes. The metallic gates distort the semiconductor crystal due to stresses transmitted through the metal/semiconductor interface.5,6 The piezoelectricity and deformation potential of GaAs lead to a coupling of the electrode-induced strain and the electronic energy landscape, resulting in spatially inhomogeneous terms in the electronic Hamiltonian.5,6 Similar stress-driven effects pertain to two-dimensional hole systems (2DHSs).8 These strain effects perturb the electronic landscape and in particular alter the position and depth of the potential minima that in turn determine the location of the quantum dots, the number of electrons residing in the dots (for a given set of gate voltages), and the coupling between adjacent quantum dots. In addition to these unintended stress-related effects, there are ways that interface stress can be deliberately employed in the design of quantum devices. For example, stress effects can be useful in defining devices by aligning the gate voltage-induced potential minima with the stress-induced potential minima, so that stress aids quantum dot formation.9 The stress can also lead to distributed electronic effects arising from large, micron-scale periodic patterns.8,10,11
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understanding, control, and eventual exploitation of stress-driven effects in quantum electronics.

Residual stress in metal electrodes is a nearly universal phenomenon arising from microstructural effects in polycrystalline thin films. Stress generation mechanisms during electrode thin film deposition include capillary forces on clusters of metal atoms, grain boundary formation, and the preferential incorporation of atoms at grain boundaries.\textsuperscript{12–16} The stress induced by the metallic gates can vary significantly as a function of several interdependent parameters, such as the substrate temperature during growth, grain size, overall film thickness, and deposition rate. The stress also depends on the thermal history after deposition due to the motion of atoms and defects during thermal cycling.\textsuperscript{17–19} The magnitude of the metal-induced stress is thus difficult to predict, and in principle, the same electrode pattern can lead to different residual stresses in quantum devices, if the electrodes are formed under different conditions. In the fabrication of quantum devices on GaAs, the gate electrodes are often formed by a Ti adhesion layer deposited on GaAs and subsequently capped with a thicker Au layer. The formation of stacked metal electrode thin films in this configuration results in complex gate stress distributions. Au and Au/Ti thin film metallizations on GaAs and other semiconducting substrates have stresses of 50–100 MPa, depending on the total electrode thickness and the relative thicknesses of Au and Ti, with lower stresses observed at smaller Au thicknesses.\textsuperscript{20,21} The stress in Pt/Ti thin films on GaAs substrates has approximately the same magnitude as in Au/Ti.\textsuperscript{22} The mismatch of the coefficients of thermal expansion of the metal gate electrodes and semiconductor substrate is a further independent source of mechanical deformation, through which stress is introduced during cooling the devices to cryogenic temperatures.

Theoretical models for the effect of elastic distortions on the electronic states of the 2DEG describe the variation of the energy of the conduction band edge as a function of the applied stress. The conduction band energy depends on the hydrostatic component of the distortion via the deformation potential\textsuperscript{23} and on long-range distortions via the piezoelectric effect. \textsuperscript{24,25} Studies combining electronic transport measurements and theory have evaluated several elastic and electronic models, but comparison with the experiment remains imprecise because the effects of strain on the potential landscape are convoluted with the (often larger) effect of background charged impurities. Examples of successes in the study of stresses using transport measurements include determining the relative contributions of several spatial harmonic components of the elastic distortion from magnetoresistance measurements.\textsuperscript{5,25} The magnitude of commensurability oscillations in 2DHSs indicates that the total stress-induced potential varies from approximately 1–10% of the hole Fermi energy.\textsuperscript{8} Uncertainty about the magnitude and spatial variation of the elastically induced distortions and the degree of screening of the 2DEG, however, complicates the comparison of electronic models with transport studies.\textsuperscript{5,25} In addition, the crystallographic symmetry of GaAs makes modeling the effects of distortions challenging. The influence of the lattice distortions on the piezoelectric potential developed in GaAs/AlGaAs 2DEGs, for example, depends on the crystallographic direction.\textsuperscript{25,26} The piezoelectric effect, and thus, the contribution to the potential depends on the orientation of the gates.

For geometrically simple patterns, such as linear electrodes, the spatial variation of the nanoscale stress is straightforward and can be accurately predicted using analytical solid mechanics models.\textsuperscript{27} Several mechanical models provide accurate predictions of the stress at locations away from the edges of the electrodes. Here we employ the edge-force mechanical model, which is based on the approximation that the sharp corners of the stressors can be modeled as lines of force.\textsuperscript{28} The distortion in the vicinity of an isolated interface stressor has displacements described by a three-dimensional spatially varying strain tensor.\textsuperscript{29} More elaborate electrode patterns have strain fields resulting from the superposition of the stresses induced by individual electrodes, making an analytical comparison difficult.

The quantum dot device probed in this work consisted of lithographically patterned gates on an epitaxial AlGaAs/GaAs heterostructure, as shown in Figure 1a. The semiconductor heterostructure is composed of layers grown by molecular beam epitaxy on a (001) GaAs substrate. Starting from the
complex interference between layers. The lattice mismatch and thick layers that are nearly lattice matched, resulting in multiple scattering. Second, the GaAs/AlGaAs heterostructures incorporate thin layers with thicknesses larger than the X-ray extinction depth, making multiple scattering important. These samples consist of crystals with thicknesses larger than the X-ray extinction depth, making multiple scattering important. The dynamical diffraction model with the dynamical theory of X-ray diffraction to describe the interaction of the focused X-ray nanobeam with the sample and predict the far-field intensity distribution on the detector. Dynamical diffraction considerations are particularly important in the GaAs/AlGaAs system because of the very close lattice match between the GaAs substrate and the AlGaAs layers in the heterostructures.

Figure 1d shows a diffraction pattern acquired with the X-ray beam illuminating an area far from the metal gates. At the nominal incident angle of \( \theta_0 = 24.95^\circ \) used in Figure 1d, the angular center of the focused beam meets the Bragg condition for the GaAs 004 reflection at 10.4 keV (corresponding to a wavelength \( \lambda = 1.19 \) Å). The key dynamical diffraction features of the diffraction pattern in Figure 1d are the two vertical bright lines of diffracted intensity at the center of the image, which cannot be reproduced using the kinematical theory of X-ray diffraction. The sharp line at a slightly higher value of the angle \( 2\theta \) arises from the thick GaAs layers and the substrate. The second sharp line of intensity at lower \( 2\theta \) arises from the 800 nm-thick GaAs/AlGaAs superlattice, which has a lattice parameter \( d_{\text{avg}} = 5.6545 \) Å. Here \( 2\theta \) is defined for each position on the detector as the angle between the central ray of the focused beam and the ray of the X-rays scattered to that position. The lattice constant was calculated by fitting the positions of the peak lines from the superlattice and substrate using the dynamical diffraction simulation. The angular divergence of the focused X-ray beam leads to the formation of a disk of intensity modulated by the angular dependence of the X-ray reflectivity of the heterostructure. The dark circular feature at the center of Figure 1d is the shadow of the center stop. The features observed in the experimental diffraction patterns that originate from the heterostructure are reproduced in the simulated diffraction pattern shown in Figure 1e. The approximation of the QDs in the GaAs/AlGaAs heterostructure employed synchrotron X-ray nanobeam diffraction (Figure 1b), an approach which allows the nondestructive determination of the electrode-induced lattice distortions. The X-ray measurements were conducted at ambient temperature, approximately 290 K. The zone plate X-ray focusing optic introduces a beam divergence of 0.34°, far larger than the divergence of conventional high-resolution laboratory X-ray sources. The reflection of the convergent X-ray beam from the thin film heterostructure results in complex diffraction patterns. Significant progress in interpreting nanobeam diffraction patterns has been made for systems in which the component layers produce signals that can be readily distinguished from the substrate using kinematical scattering theory and phase-retrieval techniques. The approximation underpinning the kinematical approach, however, does not apply in GaAs/AlGaAs heterostructures for two reasons. First, these samples consist of crystals with thicknesses larger than the X-ray extinction depth, making multiple scattering important. Second, the GaAs/AlGaAs heterostructures incorporate thin and thick layers that are nearly lattice matched, resulting in complex interference between layers. The lattice mismatch between Al\(_{1-x}\)Ga\(_{x}\)As and GaAs is 4.16 \( \times \) 10\(^{-4} \) for \( x = 0.3 \), corresponding to an Al\(_{1-x}\)Ga\(_{x}\)As lattice constant of \( \alpha_2 = 5.6556 \) Å compared to the GaAs lattice parameter, \( \alpha_1 = 5.6533 \) Å. The dynamical diffraction description incorporates multiple scattering effects and provides quantitative insight into the distribution of scattered intensity.

The X-ray diffraction patterns were interpreted using a simulation method in which the heterostructure is modeled as a stack of crystalline layers with different lattice parameters and scattering factors. The simulation combines a nanobeam diffraction model with the dynamical theory of X-ray diffraction to describe the interaction of the focused X-ray nanobeam with the sample and predict the far-field intensity distribution on the detector. Dynamical diffraction considerations are particularly important in the GaAs/AlGaAs system because of the very close lattice match between the GaAs substrate and the AlGaAs layers in the heterostructures.

Figure 2a shows a second diffraction pattern acquired at a nominal incident angle of 25.2°, with the sample slightly tilted heterostructure with the layers depicted in Figure 1a.
rotated away from the nominal Bragg condition for the GaAs 004 reflection. This angle reduces the intensity of the reflection from the thick GaAs substrate because its Bragg condition falls outside the primary cone of the focused X-ray radiation. The AlGaAs layers above the 2DEG produce a series of intensity fringes in each diffraction pattern due to the interference of X-rays incident at different angles in the focused beam. The simulated diffraction pattern for the same angle of incidence is plotted in Figure 2b. The two bright lines originating from the thick GaAs layers and the substrate can be seen outside the nominal cone of the diffracted intensity. The features outside the nominal cone of diffracted intensity are observed in the experiment because the focused beam has angular tails extending outside of this cone. The features in Figure 2b can also be interpreted using the intensity distribution predicted by the Darwin theory of dynamical diffraction for a plane wave of incident X-rays. The predicted intensity for a plane-wave incident beam is plotted in Figure 2c as a function of the X-ray scattering wave vector \( Q = (4\pi/\lambda) \sin \theta \), where \( \theta \) is the plane-wave incident angle. The sharp region of total reflection for the 004 GaAs Bragg peak of a semi-infinite substrate, inset in Figure 2c, is the feature giving rise to one of the bright, sharp reflections observed in the experimental diffraction patterns.

The lattice tilts along the beam footprint direction can be measured by comparing the measured and simulated diffraction patterns and tracking the angular displacement of these intensity fringes. The tilt of the AlGaAs layer was measured by tracking the thickness fringe along \( \Delta \theta \) in a manner similar to the measurement of the centroid angular displacement along \( \Delta \theta \). Under the condition that all of the (004) atomic planes in the layer contribute in phase to the X-ray diffraction (i.e., near the peak intensity of the diffraction curve), the centroid angular displacement along the \( \chi \) direction, \( \Delta \chi_{\text{center}} \), is given by \( \Delta \chi_{\text{center}} = 1.19 \Delta \phi_{\text{pup,mean}} \).

In order to understand the nanoscale variation of the distortion induced by the electrodes, we first consider the distortion induced by a linear Au/Ti electrode. The symmetry of the particular single electrode considered in Figure 3a constrains the direction of lattice tilts to be such that the shift of the diffracted intensity is primarily along the \( \chi \) direction of the diffraction pattern.25 The shift was determined by summing the intensity of the thickness fringe inside the rectangular area shown in Figure 2a along \( \Delta \theta \) and tracking the maximum of the distribution along \( \chi \). Figure 3a shows a map of the tilts along the \( \chi \) direction as a function of the beam position across the electrode.

The spatial distribution of the distortion resulting from an isolated rectangular electrode was compared to an analytical prediction based on the edge-force model.27 To simplify the calculation, we have used the analytical result presented in ref 28 and approximated the GaAs layer as an isotropic elastic solid with Young’s modulus \( E = 85.5 \text{ GPa} \) and Poisson’s ratio \( \nu = 0.31 \). The tilts predicted by the calculation were averaged over the thickness of the AlGaAs layer, from the surface to a depth of 90 nm, and convoluted with a Gaussian resolution function with a full width at half-maximum (fwhm) of 82 nm. This resolution function represents an increase in the effective size of the focused X-ray beam on the sample due to a slight (but unknown) displacement of the sample from the focus. The residual stress in the model was adjusted so that the magnitudes of the tilts match the experimental values. The value of the residual stress that provided the best fit for the tilt distribution in Figure 3b was 57 MPa. The fit shown in Figure 3b also accounts for the long-length scale curvature of the AlGaAs layer due to curvature of the GaAs substrate. Such average tilts can arise from an overall curvature of the substrate due to stresses imposed during high-temperature growth.

The residual stress in the electrodes imparts a tensile stress on the AlGaAs/GaAs heterostructure. Models considering only differential contraction effects due to cooling to cryogenic temperatures predict compressive stresses due to the larger coefficient of thermal expansion of Au in comparison with GaAs.5,25 The thermal contraction effect has a smaller magnitude and opposite sign in comparison with the residual stress reported here. A calculation based on the mismatch of the coefficients of thermal expansion of GaAs and Au, using the approach in ref25, predicts that the strain is reduced by approximately a factor of 2 at cryogenic temperatures. Previously reported electronic transport studies are consistent with a tensile stress, which is what would occur through the sum of the effects of the residual stress and the contribution from differential contraction.25,43

The results of the mechanical model also provide the magnitude of the in-plane strain at the depth where the 2DEG forms. The computed strain at this depth is shown in Figure 3c, where for a 100 nm-wide Au/Ti gate, the in-plane strain \( \varepsilon_{\text{xx}} \) at a depth of 90 nm below the surface of the heterostructure is plotted as a function of the lateral distance from the gate center. The induced in-plane strain is tensile underneath the gate, with a maximum magnitude of \( 4 \times 10^{-3} \), and changes sign within 200 nm from the gate center.
The QD region incorporates a more intricate gate pattern consisting of multiple metal electrodes. Due to the asymmetry of the geometrical pattern of the gates, the directions and magnitude of the electrode-induced distortions are complex. The positions of the electrodes were determined by recording diffraction patterns as a function of the beam position and plotting the integrated intensity within the angular region indicated by the arrow in Figure 2a. A map of this intensity is shown in Figure 4a. The integrated intensity is larger near the gates because of the increased angular acceptance of X-ray reflections in this region due to strain and tilts in the AlGaAs layers.

![Figure 4](image)

**Figure 4.** (a) Map of the integrated diffracted X-ray intensity in the QD region. Each of the pixels is obtained by integrating the diffracted intensity within the angular range of the intensity fringe appearing in the range of 2\(\theta\) from 50.26° to 50.31°, inside the dashed box in Figure 2a. (b) Map of the tilts along \(\chi\) in the QD region, measured by determining the shift along the \(\chi\) direction of the thickness fringe indicated by the dashed box in Figure 2a. (c) Diagram with the locations and orientations with respect to the crystal lattice of the electrodes in this region.

The largest magnitude tilts along \(\chi\) are found at the edges of the metallic gates and in regions where there are several gates closely spaced. A spatial map of the lattice tilts along \(\chi\) in the region of the QD, determined using the angular shift of the AlGaAs intensity fringe indicated in Figure 2a, is shown in Figure 4b. The long-length-scale curvature of the GaAs and superlattice layers was measured by extracting the shift of the intensity distribution of the superlattice peak along \(\chi\) and subtracted from the tilts. The two bright lines do not shift along the 2\(\theta\) direction, indicating that the substrate curvature in this area falls primarily along the direction spanned by \(\chi\). We have measured the tilts in the quantum dot region in the rotation described by \(\phi_{\text{spec}}\) and found tilts ranging from \(-0.04°\) to \(+0.04°\). The maximum values of the tilt angles for both angular tilt directions across the quantum dot are of similar magnitudes.

From the diffraction measurements, we have observed stresses leading to an in-plane strain of \(4 \times 10^{-3}\) at the depth of the 2DEG beneath isolated electrodes. The magnitudes are similar to those of strains previously intentionally introduced into GaAs quantum wells using surface features in studies of commensurability oscillations and the fractional quantum Hall effect.\(^{8,26}\) The strain in the vicinity of the QDs is more difficult to estimate because of the higher geometric complexity of the electrodes, but is likely to be of a similar magnitude to the strain near the isolated electrodes.

Strains of the magnitude observed at the depth of the 2DEG have the potential to be an important factor in quantum device design through two physical mechanisms. The first is the piezoelectric effect, in which the stress in the GaAs and Al\(_{x}\)Ga\(_{1-x}\)As layers induces a piezoelectric potential.\(^{24,44}\) For an average strain on the order of \(4 \times 10^{-3}\) along the [110] crystallographic direction, we obtain a piezoelectric potential offset between the gate and quantum dots of \(\Delta V_{\text{pe}} = 5 \text{ mV}\) (Supporting Information). The piezoelectric potential effectively adds to the voltages on the gate electrodes by an amount that depends on the strain and can therefore lead to uncertainty in the location and shape of the electrostatically defined quantum dots.\(^{45}\) The second mechanism is the deformation potential that develops in the case of a strained lattice, leading to an energy shift \(\Delta E_{\text{p}} = -0.04 \text{ meV}\).\(^{24}\)

In addition to the stress arising from the metallization, similar stresses may arise from features associated with the growth of the heterostructure. GaAs heterostructures can include growth-related features that have an impact on electronic states.\(^{46}\) The dynamical X-ray diffraction approach described here allows nanoscale distortions to be discovered and quantified in lattice-matched thin films such as GaAs/AlGaAs heterostructures. Ultimately, the development of techniques that promote the quantitative understanding of interface stress effects will be crucial for the development and optimization of quantum electronic devices.

**Coherent X-ray Bragg Nanodiffraction Measurements.** Nanodiffraction studies were conducted using the hard X-ray nanoprobe at station 26-ID of the Advanced Photon Source at Argonne National Laboratory. An X-ray beam with a photon energy of 10.4 keV was selected by a two-bounce Si 111 monochromator and focused to a spot size with a nominal 30 nm fwhm. The focusing optics consisted of a 150 μm-diameter Fresnel zone plate with a 20 nm outermost zone width. The sample was placed at the first order of focus of the zone plate; the direct beam was blocked by a 60 μm-diameter center stop, and the radiation focused to other orders was eliminated by an order-sorting aperture. The nominal incidence angle of the X-ray nanobeam was approximately 25°, close to the Bragg condition for the GaAs 004 X-ray reflection. Here we have defined a nominal incident angle with respect to the direction of the center of the convergent focused beam. The diffracted beam intensity was recorded using a pixel-array detector (Pixirad-1, PIXIRAD Imaging Counters s.r.l.) placed at distance 1.012 m from the X-ray focal spot. The detector recorded the X-ray intensity in a plane spanned by angles 2\(\theta\) and \(\chi\); 2\(\theta\) is along the conventional diffraction angle in the diffraction plane, and \(\chi\) is normal to the beam footprint direction.

**Gate Deposition.** The semiconductor surface was prepared using an oxygen plasma (10 s), rinsed in acetone (2 min) and isopropyl alcohol (IPA) (30 s), and dried using \(N_2\) gas. The resist was 2 wt % poly(methylmethacrylate) (molecular weight of 950 K) in anisole, which was spin-coated at 2000 rpm (55 s) to form a layer with a thickness of 90 nm and baked at 175 °C (10 min). The patterned area was exposed to a 100 kV electron beam with the smallest available spot size (2–3 nm) at a beam current of 400 pA. The dose was selected by performing a dose...
test around 750 μC/cm² and selecting the dose that resulted in gate dimensions closest to the design. The gates were evaporated at rates of 0.1 nm/s for the Ti adhesion layer and 0.1–0.2 nm/s for Au. The resist lift-off was performed after 3 h in warm acetone (53 °C). The sample was then rinsed in IPA (30 s) and dried with N₂ gas.
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