Angular Triplet Loss-based Camera Network for ReID
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Abstract—Person re-identification (ReID) is a challenging cross-camera retrieval task to identify pedestrians. Many complex network structures are proposed recently and many of them concentrate on multi-branch features to achieve high performance. However, they are too heavy-weight to deploy in real-world applications. Additionally, pedestrian images are often captured by different surveillance cameras, so the varied lights, perspectives and resolutions result in inevitable multi-camera domain gaps for ReID. To address these issues, this paper proposes ATCN, a simple but effective angular triplet loss-based camera network, which is able to achieve compelling performance with only global features. In ATCN, a novel angular distance is introduced to learn a more discriminative feature representation in the embedding space. Meanwhile, a lightweight camera network is designed to transfer global features to more discriminative features. ATCN is designed to be simple and flexible so it can be easily deployed in practice. The experiment results on various benchmark datasets show that ATCN outperforms many SOTA approaches.

I. INTRODUCTION

Person re-identification (ReID) is a task of identifying bounding boxes of persons in the photos taken by multiple non-overlapping cameras. Given a query image, ReID needs to retrieve the images of the same identity in the gallery as the query one. That is, all images of the same person should be checked. For example, ReID has been widely adopted in monitoring, activity analysis, and people tracking [1], in which scenarios discriminative feature representation is critical. Therefore, the challenge of ReID is to learn a discriminative feature representation.

Due to the high discriminative ability of deep-learned representations, much significant progress of ReID has been made [2]–[11]. Lots of research considers ReID as a classification problem by taking the person IDs as different classes, and employs the typical softmax loss to learn a classification hyperplane. It is the network before the classifier, feature extractor, responsible for feature representation learning [2]–[4], [8]. However, ReID is actually a ranking problem, and some leverage metric learning, such as triplet loss [15], to directly learn the feature representations [5]–[7]. The triplet loss tries to pull the features of one same identity closer and push away the ones of different identities. In contrast to softmax, triplet loss directly controls the learning process in embedding space, which is able to ensure features of the same identity are closer than others by a threshold margin. However, triplet loss is unstable due to its limited local optimization, making it hard to converge.

ReID images are usually captured by multi-cameras. Thus the inherent changing lights and perspectives will lead to inevitable camera-cased gaps in ReID datasets. To alleviate the gaps, [12] takes advantage of GAN to transfer images from one camera to another, and [13] transfers images from one dataset to another. However, it is too time-consuming for GAN to generate pedestrian images.

To address these challenges, this paper proposes a two-stage framework, ATCN, a ReID oriented Angular Triplet-based (AT) Camera Network (CN). ATCN adopts angular-distance as the distance metric of triplet loss, thus a linear decision boundary can be guaranteed, making it easier to combine with softmax loss in order to achieve local and global optimization at the same time. A new camera network is designed to address the problem of the camera-cased gaps, which consists of a feature transfer adapter and a camera discriminator. They play a minimax game: the camera discriminator tries to identify whether the feature is taken from specific cameras, while the adapter tries to transfer global features to fight against the discriminator. In this way, it can learn a pedestrian-discriminative-sensitive and multi-camera-
invariant feature representation.

Both AT and CN algorithms are straightforward and efficient, and they could be deployed independently or simultaneously. The prototype of ATCN is implemented with PyTorch [14] and is evaluated against two widely adopted ReID datasets. The experimental results show that either AT or CN outperforms the baseline as well as many existing methods, while the combination of them delivers the best results.

The main contributions of the paper are as follows:

- We propose AT for the feature-extract stage, which leverages “angle-distance” to ensure a linear decision boundary, outperforming conventional euclidean distance and cosine similarity.
- We propose CN for the feature-transfer stage to filter the camera information, ensuring the feature extractor can concentrate on the pedestrian information to bridge the gaps stemming from camera noises.
- By conducting extensive experiments on two widely used datasets, the results show that ATCN performs the best in contrast to many SOTA approaches.

II. RELATED WORK

A. Triplet Loss

Triplet loss is introduced in FaceNet [15] for face recognition and clustering. Compared to softmax loss, which can take into account the global information and update the weights in each batch, so the entire training process is relatively smooth and stable. However, for triplet loss, the information involved and updated in each batch is very limited, therefore it’s prone to repeated training and is difficult to converge. Lots of sampling strategies are introduced to address this problem. For example, Song takes all pairwise distances in a batch to take full advantage of a batch [16], Chen adopts quadruplet loss with two negative samples for better generalization capability [5], Hermans proposes TriNet with PK-style sampling method and hardest example mining [9], and Ristani claims that most hard example mining methods only consider the hardest triplets or semi-hard triplets, but it can be beneficial to easy triplets as well [17]. Adaptive weights triplet loss providing high and low weights for hard and easy triplets are proposed as well.

B. ReID with Multi-branches features

ReID tasks usually encounter pose variance and occlusion problems, increasing the difficulty of ReID. There is lots of research on multi-branches features, such as pose-guided [18–20], mask-guided [21], [22] and stripe-based [2], [23] methods. All of them use “multiple local features”. Qi uses a forward mask to alleviate the problem of cluttered background and appearance variations [21], Kalayeh integrates human semantic parsing to harness local visual cues [22], and Wei leverages the local and global cues in human body to generate a discriminative and robust representation [18]. PoseBox structure [19] is devised to align pedestrians to a standard pose, while Sun provides a PCB network to learn several part-level features [2]. Dai uses two branches to provide a more comprehensive and spatially distributed feature representation, which consists of a global branch and a drop branch, respectively [23]. Generally, the solutions of less features are regarded better if they could deliver no-worse results, because the models are simpler and various problems could be addressed only by generally applicable global features.

C. Multi-Camera ReID

ReID suffers from image style variations caused by differences in perspectives, surrounding and poses of multi-cameras. Zhong uses CycleGAN [24] to transfer images from one camera to another to bridge the gaps [12], and Wei proposes a Person Transfer Generative Adversarial Network which transfers images from a dataset to another to bridge the domain gap in different datasets [13]. Zhuang uses Camera-based Batch Normalization to force the image data to fall into the same subspace to shrink the distribution gap between any camera pair [25].

III. METHODOLOGY

A. Triplet Loss

Triplet loss [15] is one of the popular loss functions for metric learning. For a triplet \((a, p, n)\), triplet loss is formulated as (1):

\[
L_{tri} = [D(f_\theta(a), f_\theta(p)) - D(f_\theta(a), f_\theta(n)) + m]_+, \tag{1}
\]

where \(D(x, y)\) is a metric function measuring distance or similarity between \(x\) and \(y\) in the embedding space \(\mathbb{R}^d\), \(a\) denotes an anchor sample, \(p\) a positive sample with the same ID as \(a\), and \(n\) a negative sample. \(f_\theta\) is the feature extractor with parameter \(\theta\). For the sake of clarity, \(D(x, y)\) will be used as a shortcut of \(D(f_\theta(x), f_\theta(y))\), where \(f_\theta(\cdot)\) is omitted. \(m\) the margin threshold that \(D(a, p)\) must be less than \(D(a, n)\) by at least \(m\). The notation \([\cdot]_+\) means \(\max(0, \cdot)\).

It can be recognized from the formula that triplet loss is designed to pull the positives closer and simultaneously push the negatives away with a threshold margin, aimed at \(D(a, p) \geq D(a, n) + m\). Lots of ReID research [5], [15], [17], [26], [27] trains the model with triplet loss with \(L_2\)-norm distance as the distance metric function \(D(x, y)\). Meanwhile, the sampling strategy Batch-Hard [9] is widely used as well, which picks \(P\) classes randomly, and then samples \(K\) images for each class to create \(P \times K\) hardest positive and negative pairs, contributing to the triplet loss in a mini-batch.

B. Angular Triplet Loss

The fundamental challenge of ReID is encoding images into robust discriminative features. Triplet loss provides a detailed local optimization, which directly controls the process of learning embedding. However, as aforementioned in Section II-A, triplet loss’s local optimal constraint can not guarantee a global optimization because inter-class distance sometimes is smaller than the intra one. Therefore, we propose to combine softmax loss and triplet loss altogether to build more robust models, which are able to learn a more discriminative feature. As illustrated in Fig. 1(a), the images are extracted to global features, and two stream loss, i.e. triplet loss and softmax loss,
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Fig. 1. An overview of the proposed ATCN framework. In the feature-extract stage, ID loss leads the backbone model to learn a global feature representation. In the feature-transfer stage, camera discriminator takes both the global features and transfer features as input, then real loss and fake loss are computed, respectively. ID loss and negative fake loss lead feature adapter to learn more discriminative features.

Softmax loss is often used with a classifier, and enables the classifier to learn a global hyperplane for classification because it focuses on relative distance. However, triplet loss with L2-norm distance reflects euclidean distances, so it does not make sense to combine them because of their inconsistent targets. Instead, cosine similarity as the distance metric function for triplet loss could make a more relaxed limit because its relative distance property aligns with softmax. The feature extractor will learn a linear hyperplane which is supposed to be better integrated with the classifier. By using cosine similarity as the distance metric function, the triplet loss could be formulated as (2):

\[
L_{cos} = \left[ \cos(\theta_n) - \cos(\theta_p) + m \right]_+ \quad (2)
\]

where \( \theta_p \) and \( \theta_n \) are the angles between \( (a, p) \) and \( (a, n) \), respectively.

Although cosine similarity works well, in the later stage of training, positive samples and negative samples are basically distinguished, then small gradient will make it difficult to continue optimization. For example, when the angle between positive pairs is very small, the derivative of the angular distance is much larger than the derivative of the cosine similarity. To address this problem, we design \( L_{ang} \) as in (3).

\[
L_{ang} = [\theta_p - \theta_n + m]_+ \quad (3)
\]

\( L_{ang} \) is different from \( L_{cos} \) because the derivative of \( L_{ang} \) is sharper by leveraging \( \arccos(\cos(\theta)) = \theta \). Therefore, even if the features are distinguished, sufficient gradients can be guaranteed. The angular distance can achieve better results than cosine similarity in both easy triplet and hard triplet cases because of the steeper curve, which is helpful for the convergence of the triplet loss. Similar ideas can be found from the difference between ReLU [28] and Sigmoid. Fig. 2 shows that the gradient of angular is steeper always. Note that \( d(\arccos(\theta)) = -1/(\sqrt{1-x^2})dx \), so \( \cos(\theta) \) is truncated from \( 1-\epsilon \) to \( 1-\epsilon \) to avoid the denominator to be 0, where \( \epsilon \) is a very small scalar, and it is set \( \epsilon = 10^{-7} \) in our experiments.

Given prediction logits \( p_k \) and label \( y_k \) of class \( k \), the final loss called ID loss illustrated in (4), is the combination of triplet loss \( L_{ang} \) and softmax loss \( L_{soft} \).\n
\[
L_{ID} = L_{ang} + \frac{1}{K} \sum_{k=1}^{K} -y_k \log(p_k) \quad (4)
\]

Actually, ReID can hardly be regarded as a typical classification problem, because the number of person IDs in the training set and test set might be completely different. It is more likely a one-shot learning task. For a classification task in this case, Label Smoothing [29] is a widely used method to avoid overfitting. Given a small constant \( \alpha \), the original label \( y_k \) will be smoothened to \( y_k^{LS} \), as shown in (5).

\[
y_k^{LS} = y_k(1-\alpha) + \frac{\alpha}{K} \quad (5)
\]

where \( K \) is the the number of classes, \( y_k \) is the indicator variable, \( \alpha \) is a hyperparameter controlling the smoothness, and is set to 0.1 in the experiments. Label Smoothing can significantly improve the performance of the model.

C. Camera Network

As demonstrated in Section I, ReID images are usually taken by multi-cameras, causing differences in perspectives, surrounding and poses, making it hard to learn a robust
Algorithm 1: Pseudo code of the optimization.

Initialization: anchors: $A = \{a_1, \cdots, a_m\}$; extracted features: $T = \{t_1, \cdots, t_m\}$; labels: $Y = \{y_1, \cdots, y_m\}$; hyperparameters: $\lambda, \mu$;

1: repeat
2:   update $\theta_D$ by descending stochastic gradients:
3:    $\theta_D \leftarrow \theta_D - \mu \cdot \nabla_{\theta_D} \frac{1}{m} \mathcal{L}_D$
4:   update $\theta_F$ by descending stochastic gradients:
5:    $\theta_T \leftarrow \theta_T - \lambda \cdot \nabla_{\theta_T} \frac{1}{m} \mathcal{L}_T$
6: until convergence

Output: learned features representations: $f_T(T)$

model. The camera related noisy information is also encoded into the extracted features, which is harmful for person-ID identification. Therefore, the challenge is how to get rid of such camera information from feature representations. This is possible to accomplish by an adversarial network with a camera discriminator.

After feature-extract stage, the parameter $\theta_F$ is fixed, so $F$ is used to extract global features only. As illustrated in Figure 1(b), the proposed Camera Network consists of a discriminator $D$ and a adapter $T$, with parameter $\theta_D$ and $\theta_T$, respectively. The responsibility of $T$ is transferring global features $f_i$ to more discriminative features $g_i$, and $D$ tries to distinguish whether the current feature containing the information belongs to the cameras. The goal of $D$ is to lead the learning process of $T$ to get perspective-invariant features representations. Different from conventional adversarial network, e.g. GAN [30], which only contains real loss and fake loss, the loss function $\mathcal{L}_T$ is combined with $\mathcal{L}_{ID}$ to prevent feature adapter from losing the important person information learned by $F$. The loss function of $D$ and $F$ is shown as in (6):

$$
\mathcal{L}_{real} = -\log(D(f_i))
\mathcal{L}_{fake} = -\log(1 - D(T(f_i)))
\mathcal{L}_D = \mathcal{L}_{real} + \mathcal{L}_{fake}
\mathcal{L}_T = \mathcal{L}_{ID} - \mathcal{L}_{fake}
$$

where $f_i$ is the the global feature extracted by $F$.

Optimization As shown in the formula $\mathcal{L}_D$ and $\mathcal{L}_T$, the process of training $T$ is to minimize $\mathcal{L}_{ID}$ and maximize $\mathcal{L}_{fake}$ at the same time. $D$ learns to distinguish cameras by minimizing $\mathcal{L}_D$, which forms an adversarial relationship. Since the goals of the two objective functions are opposite, the training process of the minimax game can be divided into two sub-processes. One sub-process optimizes $T$, and the other optimizes $D$. Both the two sub-processes are implemented with Adam [31]. In our experiments, we train $T$ and $D$ alternatively, as shown in Algorithm 1.
3) Training Strategy: At the feature-extract stage, the number of epochs is set to 120, and the learning rate will decay at 40 epochs and 70 epochs with a decay factor of 0.1, respectively. Additionally, warmup learning rate method [37] is applied. We use 10 epochs to linearly increasing the learning rate from $3.5^{-6}$ to $3.5^{-4}$. At the feature-transfer stage, the number of epochs is set to 75 without learning rate decay. $D$ and $F$ are trained alternately, that is, one iteration for $D$ and another for $F$. As a result, on Market1501, there are approximately 11,257 iterations (1501/16 × 120) in feature-extract stage, and another 7,035 iterations (1501/16 × 75) in the feature-transfer stage, resulting in a total of 18,292 iterations. It usually takes 1.5 hours for feature extractor training and another 0.5 hours for camera discriminator training in our configuration.

C. Evaluation

ReID is usually regarded as a ranking problem, so Mean average precision (mAP) score and cumulative matching curve (CMC) at rank-1 are reported in our results as most related research [5], [9], [38], [39]. Single query mode is used in all the experiments.

1) Analysis of ATCN: Compared with the standard baseline (only softmax is used), we additionally integrate triplet loss [15], last stride 1 [2], Warmup Learning Rate method [37], Label Smoothing [29], Random Erasing Augmentation [35] and BNNeck [11]. Although these training techniques are widely used, for a fair comparison, we still conduct a detailed analysis of these tricks before evaluating our methods. The results are shown in Table II. All of them are evaluated against Market1501 and DukeMTMC datasets. Backbone with last stride setting to 2 is regarded as the standard baseline, and the results of other tricks are reported from top to bottom in stacking. For example, “+triplet” means that triplet loss is added to the standard baseline model. The results indicate that even for Euclidean distance, “+triplet” can bring remarkable improvement due to its local optimization. By applying all the tricks, Market1501 could reach 18.8% and 10.6% improvement for mAP and CMC rank-1, respectively, while for DukeMTMC, they are 18.7% and 11%, respectively.

Then, the combination of all tricks (last line in Table II) is consider as the baseline in Table III, and AT (only changes Euclidean distance to the proposed angular distance), CN (only apply camera network) and ATCN are applied incrementally.

ATCN increases mAP from 76.2% to 77.1%, and rank-1 accuracy from 86.4% to 87.9% on DukeMTMC, and delivers 0.7% and 0.6% improvement for mAP and rank-1 accuracy on Market1501, respectively. Since we only use the global feature and all improvement is based on a very strong baseline, ATCN performs very well indeed.

2) Comparison with SOTA methods: ATCN is also evaluated against some SOTA methods, and the results are reported in Table IV. The methods are classified into two categories according to the number of features, $N_f$. ATCN outperforms many current methods on Market1501 and DukeMTMC, particularly compared with those only use 1 feature. Pyramid [10] achieves an excellent score using 21-branches features, but ATCN beats it by 4.8% and 1.7% with only 1 feature. It can be observed that ATCN outperforms all the methods that use 1 feature. On all the two datasets, both AT and CN can achieve competitive performance, while ATCN usually get the best scores, which is a strong implication that both AT and CN are helpful to learn pedestrian-discriminative-sensitive and multi-camera-invariant representations and the combination of them ATCN could leverage them simultaneously.

| Method | Market1501 mAP rank-1 | DukeMTMC mAP rank-1 |
|--------|-----------------------|---------------------|
| standard | 66.9 | 83.5 | 57.5 | 75.2 |
| +triplet [15] | 71.9 | 86.7 | 62.9 | 76.9 |
| +stride=1 [2] | 72.6 | 86.3 | 62.9 | 78.0 |
| +Warmup [37] | 77.1 | 89.5 | 66.1 | 80.6 |
| +LS [29] | 78.6 | 90.4 | 67.8 | 82.5 |
| +REA [35] | 82.8 | 92.1 | 71.9 | 83.4 |
| +BNNeck [11] | 85.7 | 94.1 | 76.2 | 86.2 |

| Method | Market1501 mAP rank-1 | DukeMTMC mAP rank-1 |
|--------|-----------------------|---------------------|
| Baseline | 85.7 | 94.1 | 76.2 | 86.2 |
| AT | 86.3 | 94.4 | 76.8 | 86.8 |
| CN | 86.9 | 94.2 | 76.6 | 86.9 |
| ATCN | 86.9 | 94.5 | 77.1 | 87.9 |

| Method | Market1501 mAP rank-1 | DukeMTMC mAP rank-1 |
|--------|-----------------------|---------------------|
| PN-GAN [8] | 9 | 72.6 | 89.4 | 53.2 | 73.6 |
| MaskReID [21] | 5 | 75.3 | 90.0 | 61.9 | 78.8 |
| GLAD [18] | 4 | 73.9 | 89.9 | - | - |
| PCB [2] | 6 | 81.6 | 93.8 | 69.2 | 83.3 |
| SPRReID [25] | 5 | 81.3 | 92.5 | 71.0 | 84.4 |
| BDB [23] | 2 | 84.3 | 94.2 | 72.1 | 86.8 |
| Pyramid [10] | 21 | 88.2 | 95.7 | 79.0 | 89.0 |
| SVDDNet [40] | 1 | 62.1 | 82.3 | 56.8 | 76.7 |
| TriNet [9] | 1 | 69.1 | 84.9 | - | - |
| TriNet+Era [35] | 1 | - | - | 56.6 | 73.0 |
| CamStyle [12] | 1 | 68.7 | 88.1 | 53.5 | 75.3 |
| AWTL [17] | 1 | 75.7 | 89.5 | 63.4 | 78.9 |
| DaATM [41] | 1 | 76.6 | 91.4 | 62.3 | 81.2 |
| Pyramid [10] | 1 | 82.1 | 92.8 | - | - |
| BDB [23] | 1 | 80.6 | 93.1 | - | - |
| AT | 1 | 86.3 | 94.4 | 76.8 | 86.8 |
| CN | 1 | 86.9 | 94.2 | 76.6 | 86.9 |
| ATCN | 1 | 86.9 | 94.5 | 77.1 | 87.9 |
work for a specific person query, we select 4 images from ATCN, an angular triplet loss-based camera network. AT based triplet loss functions on various datasets. For domain performs beyond the Euclidean distance and cosine similarity gap challenges in ReID applications, this paper proposed segmentation network and pretrained Inception-V3 weight to for pose conversion, while SPReID \[22\] needs a semantic the other models. PN-GAN \[8\] needs to train a GAN network requires less memory and can finish training more quickly than other publically available models as in Table VII. ATCN person and separate the features of different people better. that the angular distance can cluster the features of the same and angular distances for different gallery images. It is clear selected as gallery images. Table VI presents the Euclidean distance, cosine distance and angular distance, and the results are presented in Table V. For ReID datasets, angular distance used in ATCN could deliver better outcomes because it can learn a more discriminative feature representation.

In order to demonstrate how different distance metrics work for a specific person query, we select 4 images from Market1501, two of which are the same person while the other two are not. For the sake of clarity, the image is named as “Pi-Cj”, while i is the person ID and j the camera ID. As illustrated in Figure 3, P595-C6 is selected as the query image, and P595-C3 (the same person), P693-C4 and P1203-C5 are selected as gallery images. Table VI presents the Euclidean and angular distances for different gallery images. It is clear that the angular distance can cluster the features of the same person and separate the features of different people better.

4) Comparison of model training: We compare ATCN with other publicly available models as in Table VII. ATCN requires less memory and can finish training more quickly than the other models. PN-GAN \[8\] needs to train a GAN network for pose conversion, while SPReID \[22\] needs a semantic segmentation network and pretrained Inception-V3 weight to segment the images, both of which undoubtedly increase the cost.

V. Conclusion

To achieve better performance and address multi-camera gap challenges in ReID applications, this paper proposed ATCN, an angular triplet loss-based camera network. AT performs beyond the Euclidean distance and cosine similarity based triplet loss functions on various datasets. For domain gaps introduced by multi-cameras, CN is devised to filter useless multi-camera information, which transfers features to pedestrian-discriminative-sensitive and multi-camera-invariant feature representations. The model is more robust to tolerate the noise from different cameras. Though AT and CN are targeted to ReID initially, they could be ported and implemented to other domain applications, especially triplet loss related use cases. In the future, we will improve the camera network in terms of structure and training strategy.
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