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Abstract

Stochastic differential equations (SDEs) are used to describe a wide variety of complex stochastic dynamical systems. Learning the hidden physics within SDEs is crucial for unraveling fundamental understanding of these systems’ stochastic and nonlinear behavior. We propose a flexible and scalable framework for training deep neural networks to learn constitutive equations that represent hidden physics within SDEs. The proposed stochastic physics-informed neural network framework (SPINN) relies on uncertainty propagation and moment-matching techniques along with state-of-the-art deep learning strategies. SPINN first propagates stochasticity through the known structure of the SDE (i.e., the known physics) to predict the time evolution of statistical moments of the stochastic states. SPINN learns (deep) neural network representations of the hidden physics by matching the predicted moments to those estimated from data. Recent advances in automatic differentiation and mini-batch gradient descent are leveraged to establish the unknown parameters of the neural networks. We demonstrate SPINN on three benchmark \textit{in-silico} case studies and analyze the framework’s robustness and numerical stability. SPINN provides a promising new direction for systematically unraveling the hidden physics of multivariate stochastic dynamical systems with multiplicative noise.
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1. Introduction

Stochastic dynamical systems are ubiquitous in a wide range of science and engineering problems, such as dynamical systems governed by Brownian motion or those that experience random perturbations from their surrounding environment [1, 2, 3, 4, 5]. Stochastic differential equations (SDEs) are used to describe the complex behavior of a wide variety of stochastic dynamical systems, including those involving electrical and cell signal processing [6, 7, 8], colloidal/molecular self-assembly [9, 10, 11, 12], nucleation processes [13, 14], and predator-prey dynamics [15, 16]. An important challenge in constructing and studying SDEs is that they often contain physics that are either unknown (e.g., a population density-dependent transmission function for disease spread [17, 18] or a weather-dependent tire road friction coefficient [19]), or cannot be directly measured (e.g., free energy and diffusion landscapes [9, 10, 11, 12]). Creating a systematic framework to learn the hidden physics within SDEs is thus crucial for unraveling fundamental understanding of stochastic dynamical systems.

A widely used form of SDEs is given by:

\[ dx = f(x, g(x))dt + h(x, g(x))dw, \]

where \( x \) is the system state, \( t \) is the time, and \( w \) is a Gaussian white noise process. The “modeled” or “known” physics is comprised of \( f, h \), and the structure of the SDE (i.e., the additive relationship between \( f \) and \( h \) and the multiplicative relationship between \( h \) and \( w \)), while \( g \) is the “unmodeled” or “unknown” hidden physics. Note that when \( g(x) = [g_1(x), g_2(x)]^\top \) and \( f \) and \( h \) are identity functions, Eq. 1 reduces to the following:

\[ dx = g_1(x)dt + g_2(x)dw. \]

Despite extensive literature on the subject [20, 21, 22, 23, 24, 25, 26, 27], the vast majority of methods for learning hidden physics within SDEs require a priori knowledge about the stochastic system, are intractable for multi-dimensional systems, may not be suitable for recovering highly nonlinear and state-dependent versions of \( g \), or rely on inflexible and system-specific sampling techniques.
We seek to investigate strategies based on deep learning to create a flexible and scalable framework for systematically learning the hidden physics within SDEs of form (1). To this end, we first propose approximating $g(x)$ as a (deep) artificial neural network, where the weights and biases within the neural network represent the SDE hidden physics. To our knowledge, all previous methods for learning SDE hidden physics either (i) learn $g(x)$ at discrete values of $x$ and then fit analytic functions to these discrete values [20, 21, 22, 24, 26, 27], or (ii) approximate $g(x)$ using basis functions and learn the coefficients of those basis functions [23, 25]. The former approach can become intractable when the dimension of $x$ is large, or when $g(x)$ is highly nonlinear and thus requires $x$ to be finely discretized. The latter approach can be extremely sensitive to the choice of basis functions and exhibits other numerical issues. Artificial neural networks, on the other hand, provide a scalable and flexible way of approximating a highly nonlinear relationship between $g(x)$ and (continuous values of) $x$ without the need for a priori assumptions about the form of that relationship [28, 29, 30].

We next propose combining the recently developed notion of physics-informed neural networks [31, 32, 33, 34, 35] and moment-matching [36, 37, 38] to learn the weights and biases within the neural network that approximates $g(x)$. The key idea behind physics-informed neural networks is that constraining loss functions with differential equations that govern underlying system physics (e.g., conservation of momentum) can enhance the robustness and efficiency of training neural networks. Physics-informed neural networks have also been shown to enable discovery of constitutive equations from incomplete models and data [31, 32, 33]. In this work, we apply established uncertainty propagation techniques (e.g., linearization [39, 40], unscented transform [41, 42]) to the known structure of the SDE to predict the time evolution of the statistical moments of the stochastic states for fixed neural network weights and biases. Note that these predicted moments are a function of both the known and hidden SDE physics. We construct a loss function that matches these (physics-informed) predicted moments to moments that are estimated from system trajectory data. We learn the neural network weights and biases by implementing an efficient training algorithm that leverages recent advances in automatic differentiation and mini-batch gradient descent [43, 44].

Integrating uncertainty propagation techniques directly into the proposed framework allows the framework to predict the time evolution of an arbitrary number of moments (e.g., mean, variance, skew, kurtosis trajectories) over
time intervals of arbitrary size. Although other reported approaches for learning SDE hidden physics involve moment calculations [20, 24, 26, 27], these methods (i) sample stochastic states at extremely small time intervals, (ii) involve system-specific interpolation techniques, and/or (iii) are limited to calculating only the first two moments. Moreover, the proposed framework can naturally incorporate different uncertainty propagation techniques, including linearization, unscented transform, generative adversarial networks, and polynomial chaos [33, 34, 39, 40, 41, 42, 45]. Furthermore, the use of mini-batch gradient descent to learn the weights and biases within the neural network approximation of $g(x)$ does not require any assumptions regarding the shape or smoothness of $g(x)$, whereas previously reported methods based on Bayesian inference rely on such assumptions [22, 23].

We demonstrate this stochastic physics-informed neural network framework (SPINN) on three benchmark in-silico case studies. The dynamics of each system are described by SDEs of form (1) that contain nonlinear and state-dependent hidden physics terms. The first case study is a one-state model for directed colloidal self-assembly with an exogenous input [46], the second is a two-state competitive Lotka-Volterra model with a coexistence equilibrium [47], and the third is a three-state susceptible-infectious-recovered (SIR) epidemic model for disease spread [48]. We show that SPINN is able to learn the hidden physics within these SDEs with high accuracy. We finally analyze the robustness and numerical stability of SPINN in light of practical considerations such as data collection and computing time. SPINN is available on GitHub with end-to-end examples [49].

2. Methods

Fig. 1 gives a schematic overview of SPINN. Repeated stochastic dynamical system trajectories are recorded to estimate the time evolution of statistical moments of the stochastic state $m_x^{(ij)}(t_k)$ (left). The hidden physics $g(x)$ are represented by a neural network that is parameterized by unknown weights and biases $\theta$ (center). Uncertainty propagation techniques are applied to Eq. (1) to predict the moment time evolution for fixed neural network parameters, $\hat{m}_x^{(ij)}(t_k)$ (left to center). A loss function is constructed using the predicted and data-estimated moments (center). Mini-batch gradient descent is used to update the parameters $\theta$ within $g(x; \theta)$ by minimizing the loss function (right). The hidden physics, $g(x; \theta)$, are considered “learned” once the mini-batch gradient descent algorithm converges. The subsequent sections
describe in more detail how data is collected and how SPINN uses uncertainty propagation, moment-matching, and mini-batch gradient descent to learn the weights and biases within the neural networks that approximate the unknown hidden physics within SDEs.

Figure 1: Stochastic physics-informed neural network framework (SPINN) summary. The key steps include (i) estimating the time evolution of statistical moments $m_{x}^{(ij)}(t_k)$ from repeated stochastic dynamical system trajectories, (ii) approximating the hidden physics as a neural network (e.g., $g(x; \theta) = [g_1(x; \theta), g_2(x; \theta)]^T$, where the unknown weights and biases are $\theta$), (iii) applying uncertainty propagation techniques to the known structure of the stochastic differential equation to predict the time evolution of statistical moments $\hat{m}_{x}^{(ij)}(t_k)$, and (iv) using moment-matching and mini-batch gradient descent to learn “optimal” weights and biases $\theta^*$. 

2.1. Data Collection

Data collection is accomplished by repeating stochastic dynamical system trajectories starting from identical initial conditions. Here, $N+1$ trajectories start from some initial condition $x_0$. During each trajectory, state values $x$ are recorded at time points $t_k$ for $K+1$ total time steps. The $N+1$ recorded values of each $x(t_k)$ are used to estimate moments $m_{x}^{(ij)}(t_k)$. In this work, we only record the first two moments, the mean, $\mu_{x}(t_k)$, and the covariance, $\Sigma_{x}(t_k)$. SPINN can naturally accommodate more moments, however, and
doing so can potentially lead to more accurate recovery of the hidden physics. The data-estimated means and covariances are calculated from:

$$
\mu_x(t_k) = \frac{1}{N+1} \sum_{n=0}^{N} x_n(t_k)
$$

$$
\Sigma_x(t_k) = \frac{1}{N} \sum_{n=0}^{N} (\mu_x(t_k) - x_n(t_k))(\mu_x(t_k) - x_n(t_k))^\top,
$$

where $n$ is the trajectory index between 0 and $N$.

Repeated stochastic trajectories from only one initial condition often do not explore a large percentage of the state space. As a result, the stochastic trajectories can be collected from various unique initial conditions. In this work, we choose initial conditions by performing a grid search within a range of state values of interest. We note, however, that more efficient sampling techniques can also be used [50, 51, 52, 53, 54].

The data-estimated means and covariances $\mu_x(t_k)$ and $\Sigma_x(t_k)$ are collected at discrete time points. In order to perform moment-matching, the SDE must be discretized accordingly. When $h$ in Eq. (1) is not a function of $x$, the noise is said to be “additive” and different discretization schemes will lead to one unique stochastic process [55, 56]. However, when $h$ is a function of $x$, the noise is said to be “multiplicative”. Here, different discretization schemes will lead to different stochastic processes.

The two most common discretization conventions are the Ito convention, where the value of $x$ just before the white noise jump is used in $h(x, g(x))$ and the Stratonovich convention, where $x$ is taken to be half of the sum of the values before and after the jump [55, 56]. The Ito convention is generally used for dynamic modeling because it is easier to manipulate and does not assume any knowledge of the future as $h(x, g((x))$ is evaluated before the jump only. The Ito convention is compatible with explicit Euler discretization, and the corresponding Euler-Maruyama discretization scheme is employed throughout this work [57, 58]. Note that SPINN can in principle accommodate “higher-order” Ito discretization methods (e.g., Milstein [59]), but the exploration of such methods is beyond the scope of this work. The form of Eq. (1) after Euler-Maruyama discretization is shown below:

$$
x(t_k) = M(x(t_{k-1}))
\quad = x(t_{k-1}) + \Delta t f(x(t_{k-1}), g(x(t_{k-1})))
\quad + w(t_{k-1}) h(x(t_{k-1}), g(x(t_{k-1}))) \sqrt{\Delta t}.
$$

(4)
2.2. Uncertainty Propagation

We apply unscented transform (UT) \[40, 41, 42\] to Eq. (4) to propagate stochasticity through the system dynamics, which in turn yields the time evolution of the mean and covariance. The predicted mean and covariance \(\hat{\mu}_x(t_k)\) and \(\hat{\Sigma}_x(t_k)\) are functions of the hidden physics, \(g\), the known physics, \(f\) and \(h\), the known structure of the SDE, and data-estimated means and covariances at previous time points, \(\mu_x(t_{k-1})\) and \(\Sigma_x(t_{k-1})\). UT uses \(\mu_x(t_{k-1})\) and \(\Sigma_x(t_{k-1})\) to calculate \(2p+1\) sigma points, where \(p\) is the dimension of the uncertainty. These sigma points, \(\mathcal{X}\), represent the distribution of \(x(t_{k-1})\) and are created by a function \(q\). The sigma points are then propagated through the dynamics of Eq. (4) and subsequently weighted with weights \(W\). The mean and covariance of these nonlinearly transformed and weighted sigma points are \(\hat{\mu}_x(t_k)\) and \(\hat{\Sigma}_x(t_k)\). We note that \(q\) and \(W\) depend on heuristic-based scaling values \[40, 41, 42\]. Identical, standard choices of these scaling values were used in each of the case studies in this work. The UT algorithm is summarized below:

1. Create \(2p+1\) sigma points:
   \[
   \mathcal{X}(t_{k-1}) = q(\mu_x(t_{k-1}), \Sigma_x(t_{k-1}))
   \]

2. Propagate sigma points through Eq. (4):
   \[
   \mathcal{X}(t_k) = M(\mathcal{X}(t_{k-1}))
   \]

3. Predict mean:
   \[
   \hat{\mu}_x(t_k) = \sum_{l=0}^{2p} W_l \mathcal{X}_l(t_k)
   \]

4. Predict covariance:
   \[
   \hat{\Sigma}_x(t_k) = \sum_{m=0}^{2p} W_m \mathcal{X}_m(t_j) - \hat{\mu}_x(t_k)) (\mathcal{X}_m(t_k) - \hat{\mu}_x(t_k))^\top
   \]

The prediction scheme outlined above only predicts the mean and covariance one step forward in time (i.e., \(\hat{\mu}_x(t_k)\) and \(\hat{\Sigma}_x(t_k)\) from \(\mu_x(t_{k-1})\) and \(\Sigma_x(t_{k-1})\)). UT is capable of predicting means and covariances to an arbitrary number of time steps in the future from data-estimated moments \(\mu_x(t_{k-1})\) and \(\Sigma_x(t_{k-1})\). In this work, data-estimated moments are available at every time step \(t_k\). As a result, only one-step predictions are used within SPINN to learn
the hidden physics. SPINN can, however, accommodate multi-step moment predictions via UT (or other uncertainty propagation schemes). This would be useful in scenarios where data-estimated moments are sparsely available.

Although SPINN can accommodate other uncertainty propagation techniques, UT holds key advantages over many established methods in terms of computational cost, accuracy, and ease of implementation \[40, 41, 42\]. The UT method requires \(2p + 1\) function evaluations, which scale linearly with respect to the uncertainty dimension \(p\). This method can thus be substantially less expensive than general sample-based methods (e.g., Monte Carlo methods \[60\]) that typically require orders of magnitude more sample points for accurate computation of \(\hat{\mu}_x(t_k)\) and \(\hat{\Sigma}_x(t_k)\). Moreover, linearization techniques can diverge for systems that are highly nonlinear and require (potentially expensive) Jacobian calculations \[40, 41\]. Other established techniques for uncertainty propagation through SDEs (e.g., generative adversarial networks \[33\] and polynomial chaos \[45\]) can be difficult to implement and can sometimes require complex, system-specific choices (e.g., finite truncation in polynomial chaos). UT, on the other hand, is simple to implement as it requires only a selection of sigma points and simple mean and covariance calculations. Most importantly, UT only requires the deterministic part of Eq. \[4\] (i.e., \(f(x(t_{k-1}), g(x(t_{k-1})))\)) to predict the mean \(\hat{\mu}_x(t_k)\). This allows SPINN to learn the hidden physics within \(f\) and \(h\) sequentially, which significantly simplifies the framework’s numerics, as described in the next section.

2.3. Moment-Matching via Mini-Batch Gradient Descent

The hidden physics \(g(x)\) can be represented by a neural network that is parameterized by weights and biases \(\theta\) (i.e., \(g(x; \theta)\)), where weight and bias values \(\theta^*\) denote the optimal parameters of the neural network. As discussed above, predicted moments \(\hat{\mu}_x(t_k)\) and \(\hat{\Sigma}_x(t_k)\) are functions of \(f\), \(h\), \(g\), the known structure of the SDE, and sigma points \(\mathcal{X}\), which in turn are functions of the data-estimated moments, \(\mu_x(t_{k-1})\) and \(\Sigma_x(t_{k-1})\). We find \(\theta^*\) (and thus train \(g(x; \theta)\)) by minimizing the distance between \(K + 1\) estimated and predicted moments. The moment-matching problem is formulated as:

\[
\min_{\theta} \sum_{k=0}^{K} \left\| \hat{\mu}_x(t_k) - \mu_x(t_k) \right\|^2 + \left\| \hat{\Sigma}_x(t_k) - \Sigma_x(t_k) \right\|^2.
\]  

(5)

We reiterate that although Eq. \[5\] is written in terms of only the first two moments, SPINN can naturally accommodate more moments. We further re-
iterate that the predicted moments \( \hat{\mu}_x(t_k) \) and \( \hat{\Sigma}_x(t_k) \) are one-step predictions determined from \( \mu_x(t_{k-1}) \) and \( \Sigma_x(t_{k-1}) \).

A key advantage of using UT for propagating stochasticity through Eq. (1) is that \( h \) does not contribute to mean predictions \( \hat{\mu}_x(t_k) \); although both \( f \) and \( h \) contribute to covariance predictions \( \hat{\Sigma}_x(t_k) \). This allows us to train separate neural networks that represent the hidden physics within \( f \) and \( h \). Instead of training one neural network \( g(x; \theta) \) that represents the hidden physics within \( f \) and \( h \), we can sequentially train two separate neural networks \( g_1(x; \theta_1) \) and \( g_2(x; \theta_2) \) that represent the hidden physics within \( f \) and \( h \), respectively. This sequential training helps prevent the framework from finding “degenerate” solutions of Eq. (5) (i.e., parameters \( \theta^* \) that lead to accurate reconstructions of \( \mu_x(t_k) \) and \( \Sigma_x(t_k) \) but do not accurately reflect the system’s hidden physics). Thus, when UT is used, SPINN finds \( g_1(x; \theta_1^*) \) by solving Eq. (6):

\[
\min_{\theta_1} \sum_{k=0}^{K} \| \hat{\mu}_x(t_k) - \mu_x(t_k) \|^2.
\]

Subsequently, SPINN uses \( g_1(x; \theta_1^*) \) to determine \( g_2(x; \theta_2^*) \) via:

\[
\min_{\theta_2} \sum_{k=0}^{K} \| \hat{\Sigma}_x(t_k) - \Sigma_x(t_k) \|^2.
\]

We solve Eqs. (6)-(7) by leveraging recent advances in automatic differentiation and mini-batch gradient descent \[43, 44, 61\]. Here, the collected data (i.e., \( K + 1 \) data-estimated moments) is split into training, validation, and testing datasets at a 60%/20%/20% ratio. During training, the mean squared error (MSE) of a “mini-batch” of predicted moments from Eqs. (6)-(7) is used to iteratively update \( \theta_{1,2} \) until \( \theta_{1,2} \) converges to \( \theta_{1,2}^* \). The validation data is used to assess whether \( \theta_{1,2} \) has converged (via “early-stopping” \[62\]) while the test data is used to evaluate the performance of the fully trained neural networks \( g_1(x; \theta_1^*) \) and \( g_2(x; \theta_2^*) \). All neural networks used in this work have identical and standard architectural choices, which include: a mini-batch size of 32 predicted moments \[61\], the use of Adam optimizer with a learning rate of 1e-4 \[63\], Swish activation functions in hidden layers \[64\], and linear activation functions in output layers. Neural network size (i.e., number of hidden layers/nodes) can vary among case studies, but Section 3.2 shows that many network sizes yield similar performance. All of the code used in this work is written in the Tensorflow API Keras \[44, 65\] and is available on GitHub \[49\].
3. Results and Discussion

We demonstrate SPINN on three benchmark in-silico case studies from the literature: (i) a one-state model for directed colloidal self-assembly with an exogenous input [46], (ii) a two-state competitive Lotka-Volterra model with a coexistence equilibrium [47], and (iii) a three-state SIR epidemic model for disease spread [48]. Each of these stochastic dynamical systems can be modeled by Eq. (1). State trajectory data is collected according to the approach described in Section 2.1 and the SPINN framework outlined in Sections 2.2–2.3 is used to learn (or reconstruct) the hidden physics. SPINN’s performance is evaluated by assessing the accuracy of the reconstructed hidden physics.

In each case study, data-estimated means and covariances \( \mu_x(t_k) \) and \( \Sigma_x(t_k) \) are calculated from \( 10^5 \) replicates of 50 time-step state trajectories from 2000 unique initial conditions (meaning \( N + 1 = 10^5 \) and \( K + 1 = 50 \times 2000 \)). As mentioned in Section 2.1, the number of initial conditions could very likely be decreased by employing more advanced sampling strategies, but exploring such strategies is beyond the scope of this work. Section 3.3 examines the relationship between the number of trajectory replicates and hidden physics reconstruction accuracy.

3.1. Case Study 1: Directed Colloidal Self-Assembly

The first case study is a one-state model for directed colloidal self-assembly with an exogenous input [46]. Here, the voltage of an external electric field is adjusted to mediate the two-dimensional self-assembly of silica micro-particles. The system dynamics are modeled according to Eq. (1). Denote \( x \) as an order parameter that represents crystal structure (i.e., the system state), \( u \) as the electric field voltage (i.e., the exogenous input), \( K \) as Boltzmann’s constant, and \( T \) as the temperature:

\[
\begin{align*}
\frac{dx}{dt} & = g_1(x, u) + w(t) \sqrt{2g_2(x, u)} \\
g_1(x, u) & = \frac{d}{dx} \left( g_2(x, u) \right) - \frac{d}{dx} \left( F(x, u) \right) \frac{g_2(x, u)}{KT} \\
g_2(x, u) & = 4.5 \times 10^{-3} e^{-(x^2 - 2.1 - 0.75u)^2} + 0.5 \times 10^{-3} \\
F(x, u) & = 10KT(x - 2.1 - 0.75u)^2.
\end{align*}
\]

The hidden physics are the drift coefficient, \( g_1(x, u) \), and the diffusion coefficient, \( g_2(x, u) \). Note that \( g_1(x, u) \) is a function of a \( g_2(x, u) \) and the free
energy landscape \( F(x, u) \). This relationship provides an example of how drift and diffusion coefficients can be used to derive other hidden system physics.

Figure 2: Learned hidden physics of directed colloidal self-assembly system. Using un-scented transform (UT) and linearization (Lin) for uncertainty propagation, SPINN learns the drift and diffusion coefficients \( g_1(x, u) \) and \( g_2(x, u) \) of the stochastic dynamical system described by Eq. (8). SPINN with UT reconstructs both \( g_1(x, u) \) and \( g_2(x, u) \) with high accuracy. While UT and Lin yield similar reconstructions of \( g_1(x, u) \), UT significantly outperforms Lin in the reconstruction of \( g_2(x, u) \).

We chose this case study because the hidden physics are highly nonlinear and depend on an exogenous input. To our knowledge, no previously reported approach for learning SDE hidden physics has explicitly learned \( g(x, u) \). Instead, existing approaches typically seek to learn \( g(x) \) at discrete values of \( u \) and interpolate [9, 10, 11, 12, 46]. This requires repeating the entire hidden physics learning procedure for many discrete values of \( u \) and, thus, demands a trade-off between computational cost and accuracy. SPINN, on the other hand, directly learns \( g(x, u) \) over the entire \((x, u)\) state space.

Fig. 2 shows SPINN’s reconstruction of \( g_1(x, u) \) and \( g_2(x, u) \) when using UT and linearization for uncertainty propagation. SPINN with UT learns \( g_1(x, u) \) and \( g_2(x, u) \) with high accuracy. While UT and linearization yield similar reconstructions of \( g_1(x, u) \), UT significantly outperforms linearization in the reconstruction of \( g_2(x, u) \). The reconstruction root mean squared errors (RMSEs) for \( g_1(x, u) \) and \( g_2(x, u) \) are reported in Table 1 in Section 4.

Fig. 3 compares how effectively UT and linearization propagate stochasticity through Eq. (8). Here, each uncertainty propagation strategy takes data-estimated moments \( \mu_x(t_{k-1}) \) and \( \Sigma_x(t_{k-1}) \) from the test dataset as an input and predicts moments at the next time step \( \hat{\mu}_x(t_k) \) and \( \hat{\Sigma}_x(t_k) \). The one-step moment prediction RMSEs are then shown as histograms. Although the UT and linearization yield similar one-step predictions for the mean, lin-
Figure 3: Uncertainty propagation strategy comparison. Unscented transform (UT) and linearization (Lin) propagate stochasticity through Eq. (8). Each strategy takes data-estimated means and variances $\mu_x(t_{k-1})$ and $\Sigma_x(t_{k-1})$ from the test dataset (see Section 2.3) as an input and predicts the means and variances at the next time step $\hat{\mu}_x(t_k)$ and $\hat{\Sigma}_x(t_k)$. The root mean squared errors (RMSEs) of the one-step predictions of the means variances are shown as histograms. The histogram on the right is the zoomed-in version of the RMSE of UT’s one-step variance predictions.

linearization leads to poor one-step predictions of the variance in comparison to UT. This result is expected for systems with highly nonlinear dynamics [40, 41, 42]. Moreover, this result is consistent with the results in Fig. 2 as variance predictions are required to learn $g_2$ but not to learn $g_1$. Although the choice of uncertainty propagation technique certainly affects the ability of SPINN to learn hidden physics, the framework can accommodate many uncertainty propagation techniques. UT has been shown to successfully propagate uncertainty (or stochasticity) through many complex systems and is used for uncertainty propagation throughout the remainder of this work. UT is also automatically embedded in the GitHub code [49].
3.2. Case Study 2: Competitive Lotka-Volterra with Coexistence Equilibrium

The second case study is a two-state competitive Lotka-Volterra model with a coexistence equilibrium [47]. The stochastic dynamics are modeled according to Eq. (1). Note that $x = [x_1, x_2]^T$ and $x^\text{eq}_i$ are the coexistence equilibrium points:

$$
\begin{align*}
\frac{dx_1}{dt} &= g_1(x_1) + w_1(t) \sqrt{2g_2(x_1)} \\
\frac{dx_2}{dt} &= g_1(x_2) + w_2(t) \sqrt{2g_2(x_2)} \\
g_1(x_1) &= x_1(1 - x_1 - k_1x_2) \\
g_1(x_2) &= x_2(1 - x_2 - k_2x_1) \\
g_2(x_1) &= x_1(x_2 - x^\text{eq}_2) \\
g_2(x_2) &= x_2(x_1 - x^\text{eq}_1) \\
x^\text{eq}_1 &= \frac{1 - k_1}{1 - k_1k_2}, \quad x^\text{eq}_2 = \frac{1 - k_2}{1 - k_1k_2} \\
k_1 &= 0.4, \quad k_2 = 0.5.
\end{align*}
$$

The hidden physics are the two-dimensional drift and diffusion coefficients, $g_1(x_1, x_2)$ and $g_2(x_1, x_2)$. As a result, we seek to train two multi-input, multi-output neural networks that approximate the hidden physics. The drift coefficient neural network takes $x_1$ and $x_2$ as input and outputs $g_1(x_1, x_2)_1$ and $g_1(x_1, x_2)_2$. The diffusion coefficient neural network takes $x_1$ and $x_2$ as input and outputs $g_2(x_1, x_2)_1$ and $g_2(x_1, x_2)_2$.

We chose this case study because both the drift and diffusion coefficients are multi-dimensional and nonlinear. We apply SPINN to this “more complex” SDE to demonstrate the framework’s scalability. Note that no aspect of the framework was altered from its implementation in the previous section. Further, although other reported approaches have learned SDE hidden physics of similar complexity, these approaches suffer from the drawbacks mentioned in Section 1; these include (i) learning $g(x)$ at discrete values of $x$ and then fitting analytic functions to these values and (ii) requiring complex, system-specific sampling techniques [9, 20, 24, 26, 27].

Fig. 4 shows SPINN’s reconstruction of $g_1(x_1, x_2)_1$, $g_1(x_1, x_2)_2$, $g_2(x_1, x_2)_1$, and $g_2(x_1, x_2)_2$. SPINN learns all four terms with high accuracy and reconstruction RMSEs for each term are reported in Table 1 in Section 4. Fig. 5 examines the sensitivity of mini-batch gradient descent to (i) the neural network sizes of $g_i(x_1, x_2; \theta)$ (i.e., number of hidden nodes and layers) and (ii) the
Figure 4: Learned hidden physics of competitive Lotka-Volterra system with coexistence equilibrium. SPINN reconstructs $g_1(x_1, x_2)$, $g_1(x_1, x_2)_2$, $g_2(x_1, x_2)_1$ and $g_2(x_1, x_2)_2$ with high accuracy.

initial values of weights $\theta$. Although other hyper-parameters within SPINN (e.g., learning rate, batch size) can affect the gradient descent, the values of these parameters are fairly standardized and not expected to change with separate implementations of the framework [28, 29, 30, 61, 64, 63]. On the other hand, neural network size can change significantly based on the complexity of the hidden physics and weight values are semi-randomly initialized every time a neural network is trained. Fig. 5a shows a heat map that matches the test MSE with network size for $g_1(x_1, x_2)$ and $g_2(x_1, x_2)$. The figure shows that many network sizes yield similar performance and suggests that mini-batch gradient descent is fairly robust towards this hyper-parameter. This serves as a first pass demonstration of SPINN’s convergence stability. Note that Bayesian optimization approaches can be used along with SPINN to eliminate the need for manual hyper-parameter selection [66].
Figure 5: (a) SPINN learns hidden the physics $g_1(x_1, x_2)$ and $g_2(x_1, x_2)$ of Eq. (9) under a variety of network sizes. The heat map matches the test dataset mean squared error (MSE) with network size and shows that many network sizes yield similar performance. (b) The $g_1(x)$ neural network contains 2 hidden layers and 10 nodes per layer. The $g_2(x)$ neural network contains 2 hidden layers and 20 nodes per layer. These neural networks are trained 100 times with different initial weights and histograms of the test MSE and number of epochs are shown. The histograms demonstrate that the test MSE is consistent among runs while the number of epochs required to reach that MSE varies significantly.
For \( g_1(x_1, x_2) \) and \( g_2(x_1, x_2) \), the “optimal” network sizes are those with 2 hidden layers and 10 and 20 nodes, respectively. These network sizes are used to produce the results shown in Fig. 4. The selected neural networks are next trained 100 times with different initial weights. Fig. 5b shows histograms of the test MSE and the number of epochs for each run. Note that the number of epochs varies because the neural networks are trained using early-stopping. Here, training ends once the validation error begins to increase [62]. The histograms show that the test MSE is consistent among runs while the number of epochs required to reach that MSE varies significantly. We do not view the variation in epoch number (or training time) as evidence of the mini-batch gradient descent’s lack of convergence stability, but instead as an unavoidable byproduct of the randomized weight initialization.

### 3.3. Case Study 3: Susceptible-Infectious-Recovered Epidemic Model

The third case study is a three-state SIR epidemic model for disease spread [48]. The stochastic dynamics are modeled according to Eq. (1):

\[
\begin{align*}
\frac{dS}{dt} &= b - dS - g(S, I) + \gamma R + \sigma_1 Sw_1(t) \\
\frac{dI}{dt} &= g(S, I) - (d + \mu + \delta)I + \sigma_2 Iw_2(t) \\
\frac{dR}{dt} &= \mu I - (d + \gamma)R + \sigma_3 + \sigma_3 Rw_3(t) \\
g(S, I) &= \frac{kS^hI}{S^h + \alpha I^h}
\end{align*}
\]

(10)

The hidden physics is the infection transmission rate, \( g(S, I) \), which plays a key role in determining disease spread dynamics in many epidemic models [17, 18, 48, 54, 67, 68, 69, 70]. The form of \( g(S, I) \) is widely considered to be unknown, and each of the above-listed references propose different versions of this function. We apply SPINN to Eq. (10) to learn (or reconstruct) \( g(S, I) \). We chose this case study to demonstrate that SPINN can not only broadly learn drift and diffusion coefficients but also can learn specific unknown physics terms within complex SDEs.

The hidden physics \( g(S, I) \) only contributes to the deterministic dynamics (i.e., \( f(x, g(x) \) in Eq. 1) and appears in the time evolution equations for both
Figure 6: Learned hidden physics of susceptible-infectious-recovered (SIR) epidemic model. SPINN reconstructs $g(S, I)$ with high accuracy.

$S$ and $I$ in Eq. (10). The resulting loss function used to train $g(S, I; \theta)$ is then given by:

$$\min_\theta \sum_{k=0}^{K} \left\| \hat{\mu}_S(t_k) - \mu_S(t_k) \right\|^2 + \left\| \hat{\mu}_I(t_k) - \mu_I(t_k) \right\|^2,$$

while the loss functions used to train $g_1(x, u)$ and $g_1(x_1, x_2)$ in the previous two case studies were given by Eq. (6).

Fig. 6 shows SPINN’s reconstruction of $g(S, I)$. SPINN learns $g(S, I)$ with high accuracy and the reconstruction RMSE of $g(S, I)$ is reported in Table 1 in Section 4. Fig. 7 plots the reconstruction RMSEs of hidden physics terms $g_1(x_1, x_2)$ and $g_2(x_1, x_2)$ from the Lotka-Volterra case study and $g(S, I)$ from this case study against the total number of repeated state trajectories that were used to estimate moments $\mu_x(t_k)$ and $\Sigma_x(t_k)$. Although each trajectory in case study was repeated $10^5$ times to learn hidden physics (see Section 3 preamble), the RMSEs converge between $10^3$ and $10^4$ repeats. We expected $g(S, I)$ to require fewer repeated state trajectories than $g_1(x_1, x_2)$ and $g_2(x_1, x_2)$ due to the fact that the loss function used to train $g(S, I)$ contains more information (compare Eqs. (6) and (11)); however, this added
Figure 7: Sampling sensitivity analysis. The reconstruction root mean squared errors (RMSEs) of hidden physics terms $g_1(x_1, x_2)$ and $g_2(x_1, x_2)$ from the Lotka-Volterra case study and $g(S, I)$ from the SIR case study are plotted against the total number of repeated state trajectories that were used to estimate moments $\mu_i^j(t_j)$ from the collected data. Although each trajectory in case study was repeated $10^5$ times to learn hidden physics, the RMSEs converge between $10^3$ and $10^4$ repeats.

information did not meaningfully impact the amount of required state trajectory repeats. We finally note that fewer replicates are likely required in systems with weaker noise terms.

4. Conclusions and Future Work

We proposed a flexible and scalable moment-matching framework for training deep neural networks to learn constitutive equations that represent hidden physics within stochastic differential equations. We demonstrated the proposed stochastic physics-informed neural network framework on three benchmark *in-silico* case studies from the literature. We analyzed the performance of the proposed framework in terms of the choice of the uncertainty propagation strategy, hyper-parameter sensitivity, and the total number of repeated state trajectories required to accurately learn hidden
Case Study | Hidden Physics | RMSE
---|---|---
Colloidal Self-Assembly with UT | $g_1(x, u)$ | $2.4 \times 10^{-4}$
Colloidal Self-Assembly with UT | $g_2(x, u)$ | $4.35 \times 10^{-5}$
Colloidal Self-Assembly with Lin | $g_1(x, u)$ | $1.40 \times 10^{-3}$
Colloidal Self-Assembly with Lin | $g_2(x, u)$ | $4.18 \times 10^{-4}$
Lotka-Volterra | $g_1(x_1, x_2)_1$ | $3.24 \times 10^{-3}$
Lotka-Volterra | $g_1(x_1, x_2)_2$ | $2.01 \times 10^{-3}$
Lotka-Volterra | $g_2(x_1, x_2)_1$ | $2.31 \times 10^{-3}$
Lotka-Volterra | $g_2(x_1, x_2)_2$ | $2.91 \times 10^{-3}$
Susceptible-Infectious-Recovered | $g(S, I)$ | $2.17 \times 10^{-3}$

Table 1: Reconstruction accuracy of learned hidden physics. The table shows the root mean squared errors (RMSEs) of the learned hidden physics in each case study in Sections 3.1 (colloidal self-assembly), 3.2 (Lotka-Volterra with coexistence equilibrium), and 3.3 (SIR). In each case, the RMSE is calculated by defining 100 evenly spaced points over each dimension and averaging the root of the squared error at each point. Note that in the case of colloidal self-assembly, UT and Lin refer to the uncertainty propagation techniques of unscented transform and linearization.

We showed the framework’s scalability by learning highly nonlinear hidden physics within multidimensional stochastic differential equations with multiplicative noise. We illustrated the framework’s flexibility by (i) learning both general drift and diffusion coefficients and specific unknown functions within stochastic differential equations, (ii) incorporating different uncertainty propagation techniques into the framework, and (iii) analyzing the framework’s robustness to various hyper-parameter choices. An open challenge is the fact that a large number of repeated state trajectories are required to accurately learn hidden physics. We will focus future work on implementing more advanced sampling and optimization techniques to address this issue. We will additionally implement Bayesian optimization to more systematically select hyper-parameters and experiment with more advanced uncertainty propagation techniques.
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