Laboratory analogue of a supersonic accretion column in a binary star system
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Astrophysical flows exhibit rich behaviour resulting from the interplay of different forms of energy—gravitational, thermal, magnetic and radiative. For magnetic cataclysmic variable stars, material from a late, main sequence star is pulled onto a highly magnetized ($B > 10$ MG) white dwarf. The magnetic field is sufficiently large to direct the flow as an accretion column onto the poles of the white dwarf, a star subclass known as AM Herculis. A stationary radiative shock is expected to form 100–1,000 km above the surface of the white dwarf, far too small to be resolved with current telescopes. Here we report the results of a laboratory experiment showing the evolution of a reverse shock when both ionization and radiative losses are important. We find that the stand-off position of the shock agrees with radiation hydrodynamic simulations and is consistent, when scaled to AM Herculis star systems, with theoretical predictions.
Shocks, waves and jets are important in interstellar and circumstellar regions, and their dynamics can be significantly altered in the presence of radiative losses and magnetic fields. Radiative shocks and ionization fronts are examples of such phenomena. By acting as an energy sink, radiative cooling, trapping and ionization modify the shock structure and properties away from that expected in an ideal gas. This is important in star formation and in supernovae explosions where a dense shell of material can be formed, with compression much above what would normally be expected from an ideal strong shock.

Laboratory experiments offer an alternative way to study ionizing and radiative shocks, and to probe them in a detailed way that would not be possible in space. High power lasers, such as the Orion Laser Facility, Aldermaston (UK), can produce plasmas of sufficient density, velocity and temperature that are astrophysically relevant. This is possible because of the hydrodynamic similarity that can be established between the laboratory and the astrophysical systems, which has been investigated in depth, and, recently, also include the full combination of magnetohydrodynamics, radiation and quantum effects.

One such astrophysical event that shows ionizing and radiative shocks is the white dwarf accretion column in a magnetic cataclysmic variable (MCV) star system—see ref. 17 for a review—where material from a late, main sequence star is pulled onto a highly magnetized white dwarf, a star subclass known as AM Herculis. Instead of the typical accretion disc, the strong magnetic fields (>10 MG) cause the plasma fluid from the secondary star to follow the magnetic field lines of the white dwarf. When the magnetic field strength is ~10–30 MG, bremsstrahlung emission dominates the cooling process and, as the flow travels perpendicular to the field, the magnetic field only acts to contain the plasma. The field directs the flow onto the poles of the white dwarf, where it has an impact and a radiative reverse shock is formed, which travels counter to the incoming flow. Theories relating the properties of the star to the shock height, and the accretion mode, have implications for interpreting observational data, such as the ratio of hard to soft X-ray emission. However, the distance of the shock above the white dwarf photosphere is too small for telescopes to resolve.

Here we show a scaled laboratory experiment, building on previously developed platforms, to conduct such astrophysically relevant radiative shocks. An analogue of the astrophysical system is produced and an experimental regime reached such that radiation is beginning to have important effects, (in what is known as the hydrodynamic regime of this experiment, results from the ablator plasma (which is more transparent to X-rays) immediately following the pusher plasma. It is also worth noting that the experimental results are reproducible: a later shot at the same time as Fig. 2 also shows the same features and shock stand-off distance (see Supplementary Fig. 1 and Supplementary Discussion: Radiograph comparison).

**Results**

**X-ray radiographs.** The experimental setup is illustrated in Fig. 1 (see also Methods). Figure 2a shows a comparison of simulated and experimental X-ray radiographs of the plasma having an impact on the obstacle. A radiation-hydrodynamic numerical simulation was performed using a suite of different codes (see Methods) and postprocessed to generate two different synthetic X-ray radiographs, one including the opacity of all the target components, and another with the opacity of the plastic tube artificially set to zero to mimic signal seen through the viewing apertures, cut in the experimental target tube. As shown in Fig. 1, the plastic tube in the experiment had slits cut through it, near the obstacle, to improve contrast by allowing X-rays to go through only the plasma and not to be absorbed by the tube wall. The experimental and simulated X-ray radiographs shown in Fig. 2 are quantitatively similar not only in the morphology of the flow structure—where the position of the reverse shock front is nearly identical—but also in the X-ray transmission values, which are well matched. We can see in the experimental image that the slits were not exactly aligned along the X-ray diagnostic direction by the step down in transmission ≤2.250 μm and again at ≤2.200 μm. The transmission values (Fig. 2b) from the synthetic radiograph without the tube wall opacity are consistent with the experimental data near the reverse shock (that is, between 2.300 and 3,000 μm), whereas the simulated transmission with the tube wall included is closer to the data for distances ≤2.300 μm. The jump in the simulated transmission around 2,100 μm, which is not seen in the experiment, results from the ablator plasma (which is more transparent to X-rays) immediately following the pusher plasma. It is also worth noting that the experimental results are reproducible: a later shot at the same time as Fig. 2 also shows the same features and shock stand-off distance (see Supplementary Fig. 1 and Supplementary Discussion: Radiograph comparison).

**Optical self-emission.** Figure 3 shows an image of the optical self-emission streaked in time. Time t = 0 ns starts when the drive lasers illuminate the target foils and increases moving up the image. The drive lasers are incident on the foil at 0 μm and distance increases from right to left. The experimental image indicates that the velocity of plasma flowing down the tube is 70 ± 10 km s⁻¹ in the laboratory frame, which agrees with the predicted velocity from numerical simulations. As the flow reaches the obstacle, there is an initial build-up of material, which eventually steepens into a shock at t ~ 40 ns. The shock position in the laboratory frame changes very slowly for t ≤ 55 ns and...
subsequently begins to move back up the tube. The brightening in the image for distances $2,200 \text{ mm}$ is due to increased emission where the tube wall is absent (here the slit in the tube faces the optical diagnostics, unlike Fig. 2 where the windows face the X-ray diagnostics). The position of the shock is marked by a cross and the overlaid X-ray radiograph at $t = 55 \text{ ns}$ shows good agreement between the diagnostics. The numerical simulation also predicts a slowly varying shock front stand-off position, albeit at slightly earlier times, between 38 and 50 ns. This is probably due to limitations of a two-dimensional (2D) simulation capturing the full dynamics of the flow.

**Numerical simulations.** The good agreement between the experimental X-ray images and the synthetic ones obtained from postprocessing the 2D simulations, as well as their prediction of the overall structure of flow gives us confidence in the estimates of the microscopic properties of the plasma. The results for the simulations are shown in Fig. 4. In particular, we notice that the predicted reverse shock exhibits a sudden jump in both density and ionization fraction.

Assuming that the gold and plastic materials are uniformly mixed, and that the total opacity is simply the weighted sum of the opacity of each component (see Supplementary Fig. 2 and Supplementary Discussion: Compression calculation and Mixing of gold-plastic layers in pusher foil), the density jump in the reverse shock between the upstream and downstream flows is estimated to be $5.6 \pm 0.6$ at $t = 55 \text{ ns}$ (where the error comes from taking backlighter energies in a range from 3 to 4 keV; the energy of the backlighter was inferred to be $3.75 \text{ keV}$, using transmission through a step wedge. See Supplementary Fig. 3 and Supplementary Methods: X-ray energy). This agrees well with the density jump calculated in the simulations ($5.5$, as shown in Fig. 4 at 50 ns).

**Discussion**

Using standard equations for the conservation of mass and momentum across the shock transition region, ignoring the...
then the flow is supersonic and it results in a compression of the downstream plasma. This requires us to take the positive root in equation (1) and is expected in the reverse shocks occurring in both the MCV star system and in our experiment. The scaling between the two systems is given in Table 1. Values for the incoming flow velocity are taken from our streaked optical data (Fig. 3) and sound speeds are calculated using simulated values for the temperature. The Reynolds number is large in the astrophysical system and the laboratory, indicating that viscous dissipation can be neglected. The thin radiation number—a measure of the incoming material energy flux compared with the radiation flux—is very small in the astrophysical case and by no means large in the laboratory. This implies that radiation losses cannot be ignored and are important in determining the overall evolution of the flow. This is also reflected by the radiation cooling time ($\tau_c$) being of the order of the characteristic dynamical time.

Using the simulated flow velocity ($u_1 \approx 83$ km s$^{-1}$ in the frame of the shock), temperature and ionization fraction (Fig. 4), we estimate, using equation (1), $\rho_2/\rho_1 \approx 5.7 \pm 0.6$, whose value agrees with that inferred from the X-ray radiographs (where the error is calculated by allowing a 10% variation in thermal pressure when calculating the sound speeds). Equation (1) follows from the mass and momentum equations, and is not affected by details relating to ionization and radiation.

The compression ratio, in the strong shock limit (which applies in our experiment), is given by $\rho_2/\rho_1 = (\gamma + 1)/(\gamma - 1)$, where $\gamma$ is the ratio of specific heats. Taking the compression value as 5.6, from the experiment, we estimate, from the ideal jump condition, an effective $\gamma \approx 1.43^{+0.02}_{-0.01}$. The adiabatic exponent, taken from the relation of the energy, density and pressure in the ideal case, is given by $\gamma = 1 + \rho/c^2$, where $c$ is the internal energy. Using values taken from the simulation gives $\gamma = 1.4$ which agrees with the value of $\gamma$ taken from the experiment. Ionization of the material at the shock front thus causes a greater densification of the material. The presence of a spike in the simulated electron temperature at the shock front ($\approx 2.590$ km in Fig. 4 at 50 ns) suggests the presence of radiative effects. Following the analysis by ref. 24 in determining whether radiative effects are important, the flow minus the shock velocity must equal or exceed $83$ km s$^{-1}$. From the experimental and simulated numbers, we see that we are just in this regime.

In the astrophysical case, the stand-off position of the shock front with respect to the surface of the white dwarf is estimated by

$$h_s = \Delta u_1 \tau_c,$$

(2)

where $\Delta$ is a value depending on the dimensionless parameters of the system, $u_1$ is the incoming flow velocity to the shock front and $\tau_c$ is the cooling time. The form of this equation is valid in a general sense for both optically thin and thick plasmas. The value of delta has little sensitivity to the dynamics, varying between 0.25 and 0.1 according to the dominant radiative process. In the optical streak image in Fig. 3, the reverse shock appears to maintain a steady distance $h_s \approx 200$ $\mu$m from the obstacle between 40 ns $\leq t \leq 55$ ns. This value is consistent with the prediction of equation (2) and it scales to a stand-off distance of 1,300 km for the MCV system, which is the typical spatial extension as predicted by theory. In the astrophysical case this is mediated by the radiative losses against the incoming mass flux and, hence, radiative effects are very important. However, in the laboratory the radiative and material energy fluxes are of similar magnitude. Owing to the low temperature of the post-shock region in laboratory plasma, a microscopic, scaled model between the laboratory and astrophysics cannot be produced. Indeed, the laboratory plasma does not radiate primarily by bremsstrahlung cooling, but instead by line emission.
as the radiative processes modify the macroscopic structure of the flow, as also occurs at astrophysical scales, we can use the parametric similarity introduced by Falize et al.\(^{10,11}\) to relate the laboratory plasma to the astrophysical flows. Thus, the relation in equation (2) is applicable in the laboratory and astrophysics, and the results can be related to one another.

Our work provides a laboratory platform to investigate the physics of the accretion column near the white dwarf photosphere, which is not currently accessible by observational techniques. Future experiment at larger lasers such as the National Ignition Facility or Laser MegaJoule could increase the radiative nature of the reverse shock and comprehensively test how radiative losses affect the stand-off distance. This can have important consequences for the explanation of the luminosity curve in variable star systems, as the position of the shock above the white dwarf photosphere determines the ratio of hard and soft X-ray emission\(^{22}\), which itself is dependent on the accretion model\(^{21}\).

**Methods**

**Laser and target.** The drive beams were used to produce an expanding plasma jet, whereas the backlighter beams generated an X-ray source that imaged the plasma flow and the reverse shock formation. The main target consisted of a 550-\(\mu\)m inner diameter, 650-\(\mu\)m outer diameter and a 3.5-\(\mu\)m-long polyimide tube, with foils affixed at one end and an obstacle at the other. The laser spot size was deliberately chosen to be larger than the inner diameter of the tube so as to be less susceptible to misalignment and thus preserve a relatively uniform transverse profile of the plasma flowing down the tube. The drive beams illuminated the end of the target capped with two foils: a 25-\(\mu\)m-thick plastic ablator and a 25-\(\mu\)m-thick gold–plastic layered, pusher foil. The pusher was manufactured by depositing alternating layers of CH and Au, with 6-\(\mu\)m-thick CH and 300-nm-thick Au, giving a total Au concentration in the pusher of 39% by mass. A copper cone was placed just behind the ablator and pusher foils to protect the diagnostics from the direct view of the laser spot and from emission from the blow-off plasma. The other end of the tube was sealed with a steel obstacle, which was inserted \(\sim 150\) \(\mu\)m into the tube. In some targets, \(\sim 1\)-\(\mathrm{mm}\)-long slits were cut into the tube near the steel obstacle, at 45° to the horizontal plane. This allowed for clearer imaging of the optical and X-ray emission from the interacting plasma. See also ref. 31 for additional details on the target.

**Table 1 | Scaling between the laboratory and the astrophysical system.**

| Characteristic quantity | Astro | Lab |
|-------------------------|-------|-----|
| Length                  | 10^6 m | 1.5 \times 10^{-4} m |
| Incoming flow density   | 10^{-8} g cm\(^{-3}\) | 3.0 g cm\(^{-3}\) |
| Initial flow velocity   | 1,000 km s\(^{-1}\) | 200 km s\(^{-1}\) |
| Incoming flow temperature | 0.3 eV | 2.2 eV |
| Post shock temperature  | 10,000 eV | 28 eV |
| Cooling time (\(t_c\)) | 1 s | 3.8 \times 10^{-9} s |
| Reynolds number         | 10^6 | 2.2 \times 10^5 |
| Radiation number (Thin) | 10^{-16} | 2.3 |
| Mach number             | >10 | 8 |
| \(u_R\)                 | 1,000 km s\(^{-1}\) | 57 km s\(^{-1}\) |
| \(u_O\)                 | 0.5 km s\(^{-1}\) | 0.55 km s\(^{-1}\) |
| Shock height (\(h_s\))  | \(~1,300\) km | 200 \(\mu\)m |

The scaling relations and the characteristic dimensionless constants are defined as in ref. 16. Values for the magnetic cataclysmic variable star system are taken from ref. 20.
X-ray target. This target consisted of a 400-μm diameter chlorinated plastic (parylene-D) foil, which was then affixed onto a 50-μm CH foil, and finally placed onto a large tantalum lathe with a 15-μm pinhole. This target was placed 144 mm from the steel substrate and illuminated by the backlighter beams (see Fig. 1). The backlighter beams overlaid the target, with a focal spot of 500 μm, which caused an expansion of the surrounding plastic and the target material as well. This action contained the blow-off and the tantalum pinhole ensured a point-like source of X-rays, which backed the main target and were recorded on an image plate detector placed 229 mm from the main target 32. This gave a field of view of ~2 mm and a magnification of ~15. The energy of the X-rays are expected to be mainly from CI line emission: α/β = 2.78 keV, He-β = 3.27 keV, Ly-α = 2.96 keV and Ly-β = 3.50 keV (see also Supplementary Fig. 4). Appropriate filters were added in front of the image plate: a 12.5-μm polyvinylidene chloride (PVDC) to cut off lower energies and 5 μm Ti to cut off higher energies, giving an effective window of transmission between 2.78 and 5 keV. A step-wedge filter of 50–100 and 150-μm thick plastic was also placed over the image plate detector to calibrate the X-ray emission energy on each shot. See Supplementary Fig. 3 and Supplementary Methods X-ray energy, for more detail.

Simulations. In the calculations, the NYM Lagrangian code 33 was used for the laser-interaction phase, as this allowed fine zoning of the ablating foil, which is essential to resolve light absorption from inverse bremsstrahlung. X-ray emission and absorption were simulated with full multi-group Monte Carlo photonics 34 using CASSANDRA opacities 35 and SESAME equations-of-state 36. After the laser pulse had ended and the coronal plasma had cooled substantially, the simulation was linked to the PIETRA code 27 to continue to late time. This used Eulerian hydrodynamics (run on an orthogonal mesh), which is essential to permit the large shear flows of material along the tube walls. This calculation was restricted to multi-group diffusion for the X-ray exchange but the opacities and equations-of-state were unchanged from NYM. The laser was modelled as a 1-kJ beam normal to the surface and a super-Gaussian spatial profile (6664–6668 (1999)).
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