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Abstract

We study the problem of finding a near-stationary point for smooth minimax optimization. The recently proposed extra anchored gradient (EAG) methods achieve the optimal convergence rate for the convex-concave minimax problem in the deterministic setting. However, the direct extension of EAG to stochastic optimization is not efficient. In this paper, we design a novel stochastic algorithm called Recursive Anchored IteratioN (RAIN). We show that the RAIN achieves near-optimal stochastic first-order oracle (SFO) complexity for stochastic minimax optimization in both convex-concave and strongly-convex-strongly-concave cases. In addition, we extend the idea of RAIN to solve structured nonconvex-nonconcave minimax problem and it also achieves near-optimal SFO complexity.
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1. Introduction

This work studies the stochastic minimax problem of the form:

$$\min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^g} f(x, y) \triangleq \mathbb{E}[f(x, y; \xi)],$$

(1)

where the stochastic component $f(x, y; \xi)$ is indexed by some random variable $\xi$; and the objective function $f(x, y)$ is $L$-smooth. This formulation has aroused great interest in machine learning community (Lin et al., 2020a; Liu and Orabona, 2022; Zhang et al., 2021; Yang et al., 2020a; Xu et al., 2020; Xian et al., 2021; Zhang et al., 2022a, b) due to its wide applications, including generative adversarial networks (GANs) (Goodfellow et al., 2014a, b; Liu et al., 2020), AUC maximization (Guo et al., 2020; Yuan et al., 2021; Liu et al., 2019; Yang and Ying, 2022), adversarial training (Madry et al., 2017) and multi-agent reinforcement learning (Omidshafiei et al., 2017; Dai et al., 2018; Wai et al., 2018).
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We focus on using stochastic first-order oracle (SFO) algorithms to find an \( \epsilon \)-stationary point of problem (1), that is, a point \((x, y)\) where the gradient satisfies

\[
\| \nabla f(x, y) \| \leq \epsilon.
\]

The norm of gradient is a generic metric to quantify the sub-optimality for solving smooth optimization problem. It is always well-defined for differentiable objective functions and helps us understand general minimax problems without convex-concave assumption. Some recent works consider making the gradient small in minimax optimization (Yoon and Ryu, 2021; Cai et al., 2022; Diakonikolas et al., 2021; Lee and Kim, 2021), but the understanding of this task in stochastic setting is still limited.

For convex-concave minimax problems, a popular metric to quantify an approximate solution \((x, y)\) on the domain \(\mathcal{X} \times \mathcal{Y}\) is the duality gap, which is defined as

\[
\text{Gap}(x, y) \triangleq \max_{y' \in \mathcal{Y}} f(x, y') - \min_{x' \in \mathcal{X}} f(x', y).
\]

The optimal SFO algorithms in terms of duality gap have been established (Zhao, 2022; Alacaoglu and Malitsky, 2022), while the duality gap is difficult to be measured and it is not always well-defined. In contrast, the norm of gradient is a more general metric in optimization problems and it is easy to be measured in practice. Yoon and Ryu (2021) proposed the extra anchor gradient (EAG) method for finding \( \epsilon \)-stationary point of deterministic (offline) convex-concave minimax problem. They showed that EAG is an optimal deterministic first-order algorithm to find an \( \epsilon \)-stationary point and its exact first-order oracle upper bound complexity is \( O(L \epsilon^{-1}) \). For the stochastic convex-concave minimax problem, Lee and Kim (2021) proved the stochastic EAG (SEAG) can achieve an SFO complexity of \( O(\sigma^2 L^2 \epsilon^{-4} + L \epsilon^{-1}) \), where \( \sigma^2 \) is a bound on the variance of gradient estimates. Recently, Cai et al. (2022) proposed a variant of stochastic Halpern iteration, which has an SFO complexity of \( O(\sigma^2 L \epsilon^{-3} + L^3 \epsilon^{-2}) \) under the additional average-smooth assumption. However, the tightness of SFO complexity for finding \( \epsilon \)-stationary points in stochastic convex-concave minimax optimization was hitherto unclear.

For nonconvex-nonconcave minimax problems, there exists the counter-example that all first-order algorithms will diverge (Lee and Kim, 2021). Hence, we are required to introduce additional assumptions. Grimmer et al. (2023) proposed the intersection dominant condition to relax the convex-concave assumption and established the convergence guarantee of the exact proximal point method in such a setting. Later, Diakonikolas et al. (2021) considered the negative comonotonicity condition as a relaxation of the common monotonicity property in the convex-concave setting. They proposed a variant of stochastic extragradient named as EG\(^+\), which has SFO upper bound of \( O(\sigma^2 L^2 \epsilon^{-4} + L^2 \epsilon^{-2}) \) for finding an \( \epsilon \)-stationary point, matching the complexity of ordinary stochastic extragradient (SEG) in convex-concave case. In addition, Lee and Kim (2021) extend the idea of EAG to solve minimax problem under the negative comonotonicity condition, but their analysis does not contain the stochastic algorithms.

In this paper, we propose a novel stochastic algorithm called Recursive Anchored IterationN (RAIN) to make the gradient small in stochastic minimax optimization. The algorithm solves a sequence of anchored sub-problems by the variant of the stochastic extragradient method, resulting the SFO upper bounds complexity of \( \tilde{O}(\sigma^2 \epsilon^{-2} + L \epsilon^{-1}) \) and \( \tilde{O}(\sigma^2 \epsilon^{-2} + \kappa) \)
We summarize the SFO complexities for finding an $\epsilon$-stationary point in convex-concave setting. We denote SCSC and CC as $\lambda$-strongly-convex-$\lambda$-strongly-concave case and the general convex-concave case respectively. In the case of SCSC, we define the condition number as $\kappa \triangleq L/\lambda$. We also define $D \triangleq \|z_0 - z^*\|$, where $z_0$ is the initial point of the algorithm. The dependency on $D$ in the complexity of PDHG and RAIN (the case of SCSC) is only contained in the logarithmic term, which is omitted by using the notation $\tilde{O}(\cdot)$. The results denoted by * indicate the analysis Cai et al. (2022) requires the additional assumption of average smoothness.

| Setting | Algorithm | Complexity | Reference |
|---------|-----------|------------|-----------|
| SCSC    | Halpern   | $\tilde{O}(\lambda^{-2}\kappa^2\sigma^2\epsilon^{-2} + \kappa^3D^2\epsilon^{-2})$ | Cai et al. (2022) |
|         | PDHG      | $\tilde{O}(\kappa^2\sigma^2\epsilon^{-2} + \kappa)$ | Zhao (2022) |
|         | RAIN      | $\tilde{O}(\sigma^2\epsilon^{-2} + \kappa)$ | Theorem 4.1 |
|         | Lower Bound | $\tilde{\Omega}(\sigma^2\epsilon^{-2} + \kappa)$ | Theorem 6.1 |
| CC      | SEG       | $\mathcal{O}(\sigma^2L^2\epsilon^{-4} + L^2D^2\epsilon^{-2})$ | Diakonikolas et al. (2021) |
|         | SEAG      | $\mathcal{O}(\sigma^2L^2\epsilon^{-4} + LD\epsilon^{-1})$ | Lee and Kim (2021) |
|         | Halpern   | $\tilde{O}(\sigma^2L^3\epsilon^{-3} + L^3D^3\epsilon^{-3})$ | Cai et al. (2022) |
|         | RAIN      | $\tilde{O}(\sigma^2\epsilon^{-2} + LD\epsilon^{-1})$ | Theorem 4.2 |
|         | Lower Bound | $\tilde{\Omega}(\sigma^2\epsilon^{-2} + LD\epsilon^{-1})$ | Theorem 6.2 |

for finding an $\epsilon$-stationary point in convex-concave and strongly-convex-strongly-concave settings respectively, where $\kappa$ is the condition number. We also provide lower bounds to show the optimality of RAIN. We summarize our results for the convex-concave problem and compare them with prior work in Table 1. Additionally, we extend the idea of RAIN and propose the algorithm for solving stochastic nonconvex-nonconcave minimax problems. We prove that the SFO upper bound complexity of RAIN$^{++}$ is near-optimal under both intersection dominant (Grimmer et al., 2023) and negative comonotonic conditions (Diakonikolas et al., 2021). We present the results for these structured nonconvex-nonconcave minimax in Table 2. To the best of our knowledge, RAIN is the first near-optimal SFO algorithm for finding near-stationary points of the stochastic convex-concave minimax problem.

2. Notation and Preliminaries

We use $\| \cdot \|$ to present the Euclidean norm of matrix and vector respectively. For differentiable function $f(x, y)$, we denote $\nabla_x f(x, y)$ and $\nabla_y f(x, y)$ as its partial gradients with respect to $x$ and $y$ respectively, and introduce the gradient operator

$$F(x, y) \triangleq \begin{bmatrix} \nabla_x f(x, y) \\ -\nabla_y f(x, y) \end{bmatrix}.$$  

For ease of presentation, we define $z = (x, y)$ and also write the gradient operator at $z = (x, y)$ as $F(z)$.

We consider the following assumptions for our stochastic minimax problems.
Table 2: We summarize the SFO complexities for finding an $\epsilon$-stationary point in two specific nonconvex-nonconcave settings. We denote NC as the $\rho$-comonotonicity assumption with $\rho \in [-\frac{1}{2L}, 0)$ and denote ID as the $(\tau, \alpha)$-intersection-dominant assumption with $\alpha > 0$ and $\tau \geq 2L$. We also define $D \triangleq \|z_0 - z^*\|$, where $z_0$ is the initial point of the algorithm. The dependency on $D$ in the complexity of RAIN (the case of ID) is only contained in the logarithmic term, which is omitted by using the notation $\tilde{O}(\cdot)$.

| Setting | Algorithm | Complexity | Reference |
|---------|-----------|------------|-----------|
| NC      | SEG+      | $\mathcal{O}(\sigma^2L^2\epsilon^{-4} + L^2D^2\epsilon^{-2})$ | Diakonikolas et al. (2021) |
| NC      | RAIN++    | $\tilde{O}(\sigma^2\epsilon^{-2} + LD\epsilon^{-1})$ | Theorem 5.4 |
| ID      | RAIN++    | $\tilde{O}(\sigma^2\epsilon^{-2} + L/\alpha)$ | Theorem 5.3 |
| ID      | Lower Bound | $\tilde{\Omega}(\sigma^2\epsilon^{-2} + L/\alpha)$ | Corollary 6.2 |

Assumption 2.1 (stochastic first-order oracle) We suppose the stochastic first-order oracle $F(z; \xi)$ is unbiased and has bounded variance such that $\mathbb{E}[F(z; \xi)] = F(z)$ and $\mathbb{E}\|F(z; \xi) - F(z)\|^2 \leq \sigma^2$ for all $z = (x, y)$ and random index $\xi$.

Assumption 2.2 (smoothness) We suppose the function $f(x, y)$ is $L$-smooth, that is there exists some $L > 0$ such that

$$\|F(z) - F(z')\| \leq L\|z - z'\|$$

for all $z = (x, y)$ and $z' = (x', y')$.

Assumption 2.3 (convex-concave) We suppose the function $f(x, y)$ is convex-concave (CC), that is the function $f(\cdot, y)$ is convex for any given $y$ and the function $f(x, \cdot)$ is concave for any given $x$.

Assumption 2.4 (strongly-convex-strongly-concave) We suppose the function $f(x, y)$ is $\lambda$-strongly-convex-$\lambda$-concave for some $\lambda > 0$, that is the function $f(x, y) + \frac{\lambda}{2}\|x\|^2 - \frac{\lambda}{2}\|y\|^2$ is convex-concave.

For smooth and convex-concave objective function, the corresponding gradient operator $F$ has the monotonicity properties Rockafellar (1970) as follows.

Lemma 2.1 (monotonicity) Under Assumption 2.2 and 2.3, it holds that

$$(F(z) - F(z'))^\top(z - z') \geq 0$$

for all $z = (x, y)$ and $z' = (x', y')$.

Lemma 2.2 (strong monotonicity) Under Assumption 2.2 and 2.4, it holds that

$$(F(z) - F(z'))^\top(z - z') \geq \lambda\|z - z'\|^2$$

for all $z = (x, y)$ and $z' = (x', y')$. 
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We are interested in finding an $\epsilon$-stationary point of the differentiable function $f(x, y)$, that is the point where the norm of its gradient (gradient operator) is small.

**Definition 2.1 (nearly-stationary point)** We say $\hat{z} = (\hat{x}, \hat{y})$ is an $\epsilon$-stationary point of the differentiable function $f(x, y)$ if it satisfies $\|\nabla f(\hat{z})\| \leq \epsilon$, or equivalently $\|F(\hat{z})\| \leq \epsilon$.

Throughout this paper, we always assume there exists a stationary point for $f(x, y)$ and the initial point $z_0 = (x_0, y_0)$ of the considered algorithm is in a bounded set.

**Assumption 2.5** We suppose there exists some $z^* = (x^*, y^*)$ such that $\nabla f(z^*) = 0$, or equivalently, $F(z^*) = 0$.

**Assumption 2.6** We suppose the initial point $z_0 = (x_0, y_0)$ satisfies $\|z_0 - z^*\| \leq D$ for some $D > 0$, where $z^* = (x^*, y^*)$ is a stationary point of $f(x, y)$.

### 3. The Recursive Anchored Iteration

In this section, we focus on stochastic minimax optimization in the convex-concave setting. We propose the Recursive Anchored InteratioN (RAIN) method in Algorithm 1. The RAIN calls the subroutine Epoch-SEG (Algorithm 2) to find the point $z_{s+1} = (x_{s+1}, y_{s+1})$ that is an approximate solution of the two-sided regularized minimax problem

$$
\min_{x \in \mathbb{R}^d_x} \max_{y \in \mathbb{R}^d_y} f^{(s)}(x, y),
$$

where $f^{(s)}(x, y)$ is defined as follows

$$
f^{(s)}(x, y) \triangleq \begin{cases} 
    f(x, y), & s = 0, \\
    f^{(s-1)}(x, y) + \frac{\lambda_s}{2}\|x - x_s\|^2 - \frac{\lambda_s}{2}\|y - y_s\|^2, & s \geq 1. 
\end{cases}
$$

We call the sequence $\{(x_s, y_s)\}_{s=1}^S$ as the anchors of RAIN, which plays an important role in our convergence analysis.

For strongly-convex-strongly-concave objective function $f(x, y)$, the corresponding gradient operator $F(x, y)$ is strongly-monotone and the output of RAIN has the following property.

**Lemma 3.1 (recursively anchoring lemma)** Suppose the function $f(x, y)$ is $L$-smooth and $\lambda$-strongly-convex-$\lambda$-strongly-concave. Let $z^*_s$ be the unique solution to sub-problem (2), then the output of RAIN (Algorithm 1) with $\gamma = 1$ holds that

$$
\|F(z_s)\| \leq 16\lambda\gamma \sum_{s=1}^S (1 + \gamma)^{s-1}\|z^*_s - z_{s-1}\|.
$$

**Remark 3.1** We directly set $\gamma = 1$ for the simplification of the proof. In fact, setting $\gamma$ to be any positive constant would lead to the upper bound of the same order.
Algorithm 1 RAIN \( (f, z_0, \lambda, L, \{N_s\}_{s=0}^{S-1}, \{K_s\}_{s=0}^{S-1}, \gamma) \)

1: \( f_0 \triangleq f, \lambda_0 = \lambda \gamma, S = \lceil \log_{(1+\gamma)}(L/\lambda) \rceil \)
2: for \( s = 0, 1, \cdots, S-1 \)
3: \( z_{s+1} \leftarrow \text{Epoch-SEG}(f_s, z_s, \lambda_s, 2L, N_s, K_s) \)
4: \( \lambda_{s+1} \leftarrow (1 + \gamma) \lambda_s \)
5: \( f_{s+1}(z) \triangleq f_s(z) + \frac{\lambda_{s+1}}{2} \|x - x_{s+1}\|^2 - \frac{\lambda_{s+1}}{2} \|y - y_{s+1}\|^2 \)
6: return \( z_S \)

Lemma 3.1 indicates we can make \( \|F(z_S)\| \) small if the subroutine provide \( z_s \) that is sufficiently close to \( z_{s-1}^* \) at each round. The recursive definition of \( f_s(x, y) \) means the condition numbers of the sub-problems is decreasing with the iteration of RAIN. Hence, achieving an accurate solution to sub-problem (2) will not be too expensive for large \( s \). We will show that the total SFO complexity of RAIN could nearly match the lower bound by designing the sub-problem solver carefully.

For general convex-concave objective function \( f(x, y) \), we use the initial point \( z_0 = (x_0, y_0) \) as the additional anchor and then we apply RAIN to find an \( \epsilon \)-stationary point of the following strongly-convex-strongly-concave function

\[
g(x, y) \triangleq f(x, y) + \frac{\lambda}{2} \|x - x_0\|^2 - \frac{\lambda}{2} \|y - y_0\|^2. \tag{4}
\]

We denote the gradient operator of \( g(x, y) \) as \( G(x, y) \). Then the following lemma provides the connection between the norms of \( F(x, y) \) and \( G(x, y) \).

**Lemma 3.2 (anchoring lemma)** Suppose the function \( f(x, y) \) is smooth and convex-concave. We define \( g(x, y) \triangleq f(x, y) + \frac{\lambda}{2} \|x - x_0\|^2 - \frac{\lambda}{2} \|y - y_0\|^2 \) for some \((x_0, y_0)\) and denote its gradient operator as

\[
G(x, y) \triangleq \begin{bmatrix}
\nabla_x g(x, y) \\
-\nabla_y g(x, y)
\end{bmatrix},
\]

then it holds that

\[
\|F(\tilde{z})\| \leq 2\|G(\tilde{z})\| + \lambda \|z_0 - z^*\|
\]

for any \( \tilde{z} = (\tilde{x}, \tilde{y}) \), where \( z^* = (x^*, y^*) \) is the stationary point of \( f(x, y) \) and \( z_0 = (x_0, y_0) \).

According to Assumption 2.6 and Lemma 3.2, setting \( \lambda = \Theta(\epsilon/D) \) leads to finding an \( \epsilon \)-stationary point of \( f(x, y) \) can be reduced into finding an \( \mathcal{O}(\epsilon) \)-stationary point of \( g(x, y) \), which can be done by applying RAIN (Algorithm 1) on the strongly-convex-strongly-concave function \( g(x, y) \).

**Connection to Related Work** We provide some discussion on comparing RAIN with related work.

- In convex optimization, Allen-Zhu (2018) proposed the recursive regularization technique for finding the nearly stationary point stochastically, which can be regarded as
a special case of our anchored framework. However, Allen-Zhu’s analysis depends on
the convexity of the objective function, which is not suitable for minimax problem.
In contrast, the analysis of RAIN is mainly based on the monotonicity of the gradient
operator, which is more general than convex optimization.

• In minimax optimization, Yoon and Ryu (2021); Lee and Kim (2021) considered
variants of (stochastic) extragradient method by using initial point \( z_0 \) as the fixed
anchor. In contrast, the proposed algorithm RAIN adjusts the anchoring point \( z_s \)
with iterations, which leads to the sequence of anchoring points \( \{ z_s \} \) converges to \( z^* \).
As a result, the RAIN achieves near-optimal SFO complexity in the stochastic setting
(see Table 1).

• Several existing methods (Lin et al., 2020b; Zhao, 2022; Kovalev and Gasnikov, 2022;
Luo et al., 2021; Yang et al., 2020b) introduce the proximal point iteration
\[
(x_{s+1}, y_{s+1}) \approx \arg \min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^d} f(x, y) + \frac{\beta}{2} \| x - x_s \|^2,
\]
which is useful to establish the near-optimal algorithms for unbalanced minimax op-
timization in the offline scenario. However, it is questionable whether the one-sided
regularization is helpful in finding near-stationary points in stochastic minimax problem (1).

4. Complexity Analysis for RAIN

In this section, we analyze the sub-problem solver Epoch Stochastic ExtraGradient (Epoch-
SEG) and show our RAIN has near-optimal SFO upper bound for finding \( \epsilon \)-stationary point
of stochastic convex-concave minimax problem.

The procedure of Epoch-SEG (Algorithm 2) depends on the ordinary stochastic extra-
gradiant method (SEG, Algorithm 3), which has the following property.

**Lemma 4.1 (SEG)** Suppose the function \( f(x, y) \) is \( L \)-smooth and \( \lambda \)-strongly-convex-\( \lambda \-
strongly-concave, and the SFO \( F(x, y; \xi) \) is unbiased and has variance bounded by \( \sigma^2 \). Then
SEG (Algorithm 3) holds that
\[
\lambda E \| z_{t+1/2} - z^* \|^2 \leq \frac{1}{\eta} E [ \| z_{t+1} - z^* \|^2 - \| z_t - z^* \|^2 ] + 16 \eta \sigma^2
\]
for any \( 0 < \eta < 1/(4L) \).

Taking the average on (5) over \( t = 0, \ldots, T - 1 \) and applying Lemma 2.2, we know the
output of SEG satisfies
\[
E \| \bar{z} - z^* \|^2 \leq \frac{1}{\lambda \eta T} E \| z_0 - z^* \|^2 + \frac{16 \eta \sigma^2}{\lambda},
\]
which means SEG is able to decrease the distance from the output \( \bar{z} \) to the optimal solution
\( z^* \) with iterations. However, it only converges to a neighborhood of \( z^* \) by using the fixed
stepsize.
Algorithm 2 Epoch-SEG \((f, z_0, \lambda, L, N, K)\)

1: for \(k = 0, 1, \cdots, N - 1\) do
2: \[z_{k+1} \leftarrow \text{SEG}(f, z_k, \frac{1}{4L}, \frac{8L}{\lambda})\]
3: for \(k = N, N + 1, \cdots, N + K - 1\) do
4: \[z_{k+1} \leftarrow \text{SEG}(f, z_k, \frac{1}{2^{k-N+1}L}, \frac{2^{k-N+5}L}{\lambda})\]
5: return \(z_{N+K}\).

Algorithm 3 SEG \((f, z_0, \eta, T)\)

1: for \(t = 0, 1, \cdots, T - 1\) do
2: \(\xi_i \leftarrow \text{a random index}\)
3: \(z_{t+1/2} \leftarrow z_t - \eta F(z_t; \xi_i)\)
4: \(\xi_j \leftarrow \text{a random index}\)
5: \(z_{t+1} \leftarrow z_t - \eta F(z_{t+1/2}; \xi_j)\)
6: return \(\bar{z}\) by uniformly sampling from \(\{z_{t+1/2}\}_{t=0}^{T-1}\)

Then we consider the epoch stochastic extragradient (Epoch-SEG, Algorithm 2), which consists of two phases and each of them calling SEG as subroutine by different parameters. The Epoch-SEG targets to reduce both the optimization error and statistical error in the iterations:

- In the first phase, we call SEG by fixed stepsize and fixed iteration numbers to decrease the optimization error, which is related to the number \(\kappa \triangleq L/\lambda\) and the distance \(\|z_0 - z^*\|\).
- In the second phase, the statistical error aroused from the variance of stochastic oracle has accumulated. Hence, we call SEG by decreasing stepsizes and increasing iteration numbers to reduce the statistical error.

The formal theoretical guarantee of Epoch-SEG is shown in Lemma 4.2.

**Lemma 4.2 (Epoch-SEG)** Suppose the function \(f(x, y)\) is \(L\)-smooth and \(\lambda\)-strongly-convex-\(\lambda\)-strongly-concave, and the stochastic first-order oracle \(F(x, y; \xi)\) is an unbiased estimator of \(F(x, y)\) and has variance bounded by \(\sigma^2\). Then Epoch-SEG (Algorithm 2) holds that

\[
\mathbb{E}\|z_{N+K} - z^*\|^2 \leq \frac{1}{2^{N+2}K} \mathbb{E}\|z_0 - z^*\|^2 + \frac{8\sigma^2}{2^K\lambda L}.
\]

Additionally, the total number of SFO calls is no more than \(16\kappa N + 2^{K+6}\kappa\), where \(\kappa = L/\lambda\).

Combining the above results, we obtain the SFO upper bound complexity of RAIN (Algorithm 1) for the strongly-convex-strongly-concave case.
Theorem 4.1 (RAIN, SCSC) Suppose the function $f(x, y)$ is $L$-smooth and $\lambda$-strongly-convex-$\lambda$-strongly-concave, and the stochastic first-order oracle $F(x, y; \xi)$ is an unbiased estimator of $F(x, y)$ and has variance bounded by $\sigma^2$. If we run RAIN (Algorithm 1) with

$$N_0 = \begin{cases} \left\lceil \log_2 \left( \frac{512\lambda^2 S^2 D^2}{\epsilon^2} \right) \right\rceil, & s = 0, \\ 3, & s \geq 1, \end{cases}$$

and

$$K_s = \left\lceil \log_2 \left( \frac{2048\lambda^2 S^2 \sigma^2}{L\epsilon^2} \right) \right\rceil,$$

then the output $z_S$ satisfies $\mathbb{E}\|F(z_S)\| \leq \epsilon$ and the total number of SFO calls is no more than

$$O\left( \frac{L}{\lambda} + \frac{L}{\lambda} \log \left( \frac{\lambda D}{\epsilon} \log \left( \frac{L}{\lambda} \right) \right) + \frac{\sigma^2}{\epsilon^2} \log^3 \left( \frac{L}{\lambda} \right) \right).$$

We can find nearly stationary points for the general convex-concave case by introducing the regularized function $g(x, y)$ defined in (4). Applying Theorem 4.1 and Theorem 3.2, we achieve the SFO upper bound complexity as follows.

Theorem 4.2 (RAIN, CC) Suppose the function $f(x, y)$ is $L$-smooth and convex-concave, and the stochastic first-order oracle $F(x, y; \xi)$ is an unbiased estimator of $F(x, y)$ and has variance bounded by $\sigma^2$. Running RAIN (Algorithm 1) on function

$$g(x, y) \triangleq f(x, y) + \frac{\lambda}{2} \|x - x_0\|^2 - \frac{\lambda}{2} \|y - y_0\|^2$$

with $\lambda = \min \{\epsilon/D, L\}$ outputs a $3\epsilon$-stationary point in expectation, and the total number of SFO calls is no more than

$$O\left( \frac{LD}{\epsilon} + \frac{LD}{\epsilon} \log \log \left( \frac{LD}{\epsilon} \right) + \frac{\sigma^2}{\epsilon^2} \log^3 \left( \frac{LD}{\epsilon} \right) \right).$$

The comparison in Table 1 shows both the results of Theorem 4.1 and Theorem 4.2 are better than existing algorithms and nearly match the lower bound. Additionally, the theoretical results in this section are not limited to convex-concave minimax optimization. In fact, our analysis is mainly based on the Lipschitz continuity and the monotonicity of the gradient operator, which means the results are also applicable to more general problems of variational inequality with Lipschitz continuous and monotone operator (Rockafellar, 1970).

5. Extension to Nonconvex-Nonconcave Settings

In this section, we extend RAIN to solve nonconvex-nonconcave minimax problems. We focus on two settings of comonotone and intersection dominant conditions. The comonotonicity is defined as follows.

Definition 5.1 (comonotonicity) We say the operator $F(\cdot)$ is $\rho$-comonotone if there exists some $\rho \in \mathbb{R}$ such that

$$(F(z) - F(z'))^\top (z - z') \geq \rho \|F(z) - F(z')\|^2$$

for all $z$ and $z'$. We also say $F(\cdot)$ is a negative comonotonic operator when $\rho < 0$. 
Remark 5.1 In the case of $\rho = 0$, the $\rho$-comonotonicity reduces to monotonicity shown in Lemma 2.1. In the case of $\rho < 0$, the $\rho$-comonotone gradient operator allow the objective function be nonconvex-nonconcave. Typically, we additionally require $\rho \geq -O(1/L)$ in the convergence analysis for optimization algorithms in the negative comonotone setting (Diakonikolas et al., 2021; Lee and Kim, 2021).

The intersection dominant condition (Grimmer et al., 2023) also allows the objective function be nonconvex-nonconcave, which is defined as follows.

Definition 5.2 (intersection dominant condition) For a twice differentiable function $f(x, y)$, we say it satisfies the $(\tau, \alpha)$-intersection-dominant condition if there exist some $\tau > 0$ and $\alpha > 0$ such that
\[
\nabla^2_{xx}f(x, y) + \nabla^2_{xy}f(x, y)(\tau I - \nabla^2_{yy}f(x, y))^{-1}\nabla^2_{yx}f(x, y) \geq \alpha I
\]
and
\[
-\nabla^2_{yy}f(x, y) + \nabla^2_{yx}f(x, y)(\tau I + \nabla^2_{xx}f(x, y))^{-1}\nabla^2_{xy}f(x, y) \geq \alpha I
\]
for all $(x, y)$.

Remark 5.2 Typically, we also require $\tau \geq \Omega(L)$ in conditions of intersection dominant for the analysis for minimax optimization (Grimmer et al., 2023; Lee and Kim, 2021).

Remark 5.3 For smooth minimax optimization, the intersection dominant condition is stronger than negative comonotonicity. Concretely, the intersection dominant condition needs the function $f(x, y)$ to be twice differentiable, which is unnecessary to negative comonotonicity. Furthermore, if the function $f(x, y)$ is $L$-smooth and satisfies the $(\tau, \alpha)$-intersection-dominant condition for some $\alpha > 0$ and $\tau > L$, then its gradient operator $F(\cdot)$ must satisfy the $-1/\tau$-comonotonic condition (see Example 1 of Lee and Kim (2021)).

It turns out that both of these two conditions are related to the saddle envelope, which is a natural generalization of Moreau envelope for minimax problems.

Definition 5.3 (saddle envelope) Given some $\tau > 0$, we define the saddle envelope of function $f(x, y)$ as
\[
f_\tau(x, y) \triangleq \min_{x' \in \mathbb{R}^d_x} \max_{y' \in \mathbb{R}^d_y} f(x', y') + \frac{\tau}{2}\|x' - x\|^2 - \frac{\tau}{2}\|y' - y\|^2.
\]

The saddle envelope has the following properties.

Proposition 5.1 Suppose function $f(x, y)$ is $L$-smooth and satisfies the $(\tau, \alpha)$-intersection dominant condition for $\tau \geq 2L$, then $f_{2L}(x, y)$ is $\lambda$-strongly-convex-$\lambda$-strongly-concave, where
\[
\lambda = \left(\frac{1}{2L} + \frac{1}{\alpha}\right)^{-1} = \Theta(\alpha).
\]
Proposition 5.2 Suppose the function $f(x, y)$ is $L$-smooth and convex-concave, and its gradient operator $F(x, y)$ is $-\rho$-comonotonic with $0 < \rho \leq 1/(2L)$, then its saddle envelope $f_{2L}(x, y)$ is convex-concave.

Based on the observation that the stationary points of $f_{2L}(x, y)$ are exactly the same as those of $f(x, y)$ (Grimmer et al., 2023, Corollary 2.2), it is possible to apply RAIN on the saddle envelope $f_{2L}(x, y)$ for nonconvex-nonconcave minimax optimization. However, accessing the (stochastic) gradient operator of $f_{2L}(x, y)$ is non-trivial since it cannot be obtained by the gradient of $f(x, y)$ directly. Hence, we maintain the stochastic estimator for the gradient operator of $f_{2L}(x, y)$ as follows:

1. We first denote the gradient operator of $f_{2L}(x, y)$ by
   
   $$F_{2L}(x, y) = \begin{bmatrix} \nabla_x f_{2L}(x, y) \\ -\nabla_y f_{2L}(x, y) \end{bmatrix},$$
   
   which also can be written as (Grimmer et al., 2023):
   
   $$F_{2L}(z) = F(z^+) = 2L(z - z^+),$$
   
   where $z = (x, y)$ and
   
   $$z^+ = (x^+, y^+) = \arg \min_{x' \in \mathbb{R}^d_x} \max_{y' \in \mathbb{R}^d_y} f(x', y') + L\|x' - x\|^2 - L\|y' - y\|^2.$$

2. Then we estimate $z^+$ by $\hat{z}^+$, which is obtained by solving the minimax problem:
   
   $$\hat{z}^+ = (\hat{x}^+, \hat{y}^+) \approx \min_{x' \in \mathbb{R}^d_x} \max_{y' \in \mathbb{R}^d_y} g(x', y'; x, y),$$
   
   where $g(x', y'; x, y) \triangleq f(x', y') + L\|x' - x\|^2 - L\|y' - y\|^2$.

3. Finally, we construct $\hat{F}_{2L}(z) = 2L(z - \hat{z}^+)$ as the estimator of $F_{2L}(z)$.

We would like to regard $\hat{F}_{2L}(:)$ as the stochastic estimator of $F_{2L}(:)$. Since the function $g(x', y'; x, y)$ is strongly-convex in $x'$ and strongly-concave in $y'$, it is desired to obtain $\hat{z}^+$ by Epoch-SEG efficiently. However, directly using Epoch-SEG on $g$ only leads to $\mathbb{E}\|\hat{z}^+ - z^+\|^2$ be small, while the output $\hat{z}^+$ may be a biased estimator of $z^+$. Consequently, the constructed $\hat{F}_{2L}(z)$ would also be biased, violating the assumption of unbiased stochastic oracle in RAIN. We address this issue by the following strategies:

1. We propose Epoch-SEG$^+$ (Algorithm 4) by integrating the step of multilevel Monte-Carlo (MLMC) (Asi et al., 2021) with Epoch-SEG, which makes the bias of $\hat{z}^+$ decrease exponentially. The formal theoretical result is described in Theorem 5.1.

2. We show that RAIN also works for stochastic oracles with low bias. Since the basic component of RAIN is SEG, it is sufficient to analyze the complexity of SEG with low biased stochastic oracle. The formal theoretical result is described in Theorem 5.2.
Theorem 5.1 Suppose the function $f(x, y)$ is $L$-smooth and $\lambda$-strongly-convex-$\lambda$-strongly-concave, and the stochastic first-order oracle $F(x, y; \xi)$ is unbiased estimator of $F(x, y)$ and has variance bounded with $\sigma^2$, then Epoch-SEG$^+$ (Algorithm 4) holds that

$$\|\mathbb{E}[\hat{z}^*] - z^*\|^2 \leq \frac{1}{2N+2K}\mathbb{E}\|z_0 - z^*\|^2 + \frac{8\sigma^2}{2K\lambda L}$$

and

$$\mathbb{E}\|\hat{z}^* - \mathbb{E}[\hat{z}^*]\|^2 \leq \frac{22}{2N M}\mathbb{E}\|z_0 - z^*\|^2 + \frac{112\lambda \sigma^2}{M\lambda L}.$$  

Additionally, the total number of SFO calls is no more than $16\kappa MN + 64MKL/\lambda$ in expectation.

Theorem 5.2 (SEG with biased oracle) Suppose the function $f(x, y)$ is $L$-smooth and $\lambda$-strongly-convex-$\lambda$-strongly-concave. We run SEG (Algorithm 3) on $f(x, y)$ and denote

$$b_t \triangleq \|\mathbb{E}F(z_t; \xi_t) - F(z_t)\|, \quad b_{t+1/2} \triangleq \|\mathbb{E}F(z_{t+1/2}; \xi_t) - F(z_{t+1/2})\|,$$

$$\sigma_t^2 \triangleq \mathbb{E}\|F(z_t; \xi_t) - F(z_t)\|^2, \quad \sigma_{t+1/2}^2 \triangleq \mathbb{E}\|F(z_{t+1/2}; \xi_t) - F(z_{t+1/2})\|^2.$$  

Then it holds that

$$\mathbb{E}\|z_{t+1/2} - z^*\|^2 \leq \frac{1}{\eta} \mathbb{E}\|z_t - z^*\|^2 - \|z_{t+1} - z^*\|^2 \leq \frac{1}{\eta} \mathbb{E}\|z_{t+1} - z_{t+1/2}\|^2$$

$$+ 6\eta (e_t^2 + e_{t+1/2}^2) + \frac{2b_{t+1/2}^2}{\lambda \text{ bias}}$$

for any $0 < \eta < 1/(4L)$, where $e_t^2 \triangleq b_t^2 + \sigma_t^2$ and $e_{t+1/2}^2 \triangleq b_{t+1/2}^2 + \sigma_{t+1/2}^2$.

The above theorem suggests that if it satisfies

$$\sigma_t^2 \leq \frac{\sigma^2}{2}, \quad \sigma_{t+1/2}^2 \leq \frac{\sigma^2}{2}, \quad b_t^2 \leq \frac{\sigma^2}{2}, \quad \text{and} \quad b_{t+1/2}^2 \leq 2\lambda \eta \sigma^2, \quad (9)$$

we are able to obtain the result of (5) in Lemma 4.1. Then we can follow the complexity analysis of RAIN to establish the theoretical guarantee of applying RAIN on the saddle envelope.\(^1\) As a result, we can find an $\epsilon$-stationary point of $f_{2L}(x, y)$:

\(^1\) We only need to replace every $L$ with $6L$ in Theorem 4.1 and Theorem 4.2 since $f_{2L}(x, y)$ is $6L$-smooth.
Complexity for Epoch-SEG $+$

Total SFO complexity of RAIN $++$

Accurate solution by carefully choosing the initialization and parameters. As a result, the complexity for RAIN $++$ is $\tilde{O}(1)$ times the one of RAIN.

Below, we present the theoretical result under the intersection-dominant condition.

For $(\tau, \alpha)$-intersection-dominant condition with $\tau \geq 2L$, it requires $\tilde{O}(\sigma^2 \epsilon^{-2} + L/\alpha)$ times evaluations of $\tilde{F}_L(\cdot)$.

For $-\rho$-comonotone condition with $\rho \leq 1/(2L)$, it requires $\tilde{O}(\sigma^2 \epsilon^{-2} + L/\epsilon)$ times evaluations of $\tilde{F}_L(\cdot)$.

Based on the above ideas, we proposed RAIN $++$ in Algorithm 5 as an extension of RAIN. The iterations of RAIN $++$ consider the regularized function

$$f^{(s)}_{2L}(x, y) \triangleq \begin{cases} f_{2L}(x, y), & s = 0, \\ f_{2L}^{(s-1)}(x, y) + \frac{\lambda_s}{2} \|x - x_s\|^2 - \frac{\lambda_s}{2} \|y - y_s\|^2, & s \geq 1, \end{cases}$$

(10)

Compared with the iterations of RAIN applying SEG to solve the sub-problem

$$\min_{x \in \mathbb{R}^d_x} \max_{y \in \mathbb{R}^d_y} f^{(s)}(x, y),$$

the iterations of RAIN $++$ apply SEG $++$ to solve the sub-problem

$$\min_{x \in \mathbb{R}^d_x} \max_{y \in \mathbb{R}^d_y} f^{(s)}_{2L}(x, y).$$

For SEG $++$, we apply Epoch-SEG $^+$ (Epoch-SEG with the debias step of MLMC) to achieve the low-biased gradient estimation of the saddle envelope $f^{(s)}_{2L}(x, y)$. Note that the sub-problems solved by Epoch-SEG $^+$ (Line 5 and 9 of Algorithm 6) are well-conditioned because they are $3L$-smooth and $L$-strongly-convex-$L$-strongly-concave. Therefore the SFO complexity for Epoch-SEG $^+$ only require the complexity of $\tilde{O}(1)$ to obtain a sufficiently accurate solution by carefully choosing the initialization and parameters. As a result, the total SFO complexity of RAIN $++$ would be $\tilde{O}(1)$ times the one of RAIN.

Below, we present the theoretical result under the intersection-dominant condition.

---

**Algorithm 5 RAIN $++$** $(f, z_0, \lambda, L, \{N_s\}_{s=0}^{S-1}, \{K_s\}_{s=0}^{S-1})$

1: $\lambda_0 = \lambda\gamma$, $S = \lceil \log((1+\gamma)/(6L/\lambda)) \rceil$, $w_0 \leftarrow z_0$
2: for $s = 0, 1, \cdots, S - 1$
3: \hspace{1em} $z_{s,0} \leftarrow z_s$, $w_{s,0} \leftarrow w_s$
4: \hspace{1em} for $k = 0, 1, \cdots, N_s - 1$ do
5: \hspace{2em} $(z_{s,k+1}, w_{s,k+1}) \leftarrow$ SEG $^+(f, z_{s,k}, w_{s,k}, \frac{1}{2N_s + 3 \times 12L}, \lambda, \gamma, \{z_i\}_{i=0}^{s}, \gamma, \lambda)$
6: \hspace{1em} for $k = N_s, N_s + 1, \cdots, N_s + K_s$ do
7: \hspace{2em} $(z_{s,k+1}, w_{s,k+1}) \leftarrow$ SEG $^+(f, z_{s,k}, w_{s,k}, \frac{1}{2^{N_s+5} \times 12L}, \lambda, \gamma, \{z_i\}_{i=0}^{s}, \gamma, \lambda)$
8: \hspace{1em} end for
9: \hspace{1em} $(z_{s+1}, w_{s+1}) \leftarrow (z_{N_s+K_s}, w_{N_s+K_s})$
10: $\lambda_{s+1} \leftarrow (1 + \gamma)\lambda_s$
11: end for
12: return $z_S$
Theorem 5.3 (RAIN++, ID) Suppose the function $f(x, y)$ is $L$-smooth and satisfies the $(\tau, \alpha)$-intersection-dominant condition with $\tau \geq 2L$, and the stochastic first-order oracle $F(x, y; \xi)$ is unbiased and has variance bounded by $\sigma^2$, then running RAIN++ with $\gamma = 1$, $\lambda$ as defined in (7) and

$$N_s = \begin{cases} \log_2 \left( \frac{512\lambda^2S^2D^2}{\epsilon^2} \right), & s = 0, \\ 3, & s \geq 1, \end{cases}$$

holds that $\mathbb{E}\|F_{ZS}\| \leq \epsilon$, where $\lambda$ is defined in (7). Additionally, the total number of SFO calls is no more than $\tilde{O}(\sigma^2\epsilon^{-2} + L/\alpha)$ in expectation.

We can also use the regularization trick to obtain the theoretical guarantee in the negative comonotone setting. The idea is applying RAIN++ on

$$g_{2L}(x, y) \equiv f_{2L}(x, y) + \frac{\lambda}{2}\|x - x_0\|^2 - \frac{\lambda}{2}\|y - y_0\|^2$$

for some $\lambda = \Theta(\epsilon/D)$. Note that the function $g_{2L}(x, y)$ is $\lambda$-strongly-convex-$\lambda$-strongly-concave and the algorithm solves the minimax sub-problems with objective functions

$$f_{2L}(s)(x, y) \equiv \begin{cases} f_{2L}(x, y) + \frac{\lambda}{2}\|x - x_0\|^2 - \frac{\lambda}{2}\|y - y_0\|^2, & s = 0, \\ f_{2L}(s^{-1})(x, y) + \frac{\lambda_s}{2}\|x - x_s\|^2 - \frac{\lambda_s}{2}\|y - y_s\|^2, & s \geq 1, \end{cases}$$

which is similar to what we have done in the general convex-concave case. We formally present the result in the following theorem.

Theorem 5.4 (RAIN++, NC) Suppose the function $f(x, y)$ is $L$-smooth and its gradient operator is $-\rho$-comonotone with $\rho \leq 1/(2L)$, and the stochastic first-order oracle $F(x, y; \xi)$ is unbiased and has variance bounded by $\sigma^2$. If we run RAIN++ (Algorithm 5) with $\gamma = 1$ and $\lambda = \min\{\epsilon/D, 6L\}$ then it holds that $\mathbb{E}\|F_{ZS}\| \leq 3\epsilon$. Additionally, the total number of SFO calls is no more than $\tilde{O}(\sigma^2\epsilon^{-2} + LD\epsilon^{-1})$.

Corollary 5.3 and Corollary 5.4 indicate RAIN++ can find an $\epsilon$-stationary point of the envelope $f_{2L}(x, y)$ in corresponding settings, which easily leads to a nearly-stationary point of $f(x, y)$ by the following proposition.

Proposition 5.3 Suppose the function $f(x, y)$ is $L$-smooth and the point $\hat{z} = (\hat{x}, \hat{y})$ is an $\epsilon$-stationary point of the function $f_{2L}(x, y)$, then we can find a $2\epsilon$-stationary point of $f(x, y)$ within $\mathcal{O}(\log(\epsilon^{-1}) + \sigma^2\epsilon^{-2})$ SFO complexity in expectation.

6. The Lower Complexity Bounds

We first provide the lower complexity bounds for finding near-stationary points of the stochastic convex-concave minimax problem. Combining the ideas of Luo et al. (2021); Foster et al. (2019) and Yoon and Ryu (2021), we obtain Theorem 6.2 and Theorem 6.1 for general convex-concave case and strongly-convex-strongly-concave case respectively, which nearly match the upper bounds shown in Theorem 4.1 and Theorem 4.2. Hence, the proposed RAIN (Algorithm 1) is near-optimal.
Algorithm 6 SEG++ $(f, z_0, w_0, \eta, T, s, \{\tilde{z}_i\}_{i=0}^s, \gamma, \lambda)$

1: let $L$ be the smoothness coefficient of $f(x, y)$
2: set $N, K, M$ according to equation (24) and $\tilde{z}^+_{-1/2} \leftarrow w_0$
3: for $t = 0, 1, \ldots, T - 1$ do
4: $g_t(x, y) \triangleq f(x, y) + L\|x - x_t\|^2 - L\|y - y_t\|^2$
5: $\hat{z}_t^+ \leftarrow$ Epoch-SEG$^+(g_t, \tilde{z}^+_{i-1/2}, L, 3L, N, K, M)$
6: $\hat{F}^{(s)}_{2L}(z_t) \leftarrow \begin{cases} 2L(z_t - \hat{z}_t^+) + \lambda \gamma \sum_{i=1}^{s}(1 + \gamma)^i(z_t - \tilde{z}_i), & \text{ID case} \\ 2L(z_t - \hat{z}_t^+) + \lambda \gamma \sum_{i=0}^{s}(1 + \gamma)^i(z_t - \tilde{z}_i), & \text{NC case} \end{cases}$
7: $z_{t+1/2} \leftarrow z_t - \eta \hat{F}^{(s)}_{2L}(z_t)$
8: $g_{t+1/2}(x, y) \triangleq f(x, y) + L\|x - x_{t+1/2}\|^2 - L\|y - y_{t+1/2}\|^2$
9: $\hat{z}^+_{t+1/2} \leftarrow$ Epoch-SEG$^+(g_{t+1/2}, \hat{z}^+_{t+1/2}, L, 3L, N, K, M)$
10: $\hat{F}^{(s)}_{2L}(z_{t+1/2}) \leftarrow \begin{cases} 2L(z_{t+1/2} - \hat{z}^+_{t+1/2}) + \lambda \gamma \sum_{i=1}^{s}(1 + \gamma)^i(z_{t+1/2} - \tilde{z}_i), & \text{ID case} \\ 2L(z_{t+1/2} - \hat{z}^+_{t+1/2}) + \lambda \gamma \sum_{i=0}^{s}(1 + \gamma)^i(z_{t+1/2} - \tilde{z}_i), & \text{NC case} \end{cases}$
11: $z_{t+1} \leftarrow z_t - \eta \hat{F}^{(s)}_{2L}(z_{t+1/2})$
12: end for
13: Draw $J \sim \text{Unif}([T])$
14: return $(z_{J+1/2}, \hat{z}_{J+1/2})$

Theorem 6.1 For any stochastic algorithm $A$ based on stochastic first-order oracle (SFO) under Assumption 2.6 and parameters $L \geq 2, \lambda \leq 1$ and $\epsilon \leq 0.01\lambda$, there exist an $L$-smooth and $\lambda$-strongly-convex-$\lambda$-strongly-concave function $f(x, y)$ that $A$ needs at least

$$\Omega \left( \sigma^2 \epsilon^{-2} \log(L\epsilon^{-1}) + \kappa \log(\lambda \epsilon^{-1}) \right)$$

SFO calls to find an $\epsilon$-stationary point of $f(x, y)$.

Theorem 6.2 For any stochastic algorithm $A$ based on stochastic first-order oracle (SFO) under Assumption 2.6 and parameters of $L \geq 2$ and $\epsilon \leq 0.01$, there exists an $L$-smooth and convex-concave function $f(x, y)$ such that $A$ needs at least

$$\Omega \left( \sigma^2 \epsilon^{-2} \log(L\epsilon^{-1}) + LD\epsilon^{-1} \right)$$

SFO calls to find an $\epsilon$-stationary point of $f(x, y)$.

Since the gradient operator of any convex-concave function is negative comonotone, the lower bound shown in Theorem 6.1 is also valid for the problem under the negative comonotone condition.

Corollary 6.1 For any stochastic algorithm $A$ based on stochastic first-order oracle (SFO) under Assumption 2.6 and parameters of $L \geq 2$ and $\epsilon \leq 0.01$, there exist an $L$-smooth function $f(x, y)$ whose gradient operator is negative comonotone such that $A$ needs at least

$$\Omega \left( \sigma^2 \epsilon^{-2} \log(L\epsilon^{-1}) + LD\epsilon^{-1} \right)$$

SFO calls to find an $\epsilon$-stationary point of $f(x, y)$.
\begin{figure}[h]
\centering
\begin{subfigure}{0.3\textwidth}
\includegraphics[width=\textwidth]{figure1a.png}
\caption{$\sigma = 0.001$}
\end{subfigure}
\begin{subfigure}{0.3\textwidth}
\includegraphics[width=\textwidth]{figure1b.png}
\caption{$\sigma = 0.002$}
\end{subfigure}
\begin{subfigure}{0.3\textwidth}
\includegraphics[width=\textwidth]{figure1c.png}
\caption{$\sigma = 0.005$}
\end{subfigure}
\caption{The results of the number of SFO calls against gradient norm on problem (12).}
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\caption{The results of the number of SFO calls against gradient norm on problem (13). SEAG diverges in (c), which does not contradict its convergence guarantee as the condition $\sigma_k^2 \leq \epsilon/(k + 1)$ in Theorem 6.1 (Lee and Kim, 2021) is unsatisfied.}
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Similarly, Theorem 6.2 leads to the lower bound for intersection-dominant condition.

\textbf{Corollary 6.2} For any stochastic algorithm $A$ based on stochastic first-order oracle (SFO) under Assumption 2.6 and parameters of $L \geq 2$, $\alpha \leq 1$ and $\epsilon \leq 0.01\alpha$, there exist an $L$-smooth function $f(x, y)$ satisfying the $(\tau, \alpha)$-intersection-dominant condition with $\tau \geq 2L$ such that $A$ needs at least

$$\Omega \left( \sigma^2 \epsilon^{-2} \log(Le^{-1}) + L\alpha^{-1} \log(\alpha\epsilon^{-1}) \right)$$

SFO calls to find an $\epsilon$-stationary point of $f(x, y)$.

Corollary 6.1 and Corollary 6.2 suggest that the proposed RAIN++ (Algorithm 5) is also near-optimal in negative comonotone and intersection-dominant conditions respectively.

\section{Numerical Experiments}

In this section, we compare our algorithms with baselines on both convex-concave and nonconvex-nonconcave minimax problems.
7.1 The Convex-Concave Case

We conduct numerical experiments by comparing our RAIN with the following baselines:

- SEG: the ordinary stochastic extragradient;
- R-SEG: the stochastic extragradient with regularization trick (Nesterov, 2012);
- SEAG: the stochastic extra anchored gradient (Lee and Kim, 2021, Algorithm 3);
- PDHG: the primal-dual hybrid gradient (Zhao, 2022, Algorithm 1).

The experiments consider two minimax problems as follows.

- The first one is the bilinear minimax problem:
  \[
  \min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^d} f_b(x, y) \triangleq x^\top y, \tag{12}
  \]
  which reveals some important issues in minimax optimization. For example, the duality gap is not well defined except at its unique saddle point \((0, 0)\); the classical method stochastic gradient descent ascent diverges and other first-order algorithms also converge slowly due to the cycling behaviors (Pethick et al., 2022).

- The second one is the hard case of convex-concave minimax problem
  \[
  \min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^d} f_{\delta, \nu}(x, y) \triangleq (1 - \delta)g_{\nu}(x) + \delta x^\top y - (1 - \delta)g_{\nu}(y), \tag{13}
  \]
  where
  \[
  g_{\nu}(u_i) = \begin{cases} 
  \nu |u_i| - \frac{1}{2} \nu^2, & |u_i| \geq \nu, \\
  \frac{1}{2} u_i^2, & |u_i| < \nu,
  \end{cases}
  \]
  and we set \(\nu = 5 \times 10^{-5}\) and \(\delta = 10^{-2}\) by following Yoon and Ryu (2021)’s setting.

We use the stochastic first-order oracles
\[
F_b(x, y; \xi) = F_b(x, y) + \xi \quad \text{and} \quad F_{\delta, \nu}(x, y; \xi) = F_{\delta, \nu}(x, y) + \xi
\]
for problems (12) and (13) respectively, where \(F_b(x, y)\) is the gradient operator of \(f_b(x, y)\), \(F_{\delta, \nu}(x, y)\) is the gradient operator of \(f_{\delta, \nu}(x, y)\) and \(\xi \sim \mathcal{N}(0, \sigma^2 I_{2d})\). We set \(d = 1000\) for problem (12) and \(d = 100\) for problem (13). We provide the detailed implementation for the algorithms in Appendix E and the source code is available\(^2\). We present the experimental results under different levels of noise in Figure 1 and Figure 2, which shows the proposed RAIN obviously performs better than baseline methods.

\(^2\) https://github.com/TrueNobility303/RAIN
7.2 The Nonconvex-Nonconcave Case

We also consider the nonconvex-nonconcave problem

\[
\min_{x \in \mathbb{R}} \max_{y \in \mathbb{R}} f_{\rho,L}(x, y) = \frac{\rho L^2}{2} x^2 + L \sqrt{1 - \rho^2 L^2} x y - \frac{\rho L^2}{2} y^2,
\]

(14)

where \( L, \rho > 0 \) such that \( \rho L < 1 \). According to the verification of Lee and Kim (2021), the gradient operator of function \( f_{\rho,L}(x, y) \) is \( L \)-Lipschitz continuous and \( \rho \)-comonotone. We use the stochastic first-order oracles

\[
F_{\rho,L}(x, y; \xi) = f_{\rho,L}(x, y) + \xi
\]

in our experiments, where \( \xi \sim \mathcal{N}(0, \sigma^2 I_2) \).

We compare our proposed RAIN++ with the following baselines:

- SEG+: the extension of SEG under the negative comonotonicity assumption (Diakonikolas et al., 2021, Equation (EG_\rho^+));

- SFEG: the stochastic fast extra gradient method (Lee and Kim, 2021, Algorithm 1), where we replace the exact gradient operator with the stochastic gradient operator.

We test the algorithms on Problem (14) with \( L = 1 \) and \( \rho = -1/(8\sqrt{2}) \) or \(-1/3\), and the experimental results are shown in Figure 3 and 4, respectively. The implementation details of the algorithm are deferred to Appendix E. We can observe that our proposed RAIN++ performs better than baselines. We remark that the convergence analysis of SFEG by Lee and Kim (2021) requires either \( \rho = 0 \) or \( \sigma = 0 \), while it also works on our stochastic nonconvex-nonconcave problem with \( \rho > 0 \) and \( \sigma > 0 \) in practice. Note that Figure 4 shows that SEG+ diverges on Problem (14) with \( \rho = -1/3 \), which is also observed by the empirical results of Lee and Kim (2021). The reason is the convergence guarantee of SEG+ (Diakonikolas et al., 2021, Theorem 4.5)) requires the condition \( \rho \in [-1/(4\sqrt{2}L), 0) \), which is not satisfied in the setting of \( \rho = -1/3 \).
8. Conclusion

In this work, we propose the Recursive Anchor IteratioN (RAIN) algorithm for stochastic minimax optimization. The theoretical analysis has shown that the framework of RAIN with appropriate sub-problem solvers could achieve the near-optimal SFO complexity for finding nearly stationary points in convex-concave and strongly-convex-strongly-concave minimax optimization problems. We also extend the idea of RAIN to solve two specific nonconvex-nonconcave minimax problems and the proposed method RAIN++ also achieves the near-optimal SFO complexity in these settings.
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Appendix A. The Proofs in Section 3

We first provide the non-expansiveness lemma, then give detailed proofs for results in Section 3.

**Lemma A.1 (non-expansiveness)** Suppose the operator $F(\cdot)$ is monotone. We define $G(z) \triangleq F(z) + \lambda(z - z_0)$ for some $\lambda > 0$ and $z_0 \in \mathbb{R}^d$, then it holds that

$$
\|w^* - z_0\| \leq \|z^* - z_0\| \quad \text{and} \quad \|w^* - z^*\| \leq \|z^* - z_0\|,
$$

where $z^*$ is the solution to $F(z) = 0$ and $w^*$ is the solution to $G(w) = 0$.

**Proof** The monotonicity of $F$ means $G$ is $\lambda$-strongly monotone. Therefore, the operator $G$ must has an unique solution $w^*$. Then we have

$$
\lambda\|w^* - z^*\|^2 \\
\leq G(z^*)^T(z^* - w^*) \\
= (F(z^*) + \lambda(z^* - z_0))^T(z^* - w^*) \\
= \lambda(z^* - z_0)^T(z^* - w^*) \\
= \frac{\lambda}{2}\|w^* - z^*\|^2 + \frac{\lambda}{2}\|z^* - z_0\|^2 - \frac{\lambda}{2}\|w^* - z_0\|^2,
$$

which implies the result of this lemma. 

---

**A.1 The Proof of Lemma 3.1**

**Proof** Let $F^{(s)}(\cdot)$ be the gradient operator of $f^{(s)}(x,y)$. It is clear that $F^{(s)}(\cdot)$ is equivalent to the following definition:

$$
F^{(s)}(z) \triangleq F(z) + \lambda \sum_{i=1}^{s} 2^i(z - z_i), \quad s = 0, \ldots, S - 1.
$$

Based on the setting of $S = \lfloor \log_2(L/\lambda) \rfloor$, we have

$$
\lambda 2^S \leq L \leq \lambda 2^{S+1},
$$

then it holds that

$$
\lambda + \lambda \sum_{i=1}^{s} 2^i > 2^s \lambda
$$

and

$$
L + \lambda \sum_{i=1}^{S-1} 2^i \leq 2L.
$$
Hence, we know that each \(F^{(s)}\) is at least \(2^s \lambda\)-strongly monotone and \(2L\)-smooth. Further, we have
\[
\|F(z_S)\| \leq \|F^{(S-1)}(z_S)\| + \lambda \sum_{i=1}^{S-1} 2^i \|z_S - z_i\|
\]
\[
\leq \|F^{(S-1)}(z_S)\| + \lambda \sum_{i=1}^{S-1} 2^i \|z_S - \hat{z}_{S-1}^*\| + \lambda \sum_{i=1}^{S-1} 2^i \|\hat{z}_{S-1}^* - z_i\|
\]
\[
\leq 2\|F^{(S-1)}(z_S)\| + \lambda \sum_{i=1}^{S-1} 2^i \|\hat{z}_{i-1}^* - z_i\|
\]
\[
\leq 2\|F^{(S-1)}(z_S)\| + \lambda \sum_{i=1}^{S-1} 2^i \|\hat{z}_{i-1}^* - z_i\| + \lambda \sum_{i=1}^{S-1} 2^i \|z_{j-1}^* - z_{j-1}\|
\]
\[
= 2\|F^{(S-1)}(z_S)\| + \lambda \sum_{i=1}^{S-1} 2^i \|\hat{z}_{i-1}^* - z_i\| + \lambda \sum_{j=1}^{S-1} \|z_{j-1}^* - z_{j-1}\| \sum_{i=1}^{j} 2^i
\]
\[
\leq 2\|F^{(S-1)}(z_S)\| + \lambda \sum_{i=1}^{S-1} 2^i \|\hat{z}_{i-1}^* - z_i\| + \lambda \sum_{j=1}^{S-1} 2^{j+1} \|z_{j-1}^* - z_{j-1}\|
\]
\[
= 2\|F^{(S-1)}(z_S)\| + \lambda \sum_{i=1}^{S-1} 2^i \|\hat{z}_{i-1}^* - z_i\| + \lambda \sum_{i=1}^{S-1} 2^{i+1} \|z_{i}^* - z_{i-1}\|
\]
\[
\leq 4L\|z_S - \hat{z}_{S-1}^*\| + 3\lambda \sum_{i=1}^{S} 2^i \|\hat{z}_{i-1}^* - z_i\|
\]
\[
\leq 16\lambda \sum_{i=1}^{S} 2^{i-1} \|\hat{z}_{i-1}^* - z_i\|.
\]
Above, the third line follows from \(F^{(S-1)}\) is at least \((\lambda \sum_{i=1}^{S-1} 2^i)\)-strongly monotone; the second last line relies on the non-expansiveness after anchoring shown in Lemma A.1 such that \(\|\hat{z}_{i-1}^* - \hat{z}_{i-1}\| \leq \|\hat{z}_{i-1}^* - z_i\|\); in the last line we use \(F^{(S-1)}\) is at most \(2L\)-Lipschitz and \(L \leq \lambda 2^{S+1}\); the other steps only requires triangle inequality and simple calculation.

**A.2 The Proof of Lemma 3.2**

**Proof** Let \(z_g^* = (x_g^*, y_g^*)\) be the unique stationary point of \(g(x, y)\) such that \(G(z_g^*) = 0\). Then we have
\[
\|F(\bar{z})\| \leq \|G(\bar{z})\| + \lambda \|\bar{z} - z_0\|
\]
\[
\leq \|G(\bar{z})\| + \lambda \|\bar{z} - z_g^*\| + \lambda \|z_g^* - z_0\|
\]
\[
\leq 2\|G(\bar{z})\| + \lambda \|z^* - z_0\|,
\]
where the last step we use $G$ is $\lambda$-strongly-monotone and $\|z^*_g - z_0\| \leq \|z^* - z_0\|$ from Lemma A.1.

Appendix B. The Proofs in Section 4

We provide detailed proofs for results in Section 4 except Lemma 4.1. Note that Lemma 4.1 is a special case of Theorem 5.2 with $b_t = b_{t+1/2} = 0$ and $\sigma_t = \sigma_{t+1/2} = \sigma$. Hence, it can be proved by directly using the analysis for Theorem 5.2 in Appendix C.4.

B.1 The Proof of Lemma 4.2

**Proof** Denote $\eta_k$ and $T_k$ be the step size and epoch length in the $k_{th}$ epoch. From Lemma 4.1 and strong monotone we know that

$$
\mathbb{E}\|z_{k+1} - z^*\|^2 \leq \frac{1}{\lambda \eta_k T_k} \mathbb{E}\|z_k - z^*\|^2 + \frac{16\eta_k \sigma^2}{\lambda}.
$$

(15)

Telescoping from $k = 0, 1, \cdots, N - 1$, we obtain

$$
\mathbb{E}\|z_N - z^*\|^2 \leq \frac{1}{2N} \mathbb{E}\|z_0 - z^*\|^2 + \frac{8\sigma^2}{\lambda L}.
$$

Then we can use induction from $N, N+1, \cdots, N+K-1$ to show inequality in this theorem: suppose it is true for the case $N + k$, then for the case $N + k + 1$, we have

$$
\mathbb{E}\|z_{N+k+1} - z^*\|^2 \\
\leq \frac{1}{4} \mathbb{E}\|z_{N+k} - z^*\|^2 + \frac{2\sigma^2}{2k \lambda L} \\
\leq \frac{1}{4} \left( \frac{1}{2^{N+2k}} \mathbb{E}\|z_0 - z^*\|^2 + \frac{8\sigma^2}{2^k \lambda L} \right) + \frac{2\sigma^2}{2^k \lambda L} \\
\leq \frac{1}{2^{N+2(k+1)}} \mathbb{E}\|z_0 - z^*\|^2 + \frac{8\sigma^2}{2^{k+1} \lambda L},
$$

where the first inequality is by plugging $\eta_k, T_k$ into (15) and the second one comes from the induction hypothesis.

In addition, as a side effect, it is clear that in this procedure, for any $k = 0, 1, \cdots, N + K - 1$, we can always maintain the bound of

$$
\mathbb{E}\|z_k - z^*\|^2 \leq \mathbb{E}\|z_0 - z^*\|^2 + \frac{8\sigma^2}{\lambda L}.
$$

(16)

For each iteration of SEG, we need to quest the stochastic operator twice. Then summing up all the iterations in every epoch yields the complexity as claimed.
B.2 The Proof of Theorem 4.1

Proof By Lemma 3.1 and taking expectation, we know that to find $z_S$ such that $\mathbb{E}\|F(z_S)\| \leq \epsilon$ it is sufficient to guarantee

$$256\lambda_S^2 S^2 \mathbb{E}\|z_{s+1} - z_s\|^2 \leq \epsilon^2,$$

for $s = 0, 1, \cdots, S - 1$, where $z^*_s$ denotes the solution to

$$\min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^d} f_s(x, y).$$

Then we prove (17) holds for $s = 0, 1, \cdots, S - 1$ by induction. By the definition of $\lambda_s$, we know that $\lambda_{s+1} = 2\lambda_s$ and each sub-problem $f_s(x, y)$ is at least $\lambda_s$-strongly-convex-$\lambda_s$-strongly-concave. Now we specify the parameters in Epoch-SEG by

$$z_{s+1} \leftarrow \text{Epoch-SEG}(f_s, z_s, \lambda_s, 2L, N_s, K_s).$$

By results of (15), we know that $\mathbb{E}\|z_{s+1} - z_s\|^2 \leq \frac{1}{2^{N_s+2K_s}} \mathbb{E}\|z_s - z^*_s\|^2 + \frac{4\sigma^2}{2K_s \lambda_s L}$

where we use Lemma 3.2 to obtain $\|z_s - z^*_s\| \leq \|z_s - z^*_{s-1}\|$.

For the case of $s = 0$, we have

$$\mathbb{E}\|z_1 - z^*_0\|^2 \leq \frac{1}{2N_0} \mathbb{E}\|z_0 - z^*_0\|^2 + \frac{4\sigma^2}{2K_0 \lambda L},$$

where we use $w^*_0 = z^*$, $\lambda_0 = \lambda$ and $K_0 \geq 1$. Then we can let

$$N_0 \geq \log_2 \left( \frac{512\lambda^2 S^2 D^2}{\epsilon^2} \right) \quad \text{and} \quad 2K_0 \geq \frac{2048\lambda S^2 \sigma^2}{L \epsilon^2}$$

to guarantee $\mathbb{E}\|z_1 - z^*_0\|^2$ meet our requirement.

Suppose we already have $256\lambda_{s-1}^2 S^2 \mathbb{E}\|z_s - z^*_{s-1}\|^2 \leq \epsilon^2$. By observing that

$$\mathbb{E}\|z_{s+1} - z^*_s\|^2 \leq \frac{1}{2^{N_s+2K_s}} \mathbb{E}\|z_s - z^*_s\|^2 + \frac{4\sigma^2}{2K_s \lambda_s L} \leq \frac{1}{2^{N_s+2K_s}} \mathbb{E}\|z_s - z^*_{s-1}\|^2 + \frac{4\sigma^2}{2K_s \lambda_s L} \leq \frac{1}{2K_s} \times \frac{\epsilon^2}{256\lambda_{s-1}^2 S^2} + \frac{4\sigma^2}{2N_s \lambda_s L},$$

then let

$$N_s \geq 3 \quad \text{and} \quad 2K_s \geq \frac{2048\lambda_s S^2 \sigma^2}{L \epsilon^2}$$
for all \( s \geq 1 \) leads to
\[
256\lambda^2 S^2 \mathbb{E}\|z_{s+1} - z^*_s\|^2 \leq \epsilon^2.
\]
The total SFO complexity is
\[
\sum_{s=0}^{S-1} \frac{2L}{\lambda_s} \times (16N_s + 64 \times 2^{K_s})
\]
\[
= \frac{2LN_0}{\lambda} + \sum_{s=1}^{S-1} \frac{96L}{\lambda_s} + \sum_{s=0}^{S-1} \frac{128L}{\lambda_s} \times 2^{K_s}
\]
\[
\leq \frac{2LN_0}{\lambda} + \sum_{s=1}^{S-1} \frac{96L}{\lambda_s} + \sum_{s=0}^{S-1} \frac{512L}{\lambda_s} \times \frac{2048\lambda_s S^2 \sigma^2}{L\epsilon^2}
\]
\[
\leq \frac{2LN_0}{\lambda} + \frac{96L}{\lambda} + \frac{1048576S^3 \sigma^2}{\epsilon^2}.
\]
Plugging the value of \( N_0 \) and \( S \) into above equation completes the proof.

**B.3 The Proof of Theorem 4.2**

**Proof** Let \( w \) be the output of applying RAIN on the function \( g(x, y) \) and we define the operator \( G_0(z) \triangleq F(z) + \lambda(z - z_0) \). By the anchoring lemma with any \( 0 < \lambda \leq \epsilon/D \) and taking expectation, we know that if we can make sure \( \mathbb{E}\|G_0(w)\| \leq \epsilon \), then we can obtain \( \mathbb{E}\|F(w)\| \leq 3\epsilon \). By Theorem 4.1, we can ensure \( \mathbb{E}\|G(w)\| \leq \epsilon \) within a SFO complexity of
\[
O \left( \frac{L + \lambda}{\lambda} + \frac{L + \lambda}{\lambda} \log \left( \frac{\lambda D}{\epsilon} \log \left( \frac{L + \lambda}{\lambda} \right) \right) + \frac{\sigma^2}{\epsilon^2} \log^3 \left( \frac{L + \lambda}{\lambda} \right) \right).
\]
Then we complete the proof by plugging the value of \( \lambda \) into above equation.

**Appendix C. The Proofs in Section 5**

We provide the detailed proofs for results in Section 5.

**C.1 The Proof of Proposition 5.1**

**Proof** Since \( \tau \geq 2L \), then we know
\[
\nabla^2_{xx} f(x, y) + \nabla^2_{xy} f(x, y)(2LI - \nabla^2_{yy} f(x, y))^{-1} \nabla^2_{yx} f(x, y) \succeq \alpha I
\]
and
\[
-\nabla^2_{yy} f(x, y) + \nabla^2_{yx} f(x, y)(2LI + \nabla^2_{xx} f(x, y))^{-1} \nabla^2_{xy} f(x, y) \succeq \alpha I,
\]
which implies the desired result by Proposition 2.6 of Grimmer et al. (2023).
C.2 The Proof of Proposition 5.2

Proof According to the proof of Example 1 from Lee and Kim (2021), we know that
\[(F(z) - F(z'))^\top (z - z') \geq -\frac{1}{2L} \|F(z) - F(z')\|^2\]
for any \(z = (x, y)\) and \(z' = (x', y')\), which implies the gradient operator of \(f_{2L}(x, y)\) is monotone. It further indicates the saddle envelope \(f_{2L}(x, y)\) is convex-concave (Liu et al., 2021, Lemma 3).

C.3 The Proof of Theorem 5.1

Proof We know that
\[\mathbb{P}(J = j) = 2^{-j}, \quad j = 1, \cdots, K.\]
Since \(\hat{z}_m\) is i.i.d for all \(m\), we have
\[\mathbb{E}[\hat{z}] = \mathbb{E}[\hat{z}_0] = \mathbb{E}[z_N] + \sum_{j=1}^{K} \mathbb{P}(J = j)2^j \mathbb{E}[z_{N+j} - z_{N+j-1}] = \mathbb{E}[z_{N+K}].\]
Using Lemma 4.2 and Jensen’s inequality, we obtain the upper bound for bias:
\[\|\mathbb{E}[\hat{z}] - z^*\|^2 \leq \mathbb{E}\|z_{N+K} - z^*\|^2 \leq \frac{1}{2N+2K} \times \mathbb{E}\|z_0 - z^*\|^2 + \frac{8\sigma^2}{2^K \lambda L};\]
as well as the upper bound for variance:
\begin{align*}
\mathbb{E}\|\hat{z} - \mathbb{E}[\hat{z}]\|^2 & \leq \frac{1}{M} \mathbb{E}\|\hat{z}_0 - \mathbb{E}[\hat{z}_0]\|^2 \\
& \leq \frac{1}{M} \mathbb{E}\|\hat{z}_0 - z^*\|^2 \\
& \leq \frac{2}{M} \mathbb{E}\|z_N - z^*\|^2 + \frac{2}{M} \mathbb{E}\|2^J (z_{N+j} - z_{N+j-1})\|^2 \\
& = \frac{2}{M} \mathbb{E}\|z_N - z^*\|^2 + \frac{2}{M} \sum_{j=1}^{K} \mathbb{P}(J = j)2^j \|z_{N+j} - z_{N+j-1}\|^2 \\
& \leq \frac{2}{M} \mathbb{E}\|z_N - z^*\|^2 + \frac{4}{M} \sum_{j=1}^{K} 2^j (\|z_{N+j} - z^*\|^2 + \|z_{N+j-1} - z^*\|^2) \\
& \leq \frac{2}{M} \mathbb{E}\|z_N - z^*\|^2 + \frac{1}{M} \sum_{j=1}^{K} \left\{ \frac{1}{2^{N+j}} \times 20 \mathbb{E}\|z_0 - z^*\|^2 + \frac{96\sigma^2}{\lambda L} \right\} \\
& \leq \frac{1}{M} \left\{ \frac{2}{2^N} \mathbb{E}\|z_0 - z^*\|^2 + \frac{16\sigma^2}{\lambda L} + \frac{20}{2^N} \mathbb{E}\|z_0 - z^*\|^2 + \frac{96K\sigma^2}{\lambda L} \right\} \\
& \leq \frac{22}{2^N M} \mathbb{E}\|z_0 - z^*\|^2 + \frac{112K \sigma^2}{M \lambda L},
\end{align*}
where the second inequality follows from the fact that variance is always bounded by mean square error, i.e. it holds that

$$
\mathbb{E} \| \hat{z}_0 - \mathbb{E} \hat{z}_0 \|^2 \\
= \mathbb{E} \| \hat{z}_0 \|^2 - \| \mathbb{E} \hat{z}_0 \|^2 \\
\leq \mathbb{E} \| \hat{z}_0 \|^2 - 2 \langle \mathbb{E} \hat{z}_0, z^* \rangle + \| z^* \|^2 \\
= \mathbb{E} \| \hat{z}_0 - z^* \|^2;
$$

where the third inequality is from the definition of $\hat{z}_m$; the second last, third last and fourth last ones are all by Lemma 4.2; others are dependent on the Young’s inequality or simple algebra. The complexity in expectation can be derived by Lemma 4.2, which is

$$
M \times \mathbb{E} \left[ 16\kappa N + 64\kappa 2^J \right] \\
= 16\kappa MN + 64\kappa M \sum_{j=1}^{\mathcal{K}} \mathbb{P}(J = j)2^j \\
= 16\kappa MN + 64\kappa MK,
$$

where $\kappa = L/\lambda$.

\textbf{C.4 The Proof of Theorem 5.2}

\textbf{Proof} We begin from the strong monotonicity and an identity:

$$
2\mathbb{E}[F(z_{t+1/2})^\top (z_{t+1/2} - z^*)] \\
= 2\mathbb{E}[(F(z_{t+1/2}) - F(z_{t+1/2}; \xi_j))^\top (z_{t+1/2} - z^*) + F(z_{t+1/2}; \xi_j)^\top (z_{t+1} - z^*)] \\
+ 2\mathbb{E}[(F(z_{t+1/2}; \xi_j) - F(z_t; \xi_i))^\top (z_{t+1/2} - z_{t+1}) + F(z_t; \xi_i)^\top (z_{t+1/2} - z_{t+1})].
$$

Note that we have

$$
2\mathbb{E}[(F(z_{t+1/2}) - F(z_{t+1/2}; \xi_j))^\top (z_{t+1/2} - z^*)] \\
= 2\mathbb{E}[(F(z_{t+1/2}) - F(z_{t+1/2}; \xi_j))^\top] \mathbb{E}[z_{t+1/2} - z^*] \\
\leq \frac{\lambda}{2} \mathbb{E}[\| z_{t+1/2} - z^* \|^2] + \frac{2\theta^2}{\lambda},
$$

where we use the independence and Young’s inequality. Also, we have

$$
2\mathbb{E}[F(z_{t+1/2}; \xi_j)^\top (z_{t+1} - z^*)] \\
= \frac{2}{\eta} \mathbb{E}[(z_t - z_{t+1})^\top (z_{t+1} - z^*)] \\
= \frac{1}{\eta} \mathbb{E}[\| z_t - z^* \|^2 - \| z_t - z_{t+1} \|^2 - \| z_{t+1} - z^* \|^2].
$$
and
\[
2\mathbb{E}[F(z_t; \xi_t)^	op (z_{t+1/2} - z_{t+1})] = \frac{2}{\eta} \mathbb{E}[(z_t - z_{t+1/2})^	op (z_{t+1/2} - z_{t+1})] = \frac{1}{\eta} \mathbb{E}[\|z_t - z_{t+1}\|^2 - \|z_t - z_{t+1/2}\|^2 - \|z_{t+1/2} - z_{t+1}\|^2].
\]

Using \( \eta \leq 1/(4L) \) and Young’s inequality we obtain
\[
2\mathbb{E}[(F(z_{t+1/2}; \xi_j) - F(z_t; \xi_t))^	op (z_{t+1/2} - z_{t+1})] \leq \mathbb{E}
\left[
2\eta \|F(z_{t+1/2}; \xi_j) - F(z_t; \xi_t)\|^2 + \frac{1}{2\eta} \|z_{t+1/2} - z_{t+1}\|^2
\right]
\leq \mathbb{E}
\left[
6\eta \|F(z_{t+1/2}) - F(z_{t+1/2}; \xi_j)\|^2 + 6\eta \|F(z_t) - F(z_t; \xi_t)\|^2
\right]
\leq 6\eta (e_t^2 + e_{t+1/2}^2) + 6\eta L^2 \mathbb{E}[\|z_t - z_{t+1/2}\|^2] + \frac{1}{2\eta} \mathbb{E}[\|z_{t+1/2} - z_{t+1}\|^2]
\leq 6\eta (e_t^2 + e_{t+1/2}^2) + \frac{1}{2\eta} \mathbb{E}[\|z_t - z_{t+1/2}\|^2 + \|z_{t+1/2} - z_{t+1}\|^2],
\]
where the second last inequality follows from \( L \)-Lipschitz property.

The final step is to plug (19) (20) (21) (22) into (18) and then apply the strongly monotonicity which implying the fact that
\[
F(z_{t+1/2})^	op (z_{t+1/2} - z^*) \geq \lambda \|z_{t+1/2} - z^*\|^2.
\]

### C.5 The Proof of Theorem 5.3 and Theorem 5.4

First of all, we present some useful lemmas.

**Lemma C.1 (non-expansiveness of the resolvent)** Denote
- \( z^+ = (x^+, y^+) \) as the solution to \( \min_{x' \in \mathbb{R}^d_x} \max_{y' \in \mathbb{R}^d_y} f(x', y') + L\|x' - x\|^2 - L\|y' - y\|^2; \)
- \( w^+ = (u^+, v^+) \) as the solution to \( \min_{x' \in \mathbb{R}^d_x} \max_{y' \in \mathbb{R}^d_y} f(x', y') + L\|x' - u\|^2 - L\|y' - v\|^2. \)

Then it holds that \( \|z^+ - w^+\| \leq 2\|z - w\|, \) where \( z = (x, y) \) and \( w = (u, v). \)

**Proof** It follows from
\[
\|z^+ - w^+\| \leq \|z - w\| + \frac{1}{2L} \|F(z^+) - F(w^+)\| \leq \|z - w\| + \frac{1}{2} \|z^+ - w^+\|,
\]
where the relationship \( F(z^+) = 2L(z - z^+) \) and \( F(w^+) = 2L(w - w^+) \) and the triangle inequality is used. \( \blacksquare \)
Lemma C.2 If $F$ is a $L$-Lipschitz continuous operator, then $F_{2L}$ is a $6L$-Lipschitz continuous operator.

Proof Note that we have the following relationship of 

$$F_{2L}(z) = F(z^+),$$

Hence we know that the $F_{2L}(\cdot)$ is $6L$-Lipschitz continuous by noting

$$\|F(z^+) - F(w^+)\| \leq 2L\|z - w\| + 2L\|z^+ - w^+\| \leq 6L\|z - w\|$$

where we use Lemma C.1 to obtain that $\|z^+ - w^+\| \leq 2\|z - w\|$. 

As we have mentioned, for given $k, s$, the key is to control the bias as well as the variance term of the estimated gradient operator on envelope in SEG$^+$ (Algorithm 6) within $O(1)$ SFO complexity. We present the details in the following theorem.

Theorem C.1 Under the setting of both Theorem 5.3 and Theorem 5.4, if the input of SEG$^+$ (Algorithm 6) holds that

$$\lambda \eta \geq \delta_{\min}, \quad T \leq T_{\max}, \quad \|z_s^* - z_0\| \leq D_{\max}, \quad \|w_0 - z_0^+\|^2 \leq \frac{\sigma^2}{4L^2} + D^2$$

for some $D_{\max} \geq D$, $\delta_{\min} > 0$, and, $T_{\max} > 0$ and we set

$$K = \left\lceil \log_2 \left( \frac{12}{\delta_{\min}} \right) \right\rceil, \quad N = \left\lceil \log_2 \left( \max \left\{ \frac{2T_{\max}}{\delta_{\min}}, \frac{8D_{\max}^2L^2}{\delta_{\min}\sigma^2} \right\} \right) \right\rceil, \quad M = 1792K,$$

then it guarantees

$$\lambda \mathbb{E}[\|z_{t+1/2} - z_s^*\|^2] \leq \frac{1}{\eta} \mathbb{E}[\|z_t - z_s^*\|^2 - \|z_{t+1} - z_s^*\|^2] - \frac{1}{2\eta} \mathbb{E}[\|z_{t+1} - z_{t+1/2}\|^2] + 16\eta\sigma^2$$

for any $s = 0, 1, \cdots, S - 1$, where $z_s^* = (x_s^*, y_s^*)$ is the solution to

$$\min_{x \in \mathbb{R}^{d_x}, y \in \mathbb{R}^{d_y}} f_{2L}(x, y)$$

and $f_{2L}(x, y)$ is defined in (10) for ID case or (11) for NC case, respectively. Furthermore, the output holds that

$$\mathbb{E}[\|\hat{z}_{J+1/2} - z_{J+1/2}^+\|^2] \leq \frac{\sigma^2}{4L^2},$$

where $z^+ = (x^+, y^+)$ is the solution to $\min_{x' \in \mathbb{R}^{d_x}} \max_{y' \in \mathbb{R}^{d_y}} f(x, y) + L\|x' - x\|^2 - L\|y' - y\|^2$; and each call of Epoch-SEG$^+$ in SEG$^+$ (line 6 and line 10 of Algorithm 6) can be finished within the SFO complexity of

$$O \left( \max \left\{ \log \left( \frac{T_{\max}}{\delta_{\min}} \right), \log \left( \frac{D_{\max}^2L^2}{\delta_{\min}\sigma^2} \right) \right\} \log \left( \frac{1}{\delta_{\min}} \right) \right).$$

(27)
Proof. We introduce the following notations for our proof:

- We denote \( F_{2L}^{(s)} \) as the gradient operator of \( f_{2L}^{(s)}(x, y) \).
- We denote \( z^+ = (x^+, y^+) \) as the solution to the minimax problem
  \[
  \min_{x' \in \mathbb{R}^d} \max_{y' \in \mathbb{R}^d} f(x', y') + L\|x' - x\|^2 - L\|y' - y\|^2.
  \]

In the procedure of Algorithm 5, we denote
\[
\hat{F}_{2L}^{(s)}(z) = \begin{cases} 
2L(z - \hat{z}^+) + \sum_{i=1}^s \lambda_i(z - z_i), & \text{ID case;}
2L(z - \hat{z}^+) + \sum_{i=0}^s \lambda_i(z - z_i), & \text{NC case;}
\end{cases}
\]
for given \( z = (x, y) \) and \( s \). Note that \( \hat{F}_{2L}^{(s)} \) is used to approximate \( F_{2L}^{(s)} \) in our algorithm and analysis.

- We denote
  \[
  b_i^{(s)} \triangleq \|E\hat{F}_{2L}^{(s)}(z_i) - F_{2L}^{(s)}(z_i)\|, \quad (\sigma_i^{(s)})^2 \triangleq E[\|\hat{F}_{2L}^{(s)}(z_i) - E\hat{F}_{2L}^{(s)}(z_i)\|^2],
  b_{t+1/2}^{(s)} \triangleq \|E\bar{F}_{2L}^{(s)}(z_t+1/2) - \hat{F}_{2L}^{(s)}(z_t+1/2)\|,
  (\sigma_{t+1/2}^{(s)})^2 \triangleq E[\|\bar{F}_{2L}^{(s)}(z_t+1/2) - \hat{F}_{2L}^{(s)}(z_t+1/2)\|^2].
\]
for the bias and variance of the approximate gradient operator \( \hat{F}_{2L}^{(s)} \).

If the bias and variance of \( \hat{F}_{2L}^{(s)}(\cdot) \) satisfy
\[
(\sigma_i^{(s)})^2 \leq \frac{\sigma^2}{2}, \quad (\sigma_{t+1/2}^{(s)})^2 \leq \frac{\sigma^2}{2}, \quad (\sigma_{t+1}^{(s)})^2 \leq \frac{\sigma^2}{2}, \quad (\sigma_{t+1}^{(s)})^2 \leq \frac{\sigma^2}{2},
\]
then applying Theorem 5.2 on \( \hat{F}_{2L}^{(s)} \) leads to the result of (25). The Lipschitz continuity of \( \hat{F}_{2L} \) indicates the conditions (28) holds if we can prove the following claims:

Claim I: \( 4L^2\|E\hat{z}^+ - z_t^+\|^2 \leq 2\lambda \eta \sigma^2 \), \( 4L^2E[\|\hat{z}^+ - E\hat{z}^+_t\|^2] \leq \sigma^2/2 \);
Claim II: \( 4L^2\|E\hat{z}_{t+1/2}^+ - z_{t+1/2}^+\|^2 \leq 2\lambda \eta \sigma^2 \), \( 4L^2E[\|\hat{z}_{t+1/2}^+ - E\hat{z}_{t+1/2}^+\|^2] \leq \sigma^2/2 \); (29)

Now start to prove (29) holds for all \( t \) by induction, which implies the result of (25) in the theorem.

Induction Base: For Claim I with \( t = 0 \), applying Theorem 5.1 and using the fact \( \hat{z}_{-1/2}^+ = w_0 \), we have
\[
\|E\hat{z}_0^+ - z_0^+\|^2 \leq \frac{1}{2^{N+2K}} \times \|w_0 - z_0^+\|^2 + \frac{8\sigma^2}{2K \times 3L^2}
\]
and
\[
E\|\hat{z}_0^+ - E\hat{z}_0^+\|^2 \leq \frac{1}{2^N M} \times 22\|w_0 - z_0^+\|^2 + \frac{112K \sigma^2}{M \times 3L^2}.
\]
Plugging the setting of \( N, M, K \) as (24) into above inequalities and using the bound \( \|w_0 - z_0^+\| \leq \sigma^2/(4L^2) + D^2 \) followed from the assumption, we obtain Claim I for \( t = 0 \). The next step should be showing Claim II holds for \( t = 0 \). We can prove this result by the same way as proving Claim I \( \Rightarrow \) Claim II, which will be detailed presented in upcoming paragraph.
**Induction Step:** Suppose the results of (29) hold for all \( t' \leq t \), then we target to show **Claim I** and **Claim II** both hold for \( t + 1 \).

We first consider **Claim I**. Since we already have (29) for all \( t' \leq t \), then it implies that (25) also holds for all \( t' \leq t \) by using Theorem 5.2. Telescoping the result of (25) for \( t' = 0, \ldots, t \), we obtain

\[
E \| z_{t+1/2} - z_{t+1} \|^2 \leq 2E \| z_0 - z_s^* \|^2 + 32\eta^2 \sigma^2 T_{\text{max}}
\]  

(30)

and

\[
E \| z_{t+1} - z_s^* \|^2 \leq E \| z_0 - z_s^* \|^2 + 16\eta^2 \sigma^2 T_{\text{max}}.
\]

(31)

Using the bias-variance decomposition, i.e.

\[
E \| \hat{z}_{t+1/2}^+ - z_{t+1/2}^+ \|^2 = \| z_{t+1/2}^+ - E \hat{z}_{t+1/2}^+ \|^2 + E \| \hat{z}_{t+1/2}^+ - E \hat{z}_{t+1/2}^+ \|^2
\]

and the induction hypothesis, we know that

\[
4L^2 E \| \hat{z}_{t+1/2}^+ - z_{t+1/2}^+ \|^2 \leq \sigma^2.
\]

Then we have

\[
E \| \hat{z}_{t+1/2}^+ - z_{t+1}^+ \|^2 \\
\leq 2E \| \hat{z}_{t+1/2}^+ - z_{t+1/2}^+ \|^2 + 2E \| z_{t+1/2}^+ - z_{t+1}^+ \|^2 \\
\leq 2E \| \hat{z}_{t+1/2}^+ - z_{t+1/2}^+ \|^2 + 8E \| z_{t+1/2} - z_{t+1} \|^2 \\
\leq \frac{\sigma^2}{2L^2} + 16E \| z_0 - z_s^* \|^2 + 256\eta^2 \sigma^2 T_{\text{max}} \\
\leq \frac{\sigma^2 T_{\text{max}}}{L^2} + 16E \| z_0 - z_s^* \|^2,
\]

(32)

where we use the bound for \( E \| \hat{z}_{t+1/2}^+ - z_{t+1/2}^+ \| \) by induction hypothesis and the bound of \( E \| z_{t+1/2} - z_{t+1} \|^2 \) shown in (30).

Note that the algorithm apply the update rule

\[
\hat{z}_{t+1}^+ \leftarrow \text{Epoch-SEG}^+(g_{t+1}, \hat{z}_{t+1/2}^+, L, 3L, N, K, M).
\]

Applying Theorem 5.1, we have

\[
\| z_{t+1}^+ - E \hat{z}_{t+1}^+ \|^2 \\
\leq \frac{1}{2N+2K} \times E \| \hat{z}_{t+1/2}^+ - z_{t+1}^+ \|^2 + \frac{8\sigma^2}{2K \times 3L^2} \\
\leq \frac{1}{2N+2K} \times \left( \frac{\sigma^2 T_{\text{max}}}{L^2} + 16E \| z_0 - z_s^* \|^2 \right) + \frac{8\sigma^2}{2K \times 3L^2}.
\]

\[A_1 \]

\[A_2 \]
and
\[
\mathbb{E}\|\hat{z}_{t+1} - \mathbb{E}\hat{z}_{t+1}\|^2 \\
\leq \frac{1}{2^N M} \times 22\mathbb{E}\|\hat{z}_{t+1/2} - z_{t+1}\|^2 + \frac{112K\sigma^2}{M \times 3L^2} \\
\leq \frac{1}{2^N M} \times \left(\frac{22\sigma^2 T_{\text{max}}}{L^2} + 352\mathbb{E}\|z_0 - z_s^*\|^2\right) + \frac{112K\sigma^2}{M \times 3L^2}.
\]

The parameters setting as (24) guarantees $A_1, A_2, B_1$ and $B_2$ are sufficient small, which leads to
\[
4L^2\mathbb{E}\|\hat{z}_{t+1} - z_{t+1}\|^2 \leq 2\lambda \eta \sigma^2 \quad \text{and} \quad 4L^2\mathbb{E}[\|\hat{z}_{t+1} - \mathbb{E}\hat{z}_{t+1}\|^2] \leq \frac{\sigma^2}{2}. \tag{33}
\]
Then we finish the proof of Claim I for $t + 1$.

Now we show that Claim I $\Rightarrow$ Claim II to finish our induction. We begin from
\[
\mathbb{E}\|z_{t+3/2} - z_{t+1}\|^2 \\
= \eta^2\mathbb{E}\|\tilde{F}_{2L}^{(s)} (z_{t+1})\|^2 \\
\leq 2\eta^2\mathbb{E}\|F_{2L}^{(s)} (z_{t+1})\|^2 + 2\eta^2\mathbb{E}\|F_{2L}^{(s)} (z_{t+1}) - \tilde{F}_{2L}^{(s)} (z_{t+1})\|^2 \tag{34} \\
\leq 1152\eta^2 L^2 \mathbb{E}\|z_{t+1} - z_s^*\|^2 + 2\eta^2 \sigma^2 \\
\leq 1152\eta^2 L^2 \left(\mathbb{E}\|z_0 - z_s^*\|^2 + 16\eta^2 \sigma^2 T_{\text{max}}\right) + 2\eta^2 \sigma^2,
\]
where the equality is based on the update $z_{t+3/2} \leftarrow z_{t+1} - \eta \tilde{F}_{2L}^{(s)} (z_{t+1})$; the inequalities use the fact that $F_{2L}^{(s)}$ is $24L$-Lipschitz continuous and the upper bound of $\mathbb{E}\|z_{t+1} - z_s^*\|^2$ which we have shown in (31).\(^3\)

Furthermore, the results of (33) imply
\[
4L^2\mathbb{E}\|z_{t+1} - \hat{z}_{t+1}\|^2 \leq \sigma^2.
\]
Combining Lemma C.1 with the bound of $\mathbb{E}\|z_{t+3/2} - z_{t+1}\|^2$ as shown in (34), we obtain
\[
\mathbb{E}\|z_{t+3/2} - \hat{z}_{t+1}\|^2 \\
\leq 2\mathbb{E}\|z_{t+1} - \hat{z}_{t+1}\|^2 + 2\mathbb{E}\|z_{t+3/2} - \hat{z}_{t+1}\|^2 \\
\leq 2\mathbb{E}\|z_{t+1} - \hat{z}_{t+1}\|^2 + 8\mathbb{E}\|z_{t+3/2} - z_{t+1}\|^2 \\
\leq \frac{\sigma^2 T_{\text{max}}}{L^2} + 16\mathbb{E}\|z_0 - z_s^*\|^2,
\]
which is derived by the similar way to the proof of (32). Note that the algorithm use the update
\[
\hat{z}_{t+3/2} \leftarrow \text{Epoch-SEG}^+ (g_{t+1}, \hat{z}_{t+1}, L, 3L, N, K, M).
\]
\(^3\) Note that in the case of $t = -1$, bound of $\mathbb{E}[\|z_{t+1} - z_s^*\|^2]$ is independent on the induction hypothesis.
Applying Theorem 5.1, we have
\[
\|\mathbb{E}\tilde{z}_{t+3/2}^+ - z_{t+3/2}^+\|^2 \\
\leq \frac{1}{2^{N+2K}} \times \mathbb{E}\|\tilde{z}_{t+1}^+ - z_{t+3/2}^+\|^2 + \frac{8\sigma^2}{2K \times 3L^2} \\
\leq \frac{1}{2^{N+2K}} \times \left( \frac{\sigma^2 T_{\max}}{L^2} + 16\mathbb{E}\|z_0 - z_s^*\|^2 \right) + \frac{8\sigma^2}{2K \times 3L^2}.
\]
and
\[
\mathbb{E}\|\tilde{z}_{t+3/2}^+ - \mathbb{E}\tilde{z}_{t+3/2}^+\|^2 \\
\leq \frac{1}{2^N M} \times 22\mathbb{E}\|\tilde{z}_{t+1}^+ - z_{t+3/2}^+\|^2 + \frac{112K\sigma^2}{M \times 3L^2} \\
\leq \frac{1}{2^N M} \times \left( \frac{22\sigma^2 T_{\max}}{L^2} + 352\mathbb{E}\|z_0 - z_s^*\|^2 \right) + \frac{112K\sigma^2}{M \times 3L^2}.
\]

The parameters setting of (24) guarantees
\[
4L^2\|\mathbb{E}\tilde{z}_{t+3/2}^+ - z_{t+3/2}^+\|^2 \leq 2\lambda\eta\sigma^2 \quad \text{and} \quad 4L^2\mathbb{E}\|\tilde{z}_{t+3/3}^+ - \mathbb{E}\tilde{z}_{t+3/2}^+\|^2 \leq \frac{\sigma^2}{2}, \quad (35)
\]
which means Claim II holds. Hence, we have complete the induction.

We can verify the the condition number of sub-problem is no more than 3: since it is \(L\)-strongly-convex-\(L\)-strongly-concave and \(3L\)-smooth. Then based on the setting of (24) and Theorem 5.1, it guarantees that the SFO complexity of each call of Epoch-SEG\(^+\) (line 6 and line 10 of Algorithm 6) is no more than
\[
48MN + 192MK = O \left( \max \left\{ \log \left( \frac{T_{\max}}{\delta_{\min}} \right), \log \left( \frac{D_{\max}^2 L^2}{\delta_{\min} \sigma^2} \right) \right\} \log \left( \frac{1}{\delta_{\min}} \right) \right).
\]

C.5.1 The Proof of Theorem 5.3 and Theorem 5.4

Note that the parameters \(N_s\) and \(K_s\) in Theorem 5.3 follow (6) by replacing \(L\) with \(6L\). Our proof of Theorem 5.3 and Theorem 5.4 will be described by the notation of Algorithm 5.

**Proof** The main steps of RAIN\(^++\) (Algorithm 5) are based on calling SEG\(^++\) with \(s = 0, 1, \ldots, S - 1\) and \(k = 0, 1, \ldots, N_s + K_s - 1\). By Theorem C.1, once the initial conditions of (23) hold for the call of SEG\(^++\) in RAIN\(^++\) (Algorithm 5), we achieve the bound (25) on \(f_2^{(s)}(x, y)\) (which is defined in (10) for ID case and (11) for NC case) for any \(s\) (just like running SEG on \(f_s\)). Then the SFO complexity of each SEG\(^++\) call in RAIN\(^++\) is
\[
l = O \left( \max \left\{ \log \left( \frac{T_{\max}}{\delta_{\min}} \right), \log \left( \frac{D_{\max}^2 L^2}{\delta_{\min} \sigma^2} \right) \right\} \log \left( \frac{1}{\delta_{\min}} \right) \right). \quad (36)
\]
Note that RAIN++ can be regarded as the modification of RAIN by replacing the subroutines SEG with SEG++. Compared with SEG, SEG++ requires additional stochastic oracle calls to estimate $F(\cdot)$. Therefore, the total SFO complexity of RAIN++ is the total SFO complexity of RAIN (shown in Theorem 4.1) multiplying $I$, which implies the SFO complexity of $O(\sigma^2\epsilon^{-2} + L/\lambda)$ we desired. Hence, the remains in the proof only need to verify there exist some $T_{\max}$, $\delta_{\min}$ and $D_{\max}$ to guarantee the conditions of (23) hold for each call of SEG++ in RAIN++ (line 5 and line 7 in Algorithm 5).

The upper bound of $\|w_{s,k} - z_{s,k}^{+}\|^2$: Consider the first time when SEG++ (Algorithm 6) is called in Algorithm 5 (i.e. $s = 0$ and $k = 0$). Note that we have $w_{s,k} = z_{s,k} = z_0$, then Lemma C.1 means $\|z_0^+ - z^*\| \leq 2\|z_0 - z^*\|$ and we achieve

$$\|w_{s,k} - z_{s,k}^{+}\| = \|z_0 - z_0^{+}\| = \frac{1}{2L}\|F(z_0^{+})\| = \frac{1}{2L}\|F(z_0^{+}) - F(z^*)\| \leq \frac{1}{2}\|z_0^{+} - z^*\| \leq \|z_0 - z^*\| \leq D.$$ 

Now we consider the other cases (i.e. $s > 0$ or $k > 0$). In these rounds, SEG++ use $(z_{s,k}, w_{s,k})$ as the initial point, which is the output of the previous call of SEG++. Then it holds that

$$\mathbb{E}\|z_{s,k}^{+} - w_{s,k}\|^2 \leq \frac{\sigma^2}{4L^2}$$

by the result of (26) in Theorem C.1 Therefore, combining above the two cases, it holds that

$$\mathbb{E}\|z_{s,k}^{+} - w_{s,k}\|^2 \leq \frac{\sigma^2}{4L^2} + D^2$$

for all $s$ and $k$.

The settings of $T_{\max}$ and $1/\delta_{\min}$: We present a simple bound for $T_{\max}$ and $1/\delta_{\min}$ from (6) and (17). For each stage of $s$ in Algorithm 5, we run SEG++ for two phases, that is $k = 0, \ldots, N_{s-1}$ and $k = N_s, \ldots, N_s + K_s + 1$.

- For $k = 0, \ldots, N_{s-1}$, we run SEG++ by the stepsize of $1/(48L)$ and the iteration number of $96L/\lambda_s$. Since $\lambda_s \geq \lambda$, setting $\delta_{\min}$ and $T_{\max}$ with

$$\frac{1}{\delta_{\min}} \leq \frac{48L}{\lambda} \quad \text{and} \quad T_{\max} \leq \frac{96L}{\lambda}$$ (37)

satisfies the conditions in (23).

- For $k = N_s, \ldots, N_s + K_s + 1$, the stepsize of SEG++ is decreasing and the iteration numbers of SEG++ is decreasing. So we only needs to consider the last time we call SEG++, whose stepsize and iteration numbers are $1/(96L \times 2^{K_s-N_s})$ and $384 \times 2^{K_s-N_s}$ respectively. Since we have $\lambda_s \leq 6L$, setting

$$T_{\max} \leq 384 \times 2^{K_{s-1}-N_{s-1}} \leq 786432S^2\sigma^2\epsilon^{-2},$$ (38)

and

$$\frac{1}{\delta_{\min}} \leq \frac{1}{\lambda_{s-1}/(96L \times 2^{K_{s-1}-N_{s-1}})} \leq 8192S^2\sigma^2\epsilon^{-2}.$$ (39)

satisfies the conditions in (23).
Combining the bounds of (37), (38) and (39), we obtain

\[
\frac{1}{\delta_{\min}} \leq \max \{48L/\lambda, 8192S^2\sigma^2\epsilon^{-2}\} \quad \text{and} \quad T_{\max} \leq \max \{96L/\lambda, 786432S^2\sigma^2\epsilon^{-2}\}. \tag{40}
\]

**The setting of \(D_{\max}\):** This paragraph shows for all \(s\) and \(k\), the term \(\mathbb{E}[\|z_{s,k} - z^*_s\|^2]\) can be bounded by some positive constant \(D_{\max}^2\). Since Line 4-8 in Algorithm 5 can be regarded as running Epoch-SEG on \(f_{2L}^{(s)}\), the result (16) in the proof of Lemma 4.2 means

\[
\mathbb{E}[\|z_{s,k} - z^*_s\|^2] \leq \mathbb{E}[\|z_{s,0} - z^*_s\|^2] + \frac{8\sigma^2}{\lambda L} \tag{41}
\]

for any \(k = 0, 1, \cdots, N_s + K_s - 1\). Now we bound \(\mathbb{E}[\|z_{s,0} - z^*_s\|^2]\).

- For \(s = 0\), we have \(z_{s,0} = z_0\) and \(z^*_s = z^*\), which directly implies \(\mathbb{E}[\|z_{s,0} - z^*_s\|^2] = D^2\).
- For \(s \geq 1\), the result of (17) guarantees

\[
256\lambda^2 S^2 \mathbb{E}[\|z_{s,0} - z^*_s\|^2] \leq \epsilon^2.
\]

Using the non-expansiveness after anchoring (Lemma A.1), we obtain

\[
\mathbb{E}[\|z_{s,0} - z^*_s\|^2] \leq \mathbb{E}[\|z_{s,0} - z^*_{s-1}\|^2] \leq \frac{\epsilon^2}{256\lambda^2 S^2},
\]

for any \(s \geq 1\).

Finally, combining above two cases and (41) means the setting

\[
D_{\max}^2 \leq \max \left\{ D^2, \frac{\epsilon^2}{256\lambda^2 S^2} \right\} + \frac{8\sigma^2}{\lambda L}. \tag{42}
\]

satisfies the condition in (23).

In summary, we can set \(\delta_{\min}\), \(T_{\max}\) and \(D_{\max}\) by following (40) and (42) to guarantee the conditions in (23) hold, then the SFO complexity of each SEG++ call in RAIN++ is \(l = \text{polylog}(L/\lambda, 1/\epsilon, D, \sigma) = \tilde{O}(1)\) and total SFO complexity of RAIN++ is \(\tilde{O}(\sigma^2\epsilon^{-2} + L/\lambda)\).

Since Proposition 5.1 says \(\lambda = \Theta(\alpha)\), the SFO complexity is \(\tilde{O}(\sigma^2\epsilon^{-2} + L/\alpha)\) for ID case. For the NC case, we takes \(\lambda = \Theta(\epsilon)\), which leads to the SFO complexity of \(\tilde{O}(\sigma^2\epsilon^{-2} + L/\epsilon)\).

**C.6 The Proof of Proposition 5.3**

**Proof** We denote \(F_{2L}\) as the gradient operator of \(f_{2L}(x, y)\) and \(F\) as the gradient operator of \(f(x, y)\). Let \(z^+ = (x^+, y^+)\) be the solution to

\[
\min_{x' \in \mathbb{R}^d} \max_{y' \in \mathbb{R}^{d'}} g(x, y) \triangleq f(x, y) + L\|x' - x\|^2 - L\|y - y'\|^2.
\]
For any \( w = (u, v) \), we have
\[
\| F(w) \| \leq \| F(z^+) \| + \| F(z^+) - F(w) \|.
\]
Since it holds that \( F(z^+) = F_{2L}(z) \) and we already have \( \| F(z^+) \| \leq \epsilon \), the smoothness of \( F \) means
\[
\mathbb{E}\| w - z^+ \| \leq \frac{\epsilon}{L}, \tag{43}
\]
which can make sure that \( w = (u, v) \) is a \( 2\epsilon \)-stationary point of \( f(x, y) \) in expectation.

We can verify the condition number of \( g(x, y) \) is \( \Theta(1) \), which means finding \( w = (u, b) \) that satisfies (43) can be finished within \( O(\log(\epsilon^{-1}) + \sigma^2\epsilon^{-2}) \) SFO complexity by running Epoch-SEG (Algorithm 2) and following the result of Lemma 4.2.

Appendix D. The Proofs in Section 6
Foster et al. (2019) showed that the lower bound complexity for finding a point with small gradient can be decomposed as the statistical complexity given by stochastic oracle and the optimization complexity with deterministic oracle. We following their ideas to construct our lower bounds for stochastic minimax optimization.

D.1 The Proof of Theorem 6.1
Proof We first consider the statistical complexity. There exists an \( L \)-smooth and convex function \( f_{\text{sample}} \) such that any \( \mathcal{A} \) needs at least an SFO complexity of \( \Omega(\sigma^2\epsilon^{-2} \log(L\epsilon^{-1})) \) to find its \( \epsilon \)-stationary point (Foster et al., 2019, Theorem 2). The worst-case convex function for the sample complexity Foster et al. (2019) is given by its first-order derivative
\[
f'_{\text{sample}}(x; Z_t) = \begin{cases} -2\epsilon, & x < 0, \\ 2\epsilon, & x \geq D, \\ \frac{x - a_j}{D/N} \sigma Z_{t,j+1} + \left( 1 - \frac{x - a_j}{D/N} \right) \sigma Z_{t,j} & x \in [a_j, a_{j+1}) \text{ for some } j < N, \end{cases}
\]
where \( Z_{t,j} \in \{-1, 1\} \) is drawn from the following distribution
\[
\mathbb{P}(Z_{t,j} = 1) = \begin{cases} \frac{1}{2} - p, & j \leq j^*, \\ \frac{1}{2} + p, & j > j^*. \end{cases}
\]
In above equations, the values of \( (a_1, \cdots, a_N) \) and \( j^* \) is given by the lower bound for noisy binary search problem Foster et al. (2019). Setting \( N = LD/(4\epsilon) \) with \( D = \| x^* - x_0 \| \), we obtain the function
\[
F(x) = \mathbb{E}_{Z_t}[f_{\text{sample}}(x; Z_t)],
\]
which is \( L \)-smooth and convex; and leads to a lower bound
\[
\Omega(\sigma^2\epsilon^{-2} \log(LD\epsilon^{-1})) \tag{44}
\]
for finding an \( \epsilon \)-stationary point of \( F(x) \). For minimax optimization, we construct the function

\[
H(x, y) = F(x) - F(y),
\]

that is \( L \)-smooth and convex-concave. Naturally, it provide the lower bound (44) for finding an \( \epsilon \)-stationary point for \( H(x, y) \).

Then we consider the optimization complexity. We consider the strongly-convex-strongly-concave function Luo et al. (2021) as follows

\[
f_{SCSC}(x, y) = \frac{\lambda r}{2} \|x\|^2 + \lambda' x^\top (By - c) - \frac{\lambda r}{2} \|y\|^2,
\]

where

\[
B = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
-1 & 1 & \cdots & 1 \\
& \ddots & \ddots & \ddots \\
& & -1 & 1 & \sqrt{r \omega}
\end{bmatrix} \in \mathbb{R}^{d \times d},
\quad c = \begin{bmatrix}
\omega \\
0 \\
\vdots \\
0
\end{bmatrix}
\quad \text{and} \quad \omega = \frac{\sqrt{r^2 + 4} - r}{2}.
\]

By setting

\[
r = \sqrt{\frac{8}{L^2/\lambda'^2 - 2}}, \quad \lambda' = \frac{\lambda}{r} \quad \text{and} \quad d = \left[ \frac{1}{r} \log \left( \frac{1}{2\epsilon} \right) \right] - 4,
\]

we obtain the special case of the lower bound in Theorem 1 of Luo et al. (2021) with \( n = 1 \).

It is shown that Luo et al. (2021) the function \( f_{SCSC}(x, y) \) is \( L \)-smooth, \( \lambda \)-strongly-convex-\( \lambda \)-strongly-concave and any first-order algorithm requires at least \( \Omega(\kappa \log(1/\epsilon)) \) number of gradient calls to obtain a point \( z \) such that \( \|z - z^*\| \leq \epsilon \). Since it holds that \( \|\nabla f(z)\| \geq \lambda \|z - z^*\| \), any \( A \) needs at least an SFO complexity of

\[
\Omega(\kappa \log(\lambda \epsilon^{-1}))
\]

to find an \( \epsilon \)-stationary point of \( f_{SCSC}(x, y) \).

Combining the statistical complexity of (44) and the optimization complexity of (45) completes the proof.

\[\square\]

\section*{D.2 The Proof of Theorem 6.2}

\textbf{Proof} The statistical complexity can be obtained by following the proof of Theorem 6.1. For the optimization complexity, Theorem 3 of Yoon and Ryu (2021) provide the convex-concave function of the form

\[
f_{CC}(x, y) = (x - x^*)^\top A(y - x^*),
\]

where \( A \in \mathbb{R}^{d \times d} \) is symmetric and \( x^* \) is the component of a stationary point \( z^* = (x^*, y^*) \). Yoon and Ryu (2021) showed that there exist some \( A \) and \( x^* \) such that \( 0 \leq A \leq L \) and finding an \( \epsilon \)-stationary point of the corresponding \( f_{CC}(x, y) \) requires at least \( \Omega(LD\epsilon^{-1}) \) gradient calls. We complete the proof by combining the optimization complexity in Theorem 6.1. \[\square\]
Algorithm 7 SEAG $(f, z_0, \eta, T)$
1: for $t = 0, 1, \ldots, T - 1$ do
2: $\xi_t \leftarrow$ a random index
3: $z_{t+1/2} \leftarrow z_t - \left(1 - \frac{1}{t+1}\right) \eta F(z_t; \xi_t) + \frac{1}{t+1}(z_0 - z_t)$
4: $\xi_j \leftarrow$ a random index
5: $z_{t+1} \leftarrow z_t - \eta F(z_{t+1/2}; \xi_j) + \frac{1}{t+1}(z_0 - z_t)$
6: end for
7: return $z_T$

Algorithm 8 PDHG $(f, x_0, y_0, \eta, T)$
1: $\bar{x}_0 = x_0$, $\bar{y}_0 = y_0$
2: $\xi^0_y \leftarrow$ a random index
3: $s_0 = \nabla_y f(x_0, y_0; \xi^0_y)$
4: for $t = 0, 1, \ldots, T - 1$ do
5: $y_{t+1} \rightarrow y_t - \eta s_t$
6: $\xi^t_x \leftarrow$ a random index
7: $x_{t+1} \leftarrow x_t - \eta \nabla_x f(x_t, y_{t+1}; \xi^t_x)$
8: $\xi^t_y \leftarrow$ a random index
9: $s_{t+1} \leftarrow \frac{t+2}{t+1} \nabla_y f(x_t, y_t; \xi^t_y) - \frac{t}{t+1} \nabla y f(x_t, y_t; \xi^{t-1}_y)$
10: $\bar{x}_{t+1} \leftarrow \frac{t-1}{t+1} \bar{x}_t + \frac{2}{t+1} x_{t+1}$
11: $\bar{y}_{t+1} \leftarrow \frac{t-1}{t+1} \bar{y}_t + \frac{2}{t+1} y_{t+1}$
12: end for
13: return $(\bar{x}_T, \bar{y}_T)$

D.3 The Proof of Corollary 6.1

Proof Since the gradient operator of convex-concave function is monotone, it is also negative comonotone. Hence, the lower bound in Theorem 6.2 is also applicable for negative comonotone setting and the result of this corollary is obtained.

D.4 The Proof of Corollary 6.2

Proof For $\tau \geq 2L$, the assumptions of $L$-smooth and $\alpha$-strongly-convex-$\alpha$-strongly-concave on $f(x, y)$ directly means the function is $(\tau, \alpha)$-intersection-dominant. Hence, the lower bound in Theorem 6.1 is also applicable for $(\tau, \alpha)$-intersection-dominant setting and the result of this corollary is obtained.
Algorithm 9 A Single-Loop Variant of RAIN \((f, z_0, \eta, T, \lambda, \gamma)\)

1: for \(s = 0, 1, \cdots, T - 1\) do
2: \(\xi_i \leftarrow\) a random index
3: \(z_{t+1/2} \leftarrow z_t - \eta (F(z_t; \xi_i) + \lambda \gamma \sum_{j=0}^{t-1} (1 + \gamma)^j (z_t - z_j))\)
4: \(\xi_j \leftarrow\) a random index
5: \(z_{t+1} \leftarrow z_t - \eta (F(z_{t+1/2}; \xi_j) + \lambda \gamma \sum_{j=0}^{t-1} (1 + \gamma)^j (z_{t+1/2} - z_j))\)
6: end for
7: return \(z_T\)

Appendix E. Details for Numerical Experiments

We give the details for the implementation of the algorithms in our experiments.

E.1 The Concave-Concave Case

The implementations of algorithms in convex-concave case:

- For ordinary stochastic extragradient method (Algorithm 3, SEG), we replace the output from uniform sampling in all the history with the point in the last iteration for better performance.

- For regularized SEG (R-SEG), we use the regularization trick of Nesterov (2012) for minimax optimization, that is using SEG to solve the regularized minimax problem

\[
\min_{x \in \mathbb{R}^d_x} \max_{y \in \mathbb{R}^d_y} g(x, y) \triangleq f(x, y) + \frac{\lambda}{2} \|x - x_0\|^2 - \frac{\lambda}{2} \|y - y_0\|^2
\]

for some small \(\lambda\).

- For stochastic extra anchor gradient (SEAG), we follow the algorithm by Lee and Kim (2021), which is described in Algorithm 7.

- For primal-dual hybrid gradient (PDHG), we follow the Algorithm 1 by Zhao (2022) with \(\alpha_t = \tau_t = \eta\), which is described in Algorithm 8.

- For RAIN (Algorithm 1), we directly set \(N_s = 1\) and \(K_s = 0\). This simplified variant yields a single-loop implementation described in Algorithm 9, and we observe it has good performance in practice.

E.2 The Nonconcave-Nonconcave Case

The implementations of algorithms in nonconvex-nonconcave case:

- For SEG\(^+\), we follow Equation \((EG_p^+)\) by Diakonikolas et al. (2021) with \(\beta = 1/2\) and \(\alpha_k = \eta\), by but output the point in the last iteration for better performance.

- For SFEG, we follow Algorithm 1 by (Lee and Kim, 2021) by replacing the exact gradient with the stochastic gradient.
For RAIN++, we follow the setting of Algorithm 9 (\(N_s = 1\) and \(K_s = 0\)) for the subroutine RAIN. For the steps of MLMC, we set \(N = 1\), \(M = 1\) and \(K = 1\). This simplified variant is easy to implement and performs well in practice.

E.3 Hyperparameter Selection

For each algorithm, we tune the parameters \(\eta\) from \(\{0.005, 0.01, 0.05, 0.1, 1, 5, 10\}\), \(\lambda\) from \(\{0.001, 0.01, 0.1, 1\}\) and \(\gamma\) from \(\{0.001, 0.01, 0.1, 1\}\) and reports the best run.

Appendix F. The Merged Algorithms for Easy Reference

In the main text, we present our algorithm by nested functions to facilitate the theoretical analysis. In this section, we write all steps of RAIN in Algorithm 1 without the presentation of any subroutine call, which is easy to follow for readers who are interested in the implementation. We also provided a merged presentation for RAIN++ in Algorithm 11.

---

**Algorithm 10 RAIN** \((z_0, \lambda, L, \{N_s\}_{s=0}^{S-1}, \{K_s\}_{s=0}^{S-1}, \gamma)\)

1: \(\lambda_0 = \gamma \lambda, S = \lceil \log((1+\gamma)(L/\lambda)) \rceil\)
2: for \(s = 0, 1, \cdots, S - 1\)
3: \(z_{s,0} \leftarrow z_s\)
4: for \(k = 0, 1, \cdots, N_s - 1\)
5: \(z_{s,k,0} \leftarrow z_{s,k}, \eta \leftarrow \frac{1}{8L}, T \leftarrow \frac{16L}{\lambda_s}\)
6: for \(t = 0, 1, \cdots, T - 1\)
7: \(z_{s,k,t+1/2} = z_{s,k,t} - \eta(F(z_{s,k,t}; \xi_{s,k,t}) + \sum_{j=0}^{s-1} \lambda_j(z_{s,k,t} - z_j))\)
8: \(z_{s,k,t+1} = z_{s,k,t} - \eta(F(z_{s,k,t+1/2}; \xi_{s,k,t+1/2}) + \sum_{j=0}^{s-1} \lambda_j(z_{s,k,t+1/2} - z_j))\)
9: end for
10: \(z_{s,k+1} \leftarrow \text{uniformly samples from } \{z_{s,k,t+1/2}\}_{t=0}^{T-1}\)
11: end for
12: for \(k = N_s, N_s + 1, \cdots, N_s + K_s - 1\)
13: \(z_{s,k,0} \leftarrow z_{s,k}, \eta \leftarrow \frac{1}{8L}, T \leftarrow \frac{2^{k-N_s+6}}{\lambda_s}\)
14: for \(t = 0, 1, \cdots, T - 1\)
15: \(z_{s,k,t+1/2} = z_{s,k,t} - \eta(F(z_{s,k,t}; \xi_{s,k,t}) + \sum_{j=0}^{s-1} \lambda_j(z_{s,k,t} - z_j))\)
16: \(z_{s,k,t+1} = z_{s,k,t} - \eta(F(z_{s,k,t+1/2}; \xi_{s,k,t+1/2}) + \sum_{j=0}^{s-1} \lambda_j(z_{s,k,t+1/2} - z_j))\)
17: end for
18: \(z_{s,k+1} \leftarrow \text{uniformly samples from } \{z_{s,k,t+1/2}\}_{t=0}^{T-1}\)
19: end for
20: \(z_{s+1} \leftarrow z_{s+1}, N_s + K_s\)
21: \(\lambda_{s+1} \leftarrow (1+\gamma)\lambda_s\)
22: end for
23: return \(z_S\)

---
Since the steps of \( \text{RAIN}^{++} \) is indeed complicated, it still includes one subroutine (Algorithm 12) to present the evaluation for the gradient of the saddle envelope. Note that EnvGradEst (Algorithm 12) achieves a nearly unbiased gradient estimator of the saddle envelope and the initial point in the next subroutine call. In the main text, EnvGradEst is presented by
Algorithm 12 EnvGradEst($\bar{z}, z_0, L, N, K, M$)

1: for $m = 0, 1, \cdots, M - 1$ do
2:   draw $J \sim \text{Geom}(1/2)$
3:   for $k = 0, 1, \cdots, N - 1$ do
4:     $z_{m, k, 0} \leftarrow z_0, \eta \leftarrow \frac{1}{12L}, T \leftarrow 24$
5:     for $t = 0, 1, \cdots, T - 1$ do
6:       $z_{m, k, t+1/2} \leftarrow z_{m, k, t} - \eta(F(z_{m, k, t}; \xi_{m, k, t}) + 2L(z_{m, k, t} - \bar{z}))$
7:       $z_{m, k, t+1} \leftarrow z_{m, k, t} - \eta(F(z_{m, k, t+1/2}; \xi_{m, k, t+1/2}) + 2L(z_{m, k, t+1/2} - \bar{z}))$
8:     end for
9:     $z_{m, k+1} \leftarrow \text{uniformly samples from } \{z_{m, k, t+1/2}\}_{t=0}^{T-1}$
10:    end for
11:   for $k = N, N + 1, \cdots, N + J - 1$ do
12:     $z_{m, k, 0} \leftarrow z_{m, k}, \eta \leftarrow \frac{1}{2k-N+3L}, T \leftarrow 2^{k-N+5} \cdot 3L$
13:     for $t = 0, 1, \cdots, T - 1$ do
14:       $z_{m, k, t+1/2} \leftarrow z_{m, k, t} - \eta(F(z_{m, k, t}; \xi_{m, k, t}) + 2L(z_{m, k, t} - \bar{z}))$
15:       $z_{m, k, t+1} \leftarrow z_{m, k, t} - \eta(F(z_{m, k, t+1/2}; \xi_{m, k, t+1/2}) + 2L(z_{m, k, t+1/2} - \bar{z}))$
16:     end for
17:     $z_{m, k+1} \leftarrow \text{uniformly samples from } \{z_{m, k, t+1/2}\}_{t=0}^{T-1}$
18:   end for
19: $\hat{z}_m = z_{m, N} + 2^J(z_{m, N+J} - z_{m, N+J-1})I[J \leq K]$
20: end for
21: $\hat{z}^+ \leftarrow \frac{1}{M} \sum_{m=0}^{M-1} \hat{z}_m, \hat{F} = 2L(\bar{z} - \hat{z}^+)$
22: return $(\hat{F}, \hat{z}^+)$

applying Epoch-SEG$^+$ on the sub-problem

$$\min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^{d_y}} g_{t, s, k}(x, y) := f(x_{t, s, k}, y_{t, s, k}) + L\|x - x_{t, s, k}\|^2 - L\|y - y_{t, s, k}\|^2$$

to output $\hat{F}_{s, k, t} = 2L(z_{s, k, t} - w_{s, k, t})$ and $w_{s, k, t}$. We can verify they are equivalent.
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