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Abstract—In the past decades, remote sensing (RS) data fusion has always been an active research community. A large number of algorithms and models have been developed. Generative Adversarial Networks (GAN), as an important branch of deep learning, show promising performances in variety of RS image fusions. This review provides an introduction to GAN for remote sensing data fusion. We briefly review the frequently-used architecture and characteristics of GAN in data fusion and comprehensively discuss how to use GAN to realize fusion for homogeneous RS data, heterogeneous RS data, and RS and ground observation data. We also analyzed some typical applications with GAN-based RS image fusion. This review takes insight into how to make GAN adapt to different types of fusion tasks and summarizes the advantages and disadvantages of GAN-based RS data fusion. Finally, we discuss the promising future research directions and make a prediction on its trends.

Index Terms—Generative Adversarial Networks (GAN), Remote Sensing Data Fusion.

I. INTRODUCTION

REMOTE sensing data fusion has always been a hot topic that is extensively and deeply studied, since our way of acquiring RS data is becoming increasingly diverse. In many situations, Earth-observation data can be acquired by both airborne and space-borne missions, by frame cameras or line scanners, by synthetic aperture radar (SAR) sensors, by video satellite, or by spectrometers providing infrared or multi or hyperspectral imagery. In addition, accompanying with them, there might be information about atmospheric parameters, environmental parameters, or optical imagery of smart phones, UAV images, point clouds or depth imagery, or geographic information system (GIS) data, or global positioning system (GPS) coordinates. All these data show great diversity in their attributes such as spatial, spectral, and temporal resolution, scale, measurement accuracy, and way of observation (extensive observations or point-wise measurements). These diversities lead to higher demands on the algorithm and model of data fusion.

The technology of RS data fusion has been in progress with the development of machine learning, computer vision, or signal processing, etc. Many advanced theories or methods such as Bayesian theory, variation method, sparse representation, compressed sensing, non-local means, low rank, etc. gave a huge boost to the development of remote sensing data fusion. Deep learning is a new milestone for the study of data fusion. Automatic feature learning and end-to-end architectures show promising performances and are widely spreading among every branch of data fusion. However, many difficulties in RS data fusion study are remaining, such as the mutual restraint between spatial, temporal or spectral resolution, the inconsistency of heterogeneous data, etc. For multi-source data, there are often both opposites and complementary, which is similar to the unity of opposites in contradiction. However, in a common deep architecture such as CNN, there is no coordination mechanism for the unity of opposites relationship of a fusion process. We need a new architecture to model the relationship of multi-source data.

As an important sub-branch of deep learning, Generative Adversarial Networks (GAN) is opening of a new horizon of the study on RS data fusion. GAN is a system of two neural networks contesting with each other in a zero-sum game framework. They were introduced by Ian Goodfellow et al. in 2014. The main idea of GAN can be explained by Nash equilibrium in game theory. GAN has been successfully applied to image style translation in computer vision, and even data fusion. As mentioned above, the unity of opposite relationships widely exist in most RS fusions. GAN is born with the mechanism to model this unity of opposite relationships. As result, GAN is attracting more and more attentions of the RS data fusion community. This survey will summarize how we use GAN to realize RS data fusion for different types of data and discuss advantages or disadvantages in GAN-based RS fusion.

We believe that this review will not only contribute to a summarization of the current situation of remote sensing data fusion algorithms with GAN, but will also guide the reader to thoroughly think about the nature of fusion and point out development directions in the future. We also hope that our survey will be beneficial to the different applications based on remote sensing data fusion.

The rest of this review is organized as follows. In Section II we made a brief description of the definition, architecture, and loss function of GAN. In Sections III we discussed the degraded model of remote sensing data. In Section IV we discussed the taxonomy of remote sensing data fusion. Sections V to VII reviewed the algorithms of GAN for homogeneous RS data, heterogeneous RS data, and RS and ground observation data. Section VIII some of applications with GAN for image fusion were introduced. In Section IX we made some discussions about GAN for RS data fusion. In Section XI we concluded the review.

II. GENERATIVE ADVERSARIAL NETWORKS

Generative Adversarial Networks (GAN) are types of neural network architectures consists of generator and discriminator, which is capable of generating new data that conforms...
to learned patterns by both generative and adversarial process. The architecture of GAN is simply illustrated as Fig. 1.

![Fig. 1: The architecture of GAN.](image)

Let \( P_x \) denote the distribution of random variable \( x \), and \( P_z \) denote the distribution of random variable \( z \). GAN learns to find a balance relationship through the competition of the generator \( G \) and the discriminator \( D \). Specifically, \( G \) maps the random variable \( z \) to data space of \( x \), trying to produce \( G(z) \) that is subject to the real \( x \) distribution, while \( D \) distinguishes whether its input is the real data \( x \) or the generated data \( G(z) \). \( D \) is trained to maximize the probability of assigning value 1 to real data and 0 to fake data from \( G \), while \( G \) is trained to produce data who make \( D \) think them as real. \( D \) and \( G \) play the two-player minmax game that can be presented by:

\[
L_{GAN}(\theta_D, \theta_G) = E_{x \sim P_x}[\log D(x)] - E_{z \sim P_z}[\log (1 - D(G(z)))]
\]

where \( \theta_D \) and \( \theta_G \) are the parameters of discriminator \( D \) and generator \( G \). GAN have received wide attentions in the machine learning field for their potential to learn high-dimensional, complex real data distribution. The reader can also refer to some surveys on GAN as [5] [6] [7] [8] [9] [10] [11] and [12]. Specifically, they do not rely on any assumptions about the distribution and can generate real-like samples from latent space in a simple manner. This special property makes GAN be applied to various applications such as image synthesis, image attribute editing, image translation, domain adaptation, and other academic fields. In this article, we explain how GAN is reformed and applied to RS data fusion. We mainly focus on how homogeneous RS data, heterogeneous RS data, or ground observation data are integrated with GAN.

### A. Commonly Used Architectures of GAN in RS Fusion

Variety of GAN architectures have been developed in recent years. For examples, BEGAN [20], EBGAN [33] and MAGAN [34] are auto-encoder architecture, StackedGAN [35], GoGAN [36], Progressive GAN [27] are hierarchy architecture, etc. We summarized some of the milestones in the development of GAN as Fig. 2. They show different advantages and disadvantages in generating data. For the problem of remote sensing data fusion, most of the studies did not directly use existing GAN architectures but modify their architectures and make them more suitable for the process of fusing multi-source data. Among them, conational GAN (CGAN) and cycle-GAN are two mostly used GAN architectures in many fusion studies.

**CGAN:** GAN can be extended to a conditional model if both the generator and discriminator are conditioned on some extra history data \( c \). In this review, variable \( c \) is defined as an auxiliary image (or data) with the same scene of \( z \) from the different satellites or sensors. When performing the conditioning by feeding \( c \) into both the discriminator and generator as additional inputs, the conditional generative adversarial nets (CGAN) [15] is defined as

\[
L_{CGAN}(\theta_D, \theta_G) = E_{x \sim P_x}[\log D(x/c)] - E_{z \sim P_z}[\log (1 - D(G(z/c)))]
\]

where \( P_x \) is the probability distribution of the real data \( x \), \( P_z \) is the probability distribution of the input data \( z \), and \( E[\cdot] \) is the function of expectation. The condition variable \( c \) is introduced into both the generator and discriminator. In the discriminator, \( x \) and \( c \) are combined to be presented as inputs of the discriminator. The CGAN framework allows for considerable flexibility in how this hidden representation is composed. It means that the output of the generator will be not far from the feature space of the reference image \( c \).

**CycleGAN:** CycleGAN [26] is an extension of the GAN architecture that simultaneously trains two generator models and two discriminator models. The CycleGAN learns a mapping between input and output images using an unpaired dataset.

![Fig. 3: The architecture of CGAN.](image)

![Fig. 4: Architecture of CycleGAN.](image)

CycleGAN is composed of two generator models: one generator (Generator-A) for generating images for the first domain (Domain-A) and the second generator (Generator-B) for generating images for the second domain (Domain-B). Each generator has a corresponding discriminator model (Discriminator-A and Discriminator-B). Discriminator models are then used to determine how plausible the generated images are and update the generator models accordingly.

The CycleGAN introduced cycle consistency into the architecture. This is the idea that an image output of Generator-A can be used as input to Generator-B, and then the output of Generator-B should match the input of Generator-A (original...
image). The reverse is also true. Cycle consistency means that Generator-A and Generator-B are mutual inverse mapping.

CycleGAN is to learn mapping functions between two domains \(X\) and \(Y\) given training samples \(\{x_i\}_i^N\) and \(\{y_i\}_i^N\) where \(\{x_i\}_i^N \subset X\) and \(\{y_i\}_i^N \subset Y\). As illustrated in Fig. 3, CycleGAN model includes two mappings \(G : X \rightarrow Y\) and \(F : Y \rightarrow X\). At the same time, there are also two adversarial discriminators \(D_X\) and \(D_Y\). With these definitions, CycleGAN is denoted as

\[
L_{GAN}(G,F,D_X,D_Y) = L_{\alpha}(G,D,Y,X) + L_{\beta}(F,D_X,Y,X) + L_{cyc}(G,F)
\]

where

\[
L_{\alpha}(G,D,Y,X) = E_{y \sim p_y}[ \log(D_Y(y)]
\]

\[
+ E_{x \sim p_x}[ \log(1 - D_Y(G(x)))]
\]

\[ (3) \]

and

\[
L_{\beta}(F,D_X,Y,X) = E_{y \sim p_y}[ \log(D_X(y)]
\]

\[
+ E_{x \sim p_x}[ \log(1 - D_X(G(x)))]
\]

\[ (4) \]

and

\[
L_{cyc}(G,F) = E_{x \sim p_x}[ ||F(G(Y)) - x||_1]
\]

\[
+ E_{y \sim p_y}[ ||G(F(Y)) - y||_1]
\]

\[ (5) \]

For CGAN, there are more than one inputs. In many fusion scenarios, the multi-source data can be taken as conditional data which are matching the characteristic of CGAN. For Cycle-GAN, it does not need to be one-by-one mapping between the domain \(X\) and \(Y\). Its weak supervision is very convenient to many fusion problems. CGAN and Cycle-GAN are two mostly used GAN in many RS data fusion studies.

### B. Loss Function of GAN in RS Fusion

In common GAN, the loss function \(l_G^{ADV}\) of generator is a statistical expectation which is an entirety but not individual. Obviously, it is not enough for the image fusion task because we want to obtain an individual fusion image from multi-source images. Loss function provides the supervised information for GAN. Except for statistical expectation, content loss, perception loss, spectral loss, etc. all can be introduced into the loss function of the generator of data fusion. Let the total loss be denoted as

\[
l_G = l_G^{ADV} + \lambda_1 l_G^{PXL} + \lambda_2 l_G^{FTR} + \lambda_3 l_G^{SAM} + \cdots,
\]

where \(l_G^{ADV}\) is the adversarial loss, \(l_G^{PXL}\) is the pixel content loss, \(l_G^{FTR}\) is the feature perception loss, and \(l_G^{SAM}\) is the spectral loss. We define them as

\[
l_G^{ADV} = -E[\log(1 - D(G(x_1,x_2)))] \quad (8)
\]

\[
l_G^{SAM} = SAM(x_F,G(x_1,x_2)) \quad (9)
\]

\[
l_G^{PXL} = ||x_F - G(x_1,x_2)||_p \quad (10)
\]

\[
l_G^{FTR} = ||F(y_1,y_2) - F(x_1,x_2)||_p \quad (11)
\]

Pixel content loss is a \(L_1\) norm. We denote it as \(l_G^{PXL1}\) if it is \(L_1\) norm or \(l_G^{PXL2}\) if it is \(L_2\) norm. Structural similarity (MS-SSIM) \[37\] is also a common loss in GAN for RS image fusion. Most metrics for evaluating fusion results all can be introduced into GAN to be loss function.

We notice that there are many methods \[38,39,40\] that use the perceptual loss calculated by the feature of a self-designed pre-training network to ensure the quality of image generation. Similar to the style transfer and super-resolution \[41,42,43\] for natural images, the features of the pre-trained VGG network are often used to calculate the perceptual loss to obtain better image results.

We find that GAN can be understood as a special way to establish the relationship between two distributions. How to use GAN depends on how to understand the nature of the fusion problem. Since most fusions have more than one input and one output, very few of study directly use vanilla GAN in a traditional way. The architecture, hidden layer, active function, loss function, and optimization process are all reformed to adapt to RS data fusion in most of the studies. However, different from traditional fusion methods, they all belong to implicit model and data-driven fusion. In the next section, we simply review the two different main currents for understanding RS data fusion.
III. Explicit and Implicit Model in RS Image Fusion

A. Explicit Model and Model-driven

For RS data, the degradation process can be explicitly denoted as

\[ y = H \ast x + n = H_1 H_2 \cdots H_k x + n \]  (12)

where \( y \) is the degraded and observed image, \( x \) is the original image, \( H \) is the degradation matrix, and \( n \) is the additive noise. The operator \( \ast \) is the convolution. The noise \( n \) is often assumed as a zero-mean white Gaussian process with variance \( \sigma^2 \). The total degradation \( H = H_1 H_2 \cdots H_k \), where \( H_k \) is the degradation by a single factor, for examples, \( H_1, H_2 \) and \( H_3 \) can be the degradation in temporal domain, spatial domain, spectral domain, etc. Image \( y \) and \( x \) can be denoted by vectors, that \( y = [y_1, \cdots, y_N]^T \) and \( x = [x_1, \cdots, x_N]^T \). \( H_k x \) is the matrix-vector form, where \( H_k \) is convolution matrix which is approximated by a block-circulant matrix.

For many fusion problems, we need first obtain different \( y \) and then reconstruct original data \( x \). This explicit model is suitable for homogeneous RS fusion, because the multi-source data often come from different spatial, temporal or spectral sampling. For example, in reference [44], the author proposed an integrated framework for the spatio-temporal-spectral fusion, where the relationship between \( y \) and \( x \) can be comprehensively analyzed to construct the explicit spatio-–temporal–spectral relationship model.

Different type of degradation usually presents different problems and lead to different algorithms. The explicit models have very clear physical meaning, so that they have almost all the advantages of model-driven methods. However, for some heterogeneous RS data fusion or RS and ground observation data fusion, they can not be denoted as an explicit model. Therefore, the effect of the explicit model will be very limited in some fusion scenarios.

B. Implicit Model and Data-driven

For the early studies of RS data fusion, explicit model and model-driven play more important roles. Either observation model or data model is the fundamental consideration in most algorithms or processes of fusion. However, with the development of deep learning and automatic feature learning, it is possible to weaken the observation model \( H \). The process of fusion can be easily realized in the hidden layers of CNN or other deep architectures, where the physical meaning of the observation or data distribution model is dramatically weakened. We call this kind of trend of fusion as implicit model and data-driven, which is denoted as

\[ x = F_k(\cdots F_1(\cdots F_k(y))) \]  (13)

where \( F_k(\cdots) \) is the \( k \)-th hidden layer of an implicit model such as CNN. GAN for RS data fusion is a typical method of implicit model and data-driven. In most cases, we do not need to consider the observation equation \( y = H \ast x + n \). One of the advantages is that the fusion process can avoid some problems resulted from the complexity of \( H \) especially for heterogeneous RS data etc. At the same time, the explainability or interpretability of the fusion becomes so weak that we can not judge how and why the fusion produces better performances in some cases. Another problem is that data-driven fusion usually needs more training data and more computation sources. Now, data-driven fusion is becoming more and more popular, but there are also some studies who start to rethink the relationship between data-driven and model-driven. There are already studies that try to combine the two schemes in fusion.

IV. Taxonomy of Remote Sensing Image Fusion

There are different taxonomies for remote sensing image fusion if we stand in a different perspective. A very common taxonomy of fusion is: observation level, feature level, and decision level [1]. This taxonomy depends on: which stage does the fusion occurs at. This kind of taxonomy is not limited to remote sensing data. Medical image, industry computer vision, social media data, etc are all can be included in this taxonomy.

![Fig. 5: It is homogeneous RS data fusion if the two types of data are with a overlayed spectral range.](image)

Another taxonomy of remote sensing data fusion is: Homogeneous RS data, Heterogeneous RS data, RS and Ground Observation data, and RS Data Assimilation [45]. This taxonomy is based on the different characteristics of the data.

- **Homogeneous RS data** mainly refers to PAN image, multispectral image and hyperspectral image, etc, who are basically optical images but with different band range or band number.

- **Heterogeneous RS data** mainly refers to SAR-Optical image fusion, LiDAR-optical image fusion, etc, whose imaging mechanisms are so different that it is impossible to produce homogeneous images with a clear physical meaning.

- **RS and Ground Observation data fusion** refers to the fusion of remote sensing observation and ground station observation. For a specific land surface or environmental parameter, station observation is accurate but sparse, while remote sensing observation is dense but not so accurate.

- **RS Data Assimilation** refers to the integration of satellite observations into the model of weather prediction, hydrological forecast, climate impact studies, ocean dynamics, carbon cycle monitoring, etc. to provide them more initial or bound conditions, so that the uncertainty and the unsteadiness of the model will be reduced by the integration. In this survey, we adopt this
kind of taxonomy for remote sensing data fusion (without assimilation) since it is convenient to address the problem of how to use GAN in fusion.

V. HOMOGENEOUS RS DATA FUSION

One of the most important characteristics for homogeneous RS data is that they have intersection areas in imaging spectral, spatial, or temporal domain. For example, there are overlap regions of the spectral band between PAN data and MS data, so that they can be used as spectral-spatial fusion. If we want to perform temporal-spatial image fusion, the two sequences of RS data usually need to have similar spectral bands and overlap temporal ranges such as Landsat and MODIS. It means that the foundation of homogeneous RS data fusion is their common physical meaning and similar imaging mechanism. The goal of most homogeneous RS data fusion is to enhance the resolution, which may be spatial resolution, spectral resolution, and temporal resolution, or even angle resolution. At the same time, most homogeneous RS data fusion is pixel-level or observation level fusion, because in many cases the fusion can be realized by the combination solution of several different observation equations as Eq. (14).

\[
\begin{align*}
    y_1 &= H_1 \ast x + n_1 \\
    y_2 &= H_2 \ast x + n_2 \\
    \vdots \\
    y_k &= H_k \ast x + n_k
\end{align*}
\]

(14)

where \( H_n \) is the kth degradation process, \( y_k \) is the kth observation. Most heterogeneous RS data can not be represented as commination solution of Eq. (14), because heterogeneous RS data have no common \( x \). Maybe, invisible-infrared RS data fusion is an exceptional case. They have a similar imaging mechanism but without overlap region of spectral band, which makes it belong to heterogeneous RS data. Different from heterogeneous RS data, only homogeneous data can be integrated with a clear physical meaning. Therefore, pixel-level resolution fusion (spatial, spectral or temporal, etc.) are the most common type in homogeneous RS data fusion.

A. Spatial-spectral image fusion

The spatial resolution and spectral resolution are often mutually restricted for the sensors of most satellites. For example, the PAN image can achieve higher spatial resolution, while MS or HS images can achieve higher spectral resolution. It was natural to think that PAN and Low Resolution Multi Special (LRMR) images would be complementary. Spatio-spectral fusion may be the most common approach in remote sensing image fusion. Its goal is to obtain a fused image with both high spatial and spectral resolutions, as well as High Resolution Multi-Spectral (HRMS) image. The classical spatio-spectral fusion methods include PAN-MS fusion, PAN-HS fusion, and MS-HS fusion, etc. In this survey, we category Infrared-visible light image fusion into heterogeneous RS fusion although their complementariness is related to spatial resolution and spectrum.

1) Pan-sharpening image fusion: Pan-sharpening image fusion has a very long history in the remote sensing community. Deep learning such as CNN was already successfully introduced into Pan-sharpening. Most of them \([46, 47]\) focus on generating the high-quality fusion image with both accurate spectral distributions and reasonable spatial structures.
GAN in its architectures and loss functions. For image PAN-sharpening, many studies mainly improve the model-free statistical estimation method. To make GAN suit the relationship between multi-source data since it is a good time, GAN does really have some advantages in establishing GAN to perform PAN-sharpening in most cases. At the same one output. It means that we can not directly use common models. As far as we know, a common GAN only has one input and one output. This expression is already not necessary in current deep learning-based PAN-sharpening fusion because it is hidden within the data-driven process. However, its physical meaning illustrated the source of difficulty in PAN-sharpening, that is the spectral response function of PAN usually can not perfectly cover the range of spectral response function of MS. The corresponding phenomenons are that there are spectral distortions in the fusion images when the spatial resolution was improved.

When CNN becomes the major stream in PAN-sharpening, the observation equation is no longer represented explicitly. Obviously, it is not enough for the image fusion task because we want to obtain an individual HRMS image from the PAN and LRMS images. The loss function provides the supervised information for generators. Except for statistical expectation, content loss, perception loss, spectral loss, etc. all can be introduced into the loss function of the generator. The total loss is denoted as

\[ l_G = l_G^{ADV} + \lambda_1 l_G^{PXL} + \lambda_2 l_G^{FTR} + \lambda_3 l_G^{SAM} + \cdots, \]

where \( l_G^{ADV} \) is the adversarial loss, \( l_G^{PXL} \) is the pixel content loss, \( l_G^{FTR} \) is the feature perception loss, and \( l_G^{SAM} \) is the spectral loss.

| Dataset         | \( l_G^{ADV} \) | \( l_G^{PXL1} \) | \( l_G^{PXL2} \) | \( l_G^{FTR} \) | \( l_G^{SAM} \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| PSGAN [48]      | ✓               | ✓               | ✓               | ✓               |                 |
| HPGAN [49]      | ✓               | ✓               | ✓               | ✓               |                 |
| Pan-GAN [50]    | ✓               | ✓               | ✓               | ✓               |                 |
| PanColorGAN [51]| ✓               | ✓               | ✓               | ✓               |                 |
| PercepPan [52]  | ✓               | ✓               | ✓               | ✓               |                 |
| RED-CGAN [53]   | ✓               | ✓               |                 |                 |                 |

**In the training process**, most PAN-sharpening methods rely on the ground-truth image, which usually is unavaiable for neural networks training. Unlike the remote sensing image classification or segmentation problem, it is impossible to provide ground-truth HRMS images for Pan-sharpening by manual annotation. Therefore, the author in [52] pointed out that: neural networks-based methods usually follow Walds protocol [53] to take the original LRMS images as labels by

![Fig. 7: The x-axis is the wavelength. The y-axis is the relative response. The spectral spectral response function (SRF) describes the sensitivity of the photosensor to optical radiation of different wavelengths. (a) The SRF of IKONOS. (b) The SRF of Quick-Bird.](image)

![Fig. 8: (a) PAN image. (b) MS image. (c) Fusion image.](image)
degrading the original LRMS and PAN images into a lower resolution space as input. In this supervising manner, the pan-sharpening network $G$ is trained in the lower resolution space. Strictly speaking, this operation may not make sense. The features of LRMS in lower resolution space are fewer than that of HRMS in high resolution space, so it may not enough to supervise GAN to generate HRMS with more details.

Some studies believe that it is not necessary to use the degradation step in training a Pan-sharpening network. In [52], the authors proposed an unsupervised Pan-sharpening framework. As in Fig. 14 (e), the degradation step for training was eliminated, but it leverages an auxiliary reconstructor network instead. Degradation images and LRMS images are used as input of discriminator to avoid degradation steps before training. In [50], the authors propose an unsupervised framework for Pan-sharpening based on GAN, which does not rely on ground truth during network training. In this method, the generator separately establishes the adversarial games with the spectral discriminator and the spatial discriminator so as to generate the rich spectral information and the spatial information for HRMS. The problem of degradation steps in training is worthy to notice. However, moving the degradation step before the discriminator as [52] and [50] may lead to a weak discriminator in GAN.

Except for GAN, many other different types of deep architectures all can be applied to Pan-sharpening fusion of remote sensing. We can take GAN as one of the special instances. Please refer to [56] in which the authors make a comprehensive review of Pan-sharpening satellite imagery.

2) Multispectral-Hyperspectral image fusion: Hyperspectral (HS) image usually has a low spatial resolution although it is with a large number of bands. On the contrary, MS sensors can obtain an image with a higher spatial resolution but with fewer spectral bands. This is similar to the relationship between PAN and MS images. There are already some surveys on HS-MS fusion such as [57][58]. But they did not focus on GAN methods for fusion. In reference [58], HS-MS fusion methods are categorized as four classes, including methods extended by Pan-sharpening, MF-based methods, tensor representation (TR) based methods, and deep CNN based methods. In reference [57], HS-MS fusion methods are categorized into four classes such as component substitution (CS), multiresolution analysis (MRA), spectral unmixing, and Bayesian probability. In reference [59], spectral and spatial information fusion are reviewed and the current trends and challenges for hyperspectral image classification were discussed. Among them, deep CNN-based methods are developing very fast and have received more and more attention in the community of HS-MS fusion. We would take Pan-sharpening as a particular instance of the HS-MS fusion, and then many Pan-sharpening...
approaches can be extended to the fusing of HS and MS images. GAN-based HS-MS fusion should be taken as a sub-branch of deep learning-based fusion methods.

However, there is still not so much published work with GAN for standard HS-MS fusion. We can only find some similar research such as Hyperspectral Pan-sharpening with GAN [60][61], HS-MS fusion with generative model (not GAN) [62], or MS-MS fusion with GAN [63][64][65], etc. In reference [66], the authors proposed a new adversarial HS-MS fusion method, which took both the spectral and spatial correlations into account and designed a Spectral Spatial Quality (SSQ) index as the guidance for subsequent adversarial selection processes. It is not a GAN-based HS-MS fusion method, but it used the adversarial between spectral and spatial feature and we believe that it can be easily extended to GAN-based HS-MS fusion method.

There are some different characteristics between HS-MS fusion and Pan-sharpening, which would also be as challenges for fusion algorithms. First, HS-MS fusion often faces with multi-temporal problems, since the HS and MS images of the same scenario are often acquired at different times. The difference from multi-temporal images may be a very challenging problem, because it will lead to obvious errors in fusion, but there is still no mechanism to deal with it in most current fusion methods. Especially, when the ground objects are changed, How to use GAN or more auxiliary data to elevate errors in fusion is still an open problem. Second, HS-MS fusion often faces with larger spatial resolution differences than Pan-sharpening. The spatial downsampling factor between PAN images and MS images is often 4. However, for HS and MS images, the factor is often much higher than 4. Too large spatial differences will make the ill-posed problem more serious so that it will lead to severe spatial distortions in the fusion results. We believe that more efforts need to be made to solve this problem. The effectiveness of the traditional spatial degradation model may be very limited in reducing spatial distortions. GAN-based methods provide us a new way to solve the problem of large spatial differences in HS-MS image fusion.

B. Spatiotemporal image fusion

Owing to technical and budget limitations, spatial and temporal resolution capabilities are mutually restricted. In many cases, satellites with high-spatial-resolution sensors require long revisit cycles, which provide low temporal resolutions, while satellites employing short-time revisit cycles often provide only low- or middle-spatial resolution images. Therefore, it is often difficult to acquire high-spatiotemporal resolution (HSTR) data from a single satellite.

Spatiotemporal data fusion is a feasible solution for the above-mentioned problem. This technique provides high-spatiotemporal resolution data by fusing high-frequency low-spatial resolution images with low-frequency high-spatial-resolution images. The land-surface reflectance between Landsat Enhanced Thematic Mapper Plus (ETM+) and Moderate Resolution Imaging Spectroradiometer (MODIS) basically satisfied with the complementarity of spatial and temporal resolution. Many studies took Landsat and MODIS data as examples of spatial-temporal image fusion.

Over the past decades, a variety of spatiotemporal data-fusion methods have been developed. The existing spatiotemporal data fusion methods can be categorized into different groups: linear blending methods such as [67][68][69], unmixing methods [70][72], Bayesian methods [73][74], sparse approximation methods [75][76], and deep-learning methods [77] etc.

Most of these mentioned methods have made some progress in Spatiotemporal fusion. However, it is still an open problem since it is hard to accurately establish the complex relationship between high- and low-resolution images. Current methods often suffer from one of the important limitations [78]: All of them have to make an assumption that some key variables keep on unchanging in the Spatiotemporal images. For example, linear mixture methods assume that land cover type does not change during the data observation period [67][68][79], unmixing methods assume that the abundances of the endmembers keep unchanging [72], sparse approximation methods assume that the dictionary keeps unchanging [75][76] etc. These unchanging hypotheses make the solving of fusion more feasible but it also introduced some errors or distortion into the results.

Meanwhile, the challenging mainly comes from three important factors [80][81]: 1) In the temporal dimension, the dramatic uncertainty of land feature change (such as flood, phenology, etc., and land types may also change) is hard to predict by images of adjacent time; 2) In spatial dimension, the huge difference between high-resolution images and low-resolution images, brings great difficulties to reconstruct the detailed textures; 3) For different sensors, there are inevitably systematic errors in imaging process, such as imaging conditions (atmosphere, or solar zenith angle), device differences (spectral response, or modulation transfer function) and so on. Deep learning methods have promoted the development of spatiotemporal RS image fusion. The data-driven nature of deep learning can provide more accurate predictions for spatiotemporal sequence images. However, the above three challenging factors are still existing.

The GAN-based method is also a subbranch of deep learning methods. The contradiction between spatial and temporal resolution can be modeled by the generative adversarial mechanism in GAN. It enhances the ability to find the rela-
tionship between the two different Spatiotemporal sequence images. More and more researchers have made attempts to use GAN in Spatiotemporal fusion. For the fusion of Landsat and MODIS, there are three studies such as CycleGAN-STF [82], STFGAN [83], and GAN-STFM [84]. In CycleGAN-STF, the fusion was model as a process of data augmentation and data selection. The authors use Cycle-GAN to generate sufficient simulated images between two times, and then some selection metrics such as entropy are adopted to select the suitable images among the generated image to perform further image fusion. In STFGAN, considering the huge spatial resolution gap between Landsat and MODIS imagery, it adopts a two-stage framework to develop an end-to-end image fusion. The two-stage framework by GAN makes image fusion more steady, but the down-sampling operator between the first and second stage is not very necessary and may lead to some conflicts with the up-sampling in the first stage. In GAN-STFM, it took the reference images as condition inputs in GAN, which introduces the CGAN and switchable normalization technique into the spatiotemporal fusion problem. It claimed that it can break the time restriction on reference image selection, especially when it is not easy to collect adequate data pairs for image fusion because of the time inconsistency or the bad weather condition.

Similar to spectral-spatial image fusion or other types of fusion, conditional GAN was already introduced into Spatiotemporal image fusion. Furthermore, pixel content loss, feature perception loss, and spectral loss are often combined with the adversarial loss in GAN-based spatial-temporal image fusion, which has almost become a very common technique in the fusion community. We believe that there is still room for improvement for GAN-based methods since most of them did not clearly represent the contradiction of spatiotemporal resolution with the generative and adversarial relationship, which is the nature and advantage of GAN.

In this section, we mainly reviewed some GAN based homogeneous RS data fusions including spatial-spectral and spatiotemporal image fusion. The goal of these type of fusion is mainly in pixel level, as well as resolution enhancement. Therefore, the function of GAN in this family fusions is to reconstruct more detail such as edges and textures. In the view point of inverse problem, GAN play the role of both anti-gradation and regularization, which are also a contradiction with the unity of opposites.

VI. HETEROGENEOUS RS DATA FUSION

Heterogeneous RS Data mainly refers to the data with different imaging mechanism and physical meaning. The goal of heterogeneous RS data fusion is often not to make up for insufficiency of the spatial, temporal or spectral resolutions but object recognition, change detection, classification etc. Most of heterogeneous RS data do not belong to pixel level fusion but for feature level or decision level fusion. However, in this review, heterogeneous RS data are still remote sensing data but not as the relationship between RS and ground observation data. If some of data are not remote sensing data but ground observation data or others, they are categorized into another type of fusion but not heterogeneous RS data fusion. The most common type heterogeneous RS data are SAR and optical images, point clouds and optical images, and infrared-visible light images. We will discuss the three type of fusion with GAN in the following subsections.

A. SAR and Optical Image Fusion

SAR as a microwave sensor can penetrate through cloud cover, dust, and many bad climatic conditions. The shortcoming is that it does not provide spectral information which is important to many remote sensing applications and its interpretability is influenced by speckle noise. Optical images can provide very abundant spectral information and do not tend to be corrupted by noise. However, optical images are seriously affected by cloud cover, dust, and many bad climatic conditions. It is pointed that: two identically structured objects may appear different in optical imagery due to their spectral responses, which can be identical in SAR imagery [85]. Therefore, SAR and optical imagery can offer complementary information to each other and the fusion of these images can generate an image with both rich spatial structure and spectral information.

Similar to literature survey [85], many traditional SAR-optical image fusion in pixel level can also be classified into four categories namely component substitution methods (CS), multiscale decomposition methods (MSD), hybrid methods, and learning-based methods. Component substitution methods and multiscale decomposition methods almost can also be applied to any fusion scenario such as Pan-sharpening, spatial-temporal or infrared-visible light image fusion. These two types of methods are totally unsupervised and very easy to implement. Learning-based methods can be taken as the pioneer of data-driven methods before the emerging of deep learning. GAN was introduced into SRA-optical image fusion mainly including SAR-to-optical Image Translation, Cloud Removal with SAR-optical fusion, and SAR-optical image registration, etc. 

![Fig. 11](image-url)

**Fig. 11:** The images are from reference [85].

**SAR-to-optical image translation** is a very promising method to improve the interpretation of the SAR images since the human experts are generally trained by comparing SAR images side-by-side with the corresponding optical images. In the computer vision community, image-to-image translation is very popular, which involves generating a new synthetic version of a given image with a specific modification, such as collection style transfer, object transfiguration, season transfer, collection style transfer, object transfiguration, season transfer,
TABLE II: GAN Architectures and Loss Functions for Different Landsat-MODIS fusion Methods.

| Method         | Structure   | $L_1^{ADV}$ | $L_1^{PXL1}$ | $L_1^{PXL2}$ | $L_1^{FTR}$ | $L_1^{CYC}$ |
|----------------|-------------|--------------|--------------|--------------|-------------|-------------|
| CycleGAN-STF   | Cycle-GAN   | ✓            | ✓            | ✓            | ✓           | ✓           |
| STFGAN         | Two-Stage   | ✓            | ✓            | ✓            | ✓           | ✓           |
| GAN-STFM       | CGAN        | ✓            | ✓            | ✓            | ✓           | ✓           |

and photo enhancement. Most of these studies are very suitable for SAR-to-optical image translation. Traditional manual feature such as wavelet was already applied to SAR-to-Optical image translation [86]. Except that, CNN architecture can be directly applied to SAR-to-optical image translation, such as in reference [87] where VGG-19 network is used as the feature extractor in the task of cross-modal image translation. GAN-based method is attracting more attention because it usually can generate realistic features of visual perception. The most often used architecture may be CGAN such as [88] [89] [90] [91] [92], since both the input and output are images but not noise vectors. Furthermore, similar to pix2pix method, the content loss is necessary for image translation, so that the $L_1$ norm is always combined with CGAN in this kind of problem. Similarly to other fusion study, image translation also combine CGAN with multi-loss-functions such as $L_1$ and SSIM [24]. Both CNN and CGAN need to be supervised image pairs in their training, which could be uneasy to acquire in many cases of heterogeneous RS data. In reference [93], the authors investigate the utilization of an adapted version of the CycleGAN architecture for the SAR-to-optical image translation task and use the value of domain knowledge for improving results. In [94], an extension towards unsupervised learning is tested with the CycleGAN loop, where a modified image translation GAN architecture with multiscale cascaded residual connections is proposed. The advantages of CycleGAN and CGAN can also be combined. For example, in [95], a supervised Cycle-Consistent Adversarial Network (SCycleGAN) was proposed to generate large optical images from the SAR images, where the generated optical images can be alternative data that aid in land cover visual recognition for untrained people [96]. Another very interesting application for SAR-to-optical image translation is multi-temporal data generation or prediction. As in [97], the authors demonstrate that the CGAN with CNN can successfully simulate the multi-temporal optical image with the aid of SAR data.

Cloud Removal with SAR-optical Fusion. Both thin and thick clouds can be removed with SAR-optical fusion method. For thick cloud removal, it is similar to SAR-to-optical image translation, which SAR image will provide a prediction for the missing data. These studies will be reviewed in Section VIII-A Missing Data Reconstruction. For thin cloud removal, the SAR image is usually used to help to estimate the thickness of the thin clouds, which will be reviewed in Section VIII-B Thin Cloud Removal.

SAR-optical image registration. Some studies on SAR-optical image registration are also related to the translation of SAR-to-optical images such as deep learning framework for matching of SAR and optical imagery [98] and distribution and structure match GAN for SAR image classification [100]. However, they are indirectly related to GAN for image fusion. We do not review them in this survey.

Overall, SAR-optical image fusion is often related to feature enhancement, cloud removal, temporal-spatial fusion, image translation, or even multi-modal image registration. They all need to establish the multi-model relationship between SAR and optical images. GAN is playing a very important role in the translation of either pixel distribution or feature correlation for the multi-model data.

B. Point Clouds and Optical Image Fusion

Point clouds and optical images are heterogeneous RS data but they share complementary characteristics, which makes the models with their fusion to be more effective and popular in satellite remote sensing and autonomous driving etc. To be more specific, an optical imaging system usually cannot provide reliable 3D geometry, which is essential for many applications such as autonomous driving. Although stereo cameras can provide 3D geometry, its computational cost is high and was seriously affected by the lighting condition of imaging and the richness of texture features. Point clouds can provide high-precision 3D geometry and is not limited by lighting condition and textureless. However, some point clouds such as LiDARs are limited by low-resolution, low-refresh rates, and severe weather conditions. For many applications, it is worthy to combine these two complementary sensors and it demonstrated significant advantages comparing with a single modal approach. In reference [101], the author made a substantial review on deep learning for image and point cloud fusion in autonomous driving. In [102], it made a review on advances in fusion of optical imagery and LiDAR point cloud applied to photogrammetry and remote sensing. Usually, point clouds and optical image fusion includes LiDARs and optical image fusion, stereo vision clouds and optical image fusion, depth clouds and optical image fusion, and InSAR clouds and optical image fusion, etc. In this survey, we mainly review the GAN-based fusion of point clouds and optical images.

The fusion of point cloud and optical image has been applied to many fields such as depth complete, object detection, semantic segmentation, land use, and land cover classification, etc. This kind of fusion is different from spatial-spectral fusion (homogeneous) or SAR-optical fusion (heterogeneous), whose images are composed of pixels of raster form. On one hand, point clouds are vector images but not raster images, which provide geometry information but not intensity information. On the other hand, it is not necessary a pixel (or voxel) fusion, because its output would be optical image, saliency map, object bound box, segmentation map, or 3D model. Fusion of point cloud and optical image belongs to the fusion of heterogeneous data.
C. Infrared-visible Image Fusion

There are sufficient studies on many applications of fusion of point cloud and optical image, but for a GAN model, it was only applied to some of its branches up to now. This may be attributed to the characteristics of the generative model or we have not found how to use GAN in some special applications. In [104], GAN was used to translate the input of RGB image into a synthetic representation of the missing one (synthetic depth), and make an improvement to semantic segmentation of building footprints with missing modalities. In reference [103], to compensate for the poor quality of the point clouds, in generator, the proposed method adds the cross-modal guidance from the side-output features of the RGB stream to the decoder network of depth stream. In addition, the discriminator network adaptively fuses the features of double streams using a gated fusion module. They are all good tries for the fusion of point cloud and optical image.

In the early works, the classification of multi-modal fusion strategies has various taxonomic methods. In this survey, as in Fig. [12] we think they are suitable to be categorized into four classes: early fusion, late fusion, intermediate fusion, and hybrid fusion. At the same time, we find that GAN was already introduced into depth completion, saliency map, and semantic segmentation [105], contour extraction [106], image translation [107], [108]. Most of them are belong to low and middle-level vision problems. Many deep learning methods of point cloud and optical image fusion are proposed for high-level vision problems such as object detection, classification, 3D reconstruction [109] and change detection etc., but most of them are not with GAN. This is partly because most detection or classification tasks need feature level fusion but we still do not find a very good way to generate accuracy and steady feature by GAN.

![Fig. 12: Four different fusion manners for the point cloud and optical image](image)

**C. Infrared-visible Image Fusion**

![Fig. 13: These images are from reference [110].](image)

Both infrared images and visible light images are raster images, but they have no spectral intersection. Some studies category them into spectral fusion. In this paper, we category infrared-visible light image fusion as heterogenous RS fusion because they have no spectral intersection and are with different physical meanings.

Infrared images, which are captured by sensors to record the thermal radiations, are minimally affected by illumination variations and environment disguises. Infrared images can be easily acquired at both daytime and nighttime but they usually lack texture, which is seldom related to the heat emissions. By contrast, visible images contain rich texture information, while visible imaging sensors are susceptible to the environment. The perceptual scene in visible images is similar to the descriptions from human eyes. The visible images may be easily influenced by the external environment, such as disguises, nighttime conditions, smoke, haze, etc [111]. The purpose of infrared-visible light image fusion is to obtain a single complementary fused image that has both rich texture information (from the visible image) and saliency target areas (from the infrared image) [111]. The fused infrared-visible image has many applications such as depth prediction [112], object tracking [113], etc. There is no spectral intersection between infrared image and visible image. This is the most obvious point different from Pan-sharpening fusion. It also makes infrared-visible image fusion to be different in the structure, loss function, and training or supervising process.

There are at least three kinds of structures for infrared-visible image fusion with GAN. The first type as in Fig. [14] (a), has one generator and one discriminator such as [114] [111] [115]. Their inputs are the concatenated infrared and visible images. Since the ground truth of fusion is un-available, the discriminator has no reference to make a decision on the fusion image. In [111] the discriminator directly compares fused and visible images; In [114], the discriminator compares fused and visible images in feature space; In [115] the discriminator compares the fused image with visible image and infrared image altogether. The second type as Fig. [14] (b) has one generator and two discriminators such as [116] [112] [113]. Their inputs are the concatenated infrared and visible Images, while one discriminator compares fusion image with visible image and the other compares fusion image with infrared image. The third type as Fig. [14] (c) has two generators and two discriminators such as [119] [120]. For this type, the coupled GAN [119] shared some features, while PCSGAN [120] is a cyclic model.

Similar to other types of image fusion with GAN, most of the infrared-visible image fusion methods employed multiple loss functions but not a single loss function. For example, the PCSGAN [120] uses the combination of the perceptual (i.e.,
feature-based) losses along with the pixel-wise and adversarial losses. Loss functions for different infrared-visible image fusion methods are summarized in Table III. $L_{G}^{ADV}$ is the adversarial loss, $L_{G}^{FTR1}$ is the implicit feature such as hidden layer in CNN, $L_{G}^{FTR2}$ is the explicit feature such as gradient or local variation. $L_{G}^{PXL1}$ is the $L_1$ norm contents loss for pixels. $L_{G}^{PXL2}$ is the $L_2$ norm contents loss for pixels. It is worthy to notice that there is no spectral loss function $L_{G}^{SAM}$ for infrared-visible image fusion. In fact, the meanings of $L_{G}^{PXL1}$, $L_{G}^{PXL2}$, $L_{G}^{FTR1}$ and $L_{G}^{FTR2}$ are also different from that of Pan-sharpening fusion because infrared-visible image fusion aims to resolve the conflict between salience and texture details but not the conflict between spatial resolution and spectral resolution.

| Dataset         | $L_{G}^{ADV}$ | $L_{G}^{PXL1}$ | $L_{G}^{PXL2}$ | $L_{G}^{FTR1}$ | $L_{G}^{FTR2}$ |
|-----------------|---------------|---------------|---------------|---------------|---------------|
| PCsAGAN         | ✔             | ✔             | ✔             | ✔             | ✔             |
| RCGAN           | ✔             | ✔             | ✔             | ✔             | ✔             |
| DPAL            | ✔             | ✔             | ✔             | ✔             | ✔             |
| FusionGAN       | ✔             | ✔             | ✔             | ✔             | ✔             |
| D2WGAN          | ✔             | ✔             | ✔             | ✔             | ✔             |
| AttentionGAN    | ✔             | ✔             | ✔             | ✔             | ✔             |
| MgAN-Fuse       | ✔             | ✔             | ✔             | ✔             | ✔             |

About the training process, different from Pan-sharpening fusion, infrared-visible image fusion not only have no ground-truth but also can not be simulated in training. Furthermore, Walds protocol cannot be applied to infrared-visible image fusion, so that there is no resolution degradation step for all infrared-visible image fusion. In many cases, both original visible and infrared images are used as supervising information such as [110]. How to provide supervising information sometimes depends on the application scenarios of the fusion. This leads to a very flexible and diversified evaluation for fusion results. The training process often depends on the goal of infrared-visible image fusion such as object detection [113], depth prediction [112], whose training will be different.

In this section, we reviewed three types of heterogenous RS data fusion: SAR and optical image fusion, point clouds and optical image fusion, and infrared-visible light image fusion. Different from homogeneous RS data, the heterogenous RS data can not be unified into an observation model because they have totally different physical meanings. These characteristics make the heterogenous RS data fusion guided by variety of applications but not resolution enhancement. As result, many heterogenous RS data fusions are very close to feature-level fusion but not pixel-level fusion. Therefore, the function of GAN in this type of fusion often is to produce features which have all of the advantages of different heterogenous RS data.

VII. REMOTE SENSING (RS) AND GROUND OBSERVATION (GO) DATA FUSION

In most situations, Remote Sensing (RS) data and Ground Observation (GO) data both have their own advantages and disadvantages. Remote sensed data from satellites such as multispectral, hyperspectral, or radar images, or metrics calculated from airborne laser scanning, are densely sampled data, as well as they are available for all the pixels of the investigated area. RS data are competent to provide observation of large-scale and dense sampling. However, the accuracy of RS data may not very high due to their complicated imaging process. RS data also are limited by their spatial, temporal, and spectral resolution because of the recycling of satellite or sensor manufacturing. In contrast with RS data, the Ground Observation (GO) data are often sparsely and irregularly sampled data, which are with the value only for the sampled portion of the area. GO data are with both very high accuracy and very high temporal frequency, but they are sparse and very difficult to set up densely sampling by GO sensors. There are obvious complementary characteristics between RS data and GO data. RS and GO data fusion is different from both homogeneous RS data fusion and heterogeneous RS data fusion. The dimension of GO data is often not consistent with RS data. Furthermore, the structures between GO data and RS data are often not matching, which makes them more difficult to fuse. The most common GO data are Physical Geography (PG) and Human Geography (HG) data. We will review the state-of-the-art of RS and GO data fusion and analysis the roles of GAN for the fusion in the following subsections.
A. Remote Sensing (RS) and Physical Geography (PG) Data Fusion

Physical Geography (PG) data include soil, atmosphere, hydrology, temperature, etc. data. The relationship between RS and PG data will determine their mode of fusion. In reference [121], the authors summarized three type relationships: Complementary, Redundant, and Cooperative. 1. Complementary, when data and/or information obtained from distinct sources represent different parts or aspects of a particular issue, so contributing to obtain more exhaustive global information. 2. Redundant, when two or more input sources provide information about the same target (e.g. study area), that can be fused to reduce the uncertainty. 3. Cooperative, when the data and/or information provided by different sources are combined to form exhaustive information about the study target (e.g. derived variables, processes, features, etc.). We believe that most RS and PG data fusion belongs to complementary and redundant relationships and a few of them are cooperative relationships.

For example, direct PM2.5 data from ground observation are redundant and complementary for the PM2.5 estimating with remote sensing data, while the ground observation data such as surface reflectance, temperature, wind speed, and relative humidity are cooperative in estimating PM2.5. In [122], to deal with the problem of lacking enough ground PM2.5 measurements, the authors developed a national-scale geographically weighted regression (GWR) model to estimate daily PM2.5 concentrations in China with fused satellite AOD and PG data of the national monitoring network. In [123], to obtain spatially continuous ground-level PM2.5 concentrations on national scale, several models established by the point-surface fusion of station measurements and satellite observations have been developed, where a pixel-based merging strategy is proposed and comprehensively evaluated by different experiments. In [124], the authors make attempt to employ deep learning for air temperature mapping mainly based on space remote sensing and ground station observations, in which a 5-layers deep belief network (DBN) is used to search the complicated and non-linear relationships between air temperature and different predictor variables. In [125], the study developed a point-surface collaborative inversion method for the estimation of regional surface soil moisture (SSM) using a generalized regression neural network (GRNN) which is trained on sparse ground-based measurements. We can found that there are very large challenges in the traditional model-driven fusion of RS and GP data, because the atmosphere, hydrology, temperature, etc. data all have their own characteristics and the RS data are often need to inversion in fusion. Deep learning as a data-driven method is attracting much attention in this community and shows promising performances in many studies, which can be a better way to bridge the gap between RS and GP data.

Up to now, we still have not found any published paper that used GAN to perform RS and PG data fusion. The reason may be two points: 1. The structure and physical property of RS and GP data often dramatically differ, so that it is hard to take them as inputs of GAN at the same time; 2. For RS and GP data, we still do not find a suitable way with GAN to model their relationship such as complementary, redundant, cooperative. However, in this survey, we believe that no matter complementary, redundant, or cooperative, they all can be transformed into the generative and adversarial relationship of the two parts of GAN, which will promote the fusion of RS and PG data in future research.

B. Remote Sensing (RS) and Human Geography Data Fusion

Human Geography data includes communication, social media, location, disease transmission, public sentiment, population distribution, economic, etc. Human Geography (HG) data are totally different from traditional data collection methods such as remote sensing. Their relationships are so complicated that they can not be represented in a uniform formula or structure. HG data, especially social sensing data, are developing very fast in recent years. They enable all citizens to become part of a large sensor network, which is low-cost, more comprehensive, and always broadcasting situational awareness information.

However, data collected with social sensing is often massive, heterogeneous, noisy, unreliable from some aspects, as well as comes in continuous streams, and often lacks geospatial reference information. Together, these issues represent a grand challenge toward fully leveraging social sensing for RS and HG data fusion. Meanwhile, deep learning such as LSTM, CNN, GAN, etc architecture become critical components of fusing social sensing and remote sensing data to understand the human geography problem in a timely fashion.

There is a very wide range of studies for RS and HG data fusion. In [126], the authors summarized some applications of RS-HG data fusion in ecological monitoring, air monitoring, and disaster monitoring, etc. It also pointed out that the fusion of heterogeneous remote sensing and social media data exhibits huge potential for different applications, especially for problems in which (near) real-time response is needed. Very popular and typical applications include population distribution, public sentiment, flood inundation, etc. In [127], the close relationship between the number of Twitter users and brightness of nighttime lights (NTL) over the contiguous United States is calculated and geotagged tweets are then used to upsample a stable light image for 2013. In [128], the authors present and evaluate a method for rapidly estimating flood inundation extent based on a model that fuses remote sensing, social media, and topographic data sources. In [129], using this extensive flooding (2013) of the City of Calgary as a case study, this work illustrates how to fuse authoritative RS and volunteered geographical data to estimate flood extent and identify affected roads during a flood disaster. In [130], it proposes a multi-model fusion neural network for estimating fine-resolution population estimates from multi-source data, which takes into account the local spatial information and global information of each geographic unit by fusion of remote sensing and social sensing data.

Similar to RS and PG fusion, up to now, we have still not found any published paper that used GAN to perform RS and HG data fusion. The reason may be similar to it:
because the structure and physical property for HG data are more complicated and it is also hard to model the relationship between HG and RS data by GAN. However, we still believe GAN architectures are promising in the future studies of HG and RS fusion.

Some of the papers also take RS and GO data as heterogeneous data, while in this survey we use the conception of "heterogeneous RS" data (such as SAR and optical image) but not heterogeneous data. We do not think RS and GO data are homogeneous, but this is a review of RS image fusion. Actually, we think the difference between RS and GO data is more obvious than that between SAR and optical images. Therefore, the representation of RS or GO data becomes the first keyword in this type of fusion. The models or schemes of the fusion of RS and GO data are another very challenging problem. The information between RS and GO data need to be extracted or integrated in a suitable way no matter they are complementary, redundant, or cooperative. Lastly, the way of result validation will also need to be noticed since they are not easy to carry simulating experiments like homogeneous RS data fusion.

VIII. SOME OF APPLICATIONS OF DATA FUSION WITH GAN

There are many applications of data fusion with GAN. For the page limitation, we only address two typical applications that are directly related to image fusion with GAN: missing data reconstruction and thin cloud removal. Usually, there are some overlaps between missing data reconstruction, spatial-temporal image fusion, or cloud removal etc. To be more clear, we give out their relationships as in Fig. 15. We can observe that for some applications they can be realized by both homogeneous and heterogeneous RS image fusion.

A. Missing Data Reconstruction

There are often missing data in remote sensing images because of defective sensors, shadows, thick clouds, etc., so that the value or application of the acquired remote sensing data is greatly reduced. Image fusion is one of the most popular methods to reconstruct the missing data. As in reference [131], the methods of the missing data reconstruction in remote sensing images can be divided into four categories: spatial-based methods, spectral-based methods, temporal-based methods, and hybrid methods. Both homogeneous RS data and heterogeneous data can be fused to reconstruct missing data.

Before introducing GAN into missing data reconstruction, there are already some studies which are based on deep learning such as CNN. For example, in reference [132], a unified spatial-temporal-spectral framework based on a deep convolutional neural network (STS-CNN) was proposed for missing information reconstruction, which can be applied to deadlines in Aqua MODIS, Landsat ETM+ Scan Line Corrector (SLC)-off problem, and thick cloud removal. Missing data reconstruction is not necessary to use image fusion. Without GAN or fusion, it belongs to a simple and direct problem of data reconstruction, such as [133] which translates incomplete data into their corresponding complete data. There are some overlaps between missing data reconstruction, spatial-temporal fusion, and SAR-optical fusion which are illustrated in Fig. 15.

In remote sensing, the key problem for missing image reconstruction is how to integrate the auxiliary information (spatial, spectral, temporal, etc.) or priors into the reconstruction by current generators. However, different from spatial-spectral fusion or Spatiotemporal fusion, missing data are often large or irregular areas but not common down-sampling. Please refer to the observation Eq.(12), the rank of matrix $\mathcal{H}$ for missing data is often lower than that in other fusion problems. It means that the ill-posedness of the equation is more serious from the viewpoint of solving an inverse problem. Without more auxiliary information from fusion, we usually can only reconstruct small areas.

Implicit and data-driven methods such as CNN or U-net can improve the performance on the large missing area but it still plays a limited role. GAN opens up new prospects for missing data reconstruction. Parts of its ability come from its schema of data generating. In reference [134], the author summary a common model of GAN-based missing data imputation: the generator’s goal is to accurately impute missing data, and the discriminator’s goal is to distinguish between observed and imputed components. The discriminator is trained to minimize the classification loss, but the generator is trained to maximize the discriminators misclassification rate.

There are substantial studies on missing data reconstruction in the field of computer vision which are known as image inpainting. Inpainting is more like a spatial-based method. In remote sensing applications, more reference information or priors can be utilized in missing data reconstruction. Therefore, there are often two or more inputs in reconstruction, so that it can be taken as an image fusion problem. For simplicity, we category them into small and medium scale, and large-scale missing data reconstruction.

Small and medium scale data missing mainly refers to the data missing phenomena caused by sensor defective [132], orbit gaps [135] [136] and temporal gaps [137]. In most cases, the thick clouds are not small and medium scale data missing but large area data missing. The missing data of voids in mountainous areas by Shuttle Radar Topography Mission (SRTM) are small and medium-scale data missing. The authors in [138] incorporated the shadow geometric constraints into the CGAN. The shadow boundary loss function, shadow ceiling loss function, and shadow entrance curvature loss function are combined with an adversarial loss to guide the generator to well predict the value in void areas. The missing data in comprehensive traffic flow data [139] is small-scale data missing. In [139], the authors proposed a Spatiotemporal Learnable Bidirectional Attention Generative Adversarial Networks (ST-LBAGAN) to implement data fusion for missing traffic data imputation. In this study, the masked reconstruction loss, perceptual loss, discriminative loss, and adversarial loss are combined as a new objective function and optimized to improve the data imputation ability. In some applications, the data collection process is likely to generate data with missing, incomplete, or corrupted modalities. In [130], the authors focus on semantic segmentation of building footprints with missing modalities, in which GAN are effectively used to synthesis the
Fig. 15: Missing data reconstruction and thin cloud removal.

Fig. 16: Several examples of missing information in remote sensing data. (a) Shuttle Radar Topography Mission (SRTM) tends to have an abundance of voids in mountainous areas where the elevation measurements are missing [138]. (b) Very high resolution (VHR) satellite and aerial images often suffer from scene occlusion caused by redundant objects [141]. (c) DN value of Landsat ETM+ with the SLC-off problem. (d) Ozone of Aura OMI with the row anomaly problem [131]. (e) Restoration of band 130 of an EO-1 Hyperion dataset [142]. (f) Missing areas caused by thick clouds [143].

missing or incomplete data in the depth map.

**Large scale data missing** mainly refers to the data missing phenomena caused by clouds [144], shadow and large area occlusion [141]. In reference [141], to deal with VHR images with large-scale missing regions, this paper proposed that the reconstruction process is divided into two connected parts: structure prediction and texture generation. In the first part, one generator predicts the edges of objects in missing regions; then, in the second part, the other generator predicts the textures based on edge structural information from the first part. There are two cascaded generators and one discriminator in this method and it is a spatial-based method without any auxiliary spectral or temporal data. Thick cloud removal is one of the important subbranches of large-scale missing data reconstruction. In the last decades, many approaches have been proposed for the specific task of cloud removal from optical imagery [145]. In parallel to traditional model-driven approaches, data-driven methods based on deep learning have become popular recently. Different from stripe missing or deadline, it is hard to recover without using image fusion because most of the cloud areas are large. Similar as [131], we can also category thick cloud removal into spatial, temporal, spectral, etc. methods. However, if we focus on fusion-based methods it depends on what type of auxiliary data such as infrared, SAR, or history images.

**SAR images** are unaffected by clouds. However, the texture and physical meaning in SAR images are different from that of optical images. It is very popular to use deep learning and SAR-optical image fusion to solve cloud removal [145]. In [146], [144] and [147], they all used conditional generative adversarial network which SAR images are conditions. The generators in [146] and [147] are U-net architectures. To avoid the limitation of requiring pixel-wise correspondences between cloudy and noncloudy optical training data, [148] used the architecture of cycle-consistent GAN for cloud removal in all-season Sentinel-2 imagery, which is a global data set. Cycle-consistent GAN can also be used to remove thin clouds [149].

Except for SAR images, Near Infra-Red (NIR) spectrum images can also help to realize cloud removal. In [150], Filmy cloud is removed on satellite imagery with NIR image and conditional generative adversarial nets, where the generator also adapts U-net architecture. Multi-temporal data can also be used in thick cloud removal [151]. In reference [152], the gated convolutional networks were used for cloud removal from bi-temporal remote sensing images, where U-net is used but not in GAN architecture. Multi-temporal fusion can not
generate on-time cloud-free images but mainly visual quality improvements. We can found that CGAN and U-net are the most commonly used architectures in thick cloud removal. CGAN is suitable for multi-inputs in many image fusion problems.

Missing data problem occurs not only in remote sensing but also in many other types of signal or data. In reference [142], the authors make an analysis on theory problems (such as noise and unstable process) about the missing value imputation in multivariate time series. It is not for remote sensing images but can provide some theory supports for Spatiotemporal methods in remote sensing missing data reconstruction.

In missing data reconstruction, we are hard to summarize their GAN structure as Fig. 14 for Pan-sharpening because the inputs and output data may be totally different in gap-filling, shadow removal, cloud removal, etc. Diverse auxiliary reference data (SAR, Optical, NIR) make their GAN architecture with no obvious comparability. However, what we can make sure is that the fusion stage usually happens in the generator and the auxiliary information is often used as a condition of GAN.

B. Thin Cloud Removal

GAN can also be applied to thin cloud removal by image fusion. According to the thickness, clouds can be divided into two classes: thick cloud and thin cloud. A thick cloud almost blocks all information of ground objects, while a thin cloud often appears to be semitransparent. Thin clouds result in the visual effect of a loss of contrast in the subject, as well as the haze effect. Usually, we can reduce the haze effect by data correction for the distorted pixels.

![Image with thin cloud](a) Image with thin cloud (b) Cloud free image

**Fig. 17:** Hazing image and clear image.

Many studies have been carried out for thin cloud removal. Since both the thickness and the clear image are unknown, it is seriously ill-posed and hard to directly solve. Therefore, more priors are required if we want to find a reasonable solution for thin cloud removal problems. The correlation between the different bands of multispectral images is one of the very important priors. The haze optimized transformation (HOT) [153] method employed the linear relationship between red band and blue band. HOT method was successfully applied to Landsat data and MODIS data. However, for other sensors, there may not be a very clear linear relationship between bands. Thin clouds are mainly generated by the atmospheric scattering of large particles and the haze effect is usually assumed to locate in the low frequency of a cloudy image. Therefore, it is possible to remove thin clouds by a high pass filter, such as homomorphic filter [154]. Dark channel [155] is also a very effective prior. It shows that at least one channel has some very low-intensity pixels in most non-haze patches. With dark channel prior, the thickness of haze can be estimated and the equation for the atmospheric scattering model will be solved. Dark Channel Prior has been successfully applied to the images of consumer electronic cameras. However, for remote sensing images, it has many limitations.

There are some differences between natural image dehazing (NID) and Remote Sensing Image Dehazing (RSID). The most important difference comes from their way of imaging. First, the natural image is usually captured with a strong three-dimensional perspective as illustrated in Fig. 18 (a), where haze depth mainly depends on its scene depth. The changing of scene depth is usually obvious from targets to backgrounds. However, remote sensing images are usually a top view captured by satellite far from the earth as illustrated in Fig. 18 (b), where its haze depth mainly depends on the thickness of the thin cloud. Second, the contents or targets in their view of the field are very different. There are usually haze-opaque regions such as the sky in natural images but there is usually no sky region in remote sensing images. There are usually haze-free regions in remote sensing images but there are often no haze-free regions in natural images. Their haze distribution characteristics are different, so that it leads to different priors in NID and RSID. Although many studies for NID have been applied to RSID, they often cannot directly and efficiently remove the hazes of remote sensing images because of the aforementioned problems.

More recently, deep learning based dehazing has been developed extensively such as DehazeNet [156], MS-CNN [157], AOD-Net [158], Ranking-CNN [159], and coding of contours and colors [160]. At the same time, many new attempts have been made in dehazing studies such as attention [161], weakly supervised learning [162], self-filtering [164], image decomposition [165], and airlight component etc [166]. Most of them are data-driven methods for natural images, which do not rely too much on the physical model of atmosphere transmission. They directly learn transmission maps or haze-free images based on given databases that consist of image pairs (clean image and hazy image). However, for both natural images and remote sensing images, ground-truth images are hard to obtain. For natural images, the difficulties mainly come from accurate scene depth measurement. For remote sensing images, we can usually simulate the thin cloud scenes with the re-visit images from satellites. Although some models of natural image dehazing methods have been successfully applied to remote sensing images, the specific distribution characteristic of the thin clouds in remote sensing images is always reducing the performances of these methods. The NID may be well applied to some UAV-based railway images [167] that are similar to natural images. It is clearly pointed out that, in reference [168], the difference between NID and RSID should be well addressed if we want to extend...
the NID methods to RSID for the best performance.

At the same time, more and more attention has been paid to dehazing with GAN. For natural images, cGAN-Dehaze [169] utilized CGAN and DCPDN constructs a generator by combining a densely connected pyramid network with U-net structure. To avoid the requirement of a paired input for hazy image and clear image, some methods such as [170] [171] and [172] proposed to use cycle-GAN to train an unpaired fashion with clear and hazy images altogether. They improve the flexibility in the training of dehazing but they are also subject to distortion of detail texture because of the weakly supervised model in cycle-GAN.

For remote sensing images, GAN is also becoming important in the study of thin cloud removal. The cycle-GAN is also applied to the removal for sentinel-2 imagery [150], which not only rejects the necessity of any paired (cloud/cloud-free) training dataset but also avoids the need for any additional (expensive) spectral source. However, similar to [172], the shortcoming of cycle-GAN dehazing still existed. In practice, there are more priors that can be used in thin cloud removal of remote sensing images. Similar to missing data reconstruction, at least there are often more temporal and spectral images such as in [149], or even atmosphere physical model [173] that can provide aid for thin cloud removal.

Different from spatial-spectral or spatial-temporal fusion, thin cloud removal does not enhance the spatial or temporal resolution of images; different from missing data reconstruction, thin cloud removal does not recover the missing data. We believe that cloud removal may be easier than resolution enhancement and missing data reconstruction. Similar to missing data reconstruction, fusion is a very important way to thin cloud removal but it is not the only way. Most dehazing methods for natural images are not fusion-based methods. Many GAN architectures in spatial-temporal-spectral fusion or missing data reconstruction can be directly transferred to thin cloud removal of remote sensing images. The main difficulty for thin cloud removal is from the uncertainty distribution of the thickness of thin cloud, which is both similar to and different from the scene depth in natural images. GAN method may be a new effective way to estimate the thickness of the thin clouds in remote sensing images.

IX. RELATED RESEARCH

A. Super-Resolution

Some studies also take super-resolution as a special case of image fusion, who is especially very similar to homogeneous RS data fusion. However, super-resolution mainly focuses on blurring, down-sampling, or noising problem. Both single frame or multi-frame super-resolution are almost all based on the images from the same kind of sensors. Therefore, there are still some differences between super-resolution and RS image fusion. In computer vision community, research on super-resolution has achieved much progress in recent years. Both CNN and GAN architectures have been successfully applied to super-resolution. Many of them can be introduced into RS image fusion. For the page of limitation, we do not address super-resolution in detail. The review for super-resolution can be referred to [174] [175]. The review for GAN based super-resolution can be referred to [176] [177].

B. RS Data Assimilation

Data assimilation is also related research of RS data fusion. Data assimilation is a mathematical discipline that seeks to optimally combined information with different observations. Satellite remote sensing is based on a wide range of platforms and provide various type of observations on large scales and now covering more than decades of measurements. RS data assimilation approaches open possibilities to further exploit satellite observations to serve for modeling the earth system (land, urban surfaces, ocean, or sea-ice).

Both RS data fusion and RS data assimilation need to combine different observation data. However, most of homogeneous and heterogeneous RS data fusion never directly serve for earth system. Even RS and Ground Observation (GO) data fusion usually only pursue the goal of enhancing observation data or providing more features by machine learning, image analysis, and statistical methods. Many RS data assimilations are to minimize modeling uncertainties but not generate more information from different sources of data.

Deep learning has been applied to data assimilation, but we did not find any studies that use GAN in RS data assimilation up to now. It may need more time for us to find how to take advantage of GAN in the problem of data assimilation.
X. Discussion

A. Model-driven, Data-driven and Knowledge-driven

Most GAN-based RS data fusion belongs to data-driven methods, which are different from model-driven methods in nature. For example, in the early studies, many homogeneous data fusions are pixel-level fusion, which can be summarized as solving an observation equation. They are explicit models, as well as model-driven methods. If the fusion process can be modeled as an observation equation, it can be understood as an inverse problem. The characteristic of most inverse problems is that they are ill-posed and their solving processes mainly center around three fundamental problems: observation equation, regularization scheme, and regularization parameter. However, in the family of data-driven methods, there are no obvious boundaries between the three fundamental problems. In CNN-based fusion methods, observation equation, regularization scheme, and regularization parameter have no explicit forms but all by hidden layers of implicit form. Apparently, GAN-based RS image fusion belongs to data-driven methods.

In data-driven fusion methods, the ill-posed problem is solved by feature learning with large data sets. The major advantage is that they do not rely too much on the experience of humans to construct features. The disadvantage is that they need large data sets and power computation abilities. At the same time, model-driven has very clear psychical meaning, which may be very important to some fusion problems. There is already some research integrating model- and data-driven for fusion such as [178]. Furthermore, data-driven often can not be directly applied to some problem. In this case, we may need to convert data into knowledge. Knowledge-driven fusion will be a very important direction following model-driven and data-driven.

B. How to convert the multi-source relationship into generative and adversarial relationship

In reference [121], the authors summarized three type relationships: complementary, redundant, and cooperative. For example: infrared and visible light image fusion belongs to complementary type relationship; Most spatiotemporal image fusion also belongs to complementary type relationship; The fusion of MS and PAN belongs to redundant type. Most point clouds and optical image fusion belong to the cooperative type. All of them face the problem of what should be generative relation and what should be adversarial relation. It is easy to understand the function of generative networks that are responsible to establish the relationship between multi-source inputs and the target outputs. However, it is still hard to clearly address the function of the adversarial scheme in GAN for fusion, because sometimes there are no obvious adversarial relationships in complementary, redundant, and cooperative parts. There do have some unity of opposites in RS image fusion. For example, when we take a common type of pixel-level fusion as an ill-posed problem, their anti-degradation and regularization are a pair of contradictions. But they are explicit contradictions, which need to be transformed if we want to model them by implicit GAN. Therefore, in RS image fusion, the function of the adversarial architecture needs to be researched further in future research.

C. What role does the discriminator play in the GAN based image fusion?

Most of the GAN for RS image fusion has a very complex generator but a relative sample discriminator. It is a strange phenomenon since and generator and discriminator should be similar to the two sides of a coin. Why do we need a very strong generator and a very weak discriminator? One explanation is that generate a fusion image just be more difficult than discriminate against a fusion image. Another explanation is that we still do not know the nature about how to discriminate a real fusion image from a fake fusion image. It is worthy to re-thinking that what role the discriminator plays in the GAN-based image fusion. Maybe we need to open a new way of using GAN for RS image fusion in the future, which is based on totally different understanding of the principle and mechanism of GAN.

XI. Conclusion

In this review, we have performed a comprehensive analysis on how to utilize GAN for RS data fusion. We mainly analyzed different characteristics of homogeneous RS data, heterogeneous RS data, and RS and ground observation data, and systematically review how to use GAN in these types of fusions. We point out that in many methods the architecture, loss function, and training scheme of GAN are all reformed to adaptive to RS data fusion. We also discussed some open problems in GAN for fusion such as data-driven or model-driven, the relationship of generative and adversarial parts, and the special role of a discriminator, etc. We believe that the classification and systematization of these methods of RS data fusion with GAN can help the reader to better understand and use them.
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