Application of high-order lattice Boltzmann pseudopotential models
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Higher-order lattice Boltzmann (LB) pseudopotential models have great potential for solving complex fluid dynamics in various areas of modern science. The discreteness of the lattice discretization makes these models an attractive choice due to their flexibility, capacity to capture hydrodynamic details and inherent adaptability to parallel computations. Despite these advantages, the discreteness makes high-order LB models difficult to apply due to the larger lattice structure, for which basic fundamental properties, namely, diffusion coefficient and contact angle, remain unknown. This work addresses this by providing general continuum solutions for those two basic properties and demonstrating these solutions to compare favorably against known theory. Various high-order LB models are shown to reproduce the sinusoidal decay of a binary miscible mixture accurately and consistently. Furthermore, these models are shown to reproduce neutral, hydrophobic and hydrophilic contact angles. Discrete differences are shown to exist, which are captured at the discrete level and confirmed through droplet shape analysis. This work provides practical tools that allow for high-order LB pseudopotential models to be used to simulate multicomponent flows.

Introduction—The lattice Boltzmann (LB) method provides a mesoscopic representation of fluid transport and has over the past two decades gained substantial interest in modeling complex fluid dynamics [1, 2]. Much of the success of the LB method owes to the unique lattice discretization that allows for exact advection [3], i.e., zero-numerical-diffusion, and scalable parallel computations due to the locality of computing non-linear equations on the discrete lattice allowing for highly efficient computations [4]. As the advection is exact and non-linearity is local, the LB method is an attractive alternative to numerical methods based on the Navier-Stokes equations (NSE) [5, 6]. However, the standard (low-order) lattice model, e.g., the 2D nine velocity model (Q9), is insufficient to recover the correct momentum dynamics at the NSE level [7] and violate Galilean invariance, i.e., the velocity-dependent viscosity due to cubic velocity error $O(u^3)$ [8]. Higher-order LB models are shown to completely recover the full NSE [9] and to describe hydrodynamics beyond the NSE representation [7]. This level of detail is important for fluid problems approaching nonequilibrium where nonlinearity and fluctuations due to microscopic interactions become significant [10]. Developments of high-order LB models have increasing importance as applications involving complex microfluidic fluids phenomena continue to advance due to their well established potential and significance, such as microfluidics [11]. Many of these micro-applications involve complex states of fluids, i.e., fluid systems consisting of multiple components and/or phases (hereinafter referred to as multicomponent). For this reason, the development of high-order LB models for multicomponent problems is crucial for the advancement of micro-applications. Other than the greater level of hydrodynamic detail, there are two additional advantages of using these models for multicomponent problems; (1) have an inherently high-isotropy-order lattice structure and (2) are Galilean invariant. Both of these are well known to be crucial for eliminating the spuriousness that has long plagued the LB method for multicomponent flows [12]. Surprisingly, to this date, the application of higher-order LB models for multicomponent flows remains elusive and mostly unexplored.

The LB method simulates multicomponent flows using extensions based on either the free energy [13], color-gradient model [14] or pseudopotential interactions [15]. The pseudopotential model is arguably the most popular multicomponent model [3, 6] and has consistently been used to model complex systems (see, e.g., review by Chen et al. [16]) including droplet dynamics on chemically patterned surfaces [17]. The pseudopotential model, although known for its simplicity, provides a unique mesoscopic representation of the underlying microscopic picture, in which non-ideal fluid mixtures are simulated by mimicking the intermolecular interactions along the lattice. It depicts intra (self) and inter (cross)-interactions discretely on the lattice by a pseudopotential $\psi$ (a function of local density $\rho$) and an amplitude $\eta$, where the spatial discretization and accuracy, i.e., order of isotropy gradients, is dependent on the lattice structure used. While various high-isotropy-order lattices are available from Sbragaglia et al. [18] it is possible, and more convenient, to use the lattice structure of a high-order LB model directly. Different lattice structures/models incur different discrete contributions that affect the momentum flux tensor (in short, pressure tensor) [19–21]. This was first shown by Shan [22], who proposed the exact lattice theory and provided the exact discrete pressure tensor for the eighth-isotropy-order lattice structure, known as the E8. The pressure tensor of self- and cross-interactions directly influence transport properties where a direct link to the macroscopic continuum fluid equations (i.e., NSE), such as advection-diffusion, can be derived using the Chapman-Enskog analysis as shown in [23] and more recently in [24]. To derive such transport properties requires a differential form rather than a discrete form, that is, the continuum approximation (a truncation) of the discrete pressure ten-
sor. Shan [22], using Taylor expansion series, discovered that this continuum solution is dictated by the exact discrete form, which allows for thermodynamically consistent pseudopotential models [19, 21]. The Q9 with interactions on the E8 lattice, provided the discrete and continuum solutions by [22], has since been successfully applied to study complex fluids and assist in contributions to fundamental fluid mechanics body of knowledge. Notably, this includes the rheology of soft flowing crystals [25, 26] and evidence of stress-induced cavitation [27], which were only possible due to the extended interaction-range of the E8 over two Brillouin zones (or lattice-belts). In spite of this, the application of high-order LB models (or any other high-isotropy-order lattice structure) for any multicomponent problem has remained unexplored due to the unknown form of the exact interaction pressure tensor at both the discrete and continuum level. This was addressed in our recent work From et al. [21] where solutions at both levels were derived and provided in a general form for higher-order lattice structures. That includes lattice structures that involve more discrete interactions across three or more Brillouin zones (e.g., tenth-order (E10), 12th-order (E12) isotropy [18] and Q49ZOTT [21] lattice structures), allowing for even greater flexibility compared to the E8. As such, while high-order LB pseudopotential models already benefit from high-isotropy-order there is also a myriad of potential benefits offered from using such models. However, the basic properties, namely, diffusion coefficient and contact angle, required for the general application of these models for multicomponent flows remain unknown.

In this work, the high-order LB pseudopotential method detailed in From et al. [21] is used, for which a summary is provided in Appendix A. To address the general applicability of high-order LB pseudopotential models for multicomponent flows, the advection-diffusion equation is obtained in Sec. I to identify the diffusion coefficient, $D$. In Sec. II the discrete solution from [21] is extended to consider fluid-structure-interactions (FSI) and the contact angle $\theta$ is derived. Both $D$ and $\theta$ are obtained in a general differential form that is applicable to any lattice and includes contributions from both self- and cross-interactions ($\psi$ and $\Psi$). The universality and applicability of the derived solutions are demonstrated by benchmarking three high-order LB models, the zero-one-three (ZOT) variants Q17ZOT [28] and Q25ZOT [9], and the zero-one-two-three (ZOTT) Q49ZOTT [9, 21]. In Sec. I the sinusoidal decay of binary miscible mixture is simulated and in Sec. II, a static droplet on a solid surface is simulated to demonstrate neutral, hydrophobic and hydrophilic contact angles.

I. DIFFUSION

From a numerical point of view, diffusion transport is required to define whether two distinct fluids (denoted by superscript $\phi$ and $\varphi$) are miscible or immiscible. First, for a fluid mixture with $S$-number of components ($\rho = \sum_\phi \rho^\phi$) the continuity of the whole fluid mixture requires

$$\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) = 0, \quad (1a)$$
$$\partial_t \rho u_i + \partial_j \rho u_i u_j = -\partial_i P_o + \partial_j \left[ \mu \left( \partial_j u_i + \partial_i u_j \right) \right], \quad (1b)$$

where subscript indices denote Cartesian components ($i := x, y$). $\mathbf{u}$ is the common mixture velocity [see Eq. (A4)] and $P_o = \sum_\phi P^\phi$ is the total local static isotropic pressure. Each $\phi$-component obeys the advection-diffusion equation,

$$\partial_t \rho^\phi + \partial_i D^\phi \partial_i \rho^\phi = -\partial_i D^\phi \varphi \partial_i \rho^\phi, \quad (2)$$

where mutual diffusion between components requires the symmetry condition $\partial_i \rho^\phi = -\partial_i \rho^\varphi$ to satisfy (1a). Equation (2) depends on the implementation of force contributions to the collision process where, in this work, force contributions are coupled explicitly using the explicit-forcing (EF) scheme [29]. This was solved recently in Küllmer et al. [24] but only for the case where relaxations times $\tau^\phi = \tau^\varphi$, self-interactions are absent, and for a standard lattice, i.e., using a continuum approximation of pressure tensor that is not general for higher-order LB models. Through Chapman-Enskog analysis using a second-order Taylor expansion [23], the EF scheme recovers the advection-diffusion [24] in the general form

$$\partial_t \rho^\phi + \partial_i D^\phi \partial_i \rho^\phi u_i = -\partial_i \left( \left( \bar{\tau} - \frac{1}{2} \right) \left[ c^\phi \partial_i P_o + (c^\phi + c^\varphi)(-c^\varphi \partial_i \rho^\phi + F_i) \right] \right), \quad (3)$$

where $c_s$ is the sound speed of the lattice model, $c^\phi$ is the $\phi$–component concentration where $c = c^\phi + c^\varphi = 1$ and the effective relaxation $\bar{\tau} = (\rho^\phi \tau^\phi + \rho^\varphi \tau^\varphi) / \rho$ with $\tau^\phi$ defined from kinematic viscosity $\nu^\phi = c_s^2 \left( \tau^\phi - \frac{1}{2} \right)$. The mass diffusive flux of each component satisfies $\bar{j}^\phi = \rho^\phi (\mathbf{u}^\phi - \mathbf{u}) = D^\phi \varphi \nabla \rho^\phi$.

Here, the work by Küllmer et al. [24] is extended by considering $\tau$, all forms of interactions ($\psi$ and $\Psi$), and implementing the generalized solution to $P_o$ and $F_i$ into Eq. (3). Approxiimating the diffusion coefficient $D^\phi \varphi$ requires $P_o \equiv P^{\text{tot}}$ and $F_i$ to be in differential form rather than discrete [30]. This is achieved under the long-wavelength limit assumption [see 21]. The discrete form of the interaction force including all possible interactions is defined by [15] (spatial dependence is only explicitly noted in discrete equations)

$$F_i^\phi (\mathbf{x}) = -\psi^\phi (\mathbf{x}) G^\phi \sum_\alpha \tilde{w}_\alpha \psi^\phi (\mathbf{x} + \xi_\alpha) \xi_{\alpha,i},$$
$$-\Psi^\phi (\mathbf{x}) G^\phi \sum_\alpha \tilde{w}_\alpha \Psi^\phi (\mathbf{x} + \xi_\alpha) \xi_{\alpha,i},$$

where a binary mixture is considered $S = \phi, \varphi$. Second-order Taylor expansion around $\psi(x \pm \xi, \Delta t)$ and $\Psi(x \pm \xi, \Delta t)$ in (4) results in the continuum approximation of interaction force

$$F_i^\phi = -C_{22} \partial_i \Psi^\phi \partial_i \rho^\phi - C_{22} \Psi^\phi \partial_i \Psi^\phi, \quad (5)$$

where $\Delta t = 1$ in dimensionless lattice units and the sign of $G$ defines attraction ($-G$) or repulsion ($+G$). $C_n$ refers
to the \( n \)-th order isotropy coefficient of tensorial structures, such as second-order \( \sum_\alpha \tilde{w}_\alpha \xi_\alpha \xi_\alpha = C_2 I_{ij} \) and fourth-order \( \sum_\alpha \sum_\beta \tilde{w}_\alpha \xi_\alpha \xi_\beta \xi_\beta = C_4 (l_2 I_{ij} I_{jk} + l_3 I_{ij} I_{kl} I_{jk} I_{kl}) \), where \( I \) is the identity tensor. For a given lattice \( \{ w_\alpha, \xi_\alpha : \alpha = 0, \ldots, Q \} \), \( C_n \) are controlled via the interaction weights \( \{ \tilde{w}_\alpha \} \), which are \( \tilde{w}_\alpha \propto w_\alpha \) with (4) directly on the lattice. For the total pressure tensor, \( P^{\text{tot}} = P^{\text{kin}} + P^{\text{int}} \), the kinetic contribution is obtained as the second-order moment of the equilibrium distribution \( f_n^\phi \) [Eq. (A3)], i.e., \( P^{\text{kin}} \approx \sum_\alpha \sum_\beta \alpha \beta f_n^{\phi^{\alpha \beta}} \xi_\alpha \otimes \xi_\beta = \rho c \phi \xi \), where \( \otimes \) indicates tensor product. The interaction pressure tensor \( \langle P^{\text{int}} \rangle \) due to (4) is approximated from the generalized discrete form [21], which up to second-order Taylor expansion reads

\[
P^{\text{int}} = \frac{C_2}{2} \left( G^{\phi \phi} (\phi')^2 + G^{\phi \phi \Psi \phi \Psi'} \right). \tag{6}
\]

Assuming \( P^{\text{kin}, \phi} = P^{\text{kin}, \phi_0} \approx \rho c_s^2 \), at the interface where both components coexist, or for a miscible mixture, one component has a total pressure of \( P^{\phi}_0 = c^2 \rho c_s^2 + G^{\phi \phi} (\phi')^2 + G^{\phi \phi \Psi \phi \Psi'} \), where the total pressure is \( P^{\text{tot}} = \sum_\phi P^{\phi}_0 \). Furthermore, if the two components in the mixture are completely immiscible then \( \Psi' \cdot u = 0 \) and, as such, in the bulk of each component the total pressure is

\[
P^{\phi}_0 = \rho c_s^2 + G^{\phi \phi} (\phi')^2. \tag{7}
\]

\( P^{\text{int}} \) (6) is truncated up to second-order isotropy gradients, which intrinsically assumes the tensor to be completely isotropic, hence a scalar quantity. Realistically, the pressure tensor at the interface is anisotropic, which requires at least fourth-order isotropy gradients [18]. Equations (5) and (6) are practical estimates and subbed into (3) to derive the diffusion coefficient \( (D^{\phi \phi}) \). Since potentials are functions of local density it is possible to use identities \( \partial_t \phi = \partial_\rho \psi \times \partial_\rho \rho \) and after factoring out \( \partial_t \rho \phi \) to conform with the advection-diffusion equation (2) \( D^{\phi \phi} \) is then defined by

\[
D^{\phi \phi} = \left( \bar{\tau} - \frac{1}{2} \right) \times \left[ C_2 \left( G^{\phi \phi} (\phi')^2 + c^2 \Psi \phi \Psi' \right) - c^2 \left( \Psi' \cdot u \right) \right] - \frac{c^2}{2} \left[ G^{\phi \phi} \Psi \phi \Psi' \psi' - c^2 G^{\phi \phi} \Psi \phi \phi' \right] - G^{\phi \phi} \psi' \psi' - c^2 G^{\phi \phi} \Psi \phi \phi' \right) \right] - c^2 \left( \Psi' \cdot u \right), \tag{8}
\]

where \( \psi' = d\psi/d\rho \), \( \Psi' = d\Psi/d\rho \), and, symmetry requires \( \partial_\rho \rho = -\partial_\rho \rho \), and \( G^{\phi \phi} = G^{\phi \phi} \). The miscible, \( D^{\phi \phi} < 0 \), and immiscible, \( D^{\phi \phi} > 0 \), regimes are given by a critical limit for \( \Psi' \cdot u \) for the mutual interaction strength defined by solving Eq. (8) for \( D^{\phi \phi} = 0 \),

\[
G^{\phi \phi} = \frac{C_2 (c^2 + c^2) + C_2 (c^2 G^{\phi \phi} \Psi \phi \phi' + c^2 G^{\phi \phi} \Psi \phi \phi' - c^2 \left( \Psi' \cdot u \right)) \right]}{C_2 (c^2 G^{\phi \phi} \Psi \phi \phi' + c^2 G^{\phi \phi} \Psi \phi \phi')} \tag{9}
\]

Defining \( G^{\phi \phi} = C \cdot G^{\phi \phi}_{\text{crit}} \) allow two components to be set as miscible or immiscible by \( C < 1 \) or \( C > 1 \), respectively. By imposing certain conditions it is possible to reduce and simplify the generalized solution (9). Firstly, setting the second-order isotropy coefficient to \( C_2 = c_s^2 \) (possible by setting interaction weights \( \tilde{w}_\alpha \) to be equal to the lattice weights \( w_\alpha \)) allows the critical limit \( G^{\phi \phi}_{\text{crit}} \) (9), for a given problem, to be the same regardless of the lattice model. However, \( D^{\phi \phi} \) still depends on \( c_s \) as seen in (8). In addition, if the concentration of each component at the interface is \( c^0 = c^2 = 1/2 \) and self-interactions are neglected then (9) further reduces to

\[
G^{\phi \phi}_{\text{crit}} = 2 \left( \Psi' \phi' \phi' \Psi \phi \phi' \right)^{-1}, \tag{10}
\]

which is the same form given in [24]. Notice that, unlike traditional force-schemes [23], with the EF scheme \( G^{\phi \phi}_{\text{crit}} \) is independent of \( \bar{\tau} \), as reported in [24] for (10). To demonstrate the universality and applicability of derived solution for \( D^{\phi \phi} \) (8) the accuracy across various high-order lattices is tested numerically using the popular decaying sinusoidal wave of a miscible \( (D^{\phi \phi} < 0) \) binary mixture (details of the known theoretical solution and initialization are provided in Appendix B1). Simulations are conducted on a grid \((n_x = 200, n_y = 4)\), with an initial perturbation of \( \delta = 10^{-3} \) and run until the local \( \bar{\phi} \)-density \( \rho_{L} = \rho_{L} \bar{\phi} \) satisfies \( \rho_{L} - \langle \rho \rangle = 10^{-6} \) [Fig. 1]. Three high-order LB models are benchmarked, Q17ZOT, Q25ZOT, and Q49ZOT, where interactions (4) are deployed directly on their respective lat-
tile structure and the interaction weights \( \tilde{w}_\alpha \) are scaled so that \( C_2 = 1 \) and \( C_4 = c_s^2 \) by setting \( \tilde{w}_\alpha = w_\alpha/c_s^2 \). The sound speed \( c_s \) of the Q49ZOTT model has been rescaled to match that of the ZOT lattices [see 21] to avoid ambiguity in dimensionless scaling. These three lattice models differ in terms of

- contributions at the discrete level, that is, interaction forces (4) are computed on different lattice links with different magnitudes.
- Q17ZOT and Q25ZOT have the same order of isotropy (spatial accuracy) whereas Q49ZOTT is two orders more accurate allowing for discrete contributions to be assessed and the uniqueness of isotropy-order to be tested.
- Q17ZOT and Q25ZOT recover up to third-order terms in the equilibrium distribution, compared to Q49ZOTT which can recover up to fourth-order terms [see Eq. (A3)].

The general fourth-order-isotropy pseudopotential that satisfies thermodynamic consistency [19] is used for both self- and cross-interactions (for demonstrative purposes), i.e., \( \psi^0 = \left[ \rho^0/(\epsilon + \rho^0) \right]^{1/\epsilon} \) and \( \Psi^0 = \left[ \rho^0/(\epsilon + \rho^0) \right]^{1/\epsilon} \), respectively, where \( \epsilon = (6C_4 - 2C_2)/(6C_4 + C_2) \) [21].

In Figure 1a, only cross-interactions are considered to complement the known solution (10). In Figure 1b, all forms of interactions are included where self-interactions (\( G^{\psi \psi} \) and \( G^{\rho \rho} \)) were chosen so that the bulk pressure of each component is \( P^\phi_\alpha/(C_2^2 \rho^\phi_\alpha) = 0.9 \) using Eq. (7). In all simulations cross-interaction strength is set close to the critical limit \( G^{\psi \psi}/G^{\rho \rho}_{crit} = 0.9 \) where \( D^{\rho \rho} \) is arbitrarily close to zero. The results between the three lattice models and theoretical solution are indistinguishable, which validates the derived general solution for the diffusion coefficient (9). The accuracy is further appreciated by the consistency between lattice models, all of which involve different discrete force contributions, across the extremely long advection times (\( >> 10^5 \)) numerical steps in time were required to meet the criteria \( \rho^\phi_L - \langle \rho \rangle \leq 10^{-6} \). This demonstrates the universality of the solution and the robust application of higher-order LB pseudopotential models.

II. CONTACT ANGLE

Hydrophilic, hydrophobic, or, neutral surfaces, quantified by the contact angle, are important for a wide range of applications, from porous media to modern surface technology in self-cleaning surfaces. These surfaces are the result of the interactions of different fluid components with the solid boundary (\( x^w \)), i.e., FSI, which is modeled directly with the pseudopotential model [31] by reading Eq. (4)

\[
P^w_\alpha(x) = -\psi^\phi_\alpha(x) G^{\psi \phi} \sum_\alpha \tilde{w}_\alpha \psi^w_\alpha(x + \xi_\alpha) \xi_{\alpha,i},
\]

where \( \psi^w_\phi \) is the potential-density of the solid boundary at \( x^w \) and unless \( (x + \xi_\alpha) \in x^w \) this potential is set to zero. \( \psi^w_\phi \) is set to equal the initial density of each respective component. It is assumed that FSI scale linearly with density gradients, which can be imposed by \( G^{\psi \phi}(\psi^\phi(x) := G^{\psi \phi}(x), \forall x \). Within the vicinity of the solid boundary \( (x + \xi_\alpha) \in x^w \) the total pressure tensor has to account for these interactions [i.e., FSI (11)] and is now defined by \( P^{tot} = P^{kin} + P^{int} + P^w \). A discrete form of pressure tensor \( P^w \) due to FSI (11) has not been previously defined in the literature. With the discrete form of \( P^{int} \) addressed in [21] it is straightforward to recast this discrete form to account for FSI (11),

\[
P^w_{ij}(x) = \sum_z \mathcal{D}^w_{ij}(z)(x) = \left\{ \sum_\alpha \frac{\tilde{w}_\alpha}{2C_2} \left[ G^{\psi \phi}(x) \cdot \psi^w_\phi(x + \xi_\alpha) \xi_{\alpha,i} \xi_{\alpha,j} \right] \right. \\
+ \sum_\alpha \sum_\beta \frac{\tilde{w}_\alpha}{2C_2} \left[ G^{\psi \phi}(x) \cdot \psi^w_\phi(x - \xi_\alpha + \xi_\beta) \xi_{\alpha,i} \xi_{\beta,j} \right] \\
+ \sum_\alpha \sum_\beta C^{w}_{ij} \xi_{\alpha,i} \xi_{\alpha,j}
\]

where superscript \( z \), \( \tilde{z} \) and \( \hat{z} \) denote symmetry groups uniquely defined by \( z = [\xi_1, |\xi_2|, \ldots, |\xi_\alpha]| \) where the two unique symmetry groups \( \tilde{z}, \hat{z} \in z \) \( > \) 2, i.e., lattice \( \xi_\alpha \) that span beyond the first Brillouin zone. More specifically, \( \tilde{z} \)-group considers all vectors \( (\xi^z_\alpha \forall z = \tilde{z}) \) that are purely axial, \( \xi_{\alpha,i} \xi_{\alpha,j} = 0, i \neq j \), or purely diagonal, \( \xi_{\alpha,i} = \xi_{\alpha,j} \). Symmetry group \( \hat{z} \) considers all vectors \( (\xi^\hat{z}_\alpha \forall z = \hat{z}) \) that consists of diagonal vectors with mixed components, \( \xi_{\alpha,i} \neq \xi_{\alpha,j} \) and \( \xi_{\alpha,i}, \xi_{\alpha,j} \neq 0 \). The second and third line in (12) allows for all \( \tilde{z} \) and \( \hat{z} \) contributions to be accounted for, where technical details of the parameters; scalars \( E \) and \( \beta \), and, vectors \( e_\beta \) and \( N \), were introduced in From et al. [21] and the following will provide a brief summary. \( E^z \) is the largest absolute value of the components in the lattice velocity, defined by: \( E^z = \max_\alpha (|\xi^z_\alpha|), \forall \alpha \in \xi^z_\alpha \). In symmetry groups \( \tilde{z} \) and \( \hat{z} \) there exist \( \beta = 1, \ldots, (E^z - 1) \) additional contributions that are not captured by \( x + \xi_\alpha \) [i.e., the first
line in (12)]. These additional contributions are accounted for at the discrete level by \( x - \xi_n^\alpha + \varepsilon_n^\beta \) with the introduction of the vector \( \varepsilon_n^\beta : \beta = 1, \ldots, (E - 1) \). Initially, this is set to the directional unit vector \( \varepsilon_n^\beta = U_n^\alpha \), which is given by \( U_n^\alpha (\xi_n^\alpha) = 1 \circ \text{sgn}(\xi_n^\alpha) \) where 1 is a constant unit vector, \( \text{sgn}(\cdot) \) denotes signum function and \( \circ \) denotes Hadamard product. Then, \( \varepsilon_n^\beta \) progressively shifts \( \varepsilon_n^\beta = \varepsilon_n^\beta - 1 + U_n^\alpha \) towards \( N^\alpha \) until \( \varepsilon_n^\beta \rightarrow N^\alpha \), where the vector \( N^\alpha (\xi_n^\alpha) = (E - 1)U_n^\alpha \) provided that \( \varepsilon_n^\beta \neq \xi_n^\alpha, i \) for any \( i \) component; otherwise \( \varepsilon_n^\beta = \varepsilon_n^\beta - 1, i \). Lastly, \( C_\beta \) is required only for \( \varepsilon = 13 \) and any other symmetry group \( \varepsilon < 13 \) this factor is set to unit constant. For \( \varepsilon = 13 \), during the sum over \( \beta \) this factor is initially set to \( C_\beta = \frac{1}{2} \) and then \( C_\beta = (3 - 1) = \frac{1}{2} \). For full details refer to [21]. The interaction pressure tensor due to FSI (11) is now defined in a generalized discrete form (12) and comes in addition to the discrete solutions presented in [21].

At the three-phase-interface (two fluid components, or phases, and the solid phase) the contact angle can be determined from Young’s equation [32],

\[
\cos \theta = \frac{\sigma^{w\phi} - \sigma^{w\phi}}{\sigma^{\phi\phi}},
\]

(13)

for which the droplet is phase-\( \phi \) rich and the surrounding fluid is phase-\( \varphi \) rich. In (13) \( \sigma^{w\phi} \) (and \( \sigma^{w\phi} \)) is the tension between the solid boundary and each fluid component due to FSI (11) and \( \sigma^{\phi\phi} \) is the interfacial tension between binary fluids. These are defined by [33] (in the case where the surface boundary is normal to principle \( y \)-axis)

\[
\sigma^{\phi\phi} = \int_{w\phi} \left( P^{tot}_{yy} - P^{tot}_{xx} \right) dy,
\]

and

\[
\sigma^{w\phi} = \int_{w\phi} \left( P^{tot}_{yy} - P^{tot}_{xx} \right) dy,
\]

(14)

which can be evaluated given (12) and the solutions in [21] allowing the contact angle (13) to be solved at the discrete level. Furthermore, it was shown in [21], with \( \text{P}^{\text{int}} \) truncated at fourth-order isotropy gradients, that at the continuum level \( \sigma^{\phi\phi} \) will only depend on \( C_4 \), despite an arbitrary number of interactions (4) at the discrete level. The continuum approximation of \( \sigma^{w\phi} \) can be obtained similarly to \( \sigma^{\phi\phi} \) following From et al. [21], where in this case all gradients are directed in \( y \), i.e.,

\[
\sigma^{w\phi} \approx -\frac{C_4}{2} G^{w\phi} \int_{w\phi} (\partial_y \psi^\phi)^2 dy - \frac{C_4}{2} G^{w\phi} \int_{w\phi} \partial_y \psi^{w\phi} \partial_y \psi^\phi dy - \frac{C_4}{2} G^{w\phi} \int_{w\phi} \partial_y \psi^\phi \partial_y \psi^{w\phi} dy
\]

(15)

With the continuum form of \( \sigma^{\phi\phi} \) and \( \sigma^{w\phi} \) it is possible to define (13) at the continuum level explicitly by (see, e.g., Benzi et al. [33])

\[
\begin{align*}
\cos \theta & \approx C_4 \left[ \frac{1}{2} G^{w\phi} \int_{w\phi} (\partial_y \psi^\phi)^2 dy + \frac{1}{2} G^{w\phi} \int_{w\phi} (\partial_y \psi^{w\phi} \partial_y \psi^\phi)^2 dy - \frac{1}{2} G^{w\phi} \int_{w\phi} (\partial_y \psi^{w\phi} \partial_y \psi^\phi)^2 dy \right] \\
& = C_4 \left[ \frac{1}{2} G^{w\phi} \int_{w\phi} (\partial_y \psi^\phi)^2 dy + \frac{1}{2} G^{w\phi} \int_{w\phi} (\partial_y \psi^{w\phi} \partial_y \psi^\phi)^2 dy \right]
\end{align*}
\]

(16)

which is a fourth-order-isotropy truncation inherited from (15). Note that the cross-interactions terms in \( \sigma^{w\phi} \) and \( \sigma^{w\phi} \) cancel out. In the absence of self-interactions, and factoring out dependence on \( C_4 \), Eq. (16) reduces to

\[
\cos \theta \approx \frac{G^{w\phi} \int_{w\phi} \partial_y \psi^{w\phi} \partial_y \psi^\phi dy - G^{w\phi} \int_{w\phi} \partial_y \psi^{w\phi} \partial_y \psi^\phi dy}{2G^{w\phi} \int_{w\phi} \partial_y \psi^\phi \partial_y \psi^{w\phi} dy}
\]

(17)

which is the same simplified form as in Benzi et al. [33]. From this, it is straightforward to identify that if \( G^{w\phi} = G^{w\phi} \) and \( \partial_y \psi^{w\phi} \partial_y \psi^\phi = \partial_y \psi^{w\phi} \partial_y \psi^\phi \), then, theoretically, the contact angle \( \theta = \arccos(0) = 90^\circ \) for any \( G^{w\phi} \) in the absence of self-interactions.

The contact angle is tested by simulating a static droplet on a flat surface (details in Appendix B2) where similarly to the sinusoidal decay in Sec. I, the Q17ZOT, Q25ZOT and Q49ZOTT are used with isotropy coefficients set to \( C_2 = 1 \) and...
The potentials used are \( \psi^\rho = \left[ \rho^\phi / (\epsilon + \rho^\phi) \right]^{1/\epsilon} \) and \( \Psi^\rho = \rho^\phi \). It is reminded that \( G^{\psi \rho} \psi^\phi (x) \equiv G^{\psi \rho} \rho^\phi (x) \), \( \forall x \) in Eqs. (11) and (12). Given \( \psi, \Psi \) and the isotropy coefficients (controlled via \( \psi, \Psi \)) it is possible to solve for \( D^{\psi \rho} = 0 \) to obtain \( C^{\psi \rho}_c \). \( \Psi^\rho \) and \( G^{\psi \rho} \) are in exact agreement with the theoretical requirement \( \theta = 90^\circ \), whereas \( \theta_{\text{geo}} \) deviates slightly \( \pm 3^\circ \sim 4^\circ \) and \( \theta_{\text{FIT}} \) shows the largest deviations \( > 7^\circ \). The deviations for the geometric-based solutions, \( \theta_{\text{FIT}} \) and \( \theta_{\text{geo}} \), are most likely owed to their dependence on spatial resolution [34]. Furthermore, in Figs. 2b and 2c boundary-interactions are set to equal-opposite \( G^{\psi \rho} = -G^{\rho \psi} \), which allows for hydrophobic \( \theta > 90^\circ \) [2b] or hydrophilic \( \theta < 90^\circ \) (2c) fluid-solid dynamics to be modeled by setting \( +G^{\psi \phi} \) or \( -G^{\rho \psi} \), respectively. Both \( \theta_{\text{FIT}} \) and \( \theta_{\text{geo}} \) are in excellent agreement with each other and qualitatively match the contour plot. In contrast, \( \theta_{\text{geo}} \) fails to adequately match the simulated results at a qualitative level. However, \( \theta_{\text{geo}} \) does allow for hydrophobic [2b] and hydrophilic [2c] contact angles to be identified. Interestingly, for each test case \( \theta_{\text{geo}} \) remains constant across all lattice models, whereas both \( \theta_{\text{FIT}} \) and \( \theta_{\text{geo}} \) indicate minuscule differences between lattice models for the hydrophobic [2b] and hydrophilic [2c] cases. These are due to differences at the discrete lattice level and as such, it is reasonable to expect \( \theta_{\text{FIT}} \) to identify such differences. It is, however, more important and interesting to note that differences are also identified by the double-elliptic fitting (\( \theta_{\text{FIT}} \)), which suggests that the \( \theta_{\text{geo}} \) results are not the product of ‘random’ numerical-noise. Instead, \( \theta_{\text{FIT}} \) complements the discrete \( \theta_{\text{geo}} \) solution by identifying that, other than the droplet length and height (evident by the constant \( \theta_{\text{geo}} \)), the quasi-equilibrium droplet-shapes themselves differ between lattice models. Such discrete differences are considered as an attribute of isotropy-order of different lattice structures. For this reason, it is surprising that the Q17ZOT and Q2SZOT differ at this quasi-equilibrium state, since both, although different at the discrete level, theoretically have the same order of accuracy for both isotropy-gradients and the equilibrium distribution [see Eq. (A3)]. Nevertheless, the results presented in Fig. 2 collectively validate the generalized continuum approximation for the contact angle (16) and the newly proposed discrete solution (12) for the interaction pressure tensor due to FSI (11).

### III. SUMMARY AND CONCLUSIONS

To further broaden the applicability of higher-order LB pseudopotential models, generalized solutions of the diffusion coefficient and contact angle were addressed. A generalized diffusion equation was derived and validated by comparison against the theoretical solution for a sinusoidal decay of a binary miscible mixture. To demonstrate the universality and applicability of the derived solution, all simulations were carried out with the Q17ZOT, Q2SZOT, and Q49ZOT. To address the contact angle, first, the generalized discrete pressure tensor from [21] was extended to consider FSI. Then, the generalized continuum form of the interface tension was defined and with Young’s equation, a continuum approximation of the contact angle was derived. By simulating a static droplet on a flat surface numerical validation was achieved for neutral, hydrophobic and hydrophilic surfaces. The exact discrete form was shown to identify differences between the three high-order lattices, which were found to exist even between Q17ZOT and Q2SZOT despite conforming to the same order of isotropy gradients. The exact implications of these discrete differences, in terms of accuracy and stability, are yet to be investigated in detail. The ability to obtain this exact knowledge at the discrete level will, therefore, play an essential role in future developments. In particular, the impact of accuracy and stability of different high-order LB models for multicomponent flows are of great interest.

Addressing the diffusion coefficient and contact angle is a significant advancement in the field of higher-order LB pseudopotential models by allowing such models to be readily and more conveniently applied for general multicomponent problems. The exact discrete solution and the practical, continuum approximation are now both available. The latter allows for these models to be readily and more conveniently applied while the former provides the exact information of discrete contributions, which is important for future developments.
FIG. 2: Static droplet on a flat surface simulated with Q17ZOT (left), Q25ZOT (middle) and Q49ZOTT (right), including all interactions. (a) neutral case where boundary-interactions are equal \( (G_{w\phi} = G_{w\phi'}) \) and the contact angle theoretically reduces to \( \theta = 90^\circ \). (b) hydrophobic and (c) hydrophilic cases where boundary-interactions are set to equal-opposite \( (G_{w\phi} = -G_{w\phi'}) \). The green marker pinpoints the exact three-phase-interface point-of-contact. All plots are cropped at \( x = \left[ \frac{1}{2} \eta_n, \frac{5}{8} \eta_n \right] \) and \( y = \left[ 1, \frac{3}{8} \eta_y \right] \).
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Appendix A: High-order LB pseudopotential method

In this work, a high-order LB pseudopotential method from our previous work From et al. [21] is used. The following provides a summary. In the LB method, mesoscopic representation of fluid flow is described by the distribution function \( f \) where each component \((\phi)\) is defined by its own lattice distribution, \( f_\phi \), in configuration space \( x \), in each discrete velocity \( (\xi_\alpha) \) of all directions \( \xi_\alpha : \alpha = 0,...,Q \) at time \( t \). The evolution of \( f \) is defined as

\[
f_\phi^\alpha (x + \xi_\alpha, t + \Delta t) = f_\phi^\alpha (x, t) - \frac{1}{\tau^\phi} \left[ f_\phi^\alpha (x, t) + \frac{\Delta t}{2} S_\phi^\alpha(x, t) - f_\phi^{eq,\phi}(x, t) \right] + \Delta t S_\phi^\alpha(x, t),
\]

where relaxation parameter \( \tau^\phi \) based on the kinematic viscosity \( \nu \) of the fluid, i.e., \( \nu = c_s^2 (\phi^\nu - 1/2) \Delta x^2/\Delta t \), where on a discrete lattice \( \Delta x = \Delta t = 1 \) and \( c_s \) is the sound speed of the lattice model. In Eq. (A1) the forcing equilibrium distribution (the source term) \( S_\phi^\alpha (x) \) is explicitly coupled to the collision process, which is known as the explicit-forcing (EF) scheme [29, 36]. This source term is defined by [36],

\[
S_\phi^\alpha = \frac{F^\phi(\xi_\alpha - u)}{\rho^\phi c_s^2} f_\phi^{eq,\phi}.
\]

The discrete distribution function up to fourth-order Hermite polynomial expansion is given by (see the seminal work by Shan et al. [7]),

\[
f_\phi^{eq} = w_o \rho \left\{ 1 + \frac{\xi_\alpha \cdot u}{c_s^2} + \frac{1}{2} \left[ \frac{\xi_\alpha \cdot u}{c_s^2} - \frac{u^2}{c_s^2} \right] \right. \\
+ \frac{1}{6} \left[ \frac{\xi_\alpha \cdot u}{c_s^2} - \frac{3u^2}{c_s^2} \right] \\
+ \frac{1}{24} \left[ \frac{\xi_\alpha \cdot u}{c_s^2} - \frac{6u^2}{c_s^2} \right] \\
+ \frac{1}{120} \left[ \frac{\xi_\alpha \cdot u}{c_s^2} - \frac{3u^2}{c_s^2} \right]
\}
\]

where \( w_o \) are the lattice weights and sound speed \( c_s \) is specific to the lattice model. \( \sum w_o \xi_\alpha \cdot \xi_\alpha = c_s^2 I_{ij} \). It is reminded that the \( n \)th-order terms recovered in (A3) is dependent on the lattice model. More specifically, for the high-order LB models used in this work, the Q17ZOT [28] and Q25ZOT [9] recover up to third-order terms in (A3), compared to the Q49ZOTT [9, 21] which can recover up to fourth-order terms in (A3).

In Eqs. (A2) and (A3), the term \( u \) refers to the common mixture velocity and for the EF scheme to conserve momentum is defined by [29]

\[
\rho \dot{u} = \sum_\phi \rho^\phi u^\phi \omega^\phi,
\]

where \( \omega^\phi = 1/\tau^\phi \). The macroscopic variables are defined by moments of the equilibrium distribution, i.e., the zeroth and first-order moments are defined respectively by

\[
\rho^\phi = \sum_\alpha f_\alpha^\phi,
\]

\[
\rho^\phi u^\phi = \sum_\alpha f_\alpha^\phi \xi_\alpha + \frac{\Delta t}{2} F^\phi.
\]

Appendix B: Numerical benchmarks and initial conditions

Here details of the numerical benchmarks conducted in this work are provided including the initial conditions and the known theoretical solution to the sinusoidal decay.

1. Sinusoidal Decay

In Section I of the main text the sinusoidal decay of a binary mixture was used as benchmark, which has the theoretical solution [24]

\[
\rho^\phi (x, t) = \langle \rho \rangle + \langle \rho \rangle \delta \sin(\lambda x) \exp \left( -\lambda^2 \tau^\phi t \right),
\]

\[
\rho^\phi (x, t) = \langle \rho \rangle - \langle \rho \rangle \delta \sin(\lambda x) \exp \left( -\lambda^2 \tau^\phi t \right),
\]

where the wave number is given by \( \lambda = 2\pi/n_x, \rho(x) = \rho^\phi(x) + \rho^\phi(x) \) and \( \langle \cdot \rangle \) denotes spatial average over the entire space \( x \) at time \( t \). Equation (B1) is also used directly to initialize \( t = 0 \) density fields \( \rho^\phi(x) \) and \( \rho^\phi(x) \), i.e., in (B1) with \( t = 0 \) the term exp \( ( -\lambda^2 \tau^\phi t ) \) = 1. A small initial density perturbation is introduced with \( \delta \) and for the tests here is set to \( \delta = 10^{-3} \). Simulations are conducted on a grid \( n_x = 200, n_y = 4 \) where at \( x = \frac{1}{4} n_x \) the \( \phi \)-density \( \rho^\phi_L = \rho^\phi(L/4 n_x, t) \) with \( \delta = 10^{-3} \) initially \( t = 0 \) results in \( \rho^\phi_L - \langle \rho \rangle = 10^{-6} \) for which simulations are run until \( \rho^\phi_L - \langle \rho \rangle = 10^{-6} \) is satisfied.

2. Droplet on a Surface

In Section II of the main text a static droplet on a solid surface is simulated, where the droplet (the \( \phi \)-component) in space \( x = (n_x, n_y) \) are initialized by

\[
\rho^\phi (x) = \frac{\rho_o^\phi}{2} \left( (c_H+c_L)-(c_H+c_L) \tanh \left( \frac{2(R^+ - R_o)}{W_o} \right) \right),
\]

and the surrounding fluid (\( \phi \)) by

\[
\rho^\phi (x) = \frac{\rho_o^\phi}{2} \left( (c_L+c_H)-(c_L+c_H) \tanh \left( \frac{2(R^+ - R_o)}{W_o} \right) \right).
\]
where $R_o$ is the initial radius and $R^* = \sqrt{(x - x_o)^2 + (y - y_o)^2}$ with the location of the droplet defined by coordinates $x_o$ and $y_o$. Simulations are conducted on a symmetric grid ($n_x = n_y = 200$). The top and bottom boundaries are treated as solid nodes with no slip, for which the standard bounce-back [6] boundary condition is applied. Due to streaming, to ensure correct recovery (bounced-back) distributions on high-order LB models the wall-boundaries are covered by $\max_\alpha (|\xi_\alpha|)$-number of layers on the top and bottom. For the lattice models used in this work $\max_\alpha (|\xi_\alpha|) = 3$. The droplet is initialized using Eqs. (B2) and (B3) by setting $x_o = n_x/2$ and $y_o = R_o + \xi_\alpha + 2$ with an initial radius of $R_o = n_x/4$ and the additional 2 nodes are used to place the droplet just above the bottom wall.