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Abstract. We construct a new five parameter family of constant mean curvature trinoids with two asymptotically Delaunay ends and one irregular end.

Introduction

The generalised Weierstrass representation [4] constructs conformal CMC immersions in Euclidean 3-spaces from a holomorphic 1-form $\xi$ on a Riemann surface $\Sigma$. The associated period problem involves showing that the monodromy group of $\xi$ is pointwise unitarisable along the unit circle of the spectral parameter $\lambda$. For the case that $\Sigma$ is the thrice-punctured Riemann sphere and $\xi$ has three regular singular points at the punctures, the resulting three-parameter family of CMC trinoids have asymptotically Delaunay ends [12]. In this paper we extend this result by replacing one of the regular singularities with an irregular singularity of rank 1. The corresponding second-order scalar ODE is the confluent Heun equation (CHE) with five free parameters. The monodromy can be computed by an asymptotic formula for the connection matrix between solutions at the two regular singular points given by Schäfke-Schmidt [10]. In this way, we construct a new five-parameter family of trinoids with two Delaunay ends and one irregular end.

1. The Generalised Weierstrass Representation and the Monodromy Problem

Let us briefly recall the generalized Weierstrass representation [4] to set the notation and conventions adapted from [12]. It consists of the following three steps:

(i) On a connected Riemann surface $\Sigma$, let $\xi$ be a holomorphic 1-form, called a potential, with values in the loop algebra of maps $S^1 \to \mathfrak{sl}_2 \mathbb{C}$. The potential $\xi$ has a simple pole in its upper right entry in the loop parameter $\lambda$ at $\lambda = 0$, and has no other poles in the unit $\lambda$ disk. Moreover, the upper-right entry of $\xi$ is non-zero on $\Sigma$. Let $\Phi$ be a solution of

$$d\Phi = \Phi \xi.$$  

(ii) Let $\Phi = FB$ be the pointwise Iwasawa factorization on the universal cover $\tilde{\Sigma}$.

(iii) Then $f = F'F^{-1}$ is an associated family of conformal CMC immersions $\tilde{\Sigma} \to \mathfrak{su}_2 \cong \mathbb{R}^3$. The prime denotes differentiation with respect to $\theta$, where $\lambda = e^{i\theta}$.

The gauge action is defined by $\xi.g := g^{-1}\xi g + g^{-1}dg$. If $d\Phi = \Phi \xi$, then $\Phi g$ solves $d\Psi = \Psi(\xi g)$. If $g$ is a map on $\Sigma$ with values in a positive loop group of $\text{SL}_2 \mathbb{C}$, then $\xi.g$ is again a potential.

Now let $\Sigma = \mathbb{C} \setminus \{z_0, z_1, z_\infty\}$ be the thrice-punctured Riemann sphere with punctures $z_0 = 0$, $z_1 = 1$ and $z_\infty = \infty$. Let $\Delta$ denote the group of deck transformations of the universal cover $\tilde{\Sigma}$. Let $\xi$ be a holomorphic potential on $\Sigma$. Then $\xi(\tau(z), \lambda) = \xi(z, \lambda)$ for all $\tau \in \Delta$. Let $\Phi$ be a solution of $d\Phi = \Phi \xi$. Note that in general $\Phi$ it is only defined on $\tilde{\Sigma}$. We define the monodromy $M_\tau$ with respect to $\tau$ by

$$M_\tau = \Phi(\tau(z), \lambda) \Phi(z, \lambda)^{-1}.$$  

The period problem cannot be solved simultaneously for the whole associated family, so we contend ourselves with solving it for the member of the associated family $\lambda = 1$. For $i \in \{0, 1, \infty\}$ let $\gamma_i$ be a
loop around the puncture $z_i$ and $M_i$ the monodromy of $\Phi$ along this loop. The period problem consists of the following three conditions \[12\]: For all $i \in \{0, 1, \infty\}$

\[
\begin{align*}
M_i & \text{ takes values in the unitary loop group,} \\
M_i |_{\lambda=1} & = \pm \text{Id}, \\
\partial_\lambda M_i |_{\lambda=1} & = 0.
\end{align*}
\]

2. The Associated Second Order ODE

Consider a holomorphic potential

\[(2.1) \quad \eta_0 = \begin{pmatrix} S(z, \lambda) & R(z, \lambda) \\ T(z, \lambda) & -S(z, \lambda) \end{pmatrix} dz\]

on $\Sigma = \mathbb{C} \setminus \{z_0, z_1, z_\infty\}$. Set

\[(2.2) \quad g = \begin{pmatrix} e^{-f(z, \lambda)} & 0 \\ 0 & e^{f(z, \lambda)} \end{pmatrix}, \quad \text{where } f(z, \lambda) = \int_{z_*}^{z} S(w, \lambda) \, dw.\]

Then $g$ is a positive loop and gauging the holomorphic potential $\eta_0$ by $g$ yields

\[(2.3) \quad \eta_1 := \eta_0 \cdot g = \begin{pmatrix} 0 & e^{2f} R(z, \lambda) \\ e^{-2f} T(z, \lambda) & 0 \end{pmatrix} dz.\]

Hence we can assume without loss of generality that our potential is off-diagonal. Let us then consider a potential, denoted $\eta$, of the form

\[(2.4) \quad \eta = \begin{pmatrix} 0 & \nu(z, \lambda) \\ \rho(z, \lambda) & 0 \end{pmatrix} dz.\]

For the purpose of our work it will be convenient to work with the associated scalar second order ODE corresponding to the $2 \times 2$ system (1.1), given by the following straightforward Lemma 2.1. Solutions of $d\Phi = \Phi \eta$ are of the form

\[(2.5) \quad \begin{pmatrix} y_1'/\nu & y_1 \\ y_2'/\nu & y_2 \end{pmatrix}\]

where $y_1$ and $y_2$ are a fundamental system of the scalar ODE

\[(2.6) \quad y'' - \frac{\nu'}{\nu} y' - \rho \nu y = 0.\]

3. Two Regular Singular Points

Our goal is to construct CMC trinoids for which two ends are regular and one end is irregular. We will assume that at the two ends $z_0$ and $z_1$, the potential is a holomorphic perturbation of a Delaunay potential, and hence regular singular there. In addition, our potentials will have a singularity of rank 1 at $z_\infty$, making it an irregular end. These choices will determine the form of the associated scalar ODE (2.6).

Note that in this and the following sections, we omit the dependence on the spectral parameter $\lambda$. Let $\vartheta_0, \vartheta_1 \in \mathbb{C} \setminus \frac{1}{2} \mathbb{Z}$ be parameters, and $a$ and $b$ functions on $\Sigma$ such that $a$ is holomorphic at $z_0$ and $z_1$, and $b$ is allowed to have simple poles at $z_0$ and $z_1$. Define

\[
\xi := \begin{pmatrix} 0 & 1 \\ Q(z) & 0 \end{pmatrix} dz, \\
Q(z) := \frac{\partial_\vartheta_0 (\vartheta_0 - 1)}{(z - z_0)^2} + \frac{\vartheta_1 (\vartheta_1 - 1)}{(z - z_1)^2} + b(z).
\]
The points $z_0$ and $z_1$ are regular singular points of $\xi$. These double poles can be gauged to simple poles by

$$
g_0 := \begin{pmatrix} 1 & 0 \\ G & 1 \end{pmatrix}, \quad \text{where} \quad G(z) = (z - z_0)^{\delta_0}(z - z_1)^{\delta_1} \exp \left( \int_{z_0}^z a(w) \, dw \right),
$$

to obtain

$$
\eta := \xi, \, (g_0^{-1}) = A_0 \frac{dz}{z - z_0} + A_1 \frac{dz}{z - z_1} + B \, dz
$$

where $B$ is holomorphic at $z_0$ and $z_1$ and

$$
A_k := H_k \Delta_k H_k^{-1}, \quad \Delta_k := \text{diag}(-\vartheta_k, \vartheta_k), \quad H_k := \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad k \in \{0, 1\}.
$$

It is only left to see that a general potential like in (2.1), the one we started with, is equivalent to a potential of the form in (3.2) by the gauge

$$
g_1 = \begin{pmatrix} S^{1/2} & 0 \\ 0 & S^{-1/2} \end{pmatrix}.
$$

3.1. **The $z^A P$ lemma.** Suppose $d\Phi = \Phi \eta$ for which $\eta = A \frac{dz}{z - z_k} + O(z^0) \, dz$ has a simple pole at $z = z_k$ and Delaunay residue $A$. A standard result in the theory of regular singularities states that under certain conditions on the eigenvalues of $A$, there exists a solution of the form $\Phi = z^A P = \exp(A \log z) P$, where $P$ extends holomorphically to $z = z_k$ (see [12] Lemma 14]). Lemma 3.1 summarizes these ideas for our context.

**Lemma 3.1.** For $k \in \{0, 1\}$, the ODE $d\Phi = \Phi \xi$ has solutions

$$
\Phi_k(z) = \exp \left( \Delta_k \log \left( (-1)^k(z - z_k) \right) \right) P_k(z) g_0(z),
$$

at $z_k$, where $P_k(z)$ is holomorphic at $z = z_k$ and $P_k(z_k) = H_k^{-1}$.

**Proof.** The potential $\eta$ has a simple pole at $z_k$ with residue $A_k$. Since $\vartheta_k \notin \frac{1}{2}\mathbb{Z} \setminus \{0\}$, by the theory of regular singular points, there exists a solution to the ODE $d\Psi = \Psi \eta$ of the form

$$
\Psi_k(z) = \exp \left( A_k \log(z - z_k) \right) Q_k(z),
$$

where $Q_k(z)$ is holomorphic at $z = z_k$ and $Q_k(z_k) = 1$. Since $\xi = \eta g_0$, then

$$
\hat{\Phi}_k(z) = H_k^{-1} \exp \left( A_k \log(z - z_k) \right) Q_k(z) g_0(z),
$$
is a solution to the ODE $d\Phi = \Phi \xi$. Since $A_k H_k = H_k \Delta_k$, then

$$
\hat{\Phi}_k(z) = \exp \left( \Delta_k \log(z - z_k) \right) H_k^{-1} Q_k(z) g_0(z).
$$

The theorem follows with $P_k := H_k^{-1} Q_k$, $\Phi_0 := \hat{\Phi}_0$ and $\Phi_1 := \text{diag}((-1)^{-\vartheta_1}, (-1)^{\vartheta_1}) \, \Phi_1$. □

4. **The Confluent Heun Equation**

We have illustrated in sections 2 and 3 why we want to prescribe two regular singularities and one irregular singularity in our potential and, consequently, in the scalar ODE (2.6) associated to the initial value problem (1.1). Let us do this now explicitly.

The simplest second order ODE with two regular singularities and one irregular singularity is the confluent Heun equation (CHE), which in its non-symmetrical canonical form is written as

$$
y'' + \left( 4p + \frac{\gamma}{z} + \frac{\delta}{z - 1} \right) y' + \frac{4p q z - \sigma}{z(z - 1)} y = 0
$$

where the parameters $p, \gamma, \delta, \alpha, \sigma \in \mathbb{C}$. This equation arises as a result of the confluence of two regular singular points in the Heun equation [11], and counts the points $z_0 = 0$ and $z_1 = 1$ as regular
singularities and \( z_\infty = \infty \) as an irregular singular point of rank 1. For the purpose of this work we are going to consider the CHE written as in [10], that is
\[
y'' + \left( 2a + \frac{1 - \mu_0}{z} + \frac{1 - \mu_1}{z - 1} \right) y' + \left( \frac{1}{2}(1 - \mu_0)(1 - \mu_1) + z \left[ (2 - \mu_0 - \mu_1)a - (r_0 + r_1) + r_0 - a(1 - \mu_0) \right] \right) y = 0,
\] (4.2)

The parameters \( \mu_0, \mu_1, a, r_0, r_1 \) are again complex, but we will need to restrict our choices later on.

Consider again the off-diagonal potential in (2.4) with functions \( \nu := e^{2fR} \) and \( \rho := e^{-2fT} \), where \( f = \int S(w) \, dw \), obtained in (2.3). Plugging \( \nu \) and \( \rho \) into equation (2.6), it is easy to find expressions for the functions \( R, S \) and \( T \). In particular, one way to prescribe the CHE (4.2) in the potential is with the following relations:
\[
R(z) := (z - 1)^{\mu_1 - 1}z^{\mu_0 - 1},
\]
(4.3)
\[
S(z) := -a,
\]
\[
T(z) := \frac{1}{2}(z - 1)^{-\mu_1}z^{-\mu_0} \left[ 2(r_0 + r_1 - a(2 - \mu_0 - \mu_1)) - \mu_0\mu_1 + \mu_0 + \mu_1 + 2a(1 - \mu_0) - 2r_0 - 1 \right].
\]
Using these functions in the potential (2.3) and doing the gauge considered in section 2 we end up with an off-diagonal potential which has associated (4.2) as scalar ODE. Also, the correspondence with the parameters and functions used in the gauge in section 3 is as follows: set \( z_0 = 0 \) and \( z_1 = 1 \) and for \( k \in \{0,1\} \) let
\[
\vartheta_k := \frac{1 - \mu_k}{2},
\]
(4.4)
\[
a(z) := a,
\]
\[
b(z) := \frac{r_0}{z} + \frac{r_1}{z - 1} + a^2.
\]

Schäfke and Schmidt [10] give an asymptotic formula for the connection matrix between two sets of solutions of (4.2) in terms of their series expansion coefficients. Let
\[
y_0(z) = \Gamma(1 - \mu_0) \sum_{k=0}^{\infty} c_k z^k
\]
(4.5)
be the series expansion of the unique solution to (4.2) which is holomorphic at \( z = 0 \) and satisfies \( y_0(0) = 1 \).

**Theorem 4.1.** [10] The connection matrix \( C := \Phi_0 \Phi_1^{-1} \) is
\[
C = \begin{pmatrix} \Gamma(1 - \mu_0) & 0 \\ \Gamma(1 - \mu_0) & 1 \end{pmatrix} \begin{pmatrix} q(-\mu_0, \mu_1) & q(-\mu_0, -\mu_1) \\ q(\mu_0, \mu_1) & q(\mu_0, -\mu_1) \end{pmatrix} \begin{pmatrix} \Gamma(1 - \mu_0) & 0 \\ \Gamma(1 - \mu_0) & 1 \end{pmatrix},
\]
(4.6)
where the asymptotic formula by which \( q \) can be calculated explicitly is
\[
q(\mu_0, \mu_1) = \Gamma(1 - \mu_0)\Gamma(1 - \mu_1) \lim_{k \to \infty} \Gamma(k + 1) \frac{\Gamma(k + 1)}{\Gamma(k - \mu_1)} c_k.
\]
(4.7)

**Proof.** The proof amounts to converting the notation of Schäfke-Schmidt to our notation. Define
\[
\tilde{\Phi}_k = g^{-1}D^{-1}_k \Phi_k G^{-1}, \quad D_k := \text{diag} \left( (-1)^k \Gamma(\mu_k), \Gamma(1 - \mu_k) \right), \quad k \in \{0,1\}.
\]
(4.8)
By [10] Proposition 2.14, Theorem 2.15], the connection matrix \( \tilde{C} = \tilde{\Phi}_0 \tilde{\Phi}_1^{-1} \in \text{GL}_2 \mathbb{C} \) is
\[
\tilde{C} = \Gamma(\mu_1)\Gamma(1 - \mu_1) \begin{pmatrix} \tilde{q}(-\mu_0, \mu_1) & \tilde{q}(-\mu_0, -\mu_1) \\ \tilde{q}(\mu_0, \mu_1) & \tilde{q}(\mu_0, -\mu_1) \end{pmatrix},
\]
(4.9)
where
\[ q(\mu_0, \mu_1) = \Gamma(1 - \mu_0) \Gamma(1 - \mu_1) \tilde{q}(\mu_0, \mu_1) \quad \text{and} \quad C = D_0 C D_1^{-1}. \]

The theorem follows by the relations between our notation and that of \cite{10}:
\[ \text{(4.11)} \]
\[ \tilde{q}(\mu_0, \mu_1) = \lim_{k \to \infty} \frac{\Gamma(k + 1)}{\Gamma(k - 1)} c_k. \]

The proof of the next proposition is deferred to the appendix.

By standard methods (see \cite{1, Part B, 2.2]), the sequence \{c_k\} of coefficients defined by (4.5) satisfy the 3-term recurrence
\[ \text{(4.12)} \]
\[ U(k)c_{k+1} = V(k)c_k + W(k)c_{k-1}, \quad c_{-1} = 0, \quad c_0 = 1 \]
where
\[ U(k) := (1 + k)(1 + k - \mu_0), \]
\[ V(k) := k(k + 1 - 2a - \mu_0 - \mu_1) + \frac{1}{2}(\mu_0 - 1)(\mu_1 - 1) + a(\mu_0 - 1) + r_0, \]
\[ W(k) := a(2k - \mu_0 - \mu_1) - (r_0 + r_1). \]

The recurrence in (4.12) and its polynomials (4.13) will be used to obtain unitarisability in section 5.

5. UNITARISABILITY OF THE MONODROMY

The proof of the next proposition is deferred to the appendix.

**Proposition 5.1.** Let \( M_0, M_1 \in \text{SL}_2 \mathbb{C} \setminus \{\pm 1\} \) be irreducible and individually unitarisable. Let \( \varphi, \varphi' \in \mathbb{C} P^1 \) and \( \psi, \psi' \in \mathbb{C} P^1 \) be the respective eigenlines of \( M_0 \) and \( M_1 \). Then \( M_0 \) and \( M_1 \) are simultaneously unitarisable if and only if the cross-ratio
\[ \text{(5.1)} \]
\[ [\varphi, \psi, \varphi', \psi'] \in \mathbb{R}_-. \]

In our context, the two matrices to be unitarised are of the form \( \Delta_0 \) and \( C \Delta_1 C^{-1} \), where \( \Delta_0 \) and \( \Delta_1 \) are diagonal. The unitarisability criterion in Proposition 5.1 for this case can be expressed as follows.

**Proposition 5.2.** Consider two matrices \( M_0 := \Delta_0 \) and \( M_1 := C \Delta_1 C^{-1} \), where \( \Delta_0, \Delta_1 \in \text{SL}_2 \mathbb{C} \setminus \{\pm 1\} \) are diagonal matrices and
\[ \text{(5.2)} \]
\[ C := \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2 \mathbb{C}. \]

(i) If \( M_0 \) and \( M_1 \) are irreducible and individually unitarisable, then \( M_0 \) and \( M_1 \) are simultaneously unitarisable if and only if the ratio \( \frac{bc}{ad} \) \( \in \mathbb{R}_- \).

Proof. For (i), since \( M_0 \) is diagonal and not \( \pm 1 \), then \( M_0 \) and \( M_1 \) are reducible if and only if \( M_1 \) is upper or lower triangular. Writing \( \Delta_1 = \text{diag}(\beta, \beta^{-1}) \), compute
\[ \text{(5.3)} \]
\[ M_1 = C \Delta_1 C^{-1} = \begin{pmatrix} a \beta - bc \beta^{-1} & -ab(\beta - \beta^{-1}) \\ cd(\beta - \beta^{-1}) & ad \beta^{-1} - bc \beta \end{pmatrix}. \]

Then \( M_1 \) is upper or lower triangular if and only if at least one of \( a, b, c \), or \( d \) vanishes.

To prove (ii), since \( M_0 \) is diagonal, its eigenvalues in \( \mathbb{C} P^1 \) are \( \varphi_1 = 0 \) and \( \varphi_2 = \infty \). Since \( M_1 C = C \Delta_1 \), the eigenvalues of \( M_1 \) in \( \mathbb{C}^2 \) are the columns of \( C \), so its eigenvalues in \( \mathbb{C} P^1 \) are \( \psi_1 = a/c \) and \( \psi_2 = b/d \). Then
\[ \text{(5.4)} \]
\[ [\varphi_1, \psi_1, \varphi_2, \psi_2] = \frac{\psi_2}{\psi_1} = \frac{bc}{ad}. \]
By Proposition 5.3, $M_0$ and $M_1$ are simultaneously unitarisable if and only if this cross ratio is in $\mathbb{R}_-$. □

We will apply the above criterion to the monodromy of an ODE as follows. Consider a potential $\xi$ with singular points $z_0$ and $z_1$. Let $\tau_0$ and $\tau_1$ be the deck transformations corresponding to closed paths around $z_0$ and $z_1$ respectively. Let $\Phi_0$ and $\Phi_1$ be solutions to the ODE $d\Phi = \Phi \xi$ chosen so that their respective monodromies

$$\Delta_0 := \Phi_0(\tau_0(z))\Phi_0^{-1} \quad \text{and} \quad \Delta_1 := \Phi_1(\tau_1(z))\Phi_1^{-1}$$

are diagonal. Let $C = \Phi_0\Phi_1^{-1}$ be the connection matrix between these two solutions with entries as in Proposition 5.2. The monodromies of $\Phi_0$ at $z_0$ and $z_1$ are respectively

$$M_0 = \Delta_0 \quad \text{and} \quad M_1 = \Phi_0(\tau_1(z))\Phi_0^{-1} = C\Phi_1(\tau_1(z))\Phi_1^{-1}C^{-1} = C\Delta_1C^{-1}.$$ 

Suppose $M_0$ and $M_1$ are irreducible and simultaneously unitarisable. By Proposition 5.2, $M_0$ and $M_1$ are simultaneously unitarisable if and only if $\tfrac{b}{cd} \in \mathbb{R}_-$. For the remainder of the paper we choose all parameters in the CHE to be real. Also, we assume $a > 0$. It is easy to check that the coefficients $U(k)$, $V(k)$ and $W(k)$ of the CHE recurrence (4.12) are positive for all sufficiently large $k$. Under this assumption, the signs of the entries of the connection matrix $C$ in (4.6) can be computed as follows.

**Proposition 5.3.** Suppose $\mu_j < 1$ for $j \in \{0, 1\}$ and that there exists $k_0 \in \mathbb{N}$ such that $U(k) > 0$, $V(k) > 0$ and $W(k) > 0$ for all $k \geq k_0$. If $c_{k_0-1} > 0$ and $c_{k_0} > 0$, then $q$ defined in (4.7) satisfies $q \geq 0$. Similarly, if $c_{k_0-1} < 0$ and $c_{k_0} < 0$, then $q \leq 0$.

**Proof.** Since $\mu_j < 1$ for $j \in \{0, 1\}$ and the function $\Gamma(x) > 0$ for all $x > 0$, we have that $\Gamma(1 - \mu_j) > 0$ for $j \in \{0, 1\}$, $\Gamma(k+1) > 0$ and $\Gamma(k - \mu_1) > 0$ for all $k \geq k_0$. By hypothesis $U(k)$, $V(k)$ and $W(k)$ are positive for all $k \geq k_0$. Hence, in the case of $c_{k_0-1} > 0$ and $c_{k_0} > 0$, the third term $c_{k_0+1}$ must be positive as well. Then, by induction, $\{c_k\}_{k=k_0-1}^{k_0}$ are all positive coefficients. This implies that $q \geq 0$.

Similarly, if $c_{k_0-1} < 0$ and $c_{k_0} < 0$ the coefficients $\{c_k\}_{k=k_0-1}^{k_0}$ are negative and therefore $q \leq 0$. □

The criterion for unitarisation in Proposition 5.2 and the asymptotic formula for the connection matrix in Theorem 4.1 and the recurrence relation for the CHE solution in (4.12) yield the following sufficient condition for the unitarisation of the monodromy. Write the parameters for the CHE as a 5-tuple $\chi := (\mu_0, \mu_1, r_0, r_1, a) \in \mathbb{R}^5$. Define the finite integer

$$m(\chi) := \min_{k_0 \in \mathbb{N}}\{U(k, \chi) > 0, V(k, \chi) > 0 \text{ and } W(k, \chi) > 0 \text{ for all } k \geq k_0\},$$

and the sets

$$S_+ := \{\chi \in \mathbb{R}^5 \mid \text{there exists } \ell \geq m(\chi) \text{ such that } c_{\ell-1} > 0 \text{ and } c_\ell > 0\},$$

$$S_- := \{\chi \in \mathbb{R}^5 \mid \text{there exists } \ell \geq m(\chi) \text{ such that } c_{\ell-1} < 0 \text{ and } c_\ell < 0\}.$$

**Proposition 5.4.** If each of the four 5-tuples $(\pm \mu_0, \pm \mu_1, r_0, r_1, a) \in \mathbb{R}^5$ lies in $S_+ \cup S_-$, then the monodromy is unitarisable if and only if an odd number of these tuples lie in $S_+$. 

**Proof.** By Proposition 5.3 if $\chi \in S_+$ then $q(\chi) \geq 0$, and if $\chi \in S_-$ then $q(\chi) \leq 0$. An odd number of the tuples lie in $S_+$ if and only if

$$q(-\mu_0, -\mu_1)q(\mu_0, \mu_1) \in \mathbb{R}_-,$$

that is, by the remarks after Proposition 5.2 if and only if the monodromy is unitarisable. □
6. Construction of New Trinoids

6.1. The trinoid potential. To construct trinoids we choose the potential

\( \xi_T = \left( \begin{array}{cc} 0 & \lambda^{-1} \\ \lambda Q_T & 0 \end{array} \right) dz, \)

where

\( Q_T := t \left( -\frac{w_0}{4z^2} - \frac{w_1}{4(z-1)^2} + \frac{\hat{r}_0}{z} + \frac{\hat{r}_1}{z-1} + p^2 \right), \quad t := -\frac{1}{4} \lambda^{-1} (\lambda - 1)^2, \)

and \( w_0, w_1, \hat{r}_0, \hat{r}_1, p \in \mathbb{R} \) are free parameters. The parameters \( w_0 \) and \( w_1 \) will be the asymptotic end weights of the Delaunay ends at 0 and 1. The parameters \( \hat{r}_0 \) and \( \hat{r}_1 \) affect the weight of the irregular end, and \( p \) the shape of the trinoid. Note that, defining \( \lambda = e^{i\theta} \) with \( \theta \in [0, 2\pi] \), the value of \( t = -\frac{1}{4} \lambda^{-1} (\lambda - 1)^2 = \sin^2 \frac{\theta}{2} \in [0, 1] \).

With \( \Lambda := \text{diag}(\lambda^{1/2}, \lambda^{-1/2}) \), the gauged potential

\( \xi_T.(\Lambda^{-1}) = \left( \begin{array}{cc} 0 & 1 \\ \lambda^{-1} Q_T & 0 \end{array} \right) dz \)

has the form of the CHE potential defined in [3] and [4] where the coefficients \( (\mu_0, \mu_1, r_0, r_1, a) \) in the CHE equation are related to the parameters \( (w_0, w_1, \hat{r}_0, \hat{r}_1, p) \) in the trinoid potential \( \xi_T \) by

\( \mu_k = \sqrt{1 - w_k t}, \quad r_k = \hat{r}_k t, \quad a^2 = p^2 t, \quad k \in \{0, 1\}. \)

The monodromy of the trinoid potential is unitarisable along \( S^1 \) if and only if that of the gauged potential \( \xi_T.(\Lambda^{-1}) \) is.

6.2. Construction of trinoids.

**Theorem 6.1.** Let \( \xi_T \) be a trinoid potential with unitarisable monodromy on \( S^1 \) minus a finite set. Let \( \Phi \) be a solution of \( d\Phi = \Phi \xi_T \). Then there exists a positive dressing \( h \) such that the CMC immersion induced by \( h\Phi \) via the generalized Weierstrass representation on the universal cover descends to the three-punctured sphere. The ends at \( z = 0 \) and \( z = 1 \) are asymptotic to Delaunay surfaces.

**Proof.** By [12], there exists a positive loop \( h : D_1 \to \text{GL}_2 \mathbb{C} \) such that the monodromy of \( h\Phi \) is unitary. The local unitary monodromies \( M_0 \) and \( M_1 \) satisfy the closing conditions \( M_k(0) = \pm 1 \) and \( M_k'(0) = 0 \), for \( k \in \{0, 1\} \). Hence \( h\Phi \) induces an immersion of the three-punctured sphere via the \( \text{GL}_2 \mathbb{C} \) version of the generalised Weierstrass representation. The ends at \( z = 0 \) and \( z = 1 \) are asymptotic to Delaunay cylinders with respective weights \( w_0 \) and \( w_1 \) by [7]. \( \square \)

**Remark 6.2.** Due to the structure of \( \xi_T \), any trinoid \( T \) constructed from \( \xi_T \) in fact lies in a one-parameter family of trinoids \( T_\kappa \) with monotonically varying Delaunay end weights. If \( (\mu_0, \mu_1, r_0, r_1, a) \) are the parameters for \( T \), then the parameters for the family of trinoids \( T_\kappa \) are \( (\kappa w_0, \kappa w_1, \kappa \hat{r}_0, \kappa \hat{r}_1, \kappa^2 p) \) with \( \kappa \) ranging over the interval \( (0, 1] \).

6.3. Unitarisability of the monodromy. It remains to find values of the 5 parameters in \( \xi_T \) so that the monodromy is unitarisable. An algorithm to test the hypotheses of Proposition 5.4 is as follows. For a 5-tuple \( \chi = (\mu_0, \mu_1, r_0, r_1, a) \), consider the \( (k+1) \)-coefficient of the recurrence (4.12), which is given by

\( c_{k+1}(\chi) = \frac{V(k, \chi)c_k(\chi) + W(k, \chi)c_{k-1}(\chi)}{U(k, \chi)}. \)

The radicals appearing in \( c_{k+1}(\chi) \) can be eliminated, reducing the problem to showing that a polynomial is positive in an interval. Let \( \Theta = (w_0, w_1, \hat{r}_0, \hat{r}_1, p) \in \mathbb{R}^5 \) be a choice of parameters for \( \xi_T \). Note
by its definition, \( c_{\ell+1}(y_0, y_1, \hat{r}_0 x^2, \hat{r}_1 x^2, px) \) defines a rational function

\[
\frac{P_\ell(y_0, y_1, \hat{r}_0 x^2, \hat{r}_1 x^2, px)}{Q_\ell(y_0, y_1, \hat{r}_0 x^2, \hat{r}_1 x^2, px)}
\]

for some polynomials \( P_\ell, Q_\ell \in \mathbb{R}[x, y_0, y_1] \) depending on \( \ell \) and \( \Theta \). Define the polynomial functions \( F_k, G_k \in \mathbb{R}[x, y_0, y_1] \)

\[
F_k(x, y_0, y_1) := P_k(y_0, y_1, \hat{r}_0 x^2, \hat{r}_1 x^2, px),
\]

\[
G_k(x, y_0, y_1) := F_k(x, y_0, y_1)F_k(x, y_0, -y_1)F_k(x, -y_0, y_1)F_k(x, -y_0, -y_1).
\]

Since \( G_k \) is even in \( y_0 \) and in \( y_1 \), then the function \( f_k \) depending on \( k \) and \( \Theta \)

\[
f_k(x) := G_k \left( x, \sqrt{1 - w_0 x^2}, \sqrt{1 - w_1 x^2} \right)
\]

is in \( \mathbb{R}[x] \).

**Proposition 6.3.** Let \( \Theta := (w_0, w_1, \hat{r}_0, \hat{r}_1, p) \in \mathbb{R}^5 \) be a choice of parameters for the trinoid potential \( \xi_T \) and let

\[
\chi_{\pm} := (\pm \mu_0, \pm \mu_1, r_0, r_1, a) = \left( \pm \sqrt{1 - w_0^2 t}, \pm \sqrt{1 - w_1^2 t}, \hat{r}_0 t, \hat{r}_1 t, p v t \right).
\]

Let \( k_0 \in \mathbb{N} \) be such that for each of the four choices of signs, \( U(k, \chi_{\pm}) > 0 \), \( V(k, \chi_{\pm}) > 0 \) and \( W(k, \chi_{\pm}) > 0 \) for all \( k \geq k_0 \). Suppose

(i) \( f_{k_0-1}(x) \neq 0 \) and \( f_{k_0}(x) \neq 0 \) along \( x \in (0, 1) \),

(ii) for each of the four choices \( \chi_{\pm} \), and some \( t_0 \in (0, 1) \),

\[
\text{sign } c_{k_0-1}(\chi_{\pm}(t_0)) = \text{sign } c_{k_0}(\chi_{\pm}(t_0)),
\]

(iii) of the four signs in [ii] and odd number are + and an odd number are −.

Then, the monodromy with parameters \( \Theta \) is unitarisable.

**Proof.** By its definition, \( f_{\ell+1}(x) \) has a zero along \( x \in (0, 1) \) if and only if at least one of the four functions \( c_{\ell+1}(\chi_{\pm}(t)) \) has a zero along \( t \in (0, 1) \). Thus by [i] none of the eight functions \( c_{k_0-1}(\chi_{\pm}(t)) \) and \( c_{k_0}(\chi_{\pm}(t)) \) has a zero along \( t \in (0, 1) \). By [ii] and continuity, all \( \chi_{\pm} \in S_+ \cup S_- \) where \( S_+ \) and \( S_- \) are the sets defined in [5.6]. The monodromy is unitarisable by Proposition 6.3(iii) and Proposition 5.4.

\[ \square \]
The examples in figure [1] were computed by Proposition 6.1 and the unitarisability criterion in Proposition 6.3.

**Proposition 6.4.** The conditions of Proposition 6.3 are satisfied for the choice of parameters

\[(6.10) \quad \Theta = \left( \frac{1}{2}, \frac{1}{2}, -\frac{1}{8}, \frac{1}{8}, \frac{1}{8} \right). \]

**Proof.** For this choice of \( \Theta \), we compute

\[ f_1(x) = x^4 \left( 393216 - 245760x + 243712x^2 - 57856x^3 + 26368x^4 - 5120x^5 + 1008x^6 - 252x^7 + 27x^8 \right) \times (-1179648 + 1032192x - 2260992x^2 - 61440x^3 + 1267968x^4 - 241088x^5 + 189328x^6 - 41116x^7 + 6859x^8) \]

\[ f_2(x) = x^4 \left( 21743271936 - 6794772480x + 6455033856x^2 - 2021916672x^3 + 762642342x^4 - 174735360x^5 + 41717760x^6 - 5871616x^7 + 1031424x^8 - 109248x^9 + 12240x^{10} - 1512x^{11} + 81x^{12} \right) \times (-79725330432 + 37144756224x - 24310185984x^2 + 358612992x^3 + 24553881600x^4 - 9189408676x^5 + 731635936x^6 - 1422535168x^7 + 570771456x^8 - 78774080x^9 + 16092368x^{10} - 1562408x^{11} + 130321x^{12}) \]

Sturm’s theorem applied to \( f_1 \) and \( f_2 \) shows that these two polynomials have no zero on the interval \((0, 1] \). This verifies 6.3(i). The conditions (ii) and (iii) are verified by computing at \( t_0 = \frac{4}{5} \), for \( k \in \{1, 2\} \), yielding \( c_k(\chi_++(t_0)) < 0 \), \( c_k(\chi_-(t_0)) > 0 \), \( c_k(\chi_-(t_0)) > 0 \) and \( c_k(\chi_-(t_0)) > 0 \).

**Theorem 6.5.** There exists a five parameter family of CMC trinoids with two Delaunay ends and one irregular end.

**Proof.** The coefficients \( U(k), V(k) \) and \( W(k) \) of the recurrence (4.12) depend holomorphically on the parameters of the choice \( \Theta \). Each term of the sequence \( c_{k+1}(\chi) \) is a rational function \( \frac{P_k(\chi)}{Q_k(\chi)} \), where \( P_k \) and \( Q_k \) are polynomials in \( W(0), \ldots, W(k) \) and in \( V(0), \ldots, V(k) \) and \( U(0), \ldots, U(k) \) respectively. Thus they also depend holomorphically on the parameters. Note that under the assumptions made for the CHE parameters, in particular \( \mu_0 < 1 \), the polynomial \( U(k) \) is never zero. Therefore, the function \( f_k \) defined in (6.7) also depends holomorphically on the parameters.

Let \( \Theta \) be as in 6.4 for which we have checked that the conditions of 6.3 are satisfied. The polynomials \( f_1 \) and \( f_2 \) have a zero of order 4 at \( x = 0 \). A calculation shows that this order is preserved under a small perturbation of \( \Theta \in \mathbb{R}^5 \). For \( i \in \{1, 2\} \), let us denote \( f := f_i \). We have that \( f(x) = x^4 g(x) \), where \( g \) has no zeros on \([0, 1] \), that is, \( \varepsilon := \inf_{x \in [0, 1]} |g(x)| > 0 \). We can make a small perturbation of \( g \) by choosing \( \tilde{g} \) such that \( |g - \tilde{g}|_{[0, 1]} < \varepsilon \). If we consider \( \tilde{f}(x) := x^4 \tilde{g}(x) \), then we obtain that

\[
\begin{align*}
|\tilde{f}(x)| &= x^4 |\tilde{g}(x)| = x^4 |g(x) - (g(x) - \tilde{g}(x))| \\
&\geq x^4 |g(x) - (g(x) - \tilde{g}(x))| \\
&> x^4 |\varepsilon - \varepsilon| = 0.
\end{align*}
\]

Hence, \( \tilde{f} \) has no zeros on \((0, 1] \). It is also easy to check that \( x = 0 \) is not a zero of the perturbation \( \tilde{g} \):

\[
|\tilde{g}(0)| = |g(0) - (g(0) - \tilde{g}(0))| \geq ||g(0)| - |g(0) - \tilde{g}(0)|| > |\varepsilon - \varepsilon| = 0.
\]

It follows that the condition in Proposition 6.3(i) is preserved under small perturbations of \( \Theta \). Also conditions (ii) and (iii) are trivially preserved under such perturbations. Hence by Proposition 6.3.
the monodromy of $\xi_T$ is unitarizable in a small neighborhood of $\Theta \in \mathbb{R}^5$. Theorem 6.1 constructs a five parameter family of trinoids with one irregular end.

6.4. **End weights.** We conclude by computing the weight at the irregular end of a trinoid, in a similar fashion as in [8]. Let

\begin{equation}
\xi = \begin{pmatrix} 0 \\ tQ \\ 0 \end{pmatrix} \text{dz}
\end{equation}

be a potential where $Q$ is holomorphic on the circle $|z| = 2$ with Laurent series $Q = \sum_{k=-\infty}^{\infty} a_k z^k$. The first few terms of the series of the monodromy $M$ of the solution of $d \Phi = \Phi \xi$, $\Phi(2) = 1$ along the circle $|z| = 2$ is as follows.

**Proposition 6.6.** Let $M$ be the monodromy with respect to the curve $\gamma(s) = 2e^{is}$, $s \in [0, 2\pi]$ of $\Phi$ for the trinoid potential $\xi_T$ with $\Phi(2) = 1$. Define $\lambda = e^{i\theta}$ and let $\sum_{k=0}^{\infty} M_k \theta^k$ be the series expansion of $M$ along $|z| = 2$. Then $M_0 = 1$, $M_1 = 0$ and

\begin{equation}
M_2 = 2\pi i \left( \frac{a_2 - a_1}{4} - \frac{a_2 - a_1 - a_3}{4} \right).
\end{equation}

**Proof.** By the gauge $\Lambda := \text{diag}(\lambda^{1/2}, \lambda^{-1/2})$ we obtain

\begin{equation}
\xi = \xi_T(\Lambda^{-1}) = \xi_0 + t\xi_1, \quad \xi_0 = \begin{pmatrix} 0 & \alpha \\ 0 & 0 \end{pmatrix}, \quad \xi_1 = \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\end{equation}

where

\begin{equation}
\alpha = dz, \quad \beta = Q \text{dz} \quad \text{and} \quad t = -\frac{1}{4} \lambda^{-1}(\lambda - 1)^2 = \sin^2 \frac{\theta}{2}.
\end{equation}

Let $\Psi = \Psi_0 + \Psi_1 t + O(t^2)$ be the solution to the initial value problem

\begin{equation}
d\Psi = \Psi \xi, \quad \Psi(2) = 1,
\end{equation}

and let $P = P_0 + P_1 t + O(t^2)$ be the monodromy of $\Psi$. To compute $P_0$ and $P_1$, equate the coefficients of powers of $t$ in

\begin{equation}
d\Psi_0 + d\Psi_1 + O(t^2) = (\Psi_0 + \Psi_1 t + O(t^2)) (\xi_0 + \xi_1 t)
\end{equation}

to obtain the two equations

\begin{equation}
d\Psi_0 = \Psi_0 \xi_0, \quad \Psi_0(2) = 1,
\end{equation}

\begin{equation}
d\left( \Psi_1 \Psi_0^{-1} \right) = \Psi_0 \xi_1 \Psi_0^{-1}, \quad \Psi_1(2) = 0.
\end{equation}

The solution to (6.20) is

\begin{equation}
\Psi_0 = \begin{pmatrix} 1 & \int \alpha \\ 0 & 1 \end{pmatrix},
\end{equation}

where the path integral is along a path based at 2. Since $\int \alpha = z - 2$, then $\int_\gamma \alpha = 0$ for $\gamma(s) = 2e^{is}$, $s \in [0, 2\pi]$. Hence $P_0 = 1$. Solve (6.21) by computing

\begin{equation}
\Psi_1 \Psi_0^{-1} = \int \Psi_0 \xi_1 \Psi_0^{-1} = \int \beta \left( \frac{\int \alpha}{1} - \frac{(\int \alpha)^2}{1} \right) = \int \beta \left( \frac{z - 2}{1} - \frac{(z - 2)^2}{1} \right).
\end{equation}

We are integrating along a path enclosing the two singular points so, by the residue theorem, we obtain

\begin{equation}
P_1 = \int_\gamma (\Psi_0 \xi_1 \Psi_0^{-1}) P_0 = 2\pi i \left( \frac{a_2 - 2a_1}{a_1} - \frac{4a_2 - 4a_1 - a_3}{2a_1 - 2a_2} \right).
\end{equation}

The series for the monodromy $M$ of $\Phi$ now follows from $M = \Lambda^{-1} P \Lambda$ and expressing the series in terms of $\theta$ as defined above. □
The force associated to an element in the fundamental group \([9, 3, 5]\) is the matrix \(A \in \mathfrak{su}_2\) in the series expansion of the monodromy
\[
(6.25) \quad M = 1 + A\theta^2 + \mathcal{O}(\theta^3)
\]
where \(\lambda = e^{i\theta}\). The force is a homomorphism from the fundamental group to \(\mathfrak{su}_2 \cong \mathbb{R}^3\). Its length \(|A| = \sqrt{\det A}\) is the weight of the end.

**Proposition 6.7.** The weights of a trinoid constructed from \(\xi_T\) with parameters \((w_0, w_1, \hat{r}_0, \hat{r}_1, p)\) at \(z = 0, 1, \infty\) are respectively \(w_0, w_1, w_\infty\) where
\[
(6.26) \quad w_\infty = \frac{\pi}{8} (w_0 + w_1)^2 + 8\hat{r}_0(w_1 - 2\hat{r}_1) - 8\hat{r}_1w_0.
\]

**Proof.** By Proposition \([6.6]\) the weight of the irregular end of a trinoid constructed using its potential \((6.1)\) is given by
\[
(6.27) \quad \frac{\pi}{2} \sqrt{a_2^2 - a_1a_{-3}}
\]
where \(a_k\) are the Laurent coefficients of \(Q\) as before. The result follows by a computation of these coefficients. \(\square\)

**Remark 6.8.** The three weights (lengths of the weight vectors) determine the three weight vectors. It is unknown to the authors if a notion of end axis can be established for an irregular end. In the case of all three ends being regular, a necessary condition for the unitarisability of the monodromy comes from the following formula \([5, 12]\): If the monodromy is unitary, the weight vectors \(W_0, W_1, W_\infty \in \mathbb{R}^3\) satisfy \(W_0 + W_1 + W_\infty = 0\). The weights are \(w_k = \pm |W_k|\). It follows that \(|w_i| \leq |w_j| + |w_k|\) for all permutations of \((0, 1, \infty)\). A counterexample can be found in the presence of one irregular end: For the parameters \((w_0, w_1, \hat{r}_0, \hat{r}_1, p) = (\frac{1}{2}, \frac{1}{4}, \frac{1}{4}, \frac{17}{12}, \frac{1}{8})\) the resulting monodromy is unitarisable, but the balancing formula does not hold for all permutations of \((0, 1, \infty)\). This counterexample questions the suitability of \((6.26)\) as the way of measuring the end weight at \(\infty\). Since with this definition the notion of balancing is not preserved, it might be interesting if this could be modified so that balancing still holds.

**Appendix A. Appendix: Geometry of Unitarisability**

It remains to prove Proposition \([5.1]\) which give a criterion for the simultaneous unitarisability of two matrices in \(\text{SL}_2 \mathbb{C}\) in terms of their eigenlines.

**A.1. Hyperbolic 3-space.** Hyperbolic 3-space \(\mathbb{H}^3\) can be identified with the quotient \(\text{SL}_2 \mathbb{C}/\text{SU}_2\). For \(X \in \text{SL}_2 \mathbb{C}\), let \([X] \in \mathbb{H}^3\) denote the left coset
\[
(A-1) \quad [[X]] := \{XU \mid X \in \text{SU}_2\}.
\]
\(M \in \text{SL}_2 \mathbb{C}\) acts isometrically on the hyperbolic 3-space \(\mathbb{H}^3\) by
\[
(A-2) \quad [[X]] \mapsto [[MX]].
\]
The fixed point set of this action is
\[
(A-3) \quad \text{fix}(M) = \{[[X]] \in \mathbb{H}^3 \mid X^{-1}MX \in \text{SU}_2\}.
\]
The fixed point set \(\text{fix}(M)\), if non-empty, is called the axis of \(M\). Hyperbolic 3-space can be extended to include the sphere at infinity as follows. Let
\[
(A-4) \quad \text{GU}_2 := \{X \in M_{2 \times 2} \mathbb{C} \mid XX^* = x1, x \neq 0\}
\]
be the group of unitary similitudes. Let \(N := M_{2 \times 2} \mathbb{C}^*\) and \(\Xi := N/\text{GU}_2\). Then \(\Xi = A \sqcup B\) where
\[
(A-5) \quad A := \{[[X]] \in \Xi \mid \det X \neq 0\}, \quad B := \{[[X]] \in \Xi \mid \det X = 0\}.
\]
Then $A = \text{GL}_2\mathbb{C}/\text{GU}_2 = \text{SL}_2\mathbb{C}/\text{SU}_2 = \mathbb{H}^3$. To show $B = \mathbb{C}P^1$, note that any $X \in \mathbb{N}$ with $\det X = 0$ can be written in the form

$$X = \begin{pmatrix} x & a \\ y & b \end{pmatrix}$$

with $(x, y)^t, (a, b) \in \mathbb{C}^2 \setminus \{0\}$. The first factor $(x, y)^t$ is unique up to multiplication by an element of $\mathbb{C}^*$, so the map $\phi : B \to \mathbb{C}P^1$ given by

$$\left[ \begin{pmatrix} x \\ y \end{pmatrix} \begin{pmatrix} a & b \end{pmatrix} \right] \mapsto [x, y]$$

is well defined, and a bijection, since $\text{GU}_2$ acts transitively on $\mathbb{C}^2 \setminus \{0\}$.

A.2. Unitarisability.

**Definition A.1.** For the sake of clarification and to fix notation, we say that

- $M \in \text{SL}_2\mathbb{C}$ is unitarisable if there exists $X \in \text{SL}_2\mathbb{C}$ such that $X^{-1}MX \in \text{SU}_2$.
- $M_1, \ldots, M_n \in \text{SL}_2\mathbb{C}$ are simultaneously unitarisable if there exists $X \in \text{SL}_2\mathbb{C}$ such that $X^{-1}M_kX \in \text{SU}_2$ for $k \in \{1, \ldots, n\}$.
- $M \in \text{SL}_2\mathbb{C}$ is irreducible if it is not similar via a permutation to a block upper triangular matrix.

The next proposition follows immediately from (A-3).

**Proposition A.2.** $M \in \text{SL}_2\mathbb{C}$ is unitarisable if and only if it has an axis.

**Proposition A.3.** Individually unitarisable matrices $M_1, \ldots, M_n \in \text{SL}_2\mathbb{C}$ are simultaneously unitarisable if and only if their axes intersect in a common point.

**Proof.** $M_1, \ldots, M_n \in \text{SL}_2\mathbb{C}$ are simultaneously unitarisable if and only if there exists $X \in \text{SL}_2\mathbb{C}$ such that $X^{-1}M_kX \in \text{SU}_2$ for all $k \in \{1, \ldots, n\}$. This is equivalent to $X \in \text{fix}(M_k)$ for all $k \in \{1, \ldots, n\}$. □

A.3. Eigenlines. The fixed point set $\text{fix}(M)$ of $M \in \text{SL}_2\mathbb{C} \setminus \{\pm \mathbf{1}\}$ is a disjoint union of a (possibly empty) component in $\mathbb{H}^3$ and a component on the sphere at infinity:

$$\text{fix}(M) = (\text{fix}(M) \cap A) \sqcup (\text{fix}(M) \cap B).$$

The part in $\mathbb{H}^3$, if non-empty, is the axis of $M$. The part on the sphere at infinity is the set of eigenlines of $M$, as the following proposition shows. Note that this part consists of exactly one or two points, since $M$ has one or two eigenvalues.

**Proposition A.4.** For $M \in \text{SL}_2\mathbb{C} \setminus \{\pm \mathbf{1}\}$, the set $\phi(\text{fix}(M) \cap B) \subset \mathbb{C}P^1$ is the set of eigenlines of $M$.

**Proof.** Note that $\text{fix}(M) \cap B$ is the set of elements $X \in \text{M}_{2 \times 2}\mathbb{C}$ with $\det X = 0$ such that $[[MX]] = [[X]]$. Since $\det X = 0$, $X$ is of the form (A-6) with $(x, y)^t, (a, b) \in \mathbb{C}^2 \setminus \{0\}$. Since $\phi$ is a bijection, $[[MX]] = [[X]]$ if and only if $\phi([[MX]]) = \phi([[X]])$. That is, if and only if in $\mathbb{C}P^1$

$$\left[ \begin{pmatrix} M & x \\ 0 & y \end{pmatrix} \right] = \left[ \begin{pmatrix} x \\ y \end{pmatrix} \right].$$

That is, if and only if $(x, y)^t$ is an eigenline of $M$. □
A.4. The Klein model of $\mathbb{H}^3$. The Klein model of $\mathbb{H}^3$ is the unit ball $\mathbb{B} = \{x \in \mathbb{R}^3 \mid \|x\| \leq 1\}$. The sphere at infinity is its boundary $\partial \mathbb{B} = \{x \in \mathbb{R}^3 \mid \|x\| = 1\}$. The map $K : \mathbb{H}^3 \to \mathbb{B}$ is defined as the map $[[X]] \mapsto XX^*$ followed by the map

$$\begin{pmatrix} a + b & c + id \\ c - id & a - b \end{pmatrix} = \frac{1}{a}(b, c, d).$$

(A-10)

We need some well-known results about this model. For details, see [6, Sections II.5, VIII] and [2, Sections A.4, A.5]. Non-trivial isometries in $\mathbb{H}^3$ are identified with elements of $\text{SL}_2 \mathbb{C} \setminus \{\pm 1\}$. In particular, we have the following

**Proposition A.5.** $M \in \text{SL}_2 \mathbb{C} \setminus \{\pm 1\}$ is unitarizable if and only if $M$ is elliptic as an isometry of $\mathbb{H}^3$.

**Proposition A.6.** If $M \in \text{SL}_2 \mathbb{C} \setminus \{\pm 1\}$ is unitarizable, then the axis of $M$ in the Klein model is a Euclidean straight line segment in $\mathbb{B}$ with two distinct endpoints on $\partial \mathbb{B}$.

**Proof.** Since $M \in \text{SL}_2 \mathbb{C}$ is unitarisable, by Proposition A.2, $\text{fix}(M) \neq \emptyset$. Following [6, Section VIII.11], $M$ has two fixed endpoints on $\partial \mathbb{B}$ and the axis through these is a geodesic. Since geodesics are straight line segments, also the axis of $M$ is a straight line segment. \hfill $\Box$

A.5. The Cross Ratio. The cross ratio of four distinct points in $\mathbb{C}P^1 = \mathbb{C} \cup \{\infty\}$ is denoted by

$$[a, b, c, d] := \frac{(b - c)(d - a)}{(b - a)(d - c)}.$$ 

(A-11)

The cross ratio is chosen so that $[0, 1, \infty, x] = x$. The cross ratio is invariant under Möbius transformations. The cross ratio $[a, b, c, d]$ of four distinct points is real if and only if the points lie on a circle.

**Proposition A.7.** Let $a, b, c$ and $d$ be distinct points in $\mathbb{C}P^1$, and suppose $[a, b, c, d] \in \mathbb{R} \setminus \{0\}$, so $a, b, c, d$ lie on a circle $\mathcal{C}$.

(i) $[a, b, c, d] \in \mathbb{R}_+$ if and only if $b$ and $d$ lie in the same connected component of $\mathcal{C} \setminus \{a, c\}$.

(ii) $[a, b, c, d] \in \mathbb{R}_-$ if and only if $b$ and $d$ lie on different connected components of $\mathcal{C} \setminus \{a, c\}$.

**Proof.** There exists a unique Möbius transformation taking $a, b$ and $c$ to $0, 1$ and $\infty$ respectively, taking circles to circles, and preserving or reversing the order of $a, b, c$ and $d$ on the circle. Thus we may assume $a = 0, b = 1, c = \infty$. Thus $[a, b, c, d] = [0, 1, \infty, d] = d \in \mathbb{R} \setminus \{0, 1\}$. Then $a, b, c$ and $d$ lie on the circle $\mathcal{C} = \mathbb{R} \cup \{\infty\}$, and the two connected components of $\mathcal{C} \setminus \{a, c\}$ are $\mathbb{R}_-$ and $\mathbb{R}_+$. The theorem follows by an examination of the two cases $d \in \mathbb{R}_+ \setminus \{1\}$ and $d \in \mathbb{R}_-$. \hfill $\Box$

A.6. Unitarisability of two matrices. We conclude by proving Proposition 5.1 which gives a characterization for the simultaneous unitarisability of two matrices in $\text{SL}_2 \mathbb{C}$.

**Proof of Proposition 5.1** Since $M_0$ and $M_1$ are individually unitarisable then, by A.2, $\text{fix}(M_0) \neq \emptyset$ and $\text{fix}(M_1) \neq \emptyset$. By A.3, $M_0$ and $M_1$ are simultaneously unitarisable if and only if $\text{fix}(M_0) \cap \text{fix}(M_1) \neq \emptyset$. First suppose that $\text{fix}(M_0) \cap \text{fix}(M_1) \neq \emptyset$. By A.6, $\text{fix}(M_0)$ and $\text{fix}(M_1)$ are straight line segments. And since they intersect, they lie in a unique Euclidean plane $\mathcal{P} \subset \mathbb{R}^3$. Then $\mathcal{C} := \mathcal{P} \cap \partial \mathbb{B}$ is a circle. By A.4, the endpoints of $\text{fix}(M_0)$ and $\text{fix}(M_1)$ are $\varphi, \varphi'$ and $\psi, \psi'$ respectively. Since $\text{fix}(M_0)$ and $\text{fix}(M_1)$ intersect at a point inside the disk $\mathcal{P} \cap \mathbb{B}$ bounded by $\mathcal{C}$, it follows that $\psi$ and $\psi'$ lie in different connected components of $\mathcal{C} \setminus \{\varphi, \varphi'\}$. By A.7, $[\varphi, \psi, \varphi', \psi'] \in \mathbb{R}_-$. Conversely, suppose $[\varphi, \psi, \varphi', \psi'] \in \mathbb{R}_-$. By A.7, $\varphi, \psi$ and $\varphi'$ lie on some circle $\mathcal{C} \subset \partial \mathbb{B}$, and $\psi$ and $\psi'$ lie on different connected components of $\mathcal{C} \setminus \{\varphi, \varphi'\}$. Let $\mathcal{P}$ be the unique Euclidean plane containing $\mathcal{C}$. By A.4 and A.6, $\text{fix}(M_0)$ is the straight line segment with endpoints $\varphi$ and $\varphi'$, and $\text{fix}(M_1)$ is the straight line segment with endpoints $\psi$ and $\psi'$. Hence $\text{fix}(M_0)$ and $\text{fix}(M_1)$ lie on $\mathcal{P}$ and intersect in the disk $\mathcal{P} \cap \mathbb{B}$ bounded by $\mathcal{C}$. Thus $\text{fix}(M_0) \cap \text{fix}(M_1) \neq \emptyset$. \hfill $\Box$
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