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Abstract

Gaussian processes are valuable tools for non-parametric modelling, where typically an assumption of stationarity is employed. While removing this assumption can improve prediction, fitting such models is challenging. In this work, hierarchical models are constructed based on Gaussian Markov random fields with stochastic spatially varying parameters. Importantly, this allows for non-stationarity while also addressing the computational burden through a sparse representation of the precision matrix. The prior field is chosen to be Matérn, and two hyperpriors, for the spatially varying parameters, are considered. One hyperprior is Ornstein-Uhlenbeck, formulated through an autoregressive AR(1) process. The other corresponds to the widely used squared exponential. Furthermore, all hyperparameters are treated as unknowns to achieve full uncertainty quantification. In this setting, efficient Markov chain Monte Carlo (MCMC) sampling is challenging due to the strong coupling a posteriori of the parameters and hyperparameters. We develop and compare three MCMC schemes, which are adaptive and therefore free of parameter tuning. An assessment of the ability of the methods to efficiently explore the posterior distribution and to account for non-stationarity is presented. Experiments in both simulated data and a real-world problem of cosmic radio noise are performed. We empirically consider posterior consistency of the estimates with respect to the discretisation scheme and explore the efficiency of the sampling methodologies under different settings.

1 Introduction

Gaussian processes are frequently utilised in constructing powerful nonparametric models, which are appealing due to their analytical properties. The flexibility and nonparametric nature of these models make them appropriate and useful in a wide range of applications. Gaussian process (GP) priors, have been used in geostatistics (Matheron, 1973) under the name of Kriging. They are also common models in other applications; for instance, in atmospheric sciences (Berrocal et al., 2010), medicine (Myllymäki et al., 2014), epidemiology (Xu et al., 2016), biology (Stathopoulos et al., 2014) and inverse problems (Kaipio and Somersalo, 2006).

A large amount of research on Gaussian processes and its applications has focused on models where an assumption of stationarity for the process of interest is made. Nevertheless, this assumption is rarely realistic in practice and as a consequence, several approaches to introduce non-stationarity have been proposed (Sampson et al., 2001; Kim et al., 2005; Anderes and Stein, 2008; Gramacy and Lee, 2012). Although comparative evaluations show that removing the stationary assumption improves predictive accuracy (Gramacy and Lee, 2012; Neto et al., 2014; Fouladi et al., 2016), fitting such non-stationary models has proven to be challenging. This, combined
with the well-known computational constrains of GP models, arising from storing covariance matrices, solving linear systems and computing determinants, poses important questions on how to efficiently perform Bayesian inference in non-stationary problems.

The stochastic partial differential equation (SPDE) approach introduced by Lindgren et al. (2011) employs Gaussian Markov random fields (GMRFs) to ameliorate the computational burden of working with GP priors and incorporates a non-stationary framework through spatially varying parameters that are modelled as a linear combination of basis functions. Similarly, Paciorek and Schervish (2006) proposed a family of closed-form non-stationary covariance functions with spatially varying parameters modelled by a second latent GP prior. While recognised as a flexible construction, doing inference in a fully Bayesian framework becomes impractical due to the computational demands of such models. Moreover, standard Markov Chain Monte Carlo (MCMC) procedures require careful parameter tuning, exhibit mixing difficulties and require long runs to reach convergence (Paciorek and Schervish, 2006; Neto et al., 2014).

In this paper, we extend the SPDE formulation of non-stationary GPs considered by Roininen et al. (2016). This model is analogous to SPDE-based constructions in spatial interpolation (Fuglstad et al., 2015a,b; Yue et al., 2014) and stochastic deep learning (Paciorek and Schervish, 2006), where the spatially varying parameters are modelled as random objects. We incorporate measurement noise variance and hyperprior parameters as unknowns in the posterior distribution and propose two hyperprior models for the spatially varying length-scale. On one hand, we introduce strong prior smoothness and stationary assumptions through a squared exponential (SE) covariance. On the other hand, we explore an exponential covariance, which when formulated as an autoregressive AR(1) process, provides a sparse representation of the precision matrix.

The hierarchical structure of these models, that we refer to as two-level Gaussian processes, introduces strong dependencies and hence efficient sampling from the posterior distribution of interest is problematic. To address this we introduce and offer a comparative evaluation of three MCMC sampling schemes, which are all free of parameter tuning. The first corresponds to an adaptive Metropolis-within-Gibbs scheme. The second employs Elliptical slice sampling (ELL-SS) combined with re-parametrisations for decoupling the prior, hyperprior, and hyperparameters. The third is a marginal sampler with ELL-SS for a re-parametrised length-scale process. The developed methodology results in a non-stationary hierarchical construction that retains the flexibility of the model introduced by Paciorek and Schervish (2006) but is computationally more efficient, due to the sparsity in the finite-dimensional approximation of the precision matrix. In addition, the inference procedure permits uncertainty quantification of all estimates in the model.

The rest of this paper is organised as follows. We start in Section 2 by summarising related work, providing the connection between the work of Paciorek and Schervish (2006) and the SPDE formulation of GPs (Lindgren et al., 2011; Roininen et al., 2016). In Section 3, we present the sparse non-stationary hierarchical model and introduce two hyperpriors to model the length-scale. The proposed sampling schemes are detailed in Section 4. Finally, Section 5 presents an empirical evaluation of the proposed methodology, studying the discretisation and sample size effects in one-dimensional non-stationary interpolation problems.
2 Related work and background

2.1 Gaussian Process models

Let us denote by \( y \in \mathbb{R}^m \) noisy realisations of an unknown random process \( \{z(x), x \in \mathbb{R}^d\} \). A standard Gaussian process regression model assumes

\[
y_i = z(x_i) + \varepsilon_i, \tag{1}
\]

where \( \varepsilon_i \) is zero-mean Gaussian noise with variance \( \sigma^2_\varepsilon \) and \( z(\cdot) \) a zero mean Gaussian process. More precisely, the model can be written in a hierarchical form,

\[
y_i \sim \mathcal{N}(z(x_i), \sigma^2_\varepsilon), \quad i = 1, \ldots, m, \tag{2}
\]

\[
z(\cdot) \sim \mathcal{GP}(0, C_\phi(\cdot, \cdot)),
\]

\[
(\phi, \sigma^2_\varepsilon) \sim \pi(\phi)\pi(\sigma^2_\varepsilon),
\]

where \( C_\phi(\cdot, \cdot) \) is a covariance function, which depends on certain parameters \( \phi \) and must define a valid covariance matrix (symmetric and positive semi-definite). The covariance function encodes important properties of the process, such as its variation and smoothness. Stationary covariance functions only depend on the inputs \( (x_i, x_j) \) through \( |x_i - x_j| \) and are most often the default choice. Indeed, the most frequently utilised covariance functions include the stationary squared exponential (SE),

\[
C_s(x_i, x_j) = \tau^2 \exp \left(-\frac{|x_i - x_j|^2}{2\lambda^2}\right), \tag{3}
\]

and the stationary Matérn family. The latter, recommended by Stein (1999) as the preferred choice, is formulated as

\[
C_m(x_i, x_j) = \tau^2 2^{1-\nu} \frac{\Gamma(\nu)}{\Gamma(\nu)} \left(\frac{|x_i - x_j|}{\lambda}\right)^\nu K_\nu \left(\frac{|x_i - x_j|}{\lambda}\right), \tag{4}
\]

where \( \Gamma(\cdot) \) is the gamma-function, \( \nu > 0 \) is the smoothness parameter, \( \lambda > 0 \) is the length-scale, \( \tau^2 > 0 \) the magnitude or variance parameter, and \( K_\nu \) denotes the modified Bessel function of the second kind of order \( \nu \).

However, the translation-invariance assumption of stationary covariance functions may be inappropriate for certain applications where the process is spatially dependent, such as, for problems in environmental, geospatial and urban sciences. In these cases, a non-stationary formulation of the model is desirable. Paciorek and Schervish (2006) introduced a family of non-stationary covariance functions,

\[
C_{\text{NS}}(x_i, x_j) = \frac{\tau^2 |\Sigma(x_i)|^{\frac{1}{2}} |\Sigma(x_j)|^{\frac{1}{2}}}{|\langle \Sigma(x_i) + \Sigma(x_j) \rangle/2|^{\frac{1}{2}}} R \left(\sqrt{Q_{ij}}\right),
\]

where \( R(\cdot) \) is a stationary correlation function on \( \mathbb{R} \); \( \Sigma(\cdot) \) is a \( d \times d \) spatially varying covariance matrix, referred to as a kernel matrix, which describes local anisotropies; and

\[
Q_{ij} = (x_i - x_j)^T ((\Sigma(x_i) + \Sigma(x_j))/2)^{-1} (x_i - x_j).
\]

We note that for one-dimensional problems, the kernel matrices, \( \Sigma(\cdot) \), are reduced to scalars, which we denote as \( \ell(\cdot) \). The non-stationary version of the Matérn covariance function is therefore,

\[
C_{\text{NS}}(x_i, x_j) = \frac{\tau^2 |\Sigma(x_i)|^{\frac{1}{2}} |\Sigma(x_j)|^{\frac{1}{2}}}{\Gamma(\nu) 2^{\nu-1}|\langle \Sigma(x_i) + \Sigma(x_j) \rangle/2|^{\frac{1}{2}}} \left(2\sqrt{\nu Q_{ij}}\right)^\nu K_\nu \left(2\sqrt{\nu Q_{ij}}\right), \tag{5}
\]
with hyperparameters $\phi = \{\Sigma(\cdot, \cdot), \nu, \tau^2\}$. When employing this type of non-stationary covariance functions in equation (2), we are required to infer the kernel matrices at every location where the process was observed. Paciorek and Schervish (2006) modelled the kernel matrices as a continuous-parameter random process by utilising its spectral decomposition. Nonetheless, this approach results in a computationally expensive inference procedure (Paciorek and Schervish, 2006, Section 5.1) even for one-dimensional problems. As a consequence, alternative approaches to model the spatially varying parameters have been proposed in the literature (Risser, 2016; Neto et al., 2014; Lang et al., 2007).

In one-dimensional settings, when modelling the spatially varying length-scale with a GP, the hierarchical formulation of the model is

\[
y_i \sim \mathcal{N}(z(x_i), \sigma^2_{\varepsilon}), \quad i = 1, \ldots, m,
\]

\[
z(\cdot) \sim \mathcal{GP}(0, C^{NS}_\phi(\cdot, \cdot)),
\]

\[
\log \ell(\cdot) \sim \mathcal{GP}(0, C^S_\phi(\cdot, \cdot)),
\]

\[
(\tau^2, \phi, \sigma^2_{\varepsilon}) \sim \pi(\tau^2)\pi(\phi)\pi(\sigma^2_{\varepsilon}),
\]

where $C^{NS}_\phi(\cdot, \cdot)$ is as in equation (5), and $C^S_\phi(\cdot, \cdot)$ corresponds to a stationary covariance function with parameters $\phi$. Note that the prior for the spatially varying length-scale is assigned over a transformed parameter, and for notational simplicity, we define $u(\cdot) := \log \ell(\cdot)$. Performing inference under this model amounts to exploring the posterior:

\[
\pi(z, u, \tau^2, \phi, \sigma^2_{\varepsilon} | y) \propto \mathcal{N}(y | z, \sigma^2_{\varepsilon} I_m)\mathcal{N}(z | 0, C^{NS}_\phi)\mathcal{N}(u | 0, C^S_\phi)\pi(\tau^2)\pi(\phi)\pi(\sigma^2_{\varepsilon}),
\]

Efficient sampling from the posterior in equation (7) is challenging and the computational burden introduced by the spatially varying parameter is even noticeable in one-dimensional problems (Paciorek and Schervish, 2006; Heinonen et al., 2016). These difficulties arise from different sources. First, the computational complexity inherited from working dense covariance matrices makes the model unsuitable for large datasets. Second, the latent processes and hyperparameters tend to be strongly coupled a posteriori, which leaves vanilla MCMC procedures inefficient. Finally, as in a stationary formulation, the model is sensitive to the choice of hyperparameters, $\phi$, and therefore these must be inferred (Neto et al., 2014).

### 2.2 SPDE formulation of Matérn fields

Lindgren et al. (2011) showed that Gaussian Markov random fields can be presented equivalently as stochastic partial differential equations. By fixing $\nu = 2 - d/2$, a GP with stationary Matérn covariance (4) can be defined (Lindgren et al., 2011; Roininen et al., 2014) through

\[
\left(1 - \lambda^2 \Delta \right) z = \tau \sqrt{\lambda^d} w,
\]

where $\Delta := \sum_{k=1}^d \frac{\partial^2}{\partial x_k^2}$ is the Laplace operator, $w$ is white noise on $\mathbb{R}^d$, and we choose

\[
\text{Var}(w) = \frac{\Gamma(\nu + d/2)(4\pi)^{d/2}}{\Gamma(\nu)}.
\]

Analogous to the construction of Paciorek and Schervish (2006) for non-stationary covariance functions with spatially varying length-scales, Roininen et al. (2016) derive a stochastic partial
differential equation formulation for non-stationary Matérn fields,
\[(1 - \ell(\cdot)^2 \Delta) z = \tau \sqrt{\ell(\cdot)^d} w, \tag{9}\]

where \(\ell(\cdot)\) is a spatially varying length-scale, that is modelled as a log-transformed continuous-parameter GP model in the hyperprior in equation (6). An alternative formulation was proposed by Lindgren et al. (2011, Section 3.2), where spatially varying parameters were modelled through a basis function representation. Such a choice gives computational advantages, as the parameter space is lower than when using GP hyperpriors. However, this requires selecting the number of basis functions, and the ability to flexibly recover changes in the length-scale strongly depends on this choice. A finite-dimensional approximation of our continuous-parameter model (9), as well as the Lindgren et al. (2011) model, can be written in vector-matrix format as:
\[L(\ell) z = w, \tag{10}\]

where \(L(\ell)\) is a sparse matrix depending on \(\ell_j := \ell(jh)\), with \(h\) denoting the discretisation step in a chosen finite difference approximation. This model is constructed in such a way that the finite-dimensional approximation (10) converges to the continuous-parameter model (9) in the discretisation limit \(h \to 0\) (for proofs, see Roininen et al. (2016)). This property guarantees that irrespective of the choice of \(h\), the posteriors, and hence also the estimators, on different meshes, that are dense enough, are essentially the same.

Employing a GP to model \(\ell(\cdot)\) results in a similar construction to that discussed in Section 2.1. In the next sections, we extend the work of Roininen et al. (2016), by including inference of the measurement noise variance and the length-scale hyperparameter. Additionally, we explore different hyperprior models and discuss MCMC algorithms to do inference with these types of models.

3 Sparse non-stationary hierarchical models

The Gaussian process formulation in equation (1) can be rephrased through
\[y = Az + \varepsilon, \tag{11}\]

where \(A\) represents a linear mapping from some function space to a finite-dimensional space \(\mathbb{R}^m\), and where \(\varepsilon \in \mathbb{R}^m\) is assumed to be zero-mean Gaussian noise with variance \(\sigma^2 \varepsilon I_m\), which is independent of \(z\). For computational reasons, we discretise equation (11), such that \(Az \approx A z\), obtaining,
\[y = A z + \varepsilon,\]

where \(A \in \mathbb{R}^{m \times n}\) is a known matrix and \(z \in \mathbb{R}^n\) with \(z \sim \mathcal{N}(0, C_{NS})\). Our aim is to decompose the inverse prior covariance \(C^{-1}_{NS} := Q_\phi = L(\phi)^T L(\phi)\), where \(L(\phi)\) is a sparse matrix that depends on parameters \(\phi\). The required decomposition can be achieved employing the stochastic partial differential equation approach from Section 2.2 through equation (10).

Below, we give the explicit hierarchical formulation of the model,
\[
\begin{align*}
y & \mid z, \sigma^2 \varepsilon \sim \mathcal{N}(Az, \sigma^2 \varepsilon I_m), \\
z & \mid \phi \sim \mathcal{N}(0, Q^{-1}_\phi) \\
u & \mid \phi \sim \mathcal{N}(0, C_\phi) \\
(\tau^2, \sigma^2 \varepsilon, \phi) & \sim \pi(\tau^2) \pi(\sigma^2 \varepsilon) \pi(\phi), \tag{12}
\end{align*}
\]
where the key component of the model is $Q_{\phi}$, the inverse covariance of the Gaussian Markov random field employed to represent the non-stationary Gaussian process. This precision matrix depends on $u$ and $\tau^2$. In particular, $u$ is assumed to be a zero-mean Gaussian process that describes the spatially varying length-scale, and $\varphi$ denotes the parameters of the covariance function that describe the properties of the length-scales, such as its smoothness, and to which we also assign prior distributions. A plate diagram of this model is given in Figure 1 (left).

### 3-level GP model

![Plate diagram for a non-stationary hierarchical model.](image)

In the following sections, we discuss different types of hyperpriors for $u$. Notice that we are free to assign an inhomogeneous Matérn field for the length-scale process, introducing more flexibility to the model. A graphical representation of this type of construction is given to the right of Figure 1. For simplicity, we focus our analysis on the simplest case, when the parameters of the length-scale process are restricted to be constant along the input space. In addition, for both stationary and non-stationary covariance functions, the length-scale and magnitude parameters cannot be estimated consistently (Zhang, 2004), and for this reason, it is common to fix one of them or to employ a re-parametrisation. Here we set the magnitude parameter of both processes in the model to one. Consequently, the posterior of interest is simplified to

$$
\pi(z, u, \lambda, \sigma^2_z \mid y) \propto \mathcal{N}(y \mid A z, \sigma^2_z I_m) \mathcal{N}(z \mid 0, Q_{\phi}^{-1}) \mathcal{N}(u \mid 0, C_\lambda) \pi(\lambda) \pi(\sigma^2_z).
$$

(13)

Notice that compared to the posterior shown in equation (7), the likelihood function in (13) is different, and we employ the inverse covariance of the GMRF in equation (9) to make computationally efficient inference. In addition, although $z$ can be marginalised analytically, resulting in the posterior

$$
\pi(u, \lambda, \sigma^2_z \mid y) \propto \mathcal{N}(y \mid 0, A Q_{u}^{-1} A^T + \sigma^2_z I_m) \mathcal{N}(u \mid 0, C_\lambda) \pi(\lambda) \pi(\sigma^2_z),
$$

(14)

employing (13) is more appealing as we can take direct advantage of the sparse structure in the
The precision matrix. In contrast, the precision matrix of the marginal likelihood in (14) corresponds to a dense matrix.

The proposed approach considers full-scale uncertainty quantification of all the estimates, where all the processes and parameters are modelled as random objects, building on and further developing the work by Roininen et al. (2016). Furthermore, through the matrix $A$, we are able to define the grid resolution of the latent fields. In particular, for more rough processes, we may be interested in finer resolutions, while for smooth functions, a sparse grid may be sufficient to obtain an accurate representation. In Section 4, we discuss MCMC techniques to do inference in these types of models.

3.1 AR(1) hyperprior

It would be tempting to use any stochastic process as a hyperprior for the length-scale $\ell$. However, in Roininen et al. (2016), it was shown that something smoother than white noise is needed, otherwise different discretisations of $z$ may affect the posterior estimates. When the smoothness parameter of the stationary Matérn covariance (equation (4)) is set to $\nu = 1/2$, we have an exponential covariance function,

$$C^S(x_i, x_j) = \tau^2 \exp\left(-\frac{|x_i - x_j|}{\lambda}\right),$$

This is the Ornstein-Uhlenbeck covariance, and it is well-known to have non-differentiable sample paths. Employing this covariance function in place of $C_\varphi$ in the model (12) allows quick changes in its behaviour, while at the same time, it is smoother than white noise.

The Ornstein-Uhlenbeck process is the continuous-time counterpart of the first-order autoregressive model AR(1) given by

$$u_j = \beta u_{j-1} + e_j, \quad e_j \sim \mathcal{N}(0, \sigma^2),$$

where $u$ is the object of interest and $u_j$ is on an uniform lattice $t_j := jh, j \in \mathbb{Z}$ with discretisation step $h$. Without a proof, we note that the AR(1) has an exponential autocovariance for all $\beta > 0$ except for $\beta = 1$ which corresponds to Gaussian random walk, i.e. Brownian motion. We note that the stable AR(1) requires that $\beta < 1$, but here, as our goal is in forming covariance matrices, this is not a necessary condition.

Let us denote by $a_0 := 1/\sigma$ and $a_1 := \beta/\sigma$. Then we can construct the inverse of the exponential covariance matrix $C^{S^{-1}}_\lambda := Q_\lambda = L(\lambda)^T L(\lambda)$, where $L(\lambda)$ is a sparse matrix that depends on $\lambda$. More precisely,

$$L(\lambda) = \begin{pmatrix} a_0 & a_1 & a_1 & \cdots & a_1 \\ a_0 & a_1 & a_1 & \cdots & a_1 \\ & \ddots & \ddots & \ddots & \ddots \\ & & a_0 & a_1 & 1 \\ & & & a_0 & a_1 \end{pmatrix},$$

where the coefficients $a_0$ and $a_1$ are defined as

$$a_0 = \left(\sqrt{\frac{h}{\lambda}} + \sqrt{\frac{h + \lambda}{h}}\right) / \sqrt{8}, \quad a_1 = \left(\sqrt{\frac{h}{\lambda}} - \sqrt{\frac{h + \lambda}{h}}\right) / \sqrt{8}.$$
Hence, we have a sparse representation for the hyperprior precision matrix. The posterior distribution in equation (13) can therefore be rewritten as

$$
\pi(z, u, \lambda, \sigma^2_\varepsilon | y) \propto \mathcal{N}(y | Az, \sigma^2_\varepsilon I_m) \mathcal{N}(z | 0, Q_u^{-1}) \mathcal{N}(u | 0, Q_\lambda^{-1}) \pi(\lambda) \pi(\sigma^2_\varepsilon),
$$

(16)

where we use the sparse precision matrix to model the varying length-scale process.

### 3.2 Squared exponential hyperprior

In contrast to the AR(1) hyperprior, we have the squared exponential (SE) hyperprior, which is obtained when we use equation (3) in place of $C_\phi$ in the model from equation (12). This covariance function, also referred to as the radial basis function (RBF), is recovered when $\nu \to \infty$ in the stationary Matérn covariance from equation (4). Sample paths from a SE are infinitely differentiable and consequently very smooth. Therefore, when employing a SE hyperprior for the length-scale process, we introduce strong prior smoothness assumptions on how the correlation of the non-stationary process changes with distance. We note that for the SE hyperprior, the precision matrix is dense, as we cannot use the autoregressive formulation of Section 3.1. Therefore, the posterior distribution, in this case, corresponds to that shown in equation (13).

### 4 Algorithms

In order to draw samples from the posterior distributions of interest, we propose three MCMC sampling approaches. The first draws samples from the multidimensional vector $u$ through an adaptive Metropolis-within-Gibbs algorithm. The second employs ancillary augmentation (Yu and Meng, 2011) over $z$ and $u$ and uses elliptical slice sampling (ELL-SS) (Murray et al., 2010) over the re-parametrised length-scale process. The third integrates out the non-stationary process, resulting in a marginal sampler that draws from $u$ by combining ancillary augmentation and ELL-SS to break the correlation between $u$ and $\lambda$.

#### 4.1 Metropolis-within-Gibbs (MWG)

This sampling scheme is inspired by that proposed in Roininen et al. (2016) and additionally incorporates adaptive random walks for the noise variance and length-scale hyperparameter. Furthermore, we incorporate adaptation (Roberts and Rosenthal, 2009) for the length-scale process in order to obtain a Metropolis-within-Gibbs (MWG) scheme that is free of parameter tuning. The generic procedure is detailed in Algorithm 1.

Regardless of the hyperprior employed in the model, MWG offers computational gains due to the fact that we are not required to invert matrices to evaluate the log prior density of $z$,

$$
\log \pi(z | u) = -\frac{n}{2} \log(2\pi) + \log \det(L(u)) - \frac{1}{2} z^T L(u)^T L(u) z.
$$

Instead, we can reconstruct the inverse covariance through $C^{-1}_u = L(u)^T L(u)$. Moreover, the normalisation constant includes a log-determinant computation, which can be numerically unstable and computationally expensive. Employing a single-component Metropolis-Hastings algorithm simplifies this operation; for details, see Roininen et al. (2016, Section 6).
Algorithm 1 Metropolis-within-Gibbs (MWG)

Require: $A$, $\sigma^2_{z(0)}$, $u^{(0)}$, $z^{(0)}$ and $\lambda^{(0)}$

1: for $t = 1$ to $T$ do
2:   Draw: $\log \sigma^2_{z} | \log \sigma^2_{z(t-1)} \sim \mathcal{N}(\log \sigma^2_{z(t-1)}, s_1)$
3:   Compute: $\alpha_{\sigma^2_{z}} = \min \left\{ 1, \frac{\mathcal{N}(y|A_0z^{(t-1)}, \sigma^2_{z(t-1)} I_m)}{\mathcal{N}(y|A_0z^{(t-1)}, \sigma^2_{z(t-1)} I_m)} \right\}$
4:   With probability $\alpha_{\sigma^2_{z}}$ set $\log \sigma^2_{z(t)} = \log \sigma^2_{z(t-1)}$; otherwise set $\log \sigma^2_{z(t)} = \log \sigma^2_{z(t-1)}$
5:   Run Adaptation for $s_1$
6:   Draw: $\eta \sim \mathcal{N}(0, I_{m+n})$
7:   Set: $z^{(t)} = \left( \sigma^{-1(t)}_{z} A \begin{bmatrix} \sigma^{-1(t)}_{z} y \\ 0 \end{bmatrix} + \eta \right) \left( \begin{bmatrix} \sigma^{-1(t)}_{z} \\ 0 \end{bmatrix} \right)^{t}^{t}$ \hspace{1cm} \triangledown \triangledown$^\dagger$ denotes the matrix pseudoinverse
8:   Draw: $u \sim \mathcal{N}(u^{(t-1)}, P)$
9:   Set: $u' = u^{(t-1)}$ and $u^{(t)} = u^{(t-1)}$
10: for $k = 1$ to $n$ do
11:   Set: $u_{j \neq k} = (u_1^{(t)}, \ldots, u_{k-1}^{(t)}, u_{k+1}^{(t-1)}, \ldots, u_n^{(t-1)})^T$
12:   Compute: $\alpha_{u_k} = \min \left\{ 1, \frac{\mathcal{N}(u_k^{(t)}|0, C_{u_k})}{\mathcal{N}(u_k^{(t-1)}|0, C_{u_k})} \right\}$
13:   With probability $\alpha_{u_k}$ set $u_k^{(t)} = u_k$ and $u_k' = u_k$; otherwise set $u_k^{(t)} = u_k^{(t-1)}$
14:   end for
15: Run Adaptation for $P$
16: Draw: $\log \lambda | \log \lambda^{(t-1)} \sim \mathcal{N}(\log \lambda^{(t-1)}, s_2)$
17: Compute: $\alpha_{\lambda} = \min \left\{ 1, \frac{\mathcal{N}(u^{(t)}|0, C_{\lambda}) \pi(\log \lambda)}{\mathcal{N}(u^{(t-1)}|0, C_{\lambda}^{(t-1)}) \pi(\log \lambda^{(t-1)})} \right\}$
18: With probability $\alpha_{\lambda}$ set $\log \lambda^{(t)} = \log \lambda$; otherwise set $\log \lambda^{(t)} = \log \lambda^{(t-1)}$
19: Run Adaptation for $s_2$
20: end for
Further computational gains are possible when we utilise the AR(1) hyperprior. Similar to the prior density of $z$, we can evaluate the log prior density of $u$ through

$$\log \pi(u \mid \lambda) = -\frac{n}{2} \log(2\pi) + \log \det(L(\lambda)) - \frac{1}{2} u^T L(\lambda)^T L(\lambda) u.$$  

However, this is not possible when utilising SE hyperprior. In that case, we require the inversion of an $n \times n$ matrix. The log prior density is evaluated as

$$\log \pi(u \mid \lambda) = -\frac{n}{2} \log(2\pi) - \frac{1}{2} \log \det(C_\lambda) - \frac{1}{2} u^T C_\lambda^{-1} u.$$  

Our simulation studies show that this algorithm can perform badly when the hyperprior for $u(\cdot)$ has strong smoothness assumptions, such as those induced by employing a SE covariance function. This flaw motives us to explore elliptical slice sampling, a state-of-the-art MCMC algorithm for latent Gaussian models (Murray et al., 2010).

### 4.2 Whitened Elliptical Slice Sampling (w-ELL-SS)

Elliptical slice sampling is known to perform well with Gaussian priors that are strongly coupled (Murray et al., 2010). Here, we combine this sampling algorithm with ancillary augmentation or whitening (Yu and Meng, 2011), which represents a computationally cheap and effective strategy to break the correlation between the prior and its corresponding hyperparameters (Filippone et al., 2013; Murray and Adams, 2010).

We define $z = L(u)^{-1} \xi$ with $\xi \sim \mathcal{N}(0, I_n)$, and $u = R_\lambda \zeta$ with $\zeta \sim \mathcal{N}(0, I_n)$. For the AR(1) hyperprior, $R_\lambda := L(\lambda)^{-1}$, with $L(\lambda)$ as in equation (15); whereas, for the SE hyperprior, we define $R_\lambda$ to be the lower-triangular Cholesky factor of $C_\lambda$, such that $C_\lambda = R_\lambda R_\lambda^T$. Applying whitening for both $z$ and $u$ results in the joint posterior

$$p(\zeta, \xi, \lambda, \sigma_\varepsilon^2 \mid y) \propto \mathcal{N}(y \mid AL(R_\lambda \zeta)^{-1} \xi, \sigma_\varepsilon^2 I_n)\mathcal{N}(\zeta \mid 0, I_n)\mathcal{N}(\xi \mid 0, I_n)\pi(\lambda)\pi(\sigma_\varepsilon^2).$$

This sampling scheme does not require dense matrix inversions nor expensive log determinant computations. However, as ELL-SS is a rejection free sampling method, each iteration may require several likelihood evaluations. We further note whitening requires the evaluation of (a decomposition of) the covariance matrix, not the precision matrix, which minimizes the computational gains of employing the AR hyperprior over the SE hyperprior. Specifically, on one hand, we need to invert a sparse matrix for the AR hyperprior, and on the other hand, we need a Cholesky decomposition of a dense matrix for the SE hyperprior. The sampling method is described in Algorithm 2.

### 4.3 Marginal Elliptical Slice Sampling (m-ELL-SS)

In simulation studies, we found that integrating out the latent variables $z$ significantly improves the mixing of the chains for $u$ and its hyperparameters. The log marginal likelihood of the data corresponds to

$$\log p(y \mid u, \lambda, \sigma_\varepsilon^2) = -\frac{n}{2} \log(2\pi) - \frac{1}{2} \log \det(\Psi) - \frac{1}{2} y^T \Psi^{-1} y,$$

where $\Psi = AQ_u^{-1} A^T + \sigma_\varepsilon^2 I_n$. Similar to w-ELL-SS, from Section 4.2, we use whitening to decouple $u$ and $\lambda$. The re-parametrisation corresponds again to $u = R_\lambda \zeta$ where $\zeta \sim \mathcal{N}(0, I_n)$, and
**Algorithm 2** Whitened Elliptical Slice Sampling (w-ELL-SS)

Require: \( A, \sigma_z^{(0)}, \xi^{(0)}, \eta^{(0)} \) and \( \lambda^{(0)} \)

1: for \( t = 1 \) to \( T \) do
2:   Compute: \( u = R_{A(t-1)} \xi^{(t-1)} \)
3:   Compute: \( z = L(u)^{-1} \xi^{(t-1)} \)
4:   Draw: \( \log \sigma_z^2 \mid \log \sigma_z^2 \sim \mathcal{N}(\log \sigma_z^2, s_1) \)
5:   Compute: \( \alpha_{\sigma_z^2} = \min \left\{ 1, \frac{\mathcal{N}(y \mid A z, \sigma_z^2 I_m) \pi(\log \sigma_z^2)}{\mathcal{N}(y \mid A z, \sigma_z^2(t-1) I_m) \pi(\log \sigma_z^2(t-1))} \right\} \)
6:   With probability \( \alpha_{\sigma_z^2} \) set \( \log \sigma_z^2 = \log \sigma_z^2 \), otherwise set \( \log \sigma_z^2 = \log \sigma_z^2(t-1) \)
7:   Run Adaptation for \( s_1 \)
8:   Draw: \( \nu \sim \mathcal{N}(0, I_m) \)
9:   Draw: \( \beta \sim \mathcal{U}(0, 1] \)
10: Compute: \( \kappa = \log \mathcal{N}(y \mid A z, \sigma_z^2(t) I_m) + \log \beta \)
11: Draw: \( \theta \sim \mathcal{U}(0, 2\pi] \)
12: Define: \( [\theta_{\min}, \theta_{\max}] = [\theta - 2\pi, \theta] \)
13: Propose: \( \xi' = \xi^{(t-1)} \cos \theta + \nu \sin \theta \)
14: Update: \( u = R_{A(t-1)} \xi' \)
15: Update: \( z = L(u)^{-1} \xi^{(t-1)} \)
16: if \( \log \mathcal{N}(y \mid A z, \sigma_z^2(t) I_m) > \kappa \) then
17:   Set: \( \xi^{(t)} = \xi' \)
18: else
19:   if \( \theta < 0 \) then
20:     \( \theta_{\min} = \theta \)
21:   else
22:     \( \theta_{\max} = \theta \)
23: end if
24: Draw: \( \theta \sim \mathcal{U}[\theta_{\min}, \theta_{\max}] \)
25: Go back to step 13.
26: end if
27: Draw: \( \log \lambda \mid \log \lambda^{(t-1)} \sim \mathcal{N}(\log \lambda^{(t-1)}, s_2) \)
28: Compute: \( u' = R_{A(t)} \xi^{(t)} \)
29: Compute: \( z' = L(u')^T \xi^{(t-1)} \)
30: Compute: \( \alpha_\lambda = \min \left\{ 1, \frac{\mathcal{N}(y \mid A z', \sigma_z^2(t) I_m) \pi(\log \lambda)}{\mathcal{N}(y \mid A z, \sigma_z^2(t) I_m) \pi(\log \lambda^{(t-1)})} \right\} \)
31: With probability \( \alpha_\lambda \) set \( \log \lambda^{(t)} = \log \lambda \) and \( u = u' \); otherwise, set \( \log \lambda^{(t)} = \log \lambda^{(t-1)} \)
32: Draw: \( \eta \sim \mathcal{N}(0, I_m+n) \)
33: Set: \( \xi^{(t)} = \left( \sigma_z^{-1}(t) A L(u)^{-1} I_m \right)^T \left( \sigma_z^{-1}(t) y \right) + \eta \)
\( \ast \ast \) denotes the matrix pseudoinverse
34: end for
\[ R_\lambda := L(\lambda)^{-1} \text{ for the AR(1) hyperprior, or } R_\lambda := \text{chol}(C_\lambda) \text{ for the SE hyperprior. The posterior distribution is therefore,} \]

\[ p(\zeta, \sigma^2 | y) \propto \mathcal{N}(y | 0, A Q_{\zeta A}^{-1} A^T + \sigma^2 I_m) \mathcal{N}(\zeta | 0, I_m) \pi(\lambda) \pi(\sigma^2). \]

It is important to emphasize that employing the marginal likelihood brings in extra computational cost, as the calculation of \( \log \text{det}(\Psi) \) cannot be simplified. However, notice also that the inversion of \( \Psi \) can be computed employing the Woodbury identity; such that, \( \Psi^{-1} = \sigma^{-2} I_m - \sigma^{-2} A (L(u)^T L(u) + \sigma^{-2} A^T A)^{-1} A^T \). This results in the inversion of a sparse matrix rather than an inversion of a dense matrix \( \Psi \). In addition, in contrast to MWG, this scheme performs well regardless of the hyperprior employed. Again, we note that as is the case for the w-ELL-SS in Section 4.2, whitening mitigates the computational gains of utilising an AR hyperprior over the SE hyperprior. The sampling scheme is detailed in Algorithm 3.

\textbf{Algorithm 3} Marginal Elliptical Slice Sampling (m-ELL-SS)

\begin{verbatim}
Require: \( A, \sigma^2_{z(0)}, \zeta(0), \lambda(0), \) and \( u = R_{\lambda(0)} \zeta(0) \)
1: for \( t = 1 \) to \( T \) do
2: Draw: \( \log \sigma^2_t | \log \sigma^2_{t-1} \sim \mathcal{N}(\log \sigma^2_{t-1}, s_1) \)
3: Compute: \( \alpha_{\sigma^2_t} = \min \left\{ 1, \frac{\mathcal{N}(y | 0, A Q_{\zeta A}^{-1} A^T + \sigma^2_t I_m) \pi(\log \sigma^2_t)}{\mathcal{N}(y | 0, A Q_{\zeta A}^{-1} A^T + \sigma^2_{t-1} I_m) \pi(\log \sigma^2_{t-1})} \right\} \)
4: With probability \( \alpha_{\sigma^2_t} \) set \( \log \sigma^2_t = \log \sigma^2_t \), otherwise set \( \log \sigma^2_t = \log \sigma^2_{t-1} \)
5: Run Adaptation for \( s_1 \)
6: Draw: \( \nu \sim \mathcal{N}(0, I_m) \)
7: Draw: \( \beta \sim U[0, 1] \)
8: Compute: \( \kappa = \log \mathcal{N}(y | 0, A Q_{\zeta A}^{-1} A^T + \sigma^2_t I_m) + \log \beta \)
9: Draw: \( \theta \sim U[0, 2\pi] \)
10: Define: \( [\theta_{\min}, \theta_{\max}] = [\theta - 2\pi, \theta] \)
11: Propose: \( \zeta' = \zeta^t \cos \theta + \nu \sin \theta \)
12: Compute: \( u = R_{\lambda(t-1)} \zeta' \)
13: if \( \log \mathcal{N}(y | 0, A Q_{\zeta A}^{-1} A^T + \sigma^2_t I_m) > \kappa \) then
14: Set: \( \zeta^t = \zeta' \)
15: else
16: if \( \theta < 0 \) then
17: \( \theta_{\min} = \theta \)
18: else
19: \( \theta_{\max} = \theta \)
20: end if
21: Draw: \( \theta \sim U[\theta_{\min}, \theta_{\max}] \)
22: Go back to step 11.
23: end if
24: Draw: \( \log \lambda | \log \lambda(t-1) \sim \mathcal{N}(\log \lambda(t-1), s_2) \)
25: Compute: \( u' = R_{\lambda(t)} \zeta^t \)
26: Compute: \( \alpha_{\lambda} = \min \left\{ 1, \frac{\mathcal{N}(y | 0, A Q_{\zeta A}^{-1} A^T + \sigma^2_t I_m) \pi(\log \lambda)}{\mathcal{N}(y | 0, A Q_{\zeta A}^{-1} A^T + \sigma^2_{t-1} I_m) \pi(\log \lambda(t-1))} \right\} \)
27: With probability \( \alpha_{\lambda} \) set \( \log \lambda_t = \log \lambda \) and \( u = u' \), otherwise set \( \log \lambda_t = \log \lambda(t-1) \)
28: end for
\end{verbatim}
5 Experiments

We apply the sparse non-stationary hierarchical methodology to simulated one-dimensional interpolation experiments (Figure 2) and to a cosmic noise time-series example in Section 5.2. The experiments study the effects of the discretisation and sample size on the efficiency of the algorithms and accuracy of the estimates for the different sampling methodologies.

5.1 Simulated Data

We consider two simulated datasets with different characteristics. The first example (Figure 2a) is a function which has smooth parts and edges, and it is also piecewise constant,

\[ z(x) = \begin{cases} 
\exp\left(4 - \frac{25}{x(5-x)}\right) & x \in (0, 5) \\
1 & x \in [7, 8] \\
-1 & x \in (8, 9) \\
0 & \text{otherwise} 
\end{cases} \]

The second (Figure 2b) corresponds to a damped sine wave function,

\[ z(x) = \exp(-x) \cos(2\pi x). \]

In the first simulated dataset, we investigate, empirically, posterior consistency of the estimates with respect to the discretisation scheme. The second experiment explores the performance of the sampling schemes as we increase the sample size and measurement noise. In both experiments, we assign broad priors for the noise variance and length-scale hyperparameter.

**Figure 2**: Simulated dataset. (a): 81 observations with domain \([0, 10]\) and noise variance \(\sigma^2 = 0.01\). (b): 350 observations with domain \([0, 8]\) and noise variance \(\sigma^2 = 0.04\).

with respect to the discretisation scheme. The second experiment explores the performance of the sampling schemes as we increase the sample size and measurement noise. In both experiments, we assign broad priors for the noise variance and length-scale hyperparameter.

**Experiment 1: Smooth-piecewise constant function**

For all experiments, we use the same initialization and run the chains for \(T = 350,000\) iterations with a burn-in period of \(100,000\). Numerical discretisation-invariance is studied by varying \(n\) in the experiments, with \(n = 81, 161, 241\).

We start by presenting the results obtained with the MWG algorithm. Figure 3 shows estimates of the spatially varying length-scales and the unknown function when using the AR(1) hyperprior. Inspection of traceplots and cumulative averages of the estimates (not shown) suggest convergence
of the chains. In addition, the varying length-scale estimate exhibit the expected behaviour, and the interpolated estimates indicate a reasonable fit to the unknown function for all three discretisations schemes. Figure 4 illustrates the results obtained with SE hyperprior for the same sampling algorithm. Under this setting, the effect of discretisation scheme is evident. As we increase \( n \), the method fails to recover the unknown function. The strong correlation between the elements of \( u \) induced by the SE hyperprior makes the algorithm converge rather slowly to the target distribution.

Figure 5 depicts the results obtained with w-ELL-SS and AR(1) hyperprior. Despite the fact that chains of the hyperparameter show slower mixing compared to those corresponding to MWG (see Table 4), the estimates of \( \ell \) and \( z \) look as expected. In contrast to the results obtained for SE hyperprior with MWG, the w-ELL-SS scheme for this hyperprior demonstrates good performance as can be seen from Figure 6.

Figure 7 and 8 display the results obtained with m-ELL-SS sampling. The estimated length-scales, for both hyperpriors, appear smoother compared to those obtained with w-ELL-SS. However, the posterior estimates of the unknown function resemble each other.

To visually assess the mixing of the chains, we show traceplots and plots of cumulative averages for some of the estimates in Figure 9. The results are shown for the most challenging scenario, SE hypermodel at the highest resolution, \( n = 241 \). The results emphasize the lack of convergence for the MWG sampler, and the high autocorrelation of the chains produced by w-ELL-SS.

To summarise the results and to facilitate comparison, we present, in Table 1, posterior mean estimates for some of the parameters using the three different MCMC algorithms with both hyperpriors and under different discretisations schemes. With exception of the results obtained with MWG for SE hyperprior, the estimates appear consistent for the three sampling methodologies and for the three different discretisation schemes. The table also reports mean absolute error (MAE).
Figure 4: Results for SE hyperpior with the MWG algorithm on different grids with 81 measurements. (a)-(c): Estimated $\ell$ process with 95% credible intervals. (d)-(f): Estimated $z$ process with 95% credible intervals.

Figure 5: Results for AR(1) hyperpior with the w-ELL-SS algorithm on different grids with 81 measurements. (a)-(c): Estimated $\ell$ process with 95% credible intervals. (d)-(f): Estimated $z$ process with 95% credible intervals.
Figure 6: Results for SE hyperprior with the w-ELL-SS algorithm on different grids with 81 measurements. (a)-(c): Estimated $\ell$ process with 95% credible intervals. (d)-(f): Estimated $z$ process with 95% credible intervals.

Figure 7: Results for AR(1) hyperprior with the m-ELL-SS algorithm on different grids with 81 measurements. (a)-(c): Estimated $\ell$ process with 95% credible intervals. (d)-(f): Estimated $z$ process with 95% credible intervals.
Figure 8: Results for SE hyperprior model with m-ELL-SS algorithm on different grids with 81 measurements. (a)-(c): Estimated ℓ process with 95% credible intervals. (d)-(f): Estimated z process with 95% credible intervals.

Figure 9: Traceplots with cumulative averages of the chains for SE hypermodel and n = 241. (Top row:) shows the element of u with the lowest ESS. (Bottom row:) illustrates the hyperparameter.
to evaluate the fit to the unknown function. While w-ELL-SS and m-ELL-SS report equivalent errors, MWG yields larger values, which is more evident for SE hypermodel.

|       | MWG          | w-ELL-SS       | m-ELL-SS       |
|-------|--------------|----------------|----------------|
|       | \( n = 81 \) | \( n = 161 \) | \( n = 241 \) | \( n = 81 \) | \( n = 161 \) | \( n = 241 \) | \( n = 81 \) | \( n = 161 \) | \( n = 241 \) |
| \( \sigma^2 \) | 0.014 0.015 0.015 | 0.014 0.014 0.014 | 0.014 0.014 0.014 | 0.014 0.014 0.014 |
| \( \ell \) | 2.455 2.658 2.696 | 1.817 1.910 2.323 | 2.144 2.238 2.237 | 2.144 2.238 2.237 |
| \( z \) | 0.687 0.686 0.687 | 0.695 0.695 0.693 | 0.692 0.693 0.693 | 0.692 0.693 0.693 |
| \( z \) | -0.872 -0.860 -0.851 | -0.865 -0.860 -0.863 | -0.877 -0.866 -0.863 | -0.877 -0.866 -0.863 |
| \( \lambda \) | 0.391 0.370 0.365 | 0.369 0.371 0.316 | 0.355 0.345 0.332 | 0.355 0.345 0.332 |
| MAE   | 0.041 0.051 0.054 | 0.040 0.050 0.053 | 0.041 0.050 0.053 | 0.041 0.050 0.053 |

Table 1: Posterior mean estimates obtained with both hyperpriors under various discretisation schemes \( (n = 81, 161, 241) \) and employing three different sampling algorithms. \( j = 15, 29, 43 \) and \( i = 66, 131, 196 \). Lowest values of MAE are in boldface.

In order to evaluate the performance of the algorithms previously discussed, we show in Table 2 an overall efficiency score (OES) of the chains (Titsias and Papaspiliopoulos, 2016). This measure considers both the CPU time (Table 3) required to run the chains and the effective sample size (ESS) (Table 4). The score is computed as \( OES = ESS/CPUt ime \). For both multidimensional vectors, \( z \) and \( u \), we report the OES computed with the minimum ESS across all dimensions. The results indicate that while MWG with the AR(1) hyperprior shows the highest efficiency score

|       | MWG          | w-ELL-SS       | m-ELL-SS       |
|-------|--------------|----------------|----------------|
|       | \( n = 81 \) | \( n = 161 \) | \( n = 241 \) | \( n = 81 \) | \( n = 161 \) | \( n = 241 \) | \( n = 81 \) | \( n = 161 \) | \( n = 241 \) |
| \( \sigma^2 \) | 264.35 32.44 7.37 | 175.98 36.78 12.97 | 190.84 51.02 16.79 | 190.84 51.02 16.79 |
| \( \ell \) | 126.88 | 10.18 | 1.89 | 3.53 | 0.95 | 0.24 | 46.33 | 10.38 | 4.27 |
| \( z \) | 247.29 | 23.84 | 4.28 | 19.19 | 3.76 | 0.53 | 89.68 | 21.60 | 7.69 |
| \( \lambda \) | 37.50 | 3.10 | 0.49 | 10.34 | 1.57 | 0.66 | 35.10 | 10.27 | 3.65 |
| MAE | 0.044 | 0.065 | 0.108 | 0.039 | 0.049 | 0.052 | 0.039 | 0.049 | 0.052 |

Table 2: OES with both hyperpriors under various discretisation schemes \( (n = 81, 161, 241) \) and employing three different sampling algorithms. \( \ell_{\text{min}} \) and \( z_{\text{min}} \) report OES for the minimum ESS across all dimensions. Highest values in boldface.

for \( n = 81 \), its performance deteriorates as \( n \) increases. This suggests that this sampling scheme will not perform efficiently for bigger datasets even when \( m = n \) (this is explored in Example 2). Notice also that the scores reported for MWG with the SE hyperprior are not informative as the chains show convergence problems. Furthermore, despite the fact that w-ELL-SS algorithm reports the lowest CPU time under both hyperpriors (Table 3), its overall efficiency scores are outperformed by those obtained with m-ELL-SS; this is due to the low autocorrelation of the chains achieved by the marginal sampler (see Table 4).

1All experiments were run in an Intel(R) Core(TM) i7-6700 CPU 3.40GHz computer with 16 GB of RAM.
Table 3: CPU time in minutes. Best values in boldface

|        | MWG    | w-ELL-SS | m-ELL-SS |
|--------|--------|----------|----------|
|        | n = 81 | n = 161  | n = 241  |
| AR(1)  |        |          |          |
|        | 551.3  | 551.3    | 551.3    |
|        | 161    | 161      | 161      |
|        | 241    | 241      | 241      |
|        | 81     | 81       | 81       |
|        | 161    | 161      | 161      |
|        | 241    | 241      | 241      |
|        |        |          |          |

Table 4: ESS after burn-in period for both hyperpriors under various discretisation schemes (n = 81, 161, 241) and employing three different sampling algorithms. Highest values in boldface.

|        | MWG    | w-ELL-SS | m-ELL-SS |
|--------|--------|----------|----------|
|        | n = 81 | n = 161  | n = 241  |
| AR(1)  |        |          |          |
| σ²     | 15049.5| 15049.5  | 15049.5  |
| ℓ₁₅    | 4730.1 | 4730.1   | 4730.1   |
| ℓ₆₆    | 4722.4 | 4722.4   | 4722.4   |
| z₁₅    | 37341.9| 37341.9  | 37341.9  |
| z₆₆    | 36876.1| 36876.1  | 36876.1  |
| λ      | 407      | 407      | 407      |

SE

|        | MWG    | w-ELL-SS | m-ELL-SS |
|--------|--------|----------|----------|
|        | n = 81 | n = 161  | n = 241  |
| AR(1)  |        |          |          |
| σ²     | 22455.3| 22455.3  | 22455.3  |
| ℓ₁₅    | 4952.4 | 4952.4   | 4952.4   |
| ℓ₆₆    | 4781.2 | 4781.2   | 4781.2   |
| z₁₅    | 12194.1| 12194.1  | 12194.1  |
| z₆₆    | 39636.5| 39636.5  | 39636.5  |
| λ      | 342      | 342      | 342      |

Table 2: CPU time in minutes. Best values in boldface.

Table 2: ESS after burn-in period for both hyperpriors under various discretisation schemes (n = 81, 161, 241) and employing three different sampling algorithms. Highest values in boldface.

Experiment 2: Damped sine wave

This example explores the effect of increasing the sample size and measurement noise. Due to robustness of the estimates with respect to the discretisation in the first example, we only present experiments for the discretisation scheme when \( m = n \). For these experiments, we run the chains for \( T = 150,000 \) iterations and apply a burn-in period of 50,000.

Figures 10 and 11 illustrate posterior estimates for the length-scales and the unknown function under AR(1) and SE hyperpriors, respectively. While the results with the AR(1) hyperprior appear satisfactory under the three sampling schemes, the SE hyperprior with MWG is not able to explore the posterior of \( u \), resulting in poor estimates and the highest MAE (see Table 5). There is a boundary effect in the estimator, i.e. the estimator shows a rise, even though it should be flat line. This is due to the boundary perturbation of the prior formed via the SPDE formulation in (8). Here our emphasis is on interpolation and not prediction at the boundary or outside the domain. However, in applications where this is relevant, one can utilise boundary correction terms, periodic boundary conditions or extension of the domain (Roininen et al., 2014).

An analysis of the efficiency of the sampling methodologies reveals that, while w-ELL-SS is consistently faster (Table 6), the ESS of its chains is consistently smaller, hence reducing the overall efficiency score (shown in Table 8).

In contrast, despite the fact that the marginal sampler reports larger CPU times, the low correlation of its chains (Table 7) favors its OES. This, together with the negligible differences in MAE, suggests that m-ELL-SS offers a good compromise between computational cost and efficiency.
Figure 10: Results for the AR(1) hyperpior. Top row: estimated $\ell$ process with 95\% credible interval for (a) MWG, (b) w-ELL-SS and (c) m-ELL-SS. Bottom row: estimated $z$ process with 95\% credible interval for (a) MWG, (b) w-ELL-SS and (c) m-ELL-SS.

Figure 11: Results for the SE hyperpior. Top row: estimated $\ell$ process with 95\% credible interval for (a) MWG, (b) w-ELL-SS and (c) m-ELL-SS. Bottom row: estimated $z$ process with 95\% credible interval for (a) MWG, (b) w-ELL-SS and (c) m-ELL-SS.
|         | MWG  | w-ELL-SS | m-ELL-SS |
|---------|------|----------|----------|
| $\sigma^2$ | 0.045 | 0.044    | 0.044    |
| $\ell_{100}$ | 2.266 | 1.428    | 1.599    |
| $\ell_{200}$ | 7.270 | 5.323    | 6.060    |
| $\zeta_{100}$ | 0.017 | 0.049    | 0.024    |
| $\zeta_{200}$ | 0.027 | 0.062    | 0.031    |
| $\lambda$ | 1.354 | 1.533    | 1.461    |
| MAE     | **0.043** | 0.044    | 0.044    |

Table 5: Posterior mean estimates obtained with both hyperpriors and employing three different sampling algorithms. Lowest values of MAE are in boldface.

|         | MWG  | w-ELL-SS | m-ELL-SS |
|---------|------|----------|----------|
| $\sigma^2$ | 0.054 | 0.044    | 0.044    |
| $\ell_{100}$ | 0.815 | 1.275    | 1.250    |
| $\ell_{200}$ | 0.501 | 7.337    | 7.763    |
| $\zeta_{100}$ | 0.026 | 0.062    | 0.024    |
| $\zeta_{200}$ | 0.069 | 0.052    | 0.026    |
| $\lambda$ | 0.666 | 1.177    | 1.232    |
| MAE     | **0.065** | **0.045** | **0.045** |

Table 6: CPU time in minutes

|         | MWG  | w-ELL-SS | m-ELL-SS |
|---------|------|----------|----------|
| $\sigma^2$ | 15380.2 | 20718.6  | **27788.0** |
| $\ell_{100}$ | 230.3  | 284.4    | **2624.6** |
| $\ell_{200}$ | 180.8  | 229.8    | **2783.6** |
| $\zeta_{100}$ | 5675.4 | 11546.2  | **35876.0** |
| $\zeta_{200}$ | 9219.5 | 5993.3   | **27695.3** |
| $\lambda$ | 225.1  | 272.5    | **1854.739** |

Table 7: ESS after burnin period for both hyperprior and employing three different sampling algorithms. Highest values in boldface.
Table 8: OES with AR(1) and SE hyperprior employing three different sampling algorithms. $\ell_{\text{min}}$ and $z_{\text{min}}$ report OES for the minimum ESS across all dimensions. Highest values in boldface.

5.2 Real data: Riometer cosmic noise time-series

We consider riometer (Relative Ionospheric Opacity Meter for Extra-Terrestrial Emissions of Radio noise) data from the Kilpisjärvi Atmospheric Imaging Receiver Array (KAIRA) instrument operated by the Sodankylä Geophysical Observatory of the University of Oulu, Finland (McKay-Bukowski et al., 2015). KAIRA measures the power of radio emissions from the sky at given frequencies and directions. The radio waves are attenuated in ionospheric plasma (at altitudes around 50–100 km) during ionization events, such as solar-flare induced photoionization. Here, as a simple example, we have a 500-second riometer dataset measured 32 MHz radiofrequency, and the objective is to deduce the background signal of this noisy measurement sampled at 1 Hz.

We employ the m-ELL-SS algorithm to do inference. Figure 12 illustrates the results. Under both hyperpriors, the model is able to capture non-stationarities through the spatially varying length-scale, with posterior estimates suggesting a decay in the correlation of the unknown signal around observation 250, in accordance with the observed measurements. Although posterior mean estimates of the unknown signal for both hyperpriors look similar, the estimated length-scale process appears smoother under SE hypermodel. Similar to second synthetic test case, here we have boundary perturbations, but as our actual goal is in analysing the non-stationarities in the middle of the signal, we can neglect boundaries of the estimates.

Table 9: Posterior mean estimates for Riometer data.

6 Discussion

We presented non-stationary hierarchical models based on stochastic parameters and Gaussian Markov random fields, where we incorporate inference of the noise variance and hyperparameters of the model. This representation ameliorates the computational constraints of doing exact inference in 2-level GP models. This gain is introduced to the model through sparsity in the finite-dimensional approximation of the inverse covariance matrix of the non-stationary field.
Figure 12: Results for Riometer data. Top row: estimated $\ell$ process with 95% credible interval for (a) m-ELL-SS with AR(1) hyperprior and (b) m-ELL-SS with SE hyperprior. Bottom row: estimated $z$ process with 95% credible interval for (c) m-ELL-SS with AR(1) hyperprior and (d) m-ELL-SS with SE hyperprior.
We explored different hyperpriors for the spatially varying length-scale. On the one hand, we introduce strong prior smoothness assumptions by using a squared exponential covariance function. On the other hand, we explore rough hyperpriors, through an autoregressive AR(1) model. The latter representation adds further computational gains to the model under certain sampling schemes, when evaluation of the precision matrix, not the covariance matrix, is required, e.g. MWG.

We also introduce and investigate the performance of three different MCMC algorithms. First, we proposed a Metropolis-within-Gibbs (MWG) scheme, which we found to perform poorly for highly correlated hyperpriors and to exhibit deteriorating effectiveness as the number of observations increases. The second corresponds to a whitened elliptical slice sampling (w-ELL-SS), which performs well regardless the hyperprior employed with low computational time at the price of highly correlated chains. Finally, we consider a marginal elliptical slice sampler with whitening (m-ELL-SS), which appears to be an efficient strategy to break the correlation between latent process and hyperparameters and offers a good compromise between computational complexity, scalability and efficiency of the chains.

The experiments here presented suggest that the algorithms based on elliptical slice sampling do not appear to deteriorate as the resolution becomes finer or as we increase the sample size, similar to the schemes discussed by Chen et al. (2018). However, it is important to emphasize that elliptical slice sampling is known to perform well for weak data likelihoods; therefore, care must be taken in the small noise limit. Furthermore, it will be interesting to explore the performance of the auxiliary gradient-based sampling scheme recently proposed by Titsias and Papaspiliopoulos (2016, Section 4), which appears as a promising alternative to the algorithms presented here. However, notice that these schemes require derivatives, which are not straightforward to compute for our model and will bring in extra computational cost. Alternatively to MCMC methods, we aim to investigate the performance of variational Bayes techniques to approximate the posterior of interest.

A natural extension of this work is to extend the proposed algorithms for efficient inference with the 3-level Gaussian process model or, more generally, the deep Gaussian process models studied in Dunlop et al. (2017). Other interesting directions for future research include exploring higher-order autoregressive hyperpriors and extending the methodology for multivariate inputs; more general kernel matrices; and alternative likelihoods for problems beyond regression, such as the classification and inverse problems discussed in Chen et al. (2018).
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