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Abstract

Anomaly detection methods identify samples that deviate from the normal behavior of the dataset. It is typically tackled either for training sets containing normal data from multiple labeled classes or a single unlabeled class. Current methods struggle when faced with training data consisting of multiple classes but no labels. In this work, we first discover that classifiers learned by self-supervised image clustering methods provide a strong baseline for anomaly detection on unlabeled multi-class datasets. Perhaps surprisingly, we find that initializing clustering methods with pre-trained features does not improve over their self-supervised counterparts. This is due to the phenomenon of catastrophic forgetting. Instead, we suggest a two stage approach. We first cluster images using self-supervised methods and obtain a cluster label for every image. We use the cluster labels as “pseudo supervision” for out-of-distribution (OOD) methods. Specifically, we fine-tune pretrained features on the task of classifying images by their cluster labels. We provide extensive analyses of our method and demonstrate the necessity of our two-stage approach. We evaluate it against the state-of-the-art self-supervised and pretrained methods and demonstrate superior performance.

1. Introduction

Detecting anomalies, images that are semantically different from normal ones, is a key ability required by many intelligent systems. Some applications include: detecting new, unknown scientific phenomena (e.g. supernovae) or detecting safety-critical events (e.g. alerting an autonomous car when an unexpected object is encountered). Due to the generality of the task, it has been studied in multiple settings. Here, we deal with the case where the training set consists of normal images only. A trained model is used at test time to classify new samples as normal (similar to previously seen examples) or anomalous (different from previously seen examples). In general, the normal data may consist of a single semantic class (e.g. dog images) or multiple classes (e.g. various species of animals).

Most recent works that address the setting where the normal data are multi-class ("multi-modal anomaly detection") have relied on supervised class labels for each class of normal samples. Multi-modal anomaly detection using supervised class labels is called out-of-distribution detection (OOD). Methods that do not assume such labels have focused on single-class data ("uni-modal anomaly detection"), and are called One-Class Classification (OCC). Here, we address the multi-modal anomaly detection setting, but do not assume class labels for the normal data.

In Sec. 3, we propose a new method based on the core idea of leveraging self-supervised clustering for learning representations better suited for multi-modal anomaly detection. In accordance with many recent works on out-of-distribution detection [11, 15], anomaly segmentation [31], and video anomaly detection [39], our main results utilize off-the-shelf, general purpose, pretrained feature extractors. Note that although we share the setting of using auxiliary data with the Outlier Exposure (OE) setting, we do not require the external data to be particularly related to the normal or anomalous data. As discussed by previous works [31], pretrained features can often be transferred even for data domains which are relatively far from the pretraining data (whereas such data could not be used for OE).

In our evaluation in Sec. 4, we find that our method outperforms state-of-the-art self-supervised [40] and pretrained [1, 32] anomaly detection methods. We provide a careful analysis of our method in Sec. 5. We conclude with a discussion of the advantages and limitations of our methods in Sec. 6.

Our main contributions are:

1. A few OCC anomaly detection methods do evaluate on multi-modal data without labels, and we compare to them in this work.
1. Demonstrating that deep self-supervised image clustering methods can obtain comparable to state-of-the-art results in multi-modal anomaly detection.

2. Presenting a framework that uses image cluster labels to improve feature representations for multi-modal anomaly detection.

3. Strong results on commonly used, unlabelled, multi-modal anomaly detection datasets.

1.1. Related Works

**Anomaly detection settings.** Anomaly detection is a challenging task, as models are trained based only on normal data and no anomalies. At test time, they are expected to discriminate between normal data and anomalies that come from an unknown distribution. This makes the optimal choice of a decision boundary highly ambiguous. To make progress on this task, anomaly detection methods must rely on inductive biases or simplifying assumptions to learn the decision boundary. One very strong assumption is that a (potentially small) number of anomalies is available for training, which reduces the task to classification with highly imbalanced datasets. This setting is often called supervised anomaly detection or low-shot anomaly detection [28, 38]. Another related setting is outlier exposure (OE) [7, 14, 15, 31], where true anomalies are unavailable but another distribution that is more similar to anomalies than to normal data is provided. We do not consider such approaches here as they require knowledge of the anomalies, which is unavailable in many cases.

**One Class Classification.** In the absence of positive or pseudo-positive anomaly examples, anomaly detection methods design inductive biases allowing models to detect anomalies without seeing any. The common thread behind these methods is learning a strong representation of the data with which separating between normal and anomalous data is easily done. This approach is shared with other self-supervised learning problems e.g. image clustering [41] or disentanglement [17]. Learning representations cannot be performed by using actual labels of the normal training data. Therefore, anomaly detection algorithms, as other self-supervised method, use a variety of techniques to design the inductive bias of the model toward having desired properties. Such techniques include self-supervised training to increase the model sensitivity to the properties essential for the task at hand [12, 15], simulating samples which may resemble expected anomalies [21], and data augmentation used to guide the model to ignore nuisance variation modes [40].

**Clustering-based Anomaly Detection.** Most anomaly detection methods perform some form of density estimation of the normal data. When the normal training data is multimodal i.e. consists of multiple clusters, it is natural that the density model would include this inductive bias. Indeed, multiple clustering-based approaches have been used for anomaly detection including: K-means [24] and GMMs [22]. As clustering the raw data directly is unlikely to achieve strong results for images, deep learning methods have been applied to learn better representations, notably DAGMM [45]. In the past few years, clustering methods have not dominated anomaly detection benchmarks, even for multi-modal data. In this paper, we revisit clustering-based anomaly detection and show that it achieves very strong performance for multi-modal anomaly detection with and without pre-trained features. We note that SSD, a recently published work, uses k-means clustering for anomaly scoring in the setting of OOD without labels [36]. We show that k-means clustering is less successful than our method on this task.

**Adaptation of Pre-trained Representations.** When pre-trained representations are available, they can be used to significantly improve anomaly detection accuracy. The top performing methods adapt pre-trained representations to the normal training data. Early attempts include [35] which suggested a compactness loss to map the normal training data closer together, relying on auto-encoder pretraining. Similar techniques were adopted by [30] and improved by [31, 34]. Adaptation of pre-trained representations using contrastive learning was recently suggested by [32]. Pre-trained representations were lately adapted for the OE setting as well [7, 31].

**Out-of-Distribution Detection (OOD).** In some settings, the normal data are provided with their semantic class ground truth labels. Using these labels for supervised training highly increases the model’s ability to detect OOD samples [13]. A model trained to classify labelled semantic classes, may have less confidence in predicting the class label of a sample coming from a new distribution. Moreover, training a model to distinguish between semantic classes of the normal data enhances the sensitivity of the learnt features for desired attribute. For example, a model trained to distinguish between animal species may learn a representation sensitive to their attributes (such as skin color and texture, head shape, etc.) and less sensitive to nuisance attributes (angle of view, lighting conditions, etc.). Such representation can be leveraged into an even stronger out-of-distribution detection capabilities, where anomalous sample can be detected according to a large Mahalanobis distance in representation space [11, 20].

**Self-Supervised Image Clustering.** The task of clustering images without labels with pretrained had been extensively studied. Most recent method learn deep features simultaneously with optimizing the images cluster assignments [3]. Methods free to optimize their own features are prone to cluster according to nuisance properties, which the self-learnt feature might pick up. A large variety of techniques
have been used to mitigate this problem, including augmentations [16] and contrastive feature learning [27, 41].

2. Preliminaries

Our method proposes to use deep image clustering as “pseudo supervision” for OOD methods. In this section, we present details of the main methods that we extend.

2.1. Deep Image Clustering

In recent years, deep image clustering has made significant progress. This is mostly thanks to improvements in self-supervised representation learning, which relies on image augmentation. In this paper we take advantage of SCAN [41], a state-of-the-art unsupervised image clustering method. SCAN operates in three steps:

(i) Representation learning. SimCLR [4], a contrastive self-supervised representation learning method, is used to learn a strong feature extractor $\phi_{\text{SimCLR}}$.

(ii) Classifier training. The feature extractor $\phi_{\text{SimCLR}}$ is used to compute the nearest neighbors for every training image. A classifier $C$ is trained (initialized with the features of $\phi_{\text{SimCLR}}$) to classify each training image $x$ into one of $K$ clusters. The classifier $C$ is trained under two constraints: i) equal number of images are assigned to each cluster, or the entropy of $E_{x \in X_{\text{train}}} C(x)$ is optimized to be as high as possible ii) an image is confidently assigned to a similar cluster as its nearest neighbours, or formally, we minimize $\sum_{x \in kNN(x)} \log(C(x) \cdot C(\tilde{x}))$. By the end of training the classifier produces a clustering of the training set.

(iii) Self-training. In the final stage, the clustering is improved using a self-training approach [23].

In Sec. 3.2, we will adapt recent deep image clustering methods for anomaly detection of multi-modal data without labels.

2.2. Feature-Adaptation for Out-of-Distribution Detection

In the OOD task, each normal training image $x$ is labeled with its class label $y$. Standard OOD methods, train a classifier $C$ to predict the class probability vector $C(x)$ given $x$. The standard confidence-based score, measures for a test image $x_{\text{test}}$ the maximum prediction probability (probability of the most confident class).

$$\text{Confidence} = \max \left(C(x_{\text{test}})\right) \quad (1)$$

Images with low maximal confidence, are denoted as anomalous. Many techniques have been proposed to improve the OOD detection accuracy of this technique. Here, we extend the work of Hendrycks et al. [15] and Fort et al. [11] which suggested initializing the classifier $C$ with weights that are pretrained on a large-scale datasets (such as ImageNet or CLIP). This significantly increases the OOD detection accuracy. Differently from the OOD methods, we do not assume that training data is provided with class labels. We will propose a clustering-based technique for adapting these methods to unlabeled datasets.

3. Deep Clustering for Multi-Modal Anomaly Detection

In this work, we deal with anomaly detection when the normal training data is composed of many different semantic classes but no labels. We suggest taking advantage of the multi-modal nature of the normal data as an inductive bias. The knowledge that the normal data comes from different, relatively distinct classes, rather than a single unimodal class, or other possible distributions, serves us to learn better representations. As illustrated in Fig.1, adapting features for better inter-cluster separation can provide better discrimination of anomalies, even when the cluster labels are imperfect. After learning features based on this inductive bias, they are used to provide anomaly scores for new images. Recent methods suggested a per-class Mahalanobis approach [11] deeming a sample normal if it lies within a small Mahalanobis distance to any of the cluster centers (Fig.1). However, when the provided labels are not accurate this approach might fail. False cluster assignment may distort the Mahalanobis distance which relies on the empirical covariance matrix of each cluster. Our method therefore relies as kNN scoring (Fig.1) which is less sensitive to the clustering accuracy and can identify anomalous samples by their distance to the closest normal sample provided in the training set.

3.1. Self-Supervised Clustering for Anomaly Detection

Recent self-supervised clustering methods have demonstrated promising results in grouping large unlabelled datasets of images by their ground truth semantic classes. We present a simple approach: First, we run the SCAN algorithm on the normal training images. We use the features from the penultimate layer from the SCAN-trained classifier to represent each image. These features are then combined with a kNN criterion for anomaly detection. We show in Sec.4.2 that this simple method already achieves competitive results with the state-of-the-art in the setting of fully self-supervised anomaly detection with no auxiliary data. This motivates revisiting unsupervised clustering methods for anomaly detection.

3.2. Finetuning with Imperfect Labels

While fully self-supervised methods without auxiliary data often achieve strong anomaly detection results, in many cases pretrained features can significantly boost performance. Features pretrained on very large datasets, that
my or may not be supervised, often have inductive biases towards representations that are more semantic to humans. For example, ImageNet pretraining learns visual features transferable for almost all images taken by an optical camera, and even other imaging modalities [31]. The knowledge gained by the model on the visual attributes present in the ImageNet dataset is useful in describing the semantics not only of normal training data, but also of unseen images; even without ever seeing samples of the target anomalous classes.

Here, our goal is to combine multi-modal distributional priors with pretrained features. A naive approach one may try would be to initialize a clustering method, such as SCAN, with pretrained features. While such a modification may allow SCAN to enjoy the knowledge represented in the pretrained features for clustering, we find that we end up with weaker feature representation than the original pretrained features. This constitutes a case of catastrophic forgetting, where a network extensively trained for a new task loses capabilities and knowledge that it had during pretraining.

To overcome this limitation, we suggest a two stage approach (Fig. 2). In the first stage, we simply train a self-supervised clustering method on the training data $X_{train}$ achieving approximate “pseudo-labels” as the output of the clustering algorithm. In the second stage, we transfer the knowledge obtained from the self-supervised clustering into the pretrained network. To do this, we follow [11] and fine-tune our pretrained network to classify training images into their pseudo-labels $\tilde{y}_{train}$. Note this is similar to standard OOD methods with pretrained features, the difference is that our data are unlabeled, and therefore the labeled are obtained in an unsupervised manner. We train a classifier models $C_{OOD}$, using standard cross entropy loss $L_{CE}$:

$$L_{CE} = -\sum_i (\tilde{y}_{train})_i \cdot \log \left( (C_{OOD}(X_{train})_i) \right)$$ (2)

Utilizing pseudo-labels knowledge: Although our two stage approach allow us to enjoy the multi-modal distributional assumption together with pretrained features, training the network with imperfect labels indefinitely may still results in catastrophic forgetting. During finetuning, the network gains knowledge from the clusters we found, but forgets its pretrained knowledge, which is crucial for our density estimation-based kNN anomaly detection. Although the model on one particular epochs may achieve the best performance, it is non-trivial to select the correct training epoch a-priori. Therefore, we choose to score our anomalies with an average model, taken as the moving average of the weights of the model during training epochs.

4. Results

Datasets: We evaluate our method on two commonly used OOD detection datasets. We use a variety of other datasets as our “anomalies”:

CIFAR-10 [19]: Contains images from 10 different classes, with a 32x32 resolution. We evaluate it against a variety of dataset supplied in a similar resolution, namely: CIFAR-100 [19], SVHN [25], LSUN [43]. The hardest benchmark here is the CIFAR-100 which contain the most similar classes to CIFAR-10. For LSUN we report both a version with some artifacts used by previous works, and a
version where the downsampling was done more carefully to avoid these artifacts suggested by CSI [40]. We do not compare on ImageNet [8], as this is the exact dataset used for pretraining.

ImageNet-30: Contain images from 30 classes of high resolution images chosen from the ImageNet [8] dataset. Accordingly, we evaluate it against a variety of datasets that have similar resolution, namely: CUB-200 [42], Dogs [8], Pets [29], Flowers [26], Food [2], Places [44], Caltech [10], DTD [6].

4.1. OOD Detection With Pretrained Features

In this section we provide results for the case where pretrained features are available.

Methods: We perform a comparison of anomaly detection methods that rely pretrained features, and can deal with the setting of unlabeled normal data. We show a comparison to a naive combination of pretrained features and clustering in Sec.5.

DN2 [31]: A kNN density estimation method based on pretrained features. Test samples are scored according to the distance to their nearest normal training images. A larger distance indicates a low density of normal samples, and therefore a high probability of abnormality. We follow MeanShifted [32] with normalizing features to lie on the unit sphere before scoring anomalies.

MeanShifted [32]: A state-of-the-art method for adapting pretrained features for anomaly detection using contrastive learning. It suggests using the contrastive loss computed around the mean of the normal training data features to mitigate catastrophic forgetting.

Ours: We use our method for clustering-based adaptation of pretrained features as described in Sec.3.1. The hyperparameters and implementation details are described in Sec.4.3.

Comparison: As can be seen in Tab. 2 and Tab. 3, our method significantly outperforms other feature adaptation methods that use on pretrained features. MeanShifted, designed to utilize the uni-modal nature of standard OCC data, show some positive adaptation results on multi-modal anomaly detection. Yet, our method outperforms using a multi-modal distribution assumption.

Our method can also be easily adapted to using stronger pretraining networks, which significantly improve the results. Similarly to [11], we find that ViT [9] pretrained on ImageNet-21 [18] achieves better results than ResNet152 pretrained on ImageNet. For the ImageNet-30 dataset, we used a CLIP pretrained ViT architecture for all pretrained methods (including ours), as ImageNet pretraining include the exact ImageNet class labels we wish to avoid in our setting.

4.2. OOD Detection Without Pretraining

Although strong pretrained features are often available, sometimes we cannot always assume their availability. In this case, we find that self-supervised clustering on its own can often learn a good enough representation to outperform previous state-of-the-art on unlabelled OOD detection without pretraining.

Methods: We compare the following methods:

Density based methods: Classical methods use direct density estimation techniques to estimate the likelihood of the data. Different methods suggested modification to this score to account for the dataset statistics (Likelihood Ratio [33]) or its complexity (Input Complexity [37]).

ROT / ROT+Trans [15]: A classification based method utilizing an auxiliary task of rotation prediction for self-supervised detection of anomalies.

GOAD [1]: Another rotation-prediction method, that proposed to learn a feature space where inter-class separation of the normal data is relatively small.

CSI [40]: A contrastive learning method which contrasts distribution-shifted augmentations of the data samples along with other samples.

SCAN [41]: Features taken from the last stage of the SCAN clustering methods, used to score anomalies as in DN2 (see Sec.3.2).

SSD [36]: A self-supervised method with similar features to CSI [40]. It scores anomalies using the Mahalanobis distance with respect to k-means clusters. Although this method is somewhat similar to ours, it relies on Mahalanobis distance and kMeans clustering, which are not optimal for feature adaptation without labels (see Sec.5). We note that SSD [36] also reports higher results for the ResNet-34 architecture, which is non-standard for AD without pretraining methods.

Comparison: As can be seen in Tab.2, simple utilization of SCAN features often performs on par with the best competing method that does not use pretraining. We note that the last stage of the SCAN method, namely, self-labeling, is somewhat similar to adapting on pseudo-label performed by our method. Therefore, we do not expect our method to provide further gains over adapting SCAN’s final representation according to its own labels. We also report the OOD detection accuracy with the representation achieved in the different stages of the SCAN algorithm in Tab.4.

Although clustering methods such as k-means and GMM have classically been very popular, most recent deep learning methods typically do not use clustering. The results reported here provide strong motivation for revisiting self-supervised clustering methods for anomaly detection. We conclude that relying on the multi-modal distribution prior often allows us to outperform other methods even in the setting where no pretraining is allowed.
Table 2. OOD Without Ground Truth Labels On CIFAR-10 ROCAUC(%)

| Network | CIFAR-100 | SVHN | LSUN | LSUN (FIX) |
|---------|-----------|------|------|------------|
| Likelihood Glow | 58.2 | 8.3 | - | - |
| Likelihood Ratio PixelCNN++ | - | 91.2 | - | - |
| Input Complexity Glow | 73.6 | 95.0 | - | - |
| ROT ResNet-18 | 79.0 | 97.6 | 89.2 | 77.7 |
| ROT+Trans ResNet-18 | 82.3 | 97.8 | 92.8 | 81.6 |
| GOAD ResNet-18 | 77.2 | 96.3 | 89.3 | 78.8 |
| CSI ResNet-18 | 89.2 | 99.8 | 97.5 | 90.3 |
| SSD ResNet-18 | 89.6 | - | - | - |
| SCAN Features ResNet-18 | 90.2 | 94.3 | 92.4 | 92.1 |

Table 3. OOD Without Ground Truth Labels On ImageNet-30 ROCAUC(%)

| Network | CUB-200 | Dogs | Pets | Flowers-102 | Food-101 | Places-365 | Caltech-256 | DTD |
|---------|---------|------|------|-------------|----------|------------|-------------|-----|
| ROT+Trans ResNet-18 | 74.5 | 77.8 | 70.0 | 86.3 | 71.6 | 53.1 | 70.0 | 89.4 |
| GOAD ResNet-18 | 71.5 | 74.3 | 65.5 | 82.8 | 68.7 | 51.0 | 67.4 | 87.5 |
| CSI ResNet-18 | 90.5 | 97.1 | 89.7 | 93.2 | 95.7 | 96.7 | 90.3 | 98.6 |

| Pretrained | CLIP ViT |
|-----------|---------|
| DN2 | 93.8 | 94.2 | 89.7 | 93.2 | 95.7 | 96.7 | 90.3 | 98.6 |
| Ours | 99.4 | 95.9 | 94.9 | 98.3 | 96.4 | 96.1 | 94.4 | 98.6 |

Table 4. Comparison between OOD with the representations obtained by different stages of the SCAN clustering method (CIFAR-10 vs. CIFAR-100) ROCAUC (%)

| Network | CUB-200 | Dogs | Pets | Flowers-102 | Food-101 | Places-365 | Caltech-256 | DTD |
|---------|---------|------|------|-------------|----------|------------|-------------|-----|
| SIMCLR | SCAN | Self-Labelling |
| 87.3 | 83.4 | 89.3 |

4.3. Implementation Details

Clustering: We use SCAN’s official implementation[^1] for all clustering tasks unless mentioned otherwise. We ran all of our clustering algorithms with the same number of clusters $K = 10$ (for further discussion see Sec.5). We use the SCAN algorithm’s default parameters for each dataset. For ImageNet-30 dataset we use the configuration originally provided by the authors for the ImageNet-50 dataset. We note that SCAN unsupervised image clustering use a MoCo [5] pretraining on the entire ImageNet dataset (without labels). We therefore do not compare it to self-supervised methods that do not use pretraining.

Pretraining: For all models using ResNet152, we use ImageNet [8] pretraining. For ViT, we used ImageNet-21 [18] pretraining for all models. For our pretraining with ImageNet-30 we used the CLIP ViT visual head for to avoid using a model pretrained on ImageNet dataset with labels in Tab.3.

Optimization: We run the adaptation for 5 epochs and Adam optimizer. We used Cosine Annealing learning rate scheduler with an initial learning rate of $1e^{-5}$ and final learning rate of $1e^{-6}$.

Scoring: we used $k = 1$ for all our kNN evaluations.

Comparison to MeanShifted: For the MeanShifted comparison we experimented with 5, 10 and 100 training epochs, and chose the best performing number of epochs. The rest of the parameters were left unchanged. We do not report MeanShifted for any ViT architecture, as such architectures are not currently supported by the official implementation.

[^1]: https://github.com/wvangansbeke/Unsupervised-Classification
5. Discussion

**Comparison between our two-stage method and naive one-stage adaptation:** We compare pretrained feature adaptation using our two stage method to direct adaptation by using the pretrained features as the initialization of SCAN clustering. To do so, we replace the features learned by SimCLR used to initialize the kNN and the second and third stages of scan by ResNet152 ImageNet pretrained features (which our method uses). We can see in Tab.5 that the results are far worse than the results achieved by our two-stage approach. During the clustering stage, the pretrained features are used to improve clustering performance but at the same time, the features deteriorate further away from their pretrained initialization.

The initial pretrained features representation may include both attributes that are useful for splitting our normal data to its clusters; and additional attributes which may help a density estimation algorithm to isolate anomalies. Finetuning our pretrained representation for clustering of the normal data may result in catastrophic forgetting of the network ability to semantically represent attributes not needed for that task (a similar phenomena can be seen also Tab.4). This justifies our two stage approach, which better conserves the expressivity of the initial pretrained features.

Table 5. Comparison between naive and two-stage clustering based adaptation of pretrained features (CIFAR-10 vs. CIFAR-100) ROCAUC (%)

| Ours  | Naive |
|-------|-------|
| 93.8  | 88.1  |

Is kNN density estimation preferable to other anomaly scoring methods? Yes. Previous works used a variety of scoring criterion for OOD detection. Although the Mahalanobis distance was shown to give stronger results in a previous work, it is sensitive to the inaccurate labels that are typically generated self-supervised clustering (see Fig.1 for an illustration). A comparison between the different scoring methods can be shown in Tab.6.

Table 6. Comparison between scoring methods using our obtained features (CIFAR-10 vs. CIFAR-100, epoch = 1) ROCAUC (%)

| kNN        | Confidence | Mahalanobis |
|------------|------------|-------------|
| 93.7       | 89.6       | 92.8        |

Can simple K-means clustering be used to recursively fine-tune features? To some extent. One may expect that a simple clustering method (e.g. K-means) could not yield a significant adaptation of the very same features used to find the clusters. While the K-means algorithm does rely on multi-modal distributional priors, the expressivity of the clustering choices allowed to the K-means algorithm is limited. Therefore, the additional knowledge our representation can gain from pseudo-labels is expected to be limited as well. We indeed find that to be the case: although a minor improvement by adaptation is still possible, the OOD detection results do not improve much (Tab.7).

Table 7. Comparison between raw pretrained features and pretrained features adapted on the labels of K-means clustering (CIFAR-10 vs. CIFAR-100) ROCAUC (%)

| Raw | kMeans |
|-----|--------|
| 86.5| 87.3   |

Can our labels be utilized by other labelled OOD methods in the no-pretraining setting? To some extent. To answer this question we feed the labels we obtained from clustering to support the CSI labelled OOD detection method. While supervising CSI with the labels from SCAN does not outperform the unlabelled CSI version, the pseudo-labels from SPICE can significantly improve performance.

Table 8. Comparison of self-supervised features with different pseudo labels sources (CIFAR-10 vs. CIFAR-100) ROCAUC (%)

| Unlabelled | SCAN | SPICE |
|------------|------|-------|
| CSI        | 89.1 | 89.0  | 92.6  |

Can we expect better clustering methods to yield even further result improvements? Yes. The cluster labels obtained by SPICE [27] yield stronger results on CIFAR-10 using the checkpoints provided in their GitHub repository. For example, SPICE-based adaptation achieved 97.6% on CIFAR-10 vs. CIFAR-100 (compared to 96.7% using the SCAN-based adaptation). We conclude that further improvement in self-supervised clustering can be utilized in the future to improve our method in a very similar manner. By the time of writing this paper, there were still technical issues with the official implementation of SPICE, preventing us from reporting full results with it and using it as our main clustering method.

Can using a larger model with ImageNet pretraining assist the SCAN clustering performance? Not significantly. We tried to initialize the SCAN algorithm with a ResNet152 pretrained on ImageNet, but achieved only a minor improvement in the clustering accuracy. Although an adaptation of pretrained network using scan results in catastrophic forgetting (Tab.5) it is very likely that image cluster-
ing accuracy can be substantially improved with a method designed to take advantage of such representations. Such future improvements in image clustering are likely to directly enhance the results of our approach as well.

Does our model averaging give a good representation with respect to individual epochs? Yes. Model weight averaging can yield a similar or better OOD detection to that of the optimal epoch along the training process. For example, on CIFAR-10 vs. CIFAR-100 with pretrained ResNet152, the initial pretrained features scored anomalies with 86.5% ROCAUC. The 5 individual training epochs scored 92.9%, 93.4%, 92.9%, 92.6%, 92.3%. The averaged model scored 94.5% ROCAUC. While we do not claim the averaging method always outperforms all individual checkpoints, we find it alternative for have to elect the optimal training epoch.

What is sensitivity of our method to the chosen number of clusters $K$? While changing $K$ may somewhat vary the results, our method can perform useful adaptation without knowing the exact ground truth number of classes (Tab.9). If available, the groundtruth number of clusters $K$ should be used.

How does adaptation with the pseudo-labels obtained by clustering compare truth labels? Although there is still a significant gap between the pseudo-labels provided by our clustering algorithm and the ground truth class labels (88.3%, SCAN accuracy on CIFAR-10), the gap in the OOD detection results seems to be smaller. For example, on CIFAR-10 vs. CIFAR-100 OOD task, our method achieves 96.2% ROCAUC, while a similar method by Fort et al. [11] using the ground truth labels achieves 98.4% ROCAUC. Even though this a significant difference, we find it is relatively small given the still significant inaccuracy of self-supervised clustering used.

Relation to auxiliary-task based anomaly detection: An alternative view is that our work can be seen as an extension of a line of methods utilizing auxiliary tasks to address a one-class-classification setting. Such methods were previously suggested for image anomaly detection [12] [15] and also for other data modalities [1]. These methods rely on predefined augmentations to create an auxiliary task in order to guide the model learning toward meaningful properties of our data. Predicting pseudo-labels from a clustering algorithm may be seen as another kind of such auxiliary task. Future works may suggest new kinds of data-adaptive auxiliary tasks for similar settings.

New data modalities: Multi-modal anomaly detection may be encountered in other modalities beyond images. Data modalities where transfer learning and self-supervised learning show promising results include natural language, video and audio. Therefore, we believe similar methods may provide similar improvement on multi-modal anomaly detection on these modalities.

Guided anomaly detection: Another interesting application of clustering based out-of-distribution detection is using the pseudo labels to guide our anomaly detection algorithm on the type of samples that we wish to consider as anomalies. For example, if one wishes to define anomalies according to colors, they may use augmentations to guide the clustering procedure toward finding color-based clusters.

### 6. Limitations

Highly unbalanced multi-modal datasets: Most state of the art clustering algorithms rely on the assumption of an approximately even split of the data among the clusters at least on one stage of their training. As our method and results rely on such algorithms, we are currently prone to lower performance when this assumption does not hold. Yet, future self-supervised algorithm may overcome this limitation, removing this limitation from our method as well.

Fine-grained and non-standard classes: Many state of the art self-supervised learning algorithms, including self-supervised clustering, heavily rely on augmentations and other sources of inductive bias, such as architecture. Mostly, the inductive bias in these methods guides the model to be sensitive to a single salient object in the center of the image. In cases when the anomalies or the semantic classes in the normal data are fine-grained, currents may not perform as well. While this is limitation of our method, it is similarly a limitation of many other anomaly detection techniques reliant on self-supervised learning, including nearly all competing baseline methods. We therefore consider this as a limitation of the field in general, rather than a limitation specific to our method.

Pretrained features: The main results of our paper are reliant on pretrained features, although we also suggest an approach reliant only on self-supervised learning. As discussed, pretrained features achieve strong results on most datasets, but may not be a good choice in some settings. To overcome this limitation in practical settings where the preferred method cannot be determined in advance, we propose to use an ensemble of pretrained and fully self-supervised methods.

### Table 9. Comparison of different numbers of clusters $K$ (ImageNet-30 vs. CUB-200) ROCAUC (%)

| $K$  | 10  | 20  | 30  | No Adaptation |
|------|-----|-----|-----|---------------|
| ROCAUC | 99.1 | 98.3 | 98.9 | 93.8          |

Data modalities where transfer learning and self-supervised learning show promising results include natural language, video and audio. Therefore, we believe similar methods may provide similar improvement on multi-modal anomaly detection on these modalities.

Guided anomaly detection: Another interesting application of clustering based out-of-distribution detection is using the pseudo labels to guide our anomaly detection algorithm on the type of samples that we wish to consider as anomalies. For example, if one wishes to define anomalies according to colors, they may use augmentations to guide the clustering procedure toward finding color-based clusters.
7. Conclusion

We address the problem of OOD detection without labels. Taking a well known assumption of the multi-modal distribution of the normal data together with modern image clustering methods gives a significant boost to multi-modal anomaly detection performance. We propose a conceptually simple but effective method to leverage improvements in OOD detection with pretrained features, outperforming state-of-the-art feature adaptation methods. Future work may utilize the evolving methods of self-supervised clustering of image datasets to further improve anomaly detection results. We also expect similar improvements in other data modalities such as natural language, video, audio and time-series.
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