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ABSTRACT Small software companies face numerous challenges of complexity, unstructured software development processes and scarce resources. This notwithstanding, the companies have dominated the software market by 80 percent. The practice and products of these companies are still persistently marred by quality issues arising from the processes, with evidence indicating that process tools do not fit the unique contexts in which they operate. Significant strides have been made to transform software development practice; however, the challenges are still apparent. Hence the need to establish how knowledge areas are applied in process practice, understand the context of software development and its implication in practice, how process tools are utilised in practice and evaluate the quality of research in software literature. The researchers undertook a systematic mapping study to determine the state of practice in the empirical literature on software engineering of SSCs by examining and classifying 1096 publications. Other than the finding that research quality was low and affecting generalisation and transferability, the results also revealed exciting findings, which we finally consolidated and integrated to develop two contributions (i) a software development process adoption theoretical framework that provides essential insights into understanding software development and (ii) a 3-point guideline for research quality. By solving the adoption of process tools in software development, this paper presents one of the most significant contributions to transforming practice in software development and research in small software companies.

INDEX TERMS Small software companies, software development practice, software process tools systematic mapping studies.

I. INTRODUCTION
Software has become entrenched in human life that society is increasingly dependent on software-intensive systems. Software facilitates a plethora of human activities such as business processes, governance, medicine, security, entertainment, and social interaction. Recent development in technology and growth in the software industry has been championed by Small Software Companies (SSCs), making up over 90% of the companies in the software industry [1]. Although software is a crucial driver to today’s global economy [2] and SSCs contribute significantly to this, these companies’ failure rate and inferior quality products are a point of concern [3].

The SSCs are business entities involved in producing software products, typically employing less than 50 employees, and their aim is to create one or a few software products for their customers [4]. In other definitions, the annual turnover is taken as an aspect to consider in defining SSCs. However, the threshold differs depending on economies. Owing to small sizes and character of SSCs, these companies are flexible in their operations, which is to a certain extent an advantage for them. This definition also fits very small
entities (VSE), though with fewer employees and start-ups at the initial stage of formation as part of the SSC. The European Union defines a small company as an enterprise employing less than 50 persons with a 10 million Euro annual turnover [5], [6]. In this study, we define SSCs as enterprises with less than 50 employees that build software products, including building and maintaining software solutions, web applications, corporate systems, and business intelligence tools. We, therefore, consider the three contexts to delimit SSCs from the context that does not fit our definition for this study.

In the past decade, research on software development by SSCs seems to have gained traction. Despite this attention, the studies do not sufficiently cover software engineering processes and practices, as Paternoster et al. [7] elaborates. To overcome the challenges of software production by SSCs, researchers developed several process tools like frameworks and standards [8]–[10] to improve software development processes. However, the SSCs find adopting these frameworks rather difficult, as cited by Alexander et al. [11]. This has not solved the problem because the frameworks are used minimally. Researchers suggest that only about 7% of SSCs in practice have adopted software process improvement (SPI) standards and models [12]. Additionally, software development practice in SSCs faces a myriad of challenges [13], [14] to the extent that about 50–60 percent of software projects either partially or totally fail. However, other studies report a higher failure rate; for example, in 2018, the project failure rate was reported at 70 percent [15]. According to the project management statistics [16], the proportion of challenged projects has increased to 43 percent resulting from a change in the organisation’s priorities, inaccurate requirements gathering, change in project objectives, and inadequate vision or goal. Other authors [3], [15], [17], [15] list scope creep as one of the most prevalent factors responsible for project failure.

The challenges have not stopped the SSCs from considerable progress by significantly dominating the highly competitive market, although sustaining this business environment with a good customer relationship is complex [18]. The companies have adapted to the rapid development of cheaper software products [19] to meet the market’s volatile demand, which has affected the quality of the products. Notably, SSCs play an essential role in the global economy [20] because of their ability to capture the markets that larger companies are incapable of reaching or could have rejected [4]. However, it is paramount that efficient software development processes [4] are used for the SSCs to attain a competitive advantage.

The success of software development in SSCs is dependent on the complexity of the system built, business risk, and the number of people involved in building the system in question, as cited by Wasserman [21]. The SSCs develop products under challenging environments of time pressure and limited resources while constantly searching for sustainable and scalable business models [22]–[24]. The size and flexibility may be an advantage to accommodate constant changes, and perhaps this explains the increased preference for agile methodologies, which are perceived as the most viable approach for SSCs. The SSCs are conveniently attracted to agile methods to benefit from shorter development schedules and greater delivery flexibility [18], [25], [26].

There is evidence of growth in the significance and number of SSCs. Recent statistics indicate that the percentage of people directly employed by small companies has risen to over 85 percent [5], of which software companies take up a considerable majority [27]. Notably, whereas evidence in literature presents SSCs as most prone to difficulty while producing software, the rapid growth of SSCs is accompanied by stiff competition that breeds good industry practice, which must be harnessed and tapped with an aim to improve the general software development practices.

It remains unclear why SSCs are tangled in this dilemma, even though software engineering has several knowledge areas listed in the software body of knowledge intentioned to guide processes and practice. Additionally, researchers have tried to develop tools such as frameworks and standards to support the processes of software practice evidenced in [28]–[32]. However, this attention seems not to have delivered the much-needed transformation in software processes for better software products as the SSCs require sometimes leading to frustration.

Imagine the frustration of applying software process tools in vain because of the complexity due to the operational context of an organisation. It becomes unfortunate because one must abandon the process tool, yet delivery pressure and time constraints are at the project doorsteps. This leads to the unestablished process that has been existent in software practice, especially for small companies that continuously try, in vain, to find a fitting process tools, as alluded to by [22], [33].

This has led to the development of several tools to streamline processes suggested by different researchers, for example, [18], [34], [35] for requirements and for [36], [37] project management. Solutions for process adoption are fragmented in the different empirical literature on software processes and hence the need to consolidate and integrate the fragmented findings for comprehensive theory development in software processes adoption for SSCs.

Theories are known to be important for theorising synthesising, preserving and communicating empirical knowledge. Notably, that the software industry lacks theories about software artifacts [38], and research is predominately prescriptive and method-focused [39]. This has led to the production of thousands of software development process tools like methods and models that remain unutilised.

The purpose of this study was to review software development literature specific to SSCs and published in the last 30 years to consolidate and integrate the findings fragmented from the empirical literature on software processes. To do this, we conducted a systematic mapping study to identify the software engineering gaps in research in relation to SSCs to improve software practice in SSCs and
propose a theoretical framework with the consolidated findings. We therefore investigated:

i. Which knowledge areas have been used in practice of SSCs as reported in literature?
ii. What terminologies are used to refer to the companies in the selected articles?
iii. What software development frameworks/standards were used by the companies are reported in literature?

The rest of the paper proceeds as follows: Section 2 presents the related work; Section 3 is a description of the methodology used in this SMS, section 4 presents the results from the mapping study, followed by a discussion of the research questions presented in section 5 and lastly the conclusions of the study in section 6.

II. RELATED WORK

Although not explicitly studying SSCs, different researchers have expressed concern over the gaps in the literature on software development practice. For example, the different researchers in [2], [7], [40] explored the gaps in the literature using SMS to look at software engineering in start-ups, while others have explored gaps in software engineering in SSCs through Systematic Literature Reviews [1], [4]. Studying these gaps helps researchers appreciate how research has transformed software engineering practices and is helpful to map existing studies.

Paternoster et al. [7] conducted a SMS to develop a classification schema, in which they ranked the selected primary studies according to their rigor and relevance; they also analysed and reported software development work practices in start-ups. This study aimed at structuring and analysing the literature on software development in software start-ups. They also determined the potential for technology transfer and identified software development work practices reported by practitioners. The researchers considered 43 primary studies to synthesise the available evidence on software development in start-ups. Their work found 16 studies entirely dedicated to software development in start-ups, of which nine studies exhibited high scientific rigor and relevance.

In a similar study by Berg et al. [2] in which 74 primary papers from 1994 to 2017, were assessed and compared to findings from previous mapping studies, a classification schema was developed, and the primary studies ranked according to their rigor. Their work discovered that most research is conducted within the SWEBOK knowledge areas of software engineering process, management, construction, design, and requirements, with evidence of a shift of focus towards process and management areas. The researchers noted that the primary papers published between 2013 and 2017 were of higher rigor, when compared to those published between 1994 and 2013. In addition, there was evidence of inconsistency in the characterisation of software start-up companies and recommended an alternative classification for use in future start-up research.

In another study, Klotins et al. [40] conducted a SMS on software engineering start-ups where they paid specific attention to identifying knowledge areas covered by software start-up literature of the 14 selected primary studies from 1994 to 2014. Their findings from the 11 knowledge areas covered reveal that inadequate research in the software development practice of SSCs is a contributing factor to the high failure rates. The same authors also highlight the challenges of software development in start-ups and add that the failure to engineer quality software products and inadequacies in applied engineering practices is not fully explored and yet this is another significant contributing factor for the high failure rates.

In addition, other literature studies have been conducted on SSCs [1], [4]; although these studies were not SMSs, the researchers showed software practice in SSCs, and in both cases, the studies pay attention to the challenges affecting the development practice. Tuape and Ayalew [1] 2019 conducted an SLR on SSCs from 1988 to 2018; this study reported the factors affecting software development in SSCs. Whereas they found that limited studies had been conducted on SSCs specifically, the authors report factors affecting software development processes. These factors include organisational, business, governance, human and technical factors, which converge with the SLR of Tripathi et al. [4]. Tripathi et al. in 2016, conducted a study in which they selected 41 primary studies from papers published between 2004 and 2014. Other than the challenges like process adoption, limited documentation, limited technical knowledge and capacity, gaps in communication, limited understanding, and commitment to quality, which seem to have a point of similarity with most empirical literature, this study also reported six process areas covered in the literature, which translates into eight knowledge areas.

All the studies significantly highlight the challenges in attaining quality software products by the SSCs. Interestingly, no significant attention is given to addressing the context of software development in attaining quality products and improving the process. However, adaptability of the process tools such as methods, standards and models is highlighted as a major challenge in transforming software development especially for SSCs.

III. METHODOLOGY

A systematic mapping study is a secondary study method that builds a classification scheme and structure in the research field of interest. This method was initially used in medicine; however, researchers have adopted SMS in software engineering in the recent past. According to Petersen et al. [41], software engineering researchers started adopting SMS when Bailey et al. [42] first reported a review of 138 papers in their study of evidence related to object-oriented design.

In this paper, we conducted the SMS following the guidelines of Petersen et al. [41]. Significant to this guide is the use of a study protocol that ensures that personal bias is eliminated. In dealing with human bias or what is also referred to as subjective vagueness, some authors critic the use of statistical techniques, arguing that statistics present
a limitation in dealing with the subjective vagueness and human biases, alternatively suggesting fuzzy mathematics as a remedy to such uncertainties in comparison to statistics [43].

While the processes can create room for subjectivity, caution was accordingly taken through strict adherence to the study protocol and applied qualitative methods as a supplementary approach. Additionally, the data collected in this study are not subjective data and cannot therefore have any form of subjective vagueness as similarly observed in other mapping studies [2], [7], [40] that have used statistical meta-analysis.

The use of fuzzy mathematics in [44] and [45] is observed as a measure to mitigate subjectiveness and personal bias where the data collected are subjective, although the latter is a systematic literature review that also used the Kitchenham guidelines [46] in which the use of statistical meta-analysis is advised.

We selected 77 primary articles published in 4 databases over 30 years from 1990 to 2021. The steps undertaken in this study are illustrated in Figure 1 and explained in the different subsections; subsection A covers the SMS planning, the study design is covered in subsection B, the search extraction is discussed in subsection C and subsection D discusses the process of reporting the SMS.

A. PLANNING

During the planning phase, the researchers defined the need for the study; established a research protocol to ensure that the research questions are developed as planned, the planning of a search strategy for the study, and the methods to extract data and report the results were drawn.

1) PROTOCOL DEVELOPMENT

The systematic mapping study protocol is a step-by-step guide for conducting the study that describes the rationale and planned strategy. The protocol was prepared before the review started to guide the study, methods, and steps used in the study. The protocol was also necessary to reduce the possibility of any bias from the researchers. In this study, a protocol was developed, the senior researchers reviewed and approved it before the commencement of the study.

2) RESEARCH QUESTION (SCOPE)

These questions help develop a scope for the study; research questions are the core of the systematic mapping study; the questions streamline the study’s overall purpose. In addition, it helps focus the study, determining the method and strategy to use while guiding all inquiry, analysis, and reporting stages.

This study was driven by the goal to understand how software engineering in SSCs is supported. To pursue this goal, we sought answers to the following research questions:

a: RQ1: HOW HAS SOFTWARE PRACTICE IN SMALL SOFTWARE COMPANIES UTILISED THE SOFTWARE ENGINEERING KNOWLEDGE AREAS IN THE ISO/IEC TR 19759: 2015?

Knowledge areas are a vital realm of knowledge with which all software engineers should be acquainted. This research question focuses on evaluating the extent to which the SSCS utilise software engineering knowledge areas in practice. This will help establish which knowledge areas have been used most in software development by the SSCs and highlight those that have not been used in practice. For example, Berg et al. also used knowledge areas [2] that systemised and prioritised software engineering processes, resulting in successful software execution.

b: RQ2: WHAT TERMINOLOGIES ARE USED TO REFER TO THE COMPANIES THAT HAVE BEEN STUDIED IN THE LITERATURE?

This question focuses on the terminologies used in literature to refer to SSCs, premising on the lack of a proper classification taxonomy for SSCs, leading to the researcher’s usage of different terminologies inconsistently to refer to the software companies. Current literature refers to these companies in some cases as software start-ups and in other cases as small and medium enterprises. Paternoster et al. [7] also cite similar situations regarding many unclear classifications of small companies.

c: RQ3: WHICH SOFTWARE DEVELOPMENT FRAMEWORKS/STANDARDS DO THE COMPANIES USE?

This question draws the attention of the researchers to investigate the software frameworks are reported as used by SSCs in literature. Frameworks/standards are used to improve the efficiency of processes used in creating and maintaining software; Therefore, they are expected to be helpful during software development. However, the literature indicates that SSCs have failed to adopt frameworks, hence compromising the ability to improve developer productivity, quality, reliability, and robustness of software products. Understanding the most used frameworks will enable further investigation into the insufficiency of the frameworks.

B. STUDY DESIGN

1) SEARCH STRATEGY

Initial pilot searches were conducted to choose suitable keywords for the construction of the search string. This process was used to determine a sound approach in selecting the primary studies from the databases giving optimal results and enabling the choice of the four databases used in the study.

2) KEYWORDS

Identifying keywords is important in developing a schema to guide selecting relevant papers for review. The keywords used to generate the search string guaranteed that the relevant
papers are considered in the study. The trial searches were conducted to identify the keywords most used in studies on software engineering in SSCs, VSE, SMEs, and software start-ups. The keywords of the articles were identified and validated with the knowledge areas in the software body of knowledge presented in Table 1.

3) DEVELOPING THE SEARCH STRING
From SWEBOK ISO/IEC TR 1975:2015, we adopt the critical knowledge areas in software engineering to use as synonyms for software engineering. Twelve knowledge areas identified from the keywords were selected as most prevalent in the literature. These include software requirements, software design, software construction, software maintenance, software testing, software configuration management, software management, software process, software models and methods, and software quality. This is seen in similar SMSs in software engineering by other researchers Klotins et al. [40]. These formed the first part of the search string, the terminology software was then coined with the Boolean “AND” to the terminology identified from the keywords to synonymise engineering, and we used the Boolean OR as presented in Listing 1.

The first part of the search string connected to the second part of the string with the Boolean AND while the terms “small software companies” was synonymised with software start-up, SMEs, and VSEs all connected with the Boolean OR most used by researchers to refer to the same thing. Although not precisely researching SSCs but a segment of it, other researchers, Klotins et al. [40], use VSEs as synonyms of software start-ups.

C. SEARCH EXECUTION
Databases were selected following the guidance of Petersen et al. [41], based on the ability of the database to handle complex search queries and the history of usage by researchers in software engineering related systematic mapping studies. Typical examples where these databases are used are Paternoster et al. [7], Neto et al. [47], and Gupta et al. [48], who have used all the four applied in this study, among others, and Berg et al. [2], use 2 of the databases.

1) STUDY SELECTION
The primary articles to consider for this study were selected through 6 stages illustrated in Figure 1. First, the search string returned 16536 hits; a filter for the year, language, relevance and if the study was a primary study returned 1096; filter for duplicate studies returned 841 non-duplicates based on the criteria in Table 2; after reading the titles, 407 articles were returned; a read of the abstract 112 articles were selected presented in Table 3. The selected 112 articles were then subjected to the quality evaluation process in Table 4.

2) DATA EXTRACTION
a: GENERAL DATA
For the general data, we collected details of the authors, the papers, the title of the article, year of publication, name of database and abstract of the study.

---

**TABLE 1.** Search string used in the study.

| Keywords                          | Synonyms                                                                 |
|----------------------------------|--------------------------------------------------------------------------|
| Software Engineering             | development, requirements, design, construction, testing, management, maintenance, configuration management, process, models and methods, quality, engineering professional practice |
| Small Software Companies          | start-up companies, Small and Medium Enterprises, Very Small Entities,    |

**Listing 1.** Search string used in the study.

("Software") AND ("Development" OR "Requirements" OR "Design" OR "Construction" OR "Testing" OR "Maintenance" OR "Processes" OR "Configuration Management" OR "Organization" OR "Models" OR "Methods" OR "Quality" OR "Professional Practice") AND ("SME" OR "SSCs" OR "Very Small Entities" OR "Start-ups")

**FIGURE 1.** Steps of the study selection process.

**TABLE 2.** Inclusion and exclusion criteria.

| Inclusion criteria                                                                 | Exclusion criteria                                                                 |
|----------------------------------------------------------------------------------|-------------------------------------------------------------------------------------|
| The study was conducted within the last 30 years, 1990-2021                     | The paper was published in languages other than English.                             |
| The study is an empirical study (Primary study)                                  | The paper is not peer-reviewed.                                                     |
| The Paper is about Software Engineering and any of the knowledge areas as Software engineering processes of interest in the study | Papers considered not to cover software engineering and the related knowledge area in SSCs. |
| The papers are about SSCs and their variants of VSE, start-ups, and SMEs.        | The papers are not available as a complete article.                                  |

| Duplicate papers that appear in at least two of the databases considered for this study. |
TABLE 3. Stages of screening of the selected primary studies.

| Database       | Hits  | Filters | Titles | Abstracts | Quality |
|----------------|-------|---------|--------|-----------|---------|
| ISI Web of Science, ACM Digital Library | 1030  | 216     | 117    | 57        | 36      |
| Scopus         | 2508  | 136     | 36     | 7         | 6       |
| Total          | 16538 | 1096    | 407    | 112       | 77      |

b: SPECIFIC DATA
Specific data collected included knowledge areas used in the software development process described in the empirical literature, the research contribution described in the studies, category of the research described in the empirical literature, terminologies used to describe the software company in industry as reported in research, and software development frameworks used by the SSCs as reported in research.

c: MEANS OF DATA EXTRACTION
Data extraction was done with the aid of basic tools like google forms for collecting the data and eventually extracted in an excel sheet. The excel sheet supports the process using color coding tools for the initial exclusion based on the exclusion criteria.

3) QUALITY ASSESSMENT
a: RIGOR AND RELEVANCE
The selection of the primary studies was based on the evaluation for scientific rigor and industrial relevance, consistent with the proposal of Ivarsson and Gorschek [49]. The selected articles were arrived at through the quality evaluation criteria assessing for rigor and relevance using a rubric scale shown in Table 4. In this criterion, the 112 candidate papers screened using abstracts were subjected to an evaluation that realised 77 primary papers. This meant that the selected study must impact the industry; it was incumbent upon the authors of the paper in question to provide tangible evidence of the advantages of using the ideas of the research done. Ivarsson and Gorschek propose a systematic and validity model in which they guide the evaluation of software engineering papers for rigor and scientific relevance. This model provides for rules and a mechanism of applying metrics for measuring rigor and relevance; the model also splits the two components of rigor and relevance into different features and measures how they are reflected in the studies. Table 4 (a) and (b) describe the features and metrics for evaluating rigor and relevance adopted from the Ivarsson model.

Rigor is the precision, exactness of the study’s research method, and how the study is presented. It influences the way practitioners perceived the results of the study and help to determine relevance. On the other hand, relevance is the realism of the environment in which the research is conducted and how the study is responsive to challenges in software engineering.

TABLE 4. A rubric scale is applied for the evaluation of rigor and relevance.

| Aspect | Strong description (1) | Medium description (0.5) | Weak description (0) |
|--------|------------------------|--------------------------|---------------------|
| Context described (Mandatory as strong) | the description is to the satisfaction clarity to compare with the context of the study; of which the article is a selected candidate paper. | Context is mentioned, however, not described for adequate understanding and comparison with context under study. | No specific description of context is identified in the candidate paper. |

Validity

| Validity | A satisfactory discussion of the threats to validity and how they have been mitigated | A limited description of the study design | There is no description of a study design for the study. |
|----------|----------------------------------|---------------------------------------|---------------------------------|

Contribution to relevance

| Subject | The subjects considered while evaluating the study are actual industry practitioners. | The evaluation was done using subjects who are not practitioners. |
|---------|---------------------------------------------------------------------------------|----------------------------------------------------------|

Research method

| Research method | The research method used in the study including case studies, descriptive studies, surveys, grounded theory, experiments, exploratory studies, conceptual analysis, design science, ethnography, observations, means-end analysis, and mapping method | The research method used in the study does not involve actual industry settings Lab experiments, conceptual analysis (Mathematical) |
|-----------------|------------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|

Control (Mandatory as relevance)

| Control | Evaluation of the study based on the context of software companies under this study. (companies with less than 50 persons and are either VSEs, SSCs, Start-ups or SME) | Studies are evaluating companies with more than 50 staff. Start-up studies evaluating start-ups with more than 50 staff, or SME evaluating companies, some of which have more than 50 |
|---------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|

This quality criterion for rigor and relevance, applied through this process, was undertaken by three researchers using the metric and criterion in Table 4 (a) and (b) for rigor and relevance. Each component had to fulfil at least one mandatory feature attracting the respective scores and an extra score for the other features.
TABLE 5. Research contribution with its description as adapted from Shaw [50] and research classification schema as proposed by Wieringa et al. [51].

| Contribution     | Description                                                                 |
|------------------|-----------------------------------------------------------------------------|
| (a) Research contribution |                                                                                           |
| Models           | This is the representation of an observed reality by concepts or related concepts after a conceptualisation. |
| Theories         | These are constructs of cause-effect relationships of the determined result.          |
| Frameworks/Methods | These are models related to constructing software or managing software development processes. |
| Guidelines       | These are lists of advice, synthesis of the obtained research result.                |
| Lessons learnt   | These are sets of the outcome directly analysed from the obtained research result.    |
| Advise/Implications | These are discursive and generic recommendations, deemed from opinion.              |
| Tools            | Technologies, programs or applications used to create, debug, maintain or support software development processes. |
| (b) Research classification |                                                                                           |
| Validation Research | A new investigated technique that has not been implemented in practice.             |
| Evaluation Research | A Methodology implemented in practice followed an evaluation of methodology showing how the study was conducted and the consequences on the implementation (pros and cons). |
| Solution Proposal | A solution to a problem is introduced and explained in detail. A description of the benefits and an analysis of its applicability are required. |
| Philosophical Papers | A new point of view or even a controversial approach is defined.                   |
| Opinion Papers   | Personal opinions are the main contributions of these papers. There is no scientific approach to the results. |
| Personal Experience Papers | These papers explain what and how something is done in practice. Of course, it has to be the personal experience of the author. |

D. REPORTING OF THE SYSTEMATIC MAPPING STUDY

1) DATA RETRIEVAL AND CLASSIFICATION

We tabulated the results from the study in terms of knowledge areas, the context of the companies (what terminology was used to refer to the company) and software development frameworks identified by the empirical literature. We also used classification facets of the research contribution proposed by Shaw [50] and research classification schema defined by Wieringa et al. [51] shown in Table 5. as useful in determining the quality of the selected articles.

2) ANALYSIS

The data is tabulated showing the primary studies spread over the years of publication. To answer research question 1, we categorised the selected primary studies on SSCs using the knowledge area of the ISO/IEC TR 1957:2015. We also mapped the research contribution over the years of study. In RQ. 2, we categorised the terminologies used to describe the software companies reported in the primary study. Finally, to answer RQ. 3, we categorised and mapped the software development frameworks/standards utilised by the software companies cited in the empirical literature.

Qualitative and quantitative methods of analysis were applied to the data and presented using graphs, charts, and matrix bubble charts to illustrate our findings, which ultimately consolidated and integrated the fragmented findings from the empirical literature on software processes.

IV. RESULTS

This section presents the results of the general findings, answering the research questions according to the study’s overall objective. The results are presented in 3 subsections: Subsection A presents the general finding of the SMS; Subsection B presents the utilised knowledge areas by the companies cited with their respective research contribution and categories aspects, the terminologies used to refer to the companies and the companies utilisation of software development process frameworks/standards. Finally, sub-section C presents the evaluation of rigor and relevance.

A. GENERAL DATA

Figure 2 shows the number of studies published on practices of small companies in the period 1990-2021; of the 77 studies selected, 76 are concentrated in the last 20 years as the first ten years presents with only 1 study. The last 5 years between 2016 and 2021 present with over 60 percent of all the studies. The years 2016 and 2017 are the years with the highest frequencies, while no studies are presented for the years 1990-1994, 1996-1999 and 2013.

Research contribution aspects described in Table 5(a) presents the value research adds to the software engineering practice. This contribution has an order of importance and is classified as a weak and strong contribution. The weak contribution includes advice implication, guidelines, tools, and lessons learnt, while vital contributions are framework, theory, and models. Figure 3 shows the frequency distribution of the 77 primary articles selected to the seven research contribution aspects. For example, lesson learnt (32), frameworks/standards (13) and models (10) presenting 42, 17 and 12 percent, respectively. The other four research contribution aspects: guidelines, advice implications, tools, and theories share the remaining 29 percent with 4, 5, 6 and 7, respectively.

Table 5(b) presents the research category, distinguishing between the different types of studies. This is an abstraction from the exact research methodology as adopted from the work of Wieringa et al. [51]. The research categories identified in the selected articles are presented in Figure 4 with the following frequency distribution; validation (11),
solution proposal (21), philosophical papers (12), personal experience (7), opinion papers (5) and evaluation (21).

Figure 5 presents the frequency distribution of the research methods identified in the primary studies selected for this SMS. The results show case studies (22), descriptive studies (21), surveys (17), grounded theory (7), experiments (3), and exploratory studies (2). The rest included conceptual analysis, design science, ethnography, observations, means-end analysis, and mapping method, each with one publication.

**B. KNOWLEDGE AREA, CHARACTERISTICS, AND FRAMEWORK**

The specific points of interest to this study, namely knowledge area, the context of the companies and the framework/standards are presented in Table 6 (a), (b), (c). In addition, each of the areas studied to answer the research questions is presented with the respective category, the frequency, and the article’s references that cover the specific facet under a point of interest.

Figure 6 (a), (b) and (c) further presents the above data as bar charts to aid visualisation. The charts illustrate the years with the respective articles and the facets covered with percentages of the studies in the specific facet in that particular year.

The general landscape of results from the selected studies over the years from which the articles were published is presented in Figure 6 with the knowledge area, terminologies used to refer to the software companies, and the utilised framework/standards denoted as 6 (a), (b) and (c) respectively. An overall increase in research is evidently observed after 2010, and most of the research activity in all the aspects presented as getting visible in empirical literature...
significantly after 2016. Other than process frameworks, which were evenly distributed in the first 10 years, the other areas of interest had mostly two facets dominate the first 10 years. The knowledge areas and the use of different terminologies are random because of increase in research, while the process frameworks are first seen as random and later tended to be dominated by the ISO/IEC 29110 after its introduction in 2010.

1) KNOWLEDGE AREA
A close look at the knowledge areas of software engineering used by the companies as reported in the selected articles indicates that general software development and project management are most prominent in the knowledge area frequency distribution, as presented in Figure 7.

The data detail specifically indicates the most covered knowledge area of software engineering by the articles selected in the study. Figure 7, illustrates 3 most dominant knowledge areas presenting up to 46 studies identified on the knowledge areas of software development design and construction (33), project management (16), and quality (7). The remaining 31 studies covered the knowledge areas of process (5), models and methods (5), maintenance (4), testing (3), requirements (3) and management (1) with the respective number of studies. Although the knowledge areas that ultimately are observed at a point in time are presented decimally in the empirical literature, the initial 10 years show that these knowledge areas are not reflected in the empirical studies around this time. Figure 6(a) shows the studies in the years between 2016 and 2021 present interest in the knowledge area of quality, requirements, models and methods, and maintenance. Although the numbers are minimal, the growing interest of researchers is important for the industry and for the transformation of software development practice in SSCs.

2) TERMINOLOGIES USED TO REFER TO THE SOFTWARE COMPANIES
The terminologies used to refer to the companies covered in this systematic mapping study is illustrated in Figure 8. The majority 27 studies presented the companies as VSEs; the remaining 50 studies are fairly distributed with almost equal numbers amongst the 3 other terminologies referring to small companies, namely, start-ups (17), SSCs (17) and SMEs (16). The two other terminologies, SME and the SSCs are reflected in the selected studies although the first 20 years portray minimal research. However, the overall outlook of the terminologies used to refer to the companies as covered in the selected years is presented in Figure 6(b), in which VSE and start-up depicted a significant increase from the year 2010.

3) FRAMEWORKS/STANDARDS
The frequency of publication in relation to frameworks/standards covered in the systematic mapping study presents; 36 articles identified as not mentioning any process frameworks/standards used in the SSCs studied. The remaining 41 articles used frameworks/standards with ISO/IEC 29110 being dominant, indicating 25 studies reporting reference to this framework/standard in software practice.
FIGURE 6. (a) The key knowledge areas covered in the primary studies, (b) names used to refer to the companies and (c) frameworks/standards used by the companies reported in the studies over the years.
The CMMI followed, indicating 8 articles reporting its usage in SSCs; the remaining 3 frameworks/standards were recognised as cited in 7 articles with ISO/IEC 15504(3), with ISO/IEC 12207(3), and with ISO 9000 being documented in 1 article as presented in Figure 9.

C. RIGOR AND RELEVANCE

Table 7. presents the evaluation scores of the rigor and relevance of the selected studies after the application of the rubric scale evaluation criteria in Table 3 (a) and 3 (b). The scores attained from the 4 features of rigor generate totals 1.5, 2, 2.5, and 3 with frequencies 3, 54, 5, and 15, respectively.

In the case of relevance, total scores of 2, 3, and 4 with frequencies of 14, 49 and 15 accordingly.

An evaluation of rigor and relevance of the selected primary articles is illustrated using the bubble plots. To evaluate rigor, we map the scores of the rigor evaluation to the research contribution and research category in Figures 10 and 11, respectively. Then to evaluate relevance mapping scores of relevance evaluation to research contribution and research category is presented in Figures 12 and 13.

The results indicate that most papers are lessons learnt which are considered to have low rigor. This is consistent with the findings of other researchers like Klotins et al. [40], who reveal that most of the papers have high relevance, although the same authors also evaluate rigor of their studies and find more of experience reports that are also considered to have low rigor.

V. ANALYSIS AND DISCUSSION

In this section, we synthesise the extracted data to consolidate and integrate the fragmented findings from the empirical literature on software processes, looking specifically at the knowledge areas covered in practice as reported in the research, the terms used to refer to the software companies, and the frameworks/standards used while developing software in the companies covered in the selected studies. We also mapped each of the facets to the research contribution methods of study and research category. The analysis and
Generally, we visualise the findings from empirical literature of three decades in observations of each decade separately. The first ten, second ten and the rest of the ten years in which we observe 1, 19 and 79 percent of the studies respectively, with the last 5 years presenting with 62 percent. This is evidence that the years 2016 to 2021 had an increase in several studies compared to the prior 25 years. The years between 2016 and 2021 have presented with the highest percentages equally sharing 24 percent of the studies during the time. This is perhaps because new conferences on start-ups had been initiated. However, the trend is noticed from 2012 with the standardisation of the ISO/IEC 29110 for VSEs.

The analysis and discussion of this outcome answer the first, second, third research questions, the process tools adoption theoretical framework, discussion and analysis of rigor and relevance of the selected primary papers in the subsections A, B, C, D, E, respectively. Then subsection F presents the 3-point guideline for rigor and quality research,
and subsection G discusses how the study mitigated the threats to validity.

A. HOW HAS SOFTWARE PRACTICE IN SMALL SOFTWARE COMPANIES UTILISED THE SOFTWARE ENGINEERING KNOWLEDGE AREAS IN THE ISO/IEC TR 19759: 2015?

To answer this research question, we analysed and discussed the trend, examined how the knowledge areas have been translated to process tools to take care of the processes covered in the research. The articles considered in this study covered 9 knowledge areas for the 30 years; the first 20 years period of 1990 to 2011 are dominated by only two knowledge areas of software development and project management. However, in this same period, a few cases of three knowledge areas were observed in the literature in the last two years between 2009 and 2011. This indicates that researchers started paying attention to other knowledge areas in practice, specifically processes, quality, and methods and models.

In the subsequent ten years between 2012 and 2021, software development and project management are dominant, although a considerable rise in the other knowledge areas, including requirements engineering, software maintenance, software testing among software quality, processes, and models and methods.

Literature on software engineering practice in SSCs, [2], [40] suggest 9 and 11 knowledge areas, respectively, thus presenting a close similarity to the 9 knowledge areas identified by this study. Although both studies are not precisely on SSCs but rather a variant of it, we notice that development design, construction, and project management cover up to 64 percent of the articles in this study, with the former having 33 percent overall. This implies that the two areas have had the most research attention and would ordinarily mean the said areas have more attention in practice. However, it is imperative to note that the increase influences this results in several studies on the VSE because of mainly introducing the framework and standard ISO/IEC 29110, which covers these areas.

This development is an indication that this framework has made the VSE domain clear, organised, and simpler to understand. This was followed by an influx of research that also organised practice in the areas covered by the framework/standard. This is evidenced in literature with success factors with the VSE [69], [99], [114], [124] in which software development has become successful for general software and game development in different places, including Canada, Peru, Mexico and Finland.

Although the dominance of software development and project management as knowledge areas most covered in literature is very important for software development efficiency in SSCs, it is also significant that equal attention is given to the other knowledge areas, including requirements engineering, software testing, and software maintenance.

The trend of increased study in the other knowledge area, although observed to a minimal extent, probably explains the recent improvement noted in software development practice in SSCs. This same view is held in a number of recent studies [1], [4], [125]. In addition to this, many researchers also highlight the significance and call for increased attention on the other knowledge areas like requirements engineering, software quality, software testing, and software maintenance [126], [127]. Putting this together means the knowledge areas that seem prominent in empirical literature are effectively covered with subsequent process tools in practice, more so, evidence shows that the same process areas have sufficient attention in the literature and are better practised.

The entanglement of the SSCs in dilemmas of continued high failure and persistent production of inferior products gets significant explanations at this point. Similarly, the knowledge area like requirements engineering, software testing and maintenance are predicate to the process tools to utilise in the software development process. Unfortunately, they are not utilised and this will affect the basic understanding of applying them, knowing the challenges, what should be improved and hence the development of tools to support the processes. This, therefore, calls for efforts to factor investigating these knowledge areas deliberately and the practice in the corresponding practice to generate useful insights after all literature reveals that processes like requirements [18], [35], [128] and software testing [120], [129] are responsible for lots of challenges of software development process in practice of the SSCs. It would still be interesting to know if perhaps the practitioner’s skill set is responsible for this maybe because of choice the practitioners tend to skew their skills and practice to other areas other than requirements, software testing and maintenance. This brings out interesting questions: for example, caring to know how much of requirements or testing in practice is enough because it seems like requirements are about the client being satisfied and the tests are about the errors not being found. Interestingly, ignorance of either a function by the client or limited test cases by both may affect requirements and testing.

B. HOW ARE COMPANIES REFERRED TO IN LITERATURE?

The main objective of this research question was to identify the terminologies used to refer to the companies in articles considered by this study. The identified terminologies used while referring to the companies included start-ups, SSCs, VSEs, and SMEs.

The smaller companies are known to have more challenges in producing quality software products due to inadequacies in the engineering practices [1], [8], [74], [76]. The sizes of these companies come with other inherent challenges affecting software development from the influencing factors like organization, business environment, governance, and technical factors [12], [32]. This, therefore, leads to the need in understanding context and its effect on the influencing factors. There seems to be an indication that researchers have not paid significant attention to size and context while developing tools and methods for software development [98]. This is evidenced by a lack of proper classification of small companies seen through author’s usage of terminologies leading to con-
textual challenges in research and practice. The study mapped the usage of these terminologies in the empirical literature. The absence of a proper classification taxonomy has created an inconsistent usage of these terminologies while referring to the companies in the category of small companies. For example, the definition of software start-ups seems to overlap the description of VSEs and in some cases, the definition of SMEs [5] also seems to overlap the two. Similarly, some researchers also highlight the mix-up that would arise from using these terminologies [67]. Software engineering is a people-centred and intensive knowledge process with a specific methodology that requires process maturity [130], [131], least of which success may be challenging to attain.

The usage of the terminology in this study is fairly distributed to all the four terms commonly used to refer to the software companies. Although the VSEs are dominant with about 35 percent it is probably influenced by the ISO/IEC 29110 standard for VSEs introduced during the period of interest for this study. It is also clearly noticed that the term start-up is quite common, perhaps due to the increased attention on technology innovation that has seen the unprecedented promotion of start-ups in most economies as a source of employment creation owing to the flexibility they present [19]. This took the research community’s attention with an introduction of a conference track dedicated to software start-ups, although unfortunately, the term has been used arbitrarily, that some companies are referred to as start-ups, yet they may not necessarily be start-ups. Starting a software company may not require much capital, which has attracted many entrepreneurs to venture into such setups. This is evidenced by the fact that most start-up owners are or employ less experienced people in software development. The start-ups, VSEs and SMEs, are ordinarily expected to present in different contexts, meaning the processes and methods of software development that apply to one may not apply. For example, using a general term such as SME creates unclear boundaries between small and medium companies. This also means that if a method is developed for SMEs, it could be applied to both small and medium companies, yet it cannot be the case in most cases. Overall, the arbitral usage of these terminologies may cause the arbitral application of process tools frameworks methods in software development, yet they may not apply in context. This, therefore, would require a proper classification taxonomy for small companies since the category of small companies involves the VSE, start-ups and those that remain unnamed.

C. WHAT IS THE PRACTICE OF UTILISATION OF SOFTWARE DEVELOPMENT FRAMEWORKS IN SMALL SOFTWARE COMPANIES?

Most of the studies do not cite utilisation of software development frameworks/standards in the companies researched, although 7 frameworks are cited in the primary studies, representing less than 50 percent. This perhaps confirms the inability of the smaller companies to adopt the existing frameworks, as cited by Alexandre et al. [11] and Anacleto et al. [12]. This finding means that more than 50 percent of the studies are not connected to any specific framework or standard. The ISO/IEC 29110 is very prominent as a framework for VSEs, and the other 6 are decimally covered in the primary studies, as illustrated in Figure 9.

The prominence of ISO/IEC 29110 seems to closely relate to this study’s findings that the two knowledge areas of software development and project management are specifically tagged to this framework. This perhaps explains the finding that is followed by numerous studies in software engineering and project management areas. The other contexts, that do not fall under the realm of VSEs and are also small companies and may not necessarily be medium or larger software companies, remain unattended to as far as tools and frameworks are concerned. The effective utilisation of tools, methods, processes, and frameworks for small companies is largely dependent on the understanding the context in which the companies operate because context differs; therefore, the tools, methods, processes, and frameworks will differ. This now gives a proper explanation on why SSCs continue to register failure and produce low-quality products. Additionally, although the minimal usage of frameworks and standards like CMMI is thought to be primarily because of affordability to small enterprises [110], an argument also fronted by Singh and Gill [105], the issues seem not to be just about costs, but rather on the difficulty to fit the tools with the context of the companies. However, an opportunity of exploring the components that can be useful in improving quality still exists just like it is seen for standards like ISO IEC 15288 that defines the software lifecycle [132], whose models are adopted in ISO IEC 12207 to guide development and maintenance [37]. For small enterprises to improve on quality within the current environment, the challenges associated to software development practice in SSCs that are unique to them must be given special attention. Laporte and O’Connor [133], stress the fact that all organisations cannot be similar, further cautioning that if the developers of the software process models do not take into account the different operational contexts, the influence of SPI may be far from being achieved and it therefore remains theoretical than practical.

Understanding the company’s context to propose appropriate tools and frameworks is, significant in improving software development practice by SSCs. Clarke et al. [134], reinforces this recommendation, adding that variation in software development contexts needs to be considered. Additionally, an adoption framework supported by a classification taxonomy for SSCs will organise and highlight the need for attention in the categories, which currently lack specific frameworks and tools to support software practices in SSCs.

D. THEORETICAL FRAMEWORK

1) OVERVIEW OF THEORETICAL FRAMEWORK

The study consolidates and integrates the fragmented findings from the empirical literature on software processes and highlights key points related to the utilization of software...
processes tools in SSCs and the ability to attain quality products in the context in which software is developed. The highlights include: (i) insufficient use of the knowledge areas in software practice by SSCs - this means the processes of software development to ensure effective production of software are not being used; (ii) the ill-defined context within which SSCs operate, with an implication on the process tools – SSCs are expected to use common tools, breeding a complexity; and (iii) evidence of minimal usage of process tools which raises new concern on how quality software can be produced in an environment where the process tools are not usable.

2) CONCEPTS OF THE FRAMEWORK

In pursuance of the issues raised from the empirical literature, it is necessary for process theory to transform software engineering body of knowledge especially paying attention to SSCs. Additionally, research in software engineering has been predominately prescriptive and method-focused [39], producing thousands of software development methods that remain underutilized. In order to solve the challenges with software practice, practitioners and researchers should contribute to the body of knowledge [135], given that SSCs dominate the industry and are responsible for over 80% of software produced in the market.

Software engineering literature highlights the difficulty in adopting the process tools [11], [38], yet poor quality software and high project failure continue to raise concern. Whereas companies need the process tools to streamline the development processes, the available process tools are minimally utilized. Consequently, this paper proposes a software process tools adaptability framework to explain how process tools for software development are not utilisable by the SSCs.

This theoretical framework is based on a theory that posits that:

**Software process tools can only be useful to small software companies if the context in which these companies operates is considered.**

This has two implications: first, it implies that for the existing process tools to be usable by the SSCs, an adaptability mechanism must be put in place to streamline the process tool with the context of the company, which requires an in-depth understanding of the characteristics of the companies and a classification taxonomy. Secondly, the new process tools under construction must take care of the operational context of the SSCs, paying keen attention to the fact that the SSCs differ in character. This implies that an assessment for the character to ensure adaptability must be considered.

Through the study the researchers extracted four concepts to build the proposed process tools adoption framework. The concepts are adoption mechanism, process tools, influencing factors and software quality.

Table 8 shows the concepts, their respective descriptions, and the references of literature. The theoretical framework is developed from the concepts of development process tools, influencing factors and quality of software as constructs generated from the findings of the study. From the literature, we also identify assumptions used in software development practice in SSCs:

- Process tools influence the production of quality software and this means that the process tools have a relationship to the production of quality software.
- The influencing factors of software development (organization factors, the business environment, the governance factors, and the technical factors) within an organization are mediators to the relationship between the process tools and the production of quality software.

However, the process tools have a weak relationship to the production of quality software, and the weakness is explained by the inability of the SSCs to adopt the process tools hence failure to produce quality products. The weak relationship between the process tools and the production of quality software products during the development process is highlighted as the gap in research and practice, as evidenced by the continued poor quality of software products [46], [98], [76], [23]. The researchers propose the adoption mechanism to strengthen the relationship between the development process tools and quality software products. The role of the adoption mechanism is to ensure that the process tools are adaptable to the contexts of the companies for the relationship to be useful. This relationship needs to be mitigated with constructs that are moderators in the relationship.

---

**TABLE 8. Concepts for the software process tools adoption framework.**

| Concept          | Description                                                                                                                                                                                                 | References |
|------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|------------|
| Adoption mechanism | Understanding the context in which software development is practised has a relationship with using tools, process frameworks, methods, and standards. Evidence shows that the adaptability of the tools and frameworks is limited, which poses the development processes with contextual complexity. | [12], [38], [139] |
| Process tools     | Process tools are found to be minimally used yet they are responsible for the foundation of guiding the complete software engineering process. This influences the quality of software produced through the process that are not guided using process tools | [12], [48] |
| Influencing factors | The knowledge areas define the processes, knowledge and skills that a software engineer should know to design quality software. Requirements, Testing, Maintenance are influenced by organization, business environment, governance, and the technical factors. These create limitations of the knowledge areas affecting practice and process tool ultimately affecting the quality of software. | [1], [140], [141] |
| Quality software products | Process tools have a relationship with quality, but the tools must be adaptable to attain quality. How well a software product complies with or conforms to a given design, based on requirements or specifications and to meet customer satisfaction. | [1], [101], [142]–[144] |
The theoretical framework explains the difficulty to attain quality products by SSCs, although software process tools seem important and are known or expected to be useful in transforming the processes and practices. The framework also predicts the likely increase in utility of process tools when an adoption mechanism has been applied making the process tool adoptable to the SSCs based on a classification taxonomy derived through the characteristics.

Process tools like methods, frameworks and standards are designed to support the different activities presumed to be vital in delivering quality software, the challenge, however, is that the different context in which these companies operate make the practicality difficult in applying the tool to the extent that most companies end up not using the tools at all. This theoretical framework also leads to the predictability of adoptable software process tools, while developing the tools, effective consideration of the specific context of the companies to utilise them should be considered. This can be achieved using a classification taxonomy from which proper categorisation of the SSCs is done and the utilisation of the process tools is tailored based on the classification. This theoretical framework also becomes an eye-opener to researchers who will develop other tools specifically challenging the researchers to consider adaptability challenges arising from the difference in context in which companies operate and the varied characteristics of the companies which should be put into account. This theoretical framework is crucial to preserve and interconnect empirical knowledge and protect the software processes against fragmented empiricism and overemphasis on prescriptive knowledge that builds many tools.

Therefore, the researchers posit that for software companies to produce quality software while using process tools, the company’s limitations, and strengths regarding the influencing factors in affecting the quality of software products under development should be considered. Secondly, software companies are not the same in character and the effectiveness of the tools used in the processes are dependent on how they fit into the context of the company’s operations.

The relationships between the constructs and the assumptions are evaluated for weaknesses and it is from this that the gaps in literature are identified to form the constructs that need to be added to fill up the gap in theory.

The software process tool adoption framework is important in explaining the relationship between software process tools and software product quality. It also explains the inability of the SSCs to utilise the software process tools. This means that constructors of process tools will use the proposed framework to consider adaptability and operational context of the companies to build utilisable tools. The framework also creates an opportunity to predict the extent of quality attainable by a process tool built to specific context. The framework has an impact on practice by simplifying adaptability of the software process tools that has not been easy to use by the SSCs. Nonetheless, this benefit is attainable after factoring adoptability in the process tools either while developing the process tool or subjecting the existing process tool through an adaptability mechanism as suggested by the framework.

This framework was constructed to integrate the fragmented findings of the empirical literature of software practice in SSCs although our findings show that lots of other knowledge areas are not sufficiently covered, presenting a possibility of bias. Other researchers share similar sentiments suggesting that academic literature has a bias towards formal methodologies [135]. This aspect was considered and mitigated, although the researchers recommend increasing empirical studies on knowledge areas to create a significant impact on improving software development process practice in SSCs.

Knowledge areas like requirements, software quality, software testing and software maintenance need to be factored in research to positively influence developing software products in SSCs an implication shared by other researchers in [4], [40]. This will also streamline successful and sustainable development practices, especially for the SSCs that are pivoting to medium and larger companies.

3) OTHER THEORIES
In comparison to other process theories, this theory provides predictive and prescriptive support for software engineering and also guides the choice of tools during software development getting away from the trial and error approach in SSCs only to be frustrated by failure to adopt to the tool because of contextual complexity [38].

Other researchers have proposed other theories; the Sensemaking–Coevolution–Implementation Theory [135] and the Function Behavior-Structure Framework [39], both adopted as software process theories. The former explains how cohesive software development teams in organizations create complex software systems. This theory is useful as a process theory; however, it falls short of taking into consideration the adaptation of the tools used in software practice. Similarly, the latter fronts a traditional view of the process of software development. This theory assumes that during problem framing, the artifact’s structure is driven by its requirements, which are driven by goals, and that
the designers primarily evaluate their designs by predicting behaviour from design models. This theory also does not look at the context of the software company and the adaptability of process tools to create quality software.

**E. RIGOR AND RELEVANCE**

1) EVALUATION OF THE THEORETICAL FRAMEWORK

The assessment of methods and quality of research is vital to this study in demonstrating the extent of rigor and relevance of the selected articles in this study. Although the high relevance observed demonstrates how much evidence produced in the study has been adduced to working with the software companies themselves, this demonstrates how the study can influence the industry practice. On the other hand, rigor is reported as inadequate, and this is an area that requires substantial attention. This is similar to the findings of similar mapping studies of Klotins et al. [40] and Paternoster et al. [7]. This means that the description of context and study design in most of the studies has remained a challenge and, therefore a threat to generalizability and knowledge transfer.

Although the studies are conducted in real industry settings, this breeds a sense of realization and therefore making the study outcome transferrable, it simply means that most of the studies included in the SMS are relevant. Unfortunately, the extent of rigor is what remained wanting. This, however, poses a threat to transferability, particularly in terms of context, study design, assessment of threats to validity of specific studies, and the extent to which these aspects of rigor are addressed in the selected studies expected. This is consistent with other findings from other studies [40] and [7].

We therefore present a set of guidelines to ensure that researchers have a reference point to guide their work to quality.

# F. 3-POINT GUIDELINES FOR RIGOR AND QUALITY RESEARCH

As a remedy to the challenges unveiled, we develop a 3-point guideline as a recommendation to ensure that the research is both of quality and of high rigor, so that it is generalisable and easily transferrable to industry. The guidelines cover aspects of methodology, the results, and the conclusion.

1) THE GUIDELINE ON METHODOLOGY

The study method and its processes should be described to detail the work’s repeatability. The detailed description should also enable confirmability [141]. A well-defined context and design of the study is very significant in supporting and promotion of research relevant to industry. It creates an avenue for applying the success reports of technologies and methods recorded in research in real-life industry software projects as highlighted by Ivarsson and Gorschek [49].

2) THE GUIDELINE ON PRESENTATION OF RESULTS

Results should be presented in a natural form while ensuring honesty and transparency [142]. It is important to avoid heavy undertones that are unnecessary. Authors are encouraged to use robust descriptive language to provide sufficient contextual information that enables the reader to determine credibility, transferability, dependability and confirmability [143]. Communication to the reader should be clear and that the results must be based or reflect the information gathered from the participants. Efforts should be put in place to ensure that the results are not biased interpretations of the researcher [144]. Additionally, the geographical location of the study, characteristics of participants that have taken part in the study, and the specific time of data collection and analysis should be thoroughly described for the readers to appreciate the context of the study [145].

3) THE GUIDELINE ON THE CONCLUSION

The conclusion of the study should be arrived at based on the results and must enhance the study’s contribution [146]. This should be reflected in the discussion and the paper’s conclusion while answering questions like so what? Why do the results matter? What next? This needs to pay significant attention to both the conceptual and practical perspectives of the study. An avaricious narrative should be used while explaining results to enhance understanding of the research questions while relating the findings to each other [147].

The 3-point guideline set out statements on processes of writing the methodology, reporting the results, and writing the conclusions in a manuscript intentioned to determine a course of action while conducting research software engineering research. This guideline aims to streamline processes of writing to ensure quality of research.

The guideline is important because it has been derived from evidence in empirical literature that highlights the areas in research writing which require attention [40], [2], [148]; it takes care of the parts which are most wanting and has
a significant effect on the quality of research in software engineering. The guidelines cover only what has been identified as the areas that remain unclear in software engineering literature yet are important in reproducibility, generalisability and transferability.

Akin to this, researchers are advised to make an effort to collaborate with industry to ensure transfer and widespread use of research results in industry. This will also ensure that research results are evidence-based.

G. THREATS TO VALIDITY
While conducting systematic mapping studies, threats to validity must be considered. The descriptive, theoretical, generalisability, interpretive and repeatability present different levels of the threats to validity and mitigation measures have been put in place as discussed herein.

1) THEORETICAL VALIDITY
This is defined as the ability of a study to report what is intended for the study. Theoretical bias arises out of the challenges in the processes of identification and selection of the primary studies. The search strategy was designed to be as inclusive as possible in this study, although we ended up with 77 primary studies, out of 16538 search results from the 4 databases. However, this seems like a limitation of the search string because terms like “software start-up” and “SMEs” return mostly irrelevant results. To mitigate this threat, we had an opportunity to include qualifiers like “software start-up” and “software SME”; however, many papers do not necessarily qualify the start-ups and the SMEs. To this effect, we enforced the inclusion and exclusion criteria in Table 2 to ensure that the empirical literature was precisely what we were looking for and had originated from a software engineering database.

Before arriving at the selected 77 primary studies, it was noticeable that using the term SME in the search phrase would pose invalidity to the selection, simply because many studies inconsistently used this term. Specific attention was given to each of the papers that reported on SME to strictly ensure that the paper had covered a considerable majority or all companies we considered small companies, particularly with 50 persons or less. Similarly, for start-ups, there are instances in literature where companies are classified as start-ups based on lack of resources and use immature processes, as cautioned by Paternoster et al. [7].

2) DESCRIPTIVE VALIDITY
The ability of the research study to describe the gathered information accurately ensures descriptive validity. Clearly defining and justifying the objectives in the study protocol paved way for a precise understanding of the data to be gathered in the study. Data extraction was carefully done using google forms to accurately record the information that we used to populate generated schema that led to answering the research questions. Additionally, experienced reviewers had to go through and approve the protocol, the final findings, and the reporting to ensure descriptive validity.

3) GENERALISABILITY
The result obtained from this systematic mapping study is generalisable to practitioners and researchers in different knowledge areas of software engineering for SSCs. This is because the study ensured the coverage of a broad research area for a time interval of 30 years, which is long enough to capture most literature as far as software engineering in SSCs have been reported.

The researchers also considered the choice of databases to extract the papers as significant to ensure generalisability. The researchers chose four(4) databases: ISI web of science, ACM digital library, IEEE Xplore, and Scopus, believed to be among the most popular to the software engineering audience as guided by Kitchenham and Chanters [46] and are also commonly used by other researches in similar systematic mapping studies in [2], [7], [47], [48]. The coverage of a broad area in software engineering practice of SSCs over a significant period and the consideration of the most used databases makes the result of this study quite generalisable.

4) INTERPRETIVE VALIDITY
The ability of researchers to interpret the gathered data accurately without using their own perspective is referred to as interpretive validity. To ensure this, the conclusions in this research were based on the data we gathered and the diverse perspectives about the data, resulting in similar interpretations of the data collected. The joint involvement of all researchers with expertise in software engineering and empirical research (especially mapping studies and reviews) contributed to ensuring interpretive validity.

5) REPEATABILITY
This is the ability of a study to be undertaken by another researcher to reproduce closely related results. The mapping procedure is specifically documented and reported systematically to ensure that the study can be reproduced with similar results based on studied research papers reported in this paper. Furthermore, this will ensure that the other researchers can reproduce this mapping study under similar conditions: search string, and dates of the study period. However, due to issues with the abstracts of few studies and ambiguous use of terms, the repeatability with the same classification may vary marginally.

VI. CONCLUSION AND FUTURE WORK
A. CONCLUSION
This work is motivated by consolidating and integrating the fragmented findings in empirical literature of software process on SSCs. The paper makes two distinct contributions in the form of constructs that are induced from the existing empirical work, the main construct is based on the relationship between the three areas studied in the research questions
related to software development practice for SSCs, and the other construct is attributed to the challenges of quality and rigor of research in software engineering.

Overall, as SSCs undertake ambitious projects of quality software, practice in the SSCs need to be given the required attention [1, 11]. A situation where process tools are available to have things done and not have the things done right cannot transform software practice. Calls for the transformation of software processes have led to a new dilemma of researchers developing lots of prospective process tools that are not utilisable by the SSCs [12], [39]. Due to the complexity that arises out of the efforts to solve the challenges of lack of utilization of the process tools by the SSCs, we find the justification of a new theoretical framework highlighting the relationship between the process tools and quality software products moderated by the adaptation mechanism, which is very important for utilization of the process tools especially to enhance practice. For the first time this theory helps in explaining the rationales for the reasons for SSCs failure to utilise the numerous process tools which has been a continued concern in both in practice and research as observed in [1], [11], [12], [98], [149].

The framework is evaluated conceptually against 6 evaluation criteria and compared with two process frameworks; the sensemaking–coevolution–implementation theory [135] and the function behavior-structure framework [39]. Although both are process theories, none tackles the challenges of adoptability of the process tools. Unlike our novel adoption theoretical framework, these are more of design process theory and do not look at the entire development process but rather the design process.

There is a need to explore a mechanism of proper classification of the SSCs, especially by undertaking more empirical studies on the characteristics of the SSCs. This should build meaningful consensus on the understanding of the different context of SSCs. Similarly, researchers need to pay attention to tools like process frameworks, standards, and methods especially those that tend towards flexibility and are comprehensive for the different contexts of SSCs.

Generally, the extent to which research on SSCs is transforming practice is still lacking. However, this transformation is possible through research, especially when the specific effort is put on the quality of the research to simplify and improve the research results’ ability to be generalisable and transferrable to practitioners in industry.

B. FUTURE WORK

The future work will use the overview attained through this study to have a detailed review of software practice in SSCs in a multi-vocal literature review, in which grey literature will make a meaningful contribution to understanding software practice and particularly the gap that exists in practice as seen by industry and academia. This is intended to capture grey literature that is not recorded in academic literature.

We are currently investigating the experiences of software practitioners in using the different process tools by SSCs collaborating with software companies in 6 countries to appreciate the difference in contexts and the challenges of adoption of the tools due to context. The results from these ongoing studies combined with software process adoption theoretical framework to design and construct classification taxonomy and an adoption framework that the current process tools can use to ensure that the tools are used for software development by the SSCs.
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