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Abstract

Causal bandit is a nascent learning model where an agent sequentially experiments in a causal network of variables, in order to identify the reward-maximizing intervention. Despite the model’s wide applicability, existing analytical results are largely restricted to a parallel bandit version where all variables are mutually independent. We introduce in this work the hierarchical causal bandit model as a viable path towards understanding general causal bandits with dependent variables. The core idea is to incorporate a contextual variable that captures the interaction among all variables with direct effects. Using this hierarchical framework, we derive sharp insights on algorithmic design in causal bandits with dependent arms and obtain nearly matching regret bounds in the case of a binary context.

1 Introduction

The causal bandit model is a sequential causal inference framework that aims to quickly identify the best intervention by adaptively choosing actions based on past observations. A generic causal bandit problem consists of a finite set of discrete arms, each associated with a scalar value, and a reward that depends on the values of the arms. Pulling an arm corresponds to setting the said arm to be of a specific value, and such actions could influence both the reward (direct effect) and the values of other arms (indirect effect). A standard goal in this literature is to minimize the so-called simple regret for a given time horizon, defined as the gap between the expected reward from the optimal intervention and from the action chosen by the algorithm at the end of the horizon.

Existing results on causal bandits tend to revolve around two main paradigms, distinguished by the complexity of the interactions among the arms. On the one end of the spectrum, a general formulation of the problem known as structural causal bandit [1, 10] allows arms to have complex dependencies and confounding effects, modeled by a directed acyclic causal network. On the other end, the parallel causal bandit formulation [9] considers a significantly simpler setting, where the default values of the arms admit a product distribution, and interventions on one arm does not have any causal effects on the value of the other arms (see Fig. 2). While the structural bandit formulation is more general, its inherent complexity makes rigorous analysis of regret difficult. In contrast, sharp upper and lower bounds on simple regret have been derived for parallel causal bandits [9]. Perhaps more importantly, these bounds demonstrate a clear dependency on a certain complexity measure associated with the value distribution that further sheds light on the key factors that determine the difficulty of adaptive causal inference.

The main goal of the present paper is to make progress towards bridging the gap between these worlds: we want a richer class of causal bandit models that goes beyond the parallel bandit version in terms of capturing more realistic cross-arm dependencies, while having enough structure to allow for obtaining sharp analysis and generalizable insights.

Summary of Main Contributions We introduce in this work the hierarchical causal bandit (HCB) model that uses a context variable to allow for complex dependencies across the arm values; an illustration of the model is given in Fig. 1. In a nutshell, the model consists of a top context node, S, whose value causally influences the distribution of values of the arms X1, . . . , XN, which in turn determine the distribution of the reward, Y. The values of the arms are mutually independent conditional on a specific
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realization of the context node. In other words, HCB can be thought of as a convex combination of a
finite set of sub-problems, each being a parallel causal bandit, mediated by the context variable.

The hierarchical causal bandit straddles between the structural and parallel bandit models: on the one
hand, as the alphabet size of the context variable gets large, HCB is rich enough to approximate arbitrary
distributions across the arm values, thus endowing it with formidable modeling power as compared to
parallel bandits; on the other hand, its relative simple structure clearly cannot (and is not intended to)
capture complex causal effects in general networks. Nevertheless, we believe that HCB provides, at a
minimum, a meaningful step towards understanding general causal bandits. Using a HCB model with
binary interventions, we derive upper and lower bounds on the simple regret. While our results hold for
any context node with a finite alphabet, the bounds are nearly sharp in the case where the context node
is binary.

Our analysis also pays special attention to elucidating what features of the conditional arm value
distribution determine the regret scaling. One key insight is that the problem’s hardness is determined
by the worst sub-problem across all context states. This is surprising, since one would expect that the
agent could leverage data gathered from an easy sub-problem to inform learning in a more difficult one,
considering that the mapping from arm values to reward is context-invariant. Our analysis shows that
this is not the case, and in fact that the reward function is powerful enough to effectively “discriminate”
against a specific sub-problem, rendering the aforementioned cross-context data-sharing ineffective. We
subsequently use these insights to design an efficient learning policy that provably achieves the simple
regret upper bound.

The remainder of this paper is organized as follows. In Sec. 2, we formally introduce the hierarchical
causal bandit model, with our main results to follow in Sec. 3. In Sec. 5 and Sec. 6, we provide proof
sketches for the main results, with a technical preliminary in Sec. 4 that reviews some of the relevant
results in the literature. Finally, Sec. 7 concludes the paper.

---

1.1 Related work

The causal bandit model is derived from the multi-armed bandit (MAB) problem by incorporating the
causality framework of [13]; see [2] for an overview of the MAB literature. In contrast to the conventional
stochastic bandit model, where the reward obtained in each round depends solely on the identity of the
chosen arm, the reward in a causal bandit problem depends on the values of all arms, which are typically
assumed to be observable to the agent after the fact, thus allowing for substantially more efficient learning
than one would expect in a generic MAB problem [9]. To the best of our knowledge, [12] was the first to
consider causal extensions of MAB, where they analyze an extension of Thompson sampling by treating
actions as causal interventions. In particular, they argue that Thompson sampling remains a principled
approach in choosing arm pulls also in the presence of causal inference. In a similar vein, the authors
of [1] demonstrate that, in the presence of confounding variables, the value that a variable would have
taken had it not been intervened on can provide important contextual information.
The current paper is perhaps most related to the program laid out in [9], where they prove closed-form upper and lower bounds for simple regret for the parallel bandit model. [9] also shows an upper bound for the simple regret under a general causal structure, although a matching lower bound has yet to be derived. Following [9], the agent in our model can only perform intervention on at most one variable per round.

Generalizations of the parallel causal bandit models have been considered [15, 10]. In [15], the authors consider the scenario where an arbitrary set of intervention is made available at the agent. However, their upper bounds depend on the solution of an optimization problem, which cannot be solved analytically in general. [10] considers a general structural causal model and the problem of determining a minimal intervention set, but does not study the metric of simple regret.

Another set of interesting results are those in the context of causal graph discovery which examines the number of controlled experiments required to discover a causal graph [6]. In [4], Eberhardt proposes the use of randomized strategies in causal graph discovery and shows that, if the designer is restricted to single-variable interventions, the worst case expected number of experiments required scales as the number of nodes in the graph. In [7], it is shown that randomization provides substantial improvements in [4].

**Notation:** Throughout this paper, we adopt the following notation. Given \( \alpha \in [0,1] \), let \( \overline{\alpha} = 1 - \alpha \). For \( x \in \mathbb{R} \), let \( \lfloor x \rfloor = \min\{z \in \mathbb{Z} : z \geq x\} \) be the smallest integer that is greater than or equal to \( x \). Random variables are indicated with capital Roman letters, their support with calligraphic letters, e.g., \( Z \subset \mathbb{Z} \), while the support may not be indicated when implied by the context. Sets of random variables are denoted by bold capital Roman letters, e.g., \( \mathbf{Z} = \{Z_n\}_{n \in [N]} \). For a subset \( B \subseteq [N] \), denote by \( \mathbf{Z}_B = \{Z_n\}_{n \in B} \). When there exists an ordering of the variables in the set we will, with some abuse of notation, use set and vector notations interchangeably. The set of positive integers \( \{i,i+1, \ldots, j\} \) for \( i < j \) is denoted as \( [i:j] \). When \( i = 1 \), we further simplify the notation as \( [j] \). For \( x \in \mathbb{R} \) and \( \delta \in \mathbb{R}_+ \), let \( [x \pm \delta] = [x - \delta, x + \delta] \). For an event \( B \), let \( 1_B \) be the indicator function that returns 1 if \( B \) is true and 0 otherwise. We also adopt the following graph-theoretic notation: for a directed acyclic graph (DAG), \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with \( \mathcal{V} = [N], \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \), denote by \( \text{pa}(v) \) the index set of the parent nodes of \( v \in \mathcal{V} \), i.e.,

\[
\text{pa}(v) = \{n \in [N] : (n, v) \in \mathcal{E}\}.
\]

A Bayesian network is a probabilistic model built over a DAG in which the random variable \( Z_n \) is associated with the node \( n \in [N] \). Accordingly, \( \text{pa}(Z_n) \) corresponds to the set of indices of the variables that are parents of \( Z_n \).

### 2 The Hierarchical Causal Bandit Model

We now introduce the system model. A hierarchical causal bandit problem, illustrated in Fig. 1, consists of a set of random variables \( S, \mathbf{X} \) and \( Y \). Here, \( S \) is referred to as the context, \( Y \) the reward, and \( \mathbf{X} = \{X_n\}_{n \in [N]} \), where \( X_n \) is the value of the \( n^{th} \) arm. We assume that each variable takes only a finite number of values. The distribution of the variables is defined by an underlying DAG: there is a directed edge from \( S \) to each \( X_n, n \in [N] \), and there is a directed edge between each arm \( X_n \) and the reward \( Y \). Accordingly, following [8], we have that the joint distribution can be factorized as

\[
P_{S,\mathbf{X},Y} = P_S \left( \prod_{n \in [N]} P_{X_n|S} \right) P_{Y|\mathbf{X}}. \tag{2}
\]

An intervention in HCB corresponds to fixing the outcome of one of the random variables \( Z \in \{S, \mathbf{X}\} \) to a prescribed outcome, i.e., setting \( Z = z \) regardless of its natural distribution, denoted by \( \text{do}(Z = z) \). This induces a distribution in the observation which corresponds to the graph in which the edges incoming to the chosen variable are removed. The resulting distribution of \( P_{S,\mathbf{X},Y} \) is then obtained analogously to (2) but for \( P_{Z|\text{pa}(Z)} = 1_{\{Z=z\}} \). Let us denote the distribution of the set of random variables \( \mathbf{W} \) under the intervention \( Z = z \) as \( P(\mathbf{W} | \text{do}(Z = z)) \). We will also consider the empty intervention denoted by \( \text{do}(\emptyset) \), i.e., the case that the agent purely observes the variables in the system. Under the empty intervention, the distribution \( P(\mathbf{W} | \text{do}(\emptyset)) \) corresponds to the distribution of \( \mathbf{W} \) under the law in (2). The set of possible interventions is denoted as \( \mathcal{A} \). In the following we consider two settings for HCB:

---

1HCB is an instance of the structural causal bandit. For conciseness of presentation, we shall not present the structural causal bandit in its full generality: we refer the interested reader to [1, 9, 11] and references therein.
1. **non-manipulable context (HCB-nmc)** in which the context cannot be intervened upon, i.e.,

\[ \mathcal{A}^{nmc} = \{ \text{do}(X_n = x), \ n \in [N], \ x \in \mathcal{X} \} \cup \{ \text{do}(\emptyset) \}, \]

2. **manipulable context (HCB-mc)** in which the context belongs to the set of possible interventions, just like the other arms, i.e.,

\[ \mathcal{A}^{mc} = \mathcal{A}^{nmc} \cup \{ \text{do}(S = s), \ s \in S \}. \]

In an HCB, an agent wishes to maximize the expected reward while not knowing the underlying distribution in (2). In order to do so, the agent is able to choose an intervention and observe the realizations of the variables in the graph. More precisely, the agent can choose \( T \) interventions, the goal of the agent is to choose the action in \( \mathcal{A} \) yielding the highest expected reward. Suppose an action \( \hat{A}_T \in \mathcal{A} \) is identified as the best arm at the end of the \( T \) steps of experiments. The agent then obtains a **simple regret** at time \( T \), defined as

\[ R_T = \mu^* - \sum_{a \in A} \mu_a P(\hat{A}_T = a), \]

where \( \mu_a = \mathbb{E}[Y | A = a] \) is the expected reward when the agent chooses action \( a, a \in \mathcal{A} \), and \( \mu^* = \max_{a \in \mathcal{A}} \mu_a \) is the expected reward of the optimal arm, with the maximum taken over all possible actions \( a \in \mathcal{A} \). Here, \( P(\hat{A}_T = a) \) is the probability that the agent identifies \( a \) as the optimal arm after the experiments, which is determined by the distribution of the variables in the system and the algorithm adopted by the agent. In other words, \( R_T \) measures the expected loss in choosing the intervention \( \hat{A}_T \) instead of the optimal intervention \( a^* = \arg\max_{a \in \mathcal{A}} \mathbb{E}[Y | A = a] \) that yields the highest reward \( \mu^* \).

### 2.1 Bernoulli HCB

Let us next restrict ourselves to a scenario where all variables are binary-valued: \( \mathcal{S} = \mathcal{X} = \mathcal{Y} = \{0, 1\} \). Here, HCB is defined through the tuple \( (\alpha, \mathbf{p}, \mathbf{q}, r) \), where \( \alpha = P(S = 1) \in (0, 1) \), \( \mathbf{p} = (p_1, \ldots, p_N) \), \( \mathbf{q} = (q_1, \ldots, q_N) \), and \( \mathbf{p}, \mathbf{q} \in (0, 1)^N \) are probability vectors such that \( p_n = P(X_n = 1 | S = 1) \) and \( q_n = P(X_n = 1 | S = 0) \). Also, \( r : \{0, 1\}^N \to \mathbb{R}^+ \) is defined as \( r(x) = P(Y = 1 | x) \) and referred to as the reward function. We will denote the Bernoulli HCB with non-manipulable and manipulable context as Bernoulli HCB-nmc and Bernoulli HCB-mc, respectively.

This choice of binary-valued variables is motivated by two primary considerations. First, from a practical point of view, some of the most popular applications of causal inference and randomized experiments often involve binary-valued interventions (e.g., treatment vs. control), thus making it a natural starting point. Second, our main results and conceptual insights are most easily seen through this binary model.

We should mention that we do extend the regret bounds to the case where the context variable \( S \) has a general finite alphabet, while the other variables in the system are still binary in Thm. 3. In particular, we have \( \mathcal{X} = \mathcal{Y} = \{0, 1\} \), and \( |\mathcal{S}| = K \) where \( K \in \mathbb{Z}_+ \) is a fixed integer. We will refer to this model as the Bernoulli HCB with \( K \)-context, which is depicted by parameters \( (\alpha, \{\mathbf{p}^{(i)}\}_{i \in [0:K-1]}, r) \), where \( \alpha_i = P(S = i), i \in [0:K-1] \), and \( \mathbf{p}^{(i)} = (p_1^{(i)}, \ldots, p_N^{(i)}) \) with \( p_j^{(i)} = P(X_j = 1 | S = i) \).

### 3 Main Results

The main contribution of the paper is the derivation of upper and lower bounds on the simple regret of HCB. Proof sketches for these bounds are provided in the latter sections, Sec. 5 and Sec. 6, while detailed proofs are available in the appendix.

To better understand what makes a causal bandit problem hard (large simple regret), it is instructive to first highlight the following measure of difficulty, first used by [9] for studying parallel causal bandits, which will play a central role in our analysis as well. For a probability vector \( \mathbf{v} \), define \( m(\mathbf{v}) \) to be a value that characterizes the number of entries in \( \mathbf{v} \) that are highly biased towards 0 or 1:

\[ m(\mathbf{v}) = \min \left\{ s \in \mathbb{R}^+ : s \geq |\mathcal{I}_s(\mathbf{v})| \right\}, \]

where \( \mathcal{I}_s(\mathbf{v}) \) is the set of indices of the entries in \( \mathbf{v} \) that are greater than or equal to \( s \).
where

\[ \mathcal{I}_\alpha(v) = \left\{ n \in [N]: \min \{ v_n, v_n \} < \frac{1}{\alpha} \right\}. \tag{7} \]

The significance of \( m \) is as follows: when applied to a Bernoulli parallel causal bandit, \( v \) can be thought of as the probability vector representing the distributions of the \( N \) arms. Then, one can imagine that the causal effect of an arm that is heavily biased tend to be more difficult to learn, simply because their values rarely change on their own accord and learning would thus require the more expensive manual intervention. Indeed, [9] shows that \( m(v) \) essentially determines the scaling of simple regret in parallel causal bandits.

In the case of hierarchical causal bandits, it is no longer obvious whether \( m \) should still play a role, and if so, in what manner. One plausible conjecture based on the insights from parallel bandits might suggest that the simple regret should depend on \( m(v) \) where \( v \) is the marginal distribution of the \( N \) arms. As eluded to in the Introduction, the logic goes that an arm should be easy to learn as long as it is sufficiently stochastic under some context. Our results demonstrate, however, that this is not the case.

**Theorem 1** (Bernoulli HCB simple regret upper bound). Consider a Bernoulli HCB-nmc as in Sec. 2.1. There exists an algorithm \( \phi_{nmc} \) such that

\[ R_T^{nmc} \leq 122 \sqrt{\left( m(p) + m(q) \right) \log NT \over T}, \tag{8} \]

for each fixed set of parameters \( (\alpha, p, q, \tau) \) when \( T > 540 \max \left\{ m(p) \over \alpha, m(q) \over \tau \right\} \log(NT) \). Here, \( \tau = 1 - \alpha \).

For the Bernoulli HCB-mc as in Sec. 2.1, instead, there exists an algorithm \( \phi_{mc} \) such that

\[ R_T^{mc} \leq 116 \sqrt{\left( m(p) + m(q) \over \tau \right) \log NT \over T}, \tag{9} \]

for each fixed \( (\alpha, p, q, \tau) \) when \( T > 540 \max \left\{ m(p) \over \alpha, m(q) \over \tau \right\} \log(NT) \).

**Theorem 2** (Bernoulli HCB simple regret lower bound). Consider a Bernoulli HCB as in Sec. 2.1, where the context node can be either manipulable or non-manipulable. Fix parameters \( (\alpha, p, q) \) with \( N \geq 4 \). Fix an algorithm \( \phi \). Then there exists a reward function \( r(x) \) for which it holds that

\[ R_T \geq \frac{1}{127} \sqrt{m(\alpha)p,q \over T}, \tag{10} \]

for all \( T \geq \max\{m(p), m(q)\} \). Here,

\[ \tilde{m}(\alpha, p, q) = \begin{cases} \max\{m(p)\alpha^2, m(q)\alpha^2\} & m(p) \geq \tau_1(\alpha, m(q) \geq \tau_0(\alpha) \\ m(p) \alpha^2 & m(p) \geq \tau_1(\alpha, m(q) < \tau_0(\alpha) \\ m(q)\alpha^2 & m(p) < \tau_1(\alpha, m(q) \geq \tau_0(\alpha) \\ (1 - \max\{q_{\max}, 1/2\})^2 & m(p) < \tau_1(\alpha, m(q) < \tau_0(\alpha) \end{cases} \tag{11} \]

where \( \tau_0(\alpha) = \frac{3e}{\alpha(3-\alpha)}, \tau_1(\alpha) = \frac{3e}{\alpha(3-\alpha)}, \) and \( q_{\max} = \max_{n\in[N]} q_n \).

A few important observations can be made. First, the metric \( m \) does play an important role in determining the simple regret scaling of HCB. However, our lower bounds suggest that the complexity of an HCB is determined by the difficulty of the “worst” sub-problem, i.e., the larger one between \( m(p) \) and \( m(q) \), and not the difficulty associated with the marginal probability, \( m(p\alpha + q\tau) \). This finding leads to a somewhat counter intuitive observation: an arm being highly stochastic in one context does not entail that its causal effect can be easily learned, so long as the same arm is highly biased in another context. The driving insight behind this phenomenon, one that underpins the proof of our lower bounds, is that when \( N \) is large, the reward function can effectively discriminate between different conditional arm value distributions, thus giving it the power to adversarially “target” specific context states and cause large regret. This effect seems to be a fundamental feature of the HCB model, and explains why it is not sufficient to only count the arms that are biased on-average when it comes to simple regret.

Note that the upper bounds in (8) and (9) in Thm. 1 only differ by a constant. This shows that for the Bernoulli HCB model, the ability of manipulating the context directly does not introduce significant
improvement in the performance. Note also that the upper and lower bounds in Thm. 1 and Thm. 2 are nearly matching up to log terms as they differ only in a multiplicative factor that scales as $O(\sqrt{\log (NT)})$, while a discrepancy scaling as $O(\sqrt{\log (NT/m(p))})$ is present in the bounds of [9].

Our final theorem generalizes the upper bound to HCB with a $K$-valued context. Note that the lower bound above holds (trivially) for the $K$-context setting as well.

**Theorem 3** ($K$-context HCB). Consider a Bernoulli HCB with $K$-context as in Sec. 2.1. If the context node is non-manipulable, then there exists an algorithm with regret

$$R_T^{\text{mc}} \leq 27 \frac{K(2K+1)\bar{m} \log NT}{T}$$

for each fixed set of parameters $(\alpha, \{p^{(i)}\}_{i \in [0:K-1]}, r)$ when the number of experiments $T$ satisfies

$$T > 600(7K+1) \max_{i \in [0:K-1]} \left\{ \frac{m(p^{(i)})}{\alpha_i} \right\} \log (NT).$$

If the context node is manipulable, there exists an algorithm such that

$$R_T^{\text{mc}} \leq 7 \frac{K(7K+1)\bar{m} \log NT}{T},$$

for each fixed $(\alpha, \{p^{(i)}\}_{i \in [0:K-1]}, r)$ when $T$ satisfies (13). Here, $\bar{m} = \sum_{i \in [0:K-1]} \alpha_i m(p^{(i)})$.

4 Technical Preliminaries

Before delving into the proofs of the main results, let us introduce some further notation that will be useful in the development of the paper.

4.1 Parallel Bandit Model

The parallel bandit model studied in [9] is presented in Fig. 2. This model can be obtained from the Bernoulli HCB when $p = q$. An algorithm is introduced in [9] for the parallel bandit which attains the simple regret

$$R_T = O\left( \sqrt{m(p) \log (NT/m(p))} \right).$$

In particular, since the variables in $X$ are mutually independent, it is easy to see that $P(Y = 1|\text{do}(X_n = 1)) = P(Y = 1|X_n = 1)$ and $P(Y = 1|\text{do}(X_n = 0)) = P(Y = 1|X_n = 0)$. The agent is then able to utilize outcomes from pure observations to deduce the impact of interventions, which largely improves the efficiency of learning.

The authors of [9] also provide a lower bound for the parallel bandit for a fixed $p$ by showing that there exists a reward function $r(x)$ yielding a simple regret $R_T$ such that $R_T = \Omega\left( \sqrt{\frac{\log NT}{m(p)}} \right)$.

4.2 Formulation of Causal Bandit Algorithms

In order to study the simple regret in (5), one has to specify how the agent sequentially determines the action at round $t \in [T]$, and identifies the optimal action after $T$ rounds of experiments, having observed the past values of the reward $Y$, the arms’ realization $X$, and that of the context $S$. Let us more formally introduce the algorithm determining the agent’s action and identifying the optimal intervention. Let $X^{(t)}$, $Y^{(t)}$, and $S^{(t)}$ be the realizations of the variables in the $t^{th}$ round for $t \in [T]$. Let the history of the context, reward, arms, and actions up to time $t$ be denoted as $H_t = \{S^{(t)}, X^{(t)}, Y^{(t)}, A^{(t)}\}_{t \in [t]}$. An algorithm of the causal bandit problem (either mc or nmc) $\phi$, is then defined as a collection of functions

$$\left\{ g^{(t)}(H_{t-1}, W^{(t)}_A) \right\}_{t \in [T+1]},$$

(16)
where
\[
g^{(t)} : (\mathcal{S} \times \mathcal{X}^N \times \mathcal{Y} \times \mathcal{A})^{t-1} \times [0, 1] \to \mathcal{A},
\] (17)

and \(W^{(t)}_A \sim i.i.d. \mathcal{U}([0, 1])\) are uniform random variables that characterize the randomness of the algorithm. Here, for \(t \in [T]\), \(g^{(t)}\) is the function that determines the agent’s action in the \(t^{th}\) experiment, while \(g^{(T+1)}\) is the function that identifies an action \(\hat{A}_T\) as the optimal one based on the entire history after completing \(T\) rounds of experiments. In (17), the set of actions \(\mathcal{A}\) is specified as (3) and (4) for the scenario of non-manipulable and manipulable context, respectively. Note that the algorithm \(\phi\) does not depend on the distributions of the arms \(p, q\), the distribution of the context, \(\alpha\), or the reward function \(r\), as these parameters are not provided to the agent and usually need to be learnt by the algorithm.

### 4.3 Properties of KL Divergence

When determining a lower bound on the regret, it is customary to consider the setting in which the arm distribution is fixed but the reward function is chosen by an adversary trying to maximize the simple regret. In particular, a lower bound on the simple regret can be obtained by designing a reward function for which finding the correct choice of the action \(\hat{A}_T\) is particularly challenging.

In our converse proof, following [9], we will crucially rely on the properties of the Kullback-Leibler (KL) divergence between two distributions \(P, Q\), defined as
\[
D_{KL}(P_X, Q_X) = \sum_{x \in \mathcal{X}} P_X(x) \log \frac{P_X(x)}{Q_X(x)}.
\] (18)
The conditional version of the KL divergence is defined as
\[
D_{KL}(P_{Y|X}, Q_{Y|X}) = \mathbb{E}_{x \sim P_X} D_{KL}(P_{Y|X=x}, Q_{Y|X=x}).
\] (19)
The following two lemmas involving the KL divergence will be useful in the proof of lower bound.

**Lemma 1** (Properties of KL divergence [3, 14]). Let \(P(x, y)\) and \(Q(x, y)\) be two distributions over the support \(\mathcal{X} \times \mathcal{Y}\) with \(\mathcal{X} = \mathcal{Y} = \{0, 1\}\), then the KL divergence satisfies
\[
D_{KL}(P_{XY}, Q_{XY}) = D_{KL}(P_X, Q_X) + D_{KL}(P_{Y|X}, Q_{Y|X}).
\] (20)

Additionally \(D_{KL}(P_X, Q_X) \geq 0\) and
\[
D_{KL}(P_X, Q_X) \leq \chi^2(P_X, Q_X)
\] (21)
where \(\chi^2(P_X, Q_X) = \frac{(p_X - q_X)^2}{q_X(1-q_X)}\), with \(p_X = P_X(X = 1)\), \(q_X = Q_X(X = 1)\).

**Lemma 2** (Lemma 2.6 in [14]). For two probability distributions \(P, Q\), on the same measurable space,
\[
P(B) + Q(B^c) \geq \frac{1}{2} \exp(-D_{KL}(P, Q)),
\] (22)
for every measurable subset \(B\) and its complement \(B^c\).

We are now ready to provide a proof for our main results, Thm. 1 and Thm. 2. The proof of Thm. 3 is omitted as it can be proved in the same way as Thm. 1.

### 5 Proof of Theorem 1

In this section we provide the proof sketch for Thm. 1 for the non-manipulable case. The complete proof can be found in App. A. We begin by introducing two simple lemmas to further characterize \(m(v)\) in (6), the proof of which can be found in Apps. C.1 and C.2.

**Lemma 3.** The quantity \(m(v)\) in (6) is well defined for all probability vectors \(v\).

**Lemma 4.** Suppose the entries of \(v \in (0, 1)^N\) are such that \(0 \leq v_1 \leq v_2 \leq \ldots \leq v_N \leq 1/2\), then \(v_n \leq 1/m(v)\) for all \(n \in [\lceil m(v) \rceil]\).
Lem. 4 more precisely characterizes our earlier statement that \( m(v) \) is a measure of the problem complexity. When all entries in \( v \) are below \( 1/2 \), then we have that the \( \lfloor m(v) \rfloor \) smallest entries are at most \( 1/m(v) \). Intuitively, this set of outcomes is hard to observe and, consequently, it is hard to estimate the corresponding reward. In order to obtain a good estimate for such events, we need to conduct a number of interventions proportional to \( m(v) \). For this reason, \( m(v) \) serves as a metric of the problem complexity.

Next, we introduce a lemma characterizing the effect of an intervention on an arm of the HCB model.

**Lemma 5.** For the Bernoulli HCB model, the following statement about interventions are true:

\[
\mathbb{P}(Y = 1|\text{do}(X_i = x)) = \alpha P(Y = 1|X_i = x, S = 1) + \pi P(Y = 1|X_i = x, S = 0),
\]

for \( i \in [N], x \in \mathcal{X} \). In addition, we have

\[
P(Y = 1|\text{do}(\emptyset), X_i = x, S = s) = P(Y = 1|\text{do}(X_i = x), S = s),
\]

\[
P(Y = 1|\text{do}(S = s), X_i = x).
\]

with \( i \in [N], x \in \mathcal{X}, \) and \( s \in \mathcal{S} \).

**Proof.** The proof of this lemma is provided in App. C.3. Note that this lemma can be extended to the general HCB formulation.

From Lem. 5, we see that intervening on the \( i \)th arm, e.g., \( \text{do}(X_i = 1) \), has the effect of removing the effect of the stochasticity of that arm in the reward. Also, having observed a certain realization of the context or the arm, we can interpret this outcome as arising from an intervention enforcing such realizations.

This lemma is rather straightforward but it is the core of our algorithm design. In particular, we see that the impact of the action \( \text{do}(X_i = 1) \) on the reward can be estimated from the estimates of \( \alpha \), \( P(Y = 1|X_i = 1, S = 1) \), and \( P(Y = 1|X_i = 1, S = 0) \). In other words, we can estimate \( P(Y = 1|\text{do}(X_i = 1)) \) by utilizing samples collected through pure observation (corresponding to action \( \text{do}(\emptyset) \)) without actually conducting the action \( \text{do}(X_i = 1) \). This implies that \( \text{do}(\emptyset) \) is very efficient, since the resulting observations can be used to simultaneously learn the impact of multiple actions. Note that this observation is also valid for the parallel bandit model of [9].

Let us now introduce Alg. 1 for the HCB-nmc model, which yields the simple regret (8) in Thm. 1. The algorithm consists of two stages. In the first stage, we purely observe the system and estimate its parameters by averaging the random observations. In particular, we derive the estimates in lines 5–8 in Alg. 1 for \( \alpha, p, \tilde{q}, \mu_{sljk} := P(Y = 1|S = l, X_j = k) \), and \( \mu_{\text{do}(\emptyset)} = P(Y = 1|\text{do}(\emptyset)) \). These estimated quantities are indicated with a hat in the notation in the following paragraphs.

From the estimates \( \tilde{p} \) and \( \tilde{q} \), we next estimate \( m(p) \) and \( m(q) \) and decide which estimates can be considered reliable. For instance, if the number of occurrences of the event \( \{ S = 1, X_j = 1 \} \) surpasses a threshold determined by \( m(\tilde{p}) \), then the estimator \( \hat{\mu}_{sljk} \) can be considered sufficiently accurate. Otherwise, we will derive a better estimate for this value in the second stage of the algorithm.

In the second stage, the algorithm focuses on the values of \( \mu_{sljk} \) that have not been estimated accurately enough in the first stage. For each of these values, we conduct intervention \( \text{do}(X_j = k) \) to increase the chance of observing the corresponding event, thus resulting in a better estimate. From Lem. 4 we see that, with high probability, the number of such values is proportional to \( m(p) \) or \( m(q) \). Hence, we are able to allocate a sufficient number of experiments to intervene each required variable such that the upper bound in (8) of Thm. 1 can be satisfied. So far, we have sketched the proof of the upper bound for the non-manipulable case through constructing an algorithm satisfying the performance requirement. In Alg. 1, in lines 13 and 14 we define

\[
\mathcal{B}(v, z) = \left\{ j \in [N], v_j < \frac{1}{z} \right\}
\]

for \( v \in (0, 1)^N, z \in \mathbb{R}_+ \). That is, Eq. (25) indicates the entries of \( v \) that are highly biased towards zero according to the threshold \( 1/z \).

After the estimates of each entry \( \mu_{sljk} \) are sufficiently precise, the estimate of \( \hat{\mu}_{\text{do}(X_j = 1)} \) is obtained from \( \hat{\alpha} \), \( \hat{\mu}_{slj1} \), and \( \hat{\mu}_{s0j1} \). See Alg. 1 lines 22–24. Finally, the algorithm outputs \( \hat{A}_T \in \mathcal{A}^{\text{nmc}} \), the action that corresponds to the largest estimated reward.
Algorithm 1: HCB-nmc algorithm used in Thm. 1.

1 Function Refine($B, s, x, \tau, d$):
2 \[ i = 1; \]
3 for $j \in B$ do
4 \[ t \in [\tau + (i - 1)d/|B| : \tau + id/|B|] \] do
5 \[ \text{choose do}(X_j = x); \]
6 \[ i_j = i, i = i + 1; \]
7 end
8 for $j \in B$ do
9 \[ c_j = \sum_{t \in [\tau + (i_j - 1)d/|B| : \tau + id/|B|]} S(t); \]
10 \[ f_j = \sum_{t \in [\tau + (i_j - 1)d/|B| : \tau + id/|B|]} Y(t); \]
11 end
12 Result: $u$
13
14 \// Stage 1
15 Fix $T' = T/5$
16 for $t \in [T']$ do
17 \[ \text{choose do}(\emptyset); \]
18 end
19 estimate $\alpha$ as $\hat{\alpha} = \frac{1}{T} \sum_{t \in [T']} S(t);$
20 estimate $p_i$ as $\hat{p}_i = \frac{1}{T} \sum_{t \in [T']} X_i(t) S(t);$
21 estimate $q_i$ as $\hat{q}_i = \frac{1}{(1 - \alpha)} \sum_{t \in [T']} X_i(t)(1 - S_i(t));$
22 estimate $\mu_{\text{do}(x)}$ as $\hat{\mu}_{\text{do}(x)} = \frac{1}{T} \sum_{t \in [T']} Y(t);$
23 estimate $\mu_{s_{1j1}}$ as $\hat{\mu}_{s_{1j1}} = \frac{1}{p_i(1 - \alpha)} \sum_{t \in [T']} Y(t) X_i(t) S(t);$
24 estimate $\mu_{s_{1j0}}$ as $\hat{\mu}_{s_{1j0}} = \frac{1}{(1 - p_i)(1 - \alpha)} \sum_{t \in [T']} Y(t) X_i(t)(1 - S(t));$
25 estimate $\mu_{s_{0j1}}$ as $\hat{\mu}_{s_{0j1}} = \frac{1}{p_i(1 - \alpha)} \sum_{t \in [T']} Y(t)(1 - X_i(t)) S(t);$
26 estimate $\mu_{s_{0j0}}$ as $\hat{\mu}_{s_{0j0}} = \frac{1}{(1 - p_i)(1 - \alpha)} \sum_{t \in [T']} Y(t)(1 - X_i(t))(1 - S(t));$
27 \// Stage 2
28 let $\hat{B}_{11} = B(\hat{\mathbf{p}}, m(\hat{\mathbf{p}})), \hat{B}_{10} = B(1 - \hat{\mathbf{p}}, m(\hat{\mathbf{p}}));$
29 let $\hat{B}_{01} = B(\hat{\mathbf{q}}, m(\hat{\mathbf{q}})), \hat{B}_{00} = B(1 - \hat{\mathbf{q}}, m(\hat{\mathbf{q}}));$
30 $u_{11} = \text{Refine}(\hat{B}_{11}, 1, 1, T', T');$
31 $u_{10} = \text{Refine}(\hat{B}_{10}, 1, 0, 2T', T');$
32 $u_{01} = \text{Refine}(\hat{B}_{01}, 1, 0, 1, 3T', T');$
33 $u_{00} = \text{Refine}(\hat{B}_{00}, 0, 0, 4T', T');$
34 for $l \in S, k \in X,$ do
35 \[ \text{update } \hat{\mu}_{s_{ljk}} \text{ with } u_{lk} \text{ for } j \in \hat{B}_{lk}; \]
36 end
37 for $j \in [N]$ do
38 $\hat{\mu}_{\text{do}(X_j = 1)} = \hat{\alpha}\hat{\mu}_{s_{1j1}} + (1 - \hat{\alpha})\hat{\mu}_{s_{0j1}}$
39 $\hat{\mu}_{\text{do}(X_j = 0)} = \hat{\alpha}\hat{\mu}_{s_{1j0}} + (1 - \hat{\alpha})\hat{\mu}_{s_{0j0}}$
40 end
41 output $\hat{A}_T = \arg\max_{a \in \mathcal{A}_{\text{nmc}}} \hat{\mu}_a$
For the scenario with manipulable context, we introduce Alg. 2 that achieves the upper bound (9) of Thm. 1 in App. A. This algorithm differs from Alg. 1 in that a portion of the interventions is dedicated to estimating \( \mathbf{p}, \mathbf{q} \), and values of \( P(Y = 1|S = I, X_j = k) \) by manipulating the context. Further discussion is relegated to the appendix.

## 6 Proof of Theorem 2

In this section we prove the lower bound for the hierarchical model in Thm. 2. We begin by introducing the following lemmas: their proofs are provided in Apps. C.4 and C.5.

**Lemma 6.** Fix an algorithm \( \phi \). Fix system parameters \((\alpha, \mathbf{p}, \mathbf{q})\). Let \( r_0, r_i \) be two reward functions. Let \( P_j \) be the probability distribution of \( \mathbf{H}_T \) when the system parameters are \((\alpha, \mathbf{p}, \mathbf{q}, r_j)\) and the algorithm is \( \phi \), for \( j \in \{0, i\} \). The KL divergence between the probability distributions \( P_0 \) and \( P_i \) can be expanded as

\[
D_{\text{KL}}(P_0(\mathbf{H}_T), P_i(\mathbf{H}_T)) = \sum_{t \in [T]} \sum_{\mathbf{x}^{(t)} \in \mathcal{X}^n} P_0(\mathbf{x}^{(t)}) \left( r_0(\mathbf{x}^{(t)}) \log \frac{r_0(\mathbf{x}^{(t)})}{r_i(\mathbf{x}^{(t)})} + (1 - r_0(\mathbf{x}^{(t)})) \log \frac{1 - r_0(\mathbf{x}^{(t)})}{1 - r_i(\mathbf{x}^{(t)})} \right), \tag{26}
\]

**Lemma 7.** Fix \( \alpha \in (0, 1) \), and \( \mathbf{p}, \mathbf{q} \in \{0, 1\}^N \) with \( p_1 \leq \ldots \leq p_N \leq \frac{\alpha}{2} \) and \( m(\mathbf{p}) > 2 \). Let \( \pi : [[m(\mathbf{p})]] \rightarrow [[m(\mathbf{p})]] \) be the permutation that sorts \((q_1, \ldots, q_{m(\mathbf{p})})\) in increasing order, i.e., \( q_\pi(1) \leq \ldots \leq q_\pi(m(\mathbf{p})) \). Define

\[
\mathcal{X}_i = \{ \mathbf{x} : x_i = 1, x_\ell = 0, \ell \in [[m(\mathbf{p})]] \setminus \{i\} \},
\]

for each \( i \in [[m(\mathbf{p})]] \), and define \( \mathcal{I} = \{ \pi(j), 1 \leq j \leq \left\lfloor \frac{m(\mathbf{p})}{2} \right\rfloor \} \). For each \( i \in [[m(\mathbf{p})]] \), we have

\[
\frac{\alpha}{e} \leq P(\mathbf{X} \in \mathcal{X}_i | \text{do}(X_i = 1)) \leq 1, \tag{28}
\]

and for each \( i \in \mathcal{I} \), we have \( P(\mathbf{X} \in \mathcal{X}_i | a) \leq \frac{1}{m(\mathbf{p})} \), for any action \( a \neq \text{do}(X_i = 1) \).

Next we will use the definition of the set \( \mathcal{X}_i^* \) in Lem. 7 to construct the reward function yielding the desired lower bound as follows. Take \( m(\mathbf{p}) \geq m(\mathbf{q}) \) and fix a constant-valued reward function \( r_0 \). For each \( i \), we introduce another reward function \( r_i \), which is greater than \( r_0 \) by a positive value \( \varepsilon \) if \( \mathbf{X} \) falls into the set \( \mathcal{X}_i^* \), while \( r_i \) equals \( r_0 \) otherwise. Hence, under reward function \( r_i \), the optimal action is the one that maximizes the probability of \( \mathbf{X} \) reaching the target set \( \mathcal{X}_i^* \). With Lem. 7, we see that the optimal action corresponding to reward function \( r_i \) is \( \text{do}(X_i = 1) \). Under this optimal action, the probability that \( \mathbf{X} \in \mathcal{X}_i^* \) is at least \( \alpha/e \), while the probability of reaching this set under any other action is at most \( 1/m(\mathbf{p}) \). Hence, the regret of identifying the wrong arm when the reward function is \( r_i \) is at least \( \varepsilon \left( \frac{\alpha}{e} - \frac{1}{m(\mathbf{p})} \right) \).

Next, we introduce the probability distribution of the entire history \( \mathbf{H}_T \) corresponding to \( r_i \), denoted by \( P_i \), and that corresponding to \( r_0 \), denoted by \( P_0 \). We show that the KL divergence between these two distributions is upper bounded by a constant.

With this upper bound on \( D_{\text{KL}}(P_0, P_i) \), we can derive a lower bound for \( P_0(\mathcal{B}) + P_i(\mathcal{B}^c) \) for any measurable event \( \mathcal{B} \) according to Lem. 2. In particular, let \( \mathcal{B}_i \) be the event that the algorithm identifies \( \text{do}(X_i = 1) \) as the optimal intervention. It can be shown that there exists \( i' \in [N] \) such that \( P_{i'}(\mathcal{B}_i^c) \) is lower bounded by a positive constant value. In other words, there exists a reward function \( r_{i'} \) such that the probability of the agent identifying the incorrect action is at least a positive constant. Since we have already shown a lower bound for the regret assuming a wrong action is identified by the agent, we have completed the proof that there exists a reward function \( r_{i'} \) such that the regret is at least \( \varepsilon \left( \frac{\alpha}{e} - \frac{1}{m(\mathbf{p})} \right) \) multiplied by a constant.

## 7 Conclusion

In this paper, we proposed and studied the hierarchical causal bandit (HCB) problem as a step towards understanding general causal bandits with cross-arm dependencies and interactions. Through upper and lower bounds on the simple regret, our results suggest that the critical determinant of regret is the number of biased arms under the worst context, and not the number of biased arms under the marginal
arm distribution. In a way, our results can be interpreted as saying that overall hardness is the average (upper bound) or maximum (lower bound) hardness of the sub-problems, and not the hardness of the “average” sub-problem.

The above observations also reveal a practical fragility of the parallel causal bandit model in the face of non-independent arms. That is, the simple regret predictions offered by the parallel bandit model can be highly inaccurate in an environment where cross-dependencies are present. One might argue that the comparison is not fair since the parallel bandit model is intended for independent arms (i.e., with a single context). Nevertheless, it is still interesting to see a large discrepancy as soon as we incorporate two possible contexts, a seemingly moderate number.

There are several interesting open questions: the dependencies on \( m \) in our upper and lower bounds do not fully agree, and this is in part due to the fact that the upper bound is still \( \sqrt{\log(T)} \) factor greater than the lower bound. Closing this gap would help us sharpen our understanding of what drives simple regret in hierarchical bandits. Similarly, the bounds for the case of a \( K \)-context causal bandit with \( K > 2 \) are still quite loose. On the modeling end, there clearly remains a sizable complexity gap between HCB and a full-blown structural causal model. We are hopeful that the HCB model can be extended and augmented to gradually close this gap, by, for instance, considering multiple contextual nodes, or multi-layer hierarchies (the current model has only 1 layer).
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Appendix

Recall that
\[ \mu_a = E[Y | A = a] \]
(29)
is defined as the expected reward when the agent chooses action \( a \). Note also that \( a^* = \max_{a \in \mathcal{A}} \mu_a \), and \( \mu^* = \max \mu_a = \mu_{a^*} \). For \( x \in \mathbb{R}, \delta \in \mathbb{R}_+, \) let \( [x \pm \delta] = [x - \delta, x + \delta] \). For \( i,j \in \mathbb{Z}_+, i < j, \) let \([i : j] = \{i, \ldots, j\}\), and when \( i = 1, \) we introduce the shorthand \([j] = [1 : j]\). Recall that
\[ \mu_{s_ljk} = P(Y = 1 | X_j = k, S = l), \]
(30)
for \( j \in [N], \) and \( l \in \mathcal{S}, k \in \mathcal{X} \). For an event \( B \), recall that \( \mathbf{1}_B \) is the indicator function that returns 1 if \( B \) is true and 0 otherwise.

We will make repeated use of the following error term: for \( x, y, t \in \mathbb{R}_+ \), let
\[ \varepsilon_{x,y,t} = \sqrt{\frac{x \log(yt)}{t}}. \]
(31)
Note that \( \varepsilon \) is increasing in \( x \) and \( y \) and decreasing in \( t \). While it is important for our bounds to keep track of dependencies of \( \varepsilon_{x,y,t} \) on its input values \( x, y \) and \( t \), it is worth noting that, for obtaining the main insights from the proof, it suffices to view \( \varepsilon_{x,y,t} \) as a suitably small constant. When appropriate, we shall highlight in context the exact nature of dependencies. We will also use the shorthand \( m_1 = m(\mathbf{p}) \), and \( m_0 = m(\mathbf{q}) \). Finally, since the underlying causal network is time-homogeneous, we may sometimes drop the time index in the variables when there is no ambiguity.

A Proof of Theorem 1

Now we formally prove Theorem 1: first, we consider the case that the context node cannot be intervened by the agent in Sec. A.1, then the case in which it can be manipulated in Sec. A.2.

A.1 Non-manipulable context node

Proof. With Lem. 5, the expected reward conditioned on an action \( a, \mu_a \), can be expressed as a function of \( \alpha \) and the values \( \mu_{s_ljk}, j \in [N], l \in \mathcal{S}, k \in \mathcal{X} \). Recall the definition in Eq. (30), \( \mu_{s_ljk} \) is the expected reward conditioned on the event \( \{S = l, X_j = k\} \), which may be estimated through pure observation. Hence, we would like to design an algorithm that estimates \( \mu_a, a \in \mathcal{A} \), through estimating \( \mu_{s_ljk} \) and \( \alpha \). In particular, we introduce Alg. 1, a two-stage algorithm that efficiently estimates \( \mu_a \) for each action \( a \), satisfying the upper bound given in Thm. 1. We will show that under this algorithm, for many actions \( a, \mu_a \) can be accurately estimated simultaneously with pure observation. This significantly improves the efficiency of the algorithm compared to the alternative, where the agent experiments with every action \( a \) to estimate each \( \mu_a \) separately.\n
Stage 1: In the first stage, we conduct a total of \( T' = T/5 \) experiments when the agent simply observes the system, or equivalently, conducts the empty intervention \( \text{do}(\emptyset) \). In this stage, the agent estimates the parameter \( \alpha \), the vectors \( \mathbf{p}, \mathbf{q} \), their \( m \) values, \( m_1 = m(\mathbf{p}) \), and \( m_0 = m(\mathbf{q}) \), and values \( \mu_{s_ljk} \). Their corresponding estimators are denoted by \( \hat{\alpha}, \hat{\mathbf{p}}, \hat{\mathbf{q}}, \hat{m}_1 = m(\hat{\mathbf{p}}), \hat{m}_2 = m(\hat{\mathbf{q}}), \) and \( \hat{\mu}_{s_ljk} \). Since the estimator \( \hat{\mu}_{s_ljk} \) can only be calculated when the event \( \{S = l, X_j = k\} \) occurs, this estimator can only be accurate if the corresponding event takes place for a sufficient number of times. In particular, we will introduce a threshold determined by \( \hat{m}_1 \) (for \( k = 1 \)) and \( \hat{m}_0 \) (for \( k = 0 \)). If the number of times that the event occurs surpasses this threshold, the accuracy of \( \hat{\mu}_{s_ljk} \) is good enough. In this case, we accept this estimation, and refer to \( j \) as an "easy" entry to estimate. Otherwise, we will not accept this estimation. The entry \( j \) is then a "hard" entry to estimate and we will refine this estimate in Stage 2. In addition, we point out that the expected reward under the empty intervention, \( \mu_{\text{do}(\emptyset)} \), can also be estimated in this stage as we conduct \( T' \) steps of pure observation.

Now we focus on the estimators of \( \alpha, \mathbf{p} = (p_1, \ldots, p_N) \), and \( \mu_{s_ljk}, j \in [N] \), while the analysis of \( \mathbf{q} \)
and the other values of \( \mu_{sljk} \) follows analogously. Recall the following estimators defined in Alg. 1:

\[
\hat{a} = \frac{1}{T'} \sum_{t \in [T']} S^{(t)}, \quad \text{(line 5 of Alg. 1)},
\]

\[
\hat{p}_i = \frac{\sum_{t \in [T']} X_j^{(t)} S^{(t)}}{\sum_{t \in [T']} S^{(t)}}, \quad \text{(line 6)},
\]

\[
\hat{\mu}_{do(\varepsilon)} = \frac{1}{T'} \sum_{t \in [T']} Y^{(t)} , \quad \text{(line 8)},
\]

\[
\hat{\mu}_{s1j1} = \frac{\sum_{t \in [T']} X_j^{(t)} Y^{(t)} S^{(t)}}{\sum_{t \in [T']} X_j^{(t)} S^{(t)}}, \quad \text{(line 9)}.
\]

Here, if the denominator of an estimator defined above happens to be zero, we simply set the estimator to be zero. We introduce the following two lemmas that will be useful for subsequent proofs. In Lem. 8, we show that the estimators \( \hat{a} \), \( \hat{p}_i \), \( \hat{\mu}_{do(\varepsilon)} \), and \( \hat{\mu}_{s1j1} \) all concentrate in an appropriate sense, and in Lem. 9, we show that the estimator \( \hat{m}_1 \) is accurate up to a constant factor with high probability, which can be derived similar to Lem. 8 in [9]. We define the following two events that will be useful in these two lemmas. Let \( E_p \) be the event that every \( \hat{p}_i \) is accurate up to a sufficiently small error:

\[
E_p = \{ \hat{p}_i \in \left[ (1 \pm \varepsilon_{2T/(\alpha p_i),2N,T'}) \hat{p}_i \right], \forall i \in [N] \}.
\]

Similarly, define an event \( E_{\hat{\mu}} \) as follows,

\[
E_{\hat{\mu}} = \{ 1 - \hat{p}_i \in \left[ (1 \pm \varepsilon_{2T/(\alpha p_i),2N,T'}) \hat{p}_i \right], \forall i \in [N] \}.
\]

The proofs of these two lemmas are given in Apps. C.6 and C.7, respectively.

**Lemma 8.** The following concentration inequalities hold.

1. For estimator \( \hat{a} \),

\[
P \left( |\hat{a} - a| \leq \varepsilon_{3a,2,T'} \right) \geq 1 - \frac{1}{T'}.
\]

2. For sufficiently large \( T' \) such that \( T' > \frac{27 \log(2NT')}{\alpha} \), the events \( E_p \) and \( E_{\hat{\mu}} \) satisfy

\[
P(E_p) \geq 1 - \frac{2}{T'}, \quad P(E_{\hat{\mu}}) \geq 1 - \frac{2}{T'}.
\]

3. For the estimator \( \hat{\mu}_{do(\varepsilon)} \),

\[
P \left( |\hat{\mu}_{do(\varepsilon)} - \mu_{do(\varepsilon)}| \geq \varepsilon_{3,2,T'} \right) \leq \frac{1}{T'}.
\]

4. For the estimator \( \hat{\mu}_{s1j1} \),

\[
P \left( \hat{\mu}_{s1j1} \in \left[ \mu_{s1j1} \pm \varepsilon_{2T/(\alpha p_j),2N,T'} \right] \right) \geq 1 - \frac{2}{NT'}, \quad j \in [N].
\]

**Lemma 9.** If events \( E_p \) and \( E_{\hat{\mu}} \) are simultaneously true, then for all sufficiently large \( T' \) such that \( T' > \frac{108 \alpha m_1 \log(2NT')}{\alpha} \), \( \hat{m}_1 \) satisfies that

\[
\frac{2m_1}{3} \leq \hat{m}_1 \leq 2m_1.
\]

Note that with Eq. (39) and the union bound, the probability that both \( E_p \) and \( E_{\hat{\mu}} \) are true is at least \( 1 - 4/T' \). Combining with Lem. 9, we have

\[
P \left( \frac{2m_1}{3} \leq \hat{m}_1 \leq 2m_1 \right) \geq 1 - \frac{4}{T'}.
\]

We now use the above two lemmas to bound the accuracy of \( \hat{\mu}_{s1j1} \), the estimator for the expected reward when both the context \( S \) and the variable \( X_j \) is 1. In particular, we show that the estimator \( \hat{\mu}_{s1j1} \) is sufficiently accurate when \( \hat{p}_j \geq 1/\hat{m}_1 \). Recall that

\[
\hat{B}_{11} = \left\{ j \in [N] : \hat{p}_j < \frac{1}{\hat{m}_1} \right\}
\]
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which is first defined in line 13 of Alg. 1. This is the set of indices of entries in \( \tilde{p} \) that are highly biased towards zero. Fix \( j \) to be an arbitrary index in \([N] \setminus \hat{B}_{11}\). Consequently, we have that \( \tilde{p}_j \geq 1/m_1 \). We first show that if the estimated entries \( \hat{p}_j \) are not highly biased to zero, then neither will be the underlying true values \( p_j \). In particular, since \( \hat{p}_j \) and \( m_1 \) are close to \( p_j \) and \( m_1 \), respectively, we would expect that \( p_j \) should be on the order of \( 1/m_1 \) or greater for \( j \in [N] \setminus \hat{B}_{11} \). The following lemma makes this notion precise:

**Lemma 10.** We have that

\[
P \left( p_j \geq \frac{1}{4m_1}, \quad \forall j \in [N] \setminus \hat{B}_{11} \right) \geq 1 - \frac{4}{T'}.
\]

(44)

The proof of this lemma can be found in App. C.8.

By substituting the bounds on \( p_j \) in Lem. 10 into Eq. (41) and applying the union bound, we obtain the following characterization of \( \hat{\mu}_{s_{1j1}} \):

\[
P \left( \hat{\mu}_{s_{1j1}} \in \left[ \mu_{s_{1j1}} \pm \varepsilon_{108m_1/\alpha,2N,T'} \right], \quad \forall j \in [N] \setminus \hat{B}_{11} \right) \geq 1 - \frac{6}{T'}.
\]

(45)

for all large \( T' \) where \( T' > \frac{108m_1 \log(2NT')}{\alpha} \). In other words, we have shown that the set \([N] \setminus \hat{B}_{11}\) includes the “easy” entries in \( \mu_{s_{1j1}} \), which can be well estimated via pure observation with the error bound in Eq. (45). We omit the discussions of \( \hat{\mu}_{s_{ljk}} \) for \((l,k) = (1,0), (0,1), (0,0)\) as they follow the same argument as above by replacing \( \alpha, \ p, \ m_1 \) with \( \overline{\alpha}, \ q, \ m_0 \), respectively.

**Stage 2:** Since the “easy” entries have already been well estimated by pure observation in the previous stage, in this stage, we focus on the “hard” entries \( j \in \hat{B}_{11} \). In order to obtain sufficiently accurate estimates, we conduct a total of \( 4T' \) non-empty interventions targeted at these “hard” entries, where \( T' = T/5 \).

To this end, we will estimate \( \mu_{s_{1j1}} \) for \( j \in \hat{B}_{11} \) using \( T' \) experiments. For each \( j \in \hat{B}_{11} \), we set the action to be \( do(X_j = 1) \) over \( T'/|\hat{B}_{11}| \) experiments. Recall the definition of \( \hat{m}_1 \), we have \( \hat{B}_{11} \leq \hat{m}_1 \), i.e., the number of “hard” entries in \( \mu_{s_{1j1}} \) is at most \( \hat{m}_1 \). It follows that the number of active interventions targeted at each “hard” entry is at least \( T'/\hat{m}_1 \). Let \( \mathcal{T}_{j,1} \subseteq [T] \) be the subset of the time steps when the agent chooses action \( do(X_j = 1) \), i.e., \( A^{(t)} = do(X_j = 1) \) for \( t \in \mathcal{T}_{j,1} \). As indicated in line 15 of Alg. 1, for each \( j \in \hat{B}_{11} \), we introduce a refined estimator

\[
\hat{\mu}_{s_{1j1}}^{(r)} = \frac{\sum_{t \in \mathcal{T}_{j,1}} Y^{(t)} S^{(t)}}{\sum_{t \in \mathcal{T}_{j,1}} S^{(t)}}.
\]

(46)

Similar to the analysis in Stage 1, we combine Chernoff bounds and the bound on \( \hat{m}_1 \) in Eq. (43) to derive the concentration inequality. By utilizing the union bound, we have

\[
P \left( \hat{\mu}_{s_{1j1}}^{(r)} \in \left[ \mu_{s_{1j1}} + \varepsilon_{108m_1/\alpha,2N,T'} \right], \quad \forall j \in \hat{B}_{11} \right) \geq 1 - \frac{4}{T'} - \frac{4m_1}{T'}.
\]

(47)

when \( T' \) satisfies

\[
T' > \frac{108m_1 \log(2NT')}{\alpha}.
\]

(48)

Together with the bound on \( \hat{\alpha} \) in Eq. (38), by union bound we have the following concentration inequality on the value of \( \hat{\mu}_{s_{1j1}}^{(r)} \hat{\alpha} \):

\[
P \left( \left| \hat{\mu}_{s_{1j1}}^{(r)} \hat{\alpha} - \mu_{s_{1j1}} \alpha \right| \leq \varepsilon_{105m_1,2N,T'}, \quad \forall j \in \hat{B}_{11} \right) \geq 1 - \frac{5}{T'} - \frac{4m_1}{T'},
\]

(49)

when \( T' \) satisfies Eq. (48). Combining the above bound for the “hard” entries with that for the “easy” entries in Eq. (45), we have

\[
P \left( \left| \hat{\mu}_{s_{1j1}}^{(r)} \hat{\alpha} - \mu_{s_{1j1}} \alpha \right| \leq \varepsilon_{105m_1,2N,T'}, \quad \forall j \in [N] \right) \geq 1 - \frac{7}{T'} - \frac{4m_1}{T'},
\]

(50)

where

\[
\hat{\mu}_{s_{1j1}} = \hat{\mu}_{s_{1j1}} \text{ for } j \in [N] \setminus \hat{B}_{11}, \text{ and } \mu_{s_{1j1}} = \mu_{s_{1j1}}^{(r)} \text{ for } j \in \hat{B}_{11}.
\]

(51)
Other terms $\hat{\mu}_{s_jk}$ can be defined in the same way. Analogously, we can estimate the other “hard” entries by conducting interventions targeting them. For example, we have

$$P \left( |\hat{\mu}_{s_0j1} - \mu_{s_0j1}| \leq \varepsilon_{165\alpha m_0,2NT}, \forall j \in [N] \right) \geq 1 - \frac{7}{T} - \frac{4m_0}{T}. \quad (52)$$

With Lem. 5, we can obtain an estimator for $\mu_{do(X_j=1)}$ as

$$\hat{\mu}_{do(X_j=1)} = \hat{\mu}_{s_1j1} + \hat{\mu}_{s_0j1}. \quad (53)$$

Similarly, we can derive an estimator for $\mu_a$, denoted by $\hat{\mu}_a$, for each $a \in A^{\text{naive}}$. Therefore, from Eqs. (50) and (52), and the union bound, we have

$$P(|\hat{\mu}_a - \mu_a| \leq \delta, \forall a \in A) \geq 1 - \frac{140 + 40(m_1 + m_0)}{T}, \quad (54)$$

where

$$\delta = 5 \sqrt{33 (\sqrt{m_1 \alpha} + \sqrt{m_0 \beta})} \sqrt{\log(NT)} T, \quad (55)$$

when $T$ is sufficiently large such that $T > 540 \max \left\{ \frac{m_1 \alpha}{\alpha}, \frac{m_0 \beta}{\beta} \right\} \log(NT)$. Here, we substituted $T' = T/5$.

Now we are ready to obtain the upper bound on the simple regret for Alg. 1. Recall that $\hat{A}_T$ is the action chosen by the agent, while $a^*$ is the underlying optimal action. As a result, we have that $\hat{\mu}_{\hat{A}_T} \geq \mu_{\hat{A}_T}$, and $\mu_{a^*} = \mu_{a^*} \geq \mu_a$, for all $a \in A^{\text{naive}}$. In particular, according to Eq. (54), the event of all $\hat{\mu}_a$ being accurate up to an error of $\delta$ occurs with probability at least $1 - \frac{140 + 40(m_1 + m_0)}{T}$. If this event occurs, we have

$$\hat{\mu}_{\hat{A}_T} \geq \hat{\mu}_{\hat{A}_T} - \delta \geq \mu_{a^*} - \delta \geq \mu_{a^*} - 2\delta = \mu^{*} - 2\delta. \quad (56)$$

In other words, if this event occurs, the regret is at most $2\delta$. On the other hand, if this event does not occur, the regret is at most $1$. Therefore, we have

$$R^{\text{naive}} \leq 2\delta + \frac{140 + 40(m_1 + m_0)}{T},$$

$$= 10 \sqrt{33 (\sqrt{m_1 \alpha} + \sqrt{m_0 \beta})} \sqrt{\log(NT)} T + \frac{140 + 40(m_1 + m_0)}{T},$$

$$\leq 122 \sqrt{\left(\frac{m_1 \alpha + m_0 \beta}{T}\right)} \log(NT), \quad (57)$$

where the last step follows from the Cauchy-Schwartz inequality. The derivation in (57) proves Eq. (8) in Thm. 1.

### A.2 Manipulable context node

Now we study the scenario when the context node can be intervened by the agent.

**Proof.** Since the agent is now able to manipulate the context node, we would like to utilize this additional action to further improve learning efficiency. To this end, we introduce Alg. 2, a three-stage algorithm that estimates $\alpha$, $p$, $q$, $\mu_{do(\cdot)}$, and $\mu_{do(S=1)}$, $\hat{\mu}_{s_1j}$, for all $j \in [N]$, $l \in S$, $k \in X$. Here we provide an overview of the algorithm:

1. In the first stage, the agent purely observes the system and estimates $\alpha$, $\mu_{do(\cdot)}$.
2. In the second stage, we conduct intervention $do(S = 1)$ for the first half of the stage, obtaining estimates for $p$, $m_1$, $\hat{\mu}_{do(S=1)}$, and $\hat{\mu}_{s_1j}$, $\mu_{s_1j0}$ for $j \in [N]$. For the second half of this stage, conduct $do(S = 0)$ and estimate the rest of the parameters.
3. In the third stage, refine the estimates for the “hard” entries by conducting interventions targeting them. This stage follows the same process as Stage 2 of Alg. 1.
Algorithm 2: HCB-mc algorithm used in Thm. 1. The function Refine is defined as in Alg. 1.

Result: Choice $\hat{A}_T = a$ with $a \in A_{mc}$ for the HCB-mc model

1. Fix $T' = T/15$, $T'' = T/5$.
   
   // Stage 1

   2. for $t \in [T']$ do
   3.     choose do(∅) ;
   4. end
   5. estimate $\mu_{do(∅)}$, $\alpha$ as in Alg. 1
   
   // Stage 2

   6. for $t \in [T' + 1 : 2T']$ do
   7.     choose do(S = 1) ;
   8. end
   9. estimate $p_j$ as $\hat{p}_j = \frac{1}{T'} \sum_{t \in [T' + 1 : 2T']} X_j(t)$;
   10. estimate $\mu_{s1j1}$, $\mu_{s1j0}$, $\mu_{do(S=1)}$ as $\hat{\mu}_{s1j1}$, $\hat{\mu}_{s1j0}$, $\hat{\mu}_{do(S=1)}$;
   11. for $t \in [2T' + 1 : 3T']$ do
   12.     choose do(S = 0) ;
   13. end
   14. estimate $q_j$ as $\hat{q}_j = \frac{1}{T''} \sum_{t \in [2T' + 1 : 3T'] } X_j(t)$;
   15. estimate $\mu_{s0j1}$, $\mu_{s0j0}$, $\mu_{do(S=0)}$ as $\hat{\mu}_{s0j1}$, $\hat{\mu}_{s0j0}$, $\hat{\mu}_{do(S=0)}$;
   
   // Stage 3

   16. let $\hat{B}_{11}$, $\hat{B}_{10}$, $\hat{B}_{01}$, $\hat{B}_{00}$ be defined as in Alg. 1
   17. $u_{11} = \text{Refine} \left( \hat{B}_{11}, 1, 1, 3T', T' \right)$;
   18. $u_{10} = \text{Refine} \left( \hat{B}_{10}, 1, 0, 6T', T' \right)$;
   19. $u_{01} = \text{Refine} \left( \hat{B}_{01}, 0, 1, 9T', T' \right)$;
   20. $u_{00} = \text{Refine} \left( \hat{B}_{00}, 0, 0, 12T', T' \right)$;
   21. for $l \in S$, $k \in X$, do
   22.     update $\hat{\mu}_{sljk}$ with $u_{lk}$ for $j \in \hat{B}_{lk}$ ;
   23. end
   24. for $j \in [N]$ do
   25.     $\hat{\mu}_{do(X_j=1)} = \hat{\alpha} \hat{\mu}_{s1j1} + (1 - \hat{\alpha}) \hat{\mu}_{s0j1}$ ;
   26.     $\hat{\mu}_{do(X_j=0)} = \hat{\alpha} \hat{\mu}_{s1j0} + (1 - \hat{\alpha}) \hat{\mu}_{s0j0}$ ;
   27. end
   28. output $\hat{A}_T = \arg\max_{a \in A_{mc}} \hat{\mu}_a$
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Here, let us elaborate further on the design of Stage 2 in Alg. 2, as the analysis of Stages 1 and 3 are similar to Stages 1 and 2 of Alg. 1, respectively.

For the first half of Stage 2, we conduct action $\text{do}(S = 1)$. Note that the value $\mu_{s_{1j1}}$ is estimated when the event $\{X_j = 1, S = 1\}$ occurs. When the intervention $S = 1$ is performed, $\mu_{s_{1j1}}$ is estimated whenever $\{X_j = 1\}$ occurs. Let $\alpha \leq 1/2$ for this discussion: with this assumption, the intervention $S = 1$ increases the chance of observing event $\{S = 1, X_j = 1\}$ compared to pure observation. In particular, if $\alpha$ is highly biased towards zero, i.e., $\alpha \ll 1/2$, the intervention on $S = 1$ significantly increases the efficiency of estimating $\mu_{s_{1j1}}$.

Similar to the non-manipulable-context case, we introduce a threshold determined by $m_{11}$. If the number of occurrences of event $\{X_j = 1\}$ surpasses this threshold, we accept the estimate of $\mu_{s_{1j1}}$ and categorize it as an “easy” entry; otherwise, we regard it as a “hard” entry and will refine its estimation in the next stage. Similar analysis goes with $\mu_{s_{0j1}}$.

For the second half of this stage, we conduct action $\text{do}(S = 0)$, and estimate $\mathbf{q}$, $m_0$, $\hat{\mu}_{\text{do}(S = 0)}$, and $\mu_{s_{0j1}}$, $\mu_{s_{0j0}}$ for $j \in [N]$. The analysis for the second half of Stage 2 is analogous to that of the first stage.

Finally, for the third stage, we conduct interventions targeted to each of the “hard” entries and aims at refining the estimates obtained in the previous stage. This is analogous to what we did in Stage 2 for the nmc scenario (see Eqs. (46), (47), and (49)), accordingly the analysis following similar steps to those in the nmc model may be omitted in the proof.

**Stage 1**: In this stage, we estimate $\alpha$ and $\mu_{\text{do}(\varepsilon)}$ using $T' = T/15$ experiments of pure observation. By Chernoff bound, we have the same concentration inequalities as Eqs. (38) and (40), i.e.,

$$P (|\hat{\alpha} - \alpha| \geq \epsilon_{3\alpha, 2, T'}) \leq \frac{1}{T'},$$

$$P (|\hat{\mu}_{\text{do}(\varepsilon)} - \mu_{\text{do}(\varepsilon)}| \geq \epsilon_{3, 2, T'}) \leq \frac{1}{T'},$$

where $\hat{\alpha}$ and $\hat{\mu}_{\text{do}(\varepsilon)}$ are defined in the same way as in the nmc case.

**Stage 2**: In this stage we conduct a total of $2T'$ experiments where $T' = T/15$. For the first half of Stage 2, conduct action $\text{do}(S = 1)$ for $T'$ experiments. We can derive an estimate for each $p_i$, with

$$\hat{p}_i = \frac{1}{T'} \sum_{t \in [T'+1:2T']} X_t^{(i)}$$

(line 9 of Alg. 2),

for $i \in [N]$, and where $\mathbf{\hat{p}} = (\hat{p}_1, \ldots, \hat{p}_N)$. In addition, in this stage we define estimators

$$\hat{\mu}_{\text{do}(S = 1)} = \frac{1}{T'} \sum_{t \in [T'+1:2T']} Y_t^{(i)},$$

$$\hat{\mu}_{s_{1j1}} = \frac{\sum_{t \in [T'+1:2T']} Y_t^{(i)} X_t^{(j)}}{\sum_{t \in [T'+1:2T']} X_t^{(j)}}$$

(line 10),

Using the Chernoff bound, union bound, and the definition of $\hat{m}_1$, we have that, when $T'$ is sufficiently large such that

$$T' > 48m_1 \log(2NT'),$$

we have

$$P (|\hat{p}_j - p_j| \leq \epsilon_{3p_{1/2, N, T'}}, \forall j \in [N]) \geq 1 - \frac{1}{T'},$$

$$P (|\hat{\mu}_{\text{do}(S = 1)} - \mu_{\text{do}(S = 1)}| \geq \epsilon_{3, 2, T'}) \leq \frac{1}{T'},$$

$$P \left( \frac{2m_1}{3} \leq \hat{m}_1 \leq 2m_1 \right) \geq 1 - \frac{2}{T'},$$

and

$$P (\hat{\mu}_{s_{1j1}} \in [\mu_{s_{1j1}} \pm \epsilon_{1.35m_1/2, N, T'}], \forall j \in [N] \setminus \hat{B}_{11}) \geq 1 - \frac{4}{T'}.$$

In Eq. (66), we have derived an estimate for the “easy” entries in $\mu_{s_{1j1}}$. We can derive an estimate for the “easy” entries of $\mu_{s_{0j1}}$ at the same time in the same way. Note that here, the $\epsilon$ value does not depend on $\alpha$. Compared to the nmc case, we see that the ability of intervening $S$ makes the error in this stage significantly smaller when $\alpha$ is highly biased to zero.
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For the second half of the Stage 2, we conduct action $d_0(S = 0)$ for $T'$ times. The corresponding estimators can be studied in a manner analogous to that in the proof of the non-manipulable case.

**Stage 3:** In this stage we conduct a total of $4T''$ experiments where $T'' = T/5$, refining the estimates for the “hard” entries in $\mu_{slj}$. Denote by $\hat{\mu}_{slj}$ the refined estimators. First, we use $T_3$ experiments to estimate $\mu_{s1j}$ for $j \in B_{11}$. Since the analysis is the same as Stage 2 in the nmc case, we omit the intermediate steps, and present the result as follows:

$$P\left(\hat{\mu}_{s1j} \in [\mu_{s1j} \pm \varepsilon 54m_1/\alpha, 2N, T''], \quad \forall j \in B_{11}\right) \geq 1 - \frac{2}{T''} - \frac{4m_1}{T''},$$

(67)

when $T''$ satisfies $T'' > \frac{4m_1 \log(2NT'')}{\alpha}$. Therefore, we can derive the following bound for $\hat{\mu}_a$:

$$P\left(|\hat{\mu}_a - \mu_a| \leq 15\sqrt{\frac{\log(NT)}{T}}, \forall a \in A\right) \geq 1 - \frac{330 + 40(m_1 + m_0)}{T},$$

(68)

when $T > 270 \max\left(\frac{m_0}{\alpha}, \frac{m_1}{\alpha}\right) \log(NT)$. Now suppose $T$ satisfies $T \geq 540 \max\left(\frac{m_0}{\alpha}, \frac{m_1}{\alpha}\right) \log(NT)$. Following the same steps as those leading to Eq. (57), we can obtain the regret upper bound:

$$R_T \leq 116 \frac{\log(NT)}{T},$$

(69)

as in Eq. (9) in Thm. 1.

\[
\square
\]

**B Proof of Theorem 2**

In this section, let us prove the lower bound in Theorem 2. Recall that, as in Sec. 2.1, we define $p = (p_1, \ldots, p_N)$, and $q = (q_1, \ldots, q_N)$. Additionally, without loss of generality, we assume in the following that

$$p_1 \leq \ldots \leq p_N \leq \frac{1}{2}.$$  

(70)

Note that no such assumption is made for the $q_i$ sequence. Recall from in Lem. 4, we showed that $m_1$ characterizes the number of highly-biased entries in $p$. In particular, we have $p_1 \leq \ldots \leq p_{\lceil m_1 \rceil} \leq \frac{1}{m_1}$ when the assumption in (70) holds.

**Proof.** In this section, we will first focus on proving that

$$R_T \geq \frac{1}{127} \sqrt{\frac{m_1 \alpha^2}{T}}, \quad \text{for } m_1 \geq \tau_1(\alpha).$$

The case of $m_0 \geq \tau_0(\alpha)$ can be proved following similar steps as the case of $m_1 \geq \tau_1(\alpha)$. The case where $m_1 \geq \tau_1(\alpha)$ and $m_0 \geq \tau_0(\alpha)$ simultaneously is the intersection of the two cases above, which implies that the lower bounds $R_T \geq \frac{1}{127} \sqrt{\frac{m_1 \alpha^2}{T}}$ and $R_T \geq \frac{1}{127} \sqrt{\frac{m_0 \alpha^2}{T}}$ are both satisfied. Finally, we will also briefly discuss the proof for the case that $m_1 < \tau_1(\alpha)$ and $m_0 < \tau_0(\alpha)$ at the same time.

The proof of this theorem consists of the following three main steps.

1. First, we construct a series of reward functions $r_i$, and a baseline reward function $r_0$ such that $r_i$ is greater than $r_0$ by $\varepsilon$ if the variables $X$ fall into a particular set, which we refer to as the target set; for everywhere else, $r_i$ equals $r_0$. Under this construction, the optimal action will be the one that maximizes the chance of hitting this target set.

2. Next, we show that there exists an optimal action under which we can reach the target set with probability at least $\alpha/e$. If the agent chooses any other action, however, the chance of reaching this target set will be significantly lower. After proving the claim above, we know that the agent will suffer non-trivial regret if the optimal action is not chosen.

3. Finally, in the third part of the proof, we show that the probability that the agent chooses the wrong action is bounded from below by a constant. Combining the second and third parts of the proof, we know that the agent will choose a wrong action with a non-negligible probability, and if this happens, the regret is non-trivial, thus completing the proof of the lower bound.
Note that for the HCB model, each \( X_i \) is a parent node of \( Y \), i.e., \( \text{pa}(Y) = [N] \). We begin by constructing the following series of reward functions. Let \( r_0, r_i, i \in [m_1] \) be reward functions with

\[
r_0(x) = \frac{1}{2},
\]

for all \( x \in X^N \), and

\[
r_i(x) = \frac{1}{2} + \varepsilon \mathbf{1}_{\{x \in X_i^\ast\}},
\]

where

\[
X_i^\ast = \{ x \in X^N : x_i = 1, x_\ell = 0, \ell \in [m_1] \setminus \{i\}\},
\]

is the target set defined in Eq. (27), for \( i \in [m_1] \). Here, \( \varepsilon \in (0, 1/4) \) is a parameter to be specified later in the proof. In other words, the function \( r_i \) favors a specific state of \( x \), one in which the \( i \)th entry is one while all other in the first \( m_1 \) entries are zero.

Let \( P_j \) be the probability distribution of \( H_T \) when the system parameters are \((\alpha, \mathbf{p}, \mathbf{q}, r_j)\) and the algorithm is \( \phi \). Let \( E_j \) be the expectation with respect to \( P_j \), for \( j \in [0 : [m_1]] \). In the following lemma, we show that for \( i \in [m_1] \), when the reward function is fixed as \( r_i \), the conditional reward given action \( a \) is determined by the probability of \( X \) reaching the set \( X_i^\ast \). The proof of this lemma is provided in App. C.9.

**Lemma 11.** Fix \( i \in [m_1] \), and suppose that the reward function is \( r_i \). The conditional reward given an action \( a \) can be expanded as

\[
P_i(Y = 1|A = a) = \frac{1}{2} + \varepsilon P_0(X \in X_i^\ast|A = a).
\]

Now we show that under reward function \( r_i \), there exists an optimal action \( a_i^\ast \) such that by taking this action, the variables \( X \) are much more likely to reach the target set than they would under any other action. The significance of this fact, if true, is that then if the agent fails to select this optimal action, the resulting loss in expected reward would be bounded from below by \( \varepsilon \) times a constant value.

With Lem. 11, we see that the expected reward of an action \( a \) is determined by the conditional probability that \( X \) falls into the set \( X_i^\ast \) given the intervention \( A = a \). Now we further study the term \( P_0(X \in X_i^\ast|A = a) \). In Lem. 7, we showed that:

1. the probability of reaching the target set \( X_i^\ast \) under action \( \text{do}(X_i = 1) \) is at least \( \alpha/e \), i.e.,

\[
P_0(X \in X_i^\ast|\text{do}(X_i = 1)) \geq \frac{\alpha}{e},
\]

2. the probability of reaching that set under any other action is at most \( 1/m_1 \), i.e.,

\[
P_0(X \in X_i^\ast|A = a) \leq \frac{1}{m_1}, \quad a \neq \text{do}(X_i = 1).
\]

Since \( m_1 \geq \frac{3\varepsilon}{\alpha/e - \varepsilon} \), we have \( \frac{\alpha}{e} > \frac{1}{m_1} \), which implies that the optimal action corresponding to reward function \( r_i \) is

\[
a_i^\ast = \text{do}(X_i = 1).
\]

Now we are able to show an intermediate lower bound for the regret in the following lemma, which is proved in App. C.10.

**Lemma 12.** Fix \( i \in [m_1] \) and let the reward function be \( r_i \). The simple regret \( R_T \) satisfies

\[
R_T \geq \varepsilon \left( \frac{\alpha}{e} - \frac{1}{m_1} \right) P_i(\hat{A}_T \neq a_i^\ast)
\]

for all \( T \geq 1 \).

With the lemma above, we see that assuming the wrong action is chosen, i.e., \( \hat{A}_T \neq a_i^\ast \), the regret incurred by this choice is at least \( \varepsilon \left( \frac{\alpha}{e} - \frac{1}{m_1} \right) \).

Now it remains to characterize the probability with which the agent fails to identify the optimal action, i.e., \( P_i(\hat{A}_T \neq a_i^\ast) \) when the reward function is \( r_i \). If this probability is bounded from below by a constant, then we will have obtained a non-trivial lower bound based on Lem. 12. This portion of the
proof makes use of relatively standard techniques in the literature for deriving such lower bounds, that is, by showing that the distributions $P_0$ and $P_i$ are highly similar (measured by KL-divergence) and thus difficult to be distinguished via a finite number of samples: see for instance [14] and [5].

In this part of the proof, we will first prove an upper bound on the KL divergence between $P_0$ and $P_i$. After that, with Lem. 2, we are able to obtain a lower bound on $P_0(B) + P_i(B^c)$, where $B$ is any measurable event. Let $B = \{ \hat{A}_T = a^*_i \}$ be the event that the agent chooses action $a^*_i$; then its complement $B^c = \{ \hat{A}_T \neq a^*_i \}$ is the event that $a^*_i$ is not selected. As a result, we will be able to derive a lower bound for its probability under distribution $P_i$. Thus, the missing piece of the lower bound in Lem. 12 will be completed.

Let us next present the more formal derivation of the bound. Fix an arbitrary $i \in [[m_1]]$ and let us consider the KL divergence between distributions $P_0$ and $P_i$, which we denote as

$$
D_{KL}(P_0, P_i) = D_{KL}(P_0(H_T), P_i(H_T)).
$$

(76)

In Lem. 6, we showed that $D_{KL}(P_0, P_i)$ can be decomposed along the time horizon, i.e.,

$$
D_{KL}(P_0(H_T), P_i(H_T)) = \sum_{t \in [T]} \sum_{x^{(t)} \in \mathcal{X}^T} P_0(x^{(t)}) \left( r_0(x^{(t)}) \log \frac{r_0(x^{(t)})}{r_1(x^{(t)})} + \left( 1 - r_0(x^{(t)}) \right) \log \frac{1 - r_0(x^{(t)})}{1 - r_1(x^{(t)})} \right).
$$

(77)

In the following lemma, we derive an upper bound for the KL divergence based on the decomposition above. This upper bound is determined by the probability of reaching the target set $\mathcal{X}^*_i$. We postpone the proof of this lemma to App. C.11.

**Lemma 13.** The KL divergence between $P_0$ and $P_i$ in (76) satisfies

$$
D_{KL}(P_0(H_T), P_i(H_T)) \leq \sum_{t \in [T]} P_0(x^{(t)} \in \mathcal{X}^*_i) \frac{16 \epsilon^2}{3}.
$$

(78)

With Lem. 13 in mind, we can expand the KL divergence as follows:

$$
D_{KL}(P_0(H_T), P_i(H_T)) \leq \frac{16 \epsilon^2}{3} \sum_{t \in [T]} P_0(A^{(t)} = a^*_i) + \frac{16 \epsilon^2}{3m_1} \sum_{t \in [T]} P_0(A^{(t)} \neq a^*_i)
$$

(79)

$$
= \frac{16 \epsilon^2}{3} \left( 1 - \frac{1}{m_1} \right) \sum_{t \in [T]} P_0(A^{(t)} = a^*_i) + \frac{16 \epsilon^2 T}{3m_1}
$$

$$
= \frac{16 \epsilon^2}{3} \left( 1 - \frac{1}{m_1} \right) \mathbb{E}_0 \left[ \sum_{t \in [T]} 1_{\{A^{(t)} = a^*_i\}} \right] + \frac{16 \epsilon^2 T}{3m_1},
$$

(80)

where in Eq. (79), we applied Lem. 7: in particular, we used the property of the system that for any action other than $a^*_i$, the probability of reaching the target set is at most $1/m_1$. Also, in (80), $\mathbb{E}_i$ with $i \in [0 : N]$ indicates the expected value according to the distribution $P_i$.

In the next lemma, we show that there exists a reward function $r_i$, under which the agent will choose the wrong action at the end of the experiment with non-negligible probability. To prove this lemma, we will take advantage of the upper bound on the KL divergence in Eq. (80). In particular, we will use Eq. (80) to derive a lower bound for the event that the agent mistakes a sub-optimal action for the optimal one. The proof of the lemma is delayed until App. C.12.

**Lemma 14.** Fix parameters $\alpha$, $p$, $q$ and fix an algorithm $\phi$ defined in Eq. (16). There exists $i' \in [[m_1]]$, such that for reward function $r_{i'}$,

$$
P_{i'}(\hat{A}_T \neq a^*_i) \geq \frac{1}{2.1} - \frac{2}{m_1}.
$$

(81)

Combining Lem. 14 with Lem. 12, we are now in a position to complete the proof. Since $m_1 \geq \frac{\lambda}{\frac{1}{1 - \epsilon} \alpha}$, we have that there must be an index $i'$ such that if we let the reward function be $r_{i'}$,

$$
R_T \geq \epsilon \left( \frac{1}{2.1} - \frac{2}{m_1} \right) \left( \frac{\alpha}{e} - \frac{1}{m_1} \right) \geq \frac{19 \alpha \epsilon}{126} = \frac{1}{127} \sqrt{m_1 \alpha^2 T}.
$$

(82)
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If \( m_0 \geq \frac{4e}{3 \epsilon} \), we similarly have that
\[
R_T \geq \frac{1}{127} \sqrt{\frac{m_0^2}{T}}. \tag{83}
\]

In summary, we have now shown the lower bounds for the case of \( m_1 \geq \tau_1(\alpha) \) and that of \( m_0 \geq \tau_0(\alpha) \). It follows that if \( m_1 \geq \tau_1(\alpha) \) and \( m_0 \geq \tau_0(\alpha) \) hold at the same time, the regret must satisfy both of the those lower bounds, i.e.,
\[
R_T \geq \frac{1}{127} \sqrt{\max(m_1 \alpha^2, m_0 \alpha^2)} / T. \tag{84}
\]

Now it remains to prove for the case that \( m_1 < \tau_1(\alpha) \) and \( m_0 < \tau_0(\alpha) \) simultaneously. To conclude, we briefly explain this scenario:

Choose
\[
\mathcal{X}_i^* = \{ x \in \mathcal{X}^N : x_i = 1 \}.
\]

With Lem. 13, the KL divergence is bounded by
\[
D_{\text{KL}}(P_0(H_T), P_1(H_T)) \leq \frac{16e^2}{3} \sum_{i \in [T]} P_0(\mathbf{X}^{(i)} \in \mathcal{X}_i^*) \leq \frac{16e^2T}{3}. \tag{85}
\]

Choose \( \epsilon \) in Eq. (85) as
\[
\epsilon = \sqrt{\ln(1.05) / 4} \sqrt{\frac{1}{T}}. \tag{86}
\]

Following similar steps as in the proof of Lem. 14, we have that there exists \( i' \in [N] \) such that
\[
P_{\mathbf{i'}}(\hat{A}_T \neq a^*_{i'}) \geq \frac{1}{7}. \tag{87}
\]

In other words, when the reward function is \( r_{i'} \), the probability of selecting a wrong action is at least 1/7. In addition, the regret of choosing a wrong action is at least
\[
P_{\mathbf{i'}}(\mathbf{X} \in \mathcal{X}_i^* | A = a^*_{i'}) - \max_{a \neq a^*_{i'}} P_{\mathbf{i'}}(\mathbf{X} \in \mathcal{X}_i^* | A = a) \geq 1 - \max \left( q_{\text{max}}, \frac{1}{2} \right). \tag{88}
\]

Therefore, following similar steps as in the previous case, we have the following lower bound for the simple regret
\[
R_T \geq \frac{1 - \max \left( q_{\text{max}}, \frac{1}{2} \right)}{127} \sqrt{\frac{1}{T}}. \tag{89}
\]

This concludes the proof.

\[\square\]

C Technical Analysis

C.1 Proof of Lemma 3

The proof involves showing that the minimum in Eq. (6) exists. Let \( \mathbf{v} = (v_1, \ldots, v_N) \), and let \( \mathbf{\theta} = (\theta_1, \ldots, \theta_N) \), where \( \theta_i = \min(v_i, 1) \). Without loss of generality, suppose \( \theta_1 \leq \ldots \leq \theta_N \leq \frac{1}{2} \). Although we restrict that \( \mathbf{v} \in (0, 1)^N \) throughout the paper, in this lemma we may prove for the more general case that \( \mathbf{v} \in [0, 1]^N \), which corresponds to \( \mathbf{\theta} = [0, 1/2]^N \).

Now we suppose that \( \mathbf{v} \) is a given vector, and let \( f(s) = |\mathcal{I}_s(\mathbf{v})| \) be a function of \( s \) for \( s \in [1, \infty) \). We show that \( f(s) \) is right-continuous, i.e., \( f(u) = \lim_{s \to u+} f(s) \) for \( u \in [1, \infty) \). Let \( k_0 \) be a non-negative integer. Suppose \( \theta_i = 0 \) for \( i \leq k_0 \), that is \( k_0 \) indicates the number of entries in \( \mathbf{\theta} \) which are equal to zero. Note that when \( k_0 = 0 \), we have \( \theta_i \in (0, 1/2) \) for \( i \in [N] \). It is easy to see that \( 0 \leq f(s) \leq N \). In particular, the function \( f(s) \) can be expanded as follows:
\[
f(s) = \left| \left\{ i \in [N] : \theta_i < 1/s \right\} \right| = k_0 + \left| \left\{ i \in [k_0 + 1 : N] : \theta_i < 1/s \right\} \right|. \tag{90}
\]

Suppose the entries \( \theta_i, i \in [k_0 + 1 : N] \) take \( n \) different values \( 1/u_1 > \ldots > 1/u_n \), with multiplicity \( k_1, \ldots, k_n \), respectively. In other words,
\[
k_j = \sum_{i \in [k_0 + 1 : N]} \mathbf{1}_{\{v_i = 1/u_j\}}, \tag{91}
\]
where $u_i \geq 2$, $i \in [n]$, and $k_0 + \sum_{j \in [n]} k_j = N$. It is easy to see that

\[
    f(s) = \begin{cases} 
        N & s \in [0, u_1) \\
        N - \sum_{j \in [n]} k_j & s \in [u_i, u_{i+1}), \, i \in [n-1] \\
        k_0 & s \in [u_n, \infty).
    \end{cases}
\] (92)

Therefore, $f : [1, \infty) \mapsto [0 : N]$ is a non-increasing step function, whose right limit exists everywhere on its domain.

We are now ready to prove that the minimum in Eq. (6) exists. Let $\mathcal{J} = \{ s \in \mathbb{R}_+ : s \geq f(s) \}$. It is not difficult to show that $\mathcal{J}$ is not empty. In particular, $s \in \mathcal{J}$ for all $s \geq N$, so $\mathcal{J} \neq \emptyset$.

Next, it is easy to verify that $\mathcal{J}$ is a (connected) interval of the real line. In particular, suppose that $u \in \mathcal{J}$, then $u \geq f(u)$. For any $s \geq u$, we have $s \geq u \geq f(u) \geq f(s)$, which implies that $s \in \mathcal{J}$.

Finally, we show that $\mathcal{J}$ is a left-closed interval. Suppose $\mathcal{J}$ is left-open. Let $\mathcal{J} = (u, \infty)$, which implies that $s \geq f(s)$ for any $s > u$, while $u < f(u)$. Let $f(u) = u + \delta$ where $\delta > 0$. Since $f$ is right-continuous, we have $u + \delta = f(u) = \lim_{s \to u^+} f(s)$. Consequently, $u + \delta = \lim_{s \to u^+} f(s) \leq \lim_{s \to u^+} s = u$. This leads to $\delta \leq 0$, which is a contradiction. Therefore, we have shown that $\mathcal{J}$ is a left-closed interval, in which the minimum always exists.

### C.2 Proof of Lemma 4

For simplicity of notation, we use the shorthand $m \triangleq m(v)$ in this section. For any $\delta > 0$, by the definition of $m$ in Eq. (6), we have $|\mathcal{I}_{m-\delta}(v)| > m - \delta$. We will use this observation to prove this lemma by contradiction.

Suppose that $v_{|m|} > \frac{1}{m}$. In particular, let $v_{|m|} = \frac{1}{m-\delta_1}$ for some $\delta_1 > 0$. We consider the following two cases separately: (1) $m - \delta_1 \geq |m| - 1$, and (2) $m - \delta_1 < |m| - 1$.

1. First suppose $m - \delta_1 \geq |m| - 1$. Note that $|\mathcal{I}_{m-\delta_1}(v)| > m - \delta_1$ but also $|\mathcal{I}_{m-\delta_1}(v)| \leq |m| - 1$. This leads to a contradiction.

2. Next suppose $m - \delta_1 < |m| - 1$, then $v_{|m|} \geq \frac{1}{|m| - 1}$, and therefore $|\mathcal{I}_{|m|-1}(v)| \leq |m| - 1$. Note also that $|m| - 1 < m$. Consequently, we have $|m| - 1 < |\mathcal{I}_{|m|-1}(v)|$, which is again a contradiction.

In summary, we have shown that $v_{|m|} \leq \frac{1}{m}$.

### C.3 Proof of Lemma 5

**Proof.** For $i \in [N]$, let $\mathcal{N}_i = [N]\setminus\{i\}$. We can expand $P(Y = 1|do(X_i = 1))$ as follows:

\[
P(Y = 1|do(X_i = 1)) = \sum_{x_{\mathcal{N}_i} \in \mathcal{X}^{N-1}} \sum_{s \in \mathcal{S}} P(Y = 1|X_i = 1, X_{\mathcal{N}_i} = x_{\mathcal{N}_i}) P(X_{\mathcal{N}_i} = x_{\mathcal{N}_i}, S = s) P(S = s)
\]

\[
= \sum_{s \in \mathcal{S}} \sum_{x_{\mathcal{N}_i} \in \mathcal{X}^{N-1}} P(Y = 1|X_i = 1, X_{\mathcal{N}_i} = x_{\mathcal{N}_i}, S = s) P(X_{\mathcal{N}_i} = x_{\mathcal{N}_i}, S = s) P(S = s)
\] (93)

\[
= \sum_{s \in \mathcal{S}} \sum_{x_{\mathcal{N}_i} \in \mathcal{X}^{N-1}} \frac{P(Y = 1, X_i = 1, X_{\mathcal{N}_i} = x_{\mathcal{N}_i}, S = s)}{P(X_i = 1|X_{\mathcal{N}_i} = x_{\mathcal{N}_i}, S = s)}
\]

\[
= \sum_{s \in \mathcal{S}} \sum_{x_{\mathcal{N}_i} \in \mathcal{X}^{N-1}} \frac{P(Y = 1, X_i = 1, X_{\mathcal{N}_i} = x_{\mathcal{N}_i}, S = s)}{P(X_i = 1|S = s)}
\] (94)

\[
= \sum_{s \in \mathcal{S}} \frac{P(Y = 1, X_i = 1, S = s)}{P(X_i = 1|S = s)}
\]

\[
P(Y = 1|X_i = 1, S = 1) P(S = 1) + P(Y = 1|X_i = 1, S = 0) P(S = 0),
\] (95)

for $i \in [N]$. Here, Eqs. (93) and (95) follow from the fact that $Y$ is conditionally independent of $X$ given $X$, and Eq. (94) from that the entries in $X$ are mutually independent conditioning on $S$. Similarly, we can prove the case for $P(Y = 1|do(X_i = 0))$. Eqs. (24a) and (24b) can also be shown similarly. \qed
C.4 Proof of Lemma 6

**Proof.** By the chain rule of KL divergence in Lem. 6, we first decompose the KL divergence between \( P_0 \) and \( P_t \) as follows,

\[
D_{\text{KL}}(P_0(H_T), P_t(H_T)) = D_{\text{KL}}(P_0(H_{T-1}), P_t(H_{T-1})) + D_{\text{KL}} \left( P_0 \left( S^{(T)}, X^{(T)}, Y^{(T)}, A^{(T)} \mid H_{T-1} \right), P_t \left( S^{(T)}, X^{(T)}, Y^{(T)}, A^{(T)} \mid H_{T-1} \right) \right). \tag{96}
\]

For \( j \in \{0, i\} \) and \( t \in [T] \), the conditional distribution of the variables given the history can be expanded as follows,

\[
P_j(S^{(t)}, X^{(t)}, Y^{(t)}, A^{(t)} | H_{t-1}) \quad \text{as follows,} \tag{97}
\]

\[
P_j(S^{(t)}, X^{(t)}, Y^{(t)}, A^{(t)} | H_{t-1}) = P_j(Y^{(t)} | X^{(t)}, A^{(t)}, S^{(t)}, H_{t-1}) P_j(X^{(t)} | A^{(t)}, H_{t-1}) P_j(A^{(t)}, H_{t-1}) \tag{98}
\]

where, in (98), we utilized the following two facts:

1. the reward at time \( t \), \( Y^{(t)} \), is conditionally independent of the action \( A^{(t)} \), the context \( S^{(t)} \), and the previous history \( H_{t-1} \), as long as \( X^{(t)} \) is given;

2. the variables \((X^{(t)}, S^{(t)})\) are independent of the history \( H_{t-1} \) conditioning on the choice of action \( A^{(t)} \).

For any time step \( t \), we can expand the KL divergence as follows,

\[
D_{\text{KL}} \left( P_0 \left( X^{(t)}, Y^{(t)}, A^{(t)}, S^{(t)} \mid H_{t-1} \right), P_t \left( X^{(t)}, Y^{(t)}, A^{(t)}, S^{(t)} \mid H_{t-1} \right) \right) = \sum_{h_{t-1}} \sum_{x^{(t)}, y^{(t)}, a^{(t)}, s^{(t)}} P_0 \left( x^{(t)}, y^{(t)}, a^{(t)}, s^{(t)} \mid h_{t-1} \right) \log \frac{P_0 \left( x^{(t)}, y^{(t)}, a^{(t)}, s^{(t)} \mid h_{t-1} \right)}{P_t \left( x^{(t)}, y^{(t)}, a^{(t)}, s^{(t)} \mid h_{t-1} \right)}
\]

\[
\quad = \sum_{h_{t-1}} \sum_{x^{(t)}, y^{(t)}, a^{(t)}, s^{(t)}} P_0 \left( x^{(t)}, y^{(t)}, a^{(t)}, s^{(t)} \mid h_{t-1} \right) \log \frac{P_0 \left( y^{(t)} \mid x^{(t)} \right) P_0 \left( x^{(t)} \mid a^{(t)} \right) P_0 \left( a^{(t)} \mid h_{t-1} \right)}{P_t \left( y^{(t)} \mid x^{(t)} \right) P_t \left( x^{(t)} \mid a^{(t)} \right) P_t \left( a^{(t)} \mid h_{t-1} \right)}. \tag{99}
\]

where in the last line we applied Eq. (97). Note that changing the reward function does not affect the conditional distribution of \( X \) and \( S^{(t)} \) given the action. We have \( P_t \left( x^{(t)}, s^{(t)} \mid a^{(t)} \right) = P_0 \left( x^{(t)}, s^{(t)} \mid a^{(t)} \right) \). Note also that the algorithm \( \phi \) is fixed. We have that the conditional distribution of the action chosen at time \( t \) given the history does not depend on the reward function, which implies that \( P_t \left( a^{(t)} \mid h_{t-1} \right) = P_0 \left( a^{(t)} \mid h_{t-1} \right) \). We can further expand the KL divergence as follows,

\[
D_{\text{KL}} \left( P_0 \left( X^{(t)}, Y^{(t)}, A^{(t)}, S^{(t)} \mid H_{t-1} \right), P_t \left( X^{(t)}, Y^{(t)}, A^{(t)}, S^{(t)} \mid H_{t-1} \right) \right) = \sum_{h_{t-1}} \sum_{x^{(t)}, y^{(t)}, a^{(t)}, s^{(t)}} P_0 \left( x^{(t)}, y^{(t)}, a^{(t)}, s^{(t)} \mid h_{t-1} \right) \log \frac{P_0 \left( y^{(t)} \mid x^{(t)} \right)}{P_t \left( y^{(t)} \mid x^{(t)} \right)}
\]

\[
\quad = \sum_{x^{(t)}} P_0 \left( x^{(t)} \right) \sum_{y^{(t)}} P_0 \left( y^{(t)} \mid x^{(t)} \right) \log \frac{P_0 \left( y^{(t)} \mid x^{(t)} \right)}{P_t \left( y^{(t)} \mid x^{(t)} \right)}. \tag{100}
\]
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Consequently, the decomposition of the KL divergence can be expanded as
\[
D_{KL}(P_0(H_T), P_1(H_T))
= D_{KL}(P_0(H_{T-1}), P_1(H_{T-1})) + D_{KL}\left( P_0\left( X^{(T)}, Y^{(T)}, A^{(T)}, S^{(T)} \mid H_{T-1} \right), P_1\left( X^{(T)}, Y^{(T)}, A^{(T)}, S^{(T)} \mid H_{T-1} \right) \right)
= D_{KL}(P_0(H_{T-1}), P_1(H_{T-1}))
+ \sum_{x^{(T)} \in X^N} P_0(x^{(T)}) \left( r_0(x^{(T)}) \log \frac{r_0(x^{(T)})}{r_1(x^{(T)})} + (1 - r_0(x^{(T)})) \log \frac{1 - r_0(x^{(T)})}{1 - r_1(x^{(T)})} \right)
= \sum_{t \in [T]} \sum_{x^{(t)} \in X^N} P_0(x^{(t)}) \left( r_0(x^{(t)}) \log \frac{r_0(x^{(t)})}{r_1(x^{(t)})} + (1 - r_0(x^{(t)})) \log \frac{1 - r_0(x^{(t)})}{1 - r_1(x^{(t)})} \right),
\]
which completes the proof. \hfill \Box

C.5 Proof of Lemma 7

In this section, we detail the proof of Lemma 7.

Proof. We begin by showing the first part of the lemma, i.e., the analysis involving action do(X_i = 1) for \(i \in \{1, \ldots, m_1\}\). Fix \(i \in \{1, \ldots, m_1\}\). For action \(a = \text{do}(X_i = 1)\), we have
\[
P(X \in \mathcal{X}_i^* \mid \text{do}(X_i = 1)) = P(X_i = 1, X_{\ell} = 0, \ell \in \{1, \ldots, m_1\} \setminus \{i\} \mid \text{do}(X_i = 1)) = P(S = 1)P(X_{\ell} = 0, \ell \in \{1, \ldots, m_1\} \setminus \{i\} \mid S = 1) + P(S = 0)P(X_{\ell} = 0, \ell \in \{1, \ldots, m_1\} \setminus \{i\} \mid S = 0)
= \alpha \prod_{\ell \in \{1, \ldots, m_1\} \setminus \{i\}} \bar{q}_{\ell} + \alpha \prod_{\ell \in \{1, \ldots, m_1\} \setminus \{i\}} \bar{q}_{\ell} \geq \alpha \prod_{\ell \in \{1, \ldots, m_1\} \setminus \{i\}} \bar{q}_{\ell}.
\] (102)
Here, the inequality in the last line is simply obtained by dropping the second term. In Lem. 4, we showed that \(p_1 \leq p_2 \leq \ldots \leq p_{\lfloor m_1 \rfloor} \leq \frac{1}{m_1}\). As a result,
\[
P(X \in \mathcal{X}_i^* \mid \text{do}(X_i = 1)) \geq \alpha \left[ 1 - \frac{1}{m_1} \right]^{\lfloor m_1 \rfloor - 1} \geq \frac{\alpha}{e},
\] (103)
for each \(i \in \{1, \ldots, m_1\}\), which proves the first part of the lemma.

Now we prove the second part of the lemma, i.e., showing that for each \(i \in \mathcal{I}\), the probability of reaching the target set \(\mathcal{X}_i^*\) is at most \(1/m_1\) for any other action.

Recall that \(\mathcal{I} = \{\pi(j), 1 \leq j \leq \left\lceil \frac{m_1}{2} \right\rceil \}\), which is defined in the statement of the lemma. This is the set of indices corresponding to the smaller entries of the \(q\) vector. Here, \(\pi\) is the permutation that sorts the entries of \(q\) in increasing order.

Fix any \(i \in \mathcal{I}\). In what follows in this proof, we will check for each action in \(\mathcal{A}^{\text{mc}}\) other than \(\text{do}(X_i = 1)\). Note that the analysis also holds for the \(\text{nmmc}\) model since \(\mathcal{A}^{\text{nmmc}} \subseteq \mathcal{A}^{\text{mc}}\). In other words, if this lemma is true for the \(\text{mc}\) model, it must also be true for the \(\text{nmmc}\) model.

For action \(\text{do}(X_i = 0)\), it is easy to see that
\[
P(X \in \mathcal{X}_i^* \mid \text{do}(X_i = 0)) = 0.
\] (104)
For action \(\text{do}(S = 1)\), we have
\[
P(X \in \mathcal{X}_i^* \mid \text{do}(S = 1)) = p_i \prod_{\ell \in \{1, \ldots, m_1\} \setminus \{i\}} \bar{q}_{\ell} \leq \frac{1}{m_1}.
\] (105)
For action \(\text{do}(S = 0)\),
\[
P(X \in \mathcal{X}_i^* \mid \text{do}(S = 0)) = q_i \prod_{\ell \in \{1, \ldots, m_1\} \setminus \{i\}} \bar{q}_{\ell}.
\] (106)
Recall that \( i \in I \), we have \( q_i \leq q_{\pi(\ell)} \) for any \( \ell \geq \left\lceil \frac{m_1}{2} \right\rceil + 1 \). Hence,

\[
P ( X \in \mathcal{X}_i^* | \text{do}(S = 0) ) = q_i \prod_{\ell \in [\lceil m_1 \rceil \setminus \{i\}]} \overline{q}_\ell \leq q_i \prod_{\ell = \left\lceil \frac{m_1}{2} \right\rceil + 1} \overline{q}_\ell \leq q_i q_{\pi(m_1)} - \left\lceil \frac{m_1}{2} \right\rceil \leq \frac{1}{m_1} \leq 1 \leq 1 \leq m_1 \tag{107}
\]

In Eq. (107), we used the fact that \( q_{\pi(1)} \leq q_{\pi(2)} \leq \ldots \leq q_{\pi([m_1])} \) by the definition of the permutation \( \pi \) first introduced in Lem. 7. In Eq. (108), we used the fact that the function \( x(1 - x)^n \) is maximized at \( x = 1/(n + 1) \) for integer \( n \geq 1 \).

Similarly, for \( j \in [\lceil m_1 \rceil \setminus \{i\} \}, \) the action \( \text{do}(X_j = 0) \) corresponds to

\[
P ( X \in \mathcal{X}_i^* | \text{do}(X_j = 0) ) = \alpha p_i \prod_{\ell \in [\lceil m_1 \rceil \setminus \{i,j\}]} \overline{p}_\ell + \overline{q}_i \prod_{\ell \in [\lceil m_1 \rceil \setminus \{i,j\}]} \overline{q}_\ell \leq \frac{\alpha}{m_1} + \overline{q}_i \prod_{\ell \in [\lceil m_1 \rceil \setminus \{i,j\}]} \overline{q}_\ell. \tag{110}
\]

Analogously, since \( i \in I \), we have

\[
P ( X \in \mathcal{X}_i^* | \text{do}(X_j = 0) ) \leq \frac{\alpha}{m_1} + \overline{q}_i \prod_{\ell = \left\lceil \frac{m_1}{2} \right\rceil + 1} \overline{q}_\ell \leq \frac{\alpha}{m_1} + \overline{q}_i (1 - q_i) \left\lceil \frac{m_1}{2} \right\rceil - 1 \leq \frac{\alpha}{m_1} + \overline{q}_i (1 - q_i) \left\lceil \frac{m_1}{2} \right\rceil - 1 \leq \frac{\alpha}{m_1} + \frac{\pi}{m_1} - \frac{1}{m_1} \leq \frac{\alpha}{m_1} + \frac{1}{m_1}. \tag{111}
\]

Here, we note that for \( m_1 > 2 \), \( \left\lceil \frac{m_1}{2} \right\rceil - 1 \geq 1 \). So we may again use the property that \( x(1 - x)^n \) is maximized at \( x = 1/(n + 1) \) for \( n \geq 1 \).

For \( j \in [\lceil m_1 \rceil \setminus \{i\} \}, \) the action \( \text{do}(X_j = 1) \) corresponds to

\[
P ( X \in \mathcal{X}_i^* | \text{do}(X_j = 1) ) = 0. \tag{112}
\]

Note also that for action \( \text{do}(\emptyset) \), \( i \in I \), we have

\[
P ( X \in \mathcal{X}_i^* | \text{do}(\emptyset) ) = \alpha p_i \prod_{\ell \in [\lceil m_1 \rceil \setminus \{i\}]} \overline{p}_\ell + \overline{q}_i \prod_{\ell \in [\lceil m_1 \rceil \setminus \{i\}]} \overline{q}_\ell \leq \frac{1}{m_1}. \tag{113}
\]

Finally, for \( j \in \{m_1 + 1, \ldots, N - 1\} \), the actions \( \text{do}(X_j = 1) \) and \( \text{do}(X_j = 0) \) correspond to

\[
P ( X \in \mathcal{X}_i^* | \text{do}(X_j = 1) ) = P ( X \in \mathcal{X}_i^* | \text{do}(X_j = 0) ) = P ( X \in \mathcal{X}_i^* | \text{do}(\emptyset) ) \leq \frac{1}{m_1}. \tag{114}
\]

Hence, we have completed proving the second part of the lemma. \( \square \)
C.6 Proof of Lemma 8

Proof. We start by proving the concentration inequality for \( \hat{\alpha} \). Recall the definition of \( \hat{\alpha} \) in Eq. (32). Since \( S^{(t)}, t \in [T'] \) are i.i.d. Bernoulli random variables, we can apply the Chernoff bound on the sum \( \sum_{t \in [T']} S^{(t)} \) and obtain

\[
P \left( \frac{1}{T'} \sum_{t \in [T']} S^{(t)} \in [\alpha \pm \varepsilon_{3\alpha,2,T'}] \right) \geq 1 - \frac{1}{T'}.
\]  

(115)

Likewise, for \( \hat{\mu}_{\text{do}(z)} \) defined in Eq. (34), by applying Chernoff bound on the sum \( \sum_{t \in [T']} Y^{(t)} \), it holds that

\[
P \left( |\hat{\mu}_{\text{do}(z)} - \mu_{\text{do}(z)}| \geq \varepsilon_{3,2,T'} \right) \leq \frac{1}{T'}.
\]  

(116)

Next, we study \( \hat{p}_i \), which is defined in Eq. (33). We will derive the concentration inequalities for both the denominator and the numerator in Eq. (33), and further obtain a bound on \( \hat{p}_i \) utilizing the union bound. By applying the Chernoff bound on the sum \( \sum_{t \in [T']} S^{(t)} \) again (here we choose a different value for \( \varepsilon \)), we have

\[
P \left( \sum_{t \in [T']} S^{(t)} \in [(\alpha \pm \varepsilon_{3p_i,2N,T'}) T'] \right) \geq 1 - \frac{1}{NT'}.
\]  

(117)

Similarly, since \( X_i^{(t)} S^{(t)}, t \in [T] \), are i.i.d. Bernoulli random variables, we apply the Chernoff bound and obtain

\[
P \left( \sum_{t \in [T']} X_i^{(t)} S^{(t)} \in [(\alpha p_i \pm \varepsilon_{3ap_i,2N,T'}) T'] \right) \geq 1 - \frac{1}{NT'}.
\]  

(118)

We can combine the above two inequalities using the union bound. In particular, for sufficiently large \( T' \) such that \( T' \geq \frac{27 \log(2NT')}{\alpha} \), we have

\[
P \left( \hat{p}_i \in \left\{(1 \pm \varepsilon_{27/(\alpha p_i),2N,T'}) p_i \right\}, \forall i \in [N] \right) \geq 1 - \frac{2}{T},
\]  

(119)

i.e., \( P(\mathbb{E}_p) \geq 1 - \frac{2}{T} \). Following the same steps, we can prove the bound for \( 1 - \hat{p}_i \), i.e., \( P(\mathbb{E}_p') \geq 1 - \frac{2}{T} \).

Finally, we prove the bound for \( \hat{\mu}_{s_{1j1}} \), which is defined in Eq. (35). If \( \mu_{s_{1j1}} = 0 \), then \( Y^{(t)} = 0 \) with probability 1, in which case \( \hat{\mu}_{s_{1j1}} = 0 \) with probability 1. This leads to an estimate with zero error. Now we suppose \( \mu_{s_{1j1}} > 0 \). Note that \( Y^{(t)} X_j^{(t)} S^{(t)}, t \in [T] \), are i.i.d. and Bernoulli, with Chernoff bound,

\[
P \left( \frac{1}{T} \sum_{t \in [T']} Y^{(t)} X_j^{(t)} S^{(t)} \in \left[ (1 \pm \varepsilon_{27/(\alpha p_j \mu_{s_{1j1}}),2N,T'}) \alpha p_j \mu_{s_{1j1}} \right] \right) \geq 1 - \frac{2}{NT'}.
\]  

(120)

Combining Eqs. (118) and (120) using the union bound, we have

\[
P \left( \hat{\mu}_{s_{1j1}} \in \left[ \mu_{s_{1j1}} \pm \varepsilon_{27/(\alpha p_j),2N,T'} \right] \right) \geq 1 - \frac{2}{N},
\]  

(121)

which completes the proof. \( \square \)

C.7 Proof of Lemma 9

Proof. Let \( C = \left\{ j \in [N] : p_j \in \left[ \frac{1}{m_1}, 1 - \frac{1}{m_1} \right] \right\} \) be the collection of entries in \( p \) that are not highly biased either towards zero or one. By the definition of \( m \) in Eq. (6), we have \( |[N] \setminus C| \leq m_1 \).

First we show that \( \hat{\mu}_1 \leq 2m_1 \). Since \( E_p \) is true, we have

\[
\hat{p}_j \geq p_j = \varepsilon_{27 p_j / \alpha,2N,T'}.
\]  

(122)

Note that \( 1/m_1 \leq p_j \) for \( j \in C \). For sufficiently large \( T' \) with \( T' \geq \frac{108m_1 \log(2NT')}{\alpha} \) and \( j \in C \), we have \( \varepsilon_{27 p_j / \alpha,2N,T'} < \frac{1}{T'} \).
It follows that
\[ \hat{p}_j > \frac{p_j}{2} \geq \frac{1}{2m_1}, \]  
for \( j \in \mathcal{C} \). Similarly, since \( E_{\mathbf{p}} \) is true, we have
\[ 1 - \hat{p}_j \geq 1 - p_j - \varepsilon_{27\rho_j / \alpha, 2N,T'} \geq \frac{1 - p_j}{2} \geq \frac{1}{2m_1}, \]  
for \( j \in \mathcal{C} \). With Eqs. (123) and (124), we have \( \hat{p}_j \in \left[ \frac{1}{2m_1}, 1 - \frac{1}{2m_1} \right] \) for every \( j \in \mathcal{C} \). Hence, the entries in vector \( \mathbf{p} \) satisfy the following inequality:
\[ \left| \left\{ j \in [N] : \min \{ p_j, \hat{p}_j \} < \frac{1}{2m_1} \right\} \right| \leq |N| \leq m_1, \]  
i.e., \( |\mathcal{I}_{2m_1}(\mathbf{p})| \leq m_1 \). As a result, it follows from the definition of \( m \) that \( \hat{m}_1 \leq 2m_1 \).

Next, we show that \( \hat{m}_1 \geq 2m_1/3 \). Since \( E_{\mathbf{p}} \) is true, if \( p_j \leq \frac{1}{m_1} \), we can derive the following inequality analogous to Eq. (123):
\[ \hat{p}_j \leq p_j + \varepsilon_{27p_j / \alpha, 2N,T'} < \frac{3}{2m_1}. \]

Since \( E_{\mathbf{p}} \) is true, if \( p_j \geq 1 - \frac{1}{m_1} \), we can derive the following bound analogous to Eq. (124):
\[ 1 - \hat{p}_j \leq 1 - p_j + \varepsilon_{27p_j / \alpha, 2N,T'} < \frac{3}{2m_1}. \]

This implies that
\[ |\{ j : \min \{ p_j, \hat{p}_j \} \leq \frac{1}{m_1} \}| \leq |\{ j : \min \{ p_j, \hat{p}_j \} < \frac{3}{2m_1} \}|. \]

With Lem. 4, we have
\[ |\{ j : \min \{ p_j, \hat{p}_j \} \leq \frac{1}{m_1} \}| \geq |m_1| > \frac{2m_1}{3}. \]

Therefore, \( |\{ j : \min \{ p_j, \hat{p}_j \} < \frac{3}{2m_1} \}| > 2m_1/3 \), which leads to \( \hat{m}_1 \geq 2m_1/3 \), thus completing the proof.

\[ \square \]

C.8 Proof of Lemma 10

Proof. From Eq. (39) in Lem. 8, if \( E_{\mathbf{p}} \) is true, we have
\[ \hat{p}_j \leq p_j + \varepsilon_{27/(\alpha p_j), 2N,T'}. \]

for \( j \in [N] \setminus \mathcal{B}_{11} \). If \( T' \) satisfies that \( T' > \frac{108m_1 \log(2N'T')}{\alpha} \), we have
\[ \varepsilon_{27/(\alpha p_j), 2N,T'} \leq \frac{1}{2} \sqrt{\frac{p_j}{m_1}.} \]

It follows that, if \( E_{\mathbf{p}} \) is true,
\[ \hat{p}_j \leq p_j + \frac{1}{2} \sqrt{\frac{p_j}{m_1}.} \]

With the inequality on \( \hat{m}_1 \) in Eq. (42) and the definition of \( \hat{m}_1 \), we have that \( \hat{p}_j \) satisfies
\[ \hat{p}_j \geq \frac{1}{m_1} \geq \frac{1}{2m_1}, \]

for \( j \in [N] \setminus \mathcal{B}_{11} \) if \( E_{\mathbf{p}} \) and \( E_{\mathbf{p}} \) are both true. With Eq. (39) in Lem. (8), we know that \( E_{\mathbf{p}} \) and \( E_{\mathbf{p}} \) are simultaneously true with probability at least \( 1 - \frac{1}{T'} \). Combining Eqs. (132) and (133), we get
\[ \frac{1}{2m_1} \leq p_j + \frac{1}{2} \sqrt{\frac{p_j}{m_1},} \]

for all \( j \in [N] \setminus \mathcal{B}_{11} \), with probability at least \( 1 - \frac{1}{T'} \). We can solve for \( p_j \) in the inequality above, which yields the desired result. \[ \square \]
C.9 Proof of Lemma 11

Proof. The expected reward given action \( a \) can be expanded as

\[
P_j(Y = 1 | A = a) = \frac{\sum_x P_j(Y = 1 | X = x) P_j(X = x, A = a)}{P_j(A = a)} = \sum_x r_j(x) P_j(X = x | A = a)
\]

for \( j \in [0 : [m_1]] \) and \( a \in A \). Since changing the reward function does not affect the distribution of \( S \) and \( X \), the distributions \( P_0 \) and \( P_i \) are identical on \( X \) for any \( i \in [0 : [m_1]] \). As a result, \( P_i(X = x | A = a) = P_0(X = x | A = a) \) for each \( i \) in \([0 : [m_1]]\). From Eq. (135) we can express the expected reward under action \( a \) as \( P_j(Y = 1 | A = a) = \mathbb{E}_0[r_j(X)|A = a] \) for any \( j \) in \([0 : [m_1]]\). Consequently,

\[
P_j(Y = 1 | A = a) = \mathbb{E}_0 \left[ \frac{1}{2} + \varepsilon I(X \in A^*_j) \big| A = a \right] = \frac{1}{2} + \varepsilon P_0(X \in A^*_j | A = a),
\]

which is the desired result.

C.10 Proof of Lemma 12

Proof. Suppose the parameters of the system are specified as \((\alpha, p, q, r_i)\) for \( i \in [0 : [m_1]]\). Note that the regret \( R_T \) satisfies

\[
R_T = \mathbb{E}_i[Y | A = a^*_i] - \mathbb{E}_i\left[\mathbb{E}_i[Y | A = \hat{A}_T]\right] = \mathbb{E}_i[Y | A = a^*_i] - \mathbb{E}_i[Y | A = a^*_i] P_i(\hat{A}_T = a^*_i) - \sum_{a \neq a^*_i} \mathbb{E}_i[Y | A = a] P_i(\hat{A}_T = a),
\]

where we decomposed the expected regret into the case that the optimal action \( a^*_i \) is chosen and that some other action is selected. With this decomposition, we have

\[
R_T = \mathbb{E}_i[Y | A = a^*_i] P_i(\hat{A}_T \neq a^*_i) - \sum_{a \neq a^*_i} \mathbb{E}_i[Y | A = a] P_i(\hat{A}_T = a) \\
\geq P_i(\hat{A}_T \neq a^*_i) \left( \mathbb{E}_i[Y | A = a^*_i] - \max_{a \neq a^*_i} \mathbb{E}_i[Y | A = a] \right) \\
= \varepsilon P_i(\hat{A}_T \neq a^*_i) \left( P_i(X \in A^*_i | A = a^*_i) - \max_{a \neq a^*_i} P_i(X \in A^*_i | A = a) \right),
\]

where the last line above follows from Lem. 11. Consequently, with Lem. 7,

\[
P_i(X \in A^*_i | A = a^*_i) - \max_{a \neq a^*_i} P_i(X \in A^*_i | A = a) \geq \frac{\alpha}{\varepsilon} - \frac{1}{m_1},
\]

which leads to the desired result.

C.11 Proof of Lemma 13

Proof. With Lem. 6, the KL divergence can be expanded as

\[
D_{\text{KL}}(P_0(H_T), P_i(H_T)) = \sum_{t \in [T]} \sum_{x^{(t)} \in X^N} P_0(x^{(t)}) \left( r_0(x^{(t)}) \log \frac{r_0(x^{(t)})}{r_i(x^{(t)})} + (1 - r_0(x^{(t)})) \log \frac{1 - r_0(x^{(t)})}{1 - r_i(x^{(t)})} \right).
\]

Note that in the inner summation, only \( x^{(t)} \in X^*_i \) can contribute to a non-zero term, since otherwise \( r_0 = r_i \). Thus, we only need to consider the elements in \( X^*_i \) in the summation, i.e.,

\[
\sum_{x^{(t)} \in X^N} P_0(x^{(t)}) \left( r_0(x^{(t)}) \log \frac{r_0(x^{(t)})}{r_i(x^{(t)})} + (1 - r_0(x^{(t)})) \log \frac{1 - r_0(x^{(t)})}{1 - r_i(x^{(t)})} \right) = \sum_{x^{(t)} \in X^*_i} P_0(x^{(t)}) \left( r_0(x^{(t)}) \log \frac{r_0(x^{(t)})}{r_i(x^{(t)})} + (1 - r_0(x^{(t)})) \log \frac{1 - r_0(x^{(t)})}{1 - r_i(x^{(t)})} \right).
\]
With Lem. 6, since \(Y^{(t)}\) is Bernoulli distributed, we can derive the following inequality by upper-bounding the KL divergence with the Chi-square distance (see [14]). For \(x^{(t)} \in \mathcal{X}^*_t\), we have

\[
\begin{align*}
    r_0 \left( x^{(t)} \right) \log \frac{r_0(x^{(t)})}{r_i(x^{(t)})} + (1 - r_0(x^{(t)}) \log \frac{1 - r_0(x^{(t)})}{1 - r_i(x^{(t)})}
    \leq & \frac{(r_0(x^{(t)}) - r_i(x^{(t)}))^2}{r_i(x^{(t)})(1 - r_i(x^{(t)}))} \\
    \leq & \frac{1}{2} \varepsilon^2 (\frac{1}{2} - \varepsilon) \\
    \leq & \frac{16\varepsilon^2}{3}, \quad (142)
\end{align*}
\]

where the last inequality follows from the fact that \(\varepsilon \in (0, 1/4)\). Combining the equations above, the KL divergence can be expanded as

\[
D_{KL}(P_0(H_T), P_i(H_T)) = \sum_{t \in [T]} P_0(X^{(t)} \in \mathcal{X}^*_t) \frac{\varepsilon^2}{(\frac{1}{2} + \varepsilon)(\frac{1}{2} - \varepsilon)} \\
\leq \sum_{t \in [T]} P_0(X^{(t)} \in \mathcal{X}^*_t) \frac{16\varepsilon^2}{3}. \quad (143)
\]

This completes the proof. \(\square\)

**C.12 Proof of Lemma 14**

*Proof.* Let \(T_i = \sum_{t \in [T]} 1_{(A^{(t)} = a^*_t)}\) be the number of time steps in which the agent conducts the optimal action throughout the experiment. Then, Eq. (80) can be written as

\[
D_{KL}(P_0(H_T), P_i(H_T)) \leq \frac{16\varepsilon^2}{3} \left(1 - \frac{1}{m_1}\right) \mathbb{E}_0[T_i] + \frac{16\varepsilon^2 T}{3m_1}. \quad (144)
\]

Recall the definition of set \(\mathcal{I} = \{ \pi(j), 1 \leq j \leq \frac{m(\beta)}{2}\}\) introduced in Lem. 7. Since \(\sum_{i \in \mathcal{I}} T_i \leq T\), we have \(\sum_{i \in \mathcal{I}} \mathbb{E}_0[T_i] \leq T\). Let \(\mathcal{I}_0\) be a subset of \(\mathcal{I}\) defined as

\[
\mathcal{I}_0 = \left\{ i \in \mathcal{I} : \mathbb{E}_0[T_i] \leq \frac{2T}{m_1} \right\}. \quad (145)
\]

It is not difficult to verify that \(|\mathcal{I}_0| \geq \frac{m_1}{4}\). Choose

\[
\varepsilon = \frac{\sqrt{\ln(1.05)}}{4} \sqrt{\frac{m_1}{T}}. \quad (146)
\]

Note that \(\varepsilon \in (0, 1/4)\) since \(T \geq m_1\). For each \(i \in \mathcal{I}_0\), we have

\[
D_{KL}(P_0(H_T), P_i(H_T)) \leq \frac{16\varepsilon^2 T}{m_1} = \ln(1.05). \quad (147)
\]

With this upper bound on the KL divergence, by Lem. 2, we have

\[
P_0(\hat{A}_T = a) + P_i(\hat{A}_T \neq a) \geq \frac{1}{2} \exp (-D_{KL}(P_0, P_i)) \geq \frac{1}{2.1} \quad (148)
\]

for any action \(a \in \mathcal{A}\). Let \(a = a^*_t\). It follows that

\[
P_0(\hat{A}_T = a^*_t) + P_i(\hat{A}_T \neq a^*_t) \geq \frac{1}{2.1} \quad (149)
\]

Now we sum the above inequality over \(i \in \mathcal{I}_0\). We obtain

\[
\frac{|\mathcal{I}_0|}{2.1} \leq \sum_{i \in \mathcal{I}_0} P_0(\hat{A}_T = a^*_t) + \sum_{i \in \mathcal{I}_0} P_i(\hat{A}_T \neq a^*_t). \quad (150)
\]
Since the actions $a_i^*$ are distinct, we have
\[
\sum_{i \in \mathcal{I}_0} P_0(\hat{\mathbf{A}}_T = a_i^*) \leq 1, \tag{151}
\]
which leads to
\[
\sum_{i \in \mathcal{I}_0} P_i(\hat{\mathbf{A}}_T \neq a_i^*) \geq \frac{|\mathcal{I}_0|}{2} - 1. \tag{152}
\]
As a result, there exists $i' \in \mathcal{I}_0$, such that
\[
P_{i'} (\hat{\mathbf{A}}_T \neq a_{i'}^*) \geq \frac{1}{2} - \frac{1}{|\mathcal{I}_0|} \geq 1 - \frac{2}{m_1}. \tag{153}
\]
This completes the proof. □