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Abstract

Artificial Neural Networks (ANNs) have been successfully used in various nuclear engineering applications, such as predicting reactor physics parameters within reasonable time and with a high level of accuracy. Despite this success, they cannot provide information about the model prediction uncertainties, making it difficult to assess ANN prediction credibility, especially in extrapolated domains. In this study, Deep Neural Networks (DNNs) are used to predict the assembly axial neutron flux profiles in the SAFARI-1 research reactor, with quantified uncertainties in the ANN predictions and extrapolation to cycles not used in the training process. The training dataset consists of copper-wire activation measurements, the axial measurement locations and the measured control bank positions obtained from the reactor’s historical cycles. Uncertainty Quantification of the regular DNN models’ predictions is performed using Monte Carlo Dropout (MCD) and Bayesian Neural Networks solved by Variational Inference (BNN VI). The regular DNNs, DNNs solved with MCD and BNN VI results agree very well among each other as well as with the new measured dataset not used in the training process, thus indicating good prediction and generalization capability. The uncertainty bands produced by MCD and BNN VI agree very well, and in general, they can fully envelop the noisy measurement data points. The developed ANNs are useful in supporting the experimental measurements campaign and neutronics code Verification and Validation (V&V).
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### Nomenclature

#### Symbols

- \( b \): vector of learnable biases
- \( D \): training dataset
- \( D_{KL} \): Kullback-Leibler divergence
- \( E \): mathematical expectation
- \( F \): variational free energy
- \( h^{\ell} \): vector of outputs from layer \( \ell \)
- \( i \): sample index
- \( k_\ell \): number of nodes in \( \ell \)-th layer
- \( \ell \): layer index
- \( L \): depth of a neural network
- \( L_{\text{dropout}} \): loss function in MCD
- \( m \): dimensionality of the output space
- \( N \): number of samples
- \( n \): dimensionality of the input space
- \( p \): dropout probability
- \( R^2 \): coefficient of determination
- \( t \): forward pass index
- \( T \): number of forward passes
- \( W \): learnable weights
- \( x \): input vector
- \( y \): vector of target outputs
- \( \hat{y} \): vector of predicted outputs
- \( Z_\ell \): dropout matrix before the \( \ell \)-th layer
- \( \theta \): parameters controlling a distribution family
- \( \lambda \): weight decay parameter
- \( \mu \): mean
- \( \sigma \): standard deviation
- \( \phi(\cdot) \): activation function

#### Abbreviations

- ANN: Artificial Neural Network
- BNN: Bayesian Neural Network
- BOC: Beginning Of Cycle
- BWR: Boiling Water Reactor
- CI: Confidence Interval
- DNN: Deep Neural Network
- FNN: Feedforward Neural Network
- MCD: Monte Carlo Dropout
- MAE: Mean Absolute Error
- MCMC: Markov Chain Monte Carlo
- MLE: Maximum Likelihood Estimation
- MSE: Mean Squared Error
- MTR: Material Testing Reactor
- NN: Neural Network
- PPF: Power Peaking Factor
- ReLU: Rectified Linear Unit
- RMSE: Root Mean Square Error
- SAFARI-1: South African Fundamental Atomic Research Installation, generation 1
- UQ: Uncertainty Quantification
- VI: Variational Inference
- V&V: Verification and Validation
1. Introduction

The power and neutron flux distribution in the reactor core are important from its safety and operation point of view. The knowledge of the neutron flux distribution is essential in determining various reactor physical parameters such as its absolute power, fuel burnup, power peaking factor (PPF), peak-clad fuel temperature, safety margins, as well as in the monitoring of the reactor operation. Furthermore, the determination of axial and radial neutron flux distribution is also important for fuel management, code verification and validation (V&V) studies [1, 2] and experiments, as well as for various applications such as medical isotope production [3]. A good knowledge of the flux distribution is, therefore, crucial for an efficient operation of the reactors without violation of safety limits.

The above-mentioned physical parameters are strongly influenced by the operating conditions of the reactor, such as fuel loading, control rods axial position, etc. Thus they are continuously subjected to changes for every core reload as well as during the normal operation of the reactor. Most of the research reactors [4] and power reactors in operation [5] are equipped with online/offline detectors or utilize foil/wire activation for neutron flux measurement and/or mapping, which is then used in the estimation of the reactor’s physical parameters as well as for neutronics code V&V. For instance, in the SAFARI-1 research reactor, the axial thermal neutron flux measurements are based on the activation of natural copper wires, placed between fuel plates, along the axial height of each assembly in the core [6, 7].

Simulation codes are usually used to calculate core operational parameters, including those mentioned above. In most cases, these codes have been successfully validated by means of the measured experimental data. Nonetheless, it is important to note that both the simulation codes and experimental measurements (especially uncontrolled experiments) are subjected to limitations, unknown factors, approximations, etc. In such cases, surrogate models, based on historical flux measurements, can be potentially employed as an extra source of information about the expected flux shapes (in addition to the measurements and neutronic simulations). Amongst many techniques for constructing surrogate models, the Artificial Neural Networks (ANNs) are gaining popularity, due to their efficiency and versatility.

An ANN – also called feedforward neural network (FNN), multi-layer perception, or simply neural network (NN) – is an information processing model, which is trained to perform non-linear mapping between a so-called input space into an output space. ANN has been proven to be a powerful data-driven modelling tool and as such, has been increasingly applied in many fields, including pattern recognition, data mining, computer vision and natural language processing [8, 9].

ANNs have been used in nuclear engineering for various applications for more than twenty years, often to predict reactor physics parameters within reasonable time and com-
putational resources while yielding a high level of accuracy. For example, in [10] ANNs were used to improve the accuracy of the predicted PPFs in real time and thus reduce uncertainty margins placed upon the reactor safety limits. The NNs used the position of control rods and signals of ex-core detectors as input data; the detailed dataset was published in [11]. It was shown that the radial basis function network performs better than the ANNs and that the PPF safety margin can be decreased by as much as 5%.

In [12], ANNs were utilized to determine the position of the control rods and fuel burn-up based on the in-core self-powered neutron detector flux measurements. A sensitivity study, conducted with different ANN architectures, showed that the Bayesian regularization back-propagation algorithm has the best performance in predicting reactor parameters. The study further showed that the developed NNs has a satisfactory noise resistance response when trained by noisy datasets. ANNs have also been used as surrogate models for reactor optimization in order to improve the computational efficiency. To this end, ANN-based surrogate models for various utilization and safety parameters of the SAFARI-1 research reactor were constructed in [13] and subsequently used in [14, 15] in multi-objective optimization studies.

Highly heterogeneous and high-dimensional large reactor cores (e.g. Boiling Water Reactors – BWRs) usually lack high order of symmetry, thus making it difficult to estimate their core neutronics parameters. This challenge has been addressed in [16] by using NNs with two or more hidden layers, referred to as deep neural networks (DNNs) to estimate PPFs, control rod bank levels, and the cycle length of the Ringhals-1 BWR unit. The DNN design process was assisted by employing a so-called hyperparameter optimization technique. Results of the study demonstrate a promising performance with a high level of accuracy in predicted PPF, control rod bank level and cycle length and thus prove the ability of the NN in estimating core parameters in large reactor cores, which usually lacks symmetry. In [17], DNN was used to predict the reactor vessel water level during a postulated Loss-Of-Coolant Accident. The developed DNN model was found to be capable of predicting the reactor vessel water level and was considered to perform well enough to provide monitoring support information to operators during severe accidents.

Performing robust uncertainty quantification (UQ) of the approximation uncertainties in NN models can improve the credibility of NN applications in nuclear engineering. This is especially necessary when NN models are used to make generalizations, i.e. when providing predictions in extrapolated domains beyond the training domain. Examples of UQ in an existing DNN model, including theoretical frameworks and applications, are discussed in [18, 19]. The Dropout technique [20], used in many DNN models to avoid over-fitting, is employed as an approximate Bayesian Inference in [18] and “Bayes by Backprop” (i.e. uncertainty on the weights of an NN) in [19] to represent model uncertainty. Both studies show that UQ is indispensable for both classification and regression problems.
In [21], the capability of measurement-based ANNs to predict the assembly axial neutron flux profiles, given a control rod bank position, was explored. Training data consisted of copper-wire activation measurements and the measured control bank positions obtained from the SAFARI-1 research reactor’s historical cycles. Shallow ANNs were constructed using MATLAB’s Neural Network Toolbox. The study adopted two widely used algorithms, that is, Levenberg-Marquardt and Bayesian Regularization algorithms for training NNs. The ANN performance was enhanced by employing data normalization and smoothing techniques. The ANNs yielded a reasonable level of accuracy when compared to measurements and applied to unseen cycle data. It was also demonstrated that the Bayesian Regularization algorithm outperforms the Levenberg-Marquardt algorithm in terms of robustness, generalization and prediction accuracy. In addition, a possible application of the ANNs for automated identification and correction of defective measurements was discussed.

In the subsequent study [22], a larger dataset was used with a DNN model and the prediction/approximation uncertainties were quantified using Monte Carlo Dropout (MCD) techniques, as well as Bayesian Neural Networks (BNNs), solved by variational inference. The predicted assembly axial neutron flux profile (with uncertainty bands) results showed that the three different NN models (regular DNN, DNN solved with MCD and BNN) produce results that agree reasonably well among each other and with the measurement data, on cycles that are not used in the training process. Besides the excellent generalization capability, the uncertainty bands produced by MCD and BNN agree well, and in general, they can fully envelop the noisy measurement data points.

In both [21] and [22], it was however observed that the performance of the trained NNs is affected by various parameters and choices made in the process of training. These include: a trade-off between the amount and the quality of training data; approaches selected for pre-processing of the training data and lack thereof; the design (hereafter referred to as architecture) of an NN which involves the choice of input and output parameters, activation functions, the number of hidden layers and neurons in each layer and, occasionally, the objective function; choice of an NN training tool and specific training and UQ approaches within the tool as well as various parameters and options of a particular training algorithm. Finally, miscellaneous limitations of a practical nature also may play an important role, such as availability of computational resources and scarcity and deficiencies of experimental data used in NN training.

It is therefore paramount for practical applications of the developed NN metamodel to ensure that, despite all these factors, the constructed NNs provide an accurate and consistent flux shape prediction. This task gets even more complicated, due to the above-mentioned deficiencies in measured data, especially a relatively large noise-to-signal ratio. This work can be regarded in this context as a cross-verification of different NN training and UQ
approaches.

The rest of this paper is organized as follows. In Section 2, we describe the copper-wire measurement and data pre-processing procedures, and discuss the sensitivity of measured flux profiles to control bank positions for the available historical data. In Section 3, we provide a brief overview of NN training and UQ theory as it pertains to this study, while Section 4 provides details on design and training of NNs. Results are presented and analysed in Section 5. Section 6 contains concluding remarks and recommendations for future studies.

2. Problem definition

2.1. The SAFARI-1 experimental data

SAFARI-1 (South Africa Fundamental Atomic Research Installation generation 1) is a 20 MW tank-in-pool-type material testing reactor (MTR) at Pelindaba, South Africa. The reactor is cooled and moderated by light water. Its $9 \times 8$ core lattice houses 26 MTR plate-type fuel assemblies, 6 follower-type control assemblies, a number of solid lead shield elements, solid and hollow aluminium filler elements, as well as several isotope production facilities. The core is reflected by beryllium elements on three sides with one side directly facing the reactor pool (poolside). A follower-type control assembly consists of a top absorber and bottom fuel-follower section, connected by an aluminium coupling piece. The fuel- and follower assemblies consist of 19 and 15 fuel plates respectively. The reactor is fuelled with 19.75\% enriched Uranium Silicide ($\text{U}_3\text{Si}_2\text{Al}$) fuel [6, 21]. The SAFARI-1 core layout and the placement of fuel- and control assemblies are shown in Figure 1.

The reactor is typically operated between 21 to 30 days with a 5-day shutdown and one extended 12-day shutdown per annum. Before the reactor start-up or beginning of each cycle, several experimental measurements are performed, in order to ensure that fuel management and thus safety reactor operation measures are adhered to. Of interest to this study is the measurement of the SAFARI-1 core thermal neutron flux distribution conducted by their radiation/activation of natural copper wires. The experiment is hereinafter referred to as the copper-wire measurement.

The activation and measurement procedure entails preparation, loading, irradiation and retrieval of the copper wires. The sword-like, hollow aluminium blade containing a copper wire, is inserted along the active height of 32 assemblies, of which 26 are fuel assemblies and 6 are fuel-followers of the control assemblies. It is irradiated at a low reactor power of about 200 kW for controlled times [21]. For each of these measurements, the axial position of the control bank (6 control rods) is recorded.

Natural copper consists of two isotopes, that is $^{63}\text{Cu}$ and $^{65}\text{Cu}$ with abundances of 69.15\% and 30.85\%, respectively. It is activated according to reactions $^{63}\text{Cu}(n, \gamma)^{64}\text{Cu}$
and $^{65}\text{Cu}(n,\gamma)^{66}\text{Cu}$. The (n, \gamma) thermal reaction cross section of $^{63}\text{Cu}$ is approximately double that of $^{65}\text{Cu}$ and its product nuclide $^{64}\text{Cu}$ decays with a half-life of 12.7 h. The product nuclide of $^{65}\text{Cu}$ has a half-life of only 5.1 min and it decays away in just an hour, after which the activity is predominately attributed to the decay of $^{64}\text{Cu}$. The wires are then removed and the radioactive $\beta$-decay of the $^{64}\text{Cu}$ isotope with a half-life of 12.7 h, is measured at 180 equidistant points along the length of the wires.

The measurement procedure takes approximately 5 minutes per wire and up to a total time of between 1 to 2 hours. The activity (or detector counts) for each of the 32 assemblies are saved in a data file for further processing and calculations of parameters of interest. This data is routinely used for the V&V of reactor simulation tools, for the estimation of the safety-related parameters such as peak-clad temperatures in fuel, core power and neutron flux distribution, as well as to detect a potential fuel element misloading. Historical copper-wire measurements for each cycle and spanning years of reactor operations are available for analysis [23].

2.2. Sensitivity of the neutron flux profile to bank movement

The practical applicability of the proposed NNs depends on whether or not the flux shape is a sufficiently sensitive function of the control bank position [24], i.e. there is actually a dependence to fit. The analysis herein seeks to illustrate and quantify the effect

Figure 1: The SAFARI-1 core configuration [21].
of the control bank position on the measured assembly axial neutron flux profiles, and thus deduce if this change in the bank position can be seen by the NNs models. In practice, the degree to which the flux variation can be associated with control placement is determined (limited) by the following factors:

1. The range, in which the measured control bank axial position varied in considered historical cycles; this affects the magnitude of expected flux shape distortions;
2. The difference in sensitivity of the flux profile in individual positions of the reactor core;
3. The contribution of noise to the total variability of measured flux (signal-to-noise ratio).

In SAFARI-1, a fixed fuel loading pattern is used and the fuel management team and operators strive to employ this strategy for each cycle so as to avoid deviation from the normal operation and to minimize cycle-to-cycle variation of certain reactor parameters, including the neutron flux distribution. For this reason, the beginning of cycle (BOC) bank position does not vary significantly. This is illustrated by Figure 2, which shows the distribution of control bank positions in the beginning of the historical cycles. As one may observe, the BOC position varied in a relatively narrow range from 450 mm to 550 mm, hence relatively small flux shape distortions may be expected.

The second and the third factor are interlinked with a general tendency of the flux shape to be more sensitive to the bank axial position in the radially central region, where the control rods are located (readers are referred to Figure 1 for control rod placement). However, this observation is to a large extent obscured by the statistical noise in experimental data.
The measured flux shapes are less noisy in the centre of the core, where the magnitude of the neutron flux is maximal and the statistical error is minimal. This is illustrated by Figures 3 and 4. Figure 3 shows an averaged (over the axial height and over the cycles of interest) count distribution in the core, thereby providing information required to estimate the magnitude of error. In Figure 4, nine normalized flux shapes at core positions E6 and H3 are given for approximately equidistant axial bank locations covering the historical range. These core positions can be regarded as two limiting cases: centre of the core, vicinity of control rods and periphery of the core, far from control rods, respectively.

Other fuel assemblies demonstrate a behaviour between these two, whereas control assemblies are considered separately. As one may observe in Figure 4, in the presence of noise, the flux shape variation is barely observable for the central assembly and completely obscured by the noise for the peripheral assembly. For the sake of the analysis herein, the Savitzky-Golay noise filter [25, 26] was therefore applied to the measured flux profiles, with optimally selected parameters of the filter obtained in [21]. After applying the filtering procedure, it can be clearly seen that the assembly flux profiles are indeed sensitive to the bank movement for position E6, whereas the variation of the flux shape in position H3 is less pronounced and still being affected by the noise.

2.3. Pre-processing of data for further analysis

Data pre-processing is a procedure that converts raw data into a representation suitable for application through a sequence of operations. The objectives of data pre-processing include the reduction of the input space, obtaining smoother relationships, data normalization, noise reduction, and feature extraction [27, 28, 29, 26, 30]. In the context of training
a NN, it involves using techniques such as normalization and standardization to re-scale input and output data, prior to training.

The manual operation of the copper-wire measurement procedure, employed in the SAFARI-1 reactor, is associated with several challenges of a practical nature, which may have an impact on the quality of the measured data. These challenges may be related to the loading, irradiation, unloading and measuring activity of the copper wires after the irradiation. As a result, the measured data may have miscellaneous deficiencies, which might be difficult for the operators to detect and locate. These deficiencies include, but are not limited to, statistical noise, missing measurement points, flux profiles shifted due to inadvertently displaced wires along the assembly active height, etc. For instance, over-exposure or under-exposure of wires which may lead to varying from cycle to cycle magnitudes of the measured axial flux shapes. The under-exposed wires may result in very noisy experimental measurement data (typically, the statistical noise is 4% to 6%).

The above-mentioned characteristics and deficiencies of experimental data necessitate
pre-processing prior to using it for NN training. The measurement data, spanning 105 operational cycles from 2009 to 2021, was pre-processed for use in NNs training. The cycles or data with extremely low measurements (i.e. with a maximum axial count value of $\leq 100$ in all the assemblies) were discarded from the dataset. The process yielded 86 cycles, available for training and testing of the NNs. Since wires are scanned and measured one at a time, the beginning of the scanning time differs per wire and thus influences the final measured counts. Further pre-processing of the 86 remaining cycles include correcting the scanned data to the same set time before measurements, by performing exponential decay corrections. Prior to training the NN, it is important to note that the data with different scales often lead to the instability of NN, i.e. unscaled data could interfere with the training process and/or bias the trained NN models [28]. It is therefore necessary to ensure that the training data is normalized before training. In this work, the training data, i.e. input-output data, is normalized using $z$-score normalization [28]. Finally, in some studies the data was smoothed by applying the Savitzky-Golay filter as described in [21]. Further details on the approach adopted in training the NNs for prediction of axial neutron flux profiles at a point, given the axial location and control bank position as inputs, are outlined in the subsequent sections.

3. Theory

This section provides a brief summary of the NN theory, key definitions, as well as training and UQ procedures as it pertains to this study.

3.1. Artificial Neural Networks

An ANN consists of a large number of interconnected units, referred to as neurons or nodes, organized in layers, that is, input layer, output layer, and one or more hidden layer(s) between the input and output layers. In ANNs with one hidden layer, sometimes referred to as shallow NNs, each input layer neuron is connected to every hidden layer neuron, which in turn is connected to the output layer neurons. Each connection is characterized by its strength, described with a parameter $w$ referred to as a weight.

An ANN can be regarded as a process where the input features go through a series of linear or non-linear transformations to predict the output quantities of interest. Most ANNs do so by using an affine transformation, controlled by learnable parameters: weights, $W$, and biases, $b$, followed by a linear/non-linear transfer function referred to as activation function $\phi(\cdot)$, such as hyperbolic tangent (tanh), rectified linear unit (ReLU), etc. [9]. Architecture of an ANN is described by the number of hidden layers, the number of neurons in each layer, the form of activation function, training algorithms, the learning rate and other pertinent parameters used in the NN [9].
Training an ANN refers to a procedure for determining a set of NN parameters, namely weights and biases, which map inputs to outputs in the best way. Training is performed by presenting the network with a set of known input-output pairs, \( D = \{ (x_i, y_i) \}_{i=1}^{N} \), where \( N \) is the number of samples in the dataset. A training algorithm adjusts the NN parameters in such a way that the predicted (computed) output \( \hat{y}_i = \hat{y}(x_i) \) and the target (actual) output \( y_i \) are close to each other. Training an NN involves using an optimization algorithm, which minimizes a cost function that quantifies the accuracy of the approximation, e.g. the Mean Squared Error (MSE):

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} ||\hat{y}_i - y_i||_2^2, \tag{1}
\]

or Mean Absolute Error (MAE)

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |\hat{y}_i - y_i|. \tag{2}
\]

Testing of ANN models refers to a process of ensuring that the NN models are able to predict samples not used previously in training (referred to as a test dataset), while validation guarantees the generalization of the model to samples not involved in the training process, in order to overcome the so-called over-fitting problem.

3.2. Feedforward Networks

An NN design can be attributed to two broad classes based on the flow of signals across the network: in feedforward networks, the connections between nodes do not form a loop, and in the recurrent network, certain pathways are cycled. The feedforward networks are more widely used because they are simple from the viewpoint of structure and are easily analysed mathematically [21, and references therein].

With the above description in mind, a regular feedforward ANN can be presented as follows:

\[
h^{(0)} = x,
\]

\[
h^{(1)} = \phi_1 \left( W_1^T h^{(0)} + b_1 \right),
\]

\[
\vdots
\]

\[
h^{(L-1)} = \phi_{L-1} \left( W_{L-1}^T h^{(L-2)} + b_{L-1} \right),
\]

\[
\hat{y} = W_L^T h^{(L-1)} + b_L,
\]

where \( L \) is the depth of the NN, including \((L-1)\) hidden layers and one output layer, \( W_\ell \) is the matrix of weights and \( b_\ell \) is the vector of biases at hidden layer \( \ell \), where \( \ell = 1, \ldots, L \), \( h^{(\ell)} \) is the vector of outputs from layer \( \ell \), and \( \hat{y} \) is the prediction of the NN for input \( x \).
Training a feedforward network involves multiple forward and backward passes consecutively. In a forward pass, inputs are forwarded towards the output through multiple hidden layers of non-linearity and ultimately compare computed output with the actual output of the corresponding input. In the backward pass, the error derivatives with respect to the NN parameters are back propagated to adjust the weights in order to minimize the error in the output. The process continues multiple times until the desired improvement in prediction is obtained.

In the training process, the back-propagation step is used to calculate the gradient of the cost function w.r.t. the NN parameters, which will further be used to update the parameters, using gradient descent. It is worth mentioning that the MSE is more sensitive to outliers compared to MAE, which is more robust with outliers [31].

As discussed in [32], standard multi-layer feedforward networks with just one hidden layer that contain a finite number of hidden neurons and arbitrary activation function, can fit any finite input-output mapping problem. The multi-layer feedforward networks can be used as a universal function approximator.

### 3.3. Deep Neural Networks

An ANN with multiple hidden layers is referred to as a Deep Neural Network (DNN) or Deep Feedforward Neural Network [33]. A typical DNN architecture is depicted in Figure 5, where an example of a fully connected DNN with one input layer with n neurons, one output layer with m neurons, and five hidden layers, each containing \( k_\ell \) neurons (\( \ell = 1, \ldots, 5 \)) is shown.

DNNs differ from shallow ANNs in that they can automatically learn representation
from data (automatic feature extraction) without introducing hand-coded rules or human
domain knowledge [33, 34]. They have been employed successfully and exhibited state-of-
the-art performance in many fields such as, but not limited to, regression and classification
problems. With the learnable parameters and activation function defined as in Section 3.1,
equations (3) can be presented in the following compact form [35, 36]:

\[
\hat{y}(x) = \phi (\ldots \phi (\phi (x W_1 + b_1)W_2 + b_2)\ldots ) W_L + b_L,
\]

where \(b_L\) is the bias vector and not scalar as would be in the case for an NN with one
hidden layer. In this case, the MSE or MAE is minimized as the cost function.

In the practice of training DNNs, there are still two common issues: the potential
vanishing or exploding gradient and over-fitting. The vanishing gradient is caused by the
activation function, for which differential values are small, such as the tanh or sigmoid
function. Many techniques have been introduced to combat these longstanding issues in
training DNNs, with a varying degree of success. A good set of activation functions has
been introduced to overcome the vanishing gradient problem, e.g. the ReLU activation
function, allowing the model to perform better, and the \(L_1\) and \(L_2\) regularization tech-
niques alleviate over-fitting [20, 33, 34, 37]. It is important to note that the standard
DNN only predicts deterministic outputs given an input, without providing the approxima-
tion/prediction uncertainties. A discussion on the estimation of model uncertainty, using
different methods, is provided in Sections 3.4 and 3.5.

3.4. Monte Carlo Dropout

Dropout [20, 34] is an effective technique that has been widely used to overcome the
over-fitting problem in DNNs. Dropping a unit out means temporarily removing it from the
network, along with all its incoming and outgoing connections, as is illustrated in Figure 6.
During training, certain nodes (i.e. neurons) in hidden layers are randomly ignored or
“dropped out”. This has the effect of making the layer look-like and be treated-like a
layer with a different number of nodes and connectivity to the prior layer. Dropout for
regularization is used during DNN training but not in prediction [20].

Mathematically, the dropout can be expressed as:

\[
\hat{y}(x) = \phi (\ldots \phi (\phi (x Z_1 W_1 + b_1)Z_2 W_2 + b_2)\ldots ) Z_L W_L + b_L,
\]

where \(Z_\ell\) denote random diagonal matrices

\[
Z_\ell = \text{diag}(z_{\ell,1},\ldots,z_{\ell,k_{\ell-1}}),
\]

in which \(z_{\ell,j} \sim \text{Bernoulli}(p_\ell)\) are independent Bernoulli random variables with some
probability \(p_\ell\) for \(\ell = 1,\ldots,L\) and \(j = 1,\ldots,k_{\ell-1}\).
The objective function to be minimized, using $L_2$ regularization with some weight decay $\lambda$, is given by:

$$
\mathcal{L}_{\text{dropout}} = \frac{1}{N} \sum_{i=1}^{N} \| \hat{y}_i - y_i \|^2 + \lambda \sum_{\ell=1}^{L} \left( \| W_\ell \|_2^2 + \| b_\ell \|_2^2 \right).
$$

The dropout technique samples binary variables for each input value and every NN unit in each layer (except for the output layer). The binary variables take values of “1” with probability $p_\ell$ for layer $\ell$, except in cases where it takes a value of “0”, in this case it is dropped for a given input value. The same values are used in a backward pass to update the parameters [20, 34].

Monte Carlo Dropout (MCD) [18] is a technique to quantify uncertainties in DNNs. In MCD, dropout is used to introduce randomness to both the training and prediction processes. Once trained, the NN can be evaluated for the same input multiple times, also with dropout of the hidden neurons, resulting in a collection of predictions that can be used to estimate the uncertainties in the predictions. Empirical distributions over the outputs can be derived, which can be used to obtain, for example, mean values and confidence measures in terms of the distributional variance. The empirical variance (i.e. prediction uncertainty) is expected to be low in the case of abundant training data, since all NN subsets (smaller NN after dropout) had the opportunity to learn in these training domains. However, in domains with little or no training data to learn from, the NN behaviour is not controllable, so we expect a high variance among the different NN subsets. In extrapolation (generalization) regions, the uncertainty will be large, while in the interpolation (training) regions, the uncertainty will be small. This is exactly what we want for uncertainty.
estimation purposes. By adding the dropout layers \(Z_1, \ldots, Z_L\) and introducing the scaling factors between layers in the regular ANN, we can express the MCD process as follows:

\[
\hat{y}(x) = \sqrt{\frac{1}{k_{L-1}}} \phi \left( \ldots \sqrt{\frac{1}{k_2}} \phi \left( \sqrt{\frac{1}{k_1}} \phi (xZ_1W_1 + b_1) Z_2W_2 + b_2 \right) \ldots \right) Z_LW_L + b_L, \tag{8}
\]

where \(k_\ell\) is the number of nodes in the \(\ell\)-th hidden layer and \(Z_\ell\) is the dropout matrix before the \(\ell\)-th layer with some Bernoulli probability \(p \in (0, 1)\), which is the same for all dropout layers. In MCD, the loss function of Eq. (7) is scaled by the probability \(p\) and is given by:

\[
L_{\text{dropout}} = \frac{1}{N} \sum_{i=1}^{N} \|\hat{y}_i - y_i\|^2 + \lambda \sum_{\ell=1}^{L} \left( p \|W_\ell\|^2 + \|b_\ell\|^2 \right). \tag{9}
\]

In MCD, the mean prediction is estimated by averaging over \(T\) forward passes while the uncertainty can be estimated in terms of the standard deviation:

\[
\hat{\mu}(x) = \frac{1}{T} \sum_{t=1}^{T} \hat{y}^{(t)}(x), \quad \hat{\sigma}^2(x) = \frac{1}{T-1} \sum_{t=1}^{T} \left( \hat{y}^{(t)}(x) - \hat{\mu}(x) \right)^2. \tag{10}
\]

### 3.5. Bayesian Neural Networks

When training a regular ANN, the weights and bias are updated with stochastic gradient descent using the derivatives of the cost function w.r.t. these parameters. The training process stops when the cost function reaches a sufficiently low value or stops decreasing. The weights and bias in a trained NN model have deterministic values. Therefore, when the trained NN model predicts at a new input, a deterministic output is obtained without uncertainty. A BNN [38] is an NN that assigns uncertain distributions over its parameters (weights and bias), as is illustrated in Figure 7. Bayesian inference will be used to determine the NN parameters. They are first assigned prior distributions, given the training data, the posterior distributions of the NN parameters will be computed. This Bayesian inference process is accomplished in the training step. In the prediction step, every time the trained BNN is evaluated on a specific input, the predictions can be different, which are used to quantify the predictive uncertainty.

As weight parameters of a BNN are represented by probability distributions over possible values, rather than having a single fixed value, instead of training a single network, the BNN essentially trains an ensemble of networks, where each NN has its weights drawn from a learnt probability distribution. Since exact Bayesian inference is computationally intractable for BNNs, a variety of approximations have been developed. The most popular approaches are Markov Chain Monte Carlo (MCMC) methods [39] and variational Bayesian
(VB) methods, also called variational inference (VI) [40, 41]. MCMC methods try to approximate the posterior distribution of the parameters using sampling, which has slow convergence, while VB/VI methods shift from sampling to optimization, which can be much faster for complex models and larger datasets.

The method, that employs VI for training BNN weights, is referred to as “Bayes by Backprop” in [19]. In order to better explain this method, we can first interpret an NN as a probabilistic model: $P(y|x, w)$, where $x \in \mathbb{R}^n$ is the input vector, $w$ is a set of parameters such as weights, and $y$ is the output. The NN maps input $x$ onto the parameters of a distribution on $y$ by several successive layers of linear transformation (given by $w$) interleaved with element-wise non-linear transforms (with activation functions). The weights can be learnt by Maximum Likelihood Estimation (MLE), i.e. given a set of training data $\mathcal{D} = \{(x_i, y_i)^N_{i=1}\}$, the MLE of the weights $w_{\text{MLE}}$ are defined as:

$$w_{\text{MLE}} = \arg \max_w \log P(\mathcal{D}|w) = \arg \max_w \sum_i^N \log P(y_i|x_i, w). \quad (11)$$

The training process is done by employing gradient descent (with back-propagation), where we assume that $\log P(\mathcal{D}|w)$ is differentiable in $w$. MLE returns deterministic estimates of $w$, as in the training of a regular ANN. In contrast, BNN targets at posterior distributions of $w$. BNN calculates the posterior distribution $P(w|\mathcal{D})$ of the weights, given the training data, based on the Bayes’ rule:

$$P(w|\mathcal{D}) = \frac{P(w, \mathcal{D})}{P(\mathcal{D})} = \frac{P(\mathcal{D}|w) \cdot P(w)}{P(\mathcal{D})}, \quad (12)$$

where $P(w)$ is the prior distribution for $w$, $P(\mathcal{D}|w)$ is the likelihood function, and $P(w|\mathcal{D})$ is the posterior distribution for $w$. Prior and posterior represent our knowledge of $w$ before
and after observing the training data $\mathcal{D}$, respectively. When making predictions at a test data $\hat{x}$, the predictive distribution of the output $\hat{y}$ is given by:

$$
P(\hat{y}|\hat{x}) = \mathbb{E}_{P(w|\mathcal{D})}[P(\hat{y}|\hat{x}, w)],
$$

where the expectation operator $\mathbb{E}_{P(w|\mathcal{D})}$ means that we need to integrate over $P(w|\mathcal{D})$.

Unfortunately, such an expectation operation is intractable for ANNs of any practical size, due to the large number of parameters, as well as the difficulty to perform exact integration. This is why we need to find a variational approximation to $P(w|\mathcal{D})$. VI methods are a family of techniques for approximating intractable integrals arising in Bayesian inference and machine learning. They are typically used in complex statistical models, consisting of observed variables (“data”) as well as unobserved/latent variables. VI is used to approximate complex posterior probabilities that are difficult to evaluate directly as an alternative strategy to MCMC sampling. In particular, whereas MCMC provides a numerical approximation to the posterior using a sequence of samples, VI provides a locally-optimal, exact analytical solution to an approximation of the posterior with greater speed and comparable accuracy. The general idea of VI is to use a variational distribution $Q(w|\theta)$, which is a family of distributions controlled by parameters $\theta$, to approximate $P(w|\mathcal{D})$. We seek to find an optimal value $\theta^*$ of $\theta$ that can minimize the Kullback-Leibler divergence $D_{KL}$ from $P(w|\mathcal{D})$ to $Q(w|\theta)$:

$$
\theta^* = \arg\min_{\theta} D_{KL}(Q(w|\theta)||P(w|\mathcal{D})) = \arg\min_{\theta} \int Q(w|\theta) \log \frac{Q(w|\theta)}{P(w|\mathcal{D})} dw
$$

$$
= \arg\min_{\theta} \int Q(w|\theta) \log \frac{Q(w|\theta)}{P(\mathcal{D}|w) \cdot P(w)} dw
$$

$$
= \arg\min_{\theta} (D_{KL}(Q(w|\theta)||P(w)) - \mathbb{E}_{Q(w|\theta)}[\log P(\mathcal{D}|w)]) .
$$

The resulting cost/loss function, denoted as $\mathcal{F}(\mathcal{D}, \theta)$, is known as the variational free energy, or expected lower bound [19, and references therein]:

$$
\mathcal{F}(\mathcal{D}, \theta) = D_{KL}(Q(w|\theta)||P(w)) - \mathbb{E}_{Q(w|\theta)}[\log P(\mathcal{D}|w)].
$$

The first part of $\mathcal{F}(\mathcal{D}, \theta)$ is prior-dependent and referred to as the complexity cost. The second part is data-dependent and referred to as the likelihood cost. The cost function embodies a trade-off between matching the data $\mathcal{D}$ (likelihood) and satisfying the simplicity prior $P(w)$. In order to evaluate the cost function $\mathcal{F}(\mathcal{D}, \theta)$, it will be re-organized in the form of expectation and evaluated using Monte Carlo sampling of $w$ from the variational distribution $Q(w|\theta)$. Further detail on this can be found in [19].
4. Design and training of Neural Networks

4.1. Training data

Data from 86 cycles, pre-processed as discussed in Section 2.3, were subdivided into 76 cycles for training NN models and the remaining 10 cycles were reserved for evaluating the generalization and prediction capability of the trained models. The training data from 76 cycles, consisting of 13,860 samples) were randomly partitioned into 64% for training, 20% for testing and 16% for validation. Data from 10 cycles, not used either in model training or in validation, will be referred to as “prediction dataset” or “prediction cycles” in this work and can be regarded as an additional test set, though it serves a different purpose, as explained above. These datasets were used in conjunction with several NN training methodologies employed in this study and discussed in subsequent subsections.

4.2. Design and training of DNNs with Keras

Our starting point and baseline is training a set of DNN models for the axial neutron flux shape. In this study, for each of the 32 assemblies (26 fuel- and 6 control follower assemblies), we constructed a DNN model, which consists of an input layer with two neurons, corresponding to the control bank position and the axial location along the wires, one output layer with a single neuron representing the axial neutron flux value and several hidden layers. The number of hidden layers and number of neurons per layer were subject to optimization. The DNN architecture as adopted in the study is depicted in Figure 8.

All the analyses and results of this case are conducted using Python under the Keras deep learning package with TensorFlow backend [42]. The DNN models make use of the ReLU activation function in the hidden layers and the Adam optimizer was used in training, as default. Four hyperparameters were selected for optimization, that is, the number of hidden layers, number of hidden units per layer, the learning rate, and batch size. Hyperparameter optimization was performed using Random Search and Grid Search algorithms implementation in the NeuroEvolution Optimization with Reinforcement Learning (NEORL) framework [43]. NEORL has the advantage that most of its algorithms, including Random Search and Grid Search, supports parallel or multi-processing optimization.

As discussed in [44], chances of finding the optimal hyperparameters are comparatively higher in Random Search than in Grid Search. With this in mind, and as a first step, the Random Search was used to narrow the choices of the important hyperparameters, that is, the number of hidden layers, and the number of hidden units per layer, while fixing the values of the learning rate and batch size. As a second and final step, the Grid Search is executed with more refined and narrower grids of the learning rate and batch size. The number of hidden layers and hidden units per layer was fixed and used as obtained from Random Search. Since the experimental measurements data is noisy (i.e. contains outliers), MAE was minimized instead of MSE.
To further improve the performance of Keras DNN models and reduce the over-fitting, a Keras regularization technique, namely EarlyStopping, was used. This technique monitors the performance of the model for every epoch on a held-out validation set during the training, and terminate the training conditional on the validation performance (i.e. when the validation error starts increasing from its minimum value). In addition, and in order to further improve the performance of the produced DNNs, the ReduceLROnPlateau callback was used. This ensures that the learning rate is reduced when a metric (e.g., validation error) has stopped improving. As a final step, the best (optimized) DNN model for each of the assemblies were used for the prediction of the axial neutron flux and results were compared to copper-wire experimental measurements. The discussions are provided in Subsection 5.2.

During the process of hyperparameter optimization, it was observed that the DNN models are sensitive to the choice of hyperparameters and therefore it is important to ensure that the selected values are close to optimal as well as for the trained models. In practice, it turned out that the optimization of hyperparameters is a challenging task due to a combination of factors, including the noisy data, large number of hyperparameters, limited computational resources at our disposal, etc. One possible way to check the quality of obtained DNNs is to cross-validate them with models produced independently, preferably with different tools and methods. To this end, and in order to demonstrate the robustness of the Keras DNN models, their predictions were benchmarked with those obtained from the MATLAB Neural Network models produced in [21]. A brief summary of the MATLAB NN model design and training is provided in Subsection 4.3.
4.3. Design and training of ANNs with MATLAB

The MATLAB Neural Network Toolbox [45], that is, the NN fitting tool (`nftool`), was utilized in constructing and training the NN models in [21]. The MATLAB-trained three-layered feedforward shallow NN, consisting of one input layer with a single neuron (control bank position), one hidden layer and one output layer with 180 neurons (corresponding to 180 axial neutron flux measurements), as depicted in Figure 9, was used to benchmark the DNN models.

As with DNNs, 32 models (i.e. 26 fuel- and 6 control assemblies) were produced. A manual parametric study with the goal to find an optimal number of hidden neurons for each of the 32 assembly NNs was conducted. To this end, the number of neurons was varied from 1 to 30 and the best one, i.e. minimizing the MSE, was chosen for each NN.

The MATLAB NN models were trained using copper-wire measurement data from 47 cycles (only complete and good-quality data were manually selected and used for training). The input-output were normalized using $z$-score normalization and noise in the data was reduced using the Savitzky-Golay filter. The hyperbolic tangent (tanh) activation function was used in the hidden layer and a linear activation function in the output layer. The MSE cost function was minimized. Two algorithms were used in the training of the NN models, namely, the Levenberg-Marquardt and Bayesian Regularization algorithms, and it was concluded that the latter outperformed the former. Therefore, the results based on the Bayesian regularization algorithm are used for the comparison. Further details of the model can be found in [21].
4.4. *Design and training of MCD and BNN VI models*

Similar to the Keras DNN models, the MCD and BNN VI implementations use EarlyStopping and ReduceLROnPlateau regularization techniques. Furthermore, the BNN VI uses the same NN architecture and hyperparameters as those of the Keras DNN models. On the other hand, the MCD models employ a bigger NN architecture than that of the DNNs. For illustration purposes, the NN architecture and their associated hyperparameters for fuel assembly E6 are summarized in Table 1. Note that the MCD architecture and hyperparameters, were obtained from our prior experience (based on manual “trial and error” analysis) and this model is fixed and used for all 32 assembly-wise NNs. In building the NN UQ model in MCD and BNN VI, the Keras TensorFlow Probability library was used. TensorFlow Probability provides an integration of probabilistic methods with deep networks. The MCD model makes use of the regular Dense and Dropout layers, with a dropout rate of 0.2. The BNN VI model makes use of a DenseFlipout layer, which accounts for the implementation of the Bayesian variational inference analogue to a standard dense layer, by assuming that the weights and/or the biases are drawn from statistical distributions. The layer implements a stochastic forward pass, by default, via sampling from the weights and biases posterior. The outputs (i.e. \( \mu \) and \( \sigma \)) of the MCD and BNN VI models are connected to the distribution via the TensorFlow Probability DistributionLambda layer. The Negative Log-Likelihood function of the normal distribution, the predicted mean (\( \mu \)) and uncertainty (\( \sigma \)) were sampled from a heteroscedastic Gaussian distribution.

The predictive mean was estimated by averaging over 20000 iterations for both BNN VI and MCD. The uncertainty is estimated in terms of the standard deviation. The chosen number of iterations was necessary to ensure convergence in the predictions of both the mean and the standard deviation.

5. *Results and discussion*

The results of this section are divided into three sections. Section 5.1 summarizes the results of the hyperparameter optimization, Section 5.2 presents the comparison of Keras DNN and MATLAB ANN and Section 5.3 is devoted to the quantification of uncertainties associated with the DNN model.

5.1. *NN architecture and hyperparameters*

The optimal architecture and hyperparameter for an NN of interest and selected fuel assembly, E6, are presented in Table 1. Note that in this study, more effort was invested in optimizing the Keras DNN hyperparameter for all 32 assemblies. As indicated before, BNN VI uses the same architecture and hyperparameters as those of the Keras DNN models, while the MCD hyperparameters are obtained from our prior experience. The
MATLAB ANN hyperparameters are obtained from a previous study [21], briefly discussed in Subsection 4.3.

Keras DNN hyperparameter optimization results do not display any specific pattern in terms of the hidden layers and/or hidden neurons related to their position or their surrounding environment in the core, besides that the block of hidden layers always has a pyramidal structure: the number of neurons in a layer monotonically decreases when going from the deeper layers to the shallower ones. Nevertheless, the $R^2$, so-called coefficient of determination, obtained for the fuel assemblies, has a clearly visible tendency to decrease almost monotonically from 0.984 in the radially central region with less noisy measurements (position E6), to 0.903 in the most peripheral and, therefore, most noisy position H3. (As a reminder, $R^2$ is a measure of how well a statistical model predicts an outcome; its values are between 0 and 1, with 0 indicating that the model does not explain any variation and 1 denoting that it perfectly explains the observed variation). Values of $R^2$ for the control assemblies are in a narrower range ($0.946 \pm 0.09$). Our analysis led us to a conclusion that the hyperparameter combinations, obtained herein, do not necessarily represent the global optimum, but rather a combination that provides a satisfactory performance.

Table 1: Hyperparameters for Keras DNN, MCD, BNN VI and MATLAB ANNs for fuel assembly E6.

| Hyperparameters          | Keras DNN | MCD       | MATLAB ANN |
|--------------------------|-----------|-----------|-------------|
| Number of inputs         | 2         | 2         | 1           |
| Number of outputs        | 1         | 2*        | 180         |
| Number of layers         | 4         | 5         | 1           |
| Nodes per layer          | (157, 137, 86, 32) | (600, 500, 400, 300, 200) | 4 |
| Activation function      | ReLU      | ReLU      | Tanh        |
| Learning rate            | 1.0E-04   | 1.0E-05   | –           |
| Loss function            | MAE       | NLL       | MSE         |
| Optimizer                | Adam      | Adam      | Gradient Descent Gauss-Newton |
| Batch size               | 16        | 180       | –           |
| Number of epochs         | 750       | 1200      | 180         |
| Dropout rate             | –         | 0.2       | –           |
| Training samples         | 11047     | 11047     | 7191        |
| Test samples             | 684       | 684       | 1269        |
| Validation samples       | 1949      | 1949      | –           |

* value and uncertainty

5.2. Flux predictions with different NNs

After training the models for all the assemblies, the 10 cycles, which were not used either in training or in the validation of the DNNs models, were utilized for flux profile predictions.
Figure 10: Measured neutron flux profiles and their predictions by MATLAB ANN and Keras DNN models, for selected fuel and control assemblies (Cycle C2105-1).

Due to the large volume of generated results, only results for selected assemblies, namely C7, E5, E6 and H3 from one historical cycle (i.e. C2105-1), are presented in this paper. A comparison of Keras DNN and MATLAB ANN flux predictions for these assemblies is shown in Figure 10. This comparison aims to demonstrate a number of attributes, that is, the robustness of the NN models trained on different dataset sizes, pre-processing approaches, architecture designs, and hyperparameters.

Despite the use of different machine learning tools, it can be seen from Figure 10, that the Keras DNN and MATLAB ANN flux profile predictions are similar and that they can predict the flux profiles for unseen cycles with a good accuracy. The NNs built with both tools are also able to capture the top/bottom flux dips in the aluminium structural material of the assemblies reasonably well, except for cases where the profiles are shifted axially (these instances can be identified by the location of the top and bottom thermal peaks within the active height) and in the coupling piece, which correspond to the top-end thermal peak of the follower assemblies.

On average, the Keras DNN slightly out-performs the MATLAB ANN (see Figures 10
In general, it can be concluded that the DNN model is robust, shows good prediction and generalization capability on assembly-wise comparisons for the new cycles not used in training. The predictions for all 32 assemblies, over 10 operational cycles, are presented in Figure 12 in terms of the Normalized Root Mean Square Error (NRMSE), which is the Root Mean Square Error (RMSE) normalized to the mean of the measured data.

5.3. Uncertainty quantification with MCD and BNN

The design, training and most importantly, UQ in the DNN models are presented herein. The UQ in the models is performed using BNN VI and MCD models, discussed in Subsections 3.5 and 3.4. Figure 11 shows measured flux profiles and NN predictions based on the DNN, BNN VI, and MCD models for two fuel (E6 and H3) and follower assemblies (C7 and E5). The UQ results, along with the mean predictions by BNN VI and MCD, are compared to the Keras DNN results that has no uncertainties. The shaded areas in these plots indicate the NN approximation uncertainties computed by BNN VI and MCD, representing the 95% Confidence Interval (CI).

The Keras DNN results and the mean predictions from both BNN VI and MCD agree very well with each other, as well as to the noisy measured data of the fuel assemblies, signifying the generalization capability and robustness of the models. As was the case before, it can be seen in Figure 11 for the follower assemblies, that the bottom end is not captured well in some cases while the top end thermal peak is not well resolved by the three methods. This phenomenon is observed in all follower assemblies and subsequently contributes to the large errors observed in the followers. The magnitude of the error associated with this observation shown in Figure 12, is discussed later in this paper.

The uncertainty bands from BNN VI and MCD are very similar and consistent, with the 95% CI tightly bounding all the measured points, with only a few outside the uncertainty bands. Although the mean predictions do not resolve the top end thermal peak in the follower assemblies, the uncertainty bands of BNN VI and MCD cover this data points, and thus indicate a good measure of uncertainty. The wider band of the fuel assembly H3 is attributed to its position in the core, that is, located on the periphery and thus resulting in lower counts (refer to Figure 3). The narrower and less noisy measured data signify core positions with relatively higher counts (e.g. E6). Both BNN VI and MCD are able to capture this phenomenon.

The model prediction errors for all 32 assemblies, over 10 operational cycles (prediction dataset), are presented in Figure 12 in terms of NRMSE. Both Keras DNN and MATLAB ANN models show similar trends in error distribution, with small cycle-to-cycle variations. The fuel assemblies’ error lie within a range of 5% and 10%, while the follower assemblies (i.e. positions C5, C7, E5, E7, G5 and G7) show higher errors within a wider range of 5%
Figure 11: Measured neutron flux profiles and their predictions by different NN models along with uncertainty estimation, for selected fuel and control assemblies (Cycle C2105-1). The top two figures are for the fuel assemblies and the two bottom figures are for fuel-followers in the control assemblies.

and 23%. The comparatively shorter and lower placed box plots, for example, assemblies C4, D4, D5, etc., indicated better prediction accuracy.

The outliers of Figure 12 were identified as defective measurements and were mainly attributed to shifted axial profiles, including the anomalies as listed in Section 2.3. It can be seen that the Keras DNN has a fewer number of outliers than the MATLAB ANN. Since the performance of both models is similar, this observation is mainly attributed to training DNN with a larger and noisy dataset as opposed to the MATLAB ANN model which was trained on a smaller and smoothed dataset. The resulting Keras DNN models demonstrated some degree of robustness to these characteristics. Most interestingly, the additional effort invested in accounting for uncertainty, using BNN VI and MCD, yielded a better prediction than DNN and MATLAB ANN. The errors in both cases are reduced across all assemblies. Furthermore, BNN VI appears to be slightly more accurate than MCD.

In summary, the DNNs and MATLAB ANN models yielded similar predictions, indicating good prediction accuracy and robustness of the models. Besides the excellent
Figure 12: Distribution of the NRMSE over 10 cycles used for prediction for different assemblies and models.
generalization capability, the uncertainty bands produced by MCD and BNN VI agree very well, and in general, they can fully envelop the noisy measurement data points.

6. Conclusions and future work

In this work, various neural network models have been developed to predict the assembly axial neutron flux profiles, based on the measurement data from the SAFARI-1 reactor. The training dataset consists of copper-wire activation measurements, the axial measurement locations and the measured control bank positions, obtained from the reactor’s historical cycles. A detailed study on the quantification of neural network approximation uncertainties at cycles unseen in the training process has been performed. Even though neural networks have been successfully applied to many data-driven problems in nuclear engineering, as a black-box data-driven model, they will introduce approximation uncertainties especially in generalization domains. Quantifying such approximation uncertainties is therefore important in order to improve the credibility of neural network models. In this work, Uncertainty Quantification (UQ) of the standard DNN model predictions is performed, using Monte Carlo Dropout (MCD) and Bayesian Neural Networks solved by Variational Inference (BNN VI). The analyses are conducted using Python Keras and TensorFlow Probabilistic libraries, and benchmarked by the MATLAB Neural Network Toolbox.

The standard DNNs, DNNs solved with MCD and BNNs VI results agree very well among each other as well as with the new measured dataset not used in the training process, thus indicating a good prediction and generalization capability. The DNNs and MATLAB ANN models yielded similar predictions, indicating good prediction accuracy and robustness of the models. Besides the excellent generalization capability, the uncertainty bands produced by MCD and BNN VI agree very well, and in general, they can fully envelop the noisy measurement data points. The developed ANNs are useful in supporting the experimental measurements campaign and neutronics code Verification and Validation (V&V).

An important observation made in the current study with regards to the Keras ANNs models (i.e. DNN, MCD and BNN VI), is that MCD is much easier to implement and is able to reproduce the DNN results, including the predictive mean and model uncertainties of the BNN VI model. The MCD also reproduces the MATLAB ANN results with a good accuracy. Although the latter is user-friendly and easier to implement, its packages are not as freely available as those of Keras (Python). In the absence of MATLAB packages, it is strongly recommended to use MCD for both model predictions and UQ.

Future work includes a comparison between the neural network predictions and neutronics codes simulation. Also, additional research is needed to determine whether the slight differences in uncertainties produced by MCD and BNN are caused by the algorithms themselves or by the training data used in this study. Possible future studies to be
considered include: (1) an attempt to use the measurement data for predicting 3D flux shapes, (2) investigate reasons for the inferior performance of NNs in the vicinity of the coupling piece of the control follower assemblies and find a way to increase the accuracy of predictions, thereby improve the overall performance of these models, and (3) benchmark with other machine learning techniques such as Gaussian Processes that can provide the interpolation uncertainties directly.
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