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ABSTRACT Mobile edge computing (MEC) can provide computation and storage capabilities via edge servers which are closer to user devices (UDs). The MEC offloading system can be viewed as a system where each UD is covered by single or multiple edge servers. Existing works prefer a posterior design when task offloads, which can lead to increased workloads. To investigate the task offloading of edge computing in multi-coverage scenario and to reduce the workload during task offloading, a probability preferred priori offloading mechanism with joint optimization of offloading proportion and transmission power is presented in this paper. We first set up an expectation value which is determined by the offloading probability of heterogeneous edge servers, and then we form a utility function to balance the delay performance and energy consumption. Next, a distributed PRiori Offloading Mechanism with joint Offloading proportion and Transmission (PROMOT) power algorithm based on Genetic Algorithm (GA) is proposed to maximize the utility of UD. Finally, simulation results verify the superiority of our proposed scheme as compared with other popular methods.

INDEX TERMS Probability preferred, workload, offloading, genetic algorithm, mobile edge computing.

I. INTRODUCTION

With the rapid development of Internet of Things (IoTs), user devices (UDs) can provide more convenient services, which plays a more and more important role in our daily life [1]. However, high performance of low energy consumption and latency is unreachable due to the limitation of the UDs as per power battery, computation and storage capacity, and device size, etc.

Mobile edge computing (MEC), as a novel supporting mechanism of cloud computing, is developing very rapidly in recent years, which can provide an opportunity for UD to overcome those limitations and reduce energy consumption or latency. MEC provides a cloud computing capacity at the edge of the network [2]. In this case, the demand of UD for low energy consumption and latency can be achieved by offloading data or tasks to edge servers. The thought of bringing cloud capabilities closer to UD has further improved the user’s experience [3]–[5].

Since the tasks of UD can be executed locally or offloading to the edge server for processing, there is much literature focusing on partial offloading in MEC systems [6]–[9]. In partial offloading, one part of the task is executed locally and the rest part is executed remotely. Similarly, transmission power also becomes more important for the task that needs to be transferred to edge server in partial offloading. He et al. [6] optimized the energy minimization problem with the time constraint. Gu et al. [7] minimized energy consumption by using the matching game. He et al. [8] maximized the supported devices with communication and
computation constraints. Mu et al. [9] reduced energy consumption by investigated joint partitioning decisions and sub-carrier assignment. However, there is little information about the offloading proportion. Moreover, the transmission power is not jointly optimized during task offloading.

Besides, the base stations become denser and denser due to the development of 5th-Generation (5G) [10], and the workload of edge computing tasks offload decision is getting larger and larger which is caused by posterior mechanism. The posterior mechanism in edge computing offloading will cause every server connected to the UD to be evaluated once.

To deal with those challenges, in this work, a probability preferred priori offloading mechanism with joint optimized the offloading proportion and the transmission power method is presented. A tradeoff optimization problem with the expectation of time and energy consumption is formed, which maximize the utility of each UD. An M/M/1 queuing model is also adopted at the heterogeneous edge servers for reasonable task schedule. To solve the maximum utility problem and obtain the best offloading and transmission power, a distributed PRiori Offloading Mechanism with joint Offloading proportion and Transmission (PROMOT) power algorithm based on Genetic Algorithm (GA) is proposed. Simulations are conducted to evaluate the effectiveness of the presented schemes. The main contribution of this paper is summarized as follows:

1) A priori offloading model with probability preferred is proposed, where the expectation value is used. The utility maximum problem with jointly optimizing offloading proportion and transmission power is formed, which queue theory is also included.

2) A distributed PRiori Offloading Mechanism with joint Offloading proportion and Transmission (PROMOT) power algorithm based on Genetic Algorithm (GA) is proposed to tackle the utility problem to obtain the best offloading proportion and transmission power to achieve the maximum utility.

3) Simulation is carried out to evaluate the performance of the proposed solution which shows the superiority.

The rest of this paper is organized as follows. related work is introduced in Section II. The system model is introduced in Section III. Section IV presents the offloading scheme. In Section V, the illustrations of simulation results are discussed. And Section VI concludes the paper and made a view on future work.

II. RELATED WORK
Computation offloading in MEC is a decentralized and distributed approach, which UD can offload its tasks to one edge server it connected with for execution. In that case, UD needs to choose the best edge server to offload tasks if it connected with multiple edge server. From the perspective of task offloading, there are two kinds of task offloading strategies, including fully offloading and partial offloading, the focus in this paper is partial task offloading.

Yu et al. [11] proposed a dynamic mobility-aware partial offloading (DMPO) method to save energy consumption under delay constraint, which the short-term mobility prediction characteristic is used and combined with the mobile communication path decision. This algorithm predicts the time of handover and assigns a specific data size in each time slot to achieve the purpose of minimizing energy consumption. Kuang et al. [12] proposed a two-level alternation method framework based decomposition to solve the Partial Offloading Scheduling and Power allocation (POSP) problem. The framework can reduce time consumption. Wang et al. [13] proposed a Hungarian algorithm based MTMS algorithm to solve the energy minimization problem. In this algorithm, two phases are included, the first phase is that the task is divided into several subtasks and the second phase is that the subtasks are assigned to the neighbor edge servers which connected with the local edge server. In this case, the energy consumption can be efficiently reduced and the time consumption can also be reduced. Ning et al. [14] investigated the latency and offloading efficiency in MEC. Two situations are considered in this paper which is the single-user situation and multiple-user situation. In the former situation, the resources are not constrained and can be solved by the branch and bound algorithm. While the latter situation is resource competition and solved by Iterative Heuristic Resource Allocation (IHRA) algorithm. Tang et al. [15] investigated the time and energy consumption in MEC. A Mixed Overhead of Time and Energy (MOTE) minimization problem is proposed by joint optimized the time and energy consumption during task offloading. And the block coordinate descent method to solve each variable step by step is adopted. Ren et al. [16] investigated the latency minimization problem with joint optimize the communication and computation resource allocation. In this paper, three computation models consist of local compression, edge cloud compression, and partial compression is considered. By solving piecewise optimizatıon problem, the best communication and computation are obtained.

However, the literature [11], [13]–[15] have little information about the offloading proportion, they just consider a task can be divided into two or more part, one part can be executed locally, while the rest part can be executed remotely. The research [16] makes a specific offloading proportion during task offloading, while the transmission power is not considered. The literature [12] makes a specific offloading proportion and power allocation, while it just considers the situation in which a task is offloaded to single one edge server, the scenario that the user device is covered by multiple servers is not considered.

Tran et al. [17] investigated the scenario that a user device is covered by multiple edge servers, and optimized the offloading decision, transmission power, and computation resource. And a system utility function consist of the time and energy consumption can also be reduced. Ning et al. [14] investigated the latency and offloading efficiency in MEC. Two situations are considered in this paper which is the single-user situation and multiple-user situation. In the former situation, the resources are not constrained and can be solved by the branch and bound algorithm. While the latter situation is resource competition and solved by Iterative Heuristic Resource Allocation (IHRA) algorithm. Tang et al. [15] investigated the time and energy consumption in MEC. A Mixed Overhead of Time and Energy (MOTE) minimization problem is proposed by joint optimized the time and energy consumption during task offloading. And the block coordinate descent method to solve each variable step by step is adopted. Ren et al. [16] investigated the latency minimization problem with joint optimize the communication and computation resource allocation. In this paper, three computation models consist of local compression, edge cloud compression, and partial compression is considered. By solving piecewise optimizatıon problem, the best communication and computation are obtained.

However, the literature [11], [13]–[15] have little information about the offloading proportion, they just consider a task can be divided into two or more part, one part can be executed locally, while the rest part can be executed remotely. The research [16] makes a specific offloading proportion during task offloading, while the transmission power is not considered. The literature [12] makes a specific offloading proportion and power allocation, while it just considers the situation in which a task is offloaded to single one edge server, the scenario that the user device is covered by multiple servers is not considered.
system utility. Zhang et al. [18] studied the resource scheduling problem under multi-server scenario for minimizing the latency. A delay based Lyapunov function and a resource scheduling algorithm are proposed, which can effectively reduce the latency. Those researches studied the scenario that user devices are covered by multiple edge servers; which user devices must choose a specific edge server to offload task. While those research are used a posterior mechanism, which the workload is large when the number of covered server is getting larger. Yang et al. [19] investigated a multi-access MEC server system to reduce energy consumption. Computational offloading, subcarrier allocation, and computing resource allocation are jointly optimized. The authors designed an improved branch and bound algorithm (BnB) to find the global optimal solution. A combination algorithm is proposed to obtain the practical application of the suboptimal solution.

Another challenge of task offloading in MEC is task scheduling at the edge server. Gao et al. [20] proposed an energy minimization task offloading strategy with a dynamic priority-based task scheduling scheme in the MEC system. The strategy can reduce latency and improve performance. Luo et al. [21] proposed a stochastic and M/M/1 queuing based edge computing system model. In that case, a response time minimization problem is given which can be proved as an NP-complete. And a greedy algorithm is used to solve the problem. Chen et al. [22] formulated a multi-user and multi-task offloading problem by considering the mobile edge computing. An energy harvesting policy is proposed by using the Lyapunov approach. In that case, the centralized and distributed Greedy algorithm is proposed to solve the problem. Chen et al. [23] investigated the dynamic offloading problem in MEC. The problem is minimizing the energy consumption with ensuring the queue length. An Energy Efficient Dynamic Offloading Algorithm (EEDOA) is proposed further to solve this problem. Wang et al. [24] investigated the multi-task scheduling problem in hybrid mobile cloud computing (MCC). A Cooperative Multi-Task Scheduling based on Ant Colony Optimization algorithm (CMSACO) is proposed by jointly considering task profit, task deadline, task dependency, node heterogeneity and load balancing. And the network optimization algorithm in [25]–[28] provide an enlightening thought to the network construction in edge computing.

In this paper, we proposed a method called PRiori Offloading Mechanism with joint Offloading proportion and Transmission power (PROMOT). The method is probability preferred and can be adopted at the scenario that UDs are covered by one or multiple heterogeneous edge server. For reasonable task scheduling, an M/M/1 queuing is used at the edge server. By adopting the method, the utility of UDs can be efficiently improved.

### III. SYSTEM MODEL

MEC model is considered as in Figure 1, in which the system consists of $N$ UDs and $M$ edge servers, respectively. Those edge servers located at the edge of the cellular network. In this paper, each server can communicate with UDs through cellular link.

We consider that each UD submits their tasks with arrival rate $\lambda_i$ according to the Poisson process [29] and one computation task needs to be offloaded at one time in a time slot. Each task $i$ generated by UD $i$ can be characterized by a quaternion of four parameters, $<s_i, c_i, T_{i}^{\text{max}}, E_{i}^{\text{max}}>\), where $s_i$ denotes the input size of the task $i$, $c_i$ denotes the necessary needed CPU cycle of executing task $i$, $T_{i}^{\text{max}}$ and $E_{i}^{\text{max}}$ denotes the maximum tolerate time and energy of task $i$, respectively. Each UD can save its energy and reduce execution time by offloading their tasks to edge server or servers, however excessive data will incur additional time and energy consumption during task transfer. The UD chooses to offload the task with an offloading proportion $p_{i}^{\text{off}}$ ($0 \leq p_{i}^{\text{off}} \leq 1$), which $p_{i}^{\text{off}} = 1$ indicates that the task $i$ is offloaded entirely.

The queuing theory and heterogeneity is adopted in this system. In that case, each edge server maintains an M/M/1 queue and has different service rate. The service rate of server $j$ is denoted as $SR_j$. The used key notations in this paper are summarized in Table 1.

### A. LOCAL EXECUTION MODEL

Let’s assume that $f_{i,loc} > 0$ denotes the local computing capability of UD $i$ according to the CPU cycle/s. Then the time consumption of task $i$ executed locally can be calculated as follows

$$\tau_{i,loc}^{\text{comp}} = (1 - p_{i}^{\text{off}})\frac{c_i}{f_{i,loc}} \quad (1)$$

The energy consumption of UD $i$ when executing its task locally can be calculated by adopting the widely used model as $e = k f^2$ [30], where $k$ is the energy coefficient which depends on the chip architecture and $f$ is the CPU frequency. Thus the energy consumption of task $i$ can be obtained as
TABLE 1. Notations.

| Notations | Descriptions |
|-----------|--------------|
| N         | The number of UDs in the system |
| M         | The number of edge servers in the system |
| λi        | The arrival rate of the UD i |
| p_i^off   | The offloading rate of task i |
| s_i       | The data size of task i |
| c_i       | The necessary CPU cycle of executing task i |
| Eloc      | Energy consumption of task i when executing task locally |
| tloc      | Time consumption of task i when executing task locally |
| floc      | The local computing capability of UD i |
| K         | Energy coefficient of user device |
| B         | The channel bandwidth |
| N_i       | The background noise interference |
| P0        | The transmission power of the UD |
| Pmax      | The maximum transmission power of UD i |
| h_i,j     | The channel gain between the UD i and the edge server j |
| R_i       | The uplink transmission rate |
| SR_i      | The service rate of edge server j |
| E_trans   | The transmission energy consumption expectation of task i |
| texe      | The time consumption expectation of task i when executing remotely |
| Eexe      | The energy consumption expectation of task i when executing remotely |
| texe      | The maximum execution latency of the UD i |
| Emax      | The maximum energy of the UD i |

follow

\[ E_{loc} = k(f_{loc}^2)(1 - p_i^off)c_i \] (2)

B. Edge Server Execution Model

The UD needs to choose an edge server to offload its task since the UD is covered by multiple edge servers. The mathematical expectation is used in this paper for solving the task offloading decision problem. For each edge server has its own service rate, we can calculate the offloading probability of server j at UD i as follows:

\[ pro_{i,j} = \frac{SR_j}{\sum SR_k} \] (3)

where the numerator is the service rate of server j, the denominator is the total service rate of all servers that connected with UD i and k is the total number of edge servers that UD i connected with. According to the equation (1), the server with larger service rate has a higher probability to the offloading server, which is benefited to the UD and can improve the UD’s performance.

When tasks processed in edge server, there are three parts of incurred delay: the time consumption \( t_{trans} \) caused by transmitting the task to the edge server through cellular link; the time consumption \( t_{exec} \) caused by executing and waiting at the edge server; the time consumption caused by transmitting the result from edge server back to the UD. The time consumption of transferring the result can be ignored for the data size of the result is much smaller than that of the input [31].

In this work, the transmission rate is calculated by Shannon formula [32] with the consideration of the mutual interference caused by other UDs and the background interference, the transmission rate of UD i transfer task to server j is calculated as follows

\[ R_{i,j} = B \log_2(1 + \frac{P_0 h_{i,j}}{N_0 + \sum_{f \in k\setminus j} P_f h_{f,j}}) \] (4)

where B is the channel bandwidth and \( N_0 \) is the background noise interference. \( P_0 \) (\( 0 < P_0 \leq P_{\text{max}} \)) is the transmission power of the UD i, and \( P_{\text{max}} \) is the maximum transmission power of UD i. \( h_{i,j} \) is the channel gain between the UD i and the edge server j, the rest of the denominator is interference between UDs.

Since the uplink transmission rate is obtained, we can calculate the transmission time of UD i for offloading the data from UD i to the edge server j as follows:

\[ t_{i,j}^{trans} = \frac{p_i^off s_i}{R_{i,j}} \] (5)

Each edge server has a probability to be the server that UD offloads task to. To reduce the workload when UD evaluate every edge server, the expectation which is made by offloading probability is used. Thus, the expectation of transmission time of task i can be calculated as follow

\[ t_i^{trans} = \sum_k pro_k \frac{p_i^off s_i}{R_{i,k}} \] (6)

Then the expectation of energy consumption of transmitting the data a from UD i to the edge server is \( E_i^{trans} \), which can be given as follows:

\[ E_i^{trans} = \sum_k pro_k P_0 R_i^{trans} \] (7)

The MEC server has the capability to provide computation service to multiple UDs, after receiving the task from a UD, the server will execute the task and return the result back to the UD. An M/M/1 queue is constructed at each server, which is benefited to the UD and can improve the UD’s performance.

When tasks processed in edge server, there are three parts of incurred delay: the time consumption \( t_{exec} \) caused by transmitting the task to the edge server through cellular link; the time consumption \( t_{exec} \) caused by executing and waiting at the edge server; the time consumption caused by transmitting the result from edge server back to the UD. The time consumption of transferring the result can be ignored for the data size of the result is much smaller than that of the input [31].
C. PROBLEM FORMULATION

To this end, the total delay when UD $i$ offloads its task can be obtained. Due to both local and remote executing that can occur simultaneously, the total delay is the largest of the two-time consumption. Given the offloading proportion and transmission power, the total delay generated by UD $i$ when offloading its task in a distributed way is given by

$$T_{i}^{total} = \max\{t_{i}^{comp}, t_{i}^{trans} + t_{i}^{exe}\} \quad (11)$$

The energy consumption of UD$i$ can also be obtained as follows

$$E_{i}^{total} = E_{i}^{loc} + E_{i}^{trans} + E_{i}^{exe} \quad (12)$$

In the mobile edge system, the UD utility usually consists of the time and energy which a task completed. Therefore, the utility of UD $i$ can be defined as

$$utility(p_{i}^{off}, P_{oi}) = \alpha \frac{T_{i}^{total} - T_{i}^{max}}{T_{i}^{max}} + (1 - \alpha) \frac{E_{i}^{max} - E_{i}^{total}}{E_{i}^{max}} \quad (13)$$

where $0 < \alpha < 1$ is the weight between time and energy consumption. When $\alpha$ is large, it means that time consumption is more valuable than energy consumption, otherwise, the energy consumption is more important than time consumption. Each UD can set the value of $\alpha$ adjusting different practice situations, saving time or energy consumption.

Through the analysis above, the priori mechanism-based problem of joint task offloading proportion and transmission power is formulated here, which maximize the average utility of UD$S$. Then the problem is given as follows,

$$\max_{P_{i}^{off}, P_{oi}} U = \sum_{i=1}^{M} utility(p_{i}^{off}, P_{oi}) \quad (14)$$

subject to\(0 \leq p_{i}^{off} \leq 1\) \quad (14a)

$$0 < P_{oi} \leq P_{o\text{max}} \quad (14b)$$

$$E_{i}^{total} < E_{i}^{max} \quad (14c)$$

$$T_{i}^{total} < T_{i}^{max} \quad (14d)$$

The constraints in the formulation above can be explained as given: constraint (14a) imply that the offloading proportion is no more lager than 1; constraint (14b) imply that the transmission power should be less than the maximum transmission power of UD$; constraint (14c) imply that the energy consumption should be less than the maximum time consumption and constraint (14d) imply that the time consumption should be less than the maximum energy consumption.

IV. ALGORITHM DESIGN

Under the scenario that UD covered by single or multiple edge servers, each UD should consider the offloading proportion and transmission power under every edge server that UD connected. In that way, which we called posterior offloading mechanism, the workload could be very large if the UD is covered by dense edge servers. Based on this, a priori offloading mechanism is proposed.

Theorem 1: The workload of the priori offloading mechanism is less than that of the posterior offloading mechanism.

Proof: Let assume that the workload of a UD to evaluate the utility and obtain the best offloading proportion and transmission power at the edge server is $\phi(\phi > 0)$. The total workload of a UD is $\beta\phi$ when the UD connects with $\beta$($\beta \geq 1$) edge server by using a posterior offloading mechanism. In that way, for each additional number of edge server that the UD connects with, the UD needs to evaluate the utility once more, and the workload will be increased once. With a priori offloading mechanism, the total workload of a UD is $\phi$ when the UD connects with $\beta$ edge server. As the increasing number of connected edge servers, the utility of UD changes only in the expectation value of time and energy consumption, but the algorithm only runs for one time. In that way, the number of edge server that connected with the UD has no effect on the number of times the algorithm is run, the algorithm runs only once, so the workload is $\beta$. Thus the workload of priori offloading mechanism is less than that of posterior offloading mechanism due to $\phi > 0$ and $\beta \geq 1$.

Through a detailed analysis, we propose an algorithm called a distributed PRiori Offloading Mechanism with joint Offloading proportion and Transmission (PROMOT) power algorithm to maximize the UD utility. The PROMOT algorithm is consisting of three phases: First, the UD gets the network information includes the number of connected edge servers, the position of those edge server, the capacity of those edge server etc. Based on those network information, the UD can calculate the offloading probability of each connected edge server. The expectation value is also calculated and UD forms a utility function with offloading proportion and transmission power. Then, the UD transmits the utility function to the nearest edge server. The Genetic Algorithm is running at edge server for searching the best offloading proportion and transmission power. Finally, the nearest edge server feedback the results to the UD. The UD generates a random number which is corresponding to the offloading probability among connected edge servers. The UD begins to offload task according to the random number with the best offloading proportion and transmission power. Specifically, the PROMOT algorithm is always running at the beginning of a time slot, which means the offloading proportion and transmission power keeps unchanged until the next time slot begins. The flowchart is described in Figure 2.

Example The UD connected with two edge servers, named edge server A and edge server B. The offloading probability of edge server A and B are calculated as $pro_{A}$ and $pro_{B}$($pro_{A} + pro_{B} = 1$), respectively. After the best offloading proportion and transmission power are obtained, the UD generates a random number $ran_{UD}(0 < ran_{UD} < 1)$. If $0 < ran_{UD} \leq pro_{A}$, then the UD will offload task to edge server A, otherwise, $pro_{A} < ran_{UD} \leq (pro_{A} + pro_{B})$, then the UD will offload task to edge server B. If the number of edge servers is three or more than three, the interval from 0 to 1 can be divided into three or more probability intervals.
The pseudo-code of the PROMOT algorithm can be described in algorithm 1.

**Algorithm 1 Proposed PROMOT Algorithm**

Input: network information, task’s information, UD’s information, edge servers’ information.

Output: offloading proportion, transmission power

1. **Initialization** with task set, server set, information broadcast
2. UD $i$ calculates the offloading probability, expectation value of time and energy consumption, forms a utility function and transfers it to nearest edge servers
3. //using GA algorithm to search the optimal offloading proportion and transmission power
4. **Initialization** with precision $\varepsilon$, Maximum Generation (MG), crossover probability (CP), mutation probability (MP), generate first generation population (Pop), Population Size (PS).
5. while evolution generation $<\text{MG}$:
6. decode the population to obtain the representation
7. get utility value $U(i)$ and cumulative probability value
8. select a new population
9. cross new population according to CP
10. mutate operation according to MP
11. merge parents and children into new population
12. final decode
13. utility value $U(i)$ assessment
14. select the greatest utility value $U(i)$ between populations
15. find the maximum utility value in the round
16. **end while**

The pseudo-code for solve the problem is summarized in algorithm 1, where $\varepsilon = 0.001$, maximum generation is set as 50, crossover probability is set as 0.8, mutation probability is set as 0.01, and the number of newly formed population is set as 50. According to Figure 3, we can see that the algorithm is converged at 20-30 generations. Thus we set the maximum generation as 50, and our algorithm has great convergence according to Figure 3. From the proposed PROMOT Algorithm, we can catch the optimal offloading proportion and transmission power for each UD to maximize the utility function.

The major advantage of the Genetic Algorithm is the ability to search quickly, randomly, and independently of the problem domain [36]. The search starts from the population, which has the potential parallelism. The Genetic Algorithm can carry on many individuals simultaneously the comparison and the process is simple. It has the randomness by using the probability mechanism to carry on the iteration. It is extensible and easy to be combined with other algorithms.

**V. EXPERIMENTAL RESULTS**

In this section, we investigate the performance of our system for validating the efficiency of the offered algorithm for the joint time and energy optimization problem. We simulated the experiment on a windows operating system that contains CPU with dual-core, eight gigabytes (GB) of memory and one terabyte of second storage memory. The python language is the programming language we use. Here, ten edge servers are install in the range of 50m × 50m. The user devices and edge servers use a single antenna for communicating. We also assume that the maximum latency and energy consumption in our system are 2s and 15J respectively [35]. The rest main parameters can be found in Table 2.

The utility performance of our scheme strategy is compared with the following method.

1) Optimizing the offloading Proportion and transmission Power with Out Queue theory method (PPOQ) [12]: the queue theory is not adopted. The optimization variables are the offloading proportion and transmission power. In that case, the edge server only maintains a normal queue

2) Optimizing the Offloading Proportion with Queue theory and Random Transmission Power (OPQR) method: queuing theory is adopted and the offloading proportion is optimized. The transmission power is randomly allocated.
3) Optimizing the Offloading Proportion without Queuing theory and Random transmission power method (OPOQR) [16]: the queuing theory is not adopted and the transmission power is randomly allocated. The optimization variable is only the offloading proportion.

First, we investigate the impact of increasing number on system utility performance. From Figure 4, we can see that, with the increasing number of UD, the system utility is always higher than the other three methods. When the number of UD is one or two, the utility is very close to OPQR method, however, the utility gap between PROMOT and OPQR is getting larger and larger. In that case, the scalability is good.

As shown in Figure 5, the trend of average utility with increasing task arrival rate can be investigated after the number of UD is fixed. As the task arrival rate increases, the overall trend is downward, which means the larger task arrival rate, the lower average utility. In that case, the execution time and energy will increase with the task arrival rate increases due to the M/M/1 queuing model adopted at the edge server. From the Figure, the utility of NQNE and NEBE methods is lower than QBNE and PROMOT method, which means the M/M/1 queuing model can effectively improve the system utility. And the system utility of the PROMOT method is higher than that of QBNE method because the transmission power is optimized.

Next, we examine the data size impact on system utility. As shown in Figure 6, the average utility of four methods is shown as an uptrend with the increasing of the number of edge server, which means the average increases with the increasing of the number of edge server. In that case, UDs have more choice to offload tasks for UDs are covered by multiple edge server. And the average utility of PROMOT method is always higher than that of the other three methods. As the number of the edge server is six, the utility of the QBNE method is higher than that of the NQBE method, which means queue theory can improve the utility of UDs.

Then, we examine the data size impact on system utility. As shown in Figure 7, the average utility of four methods is shown as an uptrend with the increasing of the number of edge server, which means the average increases with the increasing of the number of edge server. In that case, UDs have more choice to offload tasks for UDs are covered by multiple edge server. And the average utility of PROMOT method is always higher than that of the other three methods. As the number of the edge server is six, the utility of the QBNE method is higher than that of the NQBE method, which means queue theory can improve the utility of UDs.

From Figure 8(a) and 8(b), the time consumption and energy consumption with different weight is investigated, which the weight $\alpha$ is changed from 0.1 to 0.9. It can be seen that the energy consumption decreases when the weight $\alpha$ increases and the time consumption increases with the
weight $\alpha$ increases. This is because UD takes more attention to energy consumption when the weight $\alpha$ increases, which means energy consumption is more important than time consumption.

VI. CONCLUSION AND FUTURE WORK

In this work, we investigated the mobile edge computing (MEC) model which UDs are covered by single or multiple edge servers. In that case, we proposed a probability preferred priori offloading mechanism with joint optimized offloading proportion and transmission power. A utility function with UD’s time and energy consumption is formed, then the GA based PROMOT algorithm is used to solve the problem and the best offloading proportion and transmission power can be obtained for maximizing the UD utility.

We only consider offloading task to one single edge server under the scenario that UDs are covered by single or multiple edge server(s) in this paper, and if UD is covered by multiple edge servers, we can split a task into multiple subtasks, and offloading those subtasks in a distributed way. In that case, we need to calculate the best proportion for each subtask and find a unified transmission power. A device-to-device (D2D) offloading is not considered in this paper. Thus, we can add a D2D offloading in the future work for some UDs have more enough computation capacities.
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