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Abstract

We consider a two phase elastic thin film with soft inclusions subject to bending dominated deformations. The soft (void) phase may comprise asymptotically small droplets within the elastic matrix. We perform a dimension reduction analysis and obtain a novel ‘Blake-Zisserman-Kirchhoff’ functional on a natural space of ‘flat and fractured’ two-dimensional isometric immersions that combines Kirchhoff’s classical plate theory with Blake-Zisserman type surface energy contributions at cracks, folds and the boundary of voids.
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1 Introduction

We examine materials consisting of two phases: an elastic matrix and inclusions that do not show any resistance to deformations such as voids. Such materials occur in a variety of quite different applications ranging from biology to geophysics to material science to medicine. We refer to \cite{54} for a more detailed account of applications including references to the literature. Our focus in this contribution lies on thin structures which are of particular interest in mechanical applications.

Mathematically such systems are modeled in the bulk by energy functionals of the form

\[(y, A) \mapsto \int_{\Omega \setminus A} W(\nabla y(x)) \, dx + \int_{\Omega \setminus \partial^* \Omega \setminus A} \psi(\nu(A)) \, d\mathcal{H}^2.\]  

Here the Lipschitz domain $\Omega \subset \mathbb{R}^3$ is the reference configuration of the body, $y \in W^{1,2}(\Omega, \mathbb{R}^3)$ (say) is a deformation mapping whose elastic energy is given in terms of a stored energy function
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are extensions to brittle materials. For membranes a dimension reduction has been carried out in [54]. There we have considered such functionals on thin films with \( \Omega_h = \omega \times (0, h), 0 < h \ll 1, \) and have derived an effective dimensionally reduced two phase theory for elastic membranes with soft inclusion in the limit \( h \to 0, \) thus extending the classical results [39] [14] for purely elastic, respectively, brittle materials. Yet, while membrane theories appropriately describe elastic deformations of rubber-like materials, they do not capture the leading order effects in stiffer (and more brittle) materials that respond elastically only to very small strains. In the absence of a significant plastic regime these typically develop cracks already as a result of small displacements. E.g., a membrane theory, even if allowing for fracture, cannot adequately describe a plate that develops bending cracks.

The envisioned extension to plates, which is the main aim of the present contribution, turns out to be considerably more involved. Our main goal is to describe bending dominated deformations in the elastic zone, so that the bulk energy will be of the order \( h^3, 0 < h \ll 1 \) being the small film height. At the same time, the surface area of significant cracks will typically scale with \( h \) and, hence, a naive limit \( h \to 0 \) for any fixed material will result in a purely elastic Kirchhoff plate theory, cp. [32]. (In fact this is inline with the experience that even very brittle materials such as glass may undergo large bending if only thin enough.) Yet, nontrivial results are obtained when one considers the strength of the material, which specifies the relation of the surface energy to the elastic moduli, as a second small parameter and consequently allows it to explicitly depend on \( h \). So in effect one is lead to investigate a sequence of thin films of specific materials asymptotically as \( h \to 0 \). The most interesting scenario (and mathematically the most demanding) is when both bulk and surface energies contribute at the same scale, which in the present case leads us to consider surface energy contributions scaling with \( h^2 \) per unit surface area. Then indeed, the bending energy of the matrix and the interface energy are of the same order \( h^3 \), and the limiting functional will depend in a non-trivial way of both bulk and surface contributions. (Other scaling regimes are significantly more elementary and will lead to either a pure Kirchhoff plate theory or a degenerate trivial limiting functional.) We furthermore introduce a technical modeling assumption by restricting our attention to inclusions that satisfy a suitable 'minimal droplet assumption', see the discussion below.

In the absence of voids, the derivation of a dimensionally reduced theory for thin plates is a classical problem in elasticity theory, [28, 35, 59], also cp. [14, 21, 22]. Yet, first rigorous results on variational convergence to effective limit models are comparably recent, [2, 4, 12, 59]. A fundamental step towards much of the subsequent progress was achieved in [52] where a novel geometric rigidity estimate was established that carries the Korn inequality to a nonlinear setting. It allowed the authors to perform a rigorous passage from 3d nonlinear elasticity to Kirchhoff's plate theory in the bending dominated regime. As we will see, this indeed captures the behavior of the elastic matrix also in our case. Both [52] and the hierarchy of plate models found in [43] have laid the foundation to an abundance of extensions in different directions, among them shell theories [31, 42], atomistic parent models [35, 59], non-trivial elastic response as for incompressible materials [28] or composites with highly oscillatory elastic moduli [50, 34, 35] and, notably, multilayers and non-Euclidean plates [55, 57, 11, 9, 40, 46, 28, 25, 11]. Also the convergence of equilibria and dynamic solutions have been established in special cases [49, 48, 1]. Of particular relevance to our set-up are extensions to brittle materials. For membranes a dimension reduction has been carried out in [14] in the static case and in [7] for quasistatic evolutions. Beyond the membrane energy regime little appears to be known except for a recent contribution on sheets folded along a pre-assigned
curve \[8\] and the derivation of a general ‘Griffith-Euler-Bernoulli theory’ for thin brittle beams from a nonlinear 2d Griffith functional achieved in \[58\].

In view of the above discussion on the scaling of energies we consider a Lipschitz domain \(\omega \subset \mathbb{R}^2\), we set \(\Omega_h = \omega \times (0, h)\) and we study energy functionals of the form

\[
(y, A) \mapsto h^{-3} \int_{\Omega_h \setminus A} W(\nabla y(x)) \, dx + h^{-1} \int_{\Omega_h \cap \partial^* A} \psi(\nu(A)) \, d\mathcal{H}^2,
\]

where \(W\) has a single non-degenerate potential well at \(SO(3)\). We seek to prove a \(\Gamma\)-convergence type passage towards a limiting plate functional as \(h \to 0\) under the hypothesis of a minimal droplet assumption for the inclusion \(A\). It guarantees that \(A\) cannot contain too many small droplets of size \(\ll h\) which contribute significantly to its surface measure, while we remark that droplets comparable to or larger than the film height are not restricted. We quantify this in \(\[6\]\) in terms of a growth condition on their tubular neighborhoods; in case of smooth inclusions compactly contained in \(\Omega_h\), this growth condition naturally follows from an upper bound comparable to \(\frac{1}{h}\) on the norm of the shape tensor of \(\partial A\). (Indeed in Theorem \[A.3\] in the appendix we investigate its validity for sets whose boundary is merely a varifold with bounded generalized second fundamental form.)

The limiting functional is defined on a product space \(SBV^{2,2}_\text{iso}(\omega) \times \mathcal{F}(\omega)\), where \(SBV^{2,2}_\text{iso}(\omega)\) is the space of ‘fractured and creased flat isometric immersions’ and \(\mathcal{F}(\omega)\) is the space of all sets of finite perimeter in \(\omega\). A map \(r\) lies in \(SBV^{2,2}_\text{iso}(\omega)\) if and only if \(r \in SBV^2(\omega, \mathbb{R}^3)\) and its approximate gradient \(\nabla r = (\partial_1 r, \partial_2 r)\) lies in \(SBV^2(\omega, \mathbb{R}^{3 \times 2})\) and satisfies the isometry condition \((\nabla r, \partial_1 r \wedge \partial_2 r) \in SO(3)\). If \(r \in SBV^{2,2}_\text{iso}(\omega)\) then \(r\) is a \(W^{2,2}\)-isometric immersion on \(\omega \setminus (J_r \cup J_{\nabla r})\) and consequently it is a ruled surface there (see \([43]\) Remark 1.2)); however notice that the set \(J_r \cup J_{\nabla r}\) might be dense in \(\omega\). Our limiting model thus takes the form

\[
(r, D) \mapsto \frac{1}{24} \int_{\omega \setminus D} Q_2(\Pi_r) \, dx + 2 \int_{J_r(\nabla r) \cap D} \psi_0(\nu(J_r(\nabla r))) \, d\mathcal{H}^1 + \int_{\omega \cap \partial^* D} \psi_0(\nu(D)) \, d\mathcal{H}^1
\]

for deformations \(r\) belonging to the space \(SBV^{2,2}_\text{iso}(\omega)\). Here \(\Pi_r\) is the second fundamental form of the immersion \(r\), which is computed from the approximate gradient \(\nabla(\nabla r)\) of the approximate derivative of \(\nabla r\). Moreover, \(Q_2\) is a quadratic function derived from \(D^2W(Id)\) and \(\psi_0\) is an effective surface energy density derived from \(\psi\). The elastic bending energy contribution in the bulk is given by the classical Kirchhoff plate theory in terms of a quadratic energy functional acting on the second fundamental form associated of the immersion \(r\). There is also an obvious surface term measuring the length of the boundary \(\partial^* D\). However, there are also surface terms within \(\omega \setminus D\) which may arise from thin soft regions that separate parts of the matrix and whose volume vanishes asymptotically. Hence, besides the limiting phase boundary \(\partial^* D\), we also get surface contributions both from cracks and folds in \(r(\omega \setminus D)\), corresponding to the jump sets \(J_r\) and \(J_{\nabla r}\) on \(\omega \setminus D\), respectively, so that our limiting functional will be a Blake-Zisserman type functional, cp. \([10, 16, 17]\) (also cf. the survey \([18]\) and the references therein). We refer to the main result in Theorem \[5.3\] and to Section \[8\] for the precise statement and details.

We close this introduction with some comments on the technical challenges that have to be overcome. A crucial observation is that even though our minimal droplet assumption imposes only mild asymptotic regularity restrictions on the void sets, it is possible to partition the whole plate into many small cubes where the number of ‘bad cubes’ that contain cracks is controlled. A geometric rigidity result then allows to conclude that on ‘good cubes’ deformations are almost rigid. Yet, the presence of a void region impedes any compactness in Sobolev spaces and we therefore cannot proceed as in the elastic case (cp. \([32]\)) in what follows. We overcome this difficulty by carefully putting together individual rigid motions on the cubes in order to construct a sequence of functions \((r_h) \subset SBV(\omega, \mathbb{R}^3)\) that—together with their approximate derivatives—converges to the limiting \(r\) with controlled norms in \(SBV\). The precise construction is, necessarily, rather involved as the envisioned energy bounds do not allow for (too much) artificial fracture as e.g. in a piecewise constant interpolation or (too high) artificial elastic energy as would result from mollifying within regions that will eventually be fractured.
Furthermore there are two key steps to establish the lower bound estimates of our main theorem: For estimating the surface contribution we design an auxiliary functional which essentially tracks the surface energies along a given sequence and to which we apply a bulk relaxation result, cf. [13] [54]. For the bulk part the main difficulty lies in the identification of the limiting strain, more precisely, in showing that the limiting strain is asymptotically linear in the out-of-plane direction. We achieve this by considering a ‘flattened’ plate deformation and applying an $SBV$-closure argument to such a mapping.

For the construction of recovery sequences we first provide auxiliary explicit 3d approximations in which the deformation mappings may still be $SBV$ functions. In a secondary step these are then further approximated with the help of a bulk relaxation argument. The validity of a minimal droplet condition is then examined for arbitrary norms with the help of local estimates for the volume of tubular neighborhoods of the full crack set $J_a \cup J_\Gamma \cup \bar{D}$, see [5], that amounts to require an outer Minkowski-content measurability condition (see comments and remarks after Theorem 3.3).
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2 Notation and preliminaries
If $x \in \mathbb{R}^3$ we denote its coordinates by $x = (x_1, x_2, x_3) = (x', x_3)$, where $x' = (x_1, x_2)$. More generally, if $X = (X_1 X_2 X_3)$ is a $(k \times 3)$-matrix, we write $X' = (X_1 X_2)$ for the $(k \times 2)$-matrix obtained by considering only the first two columns of $X$. If $v$ is a function defined on a (domain of) $\mathbb{R}^3$ with values in $\mathbb{R}^k$ and $\nabla v = (\partial_1 v, \partial_2 v, \partial_3 v)$ is its differential, then we write $\nabla' v = (\nabla v)' = (\partial_1 v, \partial_2 v)$.

The characteristic function of a set $S$ is denoted by $\chi_S$ and the closure in $\mathbb{R}^n$ of a set $S$ is denoted by $\overline{S}$. We use $| \cdot |$ for the Euclidean norm and the scalar product is denoted by $\langle \cdot, \cdot \rangle$. If $A \subset \mathbb{R}^n$ and $\psi$ is a norm on $\mathbb{R}^n$, we define the $\psi$-anisotropic distance function from $A$ by
\[
\text{dist}_\psi(x, A) = \inf\{\psi(x - a) : a \in A\} \quad \text{for} \ x \in \mathbb{R}^n
\]
and we denote by $\psi^\circ$ the dual norm of $\psi$, i.e.
\[
\psi^\circ(u) = \max\{\langle u, v \rangle : \psi(v) \leq 1\} \quad \text{for} \ u \in \mathbb{R}^3.
\]

We say that a Borel subset $S \subset \mathbb{R}^n$ is countably $H^k$-rectifiable if there are at most countably many $C^1$ submanifolds of dimension $k$ in $\Omega$ that cover $S$ up to an $H^k$ negligible set. If moreover $H^k(S) < \infty$ then we say that $S$ is $H^k$-rectifiable.

Suppose $\Omega \subset \mathbb{R}^n$ is an open set and $u \in L^1_{\text{loc}}(\Omega, \mathbb{R}^m)$. We denote by $\text{Su}$ the approximate discontinuity set of $u$, see [5] Definition 3.63. A point $x \in \Omega$ is called approximate jump point of $u$ (see [5] Definition 3.67) if there exist $a, b \in \mathbb{R}^m$ and $\nu \in S^{n-1}$ such that $a \neq b$ and
\[
\lim_{\rho \to 0} \rho^{-n} \int_{B^+_\rho(x, \nu)} |u(y) - a| \, dy = 0, \quad \lim_{\rho \to 0} \rho^{-n} \int_{B^-_\rho(x, \nu)} |u(y) - b| \, dy = 0.
\]
Here $B^+_\rho(x, \nu) = \{y \in B_\rho(x) : \langle y - x, \nu \rangle > 0\}$ and $B^-_\rho(x, \nu) = \{y \in B_\rho(x) : \langle y - x, \nu \rangle < 0\}$. The triplet $(a, b, \nu)$ is uniquely determined up to a permutation of $(a, b)$ and a change of sign of $\nu$. We denote it by $(u^+(x), u^-(x), \nu(u(x)))$. Notice that $J_a$ and $S_u$ are always $L^\infty$-negligible subsets of $\Omega$ and $J_a \subset S_u$: see [5] 3.64, 3.69.

A function $u \in L^1(\Omega, \mathbb{R}^m)$ is said to lie in the space $BV(\Omega, \mathbb{R}^m)$ of functions of bounded variation if its distributional derivative $Du$ is a finite $\mathbb{R}^{m \times n}$-valued Radon measure. The total variation of $u$ with respect to the Euclidean norm is denoted by $|Du|$. We also need to consider
the anisotropic total variation $\psi(Du)$ of $Du$ with respect to an arbitrary norm $\psi$ for a function $u \in BV(\Omega)$: this is the Radon measure $\psi(Du)$ on $\Omega$ given by

$$\psi(Du)(B) = \int_B \psi \left( \frac{Du}{|Du|} \right) \, d|Du| \quad \text{for } B \subset \Omega \text{ Borel},$$

where $\frac{Du}{|Du|}$ is the $|Du|$-measurable function satisfying $Du = \frac{Du}{|Du|} \, |Du|$.

The Federer-Volpert theorem (see [5, Theorem 3.78]) ensures that if $u \in BV(\Omega, \mathbb{R}^m)$ then $S_u$ is countably $H^{n-1}$-rectifiable, $H^{n-1}(S_u \setminus J_u) = 0$ and

$$Du \setminus J_u = (u^+ - u^-) \otimes \nu_u \mathcal{H}^{n-1} \setminus J_u.$$

(Observe that $|Du|(B) = 0$ if either $H^{n-1}(B) = 0$ or $H^{n-1}(B) < \infty$ and $B \cap S_u = \emptyset$ by [5, Lemma 3.76]). Moreover the Calderon-Zygmund theorem (see [5, Theorem 3.83]) proves that $u$ is approximately differentiable (see [5, Definition 3.70]) at $x \in \Omega$ and its approximate differential $\nabla u = (\partial_1 u, \ldots, \partial_n u)$ is the density of $Du$ with respect to $\mathcal{L}^n \setminus \Omega$. Denoting by $D^x u$ the singular part of $Du$ with respect to $\mathcal{L}^n \setminus \Omega$, we have that

$$Du = \nabla u \mathcal{L}^n \setminus \Omega + D^x u = \nabla u \mathcal{L}^n \setminus \Omega + (u^+ - u^-) \otimes \nu_u \mathcal{H}^{n-1} \setminus J_u + D^x u,$$

where $D^x u = D^x u \setminus (\Omega \setminus S_u)$. We say that $u$ lies in the space $SBV(\Omega, \mathbb{R}^m)$ of special functions of bounded variations if and only if $D^x u = 0$. For $p \geq 1$ we write

$$SBV^p(\Omega, \mathbb{R}^m) = \{ u \in SBV(\Omega, \mathbb{R}^m) : \nabla u \in L^p(\Omega, \mathbb{R}^m) \text{ and } H^{n-1}(S_u) < \infty \}.$$
3 Models and main results

Let \( \omega \subset \mathbb{R}^2 \) be a bounded open domain with Lipschitz boundary. For \( h > 0 \) we define the reference configuration of a thin plate by

\[
\Omega_h = \omega \times (0, h).
\]

We fix a stored energy density \( W : \mathbb{R}^{3 \times 3} \to [0, +\infty) \) for the elastic matrix which satisfies the following standard set of assumptions:

- frame indifference: \( W(RX) = W(X) \) for all \( X \in \mathbb{R}^{3 \times 3}, R \in \text{SO}(3) \),
- regularity: \( W \) is \( C^2 \) in a neighborhood of \( \text{SO}(3) \),
- single well and growth: \( W(\text{Id}) = 0 \) and there are constants \( c, C > 0 \) such that

\[
c \text{dist}^2(X, \text{SO}(3)) \leq W(X) \leq C(1 + |X|^2) \quad \text{for every } X \in \mathbb{R}^{3 \times 3}.
\]

We remark that, as a consequence, the quadratic form \( Q_2 \) on \( \mathbb{R}^{3 \times 3} \) of linearized elasticity, given by \( Q_2(X) = D^2W(\text{Id})[X, X] \) satisfies the frame indifference relation

\[
Q_2(X + A) = Q_2(X) \quad \text{for all } A, X \in \mathbb{R}^{3 \times 3} \text{ with } A = -A^T.
\]

Finally we fix a norm \( \psi \) on \( \mathbb{R}^3 \) and we define the energy functionals

\[
\mathcal{J}_h : W^{1,2}(\Omega_h, \mathbb{R}^3) \times \mathcal{F}(\Omega_h) \to \mathbb{R}
\]

by

\[
\mathcal{J}_h(v, A) = \int_{\Omega_h \setminus A} W(\nabla v) \, dx + h^2 \int_{\partial A \setminus \partial^* A} \psi(\nu(A)) \, d\mathcal{H}^2. \tag{5}
\]

From now on we denote the tubular neighborhood of width \( r > 0 \) of a set \( A \subset \mathbb{R}^3 \) with respect to the fixed norm \( \psi \) as

\[
A^{(r)} = \{ x \in \mathbb{R}^3 : \text{dist}_{\psi}(x, A) \leq r \}.
\]

We say that a family \( (A_h)_{h \in (0,1)} \) such that \( A_h \in \mathcal{F}(\Omega_h) \) satisfies the \( \psi \)-minimal droplet assumption in \( \Omega_h \) if and only if there exists an increasing positive function \( \zeta : (0, 2) \to \mathbb{R} \) with \( \lim_{t \to 0^+} \zeta(t) = 0 \) such that

\[
\mathcal{L}^3((A_h^{(s)} \setminus A_h) \cap \Omega_h) \leq (1 + \zeta(h + s))sh \int_{\Omega_h \cap \partial^* A_h} \psi(\nu(A_h)) \, d\mathcal{H}^2 + \zeta(h + s)sh^2 \tag{6}
\]

for all \( s \in (0, 1) \), where \( \Omega_h^s = \{ x \in \Omega_h : \text{dist}_{\psi}(x', \partial \omega) > h \} \).

Remark 3.1. We remark that this condition can be interpreted as a (diverging) bound on the curvature of boundary of the sets. Indeed, in the isotropic setting for a sequence of smooth open sets \( A_h \subset \Omega_h \) satisfying \( A_h \subset \Omega_h \), the minimal droplet assumption (a) holds if the second fundamental form \( \Pi_{\partial_\omega A_h} \) of \( \partial A_h \) satisfies \( |\Pi_{\partial_\omega A_h}(x)| \leq C h^{-1} \) for every \( x \in \partial A_h \).

The smoothness assumption is not necessary; indeed in the appendix we prove the minimal droplet assumption (in the Euclidean setting) for sets of finite perimeter \( A \in \mathcal{F}(\Omega_h) \) such that the first variation in \( \Omega_h \) (in the sense of varifold’s theory) of the essential boundary \( \partial^* A \) is absolutely continuous with respect to \( \mathcal{H}^n \setminus \partial^* A \) and the generalized second fundamental form is controlled by \( \frac{1}{h} \).

Remark 3.2. If \( \psi \) is a uniformly convex \( C^2 \)-norm on \( \mathbb{R}^3 \), employing the classical notions of \( \psi \)-anisotropic mean curvature \( H^\psi_{M} \) and \( \psi \)-anisotropic Gaussian curvature \( K^\psi_{M} \) for a \( C^2 \)-hypersurface \( M \) (see for instance [27, Definition 2.26]), it is still true (and this can be proved employing the anisotropic disintegration formula in [36, Theorem 3.18]) that the \( \psi \)-minimal droplet assumption holds for a sequence of smooth open sets \( A_h \subset \Omega_h \) satisfying \( A_h \subset \Omega_h \) and the bounds

\[
|H^\psi_{\partial A_h}(x)| \leq \frac{C}{h} \quad \text{and} \quad |K^\psi_{\partial A_h}(x)| \leq \frac{C}{h^2} \quad \text{for } x \in \partial A_h.
\]
In order to formulate the problem in the fixed domain $\Omega := \Omega_1$ we change coordinates according to $g(x) = v(x', h x_3)$ for $x \in \Omega$, $D_h = \text{diag}(1, 1, h^{-1}) A_h$. We also define the rescaled gradient operator $\nabla_h$ as

$$\nabla_h y = (\nabla' y, h^{-1} \partial_3 y)$$

and the rescaled exterior unit-normal $\nu_h$ as

$$\nu_h(A) = (\nu(D), h^{-1} \nu_3(D)).$$

We denote the rescaled tubular neighborhoods by $D_h^{(r)} \subset \mathcal{F}(\Omega)$ satisfies the (rescaled) minimal droplet assumption if $A$ satisfies (7), i.e., if

$$\mathcal{L}^3((D_h^{(r)} \setminus D_h) \cap \Omega^-) \leq (1 + \zeta(h + s)) s h \int_{\partial D_h \cap \Omega} \psi(\nu_h(D_h)) \, d\mathcal{H}^2 + \zeta(h + s) s h,$$  

where $\Omega^- = \{ x \in \Omega_1 : \text{dist}_{\gamma}(x', \partial \omega) > h \}$.  We consider the rescaled functionals

$$E_h : W^{1,2}(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega) \to \mathbb{R}$$

defined by

$$E_h(y, D) = h^{-2} \int_{\Omega \setminus D} W(\nabla_h y) \, dx + \int_{\partial D \cap \partial \mathcal{H}} \psi(\nu_h(D)) \, d\mathcal{H}^2.$$

We extend these functionals to $L^1(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)$ by setting

$$E_h(y, D) = +\infty \quad \text{if} \ (y, D) \notin W^{1,2}(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega).$$

With a slight abuse of notation, in the following we do not distinguish between functions defined on $\omega$ and functions on $\Omega$ that do not depend on $x_3$. In particular, we make the identifications

$$SBV^2(\omega, \mathbb{R}^N) = \{ u \in SBV^2(\Omega, \mathbb{R}^N) : \partial_3 u = 0, \nu_3(u) = 0 \},$$

$$\mathcal{F}(\omega) = \{ D \in \mathcal{F}(\Omega) : \nu_3(D) = 0 \}.$$  

Our limiting deformations $r$ turn out to be isometric immersions away from the jump set $J_0(r, \gamma_r) = J_r \cup J_{\gamma r}$. To describe them we introduce the space

$$SBV_{iso}^{2,2}(\omega) = \{ r \in SBV^2(\omega, \mathbb{R}^3) \cap L^\infty(\omega, \mathbb{R}^3) : \nabla r \in SBV^2(\omega, \mathbb{R}^{3 \times 2}), (\nabla r, \partial_1 r \wedge \partial_2 r) \in \text{SO}(3) \ a.e. \}$$

To a mapping $r \in SBV_{iso}^{2,2}(\omega)$ we associate its second fundamental form as being given by

$$II(x) = -\langle \partial_j r \wedge (\partial_1 r \wedge \partial_2 r) \rangle_{1 \leq i, j \leq 2}.$$  

We also introduce the condition

$$\frac{2}{t} \int_{J(r, \gamma_r) \cap D_0} \psi_0(\nu(J(r, \gamma_r))) \, d\mathcal{H}^1 + \int_{\omega \cap \partial \mathcal{H}^2} \psi(\nu(D)) \, d\mathcal{H}^1$$

$$= \liminf_{t \to 0} t^{-1} \mathcal{L}^2(\omega \cap \{ x \in \mathbb{R}^2 : \text{dist}_{\mathcal{F}}(x, J(r, \gamma_r) \cup D) \leq t \} \setminus D),$$  

for $(r, D) \in SBV_{iso}^{2,2}(\omega) \times \mathcal{F}(\omega)$. It can be interpreted as an ‘outer Minkowski-content measurability’ property of the set $J(r, \gamma_r) \cup D$. In particular this is satisfied provided $\mathcal{H}^1(\partial \omega \cap \partial (J(r, \gamma_r) \cup D)) = 0$, $\partial (J(r, \gamma_r) \cup D)$ is $\mathcal{H}^1$-rectifiable and

$$\mu(B_r(x)) \geq \gamma r \quad \forall x \in \partial (J(r, \gamma_r) \cup D) \forall r \in (0, 1)$$

for a constant $\gamma > 0$ and a finite measure $\mu$ on $\mathbb{R}^2$ with $\mu \ll \mathcal{H}^1$, cp. Theorem [A.1]
Our main result is the following $\Gamma$-convergence type result towards a limiting ‘Blake-Zisserman-Kirchhoff’ plate functional

$$
E(r, D) = \frac{1}{24} \int_{\omega \setminus D} Q_2(\nabla \varphi^e) \, dx' + 2 \int_{J(r, \nabla \varphi^e) \cap D^0} \psi_0(\nu(J(r, \nabla \varphi^e))) \, d\mathcal{H}^1 + \int_{\omega \setminus \partial \mathcal{D}^r D} \psi_0(\nu(D)) \, d\mathcal{H}^1
$$

for $(r, D) \in SBV^{2,2}_0(\omega) \times \mathcal{F}(\omega)$ and $= +\infty$ elsewhere on $L^1(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)$. Here the relaxed quadratic form $Q_2$ on $\mathbb{R}^{2 \times 2}$ and relaxed norm $\psi_0$ on $\mathbb{R}^2$ are given by

$$
Q_2(X) = \min_{c \in \mathbb{R}^2} \left( \begin{array}{c|c} X & c' \\ \hline 0 & c_3 \end{array} \right) = \min_{c \in \mathbb{R}^2} \left( \begin{array}{c|c} X & c' \\ \hline (c')^T & c_3 \end{array} \right)
$$

and

$$
\psi_0(x_1, x_2) = \min_{c \in \mathbb{R}} \psi(x_1, x_2, c).
$$

The factor 2 multiplying the jump part arises from cracks outside of $D$ can develop as a result of asymptotically thin tubular neighborhoods of $J_{r, \nabla \varphi^e}$ whose boundary is asymptotically twice as big as the surface area of $J_{r, \nabla \varphi^e} \cap \mathbb{D}^0$.

**Theorem 3.3.** (i) Let $(r, D) \subset L^\infty(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)$. A sequence $(y_h, D_h) \subset L^\infty(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)$ verifies

$$
\liminf_{h \to 0} E_h(y_h, D_h) \geq E(r, D),
$$

provided $y_h \to r$ in $L^1(\Omega, \mathbb{R}^3)$, $\chi_{D_h} \to \chi_D$ in $L^1(\Omega, \mathbb{R})$ with $\limsup_{h \to 0} \|y_h\|_{L^\infty} < \infty$ and $(D_h)_{0 < h < 1}$ satisfying the minimal droplet assumption.

(ii) For any $(r, D) \subset L^\infty(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)$ there exists a sequence $(y_h, D_h) \subset L^\infty(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)$ with $y_h \to r$ in $L^1(\Omega, \mathbb{R}^3)$ and $\chi_{D_h} \to \chi_D$ in $L^1(\Omega, \mathbb{R})$ such that

$$
\lim_{h \to 0} E_h(y_h, D_h) = E(r, D).
$$

Moreover, there is a universal constant $c_0$ such that $\|y_h\|_{L^\infty} \leq \|y\|_{L^\infty} + c_0 h$. There is also a universal error function $\zeta_0$ such that for any $(r, D) \in SBV^{2,2}_0(\omega) \times \mathcal{F}(\omega)$ that satisfy $\mathcal{N}$ the sets $D_h$ can be chosen such that $(D_h)_{0 < h < 1}$ satisfies the $\psi$-minimal droplet assumption with $\zeta_0$.

As a consequence to our compactness Theorem 4.1 below we also have that any sequence $(y_h, D_h) \subset L^\infty(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)$ satisfying (i) and

$$
\limsup_{h \to 0} \left( E_h(y_h, D_h) + \|y_h\|_{L^\infty} \right) < \infty.
$$

has a subsequence (not relabeled) such that $\chi_{D_h} \to \chi_D$ in $L^1(\Omega)$ and $\chi_{\mathbb{D}^r D_h} y_h \to \chi_{\mathbb{D}^r D} r$ in $L^1(\Omega, \mathbb{R}^3)$. This complements the convergence Theorem 5.2 as $E_h(y_h, D_h)$ and $E(r, D)$ indeed only depend on $(\chi_{D_h} y_h, D_h)$ and $(\chi_{\mathbb{D}^r D} r, D)$, respectively.

**Remark 3.4.** 1. The constant $c_0$ and error function $\zeta_0$ are universal in the sense that they only depend on the norm $\psi$. In particular, they are independent of the specific limiting configuration $(r, D)$. Our working with $L^\infty$ bounded deformations can thus be justified by assuming the plate to be restricted to a bounded laboratory by requiring $\|y_h\| \leq M + c_0 h$, $M > 0$ a given constant. This constraint can be energetically enforced by (re-)defining $E_h(y, D) = \infty$ if $\|y\| > M + c_0 h$ and $E(r, D) = \infty$ if $\|r\| > M$. Likewise the minimal droplet assumption (i) can be installed energetically by moreover requiring that $E_h(y, D) = \infty$ if (ii) is violated for $\zeta_0$. 2.
2. Instead of surface energies scaling with $h^2$ in (6) one may look into more general scalings $h^\alpha$. For $\alpha < 2$ one obtains a purely elastic Kirchhoff plate theory in the limit $h \to 0$ as then our results show that bounded energy sequences cannot develop nontrivial voids, cracks or folds in the limit. Conversely, if $\alpha < 2$ one would arrive at a trivial theory as there may be infinitely long cracks at zero energy in the limit.

In order to arrive at an interesting limit functional in this case, one is lead to rescale the bulk part by $h^{-\alpha-1}$ instead of $h^{-3}$ and to consider a different plate theory than Kirchhoff’s theory, cf. [33].

3. We remark that Theorem 3.3 raises two interesting questions which are beyond the scope of this contribution: First, one might wonder if the minimal droplet assumption (7) in (i) and in the Compactness Theorem 4.1 can be dropped. In view of recent results in [29], it seems plausible that this condition might be further weakened. Yet, in order to understand if such a condition could be dropped completely, as in the two-dimensional setting [30], would require an extension of the quantitative rigidity results in [24] to the three-dimensional setting which appears highly non-trivial. Second, it would be interesting to investigate if for general $(r, D) \in SBV^{2,2}_\text{iso} (\omega) \times F (\omega)$ recovery sequences $(y_h, D_h)$ with $D_h$ obeying the minimal droplet property (4) can be constructed. This would follow from Theorem 3.3 if one knew that the space of configurations $(r, D)$ satisfying (5) is dense in $SBV^{2,2}_\text{iso} (\omega) \times F (\omega)$.

4 Compactness

Our first aim is to prove compactness of bounded energy sequences $(y_h, D_h)$. To this end, we consider a modification $D'_h \supset D_h$ of $D_h$ which is obtained from a suitable covering by cubes and which satisfies $L^2(D'_h \setminus D_h) \leq Ch$.

Observe that, if $(A_h)$ satisfies the minimal droplet assumption, for each given $s \in (0, \frac{1}{h})$ we may choose $s_h = s_h(A_h) \in (s^2, s)$ and set $\sigma_h = s_h h$ such that

$$\int_{\Omega_h \cap \sigma^* A_h^{(3s_h)}} \psi(\nu(A_h^{(3s_h)})) \, d\mathcal{H}^2 \leq \frac{1 + \zeta(h + 3s)}{1-s} \int_{\sigma^* A \cap \Omega_h} \psi(\nu(A_h)) \, d\mathcal{H}^2 + \frac{\zeta(h + 3s)}{1-s}. \quad (9)$$

To see this note that

$$3sh\zeta(h + 3s) + 3sh(1 + \zeta(h + 3s))\psi(D\chi_{A_h})(\Omega_h) \geq L^2((A_h^{(3s_h)} \setminus A_h) \cap \Omega_h)$$

$$= \int_{(A_h^{(3s_h)} \setminus A_h) \cap \Omega_h} \psi(\nabla \text{dist}_\omega(\cdot, A_h)) \, dx$$

$$= \int_{A_h^{(3s_h)}} \psi(D\chi_{A_h})(\Omega_h) \, dt$$

$$\geq h \int_{\frac{1}{3s} \to 3s} \psi(D\chi_{A_h}(t))(\Omega_h) \, dt$$

$$\geq 3sh(1-s)\psi(D\chi_{A_h^{(3s_h,s)}})(\Omega_h)$$

for some $s_h$ such that $3s_h \in (s^2, 3s)$.

We can now define our covering cubes. Given $(v_h, A_h)$, respectively their rescalings $(y_h, D_h)$, and fixing an $s \in (0, 1)$ we classify the elements of $\{a' \in hZ^2 : (a' + (0, h)^2) \cap \omega \neq \emptyset\}$ and corresponding cubes $Q_h(a') = (a', 0) + (0, h)^3$ and rescaled cuboids $\tilde{Q}_h(a') = (a', 0) + (0, h)^2 \times (0, 1)$ based at these points into the following types:

- If $Q_h(a') \subset \Omega_h$ and $Q_h(a') \cap \partial A_h^{(s)} = \emptyset$, then we write $a' \in \mathcal{G}_h^c$ and say that the cuboids $Q_h(a')$ and $\tilde{Q}_h(a')$ are good. We also set $\mathcal{G}_h^c = \{a' \in \mathcal{G}_h : Q_h(a') \subset A_h^{(s)}\}, \mathcal{G}_h^{cl} = \mathcal{G}_h \setminus \mathcal{G}_h^c$. 

• In case \( Q_h(a') \subset \Omega_h \) and \( \overline{Q_h(a')} \cap \partial A_h^{(\sigma)} \neq \emptyset \) we say that \( Q_h(a') \) and \( \hat{Q}_h(a') \) are interior bad cuboids and write \( a' \in B_h^{in} \).

• If \( a' \in B_h^{in} \) or \( Q(a') \cap \partial \Omega_h \neq \emptyset \), we write \( a' \in B_h \) and call \( Q_h(a') \) and \( \hat{Q}_h(a') \) bad cuboids.

We then set
\[
A_h' = \text{diag}(1,1,h)D_h = \bigcup_{a' \in Q_h} Q_h(a').
\]

**Theorem 4.1.** Suppose \((y_h, D_h)\) is a sequence in \( W^{1,2}(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)\) with
\[
\lim_{h \to 0} \sup \left( \mathcal{E}(y_h, D_h) + \| y_h \|_{L^\infty} \right) < \infty
\] 
and \((D_h)_{0<h<1}\) satisfying the \( \psi \)-minimal droplet assumption. Then there exists \((r,D) \in SBV^{2,2}_{\text{loc}}(\omega) \times \mathcal{F}(\omega)\) such that, up to subsequences,
\[
\mathcal{L}^3(D_h' \triangle D_h) \to 0,
\]
\[
\chi_{r \setminus D_h'} y_h \to \chi_{\omega \setminus D} r \quad \text{in } L^2,
\]
\[
\chi_{r \setminus D_h'} \nabla_h y_h \to \chi_{\omega \setminus D} (\nabla' r, \partial_1 r \wedge \partial_2 r) \quad \text{in } L^2.
\]

Here the terms on the right hand sides are to be interpreted as functions of \( x = (x', x_3) \in \Omega \) that only depend on \( x' \in \omega \).

**Remark 4.2.** If \( r \in SBV^{2,2}_{\text{loc}}(\omega)\) is such that \( \mathcal{H}^i(J_r) < \infty\), it follows from [19] Theorem 3.1 that the measure
\[
\text{curl}(\nabla r_i) = \left[ \begin{array}{cc} 0 & D_1(\partial_2 r_i) - D_2(\partial_1 r_i) \\ D_2(\partial_1 r_i) - D_1(\partial_2 r_i) & 0 \end{array} \right] \in \mathcal{M}(\omega, \mathbb{R}^{2 \times 2})
\]
is absolutely continuous with respect to \( \mathcal{H}^1 \mid J_r \) for \( i = 1, 2, 3 \). Therefore,
\[
\partial_1(\partial_2 r)(x) = \partial_2(\partial_1 r)(x) \quad \text{for } \mathcal{L}^2 \text{ a.e. } x \in \omega.
\]

**Proof.** The number of bad cubes. We proceed to show that the number of bad cubes is bounded by \( Ch^{-1} \). Set \( c_1 = \min \psi/| \cdot | \). We first prove that there is a constant \( c = c(s) > 0 \) such that for each \( x \in \partial A_h^{(\sigma)} \cap \Omega_h \) with \( \text{dist}(x', \partial \omega) > 2c_1 h \) we have
\[
\mathcal{L}^3((A_h^{(\sigma)} \setminus A) \cap Z_h(x')) \geq c h^3,
\]
where \( Z_h(x') \) is the cylinder \( Z_h(x') = \{ y \in \mathbb{R}^3 : |y - x'| \leq 2c_1 h, 0 \leq y_3 \leq h \} \).

Indeed, for such an \( x \) there is a \( y \in A_h \cap Z_h(x') \) with \( \psi(x - y) = \sigma_h \) and the portion
\[
B = \{ z \in Z_h(x') : \psi(z - x) < \sigma_h \text{ and } \psi(z - y) < \sigma_h \}
\]
of the intersection of the open \( \psi \)-balls around \( x \) and \( y \) of radius \( \sigma_h \) within \( Z_h(x') \) satisfies
\[
B \subset (A_h^{(\sigma)} \setminus A) \cap Z_h(x') \quad \text{and } \mathcal{L}^3(B) \geq c_2 (2^s h^3)
\]
for a constant \( c_2 \) only depending on \( \psi \).

Let now \( B_h^{in} = \{ a' \in B_h : \text{dist}(a', \partial \omega) > (\sqrt{2} + 2c_1) h \} \). For each \( a' \in B_h \) \fix an \( x(a') \in \partial A_h^{(\sigma)} \cap \overline{Q_h(a')} \). Using [14] we get that
\[
\#B_h \leq c^{-1} h^{-3} \sum_{a' \in B_h^{in}} \mathcal{L}^3((A_h^{(\sigma)} \setminus A) \cap Z_h(x'(a')))
\leq Ch^{-3} \mathcal{L}^3((A_h^{(\sigma)} \setminus A) \cap \Omega_h)
\leq Ch^{-2} s(1 + \zeta(h + s)) \int_{\partial^* A_h \cap \Omega_h} \psi(\nu(A_h)) \, d\mathcal{H}^2 + Ch^{-1} s(1 + \zeta(h + s)),
\]
where we have used (6) and \( h^{-1} \sigma_h = s_h \leq s \) and \( \zeta(h+s_h) \leq \zeta(h+s) \). As a direct consequence of the energy bound and the fact that \( \partial \omega \) is Lipschitz we thus get

\[
\# B_h \leq \# B'_h + C H^1(\partial \omega) h^{-1} \leq C h^{-1}.
\]

As by (7) and the energy bound also

\[
L^3(D_h^{(sh)_h} \setminus D_h) \leq C h,
\]

we obtain from

\[
D'_h \triangle D_h = D'_h \setminus D_h \subset \bigcup_{a' \in \mathcal{G}_h} Q_h(a') \cup (D_h^{(sh)_h} \setminus D_h),
\]

the estimate \( L^3(D_h' \triangle D_h) \leq C h \) and hence (11) follows.

**Estimates on a good cube.** Fix \( a' \in \mathcal{G}_h^3 \). We use the rigidity theorem [32, Theorem 3.1] to select a constant \( C \) and a rotation \( R_{h,a'} \in SO(3) \) such that

\[
\int_{Q_h(a')} \nabla v_h - R_{h,a'} |^2 \, dx \leq C \int_{Q_h(a')} \text{dist}^2(\nabla v_h, SO(3)) \, dx
\]

and, by rescaling, we obtain

\[
\int_{Q_h(a')} |\nabla_h y_h - R_{h,a'} |^2 \, dx \leq C \int_{Q_h(a')} \text{dist}^2(\nabla_h y_h, SO(3)) \, dx.
\]

We define the piecewise constant function \( R_h : \omega \rightarrow SO(3) \) so that

\[
R_h(x') = \begin{cases} 
R_{h,a} & \text{if } x' \in a' + (0, h)^2 \text{ with } a' \in \mathcal{G}_h^3, \\
\text{Id} & \text{otherwise}.
\end{cases}
\]

Let \( \chi_h^c = \chi_{\Omega \setminus D_h^3} \) be the characteristic function of \( \bigcup_{a' \in \mathcal{G}_h^3} Q_h \). It follows from (18) and the energy estimate (10) that

\[
\int \chi_h^c(x) |\nabla_h y_h(x) - R_h(x')|^2 \, dx \leq C \int \chi_h^c \text{dist}^2(\nabla_h y_h, SO(3)) \, dx \leq C h^2.
\]

We define

\[
c_{h,a'} = \int_{Q_h(a')} (v_h(x) - R_{h,a'} x) \, dx
\]

and the linear map \( r_{h,a'} : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) by

\[
r_{h,a'}(x) = R_{h,a'}(x', hx_3) + c_{h,a'}.
\]

Note that the \( c_{h,a'} \) are uniformly bounded since \( \|y_h\|_\infty \leq C \). Thus we also have \( \|r_{h,a'}\|_{\infty, \omega} \leq C \) for a suitable constant \( C > 0 \). We apply the Poincaré-Wirtinger inequality to estimate

\[
\begin{align*}
& h^{-2} \int_{Q_h(a')} |y_h - r_{h,a'}|^2 \, dx = h^{-3} \int_{Q_h(a')} |v_h(x) - r_{a'}(x', hx_3)|^2 \, dx \\
& \leq C h^{-1} \int_{Q_h(a')} |\nabla v_h - R_{h,a'}|^2 \, dx = C \int_{Q_h(a')} |\nabla_h y_h - R_{h,a'}|^2 \, dx.
\end{align*}
\]

Applying (18) we infer

\[
\int_{Q_h(a')} |y_h - r_{h,a'}|^2 \, dx \leq C h^2 \int_{Q_h(a')} \text{dist}^2(\nabla_h y_h, SO(3)) \, dx.
\]

(21)
We now define the piecewise linear function \( r_h : \omega \to \mathbb{R}^3 \) so that
\[
  r_h(x) = \begin{cases} 
    r_{h,a}(x', 0) & \text{if } x' \in a' + (0, h)^2 \text{ with } a' \in G_h^c, \\
    (x', 0) & \text{otherwise}
  \end{cases}
\]
and notice that
\[
  |r_{h,a'}(x) - r_{h,a'}(x', 0)| = |R_{h,a'}(0, 0, h x_3)| \leq h. \quad (22)
\]
From \( 21, 22 \) and the energy estimate we get
\[
  \int_{\Omega} \chi_h^c(x)|y_h(x) - r_h(x')|^2 \, dx 
  \leq C h^2 \int_{\Omega} \chi_h^c(1 + \text{dist}^2(\nabla y_h, \text{SO}(3))) \, dx \leq C h^2
\]
and, since \( ||y_h||_{L^\infty(\Omega)} \leq C \), we may use \( 13 \) to conclude
\[
  \lim_{h \to 0} \|\chi_h^c(y_h - r_h)\|_{L^2(\Omega)} = 0. \quad (23)
\]

**Estimates on two adjacent good cubes.** If \( a', b' \in h \mathbb{Z}^2 \) and \( |a' - b'| = h \) we define
\[
  Q_h(a', b') = (Q_h(a') \cup Q_h(b'))^c, \quad \hat{Q}_h(a', b') = (Q_h(a') \cup Q_h(b'))^c.
\]
We fix \( a', b' \in G_h^c \) with \( |a' - b'| = h \). We apply again \([32, \text{Theorem 3.1}]\) to select a constant \( C \) and a rotation \( R_{h,a,b} \) such that, after rescaling, we have
\[
  \int_{Q_h(a', b')} \nabla y_h - R_{h,a,b}^2 \, dx \leq C \int_{\hat{Q}_h(a', b')} \text{dist}^2(\nabla y_h, \text{SO}(3)) \, dx. \quad (24)
\]
Therefore combining \( 13 \) and \( 24 \) we get
\[
  |R_{h,a'} - R_{h,a',b'}|^2 \leq 2 \int_{Q_h(a')} |\nabla y_h - R_{h,a'}|^2 \, dx 
  + 2 \int_{Q_h(a')} |\nabla y_h - R_{h,a',b'}|^2 \, dx 
  \leq C \int_{Q_h(a', b')} \text{dist}^2(\nabla y_h, \text{SO}(3)) \, dx. \quad (25)
\]
The same inequality is valid with \( a' \) and \( b' \) interchanged, whence we deduce
\[
  |R_{h,a'} - R_{h,b'}|^2 \leq C \int_{Q_h(a', b')} \text{dist}^2(\nabla y_h, \text{SO}(3)) \, dx. \quad (26)
\]
We define
\[
  c_{h,a',b'} = \int_{Q_h(a', b')} (v_h(x) - R_{h,a',b'} x) \, dx
\]
and the linear map \( r_{h,a',b'} : \mathbb{R}^3 \to \mathbb{R}^3 \) by
\[
  r_{h,a',b'}(x) = R_{h,a',b'}(x', h x_3) + c_{h,a',b'}.
\]
We use now the Poincaré-Wirtinger inequality on the domain \( Q_h(a', b') \) and \( 23 \) to estimate
\[
  \int_{Q_h(a', b')} |y_h - r_{h,a',b'}|^2 \, dx = h^{-1} \int_{Q_h(a', b')} |v_h(x) - r_{h,a',b'}(x', h x_3)|^2 \, dx 
  \leq C h \int_{Q_h(a', b')} |\nabla v_h - R_{h,a',b'}|^2 \, dx 
  \leq C h^2 \int_{Q_h(a', b')} \text{dist}^2(\nabla y_h, \text{SO}(3)) \, dx.
\]
Combining this inequality with (21) we get
\[
\int_{Q_h(a')} |r_{h,a'} - r_{h,a'}|^2 \, dx \leq Ch^2 \int_{Q_h(a')} \text{dist}^2(\nabla h y_h, \text{SO}(3)) \, dx. \tag{27}
\]

Now we notice that the constants satisfy the relation
\[
c_{h,a'} + c_{h,b'} - 2c_{h,a',b'} = \int_{Q_h(a')}(R_{h,a'} - R_{h,b'}) x \, dx + \int_{Q_h(b')}(R_{h,a'} - R_{h,b'}) x \, dx;
\]
then employing Jensen’s inequality and (24) we estimate
\[
|c_{h,a'} + c_{h,b'} - 2c_{h,a',b'}|^2 \leq C \int_{Q_h(a',b')} \text{dist}^2(\nabla h y_h, \text{SO}(3)) \, dx.
\]

By (25) we then infer
\[
|r_{h,b'}(x) + r_{h,a'}(x) - 2r_{h,a',b'}(x)|^2 \leq C \int_{Q_h(a',b')} \text{dist}^2(\nabla h y_h, \text{SO}(3)) \, dx
\]
whenever \(x \in \Omega\); hence we conclude with the help of (27)
\[
\int_{Q_h(a')} |r_{h,b'} - r_{h,a'}|^2 \, dx
\leq 2 \int_{Q_h(a')} |r_{h,b'} + r_{h,a'} - 2r_{h,a',b'}|^2 \, dx + 2 \int_{Q_h(a')} |2r_{h,a',b'} - 2r_{h,a'}|^2 \, dx
\leq Ch^2 \int_{Q_h(a',b')} \text{dist}^2(\nabla h y_h, \text{SO}(3)) \, dx.
\]

If \(c' \in h \mathbb{Z}^2\) a change of variables and (26) give
\[
\int_{Q_h(c')} |r_{h,b'} - r_{h,a'}|^2 \, dx
\leq 2 \int_{Q_h(a')} |r_{h,b'} - r_{h,a'}|^2 \, dx + 2 \int_{Q_h(a')} |(R_{h,b'} - R_{h,a'})(c' - c)|^2 \, dx
\leq C(h^2 + |c' - c|^2) \int_{Q_h(a',b')} \text{dist}^2(\nabla h y_h, \text{SO}(3)) \, dx.
\]

Together with (22) this yields
\[
\int_{c+(0,h)^2} |r_{h,b'}(x',0) - r_{h,a'}(x',0)|^2 \, dx'
\leq C(h^2 + |c' - c|^2) \int_{Q_h(a',b')} \text{dist}^2(\nabla h y_h, \text{SO}(3)) \, dx + Ch^4. \tag{28}
\]

**Interpolation.** For \(a' \in h \mathbb{Z}^2\) and \(t > 0\) we define the parallel squares \(Q'_{h,t}(a') = a' + (\frac{h^2}{2}, \frac{h^2}{2})\). We fix \(\eta = \frac{1}{h} \), we define
\[
\omega_h = \omega \setminus \bigcup_{a' \in Q_t \cup B_h} Q'_{h,h+\eta}(a').
\]

For later use we remark that, similarly as in (17), (16) and (15) imply that \(\Omega \setminus (\omega_h \times (0,1)) \supset D'_h \supset D_h\) satisfies
\[
\mathcal{L}^4(\Omega \setminus (\omega_h \times (0,1)) \setminus D_h) \leq Ch. \tag{29}
\]
Let \( \{\psi_{h,a'} : a' \in h\mathbb{Z}^2\} \) be a family of smooth functions such that \( 0 \leq \psi_{h,a'} \leq 1 \), 
\[
\text{spt } \psi_{h,a'} \subset Q'_{h,h+\eta}(a'), \quad \psi_{h,a'} \equiv 1 \text{ on } Q'_{h,h-\eta}(a'), \quad \sum_{a' \in h\mathbb{Z}^2} \psi_{h,a'} \equiv 1 \text{ on } \omega
\]
and, moreover, \( \|\nabla \psi_{h,a'}\|_{\infty} \leq 10h^{-1} \). We define \( \hat{R}_h : \omega \to \mathbb{R}^{3 \times 3} \) and \( \hat{r}_h : \omega \to \mathbb{R}^3 \) such that 
\[
\hat{R}_h(x') = \sum_{a' \in G^3_h} \psi_{h,a'}(x')R_{h,a'} \quad \text{if } x' \in \omega_h, \quad \hat{R}_h(x') = \text{Id} \quad \text{if } x' \in \omega \setminus \omega_h,
\]
\[
\hat{r}_h(x') = \sum_{a' \in G^3_h} \psi_{h,a'}(x')r_{h,a'}(x',0) \quad \text{if } x' \in \omega_h, \quad \hat{r}_h(x') = (x',0) \quad \text{if } x' \in \omega \setminus \omega_h.
\]
Notice \( \hat{R}_h \in SBV(\omega, \mathbb{R}^{3 \times 3}) \) and \( \hat{r}_h \in SBV(\omega, \mathbb{R}^3) \) with 
\[
\|\hat{R}_h\|_{\infty} \leq C \quad \text{and} \quad \|\hat{r}_h\|_{\infty} \leq C
\]
for some \( C > 0 \) and all \( h > 0 \). Since \( J_{\hat{r}_h} \) and \( J_{\hat{R}_h} \) are contained in \( \omega \cap \partial \omega_h \) which is covered by \( \bigcup_{a' \in B_h} \partial Q'_{h,h+\eta}(a') \), we use (15) to conclude 
\[
H^1(J_{\hat{r}_h} \cup J_{\hat{R}_h}) \leq Ch\#B_h \leq C.
\]
Let \( a' \in h\mathbb{Z}^2 \). For \( L^2 \)-a.e. \( x' \in Q'_{h}(a') \) we remark that there are three possibilities for the number of (enlarged) squares containing \( x' \): \( \# \{ b' \in h\mathbb{Z}^2 : Q'_{h,h+\eta}(b') \ni x \} \in \{1, 2, 4 \} \). For \( x' \in Q'_{h,h-\eta}(a') \) this number is 1. Near the corners, on 
\[
\sigma^c(a') := \bigcup_{b' \in \{ a \pm h e_1 \pm h e_2 \}} Q'_{h}(a') \cap Q'_{h,h+\eta}(b')
\]
it is 4. Finally, near the lateral boundary away from the corners, on 
\[
\sigma^l(a') := Q'_{h}(a') \setminus \overline{Q'_{h,h-\eta}(a') \cup \sigma^c(a')}
\]
it is 2.

**Estimates on the interpolation error.** Next we prove that 
\[
\int_{\omega_h} |\hat{R}_h - R_h|^2 \, dx' \leq Ch^2, \quad \int_{\omega_h} |\hat{r}_h - r_h|^2 \, dx' \leq Ch^2.
\]
(32) The proof is respectively based on the key estimates (26) and (28). We prove in detail only the second inequality, since the first can be proved along the same lines.
Suppose \( a' \in G^3_h \). We consider the three parts of \( Q'_{h}(a') \) separately.
1: On \( Q'_{h,h-\eta}(a') \) one has \( \hat{r}_h = r_h \).
2: On \( \sigma^l(a') \) we use (28) with \( c' = a' \) in order to estimate 
\[
\int_{\sigma^l(a') \cap \omega_h} |\hat{r}_h - r_h|^2 \, dx \leq \sum_{b' \in G^3_h} \int_{|b' - a'| = h} \int_{Q'_{h,h}(a') \cap Q'_{h,h+\eta}(b')} |r_{h,b'} - r_{h,a'}|^2 \, dx
\]
\[
\leq Ch^2 \sum_{b' \in G^3_h} \int_{|b' - a'| = h} \int_{Q'_{h}(a',b')} \text{dist}^2(\nabla y h, SO(3)) \, dx + Ch^4.
\]
3: On \( \sigma^c(a') \) we first note that if \( \sigma^c_{s_1s_2}(a') := Q'_{h,h}(a') \cap Q'_{h,h+\eta}(b') \subset \omega_h \) for \( b' = a' + s_1e_1 + s_2e_2 \) with \( s_1, s_2 \in \{-h, +h\} \), then \( b'(i_1,i_2) = a' + i_1s_1e_1 + i_2s_2e_2 \in G^3_h \) for all \( 0 \leq i_1, i_2 \leq 1 \) and 
\[
\int_{\sigma^c_{s_1s_2}(a')} |\hat{r}_h - r_h|^2 \, dx \leq \int_{\sigma^c_{s_1s_2}(a')} \sum_{0 \leq i_1,i_2 \leq 1} |r_{h,b'(i_1,i_2)} - r_{h,a'}|^2 \, dx.
\]
The summands corresponding to \((i_1, i_2) \neq (1, 1)\) can be directly estimated using (28) with \(c' = a'\); instead, for the summand corresponding to \((i_1, i_2) = (1, 1)\) we first notice

\[
\int_{Q_{h,b}^{1}(a')} |r_{h,b'}(1,1) - r_{h,a'}|^2 \, dx \\
\leq 2 \int_{Q_{h,a'}^{1}(a')} |r_{h,b'}(1,1) - r_{h,b'}(1,0)|^2 \, dx + 2 \int_{Q_{h,a'}^{1}(a')} |r_{h,b'}(1,0) - r_{h,a'}|^2 \, dx,
\]

(33)

and then apply (28); hence

\[
\int_{\sigma_{i_1i_2}^{1}(a')} |\tilde{r}_h - r_h|^2 \, dx \leq Ch^2 \left( \sum_{0 \leq i_1 + i_2 \leq 1^T} \int_{Q_h(b'(i_1, i_2))} \text{dist}^2(\nabla h y_h, \text{SO}(3)) \, dx + Ch^4. \right)
\]

Summing over \(b'\) we obtain

\[
\int_{\sigma(a') \cap \omega_h} |\tilde{r}_h - r_h|^2 \, dx \leq Ch^2 \sum_{b' \in G_h^{1}, |b' - a'| \leq \sqrt{h}} \int_{Q_h(b')} \text{dist}^2(\nabla h y_h, \text{SO}(3)) \, dx + Ch^4.
\]

Combining these estimates and summing over \(a' \in G_h^{1}\), we get the second inequality in (32) with the help of the energy estimate.

Since \(\|r_{h,a'}\|_{L^{\infty}(\omega)} \leq C\) for all \(a' \in G_h^{1}\), it follows that \(\|\tilde{r}_h - r_h\|_{L^2(\omega)} \leq C\); moreover \(\|\tilde{R}_h - R_h\|_{L^2(\omega)} \leq C\). Since \(\tilde{R}_h(x') = (x',0) = r_h(x')\) and \(\tilde{R}_h(x') = \text{Id} = R_h(x')\) for \(x \in Q_{h,h+\delta}(a')\), \(a' \in G_h^{1}\), it follows from (32) and (31) that

\[
\lim_{h \to 0} \|\tilde{R}_h - R_h\|_{L^2(\omega)} = 0, \quad \lim_{h \to 0} \|\tilde{r}_h - r_h\|_{L^2(\omega)} = 0.
\]

(34)

**Gradient estimates for the interpolation.** We prove now

\[
\int_{\omega} |\nabla \tilde{R}_h|^2 \, dx \leq C, \quad \int_{\omega} |\nabla \tilde{r}_h|^2 \, dx \leq C.
\]

(35)

As for (32) the proof of these inequalities is respectively based on (20) and (28) and we provide details only for the second. We notice that

\[
\nabla \tilde{r}_h = \chi_{\omega_h}(G_h + \tilde{R}_h) + \chi_{\omega \setminus h} \text{Id'},
\]

where \(G_h = \sum_{a' \in G_h^{1}} r_{h,a'} \otimes \nabla \psi_{h,a'}\). Since \(\|\tilde{R}_h\|_{L^\infty} \leq C\), it remains to prove that \(\|G_h\|_{L^2(\omega_h)} \leq C\).

To this end we again estimate on the three parts of a square \(Q_{h'}^{1}(a'), a' \in G_h^{1}\), separately.

1. On \(Q_{h,h-\delta}(a')\) we have \(G_h = r_{h,a'} \otimes \nabla \psi_{h,a'} = 0\).

2. For an estimate on \(Q_{h,h+\delta}(a')\) we first observe that for \(b' \in \{\pm he_1, \pm he_2\}\) on the set \(\sigma(a') \cap Q_{h,h+\delta}(b') \cap \omega_h\) (which is non-empty only if \(b' \in G_h^{1}\)) we have \(\nabla \psi_{h,a'} + \nabla \psi_{h,b'} = 0\). Using (28) we estimate

\[
\int_{\sigma(a') \cap \omega_h} |G_h|^2 \, dx = \sum_{b' \in G_h^{1}} \int_{Q_{h,b'}(a') \cap \omega_h} |r_{h,a'} \otimes \nabla \psi_{h,a'} + r_{h,b'} \otimes \nabla \psi_{h,b'}|^2 \, dx \\
= \sum_{b' \in G_h^{1}} \int_{Q_{h,b'}(a') \cap \omega_h} |(r_{h,a'} - r_{h,b'}) \otimes \nabla \psi_{h,a'}|^2 \, dx \\
\leq C h^{-2} \sum_{b' \in G_h^{1}} \int_{|b' - a'| = h} |r_{h,a'} - r_{h,b'}|^2 \, dx \\
\leq C \sum_{b' \in G_h^{1}} \int_{|b' - a'| = h} \text{dist}^2(\nabla h y_h, \text{SO}(3)) \, dx + Ch^2.
\]
3: On $\sigma^e(a')$ we can argue similarly. If $\sigma_{s_1s_2}^e(a') := Q_{h,h}(a') \cap Q_{h,h+\eta}(b') \subset \omega_h$ for $b' = a' + s_1e_1 + s_2e_2$ with $s_1, s_2 \in \{-h, +h\}$, then with $b'(i_1, i_2) = a' + i_1s_1e_1 + i_2s_2e_2$

$$G_h = \sum_{0 \leq i_1, i_2 \leq 1} r_{h,b'(i_1, i_2)} \otimes \nabla \psi_{h,b'(i_1, i_2)}$$

on $\sigma_{s_1s_2}^e(a')$ and using $\sum_{0 \leq i_1, i_2 \leq 1} \nabla \psi_{h,b'(i_1, i_2)} = 0$ on this set we get

$$\int_{\sigma_{s_1s_2}^e(a')} |G_h|^2 \, dx \leq 4 \int_{\sigma_{s_1s_2}^e(a')} \sum_{0 \leq i_1, i_2 \leq 1} |(r_{h,b'(i_1, i_2)} - r_{h,a'}) \otimes \nabla \psi_{h,b'(i_1, i_2)}|^2 \, dx$$

$$\leq C h^{-2} \int_{\sigma_{s_1s_2}^e(a')} \sum_{0 \leq i_1, i_2 \leq 1} |r_{h,b'(i_1, i_2)} - r_{h,a'}|^2 \, dx$$

$$\leq C \sum_{0 \leq i_1, i_2 \leq 1} \int_{Q_h(b'(i_1, i_2))} \text{dist}^2(\nabla_h y_h, \text{SO}(3)) \, dx + C h^2$$

with the help of (33) and (28) as above. This proves

$$\int_{\sigma^e(a') \cap \omega_h} |G_h|^2 \, dx \leq C \sum_{b' \in \bigcup_{h}^a} \int_{Q_h(b')} \text{dist}^2(\nabla_h y_h, \text{SO}(3)) \, dx + C h^2.$$ 

Summing over good squares we find that $\|G_h\|_{L^2(\omega_h)} \leq C$.

**Convergence.** In view of (34), (31) and (35) a standard $SBV$ compactness result (cf. [5, Theorems 4.7 and 4.8]) implies the existence of two maps $r \in L^\infty(\omega, \mathbb{R}^3) \cap SBV(\omega, \mathbb{R}^3)$ and $R \in L^\infty(\omega, \mathbb{R}^{3 \times 3}) \cap SBV(\omega, \mathbb{R}^{3 \times 3})$ with $H^1(J_r) < \infty$, $H^1(J_R) < \infty$ such that, up to subsequences,

$$\tilde{r}_h \to r \text{ in } L^2(\omega, \mathbb{R}^3), \quad \nabla' \tilde{r}_h \to \nabla' r \text{ in } L^2(\omega, \mathbb{R}^{3 \times 2}),$$

$$\tilde{R}_h \to R \text{ in } L^2(\omega, \mathbb{R}^{3 \times 3}), \quad \partial_i \tilde{R}_h \to \partial_i R \text{ in } L^2(\omega, \mathbb{R}^{3 \times 3}) \text{ for } i = 1, 2.$$  

(36)  

We observe that $R(x) \in \text{SO}(3)$ for $L^2$ a.e. $x \in \omega$. Moreover we can combine (15), (20), (25), (34), (36) and (37) to conclude that, up to subsequences,

$$\lim_{h \to 0} \|\chi_h^{el}(y_h - r)\|_{L^2(\Omega)} = 0, \quad \lim_{h \to 0} \|\chi_h^{el}(\nabla_h y_h - R)\|_{L^2(\Omega)} = 0.$$  

(38)  

Together with (11) this proves (12) and (13), as soon as we have shown that

$$R = (\nabla' r, \partial_1 r \wedge \partial_2 r) \text{ on } \omega \setminus D.$$  

(39)  

To see this we notice that $\|y_h\|_{\infty} \leq C$, $\mathcal{H}^2(J_{\chi_h^{cl}}) \leq C$ by (15), $\nabla (\chi_h^{cl} y_h) = \chi_h^{cl} \nabla y_h$ and $\|\nabla (\chi_h^{cl} y_h)\|_{L^2(\Omega)} \leq C$ by (38). Then we apply the $SBV$ compactness theorem to the sequence $\chi_h^{el} y_h$ and we infer from (12) that, up to subsequences,

$$\chi_h^{el} y_h \rightharpoonup \chi_{\omega \setminus D} r \text{ in } L^2(\Omega, \mathbb{R}^3), \quad \chi_h^{el} \nabla y_h \rightharpoonup \chi_{\omega \setminus D}(\nabla' r, 0) \text{ in } L^1(\Omega, \mathbb{R}^{3 \times 3}).$$

Hence, $\chi_{\omega \setminus D} \nabla' r = \chi_{\omega \setminus D} R'$ by (13). Since $R \in \text{SO}(3)$ a.e. this concludes the proof. □

5 The lower bound

In this section we prove Theorem (33)). Let $(y_h, D_h)$ be a sequence and $(y, D)$ an element in $L^\infty(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)$ such that $y_h \to y$ in $L^1(\Omega, \mathbb{R}^3)$, $\|y_h\|_{L^\infty} \leq C$, $\chi_{D_h} \to \chi_D$ in $L^1(\Omega, \mathbb{R})$ and $(D_h)_{0 < h < 1}$ satisfies the $\psi$-minimal droplet assumption. Without loss of generality we pass to
subsequences (not relabeled) in the following and assume that $\lim_{h \to 0} E_h(y_h, D_h) \exists$ and is finite. In particular, $(y_h, D_h) \in W^{1,2}(\Omega, \mathbb{R}^3) \times \mathcal{F}(\Omega)$ for all $h$ and $(y, D) \in S \mathcal{B} V_{iso}^2(\omega) \times \mathcal{F}(\omega)$ by Theorem 4.1. We will moreover make use of the auxiliary functions defined and estimates obtained in the proof of Theorem 4.1.

We will provide estimates from below on the elastic part and the surface part separately.

**Lower bound for the surface part.** We fix $s < 1$ and consider the layers \( \Omega_j = \omega \times (\frac{j - 1}{n}, \frac{j}{n}) \) of height $\frac{1}{n}$, where $n \in \mathbb{N}$ is such that $s^2 n > 1 + \max\{\psi(y) : y \in [-1,1]^3\}$. On each such layer we proceed exactly as in the previous section (with $\Omega$ replaced by $\Omega_j$, $h$ by $\frac{1}{n}$ and $(y_h, D_h)$ by $(y_h|_{\Omega_j}, D_h \cap \Omega_j)$ to define interpolations $\tilde{r}_{j,h}$ and $\tilde{R}_{j,h}$ of rigid motions and rotations, respectively, on cubes of side-length $\frac{1}{n}$. By (36), (37), (39) we have (passing to subsequences)

\[
\tilde{r}_{j,h} \to r_{j,0} \quad \text{in } L^2(\omega, \mathbb{R}^3), \quad \nabla' \tilde{r}_{j,h} \to \nabla' r_{j,0} \quad \text{in } L^2(\omega, \mathbb{R}^{3 \times 3}),
\]

\[
\tilde{R}_{j,h} \to R_{j,0} \quad \text{in } L^2(\omega, \mathbb{R}^{3 \times 3}), \quad \partial_i \tilde{R}_{j,h} \to \partial_i R_{j,0} \quad \text{in } L^2(\omega, \mathbb{R}^{3 \times 3}), \quad i = 1, 2,
\]

for suitable $(r_{j,0}, D_{j,0}) \in S \mathcal{B} V_{iso}^2(\omega) \times \mathcal{F}(\omega)$ and $R_{j,0} = (\nabla' r_{j,0}, \partial_1 r_{j,0} \wedge \partial_2 r_{j,0})$. (Note that $R_{j,0} \equiv \text{Id}$ and $r_{j,0} \equiv \text{Id}$ on $D_{j,0}$ by construction.)

Observe that the set $A_h^n$ for the whole plate $\Omega_h$ in particular contains the little cubes of sidelength $\frac{1}{n}$ within the $j$-th layer that intersect $\partial \Omega$ or whose closure intersects the closure of $A_h^{(s \omega, n)}$ since $\sigma_j/n \leq \frac{1}{n} \leq s^2 h \leq \sigma_h$. Thus $\tilde{D}_j \cap \Omega_j \supset \tilde{D}_j$. As moreover $L^1((\tilde{D}_j \cap \Omega_j) \setminus \tilde{D}_j) \leq L^3(\tilde{D}_j, \tilde{D}_j) \to 0$, we get from (12) in Theorem 4.1 for $\Omega_j$

\[
\chi_{\Omega_j} \tilde{D}_j y_h|_{\Omega_j} \to \chi_{\omega \setminus D \cap r_j,0}|_{\Omega_j},
\]

while (12) in Theorem 4.1 for $\Omega$ gives

\[
\chi_{\Omega \setminus D} y_h|_{\Omega} \to \chi_{\omega \setminus D \cap r_j,0}|_{\Omega}.
\]

It follows that $r_{j,0} = r$, $R_{j,0} = R$ and $D_{j,0} = D$ for each $j$.

Our choice of $n$ guarantees that $(-\frac{k - 1}{n}, \frac{k}{n}) \subset \{ y \in \mathbb{R}^3 : \psi(y) \leq s^2 h \}$ and hence that any interior bad cuboid of the layer $\Omega_j$ is contained in $D_h^{(2\sigma_h,n)} \cap \Omega_j$. Let $\theta_h : \Omega \to [0,1]$ be a smooth cut-off function such that $\theta_h \equiv 0$ on $D_h^{(2\sigma_h,n)}$ and $\theta_h \equiv 1$ on $\Omega \setminus D_h^{(3\sigma_h,n)}$. We recall from (16) that

\[
L^3(\tilde{D}_j^{(3\sigma_h,n)} \cup D_h \setminus \Omega_j) \leq C h.
\]

Let $\omega' \subset \subset \omega$ have a Lipschitz boundary and set $\Omega_j' = \omega' \times (\frac{j - 1}{n}, \frac{j}{n})$. We define $f_{j,h} \in W^{1,2}(\Omega_j', \mathbb{R}^3 \times \mathbb{R}^{3 \times 3})$ by

\[
f_{j,h}(x) = \theta_h(x)(\tilde{r}_{j,h}(x), \tilde{R}_{j,h}(x)) + (1 - \theta_h(x))(x, \text{Id}).
\]

Recalling (30) we see that $\| f_{j,h} \|_{\infty} \leq C$. Moreover, by (35) we also have

\[
\| \nabla f_{j,h} \|_{L^2(\Omega_j' \setminus D_h^{(3\sigma_h,n)})} \leq C.
\]

Now consider the functionals $K_\varepsilon$ on $W^{1,2}(\Omega_j', \mathbb{R}^3 \times \mathbb{R}^{3 \times 3}) \times \mathcal{F}(\Omega_j')$ given as

\[
K_\varepsilon(f, E) = \varepsilon \int_{\Omega_j' \setminus E} |\nabla f(x)|^2 \, dx + \int_{\partial^* E \cap \Omega_j'} \psi_0(\nu'(E)) + \varepsilon|\nu_3(E)| \, d\mathcal{H}^2.
\]

The $L^2$ bound in (33) shows that

\[
\int_{\partial D_h^{(3\sigma_h,n)} \cap \Omega_j'} \psi(\nu_h(D_h^{(3\sigma_h,n)})) \, d\mathcal{H}^2 \geq \int_{\partial D_h^{(3\sigma_h,n)} \cap \Omega_j'} \psi_0(\nu'(D_h^{(3\sigma_h,n)})) \, d\mathcal{H}^2 \geq K_\varepsilon(f_{j,h}, D_h^{(3\sigma_h,n)}) - C \varepsilon.
\]
By (40), (41) and (42) we have $f_{j,h} \to (r, R)$ in $L^1(\Omega'_j, \mathbb{R}^3 \times \mathbb{R}^{3 \times 3})$ and $\chi_{D_h} \to \chi_D$ in $L^1(\Omega'_j)$. We may thus invoke the general Relaxation Theorem A.2 to deduce

$$\liminf_{h \to 0} \mathcal{K}_L(f_{j,h}, D_h^{(3\sigma_h)}) \geq \mathcal{K}_L((r, R), D)$$

$$= \varepsilon \int_{\Omega'_j \setminus D} |\nabla (r, R)(x)|^2 \, dx + 2 \int_{\Omega'_j \cap \partial (r, R) \cap D^0} \psi_0(\nu' (r, R)) + \varepsilon |\nu_2(r, R)| \, d\mathcal{H}^2$$

$$+ \int_{\Omega'_j \cap \partial^* D} \psi_0(\nu'(D)) + \varepsilon |\nu_2(D)| \, d\mathcal{H}^2.$$ 

It follows that

$$\liminf_{h \to 0} \int_{\Omega'_j \cap \partial (r, R) \cap D^0} \psi_0(\nu_2(D_h)) \, d\mathcal{H}^2$$

$$\geq 2 \int_{\Omega'_j \cap \partial (r, R) \cap D^0} \psi_0(\nu' (r, R)) + \varepsilon |\nu_2(D)| \, d\mathcal{H}^2 - C \varepsilon.$$ 

We now sum over $j$ and make use of our specific choice of $\sigma_h$ in (4). Noting that $\mathcal{H}^2(\Omega \cap J_{(r, R)} \cap \partial \Omega_j) = \mathcal{H}^2(\Omega \cap \partial^* D \cap \partial \Omega_j) = 0$ we arrive at

$$\liminf_{h \to 0} \int_{\partial^* D_h \cap \Omega} \psi(\nu_D(D_h)) \, d\mathcal{H}^2$$

$$\geq \frac{1 - s}{1 + \zeta\varepsilon} \liminf_{h \to 0} \int_{\partial D_h^{(3\sigma_h)} \cap \Omega} \psi(\nu_D(D_h^{(3\sigma_h)})) \, d\mathcal{H}^2 - \frac{\zeta(4\varepsilon)}{1 + \zeta(3\varepsilon)}$$

$$\geq 2 \int_{\Omega^j \cap \partial (r, R) \cap D^0} \psi_0(\nu' (r, R)) + \varepsilon |\nu_2(D)| \, d\mathcal{H}^2 - C \varepsilon.$$ 

Now sending first $\varepsilon$ and then $s$ to 0 and finally $\omega' \not\to \omega$, the monotone convergence theorem gives

$$\liminf_{h \to 0} \int_{\Omega \setminus \partial D_h \cap \Omega} \psi(\nu_D(D_h)) \, d\mathcal{H}^2$$

$$\geq 2 \int_{\Omega \setminus \partial D_h \cap \Omega} \psi_0(\nu' (r, R)) + \varepsilon |\nu_2(D)| \, d\mathcal{H}^1 - C \varepsilon.$$ 

**Lower bound for the bulk part.** For the elastic contributions we have to quantify the deviation of $\nabla_h y_h$ from SO(3). Using the piecewise constant approximation $R_h$, the asymptotic energy can readily be estimated in terms of the limiting strain $G$ along the lines of (32). However, due to possible void sets $D_h$, the identification of $G$ is more complicated. For this we use the smooth approximation $R_h$ and an SBV closure argument.

First we recall $R_h$ from (40), viewed as a function of $x \in \Omega$ independent of $x_3$, which by (34) and (37) converges to $R$ in $L^2(\omega, \mathbb{R}^{3 \times 3})$ and by (20) moreover satisfies

$$\|\chi_{\omega_h}(\nabla_h y_h - R_h)\|_{L^2}^2 \leq Ch^2.$$ 

We set

$$G_h = \chi_{\omega_h} h^{-1}(R_h \nabla_h y_h - \text{Id}).$$ 

By (4) $G_h$ is $L^2$ bounded and we may pass to a subsequence such that $G_h \to G$ for some $G \in L^2(\Omega, \mathbb{R}^{3 \times 3})$. Since $\Omega \setminus D_h \supset \omega_h \times (0, 1)$ we may proceed exactly as in (32) to see

$$\liminf_{h \to 0} h^{-2} \int_{\Omega \setminus D_h} W(\nabla_h y_h) \, dx \geq \frac{1}{2} \int_{\Omega} Q_3(G) \, dx.$$ 

(45)
due to the frame invariance of $W$.

In order to identify $G$ we also define the quantity

$$\tilde{G}_h = \chi_{\omega_0} h^{-1}(\tilde{R}_h^T \nabla y_0 - \text{Id})$$

and note that

$$G_h - \tilde{G}_h = \chi_{\omega_0} h^{-1}(R_h^T \tilde{R}_h - \text{Id})\tilde{R}_h^T \nabla y_0.$$

By (29) and (32) we have

$$\chi_{\omega_0} h^{-1}(R_h^T \tilde{R}_h - \text{Id}) \rightarrow \chi_{\omega_0 \setminus D}$$

for some $A \in L^2(\omega, \mathbb{R}^{3 \times 3})$ weakly in $L^2(\omega, \mathbb{R}^{3 \times 3})$. Moreover, by (30) and (37) we have $\tilde{R}_h^T \rightarrow R^T$ boundedly in measure and by (13) and (29) $\chi_{\omega_0} \nabla y_0 \rightarrow \chi_{\omega_0 \setminus D} R$ in $L^2(\Omega, \mathbb{R}^{3 \times 3})$. Thus,

$$G_h - \tilde{G}_h \rightarrow \chi_{\omega_0 \setminus D}$$

weakly in $L^2(\omega, \mathbb{R}^{3 \times 3})$.

We now determine the upper left $2 \times 2$ submatrix of the weak limit of $\tilde{G}_h$. Let $\Omega' \subset \subset \Omega$. We fix a $z \in \mathbb{R}$ with $|z| < \text{dist}(\Omega', \partial \Omega)$. Denoting by

$$\Delta(z)g(x) = \frac{1}{z}(g(x', x_3 + z) - g(x))$$

the difference quotient $\Delta(z)g : \Omega' \rightarrow \mathbb{R}^N$ of a function $g : \Omega \rightarrow \mathbb{R}^N$, in particular, we consider the sequence of functions $f_h \in SBV^2(\Omega', \mathbb{R}^3)$, defined by

$$f_h(x) = \chi_{\omega_0}(x') h^{-1} \Delta(z) \tilde{R}_h^T(x') y_h(x).$$

By (13) and (29) we have

$$\chi_{\omega_0}(x') h^{-1} \Delta(z) y_h(x) = \chi_{\omega_0} \int_0^1 h^{-1} \partial_3 y_h(x', x_3 + tz) \, dt \rightarrow \chi_{\omega_0 \setminus D} \partial_1 r(x') \wedge \partial_2 r(x')$$

in $L^2(\Omega', \mathbb{R}^3)$ and thus, in combination with (37),

$$f_h \rightarrow \chi_{\omega_0 \setminus D} R^T(\partial_1 r \wedge \partial_2 r) = \chi_{\omega_0 \setminus D} e_3,$$

in $L^1(\Omega', \mathbb{R}^3)$. The absolutely continuous part of the derivative is given by

$$\nabla f_h = \chi_{\omega_0} h^{-1}(\partial_1 \tilde{R}_h^T \Delta(z) y_h, \partial_2 \tilde{R}_h^T \Delta(z) y_h, 0) + \chi_{\omega_0} h^{-1} \Delta(z) \tilde{R}_h^T \nabla y_h.$$

By (37) and (46) the first summand on the right hand side converges to:

$$\chi_{\omega_0 \setminus D}(\partial_1 R^T(\partial_1 r \wedge \partial_2 r), \partial_2 R^T(\partial_1 r \wedge \partial_2 r), 0)$$

weakly in $L^1(\Omega', \mathbb{R}^{3 \times 3})$. The second summand can be rewritten as

$$\chi_{\omega_0} h^{-1} \Delta(z)(\tilde{R}_h^T \nabla y_h - \text{diag}(1, 1, h)) = \text{diag}(1, 1, 1) \tilde{G}_h$$

and is thus bounded in $L^2(\Omega', \mathbb{R}^{3 \times 3})$, too. As moreover $\mathcal{H}^2(J_{f_h}) \leq \mathcal{H}^2(\partial \omega \cap \partial \omega_0) \leq C$ by (15), the basic closure theorem in $SBV$ (see, e.g., [5, Theorem 4.7]) thus implies

$$\nabla f_h \rightarrow \nabla e_3 = 0,$$

and so the second summand on the right hand side converges to the negative value of (47), i.e.,

$$h^{-1} \chi_{\omega_0} \Delta(z) \tilde{R}_h^T \nabla y_h(x) \rightarrow -\chi_{\omega_0 \setminus D}(\partial_1 R^T(\partial_1 r \wedge \partial_2 r), \partial_2 R^T(\partial_1 r \wedge \partial_2 r), 0)$$
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weakly in $L^\ell (\Omega, \mathbb{R}^{3 \times 3})$.

This proves that
\[
\tilde{G}_h' = \chi_{\omega_h} h^{-1} (\tilde{R}_h' \nabla y_h - \text{Id}')
\]
weakly in $L^2(\omega, \mathbb{R}^{3 \times 2})$ for some $\tilde{G} \in L^2(\omega, \mathbb{R}^{3 \times 2})$. So denoting the upper left $2 \times 2$ submatrices of $G$, $A$ and $\tilde{G}$ by $G''$, $A''$ and $\tilde{G}''$, respectively, we arrive at
\[
G''(x) = \chi_{\omega_h} D(x') (\tilde{G}''(x') + A'(x') + \frac{1}{2} \Pi(x')) + (x_3 - \frac{1}{2}) \Pi(x'),
\]
where $\Pi$ is the second fundamental from associated to $r$.

The remaining part of the proof is analogous to the elastic setting in [32]: Using $f_0'(x_3 - \frac{1}{2})dx_3 = 0$ and $f_0'(x_3 - \frac{1}{2})^2dx_3 = \frac{1}{12}$ one computes
\[
\int_{\Omega} Q_3(G) dx \geq \int_{\omega \setminus D} Q_2(G'') dx
\]
\[
= \int_{\omega \setminus D} Q_2(\tilde{G}'' + A' + \frac{1}{2} \Pi) dx' + \frac{1}{12} \int_{\omega \setminus D} Q_2(\Pi) dx'
\]
and so (45) implies
\[
\liminf_{h \to 0} h^{-2} \int_{\Omega \setminus D} W(\nabla y_h) dx \geq \frac{1}{24} \int_{\omega \setminus D} Q_2(\Pi) dx'.
\]

6 The upper bound

We now prove Theorem 3.3 [11]. First we construct a recovery sequence for general $r \in SBV_{loc}(\omega)$ with $R = (\partial_1 r, \partial_2 r, \partial_1 r \wedge \partial_2 r)$ and $D \in \mathcal{F}(\omega)$. To this end, we begin with an auxiliary 3d approximation $(w_h, E_h) \in SBV(\Omega; \mathbb{R}^3) \times \mathcal{F}(\Omega)$.

Fix $\varphi \in C_c(\omega; \mathbb{R}^2)$ and set $f_h : \mathbb{R}^3 \to \mathbb{R}^3$ by
\[
f_h(x) = (f_h', f_h, x_3, x_3) = (x' - h(x_3 - \frac{1}{2})\varphi(x_3), x_3).
\]

For $h$ sufficiently small $f_h(\Omega) \subset \Omega$ and $f_h(\mathbb{R}^2 \times (0,1))$ is a diffeomorphism into $\mathbb{R}^2 \times (0,1)$. Also fix $d \in W^{-1,2}(\omega, \mathbb{R}^3) \cap L^\infty(\omega, \mathbb{R}^3)$. We then define $w_h \in SBV(\Omega; \mathbb{R}^3)$ (see Remark 2.1) by setting
\[
w_h(x) = r(f_h'(x)) + h(x_3 - \frac{1}{2}) \left\{ (\partial_1 r \wedge \partial_2 r)(f_h'(x)) + (\nabla' r)(f_h'(x)) \varphi(x') \right\} + \frac{1}{2} h^2 (x_3 - \frac{1}{2})^2 d(x').
\]

(Setting $r$ and $R = (\partial_1 r, \partial_2 r, \partial_1 r \wedge \partial_2 r)$ as functions on $\Omega$ that do not depend on $x_3$ we can replace the arguments $f_h'(x)$ by $f_h(x)$ here.) We first identify the absolutely continuous part of $Dw_h$ with the help of (3). For $i = 1, 2$ we compute
\[
\partial_i w_h(x) = \nabla' r(f_h'(x)) \partial_i f_h'(x)
\]
\[
+ h(x_3 - \frac{1}{2}) \left\{ \nabla' \partial_i (\partial_1 r \wedge \partial_2 r)(f_h'(x)) \partial_i f_h'(x)
\right.
\]
\[
+ \nabla' r(f_h'(x)) \partial_i \varphi + \nabla^2 r(f_h'(x)) \partial_i f_h'(x), \varphi(x') \right\}
\]
\[
+ \frac{1}{2} h^2 (x_3 - \frac{1}{2})^2 \partial_i d(x'),
\]
where $\partial_i f_h'(x) = e_i - h(x_3 - \frac{1}{2}) \partial_i \varphi(x')$, and so
\[
\partial_i w_h(x) = \partial_i r(f_h'(x))
\]
\[
+ h(x_3 - \frac{1}{2}) \left\{ \nabla' (\partial_i r \wedge \partial_2 r)(f_h'(x)) e_i + \nabla^2 r(f_h'(x)) [e_i, \varphi(x')] \right\}
\]
\[
- h^2 (x_3 - \frac{1}{2})^2 \left\{ \nabla' (\partial_i r \wedge \partial_2 r)(f_h'(x)) \partial_i \varphi(x')
\right.
\]
\[
+ \nabla^2 r(f_h'(x)) [\partial_i \varphi(x'), \varphi(x')] - \frac{1}{2} \partial_i d(x').
\]
Since \( h^{-1}\partial_3 f_h(x) = -\varphi(x') \), we obtain
\[
h^{-1}\partial_3 w_h(x) = -\nabla'f_h(x)\varphi(x') + (\partial_1 r \wedge \partial_2 r)(f_h(x)) + (\nabla'r)(f_h(x))\varphi(x') \\
- h(x_3 - \frac{x}{2}) \{ \nabla'(\partial_1 r \wedge \partial_2 r)(f_h(x))\varphi(x') \\
+ \nabla^2 r(f_h(x))[\varphi(x'), \varphi(x')] - d(x') \} \\
= (\partial_1 r \wedge \partial_2 r)(f_h(x)) \\
- h(x_3 - \frac{x}{2}) \{ \nabla'(\partial_1 r \wedge \partial_2 r)(f_h(x))\varphi(x') \\
+ \nabla^2 r(f_h(x))[\varphi(x'), \varphi(x')] - d(x') \}.
\]

Recall that \( \partial_2^2 r = \partial_3^2 r \) by Remark 4.2. We now make use of the relations
\[
\partial_1 r \cdot \partial_1 (\partial_1 r \wedge \partial_2 r) = \partial_2^2 r \cdot (\partial_2 r \wedge \partial_1 r) = \Pi_{ij}, \\
(\partial_1 r \wedge \partial_2 r) \cdot \partial_3 (\partial_1 r \wedge \partial_2 r) = 0 \\
\frac{\partial_1 r \cdot \partial_2^2 r}{\partial_3 r} = 0,
\]
for \( i, j \in \{1, 2\} \). (These follow from \( \partial_1 (R^2 R) = 0 \) and the product rule for bounded SBV functions.) They show that
\[
R^T \nabla'(\partial_1 r \wedge \partial_2 r) = \begin{pmatrix} \Pi_{11} & \Pi_{12} \\ \Pi_{21} & \Pi_{22} \end{pmatrix} \quad \text{and} \quad R^T \nabla^2 r[a, b] = \begin{pmatrix} 0 \\ -a^T \Pi b \end{pmatrix}
\]
for \( a, b \in \mathbb{R}^2 \). So our calculations imply
\[
R^T(f_h(x))\nabla w_h(x) = \text{Id} + h(x_3 - \frac{x}{2})G_h(x) \\
:= \text{Id} + h(x_3 - \frac{x}{2})A_h(x) + h^2(x_3 - \frac{x}{2})^2B_h(x) \quad (50)
\]
with
\[
A_h(x) = \begin{pmatrix} \Pi(f_h(x)) & -\Pi(f_h(x))\varphi(x') + (R^T(f_h(x))d(x'))' \\ -(\varphi(x'))^T \Pi(f_h(x)) & (\varphi(x'))^T \Pi(f_h(x))\varphi(x') + (R^T(f_h(x))d(x'))_3 \end{pmatrix},
\]
\[
B_h(x) = \begin{pmatrix} -\Pi(f_h(x))\nabla(x') + \frac{1}{2}(R^T(f_h(x))\nabla d(x'))' \\ (\varphi(x'))^T \Pi(f_h(x))\nabla(x') + \frac{1}{2}(R^T(f_h(x))\nabla d(x'))_3 \end{pmatrix} \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

We note that since \( f_h \) is a diffeomorphism on \( \Omega \) with \( f_h \to \text{Id} \) and \( \nabla f_h \to \text{Id} \) uniformly as \( h \to \infty \) we have that \( G_h \to G \) in \( L^2(\Omega; \mathbb{R}^{3 \times 3}) \), where
\[
G(x) = \begin{pmatrix} \Pi & -\varphi + (R^T d)' \\ -\varphi^T \Pi & \varphi^T \Pi \varphi + (R^T d)_3 \end{pmatrix}(x').
\]

But then we also have
\[
h^{-2}W(\text{Id} + h(x_3 - \frac{x}{2})G_h) \to \frac{1}{2}Q_3((x_3 - \frac{x}{2})G) = \frac{1}{2}(x_3 - \frac{x}{2})^2Q_3(G) \quad (51)
\]
in \( L^1(\Omega; \mathbb{R}^{3 \times 3}) \). To see this, we note first that \( W(\text{Id}) = 0 \) and \( \nabla W(\text{Id}) = 0 \). On the one hand we deduce from this that \( h^{-2}W(\text{Id} + h(x_3 - \frac{x}{2})G_h) \to Q_3((x_3 - \frac{x}{2})G) \) in measure by Taylor expanding \( W \) around \( \text{Id} \). On the other hand, it implies that there exist \( c, C > 0 \) such that \( W(\text{Id} + X) \leq C|X|^2 \) whenever \( |X| \leq c \). By the growth condition \( W(X) \leq C(1 + |X|^2) \) we then also have
\[
W(\text{Id} + X) \leq C|X|^2
\]
for all \( X \in \mathbb{R}^{3 \times 3} \). So
\[
h^{-2}W(\text{Id} + h(x_3 - \frac{x}{2})G_h(x)) \leq |G_h(x)|^2.
\]
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and since \((G_h)\) is convergent in \(L^2\) this proves that \(h^{-2}W(\text{Id} + hG_h)\) is uniformly integrable. So (51) follows from the Vitali convergence theorem.

Now we consider the jump part \(J_{w_h}\) of \(w_h\). We view \(r\) and \(R = (\nabla' r, \partial_1 \wedge \partial_2 r)\) as SBV functions in \(\Omega\) that are independent of \(x_3\) with (cylindrical) jump sets \(J_r, J_R \subset \Omega\), respectively, and a normal \(\nu = (\nu', \nu_3) = (\nu', 0)\) given \(\mathcal{H}^2\)-a.e. on \(J_r \cup J_R\). Then (cp. Section 2) the jump set of \(w_h\) satisfies

\[ J_{w_h} \subset \int_{-1}^1 (J_r \cup J_R) \]

and a normal field on \(J_{w_h}\) is given by

\[ \nu(w_h)(x) = \frac{(\nabla f_h(x))^T \nu(f_h(x))}{|\nabla f_h(x)|} \quad \text{for } \mathcal{H}^2\text{-a.e. } x \in J_{w_h}, \]

see (1), where \(\nabla f_h(x) = \text{Id} - h \left( (x_3 - \frac{1}{2})\nabla' \phi(x') \right) \frac{\phi(x')}{0} \). It follows that

\[ (\nabla f_h(x))^T \nu(f_h(x)) = (\nu'(f_h(x)) - h(x_3 - \frac{1}{2})(\nabla' \phi(x'))^T \nu'(f_h(x)), -h \phi(x') \cdot \nu'(f_h(x))) \]

and so, since \(|\nu'| = |\nu| = 1,

\[ \nu(w_h)(x) = (\nu'(f_h(x)) + O(h), -h \phi(x') \cdot \nu'(f_h(x)) + O(h^2)). \]

Rescaling and making use of \(\phi(x') = \phi(f_h(x)) + O(h)\), when extended to \(\Omega\) as a function independent of \(x_3\), we arrive at

\[ \nu_h(w_h)(x) = (\nu'(f_h(x)), \nu(f_h(x)) \cdot \nu'(f_h(x))) + O(h) \quad \text{(52)} \]

for \(\mathcal{H}^2\text{-a.e. } x \in J_{w_h} \).

We finally also view \(D\) as a (cylindrical) set of finite perimeter in \(\Omega\) and define \(E_h = f_h^{-1}(D)\). Again we denote by \(\nu = (\nu', 0)\) the unit outer normal to \(D\). As \(\chi_{E_h}(x) = \chi_D(f_h(x))\), the same reasoning that led to (52) now shows that \(\partial^* E_h \cap \Omega = f_h^{-1}(\partial^* D) \cap \Omega\) and that the rescaled unit outer normal to \(E_h\) is given by

\[ \nu_h(E_h)(x) = (\nu'(f_h(x)), -\nu(f_h(x)) \cdot \nu'(f_h(x))) + O(h) \]

for \(\mathcal{H}^2\text{-a.e. } x \in \partial^* E_h \cap \Omega \).

Now we notice that both

\[ f_h \# \mathcal{H}^2 \cap J_{w_h} \leq (1 + O(h)) \mathcal{H}^2 \cap (J_r \cup J_R) \quad \text{and} \]

\[ f_h \# \mathcal{H}^2 \cap \partial^* E_h \leq (1 + O(h)) \mathcal{H}^2 \cap \partial^* D. \quad \text{(53)} \]

This follows since for any Borel set \(A \subset \Omega\) and \(S_h = J_{w_h}\) or \(S_h = \partial^* E_h\)

\[ f_h \# \mathcal{H}^2 \cap S_h(A) = \mathcal{H}^2(S_h \cap f_h^{-1}(A)) = \mathcal{H}^2(f_h^{-1}(S_h(A)) \leq (1 + O(h)) \mathcal{H}^2(f_h(S_h) \cap A) \]

where \(f_h(S_h) \subset J_r \cup J_R\), respectively, \(f_h(S_h) = \partial^* D\) and we have used the fact that \(f_h^{-1}\) is a Lipschitz mapping with Lipschitz constant bounded by \(1 + O(h)\).

Combining (52), (52) and (53) we find

\[ 2 \int_{J_{w_h} \cap E_h} \psi(\nu_h(w_h)(x)) \, d\mathcal{H}^2(x) + \int_{\partial^* E_h} \psi(\nu_h(E_h)(x)) \, d\mathcal{H}^2(x) \]

\[ = 2 \int_{\partial^* E_h} \psi(\nu'(f_h(x)), -\nu(f_h(x)) \cdot \nu'(f_h(x))) \, d\mathcal{H}^2(x) \]
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where we have used $E_h^0 = \int_h^{-1}(D^0)$ in the second step.

Together with (50), (51), the fact that $\chi_{E_h} \rightarrow \chi_D$ boundedly in measure and the frame invariance of $W$ we finally find that

$$
\limsup_{h \rightarrow 0} \left[ h^{-2} \int_{\Omega \setminus E_h} W(\nabla_h w_h(x)) \, dx 
+ 2 \int_{J_{\omega \cap E_h}} \psi'(w_h(x)) \, dH^2(x) + \int_{\Omega \setminus \partial^* E_h} \psi(\nu_h(E_h)(x)) \, dH^2(x) \right]
\leq \frac{1}{24} \int_{\omega \setminus D} Q_3(G(x')) \, dx + 2 \int_{(J_{\omega \cap J_R} \cap D^0) \cap \Omega} \psi(\nu'(x'), -\varphi(x') \cdot \nu'(x')) \, dH^1(x)
+ \int_{\partial^* D \cap \Omega} \psi(\nu'(x'), -\varphi(x') \cdot \nu'(x')) \, dH^1(x),
$$

where we passed to the planar setting in the last step by integrating with respect to $x_3$.

We abbreviate $S = J_R \cup J_R \cup (\partial^* D \cap \omega)$ and select $\nu_3 \in L^\infty_{\text{loc}}(\omega)$ such that

$$
\psi'(\nu'(y), \nu_3(y)) = \psi_0(\nu'(y)) \quad \text{for } H^1\text{-a.e. } y \in S.
$$

Given $\varepsilon > 0$ we then choose $\varphi$ such that

$$
\int_S |\nu_3(y') + \varphi(y') \cdot \nu'(y')| \, dH^1 \leq \frac{1}{3}\varepsilon.
$$

(Let $\mu \in C^\infty_0(\omega; \mathbb{R}^2)$ with $||\mu||_{\infty} \leq 2$ such that $\int_\omega |\nu' - \mu| \, dH^1 + S < \varepsilon/(6||\nu_3||_{L^\infty})$ and $\theta \in C^\infty_0(\omega)$ such that $\int_\omega |\theta - \varepsilon| \, dH^1 + S < \varepsilon/12$, set $\varphi = -\theta\mu$ and notice $|\nu_3 - \theta \mu \cdot \nu'| \leq |\nu_3(\nu' - \mu) \cdot \nu'| + |(\nu_3 - \theta)\mu \cdot \nu'|$.) Then we choose $d$ such that

$$
\int_\omega |Q_3(G(x')) - Q_2(\Pi(x'))| \, dx \leq \frac{1}{2}\varepsilon.
$$

With these choices we have

$$
\limsup_{h \rightarrow 0} \left[ h^{-2} \int_{\Omega \setminus E_h} W(\nabla_h w_h(x)) \, dx 
+ 2 \int_{J_{\omega \cap E_h}} \psi(w_h(x)) \, dH^2(x) + \int_{\Omega \setminus \partial^* E_h} \psi(\nu_h(E_h)(x)) \, dH^2(x) \right]
\leq \frac{1}{24} \int_{\omega \setminus D} Q_3(\Pi(x')) \, dx
+ 2 \int_{(J_{\omega \cap J_R} \cap D^0) \cap \Omega} \psi_0(\nu'(x')) \, dH^1 + \int_{\partial^* D \cap \Omega} \psi(\nu'(x')) \, dH^1 + \varepsilon.
$$

(54)
In a second step we can now construct recovery sequences for \((y, D)\). To this end we apply the Relaxation Theorem\(^{[\text{A.2}]}\) to the functional \(E_h : W^{1,2}(\Omega; \mathbb{R}^3) \times \mathcal{F}(\Omega) \to \mathbb{R}\) for fixed \(h\), which can be written as
\[
E_h(y, D) = \int_{\Omega \setminus D} W_h(\nabla y) \, dx + \int_{\Omega \cap \partial^* D} \psi_h(\nu(D)) \, d\mathcal{H}^2,
\]
where \(W_h(X) = h^{-2} W(X', h^{-1} X_3)\) and \(\psi_h(x) = \psi(x', h^{-1} x_3)\). Theorem \([\text{A.2}\text{ii}]\) provides a sequence \((w_{h,k}, E_{h,k}) \in W^{1,2}(\Omega; \mathbb{R}^3) \times \mathcal{F}(\Omega)\) such that \(w_{h,k} \to w_h\) in \(L^2(\Omega; \mathbb{R}^3)\), \(\|w_{h,k}\|_{L^\infty} \to \|w_h\|_{L^\infty}\), \(\chi_{E_{h,k}} \to \chi_{E_h}\) in \(L^1(\Omega)\) and
\[
\lim_{k \to \infty} E_h(w_{h,k}, E_{h,k}) \leq \frac{1}{24} \int_{\Omega \setminus D} Q_3(\Pi(x')) \, dx + 2 \int_{(J \cup \cup J_n) \cap D^0} \psi_0(\nu'(x')) \, d\mathcal{H}^1 + \int_{\Omega \cap \partial^* D \setminus \omega} \psi_0(\nu'(x')) \, d\mathcal{H}^1 + \varepsilon.
\]
Now we can choose a diagonal sequence \(y_h = w_{h,k_h}, D_h = E_{h,k_h}\) such that
\[
\limsup_{h \to 0} E_h(y_h, D_h) \leq \frac{1}{24} \int_{\Omega \setminus D} Q_3(\Pi(x')) \, dx + 2 \int_{(J \cup \cup J_n) \cap D^0} \psi_0(\nu'(x')) \, d\mathcal{H}^1 + \int_{\Omega \cap \partial^* D \setminus \omega} \psi_0(\nu'(x')) \, d\mathcal{H}^1 + \varepsilon.
\]
As \(\varepsilon > 0\) was arbitrary, the construction is complete.

We finally show that, in case \((y, D) \in \text{SB}^{1,2}(\omega) \times \mathcal{F}(\omega)\) satisfies \(\text{[S]}\) (with \(r\) replaced by \(y\)), the recovery sequence \((y_h, D_h)\) can be chosen such that \((D_h)\) satisfies the rescaled \(\psi\)-minimal droplet assumption \([\text{[1]}\) with a universal function \(\zeta_0\). We abbreviate \(J = J(r, r_\tau)\) and define
\[
F_t = \{ x \in \mathbb{R}^2 : \text{dist}_{\psi_0}(J \cup D, x) \leq s \}\quad \text{for } s > 0.
\]
Let \(\varepsilon > 0\) and we apply \([\text{S]}\) to choose \(0 < \tau < \varepsilon\) so that
\[
\mathcal{L}^2(\omega \setminus F_{\tau} \setminus D) \tau \leq 2 \int_{J \cap D^0} \psi_0(\nu(J)) \, d\mathcal{H}^1 + \int_{\omega \cap \partial^* D} \psi_0(\nu(D)) \, d\mathcal{H}^1 + \varepsilon.
\]
Applying the anisotropic coarea formula in \([\text{2]}\) with \(u = -\text{dist}_{\psi_0}(J \cup D, \cdot)\) and noting that \(\psi_0(\nabla \text{dist}_{\psi_0}(J \cup D, x)) = 1\) for \(\mathcal{L}^2\) a.e. \(x \in \mathbb{R}^2 \setminus J \cup D\), we infer that
\[
\mathcal{L}^2(\omega \setminus F_{\tau} \setminus D) \geq \int_{J \cap F_{\tau} \setminus D} \psi_0(\nabla \text{dist}_{\psi_0}(J \cup D, \cdot)) \, d\mathcal{L}^2 = \int_0^\tau \mathcal{L}^2(D \chi_{F_t})(\omega) \, dt
\]
and we conclude that \(\psi_0(D \chi_{F_t})(\omega) \leq \tau^{-1} \mathcal{L}^2(\omega \setminus F_{\tau} \setminus D)\) for uncountably many \(t \in (0, \tau)\). We fix one of those \(t\), which in addition satisfies \(\mathcal{H}^1(\partial^* F_t \cap \partial \omega) = 0\). (This expression can be positive for at most countably many values of \(t\).) Approximating the set \(F_t\) by a sequence of sets with smooth boundaries (see \([\text{23]}\) Theorem 2.5]), we may choose an open set \(F'_t \subset \mathbb{R}^2\) with smooth boundary such that \(F_t \subset F'_t \subset F_{\tau}\), \(\mathcal{H}^1(\partial F'_t \cap \partial \omega) = 0\) and
\[
\int_{\omega \cap \partial^* F'_t} \psi_0(\nu(F'_t)) \, d\mathcal{H}^1 \leq \int_{\omega \cap \partial^* F_t} \psi_0(\nu(F_t)) \, d\mathcal{H}^1 + \varepsilon \leq 2 \int_{J \cap D^0} \psi_0(\nu(J)) \, d\mathcal{H}^1 + \int_{\omega \cap \partial^* D} \psi_0(\nu(D)) \, d\mathcal{H}^1 + 2\varepsilon.
\]
We recall the maps \(f_h\) and \(w_h\) from \([\text{18]}\) and \([\text{19]}\), we define the sets
\[
E_{t,h} = f_h^{-1}(F'_t \times (0, 1))
\]
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and we notice that $\mathcal{H}^2(\partial E_{t,h}(\partial \Omega) = 0$ and $J_{w_h} \subset E_{t,h} \cap \Omega$ by Remark 2.4. By possibly multiplying with smooth cut-off functions that vanish on $J_{w_h}$, but are equal to 1 outside $E_{t,h}$ and such that still $w_h \to r$ in $L^1$, we may assume without loss of generality that $w_h \in W^{1,2}(\Omega,\mathbb{R}^3)$. The arguments leading to (54) now imply that

$$\lim_{h \to 0} \sup h^{-2} \int_{\Omega \setminus E_{t,h}} W(\nabla_h w_h(x)) \, dx \leq \frac{1}{24} \int_{\omega \setminus \Omega} Q_3(\Pi(x')) \, dx + \varepsilon$$

(56)

and

$$\lim_{h \to 0} \sup \int_{\partial^* E_{t,h} \cap \Omega} \psi(\nu_h(E_{t,h})(x)) \, d\mathcal{H}^2(x) \leq \int_{\partial^* F_t^h \cap \omega} \psi(\nu'(x')) \, d\mathcal{H}^1 + \varepsilon.$$ 

(57)

In order to check for the minimal droplet assumption we rescale the sets $E_{t,h}$ and also shift the plate from $\Omega_h$ to the $x_3$-symmetric domain $\Omega_h^* = \omega \times (-\frac{3}{2}, \frac{3}{2})$. We consider the (h independent) function $g: \mathbb{R}^3 \to \mathbb{R}^3$,

$$g(x) = (x' - x_3 \varphi(x'), x_3)$$

and observe that $g(x', h(x_3 - \frac{1}{2})) = f_h(x)$ for $x \in \mathbb{R}^3$, $g(\Omega_h^*) \subset \Omega_h^*$ and there is an $h_0 > 0$ such that $g: \mathbb{R}^2 \times (-\frac{3}{2}, \frac{3}{2}) \to \mathbb{R}^2 \times (-\frac{3}{2}, \frac{3}{2})$ is a diffeomorphism for each $0 < h \leq h_0$ (as $f_h$ is a diffeomorphism for each $0 < h \leq h_0$). We define

$$G_{t,h} = g^{-1}(F_t^h \times (-\frac{3}{2}, \frac{3}{2})) = \left\{(x', h(x_3 - \frac{1}{2})) : x \in E_{t,h}\right\}.$$ 

For every $\frac{a}{2} \leq a < b \leq \frac{h}{2}$ we notice that

$$g^{-1}((\partial F_t^h \cap \omega) \times (a, b)) = \partial G_{t,h_0} \cap (\omega \times (a, b))$$

and we infer that there exists a constant $c_0 > 0$ (depending only on $g$ and $\psi$) such that

$$c_0^{-1} (b - a) \mathcal{H}^1(\omega \cap \partial F_t^h) \leq \psi(D \chi_{G_{t,h_0}})(U_{a,h}) \leq c_0 (b - a) \mathcal{H}^1(\omega \cap \partial F_t^h).$$

It follows that

$$\int_{\Omega_h^* \cap \partial G_{t,h_0}} \psi(\nu(G_{t,h_0})) \, d\mathcal{H}^2 \leq (1 + c_0^2 c_0) \int_{\Omega_h^* \cap \partial G_{t,h_0}} \psi(\nu(G_{t,h_0})) \, d\mathcal{H}^2$$

(58)

for every $c > 0$ and for every $0 < s < 1$.

For each $0 < \eta < 1$ let $\psi_\eta$ be a uniformly convex and smooth norm with

$$(1 + \eta)^{-1} \psi_\eta \leq \psi \leq (1 + \eta) \psi_\eta.$$ 

We denote the tubular neighborhood of a set $X$ of radius $r > 0$ with respect to $\psi_\eta$ by $B^\eta_r(X)$. Since $G_{t,h_0}^* \subset B^\eta_{1 + \eta}h_0(G_{t,h_0})$ and $G_{t,h} \cap (\Omega_h^*)^- = G_{t,h_0} \cap (\Omega_h^*)^-$, we can apply the inequality in (59) in the Appendix A with $G = G_{t,h_0}$ and $\phi = \psi_\eta$ to infer for $0 < h < h_0$ that

$$\mathcal{L}^3((G_{t,h}^* \setminus G_{t,h} \cap (\Omega_h^*)^-) \leq \mathcal{L}^3((G_{t,h_0}^* \setminus G_{t,h_0} \cap (\Omega_h^*)^-)$$

$$\leq L^3((B^\eta_{1 + \eta}h_0(G_{t,h_0}) \setminus G_{t,h_0} \cap (\Omega_h^*)^-)$$

$$\leq \left(1 + \frac{(1 + \eta)h_0}{\gamma_2(\psi_\eta)}\right)^2 (1 + \eta)h_0 \int_{B^\eta_{1 + \eta}h_0(G_{t,h_0}) \setminus G_{t,h_0}} \psi_\eta(\nu(G_{t,h_0})) \, d\mathcal{H}^2$$

$$\leq (1 + C(\eta))C(t)h + 3\eta h \int_{G_{t,h_0} \cap \partial G_{t,h_0}} \psi(\nu(G_{t,h_0})) \, d\mathcal{H}^2$$
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for every $0 < s < s_0$, where $c_1 > 0$ and $0 < s_0 < 1$ are constant depending on $\psi$, and for a $t$-dependent constant $C(t)$ and an $n$-dependent constant $C(n)$. Combining with (55) we get

$$\mathcal{L}^n((G_{t,h}^{(s)}) \setminus G_{t,h}) \cap (\Omega_0^{-}) \leq (1 + c_2 s + c_2 C(t) C(n) s)sh \int_{\Omega_0^{-} \cap \partial^* G_{t,h}} \psi(\nu(G_{t,h})) \, d\mathcal{H}^2$$

for every $0 < s < s_0$ and for a constant $c_2 > 0$ depending on $\psi$ and $g$. Choosing $\eta = \eta(h) \setminus 0$ so slowly that $C(\eta(h))h \to 0$ we see that these sets satisfy the minimal droplet assumption for a suitable $\zeta_0$.

It follows from (57), (55) and (56) that

$$\limsup_{\tau \to 0} \limsup_{h \to 0} \mathcal{E}_h(w_h, E_{t,h}) \leq \frac{1}{24} \int_{\omega \setminus D} Q_3(\Pi(x')) \, dx + \int_{\partial^* D \cap \omega} \psi_0(\nu'(x')) \, d\mathcal{H}^1 + 4 \varepsilon.$$

Since $\varepsilon > 0$ was arbitrary we may pass to a diagonal sequence $(y_h, D_h) \in W^{1,2}(\Omega; \mathbb{R}^3) \times F(\Omega)$ by choosing $\tau = \tau_h \to 0$ sufficiently slowly such that $y_h \to r$ in $L^1(\Omega; \mathbb{R}^3)$, $\chi_{D_h} \to \chi_D$ in $L^1(\Omega)$ and $\limsup_{h \to 0} \mathcal{E}_h(y_h, D_h) \leq \mathcal{E}(r, D)$. \hfill $\Box$

## A Auxiliary results

### Minkowski content

Let $\phi$ be an arbitrary norm on $\mathbb{R}^n$ and $\phi^\circ$ its dual norm. The set $W^\phi = \{ x \in \mathbb{R}^n : \psi^\circ(x) \leq 1 \}$ is a centrally symmetric convex body called the Wulff shape of $\phi$. If $A \subset \mathbb{R}^n$ we set $B_r^\phi(A) = \{ x \in \mathbb{R}^n : \text{dist}_\phi(x, A) \leq r \}$ for every $r > 0$.

We state a formula for the outer Minkowski content of sufficiently regular sets. In the global anisotropic setting this has been obtained in [18, Theorem 4.4].

**Theorem A.1.** Suppose $E \subset \mathbb{R}^n$ is a closed set such that $\partial E$ is $\mathcal{H}^{n-1}$ rectifiable and satisfies the density condition

$$\mu(B_r(x)) \geq \gamma r^{n-1} \quad \forall x \in \partial E \quad \forall r \in (0, 1)$$

for a constant $\gamma > 0$ and a finite measure $\mu$ on $\mathbb{R}^n$ with $\mu \ll \mathcal{H}^{n-1}$. If $A \subset \mathbb{R}^n$ is a Borel set with $\mathcal{H}^{n-1}(\partial A \cap \partial E) = 0$, then

$$\lim_{r \to 0} \frac{\mathcal{L}^n((B_r^\phi(E) \setminus E) \cap A)}{r} = 2 \int_{\partial E \cap E \cap A} \phi(\nu(\partial E)) \, d\mathcal{H}^{n-1} + \int_{\partial^* E \cap A} \phi(\nu(E)) \, d\mathcal{H}^{n-1}.$$

The proof follows from the global result [18, Theorem 4.4] (for $A = \mathbb{R}^n$) and a local version of the lower estimate [18, Eq. (4.8)]. Details are contained in the proof of [54, Lemma 3.7].

### Anisotropic Steiner formula

Suppose now $\phi \in C^2(\mathbb{R}^n \setminus \{0\})$ is a uniformly convex norm. Then the dual norm $\phi^\circ$ is uniformly convex as well and the Wulff shape $W^\phi$ is a centrally symmetric uniformly convex body.

Suppose $G \subset \mathbb{R}^n$ is an open set with $C^2$-boundary. The exterior $\phi$-anisotropic normal of $G$ is the map $\nu^\phi(G) : \partial G \to \partial W^\phi$ defined as

$$\nu^\phi(G)(x) = \nabla \phi(\nu(G)(x)) = \quad \text{for } x \in \partial G.$$

One observes that the tangential derivative $D\nu^\phi(G)(x)$ of $\nu^\phi_G$ at $x$ is an endomorphism of $\text{Tan}(\partial G, x)$ (see [27, Remark 2.25]) that has $n$ (counted with multiplicity) eigenvalues $\kappa^\phi_G(x) \leq \ldots \leq \kappa^\phi_G(x)$.
Lemma 2.34] to conclude that
\[ \kappa_{G,\eta} \leq \frac{1}{\gamma_1(\phi, G)} \leq \frac{1}{\gamma_1(\phi) \gamma_2(G)} \]
for every \( x \in \partial G \) and for every \( i = 1, \ldots, n \).

Now for every Borel set \( E \subseteq \mathbb{R}^n \) we can use the disintegration formula [36] Theorem 3.18] to obtain
\[ L^n((B^0_r(G) \setminus G) \cap E) \leq \int_{\partial G} \phi(\nu(G)(x)) \int_0^r \chi_E(x + t\nu(G)(x)) \prod_{i=1}^{n-1} (1 + t\kappa_{G,i}(x)) \, dt \, d\mathcal{H}^n(x) \]
\[ \leq r \cdot \left( 1 + \frac{r}{\gamma_1(\phi) \gamma_2(G)} \right)^{n-1} \int_{B^0_r(E) \cap \partial G} \phi(\nu(G)(x)) \, d\mathcal{H}^n(x) \quad (59) \]
for every \( r > 0 \).

Bulk materials with soft inclusions

We state here a version of a relaxation result for bulk materials from [13] adapted to our needs. Suppose \( W : \mathbb{R}^{3 \times 3} \to \mathbb{R} \) is Borel function that satisfies the growth condition \( c|X|^2 - C \leq W(X) \leq C|x|^2 + C \) for suitable \( c, C > 0 \) and all \( X \in \mathbb{R}^{3 \times 3} \). We consider the functionals
\[ G : W^{1,2}(\Omega; \mathbb{R}^3) \times F(\Omega) \to \mathbb{R}, \quad G^{\text{rel}} : SBV^2(\Omega; \mathbb{R}^3) \times F(\Omega) \to \mathbb{R} \]
given by
\[ G(y,D) = \int_{\Omega \setminus D} W(\nabla y) \, dx + \int_{\partial \Omega \setminus \partial D} \psi(\nu(D)) \, d\mathcal{H}^{n-1}, \]
\[ G^{\text{rel}}(y,D) = \int_{\Omega \setminus D} W^{\text{rel}}(\nabla y) \, dx + \int_{\partial \Omega \setminus \partial D} \psi(\nu(D)) \, d\mathcal{H}^{n-1} + 2\int_{J_y \cap \partial D} \psi(\nu(y)) \, d\mathcal{H}^{n-1} + \int_{\partial \Omega \setminus \partial D} \psi(\nu(D)) \, d\mathcal{H}^{n-1}. \]

Theorem A.2. (i) Whenever \( (y_k) \subseteq W^{1,2}(\Omega; \mathbb{R}^3) \) and \( (D_k) \subseteq F(\Omega) \) are such that \( y_k \to y \) in \( L^1(\Omega; \mathbb{R}^3) \), \( \limsup_{k \to \infty} \|y_k\|_{L^\infty} < \infty \) for some \( y \in SBV^2(\Omega; \mathbb{R}^3) \) and \( \chi_{D_k} \to \chi_D \) in \( L^1(\Omega) \) and for some \( D \in F(\Omega) \), then one has
\[ \liminf_{k \to \infty} G(y_k,D_k) \geq G^{\text{rel}}(y,D), \]
(ii) For each \( (y,D) \in SBV^2(\Omega; \mathbb{R}^3) \times F(\Omega) \) and \( c_1, c_2, \ldots \in (0, L^n(\Omega))] \) with \( c_k \to L^n(D) \) there are \( (y_k) \subseteq C^{\infty}(\overline{\Omega}; \mathbb{R}^3) \) with \( y_k \to y \) in \( L^1(\Omega; \mathbb{R}^3) \) and \( D_k \subseteq \Omega \) with smooth boundary such that \( \chi_{D_k} \to \chi_D \) in \( L^1(\Omega) \), \( L^n(D_k) = c_k \) for all \( k \) and
\[ \lim_{k \to \infty} G(y_k,D_k) = G^{\text{rel}}(y,D). \]
and in addition \( \limsup_k \|y_k\|_{L^\infty} = \|y\|_{L^\infty} \).

We refer to [54] Theorem 3.1 and Remark 3.3]
B Minimal droplet assumption and curvature

In order to state and prove the main theorem of this section (Theorem B.3) we need some preparation.

**Varifolds** We recall a few basic notions in varifold’s theory. We refer to [4] for details. Let $U \subset \mathbb{R}^n$ be an open set and let $1 \leq k \leq n$ be an integer. Denoting with $G(n, k)$ is the Grassmannian of all $k$-dimensional linear subspaces of $\mathbb{R}^n$, a $k$-dimensional varifold on $U$ is a Radon measure $V$ on $U \times G(n, k)$. If $\pi : U \times G(n, k) \to U$ is the projection onto the first component, then we define the mass of $V$ to be the Radon measure over $U$ given by
\[
\|V\|(S) = V(S \times G(n, k)) \quad \text{for } S \subset U.
\]

By the classical disintegration theorem we see that there exists a $\|V\|$-measurable map $V(\cdot)$ with values in the space of probability measures on $G(n, k)$ such that
\[
\int \varphi(x, S) \, dV(x, S) = \int \left( \int \varphi(x, S) \, dV(x)(S) \right) \, d\|V\|(x)
\]
for every $\varphi \in C_c(U \times G(n, k))$. We say that $V$ is $k$-dimensional integral varifold if and only if there exists a countably $\mathcal{H}^k$-rectifiable set $M \subset U$ and an positive integer-valued map $\theta$ on $M$ such that
\[
\|V\| = \theta \mathcal{H}^k \downarrow M
\]
and $V(x)$ is the Dirac-delta concentrated on the singleton $\{\text{Tan}^k(\|V\|, x)\}$ for $\|V\|$ a.e. $x \in U$. We denote with $IV_k(U)$ the space of all compact $k$-dimensional varifolds on $U$.

If $M$ is an $\mathcal{H}^k$-rectifiable subset of $U$ then $v(M)$ is the $k$-dimensional varifold characterized by
\[
\int \varphi(x, S) \, dv(M)(x, S) = \int_M \varphi(x, \text{Tan}^k(\mathcal{H}^k \downarrow M, x)) \, d\mathcal{H}^k(x)
\]
for every $\varphi \in C^1_c(U)$. Notice that $\|v(M)\| = \mathcal{H}^k \downarrow M$.

A fundamental notion in varifold’s theory is that of first variation. Suppose $V$ is a $k$-dimensional varifold on $U$. The *Euclidean first variation* of $V$ is the linear map $\delta V : C^1_c(U, \mathbb{R}^n) \to \mathbb{R}$ defined by
\[
\delta V(g) = \int \text{div} \, g(x) \, dV(x, S);
\]
see [4] 4.1, 4.2 for further details. If the total variation measure $\|\delta V\|$ of $\delta V$ (see [4] 4.2) is a Radon measure on $U$ absolutely continuous with respect to $\|V\|$, then
\[
\delta V(g) = -\int \langle H_V(x), g \rangle \, d\|V\|(x) \quad \text{for } g \in C^1_c(U, \mathbb{R}^n),
\]
where $H_V \in L^1(\|V\|, \mathbb{R}^n)$ is called *generalized (Euclidean) mean curvature vector* of $V$. In this case, employing the $C^2$-rectifiability of (integral) varifolds proved in [44] (see also [53]), one can readily see that there exists a countable collection of $k$-dimensional $C^2$-submanifolds $M_i \subset U$ such that $\|V\|(U \setminus \bigcup_{i=1}^\infty M_i) = 0$ and there exists for $\|V\|$ a.e. $x \in U$ a symmetric bi-linear form
\[
\Pi_V(x) : \text{Tan}^k(\|V\|, x) \times \text{Tan}^k(\|V\|, x) \to \text{Nor}^k(\|V\|, x)
\]
such that trace $\Pi_V(x) = H_V(x)$. Here $\text{Tan}^k(\|V\|, x)$ is the approximate tangent space of the $k$-dimensional rectifiable measure $\|V\|$ and $\text{Nor}^k(\|V\|, x) = \{v : \langle v, u \rangle = 0 \quad \text{for } u \in \text{Tan}^k(\|V\|, x)\}$. Indeed $\Pi_V$ satisfies the *locality property*: if $M \subset U$ is a $k$-dimensional submanifold of class $C^2$ then $\Pi_V(x)$ coincides with the second fundamental form of $M$ at $\|V\|$ a.e. $x \in M$. We refer to $\Pi_V$ as the *generalized second fundamental form* of $V$. We remark that if $V$ is a curvature varifold (see [37]), then $\Pi_V$ coincides with its variationally defined second fundamental form, see [37] Remark 4.10.
The following lemma follows from classical arguments.

**Lemma B.1.** Let $U \subset \mathbb{R}^n$ be open and $E \in \mathcal{F}(U)$ such that $\mathcal{H}^{n-1}(U \cap \partial^* E \setminus \partial E) = 0$. Then there exists an open set $P \subset U$ such that

$$\mathcal{H}^{n-1}(U \cap \partial P \setminus \partial^* P) = 0, \quad \mathcal{L}^n((P \setminus E) \cup (E \setminus P)) = 0$$

and

$$\text{spt}(\mathcal{H}^{n-1} \setminus \partial^* P) = \partial P.$$

**Proof.** We define $P = \{x \in U : \mathcal{L}^n(B(x, \rho) \setminus E) = 0 \text{ for some } \rho > 0\}$ and $Q = \{x \in U : \mathcal{L}^n(B(x, \rho) \cap E) = 0 \text{ for some } \rho > 0\}$ and we notice that they are open subsets of $\mathbb{R}^n$. It follows from the relative isoperimetric inequality, see [5, eq. (3.43), pag. 152] that

$$\text{spt}(\mathcal{H}^{n-1} \setminus \partial^* E) = \mathbb{R}^n \setminus (P \cup Q). \quad (60)$$

As $E \setminus P = (E \cap Q) \cup (E \setminus (P \cup Q))$ and $\mathcal{L}^n(U \cap \text{spt}(\mathcal{H}^{n-1} \setminus \partial^* E)) = 0$, we infer from standard density results that

$$\mathcal{L}^n(E \setminus P) = 0 \quad \text{and} \quad \mathcal{L}^n(P \setminus E) = 0.$$

We deduce that $\partial^* P = \partial^* E$ and, since $\partial P \subset \text{spt} \mathcal{H}^{n-1} \setminus \partial^* E \subset \overline{\partial^* E}$ by (60), we conclude from the hypothesis that $\mathcal{H}^{n-1}(U \cap \partial P \setminus \partial^* P) = 0$. \hfill \Box

For the next lemma we first need to recall a few notions about the theory of curvature for arbitrary closed sets. We refer to [36] for details. If $A \subset \mathbb{R}^n$ we define

$$N(A) = \{(a, \eta) \in \overline{A} \times \mathbb{S}^{n-1} : \text{dist}_A|(a + s\eta, A) = s \text{ for some } s > 0\}$$

and $N(A, a) = \{\eta \in \mathbb{S}^n : (a, \eta) \in N(A)\}$. The set $\partial^* A$ is defined as the set of all $a \in \overline{A}$ for which there exist $s > 0$ and $\eta \in N(A, a)$ such that $\text{dist}_A|(a - s\eta, \mathbb{R}^n \setminus A) = s$ lies in the interior of $A$ and $\text{dist}_A|(a + s\eta, A) = s$. Notice that $N(A, a)$ contains only one vector for each $a \in \partial^* A$ and $\partial^* A \subset \partial^* A$. The set $N(A)$ is a countably $\mathcal{H}^{n-1}$-rectifiable subsets of $\overline{A} \times \mathbb{S}^{n-1}$ and $\kappa_{A,1} \leq \ldots \leq \kappa_{A,n-1}$ denotes the principal curvatures of $A$, see [36, Definition 3.6, Remark 3.7].

**Lemma B.2.** Suppose $U \subset \mathbb{R}^n$ is open, $E \in \mathcal{F}(U)$, $V = \nu(U \cap \partial^* E) \in IV_{n-1}(U)$, $0 \leq \kappa < \infty$ and $\|
u V\| \leq \kappa\|V\|$. Then there exists $C \subset U$ relatively closed in $U$ with non empty interior such that

(a) $\mathcal{L}^n((C \setminus E) \cup (E \setminus C)) = 0,$

(b) $\mathcal{H}^{n-1}(U \cap \partial C \setminus \partial^* C) = 0,$

(c) $v(U \cap \partial^* E) = v(U \cap \partial C),$

(d) $N(C, a) = \{\nu(C)(a)\}$ for every $a \in U \cap \partial^* C$ and

$$\mathcal{H}^{n-1}((N(C) \cap (U \times \mathbb{S}^{n-1})) \setminus \{(a, \nu(C)(a)) : a \in U \cap \partial^* C\}) = 0,$$

(e) The principal curvatures $\kappa_{C,1}(a, \nu(C)(a)) \leq \ldots \leq \kappa_{C,n}(a, \nu(C)(a))$ are the eigenvalues of $\langle -\Pi_V(a)(\cdot), \nu(C)(a)\rangle$ for $\|V\|$ a.e. $a \in U$.

**Proof.** We notice that the $(n - 1)$-dimensional density $\theta$ of $\|V\| = \mathcal{H}^{n-1} \setminus \partial^* E$ is $\|V\|$-almost everywhere equal to 1 and it is an upper semi-continuous function on $U$ by [4, 8.6]. It follows that

$$\theta(x) = 1 \quad \text{for every } x \in U \cap \overline{\partial^* E},$$

whence we infer from standard density results that $\mathcal{H}^{n-1}(U \cap \partial^* E \setminus \partial E) = 0$. We employ now [3.1] to find an open subset $P \subset U$ such that, for $C = \overline{P} \cap U$, it holds that

$$\mathcal{H}^{n-1}(U \cap \partial C \setminus \partial^* C) = 0, \quad (61)$$
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We define $\zeta$ and $C$. We choose a sequence $\Omega$ in $E_B$.2 we can assume that $0$. Theorem B.3. Let $\Omega \in \mathcal{F}(\Omega_h)$, $V_h = v(\Omega_h \cap \partial^s \Omega_h) \in IV_2(\Omega_h)$. Suppose there exist $0 \leq C < \infty$ and $0 < \epsilon_0 < 1$ such that
\[
\mathcal{L}^3((E_h(t) \setminus E_h) \cap (\Omega_h^- \setminus \Omega_h^-_{-\epsilon_0})) \leq C st \quad \text{for every } h \in (0,1) \text{ and } s \in (0, \epsilon_0 h),
\]
\[
||\partial V_h|| \text{ is a Radon measure on } \Omega_h \text{ absolutely continuous with respect to } ||V_h|| \quad \text{and} \quad ||\Pi V_h(x)|| \leq C h^{-1} \quad \text{for } ||V_h|| \text{ a.e. } x \in \Omega_h.
\]
If $\psi$ is the Euclidean norm on $\mathbb{R}^3$ then $(E_h)_{h \in (0,1)}$ satisfies the $\psi$-minimal droplet assumption in $\Omega_h$. 

Proof. We choose a sequence $(\epsilon_i)_{i \geq 1}$ such that $0 < \epsilon_i < \epsilon_{i-1}$ for every $i \geq 1$ and $\epsilon_i \to 0$ as $i \to \infty$. We define $\zeta : (0, \epsilon_0) \to (0, +\infty)$ by $\zeta(s) = (C^2 + 2C)\epsilon_i$ for $\epsilon_{i+1} < s \leq \epsilon_i$ and for $i \geq 0$. By Lemma B.2 we can assume that $E_h$ is relatively closed in $\Omega_h$ and (b), (d) and (e) of Lemma B.2 hold with $C$ and $U$ replaced by $E_h$ and $\Omega_h$. In particular,
\[
|\kappa_{\Lambda_h,i}(a, \nu(\mathcal{L}_h)(a))] \leq \frac{C}{h} \quad \text{for } \mathcal{H}^2 \text{ a.e. } a \in \Omega_h \cap \partial E_h \text{ and } i = 1, 2.
\]
For $\epsilon_{i+1} < s \leq \epsilon_i$ we can use the disintegration formula in [36] Theorem 3.18 to obtain
\[
\mathcal{L}^3((E_h^{(sh)} \setminus E_h) \cap \Omega_h^-_{-\epsilon_i}) \leq sh(1 + C s)^2 \mathcal{H}^2(\Omega_h \cap \partial^s \Omega_h)
\]
and, since by assumption $\mathcal{L}^3((E_h^{(sh)} \setminus E_h) \cap (\Omega_h^- \setminus \Omega_h^-_{-\epsilon_i})) \leq C \epsilon_i s^2$, we infer that
\[
\mathcal{L}^3((E_h^{(sh)} \setminus E_h) \cap \Omega_h^-) \leq sh(1 + C s)^2 \mathcal{H}^2(\Omega_h \cap \partial^s \Omega_h) + C \epsilon_i s^2 \leq sh(1 + \zeta(s)) \mathcal{H}^2(\Omega_h \cap \partial^s \Omega_h) + sh^2 \zeta(s).
\]
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