Abstract
This paper characterizes the annealed, topological complexity (both of total critical points and of local minima) of the elastic manifold. This classical model of a disordered elastic system captures point configurations with self-interactions in a random medium. We establish the simple versus glassy phase diagram in the model parameters, with these phases separated by a physical boundary known as the Larkin mass, confirming formulas of Fyodorov and Le Doussal. One essential, dynamical, step of the proof also applies to a general signal-to-noise model of soft spins in an anisotropic well, for which we prove a negative-second-moment threshold distinguishing positive from zero complexity. A universal near-critical behavior appears within this phase portrait, namely quadratic near-critical vanishing of the complexity of total critical points, and cubic near-critical vanishing of the complexity of local minima. These two models serve as a paradigm of complexity calculations for Gaussian landscapes exhibiting few distributional symmetries, that is, beyond the invariant setting. The two main inputs for the proof are determinant asymptotics for non-invariant random matrices from our companion paper (Ben Arous, Bourgade, McKenna 2022), and the atypical convexity and integrability of the limiting variational problems.
1 | INTRODUCTION

1.1 Complexity of the landscape of disordered elastic systems

The elastic manifold is a paradigmatic representative of the class of disordered elastic systems. These are surfaces with rugged shapes resulting from a competition between random spatial impurities (preferring disordered configurations), on the one hand, and elastic self-interactions (preferring ordered configurations), on the other. The model is defined through its Hamiltonian (2.2). For example, a one-dimensional such surface is a polymer; a $d$-dimensional such surface could describe the interface between ordered phases with opposite signs in a $(d + 1)$-dimensional Ising model. Among other motivations, the elastic manifold is interesting because it displays a (de)pinning phase transition, which is a certain nonlinear response to a driving force: if one applies an external force to the surface at zero-temperature equilibrium, then the surface moves if and only if the force is above the depinning threshold. The elastic manifold also has a long history as a testing ground for new approaches, for example for fixed $d$ by Fisher using functional renormalization group methods [25], and in the high-dimensional limit by Mézard and Parisi using the replica method [48].

In the same diverging dimension regime, we study the energy landscape of this model, through the expected number of configurations that locally minimize the Hamiltonian against small perturbations. We also count the expected number of critical configurations. Our main result, Theorem 2.4, gives the phase diagram in the model parameters, and identifies the boundary between simple and glassy phases as a physical parameter known as the Larkin mass, which appears in the (de)pinning theory, confirming recent formulas by Fyodorov and Le Doussal [31].

The proof proceeds by dimension reduction, and it naturally leads to analyzing a generalization of the zero-dimensional elastic manifold. The original zero-dimensional elastic manifold is

$$\mathcal{H}_N(x) = V_N(x) + \frac{\mu}{2} \|x\|^2,$$

(1.1)

where $V_N : \mathbb{R}^N \to \mathbb{R}$ is an isotropic Gaussian field and $\mu > 0$. This was studied by Fyodorov as a toy model of a disordered system; it admits a continuous phase transition between order for large $\mu$ and disorder for small $\mu$ [26]. We replace the parabolic well confinement $\frac{\mu}{2} \|x\|^2$ with any positive definite quadratic form $\frac{1}{2} \langle x, D_N x \rangle$, to see how different signal strengths in different
directions affect the complexity; this defines the model of soft spins in an anisotropic well. Theorem 2.8 identifies a simple scalar parameter distinguishing between positive and zero complexity in high dimension, namely the negative second moment of the limiting empirical measure of $D_N$. We also find that the near-critical decay of complexity is described by universal exponents: quadratic for total critical points, and cubic for local minima.

Our work is part of the landscape complexity research program, which was initially developed for a variety of functions which are invariant under large classes of isometries (see Section 1.3). We address landscapes lacking this property, which we call “non-invariant.” The elastic manifold model is a proof of concept for our general approach, which relies on the Kac-Rice formula to reduce complexity to the calculation of the determinant of random matrices, and on our companion paper [15] for such determinant asymptotics for random matrix ensembles which are not invariant under orthogonal conjugacy. This approach gives variational formulas for the annealed complexity, such as Theorem 4.1 for the elastic manifold.

Such variational problems associated to high dimensional Gaussian fields are not solvable in general (see e.g. the companion paper [47] about bipartite spherical spin glasses). However, for the elastic manifold, a key convexity property inherited from the associated Matrix Dyson Equation (MDE) (see Proposition 4.9) reduces the dimension of the relevant variational formula, mapping the problem to the complexity of the soft spins in an anisotropic well model for a specific $D_N$. We then find integrable dynamics to analyze the variational problems associated to the general soft spins in an anisotropic well model, and obtain the complexity thresholds mentioned above.

1.2 

Determinants and the Kac-Rice formula

As mentioned in the previous section, the Kac-Rice formula provides a bridge between random geometry and random matrix theory. If $f$ is a Gaussian field with enough regularity on a nice compact manifold $\mathcal{M}$, and if $\text{Crt}_f(t, k)$ denotes the number of critical points of $f$ of index $k$ at which $f \leq t$, then this formula reads

$$
\mathbb{E}[	ext{Crt}_f(t, k)] = \int_{\mathcal{M}} \mathbb{E}[|\det(\nabla^2 f(\sigma))| \mathbf{1}\{f(\sigma) \leq t, i(\nabla^2 f(\sigma)) = k\}|\nabla f(\sigma) = 0] \phi(0) d\sigma.
$$

Here $i(\cdot)$ is the index and $\phi(0)$ is the density of $\nabla f(\sigma)$ at 0. In the models of this paper, we will always take $\mathcal{M}$ to be the whole Euclidean space (with the necessary arguments to account for non-compactness). Thus the Kac-Rice formula transforms questions about critical points into questions about the (conditional) determinant of the random matrix $\nabla^2 f(\sigma)$. For an introduction to the Kac-Rice formula, we direct the reader to refs. [2, 10]. In a digestible special case, if $\text{Crt}_f$ is the total number of critical points of $f$, then

$$
\mathbb{E}[\text{Crt}_f] = \int_{\mathcal{M}} \mathbb{E}[|\det(\nabla^2 f(\sigma))||\nabla f(\sigma) = 0] \phi(0) d\sigma.
$$

(1.2)

In one dimension, this formula dates back to the 1940s [43, 51]. For many years it was used for small, fixed dimension in applications such as signal processing [52] and oceanography [45]. For more modern results in fixed dimension, we refer the reader to ref. [9].
1.3 Rotationally invariant models

In a breakthrough insight, [26] used the Kac-Rice formula in diverging dimension, to study asymptotic counts of critical points via asymptotics of random determinants. For example, if \( f = f_N \) in the above discussion is defined on an \( N \)-dimensional manifold, one attempts to compute
\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} [\text{Crt}_{f_N}].
\]
The papers [26] and [37] studied isotropic Gaussian fields in radially symmetric confining potentials; the centered isotropic case without confining potentials (but in finite volume) was treated in ref. [21]. Work has been done in the mathematics and physics literature on complexity for spherical \( p \)-spin models, starting with [6] (for pure models) and [5] (for mixtures). Similar techniques were used to understand the spiked-tensor model in ref. [17]. Intricate questions, such as the number of critical points with fixed index at given overlap from a minimum, are considered for pure \( p \)-spin models in [53]. We also mention [24] for an upper bound on the number of critical points of the TAP free energy of the Sherrington-Kirkpatrick model, and the recent works [12, 13] on neural networks, [8] on Gaussian fields with isotropic increments, [16, 29] on stable/unstable equilibria in systems of non-linear differential equations, and [14, 27, 30] on the phenomenon of “topological trivialization” for spherical spin glasses with an external field. In most of these models, the conditioned Hessian is closely related to the Gaussian Orthogonal Ensemble (GOE), a consequence of distributional symmetries of the landscapes.

The above results handle the average number of critical points. It is another question entirely to prove concentration, that is, to show that the average (annealed) number of points is also typical (quenched). Proving concentration typically involves intricate second-moment computations, which are also possible via the Kac-Rice formula, but which involve determinant asymptotics for a pair of (usually correlated) random matrices. To our knowledge this has only been carried out for \( p \)-spin models, both for pure models [7, 58] and for certain mixtures which are close to pure [18]. The quenched asymptotics are not always expected to match the annealed ones; for more intricate questions in pure \( p \)-spin, physical computations based on the replica trick suggest a qualitative picture of this failure [54, 55].

1.4 Non-invariant models

In many models of interest, it happens that the law of the conditioned Hessian in (1.2) does not depend on \( \sigma \), and that it has long-range correlations induced by a fixed (not depending on \( N \)) number \( m \) of independent Gaussian random variables. For example, this law might match that of \( W_N + \xi \text{Id} \), where \( W_N \) is symmetric with independent Gaussian entries with a variance profile or large zero blocks, and \( \xi \sim \mathcal{N}(0, \frac{1}{N}) \) is independent of \( W_N \); the resulting matrix has “long-range correlations” because the diagonal entries are all correlated with each other, and \( m = 1 \) because these correlations are induced by \( \xi \in \mathbb{R}^1 \). In these models, by integrating over this small number of variables last, the difficult term in the Kac-Rice formula (1.2) takes the form
\[
\int_{\mathbb{R}^m} e^{-N \frac{\|u\|^2}{2}} \mathbb{E}[|\det(H_N(u))|] du
\]
for some Gaussian random matrices \( H_N(u) \) which may be far from GOE. (In the example above, \( H_N(u) = W_N + u \text{Id} \).)
The problem then reduces to the exponential asymptotics of (1.3). In the companion paper [15], we establish two types of results about (1.3). First, we show asymptotics for a single matrix of the form

$$\mathbb{E}[|\det(H_N(u))|] = \exp \left( N \int_{\mathbb{R}} \log |\lambda| \mu_N(u, d\lambda) + o(N) \right).$$  \hspace{1cm} (1.4)

Here the deterministic probability measures $\mu_N(u) = \mu_N(u, \cdot)$ come from the theory of the MDE, developed in the random-matrix literature by Erdős and co-authors in the last several years. Second, after this identification, (1.3) looks like a Laplace-type integral (with error terms), but the measures $\mu_N$ depend on $N$, meaning (1.3) may take the form $\int_{\mathbb{R}^m} e^{Nf_N(u)} du$ instead of the more-desirable $\int_{\mathbb{R}^m} e^{Nf(u)} du$. In ref. [15], we show that – assuming the limits $\mu_N(u) \to \mu_\infty(u)$ exist – the Laplace method can be carried out on (1.3).

In this paper we discuss how to identify the limits $\mu_N(u) \to \mu_\infty(u)$ for the elastic manifold and soft spins in an anisotropic well (a third model is treated in the companion paper [47]). This is model-dependent, although we identify some common techniques. This leads to the following informal statement:

**Metatheorem 1.1.** Let $\mathcal{M}_N$ be a nice sequence of $N$-dimensional manifolds, and let $f_N : \mathcal{M}_N \to \mathbb{R}$ be a sequence of Gaussian random landscapes with the properties discussed above (namely, the law of the conditioned Hessian is independent of the basepoint on $\mathcal{M}_N$, and long-range correlations are induced by $m$ independent variables). If the limiting empirical measures $\mu_\infty(u)$ can be identified and some regularity established in $u$ (and we present models where this is possible), then

$$\lim_{N \to \infty} \frac{1}{N} \mathbb{E}[\text{Crit}_{f_N}] = \sup_{u \in \mathbb{R}^m} \left\{ \int_{\mathbb{R}} \log |\lambda| \mu_\infty(u, d\lambda) - \frac{\|u\|^2}{2} \right\} + \text{simpler non-variational term}. \hspace{1cm} (1.5)$$

The non-variational term comes from the density of the gradient in the Kac-Rice formula: precisely, it is equal to $\lim_{N \to \infty} \frac{1}{N} \log \int_{\mathcal{M}_N} \phi_\sigma(0) d\sigma$, which is typically easy to calculate.

We also wish to count local minima, for which the analogue of (1.3) is

$$\int_{\phi} e^{-N \frac{\|u\|^2}{2}} \mathbb{E}[|\det(H_N(u))|1_{H_N(u) \geq 0}] du.$$

If we define the set

$$\mathcal{C} = \{ u \in \mathbb{R}^m : \mu_\infty(u)((-\infty,0)) = 0 \}$$

of good $u$ values for which $\{H_N(u) \geq 0\}$ is a likely event, then the upshot is that at exponential scale we have

$$\mathbb{E}[|H_N(u)|1_{H_N(u) \geq 0}] \approx \begin{cases} \mathbb{E}[|H_N(u)|] & \text{if } u \in \mathcal{C}, \\ 0 & \text{otherwise}. \end{cases} \hspace{1cm} (1.6)$$
(All the matrices $H_N(u)$ we encounter have asymptotically no outliers; otherwise, large-deviations estimates for edge eigenvalues would impact the final result.) This gives an analogue of Metatheorem 1.1 for the complexity of local minima, where the variational problem is restricted to a supremum over $u \in \mathcal{F}$ instead of $u \in \mathbb{R}^m$. Again, the argument was presented in ref. [15] assuming the existence of limits $\mu_N(u) \to \mu_\infty(u)$; in this paper we verify this assumption.

The goal of this paper is to carry out this program for the elastic manifold and the anisotropic soft spins model, yielding precise versions of Metatheorem 1.1 and its analogue for minima. In fact, for these particular models the variational problem in (1.5) turns out to be integrable, as mentioned at the end of Section 1.1: By introducing a dynamic version of the optimization (1.5), we can distinguish regimes of positive and zero complexity. In addition, we can study near-critical behavior at this phase transition, showing that complexity of total critical points tends to zero quadratically, whereas complexity of local minima tends to zero cubically. These critical exponents were already known for certain models [26, 37]; we show their universality by extending substantially the class of models exhibiting these quadratic and cubic transitions.

We state our main results in Section 2. Section 3 provides techniques that will be shared across models, showing how the (well-established) stability theory of the MDE allows one to replace $\mu_N(u)$ by $\mu_\infty(u)$, as discussed above, if one has a candidate $\mu_\infty$. In the remaining sections, we propose candidates for $\mu_\infty$ and carry out this program for each of our models in turn. In the Appendix, we prove a result in free probability necessary to identify near-critical complexity of our models, and possibly of independent interest: The free convolution of any (compactly supported) measure with the semicircle law decays at least as quickly as a square root at its extremal edges.

### 1.5 | Notations

For a matrix $T \in \mathbb{C}^{N \times N}$, we write $\|T\|$ for the operator norm induced by Euclidean distance on $\mathbb{C}^N$, and $\|T\|_{\text{hs}} = \sqrt{\frac{1}{N} \sum_{i,j} |T_{i,j}|^2}$ for the normalized Hilbert-Schmidt norm. If $\mathcal{S} : \mathbb{C}^{N \times N} \to \mathbb{C}^{N \times N}$ is a linear operator, we write $\|\mathcal{S}\|$ for the operator norm induced by $\|\cdot\|$, and $\|\mathcal{S}\|_{\text{hs} \to \|\cdot\|}$ for the norm satisfying $\|\mathcal{S} [\cdot]\|_{\text{hs}} \leq \|\mathcal{S}\|_{\text{hs} \to \|\cdot\|} \cdot \|\cdot\|$. Since $\|T\|_{\text{hs}} \leq \|T\|$, we have $\|\mathcal{S}\| \leq \|\mathcal{S}\|_{\text{hs} \to \|\cdot\|}$.

We write $\|\cdot\|$ for the operator norm on elements of $\mathbb{C}^{N \times N}$ induced by Euclidean distance on $\mathbb{C}^N$, and if $\mathcal{S} : \mathbb{C}^{N \times N} \to \mathbb{C}^{N \times N}$, we write $\|\mathcal{S}\|$ for the operator norm induced by $\|\cdot\|$. We let

$$\|f\|_{\text{Lip}} = \sup_{x \neq y} \left| \frac{f(x) - f(y)}{x - y} \right|$$

for test functions $f : \mathbb{R} \to \mathbb{R}$, and consider the following three distances on probability measures on $\mathbb{R}$ (called bounded-Lipschitz, Wasserstein-1, and Lévy, respectively):

$$d_{\text{BL}}(\mu, \nu) = \sup \left\{ \int_{\mathbb{R}} f \, d(\mu - \nu) : \|f\|_{\text{Lip}} + \|f\|_{L^\infty} \leq 1 \right\},$$

$$W_1(\mu, \nu) = \sup \left\{ \int_{\mathbb{R}} f \, d(\mu - \nu) : \|f\|_{\text{Lip}} \leq 1 \right\},$$

$$d_L(\mu, \nu) = \inf \{ \varepsilon > 0 : \mu((-\infty, x - \varepsilon]) - \varepsilon \leq \nu((-\infty, x]) \leq \mu((-\infty, x + \varepsilon]) + \varepsilon \text{ for all } x \}.$$
We will need the semicircle law of variance $t$, which we write as

$$
\rho_{sc,t}(dx) = \frac{\sqrt{4t-x^2}}{2\pi t} 1_{x \in [-2\sqrt{t},2\sqrt{t}]} dx,
$$

as well as the abbreviation $\rho_{sc} = \rho_{sc,1}$ for the usual semicircle law supported on $[-2,2]$. We write $\ell(\mu)$ for the left edge (respectively, $r(\mu)$ for the right edge) of a compactly supported measure $\mu$. For an $N \times N$ Hermitian matrix $M$, we write $\lambda_{\min}(M) = \lambda_1(M) \leq \cdots \leq \lambda_N(M) = \lambda_{\max}(M)$ for its eigenvalues and

$$
\hat{\mu}_M = \frac{1}{N} \sum_{i=1}^N \delta_{\lambda_i(M)}
$$

for its empirical measure. We write $\odot$ for the entrywise (i.e., Hadamard) product of matrices, and $\boxplus$ for the free (additive) convolution of probability measures. Given a matrix $T$, we write $\text{diag}(T)$ for the diagonal matrix of the same size obtained by setting all off-diagonal entries to zero. In equations, we sometimes identify diagonal matrices with vectors of the same size. The square matrix with a one in the $(i, i)$th entry and zeros everywhere else will be denoted $E_{ii}$; the size will be clear from context. We write $B_R$ for the ball of radius $R$ about zero in the relevant Euclidean space. We use $(\cdot)^T$ for the matrix transpose, which should be distinguished both from $(\cdot)^*$ for the matrix conjugate transpose, and from $\text{Tr}(\cdot)$ for the matrix trace.

Unless stated otherwise, $z$ will always be a complex number in the upper half-plane $\mathbb{H} = \{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$, and we always write its real and imaginary parts as $z = E + i\eta$.

We emphasize that, in references to the companion paper [15], the results are numbered according to the first version on the arXiv, which is arXiv:2105.05000v1.

2 | MAIN RESULTS

2.1 | Elastic manifold

Fix positive integers $L$ ("length") and $d$ ("internal dimension"), positive numbers $\mu_0$ ("mass") and $t_0$ ("interaction strength"), and write $\Omega$ for the lattice $[1,L]^d \subset \mathbb{Z}^d$, understood periodically. Let $V_N$ be a centered Gaussian field on $\mathbb{R}^N \times \Omega$ with

$$
\mathbb{E}[V_N(y_1,x_1)V_N(y_2,x_2)] = NB\left(\frac{\|y_1-y_2\|^2}{N}\right)\delta_{x_1,x_2}
$$

for some function $B : \mathbb{R}_+ \to \mathbb{R}_+$ called the correlator. Schoenberg characterized all possible such correlators [56, Theorem 2] (see also ref. [60]); $B$ must have the representation

$$
B(x) = c_0 + \int_0^\infty \exp(-t^2 x)\nu(dt)
$$

(2.1)

for some $c_0 \geq 0$ and some finite non-negative measure $\nu$ on $(0,\infty)$. In particular $B$ is infinitely differentiable and non-increasing on $(0,\infty)$. We assume that $B$ is also four times differentiable at zero, which implies via Kolmogorov’s criterion that each $V_N(\cdot, x)$ is almost surely twice differentiable.
We will also assume
\[ 0 < |E^{(i)}(0)| \quad \text{for } i = 0, 1, 2, \]
which should be interpreted as a non-degeneracy condition on the field \((i = 0)\), its gradient \((i = 1)\), and its Hessian \((i = 2)\). This is a very mild assumption; indeed it holds by dominated convergence as soon as the measure \(\nu\) in (2.1) has a finite fourth moment and is not the zero measure.

To each deterministic function \(u : \Omega \to \mathbb{R}^N\) ("point configuration," but sometimes "manifold" after the continuous analogue) associate the random Hamiltonian
\[
H[u] = \sum_{x,y \in \Omega} (\mu_0 \text{Id} - t_0 \Delta)_{xy} \langle u(x), u(y) \rangle + \sum_{x \in \Omega} V_N(u(x), x). \tag{2.2}
\]
Here \(\Delta \in \mathbb{R}^{L^d \times L^d}\) is the (periodic) lattice Laplacian on \(\Omega\), so the \((x, y)\) entry of \(\mu_0 \text{Id} - t_0 \Delta\) is given by
\[
(\mu_0 \text{Id} - t_0 \Delta)_{xy} = \mu_0 \delta_{x=y} - t_0 (\delta_{x \sim y} - 2d \delta_{x=y}),
\]
where \(x \sim y\) means that \(x\) and \(y\) are lattice neighbors. (Following [31], our Laplacian is a negative sign off from the typical mathematical convention.)

If the disorder \(V_N\) vanished in (2.2), then since \(\mu_0 \text{Id} \) and \(-t_0 \Delta\) are both positive semidefinite, the ground-state (i.e., the minimal-energy) configuration would be the flat one \(u \equiv 0\). With the disorder, the different energies compete: the disorder \(V_N\) prefers certain random configurations; the interaction \(-t_0 \Delta\) prefers to keep these configurations from becoming too jagged; and the confinement \(\mu_0\) prefers to keep them close to the origin. See Figure 1 for a graphical interpretation.

History

Hamiltonians of this flavor have been used to model a wide variety of problems featuring surfaces with self-interactions in disordered media. For example, when \(d = 1\), the model is a polymer, related to the KPZ universality class; when \(N = d + 1\), the model is an interface, such as that between regions of opposite magnetization in a ferromagnet. We direct readers to refs. [38] and [39] for a review of disordered elastic media in general and to ref. [32] for a review of this specific Hamiltonian, which we summarize briefly here.

Two phenomena are of primary interest: the depinning threshold \(f_c\) and the wandering (or roughness) exponent \(\zeta\). The former refers to the manifold’s nonlinear response to an applied force \(f\), a consequence of the impurities in the potential \(V\): at zero temperature, it moves from its preferred position only if the force is above the depinning threshold \(f > f_c(L, d, t_0, N)\), whereas if \(f \leq f_c\) it does not move at all and is said to be pinned. (Depinning is typically discussed in the massless limit \(\mu_0 \downarrow 0\), but restricting the manifold points to lie in a finite box. At positive temperature, the manifold can move when \(f < f_c\), but the movement is typically slow and is called creep; the movement above \(f_c\) is faster.) Depinning is related to complexity: Adding a force changes the Hamiltonian, and the landscape is supposed to simplify as \(f\) increases; then \(f_c\) can be defined as the smallest \(f\) for which the resulting (quenched) complexity vanishes. We do not study this connection further, but refer readers to a discussion in ref. [31].
FIGURE 1  (Color online) Informal schematic of one low-energy elastic manifold configuration when \( d = 1 \), \( L = 4 \), and \( N = 2 \). The four manifold points \( \mathbf{u}(1) \), \( \mathbf{u}(2) \), \( \mathbf{u}(3) \), and \( \mathbf{u}(4) \) are indicated by squares. In the top four subfigures, which indicate the contributions to the total energy made by each manifold point on its own, each manifold point sees its own (independent) Gaussian environment and tries to avoid points of high energy cost (represented by circles of the same color) while staying close to the origin. In the bottom subfigure, these environments are overlaid, showing that the points have achieved their separate goals while also keeping their lattice-neighbor inner products small. The inner products \( \langle \mathbf{u}(1), \mathbf{u}(3) \rangle \) and \( \langle \mathbf{u}(2), \mathbf{u}(4) \rangle \) do not contribute, because \( \{1, 3\} \) and \( \{2, 4\} \) are not lattice neighbors. Perhaps this configuration is a local minimum, meaning the energy \( \mathcal{H}[\mathbf{u}] \) increases if we slightly perturb any of the images \( \mathbf{u}(i) \). We are trying to count such minima (and total critical points) in the \( N \to +\infty \) limit, when these four points are immersed not in the plane but in a high-dimensional space. This figure is inspired by ref. [38, Figure 2].

The wandering exponent \( \zeta \), which depends on \( d \) and \( N \), is defined by

\[
\mathbb{E}[(\mathbf{u}_0(x) - \mathbf{u}_0(y))^2] \sim \|x - y\|^{2\zeta}
\]

where \( \mathbf{u}_0 \) is the ground state. It is generally believed that \( \zeta = 0 \), that is that the manifold is flat, for \( d \geq 4 \). Larkin proposed a simplification of the Hamiltonian (2.2), replacing the terms \( V_N(\mathbf{u}(x), x) \)
with their linearizations
\[ V_N(0, x) + \partial_y V_N(0, x)|_{y=0} u(x). \]

This so-called \textit{Larkin model} is solvable and gives \( \zeta = \left(\frac{4-d}{2}\right)_+ \); note also that the Larkin model is quadratic in \( u \), hence only has one local minimum, that is, is necessarily zero-complexity. Physicists believe that the Larkin model is a good approximation for the elastic manifold when \( L \) is below the Larkin length \( L_c \), with \( L_c \sim \left(B''(0)\right)^{-1/(4-d)} \) for weak disorder. Above the Larkin length the approximation is supposed to break down, and describing the physics of the elastic manifold (in particular finding \( \zeta \)) is more challenging. This regime inspired early technical developments of Fisher in functional renormalization group methods [25] and of Mézard and Parisi in the replica method [48]; the latter paper suggested that the system exhibits zero-temperature replica symmetry breaking for small \( \mu_0 \) in the \( N \to +\infty \) limit. (This is the same limit we will consider, although of course one is ultimately interested in finite-\( N \) results.) Increasing the “mass” \( \mu_0 \) has the effect of simplifying the landscape, and for \( \mu_0 \) larger than a \textit{Larkin mass} \( \mu_c \) (related to the Larkin length \( L_c \)), the system is believed to be replica symmetric. In fact the Larkin mass is central to our results; we are making rigorous a result of Fyodorov and Le Doussal suggesting that, for all other parameters fixed, \( \mu_c \) is precisely the boundary between zero complexity (for \( \mu_0 \geq 2\sqrt{B''(0)\mu_c} \)) and positive complexity (for \( \mu_0 \lesssim 2\sqrt{B''(0)\mu_c} \)). The same \( \mu_c \) serves as the boundary both for total critical points and for local minima.

There are some previous complexity results for special cases. When \( d = 0 \), the system is interpreted by convention as being a single point, that is, it reduces to the Hamiltonian (1.1). Fyodorov computed the complexity of (1.1) and found a continuous phase transition in \( \mu \): For \( \mu \geq \mu_c \), the annealed complexity (of the total number of critical points) is zero and the landscape is “simple,” but for \( \mu < \mu_c \) the annealed complexity is positive and the landscape is “complex” or “glassy” [26]. Later, Fyodorov and Williams showed that this phase transition matches that of replica-symmetry/replica-symmetry-breaking at zero temperature [37], interpreting replica-symmetry-breaking as “a replica-symmetric computation of the free energy becomes unstable in the zero-temperature limit.” For more discussion of the \( d = 0 \) case, see Section 2.2 below. When \( d = 1 \), the model is an elastic line, with complexity studied in the case of \( N = 1 \) and \( L \to +\infty \) in ref. [33].

\section*{Results}

Let \( N_{\text{tot}} \) be the random number of stationary points of the Hamiltonian, that is, of functions \( u : \Omega \to \mathbb{R}^N \) such that \( \delta_{u_i(x)} H[u] = 0 \) for every \( x \in \Omega \) and every \( i = 1, \ldots, N \). Let \( N_{\text{st}} \) be the number of local minima.

\textbf{Definition 2.1.} For any \( \mu_0, t_0, b > 0 \), define
\[
\Sigma_\text{tot}(\mu_0, t_0, b) = \Sigma(\mu_0, t_0, b, L, d) = -\frac{1}{L_d} \log(\det(\mu_0 \text{Id}_{L_d \times L_d} - t_0 \Delta))
+ \sup_{u \in \mathbb{R}} \left\{ \int \log |\lambda - u|(\rho_{sc,b} \boxplus \hat{\mu}_{-t_0\Delta + \mu_0 \text{Id}})(\lambda) \, d\lambda - \frac{u^2}{2b} \right\},
\]
\[
\Sigma_\text{st}(\mu_0, t_0, b) = \Sigma_\text{st}(\mu_0, t_0, b, L, d) = -\frac{1}{L_d} \log(\det(\mu_0 \text{Id}_{L_d \times L_d} - t_0 \Delta))
+ \sup_{u \leq \ell(\rho_{sc,b} \boxplus \hat{\mu}_{-t_0\Delta + \mu_0 \text{Id}})} \left\{ \int \log |\lambda - u|(\rho_{sc,b} \boxplus \hat{\mu}_{-t_0\Delta + \mu_0 \text{Id}})(\lambda) \, d\lambda - \frac{u^2}{2b} \right\}. \tag{2.3}
\]
Theorem 2.2. We have
\[
\lim_{N \to \infty} \frac{1}{N L_d} \log \mathbb{E}[\mathcal{N}_{\text{tot}}] = \Sigma(\mu_0, t_0, 4B''(0)),
\]
\[
\lim_{N \to \infty} \frac{1}{N L_d} \log \mathbb{E}[\mathcal{N}_{\text{st}}] = \Sigma_{\text{st}}(\mu_0, t_0, 4B''(0)).
\] (2.4)

Definition 2.3. For any \( t_0, b > 0 \), let the Larkin mass \( \mu_c = \mu_c(t_0, b, L, d) \) be the unique positive solution to
\[
\int_{\mathbb{R}} \frac{\hat{\mu}_{-t_0\Delta}(d\lambda)}{(\mu_c + \lambda)^2} = \frac{1}{b}.
\] (2.5)

It will also be useful to define, for any \( \mu_0, t_0 > 0 \), the critical noise parameter
\[
b_c = b_c(\mu_0, t_0, L, d) = \left( \int_{\mathbb{R}} \frac{\hat{\mu}_{-t_0\Delta}(d\lambda)}{\mu_0 + \lambda} \right)^{-1}.
\]

For \( \mu_0 < \mu_c(t_0, b, L, d) \), we write \( c = c(\mu_0, t_0, b, L, d) \) for the unique positive value satisfying
\[
\int_{\mathbb{R}} \frac{\hat{\mu}_{-t_0\Delta}(d\lambda)}{(\mu_0 + \lambda)^2 + b^2c} = \frac{1}{b}
\]
and use this to define
\[
v = v(\mu_0, t_0, b, L, d) = -b \int_{\mathbb{R}} \frac{\mu_0 + \lambda}{(\mu_0 + \lambda)^2 + b^2c} \hat{\mu}_{-t_0\Delta}(d\lambda).
\]

Finally, we need the positive numbers
\[
c_{\text{tot}}(\mu_0, t_0, L, d) = \left( \int_{\mathbb{R}} \frac{\hat{\mu}_{-t_0\Delta}(d\lambda)}{(\mu_0 + \lambda)^2} \right)^4, \quad c_{\text{min}}(\mu_0, t_0, L, d) = \left( \int_{\mathbb{R}} \frac{\hat{\mu}_{-t_0\Delta}(d\lambda)}{(\mu_0 + \lambda)^3} \right)^6.
\]

Theorem 2.4. For each \( t_0 \) and \( B''(0) \), the Larkin mass \( \mu_c \) separates the phases of positive and zero complexity, both for total critical points (whose complexity exhibits quadratic near-critical behavior) and for local minima (whose complexity exhibits cubic near-critical behavior).

More precisely, the complexity functions satisfy the following, with \( b = 4B''(0) \):

(i) if \( \mu_0 \geq \mu_c(t_0, b, L, d) \), then \( \Sigma(\mu_0, t_0, b) = \Sigma_{\text{st}}(\mu_0, t_0, b) = 0 \);
(ii) if \( \mu_0 < \mu_c(t_0, b, L, d) \), then \( \Sigma(\mu_0, t_0, b) > \Sigma_{\text{st}}(\mu_0, t_0, b) > 0 \), and these are given by
\[
\Sigma(\mu_0, t_0, b) = -\frac{1}{L_d} \log(\det(\mu_0 \text{Id} - t_0\Delta))
\]
\[
+ \int_{\mathbb{R}} \log |\lambda - v(\rho_{\text{sc}, b} \boxplus \hat{\mu}_{-t_0\Delta + \mu_0 \text{Id}})(\lambda)|(d\lambda) - \frac{v^2}{2b},
\]
\[
\Sigma_{st}(\mu_0, t_0, b) = -\frac{1}{L^d} \log(\det(\mu_0 \text{Id} - t_0 \Delta)) \\
+ \int_{\mathbb{R}} \log |\lambda - \ell(\rho_{sc, b} \boxplus \mu_{-t_0\Delta + \mu_0 \text{Id}})\lambda| (d\lambda) - \frac{\ell^2}{2b}
\]

where \( \ell = \ell(\rho_{sc, b} \boxplus \mu_{-t_0\Delta + \mu_0 \text{Id}}) \) and \( v \) is as above; and 

(iii) for fixed \( \mu_0 \) and \( t_0 \), and supercritical \( b \), we have

\[
\Sigma(\mu_0, t_0, b) = c_{tot}(\mu_0, t_0, L, d) \cdot (b - b_c)^2 + O((b - b_c)^3),
\]

\[
\Sigma_{st}(\mu_0, t_0, b) = c_{min}(\mu_0, t_0, L, d) \cdot (b - b_c)^3 + O((b - b_c)^4).
\]

For the proof of this theorem, we use determinant asymptotics from our companion paper [15] to give the complexity as a variational problem over \( \mathbb{R}^{L^d} \). Using a remarkable MDE-induced convexity property, we reduce this to a variational problem over \( \mathbb{R} \), namely (2.3). We analyze this one-dimensional variational problem with a dynamic approach, varying \( B''(0) \) for fixed \( \mu_0 \) and \( t_0 \).

We remark that Fyodorov and Le Doussal also exhibited a quadratic/cubic near-critical behavior for this model but in a different scaling, varying \( \mu_0 \) for fixed \( B''(0) \) and \( t_0 \) [31].

Finally, it is not clear under which conditions on the correlator \( B \) (equivalently, the measure \( \nu \) in (2.1)) the annealed estimates of Theorem 2.4 would also be quenched. Our techniques do not allow one to address such questions.

### 2.2 Soft spins in an anisotropic well

We consider the random Hamiltonian \( H_N : \mathbb{R}^N \to \mathbb{R} \) given by

\[
H_N(x) = \langle x, D_N x \rangle \quad + V_N(x),
\]

where \( D_N \) is a real symmetric matrix satisfying conditions below, and where \( V_N \) is an isotropic centered Gaussian field with covariance

\[
\mathbb{E}[V_N(x_1)V_N(x_2)] = NB \left( \frac{\|x_1 - x_2\|^2}{2N} \right)
\]

with \( B : \mathbb{R}_+ \to \mathbb{R}_+ \) a correlator function (meaning it has the representation (2.1)). As in Section 2.1, we assume that \( B \) is four times differentiable at zero to ensure twice-differentiability of the field, and we assume

\[
0 < |B^{(i)}(0)| \quad \text{for} \quad i = 0, 1, 2,
\]

for nondegeneracy of the field and its first two derivatives.

We suppose that \( (D_N)_{N=1}^{\infty} \) is a sequence of real symmetric matrices, \( D_N \in \mathbb{R}^{N \times N} \), and that there exists some compactly supported measure \( \mu_D \) such that, for some \( \varepsilon > 0 \), we have

\[
d_{BL}(\mu_{D_N}, \mu_D) \leq N^{-\varepsilon}
\]
Figure 2  Numerical (discretized) samples of $H_{2}$ on $[-1,1]^2$ with the same (resampled) noise and four different choices of signal $D_N$. Precisely, these are scatterplots of $H_{2}(x)$ values for $x$ on a $41 \times 41$ lattice, with an overlaid mesh fit, made with MATLAB. Here $B(r) = \exp(-80r)$, meaning $E[V_2(x)V_2(y)] = 2\exp(-20\|x-y\|^2)$, and $D_2 = \lambda \cdot (\frac{60}{0.1})$.

and the eigenvalues are uniformly gapped away from zero and from infinity, in that
\[
\epsilon \leq \inf_N \lambda_{\text{min}}(D_N) \leq \sup_N \lambda_{\text{max}}(D_N) \leq \frac{1}{\epsilon}.
\]

Although our results are for the $N \to +\infty$ limit, Figure 2 displays how changing $D_N$ can qualitatively change the count of critical points when $N = 2$.

History

Models of the form $V_N(x) + \frac{\lambda}{2}\|x\|^2$ (recall (1.1)), with various choices of randomness, have been considered in a wide variety of contexts. There are nice overviews of the literature in refs. [8, 26, 37]. In the early 1990s, the model was studied by Mézard-Parisi [49] and by Engel [23] as a zero-dimensional case of the elastic manifold. The complexity was computed by Fyodorov [26] for total
critical points and Fyodorov-Williams [37] for minima, finding a phase transition between positive and zero complexity at an explicit $\mu_c$. Fyodorov and Nadal found that the complexity of minima for $\mu$ near $\mu_c$, scaled appropriately, tends to a limiting shape related to the Tracy-Widom distribution [34].

There is also a long history of generalizing the model, as we do: Fyodorov and Williams actually studied the complexity after replacing the quadratic confinement $\frac{\mu}{2} \|x\|^2$ with a general radial confinement $NU(\frac{\|x\|^2}{2N})$ for some function $U : \mathbb{R} \to \mathbb{R}$ which is increasing and convex [37]. In some sense our extension is orthogonal to theirs: they let the confinement be non-quadratic, whereas we let it be non-radial. As another generalization, if $V_N(x)$ is not isotropic but merely has isotropic increments (meaning $\mathbb{E}[(V_N(x) - V_N(y))^2]$ depends only $\|x - y\|$), then the model can admit long-range correlations; this was studied in the physics literature by Fyodorov and co-authors [28, 35], and its complexity was recently computed by Auffinger and Zeng [8].

Our generalization is reminiscent of the work of Fan, Mei, and Montanari on an upper bound for the complexity of the TAP free energy of the Sherrington-Kirkpatrick model [24]. Indeed, via the Kac-Rice formula, the random matrix that appears in our problem is a full-rank deformation of GOE (see (5.3)). A similar random matrix, in fact with an additional low-rank deformation, appears in ref. [24].

Results

Let $\text{Crt}_N^{\text{tot}}(H_N)$ be the total number of critical points of $H_N$ and $\text{Crt}_N^{\text{min}}(H_N)$ be the total number of local minima.

**Definition 2.5.** For any $t > 0$ and any $\mu_D$ compactly supported in $(0, \infty)$, define

$$
\Sigma^{\text{tot}}(\mu_D, t) = -\int_{\mathbb{R}} \log(\lambda) \mu_D(d\lambda) + \sup_{u \in \mathbb{R}} \left\{ \int_{\mathbb{R}} \log |\lambda - u(\rho_{sc,t} \boxplus \mu_D)(\lambda)| d\lambda - \frac{u^2}{2t} \right\},
$$

$$
\Sigma^{\text{min}}(\mu_D, t) = -\int_{\mathbb{R}} \log(\lambda) \mu_D(d\lambda) + \sup_{u \leq l(\rho_{sc,t} \boxplus \mu_D)} \left\{ \int_{\mathbb{R}} \log |\lambda - u(\rho_{sc,t} \boxplus \mu_D)(\lambda)| d\lambda - \frac{u^2}{2t} \right\}.
$$

We will show that these suprema are achieved, possibly not uniquely.

Theorem 2.6 below shows the relevance of these functions for complexity, and Theorem 2.8 analyzes the variational problems from (2.7) and (2.8) to describe the phase portrait in $\mu_D$ and $t$. In particular, the regimes of positive complexity for the total number of critical points and local minima coincide for any $\mu_D$, and the exponents describing near-critical behavior are universal in $\mu_D$. 

Theorem 2.6. We have
\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} \left[ \text{Crt}_{N}^{\text{tot}}(H_N) \right] = \Sigma_{\text{tot}}^{\text{tot}}(\mu_D, B''(0)).
\]
If in addition $D_N$ has no external outliers, in the sense that
\[
\lim_{N \to \infty} \lambda_{\min}(D_N) = \ell(\mu_D) \quad \text{and} \quad \lim_{N \to \infty} \lambda_{\max}(D_N) = r(\mu_D),
\]
then
\[
\limsup_{N \to \infty} \frac{1}{N} \log \mathbb{E} \left[ \text{Crt}_{N}^{\text{min}}(H_N) \right] = \Sigma_{\text{min}}^{\text{min}}(\mu_D, B''(0)).
\]

Remark 2.7. We emphasize that Theorem 2.6 shows that special directions in the environment (meaning outliers in $D_N$) have no effect on the total number of critical points at exponential scale, as long as there are $o(N)$ many of them. We expect that these directions play a role for minima, like in the case of tensor PCA [17].

We define the important threshold
\[
t_c = t_c(\mu_D) = \left( \int_{\mathbb{R}} \frac{\mu_D(d\lambda)}{\lambda^2} \right)^{-1}.
\]
(2.9)

For $t > t_c$, we write $c = c(t, \mu_D)$ for the unique positive value satisfying
\[
\frac{1}{t} = \int_{\mathbb{R}} \frac{1}{\lambda^2 + t^2 c(t, \mu_D)} \mu_D(d\lambda)
\]
and use this to define
\[
v = v(t, \mu_D) = -t \int_{\mathbb{R}} \frac{\lambda}{\lambda^2 + t^2 c(t, \mu_D)} \mu_D(d\lambda).
\]

We also need the positive numbers
\[
c_{\text{tot}}(\mu_D) = \left( \int_{\mathbb{R}} \frac{\mu_D(d\lambda)}{\lambda^2} \right)^4, \quad c_{\text{min}}(\mu_D) = \left( \int_{\mathbb{R}} \frac{\mu_D(d\lambda)}{\lambda^2} \right)^6.
\]
(2.10)

Theorem 2.8. For every $t > 0$ and every probability measure $\mu_D$ compactly supported in $(0, \infty)$,

(i) if $t \leq t_c$, then $\Sigma_{\text{tot}}^{\text{tot}}(\mu_D, t) = \Sigma_{\text{min}}^{\text{min}}(\mu_D, t) = 0$;

(ii) if $t > t_c$, then $\Sigma_{\text{tot}}^{\text{tot}}(\mu_D, t) > \Sigma_{\text{min}}^{\text{min}}(\mu_D, t) > 0$, and these are given by
\[
\Sigma_{\text{min}}^{\text{min}}(\mu_D, t) = -\int_{\mathbb{R}} \log(\lambda) \mu_D(d\lambda) + \int_{\mathbb{R}} \log |\lambda - \ell| (\rho_{\text{sc},t} \boxplus \mu_D)(\lambda) d\lambda - \frac{\ell^2}{2t},
\]
(2.11)
\[ \Sigma^{\text{tot}}(\mu_D, t) = -\int_{\mathbb{R}} \log(\lambda) \mu_D(d\lambda) + \int_{\mathbb{R}} \log|\lambda - v|(\rho_{\text{sc},t} \boxplus \mu_D)(\lambda) d\lambda - \frac{v^2}{2t}, \]  

(2.12)

where \( \ell = \ell(\rho_{\text{sc},t} \boxplus \mu_D) \) and \( v \) is as above; and

(iii) for supercritical \( t \), we have

\[ \Sigma^{\text{tot}}(\mu_D, t) = c^{\text{tot}}(\mu_D) \cdot (t - t_c)^2 + O((t - t_c)^3), \]

\[ \Sigma^{\min}(\mu_D, t) = c^{\text{min}}(\mu_D) \cdot (t - t_c)^3 + O((t - t_c)^4), \]

with \( c^{\text{tot}}(\mu_D), c^{\text{min}}(\mu_D) \) as in (2.10).

The proof of this theorem relies on a dynamic approach, like the results in Section 2.1. We also use two important inputs: (i) the Burgers’ equation satisfied by the Stieltjes transform of the semicircular distribution, and (ii) an inequality from free probability, due to Guionnet and Maïda, regarding the subordination function of the free convolution at the edge. We also need a new result in free probability, possibly of independent interest, which we prove in Appendix A: The free convolution of any measure with semicircle decays at least as fast as a square-root at its extremal edges.

We remark that it is not obvious that the same threshold \( t_c \) should work both for total critical points and for local minima, and the analogue is false in closely related models. For example, consider the Hamiltonian (1.1), that is \( H_N(x) = \mu \|x\|^2 + V_N(x) \), but defined over \( \{x \in \mathbb{R}^N : \|x\| \leq R \sqrt{N} \} \) for some fixed \( R > 0 \) rather than over the whole space. Fyodorov et al. [36] showed that, for some choices of \( R \), the complexity of total critical points is positive but the complexity of minima vanishes. (See ref. [21] for related independent work.) But ref. [37] proved the analogue of Theorem 2.8 for their model, discussed above, which is defined on the full space. See ref. [37, Section 2.4] for further discussion of the differences between the full-space models like ours with “smooth confining potentials” and the “hard-wall confining potentials” of ref. [36].

Example 2.9. The model (1.1) is a special case when \( D_N = \mu \text{Id} \) for some scalar \( \mu > 0 \). In our notation, this corresponds to \( \mu_D = \delta_{\mu} \). Theorem 2.6 yields

\[ \Sigma^{\text{tot}}(\delta_{\mu}, B''(0)) = \begin{cases} \frac{1}{2} \left( \frac{\mu^2}{B''(0)} - 1 \right) - \log \left( \frac{\mu}{\sqrt{B''(0)}} \right) & \text{if } \mu \leq \mu_c := \sqrt{B''(0)} \\ 0 & \text{equivalently, if } \int \frac{\mu(D(t))}{t^2} \geq \frac{1}{B''(0)}, \text{ if } \mu \geq \mu_c, \end{cases} \]

\[ \Sigma^{\min}(\delta_{\mu}, B''(0)) = \begin{cases} \frac{1}{2} \left[ -3 - \log \left( \frac{\mu^2}{B''(0)} \right) + 4 \cdot \frac{\mu}{\sqrt{B''(0)}} - \frac{\mu^2}{B''(0)} \right] & \text{if } \mu \leq \mu_c, \\ 0 & \text{if } \mu \geq \mu_c. \end{cases} \]

(2.13)

These recover results of refs. [26, Equations (18-19)] and [37, Equation (81)], respectively. We also recover their results on decay near criticality, as one can check by hand that the behavior predicted by Theorem 2.8 (which gives \( c^{\text{tot}}(\delta_{\mu}) = \frac{1}{4\mu^4} \) and \( c^{\text{min}}(\delta_{\mu}) = \frac{1}{24\mu^6} \) here) is correct.
Example 2.10. We give one more explicit example, namely when

\[ \mu_D(dx) = \rho_{sc}^{m, \sigma^2}(dx) = \frac{\sqrt{(4\sigma^2 - (x - m)^2)}}{2\pi \sigma^2} \]

is the semicircle law of mean \( m \) and variance \( \sigma^2 \). (Notice we need \( \mu_D(dx) \) supported in \((0, \infty)\), equivalently \( m - 2\sigma > 0 \), for the model to be well-defined.) In this case we have

\[
\begin{align*}
\Sigma^{\text{tot}}(\mu_D, B'(0)) &= \begin{cases} 
\frac{m}{4\sigma^2} \left( \sqrt{m^2 - 4\sigma^2} - \frac{m}{\sqrt{1 + \frac{2}{B''(0)}}} \right) - \log \left( \frac{m + \sqrt{m^2 - 4\sigma^2}}{2\sqrt{B''(0) + \sigma^2}} \right) & \text{if } \int \frac{\mu_D(dt)}{t^2} > \frac{1}{B''(0)}, \\
0 & \text{if } \int \frac{\mu_D(dt)}{t^2} \leq \frac{1}{B''(0)},
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\Sigma^{\text{min}}(\mu_D, B'(0)) &= \begin{cases} 
-1 + \frac{m(1 + \sqrt{m^2 - 4\sigma^2})}{4\sigma^2} - \frac{m^2 + 4\sigma^2 - 4m}{2B''(0)} & \text{if } \int \frac{\mu_D(dt)}{t^2} > \frac{1}{B''(0)}, \\
0 & \text{if } \int \frac{\mu_D(dt)}{t^2} \leq \frac{1}{B''(0)}.
\end{cases}
\end{align*}
\]

As a consistency check, in the limit \( \sigma \downarrow 0 \) we obtain exactly the formulas (2.13) with \( \mu \) replaced by \( m \).

3 \ STABILITY OF THE MATRIX DYSON EQUATION

In this section, our goal is to give general results on the stability of the MDE. For example, the MDE for GOE matrices is

\[
\text{Id} + \left( z \text{Id} + \frac{1}{N} \text{Tr}(M_N(z)) + \frac{1}{N} M_N(z)^T \right) M_N(z) = 0, \quad \text{Im} \ M_N(z) > 0,
\]

but \( \frac{1}{N} M_N(z)^T \) should be thought of as an error, and it is more convenient to consider the unique solution \( M'_N(z) \) to

\[
\text{Id} + \left( z \text{Id} + \frac{1}{N} \text{Tr}(M'_N(z)) \right) M'_N(z) = 0, \quad \text{Im} \ M'_N(z) > 0.
\]

In this section we prove stability of such MDEs to conclude

\[
\frac{1}{N} \text{Tr} M_N(z) \approx \frac{1}{N} \text{Tr} M'_N(z)
\]

for their respective unique solutions. Similar arguments have appeared in papers of Erdős and collaborators, for example ref. [4], but in more involved contexts where an exact deterministic solution of the MDE is compared to a random near-solution with small (random) error. Since we
are interested in slightly different perturbations of the MDE, and only in the deterministic case, we adapt their arguments to give a short self-contained proof here.

Fix a sequence \( (P_N)_{N=1}^{\infty} \) of positive integers (typically we take \( P_N = N \) or \( P_N \) independent of \( N \)). It is known \([42]\) that, whenever \( S : \mathbb{C}^{P_N \times P_N} \to \mathbb{C}^{P_N \times P_N} \) is a linear operator that is self-adjoint with respect to the inner product \( \langle R, T \rangle = \text{Tr}(R^* T) \) and that preserves the cone of positive-semi-definite matrices, and whenever \( a(u) \in \mathbb{R}^{P_N \times P_N} \) is symmetric, the problem

\[
-M^{-1}(u, z) = z \text{Id} - a(u) + S[M(u, z)] \quad \text{subject to} \quad \text{Im} M(u, z) > 0 \tag{3.1}
\]

has a unique solution \( M(u, z) \in \mathbb{C}^{P_N \times P_N} \) for each \( z \in \mathbb{H} \) and \( u \in \mathbb{R}^m \), and

\[
\| M(u, z) \| \leq \frac{1}{\eta}. \tag{3.2}
\]

Fix two sequences \( (S_N)_{N=1}^{\infty} \) and \( (S'_N)_{N=1}^{\infty} \) of such operators and two sequences \( (a_N(u))_{N=1}^{\infty} \) and \( (a'_N(u))_{N=1}^{\infty} \) of such matrices (i.e., \( S_N \) and \( S'_N \) act on \( \mathbb{C}^{P_N \times P_N} \), and \( a_N(u), a'_N(u) \in \mathbb{R}^{P_N \times P_N} \)), and consider the associated solutions:

\[
S_N \text{ and } a_N(u) \text{ induce } M_N(u, z), \quad S'_N \text{ and } a'_N(u) \text{ induce } M'_N(u, z).
\]

In this section, our goal is to show that \( M_N \) and \( M'_N \) are close if \( S_N \) and \( S'_N \) are close and \( a_N(u) \) and \( a'_N(u) \) are close; we will use this to help identify \( \mu_\infty \) for both of our models.

**Lemma 3.1.** Suppose that, for some \( \kappa > 0 \),

\[
\sup_N \max(\| a_N(u) \|, \| a'_N(u) \|) \leq \kappa \max(1, \| u \|), \tag{3.3}
\]

\[
\| S'_N \|_{HS} \leq \| \| \leq \kappa, \tag{3.4}
\]

\[
\| S_N - S'_N \| \leq \frac{\kappa}{N}, \tag{3.5}
\]

\[
\| a_N(u) - a'_N(u) \| \leq \frac{\kappa \max(1, \| u \|)}{N}. \tag{3.6}
\]

If \( 0 < \gamma < \frac{1}{50} \), then for each \( R \) and each \( A \) there exists \( \delta > 0 \) with

\[
\sup_{u \in B_R} \frac{1}{N} \int_{-A}^{A} \left| \text{Tr}(M_N(u, E + iN^{-\gamma})) - \text{Tr}(M'_N(u, E + iN^{-\gamma})) \right| dE \leq \frac{1}{\delta} N^{-\delta}.
\]

**Proof.** Notice that \( M_N(u, z) \) almost solves the MDE (3.1) with \( S = S'_N \) and \( a(u) = a'_N(u) \); in fact,

\[
-M_N(u, z)^{-1} = z \text{Id} - a'_N(u) + S'_N[M_N(u, z)] + (S_N - S'_N)[M_N(u, z)] + a'_N(u) - a_N(u),
\]

\[= : d'_N(u, z)\]
and $d_N(u, z)$ is an error term in the sense that, if $u \in B_R$ (we take $R \geq 1$ without loss of generality), then from (3.2), (3.5), and (3.6) we have

$$
\|d_N(u, z)\| \leq \frac{\kappa}{N\eta} + \frac{\kappa \max(1, \|u\|)}{N} \leq \frac{\kappa(1 + \eta R)}{N\eta}.
$$

(3.7)

We will apply standard stability theory of the MDE, which lets us conclude from this that $M_N$ is close to $M'_N$. In fact, our goal is significantly easier than that in the literature, because our approximate solution to the MDE is deterministic. In the generality we need, this theory has been developed in ref. [4], and manipulations exactly like those preceding (4.25) there let us conclude

$$
\|M_N(u, z) - M'_N(u, z)\| \leq \|\mathcal{L}^{-1}_N(u, z)\| \|M'_N(u, z)\|
$$

\cdot \left( \|d_N(u, z)\| \|M_N(u, z)\| + \|S'_N\| \|M_N(u, z) - M'_N(u, z)\|^2 \right).
$$

(3.8)

Here $\mathcal{L}_N(u, z) : \mathbb{C}^{P_N \times P_N} \to \mathbb{C}^{P_N \times P_N}$ is the “stability operator”

$$
\mathcal{L}_N(u, z)[T] = T - M'_N(u, z)S'_N[T]M'_N(u, z),
$$

which is invertible for every $u$ and every $z$ by ref. [4, Lemma 3.7(i)]. Inserting the estimates (3.2), (3.4), and (3.7) into (3.8) yields

$$
\|M_N(u, z) - M'_N(u, z)\| \leq \|\mathcal{L}^{-1}_N(u, z)\| \left( \frac{1 + \eta R}{N\eta^2} + \|M_N(u, z) - M'_N(u, z)\|^2 \right).
$$

(3.9)

As usual, this quadratic inequality is fundamental to our strategy: We use it to show that $\|M_N - M'_N\|$ is small for very large $\eta$, then fix $E$ and decrease $\eta$ with a continuity argument. To make this bound useful, we import the following estimate on $\|\mathcal{L}^{-1}_N(u, z)\|$ from ref. [4, (3.23), (3.22), Convention 3.5] combined with (3.2): There exists a constant $C$ such that, for all $u$ and $z$, we have

$$
\|\mathcal{L}^{-1}_N(u, z)\| \leq C \left( 1 + \frac{1}{\eta^2} + \frac{\|M'_N(u, z)^{-1}\|^9}{\eta^{13}} \right).
$$

(3.10)

We use this estimate differently for $\eta \geq 1$ and $\eta \leq 1$, which are the two steps in the remainder of our argument.

**Step 1** ($\eta \geq 1$): If $u \in B_R$ for some $R$ (we take $R \geq 1$ without loss of generality), then taking norms directly in the MDE (3.1) and applying (3.2) and (3.3) yields

$$
\|M'_N(u, z)^{-1}\| \leq |z| + \|a_N(u)\| + \|M'_N(u, z)\| \leq |z| + \kappa R + 1.
$$

If $\eta \geq 1$, then $|z| \leq \eta \sqrt{1 + E^2}$, so for any choice of $E_{\max}$ there exists a constant $C_{R,E_{\max}} = C_{R,E_{\max},\kappa}$ such that

$$
\sup_{|E| \leq E_{\max}, \eta \geq 1, u \in B_R} \frac{\|M'_N(u, z)^{-1}\|}{\eta} \leq C_{R,E_{\max}}.
$$
Inserting this into (3.10) gives, for a new constant \( \tilde{C}_{R,E_{\max}} = C_{R,E_{\max},\kappa} \),

\[
\sup_{|E| \leq E_{\max}, \eta \geq 1, u \in B_R} \| \mathcal{L}^{-1}(u, z) \| \leq \tilde{C}_{R,E_{\max}}. \tag{3.11}
\]

Now fix \( |E| \leq E_{\max} \), and consider the functions \( f_N : (0, \infty) \to \mathbb{R} \) and \( g_N^\pm : [1, \infty) \to \mathbb{R} \) defined by

\[
f_N(\eta) = f_{N,u}(\eta) = \| M_N(u, E + i\eta) - M'_N(u, E + i\eta) \|,
\]

\[
g_N^\pm(\eta) = \frac{\eta}{2\kappa \tilde{C}_{R,E_{\max}}} \left( 1 \pm \sqrt{1 - \frac{4\kappa^2(\tilde{C}_{R,E_{\max}})^2(1 + \eta R)}{N\eta^4}} \right).
\]

(The functions \( g_N^\pm(\eta) \) are well-defined if \( N \geq 4(\tilde{C}_{R,E_{\max}})^2(1 + R) \).) The quadratic inequality (3.9) with the estimate (3.11) inserted gives, for all \( N \geq 4(\tilde{C}_{R,E_{\max}})^2 \) and all \( \eta \geq 1 \),

\[
f_N(\eta) \in [0, g_N^-(\eta)] \cup [g_N^+(\eta), \infty)\).
\]

If \( \eta \geq \max\{1, \sqrt{4\kappa \tilde{C}_{R,E_{\max}}} \} \), then the crude bound (3.2) yields

\[
f_N(\eta) \leq \frac{\eta}{2\tilde{C}_{R,E_{\max}} < g_N^+(\eta)},
\]

so that \( f_N(\eta) \leq g_N^-(\eta) \). But since \( M_N(u, z) \) and \( M'_N(u, z) \) are both holomorphic matrix-valued functions of \( z \) [42], we know that \( f_N(\eta) \) is a continuous function of \( \eta \). Since \( g_N^-(\eta) < g_N^+(\eta) \) for all \( \eta > 1 \), we have \( f_N(\eta) \leq g_N^-(\eta) \) down to \( \eta = 1 \). Notice that this is uniform in \( u \in B_R \).

**Step 2** (\( \eta \leq 1 \)): Now we estimate

\[
\| M'_N(u, z)^{-1} \| \leq |z| + \kappa R + \frac{1}{\eta} \leq \frac{C'_{R,E_{\max}}}{\eta}
\]

for some \( C'_{R,E_{\max}} = C'_{R,E_{\max},\kappa} \). Inserting this and (3.2) into (3.10) shows that, for some \( C''_{R,E_{\max}} = C''_{R,E_{\max},\kappa} \), we have

\[
\sup_{|E| \leq E_{\max}, \eta \leq 1, u \in B_R} \| \mathcal{L}^{-1}(u, z) \| \leq C''_{R,E_{\max}}. \tag{3.12}
\]

Now fix \( |E| \leq E_{\max} \) and consider the functions \( h_N^\pm : [N^{-1/50}, 1] \to \mathbb{R} \) defined by

\[
h_N^\pm(\eta) = \frac{\eta^{23}}{2\kappa C''_{R,E_{\max}}} \left( 1 \pm \sqrt{1 - \frac{4\kappa^2(C''_{R,E_{\max}})^2(1 + \eta R)}{N\eta^{48}}} \right).
\]

As above, the quadratic inequality (3.9) with the estimate (3.12) inserted gives, for all \( N \) and all \( \eta \leq 1 \),

\[
f_N(\eta) \in [0, h_N^-(\eta)] \cup [h_N^+(\eta), \infty)\).
\]
But when $\eta = 1$ and $N \geq 4\kappa^2 C''_{R,E_{\text{max}}} \tilde{C}_{R,E_{\text{max}}} (1 + R)$ we have (using $1 - \sqrt{1 - x} \leq x$)

$$f_N(1) \leq g_N(1) \leq \frac{2\kappa \tilde{C}_{R,E_{\text{max}}} (1 + R)}{N} \leq \frac{1}{2\kappa C''_{R,E_{\text{max}}}} < h_N^+(1),$$

so the same continuity argument as above gives

$$f_N(\eta) \leq h_N^+(\eta) \leq \frac{2\kappa C''_{R,E_{\text{max}}} (1 + R)}{N \eta^{25}}. \tag{3.13}$$

Again, this is uniform over $u \in B_R$ and $|E| \leq E_{\text{max}}$.

To show the statement of the lemma, given $R$, $0 < \gamma < \frac{1}{50}$, and $A$, we choose $E_{\text{max}} = A$ above; then applying (3.13) yields

$$\sup_{u \in B_R} \frac{1}{N} \int_{-A}^{A} |\text{Tr}(M_N(u, E + iN^{-\gamma}) - \text{Tr}(M'_N(u, E + iN^{-\gamma}))| \, dE \leq (4A\kappa C''_{R,A} (1 + R))N^{25\gamma - 1}.$$

This holds for $N$ large enough depending on $\kappa, R,$ and $A$. \hfill $\square$

## 4 | ELASTIC MANIFOLD

### 4.1 | Establishing the variational formula

In this subsection we establish a variational formula for complexity, given over $\mathbb{R}^{L,d}$. In the next subsection we analyze this variational problem, first by reducing it to a variational problem over $\mathbb{R}$ and then by relating it to the variational problem we analyze in depth for the soft-spins model.

In this subsection, we frequently reference notation and results in the companion paper [15]. Let

$$J = 2\sqrt{B''(0)}$$

which will be an important scaling factor. For each $u \in \mathbb{R}^{L,d}$, define

$$a(u) = (-t_0 \Delta + \text{diag}(u) + \mu_0 \text{Id}_{L,d} \times L,d) \in \mathbb{R}^{L,d \times L,d}, \tag{4.1}$$

and for each $z \in \mathbb{H}$ let $m_\infty(u, z) = (m_\infty(u, z)_1, ..., m_\infty(u, z)_{L,d}) \in \mathbb{C}^{L,d}$ be the unique solution to

$$m_\infty(u, z) = \text{diag}[(a(u) - J^2 m_\infty(u, z) - z \text{Id})^{-1}]$$

such that $\text{Im} m_\infty(u, z) > 0$ componentwise.

(Recall we identify vectors with diagonal matrices; we will prove existence and uniqueness during the proof using the methods of Erdős and co-authors.) Let $\mu_\infty(u)$ (which also depends on $L, d, t_0$, 

and $\mu_0$ be the measure whose Stieltjes transform is given by

$$\int \frac{\mu_\infty(u,dz)}{s-z} = \frac{1}{L^d} \sum_{i=1}^{L^d} m_\infty(u, z)_i.$$ 

**Theorem 4.1.** The probability measure $\mu_\infty(u)$ admits a bounded, compactly supported density $\mu_\infty(u, \cdot)$ with respect to Lebesgue measure, and

$$\Sigma(\mu_0) = \Sigma(\mu_0, L, d, t_0) := \lim_{N \to \infty} \frac{1}{NL^d} \log \mathbb{E} \left[ N_{\text{tot}} \right]$$

$$= - \frac{1}{L^d} \log(\det(\mu_0 \text{Id} - t_0 \Delta)) + \sup_{u \in \mathbb{R}^L} \left\{ \int \log |\cdot| d\mu_\infty(u, \cdot) - \frac{\|u\|^2}{2J^2 L^d} \right\}. \tag{4.3}$$

Furthermore, if we define the set

$$\mathcal{G} = \{ u \in \mathbb{R}^L : \mu_\infty(u)((-\infty,0)) = 0 \} \tag{4.4}$$

of $u$ values whose corresponding measures $\mu_\infty(u)$ are supported in the right half-line, we have

$$\Sigma_{\text{st}}(\mu_0) = \Sigma(\mu, L, d, t_0) := \lim_{N \to \infty} \sup_{N \to \infty} \frac{1}{NL^d} \log \mathbb{E} \left[ N_{\text{st}} \right]$$

$$= - \frac{1}{L^d} \log(\det(\mu_0 \text{Id} - t_0 \Delta)) + \sup_{u \in \mathcal{G}} \left\{ \int \log |\cdot| d\mu_\infty(u, \cdot) - \frac{\|u\|^2}{2J^2 L^d} \right\}. \tag{4.5}$$

The suprema in (4.3) and (4.5) are achieved (possibly not uniquely).

We first build the relevant block matrix. With $a(u)$ as in (4.1), let

$$A_N(u) = a(u) \otimes \text{Id}_{N \times N}. $$

For each $N$, let $(X_i)_{i=1}^{L^d}$ be a collection of $L^d$ independent $N \times N$ matrices, each distributed as $J$ times a GOE matrix, with the normalization $\mathbb{E}[(X_i)_{jk}]^2 = J^2 \frac{1+\delta_{jk}}{N}$. Let

$$W_N = \sum_{i=1}^{L^d} E_{ii} \otimes X_i,$$

$$H_N(u) = A_N(u) + W_N.$$

This matrix is in the class of “block-diagonal Gaussian matrices” studied in ref. [15, Corollary 1.9]. It appears naturally in the Kac-Rice formula, but we also introduce a slight modification that is easier to work with. Let

$$\overline{W}_N = \left( 1 - \frac{1}{\sqrt{2}} \text{Id} \right) \otimes W_N,$$

$$\overline{H}_N(u) = A_N(u) + \overline{W}_N,$$
where $\mathbf{1}$ is the matrix of all ones and $\odot$ is the entrywise product, that is, $\overrightarrow{W_N}$ is just $W_N$ rescaled to make the variances $J^2/N$ both on and off the diagonal, coupled appropriately with $W_N$.

Now we simplify the MDE. It is known [42] that, whenever $S : \mathbb{C}^{L_d \times L_d} \to \mathbb{C}^{L_d \times L_d}$ is a linear operator that is self-adjoint with respect to the inner product $\langle R, T \rangle = \text{Tr}(R^* T)$ and that preserves the cone of positive-semi-definite matrices, the problem

$$-M^{-1}(u, z) = z \text{Id} - a(u) + S[M(u, z)] \quad \text{subject to} \quad \text{Im} M(u, z) > 0 \quad (4.6)$$

has a unique solution $M(u, z) \in \mathbb{C}^{L_d \times L_d}$ for each $z \in \mathbb{H}$ and $u \in \mathbb{R}^{L_d}$. We will consider this problem with two choices of operator $S$:

$$S_N[T] = J^2 N + \frac{1}{N} \text{diag}(T) \quad \text{induces} \quad M_N(u, z),$$

$$S_\infty[T] = J^2 \text{diag}(T) \quad \text{induces} \quad M_\infty(u, z).$$

Write $\delta_i$ (respectively, $\overrightarrow{\delta_i}$) for the “stability operators” of ref. [15, (1.15)] corresponding to the matrix $H_N(u)$ (respectively, $\overrightarrow{H_N(u)}$). Then we can compute

$$\delta_i[r] = J^2 \sum_{k=1}^N \frac{1 + \delta_{ik}}{N} \text{diag}(r_k), \quad \overrightarrow{\delta_i}[r] = \frac{J^2}{N} \sum_{k=1}^N \text{diag}(r_k).$$

Thus the choices

$$m(u, z) = (M_N(u, z), \ldots, M_N(u, z)) \quad \text{and} \quad \overrightarrow{m}(u, z) = (M_\infty(u, z), \ldots, M_\infty(u, z))$$

exhibit solutions to the block MDE [15, (1.16)] for the matrices $H_N(u)$ and $\overrightarrow{H_N(u)}$, respectively. That is, the measure $\mu_N(u)$ that appears in the local laws for $H_N(u)$ has Stieltjes transform

$$\int \frac{\mu_N(u, ds)}{s - z} = \frac{1}{L^d} \text{Tr}(M_N(u, z)),$$

and the measure that appears in the local laws for $\overrightarrow{H_N(u)}$ is actually independent of $N$: We call it $\mu_\infty(u)$, and its Stieltjes transform is given by

$$\int \frac{\mu_\infty(u, ds)}{s - z} = \frac{1}{L^d} \text{Tr}(M_\infty(u, z)).$$

**Lemma 4.2.** Both $\mu_N(u)$ and $\mu_\infty(u)$ admit densities $\mu_N(u, \cdot)$ and $\mu_\infty(u, \cdot)$ with respect to Lebesgue measure, and

$$\sup_{u \in \mathbb{R}^{L_d}, z \in \mathbb{H}, N \in \mathbb{N}} \max \{ ||M_N(u, z)||, ||M_\infty(u, z)||, ||\mu_N(u, \cdot)||_{L^\infty}, ||\mu_\infty(u, \cdot)||_{L^\infty} \} \leq \sqrt{L^d}/J.$$

**Proof.** The following arguments are due to László Erdős and Torben Krüger. We prove the result for $M_N$ and $\mu_N$; the proofs for $M_\infty$ and $\mu_\infty$ are similar. By taking the imaginary part of (4.6) and multiplying on the left by $M_N(u, z)^*$ and on the right by $M_N(u, z)$, then taking the diagonal of
both sides, we obtain

$$\text{Im} \, \text{diag}(M_N(u, z)) = \text{diag} \left( M_N(u, z)^* \left( \eta + J^2 \frac{N+1}{N} \text{Im}(\text{diag}(M_N(u, z))) \right) M_N(u, z) \right)$$

$$= F_N(u, z) \left( \eta + J^2 \frac{N+1}{N} \text{Im}(\text{diag}(M_N(u, z))) \right),$$

(4.7)

where $F_N(u, z) \in \mathbb{R}^{L \times L}$ is given elementwise by $F_N(u, z)_{ij} = \text{Im}(M_N(u, z))_{ij}^2$. By transposing the MDE (4.6) and using the fact that $a(u)$ is symmetric, we see that $M_N(u, z)$ is symmetric (but not Hermitian) as well. Hence $F_N(u, z)$ is a real symmetric matrix with nonnegative entries. The inner product of (4.7) with the Perron-Frobenius eigenvector of $F_N$ then gives $\|F_N\| \leq \frac{1}{J^2 \frac{N+1}{N}}$, since $\text{Im}(\text{diag}(M_N(u, z)))$ has all positive components. Thus, with 1 the vector of all ones,

$$\|M_N(u, z)\|^2 \leq \text{Tr}(M_N(u, z)^* M_N(u, z)) = \langle 1, F_N(u, z)1 \rangle \leq \frac{1}{J^2 \frac{N+1}{N+1}} L_d.$$

Now for any interval $[a, b]$ we have

$$\mu_N(u)([a, b]) + \frac{\mu_N(u)(\{a\}) + \mu_N(u)(\{b\})}{2}$$

$$= \lim_{\eta \downarrow 0} \frac{1}{\pi} \int_a^b \frac{1}{L_d} \text{Tr}(M_N(u, E + i\eta)) \, dE \leq (b-a) \frac{\sqrt{L_d}}{J\pi}.$$

By standard continuity arguments we extend this to $\mu_N(u)(A) \leq |A| \frac{\sqrt{L_d}}{J\pi}$ for any Borel set $A$; this implies that $\mu_N$ is absolutely continuous with respect to Lebesgue measure with a density that is pointwise bounded by $\frac{\sqrt{L_d}}{J\pi}$.

Lemma 4.3. For every $R$, there exists $\varepsilon > 0$ such that

$$\sup_{u \in B_R} W_1(\mathbb{E}[\hat{\mu}_{H_N(u)}], \mu_\infty(u)) \leq N^{-\varepsilon}.$$

(4.8)

Proof. First, note that

$$\sup_N \|A_N(u)\| = \|a(u) \otimes \text{Id}\| = \|a(u)\| \leq t\|\Delta\| + \|u\| + \mu < \infty.$$

(4.9)

Along with Lemma 4.2, this verifies the assumptions of ref. [15, Corollary 1.9], the proof of which shows that (4.8) holds with $\mu_\infty(u)$ replaced by $\mu_N(u)$ (the result is locally uniform in $u$ since all the assumptions are). To compare $\mu_N(u)$ and $\mu_\infty(u)$, we use the result of Lemma 3.1 (with the choices $P_N \equiv L_d$, $S'_N = S_\infty$ as above) and follow the proof of ref. [15, Proposition 3.1].

Lemma 4.4. There exists $C > 0$ with

$$\mathbb{E}[|\det(H_N(u))|] \leq (C \max(\|u\|, 1))^N.$$
Proof. Deterministically,

\[ |\det(H_N(u))| \leq \|H_N(u)\|^N \leq (\|W_N\| + \|A_N(u)\|)^N \leq (2\|W_N\|)^N + (2\|A_N(u)\|)^N. \]

In the proof of ref. [15, Corollary 1.9], we showed \(\mathbb{P}(\|W_N\| \geq t) \leq e^{-cN\max(0,t-C)}\) for some constants \(c, C\), which implies \(\mathbb{E}[\|W_N\|^N] \leq e^{CN}\). With the estimate on \(\|A_N(u)\|\) from (4.9), this suffices.

**Lemma 4.5.** For every \(R\) and every \(\varepsilon > 0\), we have

\[
\lim_{N \to \infty} \frac{1}{N \log N} \log \left( \sup_{u \in B_R} \mathbb{P}(d_{BL}(\hat{\mu}_{H_N(u)}), \mu_\infty(u)) > \varepsilon \right) = -\infty.
\]

**Proof.** The laws of the entries of \(\sqrt{N}H_N(u)\) satisfy the log-Sobolev inequality with a uniform constant, since they are Gaussians. (If they are degenerate, we recall that a delta mass satisfies log-Sobolev with any constant.) This is true uniformly over \(u \in \mathbb{R}^L\), since \(u\) only affects the mean, and translating measures preserves log-Sobolev with the same constant. Hence ref. [41, Theorem 1.5] gives, for some constants \(C_1\) and \(C_2\),

\[
\sup_{u \in \mathbb{R}^L} \mathbb{P}(d_{BL}(\hat{\mu}_{H_N(u)}), \mathbb{E}[\hat{\mu}_{H_N(u)}]) > \varepsilon \leq \frac{C_1}{\varepsilon^{3/2}} \exp \left( -\frac{C_2 N^2 \varepsilon^5}{2L^d N^2} \right).
\]

To relate \(\mathbb{E}[\hat{\mu}_{H_N(u)}]\) to \(\mu_\infty(u)\), we use Lemma 4.3. \(\square\)

**Lemma 4.6.** For every \(\varepsilon > 0\) and \(R > 0\), we have

\[
\lim_{N \to \infty} \inf_{u \in B_R} \mathbb{P}(\text{Spec}(H_N(u)) \subset [\ell(\mu_\infty(u)) - \varepsilon, \ell(\mu_\infty(u)) + \varepsilon]) = 1.
\] (4.10)

and in fact the extreme eigenvalues of \(H_N(u)\) converge in probability to the endpoints of \(\mu_\infty(u)\).

**Proof.** The local law [4, Theorem 2.4, Remark 2.5(v)] tells us that, for every \(\varepsilon\) and \(R\), there exists \(C_{\varepsilon,R}\) such that

\[
\inf_{u \in B_R} \mathbb{P}(\text{Spec}(H_N(u)) \subset [\ell(\mu_\infty(u)) - \varepsilon/2, \ell(\mu_\infty(u)) + \varepsilon/2]) \geq 1 - \frac{C_{\varepsilon,R}}{N^{100}}.
\] (4.11)

(We can take the infimum over \(u \in B_R\) because the local-law estimates are uniform over all models possessing the same “model parameters”; see the remarks just before Theorem 2.4 there. Our model parameters depend on \(u\) but can be taken uniformly over \(u \in B_R\), for example because \(\sup_{u \in B_R} \|A_N(u)\| < \infty\).)

Notice that

\[
\Delta_N = H_N(u) - \hat{H}_N(u) = W_N - \hat{W}_N
\]
is a diagonal matrix with independent Gaussian entries of variance \( J^2 / N \) that does not depend on \( u \). Thus

\[
\sup_{u \in \mathbb{R}^{Ld}} \mathbb{P} \left( |\lambda_{\min}(H_N(u)) - \lambda_{\min}(\tilde{H}_N(u))| \geq \frac{\varepsilon}{2} \right) \leq \mathbb{P} \left( \|\Delta_N\| \geq \frac{\varepsilon}{2} \right) \leq \frac{2J\sqrt{NLd}}{\varepsilon} e^{-N\varepsilon^2/(8J^2)}
\]

(4.12)

and similarly for \( \lambda_{\min} \).

Since

\[
\mathbb{P}(\lambda_{\max}(H_N(u)) \geq r(\mu_\infty(u)) + \varepsilon) \leq \mathbb{P}(\lambda_{\max}(\tilde{H}_N(u)) \geq r(\mu_\infty(u)) + \frac{\varepsilon}{2}) + \mathbb{P}(\lambda_{\max}(H_N(u)) - \lambda_{\max}(\tilde{H}_N(u)) \geq \frac{\varepsilon}{2}),
\]

and similarly for \( \lambda_{\min} \), (4.11) and (4.12) imply (4.10).

For the other inequality, namely that \( \liminf_{N \to \infty} \lambda_{\max}(H_N(u)) \geq r(\mu_\infty(u)) \) in probability, we note that \( \hat{\mu}_{H_N(u)} \) concentrates about \( \mu_\infty(u) \) in the sense of Lemma 4.5. The smallest eigenvalue is handled similarly.

**Lemma 4.7.** With \( G_{+\varepsilon} \) as defined in ref. [15, (4.5)] and \( G \) as defined in (4.4), we have that each \( G_{+\varepsilon} \) is convex, that \( G_{+1} \) has positive measure, and that

\[
\bigcup_{\varepsilon > 0} G_{+\varepsilon} = G.
\]

**Proof.** Whenever \( u, v \in \mathbb{R}^{Ld} \) and \( t \in [0, 1] \), one can check \( H_N(tu + (1 - t)v) = tH_N(u) + (1 - t)H_N(v) \); thus

\[
\lambda_{\min}(H_N(tu + (1 - t)v)) \geq t\lambda_{\min}(H_N(u)) + (1 - t)\lambda_{\min}(H_N(v))
\]

almost surely, and by letting \( N \to \infty \) and applying the convergence in probability of Lemma 4.6 we obtain \( \ell(\mu_\infty(tu + (1 - t)v)) \geq t\ell(\mu_\infty(u)) + (1 - t)\ell(\mu_\infty(v)) \). Hence each \( G_{+\varepsilon} \) is convex.

Since \(-t\Delta \) and \( \mu \text{Id} \) are positive semidefinite,

\[
\lambda_{\min}(A_N(u)) = \lambda_{\min}(a(u) \otimes \text{Id}) = \lambda_{\min}(a(u)) = \lambda_{\min}(-t\Delta + \text{diag}(u) + \mu \text{Id}) \geq \min(u_1, \ldots, u_{Ld}).
\]

On the other hand,

\[
\lambda_{\min}(W_N) = \lambda_{\min} \left( \sum_{i=1}^{Ld} E_{ii} \otimes X_i \right) = \min \left( \lambda_{\min}(X_i) \right)
\]

which tends almost surely to \(-2J \) in our normalization. Thus

\[
\liminf_{N \to \infty} \lambda_{\min}(H_N(u)) \geq \min(u_1, \ldots, u_{Ld}) - 2J.
\]
which, combined with the convergence in probability of Lemma 4.6, shows that $\mathcal{G}_{+1}$ has positive measure.

Finally, we note that the inclusion $\cup_{\delta > 0} \mathcal{G}_{\delta < \epsilon} \subset \mathcal{G}$ is clear, and that $\mathcal{G}$ is closed by ref. [15, Lemma 4.6]. To show the reverse inclusion, write $\mathbf{1} \in \mathbb{R}^{Ld}$ for the vector of all ones; then it is easy to check $H_N(u + \delta \mathbf{1}) = H_N(u) + \delta \text{Id}$, so by the convergence in probability of Lemma 4.6 we have $\ell(\mu_{\infty}(u + \delta \mathbf{1})) = \ell(\mu_{\infty}(u)) + \delta$. This completes the proof.

Proposition 4.8. We have

$$\lim_{N \to \infty} \frac{1}{NL^d} \log \int_{\mathbb{R}^{Ld}} e^{-N \frac{||u||^2}{2J^2}} E[|\det(H_N(u))|] \, du = \sup_{u \in \mathbb{R}^{Ld}} \left\{ \int \log |\lambda| \mu_{\infty}(u, \lambda) \, d\lambda - \frac{||u||^2}{2J^2 L^d} \right\}$$

and

$$\limsup_{N \to \infty} \frac{1}{NL^d} \log \int_{\mathbb{R}^{Ld}} e^{-N \frac{||u||^2}{2J^2}} E[|\det(H_N(u))|1_{H_N(u) \geq 0}] \, du = \sup_{u \in \mathcal{G}} \left\{ \int \log |\lambda| \mu_{\infty}(u, \lambda) \, d\lambda - \frac{||u||^2}{2J^2 L^d} \right\}$$

where $\mathcal{G}$ is defined in (4.4).

Proof. For (4.13), we apply [15, Theorem 4.1] with $\alpha = \frac{1}{2J^2 L^d}$, $p = 0$, and $\mathfrak{D} = \mathbb{R}^{Ld}$. (Technically, we are applying this theorem with $N$ there replaced by $NL^d$ here, which is the size of $H_N$; this is why $\alpha$ is $\frac{1}{2J^2 L^d}$ and not $\frac{1}{2J^2}$.) We checked the conditions of this theorem in ref. [15, Corollary 1.9] and Lemmas 4.3 and 4.4. (All the results are locally uniform in $u$ because all the parameters of the random matrices are.) For (4.14), we apply [15, Theorem 4.5] with $\alpha = \frac{1}{2J^2 L^d}$, $p = 0$, and $\mathfrak{D} = \mathbb{R}^{Ld}$. We checked the conditions for this result in Lemmas 4.5, 4.6, and 4.7.

Proof of Theorem 4.1. Kac-Rice computations in ref. [31] show, exactly for finite $N$,

$$\frac{1}{NL^d} \log E[\mathcal{N}_{\text{tot}}] = - \frac{1}{L^d} \log(\det(\mu_0 - t_0 \Delta))$$

$$+ \frac{1}{NL^d} \log \int_{\mathbb{R}^{Ld}} \frac{e^{-N \frac{||u||^2}{2J^2}}}{(\sqrt{2\pi J^2/N})^{Ld}} E[|\det(H_N(u))|] \, du,$$

$$\frac{1}{NL^d} \log E[\mathcal{N}_{\text{st}}] = - \frac{1}{L^d} \log(\det(\mu_0 - t_0 \Delta))$$

$$+ \frac{1}{NL^d} \log \int_{\mathbb{R}^{Ld}} \frac{e^{-N \frac{||u||^2}{2J^2}}}{(\sqrt{2\pi J^2/N})^{Ld}} E[|\det(H_N(u))|1_{H_N(u) \geq 0}] \, du,$$

where $H_N(u)$ is as above. Then we apply the above Proposition.
4.2 Analyzing the variational formula

The following concavity property is the key reason the complexity thresholds can be calculated explicitly from the variational formulas appearing in the previous section.

**Proposition 4.9.** The function

\[
S[u] = \int_{\mathbb{R}} \log |\lambda| \mu_\infty(u, \lambda) \, d\lambda - \frac{||u||^2}{2J^2 L^d}
\]

is concave.

**Proof.** We assume \( d = 1 \) below, the general case requiring only notational change of \( L \) into \( L^d \). The MDE for our problem, namely (4.6) with the choice \( S[T] = J^2 \text{diag}(T) \), has a matrix solution \( M(u, z) = M_\infty(u, z) \) (we now drop the \( \infty \) to save notation). The problem can be reduced to a vector MDE for

\[
\vec{m}(u, z) = \text{diag}(M(u, z)) = (m_1(u, z), \ldots, m_L(u, z))
\]

by taking the diagonal of both sides of (4.6). (In fact, \( M(u, z) \) can be reconstructed from knowledge of \( \vec{m}(u, z) \) via (4.6).) The diagonal MDE takes the form

\[
-\text{diag}(m_1, \ldots, m_L) = \text{diag}((z - \mu + t\Delta - \text{diag}(u_1, \ldots, u_L) + J^2 \text{diag}(m_1, \ldots, m_L))^{-1}].
\]  (4.15)

We denote \( \partial_k = \partial_{u_k} \), and write \( m = \frac{1}{L} \sum_1^L m_i \) for the Stieltjes transform of \( \mu_\infty \). The first essential observation is

\[
\frac{d}{du_k}(-Lm) = \frac{d}{dz} m_k.
\]  (4.16)

Indeed, for any invertible matrix \( B \), we have

\[
(B^{-1})_{kk} = \text{Tr}(B^{-1}|e_k\rangle\langle e_k|) = \partial_{u=0} \log \det(\text{Id} + uB^{-1}|e_k\rangle\langle e_k|)
\]

\[
= \partial_{u=0} \log \det(B + u|e_k\rangle\langle e_k|),
\]

where the vector \( e_k \) is zeros except 1 at position \( k \), so that, denoting \( B(z, u, \vec{m}) = z - \mu + t\Delta - \text{diag}(u_1, \ldots, u_L) + J^2 \text{diag}(m_1, \ldots, m_L) \), we have

\[
\frac{d}{du_k} \log \det B = \partial_k \log \det B + J^2 \sum_j \partial_m j \log \det B \cdot \partial_k m_j = m_k - J^2 \sum_j m_j \partial_k m_j,
\]

\[
\frac{d}{dz} \log \det B = \partial_z \log \det B + J^2 \sum_j \partial_m j \log \det B \cdot \partial_z m_j = -Lm - J^2 \sum_j m_j \partial_z m_j,
\]

that is

\[
m_k = \frac{d}{du_k} \left( \log \det B + \frac{J^2}{2} \sum_j m_j^2 \right),
\]
\[-Lm = \frac{d}{dz} \left( \log \det B + \frac{J^2}{2} \sum_j m_j^2 \right).\]

We conclude that \(\frac{d}{du_k}(-Lm) = \frac{d}{dz} m_k\).

Combining (4.16); regularity estimates from Lemma 4.2 allowing us to differentiate and integrate by parts; the representation \(m_k(u, z) = \int_\mathbb{R} \frac{\nu(u, k, dE)}{E - z}\) for some compactly supported measure \(\nu(u, k)\), from ref. [3, Proposition 2.1]; and a residue computation, we obtain

\[
\partial_k \int_\mathbb{R} \log |\lambda + i\eta| \frac{\text{Im} m(u, \lambda + i\eta)}{\pi} d\lambda = \frac{1}{\pi L} \int_\mathbb{R} \log |\lambda + i\eta| \partial_\lambda \text{Im} m_k(\lambda + i\eta) d\lambda
\]

\[
= -\frac{1}{\pi L} \int_\mathbb{R} \text{Re} \left( \frac{1}{\lambda + i\eta} \right) \text{Im} m_k(\lambda + i\eta) d\lambda
\]

\[
= -\frac{1}{\pi L} \int_\mathbb{R} \text{Im} \left( \int_\mathbb{R} \text{Re} \left( \frac{1}{\lambda + i\eta} \right) \frac{1}{E - (\lambda + i\eta)} d\lambda \right) \nu(u, k, dE)
\]

\[
= -\frac{1}{\pi L} \int_\mathbb{R} \text{Im} \left( \frac{\pi i}{E - 2i\eta} \right) \nu(u, k, dE) = -\frac{1}{L} \text{Re} m_k(2i\eta)
\]

(4.17)

for any \(\eta > 0\). Now, from (4.15), we obtain

\[
\partial_k (m_1, \ldots, m_L) = M(E_{kk} + J^2 \text{diag}(\partial_k m_1, \ldots, \partial_k m_L)) M
\]

\[
= R(J^2 \partial_k (m_1, \ldots, m_L) + e_k)^T,
\]

where \(R = R(u, z)\) is the linear operator defined by \((Rv)_i = \sum (M_{ij})^2 v_j\), with \(M = M(u, z)\) the MDE solution matrix. Thus we have

\[(1 - J^2 R)(\partial_k \vec{m}) = R(e_k)^T,\]

from which

\[
\partial_k \vec{m} = \frac{1}{J^2} (1 - J^2 R)^{-1}(J^2 R - 1 + 1)(e_k)^T = \frac{1}{J^2} (-1 + (1 - J^2 R)^{-1})(e_k)^T.
\]

Taking the \(j\)th component of both sides, we get the scalar equation

\[
\partial_k m_j = \frac{1}{J^2} (-1 + (1 - J^2 R)^{-1})_{jk}.
\]

Together with (4.17), this gives

\[
\nabla_u^2 \int \log |\lambda + i\eta| \frac{\text{Im} m(u, \lambda + i\eta)}{\pi} d\lambda = \frac{1}{J^2 L} (1 - \text{Re}[(1 - J^2 R)^{-1}] - \Re[(1 - J^2 R)^{-1}]),
\]

(4.18)

where the right-hand side is evaluated at \(z = 2i\eta\). Lemma 4.10 below, due to László Erdős and Torben Krüger, shows that \(\text{Re}[(1 - J^2 R)^{-1}] \geq 0\) in the sense of quadratic forms, for any \(z \in \mathbb{H}\).
Along with (4.18), this gives concavity of \( \int_{\mathbb{R}} \log |\lambda + i\eta| \frac{\text{Im} m(u, \lambda + i\eta)}{\pi} \ d\lambda - \frac{\|u\|^2}{2J^2L^d} \) in \( u \) for any \( \eta > 0 \).

In the limit \( \eta \downarrow 0 \), we recover concavity of \( u \mapsto \int_{\mathbb{R}} \log |\lambda| \mu_\infty(u, \lambda) \ d\lambda - \frac{\|u\|^2}{2J^2L^d} \), as a pointwise limit of concave functions.

**Lemma 4.10.** For each \( u \in \mathbb{R}^L \) and each \( z \in \mathbb{H} \), let \( R(u, z) \in \mathbb{C}^{L \times L} \) be defined elementwise by

\[
R(u, z)_{jk} = (M(u, z)_{jk})^2 = e^{i\theta(u, z)_{jk}} |M(u, z)_{jk}|^2,
\]

where \( M(u, z) = M_\infty(u, z) \). Then for every \( u \in \mathbb{R}^L \), every \( z \in \mathbb{H} \), and every nonzero vector \( v \) we have

\[
\text{Re} \left\langle v, (1 - J^2 R(u, z))v \right\rangle > 0.
\]

In particular, for any \( w \), written as \( (1 - J^2 R) v \), we have

\[
\text{Re} \langle w, (1 - J^2 R)^{-1} w \rangle = \text{Re} \langle (1 - J^2 R) v, v \rangle > 0.
\]

**Proof.** Consider the matrix \( F(u, z) \in \mathbb{R}^{L \times L} \) defined elementwise by \( F(u, z)_{jk} = |M(u, z)_{jk}|^2 \). The proof of Lemma 4.2 shows that \( \sup_{u \in \mathbb{R}^L, z \in \mathbb{H}} \|F(u, z)\| \leq \frac{1}{J^2} \). Given \( v \in \mathbb{C}^L \), write \( |v| = (|v_1|, \ldots, |v_L|) \); then

\[
\text{Re} \left\langle v, (1 - J^2 R(u, z))v \right\rangle \\
\geq \text{Re} \sum_{j=1}^{L} (1 - J^2 |M(u, z)_{jj}|^2 e^{i\theta(u, z)_{jj}} |v_j|^2 - J^2 \sum_{j \neq k} |M(u, z)_{jk}|^2 |v_j v_k|) \\
= \sum_{j=1}^{L} (1 - J^2 |M(u, z)_{jj}|^2 \cos(\theta(u, z)_{jj})) |v_j|^2 - J^2 \sum_{j \neq k} |M(u, z)_{jk}|^2 |v_j v_k| \\
= \langle |v|, (1 - J^2 F(u, z)) |v| \rangle + J^2 \sum_{j=1}^{L} (1 - \cos(\theta(u, z)_{jj})) |M(u, z)_{jj}|^2 |v_j|^2 \\
\geq \langle |v|, (1 - J^2 F(u, z)) |v| \rangle + J^2 \sum_{j=1}^{L} 2(\text{Im}(M(u, z)_{jj}))^2 |v_j|^2.
\]

The first term is nonnegative since \( \|F(u, z)\| \leq \frac{1}{J^2} \), so we have

\[
\text{Re} \left\langle v, (1 - J^2 R(u, z))v \right\rangle \geq 2J^2 \left( \min_{j=1}^{L} \text{Im}(M(u, z)_{jj}) \right)^2 \|v\|^2.
\]

But \( \text{Im}(M(u, z)_{jj}) \) is the \((j, j)\) entry of the matrix \( \text{Im} M(u, z) \), which is (strictly) positive definite by the definition of the MDE. \( \square \)
**Proposition 4.11.** $S$ is maximized on the diagonal of $\mathbb{R}^L_d$, that is, 
\[
\sup_{u \in \mathbb{R}^L_d} S[u] = \sup_{w \in \mathbb{R}} S[(w, \ldots, w)].
\]

**Proof.** It suffices to show that the set of maximizers 
\[
\mathcal{M} = \left\{ u \in \mathbb{R}^L_d : S[u] = \sup_{v \in \mathbb{R}^L_d} S[v] \right\}
\]
intersects the diagonal.

First, $\mathcal{M}$ is nonempty, since (by ref. [15, Lemma 4.4]) $\lim_{\|u\| \to +\infty} S[u] = -\infty$ and $S$ is continuous. Furthermore, $\mathcal{M}$ is closed under the operation “permute the coordinates (which are indexed by lattice points) with a permutation that is also a translation of the periodic lattice,” since such permutations preserve $a(u)$ in (4.1) and thus $\mu_\infty(u)$. Finally, $\mathcal{M}$ is convex, since $S[u]$ is concave.

Given $u \in \mathcal{M}$, its images under all possible lattice translations are thus all in $\mathcal{M}$, so the average of all these points (which is in their convex hull) is in $\mathcal{M}$. Since the lattice is periodic (i.e., translations are in bijection with lattice sites), this average is on the diagonal. \(\square\)

**Proof of Theorem 2.2.** Using Proposition 4.11 to restrict the variational problem from Theorem 4.1 to the diagonal, we have
\[
\Sigma(\mu_0) = -\frac{1}{L^d} \log(\det(\mu_0 \text{Id}_{L^d \times L^d} - t_0 \Delta)) + \sup_{u \in \mathbb{R}} \left\{ \int_{\mathbb{R}} \log |\lambda| \mu_\infty((u, \ldots, u), \lambda) \, d\lambda - \frac{u^2}{2J^2} \right\}
\]
and similarly for minima. One can check directly from the MDE that
\[
\mu_\infty((u, \ldots, u), \lambda) = \mu_\infty((0, \ldots, 0), \lambda - u),
\]
and in fact we have $\mu_\infty((0, \ldots, 0)) = \rho_{sc,J^2} \boxplus \mu_{-t_0 \Delta + \mu_0 \text{Id}}$. Indeed, by symmetry all the entries of $m_\infty(0, z)$ must be equal. If we denote by $m(z)$ their shared value (which is also the Stieltjes transform of $\mu_\infty((0, \ldots, 0))$), then by taking the normalized trace in (4.2) we find that $m(z)$ satisfies the self-consistent equation
\[
m(z) = \int \frac{\mu_{-t_0 \Delta + \mu_0 \text{Id}}(ds)}{s - z - J^2 m(z)}.
\]
This *Pastur relation* characterizes [50] the Stieltjes transform $m(z)$ of $\rho_{sc,J^2} \boxplus \mu_{-t_0 \Delta + \mu_0 \text{Id}}$. Exchanging $u$ and $-u$ gives (2.4). \(\square\)

**Proof of Theorem 2.4.** Since $-L^{-d} \log \det(\mu_0 - t_0 \Delta) = -\int \log(\lambda) \mu_{-t_0 \Delta + \mu_0 \text{Id}}$, the variational problems given in (2.3) and (2.4) are exactly the variational problems analyzed for the soft spins model in (2.7) and (2.8), identifying $\mu_D$ there with $\mu_{-t_0 \Delta + \mu_0 \text{Id}}$ here (which is gapped from zero since $\mu_0 > 0$) and $B''(0)$ there with $J^2$ here. The statement of Theorem 2.4 follows from our analysis of
that variational problem in the next section, since

\[ \int_{\mathbb{R}} \frac{\hat{\mu} - t_0 \Delta + \mu_0 \mathbb{I}}{\lambda^2} \, \lambda \, d\lambda = \int_{\mathbb{R}} \frac{\hat{\mu} - t_0 \Delta}{(\lambda + \mu_0)^2} \, d\lambda \]

is a strictly decreasing function of \( \mu_0 \), tending to 0 as \( \mu_0 \to +\infty \) and tending to \( +\infty \) (since the Laplacian is singular) as \( \mu_0 \downarrow 0 \). This proves existence and uniqueness of the Larkin mass as claimed. \( \square \)

**Remark 4.12.** Here we take \( \Delta \) to be the lattice Laplacian, which is the classic choice in the elastic manifold, but as suggested in [32] one would also want to replace \( \Delta \) everywhere with another \( L^d \times L^d \) matrix \( M \). For example, this would allow for interactions beyond pairwise. For every symmetric negative semidefinite \( M \), our techniques allow one to obtain an analogue of Theorem 4.1 (i.e., complexity as a variational formula over \( \mathbb{R}^L \)). To analyze this variational formula, that is, to get an analogue of Theorems 2.2 and 2.4, one additionally needs \( M \) to satisfy some symmetries: recalling that the entries of \( M \) are indexed by lattice points \( i \) and \( j \), one should have \( M_{i,j} = M_{\pi(i),\pi(j)} \) for all of the \( L^d \) translations \( \pi \) of the periodic lattice.

## 5  | SOFT SPINS IN AN ANISOTROPIC WELL

### 5.1  | Establishing the variational formula

In this subsection we prove Theorem 2.6, which establishes a variational formula for complexity. In the next subsection we analyze it to prove Theorem 2.8.

In the following, we often drop \( N \) from \( H_N \) and \( V_N \) to save notation. The Kac-Rice formula [2, Theorem 11.2.1] gives

\[
\begin{align*}
\mathbb{E}[\text{Crt}_{N}^{\text{top}}(H)] &= \int_{\mathbb{R}^N} \mathbb{E}[|\det(\nabla^2 H(\sigma))| \, \nabla H(\sigma) = 0] \phi_\sigma(0) \, d\sigma, \\
\mathbb{E}[\text{Crt}_{N}^{\text{min}}(H)] &= \int_{\mathbb{R}^N} \mathbb{E}[|\det(\nabla^2 H(\sigma))1_{\nabla^2 H(\sigma) \geq 0} | \nabla H(\sigma) = 0] \phi_\sigma(0) \, d\sigma,
\end{align*}
\]

(5.1)

where

\[ \phi_\sigma(0) = \frac{1}{(2\pi B'(0))^{N/2}} \exp\left(-\frac{1}{2B'(0)}\|D_N \sigma\|^2\right) \]

is the density of \( \nabla H(\sigma) \) at \( 0 \in \mathbb{R}^N \). (As stated, the Kac-Rice formula actually counts the mean number of critical points, not in all of \( \mathbb{R}^N \), but in a compact subset \( T \) of \( \mathbb{R}^N \) satisfying some regularity assumptions; then the right-hand integrals in (5.1) are over \( T \) instead of \( \mathbb{R}^N \). To obtain (5.1) as written, we use this version of Kac-Rice for some nested sequence \( (T_N)_{N=1}^\infty \) of compact sets whose union is \( \mathbb{R}^N \) and apply monotone convergence on both sides.)

Since \( V \) is isotropic, for each \( \sigma \) we have that \( (\nabla^2 V(\sigma), V(\sigma)) \) is independent of \( \nabla V(\sigma) \); hence for each \( \sigma \) we also have that \( (\nabla^2 H(\sigma), H(\sigma)) \) is independent of \( \nabla H(\sigma) \). In fact, since \( V \) is isotropic
the distribution of $\nabla^2 V(\sigma)$ is independent of $\sigma$; and by computation

$$\nabla^2 \frac{1}{2} \langle \sigma, D_N \sigma \rangle = D_N$$

is independent of $\sigma$ as well. Thus

$$\mathbb{E}[\text{Crt}_N^{\text{tot}}(H)] = \int_{\mathbb{R}^N} \mathbb{E}[|\text{det}(\nabla^2 H(\sigma))| \mid \nabla H(\sigma) = 0] \phi_\sigma(0) \, d\sigma$$

$$= \mathbb{E}[|\text{det}(\nabla^2 H(0))|] \int_{\mathbb{R}^N} \phi_\sigma(0) \, d\sigma$$

$$= \frac{1}{\text{det}(D_N)} \mathbb{E}[|\text{det}(\nabla^2 H(0))|],$$

$$\mathbb{E}[\text{Crt}_N^{\text{min}}(H)] = \frac{1}{\text{det}(D_N)} \mathbb{E}[|\text{det}(\nabla^2 H(0))| 1_{\nabla^2 H(0) \geq 0}].$$

(5.2)

Since the eigenvalues of $D_N$ are gapped away from zero and from infinity, uniformly in $N$, we have

$$\lim_{N \to \infty} \frac{1}{N} \log \left( \frac{1}{\text{det}(D_N)} \right) = - \int \log(\lambda) \mu_D(d\lambda).$$

Thus it remains only to study the Hessian.

Classical Gaussian computations (e.g., [2, Section 5.5]) yield

$$\nabla^2 H(0) \overset{(d)}{=} W_N + \xi \text{Id} + D_N,$$

where $W_N$ is distributed according to $\sqrt{B''(0)}$ times the GOE, and where $\xi \sim \mathcal{N}(0, B''(0)/N)$ is independent of $W_N$. In fact, since the law of $W_N + \xi \text{Id}$ is invariant under conjugation by orthogonal matrices, we can assume without loss of generality that $D_N$ is diagonal. If we define

$$A_N(u) = u \text{Id} + D_N$$

and $H_N(u) = W_N + A_N(u)$, then we have

$$\mathbb{E}[|\text{det}(\nabla^2 H(0))|] = \sqrt{\frac{N}{2\pi}} \int_{\mathbb{R}} e^{-N \frac{u^2}{2 B''(0)}} \mathbb{E}[|\text{det}(H_N(u))|] \, du,$$

(5.3)

$$\mathbb{E}[|\text{det}(\nabla^2 H(0))| 1_{\nabla^2 H(0) \geq 0}] = \sqrt{\frac{N}{2\pi}} \int_{\mathbb{R}} e^{-N \frac{u^2}{2 B''(0)}} \mathbb{E}[|\text{det}(H_N(u))| 1_{H_N(u) \geq 0}] \, du.$$
has a unique solution $M(u, z) \in \mathbb{C}^{N \times N}$ for each $z \in \mathbb{H}$ and $u \in \mathbb{R}$. We will consider this problem with two choices of operator $S$:

$$S_N[T] = \frac{B''(0)}{N} \text{Tr}(T) + \frac{B''(0)}{N} T^{tr} \quad \text{induces} \quad M_N(u, z),$$

$$S'_N[T] = \frac{B''(0)}{N} \text{Tr}(T) \quad \text{induces} \quad M'_N(u, z).$$

Let $\mu_N(u)$ and $\mu'_N(u)$ be the probability measures whose Stieltjes transforms are, respectively, $\frac{1}{N} \text{Tr}(M_N(u, z))$ and $\frac{1}{N} \text{Tr}(M'_N(u, z))$. Recall the notation $\rho_{sc,t}$ for the semicircle law of variance $t$.

**Lemma 5.1.** We recognize

$$\mu'_N(u) = \rho_{sc,B''(0)} \boxplus \tilde{\mu}_{A_N(u)}.$$

**Proof.** Write $m'_N(u, z)$ for the Stieltjes transform of $\rho_{sc,B''(0)} \boxplus \tilde{\mu}_{A_N(u)}$. The Pastur relation [50], which characterizes the Stieltjes transform of the free convolution of the semicircle law with another measure, states that $m'_N(u, z)$ satisfies the self-consistent equation

$$m'_N(u, z) = \int \frac{\tilde{\mu}_{D_n+u \text{id}}(d\lambda)}{\lambda - z - B''(0)m'_N(u, z)} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(D_N)_{ii} + u - z - B''(0)m'_N(u, z)}.$$

(Recall we changed variables so that $D_N$ is diagonal.) If we define the diagonal matrix $M'_N(u, z)$ entrywise by

$$(M'_N(u, z))_{ii} = \frac{1}{(D_N)_{ii} + u - z - B''(0)m'_N(u, z)},$$

this Pastur relation then gives $m'_N(u, z) = \frac{1}{N} \text{Tr}(M'_N(u, z))$, so that $M'_N(u, z)$ exhibits a solution to the MDE (5.4) with $S = S'_N$. (Since $\text{Im} \ m'_N(u, z) > 0$ when $z \in \mathbb{H}$, one can check that $\text{Im} \ M'_N(u, z) > 0$.) Thus $m'_N(u, z)$, which we defined as the Stieltjes transform of $\rho_{sc,B''(0)} \boxplus \tilde{\mu}_{A_N(u)}$, is also the Stieltjes transform of $\mu'_N(u)$.

Let $\tau_u$ be the translation $\tau_u(x) = x + u$, and write $(\tau_u)_* \mu$ for the pushforward of a probability measure $\mu$ under $\tau_u$ (i.e., the translation of $\mu$ by $u$).

**Lemma 5.2.** The measures $\mu'_N(u)$ and

$$\mu_{\infty}(u) = \rho_{sc,B''(0)} \boxplus ((\tau_u)_* \mu_D)$$

admit bounded and compactly supported densities on $\mathbb{R}$, locally uniformly in $u$ (meaning the bound and the compact set can be taken uniform on compact sets of $u$).

**Proof.** These are standard consequences of the regularity of free convolution with the semicircle law, studied in depth by ref. [20]. For a compactly supported measure $\mu$ and $t > 0$, we have ref.
[20, Corollaries 2, 5] that $\rho_{\text{sc,}t} \boxplus \mu$ admits a density $(\rho_{\text{sc,}t} \boxplus \mu)(\cdot)$ with

$$(\rho_{\text{sc,}t} \boxplus \mu)(x) \leq \left(\frac{3}{4\pi^2 t^2} (4 + |r(\mu) - \ell(\mu)|)\right)^{1/3} 1_{\ell(\mu) - 2 \sqrt{t} \leq x \leq r(\mu) + 2 \sqrt{t}}.$$ 

To study $\mu'_{N}(u)$, we apply this with $\mu = \hat{\mu}_{A_{N}(u)}$. Since

$$r(\hat{\mu}_{A_{N}(u)}) \leq u + \sup_{N} \lambda_{\max}(D_{N})$$

and $\ell(\hat{\mu}_{A_{N}(u)}) \geq u$, both of which are uniformly bounded over $u \in B_{R}$, we obtain the claim for $\mu'_{N}(u)$. The proof for $\mu_{\infty}(u)$ is similar.

**Proposition 5.3.** We have

$$\frac{1}{N} \log \int_{\mathbb{R}} e^{-\frac{N u^2}{2B''(0)}} \mathbb{E}\left[|\det(H_{N}(u))|\right] du \longrightarrow \sup_{u \in \mathbb{R}} \left\{ \int_{\mathbb{R}} \log |\cdot - u| d(\rho_{\text{sc,}B''(0)} \boxplus \mu_{D}) - \frac{u^2}{2B''(0)} \right\}, \quad (5.5)$$

$$\frac{1}{N} \log \int_{\mathbb{R}} e^{-\frac{N u^2}{2B''(0)}} \mathbb{E}\left[|\det(H_{N}(u))|1_{H_{N}(u) \geq 0}\right] du \longrightarrow \sup_{u \leq \ell(\rho_{\text{sc,}B''(0)} \boxplus \mu_{D})} \left\{ \int_{\mathbb{R}} \log |\cdot - u| d(\rho_{\text{sc,}B''(0)} \boxplus \mu_{D}) - \frac{u^2}{2B''(0)} \right\}. \quad (5.6)$$

**Proof.** For (5.5), we wish to apply [15, Theorem 4.1] with $\alpha = \frac{1}{2B''(0)}$, $p = 0$, $\mathfrak{D} = \mathbb{R}$, and $\mu_{\infty}(u)$ as above. To do this, we will consider $H_{N}(u)$ as a sequence of “Gaussian matrices with a variance profile,” in the language of ref. [15, Corollary 1.8.A]. So we verify the assumptions of that corollary.

By assumption we have $\sup_{N} \lambda_{\max}(D_{N}) < \infty$; thus

$$\sup_{N} \|A_{N}(u)\| \leq |u| + \sup_{N} \lambda_{\max}(D_{N}) < \infty.$$ 

Since $W_{N}$ is $\sqrt{B''(0)}$ times a GOE matrix, we can compute directly

$$\mathbb{E}[W_{N}TW_{N}] = \frac{B''(0)}{N} \text{Tr}(T) \text{Id} + \frac{B''(0)}{N} T$$

which verifies the flatness condition. Since everything is locally uniform in $u$, it remains only to show

$$W_{1}(\mu_{N}(u), \mu_{\infty}(u)) \leq N^{-\kappa} \quad (5.7)$$

for some $\kappa > 0$. Since all of these measures are compactly supported, locally uniformly in $u$, the Wasserstein-1 and bounded-Lipschitz distances are equivalent, so we will work with $d_{\text{BL}}$. 


First we relate $\mu_N$ to $\mu'_N$, using Lemma 3.1 (with $P_N = N$) to estimate the difference between their Stieltjes transforms and then following the proof of ref. [15, Proposition 3.1], using the regularity we established in Lemma 5.2. To relate $\mu'_N$ and $\mu_\infty$, we recall the notation $d_L$ for the Lévy distance between probability measures, then combine the translation-invariance of bounded-Lipschitz distance, [22, Corollary 11.6.5, Theorem 11.3.3], and [19, Proposition 4.13] to obtain

$$d_{BL}(\mu'_N(u), \mu_\infty(u)) = d_{BL}(\rho_{sc,B''(0)} \boxplus \hat{\mu}_{A_N}(u), \rho_{sc,B''(0)} \boxplus ((\tau_u)_* \mu_D))$$

$$= d_{BL}((\tau_u)_*(\rho_{sc,B''(0)} \boxplus \hat{\mu}_D), (\tau_u)_*(\rho_{sc,B''(0)} \boxplus \mu_D))$$

$$= d_L(\rho_{sc,B''(0)} \boxplus \hat{\mu}_{A_N}, \rho_{sc,B''(0)} \boxplus \mu_D)$$

$$\leq 2d_L(\rho_{sc,B''(0)} \boxplus \mu_{A_N}, \rho_{sc,B''(0)} \boxplus \mu_D)$$

$$\leq 2d_L(\mu_{D_N}, \mu_D) \leq 4 \sqrt{d_{BL}(\rho_{sc,B''(0)} \boxplus \mu_D, \mu_D)} \leq N^{-\varepsilon},$$

uniformly over $u \in \mathbb{R}$, where the last inequality is by assumption (2.6). This verifies (5.7). Since mimicking the proof of Lemma 4.4 gives us

$$\mathbb{E}[|\det(H_N(u))|] \leq (C \max(||u||, 1))^N$$

for some $C$, [15, Theorem 4.1] yields

$$\lim_{N \to \infty} \frac{1}{N} \log \int_{\mathbb{R}} e^{-N \frac{u^2}{2B''(0)}} \mathbb{E}[|\det(H_N(u))|] \, du$$

$$= \sup_{u \in \mathbb{R}} \left\{ \int_{\mathbb{R}} \log |\lambda| \mu_\infty(u, \lambda) \, d\lambda - \frac{u^2}{2B''(0)} \right\}.$$

To obtain (5.5), we notice that

$$\mu_\infty(u, \lambda) = (\rho_{sc,B''(0)} \boxplus ((\tau_u)_* \mu_D))(\lambda)$$

$$= ((\tau_u)_*(\rho_{sc,B''(0)} \boxplus \mu_D))(\lambda) = (\rho_{sc,B''(0)} \boxplus \mu_D)(\lambda)$$

and change variables twice (exchanging $u$ and $-u$). This completes the proof of (5.5).

For (5.6), we wish to apply [15, Theorem 4.5] with $\alpha = \frac{1}{2B''(0)}$, $p = 0$, $\mathcal{D} = \mathbb{R}$, and $\mu_\infty(u)$ as above. Now we verify its conditions. Arguments as in the elastic-manifold case, specifically Lemma 4.5, give [15, (4.6)]. By (5.8),

$$\mathbb{P}(\text{Spec}(H_N(u)) \subset [\ell(\mu_\infty(u)) - \varepsilon, r(\mu_\infty(u)) + \varepsilon])$$

is actually independent of $u$, and when $u = 0$ it takes the form

$$\mathbb{P}(\text{Spec}(W_N + D_N) \subset [\ell(\rho_{sc,B''(0)} \boxplus \mu_D) - \varepsilon, r(\rho_{sc,B''(0)} \boxplus \mu_D) + \varepsilon]).$$

Estimates showing that this tends to one are classical, since $W_N$ is $\sqrt{B''(0)}$ times a GOE matrix and $D_N$ has no outliers by assumption (recall that we made this assumption only for counting local minima, not for counting total critical points). In the generality we need (i.e., with the fewest
assumptions on $D_N$), this estimate follows from the large-deviations result [46, (2.5)] (written for GOE, not $\sqrt{B''(0)}$ times GOE, but clearly goes through in this generality); this verifies ref. [15, (4.7)]. Finally, the topological requirement [15, (4.8)] follows immediately after noticing that (in the notation there)

$$\mathcal{G} = \{u : \mu_{\infty}(u)((-\infty, 0)) = 0\} = \{u : u \geq -\ell(\rho_{sc,B''(0)} \boxplus \mu_D)\},$$

$$\mathcal{G}_{+\varepsilon} = \{u : \ell(\mu_{\infty}(u)) \geq 2\varepsilon\} = \{u : u \geq 2\varepsilon - \ell(\rho_{sc,B''(0)} \boxplus \mu_D)\}.$$ 

Having checked all the conditions, we can apply [15, Theorem 4.5] to complete the proof. □

Proof of Theorem 2.6. This follows immediately from (5.2), (5.3), and Proposition 5.3. □

5.2 Analyzing the variational formula

The key idea presented here is a dynamical analysis of the variational formulas appearing in the previous section, increasing the noise parameter $B''(0)$. Important ingredients are the Burgers’ equation (5.10) and the square root edge behavior of the relevant free convolutions, as proved in the Appendix.

Proof of Theorem 2.8. In this proof, we state several claims as lemmas, postponing their proofs.

We think of the variational problem as dynamic in the parameter $t$, which corresponds to the noise parameter $B''(0)$ in the complexity problem, for fixed $\mu_D$. That is, at “time 0” we have a pure signal with zero complexity, and as “time” (meaning noise) increases we find a threshold at which complexity becomes positive. Precisely, write

$$\mu_t = \rho_{sc,t} \boxplus \mu_D,$$

$$\ell_t = \ell(\mu_t),$$

$$r_t = r(\mu_t),$$

for the free convolution of $\mu_D$ with the semi-circular distribution of variance $t$ (which has density $\mu_t(\cdot)$) and its left and right edges, respectively. Let

$$F(u, t) = -\int_{\mathbb{R}} \log(\lambda) \mu_D(d\lambda) + \int_{\mathbb{R}} \log |\lambda - u| \mu_t(\lambda) d\lambda - \frac{u^2}{2t}$$

and recall that we are interested in

$$\Sigma_{\text{tot}}(\mu_D, t) = \sup_{u \in \mathbb{R}} F(u, t),$$

$$\Sigma_{\text{min}}(\mu_D, t) = \sup_{u \in \ell_t} F(u, t).$$

Let

$$u_t = -t \int \frac{\mu_D(d\lambda)}{\lambda},$$

(5.9)
and consider the thresholds

\[ t_0 = \inf \{ t > 0 : u_t = \ell_t \}, \]

\[ t_c = \left( \int \frac{\mu_D(d\lambda)}{\lambda^2} \right)^{-1}. \]

Later we will show that \( t_0 = t_c \), but for now we distinguish between them. In particular we do not yet assume that \( t_0 \) is finite. Since \( \mu_D \) is supported in \((0, \infty)\), we have \( u_0 = 0 < \ell_0 \), and by continuity we have \( u_t < \ell_t \) for all \( t < t_0 \).

Let \( m_t \) be the Stieltjes transform of \( \mu_t \), where we take the sign convention \( m_t(z) = \int_{\mathbb{R}} \frac{\mu_t(d\lambda)}{\lambda - z} \). It is known (see e.g. [20, 59], noting their opposite sign convention \( m_t(z) = \int_{\mathbb{R}} \frac{\mu_t(d\lambda)}{z - \lambda} \)) that for any \( z \) outside the support of \( \mu_t \), we have

\[ \partial_t m_t(z) - m_t(z) \partial_z m_t(z) = 0. \] (5.10)

For \( t < t_0 \), \( u_t \) is not in the support of \( \mu_t \), so (5.10) gives

\[ \frac{d}{dt} m_t(u_t) = \partial_u m_t(u) \partial_t u_t + \partial_t m_t(u) \]

\[ = \partial_u m_t(u) (\partial_t u_t + m_t(u_t)) = \partial_u m_t(u) (-m_0(u_0) + m_t(u_t)). \]

The (unique) solution to this differential equation is clearly \( m_t(u_t) = m_0(u_0) \), so that

\[ -m_t(u_t) - \frac{u_t}{t} = 0, \] (5.11)

that is,

\[ \left( \frac{\partial}{\partial u} F(u, t) \right)_{u = u_t} = 0 \] (5.12)

for \( t < t_0 \).

**Lemma 5.4.** For any \( u \in \mathbb{R} \), we have

\[ \frac{d}{dt} \int_{\mathbb{R}} \log |\lambda - u| \mu_t(d\lambda) = \frac{\text{Im}(m_t(u))^2 - \text{Re}(m_t(u))^2}{2}. \]

For \( t < t_0 \) (when \( \text{Im}(m_t(u_t)) = 0 \)), we can then use (5.12), Lemma 5.4, and (5.11) to obtain

\[ \frac{d}{dt} F(u_t, t) = \left( \frac{\partial}{\partial t} F(u, t) \right)_{u = u_t} + \left( \frac{\partial}{\partial u} F(u, t) \right)_{u = u_t} \partial_t u_t \]

\[ = \left( \frac{\partial}{\partial t} F(u, t) \right)_{u = u_t} = -\frac{m_t(u_t)^2}{2} + \frac{(u_t)^2}{2t^2} = 0. \]
Together with $F(u_t, t) \to 0$ as $t \to 0$, the above equation gives

$$F(u_t, t) = 0 \quad (5.13)$$

for $t < t_0$.

**Lemma 5.5.** For every measure $\mu_D$ and every $t$, the function $F(u, t)$ is concave in $u$ (possibly not strictly).

From (5.12), (5.13), and Lemma 5.5 we conclude that

$$\Sigma_{\text{tot}}(\mu_D, t) = \Sigma_{\text{min}}(\mu_D, t) = F(u_t, t) = 0 \quad \text{for all} \quad t < t_0. \quad (5.14)$$

Now we study the phase $t > t_0$, showing $t_0 < \infty$ along the way, by considering the evolution of $\ell_t$.

**Lemma 5.6.** For all $t > 0$ we have

$$\partial_t \ell_t = -\operatorname{Re}(m_t(\ell_t)).$$

Since the density of $\mu_t$ decays to zero at its edges (in fact at least as quickly as a cube root [20]), we have $\operatorname{Im}(m_t(\ell_t)) = 0$ for all $t$. From Lemmas 5.6 and 5.4 we therefore obtain

$$\frac{d}{dt} F(\ell_t, t) = \left( \frac{\partial}{\partial u} F(u, t) \right)_{u=\ell_t} \partial_t \ell_t + \left( \frac{\partial}{\partial t} F(u, t) \right)_{u=\ell_t}$$

$$= \left( -\operatorname{Re}(m_t(\ell_t)) - \frac{\ell_t}{t} \right) (-\operatorname{Re}(m_t(\ell_t))) + \frac{\left( \operatorname{Im}(m_t(\ell_t)) \right)^2}{2}$$

$$+ \frac{1}{2} \left[ \left( \frac{\ell_t}{t} \right)^2 - (\operatorname{Re}(m_t(\ell_t)))^2 \right]$$

$$= \frac{1}{2} \left( \frac{\ell_t}{t} + \operatorname{Re}(m_t(\ell_t)) \right)^2 = \frac{1}{2} \left[ \left( \frac{\partial}{\partial u} F(u, t) \right)_{u=\ell_t} \right]^2. \quad (5.15)$$

To analyze this, we use the following lemma.

**Lemma 5.7.** We have

$$\left( \frac{\partial}{\partial u} F(u, t) \right)_{u=\ell_t} \begin{cases} < 0 & \text{if} \quad 0 < t < t_c, \\ = 0 & \text{if} \quad t = t_c, \\ > 0 & \text{if} \quad t > t_c. \end{cases}$$

Thus (5.15) is positive for $t \neq t_c$ and vanishes at $t = t_c$. This has two important consequences. First, $F(\ell_t, t)$ is a strictly increasing function of $t$. Second,

$$t_0 = t_c. \quad (5.16)$$
Indeed, on the one hand, for \( t < t_0 \) and small \( \varepsilon > 0 \), we have

\[
F(\ell_t, t) < F(\ell_{t+\varepsilon}, t + \varepsilon) \leq F(u_{t+\varepsilon}, t + \varepsilon) = 0 = F(u_t, t),
\]

so that \( \left( \frac{\partial}{\partial u} F(u, t) \right)_{u=\ell_t} \neq 0 \) by concavity in \( u \) (Lemma 5.5) and (5.12), and thus \( t \neq t_c \). Hence \( t_0 \leq t_c < \infty \).

On the other hand, if \( t \) has the property that \( \sup_{u \in \mathbb{R}} F(u, t) = F(\ell_t, t) \), then we have \( \left( \frac{\partial}{\partial u} F(u, t) \right)_{u=\ell_t} = 0 \), thus \( t = t_c \). But \( t_0 \) has this property, now that we know it is finite, since by continuity we have

\[
0 = \sup_{u \in \mathbb{R}} F(u, t_0) = F(u_{t_0}, t_0) = F(\ell_{t_0}, t_0).
\]

We have shown that \( F(\ell_t, t) \) is a strictly increasing function which vanishes at \( t_c \); thus

\[
\Sigma_{\text{tot}}(\mu_D, t) \geq \Sigma_{\text{min}}(\mu_D, t) \geq F(\ell_t, t) > F(\ell_{t_c}, t_c) = 0 \quad \text{for all} \quad t > t_c. \tag{5.17}
\]

The fact that both complexities vanish if and only if \( t \leq t_c \) follows immediately from (5.14), (5.16), and (5.17) (the case \( t = t_0 \) follows from (5.14) by continuity).

Lemmas 5.5 and 5.7 combine to give (2.11), as well as strict inequality in \( \Sigma_{\text{tot}}(\mu_D, t) > \Sigma_{\text{min}}(\mu_D, t) \) for \( t > t_c \). Now we prove (2.12). To do this, we will rely on Pastur’s relation [50]

\[
m_t(z) = \int \frac{\mu_D(d\lambda)}{\lambda - z - tm_t(z)}. \tag{5.18}
\]

By taking real and imaginary parts of (5.18), we get for any \( u \in \mathbb{R} \) the coupled system

\[
\begin{align*}
\text{Re}(m_t(u)) &= \int \frac{\lambda - u - t \text{Re}(m_t(u))}{(\lambda - u - t \text{Re}(m_t(u)))^2 + t^2 \text{Im}(m_t(u))^2} \mu_D(d\lambda), \tag{5.19} \\
\text{Im}(m_t(u)) &= t \int \frac{\text{Im}(m_t(u))}{(\lambda - u - t \text{Re}(m_t(u)))^2 + t^2 \text{Im}(m_t(u))^2} \mu_D(d\lambda). \tag{5.20}
\end{align*}
\]

If \( v_t \) satisfies \( F(v_t, t) = \sup_{u \in \mathbb{R}} F(u, t) \), then

\[
0 = \left( \frac{\partial}{\partial u} F(u, t) \right)_{u=v_t} = -\frac{v_t}{t} - \text{Re}(m_t(v_t)).
\]

We plug this into (5.19) and (5.20) to obtain, writing \( y_t = \text{Im}(m_t(v_t)) \),

\[
\begin{align*}
-\frac{v_t}{t} &= \int \frac{\lambda}{\lambda^2 + t^2 y_t^2} \mu_D(d\lambda), \tag{5.21} \\
y_t &= t \int \frac{y_t}{\lambda^2 + t^2 y_t^2} \mu_D(d\lambda). \tag{5.22}
\end{align*}
\]

From its definition, \( y_t \geq 0 \). For every \( t > 0 \), notice that \((u_t, 0)\) is a solution to the coupled system \([(5.21), (5.22)]\), where \( u_t \) was defined in (5.9). We claim that this is the unique solution when \( t \leq t_c \), but that for \( t > t_c \) there is exactly one more solution, with \( y_t > 0 \), and that for such times this latter
solution is the one corresponding to the optimizer (i.e., for \( t > t_c \) the point \( u_t \) is not an optimizer anymore).

For existence and uniqueness of this second solution exactly when \( t > t_c \), we note that the positive solutions \( y_t \) to (5.22) are exactly the positive solutions to

\[
\frac{1}{t} = \int_{\mathbb{R}} \frac{\mu_2(d\lambda)}{\lambda^2 + t^2y_t^2},
\]

but the right-hand side of this equation is a strictly decreasing function of \( y_t \), tending to zero as \( y_t \to +\infty \) and tending to \( \frac{1}{t} \) as \( y_t \downarrow 0 \) (which is bigger than \( \frac{1}{t} \) precisely when \( t > t_c \)).

To verify the claim that \( u_t \) is not an optimizer when \( t > t_c \), it suffices to show

\[
u_t \leq \ell_t \quad \text{for all} \quad t.
\] (5.24)

Indeed, since \( F(u, t) \) is concave and \( \left( \frac{\partial}{\partial u} F(u, t) \right)_{u=\ell_t} > 0 \) in the regime \( t > t_c \), (5.24) would imply that \( u_t \) is not the optimizer of \( F(\cdot, t) \) when \( t > t_c \).

To show (5.24), we will show that \( t \mapsto \ell_t - u_t \) is convex with a vanishing derivative at \( t = t_c \), where it takes the value zero. First we claim

\[
d^2 \frac{d}{dt^2}(\ell_t - u_t) = \frac{d^2}{dt^2} \ell_t = \frac{d}{dt}(-m_t(\ell_t)) \geq 0
\] for all \( t \). Indeed, a simple calculation similar to the previous ones gives, for any \( \varepsilon > 0 \),

\[
d\frac{d}{dt} m_t(\ell_t - \varepsilon) = (m_t(\ell_t - \varepsilon) - m_t(\ell_t))\delta_{u_t} m_t(\ell_t - \varepsilon)
\]

\[
= \int \frac{-\sqrt{2} \mu_t(d\lambda)}{(\lambda - (\ell_t - \varepsilon))(\lambda - \ell_t)} \int \frac{\sqrt{2} \mu_t(d\lambda)}{(\lambda - (\ell_t - \varepsilon))^2} < 0.
\]

(5.26)

As \( \varepsilon \downarrow 0 \), each of the integrals on the right-hand side converges, since \( \mu_t \) decays at its left edge at least as quickly as a square root by Proposition A.1, and since, for example,

\[
\lim_{\varepsilon \downarrow 0} \int_0^1 \frac{\sqrt{2\varepsilon} x^p}{(x + \varepsilon)x} \, dx = \begin{cases} 
\pi & \text{if } p = 1/2, \\
0 & \text{if } p > 1/2.
\end{cases}
\]

(When \( p = 1/2 \), this can be integrated directly at each \( \varepsilon \); when \( p > 1/2 \), we use dominated convergence with dominating function \( \frac{1}{2} x^{p-\frac{1}{2}} \)). Thus in the limit \( \varepsilon \downarrow 0 \) we prove the existence of \( \frac{d}{dt} m_t(\ell_t) \leq 0 \), concluding the proof of (5.25). Since

\[
\left[ \frac{d}{dt} (\ell_t - u_t) \right]_{t=t_c} = - \text{Re}(m_t(\ell_t)) - \frac{u_t}{t_c}
\]

\[
= - \text{Re}(m_t(\ell_t)) - \frac{\ell_t}{t_c} = \left( \frac{\partial}{\partial u} F(u, t_c) \right)_{u=\ell_t} = 0
\]

with \( \ell_t = u_t \), we conclude (5.24) and thus (2.12).
Next we study the degree of vanishing of $\Sigma^\text{tot}(\mu_D, t) = F(v_t, t)$ as $t \downarrow t_c$. First, note that $v_t$ and $y_t$ are $C^1$ functions of $t > t_c$ with the appropriate right-hand limits at criticality (namely $\lim_{t \downarrow t_c} y_t = 0$ and $\lim_{t \downarrow t_c} v_t = \ell_t$); this is proved, first by studying $y_t$ via (5.23) and the implicit function theorem, then studying $v_t$ via (5.21) using the knowledge of $y_t$. For $t > t_c$, Lemma 5.4 gives

$$\frac{d}{dt} F(v_t, t) = \left( \frac{\partial}{\partial u} F(u, t) \right)_{u=v_t} \partial_t v_t + \left( \frac{\partial}{\partial t} F(u, t) \right)_{u=v_t} = \frac{\text{Im}(m_t(v_t))^2 - \text{Re}(m_t(v_t))^2}{2} + \frac{v_t^2}{2t^2} = \frac{\text{Im}(m_t(v_t))^2}{2} = \frac{y_t^2}{2}.$$

As $t \downarrow t_c$, this tends to zero. Differentiating (5.23) in $t$ to find an expression for $y_t y'_t$ and inserting it, we find

$$\frac{d^2}{dt^2} F(v_t, t) = y_t y'_t = \frac{1}{2t^4} \int_{\mathbb{R}} \frac{\mu_D(\lambda)}{\lambda^2 + t^2 y_t^2} - \frac{y_t^2}{t}.$$

As $t \downarrow t_c$, this tends to $\frac{1}{2} t^{-4} \left( \int_{\mathbb{R}} \frac{\mu_D(\lambda)}{\lambda^2} \right)^{-1} = \frac{1}{2} \left( \int_{\mathbb{R}} \frac{\mu_D(\lambda)}{\lambda^2} \right) \left( \int_{\mathbb{R}} \frac{\mu_D(\lambda)}{\lambda^2} \right)^{-1}$, which is positive. This gives us the quadratic decay and the prefactor.

Finally we study the degree of vanishing of $\Sigma^\text{min}(\mu_D, t) = F(\ell_t, t)$ as $t \downarrow t_c$. To do this, we first study regularity of $m_t(\ell_t)$ (we studied regularity of $\ell_t$ above, around (5.25)). Notice that $\text{Im}(m_t(\ell_t)) = 0$ but $\text{Im}(m_t(\ell_t + \varepsilon)) > 0$ for all sufficiently small $\varepsilon > 0$, since $\mu_t$ admits a density that vanishes at the endpoints and is analytic where positive [20]; using this in the real and imaginary parts (5.19) and (5.20) of the Pastur relation, we obtain

$$m_t(\ell_t) = \int \frac{1}{\lambda - \ell_t - tm_t(\ell_t)} \mu_D(\lambda) d\lambda, \quad (5.27)$$

$$1 = t \int \frac{1}{(\lambda - \ell_t - tm_t(\ell_t))^2} \mu_D(\lambda) d\lambda. \quad (5.28)$$

For $t > t_c$, we will show in the proof of Lemma 5.7 that $\ell_t + tm_t(\ell_t) < 0$; thus $\int \frac{\mu_D(\lambda)}{(\lambda - \ell_t - tm_t(\ell_t))^p} < \infty$ for all $p > 0$. This also implies, using the implicit function theorem, that $\ell_t + tm_t(\ell_t)$ is a $C^2$ function of $t > t_c$, hence so is $m_t(\ell_t)$. Differentiating (5.28) in $t$ and solving for $\frac{d}{dt} m_t(\ell_t)$, we find

$$\frac{d}{dt} m_t(\ell_t) = -\frac{1}{2t^3} \left( \int_{\mathbb{R}} \frac{\mu_D(\lambda)}{(\lambda - \ell_t - tm_t(\ell_t))^3} \right).$$

As $t \downarrow t_c$, this tends to $-\frac{1}{2} \left( \int_{\mathbb{R}} \frac{\mu_D(\lambda)}{\lambda^3} \right)^3 \left( \int_{\mathbb{R}} \frac{\mu_D(\lambda)}{\lambda^3} \right)^{-1}$. Now we compute derivatives: We have $F(\ell_t, t_c) = 0$, by combining (5.15) and Lemma 5.7 we find that the first derivative also vanishes at criticality. Next, from (5.15) and Lemma 5.6 we have

$$\frac{d^2}{dt^2} F(\ell_t, t) = \left( \frac{\ell_t}{t} + m_t(\ell_t) \right) \left( -\frac{m_t(\ell_t)}{t} - \frac{\ell_t}{t^2} + \frac{d}{dt} m_t(\ell_t) \right).$$
At $t = t_c$, this vanishes by Lemma 5.7. The third derivative is
\[
\frac{d^3}{dt^3} F(\ell_t, t) = \left( \frac{\ell_t}{t} + m_t(\ell_t) \right) \left( -\frac{1}{t} \cdot \frac{d}{dt} m_t(\ell_t) + 2 \frac{m_t(\ell_t)}{t^2} + \frac{d^2}{dt^2} m_t(\ell_t) \right) + \left( -\frac{m_t(\ell_t)}{t} - \frac{\ell_t}{t^2} + \frac{d}{dt} m_t(\ell_t) \right)^2.
\]

Since $\frac{\ell_t}{t} + m_t(\ell_t) = 0$, at $t = t_c$ this reduces to $\left( \frac{d}{dt} m_t(\ell_t) \right)^2$, which we computed above (and which is clearly nonzero). This gives the cubic decay and the prefactor, and completes the proof. \[\Box\]

**Proof of Lemma 5.4.** For large (in absolute value) negative $A$ and small $\eta > 0$, by (5.10) we have
\[
\frac{d}{dt} \int_{\mathbb{R}} (\log |\lambda - (u + i\eta)| - \log |\lambda - (A + i\eta)|) \mu_t(\lambda) d\lambda = -\frac{d}{dt} \int_{\mathbb{R}} \int_{A}^{u} \frac{\lambda - x}{(\lambda - x)^2 + \eta^2} dx \mu_t(\lambda) d\lambda = -\frac{d}{dt} \int_{A}^{u} \left[ \int_{\mathbb{R}} \text{Re} \frac{\mu_t(d\lambda)}{\lambda - (x + i\eta)} \right] dx = -\text{Re} \left[ \int_{A}^{u} \frac{d}{dt} m_t(x + i\eta) dx \right] = -\frac{1}{2} \text{Re} \left[ \int_{A}^{u} \partial_{x} (m_t(x + i\eta))^2 dx \right] = -\frac{\text{Re}(m_t(u + i\eta)^2) - \text{Re}(m_t(A + i\eta)^2)}{2}.
\]

We will take $A \to -\infty$ and $\eta \downarrow 0$ in that order. After these two limits, the right-hand side of (5.29) reads
\[
\frac{\text{Im}(m_t(u))^2 - \text{Re}(m_t(u))^2}{2}.
\]

Now we claim that
\[
\lim_{A \to -\infty} \frac{d}{dt} \int_{\mathbb{R}} \log |\lambda - (A + i\eta)| \mu_t(\lambda) d\lambda = 0
\]
for every $\eta > 0$. Indeed, since $\mu_t$ has mass one for all $t$ and $\mu_t(r_t) = \mu_t(\ell_t) = 0$, we have
\[
\frac{d}{dt} \int_{\mathbb{R}} \log |\lambda - (A + i\eta)| \mu_t(\lambda) d\lambda = \frac{d}{dt} \int_{\ell_t}^{r_t} \log \left| \frac{-\lambda + i\eta}{A} + 1 \right| \mu_t(\lambda) d\lambda = \int_{\ell_t}^{r_t} \log \left| \frac{-\lambda + i\eta}{A} + 1 \right| \partial_{x} \mu_t(\lambda) d\lambda.
\]

As $A \to -\infty$, the integrand on the right-hand side tends pointwise to zero, and it is bounded in absolute value by
\[
|\partial_{x} \mu_t(\lambda)| \max \left\{ \left| \log \left| -\ell_t + i\eta \right| A_0 + 1 \right|, \left| \log \left| -r_t + i\eta \right| A_0 + 1 \right| \right\}
\]
for all $A \geq A_0 = A_0(t)$. This is integrable by Lemma 5.8 below and Hölder’s inequality, so we can conclude the proof of (5.30) by dominated convergence.

Thus as $A \to -\infty$ the left-hand side of (5.29) tends to

$$\frac{d}{dt} \int_{\mathbb{R}} \log |\lambda - (u + i\eta)| \mu_t(\lambda) \, d\lambda = \int_{\mathbb{R}_i} \log |\lambda - (u + i\eta)| \partial_\lambda \mu_t(\lambda) \, d\lambda.$$  

As $\eta \downarrow 0$, this tends to $\frac{d}{dt} \int log |\lambda - u| \mu_t(\lambda) \, d\lambda$ by dominated convergence, using for example the dominating function

$$\max\{-\log |\lambda - u|, -\log(1/2), \log \sqrt{(\lambda - u)^2 + 1/2}\} \partial_\lambda \mu_t(\lambda) 1_{\lambda \in [\ell_t, r_t]}$$

for $\eta^2 < 1/2$, which is integrable by Lemma 5.8 and Hölder’s inequality.

**Lemma 5.8.** The derivative $\partial_\lambda \mu_t(\lambda)$ is in $L^p(\mathbb{R})$, as a function of $\lambda$, for $1 < p < 3/2$.

**Proof.** For $\eta > 0$, the Burgers equation (5.10) gives

$$\partial_\lambda \text{Im}(m_t(\lambda + i\eta)) = \text{Im}\left( \partial_z \left( \frac{m_t(\lambda + i\eta)^2}{2} \right) \right)$$

$$= \partial_z \left[ \text{Re}(m_t(\lambda + i\eta)) \text{Im}(m_t(\lambda + i\eta)) \right]$$

$$= [\partial_\lambda \text{Re}(m_t(\lambda + i\eta))] \text{Im}(m_t(\lambda + i\eta))$$

$$+ [\partial_\lambda \text{Im}(m_t(\lambda + i\eta))] \text{Re}(m_t(\lambda + i\eta)).$$  

(5.31)

We now consider $\eta \downarrow 0$. As $\mu_t$ is analytic on $\{\lambda : \mu_t(\lambda) > 0\}$ [20, Corollary 4], if $\lambda$ is not an edge or cusp of $\mu_t$,

$$\lim_{\eta \downarrow 0} \partial_\lambda \text{Im}(m_t(\lambda + i\eta)) = \lim_{\eta \downarrow 0} \left( \pi \int_{\mathbb{R}} \frac{\eta}{(s - \lambda)^2 + \eta^2 \mu_t'(s)} \, ds \right) = \pi \mu_t'(\lambda).$$

As $\mu_t'$ is compactly supported and analytic on the set where it does not vanish, this limit is locally uniform in $\lambda$. By the same argument, this local uniformity also holds for $\lim_{\eta \downarrow 0} \text{Im}(m_t(\lambda + i\eta)) = \pi \mu_t(\lambda)$. We argue similarly for the real part (noting that the interchange $\lim_{\eta \downarrow 0} \partial_\lambda \text{Re}(m_t(\lambda + i\eta)) =$ $\partial_\lambda \text{Re}(m_t(\lambda + i0^+))$ is simply a rephrasing of the fact that the Hilbert transform commutes with differentiation). Furthermore, [20, Proposition 2, Lemma 3] gives

$$\sup_{z \in \mathbb{H}} |m_t(z)| \leq \frac{1}{\sqrt{t}}.$$  

(5.32)

Thus the right-hand side of (5.31) tends to $\pi \partial_\lambda \left[ \text{Re}(m_t(\lambda + i0^+)) \mu_t(\lambda) \right]$ as $\eta \downarrow 0$, and this limit is locally uniform in $\lambda$. This justifies swapping the limit and derivative on the left-hand side of (5.31), and dividing through by $\pi$ we obtain

$$\partial_t \mu_t(\lambda) = \partial_\lambda \left[ \text{Re}(m_t(\lambda + i0^+)) \mu_t(\lambda) \right]$$

(5.33)

for $\lambda$ not an edge or cusp of $\mu_t$.  

\[ \Box \]
Now we prove the regularity claim. Since \( \mu_t \) decays at most like a cube root near its edges and possible cusps [20, Corollary 5], we have \( \delta_\lambda \mu_t \in L^p(d\lambda) \), for any \( 1 \leq p < 3/2 \). Since the Hilbert transform commutes with differentiation and is bounded on \( L^p \) for \( 1 < p < \infty \), we also have \( \delta_\lambda (\text{Re}(m_t(\lambda + i0^+))) \in L^p(d\lambda) \), for the same range of \( p \) values. Expanding the derivative in (5.33) and using (5.32), we conclude that \( \delta_t \mu_t \) is in \( L^p \) for \( 1 < p < 3/2 \).

\[ \square \]

**Proof of Lemma 5.5.** Assume first that \( \text{supp}(\mu_D) \) is connected. By ref. [20, Proposition 3] \( \text{supp}(\mu_t) \) is connected for any \( t > 0 \). By ref. [20, Corollary 4] \( \mu_t \) has a density that is analytic on \( \{ x : \mu_t(x) > 0 \} \) (although it can have cusps).

Outside of \( \text{supp}(\mu_t) \), the function \( F(\cdot, t) \) is concave as the sum of concave functions. For \( \mu_t(u) > 0 \), we compute \( \partial_u F(u, t) \) below. For any \( \eta = \text{Im} z > 0 \), by taking the imaginary part of (5.18) we have on the one hand

\[ \text{Im} m_t(z) = \int \frac{\mu_D(d\lambda)(\eta + t \text{Im} m_t(z))}{|\lambda - z - tm_t(z)|^2}, \]

that is

\[ 1 = t \int \frac{\mu_D(d\lambda)}{|\lambda - z - tm_t(z)|^2}, \quad (5.34) \]

for \( z = u + i\eta \) and \( \eta = 0^+ \). On the other hand, differentiation of (5.18) gives

\[ \text{Re} \partial_z m_t(z) = \text{Re} \frac{X}{1 - tX} = \frac{1}{t} \text{Re} \frac{1}{1 - tX} - \frac{1}{t} \]

with \( X := \int \frac{\mu_D(d\lambda)}{(\lambda - z - tm_t(z))^2} \).

From (5.34), for \( z = u + i0^+ \) we have \(|tX| \leq 1 \) so that \( \text{Re} \frac{1}{1 - iX} \geq 0 \). Note that by analyticity, \( \partial_z m = \partial_u \text{Re} m + i\partial_u \text{Im} m \), so we have proved

\[ \partial_u m_t(u) \geq -\frac{1}{t}, \]

so that

\[ \frac{\partial^2}{\partial u^2} F(u, t) \leq \frac{1}{t} - \frac{1}{t} \leq 0. \]

Since \( F(\cdot, t) \) is differentiable at \( \ell_1 \) (with derivative \(-\text{Re}(m_t(\ell_1)) - \ell_1/t\)) and similarly for \( r_t \), this completes the proof if \( \text{supp}(\mu_D) \) is connected. In the general case, write \( I \) for the convex hull of \( \text{supp}(\mu_D) \), which is necessarily an interval gapped away from zero, write \( \nu_I \) for uniform measure on \( I \), and consider the probability measures \( \mu_D^{(\varepsilon)} = (1 - \varepsilon)\mu_D + \varepsilon \nu_I \). We temporarily add the measure to the notation for \( F(u, t) \), writing \( F(u, t, \mu_D) \). We have \( \mu_D^{(\varepsilon)} \to \mu_D \) weakly as \( \varepsilon \to 0 \); in particular, since \( \lambda \mapsto \log(\lambda) \) is bounded and continuous on \( I \), we have

\[ \lim_{\varepsilon \to 0} \int_{\mathbb{R}} \log(\lambda)\mu_D^{(\varepsilon)}(d\lambda) = \int_{\mathbb{R}} \log(\lambda) \mu_D(d\lambda). \]
Along with Lemma 5.9 below, this lets us conclude that $F(\cdot, t, \mu_D^{(\varepsilon)}) \to F(\cdot, t, \mu_D)$ pointwise as $\varepsilon \to 0$. Since each $\text{supp}(\mu_D^{(\varepsilon)}) = I$ is connected, $F(\cdot, t, \mu_D)$ is thus concave as the pointwise limit of concave functions.

Proof of Lemma 5.6. Differentiating both sides of (5.27) in $t$ and using (5.28), we obtain

$$\frac{d}{dt} \text{Re}(m_t(\ell_t)) = \int \frac{\delta_t \ell_t + t \frac{d}{dt} \text{Re}(m_t(\ell_t)) + \text{Re}(m_t(\ell_t))}{(\lambda - \ell_t - t \text{Re}(m_t(\ell_t)))^2} \mu_D(d\lambda)$$

$$= \frac{\delta_t \ell_t + \text{Re}(m_t(\ell_t))}{t} + \frac{d}{dt} \text{Re}(m_t(\ell_t)).$$

(Differentiability of $m_t(\ell_t)$ was established using (5.26).) We note that the idea to study the evolution of the edge by differentiating a self-consistent equation that it satisfies also appears in the proof of ref. [1, Proposition 3.4].

Proof of Lemma 5.7. Notice that

$$\left( \frac{\partial}{\partial u} F(u, t) \right)_{u=\ell_t} = -\frac{\ell_t}{t} - \text{Re}(m_t(\ell_t)).$$

We work with the right-hand side. We claim that

$$\ell_t + t \text{Re}(m_t(\ell_t)) \leq \ell(\mu_D). \quad (5.35)$$

This is in fact a special case of an inequality established by Guionnet-Maïda in the proof of ref. [40, Lemma 6.1], which says that if $\mu$ and $\nu$ are compactly supported probability measures and $\omega$ is the so-called subordination function defined implicitly by

$$\int \frac{(\mu \boxplus \nu)(d\lambda)}{\lambda - z} = \int \frac{\mu(d\lambda)}{\lambda - \omega(z)},$$

then

$$\omega(r(\mu \boxplus \nu)) \geq r(\mu).$$

In our case, $\nu = \rho_{sc,t}$ and $\mu = \mu_D$, so that $\mu \boxplus \nu = \mu_t$, and the Pastur relation (5.18) shows that the subordination function is $\omega(z) = z + tm_t(z)$. (In fact, these choices give us results about the right edge; to get (5.35), one should choose $\mu = -\mu_D$, the measure defined by $-\mu_D(A) = \mu_D(-A)$ for Borel $A$, then track the negative signs.)

Combined with (5.28), the result (5.35) shows that $w_t = \ell_t + t \text{Re}(m_t(\ell_t))$ is a solution to the following constrained problem:

$$\begin{cases} 
\frac{1}{t} = \int \frac{\mu_D(d\lambda)}{(\lambda - w_t)^2}, \\
\frac{w_t}{t} \leq \ell(\mu_D). 
\end{cases} \quad (5.36)$$
A short differential calculation shows that 
\[ f(w) = \int \frac{\mu_D(d\lambda)}{(\lambda - w)^2} \] is strictly increasing for \( w \leq \ell(\mu_D) \), so (5.36) has at most one solution. Furthermore, \( f(0) = \frac{1}{t_c} \); this means that the unique solution (which we showed is \( \ell_t + t \text{Re}(m_t(\ell_t)) \)) must be positive if \( 0 < t < t_c \), must be zero if \( t = t_c \), and must be negative if \( t > t_c \). □

Lemma 5.9. Suppose that \( \mu_N \) is a sequence of probability measures, all supported on some \([a, b]\), tending weakly to some \( \mu_\infty \) which is also supported on \([a, b]\). Then for every \( t > 0 \) and every \( u \in \mathbb{R} \) we have

\[
\lim_{N \to \infty} \int \log |\lambda - u|(\rho_{sc, t} \boxplus \mu_N)(\lambda) \, d\lambda = \int \log |\lambda - u|(\rho_{sc, t} \boxplus \mu_\infty)(\lambda) \, d\lambda.
\]

Proof. For small positive \( \eta = \eta_N \) to be chosen, define \( \log_\eta : \mathbb{R} \to \mathbb{R} \) by \( \log_\eta(x) = \log |x + i\eta| \). For any probability measure \( \mu \) supported on \([a, b]\), [20, Corollaries 2, 5] yields

\[
(\rho_{sc, t} \boxplus \mu)(\lambda) \leq \left( \frac{3}{4\pi^3 t^2}(4 + b - a) \right)^{1/3} \frac{1}{a - 2\sqrt{t} \leq \lambda \leq b + 2\sqrt{t}}.
\]

Since \( \int_{\mathbb{R}} \frac{\log_\eta(\lambda) - \log |\lambda|}{\eta} \, d\lambda = \pi \), we have

\[
\left| \int_{\mathbb{R}} \log |\lambda - u|(\rho_{sc, t} \boxplus \mu)(\lambda) \, d\lambda - \int_{\mathbb{R}} \log_\eta(\lambda - u)(\rho_{sc, t} \boxplus \mu)(\lambda) \, d\lambda \right|
\]

\[
\leq \left( \frac{3}{4\pi^3 t^2}(4 + b - a) \right)^{1/3} \pi \eta
\]

which depends on \( \mu \) only through \([a, b]\). On the other hand, the function \( f_{u, \eta}(\lambda) = \log_\eta(\lambda - u) \) is \( \frac{1}{2\eta} \)-Lipschitz and bounded on \([a - 2\sqrt{t}, b + 2\sqrt{t}]\) by

\[
\max \left\{ |\log(\eta)|, |\log_\eta(b - u + 2\sqrt{t})|, |\log_\eta(a - u - 2\sqrt{t})| \right\} = |\log(\eta)|
\]

where the equality holds for \( \eta \) sufficiently small depending on \( a, b, \) and \( u \). Since combining [22, Corollary 11.65, Theorem 11.3.3] and [19, Proposition 4.13] gives

\[
d_{BL}(\rho_{sc, t} \boxplus \mu_N, \rho_{sc, t} \boxplus \mu_\infty) \leq 4\sqrt{d_{BL}(\mu_N, \mu_\infty)},
\]

we bound

\[
\sum_{\nu = \mu_N, \mu_\infty} \left| \int_{\mathbb{R}} (\log |\cdot - u| - \log_\eta(\cdot - u))d(\rho_{sc, t} \boxplus \nu) \right|
\]

\[
+ \left| \int_{\mathbb{R}} \log_\eta(\cdot - u)d(\rho_{sc, t} \boxplus \mu_N - \rho_{sc, t} \boxplus \mu_\infty) \right|
\]
\[
\leq \left( \frac{3}{4\pi^3 t^2} (4 + b - a) \right)^{1/3} \pi \eta + \left( \frac{1}{2\eta} + |\log(\eta)| \right) d_{BL}(\rho_{sc, t} \boxplus \mu_N, \rho_{sc, t} \boxplus \mu_\infty)
\]

\[
\leq \left( \frac{3}{4\pi^3 t^2} (4 + b - a) \right)^{1/3} \pi \eta + \left( \frac{1}{2\eta} + |\log(\eta)| \right) 4 \sqrt{d_{BL}(\mu_N, \mu_\infty)},
\]

for \( \eta \) sufficiently small depending on \( u \). If we choose \( \eta = \eta_N = (d_{BL}(\mu_N, \mu_\infty))^{1/4} \), which tends to zero as \( N \to \infty \), this upper bound also tends to zero as \( N \to \infty \).

\[\square\]
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APPENDIX A: EDGE BEHAVIOR OF GENERAL FREE CONVOLUTIONS WITH SEMICIRCLE

Recall the notation of Section 5.2 for the free convolution of a measure $\mu_D$ with the semi-circular distribution of variance $t$, and for its left edge:

$$\mu_t = \rho_{sc,t} \boxplus \mu_D, \quad \ell_t = \ell(\mu_t), \quad m_t(z) = \int_{\mathbb{R}} \frac{\mu_t(d\lambda)}{\lambda - z}. $$

Recall also the notation $\mu_t(\cdot)$ for the density of $\mu_t$. The following result might be of independent interest.

**Proposition A.1.** Any free convolution with semicircle decays at least as fast as a square root at the extremal edges, in the following sense: For any compactly supported measure $\mu_D$ and any $t$, there exist $c, \varepsilon > 0$ such that

$$\mu_t(x) \leq c \sqrt{x - \ell_t} \quad \text{for} \ x \in [\ell_t, \ell_t + \varepsilon].$$
On the one hand, square-root decay is of course achieved if \( \mu_D = \delta_0 \) (so that the free convolution is semicircle). On the other hand, Lee and Schnelli have presented a family of examples where decay at the edge is strictly faster than square root [44, Lemma 2.7]. Thus the above result cannot be improved. We also mention works providing sufficient conditions on \( \mu_D \) for a matching lower bound, that is, to ensure that extremal-edge decay is exactly square root, such as [11, Theorem 2.2] (which actually considers free convolution between two Jacobi measures, not our special case when one of them is semicircular). See also ref. [57].

This result also complements [20, Corollary 5], which shows that decay near any edge is at least as fast a cube root. As Biane shows, this is in fact the correct power at a cusp when two connected components of the support merge. Thus the “extremal” restriction in the above proposition is necessary.

**Proof.** We adapt arguments of [20] as follows. Biane considers the function \( v_t(u) : \mathbb{R} \to [0, \infty) \) defined by

\[
v_t(u) = \inf \left\{ v \geq 0 : \int_{\mathbb{R}} \frac{\mu_D(dx)}{(u-x)^2 + v^2} \leq \frac{1}{t} \right\}
\]

and the open set \( U_t = \{ u \in \mathbb{R} : v_t(u) > 0 \} \), then defines a certain homeomorphism \( \psi_t : \mathbb{R} \to \mathbb{R} \) (whose exact form is not important to us now) and proves that, for all \( u \in \mathbb{R} \),

\[
\mu_t(\psi_t(u)) = \frac{v_t(u)}{\pi t}.
\]

On the one hand, by ref. [20, Corollary 3], we have

\[
u_t := \psi_t^{-1}(\ell_t) = \ell_t + t m_t(\ell_t).
\]

This is at most \( \ell(\mu_D) \) by (5.35), and in fact the inequality is strict since \( m_t(\ell_t) > 0 \):

\[
u_t < \ell(\mu_D).
\]

(A.1)

On the other hand, let \( x \) be such that \( \mu_t(x) > 0 \). Then \( x = \psi_t(u) \) for some \( u \in U_t \), and adapting the proofs of ref. [20, Proposition 4, Lemma 5] we obtain

\[
|\mu_t(x)\mu_t'(x)| \leq \frac{|v_t(u)v_t'(u)|}{\pi^2 t^2 \psi_t(u)} \leq \frac{|v_t'(u)|}{2\pi^2 t |v_t(u)| (1 + v_t'(u)^2)} \leq \frac{1}{2\pi^2 t} \cdot \frac{1}{|v_t(u)v_t'(u)|}.
\]

(A.2)

But the proof of ref. [20, Lemma 5] shows that

\[
v_t(u)v_t'(u) = \frac{\int_{\mathbb{R}} \frac{(x-u)}{((u-x)^2 + v_t(u)^2)} \mu_D(dx)}{\int_{\mathbb{R}} \frac{1}{((u-x)^2 + v_t(u)^2)} \mu_D(dx)} \geq \ell(\mu_D) - u.
\]

For \( u \) in some \([u_t, u_t + \varepsilon]\) (corresponding via \( \psi_t \) to \( x \) in some \([\ell_t, \ell_t + \varepsilon']\)), this lower bound is strictly positive by (A.1). By (A.2), this suffices. □