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Abstract

The Rossiter modes of an open cavity were studied using bi-global linear analysis, local instability analysis and nonlinear numerical simulations. Rossiter modes are normally seen only for short cavities, hence in the study, the length over depth ratio was two. We focus on the critical region, hence the Reynolds numbers based on cavity depth were close to 1000. We investigated the effect of the ratio boundary layer thickness to cavity depth, a parameter often overlooked in the literature. Increasing this ratio is destabilizing and increases the number of unstable Rossiter modes. Local instability analysis revealed that the hierarchy of unstable modes was governed by the mixing in the cavity opening. The effect of Mach number was also studied for thin and thick boundary layers. Compressibility had a very destabilizing effect at low Mach numbers. Analysis of the Rossiter mode eigenfunctions indicated that the acoustic feedback scaled to $Ma^3$, and explained the strong destabilizing effect of compressibility at low Mach numbers. At moderate Mach numbers the instability either saturated with Mach number or had an irregular dependence on it. This was associated with resonances between Rossiter modes and acoustic cavity modes. The analysis explained why this irregular dependence occurred only for higher order Rossiter modes. In this parameter region, three-dimensional modes are either stable or marginally unstable. Two-dimensional simulations were performed to evaluate how much of the nonlinear regime could be captured by the linear stability results. The instability was triggered by the $10^{-13}$ flow solver noise floor. The simulations initially agreed with linear theory, and later became nonlinearly saturated. The simulations showed that, as the flow becomes more unstable, an increasingly more complex final stage is reached. Yet, the spectra present distinct tones that are not far from linear predictions, with the thin boundary layer cases being closer to empirical predictions. The final stage, in general, was dominated by first Rossiter mode, even though the second one was the most unstable linearly. It seems this may be associated with nonlinear boundary layer thickening, which favors lower frequency in the mixing layer, or vortex pairing of the second Rossiter mode. The spectra in the final stages are well described by the mode R1 and a cascade of nonlinearly generated harmonics, with little reminiscence of the linear instability. Keywords: Rossiter modes; Compressible open cavity flow; Bi-global stability analysis

*marlon.mathias@usp.br
1 Introduction

An open cavity is a canonical geometry that can represent several features of vehicles, ranging from very small ones, such as gaps at doors and windows, to very large ones, such as the landing gear wells of airplanes and car sun roofs. Figure 1 illustrates the flow over a cavity, and defines the parameters which, together with Reynolds and Mach numbers, govern the flow, namely, cavity depth ($D$), cavity length ($L$) and momentum thickness of the incoming boundary layer ($\theta$).

![Diagram of open cavity flow](image)

Figure 1: Illustration of the open cavity flow.

A mixing layer forms at the cavity opening and the flow circulates inside the cavity. Under certain circumstances, oscillations develop, and high levels of sound are emitted. In transonic and supersonic flows, such oscillations can greatly increase the aerodynamic drag of surfaces with cavities [26]. Owen [30] indicates that pressure fluctuations in the cavities can affect the aircraft structure and Dix and Bauer [10] point out they can cause structural fatigue.

Cavity flow and its noise emission is a long-standing research topic. It initiates with Krishnamurty [20], who observed experimentally acoustic tones emanating from the flow over a two-dimensional gap. Rossiter [34] extended the study and described a two dimensional mechanism for the tone formation, illustrated in figure 1. A shear layer initiates at the cavity leading edge giving rise the Kelvin-Helmholtz (KH) vortices. These impinge on the cavity trailing edge and produce sound which interacts with the cavity leading edge triggering new vortices. Based on this mechanism, Rossiter [34] proposed an equation which predicted the tone frequencies, and these oscillations are now called Rossiter modes. Plumblee et al. [32] introduce another type of mode in rectangular cavities, the acoustic cavity modes, which was later extended to other geometries by Tam [41]. The frequencies of these modes can be theoretically predicted for appropriate boundary conditions. East [12] indicated the possibility of resonance between Rossiter and acoustic modes. Experiments by Gharib and Roshko [15] revealed the existence of yet another mode in the open cavity flow, the wake mode.

More in-depth insight into the 2D instability modes of the open cavity flow were
provided by computational studies. A large number of papers are dedicated to the control of cavity flow oscillations (see Rowley and Williams [35] for a review), and a smaller number dedicate more thoroughly to the flow physics. Simulations by Rowley et al. [36] confirmed the acoustic feedback described by Rossiter [34] and the growth of KH vortices in the mixing layer. They also demonstrate that longer cavities favor the wake mode as opposed to the Rossiter mode. Simulations by Brès and Colonius [5] indicated that compressibility reduced the critical Reynolds number. Yamouni et al. [44] used global instability analysis [43] and observed that the Rossiter modes growth rates had several peaks as Mach number was increased. They demonstrated that the peaks corresponded to resonances between Rossiter and acoustic cavity modes. Sun et al. [40] extended the studies of Brès and Colonius [5] establishing a neutral curve as a function of Reynolds and Mach number, indicating that compressibility can be stabilizing at higher subsonic Mach numbers, a result they suggest confirms [44].

In this paper we focus on Rossiter modes, which, as seen above, belong to short cavities. Table 1 compares the parametric region of this study to other present in the literature. Despite the extensive work that covered a wide range of parameters, there remains open questions. In particular there are four points that we want to address. (1) In the studies of Rowley et al. [36], Brès and Colonius [5], Sun et al. [40] the effect of $L/\theta$ was investigated by increasing $L$ and promoting the wake mode. In their investigations of short cavities ($L/D \leq 2$), $D/\theta$ was kept between 7.5 and 29.2, with most tests for $D/\theta = 26.4$. Yamouni et al. [44] covered $D/\theta$ from 26.4 to 231, but only to indicated that lower $D/\theta$ was stabilizing. Their resonance analysis was restricted to $D/\theta = 231$. It appeared to us that the effect of $D/\theta$ on the Rossiter modes (short cavities) has not been sufficiently studied. The parameter $\theta$ affects the instability of the mixing layer, and, as such, has the potential to affect the Rossiter mode selection, an aspect that has not been investigated. (2) According to Yamouni et al. [44], which investigated very unstable conditions ($Re_D = 7500$, $D/\theta = 231$) the effect of Mach is as follows. The potential for the K-H instability is given at $Ma = 0$. As Mach number increases there is competition between the stabilization of the mixing layer [28, 31] and the destabilizing effect of the resonance with the acoustic modes. According to Sun et al. [40], who investigated conditions close to critical, compressibility is destabilizing at low Mach and stabilizing as transonic conditions are approached. These are not necessarily conflicting conclusions, but it is unclear whether the resonance interactions are present in the critical region or at small $D/\theta$. (3) The noise emission, which is part of the Rossiter mechanism, can be affected by the Mach number. This could affect the overall instability mechanism, a possibility that was not investigated by Yamouni et al. [44] nor by Sun et al. [40]. (4) Despite very comprehensive, studies of the Rossiter modes utilized either instability analysis or numerical simulations. An investigation about how much of the fully nonlinear regime can be captured or explained by linear stability has not been performed in a systematic way.

As opposed to Yamouni et al. [44], we want to investigate conditions close to critical, which led us to lower $Re_D$ numbers, guided by Rowley et al. [36], Brès and Colonius [5], Sun et al. [40]. Since we focus on the Rossiter modes only, a short cavity was used with a fixed $L/D = 2$. After this introduction, the numerical simulation and global instability analysis tools used are described (section 2). In section 3 we investigate the effect of $D/\theta$ on the global instability and on the Rossiter mode hierarchy. The
Table 1: Summary of parametric spaces covered by the literature

|                  | $Ma$     | $Re_D$       | $Re_\theta$   | $L/\theta$   | $D/\theta$ | $L/D$  |
|------------------|----------|--------------|---------------|--------------|------------|--------|
| Present work     | 0.1 - 0.9| 1000 - 1149  | 5 - 100       | 20 - 400     | 10 - 200   | 2      |
| Rowley et al. [36]| 0.2 - 0.8| 440 - 2000   | 29.3 - 80.5   | 20.3 - 123.2 | 7.5 - 29.2 | 1 - 8  |
| Brès and Colonius [5] | 0.1 - 0.8| 450 - 6960   | 35 - 400      | 23.2 - 60.2  | 15 - 26.4  | 1 - 4  |
| Yamouni et al. [44] | 0 - 0.9  | 7500         | 32.5 - 284    | 34.2 - 231   | 26.4 - 231 | 1 - 2  |
| Sun et al. [40]   | 0.1 - 1.4| 132 - 3900   | 5 - 150       | 52.8 - 158.4 | 26.4       | 2 - 6  |

mechanism of frequency selection is also investigated. Then, two representative scenarios of $D/\theta$ (small and large) are selected for an investigation of the effect of Mach number in section 4. We also investigate mechanisms of Mach number destabilization and mode selection. In section 5 we compare nonlinear simulation results with linear stability results and Rossiter empirical predictions; and discuss the origin of significant discrepancies. In section 6 we draw some conclusions.

In the manuscript we use the term “linear approximation of Rossiter mode” or, for short, “linear Rossiter mode” to refer to the solution of the bi-global stability analysis because “Rossiter mode” is already used to refer to the high amplitude limit cycle oscillations originally observed in experiments. The use of the word “linear” makes it clear which flow entity is meant.

Early experimental studies revealed the existence of much lower frequency oscillations with a definite three-dimensional structure. These oscillations were investigated extensively by Brès and Colonius [5] and in the literature are referred to as centrifugal modes [9, 27, 7]. According to Sun et al. [40], compressibility has only a small effect on the 3D centrifugal modes and, consequently, the 2D modes tend to dominate as the Mach number increases. As an example, Brès and Colonius [5] showed that, for $D/\theta = 26.4$, 3D modes become unstable only above $Re_D = 1300$. They also showed that the critical Reynolds number for 2D instability is lower than that of 3D instability for Mach numbers above around 0.4 for this $D/\theta$ ratio. Based on those results, the analysis performed here is in a region of the parameter space where the Rossiter modes are substantially dominant over the centrifugal ones and for this reason it is restricted to 2D. However, the Rossiter modes are robust and have been observed as the dominant feature in many high Reynolds number experiments even for an incoming turbulent boundary layer. Moreover, the instability analysis of 2D Rossiter modes performed for very unstable conditions (high Reynolds number, for example), where 3D modes were definitely also unstable, explained several important aspects observed in experiments [44]. Hence, even though the analysis is here limited to 2D, it may also contribute to the more general 3D flow. In fact Yamouni et al. [44] used arguments similar to ours to justify their two dimensional approach.
2 Methodology

2.1 Numerical Simulation

We used an in-house Direct Numerical Solver (DNS) [23, 25], which features structured meshes that are refined in regions of interest. A fourth-order Runge-Kutta scheme is used for time marching and fourth-order compact spectral-like finite differences are used for the spatial derivatives [21]. A pencil-slab domain decomposition is used for code parallelization [22]. A tenth-order spatial high-frequency filter is also employed [13] to prevent very short wavelength spurious oscillations. Buffer zones are placed around the useful domain to attenuate undesirable open boundary condition effects such as reflections. They employ a combination of grid stretching, lower order spatial derivatives and Selective Frequency Damping (SFD) [1]. The SFD acts as a low pass temporal filter and may also be turned on in the whole domain to allow base flows to be generated faster or at unstable conditions. Appendix A.1 brings validation results. Further details of these methods and their implementation in our codes are given by Souza et al. [38], Silva et al. [37], Bergamo et al. [3].

2.2 Instability Analysis

The bi-global analysis was performed by a time-stepping approach, in which the Jacobian matrix of the governing equations is not explicitly needed [43, 17]. The method uses the Arnoldi algorithm [2] which is based on Krylov subspaces. It just requires the ability to compute vector multiplications which, due to the way in which the algorithm is built, corresponds to a call to the flow numerical solver, in our case, the code described in the previous section.

The time-stepping global instability analysis can be regarded as an established procedure and the current implementation closely followed that of Chiba [6], Tezuka and Suzuki [42]. In summary, the method iteratively disturbs the base flow and uses the DNS to capture its response. The successive iteration involves disturbances that are orthogonal to all previous ones. The flow response is used to form a corresponding Hesseberg matrix, which is several orders of magnitude smaller than the flow’s Jacobian matrix. If the number of iterations is sufficiently large, the leading eigenvalues and eigenvectors computed from this matrix are good representations of the flow modes and provide good estimates of their respective amplification rates and frequency. In our convention, the real part of the eigenvalue represents the growth rate in time, while the imaginary part represents its angular frequency. Appendix A.2 provides validation results. Further details on the implementation are given by Mathias and Medeiros [25].

2.3 Base flows

As an example, figure 2 shows the base flow for a thin boundary layer condition ($D/\theta = 100$) and $Ma = 0.5$. The maximum backward velocity of the flow inside the cavity is 23% of the free flow velocity. The backflow increased with $D/\theta$, but reaches a saturation at this condition, and was unaffected by the Mach number. Despite the considerable backflow, the flows were not absolutely unstable, as verified in Appendix B.
Figure 2: Base flow for $Re_D = 1000$, $D/\theta = 100$ and $Ma = 0.5$. Each contour represents a 10% step of stream-wise velocity normalized by the free flow velocity.

3 Influence of the boundary layer thickness

3.1 Bi-global flow instability

With the computational parameters defined and base flows obtained, the instability analysis was carried out. In the resulting eigenvalue spectra, we preliminarily selected the linear Rossiter mode from the other linear modes by comparing with the Rossiter empirical frequency prediction. After that, we looked at their eigenfunctions for confirmation.

Figure 3 shows results for $D/\theta = 100$, $Ma = 0.5$. The left-hand side gives the pressure fluctuation contours of mode 2 at an arbitrary phase, the thick black lines represent fluctuation amplitude level zero. The right-hand side shows the wall-normal velocity contours for modes 1 to 5, which will be referred in this paper as R1 through R5. The mode number refers to the number of vortices in the mixing layer.

The Rossiter modes are described as a feedback mechanism involving four steps, namely: (1) the growth of KH vortices in the mixing layer at the cavity opening, (2) the triggering of acoustic waves at the trailing edge of the cavity by these vortices, (3) the propagation of the acoustic waves upstream and (4) the excitation of KH instability at the cavity leading edge. It is however not entirely clear how much of the complicated behavior obtained from the global instability can be explained by the phenomena just described. In particular we wanted to investigate the effect of $D/\theta$ on the Rossiter mode instability, the destabilizing effect of Mach on R1 and R2 and the complex effect of compressibility on R3 and R4.

A sweep of $D/\theta$ was performed and is shown in figure 4, the Mach number was fixed at $Ma = 0.5$ and $D/\theta$ ranged between 10 and 200. In all cases, $L/D = 2$ and $Re_D = 1000$. Higher values of $D/\theta$ enhanced the instability. For very small $D/\theta$, only R1 is unstable and the higher the Rossiter mode the more stable it is. Rossiter modes R4 and R5 were still immersed in the mode cloud and not identifiable, and for this reason their eigenvalues are not shown. In the parameter range investigated, the growth rates increases with $D/\theta$, confirming previous findings [44], but reach a saturation for large $D/\theta$. Higher Rossiter modes show stronger variation of growth rates with
Figure 3: Eigenfunctions of Rossiter mode linear approximations at $Re_D = 1000$, $D/\theta = 100$ and $Ma = 0.5$, at an arbitrary phase. (a) Contours of pressure for mode 2. Black lines indicated level zero. (b) Contours of wall-normal velocity for modes 1 to 5.

respect to $D/\theta$ and saturate at higher values of $D/\theta$. For these reasons, at higher $D/\theta$, R2 overtakes mode R1 and becomes dominant. Afterwards, R3 also becomes more unstable than R1. The overall picture conveys the idea that as $D/\theta$ increases, higher Rossiter modes become dominant if a saturation is not reached before that. For the current parameter range only R1 and R2 dominate, but it seems that for higher $Re$ or longer cavities, higher Rossiter modes could become dominant. At the same time, a slight increase in the mode frequency was observed. This confirms previous studies which attribute this effect to a higher convective velocity of the KH vortices in the mixing layer.

Figure 4: Eigenvalues from the $D/\theta$ ratio sweep ($Re_D = 1000$, $Ma = 0.5$). (a) Eigen-spectrum. (b) Real and imaginary parts of Rossiter mode eigenvalues.
3.2 Physical mechanism of mode selection

Rowley et al. [36] estimated the growth of the instability waves by integrating the local spatial growth rates for the velocity profiles along the mixing layer length. The same approach was used here, but including the viscous effects which they neglected. In our calculations the compressibility effects were not considered because, as also suggested by Yamouni et al. [44], for \( Ma = 0.5 \), they are still very small [33, 14], in particular with regard to the wavenumber of the most unstable mode, which is our main concern.

Figure 5 shows the velocity profiles for several positions along the cavity, and for different \( D/\theta \). These velocity profiles were extracted from the base flows used for the global stability analysis. Results are for \( Ma = 0.5 \), but, within the subsonic regime, the Mach number has a negligible effect on these profiles.

![Figure 5: Mixing layer profile for an incoming boundary layer thicknesses of \( D/\theta = 10, 35 \) and 100.](image)

The spatial growth of each profile in the mixing layer was obtained by the Orr-Sommerfeld equation. These amplification rates were integrated along the mixing layer to obtain the total spatial growth for each frequency \( \omega \), which are shown as the full lines in figure 6 for different \( D/\theta \). In the analysis, the last 5% of the cavity length were disregarded, as the parallel-flow approximation is invalid there. The picture also includes bi-global stability growth rates of the Rossiter modes R1 to R5, which are referred to the vertical scale on the right-hand side of the frame.

At \( D/\theta = 10 \), the global analysis shows complete stability of Rossiter modes. The mixing layer is unstable only to very low frequencies and even the lowest Rossiter mode frequency is only marginally unstable in the mixing layer. At \( D/\theta = 25 \) mode R1 is the only globally unstable, and its frequency is close to the most unstable for the mixing layer. At \( D/\theta = 50 \), R2 is the dominant globally unstable mode followed by R1 and R3 with similar growth rates. Consistently the mixing layer predicts R2 to be very close to the most unstable mode, with R1 and R3 on each side of the instability curve maximum.

\( D/\theta = 70 \) and 100 lead to progressively smaller effects on the global instability
Figure 6: Mixing layer integrated spatial amplification factor compared to the global instability results. The asterisks indicate the global modes eigenvalues of Rossiter modes and the dots are other eigenvalues, and refer to the scale on the right hand side of the frame.

results. This is consistent with the small variation of mixing layer instability results. At $D/\theta \geq 50$, R1 in particular is virtually unaffected by $D/\theta$ both in the global and the local analysis. As the boundary layer becomes thinner, higher frequencies have their instability increased, which in turn allows mode R3 to become more unstable and even modes R4 and R5 to emerge from the cloud of stable modes represented by the dots in the figure.

Overall, all the major aspects of the effect of $D/\theta$ on the global instability were in perfect qualitative agreement with the integrated local analysis of the mixing layer. The hierarchy of Rossiter modes in this parameter range was determined by the mixing layer instability alone.

4 Influence of the Mach number on thick and thin boundary layers

4.1 Bi-global flow instability

For the analysis of the compressibility effects, two representative Mach number sweeps were performed. Figures 7 and 8 give, as a function of Mach number, the real and imaginary parts of the eigenvalues for the two $D/\theta$ investigated. The thicker boundary layer at $D/\theta = 29.7$ represents a situation where only a pair of Rossiter modes is slightly unstable, while the thinner boundary layer at $D/\theta = 100$ is a more complex situation, with up to four unstable modes with higher temporal amplification levels.

Within the parameter range covered, in general the sensitivity of the growth rates
with respect to the Mach number was stronger for lower Mach numbers. For low $D/\theta$ (figure 7), at low Mach numbers, both R1 and R2 are stable and only these two modes become unstable as the Mach number increases. At low Mach numbers, R1 is the least stable. It becomes unstable at $Ma = 0.3$ and its growth rates saturate at about $Ma = 0.4$. R2 is more stable at low Mach numbers, but is sensitive to it, such that it becomes more unstable than R1 for $Ma > 0.5$.

For high $D/\theta$ (figure 8), four Rossiter mode linear approximations can be unstable in the Mach number range covered. Mode R2 is the most unstable for all Mach numbers and both R1 and R2 growth rates increase with the Mach number at low numbers, but saturate at about $Ma = 0.6$. R3 and R4 are affected by compressibility in a more complex way. In all cases, the frequency reduces with the Mach number, a feature that is predicted by the Rossiter empirical equation and caused by the slower acoustic feedback mechanism.

In summary, the most salient features of the Mach number effect are (1) the strong destabilizing effect of compressibility at low Mach number and (2), at high Mach numbers, either saturation or irregular behavior, depending on mode number and $D/\theta$.

Figure 7: Eigenvalues from the first Mach number sweep ($Re_D = 1149$, $D/\theta = 29.7$). (a) Eigenspectrum. (b) Real and imaginary parts of Rossiter mode eigenvalues.

4.2 The destabilizing effect of Mach number

Figures 7 and 8 indicate a very strong destabilizing effect of Mach number at low numbers, where compressibility has a very small stabilizing effect on the mixing layer instability. Since the mixing layer profiles were virtually unaffected by the Mach number, the enhancement of the instability could not be associated directly with it. The receptivity of shear layer instability modes is not known to be very sensitive to the Mach number. On the other hand, the transfer of energy into acoustic waves grows very rapidly with the Mach number [16].
Howe [18] investigates the emission of sound by a cavity at low Mach numbers. In Howe’s model, the acoustic energy transfer \( ET_{Ac} \) was computed as

\[
ET_{Ac} = \frac{E_{Ac}}{E_{SL}},
\]

where

\[
E_{Ac} = \int_{P_{Ac}} |p|^2 \, dx,
\]

is the acoustic power in the far field and

\[
E_{SL} = \int_{P_{SL}} |\nabla \cdot (\omega \wedge v)| \, dx,
\]

is the source term. In the equations, \( p, v, \omega \) are respectively pressure, velocity and vorticity. All these quantities can be obtained from the eigenfunctions of the Rossiter mode linear approximations. This was done as illustrated in figure 9. The source term was estimated by integrating across the shear layers, along the vertical black line shown in the figure. For the acoustic power, the integration was along a semi-circumference centered at the cavity trailing edge with radius 2\( D \), initiating at the cavity leading edge (the green line). It is not entirely clear whether this region corresponds to the near or the far field of the acoustic source, in particular in view that the extension of these fields is also affected by the Mach number. Regardless of that, we will refer to this region as acoustic field. Clearly, this position provides an estimate of the pressure fluctuations that trigger the Kelvin-Helmholtz vortices. In the picture, isocontours of the values of pressure and velocity eigenfunctions of the Rossiter mode 2 at \( Ma = 0.6 \) were overlaid to illustrate the flow at an arbitrary phase.
In the analysis, the pressure and the velocities are normalized by their far-field values. Figure 10 shows the $ET_{AC}$ as a function of Mach number, for modes 1 and 2 at $D/\theta = 29.7$. The picture includes power functions of exponent 2 and 3 for reference. The acoustic energy transfer increases with the Mach number raised to a power between 2 and 3, depending on the Mach number and the mode.

The evaluation of the source term and acoustic power was also carried out with other integration regions around the green and blue lines of figure 9 and including one inside the cavity around the leading edge to evaluate the acoustic feedback internal to the cavity (marked in red in figure 9). The Mach number scaling was insensitive to the positions chosen.

The results are consistent with those by Howe [18], which suggests that, at most frequencies, a dipole dominates the acoustic emission of the open cavity which is given by $\rho_0 U^3 Ma^3$. However, recall that it is unclear whether our so-called acoustic region corresponds to the near or the far field of the acoustic source. Moreover, Howe’s theory is restricted to very low Mach numbers. [44] also presents other arguments for a dipole source in connection with the acoustic cavity modes. In any case, more important for our analysis is the observation that indeed a consistent quantification of energy transfer could be extracted from the eigenfunctions and that the strong dependence on the Mach number offers an explanation for the large sensitivity of the amplification rates of the linear Rossiter mode at low Mach numbers.
Figure 10: Acoustic energy transfer ($ET_{ac}$) as a function of Mach number for the linear approximation of Rossiter modes 1 (blue) and 2 (red). The dashed and dashed-dotted lines represent $Ma^3$ and $Ma^2$ respectively.

4.3 Peaks and valleys of instability as the Mach number changes

Figure 8 shows that for high $D/\theta$, modes 3 and 4 growth rates depend on Mach number in a very complex way, while modes 1 and 2 display a smooth dependence on Mach for both values of $D/\theta$ considered. Yamouni et al. [44] has observed a similar complex dependence and linked it to a resonance between Rossiter modes and standing waves in the cavity. These standing waves are described by Plumblee et al. [32].

Figure 11 presents the frequency of Rossiter and Plumblee modes as a function of Mach number. The blue solid lines represent the Rossiter modes as predicted by

$$\omega = \frac{2\pi N_R}{1 + Ma \left(1 + \frac{0.514}{L/D}\right)},$$

an equation proposed by Block [4] and used by Yamouni et al. [44], which takes into account the cavity aspect ratio ($L/D$). In the equation, $N_R$ is the Rossiter mode number and $\kappa = 1/1.75$ is an empirical constant. In the figure, the dashed orange lines represent the standing wave modes given by [32]

$$\omega = \frac{\pi}{2Ma} \left[\left(\frac{M_p}{L}\right)^2 + \left(\frac{N_p}{D}\right)^2\right],$$

where $M_p$ is the number of standing waves wavelengths in the stream-wise direction and $N_p$, in the wall-normal direction. The modes are identified by $(M_p, N_p)$. In the case of a cavity with aspect ratio $L/D=2$, modes (2,0) and (0,1) coincide in frequency.

The figure also displays results from global instability analysis given by the circles. The circle radius is proportional to the distance from neutral stability conditions, the solid circles represent instability while hollow circles represent stability. Large filled symbols indicate strong instability, large hollow symbols, the opposite.
Figure 11: Frequency predictions of Rossiter modes (blue) and Plumblee acoustic cavity modes (orange) compared to the global mode results (circles). The circle radius is proportional to the distance from neutral stability, the solid circles represent instability while hollow circles represent stability.

A correlation can be found between both types of modes and the global instability results. Rossiter mode 3 shows increased instability when the R3 curve approaches the $P(2,0)$ and $P(1,1)$ curves and, at a higher Mach numbers, the $P(2,1)$ curve. Mode R4 is also affected by these interactions, not only on the growth rates but also in the frequency, the latter may be associated with the fact that this mode is only marginally unstable or stable. Albeit less pronounced, variations in frequency consistent with this argument are also observed for R3.

At lower frequencies, the $P(m,n)$ curves tend to become parallel to the R1 and R2 curves. This smooths out the dependence on Mach number, but may be associated with a maximum instability for R1 at $Ma = 0.6$ and low $D/\theta$ (see figure 7), which has also been reported by Sun et al. [40] at similar conditions. It may also explain why, contrary to all other modes that were observed to saturate at $Ma = 0.6$, mode 2 at low $D/\theta$, seems to saturate only at $Ma = 0.9$, figure 7.

5 Nonlinear effects

It is important to evaluate to which extent the linear approximation of Rossiter modes represent the Rossiter modes observed if nonlinear terms are considered. To investigate nonlinear effects, we ran 2D simulations for cases selected from both Mach number sweeps. No disturbance was introduced other than the discretization error. Three-dimensional effects could, of course, be important in such nonlinear regimes, but the most salient features of the 2D simulation are likely to be relevant even if three dimensionality were included because the Rossiter modes dominate the flow and are essentially two-dimensional.

Figures 12 and 13 display, for both Mach number sweeps, time series of pressure
fluctuations at the cavity trailing edge (top frames, blue line) as well as the time evolution of the mixing layer vorticity thickness (top frames, orange lines) at three different stream-wise locations. The bottom frames show, as a function of time, the dominant frequencies contained in the oscillations. The spectra were obtained with the use of moving Hanning window corresponding to 100 simulation time units. The time step in the DNS was $1.37 \times 10^{-3}$, which was interpolated into a discretization time of 0.1. The spectra are normalized by the spectral peak for each time window to facilitate visualization. Linear global instability results and empirical frequency predictions of Rossiter modes were added for comparison, respectively indicated by Ln and Rn for the $n^{th}$ Rossiter mode. The empirical predictions are computed by the equation by Block [4]. The pressure fluctuation in the upper plot is normalized by $Ma^3$ to facilitate the comparison between different Mach number cases and reflect the Mach number effect on the acoustic emission discussed in section 4.

![Figure 12: Two-dimensional DNS results for various Mach numbers at $D/\theta = 100$ and $Re_D = 1000$. (top) Temporal data of pressure (blue) and mixing layer vorticity thickness (orange). The vorticity thickness data was gathered at positions 1/4 (dotted line), 1/2 (dashed line) and 3/4 (continuous line) of the cavity. (bottom) Dominant frequencies as a function of time for each case. Predictions by the global analysis (dotted magenta, Ln) and by the Rossiter mode empirical equation (dashed blue, Rn) are shown for reference.](image)

We begin with the thin boundary layer case, figure 12 ($D/\theta = 100$), because it seems to cover a wider range of regimes. At $Ma = 0.1$ the flow closely follows the linear prediction. Initially, only Rossiter mode 2 appears, which was the only one found to be linearly unstable by the bi-global stability analysis. It grows and eventually reaches a limit cycle and generates harmonics, but its frequency matches very well the bi-global (and, for this mode, the empirical) predictions. The mixing layer vorticity thickness remains almost unchanged, except for the last stream-wise position.

$Ma = 0.3$ and $Ma = 0.5$ with $D/\theta = 100$ present results similar to each other.
Figure 13: Two-dimensional DNS results for various Mach numbers at $D/\theta = 29.7$ and $Re_D = 1149$. (top) Temporal data of pressure (blue) and mixing layer vorticity thickness (orange). The vorticity thickness data was gathered at positions 1/4 (dotted line), 1/2 (dashed line) and 3/4 (continuous line) of the cavity. (bottom) Dominant frequencies as a function of time for each case. Predictions by the global analysis (dotted magenta, Ln) and by the Rossiter mode empirical equation (dashed blue, Rn) are shown for reference.

Bi-global analysis predicts modes R1 to R3 to be unstable, mode R2 being the most unstable. In both cases, initially R2 was dominant with a frequency close to the bi-global predictions. Soon after, at about $t = 100$, the frequency reduces and approaches the empirical predictions. At the same time, the thickness of the mixing layer increases, which changes the mean velocity profile. At the final stage, mode R1 becomes the dominant. The frequency of this R1 mode is close to the empirical predictions. More R1 is accompanied by its harmonics and $Ma = 0.5$ reaches the final stage sooner than $Ma = 0.3$.

For $Ma = 0.7$ and $Ma = 0.9$ with $D/\theta = 100$, bi-global analysis predicts R1 to R3 to be unstable and, for $Ma = 0.7$, R4 is also unstable. For both cases, R2 is predicted as the most unstable. In the nonlinear simulations, only R2 is seen initially and displays a time interval with limit cycle oscillation. Eventually it exhibits a more irregular behavior, with modes R1 and R3 setting in. For these $Ma$, modes R1 and R3 take long to appear in comparison with $Ma = 0.5$, but behave in a more complicated way. The final stages for $Ma = 0.7$ and $Ma = 0.9$ are the most irregular observed. The $Ma = 0.7$ case evolves more quickly into the more irregular regime. It is unclear whether this could be associated with the fact that this Mach number has 4 unstable modes while $Ma = 0.9$ has only 3. The irregular regime has a more distributed spectra, but there are dominant modes that match the empirical predictions. Once more, the mixing layer thickness and the velocity profiles change in time and the onset of irregular behavior was associated with a change in mean profile. The limit cycle oscillation time interval
corresponded to the largest modification. In the final irregular stage, both $Ma = 0.7$ and $0.9$ settle to an intermediary level of distortion.

For the thicker boundary layer ($D/\theta = 29.7$), shown in figure [13], the linear stability theory predicts that only modes R1 and R2 are unstable. The first important observation is that, for all Mach numbers, the empirical predictions do not agree with the linear stability results. This is likely because the empirical model was based on thin boundary layer experiments. For $Ma < 0.3$ the flow is stable. At $Ma = 0.5$, initially the oscillations are small and linear and the frequencies consistently match the linear stability predictions. The linear analysis predicts modes R1 and R2 with very similar growth rates and indeed the amplitude ratio between the modes remain constant. It is unclear why mode R1 reaches a larger amplitude than R2, but it may be associated with the uncontrolled initial disturbance. As the amplitude grows a mean flow distortion arises at position 3/4 of the cavity length ($t \approx 500$). At this point mode R1 reduces amplitude and R2 vanishes, while the harmonics of R1 rise. The thicker mixing layer is expected to favor lower Rossiter modes, which may explain the final stage.

At $Ma = 0.7$ mode R2 is the most unstable, and also more unstable that at $Ma = 0.5$. At the very beginning of the simulation, both R1 and R2 modes are visible in the spectrum and match the linear predictions. Consistently with being more unstable than $Ma = 0.3$, this case develops faster and presents a greater change in the mean flow. As the mean flow changes, only R2 remains, also displaying harmonics in the spectrum. The fact that R2 dominates the flow agrees with the linear prediction as well.

The most unstable case of the thicker boundary layer, $Ma = 0.9$, has a more complex behavior and more variation of the mean flow. Initially, mode R2 dominates, in accordance with theory, but soon after, mode R1 appears. However, its frequency does not match perfectly the theory, it is better described as the subharmonic of mode R2. This observation poses a question about the effective origin of mode R1 for the thick boundary layer at high Mach. The final complex stage display at least 4 modes in harmonic order.

Clearly, the nonlinear regime of these instabilities is very complicated, but the are some patterns. For all cases, the linear theory provides good predictions for the initial stages of the mode evolution, both in frequency and dominant mode. As nonlinearity sets is, a limit cycle is formed. This stage, in general, is dominated by the most unstable flow as predicted by the theory. For the thick boundary layer case, the frequencies in this regime are well predicted by the theory, while, for the thin boundary layer scenario, they agree better with the empirical model. In this regime, there is substantial mean flow distortion, which may be associated to the departure from linear theory. After the limit cycle, another regime can occur, which is more complex and irregular. The frequencies remain the same of the limit cycle stage, but, despite not being the most linearly unstable mode, the R1 mode tends to dominate and generate harmonics. This later regime is associated with a reduction in the mean flow distortion. In summary, the frequencies of the complex final stages of the flow agree with the Rossiter empirical predictions and their spectra seem to represent the nonlinearly generated harmonics of the R1 mode, with limited reminiscence of the linear instability that triggered this unsteady flow.

The origin of the R1 mode is unclear, but two possibilities exist: As the flow evolves nonlinearly, a significant thickening of the mixing layer occurs, which, from the anal-
ysis of the effect of $D/\theta$ (see also [24]), would favor lower order Rossiter modes. Another possibility are vortex pairings of the mode R2. These mechanism are not mutually exclusive and both take place in a spatial evolution of mixing layers.

The global instability analysis indicates the flow becomes more unstable as Mach number increases up to $Ma = 0.5$. Above that, it is unclear that the flow becomes even more unstable because the growth rates either saturate or oscillate with the Mach number, in particular for the thin boundary layer. Nonetheless, it can be said that, in most instances, as the flow becomes more unstable the flow dynamics becomes increasingly more complicated and that the final nonlinear stage is reached more quickly. These features are generally consistent with a weakly nonlinear process [11].

For all cases the nonlinear simulations indicate progressively larger pressure oscillations as the Mach number increases, which is consistent with the analysis in section 4. However, the limit-cycle amplitude increases with less than $Ma^3$, suggesting other effects of Mach number are present.

6 Final remarks

The open cavity flow is governed by several parameters. Large values of $L/D$ promote the wake mode. Since our focus was the Rossiter mode, we fixed $L/D$ at 2. A study of the literature revealed that the effect of $D/\theta$ has been overlooked. Only Yamouni et al. [44] present results of a sweep of this parameter. However, this was not the main focus of that work, hence the analysis was rather superficial, and their only conclusion was that the flow stabilized as $D/\theta$ reduced. Moreover, they focus on very high Reynolds number, far from the critical conditions. Here, we performed a more in depth analysis and focus on conditions close to critical where the biglobal linear stability analysis is expected to be more meaningful. Our analysis confirmed the argument that the flow stabilized as $D/\theta$ reduces, as expected from the mixing layer instability. However, we went further to show that the Rossiter mode selection and their hierarchy (order of dominance) is essentially governed by the instability of the mixing layer. This was demonstrated by comparison of the global instability results with results from spatial linear stability of the mixing layer. Accordingly, at low $D/\theta$, modes R1 and R2 compete for dominance, while at large $D/\theta$, mode R2 dominates, followed closely by R3, with R1 also unstable, but far behind.

Since two scenarios were established (low and high $D/\theta$), we chose a representative $D/\theta$ for each and performed a Mach number sweep from 0.1 and 0.9. Mach number sweeps have been presented previously for both large and low $D/\theta$, but not for the same $L/D$ and Reynolds number, which blurs any analysis of the effect of $D/\theta$. Mach number sweeps close to critical conditions were carried out for low $D/\theta$, while [44] have carried out a Mach sweep for $D/\theta = 231$ and at a large Reynolds number, far from the critical conditions. They concluded that the effect of Mach number resulted from a competition between the stabilizing effect of compressibility on the mixing layer and the destabilizing effect of resonances between the Rossiter modes and acoustic cavity modes, producing a very complex and irregular dependence on Mach number. We found a different picture. In our parameter space, Mach was massively destabilizing for all modes at low Mach number reaching a saturation at about
Ma = 0.5. Only at large Mach numbers, higher modes displayed an irregular dependence, similar to that observed by Yamouni et al. [44], but less intense and restricted to higher order modes. By analyzing the eigenfunctions of the Rossiter modes, we established the amount of energy that is transferred from the vorticity field to the acoustic field of the mode. We obtained that this energy transfer increases approximately with $Ma^3$, in agreement with simplified models of cavity noise emission that apply to this scenario [13]. This explained the strong destabilizing effect of Mach number at the low range. The power law dictates that as Mach number increases the effect of an identical increment must reduce. This is the main reason for the observed reduction of the effect of Mach number as it increases. On the other hand, the stabilizing effect on the mixing layer of increasing the Mach number in the subsonic regime is also likely to contribute.

The irregular dependence on Mach number at high subsonic values was traced to resonances with the acoustic modes, showing that the phenomenon described by Yamouni et al. [44] at large Re is also active close to critical conditions. However, some differences were observed. For high Rossiter modes (R3 and R4) the lines governing the Rossiter and the acoustic modes on a $Ma \times \omega$ plane cross each other at well defined points, indicating distinct resonances which affect the instability. For lower order Rossiter (R1 and R2), these lines tend to become parallel and the points of resonance become ill defined. For mode R2, the resonance is active over a wide range of Mach numbers. As a consequence, for $D/\theta = 29.7$, mode R2 becomes progressively more unstable as $Ma$ increases up to 0.9 as opposed to mode R1 which is little affected by such resonances and saturates at $Ma = 0.5$. Therefore, for this $D/\theta$, at about $Ma = 0.6$, mode 2 becomes dominant. Sun et al. [39] investigated the effect of Mach number on the instability of a cavity at $Re_D = 1500$, $L/D = 2$ and $D/\theta = 26.5$, parameters very similar to our low $D/\theta$ case. They also observed that at $Ma \approx 0.6$, the dominant mode switches from R1 to R2, a feature they could not explain. In view of the great similarity with our parameters, this is almost certainly associated with the resonance effects discussed. With these analyses, we were able establish the physical mechanisms that govern the instability and explain the mode selection and hierarchy throughout the parameter space covered.

Having performed the linear stability, we then verified to which extend the linear results can predict the nonlinear saturated limit of the Rossiter instability. For that purpose, we performed numerical simulations. Comparison of linear stability results and nonlinear simulation results were reported by Sun et al. [39], both in 2D and in 3D, but only for one set of flow parameters. We performed DNS simulations for the whole range of $D/\theta$ covered in the linear analysis. They represent regions with different hierarchy and number of Rossiter modes as well as different levels of instability. The simulations were 2D, but as discussed in the paper, they are expected to display the most salient nonlinear features. Analysis of the nonlinear instability indicated a very complex flow. Initially, the flow behaved accordingly to linear theory, but, in the nonlinear regime, the behavior was progressively more complex for the more unstable cases. The final stage tended to be dominated by the R1 mode, which was not the most linearly unstable, and its harmonics. At this stage, for thin boundary layers, the empirical model provided better predictions of mode frequency than the linear theory. The origin of the R1 mode is unclear, but two possibilities exist. As the flow evolves nonlinearly, a significant thickening of the mixing layer occurs, which, from the anal-
ysis of the effect of $D/\theta$ would favor lower order Rossiter modes (see also Mathias and Medeiros [24]). Another possibility is the vortex pairing of the mode $R_2$. These mechanisms are not mutually exclusive, and both take place in a spatial evolution of mixing layers.

In summary we selected an $L/D$ which was representative of the scenario where Rossiter modes dominate. For this parameter we performed a $D/\theta$ sweep and established two scenarios, namely, low and high $D/\theta$. Finally, we performed a Mach number sweep for a representative $D/\theta$ of each scenario. Our analysis focus on Reynolds numbers close to critical conditions. However, Yamouni et al. [44] investigated one of our $D/\theta$ cases at a very high Reynolds number and found 6 unstable modes, rather than 4, but no additional physics took place. In view of this, it can be said that our study provides a first comprehensive analysis of the effects of both Mach number and the ratio $D/\theta$ on the two dimensional linear and nonlinear instability of Rossiter modes in subsonic flows.
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A Code validation and grid independence tests

A.1 Flow solver

The test case used as a reference for the DNS validation is described by Colonius et al. [8]. Results of the validation are presented here, but further details can be found in Mathias and Medeiros [25]. The cavity’s aspect ratio is $L/D = 4$ and $L/\theta = 102$. Reynolds and Mach numbers are, respectively, $Re_\theta = 60$ ($Re_D = 1530$) and $Ma = 0.6$.

Table 2: Meshes for the DNS grid independence analysis.

| Mesh   | Nodes in $x$ | Nodes in $y$ | Nodes in the cavity |
|--------|--------------|--------------|---------------------|
| Mesh 1 | 300          | 150          | $111 \times 71$     |
| Mesh 2 | 400          | 200          | $147 \times 94$     |

Two meshes were used to verify that the results were grid independent (table 2). Both meshes covered the same domain, from $x_i = -2$ to $x_f = 15$ and from $y_i = -1$ to $y_f = 4$. The cavity ends are at $x_1 = 5.34$ and $x_2 = 9.34$. Both meshes are stretched so that the most refined region is in the mixing layer at the cavity opening. The validation grids also shared the same buffer zone parameters, which added 20 nodes at each open domain boundary.

Figure 14: Vorticity contours of the unsteady flow at an arbitrary time. The white circle marks a point where data is collected for figure 15.

Figure 14 illustrates the flow at an arbitrary time after a periodic state is established. It shows a single vortex inside the cavity and vortices being shed from the cavity. Figure 15 shows the wall-normal velocity as a function of time at the point shown in
figure 14, three quarters across the cavity opening. Data extracted from the reference paper is also plotted. The phases were manually adjusted for better comparison. The results from our computations were grid independent and agreed with the reference results.

Figure 15: Velocity as a function of time at a fixed point for an unstable case in periodic state.

### A.2 Global stability analysis

The instability results have to be independent of the computational grid, domain and other computational parameters. The analysis is presented for the thick boundary layer case at $Ma = 0.1$, as an example, but similar conclusions were obtained for other cases. Corresponding tests were carried out for the base flow, but this is much less demanding and not presented.

| Mesh | Nodes in $x$ | Nodes in $y$ | Nodes in the cavity |
|------|--------------|--------------|---------------------|
| 1    | 200          | 150          | $76 \times 52$      |
| 2    | 300          | 150          | $114 \times 52$     |
| 3    | 300          | 225          | $114 \times 79$     |
| 4    | 400          | 300          | $152 \times 105$    |

For the mesh independence analysis, four meshes were used, as shown in Table 3. All these meshes are for the same domain, which spans from $x_i = -2$ to $x_f = 10$ and from $y_i = -1$ to $y_f = 4$. The cavity is placed from $x_1 = 2.96$ to $x_2 = 4.96$. The buffer zone used employed the same parameters of the DNS validation tests.

For meshes 1 to 4, the time steps used were $8 \times 10^{-4}$, $6 \times 10^{-4}$, $5 \times 10^{-4}$ and $4 \times 10^{-4}$, respectively and the number of steps, 500, 667, 800 and 1000, so that for all cases the total physical time simulated was identical. The stretching parameters were kept constant, therefore Mesh 4 is twice as refined as Mesh 1 in both directions.
Figure 16 shows that the 12 leading eigenvalues obtained for all meshes in the complex plane are very close. The values of the 15 leading eigenvalues are shown in table 4 and, for the most refined meshes, agree within three decimal places. There is also no visible difference between the eigenmodes obtained for each mesh as well.

Figure 16: Eigenvalues computed for the mesh independence analysis.

Table 4: Eigenvalues from mesh independence analysis.

| Mode | Real part | Imaginary part |
|------|-----------|----------------|
|      | Mesh 1    | Mesh 2         | Mesh 3         | Mesh 4         | Mesh 1    | Mesh 2         | Mesh 3         | Mesh 4         |
| 1    | -0.017783 | -0.017811     | -0.017819     | -0.017826     | -0.017811 | -0.017819     | -0.017826     | -0.017811     |
| 2    | -0.037405 | -0.037671     | -0.037966     | -0.037753     | -0.037405 | -0.037671     | -0.037966     | -0.037753     |
| 3    | -0.049209 | -0.049089     | -0.049176     | -0.049114     | -0.049209 | -0.049089     | -0.049176     | -0.049114     |
| 4    | -0.061377 | -0.061300     | -0.061370     | -0.061356     | -0.061377 | -0.061300     | -0.061370     | -0.061356     |
| 5    | -0.061377 | -0.061300     | -0.061370     | -0.061356     | -0.061377 | -0.061300     | -0.061370     | -0.061356     |
| 6    | -0.082059 | -0.082041     | -0.081997     | -0.082013     | -0.082059 | -0.082041     | -0.081997     | -0.082013     |
| 7    | -0.095062 | -0.094852     | -0.095024     | -0.094946     | -0.095062 | -0.094852     | -0.095024     | -0.094946     |
| 8    | -0.095062 | -0.094852     | -0.095024     | -0.094946     | -0.095062 | -0.094852     | -0.095024     | -0.094946     |
| 9    | -0.096846 | -0.097439     | -0.097109     | -0.097378     | -0.096846 | -0.097439     | -0.097109     | -0.097378     |
| 10   | -0.096846 | -0.097439     | -0.097109     | -0.097378     | -0.096846 | -0.097439     | -0.097109     | -0.097378     |
| 11   | -0.098625 | -0.099305     | -0.099538     | -0.099503     | -0.098625 | -0.099305     | -0.099538     | -0.099503     |
| 12   | -0.098625 | -0.099305     | -0.099538     | -0.099503     | -0.098625 | -0.099305     | -0.099538     | -0.099503     |
| 13   | -0.106347 | -0.118776     | -0.119008     | -0.117730     | -0.106347 | -0.118776     | -0.119008     | -0.117730     |
| 14   | -0.106347 | -0.124620     | -0.124782     | -0.124740     | -0.106347 | -0.124620     | -0.124782     | -0.124740     |
| 15   | -0.124803 | -0.124620     | -0.124782     | -0.124740     | -0.124803 | -0.124620     | -0.124782     | -0.124740     |

A set of results for Rossiter mode stability was provided by Sun et al. [40], where eigenvalues for both modes 1 and 2 were given for Mach numbers between 0.3 and 1.4, $Re_D = 1500$, $D/\theta = 26.4$, and $L/D = 2$. Figure 17 compares those results to ours at the same parameters. The agreement is good, particularly the trends of all unstable modes with $Ma$. It can also be added that perfect agreement can be difficult in global instability analysis of open flows because often not enough information is given of the infinity domain boundary conditions used in every study and different conditions at these boundaries can significantly affect the instability results [29]. In our case, the
inlet is upstream of the leading edge, and the cavity position is chosen so that the \( D/\theta \) equals the selected value for a Blasius boundary layer. In Sun et al. [40], the domain inlet is downstream of the flat plate leading edge and is given by a Blasius boundary layer profile. This difference in set-up, for example, may lead to significant difference in the boundary layer thicknesses over the cavity.

Figure 17: Eigenspectra computed for \( Ma = 0.3, 0.6, 0.9, 1.2 \) and \( 1.4 \), and comparison with reference values by Sun et al. [40].

Further validation results for both the flow solver and the global stability routine can be found in Mathias and Medeiros [25].

### B Verification of Absolute stability

The existence of relatively large reversed flow in the cavity raises the possibility of a local absolute instability. If a localized spot of absolute instability exists, modes other than the Rossiter ones could become globally unstable. We investigated this possibility by performing an absolute local instability analysis. The analysis did not include compressibility because this has a small and stabilizing effect at subsonic conditions. The profile with highest reversed flow (23.8\%) was used in the analysis and corresponded to the \( D/\theta = 100 \) case. Changing the Mach number caused only a negligible change to the profile, hence, \( Ma = 0.5 \) was chosen. Figure 18(a) depicts this velocity profile.

For the local instability analysis we solved the Orr-Sommerfeld equation and followed Juniper et al. [19]. Figure 18(b) shows \( \omega \) (the complex frequency) as a function of \( \alpha \) (the complex wavenumber). The black lines (and the colors) are isocontours of the imaginary part and the white lines, of the real part. The absolute instability is determined by the condition at the saddle point. The magenta lines mark the location where either \( \partial \omega / \partial \alpha \) or \( \partial \omega / \partial \alpha_i \) vanish. They cross each other at the saddle point, where \( \partial \omega / \partial \alpha = 0 \), i.e., the group velocity is null. In this case, it happens at \( \alpha = 10.5 - 4.8i \).
where $\omega = 4.9 - 2.8i$. The negative imaginary part of $\omega$ indicates that this flow is locally absolutely stable.

The fact that this flow is not locally absolutely unstable was already expected because several studies on this parametric region [36, 44, 27], despite having not carried out this analysis, have also not reported modes other than the Rossiter one for $L/D = 2$.

Figure 18: (a) Velocity profile considered for the absolute instability analysis. (b) Complex $\omega$ mapped as a function of complex $\alpha$. The colors and black line contours indicate the imaginary part and the white lines, the real part. The magenta lines cross at the saddle point.