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Abstract. A pure algebraic variant of John Roberts’ field algebra construction is presented and applied to bialgebroid Galois extensions and certain generalized fusion categories.
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1. Introduction

The reconstruction problem in Algebraic Quantum Field Theory (AQFT) solved by the abstract duality theorem of S. Doplicher and J. E. Roberts contains, as an important ingredient, the construction of field algebras from observables. Although this construction relates fiber functors to field algebras, therefore relies only on Tannaka duality, it is all the more interesting in the quantum group(oid) world which lies beyond the range of the Doplicher-Roberts Theorem.

Forgetting certain of its structure elements Roberts’ field algebra construction [1, 2] has the following pure algebraic analogue. For a (associative, unital) ring $B$, playing the role of the observable algebra, we fix a monoidal category $C$ of ring endomorphisms of $B$. The task is to determine a ring homomorphism $\rho : B \to A$ for each Abelian group valued monoidal functor $F : C \to \text{Ab}$, i.e., for each ‘fiber functor’ in the weakest sense. The field algebra $A$ should be ‘large’ enough to contain for each $\alpha \in \text{ob} C$ nonzero elements $a$ generating $\alpha$ by means of

$$a\rho(b) = \rho(\alpha(b))a, \quad \forall b \in B,$$

and should be ‘small’ enough to possess a universal property, in a sense which is also to be clarified.

In this paper we would like to point out to that the field algebra construction $F \mapsto \rho$ is the left adjoint of another familiar construction in AQFT, in which a fiber functor is constructed from the ‘family of Hilbert spaces’ within the field algebra [3]. Moreover, we shall see that the field algebra $A$ can be obtained as the tensor product $\Upsilon \otimes_C F$ of the fiber functor with a fixed contravariant monoidal functor $\Upsilon$. The presheaf $\Upsilon$ is solely determined by the data $\langle B, C \rangle$ and its existence characterizes the categories of interest. The notion of tensor product ‘over $C$’ played important role in the Tannaka duality of Joyal and Street [4] but in a general context it appeared already in the book [5].
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For certain categories $C$ we can find fiber functors in a stronger sense, these are essentially strong monoidal [6] functors $F$ with the canonical $R$-$R$-bimodule structure of $F(\alpha)$ being finite projective from the right. For such functors the field algebra construction yields field algebras $A = \Upsilon \otimes F$ that are right $H$-comodule algebras over the $R$-bialgebroids $H = F^\infty \otimes F$. The bialgebroid appearing here is the same structure that is associated to $F$ by Tannaka duality [7]. The $R$-dual of $H$ as a coring is the ring $\text{Nat}(F,F)$ of endo-natural transformations of the ‘long’ forgetful functor $F : C \to rM_R \to \text{Ab}$.

We discuss two special, finitary cases of the construction. In the first, the extension $\rho : B \to A$ will be right adjoint in the 2-category $\text{Ring}$ (see below). We show that this is the same thing as a Kleisli construction in $\text{Ring}$. In the second, the category $C$ is generated by direct summand diagrams from a single right adjoint endomorphism. This latter case ‘generalizes’ the concept of fusion category in the non-semisimple direction although the category is restricted to be a category of endomorphisms of a ring. In both cases the field algebra is a right $H$-Galois extension of the observable algebra $B$ where the symmetry object $H = F^\infty \otimes F$ is a right $R$-bialgebroid that is finite projective as left $R$-module.

In the rest of this Introduction we summarize some prevalent concepts we use throughout the paper.

1.1. The 2-category of rings. Let $\text{Ring}$ be the 2-category in which the objects are the small rings and the hom-categories $\text{Ring}(A,B)$ are defined as follows. The objects in $\text{Ring}(A,B)$ are the ring homomorphisms (called morphisms for short) from $A$ to $B$ and the hom sets $\text{Hom}(\alpha,\beta)$, for each parallel pair of morphisms $A \to B$, consist of those $t \in B$ which satisfy the intertwiner relation: $t\alpha(a) = \beta(a)t$ for all $a \in A$. Since the (vertical) composition in the hom-category $\text{Ring}(A,B)$ is just multiplication in $B$, it is tempting to denote the composite arrow $\alpha \xrightarrow{t} \beta \xrightarrow{\gamma} \gamma$ simply by the element $st \in B$. In this way the notation will somewhat hide the categorical structure but the benefit is brevity. Horizontal composition for morphisms $A \xrightarrow{\sigma} B \xrightarrow{\rho} C$ is just composition of homomorphisms, denoted by juxtaposition, $\rho \odot \sigma := \rho \sigma$. Horizontal composition for intertwiners $r : \rho_1 \to \rho_2 : B \to C$ and $s : \sigma_1 \to \sigma_2 : A \to B$ is defined by $r \otimes s := r\rho_1(s) \equiv \rho_2(s)r : \rho_1\sigma_1 \to \rho_2\sigma_2 : A \to C$.

This 2-category embeds into the 2-category $\text{Ab-Cat}$ of small $\text{Ab}$-categories as the full sub-2-category generated by the objects that are 1-object categories. Indeed, a (small) ring is nothing but a 1-object category enriched over $\text{Ab}$ and a ring homomorphism is just and additive functor between such categories. Natural transformations $\varphi \to \psi : A \to B$ have therefore a single component which, being an arrow of $B$, is just an element $t \in B$ for which the naturality condition takes the form of the intertwiner relation.

For any ring $B$ the endo-category $\text{Ring}(B,B)$, the objects of which are the ring endomorphisms of $B$, is a strict monoidal category with unit object $\iota_B := \text{id}_B$. Full monoidal subcategories $C$ of this endo-category will be the subject of interest for this paper.

As in any 2-category, one says that the 1-cell $\lambda : A \to B$ is left adjoint to the 1-cell $\rho : B \to A$ if there exist 2-cells $e : \lambda\rho \to B$, $m : A \to \rho\lambda$ such that $\rho(e)m = 1_A$ and $e\lambda(m) = 1_B$. This situation is denoted by $\lambda \dashv \rho$. 
For parallel adjunctions \( m_i, e_i : \lambda_i \vdash \rho_i : B \to A, i = 1, 2 \) we denote by \( (\ )_\prec \) the isomorphism
\[
\text{Hom}(\rho_2, \rho_1) \cong \text{Hom}(\lambda_1, \lambda_2), \quad t \mapsto t_\prec := e_1 \lambda_1(t) \lambda_2(m_2)
\]
and by \( (\ )_\succ \) its inverse. If the 1-cells in question all have left adjoints then \( (\ )_\prec \) extends to a contravariant and antimodal fully faithful endofunctor.

1.2. **The preorder \( 2 \)-category.** For parallel 1-cells \( \rho, \sigma : A \to B \) in \( \text{Ring} \) we define the relation
\[
\rho \leq \sigma \text{ if } \exists \rho \xrightarrow{b_i} \sigma \xleftarrow{a_i} \rho \text{ such that } \sum a_i b_i = 1_B.
\]
and call the diagram \( \rho \xrightarrow{b_i} \sigma \xleftarrow{a_i} \rho \) a direct summand diagram.

If direct sums exist in \( \text{Ring}(A, B) \) then \( \rho \leq \sigma \) iff \( \rho \) is a direct summand of a finite direct sum of copies of \( \sigma \).

Composing direct summand diagrams we see that for three parallel 1-cells \( \rho \leq \sigma \) and \( \sigma \leq \tau \) imply \( \sigma \leq \tau \). Also, the trivial direct summand diagram yields \( \rho \leq \rho \) for all 1-cells. Therefore \( \leq \) is reflexive and transitive. We denote by \( \mathcal{P}(A, B) \) the preorder obtained in this way on the object set of the category \( \text{Ring}(A, B) \). For 1-cells \( \rho_1, \rho_2 : B \to C \) and \( \sigma_1, \sigma_2 : A \to B \) we have the implication
\[
\rho_1 \leq \rho_2 \text{ and } \sigma_1 \leq \sigma_2 \quad \Rightarrow \quad \rho_1 \sigma_1 \leq \rho_2 \sigma_2
\]
which can be seen by tensoring the two direct summand diagrams. This implication defines the horizontal product of a 2-category \( \mathcal{P} \) in which the hom-categories are the preorders \( \mathcal{P}(A, B) \).

In particular, for each object \( A \) the preorder \( \mathcal{P}(A, A) \) is a monoidal preorder. A monoid in this preorder is a 1-cell \( \mu : A \to A \) such that \( \mu \mu \leq \mu \) and \( \iota_A \leq \mu \).

The preordering is compatible with adjunctions in the following sense. If \( \lambda_1 \vdash \rho_1 \) and \( \lambda_2 \vdash \rho_2 \) then \( \lambda_1 \leq \lambda_2 \) iff \( \rho_1 \leq \rho_2 \). This follows by applying adjunction \( (\ )_\prec \) or \( (\ )_\succ \) to the direct summand diagrams.

The equivalence relation induced by the preordering \( \leq \) is denoted by \( \sim \), i.e., \( \rho \sim \sigma \) if \( \rho \leq \sigma \) and \( \sigma \leq \rho \). The following result belongs to standard Morita theory and therefore stated without proof.

**Lemma 1.2.1.** Let \( \rho \) and \( \sigma \) be parallel 1-cells in \( \text{Ring} \). Then vertical composition induces bimodule structures over the rings \( R = \text{End} \rho \) and \( S = \text{End} \sigma \) on the following hom-groups:
\[
\begin{align*}
\rho S & \text{ and } sU \text{ are finitely generated projective.} \\
\rho V \text{ and } U_R \text{ are generators.} \\
\rho U_R & \cong \text{Hom}_S(V, S) \text{ and } R V_S \cong \text{Hom}_S(U, S). \\
\text{Left and right actions of } R \text{, respectively, define ring isomorphisms } R \to \text{End}_S(V) \text{ and } R \to \text{End}_S(U). \\
\text{If in addition } \sigma \leq \rho \text{ then } R \text{ and } S \text{ are Morita equivalent rings.}
\end{align*}
\]

1.3. **Why rings?** The question may arise why we consider rings instead of \( k \)-algebras over a field or commutative ring \( k \). That is to say, why do we restrict the theory to such an ‘extreme’ base ring as \( \mathbb{Z} \)? In fact we do not. More precisely, there is a point of view from which the contrary is true. Replacing \( \text{Ab} \) with some \( \text{M}_k \) and, accordingly, all \( \text{Ab} \)-categories and \( \text{Ab} \)-functors with \( k \)-linear ones, would be the restriction. This point of view is that of AQFT according to which everything relevant should be reconstructable from the observable data \( \langle B, C \rangle \). If for example
$B$ has a $K$-algebra structure and we consider for $C$ a full subcategory of $\text{Ring}(B, B)$ which contains as objects only $K$-linear endomorphisms then $C$ will be automatically $K$-linear as well as the functor $\Upsilon$. Therefore taking only $K$-linear fiber functors $F$ the field algebra construction will lead us to $K$ algebra maps $\rho : B \to A$. Since our steps never explicitly use $K$, forgetting it, we may work on the $\text{Ab}$-level and leave it to the specific physical problem and probably to additional, as yet unknown, principles to decide which $k$ is the best ground ring. This attitude is taken when we consider essentially strong monoidal functors $F$ to $\text{Ab}$ instead of strong monoidal ones to some bimodule category and determine the (noncommutative) ground ring $R$ as the image under $F$ of the unit monoid.

2. Extensions of $B$ and fiber functors on $C$

Our starting point is a small monoidal $\text{Ab}$-category $C$ which is embedded as a full monoidal subcategory of $\text{Ring}(B, B)$ for some ring $B$. The characterizing property of such categories $C$ is the existence of certain Abelian group valued presheaves $\Upsilon$ on $C$ in terms of which the field algebra construction can be written as briefly as $\Upsilon \otimes C$.

2.1. The basic presheaf on $C$.

**Proposition 2.1.1.** For a monoidal $\text{Ab}$-category $C$ to be embedable, as a (full) monoidal subcategory, into some endo-category of $\text{Ring}(B, B)$ it is necessary and sufficient to exist a faithful, additive, essentially strong monoidal functor $\Upsilon : C^{\text{op}} \to \text{Ab}$ such that in its canonical factorization $C^{\text{op}} \to B\text{M}_B \to B\text{M} \to \text{Ab}$ the $C^{\text{op}} \to B\text{M}$ part has constant object map (and the strong part $C^{\text{op}} \to B\text{M}_B$ is full). Here $B$ denotes the image of the identity monoid under the functor.

**Proof. Necessity:** For a ring $B$ let $C$ be a monoidal subcategory of $\text{Ring}(B, B)$. Define $\Upsilon : C^{\text{op}} \to \text{Ab}$ as the functor with constant object map $\Upsilon(\alpha) = B \forall \alpha \in \text{ob}C$ and for $t \in C(\alpha, \beta)$ let $\Upsilon(t) : B \to B$ be right multiplication by $t$. We set the following monoidal structure

\[
\Upsilon_{\alpha, \beta} : B \otimes B \to B, \quad b_1 \otimes b_2 \mapsto b_1 \alpha(b_2)
\]

\[
\Upsilon_0 : \mathbb{Z} \to B, \quad 1 \mapsto 1_B.
\]

Clearly, $\Upsilon$ is a faithful additive functor. As for the monoidality, the associativity and unitality constraints can be easily verified. Naturality of $\Upsilon_{\alpha, \beta}$ for $\alpha \mapsto \alpha'$ and $\beta \mapsto \beta'$ follows from the identity $b_1 \alpha'(b_2) \alpha(s) = b_1 t \alpha(b_2 s)$. That this monoidal structure is essentially strong means that $\Upsilon_{\alpha, \beta}$ is a coequalizer in

\[
\begin{array}{ccc}
\Upsilon(\alpha) \otimes \Upsilon(\iota) \otimes \Upsilon(\beta) & \xrightarrow{1 \otimes \Upsilon_{\iota, \beta}} & \Upsilon(\iota) \otimes \Upsilon(\beta) \\
\Upsilon_{\alpha, \iota} \otimes 1 & \xrightarrow{\Upsilon_{\alpha, \iota} \otimes 1} & \Upsilon(\alpha) \otimes \Upsilon(\beta) \\
\end{array}
\]

\[
\xrightarrow{\Upsilon_{\alpha, \iota} \otimes 1}
\]

In our present situation $\Upsilon(\iota)$ is the ring $B$ with multiplication $\Upsilon_{\iota, \iota}$ and for every object $\alpha$ the $\Upsilon(\alpha)$ is the underlying Abelian group of a $B$-$B$-bimodule $\tilde{\Upsilon}(\alpha)$ with regular action $\Upsilon_{\iota, \alpha}$ from the left and with $\alpha$-twisted regular action $\Upsilon_{\alpha, \iota}$ from the right. Therefore the above diagram is nothing but the coequalizer defining the tensor product $B_\alpha \otimes_B B_\beta \cong B_{\alpha\beta}$ of the appropriate $B$-$B$-bimodule structures on
B. Note that the \((\mathcal{T}(\alpha), \mathcal{T}_{\ast,\alpha})\) being the left regular \(B\)-module for all \(\alpha\) means that not only \(\mathcal{Y}\) has constant object map but its \(\mathcal{C}^{\mathcal{op}} \rightarrow \mathcal{B} \mathcal{M}\) factor as well. (Since every bimodule map \(\mathcal{Y}(\beta) \rightarrow \mathcal{Y}(\alpha)\) is right multiplication on \(B\) with an intertwiner \(\alpha \rightarrow \beta\), if \(\mathcal{C} \subset \mathcal{R}(B,B)\) is a full subcategory then \(\mathcal{Y}\) is full.)

**Sufficiency:** Let \(\mathcal{C}\) be any monoidal \(\mathcal{A}\)-category, not necessarily strict. We denote the coherence isomorphisms for associativity and unitality (of \(\mathcal{C}\)) by \(a_{\alpha, \beta, \gamma}\) and \(l_{\alpha}, r_{\alpha}\), respectively. For \(U : \mathcal{C}^{\mathcal{op}} \rightarrow \mathcal{A}\) a functor of the required type we can construct the ring \(B := \langle U(\alpha), U(1_{\mathcal{B}}) \circ U_{\ast,\alpha}, U_{0} \rangle\) and the \(B\)-\(B\)-bimodules \(\hat{U}(\alpha) := \langle U(\alpha), U(1_{\mathcal{B}}) \circ U_{\ast,\alpha}, U(x^{-1}) \circ U_{\ast,\alpha} \rangle\). Then by assumption each \(\hat{U}(\alpha)\), as a left \(B\)-module, is the left regular module \(\hat{B}B\). Therefore the right \(B\)-action must be of the form \(x \cdot b = x\hat{\alpha}(b), x \in U(\alpha) = B, b \in B\) for some ring endomorphism \(\hat{\alpha}\) of \(B\). For arrows \(t \in \mathcal{C}(\alpha, \beta)\) the \(U(t)\) lifts to a \(B\)-\(B\)-bimodule map \(\hat{U}(t) : \hat{U}(\beta) \rightarrow \hat{U}(\alpha)\) which means that \(U(t)\) is right multiplication by an element \(\hat{t} \in B\) such that \(y\hat{\alpha}(b) = y\hat{\beta}(b)\hat{t}\) for all \(y \in U(\beta) = B\) and \(b \in B\). This proves that \(\hat{t}\) is an arrow \(\hat{\alpha} \rightarrow \hat{\beta}\) in \(\mathcal{R}(B, B)\) and the construction \(\sim\) provides a functor from \(\mathcal{C}\) to \(\mathcal{R}(B, B)\). This functor is faithful since \(\hat{t} = 0\) implies \(U(t) = 0\) but \(U\) is faithful. This functor is monoidal since \(\hat{U}(\alpha) \otimes \hat{U}(\beta) \cong \hat{U}(\alpha \otimes \beta)\) implies \(\hat{\alpha}\hat{\beta} = \hat{\alpha}\hat{\beta}\).

(Since right multiplication with any intertwiner \(\alpha \rightarrow \beta\) produces a bimodule map \(\hat{U}(\beta) \rightarrow \hat{U}(\alpha)\), if \(\hat{U}\) is full then \(\sim\) is full.)

### 2.2. Cross products of \(B\) with fiber functors

We recall the \(\mathcal{A}\)-version of the definition \([\mathcal{H}]\) of the tensor product of a contravariant and a covariant functor. For a small \(\mathcal{A}\)-category \(\mathcal{C}\) and a pair of additive functors \(\mathcal{Y} : \mathcal{C}^{\mathcal{op}} \rightarrow \mathcal{A}\) and \(F : \mathcal{C} \rightarrow \mathcal{A}\) one defines the Abelian group \(\mathcal{Y} \otimes \mathcal{C}F\), called the tensor product of \(\mathcal{Y}\) and \(F\), as the coequalizer

\[
\begin{align*}
\coprod_{\alpha, \beta \in \mathcal{C}\text{ob}} \mathcal{Y}(\beta) \otimes \mathcal{C}(\alpha, \beta) \otimes F(\alpha) & \xrightarrow{L} \coprod_{\alpha \in \mathcal{C}\text{ob}} \mathcal{Y}(\alpha) \otimes F(\alpha) \\
& \xrightarrow{\mathcal{C}Y.F} \mathcal{Y} \otimes F
\end{align*}
\]

in \(\mathcal{A}\) where the maps \(L, R\) are defined by

\[
\begin{align*}
L \circ i_{\alpha, \beta}(y \otimes t \otimes x) &= i_{\alpha}(\mathcal{Y}(t)y \otimes x) \\
R \circ i_{\alpha, \beta}(y \otimes t \otimes x) &= i_{\beta}(y \otimes F(t)x)
\end{align*}
\]

for \(x \in F(\alpha), y \in \mathcal{Y}(\beta)\) and \(t \in \mathcal{C}(\alpha, \beta)\). Equivalently, \(\mathcal{Y} \otimes F\) is the coend of the functor \(\mathcal{Y} \otimes F : \mathcal{C}^{\mathcal{op}} \times \mathcal{C} \rightarrow \mathcal{A}\). Notice that for representable \(\mathcal{Y}\) the tensor product reduces to

\[
\mathcal{C}(\mathcal{Y}, \alpha) \otimes F(\alpha) \cong F(\alpha), \quad \alpha \in \mathcal{C}\text{ob}.
\]

Based on this observation one can show \([\mathcal{H}]\) that the functor \(\mathcal{Y} \otimes F\) is the left Kan extension of \(F\) along the Yoneda embedding \(\mathcal{Y} \otimes F : \mathcal{C} \rightarrow \mathcal{A}\).

In order to understand the sense in which \(\otimes\) is a tensor product let us derive the corresponding hom-tensor relation. Let \(\mathcal{Z}\) be an Abelian group and define the (covariant) functor \(\mathcal{A}(\mathcal{Y}, \mathcal{Z}) : \mathcal{C} \rightarrow \mathcal{A}\) the object map of which is \(\alpha \mapsto \mathcal{A}(\mathcal{Y}(\alpha), \mathcal{Z})\). If \(F : \mathcal{C} \rightarrow \mathcal{A}\) is any \(\mathcal{A}\)-functor then a natural transformation \(\nu : F \rightarrow \mathcal{A}(\mathcal{Y}, \mathcal{Z})\) is a collection of group homomorphisms \(\nu_{\alpha}\) satisfying

\[
\nu_{\beta}(F(t)x)(y) = \nu_{\alpha}(x)(\mathcal{Y}(t)y), \quad y \in \mathcal{Y}(\beta), \quad t \in \mathcal{C}(\alpha, \beta), \quad x \in F(\alpha).
\]
In other words, using \( \text{Ab}(F(\alpha), \text{Ab}(\Upsilon(\alpha), Z)) \cong \text{Ab}(\Upsilon(\alpha) \otimes F(\alpha), Z) \), we have a collection of maps \( \tilde{\nu}_\alpha : \Upsilon(\alpha) \otimes F(\alpha) \to Z \) such that

\[
\tilde{\nu}_\beta(y \otimes F(t)x) = \tilde{\nu}_\alpha(\Upsilon(t)y \otimes x), \quad y \in \Upsilon(\beta), \ t \in \mathcal{C}(\alpha, \beta), \ x \in F(\alpha).
\]

This means precisely that

\[
\tilde{\mu} := \prod_{\alpha \in \text{ob} \mathcal{C}} \tilde{\nu}_\alpha : \prod_{\alpha \in \text{ob} \mathcal{C}} \Upsilon(\alpha) \otimes F(\alpha) \to Z
\]

satisfies \( \tilde{\mu} \circ \mathcal{L} = \tilde{\mu} \circ \mathcal{R} \). The unique \( \mu : \Upsilon \otimes F \to Z \) for which \( \mu \circ c_{\Upsilon, F} = \tilde{\mu} \) yields therefore an isomorphism of Abelian groups

\[
(2.3) \quad \text{Nat}(F, \text{Ab}(\Upsilon, Z)) \cong \text{Ab}(\Upsilon \otimes F, Z), \quad \nu \mapsto \mu
\]

for each Abelian group \( Z \). Naturality in \( Z \in \text{Ab} \) and in \( F \in \text{Fun}(\mathcal{C}, \text{Ab}) \) can be easily verified. In this way we have constructed a functor \( \Upsilon \otimes \_ : \text{Fun}(\mathcal{C}, \text{Ab}) \to \text{Ab} \) which has a right adjoint.

In a similar way one can show that \( \_ \otimes F \) as a functor \( \text{Add}(\mathcal{C}^{\text{op}}, \text{Ab}) \to \text{Ab} \) also has a right adjoint, namely the functor \( \hat{X} \mapsto \text{Ab}(\hat{X}, X) \).

In case of \( \mathcal{C} \) is a monoidal category and both \( \Upsilon \) and \( F \) are monoidal functors the tensor product \( \Upsilon \otimes F \) becomes a monoid in \( \text{Ab} \). As a matter of fact, we can define multiplication on rank-1 elements \( y \otimes x \) by

\[
(2.4) \quad (y_1 \otimes x_1)(y_2 \otimes x_2) := \Upsilon_{\alpha, \beta}(y_1 \otimes y_2) \otimes F_{\alpha, \beta}(x_1 \otimes x_2)
\]

for \( x_1 \in F(\alpha), \ x_2 \in F(\beta), \ y_1 \in \Upsilon(\alpha), \ y_2 \in \Upsilon(\beta) \).

Let us check that it is well-defined: If \( x_1 = F(t)x'_1 \) for some \( t : \alpha' \to \alpha \) and \( x'_1 \in F(\alpha') \) and also \( x_2 = F(s)x'_2 \) for some \( s : \beta' \to \beta \) and \( x'_2 \in F(\beta') \), then, introducing \( y'_1 := \Upsilon(t)y_1, \ y'_2 := \Upsilon(s)y_2 \) we find that

\[
\Upsilon_{\alpha, \beta}(y_1 \otimes y_2) \otimes F_{\alpha, \beta}(x_1 \otimes x_2) = \Upsilon_{\alpha, \beta}(y'_1 \otimes y'_2) \otimes F(t \otimes s)F_{\alpha', \beta'}(x'_1 \otimes x'_2)
\]

\[
= \Upsilon(t \otimes s)\Upsilon_{\alpha, \beta}(y_1 \otimes y_2) \otimes F_{\alpha', \beta'}(x'_1 \otimes x'_2)
\]

\[
= \Upsilon_{\alpha', \beta'}(y'_1 \otimes y'_2) \otimes F_{\alpha', \beta'}(x'_1 \otimes x'_2)
\]

Associativity follows from the associativity constraints on \( \Upsilon_2 \) and \( F_2 \). The unit element of \( \Upsilon \otimes F \) is \( \Upsilon_0(1) \otimes F_0(1) \). Since the image of the unit object \( \imath \in \mathcal{C} \) of any monoidal \( \text{Ab} \)-functor \( \mathcal{C} \to \text{Ab} \) is a ring, the ring \( \Upsilon \otimes F \) is endowed with two ring homomorphisms

\[
(2.5) \quad \rho_F : \Upsilon(\imath) \to \Upsilon \otimes F, \quad b \mapsto b \otimes F_0(1)
\]

\[
(2.6) \quad \pi_F : F(\imath) \to \Upsilon \otimes F, \quad r \mapsto \Upsilon_0(1) \otimes r.
\]

**Definition 2.2.1.** For a ring \( B \) and a full monoidal subcategory \( \mathcal{C} \) of \( \text{Ring}(B, B) \) let \( \Upsilon \) be the basic presheaf of Proposition 2.11. Then for any additive monoidal functor \( F : \mathcal{C} \to \text{Ab} \) we define the field algebra \( A \) as the ring \( \Upsilon \otimes F \) and call the ring homomorphism \( \rho_F : B \to A \) of \( \text{Fun}(\mathcal{C}, \text{Ab}) \) the field algebra extension of \( B \) associated to \( F \).
For a field algebra the general coequalizer defining $\mathcal{C} \otimes F$ specializes to

$$B \otimes \prod_{\alpha, \beta \in \text{ob} \mathcal{C}} \text{Hom}(\alpha, \beta) \otimes F(\alpha) \xrightarrow{L} B \otimes \prod_{\alpha \in \text{ob} \mathcal{C}} F(\alpha) \xrightarrow{R} A.$$ 

Therefore the elements of $A$ are finite sums of words $b \otimes x$ with $b \in B$, $x \in F(\alpha)$, $\alpha \in \text{ob} \mathcal{C}$ subject to the relations

$$(2.7) \quad bt \otimes x = b \otimes F(t)x \quad \text{for } b \in B, \ t \in \mathcal{C}(\alpha, \beta), \ x \in F(\alpha).$$

For elements of $\mathcal{C} \otimes F$ we shall use the alternative and more informative notation $b \otimes x$ for $b \otimes x$ if $x$ belongs to $F(\alpha)$. Then multiplication on $A$ takes the form

$$(2.8) \quad (b \otimes x)(b' \otimes x') = b\alpha(b') \otimes F_{\alpha, \beta}(x \otimes x').$$

The unit element is $1_A = 1_B \otimes 1_R$ where $1_R = F_0(1)$ is the unit of the ring $R := F(i)$ with multiplication $F_{i,i}$. The field algebra $A$ is always an $R$-ring by the ring homomorphism $2.6$ such that $\pi_F(R)$ commutes with $\rho_F(B)$.

2.3. When direct sums exist. Roberts’ original definition of the field algebra is formulated in terms of certain equivalence classes of triples $(b, \alpha, x), \alpha \in \text{ob} \mathcal{C}, b \in B$, $x \in F(\alpha)$ and it uses the existence of direct sums in $\mathcal{C}$ to show that equivalence classes can be added. On the other hand, the coequalizer $2.1$ is automatically an Abelian group even if $\mathcal{C}$ has no direct sums. Nevertheless, it is not obvious why the two definitions coincide in the case when $\mathcal{C}$ has direct sums. This Subsection is devoted clarifying this point. Note that monoidality plays no role in the argument.

The category $\text{Ring}(A, B)$ is never additive if $B \neq 0$ since it is lacking a zero object. But it can have binary direct sums and this depends only on the structure of the ring $B$. Namely, $\text{Ring}(A, B)$ has direct sums of any pair of objects iff it has a direct sum for a single pair of objects iff there exist elements $p_1, p_2, i_1, i_2 \in B$ such that $p_1 i_1 = p_2 i_2 = 1_B$, $p_1 i_2 = p_2 i_1 = 0$ and $i_1 p_1 + i_2 p_2 = 1_B$ if and only if $B \oplus B \cong B$ as left (or right) $B$-modules. In particular, if $\text{Ring}(B, B)$ has direct sums then $B$ is necessarily lacking Invariant Base Number.

Assume $B(B \oplus B) \cong B B$ and let $\mathcal{C} \subset \text{Ring}(B, B)$ be a full subcategory closed under direct sums. Then for any additive functor $F : \mathcal{C} \rightarrow \text{Ab}$ the elements of the Abelian group $\mathcal{C} \otimes F$ are all rank 1 tensors. As a matter of fact,

$$b_1 \otimes x_1 + b_2 \otimes x_2 = b_1 p_1 \otimes F(i_1) x_1 + b_2 p_2 \otimes F(i_2) x_2 = (2.9) \quad = (b_1 p_1 + b_2 p_2) \otimes (F(i_1) x_1 + F(i_2) x_2)$$

where $p_1, p_2, i_1, i_2$ are chosen as above and $\sigma(b) := i_1 \alpha(b) p_1 + i_2 \beta(b) p_2$ is a direct sum of $\alpha$ and $\beta$. 

\footnote{We use ‘binary’ instead of ‘finite’ since the latter is usually meant to include the case of a zero number of terms which, for direct sums, would correspond to the zero object.}
This suggests that in the presence of direct sums the $\Upsilon \otimes F$ could be computed using $\text{Set}$-valued functors. Consider the coequalizer (2.1) in $\text{Set}$, i.e., with coproduct replaced by disjoint unions and $\otimes$ by Cartesian product $\times$ of sets. Then one can recognize the tensor product as the colimit

$$(2.10) \quad \Upsilon \times F = \text{colim} \left( (\text{Elt} \, \Upsilon)^{\text{op}} \xrightarrow{\phi} C \xrightarrow{F} \text{Ab} \xrightarrow{\mu} \text{Set} \right)$$

where $\text{Elt} \, \Upsilon$ is the category of elements of $\Upsilon$. This category has the pairs $(\alpha, b)$ as its objects, where $\alpha \in \text{ob} \, C$ and $b \in B$, and its arrows $(\alpha, b) \xrightarrow{i} (\beta, b')$ are those arrows $t \in C(\beta, \alpha)$ for which $bt = b'$. This category is equipped with the obvious forgetful functor $\phi^{\text{op}}$ to $C^{\text{op}} = \text{dom} \, \Upsilon$. The colimit itself is the set $\pi_0(\text{Elt} \, \Upsilon F \phi)$ of connected components in the category of elements of the composite $(\text{Elt} \, \Upsilon)^{\text{op}} \rightarrow \text{Set}$. The objects in the latter category are the triples $(b, \alpha, x)$, $\alpha \in \text{ob} \, C$, $b \in B$, $x \in F(\alpha)$, and the arrows $(b, \alpha, x) \xrightarrow{i} (b', \beta, x')$ are the $t \in C(\alpha, \beta)$ such that $b = b'\,t$ and $F(t)x = x'$. Two objects are called connected when there is a zig-zag of arrows $\xrightarrow{\sigma, a} \xleftarrow{\sigma, a'} \xrightarrow{\beta, b} \xleftarrow{\beta, b'}$ from one to the other. The colimiting cone from the functor $\Upsilon F \phi$ is therefore given by

$$(2.11) \quad \tau_{(\alpha, b)} : \Upsilon F \phi(\langle \alpha, b \rangle) \rightarrow \pi_0(\text{Elt} \, \Upsilon F \phi), \quad x \mapsto [b, \alpha, x]$$

where $[b, \alpha, x]$ denotes the equivalence class, i.e., connected component of the object $\langle b, \alpha, x \rangle$. Our task is therefore to show that $\tau$ is underlying a colimiting cone in $\text{Ab}$ provided $C$ has binary direct sums.

Let us assume that $C$ has binary direct sums. If

$$\alpha \xrightarrow{i} \sigma \xleftarrow{i'} \beta$$

is a direct sum diagram in $C$ then

$$(2.12) \quad (\alpha, b) \xrightarrow{i} (\sigma, a) \xleftarrow{i'} (\beta, b')$$

with $a = bp + b'p'$, is a product diagram in $\text{Elt} \, \Upsilon$. Therefore $\text{Elt} \, \Upsilon$ has binary products. In the next Lemma $\mathcal{I}$ refers to the category $(\text{Elt} \, \Upsilon)^{\text{op}}$.

**Lemma 2.3.1.** Let $\mathcal{I}$ be a small category with binary coproducts and let $X : \mathcal{I} \rightarrow \text{Ab}$ be any functor. If $\tau_0 : \mathcal{U}X(\mathcal{I}) \rightarrow A$, $\mathcal{O} \in \text{ob} \, \mathcal{I}$, is a colimiting cone in $\text{Set}$ from $\mathcal{U}X$ then $\tau$ is the image under $\mathcal{U}$ of a colimiting cone in $\text{Ab}$ from $X$.

**Proof.** The colimit of $\mathcal{U}X$ has the canonical presentation as a set of equivalence classes in a disjoint union

$$A = \bigsqcup_{\mathcal{O} \in \text{ob} \, \mathcal{I}} \mathcal{U}X(\mathcal{O}) \bigg/ \sim \quad \text{where}$$

$$\langle O, x \rangle \sim \langle O', x' \rangle \quad \text{means the existence of arrows in } \text{Elt} \mathcal{U}X$$

$$\langle O, x \rangle = e_0 \rightarrow e_1 \leftarrow e_2 \rightarrow e_3 \leftarrow ... \leftarrow e_{2n} = \langle O', x' \rangle$$

with colimiting cone $\tau_0 : \mathcal{U}X(\mathcal{I}) \rightarrow A$, $x \mapsto [O, x]$ and with $[O, x]$ denoting the equivalence class of $\langle O, x \rangle$.

At first we define addition on the set $A$ by

$$(2.13) \quad [O_1, x_1] + [O_2, x_2] := [O, X(u_1)x_1 + X(u_2)x_2]$$
where \( O_1 \xrightarrow{u_1} O \xrightarrow{u_2} O_2 \) is a coproduct diagram in \( \mathcal{I} \). In order to see that this is well-defined let \( O'_1 \xrightarrow{t_1} O' \xrightarrow{t_2} O'_2 \) be another coproduct diagram and let \( t_i : O'_i \rightarrow O_i \), \( x'_i \in X(O'_i) \), \( i = 1, 2 \) be such that \( X(t_i)x'_i = x_i \) for \( i = 1, 2 \). Then the unique arrow \( s \) in the diagram
\[
\begin{array}{ccc}
O'_1 & \xrightarrow{u_1} & O' & \xrightarrow{u_2} & O'_2 \\
\downarrow t_1 & & \downarrow s & & \downarrow t_2 \\
O_1 & \xrightarrow{u_1} & O & \xrightarrow{u_2} & O_2 
\end{array}
\]
yields an arrow \( \langle O', X(v_1)x'_1 + X(v_2)x'_2 \rangle \xrightarrow{s} \langle O, X(u_1)x_1 + X(u_2)x_2 \rangle \) in the category \( \Elt \mathcal{U} \mathcal{X} \). Indeed, \( X(s)(X(v_1)x'_1 + X(v_2)x'_2) = X(u_1)x_1 + X(u_2)x_2 \). This suffices to see that the addition (2.13) does not depend on the choice of the representant and with addition rule component \( \tau \) redundantly labelled by \( y \) in the diagram
\[\xymatrix{O \ar[r]^y & \mathcal{C}_1 \ar[r]^s & \mathcal{C}_2 \ar[r]^t & O} \]
where \( \mathcal{C}_1 \) is the coproduct diagram in \( \mathcal{C} \) with a natural addition rule. But how is \( \text{colim} \mathcal{U} \mathcal{F} \phi \) the colimit of the Abelian group \( \text{colim} \mathcal{U} \mathcal{F} \phi \) constructed?

The next step is to show that the colimiting cone \( \tau \) can be lifted to \( \text{Ab} \), i.e., each component \( \tau_O \) is additive. This follows from that for a coproduct \( O \xrightarrow{u_1} S \xrightarrow{u_2} O \) we can take the codiagonal \( s : S \rightarrow O \) defined by \( su_i = O \), \( i = 1, 2 \), hence
\[
\tau_O(x_1) + \tau_O(x_2) = [S, X(u_1)x_1 + X(u_2)x_2] =
\]
\[
= [O, X(s)(X(u_1)x_1 + X(u_2)x_2)] = [O, x_1 + x_2] =
\]
\[
\tau_O(x_1 + x_2), \quad x_1, x_2 \in X(O).
\]

Therefore \( \tau \) is a cone from \( X \) to the Abelian group \( A \).

Finally we have to show universality of \( \tau \) in \( \text{Ab} \). Let \( \mu_O : X(O) \rightarrow B \) be any other cone, i.e., each \( \mu_O \in \text{Ab} \) and \( \mu_P \circ X(t) = \mu_O \) for all \( t : O \rightarrow P \). Then the map \( f : A \rightarrow B, f([O, x]) = \mu_O(x) \) is well-defined, additive and satisfies \( f \circ \tau_O = \mu_O \) for all object \( O \) by construction. If \( f' : A \rightarrow B \) also satisfies \( f' \circ \tau_O = \mu_O \) for all \( O \) then \( f'([O, x]) = f' \circ \tau_O(x) = \mu_O(x) = f \circ \tau_O(x) = f([O, x]) \), hence \( f' = f \). \qed

Applying the Lemma to the case \( \mathcal{I} = (\Elt \mathcal{V})^{\text{op}} \) and \( X = F \phi \) we obtain a description of the Abelian group \( \text{colim} \mathcal{U} \mathcal{F} \phi \) as the set \( \mathcal{U}(\text{colim} \mathcal{F} \phi) = \text{colim} \mathcal{U} \mathcal{F} \phi \) endowed with a natural addition rule. But how is \( \mathcal{F} \phi \) related to the tensor product?

Every \( \text{Ab} \)-valued additive functor on the small category \( \mathcal{C}^{\text{op}} \) is the colimit of representables and in a canonical way. This means that \( \mathcal{Y} \) is the colimit
\[
\mathcal{Y} = \text{colim} \left( (\Elt \mathcal{V})^{\text{op}} \xrightarrow{\phi} \mathcal{C} \xrightarrow{\mathcal{Y}} \text{Add}(\mathcal{C}^{\text{op}}, \text{Ab}) \right)
\]
with universal cone
\[
\Omega_{(x, \alpha)} : \mathcal{C}(\bullet, \alpha) \rightarrow \mathcal{Y}
\]
\[
\Omega_{(y, \alpha), \beta} : \mathcal{C}(\beta, \alpha) \rightarrow \mathcal{Y}(\beta), \quad t \mapsto \mathcal{Y}(t)y.
\]

Since \( \_ \otimes \_ \) preserves colimits, the (2.2) implies
\[
\mathcal{Y} \otimes \mathcal{F} = \text{colim} \left( (\Elt \mathcal{V})^{\text{op}} \xrightarrow{\phi} \mathcal{C} \xrightarrow{\mathcal{F}} \text{Ab} \right).
\]

This proves that the tensor product can be presented as a set of elements \( y \otimes x \) redundantly labelled by \( y \in \mathcal{Y}(\alpha) \), \( x \in F(\alpha) \) and \( \alpha \in \text{ob} \mathcal{C} \) with identifications (2.7) and with addition rule
\[
y_1 \otimes x_1 + y_2 \otimes x_2 = (\mathcal{Y}(p_1)y_1 + \mathcal{Y}(p_2)y_2) \otimes (F(i_1)x_1 + F(i_2)x_2)
\]
where \( \sigma \) and \( p_1, p_2, i_1, i_2 \) are as in (2.3).

There are other situations where the tensor product can be computed set theoretically. Let us abandon the assumption that direct sums exist. In its stead assume that \( \Upsilon \) is flat, i.e., that the category of elements \( \text{Elt} \Upsilon \) is cofiltered. (For notions like filtered, cofiltered, flat we use the terminology of [9]). Then there is a well known result [10, 1.10] which replaces Lemma 2.3.1. It states that colimits of functors \( I \to \text{Ab} \to \text{Set} \), with \( I \) small, filtered and \( X \) additive, are underlying a colimit of \( X \). Since then \( \Upsilon \otimes F \) is a filtered colimit, it can be identified with the set of elements \( y \otimes x \) up to the above identifications and with appropriate addition rule.

Alternatively, we may assume that \( F \) is flat. Since the tensor product is also a colimit
\[
\Upsilon \otimes F = \text{colim} \left( (\text{Elt} F)^{\text{op}} \to C^{\text{op}} \xrightarrow{\Upsilon} \text{Ab} \right),
\]
we obtain the same conclusion.

**Corollary 2.3.2.** Let \( C \) be a small \( \text{Ab} \)-category and \( \Upsilon : C^{\text{op}} \to \text{Ab} \), \( F : C \to \text{Ab} \) be additive functors. In either one of the cases

1. \( C \) has binary direct sums
2. \( \Upsilon \) is flat
3. \( F \) is flat

the tensor product \( \Upsilon \otimes F \) defined by (2.3) can be presented as the set of connected components of the graph
\[
\text{ob } \Gamma = \{(y, \alpha, x) \mid y \in \Upsilon(\alpha), x \in F(\alpha), \alpha \in \text{ob } C\}
\]
\[
\Gamma((y, \alpha, x), (y', \beta, x')) = \{t \in C(\alpha, \beta) \mid \Upsilon(t)y' = y, F(t)x = x'\}
\]
equipped with addition rule

1. \( [y_1, \alpha, x_1] + [y_2, \beta, x_2] = [\Upsilon(p_1)y_1 + \Upsilon(p_2)y_2, \sigma, F(i_1)x_1 + F(i_2)x_2] \) where \( \alpha \xrightarrow{i_1} \sigma \xrightarrow{i_2} \beta \) is a direct sum diagram in \( C \)

2. \( [y_1, \alpha, x_1] + [y_2, \beta, x_2] = [u, \sigma, F(i_1)x_1 + F(i_2)x_2] \) where \( \alpha \xrightarrow{i_1} \sigma \xrightarrow{i_2} \beta \) and \( u \in \Upsilon(\sigma) \) are such that \( \Upsilon(i_1)u = y_1 \) and \( \Upsilon(i_2)u = y_2 \)

3. \( [y_1, \alpha, x_1] + [y_2, \beta, x_2] = [\Upsilon(p_1)y_1 + \Upsilon(p_2)y_2, \sigma, z] \) where \( \alpha \xrightarrow{p_1} \sigma \xrightarrow{p_2} \beta \) and \( z \in F(\sigma) \) are such that \( F(p_1)z = x_1 \) and \( F(p_2)z = y_2 \)
in the respective cases.

Returning to our original problem, flatness of the fiber functors \( F \) would be a natural assumption if we were doing Tannaka reconstruction since flatness is the natural replacement for left exactness when the category in question, \( C \), is lacking (all) finite limits. Flatness of \( \Upsilon \), on the other hand, means the following 2 conditions on the ring \( B \) and on the subcategory \( C \subset \text{Ring}(B, B) \) the first of which being automatically satisfied if \( C \) has direct sums:

- For all \( a, b \in B \), \( \alpha, \beta \in \text{ob } C \) there exist \( c \in B \) and \( \alpha \xrightarrow{t} \gamma \xrightarrow{s} \beta \) in \( C \) such that \( ct = a \) and \( cs = b \).
- For all \( b \in B \) and \( t : \gamma \to \beta \) in \( C \) such that \( bt = 0 \) there exist \( a \in B \) and \( e : \beta \to \alpha \) in \( C \) such that \( et = 0 \) and \( ae = b \).
Finishing the Subsection we return to the general case where neither the existence of direct sums nor flatness of $\mathcal{Y}$ or $F$ is assumed. From now on $\mathcal{Y}$ always denotes the basic presheaf of Proposition 2.1.1.

2.4. The forgetful functor of an extension. For a ring morphism $\rho : B \to A$ and for each endomorphism $\alpha : B \to B$ we define two additive subgroups of $A$

(2.15) $F(\alpha) := \text{Hom}(\rho, \rho \alpha) \equiv \{a \in A \mid a \rho(b) = \rho \alpha(b)a, \ b \in B\}$

(2.16) $\bar{F}(\alpha) := \text{Hom}(\rho \alpha, \rho) \equiv \{a \in A \mid a \rho \alpha(b) = \rho(b)a, \ b \in B\}$.

One can easily recognize the $F$-s as the analogues of the ‘Hilbert spaces in the field algebra’ of the Doplicher-Roberts theory: The elements of $F(\alpha)$ are said to ‘create charge $\alpha$’ and those of $\bar{F}(\alpha)$ to ‘annihilate’ it.

**Lemma 2.4.1.** For a morphism $\rho : B \to A$ in $\text{Ring}$ the correspondence $\alpha \mapsto F(\alpha)$ is the object map of a functor $F : \text{Ring}(B, B) \to \text{Ab}$ sending the arrow $t : \alpha \to \beta$ to the map $F(t) : F(\alpha) \to F(\beta)$, $a \mapsto \rho(t)a$. This functor has a monoidal structure given by the natural transformation $F_{\alpha, \beta} : F(\alpha) \otimes F(\beta) \to F(\alpha \beta)$, $a \otimes a' \mapsto aa'$ and by the map $F_0 : Z \to F(1) \equiv R, 1 \mapsto 1_R$.

**Proof.** This is obvious. $\square$

Notice that multiplication in $A$ either from the left or right by elements of $R = \text{End} \rho$ leaves $F(\alpha)$ (and $\bar{F}(\alpha)$) invariant. What is more, the functor $F$ factorizes through $\rho \text{M}_R$ as a monoidal functor. In fact this is not an accident. This is just the canonical factorization of a monoidal functor $[\ ]$ since $R$, as a monoid in $\text{Ab}$, is the image under $F$ of the trivial monoid $1$ of $\mathcal{C}$ and the left and right multiplications by elements of $R$ coincide with the left and right actions of $F_{1,1}$.

The restrictions of $F$ to certain subcategories $\mathcal{C}$ are particularly nice.

**Definition 2.4.2.** An object $\sigma \in \text{ob} \text{Ring}(B, B)$ is called implementable in the extension $\rho : B \to A$ if there exist $f^1, \ldots, f^n \in \text{Hom}(\rho, \rho \sigma)$ and $\bar{f}^1, \ldots, \bar{f}^n \in \text{Hom}(\rho \sigma, \rho)$ such that

$$\rho(\sigma(b)) = \sum_i f^i \rho(b) \bar{f}^i, \ b \in B.$$ 

**Lemma 2.4.3.** $\sigma \in \text{ob} \text{Ring}(B, B)$ is implementable in the extension $\rho : B \to A$ if and only if $\rho \sigma \leq \rho$ where $\leq$ is the preorder introduced in Subsection 1.2.

**Proof.** The implementability relation is equivalent to $\sum_i f^i \bar{f}^i = 1_A$ which in fact means that $\rho \sigma \xrightarrow{\bar{f}^i} \rho \xrightarrow{f^i} \rho \sigma$ is a direct summand diagram. $\square$

**Definition & Lemma 2.4.4.** Let $\text{Imp}(\rho)$ denote the full subcategory of $\text{Ring}(B, B)$ the objects of which are the endomorphisms that are implementable in $\rho$. Then $\text{Imp}(\rho)$ is a monoidal subcategory of $\text{Ring}(B, B)$.

**Proof.** Clearly, $1$ is implementable. If $\rho \sigma \leq \rho$ and $\rho \tau \leq \rho$ then $\rho \sigma \tau \leq \rho \leq \rho$. $\square$

**Proposition 2.4.5.** For a morphism $\rho : B \to A$ let $\mathcal{C}$ be any full monoidal subcategory of $\text{Imp}(\rho)$. Then the restriction of the functor $F = \text{Hom}(\rho, \rho \cdot)$ to $\mathcal{C}$ is an essentially strong monoidal functor $\mathcal{C} \to \text{Ab}$ such that $F(\sigma)$ is finitely generated projective as right module over $R = F(1)$ for each $\sigma \in \text{ob} \mathcal{C}$.
Proof. $F$ is the restriction to $C$ of the monoidal functor defined in Lemma 2.4.1. Therefore $F(\alpha) = \text{Hom}(\rho, \rho \alpha)$ has bimodule structure $r \cdot x \cdot r' = rxr'$ which is finite projective from the right due to $\rho \sigma \leq \rho$ and Lemma 1.2.1(1). Essential strongness of $F$ means that its canonical factorization through $R \otimes M_R$ is a strong monoidal functor $C \rightarrow R \otimes M_R$. The unit of this functor is the identity map $R \rightarrow F(\iota)$ by construction. Invertibility of $F(\alpha) \otimes F(\beta) \rightarrow F(\alpha \beta)$ can be best seen by explicitly constructing its inverse:

$$\text{Hom}(\rho, \rho \alpha \beta) \ni z \mapsto \sum_i q_i \otimes p_i z$$

where $\rho \alpha \overset{p_i}{\rightarrow} \rho \overset{q_i}{\rightarrow} \rho \alpha$ is any direct summand diagram corresponding to the assumption $\rho \alpha \leq \rho$.

\[ \square \]

2.5. The adjunction $\mathcal{E} \dashv \mathcal{F}$. In this subsection we fix a ring $B$ and a full monoidal subcategory $C \subset \text{Ring}(B, B)$ and will show that the construction of extensions of $B$ via fiber functors described in Subsection 2.2 is left adjoint to the construction of fiber functors from extensions as we described in Subsection 2.4.

Let $(B \downarrow \text{Ring})$ be the category the objects of which are the morphisms $\rho : B \rightarrow A$ for some ring $A$ and the arrows $(A, \rho) \rightarrow (A', \rho')$ are the morphisms $\kappa : A \rightarrow A'$ such that $\kappa \rho = \rho'$. $\text{MonFun}(C, \text{Ab})$ denotes the category consisting of additive monoidal functors from $C$ to $\text{Ab}$ as objects and monoidal natural transformations between them as arrows.

The construction of extensions from functors can be described as the functor

\[(2.17) \quad \mathcal{E} : \text{MonFun}(C, \text{Ab}) \rightarrow (B \downarrow \text{Ring})
\]

$$F \mapsto (\Upsilon \otimes F, \rho_F)$$

$$\begin{array}{c}
F : (A, \rho) \mapsto F = \{\alpha \mapsto \text{Hom}(\rho, \rho \alpha)\}
\end{array}$$

where $\rho_F : B \rightarrow \Upsilon \otimes U$ is the morphism defined in (2.5). The construction of functors from extensions in turn is the functor

\[(2.18) \quad \mathcal{F} : (B \downarrow \text{Ring}) \rightarrow \text{MonFun}(C, \text{Ab})
\]

$$\begin{array}{c}
(A, \rho) \mapsto F = \{\alpha \mapsto \text{Hom}(\rho, \rho \alpha)\}
\end{array}$$

where $\rho_F : B \rightarrow \Upsilon \otimes U$ is the morphism defined in (2.5). The construction of functors from extensions in turn is the functor

\[ \begin{array}{c}
(A, \rho) \mapsto F = \{\alpha \mapsto \text{Hom}(\rho, \rho \alpha)\}
\end{array} \]

\[ \begin{array}{c}
(A, \rho) \mapsto \{\nu : a \mapsto \kappa(a)\}
\end{array} \]

\[ \begin{array}{c}
\mathcal{E} \dashv \mathcal{F}
\end{array} \]

\[ \begin{array}{c}
(\mathcal{E} F, \rho) \sim \text{MonFun}(C, \text{Ab})(F, \mathcal{F} \rho)
\end{array} \]

of Abelian groups natural in $F \in \text{MonFun}(C, \text{Ab})$ and in $\rho \in (B \downarrow \text{Ring})$.

Proof. The inverse associates to a monoidal natural transformation $\nu : F(\alpha) \rightarrow \text{Hom}(\rho, \rho \alpha)$ the morphism of extensions $\kappa : \Upsilon \otimes F \rightarrow A$, $b \otimes x \mapsto \rho(b) \nu_x$. \[ \square \]
The components of the unit of the adjunction is the natural transformation \( \eta_F : F \to \mathcal{F} \mathcal{E} F \) with components

\[
(\eta_F)_\alpha : F(\alpha) \to \text{Hom}(\rho_F, \rho_F \alpha), \quad x \mapsto 1_{\alpha} \otimes x.
\]

The counit of the adjunction \( \epsilon_{(A, \rho)} : \mathcal{E} \mathcal{F}(A, \rho) \to (A, \rho) \) is the morphism

\[
\Upsilon \otimes \mathcal{F}(A, \rho) \to A, \quad b \otimes t \mapsto \rho(b)t.
\]

Now we can formulate a universal property of the field algebra extension \( \mathcal{E}(F) \) of \( F : \mathcal{C} \to \text{Ab} \) but only together with the natural map \( \eta_F \) that relates it to the functor \( \mathcal{F} \). Given the construction \( \mathcal{F} \) of fiber functors from extensions of \( B \) and a functor \( F \) a universal arrow \( \{ \rho, \eta \} \) from \( F \) to \( \mathcal{F} \) consists of an extension \( \rho : B \to A \) and a natural transformation \( \eta : F \to \mathcal{F} \rho \) (mapping the elements of \( F \) to elements of \( A \) creating the appropriate charge) such that if \( \rho' : B \to A' \) is any other extension equipped with a natural transformation \( \nu : F \to \mathcal{F} \rho' \) then there is a unique morphism \( \kappa : \rho \to \rho' \) of \( B \)-rings such that \( \mathcal{F} \kappa \circ \eta = \nu \). Of course, such a universal arrow \( \{ \rho, \eta \} \) is necessarily isomorphic to \( \{ \rho_F, \eta_F \} \) defined before.

From the point of view of the adjunction \( \mathcal{E} \dashv \mathcal{F} \) the ‘good’ functors \( F : \mathcal{C} \to \text{Ab} \) are the ones for which \( \eta_F \) is an isomorphism and the ‘good’ extensions \( \rho : B \to A \) are the ones for which \( \epsilon_{\rho} \) is an isomorphism. The full subcategories of \( \text{MonFun}(\mathcal{C}, \text{Ab}) \) and \( (B \downarrow \text{Ring}) \) of ‘good’ functors and extensions, respectively, are equivalent categories by restricting/corestricting \( \mathcal{E} \) and \( \mathcal{F} \). Unfortunately, the ‘good’ functors and extensions seem to be too difficult to analyze in this generality and we have to select a more tractable case of fiber functors.

2.6. **Field algebras with bialgebroid cosymmetry.** Let a morphism \( \rho : B \to A \) be fixed and consider the functor \( F = \text{Hom}(\rho, \rho) : \mathcal{C} \to \text{Ab} \) studied in Subsection 2.4 where \( \mathcal{C} \) is a full monoidal subcategory of \( \text{Imp}(\rho) \). We have seen that \( F \) is essentially strong with strong monoidal part \( \hat{F} : \mathcal{C} \to \text{RMod}_R \) mapping each object \( \alpha \) into a bimodule \( \hat{F}(\alpha) = (F(\alpha), F_\alpha, F_{\alpha, \alpha}) \) which is finitely generated projective as a right \( R \)-module. Let \( F^* : \mathcal{C}^{\text{op}} \to \text{RMod}_R \) be defined by \( F^*(\alpha) := \text{Hom}(\rho \alpha, \rho) \cong \text{Hom}_R(\hat{F}(\alpha), R) \) and let it be given the strong monoidal structure

\[
\begin{align*}
F^*_{\alpha, \beta} : F^*(\alpha) \otimes_R F^*(\beta) &\to F^*(\beta \alpha), \quad f \otimes g \mapsto fg \\
F^*_0 : R &\to F^*(1), \quad r \mapsto r.
\end{align*}
\]

that makes \( F^* \) a strong monoidal functor from \( \mathcal{C}^{\text{op}} \) to \( \text{RMod}_R^{\text{rev}} \), the latter denoting \( \text{RMod}_R \) with reversed (i.e., opposite) monoidal structure. Now we can define the ‘long dual’ \( F^C : \mathcal{C}^{\text{op}} \to \text{Ab} \) as the composite of monoidal functors

\[
\mathcal{C}^{\text{op}} \xrightarrow{F^*} \text{RMod}_R^{\text{rev}} \xrightarrow{\text{Ab}^{\text{rev}}} \text{Ab}
\]

where \( \Sigma \) is the identity functor with monoidal structure consisting of the symmetry \( X \otimes Y \to Y \otimes X \) and the identity arrow \( \mathbb{Z} \to \mathbb{Z} \). This implies that the functor \( F^C \) has monoidal structure

\[
\begin{align*}
F^C_{\alpha, \beta} : F^C(\alpha) \otimes_R F^C(\beta) &\to F^C(\alpha \beta), \quad f \otimes g \mapsto gf \\
F^{C}_0 : \mathbb{Z} &\to R, \quad 1 \mapsto 1_R.
\end{align*}
\]
Proposition 2.6.1. With the above notations the tensor product $H := \hat{F}^\otimes \otimes F$ is a right bialgebroid over $R$ with multiplication rule
\[
(f \otimes x)(g \otimes y) = gf \otimes xy
\]
with source and target maps
\[
s_H: R \to H, \quad r \mapsto 1_{R \otimes i}^R \otimes r
\]
\[
t_H: R^{op} \to H, \quad r \mapsto r \otimes 1_R
\]
and coring structure
\[
\Delta_H: H \to H_R \otimes H, \quad (f \otimes x) \mapsto \sum_i (f \otimes x^i_\alpha) \otimes (f^i_\alpha \otimes x),
\]
\[
\varepsilon_H: H \to R, \quad (f \otimes x) \mapsto fx,
\]
where $\{x^i_\alpha, f^i_\alpha\}$ for $\alpha \in obC$ denote (arbitrary) dual bases for the dual modules $F(\alpha)_R$ and $R F^\otimes(\alpha)$, or, equivalently, direct summand diagrams $\rho_\alpha \to f^i_\alpha \to \rho_\alpha$. Furthermore, the field algebra $\Upsilon \otimes F$ associated to $F$ is a right $H$-comodule algebra with underlying $R$-ring structure given by $\pi_F$ and with $\rho_F(B)$ contained in the coinvariant subalgebra.

Proof. Checking of the right bialgebroid axioms as given, e.g., in [11] is a routine calculation. The $H$-coaction on the field algebra $A = \Upsilon \otimes F$

\[
(2.19) \quad \delta_A : A \to A \otimes H, \quad (b \otimes x) \mapsto \sum_i (b \otimes x^i_\alpha) \otimes (f^i_\alpha \otimes x)
\]
is such that its image factors through the Takeuchi product $A \times^R H$ which is the subbimodule
\[
A \times^R H = \left\{ \sum_i a_i \otimes h_i \in A \otimes H \mid \sum_i r a_i \otimes h_i = \sum_i a_i \otimes t_H(r)h_i, \forall r \in R \right\}.
\]
It is now meaningful to ask multiplicativity of the map $\delta_A$ and the answer is affirmative by the calculation
\[
\delta_A(b \otimes x) \delta_A(b' \otimes x') = \sum_i \sum_j (b \otimes x^i_\alpha)(b' \otimes x^j_\beta) \otimes (f^i_\alpha \otimes x)(f^j_\beta \otimes x')
\]
\[
= \sum_i \sum_j \left( b_\alpha (b') \otimes x^i_\alpha x^j_\beta \right) \otimes \left( f^j_\alpha f^i_\beta \otimes xx' \right)
\]
\[
= \sum_k \left( b_\alpha (b') \otimes x^k_\alpha \beta \right) \otimes \left( f^k_\alpha \otimes xx' \right)
\]
\[
= \delta_A((b \otimes x)(b' \otimes x')).
\]
Since $\delta_A$ preserves the unit obviously, we have shown that $(A, \delta_A)$ is an $H$-comodule algebra. Also, one has $\delta_A(\rho_F(b)) = (b \otimes 1_R) \otimes (1_{R \otimes i}^R \otimes 1_R) = \rho_F(b) \otimes 1_H$ which finishes the proof.
We note that since the tensor product $F^< \otimes F$ is also the coend of $F^< \otimes F$, the bialgebroid $H$ of Proposition 2.6.1 is nothing but an example of the bialgebroid constructed in [7] for general fiber functors.

3. ADJOINT MORPHISMS

The content of this section arises from applying basic categorical constructions to $\text{Ring}$ producing a very elementary but still interesting class of ring extensions.

3.1. GENERATORS FOR A COMONAD IN $\text{Ring}$. A comonad in $\text{Ring}$ consists of a ring $B$ and a comonoid $\langle \gamma, d, e \rangle$ in $\text{Ring}(B,B)$. The latter means that $\gamma : B \to B$ is a ring endomorphism and $d : \gamma \to \gamma^2$ and $e : \gamma \to B$ are intertwiners satisfying (as elements of $B$) the relations: $\gamma(d)d = d^2$, $ed = 1_B = \gamma(e)d$.

The Kleisli category for the comonad $\langle B, \gamma, d, e \rangle$ has a single object since $B$ has only one. Its arrows are all the arrows (i.e., elements) of $B$ but the composition is different. It is the associative operation

$$b_1 \star b_2 := b_1 \gamma(b_2)d$$

for which $e$ serves as the unit. Then $B_\gamma := \langle B, \star, e \rangle$ is a ring and $b \mapsto be$ is a ring homomorphism $\rho : B \to B_\gamma$. It is right adjoint to the Kleisli functor $\lambda : b \mapsto \gamma(b)d$ with $m := 1_B$, as an element of $B_\gamma$, as the unit and $e \in B$ as the counit. As a matter of fact,

$$\rho_\gamma \lambda_\gamma (b') \star m = \gamma(b')d \gamma(1_B)d = \gamma(b')d = m \star b', \quad b' \in B_\gamma$$

$$e \lambda_\gamma \rho_\gamma (b) = e \gamma(be)d = e \gamma(b) = be, \quad b \in B$$

$$\rho_\gamma (e) \star m = ee \gamma(1_B)d = e = 1_{B_\gamma}$$

$$e \lambda_\gamma (m) = ed = 1_B$$

In this way we have shown that every comonad on $B$ arises from an adjunction $m, e : \lambda_\gamma \dashv \rho_\gamma$ as

$$\langle \gamma, d, e \rangle = \langle \lambda_\gamma \rho_\gamma, \lambda_\gamma (m), e \rangle. \quad (3.1)$$

3.2. THE KLEISLI COMPARISON MORPHISM IN $\text{Ring}$. Let an adjunction $\lambda \dashv \rho : B \to A$ be given in $\text{Ring}$ with counit $e : \lambda \rho \to B$ and unit $m : A \to \rho \lambda$. Then we can construct the comonad $\gamma := \lambda \rho$ with comultiplication $d = \lambda (m)$ and counit $e$. The associated Kleisli extension $\rho_\gamma : B \to B_\gamma, b \mapsto be$, is compared to the original extension by the morphism $\kappa : B_\gamma \to A, \kappa(b) := \rho(b)m$.
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This morphism satisfies $\lambda \kappa(b) = \gamma(b)d = \lambda_\gamma (b)$ and $\kappa \rho_\gamma (b) = \rho(b)$ which are the defining properties of the comparison functor. Since $\kappa$ is always invertible by $a \mapsto e\lambda(a)$, any right adjoint morphism $\rho : B \to A$ is isomorphic to a Kleisli extension of $B$. 

3.3. Cross product with a comonad. For a ring $B$ and a comonad $⟨γ, d, e⟩$ on $B$ we can construct a morphism $ρ : B → B × γ$ as follows. Let $B × γ$ be the ring generated by the ring $B$ and by a single additional generator $m$ subject to the relations

$\begin{align*}
(3.2) & \quad mb = γ(b)m, \quad b ∈ B \tag{3.2} \\
(3.3) & \quad m1_B = m \tag{3.3} \\
(3.4) & \quad m^2 = dm \tag{3.4} \\
(3.5) & \quad em = 1_B. \tag{3.5}
\end{align*}$

Let $ρ : B → B × γ$ be the map sending $b ∈ B$ to the generator called $b$. We claim that $B × γ$ is unital and $ρ$ is a ring homomorphism. As a matter of fact, $1 := 1_B$ is central since $γ(1_B) = 1_B$ and satisfies $b1 = b, b ∈ B$ and $m1 = m1_B = m$. Therefore $ρ$ is a morphism, indeed.

It follows from (3.2) and (3.4) that every element of $B × γ$ can be written as $bm$ for some $b ∈ B$. For example, $1 = em$. In other words, the map $b → ρ(b)m$ is an epimorphism $f : B → B × γ$ as left $B$-modules. In fact it is an isomorphism since $a → ad$ is a left inverse of $f$. It is not difficult to see now that under this isomorphism the ring structure of $B × γ$ is mapped to that of $Bγ$. Therefore the crossed product $B × γ$ is nothing but another presentation of the Kleisli extension.

3.4. Left regular extensions. Let us call a morphism $ρ : B → A$ left regular if the induced module $BA$ is isomorphic to the left regular module $BA$. For a left regular $ρ$ choose an isomorphism $f : BA ∼ BfA$ and define $m := f(1_B)$ and $e := f^{-1}(1_A)$. Then $f(b) = ρ(b)m$ and therefore $ρ(e)m = 1_A$. It follows that $λ : A → B, λ(a) := f^{-1}(ma)$ is an algebra map, $λ(a)λ(a′) = f^{-1}(f^{-1}(f^{-1}(ma)m)a′) = f^{-1}(f^{-1}(f^{-1}(ma)m)a′) = f^{-1}(maa′) = λ(aa′),$ and satisfies $ma = ρ(λ(a)m)$ for $a ∈ A$. We obtain that $f^{-1}(a) = f^{-1}(ρ(e)ma) = eλ(a)$ and in particular $eλρ(b) = f^{-1}(ρ(b)) = be$. Also, since $f^{-1}(m) = 1_B$, $eλ(m) = 1_B$. This proves that $ρ$ is right adjoint to $λ$ with unit $m$ and counit $e$.

As a byproduct $f$ becomes also a $A$-$B$-bimodule isomorphism

$\begin{align*}
(3.6) & \quad f : BA ∼ BfA, \quad b → ρ(b)m
\end{align*}$

in the sense of $f(b_1bλ(a)) = ρ(b_1)f(b)a, b_1, b ∈ B, a ∈ A$.

In the above Subsections we have characterized a special class of ring extensions in several ways.

**Theorem 3.4.1.** For a ring homomorphism $ρ : B → A$ the following conditions are equivalent:

1. $ρ : B → A$ is the Kleisli construction for some comonad on $B$.
2. $ρ : B → A$ is the crossed product $B × γ$ for some comonad on $B$.
3. $BA ≅ BA$.
4. There is a morphism $λ : A → B$ w.r.t. which $BA ∼ BA$.
5. $ρ$ is right adjoint in $Ring$. 

Corollary 3.4.2. If $\lambda \vdash \rho$ is an adjunction in $\text{Ring}$ then both $\lambda$ and $\rho$ are monomorphisms. If $(\gamma, d, e)$ is a comonoid in $\text{Ring}(B, B)$ then $\gamma$ is a monomorphism.

3.5. Comonadic ring extensions. Viewing $\text{Ring}$ as a full sub-2-category in $\text{AbCat}$ there is a construction of the Eilenberg-Moore category $B^\gamma$ for each comonad $\gamma$ on $B$, although it may lie outside $\text{Ring}$.

For a comonad $(B, \gamma, d, e)$ the objects of $B^\gamma$ are the elements $x \in B$ satisfying $\gamma(x)x = dx$ and $ex = 1_B$. The arrows $r : x \to y$ are the $r \in B$ for which $\gamma(r)x = yr$. Composition is multiplication in $B$. The endomorphism ring of the object $d \in B^\gamma$, as a 1-object category, is isomorphic to the Kleisli category $B_\gamma$. Indeed,

$$\varphi : B_\gamma \to B^\gamma(d, d), \quad b \mapsto \gamma(b)d$$

is well-defined, $\gamma(\gamma(b)d)d = \gamma^2(b)d^2 = d\gamma(b)d$, it is a functor since $\gamma(b_1)d\gamma(b_2)d = \gamma(b_1\gamma(b_2)d)d$ and $\gamma(e)d = 1_B$, it is injective, $r = \gamma(b)d \Rightarrow er = b$, and surjective since $\gamma(r)d = dr$ multiplied with $\gamma(e)$ from the left yields $\gamma(er)d = r$.

If $\lambda \vdash \rho : B \to A$ is an arbitrary adjunction then the Eilenberg-Moore comparison functor maps $A$ to the category $B^\gamma$ associated to the comonad $\gamma = \lambda \rho$. It maps the single object of $A$ to $\lambda(m) = d$ and the arrows $a \in A$ to the arrows $r = \lambda(a)$. This functor $\kappa : A \to B^\gamma$ is the composite of $\kappa^{-1} : A \to B_\gamma$ and $\varphi : B_\gamma \to B^\gamma(d, d)$.

As a matter of fact, $\gamma(e\lambda(a))d = \lambda(\rho(e\lambda(a))m) = \lambda(a)$. Since $\varphi\kappa^{-1}$ is always an isomorphism, the comparison functor is an equivalence of categories, in which case one says $\rho$ (or rather $\lambda$) is comonadic, iff all objects of $B^\gamma$ are isomorphic. That is to say, $\rho$ is comonadic iff the equations

$$\gamma(x)x = dx$$
$$ex = 1_B$$

for $x \in B$ have the general solution $x = \gamma(u^{-1})u$ with $u \in B$ invertible.

4. Field algebras that are Galois extensions

Adjoint extensions with the extra condition of depth 2 lead to Galois extensions over bialgebroids. This fact has already been recognized in an increasing level of depth in [12] [11] [13]. Here we recapitulate, extend or specialize some of those arguments with the focus of attention being the structure of the field algebra.

4.1. Representable fiber functors. Let $(\gamma, d, e)$ be a comonad on $B$. Then $\text{Hom}(\gamma, \_)$ is a representable monoidal functor $\text{Ring}(B, B) \to \text{Ab}$. Let $C$ be any full monoidal subcategory of $\text{Ring}(B, B)$ which contains the object $\gamma$. Then, as a counterpart of formula (2.2), we obtain that the field algebra $A = T \otimes F$ associated to the restriction $F : C \to \text{Ab}$ of the above functor is isomorphic to $\text{Y}(\gamma) = B$ by

$$b \otimes x = b \otimes F(x)1_\gamma = bx \otimes 1_\gamma \quad \mapsto \quad bx$$

which is clearly a left $B$-module map. Therefore the field algebra extension $\rho_F : B \to A$ is isomorphic to the Kleisli construction $\rho_\gamma : B \to B_\gamma$ via the map $\kappa^{-1} : A \to B_\gamma, b \otimes x \mapsto bx$. In order to check multiplicativity of this map use (2.8) and the formula $F_{\alpha, \beta}(x \otimes y) = x\gamma(y)d$ for the monoidal structure of $\text{Hom}(\gamma, \_)$ to
Lemma 4.1.1. For $B$ a ring, $C$ a full monoidal subcategory of $\text{Ring}(B, B)$ and $\langle \gamma, d, e \rangle$ a comonoid in $C$ the representable monoidal functor $F := \text{Hom}(\gamma, -) : C \to \text{Ab}$ gives an example of an $F \in \text{MonFun}(C, \text{Ab})$ such that

(1) the extension $E(F) = B \xrightarrow{\rho} A$ is right adjoint and

(2) the unit of $E \dashv F$ at $A$ is an isomorphism $\eta_A : F \sim FE(F)$.

Proof. The first part has been shown above. Proving the second part notice that $E(F) = B \xrightarrow{\rho} A$ is isomorphic to $F\rho : F(\rho) = B \xrightarrow{\rho} A$ sending $x \in F(\rho)$ to $\rho(x) = x \in B$. This induces the isomorphism $\eta_A = \text{Hom}(\rho, \rho \circ \rho)$. Since $F(\rho) = B \xrightarrow{\rho} A$ is isomorphic to $E(F) = B \xrightarrow{\rho} A$, we have the sequence of isomorphisms

$$F(\alpha) = \text{Hom}(\gamma, \alpha) \xrightarrow{\sim} \text{Hom}(\rho \circ \rho, \alpha) \xrightarrow{\kappa} \text{Hom}(\rho \circ \rho, \alpha)$$

sending $x$ to $\kappa(x)$. Since $\kappa(x) = x \otimes 1_\gamma \in B \otimes x$, this isomorphism is precisely the $\alpha$-component of the unit $\eta_A$. □

4.2. Regular Galois extensions. The representable monoidal functor of the previous subsection is not essentially strong in general, neither has it any quantum groupoid symmetry. Here we would like to unite the benefits of the functors studied in Subsections 2.6 and 4.1. Since every representable monoidal functor is of the canonical form $F = F(\rho) = \text{Hom}(\rho, \rho)$ for some morphism $\rho : B \to A$ by Lemma 4.1.1, we are left with finding appropriate properties on the morphism $\rho$.

In Subsection 2.6 we assumed $C$ to be a full monoidal subcategory of $\text{Imp}(\rho)$, in Subsection 4.1 $\rho$ had a left adjoint $\lambda$ satisfying $\lambda \rho \in C$. Therefore we shall consider here the situation of an adjunction $\lambda \dashv \rho$ such that $\rho \lambda \rho \leq \rho$.

Lemma 4.2.1. For a morphism $\rho : B \to A$ with a left adjoint $\lambda$ in $\text{Ring}$ the following conditions are equivalent.

(1) $\rho$ is a right depth 2 extension $\cite{11}$.

(2) $\rho \lambda \rho \leq \rho$.

Proof. Right adjoint extensions have been shown to be left regular via the isomorphism of left $B$-modules $f : B A \xrightarrow{\sim} B B$, $a \mapsto \epsilon(a)$. This induces the isomorphism

$$\vartheta : A \otimes B \xrightarrow{\sim} A \otimes B \cong A$$

$$a' \otimes b \mapsto a' \otimes \epsilon(a(b)) \mapsto a' \rho(\epsilon(a(b)))$$

of $A$-$B$ bimodules provided we set the right $B$-action $a \cdot b := a \rho \lambda \rho(b)$ on the image copy of $A$. This can be denoted by $A(A \otimes A)_B \xrightarrow{\vartheta} A A \lambda \rho(\rho)$. Since left $A$-module
maps on $A$ are right multiplications, direct summand diagrams

\[ A^{A\lambda(B)} \xrightarrow{\pi_i} A^A \xrightarrow{\iota_i} A^{A\lambda(B)} \]

in $A^M_B$ are in bijection with direct summand diagrams

\[(4.2) \quad \rho\lambda \rho \xrightarrow{p_i} \rho \xrightarrow{q_i} \rho\lambda \rho \]

in $\text{Ring}(B, A)$ via $q_i = \pi_i(1_A)$, $p_i = \iota_i(1_A)$ on the one hand and $\pi_i(a) = aq_i$, $\iota_i(a) = ap_i$ on the other hand. This proves the equivalence. □

**Lemma 4.2.2.** For a morphism $\rho : B \to A$ with a left adjoint $\lambda$ assume $\rho\lambda\rho \leq \rho$. Then there is a left bialgebroid $H$ over $R = \text{End} \rho$ defined by

\[ H = \text{End}(\rho\lambda) \quad \text{as a ring} \]

\[ s_H : R \to H, \quad r \mapsto r \]

\[ t_H : R^{op} \to H, \quad r \mapsto \rho(r^<) \]

\[ \Delta_H : H \to H \otimes H, \quad h \mapsto \sum_i \rho(e)h\rho(e\lambda(q_i(m))) \otimes p_i\rho\lambda(m) \]

\[ \varepsilon_H : H \to R, \quad h \mapsto \rho(e)hm \]

which is finite projective as a left $R$-module.

**Proof.** Since the canonical $R$-$R$-bimodule structure of a left bialgebroid is defined by $r \cdot h \cdot r' = s_H(r)t_H(r')h$, finite projectivity of $R H$ follows from the adjunction isomorphism $\text{Hom}(\rho\lambda, \rho\lambda) \cong \text{Hom}(\rho\lambda\rho, \rho)$, $h \mapsto \rho(e)h$ and from Lemma 4.2.1.

The ring extension $\rho$ being right depth 2 by Lemma 4.2.1 the proof of the left bialgebroid axioms for $H$ can be considered standard. They follow e.g. from the construction of [11] with the important additional observation made in [13] that a one-sided depth two condition suffices. (We note that bialgebroids from one-sided depth two arrows in $\text{Ab}$-bicategories has already been constructed in [12, Subsection 3.3] albeit with the further assumption $\iota \leq \lambda\rho$.) □

Returning to field algebras we get the following specialization of Proposition 2.6.1.

**Proposition 4.2.3.** Given an adjunction $\lambda \dashv \rho$ in $\text{Ring}$ let $C \subset \text{Imp}(\rho)$ be a full monoidal subcategory containing the object $\lambda\rho$. Then

1. $F = \text{Hom}(\rho, \rho_{\bullet}) : C \to \text{Ab}$ is a representable essentially strong monoidal functor with $\eta_F$ an isomorphism.
2. The field algebra extension $\rho_F : B \to C \otimes F$ is isomorphic in $(B \downarrow \text{Ring})$ to the original extension $\rho$ via $\varepsilon_F$.
3. $H = F^< \otimes F$ of Proposition 2.6.1 is the opposite bialgebroid [11] of the left bialgebroid $H$ defined in Lemma 4.2.2.
4. The field algebra extension $\rho_F$ is an $H$-Galois extension over the right bialgebroid $H = F^< \otimes F$ of Proposition 2.6.1 with coinvariant subalgebra equal to $\rho(B)$.
5. $\rho$ is an $H$-Galois extension over the left bialgebroid $H$ with coinvariant subalgebra equal to $\rho(B)$.

**Proof.** (1) Since $\gamma := \lambda\rho \in C \subset \text{Imp}(\rho)$, both Proposition 2.4.5 and Lemma 4.1.1(2) apply.
(2) The composite $\Upsilon \otimes F \xrightarrow{\sim} \Upsilon \otimes \text{Hom}(\gamma, -) \xrightarrow{\sim} \Upsilon(\lambda \rho) = B_\alpha$, sending $b \otimes x$ to $be\lambda(x)$ is an isomorphism of $B$-rings which, when composed with $\kappa : B_\gamma \rightarrow A$, yields $b \otimes x \mapsto \rho(be\lambda(x))m = \rho(b)x = e_\rho(b \otimes x)$.

(3) Since $\lambda \rho \in \text{Imp}(\rho)$, the depth 2 condition $\rho \lambda \rho \leq \rho$ holds and therefore $H$ is a left $R$-bialgebroid by Lemma 4.22. Then the isomorphism

$$F^< \otimes F \xrightarrow{\sim} \Upsilon \otimes \text{Hom}(\gamma, -) \xrightarrow{\sim} \text{Hom}(\rho \gamma, \rho) \xrightarrow{\sim} \text{End}(\rho \lambda) = H$$

$$f \otimes x \mapsto f \otimes e\lambda(x) \mapsto f \rho(e\lambda(x)) \mapsto f \rho(e\lambda(x))\rho \lambda(m) = f \rho(e\lambda(x)m))$$

is the required bialgebroid map from $H$ to $H^{\text{op}}$.

(4) will follow from (5) because of (2) and (3).

(5) Since coactions do not see the ring structure of the bialgebroid, we can apply the isomorphisms described in (2) and (3) to the $H$-coaction \((2.19)\) to get the $H$-coaction

$$\Delta_A : A \rightarrow A \otimes_R H, \quad a \mapsto a_0 \otimes a_1 = \sum_i \rho(e\lambda(a))q_i \otimes p_i \rho \lambda(m).$$

It is an $R$-$R$-bimodule map, i.e.,

$$\Delta_A(r' \alpha) = a_0 \otimes t_\alpha(r)t_\alpha(r'), \quad r, r' \in R, \ a \in A$$

holds where the $R$-actions the $\otimes$ sign is referring to are simply right multiplication on $A$ by $r \in R \subset A$ and left multiplication on $H$ with $r = s_\alpha(r)$. The coaction factors through the multiplicative subbimodule $A \times H \hookrightarrow A \otimes_R H$, the Takeuchi product, because of the centrality property

$$ra_0 \otimes a_1 = a_0 \otimes a_1 r \quad r \in R, \ a \in A$$

where the $r$ on the RHS multiplies according to multiplication in $H$ since $R \subset H$.

The comodule algebra properties then read as

$$a_0 a'_0 \otimes a'_1 a_1 = (aa')_0 \otimes (aa')_1$$

$$\Delta_A(1_A) = 1_A \otimes 1_H.$$

Having been constructed the $H$-comodule algebra $\langle A, \Delta_A \rangle$ the next task is to construct an inverse of the to-be-Galois map $\Gamma : A \otimes A \rightarrow A \otimes_R H$ prior to knowing that $B$ exhausts the coinvariants. Composing $\Gamma$ with the inverse $a \mapsto a \otimes m$ of \((41)\) we get

$$\Gamma \circ \vartheta^{-1}(a) = \Gamma(a \otimes m) = \sum_i aq_i \otimes p_i \rho \lambda(m)$$

which in turn has inverse

$$(\Gamma \circ \vartheta^{-1})^{-1}(a \otimes h) = a \rho(e)h$$

since $\rho(e)qh_i \in R$ for $h \in H$. But then

$$\vartheta^{-1} \circ (\Gamma \circ \vartheta^{-1})^{-1}(a \otimes h) = \vartheta^{-1}(a \rho(e)h) = a \rho(e)h \otimes m$$

provides the inverse of $\Gamma$. 
In order to find the coinvariant subalgebra we compute

\[(\Gamma \circ \vartheta^{-1})^{-1} \circ \Delta_A(a) = a(0)\rho(e)a(1) = \rho(e\lambda(a))\]
\[(\Gamma \circ \vartheta^{-1})^{-1}(a \otimes 1_N) = a\rho(e).\]

Therefore if \(a\) is a coinvariant then \(a\rho(e) = \rho(e\lambda(a))\) implying that \(a\rho(e) \in \rho(B)\). But then \(a = a\rho(e)\rho\lambda(m) \in \rho(B)\). The opposite implication \(a \in \rho(B)\) implying \(\rho(e\lambda(a)) = a\rho(e)\) is obvious. □

The next Corollary which parallels [13, Theorem 2.1] and [14, Theorem 3.6], characterizes the extensions we are studying here independently of the field algebra construction.

**Corollary 4.2.4.** For a ring homomorphism \(\rho : B \to A\) the following conditions are equivalent:

1. \(\rho\) is right \(H\)-Galois for some left finite projective right bialgebroid \(H\) over \(R = \text{End } \rho\) and \(BA \cong B\). (Left regular Galois extension)
2. \(\rho\) is right adjoint in \(\text{Ring}\) and \(\rho\lambda \rho \leq \rho\) for some, and then any, left adjoint \(\lambda\) of \(\rho\).

Finally we remark that, because of finite projectivity of \(R\mathcal{H}\), the category of right \(\mathcal{H}\)-comodules is (monoidally) isomorphic to the category of right \(\mathcal{G}\)-modules where \(\mathcal{G} \cong \text{Hom}_R(\mathcal{H}, R)\) is the dual right bialgebroid of \(\mathcal{H}\). It is defined by

\[\mathcal{G} = \text{End}(\lambda \rho)\] as a ring
\[s_{\mathcal{G}} : R \to \mathcal{G}, \ r \mapsto \lambda(r)\]
\[t_{\mathcal{G}} : R^{\text{op}} \to \mathcal{G}, \ r \mapsto r \equiv e\lambda(rm)\]
\[\Delta_{\mathcal{G}} : \mathcal{G} \to \mathcal{G} \otimes \mathcal{G}, \ g \mapsto \sum_i e\lambda(q_i) \otimes e\lambda(p_i \rho \lambda(m)\rho(g)m)\]
\[\varepsilon_{\mathcal{G}} : \mathcal{G} \to R, \ g \mapsto \rho\epsilon\rho(g)m\]

and the duality is given by the \(R\)-valued bilinear form

\[\langle h, g \rangle = \rho(e)h\rho(g)m, \quad h \in \mathcal{H}, \ g \in \mathcal{G}.\]

The above Proposition implies that the field algebra is a right \(\mathcal{G}\)-module algebra with action \(a \cdot g = \rho(e\lambda(a)g)m\), with invariant subalgebra \(\rho(B) \cong B\) and this action is Galois in the sense of the smash product \(\mathcal{G}\#A\) being isomorphic to \(\text{End}(BA)\) via the map \(g\#a \mapsto \{a' \mapsto (a' \triangleleft g)a\}\).

### 4.3. Generalized fusion categories.

Recall Subsection [2] that a monoid in the monoidal preorder \(\mathcal{P}-\text{Ring}(B, B)\) is an object \(\sigma\) such that \(\sigma^2 \leq \sigma\) and \(\iota \leq \sigma\). Notice that this notion is a property of the object and not a structure. Then we make the following elementary observations:

**Lemma 4.3.1.** For an object \(\sigma \in \text{Ring}(B, B)\) let \(\mathcal{C}_\sigma\) denote the full subcategory of \(\text{Ring}(B, B)\) the objects \(\alpha\) of which satisfy \(\alpha \leq \sigma\).

1. \(\mathcal{C}_\sigma\) is equivalent to a full subcategory of the category of finitely generated projective right \(S\)-modules where \(S = \text{End } \sigma\).
2. \(\mathcal{C}_\sigma\) is a monoidal subcategory of \(\text{Ring}(B, B)\) if and only if \(\sigma\) is a monoid in the preorder \(\mathcal{P}(B, B)\).
Example 4.3.2. Since the construction of the preorder $\mathcal{P}$ of Subsection 1.3 can be applied to any 2-category (or bicategory) enriched over $\text{Ab}$, in any fusion category $\mathcal{C}$ the direct sum $\sigma = \oplus \sigma_i$ of representatives of the simple objects of $\mathcal{C}$ is a monoid in the associated monoidal preorder.

Let $\sigma$ be a monoid in the preorder and fix direct summand diagrams

$$\sigma^2 \xrightarrow{p_i} \sigma \xrightarrow{\sigma_i} \sigma^2,$$

$$\sigma \xrightarrow{\sigma^2} \sigma \xrightarrow{\sigma^2}.$$

Let $F$ be any additive monoidal functor $C_{\sigma} \to \text{Ab}$ and let $\Upsilon \otimes F$ be the ring associated to it. Every element of this ring is a sum of terms

$$b \otimes x = \sum_i b \otimes F(t_i s_i)x = \sum_i b t_i \otimes F(s_i)x$$

with $b \in B$, $x \in F(\alpha)$ where $\alpha \xrightarrow{u_i} \sigma \xrightarrow{\sigma_i} \alpha$ is a direct summand diagram which exists by the assumption $\alpha \leq \sigma$. Therefore

$$\Upsilon \otimes F \xrightarrow{\sim} B \otimes_{\sigma} F(\sigma), \quad b \otimes x \mapsto \sum_i b t_i \otimes F(s_i)x$$

is an isomorphism inducing a ring structure on $A := B \otimes_{\sigma} F(\sigma)$ with multiplication rule and unit

$$(b \otimes x)(b' \otimes x') = \sum_i b \sigma(b')q_i \otimes F(p_i)F(\sigma)(x \otimes x'),$$

$$1_A = \sum_i e_i \otimes F(u_i)F(1),$$

respectively. Of course we are interested in functors of the form $\text{Hom}(\rho, \rho \downarrow)$, therefore we set

$$F : C_{\sigma} \to \text{Ab}, \quad F(\alpha) = \text{Hom}(\sigma, \sigma \alpha)$$

$$F_{\alpha, \beta}(t \otimes s) = ts, \quad F_0(1) = 1_S.$$

The corresponding ring $A = B \otimes_{\sigma} F(\sigma)$ has multiplication rule and unit

$$(b \otimes x)(b' \otimes x') = \sum_i b \sigma(b')q_i \otimes \sigma(p_i)x x'$$

$$1_A = \sum_i e_i \otimes \sigma(u_i).$$

Note that $F(\sigma) = \text{Hom}(\sigma, \sigma^2)$, as every $F(\alpha)$, too, has an $S$-$S$-bimodule structure. But the left $S$-module $S F(\sigma)$ tensored in $B \otimes_{\sigma} F(\sigma)$ is of a third type: $s \cdot x = \sigma(s)x$.

The field algebra extension $\mathcal{E}(F)$ corresponds, under (4.3), to the morphism $\rho : B \to A$, $\rho(b) = \sum_S b e_i \otimes \sigma(u_i)$ and the associated bimodule structure on $A$ is

$$\rho(b_1)(b \otimes x)\rho(b_2) = (b_1 b \otimes x)\rho_F(b_2) = \sum_{i,j} b_1 b \sigma(b_2 e_i)q_j \otimes \sigma(p_j)x \sigma(u_i) =$$

$$(4.4) \quad b_1 b \sigma(b_2) \otimes x$$

where we used that $p_j \sigma(u_i) \in S$. 


Lemma 4.3.3. For $\sigma$ a monoid in $\mathbb{P}(B,B)$ and $F = \text{Hom}(\sigma,\sigma_-) : C_\sigma \to \text{Ab}$ the $F$-component of $\eta$, the unit of the adjunction $\mathcal{E} \dashv \mathcal{F}$, is a split monomorphism. The splitting map is the restriction to the hom-groups of a ring homomorphism $K : \Upsilon \otimes F \to B$ satisfying $K \rho_F = \sigma$.

Proof. Upon the identification (4.3) $\rho_F$ corresponds to $\rho$ and (the $\alpha$-component of) $\eta_F$ to the composite
\[
F(\alpha) = \text{Hom}(\sigma,\sigma\alpha) \xrightarrow{\eta} \text{Hom}(\rho_F,\rho_F\alpha) \xrightarrow{\sim} \text{Hom}(\rho,\rho\alpha)
\]
x $\mapsto 1_B \otimes x \mapsto \sum_i t_i \otimes \sigma(s_i)x$

where $t_i, s_i \in B$ are chosen by $\alpha \leq \sigma$. This map is clearly split by $b \otimes x \mapsto \sigma(b)x$.

Then the map
\[
(4.5) \quad K : A = B \otimes \underline{F}(\sigma) \to B, \quad b \otimes x \mapsto \sigma(b)x
\]
is a ring homomorphism because
\[
K((b \otimes x)(b' \otimes x')) = \sum_i \sigma(b\sigma(b')q_i\sigma(p_i)x)x' = \sigma(b)x\sigma(b')x' = K(b \otimes x)K(b' \otimes x')
\]
\[
K(1_A) = \sum_i \sigma(q_i)\sigma(p_i) = 1_B.
\]

It satisfies $K(\rho(b)) = \sum_i \sigma(bq_i)\sigma(p_i) = \sigma(b)$ for $b \in B$. The required morphism $K$ is then $K$ composed with (4.3). \qed

Proposition 4.3.4. Let $\sigma$ be a monoid in $\mathbb{P}(B,B)$ possessing a left dual $\sigma^\prec \in C_\sigma$ and let $S = \text{End} \sigma$. Then

1. $C_\sigma = \text{Imp}(\sigma)$
2. $F = \text{Hom}(\sigma,\sigma_-) : C_\sigma \to \text{Ab}$ is a representable essentially strong monoidal functor with its strong factor $\hat{F} : C_\sigma \to SM_S$ mapping each object $\alpha$ to a bimodule $\hat{F}(\alpha)$ that is finite projective as right $S$-module.
3. The field algebra extension $\rho_F : B \to \Upsilon \otimes F$ has a left adjoint $\lambda_F$ satisfying
\[
\rho_F \lambda_F \rho_F \leq \rho_F \quad \text{and} \quad \iota \leq \lambda_F \rho_F, \quad \text{hence also} \quad \rho_F \lambda_F \rho_F \sim \rho_F.
\]
4. The rings $B$ and $\Upsilon \otimes F$ are isomorphic.
5. The $\eta_F : F \to \mathcal{F}\mathcal{E}(F)$ is an isomorphism.

Proof. (1) For any object $\alpha \in \text{Ring}(B,B)$ the relation $\alpha \leq \sigma$ implies $\sigma \alpha \leq \sigma^2 \leq \sigma$, hence $C_\alpha \subset \text{Imp}(\sigma)$, and the relation $\sigma \alpha \leq \sigma$ implies $\alpha = \iota \alpha \leq \sigma \alpha \leq \sigma$, hence $\text{Imp}(\sigma) \subset C_\sigma$.

(2) This follows from Proposition 2.4.5 and from (1).

(3) By the correspondence (4.3) it suffices to show that $\rho : B \to A = \underleftarrow{B} \otimes F(\sigma)$ has a left dual $\lambda$ such that $\rho \lambda \rho \leq \rho$ and $\iota \leq \lambda \rho$. At first we show that $K : A \to B$ has inverse
\[
K^{-1}(b) = \sum_i \hat{e}\sigma(b)\hat{q}_i \otimes \sigma(\hat{p}_i)\hat{m}
\]
where $\hat{e}, \hat{m} \in B$ are the counit and unit of $\sigma^\prec \dashv \iota$ and
\[
\sigma^\prec \hat{p}_i \xrightarrow{\sigma} \sigma \xrightarrow{\sigma^\prec} \sigma^\prec
\]
is a direct summand diagram. Indeed,
\[ K^{-1}(K(b \otimes x)) = \sum_i \hat{e}\sigma^<(\sigma(b))\hat{q}_i \otimes \sigma(\hat{p}_i)\hat{m} = \]
\[ \sum_i b \hat{e}\sigma^<(x)\hat{q}_i \otimes \sigma(\hat{p}_i)\hat{m} = b \otimes \sigma(\hat{e})\hat{m}x = \]
\[ = b \otimes x \]
\[ K(K^{-1}(b)) = \sigma(\hat{e}\sigma^<(b))\hat{m} = b. \]

Then defining \( \lambda := \sigma^< K : A \to B \) we have \( \lambda \vdash \rho \) with counit \( e = \hat{e} : \sigma^< \sigma = \lambda \rho \to \iota_B \)
and unit \( m = K^{-1}(\hat{m}) : \iota_A = K^{-1}K \to K^{-1} \sigma^<K = \rho \lambda \). The depth two relation
then follows easily since \( \rho \lambda \rho = K^{-1} \sigma^< \sigma \leq K^{-1} \sigma^< \sigma^< \leq K^{-1} \sigma = \rho \).
The relation \( \iota \leq \lambda \rho \) follows from \( \lambda \rho = \sigma^< \sigma \) and from \( \iota \leq \sigma \) and \( \iota \leq \sigma^< \leq \sigma^< \).

(4) The isomorphism is given by \( K \) and \( (43) \).

(5) We have seen already in Lemma 4.3.3 that \( \eta_F \) splits by the restriction of \( K \).
Since now \( K \) is an isomorphism, it suffices to show that \( K(\text{Hom}(\rho, \rho \alpha)) \subset \text{Hom}(\sigma, \sigma \alpha) \) for all \( \alpha \). By \( (44) \)
\[ \sum_j b_j \otimes x_j \in \text{Hom}(\rho, \rho \alpha) \iff \sum_j b_j \sigma(b) \otimes x_j = \sum_j \alpha(b) b_j \otimes x_j \]
for all \( b \in B \). Hence applying \( (45) \) to such elements we obtain for all \( b \in B \)
\[ \sum_j \sigma(b_j) x_j \sigma(b) = \sum_j \sigma(b_j \sigma(b)) x_j = \sigma(b) \sum_j \sigma(b_j) x_j \]
which proves the claim. \( \square \)

Since the \( \rho_F \) obtained in the Proposition satisfy the requirements the \( \rho \) had in Proposition [2.6.1] we immediately obtain most of the statements in the

**Corollary 4.3.5.** For \( \sigma \) a monoid in \( \mathcal{P}(B, B) \) possessing a left dual \( \sigma^< \in \mathcal{C}_\sigma \) let
\( S = \text{End} \sigma \) and \( F \) be the monoidal functor \( \text{Hom}(\sigma, \sigma_-) : \mathcal{C}_\sigma \to \mathcal{A} \mathcal{B} \). Then the field
algebra extension \( \rho_F : B \to \mathcal{T} \otimes F \) is a split \( B \)-ring and right \( \mathcal{H} \)-Galois over the
left bialgebroid \( \mathcal{H} = \text{End}(\sigma \sigma^<) \) which in turn is a split \( S \)-ring via the source map
\( s_H : S \to \mathcal{H} \).

**Proof.** We need to prove splitness of \( \rho : B \to A \) and \( s_H : R \to \mathcal{H} \). (Note that
\( S \cong R \) by taking the \( \alpha = \iota \) component of \( \eta_F \) in Proposition [4.3.3] (5).) Splitness
of an \( N \)-ring \( N \to M \) means the existence of a bimodule map \( E : N M_N \to N N_N \)
such that \( E(1_M) = 1_N \). Let \( \iota \xrightarrow{\nu_k} \lambda \rho \xleftarrow{w_k} \iota \) be a direct sum diagram which exists
by Proposition [4.3.3] (3). Then \( E : A \to B \) defined by \( E(a) = \sum_k w_k \lambda(a) v_k \) is such
a unit preserving bimodule map for \( \rho \). For \( s_H : R \to \mathcal{H} \), \( r \mapsto r \) a unit preserving
bimodule map can be given by \( E'(h) = \sum_k \rho(w_k) h p(v_k) \).

We note that the condition \( \sigma^< \leq \sigma \) in Proposition is equivalent to \( \sigma \) having a
left adjoint which is implementable in \( \sigma \). Furthermore, such left adjoints are also
monoids in \( \mathcal{P}(B, B) \). However, the relation \( \sigma^< \leq \sigma \) does not imply \( \sigma \leq \sigma^< \).
If we assume both, i.e., \( \sigma^< \sim \sigma \), then \( S \) becomes Morita equivalent to \( S^o \cong \text{End}(\sigma^<) \).
If we make the stronger assumption that \( \sigma^< \) is also a right adjoint of \( \sigma \) then by general
arguments [10] we know to obtain Frobenius Hopf algebroids for the symmetry of
the field algebra extension.
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