Improving Update Summarization via Supervised ILP and Sentence Reranking
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Abstract

Integer Linear Programming (ILP) based summarization methods have been widely adopted recently because of their state-of-the-art performance. This paper proposes two new modifications in this framework for update summarization. Our key idea is to use discriminative models with a set of features to measure both the salience and the novelty of words and sentences. First, these features are used in a supervised model to predict the weights of the concepts used in the ILP model. Second, we generate preliminary sentence candidates in the ILP model and then rerank them using sentence level features. We evaluate our method on different TAC update summarization data sets, and the results show that our system performs competitively compared to the best TAC systems based on the ROUGE evaluation metric.

1 Introduction

Update summarization has attracted significant research focus recently. Different from generic extractive summarization, update summarization assumes that users already have some information about a given topic from an old data set, and thus for a new data set the system aims to generate a summary that contains as much novel information as possible. This task was first introduced at DUC 2007 and then continued until TAC 2011. It is very useful to chronological events in real applications.

Most basic update summarization methods are variants of multi-document summarization methods, with some consideration of the difference between the earlier and later document sets (Boudin et al., 2008; Fisher and Roark, 2008; Long et al., 2010; Bysani, 2010). One important line is to use graph-based co-ranking. They rank the sentences in the earlier and later document sets simultaneously by considering the sentence relationship. For example, Li et al. (2008) was inspired by the intuition that “a sentence receives a positive influence from the sentences that correlate to it in the same collection, whereas receives a negative influence from the sentences that correlates to it in the different (or previously read) collection’, and proposed a graph based sentence ranking algorithm for update summarization. Wan (2012) integrated two co-ranking processes by adding some strict constraints, which led to more accurate computation of sentences’ scores for update summarization. A similar method was also applied earlier by (Wan et al., 2011) for multilingual news summarization. In addition, generative models, such as topic models, have also been adopted for this task. For example, Delort and Alfonseca (2012) proposed a novel nonparametric Bayesian approach, a variant of Latent Dirichlet Allocation (LDA), aiming to distinguish between common information and novel information. Li et al. (2012) borrowed the idea of evolutionary clustering and proposed a three-level HDP (Hierarchical Dirichlet Process) model to represent the diversity and commonality between aspects discovered from two different document data sets.

One of the most competitive summarization methods is based on Integer Linear Programming (ILP). It has been widely adopted in the generic summarization task (Martins and Smith, 2009; Berg-Kirkpatrick et al., 2011; Woodsend and Lapata, 2012; Li et al., 2013a; Li et al., 2013b; Li et al., 2014). In this paper, we use the ILP summarization
framework for the update summarization task, and make improvement from two aspects, with the goal to more discriminatively represent both the salience and novelty of words and sentences. First, we use supervised models and a rich set of features to learn the weights for the bigram concepts used in the ILP model. Second, we design a sentence reranking component to score the summary candidate sentences generated by the ILP model. This second reranking approach allows us to explicitly model a sentence’s importance and novelty, which complements the bigram centric view in the first step of ILP sentence selection. Our experimental results on multiple TAC data sets demonstrate the effectiveness of our proposed method.

2 Proposed Update Summarization System

2.1 ILP Framework for Summarization

The core idea of the ILP based summarization method is to select the summary sentences by maximizing the sum of the weights of the language concepts that appear in the summary. Bigrams are often used as the language concepts in this method. Gillick et al. (2009) stated that the bigrams gave consistently better performance than unigrams or trigrams for a variety of ROUGE measures. The association between the language concepts and sentences serves as the constraints. This ILP method is formally represented as below (see (Gillick et al., 2009) for more details):

\[
\text{max } \sum_i w_i c_i \\
\text{s.t. } c_i \in \{0, 1\} \forall i \quad s_j \in \{0, 1\} \forall j \\
s_j \cdot \text{Occ}_{ij} \leq c_i \\
\sum_j s_j \cdot \text{Occ}_{ij} \geq c_i \\
\sum_j l_j s_j \leq L
\]

where \(c_i\) and \(s_j\) are binary variables that indicate the presence of a concept and a sentence respectively. \(l_j\) is the sentence length and \(L\) is the maximum length (word number) of the generated summary. \(w_i\) is a concept’s weight and \(\text{Occ}_{ij}\) means the occurrence of concept \(i\) in sentence \(j\). The first two inequalities associate the sentences and concepts. They ensure that selecting a sentence leads to the selection of all the concepts it contains, and selecting a concept only happens when it is present in at least one of the selected sentences.

2.2 Bigrams Weighting for Salience and Novelty

In the above ILP-based summarization method, how to determine the concepts and measure their weights is the key factor impacting the system performance. Intuitively, if we can successfully identify the important key bigrams used in the ILP system, or assign large weights to those important bigrams, the generated summary sentences will contain as many important bigrams as possible, and thus resulting in better summarization performance. The oracle experiment in (Gillick et al., 2008) showed that if they use the bigrams extracted from the human written summaries as the input of the ILP system, much better ROUGE scores can be obtained than using the automatically selected bigrams, suggesting the importance of using the right concepts. (Gillick et al., 2009) used document frequency as the weight of a bigram. They also provided some justification for document frequency as a weighting function in that paper.

For update summarization, intuitively we need to not only identify the salience of the bigram, but also incorporate bigrams’ novelty in their weights. Therefore, only using the document frequency as the weight in the objective function is insufficient. We thus propose to use a supervised framework for the bigram weight estimation in the ILP model. The new objective function is:

\[
\text{max } \sum_i (\theta \cdot f(b_i)) c_i
\]

We replace the heuristic \(w_i\) in Formula (1) with a feature based one: \(f(b_i)\) represents the features for a bigram \(b_i\), and \(\theta\) is a weight vector for these features. Constraints remain the same as before in the ILP method.

There are two kinds of features for each bigram: one set is related to the bigrams themselves; the other set is related to the sentences containing the bigram. Table 1 shows the features we design. For both the bigram and the sentence level features, we separate the features based on whether they represent the importance or the novelty. For
Feature 8 and 17, the summary is generated by a general unsupervised ILP-based summarization system from the given old data set. The idea of Feature 9 and 10 was first introduced by (Bysani, 2010); here we applied it to bigrams. $d_{\text{max}}$ is the number of documents in the data set (10 in the TAC data), which can be thought of the maximum value of document frequency for a bigram. Feature 11 is interpolated n-gram document frequency, which was first introduced by (Ng et al., 2012):

$$\alpha \frac{\sum_{w_u \in S} df_{\text{new}}(w_u) + (1-\alpha) \sum_{w_b \in S} df_{\text{new}}(w_b)}{|S|},$$

where $w_u$ and $w_b$ are unigrams and bigrams respectively in sentence $S$. Feature 18 and 19 are variants of Features 11, where instead of document frequency ($df$ in the formula above), bigram and unigram’s novelty and uniqueness values are used. Among these features, the feature values of feature 4, 5 and 6 are discrete. In this study, we discretized all the other continuous values into ten categories according to the value range in the training data.

To train the model (feature weights), we use the average perceptron strategy (Collins, 2002) to update the feature weights whenever the hypothesis by the ILP decoding process is incorrect. Binary class labels are used for bigrams in the learning process, that is, we only consider whether a bigram is in the system generated summary or human summaries, not their term or document frequency. We use a fixed learning rate (0.1) in training.

### 2.3 Sentence Reranking on ILP Results

In the ILP method, sentence selection is done by considering the concepts that a sentence contains. It is difficult to add indicative features in this framework to explicitly represent the sentence’s salience, and more importantly, its novelty for the update summarization task. This information is only captured by the weights of the bigrams using the method described above. Therefore, we propose to use a two-step approach, where an initial ILP module first selects some sentences and then a reranking module uses sentence level features to rerank them to generate the final summary. We expect this step of modeling sentences directly can complement the bigram-centric view in the first ILP summarization module.

For the first step, we use the ILP framework with our supervised bigram weighting method to obtain a summary of $N$ words ($N$ is greater than the required summary length $L$). Note that the ILP model selects these output sentences as a set that optimizes the objective function, and there are no scores for each individual sentence. Second, we use sentence level features listed in Table 1 to rerank the can-

| Bigram Level Features |
|-----------------------|
| Importance Related Features |
| 1. $df_{\text{new}}(b)$: document frequency in new data set |
| 2. normalized term frequency in all filtered relevant sentences$^1$ |
| 3. sentence frequency in all relevant sentences |
| 4. do bigram words appear in topic’s query? |
| 5. is the bigram in the first 1/2/3 position of that sentence? |
| 6. is the bigram in the last 1/2/3 position of that sentence? |
| Novelty Related Features |
| 7. $df_{\text{old}}(b)$: document frequency in old data set |
| 8. normalized term frequency in the summary from old data set |
| 9. bigram novelty value $n(b) = \frac{df_{\text{new}}(b)}{df_{\text{old}}(b)+d_{\text{max}}}$ |
| 10. bigram uniqueness value $u(b) = 0$ if $df_{\text{old}}(b) > 0$; otherwise $u(b) = \frac{df_{\text{new}}(b)}{d_{\text{max}}}$ |

| Sentence Level Features |
|------------------------|
| Importance Related Features |
| 11. interpolated n-gram document frequency |
| 12. sentence position in that document |
| 13. is the sentence in the first 1/2/3 position in that document? |
| 14. is the sentence in the last 1/2/3 position in that document? |
| 15. sentence length |
| 16. sentence similarity with topic’s query |
| Novelty Related Features |
| 17. sentence similarity with the summary from old data set |
| 18. interpolated n-gram novelty |
| 19. interpolated n-gram uniqueness |

Table 1: Features in the supervised ILP model for weighting bigrams.
didate sentences. This is expected to better evaluate the salience and the novelty of the sentences. We use a regression model (SVR) for this reranking purpose. When training the model, a sentence’s ROUGE2 score compared with the human generated summary is used as the regression target. After reranking, we just select the top sentences that satisfy the length constraint to form the final summary. In this work we do not use any redundancy removal (e.g., MMR method). This is because the ILP decoding process tries to find a global optimal set maximizing the concept coverage, subject to the length constraint, and thus already considers redundancy among sentences. Typically when the initial set (i.e., the output from the first ILP step) is not too big, redundancy is not a big problem.

3 Experiments and Results

3.1 Data and Experiment Setup

We evaluate our methods using several recent TAC data sets, from 2008 to 2011. Every topic has two sets of 10 documents (Set A and B). The update task aims to create a 100-word summary from Set B given a topic query and Set A. When evaluating on one year’s data, we use the data from the other three years as the training set. This applies to both the supervised ILP method and the sentence reranking regression model. All the summaries are evaluated using ROUGE (Lin, 2004). An academic free solver\(^2\) does all the ILP decoding and libsvm\(^3\) is used for SVR implementation.

3.2 Results

Table 2 and Table 3 show the R2 and R-SU4 values on different TAC data sets for the following systems.

- ILP baseline. This is the unsupervised ILP-based summarization system (Gillick et al., 2009), in which only bigrams with document frequency greater than 2 are used in the ILP summarization process, and weight \(w_i\) is the document frequency of that bigram.
- TAC best. This is the best result in the TAC update summarization evaluation.\(^4\) Note that there is limited research on update summarization and we cannot find better published results for these data sets than the TAC best systems.

- Supervised ILP. This is our supervised ILP method where bigram weights are learned discriminately. It is the one-step system that generates the summary with the target length. We use the same bigram set as the ILP baseline system. For this method, we show results using different features: only using the importance features; and using all the features. This is used to evaluate the impact of the novelty features on the update summarization task.

- Two-step method: supervised ILP followed by sentence reranking. We generate 200 (value of \(N\)) words summary in the ILP system. Two different configurations are also used: with and without the sentence novelty features in the sentence ranking module. All the features (including the novelty features) are used in the ILP pre-selection step.

- Sentence ranking without ILP. In this experiment, we do not use the ILP summarization module to generate candidate sentences first, but just apply sentence ranking to the entire data set. Then MMR is leveraged to select the final summary sentences. Again, we present results using different feature sets.

We can see from the tables that the supervised ILP model outperforms the unsupervised one. After including the novelty related features, the model can assign higher weights for the bigrams with novel information, resulting in improved summarization performance. There is further improvement when using our 2-step approach with the sentence reranking model. Our proposed method (ILP followed by sentence reranking, and using all the features) outperforms the TAC best result in 2010 and 2011, and also yields competitive results in the other data sets. The gain of ROUGE-2 of our proposed system compared with the ILP baseline is statistically significant based on ROUGE’s 95% confidence. When using sentence ranking on the entire document set, without the ILP pre-selection step, its performance is worse than our proposed method. This shows the benefit of doing pre-selection using the ILP module. Finally,
for all the methods, adding the novelty related features always performs better than that without them, proving the effect of our novelty features for update summarization.

Lastly we evaluate the effect of the summary length from the ILP module on the two-step summarization systems. Figure 1 shows the performance when \( N \) changes from 150 to 400. We can see that there is some difference in the patterns for different data sets, and the best results are obtained when \( N \) is around 150 to 250. When the first ILP module produces many sentence candidates, it is likely that there is redundancy among them. In this case, redundancy removal approaches such as MMR need to be used to generate the final summary. In addition, for a large candidate set, our current regression model also faces some challenges due to its limited features used in sentence reranking. Addressing these problems is our future work.

Figure 1: ROUGE-2 results when varying the output length for the first ILP selection step.

**4 Conclusions**

In this paper, we adopt the supervised ILP framework for the update summarization task. A set of rich features are used to measure the importance and novelty of the bigram concepts used in the ILP model. In addition, we proposed a re-selection component to rank candidate sentences generated by the ILP model based on sentence level features. Our experiment results show that our features and the reranking procedure both help improve the summarization performance. This pilot research points out new directions for generic or update summarization based on the ILP framework.
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