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Abstract. The wandering subspace problem for an analytic norm-increasing $m$-isometry $T$ on a Hilbert space $\mathcal{H}$ asks whether every $T$-invariant subspace of $\mathcal{H}$ can be generated by a wandering subspace. An affirmative solution to this problem for $m = 1$ is ascribed to Beurling-Lax-Halmos, while that for $m = 2$ is due to Richter. In this paper, we capitalize on the idea of weighted shift on one-circuit directed graph to construct a family of analytic cyclic 3-isometries, which do not admit the wandering subspace property and which are norm-increasing on the orthogonal complement of a one-dimensional space. Further, on this one dimensional space, their norms can be made arbitrarily close to 1. We also show that if the wandering subspace property fails for an analytic norm-increasing $m$-isometry, then it fails miserably in the sense that the smallest $T$-invariant subspace generated by the wandering subspace is of infinite codimension.

1. Introduction

The structural theory of $z$-invariant subspaces in the Hilbert spaces of analytic functions led many mathematicians to develop the theory of non-isometric Hilbert space operators. For instance, the structural theory of $z$-invariant subspaces in Dirichlet space led Richter [24] to study the class of 2-isometries. A similar quest inspired Aleman [3] to study the class of Dirichlet-type operators. Further, the structural theory of $z$-invariant subspaces in the Bergman space motivated Shimorin [26] to study the class of Bergman-type operators. The basic problem here is to see whether or not the given analytic operator admits the wandering subspace property. In this terminology (attributed to Halmos), a celebrated result of Beurling [6] says that the unweighted shift operator in the Hardy space of the unit disc admits the wandering subspace property. A counter-part of Beurling’s Theorem for the Bergman shift was a long-standing open problem. Indeed, a similar result had been deemed virtually impossible by many analysts in view of the huge lattice of its invariant subspaces (see [5, Corollaries 3.3 and 3.4]). Finally in [4], the trio Aleman-Richter-Sundberg settled this problem affirmatively.
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Later in the influential paper [26], Shimorin not only obtained an alternate proof of their theorem but at the same time developed an axiomatic approach to the wandering subspace problem (see, for instance, [16 Section 6.3]).

All the Hilbert spaces occurring below are complex, infinite-dimensional and separable. Let $\mathcal{H}$ denote a Hilbert space and let $\mathcal{B}(\mathcal{H})$ denote the unital $C^*$-algebra of bounded linear operators on $\mathcal{H}$. The Hilbert space adjoint of $T \in \mathcal{B}(\mathcal{H})$ is denoted by $T^*$. The kernel of $T$ is denoted by $\ker T$, whereas the range of $T$ is denoted by $\text{ran} T$. An operator $T \in \mathcal{B}(\mathcal{H})$ is left-invertible if there exists $L \in \mathcal{B}(\mathcal{H})$ (a left-inverse) such that $LT = I$, where $I$ denotes the identity operator on $\mathcal{H}$. If $T$ is left-invertible, then $T^*T$ is invertible. This fact provides a canonical choice of left-inverse $L := T^*$ for any left-invertible operator $T$, where $T' := T(T^*T)^{-1}$. The operator $T'$ is referred to as the Cauchy dual of $T$, a notion coined and studied by Shimorin [26]. For an operator $T \in \mathcal{B}(\mathcal{H})$, the hyper-range of $T$ is given by

$$T^\infty(\mathcal{H}) := \bigcup_{n=0}^{\infty} T^n \mathcal{H}.$$  

If $T$ is left-invertible, then $T^\infty(\mathcal{H})$ is a closed subspace of $\mathcal{H}$. An operator $T \in \mathcal{B}(\mathcal{H})$ is analytic if $T^\infty(\mathcal{H}) = \{0\}$. Note that an analytic operator on a non-zero Hilbert space is never invertible. We say that $T \in \mathcal{B}(\mathcal{H})$ admits the wandering subspace property if $[\ker T^*]_T = \mathcal{H}$, where

$$[\ker T^*]_T := \bigvee \{T^n h : n \in \mathbb{N}, h \in \ker T^*\},$$  

(1.1)

where $\mathbb{N}$ denotes the set of non-negative integers. Here $\ker T^*$ is the wandering subspace in the sense that

$$\ker T^* \perp T^n(\ker T^*), \quad n \geq 1.$$  

Following [26], we say that a left-invertible operator $T \in \mathcal{B}(\mathcal{H})$ admits Wold-type decomposition if

$$T = U \oplus A \text{ on } \mathcal{H} = \mathcal{H}_u \oplus \mathcal{H}_a,$$  

where $\mathcal{H}_u$ is the hyper-range of $T$, $U$ is unitary on $\mathcal{H}_u$, $A$ is analytic on $\mathcal{H}_a$, and $A$ admits the wandering subspace property. It turns out that for a left-invertible operator $T \in \mathcal{B}(\mathcal{H})$, $T$ is analytic if and only if the Cauchy dual $T'$ of $T$ admits wandering subspace property (see [26 Proposition 2.7]). In particular, $T$ admits Wold-type decomposition if and only if $T'$ admits Wold-type decomposition.

Given a positive integer $m$ and $T \in \mathcal{B}(\mathcal{H})$, set

$$B_m(T) := \sum_{k=0}^{m} (-1)^k \binom{m}{k} T^{*k}T^k.$$  

We say that an operator $T$ is norm-increasing or expansive (resp. isometry) if $B_1(T) \leq 0$ (resp. $B_1(T) = 0$). For $m \geq 2$, an operator $T \in \mathcal{B}(\mathcal{H})$ is said to be an $m$-isometry (resp. $m$-concave) if $B_m(T) = 0$ (resp. $(-1)^m B_m(T) \leq 0$). A 2-concave operator is usually known as concave operator. It turns out that the approximate point spectrum of any $m$-isometric operator is contained in the unit circle and hence its spectrum is contained in the closed unit disc (see [2 Lemma 1.21]). For the basic theory of $m$-isometries, the reader is referred to [2].
Remark 1.1. Let $T \in \mathcal{B}(\mathcal{H})$ be an $m$-concave operator. It follows from the definition that the approximate point spectrum of $T$ is contained in the unit circle. Since the approximate point spectrum contains the boundary of the spectrum, the spectrum of $T$ is contained in the closed unit disc. In particular, the Cauchy dual operator of $T$ is well-defined.

This paper is partly motivated by the following problem addressed by Shimorin in [26, Pg 185]:

Question 1.2. If $T \in \mathcal{B}(\mathcal{H})$ is a norm-increasing $m$-isometry (or norm-increasing $m$-concave), then whether $T$ admits Wold-type decomposition?

The above question has affirmative answer in cases $m = 1$ (isometries) [6, 21, 15] and $m = 2$ (concave operators) [24] (cf. [23, Corollary 2.1]). In case $m > 2$, the best known result till date, due to Shimorin, is as follows (cf. [25, Corollary 1.6]):

Theorem 1.3. [26, Theorem 3.8] Assume that $T \in \mathcal{B}(\mathcal{H})$ is norm-increasing and satisfies the inequality

$$T^* T^2 - 3T^* T + 3I - T^* T' - P_{\text{ker}T^*} \leq 0,$$  \hspace{1cm} (1.2)

where $P_{\text{ker}T^*}$ denotes the orthogonal projection of $\mathcal{H}$ onto $\ker T^*$. Then $T$ is a $3$-concave operator, which admits Wold-type decomposition.

Unlike the condition of $3$-concavity, the condition (1.2) is not stable with respect to the process of taking the restriction to an invariant subspace. This is one of the obstructions in deriving the wandering subspace property for norm-increasing operators satisfying (1.2). Further, as pointed out in [26], the main difficulty in Question 1.2 is whether the analyticity implies the wandering subspace property. To see this deduction, note that $\mathcal{H}_u := T^\infty(\mathcal{H})$ is $T$-invariant and $T|_{\mathcal{H}_u}$ is invertible. Since the restriction of a norm-increasing $m$-isometry to an invariant subspace is again a norm-increasing $m$-isometry, by [26, Proposition 3.4], $T|_{\mathcal{H}_u}$ is unitary and $\mathcal{H}_u$ is reducing for $T$. The assumption that $T$ is norm-increasing in Question 1.2 is essential since there exist invertible (and hence non-analytic) cyclic $3$-isometries on an infinite-dimensional Hilbert space, which are not unitary (refer to [2, Section 4]). However, we are not aware of any known example of an analytic $m$-isometry, which does not admit the wandering subspace property. One of the purposes of this paper is to settle the wandering subspace problem for analytic $m$-isometries in the negative. This is achieved by constructing a family of analytic cyclic $3$-isometries, which do not admit the wandering subspace property (the reader is referred to [19, Corollary 1], [26, Pg 186], [17, Proposition 2], [11, Corollary 6.2], [10, Theorem 2.2], [22, Corollary 4.1], [25, Theorem 1.5] for a variety of results pertaining to the phenomenon of failure of wandering subspace property in Hardy, Bergman and Dirichlet-type spaces). Further, these $3$-isometries are norm-increasing except on a one-dimensional space, where their norms can be made arbitrarily close to 1. Needless to say, these examples shed light on the role of the expansivity property in Question 1.2. Our construction capitalizes on the idea of weighted shift operator on directed graph recently boosted in the realm of graph-theoretic operator theory (refer to [18, 12, 8, 13]).
Here is the outline of the paper. In Section 2, we present some preparatory results including a characterization of a class of analytic weighted shifts on a locally finite one-circuit directed graph (see Theorem 2.1). Section 3 includes the construction of analytic 3-isometries without the wandering subspace property (see Example 3.1). In Section 4, we prove that for analytic norm-increasing m-concave operators, either the wandering subspace property holds or it fails miserably. This result applies to the class of analytic weighted shifts on a locally finite one-circuit directed graph as discussed in Section 2. In the remaining part, we collect preliminaries related to weighted shift on directed graphs mostly from [18] and [8].

1.1. Weighted shifts on one-circuit directed graphs. The notion of adjacency operator on a directed graph first appeared in [14], while that of weighted shift on a (one-circuit) directed graph, central to the present investigations, has been formulated and investigated in [8] (refer to [8], Section 3) for its connection with weighted composition operators on discrete measure spaces. The reader is referred to [18], Chapter 2] for an excellent exposition on directed graphs and all relevant notions including weighted shift on directed trees (see, in particular, the discussion on the parent \( \text{par}(\cdot) \) as a partial function). It is worth mentioning that \( \text{par}(\cdot) \) becomes a function in case the underlying directed graph is a one-circuit directed graph.

**Definition 1.4.** Let \( \mathcal{T} = (V, E) \) be a rooted directed tree with root \( \text{root} \). For \( l \in \mathbb{N} \), let \( C_l := \emptyset \) if \( l = 0 \) and \( C_l := \{w_1, \ldots, w_l\} \) otherwise. A one-circuit directed graph associated with the rooted directed tree \( \mathcal{T} = (V, E) \) is a directed graph \( \mathcal{G} = (W, F) \) given by

\[
W := V \sqcup C_l, \\
F := \begin{cases} 
E \cup \{(\text{root, root})\} & \text{if } l = 0, \\
E \cup \{(\text{root, } w_1), (w_1, w_2), \ldots, (w_{l-1}, w_l), (w_l, \text{root})\} & \text{otherwise.}
\end{cases}
\]
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**Figure 1.** A one-circuit directed graph with one branching vertex

We refer to \( l \) as the length of the circuit. For a subset \( \{\lambda_w : w \in W\} \) of \( \mathbb{C} \), consider the weight system \( \Lambda : W \to \mathbb{C} \) given by \( \lambda(w) := \lambda_w, w \in W \). The weighted shift operator \( S_{\lambda, \mathcal{G}} \) on \( \mathcal{G} \) is defined by

\[
\mathcal{D}(S_{\lambda, \mathcal{G}}) := \{f \in l^2(W) : A_\mathcal{G} f \in l^2(W)\}, \\
S_{\lambda, \mathcal{G}} f := \Lambda g f, \quad f \in \mathcal{D}(S_{\lambda, \mathcal{G}}),
\]

where \( A_\mathcal{G} \) is the mapping defined on complex functions \( f \) on \( V \) by

\[
(A_\mathcal{G} f)(w) := \lambda_w \cdot f(\text{par}(w)), \quad w \in W.
\]
Remark 1.5. Assume that $S_{\lambda, G}$ belongs to $\mathcal{B}(\ell^2(W))$. It is well-known that the above notion is closely related to the notions of weighted shift on rooted directed trees and composition operator on discrete measure spaces (refer to [14, 18, 8 Theorem 3.2.1]). This is summarized as follows:

(i) Consider the weighted shift operator $S_{\lambda, G}$ with weight system $\lambda|_{V \setminus \{\text{root}\}}$ on the rooted directed tree $G$. Note that $\ell^2(V \setminus \{\text{root}\})$ is an invariant subspace for $S_{\lambda, G}$ and

$$S_{\lambda, G}|_{\ell^2(V \setminus \{\text{root}\})} = S_{\lambda, G}|_{\ell^2(V \setminus \{\text{root}\})},$$

$$S_{\lambda, G}e_{\text{root}} = \begin{cases} S_{\lambda, G}e_{\text{root}} + \lambda e_{\text{root}} & \text{if } l = 0, \\ S_{\lambda, G}e_{\text{root}} + \lambda w_1 e_{w_1} & \text{otherwise}. \end{cases}$$

(ii) Consider the map $\phi : W \to W$ given by

$$\phi(w) = \text{par}(w), \quad w \in W.$$ 

Then $S_{\lambda, G}$ can be identified with the weighted composition operator $C_{\phi, \lambda}$ given by

$$(C_{\phi, \lambda}f)(w) = \lambda_w f(\phi(w)), \quad f \in \ell^2(W), \quad w \in W.$$ 

Let $G = (W, F)$ be a directed graph and let $U$ be a subset of $W$. Set

$$\text{Ch}_G(U) := \bigcup_{u \in U} \{w \in W : (u, w) \in F\}.$$ 

We define inductively $\text{Ch}_G^{(n)}(U)$ for $n \in \mathbb{N}$ as follows:

$$\text{Ch}_G^{(n)}(U) := \begin{cases} U & \text{if } n = 0, \\ \text{Ch}_G(\text{Ch}_G^{(n-1)}(U)) & \text{if } n \geq 1. \end{cases}$$

Given $w \in W$, we set $\text{Ch}_G(w) := \text{Ch}_G(\{w\})$.

Assumption. Let $G = (W, F)$ be a one-circuit directed graph associated with the rooted directed tree. Unless stated otherwise, $G$ is assumed to be countably infinite (that is, $W$ is countably infinite) and leafless (that is, $\text{Ch}_G(w) \neq \emptyset$ for every $w \in W$). Further, we assume that $\lambda$ consists of positive numbers and $S_{\lambda, G}$ belongs to $\mathcal{B}(\ell^2(W))$.

In what follows, we need the following elementary fact in the sequel.

Lemma 1.6. Let $l \in \mathbb{N}$ and let $G = (W, F)$ be a one-circuit directed graph associated with the rooted directed tree $G = (V, E)$ and the circuit $\{w_1, \ldots, w_{l+1}\}$, where $w_{l+1} := \text{root}$. Then $W$ can be partitioned as follows:

$$W = \left( \bigcup_{k=1}^{l+1} \text{Ch}_G^{(k)}(\text{root}) \right) \sqcup \left( \bigcup_{k=1}^{l+1} \bigcup_{m=1}^{\infty} \text{Ch}_G^{(l+1)\text{root}}(\text{root}) \right),$$

where $\sqcup$ denotes the disjoint sum.

Proof. Clearly, the right hand side of (2.1) is contained in $W$. To see the inclusion other way round, first note that $W = V \sqcup \{w_1, \ldots, w_l\}$ and

$$\text{Ch}_G^{(k)}(\text{root}) = \text{Ch}_G^{(k)}(\text{root}) \sqcup \{w_k\}, \quad k = 1, \ldots, l + 1. \quad (1.4)$$

Let $w \in W$. Then either $w \in V \setminus \{\text{root}\}$ or $w = w_j$ for some $j = 1, \ldots, l + 1$. If $w = w_j$ for some $j = 1, \ldots, l + 1$, then, as noted above, $w \in \text{Ch}_G^{(j)}(\text{root})$. 

Let \( w \in V \setminus \{ \text{root} \} \). Then by [18, Corollary 2.1.5], there exists a positive integer \( n \) such that \( w \in \text{Chi}^{(n)}_{\mathcal{G}}(\text{root}) \). By division algorithm, there exists \( m \in \mathbb{N} \) such that \( n = m(l+1) + k \) for some \( k = 0, \ldots, l \). It is now easy to see that \( w \) belongs to the right hand side of (1.3).

\[ \square \]

### 2. Analyticity of weighted shifts on one-circuit directed graphs

The main result of this section characterizes a class of left-invertible analytic weighted shifts on a locally finite one-circuit directed graph (see Theorem 2.1 and Remark 2.2). Unlike weighted shifts on rooted directed trees (see [12, Lemma 3.3]), these shifts need not be analytic. Indeed, they may admit non-zero eigenvalues (cf. [9, Theorem 2.1]).

**Theorem 2.1.** Let \( l \in \mathbb{N} \) and let \( \mathcal{G} = (W, F) \) be a one-circuit directed graph associated with the locally finite rooted directed tree \( \mathcal{T} = (V, E) \) with root \( \text{root} \) and the circuit \( \{ w_1, \ldots, w_{l+1} \} \), where \( w_{l+1} := \text{root} \). Let \( S_{\mathcal{G}} \) be a weighted shift on \( \mathcal{G} \) such that \( \inf \lambda > 0 \) and let

\[
\lambda^{(k)} := \lambda(\lambda \circ \text{par}) \cdots (\lambda \circ \text{par}^{k-1}), \quad k \geq 1.
\]

Then \( S_{\mathcal{G}} \) is analytic if and only if for each \( k = 1, \ldots, l+1 \), the following series diverges:

\[
\sum_{v \in \text{Chi}^{(k)}_{\mathcal{G}}(\text{root})} \left( \frac{\lambda^{(k)}(v)}{\lambda^{(k)}(w_k)} \right)^2 + \sum_{m=1}^{\infty} \sum_{v \in \text{Chi}^{((l+1)m+k)}_{\mathcal{G}}(\text{root})} \left( \frac{\lambda^{((l+1)m+k)}(v)}{\lambda^{((l+1)m+k)}(w_k)} \right)^2.
\]

**Remark 2.2.** Note that the set \( \{ S_{\mathcal{G}}e_w \}_{w \in W} \) is orthogonal in \( \ell^2(W) \). It is now easy to see that the assumption \( \inf \lambda > 0 \) implies that \( S_{\mathcal{G}} \) is left-invertible, and hence the hyper-range of \( S_{\mathcal{G}} \) is closed in \( \ell^2(W) \). Finally, note that since \( \mathcal{G} \) is locally finite, the first sum in (2.2) is finite.

In the proof of Theorem 2.1, we need a couple of lemmas. We begin with the following variant of a known fact pertaining to weighted composition operators (see [20, Theorem 2.1.1] and [7, Remark 45]).

**Lemma 2.3.** Let \( \mathcal{G} = (W, F) \) be a one-circuit directed graph associated with a locally finite rooted directed tree. Let \( S_{\mathcal{G}} \) be a weighted shift on \( \mathcal{G} \) such that \( \inf \lambda > 0 \). Then, for any positive integer \( k \), the range of \( S_{\mathcal{G}}^k \) is given by

\[
\left\{ f \in \ell^2(W) : \frac{f}{\lambda^{(k)}} \big|_{\text{Chi}^{(k)}_{\mathcal{G}}(w)} \text{ is constant for each } w \in W \right\},
\]

where \( \lambda^{(k)} \) is given by (2.1).

**Proof.** Suppose that \( f \in \text{ran } S_{\mathcal{G}}^k \). Thus there exists \( g \in \ell^2(W) \) such that \( f(w) = \lambda^{(k)}(w)g(\text{par}^k(w)), \ w \in W \). Let \( v \in W \) be fixed and let \( u, w \in \text{Chi}^{(k)}_{\mathcal{G}}(v) \). Then

\[
\frac{f(u)}{\lambda^{(k)}(u)} = g(\text{par}^k(u)) = g(v) = g(\text{par}^k(w)) = \frac{f(w)}{\lambda^{(k)}(w)}.
\]
Thus \( \frac{f}{\lambda^{(k)}} |_{\text{Chi}^{(k)}_{g}(w)} \) is constant. Conversely, suppose that \( f \in \ell^{2}(W) \) is such that \( \frac{f}{\lambda^{(k)}} |_{\text{Chi}^{(k)}_{g}(w)} \) is constant for each \( w \in W \). This allows us to define \( g : W \rightarrow \mathbb{C} \) by

\[
g(w) = \frac{f(v)}{\lambda^{(k)}(v)} , \quad v \in \text{Chi}^{(k)}_{g}(w).
\]

Since \( \inf \lambda > 0 \) and \( f \in \ell^{2}(W) \), \( g \in \ell^{2}(W) \). Further,

\[
(S^{k}_{\lambda, g}g)(w) = \lambda^{(k)}(w)g(\text{par}^{k}(w)) = f(w), \quad w \in W.
\]

Thus \( f \in \text{ran} S^{k}_{\lambda, g} \) and the proof is over. \( \square \)

We next analyze the hyper-range of weighted shifts on a one-circuit directed graph associated with the locally finite rooted directed tree.

**Lemma 2.4.** Let \( l \in \mathbb{N} \) and let \( \mathcal{G} = (W, F) \) be a one-circuit directed graph associated with the locally finite rooted directed tree \( \mathcal{T} = (V, E) \) with root \( \text{root} \) and the circuit \( \{w_{1}, \ldots, w_{l+1}\} \), where \( w_{l+1} = \text{root} \). Let \( S_{\lambda, g} \) be a weighted shift on \( \mathcal{G} \) such that \( \inf \lambda > 0 \) and let

\[
g_{k} := \sum_{w \in \text{Chi}^{(k)}_{g}(\text{root})} \frac{\lambda^{(k)}(w)}{\lambda^{(k)}(w)} e_{w} + \sum_{m=1}^{\infty} \sum_{w \in \text{Chi}^{(l+1)m+k}_{g}(\text{root})} \frac{\lambda^{(l+1)m+k}(w)}{\lambda^{(l+1)m+k}(w_{k})} e_{w},
\]

\( k = 1, \ldots, l + 1. \) \hspace{1cm} (2.3)

Then the following statements hold:

(i) The hyper-range of \( S_{\lambda, g} \) is spanned by \( h_{k} : W \rightarrow [0, \infty) \), \( k = 1, \ldots, l + 1 \), given by

\[
h_{k} := \begin{cases} g_{k} & \text{if the series in (2.2) converges}, \\ 0 & \text{otherwise}. \end{cases}
\]

(ii) The hyper-range of \( S_{\lambda, g} \) is given by

\[
\left\{ f \in \ell^{2}(W) : \left. \frac{f}{\lambda^{(k)}} \right|_{\text{Chi}^{(k)}_{g}(\text{root})} \text{ is constant for each } k \geq 1 \right\}.
\]

**Proof.** Let \( f \) belong to the hyper-range of \( S_{\lambda, g} \). By (1.3), \( f \) can be decomposed as

\[
f = \sum_{k=1}^{l+1} \sum_{w \in \text{Chi}^{(k)}_{g}(\text{root})} f(w) e_{w} + \sum_{k=1}^{l+1} \sum_{m=1}^{\infty} \sum_{w \in \text{Chi}^{(l+1)m+k}_{g}(\text{root})} f(w) e_{w}, \hspace{1cm} (2.4)
\]

Further, Lemma 2.3 combined with the fact that \( w_{k} \in \text{Chi}^{(l+1)m+k}_{g}(\text{root}) \) yields the following identities:

\[
f(w) = f(w_{k}) \frac{\lambda^{(l+1)m+k}(w)}{\lambda^{(l+1)m+k}(w_{k})}, \quad w \in \text{Chi}^{(l+1)m+k}_{g}(\text{root}),
\]

\( m \in \mathbb{N}, \ k = 1, \ldots, l + 1. \)

Substituting this into (2.4), we obtain \( f = \sum_{k=1}^{l+1} f(w_{k}) g_{k} \), where \( g_{k}, k = 1, \ldots, l + 1, \) is given by (2.3). Since \( f \in \ell^{2}(W) \) and supports of \( g_{1}, \ldots, g_{l+1} \) are disjoint, if \( g_{k} \notin \ell^{2}(W) \) for some \( k = 1, \ldots, l + 1, \) then \( f(w_{k}) = 0 \). This completes the proof of (i).
To see (ii), note that by Lemma 2.3, \( f \) is in the hyper-range of \( S_{\lambda,g} \) if and only if
\[
\frac{f}{\lambda^{(k)}(w)} \big|_{\text{Chi}_{\lambda,g}^{(k)}(w)} \text{ is constant for each } w \in W \text{ and } k \geq 1. \tag{2.5}
\]

We claim that (2.5) is equivalent to
\[
\frac{f}{\lambda^{(k)}(\text{root})} \big|_{\text{Chi}_{\lambda,g}^{(k)}(\text{root})} \text{ is constant for each } k \geq 1. \tag{2.6}
\]
Clearly, (2.5) implies (2.6) by taking \( w = \text{root} \). Suppose that (2.6) holds. Let \( w \in W \). By (1.3), there exists \( n \in \mathbb{N} \) such that \( w \in \text{Chi}_{\lambda,g}^{(n)}(\text{root}) \). Now for any \( k \in \mathbb{N} \),
\[
\text{Chi}_{\lambda,g}^{(k)}(w) \subseteq \text{Chi}_{\lambda,g}^{(n+k)}(\text{root}).
\]

Let \( u, v \in \text{Chi}_{\lambda,g}^{(k)}(w) \). Then
\[
\frac{f(u)}{\lambda^{(k)}(u)} \quad \overset{2.4}{=} \quad \frac{f(u)}{\lambda^{(n+k)}(u)}(\lambda_w \cdots \lambda_{par^{n-1}(w)}) \quad \overset{2.5}{=} \quad \frac{f(v)}{\lambda^{(n+k)}(v)}(\lambda_w \cdots \lambda_{par^{n-1}(v)}) \quad = \quad \frac{f(v)}{\lambda^{(k)}(v)}.
\]
This establishes (2.6) and hence completes the proof. \( \square \)

We now complete the proof of Theorem 2.1

**Proof of Theorem 2.1.** If, for each \( k = 1, \ldots, l+1 \), the series in (2.2) diverges, then by Lemma 2.4(i), \( S_{\lambda,g} \) is analytic. Conversely, suppose that for some \( k = 1, \ldots, l+1 \), the series in (2.2) converges. In particular, \( g_k \), as given by (2.3), belongs to \( \ell^2(W) \). We check that \( g_k \) belongs to the hyper-range of \( S_{\lambda,g} \). In view of Lemma 2.4(ii), we only need to verify that \( f := g_k \) satisfies (2.6). To see that, let \( n \geq 1 \) be an integer and write \( n = (l+1)p + r \) for some \( p \in \mathbb{N} \) and \( 0 \leq r < l+1 \). It now follows from (1.4) that
\[
\text{Chi}_{\lambda,g}^{(n)}(\text{root}) = \begin{cases} \text{Chi}_{\lambda,g}^{(n)}(\text{root}) \cup \{w_r\} & \text{if } r > 0, \\ \text{Chi}_{\lambda,g}^{(n)}(\text{root}) \cup \{\text{root}\} & \text{otherwise}. \end{cases}
\]
Thus by (2.3), we have
\[
\frac{g_k}{\lambda^{(n)}(w_k)} \big|_{\text{Chi}_{\lambda,g}^{(n)}(\text{root})} = \begin{cases} \frac{1}{\lambda^{(n)}(w_k)} & \text{if } r = k, \\ \frac{1}{\lambda^{(n)}(\text{root})} & \text{if } r = 0 \text{ and } k = l + 1, \\ 0 & \text{otherwise}. \end{cases}
\]
This completes the proof of the theorem. \( \square \)
3. Analytic 3-isometries without wandering subspace property

We now construct a family of cyclic analytic 3-isometries, which do not admit the wandering subspace property and which are norm-increasing on the orthogonal complement of a one-dimensional space.

**Example 3.1.** Consider the directed tree $\mathcal{T}$ with the set of vertices $V := \mathbb{N}$ and root $= 0$. We further require that $\operatorname{Chi}_{\mathcal{T}}(n) = \{ n+1 \}$ for all $n \in \mathbb{N}$ (see (6.2.10)). Let $\mathcal{G} = (W, F)$ be the following one-circuit directed graph associated with the rooted directed tree $\mathcal{T}$:

For positive numbers $a, b$, consider the degree 2 polynomial $p_{a,b} : \mathbb{N} \to (0, \infty)$ given by $p_{a,b}(n) = 1 + an + bn^2$, $n \in \mathbb{N}$. By the Archimedean property, there exists $\epsilon_0 \in (0, 1)$ such that $\epsilon + b(2/\epsilon - 1) > a$ for every $\epsilon \in (0, \epsilon_0)$. For $\epsilon \in (0, \epsilon_0)$, let $\lambda_w = \{ \lambda_w : w \in W \} = \{ \lambda_n : n \in \mathbb{N} \}$ denote the weight system of positive real numbers given by

$$
\begin{align*}
\lambda_0 := \sqrt{1 - \epsilon}, & \quad \lambda_1 := \sqrt{\frac{\epsilon}{\lambda_0}} \quad \text{with} \quad K_\epsilon := \epsilon^2 - \epsilon(a + b) + 2b > 0, \\
\lambda_n := \sqrt{\frac{p_{a,b}(n-1)}{p_{a,b}(n-2)}}, & \quad n \geq 2.
\end{align*}
$$

(3.1)

Let $S_{\lambda_w, \mathcal{G}}$ (resp. $S_{\lambda_w, \mathcal{T}}$) be a weighted shift on $\mathcal{G}$ (resp. $\mathcal{T}$). An inductive argument shows that $e_w$ belongs to the linear span of $\{ S_{\lambda_n, \mathcal{G}} e_0 : n \in \mathbb{N} \}$ for every $w \in W$, and hence $S_{\lambda_w, \mathcal{G}}$ is cyclic with cyclic vector $e_0$:

$$
\bigvee \{ S_{\lambda_n, \mathcal{G}} e_0 : n \in \mathbb{N} \} = \ell^2(W).
$$

By (3.1) and Remark 2.2, $S_{\lambda_w, \mathcal{G}} \in \mathcal{B}(\ell^2(W))$ is left-invertible. Note that Cauchy dual operator $S_{\lambda_w, \mathcal{G}}'$ is the weighted shift $S_{\lambda_w, \mathcal{G}}$ on $\mathcal{G}$ with weight system $\lambda'_w = \{ \lambda'_w : w \in W \}$ given by

$$
\begin{align*}
\lambda'_0 = \frac{\lambda_0}{\lambda^2_0 + \lambda^2_1}, & \quad \lambda'_1 = \frac{\lambda_1}{\lambda_0 + \lambda_1^2}, & \quad \lambda'_n = \sqrt{\frac{p_{a,b}(n-2)}{p_{a,b}(n-1)}}, \quad n \geq 2.
\end{align*}
$$

(3.2)

Then we have the following statements:

(i) $S_{\lambda_w, \mathcal{G}}$ is an analytic 3-isometry.

(ii) $S_{\lambda_w, \mathcal{G}}$ is norm-increasing if and only if $K_\epsilon \leq \epsilon^2$.

(iii) $S_{\lambda_w, \mathcal{G}}$ admits the wandering subspace property if and only if

$$
K_\epsilon < \frac{\epsilon^3}{\sqrt{1 - \epsilon(1 - \sqrt{1 - \epsilon})}}.
$$

(3.3)

(iv) $S_{\lambda_w, \mathcal{G}}'$ admits Wold-type decomposition if and only if (3.3) holds.

We verify the above statements as follows. Since $\{ p_{a,b}(n) \}_{n \in \mathbb{N}}$ is an increasing sequence, $S_{\lambda_w, \mathcal{T}}$ is a norm-increasing weighted shift on $\mathcal{T}$. Further, since $\| S_{\lambda_n, \mathcal{T}} e_1 \|^2 = p_{a,b}(k)$, $k \in \mathbb{N}$, is a degree 2 polynomial, by [1] Theorem 2.1, $S_{\lambda_n, \mathcal{T}}$ is a 3-isometry. Since for any positive integer $k$, the sequence
It is easy to see that (3.4) is immediate from (3.1). Thus $S$ is analytic. This completes verifications of (i) and (ii). The above argument only if 

\[
K_\epsilon \leq \epsilon^2, \\
1 - 3\lambda_0^2 - 3\lambda_1^2 + \lambda_2^2 + \lambda_3^2 = \lambda_0^2(3 - 3\lambda_0^2 - 3\lambda_1^2 + \lambda_2^2 + \lambda_3^2). 
\]

(3.4)

It is easy to see that (3.4) is immediate from (3.1). Thus $S_{\lambda, g}$ is a 3-isometry, which is norm-increasing if and only if $K_\epsilon \leq \epsilon^2$. On the other hand, by Theorem 2.1, $S_{\lambda, g}$ is analytic if and only if

\[
1 + \left(\frac{\lambda_1^{(1)}}{\lambda_0^{(1)}}\right)^2 + \sum_{m=1}^{\infty} \left(\frac{\lambda_m^{(m+1)}(m+1)}{\lambda_m^{(m)}(0)}\right)^2 = \infty.
\]

A routine inductive argument using (2.1) shows however that for $m \in \mathbb{N},$

\[
\lambda_m^{(m+1)}(m+1) = \prod_{j=1}^{m+1} \lambda_j \quad \text{and} \quad \lambda_m^{(m+1)}(0) = \lambda_0^{m+1}.
\]

Thus $p_{a,b}(m) \geq 1$ for every $m \in \mathbb{N}$, we have

\[
\sum_{m=0}^{\infty} \left(\frac{\lambda_m^{(m+1)}(m+1)}{\lambda_m^{(m+1)}(0)}\right)^2 = \sum_{m=0}^{\infty} \frac{\lambda_1 p_{a,b}(m)}{\lambda_0^{2(m+1)}} \geq \lambda_1 \sum_{m=0}^{\infty} \frac{1}{\lambda_0^{2(m+1)}}.
\]

Also, since $\lambda_0 < 1$, the series on the right hand side diverges, and hence $S_{\lambda, g}$ is analytic. This completes verifications of (i) and (ii). The above argument applied to the Cauchy dual operator $S_{\lambda, g}$ together with (3.2) yields that $S_{\lambda, g}$ is analytic if and only if the following series diverges:

\[
\sum_{m=0}^{\infty} \left(\frac{\lambda_0^2 + \lambda_1^2}{\lambda_0^2 + \lambda_1^2}\right)^{2(m+1)} \lambda_0^{2(m+1)} p_{a,b}(m) = \sum_{m=0}^{\infty} \frac{(\lambda_0^2 + \lambda_1^2)^{2(m+1)}}{\lambda_0^{2(m+1)}} \lambda_0^{2(m+1)} p_{a,b}(m).
\]

Since $p_{a,b}$ is a degree 2 polynomial with positive coefficients, the above series diverges if and only if $\lambda_0^2 + \lambda_1^2 > \lambda_0$. On the other hand, by (3.1), we obtain

\[
\lambda_0^2 + \lambda_1^2 > \lambda_0 \iff 1 - \epsilon + \frac{\epsilon^3}{K_\epsilon} > \sqrt{1 - \epsilon} \iff (3.3) \quad \text{holds.}
\]

Thus $S_{\lambda, g}$ is analytic if and only (3.3) holds. However, by Proposition 3.4, $S_{\lambda, g}$ admits the wandering subspace property if and only if $S_{\lambda, g}$ is analytic. This yields (iii). To see (iv), recall that $S_{\lambda, g}$ admits Wold-type decomposition if and only if $S_{\lambda, g}$ admits Wold-type decomposition (see Proposition 3.4). Further, by (i) and (iii), $S_{\lambda, g}$ admits Wold-type decomposition if and only if (3.3) holds. Combining last two observations,
we obtain (iv). It is interesting to note that in case (3.3) does not hold, then the hyper-range of $S_{\lambda, \mathcal{G}}$ is spanned by
\[ g = e_0 + \sum_{m=1}^{\infty} \frac{\lambda^{(m)}_{\epsilon}(m)}{\lambda^{(m)}_{\epsilon}(0)} e_m. \]
In particular, the space spanned by $g$ is not invariant under $S^*_{\lambda, \mathcal{G}}$ (since $\lambda'_{\epsilon}$ is not eventually constant in view of (3.2)).

Let us discuss some consequences of (i)-(iv). Firstly, since $0 < \epsilon < 1$, we obtain $\frac{\epsilon^2}{\sqrt{1 - \epsilon(1 - \sqrt{1 - \epsilon})}}$, and hence it follows from (ii) and (iii) that if $S_{\lambda, \mathcal{G}}$ is norm-increasing, then $S_{\lambda, \mathcal{G}}$ necessarily admits the wandering subspace property. Secondly, since
\[ \lim_{\epsilon \to 0^+} K_{\epsilon} = 2b > 0, \quad \lim_{\epsilon \to 0^+} \frac{\epsilon^3}{\sqrt{1 - \epsilon(1 - \sqrt{1 - \epsilon})}} = 0, \]
we may conclude from (i) and (iii) that there exists $\epsilon_1 \in (0, \epsilon_0)$ such that $S_{\lambda, \mathcal{G}}$ is an analytic 3-isometry without the wandering subspace property for every $\epsilon \in (0, \epsilon_1)$. It is worth noting that $S_{\lambda, \mathcal{G}}$ is always norm-increasing on the orthogonal complement of the space spanned by $e_0$. Although $S_{\lambda, \mathcal{G}}$ is not norm-increasing, we have
\[ \|S_{\lambda, \mathcal{G}} e_0\|^2 = 1 - \epsilon + \frac{\epsilon^3}{K_{\epsilon}} \to 1^- \text{ as } \epsilon \to 0^+. \]
In particular, Question 1.2 has a negative answer if we replace the assumption $\|S_{\lambda, \mathcal{G}} e_0\| \geq 1$ by $\|S_{\lambda, \mathcal{G}} e_0\| \geq 1 - \delta$ for arbitrarily small $\delta > 0$.

**Remark 3.2.** Let $l \in \mathbb{N}$ and let $\mathcal{G} = (W, F)$ be a one-circuit directed graph associated with the rooted directed tree (as in the preceding example) and the circuit $\{w_1, \ldots, w_{l+1}\}$, where $w_{l+1} := \text{root}$ is the only branching vertex of $\mathcal{G}$. It is not difficult to see that there are no norm-increasing analytic 3-isometry weighted shifts $S_{\lambda, \mathcal{G}}$ without the wandering subspace property. Indeed, if
\[ \lambda_{w_j} \geq 1, \quad j = 2, \ldots, l+1, \quad \lambda_{w_1}^2 + \lambda_1^2 \geq 1, \quad \frac{\lambda_{w_1}}{\lambda_{w_1}^2 + \lambda_1^2} > \prod_{j=2}^{l+1} \lambda_{w_j} \]
(with the convention that product over an empty set is 1), then $\lambda_{w_1} \geq 1$, and hence $\lambda_{w_1} \geq \lambda_{w_1}^2 + \lambda_1^2$, which is not possible.

4. A dichotomy

As noted above, if $S_{\lambda, \mathcal{G}}$ is a norm-increasing analytic 3-isometry weighted shift on a one-circuit directed graph associated with a rooted directed tree having one branching vertex, then it must admit the wandering subspace property. In view of this, it is tempting to explore the wandering subspace problem for the class of weighted shifts on a one-circuit directed graph associated with a rooted directed tree having more than one branching vertex. However, it turns out that by incorporating more than one branching vertex in the underlying rooted directed tree does not yield an answer to Shimorin’s question. Indeed, we have the following general fact.
Lemma 4.1. Let \( T \in \mathcal{B}(\mathcal{H}) \) be an analytic norm-increasing operator with spectrum contained in the closed unit disc and let \([\ker T^*]_T\) be the \( T \)-invariant closed subspace generated by \( \ker T^* \) (see (1.1)). Then \( \mathcal{H} \oplus [\ker T^*]_T \) is either zero or infinite-dimensional.

Proof. Assume that \( \mathcal{H} \oplus [\ker T^*]_T \) is finite-dimensional. Note that the hyper-range \( \mathcal{H}'_u \) of \( T' \) is a closed invariant subspace for \( T' \) and let \( S := T'|_{\mathcal{H}'_u} \). By [20] Proposition 3.4, \( \mathcal{H}'_u = \mathcal{H} \oplus [\ker T^*]_T \), which is finite-dimensional. It now suffices to check that \( \mathcal{H}'_u = \{0\} \). Assume that \( \mathcal{H}'_u \) is non-zero. Thus \( S \) is an invertible finite-dimensional operator on \( \mathcal{H}'_u \), and hence there exists a non-zero \( g \in \mathcal{H}'_u \) such that \( Sg = \lambda g \) for some \( \lambda \in \mathbb{C} \setminus \{0\} \). It follows that \( T'g = \lambda g \). However, \( T' \) is a contraction (since \( T \) is an expansion), and hence \( |\lambda| \leq 1 \). As \( T^*T' = I \), we must have \( \lambda T^*g = g \). Since the spectrum of \( T \) is contained in the closed unit disc, \( |\lambda| = 1 \). Recall the fact that the fixed points of a contraction and its adjoint are same (see [27] Proposition 3.1). Applying this fact to the contractive operator \( \lambda T' \) shows that \( T^*g = \overline{\lambda}g \). It follows that \( T^*T'g = g \). Now observe that
\[
Tg = T'(T^*T')^{-1}g = T'g = \lambda g.
\]
It is immediate that \( g \) belongs to the hyper-range of \( T \), which is \( \{0\} \) by the analyticity of \( T \). This contradicts the fact that \( g \) is non-zero. Hence \( \mathcal{H}'_u \) must be zero. \( \square \)

Remark 4.2. An examination of Example 3.1 shows that one may construct analytic norm-increasing weighted shifts by letting constant weights with value bigger than 1 for which \( \mathcal{H} \oplus [\ker T^*]_T \) is non-zero and finite dimensional. The above lemma is not applicable in this case, since these operators do not have spectrum contained in the closed unit disc.

The previous lemma together with Remark 1.1 yields the following:

Theorem 4.3. Let \( T \in \mathcal{B}(\mathcal{H}) \) be an analytic norm-increasing \( m \)-concave operator and let \([\ker T^*]_T\) be the \( T \)-invariant closed subspace generated by \( \ker T^* \) (see (1.1)). Then either \( T \) admits the wandering subspace property or \( \mathcal{H} \oplus [\ker T^*]_T \) is of infinite dimension.

Combining the last theorem with Lemma 2.4(i), we obtain the following:

Corollary 4.4. Let \( \mathcal{G} = (W, F) \) be a one-circuit directed graph associated with the locally finite rooted directed tree \( T = (V, E) \) with circuit of length 0. Let \( S_{\lambda, \mathcal{G}} \) be a weighted shift on \( \mathcal{G} \) such that \( \inf \lambda > 0 \). If \( S_{\lambda, \mathcal{G}} \) is an analytic norm-increasing \( m \)-concave operator, then \( S_{\lambda, \mathcal{G}} \) admits the wandering subspace property.

As a future direction, it is natural to incorporate more than one circuit in a rooted directed tree. In this case, the associated weighted shifts are no more composition operators on discrete measure spaces (note that the proof of Lemma 2.3 relies heavily on the fact that these weighted shifts are composition operators). The problem of characterizing analytic weighted shifts within this class, an important step in the above problem, is of course of independent interest.
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