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Abstract
Convolutional neural networks (CNNs) have achieved unprecedented success in a variety of computer vision tasks. However, they usually rely on supervised model learning with the need for massive labelled training data, limiting dramatically their usability and deployability in real-world scenarios without any labelling budget. In this work, we introduce a general-purpose unsupervised deep learning approach to deriving discriminative feature representations. It is based on self-discovering semantically consistent groups of unlabelled training samples with the same class concepts through a progressive affinity diffusion process. Extensive experiments on object image classification and clustering show the performance superiority of the proposed method over the state-of-the-art unsupervised learning models using six common image recognition benchmarks including MNIST, SVHN, STL10, CIFAR10, CIFAR100 and ImageNet.

Introduction
Convolutional neural networks (CNNs) trained in a supervised fashion have significantly boosted the state-of-the-art performance in computer vision (Krizhevsky, Sutskever, and Hinton 2012; Girshick 2015; Long, Shelhamer, and Darrell 2015). Moreover, the feature representations of a supervised CNN (e.g. trained for classification on ImageNet (Russakovsky et al. 2015)) generalise to new tasks. Despite such remarkable success, this approach is limited due to a number of stringent assumptions. First, supervised model learning requires enormous labelled datasets to be collected manually and exhaustively (Dong, Gong, and Zhu 2018; Dong, Zhu, and Gong 2019). This does not always hold valid due to high annotation costs. Besides, the benefits of enlarging labelled datasets may have diminishing returns (Sun et al. 2017). Second, transfer learning becomes less effective when the target tasks significantly differ from the source task (Goodfellow, Bengio, and Courville 2016; Dong, Gong, and Zhu 2017). Due to the only need for access of unlabelled data typically available at scale, unsupervised deep learning provides a conceptually generic and scalable solution to these limitations (Caron et al. 2018). There are an increasing number of recent attempts on unsupervised deep learning (Wu et al. 2018; Huang et al. 2019; Xie, Girshick, and Farhadi 2016; Caron et al. 2018; Ji, Henriques, and Vedaldi 2019; Hacussel et al. 2018; Yang, Parikh, and Batra 2016; Yang et al. 2017; Gidaris, Singh, and Komodakis 2018; Zhang, Isola, and Efros 2017; Noroozi and Favaro 2016; Doersch, Gupta, and Efros 2015). One intuitive strategy is joint learning of feature representations and data clustering (Xie, Girshick, and Farhadi 2016; Ji, Henriques, and Vedaldi 2019; Caron et al. 2018; Yang et al. 2017). It aims to automatically discover clustering solutions during training, with each cluster hopefully capturing a specific class concept. This objective is extremely hard due to the numerous combinatorial configurations of unlabelled data alongside highly complex inter-class decision boundaries. To avoid clustering errors as well as the following propagation, instance learning is proposed (Wu et al. 2018; Bojanowski and Joulin 2017) whereby every single sample is treated as an independent class. However, this simplified supervision is often rather ambiguous particularly around class centres, therefore, leading to weak class discrimination. As an intermediate representation, tiny neighbourhoods are leveraged for preserving the advantages of both data clustering and instance learning (Huang et al. 2019). But this method is restricted by the small size of local neighbourhoods. Another representative approach is designing effective pretext tasks with supervision labels produced automatically from unlabelled data (Gidaris, Singh, and Komodakis 2018; Zhang, Isola, and Efros 2017; Noroozi and Favaro 2016; Doersch, Gupta, and Efros 2015). Due to insufficient correlation with the target class supervision, these methods often result in less competitive models.

In this work, we aim to solve the algorithmic limitations of existing unsupervised deep learning methods. To that end, we propose a general-purpose \textit{Progressive Affinity Diffusion} (PAD) method for training unsupervised models. Requiring no prior knowledge of class number, PAD performs model-maturity-adaptive data group inference in training for more reliably revealing the underlying sample-to-class memberships. This is achieved by progressively self-discovering strongly connected subgraphs on a neighbourhood affinity graph via faithful affinity diffusion and formu-
lating the group structure aware objective loss function.

The contributions of this work are summarised as the followings. (1) We propose a novel idea of leveraging strongly connected subgraphs as a self-supervision structure for more reliable unsupervised deep learning. (2) We formulate a Progressive Affinity Diffusion (PAD) method for model-maturity-adaptive discovery of strongly connected subgraphs during training through affinity diffusion across adjacent neighbourhoods. This strategy maximises the class consistency of self-discovered subgraphs therefore enhancing unsupervised model learning capability. PAD is end-to-end trainable. (3) We design a group structure aware objective loss formulation for more discriminative capitalising of strongly connected subgraphs in model representation learning. Comparative experiments have been extensively conducted on both image classification and image clustering tasks using popular benchmarks: MNIST (LeCun et al. 1998), SVHN (Netzer et al. 2011), STL10 (Coates, Ng, and Lee 2011), CIFAR10 and CIFAR100 (Krizhevsky and Hinton 2009) as well as ImageNet (Russakovsky et al. 2015). The results show that our method outperforms a wide variety of existing state-of-the-art unsupervised learning models, often by large margins.

Related Work

In the literature, most existing unsupervised deep learning methods fall generally into four groups: (i) joint clustering (Caron et al. 2018; Xie, Girshick, and Farhadi 2016; Yang et al. 2017; Haeusser et al. 2018; Ji, Henriques, and Vedaldi 2019; Huang et al. 2019), (ii) instance learning (Wu et al. 2018; Bojanowski and Joulin 2017), (iii) pretext task designing (Gidaris, Singh, and Komodakis 2018; Zhang, Isola, and Efros 2017; Noroozi and Favaro 2016; Wang, He, and Gupta 2017; Dahun Kim 2018) and colour distributions (Zhang, Isola, and Efros 2016; 2017). Conceptually, existing methods present only weak linkages between auxiliary supervision and class concepts, yielding inferior models. Whilst the potential of this approach is great, how to design more discriminative pretext task remains unsolved and lacks sufficient guidance. In design, our method is highly complementary as no pretext task is involved.

Generative model formulation is another important approach in unsupervised learning. Fundamental methods include Restricted Boltzmann Machines (RBMs) (Tang, Salakhutdinov, and Hinton 2012; Lee et al. 2009), Autoencoder (Vincent et al. 2010; Ng 2011) and Generative Adversarial Networks (GANs) (Radford, Metz, and Chintala 2016; Donahue, Krähenbühl, and Darrell 2016). As compared to discriminative models like ours, generative methods generally present weaker discrimination power due to lack of class discriminative learning. However, it is also this difference that may make their representations potentially highly complementary.

Progressive Affinity Diffusion

In unsupervised learning, we have access to a set of N unlabelled training image samples \( \mathcal{I} = \{I_1, I_2, \ldots, I_N\} \). We aim to train a CNN model \( f_\theta \) for extracting class discriminative features \( x \), i.e. \( f_\theta : \mathcal{I} \rightarrow x \), where \( \theta \) denotes the model parameters. The key in unsupervised learning is to bridge the semantic gap between low-level imagery appearance (e.g. pixel intensity) and high-level semantic concepts (e.g. object class). It is intrinsically challenging due to large intra-class variety and inter-class similarity in addition to unknown variations (e.g. background, pose, illumination) and high-dimensional data representation. Besides, variation factors are often confounding arbitrarily (Fig 2(b)), further increasing the modelling difficulty drastically. This complexity exhibited in typical image collections implies the necessity to infer highly non-linear class decision boundaries in unsupervised learning.
To address the aforementioned problem, we propose **Affinity Diffusion across Neighbourhoods**. This aims to model the correlation of different $N_k$ in order to break through their barriers and spread the class identity of one sample through. Conceptually, this leverages global data manifold (Belkin, Niyogi, and Sindhwani 2006) formed collectively by all neighbourhoods. As each neighbourhood may encode visual affinity information in a distinct perspective, linking them is equivalent to joining different types of variations of a concept, therefore enabling model learning to capture more comprehensive concept boundaries.

For discriminative diffusion, it is critical that error introduction and propagation are minimised. To this end, motivated by graph theory (Duda, Hart, and Stork 2012; Raghavan and Yu 1981) we propose to search **strongly connected subgraphs** (SCS) of the affinity graph $G$ for revealing underlying semantic concepts. A SCS structure is defined as a set of vertices (images) where each vertex can be reached from any others through neighbouring edges. This

**Approach overview.** An overview of our PAD method is depicted in Fig 1. Specifically, PAD is an iterative unsupervised model learning process including three components: (1) Affinity graph construction for representing the global structure of training data, (2) Affinity diffusion across neighbourhoods for self-discovering groups of samples with the same semantics, (3) Progressive model update by formulating group structure aware objective loss function. They are integrated into a *multi-stage* procedure. In each stage the model mines only the reliable data groups that have emerged thus far in the affinity graph (i.e. model-maturity-adaptive) other than clustering all the samples, which then feed into the subsequent model training stages sequentially. We describe the model training details at the end of this section.

**Affinity Graph Construction**
Progressive affinity diffusion is carried out through graphs $G$ of unlabelled training samples. To construct the graph, we leverage per-sample $k$-nearest neighbourhoods $N_k$ defined as:

$$ N_k(x) = \{x_i \mid S(x_i, x) \text{ is ranked top-}k \text{ among } X \} \quad (1) $$

where $X$ denotes the feature set of all training samples extracted by the up-to-date model and $S$ represents the cosine similarity function. The neighbourhoods represent a kind of data grouping (Huang et al. 2019). However, without class label supervision, such structures convey either limited (small $k$) or noisy (large $k$) affinity information between training samples/vertices (Fig 2(a)). Using directly $N_k$ for self-supervision is therefore restricted.

**Affinity Diffusion across Neighbourhoods**
To address the aforementioned problem, we propose affinity diffusion across neighbourhoods. This aims to model the correlation of different $N_k$ in order to break through their

---

**Figure 1:** Overview of our Progressive Affinity Diffusion (PAD) method. (a) Affinity graph construction by $k$ nearest neighbourhoods. (b) Affinity diffusion across neighbourhoods to discover label consistent strongly connected subgraphs. (c) Progressive model update with self-discovered subgraphs, leading to (d) improved feature representations. The model is trained iteratively.

**Figure 2:** (a) $k$-nearest neighbours vs. (b) strongly connected subgraph. *Blue box*: the anchor. *Green box*: with the same class as the anchor. *Red box*: with a different class against the anchor.

**Figure 3:** Illustration of searching strongly connected subgraphs in an neighbourhood affinity graph. In this example, the scale threshold $s$ is set to 3.
means that all vertices of a SCS are highly similar w.r.t. some variation criteria.

SCS structures are formed as shown in Fig 3. Starting with a random vertex \( x_s \), we construct a tree-like structure based on the edges. Then, we traverse the vertices along edges in a depth-first search strategy. We assign nearest neighbours with the highest priority for maximising the average pairwise affinity of a SCS. Depth-first search can easily achieve this condition. It is constrained that each vertex can be visited only one time to avoid repeated traversing. To ensure reachability of any two vertices, we enforce a cyclic constraint (Fig 2(b)). In the tree-like structure, one cycle that loops back to the start vertex \( x_s \) is necessary, whilst any other cycles allow to exclude \( x_s \) as long as partly overlapped with the former. In the search process, we aim to find disjoint SCS structures. Hence, we remove all the vertices of a SCS once found from \( \mathcal{G} \) to simplify and accelerate the subsequent searching. This process repeats until no SCS exists. Note that at the end, a number of isolated vertices are likely left (outside any SCS).

With the above search method, however, we find that the resulting SCS tends to be over large even when the graph is not dense. This ends up with mixed samples of different class concepts. To address this issue, we further impose an operational size (scale) threshold \( s \) on SCS. This simple constraint works in our case considering that we are not seeking a complete group of samples per class which can be extremely challenging and risky as in clustering methods, due to complex observation variations. Even splitting a single class into multiple SCS structures, we are still able to obtain a large amount of intra-class variation information, whereas the risk of class mixture is significantly reduced.

**Progressive Model Updating**

Next, we describe how the self-discovered SCS structures can be used for progressive model update. For formulation ease, we treat individual samples as special SCS structures each with one sample. We propose to further convert affinity measurements into probability distributions, so that maximum likelihood-based learning objective functions (Good-fellow, Bengio, and Courville 2016) can be adopted. Inspired by (Huang et al. 2019; Wu et al. 2018), we define the probability that any two samples \( x_i \) and \( x_j \) are drawn from the same class as:

\[
p_{i,j} = \frac{\exp(x_i^\top x_j/\tau)}{\sum_{k=1}^{N} \exp(x_i^\top x_k/\tau)}
\]

where \( \tau \) is a temperature parameter controlling the distribution concentration degree (Hinton, Vinyals, and Dean 2014). This quantity is naturally compatible with SCS formation, both relying on pairwise affinity. To reinforce the SCS structural information into model learning, we maximise the same-class possibility of samples per SCS. We therefore formulate a group (subgraph) structure aware objective function as:

\[
\mathcal{L}_{scs} = -\frac{1}{n_{bs}} \sum_{i=1}^{n_{bs}} \log \left( \sum_{j \in C(x_i)} p_{i,j} \right)
\]

where \( n_{bs} \) specifies the mini-batch size and \( C(x_i) \) the samples of the SCS structure including \( x_i \). This encourages affinity maximisation of samples within SCS. For isolated samples, \( C(x_i) = \{ x_i \} \), \( \mathcal{L}_{scs} \) turns to the instance loss function (Wu et al. 2018). Eq (3) is also analogous to Neighbourhood Component Analysis (NCA) (Goldberger et al. 2005) when \( C(x_i) \) is replaced with labelled sets.

With summation \( \sum_{j \in C(x_i)} p_{i,j} \), one possible weakness of Eq (3) is that less similar neighbours can be overwhelmed due to over small quantity. To calibrate their importance, we introduce a hard positive enhancement strategy. Given a SCS, for a sample \( x_i \) we define its hard positive sample as the one \( x_{hp,i} \) with the smallest affinity. In the case of isolated sample, we use a randomly transformed variant as its hard positive. For calibration, we minimise the Kullback-Leibler (KL) divergence of model predictions of \( x_i \) and \( x_{hp,i} \) as:

\[
\mathcal{L}_{hpe} = \frac{1}{n_{bs}} \sum_{i=1}^{n_{bs}} \sum_{j=1}^{N} p_{i,j} \log \frac{p_{i,j}}{p_{hp,i,j}}
\]

We obtain the final loss function of our model by weighted summation as:

\[
\mathcal{L}_{pad} = \mathcal{L}_{scs} + \lambda \mathcal{L}_{hpe}
\]

where the weight \( \lambda \) modulates their importance balance.

**Model Training**

PAD starts with a randomly initialised CNN. For efficiency, we update the affinity graph and SCS per epoch, and use a memory to keep track of per-sample representations required by loss computation (Eq (2)). The memory is updated for mini-batch samples by exponential moving average (Lucas and Saccucci 1990):

\[
\hat{x}_i = (1 - \eta) \cdot \hat{x}_i + \eta \cdot x_i
\]

where \( \eta \) denotes the update momentum, \( x_i \) and \( \hat{x}_i \) the up-to-date and memory feature vectors respectively. This can summarise the historical knowledge, learned in the past training iterations, to solve the incomplete memory limitation of neural networks (Weston, Chopra, and Bordes 2014). The whole model training procedure is summarised in Algorithm 1.

**Algorithm 1** Unsupervised deep learning via progressive affinity diffusion.

**Input:** Training data \( T \), training epochs \( N_{ep} \), iterations per epoch \( N_i \).

**Output:** A class discriminative CNN feature representation model;

**for** epoch = 1 to \( N_{ep} \) **do**

Construct the kNN based affinity graph (Eq (1));

Search strongly connected subgraphs (Fig 3);

**for** iter = 1 to \( N_i \) **do**

Mini-batch feed-forward through the network;

Objective loss computation (Eq (5));

Network back-propagation and model weights update;

Memory feature refreshing (Eq (6)).

**end for**

**end for**
Experiments

Datasets. **CIFAR10(100):** A natural image dataset containing 50,000/10,000 train/test images from 10 (1/100) object classes. **ImageNet:** A large scale 1,000 classes object dataset with 1.2 million images for training and 50,000 for test. **SVHN:** A Street View House Numbers dataset including 10 classes of digit images. **STL10:** An ImageNet adapted dataset containing 500/800 train/test samples from 10 classes as well as 100,000 unlabelled images from auxiliary unknown classes. **MNIST:** A hand-written digits dataset with 60,000/10,000 train/test images from 10 digit classes.

**Evaluation protocol.** We considered two test protocols for unsupervised learning of discriminative representations.

(1) **Image classification** (Caron et al. 2018; Wu et al. 2018), where the ground-truth class labels of the training images are used after unsupervised model learning for enabling image categorisation. We tested two classification models, Linear Classifier (LC) with conv5 features and Weighted kNN with FC features. LC was realised by a fully connected layer. The kNN classifier is based on weighted voting of top-k neighbours $N_k$ as $s_i = \sum_{c_i} \delta(c, c_i) \cdot w_i$ where $\delta(c, c_i)$ is a Dirac function returning 1 if label $c = c_i$, and 0 otherwise. We computed the weight $w_i$ as $w_i = \exp(s_i/\tau)$ with $\tau = 0.1$ the temperature parameter and $s_i$ the cosine similarity. Without an extra classifier learning post-process involved, kNN reflects directly the discriminative capability of the learned feature representations.

(2) **Image clustering** (Ji, Henriques, and Vedaldi 2019; Xie, Girshick, and Farhadi 2016) where k-means is applied if needed for clustering the samples represented by any unsupervised model into the ground-truth number of clusters. To measure the accuracy, we adopted the clustering accuracy (Xie, Girshick, and Farhadi 2016) which measures the proportion of samples correctly grouped. Note that both the training and test datasets are utilised for model learning in the standard clustering setting, unlike the standard classification setting where only the training dataset is used.

**Implementation details.** We used AlexNet as the backbone (Krizhevsky, Sutskever, and Hinton 2012). We adopted SGD with Nesterov momentum at 0.9, the epoch number at 200, the initial learning rate at 0.03 with a decay of 0.1 every 40 epochs after the first 80 ones. We set $k = 5$ (Eq (1)) for graph construction. The maximum size $s$ of SCS is set to 10. We set the weight $\lambda = 0.8$ (Eq (5)) and the memory update rate $\eta = 0.5$ (Eq (6)). Data augmentation includes horizontal flipping, cropping and colour jittering. In practice, the SCS searching is conducted on memory features for efficiency concern and the memory bank takes around 600MB for ImageNet. Implemented in Tarjan framework (Tarjan 1972), the worst-case time complexity of our SCS searching is $O(N^2)$. All the experiments run on Tesla P100 GPU.

**Hyper-parameters selection.** All our parameters are tuned on CIFAR10 and applied to all the other datasets. There is no per-dataset tuning. In particular, due to no validation set for cross-validation, we used common parameter settings: (1) we set $k$ (Eq (1)) and $s$ (maximum SCS size) so that there are neither too many isolated samples nor too large SCS units for error control; set $\lambda$ (Weight of hard positive enhancement) so that no loss dominates; and set $\eta$ (memory update rate) following (Wu et al. 2018; Huang et al. 2019). (2) For the SGD optimiser, we set the parameters so that the training loss can drop properly. This tuning process is easy to conduct in practice. Instead of exhaustively tuning the parameters, we used a single setting for all the experiments to test its scalability and generalisation.

**Image Classification**

In Table 1, we compared our PAD method with the representative works of clustering analysis (DeepCluster (Caron et al. 2018), AND (Huang et al. 2019)), self-supervised learning (RotNet (Gidaris, Singh, and Komodakis 2018), and sample specificity learning (Instance (Wu et al. 2018)) on four benchmarks. We make three observations:

(1) PAD surpasses all competitors under either classification model, often by a large margin. This suggests the performance superiority of our method thanks to its strong capability of discovering underlying semantic boundaries.

(2) When compared with kNN classifier, linear classifier tends to yield better results due to using extra parameters. This is particularly so for the pretext task based model RotNet. This is because the pretext task is less relevant to classification, leading to weaker representation as compared to grouping based methods like AND and PAD.

(3) As an intermediate representation between clusters and instances, tiny neighbourhoods are exploited in AND for revealing class boundaries and improves the results in most cases. However, this method is restricted by the small size of neighbourhoods. PAD addresses this limitation by affinity diffusion across adjacent neighbourhoods.

![Table 1: Image classification results of unsupervised learning models. The 1st/2nd best results are indicated in bold/underline.](image-url)

We examined the training dynamics of SCS size and precision. Fig 4 shows that PAD starts with finding small SCS structures due to weak representation power, then explores larger ones at decreasing precision, and finally converges the size whilst increases the precision before both levels off. High precision of SCS is a key for enabling more discriminative unsupervised learning by PAD.
Effect of affinity diffusion.

To provide insights into our model, we conducted a sequence of component evaluations and further analysis. We attribute this advantage to the favourable ability of our method in seeking the latent class consistent groups with high variations of individual concepts. This indicates the efficacy of our unsupervised learning method in forming the holistic data distribution. We attribute this advantage to the favourable ability of our method in seeking the latent class consistent groups with high variations of individual concepts.

Component Evaluations and Further Analysis

To provide insights into our model, we conducted a sequence of detailed component evaluations and performance analysis on the image classification task with $k$-NN as classifier.

To investigate the effect of affinity diffusion, we tested the performance of models in which $C(x)$ for each sample was replaced by its $k$-nearest neighbours $N_k(x)$ as shown in Fig 2(a) and the size $k$ was set to 10. According to Table 3, discovering consistent sample groups according to affinity diffusion across adjacent neighbourhoods with necessary constraints clearly benefits the discriminative learning of models in all cases.

Cyclic and scale constraints. We examined the effect of cyclic and scale constraints and observed from Table 4 that: (1) Cyclic constraint brings consistently performance gain, particularly in the most challenging CIFAR100 test. This is because of the presence of subtle visual discrepancy between fine-grained classes, which leads to more wrong association in affinity diffusion. (2) Scale constraint is clearly necessary for ensuring the effectiveness of our model in all cases. Without it, different classes would be mixed up in diffusion due to complex visual patterns exhibited in images.
In this work, we presented a novel Progressive Affinity Diffusion (PAD) method for discriminative unsupervised deep learning. It is achieved by self-discovering class consistent strongly connected subgraphs in neighbourhood affinity graphs and formulating group structure aware objective loss function. This model can be trained end-to-end in a progressive multi-stage manner. Critically, PAD overcomes the notorious error propagation of clustering and the small locality limitation of neighbourhoods, whilst preserving and integrating their intrinsic strengths for more effective discriminative learning. Extensive experiments on image classification and image clustering tasks validate the superiority of PAD over a wide spectrum of state-of-the-art unsupervised deep learning methods.
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