An N-k Analytic Method of Composite Generation and Transmission with Interval Load
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Abstract: N-k contingency estimation plays a very important role in the operation and expansion planning of power systems, the method of which is traditionally based on heuristic screening. This paper stringently analyzes the best and worst states of power systems given the uncertainties of N-k contingency and interval load. For the sake of simplification and tractable computation, an approximate direct current (DC) power flow model was used. Rigorous optimization models were established for identifying the worst and best scenarios considering the contingencies of generators and transmission lines together with their uncertain loads. It is very useful to identify the worst N-k contingencies with interval loads. If the worst existing scenario meets security standards, all scenarios must satisfy it. The mathematical model established for finding the worst N-k contingency with interval load is a bi-level optimization model. In this paper, strong duality theory and mathematical linearization were applied to the solution of bi-level optimization. The computational results of standard cases validate the effectiveness of the proposed method and illustrate that generator contingency has more impact on minimum load shedding than transmission line contingency.
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1. Introduction

1.1. Motivation

Research on the security of power systems generally focuses on stability security based on differential equations and adequate security based on algebraic equations [1]. The study of adequate security is usually associated with static conditions that do not include dynamics and transient processes. Research on the adequacy of power systems under static conditions can be divided into two categories: probability analysis and the deterministic analysis of N-k contingency. This paper studies the deterministic analysis of power systems under the loss of k components for expansion planning.

N-1 and N-2 security criteria are applied to power industries all over the world, but the number of components out in cascading contingencies is usually more than two [2]. Severe contingencies are mainly caused by N-k cascading contingencies [3]; thus the analysis of N-k contingency is very valuable to operations and expansion planning. In this paper, the authors identify the best and worst N-k contingencies with uncertain loads from a stringent mathematical view. The problems examined are as follows:

(1) Under certain load demands, which k transmission lines out produce the best N-k contingency, and which k transmission lines out produce the worst N-k contingency?
(2) Under certain load demands, which $k$ components that include transmission lines and generators out produce the best $N$-$k$ contingency, and which $k$ components out produce the worst $N$-$k$ contingency?

(3) Under uncertain load demands, which $k$ components out and which load blocks produce the best system state, and which $k$ components out and load blocks produce the worst-case system state (WSS). The WSS refers to the worst-case scenario under uncertain conditions of $N$-$k$ contingency and load demand.

In the real-world power industry, establishing the best-case scenario is pointless, because judgements of power system security are not based on best-case scenarios, which usually meet security standards. Power system operators or planners are concerned about worst-case scenarios under uncertain $N$-$k$ contingencies and with varied loads, conditions that are weaker than all other power system scenarios given uncertainties of $N$-$k$ contingency and load demand. If the worst scenario can meet the security criteria of its power system, all $N$-$k$ contingencies with varied loads must also satisfy security criteria. Our main goal is therefore to identify the worst $N$-$k$ contingency with varied load.

1.2. Literature Review and Contributions

Previous works mostly focus on $N$-1 and $N$-2 analysis, but there is some literature about the $N$-$k$ contingency. $N$-$k$ analysis of system operation is associated with cascading outages [4–6]. In power system expansion planning, minimum load shedding (MLS) is applied to the security analysis [7–9], and by applying MLS, the cascading outages associated with $N$-$k$ can be considered [2]. The key to $N$-$k$ analysis is how to choose the $k$ components. If we know the special $k$ components, $N$-$k$ analysis is essentially an operation problem with $k$ components out. However, it is very difficult to select the relevant $k$ components of the worst scenario from all system components. Screening all contingencies is one method, but it is very clumsy, especially under large $k$ numbers. With $k$ increasing, the combined number of $N$-$k$ contingencies is enormous. Thus contingency screening requires special skills or techniques, especially with regard to dynamic security research [10,11]. Because of the enormous amount of complete contingency screening, $N$-$k$ contingency is usually studied by the heuristic method. Reference [12] proposes the linear sensitivities for fast $N$-2 contingency screening. Reference [5] uses quantum-inspired multi-objective evolutionary algorithms for $N$-$k$ cascading contingency screening. Both use the heuristic method and do not consider uncertain loads. In real-world power systems, the load demand is changeable or the predicted load may be in error. Therefore, heuristic methods cannot usually cover all contingencies.

There is some literature about $N$-$k$ contingencies or uncertain loads from a stringent mathematical view. Reference [8] studies the security analysis of transmission expansion planning (TEP) with interval loads, but does not consider the outages of transmission lines and generators. Reference [13] researches the worst contingencies of transmission line loss by an optimization method, which does not account for the contingencies of generators and uncertain loads. In reference [14], the worst contingencies can be found in the credit contingency set, and the uncertainties, and preventive and corrective actions of generation units, are considered with alternative current power flow. Reference [15] studies the stochastic and robust unit commitment with uncertainty. Reference [16] studies the bi-level optimization of the terrorist threat problem, but only considers transmission lines.

Within this context, the main contributions of this paper are as follows:

(1) From a stringently mathematical view, we establish two models for identifying the best and worst scenarios given the uncertainties of $N$-$k$ contingency and load demand. These models are based on a minimum load shedding problem with linearized DC power flow. All $N$-$k$ contingencies with generators and lines and interval loads were considered in this paper. The model used for identifying the best scenario is single mixed integer linear programming, but identifying the worst scenario is a bi-level optimization problem. Compared with the model for the best scenario, therefore, the model for the worst scenario is complex and applicable in real-world power systems. Therefore, we mainly focus on the model for identifying the worst scenario.
Applying strong duality theory and mathematical linearization methods, we transformed the bi-level optimization of identifying the worst scenario into a mixed integer linear program (MILP). The MILP can be mathematically solved by mature optimization software. The mathematical method of linear bi-level optimization has already been matured [15,17]; hence, the paper mainly uses strong duality and linearization method for the bi-level model solution.

Detailed analyses of $N$-$k$ contingencies with IEEE-RTS-24 and IEEE-118 bus systems were performed. These numerical studies demonstrate the effectiveness of the MILP method for identifying the worst-case scenario and illustrate the impact of generator contingencies on $N$-$k$ analysis.

1.3. Paper Organization

The remaining sections of the paper are organized as follows. Section 2 formulates the best and worst system states of $N$-$k$ contingency. Section 3 provides the model solution as a strong duality theorem and linearized method. The numerical cases with IEEE-RTS-24 and IEEE-118 bus systems are explained and discussed in Section 4. Conclusions and areas for future research are given in Section 5.

2. Problem Formulations

2.1. Model Assumptions

$N$-$k$ contingencies cover a broad range of searches, so it is very difficult to find the worst or best contingency. In order to simplify the analysis of $N$-$k$ contingency and make the problem tractable, some assumptions are summarized below:

1. Our models only consider active power flow with a linearized DC power flow model, which in fact are widely applied to the risk assessment of power systems, static contingency analysis, long-term expansion planning [18] and unit commitment with transmission constraints [19].
2. Details of up, down and ramp constraints of generators are neglected. We assume generation units can be re-dispatched quickly under post contingency.
3. Only load shedding quantifies the quality of the state of the $N$-$k$ contingency. The indicator for ranking all contingencies is only load shedding, which is useful to power system expansion planning [8].
4. Interval load demand describes the uncertain loads [8].

The first and second items above aim to approximate the operation of power systems. Neglecting reactive power and detail unit commitments has some impact on the analysis of $N$-$k$ contingencies with interval load, but linearized DC power flow and simple generation scheduling are useful to long-term expansion planning and rough operation planning. Because only load shedding is used to rank all contingencies, the optimization model for identifying the best or worst scenario used the load shedding value as the objective function. When the contingency elements and load demand are known, the operation problem is minimum load shedding, which is widely applied to the security judgement of expansion planning [8,9,20]. Thus these models for identifying the worst- or best-case scenarios under $N$-$k$ contingency and interval loads can be comprehended as a two-stage robust optimization problem [15]. Figure 1 is a diagram of the model. As Figure 1 shows, uncertainties of $N$-$k$ contingencies and interval loads will minimize load shedding for the best-case scenario, so the model for identifying the best-case scenario is a mathematical minimum problem, called the best system state model. Because uncertainties of $N$-$k$ contingencies and interval loads will maximize load shedding for worst-case scenarios, the model for identifying the worst-case scenario is a max-min problem, called the worst system state model.
2.2. The Best-Case System State Model of N-k Contingency

The best-case state model minimizes load shedding in Equation (1), subject to $N$-$k$ contingency and interval load constraints, as shown in Equations (2)–(4). Operation constraints based on linearized DC power flow models are shown in Equations (5)–(9). They are formulated as follows:

$$\min \sum_i r_i$$  \hspace{1cm} (1)

$$s.t. \quad \sum_{(ij,k)\in \Omega} (1-e_{ij,k}) + \sum_{(i,k)\in G} (1-e_{i,k}) \geq k$$  \hspace{1cm} (2)

$$d_j \leq d_i \leq \bar{d}_j \quad \forall i \in N$$  \hspace{1cm} (3)

$$e_{ij,k}, e_{i,k} \in \{0, 1\} \quad \forall (ij,k) \in \Omega, (i,k) \in G$$  \hspace{1cm} (4)

$$\sum_{(i,k)\in G_i} g_{i,k} - \sum_{(ij,k)\in \Omega} A_{ij}f_{ij,k} + r_i = d_i \quad \forall i \in N$$  \hspace{1cm} (5)

$$f_{ij,k} = e_{ij,k}h_{ij,k}(\theta_i - \theta_j) \quad \forall (ij,k) \in \Omega$$  \hspace{1cm} (6)

$$-\bar{f}_{ij,k} \leq f_{ij,k} \leq \bar{f}_{ij,k} \quad \forall (ij,k) \in \Omega$$  \hspace{1cm} (7)

$$0 \leq g_{i,k} \leq e_{i,k}\bar{g}_{i,k} \quad \forall (i,k) \in G$$  \hspace{1cm} (8)

$$0 \leq r_i \leq d_j \quad \forall i \in N$$  \hspace{1cm} (9)

In the model above, the decision variables are as follows: which transmission lines ($e_{ij,k}$) and generation units ($e_{i,k}$) will be lost, the load demand of bus $i$ ($d_i$), operation variables for the power angle ($\theta$), line real power ($f_{ij,k}$), generation power output ($g_{i,k}$), and load shedding ($r_i$). The decision variables set is $\Xi = \{e_{ij,k}, e_{i,k}, d_i, \theta, f_{ij,k}, g_{i,k}, r_i\}$. Variables $e_{ij,k}$ and $e_{i,k}$ are binary: their values are 0 when contingencies occur, 1 otherwise. The objective function minimizes total load shedding as Equation (1). Equations (2) and (4) denote that the number of contingency elements is not smaller than the value of $k$. Equation (3) expresses interval load. Equation (5) denotes real power balance at each node or bus, Equation (6) expresses linearized DC power flow equations of all lines, Equation (7) describes the limits of line capacity, Equation (8) calculates the limits of generators output, and Equation (9) calculates the limit of load shedding. If the loss of generators is not considered, the state variable of generation units ($e_{i,k}$) is omitted. If the load demand is known, Equation (3) is omitted. The best-state model can provide the information that load shedding must occur at certain demand scenarios when $k$ is more than a certain value. If the optimal value of the best state model is more than zero at certain $k_0$, load shedding must occur at certain demand scenarios over all $N$-$k$ contingencies, the $k$ values of which are equal to or more than $k_0$. 

Figure 1. Model diagram.
2.3. Worst-Case System State Model of N-k Contingency

The model of WSS is a bi-level optimization problem. Its decision variables can be divided into two categories: \( \Xi = \{ e_{ij,k}, e_{i,k}, d_i \} \) from upper level model and \( \xi = \{ \theta_i, f_{ij,k}, g_{i,k}, r_i \} \) from lower level model. The decision variables of upper level optimization identify the contingencies of which transmission lines and generators and what load demand is made at each load bus under uncertain loads. When the operator knows the \( k \) contingency and load scenario, the lower level optimization model minimizes total load shedding by generation dispatch. The uncertainties of \( N-k \) contingency and load maximizes the total load shedding from the lower level problem. These formulations of the WSS model are as follows:

\[
\max_{\Xi} \sum_i r_i^* \quad (10)
\]

s.t. \[
\sum_{(j,k) \in \Omega} \left( 1-e_{ij,k} \right) + \sum_{(i,k) \in G} \left( 1-e_{i,k} \right) \leq k \quad (11)
\]

\[
d_j \leq d_i \leq \hat{d}_i \quad \forall i \in N \quad (12)
\]

\[
e_{ij,k}, e_{i,k} \in \{0,1\} \quad \forall (ij,k) \in \Omega, (i,k) \in G \quad (13)
\]

\[
r_i^* \in \arg \min_{\xi} \sum_i r_i \quad (14)
\]

s.t. \[
\sum_{(i,k) \in \Omega} g_{i,k} = \sum_{(ij,k) \in \Omega} A_{ij} f_{ij,k} + r_i = \hat{d}_i \quad \forall i \in N \quad (15)
\]

\[
f_{ij,k} = e_{ij,k} b_{ij,k} (\theta_i - \theta_j) \quad \forall (ij,k) \in \Omega \quad (16)
\]

\[
-f_{ij,k} \leq \bar{f}_{ij,k} \leq f_{ij,k} \quad \forall (ij,k) \in \Omega \quad (17)
\]

\[
0 \leq g_{i,k} \leq \hat{g}_{i,k} \quad \forall (i,k) \in G \quad (18)
\]

\[
0 \leq r_i \leq \hat{d}_i \quad \forall i \in N \quad (19)
\]

where superscript * denotes the variables from lower level optimization model and the minimum load shedding \( (r_i^*) \); superscript * indicates the variables from the upper level optimization model, the contingency state of lines and units \( (\hat{e}_{ij,k} \ \text{and} \ \hat{e}_{i,k}) \), and load demand \( (\hat{d}_i) \). Note that the upper-level model maximizes minimum load shedding from lower-level optimization given the \( N-k \) contingency of transmission lines and generators and uncertain load. Equation (11) is different from Equation (2). The number of contingencies in the model of WSS is smaller than or equal to \( k \). Equations (14)–(19) express the minimum load shedding problem that is widely applied to TEP [8,9]. When the contingencies of generators and uncertain loads are not integrated, the corresponding Equations (11)–(13) and (18) are corrected or omitted. In order to conveniently describe the solution of the WSS model, the bi-level model with compact matrix is presented below:

\[
\max_{\xi_1, \xi_2} c_1^T y^* + c_2^T x
\]

s.t. \[ A_1 x + B_1 y^* \geq b_1 \quad (21) \]

\[ x_1 \in \{0,1\} \quad (22) \]

\[
y^* \in \arg \min_{\gamma} c_2^T y + c_1^T x \quad (23)
\]

s.t. \[ A_2(x) + B_2(\hat{x}) y = b_2 : \lambda \quad (24) \]
Equations (20)–(25) are a class bi-level linear programming problem when $B_2(\hat{x})$ and $B_3(\hat{x})$ are constant matrices. In the WSS model, $x_1$ is the state variable of transmission lines and generation units, $x_2$ is the load variable and other variable corresponding to the decision variables of the lower model of the WSS model, $c_1$ equals $c_2$, and $c_3$, $c_4$ and $B_1$ are 0. $A_1(\hat{x})$ is associated with the uncertain load of the upper model of the WSS model, $A_3(\hat{x})$ expresses the generation units of the upper model of the WSS model, $B_2(\hat{x})$ refers to the transmission lines of the upper model of the WSS model, $B_3(\hat{x})$ is a constant matrix, $B_4(\hat{x})=B_3$, and $\lambda$ and $\mu$ are respectively the dual variables of Equations (24) and (25).

3. Model Solution

3.1. Single-Level Formulation

The model of the best-case state of $N$-$k$ contingency can be easily solved by existing programming software, so the key to $N$-$k$ contingency analysis is the solution of the WSS model. The bi-level linear optimization model can be transformed into a single-level optimization model because the lower model is convex under the fixed value of decision variables of the upper level problem. There are two methods that can achieve the transformation and are widely applied to research on power systems under power deregulation [21–23], respectively:

1. Under Karush–Kuhn–Tucker (KKT) conditions, the lower-level model can be substituted with its primal constraints, its dual constraints and its complementarity constraints.
2. Using primal and dual formulation (PD), the strong duality theorem (SDT) equality replaces its complementarity constraints.

Although both methods are equally valid, the linearization of the complementarity constraints associated with every inequality constraint of the lower-level model involves large numbers and auxiliary binary variables. In Reference [22], using the PD method, the bi-level equilibrium optimization model of TEP is successfully transformed into a single-level optimization method. Thus, the PD method is also applied here. Considering the special WSS model, the bi-level model expressed in Equations (20)–(25) is transformed into a single-level model as follows:

$$\max_{x,y,\lambda,\mu} c_1^T y$$

subject to:

$$A_1 x \geq b_1, x_1 \in \{0,1\}$$

$$A_2 (x) + B_2 (x) y = b_2$$

$$A_3 (x) + B_3 y \geq b_3$$

$$B_2 (x)^T \lambda + B_3^T \mu = c_2, \mu \geq 0$$

$$c_2^T y = \lambda^T (b_2 - A_2 (x)) + \mu^T (b_3 - A_3 (x))$$

Equations (28)–(31) express the constraints under which the lower level model is equivalent according to the SDT. Equations (28) and (29) express the primal feasibility constraints of the lower level model, Equation (30) expresses the dual feasibility constraints, and Equation (31) is the SDT equality. Equations (26)–(31) is a mixed integer nonlinear programing because they incorporate the product of dual variables and, respectively, $B_2(x)$, $A_2(x)$ and $A_3(x)$, but they can be linearized by mathematic methods. When the contingencies of generators and uncertain loads cannot be considered, $A_2 (x)$ and $A_3 (x)$ are constant and the only nonlinear element is associated with $B_2 (x)$. 

$$A_3 (\hat{x}) + B_3 (\hat{x}) y \geq b_3 : \mu$$
3.2. Linearized Formulation

Equations (28), (30), and (31) can be linearized. Equation (28) corresponds to Equation (16) of the WSS model, and we linearize them by substituting Equations (16) and (17) as follows:

\[
-(1-e_{ij,k})M_{ij,k} \leq f_{ij,k} - b_{ij,k}(\theta_i - \theta_j) \leq (1-e_{ij,k})M_{ij,k} \quad \forall (ij,k) \in \Omega
\]

\[
-e_{ij,k}f_{ij,k} \leq e_{ij,k}f_{ij,k} \quad \forall (ij,k) \in \Omega
\]

where the big number \( M_{ij,k} \) is the product of susceptance and maximum angle difference of the transmission line. If the big number is large enough, Equations (32) and (33) are equivalent to Equations (16) and (17). The maximum angle difference of lines is usually very small: reference [23] recommends using a value of 1.2 rad. The value used in this paper is 1.5 rad, which is large enough to per-unit power systems; thus, \( M_{ij,k} \) equal to 1.5 \( \beta_{ij,k} \) in this paper.

The dual variables of Equations (15)–(19) of the WSS model are respectively \( \lambda^1_i, \lambda^2_{ij,k}, \mu^1_{ij,k}, \mu^2_{ij,k}, \mu^3_{ij,k}, \mu^1, \) and \( \mu^3_i \) (note that superscript numbers 1, 2, and 3 denote types of dual variables, not square and cube). Using dual transformation, Equation (30) expresses the constraints on the dual lower optimization problems, Equations (14)–(19), as follows:

\[
\sum_{(ij,k) \in \Omega} A_{ij,k}h_{ij,k}^02^2e_{ij,k}^0 = 0 \quad \forall i \in N
\]

\[
-\lambda^1_i - \mu^2_i + \mu^3_i = 0 \quad \forall (i,k) \in G
\]

\[
\sum_{i} A_{ij,k}^i2^2\lambda^2_{ij,k} - \mu^1_{ij,k} + \mu^3_{ij,k} = 0 \quad \forall (ij,k) = l \in \Omega
\]

\[
1 - \lambda^1_i - \mu^2_i + \mu^3_i = 0 \quad \forall i \in N
\]

\[
\mu^1_{ij,k}, \mu^2_{ij,k}, \mu^3_{ij,k}, \mu^1_i, \mu^3_i \geq 0
\]

The only non-linear element in formulations above is \( \lambda^2_{ij,k}e_{ij,k} \) in Equation (34). The product of the continuous variable and the binary variable can be linearized using the big number M method [22]. The linearization method is theoretically accurate if the big number is large enough. We assume \( \lambda^2_{ij,k}e_{ij,k} \) equals \( a^1_{ij,k} \), and introduce the auxiliary variable \( a^2_{ij,k} \) and the upper and lower bounds of \( \lambda^2_{ij,k} \). Because the dual multiplier of MLS in per-unit of power system is not greater than 1, we can set the big number value at 100. Applying the big number M method, the linearized equations making up Equation (34) are as follows:

\[
\sum_{(ij,k) \in \Omega} A_{ij,k}^0b_{ij,k}^0a^1_{ij,k} = 0 \quad \forall i \in N
\]

\[
a^1_{ij,k} = \lambda^2_{ij,k} - a^2_{ij,k} \quad \forall (ij,k) \in \Omega
\]

\[
-100e_{ij,k} \leq a^1_{ij,k} \leq 100e_{ij,k} \quad \forall (ij,k) \in \Omega
\]

\[
-100(1-e_{ij,k}) \leq a^1_{ij,k} \leq 100(1-e_{ij,k}) \forall (ij,k) \in \Omega
\]

The linear Equations (39)–(42) replace the nonlinear Equation (34); they are equivalent because the big number M is large enough. According to strong dual theory, the objective function of MLS is equal to that of the dual problem, called the strong duality equality. Equation (31) expresses the constraints of the strong duality equality, which can be rewritten as:
The value for $\mu_{ik}^2$ of Equation (43) is also linearized by the big number M method above. We assume $\mu_{ik}^2 = a_{ik}^3$ and introduce auxiliary variable $a_{ik}^4$. The linearized formulations are as follows:

$$a_{ik}^3 = \mu_{ik}^2 - a_{ik}^4 \quad \forall (i,k) \in G$$

(44)

$$-100 \leq a_{ik}^3 \leq 100 \quad \forall (i,k) \in \Omega$$

(45)

$$-100(1-e_{ik}) \leq a_{ik}^4 \leq 100(1-e_{ik}) \quad \forall (i,k) \in G$$

(46)

The $(\lambda_i^3 - \mu_i^3) d_1$ of Equation (43) can be linearized by the Fortuny–Amat linearized method. Reference [21] successfully linearized the product of generation power and the dual variable by the Fortuny–Amat method, which was applied to the linearization of $(\lambda_i^3 - \mu_i^3) d_1$ in this paper. We discretize the interval load by trisection and assume $\Delta_i$ equals $(d_i - d_{i-1})/3$. The linearization formulations are as below:

$$d_i = d_j + \Delta_i n_{i1}^d + 2\Delta_i n_{i2}^d \quad \forall i \in N$$

(47)

$$(n_{i1}^d, n_{i2}^d) \in \{0,1\}$$

(48)

$$(\lambda_i^3 - \mu_i^3) d_i = (\lambda_i^3 - \mu_i^3) d_j + \Delta_i a_{i1}^d + 2\Delta_i a_{i2}^d \quad \forall i \in N$$

(49)

$$-100 \leq \lambda_i^3 - \mu_i^3 - a_{i1}^3 \leq 100 \quad \forall i \in N$$

(50)

$$-100n_{i1}^d \leq a_{i1}^d \leq 100n_{i1}^d \quad \forall i \in N$$

(51)

$$-100 \leq a_{i2}^d \leq 100 \quad \forall i \in N$$

(52)

$$-100n_{i2}^d \leq a_{i2}^d \leq 100n_{i2}^d \quad \forall i \in N$$

(53)

where the value of the load demand at every bus has four options: the upper bound, the lower bound, the first value in the interval, or the second value in the interval. For greater accuracy, more steps can be considered. In this paper, trisection is adequate for the computation of case studies. In order to accelerate the convergence of mixed integer linear programming, the lower bound of Equations (50)–(53) can be set at 0 because $\lambda_i^3$ is generally larger than $\mu_i^3$. We compare the computational time. When the lower bound is 0, the convergence speed is quicker than that of $-100$, and their solutions are the same. Through the above transformation, the linearization of Equation (43) is:

$$\sum_i r_i = \sum_{(i,k) \in G} (-a_{ik}^3 g_{i,k}) + \sum_{(j,k) \in \Omega} (a_{j,k}^4 + \mu_{j,k}^3) g_{j,k}^3 + \sum_{i \in N} \left[ (\lambda_i^3 - \mu_i^3) d_j + 2\Delta_i a_{i1}^d + 2\Delta_i a_{i2}^d \right]$$

(54)

By linearizing the WSS model, a single MILP can be expressed, the decision variables of which include the primal variables $\Xi = \{e_{j,k}^1, e_{i,k}^1, d_i, f_{i,j,k}, g_{i,k}, r_i\}$, and dual variables and auxiliary variables as follows:

$$\Xi_3 = \{\lambda_i^3, \mu_i^3, f_{i,j,k}, g_{i,k}, \lambda_i^4, \mu_i^4, \lambda_i^5, \mu_i^5\}$$

(55)

$$\Xi_4 = \{a_{i,j,k}^1, a_{i,j,k}^2, a_{i,k}^3, a_{i,k}^4, n_{i1}^d, n_{i2}^d, a_{i1}^d, a_{i2}^d\}$$

(56)

The MILP of the WSS model comprises Equations (5), (8)–(13), (32), (33), (35)–(42), (44)–(48), and (50)–(54), which are also presented together in the appendix. The MILP can be solved by mature
programming software, making the WSS model tractable for computation. Here, two linearization methods are used: the big number M and Fortuny–Amat methods. The big number M method is very accurate for linearization if the big number M is large enough. The Fortuny–Amat method is an approximate method, only used for the interval load. Reference [8] proves and demonstrates the accuracy of MLS for determining interval load. This method is reasonable applied to real-world power systems for determining interval loads.

4. Numerical Studies

The numerical studies are implemented with the IEEE-RTS-24 bus system [24] and the IEEE-118 bus system [25]. The IEEE-RTS-24 bus system comprises 33 transmission lines, 5 transformers, 32 generation units, and 17 load buses. Transformers are regarded as transmission lines, thus totaling 38 lines. Five units carrying 12 MW at Bus 15 are merged into one unit of 60 MW, so the total number of units is 28. The total capacity of units installed is 3405 MW. The peak load demand is 2850 MW. The upper bound of the load demand is the peak load, and the lower bound around 90% of peak load. Other details of lines, bus number, peak load and units refer to reference [24].

Four cases under the IEEE-RTS-24 bus system were studied. Case 1 is the best- and worst-case system state under N-k contingency of lines with peak load; case 2 is the worst-case system state of N-k contingency of lines with interval loads; case 3 is the worst-case system state of N-k contingency of lines and generators with peak loads; and case 4 is the worst-case system state of N-k contingency of lines and generators with interval loads. The worst-case state is more applicable to our purposes than the best-case state and it is also easy to identify the best state, so only case 1 tested the best state to illustrate the applicability of the method. All cases tested worst-case states of N-k contingency. To evaluate the scalability of the analytical method of the worst state calculation, the worst load shedding of N-k contingency of lines and generators with interval loads about IEEE-118 bus system are computed.

All cases were tested on a computer with Intel(R) Core(TM) i5-4200M processor at 2.50 GHz and 4 GB of random access memory (RAM). The program platform used was MATLAB (MathWorks, Natick, MA, USA, version R2013a) with the optimization model language YALMIP20150626 [26] and optimization solver GUROBI6.0 for MILP [27].

4.1. Results of Case 1 With Lines Contingency and Peak Load

The minimum load shedding of the best system state is zero when the number of the lines out k equals to 1, 2, ..., 23. Until k equals 24, the MLS of the best system state is 9 MW: respectively 5 MW at Bus 3 and 4 MW at Bus 19. The details of the contingency lines are 1–2, 1–3, 2–6, 3–24, 4–9, 5–10, 8–9, 8–10, 9–11, 10–11, 11–13, 11–14, 13–23, 15–21, 15–24, 16–17, 16–19, 17–18, 17–22, 18–21, 18–21, 19–20, 20–23, 21–23. The results of the best-case system state demonstrate some information. Under linearized DC power flow, zero load shedding may occur when 23 lines are out. The computational results of the best-case load shedding illustrate that load shedding must occur when k is larger than 23.

The computational results of WSS are provided in Table 1. The first column of Table 1 is the number of lines out; the second column shows minimum load shedding, the third column gives the details of the contingency lines, and the last column is the computational time. For the sake of clear and representative expression, the values of k are, respectively, odd numbers from 1 to 15. When k = 1, WLS (MLS of WSS, also called worst load shedding) is zero, thus the outage of an arbitrary line doesn’t cause load shedding. When k = 3, WLS is 309 MW. These lines of the worst-case contingency are two lines between Buses 20 and 23, and Lines 16–19. The computational time increases by 179.7 s when k= 7. In fact, the optimization solver GUROBI6.0 found the optimal solution at 17 s, but the optimal gap is larger than 0.01%; until 179.7 s the gap is 0.0%. Other details are presented in Table 1.
Table 1. The computational results of the worst system state of case 1.

| \(k\) | WLS/MW Contingency Lines | \(t\) (s) |
|---|---|---|
| 1 | 0 -- | 0.2 |
| 3 | 309 16–19, 20–23, 20–23 | 7.4 |
| 5 | 842 11–13, 12–13, 12–23, 14–16, 15–24 | 38.8 |
| 7 | 1017 1–3, 3–24, 7–8, 11–13, 12–13, 12–23, 14–16 | 179.7 |
| 9 | 1373 7–8, 9–12, 10–12, 11–13, 15–21, 15–21, 16–17, 20–23, 20–23 | 27.9 |
| 11 | 1428 7–8, 9–12, 10–12, 11–13, 16–24, 15–21, 15–21, 16–19, 20–23 | 28.7 |
| 13 | 1552 1–3, 1–5, 2–4, 2–6, 7–8, 9–12, 10–12, 11–13, 15–21, 15–21, 16–17, 20–23, 20–23 | 5.8 |
| 15 | 1607 1–3, 1–5, 2–4, 2–6, 7–8, 11–13, 12–13, 12–23, 14–16, 15–16, 15–16, 15–21, 15–21, 16–19, 20–23, 20–23 | 3.1 |

WLS: The Worst Load Shedding; MW: Mega Watt.

4.2. Results of Case 2 With Lines Contingency and Interval Load

Table 2 presents the WSS results of Case 2. Because interval load is discretized by trisection for linearization, load demand at each load bus has four options: upper bound, the first value in interval, the second value in interval and lower bound. When WSS occurs, the load demand of most buses reaches the upper bound [8], but the load demand of little buses isn’t at peak load. In the fourth column of Table 2, the non-peak buses refer to these buses at which load demand isn’t at peak load when WSS occurs, and the numbers 1 and 2 in parentheses denote respectively the first value second values of the interval load. For load demand at Bus 1 for example, the interval load at Bus 1 ranges from 97 to 108 MW: 1 means the load demand is 97 MW, 1(1) means the load demand is 100.7 MW, and 1(2) means the load demand is 104.4 MW.

Table 2. The computational results of case 2.

| \(k\) | WLS/MW Contingency Lines | Non-Peak Buses | \(t\) (s) |
|---|---|---|---|
| 1 | 0 -- | -- | 0.2 |
| 3 | 309 16–19, 20–23, 20–23 | 7, 13 | 6.5 |
| 5 | 842 3–24, 11–13, 12–13, 12–23, 14–16 | 13, 19(1), 20 | 10.4 |
| 7 | 1017 2–4, 2–6, 7–8, 11–13, 12–13, 12–23, 14–16, 15–24 | 7, 13(2), 18 | 21.1 |
| 9 | 1373 7–11, 11–13, 12–13, 12–23, 15–21, 15–21, 16–17, 20–23, 20–23 | 7, 13, 18 | 6.1 |
| 11 | 1428 7–11, 11–13, 12–13, 12–23, 14–16, 15–16, 15–21, 15–21, 16–19, 20–23, 20–23 | 7(2) | 15.6 |
| 13 | 1552 1–3, 1–5, 2–4, 2–6, 7–8, 11–13, 12–13, 12–23, 15–21, 15–21, 16–17, 20–23, 20–23 | 1(1), 2 | 3.4 |
| 15 | 1607 1–3, 1–5, 2–4, 2–6, 7–8, 9–12, 10–12, 11–13, 14–16, 15–16, 15–21, 15–21, 16–19, 20–23, 20–23 | 1, 7, 18 | 1.1 |

We compared the contents of Tables 1 and 2, of which WLS are equal. Although their contingency lines and load demand are not the same in form, they are equivalent in essence. When \(k\) equals to 5, Lines 3–24 in Table 2 replaces Line 15–24 in Table 1, and the load at Bus 19 is the value 169 MW in interval load [163, 181] MW. We directly calculated the MLS retaining all condition except for the load at Bus 19 by linear programming. When the load demand at Bus 19 are, respectively, 163, 169 and 181 MW, their MLS are the same, all equal to 842 MW. The difference of the three conditions is only the output of a 155 MW generator at Bus 23, respectively, 17, 23 and 35 MW. The load demand at Bus 19 can be covered by generators around Load Bus 19, it has not impact on the WLS of N-\(k\) contingency. When \(k\) equals other number, the situations are the same as these above. In fact, the non-peak buses in Table 2 are also generation buses, except for Bus 19 and 20, which are close to the generation bus. When \(k = 7\), Lines 2–4 and 15–24 in Table 2 replace Lines 1–3 and 3–24 in Table 1. When \(k = 9, 11, 13\), Lines 12–13 and 12–23 in Table 2 replace Lines 9–12 and 10–12 in Table 1, when \(k = 15\), otherwise as above. These comparison results demonstrate WSS model has the same optimum value but many solutions may exist.
4.3. Results of Case 3 With Lines and Generators Contingency and Peak Load

The computational results of case 3 are presented in Table 3, in which the fourth column provides the details of the contingency of generators of WSS, the number in parentheses denotes bus number, the value before symbol * represents the number of generator, for example, 2*197(13) refers to two 197 MW generators at Bus 13. When \( k = 1 \), the MLS is 0. IEEE-RTS-24 bus system meets the \( N-1 \) criteria, the outage of arbitrary lines or unit does not cause the load shedding. When \( k \) equals to 1, 3 and 5, the number of contingency lines of WSS is 0. These demonstrate the outage of generators have more impact than that of lines regarding to worst load shedding. When \( k \) equals to 7, 8 and 9, only one Lines 7–8 is out. When \( k \) equals to 13 and 15, there are the outage of three lines, they are Lines 7–8, 17–22 and 21–22. Note that in Table 3, the contingency lines of the third column include Lines 7–8, which is the weak region of IEEE-RTS-24 bus system.

| \( k \) | WLS/MW | Contingency Lines | Contingency Units/MW | \( t \) (s) |
|-------|--------|-------------------|----------------------|----------|
| 1     | 0      | --                | --                   | 0.3      |
| 3     | 595    | --                | 400(18), 400(21), 350(23) | 7.3      |
| 5     | 989    | 7–8               | 2*197(13), 400(18), 400(21), 350(23) | 98.9     |
| 7     | 1361   | 7–8               | 3*197(13), 400(18), 400(21), 350(23) | 302.4    |
| 9     | 1671   | 7–8               | 3*197(13), 155(15), 155(16), 400(18), 400(21), 350(23) | 384.4    |
| 11    | 1981   | 7–8               | 3*197(13), 155(15), 155(16), 400(18), 400(21), 2*155(23), 350(23) | 105.7    |
| 13    | 2281   | 7–8, 17–22, 21–22 | 3*197(13), 155(15), 155(16), 400(18), 400(21), 2*155(23), 350(23) | 35.2     |
| 15    | 2433   | 7–8, 17–22, 21–22 | 76(1), 76(2), 3*197(13), 155(15), 155(16), 400(18), 400(21), 2*155(23), 350(23) | 30.5     |

We compared the worst load shedding of Tables 1 and 3, as shown in Figure 2. The WLS with line and generator contingencies is more than that with only line contingencies, the difference value is 826 MW when \( k = 15 \). The \( N-k \) contingency analysis should consider the outage of the generator.

![Figure 2. Comparison of minimum load shedding of WSS.](image)

4.4. Results of Case 4 With Lines and Generators Contingency and Interval Load

The computational results of case 4 are presented in Table 4. The only non-peak load bus is Load Bus 7 when \( k = 3 \). The comparison between Tables 3 and 4 is similar to that between Tables 1 and 2. However, the details of the contingency generators are different in this form, they are equivalent in essence. When \( k = 9 \), two 155 MW generators at Bus 23 in Table 4 replace a 155 MW generator at Bus 15 and a 155 MW generator at Bus 16; when \( k \) equals to 15, a 76 MW generator at Bus 2 replace a 76 MW generator at Bus 1.
We compare the computation time for four cases, as shown in Figure 3. In case 3, when \(k=9\), the program uses the most time, 384.4 s. From the view of the contingency number, the consumption time is larger when \(k=5, 7, 9, \) and 11. The consumption time is a normal distribution with the number of contingencies. The consumption time of these cases, considering the contingency of generators, is more than that without the contingency of generators. The computation time of the situation with interval loads is less than that with peak loads because of redundant constraints of the dual variables associated with the load demand.

Table 4. The computational results of case 4.

| \(K\) | WLS/MW | Contingency Lines | Contingency Units/MW | Non-Peak Buses | \(t\) (s) |
|---|---|---|---|---|---|
| 1 | 0 | -- | -- | -- | 0.3 |
| 3 | 595 | -- | 400(18), 400(21), 350(23) | 7 | 21.4 |
| 5 | 989 | -- | 2*197(13), 400(18), 400(21), 350(23) | -- | 77.3 |
| 7 | 1361 | 7–8 | 3*197(13), 400(18), 400(21), 350(23) | -- | 163.7 |
| 9 | 1671 | 7–8 | 3*197(13), 400(18), 400(21), 2*155(23), 350(23) | -- | 141.9 |
| 11 | 1981 | 7–8 | 3*197(13), 155(15), 155(16), 400(18), 400(21), 2*155(23), 350(23) | -- | 21.2 |
| 13 | 2281 | 7–8, 17–22, 21–22 | 3*197(13), 155(15), 155(16), 400(18), 400(21), 2*155(23), 350(23) | -- | 23.9 |
| 15 | 2433 | 7–8, 17–22, 21–22 | 2*76(2), 3*197(13), 155(15), 155(16), 400(18), 400(21), 2*155(23), 350(23) | -- | 24.9 |

Figure 3. Comparison of computation time.

4.5. Results of IEEE-118 Bus System With Lines and Generators Contingency and Interval Load

The IEEE-118 bus system consists of 186 lines, 54 generators and 99 load buses. The demand data in each load node are from the IEEE-118 bus case of Matpower [28], and the total peak demand is 4242 MW. Here, demand uncertainties are assumed as the range of ±5% of peak load. The generators data are from Reference [25] and the total generation capacity is 8270 MW. For other detailed data, please refer to References [25,28].

The worst load shedding of the \(N-k\) contingency of lines and generators with the interval load are calculated using the MILP method. The relative optimality gap of MILP is set 0.06 in GUROBI. Table 5 and Figure 4b illustrate the computational results. Non-peak buses are not listed because all WSS occur at the upper bound of the interval load. The worst load shedding of \(N-1\) is 143.20 MW. A 50 MW generator and 5% peak load 193.2 MW are at Bus 116, but Bus 116 is only connected to Bus 68 by one line, 68–116. Thus, the minimum load shedding is 143.20 MW (193.2–50) when Lines 68–116 are out. Thus, the IEEE-118 bus system does not meet N-1 standard. When \(k\) is less than 9, the worst load shedding average increases about 152 MW as two elements are added and the contingencies of the elements are mostly lines. When \(k\) is more than 9, the average absolute increased
The average consumption time of the worst load shedding by the MILP method is about 507 s in the IEEE-118 bus system; the average time is 59 s in the IEEE-RTS-24 bus system. With MILP optimization software being more mature, the computational time is very reasonable for large systems. Although the MILP method of searching for the worst load shedding consumes 3101 s when \( k \) is equal to 11 in Table 5, it has more advantages than the enumeration or screening methods. For the comparison between MILP and the complete enumeration method, we screened all \( N-k \) contingencies with certain loads, which are the same to that of the MILP method. The total number of elements of the IEEE-RTS-24 and IEEE-118 bus systems are, respectively, 66 (38 lines and 28 units) and 240 (186 lines and 54 units). The complete enumeration number of the \( N-k \) contingency is the combination number \( \binom{N}{k} \), which approximately increases exponentially with \( k \) increasing when the \( k \) value is less than the median number, from 1 to \( N \). By testing these cases, only \( N-1, N-3, \) and \( N-5 \) of the IEEE-RTS-24 bus and \( N-1 \) and \( N-3 \) of the IEEE-118 bus systems can be finished in one day (24 h), their results about the worst load shedding are the same as that of the MILP method. Complete sampling is a very poor method for real power systems. Take \( N-3 \) of the IEEE-118 bus system for example, the number of enumerations is the combination number \( \binom{240}{3} \), and the value is...
2,275,280, the total consumption time is 47,174 s, which is larger than the 64 s in Table 5. The complete screening method is exponential time complexity, but the MILP method is polynomial time complexity because of the MILP algorithm using the branch and cut method. The MILP method is very applicable to the situation where \( k \) is more than 2. The advantage of MILP is that it directly identifies the worst scenario using the KKT optimization condition and strong duality theory.

5. Conclusions

The difficulty of \( N-k \) state analysis largely increases with increasing \( k \) when \( k \) is less than the median from 1 to \( N \), thus, it is very difficult to identify the worst system state by complete screening. This paper provides a rigorous analytic method for identifying the worst state of \( N-k \) contingency of lines and generators with an uncertain load, which is a bi-level optimization problem. In order to efficiently solve the problem, strong duality equations and a mathematical linearization method are applied. An MILP method for identifying the worst scenario under uncertainties of \( N-k \) contingency and load demand was proposed. Numerical studies demonstrated the effectiveness of the method. The analytic method of the worst state of \( N-k \) contingency can be applied to the risk assessment of power systems, expansion planning, and unit commitment.

The models the paper proposed are based on linearized DC power flow. In the future, we will research analytic steady security with alternating current (AC) power flow, which is non-linear and non-convex. Prevention and correction of generators and network topology also have effects on the analytic security estimation, for example load shedding minimization by static var compensator or static synchronous compensator (SVC/STATCOM) [29]. The expansion and relaxation of simplifications and assumptions of the models will be carried out in future work.
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List of Symbols

The main notations used throughout the paper are presented below, while others are defined as needed.

Sets and Indices

- \( \Xi, \Xi_1, \Xi_2 \) Set of decision variables of all, upper level and lower level model
- \( \Xi_3 \) Set of the dual variables
- \( \Xi_4 \) Set of the auxiliary variables
- \( N \) Set of indices of buses
- \( \Omega \) Set of indices of transmission lines
- \( G \) Set of indices of generation units
- \( i, j \) Bus index
- \( k \) The \( k \) th lines or units
- \( l \) Line index

Variables

- \( r_i \) Load shedding at bus \( i \)
Appendix A
The MILP formulations of the WSS model are presented together as follows:

Objective function:

$$\max_{\Xi, \Xi_1, \Xi_4} \sum_i r_i$$ \hspace{1cm} (A1)

where:

$$\Xi = \{e_{ij,k}, e_{i,k}, d_i, \theta_i, f_{ij,k}, g_{i,k}, r_i\}$$

$$\Xi_1 = \{\lambda_1, \lambda_2, \mu_{ij,k}, p_{ij,k}, p_{ij,k}^2, p_{ij,k}^3, p_{ij,k}^4\}$$

and $$\Xi_4 = \{a_{ij,k}, a_{i,k}^2, a_{i,k}^3, a_{i,k}^4, n_{ij}, n_{i,j}, n_{i,j}^d, a_{i,j}^d, a_{i,j}^d\}$$

Subject to:

Primal constraints:

$$\sum_{(j,k) \in \Omega} (1 - e_{ij,k}) + \sum_{(i,k) \in G} (1 - e_{i,k}) \leq K$$ \hspace{1cm} (A2)
\[ e_{ij,k}, e_{i,k} \in \{0, 1\} \quad \forall (j, k) \in \Omega, (i, k) \in G \] (A3)

\[ d_i \leq d_i \leq \bar{d}_i \] (A4)

\[ \sum_{(i,k) \in G} g_{i,k} - \sum_{(i,k) \in \Omega} A_{i,k} f_{i,k} + r_i = d_i \quad \forall i \in N \] (A5)

\[-(1-e_{ij,k})M_{ij,k} \leq f_{i,j} - b_{i,j} (\theta_i - \theta_j) \leq (1-e_{ij,k})M_{ij,k} \quad \forall (j, k) \in \Omega \] (A6)

\[-e_{ij,k} \bar{f}_{i,j,k} \leq g_{i,k} \leq e_{ij,k} \bar{g}_{i,k} \quad \forall (j, k) \in \Omega \] (A7)

\[ e_{i,j,k} g_{i,k} \leq g_{i,k} \bar{g}_{i,k} \quad \forall (i, k) \in G \] (A8)

\[ 0 \leq r_i \leq d_i \quad \forall i \in N \] (A9)

Dual constraints:

\[-\lambda^1_i - \mu^2_{ij,k} + \bar{g}_{i,k}^2 = 0 \quad \forall (i, k) \in G \] (A10)

\[ \sum_l A_{i,l} \lambda^1_i - \lambda^2_{ij,k} - \mu^3_{ij,k} + \bar{g}_{i,k}^3 = 0 \quad \forall (j, k) = l \in \Omega \] (A11)

\[ 1 - \lambda^1_i - \mu^3 + \bar{g}_{i,k}^3 = 0 \quad \forall i \in N \] (A12)

\[ \sum_{(j,k) \in \Omega} A_{i,j,k} a_{i,j,k}^1 = 0 \quad \forall i \in N \] (A13)

\[ a_{i,j,k}^1 = \lambda^2_{ij,k} - \mu^2_{ij,k} \quad \forall (j, k) \in \Omega \] (A14)

\[-100e_{ij,k} \leq a_{i,j,k}^1 \leq 100e_{ij,k} \quad \forall (j, k) \in \Omega \] (A15)

\[-100(1-e_{ij,k}) \leq a_{i,j,k}^2 \leq 100(1-e_{ij,k}) \quad \forall (j, k) \in \Omega \] (A16)

SDT constraints:

\[ \sum_j r_j = \sum_{(i,k) \in G} (a_{i,k}^3 \bar{g}_{i,k} - \sum_{(i,k) \in \Omega} (\mu_{i,k}^1 \bar{g}_{i,k}^1 + \bar{f}_{i,k}^1) ) \sum_{(i,k) \in \Omega} (\lambda_{i,k}^1 - \bar{f}_{i,k}^1) d_i + \Delta_i a_{i1}^2 + 2 \Delta_i a_{i2}^2 \] (A18)

\[ a_{i,k}^3 = \bar{g}_{i,k}^3 - a_{i,k}^3 \quad \forall (i, k) \in G \] (A19)

\[-100e_{i,k} \leq a_{i,k}^3 \leq 100e_{i,k} \quad \forall (i, k) \in \Omega \] (A20)

\[-100(1-e_{i,k}) \leq a_{i,k}^4 \leq 100(1-e_{i,k}) \quad \forall (i, k) \in \Omega \] (A21)

\[ d_i = d_i + \Delta_i n_{i1}^d + 2 \Delta_i n_{i2}^d \quad \forall i \in N \] (A22)

\[ (n_{i1}^d, n_{i2}^d) \in \{0, 1\} \] (A23)

\[-100(1-n_{i1}^d) \leq \lambda_{i1}^1 - \bar{f}_{i1}^1 - a_{i1}^1 \leq 100(1-n_{i1}^d) \quad \forall i \in N \] (A24)

\[-100n_{i1}^d \leq a_{i1}^1 \leq 100n_{i1}^d \quad \forall i \in N \] (A25)

\[-100(1-n_{i2}^d) \leq \lambda_{i2}^1 - \bar{f}_{i2}^1 - a_{i2}^1 \leq 100(1-n_{i2}^d) \quad \forall i \in N \] (A26)

\[-100n_{i2}^d \leq a_{i2}^1 \leq 100n_{i2}^d \quad \forall i \in N \] (A27)
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