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Abstract

We show that tensor products of \( k \) gradients of harmonic functions, with \( k \) at least three, are dense in \( C(\Omega) \), for any bounded domain \( \Omega \) in dimension 3 or higher. The bulk of the argument consists in showing that any smooth compactly supported \( k \)-tensor that is \( L^2 \)-orthogonal to all such products must be zero. This is done by using a Gaussian quasi-mode based construction of harmonic functions in the orthogonality relation. We then demonstrate the usefulness of this result by using it to prove uniqueness in the inverse boundary value problem for a coupled quasilinear elliptic system. The paper ends with a discussion of the corresponding property for products of two gradients of harmonic functions, and the connection of this property with the linearized anisotropic Calderón problem.

1 Introduction

Let \( \Omega \subset \mathbb{R}^{1+n}, n \geq 2 \) be a bounded domain. (We will label coordinates from 0 to \( n \).) It has already been known for some time that the set

\[
\text{span} \{ u_1u_2 : u_1, u_2 \text{ are harmonic in a neighborhood of } \Omega \}
\]  (1)
is dense in $C(\overline{\Omega})$. For example, we may follow [3] Chapter 5 in pointing out that if this were not the case, it is a consequence of the Hahn-Banach theorem that there exists a non-zero measure $\mu$ with support in $\overline{\Omega}$ such that

$$\int u_1(x)u_2(x)\,d\mu(x) = 0, \quad \forall u_1, u_2 \text{ harmonic in a neighborhood of } \overline{\Omega}. \quad (2)$$

In particular, for any $z \notin \overline{\Omega}$ we can take $u_1(x) = u_2(x) = |z - x|^{2-n}$, which are harmonic. Then

$$\int |z - x|^{4-2n}\,d\mu(x) = 0, \quad \forall z \notin \text{supp } (\mu), \quad (3)$$

which implies, for example by a result of Riesz in [31] Chapitre III, that $\mu = 0$.

We have quoted the proof above because it shows that in some way this can be seen as a very old result. Another classic way of proving the same thing is due to Calderón. In his paper [3] he introduced the following harmonic functions. Let $\xi, \nu \in \mathbb{R}^n \setminus \{0\}$ be such that $\xi \perp \nu$, $|\nu| = 1$, and let

$$\zeta_{\pm} = \frac{1}{2} (\xi \pm i|\xi|\nu). \quad (4)$$

It is easy to check that

$$\zeta_+ \cdot \zeta_+ = \zeta_- \cdot \zeta_- = 0, \quad \zeta_+ + \zeta_- = \xi. \quad (5)$$

With these choices $e^{i\zeta_{\pm} \cdot x}$ is a harmonic function. If we choose

$$u_1(x) = e^{i\zeta_+ \cdot x}, \quad u_2(x) = e^{i\zeta_- \cdot x}, \quad (6)$$

and $\mu$ is a measure as above, then

$$0 = \int u_1(x)u_2(x)\,d\mu(x) = \hat{\mu}(\xi), \quad \forall \xi \in \mathbb{R}^n \setminus \{0\}. \quad (7)$$

Again it follows that $\mu = 0$. We will use these harmonic functions again later in this paper.

Note also that we can trivially conclude that

$$\text{span} \{u_1u_2\ldots u_k : u_1, \ldots, u_k \text{ are harmonic in a neighborhood of } \overline{\Omega}\} \quad (8)$$
is dense in $C(\Omega)$, for any $k \geq 2$, since $u_3, \ldots, u_k$ can be chosen to be constant.

There are various results generalizing this density result from harmonic functions to solutions of other partial differential equations. Notably, Calderón's construction has been generalized in [38] to solutions of the equation $\Delta u - qu = 0$, which they then use to solve Calderón’s inverse boundary value problem, proposed in [3]. In fact, examples of such density results are too numerous to comprehensively list here. We mention [15] for equations in a general form, and [11], [2] for solutions to elliptic equations that are zero on part of the boundary of the domain.

1.1 Our result

In this paper we wish to consider the analogous problem for products of gradients of harmonic functions. We will show the following.

**Theorem 1.** Let $\mathcal{O}$ be a bounded neighborhood of $\Omega$. The set

$$\text{span} \{ \nabla u_1 \otimes \nabla u_2 \otimes \cdots \otimes \nabla u_k : u_1, u_2, \ldots, u_k \text{ are harmonic in } \mathcal{O} \}$$

with $k \geq 3$ is dense in $C(\overline{\Omega}, \mathbb{C}^k)$.

As above, it is sufficient to take $k = 3$ since the $u_4, \ldots, u_k$ can be chosen from among the coordinate functions $x \to x_j$, $j = 0, \ldots, n$. Also as above, by the Hahn-Banach theorem, the following statement is sufficient to prove Theorem 1.

**Theorem 2.** Suppose $\mu_{jkl}$ are finite measures with support in $\overline{\Omega}$ such that

$$\sum_{j,k,l=0}^{n} \int \partial_j u_1(x) \partial_k u_2(x) \partial_l u_3(x) \, d\mu_{jkl}(x) = 0,$$

for all $u_1, u_2, u_3$ harmonic functions in $\mathcal{O}$. Then $\mu_{jkl} = 0$, $j, k, l = 0, \ldots, n$.

This result generalizes the one obtained in [31] where it is assumed that $\mu_{jkl} = \mu_{kjl}$, for all $j, k, l = 0, \ldots, n$. The main gain of this paper is that this symmetry requirement is shown to not be necessary.

The proof of this Theorem 2 can be reduced to a similar result for measures of the form $B_{jkl}(x) \, dx$, with smooth, compactly supported $B_{jkl}$. To
see that this is the case, first notice that for small enough \( y \) and for \( \mu_{jkl} \) as in the statement of the theorem,
\[
\sum_{j,k,l=0}^{n} \int \partial_j u_1(y + x) \partial_k u_2(y + x) \partial_l u_3(y + x) \, d\mu_{jkl}(x) = 0, \tag{11}
\]
for all \( u_1, u_2, u_3 \) harmonic functions in a fixed neighborhood of \( \Omega \). This is clearly true since translations of harmonic functions are still harmonic. Now let \( \varphi_\epsilon \) be a smooth, compactly supported, approximation of identity. Then
\[
\sum_{j,k,l=0}^{n} \int (\varphi_\epsilon * \mu_{jkl})(x) \partial_j u_1(x) \partial_k u_2(x) \partial_l u_3(x) \, dx \\
= \sum_{j,k,l=0}^{n} \int \varphi_\epsilon(y) \left( \int \partial_j u_1(y + x) \partial_k u_2(y + x) \partial_l u_3(y + x) \, d\mu_{jkl}(x) \right) \, dy \\
= 0. \tag{12}
\]
It follows that it is enough to prove the following proposition.

**Proposition 1.** Suppose \( B = (B_{jkl}) \) is a 3-tensor such that \( B \in C_0^\infty(\mathcal{O}) \), and
\[
\int B(x) : \nabla u_1(x) \otimes \nabla u_2(x) \otimes \nabla u_3(x) \, dx = 0 \tag{13}
\]
for all smooth functions \( u_1, u_2, u_3 \) which are harmonic in \( \mathcal{O} \). Then \( B = 0 \).

We can further simplify our task by appealing to a result proved in [5]. Suppose \( B \) is as in the statement of Proposition 1 and let
\[
C_{jkl} = \frac{1}{2}(B_{jkl} + B_{kjl}). \tag{14}
\]
Then for any harmonic functions \( u_1, u_2, u_3 \) we have
\[
\int C(x) : \nabla u_1(x) \otimes \nabla u_2(x) \otimes \nabla u_3(x) \, dx \\
= \frac{1}{2} \int B(x) : \nabla u_1(x) \otimes \nabla u_2(x) \otimes \nabla u_3(x) \, dx \\
+ \frac{1}{2} \int B : \nabla u_1(x) \otimes \nabla u_3(x) \otimes \nabla u_2(x) \, dx = 0. \tag{15}
\]
It was shown in [5] that $C = 0$. It follows that
\[ B_{jkl}(x) = -B_{jlk}(x), \quad \forall x \in \mathcal{O}, \quad (16) \]
which we will assume to be the case for the rest of this paper.

The harmonic functions introduced by Calderón are not sufficient for the proof of our result. We will instead work with a family of harmonic functions whose construction is based on Gaussian quasi-modes on arbitrary hyperplanes in $\mathbb{R}^{1+n}$. These are approximate eigenfunctions to the Laplacian on $\mathbb{R}^n$ which concentrate along straight lines. Using these, we can then construct harmonic functions, defined on bounded subsets of $\mathbb{R}^{1+n}$, that concentrate on planes. Such constructions have been used recently to solve inverse problems for linear elliptic equations in [23, 8] and non-linear elliptic equations in [10, 28].

The construction of Gaussian quasi-modes in elliptic equations is based on an analogue for hyperbolic equations, namely Gaussian beams. These are approximate solutions to the wave equation that concentrate on null geodesics. They were introduced in the works [1, 30] and have been used in the context of inverse problems in many works. For example see [21] and the references therein. Solutions to equations of the form $\Delta u + qu = 0$ that concentrate on planes have also been constructed in [12] by a different method.

In section 2 we give a summary of the construction of Gaussian quasi-mode harmonic functions. The details of the particular incarnation of the construction we are using have been worked out in [5], so we only provide the results of the computations here. The harmonic functions we introduce depend on an asymptotic parameter $\lambda$ which will later be made to go to infinity. There are asymptotic expansions (in $\lambda^{-1}$ and $x_2$) for these harmonic functions and we give a few of the first terms whose exact expressions we will need to use. It is also important for our later computation to note that our harmonic functions also depend on a number of parameters that can be arbitrarily chosen.

In section 3 we use the special harmonic functions constructed in the previous section in order to obtain information form (13). With appropriate choices for $u_1, u_2, u_3$, we let $\lambda \to \infty$. Using a stationary phase theorem we obtain an expansion of the left hand side into powers of $\lambda^{-1}$. The coefficients of each power of $\lambda^{-1}$ must each be zero independently, so they each provide possibly distinct information.
In section 4 we carry out the details of the above mentioned expansion. It turns out to be necessary to use both the first and second orders in the expansion given by the stationary phase theorem (the zero order is automatically zero in our case, so provides no information). We obtain enough information about the structure of $B$ that at the last step we are able to use Calderón harmonic functions in order to conclude that it must be zero.

In section 5 we give an application of our result (of Theorem 2 to be precise). This is a proof of uniqueness in the inverse boundary value problem for a coupled quasilinear system of two equations of the form

$$ \begin{cases} -\Delta u^J + \sum_{K=1}^{2} \nabla (A^{JK} : \nabla u^J \otimes \nabla u^K) = 0, & J = 1, 2, \\ (u^1, u^2)|_{\partial \Omega} = (f^1, f^2). \end{cases} \quad (17) $$

The method we use for reducing the question of uniqueness to the statement of Theorem 2 is the standard “second linearization” approach, first used in [16]. For elliptic semilinear or quasilinear equations, there are a number of uniqueness results that are known. For semilinear equations, examples include [10], [19], [20], [25], [26], [28], [27], [36]. For quasilinear equations, not in divergence form, see [17]. For quasilinear equations in divergence form see [6], [7], [9], [13], [22], [29], [32], [34], [35], [37], (also [4] for quasilinear time-harmonic Maxwell systems).

Finally, it is natural to ask what happens when we take products of only two gradients of harmonic functions. Indeed, this question appears naturally when one considers the linearized inverse boundary value problem for an elliptic equation with anisotropic coefficients (or the linearized anisotropic Calderón problem). In section 6 we will explain this connection and prove the following theorem.

**Theorem 3.** Suppose $C$ is a matrix with coefficients $C_{jk} \in L^p(\Omega)$, $j, k = 0, \ldots, n$, $1 < p < \infty$. Then

$$ \int_{\Omega} C(x) : \nabla u_1(x) \otimes \nabla u_2(x) \, dx = 0, \quad (18) $$

for all $u_1, u_2$ harmonic functions in $\mathbb{R}^{1+n}$ if and only if there exist $v_j \in W^{1,p}_0(\Omega)$, $a_{j,k} \in L^p(\Omega)$, with $a_{jk} = -a_{kj}$, $\sum_j \partial_j a_{jk} = 0$, $j, k = 0, \ldots, n$, such that

$$ C_{jk} = \partial_j v_k + \partial_k v_j - \delta_{jk} \nabla \cdot \mathbf{v} + a_{jk}. \quad (19) $$

The requirement that $\sum_j \partial_j a_{jk} = 0$ is to be taken in the sense of $\mathcal{E}'(\mathbb{R}^{1+n})$. 
This result is the anisotropic analogue of [3]. The methods we use to prove Theorem 3, unlike those employed in the proof of Theorem 2, are not particularly sophisticated. In fact, we only need to use harmonic functions of the form $e^{i\xi \pm x}$ in [18], together with the same methods for improving the regularity of $C$ used above, in order to obtain the result. It therefore seems like some version of Theorem 3 should have been known a long time ago. A version of the result appears in [33, Theorem 1.13], for $C$ smooth. We provide our own proof below for the benefit of the interested reader.

2 Gaussian quasi-mode construction of harmonic functions

In this section we will give a brief description of a family of harmonic functions constructed using Gaussian quasi-modes on hyperplanes in $\mathbb{R}^{1+n}$. This is a summary of results obtained in [5] and the details of the computations are left out.

For the coordinates of $x \in \mathbb{R}^{1+n}$ we will use the notation

$$x = (x_0, x_1, x_2, \ldots, x_n) = (x_0, x') = (x_0, x_1, x'') = (x_0, x_1, x''''),$$

and correspondingly introduce the differential operators

$$\nabla = (\partial_0, \partial_1, \ldots, \partial_n), \quad \nabla' = (0, \partial_1, \ldots, \partial_n)$$

and

$$\Delta = \sum_{j=0}^{n} \partial_j^2, \quad \Delta' = \sum_{j=1}^{n} \partial_j^2. \quad (22)$$

Operators $\nabla'', \nabla''', \Delta'', \Delta'''$ can also be defined in the same way. Note that without any loss of generality we may assume that $\mathcal{O} \subset \{x_1 > 0\}$.

Let $\tau = \lambda + i\sigma$, $\lambda, \sigma \in \mathbb{R}$. We construct harmonic functions of the form

$$u_\pm^\tau(x) = e^{\pm \lambda x_0} \left( e^{\pm i\sigma x_0} e^{ir\Psi(x_1, x_2)} a_\tau(x_1, x_2) + r_\tau(x) \right). \quad (23)$$

Note that

$$\Delta u_\pm^\tau = e^{\pm \lambda x_0} \left[ \tau^2 + \Delta' \right] \left( e^{ir\Psi} a_\tau \right) + \Delta \left( e^{\pm \lambda x_0} r_\tau^1 \right), \quad (24)$$

We thank Mikko Salo for pointing out this reference.
and
\[(\tau^2 + \Delta')e^{i\tau\Psi}a_r = e^{i\tau\Psi} \left[ \tau^2(1 - |\nabla'\Psi|^2)a_r + i\tau(2\nabla'\Psi \cdot \nabla' a_r + (\Delta'\psi)a_r) + (\Delta' a_r) \right]. \tag{25}\]

The quantity \(\lambda\) will be an asymptotic parameter, in the sense that we eventually intend to take the limit \(\lambda \to \infty\). We will construct \(\Psi\) and \(a_r\) so that this quantity vanishes to high order in both \(\lambda^{-1}\) and \(x_2\).

Let \(M\) be a large natural number, \(\delta > 0\), let \(\chi: \mathbb{R} \to [0, \infty)\) be a smooth function such that \(\chi(t) = 1\) for \(|t| < \frac{1}{2}\) and \(\chi(t) = 0\) for \(|t| > 1\), and let \(h: \mathbb{R}^{n-1} \to \mathbb{R}\) be a harmonic function. We make the following Ansätze:

\[\Psi(x_1, x_2) = \sum_{j=0}^{M} \psi_j(x_1)x_2^j,\tag{26}\]

\[a_r(x_1, x_2) = \chi(\frac{x_2}{\delta})h(x''')\sum_{k=0}^{M} v_k(x_1, x_2) \tau^{-k},\tag{27}\]

\[v_k(x_1, x_2) = \sum_{j=0}^{M} v_{k;j}(x_1)x_2^j.\tag{28}\]

Since we would like for the quantity in equation (25) to vanish to high order in \(\lambda^{-1}\) and \(x_2\), we require that the following conditions hold:

(i) \(\Im \Psi \geq \kappa|x_2|^2\);

(ii) \(\partial_j^2(|\nabla'\Psi|^2 - 1)|_{x_2=0} = 0\) for \(j = 0, 1, \ldots, M\);

(iii) \(\partial_j^2(2\nabla'\Psi \cdot \nabla' v_0 + (\Delta'\Psi)v_0)|_{x_2=0} = 0\) for \(j = 0, 1, \ldots, M\).

(iv) \(\partial_j^2(2\nabla'\Psi \cdot \nabla' v_k + (\Delta'\Psi)v_k - i\Delta' v_{k-1})|_{x_2=0} = 0\) for \(j = 0, 1, \ldots, M\).

This conditions do not uniquely determine the \(\psi_j, v_{k;j}\). They do however provide ODEs that these quantities need to satisfy. This provides a way to compute the \(\psi_j, v_{k;j}\), at least up to some choices and arbitrary constants. The first few of these terms, as computed in [5], are:

\[\psi_0(x_1) = x_1, \quad \psi_1(x_1) = 0\tag{29}\]
\[ \psi_2(x_1) = \frac{1}{2}(x_1 - i\epsilon)^{-1} \]  
\[ \psi_3 = p_3(x_1 - i\epsilon)^{-3}, \quad p_3 \in \mathbb{C} \]  
\[ \psi_4(x_1) = -\frac{1}{8}(x_1 - i\epsilon)^{-3} + \frac{9}{2}p_3^2(x_1 - i\epsilon)^{-5} + p_4(x_1 - i\epsilon)^{-4}, \quad p_4 \in \mathbb{C}. \]  
\[ \psi_5(x_1) = 27p_3^2(x_1 - i\epsilon)^{-7} + 12p_3p_4(x_1 - i\epsilon)^{-6} + p_5(x_1 - i\epsilon)^{-5}, \quad p_5 \in \mathbb{C}. \]

Furthermore, the remainder terms can be chosen such that
\[ ||r_\tau||_{H^k(\mathcal{O})} = O(|\tau|^{M-1-3k}). \]  
This remainder estimate was obtained in [5] with the help of results from [10].

3 Stationary phase as \( \lambda \to \infty \)

In this section we will plug the solutions of the previous section into (13), then use a stationary phase theorem in order to identify the different orders in \( \lambda \) of the left hand side.

Let \( \mathbf{e}_j \) be the \( j \)th coordinate unit vector. Let \( \mathbf{\alpha} = \mathbf{e}_0 + i\mathbf{e}_1 \), and let the quantities \( V_r^\pm \) be
\[ V_r^+ = \tau^{-1}e^{-rx_0}e^{-ir\psi}\nabla u_r^+ = \chi h [v_{0,0}\mathbf{\alpha} + x_2 [v_{0,1}\mathbf{\alpha} + 2iv_{0,0}\psi e_2] + x_2^2 [v_{0,2}\mathbf{\alpha} + iv_{0,0}\psi e_1 + i(2v_{0,1}\psi + 3v_{0,0}\psi_3)e_2] + \tau^{-1} [v_{1,0}\mathbf{\alpha} + \dot{v}_{0,0}\mathbf{e}_1 + v_{0,1}\mathbf{e}_2] + x_2^3 [v_{0,3}\mathbf{\alpha} + i(v_{0,1}\dot{\psi} + v_{0,0}\psi_3)e_1 + i(2v_{0,2}\psi_2 + 3v_{0,1}\psi_3 + 4v_{0,0}\psi_4)e_2] + x_2^2 [\dot{v}_{1,0}\mathbf{\alpha} + \dot{v}_{0,1}\mathbf{e}_1 + (2iv_{1,0}\psi_2 + 2v_{0,2})e_2] + \tau^{-1} [\delta^{-1}\chi h \mathbf{e}_2 + \chi \nabla'' h] (v_{0,0} + v_{0,1}x_2) + \cdots, \]
\[ (-1)^{\alpha} \bar{V}_\tau := (-1)^{\alpha - 1} e^{\tau x_0} e^{i\tau \Psi} \nabla u_\tau \]
\begin{align*}
&= \chi h \left[ \bar{v}_{0,0} + x_2 \left[ \bar{v}_{0,1} + 2i \bar{v}_{0,0} \bar{\psi} \right] e_2 \right] \\
&\quad + x_2^2 \left[ \bar{v}_{0,2} + i \bar{v}_{0,0} \bar{\psi} e_3 + 3 \bar{v}_{0,1} \bar{\psi} \right] e_2 \\
&\quad + \bar{\tau}^{-1} \left[ \bar{v}_{0,0} - \bar{v}_{0,0} e_1 - \bar{v}_{0,1} e_2 \right] \\
&\quad + x_2^3 \left[ \bar{v}_{0,3} + i \bar{v}_{0,1} \bar{\psi} e_4 + 4 \bar{v}_{0,0} \bar{\psi} \right] e_2 \\
&\quad + \bar{\tau}^{-1} x_2 \left[ \bar{v}_{1,0} - \bar{v}_{0,1} e_1 - \bar{v}_{0,0} e_2 \right] \\
&\quad - \bar{\tau}^{-1} \left[ \delta^{-1} \chi h e_2 + \chi \nabla^m h \right] (\bar{v}_{0,0} + \bar{v}_{0,1} x_2) + \cdots. \tag{38} \end{align*}

In \([13]\) we choose
\[ u_1 = u_{1,\alpha}, \quad u_2 = u_{2,\alpha}, \quad u_3 = u_{3,\alpha} \tag{39} \]
where the numerical indices indicate that we might have different choices in the constants \( p_j \), etc., and different choices of harmonic functions \( h_1, h_2, \) and \( h_3 \). For the various constants that appear in the expansions of our special solutions we will use a superscript to indicate the solution to which it belongs.

For example \( q^2 \) will be the \( q_1 \) constant associated to solution 2.

For convenience, we choose \( p_j^1 = p_j^4 = p_j^5 = 0 \) for \( j = 1, 2, 3 \). This will simplify somewhat the expressions that follow below.

With these choices
\[ e^{\tau x_0} e^{i\tau \Psi_1} e^{\tau x_0} e^{i\tau \Psi_2} e^{-2\tau x_0} e^{-2i\Psi_3} = e^{4i\sigma x_0} e^{i(\tau \Psi_1 + \tau \Psi_2 - 2\tau \Psi_3)}, \tag{40} \]
where we can expand
\[ \tau \Psi_1 + \tau \Psi_2 - 2\tau \Psi_3 = 4i\sigma x_1 + \sigma F_1 + \lambda F_2, \tag{41} \]
with
\begin{align*}
F_1 &= \frac{2i x_1}{x_1^2 + \epsilon^2 x_2^2} - \frac{i}{2} \frac{x_1^3 - 3x_1^2 \epsilon}{(x_1^2 + \epsilon^2)^3} x_2^4 + O(x_2^6), \tag{42} \\
F_2 &= \frac{2i \epsilon}{x_1^2 + \epsilon^2 x_2^2} + \frac{i}{2} \frac{\epsilon^3 - 3x_1^2 \epsilon}{(x_1^2 + \epsilon^2)^3} x_2^4 + O(x_2^6). \tag{43} \end{align*}
We have
\[ \tau^{-2} \tau^{-1} \frac{1}{2} B : \nabla u_1 \otimes \nabla u_2 \otimes \nabla u_3 = e^{i\lambda F} e^{4i\sigma x_0} e^{-4i\sigma x_1} e^{i\sigma F} B : V_{1;\tau}^+ \otimes V_{2;\tau}^+ \otimes V_{3;\tau}^- . \] (44)

We quote here a stationary phase theorem, slightly adapted from the source to fit our particular circumstances.

**Theorem 4** (see [14, Theorem 7.7.5]). Let \( 0 \in I \subset \mathbb{R} \) be a bounded interval. Let \( X \) be an open neighborhood of \( I \). If \( U \in C^{2k}_0(I) \), \( F \in C^{3k+1}(X) \) and \( \text{Im } F \geq 0 \) in \( X \), \( F'(0) = 0 \), \( F''(0) \neq 0 \), \( F' \neq 0 \) in \( I \setminus \{0\} \). Let

\[ G(t) = F(t) - F(0) - \frac{1}{2} F''(0) t^2 \] (45)

and

\[ L_j U = \sum_{\nu-\mu=j, 2\nu \geq 3\mu} i^{-j} \frac{1}{\nu! \mu!} \left( -\frac{1}{2} F''(0) \right)^\nu \frac{d^{2\nu}}{dt^{2\nu}} (G^\nu U)(0). \] (46)

Then

\[ \left| \int_I e^{i\lambda F(t)} U(t) - e^{i\lambda F(0)} \left( \frac{2\pi i}{\lambda F''(0)} \right)^\frac{1}{2} \sum_{j<k} \lambda^{-j} L_j U \right| \leq C \lambda^{-k} ||U||_{C^{2k}(I)}. \] (47)

With the following definitions, this theorem can be applied to the integral in the \( x_2 \) variable part of (13). We define

\[ U = (-1) e^{i\sigma F} B : V_{1;\tau}^+ \otimes V_{2;\tau}^+ \otimes V_{3;\tau}^- \], \( F(x_2) = F_2(x_2) \), (48)

which then gives

\[ G(x_2) = F_2(x_2) - F_2(0) - \frac{1}{2} F''_2(0) x_2^2 = \frac{i^3 - 3x_2^2 \epsilon}{2 (x_1^2 + \epsilon^2)^3} x_2^4 + O(x_2^6) . \] (49)

Here we treat \( F_2 \) as a function of \( x_2 \). With this \( G \) we have

\[ L_0(U) = U|_{x_2=0} \], \( L_1(U) = \frac{1}{8\epsilon} \left[ (x_2^2 + \epsilon^2) \partial_x^2 U + \frac{1}{8} x_1^2 - \epsilon^2 \right]_{x_2=0} \]. (50)
and
\[ L_2(U) = \frac{1}{128\epsilon^2} \left[ (x_1^2 + \epsilon)^2 \partial_2^4 U + \frac{15(3x_1^2 - \epsilon^2)}{2} \partial_2^2 U + \frac{105(3x_1^2 - \epsilon^2)^2}{16(x_1^2 + \epsilon^2)^2} U \right]_{x_2=0}. \]

Theorem 4 gives that
\[ \tau^{-2\tau-1} \frac{(-1)}{2} \int B : \nabla u_1 \otimes \nabla u_2 \otimes \nabla u_3 \, dx_2 \]
\[ = \left( \frac{\pi}{2\lambda\epsilon} \right)^{\frac{7}{2}} e^{4i\sigma x_0} e^{-4\sigma x_1} \left[ L_0(U) + \lambda^{-1} L_1(U) + \lambda^{-2} L_2(U) \right] \]
\[ + O(\lambda^{-\frac{7}{2}}). \] (53)

4 Expansion of (53)

Here we will collect the first few terms in the expansion in \( \lambda^{-1} \) of (53), or at least parts of these terms that can be isolated by independently varying the arbitrary parameters \( q_j \). We do it by computing coefficients in the expansion in \( \lambda^{-1} \) and \( x_2^2 \) terms in \( B : V_{1;\tau}^+ \otimes V_{2;\tau}^+ \otimes V_{3;\tau}^- \), which is
\[ \chi^3 h_1 h_2 h_3 v_{0;0} | v_{0;0} \|^2 B : \alpha \otimes \alpha \otimes \alpha, \] (54)
vanishes by symmetry.

4.1 The \( \lambda^{-\frac{7}{2}} q_j^2 \) term in (53)

The \( \lambda^{-1} x_2^0 \) and \( \lambda^0 x_2^0 \) terms in \( B : V_{1;\tau}^+ \otimes V_{2;\tau}^+ \otimes V_{3;\tau}^- \) contribute to this. In fact, we will only keep the terms that also contain a factor of \( q_j^2, j = 1, 2, 3 \). Since these constants can be varied independently, the expression we will end up with will also vanish.

The coefficient of \( \lambda^{-1} x_2^0 \) is
\[ \chi^3 h_1 h_2 h_3 B : \left( \dot{v}_{0;0} | v_{0;0} \|^2 e_1 \otimes \alpha \otimes \alpha + v_{0;1}^1 | v_{0;0} \|^2 e_2 \otimes \alpha \otimes \alpha \right. \]
\[ \left. + \dot{v}_{0;0} | v_{0;0} \|^2 \alpha \otimes e_1 \otimes \alpha + v_{0;1}^2 | v_{0;0} \|^2 \alpha \otimes e_2 \otimes \alpha \right), \] (55)
with other terms being zero by reason of symmetry.

The the coefficient of \( \lambda^0 x_2^2 \) contains terms that can be obtained in two different ways, which we label "\( x_2^2 \times 1 \times 1 \)" and "\( x_2 \times x_2 \times 1 \)."

The "\( x_2^2 \times 1 \times 1 \)" terms are

\[
\chi^3 h_1 h_2 h_3 B: \left( i v_{0,0} | v_{0,0} \right| ^2 \psi_2 e_1 \otimes \alpha \otimes \alpha + 2 i v_{0,1}^2 \psi_2 | v_{0,0} \right| ^2 e_2 \otimes \alpha \otimes \alpha \\
+ i v_{0,0} | v_{0,0} \right| ^2 \psi_2 \alpha \otimes e_1 \otimes \alpha + 2 i v_{0,1}^2 \psi_2 | v_{0,0} \right| ^2 \alpha \otimes e_2 \otimes \alpha \\
= \chi^3 h_1 h_2 h_3 B: \left( 2 i v_{0,1}^1 \psi_2 | v_{0,0} \right| ^2 e_2 \otimes \alpha \otimes \alpha + 2 i v_{0,1}^2 \psi_2 | v_{0,0} \right| ^2 \alpha \otimes e_2 \otimes \alpha \right).
\]

The "\( x_2 \times x_2 \times 1 \)" terms are

\[
\chi^3 h_1 h_2 h_3 B: \left( 2 i \psi_2 | v_{0,0} \right| ^2 v_{0,1}^1 \alpha \otimes e_2 \otimes \alpha + 2 i \psi_2 | v_{0,0} \right| ^2 v_{0,1}^2 e_2 \otimes \alpha \otimes \alpha \\
+ 2 i \psi_2 (v_{0,0})^2 v_{0,1}^3 e_2 \otimes \alpha \otimes \alpha + 2 i \psi_2 (v_{0,0})^2 v_{0,1}^3 \alpha \otimes e_2 \otimes \alpha \\
= \chi^3 h_1 h_2 h_3 B: \left( 2 i \psi_2 | v_{0,0} \right| ^2 v_{0,1}^1 \alpha \otimes e_2 \otimes \alpha + 2 i \psi_2 | v_{0,0} \right| ^2 v_{0,1}^2 e_2 \otimes \alpha \otimes \alpha \right).
\]

Adding these two we see that the coefficient of \( \lambda^0 x_2^2 \) in \( B: V_{1,\tau}^+ \otimes V_{2,\tau}^+ \otimes V_{3,2\tau}^- \) is zero.

In order to compute the \( \lambda^0 \) order term in \( L_1(U) \) we also need to account for two terms containing derivatives of \( B \). The first one is

\[
\partial_2^2 (e^{i\sigma F_1} B) : V_{1,\tau} \otimes V_{2,\tau} \otimes \overline{V_{3,-2\tau}} \big|_{x_2=0} \\
= v_{0,0} | v_{0,0} \right| ^2 h_1 h_2 h_3 \partial_2^2 (e^{i\sigma F_1} B) : \alpha \otimes \alpha \otimes \alpha \big|_{x_2=0} + \mathcal{O}(\lambda^{-1}) \\
= \mathcal{O}(\lambda^{-1}).
\]
The second one is
\[
\partial_2(e^{i\sigma F_1}B) : \partial_2(V_{1,\tau} \otimes V_{2,\tau} \otimes V_{3,2\tau}) \bigg|_{x_2=0} = h_1h_2h_3\partial_2(e^{i\sigma F_1}B) \bigg|_{x_2=0} \\
\quad : \left[ (v_{0,1}^1|v_{0,1}|^2 + v_{0,1}^2|v_{0,1}|^2 + \overline{v_{0,1}^1}(v_{0,1}^2)^2)\alpha \otimes \alpha \otimes \alpha \\
\quad + 2iv_0|v_{0,0}|^2(\psi_2\alpha \otimes \alpha + \alpha \otimes \alpha \otimes \alpha + \overline{\psi_2}\alpha \otimes \alpha \otimes e_2) \right] \\
\quad + \Theta(\lambda^{-1}) = \Theta(\lambda^{-1}).
\] (59)

Both contribute nothing to the computation.

Finally, the \(\lambda^{-1}\) term in \(L_0(U)\) may contain terms involving \([\delta^{-1}\chi h_j e_2 + \chi \nabla^{'''} h_j]\). However, none of these will contain a factor \(q_j^1\), so they contribute nothing to the computation.

From the \(\lambda^{-\frac{3}{2}}q_j^1\) term in (53) we then get
\[
0 = \int e^{-4\sigma x_1}\hat{B}(4\sigma,x_1,0,x^{'''}): e_2 \otimes \alpha \otimes \alpha \\
\quad \times (x_1 - i\epsilon)^{-\frac{3}{2}}h_1(x^{'''}(x^{'''}))h_2(x^{''''})h_3(x^{'''}) \, dx_1 \, dx^{'''}. \quad (60)
\]

Here, by \(\hat{B}\) we mean the Fourier transform of \(B\) only in the \(x_0\) variable.

As we have mentioned at the beginning of this paper, the span of products of at least two harmonic functions is dense. This allows us to remove the \(dx^{''''}\) integral to obtain that
\[
\int e^{-4\sigma x_1}\hat{B}(4\sigma,x_1,0,x^{''''}) : e_2 \otimes \alpha \otimes \alpha \times (x_1 - i\epsilon)^{-\frac{3}{2}} \, dx_1 = 0. \quad (61)
\]

The following lemma also appears in [5].

**Lemma 1.** Let \(I\) be a bounded interval in \(\mathbb{R}\) that does not contain the origin, \(\mu > 0\), and \(\epsilon_0 > 0\). Let \(f \in L^2(I)\) be such that
\[
\int_I f(t)(t - i\epsilon)^{-\mu} \, dt = 0, \quad \forall \epsilon \in (0,\epsilon_0).
\] (62)

Then \(f = 0\).
Proof. We have $\forall \epsilon \in (0, \epsilon_0)$

$$0 = \int_I f(t)(t - i\epsilon)^{-\mu} \, dt$$

$$= \sum_{k=0}^\infty (i\epsilon)^k \frac{\mu(\mu + 1) \cdots (\mu + k - 1)}{k!} \int_I f(t)t^{-\mu}t^{-k} \, dt. \quad (63)$$

It follows that for all $k = 0, 1, \ldots$

$$\int_I f(t)t^{-\mu}t^{-k} \, dt = 0,$$  \quad (64)

so $f = 0$, since $\text{span} \{t^{-k}\}_{k=0}^\infty$ is dense in $L^2(I)$.

Applying Lemma 1 and undoing the Fourier transform in the first variable, we have that

$$B(x_0, x_1, 0, x''') = 0, \quad \forall(x_0, x_1, 0, x''') \in \mathcal{O}. \quad (65)$$

Since we are free to translate the origin of the coordinate system in the $x_2$ direction without affecting any of the above arguments, it follows that

$$B(x) : \vec{e}_2 \otimes \alpha \otimes \alpha = 0, \quad \forall x \in \mathcal{O}. \quad (66)$$

Taking real and imaginary parts we get

$$B(x) : \vec{e}_2 \otimes \vec{e}_0 \otimes \vec{e}_0 = B(x) : \vec{e}_2 \otimes \vec{e}_1 \otimes \vec{e}_1, \quad \forall x \in \mathcal{O}, \quad (67)$$

$$B(x) : \vec{e}_2 \otimes \vec{e}_0 \otimes \vec{e}_1 = -B(x) : \vec{e}_2 \otimes \vec{e}_1 \otimes \vec{e}_0, \quad \forall x \in \mathcal{O}. \quad (68)$$

Note that (68) implies that $B$ is totally antisymmetric in all different indices.

4.2 The $\lambda^{-\frac{5}{2}}q_{1j}^i$ term in (53)

Let

$$A_{jkl} = \frac{1}{3} (B_{jkl} + B_{kjl} + B_{ljk}). \quad (69)$$

$A$ is fully antisymmetric, as for example

$$A_{jik} = \frac{1}{3} (B_{jik} + B_{ikj} + B_{kji}) = \frac{1}{3} (-B_{ijk} - B_{kij} - B_{jki}) = -A_{jkl}, \text{ etc.} \quad (70)$$
As above we have that

\[
\int A(x) : \nabla u_1(x) \otimes \nabla u_2(x) \otimes \nabla u_3(x) \, dx = \frac{1}{3} \int B(x) : \nabla u_1(x) \otimes \nabla u_2(x) \otimes \nabla u_3(x) \, dx + \frac{1}{3} \int B(x) : \nabla u_2(x) \otimes \nabla u_3(x) \otimes \nabla u_1(x) \, dx + \frac{1}{3} \int B(x) : \nabla u_3(x) \otimes \nabla u_1(x) \otimes \nabla u_2(x) \, dx = 0,
\]

(71)

for all functions \(u_1, u_2, u_3\), which are harmonic in \(O\). The tensor \(A\) is the antisymmetric part of \(B\). In this subsection we will show that it is in fact zero.

Before proceeding with the computations, we remark that we can choose \(h_1 = 1\). This will not affect our ability to remove the integration in \(x''\) since the span of the products \(h_2 h_3\) is still dense. The effect of this choice will be that the \(\delta^{-1} \chi h_1 e_2 + \chi \nabla'' h_1\) term will have no contribution once we impose the condition \(x_2 = 0\).

The \(\lambda^{-2} x_0^2\), \(\lambda^{-1} x_2^2\), and \(\lambda^0 x_2^2\) terms in \(A : V_{1;\tau}^+ \otimes V_{2;\tau}^+ \otimes V_{3;\tau}^-\) contribute to the \(\lambda^{-\frac{5}{2}}\) order in \((53)\). Here we will only collect the terms that contain a \(q^1\) factor.

The relevant coefficient of \(\lambda^{-2} x_2^0\) in \(A : V_{1;\tau}^+ \otimes V_{2;\tau}^+ \otimes V_{3;\tau}^-\) is

\[
\chi^3 h_2 h_3 A : \left( \hat{v}_{0;0} v_{0;1} \hat{v}_{0;0;1} e_2 \otimes e_1 \otimes \alpha - \frac{1}{2} \hat{v}_{0;0} v_{0;1} v_{0;0} e_2 \otimes \alpha \otimes e_1 \right) = \frac{q^1}{2} \left( x_1^2 + \epsilon^2 \right)^{-\frac{3}{2}} \left( x_1 - i \epsilon \right)^{-\frac{5}{2}} \left( x_1 - i \epsilon \right)^{-1} \left( x_1 + i \epsilon \right)^{-1} \times \chi^3 h_2 h_3 A : e_1 \otimes e_2 \otimes \alpha. \quad (72)
\]

The contributions to the coefficient of \(\lambda^{-1} x_2^2\) can be obtained in the following ways: “\(\lambda^{-1} x_2^2 \times 1 \times 1\)”, “\(\lambda^{-1} x_2^2 \times 1\)”, “\(\lambda^{-1} x_2 \times x_2\)”, and “\(\lambda^{-1} x_2 \times x_2 \times 1\)”. The first of these, “\(\lambda^{-1} x_2^2 \times 1 \times 1\)”, contributes no relevant terms.
The relevant terms contributed by “$\lambda^{-1} \times x_2^2 \times 1$” are

\[
\chi^3 h_2 h_3 A : \left( i |v_{0,0}|^2 v_{0,1}^1 \dot{\psi}_2 e_2 \otimes e_1 \otimes \alpha + i |v_{0,0}|^2 v_{0,1}^1 \overline{\psi}_2 e_2 \otimes \alpha \otimes e_1 \right. \\
+ 2i \dot{v}_{0,0} v_{0,1}^1 \overline{\psi}_2 v_{0,0} e_2 \otimes e_1 \otimes \alpha - i \dot{v}_{0,0} v_{0,1}^1 \overline{\psi}_2 v_{0,0} e_2 \otimes \alpha \otimes e_1 \\
= \chi^3 h_2 h_3 A : \left( 2i |v_{0,0}|^2 v_{0,1}^1 \dot{\psi}_2 e_2 \otimes e_1 \otimes \alpha + i |v_{0,0}|^2 v_{0,1}^1 \overline{\psi}_2 e_2 \otimes \alpha \otimes e_1 \right. \\
\left. \left. - i \dot{v}_{0,0} v_{0,1}^1 \overline{\psi}_2 v_{0,0} e_2 \otimes \alpha \otimes e_1 \right) \right) \tag{73}
\]

The relevant terms contributed by “$\lambda^{-1} \times x_2 \times x_2$” are

\[
\chi^3 h_2 h_3 A : \left( 2i \dot{v}_{0,0} v_{0,1}^1 \overline{\psi}_2 \alpha \otimes e_1 \otimes e_2 - i \dot{v}_{0,0} v_{0,1}^1 v_{0,0} \psi_2 \alpha \otimes e_2 \otimes e_1 \right) \tag{74}
\]

The relevant terms contributed by “$\lambda^{-1} x_2 \times x_2 \times 1$” are

\[
\chi^3 h_2 h_3 A : \left( 2i |v_{0,0}|^2 \psi_2 v_{0,1}^1 e_1 \otimes e_2 \otimes \alpha + 2i |v_{0,0}|^2 \overline{\psi}_2 v_{0,1}^1 e_1 \otimes \alpha \otimes e_2 \right) \\
= \chi^3 h_2 h_3 2i |v_{0,0}|^2 (\psi_2 - \overline{\psi}_2) v_{0,1}^1 A : e_1 \otimes e_2 \otimes \alpha \tag{75}
\]

From the above we see that the relevant coefficient of $\lambda^{-1} x_2^2$ in $A : V_{1,\tau}^+ \otimes \overline{V_{3,2}}$ is

\[
iq_1 \epsilon^2 (x_1^2 + \epsilon^2)^{-\frac{3}{2}} (x_1 - i \epsilon)^{-\frac{3}{2}} \chi^3 h_2 h_3 A : e_1 \otimes e_2 \otimes \alpha. \tag{76}
\]

The contributions to the coefficient of $\lambda^0 x_2^4$ can be obtained in the following ways: “$x_2^4 \times 1 \times 1$”, “$x_2^4 \times x_2^2 \times 1$”, “$x_2^4 \times x_2 \times x_2$”, and “$x_3^4 \times x_2 \times 1$”. The first of these, “$x_2^4 \times 1 \times 1$”, contributes no relevant terms.

The relevant terms contributed by “$x_2^2 \times x_2^2 \times 1$” are

\[
(-2) \chi^3 h_2 h_3 A : \left( |v_{0,0}|^2 \psi_2 v_{0,1}^1 \dot{\psi}_2 e_2 \otimes e_1 \otimes \alpha \right. \\
\left. + |v_{0,0}|^2 \overline{\psi}_2 v_{0,1}^1 \dot{\psi}_2 e_2 \otimes \alpha \otimes e_1 \right) \\
= (-2) \chi^3 h_2 h_3 |v_{0,0}|^2 \psi_2 (\dot{\psi}_2 - \overline{\dot{\psi}_2}) v_{0,1}^1 A : e_1 \otimes e_2 \otimes \alpha. \tag{77}
\]

The relevant terms contributed by “$x_2^2 \times x_2 \times x_2$” are

\[
(-2) \chi^3 h_2 h_3 A : \left( |v_{0,0}|^2 \overline{\psi}_2 \nu_{0,1}^1 \alpha \otimes e_1 \otimes e_2 \right. \\
\left. + |v_{0,0}|^2 \overline{\psi}_2 \nu_{0,1}^1 \alpha \otimes e_2 \otimes e_1 \right) \\
= (-2) \chi^3 h_2 h_3 |v_{0,0}|^2 (\dot{\psi}_2 \overline{\psi}_2 - \overline{\psi}_2 \dot{\psi}_2) v_{0,1}^1 A : e_1 \otimes e_2 \otimes \alpha. \tag{78}
\]
The relevant terms contributed by \(x_2^2 \times x_2 \times 1\) are

\[
(-2) \chi^3 h_2 h_3 A : \left( |v_{0;0}|^2 \overline{\psi_2 v_{0;1}^1} e_1 \otimes e_2 \otimes \alpha + |v_{0;0}|^2 \overline{\psi_2} v_{0;1}^1 e_1 \otimes \alpha \otimes e_2 \right)
\]

\[
= (-2) \chi^3 h_2 h_3 |v_{0;0}|^2 \overline{\psi_2 (\psi_2 - \overline{\psi_2})} v_{0;1}^1 A : e_1 \otimes e_2 \otimes \alpha. \quad (79)
\]

From the above we see that the coefficient of \(\lambda x_2^4\) in \(A : V_1^+ \otimes V_2^+ \otimes V_{3;2}^-\) is zero.

Note that there are several terms of order \(\lambda^{-2}\) in \(L_0(U) + \lambda^{-1} L_1(U) + \lambda^{-2} L_2(U)\) that involve derivatives of \(A\). However, none contain a factor of \(q^1_1\).

We can now determine the coefficient of \(\lambda^{-2} q^1_1\) in \(L_0(U) + \lambda^{-1} L_1(U) + \lambda^{-2} L_2(U)\). After some grouping of terms we find it to be

\[
\frac{1}{8} (x_2^2 + \epsilon^2)^{-\frac{1}{2}} (x_1 - i\epsilon)^{-\frac{3}{2}} \left[ 5(x_1 - i\epsilon)^{-1} + (x_1 + i\epsilon)^{-1} \right] \\
\times A \big|_{x_2=0} : e_1 \otimes e_2 \otimes \alpha. \quad (80)
\]

It follows then that

\[
\int e^{-4\sigma x_1} \hat{A}(4\sigma, x_1, 0, x'') : e_1 \otimes e_2 \otimes \alpha \\
\times (x_1 - i\epsilon)^{-\frac{3}{2}} \left[ 5(x_1 - i\epsilon)^{-1} + (x_1 + i\epsilon)^{-1} \right] \\
\times h_1(x'') h_2(x'') h_3(x'') \, dx_1 \, dx'' = 0 \quad (81)
\]

The only thing needed in order to conclude that \(A = 0\) is an analogue to Lemma 1, so that we may handle the integration in \(x_1\).

**Lemma 2.** Let \(I\) be a bounded interval in \(\mathbb{R}\) that does not contain the origin, and let \(\epsilon_0 > 0\). Let \(f \in L^2(I)\) be such that

\[
\int_{I} f(t)(t - i\epsilon)^{-\frac{3}{2}} \left[ 5(t - i\epsilon)^{-1} + (t + i\epsilon)^{-1} \right] \, dt = 0, \quad \forall \epsilon \in (0, \epsilon_0). \quad (82)
\]

Then \(f = 0\).

**Proof.** As before, we only need to show that the Taylor expansion at \(z = 0\) of the function \((1 - z)^{-\frac{1}{2}} [5(1 - z)^{-1} + (1 + z)^{-1}]\) does not contain any zero
coefficients. In fact, the coefficient of order \( j \) is

\[
\sum_{l=0}^{j} \left[ 5 + (-1)^{j-l} \right] \frac{(2l + 1)!!}{2^l!} > 0.
\]

(83)

In the same way that we have arrived at (66), we can now conclude that \( A = 0 \). It follows that \( B_{jkl} = 0 \) when \( j \neq k \neq l \neq j \), since these coefficients are already fully antisymmetric, as we have already pointed out following equation (68).

The only possibly non-zero coefficients remaining are \( b_j = B_{jkk} = -B_{kj} \in C_0^\infty (\mathcal{O}) \), with \( j \neq k \). Then \( B \) has the following structure

\[
B_{jkl} = b_j \delta_{kl}(1 - \delta_{jk}) - b_k \delta_{jl}(1 - \delta_{jk}) = b_j \delta_{kl} - b_k \delta_{jl}.
\]

(84)

This structure is sufficiently simple that we can use the harmonic functions constructed by Calderón in (13). Let

\[
u_1 = u_3 = e^{i\zeta_+ \cdot x}, \quad u_2 = e^{2i\zeta_- \cdot x}.
\]

(85)

Then (13) gives that

\[
|\xi|^2 \hat{b}(\xi) \cdot \zeta_+ = 0.
\]

(86)

Here \( \hat{b} \) denotes the Fourier transform of \( b \) in all variables. Similarly, if we make the choices

\[
u_1 = u_3 = e^{i\zeta_- \cdot x}, \quad u_2 = e^{2i\zeta_+ \cdot x},
\]

(87)

we obtain

\[
|\xi|^2 \hat{b}(\xi) \cdot \zeta_- = 0.
\]

(88)

Adding (86) and (88) we get

\[
|\xi|^2 \hat{b}(\xi) \cdot \xi = 0.
\]

(89)

Subtracting the two we get

\[
|\xi|^3 \hat{b}(\xi) \cdot \nu = 0.
\]

(90)

Since \( \nu \) can be any unit vector orthogonal to \( \xi \), it follows that \( \hat{b} = 0 \), so \( b = 0 \). Therefore \( B = 0 \).
5 An application to inverse problems for quasilinear systems

In order to show the applicability of our result, we will here consider an application to an inverse boundary value problem for an elliptic quasilinear system, with “anisotropic” nonlinearity. This is not necessarily meant to model a particular kind of physical behavior, but rather to suggest the kind of applications that our density result may have.

To be precise, consider the following system of two coupled equations in a bounded, $C^{1,1}$ domain $\Omega \subset \mathbb{R}^{1+n}$

\[
\begin{cases}
-\Delta u^J + \sum_{K=1}^{2} \nabla (A^{JK} : \nabla u^J \otimes \nabla u^K) = 0, & J = 1, 2, \\
(u^1, u^2)|_{\partial \Omega} = (f^1, f^2).
\end{cases}
\]  
(91)

Each $A^{JK} = (A^{JK}_{ijkl})$ is a 3-tensor which we assume to be $C^\infty(\Omega)$. The $A^{JJ}$ tensors would be symmetric in the last two indices, but the $A^{JK}$, $J \neq K$, do not a priori need to have any symmetry at all.

First we need to discuss the forward problem. What follows is a standard contraction principle argument. We sketch it out for the sake of completeness.

Let $p \in (1 + n, \infty)$. For $f^J \in W^{2+\frac{1}{p},p}(\partial \Omega)$, let $v^J_0 \in W^{2,p}(\Omega)$ be the solution to the problem

\[
\begin{cases}
\Delta v^J_0 = 0, & J = 1, 2, \\
v^J_0|_{\partial \Omega} = f^J.
\end{cases}
\]  
(92)

We have that

\[||v^J_0||_{W^{2,p}(\Omega)} \leq C ||f^J||_{W^{2+\frac{1}{p},p}(\partial \Omega)}, \quad J = 1, 2.\]  
(93)

Let $G_0 : L^p(\Omega) \rightarrow W^{2,p}(\Omega) \cap W^{1,p}_0(\Omega)$ be the solution operator to the equation $\Delta u = F$, with zero Dirichlet boundary conditions. This is a bounded linear operator. We define the map

\[ [T(v^1, v^2)]^J = v^J_0 - G_0 \left( \sum_{K=1}^{2} \nabla (A^{JK} : \nabla v^J \otimes \nabla v^K) \right), \quad J = 1, 2. \]  
(94)

It is easy to check, using Sobolev embedding, that $T : W^{2-p}(\Omega) \times W^{2,p}(\Omega) \rightarrow W^{2,p}(\Omega) \times W^{2,p}(\Omega)$ and

\[||[T(v^1, v^2)]^J||_{W^{2,p}(\Omega)} \leq C \left( ||f^J||_{W^{2+\frac{1}{p},p}(\partial \Omega)} + ||v^1||_{W^{2,p}(\Omega)}^2 + ||v^2||_{W^{2,p}(\Omega)}^2 \right). \]  
(95)
Assuming $||f||_{W^{2,\frac{1}{p}}(\partial \Omega)} < 1/8(1 + C)$, we see that $T$ maps the ball of radius $1/4(1 + C)$ in $W^{2,p}(\Omega) \times W^{2,p}(\Omega)$ to itself.

If $(v^1, v^2), (w^1, w^2) \in W^{2,p}(\Omega) \times W^{2,p}(\Omega)$, we have that

$$||[T(v^1, v^2) - T(w^1, w^2)]^J||_{W^{2,p}(\Omega)} \leq C \left(||v^1||_{W^{2,p}(\Omega)} + ||v^2||_{W^{2,p}(\Omega)} + ||w^1||_{W^{2,p}(\Omega)} + ||w^2||_{W^{2,p}(\Omega)}\right) \times \left(||v^1 - w^1||_{W^{2,p}(\Omega)} + ||v^2 - w^2||_{W^{2,p}(\Omega)}\right),$$

so $T$ is a contraction on the ball of radius $1/4(1 + C)$ in $W^{2,p}(\Omega) \times W^{2,p}(\Omega)$. The unique fixed point of $T$ is the solution to (91). This solution $(u^1, u^2)$ then satisfies the estimate

$$||u^J||_{W^{2,p}(\Omega)} \leq C \left(||f^1||_{W^{2,\frac{1}{p}}(\partial \Omega)} + ||f^2||_{W^{2,\frac{1}{p}}(\partial \Omega)}\right), \quad J = 1, 2.$$  (97)

Once we know (91) has unique solutions for at least sufficiently small boundary data, we can define the Dirichlet-to-Neumann map $\Lambda : W^{2,\frac{1}{p}}(\partial \Omega) \times W^{2,\frac{1}{p}}(\partial \Omega) \rightarrow W^{1,\frac{1}{p}}(\partial \Omega) \times W^{1,\frac{1}{p}}(\partial \Omega)$ to be

$$[\Lambda(f^1, f^2)]^J = n \cdot \nabla u^J |_{\partial \Omega}, \quad J = 1, 2,$$  (98)

where $n$ is the outer pointing unit normal vector on $\partial \Omega$.

We can prove the following uniqueness result.

**Theorem 5.** Suppose $A^{JK}, \tilde{A}^{JK}$, are two sets of coefficients as above, and that $\Lambda = \Lambda'$. Then $A^{JK} = \tilde{A}^{JK}, J, K = 1, 2$.

**Proof.** The usual method used in proving this kind of result is the so called “second linearization” trick, first used in [16]. In order to apply it here, consider $\epsilon > 0$, sufficiently small. Let $u^J_\epsilon, J = 1, 2$, be the solution in $\Omega$ to

$$\begin{cases} -\Delta u^J_\epsilon + \sum_{K=1}^{2} \nabla (A^{JK} : \nabla u^K_\epsilon \otimes \nabla u^K_\epsilon) = 0, & J = 1, 2, \\ (u^1_\epsilon, u^2_\epsilon)|_{\partial \Omega} = \epsilon (f^1, f^2). \end{cases}$$  (99)

for some pair $f^1, f^2 \in W^{2,\frac{1}{p}}(\partial \Omega)$ of Dirichlet data. By (94) and (97) we have that

$$u^J_\epsilon = \epsilon v^J_0 + O(\epsilon^2),$$  (100)
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where the $O(\epsilon^2)$ should be understood in the sense of $W^{2,p}(\Omega)$ norms, and the $v_J^0$ are as defined above. Let $v_1^J$ satisfy

\begin{equation}
\begin{cases}
-\Delta v_1^J + \sum_{K=1}^{2} \nabla (A^{JK} : \nabla v_J^0 \otimes \nabla v_0^K) = 0, & J = 1, 2, \\
(v_1^1, v_1^2)|_{\partial \Omega} = 0.
\end{cases}
\end{equation}

We can also state this as

\begin{equation}
(v_1^1, v_1^2) = T (v_0^1, v_0^2) - (v_0^1, v_0^2) = -\mathcal{G}_0 \left( \sum_{K=1}^{2} \nabla (A^{JK} : \nabla v_J^0 \otimes \nabla v_0^K) \right). \tag{102}
\end{equation}

Then

\begin{equation}
(u_1^1, u_1^2) = T^2 (u_0^1, u_0^2) = \epsilon (v_0^1, v_0^2) + \epsilon^2 (v_1^1, v_1^2) + O(\epsilon^3). \tag{103}
\end{equation}

It follows that the Dirichlet-to-Neumann map has the following expansion in $\epsilon$

\begin{equation}
\langle \Lambda(f^1, f^2), w \rangle_{\partial \Omega} = \epsilon \int \nabla v_0^J(x) \cdot \nabla w(x) \, dx + \epsilon^2 \sum_{K=1}^{2} \int A^{JK}(x) : \nabla w(x) \otimes \nabla v_J^0(x) \otimes \nabla v_1^K(x) \, dx + O(\epsilon^3). \tag{105}
\end{equation}

Suppose $w$ is a smooth harmonic function in a neighborhood of $\Omega$. Then

\begin{equation}
\langle \Lambda(f^1, f^2), w \rangle_{\partial \Omega} = \epsilon \int \nabla v_0^J(x) \cdot \nabla w(x) \, dx + \epsilon^2 \sum_{K=1}^{2} \int A^{JK}(x) : \nabla w(x) \otimes \nabla v_J^0(x) \otimes \nabla v_1^K(x) \, dx + O(\epsilon^3). \tag{105}
\end{equation}

By the assumtions of Theorem 5, since each order in $\epsilon$ must match in the two Dirichlet-to-Neumann maps, we have that

\begin{equation}
\sum_{K=1}^{2} \int (A^{JK} - \tilde{A}^{JK})(x) : \nabla w(x) \otimes \nabla v_J^0(x) \otimes \nabla v_1^K(x) \, dx = 0. \tag{106}
\end{equation}

Choosing $f^2 = 0$, we are left with the integral identity

\begin{equation}
\int (A^{11} - \tilde{A}^{11})(x) : \nabla w(x) \otimes \nabla v_1^0(x) \otimes \nabla v_1^0(x) \, dx = 0. \tag{107}
\end{equation}

This case has been treated in [5]. Since $A^{11}$ and $\tilde{A}^{11}$ are symmetric in the last two indices, by polarization we can conclude that

\begin{equation}
\int (A^{11} - \tilde{A}^{11})(x) : \nabla u_1(x) \otimes \nabla u_2(x) \otimes \nabla u_3(x) \, dx = 0, \tag{108}
\end{equation}

22
for any three harmonic functions \( u_1, u_2, \) and \( u_3 \). By Theorem 2 it follows that \( A_{11} = \tilde{A}_{11} \). Similarly we have that \( A_{22} = \tilde{A}_{22} \).

Returning to (106), we have that

\[
\int (A_{12} - \tilde{A}_{12})(x) : \nabla w(x) \otimes \nabla v_0^1(x) \otimes \nabla v_0^2(x) \, dx = 0. \tag{109}
\]

Since the harmonic functions \( w, v_0^1, \) and \( v_0^2 \) can be chosen arbitrarily and independently we can conclude that \( A_{12} = \tilde{A}_{12} \), ans similarly that \( A_{21} = \tilde{A}_{21} \). This concludes the proof of the theorem. \( \square \)

6 The case of products of two gradients of harmonic functions

Here we will investigate the analogous problem for tensor products of gradients of two harmonic functions. This question is related to the linearized anisotropic Calderón problem, i.e. the equivalent of the result of [3] in the case of anisotropic conductivities. Because of this connection, we will first take the time to describe this inverse problem before giving a proof to Theorem 3.

In the domain \( \Omega \) consider equations of the type

\[
\begin{cases}
\sum_{j,k=0}^{n} \partial_j (A_{jk} \partial_k u) = 0, \\
u|_{\partial \Omega} = f.
\end{cases} \tag{110}
\]

We assume that the coefficients \( A_{jk} \in C^\infty(\mathbb{R}^n) \) are elliptic, i.e. there exists \( \lambda > 0 \) such that

\[
A : \xi \otimes \xi \geq \lambda |\xi|^2, \quad \forall \xi \in \mathbb{R}^{1+n}. \tag{111}
\]

Here the Dirichlet-to-Neumann map \( \Lambda_A : H^{\frac{1}{2}}(\partial \Omega) \rightarrow H^{-\frac{1}{2}}(\partial \Omega) \) is

\[
\Lambda_A(f) = A : n \otimes \nabla u|_{\partial \Omega}, \tag{112}
\]

where \( u \) is the solution of (110).

As in section 5, we are interested in the question of uniqueness for the inverse boundary value problem: if \( A \) and \( \tilde{A} \) are both as above and furthermore \( \Lambda_A = \Lambda_{\tilde{A}} \), does it follow that \( A = \tilde{A} \)? This turns out not to be the case.
It was first noted by Luc Tartar (account given in [24]) that if \( \Phi : \Omega \rightarrow \Omega \) is a smooth diffeomorphism such that \( \Phi(x) = x \) for any \( x \in \partial \Omega \), and if

\[ \tilde{A}(x) = \left[ \det D\Phi(x) \right]^{-1} (D\Phi(x))^t A(\Phi^{-1}(x))(D\Phi(x)), \]

then \( \Lambda_{\tilde{A}} = \Lambda_A \). The question then becomes: is this the only obstruction to uniqueness? In dimension \( 1 + n \geq 3 \), there is so far no known answer.

The dependence of \( \Lambda_A \) on \( A \) is nonlinear and difficult to characterize in a useful way. In [3], Calderón has considered the linearized version of the problem for isotropic coefficients (i.e. \( A_{jk}(x) = \gamma(x) \delta_{jk} \)). Here we will sketch out how this idea works when the coefficients are anisotropic. For \( A \) as above, let \( \Lambda'_I(A) \) be the Frechét derivative of the Dirichlet-to-Neumann map in the direction of \( A \)

\[ \Lambda'_I(A) = w - \lim_{t \to 0} \frac{1}{t} (\Lambda_{I+tA} - \Lambda_I), \]

where \( I \) is the matrix with coefficients \( I_{jk} = \delta_{jk} \). In order to identify \( \Lambda'_I(A) \), let \( f \in H^\frac{1}{2}(\partial \Omega) \) and \( u_t \) be the solution to the problem

\[
\left\{ \begin{array}{l}
\sum_{j,k=0}^n \partial_j [(\delta_{jk} + tA_{jk})\partial_k u_t] = 0, \\
u_t|_{\partial \Omega} = f.
\end{array} \right.
\]

By well known elliptic estimates

\[ ||u_t||_{H^1(\Omega)} \leq C||f||_{H^\frac{1}{2}(\Omega)}. \]

If we make the Ansatz

\[ u_t = u_0 + tw, \]

then \( w \) must satisfy

\[
\left\{ \begin{array}{l}
\Delta w + \sum_{j,k=0}^n \partial_j (A_{jk}\partial_k u_t) = 0, \\
w|_{\partial \Omega} = 0.
\end{array} \right.
\]

It follows that

\[ ||w||_{H^1(\Omega)} \leq C||u_t||_{H^1(\Omega)} \leq C||f||_{H^\frac{1}{2}(\Omega)}. \]

Suppose that \( g \in H^\frac{1}{2}(\partial \Omega) \) and \( v \) is the harmonic function whose trace on \( \partial \Omega \) is \( g \). It is clear that

\[ \langle \Lambda'_I(A)f, g \rangle = \int_{\partial \Omega} A(x) : \nabla u_0(x) \otimes \nabla v(x) \, dx. \]
Therefore, if $\Lambda'_I(A) = \Lambda'_I(\tilde{A})$ we have that
\[
\int_{\partial \Omega} \left( A(x) - \tilde{A}(x) \right) : \nabla u_1(x) \otimes \nabla u_2(x) \, dx = 0, \tag{121}
\]
for all harmonic functions $u_1, u_2$.

In order to identify the expected obstruction to uniqueness in the linearized anisotropic Calderón problem, suppose $v \in C^\infty(\Omega; \mathbb{R}^n)$ is such that $v|_{\partial \Omega} = 0$ and let $\Phi_t$ be the flow generated by $v$. Then
\[
\Phi_t(x) = x + tv(x) + o(t), \tag{122}
\]
\[
[D\Phi_t(x)]_{jk} = \delta_{jk} + t\partial_j v_k(x) + o(t), \tag{123}
\]
\[
\det D\Phi_t(x) = 1 + t\nabla \cdot v + o(t). \tag{124}
\]
For a matrix $A(x)$ let $A_t(x)$ be the family of matrices
\[
A_t(x) = [\det D\Phi_t(x)]^{-1} (D\Phi_t(x))^t A(\Phi_t^{-1}(x)) ((D\Phi_t(x)). \tag{125}
\]
For the identity matrix $I$ and small $t$ we have
\[
(I_t)_{jk} = (1 - t\nabla \cdot v)(\delta_{ij} + t\partial_i v_j)\delta_{im}(\delta_{mk} + t\partial_m v_k) + o(t)
\]
\[
= (1 - t\nabla \cdot v) [\delta_{jk} + t(\partial_j v_k + \partial_k v_j)] + o(t)
\]
\[
= \delta_{jk} + t(\partial_j v_k + \partial_k v_j - \delta_{jk} \nabla \cdot v) + o(t). \tag{126}
\]
Then
\[
\Lambda'_I(A) = \frac{d}{dt} \bigg|_{t=0} \Lambda_{I_t, A_t} = \frac{d}{dt} \bigg|_{t=0} \Lambda_{(I_t, A_t)}
\]
\[
= \Lambda'_I \left( \frac{d}{dt} \bigg|_{t=0} I_t + A + 0 \times \frac{d}{dt} \bigg|_{t=0} A_t \right)
\]
\[
= \Lambda'_I \left( \frac{d}{dt} \bigg|_{t=0} I_t + A \right). \tag{127}
\]
So the expectation should be that uniqueness holds in the linearized anisotropic Calderón problem only up to a
\[
\partial_j v_k + \partial_k v_j - \delta_{jk} \nabla \cdot v \tag{128}
\]
term, as claimed in Theorem \[3\]
Proof of Theorem 3. We begin by proving sufficiency. Let $u$ be a harmonic function on $\mathbb{R}^{1+n}$ and $v \in W_0^{1,p}(\Omega)$. Then

$$
\sum_{j,k=0}^{n} \int_{\Omega} (\partial_j v_k(x) + \partial_k v_j(x)) \partial_j u(x) \partial_k u(x) \, dx
$$

$$
= 2 \sum_{j,k=0}^{n} \int_{\Omega} \partial_j v_k(x) \partial_j u(x) \partial_k u(x) \, dx
$$

$$
= -2 \sum_{j,k=0}^{n} \int_{\Omega} v_k(x) \partial_j u(x) \partial_j \partial_k u(x) \, dx
$$

$$
= - \sum_{j,k=0}^{n} \int_{\Omega} v_k(x) \partial_k (\partial_j u(x) \partial_j u(x)) \, dx
$$

$$
= \sum_{j=0}^{n} \int_{\Omega} (\nabla \cdot v(x)) \partial_j u(x) \partial_j u(x) \, dx, \quad (129)
$$

so

$$
\sum_{j,k=0}^{n} \int_{\Omega} (\partial_j v_k(x) + \partial_k v_j(x) - \delta_{jk} \nabla \cdot v(x)) \partial_j u(x) \partial_k u(x) \, dx = 0, \quad (130)
$$

for all harmonic functions $u$. By polarization we have that

$$
\sum_{j,k=0}^{n} \int_{\Omega} (\partial_j v_k(x) + \partial_k v_j(x) - \delta_{jk} \nabla \cdot v(x)) \partial_j u_1(x) \partial_k u_2(x) \, dx = 0, \quad (131)
$$

for all harmonic functions $u_1, u_2$.

Now let $a_{jk}$ be as in the conclusion of the theorem. For $u_1, u_2$ harmonic functions on $\mathbb{R}^{1+n}$ we have

$$
\sum_{j,k=0}^{n} \int_{\Omega} a_{jk}(x) \partial_j u_1(x) \partial_k u_2(x) \, dx = \sum_{j,k=0}^{n} \int_{\mathbb{R}^{1+n}} a_{jk}(x) \partial_j [u_1(x) \partial_k u_2(x)] \, dx
$$

$$
- \sum_{j,k=0}^{n} \int_{\mathbb{R}^{1+n}} a_{jk}(x) u_1(x) \partial_j \partial_k u_2(x) \, dx = - \sum_{j,k=0}^{n} \langle \partial_j a_{jk}, u_1 \partial_k u_2 \rangle = 0. \quad (132)
$$
The rest of the proof will show necessity. It helps to first split \( C \) into symmetric and antisymmetric parts \( C = C^s + C^a \), where

\[
C^s_{jk} = \frac{1}{2}(C_{jk} + C_{kj}), \quad C^a_{jk} = \frac{1}{2}(C_{jk} - C_{kj}), \quad j, k = 0, \ldots, n. \tag{133}
\]

As we have seen in the Introduction, it is easy to show that both \( C^s \) and \( C^a \) have the property [13]. If we choose Calderón type solutions

\[
u_1 = e^{i\xi_+ \cdot x}, \quad \nu_2 = e^{i\xi_- \cdot x}, \tag{134}\]

in the identity for \( C^a \), a simple computation gives that

\[
i|\xi| \hat{C}^a(\xi) : \eta \otimes \xi = 0, \quad \forall \xi, \eta, \tag{135}\]

where we have identified \( C^a \) with its extension by zero to the whole \( \mathbb{R}^{1+n} \). Since we also have that \( \hat{C}^a(\xi) : \xi \otimes \xi = 0 \), it follows that

\[
\sum_{j=0}^{n} \hat{C}^a(\xi)_{jk} \xi_j = 0. \tag{136}\]

By inverting the Fourier transform we have that \( a_{jk} = C^a_{jk} \).

Let \( \mathcal{O} \) be a neighborhood of \( \Omega \). We will first assume that \( C^s \in C_0^\infty(\mathcal{O}) \) and satisfies

\[
\int_{\mathbb{R}^{1+n}} C^s(x) : \nabla u_1(x) \otimes \nabla u_2(x) \, dx = 0, \tag{137}\]

for all \( u_1, u_2 \) harmonic functions in \( \mathbb{R}^{1+n} \). Let

\[
v_j = \sum_{k=0}^{n} G_0(\partial_k C^s_{jk}), \tag{138}\]

where \( G_0 \) is the Dirichlet Green’s operator for the Laplacian on \( \mathcal{O} \). That is, if

\[
\left\{ \begin{array}{l}
\Delta u = F \in H^{-1}(\Omega), \\
u|_{\partial \Omega} = 0,
\end{array} \right. \tag{139}\]

then \( G_0(F) = u \in H_0^1(\Omega) \). Define

\[
B_{jk} = C^s_{jk} - \partial_j v_k - \partial_k v_j + \delta_{jk} \nabla \cdot \nu
\]

\[
= C^s_{jk} - \sum_{l=0}^{n} G_0(\partial_j \partial_l C^s_{kl}) - \sum_{l=0}^{n} G_0(\partial_k \partial_l C^s_{jl}) + \delta_{jk} \sum_{l,m=0}^{n} G_0(\partial_m \partial_l C^s_{lm}). \tag{140}\]
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It is easy to check that $B \in C^\infty_0(\mathcal{O}; \mathbb{R}^{n\times n})$ and

$$
\sum_{k=0}^{n} \partial_k B_{jk} = \sum_{k=0}^{n} \partial_k C^s_{jk} - \sum_{l,m=0}^{n} G_0(\partial_j \partial_m \partial_l C^s_{ml})
- \sum_{k=0}^{n} G_0(\Delta \partial_k C^s_{jk}) + \sum_{l,m=0}^{n} G_0(\partial_j \partial_m \partial_l C^s_{ml}) = 0, \quad (141)
$$

where the last step follows from

$$
\sum_{k=0}^{n} G_0(\Delta \partial_k C^s_{jk}) = \partial_k C^s_{jk}, \quad (142)
$$

which holds by uniqueness of solutions for the Poisson equation and the fact that $\sum_{k=0}^{n} \partial_k C^s_{jk} \in C^\infty_0(\mathcal{O})$.

It is clear that

$$
\int_{\mathbb{R}^{1+n}} B(x) : \nabla u_1(x) \otimes \nabla u_2(x) \, dx = 0, \quad (143)
$$

for all $u_1, u_2$ harmonic functions in $\mathbb{R}^{1+n}$. If we choose again

$$
u_1 = e^{i\xi_+ \cdot x}, \quad u_2 = e^{i\xi_- \cdot x}, \quad (144)$$

we obtain that (here $B$ is identified with its extension by zero to $\mathbb{R}^{1+n}$)

$$
\hat{B}(\xi) : \xi_+ \otimes \xi_- = 0, \quad \forall \xi, \mu. \quad (145)
$$

This is equivalent to

$$
\hat{B}(\xi) : (\xi \otimes \xi + |\xi|^2 \mu \otimes \mu) = 0, \quad \forall \xi, \mu. \quad (146)
$$

Using (141) and polarization

$$
\hat{B}(\xi) : \mu_1 \otimes \mu_2 = 0, \quad \forall \mu_1, \mu_2 \perp \xi, \quad (147)
$$

$$
\hat{B}(\xi) : \xi \otimes \xi = \hat{B}(\xi) : \xi \otimes \mu = 0, \forall \xi \perp \mu. \quad (148)
$$

So $B = 0$.\[28]
It remains to remove the regularity restriction on \( C^s \). Suppose now that \( C^s \in L^p(\Omega) \). For \( y \in \mathbb{R}^{1+n} \) small enough we have that

\[
\int C^s(x - y) : \nabla u_1(x) \otimes \nabla u_2(x) \, dx = 0,
\]

(149)

for all smooth harmonic functions \( u_1, u_2 \) in \( \mathbb{R}^{1+n} \). As in the introduction, this is the case because a translation of a harmonic function is still harmonic. Suppose now that \( \varphi_\epsilon \) is a compactly supported smooth approximation of identity. It follows that

\[
\int (\varphi_\epsilon * C^s)(x) : \nabla u_1(x) \otimes \nabla u_2(x) \, dx
= \int \varphi_\epsilon(y) \left( \int C^s(x - y) : \nabla u_1(x) \otimes \nabla u_2(x) \, dx \right) \, dy
= 0,
\]

(150)

for all smooth harmonic functions \( u_1, u_2 \) in \( \mathbb{R}^{1+n} \). As we have seen above, we have that

\[
\varphi_\epsilon * C^s_{jk} = \partial_j v^k_\epsilon + \partial_k v^j_\epsilon - \delta_{jk} \nabla \cdot v^\epsilon,
\]

(151)

where

\[
v^\epsilon_j = \sum_{k=0}^n G_0(\partial_k \varphi_\epsilon * C^s_{jk}).
\]

(152)

Since \( \varphi_\epsilon * C^s \) is Cauchy in \( L^p(\mathcal{O}) \), it follows that \( v^\epsilon \) is Cauchy in \( W^{1,p}_0(\mathcal{O}) \) and therefore has a limit \( v \). Taking limits we have that

\[
C^s_{jk} = \partial_j v_k + \partial_k v_j - \delta_{jk} \nabla \cdot v.
\]

(153)

Since \( \mathcal{O} \) can be chosen arbitrarily, it follows that \( v|_{\mathbb{R}^{1+n} \setminus \Omega} = 0 \). Therefore \( v|_{\partial \Omega} = 0 \). This ends the proof.
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