HODGE MODULES AND COBORDISM CLASSES

J. FERNÁNDEZ DE BOBADILLA, I. PALLARÉS, AND M. SAIITO

Abstract. We show that the cobordism class of a polarization of Hodge module defines a natural transformation from the Grothendieck group of Hodge modules to the cobordism group of self-dual bounded complexes with real coefficients and constructible cohomology sheaves in a compatible way with pushforward by proper morphisms. This implies a new proof of the well-definedness of the natural transformation from the Grothendieck group of varieties over a given variety to the above cobordism group (with real coefficients). As a corollary, we get a slight extension of a conjecture of Brasselet, Schürmann and Yokura, showing that in the $\mathbb{Q}$-homologically isolated singularity case, the homology $L$-class which is the specialization of the Hirzebruch class coincides with the intersection complex $L$-class defined by Goresky, MacPherson, and others if and only if the sum of the reduced modified Euler-Hodge signatures of the stalks of the shifted intersection complex vanishes. Here Hodge signature uses a polarization of Hodge structure, and it does not seem easy to define it by a purely topological method.

Introduction

F. Hirzebruch [Hi] introduced the $\chi_y$-characteristic of a compact complex manifold $X$, which is defined as

$$\chi_y(X) := \sum_{p,q \in \mathbb{N}} (-1)^q \dim H^q(X, \Omega^p_X) y^p \in \mathbb{Z}[y].$$

For $y = -1, 0, 1$, this specializes respectively to the Euler characteristic, the arithmetic genus, and in the even-dimensional case, the signature of the middle cohomology of $X$. It is the highest degree part of the cohomology Hirzebruch characteristic class $T_{y*}(TX) \in H^*(X, \mathbb{Q})[y]$ of the tangent bundle $TX$. The latter class specializes to the total Chern class $c^*(TX)$, the total Todd class $td^*(TX)$, and the total Thom-Hirzebruch $L$-class $L^*(TX)$ respectively for $y = -1, 0, 1$.

This theory has been generalized to the case of singular complex algebraic varieties in [BSY]. We have a natural transformation from the Grothendieck group of varieties over a complex algebraic variety $X$ to the even degree Borel-Moore homology tensored with $\mathbb{Q}[y]$: $T_{y*} : K_0(\text{Var}/X) \to H^*_{BM}(X, \mathbb{Q})[y]$. This is compatible with the pushforward by proper morphisms.

For $y = -1$, $T_{-1*}$ gives the scalar extension of MacPherson’s Chern class transformation $c_* \otimes \mathbb{Q}$ (see [Ma]) from the constructible functions on $X$. It is shown in [BS] that $c_*(X)$ can be identified with the Schwartz class [Schw] using Alexander duality, when $X$ is compact and embeddable into a complex manifold.
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For $y = 0$, $T_{0*}$ is closely related by construction to the Todd class transformation $td_*$ in [BFM], although $T_{0*}([X])$ does not necessarily coincides with $td_*([O_X]) := td_*([O_X])$ unless $X$ has only du Bois singularities.

For $y = 1$, we have the following commutative diagram of abelian groups, assuming $X$ is compact:

$$
K_0(\text{Var}/X) \xrightarrow{sd} \Omega(X) \\
\downarrow T_{1*} \searrow \downarrow L_* \\
H_{2*}(X, \mathbb{Q})
$$

Here $\Omega(X)$ is the cobordism class group of self-dual bounded $\mathbb{Q}$-complexes with constructible cohomology sheaves on $X$ (which are direct sums of symmetric and skew-symmetric ones), and $L_*$ is the homology $L$-class transformation, see [CS], [Ban] (and also [Yo], [BSY], where the problem of ambiguities of mapping cones is treated). The horizontal morphism $sd$ is defined in [BSY] using a non-trivial theorem of F. Bittner [Bi] on the structure of $K_0(\text{Var}/X)$. The commutativity of (1) can be reduced to the assertion on the specialization at $y = 1$ in the $X$ smooth compact case explained above, since we have the compatibility of the morphisms in (1) with the pushforward by projective morphisms. (Note that $K_0(\text{Var}/X)$ is generated by classes of smooth varieties which are projective over $X$, using affine stratifications and smooth relative projective compactifications of strata such that the divisors at infinity are divisors with simple normal crossings.)

As is remarked in [BSY], the image of $[X]$ by the morphism $sd$ does not necessarily coincide with the cobordism class of the intersection complex $[\text{IC}_X\mathbb{Q}]_\Omega$, and $T_{1*}([X])$ can be different from the intersection complex $L$-class $L_*([\text{IC}_X\mathbb{Q}]_\Omega)$ for an irreducible variety $X$ in general. Note that $L_*([\text{IC}_X\mathbb{Q}]_\Omega)$ coincides with the homology $L$-class constructed in [GM] as is noted in [BSY]. It is conjectured in the end of [BSY] Remark 0.1 that we have a coincidence for the homology classes if $X$ is a compact $\mathbb{Q}$-homology manifold.

We extend this to the case where the singularities of $X$ are $\mathbb{Q}$-homologically isolated, that is, $X \setminus \Sigma$ is a $\mathbb{Q}$-homology manifold with $\Sigma \subset X$ a finite subset. The reduced modified Euler-Hodge signature of the stalk of the shifted intersection complex $\bigoplus_i (\text{IC}_{X_i}\mathbb{Q}[-d_{X_i}])_x$ is defined by

$$\tilde{\sigma}_x := \sum_{j \in \mathbb{Z}} (-1)^j \sigma_x^j - 1 \quad (x \in X).$$

Here the $X_i$ are irreducible components of $X$ (with $d_{X_i} := \dim X_i$), and $\sigma_x^j$ is the sum of the modified Hodge signatures $\sigma_x^{j,2k}$ of $Gr^{W}_{2k}H^j_x$ over $k \in \mathbb{Z}$ with

$$H^j_x := \bigoplus_{X_i \ni x} H^j(\text{IC}_{X_i}\mathbb{Q}[-d_{X_i}])_x.$$

We mean by modified Hodge signature the signature of a polarization of Hodge structure modified as in (1) below, that is,

$$\sigma_x^{j,2k} := \sum_{p \in \mathbb{Z}} (-1)^p h^{j,p,2k-p}_x$$

with $h^{j,p,2k-p}_x := \dim Gr^p_F Gr^{W}_{2k}(H^j_x)_\mathbb{C}$.

Here $(-1)^{k-p} = i^{q-p} = i^{p-q}$ if $p+q = 2k$, and $(-1)^k = (-1)^{(w(w+1)/2}$ if $w = 2k$, see also a remark after Theorem 3 below. Note that $\sigma_x^{j,k} = 0$ if $k$ is odd, and $\tilde{\sigma}_x = 0$ if $x \in X \setminus \Sigma$. (It does not seem easy to define Hodge signatures by a purely topological method.)

We have the following (which is also conjectured in the end of [BSY] Remark 0.1]).

**Theorem 1.** If $X$ is a complex variety having only $\mathbb{Q}$-homologically isolated singularities and $\tilde{\sigma}_x = 0$ for any $x \in \Sigma$, then we have the equality

$$sd([X])_\mathbb{R} = \sum_i [\text{IC}_{X_i}\mathbb{R}]_\Omega \quad \text{in} \quad \Omega_\mathbb{R}(X).$$
Here \( \Omega_\mathbb{R}(X) \) denotes the cobordism class group of self-dual bounded \( \mathbb{R} \)-complexes with constructible cohomology sheaves on \( X \) (which are direct sums of symmetric and skew-symmetric ones), see \([1]\) below. The left-hand side of \([2]\) is defined by the scalar extension of self-dual \( \mathbb{Q} \)-complexes by \( \mathbb{Q} \leftarrow \mathbb{R} \). (Note that \( \Omega_\mathbb{R}(X) \neq \Omega(X) \otimes \mathbb{R} \).) Theorem \([1]\) is false in the \( \mathbb{Q} \)-coefficient case (even if \( X \) is a \( \mathbb{Q} \)-homology manifold), see Proposition \([2]\) below.

Using the commutative diagram \([1]\) and the argument as in the proof of Theorem \([1]\) we can show the following.

**Theorem 2.** If \( X \) is a compact connected variety having only \( \mathbb{Q} \)-homologically isolated singularities, then

\[
\sum_{x \in \Sigma} \bar{s}_x = 0 \iff T_{1*}(X) = \sum_i L_*(\Omega_{C_X}(\Omega)) \text{ in } H_{2*}(X, \mathbb{Q}).
\]

The hypothesis of Theorem \([1]\) and the left-hand side of \((3)\) in Theorem \([2]\) hold if the \( d_{X_i} \) are even and \( X \) has only isolated hypersurface singularities with semisimple Milnor monodromies (for instance, weighted homogeneous isolated hypersurface singularities), see Remark \([2.3a]\) below. The above conditions are satisfied in certain other cases, for instance, if \( X_1 \cap X_2 = \{x_0\} \) and \( X_1, X_2 \) have unique singular points at \( x_0 \) which are ordinary double points with \( d_{X_1}, d_{X_2}, (d_{X_1} - d_{X_2})/2 \) odd. There are examples such that the left-hand side of \((3)\) holds with \( X \) globally irreducible, see Remark \([2.3b]\) below. There is also an example with \( \bar{s}_x = 0 \), \( d_X \) odd, and \( (X, x) \) analytic-locally irreducible; for instance, in the case \( X \) is defined by \( f = x^6 + y^6 + z^6 + w^7 + x y z w \), where the unipotent monodromy part of the vanishing cohomology has dimension 4 with two Jordan blocks of size 3 and 1 (since \( \text{GCD}(4, 6) \neq 1 \)). This follows from \([J, K, S, Y]\) together with \([S, a, 7]\). One can also employ a computer program like Singular \([D, G, P, S]\), see Remark \([2.3b]\) below. (It is also possible to apply the Thom-Sebastiani theorem to \( T_{p_1, p_2, p_3} \) and \( T_{q_1, q_2, q_3} \) with \( p_i, q_j \) mutually prime for any \( i, j \).)

In the \( \mathbb{Q} \)-homology manifold case (that is, if \( \Sigma = \emptyset \), Theorem \([2]\) implies the conjecture in \([B, S, Y]\) mentioned above. This has been proved in special cases by many people; for instance, in the isolated hypersurface singularity case \([C, M, S, S, 1]\), quotient singularity case \([C, M, S, S, 2]\), some toric variety case \([M, S]\), some threefold case \([B, a, n, 2]\). The conjecture is shown in \([F, P]\) in the \( X \) projective case (although the argument there, especially the proof of Proposition \([1]\) below, does not seem necessarily easy to follow for everybody except experts in representation theory). It is possible to remove the projectivity assumption in \([F, P]\) by using \([S, a, 3]\).

For the proofs of Theorems \([1]\) and \([2]\) we need the following

**Proposition 1.** Let \( \mathcal{M} \) be a pure A-Hodge module of weight \( w \) on \( X \) with \( A \) a subfield of \( \mathbb{R} \). Let \( K^\bullet_\mathbb{R} \) be its underlying \( \mathbb{R} \)-complex (that is, \( K^\bullet_\mathbb{R} = K^\bullet_A \otimes \mathbb{R} \) with \( K^\bullet_A \) its underlying \( A \)-complex). Let

\[
S_\mathbb{R} : K^\bullet_\mathbb{R} \otimes K^\bullet_\mathbb{R} \to \mathbb{D}\mathbb{R}_X(-w)
\]

be the scalar extension of a polarization \( S \) of the A-Hodge module \( \mathcal{M} \), where \( \mathbb{D}\mathbb{R}_X \) denotes the dualizing complex. Then the cobordism class \([K^\bullet_\mathbb{R}, S_\mathbb{R}] \in \Omega_\mathbb{R}(X) \) does not depend on the choice of a polarization \( S \).

A stronger assertion is used in \([F, P]\), where the assumption that \( K^\bullet_\mathbb{R} \) underlies a pure \( \mathbb{R} \)-Hodge module and the pairing gives a polarization of it is replaced by the conditions that \( K^\bullet_\mathbb{R} \) is an intersection complex with coefficients in a local system, the stalk of the local system at some point underlies a Hodge structure, and the restriction of the pairing gives a polarization of it. This stronger claim can be shown by the same argument as in \([2.1]\) below. The argument in that paper employs a highly sophisticated method from representation theory, and demonstrates a much stronger assertion (see Remark \([2.1]\) below), where the semi-simplicity of local system is not needed as long as we have a smooth 1-parameter family of non-degenerate pairings. (This is quite surprising.) In this paper we give a quite simple proof of Proposition \([1]\) using Hodge theory, see \([2.1]\) below.
From Proposition [1] we can deduce the following.

**Theorem 3.** For a subfield $A \subset \mathbb{R}$, there is a natural transformation

$$
\text{Pol} : K_0(\text{MHM}(X, A)) \to \Omega_\mathbb{R}(X)
$$

defined by

$$
(4) \quad \text{Pol}([\mathcal{M}]) = [K^\bullet_X, (-1)^{w(w+1)/2}S_\mathbb{R}] \in \Omega_\mathbb{R}(X),
$$

for a pure $A$-Hodge module $\mathcal{M}$ of weight $w$ on $X$, where $K^\bullet_X$ and $S_\mathbb{R}$ are as in Proposition [1].

This is compatible with the pushforward by a proper morphism $f : X \to Y$, that is,

$$
(5) \quad \text{Pol} \circ f_* = f_* \circ \text{Pol}.
$$

The sign $(-1)^{w(w+1)/2}$ in (4) is closely related to the sign $(-1)^{d_Z(d_Z-1)/2}$ in Theorem [1.3] below. We get an additional sign $(-1)^d_Z$ from the shift of complex by $d_Z$ in the constant coefficient case. This explains the reason for which we need no sign in (2). The sign in (4) with $X = \text{pt}$ is also compatible with a formula for $\chi_1$ of polarized Hodge structures of even weights written after (2-14) in [Sch] (as is remarked by the referee). Here $\chi_1(V)$ is the specialization at $y = 1$ of $\chi_y(V) := \sum_{p,q} h^{p,q}(V)(-y)^p$ for a mixed Hodge structure $V$. For a compact pure-dimensional variety $Z$, the last assertion of Theorem [3] then implies the Hodge index theorem for intersection cohomology (as is mentioned by the referee):

$$
(6) \quad \chi_1(\text{IH}^*(Z)) = \text{sign}(\text{IH}^{d_Z}(Z)).
$$

(This follows also from [Sa1] Thm. 5.3.1, that is, Theorem [1.4] below.)

From Theorem [3] we can deduce the following.

**Corollary 1.** We have the commutative diagram

$$
\begin{array}{ccc}
K_0(\text{Var}/X) & \xrightarrow{\text{Hdg}} & K_0(\text{MHM}(X, A)) \\
\downarrow \text{sd}_\mathbb{R} & & \downarrow \text{Pol} \\
\Omega_\mathbb{R}(X) & & \end{array}
$$

(7)

Recall that the horizontal morphism $\text{Hdg}$ is defined by

$$
[f : Y \to X] \mapsto \sum_{j \in \mathbb{Z}} (-1)^j [H^j f_! A_{h,Y}],
$$

see [BSY]. (Its well-definedness follows from [1.3.5] below.) Here $A_{h,Y} \in D^b(\text{MHM}(Y, A))$ is defined by $\alpha^*_Y A_h$ with $\alpha_Y : Y \to \text{pt}$ the structure morphism and $A_h$ the $A$-Hodge structure of rank 1 with weight 0, see [1.4] below. In the case $f = \text{id}$ and $X$ is smooth, we have the isomorphism

$$
A_{h,X} = (A_{h,X}[d_X])[-d_X],
$$

where $A_{h,X}[d_X]$ is a pure $A$-Hodge module of weight $d_X := \dim X$. So the commutativity of (7) holds for $[X] \in K_0(\text{Var}/X)$, since a canonical polarization of $A_{h,X}[d_X]$ is defined with the sign $(-1)^{d_X(d_X-1)/2}$ (see [Sa1] 5.2.12 and 5.4.1)) and $d_X(d_X-1)/2 + d_X = d_X(d_X+1)/2$.

The general case then follows from the compatibility with the pushforward by projective morphisms.

The proof of the commutativity of Pol with the pushforward by projective morphisms is similar to the argument for the coincidence of $\chi_1(X)$ with the signature of the middle cohomology in the $X$ smooth projective case, see [1] Thm. 15.8.2 (and also [MSS] 3.6]). Here we use the property of sign noted in (2.2.5) below, and we need in an essential way the hard Lefschetz property and the positivity of the induced polarization on the primitive part up to a given sign (see [Sa1] Thm. 5.3.1 and also Theorem [1.4] below) together with a certain cobordism relation (see [CS], [Yo] and also Proposition [1.1a] below). The proper morphism case can be reduced to the projective morphism case by induction on dimension.
The above argument implies the well-definedness of $sd_{\mathbb{R}}$ (only in the $\mathbb{R}$-coefficient case), which was proved in [BSY] using a highly non-trivial theorem of F. Bittner [Bi]. Theorem 1 then follows from the commutativity of (7) in Corollary 1 using the canonical morphism

(8) \[ \mathbb{Q}_{h,X} \rightarrow \bigoplus i \mathbb{I}C_{h,X_i}\mathbb{Q}[-d_{X_i}] \text{ in } D^b\text{MHM}(X, \mathbb{Q}). \]

This morphism is obtained by the adjunction property of $a_X^*$ and $(a_X)_*$ with $a_X : X \rightarrow \text{pt}$ the structure morphism. (It is an isomorphism if and only if $X$ is a $\mathbb{Q}$-homology manifold, see for instance [BM, p. 34].) For details, see 2.3 below.

Considering the mapping cone of (8), we can also get the following equalities for a compact variety $X$ (as is pointed out by the referee):

(9) \[ T_{1,k}(X) = \sum i L_k([\mathbb{I}C_{X_i}\mathbb{Q}]_\Omega) \text{ in } H_{2k}(X, \mathbb{Q}) \text{ if } k > \dim \Sigma. \]

Here $\Sigma \hookrightarrow X$ is the smallest closed subset such that $X \setminus \Sigma$ is a $\mathbb{Q}$-homology manifold.

Finally note that we have the following.

**Proposition 2.** Theorem 1 does not hold with $\mathbb{Q}$-coefficients.

This can be shown by using classical Witt groups [MH], see 2.5 below.

In Section 1 we review some basics of cobordism classes and Hodge modules. In Section 2 we prove Theorems 1–3 after showing Proposition 1.1d and Theorem 1.1 below. We are grateful to the referee for very careful reading of the paper.

**Conventions.** (i) In this paper, a variety means effectively the associated analytic space of a reduced separated scheme of finite type over $\mathbb{C}$. (We need the classical topology, since local systems and more generally constructible sheaves are used, although algebraic coherent sheaves are not.) However, the algebraic structure is not forgotten, since morphisms of varieties are always induced by morphisms of schemes; in particular, a subvariety means the associated analytic space of a reduced subscheme, and stratifications are always algebraic.

(ii) In the definition of polarization of Hodge structure, we have the action of the Weil operator on the second factor as in [De1]. This produces the difference of sign by $(-1)^w$ from the other convention, where $w$ is the weight of Hodge structure. This and the sign $(-1)^{d_Z(d_Z-1)/2}$ in Theorem 1.3 below give a “dictionary” between the sign system in this paper and that in [FP].

(iii) We denote by $p_{\tau \leq j}$ and $p_{\mathcal{H}^j}$ the truncation and cohomology functor for the middle perversity, which is constructed in [BBD]. We denote by $D^b_c(X, A)^{[k]}$ the full subcategory of $D^b_c(X, A)$ defined by the condition that $p_{\mathcal{H}^j}K = 0$ ($j \neq k$) for $K \in D^b_c(X, A)$, where $k \in \mathbb{Z}$ and $A$ is a subfield of $\mathbb{C}$. These are abelian categories, and $D^b_c(X, A)^{[0]}$ is stable by the functor $\mathbb{D}$ associating the dual, see [BBD].

1. Preliminaries

In this section we review some basics of cobordism classes and Hodge modules.

1.1. Cobordism classes. Let $X$ be a complex algebraic variety. Let $A$ be any field of characteristic 0 in this subsection. Let $(\mathcal{F}, S)$ be a self-dual bounded $A$-complexes with constructible cohomology sheaves. This is called a self-dual complex for short. More precisely, it means that $\mathcal{F} \in D^b_c(X, A)$ and $\mathcal{F}$ is endowed with a perfect pairing

\[ S : \mathcal{F} \otimes \mathcal{F} \rightarrow \mathbb{D}A_X, \]
where \( DA_X \) is the dualizing complex with \( D \) the functor associating the dual. (Here Tate twists are omitted to simplify the notation, choosing \( \sqrt{-1} \in \mathbb{C} \) if necessary, although there is no canonical choice.) In general a morphism

\[
\mathcal{F} \otimes \mathcal{G} \to DA_X
\]

is called a perfect pairing if the corresponding morphism \( \mathcal{F} \to DG \) is an isomorphism in \( Db(X, A) \). Here we use the following canonical isomorphism for \( \mathcal{F}, \mathcal{G}, \mathcal{K} \in Cb(X, A) \):

\[
\text{Hom}(\mathcal{F} \otimes \mathcal{G}, \mathcal{K}) = \text{Hom}(\mathcal{F}, \text{Hom}(\mathcal{G}, \mathcal{K})).
\]

We may assume that \( \mathcal{K} \) is an injective complex taking a resolution (where \( \mathcal{K} \in C^+_b(X, A) \)). Then (1.1.1) holds in \( Db(X, A) \), see [De2], [De3], [MSS, 1.3.4], etc. With this definition it is easy to see that the canonical pairing is denoted by \( \iota : \mathcal{F} \otimes \mathcal{G} \to \mathcal{G} \otimes \mathcal{F} \) the involution defined by

\[
\iota^2 \equiv u \otimes v \mapsto (-1)^{ij} v \otimes u \in \mathcal{G}^j \otimes \mathcal{F}^i,
\]

see [De2], [De3], [MSS 1.3.4], etc. With this definition it is easy to see that the canonical self-pairing on \( A_X[d_X] \) is \((-1)^{d_X} \)-symmetric (that is, symmetric if \( d_X \) is even, and skew-symmetric otherwise) when \( X \) is smooth and pure-dimensional, since \( DA_X \cong A_X[2d_X] \) (here the isomorphism may depend on the choice of \( \sqrt{-1} \)). The argument seems more complicated if one adopts a definition of (skew-)symmetric pairing using the functor \( D \), see Remark 1.1e below.

We assume \( S \) is either symmetric or skew-symmetric. The symmetric cobordism group \( \Omega_{A+}(X) \) is defined to be the quotient of the monoid of isomorphism classes of symmetric self-dual bounded \( A \)-complexes with constructible cohomology sheaves, which is divided by the cobordism relation explained below. The skew-symmetric cobordism group \( \Omega_{A-}(X) \) is defined by replacing symmetric with skew-symmetric. Here the sum is given by direct sum. These are abelian groups, since we have in \( \Omega_{A+}(X) \) or \( \Omega_{A-}(X) \)

\[
([\mathcal{F}, S]) + ([\mathcal{F}, -S]) = 0,
\]

see Proposition 1.1b below (where \( \mathcal{F} = \mathcal{F}' = \mathcal{G} = \mathcal{G}' \)). Finally set

\[
\Omega_A(X) := \Omega_{A+}(X) \oplus \Omega_{A-}(X).
\]

Sometimes \( A \) is omitted when \( A = \mathbb{Q} \).

We say that \( (\mathcal{F}, S) \) is cobordant to \( (\mathcal{F}', S') \) if there are \( (\mathcal{F}_i, S_i) \) (\( i \in [0, r] \)) such that \( (\mathcal{F}_0, S_0) = (\mathcal{F}, S) \), \( (\mathcal{F}_r, S_r) = (\mathcal{F}', S') \), and \( (\mathcal{F}_{i-1}, S_{i-1}) \) is directly cobordant to \( (\mathcal{F}_i, S_i) \) for any \( i \in [1, r] \) (see the definition just below), where the \( (\mathcal{F}_i, S_i) \) are either symmetric for any \( i \) or skew-symmetric for any \( i \).

We say that \( (\mathcal{F}, S) \) directly cobordant to \( (\mathcal{F}', S') \) if there is a commutative diagram

\[
\begin{array}{ccc}
\mathcal{G} & \xrightarrow{\rho'} & \mathcal{F}' \\
\pi \downarrow & & \downarrow \pi' \\
\mathcal{F} & \xleftarrow{\rho} & \mathcal{G}'
\end{array}
\]

in \( Db(X, A) \) together with a perfect pairing \( S'' : \mathcal{G} \otimes \mathcal{G}' \to DA_X \) such that

\[
S \circ (\pi \otimes \text{id}) = S'' \circ (\text{id} \otimes \rho) : \mathcal{G} \otimes \mathcal{F} \to DA_X,
\]

\[
S' \circ (\rho \otimes \text{id}) = S'' \circ (\text{id} \otimes \pi') : \mathcal{G} \otimes \mathcal{F}' \to DA_X,
\]

and moreover the morphism of mapping cones \( C(\rho') \to C(\rho) \) induced (non-canonically) by \( (\pi, \pi') \) is an isomorphism in \( Db(X, A) \).
In the case $\mathcal{F}, \mathcal{F}'$ belong to $D^b_c(X, A)^[0]$ (see Convention [iii] at the end of the introduction), we say that $(\mathcal{F}, S)$ is directly subquotient cobordant to $(\mathcal{F}', S')$ if the above conditions are satisfied with $\mathcal{G}, \mathcal{G}' \in D^b_c(X, A)^[0]$ and moreover the horizontal and vertical morphisms of (1.1.4) are either injective and surjective respectively or surjective and injective respectively. We say that $(\mathcal{F}, S)$ is subquotient cobordant to $(\mathcal{F}', S')$ if there are $(\mathcal{F}_i, S_i)$ $(i \in [0, r])$ such that $(\mathcal{F}_0, S_0) = (\mathcal{F}, S), (\mathcal{F}_r, S_r) = (\mathcal{F}', S')$, and $(\mathcal{F}_{i-1}, S_{i-1})$ is directly subquotient cobordant to $(\mathcal{F}_i, S_i)$ for any $i \in [1, r]$. Here we assume $\mathcal{F}, \mathcal{F}', \mathcal{F}_i \in D^b_c(X, A)^[0]$.

We will see that cobordism relation is essentially equivalent to subquotient cobordism relation, see Theorem 1.1 below.

**Remark 1.1a.** Since the mapping cone is unique up to a non-canonical isomorphism, the isomorphism condition for mapping cones after (1.1.5) is well-defined. Moreover this isomorphism condition for mapping cones after (1.1.5) is well-defined. Moreover this isomorphism condition for mapping cones after (1.1.5) is well-defined. Moreover this isomorphism condition for mapping cones after (1.1.5) is well-defined.

The diagram (1.1.4) and the construction of the associated octahedral diagram are closely related to a commutative diagram in the proof of [Yo] Prop. 6.7. There is a problem of the ambiguity of mapping cones in the definition of cobordism class in [CS]. This is improved in [Yo], see also [BSY]. However, the new definition might impose unnecessary complications. It seems that (1.1.4) is the essential part of the octahedral diagram in the definition of cobordism relation.

**Remark 1.1c.** Perfect pairings and cobordism relations are stable by the pushforward $f_*$ under a proper morphism of complex varieties $f : X \to Y$. Indeed, if we have a perfect pairing $\mathcal{F} \otimes \mathcal{G} \to \mathbb{D}A_X$, then we have the induced pairing by

$$RF_f(\mathcal{F} \otimes \mathcal{G}) \to RF_{f_*}(\mathcal{F} \otimes \mathcal{G}) \to RF_{f_*}DA_X \xrightarrow{\cong} DA_Y,$$

and this is also a perfect pairing by Verdier duality. We thus get the pushforward $f_* : \Omega_A(X) \to \Omega_A(Y)$,

compatible with the direct sum decomposition written after (1.1.3).

The following properties are well-known, see [CS], [Yo], [SW], etc.

**Proposition 1.1a.** A self-dual complex $(\mathcal{F}, S)$ is directly cobordant to $p\mathcal{H}^0(\mathcal{F}, S)$, hence we have the equality

$$[(\mathcal{F}, S)] = [p\mathcal{H}^0(\mathcal{F}, S)] \text{ in } \Omega_A(X).$$

**Proof.** Consider the commutative diagram as in (1.1.4):

$$\begin{array}{ccc}
p \tau_{<0} \mathcal{F} & \xrightarrow{p} & \mathcal{F} \\
\downarrow \pi & & \downarrow \pi' \\
p^* \mathcal{H}^0(\mathcal{F}) & \xrightarrow{p} & p^* \mathcal{H}^0(\mathcal{F})
\end{array}$$

see Convention (iii). Then the perfect pairing $S$ on $\mathcal{F} \otimes \mathcal{F}$ induces canonically the perfect pairings on $p\mathcal{H}^0(\mathcal{F}) \otimes p\mathcal{H}^0(\mathcal{F})$ and $p \tau_{<0} \mathcal{F} \otimes p \tau_{>0} \mathcal{F}$ by the theory of $t$-structure in [BBD] via the isomorphism (1.1.1). So Proposition 1.1a follows.

**Proposition 1.1b.** Assume a self-dual complex $(\mathcal{F}, S)$ is directly cobordant to $(\mathcal{F}', S')$. Then the direct sum $(\mathcal{F}', S') \oplus (\mathcal{F}, -S)$ is directly cobordant to 0, hence

$$[(\mathcal{F}', S')] + [(\mathcal{F}, -S)] = 0 \text{ in } \Omega_A(X).$$
Proof. Let \( \mathcal{G}, \mathcal{G}' \) and \( \pi, \rho \) be as in (1.1.4) associated to the direct cobordism between \((\mathcal{F}, S)\) and \((\mathcal{F}', S')\). We have the commutative diagram
\[
\begin{array}{ccc}
\mathcal{G} & \xrightarrow{(\rho', \pi')} & (\mathcal{F}', S') \oplus (\mathcal{F}, -S) \\
\downarrow & & \downarrow (\pi', -\rho') \\
0 & \longrightarrow & \mathcal{G}'
\end{array}
\]
Moreover (1.1.3) and the condition after it are satisfied for this diagram (using Remark 1.1a). So Proposition 1.1b follows.

**Proposition 1.1c.** For a self-dual complex \((\mathcal{F}, S)\), we have the equality
\[
([\mathcal{F}, S]) = \bigoplus_{i=1}^r ([\mathcal{F}_i, S_i]) \text{ in } \Omega_A(X),
\]
with \( \mathcal{F}_i \) simple objects of \( D^b_c(X, A)[0] \), see Convention \( \text{[iii]} \).

(It is known that simple objects of \( D^b_c(X, A)[0] \) are intersection complexes with coefficients in simple local systems defined on locally closed irreducible smooth subvarieties, see \([\text{BBD}]\).)

Proof. We may assume \( \mathcal{F} \in D^b_c(X, A)[0] \) by Proposition 1.1b. We proceed by induction on the length of \( \mathcal{F} \) in the abelian category \( D^b_c(X, A)[0] \), which is Noetherian and Artinian. If \( \mathcal{F} \) is simple, the assertion is trivial. Let \( \mathcal{G} \) be a simple subobject of \( \mathcal{F} \). Let \( \mathcal{G}' \) be its orthogonal complement with respect to the perfect pairing \( S \), that is, the kernel of the composition
\[\phi : \mathcal{F} \cong \mathcal{G} \oplus \mathcal{G}' \]
where the first isomorphism corresponds to the perfect pairing \( S \). The canonical morphism \( \mathcal{G} \rightarrow \mathcal{F}/\mathcal{G}' \) is identified with the composition of the inclusion \( \mathcal{G} \hookrightarrow \mathcal{F} \) with the above composition \( \phi \). Since \( \mathcal{G} \) is a simple object, it is either an isomorphism or zero.

If it is an isomorphism, then we have the direct sum decomposition \( \mathcal{F} = \mathcal{G} \oplus \mathcal{G}' \) compatible with \( S \), and we can apply the inductive hypothesis to \( \mathcal{G}' \).

If it is zero, then we have the inclusion \( \mathcal{G} \subset \mathcal{G}' \). We see that the condition for direct subquotient cobordism relation in (1.1.5) is satisfied for the diagram
\[
\begin{array}{ccc}
\mathcal{G}' & \hookrightarrow & \mathcal{G} \\
\downarrow & & \downarrow \\
\mathcal{G}/\mathcal{G} & \hookrightarrow & \mathcal{F}/\mathcal{G}
\end{array}
\]
so that \( \mathcal{G}'/\mathcal{G} \) is directly subquotient cobordant to \( \mathcal{F} \). We can then apply the inductive hypothesis to \( \mathcal{G}'/\mathcal{G} \). Thus Proposition 1.1c is proved.

**Proposition 1.1d.** If \((\mathcal{F}, S)\) is directly cobordant to \((\mathcal{F}', S')\), then there is \((\mathcal{F}'', S'')\) such that \( \mathcal{F}'' \in D^b_c(X, A)[0] \) and \((\mathcal{F}'', S'')\) is directly subquotient cobordant to both \( \mathcal{P}H^0(\mathcal{F}, S) \) and \( \mathcal{P}H^0(\mathcal{F}', S') \).

Proof. Setting \( \mathcal{K} := C(\rho), \mathcal{K}' := C(\rho') \), we get a commutative diagram
\[
\begin{array}{ccc}
\mathcal{P}H^{-1} \mathcal{K}' & \rightarrow & \mathcal{P}H^0 \mathcal{G} \\
\downarrow \cong \downarrow \pi^0 & & \downarrow \delta \downarrow \\
\mathcal{P}H^{-1} \mathcal{K} & \rightarrow & \mathcal{P}H^0 \mathcal{F}
\end{array}
\]
(1.1.10)
in the abelian category \( D^b_c(X, A)[0] \). (This is quite similar to a commutative diagram in the proof of \([\text{Yo}, \text{Prop. 6.7}]\).) Here \( \pi^0 \) denotes \( \mathcal{P}H^0 \pi \), etc., and the horizontal sequences are exact. These imply the inclusion
\[
\mathcal{L}'' := \text{Ker} \, \rho^0 \subset \mathcal{L} := \text{Im} \, \pi^0 \quad \text{with} \quad \mathcal{L}/\mathcal{L}'' \cong \text{Im} \, \delta,
\]
where \( \delta := \rho^0 \circ \pi^0 \). Set
\[
\mathcal{L}' := \mathcal{P}H^0 \mathcal{F}/\mathcal{L}'' (= \text{Coim} \, \rho^0).
\]
Since \( \rho^0 \) is identified with the dual of \( \pi^0 \) by (1.1.5), we see that \( \mathcal{L}' \) is identified with the dual of \( \mathcal{L} = \text{Im} \, \pi^0 \) by \( S \), and \( S \) induces a self-pairing of \( \mathcal{L}/\mathcal{L}'' \). Moreover the latter can be
identified with the induced self-pairing $S''$ on $\text{Im} \, \delta \subset \mathcal{P} \mathcal{H}^0 \mathcal{G}'$ using (1.1.5). We thus get the commutative diagram as in (1.1.4)

\[
\begin{array}{ccc}
\mathcal{L} & \hookrightarrow & \mathcal{P} \mathcal{H}^0 \mathcal{F} \\
\downarrow & & \downarrow \\
\text{Im} \, \delta & \hookrightarrow & \mathcal{L}'
\end{array}
\]

with (1.1.3) satisfied. So $(\text{Im} \, \delta, S'')$ is directly subquotient cobordant to $\mathcal{P} \mathcal{H}^0(\mathcal{F}, S)$. We cannot apply a similar argument replacing $(\mathcal{F}, S)$ with $(\mathcal{F}', S')$. This finishes the proof of Proposition 1.1d.

By Propositions 1.1a and 1.1d we get the following.

**Theorem 1.1.** A self-dual complex $(\mathcal{F}, S)$ is cobordant to $(\mathcal{F}', S')$ if and only if there are self-dual complexes $(\mathcal{F}_i, S_i)$ with $\mathcal{F}_i \in D^b_c(X, A)^{[0]}$ for $i \in [0, 2r]$ such that $(\mathcal{F}_0, S_0) = \mathcal{P} \mathcal{H}^0(\mathcal{F}, S)$, $(\mathcal{F}_{2r}, S_{2r}) = \mathcal{P} \mathcal{H}^0(\mathcal{F}', S')$, and $(\mathcal{F}_{i-1}, S_{i-1})$ is directly subquotient cobordant to $(\mathcal{F}_i, S_i)$ for any $i \in [1, 2r]$.

**Remark 1.1d.** The condition after (1.1.5) implies that the commutative diagram (1.1.4) is completed non-canonically to an octahedral diagram by adding

\[C(\rho') \cong C(\rho) \quad \text{and} \quad C(\pi) \cong C(\pi')\]

at the vertex in the center of the upper and lower part of the octahedral diagrams respectively, see also [BSY], [Yo]. Here the octahedral diagram is viewed from a different angle, since we have a commutative square instead of a circulating one at the boundary. (Note that an octahedral diagram has one circulating boundary square and two commutative boundary squares, where the initial and terminal vertices of each commutative boundary square are the two vertices outside the circulating boundary square. Here a boundary square means that it divides the octahedron into two pyramids.) We do not demand a self-duality isomorphism of the whole octahedral diagram, since its construction may be rather complicated in general. (Here the problem of sign seems rather non-trivial.)

Note that there is no problem in the case of subquotient cobordism, since the kernel and cokernel in the abelian category $D^b_c(X, A)^{[0]}$ are unique up to unique isomorphism (making certain diagrams commutative). Here we have an increasing filtration $G$ on $\mathcal{F}'$ in the abelian category $D^b_c(X, A)^{[0]}$ such that $\text{Gr}_i^G \mathcal{F}' = 0$ ($i \neq 0, 1, 1$), and

\[\text{Gr}_0^G \mathcal{F}' = \mathcal{F}, \quad G_0 \mathcal{F}' = \mathcal{G}, \quad \mathcal{F}'/G_{-1} \mathcal{F}' = \mathcal{G}'.\]

So the octahedral diagram can be completed canonically by adding $\text{Gr}_1^G \mathcal{F}'$, $\text{Gr}_{-1}^G \mathcal{F}'$ to the commutative diagram

\[
\begin{array}{ccc}
G_0 \mathcal{F}' & \hookrightarrow & \mathcal{F}' \\
\downarrow & & \downarrow \\
\text{Gr}_0^G \mathcal{F}' & \hookrightarrow & \mathcal{F}'/G_{-1} \mathcal{F}'
\end{array}
\]

Note that a short exact sequence in the abelian category $D^b_c(X, A)^{[0]}$ defines an extension class, and the latter should coincide with the connecting morphism in the derived category $D^b_c(X, A)$ (without any sign, see also [Ve, 2.1]). This would imply that the definition of $\Omega(X)$ in this paper is equivalent to the one in [Yo] (admitting that Proposition 1.1a holds with the definition given there, see [Yo, Example 6.6]).

**Remark 1.1e.** The sign becomes more complicated if we have to deal with a double complex like $\text{Hom}(\mathcal{F}^*, \mathcal{G}^*)$ which is contravariant for the first factor, where we get an additional minus sign, see [De2]. For instance, there is an anti-commutative diagram (see also [BSY])

\[
\begin{array}{ccc}
\text{Hom}(\mathcal{F}^*[1], \mathcal{G}^*[1]) & \cong & \text{Hom}(\mathcal{F}^*, \mathcal{G}^*[1])[-1] \\
\downarrow & & \downarrow \\
\text{Hom}(\mathcal{F}^*[1], \mathcal{G}^*)[1] & \cong & \text{Hom}(\mathcal{F}^*, \mathcal{G}^*)
\end{array}
\]
This seems to be related closely to the self-duality isomorphism of $A_X[d_X]$, that is,
\[ \mathcal{H}om(A_X[d_X], A_X[2d_X]) = A_X[d_X], \]
where $X$ is smooth. We may have to choose one of the two above isomorphisms, and a consistent sign system may contain a set of consistent choices for all the anti-commutative diagrams. There are also rather complicated isomorphisms like
\[ D \cong (D \circ D) \circ D \cong D \circ (D \circ D) \cong D, \]
where the determination of signs does not seem quite trivial. It does not seem very clear whether these problems are completely clarified in the literature. Indeed, there seem to be several sign systems in the literature. (For instance, the signs in the definitions of mapping cone and its associated distinguished triangle do not seem unique. These do not seem to be specified in [CH] where the signs necessary for each isomorphism in (1.1.11) seem to be given, but not the choice of the isomorphism between the top-left and bottom-right of the diagram; there are two choices since we have the anti-commutativity.) In order to avoid the above problems, it is recommended in [De3] to use perfect pairings rather than the functor $D$, and we follow this suggestion in this paper.

1.2. Relation with Witt groups. In the notation of (1.1.1) let $W_{A^+}(X)$ be the monoid of isomorphism classes of symmetric self-dual $A$-complexes divided by the submonoid of isomorphism classes of symmetric self-dual $A$-complexes which are directly cobordant to 0. More precisely, we have $[(\mathcal{F}, S)] = [(\mathcal{F}', S')]$ in $W_{A^+}(X)$ if and only if
\[ (\mathcal{F}, S) + (\mathcal{G}_1, S_1) = (\mathcal{F}', S') + (\mathcal{G}_2, S_2), \]
with $(\mathcal{G}_i, S_i)$ directly cobordant to 0 $(i = 1, 2)$. (This is compatible with [Bal] by [SW] and Theorem 1.2 below.) Define $pW_{A^+}(X)$ by assuming further that all the self-dual $A$-complexes belong to $D^b_c(X,A)^{[0]}$. Similarly we can define $W_{A^-}(X)$ and $pW_{A^-}(X)$ by replacing symmetric with skew-symmetric. (Note that, if a self-dual complex $(\mathcal{F}, S)$ with $\mathcal{F} \in D^b_c(X,A)^{[0]}$ is directly cobordant to 0, then $(\mathcal{F}, S)$ is directly subquotient cobordant to 0.)

From Theorem 1.1 and Propositions 1.1a–b we can deduce the following (see also [SW]):

**Theorem 1.2.** There are canonical isomorphisms of abelian groups
\[ pW_{A^+}(X) \xrightarrow{\sim} W_{A^+}(X) \xrightarrow{\sim} \Omega_{A^+}(X), \]
\[ pW_{A^-}(X) \xrightarrow{\sim} W_{A^-}(X) \xrightarrow{\sim} \Omega_{A^-}(X). \]

**Proof.** The monoids in (1.2.1) are abelian groups by Proposition 1.1b (with $\mathcal{F} = \mathcal{F}' = \mathcal{G}_i = \mathcal{G}_i'$). We first show the isomorphism
\[ pW_{A^+}(X) \xrightarrow{\sim} \Omega_{A^+}(X). \]
Since the surjectivity follows from Proposition 1.1a it is enough to show the injectivity. Assume $(\mathcal{F}, S)$ is cobordant to $(\mathcal{F}', S')$ with $\mathcal{F}, \mathcal{F}' \in D^b_c(X,A)^{[0]}$. By Theorem 1.1 there are self-dual $A$-complexes $(\mathcal{F}_i, S_i)$ for $i \in [0, 2r]$ such that $(\mathcal{F}_0, S_0) = (\mathcal{F}, S)$, $(\mathcal{F}_2r, S_{2r}) = (\mathcal{F}', S')$, and $(\mathcal{F}_i, S_{i-1})$ is directly subquotient cobordant to $(\mathcal{F}_i, S_i)$ with $\mathcal{F}_i \in D^b_c(X,A)^{[0]}$ for any $i \in [1, 2r]$. Using Proposition 1.1b we then see that the following self-dual complexes are directly cobordant to 0:
\[ (\mathcal{G}_1, S_1) := \bigoplus_{i=1}^r ((\mathcal{F}_i, S_i) \oplus (\mathcal{F}_i, -S_i)), \]
\[ (\mathcal{G}_2, S_2) := \bigoplus_{i=1}^r ((\mathcal{F}_{i-1}, S_{i-1}) \oplus (\mathcal{F}_i, -S_i)). \]
Since
\[ (\mathcal{F}, S) \oplus (\mathcal{G}_1, S_1) = (\mathcal{F}', S') \oplus (\mathcal{G}_2, S_2), \]
we thus get the injectivity of (1.2.2).
It is now enough to show the surjectivity $\mathbb{P}W_{A+}(X) \twoheadrightarrow W_{A+}(X)$ for the proof of the first two isomorphisms of (1.2.1) (that is, for $+$); but this surjectivity follows from Propositions 1.1a–b considering

$$(\mathcal{F}, S) \oplus (\mathcal{F}, -S) \oplus \mathbb{P}\mathcal{H}^0(\mathcal{F}, S).$$

The argument is similar with $+$ replaced by $-$. This finishes the proof of Theorem 1.2.

Remark 1.2a. If $X$ is a point, $\mathbb{P}W_{A+}(pt)$ is identified with the classical Witt group $W(A)$, see [MH] for the latter. (Recall that $A$ is a field of characteristic 0 in this subsection.) It is also possible to verify that $\Omega_{A+}(pt)$ is isomorphic to $W(A)$ by an elementary argument as follows. (This is for a better understanding of the reader about cobordism relation.)

By Proposition 1.1a, any element of $\Omega_{A+}(pt)$ is represented by a non-degenerate symmetric bilinear form $S$ on a finite dimensional vector space $V$. By Theorem 1.1 it is enough to show that, if $(V, S)$ is directly subquotient cobordant to $(V', S')$ with horizontal morphisms injective, then $(V', S')$ is the direct sum of $(V, S)$ and a metabolic form $(V'', S'')$ (which is a direct sum of hyperbolic forms).

We have the commutative diagram as in (1.1.4)

$$
\begin{array}{ccc}
G_0V' & \hookrightarrow & V' \\
\downarrow & & \downarrow \\
Gr^G_0V' & \hookrightarrow & V'/G_{-1}V'
\end{array}
$$

associated to the direct subquotient cobordism relation. Here $G_i$ is the increasing filtration of $V'$ such that $Gr_i^G V' = 0$ ($i \neq -1, 0, 1$) and $Gr_0^G V' = V$. Condition (1.1.5) then implies the orthogonality

$$S'(G_0V', G_{-1}V') = 0.$$

Taking an appropriate basis of $V'$, this means that $S'$ is represented by a matrix of the form

$$
\begin{pmatrix}
0 & 0 & I \\
0 & S & B \\
I & 'B & A
\end{pmatrix}
$$

Here $A$ is symmetric, $I$ is the identity matrix, and the matrix corresponding to $S$ is denoted also by $S$. Replacing the basis of $V'$ appropriately, we can then assume that $A = B = 0$ by a well-known argument in linear algebra (using $E_{a,p,q}S'E_{a,p,q}$, where the $(i, j)$-component of $E_{a,p,q} - I$ is $\alpha$ if $(i, j) = (p, q)$, and it vanishes otherwise). So the desired isomorphism follows.

Remark 1.2b. Using Theorems 1.1 and 1.2 we can construct the well-defined $L$-class transformation from $\Omega_A(X)$ to $H_2^*(X, \mathbb{Q})$ for compact algebraic varieties $X$ as in [GM], [CS], [Ban1], where a cohomotopy $f : X \to S^{2k}$ is used. Indeed, we see that the signature of the shifted restriction of $(\mathcal{F}, S)$ to the fiber of the north pole of $S^{2k}$ depends only on the cobordism class using the pushforward to the north pole. Although $f$ is not algebraic, we can apply a similar argument. Note also that $X$ may be replaced by a product with $S^{2m}$, and $(\mathcal{F}, S)$ by a shifted pull-back to the product as in [Ban1].

Remark 1.2c. According to the referee, there are apparently only surjections from the cobordism groups and Witt groups in the literature ([Bal], [BSY], [SW], [Wo], [Yo], etc.) to those constructed in this paper, but they are actually isomorphisms using [Yo, Thm. 7.4], [SW, Prop. 2.14], [Wo], etc. This problem does not seem to be serious in case the reader is interested only in the $L$-classes. This issue may be better discussed in a different paper, since it seems rather technically complicated. (Note that the cobordism relation is not used in the proof of Proposition 1 since we show the independence of the isomorphism class of $(K^*_R, S_\alpha)$ under the choice of the polarization $S$ by constructing an automorphism of the complex $K^*_R$, see 2.1 below. This also applies to the corresponding result in [FP].)

1.3. Hodge modules. For a smooth variety $X$ and for a subfield $A \subset \mathbb{R}$, we denote by $MF_n(D_X, A)$ the category of holonomic filtered $D_X$-modules with $A$-structure ($(M, F), K, \alpha$).
Here \((M, F)\) is a holonomic (analytic) \(\mathcal{D}_X\)-module with a good filtration \(F, K\) is a \(A\)-complex with constructible cohomology sheaves on \(X\), and the following isomorphisms of \(\mathbb{C}\)-complexes is given:

\[ \alpha : \text{DR}(M) \cong K \otimes_A \mathbb{C}, \]

see also Convention (i) at the end of the introduction. Recall that \(\text{DR}(M)\) denotes the shifted de Rham complex, see [Sa5].

The category \(\text{MH}(X, A, w)\) of \(A\)-Hodge modules of weight \(w\) on \(X\) is a full subcategory of \(\text{MF}_h(\mathcal{D}_X, A)\). If \(X\) is singular, this can be defined by using local embedding into smooth varieties. There is a strict support decomposition

\[ (1.3.1) \quad \text{MH}(X, A, w) = \bigoplus_{Z \subset X} \text{MH}_Z(X, A, w). \]

Here \(Z\) runs over irreducible closed subvarieties of \(X\), and an object of \(\text{MH}_Z(X, A, w)\) has strict support \(Z\) (that is, its underlying \(A\)-complex is an intersection complex with local system coefficients). Moreover we have the following.

**Theorem 1.3** ([Sa2, Thm. 2.21]). There is an equivalence of categories

\[ (1.3.2) \quad \text{MH}_Z(X, A, w) = \text{VHS}^p_{\text{gen}}(Z, A, w - d_Z), \]

where the right-hand side is the category of polarizable variations of \(A\)-Hodge structure of weight \(w - d_Z\) defined on some Zariski-open subset of \(Z\).

Moreover, the restriction of a polarization of Hodge module to the Zariski-open subset gives a polarization of variation of Hodge structure up to the sign \((-1)^{d_Z(d_Z - 1)/2}\). Conversely, any polarization of variation of Hodge structure can be extended to a polarization of Hodge module up to the same sign.

Note that variations of Hodge structure in this paper are assumed to have unipotent local monodromies.

**Remark 1.3.** A polarization of an \(A\)-Hodge module of weight \(w\) is a \((-1)^w\)-symmetric perfect pairing

\[ (1.3.3) \quad S : K \otimes_A K \to (\mathcal{D}A_X)(-w). \]

There is a difference in signs of polarizations of Hodge modules and variations of Hodge structure as is explained above, see also [Sa1, 5.2.12 and 5.4.1] and Convention (ii) at the end of the introduction.

**1.4. Mixed Hodge modules.** The category \(\text{MHM}(X, A)\) of mixed \(A\)-Hodge modules on a smooth variety \(X\) is a full subcategory of \(\text{MF}_h(\mathcal{D}_X, A)\), where the latter is the category of holonomic filtered \(\mathcal{D}_X\)-modules with \(A\)-structure \(M = ((M, F), K, \alpha)\), which are endowed with a finite filtration \(W\) on \(M, K\) in a compatible way with \(\alpha\) so that

\[ (1.4.1) \quad \text{Gr}_w^W \mathcal{M} \subset \text{MH}(X, A, w) \quad (\forall w \in \mathbb{Z}). \]

However, the last condition is not enough, and it is rather complicated to give a precise definition for \(\text{MHM}(X, A) \subset \text{MF}_h(\mathcal{D}_X, A)\) (see [Sa4]) although we have the inclusion

\[ (1.4.2) \quad \text{MH}(X, A, w) \subset \text{MHM}(X, A) \quad (\forall w \in \mathbb{Z}). \]

If \(X\) is singular, it is defined by using local embedding into smooth varieties. We can show that \(\text{MHM}(X, A)\) is an abelian category. Hence we have the derived category of bounded complexes of mixed Hodge modules \(D^b\text{MHM}(X, A)\) together with the standard cohomology functor

\[ (1.4.3) \quad H^* : D^b\text{MHM}(X, A) \to \text{MHM}(X, A). \]

When \(X = \text{pt}\), there is an equivalence of categories

\[ (1.4.4) \quad \text{MHM}(\text{pt}, A) = \text{MHS}_A, \]

where the right-hand side is the category of graded-polarizable \(A\)-Hodge structures.
For a morphism of algebraic varieties \( f : X \rightarrow Y \), we can construct the direct image functors

\[ f_! , f_* : D^b_{MHM}(X,A) \rightarrow D^b_{MHM}(Y,A), \]

see [Sa2] Thm. 4.3, using Beilinson type resolution of \( \mathcal{M} \) (see [Bz]). We can show that the induced cohomological functor \( H^j f_* : MHM(X,A) \rightarrow MHM(Y,A) \) is identified with the functor \( H^j f_! \) constructed in [Sa1] in the \( f \) projective case.

The pull-back functors \( f^*, f^! \) are defined respectively as left and right adjoint functors of the direct image functors \( f_*, f_! \). For Zariski-closed and open immersions \( i : Y \hookrightarrow X, j : U \hookrightarrow X \) with \( X = Y \sqcup U \), we have a distinguished triangle of functors

\[ j_! j^! \rightarrow \text{id} \rightarrow i_* i^* [1] . \]

This implies the well-definedness of the morphism Hdg in the introduction.

We have the following.

**Theorem 1.4** ([Sa1] Thm. 5.3.1). Let \( f : X \rightarrow Y \) be a projective morphism, and \( \mathcal{M} \in MH(X,A,w) \) with a polarization \( S : K \otimes_A K \rightarrow (\mathcal{DA}_X)(-w) \). Let \( \ell \in H^2(X,A(1)) \) be the first Chern class of a relative ample line bundle of \( f \). Then

- \( H^j f_* \mathcal{M} \in MH(Y,A,w+j) \) \((j \in \mathbb{Z})\),
- \( \ell^! : H^{-j} f_* \mathcal{M} \simeq H^j f_* \mathcal{M}(j) \) \((j > 0)\),
- \( (-1)^{j(j-1)/2} Rf_* S \circ (\ell^! \otimes \text{id}) : P_{\ell}^\mathcal{PH}^{-j} f_* K \otimes P_{\ell}^\mathcal{PH}^{-j} f_K \rightarrow (\mathcal{DA}_Y)(j-w) \) is a polarization of \( P_{\ell} H^{-j} f_* \mathcal{M} := \ker \ell^{j+1} \subset H^{-j} f_* \mathcal{M} \) \((j \geq 0)\), where \( P_{\ell} \) denotes the \( \ell \)-primitive part.

**Remark 1.4.** Using the “dictionary” in Convention [FP] at the end of the introduction, one can deduce the sign in the other sign system as in [FP] from Theorem 1.4(c), see also Remark (iii) at the end of Section 1 in [Sa5] for a special case. In order to apply this “dictionary”, we may need also some equality like

\[(d-d')(d-d'+1)/2 + (d-d')d' = d(d-1)/2 - d'(d'-1)/2 + (d-d'),\]

in the case of the middle primitive part. (We can restrict to this case, that is, \( l = 0 \) in the notation of [FP], using the property of \( \varepsilon_m \) in (2.2.5) below.) Here \( Z \subset Y \) is an irreducible closed subvariety of the target of a projective morphism \( f : X \rightarrow Y \) with \( X \) smooth, and \( d = d_X, d' = d_Z \). The left-hand side of the above equality comes from [FP] (with \( l = 0 \)), and the right-hand side from the dictionary (since \( j(j-1)/2 = 0 \) when \( j = 0 \)). Note that \( d-d' \) coincides with the weight of the variation of Hodge structure associated to the direct factor of \( H^0 f_* (\mathbb{Q}_{h,X}[d_X]) \) with strict support \( Z \).

## 2. Proof of the main theorem and proposition

In this section we prove Theorems [1][3] after showing Proposition [4]

### 2.1. Proof of Proposition [4]

By Theorem [1][3] it is enough to consider the case of a polarizable variation of Hodge structure of weight \( w \) (using the functoriality of intermediate direct images). Let \( L \) be the underlying \( \mathbb{R} \)-local system of a polarizable variation of \( \mathbb{R} \)-Hodge structure \( V \) on a smooth complex algebraic variety \( X \). Let

\[ S : L \otimes L \rightarrow \mathbb{R}_X, \quad S' : L \otimes L \rightarrow \mathbb{R}_X \]

be polarizations of variation of Hodge structure. The polarizations \( S, S' \) induce isomorphisms of variations of \( \mathbb{R} \)-Hodge structure

\[ V \cong (\mathbb{D}V)(-w) \cong V, \]

\[ V \cong (\mathbb{D}V)(-w) \cong V, \]
where $D^V$ denotes the dual variation of Hodge structure. We thus get an endomorphism of variation of $\mathbb{R}$-Hodge structure, denoted by $\phi \in \text{End}(\mathcal{V})$, such that

\[(2.1.1)\quad S' = S \circ (\phi \otimes \text{id}),\]

where $\phi \in \text{End}(L)$ is the underlying morphism of $\phi$. It is then enough to show that

\[(2.1.2)\quad \phi$ is semisimple and the eigenvalues of $\phi$ are real numbers.\]

Indeed, this implies the direct sum decomposition

\[(2.1.3)\quad L = \bigoplus_i L_i \quad \text{with} \quad L_i = \text{Ker}(\phi - \alpha_i) \subset L,\]

with $\alpha_i$ the eigenvalues of $\phi$ (in particular, $\phi|_{L_i} = \alpha_i$). We see that the $\alpha_i$ must be positive considering linear combinations of the two polarizations with positive coefficients. (Note that polarizations are stable by sum and also by multiplication by positive numbers.) The two polarizations are then identified by using the positive square roots of the eigenvalues.

For the proof of (2.1.2), we can restrict to a point of $X$ so that we have a polarizable real Hodge structure $H = (H_\mathbb{R}, (H_C, F))$ with two polarizations $S$, $S'$ and an endomorphism of real Hodge structure $\phi$ such that

\[(2.1.4)\quad S'(u, v) = S(\phi u, v) \quad (u, v \in H_\mathbb{R}).\]

Since the Weil operator $C$ can be defined on $H_\mathbb{R}$, and $S, S'$ are $(-1)^w$-symmetric with $w$ the weight of Hodge structure, we have a positive-definite symmetric form

\[S_C : H_\mathbb{R} \times H_\mathbb{R} \to \mathbb{R}\]

defined by

\[S_C(u, v) = S(u, Cv),\]

(see [De]) and similarly for $S'_C$. Here the symmetry of $S_C$ follows from

\[(2.1.5)\quad S(u, Cv) = (-1)^w S(Cu, v) = S(v, Cu).\]

It is then enough to show that $\phi$ is symmetric with respect to $S_C$, that is,

\[(2.1.6)\quad S_C(\phi u, v) = S_C(u, \phi v),\]

(since $\phi$ can be expressed by a symmetric matrix taking an orthonormal basis of $H_\mathbb{R}$). But this symmetry follows from

\[(2.1.7)\quad S(\phi u, Cv) = S'(u, Cv) = S'(v, Cu) = S(\phi v, Cu) = S(u, C\phi v).\]

So (2.1.2) is proved. This finishes the proof of Proposition [4].

**Remark 2.1.** The following assertion is shown in a recent version of [FP]: Let $L$ be a $\mathbb{R}$-local system on a complex (or even topological) manifold $U$. Let $\{S_t\}_{t \in I}$ be a smooth 1-parameter family of non-degenerate symmetric (or skew-symmetric) pairing of $L$, where $I$ is an open interval. Then there is a smooth 1-parameter family of automorphisms $A_t \in \text{Aut}(L)$ locally on $I$ such that the pairings $S_t \circ (A_t \otimes A_t)$ are independent of $t$. Here one does not assume that $L$ is semisimple. So the situation is quite different from the case of Proposition [4] and the $A_t$ are not necessarily semisimple. The proof uses integral curves of time dependent vector fields. In the case where $U = \mathbb{C}^*$ and the monodromy of $L$ is unipotent with only one Jordan block, one can verify the assertion directly, where the pairing $S_{t_0}$ for some fixed point $t_0 \in I$ is represented by an anti-diagonal matrix, choosing a base point of $U$.

**2.2. Proof of Theorem 3.** By (1.4.1.2), it is enough to consider the case of pure Hodge modules with strict support. (Note that any short exact sequence of mixed Hodge modules induces short exact sequences by taking $G^W_i$, and pure Hodge modules are semisimple by Theorem [4.3].) The well-definedness of the morphism $\text{Pol}$ follows from Proposition [4].
We first show the compatibility of $\text{Pol}$ with the pushforward by projective morphisms. Let $f : X \to Y$ be a projective morphism of complex varieties. Let $\mathcal{M} \in \text{MH}_Z(X, A, w)$ with $K$ the underlying $\mathbb{R}$-complex and $S'$ a polarization. Put
\[
\varepsilon_m := (-1)^{m(m+1)/2} \quad (m \in \mathbb{Z}).
\]
We have
\[
\begin{align*}
\text{Pol}(f_*[\mathcal{M}]) &= \sum_j (-1)^j \text{Pol}[H^j f_* \mathcal{M}], \\
f_* (\text{Pol}[\mathcal{M}]) &= \varepsilon_w ([Rf_* K, Rf_* S]) = \varepsilon_w ([\mathcal{P}^0 H^0 Rf_* K, \mathcal{P}^0 H^0 Rf_* S]),
\end{align*}
\]
where the last equality follows from Proposition 1.1a.

By the hard Lefschetz property (see Theorem 1.4(b)), we have the Lefschetz decomposition
\[
(2.2.2)
\]
\[
f_* [\mathcal{M}] = \sum_{j \geq 0} \sum_k (-1)^j [P^j \mathcal{M}(-k)],
\]
where $P^j \mathcal{M} := \text{Ker} \partial^{j+1} \subset H^j \mathcal{M}$ is the primitive part for $j \geq 0$ (and it is 0 otherwise). Note that $(-k)$ for $k \in \mathbb{Z}$ is the Tate twist which changes the weight by $2k$, and $\ell$ is a morphism of degree 2.

We denote the primitive part of the underlying $\mathbb{R}$-complex by
\[
P^j := P^j H^j Rf_* K \quad (j \geq 0).
\]
This has the self-pairing defined by $Rf_* S \circ (\ell \otimes \text{id})$, which is denoted by $f_* S$ for simplicity. It has also a self-pairing defined by a polarization of Hodge module, which is denoted by $S_p$.

By Theorem 1.4(c), we have
\[
(2.2.3)
\]
\[
[(P^j, f_* S)] = (-1)^{j(j-1)/2} [(P^j, S_p)].
\]
By the Lefschetz decomposition (2.2.2) together with Theorem 1.4(a), we get that
\[
(2.2.4)
\]
\[
\text{Pol}(f_* [\mathcal{M}]) = \sum_{j \geq 0} \sum_k (-1)^j \varepsilon_{w-j+2k} [(P^j, S_p)].
\]
Observe that the restriction of $\varepsilon_m$ to even or odd numbers has the alternating property:
\[
(2.2.5)
\]
\[
\varepsilon_m = (-1)^i \quad \text{if } m = 2i \text{ or } m = 2i-1.
\]
This implies that the summation over $k \in [0, j]$ in (2.2.4) is an alternating sum. Hence it vanishes if $j$ is odd, and the summation over $k \in [1, j]$ vanishes if $j$ is even. Using (2.2.3), we then get that
\[
(2.2.6)
\]
\[
\text{Pol}(f_* [\mathcal{M}]) = \varepsilon_w \sum_{k \geq 0} (-1)^k [(P^{-2k}, S_p)]
\]
\[
= \varepsilon_w \sum_{k \geq 0} [(P^{-2k}, f_* S)],
\]
since $\varepsilon_{w-2k} = (-1)^k$ and $(-1)^{(i-1)/2} = (-1)^k$ if $i = 2k$. Thus the compatibility with the pushforward by projective morphisms is proved. (Note that $\ell^k$ is a morphism of even degree, and does not produce a sign.)

We now consider the case $f$ is non-projective. We may assume that $\mathcal{M}$ is a pure Hodge module with strict support $X$ (in particular, $X$ is irreducible). We proceed by induction on $d_X = \dim X$. The assertion holds if $d_X = 0$. Assume $d_X = d$ and the commutativity holds when $d_X < d$. There is a projective birational morphism $\pi : X' \to X$ such that $g := f \circ \pi : X' \to Y$ is also projective. Consider the diagram
\[
\begin{array}{ccc}
K_0(\text{MHM}(X', A)) & \xrightarrow{\pi_*} & K_0(\text{MHM}(X, A)) \\
\downarrow \text{Pol} & & \downarrow \text{Pol} \\
\Omega_X(X') & \xrightarrow{\pi_*} & \Omega_X(X) \\
\downarrow \text{Pol} & & \downarrow \text{Pol} \\
\Omega_X(Y) & \xrightarrow{f_*} & \Omega_X(Y)
\end{array}
\]
(This is partially commutative as is explained in (2.2.8) below.)
Remark 2.3.a. The assumption of Theorem 1 is satisfied if the connectivity of \( \text{H} \) is not needed, since we consider the equality in the Grothendieck group.) By inductive hypothesis, we have the following equalities in \( \Omega_\mathbb{R}(Y) \):

\[
(2.2.8) \quad \text{Pol}(f_*(\pi_*[\mathcal{M}'])) = f_*(\pi_*(\text{Pol}[\mathcal{M}'])) = f_*(\text{Pol}(\pi_*[\mathcal{M}'])).
\]

By (2.2.7), there is \( \xi \in K_0(\text{MHM}(\mathbb{Z}, A)) \) such that

\[
(2.2.9) \quad \pi_*[\mathcal{M}] = [\mathcal{M}] + (i_Z)_*\xi \quad \text{in} \quad K_0(\text{MHM}(X, A)),
\]

replacing \( Z \subset X \) so that \( \text{Supp} \, H^j \pi_*\mathcal{M} \subset Z \) for \( j \neq 0 \). (Here the decomposition theorem is not needed, since we consider the equality in the Grothendieck group.) By inductive hypothesis, we have

\[
(2.2.10) \quad \text{Pol}(f_*(i_Z)_*\xi) = f_*(\text{Pol}((i_Z)_*\xi)) \quad \text{in} \quad \Omega_\mathbb{R}(Y).
\]

Then (2.2.8, 10) imply the quality

\[
(2.2.11) \quad \text{Pol}(f_*(\pi_*[\mathcal{M}])) = f_*(\text{Pol}([\mathcal{M}])) \quad \text{in} \quad \Omega_\mathbb{R}(Y).
\]

This completes the proof of Theorem 3.

2.3. Proofs of Theorems 1 and 2. Let \( C \) be the mapping cone of the morphism (8) in the introduction. Its image in the Grothendieck group of mixed Hodge modules \( K_0(\text{MHM}(X, \mathbb{R})) \) comes from \( \eta_x \in K_0(\text{MHM}(\{x\}, \mathbb{R})) \) for \( x \in \Sigma \). The Hodge signature of \( \eta_x \) is given by \( \tilde{\sigma}_x \), and vanishes by assumption. Hence its image in the cobordism group of \( X \) vanishes using the compatibility with the pushforward by the inclusion \( \Sigma \hookrightarrow X \). (Recall that an element of the classical Witt group over \( \mathbb{R} \) is determined only by the signature, see [MH] and also Remark 1.2a for the relation with the cobordism group.) Theorem 1 thus follows.

The argument is similar for Theorem 2. The converse holds in this case, since the difference is contained in the image of \( H_0(\Sigma, \mathbb{Q}) \) in \( H_{2*}(X, \mathbb{Q}) \), and is given by \( \sum_{x \in \Sigma} \tilde{\sigma}_x \) (using the connectivity of \( X \)). This finishes the proofs of Theorems 1 and 2.

Remark 2.3a. The assumption of Theorem 1 is satisfied if the \( d_X \) are even and \( X \) has only isolated hypersurface singularities defined analytic-locally by holomorphic functions \( f \) with semisimple Milnor monodromies, for instance, if \( X \) is locally isomorphic to a cone of a smooth projective hypersurface of odd dimension, that is, \( f \) is a homogeneous polynomial, or more generally, \( f \) is a semi-weighted-homogeneous polynomial \( f = \sum_{\alpha \geq 1} f_\alpha \) where the \( f_\alpha \) are weighted homogeneous polynomials of degree \( \alpha \geq 1 \) with weights of variables fixed, and \( f_1 \) has an isolated singularity at 0. This is a \( \mu \)-constant deformation of \( f_1 \), and has semisimple Milnor monodromy.

Indeed, assuming \( X \) has an isolated hypersurface singularity defined by \( f \), set

\[
K_{f,x} := \text{Ker}(N : H^{d_x}(F_f, \mathbb{Q})_1 \to H^{d_x}(F_f, \mathbb{Q})_1(-1)).
\]

Here \( H^{d_x}(F_f, \mathbb{Q})_1 \) denotes the unipotent monodromy part of the vanishing cohomology with \( F_f \) the Milnor fiber, and \( N := \log T_u \) with \( T = T_s T_u \) the Jordan decomposition of the monodromy (and \( d_X := \dim X \)). It is quite well-known that

\[
(2.3.1) \quad H^{j}_X := H_j(\text{IC}_X \mathbb{Q}[-d_X])_x = \begin{cases} \ K_{f,x}(1) & (j = d_X - 1), \\ 0 & (j \neq 0, d_X - 1). \end{cases}
\]

Note that \( H^{d_x}(F_f, \mathbb{Q})_1 \) is pure with weight \( d_X + 1 \), if the Milnor monodromy is semisimple (that is, \( N = 0 \)), see [St] and also [Sa1] (5.1.6.2).

It is rather easy to show the \( W \)-graded quotients of (2.3.1), which is sufficient for our purpose, by using the short exact sequence of mixed Hodge modules

\[
(2.3.2) \quad 0 \to \mathbb{Q}_{h,X}[d_X] \to \psi_{f,1}\mathbb{Q}_{h,Y}[d_X] \xrightarrow{\text{can}} \varphi_{f,1}\mathbb{Q}_{h,Y}[d_X] \to 0.
\]
Here $f$ is defined on an ambient complex manifold $Y$ containing locally $X$, and $\psi_{f,1}$ denote the unipotent monodromy part of $\psi_f$, $\varphi_f$ respectively. The weight filtration $W$ on $\psi_{f,1}Q_{h,Y}$, $\varphi_{f,1}Q_{h,Y}$ is the monodromy filtration shifted by $d_X$ and $d_X+1$ respectively. So there are isomorphisms

$$N^j : \text{Gr}^W_{d_X+j}(\mathbb{Q}Y[d_X]) \xrightarrow{\sim} \text{Gr}^W_{d_X-j}(\mathbb{Q}Y[d_X])(-j),$$

$$N^j : \text{Gr}^W_{d_X+1+j}(\mathbb{Q}Y[d_X]) \xrightarrow{\sim} \text{Gr}^W_{d_X+1-j}(\mathbb{Q}Y[d_X])(-j),$$

for $j > 0$ together with the $N$-primitive decomposition

$$\text{Gr}^W_k(\psi_{f,1}Q_Y[d_X]) = \bigoplus_{j \geq 0} N^j p \text{Gr}^W_{k+2j}(\psi_{f,1}Q_Y[d_X])(j),$$

for $k \in \mathbb{Z}$, and similarly with $\psi_{f,1}$ replaced by $\varphi_{f,1}$. Here the $N$-primitive part is defined by

$$p \text{Gr}^W_{d_X+j}(\psi_{f,1}Q_Y[d_X]) := \text{Ker} \ N^{j+1} \subset \text{Gr}^W_{d_X+j}(\psi_{f,1}Q_Y[d_X]),$$

$$p \text{Gr}^W_{d_X+1+j}(\varphi_{f,1}Q_Y[d_X]) := \text{Ker} \ N^{j+1} \subset \text{Gr}^W_{d_X+1+j}(\varphi_{f,1}Q_Y[d_X]),$$

for $j \geq 0$, and these vanish otherwise. By construction $N$ coincides with the composition of

$$\psi_{f,1}Q_Y[d_X] \xrightarrow{\text{can}} \varphi_{f,1}Q_Y[d_X] \xrightarrow{\text{Var}} \psi_{f,1}Q_Y(-1)[d_X].$$

Here can is surjective, $\text{Var}$ is injective, hence $\varphi_{f,1}Q_Y[d_X]$ is identified with $\text{Coim} N$, and $h$ is sometimes omitted to simplify the notation. Note that $M \mapsto \text{Gr}^W_k M$ is an exact functor of mixed Hodge modules, and commutes with $\text{Ker}$, $\text{Coim}$.

For $j > 0$, we can then deduce the isomorphisms

$$p \text{Gr}^W_{d_X+j}(\psi_{f,1}Q_Y[d_X]) = p \text{Gr}^W_{d_X+j}(\varphi_{f,1}Q_Y[d_X]),$$

$$\text{Gr}^W_{d_X-j}(\mathbb{Q}Y[d_X]) = \text{Ker} \ N \subset \text{Gr}^W_{d_X-j}(\mathbb{Q}Y[d_X])$$

$$= \text{Ker} \ N \subset \text{Gr}^W_{d_X-j+2}(\varphi_{f,1}Q_Y[d_X])(1),$$

using the $N$-primitive decompositions for $\psi_{f,1}$, $\varphi_{f,1}$ together with (2.3.2).

For $j = 0$, it is known (see for instance [Sa2, (4.5.9)]) that

$$\text{Gr}^W_{d_X}(\mathbb{Q}h_X[d_X]) = \text{IC}_{h_X}^1 \mathbb{Q}.$$

So the $W$-graded quotients of (2.3.1) follow by using the short exact sequence

$$0 \to W_{d_X-1}(\mathbb{Q}h_X[d_X]) \to \mathbb{Q}h_X[d_X] \to \text{IC}_{h_X}^1 \mathbb{Q} \to 0.$$

Note that $H^d_X(F_j, \mathbb{Q}) = \varphi_{f,1}Q_{h,Y}[d_X]$. We have the vanishing for $0 < j < d_X-1$ in (2.3.1), since $\mathbb{Q}h_X[d_X]$ is a mixed Hodge module. (The isomorphism (2.3.1) without $\text{Gr}^W$ can be shown for instance using the octahedral diagram for the composition $\text{Var} \circ \text{can} = N$.)

**Remark 2.3b.** A typical example with semisimple Milnor monodromy is an ordinary double point defined locally by $f = \sum_{i=0}^{d_X} x_i^2 + \text{higher terms}$. In the $d_X$ odd case, the reduced modified Euler-Hodge signature is given by $\overline{\sigma}_x = (-1)^{(d_X-1)/2}$, since

$$H^2_{X,0} = \mathbb{Q} \langle -\frac{1}{2} \rangle$$

if $j = 0$, $d_X - 1$, and 0 otherwise.

As an example with non-semisimple Milnor monodromy, we have

$$f = \sum_{i=1}^4 x_i^p + x_1 x_2 x_3 x_4 + \text{higher terms} \quad \left( \sum_{i=1}^4 \frac{1}{p_i} < 1 \right),$$

with $d_X = 3$. Here "higher terms" are with respect to the Newton polyhedron. If the $p_i$ are mutually prime, the unipotent monodromy part of the Milnor fiber cohomology has dimension 3, and we have $H^3_{X,x} = \mathbb{Q}$ (where the unipotent monodromy part of the Milnor fiber cohomology has only one Jordan block with size 3), hence $\overline{\sigma}_x = 1$. This can be verified by using [JKSY], [Sa7]. The latter shows that there is a Jordan block of size 3 in this case. The spectrum is given by setting $\gamma_{(p_i)}(t) := \sum_{i=1}^{p_i-1} t^{i/p}$ as follows.

$$\text{Sp}_f(t) = \sum_{k=1}^3 t^k + \sum_{i=1}^4 \gamma_{(p_i)}(t)(t+t^2) + \sum_{i<j} \gamma_{(p_i)}(t) \gamma_{(p_j)}(t) t.$$
One can also employ a computer program like Singular [DGPS], for instance, in the case \( \{p_1\} = \{3, 4, 5, 7\} \) as below (where the spectral numbers are shifted by \(-1\)).

\[
\text{LIB "gmssing.lib";} \\
\text{ring R = 0, (x,y,z,w), ds; poly f=x^3+y^4+z^5+w^7+x*y*z*w;} \\
\text{spprint(spectrum(f));} \\
\text{spprint(sppairs(f));}
\]

(Here \text{spectrum(f)} gives multiplicities, but \text{sppairs(f)} does not.) These can be used to construct an example of a globally irreducible variety with \( \sum_x \tilde{\sigma}_x = 0 \) using Remark 2.3c below.

**Remark 2.3c.** Let \( f, g \in \mathbb{C}[x_1, \ldots, x_n] \) be Newton non-degenerate polynomials with isolated singularities at the origin. Let \( F(z_0, \ldots, z_n), G(z_0, \ldots, z_n) \) be homogeneous polynomials of the same degree \( d \) such that

\[
F(1, x_1, \ldots, x_n) = f(x_1, \ldots, x_n), \quad G(x_1, \ldots, x_n, 1) = g(x_1, \ldots, x_n).
\]

Put

\[
H := F + c_n G + \sum_{i=1}^{n-1} c_i z_i^d.
\]

Then the projective hypersurface \( X \) defined by \( H \) has isolated singularities at the two points defined by \( z_i = 0 \) \((i \neq 0)\) and \((i \neq n)\) respectively, and they have the same non-degenerate Newton boundaries as \( f, g \) unless the degree \( d \) is very small. Moreover, if the \( c_i \) are sufficiently general, \( X \) is non-singular outside the two points. (The last assertion may be skipped by using resolutions of singularities.)

**Remark 2.3d.** It is also possible construct an example of a globally irreducible variety having a singular point \( x \) with \( \tilde{\sigma}_x = 0 \) by a cancellation. For this, consider two 4-dimensional subvarieties \( Z_1, Z_2 \subset \mathbb{P}^8 \) defined respectively by

\[
x_i^2 + 3x_i^3 + \sum_{i=1}^3 y_i^2 = 4x_i^0, \quad z_i = 0 \quad (i \in [1, 3]),
\]

\[
3x_i^2 + x_i^3 + \sum_{i=1}^3 z_i^2 = 4x_i^0, \quad y_i = 0 \quad (i \in [1, 3]),
\]

with \( x_0, x_1, x_2, y_1, y_2, z_1, z_2, z_3 \) projective coordinates of \( \mathbb{P}^8 \). These subvarieties intersect at the following 4 points:

\[
\{ x_1 = \pm x_0, \quad x_2 = \pm x_0, \quad y_i = z_i = 0 \quad (i \in [1, 3]) \}.
\]

There is an involution \( \iota \) of \( \mathbb{P}^8 \) such that \( \iota(Z_1) = Z_2 \). This is defined by

\[
\iota : (x_0, x_1, x_2, y_1, y_2, y_3, z_1, z_2, z_3) \mapsto (x_0, x_2, x_1, z_1, z_2, z_3, y_1, y_2, y_3).
\]

(This describes the corresponding involution of \( \mathbb{C}^9 \), and similarly for the expressions below.) We have the morphism \( \pi_1 : Z_1 \to \mathbb{P}^4 \) defined by

\[
\pi_1 : (x_0, x_1, x_2, y_1, y_2, y_3, z_1, z_2, z_3) \mapsto (x_0, x_2, y_1, y_2, y_3).
\]

Set \( \pi_2 := \pi_1 \circ \iota : Z_2 \to \mathbb{P}^4 \). These are quotient morphisms under the actions defined by multiplication by \(-1\) on \( x_1 \) and \( x_2 \) respectively. We may assume that the images in \( \mathbb{P}^4 \) of the above 4 intersection points are the two singular points of the hypersurface \( X \subset \mathbb{P}^4 \) constructed in Remarks 2.3b,c (using an automorphism of \( \mathbb{P}^4 \)). The desired irreducible variety is the quotient of \( \pi_1^{-1}(X) \cup \pi_2^{-1}(X) \) by the action of \( \iota \). (Note that the \( \pi_i^{-1}(X) \) are irreducible.) We can eliminate unnecessary singularities at the fixed points of \( \iota \) using resolutions of singularities. So the quotient of the singularities at the non-fixed points only remains.

**Remark 2.3e.** If \( X \) is the affine cone of a smooth projective variety \( Z \) with 0 the vertex of cone, we have the isomorphism

\[
H^j_{X,0} := H^j(\mathcal{I}(X)[dX]) = H^j_{\text{prim}}(Z, \mathbb{Q}) \quad (j \in \mathbb{Z}),
\]

where the right-hand side denotes the primitive cohomology of \( Z \). This follows from the Thom-Gysin sequence, see for instance [RWW]. Here \( Z \) is not assume to be a projective
hypersurface. This can be used to construct some other examples. (The construction does not seem necessarily trivial. For instance, one can take a surjection from the projective cone to projective space of the same dimension, and take the base change by a double cover of the projective space ramified along a divisor which does not contain the image of the vertex of the projective cone and has an appropriate isolated singularity.)

2.4. Explicit calculation. Let $X$ be a compact threefold having only one singular point $P$, which is an ordinary $m$-ple point with $m \geq 2$ (that is, $X$ is locally defined by a semi-homogeneous polynomial $f = \sum_{k \geq m} f_k$ where the $f_k$ are homogeneous polynomials of degree $k$ and $f_m$ has an isolated singularity at 0). Let $\pi : \tilde{X} \to X$ be the blow-up along $P$. Then its exceptional divisor is a smooth projective surface $Z \subset \mathbb{P}^3$ of degree $m$ which is defined by $f_m$. There is the equality in $K_0(\text{Var}/X)$:

\[(X) = (\tilde{X}) + (P) - (Z).\]

We have

\[p\mathcal{H}^j(\mathbb{R}\pi_* \mathbb{Q}[3]) \cong \begin{cases} IC_X \mathbb{Q} & (j = 0), \\ \mathbb{Q}_P & (j = \pm 1), \\ 0 & (\text{otherwise}), \end{cases}\]

where Tate twists are omitted. By Proposition 1.1a, this implies the equality

\[[\text{(IC}_X \mathbb{Q}, S)] = [\text{(IC}_X \mathbb{Q}, S)] \text{ in } \Omega(X).\]

The image of $[X]$ in $\Omega(X)$ is then expressed as

\[[\text{(IC}_X \mathbb{Q}, S)] + [(\mathbb{Q}_P, S)] - [(\text{H}^2(Z, \mathbb{Q}), S)].\]

Here the contribution of the surface $Z$ to $\Omega(X)$ is given by $\text{H}^2(Z)$ using Proposition 1.1a. Its non-primitive part cancels with $[(\mathbb{Q}_P, S)]$ after the scalar extension by $\mathbb{Q} \to \mathbb{R}$. However, the primitive part $\text{H}^2_{\text{prim}}(Z, \mathbb{Q})$ remains. This gives a difference between the homology $L$-class which is the specialization of the Hirzebruch class and the intersection complex $L$-class of $X$ (as is seen from the proof of Theorem 2).

Remark 2.4. If we consider the case where $d_X$ is even and $X$ has only singular points which are ordinary $m$-ple points as above (where $m$ may depend on the points), then we can see that the two classes coincide as in Theorem 2. Indeed, the difference is given by the sum of $[\text{H}^2(Z, \mathbb{R}), S]$ with $Z$ exceptional divisors (here we can use also Remarks 2.3a,b together with a $\mu$-constant deformation), and $S$ is skew-symmetric, since $d_Z = d_X - 1$ is odd.

2.5. Proof of Proposition 2. Let $X$ be a compact surface having only one singular point $P$, which is an ordinary double point (that is, $A_1$-singularity). Let $\pi : \tilde{X} \to X$ be the blow-up along $P$ with $C (= \mathbb{P}^1) \subset \tilde{X}$ the exceptional divisor. We have the equality in $K_0(\text{Var}/X)$:

\[(X) = (\tilde{X}) + (P) - [\mathbb{P}^1].\]

Here $\mathbb{P}^1$ does not contribute to the class of $X$ in $\Omega(X)$ (since $H^1(\mathbb{P}^1) = 0$). We have the canonical isomorphism

\[\mathbb{R}\pi_* \mathbb{Q}[2] = \text{IC}_X \mathbb{Q} \oplus \mathbb{Q}_P,\]

which gives the decomposition in $\Omega(X)$:

\[[\text{(IC}_X \mathbb{Q}, S)] = [\text{(IC}_X \mathbb{Q}, S)] + [(\mathbb{Q}_P, S')],\]

where $S$ on the left-hand side and on the intersection complex is the canonical pairing, and $S'$ in the last term is induced from $S$ on the left-hand side. The image of $[X]$ in $\Omega(X)$ is then given by

\[[\text{(IC}_X \mathbb{Q}, S)] + [(\mathbb{Q}_P, S')] + [(\mathbb{Q}_P, S)],\]
where the last $S$ is the canonical pairing. However, $[(Q_P, S')]$ does not cancel with $[(Q_P, S)]$ in $\Omega(X)$, since $S'$ is described as

\[(2.5.3) \quad Q_P \otimes Q_P \ni (u, v) \mapsto -2uv \in Q.\]

Note that the self-intersection number of $C \subset \tilde{X}$ is $-2$ as is well-known.

This implies a counter-example to Theorem 1.2 with $Q$-coefficients (using the pushforward by $X \to \text{pt}$). Indeed, the symmetric cobordism group $\Omega_{Q^+}(\text{pt})$ is identified with the classical Witt group $W(Q)$ by Theorem 1.2. Moreover the image of $[(−2)Q]_2$ by the morphism

\[\psi^1 : W(Q_2) \to W(F_2)\]

is equal to $[(−1)F_2] = [(1)F_2]$, which does not vanish, see Remarks 2.5a, b below. (One may use also $\psi^0 : W(Q_3) \to W(F_3)$, since $⟨−2⟩_{F_3} = ⟨1⟩_{F_3}$ and $2[(1)F_3] \neq 0$.) Here $⟨α⟩_K$ with $K$ a field denotes the bilinear form on the 1-dimensional vector space $K$ defined by $α \in K$. This finishes the proof of Proposition 2.

**Remark 2.5a.** For a prime number $p$, there are two natural morphisms of abelian groups

\[(2.5.4) \quad \psi^k : W(Q_p) \to W(F_p) \quad (k = 0, 1),\]

sending $[(u^i)p]_{Q_p}$ to $[(\overline{u})]_{F_p}$ if $i \equiv k \mod 2$, and to 0 otherwise. Here $u \in Z_p$ is invertible, and $\overline{u}$ is its image in $F_p^*$, see [MH] IV.1.2.

**Remark 2.5b.** There are isomorphisms of abelian groups (see [MH] IV.1.5)

\[(2.5.5) \quad W(F_p) \cong \begin{cases} Z/2Z & (p = 2), \\ Z/4Z & (p \equiv 3 \mod 4), \\ Z/2Z \times Z/2Z & (p \equiv 1 \mod 4). \end{cases}\]
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