Abstract: Ambient noise carries abundant subsurface structure information and attracts ever-increasing attention in the past decades. However, there are lots of interference factors in the ambient noise in the real world, making the noise difficult to be utilized in seismic interferometry. The paper performs shear-wave tomography on a very short recording of ocean ambient noise with interference. An adapted eigenvalue-based filter is adopted as a pre-processing method to deal with the strong, directional interference problem. Beamforming and the noise crosscorrelation analyses show that the filter works well on the noise recorded by the array. Directional energy is significantly suppressed and the background diffuse component of the noise is relatively enhanced. The shear-wave tomography shows a 4-layer subsurface structure of the area covered by the array, with relatively homogeneous distribution of the shear-wave velocity values in the top three layers and a complicated structure in the bottom layer. Moreover, 3 high-velocity zones can be recognized in the bottom layer. The result is compared with several other tomography results using different methods and data. It demonstrates that, although the ambient noise used in this paper is very short and severely contaminated, a reasonable tomography result can be obtained by applying the adapted eigenvalue-based filter. Since it is the first application of the adapted eigenvalue-based filter in seismic tomography using ambient noise, the paper proves the effectiveness of this technique and shows the potential of the technique in ambient noise processing and passive seismic interferometry.
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1. Introduction

Passive seismic interferometry (PSI) makes use of the noise crosscorrelations (NCC) recorded by receiver pairs to reconstruct the subsurface impulse response. It turns one of the receivers in the pairs into a virtual source whose hypothetical reflection/energy is imaged by the other receiver. In this way, an estimate of the Green’s function between the receivers can be obtained [1,2]. The waves in the Green’s function usually carry much useful information of the environment between the receivers. This technique provides geophysicists a new perspective to view noise and study the structure of subsurface with no need for an active seismic source [3]. As an environmental-friendly passive imaging technique, PSI significantly enhances the importance of naturally occurring ambient noise and makes it possible to image subsurface structure and monitor temporal subsurface changes conveniently, environmental-friendly, and economically [4–6].

Aki [7] and Claerbout [8] developed the early framework of the technique. The theoretical basis of the technique was completed in the early 2000s [2,9–13]. Later, the application of the theory
spreads in multiple research fields including seismology [1,8], helioseismology [14], ultrasonics [9], and underwater acoustics [15]. Nowadays, PSI has become a popular technique in subsurface tomography. Various applications have been done at different scales and for various purposes all over the world [16–20].

One of the key tasks of PSI is the reliable approximation of Green’s functions between receiver pairs. It requires that the noise field should be diffuse and equipartitioned [21,22]. Unfortunately, the noise field is usually contaminated by strong, directional sources in the real world, introducing biases into the approximated Green’s functions [23–27]. Wu et al. [22] reviewed the techniques which have been proposed to attenuate the interference of strong directional sources, and developed an adapted eigenvalue-based filter to improve the quality of the estimation of the Green’s function. The filter is adaptable for different data sets and can reduce the influence of strong, directional sources significantly.

The main objective of the paper is to perform shear-wave tomography on a very short recording of ocean ambient noise with interference and compare the tomographic picture obtained with other tomography results using active sources or much longer ambient noise recordings at the same field. The noise was recorded by a permanent reservoir monitoring receiver array (PRMRA) installed on the seabed of an offshore oil field in Norwegian North Sea. The adapted eigenvalue-based filter is applied as a pre-processing method to suppress the strong, directional interference in the recording and retrieve reliable approximations of Green’s functions. Note that the paper focuses on the same dataset with Wu et al. [22] but Wu et al. [22] focuses on the analysis of noise recording at one sensor, while this paper focuses on the whole data array.

The paper is organized as follows: First, we describe the array geometry and perform time and frequency analysis of the measured ambient noise. Then, we summarize the most important ideas of the adapted eigenvalue-based filter and apply the adapted eigenvalue-based filter to the measured ambient noise. Conventional beamforming is applied to the filtered sample covariance matrix (SCM) to evaluate the effectiveness of the adapted eigenvalue-based filter. The NCC is also retrieved based on the filtered SCM at this time. Later, the phase-speed dispersion curves are extracted and a 3D shear-wave tomography is performed. The result is compared with several previously published tomography results using different methods. Finally, we summarize the work and draw some conclusions.

2. Array Geometry and Noise Analysis

2.1. Array Geometry

The passive noise data were acquired by the PRMRA installed by Equinor in the Norwegian North Sea. The PRMRA contains 17 cables with length from 1.5 to 12.85 km, covering an area of approximately 50 km². The Array Geometry is shown in Figure 1. The PRMRA is oriented in a 26–206° direction. The cable spacing is 300 m and the receiver spacing in cable is 50 m.

2.2. Noise Analysis

The noise data used here were continuously recorded by hydrophones in each receiver station for 1.02 h at a sampling rate of 500 Hz on 14 September 2015.

2.2.1. The ‘Natural Ambient Noise’

Figure 2a shows the noise recording on one receiver. Relatively speaking, the noise recordings marked with blue box in Figure 2a are not affected by severe events and can be denoted it as ‘natural ambient noise’. Figure 2c shows the enlarged view of the ‘natural ambient noise’ and Figure 2d presents the corresponding power spectral density (PSD) of it in blue. The PSD of the ‘natural ambient noise’ (blue) shows a peak at 0.7 Hz, which can be recognized as the peak of the microseisms in the ocean [28]. As the frequency increases from 0.7 Hz to 4.5 Hz, the PSD decreases gradually and no other peak
appears. Actually, the frequency band of 0.2 to 4.5 Hz of the ocean ambient noise is usually dominated by the microseisms, which are believed to be generated by wind-related wave–wave interaction [28]. The microseisms are thought to be more evenly distributed in the ocean and the frequency band of 0.2 to 4.5 Hz is chosen to apply PSI in this paper.
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**Figure 1.** The PRMRA geometry. Not all the receivers are plotted in the figure for display purposes. The gather marked in red is used in the following example of beamforming. The gathers marked in green and red are used in the following examples of the NCC retrieval. The black circle and marks on it are used in the following study of events.

2.2.2. Event A

In Figure 2a, waves with large amplitude (denoted as Event A) dominate the noise in the range of 4 to 26 min and 46 to 57 min. Figure 2b shows the averaged spectrogram of all receivers. Most of the energy of Event A spreads within the frequency band larger than 5 Hz. Part of the energy also affects the frequency band of 2 to 5 Hz considerably (especially in the time band of 20 to 26 min). Figure 2d presents the corresponding PSD of part of Event A (marked by a green box in Figure 2a) in green. It shows a similar peak with ‘natural ambient noise’ (blue) at 0.7 Hz but also shows increased energy beyond 2.5 Hz. 2 other higher peaks appear at about 8 Hz and 15 Hz.

2.2.3. Event B

In Figure 2a, Event B (marked by red box) happened during the period of 31 to 36 min. It is not obvious in the raw data. However, it becomes apparent in the spectrogram (solid red box in Figure 2b) and shows high energy in the frequency band of 1.5 to 5 Hz. Figure 2d presents PSD of Event B in red. It shows a similar trend to ‘natural ambient noise’ (blue) and Event A (green) below 0.7 Hz, but shows increased energy in the frequency band of 0.7 to 20 Hz. A higher peak appears at about 3 Hz.
Figure 2. Temporal and spectral analysis. Letters A, B and C denote different events detected. (a) the pressure recorded at one receiver. The pressure is normalized by the maximum amplitude. The blue box selects a window where the noise is not affected by severe events. The green box selects a window where the noise is affected by Event A. The red box selects a window where the noise is affected by Event B; (b) the averaged PSD (dB re 1 Pa²/Hz) of all receivers as a function of time and frequency (spectrogram); (c) the enlarged view of the noise marked by blue box in (a); (d) the PSD of the corresponding noise marked by boxes in (a). The curves are related to the noise by the color of the boxes in (a). The black curve is the averaged PSD over 60 min.

2.2.4. Events C

Some other events can be recognized in the spectrogram (denoted as Events C and marked by dashed box in Figure 2b). These events have higher energy than the background noise and are usually generated by strong, directional sources.

2.2.5. Discussion of the Events

Overall, Figure 2d indicates that the PSD are clearly contaminated by Events A and B which are generated by strong and directional sources. The black curve shows the PSD of 60-min recordings. It describes the average effect of all events. Compared with the blue line, it shows increased energy beyond 1.5 Hz and is especially influenced by Events A and B.

The existence of Events A, B, and C are common and unpredictable in the real world. It damages the diffuse and equipartition property of the noise and bring challenges to the PSI.
2.2.6. Additional Insights on the Events

Figure 2 shows that Event A has a very regular time interval. The temporal and spectral signatures of Event A indicate that it comes from artificial sources which are very like airgun shots from other seismic surveys near this field. Unfortunately, there is no exact information available on these shots. In order to further study these signals, a travel time study is employed. Thirty-one sensors on the circle in Figure 1 are selected and numbered counterclockwise (with the red five-pointed star numbered as 1). Figure 3a shows the arrival time of the airgun signal on different sensors. The 4th sensor gets roughly the earliest arrival (green) and the 25th sensor gets the latest arrival (red). The 4th sensor and the 25th sensor are marked by a green asterisk and the red small circle in Figure 1, respectively. It indicates that the angle of incidence of the airgun shots is approximately $45^\circ$ (the normal direction, which is perpendicular to the cable, is taken as a reference in the paper). The velocity of the signal is about 1450 m/s, which is estimated by travel time analysis. Figure 3b shows the spectrum of the signals in Figure 3a. It shows that the main energy of the airgun is concentrated in the frequency band of 3 to 200 Hz.
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**Figure 3.** (a) arrival analysis on Event A. The green waveform represents the earliest arrival and the red waveform represents the latest arrival. The amplitudes of the signals are normalized by the maximum of each waveform; (b) the spectrum of Event A. Note that the magnitude is normalized to the maximum value.

Figure 2b shows that the energy of Event B concentrate in the frequency band of 1.5 to 5 Hz. It fits the spectrum of earthquake very well [29]. Thus, it is possibly a small earthquake which lasts few minutes.

3. NCC Retrieval Using the Adapted Eigenvalue-Based Filter

Events similar to A, B, and C are unavoidable and unpredictable in the real world, challenging the accuracy and stability of the PSI. The adapted eigenvalue-based filter can help to mitigate the influence of these events and obtain improved NCC [22]. We apply the adapted eigenvalue-based filter to the noise data recorded by the PRMRA. In the following subsections, we summarize the basic ideas of the adapted eigenvalue-based filter (a detailed description can be found in [22]) and retrieve the NCC from the contaminated noise data using the adapted eigenvalue-based filter.
3.1. An Overview of the Adapted Eigenvalue-Based Filter

The main operation of the adapted eigenvalue-based filter is carried out on the SCM \( \hat{R}(f) \). Supposing that the noise records are segmented into \( M \) segments, the SCM \( \hat{R}(f) \) can be computed by

\[
\hat{R}(f) = \frac{1}{M} \sum_{m=1}^{M} u_m(f) u_m(f)^H,
\]

where \( u_m(f) \) is the Fourier coefficients vector of the noise records at a particular frequency \( f \) and \( H \) denotes Hermitian transpose.

The adapted eigenvalue-based filter tries to separate the SCM into different components as

\[
\hat{R}(f) = \sum_{k=1}^{K} \lambda_k \hat{\psi}_k \hat{\psi}_k^H + \sum_{k=K+1}^{N'} \lambda_k \hat{\psi}_k \hat{\psi}_k^H + \sum_{k=N'+1}^{N} \lambda_k \hat{\psi}_k \hat{\psi}_k^H
\]

where \( \lambda_k \) (ascending order) and \( \hat{\psi}_k \) are the eigenvalues and eigenvectors of \( \hat{R} \), respectively. \( \hat{R}_s \) is the strong, directional noise-related component, \( \hat{R}_d \) is the diffuse noise-related component, and \( \hat{R}_r \) is the uncorrelated noise-related component. The objective of the separation is to get a wavefield which is closer to be equipartitioned by suppressing \( \hat{R}_s \) and \( \hat{R}_r \) in the SCM.

The key point of the separation is the determination of values for \( N' \) and \( K \). \( N' \) is called the cutoff number. Eigenvalues smaller than \( \lambda_{N'} \) are thought to be related to uncorrelated noise (such as electronic noise and sensor self-noise) and are filtered. \( N' \) can be determined by a theoretically derivation based on the geometry and degrees of freedom of the wavefield [22,30]. Eigenvalues larger than \( \lambda_K \) are thought to be related to strong, directional sources and need to be suppressed. A statistical hypothesis test is applied to determine the value of \( K [22] \). By comparing the largest eigenvalues of the SCM and the statistical model of the ideal SCM (generated by diffuse, equipartitioned wavefield), all the eigenvalues larger than \( \lambda_K \) will be rejected. The weight of the hypothesis test enhances the effectiveness of the adapted eigenvalue-based filter and makes it more adaptable for different datasets.

The basic strategies to determine \( K \) and \( N' \) are provided in Appendix A. Once the values for \( K \) and \( N' \) are determined, we can obtain the filtered SCM \( \hat{R}'_{ij}(f) \) by suppressing \( \hat{R}_s \) and \( \hat{R}_r \). The time-domain NCC function \( C_{ij}(t) \) is defined as

\[
C_{ij}(t) = \int_0^T s_i(\tau) s_j(\tau + t) d\tau,
\]

where \( s_i(t) \) and \( s_j(t) \) denote the ambient-noise records obtained by receivers \( i \) and \( j \), respectively, and \( T \) denotes the observation period. In the frequency domain, given the filtered SCM \( \hat{R}'(f) \), we can compute the NCC of the data as

\[
\hat{C}_{ij}(t) = F^{-1}[\hat{R}'_{ij}(f)],
\]

where \( F^{-1} \) denotes the inverse Fourier transform, \( f \) denotes the frequency, and \( \hat{R}'_{ij}(f) \) denotes the entry of \( \hat{R}'(f) \).

3.2. The Result

3.2.1. Beamforming

Wu et al. [22] studied one straight cable of the PRMRA and showed the good effect of the adapted eigenvalue-based filter. Since the PRMRA covers an area of 50 km², local environments for different sensors and the coherence of the noise sources around different sensors may be different. It is necessary to study the application of the adapted eigenvalue-based filter to the entire array further. The study is also valuable for the shear-wave tomography in the following section.
To investigate the directionality of the wavefield, conventional beamforming is applied to the data recorded by different gathers (choose 30 continuously adjacent sensors in one cable as a gather, as is marked in red in Figure 1, for example). If the wavefield is diffuse and equipartitioned, the beamforming energy should be evenly distributed in all directions. An empirical estimation of the average phase speed 900 m/s is used in the beamforming. Although the estimation is rough, it does not make a big difference and is good enough to show the distribution of incoming energy. In addition, an iterative study can be done after the dispersion curves of the surface wave are extracted if it is necessary.

Figure 4 shows the beamforming result of one gather which is marked in red in Figure 1. Figure 4a,c show the beamforming energy distribution of the original wavefield. The energy is higher in the directions of $-20^\circ$ to $20^\circ$ in Figure 4a than the background level. The energy becomes extraordinarily high from 30 to 40 min at $0^\circ$ and can be recognized as Event B considering the high consistency in time and frequency. It indicates that Event B comes from the normal direction of the array. In Figure 4c, a source dominates the beam power with an almost constant direction of about $40^\circ$. It can be recognized as Event A considering the high consistency in time. The travel time study of Event A shows the incident angle of the airgun shots is approximately $45^\circ$. The misfit is caused by the usage of averaged phase speed in the beamforming. Figure 4a,c indicate that the original wavefield is affected by several strong, directional sources at both 2 Hz and 4 Hz. Event C, however, is not visible in the beamforming results because they have relatively lower energy than other events.
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**Figure 4.** Beamforming results. (a,b) show the beamforming energy distribution of 2 Hz; (c,d) show the beamforming energy distribution of 4 Hz; (a,c) show the beamforming energy distribution of the original wavefield; (b,d) show the beamforming energy distribution of the filtered wavefield using the adapted eigenvalue-based filter.

Figure 4b,d illustrate the beamforming energy distribution of the filtered wavefield using the adapted eigenvalue-based filter. Figure 4b,d show relatively uniform distributed energy compared with Figure 4a,c. It indicates that the adapted eigenvalue-based filter can suppress most of the high energy and partially recover the expected diffuse and equipartitioned wavefield.

Keeping all the parameters (especially the weight) of the adapted eigenvalue-based filter the same, similar results have been obtained for other gathers. It indicates that the influence of non-microseismic events on the receiver array over 50 km$^2$ is more or less the same and that the adapted eigenvalue-based filter and the parameters used keep effective at the scale of 50 km$^2$. 
3.2.2. The NCC Retrieval

Selecting 30 continuously adjacent sensors in one cable as a gather and 25 sensors as the overlap between the adjacent gathers, 573 gathers are obtained from the entire PRMRA. We have retrieved the NCC for all gathers using Equation (4).

Figure 5 displays the NCC results for two gathers marked in red (Figure 5a,b) and green (Figure 5c,d) in Figure 1. All the NCCs are bandpass filtered between 0.2 and 4.5 Hz. Figure 5a,c displays the NCC retrieved from unfiltered SCM. The waveforms are apparently contaminated by directional, energetic events. The NCCs in Figure 5a uses the same gather with beamforming in Figure 4. The narrow peaks (close to 0 s) traveling with a velocity of about 1450 m/s are nondispersive and can be recognized as Event A. However, the effect of Events B and C is not very typical in the NCC, making it hard to recognize. The existence of these directional, energetic events shields the expected surface waves severely. Figure 5b,d displays the NCC retrieved from the filtered SCM. Most of the influence of the directional, energetic events has been removed from the NCC and the expected surface waves are significantly enhanced. Figure 5b,d also show a clear dispersion feature, which is a typical characteristic for surface waves.
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**Figure 5.** The NCC results. Note that the NCCs are bandpass filtered between 0.2 and 4.5 Hz. (a,b) displays the NCC of the gather marked in red in Figure 1; (c,d) displays the NCC of the gather marked in green in Figure 1; (a,c) displays the NCC retrieved from unfiltered SCM while (b,d) displays the NCC retrieved from the filtered SCM.

The values of basic parameters used in the AEF are displayed in Figures 6 and 7. The value of $N'$ shown in Figure 6 is a function of frequency when gathers with the same shape are used and an
averaged slowness of the medium 1.1 $s/km$ is chosen. The weight $w = 0.2$ is used for this study. Note that $K$ may be different for different gathers. Figure 7 displays the values of $K$ of the gather marked in red in Figure 1. It shows increased values for larger frequencies because energetic events dominate higher frequencies over almost the entire time, as is indicated in Figure 4c. Between 30–40 min at around 1.5–3 Hz, Figure 7 shows larger values of $K$. It corresponds well with Figure 4a, where Event B happens at 30–40 min. For frequencies lower than 1.5 Hz, the values of $K$ are very small, indicating a better equipartitioned wavefield for lower frequencies.

Figure 6. The value of $N'$ as a function of frequency.

Figure 7. The value of $K$ as a function of frequency and time. The chosen gather is marked in red in Figure 1.

4. Shear-Wave Tomography

The dispersive behavior of the retrieved surface waves carry useful information about the subsurface. The dispersion property of the retrieved surface waves is highly sensitive to shear-wave velocities at different depths and is used to perform 3D shear-wave tomography of the area.

The slowness-frequency transform (SFT) [31] is applied to the retrieved NCC of each gather. The result of the SFT can be expressed as a Gabor diagram, which shows signal energy as a function of frequency and phase velocity. Then, the phase–velocity dispersion curves can be extracted from the resulting Gabor diagram of the SFT. Examples of the retrieved dispersion curves can be found in [22].
4.1. The ASSA Inversion

A nonlinear optimization method, adaptive simplex simulated annealing algorithm (ASSA) [32], is applied to the fundamental mode of extracted dispersion curves of all gathers for estimating shear-wave velocity as a function of depth and range in the sea bottom.

The ASSA combines the simulated annealing and downhill simplex method. It operates on a simplex of \( M \) models and randomly perturbs the parameters after a downhill simplex step. The obtained trial model is subsequently accepted or rejected according to the Metropolis criteria

\[
P(\Delta E) = \exp(-\Delta E / T),
\]

where \( T \) denotes the temperature and \( E \) denotes the mismatch. The temperature \( T \) is decreased every \( N_p \) accepted perturbations using

\[
T_j = \beta^j T_0,
\]

where \( T_0 \) denotes the initial temperature and \( \beta \) denotes a temperature reduction factor satisfying \( 0 < \beta < 1 \). The procedure continues until the models in the simplex satisfy the convergence condition

\[
\frac{E_{\text{high}} - E_{\text{low}}}{(E_{\text{high}} + E_{\text{low}})/2} < \epsilon,
\]

where \( E_{\text{high}} \) and \( E_{\text{low}} \) represent the highest and lowest mismatch model in the simplex, respectively. Assuming that the measured dispersion data errors (including measurement error and theory error) are independent, Gaussian-distributed random processes, the likelihood function can be written as

\[
L(m) = \frac{1}{(2\pi)^{N/2} \prod_{i=1}^{N} \sigma_i} \exp \left\{- \sum_{i=1}^{N} \frac{(d_i - d_i(m))^2}{2\sigma_i^2} \right\},
\]

where \( d \) denotes the dispersion data vector with \( N \) entries, \( d(m) \) denotes the modeled data vector and \( \sigma \) is the standard deviation of \( d \). The data misfit

\[
E(m) = \sum_{i=1}^{N} \frac{(d_i - d_i(m))^2}{2\sigma_i^2}
\]

is used as the objective function in the inversion. Therefore, the ASSA minimizes the misfit and yields an maximum-likelihood solution.

The chosen values of the mentioned parameters in this paper are listed in Table 1. Note that \( M \) is chosen based on the dimensional of the search space, \( E_0 \) is the initial misfit of the initialized model and \( \sigma_i \) is assumed to be the same for all entries of \( \sigma \).

| Parameter | Description                  | Value   |
|-----------|------------------------------|---------|
| \( M \)   | Number of models in the simplex | 11      |
| \( T_0 \) | Initial temperature          | \( E_0 \) |
| \( N_p \) | Temperature decrease frequency | 10      |
| \( \beta \) | Temperature reduction factor   | 0.995   |
| \( \epsilon \) | Convergence tolerance        | 0.001   |
| \( \sigma_i \) | Standard deviation of data (km/s) | 0.1     |

The forward problem is solved using the DISPER80 subroutines [33], which can calculate phase-velocity dispersion curves given a geoacoustic model.
4.2. Seabed Parameterizations

A 6-layer geoacoustic model (shown in Figure 8) is used in the inversion. The 6th layer is a semi-infinite space. Considering that the dispersion property of the surface wave is not sensitive to the density $\rho$ and the compressional velocity $v_p$ in the frequency range used (0.2 to 4.5 Hz), we use the following empirical equation \[34,35\]

$$v_p = 1.16 \times v_S + 1.36,$$

$$\rho = 1.74v_p^{0.25},$$

to evaluate the values of them during the inversion.

The shear-wave velocity $v_S$ and the thickness of the layer $h$ are variable in the iteration of the inversion process. Prior bounds are applied to the geoacoustic parameters for excluding physically unreasonable values. Table 2 shows the chosen bounds for different parameters.

### Table 2. Search bound of seabed parameters.

| Parameter | Bound (km/s) | Parameter | Bound (km) |
|-----------|--------------|-----------|------------|
| $v_{S1}$ | [0.1, 0.5]   | $h_1$    | [0.01, 0.10] |
| $v_{S2}$ | [0.2, 1.0]   | $h_2$    | [0.05, 0.80] |
| $v_{S3}$ | [0.3, 2.0]   | $h_3$    | [0.10, 0.80] |
| $v_{S4}$ | [0.3, 2.0]   | $h_4$    | [0.20, 0.80] |
| $v_{S5}$ | [0.3, 2.0]   | $h_5$    | semi-infinite |
| $v_{S0}$ | 0            | $D$      | 0.125      |
| $v_{P0}$ | 1.49         |           |            |

4.3. Tomography Result

The ASSA provides the maximum-likelihood solution of the data. We have performed 100 independent ASSA inversions on each gather to form a mean shear-wave velocity profile. A 3D shear-wave structure (Figures 9a and 10) can be reconstructed based on the solution.
Figure 9. (a) a vertical slice of the resolved mean shear-wave subsurface structure under the 10th cable counted from left to right of the PRMRA in Figure 1. The top white layer represents the water layer. The dashed lines indicate the horizontal slices used in Figure 10; (b) a vertical slice of the shear-wave subsurface structure from active-source reflection tomography [36]; (c) a vertical slice of the shear-wave subsurface structure from 1D Monte Carlo ambient noise tomography [37]. The circles in (a,b) mark the high-velocity zones.

Figure 9a displays a vertical slice of the shear-wave subsurface structure under the 10th cable counted from left to right of the PRMRA in Figure 1. Four subsurface layers (excluding the water layer) are well resolved from a holistic perspective, although a 6-layer model is used in the inversion. The top white layer (0–125 m) denotes the water layer. The first layer (125–140 m) is a low-velocity layer (lower than 300 m/s) which is very thin. This layer locates near the ocean bottom and is thought to be very soft. The second layer (140–240 m) is relatively thicker and harder, and contains a velocity of about 500 to 600 m/s. As the depth goes deeper, the layers become much thicker and contain larger velocities. The third layer (240–500 m) contains a velocity of about 800 to 900 m/s. The interfaces for the top three layers below the water layer are clear and the velocity values distribute relatively homogeneous over range. The bottom layer (>500 m) is a high-velocity layer. The velocity values of it mostly span from 900 to 1300 m/s (can be even larger in several areas), indicating a more complicated structure.
compared with the top three layers. Note that the resolution in range of Figure 9 is 200 m, which is dependent on the chosen overlap between the adjacent gathers.

Figure 9b displays a similar slice of the shear-wave subsurface structure from active-source reflection tomography at the same field from [36]. The active-source has higher energy and the resolution of the reflection tomography is better. Thus, we consider it as a good approximation to the true model of the seabed. The top thin layer (125–140 m) of Figure 9a can not be recognized in Figure 9b. It might be caused by the regularization method which smooths the layers. However, it can be recognized easily in the P-wave velocity structure in [36]. The existence of the top thin layer in Figure 9a is reasonable because the top layer of shallow ocean is usually very soft with low shear-wave velocity. Figure 9b combines the first and second layer (125–240) of Figure 9a and shows a velocity of around 500 m/s at this layer. When the depth goes deeper in Figure 9b (240–500 m, corresponding to the third layer of Figure 9a), the velocity increases from 500 to 900 m/s. The third layer of Figure 9a can be considered as a transition layer at this place, compared with Figure 9b. In the depth range of 500 to 1700 m, although Figure 9a generally shows higher velocities than Figure 9b, they do have some similarities in the structure. At the depth of 600 m, Figure 9b shows two high-velocity zones A and B. We can find a similar zone A in Figure 9a, while zone B is not visible here possibly because of limited resolution of inversion using ambient noise. If we look further at the horizontal slice of the subsurface structure at the depth of 600 m in Figure 10c, both the high-velocity zones A and B can be recognized. At the depth of 1000 to 1600 m, Figure 9b shows another large high-velocity zone C. We can find a similar zone C in Figure 9a, although it is not as large as the zone in Figure 9b. The horizontal slice of Figure 9a at the depth of 1100 m demonstrates the distribution of this zone in Figure 10d, which is larger than it shows in Figure 9a. The high similarity in these zones of Figure 9a,b indicates that these high velocity anomalies are reliable and can be recognized as real features of the seabed. Below the depth of 1700 m, Figure 9b shows another large high-velocity zone C. We can find a similar zone C in Figure 9a, although it is not as large as the zone in Figure 9b. The horizontal slice of Figure 9a at the depth of 1100 m demonstrates the distribution of this zone in Figure 10d, which is larger than it shows in Figure 9a. The high similarity in these zones of Figure 9a,b indicates that these high velocity anomalies are reliable and can be recognized as real features of the seabed. Below the depth of 1700 m, Figure 9b indicates a layer with very high velocities, which can not be recognized in Figure 9a. One possible reason is that surface wave can not penetrate to this depth, so that the inversion of Figure 9a is not sensitive to the shear-wave velocity at this depth.

Figure 9c displays a similar slice of the shear-wave subsurface structure from 1D Monte Carlo ambient noise tomography using 12 h of continuous ambient noise records at the same field from [37]. Although Zhang et al. [37] also did 2D and 3D tomography with the same data and obtained smoother results, Figure 9c is more comparable with the result of the present paper other than 2D and 3D results because they both use 1D parametrization. Figure 9c illustrates continuously increasing velocities from the depth of 125 to 500 m. The general structure corresponds well with Figure 9a,b. When the depth goes deeper than 500 m, Figure 9c shows complicated structure. These complicated features are thought to be artifacts due to the inversion strategy. Although lateral spatial constraints in 2D and 3D tomography make the structure smoother [37], the zones recognized in Figure 9a,b are not visible. One possible reason is that the authors used a narrower frequency band (0.35–1.5 Hz) compared with what we have used, and the information of the dispersion curves is limited. If more modes are included in the inversion, the frequency band needs to be wider. On the other side, people have to deal with the problem of the interferences included when a wider frequency band is used. At a depth deeper than 500 m, Figure 9c seems to get lower mean velocities than Figure 9a. The difference can be explained by several factors. One factor is the measurement errors of the dispersion data. The depth sensitivity (described in the following section) indicates that only lower frequency components can penetrate to a deeper depth so that the measurement errors at low frequencies may result in large bias to the velocities of deeper layers. The other factor is the large uncertainty at deeper layers caused by the inversion method, which can be quantified by statistical methods. The uncertainty for depth deeper than 500 m of Figure 9c is about 250 m/s [37] and the uncertainty for depth deeper than 500 m of Figure 9a is about 100 m/s (described in the following section).
Figure 10. (a–d) show horizontal slices of the mean shear-wave subsurface structure at the depth of 150, 300, 600 and 1100 m, respectively. The black line in (a) shows the location of Figure 9. The letters in (c,d) correspond to the letters in Figure 9.

Figure 10 displays four horizontal slices of the shear-wave subsurface structure at different depths. The distribution is roughly ‘flat’ for Figure 10a,b except for some small areas with a little bit high shear-wave velocities. Figure 10c,d show the horizontal distribution of the shear-wave velocities corresponding to the straight dashed lines marked in Figure 9a. In Figure 10c, zones A and B are a little discrete. This is probably because the results slightly overfit the local data. Adding lateral constraints to the parametrization of the inversion may help to improve it. The high velocity patches in Figure 10c,d correspond to the high velocity patches in Figure 9b well. It indicates that there may be similar geological features at this field although the ground-truth is not known.

5. Discussion

5.1. Depth Sensitivity

To evaluate the depth sensitivity of the inversion, we investigate the depth sensitivity kernels of the surface waves based on the inverted shear-wave velocity model. It is constructed by computing partial derivative of the predicted phase velocity with respect to velocity perturbation at different depths.

Figure 11 shows the normalized depth sensitivity kernels for different frequencies of surface waves. It shows that lower-frequency kernels have peak sensitivity at deeper depths while higher-frequency kernels have less sensitivity to deep subsurface structure. It also indicates that deeper layers may be mostly determined by frequencies lower than 1 Hz.

5.2. Tomography Resolution

The ASSA inversions are performed on 1D gathers and then all gathers are used to reconstruct the 3D shear-wave tomographic model. Since we use 30 continuously adjacent sensors (with 50 m spacing) in one cable as a gather and 25 sensors as the overlap between the adjacent gathers, the resolution along the cable is 250 m. The resolution across the cables depends on the spacing between cables, which is 300 m. The thickness of each layer is adaptive during the inversion process. Generally speaking, shallow layers have higher resolution due to the high sensitivity of both high frequencies and low frequencies of surface waves while deeper layers (>1000 m) have lower resolution since they only have some sensitivity to very low frequencies of surface waves.
An important issue should be mentioned is that the non-uniqueness of the solution. Several factors can account for the non-uniqueness of the solution of the shear-wave inversion problem. One factor is that the problem is a highly nonlinear inverse problem and there is no analytical solution available. Numerical methods are used to solve such problems and the uniqueness of the solution to given data are not proven. Another factor is that the given data are usually noisy. In this paper, we assume that the dispersion data uncertainty are independent and Gaussian distributed (Equation (8)). In general, an infinite number of models fitting the noisy data can be found to an acceptable level [32]. The third factor is that, in practice, the dispersion curves are usually cut off to a certain frequency band or sometimes only part of the dispersion curves can be excited by the source, leading to some uncertainties to the solution.

To quantify the uncertainty of the inversion, we have calculated the standard deviation of 100 independent ASSA inversions. Figures 12 and 13 show a vertical and a horizontal slice of the standard deviation of the resolved shear-wave subsurface structure, respectively. Figure 12 indicates an average standard deviation of about 100 m/s. The standard deviation becomes larger at interfaces of layers and zones with a complicated structure (500 to 1500 m). This is because the thickness of each layer is adaptively determined, making slightly different layers for each independent inversion and resulting in larger standard deviation at the interfaces. Figure 13 indicates a generally homogeneous standard deviation on horizontal slices. The uncertainty for deeper layers is not as large as Zhang et al. [37] because our parameterization on number of layers and larger thickness of deeper layers, which constrains the freedom and uncertainty although limiting the resolution at the same time.
Figure 12. A vertical slice of the standard deviation of the resolved shear-wave subsurface structure under the 10th cable counted from left to right of the PRMRA in Figure 1.

Figure 13. (a–d) show horizontal slices of the standard deviation of the shear-wave subsurface structure at the depth of 150, 300, 600 and 1100 m, respectively. The black line in (a) shows the location of Figure 12.

6. Conclusions

Shear-wave tomography is performed using only 1.02-h ambient noise recorded by a permanent reservoir monitoring receiver array installed in the Norwegian North Sea. Passive tomography needs the wavefield to be diffuse and equipartitioned. However, the wavefield can usually be contaminated by various events in the real world. Time and frequency analysis indicates that the ambient noise used in the paper is contaminated by several high energy events. The beamforming results further clarify that these events are directional and should be suppressed before the noise is cross-correlated. An adapted eigenvalue-based filter is applied to accomplish the suppression and shows good effects both in beamforming and noise crosscorrelation results. The filter makes it possible to implement shear-wave tomography on the ambient noise with interference. Finally, an adaptive simplex simulated annealing algorithm (ASSA) is applied for estimating the three-dimensional subsurface shear-wave structure. The results indicate a four-layer structure with a generally increasing velocity as the depth goes deeper. The velocity values of the first three layers distribute relatively homogeneous, while the fourth layer shows a more complicated distribution, indicating a heterogeneous structure under 500 m. The comparison of the tomography result with other methods demonstrates that the tomography
presented in this paper is reasonable and encouraging, although the ambient noise is very short and contaminated.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- PSI: Passive seismic interferometry
- NCC: Noise crosscorrelations
- 1D/2D/3D: 1/2/3 dimensional
- PRMRA: Permanent reservoir monitoring receiver array
- SCM: Sample covariance matrix
- ASSA: Adaptive simplex simulated annealing algorithm

**Appendix A. The Strategies to Determine N’ and K**

This appendix provides the strategies we follow to determine the value of $N'$ and $K$. The strategies are from [22] and a more complete description can be found there.

**Appendix A.1. The Determination of $N'$**

Supposing that $\gamma$ is the slowness of the medium, $f$ is the frequency, $N$ is the number of sensors, $r_{ij}$ is the great-circle distance between two sensors $i$ and $j$, and $\bar{r}$ is the typical separation of the array which is defined as

$$\bar{r} = \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j>i}^{N} r_{ij},$$  \hspace{1cm} (A1)

we can determine the value of $N'$ using

$$N'(f) = \min\{2[2\pi f \gamma \bar{r}] + 1, N/2 \},$$  \hspace{1cm} (A2)

where $[x]$ is the least integer greater than or equal to $x$.

Equation (A2) implies that the determination of $N'$ only relies on the frequency, the slowness of the medium, the typical separation, and the number of sensors used. Since the slowness of the medium is not known beforehand, a rough estimation of the average slowness is sufficient to use in practice, as is suggested by Seydoux et al. [30] (1.1 s/km is used in this paper). Thus, if we choose gathers with the same shapes, the value of $N'$ is a function of frequency.
Appendix A.2. The Determination of K

A statistical hypothesis test is used to determine $K$. At each frequency $f$, the eigenvalues $\{\hat{\lambda}_1, ..., \hat{\lambda}_{N'-1}\}$ of $\hat{R}$ are tested sequentially at each step $k$ using the statistic

$$\tau(k) = \frac{\hat{\lambda}_k}{\bar{\sigma}_k},$$  \hspace{1cm} (A3)

with

$$\bar{\sigma}_k = \frac{\sum_{i=k}^{N'} \hat{\lambda}_i}{N' - k + 1}. \hspace{1cm} (A4)$$

Note that $\tau(k)$ relies on the local noise characteristics of the chosen gather and may be different across gathers. The tested eigenvalue $\hat{\lambda}_k$ is rejected and suppressed to an average level at a significance level $\alpha$ if

$$\tau(k) > wP^{-1}_{\text{max}|\hat{R}^{N'-k+1}}(1 - \alpha),$$  \hspace{1cm} (A5)

where $P_{\text{max}|\hat{R}^{N'-k+1}}$ is the empirical cumulative distribution of the largest eigenvalue of an $N - k + 1$ dimensional SCM $\hat{R}_{N-k+1}$, which can be pre-computed by 1000 Monte Carlo trials. The significance level $\alpha = 0.05$ is usually used. The weight $w$ satisfies $0 \leq w \leq 1$ and is used to affect the selection of $K$. A weight selection study [22] can be referred to choose an appropriate value for the weight. When the test stops rejecting, the value $k$ is used as $K$. The statistical model of the SCM $\hat{R}$ relating to a diffuse noise field is simulated using

$$\hat{R}_c = \frac{1}{M} R_cXX^H,$$  \hspace{1cm} (A6)

where $X$ is an $N \times M$ random matrix with entries $X_{ij} \sim CN(0, 1)$, and $R_c$ is the analytical covariance matrix of isotropic noise field defined as

$$[R_c]_{ij} = J_0(2\pi f \gamma ||r_i - r_j||),$$  \hspace{1cm} (A7)

in which $J_0$ is the zeroth order Bessel function of the first kind, and $r_i$ denotes the position of the receiver $i$. Similarly, an estimation of the average slowness is sufficient to use in practice ($1.1 \text{ s/km}$ is used in this paper). Note that, if we choose gathers with the same shapes, the value of $R_c$ is a function of frequency.

Considering these formulas from Equations (A3)–(A7), we can find that the determination of $K$ not only relies on the frequency but also on local noise characteristics of the chosen gathers.
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