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Abstract. This paper discusses the main types of neural networks and describes which are most suitable for solving problems within the framework of natural language user interfaces. The statistics of publications on the use of neural networks in various branches of science for the period from 2015 to 2020 are given, assumptions about the possible directions of integration of neural networks in the construction industry are made.

1. Introduction
Today, artificial neural networks, that is a set of algorithms is adopted, designed to recognize individual elements within the system and modelled on the principle of the human brain are gaining more and more development. This computational model can perform the tasks of decision making, visualization, forecasting, classification, and can find its application in various branches of science and technology.

A neural network, as a rule, is organized in three interconnected layers: input, hidden, which can include more than one layer, and output. The neural network communication scheme is shown in Fig. 1.

![Neural network communication scheme](image)

**Figure 1.** Neural network communication scheme
As you can see from the diagram, the input layer contains input neurons that send data to the hidden layer. Further information is sent to the exit. Each input neuron determines the weight of the criteria (synapse, that is a custom parameter that converts the network to a parameterized system), activation function (linear function, sigmoid function, piecewise-defined function, ReLU activation function), which calculates the output data taking into account the input and a specific output, providing the result.

Each neural network undergoes training - a process during which the optimization of the weight of each criterion takes place; accordingly, the errors and decision errors are minimized, and the neural network becomes more accurate. The main method used to solve this problem is the back-propagation method.

Currently, various types of neural networks and the problems of their development are given considerable attention, which is confirmed by scientific publications in various fields of science. The statistics on publications for the period 2015-2020 are presented in fig. 2. The articles and papers were selected by the keyword "neural network" in the following branches of knowledge: Physics and Astronomy; Engineering; Computer Science; Mathematics Materials Science; Energy Earth and Planetary Sciences.
According to the Fig.3 there are a lot of research works about different use of neural networks even in construction industry sphere [1-21]. A description of the most common neural networks according to the analysis of the main publications is presented below.

2. Main part

2.1. Rumelhart Multilayer Perceptron

A multilayer perceptron has three or more layers and uses a nonlinear activation function (logistic equation, hyperbolic function), which allows to classify data that is not linearly separable. Each node in the layer connects to all nodes in the next layer, making the network fully connected. An example of the use of multilayer processing of the perceptron in the framework of natural languages is machine translation and speech recognition.

Figure 4. The multilayer perceptron architecture

For multi-layer perceptron, the back-propagation algorithm is used. On the network, as shown in Fig. 6, there is a lot of input data - $a_1, ..., a_n$, a lot of outputs “conclusions” and a lot of nodes. Using end-to-end numbering without taking into account the topology of the columns, we number all the numbers from 1 to N. Where $\omega_{i,j}$ is the weight of the edge connecting the nodes $i$ and $j$. Provided that the correct answers within the network are accepted as $t_k, k \in \text{conclusions}$, the training example is known, then the error function calculated by the least squares method takes the form:

$$E(\{\omega_{i,j}\}) = \frac{1}{2} \sum_{k \in \text{conclusions}} (t_k - o_k)^2 \quad (1)$$
2.2. Convolutional Neural Network

The convolutional neural network contains one or more convolutional layers, combined or completely connected. Uses a variety of multilayer perceptrons discussed earlier. Convolutional layers use the convolution operation for input, passing the result to the next layer. This operation allows the network to be deeper with much smaller parameters.

![Convolutional Neural Network Architecture](image)

**Figure 5.** Convolutional neural network architecture

After each convolution, the resulting scalar result passes to the activation function, which is a certain nonlinear function. This function in fig. 3 is considered embedded in the convolution layer. Traditionally using hyperbolic tangent functions

\[ f(x) = \tanh(x), f(x) = |\tanh(x)| \] (2)

or smooth monotonous increasing nonlinear function (sigmoid)

\[ f(x) = \frac{1 + e^{-x}}{1 - e^{-x}} \] (3)

Convolutional neural networks show outstanding results in image processing and speech.

2.3. Recursive Neural Networks

A recursive neural network is a type of deep neural network formed by recursively applying the same set of criteria weights to a structure to make a structured prediction for input data of variable size. In the simplest architecture, the non-linearity and the weight matrix of the criteria, which are shared by the entire network, unites the nodes into the parent.

![Simple Recursive Network Architecture](image)

**Figure 6.** Simple recursive network architecture

In the simple architecture shown in fig. 6, network nodes converging to parents through a matrix of weights in a hidden layer are presented. This matrix is used repeatedly over the entire network and hyperbolic tangent (non-linear activation function)

\[ a_{1,2} = \tanh(w|b_1; b_2|) \]

Where \( w \) is the \( n \times 2n \) trained weight matrix.
2.4. **Recurrent Neural Networks**
A recurrent neural network is a variant of a recursive artificial neural network in which the connections between neurons form a directed cycle. This means that the output depends not only on the current input, but also on the state of the neuron of the previous step. This data allows users to solve natural language problems in the field of speech recognition and handwriting.

2.5. **Long term short-term memory**

![Figure 7. Block of long-term short-term memory with three nodes - entry, exit, forgetting](image)

Long-term short-term memory is a specific architecture of recurrent neural networks, which was developed to more accurately model time sequences and their dependencies. This architecture does not use the activation function in its repeating components, the stored values do not change, and the gradient does not tend to disappear during training. Typically, blocks have three or four “nodes” (for example, an inlet valve, an outlet valve, a shut-off valve) that control the flow of information in a logistic function. This type is used to create large acoustic models.

2.6. **Sequence models in sequence**
Typically, this model consists of two recurrent neural networks: an encoder that processes the input, and a decoder that produces the output. The encoder and decoder can use the same or different sets of parameters. Models are mainly used in machine translation systems, answering machines and chatbots.

2.7. **Shallow neural networks**
In addition to deep neural networks, small models are also popular and useful tools. For example, word2vec is a group of surfaces two-layer models that are used to embed words.

3. **Results**
The analysis of publications in the field under consideration allowed us to identify the main advantages and disadvantages of neural networks, as well as to determine their scope.

| Neural networks   | Advantages                                                                 | Disadvantages                        | Areas of use                                      |
|------------------|---------------------------------------------------------------------------|--------------------------------------|--------------------------------------------------|
| Rumelhart Multilayer Perceptron | training is carried out to stabilize the network weights, and not to minimize errors, which allows not to retrain the system | limitations in forecasting capabilities | machine translation, speech recognition, data analysis, business intelligence |
### Convolutional Neural Network
- Fewer parameters, which speeds up and simplifies the learning process
- Failure probability due to susceptibility to samples with minimal changes (fakes)
- Image and speech processing

### Recursive Neural Networks
- The possibility of learning a network without a teacher
- Probability of providing an approximate answer
- Natural language processing tasks

### Recurrent Neural Networks
- Timed event processing
- Fading gradient problem (fast loss of information over time)
- Natural language problems in speech recognition and handwriting

### Long term short-term memory
- Solve the problem of recurrent networks using an explicit memory cell and filters
- Huge resource consumption
- Tasks of creating large acoustic models

### Sequence models in sequence
- Repeats the advantages of recurrent neural networks, expanding the possibilities of application
- Complication of the model compared to recurrent networks
- Tasks of machine translation systems, answering machines and chat bots

### Shallow neural networks
- Optimized system with a clear goal
- Solving small specific problems
- Word embedding

## 4. Conclusions
Neural networks are more and more densely used in our life; moreover, they are the base of many solutions to complex problems from various industries. That fact is confirmed by many publications. Solving problems associated with decision support, decomposition, and decoding of images is currently being carried out using neural networks, but the first task that needs to be solved is to choose the right type of neural network for a specific request.

At the same time, the integration of neural networks in the construction industry is still developing, the most promising areas are design automation systems in construction and solving problems of organizing construction.
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