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ABSTRACT. In this review we discuss the weak KPZ universality conjecture for a class of 1-d systems whose dynamics conserves one or more quantities. As a prototype example for the former case, we will focus on weakly asymmetric simple exclusion processes, for which the density is preserved and the equilibrium fluctuations are shown to cross from the Edwards-Wilkinson universality class to the KPZ universality class. The crossover depends on the strength of the asymmetry. For the latter case, we will present an exclusion process with three species of particles, known as the ABC model, for which we aim to prove the convergence to a system of coupled stochastic Burgers' equations, i.e. gradient versions of coupled KPZ equations. We will review the recent results on this matter around the notion of energy solutions introduced in [26] for which uniqueness has been proved in [35].

1. INTRODUCTION

A classical problem in the field of interacting particle systems (IPSs) is to derive the macroscopic laws of the thermodynamical quantities of a physical system by considering an underlying microscopic dynamics which is composed of particles that move according to some prescribed stochastic, or deterministic, law. The macroscopic laws can be partial differential equations (PDEs) or stochastic PDEs depending on whether one is looking at the convergence to the mean or to the fluctuations around that mean. The main goals of the field are related to the derivation of these macroscopic laws for general underlying dynamics. The IPSs were introduced in the mathematics community by Spitzer in [48] (but were already known to physicists) as microscopic stochastic systems, whose dynamics conserves a certain number of thermodynamical quantities of interest. The physical motivation for the study of IPSs is the following. Suppose that one is interested in analysing the evolution of some physical system, e.g. a fluid or a gas. Due to a large number of molecules, it becomes hard to analyse the microscopic evolution of the system, so it is more relevant to analyse the macroscopic evolution of its structure. Following Boltzmann’s approach from statistical physics, first one finds the equilibrium states of the system and then characterizes them through macroscopic quantities, the thermodynamical quantities, such as: pressure, temperature, density, energy, etc. The natural problem that arises then is to analyse the macroscopic behaviour of that system out of equilibrium.

The characterization and study of phenomena out of equilibrium is one of the biggest challenges of statistical physics and despite its long history, a satisfactory answer to this kind of problems has not been found yet [49]. From this approach, some PDEs arise that provide information about the macroscopic evolution of the thermodynamical quantities of the system. Due to the huge complexity of the analysis of these systems, some simplifications need to be introduced. For this purpose, one assumes that the underlying microscopic dynamics, i.e. the dynamics between molecules, is stochastic, in such a way that a probabilistic analysis of the system can be done. Assuming that the particles (or molecules) behave as interacting random walks, subject to some random local restrictions, arise the so-called IPSs [45]. Probabilistically
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speaking, these systems are continuous time Markov processes, being the time between consecutive sites
given by an exponential law. Due to the well-known property of memory loss of the exponential, the future
of the system, conditioned to its past, depends only on its present state.

In these notes we will be focused on IPSs whose dynamics conserves some (one or more) thermodynam-
ical quantities. By considering these microscopic random systems one can, by a space-time scaling limit,
deduce (in a rigorous way) the macroscopic laws governing the evolution of these quantities. These laws
give the space-time evolution of the thermodynamical quantities of the system and they are composed of
one, or a system, of PDEs. In the literature, this procedure is known as hydrodynamic limit. The scaling
limit is done by means of a scaling parameter, that we denote by \( n \), which allows us to identify relevant
unknowns of the macroscopic space with the respective microscopic space. Therefore if the macroscopic
space is, for example, the one-dimensional torus \([0,1]\), one can divide this space into \( n \) subintervals of size
\( \frac{1}{n} \), in such a way that each element \( u \in [0,1) \) such that \( u \in \left[ \frac{j}{n}, \frac{j+1}{n} \right] \), is identified with \( j \), namely with
the closest integer number less or equal to \( un \), so that the microscopic space (a discrete space where the
random dynamics is defined) is the set of points \( \{0,1,...,n-1\} \), the microscopic torus.

To summarize, on the underlying scenario one is interested in analysing, for example, the physical
evolution of a gas in a certain volume \( V \). Two scales are considered: the macroscopic one, that describes
the global motion of the gas; and the microscopic one, that describes the motion of the molecules, or
particles, of the gas. One can think of these two scales in the following way. If we put a gas in a certain
volume \( V \) and with our eyes, we look at the evolution of the dispersion of the gas, this would be the
macroscopic picture, while if we have a loupe to see how the molecules interact with each other, this
would be the microscopic scale. Due to the large number of molecules, it is assumed that its motion is not
deterministic but stochastic, in the sense that, each particle performs a random walk, that is, it moves, after
some specified time, to a position of the discretized volume \( V \). The discretization of the volume \( V \) is done
by means of the scaling parameter \( n \). Under the assumption of the random movement of the molecules of
the gas, a probabilistic analysis of the system can be performed. The process describing the random motion
of this collection of particles is called an IPS. For details on the formal definition of an IPS we refer to [45].

Initially, on the volume \( V \), we can consider a point \( u \) and a neighbourhood \( V_u \) around that point. Since
the number of particles is large, one can assume that locally the microscopic model is in equilibrium. The
equilibrium is characterized by the thermodynamical quantity of interest, that we denote by \( \rho(0,u) \). Now
we let the system evolve in time. For a time \( t \), we pick the same point \( u \) and assume again the local
equilibrium, which is now characterized by \( \rho(t,u) \). The important questions to answer are: How is the
space-time evolution of \( \rho(t,u) \)? Is it described by some law? Which law is this?

\[
\begin{align*}
\text{time } t = 0 & \quad \Rightarrow \quad \begin{array}{c}
\bullet u \\
V_u \\
\end{array} \sim \rho(u) \\
\text{time } t & \quad \Rightarrow \quad \begin{array}{c}
\bullet u \\
V_u \\
\end{array} \sim \rho(u,t)
\end{align*}
\]

So, the picture behind our interpretation is the following. To have a physical system evolving in a certain
volume \( V \), first one needs two scales: one for space and one for time. The evolution of its particles is random
and Markovian. In the next step, one discretizes the volume \( V \), according to the scaling parameter \( n \),
obtaining a certain number of cells. In each cell, one can put a random number of particles (for example,
this number can be the result of some random experiment). At each cell, particles wait a random time
after which one of them decides to jump to some position of the discretized volume \( V \) according to a

given probability transition rate. The random times are assumed to be independent and exponentially

distributed. In this case, the particle system falls into the class of Markov processes, for which there is a vast

and very well established theory.

When analysing an IPS the first important task is to find its invariant measures. In many cases, these

measures are of product type and are known explicitly. It is not always an easy task to describe and

characterize the invariant measures of general IPSs. Still nowadays, there are many IPSs whose invariant

measures are not known explicitly, neither their structure nor their limiting properties. After this first task,

one has to characterize these invariant measures by the thermodynamical quantities of the system such as

the density, the pressure, the temperature, the energy, the viscosity, etc. The goal in the hydrodynamic limit

theory consists in obtaining the macroscopic laws that govern the space-time evolution of each conserved

quantity of the system. These macroscopic laws, in general PDEs, are called hydrodynamic equations. This

result is a law of large numbers.

The next step is to look at the deviations of the microscopic random system with respect to the determin-

istic limit. More precisely, we analyse the central limit theorem, namely the fluctuations of the conserved

quantities of the system. In this respect, usually one looks at the deviations of the typical trajectory, which

was obtained in the hydrodynamic limit, but starting the system from the invariant state or close to it.

Nowadays it is still quite difficult to obtain the fluctuations starting from general measures since the esti-

mate on space time correlation functions is not always easy and can be, in fact, quite challenging.

In these notes we are going to analyse the fluctuations of some weakly asymmetric systems as exclusion

processes, zero-range processes and Hamiltonian systems with more than one conserved quantity and we

will show that the fluctuations will be governed by an Ornstein-Uhlenbeck process when the strength of the

asymmetry is quite low, and by energy solutions of the Stochastic Burgers Equation, when the asymmetry

is quite strong.

The outline of these notes is as follows. In Section 2 we consider the one-dimensional exclusion process,

a poster child to present the strategies and techniques to derive the hydrodynamic equations and the

fluctuations. We will see that the corresponding (stochastic) PDEs depend on many factors, such as the

scaling, the strength of the asymmetry, the length of the jumps. In Section 2 in the framework of the weak

KPZ universality conjecture, we show how to prove KPZ membership for a class of IPSs: their fluctuations

are indeed described by the stochastic Burgers’ equation, which is the gradient of the KPZ equation. In

particular, we will see that these models exhibit a crossover behaviour from the Ornstein–Uhlenbeck process

to the SBE, by tuning the asymmetry parameter. In Sections 3.2 and 3.3 we prove tightness for the density

field, by use of a second-order Boltzmann–Gibbs principle. A few examples of IPSs with one conservation

law are provided in Section 3. Models with more than one conserved quantity are discussed in Section 4.

In particular, in Section 4.1 we focus on an IPS evolving on the torus with two conserved quantities, known

as the ABC model. We expect that, under a specific choice of the parameters tuning the asymmetry, the

fluctuations are described by a system of coupled SBEs, or by independent SBE and OUE under further

conditions. This is justified by the predictions made using the nonlinear fluctuating hydrodynamics (NLFH)

approach [50] with a mode coupling treatment [51], explained in Section 5.4. This method allows to

predict the universality class from the structure of the mode coupling matrices. These are characterized by

the relation between the densities associated to the conserved quantities and the stationary currents. With

this method we find the correct “observables” expressed as linear combinations of the fluctuation fields of

the conserved quantities.
2. HYDRODYNAMICS AND FLUCTUATIONS

2.1. The prototype example: the exclusion process. We are going to state all the results for the prototype example of an IPS, namely, the exclusion process that we denote by \( \eta(t) \), with \( t \) running in a compact set \([0, T]\), with \( T \) fixed. To make the presentation as simple as possible we consider the process evolving on \( \mathbb{Z} \), but other types of settings can be considered, such as \( \mathbb{Z}^d \) or the torus \( (\mathbb{Z}/N\mathbb{Z})^d \). The dynamics of the simplest example of exclusion process is defined as follows. Each particle waits an exponential time of parameter 1 and then it jumps to a site according to a certain probability transition rate. Due to the exclusion rule, the jump of a particle is performed if, and only if, the destination site is empty, otherwise nothing happens and the particle waits a new random time. The space state of this process is \( \{0, 1\} \). If another discrete set \( \Lambda \) is considered, then the state space is \( \{0, 1\}^\Lambda \). Let us denote the jump rate from the site \( x \) to the site \( y \) by \( p(x, y) \). In the figure below we represent a possible configuration with the description of the dynamics.

Here we assume that \( p(x, y) = p(y-x) \), that is, the jump rate from the site \( x \) to the site \( y \) depends only on the distance between the departing and destination sites. When jumps are allowed only to nearest neighbours the process is said to be simple, so that \( p(z) = 0 \) if \( |z| > 1 \). We consider

\[
(1) \quad p(1) = b_+ + \frac{a}{n^\gamma} \quad \text{and} \quad p(-1) = b_- - \frac{a}{n^\gamma},
\]

where \( b_+, b_-, a \) and \( \gamma \) are constants to be chosen ahead. If \( a = 0 \) (there is no dependence on \( \gamma \)) and:

I. \( b_+ = b_- = 1/2 \), then the process is the symmetric simple exclusion process (SSEP);
II. \( b_+ \neq b_- \) the process is the asymmetric simple exclusion process (ASEP).

If \( a \neq 0 \) (there is a dependence on \( \gamma \)) and \( b_+ = b_- \), the process is the weakly asymmetric simple exclusion process (\( \gamma \)-WASEP), being the jump rate given by a superposition of a symmetric dynamics by its asymmetric version. Note that the parameter \( \gamma \) rules the strength of the asymmetry, the higher the value of \( \gamma \) the weaker is the asymmetry.

We note that we could also allow jumps not necessarily to nearest neighbour positions, like, for example, fixing a window of a certain size \( K \) (as, for example, in [15]) and let particles evolve with similar rates, but this system has exactly the same asymptotic behaviour as the system with nearest neighbour jumps, see, for example, [9] and references therein. One could also allow particles to jump to any site of the discrete lattice. In this case, we fix the probability transition rate to be, for example, given by

\[
(2) \quad p(z) = \frac{c_\pm}{|z|^{1+\alpha}},
\]

with \( \alpha > 0 \). The constants \( c_\pm \) are defined in such a way that \( p(\cdot) \) can be symmetric or not, they can depend, for example, on the sign of the point \( z \), see for example [27]. The process obtained from this choice of \( p(\cdot) \) is the exclusion process with long jumps.

We note that the exclusion dynamics just defined does not destroy or create particles, since particles simply move in a discrete space according to some prescribed rule, therefore, the density of particles is a conserved quantity of the system and this is the thermodynamical quantity of interest when analysing this system.
2.2. **Hydrodynamic limits.** Taking into account that the density of particles is the thermodynamical quantity of interest, one defines a density empirical process, which consists on a process of random measures, such that, for a fixed time \( t \), each measure is a sum of Dirac measures supported at each site of \( \mathbb{Z} \) that gives weight \( \frac{1}{n} \) to each particle, namely:

\[
\pi^n_\tau(\eta(t), du) = \frac{1}{n} \sum_{x \in \mathbb{Z}} \eta(t \theta(n)) \delta_{x/n}(du).
\]

Above \( \delta_A(du) \) is the Dirac measure of the set \( A \). Note that above since a re-scaling in space is done, one also needs to speed up the process in a time scale that we denote by \( t \theta(n) \) and which will depend on the choice of the transition probability \( p(\cdot) \). The goal in the hydrodynamic limit consists in showing that:

I. if we start the process \( \{\eta(t \theta(n))\}_t \) from a collection of measures \( \mu_n \) for which a law of large numbers holds, i.e. the sequence of random measures \( \pi^n_\tau(\eta, du) \) converges, in probability with respect to \( \mu_n \) and when \( n \) is taken to infinity, to the deterministic measure \( \rho(0,u)du \), where \( \rho(0,u) \) is a real-valued measurable function;

II. then, the same holds at later times \( t \), that is, the random measure \( \pi^n_\tau(\eta(t \theta(n)), du) \) converges, in probability with respect to \( \mu_n(t) \), the distribution of \( \eta(t \theta(n)) \) and when \( n \) is taken to infinity, to the deterministic measure \( \rho(t,u)du \), where \( \rho(t,u) \) is the solution (usually in a weak sense) of a PDE, which is called, the hydrodynamic equation of the system.

For the exclusion processes defined above, by a scaling limit procedure, one can get as hydrodynamic equations:

I. for the SSEP and re-scaling time diffusively \( t \theta(n) = tn^2 \), the heat equation given by

\[
\partial_t \rho(t,u) = \Delta \rho(t,u) \quad \text{[Heat eq.].}
\]

II. for the 1-WASEP (respectively for the ASEP) and by re-scaling time diffusively \( t \theta(n) = tn^2 \) (respectively, in the hyperbolic scale \( t \theta(n) = tn \)), the viscous Burgers equation (respectively, the inviscid Burgers equation),

\[
\partial_t \rho(t,u) = \frac{1}{2} \Delta \rho(t,u) + (1-2b_+) \nabla \left( \rho(t,u)(1-\rho(t,u)) \right) \quad \text{[Viscous Burgers eq.]}.
\]

\[
\partial_t \rho(t,u) = (1-2b_+) \nabla \left( \rho(t,u)(1-\rho(t,u)) \right) \quad \text{[Inviscid Burgers eq.].}
\]

III. for the exclusion process with long jumps and re-scaling time as \( t \theta(n) = tn^a \), the fractional Heat equation (when \( c_+ = c \)) and the fractional Burgers equation (when \( c_+ > c_- \)),

\[
\partial_t \rho(t,u) = -c(-\Delta^{a/2})\rho(t,u), \quad \text{[Fractional Heat eq.]}.
\]

\[
\partial_t \rho(t,u) = \frac{c_++c_-}{2}(-\Delta^{a/2})\rho(t,u) + d(c_+, c_-)(-\nabla^{a/2})\rho(t,u), \quad \text{[Fractional Burgers eq.],}
\]

where, above \( \Delta \) and \( \nabla \) denote, respectively, the Laplacian and the spatial derivative; \(( -\Delta^{a/2} )\) and \( -\nabla^{a/2} \) denote, respectively, the fractional Laplacian and the fractional derivative; \( d(c_+, c_-) \) is a constant which depends on the underlying microscopic dynamics.

For details we refer to, for example, [38] and references therein.

One of the standard methods [42] to prove the hydrodynamic limit consists in showing tightness of the sequence \( \{\pi^n_\tau\}_n \), and then characterizing the limit points of this sequence; this is the entropy method introduced by Guo, Papanicolaou and Varadhan in [37]. Basically, tightness is a consequence of applying the Aldous’ criterion and exploring some martingales in the context of Markov processes that can be associated to the density empirical measure. The most demanding and technical part is the characterization of limit
points. For this, one has to use the associated martingales and to prove some replacement lemmas which allow recognising the limit of the martingale as the weak solution to the corresponding hydrodynamic equation. The natural questions that arise after solving this issue are:

- What are the fluctuations around the mean for each one of these models?
- Is there a pattern of the macroscopic equations depending on the microscopic jump rates?
- Are there universality classes which the models (with general features) belong to?
- If so, what is the relationship between these universality classes?
- Are these equations linked by some parameter depending on the underlying dynamics?

2.3. Fluctuations. In order to understand the questions raised in the previous subsection, first one considers an IPS starting from an equilibrium state, since the non-equilibrium scenario is much less understood and highly more complicated. In the case of the exclusion processes defined above, the invariant measures are the Bernoulli product measures, which are parametrized by a constant $\rho$ (that we denote here by $\nu_\rho$) and that are defined by:

$$\nu_\rho \{ \eta \in \{0,1\}^\mathbb Z : \eta_x = 1 \} = \rho.$$  

Then one defines, what is called the density fluctuation field, which is a linear functional defined on a function $f$, living in some proper space of test functions, as, for example, the Schwartz space $\mathcal S'(\mathbb R)$, in the following way: first integrate $f$ with respect to the density empirical measure $\pi_\mu^n(\eta,du)$, then remove its mean (with respect to the invariant state) and then multiply it by $\sqrt{n}$ (so that we are in the Central Limit Theorem scaling), to get

$$\mathcal Y_t^n(f) = \frac{1}{\sqrt{n}} \sum_{x \in \mathbb Z} f\left(\frac{x}{n}\right)[\eta_x(t\theta(n))] - \rho.$$  

Above we subtracted $\rho$ from $\eta_x(t\theta(n))$ because $\rho$ is the mean of $\eta_x(t\theta(n))$, with respect to the invariant measure $\nu_\rho$, and it does not depend on $x$: $\mathbb E_{\nu_\rho}[\eta_x(t\theta(n))] = \rho$. For IPSs where the invariant measure $\mu$ is not translation invariant, this mean will be defined as $\rho^n(x) = \mathbb E_\mu[\eta_x]$, where $\mu$ is the invariant measure. The same happens when one considers the system out of equilibrium, the only difference in that case is that the function $\rho^n_t(x)$ is given by $\mathbb E_\mu[\eta_x(t\theta(n))]$, where $\mu$ is the starting measure (not time invariant) and therefore $\rho^n_t(x)$ also depends on the parameter $t$.

We will focus these notes on an IPS starting from an equilibrium state (or very close to it) because even in this situation the theory is still far from being completely understood. At this level, the goal consists in obtaining the stochastic PDEs ruling the evolution of the limiting process of the sequence $\{\mathcal Y_t^n\}_n$, denoted by $\mathcal Y_t$ (which is obtained from $\{\mathcal Y_t^n\}_n$ in a proper topology by sending $n$ to infinity). Depending on the prescribed dynamics one can derive, from different underlying stochastic dynamics, different stochastic PDEs using this procedure. This brings a physical motivation for the study of the stochastic PDEs that will emerge from the microscopic dynamics. For the exclusion processes introduced above, one can get:

I. for the SSEP and rescaling time diffusively $t\theta(n) = tn^2$, the Ornstein–Uhlenbeck equation (OUE) given by

$$d\mathcal Y_t = A\Delta \mathcal Y_t \, dt + \sqrt{C} \nabla \mathcal Y_t$$  

II. for the $\frac{1}{\xi}$-WASEP and by rescaling time diffusively $t\theta(n) = tn^2$ - the Kardar–Parisi–Zhang equation (KPZE) (introduced in [44]) or its companion, namely the stochastic Burgers equation (SBE), depending whether one is looking at the height fluctuation field or the density fluctuation field,

$$dh_t = A\Delta h_t \, dt + B(\nabla h_t)^2 \, dt + \sqrt{C} \mathcal Y_t$$  

$$d\mathcal Y_t = A\Delta \mathcal Y_t \, dt + B\nabla \mathcal Y_t^2 \, dt + \sqrt{C} \nabla \mathcal Y_t$$
The gradient condition requires that the symmetric part of the current, which comes from the symmetric
condition is restrictive, nevertheless, many systems do enjoy this property.

III. the exclusion process with long jumps and rescaling time as \( t \theta(n) = t n^\alpha \), the
fractional OUE (when \( \alpha > 3/2 \)) and the fractional SBE/KPZE (when \( \alpha = 3/2 \)):
\[
dY_t = A(L_{p,\alpha})^* Y_t dt + \sqrt{C(-L_{1/2})} \nabla Y_t \quad \text{[Fractional OUE]}
\]
\[
dY_t = A(L_{p,\alpha})^* Y_t dt + B \nabla Y_t^2 dt + \sqrt{C(-L_{1/2})} \nabla Y_t \quad \text{[Fractional SBE].}
\]

Above, \( A, B, C \) are constants, \( \nabla Y_t \) is a white-noise, and \( L_{p,\alpha} \) is the generator of an \( \alpha \)-stable Lévy process, being \( (L_{p,\alpha})^* \) its adjoint with respect to \( v_p \) and \( L_{1/2} \) its symmetric part.

In [26, 28] it was proved that for a large class of weakly asymmetric simple exclusion processes (where
\( b_+ = b_- = \frac{1}{2} \) and \( a \neq 0 \) above), depending on the range of the parameter \( \gamma \), the density fluctuations cross
from the OUE to the SBE. More precisely, in a phase of weak asymmetry \( (\gamma > 1/2) \), the density fluctuations
are given by an OUE (the same OUE as in the SSEP, corresponding to the choice \( a = 0 \) and \( b_+ = b_- = \frac{1}{2} \)). This
means that in this regime, the asymmetry is not seen at the macroscopic level. Nevertheless, in a phase of
strong asymmetry \( (\gamma = 1/2) \), the density fluctuations are given by energy solutions of the SBE. Therefore
the system crosses from, what is called, the Edward-Wilkinson universality class to the KPZ universality
class, by changing the value of the parameter \( \gamma \), which rules the strength of the asymmetry.

The latter results can be stated in terms of the KPZ equation by simply taking the current (height)
fluctuation field instead of the density fluctuation field, see, for example, [26]. The current process is
defined in the following way. Let \( x \) be a site in \( \mathbb{Z} \) and fix the bond \([x,x+1]\). The current process \( J_x^n(t) \) at the
bond \([x,x+1]\] counts the number of particles that jump from the site \( x \) to the site \( x+1 \) minus the number of
particles that jump from the site \( x+1 \) to the site \( x \) during the time interval \([0,t]\). The current field is defined similarly to the density
field but we replace \( \eta_x(t \theta(n)) \) by \( J_x^n(t) \) and the corresponding means,
see, for example, [33] for the exact definition.

The last result on the crossover was established for a large class of simple exclusion processes, with the
restriction that the symmetric part of the dynamics is gradient and, roughly speaking, that there is a lower
bound on the spectral gap of the dynamics restricted to a box of size \( k \) given by \( k^2 \), see [26, 29] for
the more precise statement on this bound. The gradient condition is defined as follows. Let \( J_{x,x+1}^n(\eta) \) be the
instantaneous current of the system at the bond \([x,x+1]\) for the configuration \( \eta \). This current is defined as the
difference between the jump rate from the site \( x \) to the site \( x+1 \) and the jump rate from the site \( x+1 \) to
the site \( x \). We note that if \( \mathcal{L} \) is the generator of the simple exclusion process, due to the conservation of the
number of particles, \( \mathcal{L} \eta_x(t \theta(n)) \) is written as the gradient of the instantaneous current, more precisely,
\[
\mathcal{L} \eta_x(t \theta(n)) = J_{x-1,x}^n(\eta(t \theta(n))) - J_{x,x+1}^n(\eta(t \theta(n))).
\]

The gradient condition requires that the symmetric part of the current, which comes from the symmetric
part of the generator \( \mathcal{L} \), namely from \( \mathcal{S} = \frac{\mathcal{L} + \mathcal{L}^*}{2} \), has to be written as the gradient of some local function.
A local function is a function defined on the state space of the Markov process (in our setting \( \{0,1\}^\mathbb{Z} \)) which
depends on a configuration \( \eta \) only through a finite number of its coordinates. We note that the gradient
condition is restrictive, nevertheless, many systems do enjoy this property.

3. On the weak KPZ universality conjecture

In this section we discuss the aforementioned crossover from the OUE to the SBE/KPZE for some
microscopic systems. This is related to the weak KPZ universality conjecture, which states that a large class
of 1-d weakly asymmetric conservative systems should converge to the SB/KPZ equations. To prove the
crossover for gradient systems, a possible strategy is to follow the approach of [21, 26, 27, 28, 29, 30, 33]
by showing tightness of the sequence of the density fluctuation fields \( \{\mathcal{Y}^n_t\}_n \), and afterwards one has to characterize the limit field. The latter is the biggest difficulty that we one faces when proving this type of crossover.

To fix ideas let us consider the weakly asymmetric exclusion process \( \eta(t) \) with rate given by \( (1) \), with a proper choice of \( b_+ = 1/2 \) and \( a/2 \) such that

\[
(17) \quad p(1) = \frac{1}{2} + \frac{a}{2n^2} \quad \text{and} \quad p(-1) = \frac{1}{2} - \frac{a}{2n^2},
\]

where \( a \) is a constant and \( \gamma \) is a parameter ruling the strength of the asymmetry and belonging to the interval \([1/2, +\infty)\). We have to consider the system speeded up in the diffusive time scale, so that here and in what follows \( \theta(n) = n^2 \). This is the time scale in which we see non trivial scaling limits. The infinitesimal generator of the process \( \eta(t) \) is given on cylinder functions \( f : \{0,1\}^Z \to \mathbb{R} \) by

\[
(18) \quad \mathcal{L} f(\eta) = n^2 \sum_{x \in \mathbb{R}} c_{x,x+1}(\eta)(f(\eta^{x,x+1}) - f(\eta)),
\]

where \( c_{x,x+1}(\eta) = p(1)\eta_x(1-\eta_{x+1}) + p(-1)\eta_{x+1}(1-\eta_x) \) and \( \eta^{x,x+1} \) is the configuration obtained from the configuration \( \eta \) by swapping the occupation variables \( \eta_x \) and \( \eta_{x+1} \):

\[
\eta^{x,x+1}(y) = \eta_{x+1}1_{y=x} + \eta_{x}1_{y=x+1} + \eta_{y}1_{y\neq x,x+1}.
\]

We consider the system starting from the invariant state \( \nu_{\rho} \), that is the Bernoulli product measure with parameter \( \rho \in (0,1) \). We associate to this system its density fluctuation field, defined on \( f \) belonging to \( \mathcal{S}'(\mathbb{R}) \), the Schwartz space, as

\[
(19) \quad \mathcal{Y}^n_t(f) = \frac{1}{\sqrt{n}} \sum_{x \in \mathbb{Z}} f(\eta_x)[\eta_x(tn^2) - \rho].
\]

In order to avoid complications we take \( \rho = 1/2 \), otherwise, we would have to perform a Galilean transformation and re-centre the field in a moving frame with velocity given in terms of \( \rho - \frac{1}{2} \). Following the strategy explained in section 2.3, in order to analyse the equilibrium fluctuations of this model, we need to show tightness of the sequence \( \{\mathcal{Y}^n_t\}_n \) in the Skorohod space of càdlàg trajectories \( D([0,T],\mathcal{S}'(\mathbb{R})) \) with respect to the uniform topology and to characterize the limit point. The goal is to show that the limit \( \mathcal{Y} \) solves some martingale problem which characterizes uniquely the solution. In [26] it was proved that the limit field is a solution to an OUE in the case \( \gamma > \frac{1}{4} \) and for \( \gamma = \frac{1}{2} \) the fluctuations are given by the energy solution of the SBE. Here we want to explain what is the difficulty that one faces when trying to prove this crossover from the OUE to the SBE.

Since we are working with a continuous time Markov process, from Dynkin’s formula, see for example Lemma 5.1 of Appendix 1 of [42], we can associate to the density fluctuation field a collection of martingales given by

\[
(20) \quad \mathcal{M}^n_t(f) = \mathcal{Y}^n_t(f) - \mathcal{Y}^n_0(f) - \int_0^t (\mathcal{L} + \partial_s)\mathcal{Y}^n_s(f) ds
\]

and with quadratic variation given by

\[
(21) \quad \int_0^t \mathcal{L}(\mathcal{Y}^n_s(f))^2 - 2\mathcal{Y}^n_s(f)\mathcal{L}\mathcal{Y}^n_s(f) ds.
\]

These are martingales with respect to the natural filtration \( \mathcal{F}_t = \sigma(\mathcal{Y}_s(f), s \leq t, f \in \mathcal{S}(\mathbb{R})) \). Up to very recently, there was not a proof of uniqueness of solutions of the SBE/KPZE. In the last few years, the first answer to this problem came from M. Hairer in [40] and [41] with his revolutionary theory of regularizing structures. In those articles, he proposed a notion for solutions to the SBE/KPZE and by smoothing the
noise that appears in these equations, he could prove that those solutions are unique and that, in fact, they coincide with what is called Cole-Hopf solutions [12]. From the point of view of the IPSs, the imposed conditions on the solutions proposed by Hairer in [40] and [41] are very difficult to check, so even after his incredible work, there was still a gap for showing the weak KPZ universality conjecture. In [34] the authors proposed a notion of energy solutions to the (fractional) SBE which, in the case of the SBE, is basically the notion of energy solution of the SBE/KPZE proposed originally by [26] and [29].

3.1. Energy solution to the SBE. In [26], the authors introduced the notion of energy solutions of the KPZE and SBE. They considered a one-dimensional, stationary, weakly asymmetric, conservative particle system evolving on $\mathbb{Z}$ and they proved that the limit point of the density fluctuations is given by energy solutions of the SBE. This notion of solution assumes the stationarity of the density field and that $\mathcal{Y} \in \mathcal{S}'(\mathbb{R})$ solves the martingale problem associated to (13), that is

$$
\frac{d\mathcal{Y}}{dt} = A\Delta \mathcal{Y} dt + B \nabla \cdot \mathcal{Y}^2 dt + \sqrt{C} \nabla \mathcal{Y},
$$

with $\mathcal{A} = \lim_{\varepsilon \to 0} \mathcal{A}_\varepsilon$, where $i_\varepsilon$ is an approximation of the identity. This is a possible way to give sense to the nonlinearity in the equation above, that allows to define a solution. However, to show some continuity properties of the quadratic term (which, in particular, implies that the quadratic variation is zero), another assumption is necessary. This is called “energy condition” or “energy estimate”. Let $\{\mathcal{Y}_t, t \in [0,T]\}$ be a stationary process. For $s < t \in [0,T]$, $\varepsilon > 0$ and $f \in \mathcal{S}(\mathbb{R})$, let us define

$$
\mathcal{A}^\varepsilon_{s,t}(f) = \int_s^t \int_{\mathbb{R}} \mathcal{Y}_r(i_\varepsilon(x))^2 \nabla f \, dx \, dr.
$$

We say that $\{\mathcal{Y}_t, t \in [0,T]\}$ satisfies an energy estimate if there exists a constant $\kappa$ such that

- For any $f \in \mathcal{S}(\mathbb{R})$ and any $s < t \in [0,T]$,

$$
\mathbb{E}\left[\left(\int_s^t \mathcal{Y}_r(\Delta f) dr\right)^2\right] \leq \kappa (t-s) \|\nabla f\|_2^2;
$$

- For any $f \in \mathcal{S}(\mathbb{R})$, and $\delta < \varepsilon \in (0,1)$ and any $s < t \in [0,T]$,

$$
\mathbb{E}\left[\left(\mathcal{A}^\varepsilon_{s,t}(f) - \mathcal{A}^\delta_{s,t}(f)\right)^2\right] \leq \kappa (t-s) \varepsilon \|\nabla f\|_2^2.
$$

In [26] it was introduced the following notion of energy solution.

**Definition 3.1.** $\{\mathcal{Y}_t, t \in [0,T]\}$ is an energy solution to the SBE given in (13) if

i) The process $\{\mathcal{Y}_t, t \in [0,T]\}$ is stationary and it satisfies the energy estimate;

ii) For any test function $f \in \mathcal{S}(\mathbb{R})$ and any $t \in [0,T]$, the process

$$
\mathcal{Y}_t(f) - \mathcal{Y}_0(f) - A \int_0^t \mathcal{Y}_r(\Delta f) ds - B \mathcal{A}_t(f)
$$

is a continuous martingale of quadratic variation $C t \|\nabla f\|_2^2$.

We remark that the energy condition is strong enough to obtain some path properties of the stationary energy solutions: the process $\{\mathcal{Y}_t, t \in [0,T]\}$ is a.s. $\alpha$-Holder-continuous of index $\alpha$, for any $\alpha < 1/4$.

The notions of energy solutions in [26], [29] or [34] use the classical formulation of the martingale problem as above and the difference between the notions is that [34] requires, apparently, two extra conditions with respect to the notion given in [26] and [29], namely:
a) The process $\mathcal{M}_t$ corresponding to the non-linear term $\nabla \eta^2 / (\nabla h_t)^2$ of the SBE/KPZE, has to be, almost surely, a process of null quadratic variation;

b) For a fixed time $T$, the reversed processes $\mathcal{M}_{T-t}$ and $\mathcal{M}_{T-t}$ solve the same martingale equation as the original processes $\mathcal{M}_t$ and $\mathcal{M}_t$, with respect to their own filtrations.

All things considered, one can realize that the difference between the solutions is that [34] requires only one extra condition with respect to [26] and [29], since the condition a) above is a consequence of the notion introduced in [26] and [29], more precisely, of the energy condition, see [24] and [25]. We note that the energy estimate is a consequence of a second order Boltzmann-Gibbs principle which allows replacing local functions of the Markov process $\{\eta(t\theta(n))\}_n$ by functions of the conserved quantities of the system, namely the density of particles. There has been a lot of results on showing convergence to the energy solution of the SBE/KPZE from different underlying microscopic dynamics and in [35] the uniqueness of energy solutions was finally established. The notion where the uniqueness holds is the one given in Definition 3.1 and adding the condition b) given above.

Among the aforementioned results, in [29] the crossover fluctuations for the density field are shown for a more general class of nearest-neighbour weakly asymmetric mass-conservative IPSs. They consider systems with a gradient type dynamics, whose invariant measures are not necessarily in a product form. WASEP, the zero-range process, kinetically constrained exclusion systems and gradient exclusion systems with speed change, fall into this category. The result is formulated in the same language of energy solutions and they were obtained thanks to a sharp estimate on the Boltzmann–Gibbs principle. But the main contribution of that work was to extend the proof for systems starting from initial distributions given by perturbations of the invariant measure under a certain “bounded entropy” condition. Very recently, [52] proposed an extension of the theory of energy solutions, showing density field crossover behaviour for particle systems starting out of stationary initial conditions and with unbounded number of particles per site. The author identifies the limit SPDEs for approximations of the density fluctuation field starting “almost” at equilibrium and then, due to the attractiveness of the system, shows that the approximations hold at any time.

3.2. Tightness. With the goal of showing that the scaling limit of the $\gamma$-WASEP is an energy solution to the OUE/SBE, this section is dedicated to the proof of tightness for the process $\mathcal{M}_t^n$ with respect to the Skorohod topology of $D([0,T],\mathcal{S}''(\mathbb{R}))$. By Mitoma’s criterion [46], it is enough to prove tightness of the real-valued processes $\mathcal{M}_t^n(f)$, for any $f \in \mathcal{S}''(\mathbb{R})$. To do that, we start decomposing the martingale (20), with the generator given in (18), as

\[ \mathcal{M}_t^n(f) = \mathcal{S}_t^n(f) - \mathcal{S}_0^n(f) - \mathcal{N}_t^n(f) - \mathcal{K}_t^n(f), \]

where

\[ \mathcal{S}_t^n(f) = \int_0^t ds \mathcal{Y}_s^n(\frac{1}{2} \Delta_n f), \quad \mathcal{N}_t^n(f) = a \frac{\sqrt{n}}{n^\gamma} \int_0^t ds \sum_{x \in \mathbb{Z}} \nabla_n^+ f(\frac{x}{n}) \bar{\eta}_x(sn^2) \bar{\eta}_{x+1}(sn^2). \]

Above $\Delta_n^+$ and $\nabla_n^+$ denote, respectively, the discrete laplacian and the discrete derivative

\[ \Delta_n^+ f = n^2 \{ f(\frac{x+1}{n}) - 2f(\frac{x}{n}) + f(\frac{x-1}{n}) \}, \]
\[ \nabla_n^+ f = n \{ f(\frac{x+1}{n}) - f(\frac{x}{n}) \}, \]

and $\bar{\eta}(x)$ denotes the centred variable $\eta(x)-\rho$. Recall that we are taking the starting measure the Bernoulli product measure $\nu_\rho$ with $\rho = 1/2$. The quadratic variation of the martingale in (21) can be computed and
it gives
\[ \int_0^t \frac{1}{2n} \sum_{x \in \mathbb{Z}} \left( \nabla_n^+ f \left( \frac{x}{n} \right) \right)^2 \left( (\eta_x(sn^2) - \eta_{x+1}(sn^2))^2 + \frac{a}{n^\gamma} (\eta_x(sn^2) - \eta_{x+1}(sn^2)) \right) ds. \]

Therefore, \( \lim_{n \to \infty} \mathbb{E}_\nu[(\mathcal{M}_t^n(f)^2)] = t \chi(\rho)\|\nabla f\|_2^2, \) where \( \chi(\rho) = \int_\Omega (\eta_x - \rho)^2 \nu_\rho(d\eta) \) is the variance of \( \eta_x. \)

We can show tightness of the martingale sequence using Aldous’ criterion, Chebyshev’s inequality and straightforward computations on the quadratic variation of \( \mathcal{M}_t^n(f). \) For any stopping time \( \tau \leq T, \)
\[
P(\|\mathcal{M}_{\tau + \sigma}^n(f) - \mathcal{M}_{\tau}^n(f)\| > \varepsilon) \leq \frac{1}{\varepsilon^2} \mathbb{E}_\nu[(\mathcal{M}_{\tau}^n - \mathcal{M}_0^n)^2]
\]
\[
\leq \frac{1}{\varepsilon^2} \mathbb{E}_\nu \left[ \int_{\tau}^{\tau + \sigma} ds \frac{1}{2n} \sum_{x \in \mathbb{Z}} \left( \nabla_n^+ f \left( \frac{x}{n} \right) \right)^2 \left( (\eta_x(sn^2) - \eta_{x+1}(sn^2))^2 + \frac{a}{n^\gamma} (\eta_x(sn^2) - \eta_{x+1}(sn^2)) \right) \right].
\]

Therefore, last expectation is bounded from above by \( \sigma(O(1) + O(n^{-\gamma})), \) which vanishes as \( \sigma \to 0. \)

To prove tightness of the sequence \( \{\mathcal{M}_t^n(f), t \in [0, T]\}_{n \in \mathbb{N}} \) we use the Kolmogorov–Prohorov–Centsov’s (KPC) criterion. Applying the Cauchy–Schwarz–Inequality twice, we see that
\[
\mathbb{E}_\nu[(\mathcal{M}_t^n(f) - \mathcal{M}_{t-s}^n(f))^2] = \mathbb{E}_\nu \left[ \left( \int_s^t \mathcal{M}_s^n(\Delta_n f) \right)^2 \right] \leq 2\chi(\rho)n(t-s)^2 \sum_{x \in \mathbb{Z}_n} (\nabla_n^+ f \left( \frac{x}{n} \right))^2.
\]

This is enough to show that the sequence is tight with respect to the uniform topology of \( \mathcal{C}([0, T]; \mathbb{R}) \) and that any limit point has \( \alpha \)-Hölder-continuous trajectories for any \( \alpha < 1/2. \)

The last step is to prove tightness for the sequence \( \{\mathcal{M}_t^n(f), t \in [0, T]\}, \) using the same criterion. This is a consequence of a second order Boltzmann–Gibbs principle, stated in Theorem 3.2 below. As a consequence, one can show that there is a constant \( C > 0 \) such that
\[
\mathbb{E}_\nu \left[ \frac{\sqrt{n}}{n^\gamma} \int_0^t \sum_{x \in \mathbb{Z}} \nabla_n^+ f \left( \frac{x}{n} \right) \eta_x(sn^2) \eta_{x+1}(sn^2) ds \right]^2 \leq C \frac{n}{n^2\gamma} \left( \frac{tL}{n} + \frac{t^2n}{L^2} \right) \|\nabla_n^+ f\|_{2,n}^2.
\]

If we choose \( L = \sqrt{tn}, \) (30) is bounded by \( Ct^{3/2}\|\nabla_n^+ f\|_{2,n}^2 n^{1-2\gamma}, \) satisfying the hypothesis of the KPC criterion. Above, for a function \( f \in \ell^2(\mathbb{Z}) \) we have denoted
\[
\|f\|_{2,n}^2 := \frac{1}{n} \sum_{x \in \mathbb{Z}} f(x)^2 < \infty.
\]

### 3.3. The second order Boltzmann–Gibbs principle

In this section we state and give a sketch of the proof of the second order order Boltzmann–Gibbs principle presented in [30] and which does not require any knowledge on the spectral gap of the system, contrarily to the first proof of this principle presented in [26] that required the spectral gap of the system on a box of size \( K \) to scale as \( K^2. \) For \( t \in \mathbb{N} \) and \( x \in \mathbb{Z} \) we introduce the averages on boxes of size \( \ell, \) one to the right of \( x, \) one to the left:
\[
\bar{\eta}_x^\ell = \frac{1}{\ell} \sum_{y=x+1}^{x+\ell} \eta_y, \quad \bar{\eta}_x^\ell = \frac{1}{\ell} \sum_{y=x-\ell}^{x-1} \eta_y.
\]

\textbf{Theorem 3.2.} There exists a constant \( C = C(\rho) > 0 \) such that, for any \( L \in \mathbb{N}, \) any \( t > 0, \) and for any function \( v \in \ell^2(\mathbb{Z}) \)
\[
\mathbb{E}_\nu \left[ \left( \int_0^t \sum_{x \in \mathbb{Z}} v(x) \left( \frac{1}{\ell} \sum_{y=x+1}^{x+\ell} \eta_y + (\bar{\eta}_x^\ell)(sn^2) - \eta_{x+1}(sn^2) + \frac{\chi(\rho)}{L} \right) ds \right)^2 \right] \leq Ct \left( \frac{L}{n} + \frac{tn}{L^2} \right) \|v\|_{2,n}^2.
\]
A consequence of this principle is that, for $\gamma > 1/2$, the field $\mathcal{X}_r$ vanishes as $n \to \infty$, while for $\gamma = 1/2$, and for $L = \varepsilon n$, it can be replaced by

$$
\int_0^t ds \sum_{x \in \mathbb{Z}} \nabla_n f \left( \frac{x}{n} \right) \left( \tilde{\eta}^x_L en (sn^2) \right)^2,
$$

which is equal to

$$
\int_0^t ds \frac{1}{n} \sum_{x \in \mathbb{Z}} \nabla_n f \left( \frac{x}{n} \right) \left( \mathcal{Y}_n (i_x (\frac{x}{n})) \right)^2,
$$

leading to

$$
\mathcal{M}_t^n(f) = \mathcal{Y}_t^n(f) - \mathcal{Y}_0^n(f) - \int_0^t ds \mathcal{Y}_n \left( \frac{1}{2} \Delta_n f \right) - \int_0^t ds \frac{1}{n} \sum_{x \in \mathbb{Z}} \nabla_n f \left( \frac{x}{n} \right) \left( \mathcal{Y}_n (i_x (\frac{x}{n})) \right)^2,
$$

with $i_x(x)$ an approximation of the identity, given by $i_x(x)(u) = \frac{1}{2} \mathbb{1}_{[x,x+\varepsilon]}(u)$. Observe that, as we mentioned above, for $\gamma > 1/2$ the last display does not have the rightmost term since it vanishes when $n \to +\infty$, and for that reason, in this regime of $\gamma$ the fluctuations are given by the OUE, while for $\gamma = 1/2$ that term survives and the fluctuations are given by the SBE.

The idea of the proof of the previous theorem, consists in the following decomposition of the local function

$$
\tilde{\eta}_x \tilde{\eta}_{x+1} - (\tilde{\eta}^L_x)^2 + \frac{\chi(\rho)}{L} = \tilde{\eta}_x (\tilde{\eta}_{x+1} - \tilde{\eta}_0^L) + \tilde{\eta}_x^0 (\tilde{\eta}_{x+1} - \tilde{\eta}_0^L) + \tilde{\eta}_x^0 (\tilde{\eta}_0^L - \tilde{\eta}_x^0) + \tilde{\eta}_x^0 (\tilde{\eta}_x^0 - \tilde{\eta}_x) + \frac{1}{2L} (\tilde{\eta}_x - \tilde{\eta}_{x+1})^2 + \frac{\chi(\rho)}{L},
$$

for $\ell_0 \in \mathbb{N}$. The key ingredients lie in the estimates of the first four terms. To obtain a bound on the term on the right hand side of (37), (38) and (39) we apply a “one block estimate” that allows to replace the local functions by functions of the density of particles in a box of finite size. We fix the size of the box $\ell_0 \in \mathbb{N}$. Notice that $\tilde{\eta}_x^\ell_0$ and $\tilde{\eta}_x^L$ are local functions with zero mean with respect to the invariant measure and whose supports do not intersect. There exists a constant $C = C(\rho)$ such that, for any $t > 0$ and for any $v \in \ell^2(\mathbb{Z})$,

$$
\mathbb{E}_v \left[ \left( \int_0^t \sum_{x \in \mathbb{Z}} v(x) \tilde{\eta}_x^\ell_0 (sn^2) \left[ \tilde{\eta}_{x+1}(sn^2) - \tilde{\eta}_x^\ell_0 (sn^2) \right] ds \right)^2 \right] \leq C \frac{t \ell_0}{n} \|v\|^2_{2,n},
$$

For (39) we need a multiscale argument to replace the average over a box of size $\ell_0$ with the average over a box of macroscopically small size $L$. There exists a constant $C = C(\rho)$ such that, for any $\ell_0 \leq L$, any $t > 0$ and for any $v \in \ell^2(\mathbb{Z})$,

$$
\mathbb{E}_v \left[ \left( \int_0^t \sum_{x \in \mathbb{Z}} v(x) \tilde{\eta}_x^\ell_0 (sn^2) \left[ \tilde{\eta}_x^\ell_0 (sn^2) - \tilde{\eta}_x^L (sn^2) \right] ds \right)^2 \right] \leq C \frac{t}{n} \left[ L + \frac{\ell_0^2}{L} \right] \|v\|^2_{2,n}.
$$
The first step of the multiscale argument is the one-block estimate (43). In the second step we need to double the size of the box obtained in the one-block estimate. We fix \( \ell_k \in \mathbb{N} \). Define \( \ell_{k+1} = 2\ell_k \). There exists a constant \( C = C(\rho) \) such that, for any \( t > 0 \) and for any \( v \in \ell^2(\mathbb{Z}) \),

\[
\mathbb{E}_v \left[ \left( \int_0^t \sum_{x \in \mathbb{Z}} v(x) \eta_x^\ell_t(s) \left( \eta_x^\ell_t(s^2) - \eta_x^{\ell_{k+1}}(s^2) \right) ds \right)^2 \right] \leq C \frac{\ell \ell_k}{n} \| v \|_{2,n}^2.
\]

We use this step a number of times which is logarithmic on the size of the box to obtain the estimate of the multiscale argument. Finally, we can replace a function of the density in a microscopic box of finite large size by a function of the density over a macroscopically small box.

4. Examples

In this section, we give a few examples of IPSs with their fluctuation results when one or more quantities are conserved.

4.1. Microscopic models with local defects. The previous crossover from the OUE to SBE obtained by tuning the strength of the asymmetry, can also be obtained for microscopic models with defects. By this we mean that one can take, for example, the exclusion process as defined above but the jump rate \( p(\cdot) \) is perturbed at one particular bond, site or boundary, in such a way that it becomes more difficult to cross this bond, site or boundary, with respect to the others. The SSEP with a slow bond was studied in [19] and [20] and its weakly asymmetric version was studied in [21]. The case of the exclusion process with a slow site was studied in [22] and the exclusion process with the slow boundary was studied in [11]. The case with long jumps was studied in [3, 4, 9, 7]. Let us explain what happens in the case of the SSEP with a slow bond. Suppose that the choice for the slow bond is \([-1, 0]\), so that and the jump rate at this bond is given by

\[
p(1) = \alpha + \frac{a}{2n^{\beta}} \quad \text{and} \quad p(-1) = \frac{\alpha}{2n^{\beta}} - \frac{a}{2n^{\gamma}}
\]

and in all other bonds of \( \mathbb{Z} \) it is given by (17). Above \( \alpha, \beta, C, \gamma \) are real numbers which have some restrictions so that the dynamics is well defined. In order to have well-defined rates, we impose \( \gamma \geq \beta \). Note that the higher the value of \( \beta \), the weaker is the rate to cross the slow bond. In [21] it was proved that, for \( \gamma < \beta < 1/2 \), the density fluctuations are given by the same OUE obtained in [20], where the symmetric version of the model is considered (that is \( C = 0 \)). But for \( \gamma = 1/2 > \beta \) the fluctuations are given by the SBE/KPZE.

In [19], [20] and [21] the symmetric and weakly asymmetric versions of this model were considered and the results showed a phase transition at the level of density of particles, current and tagged particle. More precisely:

1) for a phase of strong strength of the slow bond the asymptotic behaviour is the same as if there was no slow bond, so one gets: the heat equation with no boundary conditions as hydrodynamic equation, an OUE for the density fluctuations and fractional Brownian motions for the limiting distributions of the current and tagged particle;

2) for a phase of weak strength of the slow bond, one gets: the heat equation with boundary conditions of Robin type, stating that the amount of flux through the slow bond is proportional to the difference of concentration in the two regions separated by the slow bond (the Fick’s law); the fluctuations are given by an OUE with Robin boundary conditions and the limiting distributions of current and tagged particle are given by a Gaussian process which is not self-similar, in particular, it is not a fractional Brownian motion;
3) for a phase of a very weak strength of the slow bond, one gets: the heat equation with Neumann’s boundary conditions as hydrodynamic equation, the OUE ruling the density fluctuations, but the limiting distributions of current and tagged particle are again given by fractional Brownian motions as it happens in the case 1).

4.2. **Microscopic models in contact with reservoirs.** One can also look at microscopic models in contact with reservoirs, in order to obtain the crossover from the OUE to the SBE/KPZE, but with boundary conditions. In case of the exclusion process, the definition of the dynamics can be seen for example in [31], but the idea is simple. For example, the SSEP in contact with one type of stochastic reservoirs as in [31] is defined in the following way. Consider, the set of points \( \{1, ..., n-1\} \) where particles evolve under the exclusion rule and add the sites \( x = 0 \) and \( x = n \) which will act as reservoirs. Suppose that those sites \( x = 0 \) and \( x = n \) inject and remove particles at the sites \( x = 1 \) and \( x = n-1 \) respectively. Particles placed in \( \{1, ..., n-1\} \) jump to one of the nearest-neighbours at rate 1/2 and the injection and removal rate of particle at the boundary is given by: the injection at \( x = 1 \) is \( \alpha / n^\theta \) and at \( x = n-1 \) is \( \beta / n^\theta \) and the removal rate at \( x = 1 \) is \( (1-\alpha)/n^\theta \) and at \( x = n-1 \) is \( (1-\beta)/n^\theta \). The parameters \( \alpha, \beta \in (0, 1) \) and \( \theta \in \mathbb{R} \).

Depending on the value of \( \theta \) the asymptotic behaviour of the system changes. For some examples on other types of exclusion processes in contact with reservoirs we refer the interested reader to the survey lecture notes [25] and references therein.

We note that for this dynamics, the number of particles is no longer conserved because particles can enter or leave the system through the reservoirs. By imposing different densities at the reservoirs (for example, \( \alpha \) at the left reservoir and \( \beta \) at the right reservoir, with \( \alpha \neq \beta \) ) there is a natural flux of particles due to the difference of concentration of particles in the reservoirs, but there is also another flux, which can come from the dynamics in the bulk, if the rates are not symmetric. For example, if the left reservoir has more particles than the one at the right, then particles will more often enter to the system from the left boundary and exit the system from the right boundary. If the rate in the bulk gives a preference to move to the right, then both fluxes cooperate. Nevertheless, if the rate in the bulk gives preference to move to the left, then there is a competition between the fluxes.

When looking at the fluctuations of exclusion processes in contact with reservoirs one interesting problem is to analyse the weakly asymmetric model and to prove the crossover from the OUE to the SBE/KPZE with different boundary conditions. In [33] the case with Dirichlet boundary conditions was derived but for other types of equations and other boundary conditions the problem is open and it is quite interesting.

One alternative approach to this last problem is to consider the microscopic version of the Cole-Hopf transformation due to Gartner [23], and used in [16, 12] and later in [15, 31, 14], which is obtained by taking the exponential of the current process associated to the underlying microscopic dynamics. The advantage of this new process is that it solves a linear equation, similarly to what happens at the macroscopic level with the Cole-Hopf solution of the KPZE. Nevertheless, one has to be very careful when redefining the microscopic Cole-Hopf transformation, since it solves a linear equation (the non-linearity is removed by the exponentiation of the process) but with non-trivial non-linear boundary conditions. For a particular case of the dynamics described above, we refer the reader to [14] and references therein.

5. **Models with several conservation laws**

One can also analyse microscopic models with more than one conserved quantity. In [2] multi-component coupled SBEs have been obtained as scaling limits of the empirical measures of a multi-species zero-range process. Here the method is still based on martingale representations of the fluctuation fields. But this time to write Dynkin’s formula in a closed form, one needs a multi-component Boltzmann-Gibbs principle,
which allows to replace nonlinear terms with functionals of the fields. Moreover, also the notion of energy solution is extended from a scalar to a multi-component formulation. Uniqueness is a consequence of \[35, 36\].

In \[10\] it was introduced and studied numerically, a class of Hamiltonian models perturbed by conservative noises which present strong analogies with the standard chains of oscillators. Since the aforementioned models have more than one conserved quantity (the particle densities for the multi-species zero-range, the energy and the volume for the Hamiltonian model), the analysis of its asymptotic behavior is more intricate than for the case of models with just one conserved quantity, like exclusion processes defined above. As examples of the Hamiltonian systems introduced above are the models of \[5, 6, 8\]. In those articles, the deterministic dynamics was perturbed by a weak strength noise and it was studied the fluctuations of the conserved quantities, namely, the energy and the volume, starting the system from the invariant measure, which is of product form. One can consider the weakly asymmetric version of those models (by increasing the strength of the noise) and analyse their crossover fluctuations.

The first problem in these models is the question of which fields to look at. Another problem when studying these systems is that the conserved quantities can be linearly transported in the system, each one having its own velocity and its own time scale. When writing down the equations for the fields associated to the conserved quantities of the system, one has to remove the velocity in each field. Afterwards, one has to close the equations of each one of these fields, but each one evolves in a certain time scale (which is not necessarily the same for both) and one has to analyse the leading terms in the expansion of the equations in such a way that one can recover the limiting stochastic PDE.

The main difficulty that we will face when looking at the field of the conserved quantities of these models is when one has to recognise the stochastic PDE satisfied by each limit field. At that point, one has to write the field associated to the instantaneous current of the system in terms of the field of the conserved quantities of the system, that is, one has to derive a Boltzmann-Gibbs principle, as we did in Section 3.3 for one conserved field.

The Boltzmann-Gibbs principle we introduced was formulated for systems with one conserved quantity and it states that any local field of the dynamics can be replaced (in a proper topology) by the fluctuation field of the conserved quantity. When one is looking at the field of the conserved quantity of IPSs with asymmetric jump rates in the hyperbolic time scale \(tn\) or symmetric jump rates in the diffusive time scale \(t n^2\), the aforementioned Boltzmann-Gibbs principle is sufficient to recover the stochastic PDE satisfied by the limiting field. But when one is looking at an IPS in a reference frame moving at a certain velocity and in a time scale which is longer than the hydrodynamical one, then the Boltzmann-Gibbs principle of \[13\] does not give any information about the limiting field. For that purpose, a second-order Boltzmann-Gibbs principle has been derived in \[24, 26, 29\]. For exclusion processes, since the density is preserved, that principle allows replacing certain local fields of the dynamics by the square of the density fluctuation field. After using this principle it becomes simple to close the equation for the field of the conserved quantity and to recognise the stochastic PDE satisfied by the limit field.

In \[30\] the proof for the second order Boltzmann-Gibbs principle does not impose strong conditions on the underlying microscopic dynamics and allows one to obtain the crossover fluctuations from the OUE to SBE/KPZE as described above for the \(\gamma\)-WASEP and, more generally, for any system which has a current written as a sum of polynomial functions. We believe that the extension of this result to Hamiltonian systems and to multi-species models \[2, 32\] will open a new way to obtain the fluctuations of the conserved fields and to establish the precise dependence on the strength of the perturbing noise, at the level of the crossover from different stochastic PDEs.

In the next section we consider a model with more than one conserved quantity and we exemplify (as we did earlier for the \(\gamma\)-WASEP) how to derive the fluctuations of certain quantities of the system and how
to overcome the problems that we just mentioned above, namely, the choice of the fields and closing the equations.

5.1. A prototype model: the ABC model with external field. Here we consider a system of particles of three species \( \alpha \in \{A, B, C\} \), evolving by nearest neighbour particles exchanges in the discrete ring with \( n \) sites, \( \mathbb{T}_n = \mathbb{Z}/n\mathbb{Z} \), in the presence of an external field that interacts with particles of different species with a different strength; or, equivalently, the system “sees” three fixed constant fields \( E_A, E_B, E_C \). The total number of particles of each species \( n_\alpha, \alpha \in \{A, B, C\} \), is conserved and it holds \( n_A + n_B + n_C = n \). The space of configurations is \( \tilde{\Omega}_n = \{A, B, C\}^{\mathbb{T}_n} \); its elements are denoted by \( \eta \); on each site \( x \in \mathbb{T}_n \), \( \eta_x \in \{A, B, C\} \). The ABC model is a continuous time Markov chain with space state \( \Omega_n \) and generator \( \mathcal{L}_n \) acting on functions \( f : \Omega_n \to \mathbb{R} \) as

\[
\mathcal{L}_n f(\eta) = n^2 \sum_{x \in \mathbb{T}_n} c^E_x(\eta)[f(\eta^x_{x+1}) - f(\eta)].
\]

The rates \( c^{\alpha\beta}_x(\eta) \) are given in the weakly asymmetric regime: a configuration \( (\alpha, \beta) \) on the bond \( x, x+1 \) is exchanged to \( (\xi, \xi) \) with rate \( c^{\alpha\beta}_x = e^{\frac{E_x - E^\beta_x}{2\eta}} \), for \( \alpha, \beta \in \{A, B, C\} \). This is a generalization of the model originally introduced in [17 18]. The stationary distribution \( \nu \) is a product measure over \( x \in \mathbb{Z}_N \) with parameters \( \rho_A, \rho_B \) and \( 1 - \rho_A - \rho_B \) corresponding to each of the states a site can assume, species \( A, B \) or \( C/\text{empty} \).

5.2. Hydrodynamics of the ABC model. We define the occupation numbers of the species \( \alpha \) as the functions \( \xi^\alpha : \Omega_n \to \{0, 1\}^{\mathbb{T}_n} \) acting on the configurations in the following way:

\[
\xi^\alpha_x(\eta) := 1_{\{\alpha\}}(\eta_x) = \begin{cases} 1 & \eta_x = \alpha \\ 0 & \text{otherwise}. \end{cases}
\]

Since it holds \( \sum_{\alpha} \xi^\alpha_x(\eta) = 1 \) \( \forall x \in \mathbb{T}_n \) and \( \sum_{x \in \mathbb{T}_n} \xi^\alpha_x(\eta) = n_\alpha \), we can equivalently see the model as a two-species particle system, \( A \) and \( B \), and analyse the law of large numbers for \( \xi^A_x \) and \( \xi^B_x \). In the diffusive time scaling \( a = 2 \) and under \( \gamma = 1 \), the hydrodynamic equations ([11] using the methods of [42 43]) for the densities of particles \( A \) and \( B \) are given by

\[
\partial_t \rho^A = \partial^2_{xx} \rho^A - \partial_x[\rho^A (1 - \rho^A)(E_A - E_C) - \rho^A \rho^B (E_B - E_C)]
\]

\[
\partial_t \rho^B = \partial^2_{xx} \rho^B - \partial_x[\rho^B (1 - \rho^B)(E_B - E_C) - \rho^A \rho^B (E_A - E_C)],
\]

and the density of particles \( C \) can be recovered as \( \rho^C = 1 - \rho^A - \rho^B \). Observe that (48) can be written as

\[
\partial_t \begin{pmatrix} \rho^A \\ \rho^B \end{pmatrix} = \Delta \begin{pmatrix} \rho^A \\ \rho^B \end{pmatrix} - \nabla \cdot (X(\rho) \cdot g_E),
\]

where

\[
X(\rho) = \begin{pmatrix} \rho^A (1 - \rho^A) & -\rho^A \rho^B \\ -\rho^A \rho^B & \rho^B (1 - \rho^B) \end{pmatrix}
\]

is the mobility and \( g_E = \begin{pmatrix} E_A - E_C \\ E_B - E_C \end{pmatrix} \).
5.3. Fluctuations of the ABC model. Now we want to characterize a central limit theorem. The fluctuation results for this model have been obtained by the authors in an upcoming paper [32]. Since our dynamics now is evolving on $T_n$ we need to take a suitable space for the fluctuation fields. We denote the space of smooth $\mathbb{R}$-valued functions for this model $\mathcal{D}(T)$ and we denote by $\mathcal{D}'(T)$ the space of $\mathbb{R}$-valued distributions on $T$. We define the density fluctuation fields $\mathcal{D}^N = (\mathcal{D}^{N,A}, \mathcal{D}^{N,B}, \mathcal{D}^{N,C}) \in \mathcal{D}'(T)$ as

$$
\mathcal{D}^N = \frac{1}{\sqrt{n}} \sum_{x \in T_n} \left[ \mathcal{D}^N_x(tn^2) - \mathbb{E}_\nu[\mathcal{D}^N_x(tn^2)] T_{\nu(n)r}(\mathcal{D}^N_x(du)),
\right.
$$

where $\mathbb{E}_\nu[\cdot]$ is the expectation with respect to the invariant measure and $T_{\nu(n)r}$ is the translation operator acting on $f \in \mathcal{D}(T)$ as

$$
T_{\nu(n)r}^+ f \left( \frac{x}{n} \right) = f \left( \frac{x+\nu(n)r}{n} \right).
$$

As we will see later in Section 5.6, the choice for the velocity $\nu(n)$ will depend on the parameter $\gamma$ and the role of this quantity is the centring of the density field in a proper moving frame. Observe that $\mathcal{L}_n \mathcal{D}^N = j^a_{x-1,x} - j^a_{x,x+1}$, where $j^a_{x+1}$ is the the infinitesimal current for the species $a$. A simple computation shows that

$$
j^a_{x,x+1} = \mathcal{D}^a_x - \mathcal{D}^a_{x+1} + \mathbb{E}_{\gamma} \left[ \mathcal{D}^a_x \right] T_{\nu(n)r}^+ f \left( \frac{x+\nu(n)r}{n} \right)
$$

The infinitesimal current for particles of species $a+1$ is given by the same expression with $a$ and $a+1$ interchanged. Since $\mathcal{L}_n \mathcal{D}^N$ is given by a gradient, and the infinitesimal current has a gradient term (the first term on the right hand side of last display) which does not depend on $\gamma$, this term will give the contribution to the Laplacian in the equation. Observe that only the last two terms on the right hand-side of the last display depend on $\gamma$ and the current for species $a$ involves terms of the species $a+1$. Moreover, if we scale the asymmetry as $1/n^\gamma$ with $\gamma > 1/2$, then the only surviving terms are the ones giving the Laplacian and the equations of the density field for the species $\alpha$ is independent of the species $a+1$. The same happens when we look at the current for the species $a+1$. Thus, we would have a diffusive behaviour for both density fields. Nevertheless, for $\gamma = 1/2$, the second and third terms on the right hand-side of the last display can contribute to the limit and in that case we can try to observe KPZ behaviour. In the next section we explain how to deduce what are the fields that one should look at, when dealing with systems with more than one conservation law and we apply the results to the ABC model.

5.4. Mode coupling theory. The description of the universality classes from OUE to SB/KPZ equation is for one component systems, that is, for systems conserving only one quantity. In the case of multicomponent systems, as the Hamiltonian systems or the ABC model just mentioned, the scenario is much less understood. Nevertheless, this problem has recently attracted a lot of interest in both the physics and the mathematics community. This problem appeared, in particular, in the context of superdiffusion of energy in 1-d nonlinear chains of oscillators. The high interest of physicists on the superdiffusion problem can be understood by the fact that, up to very recently, no theoretical explanation was available and more puzzling is that the numerical simulations are too controversial to provide any clear insight, see, for example, [?, ?].

Recently, [50] [51] with the so-called 'nonlinear fluctuating hydrodynamics theory', which has been developed during the last three years, proposed a rich and complex phase diagram of the universality classes for these Hamiltonian systems. The richness of the diagram is explained by the non-trivial nonlinear couplings, occurring at different time scales, between the conserved quantities. This means, as mentioned...
above, that each conserved quantity will have its own velocity in a certain time scale and its own limiting stochastic PDE ruling its fluctuations. The only non-KPZ universality class which has been, so far, proved rigorously to occur is in the context of harmonic chains perturbed by a conservative noise (see [39; 6]) or with a very small anharmonicity (see [7]).

The predictions in [50, 51] are done in the context of chains of oscillators by using the following idea. First, they linearize the hydrodynamic equation of a general system, which is supposed to be a Euler equation given by

\[ \partial_t u' + \partial_x \langle g' \rangle_{u'} = 0, \]

where \( u' = (u_1, u_2, u_3) \) is the vector whose \( i \)-th \((i = 1, 2, 3)\) component \( u_i \) represents one of the conserved quantities of the system, \( g' \) is the vector whose \( i \)-th component \( g_i \) represents the instantaneous flux of the system for one of the conserved quantities and \( \langle \cdot \rangle_{u'} \) represents the average with respect to the invariant state with parameter given by \( u' \), that is, the local Gibbs state. By linearizing the equation above, they get to \( \partial_t u' + A \partial_x u' = 0 \). Adding a noise term and a dissipating term, one arrives at the following equation

\[ \partial_t u' + \partial_x [AU' - D \partial_x u' + BW'] = 0 \]

where \( W' \) is an \( n \)-dimensional white noise and \( A, D \) are matrices. Considering the dynamical correlation function \( S(j, t) \) given by \( S(j, t) = \langle g_j(t)g_{0}(0) \rangle \) where the average is taken with respect to the invariant measure, then \( \sum_j j S(j, t) = ACt \), where \( C \) is another matrix satisfying \( DC + CD = BB^T \). The predictions are made by taking certain ansatz for the matrices given above and they are quite impressive, but, on the other hand, they are not mathematically rigorous. Nevertheless, they bring up a new insight to approach the problem from the mathematical point of view. It is clear now that in order to study the fluctuations of systems with multicomponent conserved quantities one has to look at a proper linear combination of the fields of the conserved quantities. Up to now, it was not even possible to pose this problem in a formal mathematical way, but according to these predictions, this is exactly what one has to do.

The articles [50] and [51] gave very detailed predictions about the correct time scales that one should see a non-trivial behavior for each one of the conserved quantities of the system, and more than that, they also predicted what are the limiting processes that one is searching for. They did it for the models of chains of oscillators with more than two conserved quantities, but these models should have the same asymptotic behavior as the dynamics introduced above with only two conserved quantities. According to their predictions, one can get crossovers from OUE to KPZE, KPZ fixed point, and Lévy processes with an exponent which can be any number of the Fibonacci sequence, for example. There is a limiting Lévy process that is called the gold Lévy process, that is a Lévy process of exponent equal to the gold number \( \frac{1+\sqrt{5}}{2} \).

5.5. Predictions from MCT. Since the system has two conserved quantities, the densities \( \rho^A \) and \( \rho^B \), it is possible to have an estimate on the scaling exponent with mode coupling theory, following the approach of [47], [50, 51]. Without loss of generality one can consider the case \( E_{a+2} = 0 \). If one wants to recover the original model, one has just to replace \( E_{a+1} \) with \( E_{a+1} - E_{a+2} \). To obtain the normal modes of the system one needs to find the matrix \( R \) that diagonalizes the Jacobian \( J \) of the current, \( j(\rho) = -\nabla \rho + \chi(\rho)E \). The eigenvectors and the eigenvalues of \( J \) determine the observables to study and velocity of the moving frame for each field. In the equal density case \( \rho_a = \rho_{a+1} = 1/3 \), the normal modes are given by

\begin{align*}
\mathcal{Z}_n^i &= E_a \varphi_t^{n,a} + [E_a - E_{a+1} - \delta] \varphi_t^{n,a+1}, \\
\mathcal{Z}_n^i &= E_a \varphi_t^{n,a} + [E_a - E_{a+1} + \delta] \varphi_t^{n,a+1},
\end{align*}

with

\[ \delta = \frac{2}{3} \sqrt{E_a^2 + E_{a+1}^2 - E_aE_{a+1}}. \]
According to the predictions, under the choice $a = 2$ and $\gamma = 1/2$, both modes are supposed to be KPZ.

Though, if we assume certain hypothesis on the rates, there are two cases for which MCT give different predictions:

I. when $E_{a+1} - E_a = E_{a+2} - E_a = E$, the normal modes are

$$\mathcal{X}^n_t = \mathcal{Y}_{t}^{n,a}, \quad \mathcal{X}^n_t = \mathcal{Y}_{t}^{n,a} + 2\mathcal{Y}_{t}^{n,a+1},$$

II. when $E_a - E_{a+2} = E_{a+1} - E_a = E$, the normal modes are

$$\mathcal{X}^n_t = \mathcal{Y}_{t}^{n,a} + \mathcal{Y}_{t}^{n,a+1}, \quad \mathcal{X}^n_t = \mathcal{Y}_{t}^{n,a} - \mathcal{Y}_{t}^{n,a+1}.$$ 

In both cases, the first mode should be KPZ, while the second should be diffusive.

We present the study of fluctuations for the case I, but the strategy and the technical tools developed therein are the same for both the subcase and for the general case. Briefly, the argument consists in: proving tightness of the sequences $\{\mathcal{X}^n_t\}_{n \in \mathbb{N}}, \{\mathcal{T}^{n}_t \}_{n \in \mathbb{N}}$, with respect to the Skorohod topology of $D([0,T], \mathcal{D}'(\mathbb{T}))$; characterizing the limit points of these sequences: we have to prove that any limit point of $\{\mathcal{T}^{n}_t \}_{n \in \mathbb{N}}$ and of $\{\mathcal{X}^n_t\}_{n \in \mathbb{N}}$ is an energy solution — see Section 3.1 to the SBE and the OUE respectively.

For the sake of completeness, we present the multispecies version of the definition of energy solution [2, 32]. We say that the process $(\mathcal{Y}^a, \mathcal{Y}^{a+1}) \in D([0,T], \mathcal{D}'(\mathbb{T})^2)$ is a multi-species energy solution of a system of coupled SBEs if:

i) For any $t \in [0,T]$, $(\mathcal{Y}^a_t, \mathcal{Y}^{a+1}_t)$ is a spatial white noise with covariance

$$\text{Cov}(\partial_u \eta^a(f), \partial_u \eta^{a+1}(g)) = \Gamma^{a,a+1}_{x,y} \int f(u)g(u)du,$$

where $\Gamma^{a,a+1}_{x,y}$ denotes the covariance

$$\Gamma^{a,a+1}_{x,y} := \int_{\Omega_n} \tilde{\xi}^a_x \tilde{\xi}^{a+1}_y \nu(d\eta)$$

and $\Gamma^a_x = \Gamma^{a,a}_{x,x}$ the variance;

ii) The process $(\mathcal{Y}^a, \mathcal{Y}^{a+1})$ satisfy a $L^2$-energy condition: there exist a process $(\mathcal{A}^a, \mathcal{A}^{a+1}) \in C([0,T], \mathcal{D}'(\mathbb{T})^2)$ whose action on $f, g \in \mathcal{D}(\mathbb{T})$ is the uniformly $L^2$-Cauchy limit $(\mathcal{A}^a(f), \mathcal{A}^{a+1}(g))$. We also impose that $\mathcal{A}^{a+1}(f)$ has zero quadratic variation, $(\mathcal{A}^{a+1}(f))_{t} = 0$;

iii) For any $f \in \mathcal{D}(\mathbb{T})$,

$$\mathcal{M}^{a+1}_t(f) = \mathcal{Y}^{a+1}_t(f) - \mathcal{Y}^{a+1}_0(f) - \int_0^t \mathcal{A}^{a+1}(\Delta f)ds - \mathcal{A}^{a+1}_t(f)$$

is a Brownian motion of variance $\Gamma^a_x \| \nabla f \|_{L^2}^2$ with respect to the filtration generated by $\mathcal{Y}^{a+1}$;

iv) The time-reversed processes $\mathcal{Y}^{a+1}_t = \mathcal{Y}^{a+1}_{T-t}$ and $\mathcal{A}^{a+1}_t = \mathcal{A}^{a+1}_{T-t} - \mathcal{A}^{a+1}_t$ also satisfy iii).

To prove tightness we will rely on widely used criteria: the Mitoma criterion [46], that reduces tightness of distribution-valued processes to tightness of real-valued processes; the Aldous’ criterion; and the Kolmogorov–Prohorov–Centsov’s criterion, invoked in the case of processes with continuous paths.
5.6. Convergence to the SBE. According to (56), first we look at the field \( \mathcal{M}_t = \mathcal{M}_t^{n,\alpha} \). Recall (51) and, so far, take there \( v_\alpha(n) = 0 \), this means there is no velocity for this mode. We will see below what is the velocity to take in such a way that we can control the terms in the martingale expansion. We denote by \( \bar{\mathcal{M}} = \mathcal{M} - \mathcal{M}_t^{n,\alpha} \) the centred variable. The infinitesimal current (centred by adding and subtracting appropriately \( \frac{1}{n} \mathcal{M}_t^{n,\alpha} \)) is

\[
 j_{x,x+1}^\alpha = \bar{\xi}_x + \bar{\mathcal{M}}_t^\alpha - \mathcal{M}_t^\alpha = \frac{E}{n^2} \bar{\xi}_x + \frac{E}{6n^3} (\bar{\xi}_x + \bar{\mathcal{M}}_t^\alpha).
\]

Note that for the choice of the rates in the case I, the current above does not depend on the other species of the system. We recall the definition of discrete derivatives (29). Dynkin’s formula for \( \mathcal{M}_t^{n,\alpha} \) reads as

\[
 \mathcal{M}_t^{n,\alpha} = \mathcal{M}_0^{n,\alpha} + \int_0^t ds \mathcal{M}_s^{n,\alpha} - \int_0^t ds \mathcal{V}_s^{n,\alpha} + \int_0^t ds \mathcal{B}_s^{n,\alpha} + \int_0^t ds \mathcal{C}_s^{n,\alpha}.
\]

For \( \gamma > 0 \), the variance of the last term goes to zero as \( n \to \infty \). We also get rid of the remaining degree one term on the last line by redefining the field \( \mathcal{M}_t^{n,\alpha} \) with a moving frame of velocity \( v_\alpha(n) = -\frac{E}{2} n^{3/2} \). To conclude, we need a second order Boltzmann–Gibbs principle to write \( \bar{\mathcal{M}}_t^\alpha \) in terms of a quadratic functional of the density field, in the case \( \gamma = 1/2 \); and to show that the term with the product \( \bar{\mathcal{M}}_t^\alpha \) vanishes as \( n \to +\infty \), when \( \gamma > 1/2 \). Therefore, from now on take \( \gamma = 1/2 \). If we denote by \( \xi^\alpha \) the average of \( \bar{\xi}_x \) on a box of size \( \varepsilon n \) to the right of \( x \) as in (32), the Boltzmann–Gibbs principle allows to replace the degree-two term with \( \left( \left( \frac{\xi^\alpha}{\varepsilon} \right) \right)^2 \) and therefore, we can close the equation in terms of the field \( \mathcal{M}_t^{n,\alpha} \) as

\[
 \mathcal{M}_t^{n,\alpha} = \mathcal{M}_0^{n,\alpha} + \int_0^t ds \mathcal{M}_s^{n,\alpha} - \int_0^t ds \mathcal{V}_s^{n,\alpha} + \int_0^t ds \mathcal{B}_s^{n,\alpha} + \int_0^t ds \mathcal{C}_s^{n,\alpha},
\]

with \( i(x) = \frac{1}{n} \mathbb{1}_{[x,x+1]} \) and \( v_\alpha(n) = -\frac{E}{2} n^{3/2} \). By making a change of variables we rewrite the last expression as

\[
 \mathcal{M}_t^{n,\alpha} = \mathcal{M}_0^{n,\alpha} + \int_0^t ds \mathcal{M}_s^{n,\alpha} - \int_0^t ds \mathcal{V}_s^{n,\alpha} + \int_0^t ds \mathcal{B}_s^{n,\alpha} + \int_0^t ds \mathcal{C}_s^{n,\alpha}.
\]

5.7. Convergence to OUE. We now discuss the second mode \( \mathcal{M}_t = \mathcal{M}_t^{n,\alpha} + 2 \mathcal{M}_t^{n,\alpha+1} \). For the species \( \alpha + 1 \) the infinitesimal current is

\[
 j_{x,x+1}^{\alpha+1} = \frac{1}{n^2} \mathcal{M}_t^{n,\alpha+1} - \mathcal{M}_t^{n,\alpha+1} + \frac{E}{6n^3} (\bar{\xi}_x + \bar{\mathcal{M}}_t^{n,\alpha+1}).
\]

We take the linear combination of the currents (60) and (64), and we redefine the fields \( \mathcal{M}_t^{n,\alpha} \) and \( \mathcal{M}_t^{n,\alpha+1} \) by choosing moving frames of velocity \( \bar{v}_\alpha(n) = \bar{v}_{\alpha+1}(n) = \frac{E}{2} n^{3/2} \). We observe that in this case both fields have the same velocity, nevertheless the field \( \mathcal{M}_t^{n,\alpha} \) is taken now in a different frame than the one we analysed in the previous subsection. In this way, the degree one terms in the current disappear and Dynkin’s formula
gives

$$\tilde{\mathcal{M}}_t^n(f) = \tilde{\mathcal{Z}}_t^n(f) - \tilde{\mathcal{Z}}_0^n(f) - \int_0^t ds \tilde{\mathcal{Z}}_s^n(\Delta_n f)$$

(65)

$$+ E \frac{\sqrt{n}}{n^\gamma} \int_0^t ds \sum_{x \in \mathbb{T}_n} \nabla^+_n T^+_n \mathbf{v}_{a+1}(n) f \left( \tilde{\xi}_n \right) \left[ \tilde{\varepsilon}_{\mathbf{x}_n} \tilde{\varepsilon}_{\mathbf{s}_{x+1}} + \tilde{\varepsilon}_{\mathbf{s}_{x+1}} \tilde{\varepsilon}_{\mathbf{s}_{x+1}} + \tilde{\varepsilon}_{\mathbf{x}_n} \tilde{\varepsilon}_{\mathbf{s}_{x+1}} \right] (s n^2).$$

From the second order Boltzmann-Gibbs principle, the last term in last display vanishes as $n \to +\infty$ if $\gamma > 1/2$. But for $\gamma = 1/2$, and again from that principle, we are able to replace $\tilde{\varepsilon}_{\mathbf{s}_{x+1}}' \tilde{\varepsilon}_{\mathbf{s}_{x+1}}$ with its average on a box of size $\varepsilon n$ to the left of $x$, $\tilde{\varepsilon}_{\mathbf{s}_{x+1}}' \tilde{\varepsilon}_{\mathbf{s}_{x+1}}$ with its average on a box of size $\varepsilon n$ to the right of $x + 1$, so that we can close the equation in terms of the fields $\tilde{\mathcal{Z}}_t^n$ and $\mathcal{Z}_t^n$ as

$$\tilde{\mathcal{M}}_t^n(f) = \tilde{\mathcal{Z}}_t^n(f) - \tilde{\mathcal{Z}}_0^n(f) - \int_0^t ds \tilde{\mathcal{Z}}_s^n(\Delta_n f) + E \int_0^t ds \frac{1}{n} \sum_{x \in \mathbb{T}_n} \nabla^+_n f \left( \tilde{\xi}_n \right) \mathcal{Z}_s^n(i \varepsilon \left( \tilde{\xi}_n \right)) \left[ \varepsilon_{n}^{x+1}(n) - \mathbf{v}_{a+1}(n) \right].$$

(66)

Here we performed the change of variables $x = z - \tilde{\varepsilon} n^{3/2} s$. This means that to conclude the argument we have to prove that the last integral of (66) goes to zero with $n \to \infty$. Informally, this should follow from the fact that we are evaluating the field $\mathcal{Z}_t^n$ in a frame which is not its “natural” one: taking the $n \to \infty$ limit, the support of $\mathcal{Z}_t^n$ goes to $-\infty$, away from the support of the test function $f$. A rigorous proof of this fact will appear in [32].
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