MATRIX METHOD FOR ANTENNA PLANE WAVE SPECTRUM CALCULATION USING IRREGULARLY DISTRIBUTED NEAR-FIELD DATA: APPLICATION TO FAR-FIELD ASSESSMENT

Mohamed Farouq, Mohammed Serhir, Dominique Picard

To cite this version:

Mohamed Farouq, Mohammed Serhir, Dominique Picard. MATRIX METHOD FOR ANTENNA PLANE WAVE SPECTRUM CALCULATION USING IRREGULARLY DISTRIBUTED NEAR-FIELD DATA: APPLICATION TO FAR-FIELD ASSESSMENT. Progress In Electromagnetics Research M, 2015, 42, pp.71-83. 10.2528/PIERM15010902 . hal-01242872

HAL Id: hal-01242872
https://centralesupelec.hal.science/hal-01242872
Submitted on 14 Dec 2015
Matrix Method for Antenna Plane Wave Spectrum
Calculation Using Irregularly Distributed Near-Field Data:
Application to Far-Field Assessment

Mohamed Farouq*, Mohammed Serhir, and Dominique Picard

Abstract—The matrix method for the calculation of antenna far-field using irregularly distributed near-field measurement data is presented. The matrix method is based on the determination of the plane wave expansion (PWE) coefficients from the irregular near-field samples using a matrix form that connects the radiated field with the corresponding plane wave spectrum. The plane wave spectrum is used to determine the far-field of the antenna under test (AUT). The matrix method has been implemented, and its potentialities are presented. The validations using analytical radiating model (dipoles array) and experimental measurement (X band standard gain horn antenna) results have demonstrated the efficiency and stability of the proposed method.

1. INTRODUCTION

The characterization of antenna far-field pattern is an important task of antenna measurement community. Among the existing methods for far-field assessment, we can find direct and indirect measurement techniques. The direct technique measures the antenna response when illuminated by a plane wave. This is reached directly at the far-field distance or using a compact range. The indirect technique is based on the near-field measurement over canonical surfaces in an anechoic chamber from which the radiation pattern is calculated through near-field to far-field transformation (NFFFT) algorithms. An overview of these algorithms is presented in [1]. The NFFFT are based on an expansion of the electromagnetic field into plane wave (PWE), cylindrical wave (CWE) or spherical wave (SWE). The geometry of the used scanning near-field surface imposes which wave expansion to use [2–7]. The planar near-field measurement technique is used to characterize directive antennas and have enjoyed a great popularity due to the relative simplicity involved in the data acquisition and processing. For the plane wave expansion, Wang [7] has presented a detailed examination of the theory and practice of this technique in 1988.

As an alternative to the wave expansion methods, it is possible to model the AUT through a set of equivalent currents distribution ([8–13]). These currents are set from the near-field measurement data, by solving the inverse radiation problem using the method of moments (MoM) [14]. This is the solution of the integral equations relating the equivalent currents and their radiated field that matches the measured one. From these equivalent currents, it is possible to calculate the AUT radiated field at any point of the space outside the equivalent sources domain. This method needs, however, the AUT a priori information: AUT location, dimensions, type.... The quality of the field reproduced (also the far-field) by the equivalent currents depends on the chosen distribution and spatial positioning of these equivalent electric or magnetic sources.

Newell [15] identified 18 error sources in the antenna planar near field measurements procedure and the impact of each near-field error on the far-field pattern was estimated. In [16], Muth evaluated
the effect of probe displacement errors in the planar near-field measurement procedure on the far-field pattern. In [16] not only the maximum far-field errors caused by systematic position errors or the dependence of this maximum on the wave-number were studied, but also it deduced the exact error that contaminated the far-field when the probe displacements were known. Moreover, the theoretical study was carried out with enough generality so that the analysis can be extended to study position errors in cylindrical and spherical scanning geometries. In [17] authors analyzed the same kind of errors but in bi-polar measurements. The NF measured with position errors may be consider either as an erroneous NF or as a NF measured on an irregular meshing. Considering this second situation the position errors may be random but have to be known (laser interferometry is often used for this purpose).

Dealing with irregular measurement data, the near-field plane wave expansion (PWE) based on 2-D Discret Fourier Transform (DFT) allowing the far-field calculation is not possible. Using the fact that the measured field is a band limited function [18], the irregular near-field is interpolated to reconstruct a regular near-field grid, then, the data are processed using classical 2-D DFT algorithm to determine the far-field radiation pattern. This solution based on interpolating the near-field has been presented by many authors and exists in a variety of coordinate systems [19–22]. Wittmann in [23] have proposed an approach to deal with these irregularities by combining unequally spaced DFT [24], interpolation, and the iterative conjugate gradient algorithm. More recently an interesting approach has been presented in [25–27] in which a plane wave expansion is used to calculate near-field to far-field transformation with similar paradigm of equivalent-currents method. This method permits the far-field calculation of the antenna from its near-field sampled over irregular grid. To overcome the computational complexity of this method the Multilevel Fast Multipole Method has been used [28] to perform matrix-vector products and accelerate the resolution of the linear system. The implementation of the fast multipole method proved to be a rather difficult task in part because of its complexity and because of the need to optimize all the steps of this method.

In this paper we present the matrix method to calculate the antenna PWE and consequently the far-field using non-uniformly spaced samples distributed randomly in 3-D rectangular surface (irregularities in \(x, y\) and \(z\) directions), where the Shannon criterion may be broken in limited area of the measurement surface [18]. The principle of the matrix method proposed here is based on the matrix formulation of the PWE that expresses the linear relationship between the irregularly distributed near-field data and the plane wave spectrum. Solving this linear system, we calculate the plane wave spectrum and the far-field in the half space in front of the AUT.

We aim at introducing the matrix technique for PWE calculation where no interpolation is used and no a priori information are needed to calculate the AUT far-field. The equivalent currents technique, where the a priori information is essential, is popular and we are interested in comparing the two techniques using synthetic and experimental data.

The paper is structured in the following sections. In Section 2 the mathematical developments of the matrix method are presented. Results issued from this method are presented in Section 3 for different antennas. The first studied AUT is an array of 10 \(\times\) 10 infinitesimal dipoles to generate the irregular near-field data analytically. Then, the far-field results of the proposed method are presented for an X band standard gain horn antenna measured in a planar near-field range at 12 GHz. Finally, a conclusion is outlined in Section 4.

2. THE MATRIX METHOD FOR PLANE WAVE EXPANSION

In this section we present the mathematical basis of the matrix method to calculate the PWE from a rectangular irregular near-field samples distributed randomly in a 3-D domain.

We start by recalling the theory of classical plane wave spectrum for regularly distributed near field data. Then we introduce the matrix method for such case. Finally we extend the matrix method to the case where the samples are irregularly distributed. Throughout this paper, \(\exp(j\omega t)\) time dependence is suppressed in all the \(E\)-field expressions.

The plane wave expansion (PWE) expresses the electric field vector \(\vec{E}\) at the point \((x_{\text{meas}}, y, z)\) of the measurement surface as a function of the plane wave spectrum vector \(\vec{F}\). In our analysis we suppose that only the tangential components \(E_y\) and \(E_z\) of the electric field are measured at the plane \(x_{\text{meas}}\) where the antenna boresight is in the \(x\)-direction. The field \(\vec{E}\) is expressed as a function of the plane
Accordingly we present the truncated form of (2) as
\[ \Delta \]
where,
\[ k = \text{grid provides from a slightly modified regular grid.} \]
The Near-Field (NF) data are collected over a 3-D known grid, which are due to the errors caused by the probe displacement. In other terms, the irregular
\[ \vec{F} \]
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In practice, the measurement surface cannot be infinite and \( y_{\text{min}} \leq y \leq y_{\text{max}} \) and \( z_{\text{min}} \leq z \leq z_{\text{max}} \). Accordingly we present the truncated form of (2) as
\[ \Delta \]
The near-field is discretized using the sampling steps \( \Delta y \) and \( \Delta z \) over \( y \) and \( z \) directions.
\[ \Delta \]
where, \( k_{n,m} = \sqrt{k^2 - (k_n)^2 - (k_m)^2} \), \( k \) is the wave-number in free space, \( \Delta k_y = 2\pi/(y_{\text{max}} - y_{\text{min}}) \), \( \Delta k_z = 2\pi/(z_{\text{max}} - z_{\text{min}}) \), \( P = (y_{\text{max}} - y_{\text{min}})/\Delta y + 1 \), \( Q = (z_{\text{max}} - z_{\text{min}})/\Delta z + 1 \), \( N = (k_y y_{\text{max}} - k_y y_{\text{min}})/\Delta k_y + 1 \) and \( M = (k_z z_{\text{max}} - k_z z_{\text{min}})/\Delta k_z + 1 \) with \( k_{\text{min}} \leq k_y \leq k_{\text{max}} \) and \( k_{\text{min}} \leq k_z \leq k_{\text{max}} \).

The field and the plane wave spectrum can be expressed as follow:
\[ \vec{E} = E_x \vec{e}_x + E_y \vec{e}_y + E_z \vec{e}_z \]
\[ \vec{F} = F_x \vec{e}_x + F_y \vec{e}_y + F_z \vec{e}_z \]

\[ \begin{align*}
E_y(x_{\text{meas}},y_p,z_q) &= \frac{1}{4\pi^2} \sum_{n=1}^{N} \sum_{m=1}^{M} F_y(k_n^m,k_z^m) e^{-j(k_y^m x_{\text{meas}} + k_y y_p + k_z z_q)} \Delta k_y \Delta k_z \\
E_z(x_{\text{meas}},y_p,z_q) &= \frac{1}{4\pi^2} \sum_{n=1}^{N} \sum_{m=1}^{M} F_z(k_n^m,k_z^m) e^{-j(k_y^m x_{\text{meas}} + k_y y_p + k_z z_q)} \Delta k_y \Delta k_z
\end{align*} \]

We express the matrix form of (6) and (7) as
\[ \begin{cases} 
E_y(x_{\text{meas}},y_p,z_q) = A_{\text{regular}} F_y(k_n^m,k_z^m) \\
E_z(x_{\text{meas}},y_p,z_q) = A_{\text{regular}} F_z(k_n^m,k_z^m)
\end{cases} \]

with
\[ A_{\text{regular}} = \frac{\Delta k_y \Delta k_z}{4\pi^2} \begin{pmatrix}
-\cdots & -\cdots & -\cdots \\
-\cdots & -\cdots & -\cdots \\
-\cdots & -\cdots & -\cdots
\end{pmatrix} \]

The matrix method consists in the inversion of the equation system (8) where \( F_y \) and \( F_z \) are the unknowns.

As an extension, we generalize the matrix method to deal with the irregular distributed data over a known grid, which are due to the errors caused by the probe displacement. In other terms, the irregular grid provides from a slightly modified regular grid. The Near-Field (NF) data are collected over a 3-D grid defined by \( x_{\text{min}}^{\text{irreg}} \leq x_{l}^{\text{irreg}} \leq x_{\text{max}}^{\text{irreg}}, y_{\text{min}}^{\text{irreg}} \leq y_{l}^{\text{irreg}} \leq y_{\text{max}}^{\text{irreg}} \) and \( z_{\text{min}}^{\text{irreg}} \leq z_{l}^{\text{irreg}} \leq z_{\text{max}}^{\text{irreg}} \), for \( 1 \leq l \leq L \), with \( L \) is the number of measured points.

In this situation (irregular distributed data), (8) can be rewritten as follow:
\[ \begin{cases} 
F_y^{\text{irreg}}(x_l^{\text{irreg}},y_l^{\text{irreg}},z_l^{\text{irreg}}) = A_{\text{irreg}} F_y(k_n^m,k_z^m) \\
F_z^{\text{irreg}}(x_l^{\text{irreg}},y_l^{\text{irreg}},z_l^{\text{irreg}}) = A_{\text{irreg}} F_z(k_n^m,k_z^m)
\end{cases} \]
where,

\[
A_{\text{irreg}} = \frac{\Delta k_y \Delta k_z}{4\pi^2} \begin{pmatrix}
- e^{-j(k_x^1 x_1 + k_y^1 y_1 + k_z^1 z_1)} & \ldots & - e^{-j(k_x^2 M x_M + k_y^2 y_L + k_z^2 z_L)} \\
\vdots & \ddots & \vdots \\
- e^{-j(k_x^1 x_L + k_y^1 y_L + k_z^1 z_L)} & \ldots & - e^{-j(k_x^2 M x_M + k_y^2 y_L + k_z^2 z_L)} 
\end{pmatrix}
\]

(11)

\[
F^*_{\text{irreg}} = \begin{pmatrix}
E_y & E_z \\
E_{\text{irreg}}(x_L, y_L, z_L) & \ldots & E_{\text{irreg}}(x_1, y_1, z_1) \\
E_{\text{irreg}}(x_1, y_1, z_1) & \ldots & E_{\text{irreg}}(x_L, y_L, z_L) 
\end{pmatrix},
F_z = \begin{pmatrix}
F_z(k_1, k_1) \\
\vdots \\
F_z(k_N, k_M) 
\end{pmatrix}
\]

(12)

Equation (10) is over determined since the number of equations exceeds the number of unknowns, we look for the least square solution (LSQR) of (10). The LSQR solution passes by the solution of (14).

\[
A^H_{\text{irreg}} F^*_{\text{irreg}} = A^H_{\text{irreg}} A_{\text{irreg}} F_y
\]

(14)

The operator \(A^H_{\text{irreg}}\) is the Hermitian (conjugate) transpose of \(A_{\text{irreg}}\). The least square solution \(F_y\) and \(F_z\) of (14) minimize \(||A^H_{\text{irreg}} F^*_{\text{irreg}} - A^H_{\text{irreg}} A_{\text{irreg}} F_y||\) and \(||A^H_{\text{irreg}} F^*_{\text{irreg}} - A^H_{\text{irreg}} A_{\text{irreg}} F_z||\). In the given example, different direct and iterative methods, the pseudo inverse, conjugate gradient (CG) and LSQR method [29] have been applied. LSQR and CG achieve a small residual of the same order, whereas LSQR shows a slightly faster convergence. The matrix inversion using the pseudo inverse method reveals, as expected, very long computation time, even for rather small matrices. The LSQR method is based on the bidiagonalization procedure of Golub and Kahan [29]. It is analytically equivalent to the standard method of conjugate gradients, but possesses more favorable numerical properties.

Once \(F_y\) and \(F_z\) are determined, the normal component \(F_x\) of the vector spectrum \(\vec{F}\) is calculated using the property that the region contains no free charges (\(\text{div}(\vec{E}) = 0)\)

\[
\vec{k} \cdot \vec{F} = 0
\]

\[
k_x F_x + k_y F_y + k_z F_z = 0
\]

(15)

Once the measured near-field plane wave spectrum is calculated the far-field in the spherical coordinates system \((r, \theta, \phi)\) is directly determined based on the following expression

\[
\vec{E}_{\text{far-field}}(r, \theta, \phi) = \frac{j k \sin \theta \cos \phi e^{-jk r}}{r} \vec{F}(k \sin \theta \sin \phi, k \cos \theta)
\]

(16)

As it can be seen the mathematical development of the matrix method for the plane wave expansion from irregular near-field data is easy to implement.

3. RESULTS

The matrix method is tested in two situations. In the first situation a numerical radiating antenna is considered. It is composed of 10 \(\times\) 10 infinitesimal electric dipoles. In this case, the NF irregular
positions are modeled considering the following procedure. First, we create a regular grid in both \( y \) and \( z \) directions using respectively the sampling steps \( \Delta y \) and \( \Delta z \). Then, we add random functions (\( \text{Random}_y, \text{Random}_z \) defined in Matlab) varying between \(-1\) and \(+1\). These functions allow us to create an irregular grid in two dimensions. The irregularities are controlled using the weighting factors \( \chi_y \) and \( \chi_z \). Finally, to generate a three dimensions irregularities we consider a given \( x_{\text{meas}} \) to which we add a random function \( \text{Random}_x \) varying between \( 0 \) and \( 1 \) and multiplied by a controlled irregularity factor \( \chi_x \). This procedure is formulated in (17)

\[
\begin{align*}
  y_{i(p,q)}^{\text{irreg}} &= p\Delta y + \text{Random}_y \chi_y \\
  z_{i(p,q)}^{\text{irreg}} &= q\Delta z + \text{Random}_z \chi_z \\
  x_{i(p,q)}^{\text{irreg}} &= x_{\text{meas}} + \text{Random}_x \chi_x
\end{align*}
\] (17)

In the second situation, we measure an X-band standard gain horn antenna in SUPELEC planar near-field range. This measurement setup allows only the near-field measurement over regular grid at certain distance from the AUT. In order to simplify the experimental validation of the matrix method, we just consider the irregularities created in \( x \) direction, because the majority of the existing methods are not able to take into account this irregularity. This is done by measuring the near field in different planes \( x = x_{\text{meas}} \). Then, experimental irregular near field data are constructed by choosing randomly the samples from the different measurement planes for each \((y_p, z_q)\).

In both situations, the far-field pattern is calculated using the matrix method, equivalent currents method and by DFT while ignoring irregularities and the different obtained far-field patterns are compared with the reference far-field (Fig. 1). In the numerical study the reference far-field is calculated directly. The reference far-field for the experimental study is obtained by DFT of the measured regular near-field at \( x_{\text{meas}} = 12 \) cm.

Figure 1. Validation procedure of the matrix method.

3.1. Numerical Study

The 10 \( \times \) 10 \( z \)-dipoles array under consideration is composed of equally excited dipoles distributed regularly over the plane \( yOz \). The dipoles are \( \lambda/2 \) spaced along the \( y \) and \( z \) directions (\( \lambda \) is the working wavelength). The near-field measurement surface is centered on the axis of the AUT and the field is collected over a square surface of side \( 20\lambda \) \((y_{\text{max}} = -y_{\text{min}} = z_{\text{max}} = -z_{\text{min}} = 10\lambda)\). The near field is collected at a distance of \( x^{\text{irreg}} \) with \( x_{\text{meas}} = \lambda \) from the antenna at the frequency 2 GHz. The finite size
of the measurement surface limits the reliable region of the calculated far-field. The reliable far-field angular region ($\theta_{\text{valid}}$ and $\phi_{\text{valid}}$) is computed as

$$\begin{align*}
\theta_{\text{valid}} &= \tan^{-1} \left( \frac{z_{\text{max}} - z_{\text{min}} - d}{2x_{\text{meas}}} \right) \\
\phi_{\text{valid}} &= \tan^{-1} \left( \frac{y_{\text{max}} - y_{\text{min}} - d}{2x_{\text{meas}}} \right)
\end{align*}$$

(18)

where, $d$ is the diameter of the AUT and $x_{\text{meas}}$ is the distance between the AUT and the measurement plane. In this case of study $\theta_{\text{valid}} = 80^\circ$ and $\phi_{\text{valid}} = 80^\circ$.

In order to evaluate the accuracy of the proposed method, we quantify the deviation between the co-polar far-field $E_{\text{calc}}$ issued from the different methods (matrix method and equivalent currents method) and the co-polar of the exact one $E_{\text{exact}}$ calculated directly from the dipoles radiation pattern, by means of the root mean square difference of the two far-fields. This quantity is evaluated either on the 2D or 1D far-field pattern. For example, the 2D far-field pattern deviation, i.e., error, is defined as below:

$$\text{Error(\%)} = 100 \sqrt{\frac{\sum_{\theta,\phi} |E_{\text{calc}}(\theta, \phi) - E_{\text{exact}}(\theta, \phi)|^2}{\sum_{\theta,\phi} |E_{\text{exact}}(\theta, \phi)|^2}}, \quad 10^\circ \leq \theta \leq 170^\circ \quad \text{and} \quad -80^\circ \leq \phi \leq 80^\circ$$

(19)

The results are presented and compared with the reference field ($E_{\text{exact}}$) in Figs. 2(a)–(b)–(c)–(d). Fig. 2 shows the far-field pattern calculated from a near field measured in irregular positions using $\chi_{y,z} = \chi_x = \lambda/10$. This means that the irregularity magnitude is $\lambda/5$ peak to peak. It is seen that the use of the matrix method based on the PWE gives a comparable accuracy with the equivalent currents method. Both methods fit very well the actual radiated far-field. In the case where we don’t take into account the irregularities, we use directly the discrete Fourier transform to calculate the plane wave spectrum and the far-field radiation pattern. This is presented in Fig. 2(d). The differences between this far-field and the actual one are important.

![Figure 2](image)

**Figure 2.** Amplitude of the radiation pattern (co-polar) as a function of $\theta$ and $\phi$. (a) Reference pattern, (b) matrix method, (c) equivalent currents method, (d) ignoring irregularities.

The principal plane cuts $\theta = 90^\circ$ and $\phi = 0^\circ$ of the co-polar component of the $E$-field pattern are presented in Fig. 3 for irregularities associated with $\chi_{y,z} = \chi_x = \lambda/10$. This shows the comparison between the reference and the far-field pattern obtained using the matrix method, equivalent currents method and when the irregularities are ignored. We note that both methods present a good agreement with the reference radiation pattern with an error of order 1.1$\%$ for $\theta = 90^\circ$ and 1.6$\%$ for $\phi = 0^\circ$ for the matrix method. The use of the equivalent currents method leads to errors of 1.6$\%$ for $\theta = 90^\circ$ and 1.4$\%$ for $\phi = 0^\circ$. In the situation where the irregularities are not taken into account, significant errors in the side lobes of the radiation pattern are induced.

We study the influence of the weighting factor $\chi_{y,z}$, $\chi_x$. Fig. 4 shows the far-field pattern determined using irregular near-field with $\chi_{y,z} = \chi_x = \lambda/5$. In this figure we present the results of the calculated
Figure 3. The far-field (co-polar) comparison at the principal plane cuts. The comparison includes: reference radiation pattern, matrix method, equivalent currents methods and when ignoring irregularities.

Figure 4. Amplitude of the radiation pattern (co-polar) as a function of $\theta$ and $\phi$. (a) Reference pattern, (b) matrix method, (c) equivalent currents method, (d) ignoring irregularities.

far-field using the matrix method, the equivalent currents method and when ignoring the irregularities. As it can be seen, increasing the weighting factor influences directly the far-field accuracy especially in the low level far-field areas. Moreover, in the case where we ignore the irregularities the radiation pattern is strongly modified.

In Fig. 5 we present the plane cuts $\theta = 90^\circ$ and $\phi = 0^\circ$ for $\chi_{y,z} = \chi_{x} = \lambda/5$. In these plane cuts the error between the reference far-field and the far-field pattern obtained using the matrix method is of order 2.3% for $\theta = 90^\circ$ and 1.4% for $\phi = 0^\circ$. The equivalent currents method presents the errors 1.9% for $\theta = 90^\circ$ and 1.5% for $\phi = 0^\circ$ plane cuts. Considering $\chi_{y,z,x} = \lambda/5$ makes the determination of the far-field pattern in the case where irregularities are not taken into account very critical (green curve). This leads to high errors in the main and side lobes of order 31.4% for $\theta = 90^\circ$ and 31.1% for $\phi = 0^\circ$.

Finally, we are interested in studying the effect of the signal to noise ratio (SNR) over the stability of the matrix and the equivalent currents methods. In fact, this can influence the accuracy of the matrix inversion when calculating the plane wave spectrum or for the equivalent currents determination. To do so, the near-field calculated at irregular positions $(x_{irreg}^1, y_{irreg}^1, z_{irreg}^1)$ with $\chi = \lambda/10$ and $\chi = \lambda/5$ is contaminated with a controlled white Gaussian noise to reduce the SNR.

Figure 6 presents the error values for $\chi = \lambda/10$ and $\lambda/5$ as a function of the near-field data SNR for the far-field calculated over a hemi-sphere ($2\pi$ steradian). It is seen from Fig. 6 that the error takes
Figure 5. Principal far-field (co-polar) plane cuts. The comparison includes: reference radiation pattern, matrix method, equivalent currents methods and when ignoring irregularities.

Figure 6. 2D error values for $\chi_{y,z} = \chi_x = \lambda/10$ and $\chi_{y,z} = \chi_x = \lambda/5$ versus the SNR for the matrix and the equivalent currents methods.

Figure 7. The horn antenna measured in the planar near-field facility.

high values for low SNR near-field data. However, beyond the threshold of 30 dB the error level stays stable. Moreover, we can see that increasing $\chi$ changes slightly the far-field results for both methods (+3%). These increasing values influence the low level far-field areas.

3.2. Experimental Study

Our purpose is to illustrate the capability of the matrix method for the determination of the far-field of a standard gain pyramidal horn antenna (Fig. 7) measured in SUPELEC planar near-field setup. We consider the operating frequency of 12 GHz. The horn aperture dimensions are $13\text{cm} \times 9\text{cm}$ and the measurement has been performed using an open-ended rectangular waveguide.

Using the planar translation axes set in the anechoic chamber we measure the tangential components of the near-field $E_y$ and $E_z$ radiated by the horn antenna over a regular grid ($-60\text{cm} \leq y_{\text{meas}} \leq 60\text{cm}$ and $-30\text{cm} \leq z_{\text{meas}} \leq 30\text{cm}$) with $\Delta y = \Delta z = \lambda/2.5$ sampling criterion in each dimension over 5 different planes ($x_{\text{meas}} = 10\text{cm}, 11\text{cm}, 12\text{cm}, 13\text{cm}$ and $14\text{cm}$). Then, the irregular near-field is constructed by choosing randomly the near-field samples from the 5 measurement grids for each $(y, z)$ positions.

Figure 8 presents the near-field magnitude for the case of regularly distributed near-field data ((a)
**Figure 8.** Near-field magnitude measured (a), (b) over a regular planar surface and (c), (d) over irregular surface.

**Figure 9.** Far-field (co-polar) comparison of the principal plane cuts $\theta = 90^\circ$ and $\phi = 0^\circ$ in the far-field validity zone ($\theta_{\text{valid}} \approx 60^\circ$ and $\phi_{\text{valid}} \approx 60^\circ$). The comparison includes: reference radiation pattern, the matrix method, the equivalent currents method and when ignoring irregularities.

**Table 1.** Computation time (s) and condition number for matrix method and equivalent currents method.

|                      | Computation time | Condition number |
|----------------------|------------------|------------------|
|                      | Matrix method    | Equivalent currents | Matrix method | Equivalent currents |
| Numerical validation | 6.8              | 30               | 2.2           | 3 \times 10^{11}   |
| Experimental validation | 572         | 1628            | 2.7           | 1.4 \times 10^{15} |

co and (b) cross polarization) and for the case of irregularly distributed data ((c) co and (d) cross polarization).

The far-field calculated using the matrix method is compared with the one calculated directly using DFT of regular near-field data measured at $x_{\text{meas}} = 12$ cm. This is considered as the reference far-field pattern. The green curve is associated with irregular near-field data to which a classical near-field to far field transformation is applied while neglecting the irregularities and by considering $x_{\text{meas}} = 12$ cm (medium value). For the equivalent currents assessment (electric and magnetic) we have defined a planar surface at the horn antenna aperture. The dimensions of this source surface are $-9$ cm $\leq y_s \leq 9$ cm and $-6$ cm $\leq z_s \leq 6$ cm and the number of equivalent currents to assess is $20 \times 30 = 600$. 
The comparison concerns the principal plane cuts as shown in Fig. 9. The far-field radiation patterns when neglecting irregularities are strongly affected. Using the proposed matrix method and the equivalent currents method the far-field results fits very well the reference one for the co-polarization plane cuts $\theta = 90^\circ$ and $\phi = 0^\circ$.

To get more insight into the efficiency of the proposed matrix method, we have presented in Table 1 the computation times and the condition numbers of the proposed method and the equivalent currents method. As it can be seen the matrix method converges rapidly to the desired solution and presents a low condition number which means that the problem is well posed.

4. CONCLUSION

The matrix method allowing the plane wave expansion of near-field over 3-D irregular grid has been proposed. The technique has shown a good accuracy and high calculation stability. The numerical validation examples have shown that for the near-field data measured at known irregular positions, the far-field can be accurately calculated. Experimental results have been presented using a standard gain horn antenna measured in the SUPELEC planar near-field facility. It has been shown that the radiation pattern of the antenna under test can be reconstructed accurately using the proposed method. However, in the case where we do not take into account the irregularities, the radiation pattern is strongly modified. The matrix method has shown interesting features: a low computational complexity, implementation simplicity, fast convergence to the solution, low condition number and also no a priori information about the AUT is needed in comparison with the well-known equivalent currents method.

APPENDIX A. THE EQUIVALENT CURRENTS METHOD

According to the equivalence theorem, the field radiated by an antenna can be reproduced from an equivalent set of electric and magnetic equivalent currents over the virtual surface $S'$ placed in the aperture of the radiating antenna (Fig. A1). The electric field integral equation [30] expresses the AUT of the source point (equivalent currents).

\[ \vec{E}_{\text{meas}}(\vec{r}) = \vec{E}_J(\vec{r}) + \vec{E}_M(\vec{r}) \] (A1)

\[ \vec{E}_J(\vec{r}) = -\frac{j}{4\pi k} \int \int_{S'} k^2 \vec{J}(\vec{r}') \frac{e^{-jkR}}{R} + \nabla \left( \nabla \left( \vec{J}(\vec{r}') \frac{e^{-jkR}}{R} \right) \right) dS' \] (A2)

\[ \vec{E}_M(\vec{r}) = -\frac{1}{4\pi} \nabla \times \int \int_{S'} \vec{M}(\vec{r}') \frac{e^{-jkR}}{R} dS' \] (A3)

In (A2) and (A3) $\vec{r}(x, y, z)$ is the position of the observation point and $\vec{r}'(x', y', z')$ is the position of the source point (equivalent currents). $R = |\vec{r} - \vec{r}'|$ is the distance between these two points. The equivalent currents are expressed as $\vec{M} = M_y \vec{e}_y + M_z \vec{e}_z$ and $\vec{J} = J_y \vec{e}_y + J_z \vec{e}_z$.

The Cartesian components of the electric field can be expressed according to [30] as

\[ E_{M_y}(x, y, z) = -\frac{1}{4\pi} \int_{y'} \int_{z'} (x - x') \frac{M_y}{R^3} \frac{1 + \frac{j k R}{R}}{R^3} e^{-jkR} dy' dz' \] (A4)

\[ E_{J_y}(x, y, z) = -\frac{j}{4\pi k} \int_{y'} \int_{z'} (G_1 J_y + (y - y') G_2 ((y - y') J_y + (z - z') J_z)) e^{-jkR} dy' dz' \] (A5)

\[ E_{M_z}(x, y, z) = -\frac{1}{4\pi} \int_{y'} \int_{z'} (x' - x) \frac{M_z}{R^3} \frac{1 + \frac{j k R}{R}}{R^3} e^{-jkR} dy' dz' \] (A6)

\[ E_{J_z}(x, y, z) = -\frac{j}{4\pi k} \int_{y'} \int_{z'} (G_1 J_z + (z - z') G_2 ((y - y') J_y + (z - z') J_z)) e^{-jkR} dy' dz' \] (A7)

with $G_1 = \frac{-1 - j k R + k^2 R^2}{R^3}$ and $G_2 = \frac{3 + 3 j k R - k^2 R^2}{R^3}$.
The numerical representation of the integral equations is a system of linear equations, where the currents $M_y, M_z, J_y$ and $J_z$ are the unknowns. We can write the Equations (A4)–(A7) in a matrix form

$$
\begin{pmatrix}
E_{\text{y,meas}} \\
E_{\text{z,meas}}
\end{pmatrix} =
\begin{pmatrix}
Z_{y,J_y} & Z_{z,J_z} & Z_{y,M_y} & Z_{y,M_z} \\
Z_{z,J_y} & Z_{z,J_z} & Z_{z,M_y} & Z_{z,M_z}
\end{pmatrix}
\begin{pmatrix}
J_y \\
J_z \\
M_y \\
M_z
\end{pmatrix}
$$

(A8)

where for example:

$$
Z_{y,J_y} = -\frac{j\eta\Delta y'\Delta z'}{4\pi k} e^{-jkR} \left( G_1 + (y - y')^2 G_2 \right)
$$

(A9)

where, $\Delta y'$ and $\Delta z'$ are the dimensions of the source rectangular patches. The solution of (A8) is performed as (10) using LSQR method. As presented in this paper, the mathematical formulation of the equivalent current method seems to be more complicated to handle than the matrix method presented above. Indeed, the accuracy of the equivalent currents method depends on the definition of the currents surface ($S'$) where these sources are uniformly distributed. This surface is defined based on the AUT a priori information and the number of considered equivalent sources is of crucial importance. The matrix method is easy and systematic in its application where no a priori information are needed.
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