Morphing parton showers with event derivatives
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We develop \textit{EventMover}, a differentiable parton shower event generator. This tool generates high- and variable-length scattering events that can be moved with simulation derivatives to change the value of the scale $\Lambda_{\text{QCD}}$ defining the strong coupling constant, without introducing statistical variations between samples. To demonstrate the potential for \textit{EventMover}, we compare the output of the simulation with $e^+e^-$ data to show how one could fit $\Lambda_{\text{QCD}}$ with only a single event sample. This is a critical step towards a fully differentiable event generator for particle and nuclear physics.

\textbf{Introduction.} Simulations are essential tools for parameter estimation in particle and nuclear physics. Parton shower event generators furnish a model of the energy evolution of scattering processes, and are thus a central part of simulations. Currently, the parameter estimation proceeds in three steps. First, a set of synthetic datasets are generated with various values of the parameters $\theta$. Then, the experimental and synthetic data are passed through a dimension reduction step. Even though the data can be very high dimensional, typically each dataset is reduced to a one-dimensional representation (e.g., a histogram). The dimensionality of the inference is limited because of the need to interpolate precisely between simulations produced with the coarsely spaced $\theta$ values. Finally, the reduced representations of data and simulation are compared. The $\theta$ corresponding to the synthetic dataset that is the best match to data is declared the fitted value. Depending on the definition of ‘best match’, synthetic datasets from nearby parameter values are then used to estimate uncertainties.

This paradigm significantly limits the potential to leverage data. The dimensional reduction of data often averages away important features, and may lead to suboptimal statistics to test the parameters of interest. To make the most of complex particle and nuclear physics data, we need to use the full events in their natural high-dimensionality. The key challenge is being able to interpolate event samples between values of simulation parameters. One method is to fit the simulation at values with a smooth function in the parameters $\theta$. This is called a surrogate model. Low-dimensional fits are common place in particle and nuclear physics. Deep learning methods are required to fit high-dimensional data with complex structure. Given a differentiable surrogate model, one can perform gradient descent for optimization. This approach has been explored for simulation/detector tuning [1, 2] and effective field theory analysis [3–6].

The main drawbacks of surrogate modeling are that many simulation runs are necessary for high-fidelity (yet always approximate) fits. In some special cases, analytic tools exist to automatically morph a simulation with $\theta_0$ into a simulation with $\theta_1$, by means of “reweighting”. For example, if the value of the strong coupling constant in a parton shower is varied, then event weights can be derived to adjust the relative event mixture [7–9]. While highly useful, this does not change the events themselves, as individual simulations would have done. The statistical power of the dataset is diluted as the weights move away from unity. Furthermore, there is no gradient information for relating events with nearby parameter values.

A general approach that solves the challenges of surrogate modeling is to make the simulation itself differentiable. A simulation is differentiable if it is efficient to compute derivatives with respect to the input parameters. When we refer to differentiability, we are specifically referring to \textit{automatic differentiation} (autodiff) whereby derivatives are tracked through the simulation function and can readily achieve machine precision. There are a variety of standard C++ and Python tools for performing autodiff. The Python tools are particularly widespread because they are naturally compatible with deep learning and running on Graphical Processing Units (GPUs). These tools include TensorFlow [10], JAX [11], and PyTorch [12]. The newest of these, JAX, is particularly popular because it provides an interface that is a drop-in replacement for numpy [13] functions and thus requires the least new syntax.

Our vision is for a fully differentiable event generator capable of comprehensively modeling scattering processes. This letter represents a significant step towards this goal by introducing \textit{EventMover}, the first differentiable parton shower. For momentum transfer $Q^2 \gg 1$ GeV, the phase space is mostly filled by final state radiation through showering. Therefore, we can capture the complex high- and variable-dimensional nature of scattering events with \textit{EventMover}. The ultimate differentiable event generator will also incorporate hadronization and matrix element (ME) generation. Hadronization cannot be modeled with first-principles simulations, making it natural to replace parameterised models directly with surrogates that can be tuned to data [14, 15]. Differentiable MEs based on MadGraph [16] have been proposed in Ref. [17, 18]. An analogous differentiable simulation program is currently underway in cosmology [19–21].
Differentiable Simulation. To illustrate how a simulation can be made differentiable, consider a Gaussian random variable $X \sim \mathcal{N}(\mu, \sigma)$ for mean $\mu$ and standard deviation $\sigma$. We can make this simulation differentiable by separating the randomness from the model parameters. Let $Z$ be a uniform random variable between 0 and 1. Then, $\phi(Z, \mu, \sigma) = \sigma \Phi^{-1}(Z) + \mu$ will have the same probability density as $X$, where $\Phi$ is the Gaussian Cumulative Distribution Function (CDF). Writing the simulator this way has the feature that the random variables $Z$ do not depend on the model parameters $\mu$ and $\sigma$. The simulator $z \rightarrow x = \phi(z, \mu, \sigma)$ is differentiable because we can compute $\partial x / \partial \mu$ and $\partial x / \partial \sigma$.

With the differentiable simulator $\phi$, we can smoothly move events. For example, if we have an event sample $\{x_i\}$ generated with a particular value $(\mu_0, \sigma_0)$, we can simulatenously create a new event sample $\{x_i'\}$ with $x_i' = x_i + \nabla_\sigma \phi \Delta \sigma$ that will be statistically identical to a sample generated with $(\mu_0, \sigma_0 + \Delta \sigma)$. The gradient itself can also be computed efficiently (see back propagation [22]). The moving of events in the Gaussian case is illustrated in Fig. 1 for $X \sim \mathcal{N}(\bar{0}, I_2) \in \mathbb{R}^2$ where $I_2$ is the $2 \times 2$ identity matrix and $\Delta \sigma = 0.5$. In this case, $\nabla_\sigma = [\Phi^{-1}(z_0), \Phi^{-1}(z_1)]$ so the further away a point starts from the origin, the more it gets moved.

The result of parton showering is variable particle-number scattering events $\bar{e}$ of a collection of particles, each of which is determined by an flavor, color, and four on-shell momentum quantum numbers.

The parameters of the PS are correlated with the modeling of the highest-energy scattering as well as with the dynamics of hadronization. In conventional event generators, such correlations cannot easily be investigated, since parameter changes require individual simulations, which are subject to uncorrelated random noise. The underlying issue is algorithmic: PSs rely on an accept-reject method to sample states, thus requiring an undetermined quantity of random numbers. Parameter variations can change the random state of the system drastically.

We have developed a new shower model that employs a fixed, well-defined quantity of random numbers. This model is based on the Discrete Quantum Chromodynamics (DQCD) method of [25], which has recently been employed in the context of quantum event generation [26]. We extend and improve this model to expose all latent variables and to enable automatic parameter variations through differentiable programming. The PS model depends on an overall mass scale $\Lambda$, which acts as parton-shower cut-off. We set the reference value of the running coupling through the identification $\Lambda = \Lambda_{QCD}$.

The DQCD method is based on the observation that gluons emitted from a color dipole act coherently if they are close enough in phase space. To model this explicitly, the emission phase space is discretized. In particular, the relative rapidity and relative transverse momentum are quantized. Subsequent emissions introduce a fractal phase space (‘grove’, $g_\Lambda$) with each new piece shrinking until there is no room past $\Lambda$. The kinematical properties in each discretized emission plane are used to compute the lab-frame momenta of the outgoing partons. As the number of possible emission histories is finite, there are a fixed number of possible random numbers needed to specify a state. This is fundamentally different from conventional PSs, where the number of emissions is unbounded. Going beyond previous implementations of DQCD, we set up the simulation code so that there is a one-to-one relation between random numbers and subsequent event generation, similarly to the Gaussian example from earlier. In essence, the coarse features of the result (number of emissions, phase-space regions assigned to the emissions) are selected before the actual generation step.

The simple DQCD algorithm captures all features of soft gluon emission from color dipoles and is amenable to differentialization. In particular, it is possible to compute gradients of both the event rate and the momenta of the outgoing partons with respect to $\Lambda$. The gradient of the event rate is valid even if the shifted parameters lead to a changed phase space volume. The event rate depends very weakly on the parameters, so that the shifted rates are very narrowly peaked around the original weight.

Crucially, we can now shift the kinematic properties of
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**FIG. 1.** An illustration of EventMover for a two-dimensional Gaussian simulation. The original events are independent standard normal random variables, which are moved to independent Gaussians with zero mean 0 and standard deviation 1.5. Projections of the two dimensions are shown at the top and on the right as histograms. The middle panel shows the trajectories of 20 events.

**Parton Shower Model.** Parton showers (PS) translate the ill-defined few-body scattering states into measurable asymptotic final states. They are crucial for any simulation of particle collisions (see e.g., Ref. [23, 24]).
individual events resulting from a change in \( \Lambda \):

\[
\tilde{e}(g_\Lambda, \Lambda) \rightarrow \tilde{e}(g_{\Lambda'}, \Lambda' = \Lambda + \Delta \Lambda)
= \tilde{e}(g_\Lambda, \Lambda) + \sum_{n=1}^{N} \frac{\partial^n \tilde{e}}{\partial \Lambda^n} \bigg|_{\Lambda}
\]

using autodiff to evaluate \( \partial^n \tilde{e}/\partial \Lambda^n \). These are the distinguishing features of EventMover.

Differentiation with respect to the mass scale \( \Lambda \) provides an excellent test of the algorithm, since \( \Lambda \)-variations change the phase space volume of the parton shower. Furthermore, information on the derivatives \( \partial^n \tilde{e}/\partial \Lambda^n \) allows to infer \( \Lambda \) from experimental data, and thus define an extraction of the QCD coupling.

Changes in \( \Lambda \) explicitly modify the phase space in the groves and implicitly modify the particle momenta via the two-particle invariant masses:

\[
m_{ij}^2 = \Lambda^2 \exp(\lambda_{ij}(g_\Lambda)), \quad \lambda_{ij}(g_\Lambda)
\]

where \( \lambda_{ij}(g_\Lambda) \) is the shortest distance between the two tips \( i \) and \( j \) along the grove graph. The \( \Lambda \)-dependence of \( \lambda_{ij}(g_\Lambda) \) is weak. Overall momentum conservation in \( \partial^n \tilde{e}/\partial \Lambda^n \) is guaranteed, but physical (on-shell, positive-energy) momenta of individual particles are not. This is expected, since off-shell momenta are required to morph a physical event to another physical event with new particle directions. Nevertheless, physical momenta of particles in moved events \( \tilde{e}(g_{\Lambda'}, \Lambda') \) may demand the inclusion of higher-order terms in Eq. 1. The required expansion order depends on the original kinematics of \( \tilde{e}(g_\Lambda, \Lambda) \) and the size and direction of the shift \( \Delta \Lambda \). In rare cases, \( n > 3 \) is required. The calculation of expansion terms would be impractical without autodiff.

Results. The main feature of EventMover is that it morphs events at one scale \( \Lambda \) into events at another scale \( \Lambda' \) using autodiff to realize Eq. 1. Examples of such “moved” events are shown in Fig. 2. This shows that by employing Eq. 1, morphed events move smoothly and non-trivially across phase space. We find that for the bulk of events, first-order shifts are sufficient for most of the event with softer particles sometimes requiring second-order terms to produce physical moved events.

The generation of full events allows for measurements of a plethora of observables that depend on final-state partons, jets, or hadrons. For example, Fig. 3 shows the spectrum of one of the most frequently studied event shape shape variables, thrust \( T \) [27]. Thrust-values of \( T \sim 1 \) (back-to-back jets) accounts for most of the cross section. The region \( T \lesssim 3/4 \) is highly sensitive to rare hard emissions and large invariant masses. The thrust variable provides an excellent laboratory to test the differentially moved events. To compare with data, the events are passed through the string hadronization model [28] as implemented in PYTHIA [29].

The baseline description of EventMover provides a satisfactory model of the ALEPH data [30] in Fig. 3. The most extreme event moves shift the baseline distribution by up to \( \pm 50\% \), and are intentionally large. Statistical mismatches between the moved events and the control samples are vanishing. This would not be the case when reweighting, yet not moving, events [7–9].

For the bulk of events \( T \gtrsim 0.9 \), moved events reproduce the respective control samples. For upward shifts of the mass scale, the control sample is reproduced throughout the whole spectrum. Downward shifts of the mass scale do, however, suffer from a pathological behavior. This observation is understood by dissecting the differentiation of the event kinematic properties. Via the chain rule, the derivative of \( \tilde{e} \) with respect to \( \Lambda \) is the gradient of the invariant-mass mapping \( m_{ij} \) with respect to \( \Lambda \) multiplied by the derivative of \( \tilde{e} \) with respect to the invariant masses.

The invariants are then moved back to smaller values through the \( m_{ij}^2 \)-derivative of the phase space mapping. The latter converges reasonably fast for small shifts, including variations from a small \( \Lambda \) value. For downwards shifts, the series converges slowly, since the moved events have to be “dragged back” past the baseline value from very high intermediate values. In phase-space regions that are sensitive to large virtualities, the speed of convergence is slow, since the on-shell conditions get violated more severely by low-order terms. Overall, the expansion fails to converge for large downward shifts at high virtuality.

Conclusions and Outlook. In this letter, we have introduced EventMover, a final-state parton-shower algorithm. The algorithm is differential in its model pa-
The main reason to develop a differentiable parton shower is to allow for a straightforward inference of its parameters and uncertainties. EventMover builds on the Discrete QCD method, which employs a phase-space discretization derived from leading-logarithmic soft gluon resummation in the limit of infinite colors. Although some improvements of this method are conceivable (see e.g. [33]), it is unlikely that higher-order QCD corrections could be derived analytically. One direction for improvement could be to infer the ‘correct’ phase space discretization (and rate) of higher-order corrections from comparison to analytic calculations. We believe EventMover is excellent candidate to build a precision parton shower on the Discrete-QCD paradigm, and hope that our method will inspire innovation enabling differentiable programming in traditional accept-reject-based showers on the quest for precision predictions [34].

**CODE AND DATA**

The EventMover code is available from gitlab.com/discreteqcd/eventmover. By virtue of JAX, the code may be run on CPUs and GPUs.
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