DISCRETE HARMONIC ANALYSIS
ASSOCIATED WITH JACOBI EXPANSIONS I:
THE HEAT SEMIGROUP
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ABSTRACT. In this paper we commence the study of discrete harmonic analysis
associated with Jacobi orthogonal polynomials of order \((\alpha, \beta)\). Particularly,
we give the solution \(W_{t}^{(\alpha, \beta)}\), \(t \geq 0\), and some properties of the heat equation
related to the operator \(J^{(\alpha, \beta)} - I\), where \(J^{(\alpha, \beta)}\) is the three-term recurrence
relation for the normalized Jacobi polynomials and \(I\) is the identity operator.
These results will be a consequence of a much more general theorem concerning
the solution of the heat equation for Jacobi matrices. In addition, we also prove
the positivity of the operator \(W_{t}^{(\alpha, \beta)}\) under some suitable restrictions on the
parameters \(\alpha\) and \(\beta\). Finally, we investigate mapping properties of the maximal
operators defined by the heat and Poisson semigroups in weighted \(\ell^{p}\)-spaces
using discrete vector-valued local Calderón-Zygmund theory. For the Poisson
semigroup, these properties follows readily from the control in terms of the
heat one.

1. Introduction

For \(\alpha, \beta > -1\) and \(n = 0, 1, 2, \ldots\), we consider the sequences \(\{a_{n}^{(\alpha, \beta)}\}_{n \in \mathbb{N}}\) and
\(\{b_{n}^{(\alpha, \beta)}\}_{n \in \mathbb{N}}\) whose elements are given by

\[
a_{n}^{(\alpha, \beta)} = \frac{2}{2n + \alpha + \beta + 2} \sqrt{(n + 1)(n + \alpha + 1)(n + \beta + 1)(n + \alpha + \beta + 1)} \quad \frac{2}{2n + \alpha + \beta + 2} \sqrt{(n + 1)(\beta + 1)},
\]

\[
b_{0}^{(\alpha, \beta)} = \frac{\beta - \alpha}{\alpha + \beta + 2},
\]

and

\[
b_{n}^{(\alpha, \beta)} = \frac{\beta - \alpha}{\alpha + \beta + 2},
\]

Then, for any given sequence \(\{f(n)\}_{n \geq 0}\), we define \(\{J^{(\alpha, \beta)} f(n)\}_{n \geq 0}\) by the relations

\[
J^{(\alpha, \beta)} f(n) = a_{n-1}^{(\alpha, \beta)} f(n - 1) + b_{n}^{(\alpha, \beta)} f(n) + a_{n}^{(\alpha, \beta)} f(n + 1), \quad n \geq 1,
\]
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and $J^{(\alpha,\beta)} f(0) = b_{0}^{(\alpha,\beta)} f(0) + a_{0}^{(\alpha,\beta)} f(1)$.

The sequences $\{a_{n}^{(\alpha,\beta)}\}_{n \geq 0}$ and $\{b_{n}^{(\alpha,\beta)}\}_{n \geq 0}$ are the ones involved in the three-term recurrence relation for the normalized Jacobi polynomials. By using the Rodrigues’ formula (see [14, p. 67, eq. (4.3.1)]), the Jacobi polynomials $P_{n}^{(\alpha,\beta)}(x)$, $n \geq 0$, are defined as

$$(1 - x)^{\alpha}(1 + x)^{\beta} P_{n}^{(\alpha,\beta)}(x) = \frac{(-1)^{n}}{2^{n} n!} \frac{d^{n}}{dx^{n}} ((1 - x)^{\alpha+n}(1 + x)^{\beta+n}).$$

They are orthogonal on the interval $[-1, 1]$ with respect to the measure

$$d\mu_{\alpha,\beta}(x) = (1 - x)^{\alpha}(1 + x)^{\beta} dx.$$ 

The family $\{p_{n}^{(\alpha,\beta)}(x)\}_{n \geq 0}$, given by $p_{n}^{(\alpha,\beta)}(x) = w_{n}^{(\alpha,\beta)} P_{n}^{(\alpha,\beta)}(x)$, where

$$w_{n}^{(\alpha,\beta)} = \frac{1}{\| P_{n}^{(\alpha,\beta)} \|_{L^{2}([-1, 1], d\mu_{\alpha,\beta})}} = \sqrt{\frac{(2n + \alpha + \beta + 1) n! \Gamma(n + \alpha + \beta + 1)}{2^{\alpha+\beta+1} \Gamma(n + \alpha + 1) \Gamma(n + \beta + 1)}}, \quad n \geq 1,$$

and

$$w_{0}^{(\alpha,\beta)} = \frac{1}{\| P_{0}^{(\alpha,\beta)} \|_{L^{2}([-1, 1], d\mu_{\alpha,\beta})}} = \sqrt{\frac{\Gamma(\alpha + \beta + 2)}{2^{\alpha+\beta+1} \Gamma(\alpha + 1) \Gamma(\beta + 1)}},$$

is a complete orthonormal system in the space $L^{2}([-1, 1], d\mu_{\alpha,\beta})$. Furthermore, we have that

$$J^{(\alpha,\beta)} p_{n}^{(\alpha,\beta)}(x) = x p_{n}^{(\alpha,\beta)}(x), \quad x \in [-1, 1].$$

The main purpose of this paper is the study of discrete harmonic analysis associated with the operator $J^{(\alpha,\beta)}$. Therefore, this work can be viewed as a generalization of the results presented in [3] for the discrete Laplacian

$$(1) \quad \Delta_{d} f(n) = f(n - 1) - 2 f(n) + f(n + 1), \quad n \in \mathbb{Z},$$

and in [11] for ultraspherical expansions, which corresponds with the case of $J^{(\alpha,\beta)}$ $\alpha = \beta = \lambda - 1/2$, $\lambda > -1/2$. On the other hand, it can also be considered as the discrete version of the harmonic analysis for the continuous Jacobi expansions developed, for example, in [7].

It is convenient for us to work with the operator

$$J^{(\alpha,\beta)} f(n) = (J^{(\alpha,\beta)} - I) f(n),$$

rather than working with $J^{(\alpha,\beta)}$ (here $I$ denotes the identity operator), since the translated operator $-J^{(\alpha,\beta)}$ is non-negative. In fact, the spectrum of $J^{(\alpha,\beta)}$ is the interval $[-1, 1]$, so that the spectrum of $-J^{(\alpha,\beta)}$ is $[0, 2]$. Observe that one could also get a positive operator by defining $J^{(\alpha,\beta)} f(n) = (J^{(\alpha,\beta)} + I) f(n)$, where in this case the spectrum would be the interval $[0, 2]$ and similar results of this paper would be attained.

Our main goal here is to give a precise and simple expression of the heat semigroup associated with $J^{(\alpha,\beta)}$ and to establish some of its properties. In forthcoming papers, we will analyse other aspects of discrete harmonic analysis related to Jacobi expansions.
For $n \geq 0$, $\alpha, \beta > -1$, and $t \geq 0$, the heat equation in this context is given
\[
\frac{\partial u(n,t)}{\partial t} = J^{(\alpha,\beta)} u(n,t)
\]
and for each sequence $\{f(n)\}_{n \geq 0}$ the corresponding initial-value problem is
\[
\begin{cases}
\frac{\partial u(n,t)}{\partial t} = J^{(\alpha,\beta)} u(n,t), \\
u(n,0) = f(n).
\end{cases}
\]
(2)

We will show in Section 2 that a solution is $u(n,t) = W^{(\alpha,\beta)} tf(n)$, with
\[
W^{(\alpha,\beta)} tf(n) = \sum_{m=0}^{\infty} f(m) K^{(\alpha,\beta)} t(m,n),
\]
where the kernel is
\[
K^{(\alpha,\beta)} t(m,n) = \int_{-1}^{1} e^{-(1-x)t} p^{(\alpha,\beta)} m(x)p^{(\alpha,\beta)} n(x) \, d\mu_{\alpha,\beta}(x).
\]
Additionally, as a consequence of a much more general result concerning the solution of the heat equation for Jacobi matrices, we will prove that the family $\{W^{(\alpha,\beta)} t\}_{t \geq 0}$ is a strongly continuous semigroup of operators on $\ell^2(N)$ (see Theorem 2.1).

It is worth pointing out that the kernel of the heat semigroup can be written in terms of special functions in the particular case $\alpha = \beta = -1/2$, which is related to Chebyshev polynomials of the first kind. Indeed, the change of variable $x = \cos \theta$, $\theta \in [0, \pi]$, lets us to write
\[
K^{(-1/2,-1/2)} t(m,n) = \int_{0}^{\pi} e^{-t(1-\cos \theta)} \cos(m\theta) \cos(n\theta) \, d\theta.
\]
Then, the identity (see [9, p. 456])
\[
\frac{1}{\pi} \int_{0}^{\pi} e^{z \cos \theta} \cos(m\theta) \, d\theta = I_m(z), \quad |\arg(z)| < \pi,
\]
where $I_m$ denotes the Bessel function of imaginary argument and order $m$, leads us to
\[
K^{(-1/2,-1/2)} t(m,n) = \frac{\pi}{2} e^{-t(I_{n-m}(t) + I_{n+m}(t))}.
\]
In [3], the starting point to study harmonic analysis for the discrete Laplacian was the study of the heat operator associated to it. The kernel of this operator is, precisely, the special function $I_m$. So, one can consider the present work as a natural extension of the corresponding results in that paper in view of the discussion above. The asymptotic behaviour of the functions $I_m$ was a fundamental tool in [3], however, in our case a deeper analysis of the kernel $K^{(\alpha,\beta)} t$ will be needed in order to obtain the appropriate estimates.

We will continue our analysis of the heat semigroup $\{W^{(\alpha,\beta)} t\}_{t \geq 0}$ showing that it is the unique solution of the initial-value problem (2) in a suitable space. Moreover, after extending the definition of the heat semigroup for sequences in $\ell^\infty(N)$, we will look at its positivity under some restrictions on the parameters $\alpha$ and $\beta$. The main tool to prove our result about the positivity of the coefficients is the linearization formula for Jacobi polynomials due to Gasper [6, 5]. Both results and their proofs will be included in Section 3.
Finally, we will devote Section 3 to deal with some weighted inequalities for the maximal operators related to the heat and Poisson semigroups.

A weight on \( \mathbb{N} \) will be a strictly positive sequence \( w = \{ w(n) \}_{n \geq 0} \). We consider the weighted \( \ell^p \)-spaces

\[
\ell^p(\mathbb{N}, w) = \left\{ f = \{ f(n) \}_{n \geq 0} : \| f \|_{\ell^p(\mathbb{N}, w)} := \left( \sum_{m=0}^{\infty} |f(m)|^pw(m) \right)^{1/p} < \infty \right\},
\]

\( 1 \leq p < \infty \), and the weak weighted \( \ell^1 \)-space

\[
\ell^{1,\infty}(\mathbb{N}, w) = \left\{ f = \{ f(n) \}_{n \geq 0} : \| f \|_{\ell^{1,\infty}(\mathbb{N}, w)} := \sup_{t>0} \sum_{m \in \mathbb{N} : |f(m)| > t} w(m) < \infty \right\},
\]

and we simply write \( \ell^p(\mathbb{N}) \) and \( \ell^{1,\infty}(\mathbb{N}) \) when \( w(n) = 1 \) for all \( n \in \mathbb{N} \).

Furthermore, we say that a weight \( w(n) \) belongs to the discrete Muckenhoupt \( A_p(\mathbb{N}) \) class, \( 1 < p < \infty \), provided that

\[
\sup_{0 \leq n \leq m, \ n, m \in \mathbb{N}} \frac{1}{m-n+1} \left( \sum_{k=n}^{m} w(k) \right)^{p-1} \left( \sum_{k=n}^{m} w(k)^{-1/(p-1)} \right) < \infty,
\]

and that \( w(n) \) belongs to the discrete Muckenhoupt \( A_1(\mathbb{N}) \) class if

\[
\sup_{0 \leq n \leq m, \ n, m \in \mathbb{N}} \frac{1}{m-n+1} \left( \sum_{k=n}^{m} w(k) \right) \max_{n \leq k \leq m} w(k)^{-1} < \infty,
\]

holds.

For sequences \( f \in \ell^\infty(\mathbb{N}) \), we define the Poisson operator by

\[
P_t^{(\alpha, \beta)} f(n) = \frac{1}{\sqrt{\pi}} \int_0^\infty e^{-u} \frac{u^{\alpha-\beta}}{t^{2\alpha/(2\alpha+1)}} f(n) \, du, \quad t \geq 0.
\]

(3)

The maximal heat and Poisson operators are given by

\[
W_t^{(\alpha, \beta)} f(n) = \sup_{t>0} |P_t^{(\alpha, \beta)} f(n)|
\]

(4)

and

\[
P_t^{(\alpha, \beta)} f(n) = \sup_{t>0} |P_t^{(\alpha, \beta)} f(n)|.
\]

(5)

We will prove that

\[
\| W_t^{(\alpha, \beta)} f \|_{\ell^p(\mathbb{N}, w)} \leq \| f \|_{\ell^p(\mathbb{N}, w)}
\]

and

\[
\| P_t^{(\alpha, \beta)} f \|_{\ell^p(\mathbb{N}, w)} \leq \| f \|_{\ell^p(\mathbb{N}, w)},
\]

for \( f \in \ell^p(\mathbb{N}, w) \), \( w \) a weight in the discrete \( A_p(\mathbb{N}) \) class, \( 1 < p < \infty \), and parameters \( \alpha, \beta \geq -1/2 \). Furthermore, we will also give weak type inequalities in the case \( p = 1 \). These estimates will be obtained as a consequence of an appropriate discrete vector-valued local Calderón-Zygmund theory developed in [1]. The result concerning these inequalities (Theorem 4.1) and a revisited overview of the aforementioned Calderón-Zygmund theory will be given in Section 4. The corresponding technical results to show the main estimates will be included in Section 5.
2. The heat semigroup for Jacobi matrices

In this section we are interested in the heat semigroup related to Jacobi matrices, that is, infinite tridiagonal matrices

\[ J = \begin{pmatrix} b_0 & a_0 & 0 & 0 & \cdots \\ a_0 & b_1 & a_1 & 0 & \cdots \\ 0 & a_1 & b_2 & a_2 & \cdots \\ 0 & 0 & a_2 & b_3 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \]

with \( a_n > 0 \) and \( b_n \in \mathbb{R} \) for all \( n \in \mathbb{N} \). We suppose that \( \{a_n\}_{n \geq 0} \) and \( \{b_n\}_{n \geq 0} \) are bounded sequences so that \( J \) defines a bounded self-adjoint linear operator on \( \ell^2(\mathbb{N}) \). In this situation, Favard’s theorem (see [4] and [2, Ch. 1, Theorem 4.4]) states that each Jacobi matrix corresponds to a spectral measure \( \mu \) with a compact support \( X \) having an infinite number of points. Moreover, there exists a family of orthonormalized polynomials \( \{p_n\}_{n \geq 0} \) in \( L^2(X, \mu) \), i.e.,

\[ \int_X p_n(x) p_m(x) \, d\mu(x) = \delta_{nm}, \]

where \( \delta_{nm} \) denotes the Kronecker’s delta, satisfying the three-term recurrence relation

\[ xp_n(x) = a_{n-1}p_{n-1}(x) + b_np_n(x) + a_np_{n+1}(x), \quad x \in X, \]

with \( p_{-1}(x) = 0 \), and where the sequences \( \{a_n\}_{n \geq 0} \) and \( \{b_n\}_{n \geq 0} \) are the entries of the Jacobi matrix \( J \) associated with the measure \( \mu \).

As it is well-known, the measure \( \mu \) related to a Jacobi matrix may not be unique (see [13, § 56]). However, if so, then the family of orthonormal polynomials \( \{p_n\}_{n \geq 0} \) is dense in \( L^2(X, d\mu) \) (see [11, Theorem 2.14]). Hence, the Fourier series related to them is convergent in the space \( L^2(X, \mu) \) and for each \( f \in L^2(X, \mu) \), with the Fourier coefficients given by

\[ c_m(f) = \int_X f(t)p_m(t) \, d\mu(t), \]

the identity

\[ f(x) = \sum_{m=0}^{\infty} c_m(f)p_m(x), \]

holds in \( L^2(X, \mu) \). In order to guarantee the uniqueness of the measure \( \mu \), we suppose that \( a_n \to a \) and \( b_n \to b \) (with both \( a \) and \( b \) finite), so \( X \) is bounded with at most countably many points outside the interval \([b - 2a, b + 2a]\), with \( b \pm 2a \) the limit points of \( X \) (see [2, Ch. 2, Theorem 5.6]).

The main target of this section is to find the solution of the heat equation associated with a perturbation of the Jacobi matrix \( J \) which is given in the following way: for each Jacobi matrix, let \( s \) be the maximum of the support of the measure \( \mu \) and \( s^+ = \max\{s, 0\} \), and define the operator

\[ \mathcal{J} = J - s^+ I, \]

where \( I \) is the infinite identity matrix. Observe that now

\[ \mathcal{J} p_n(x) = (x - s^+) p_n(x), \quad x \in X. \]
Then, for \( n \geq 0 \) and \( t \geq 0 \), and each appropriate sequence \( \{f(n)\}_{n \geq 0} \), we consider the initial-value problem corresponding to the heat equation equation associated with the operator \( \mathcal{J} \) given by

\[
\begin{aligned}
\frac{\partial u(n, t)}{\partial t} &= \mathcal{J} u(n, t), \\
u(n, 0) &= f(n).
\end{aligned}
\]

Let us begin checking that

\[ u(n, t) = W_t f(n), \]

where

\[ W_t f(n) = \sum_{m=0}^{\infty} f(m) K_t(m, n) \quad (7) \]

and

\[ K_t(m, n) = \int_X e^{(x-s^+)t} p_m(x) p_n(x) \, d\mu(x), \]

is a solution of the initial-value problem. First, note that \( W_t f \) is well defined for each sequence \( f \in \ell^2(\mathbb{N}) \). Indeed,

\[ |W_t f(n)| \leq \|f\|_{\ell^2(\mathbb{N})} \|K_t(\cdot, n)\|_{\ell^2(\mathbb{N})} \]

and, by Parseval’s identity,

\[ \|K_t(\cdot, n)\|_{\ell^2(\mathbb{N})} = \|e^{(-s^+)t} p_n\|_{L^2(X,\mu)} \leq \|p_n\|_{L^2(X,\mu)} = 1. \]

Following a similar argument we have that \( \frac{\partial}{\partial t} W_t f(n) \) is well defined and

\[ \frac{\partial}{\partial t} W_t f(n) = \sum_{m=0}^{\infty} f(m) \int_X e^{(x-s^+)t} (x-s^+) p_m(x) p_n(x) \, d\mu(x). \]

Then, using (6), we get \( \frac{\partial}{\partial t} W_t f(n) = \mathcal{J} W_t f(n) \). In addition, by means of the identity

\[ K_0(m, n) = \delta_{mn}, \quad (8) \]

where \( \delta_{mn} \) denotes the Kronecker’s delta, it is immediate to see that \( W_0 f(n) = f(n) \).

The following theorem shows that the family of operators \( \{W_t\}_{t \geq 0} \) is a strongly continuous semigroup of operators on \( \ell^2(\mathbb{N}) \) and that \( W_t \) satisfies a contraction property.

**Theorem 2.1.** Let \( W_t \) the operator defined by (7), then for each sequence \( f \in \ell^2(\mathbb{N}) \) we have that

\[ \|W_t f\|_{\ell^2(\mathbb{N})} \leq \|f\|_{\ell^2(\mathbb{N})}. \quad (9) \]

Moreover,

a) \( W_{t_1} W_{t_2} f(n) = W_{t_1+t_2} f(n) \), for \( t_1, t_2 \geq 0 \), \( n \in \mathbb{N} \),

b) \( W_0 f(n) = f(n) \), \( n \in \mathbb{N} \) and,

c) \( \lim_{t \to 0^+} \|W_t f - f\|_{\ell^2(\mathbb{N})} = 0. \)
Before giving the proof of the theorem we make some important remarks.

It is well-known that for each sequence in \( f \in \ell^2(\mathbb{N}) \) there is a function \( F \in L^2(X, d\mu) \) such that

\[
F(x) = \sum_{m=0}^{\infty} f(m)p_m(x),
\]

where the convergence holds in the \( L^2(X, d\mu) \) sense, and \( c_m(F) = f(m) \). Furthermore, we have Parseval’s identity

\[
\|F\|_{L^2(X, d\mu)} = \|f\|_{\ell^2(\mathbb{N})}.
\]

Obviously, given two sequences \( f_1, f_2 \in \ell^2(\mathbb{N}) \), the identity

\[
\int_X F_1(x)F_2(x) \, d\mu(x) = \sum_{m=0}^{\infty} f_1(m)f_2(m),
\]

where the functions \( F_1 \) and \( F_2 \) are defined as in (10), holds.

**Proof of Theorem 2.1.** Let us first show that (9) holds. Note that

\[
W_t f(n) = \int_X e^{(x-s^+)t} F(x)p_n(x) \, d\mu(x) = c_n(e^{(-s^+)t} F)
\]

where \( F \) is defined by (10). So, taking \( \ell^2 \)-norm and considering Parseval’s identity, (9) is proved. Indeed,

\[
\|W_t f\|_{\ell^2(\mathbb{N})} = \|c_n(e^{(-s^+)t} F)\|_{\ell^2(\mathbb{N})} = \|e^{(-s^+)t} F\|_{L^2(X, d\mu)}
\]

\[
\leq \|F\|_{L^2(X, d\mu)} = \|f\|_{\ell^2(\mathbb{N})}.
\]

To prove a), we note that

\[
K_{t_1}(k, n) = c_k(e^{t_1(-s^+)p_n}),
\]

and then we use (11) to get

\[
W_{t_1}W_{t_2} f(n) = \sum_{k=0}^{\infty} c_k(e^{t_2(-s^+) F})c_k(e^{t_1(-s^+)p_n})
\]

\[
= \int_X e^{(t_1+t_2)(x-s^+)} F(x)p_n(x) \, d\mu(x) = W_{t_1+t_2} f(n).
\]

Part b) is a simple consequence of (8). Finally, to prove part c), we observe that

\[
\|W_t f - f\|_{\ell^2(\mathbb{N})} = \|c_n((e^{(-s^+)t} - 1)F)\|_{\ell^2(\mathbb{N})} = \int_X (e^{(x-s^+)t} - 1)^2 F^2(x) \, d\mu(x)
\]

and the result is immediate. \( \square \)

**Remark 1.** Defining the maximal operator by

\[
W_* f(n) = \sup_{t>0} \|W_t f(n)\|, \quad f \in \ell^2(\mathbb{N}),
\]

using ideas from [12, Ch. III] and the estimate (9), we can conclude the \( \ell^2 \)-boundedness of the heat operator, that is,

\[
\|W_* f\|_{\ell^2(\mathbb{N})} \leq C\|f\|_{\ell^2(\mathbb{N})}.
\]
Note that an immediate corollary of this fact is the a.e.-convergence of the heat operator, that is,
\[ \lim_{t \to 0^+} W_t f(n) = f(n), \quad \text{a.e.,} \]
for each sequence \( f \in \ell^2(\mathbb{N}) \).

**Remark 2.** From a) in Theorem 2.1, it is immediate to get a Chapman-Kolgomorov type identity in our setting. In fact, it is verified that
\[ \sum_{m=0}^{\infty} K_{t_1}(m, n) K_{t_2}(m, j) = K_{t_1+t_2}(n, j), \quad n, j \geq 0. \]

3. **TWO ADDITIONAL PROPERTIES FOR THE HEAT SEMIGROUP** \( W_t^{(\alpha, \beta)} \)

In the previous section we have analyzed the heat semigroup related to a general Jacobi matrix. Unfortunately, to study other deeper properties of this operator we need extra information of the associated family of orthogonal polynomials. In the particular case of the Jacobi polynomials we have a specific knowledge of their behaviour and we can prove some additional results. In fact, in this section, we prove a uniqueness result for the solution of the initial-value problem (2) and we establish the positivity of \( W_t^{(\alpha, \beta)} \).

3.1. **A uniqueness result.** To prove our uniqueness result we employ a well-known energy method which uses the following decomposition of our operator
\[ J^{(\alpha, \beta)} = -\delta^* \delta, \]
where
\[ \delta f(n) = d_n f(n) - e_n f(n+1), \quad n \geq 0, \]
\[ \delta^* f(n) = d_n f(n) - e_{n-1} f(n-1), \quad n \geq 1, \]
and \( \delta^* f(0) = d_0 f(0) \), with the sequences \( \{d_n\}_{n \geq 0} \) and \( \{e_n\}_{n \geq 0} \) defined by
\[ d_0 = \sqrt{\frac{2(\alpha+1)}{\alpha+\beta+2}}, \]
\[ d_n = \sqrt{\frac{2(n+\alpha+\beta+1)(n+\alpha+1)}{(2n+\alpha+\beta+1)(2n+\alpha+\beta+2)}}, \quad n \geq 1, \]
and
\[ e_n = \sqrt{\frac{2(n+\beta+1)(n+1)}{(2n+\alpha+\beta+2)(2n+\alpha+\beta+3)}} n \geq 0. \]

Note that \( \delta \) and \( \delta^* \) are adjoint operators in \( \ell^2(\mathbb{N}) \).

To formulate our uniqueness result we introduce the following space of sequences
\[ \ell^2_* = \left\{ u(n, t) : \sup_{t > 0} |u(n, t)| \in \ell^2(\mathbb{N}) \right\}. \]

**Proposition 3.1.** For each \( f \in \ell^2(\mathbb{N}) \), the unique solution in \( \ell^2_* \) of the initial-value problem (2) is \( W_t^{(\alpha, \beta)} f \).

**Proof.** From the estimate (12), it is clear that \( W_t^{(\alpha, \beta)} \) is a solution of the initial-value problem (2) in the space \( \ell^2_* \). It remains to prove the uniqueness in this space.
Suppose that (2) has two solutions in $\ell^2$, say for example, $u_1(n, t)$ and $u_2(n, t)$. Note that $u(n, t) = u_1(n, t) - u_2(n, t)$ solves
\begin{equation}
\frac{\partial u(n, t)}{\partial t} = J^{(\alpha, \beta)} u(n, t),
\end{equation}
\begin{equation}
u(n, 0) = 0.
\end{equation}

Then, set
\begin{equation}
E(t) = \frac{1}{2} \sum_{n=0}^{\infty} (u(n, t))^2, \quad t \geq 0.
\end{equation}

Clearly, $E(t) \geq 0$ for all $t \geq 0$. Furthermore, using (2) and the definition of $J^{(\alpha, \beta)}$, we have that
\begin{equation}
\frac{\partial}{\partial t}((u(n, t))^2) \leq C(|u(n, t)u(n - 1, t)| + (u(n, t))^2 + |u(n, t)u(n + 1, t)|)
\end{equation}
and then, using that $u \in \ell^2$, we can interchange the derivative and the sum. In this way,
\begin{equation}
\frac{d}{dt}E(t) = \sum_{n=0}^{\infty} u(n, t)J^{(\alpha, \beta)} u(n, t) = -\sum_{n=0}^{\infty} u(n, t)\delta^* \delta u(n, t).
\end{equation}

Since $\delta$ and $\delta^*$ are adjoint operators in $\ell^2(\mathbb{N})$ we deduce that
\begin{equation}
\frac{d}{dt}E(t) = -\sum_{n=0}^{\infty} (\delta u(n, t))^2 \leq 0.
\end{equation}

Hence, since $E(0) = 0$, we deduce that $E(t) \leq 0$ and then $u_1(n, t) = u_2(n, t)$.

3.2. On the positivity of $W_t^{(\alpha, \beta)}$. Now, we investigate the positivity of the heat semigroup $\{W_t^{(\alpha, \beta)}\}_{t \geq 0}$. In fact, we are going to prove that $W_t^{(\alpha, \beta)} f$ is non-negative provided $f$ is a non-negative sequence in $\ell^\infty(\mathbb{N})$. Note that, from the results in the previous section, we have that $W_t^{(\alpha, \beta)}$ is well defined for sequences in $\ell^2(\mathbb{N})$. So, we first have to extend the definition to the space $\ell^\infty(\mathbb{N})$. This fact is a consequence of the following lemma.

**Lemma 3.2.** Let $\alpha, \beta \geq -1/2$ and $n \neq m$, then
\begin{equation}
|R_t^{(\alpha, \beta)}(m, n)| \leq C \frac{t^{1/2}}{|m - n|^\gamma}.
\end{equation}

The proof of this result will given in the last section and will be a consequence of Lemma 5.1.

The main tool to prove the positivity of $W_t^{(\alpha, \beta)}$ is a well-known linearization formula for the product of two Jacobi polynomials due to G. Gasper. For the normalized polynomials $p_n^{(\alpha, \beta)}$, $n \geq 0$, $\alpha, \beta > -1$, it reads as follows
\begin{equation}
p_m^{(\alpha, \beta)}(x)p_n^{(\alpha, \beta)}(x) = \sum_{k=|m-n|}^{m+n} c(k, n, m, \alpha, \beta)p_k^{(\alpha, \beta)}(x),
\end{equation}
where the coefficients $c(k, n, m, \alpha, \beta)$ are non-negative if and only if $(\alpha, \beta) \in V$. Here we say that $(\alpha, \beta)$ belongs to the set $V$ if $\alpha, \beta > -1$, $\alpha \geq \beta$ and
\begin{equation}
(\alpha + 1)(\alpha + 4)(\alpha + 6) \geq (\alpha - \beta)^2((\alpha + 1)^2 - 7(\alpha + 1) - 24).
\end{equation}
The previous general result was given in [6]. The result in [5] establishes the positivity of the coefficients \( c(k, n, m, \alpha, \beta) \) under the simpler (but less general) conditions \( \alpha \geq \beta \) and \( \alpha + \beta \geq -1 \).

**Theorem 3.3.** Let \( \alpha \geq \beta \geq -1/2 \). Then for each non-negative sequence \( f \in \ell^\infty(\mathbb{N}) \), the heat operator \( W_t^{(\alpha, \beta)} f \) is non-negative.

**Proof.** The operator \( W_t^{(\alpha, \beta)} \) is well defined for sequences in \( \ell^\infty(\mathbb{N}) \) by Lemma 3.2. In order to prove the result it suffices to check that the kernel \( K_t^{(\alpha, \beta)} \) is non-negative. By using the linearization formula (15) we can express the kernel in the following way

\[
K_t^{(\alpha, \beta)}(m, n) = \sum_{k=|m-n|}^{m+n} c(k, n, m, \alpha, \beta) \int_{-1}^{1} e^{-(1-x)t} p_k^{(\alpha, \beta)}(x) d\mu_{\alpha, \beta}(x),
\]

with \( c(k, n, m, \alpha, \beta) \geq 0 \). So, by using that

\[
\int_{-1}^{1} e^{-(1-x)t} p_k^{(\alpha, \beta)}(x) d\mu_{\alpha, \beta}(x) = e^{-2t} w_k^{(\alpha, \beta)} \int_{-1}^{1} e^{(1+x)t} P_k^{(\alpha, \beta)}(x) d\mu_{\alpha, \beta}(x),
\]

the proof reduces to show that

\[
\int_{-1}^{1} e^{(1+x)t} P_k^{(\alpha, \beta)}(x) d\mu_{\alpha, \beta}(x) \geq 0.
\]

To prove it, we consider the identity [10, p. 572, eq. 10]

\[
\int_{-a}^{a} (x + a)^{\delta-1} (a - x)^{\rho} e^{-p(x+a)^r} P_n^{(\rho, \sigma)} \left( \frac{x}{a} \right) dx = \frac{(-1)^n \Gamma(\rho + n + 1)}{n!} \times (2a)^{\delta+\rho} \sum_{j=0}^{\infty} \frac{(\sigma - \rho + rj + 1)_n}{j!} \frac{\Gamma(\delta + rj)}{\Gamma(\delta + \rho + rj + n + 1)} (-2a^\rho)^j,
\]

which holds under the restrictions \( a, r, \delta > 0 \) and \( \rho > -1 \) and where here \( (\cdot)_n \) denotes the Pochhammer symbol. Thus, taking the parameters \( a = 1, \delta = \beta + 1, \rho = \alpha, p = -t, r = 1, n = k, \) and \( \sigma = \beta \) in the previous identity and using the fact that

\[
\frac{(-j)_k}{j!} = \begin{cases} (-1)^k, & j \geq k, \\ 0, & j < k, \end{cases}
\]

we deduce that

\[
\int_{-1}^{1} e^{(1+x)t} P_k^{(\alpha, \beta)}(x) d\mu_{\alpha, \beta}(x) = \frac{2^{\alpha+\beta+1} (-1)^k \Gamma(\alpha + k + 1) \sum_{j=0}^{\infty} \frac{(-j)_k}{j!} \frac{\Gamma(\beta + j + 1)}{\Gamma(\alpha + \beta + k + j + 2)} (2t)^j}{k!}.
\]

In this way, each integral in (16) is non-negative and the proof is finished.  \( \square \)
Remark 3. It is interesting to observe that the proof also works if we consider sequences in \( \ell^2(\mathbb{N}) \) instead of in \( \ell^\infty(\mathbb{N}) \). In this case the hypotheses on the parameters \( \alpha \) and \( \beta \) could be improved to \((\alpha, \beta) \in V\).

4. Weighted inequalities for maximal operators

We devote this section to analyze some weighted inequalities for the operators \( W_{*}^{(\alpha,\beta)} \) and \( P_{*}^{(\alpha,\beta)} \) by using an appropriate discrete vector-valued local Calderón-Zygmund theory which has been developed in \([1]\). There, the interested reader can find some useful references concerning vector-valued Calderón-Zygmund theory.

The next theorem includes mapping properties in weighted \( \ell^p \)-spaces of the heat maximal operator \( W_{*}^{(\alpha,\beta)} \).

Theorem 4.1. Let \( \alpha, \beta \geq -1/2 \) and consider the maximal operator \( W_{*}^{(\alpha,\beta)} \) defined by \((4)\).

(a) If \( 1 < p < \infty \) and \( w \in A_p(\mathbb{N}) \), then

\[
\| W_{*}^{(\alpha,\beta)} f \|_{\ell^p(\mathbb{N}, w)} \leq C \| f \|_{\ell^p(\mathbb{N}, w)},
\]

for all \( f \in \ell^p(\mathbb{N}, w) \).

(b) If \( w \in A_1(\mathbb{N}) \), then

\[
\| W_{*}^{(\alpha,\beta)} f \|_{\ell^1(\mathbb{N}, w)} \leq C \| f \|_{\ell^1(\mathbb{N}, w)},
\]

for all \( f \in \ell^1(\mathbb{N}, w) \).

As an immediate consequence of Theorem 4.1 and the pointwise domination

\[
P_{*}^{(\alpha,\beta)} f(n) \leq W_{*}^{(\alpha,\beta)} f(n), \quad n \geq 0, \quad \alpha, \beta > -1,
\]

which follows from the definition of the Poisson operator (see \((3)\)), we deduce the following result for the maximal operator of the Poisson operator \( P_{*}^{(\alpha,\beta)} \).

Corollary 4.2. Let \( \alpha, \beta \geq -1/2 \) and consider the maximal operator \( P_{*}^{(\alpha,\beta)} \) defined by \((5)\).

(a) If \( 1 < p < \infty \) and \( w \in A_p(\mathbb{N}) \), then

\[
\| P_{*}^{(\alpha,\beta)} f \|_{\ell^p(\mathbb{N}, w)} \leq C \| f \|_{\ell^p(\mathbb{N}, w)},
\]

for all \( f \in \ell^p(\mathbb{N}, w) \).

(b) If \( w \in A_1(\mathbb{N}) \), then

\[
\| P_{*}^{(\alpha,\beta)} f \|_{\ell^1(\mathbb{N}, w)} \leq C \| f \|_{\ell^1(\mathbb{N}, w)},
\]

for all \( f \in \ell^1(\mathbb{N}, w) \).

As we have already mentioned, the proof of Theorem 4.1 relies on an appropriate local theory for discrete Banach space valued Calderón-Zygmund operators which is presented in \([1]\). Although the \( \ell^2 \)-boundedness mapping properties are derived in a similar way as in that paper and some ideas to reduce the proof of Theorem 4.1 are taken from there, our method for showing Calderón-Zygmund estimates is, however, completely new and more straightforward.

For the reader’s convenience, it is appropriate to recall some of the basic aspects of this local theory.
Suppose that $\mathcal{B}_1$ and $\mathcal{B}_2$ are Banach spaces. We denote by $\mathcal{L}(\mathcal{B}_1, \mathcal{B}_2)$ the space of bounded linear operators from $\mathcal{B}_1$ into $\mathcal{B}_2$. Let us suppose that

$$K : (N \times N) \setminus D \rightarrow \mathcal{L}(\mathcal{B}_1, \mathcal{B}_2),$$

where $D := \{(n, n) : n \in N\}$, is measurable and that for certain positive constant $C$ and for each $n, m \in \mathbb{N}$, the following conditions hold.

(a) the size condition:

$$\|K(n, m)\|_{\mathcal{L}(\mathcal{B}_1, \mathcal{B}_2)} \leq \frac{C}{|n - m|},$$

(b) the regularity properties:

$$\|K(n, m) - K(l, m)\|_{\mathcal{L}(\mathcal{B}_1, \mathcal{B}_2)} \leq C\frac{|n - l|}{|n - m|^2}, \quad |n - m| > 2|n - l|, \frac{m}{2} < n, l < \frac{3m}{2},$$

$$\|K(m, n) - K(m, l)\|_{\mathcal{L}(\mathcal{B}_1, \mathcal{B}_2)} \leq C\frac{|n - l|}{|n - m|^2}, \quad |n - m| > 2|n - l|, \frac{m}{2} < n, l < \frac{3m}{2}.$$  

A kernel $K$ satisfying conditions (a) and (b) is called a local $\mathcal{L}(\mathcal{B}_1, \mathcal{B}_2)$-standard kernel. For a Banach space $\mathcal{B}$ and a weight $w = \{w(n)\}_{n \geq 0}$, we consider the space

$$\ell^p_\mathcal{B}(\mathbb{N}, w) = \{\mathcal{B}\text{-valued sequences } f = \{f(n)\}_{n \geq 0} : \{\|f(n)\|_\mathcal{B}\}_{n \geq 0} \in \ell^p(\mathbb{N}, w)\}$$

for $1 \leq p < \infty$, and

$$\ell^1_{\mathcal{B}}(\mathbb{N}, w) = \{\mathcal{B}\text{-valued sequences } f = \{f(n)\}_{n \geq 0} : \{\|f(n)\|_\mathcal{B}\}_{n \geq 0} \in \ell^1(\mathbb{N}, w)\}.$$  

As usual, we simply write $\ell^p_\mathcal{B}(\mathbb{N})$ and $\ell^1_{\mathcal{B}}(\mathbb{N})$ when $w(n) = 1$ for all $n \in \mathbb{N}$. Also, by $\mathcal{B}_0^N$ we represent the space of $\mathcal{B}$-valued sequences $f = \{f(n)\}_{n \geq 0}$ such that $f(n) = 0$, with $n > j$, for some $j \in \mathbb{N}$.

Theorem 4.3 (Theorem 2.1 in [1]). Let $\mathcal{B}_1$ and $\mathcal{B}_2$ be Banach spaces. Suppose that $T$ is a linear and bounded operator from $\ell^p_{\mathcal{B}_1}(\mathbb{N})$ into $\ell^p_{\mathcal{B}_2}(\mathbb{N})$, for some $1 < r < \infty$, and such that there exists a local $\mathcal{L}(\mathcal{B}_1, \mathcal{B}_2)$-standard kernel $K$ such that, for every sequence $f \in (\mathcal{B}_1)_0^N$,

$$Tf(n) = \sum_{m=0}^{\infty} K(n, m) \cdot f(m),$$

for every $n \in \mathbb{N}$ such that $f(n) = 0$. Then,

(i) for every $1 < p < \infty$ and $w \in A_p(\mathbb{N})$ the operator $T$ can be extended from $\ell^p_{\mathcal{B}_1}(\mathbb{N}) \cap \ell^p_\mathcal{B}(\mathbb{N}, w)$ to $\ell^p_{\mathcal{B}_2}(\mathbb{N}, w)$ as a bounded operator from $\ell^p_{\mathcal{B}_1}(\mathbb{N}, w)$ into $\ell^p_{\mathcal{B}_2}(\mathbb{N}, w)$.

(ii) for every $w \in A_1(\mathbb{N})$ the operator $T$ can be extended from $\ell^1_{\mathcal{B}_1}(\mathbb{N}) \cap \ell^1_\mathcal{B}(\mathbb{N}, w)$ to $\ell^1_{\mathcal{B}_2}(\mathbb{N}, w)$ as a bounded operator from $\ell^1_{\mathcal{B}_1}(\mathbb{N}, w)$ into $\ell^1_{\mathcal{B}_2}(\mathbb{N}, w)$.

Now, set $\mathcal{B} = L^\infty(0, \infty)$. In order to prove Theorem 4.1, we observe first that the operator

$$T : \ell^2(\mathbb{N}) \rightarrow \ell^2_\mathcal{B}(\mathbb{N}),$$

$$f \mapsto Tf(n, t) := W^{(\alpha, \beta)}_t f(n),$$

is bounded from $\ell^2(\mathbb{N})$ into $\ell^2_\mathcal{B}(\mathbb{N})$. Indeed, it is a consequence of the $\ell^2$-boundedness of the heat maximal operator (see [12]) as it happened in the case of ultraspherical expansions in [1].
Note that in order to obtain the regularity properties (b1) and (b2) for the kernel \( K_t^{(\alpha, \beta)} \) it suffices to prove the inequality

\[
\| K_t^{(\alpha, \beta)} (n + 1, m) - K_t^{(\alpha, \beta)} (n, m) \|_{L^\infty(0, \infty)} \leq \frac{C}{|n - m|^2},
\]

for \( n, m \in \mathbb{N}, n \neq m, \) and \( \frac{m}{2} \leq n \leq \frac{3m}{2} \). The proof of this fact is based on the ideas of [H] p. 14 and it actually works when the norm comes from a general Banach space \( B \). Let’s prove this claim.

We suppose that \( n, m, l \in \mathbb{N}, n \neq m, |n - m| > 2|n - l|, \frac{m}{2} < n, l < \frac{3m}{2} \) and we are going to prove that

\[
\| K_t^{(\alpha, \beta)} (n + 1, m) - K_t^{(\alpha, \beta)} (n, m) \|_{L^\infty(0, \infty)} \leq \frac{C}{|n - m|^2}
\]

implies

\[
\| K_t^{(\alpha, \beta)} (n, m) - K_t^{(\alpha, \beta)} (l, m) \|_{L^\infty(0, \infty)} \leq C \frac{|n - l|}{|n - m|^2}.
\]

If \( n = l \) the conclusion follows readily. Let us suppose that \( n < l \). By the triangle inequality, we obtain

\[
\| K_t^{(\alpha, \beta)} (n, m) - K_t^{(\alpha, \beta)} (l, m) \|_{L^\infty(0, \infty)} \leq \sum_{j=0}^{l - n - 1} \| K_t^{(\alpha, \beta)} (n + j, m) - K_t^{(\alpha, \beta)} (n + j + 1, m) \|_{L^\infty(0, \infty)}.
\]

If \( n > m \) we apply (19) to get the desired estimate. When \( n < m \) we apply (19) and then use that \( |n - m| > 2|n - l| \) so the result follows. The case \( n > l \) is similar and we omit the details.

The following results, whose proofs are postponed to the next section, together with the above-mentioned \( \ell^2 \)-boundedness imply Theorem 4.1.

**Lemma 4.4.** Let \( \alpha, \beta \geq -1/2 \) and \( t \geq 0 \). If \( n, m \in \mathbb{N}, n \neq m, \) then

\[
| K_t^{(\alpha, \beta)} (n, m) | \leq \frac{C}{|n - m|}.
\]

**Lemma 4.5.** Let \( \alpha, \beta \geq -1/2 \) and \( t \geq 0 \). If \( n, m \in \mathbb{N}, m \neq n \) and \( m/2 \leq n \leq 3m/2, \) then

\[
\sup_{t > 0} | K_t^{(\alpha, \beta)} (n + 1, m) - K_t^{(\alpha, \beta)} (n, m) | \leq \frac{C}{|n - m|^2}. \]

5. **Technical Results**

We adopt the following notation

\[
\mathcal{J}_t^{(a,b,A,B,\alpha,\beta)} (n, m) = \int_{-1}^{1} e^{-t(1-x)} P_n^{(a,b)} (x) P_m^{(A,B)} (x) (1-x)^\alpha (1+x)^\beta \, dx,
\]

where \( t \geq 0, \) \( a, b, A, B, \alpha, \beta > -1, \) and \( n, m \geq 0. \)

We start this section giving a technical lemma related to the family of integrals \( \mathcal{J}_t^{(a,b,A,B,\alpha,\beta)} (n, m) \) which we will use to prove Lemma 3.2 and the required Calderón-Zygmund bounds contained in Lemmas 4.4 and 4.5.

**Lemma 5.1.** Let \( n, m \in \mathbb{N} \) and \( a, b, A, B, \alpha, \beta > -1 \) such that \( n + a + b + 1 \neq 0, \) \( m + A + B + 1 \neq 0, \) and \( n(n + a + b + 1) \neq m(m + A + B + 1). \)
a) If \( n, m \neq 0 \), we have that

\[
\mathcal{I}_t(a,b,A,B,\alpha,\beta)(n,m) = \frac{(n+a+b+1)(m+A+B+1)}{2(n(n+a+b+1) - m(m+A+B+1))} \\
\times \left( \frac{t}{m+A+B+1} \mathcal{I}_t^{(a+1,b+1,A,B,\alpha+1,\beta+1)}(n-1,m) \right. \\
- \frac{\alpha - a}{m+A+B+1} \mathcal{I}_t^{(a+1,b+1,A,B,\alpha,\beta+1)}(n-1,m) \\
+ \frac{\beta - b}{m+A+B+1} \mathcal{I}_t^{(a+1,b+1,A,B,\alpha,\beta+1)}(n-1,m) \\
- \frac{t}{n+a+b+1} \mathcal{I}_t^{(a,b+1,A,B+1,\alpha+1,\beta+1)}(n,m-1) \\
+ \frac{\alpha - A}{n+a+b+1} \mathcal{I}_t^{(a,b+1,A,B+1,\alpha,\beta+1)}(n,m-1) \\
- \frac{\beta - B}{n+a+b+1} \mathcal{I}_t^{(a,b+1,A,B+1,\alpha,\beta)}(n,m-1) \Bigg).
\]

b) If \( n = 0 \) and \( m \in \mathbb{N} \),

\[
\mathcal{I}_t^{(a,b,A,B,\alpha,\beta)}(0,m) = \frac{t}{2m} \mathcal{I}_t^{(a,b,A+1,B+1,\alpha+1,\beta+1)}(0,m-1) \\
- \frac{\alpha - A}{2m} \mathcal{I}_t^{(a,b,A+1,B+1,\alpha,\beta+1)}(0,m-1) \\
+ \frac{\beta - B}{2m} \mathcal{I}_t^{(a,b,A+1,B+1,\alpha,\beta)}(0,m-1).
\]

c) If \( n \in \mathbb{N} \) and \( m = 0 \),

\[
\mathcal{I}_t^{(a,b,A,B,\alpha,\beta)}(n,0) = \frac{t}{2n} \mathcal{I}_t^{(a+1,b+1,A,B,\alpha+1,\beta+1)}(n-1,0) \\
- \frac{\alpha - a}{2n} \mathcal{I}_t^{(a+1,b+1,A,B,\alpha,\beta+1)}(n-1,0) \\
+ \frac{\beta - b}{2n} \mathcal{I}_t^{(a+1,b+1,A,B,\alpha,\beta)}(n-1,0).
\]

**Proof.** First, we prove case a). By using the identities (see [14 p. 63, eq. (4.21.7)])

\[
\frac{d}{dx} P_n^{(\alpha,\beta)}(x) = \frac{1}{2} (n + \alpha + \beta + 1) P_{n-1}^{(\alpha+1,\beta+1)}(x)
\]

and (see [14 p. 94, eq. (4.10.1)] or [8 p. 446, eq. (18.9.16)])

\[
\frac{d}{dx} (1-x)^\alpha (1+x)^\beta P_n^{(\alpha,\beta)}(x) = -2(n+1)(1-x)^{\alpha-1}(1+x)^{\beta-1} P_{n+1}^{(\alpha-1,\beta-1)}(x),
\]

and applying integration by parts we have

\[
\mathcal{I}_t^{(a,b,A,B,\alpha,\beta)}(n,m)
\]
In a similar way, we obtain that

\[ \mathcal{J}_t^{(a+1,b+1,A,B,a+1,b+1)}(n-1, m-1) \]

\[ = \frac{2}{n+a+b+1} \int_{-1}^{1} e^{-t(1-x)} \frac{d}{dx} \left( P_n^{(a,b)}(x) \right) \times (P_{m-1}^{(A+1,B+1)}(x))(1-x)^{A+1}(1+x)^{B+1} \]

\[ = \frac{-2t}{n+a+b+1} \mathcal{J}_t^{(a,b,A+1,B+1,a+1,b+1)}(n, m-1) \]

\[ + \frac{4m}{n+a+b+1} \mathcal{J}_t^{(a,b,A,B,a+1)}(n, m) \]

\[ + \frac{2(\alpha - A)}{n+a+b+1} \mathcal{J}_t^{(a,b,A+1,B+1,a,b+1)}(n, m-1) \]

\[ - \frac{2(\beta - B)}{n+a+b+1} \mathcal{J}_t^{(a,b,A+1,B+1,a+1,b)}(n, m-1) \]

and the result follows.

For cases b) and c) put

\[ \mathcal{J}_t^{(a,b,A,B,a,b)}(0, m) \]

\[ = -\frac{1}{2m} \int_{-1}^{1} e^{-t(1-x)} \frac{d}{dx} \left( (1-x)^{A+1}(1+x)^{B+1} P_{m-1}^{(A+1,B+1)}(x) \right) \]

\[ \times (1-x)^{\alpha-a}(1+x)^{\beta-b} \]

in the former and

\[ \mathcal{J}_t^{(a,b,A,B,a,b)}(n, 0) \]

\[ = -\frac{1}{2n} \int_{-1}^{1} e^{-t(1-x)} \frac{d}{dx} \left( (1-x)^{a+1}(1+x)^{b+1} P_{n-1}^{(a+1,b+1)}(x) \right) \]

\[ \times (1-x)^{-a}(1+x)^{-b} \]

in the latter and integrate by parts. □

**Proof of Lemma 3.2.** We only check the cases $n, m \geq 2$, with $n \neq m$, by using a) in Lemma 5.1. The remaining cases can be obtained from b) and c) in the same lemma. Taking $a = A = \alpha$ and $b = B = \beta$ in Lemma 5.1 case a) and noting that

\[ n(n+\alpha+\beta+1) - m(m+\alpha+\beta+1) = (n-m)(n+m+\alpha+\beta+1) \]
we have
\begin{align}
|K^{(\alpha,\beta)}_{t}(n, m)| \leq \frac{Ct}{|n-m|} w_{n}^{(\alpha,\beta)} w_{m}^{(\alpha,\beta)} \left( |\mathcal{J}^{(\alpha+1,\beta+1,\alpha,\beta,\alpha+1,\beta+1)}_{t}(n-1, m)| \right.
&+ |\mathcal{J}^{(\alpha,\beta,\alpha+1,\alpha,\beta+1)}_{t}(n, m-1)| \right).
\end{align}

Lemma 5.1 gives that
\begin{align}
|\mathcal{J}^{(\alpha+1,\beta+1,\alpha,\beta,\alpha+1,\beta+1)}_{t}(n-1, m)| \leq C \sqrt{nm} |n-m| 
&\left( t \int_{0}^{1} e^{-t(1-x)(1-x)^{1/2}} dx + \int_{0}^{1} e^{-t(1-x)(1-x)^{-1/2}} dx \right)
&\leq \frac{Ct^{-1/2}}{\sqrt{nm}|n-m|}.
\end{align}

Now, with the uniform bound
\begin{align}
|p^{(a,b)}_{n}(x)| \leq C(1-x)^{-a/2-1/4} (1+x)^{-b/2-1/4}, \quad a, b \geq -\frac{1}{2},
\end{align}
and taking into account the asymptotic behaviour
\begin{align}
w_{n}^{(a,b)} \sim n^{1/2}, \quad a, b \geq -\frac{1}{2},
\end{align}
we obtain that
\begin{align}
|\mathcal{J}^{(\alpha+1,\beta+1,\alpha,\beta,\alpha+1,\beta+1)}_{t}(n-1, m)|
&\leq \frac{Ct^{-1/2}}{\sqrt{nm}|n-m|}.
\end{align}
Following the same procedure, we deduce that
\begin{align}
|\mathcal{J}^{(\alpha,\beta,\alpha+1,\beta+1,\alpha,\beta+1)}_{t}(n, m-1)| \leq \frac{Ct^{-1/2}}{\sqrt{nm}|n-m|}.
\end{align}

Then, from (22), the estimate (14) follows. \hfill \Box

Proof of Lemma 4.4. For the cases \( n, m \geq 1 \), with \( n \neq m \), the result follows from (22), (23), and (24). The estimate (20) for the remaining cases is a consequence of b) and c) in Lemma 5.1. \hfill \Box

Proof of Lemma 4.5. First, let suppose that \( n \) is not equal to 1 and \( m \) not equal to 2 simultaneously.
We begin using the relation (see \[8\], p. 71, eq. (4.5.4))
\begin{align}
\frac{2n + \alpha + \beta + 2}{2}(1-x)P_{n}^{(\alpha,\beta)}(x) = (n+1)P_{n}^{(\alpha,\beta)}(x) - (n+1)P_{n+1}^{(\alpha,\beta)}(x),
\end{align}
Therefore,

\[ p_n^{(\alpha, \beta)}(x) - p_{n+1}^{(\alpha, \beta)}(x) = \left( 1 - \frac{w^{(\alpha, \beta)}_{n+1}}{w^{(\alpha, \beta)}_n} \right) p_n^{(\alpha, \beta)}(x) + w^{(\alpha, \beta)}_{n+1} \left( \frac{p_n^{(\alpha, \beta)}(x) - p_{n+1}^{(\alpha, \beta)}(x)}{w^{(\alpha, \beta)}_n} \right) \]

\[ = \left( 1 - \frac{w^{(\alpha, \beta)}_{n+1}}{w^{(\alpha, \beta)}_n} \right) p_n^{(\alpha, \beta)}(x) - \frac{\alpha}{n+1} w^{(\alpha, \beta)}_{n+1} p_n^{(\alpha, \beta)}(x) \]

\[ + \frac{2n + \alpha + \beta + 2}{2(n+1)} w^{(\alpha, \beta)}_{n+1} (1 - x) p_n^{(\alpha+1, \beta)}(x). \]

Therefore,

\[ K_t^{(\alpha, \beta)}(n, m) - K_t^{(\alpha, \beta)}(n+1, m) \]

\[ = \left( 1 - \frac{w^{(\alpha, \beta)}_{n+1}}{w^{(\alpha, \beta)}_n} \right) K_t^{(\alpha, \beta)}(n, m) - \frac{\alpha}{n+1} w^{(\alpha, \beta)}_{n+1} K_t^{(\alpha, \beta)}(n, m) \]

\[ + \frac{2n + \alpha + \beta + 2}{2(n+1)} w^{(\alpha, \beta)}_{n+1} D_t^{(\alpha, \beta)}(n, m), \]

with

\[ D_t^{(\alpha, \beta)}(n, m) = w^{(\alpha+1, \beta)}_n w^{(\alpha, \beta)}_m \gamma_t^{(\alpha+1, \beta, \alpha, \beta, \alpha+1, \beta)}(n, m). \]

Consequently, applying Lemma 4.4 and (24) we obtain

\[ \sup_{t > 0} \left| K_t^{(\alpha, \beta)}(n, m) - K_t^{(\alpha, \beta)}(n+1, m) \right| \leq \frac{C}{|n - m|^2} + C \sup_{t > 0} \left| D_t^{(\alpha, \beta)}(n, m) \right|. \]

So the study reduces to prove that

\[ \sup_{t > 0} \left| D_t^{(\alpha, \beta)}(n, m) \right| \leq \frac{C}{|n - m|^2}. \]

First, if we apply Lemma 5.1 we obtain that

\[ \gamma_t^{(\alpha+1, \beta, \alpha, \beta, \alpha+1, \beta)}(n, m) \leq \frac{C}{|n - m|} \left( t \left| \gamma_t^{(\alpha+2, \beta+1, \alpha, \beta, \alpha+2, \beta+1)}(n, m - 1) \right| + t \left| \gamma_t^{(\alpha+1, \beta, \alpha+1, \beta+1, \alpha+2, \beta+1)}(n, m - 1) \right| + \left| \gamma_t^{(\alpha+1, \beta, \alpha+1, \beta+1, \alpha+1, \beta+1)}(n, m - 1) \right| \right) \]

Now, applying again Lemma 5.1 to each term on the right-hand side of the previous inequality we have

\[ t \left| \gamma_t^{(\alpha+2, \beta+1, \alpha, \beta, \alpha+2, \beta+1)}(n, m - 1) \right| \leq \frac{C}{|n - m|} \]
Finally, by using the bound (23) and (24) we conclude that

\[
\begin{align*}
&\times \left( t^2 |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+3,\beta+2)}(n-2,m)| \\
&+ t |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+3,\beta+2)}(n-1,m-1)| \\
&+ t |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+2,\alpha+2,\beta+2)}(n,m-2)| \\
&+ t |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+2,\beta+2)}(n-1,m-1)| \\
&+ t |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+3,\beta+1)}(n-1,m-1)| \right),
\end{align*}
\]

\[
t |q_t^{(\alpha+1,\beta,\alpha+1,\beta+1,\alpha+2,\beta+1)}(n,m-1)| \leq \frac{C}{|n-m|}
\]

\[
\begin{align*}
&\times \left( t^2 |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+3,\beta+2)}(n-1,m-1)| \\
&+ t |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+3,\beta+2)}(n,m-2)| \\
&+ t |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+3,\beta+1)}(n-1,m-1)| \right),
\end{align*}
\]

\[
|q_t^{(\alpha+1,\beta,\alpha+1,\beta+1,\alpha+1,\beta+1)}(n,m-1)| \leq \frac{C}{|n-m|}
\]

\[
\begin{align*}
&\times \left( t |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+2,\beta+2)}(n-1,m-1)| \\
&+ t |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+2,\beta+2)}(n,m-2)| \\
&+ t |q_t^{(\alpha+2,\beta+1,\alpha+1,\beta+1,\alpha+2,\beta+1)}(n-1,m-1)| \right).
\end{align*}
\]

Finally, by using the bound (23) and (24) we conclude that

\[
|D_t^{(\alpha,\beta)}(n,m)| \leq C|n-m|^{-2}
\]

\[
\begin{align*}
&\times \left( t^2 \int_{-1}^{1} e^{-t(1-x)}(1-x)(1+x)^{1/2} dx + t \int_{-1}^{1} e^{-t(1-x)}(1+x)^{1/2} dx \\
&+ t \int_{-1}^{1} e^{-t(1-x)}(1-x)^{-1/2} dx + \int_{-1}^{1} e^{-t(1-x)}(1+x)^{-1/2} dx \right) \\
&\leq C|n-m|^{-2}
\end{align*}
\]

and the proof of (25) is completed.

For the singular case \( n = 1 \) and \( m = 2 \) we follow a similar argument as above but using Lemma (5.1) cases a) and b) to get the result. \( \Box \)
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