A Non-linearized PLS Model Based on Multivariate Dominant Factor for Laser-induced Breakdown Spectroscopy Measurements
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Abstract

A multivariate dominant factor based non-linearized PLS model is proposed. The intensities of different lines were taken to construct a multivariate dominant factor model, which describes the dominant concentration information of the measured species. In constructing such a multivariate model, non-linear transformation of multi characteristic line intensities according to the physical mechanisms of lased induced plasma spectrum were made, combined with linear-correlation-based PLS method, to model the nonlinear self-absorption and inter-element interference effects. This enables the linear PLS method to describe non-linear relationship more accurately and provides the statistics-based PLS method with physical backgrounds. Moreover, a secondary PLS is applied utilizing the whole spectra information to further correct the model results. Experiments were conducted using standard brass samples. Taylor expansion was applied to make the nonlinear transformation to describe the self-absorption effect of Cu. Then, line intensities of another two elements, Pb and Zn, were taken into account for inter-element interference. The proposed method shows a significant improvement when compared with conventional PLS model. Results also show that, even compared with the already-improved baseline dominant-factor-based PLS model, the present PLS model based on the multivariate dominant factor yields the same calibration quality (R²=0.999) while decreasing the RMSEP from 2.33% to 1.97%. The overall RMSE was also improved to 1.05% from 1.27%.
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1 Introduction

Laser-induced breakdown spectroscopy (LIBS) has been increasingly interested in as an analytical tool in various fields [1-10], but how to achieve accurate quantitative
results remains as a bottleneck for successful commercial application. The conventional univariate method is based on the physical background of LIBS that a greater density of species in the plasma results in higher measured characteristic line intensity. However, since the measured line intensity is unavoidably influenced by many other factors, such as uncontrollable experimental parameter fluctuations and the physical and chemical matrix effect [11], the accuracy of the conventional univariate model is deteriorated and the applicability of the model is limited.

In order to compensate for deviations from different sources, many researchers now use multivariate analysis to extract more quantitative information from the whole spectra. The emerging partial least squares regression tool has shown great potential in LIBS analysis [12-18]. Generally, because PLS utilizes all spectral information, the model shows more accurate results than the conventional univariate method. However, conventional PLS is, basically, a statistical method that only considers linear correlations between the dependent and independent variables, in this case element concentrations of calibration samples and the spectra, while neglecting the physical derivation of plasma and not reconciling the fact that the relationship between the spectra often shows a non-linear behavior due to the non-linear effects such as self-absorption effect and inter-elemental interference. Therefore, linear PLS cannot guarantee accurate prediction results. For instance, Fink et al. found that the relative prediction error for element measurement in recycled thermoplasts reached the order of 15-25% using PLS [19]. The source of the error, they believe, was fluctuation in the matrix and inconstant ablation behavior. Sirven et al. found that the artificial neural network (ANN) approach achieved better quantitative results than PLS since ANN could deal with non-linear relationship [20]. How to combine PLS with the physical principles and induct non-linear factor into PLS are the potential directions to improve the accuracy of PLS.

To reduce the disadvantages of PLS, a multivariate method based on dominant factor was proposed in a previous paper [21]. That method constructed a dominant factor, which is an explicitly extracted expression for element concentration calculation and takes a dominant portion of the total model results, and further compensated for the residuals between the dominant factor model and nominal elemental concentrations with PLS. The application of this model to brass alloy samples proved that combining physical principles and inducting non-linear correlation can largely improve the accuracy of PLS.

It was found that the more accurate the dominant factor model established, the more accurate the final PLS correction model results obtained. Therefore, establishing an accurate dominant factor model and making PLS correction for the residuals needless may be the ultimate goal of the development of this method. Based on the work in Ref [21], this paper further utilizes various characteristic line intensities (including atomic and ionic lines) of different elements to construct a more comprehensive and accurate dominant factor, making the whole model more robust in improving the prediction results for the same brass alloy sample set as Ref. [21].
2 Methods

2.1 Basis

In Ref [21], based on the understanding of the evolution of the characteristic line intensity along with the elemental concentration change in LIBS measurement, a dominant factor was extracted, and PLS approach was then applied to further improve the dominant factor model. In the application to brass alloy samples for Cu concentration measurement, the final model expression was obtained as:

\[
C_{Cu} = C_0 \ln\left(\frac{bC_0}{a+bC_0-I_{Cu}}\right) + a_0 + a_1I_{Pb} + a_2I_{Pb}^2 + \sum_{j=1}^{n} b_j I_j + b_0
\]  

(1)

In Eq. 1, \(C_{Cu}\) is the model calculated element concentration, and \(C_0 \ln\left(\frac{bC_0}{a+bC_0-I_{Cu}}\right)\) describes self-absorption while \(a_0 + a_1I_{Pb} + a_2I_{Pb}^2\) models inter-element interference. \(C_0\) is considered as the “saturation concentration”, \(I_{Cu}\) is one individual Cu characteristic line integrated intensity, \(I_{Pb}\) is the integrated intensity of single Pb line and \(a, b, a_0, a_1, a_2\) are the constants calculated by the best-fitting technique. The entire item \(C_0 \ln\left(\frac{bC_0}{a+bC_0-I_{Cu}}\right) + a_0 + a_1I_{Pb} + a_2I_{Pb}^2\) is defined as the dominant factor. In addition, the residuals (the differences between the calculation results of dominant factor and the real elemental concentration) were compensated by PLS with full-spectra input, as expressed by \(\sum_{j=1}^{n} b_j I_j + b_0\) in Eq. 1, where \(I_j\) is the spectral intensities at different wavelength, while \(b_0\) and \(b_j (j=1, 2, \ldots, n)\) is the number of spectral points used in PLS regression are the regression coefficient. The detailed process to obtain the dominant factor model, which is represented by Eq. 1, can be referred to Ref. [21].

In essence, the dominant factor in the Ref. [21] model can be regarded as the first principal component of the conventional PLS model. That is, based on the physical laws, the model used the dominant factor to extract the principal component manually and explicitly, and non-linear factor was inducted into such a principal component. Therefore, this model partially overcame the disadvantages of PLS, such as the lack of physical background and consideration of only linear correlation. Results in Ref. [21] showed that the model based on the dominant factor performed very well for LIBS measurement of Cu in brass alloys. Compared with conventional PLS, the Ref. [21] model maintained the calibration accuracy and improved prediction results by
However, in Ref. [21], the extraction of the dominant factor was limited in that it merely utilized only a single Cu atomic characteristic line to consider self-absorption in addition to the arduous dominant factor extraction process. Moreover, in modeling inter-element interference, only the individual characteristic line intensity of another element which demonstrated the most significant linear correlation was applied. Because of the complexity of self-absorption and inter-element interference as well as the uncertainty of concentration information contained in a single line intensity, the utilization of a single characteristic line for each element to model self-absorption and inter-element interference may still contain large uncertainty and inaccuracy to the final results. Given these shortcomings of the previous model, there is still some space to improve the accuracy of the dominant factor as well as the whole model.

2.2 Model descriptions

In the LIBS spectrum, there is usually more than one atomic or ionic line emitted by the same element. All these characteristic lines contain information of the elemental concentration and the interaction with other elements in the plasma. Furthermore, each characteristic line responds differently to experimental fluctuations, and correlations exist among these intensity changes and the fluctuations. As such, the use of multiple characteristic line intensities of the element of interest and other main elements to model self-absorption and inter-element interference offers the potential to obtain more comprehensive and robust results. Since these line intensities are all correlated to the concentration of the element of interest, multivariate PLS approach is then chosen.

However, PLS is a basically linear correlation multivariate method, while the dominant factor model in Ref. [21] used non-linear relationships. Therefore, non-linearity consideration should be inducted into PLS, especially when the region of interest is large. In this case, a natural way is to non-linearize the spectral intensity variables. This is simple and does not complicate the model compared to other ways of handling non-linearities [22-23]. Here is an example to illustrate how non-linear transformation helps to compensate for the non-linear dependence. For the non-linear quadratic function \( Y=aX^2+b \), there is a quadratic dependence of \( Y \) on \( X \). If \( X \) is transformed non-linearly to \( X^2 \) as a new independent variable \( X'=X^2 \), then linear function \( Y=aX'+b \) can be used to describe the nonlinear relation between \( Y \) and \( X \). Therefore, after such non-linear transformation, linear PLS is more capable of modeling non-linearity between corrected independent and dependant variables.

In the present approach, the non-linear transformation is applied to compensate for the non-linear spectral intensity dependence on concentration, which helps to construct a more advanced and effective dominant factor model using PLS. Based on the multivariate dominant factor, PLS is further employed to correct the residual of the dominant factor with information from the full spectra.

It should be noted that inappropriate non-linear transformation may yield even less
accurate measurement results in that inappropriate non-linearization might further distort the correlation, resulting less capability in reflecting the should-be nonlinear relationship. Therefore, in order to ensure appropriate non-linear transformation, the physical laws of plasma spectroscopy were carefully applied to conduct the non-linear transformation of line intensities. Based on the dominant factor model in Ref. [21], the present multivariate dominant factor model is established as follows.

Firstly, the item $C_0 \ln\left(\frac{bC_0}{a + bC_0 - I_{Cu}}\right)$ for self-absorption in Eq. 1 requires arduous calculations to determine the constants $a$ and $b$ when multiple characteristic lines are considered, since these constants change with the applied $I_{Cu}$ at different wavelength. To find a more simplified expression and reduce calculation complexity, Taylor expansion was used. In addition, it was found that after the normalization of spectral data, the values of all $Cu$ line intensities are on the magnitude of $10^{-4}$, being very close to zero. Thus, $C_0 \ln\left(\frac{bC_0}{a + bC_0 - I_{Cu}}\right)$ can be expanded at $I_{Cu} = 0$ using the Taylor series as follows:

$$C_0 \ln\left(\frac{bC_0}{a + bC_0 - I_{Cu}}\right) = C_0 \ln\left(\frac{bC_0}{a + bC_0}\right) + \frac{C_0}{a + bC_0} I_{Cu} + \frac{C_0}{2(a + bC_0)^2} I_{Cu}^2$$

$$+ \frac{C_0}{6(a + bC_0)^3} I_{Cu}^3 + ... \quad (2)$$

Standard practice in the industry express calibration curves as third-order polynomials (over the whole calibration range) [23], so the present approach applies the forms of $I_{Cu}$, $I_{Cu}^2$ and $I_{Cu}^3$ to transform all $Cu$ characteristic line intensities as new independent variables. That is, in applying PLS with the new input variables, the self-absorption effect was modeled with the combination of the original, squares, and cubes of all $Cu$ characteristic line intensities and the self-absorption model in the dominant factor is shown as:

$$C_{iSA} = \sum_{i=1}^{m} c_i I_{Cu,i} + \sum_{i=1}^{m} d_i I_{Cu,i}^2 + \sum_{i=1}^{m} e_i I_{Cu,i}^3 \quad (3)$$

where $C_{iSA}$ is the calculated elemental concentration of the dominant factor considering self-absorption, $I_{Cu,i}$ is the integrated intensity of $Cu$ lines at different wavelengths, and $c_i$, $d_i$ and $e_i$ ($i=1, 2, \ldots, m$; $m$ is the number of $Cu$ lines) are coefficients. Considering the co-linearity among the independent variables, the powerful PLS is a good method to calculate the coefficients in Eq. 2.

Secondly, inter-element interference should also be considered in the dominant factor. In Ref. [21], the quadratic curve could not perfectly describe the correlation
between a single Pb line intensity and the residuals after self-absorption modeling. The reason might be that more line information correlated to inter-element interference is needed to be taken into account to improve the accuracy of inter-element interference modeling. Therefore, in this model, more Pb lines were included in the dominant factor, and since the mechanism of inter-element interference is very complicated and remains unclear, PLS is also applied to model the phenomenon implicitly. Meanwhile, to avoid inter-element interference influence that is muted by other fluctuations and thus cannot be accurately compensated for during PLS calculation, this model tries to adopt new variables consisting of various Pb line intensities multiplied and divided by a Cu line intensity which shows most correlation with Cu concentration, making the new variables more sensitive to Cu concentration change, and thus calculation results by PLS more robust. The Cu line at 570.024 nm is chosen, as it provides the best fitting result in univariate modeling. The inter-element interference is modeled as follows:

\[
C_{Cu,\text{Interf}} = \sum_{s=1}^{p} f_s I_{Pb,s,\text{Cu,SCL}} + \sum_{s=1}^{p} g_s I_{Pb,s,\text{Cu,SCL}}^2 + \sum_{s=1}^{p} h_s I_{Pb,s,\text{Cu,SCL}}^3 + \sum_{s=1}^{p} k_s I_{Pb,s,\text{Cu,SCL}}^4 \tag{4}
\]

where \(C_{Cu,\text{Interf}}\) is the calculated result from inter-element interference modeling, and \(I_{Pb,s}\) are Pb line intensities at different wavelengths, respectively. \(I_{\text{Cu,SCL}}\) is the integrated intensity of specific characteristic Cu line at 570.024 nm. \(f_s, g_s, h_s, k_s\) (s=1, 2, ..., p; p is the number of Pb lines) are coefficients calculated by PLS regression. As described above, the selection of the products and quotients of the Pb line intensities and a specific Cu emission line was a try-out to model the complicated inter-elemental interference effects. As the understanding to inter-elemental interference furthers, there may be more suitable transformations found to improve the final results.

Then the multivariate dominant factor considering self-absorption and inter-element interference is expressed as:

\[
C_{Cu} = C_{Cu,\text{SA}} + C_{Cu,\text{Interf}} + b_{Cu} \tag{5}
\]

where \(C_{Cu}\) is the calculated elemental concentration of the dominant factor considering self-absorption and inter-element interference, and \(b_{Cu}\) is the coefficient decided by PLS regression.

In addition, for other samples, it may need to take steps as shown in Ref. [21] to obtain a similar formula as Eq. 1. That is, the Eq. 1 in the present work cannot be directly applied to other types of samples. The nonlinear transformation will therefore be different accordingly to maintain the essence of transforming the raw spectral data with physical mechanism.
Finally, the residuals of the dominant factor, after modeling self-absorption and inter-element interference, mainly come from other unknown or incalculable fluctuations which are difficult to accurately compensate for. Such fluctuations are somehow correlated to the full spectral information and thus can be implicitly modeled by PLS with full spectra input. Just as in Eq. 1, residual correction is added to the equation so that the final expression of the model is:

\[ C_{Cu} = C_{Cu}^\prime + \sum_{j=1}^{n} b_j I_j + b_0 \]  

(6)

Compared with the approach in Ref. [21], the advantages of the PLS model based on a multivariate dominant factor are that: 1) the dominant factor employs information from multiple characteristic lines into consideration to construct a comprehensive index to reflect the elemental concentration, being capable of modeling self-absorption and inter-element interference with more complete information from the spectra, and 2) the line intensities are transformed non-linearly according to physical laws before PLS regression, enabling PLS to better describe the non-linear relationship between the spectra and elemental concentration. In theory, the application of intensities after non-linear transformation improves the dominant factor accuracy, making the model obtain robust results in a wide concentration range.

3 Experiment set-up

Fourteen standard brass alloy samples used in the experiment are from Central Iron and Steel Research Institute of China. The main elemental concentrations are listed in Table 1.

| Table 1. Main elemental concentrations of brass alloy samples |
|------------------------------------------------------------|
| A Spectrolaser 4000 (XRF, Australia) was used in the present study. The instrument and configuration are described in a previous paper [24]. The laser has a wavelength of 532 nm and a pulse width of 5 ns. The laser pulse frequency is 1 Hz, and the gate time was fixed at 1 ms. To produce spectra with a high signal-to-noise ratio and keep the detector out of intensity saturation, the laser energy was optimized to be 90 mJ/pulse and the delay time was set for 2.25 μs. The spectrometers cover the spectral range from 190 to 940 nm with interval about 0.09 nm. The sample surface was cleaned by ethanol to remove contaminants before analysis and was placed on an auto-controlled X-Y translation stage exposed to open air. Before analysis, a laser pulse of 150 mJ was used to burn off contaminants. For each sample, an average spectrum of 35 replications at different locations on the sample surface was used to reduce the influence from sample heterogeneity and other fluctuations. The background signal was recorded by the instrument with a low-energy laser pulse and long delay time. Background subtraction was applied to partially cancel out the errors from instrumental and environmental noise. Moreover, each detected
spectrum was corrected for the efficiency of the detection system, minimizing line intensity distortion from the wavelength-dependent efficiency of optics and lenses. To reduce unintended fluctuations, all the spectra were normalized to the entire spectral area, which means all raw spectra data were divided by the whole spectral area before calibration model construction.

4 Results and discussion

The PLS method based on a multivariate dominant factor was evaluated in terms of Cu concentration measurement and compared with the dominant-factor-based PLS method in Ref. [21]. The software used to calculate PLS was SPSS 17.0 (SPSS Inc., Chicago, Illinois, USA). The coefficient of determination ($R^2$) was used to evaluate the model calibration quality, and the root mean square error of prediction (RMSEP) was applied to assess the prediction results. $R^2$ and RMSEP of an accurate model should be close to 1 and 0, respectively. Furthermore, the root mean square error of both the calibration and prediction samples (RMSE) was taken to determine the overall quality of the model. A better model has a smaller value of RMSE. Ten samples were used to construct the calibration model, while ZBY906, ZBY907, ZBY924 and ZBY927 were selected to estimate the measurement prediction. The prediction samples were picked because the Cu concentrations of ZBY907 and ZBY924 are inside the calibration sample set while those of ZBY906 and ZBY927 are out of the calibration range. Note that because Cu concentration only partially represents the matrix of the samples, the prediction samples might not completely stand for sample matrix in and out of the calibration range.

4.1 Baseline

In Ref. [21], during the approach to construct the dominant factor, a single Cu characteristic line was used to compensate for self-absorption based on the empirical expression. Then inter-element interference was described with a quadratic relationship considering the correlation between the residuals and line intensity of other main elements. After the dominant factor extraction, PLS was further applied to correct the residuals of the dominant factor with full spectra information. The above dominant-factor-based PLS method in Ref. [21] was chosen to be the baseline in this paper, and the calibration and prediction results are shown in Fig. 1. Additionally, to clearly compare the results between our present model and other models, the calibration, prediction, and overall results of dominant factor model, conventional PLS model, and dominant-factor-based PLS model are listed below in Table 2 and 3, respectively.

Figure 1. Dominant-factor-based PLS method results in Ref. [21]
As shown in Fig. 1, the absolute relative errors of prediction are still large for some samples, such as sample 927, showing that the dominant-factor-based PLS method in Ref. [21] can be further improved. Applying multiple characteristic lines to utilize more spectral information and construct a multivariate dominant factor is certainly such a potential way.

### 4.2 Multivariate dominant factor results

According to the method described in section 2, the Cu atomic and ionic lines and the characteristic lines of the other main element were extracted to construct the multivariate dominant factor with non-linearized PLS approach. Pb lines were firstly considered for inter-element interference modeling according to Eq. 1. It was found that the application of Pb lines alone could not perfectly compensate for inter-element interference. Considering the complexity of the inter-elemental interference, other element species in the plasma might also interfere with Cu line intensities, efforts were taken to include lines of other elements in the multivariate dominant factor, making it more effectively model inter-element interference. Results showed that lines of another main element, Zn, helped to improve the result of inter-element interference modeling, then the expression for inter-element interference modeling is as follows:

\[
 C_{\text{Cu,Interf}} = C_{\text{Cu,Interf}} + \sum_{q=1}^{r} t_q I_{Zn,q} I_{\text{Cu,SCL}} + \sum_{q=1}^{r} o_q \frac{I_{Zn,q}}{I_{\text{Cu,SCL}}} \tag{7}
\]

where \( I_{Zn,q} \) is the integrated intensity of Zn lines at different wavelengths, while \( t_q \) and \( o_q \) (\( q=1, 2, \ldots, r \); \( r \) is the number of Zn lines) are coefficients obtained through PLS regression. Then the final expression of the dominant factor is rewritten as:

\[
 C_{\text{Cu}} = C_{\text{Cu,SA}} + C_{\text{Cu,Interf}} + b_{\text{Cu}} \tag{8}
\]

where \( C_{\text{Cu}} \) is the calculated elemental concentration of the present dominant factor considering self-absorption and inter-element interference from Pb and Zn. The atomic and ionic lines with high signal-to-noise ratio and free of overlap, as listed in Table 2, were used to calculate the dominant factor.

**Table 2. Measured emission lines of Cu, Pb and Zn**

The number of principal components was chosen to be three for the smallest RMSEP of the prediction sample set. Figure 2 shows the calibration and prediction results of the multivariate dominant factor with non-linear transformation.

**Figure 2. Multivariate dominant factor results with non-linear transformation**
The results of the different dominant factors and conventional PLS are listed in Table 3. The dominant factors both achieve much better prediction results than conventional PLS, proving the improvement of a combination of physical background with PLS. Considering the two different dominant factors, the multivariate dominant factor in the present work largely improves the calibration and prediction quality compared with the dominant factor in Ref. [21]. R² is improved to 0.973 and RMSEP is decreased to 1.11% from 0.921 and 1.81%, respectively. The RMSE is lowered to 1.59% compared to 2.72% for the dominant factor in Ref. [21]. It is shown that the multivariate dominant factor in the present work utilized multiple lines to construct a more accurate indicator than the dominant factor in Ref. [21]. That is, the new dominant factor is capable of describing self-absorption and inter-element interference more comprehensively and effectively. Moreover, the multivariate dominant factor is extracted based on the line intensities after non-linear transformation, enabling PLS to model the non-linear relationship more accurately. Therefore, the multivariate dominant factor can be more accurate or robust over a wider concentration range, as demonstrated in Table 3. For instance, using the dominant factor in Ref. [21], the absolute relative error of prediction for sample 927 (highest Cu concentration out of the calibration set) was as high as 3.67%, while the value in the multivariate dominant factor was only 0.26%.

Table 3. List of conventional PLS and different dominant factors

It should be noted that the dominant factor in Ref. [21] was extracted through many steps of regression, while the multivariate dominant factor of the present model can be constructed with the application of PLS in a single step. This feature largely increases the self-adaption speed of the calibration model when more calibration samples are added. Additionally, with the development of understanding the mechanism of self-absorption and inter-element interference, more accurate non-linear transformation will be applicable, making PLS more capable of modeling the non-linear relationships between the spectra and concentration.

Furthermore, inappropriate non-linear transformation may result in less accurate results. For example, if the self-absorption laws of plasma are neglected and \( I_{Cu,i}^4 \) were randomly applied as corrected variables to describe self-absorption, the non-theoretical multivariate dominant factor is then expressed as follows:

\[
C_{Cu}^- = \sum_{i=1}^{m} r_i I_{Cu,i}^4 + C_{Cu,interf} + b_{Cu}
\]  

(9)

where \( C_{Cu}^- \) is the calculated elemental concentration of the dominant factor using inappropriate non-linear transformation for self-absorption, and \( r_i \ (i=1, 2, \ldots, m) \):
$m$ is the number of $Cu$ lines) is the coefficient provided by PLS regression. The results of such a multivariate dominant factor using non-linear transformation without solid physical background are shown in Fig. 3. The number of principal components was also set to be three, which was the same as the multivariate dominant factor based on physical principles shown in Fig. 2. Compared with the multivariate dominant factor with non-linear transformation based on physical principles (Fig. 2), the dominant factor with only quadruplicate correction of $Cu$ line intensities shown in Fig. 3 has a lower value of $R^2$, and the RMSEP increased to 1.76% because of the inaccurate non-linear transformation, showing that such a random and inaccurate transformation might distort the relationship and impair the effect of PLS regression. This result shows that selecting a suitable non-linear transformation is one of the key steps in modeling non-linear relationships.

**Figure 3. Results for the multivariate dominant factor with random and inaccurate non-linear transformation**

Even in the multivariate dominant factor with non-linear transformation based on physical information, $R^2$ is not very close to 1 at 0.971. This residual mainly is a product of the inaccuracy of dominant factor modeling itself and many other unknown fluctuations. Considering the possible correlation between these fluctuations and various emission lines, normal PLS with full spectral input is used to further correct the residual in the following discussion.

**4.3 PLS correction based on the multivariate dominant factor**

Since it is difficult to explicitly determine the relationship between the residuals and the spectra, PLS is a good candidate to extract necessary information through statistical correlation. Background signals which are less related to the concentration information were eliminated from the input of PLS in order to avoid the negative influence from the excess of abundant noise [16, 18, 25]. The number of principal components was chosen as five to obtain the smallest RMSEP. The final calibration and prediction results are shown in Fig. 4.

**Figure 4. Final results of PLS correction based on the multivariate dominant factor**

Table 4 lists the final results of the model in Ref. [21] and the present work. Compared with the multivariate dominant factor in Table 3, PLS correction improved the value of $R^2$ to 0.999, proving that PLS correction effectively compensated for the deviations from other fluctuations. The RMSEP of the final model (1.97%) was larger than that of the dominant factor alone (1.11%) and may be the result of a noise overfitting problem since PLS tried to correct any deviation using linear correlation and the full spectra. However, it cannot be denied that PLS correction improved the
overall model quality given the smaller RMSE.

Furthermore, compared with the dominant-factor-based PLS method in Ref. [21], PLS correction based on multivariate dominant factor obtained better prediction results while maintaining the same quality of calibration. The RMSEP decreased from 2.33% in Ref. [21] to 1.97% in the present model, a reduction of almost 15% of the RMSEP in Ref. [21]. Note that the PLS model based on the multivariate dominant factor is especially effective for samples outside of the calibration range. Samples 906 (with lowest Cu concentration) and 927 (with highest Cu concentration), for example, had absolute relative errors of 0.91% and 0.49%, respectively, while these values were 2.35% and 3.30% in the dominant-factor-based PLS method in Ref. [21]. Also, the improvement of the dominant factor resulted in a final model of higher quality, confirming that the more accurate the dominant factor model constructed, the more accurate the final model results obtained.

Table 4. Summary of the different model final results

It should be emphasized that PLS correction must be carefully chosen according to the different situations. If the calibration samples are limited and the multivariate dominant factor is not accurate enough, meaning more information in the spectra is required to model the fluctuations and construct a robust model, PLS is needed to correct the residuals and thus improve the final results. If with the development of dominant factor modeling and an increase in the number of calibration samples, the multivariate dominant factor itself will be able to extract enough useful information in the spectra to accurately model various fluctuations using statistical correlation. Under such circumstance, the secondary PLS for residue correction may be unnecessary. For the present case, overall speaking, the secondary PLS still improves the model results and is complementary to the multivariate dominant factor model.

5 Conclusion

A non-linearized PLS model based on multivariate dominant factor for determination of Cu concentration in brass alloys samples is presented. The multivariate model utilizes multiple spectral information to address issues of self-absorption, inter-element interference with nonlinear transformation in combination with PLS approach. A secondary PLS model is thereafter applied to further compensate for residual errors of the multivariate dominant factor model. This approach enables the linear correlation based PLS method to deal with nonlinear relationship between the spectral intensities and interested species concentration. Furthermore, due to the nonlinear transformation was applied according to plasma spectrum physical mechanism, the present approach provides the statistical PLS approach with physics background to some extent.

Based on the empirical expression of self-absorption and Taylor expansion, $I_{\text{Cu}}$, 
$I_{Cu}^{2}$, $I_{Cu}^{3}$ were taken as corrected independent variables in describing self-absorption.

For inter-element interference, line intensities of $Pb$ and $Zn$ were also considered to establish a multivariate dominant factor to describe inter-element interference. The inclusion of additional characteristic lines led to significant improvement over the conventional PLS method and already-improved dominant-factor-based PLS method in Ref. [21]. Basically, three different application methods of PLS keep the same calibration quality ($R^2=0.999$), while the nonlinearized PLS model based on the multivariate dominant factor results in a much improved RMSEP and RMSE. Compared with the already-improved dominant-factor based PLS model, the RESEP was improved from 2.33% to 1.97% and the overall RMSE was also decreased to 1.05% from 1.27%. Note that the RMSEP and RMSE for conventional PLS were much larger (5.25% and 2.81%, respectively).
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