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Abstract. In [DGGPR], we constructed 3-dimensional Topological Quantum Field Theories (TQFTs) using not necessarily semisimple modular categories. Here, we study projective representations of mapping class groups of surfaces defined by these TQFTs, and we express the action of a set of generators through the algebraic data of the underlying modular category \( \mathcal{C} \). This allows us to prove that the projective representations induced from the non-semisimple TQFTs of [DGGPR] are equivalent to those obtained by Lyubashenko via generators and relations in [Ly1]. Finally, we show that, when \( \mathcal{C} \) is the category of finite-dimensional representations of the small quantum group of \( \mathfrak{sl}_2 \), the action of all Dehn twists for surfaces without marked points has infinite order.
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1. Introduction

The main goal of this paper is to explicitly characterize and compute projective representations of mapping class groups of surfaces coming from the non-semisimple 3-dimensional Topological Quantum Field Theories (TQFTs for short) constructed in [DGGPR]. In doing this, we establish an equivalence with a family of projective representations constructed by Lyubashenko, while also proving some of their remarkable properties in a concrete example.

1.1. Background. In [Tu], Turaev introduced the original semisimple version of modular categories, and used them to construct 3-dimensional TQFTs. The latter are defined as symmetric monoidal functors from a category of 3-cobordisms, which carries a symmetric monoidal structure induced by disjoint union, to the category of vector spaces. The theory developed in [Tu] is an extension and a categorical reformulation of previous results of Reshetikhin and Turaev [RT1, RT2] which produced topological invariants of links and 3-manifolds out of a particular class of Hopf algebras. Consequently, the TQFTs obtained from semisimple modular categories are known as Reshetikhin-Turaev TQFTs.

Around the same time, in [Ly1] Lyubashenko introduced a more general (and not necessarily semisimple) notion of modular category, and used it to construct 3-manifold invariants and projective representations of mapping class groups of surfaces. These invariants are a categorical reformulation of Hennings’ ones [He], which are defined in terms of Hopf algebraic data, and which provide the first non-semisimple generalization of the work of Reshetikhin and Turaev. The question whether the theory of [Ly1] is part of a TQFT, or even of an extended notion of TQFT (known as ETQFT), was addressed in [KL]. However, the ETQFTs constructed by Kerler and Lyubashenko are defined just for connected surfaces, and are monoidal only in a weaker sense, that is, not with respect to disjoint unions.

In order to obtain TQFTs from non-semisimple modular categories (in the above sense of symmetric monoidal functors with respect to disjoint union), another ingredient was required: modified traces [GPT, GKP1]. Working in the context of Hopf algebras, generalized versions of Hennings’ invariants were defined with the help of modified traces. At first, this was done in the special case of the restricted quantum group of $\mathfrak{sl}_2$ [Mu, BBGe]. Immediately afterwards, the construction was carried out in the general Hopf case, and also upgraded to TQFTs [DGP]. Finally, the formulation of these TQFTs for general modular categories was given in [DGGPR], twenty-five years after Lyubashenko’s original work.

1.2. Non-semisimple TQFTs. To present our results, we first briefly review the TQFT defined in [DGGPR]. Let $\mathcal{C}$ be a modular category in the sense of Section 2.1.1, which means in particular that $\mathcal{C}$ is not necessarily semisimple. The category $\mathcal{C}ob_\mathcal{C}$ of admissible cobordisms is the symmetric monoidal category having:

- **Objects:** surfaces, decorated with finite sets of (oriented framed) marked points labeled by objects of $\mathcal{C}$ and with Lagrangian subspaces of their first homology group.
- **Morphisms:** cobordisms, decorated with embedded bichrome graphs and with integers called signature defects, and subject to a crucial admissibility condition. A bichrome graph is a ribbon graph with red and blue parts. Its blue subgraph, composed of edges and coupons, is labeled by objects and morphisms of $\mathcal{C}$ respectively, with boundary vertices corresponding to marked points on the boundary of the cobordism. Its red subgraph essentially determines a surgery link, and will be described in more detail in Section 2.2.1. A decorated cobordism is admissible if every connected
component disjoint from the incoming boundary contains a blue edge labeled by a projective object of \( \mathcal{C} \).

More details can be found in Section 2.3.1. The category \( \mathcal{C} \text{ob}_\mathcal{C} \) has the same objects as the cobordism category used for the Reshetikhin-Turaev TQFT [Tu], but it has fewer morphisms because of the admissibility condition. For example, closed 3-manifolds without embedded bichrome graphs are not admissible. On the other hand, every connected cobordism with non-empty incoming boundary is admissible, in particular every mapping cylinder.

In [DGGPR] a dual pair of TQFTs, that is, a pair of symmetric monoidal functors

\[
V_\mathcal{C} : \mathcal{C} \text{ob}_\mathcal{C} \to \text{Vect}_k, \quad V'_\mathcal{C} : (\mathcal{C} \text{ob}_\mathcal{C})^{\text{op}} \to \text{Vect}_k,
\]

is constructed (see Section 2.3.2). The duality is provided by a non-degenerate pairing \( \langle \_, \_ \rangle_\Sigma \) between the state spaces \( V_\mathcal{C}(\Sigma) \) and \( V'_\mathcal{C}(\Sigma) \) for each object \( \Sigma \) of \( \mathcal{C} \text{ob}_\mathcal{C} \). The pairing is invariant in the sense that for all morphisms \( M : \Sigma \to \Sigma' \) and for all vectors \( v \in V_\mathcal{C}(\Sigma) \) and \( v' \in V'_\mathcal{C}(\Sigma') \) we have

\[
\langle v', V_\mathcal{C}(M)(v) \rangle_\Sigma = \langle V'_\mathcal{C}(M)(v'), v \rangle_\Sigma.
\]

These TQFT functors admit both an algebraic description, which is closer to Lyubashenko’s approach, and a skein theoretical one, which is closer to the topological construction of [BHMV]. In particular, the algebraic model is especially convenient for discussing the contravariant TQFT \( V'_\mathcal{C} \), while the skein one is best suited for the covariant TQFT \( V_\mathcal{C} \). Consequently, we will use the functor \( V_\mathcal{C} \) in the comparison with [Ly1], while we will focus on the functor \( V'_\mathcal{C} \) to establish the infinite order of the action of Dehn twists in the quantum group example.

Remark 1.1. If we take \( \mathcal{C} \) to be semisimple, at first glance the TQFT \( V_\mathcal{C} \) is different from the Reshetikhin-Turaev TQFT, as the source category \( \mathcal{C} \text{ob}_\mathcal{C} \) has fewer cobordisms. In order to match the two theories exactly, given a (possibly non-admissible) decorated cobordism \( M \), simply embed an unknot labeled by the tensor unit. For admissible \( M \), this does not change the value of \( V_\mathcal{C}(M) \), while for \( \mathcal{C} \) semisimple, the tensor unit is projective, and so \( M \) together with this additional unknot becomes admissible.

In Section 2.4, we demonstrate our TQFT construction in more explicit terms for the case when the modular category \( \mathcal{C} \) is of the form \( H \text{-mod} \) for a factorizable ribbon Hopf algebra \( H \), and we show the equivalence with the construction of [DGP], which is also based on a factorizable ribbon Hopf algebra.

1.3. Projective representations of mapping class groups. For every natural number \( g \), we consider a standard closed connected surface \( \Sigma_g \) of genus \( g \) and a Lagrangian subspace \( \lambda_g \subset H_1(\Sigma_g; \mathbb{R}) \). Next, for every natural number \( m \) and every \( m \)-tuple \( \underline{V} = (V_1, \ldots, V_m) \in \mathcal{C} \times m \), we denote with \( \Sigma_g, \underline{V} = (\Sigma_g, \underline{P}_{\underline{V}}, \lambda_g) \) the object of \( \mathcal{C} \text{ob}_\mathcal{C} \) determined by a standard set \( \underline{P}_{\underline{V}} \subset \Sigma_g \) of \( m \) positive marked points with labels specified by the subscript. Then, we denote with \( \text{Mod}(\Sigma_g, \underline{P}_{\underline{V}}) \) the mapping class group of the decorated surface \( (\Sigma_g, \underline{P}_{\underline{V}}) \), which is the group of isotopy classes of decoration-preserving positive self-diffeomorphisms.

By applying the TQFT functor \( V_\mathcal{C} \) to mapping cylinders over \( \Sigma_g, \underline{V} \), one obtains a map \( \rho_\mathcal{C} : \text{Mod}(\Sigma_g, \underline{P}_{\underline{V}}) \to \text{GL}_k(V_\mathcal{C}(\Sigma)) \). Since the gluing operation affects the signature defect, this is in general only a projective representation, that is, in general only the induced map

\[
\overline{\rho}_\mathcal{C} : \text{Mod}(\Sigma_g, \underline{P}_{\underline{V}}) \to \text{PGL}_k(V_\mathcal{C}(\Sigma))
\]
is a group homomorphism. Analogously, the TQFT $V'_g$ defines a group homomorphism
\begin{equation}
\rho'_C : \text{Mod}(\Sigma_g, P_V) \to \text{PGL}_k(V'_C(\Sigma)).
\end{equation}
Here, the contravariance of $V'_g$ is compensated by choosing the mapping cylinder for the inverse element of the mapping class group (see Section 3.2).

The state space $V'_g(\Sigma_g, L)$ is isomorphic to a morphism space in $\mathcal{C}$, namely (see Section 2.3.3),
\begin{equation}
V'_g(\Sigma_g, V) \cong \mathcal{C}(V_1 \otimes \ldots \otimes V_m \otimes L^\otimes g, 1),
\end{equation}
where $L \in \mathcal{C}$ is the coend $L := \int_{X \in \mathcal{C}} X^* \otimes X$.

By combining (1) with (2), we obtain the group homomorphism
\begin{equation} 
\rho_X : \text{Mod}(\Sigma_g, P_V) \to \text{PGL}_k(\mathcal{C}(V_1 \otimes \ldots \otimes V_m \otimes L^\otimes g, 1)).
\end{equation}

Our first main result consists in computing $\rho_X$ on a set of generators of $\text{Mod}(\Sigma_g, P_V)$ in terms of the algebraic data of $\mathcal{C}$ (see Proposition 3.3).

On the other hand, in [Ly1] Lyubashenko constructs projective representations of $\text{Mod}(\Sigma_g, P_V)$ on the morphism space $\mathcal{C}(V_1 \otimes \ldots \otimes V_m, L^\otimes g)$.

This is done by explicitly giving the action of a set of generators in terms of the ribbon structure of $\mathcal{C}$ and of canonical morphisms associated to $L$, and then verifying that these satisfy the required relations. We denote the corresponding group homomorphism by
\begin{equation} 
\rho_L : \text{Mod}(\Sigma_g, P_V) \to \text{PGL}_k(\mathcal{C}(V_1 \otimes \ldots \otimes V_m, L^\otimes g)).
\end{equation}

Our second main result is (see Theorem 4.4):

**Theorem 1.2.** The projective representations $\rho_X$ and $\rho_L$ of $\text{Mod}(\Sigma_g, P_V)$ are equivalent.

**Remark 1.3.**

(i) Theorem 1.2 establishes $V'_g$ (or, equivalently, $V_g$) as a TQFT extension of Lyubashenko’s mapping class group representations. To our knowledge, this is the first such extension in the literature (with TQFTs understood as symmetric monoidal functors with respect to disjoint union). In the approach taken here, functoriality of $V'_g$ guarantees that we obtain a projective representation, and therefore the action of the generators we compute in Proposition 3.3 automatically satisfies all defining relations of the mapping class group. In this sense, Theorem 1.2 is an independent proof of the fact that the action of the generators given in [Ly1] indeed defines a projective representation.

(ii) The renormalized Lyubashenko invariants (see Sec. 2.2.2) underlying our TQFT are profoundly different from the original invariants of [Ly1] when the modular category $\mathcal{C}$ is non-semisimple. Indeed, for admissible closed 3-manifolds, the latter are identically zero, while the former are non-trivial. Furthermore, renormalized invariants are not defined for closed 3-manifolds with empty decorations, while the original ones are well-defined, but vanish against $\Sigma \times S^1$ for every surface $\Sigma$. This is why the original Lyubashenko invariants could not be consistently extended to a TQFT.
Finally, we consider the small quantum group \( \bar{U}_q\mathfrak{sl}_2 \) at an odd root of unity \( q \) as an example. For these values of \( q \), the Hopf algebra \( \bar{U}_q\mathfrak{sl}_2 \) can be equipped with a factorizable ribbon structure (recalled in Section 5.1), so that \( \mathcal{C} = \bar{U}_q\mathfrak{sl}_2\text{-mod} \) is a non-semisimple modular category. Let \( \Sigma \) be a connected surface, let \( \lambda \subset H_1(\Sigma; \mathbb{R}) \) be a Lagrangian subspace, and consider the object \( \Xi = (\Sigma, \emptyset, \lambda) \) of \( \mathcal{C}\text{ob}_\mathcal{C} \), i.e. the case with no marked points. It turns out that even in this simple situation, the action of Dehn twists \( \tau_\gamma \) has infinite order for every simple closed curve \( \gamma \). To establish this result, it is more convenient to use the TQFT \( V_\mathcal{C} \) rather than \( V'_\mathcal{C} \).

**Proposition 1.4.** If \( \mathcal{C} = \bar{U}_q\mathfrak{sl}_2\text{-mod} \), \( \Xi = (\Sigma, \emptyset, \lambda) \) is a connected object of \( \mathcal{C}\text{ob}_\mathcal{C} \), and \( \gamma \subset \Sigma \) is an essential simple closed curve, then \( \overline{\rho}_\mathcal{C}(\tau_\gamma) \) has infinite order in \( \text{PGL}_\mathbb{C}(V_\mathcal{C}(\Xi)) \).

The proof is given in Section 5.2.
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**Conventions.** Throughout this paper, \( k \) is an algebraically closed field, possibly of finite characteristic, and \( \mathcal{C} \) stands for a strict modular category over \( k \) (after the notion has been recalled in Section 2.1). Also, every manifold considered is oriented, and every diffeomorphism orientation-preserving.

### 2. TQFTs from non-semisimple modular categories

In this section we review the construction of a 3-dimensional TQFT from a possibly non-semisimple modular category, following [DGGPR]. We start by recalling the necessary algebraic ingredients, then we describe how to use a modular category to define an invariant of closed 3-manifolds decorated with bichrome graphs, and next we explain how this invariant gives rise to a TQFT via the universal construction. Finally, we explain how the construction is applied when the modular category is of the form \( H\text{-mod} \) for a finite-dimensional factorizable ribbon Hopf algebra \( H \). This will be used in Appendix C to show the equivalence with the construction of [DGP].

#### 2.1. Algebraic ingredients.

**2.1.1. Modular tensor categories.** A modular tensor category, or modular category for short, is a finite ribbon category over \( k \) whose transparent objects are all isomorphic to direct sums of copies of the tensor unit.

Let us unpack this definition a little bit. A finite category is a linear category over \( k \) which is equivalent to the category \( A\text{-mod} \) of finite dimensional left \( A \)-modules for some finite dimensional algebra \( A \) over \( k \). A ribbon structure on a linear category \( \mathcal{C} \) is given by:

(i) a tensor product \( \otimes : \mathcal{C} \times \mathcal{C} \to \mathcal{C} \), together with associativity isomorphisms;

(ii) a tensor unit \( 1 \in \mathcal{C} \), together with unit isomorphisms;

(iii) duality morphisms \( \overline{\text{ev}}_X : X^* \otimes X \to 1 \), \( \text{coev}_X : 1 \to X \otimes X^* \), and \( \overline{\text{ev}}_X : X \otimes X^* \to 1 \), \( \text{coev}_X : 1 \to X^* \otimes X \) for every \( X \in \mathcal{C} \);

(iv) braiding isomorphisms \( c_{X,Y} : X \otimes Y \to Y \otimes X \) for all \( X,Y \in \mathcal{C} \);

(v) twist isomorphisms \( \vartheta_X : X \to X \) for every \( X \in \mathcal{C} \).
All these pieces of structure are subject to a number of conditions that can be found in [EGNO]. For notational simplicity we will assume $\mathcal{C}$ to be strict, that is, associativity and unit isomorphisms are identities.

An object $X \in \mathcal{C}$ of a ribbon category is transparent if its double braiding with any other object of $\mathcal{C}$ is trivial, meaning

$$c_{Y,X} \circ c_{X,Y} = id_{X \otimes Y}$$

for every $Y \in \mathcal{C}$.

2.1.2. The coend $L$. A modular category $\mathcal{C}$ admits a coend

$$L := \int_{X \in \mathcal{C}} X^* \otimes X \in \mathcal{C},$$

which is defined as the universal dinatural transformation with source

$$(\_ \otimes \_): \mathcal{C}^{op} \times \mathcal{C} \to \mathcal{C} (X,Y) \mapsto X^* \otimes Y,$$

see [ML] for details. In particular, $L$ is an object of $\mathcal{C}$ equipped with structure morphisms $i_X: X^* \otimes X \to L$ for every $X \in \mathcal{C}$ which are dinatural in $X$. The coend $L$ carries the structure of a braided Hopf algebra in $\mathcal{C}$ [Ma1, Ly2], meaning it is equipped with:

(i) a product $\mu: L \otimes L \to L$ and a unit $\eta: 1 \to L$;
(ii) a coproduct $\Delta: L \to L \otimes L$ and a counit $\varepsilon: L \to 1$;
(iii) an antipode $S: L \to L$.

Moreover, the coend $L$ admits non-zero two-sided integrals and cointegrals, which are unique up to scalar, see e.g. [KL, Sec. 4.2.3]. By definition, a two-sided integral, or integral for short, is a morphism $\Lambda: 1 \to L$ satisfying

$$\mu \circ (\Lambda \otimes id_L) = \Lambda \circ \varepsilon = \mu \circ (id_L \otimes \Lambda),$$

and a two-sided cointegral, or cointegral for short, is a morphism $\Lambda^{co}: L \to 1$ satisfying

$$(\Lambda^{co} \otimes id_L) \circ \Delta = \eta \circ \Lambda^{co} = (id_L \otimes \Lambda^{co}) \circ \Delta.$$

Every modular category also admits an end

$$\mathcal{E} := \int_{X \in \mathcal{C}} X \otimes X^* \in \mathcal{C},$$

which comes equipped with a dinatural family of morphisms $j_X: \mathcal{E} \to X \otimes X^*$. The universal properties of $L$ and $\mathcal{E}$ imply that there is a unique morphism $D: L \to \mathcal{E}$, called the Drinfeld map, such that for all $X,Y \in \mathcal{C}$

$$j_Y \circ D \circ i_X = \text{Diagram} : X^* \otimes X \to Y \otimes Y^*.$$

Here we use standard diagrammatic calculus, with diagrams read from bottom to top, see [DGGPR] for further conventions. As a consequence of modularity, $D$ is invertible. In fact, there are three a priori independent non-degeneracy conditions on the braiding of a finite ribbon category. First, that there are no non-trivial transparent objects, as used above in the definition of modularity; Second, that the Drinfeld map is invertible; Third, that a certain functor to the Drinfeld center of $\mathcal{C}$ is an equivalence. These conditions were shown to be equivalent in [Sh], and hence all three can be used to define modularity. Invertibility of $D$ was the condition

\footnote{In general, the source of an integral and the target of a cointegral are given by an invertible object other than the tensor unit, the so-called object of integrals. For modular categories, the object of integrals is the tensor unit. See e.g. [DGGPR, Sec. 2] for more details and references.}
originally used in [Ly1]. However, the condition on transparent objects is the easiest one to state.

2.1.3. Modified traces. Denote by \(\text{Proj}(\mathcal{C})\) the full subcategory of projective objects of \(\mathcal{C}\). Then \(\text{Proj}(\mathcal{C})\) is a tensor ideal in \(\mathcal{C}\), that is, it is absorbent with respect to tensor products with arbitrary objects of \(\mathcal{C}\), and it is closed with respect to retracts. In fact, \(\text{Proj}(\mathcal{C})\) is the smallest non-zero tensor ideal of \(\mathcal{C}\) [GKP1, Sec. 4.4].

A modified trace on \(\text{Proj}(\mathcal{C})\) is a family of linear maps

\[
t := \{t_X : \text{End}_\mathcal{C}(X) \to k \mid X \in \text{Proj}(\mathcal{C})\}
\]
satisfying:

(i) Cyclicity: \(t_X(f \circ g) = t_Y(f \circ g)\) for all objects \(X, Y \in \text{Proj}(\mathcal{C})\), and all morphisms \(f \in \mathcal{C}(X, Y)\) and \(g \in \mathcal{C}(Y, Z)\);

(ii) Partial trace: \(t_{X \otimes Y}(f) = t_X(\text{ptr}(f))\) for all objects \(X \in \text{Proj}(\mathcal{C})\) and \(Y \in \mathcal{C}\), and every morphism \(f \in \text{End}_\mathcal{C}(X \otimes Y)\), where the morphism \(\text{ptr}(f) \in \text{End}_\mathcal{C}(X)\) is defined as

\[
\text{ptr}(f) := (\text{id}_X \otimes \text{coev}_Y) \circ (f \otimes \text{id}_Y) \circ (\text{id}_X \otimes \text{coev}_Y).
\]

One can show that, since \(\mathcal{C}\) is modular, there exists a non-zero modified trace on \(\text{Proj}(\mathcal{C})\), and that this trace is unique up to an overall scalar [GKP2, GR], see also [GKP3, Cor. 5.6] for a much more general existence result. Moreover, this modified trace induces a non-degenerate pairing \(\mathcal{C}(X, Y) \times \mathcal{C}(Y, X) \to k\) given by \((f, g) \mapsto t_Y(f \circ g)\) for all \(X \in \mathcal{C}\) and \(Y \in \text{Proj}(\mathcal{C})\) [GR, GKP3]. By contrast, the standard categorical trace vanishes on \(\text{Proj}(\mathcal{C})\) as soon as \(\mathcal{C}\) is non-semisimple.

Since \(\mathcal{C}\) is finite, it has enough projectives and injectives. In particular, the tensor unit \(1\) has a projective cover \(P_1 \in \text{Proj}(\mathcal{C})\), equipped with a surjection morphism \(\varepsilon_1 : P_1 \to 1\). Since \(\mathcal{C}\) is modular, and hence also unimodular, \(P_1\) is in addition the injective envelope of \(1\), see e.g. [DGGPR, Sec. 2] for more details. In particular, there is an injection morphism \(\eta_1 : 1 \to P_1\). Note that \(\varepsilon_1 \circ \eta_1 \neq 0\) if and only if \(\mathcal{C}\) is semisimple. Both \(\varepsilon_1\) and \(\eta_1\) are unique up to scalars, and we link their normalization to that of the modified trace via the condition

\[
t_{P_1}(\eta_1 \circ \varepsilon_1) = 1.
\]

The fact that this expression is non-zero to begin with follows from the non-degeneracy of the modified trace.

2.2. 3-Manifold invariants.

2.2.1. Lyubashenko-Reshetikhin-Turaev functor. Fix a non-zero integral \(\Lambda\) for \(\mathcal{L}\). Here we recall an extension \(F_\Lambda\) of the Reshetikhin-Turaev functor \(F_\mathcal{E}\) of [Tu]. While the source of \(F_\mathcal{E}\) is the category \(\mathcal{R}_\mathcal{E}\) of \(\mathcal{C}\)-colored ribbon graphs, \(F_\Lambda\) is defined over the category \(\mathcal{R}_\Lambda\) of so-called bichrome graphs [DGP, DGGPR].

Bichrome graphs are a generalization of standard ribbon graphs whose edges can be of two kinds, red (carrying no labels), and blue (labeled as usual by objects of \(\mathcal{C}\)). For what concerns coupons, they can be, according to the edges intersecting them, either bichrome (and unlabeled), or blue (and labeled as usual by morphisms of \(\mathcal{C}\)), while red coupons are forbidden. Furthermore, bichrome coupons only have two possible configurations, namely (color available online)

---

2Actually, in [Ly1] the non-degeneracy of a certain Hopf pairing on \(\mathcal{L}\) is used as the defining condition, but this is easily seen to be equivalent to the invertibility of \(D\) [FGR, Prop. 4.11].
with blue edges labeled by the coend \( \mathcal{L} \) and the end \( \mathcal{E} \), respectively (see Section 2.1.2). Blue coupons, on the other hand, can be arbitrary. Boundary vertices can only meet blue edges.

To evaluate the functor \( F_\Lambda : \mathcal{R}_\Lambda \to \mathcal{C} \) on morphisms, i.e. on bichrome graphs, one carries out several steps, which we illustrate in the following example:

\[
T = \begin{array}{c}
\text{Red coupon} \\
\vspace{0.5cm}
\text{Blue coupon}
\end{array}
\begin{array}{c}
\text{Red edge} \\
\vspace{0.5cm}
\text{Blue edge}
\end{array}
\begin{array}{c}
\text{Red edge} \\
\vspace{0.5cm}
\text{Blue edge}
\end{array}
\end{array}
\]

Remark that throwing away the blue part of the graph, as well as bichrome coupons, and joining together each pair of red strands which did intersect a bichrome coupon, results in a red link. Then, start by cutting a red edge of the bichrome graph for each component of the red link, and drag the ends to the bottom, placing them side by side, with the downward-oriented strand on the left, and the upward-oriented one on the right. For \( n \) red components, this results in a so-called \( n \)-bottom graph, with \( 2n \) red boundary vertices at the bottom. In our example, \( n = 1 \) and the result of the above operation is

\[
\tilde{T} = \begin{array}{c}
\text{Red coupon} \\
\vspace{0.5cm}
\text{Red edge} \\
\vspace{0.5cm}
\text{Red edge} \\
\vspace{0.5cm}
\text{Red edge}
\end{array}
\begin{array}{c}
\text{Red coupon} \\
\vspace{0.5cm}
\text{Red edge}
\end{array}
\]

The plat closure operation, which consists in joining together in pairs red strands intersecting adjacent incoming boundary vertices, has to result in the original bichrome graph. Next, choose objects \( X_1, \ldots, X_n \) (one for each of the \( n \) components of the red link), label red edges correspondingly by \( X_k \), for \( 1 \leq k \leq n \), and label bichrome coupons meeting these edges by the dinatural morphism \( i_{X_k} \), in the case of \( \mathcal{L} \), or \( j_{X_k} \), in the case of \( \mathcal{E} \). In our example one obtains the graph

\[
\tilde{T}_{X_1} = \begin{array}{c}
\text{Red coupon} \\
\vspace{0.5cm}
\text{Red edge} \\
\vspace{0.5cm}
\text{Red edge} \\
\vspace{0.5cm}
\text{Red edge}
\end{array}
\begin{array}{c}
\text{Red coupon} \\
\vspace{0.5cm}
\text{Red edge}
\end{array}
\]

At this point, all edges and coupons are labeled, and forgetting the difference between red and blue we have a \( \mathcal{C} \)-colored ribbon graph, that is, a morphism in \( \mathcal{R}_\mathcal{C} \). To this we can apply the Reshetikhin-Turaev functor \( F_\mathcal{C} \) to obtain a morphism in \( \mathcal{C} \). In the above example,

\[
F_\mathcal{C}(\tilde{T}_{X_1}) = (i_{X_1} \otimes i_{X_1}) \circ (\text{id}_{X_1} \otimes \text{coev}_{X_1} \otimes \text{id}_{X_1}).
\]

By construction, the resulting family of morphisms (indexed by \( X_1, \ldots, X_n \)) is dinatural, and via the universal property of \( \mathcal{L} \) defines a morphism out of \( \mathcal{L} \otimes^n \), possibly tensored with other objects coming from blue boundary vertices. For our bichrome graph \( T \) we obtain a morphism \( f_\mathcal{C}(T) : \mathcal{L} \to \mathcal{L} \otimes \mathcal{L} \), which is uniquely specified by the condition

\[
f_\mathcal{C}(T) \circ i_{X_1} = F_\mathcal{C}(\tilde{T}_{X_1}).
\]

We compute these morphisms explicitly for general \( n \)-bottom graphs in Lemma 2.1 in the case \( \mathcal{C} = \mathcal{H}-\text{mod} \) for a finite-dimensional ribbon Hopf algebra \( \mathcal{H} \).
This is the defining property of the coproduct of $\mathcal{L}$, so that in fact $f_{\mathcal{R}}(T) = \Delta$. The final step is to pre-compose with the $n$-fold tensor power of the integral $\Lambda$, so that in the example, $F_\Lambda(T) : \mathcal{L} \otimes \mathcal{L} \to \mathcal{L}$ is given by

$$F_\Lambda(T) = \Delta \circ \Lambda.$$ 

Note that while $F_\Lambda$ does depend on the choice of $\Lambda$, the category $\mathcal{R}_\Lambda$ does not. The notation is chosen merely to remind of the relevant functor. We refer to [DGGPR, Sec. 3.1] for more details on bichrome graphs, the category $\mathcal{R}_\Lambda$, and the definition (and well-definedness) of $F_\Lambda$.

By construction, $\mathcal{R}_\mathcal{R}$ and $\mathcal{R}_\Lambda$ have the same objects, and there is a commuting (on the nose) diagram of functors

$$\begin{array}{ccc}
\mathcal{R}_\mathcal{R} & \xrightarrow{F_\mathcal{R}} & \mathcal{C} \\
\downarrow F_\Lambda & & \downarrow \\
\mathcal{R}_\Lambda & \xrightarrow{F_\Lambda} & \mathcal{C}
\end{array}$$

where the vertical arrow is the identity at the level of objects and the inclusion of purely blue ribbon graphs into bichrome graphs at the level of morphisms.

2.2.2. Renormalized Lyubashenko invariant. We say a bichrome graph is closed if it has no boundary vertices, and we say it is admissible if it has at least one blue edge labeled by a projective object of $\mathcal{C}$. Every admissible closed bichrome graph $T$ admits a cutting presentation, which is a bichrome graph $T_V$ featuring a single incoming boundary vertex and a single outgoing one, both positive and labeled by $V \in \text{Proj}(\mathcal{C})$, and whose trace closure is $T$. If $T$ is a closed admissible bichrome graph and $T_V$ is a cutting presentation, then the scalar $F'_\Lambda(T) := t_V(F_\Lambda(T_V))$ is independent of $T_V$ and is a topological invariant of $T$ [DGGPR, Thm. 3.3].

By suitably normalizing it, $F'_\Lambda$ can be used to define an invariant $L'_\mathcal{R}$ of admissible decorated 3-manifolds. A decorated 3-manifold is a pair $(M, T)$, where $M$ is a connected closed 3-manifold, and where $T \subset M$ is a closed bichrome graph. A pair $(M, T)$ is admissible if $T$ is.

To define the invariant, we need stabilization coefficients, which are defined as

$$\Delta_{\pm} := F_\Lambda(O_{\pm}) \in \mathbb{k},$$

where $O_{\pm}$ denotes a red $\pm 1$-framed unknot. These coefficients are automatically non-zero [KL] (see [DGGPR, Prop. 2.6] for a proof in the present notation), and thus allow us to fix constants $\mathcal{D}$ and $\delta$ given by

$$\mathcal{D}^2 = \Delta_+ \Delta_-, \quad \delta = \frac{\mathcal{D}}{\Delta_-} = \frac{\Delta_+}{\mathcal{D}}.$$ (3)

Note that $\mathcal{D}$ involves a choice of square root.

Let $(M, T)$ be an admissible decorated 3-manifold, and let $L$ be a surgery presentation of $M$ given by a red framed oriented link in $S^3$ with $\ell$ components and signature $\sigma$. We assume the bichrome graph $T$ is contained in the exterior of the surgery link $L$, so that we can think of them as simultaneously embedded in $S^3$. Then, as proved in [DGGPR, Thm. 3.8], the scalar

$$L'_\mathcal{R}(M, T) := \mathcal{D}^{-1-\ell} \delta^{-\sigma} F'_\Lambda(L \cup T)$$ (4)

is a topological invariant of the pair $(M, T)$. We will call $L'_\mathcal{R}(M, T)$ the renormalized Lyubashenko invariant of the admissible decorated 3-manifold $(M, T)$. The use of modified traces to define renormalized 3-manifold invariants via link surgery was pioneered in [CGP].
2.3. Construction of TQFTs.

2.3.1. Admissible cobordisms. The TQFT associated to $\mathcal{C}$ will be defined on a cobordism category that contains the same objects but fewer morphisms than the one used for the original Reshetikhin-Turaev TQFT [Tu].

The category $\mathcal{C}ob_{\mathcal{C}}$ of admissible cobordisms has objects and morphisms defined as follows. An object $\Sigma$ of $\mathcal{C}ob_{\mathcal{C}}$ is a triple $(\Sigma, P, \lambda)$ where:

1. $\Sigma$ is a closed surface;
2. $P \subset \Sigma$ is a finite set of oriented framed points labeled by objects of $\mathcal{C}$;
3. $\lambda \in H_1(\Sigma; \mathbb{R})$ is a Lagrangian subspace for the intersection form.

A morphism $\mathcal{M} : \Sigma \to \Sigma'$ of $\mathcal{C}ob_{\mathcal{C}}$ is an equivalence class of admissible triples $(M, T, n)$ where:

1. $M$ is a 3-dimensional cobordism from $\Sigma$ to $\Sigma'$;
2. $T \subset M$ is a bichrome graph from $P$ to $P'$;
3. $n \in \mathbb{Z}$ is an integer called the signature defect.

A triple $(M, T, n)$ is admissible if every connected component of $M$ disjoint from the incoming boundary $\partial_- M \cong \Sigma$ contains an admissible subgraph of $T$. Two triples $(M, T, n)$ and $(M', T', n')$ are equivalent if $n = n'$ and if there exists an isomorphism of cobordisms $f : M \to M'$ satisfying $f(T) = T'$.

The composition $M' \circ \mathcal{M} : \Sigma \to \Sigma''$ of morphisms $\mathcal{M}' : \Sigma' \to \Sigma''$, $\mathcal{M} : \Sigma \to \Sigma'$ is the equivalence class of the triple

$$\left( M \cup_{\Sigma'} M', T \cup_{P'} T', n + n' - \mu(M_\lambda(\lambda), \lambda', M'^*(\lambda')) \right)$$

for the Lagrangian subspaces

$$M_\lambda(\lambda) := \{ x' \in H_1(\Sigma'; \mathbb{R}) | (i_{M_\lambda})*_{\lambda}(x') \in (i_{\lambda})*_{\lambda}(\lambda) \},$$

$$M'^*(\lambda') := \{ x' \in H_1(\Sigma'; \mathbb{R}) | (i_{M'})*_{\lambda'}(x') \in (i_{\lambda'})*_{\lambda'}(\lambda') \}.$$

Here,

$$i_{M_\lambda} : \Sigma \hookrightarrow M, \quad i_{M_\lambda} : \Sigma' \hookrightarrow M, \quad i_{M'} : \Sigma' \hookrightarrow M', \quad i_{M'} : \Sigma'' \hookrightarrow M'$$

are the embeddings induced by the structure maps of $M$ and $M'$, and $\mu$ denotes the Maslov index, see [Tu] for a detailed account of its properties.

One notable difference between $\mathcal{C}ob_{\mathcal{C}}$ and the full cobordism category is that in $\mathcal{C}ob_{\mathcal{C}}$ not every object is dualizable. Indeed, the dualizable objects $\Sigma = (\Sigma, P, \lambda)$ in $\mathcal{C}ob_{\mathcal{C}}$ are precisely those where each connected component of $\Sigma$ contains at least one vertex of $P$ labeled by a projective object of $\mathcal{C}$. If this condition is not satisfied, the decorated cobordism giving the coevaluation\(^4\) in the full cobordism category is not admissible, and so it is not in $\mathcal{C}ob_{\mathcal{C}}$.

2.3.2. TQFT via the universal construction. We can use the universal construction of [BHMV] to extend an invariant of closed manifolds to a functor defined on cobordisms. To start with, we generalize $L'_{\mathcal{C}}$ to an invariant of closed morphisms of $\mathcal{C}ob_{\mathcal{C}}$ by setting

$$L'_{\mathcal{C}}(\mathcal{M}) := \delta^a L'_{\mathcal{C}}(M, T)$$

for every closed connected morphism $\mathcal{M} = (M, T, n)$, and by setting

$$L'_{\mathcal{C}}(\mathcal{M}_1 \sqcup \ldots \sqcup \mathcal{M}_k) := \prod_{i=1}^k L'_{\mathcal{C}}(\mathcal{M}_i)$$

for every tensor product of closed connected morphisms $\mathcal{M}_1, \ldots, \mathcal{M}_k$. Then, if $\Sigma$ is an object of $\mathcal{C}ob_{\mathcal{C}}$, we consider vector spaces $V(\Sigma)$ and $V'(\Sigma)$ with basis given

\(^4\)That is, the cylinder over $\Sigma$ with both boundary components declared as outgoing.
by morphisms of $\text{Cob}_k$ of the form $M_\Sigma : \varnothing \to \Sigma$ and $M'_\Sigma : \Sigma \to \varnothing$, respectively. These vector spaces are paired via
\[
\langle \_, \_ \rangle : \mathcal{F}'(\Sigma) \times \mathcal{F}(\Sigma) \to k
\] (\frac{M'_\Sigma}{M_\Sigma}, \frac{M_\Sigma}{M'_\Sigma}) \mapsto L_{\Sigma}(M'_\Sigma \circ M_\Sigma).

State spaces are then defined as quotients with respect to the left and the right radical of the pairing $\langle \_, \_ \rangle_\Sigma$, namely
\[
V_\varnothing(\Sigma) := \mathcal{F}(\Sigma)/\text{rad}_{L}(\langle \_, \_ \rangle_\Sigma), \quad V'_\varnothing(\Sigma) := \mathcal{F}'(\Sigma)/\text{rad}_{L}(\langle \_, \_ \rangle_\Sigma).
\]
We will denote equivalence classes in these quotients by square brackets. Now, if $M : \Sigma \to \Sigma'$ is a morphism of $\text{Cob}_k$, its associated operators are simply defined as
\[
V_\varnothing(M) : V_\varnothing(\Sigma) \to V_\varnothing(\Sigma'), \quad V'_\varnothing(M) : V'_\varnothing(\Sigma) \to V'_\varnothing(\Sigma'),
\]
\[
[M_\Sigma] \mapsto [M \circ M_\Sigma], \quad [M'_\Sigma] \mapsto [M'_\Sigma \circ M].
\]
Altogether, this defines a pair of functors
\[
V_\varnothing : \text{Cob}_k \to \text{Vect}_k, \quad V'_\varnothing : (\text{Cob}_k)^{op} \to \text{Vect}_k.
\]
These functors are dual to each other in the sense that the vector spaces $V_\varnothing(\Sigma)$ and $V'_\varnothing(\Sigma)$ are non-degenerately paired via $\langle \_, \_ \rangle_\Sigma$, and that for all $M : \Sigma \to \Sigma'$, $[M_{\Sigma}] \in V_\varnothing(\Sigma)$, and $[M'_{\Sigma}] \in V'_\varnothing(\Sigma')$ we have
\[
\langle [M'_{\Sigma}], V_\varnothing(M)([M_{\Sigma}]) \rangle_{\Sigma} = \langle [M'_{\Sigma}], V'_\varnothing(M)([M'_{\Sigma}]) \rangle_{\Sigma}.
\]
It is shown in [DGGPR, Thm. 4.12] that $V_\varnothing$ and $V'_\varnothing$ are symmetric monoidal, so that they define TQFTs on $\text{Cob}_k$ and $(\text{Cob}_k)^{op}$, respectively.

2.3.3. Skein modules and algebraic state spaces. While the definition of the state spaces $V_\varnothing(\Sigma)$ and $V'_\varnothing(\Sigma)$ in terms of equivalence classes of linear combinations of decorated cobordisms is very convenient for the construction of the TQFT functors, it is not at all obvious how to express these spaces in terms of the underlying modular category $\mathcal{C}$. We will do this in two steps, first introducing admissible skein modules, and then passing to (quotients of) certain morphism spaces in $\mathcal{C}$.

If $\Sigma = (\Sigma, P, \lambda)$ is an object of $\text{Cob}_k$ and $M$ is a connected 3-dimensional cobordism from $\varnothing$ to $\Sigma$, then we denote with $\mathcal{F}(M; \Sigma)$ the vector space generated by isotopy classes of admissible bichrome graphs $T$ inside $M$ from $\varnothing$ to $P$. Similarly, if $\Sigma$ is non-empty and $M'$ is a connected 3-dimensional cobordism from $\Sigma$ to $\varnothing$, then we denote with $\mathcal{F}'(M'; \Sigma)$ the vector space generated by isotopy classes of (not necessarily admissible) bichrome graphs $T'$ inside $M'$ from $P$ to $\varnothing$.

We say two vectors of $\mathcal{F}(M; \Sigma)$ are skein equivalent if, up to isotopy, they are related by a finite sequence of local moves replacing parts of bichrome graphs obtained by restriction to topological 3-balls with bichrome graphs having the same image under the functor $F_\lambda$.

On the other hand, for $\mathcal{F}(M; \Sigma)$ we introduce an extra condition for skein equivalence. Namely, we say a local move is admissible if the complement of the topological 3-ball inside which it takes place contains an admissible subgraph. We say two vectors of $\mathcal{F}(M; \Sigma)$ are admissibly skein equivalent, or skein equivalent for short, if they are related by a finite sequence of admissible local moves.

We define the skein modules $S(M; \Sigma)$ and $S'(M'; \Sigma)$ as the quotients of $\mathcal{F}(M; \Sigma)$ and $\mathcal{F}'(M'; \Sigma)$ with respect to skein equivalence, respectively. Then the natural linear maps
\[
\pi : S(M; \Sigma) \to V_\varnothing(\Sigma) \quad \pi' : S'(M'; \Sigma) \to V'_\varnothing(\Sigma)
\]
\[
[T] \mapsto [M, T, 0] \quad [T'] \mapsto [M', T', 0]
\]
are surjective [DGGPR, Prop. 4.11].
Next, let us recall the algebraic model for state spaces associated with connected objects of Cob. For all $g, m \in \mathbb{N}$ and every $\mathcal{V} = (V_1, \ldots, V_m) \in \mathcal{C}^\otimes s$, let us consider vector spaces\footnote{In [DGGPR] we used $\mathcal{C}(P_1, \mathcal{C}^\otimes \otimes V_1 \otimes \ldots \otimes V_m)$ and $\mathcal{C}(\mathcal{L}^\otimes \otimes V_1 \otimes \ldots \otimes V_m, 1)$ instead, i.e. we placed (co)ends as first tensor factors, rather than last. The morphism spaces we use here are isomorphic (via the braiding) and turn out to be more convenient when relating to Lyubashenko’s mapping class group representations.}

$$\mathcal{X}_{g, \mathcal{V}} := \mathcal{C}(P_1, V_1 \otimes \ldots \otimes V_m \otimes \mathcal{C}^\otimes s), \quad \mathcal{X}'_{g, \mathcal{V}} := \mathcal{C}(V_1 \otimes \ldots \otimes V_m \otimes \mathcal{L}^\otimes \otimes \mathcal{R}^\otimes, 1),$$

where $P_1$ is the projective cover of the tensor unit $\mathcal{I}$. Using the injection morphism $\eta_1 : 1 \to P_1$ from Section 2.1.3 and the inverse of the Drinfeld map $D$, these morphisms are paired via

$$\langle \_ , \_ \rangle_{g, \mathcal{V}} : \mathcal{X}_{g, \mathcal{V}} \times \mathcal{X}'_{g, \mathcal{V}} \to k$$

$$(x', x) \mapsto t_{P_1}(\eta_1 \circ x' \circ (\text{id}_1 \otimes \mathcal{V}_m) \otimes (D^{-1}) \otimes \circ x)$$

where for every $f \in \text{Hom}_{\mathcal{C}}(P_1, \mathcal{I})$ the scalar $(f)_{\xi_1} \in k$ is defined by $f = (f)_{\xi_1} \xi_1$ for the projective cover morphism $\xi_1 : P_1 \to \mathcal{I}$. As proved in [DGGPR, Lem. 4.1], the left radical $\text{rad}_{\mathcal{C}}\langle \_ , \_ \rangle_{g, \mathcal{V}}$ of the pairing $\langle \_ , \_ \rangle_{g, \mathcal{V}}$ is trivial. We define the algebraic state spaces as

$$(8) \quad X_{g, \mathcal{V}} := \mathcal{X}_{g, \mathcal{V}} / \text{rad}_{\mathcal{C}}\langle \_ , \_ \rangle_{g, \mathcal{V}}, \quad X'_{g, \mathcal{V}} := \mathcal{X}'_{g, \mathcal{V}}.$$

They are dual to each other by construction.

In the following we will use skein modules to give an isomorphism between state spaces coming from the functors $V_g$ and $V_g'$ and their algebraic models. For every natural number $g$, we consider a standard closed connected surface $\Sigma_g$ of genus $g$ equipped with a fixed Lagrangian subspace $\lambda_g \subset H_1(\Sigma_g; \mathbb{R})$. For every natural number $m$ and every $m$-tuple $\mathcal{V} = (V_1, \ldots, V_m) \in \mathcal{C}^\otimes s$, we denote with

$$(9) \quad \Sigma_{g, \mathcal{V}} = (\Sigma_g, \mathcal{P}_g, \lambda_g)$$

the object of Cob whose decorations are specified by the subscript. We want to describe isomorphisms

$$V_g(\Sigma_{g, \mathcal{V}}) \cong X_{g, \mathcal{V}}, \quad V_g'(\Sigma_{g, \mathcal{V}}) \cong X'_{g, \mathcal{V}}.$$

We start by fixing a genus $g$ Heegaard splitting $M_g \cup \Sigma_g$ of $S^3$, which we represent as in Figure 1. With respect to this configuration, we define the map

$$\Psi : X_{g, \mathcal{V}} \to \tilde{S}(M_g; \Sigma_{g, \mathcal{V}}),$$

which sends $[x] \in X_{g, \mathcal{V}}$ to the admissible bichrome graph contained in the bottom handlebody in Figure 1. One can check that this assignment is independent of the choice of a representative $x \in X_{g, \mathcal{V}}$ of the class $[x]$. Denote by $\Phi$ the map obtained by composing with the projection $\pi$,

$$\Phi = \left[ X_{g, \mathcal{V}} \xrightarrow{\Psi} \tilde{S}(M_g; \Sigma_{g, \mathcal{V}}) \xrightarrow{\pi} V_g(\Sigma_{g, \mathcal{V}}) \right].$$

It has been shown in [DGGPR, Prop. 4.17] that $\Phi$ is an isomorphism. Similarly, one defines the map

$$\Psi' : X'_{g, \mathcal{V}} \to \tilde{S}'(M_g'; \Sigma_{g, \mathcal{V}}),$$

which sends $x' \in X'_{g, \mathcal{V}}$ to the bichrome graph contained in the top handlebody in Figure 1. The composition with $\pi'$ results in an isomorphism

$$(10) \quad \Phi' = \left[ X'_{g, \mathcal{V}} \xrightarrow{\Psi'} \tilde{S}'(M_g'; \Sigma_{g, \mathcal{V}}) \xrightarrow{\pi'} V_g'(\Sigma_{g, \mathcal{V}}) \right].$$
Let $\mathcal{M} : \Sigma_{g, V} \to \Sigma_{g', V'}$ be a morphism of $\text{Cob}_g$ of the form $\mathcal{M} = (M, T, n)$. In order to compute its action on $x \in X_{g, V}$, we need to find the unique $y \in X_{g', V'}$ satisfying
$$\Phi(y) = V_{\text{C}}(\Phi(x)) \in V_{\text{C}}(\Sigma_{g', V'}).$$
Below we will be interested in projective actions, which allow us to ignore the signature defect. Up to a scalar, $y$ is then determined by the proportionality relation
$$[M_{g'}, \Psi(y), 0] \propto [M_{g'} \cup_{\Sigma_g} M, \Psi(x) \cup_{P_{\Sigma}} T, 0].$$
Similarly, in order to compute the right projective action of $\mathcal{M}$ on $x' \in X'_{g', V'}$, we need to find some $y' \in X'_{g, V}$ satisfying
$$[M'_{g'}, \Psi'(y'), 0] \propto [M \cup_{\Sigma_g} M'_{g'}, T \cup_{P_{\Sigma}} \Psi'(x'), 0].$$

2.4. Hopf algebra case.

2.4.1. Factorizable finite-dimensional ribbon Hopf algebras. Let us translate all the main ingredients of the construction in Hopf algebraic terms when $\mathcal{E} = H\text{-mod}$ for a finite-dimensional ribbon Hopf algebra $H$ over $k$. We recall that this means $H$ comes equipped with:

(i) a product $\mu : H \otimes H \to H$ and a unit $\eta : 1 \to H$;
(ii) a coproduct $\Delta : H \to H \otimes H$ and a counit $\varepsilon : H \to 1$;
(iii) an antipode $S : H \to H$;
(iv) an R-matrix $R \in H \otimes H$ and a ribbon element $v \in H$.

These data should satisfy several axioms, see [Ka, Def. VII.2.2 & XIV.6.1]. We adopt some standard notational conventions, like the short notations for product and unit
$$\mu(x \otimes y) = xy, \quad \eta(1) = 1$$
for all $x, y \in H$, and Sweedler’s notation for the coproduct
$$\Delta(x) = x_{(1)} \otimes x_{(2)}.$$
for every $x \in H$, which hides a sum. The R-matrix $R = R' \otimes R''$ determines a Drinfeld element $u \in H$ defined by

$$u := S(R')R'.$$

Remark that here too a sum is hidden. Then, the Drinfeld and the ribbon element determine a pivotal element $g \in H$ defined by

$$(11) \quad g := uv^{-1}.$$  

The finite category $\mathcal{C} = H\text{-mod}$ of finite-dimensional left $H$-modules supports the structure of a ribbon category. The monoidal structure is induced by the co-product $\Delta$ and the counit $\varepsilon$ as explained in [Ka, Sec. XI.3.1], and the left rigid structure is induced by the antipode $S$ as explained in Example 1 of [Ka, Sec. XIV.2]. Furthermore:

(i) The pivotal element $g$ defines, for every $V \in \mathcal{C}$, the right duality morphisms $\overrightarrow{ev}_V : V \otimes V^* \to k$ and $\overrightarrow{coev}_V : k \to V^* \otimes V$ determined by

$$\overrightarrow{ev}_V(v \otimes \varphi) := \varphi(g \cdot v), \quad \overrightarrow{coev}_V(1) := \sum_{i=1}^n \varphi^i \otimes (g^{-1} \cdot v_i)$$

for all $v \in V, \varphi \in V^*$, where $\{v_i \in V \mid 1 \leq i \leq n\}, \{\varphi_i \in V^* \mid 1 \leq i \leq n\}$ are dual bases;

(ii) The R-matrix $R$ defines, for all $V, W \in \mathcal{C}$, the braiding isomorphism $c_{V,W} : V \otimes W \to W \otimes V$ determined by

$$c_{V,W}(v \otimes w) := (R'' \cdot w) \otimes (R' \cdot v)$$

for all $v \in V, w \in W$;

(iii) The ribbon element $v$ defines, for every $W \in \mathcal{C}$, the twist isomorphism $\vartheta_W : W \to W$ determined by

$$\vartheta_W(w) := v^{-1} \cdot w$$

for every $w \in W$.

The coend $\mathcal{L} = \int_{V \in \mathcal{C}} V^* \otimes V$ is given by the coadjoint representation $\text{coad}$, which is obtained from the dual vector space $H^*$ by considering the left $H$-action

$$(x \cdot \varphi)(y) := (\text{coad}_x(\varphi))(y) = \varphi(S(x_{(1)})yS(x_{(2)}))$$

for all $x, y \in H$ and $\varphi \in H^*$, compare with [Ly1, Thm. 3.3.1]. For every $V \in \mathcal{C}$, the structure morphism $i_V : V^* \otimes V \to \text{coad}$ is given by

$$i_V(\varphi \otimes v)(x) := \varphi(x \cdot v)$$

for all $x \in H, \varphi \in V^*$, and $v \in V$. Similarly, the end $\mathcal{E} = \int_{V \in \mathcal{C}} V \otimes V^*$ is given by the adjoint representation $\text{ad}$, which is obtained from the vector space $H$ by considering the left $H$-action

$$x \cdot y := \text{ad}_x(y) = x_{(1)}yS(x_{(2)})$$

for all $x, y \in H$, see [FGR, Prop. 7.2]. For every $V \in \mathcal{C}$, the structure morphism $j_V : \text{ad} \to V \otimes V^*$ is given by

$$j_V(x) := \sum_{i=1}^n (x \cdot v_i) \otimes \varphi^i$$

for every $x \in H$, where $\{v_i \in V \mid 1 \leq i \leq n\}$ and $\{\varphi_i \in V^* \mid 1 \leq i \leq n\}$ are dual bases.

\(^6\)Lyubashenko actually computes the coend of a different (but isomorphic) functor, while we use the one of [Ke2, Lem. 3].
The $M$-matrix $M \in H \otimes H$, also known as the monodromy matrix, is defined by

$$M := R_{21} R_{12},$$

where $R_{12} = R' \otimes R''$ and $R_{21} = R'' \otimes R'$. The M-matrix $M = M' \otimes M''$ determines a Drinfeld map $D : H^* \to H$ defined by

$$D(\varphi) := \varphi(M')M''$$

for every $\varphi \in H^*$, as first considered in [Dr, Prop. 3.3]. We say $H$ is factorizable if the Drinfeld map is an isomorphism. Remark that the Drinfeld map is an intertwiner $D : \text{coad} \to \text{ad}$ of $H$-modules, and that the categorical Drinfeld map defined in Section 2.1.2 coincides precisely with it, see [FGR, Rem. 7.7]. This means that $C = H$-mod is modular if and only if $H$ is factorizable.

The coend $\mathcal{L}$ admits the structure of a braided Hopf algebra in $\mathcal{C}$, which we denote $\mathcal{H}$ [Ma1]. This is given by

$$\tilde{\mathcal{H}}(\varphi \otimes \psi)(x) = \varphi(x(2)R') \psi(S(R''_{(1)}) x_{(1)} R''_{(2)}), \quad \tilde{\mathcal{H}}(1)(x) = \varepsilon(x),$$

$$\tilde{\mathcal{H}}(\varphi)(x \otimes y) = \varphi(yx), \quad \tilde{\mathcal{H}}(\varphi) = \varphi(1),$$

for all $\varphi, \psi \in \mathcal{H}$ and $x, y \in H$. The Hopf pairing $\omega$ of [Ly2, Thm. 3.7] is given by

$$\omega(\varphi \otimes \psi) := \varphi(M')\psi(S(M''))$$

for all $\varphi, \psi \in H^*$.

A two-sided integral $\Lambda : \mathbb{k} \to \mathcal{L} = \text{coad}$ is determined by a standard right integral of $H$, which means a linear form $\lambda : H \to \mathbb{k}$ satisfying

$$\lambda(x_{(1)} x_{(2)} = \lambda(x) 1$$

for every $x \in H$ (see [Ra, Def. 10.1.2]), by setting

$$\Lambda(1) := \lambda.$$

Similarly, a two-sided cointegral $\Lambda^\text{co} : \mathcal{L} \to \mathbb{k}$ is determined by a standard two-sided cointegral of $H$, which means an element $\lambda^\text{co} \in H$ satisfying

$$x \lambda^\text{co} = \varepsilon(x) \lambda^\text{co} = \lambda^\text{co} x$$

for every $x \in H$ (see [Ra, Def. 10.1.1]), by setting

$$\Lambda^\text{co}(\varphi) := \varphi(\lambda^\text{co})$$

for every $\varphi \in H^*$.

The choice of a right integral $\lambda$ of $H$ (which is unique up to a scalar) gives rise to a modified trace $t$ on $\text{Proj}(\mathcal{C})$ thanks to [BBG, Thm. 1], which is uniquely determined by

$$t_H(f) = \lambda(gf(1))$$

for every $f \in \text{End}_H(H)$, where $H$ denotes the regular representation, and where $g$ denotes the pivotal element defined in (11).

For all $g, m \in \mathbb{N}$ and every $\underline{V} = (V_1, \ldots, V_m) \in \mathcal{C}^\oplus m$, the algebraic pairing $\langle \_ , \_ \rangle_g : X'_{\mathcal{L}} \times X_{\mathcal{L}} \to \mathbb{k}$ of Section 2.3.3 is given by

$$\langle x', x\rangle_g = \langle x' \circ (\text{id}_{V_1} \otimes \ldots \otimes V_m \otimes (D^{-1})^\otimes \otimes (D^{-1})^\otimes) \circ x \rangle_{\varepsilon_1}$$

for all $x \in \text{Hom}_H(P_1, V_1 \otimes \ldots \otimes V_m \otimes \text{ad}^\otimes)$ and $x' \in \text{Hom}_H(V_1 \otimes \ldots \otimes V_m \otimes \text{coad}^\otimes, \mathbb{I})$, where for every $f \in \text{Hom}_H(P_1, \mathbb{I})$ the scalar $(f)_{\varepsilon_1} \in \mathbb{k}$ is defined by $f = (f)_{\varepsilon_1} \varepsilon_1$ for the projective cover morphism $\varepsilon_1 : P_1 \to \mathbb{I}$. Note that [DGGPR, Lem. 2.10] allows us to express $D^{-1} : \text{ad} \to \text{coad}$ as

$$D^{-1}(x) = \zeta^{-1} \lambda(S^{-1}(x) S(R') S^2(M'') S(u^{-1} R')) \cdot \lambda(M' \_ \_ \_)$$
for every \( x \in \text{ad} \), where \( \zeta = \lambda(v)\lambda(v^{-1}) \). Indeed, this follows from the remark that \( \tilde{\ell} : \text{coad} \to \text{ad}^* \) is simply given by \((S^{-1})^*\).

2.4.2. Equivalence with renormalized Hennings. For every object \( W \in \mathcal{C} = H\text{-mod} \), let us consider the functor

\[
(\_ \otimes \_)^{\times n} \otimes W : (\mathcal{C}^{\text{op}} \times \mathcal{C})^{\times n} \to \mathcal{C}
\]

sending every object \((U_1, V_1, \ldots, U_n, V_n) \in (\mathcal{C}^{\text{op}} \times \mathcal{C})^{\times n}\) to the object

\[
U_1^* \otimes V_1 \otimes \cdots \otimes U_n^* \otimes V_n \otimes W \in \mathcal{C}.
\]

If \( Z \in \mathcal{C} \) is another object, which can also be interpreted as a constant functor \( Z : (\mathcal{C}^{\text{op}} \times \mathcal{C})^{\times n} \to \mathcal{C} \), let us consider an \( n \)-dinatural transformation

\[
\alpha : (\_ \otimes \_)^{\times n} \otimes W \Rightarrow Z,
\]

which means \( \alpha \) determines a dinatural transformation

\[
\alpha^\sigma : ((\_ \otimes \_)^{\times n} \otimes W) \circ \sigma \Rightarrow Z \circ \sigma
\]

for the permutation functor

\[
\sigma : (\mathcal{C}^{\times n})^{\text{op}} \times \mathcal{C}^{\times n} \to (\mathcal{C}^{\text{op}} \times \mathcal{C})^{\times n}
\]

sending every object \(((U_1, \ldots, U_n), (V_1, \ldots, V_n)) \in (\mathcal{C}^{\times n})^{\text{op}} \times \mathcal{C}^{\times n}\) to the object

\[
((U_1, V_1), \ldots, (U_n, V_n)) \in (\mathcal{C}^{\text{op}} \times \mathcal{C})^{\times n}.
\]

By universality of the coend \( \mathcal{Z} \), the transformation \( \alpha \) produces a unique morphism (compare with [DGGPR, Sec. 3.1 & Eq. (26)])

\[
f_{\sigma}(\alpha) : \text{coad}^\otimes \otimes W \to Z,
\]

satisfying

\[
f_{\sigma}(\alpha) \circ (i_1 \otimes \cdots \otimes i_n \otimes \text{id}_W) = \alpha_{(V_1, \ldots, V_n)}
\]

for all \( V_1, \ldots, V_n \in \mathcal{C} \). In the next lemma, we compute the unique morphism \( f_{\sigma}(\alpha) \) in the case \( \mathcal{C} = H\text{-mod} \).

**Lemma 2.1.** For \( \mathcal{C} = H\text{-mod} \), the morphism \( f_{\sigma}(\alpha) \) of \((12)\) is given by

\[
f_{\sigma}(\alpha) = \alpha_{(H, \ldots, H)} \circ ((\text{id}_H \otimes \eta)^\otimes \otimes \text{id}_W),
\]

where \( H \) denotes the regular representation and \( \eta : 1 \to H \) denotes the unit of \( H \).

**Proof.** For every

\[
\left( \bigotimes_{k=1}^{n} \varphi_k \right) \otimes w \in \text{coad}^\otimes \otimes W
\]

and every \( x \in H \) we have

\[
x \cdot \alpha_{(H, \ldots, H)} \left( \left( \bigotimes_{k=1}^{n} (\varphi_k \otimes 1) \right) \otimes w \right)
\]

\[
= \alpha_{(H, \ldots, H)} \left( \left( \bigotimes_{k=1}^{n} (\varphi_k (S(x_{(2k-1)}^-) \otimes x_{(2k)}) \right) \otimes (x_{(2n+1)}^- \cdot w) \right)
\]

\[
= \alpha_{(H, \ldots, H)} \left( \left( \bigotimes_{k=1}^{n} (\varphi_k (S(x_{(2k-1)}^-) \otimes 1) \right) \otimes (x_{(2n+1)}^- \cdot w) \right)
\]

\[
= \alpha_{(H, \ldots, H)} \left( \left( \bigotimes_{k=1}^{n} (\text{coad}_{x_{(k)}}(\varphi_k \otimes 1) \right) \otimes (x_{(n+1)}^- \cdot w) \right),
\]

where the first equality follows from the fact that \( \alpha_{(H, \ldots, H)} : (H^* \otimes H)^\otimes \otimes W \to Z \) is an intertwiner, and the second one from the \( n \)-dinaturality of \( \alpha \). This proves that

\[
\alpha_{(H, \ldots, H)} \circ ((\text{id}_H \otimes \eta)^\otimes \otimes \text{id}_W)
\]
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$$\alpha_{(H,\ldots,H)} \circ ((\text{id}_H_k \otimes \eta)^\otimes \text{id}_W) \circ (i_{V_1} \otimes \ldots \otimes i_{V_n} \otimes \text{id}_W) = \alpha_{(V_1,\ldots,V_n)}$$

for all $V_1,\ldots,V_n \in \mathcal{C}$. For every

$$\left(\bigotimes_{k=1}^n (\varphi_k \otimes v_k)\right) \otimes w \in \left(\bigotimes_{k=1}^n (V_k^* \otimes V_k)\right) \otimes W$$

the $n$-dinaturality of $\alpha$ implies

$$\alpha_{(V_1,\ldots,V_n)} \left(\left(\bigotimes_{k=1}^n (\varphi_k \otimes v_k)\right) \otimes w\right) = \alpha_{(H,\ldots,H)} \left(\left(\bigotimes_{k=1}^n (\varphi_k (\_ \otimes 1)) \otimes 1\right) \otimes w\right) = \alpha_{(H,\ldots,H)} \left(\left(\bigotimes_{k=1}^n (i_{V_k} (\varphi_k \otimes v_k) \otimes 1)\right) \otimes w\right).$$

Thanks to Lemma 2.1, when $\mathcal{C} = H$-mod we can make the algorithm for the computation of the Lyubashenko-Reshetikhin-Turaev functor of Section 2.2.1 more explicit. Indeed, in order to evaluate $F_\mathcal{C}(T)$ for a bichrome graph $T$ with $n$ red components, we can first consider an $n$-bottom graph presentation $\tilde{T}$ of $T$. Next, we can label all red components by the regular representation $H$ and forget the difference between red and blue, thus obtaining a ribbon graph $\tilde{T}(\tilde{T}(\ldots,H))$. At this point, we can simply pre-compose $F_\varphi(\tilde{T}(\ldots,H))$ with the $n$-fold tensor power of $\lambda \otimes 1 \in H^* \otimes H$. This demonstrates that the renormalized Lyubashenko invariant of equation (4) agrees with the renormalized Hennings invariant introduced in [DGP]. Moreover, in Appendix C we prove that the TQFT construction of [DGGR] reviewed here recovers the one of [DGP] in the setting of Hopf algebras.

3. Mapping class group representations from TQFTs

In this section, we analyze the definition of the projective mapping class group representations associated with the TQFTs $V_\varphi$ and $V_\varphi'$, and we realize the corresponding actions of Dehn twists by curve operators. For a choice of generators we compute the action on the algebraic state spaces $X_{\varphi \Sigma}$.

3.1. Mapping class group of a decorated surface. Let us start by introducing some terminology and some notation. A decorated surface is a pair $(\Sigma, P)$, where $\Sigma$ is a connected closed surface, and where $P \subset \Sigma$ is a blue set, that is, a finite set of oriented framed (blue) points labeled by objects of $\mathcal{C}$. If $f : \Sigma \to \Sigma'$ is a diffeomorphism of surfaces, and if $P \subset \Sigma$ is a blue set, then we denote with $f(P) \subset \Sigma'$ the blue set whose labels and framings are obtained from those of $P$ by pushforward. Then, if $(\Sigma, P)$ is a decorated surface, we consider the set of diffeomorphisms of $\Sigma$ preserving $P$,

$$\text{Diff}(\Sigma, P) := \{ f \in \text{Diff}(\Sigma) \mid f(P) = P \},$$

which is a group with respect to composition. We denote with $\text{Diff}_0(\Sigma, P)$ the subgroup whose elements $f$ are isotopic to $\text{id}_\Sigma$ within $\text{Diff}(\Sigma, P)$, and we define the mapping class group of $(\Sigma, P)$ to be the quotient group

$$\text{Mod}(\Sigma, P) := \text{Diff}(\Sigma, P)/\text{Diff}_0(\Sigma, P).$$

Footnote: In general, when $T$ has incoming boundary vertices, we should actually pre-compose with the tensor product between $(\lambda \otimes 1)^{\otimes n}$ and the identity of the corresponding labels.
Remark that $\text{Mod}(\Sigma, P)$ fits into the generalized Birman exact sequence
$$1 \to B(\Sigma, P) \to \text{Mod}(\Sigma, P) \to \text{Mod}(\Sigma) \to 1,$$
where $B(\Sigma, P)$ denotes the colored framed braid group, which itself fits into the exact sequence
$$1 \to PB(\Sigma, P) \to B(\Sigma, P) \to S(P) \to 1,$$
compare with [FM, Thm. 9.1]. Here, $S(P)$ is the colored symmetric group of all permutations of $P$ which preserve colors (i.e. the labels of the blue set), and $PB(\Sigma, P)$ is the pure framed braid group. It is useful to fix names for a few elements of the group $B(\Sigma, P)$. For all integers $1 \leq i < j \leq m$ satisfying $V_i = V_j$ we set
$$x_{i,j} := v_{i+1}^{-1} v_i v_{i+1} \in B(\Sigma, P).$$
For all integers $1 \leq i < j \leq m$ we define
$$w_{i,j} := v_{i+1}^{-1} v_i v_{i+1} \in PB(\Sigma, P),$$
and finally for every integer $1 \leq i \leq m$ we set
$$v_i := v_{i+1}^{-1} v_i \in PB(\Sigma, P).$$

The Reshetikhin-Turaev functor $F_\mathcal{E}$ assigns to these elements endomorphisms
$$F_\mathcal{E}(x_{i,j}), F_\mathcal{E}(w_{i,j}), F_\mathcal{E}(v_i) \in \text{End}_\mathcal{E}(V_1 \otimes \ldots \otimes V_m).$$
For example,
$$F_\mathcal{E}(w_{1,2}) = (c_{V_2} v_1 \circ c_{V_1} v_2) \otimes \text{id}_{V_3 \otimes \ldots \otimes V_m},$$
$$F_\mathcal{E}(v_1) = \delta v_1 \otimes \text{id}_{V_2 \otimes \ldots \otimes V_m}.$$
If \( [f] = [f'] \) in \( \text{Mod}(\Sigma, P) \), then any isotopy \( h : \Sigma \times I \to \Sigma \) between \( f' \circ f^{-1} \) and \( \text{id}_\Sigma \) determines an isomorphism between the cobordisms \( \Sigma \times I_f \) and \( \Sigma \times I_{f'} \). This means we obtain a map
\[
\rho \varepsilon : \text{Mod}(\Sigma, P) \to \text{GL}_2(V_\varepsilon(\Sigma))
\]
\[
[f] \mapsto V_\varepsilon(\Sigma \times I_f).
\]
Since (16) only holds up to signature defects, as a consequence of the composition rule (5), for a pair of elements \( [f], [f'] \in \text{Mod}(\Sigma, P) \) the linear map \( \rho \varepsilon[f' \circ f] \) may differ from \( \rho \varepsilon[f'] \circ \rho \varepsilon[f] \) by a power of \( \delta \), as defined in (3). Therefore, if \( \delta \neq 1 \), the map \( \rho \varepsilon \) is not a group homomorphism, but instead only defines a projective representation. We denote the resulting group homomorphism by
\[
\overline{\rho} \varepsilon := \left[ \text{Mod}(\Sigma, P) \xrightarrow{\rho \varepsilon} \text{GL}_2(V_\varepsilon(\Sigma)) \to \text{PGL}_2(V_\varepsilon(\Sigma)) \right].
\]
However, one can obtain a linear representation of a central extension of the mapping class group, see Appendix A.

For \( V_\varepsilon' \) we get a corresponding map
\[
\rho_\varepsilon' : \text{Mod}(\Sigma, P) \to \text{GL}_2(V_\varepsilon'(\Sigma))
\]
\[
[f] \mapsto V_\varepsilon'(\Sigma \times I_f)^{-1}
\]
and group homomorphism
\[
\overline{\rho} \varepsilon' := \left[ \text{Mod}(\Sigma, P) \xrightarrow{\rho_\varepsilon'} \text{GL}_2(V_\varepsilon'(\Sigma)) \to \text{PGL}_2(V_\varepsilon'(\Sigma)) \right].
\]
The inverse in (17) is needed for \( \overline{\rho} \varepsilon' \) to be a group homomorphism, as the source category for \( V_\varepsilon' \) is \( \text{Cob}_\varepsilon \)\text{op}.

Because of the duality (7) between \( V_\varepsilon \) and \( V_\varepsilon' \) with respect to the pairing \( \langle \cdot, \cdot \rangle_\Sigma \), for every \([f] \in \text{Mod}(\Sigma, P)\) we have
\[
\rho_\varepsilon'[f] = (\rho_\varepsilon[f'])^{-1}.
\]

3.3. Dehn twists and curve operators. If \( \Sigma = (\Sigma, P, \lambda) \) is a connected object of \( \text{Cob}_\varepsilon \), and \( \gamma \subset \Sigma \) is a simple closed curve, then let us denote with \( \tau_\gamma \in \text{Diff}(\Sigma, P) \) the Dehn twist along \( \gamma \). This is the self-diffeomorphism of \( \Sigma \) restricting to the identity outside of a tubular neighborhood of \( \gamma \), and given by
\[
S^1 \times I \to S^1 \times I
\]
\[
((\cos(\vartheta), \sin(\vartheta)), t) \mapsto ((\cos(\vartheta + 2\pi t), \sin(\vartheta + 2\pi t)), t)
\]
in local coordinates around \( \gamma \), up to appropriately smoothing at transitions points. There are, up to isotopy, two orientation-preserving ways to embed the above neighborhood into \( \Sigma \), related by \( (\vartheta, t) \mapsto (-\vartheta, -t) \). However, both of these describe the same diffeomorphism. This is the reason why it is not necessary to orient \( \gamma \). Instead, we could choose to replace \( 2\pi t \) with \( -2\pi t \), which determines a left-handed Dehn twist, as opposed to the right-handed one defined above, see [FM, Sec. 3.1.1]. The two possible Dehn twists thus obtained are inverse with each other.

Let \( \gamma_\pm \) denote the red knot \( \gamma \times \left\{ \pm \frac{1}{2} \right\} \) inside \( \Sigma \times I \) with framing \( \pm 1 \) relative to the surface \( \Sigma \times \left\{ \frac{1}{2} \right\} \). The curve cylinder associated with \( \gamma_\pm \) is the morphism \( \Sigma \times I_{\gamma_\pm} : \Sigma \to \Sigma \) of \( \text{Cob}_\varepsilon \) given by
\[
\Sigma \times I_{\gamma_\pm} := (\Sigma \times I, (P \times I) \cup \gamma_\pm, 0).
\]
It is a classical remark, see for instance the proof of [Li1, Thm. 2], that there exists an isomorphism of cobordisms
\[
\Sigma \times I_{\gamma_\pm} \cong (\Sigma \times I)(\gamma_\mp).
\]
where the cobordism \( (\Sigma \times I)/(\gamma_+) \) is obtained by performing 2-surgery on \( \Sigma \times I \) along \( \gamma_+ \), with both incoming and outgoing boundary identifications induced by \( \text{id}_\Sigma \). Combining this with \cite[Prop. 4.10]{DGGPR} we immediately get
\[
V_\phi(\Sigma \times I_{\gamma_+}) = V_\phi((\Sigma \times I)/(\gamma_+), P \times I, 0) = \mathcal{D}^{-1} \delta^m V_\phi(\Sigma \times I_{\gamma_+}).
\]
for some \( m_+ \in \mathbb{Z} \). Remark that this exponent is determined by the composition rule \((5)\), which intervenes in \cite[Prop. 4.10]{DGGPR}.

**Remark 3.1.** If the homology class of \( \gamma \) belongs to the Lagrangian \( \lambda \), then \( m_+ = \pm 1 \), and thus, thanks to \((3)\), we get
\[
V_\phi(\Sigma \times I_{\gamma_\pm}) = \Delta_\pm^{-1} V_\phi(\Sigma \times I_{\gamma_+}).
\]
For a proof of this, see Appendix B.

Let us also give a slightly different argument relating \( V_\phi(\Sigma \times I_{\gamma_\pm}) \) to \( V_\phi(\Sigma \times I_{\gamma_+}) \) (and ditto for \( V_\phi' \)) which uses algebraic properties of the TQFT rather than the topology of surgered manifolds. Denote the image of \( V_\phi(\Sigma \times I_{\gamma_\pm}) \in \text{GL}_k(V_\phi(\Sigma)) \) in the projectivization by \( [V_\phi(\Sigma \times I_{\gamma_\pm})] \in \text{PGL}_k(V_\phi(\Sigma)) \). Then:

**Lemma 3.2.** If \((\Sigma, P)\) is a decorated surface and \( \gamma \subset \Sigma \) is a simple closed curve, then 
\[
\bar{\rho}_\phi(\tau_\pm) = [V_\phi(\Sigma \times I_{\gamma_\pm})] \quad \text{and} \quad \bar{\rho}_\phi(\tau_\pm^+1) = [V_\phi(\Sigma \times I_{\gamma_\pm})].
\]
**Proof.** We will only treat \( \bar{\rho}_\phi(\tau_\pm) \) and \( \bar{\rho}_\phi(\tau_\pm^+1) \) explicitly, since the corresponding statement for \( \tau_\pm^{-1} \) can be seen analogously.

As recalled in Section 2.3.3, if \( M \) is a fixed connected cobordism from \( \partial \) to \( \Sigma \), then every vector of \( V_\phi(\Sigma) \) can be represented by a linear combination of bichromate graphs \( T \) inside \( M \) from \( \partial \) to \( P \). In choosing \( M \), let us make sure \( \gamma \) bounds a disc in it. Then the Dehn twist \( \tau_\gamma \) extends to a self-diffeomorphism \( \tilde{\tau}_\gamma \) of the 3-manifold \( M \), which defines an isomorphism between the cobordism \( M \) and the cobordism \( \tilde{\tau}_\gamma(M) \) whose underlying 3-manifold is still \( M \), but whose outgoing boundary identification is \( \tilde{\tau}_\gamma \circ f_M \), where \( f_M \) is the outgoing boundary identification of \( M \). This means
\[
(M, T, 0) = (\tilde{\tau}_\gamma(M), \tilde{\tau}_\gamma(T), 0)
\]
as morphisms of \( \text{Cob}_\phi \). But now, identifying the outgoing boundary of \( \tilde{\tau}_\gamma(M) \) to the incoming boundary of \( \Sigma \times I_{\tau_\gamma} \) using the diffeomorphism
\[
\partial M \xrightarrow{(\tilde{\tau}_\gamma \circ f_M)^{-1}} \Sigma \xrightarrow{\tau_\gamma, 0} \Sigma \times \{0\}
\]
is the same as using
\[
\partial M \xrightarrow{f_M^{-1}} \Sigma \xrightarrow{\text{id}_\Sigma, 0} \Sigma \times \{0\}.
\]
This means
\[
\tilde{\tau}_\gamma(M) \cup_\Sigma (\Sigma \times I_{\tau_\gamma}) = M \cup_\Sigma (\Sigma \times I)
\]
as cobordisms. However, the signature defect determined by the composition rule \((5)\) for the morphism
\[
(\Sigma \times I_{\tau_\gamma}) \circ (\tilde{\tau}_\gamma(M), \tilde{\tau}_\gamma(T), 0)
\]
might be non-trivial in general. This is why we only have
\[
(\Sigma \times I_{\tau_\gamma}) \circ (M, T, 0) = (\Sigma \times I_{\tau_\gamma}) \circ (\tilde{\tau}_\gamma(M), \tilde{\tau}_\gamma(T), 0) \sim (M, \tilde{\tau}_\gamma(T), 0),
\]
where \(\sim\) was introduced in \((16)\). But now
\[
\rho_\phi(\tau_\pm)([M, T, 0]) = [[\Sigma \times I_{\tau_\gamma}] \circ (M, T, 0)]
\]
\[
\propto [M, \tilde{\tau}_\gamma(T), 0] \propto [M, T \cup \gamma_-, 0] = V_\phi(\Sigma \times I_{\gamma_-})([M, T, 0])
\]
as elements of \(V_\varphi(\Sigma)\). Step \(^\star\) is obtained by first adding an unknotted red component of framing \(-1\), at the cost of multiplying by \(\Delta^{-1}\), and then applying the slide property of \cite[Prop. 3.7]{DGGPR}, see Figure 2.

This shows the statement for \(\overline{\rho}_\varphi(\tau_\gamma)\), while the claim for \(\overline{\rho}'\varphi(\tau_\gamma)\) follows from the duality relations (7) and (19).  

\[\square\]

3.4. **Action of generators on algebraic state spaces.** In this section we describe one of the main outcomes of this paper, namely the projective action of a set of generators of the mapping class group of our chosen standard surface \((\Sigma_g, P_\Sigma)\) from (9) on the algebraic state space \(X'_g, \Sigma\) as in (8).

We use the isomorphisms \(\Phi'\) from (10) to transport \(\rho'_\varphi\) as given in (17) from \(V'_\varphi(\Sigma_g, \Sigma)\) to \(X'_g, \Sigma\). That is, we define the map

\[
\rho_X : \text{Mod}(\Sigma_g, P_\Sigma) \to \text{GL}_k(X'_g, \Sigma)
\]

by requiring the following diagram to commute for all \([f] \in \text{Mod}(\Sigma, P)\):

\[
\begin{array}{ccc}
X'_g, \Sigma & \xrightarrow{\rho_X(f)} & X'_g, \Sigma \\
\Phi' \downarrow & & \downarrow \Phi' \\
V'_\varphi(\Sigma_g, \Sigma) & \xrightarrow{\rho'_\varphi(f)} & V'_\varphi(\Sigma_g, \Sigma)
\end{array}
\]

As for \(\rho'_\varphi\), in general only the projectivization

\[
\overline{\rho}_X : \text{Mod}(\Sigma_g, P_\Sigma) \to \text{PGL}_k(X'_g, \Sigma)
\]

of \(\rho_X\) is a group homomorphism.

Note that while the underlying vector space \(X'_g, \Sigma = \mathcal{C}(V_1 \otimes \ldots \otimes V_m \otimes \mathcal{L}^{\otimes g}, 1)\) and the group homomorphism \(\overline{\rho}_X\) only depend on \(\mathcal{C}\), the original map \(\rho_X\) also depends on the choice of the Lagrangian subspace of the standard object \(\Sigma_g, \Sigma\).

We now turn to the explicit computation of \(\overline{\rho}_X\) for a set of generators of the mapping class group. We start with a few preliminary definitions which closely follow \cite{Ly1}. The **monodromy** \(\Omega : \mathcal{L} \otimes \mathcal{L} \to \mathcal{L} \otimes \mathcal{L}\) is the unique morphism of \(\mathcal{C}\) satisfying, for all \(X, Y \in \mathcal{C}\), the identity

\[
\Omega \circ (i_X \otimes i_Y) = (i_X \otimes i_Y) \circ (\text{id}_X \otimes (c_{Y,Y} \circ c_{X,Y} \circ \text{id}_Y)).
\]
Similarly, if \( X \) is an object of \( \mathcal{C} \), the left partial monodromy \( \Omega_{L,X} : X \otimes \mathcal{L} \to X \otimes \mathcal{L} \) is uniquely determined, for every \( Y \in \mathcal{C} \), by
\[
\Omega_{L,X} \circ (\text{id}_X \otimes i_Y) = (\text{id}_X \otimes i_Y) \circ ((c_{Y^*,X} \circ c_{X,Y^*}) \otimes \text{id}_Y),
\]
and if \( Y \) is an object of \( \mathcal{C} \), the right partial monodromy \( \Omega_{R,Y} : \mathcal{L} \otimes Y \to \mathcal{L} \otimes Y \) is uniquely determined, for every \( X \in \mathcal{C} \), by
\[
\Omega_{R,Y} \circ (i_X \otimes \text{id}_Y) = (i_X \otimes \text{id}_Y) \circ (\text{id}_X \otimes (c_{Y,X} \circ c_{X,Y})).
\]
Next, the \( S \)- and \( T \)-transformation \( S, T : \mathcal{L} \to \mathcal{L} \) are uniquely specified, for every \( X \in \mathcal{C} \), by
\[
S \circ i_X = (\varepsilon \otimes \text{id}_\mathcal{L}) \circ \Omega \circ (i_X \otimes \Lambda),
\]
\[
T \circ i_X = i_X \circ (\text{id}_\mathcal{X} \otimes \vartheta).
\]
A graphical presentation of the above equalities as skein equivalences is given in Figure 3 using \( n \)-bottom graphs (possibly up to pre-composing with braidings to reorder red vertices to the left), which evaluate to dinatural transformations as outlined in Section 2.2.1 (or to morphisms in \( \mathcal{C} \) if \( n = 0 \)). The symbol \( \cong \) means that both sides evaluate to the same dinatural transformation (respectively morphism). For example, both sides of the skein equivalence for \( \Omega_{L,X} \) evaluate to the same family of morphisms \( \{ \eta_Y : X \otimes Y^* \otimes Y \to X \otimes \mathcal{L} \}_{Y \in \mathcal{C}} \) which is dinatural in \( Y \). This definition of skein equivalence is slightly more general than the one used in \cite[Sec. 4.2]{DGGPR}, where only blue boundary vertices were allowed, and no \( n \)-bottom graphs with \( n > 0 \). Note that, in order to arrive at the bichrome presentation of \( S \), one needs to use that the counit \( \varepsilon \) and the integral \( \Lambda \) of \( \mathcal{L} \) can be expressed as a red cap and cup respectively.

\[ \text{Figure 3. Graphical representation of the definitions in (24)-(28).} \]
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Figure 4. Simple closed curves used in the description of generators of the mapping class group: α_k, β_j, γ_j, δ_i,j ∊ Σ_g for all integers

1 ≤ i ≤ m, 1 ≤ j ≤ g, and 2 ≤ k ≤ g.

As explained in [Ly1, Sec. 4.5], and using the notation in Section 3.1 and Figure 4,

the mapping class group Mod(Σ_g, P_L) is generated by:

· x_{i,j} for all integers 1 ≤ i < j ≤ m satisfying V_i = V_j;
· w_{i,j} for all integers 1 ≤ i ≤ j < m;
· v_i for every integer 1 ≤ i ≤ m;
· H_k := τ_{α_k}^{-1} for every integer 2 ≤ k ≤ g;
· S_j := τ_{γ_j} ∘ τ_{β_j} ∘ τ_{γ_j} for every integer 1 ≤ j ≤ g;
· T_j := τ_{γ_j}^{-1} for every integer 1 ≤ j ≤ g;
· H_{i,j} := τ_{δ_{i,j}}^{-1} for all integers 1 ≤ i ≤ m, 1 ≤ j ≤ g.

Lyubashenko considers some additional generators corresponding to inverse Dehn
twists around simple closed curves which are homologous to γ_j for all 1 ≤ j ≤ g.

However, these extra generators are redundant, as follows from [Li2, Lem. 5].

Proposition 3.3. The map ρ_X : Mod(Σ_g, P_L) → GL_k(X'_g, Y'_g) satisfies

ρ_X(x_{i,j})(x') = x' ∘ (F_{g_k}(x_{i,j})^{-1} ⊗ id_{X'_g⊗Y'_g})
ρ_X(w_{i,j})(x') = x' ∘ (F_{g_k}(w_{i,j})^{-1} ⊗ id_{X'_g⊗Y'_g})
ρ_X(v_i)(x') = x' ∘ (F_{g_k}(v_i)^{-1} ⊗ id_{X'_g⊗Y'_g})
ρ_X(H_k)(x') = δ^{α_k} ∘ x' ∘ (id_{V_1⊗...⊗V_m⊗L⊗S^{-1}} ⊗ id_{X'_g⊗Y'_g})
ρ_X(S_j)(x') = δ^{-1} δ^{β_j} ∘ x' ∘ (id_{V_1⊗...⊗V_m⊗L⊗S^{-1}} ⊗ id_{X'_g⊗Y'_g})
ρ_X(T_j)(x') = δ^{β_j} ∘ x' ∘ (id_{V_1⊗...⊗V_m⊗L⊗S^{-1}} ⊗ id_{X'_g⊗Y'_g})
ρ_X(H_{i,j})(x') = δ^{δ_{i,j}} ∘ x' ∘ (id_{V_1⊗...⊗V_i⊗V_j⊗L⊗S^{-1}} ⊗ id_{X'_g⊗Y'_g})

for every x' ∈ X'_g, Y'_g = E(V_1 ⊗ ... ⊗ V_m ⊗ L⊗S^{-1}, 1), and for some α_k, β_j, c_{i,j} d_{i,j} ∈ Z.

Proof. The action of generators x_{i,j}, w_{i,j}, and v_i follows directly from the definitions. Remark that no coefficient appears here, because all these mapping classes

restrict to the identity outside of a disc containing P_L, and therefore they all induce the identity endomorphism of H_1(Σ_g; R).
For what concerns $H_k$, we have the skein equivalence represented in Figure 5. Here, the left hand side represents the vector $\Sigma \times I(\alpha_k) \circ \Phi'(x')$, which is proportional to $\Phi'(\rho_X(H_k)(x'))$ thanks to Lemma 3.2. Remark that the inverse in $H_k = \tau_{\alpha_k}^{-1}$ cancels with the one in the definition (17) of $\rho'_X$. The form of the proportionality coefficient follows from equation (21), and from the fact that $\Delta_k = \Delta^{\pm 1}$, see (3).

Similarly, to compute the action of $S_j$, we recall its definition as a composition of three Dehn twists, and we use the skein equivalences of Figure 6. We point out that the second "\dot{=}" there is not actually a skein equivalence as defined in [DGGPR, Sec. 4.2], but rather a non-local version of the notion that takes place inside a solid torus, and that uses the edge slide property [DGGPR, Prop. 3.7, Fig. 26]. Remark also that because of the absence of inverses in the definition of $S_j$ the red knots on the left hand side are $+1$-framed. The residual factor of $\Delta^{\pm 1}$ in the proportionality coefficient follows from the fact that the number of Dehn twists required by $S_j$ is three, while the number of red knots removed by the first skein equivalence is only two.
Figure 7. Skein equivalence for the action of $T_j$.

Figure 8. Skein equivalence for the action of $H_{i,j}$.

For $T_j$, we consider the skein equivalence of Figure 7, and for $H_{i,j}$ the one of Figure 8.

Remark 3.4. The integers $a_k, b_j, c_j, d_{i,j}$ in the statement of Proposition 3.3 arise from the composition rule (5) in $\text{Cob}_G$, and thus depend on the choice of the Lagrangian subspace $\lambda_g \subset H_1(\Sigma_g; \mathbb{R})$ of $\Sigma_g V$. They do not affect the projectivization $\rho_X$, so we will not compute them here. Remark however that if $M'_g$ denotes the cobordism from $\Sigma_g$ to $\emptyset$ corresponding to the top handlebody in Figure 1, and if $\lambda_g = \ker(i_g)_*$ for the embedding $i_g : \Sigma_g \hookrightarrow M'_g$ induced by the structure map of $M'_g$, then $a_k = c_j = d_{i,j} = 0$. This follows immediately from Remark 3.1, and from the proof of Proposition 3.3.

4. Equivalence with Lyubashenko’s projective representations

In this section we show that the projective representation $\rho_X$ defined via TQFT in (18) is equivalent to the representation given in Lyubashenko’s original work [Ly1]. Lyubashenko considers the vector spaces

$$L_{g,y} := \mathcal{C}(V_1 \otimes \ldots \otimes V_m, \mathcal{L}^{\otimes g})$$
and defines a group homomorphism

\[ \overline{p}_L : \text{Mod}(\Sigma_g, P_{V}) \to \text{PGL}(L_{g,V}) . \]

After briefly recalling the construction of \( \overline{p}_L \), we will give an explicit isomorphism \( X'_{g,V} \to L_{g,V} \) and show that it intertwines the two projective actions. This is our second main result.

4.1. Lyubashenko’s representations. For all objects \( V,X,Y \in \mathcal{C} \) we consider the isomorphisms

\[
\cap_V : \mathcal{C}(X,Y \otimes V^*) \to \mathcal{C}(X \otimes V,Y) \\
\cup_V : \mathcal{C}(X \otimes V,Y) \to \mathcal{C}(X,Y \otimes V^*)
\]

\[
f \mapsto (\text{id}_V \otimes \text{ev}_V) \circ (f \otimes \text{id}_V) \\
f \mapsto (f \otimes \text{id}_{V^*}) \circ (\text{id}_X \otimes \text{coev}_V)
\]

induced by the pivotal structure of \( \mathcal{C} \). Lyubashenko’s representation is defined in terms of generators, and we start by recalling from [Ly1, Sec. 4] the linear map \( \rho_{L}(f) \) assigned to each generator \( f \) of \( \text{Mod}(\Sigma_g, P_{V}) \) as given in Section 3.4. For every \( \ell \in L_{g,V} \),

\[
\rho_{L}(x_{i,j})(\ell) := \ell \circ F_{\mathcal{C}}(x_{i,j})^{-1} \\
\rho_{L}(w_{i,j})(\ell) := \ell \circ F_{\mathcal{C}}(w_{i,j})^{-1} \\
\rho_{L}(v_i)(\ell) := \ell \circ F_{\mathcal{C}}(v_i)^{-1} \\
(32) \rho_{L}(H_k)(\ell) := (\text{id}_{\mathcal{F} \otimes \mathcal{F}} \otimes \text{id}_{\mathcal{F} \otimes \mathcal{F}}) \circ \ell \\
\rho_{L}(S_j)(\ell) := (\text{id}_{\mathcal{F} \otimes \mathcal{F}} \otimes \mathcal{S} \otimes \text{id}_{\mathcal{F} \otimes \mathcal{F}}) \circ \ell \\
\rho_{L}(T_j)(\ell) := (\text{id}_{\mathcal{F} \otimes \mathcal{F}} \otimes \mathcal{T} \otimes \text{id}_{\mathcal{F} \otimes \mathcal{F}}) \circ \ell \\
\rho_{L}(H_{i,j})(\ell) := \cap_{V_1 \otimes \ldots \otimes V_m} \left( (\text{id}_{\mathcal{F} \otimes \mathcal{F}} \otimes \mathcal{H}_{x_{i,j}} \otimes \mathcal{H}_{x_{i,j}}^{-1} \otimes V_{1}^* \otimes \ldots \otimes V_{m}^*) \circ \cup_{V_1 \otimes \ldots \otimes V_m}(\ell) \right)
\]

Remark that Lyubashenko actually considers inverse braiding and inverse twist morphisms, which is why our formulas for the first three kinds of generators are inverse with respect to those in [Ly1, Sec. 4]. We also point out that Lyubashenko works with a bigger group, since he allows mapping classes which only preserve \( P_{V} \) as a set, but not as a \( \mathcal{C} \)-colored one. Consequently, he considers more general braiding morphisms, which allow him to list just two kinds of framed braid generators. Since we only consider mapping classes which preserve \( \mathcal{C} \)-colorings, we have restricted Lyubashenko’s representation accordingly. In terms of these linear maps, it is shown in [Ly1, Ly3] by verifying the relevant relations that:

**Theorem 4.1.** There is a unique homomorphism \( \overline{p}_L : \text{Mod}(\Sigma_g, P_{V}) \to \text{PGL}(L_{g,V}) \) which satisfies \( \overline{p}_L(f) = [\rho_{L}(f)] \), where \( f \) runs over the set of generators in (32).

**Remark 4.2.** Since Lyubashenko describes the projective representation \( \rho_{L} \) in terms of generators \( f \) of \( \text{Mod}(\Sigma_g, P_{V}) \), he only defines the corresponding linear endomorphisms \( \rho_{L}(f) \in \text{GL}(L_{g,V}) \), and one does not obtain a specific choice for an extension to a complete lift \( \rho_{L} : \text{Mod}(\Sigma_g, P_{V}) \to \text{GL}(L_{g,V}) \) of \( \overline{p}_L \). Indeed, different realizations of an arbitrary element of \( \text{Mod}(\Sigma_g, P_{V}) \) as a combination of generators would give linear maps that differ by scalars. However, in Section 3.4 we saw that the TQFT approach naturally provides (and even starts from) such lifts, and that different choices of Lagrangian subspaces lead to different lifts.

4.2. Radford copairing. In order to give the isomorphism between \( X'_{g,V} \) and \( L_{g,V} \) we will use the **Radford copairing** \( \mathcal{R} : 1 \to \mathcal{F} \otimes \mathcal{F} \), which is defined as

\[
\mathcal{R} := \Delta \circ \Lambda.
\]
As we have seen in Section 2.2.1, in terms of bichrome graphs the definition of the Radford copairing amounts to the skein equivalence

\begin{equation}
\begin{array}{c}
\xymatrix{
& F \\
R \\
& \ar[rr] & & \ar[rr] & & \Omega
}
\end{array}
\end{equation}

We use the shorthand notation $\mathcal{R}(n) : 1 \to \mathcal{L}^\otimes n \otimes \mathcal{L}^\otimes n$ for the morphism of $\mathcal{C}$ defined inductively by

$\mathcal{R}^{(0)} := \text{id}_1, \quad \mathcal{R}^{(n)} := (\text{id}_\mathcal{L} \otimes \mathcal{R}^{(n-1)} \otimes \text{id}_\mathcal{L}) \circ \mathcal{R}.$

Similarly, for all $X, Y \in \mathcal{C}$ and every $f \in \mathcal{C}(1, X \otimes Y)$, we use the abbreviation $\mathcal{R}_f^{(n)} : 1 \to X \otimes \mathcal{L}^\otimes n \otimes \mathcal{L}^\otimes n \otimes Y$ for the morphism

$\mathcal{R}_f^{(n)} := (\text{id}_X \otimes \mathcal{R}^{(n)} \otimes \text{id}_Y) \circ f.$

The following properties of the Radford copairing will be needed to prove the equivalence of projective representations.

**Lemma 4.3.** The Radford copairing is non-degenerate and satisfies

\begin{align*}
(\Omega \otimes \text{id}_{\mathcal{L}^\otimes 2}) \circ \mathcal{R}^{(2)} &= (\text{id}_{\mathcal{L}^\otimes 2} \otimes \Omega) \circ \mathcal{R}^{(2)} \\
(\Omega_{L,X} \otimes \text{id}_{\mathcal{L}^\otimes Y}) \circ \mathcal{R}_f &= (\text{id}_{\mathcal{L}^\otimes X} \otimes \Omega_{R,Y}) \circ \mathcal{R}_f \\
(\delta \otimes \text{id}_{\mathcal{L}^\otimes}) \circ \mathcal{R} &= (\text{id}_{\mathcal{L}^\otimes} \otimes \delta) \circ \mathcal{R} \\
(\mathcal{T} \otimes \text{id}_{\mathcal{L}^\otimes}) \circ \mathcal{R} &= (\text{id}_{\mathcal{L}^\otimes} \otimes \mathcal{T}) \circ \mathcal{R}
\end{align*}

for all $X, Y \in \mathcal{C}$ and every $f \in \mathcal{C}(1, X \otimes Y)$.

**Proof.** Non-degeneracy follows from \cite[Cor. 4.2.13]{KL}.

Next consider Equation (35). Using the skein equivalence for $\Omega$ of Figure 3 and the one for $\mathcal{R}$ of (34), the two sides of the identity in (35) are skein equivalent to the two sides of

\begin{equation}
\begin{array}{c}
\xymatrix{
& F \\
R \\
& \ar[rr] & & \ar[rr] & & \Omega
}
\end{array}
\end{equation}

which are equal to each other, as they are related by an isotopy. All other identities are shown in the same way. We only state the relevant skein equivalences and isotopies.
Equation (36):

\[
X \overset{\mathcal{D}}{\longrightarrow} Y = X \overset{\mathcal{D}}{\longrightarrow} Y = \mathcal{D} 
\]

Equation (37):

\[
\mathcal{D} \overset{\mathcal{D}}{\longrightarrow} \mathcal{D} = \mathcal{D} \overset{\mathcal{D}}{\longrightarrow} \mathcal{D} = \mathcal{D} 
\]

Equation (38):

\[
\mathcal{D} \overset{\mathcal{D}}{\longrightarrow} \mathcal{D} = \mathcal{D} \overset{\mathcal{D}}{\longrightarrow} \mathcal{D} = \mathcal{D} 
\]

In the last step we used dinaturality of the bichrome coupon. □

4.3. **Equivalence of representations.** Consider the linear map

\[
\varphi : X'_{g,\Sigma} \to L_{g,\Sigma} \\
x' \mapsto (x' \otimes \text{id}_{\mathcal{D}^{g,\Sigma}}) \circ (\text{id}_{V_1} \otimes \ldots \otimes V_m \otimes R(g)).
\]

Since the copairing is non-degenerate (see Lemma 4.3), the map \(\varphi\) is invertible. Let us write \(\varphi^{\text{ad}}\) for the induced group isomorphism

\[
\varphi^{\text{ad}} : \text{PGL}(X'_{g,\Sigma}) \to \text{PGL}(L_{g,\Sigma}) \\
[f] \mapsto [\varphi \circ f \circ \varphi^{-1}].
\]

**Theorem 4.4.** The isomorphism \(\varphi\) intertwines the projective representations \(\overline{\rho}_X\) and \(\overline{\rho}_L\), that is, \(\varphi^{\text{ad}}\) fits into the commutative diagram

\[
\begin{array}{ccc}
\text{Mod}(\Sigma, P_{\Sigma}) & \xrightarrow{\overline{\rho}_X} & \text{PGL}(X'_{g,\Sigma}) \\
\downarrow & & \downarrow \varphi^{\text{ad}} \\
\overline{\rho}_L & \xrightarrow{\text{PGL}(L_{g,\Sigma})}
\end{array}
\]
Proof. It is enough to show that for each generator \( f \) of \( \text{Mod}(\Sigma_g, P_X) \) used in Proposition \( 3.3 \) and \( 32 \) we have
\[
\varphi \circ \rho_X(f) \propto \rho_L(f) \circ \varphi.
\]
For the actions of generators \( x_{i,j}, w_{i,j}, v_i \), this is immediate. For the others, we use Lemma \( 4.3 \). Let \( \rho \) be arbitrary. Using \( (35) \) and \( (38) \), we see
\[
\varphi(\rho_X(H_k)(x')) = \varphi(x' \circ (\text{id}_V \otimes \ldots \otimes V_m \otimes \mathcal{Y}^{g-2} \otimes \mathcal{R} \otimes \text{id}_{\mathcal{Y}^{g-k}}))
\]
\[
= (\text{id}_{\mathcal{Y}^{g-1}} \otimes \mathcal{R} \otimes \text{id}_{\mathcal{Y}^{g-k}}) \circ \varphi(x')
\]
\[
= \rho_L(H_k)(\varphi(x')).
\]
The computation for generators \( S_j \) and \( T_j \) is analogous:
\[
\varphi(\rho_X(S_j)(x')) = \varphi(x' \circ (\text{id}_V \otimes \ldots \otimes V_m \otimes \mathcal{Y}^{g-1} \otimes \mathcal{S} \otimes \text{id}_{\mathcal{Y}^{g-j}}))
\]
\[
= (\text{id}_{\mathcal{Y}^{g-1}} \otimes \mathcal{S} \otimes \text{id}_{\mathcal{Y}^{g-j}}) \circ \varphi(x')
\]
\[
= \rho_L(S_j)(\varphi(x'))
\]
\[
\varphi(\rho_X(T_j)(x')) = \varphi(x' \circ (\text{id}_V \otimes \ldots \otimes V_m \otimes \mathcal{Y}^{g-1} \otimes \mathcal{S} \otimes \text{id}_{\mathcal{Y}^{g-j}}))
\]
\[
= (\text{id}_{\mathcal{Y}^{g-1}} \otimes \mathcal{S} \otimes \text{id}_{\mathcal{Y}^{g-j}}) \circ \varphi(x')
\]
\[
= \rho_L(T_j)(\varphi(x')).
\]
Finally, for the generator \( H_{i,j} \) we use \( (38) \) as well as \( (36) \) with
\[
X = V_i \otimes \ldots \otimes V_m \otimes \mathcal{L}^{g-1}, \quad Y = \mathcal{L}^{g-1} \otimes V_i^* \otimes \ldots \otimes V_m^*, \quad f = \mathcal{R}^{j-1} = \text{id}_{\mathcal{L}^{g-1}}.
\]
Then
\[
\varphi(\rho_X(H_{i,j})(x'))
\]
\[
= \varphi(x' \circ (\text{id}_V \otimes \ldots \otimes V_{i-1} \otimes \mathcal{R}_L \otimes \ldots \otimes V_m \otimes \mathcal{Y}^{g-1} \otimes \text{id}_{\mathcal{Y}^{g-j}}))
\]
\[
= \varphi(x' \circ (\text{id}_V \otimes \ldots \otimes V_{i-1} \otimes V_{i+1} \otimes \ldots \otimes V_m \otimes \text{id}_{\mathcal{Y}^{g-j}}))(\varphi(x'))
\]
\[
= \rho_L(H_{i,j})(\varphi(x')),
\]
where we used the naturality of the twist to deduce that
\[
(\psi_X \otimes \text{id}_V) \circ f = (\text{id}_X \otimes \psi_Y) \circ f. \quad \square
\]

Remark 4.5. When \( \mathcal{C} = \text{H-mod} \) for a factorizable ribbon Hopf algebra \( H \), explicit formulas for Lyubashenko’s projective representations can be found in several places. The case of genus \( g = 1 \) was first discussed in \cite[Thm. 4.4]{LM} (using the adjoint representation instead of the coadjoint one) and in \cite[Sec. 2.5]{Ke1}, see also \cite[Rem. 8.3]{FGR} for the corresponding equations in our conventions. The higher genus case \( g > 1 \) was studied in \cite[Sec. 4]{FSS} (using the category \( H \)-bimod instead of \( H \)-mod) and in \cite[Thm. 5.12]{Fa}.

5. DEHN TWISTS FOR THE SMALL QUANTUM GROUP

In this section, we consider the particular modular category \( \mathcal{C} = \mathcal{U}_q \mathfrak{sl}_2 \)-mod coming from the representation theory of the small quantum group \( \mathcal{U}_q \mathfrak{sl}_2 \), and we prove that the action of Dehn twists on state spaces of closed surfaces without decorations has infinite order. This is in contrast with the Reshetikhin-Turaev TQFT for the semisimple modular category obtained as a subquotient of \( \mathcal{C} \), as the action of all Dehn twists has finite order there. A closely related observation on the infinite order of Dehn twists was made in \cite{BCGP} for the non-semisimple graded TQFTs obtained from the so-called unrolled quantum group \( \mathcal{U}^{sl}_q \mathfrak{sl}_2 \).
5.1. Small quantum group. Let us set $q = e^{\frac{2\pi i}{r}}$ for some odd integer $r \geq 3$. For every natural number $k \in \mathbb{N}$ we introduce the notation
\[
\{k\} := q^k - q^{-k}, \quad [k] := \frac{k}{\{1\}}, \quad [k]! := \prod_{j=1}^{k} [j].
\]
The small quantum group $\bar{U}_q\mathfrak{sl}_2$, first defined in [Lu], can be constructed as the $\mathbb{C}$-algebra with generators $\{E, F, K\}$ and relations
\[
E^r = F^r = 0, \quad K^r = 1,
\]
and with Hopf algebra structure obtained by setting\(^8\)
\[
\Delta(E) = E \otimes K + 1 \otimes E, \quad \varepsilon(E) = 0, \quad S(E) = -EK^{-1},
\]
\[
\Delta(F) = K^{-1} \otimes F + F \otimes 1, \quad \varepsilon(F) = 0, \quad S(F) = -KF,
\]
\[
\Delta(K) = K \otimes K, \quad \varepsilon(K) = 1, \quad S(K) = K^{-1}.
\]
A basis of $\bar{U}_q\mathfrak{sl}_2$ is given by
\[
\{E^aF^bK^c | 0 \leq a, b, c \leq r - 1\},
\]
as proved in [Lu, Thm. 5.6]. Furthermore, the Hopf algebra $\bar{U}_q\mathfrak{sl}_2$ supports a ribbon structure. Indeed, an R-matrix $R \in \bar{U}_q\mathfrak{sl}_2 \otimes \bar{U}_q\mathfrak{sl}_2$ and its inverse are given by
\[
R = \frac{1}{r} \sum_{a,b,c=0}^{r-1} \frac{[a]!}{[a]!} q^{a(a-1) - 2bc} E^a \otimes K^c F^a,
\]
\[
R^{-1} = \frac{1}{r} \sum_{a,b,c=0}^{r-1} \frac{[a]!}{[a]!} q^{-a(a-1) + 2bc} E^a \otimes K^c F^a,
\]
while a ribbon element $v \in \bar{U}_q\mathfrak{sl}_2$ and its inverse are given by
\[
v = i^{-\frac{1}{2}} \sqrt{r} \sum_{a,b=0}^{r-1} \left(\frac{-1}{[a]!}\right)^a q^{\frac{a(a-1)}{2} + \frac{(r+1)(a+b-1)}{2}} E^K F^a,
\]
\[
v^{-1} = i^{-\frac{1}{2}} \sqrt{r} \sum_{a,b=0}^{r-1} \left(\frac{-1}{[a]!}\right)^a q^{-\frac{a(a-1)}{2} + \frac{(r+1)(a+b-1)}{2}} F^K E^a.
\]
The formulas for $v$ and $v^{-1}$ can be obtained by adapting the proof of [FGST, Thm. 4.1.1]. A pivotal element $g \in \bar{U}_q\mathfrak{sl}_2$ which is compatible with the ribbon structure is given by $g := K$, as explained in [Ka, Prop. XIV.6.5]. Compare with [Ko1, Sec. 3], where the term balancing element is used, and remark that Kerler considers a different antipode, which explains why he obtains the inverse of our pivotal element. A right integral $\lambda : \bar{U}_q\mathfrak{sl}_2 \to \mathbb{C}$ is given by
\[
\lambda \left( E^aF^bK^c \right) := \frac{r^3}{\{1\}^{2r-2}} \delta_{a,r-1} \delta_{b,r-1} \delta_{c,1},
\]
see [Ly1, Prop. A.5.1], and a two-sided cointegral $\lambda^{co} \in \bar{U}_q\mathfrak{sl}_2$ is given by\(^9\)
\[
\lambda^{co} := \frac{1}{r^3} \sum_{a=0}^{r-1} E^{a-1} F^{a-1} K^a,
\]
\(^8\)Lusztig considers the opposite coproduct, while we are using the one of [Ma2, Ex. 3.4.3].
\(^9\)Lyubashenko uses Lusztig's coproduct, which explains why our formula defines a right integral, instead of a left one.
see [Ly1, Prop. A.5.2]. It is proved in [Ly1, Cor. A.3.3] that the ribbon Hopf algebra \( \bar{U}_q\mathfrak{sl}_2 \) is factorizable. This can also be checked directly by looking at the M-matrix \( M \in \bar{U}_q\mathfrak{sl}_2 \otimes \bar{U}_q\mathfrak{sl}_2 \) given by

\[
M = \frac{1}{r} \sum_{a,b,c,d=0}^{r-1} \frac{1}{[a][b][c][d]} q^{\frac{a(a-1)+b(b-1)}{2} - 2cd - (b+c)(b-d)} F^b K^c E^a K^d E^a,
\]

see for instance [Ma2, Ex. 3.4.3]. Now it follows that the category of finite-dimensional representations \( \mathcal{C} = \bar{U}_q\mathfrak{sl}_2\text{-mod} \) is a modular category. A direct computation gives the stabilization parameters

\[
\Delta_+ = \lambda(v) = i^{-r-1} r^\frac{r-3}{2}, \quad \Delta_- = \lambda(v^{-1}) = i^{-r-1} r^\frac{r-3}{2},
\]

which determine the modularity parameter

\[
\zeta := \Delta_+ \Delta_- = r^3.
\]

We fix the square root

\[
\varrho = r^\frac{3}{2}
\]

of \( \zeta \), which uniquely determines the coefficient

\[
\delta = i^{-\frac{r-3}{2}} q^\frac{r-3}{2},
\]

as well as the corresponding normalization of \( L_{\varrho}^+ \). The projective cover \( P_1 \) of the trivial \( \bar{U}_q\mathfrak{sl}_2 \)-module \( 1 = \mathbb{C} \) is the indecomposable projective \( \bar{U}_q\mathfrak{sl}_2 \)-module with basis \( \{a_0, x_k, y_k, b_0 \mid 0 \leq k \leq r-2\} \) and left \( \bar{U}_q\mathfrak{sl}_2 \)-action given, for every integer \( 0 \leq k \leq r-2 \), by

\[
\begin{align*}
K \cdot a_0 &= a_0, \\
E \cdot a_0 &= 0, \\
F \cdot a_0 &= 0, \\
K \cdot x_k &= q^{-2k-2} x_k, \\
E \cdot x_k &= -[k][k+1] x_{k-1}, \\
F \cdot x_k &= \begin{cases} x_{k+1} & 0 \leq k < r-2, \\ a_0 & k = r-2, \end{cases} \\
K \cdot y_k &= q^{-2k-2} y_k, \\
E \cdot y_k &= \begin{cases} a_0 & k = 0, \\ -[k][k+1] y_{k-1} & 0 \leq k \leq r-2, \end{cases} \\
F \cdot y_k &= y_{k+1}, \\
K \cdot b_0 &= b_0, \\
E \cdot b_0 &= x_{r-2}, \\
F \cdot b_0 &= y_0
\end{align*}
\]

where \( x_{-1} := y_{r-1} := 0 \), compare with [FGST, Sec. C.2]. We denote with \( h \in \text{End}_{\varrho}(P_1) \) the nilpotent endomorphism given by

\[
h(a_0) = h(x_k) = h(y_k) = 0, \quad h(b_0) = a_0
\]

for every integer \( 0 \leq k \leq r-2 \), and we remark that the non-degenerate modified trace \( t \) determined by \( \lambda \) satisfies

\[
t_{P_1}(h) \neq 0.
\]

This follows from the fact that \( \text{End}_{\varrho}(P_1) \) is linearly generated by \( \text{id}_{P_1} \) and \( h \), and that \( h^2 = 0 \).
5.2. Infinite order of Dehn twist actions. We are now ready to prove the announced property.

**Proposition 5.1.** If $\mathcal{G} = \mathcal{U}_q \mathfrak{sl}_2$-mod, $\Sigma = (\Sigma, \varnothing)$ is a connected object of $\mathcal{C}ob_{\mathcal{G}}$, and $\gamma \subset \Sigma$ is an essential simple closed curve, then $\mathcal{P}_\gamma(\tau_{\gamma})$ has infinite order in $\text{PGL}_2(V_\mathcal{G}(\Sigma))$.

**Proof.** Let us first suppose $\gamma$ is non-separating. Then there exists a simple closed curve $\beta \subset \Sigma$ intersecting $\gamma$ exactly once. Let $M$ be a connected cobordism from $\varnothing$ to $\Sigma$ such that $\gamma$ bounds a disc in $M$, and let us consider the vector $[M, T_\beta, 0] \in V_\mathcal{G}(\Sigma)$, where $T_\beta$ is the blue knot obtained from $\beta$ by choosing framing tangent to $\Sigma$ and label $P_2$, and by pushing the result in the interior of $M$. Also, let $\bar{T}_\beta$ denote the blue graph obtained from $T_\beta$ by adding a blue coupon labeled by the endomorphism $h$ of $P_3$ from equation (40). A computation based on the skein equivalence of Figure 2 and the action of the inverse$^{10}$ ribbon element (39) on $P_1$ shows that

\begin{align*}
(41) & \quad V_\mathcal{G}(\Sigma \times I_{\gamma})[M, T_\beta, 0] = \delta^m \cdot \left( [M, T_\beta, 0] + (r-1)(q-q^{-1})[M, \bar{T}_\beta, 0] \right), \\
(42) & \quad V_\mathcal{G}(\Sigma \times I_{\gamma})[M, \bar{T}_\beta, 0] = \delta^m \cdot [M, \bar{T}_\beta, 0],
\end{align*}

for some $m \in \mathbb{Z}$. We will now check that $[M, T_\beta, 0]$ and $[M, \bar{T}_\beta, 0]$ are linearly independent. This implies that $V_\mathcal{G}(\Sigma \times I_{\gamma})$ acts as a Jordan block of rank 2 on the span of these two vectors, and hence has infinite order even in $\text{PGL}_2(V_\mathcal{G}(\Sigma))$.

To show linear independence, we first note that $[M, T_\beta, 0]$ is a non-trivial vector of $V_\mathcal{G}(\Sigma)$. Indeed, if $M$ is a cobordism from $\Sigma$ to $\varnothing$ such that $M \sqcup \Sigma M' \cong S^3$, then, in the notation of equation (6), for some $n \in \mathbb{Z}$ we have

$\langle [M', \varnothing, 0], [M, \bar{T}_\beta, 0] \rangle = L_\mathcal{G}(S^3, \bar{T}_\beta, n) = \delta^n t_{P_1}(h) \neq 0.$

This means $[M, T_\beta, 0] \neq 0$. If $[M, T_\beta, 0]$ were zero, then (41) would imply that $[M, \bar{T}_\beta, 0] = 0$, which is a contradiction. If $[M, T_\beta, 0]$ were non-zero, but proportional to $[M, \bar{T}_\beta, 0]$, then (41) and (42) would assign to $[M, T_\beta, 0]$ two different eigenvalues. Thus $[M, T_\beta, 0]$ and $[M, \bar{T}_\beta, 0]$ are linearly independent.

Next, let us suppose $\gamma$ is separating. Then there exist non-empty submanifolds $\Sigma_1, \Sigma_2 \subset \Sigma$ of strictly positive genus with disjoint interior and common boundary $\gamma$. Let $M$ be a connected cobordism from $\varnothing$ to $\Sigma$ such that $\gamma$ bounds a disc in $M$, and let us consider the vector $[M, T_{f_1}, f_2] \in V_\mathcal{G}(\Sigma)$, where $T_{f_1}, f_2$ is the bichrome graph represented in the right-hand side of Figure 9 for morphisms

$f_1 := \iota, \quad f_2 := \zeta^{-2} \cdot D \circ \varphi_\omega \circ D^* \circ \pi^*,$

where $\iota : P_1 \to \mathcal{G}$ and $\pi : \mathcal{G} \to P_1$ are injection and projection morphisms satisfying $\pi \circ \iota = \text{id}_{P_1}$, where $D : \mathcal{L} \to \mathcal{G}$ is the Drinfeld map, where $\varphi_\omega : \mathcal{L}^* \to \mathcal{L}$ is

---

$^{10}$Recall our convention on ribbon twist in Sec. 2.4.1.
the isomorphism satisfying $\omega \circ (\operatorname{id}_\mathcal{X} \otimes \varphi_\omega) = \varphi_{\mathcal{X}}$, and where $\zeta$ is the modularity parameter. Remark that $\iota$ and $\pi$ exist because, as explained in [Os], $P_1$ is a direct summand of multiplicity $-1/2$ in $\mathcal{E}$, which is the adjoint representation of $\bar{U}_q\mathfrak{sl}_2$. On the other hand, the existence of $\varphi_\omega$ follows from the non-degeneracy of $\omega$. Note also that, while it is possible to simplify the expression for $f_2$, this more complicated form is convenient for the computation below. Let $\dot{T}_{f_1, f_2}$ denote the bichrome graph obtained from $\dot{T}_{f_1, f_2}$ by adding a blue coupon with label $h$, the endomorphism of $P_1$.

Similarly to the calculation in (41), one can check that for some $m \in \mathbb{Z}$,

$$V_\mathcal{E}(\Sigma \times \mathbb{I}_\gamma)[M, T_{f_1, f_2}, 0] = \delta^m \cdot \left([M, T_{f_1, f_2}, 0] + (r - 1)(q - q^{-1})[M, \dot{T}_{f_1, f_2}, 0]\right),$$

$$V_\mathcal{E}(\Sigma \times \mathbb{I}_\gamma)[M, \dot{T}_{f_1, f_2}, 0] = \delta^m \cdot [M, \dot{T}_{f_1, f_2}, 0].$$

As before it is enough to check that $[M, T_{f_1, f_2}, 0] \neq 0$ in order to conclude that $V_\mathcal{E}(\Sigma \times \mathbb{I}_\gamma)$ has infinite order in $\operatorname{PGL}_k(V_\mathcal{E}(\Sigma))$. If $M'$ is a cobordism from $\Sigma$ to $\emptyset$ such that $M \cup_{\Sigma} M' \cong S^3$, then for some $n \in \mathbb{Z}$ we have

$$\langle [M', T'_w, 0], [M, \dot{T}_{f_1, f_2}, 0] \rangle_\Sigma = L_\mathcal{E}'(S^3, \dot{T}_{f_1, f_2} \cup T'_w, n) \equiv \delta^m \iota_{P_1} (h) \neq 0,$$

where $T'_w$ is the bichrome graph represented in the left-hand side of Figure 9, and where $\dot{T}_{f_1, f_2} \cup T'_w$ is the one represented in Figure 10. In step $(\ast)$ we use that by [DGGPR, Lem. 4.3, Cor. 4.6], the inverse of the Drinfeld map $D : \mathcal{L} \to \mathcal{E}$ can be written as an evaluation of a bichrome graph, namely

$$F_A \left( \begin{array}{c} \mathcal{L} \\ \mathcal{E} \end{array} \right) = \zeta D^{-1}.$$
A cutting presentation of the admissible closed bichrome graph represented in Figure 10 is then evaluated by $F_{\Lambda}$ to

\[ \zeta^2 : \begin{array}{c}
  P_1 \\
  \downarrow \omega \\
  \downarrow D^{-1} \\
  \downarrow D^{-1} \\
  f_1 \\
  P_2
\end{array} = \begin{array}{c}
  P_1 \\
  \downarrow \omega \\
  \downarrow \varphi_\omega \\
  \downarrow D^{-1} \\
  \downarrow D^* \\
  \pi \\
  P_2
\end{array} = \begin{array}{c}
  P_1 \\
  \downarrow \pi \\
  \downarrow \varphi_\pi \\
  \downarrow D^{-1} \\
  \downarrow D^* \\
  \pi \\
  P_2
\end{array} = \begin{array}{c}
  P_1 \\
  \downarrow \pi \\
  \downarrow \varphi_\pi \\
  \downarrow D^{-1} \\
  \downarrow D^* \\
  \pi \\
  P_2
\end{array} \]

\[ \square \]

**Appendix A. Extended Mapping Class Group Representations**

In this appendix, we explain how to upgrade the projective representations

\[ \tilde{\rho}_\vartheta : \text{Mod}(\Sigma) \to \text{PGL}_k(V_\vartheta(\Sigma)), \quad \tilde{\rho}'_\vartheta : \text{Mod}(\Sigma) \to \text{PGL}_k(V'_\vartheta(\Sigma)) \]

to linear representations of a centrally extended version of mapping class groups. This central extension is determined by the composition law for morphisms of the admissible cobordism category $\hat{\text{Cob}}_\vartheta$.

If $\Sigma = (\Sigma, P, \lambda)$ is a connected object of $\hat{\text{Cob}}_\vartheta$, then we consider

\[ \tilde{\text{Diff}}(\Sigma) := \{(f, n) \in \text{Diff}(\Sigma) \times \mathbb{Z} \mid f(P) = P\}, \]

which is a group with respect to the extended composition

\[ (f', n') \circ (f, n) := (f' \circ f, n + n' - \mu(f, \lambda), \lambda, f'^{-1}(\lambda)) \]

we denote with $\tilde{\text{Diff}}_0(\Sigma)$ the subgroup whose elements $(f, 0)$ are isotopic to $(id_\Sigma, 0)$ within $\tilde{\text{Diff}}(\Sigma)$, and we define the extended mapping class group of $\Sigma$ to be the quotient group

\[ \tilde{\text{Mod}}(\Sigma) := \tilde{\text{Diff}}(\Sigma)/\tilde{\text{Diff}}_0(\Sigma). \]

The mapping cylinder of an element $(f, n) \in \tilde{\text{Diff}}(\Sigma)$ is defined as the morphism $\Sigma \times I_{(f,n)} : \Sigma \to \Sigma$ of $\hat{\text{Cob}}_\vartheta$ given by

\[ (\Sigma \times I_f, P \times I, n). \]

It is easy to remark that

\[ (\Sigma \times I_{(f',n')}) \circ (\Sigma \times I_{(f,n)}) = \Sigma \times I_{(f',n') \circ (f,n)} \]

as morphisms of $\hat{\text{Cob}}_\vartheta$. This means we have a group homomorphism

\[ \tilde{\rho}_\vartheta : \text{Mod}(\Sigma) \to \text{GL}_k(V_\vartheta(\Sigma)) \]

sending every extended mapping class $[f, n] \in \tilde{\text{Mod}}(\Sigma)$ to the operator $V_\vartheta(\Sigma \times I_{(f,n)}) \in \text{GL}_k(V_\vartheta(\Sigma))$.

and similarly we have a homomorphism

\[ \tilde{\rho}'_\vartheta : \text{Mod}(\Sigma) \to \text{GL}_k(V'_\vartheta(\Sigma)) \]

sending every extended mapping class $[f, n] \in \tilde{\text{Mod}}(\Sigma)$ to the operator $V'_\vartheta(\Sigma \times I_{(f,n)})^{-1} \in \text{GL}_k(V'_\vartheta(\Sigma))$.

These representations satisfy

\[ \tilde{\rho}'_\vartheta \cong (\tilde{\rho}'_\vartheta)^{-1} \]

with respect to the pairing $\langle \_, \_ \rangle_{\Sigma}$. 

Appendix B. Maslov index for meridional Dehn twists

In this appendix, we fix a connected object $\Sigma = (\Sigma, P, \lambda)$ of $\tilde{\text{Cob}}_g$, a simple closed curve $\gamma \subset \Sigma$, and we compare linear endomorphisms of the state space $V_\varphi(\Sigma)$ determined by two different endomorphisms of $\Sigma$ introduced in Section 3.3, the mapping cylinder $\Sigma \times I_{\gamma_+^\pm}$ and the curve cylinder $\Sigma \times I_{\gamma_-}$.

Lemma B.1. If the homology class of $\gamma$ belongs to the Lagrangian subspace $\lambda$ of $H_1(\Sigma; \mathbb{R})$, then

$$V_\varphi(\Sigma \times I_{\gamma_+^\pm}) = \Delta_{\varphi}^{-1}V_\varphi(\Sigma \times I_{\gamma_-}).$$

Proof. In [DGGPR, Sec. 4.4], a connected object $\Sigma_2$ of $\tilde{\text{Cob}}_g$, together with morphisms $\mathbb{A}_2, \mathbb{B}_2 : \emptyset \to \Sigma_2$, is introduced. Let us recall their definition here. First, we have

$$\Sigma_2 = (S^1 \times S^1, \emptyset, \lambda_m),$$

where $\lambda_m \subset H_1(S^1 \times S^1; \mathbb{R})$ is the Lagrangian subspace generated by the homology class $m$ of the meridian $\{ (1,0) \} \times S^1$. Next, we have

$$\mathbb{A}_2 = (S^1 \times D^2, K, 0),$$

where the overline stands for orientation reversal, and where $K \subset S^1 \times D^2$ is the red knot $S^1 \times \{(0,0)\}$ with framing determined by the longitude $S^1 \times \{(1,0)\}$. Finally, we have

$$\mathbb{B}_2 = (D^2 \times S^1, \emptyset, 0).$$

We will use these morphisms to relate $\Sigma \times I_{\gamma_+^\pm}$ and $\Sigma \times I_{\gamma_-}$. In order to do this, we first need to fix some notation. Let $N(\gamma_\pm)$ denote an open tubular neighborhood of the red knot $\gamma_\pm$, inside $\Sigma \times I$. Let $(\Sigma \times I) \setminus N(\gamma_\pm)$ denote the corresponding cobordism from $(S^1 \times S^1) \sqcup \Sigma$ to $\Sigma$, with incoming boundary identification sending the meridian $\{(1,0)\} \times S^1$ of $S^1 \times S^1$ to the meridian of $\partial N(\gamma_\pm)$ determined by $N(\gamma_\pm)$, and the longitude $S^1 \times \{(1,0)\}$ of $S^1 \times S^1$ to the longitude of $\partial N(\gamma_\pm)$ determined by the framing of $\gamma_\pm$. Then, let $(\Sigma \times I) \setminus N(\gamma_\pm) : \Sigma_2 \sqcup \Sigma \to \Sigma$ denote the morphism of $\tilde{\text{Cob}}_g$ given by

$$(\Sigma \times I) \setminus N(\gamma_\pm), P \times I, 0).$$

Because of the composition rule (5), computing $((\Sigma \times I) \setminus N(\gamma_\pm)) \circ \mathbb{A}_2$ and $((\Sigma \times I) \setminus N(\gamma_\pm)) \circ \mathbb{B}_2$ requires understanding Maslov indices of Lagrangian subspaces of $H_1(S^1 \times S^1; \mathbb{R})$. Recall that, if $\omega$ is a symplectic form on a vector space $H$, and if $\lambda_1, \lambda_2, \lambda_3 \subset H$ are Lagrangian subspaces with respect to $\omega$, then $\mu(\lambda_1, \lambda_2, \lambda_3)$ is defined as the signature of the symmetric bilinear form $\langle - , - \rangle$ on $(\lambda_1 + \lambda_2) \cap \lambda_3$ determined by

$$\langle a, b \rangle := \omega(a_2, b)$$

for all $a = a_1 + a_2, b = b_1 + b_2 \in (\lambda_1 + \lambda_2) \cap \lambda_3$, where $a_i, b_i \in \lambda_i$ for all $i \in \{1, 2\}$. As explained in [Tu, Sec. IV.3.5], the Maslov index $\mu$ is completely antisymmetric in all its entries. In our case, the symplectic intersection form $\cap$ on the 2-dimensional space $H_1(S^1 \times S^1; \mathbb{R})$ is completely determined by $\ell \cap m = 1$, where $\ell$ denotes the homology class of the longitude $S^1 \times \{(1,0)\}$.

On one hand, we have

$$\Sigma \times I_{\gamma_-} = ((\Sigma \times I) \setminus N(\gamma_-)) \circ (\mathbb{A}_2 \sqcup \text{id}_\Sigma).$$

Indeed, we claim that the signature defect of the composition is given by

$$-\mu(\lambda_m, \lambda_m, \lambda_{\ell \neq m}) = 0,$$

where $\lambda_{\ell \neq m} \subset H_1(S^1 \times S^1; \mathbb{R})$ is the Lagrangian subspace generated by $\ell \neq m$. To compute the first entry, remark that $\lambda_m$ is the kernel of the embedding induced by the outgoing boundary identification of the cobordism $S^1 \times D^2$. To compute
the third entry, remark that the pull-back of $\lambda$ to $H_1(S^1 \times S^1; \mathbb{R})$ induced by the cobordism $(\Sigma \times I) \setminus N(\gamma_\mp)$ contains $\ell \mp m$, because $\lambda$ contains the homology class of the curve $\gamma$ by hypothesis, which is homologous, in $(\Sigma \times I) \setminus N(\gamma_\mp)$, to the longitude of $\partial N(\gamma_\mp)$ obtained as sum of the framing of $\gamma_\mp$ with the meridian of $N(\gamma_\mp)$, provided the latter is taken with sign $\pm 1$. Then, since Lagrangian subspaces of $H_1(S^1 \times S^1; \mathbb{R})$ are 1-dimensional, this proves the claim.

On the other hand, thanks to the isomorphism (20), we have

$$(\Sigma \times I, P \times I) = ((\Sigma \times I)(\gamma_\mp), P \times I, 0),$$

while

$$(\Sigma \times I) \setminus N(\gamma_\mp) \circ (B_2 \cup \text{id}_\Sigma) = ((\Sigma \times I)(\gamma_\mp), P \times I, n_\mp),$$

for some $n_\mp \in \mathbb{Z}$. Then, it follows from [DGGPR, Prop. 4.10] that

$$\delta^{n_\mp} V_\Sigma((\Sigma \times I) \setminus N(\gamma_\mp)) \circ V_{\mathbb{R}}(B_2 \cup \text{id}_\Sigma) = \mathcal{D}^{-1} V_\Sigma((\Sigma \times I) \setminus N(\gamma_\mp)) \circ V_{\mathbb{R}}(A_2 \cup \text{id}_\Sigma),$$

where $\lambda_\ell \subset H_1(S^1 \times S^1; \mathbb{R})$ is the Lagrangian subspace generated by $\ell$. To compute the first entry, remark that $\lambda_\ell$ is the kernel of the embedding induced by the outgoing boundary identification of the cobordism $D^2 \times S^1$. Now we have $(\lambda_\ell + \lambda_m) \cap \lambda_\ell \mp m = \lambda_\ell \mp m$, and

$$\langle \ell \mp m, \ell \mp m \rangle = (\mp m) \cap (\ell \mp m) = \mp m \cap \ell = \pm 1.$$

This means

$$n_\mp = \mp 1. \quad \square$$

**Appendix C. Equivalence for Hopf algebras**

In this appendix, we consider $\mathcal{C} = H\text{-mod}$ for a finite-dimensional factorizable ribbon Hopf algebra $H$ over $k$, and we prove that the construction of [DGGPR] agrees with the one of [DGP]. More precisely, let $\mathcal{R}_\Lambda$ denote the category of bichrome graphs defined in [DGP, Sec. 2.2], and let us consider the functor

$$F_\lambda : \mathcal{R}_\Lambda \rightarrow \mathcal{R}_\lambda$$

which preserves blue edges and coupons, labels red edges by the regular representation $H$, and replaces bichrome coupons, as recalled in Section 2.2.1, with those defined in [DGP, Sec. 2.2] like

$$\begin{array}{ccc}
\text{ad} & \sim & \text{coad} \\
\alpha' & \Rightarrow & \alpha \\
H & \Rightarrow & H \\
\end{array}$$

where $\alpha \in [1] \mathcal{C}([1] \text{ad}, [1] \mathbb{I})$ and $\alpha' \in [1] \mathcal{C}([1] \mathbb{I}, [1] \text{coad})$ are defined as

$$\alpha := \begin{array}{c}
H \\
\downarrow H \\
\downarrow \text{ad} \\
\end{array} \quad \alpha' := \begin{array}{c}
H \\
\downarrow H \\
\downarrow \text{coad} \\
\end{array}$$

Next, let $F_\lambda : \mathcal{R}_\Lambda \rightarrow \mathcal{C}$ denote the Hennings-Reshetikhin-Turaev functor defined in [DGP, Sec. 2.2].
Proposition C.1. The diagram
\[
\begin{array}{c}
\mathcal{R}_\Lambda \\
\downarrow F_\lambda \\
\mathcal{R}_\Lambda \\
\end{array}
\begin{array}{c}
\rightarrow F_\kappa \\
\end{array}
\begin{array}{c}
\rightarrow \mathcal{C} \\
\end{array}
\]
commutes.

Proof. The commutativity of the diagram is clear on objects. We check it now on morphisms. Let us consider a ribbon graph \( T : (\varepsilon, V) \rightarrow (\varepsilon', V') \) with \( n \) red components in \( \mathcal{R}_\Lambda \). Thanks to Lemma 2.1, we have
\[
F_\lambda(T) = F_\varphi(\tilde{T}(H, \ldots, H)) \circ ((\lambda \otimes 1)^\otimes n \otimes \text{id}_{F_\varphi(\varepsilon, V)}),
\]
where \( \tilde{T} \) is an \( n \)-bottom graph presentation of \( T \), where \( \tilde{T}(H, \ldots, H) \) is obtained from \( \tilde{T} \) by labeling all its red edges by the regular representation \( H \), and where \( F_\varphi \) denotes the Reshetikhin-Turaev functor, which can be evaluated against \( \tilde{T}(H, \ldots, H) \), forgetting the difference between red and blue. On the other hand, we can turn the \( n \)-bottom graph presentation \( \tilde{T} \) into an \( n \)-string link graph presentation as follows
\[
\begin{array}{c}
\tilde{T} \\
\Downarrow \\
\end{array}
\begin{array}{c}
\rightarrow F_\varphi(\tilde{T}) \\
\end{array}
\begin{array}{c}
\begin{array}{c}
\beta \\
\end{array}
\end{array}
\]
where \( \beta \) is the \( H \)-labeled red \( 2n \)-braid
\[
\beta :=
\begin{array}{c}
H \\
\ldots \\
H \\
\ldots \\
H \\
\ldots \\
H \\
\ldots
\end{array}
\]
Remark that, strictly speaking, \( \tilde{T} \) is not a morphism of \( \mathcal{R}_\Lambda \), and so \( F_\varphi(\tilde{T}) \) is not actually defined. What we mean by this notation is that \( F_\varphi(\tilde{T}) \) is obtained from \( \tilde{T} \) by following the procedure for the definition of \( F_\varphi \). Now
\[
F_\lambda(F_\varphi(T)) = F_\varphi(F_\varphi(\tilde{T})) \circ ((F_\varphi(\beta) \circ (\lambda^\otimes n \otimes 1^\otimes n)) \otimes \text{id}_{F_\varphi(\varepsilon, V)}),
\]
where again \( F_\varphi \) can be evaluated against \( F_\varphi(\tilde{T}) \), forgetting the difference between red and blue. We now compare this expression with (43). First of all, the fact that
\[
F_\varphi(F_\varphi(\tilde{T})) = F_\varphi(\tilde{T}(H, \ldots, H))
\]
is clear from the definition of $F_R$. Furthermore, we claim the braid $\beta$ contributes trivially to the computation of $F_\lambda(F_R(T))$. Indeed, this is a direct consequence of the following general argument: for all objects $U, V, W \in \mathcal{C}$ let us denote with $U \otimes V \otimes \_ \otimes \_ \otimes W : \mathcal{C}^{\text{op}} \times \mathcal{C} \to \mathcal{C}$ the functor sending every object $(X, Y)$ of $\mathcal{C}^{\text{op}} \times \mathcal{C}$ to the object $U \otimes V \otimes X \otimes Y \otimes W$ of $\mathcal{C}$. Let $Z \in \mathcal{C}$ be an object and

$$\alpha : U \otimes V \otimes \_ \otimes \_ \otimes W \Rightarrow Z$$

be a dinatural transformation. Then, let us consider the dinatural transformation

$$\alpha_c : U \otimes \_ \otimes \_ \otimes V \otimes W \Rightarrow Z$$

whose component $\alpha_{c, X} : U \otimes X \otimes X \otimes V \otimes W \to Z$ is given by

$$\alpha_{c, X} = \frac{X}{\text{for every object } X \in \mathcal{C}}.$$

Then, for all $u \in U$, $v \in V$, and $w \in W$, we have

$$\alpha_{c, H} (u \otimes \lambda \otimes 1 \otimes v \otimes w) = \alpha_H \left( u \otimes R'' \cdot v \otimes \lambda(S(R'_1) \_ \_ \otimes R'_2) \otimes 1 \otimes w \right)$$

$$= \alpha_H \left( u \otimes R'' \cdot v \otimes \lambda(S(R'_1 \_R'_2) \otimes 1 \otimes w) \right)$$

$$= \alpha_H \left( u \otimes R'' \cdot v \otimes \lambda(S^2(R'_2)S(R'_1) \_ \otimes 1 \otimes w) \right)$$

$$= \alpha_H \left( u \otimes R'' \cdot v \otimes \lambda(S(R'_1)S(R'_2) \_ \otimes 1 \otimes w) \right)$$

where the second equality follows from the fact that $\alpha$ is dinatural, and the third and fourth ones from the identities

$$\lambda(xy) = \lambda(S^2(y)x), \quad R'_1S(R'_2) \_ \_ \otimes R'' = 1 \otimes 1$$

respectively, which hold for every $x, y \in H$. This argument allows us to ignore all crossings belonging to the braid $\beta$, and it can be applied one red component at a time. Start from the middle one with respect to the source of the braid $\beta$, then move on to the one embracing it, and so on until all crossings have been considered. We thus conclude that $F_\lambda(T)$ from (43) indeed equals $F_\lambda(F_R(T))$ in (44). $\square$

Finally, if we temporarily adopt the notation $\tilde{\text{Cob}}^L_{\mathcal{C}}$ for the admissible cobordism category recalled in Section 2.3.1, and if $\tilde{\text{Cob}}^H_{\mathcal{C}}$ denotes the one defined in [DGP, Sec. 3.3], then the functor $F_{\tilde{\mathcal{R}}} : \mathcal{R}_\Lambda \to \mathcal{R}_\mathcal{L}$ induces a functor

$$F_{\tilde{\text{Cob}}} : \tilde{\text{Cob}}^L_{\mathcal{C}} \to \tilde{\text{Cob}}^H_{\mathcal{C}}.$$

Let us also temporarily adopt the notation $V^L_{\mathcal{C}}$ for the TQFT recalled in Section 2.3.2, and let $V^H_{\mathcal{C}}$ denote the one defined in [DGP, Sec. 3.3].

**Proposition C.2.** The diagram

$$\begin{array}{ccc}
\tilde{\text{Cob}}^L_{\mathcal{C}} & \xrightarrow{V^L_{\mathcal{C}}} & \text{Vect}_{\mathcal{C}} \\
F_{\tilde{\text{Cob}}} \downarrow & & \downarrow \\
\tilde{\text{Cob}}^H_{\mathcal{C}} & \xrightarrow{V^H_{\mathcal{C}}} & \text{Vect}_{\mathcal{C}}
\end{array}$$

commutes.
Proof. The claim follows from the explicit identification of state spaces of [DGGPR, Sec. 4.7], which uses a slightly different convention with respect to the one recalled in Section 2.3.3, and from the one of [DGP, Sec. 3.7]. Remark that the latter uses the pre-dual coadjoint representation $X$ instead of $ad$. As a vector space, $X$ coincides with $H$ itself, just like $ad$, but it carries the left $H$-action defined by

$$x \cdot y := (x(2))yS^{-1}(x(1))$$

for all $x, y \in H$, see [DGP, Sec. 3.1]. However, the inverse antipode $S^{-1} : ad \to X$ defines an isomorphism between the two representations. Then, in order to finish the proof, we just need to relate the pairing $⟨\cdot, \cdot⟩_{g,V}^{H}$ of [DGGPR, Sec. 4.1] to the pairing $⟨\cdot, \cdot⟩_{g,V}^{L}$ of [DGP, Sec. 3.1]. Let us consider the linear isomorphism

$$F_{X} : Ξ(P_{1}, ad^{\otimes g} \otimes V) \to Ξ(H, X^{\otimes g} \otimes V)$$

which sends $x \in Ξ(P_{1}, ad^{\otimes g} \otimes V)$ to

$$(S^{-1} \circ ρ^{-1} \circ D^{-1} \circ ρ^{-1} \circ D^{-1})^{\otimes g} \otimes 1_{V} \circ x \circ π_{1} \in Ξ(H, X^{\otimes g} \otimes V),$$

where $ρ : ad \to coad$ is the Radford map sending $x \in ad$ to $λ(S(x) \_)$ in $coad$, and where $π_{1} : H \to P_{1}$ is the projection onto the indecomposable summand containing the cointegral $λ^{\otimes g} \in H$. Remark that the isomorphism $h_{X} : X \to coad$ used in [DGP, Sec. 3.1] to define $⟨\cdot, \cdot⟩_{g,V}^{H}$ is given by $ρ \circ D \circ ρ \circ S$, and that the injective envelope morphism $η_{1} : 1 \to P_{1}$ satisfies $η_{1}(1) = π_{1}(λ^{\otimes g})$. Then, we clearly have

$$⟨x', x⟩_{g,V}^{L} = ⟨x', F_{X}(x)⟩_{g,V}^{H}. \quad □$$
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