CLUSTER RANDOM FIELDS AND RANDOM-SHIFT REPRESENTATIONS

ENKELEJD HASHORVA

Abstract: This paper investigates random-shift representations of $\alpha$-homogeneous shift-invariant classes of random fields (rf’s) $\mathcal{K}_{\alpha}[Z]$, which were introduced in [1]. Here $Z(t), t \in \mathcal{T}$ is a stochastically continuous $\mathbb{R}^d$-valued rf with $\mathcal{T} = \mathbb{R}^l$ or $\mathcal{T} = \mathbb{Z}^l$. We show that that random-shift representations of interest are obtained by constructing cluster rf’s, which play a crucial role in the study of extremes of stationary regularly varying rf’s. An important implication of those representations is their close relationship with Rosiński (or mixed moving maxima) representations of max-stable rf’s. We show that for a given $\mathcal{K}_{\alpha}[Z]$ different cluster rf’s can be constructed, which is useful for the derivation of new representations of extremal functional indices, Rosiński representations of max-stable rf’s as well as for random-shift representations of shift-invariant tail measures.
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Let \( \mathfrak{W} \) be the class of all stochastically continuous \( \mathbb{R}^d \)-valued rf’s \( V(t), t \in \mathcal{T} \) defined on some complete probability space, with \( \mathcal{T} = \mathbb{R}^l \) or \( \mathcal{T} = \mathbb{Z}^l \) and \( d, l \) two positive integers. In view of [2][Thm 5, p. 169, Thm 1, p. 171], we shall assume without loss of generality that all \( V \in \mathfrak{W} \) are separable and jointly measurable. Hereafter \( Z \in \mathfrak{W} \) is defined on the complete probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) and it satisfies

\[
\mathbb{P}\left\{ \sup_{t \in \mathcal{T}} \|Z(t)\| > 0 \right\} = 1, \quad \mathbb{E}\{\|Z(0)\|^\alpha\} \in (0, \infty), \quad \mathbb{E}\left\{ \sup_{t \in [-a,a] \cap \mathcal{T}} \|Z(t)\|^\alpha \right\} < \infty, \forall \alpha \in (0, \infty),
\]

with \( \alpha > 0 \) and \( \|\cdot\| : \mathbb{R}^d \mapsto [0, \infty) \) a 1-homogeneous continuous map. If \( Z \in \mathfrak{W} \) it might be defined on another complete probability space \( (\Omega, \tilde{\mathcal{F}}, \tilde{\mathbb{P}}) \).

Write \( \mathcal{H} \) for the class of all maps \( F : D \mapsto \mathbb{R} \) and all maps \( F : D \mapsto [0, \infty] \) which are \( \mathcal{B}([0, \infty]) \)-measurable, where \( D \) is the space of all maps \( f : \mathcal{T} \mapsto \mathbb{R}^d \) equipped with the product \( \sigma \)-field \( \mathcal{B} \). Here \( \mathcal{B}(V) \) stands for the Borel \( \sigma \)-field of a topological space \( V \).

**Definition 1.1.** As in [1], we call \( \mathbb{K}_\alpha[Z] \) an \( \alpha \)-homogeneous class of rf’s with representer \( Z \), if it contains all \( \tilde{Z} \in \mathfrak{W} \) that satisfy (1.1) and further

\[
\mathbb{E}\{\|Z(h)\|^\alpha F(\|Z(h)\|)\} = \mathbb{E}\{\|Z(h)\|^\alpha F(\|Z(\cdot)\|)\}, \quad \forall F \in \mathcal{H}, \forall h \in \mathcal{T}.
\]

\( \mathbb{K}_\alpha[Z] \) is called shift-invariant (and then denoted by \( \mathbb{K}_\alpha[Z] \)) if further

\[
B^h Z \in \mathbb{K}_\alpha[Z], \quad \forall h \in \mathcal{T},
\]

where \( B \) stands for the back-shift operator, i.e., \( B^h Z(\cdot) = Z(\cdot - h), \forall h \in \mathcal{T} \).

Hereafter we simply write \( \mathbb{P}, \mathbb{E} \) instead of \( \tilde{\mathbb{P}}, \tilde{\mathbb{E}} \), respectively. Since \( \|Z\| \) is jointly measurable, then

\[
S(Z) = \int_{\mathcal{T}} \|Z(t)\|^\alpha \lambda(dt)
\]

is a well-defined rv with \( \lambda \) the Lebesgue measure if \( \mathcal{T} = \mathbb{R}^l \), or the counting measure on \( \mathcal{T} \) when the latter is discrete.

**Definition 1.2.** If \( \mathbb{P}\{S(Z) = \infty\} = 1/0 \), then we call \( \mathbb{K}_\alpha[Z] \) purely conservative/dissipative.

The following simple result (we omit its proof) shows that if \( Z \) is stationary, then \( \mathbb{K}_\alpha[Z] \) is shift-invariant and purely conservative.

**Lemma 1.3.** If \( Z \in \mathfrak{W} \) is stationary and satisfies (1.1), then \( \mathbb{K}_\alpha[Z] \) is shift-invariant and \( \mathbb{P}\{S(Z) = \infty\} = 1 \).

Purely dissipative \( \mathbb{K}_\alpha[Z] \)'s do exist as demonstrated by the so-called Brown-Resnick \( \mathbb{K}_\alpha[Z] \) constructed next, see [3] for the definition of Brown-Resnick max-stable rf’s.

**Example 1.4.** (Brown-Resnick \( \alpha \)-homogeneous class) Considering \( \|\cdot\| \) a norm on \( \mathbb{R}^d \) define

\[
Z(t) = (e^{Y_1(t) - \text{aVar}(Y_1(t))/2}, \ldots, e^{Y_d(t) - \text{aVar}(Y_d(t))/2}), \quad 1 \leq i \leq d, t \in \mathcal{T},
\]

where \( Y(t), t \in \mathcal{T} \) is a centered \( \mathbb{R}^d \)-valued Gaussian rf with almost surely continuous sample paths such that \( \gamma_{ij}(s, t) = \text{Var}(Y_i(t) - Y_j(s)), s, t \in \mathcal{T} \) depends only on \( t - s \) for all \( s, t \in \mathcal{T} \) and all \( i, j \leq d \), see [1]. This
Lemma A.1 is well-defined and belongs to $\mathcal{W}$ below. Moreover, it agrees with Theorem 3.1 proves that it generates a purely dissipative shift-invariant class of rf's. The previous example also shows that not every $Z \in \mathcal{W}$ that satisfies (1.1) generates a shift-invariant $\mathcal{K}_\alpha[Z]$. One such instance is $Z$ in (1.3) for which $\gamma_{ij}(s,t)$ depends on both $s,t$ and not only on the difference $t-s$.

A direct approach to construct a purely dissipative $\mathcal{K}_\alpha[Z]$ is discussed in the next example. Hereafter, the $T$-valued rv $N$ with positive probability density function (pdf) $p_N(t) > 0$, $t \in T$ is assume to be independent of $Q$.

Example 1.5. Let $Q \in \mathcal{W}$ be independent of $N$ and set

$$ Z_N(t) = \frac{B^N Q(t)}{|p_N(N)|^{1/\alpha}}, \quad t \in T, $$

which in view of Lemma A.1 is well-defined and belongs to $\mathcal{W}$. Although $Z_N$ is in general non-stationary, Theorem 3.1 proves that it generates a purely dissipative shift-invariant class of rf's $\mathcal{K}_\alpha[Z_N]$ denoted simply below by $C_\alpha(Q)$, provided that $Q$ is a cluster rf, which is defined next.

Definition 1.6. $Q \in \mathcal{W}$ is called a cluster rf if

$$ \mathbb{P}\left\{ \sup_{t \in T} \| Q(t) \| > 0 \right\} = 1, \quad \int_T \mathbb{E} \left\{ \sup_{t \in [-a,a]} \| Q(t-v) \|^{\alpha} \right\} \lambda(\text{dv}) < \infty, \quad \forall a > 0. $$

One particular interesting instance of a cluster rf is $Q$ being the pdf of a non-singular Gaussian df on $\mathbb{R}^d$.

Cluster rf's with càdlàg sample paths and $T = \mathbb{R}$ are discussed in connection with random-shift representations of shift-invariant tail measures in [6]. The case of discrete $T$ is investigated in [7–13]. These rf's are very important for numerous applications which are discussed in [6–8, 12, 14]. We note in passing, that in [8][Def. 5.4.6] cluster rf’s are referred to as conditional spectral tail rf, while [10] refers to them as the anchored tail process due to their definition through an anchoring map.

Definition 1.7. We say that $\mathcal{K}_\alpha[Z]$ has a random-shift representation, if $Z_N$ defined in (1.5) belongs to $\mathcal{K}_\alpha[Z]$.

When $\mathcal{K}_\alpha[Z]$ has a random-shift representation, then it is necessarily purely dissipative and shift-invariant, see Theorem 3.1 below. Moreover, it agrees with $C_\alpha(Q)$ and necessarily $Q$ is a cluster rf.

In the study of regular variation of càdlàg random processes and rf's tail measures play a crucial role, see [6–9, 14, 15]. In view of the applications presented in [6, 8], it is of interest to construct random-shift representations of tail measures, see [6–8, 10]. Such representations for $T = \mathbb{R}$ are derived recently for càdlàg case in [6], whereas [8, 9, 16] discusses $T = \mathbb{Z}^l$. The recent manuscript [17] deals with a more abstract framework.

In this paper, we consider the general case of stochastically continuous rf's. Compared to the case of càdlàg rf's, various technical difficulties arise in our settings for which several functionals are not measurable any more, see [1]. Based on available results for càdlàg and discrete rf’s, natural questions that arise here include:

A) Given a shift-invariant $\mathcal{K}_\alpha[Z]$, under what conditions on $Z$ does $\mathcal{K}_\alpha[Z]$ have a random-shift representation and how to determine the rf $Q$?
B) What is the role of the rv $N$, does its particular choice matter?
C) Can we construct different cluster rf’s $Q$ for the random-shift representation of $\mathcal{K}_\alpha[Z]$ as in the càdlàg case?
D) What is the relation between random-shift representations for a given $\mathcal{K}_\alpha[Z]$ and those discussed in [6, 8, 9] for shift-invariant tail measures?
E) How do cluster rf’s arise in applications and what are some key implications of random-shift representations?

Brief outline of the rest of the paper: We shall present the main notation and definitions in Section 2 which includes also few preliminary results. Section 3 answers the first three questions raised above by discussing first the basic properties of cluster rf’s followed by explicit constructions of random-shift representations for $\mathcal{K}_\alpha[Z]$ based on results and ideas in [1, 6–9]. All the constructions in Section 3 are new if $\|Z(0)\|$ is almost surely positive. Section 4 discusses several applications related to the last two questions above. In Appendix A we present some technical results, whereas Appendix B briefly explores $\alpha$-homogeneous positive measures.

2. Preliminaries

We shall introduce first some classes of maps followed by a brief discussion on spectral tail and tail rf’s. We conclude with some properties of shift-invariant $\mathcal{K}_\alpha[Z]$’s related to universal maps introduced in [1].

2.1. Homogeneous, anchoring and involution maps. Write $\mathcal{H}_\beta, \beta \geq 0$ for the class of measurable maps $F \in \mathcal{H}$ (recall the definition of $\mathcal{H}$ in the Introduction) which are $\beta$-homogeneous, i.e., $F(cf) = c^\beta F(f)$ for all $f \in \mathcal{D}$ and $c > 0$. We say that $H \in \mathcal{H}$ is shift-invariant if $H(B^hf) = H(f)$ for all $f \in \mathcal{D}, h \in \mathcal{T}$.

Throughout this paper $g : \mathbb{R}^l \mapsto [0, \infty)$ is continuous satisfying

$$\sup_{t \in \mathcal{T}} g(t) > 0$$

and $\lambda$ denotes the Lebesgue measure on $\mathbb{R}^l$ or the counting measure on $\mathbb{Z}^l$ if $\mathcal{T} = \mathbb{R}^l$ or $\mathcal{T} = \mathbb{Z}^l$, respectively. As in [1], write $\mathcal{H}_v, v \geq 0$ for the class of maps $F$ determined for given $\Gamma_v \in \mathcal{H}_v$ by

$$(2.1) \quad F(f) = \frac{\Gamma_v(f) \Gamma_\beta(f)}{\mathcal{J}_\beta(f, g)}, \quad \mathcal{J}_\beta(f, g) = \int_{\mathcal{T}} \|f(t)\|^\beta g(t) \lambda(dt), \quad f \in \mathcal{D}, \quad \beta \geq 0,$$

with $\Gamma_\beta : \mathcal{D} \mapsto [0, c], \Gamma_\beta \in \mathcal{H}_\beta$ and $c$ some positive constant, or

$$(2.2) \quad F(f) = \Gamma_v(f) \mathcal{I}(\mathcal{J}_\beta(f, g) \in A), \quad f \in \mathcal{D}, \quad A \in \{\{0\}, \{0, \infty\}, \{\infty\}\}.$$  

For $f \in \mathcal{D}$ such that $\|f\|$ is not $\lambda$-measurable put $F(f) = 0$.

When $\mathcal{T} = \mathbb{R}^l$, the following integral map

$$F_\ell : f \mapsto \int_{\mathcal{T}} \|f(t)\| \lambda(dt), \quad f \in \mathcal{D}$$

is not $\mathcal{D}/\mathcal{B}([0, \infty])$-measurable (we set $F_\ell(f) = 0$ if $f \in \mathcal{D}$ is not Lebesgue measurable).\(^1\)

The anchoring maps are introduced in [10] in order to deal with tail rf’s. Let $\mathcal{L}$ be an additive subgroup of $\mathcal{T}$.

Hereafter 0 denotes also the origin of $\mathbb{R}^l$ or the zero-function on $\mathcal{D}$, depending on the context.

**Definition 2.1.** Let $J : \mathcal{D} \mapsto \mathbb{R}^d \cup \{\infty\}$ be $\mathcal{D}/\mathcal{B}(\mathbb{R}^d \cup \{\infty\})$-measurable.

\(^1F_\ell(Z)$ is well-defined rv as noted in the Introduction although $F_\ell$ is not measurable. This is the case for $F(Z)$ for all $F \in \mathcal{H}_v$.\)
A1) For all \( j \in \mathcal{L}, f \in \mathbb{D} \) we have \( \mathcal{J}(B^j f) - j = \mathcal{J}(f) \);
A2) \( \mathcal{J}(f) = j \in \mathcal{L} \) implies \( \|f(j)\| > \min(1, \|f(0)\|) \) for all \( f \in \mathbb{D} \);
A3) \( \mathcal{J}(f) = j \in \mathcal{L} \) implies \( \|f(j)\| > 0 \) for all \( f \in \mathbb{D} \).

Suppose that \( \mathcal{J} \) satisfies A1). If \( \mathcal{J} \) is 0-homogeneous it is called a shift-involution and if further A3) holds it is called a positive shift-involution. When A2) is valid \( \mathcal{J} \) is referred to as anchoring.

Hereafter \( \prec \) stands for some total order on \( \mathcal{T} \) which is shift-invariant, i.e., \( i \prec j \) implies \( i + k \prec j + k \) for all \( i, j, k \in \mathcal{T} \). We write \( i \preceq j \) if \( i \prec j \) or \( i = j \). Both inf and sup are taken with respect to \( \prec \) order and the infimum of an empty set is equal to \( \infty \). As in [10] define the first exceedance functional \( \mathcal{I}_{\mathcal{L},f} \) by
\[
\mathcal{I}_{\mathcal{L},f}(f) = \inf\{j \in \mathcal{L} : \|f(j)\| > 1\}, \quad f \in \mathbb{D},
\]
where \( \mathcal{I}_{\mathcal{L},f}(f) = \infty \) if there are infinitely many exceedance on \( \{j \in \mathcal{L}, j \prec k_0\} \) for some \( k_0 \in \mathcal{L} \) with all components positive.

For \( f : \mathcal{T} \mapsto \mathbb{R}^d \) satisfying \( \|f(\cdot)\| \) is \( \lambda \)-measurable define for \( \mathcal{L} \subset \mathcal{T} \) such that
\[
\mathcal{S}_\mathcal{L}(f) = \int_\mathcal{L} \|f(t)\|^\alpha \lambda(dt), \quad \mathcal{B}_{\mathcal{L},\tau}(f) = \int_\mathcal{L} \|f(t)\|^\tau \mathbb{I}(\|f(t)\| \geq 1)\lambda(dt), \quad \tau \in \mathbb{R},
\]
with \( \lambda(\mathcal{L}) > 0 \) if \( \mathcal{T} = \mathbb{R}^l \).

If \( \mathcal{L} = \mathcal{T} \) we write simply \( \mathcal{S} \) instead of \( \mathcal{S}_\mathcal{L} \). Define next the infrargsup map
\[
\mathcal{I}_\mathcal{L}(f) = \inf\{j \in \mathcal{L} : \sup_{i \in \mathcal{L}}\|f(i)\|\}, \quad f \in \mathbb{D},
\]
which is a positive shift-involution and anchoring.

A particular choice for \( \mathcal{L} \) will be a discrete subgroup of the additive group \( \mathcal{T} \), also referred to as a lattice. For such a lattice, we can find an \( l \times l \) real matrix \( A \) (called a base matrix) such that \( \mathcal{L} = \{Ax, x \in \mathbb{Z}^l\} \), where \( x \) denotes an \( l \times 1 \) vector. Two base matrices \( A, B \) generate the same lattice if and only if (iff) \( A = BU \), where \( U \) is an \( l \times l \) real matrix with determinant \( \pm 1 \). Denote the fundamental parallelogram of \( \mathcal{L} \) by
\[
P(\mathcal{L}) = \{Ax, x \in [0,1)^l\}.
\]
The volume of the fundamental parallelogram does not depend on the choice of the base matrix and is simply given by
\[
\Delta(\mathcal{L}) = |\det(A)|.
\]
We call \( \mathcal{L} \) a full rank lattice if \( A \) is non-singular.

2.2. Spectral tail and tail rf’s. In the sequel \( \mathcal{K}_\alpha[\mathcal{Z}] \) is a shift-invariant class of rf’s. In view of [1] condition (1.2) is equivalent with
\[
\mathbb{E}\{F(\mathcal{Z})\} = \mathbb{E}\{F(B^h \tilde{\mathcal{Z}})\}, \quad \forall F \in \mathcal{H}_\alpha, \forall h \in \mathcal{T}, \forall \tilde{\mathcal{Z}} \in \mathcal{K}_\alpha[\mathcal{Z}].
\]
Hereafter, we shall suppose for simplicity that \( \mathbb{E}\{\|\mathcal{Z}(0)\|^\alpha\} = 1 \), hence (2.3) yields
\[
\mathbb{E}\{\|\tilde{\mathcal{Z}}(t)\|^\alpha\} = 1, \quad \forall t \in \mathcal{T}, \forall \tilde{\mathcal{Z}} \in \mathcal{K}_\alpha[\mathcal{Z}].
\]
Write \( \Theta \) for the rf \( \mathcal{Z}/\|\mathcal{Z}(0)\| \) under the probability measure
\[
\hat{P}(A) = \frac{1}{\mathbb{E}\{\|\mathcal{Z}(0)\|^\alpha\}}\mathbb{E}\{\|\mathcal{Z}(0)\|^\alpha \mathbb{I}(A)\}, \quad \forall A \in \mathcal{F},
\]
where \( \mathbb{I}(A) \) is the indicator function.
with $\mathbb{I}(A)$ the indicator function of some set $A$ and let hereafter $R$ be an $\alpha$-Pareto (i.e., its survival function is $s^{-\alpha}, s \geq 1$) rv defined on $(\Omega, \mathcal{F}, \hat{P})$ being independent of $\Theta$.

Note that since $(\Omega, \mathcal{F}, P)$ is complete, then also $(\Omega, \mathcal{F}, \hat{P})$ is complete. For notational simplicity we shall write below $P$ instead of $\hat{P}$. Moreover, we have that $\Theta \in \mathcal{W}$.

**Definition 2.2.** We shall call $\Theta$ a spectral tail and $Y(t) = R\Theta(t), t \in \mathcal{T}$ the tail rf of $\mathcal{K}_\alpha[Z]$, respectively.

An important consequence of [1][Thm 3.4] is that (2.3) is equivalent with

$$E\{\|Z(h)\|^{\alpha} F(Z)\} = E\{\|Z(0)\|^{\alpha} F(B^hZ)\} = E\{\|Z(0)\|^{\alpha} E\{F(B^h\Theta)\}, \forall F \in \mathcal{F}_0, \forall h \in \mathcal{T}, \forall Z \in \mathcal{K}_\alpha[Z],$$

which implies for all $x > 0, h \in \mathcal{T}$

$$E\{\|\Theta(h)\|^{\alpha} \Gamma(\Theta)\} = E\{\mathbb{I}(\|\Theta(-h)\| \neq 0) \Gamma(B^h\Theta)\}, \forall \Gamma \in \mathcal{F}_0,$$

$$x^{-\alpha}E\{\Gamma(xB^hY) \mathbb{I}(x\|Y(-h)\| > 1)\} = E\{\Gamma(Y) \mathbb{I}(\|Y(h)\| > x)\}, \forall \Gamma \in \mathcal{F}_0,$$

where $\mathcal{F}_0$ is the class of maps $\Gamma$ defined by

$$\Gamma = F_1F_2, \quad F_1 \in \mathcal{F}_0, F_2 \in \mathcal{H}, \quad v \geq 0.$$

Condition (1.1) for $Z$ is crucial for the properties of $\mathcal{K}_\alpha[Z]$. In view of [1] or directly by Lemma A.4 condition (1.1) is equivalent with

$$E\left\{\frac{1}{\int_{[-a,a] \cap \mathcal{T}} \|\Theta(s-t)\|^{\tau} \mathbb{I}(\|Y(s-t)\| > 1) \lambda(ds)}\right\} < \infty$$

for all $a > 0$ and all $\tau \in \mathbb{R}$ such that

$$\sup_{s \in [-a,a]} E\{\|\Theta(s)\|^{\tau}\} < \infty, \quad \forall a > 0,$$

which is originally shown in [6] for $Z$ with càdlàg sample paths and $l = 1, \tau = 0$.

**Remark 2.3.**

(i) In both (2.7) and (2.8) we interpret $\infty \cdot 0$ and $0/0$ as $0$ and these rules apply hereafter;

(ii) For discrete $\mathcal{T}$ the equivalence of (2.6) and (2.8) is first discovered in [7], see [6, 9, 10, 14, 16, 17] for other extensions and [18] for the initial introduction of (2.7).

Spectral tail and tail rf’s play a crucial role in the asymptotic analysis of time series, see [8] for an excellent monograph treatment and the references therein.

Both argsup map $\mathcal{I}_L$ and the first exceedance map $\mathcal{I}_{L,f_e}$ satisfy certain relationships in connections with $\Theta$ and $Y$, namely (set $\mathcal{F}_1 = \mathcal{F}_2 = \mathcal{I}_L$)

$$P\{S_L(\Theta) < \infty\} = P\{S_L(\Theta) < \infty, J_1(\Theta) \in \mathcal{L}\}, \quad P\{B_{L,\tau}(Y) < \infty\} = P\{B_{L,\tau}(Y) < \infty, J_2(Y) \in \mathcal{L}\}$$

for all $\tau \in \mathbb{R}$ and further

$$P\{S_L(Z) < \infty\} = P\{S_L(Z) < \infty, J_3(Z) \in \mathcal{L}\},$$

where $\mathcal{F}_1 = \mathcal{I}_{L,f_e}$.

In the following $\|t\|_\ast = \sum_{i=1}^t |t_i|, t = (t_1, \ldots, t_i) \in \mathbb{R}^l$ and all set inclusions or set equalities are modulo null sets.
Theorem 2.4. Let $J_1$ be a positive shift-involution, $J_2$ an anchoring map that satisfy (2.11) and let $J_3$ be a shift-involution satisfying (2.12) if $L$ is a full rank lattice on $T$. For all $b$ positive, $\tau \in \mathbb{R}$ satisfying (2.10) and $L$ as above or $L = T$

\begin{equation}
(2.13) \quad \{S(Y) < \infty\} = \left\{ \lim_{||t|| \to \infty, t \in L} \|\Theta(t)\| = 0 \right\} = \left\{ \int_{T} \sup_{t \in [-a,a] \cap T} \|\Theta(t + s)\|^{\alpha} \lambda(ds) < \infty \right\}
\end{equation}

\begin{equation}
(2.14) \quad \{J_1(\Theta) \in L\} = \{J_2(Y) \in L\} = \{I_1(\Theta) \in T\} = \{I_2(Y) \in T\}
\end{equation}

\begin{equation}
(2.15) \quad \{S_L(Y) < \infty\} = \{B_{L,\tau}(bY) < \infty\} = \{B_{T,\tau}(bY) < \infty\}
\end{equation}

and

\begin{equation}
(2.16) \quad \{S(\tilde{Z}) < \infty\} = \left\{ \lim_{||t|| \to \infty, t \in L} \|\tilde{Z}(t)\| = 0 \right\} = \left\{ \int_{T} \sup_{t \in [-a,a] \cap T} \|\tilde{Z}(t + s)\|^{\alpha} \lambda(ds) < \infty \right\}
\end{equation}

\begin{equation}
(2.17) \quad \{J_3(\tilde{Z}) \in L\} = \{I_1(\tilde{Z}) \in T\}, \quad \forall \tilde{Z} \in K_\alpha[Z],
\end{equation}

with $I_1$ equal to the infargmax map $I_T$ and $I_2$ equal to the first exceedance map $I_{T,fe}$.

3. Main Results

In the first part of this section we shall discuss some basic properties of cluster rf’s and their relations with purely dissipative shift-invariant $\alpha$-homogeneous classes of rf’s. The second part is dedicated to explicit constructions of cluster rf’s $Q$ that yield a random-shift representations of $K_\alpha[Z]$’s. For simplicity we shall assume (2.4) in the following.

3.1. Shift-invariant classes and cluster rf’s. As shown next $C_\alpha(Q)$ defined in the Introduction (it is equal to $K_\alpha[Z_N]$ with $Z_N$ determined in (1.5)) is shift-invariant, purely dissipative and does not depend on the choice of the rv $N$. Moreover, the next theorem shows that a given cluster rf’s determines a purely dissipative $K_\alpha[Z]$.

Theorem 3.1. Let $K_\alpha[Z]$ be an $\alpha$-homogeneous rf’s and let $Q \in \mathcal{M}$ satisfy

$$P\left(\sup_{t \in T} ||Q(t)|| > 0 \right) = 1.$$ 

If (1.5) holds, then it is valid for all rv’s $N$ with pdf $p_N(t) > 0, t \in T$ being further independent of $Q$. Furthermore, $K_\alpha[Z]$ is shift-invariant and $Q$ is a cluster rf such that $K_\alpha[Z] = C_\alpha(Q)$.

Conversely, if $Q$ is a cluster rf, then $C_\alpha(Q)$ is shift-invariant and for all $\tilde{Z} \in C_\alpha(Q)$ we have $P\{S(\tilde{Z}) \in (0,\infty)\} = 1$.

An interesting relation holds for the expectations of $H(\Theta), H(Z)$ and $H(Q)$, when $H$ is shift-invariant (recall the definition in Section 2.1) and 0-homogeneous, which is stated next.

Proposition 3.2. Let $K_\alpha[Z]$ be an $\alpha$-homogeneous shift-invariant class of rf’s. If $K_\alpha[Z] = C_\alpha(Q)$, then for all shift-invariant $F \in \mathcal{S}_0$

(i) $E\{H(\Theta)\} = 0$;

(ii) $E\{H(\tilde{Z})\} = 0$ for some (and then for all) $\tilde{Z} \in K_\alpha[Z]$;

(iii) $E\{H(Q)\} = 0$
are all equivalent. In particular, we have
\begin{equation}
(3.1) \mathbb{P}\{S(\Theta) \in (0, \infty)\} = 1 \iff \mathbb{P}\{S(\bar{Z}) \in (0, \infty)\} = 1 \iff \mathbb{P}\{S(Q) \in (0, \infty)\} = 1, \quad \forall \bar{Z} \in \mathcal{K}_\alpha[Z].
\end{equation}
Conversely, if \(\mathbb{P}\{S(\Theta) \in (0, \infty)\} = 1\), then \(\mathcal{K}_\alpha[Z] = C_\alpha(Q)\) with \(Q = c^{1/\alpha}\Theta, c = 1/S(\Theta)\).

The shift-invariant class of Brown-Resnick rf's introduced in Example 1.4 satisfies \(\mathbb{P}\{\|Z(0)\| > 0\} = 1\). We present next a characterisation for such \(\mathcal{K}_\alpha[Z]'s.\)

**Proposition 3.3.** Given a shift-invariant \(\mathcal{K}_\alpha[Z]\), the following are equivalent:

(i) \(\|Z(0)\| > 0\) almost surely;

(ii) For some (and then for all) \(\bar{Z} \in \mathcal{K}_\alpha[Z]\) we have \(\|\bar{Z}(t)\| > 0\) almost surely for all \(t \in \mathcal{T}\);

(iii) \(\|\Theta(t)\| > 0\) almost surely for all \(t \in \mathcal{T}\);

(iv) If further \(\mathcal{K}_\alpha[Z] = C_\alpha(Q)\), then there exist rf's \(Q \in \mathcal{W}\) such that \(\|Q(t)\| > 0\) almost surely for all \(t \in \mathcal{T}\).

**Example 3.4.** Let \(Q\) be a cluster rf and let \(m > 0\) be given. Setting \(Q^{(m)}(t) = Q(t)1_{\|t\| \leq m}, t \in \mathcal{T}\) it follows easily that \(Q^{(m)}\) is also a cluster rf. Clearly, \(Q^{(m)}\) does not satisfy Proposition 3.3, Item (iv) even when \(Q\) satisfies it. Moreover, in general \(C_\alpha(Q)\) and \(C_\alpha(Q^{(m)})\) are different, however by construction they are both purely dissipative for all \(m > 0\).

**Example 3.5.** Let \(D^*\) be the set of functions \(f : \mathcal{T} \mapsto \mathbb{R}^d\) such that when \(\mathcal{T} = \mathbb{R}^l\) then it consists of generalised càdlàg functions. Equip \(D^*\) with Skorohod \(J_1\)-topology and denote by \(\mathcal{D}\) the corresponding Borel \(\sigma\)-field. Let further \(Q\) be deterministic cluster rf which belongs to \(D^*\). If \(\mathcal{K}_\alpha[Z] = C_\alpha(Q)\), then the spectral tail rf of \(\mathcal{K}_\alpha[Z]\) has law defined by
\begin{equation}
(3.2) \quad \mathbb{P}\{\Theta \in A\} = \mathbb{E}\{\|Z(0)\|^\alpha1_{\|Z(0)\| \in A}\}, \quad \forall A \in \mathcal{D}.
\end{equation}
In view of Proposition 3.2 it follows that
\[ Q_E = B^E Q / (S(Q))^{1/\alpha} \]
is a cluster rf which is non-deterministic, where the rv \(E\) has pdf \(\|Q(t)\|^\alpha / S(Q), t \in \mathcal{T}\) being further independent of \(Q\). See also \([6, 16]\) for constructions of \(\Theta\) from \(Q\).

**Example 3.6.** Let \(Q_i, i \in \mathbb{N}\) be independent spectral tail rf's and let \(N\) be an \(\mathbb{N}\)-valued rv independent of any other random element. Clearly, \(Q_N\) is a spectral tail rf. A special case is if \(Q_i's\) are pdf's with \(Q_N\) being a mixture pdf. If \(\mathcal{K}_\alpha[Z], i \in \mathbb{N}\) are shift-invariant \(\alpha\)-homogeneous rf's and \(Z_i's\) are independent, then \(\mathcal{K}_\alpha[Z_N]\) is also shift-invariant. Moreover, if \(\mathcal{K}_\alpha[Z_i] = C_\alpha(Q_i)\), then \(\mathcal{K}_\alpha[Z_N] = C_\alpha(Q_N)\).

### 3.2. Constructions of cluster rf's of purely dis dissipative \(\mathcal{K}_\alpha[Z]'s.\)

If \(S\) is a positive rv satisfying \(\mathbb{E}\{S^\alpha\} = 1\) being further independent of a cluster rf \(Q\), then \(Q^* = SQ\) is also a cluster rf and \(C_\alpha(Q^*) = C_\alpha(Q)\). Given a purely dissipative shift-invariant \(\mathcal{K}_\alpha[Z]\), it is of interest to construct cluster rf's \(Q\) such that \(\mathcal{K}_\alpha[Z] = C_\alpha(Q)\). This is not only of theoretical interest, but also important for statistical applications. Indeed, numerous contributions have considered this problem: see \([1, 3, 5, 7, 19]\) for constructions related to max-stable processes and \([6, 8, 9, 14]\) for more general settings and applications.
As we show next, besides random scaling and random shifting, cluster rf's can be directly determined by \( Z, \Theta \) or \( Y \) utilising \( S_\mathcal{L} \) and \( \mathcal{B}_{\mathcal{L},\tau} \). Set below

\[
(3.3) \quad \mathcal{M}_{\mathcal{L}}(Y) = \sup_{t \in \mathcal{L}} \|Y(t)\|
\]

and recall that \( \mathcal{P}(\mathcal{L}) \) denotes the fundamental parallelogram of the lattice \( \mathcal{L} \).

**Theorem 3.7.** Let \( \mathcal{K}_\alpha[Z] \) be shift-invariant and suppose that \( \mathbb{P}\{S(\Theta) \in (0, \infty)\} = 1 \). For all \( \tau \in \mathbb{R} \) as in (2.10) and all full rank lattices \( \mathcal{L} \) such that almost surely

\[
(3.4) \quad \{S_\mathcal{L}(\Theta) \in (0, \infty)\} = \{S_\mathcal{L}(B^t\Theta) > 0\}, \quad \forall t \in \mathcal{P}(\mathcal{L}) \cap \mathcal{T}
\]

or \( \mathcal{L} = \mathcal{T} \), a cluster rf \( Q \) such that \( \mathcal{K}_\alpha[Z] = \mathcal{K}_\alpha(Q) \) can be constructed for all \( b \in [1, \infty) \) as follows:

(i) \( Q = c^{1/\alpha} \Theta \), where \( 1/c = \Delta(\mathcal{L})S_\mathcal{L}(\Theta) \);

(ii) \( Q = c^{1/\alpha}Y(\mathcal{M}_\mathcal{L}(Y) > b) \), where \( c = b^\alpha \|Y(0)\|^\tau / (\Delta(\mathcal{L})\mathcal{M}_\mathcal{L}(Y)\mathcal{B}_{\mathcal{L},\tau}(Y)) \);

(iii) \( Q = c^{1/\alpha}Z \), where \( c = \|Z(0)\|^\alpha / \Delta(\mathcal{L}S_\mathcal{L}(Z)) \);

(iv) \( Q = bY(\tau)1_{\mathcal{M}_\mathcal{L}(Y(\tau)) > b_1}/\mathcal{M}_\mathcal{L}(Y(\tau)), t \in \mathcal{T} \), where \( Y(\tau) \) is the rf \( Y \) under the tilting with respect to \( \|Y(0)\|^\tau / (\Delta(\mathcal{L})\mathcal{B}_{\mathcal{L},\tau}(Y)) \).

It is possible to construct cluster rf's utilising shift-involutions acting on \( Z \), positive shift-involutions acting on the spectral tail rf \( \Theta \) and anchoring maps applied to the tail rf \( Y \). We shall discuss next only the case that \( \mathcal{L} \) is a full rank lattice on \( \mathcal{T} \) considering positive shift-involutions and anchoring maps denoted by \( \mathcal{J}_1 \) and \( \mathcal{J}_2 \), respectively. Further, we shall denote by \( \mathcal{J}_3 \) a shift-involution.

**Theorem 3.8.** Let \( \mathcal{L} \) be a full rank lattice on \( \mathcal{T} \) or \( \mathcal{L} = \mathcal{T} \) and suppose that \( \mathbb{P}\{S(\Theta) \in (0, \infty)\} = 1 \). If \( \mathcal{J}_1, \mathcal{J}_2 \) satisfy (2.11), \( \mathcal{J}_3 \) satisfies (2.12) and further (3.4) holds, then \( \mathcal{K}_\alpha[Z] \) has a random-shift representation with \( Q = c^{1/\alpha}Q_c \), \( c > 0 \) determined as follows:

(i) \( \overline{Q}(t) = \Theta(0)(\mathcal{J}_1(\Theta) = 0) \) and \( c = \mathbb{P}\{\mathcal{J}_1(\Theta) = 0\}/\Delta(\mathcal{L}) > 0 \);

(ii) \( \overline{Q}(t) = Y(t)_{\mathcal{M}_\mathcal{L}(Y)}(\mathcal{J}_2(Y) = 0, \mathcal{M}_\mathcal{L}(Y) > b) \) and \( c = b^\alpha \mathbb{P}\{\mathcal{J}_2(Y) = 0, \mathcal{M}_\mathcal{L}(Y) > b\}/\Delta(\mathcal{L}), b \in [1, \infty) \);

(iii) \( \overline{Q}(t) = Z(t)(\mathcal{J}_3(Z) = 0) \) and \( c = \mathbb{P}\{\mathcal{J}_3(Z) = 0\}/\Delta(\mathcal{L}) > 0 \).

**Remark 3.9.**

i) Condition (3.4) is fulfilled if \( \mathbb{P}\{\|Z(0)\| > 0\} = 1 \), since in view of Proposition 3.3 this implies that \( \mathbb{P}\{\|\Theta(t)\| > 0\} = 1 \) for all \( t \in \mathcal{T} \) and hence \( \mathbb{P}\{S_{\mathcal{L}}(B^t\Theta) > 0\} = 1 \) follows from [20][Thm 2.1, Rem 2.2,iii]);

ii) If \( \mathcal{K}_\alpha[Z] = \mathcal{K}_\alpha(Q) \), then under the assumptions of Theorem 3.7 and Theorem 3.8, for all shift-invariant \( H \in S_\alpha \) applying (2.3) we obtain

\[
(3.5) \quad E\left\{ \frac{H(\Theta)}{\Delta(\mathcal{L})S_{\mathcal{L}}(\Theta)} \right\} = E\left\{ \frac{H(Y)}{\Delta(\mathcal{L})\sup_{t \in \mathcal{L}}\|\mathcal{M}_\mathcal{L}(Y(t))\|^\alpha} | J_2(Y) = 0 \right\} = E\left\{ \|Z(0)\|^\alpha \frac{H(Z)}{S(Z)} \right\} = E\{H(Q)\}.
\]

Recall that \( H \) is shift-invariant means \( H(B^h f) = H(f) \) for all \( f \in \mathcal{D}, h \in \mathcal{T} \).

iii) For the setup of this paper, all the constructions above are new. Related results for the case of càdlàg rf's or \( \mathcal{T} = \mathbb{R}^1 \) can be found in [6–9].
4. Discussions and Applications

Let hereafter $\mathcal{K}_\alpha[Z]$ be shift-invariant and as above suppose that (2.4) holds. Given the fact that tail measures play a crucial role in the analysis of regularly varying time series [6, 8, 10, 21, 22] we shall discuss next the relation between a given $\mathcal{K}_\alpha[Z]$ and shift-invariant tail measures followed by a discussion on tail measures on the space of generalised càdlàg functions. We continue then with the properties of the candidate extremal index showing further that it agrees with the extremal index of an associated max-stable stationary rf’s. A short investigation on the approximations of purely dissipative $\alpha$-homogeneous classes of rf’s is then followed by the properties of spectral cluster rf’s.

4.1. Random-shift representations of tail measures. Consider $D = D(\mathcal{T},\mathbb{R}^d)$ the set of functions $f : \mathcal{T} \mapsto \mathbb{R}^d$ equipped with the product $\sigma$-field $\mathcal{D}$ and let $\mathcal{D}$ be a countable dense subset of $\mathcal{T}$ which is an additive subgroup of $\mathcal{T}$. Let $Z$ be as in the Introduction satisfying (1.1). In view of [2]

\begin{equation}
(4.1) \quad \tilde{\mathcal{D}} = \mathbb{A}_D,
\end{equation}

where $\tilde{\mathcal{D}}$ is the completion of $\mathcal{D}$ with respect to the measure $\mu$ induced by $Z$ on $(D, \mathcal{D})$ and $\mathbb{A}_D$ is the completion of $\mathbb{A}_D = \sigma(\pi(t), t \in D)$ with respect to the measure $\mu_D$ induced by $Z_D$. Here $\pi(t), t \in \mathbb{R}$ is the projection map. It follows that $T(s,f) = sf, s > 0, f \in D$ is $\mathcal{B}((0,\infty)) \times \tilde{\mathcal{D}}/\mathcal{D}$ measurable. Hence we can define the measure $\nu_Z$ on $\tilde{\mathcal{D}}$ by

\begin{equation}
(4.2) \quad \nu_Z[H] = \int_0^\infty \mathbb{E}\{H(zZ)\}\lambda_\alpha(dz), \quad \lambda_\alpha(dz) = az^{\alpha-1}dz
\end{equation}

for all $H : D \mapsto [0,\infty)$ being $\tilde{\mathcal{D}}/\mathcal{B}(\mathbb{R})$ measurable.

Clearly, $\nu_Z(tA) = t^{-\alpha}\nu_Z(A)$ for all $A \in \tilde{\mathcal{D}}$ and hence $\nu_Z$ is $-\alpha$-homogeneous.

An important consequence of (1.1) is that $\nu = \nu_Z$ satisfies

\begin{equation}
(4.3) \quad \nu(A_a) < \infty, \quad \forall a > 0,
\end{equation}

where $A_a = \{ f \in D : \sup_{t \in [-a,a]} \| f(t) \| > 1 \}$. The measure $\nu_Z$ is a tail measure with index $\alpha$ as defined for instance in [14], see also [1, 17]. In view of [1] $\nu_Z$ is shift-invariant, i.e., $\nu_{\Theta^hZ}$ for all $h \in \mathcal{T} \text{ iff } \mathbb{K}_\alpha[Z]$ is shift-invariant.

The choice of $Z$ is not important for the definition of the measure above, i.e., for all $H$ as above

\begin{equation}
(4.4) \quad \nu[Z][H] = \nu[Z][H], \quad \forall Z \in \mathbb{K}_\alpha[Z].
\end{equation}

If $\nu_Z$ is shift-invariant and $\mathbb{P}\{S(\Theta) < \infty\} = 1$, then by Theorem 3.7 we have $\mathbb{K}_\alpha[Z] = C_\alpha(Q)$. Hence utilising (4.4) for all $H : D^* \mapsto [0,\infty]$ being $\tilde{\mathcal{D}}/\mathcal{B}(\mathbb{R})$ measurable

\begin{equation}
(4.5) \quad \nu_Z[H] = \int_{\mathcal{T}} \int_0^\infty \mathbb{E}\{H(zB^tQ)\}\lambda_\alpha(dz)\lambda(dt).
\end{equation}

An immediate consequence of Proposition 3.2 is the following result, presented for special cases in [7][Cor 3.2], [6][Lem 2.8] and [8][Lem 5.4.3, 5.4.7].

**Corollary 4.1.** If $\mathbb{K}_\alpha[Z] = C_\alpha(Q)$, then for all $H : D \mapsto [0,\infty]$ shift-invariant, $0$-homogeneous and $\tilde{\mathcal{D}}/\mathcal{B}(\mathbb{R})$-measurable

\begin{equation}
(4.6) \quad \mathbb{E}\{H(\Theta)\} = 0 \iff \mathbb{E}\{H(Y)\} = 0 \iff \mathbb{E}\{H(Z)\} = 0 \iff \mathbb{E}\{H(Q)\} = 0 \iff \nu[Z][H] = 0.
\end{equation}
If the tail measure \( \nu \) on \( \tilde{\mathcal{G}} \) satisfies one of the conditions in Proposition 4.2, then for a cluster rf \( Q \) as therein we define a new measure \( \nu^* = \nu_Q \) on \( \tilde{\mathcal{G}} \), referred to as the cluster measure of \( \nu \), see [6, 8]. We can rewrite now (4.5) as

\[
\nu[H] = \int_T \int_0^\infty \mathbb{E}\{H(zB^tQ)\} \lambda(\alpha, \pi) dt = \int_T \nu^*[B^tH] \lambda(dt)
\]

for all \( \mathcal{G}(R) \)-measurable maps \( H : D \to [0, \infty] \), which shows that for \( H \) shift-invariant with respect to \( T \)

\[ \nu[H] \in \{0, \infty\}, \]

with \( \nu[H] = 0 \) iff \( \nu^*[H] = 0 \).

As in Example 3.5 let \( D^* \subset D(T, \mathbb{R}^d) \) consists of all maps \( f : T \to \mathbb{R}^d \) such that \( f \) is a generalised càdlàg if \( T = \mathbb{R}^l \). We can equip \( D^* \) with the Skorohod \( J_1 \)-topology and the corresponding Borel \( \sigma \)-field \( \mathcal{G} \), which coincides with \( \tilde{\mathcal{G}} \). If \( Z \) has a.s. càdlàg sample paths, since by assumption \( \mathbb{P}\{\sup_{t \in T} \|Z(t)\| > 0\} = 1 \), then Remark B.2, Item (i) (or Example B.3) implies that \( \nu_Z \) is \( \sigma \)-finite.

The next result extends [6][Thm 2.9] and [8][Thm 5.4.8, Thm 5.4.9], see also [9][Prop. 2.18].

**Proposition 4.2.** Let \( K_\alpha[Z] \) be given with \( Z \) with càdlàg sample paths and let \( \nu = \nu_Z \) be defined as above. The following are equivalent:

(i) \( \nu \) has a shift representation with cluster rf’s \( Q \in \mathcal{M} \);

(ii) one of the events in Theorem 2.4 hold with probability 1;

(iii) \( \nu \) is supported on \( \{f \in D : \mathcal{B}_{\tau, \pi}(bf) < \infty\} \) for some (and then all) \( b > 0 \) and \( \tau \) as in (2.10) (here \( 0\mathbb{Z}^l = \mathbb{R}^l \));

(iv) \( \nu \) is supported on \( \{f \in D : \lim_{\|t\|_\pi \to \infty} \|f(t)\| = 0\} \);

(v) \( \mathbb{P}\{\lim_{\|t\|_\pi \to \infty} \|Z(t)\| = 0\} = 1 \).

4.2. The candidate extremal index. Adopting the terminology of [7, 8] we call \( \nu_L \) defined by

\[
\nu_L = \mathbb{E}\left\{ \frac{1}{\Delta(L)B_{L,0}(Y)} \right\}
\]

the candidate extremal index of \( K_\alpha[Z_L] \), where \( L \) is a lattice on \( T \) or \( L = T \). The finiteness of \( \nu_T \) follows from (2.9). We discuss in this section the case of full rank lattices \( L \). In view of Theorem 2.4 a crucial property of the candidate extremal index is

\[
\partial_L = 0 \iff \partial_T = 0 \iff \mathbb{P}\{S(\Theta) = \infty\} = 1.
\]

The latter condition is equivalent with one of the events in Theorem 2.4 holds with probability zero.

It follows from the proof of Theorem 3.7 that for all \( \tau \) as in (2.10) and all \( b \in [1, \infty) \)

\[
(4.8) \quad \nu_L = b^\alpha \mathbb{E}\left\{ \frac{\|Y(0)\|^{\tau} \Delta(L)B_{L,\tau}(bY)}{\Delta(L)B_{L,\tau}(Y)} > 0 \right\} < \infty.
\]

The case \( b = 1, \tau = 0 \) in (4.8) was derived for the extremal index of a regularly varying time series in [23] under some asymptotic restrictions inspired by [24, 25] where it appears (not explicitly) in relation to Pickands constants, see [26] which uses that representation to derive a lower bound for Pickands constant. We refer to the representation (4.8) of \( \nu_L \) as the Berman representation.
For \( T = \mathbb{Z}, b = 1, \tau = 0 \) it appeared in [16] and for \( T = \mathbb{Z}^l, b = 1, \tau = 0 \) in [27], see also [1, 6] for a less restrictive framework.

From the proof of Theorem 3.7 it follows that

\[
\nu_\mathcal{L} = \mathbb{E}\left\{ \frac{\sup_{t \in \mathcal{L}} \| \Theta(t) \|^\alpha}{\Delta(\mathcal{L}) S_{\mathcal{L}}(\Theta)} \right\}.
\]

The representation (4.9) appears in the settings of [23] and as the extremal index of max-stable stationary rf’s in [19, 28] being essentially motivation from [29], which considered the classical Brown-Resnick stationary max-stable processes. As noted in [30] this representation is already implied from the seminal papers [31, 32] and can be thus referred to as the Samordnitsky representation.

Other representations for \( \nu_\mathcal{L} \) are obtained utilising Lemma A.2. For instance when \( \mathcal{J}_2 \) satisfies (2.11) and \( \mathcal{L} \) is a lattice on \( T \), using further (A.6)

\[
(4.10) \quad \nu_\mathcal{L} = \frac{b^\alpha}{\Delta(\mathcal{L})} \mathbb{P}\{ \mathcal{J}_2(Y) = 0, \mathcal{M}_\mathcal{L}(Y) > b \} = \frac{b^\alpha}{\Delta(\mathcal{L})} \mathbb{P}\left\{ \sup_{0 < t, t \in \mathcal{L}} \| Y(t) \| \leq 1, \mathcal{M}_\mathcal{L}(Y) > b \right\}, \quad b \in [1, \infty).
\]

The second expression above, which follows from the first taking \( \mathcal{J}_2 \) to be the first exceedance map (it satisfies (2.11)), goes back to works of Albin (\( b = 1 \) case) and appears as limiting constant (Pickands constant) of supremum of various processes, see e.g., [33–35].

Note that (4.10) simply implies that when \( \nu_\mathcal{L} > 0 \)

\[
(4.11) \quad \mathcal{M}_\mathcal{L}(Y) |_{\mathcal{J}_2(Y) = 0}
\]

has an \( \alpha \)-Pareto law and this is in particular also the case for \( \mathcal{M}_\mathcal{L}(Y) |_{\sup_{0 < t, t \in \mathcal{L}} \| Y(t) \| \leq 1} \). See [10][Lem 3.7] for the case \( \mathcal{L} = \mathbb{Z}^p = T \) and \( \mathbb{P}\{S(\Theta) < \infty\} = 1 \).

Applying [27][Lem 1] we obtain from the second expression in (4.10)

\[
(4.12) \quad \Delta(\mathcal{L}) \nu_\mathcal{L} = \mathbb{E}\left\{ \sup_{0 \leq t, t \in \mathcal{L}} \| \Theta(t) \|^\alpha - \sup_{0 < t, t \in \mathcal{L}} \| \Theta(t) \|^\alpha \right\} = \mathbb{E}\left\{ \sup_{0 \leq t, t \in \mathcal{L}} \| Z(t) \|^\alpha - \sup_{0 < t, t \in \mathcal{L}} \| Z(t) \|^\alpha \right\},
\]

which is derived for the Brown-Resnick model in [22][Corr 6.3] and initially obtained in [18], see also [8, 10, 13, 28]. If \( \mathcal{K}_\alpha[Z] = \mathcal{C}_\alpha(Q) \), we have in view of Theorem 3.7 and (3.5) the general expression

\[
\nu_\mathcal{L} = \mathbb{E}\left\{ \sup_{t \in \mathcal{L}} \| Q(t) \|^\alpha \right\}
\]

obtained for \( l = 1 \) in [30]. Consequently, different choices for \( Q \) give different representations for \( \nu_\mathcal{L} \). In the special case \( \| Z(0) \| > 0 \) almost surely, in view of Theorem 3.7, for all full rank lattice \( \mathcal{L} \) and \( \tau \) as in Section 2.2

\[
(4.13) \quad \nu_{\mathbb{Z}^l} = \frac{b^\alpha}{\Delta(\mathcal{L})} \mathbb{E}\left\{ \sup_{t \in \mathcal{T}} \| Y(t) \|^\alpha \| Y(0) \|^{\tau, \mathcal{M}_\mathcal{L}(Y) > b} \right\}.
\]

We note in passing that new expressions for \( \nu_\mathcal{L} \) are shown also in the recent contribution [16] for \( T = \mathcal{L} = \mathbb{Z}^l \).

As discussed in [6, 8, 10, 13, 18, 36–39] calculation of the candidate extremal index is closely related to the calculation of extremal index, with few notable exception pointed out in [40].

Note further that for particular cases, representations of extremal indices are obtained in [41–43]. Below we show that \( \nu_\mathcal{L} \) is exactly the extremal index of a corresponding max-stable rf and its calculation can be dealt with within the framework of max-stable rf’s.
4.3. Max-stable rf’s. Set next

\[ Z(t) = \|Z(t)\|, \quad \Theta(t) = \|\Theta(t)\|, \quad \|Y(t)\| = \|Y(t)\|, \quad t \in \mathcal{T}. \]

Since \( \mathcal{K}_\alpha[Z] \) is shift-invariant, we have that \( \mathbb{K}_\alpha[Z] \) is also shift-invariant and its spectral tail rf is \( \Theta \) with the corresponding tail rf \( Y \).

Let \( Z^{(i)}_t \in \mathbb{N} \) be independent copies of \( Z \) and define the max-stable stationary rf \( X(t), t \in \mathcal{T} \) via its de Haan representation (e.g., [5, 44])

\[ X(t) = \max_{i \geq 1} \Gamma_i^{-1/\alpha} Z^{(i)}(t), \quad t \in \mathcal{T}, \]

which has unit Fréchet marginals. Here \( \Gamma_i = \sum_{k=1}^i \nu_k \) with \( \nu_k, k \geq 1 \) unit exponential rv’s being independent of any other random element. The rf \( Z \) is a representer for \( X \). It is of interest to derive a Rosiński representation for \( X \), namely

\[ X(t) = \max_{1 \leq i \leq \infty} P_i Q^{(i)}(t - \tau_i), \]

where \( \sum_{i=1}^\infty \delta_{\tau_i, Q^{(i)}}(\cdot) \) is a PPP on \((0, \infty) \times \mathbb{R}^l \times \mathbb{D}^s\), with mean measure \( \lambda(\cdot) \circ \mu_\alpha(\cdot) \circ \mathbb{P}(\cdot) \) and \( Q^{(i)} \)'s are independent copies of some cluster rf \( Q \), where \( \mu_\alpha(dt) = \cot^{\alpha-1} \mu(dt), c > 0 \) and \( \mu \) the Lebesgue measure on \((0, \infty)\). In our settings this simply means that \( p_N(N)^{-1/\alpha} B^NQ \) is also a representer for \( X \) for all \( N \) a \( \mathcal{T} \)-valued rv independent of \( Q \) with \( \text{pdf} p_N(t) > 0, t \in \mathcal{T} \). A necessary and sufficient condition for such a representation is \( \mathbb{P}\{ S(Z) < \infty \} = 1 \), which is equivalent with one of the events in Theorem 2.4 holds with probability 1. In view of our assumptions we have

\[ \mathbb{P}\left\{ \sup_{t \in \mathcal{T}} Z(t) > 0, S(Z) = 0 \right\} = 0, \]

hence [19][Eq. 6.5] holds. If \( \mathbb{P}\{ S(Z) < \infty \} = 1 \) we can take

\[ Q(t) = \|Q(t)\|, \quad t \in \mathcal{T}, \]

with \( Q \) a cluster rf such that \( \mathcal{K}_\alpha[Z] = \mathcal{C}_\alpha(Q) \). The construction of different \( Q \)'s has been the topic of numerous papers, see e.g., [5–9, 19, 30, 44] and the references therein. Our results imply new constructions when \( \tau \neq 0, b \in [1, \infty) \) or \( \|Z(0)\| > 0 \) almost surely.

**Proposition 4.3.** If one of the events in Theorem 2.4 is 1 with probability 1 and \( \mathcal{L} \) is a full rank lattice on \( \mathcal{T} \), then a stochastically continuous cluster rf \( Q \) that defines a Rosiński representation (4.15) for \( X \) exists and \( c = \nu_T \).

Since for all \( t_i \in \mathcal{T}, x_i \in (0, \infty), i \leq n, n \in \mathbb{N} \) we have (see e.g., [45, 46])

\[ -\ln \mathbb{P}\{ X(t_1) \leq x_1, \ldots, X(t_n) \leq x_n \} = \mathbb{E}\left\{ \max_{1 \leq i \leq n} \frac{1}{x_i} Z^\alpha(t_i) \right\} \]

for all \( z > 0 \) and all full rank lattice \( \mathcal{L} \) or \( \mathcal{L} = \mathcal{T} \) (recall that \( X \) is also taken to be separable)

\[ -\ln \mathbb{P}\left\{ \sup_{t \in [0,n] \cap \mathcal{L}} X(t) \leq zn^{1/\alpha} \right\} = \frac{1}{z^{\alpha} n^{\alpha}} \mathbb{E}\left\{ \sup_{t \in [0,n] \cap \mathcal{L}} \|Z(t)\|^\alpha \right\} = \frac{1}{z^{\alpha}} \mathbb{E}_Z^n(\mathcal{L}). \]

In view of [1][Lem 6.2]

\[ \lim_{n \to \infty} \mathbb{E}_Z^n(\mathcal{L}) = \mathbb{E}_Z^\mathcal{L} = \nu_\mathcal{L} < \infty. \]
Since $\mathbb{B}_Z^\mathcal{C} = 0$ if and only if $\mathbb{P}\{S(Z) = \infty\} = 1$, then
\begin{equation}
\mathbb{B}_Z^\mathcal{C} = \mathbb{P}\{S(\Theta) < \infty\} \lim_{n \to \infty} \mathbb{B}_Z^\mathcal{C}(n),
\end{equation}
with $Z_*$ belonging to the $\alpha$-homogeneous shift-invariant class of rf's with spectral tail rf $\Theta|S(\Theta) < \infty$. Consequently, we can assume without loss of generality that $S(Z) < \infty$ almost surely and hence there exists a spectral rf $Q$ such that $\mathcal{K}_\alpha[Z] = \mathcal{C}_\alpha(Q)$ implying
\begin{equation}
\mathbb{B}_Z^\mathcal{C} = \nu_\mathcal{L} = \mathbb{E}\left\{ \max_{t \in \mathcal{L}} |Q(t)|^\alpha \right\}.
\end{equation}
The case $Z$ has càdlàg sample paths has been considered in [30], see also [6, 8, 14].

**Example 4.4.** Let $\alpha = d = 1$ and $Z(t) = e^{\overline{X}(t)}, \overline{X}(t) = X(t) - \text{Var}(X(t))/2, t \in \mathbb{R}^l$ be as in (1.3) satisfying further (1.4). Let $\mathcal{L} = \delta \mathbb{Z}^l$ with $\delta > 0$ such that $\delta \in \mathbb{N}$ if $\mathcal{T} = \mathbb{Z}^l$ and let $||x|| = |x|, x \in \mathbb{R}$. Since $Z(0) = 1$ almost surely, then the spectral tail rf $\Theta$ can be taken equal to $Z$ and thus $Y(t) = e^{\mathbb{E}Z(t)}$ with $E$ a unit exponential rv independent of $Z$. For this case we can take $\tau \in [0, \infty)$ and hence for all $\theta \geq 0$ and $\Delta(\mathcal{L}) = \delta l$, in view of Theorem 3.7, Item (ii) and Theorem 3.8
\begin{equation}
\nu_\mathcal{T} = \frac{e^\theta}{\delta^l} \mathbb{E}\left[ \sup_{t \in \mathcal{T}} e^{\overline{X}(t)} \mathbb{1}\left( \sup_{t \in \mathcal{L}} \overline{X}(t) + E > \theta \right) \right]
\end{equation}
\begin{equation}
= \frac{e^\theta}{\delta^l} \mathbb{E}\left[ \sup_{t \in \mathcal{T}} e^{\overline{X}(t)} \mathbb{1}\left( \sup_{0 \leq t, t \in \mathcal{L}} \overline{X}(t) + E \leq 0, \sup_{t \in \mathcal{T}} \overline{X}(t) + E > \theta \right) \right]
\end{equation}
\begin{equation}
= \frac{e^\theta}{\delta^l} \mathbb{E}\left[ \mathbb{1}\left( \sup_{t \in \mathcal{T}} \overline{X}(t) + E > \theta \right) \int_{\mathcal{T}} e^{\tau\overline{X}(t)} \mathbb{1}\left( \overline{X}(t) + E > 0 \right) \lambda(dt) \right]
\end{equation}
\begin{equation}
= \frac{1}{\delta^l} \mathbb{E}\left[ \sup_{t \in \mathcal{T}} e^{\overline{X}(t)} \right] \mathbb{1}\left( \sum_{t \in \mathcal{L}} e^{\overline{X}(t)} \right).
\end{equation}
We note that (4.22) is shown for $l = 1$ in [20] and (4.23) in [47].

### 4.4. $m$-approximation

Let below $\mathcal{K}_\alpha[Z]$ be purely dissipative, i.e., $\mathbb{P}\{S(\Theta) < \infty\} = 1$ and thus $\mathcal{K}_\alpha[Z] = \mathcal{C}_\alpha(Q)$ for some cluster rf $Q$. Define $\mathcal{C}_\alpha(Q^{(m)})$ as in Example 3.4 and let
\begin{equation}
Z^{(m)}_N = B^N Q^{(m)}/p_N(N)^{1/\alpha}, \quad Z_N = B^N Q/p_N(N)^{1/\alpha},
\end{equation}
with $m \in (0, \infty), Q^{(m)}(t) = Q(t)\mathbb{1}(||t|| \leq m), t \in \mathcal{T}$ and $N$ a $\mathcal{T}$-valued rv independent of $Q$ with positive pdf $p_N(t) > 0, t \in \mathcal{T}$. The next result shows that the elements of $\mathcal{K}_\alpha[Z]$ can be approximated by those of $\mathcal{C}_\alpha(Q^{(m)})$ as $m \to \infty$, which is in line with the so-called $m$-approximation discussed in [6, 8–10].

**Proposition 4.5.** For all bounded compact sets $K \subset \mathbb{R}^l$
\begin{equation}
\lim_{m \to \infty} \sup_{n > 0} \frac{1}{n} \mathbb{E}\left\{ \sup_{t \in nK \cap \mathcal{T}} \|Z_N(t) - Z^{(m)}_N(t)\|^\alpha \right\} = 0.
\end{equation}
As an application of (4.5), given a full rank lattice $\mathcal{L}$ on $\mathcal{T}$ or $\mathcal{L} = \mathcal{T}$ we obtain by (4.24)
\begin{equation}
\mathbb{B}_Z^\mathcal{C} = \mathbb{B}_Z^{\mathcal{C}N} = \lim_{m \to \infty} \mathbb{B}_Z^{\mathcal{C}N},
\end{equation}
which follows also from (4.19) and the definition of $Q^{(m)}$. 
4.5. Spectral cluster rf’s. Suppose next that $K_\alpha[Z] = C_\alpha(Q)$. In applications, given some map $\Gamma \in \mathcal{H}$, it is of interest to construct another cluster rf $Q_\Gamma$, such that $\mathbb{P}\{\Gamma(Q_\Gamma) = 1\} = 1$. In [13] $Q_\Gamma$ is referred to as a spectral cluster rf’s on $D_\Gamma$, where

$$ D_\Gamma = \{f \in D : \Gamma(f) = 1\}. $$

Note in passing that in the literature, the label “spectral” has the same meaning for the rf $\Theta$, since by definition $\mathbb{P}\{\Gamma(\Theta) = 1\} = 1$, where $\Gamma(f) = \|f(0)\|$, $f \in D$.

We discuss below some interesting maps $\Gamma$ and their spectral cluster rf’s $Q_\Gamma$.

**Lemma 4.6.** Let $K_\alpha[Z] = C_\alpha(Q)$ and let $\Gamma : \mathbb{S}_p \mapsto \mathbb{R}$, $p \geq 0$ be such that $\Gamma(Q)$ is a strictly positive rv with $c = \mathbb{E}\{\Gamma(Q)\} \in (0, \infty)$ for some $\xi \in \mathbb{R}$. If further $\mathbb{P}\{\Gamma(Q/\Gamma^\gamma(Q)) = 1\} = 1$, with $\gamma = \xi/\alpha$, then $Q_\Gamma$ having the same law as $Q/\Gamma^\gamma(Q)$ under

$$ \hat{P}(A) = c^{-1}\mathbb{E}\{[\Gamma(Q)]^{\xi/\alpha}\mathbb{1}(A)\}, \quad \forall A \in \mathcal{F} $$

is a spectral cluster rf on $D_\Gamma$ and moreover $K_\alpha[Z] = C_\alpha(c^{1/\alpha}Q_\Gamma)$.

As in [13], taking $\xi = \alpha/p, p > 0$ and

$$ \Gamma(f) = \int_T \|f(t)\|^p \lambda(dt) $$

define $Q^{(p)} = Q_\Gamma$ for all $p > 0$ such that $\mathbb{E}\{[\Gamma(Q)]^{\alpha/p}\} < \infty$. Define also $Q^{(\infty)} = Q_{\Gamma^*}$ taking

$$ \Gamma^*(f) = \sup_{t \in \partial} \|f(t)\|^\alpha, \quad \xi = 1. $$

Note that $\Gamma(Q^{(p)}) > 0$ almost surely follows from [20][Thm 2.1, Rem 2.2,iii] since $\mathbb{P}\{\Gamma^*(Q^*) > 0\} = 1$. Further (4.19) implies $\mathbb{E}\{\Gamma^*(Q)\} = \vartheta_T < \infty$. In view of (2.3) for all shift-invariant $H \in \mathbb{S}_T$

$$ \mathbb{E}\{H(Q^{(\alpha)})\} = \mathbb{E}\{H(\vartheta_T^{-1/\alpha}Q^{(\infty)})\} = \mathbb{E}\{H(\Theta/S(\Theta))\} = \mathbb{E}\{H(Q)\}. $$

Moreover, from Theorem 3.7, Item (iv) for all $\tau$ as in (2.10)

$$ \mathbb{E}\{H(Q^{(\infty)})\} = \mathbb{E}\{H(Y^{(\tau)}/\sup_{t \in T}\|Y^{(\tau)}(t)\|^\alpha)\}. $$

We note in passing that since [10] defines $Q$ through an anchoring map, the spectral cluster rf’s there are referred to as the anchored spectral tail process. We do not use that terminology since $Q$ can be determined also without referring to anchoring maps.

5. Proofs

**Proof of Theorem 2.4** For all $b > 0$ and $\tau \in \mathbb{R}$ by (2.8)

$$ \int_\mathcal{C}\mathbb{E}\{\mathbb{1}(B_{L,\tau}(Y) = \infty, \|Y(s)\| > b)\} \lambda(ds) = b^{-\alpha}\int_\mathcal{C}\mathbb{E}\{\mathbb{1}(B_{L,\tau}(bY) = \infty, b\|Y(-s)\| > 1)\} \lambda(ds) $$

$$ = b^{-\alpha}\mathbb{E}\{\mathbb{1}(B_{L,\tau}(bY) = \infty)B_{L,\tau}(bY)\}.$$

and hence

$$ \mathbb{P}\{B_{L,\tau}(Y) < \infty\} = 1 \implies \mathbb{P}\{B_{L,\tau}(bY) < \infty\} = 1 $$

and thus from [1][Lem 5.1] modulo null sets

$$ \{B_{L,\tau}(Y) < \infty\} \subset \{B_{L,\tau}(bY) < \infty\}. $$
The reverse inclusion can be shown with the same arguments and hence
\[(5.2) \quad \{B_{L,T}(Y) < \infty\} = \{B_{L,T}(bY) < \infty\}.
\]

Apart from the last equality in (2.14), if $b = 1$ the other claims follow from [1][Lem 5.4, Thm 5.6].

Clearly, almost surely
\[
\lim_{\|t\| \to \infty, t \in T} \|\Theta(t)\| = 0 \subset \{I_2(Y) \in T\},
\]
with $I_2$ the first exceedance map. The latter event implies $\{J_2(Y) \in \mathcal{L}\}$, hence the proof follows. 

**Proof of Theorem 3.1** If for some $\mathcal{T}$-valued rv $N$ with pdf $p_N(t) > 0, t \in \mathcal{T}$ independent of $Q$ we have $Z_N = p_N(N)^{-\alpha}B^N \mathcal{Q} \in \mathbb{K}_\alpha[Z]$, then applying (2.6) and the Fubini-Tonelli Theorem we obtain
\[
\mathbb{E}\{F(B^h\Theta)\} = \mathbb{E}\{\|Z_N(h)\|^\alpha F(Z_N)\}
\]
\[
= \mathbb{E}\left\{\int_{\mathcal{T}} \|B^tQ(h)\|^\alpha F(B^tQ)\lambda(dt)\right\}
\]
\[
= \mathbb{E}\{\|Z_{N^*}(h)\|^\alpha F(Z_{N^*})\}, \quad \forall F \in \mathcal{H}_0,
\]
where the first equality follows since by the assumption $Z_N \in \mathbb{K}_\alpha[Z]$ and $N^*$ is another $\mathcal{T}$-valued rv with positive pdf $p_{N^*}$ being further independent of $Q$. This shows that $Z_{N^*} \in \mathbb{K}_\alpha[Z]$ independent of the choice of $N^*$, which in turn implies that $B^hZ_N$ belongs to $\mathbb{K}_\alpha[Z]$ for all $h \in \mathcal{T}$ and thus $\mathbb{K}_\alpha[Z]$ is shift-invariant.

Further, by (2.4) and the shift-invariance of the Lebesgues measure
\[
1 = \mathbb{E}\{\|Z(0)\|^\alpha\} = \mathbb{E}\left\{\int_{\mathcal{T}} \|Q(t)\|^\alpha \lambda(dt)\right\} = \mathbb{E}\{S(Q)\},
\]
hence $\mathbb{P}\{S(Q) < \infty\} = 1$. In view of [20][Thm 2.1, Rem 2.2,iii]
\[
\mathbb{P}\{\sup_{t \in \mathcal{T}} \|Q(t)\| > 0\} = 1 \implies \mathbb{P}\{S(Q) > 0\} = 1.
\]
Suppose for simplicity in the rest of the proof that $l = 1$ and let $M$ be a positive integer. By (1.1) and (1.5) the Fubini-Tonelli Theorem implies
\[
\infty > \mathbb{E}\left\{\sup_{t \in [0,2M+1] \cap \mathcal{T}} \|Z(t)\|^\alpha\right\} = \mathbb{E}\left\{\int_{\mathcal{T}} \sup_{t \in [0,2M+1] \cap \mathcal{T}} \|Q(t + x)\|^\alpha \lambda(dx)\right\}
\]
\[
= \sum_{i \in \mathbb{Z}} \int_{i}^{i+1} \mathbb{E}\left\{\sup_{t \in [0,2M+1] \cap \mathcal{T}} \|Q(t + x)\|^\alpha\right\} \lambda(dx)
\]
\[
\geq \sum_{i \in \mathbb{Z}} \int_{i}^{i+1} \lambda(dx) \mathbb{E}\left\{\sup_{s \in [i+1+M,i+1+2M] \cap \mathcal{T}} \|Q(s)\|^\alpha\right\}
\]
\[
= \sum_{j \in \mathbb{Z}} \mathbb{E}\left\{\sup_{s \in [j,j+M] \cap \mathcal{T}} \|Q(s)\|^\alpha\right\},
\]

hence (1.6) follows using further (2.3) and thus $Q$ is a cluster rf.

To prove the converse, assume that $Z = Z_N$ is given as above with $Q$ a cluster rf. By (1.6)
\[
\mathbb{P}\{\sup_{t \in \mathcal{T}} \|Z(t)\| > 0\} = \mathbb{P}\{\sup_{t \in \mathcal{T}} \|Q(t)\| > 0\} = 1
\]
for all $\tilde{Z} \in \mathcal{C}_\alpha(Q)$. Further
\[
\mathbb{E}\left\{ \sup_{t \in [-C,C]\cap \mathcal{T}} \|Z(t)\|^\alpha \right\} = \mathbb{E}\left\{ \int_{\mathcal{T}} \sup_{t \in [-C,C]\cap \mathcal{T}} \|Q(t + x)\|^\alpha \lambda(dx) \right\} < \infty, \quad C > 0
\]
and by (2.3) and (1.6) for all $h \in \mathcal{T}, \tilde{Z} \in \mathcal{C}_\alpha(Q)$
\[
(5.3) \quad \mathbb{E}\{\|\tilde{Z}(h)\|^\alpha\} = \mathbb{E}\{S(Q)\} < \infty, \quad \forall h \in \mathcal{T}
\]
implies thus (1.1). If $\mathcal{T} = Z^l$, then (1.1) follows immediately from (5.3). Since $B^h Z_N$ belongs also to $\mathcal{C}_\alpha(Q)$ by the definition, we have that $\mathcal{C}_\alpha(Q)$ is shift-invariant and if $\tilde{Z} \in \mathcal{C}_\alpha(Q)$, then [20][Thm 2.1, Rem 2.2,iii]] implies $\mathbb{P}\{S(\tilde{Z}) > 0\} = 1$. Next, by [1][Lem B.2]
\[
\mathbb{P}\{S(\tilde{Z}) \in (0,\infty)\} = \mathbb{P}\{S(Z) \in (0,\infty)\}
\]
\[
= \int_{\mathcal{T}} \mathbb{P}\{S(B^tQ) \in (0,\infty)\} p_N(t) \lambda(dt)
\]
\[
= \mathbb{P}\{S(Q) \in (0,\infty)\} \int_{\mathcal{T}} p_N(t) \lambda(dt)
\]
\[
= \mathbb{P}\{S(Q) \in (0,\infty)\},
\]
hence using further (1.6) $\mathbb{P}\{S(\tilde{Z}) \in (0,\infty)\} = 1$ establishing the proof.

\section*{Proof of Proposition 3.2}
The first two equivalences follow from [1][Lem B.2]. Clearly, if $\mathbb{E}\{H(\tilde{Z})\} = 0$ for all $\tilde{Z} \in \mathcal{C}_\alpha[Z]$, since $Z_N = B^N Q/[p_N(N)]^{1/\alpha} \in \mathcal{K}_\alpha[Z]$, then by the shift-invariance and 0-homogeneity of $H$
\[
\mathbb{E}\{H(Z_N)\} = \mathbb{E}\{H(Q)\} = 0
\]
follows. If $\mathbb{E}\{H(Q)\} = 0$ holds, then again $\mathbb{E}\{H(Z_N)\} = 0$.

Since a cluster rf $Q$ satisfies $\mathbb{P}\{S(Q) \in (0,\infty)\} = 1$, then (3.1) follows from the stated equivalences. Assuming the converse, if $\mathbb{P}\{S(\Theta) \in (0,\infty)\} = 1$ we have that $Q = c^{1/\alpha} \Theta, c = 1/S(\Theta)$ is well-defined. Applying now (2.7) to $Z_N$ shows that (2.3) holds and thus $Z_N \in \mathcal{K}_\alpha[Z]$ establishing the claim. \hfill \Box

\section*{Proof of Proposition 3.3}
The first three equivalences follow from [1][Cor B.3]. Assume next that $\mathcal{K}_\alpha[Z] = \mathcal{C}_\alpha(Q)$ with $Q \in \mathcal{M}$ a cluster rf. If Item (iv) holds, then since $Z_N$ defined by (1.5) belongs to $\mathcal{K}_\alpha[Z]$, then $Z_N(t) > 0$ almost surely for all $t \in \mathcal{T}$ and hence Item (ii) holds. If Item (iii) holds, taking $Q = c^{1/\alpha} \Theta, c = 1/S(\Theta)$, then clearly for this construction Item (iv) follows. \hfill \Box

\section*{Proof of Theorem 3.7}
It suffices to show that (2.6) holds for $Z_N = p_N(N)^{-1/\alpha} B^N Q$, i.e., for all $F \in \mathcal{F}_0$ and all $h \in \mathcal{T}$
\[
(5.4) \quad \mathbb{E}\{\|Z_N(h)\|^\alpha F(Z_N)\} = \mathbb{E}\{G_h(Q)\} = \mathbb{E}\{F(B^h \Theta)\} = \mathbb{E}\{\|Z(h)\|^\alpha F(Z)\},
\]
with
\[
(5.5) \quad G_h(f) = \int_{\mathcal{T}} \|B^h f(h)\|^\alpha F(B^h f) \lambda(dy), \quad f \in D, \quad F \in \mathcal{F}_0.
\]

\section*{Proof of Item (iii), Item (i):} It is enough to show the proof of Item (i). Since $\mathbb{P}\{S(\Theta) \in (0,\infty)\} = 1$, which by Theorem 2.4 is equivalent with $\mathbb{P}\{S(\Theta) \in (0,\infty)\} = 1$, then the rf $Q(t) = c^{1/\alpha} \Theta$ is well defined with $c = 1/(\Delta(\mathcal{L}) S_\mathcal{L}(\Theta))$. For $F \in \mathcal{F}_0$ and $h \in \mathcal{T}$ we have
\[
(5.6) \quad \mathbb{E}\{G_h(Q)\} = \mathbb{E}\left\{ \frac{G_h(\Theta)}{\Delta(\mathcal{L}) S_\mathcal{L}(\Theta)} \right\}.
\]
Note that when $\mathcal{L} = \mathcal{T}$ we set $\Delta(\mathcal{L}) = 1$. For this case applying (2.7), for all $\Gamma \in \mathcal{F}_0$, $h \in \mathcal{T}$ we obtain
\begin{equation}
(5.7) \quad \mathbb{E}\left\{ \frac{G_h(\Theta)}{S(\Theta)} \right\} = \mathbb{E}\{ F(B^h \Theta) \}.
\end{equation}
Consider therefore the case $\mathcal{L}$ is a full rank lattice of $\mathcal{T} = \mathbb{R}^l$, hence
\begin{equation}
(5.8) \quad \text{span}(\mathcal{L}) = \text{span}(\mathbb{Z}^l) = \mathbb{R}^l,
\end{equation}
where $\text{span}(A)$ denotes the smallest linear subspace of $\mathbb{R}^l$ containing $A \subset \mathbb{R}^l$. It is well-known (see e.g., [48] [Lem 10.7]) that we can tilt $\mathcal{T}$ by the fundamental domain of the full rank lattice $\mathcal{L}$ on $\mathcal{T}$. We take as fundamental domain the fundamental parallelepiped $\mathcal{P}(\mathcal{L}) = \{ A x, x \in [0,1]^l \}$, where $A$ is the $l \times l$ real matrix (called base matrix of $\mathcal{L}$) which is non-singular since $\mathcal{L}$ is a full rank lattice; recall $\mathcal{L} = \{ A x, x \in \mathbb{Z}^l \}$ and
$$
\text{Vol}(\mathcal{P}(\mathcal{L})) = \Delta(\mathcal{L}) = \text{det}(A) > 0.
$$
Consider $\mathcal{T} = \mathbb{R}^l$ which is spanned by $\mathcal{L}$. Hence we have the tilt of $\mathcal{T}$ as
$$
\mathcal{T} = \text{span}(\mathcal{L}) = \cup_{t \in \mathcal{L}} \{ t + \mathcal{P}(\mathcal{L}) \},
$$
where $t + \mathcal{P}(\mathcal{L})$ and $s + \mathcal{P}(\mathcal{L})$ are disjoint for $t \neq s \in \mathbb{R}^l$. By Theorem 2.4 and (3.4)
$$
\mathcal{A}(\Theta) = \{ S(\Theta) \in (0, \infty), S_{\mathcal{L}}(\Theta) \in (0, \infty) \} = \{ S(\Theta) \in (0, \infty) \} = \{ S_{\mathcal{L}}(\Theta) \in (0, \infty) \},
$$
\begin{equation}
(5.9) \quad \mathcal{A}(B^{s+t}\Theta) = \{ S(\Theta) \in (0, \infty), S_{\mathcal{L}}(B^{s+t}\Theta) \in (0, \infty) \} = \mathcal{A}(B^t\Theta) = \{ S(\Theta) \in (0, \infty), S_{\mathcal{L}}(B^t\Theta) > 0 \}
\end{equation}
for all $s \in \mathcal{L}, t \in \mathcal{P}(\mathcal{L}) \cap \mathcal{T}$. Further, (3.4) yields
$$
\mathcal{A}(B^{s+t}\Theta) = \mathcal{A}(B^t\Theta) = \mathcal{A}(\Theta)
$$
aalmost surely. Write hereafter $\mathbb{E}\{ A; B \}$ instead of $\mathbb{E}\{ A I(B) \}$ and take $F \in \mathcal{F}_0$. Using (2.7) for the derivation of the fourth line below, the Fubini-Tonelli theorem and the shift-invariance of $\lambda(dt)$ (recall that $\| \Theta(0) \| = 1$ almost surely and we interpret $0 : 0$ as 0)
\begin{align*}
\mathbb{E}\left\{ \frac{G_h(\Theta)}{S_{\mathcal{L}}(\Theta)} \right\} &= \mathbb{E}\left\{ \frac{G_h(\Theta)}{S_{\mathcal{L}}(\Theta)} ; A(\Theta) \right\} = \mathbb{E}\left\{ \frac{G_h(\Theta) S(\Theta)}{S_{\mathcal{L}}(\Theta) S(\Theta)} ; A(\Theta) \right\} \\
&= \int_{t \in \mathcal{P}(\mathcal{L})} \int_{s \in \mathcal{L}} \mathbb{E}\left\{ \frac{G_h(\Theta)}{S(\Theta)} \right\} \frac{\| \Theta(t) \|^{\alpha}}{S_{\mathcal{L}}(\Theta)} ; A(\Theta) \right\} \lambda(dt) \\
&= \int_{t \in \mathcal{P}(\mathcal{L})} \int_{s \in \mathcal{L}} \mathbb{E}\left\{ \| \Theta(s+t) \|^{\alpha} \frac{G_h(\Theta)}{S(\Theta)} \right\} \frac{\| \Theta(0) \|^{\alpha}}{S_{\mathcal{L}}(\Theta)} ; A(\Theta) \right\} \lambda(dy) \lambda(dt) \\
&= \int_{t \in \mathcal{P}(\mathcal{L})} \int_{s \in \mathcal{L}} \int_{\mathcal{T}} \mathbb{E}\left\{ \| \Theta(s+t) \|^{\alpha} \frac{B^{y \Theta}(h)}{S(\Theta)} \right\} \frac{\| B^{y \Theta}(0) \|^{\alpha}}{S_{\mathcal{L}}(\Theta)} ; A(B^{s+t}\Theta) \right\} \lambda(dy) \lambda(dt) \\
&= \int_{t \in \mathcal{P}(\mathcal{L})} \int_{s \in \mathcal{L}} \int_{\mathcal{T}} \mathbb{E}\left\{ \frac{G_h(\Theta) \| B^t \Theta(-s) \|^{\alpha}}{S_{\mathcal{L}}(B^{s+t}\Theta)} ; A(B^{s+t}\Theta) \right\} \lambda(dy) \lambda(dt) \\
&= \int_{t \in \mathcal{P}(\mathcal{L})} \int_{s \in \mathcal{L}} \mathbb{E}\left\{ \frac{G_h(\Theta) \sum_{s \in \mathcal{L}} \| B^t \Theta(-s) \|^{\alpha}}{S_{\mathcal{L}}(B^{s+t}\Theta)} ; A(B^{s+t}\Theta) \right\} \lambda(dy) \lambda(dt) \\
&= \int_{t \in \mathcal{P}(\mathcal{L})} \int_{s \in \mathcal{L}} \mathbb{E}\left\{ \frac{G_h(\Theta) S_{\mathcal{L}}(B^t \Theta)}{S(\Theta) S_{\mathcal{L}}(B^t \Theta)} ; A(B^t \Theta) \right\} \lambda(dy) \lambda(dt)
\end{align*}
By the Fubini-Tonelli theorem, the shift-invariance of \( \lambda \) choice of \( T \) shows that we have a tiling of \( T \) where the last equality follows from (5.9).

Next, take \( T = \mathbb{Z}^l \) and define the additive quotient group \( T / \mathcal{L} = \{ x + \mathcal{L}, x \in T \} \). In view of (5.8) we have that the order \( m \) of the quotient group is given by (see [49])

\[
m = |T / \mathcal{L}| = |\mathbb{Z}^l \cap \mathcal{P}(\mathcal{L})| = \Delta(\mathcal{L})/\Delta(\mathcal{T}) = \Delta(\mathcal{L}).
\]

This shows that we have a tiling of \( T \) by \( T \cap \mathcal{P}(\mathcal{L}) \). Hence repeating the calculations where the integral is substituted by the sum establishes the claim.

**Proof of Item (ii):** Recall that in our notation \( \mathcal{M}_\mathcal{L}(Y) = \max_{t \in \mathcal{L}} \| Y(t) \| \) and let \( G_h \) be as above. Since \( \mathbb{P}\{S(\Theta) < \infty\} = 1 \), then **Theorem 2.4** and **Lemma A.1** show that \( Q \) is well-defined and belongs to \( \mathfrak{M} \). For this choice of \( Q \) we have

\[
E\{G_h(Q)\} = b^\alpha \mathbb{E}\left\{ \frac{G_h(Y) \| Y(0) \| \tau \mathbb{I}(\mathcal{M}_\mathcal{L}(Y) > b)}{\Delta(\mathcal{L})[\mathcal{M}_\mathcal{L}(Y)]^{\alpha} B_{\mathcal{L}, \tau}(Y)} \right\}.
\]

By **Theorem 2.4** and \( \mathbb{P}\{\mathcal{M}_\mathcal{L}(Y) > 1\} = 1 \) we have modulo null sets for all \( b \geq 1 \) (recall that \( \| Y(0) \| > 1 \) almost surely)

\[
\mathcal{A}(Y) = \{ S_\mathcal{L}(Y) \in (0, \infty) \} = \{ S_\mathcal{L}(Y) \in (0, \infty), B_{\mathcal{L}, \tau}(Y) \in (0, \infty), B_{\mathcal{L}, \tau}(Y/b) \in (0, \infty) \}
\]

By the shift-invariance of \( \lambda(dt) \) and (2.8) applied to obtain the second last equality

\[
E\left\{ \frac{G_h(Y) \| Y(0) \| \tau \mathbb{I}(\mathcal{M}_\mathcal{L}(Y) > b)}{[\mathcal{M}_\mathcal{L}(Y)]^{\alpha} B_{\mathcal{L}, \tau}(Y)} \right\} = b^\alpha \mathbb{E}\left\{ \frac{G_h(Y) \| Y(0) \| \tau \mathbb{I}(\mathcal{M}_\mathcal{L}(Y) > b)}{[\mathcal{M}_\mathcal{L}(Y)]^{\alpha} B_{\mathcal{L}, \tau}(Y)} \right\} = b^\alpha E\left\{ \frac{G_h(Y) \| Y(0) \| \tau \mathbb{I}(\mathcal{M}_\mathcal{L}(Y) > b)}{[\mathcal{M}_\mathcal{L}(Y)]^{\alpha} B_{\mathcal{L}, \tau}(Y)} \right\} \lambda(dt)
\]

holds for all \( F \in \mathfrak{S}_0 \), shift-invariant with respect to \( \mathcal{L} \).
As shown in [1] since \( \mathbb{P}\{A(Y)\} = 1 \), then almost surely
\[
A(Y) = A(Y) \cap \{B_{L,r}(Y/(zM_L(Y))) \in (0, \infty)\} = \mathcal{E}_z
\]
for all \( z \in (0, 1) \) up to a set of \( \mathbb{R} \) with Lebesgue measure zero.

Using again Fubini-Tonelli theorem and (2.8) (recall the definition of \( \lambda_\alpha(dz) = \alpha z^{-\alpha-1}dz \) with \( \mu \) the Lebesgue measure on \( \mathbb{R} \))
\[
E\{G_h(Q)\}
= \int_E \left\{ \frac{G_h(Y)\|Y(0)\|^\tau \|Y(h)\|^\alpha}{B_{L,r}(Y)[M_L(Y)]^\alpha}; A(Y) \right\} \lambda(dh)
\]
\[
= \int_E \left\{ \frac{G_h(Y)\|Y(0)\|^\tau \|Y(h)\| > 1}{B_{L,r}(Y)}; A(Y) \right\} \lambda_\alpha(dz) \lambda(dh)
\]
\[
= \int_E \left\{ \frac{G_h(Y)\|Y(-h)/z\|^\tau \|Y(-h)\| > z}{B_{L,r}(Y/z)}; A(Y) \cap \{B_{L,r}(Y/z) \in (0, \infty)\} \right\} \alpha z^{-\alpha-1}dz \lambda(dh)
\]
\[
= \int_E \left\{ \frac{G_h(Y)\|Y(-h)/z\|^\tau \|Y(-h)\| > z}{B_{L,r}(Y/(zM_L(Y)))}; A(Y) \cap \{B_{L,r}(Y/z) \in (0, \infty)\} \right\} \alpha z^{-\alpha-1}dz \lambda(dh)
\]
\[
= \int_E \left\{ \frac{G_h(Y)\|Y(-h)/z\|^\tau \|Y(-h)\| > z}{B_{L,r}(Y/(zM_L(Y)))}; A(Y) \cap \{B_{L,r}(Y/z) \in (0, \infty)\} \right\} \alpha z^{-\alpha-1}dz \lambda(dh)
\]
\[
= \int_1^\infty \left\{ \frac{G_h(Y)}{B_{L,r}(Y/(zM_L(Y)))}; A(Y) \right\} \alpha z^{-\alpha-1}dz
\]
where 1 in the upper bound of the integral in the last fourth line above is a consequence of \( \mathbb{P}\{M_L(Y) > 1\} = 1 \), the indicator \( I(B_{L,r}(Y/z) \in (0, \infty)) \) appears in the last forth line thanks to Remark 2.3, Item (i), and the last line follows from (5.9). Hence the proof is complete.

Proof of Item (iv): We have that \( \vartheta_L = E\{\|Y(0)\|^\tau /(\Delta(L)B_{L,r}(Y))\} \in (0, \infty) \), which is clear for \( L \) a lattice on \( \mathbb{R}^d \), while for \( L = \mathcal{T} \) it follows from (A.7). Taking \( Y^{(\tau)} \) having the same law as \( Y \) under
\[
\mathbb{P}^*\{A\} = \vartheta_L^{-1}E\{I(A)\|Y(0)\|^\tau /(\Delta(L)B_{L,r}(Y))\}, \quad A \in \mathcal{F}
\]
the claim follows from the calculations in the previous case.

Proof of Theorem 3.8 First note that by the assumption \( \mathbb{P}\{S(\Theta) \in (0, \infty)\} = 1 \). Hence Theorem 2.4 implies \( \mathbb{P}\{S(\Theta) \in (0, \infty)\} = \mathbb{P}\{B_{L,r}(Y) \in (0, \infty)\} = 1 \) and moreover since \( \vartheta_L \in (0, \infty) \) we have from (A.5) and (A.6) that the constant \( c \) is positive in both three cases treated below.

Proof of Item (i): With the notation of Theorem 3.1 using (A.5) we have
\[
E\{G_h(Q)\} = \frac{1}{\Delta(L)} E\{G_h(\Theta); J_1(\Theta) = 0\} = E\left\{ \frac{G_h(\Theta)}{\Delta(L)S_L(\Theta)} \right\},
\]
hence (5.9) implies (5.4) establishing thus the claim.

Proof of Item (ii): Applying (A.6) and then (5.11) we obtain (recall \( M_L(Y) = \sup_{t \in \mathcal{L}} \|Y(t)\| \))
\[
E\{G_h(Q)\} = b^\alpha \frac{1}{\Delta(L)} E\left\{ \frac{G_h(Y)|M_L(Y)| > b}{[M_L(Y)]^\alpha} ; J_2(Y) = 0 \right\}
\]
\[
= b^\alpha \frac{1}{\Delta(L)} E\left\{ \frac{G_h(Y)|M_L(Y)| > b}{[M_L(Y)]^\alpha B_{L,0}(Y)} \right\}
\]
\[
\frac{1}{\Delta(\mathcal{L})} \mathbb{E} \left\{ \frac{G_h(Y)}{[\mathcal{M}_\mathcal{L}(Y)]^\alpha B_{\mathcal{L},0}(Y)} \right\} = \mathbb{E} \left\{ \frac{G_h(\Theta)}{\Delta(\mathcal{L})S_{\mathcal{L}}(\Theta)} \right\},
\]

where the last equality is shown in the proof of Theorem 3.1. Hence again (5.4) is satisfied and thus the claim follows.

**Proof of Item (iii):** The proof follows by applying (A.5). \qed

**Proof of Proposition 4.2** When \( \nu \) is shift-invariant, then by [1][Prop 6.5] \( \mathbb{K}_\alpha[Z] \) is shift-invariant. Define the spectral tail rf \( \Theta \) by (3.2) for all \( A \in \mathcal{D} \), which has a.s. sample paths on \( \mathcal{D}^* \). If \( \mathbb{P}\{S(\Theta) < \infty\} = 1 \), we can define \( Q = \Theta/(S(\Theta))^{1/\alpha} \), which has again a.s. sample paths on \( \mathcal{D}^* \). In view of [50][Lem p. 1276] we can define \( Z, \Theta, Q \) on the same non-atomic complete probability space since \( \mathcal{D}^* \) is a Polish space. The rest of the proof follows from Corollary 4.1, (2.16) and Theorem 3.7, Theorem 3.8. \qed

**Proof of Proposition 4.3** In view of [1][Lem 6.1] \( X \) is stationary and stochastically continuous with locally bounded sample paths. As shown in [5] by [44][Lem 2] \( X \) has a representor \( Z^* \) which is stochastically continuous. In view of [19][Thm 2.6] and (2.6) it follows that \( Z^* \in \mathbb{K}_\alpha[Z] \). This implies that \( \Theta^* \) and \( Y^* \) constructed from \( Z^* \) are both stochastically continuous. \qed

**Proof of Proposition 4.5** Since \( K \) is bounded we have for all \( t_0 \in \mathbb{R}^l \) that \( K - t_0 \in [0,k]^l \) for some positive integer \( k \). Hence by the definition, the shift-invariance of Lebesgue measure and the representations for \( Z_N \) and \( Z_N^{(m)} \) imply for all \( n > 0 \)

\[
\frac{1}{n^l} \mathbb{E} \left\{ \sup_{t \in nK} \|Z_N(t) - Z_N^{(m)}(t)\|^\alpha \right\} \leq \frac{1}{n^l} \int_T \mathbb{E} \left\{ \sup_{s \in n(K - t_0)} \|Q(t + s) - Q^{(m)}(t + s)\|^\alpha \right\} \lambda(ds) \leq \int_T \mathbb{E} \left\{ \sup_{s \in [0,nk]^l} \|Q(t + s)\|^\alpha \mathbb{1}(\|t + s\| > m) \right\} \lambda(ds) \rightarrow 0
\]

as \( m \to \infty \) establishing the proof. \sq

**Proof of Lemma 4.6** It can be easily verified that \( Q_{\Gamma} \) is a spectral rf. The assumption \( \mathbb{P}\{\Gamma(Q/\Gamma(Q)) = 1\} = 1 \) implies \( \mathbb{P}\{\Gamma(Q_{\Gamma}) = 1\} = 1 \) and hence \( Q_{\Gamma} \) is a spectral cluster rf on \( \mathcal{D}_{\Gamma} \). Hence with \( G_h \) given by (5.5), a direct application of the Fubini-Tonelli theorem and the assumption that \( \xi = \alpha \gamma \) implies

\[
\mathbb{E}\{G_h(e^{1/\alpha}Q_{\Gamma})\} = c^{1-\mathbb{E}\left\{[\Gamma(Q)]^{\alpha}\right\}}G_h(e^{1/\alpha}Q/\Gamma(Q))^{\gamma} = \mathbb{E}\{G_h(Q)\} = \mathbb{E}\{F(B^h\Theta)\},
\]

where the last equality follows from (5.4). Consequently, we have \( \mathbb{K}_\alpha[Z] = C_\alpha(e^{1/\alpha}Q_{\Gamma}) \) establishing the proof. \sq

**Appendix A. Technical results**

**Lemma A.1.** Let \( Q \in \mathfrak{M} \) and \( N \) the \( \mathcal{T} \)-valued rv be being independent of \( Q \), then \( B^NQ \in \mathfrak{M} \).

**Proof of Lemma A.1** We show first that \( B^NQ(t) = Q(t - N), t \in \mathcal{T} \) is a rf. If \( N \) is a discrete rv taking only finite values \( t_i, 1 \leq i \leq n \), then for any \( c \in \mathbb{R} \) we have \( \{Q(t - N) < c\} \) is an event since \( \{Q(t - N) < c, N = t_i\} \)
is an event for all $1 \leq i \leq n$. For a general $N$ we can approximate it almost surely by discrete rv’s $N_n, n \in \mathbb{N}$. Hence $B^NQ(t), t \in T$ is the almost sure limit of $B^N\alpha Q(t), t \in T$ as $n \to \infty$, implying that $B^NQ$ is a rf. Since $N$ is independent of $Q$, by dominated convergence theorem, we have that the assumption $Q \in \mathcal{M}$ implies $B^NQ \in \mathcal{M}$ establishing the claim.

Recall that in our notation $E\{A; B\}$ stands for $E\{A 1_B\}$. For a non-empty $\mathcal{V} \subset \mathcal{L}$ and given non-negative weights $w_i, i \in \mathcal{V}$ define

$$A_k(f) = \sum_{i \in \mathcal{V}} w_i 1_{(J_k(f) = i)}, \quad k = 1, 2, 3$$

and note that for $w_i = 1, i \in \mathcal{V}$ we simply have

$$\chi_k(f) = 1_{(J_k(f) \in \mathcal{V})}.$$ 

**Lemma A.2.** Let $\mathcal{V} \subset \mathcal{L}$ be non-empty with $\mathcal{L}$ a lattice on $T$ and let $F \in \mathcal{F}_0, \Gamma = F_1F_2, F_1 \in \mathcal{F}_v, v \geq 0, F_2 \in \mathcal{H}$. If $J_1$ is a positive shift-involutions, $J_2$ is anchoring and $J_3$ is a shift-involutions, respectively, then for all $\tau \in \mathbb{R}$

\begin{align}
(A.1) \quad E\{F(\Theta); \chi_1(\Theta)\} &= E\left\{\sum_{i \in \mathcal{V}} w_i 1_{(B^i\Theta(0))} 1^{\alpha} F(B^i\Theta); J_2(\Theta) = 0\right\}, \\
(A.2) \quad E\{\|Y(0)\|^\Gamma(\mathcal{Y}); \chi_2(\mathcal{Y})\} &= E\left\{\sum_{i \in \mathcal{V}} w_i 1_{(B^i\mathcal{Y}(0))} 1^{\Gamma}\{\|B^i\mathcal{Y}(0)\| > 1\} 1_{\Gamma(\mathcal{Y})}; J_2(\mathcal{Y}) = 0\right\}, \\
(A.3) \quad E\{\|Z(0)\|^\alpha F(Z); \chi_3(Z)\} &= E\left\{\sum_{i \in \mathcal{V}} w_i 1_{(B^i\mathcal{Z}(0))} 1^{\alpha} F(B^i\mathcal{Z}); J_3(Z) = 0\right\}
\end{align}

and if $\mathcal{V}$ is also a lattice on $T$, then

\begin{align}
(A.4) \quad P\{S\mathcal{V}(\mathcal{Y}) = \infty, J_1(\Theta) \in \mathcal{V}\} &= P\{B_{\mathcal{V},\tau}(\mathcal{Y}) = \infty, J_2(\mathcal{Y}) \in \mathcal{V}\} = P\{S\mathcal{V}(\mathcal{Z}) = \infty, J_3(\mathcal{Z}) \in \mathcal{V}\} = 0.
\end{align}

**Remark A.3.**

(i) Note that when $\mathcal{L}$ is a full rank lattice on $T$, then $P\{J_2(\mathcal{Y}) \in \mathcal{L}\} = 1$ is equivalent with one of the events in Theorem 2.4 holds with probability 1. If $\mathcal{V} = \mathcal{L} = T = Z^l, P\{J_2(\mathcal{Y}) \in \mathcal{L}\} = 1$ and $\|\|\|$ is a norm on $\mathbb{R}^d$, then (A.2) reduces to [10][Prop 3.6];

(ii) If $E\{\|Z(0)\|^\alpha\} = 1$ and $J_k, k \leq 3$ are as in Lemma A.2, satisfying (2.11) and (2.12), then for all $F \in \mathcal{F}_\alpha$ shift-invariant with respect to $\mathcal{L}$

\begin{align}
(A.5) \quad E\left\{\frac{F(\Theta)}{S_{\mathcal{L}}(\Theta)}\right\} &= E\{F(\Theta); J_1(\Theta) = 0\} = E\{F(\Theta); J_2(\mathcal{Y}) = 0\} = E\{F(\Theta); J_3(\mathcal{Z}) = 0\},
\end{align}

with $\Theta(t) = \Theta(t)/\sup_{t \in \mathcal{V}}\|\Theta(t)\|$ and for any $\Gamma = F_1, F_2, F_1 \in \mathcal{F}_v, v \geq 0, F_2 \in \mathcal{H}$ shift-invariant with respect to $\mathcal{L}$ and all $\tau \in \mathbb{R}$

\begin{align}
(A.6) \quad E\left\{\frac{\|Y(0)\|^\Gamma F(Y)}{B_{\mathcal{L},\tau}(\mathcal{Y})}\right\} &= E\{F(\mathcal{Y}); J_2(\mathcal{Y}) = 0\},
\end{align}

where we interpret $\infty/\infty$ and $0/0$ as 0. Note in passing that (A.4), and both (A.5), (A.6) imply for $T = Z^l$ the claims of [8][Thm 5.5.3].

The first two identities in (A.5) and (A.6) for $\tau = 0, \mathcal{V} = \mathcal{L} = T = Z^d$ and $\|\|\|$ a norm on $\mathbb{R}^d$ are stated in [8].
Proof of Lemma A.2 Next, if $J_1$ is a positive shift-involution, then using that $\Theta$ is a spectral tail rf by the Fubini-Tonelli theorem, for all $F \in \mathcal{H}_0$

$$E\left\{ \sum_{s \in \mathcal{V}} w_s \|B^s \Theta(0)\|^\alpha F(B^s \Theta); J_1(\Theta) = 0 \right\} = \sum_{s \in \mathcal{V}} w_s E\{\|B^s \Theta(0)\|^\alpha F(B^s \Theta); J_1(\Theta) = 0\}$$

$$= \sum_{s \in \mathcal{V}} w_s E\{F(\Theta)I(J_1(\Theta) = 0)I(\|B^{-s} \Theta(0)\| \neq 0)\}$$

$$= \sum_{s \in \mathcal{V}} w_s E\{F(\Theta)I(J_1(\Theta) = 0)\}$$

$$= \sum_{s \in \mathcal{V}} w_s E\{F(\Theta)\} = \sum_{s \in \mathcal{V}} w_s J_1(\Theta) = s$$

where the second equality follows since by the assumption $I(\|B^{-s} f\| \neq 0) \in \mathcal{H}_0$ and the fact that $\Theta$ is a spectral tail rf, whereas the third equality follows by the assumption that $J_1$ is a positive shift-invariant involution which yields $J_1(\Theta) = k$ implies $\|\Theta(k)\| \neq 0$ almost surely for any $k \in \mathcal{L}$. Hence (A.2) follows.

Applying (2.8), the Fubini-Tonelli theorem implies for all $\Gamma \in \mathcal{H}_0$ and $J_2$ anchoring

$$E\left\{ \sum_{i \in \mathcal{V}} w_i \|B^i Y(0)\|^\top I(\|B^i Y(0)\| > 1)\Gamma(B^i Y); J_2(Y) = 0 \right\}$$

$$= \sum_{i \in \mathcal{V}} w_i E\{I(\|Y(-i)\| > 1)\|Y(-i)\|^\top \Gamma(B^i Y); J_2(Y) = 0 \}$$

$$= \sum_{i \in \mathcal{V}} w_i E\{I(\|Y(i)\| > 1)\|Y(0)\|^\top \Gamma(Y); J_2(B^{-i} Y) = 0 \}$$

$$= \sum_{i \in \mathcal{V}} w_i E\{\|Y(0)\|^\top \Gamma(Y); J_2(B^{-i} Y) = 0 \}$$

$$= \sum_{i \in \mathcal{V}} w_i E\{\|Y(0)\|^\top \Gamma(Y); J_2(Y) = i \}$$

$$= \sum_{i \in \mathcal{V}} w_i E\{\|Y(0)\|^\top \Gamma(Y); J_2(Y) = i \}$$

$$= \sum_{i \in \mathcal{V}} w_i I(J_2(Y) = i)$$

and thus (A.2) follows. Set $\Gamma(Y) = I(B_{\mathcal{V}, r}(Y) = \infty)/R^r$, which is shift-invariant with respect to $\mathcal{V}$ by the assumption that $\mathcal{V}$ is a subgroup of the additive group $\mathcal{T}$. Since $\mathcal{V}$ has infinite number of elements, the above yields $P\{B_{\mathcal{V}, r}(Y) = \infty, J_2(Y) \in \mathcal{V}\} = 0$.

Next, taking $J_3$ to be a shift-involution and thus it is 0-homogeneous, utilising the shift-invariance of $K_\alpha[Z]$, for all $F \in \mathcal{H}_0$ the Fubini-Tonelli theorem implies

$$E\left\{ \sum_{s \in \mathcal{L}} w_s \|B^s Z(0)\|^\alpha F(B^s Z); J_3(Z) = 0 \right\} = \sum_{s \in \mathcal{L}} w_s E\{\|B^s Z(0)\|^\alpha F(B^s Z); J_3(Z) = 0\}$$

$$= \sum_{s \in \mathcal{L}} w_s E\{\|Z(0)\|^\alpha F(Z)I(J_3(B^{-s} Z) = 0)\}$$

$$= \sum_{s \in \mathcal{L}} w_s I(J_3(Z) = s)$$
and therefore there exists \( h \) such that \( \int_{\mathbb{R}} \|\Theta(s-t)\|^\tau \mathbb{I}(\|Y(s-t)\| > 1) \lambda(ds) \) follows.

Borrowing the idea of the proof of [8][Thm 5.5.3], namely using that by the above choice of \( F \)

\[
\mathbb{E}\{S_\mathcal{V}(Z)F(Z); J_3(Z) = 0\} = \mathbb{E}\{F(\Theta); J_3(\Theta) \in \mathcal{V}\}
\]

we obtain

\[
P\{S_\mathcal{C}(Z) = \infty, J_3(Z) \in \mathcal{V}\} = P\{S_\mathcal{C}(\Theta) = \infty, J_3(\Theta) \in \mathcal{V}\} = 0,
\]

hence (A.4) follows. \( \square \)

**Lemma A.4.** If \( \tau \in \mathbb{R} \) satisfies (2.10), then

\[
(A.7) \quad \mathbb{E}\left\{\sup_{t \in K} \|Z(t)\|^\alpha\right\} = \int_K \mathbb{E}\left\{\frac{1}{\int_{\mathbb{R}} \|\Theta(s-t)\|^\tau \mathbb{I}(\|Y(s-t)\| > 1) \lambda(ds)}\right\} \lambda(dt) \in (0, \infty)
\]

for all \( a > 0 \), with \( K = [-a,a]^l \cap \mathcal{T} \) and \( Y = R\Theta \).

**Proof of Lemma A.4** If \( \mathcal{T} = \mathbb{R}^l \), by the assumption on \( \tau \) for all \( a > 0 \) and \( K = [-a,a]^l \)

\[
M \leq \mathbb{E}\{\|\Theta(t)\|^\tau \mathbb{I}(\|Y(t)\| > 1)\} \leq \mathbb{E}\{\|\Theta(t)\|^\tau\} < \infty, \forall t \in \mathcal{T}.
\]

Note in passing that for all \( \tau \in [0,\alpha] \) we have that

\[
\mathbb{E}\{\|\Theta(t)\|^\tau\} \leq \mathbb{E}\{\|\Theta(t)\|^\alpha\} = P\{\|\Theta(-t)\| \neq 0\} \leq 1
\]

and therefore there exists \( \tau \)'s that satisfy (2.10). Consequently, we can find a bounded positive càdlàg function \( p_N(t) > 0, t \in \mathcal{T} \) such that

\[
p_N(t) = 1, \quad t \in K
\]

and

\[
\int_{\mathcal{T}} \mathbb{E}\{\|\Theta(t)\|^\tau \mathbb{I}(\|Y(t)\| > 1)\}p_N(t) \lambda(dt) < \infty.
\]

Since \( \|\Theta(0)\|^\tau \mathbb{I}(\|Y(0)\| > 1) = 1 \) almost surely, in view of [20][Thm 2.1, Rem 2.2,iii] we conclude

\[
\int_{\mathcal{T}} \|\Theta(t)\|^\tau \mathbb{I}(\|Y(t)\| > 1)p_N(t) \lambda(dt) \in (0, \infty)
\]

almost surely. It follows as in [1] that for a \( \mathcal{T} \)-valued rv \( N \) with pdf \( p_N(t) \)

\[
Z_N(t) = \frac{[p_N(N)]^{1/\alpha}}{\left(\max_{h \in \mathbb{R}^l} p_N(h) \|B^NY(h)\|^\alpha \int_{\mathcal{T}} \|B^NY(h)\|^\tau \mathbb{I}(\|B^NY(h)\| > 1)p_N(h) \lambda(dh)\right)^{1/\alpha}}B^NY(t)
\]

belongs to \( \mathcal{K}_\alpha[Z] \) with \( R \) an \( \alpha \)-Pareto rv, and both \( R \) and \( N \) are independent of all other random elements.

We shall assume further that \( p_N(t) = 1 \) for all \( t \in K \). Set below

\[
W_K(Y) = \int_K \|\Theta(t)\|^\tau \mathbb{I}(\|Y(t)\| > 1) \lambda(dt)
\]
and

$$S_h(Y) = \int_T \|B^h \Theta(t)\|^2 \mathbb{I}(\|B^h Y(t)\| > 1) p_N(t) \lambda(dt), \quad M_h = \sup_{t \in T} [p_N(t)]^{1/\beta} \|B^h Y(t)\|.$$

We have that almost surely

$$(A.8) \quad W_K(Y) \in (0, \infty), \quad S_h(Y) \in (0, \infty), \quad M_h \in (0, \infty), \quad \forall h \in T.$$

By the Fubini-Tonelli theorem (set $\lambda_\alpha(dr) = \alpha r^{-\alpha-1} dr$)

$$\mathbb{E} \left\{ \sup_{s \in [-a,a]} \|Z(t)\|^2 \right\} = \mathbb{E} \left\{ \sup_{s \in [-a,a]} \|B^N Y(s)\|^\alpha \right\}^{1/[M_N]^{\alpha} S_N(Y)}$$

$$= \int_0^\infty \mathbb{E} \left\{ p_N(t) \mathbb{I}(r \sup_{s \in K} \|B^N Y(s)\| > 1) \right\} \lambda_\alpha(dr)$$

$$= \int_T \int_0^\infty \mathbb{E} \left\{ p_N(t) \mathbb{I}(r \sup_{s \in K} \|B^t Y(s)\| > 1) \frac{W_K(r B^t Y)}{W_K(r B^t Y)} \right\} \lambda_\alpha(dr) \lambda(dt),$$

where we used that for all $t \in T$ by [20][Thm 2.1, Rem 2.2,iii] almost surely

$$\left\{ r \sup_{s \in K} \|B^t Y(s)\| > 1 \right\} \subset \{W_K(r B^t Y) > 0\}$$

and $\mathbb{P}\{S_t > 0\} = 1$ since $\mathbb{P}\{\|Y(0)\| > 1\} = 1$ together with

$${\mathbb{P}\{W_K(r B^t Y) < \infty\} = 1}.$$ 

For all $s \in (0, 1)$ by [20][Thm 2.1, Rem 2.2,iii] we have

$$\mathbb{P}\{L_{s,z} > 0\} = 1, \quad L_{s,z} = S_z((M_{t,z})^{-1} Y), \quad M_{t,z} = M_{z}/[p_N(t)]^{1/\alpha}$$

since for all $s \in (0, 1), z \in T$ and

$$\sup_{t \in T} \mathbb{I}([p_N(t)]^{1/\beta} \|B^z Y(t)\| > M_{z}s) = \sup_{t \in T} \mathbb{I}(\|B^z Y(t)\| > M_{t,z}s) = 1.$$

Applying the Fubini-Tonelli theorem and (2.8)

$$\int_0^1 \mathbb{E}\{L_{s,z}(L_{s,z} = \infty)\} \lambda_\alpha(ds)$$

$$= \int_T \int_0^1 \mathbb{E}\{[B^z \Theta(t)]^\alpha \mathbb{I}(\|B^z Y(t)\| > M_{z}s)\} \lambda_\alpha(ds) p_N(t) \lambda(dt)$$

$$= \int_T \int_0^\infty \mathbb{E}\{[M_{t,z}]^{\alpha} \|B^z \Theta(t)\|^\alpha \mathbb{I}(\|B^z Y(t)\| > s)\} \lambda_\alpha(ds) \lambda(dt)$$

$$= \int_T \int_0^\infty \mathbb{E}\{[M_{t,z}]^{\alpha} \mathbb{I}(s \mathbb{I}(z-t) > 1) \mathbb{I}(S_t(Y) = \infty)\} \lambda_\alpha(ds) \lambda(dt)$$

$$= 0,$$

where the last equality follows from (A.8). Consequently, for all $s \in (0, 1)$ up to a set with Lebesgue measure equal zero and all $z \in T$

$$(A.9) \quad \mathbb{P}\{L_{s,z} \in (0, \infty)\} = 1.$$
Consequently, we have

\[ \mathbb{E}\left\{ \sup_{s \in [-a,a]} \|Z(t)\|^\alpha \right\} \]

\[ = \int_{z \in K} \int_{t \in T} \int_{0}^{\infty} p_N(t) \mathbb{E}\left\{ \frac{p_N(t) M_{zt}(Y)}{W_K(rB^tY)} \right\} \lambda(\alpha^r) \lambda(dt) \lambda(dz) \]

\[ = \int_{z \in K} \int_{t \in T} \int_{0}^{\infty} \mathbb{E}\left\{ \frac{p_N(t) M_{zt}(Y)}{W_K(B^tY)} \right\} \lambda(\alpha^r) \lambda(dt) \lambda(dz) \]

\[ = \int_{z \in K} \int_{t \in T} \int_{0}^{\infty} \mathbb{E}\left\{ \frac{p_N(t) M_{zt}(Y)}{W_K(B^tY)} \right\} \lambda(\alpha^r) \lambda(dt) \lambda(dz) \]

where in the third equality we used (2.8) and putting 1 in the integral bound above is justified by the fact that for all \( s > 1, z \in K, t \in T \) almost surely

\[ \mathbb{I}([p_N(t)]^{1/\alpha} \|B^tY(t)\| \geq M_t) = \frac{1}{\mathbb{P}[p_N(t)]^{1/\alpha} \|B^tY(t)\| > M_t]} = 0, \]

hence the proof is complete. \( \square \)

**Appendix B. \( \sigma \)-finite homogeneous measures**

Let \( V \) be equipped with a \( \sigma \)-field \( \mathcal{V} \) and let \( (s, t) \mapsto s \cdot t \in V \) be a paring \( s \in \mathbb{R}_+ = (0, \infty) \) and \( t \in V \). We shall assume that \( (V, \cdot, \mathcal{V}, \mathbb{R}_+, \cdot) \) is a measurable cone, i.e.,

E1) \( 1 \cdot t = t \) and \( (s_1 s_2) \cdot t = s_1 (s_2 \cdot t) = s_2 (s_1 \cdot t) \) for all \( s_1, s_2 \in [0, \infty), t \in V \);

E2) \( (s, t) \mapsto s \cdot t \in \mathcal{B}((0, \infty)) \times \mathcal{V} / \mathcal{V} \) measurable.

If \( Z \) is a random element on \( V \) defined on a complete probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) set

\[ \nu_Z(A) = \mathbb{E}\left\{ \int_{0}^{\infty} \mathbb{I}(z \cdot Z \in A) \lambda_\alpha(dz) \right\} = \int_{0}^{\infty} \mathbb{P}\{z \cdot Z \in A\} \lambda_\alpha(dz), \quad A \in \mathcal{V} \]

for some \( \alpha > 0 \) (recall \( \lambda_\alpha(dr) = \alpha^{-\alpha-1} dr \)). By the assumption that \( (s, t) \mapsto s \cdot t \) is jointly measurable, the measure \( \nu_Z \) is the push-forward of the map \( (s, t) \mapsto s \cdot t \) with respect to the product measure \( \mathbb{P} \circ Z^{-1}(dv) \times \lambda_\alpha(dr) \), and thus \( \nu_Z \) is well-defined satisfying further

\[ \nu_Z(s \cdot A) = s^{-\alpha} \nu_Z(A), \quad \forall s > 0, \quad \forall A \in \mathcal{V}. \]

The next result is a variation of [8][Thm B.2.5].

**Proposition B.1.** Suppose that there exist a \( \mathcal{V} / \mathcal{B}([0, \infty]) \)-measurable map \( \psi : V \mapsto [0, \infty] \) such that \( \psi(s \cdot t) = s\psi(t), \forall (s, t) \in (0, \infty) \times V \) and \( F = \{ v \in V : \psi(v) \in \{0, \infty\} \} \neq V \).
(i) If $Z$ is a $V$-valued random element such that $\mathbb{P}\{\psi(Z) = 1\} = 1$ or $\mathbb{P}\{\psi(Z) \in (0, \infty)\} = 1$ and $\mathbb{E}\{(\psi(Z))^{\alpha}\} \in (0, \infty), \alpha > 0$, then $\nu_Z$ is a non-zero $\sigma$-finite measure on $(V, \mathcal{V})$ such that $\nu(F) = 0$ and moreover for all maps $H : V \to \mathbb{R}$ which are $\mathcal{V}/\mathcal{B}(\mathbb{R})$-measurable

\begin{equation}
\nu_Z[H] = \int_V H(x)\nu_Z(dx) = \int_0^\infty \mathbb{E}\{H(z \cdot Z)\}\lambda_\alpha(dz);
\end{equation}

(ii) Conversely, let a positive measure $\nu$ on $\mathcal{V}$ satisfy (B.2) for some $\alpha > 0$ and

$$\nu(\{v \in V : \psi(v) > 1\}) = 1, \quad \nu(v \in V : \psi(v) = 0) = 0.$$ 

Suppose further that $\psi$ is finite and continuous. If further $V$ is a Polish metric space and $\mathcal{V}$ its Borel $\sigma$-field, then there exists a $V$-valued random element $Z$ such that $\mathbb{P}\{\psi(Z) = 1\} = 1$ and $\nu = \nu_Z$.

**Proof of Proposition B.1** Item (i): If $\mathbb{P}\{\psi(Z) \in (0, \infty)\} = 1$ and $c = \mathbb{E}\{(\psi(Z))^{\alpha}\} \in (0, \infty)$, then $\nu_Z = \nu_{Z^*}$, where $Z^*$ is the law of $Z/\psi(Z)$ with respect to

$$\tilde{\mathbb{P}}(A) = c^{-1}\mathbb{E}\{(\psi(Z))^{\alpha}\} \mathbb{1}(A), \quad A \in \mathcal{F}.$$ 

We have $\psi(Z^*) = 1$ almost surely. We consider now the case $\psi(Z) = 1$ almost surely. The assumption that $\psi$ is measurable and 1-homogeneous together with Items E1 and E2 (which guarantee that $\nu_Z$ is a measure on $(V, \mathcal{V})$) imply for all $a > 0$ (set $B_a = \{v \in V : \psi(v) \in (a, \infty)\}$)

$$\nu_Z(B_a) = \int_0^\infty \mathbb{P}\{\psi(Z) \in (a/s, \infty)\}\lambda_\alpha(ds) = \int_0^\infty \mathbb{1}(s > a)\lambda_\alpha(ds) = a^{-\alpha} < \infty,$$

where we used that $\mathbb{P}\{\psi(Z) = 1\} = 1$. By the homogeneity of $\psi$ we have $cF = F$ for all $c \in (0, \infty)$ and by the measurability of $\psi$ we have $F \in \mathcal{V}$. Hence

$$\nu_Z(F) = \int_0^\infty \mathbb{P}\{s \cdot Z \in \psi^{-1}(\{0, \infty\})\}\lambda_\alpha(ds) \leq \int_0^\infty \mathbb{P}\{\psi(Z) \neq 1\}\lambda_\alpha(ds) = 0$$

and further

$$V_F = V \setminus F = \bigcup_{i=1}^\infty \{v \in V : \psi(v) \in (1/i, \infty)\} = \bigcup_{i=1}^\infty B_{1/i}.$$ 

By the measurability of $\psi$ we have that $B_{1/i}$’s belong to $\mathcal{V}$, hence since further $\nu(B_{1/i}) = i^{\alpha} < \infty$, then $\nu_Z$ is $\sigma$-finite and thus (B.3) follows by (B.1) and the Fubini-Tonelli Theorem.

Item (ii): The assumption $\nu(\{v \in V : \psi(v) > 1\}) = \nu(B_1) = 1$ and (B.2) imply $\nu(B_{1/i}) = i^{\alpha}, i > 0$. Hence $\nu(\{v \in V : \psi(v) = \infty\}) = 0$. Using further that $\nu(\{v \in V : \psi(v) = 0\}) = 0$ we have that $\nu$ is $\sigma$-finite. Let $V_* = \{x \in V : \psi(x) = 1\}$ which belongs to $\mathcal{V}$ since $\psi$ is measurable and define the trace $\sigma$-field on $V_*$ by

$$\mathcal{V}_* = \{B \cap V_F : B \in \mathcal{V}\}.$$ 

The measurability of $\psi$ yields that the map $T(x) = (\psi(x), x/\psi(x))$ is $\mathcal{V}/(\mathcal{B}(C_{(0, \infty)}) \times \mathcal{V}_*)$ measurable. By definition, it is further bijective with inverse map $T^{-1}(s, x) = s \cdot x$. Define the probability measure on $\mathcal{V}_*$ by

\begin{equation}
\sigma(B) = \nu(\{x \in V_F : \psi(x) > 1, x/\psi(x) \in B\})/\nu(\{x \in V_F : \psi(x) > 1\}), \quad \forall B \in \mathcal{V}_*\end{equation}

and let $Z$ be a $V_*$-valued random element with law $\sigma$. As in [9][p. 3890], applying the Fubini-Tonelli theorem (the $\sigma$-finiteness of $\nu$ is crucial), by the 1-homogeneity of $\psi$, the measurability of the bijection $T^{-1}$, the property (B.2), $\psi(x) \in (0, \infty)$ iff $x \not\in F$, the definition of $\sigma$, and $\nu(F) = 0$ we obtain

$$\nu(A) = \int_V \mathbb{1}(x \in A)\nu(dx) = \int_{V_F} \mathbb{1}(x \in A)\nu(dx)$$
for all $A \in \mathcal{Y}$ establishing the proof.

\begin{align*}
\int_{V_F} \mathbb{I}(x \in A)\mathbb{I}(0 < \psi(x) < \infty)\frac{[\psi(x)]^{-\alpha}}{[\psi(x)]^{-\alpha}} \nu(dx) \\
= \int_{V_F} \int_0^\infty \mathbb{I}(x \in A)\mathbb{I}(s\psi(x) \in (1, \infty))[\psi(x)]^{-\alpha} \lambda_\alpha(ds) \nu(dx) \\
= \int_0^\infty \int_{V_F} \mathbb{I}(r \cdot x \in A, \psi(x) \in (1, \infty))[\psi(x)]^{-\alpha} \nu(dx) \lambda_\alpha(dr) \\
= \int_0^\infty \int_{V_F} \mathbb{I}((r/\psi(x)) \cdot x \in A, \psi(x) \in (1, \infty)) \nu(dx) \lambda_\alpha(dr) \\
= \int_0^\infty \int_{V_F} \mathbb{I}(r \cdot u \in A) \sigma(du) \lambda_\alpha(dr) \\
= \int_0^\infty \mathbb{P}\{r \cdot Z \in A\} \lambda_\alpha(dr)
\end{align*}

Remark B.2. \begin{enumerate}
\item Suppose that there exists 1-homogeneous $\mathcal{Y}/\mathcal{B}(\mathbb{R})$-measurable maps $\psi_k : V \mapsto [0, \infty], k \in \mathbb{N}$ and $Z$ is a $V$-valued random element defined on some complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Assume that the following holds

\begin{equation}
\mathbb{E}\{[\psi_1(Z)]^\alpha\} \in (0, \infty), \quad \mathbb{E}\{[\psi_k(Z)]^\alpha\} \in [0, \infty), \quad \forall k \in \mathbb{N}, \quad \mathbb{P}\left\{\sup_{k \in \mathbb{N}} \psi_k(Z) > 0\right\} = 1.
\end{equation}

Hence we can find positive $w_i$'s such that for $\psi(v) = \max_{k \in \mathbb{N}} \psi_k(w_k(v)), v \in V$ we have

$$
\mathbb{E}\{[\psi(Z)]^\alpha\} \in (0, \infty),
$$

which is possible by (B.5). Set $F = \{v \in V : \max_{k \in \mathbb{N}} \psi_k(v) \in \{0, \infty\}\}$ and let $\nu = \nu_Z$ as specified in (B.1). By this choice and (B.5)

$$
\mathbb{P}\{\psi(Z) \in (0, \infty)\} = 1, \quad \nu_Z(F) = 0.
$$

In view of Proposition B.1, Item (i) the measure $\nu_Z$ satisfies (B.2) and is $\sigma$-finite.

\item Under the assumptions of Proposition B.1, Item (ii) if $V$ is a Polish space with $\mathcal{Y}$ its Borel $\sigma$-field, then since $V_*$ is by definition closed, it is also Polish. Hence by [50][Lem p. 1276] the random element $Z$ with law $\sigma$ can be defined on any given non-atomic complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$.
\end{enumerate}

Example B.3. Consider the space $D^*$ as in Example 3.5 and set $\psi_1(f) = \|f(t_i)\|, t_i \in \mathbb{D}$ for some countable dense set $\mathbb{D}$ of $T$. If $Z$ is a $D^*$-valued random element that satisfies $\mathbb{P}\{\sup_{t \in T} \|Z(t)\| > 0\} = 1$ and $\mathbb{E}\{\|Z(t)\|^\alpha\} \in (0, \infty)$, then (B.5) holds taking $\psi_j(f) = \|f(j)\|, j \in \mathbb{D}, f \in D^*$. For this case Item E2) is satisfied since this mapping is continuous, see [14]. Hence by Remark B.2, Item (i) $\nu_Z$ satisfies (B.2), (B.3) and is $\sigma$-finite. Moreover

$$
\nu_Z\{\{f \in D^* : \sup_{t \in \mathbb{D}} \|f(t)\| = 0\}\} = 0
$$

and if further the 1-homogeneous continuous function $\|\cdot\|$ satisfies $\|x\| = 0$ iff $x = 0$ for all $x \in \mathbb{R}^l$, then $F = \{0\}$, with 0 the zero function implying $\nu_Z(\{0\}) = 0$.
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