Exponential stability in the Lagrange sense for Clifford-valued recurrent neural networks with time delays
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Abstract
This paper considers the Clifford-valued recurrent neural network (RNN) models, as an augmentation of real-valued, complex-valued, and quaternion-valued neural network models, and investigates their global exponential stability in the Lagrange sense. In order to address the issue of non-commutative multiplication with respect to Clifford numbers, we divide the original n-dimensional Clifford-valued RNN model into $2^n$ real-valued models. On the basis of Lyapunov stability theory and some analytical techniques, several sufficient conditions are obtained for the considered Clifford-valued RNN models to achieve global exponential stability according to the Lagrange sense. Two examples are presented to illustrate the applicability of the main results, along with a discussion on the implications.
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1 Introduction
Recurrent neural network (RNN) models have been successfully employed for solving problems of optimization, control, associative memory, and signal and image processing. Recently, the dynamic analysis of RNN models has attracted deep interest from various researchers, and many scientific papers with respect to the stability theory of RNNs have been published [1–6]. Due to the limited speed of signal propagation, time delays (either constant or time-varying) are often encountered in neural network (NN) models employed for solving real-world applications. Time delays are the main source of various dynamics such as chaos, divergence, poor functionality, and instability [4–9]. Therefore, studies on NN dynamics that incorporate either constant or time-varying delays are necessary. On the other hand, complex-valued and quaternion-valued NN models are important in light of their potential applications in many fields including color night vision, radar imaging, polarized signal classification, 3D wind forecasting, and others [9–13]. Recently, many important results have been published concerning different dynamics of the complex-valued and quaternion-valued NN models [14–20]. Particularly, stability analysis [14, 18–20], synchronization analysis [15], stabilizability and instabilizability analysis [16], controllability and observability [21], optimization [22, 23], and so on.
Clifford algebra provides a powerful theory for solving problems in geometry problems. In addition, Clifford algebra has been applied to numerous areas of science and engineering such as neural computation, computer and robot vision, and control problems [24–28]. In dealing with high-dimensional data and spatial geometric transformation, Clifford-valued NN models are superior to real-valued, complex-valued, and quaternion-valued NN models [26–29]. Recently, theoretical and applied studies on Clifford-valued NN models have become a new research subject. However, the dynamic properties of Clifford-valued NN models are usually more complex than those of real-valued, complex-valued and quaternion-valued NN models. Due to the issue of non-commutativity of multiplication with respect to Clifford numbers, studies on Clifford-valued NN dynamics are still limited [30–39].

By using the linear matrix inequality approach, the authors in [30] derived the global exponential stability criteria for delayed Clifford recurrent NN models. For Clifford-valued NN models with time delays, their global asymptotic stability problems were investigated in [31] by a decomposition method. Using a direct approach, the presence and global exponential stability conditions pertaining to almost periodic solutions were extracted for Clifford-valued neutral high-order Hopfield NN models with leakage delays in [34]. Using the Banach fixed point theorem and the Lyapunov functional, the global asymptotic almost periodic synchronization problems for the Clifford-valued NN cellular models were examined in [35]. The weighted pseudo-almost automorphic solutions for neutral type fuzzy cellular Clifford NN models were discussed in [37]. In [39], the authors explored the presence of an anti-periodic solution to the problem of Clifford-valued inertial Cohen-Grossberg NN models by using suitable Lyapunov functional. Recently, the effects of neutral delay and discrete delays have been considered in a class of Clifford-valued NNs [40], and the associated existence, uniqueness and global stability criteria have been obtained.

It is worth noting that many previous NNs studies focus mostly on the global stability in the Lyapunov sense. In many real physical systems, however, the equilibrium point may not exist. Besides, computationally restrictive and multi-stability dynamics have been found to be necessary for dealing with critical neural computation in applications [41, 42]. As an example, when employing NN models for associative memory or pattern recognition, multiple equilibrium points are often required. In these cases, NN models are no longer globally stable in the Lyapunov sense. In dealing with multi-stable models, more realistic concepts of stability are necessary [43–46]. It should be noticed that in Lyapunov stability of NN models, the existence and uniqueness of the equilibrium points are required. In contrast, the Lagrange stability, which is concerned with stability of the total model, does not require the information of equilibrium points. Therefore, the Lagrange stability or the attractive sets of NN models is useful, and many studies have been published [45–48].

Motivated by the above discussions, we investigate the exponential stability in the Lagrange sense for Clifford-valued RNNs with time delays in this paper. To the best of our knowledge, there is no result on the topic of Lagrange stability of Clifford-valued NNs. Undoubtedly, this interesting topic is still an open challenge. Therefore, our main objective of this paper is to derive new sufficient conditions to ensure the Lagrange exponential stability for Clifford-valued RNNs. The main contributions of this work are as follows: (1) This is the first paper to study such a problem for global exponential stability
of Clifford-valued RNN models in the Lagrange sense, which encompasses real-valued, complex-valued, and quaternion-valued NN models as special cases. (2) By using the Lyapunov functional and some analytical methods, new sufficient conditions for ascertaining the exponential stability of the considered Clifford-valued RNN models in the Lagrange sense are derived. This is achieved by decomposing the \( n \)-dimensional Clifford-valued RNN model into \( 2^n n \)-dimensional real-valued RNN models. (3) The results obtained can be used for the study of monostable, multi-stable, and other complex NN models. In addition, the obtained results are new and different compared with those in the existing literature. The usefulness of the obtained results is validated with two numerical examples.

We organize this paper as follows. The proposed Clifford-valued RNN model is formally defined in Sect. 2. Then the new global Lagrange exponential stability criterion is presented in Sect. 3, while two numerical examples are given in Sect. 4. The conclusions of the results are given in Sect. 5.

2 Mathematical fundamentals and problem formulation

2.1 Notations

\( A \) is defined as the Clifford algebra and has \( m \) generators over the real number \( \mathbb{R} \). Let \( \mathbb{R}^n \) and \( \mathbb{A}^n \) be an \( n \)-dimensional real vector space and an \( n \)-dimensional real Clifford vector space, respectively; while \( \mathbb{R}^{n \times n} \) and \( \mathbb{A}^{n \times n} \) denote the set of all \( n \times n \) real matrices and the set of all \( n \times n \) real Clifford matrices, respectively. We define the norm of \( \mathbb{R}^n \) as \( \| r \| = \sum_{i=1}^{n} |r_i| \), and for \( A = (a_{ij})_{n \times n} \in \mathbb{A}^{n \times n} \), denote \( \| A \| = \max_{1 \leq i \leq n} \{ \sum_{j=1}^{n} |a_{ij}| \} \). While \( r = \sum r^A e^A \in \mathbb{A} \), denote \( |r|_A = \sum |r^A| \), and for \( A = (a_{ij})_{n \times n} \in \mathbb{A}^{n \times n} \), denote \( \| A \|_A = \max_{1 \leq i \leq n} \{ \sum_{j=1}^{n} |a_{ij}|_A \} \). Super-scripts \( T \) and \( * \), respectively, denote the matrix transposition and matrix involution transposition. For any matrix, \( \mathcal{P} > 0 \) \((< 0)\) denotes a positive (negative) definite matrix. Let \( \mathcal{F} \subset \mathcal{F}^+ \) be the set of all nonnegative continuous functionals \( \mathcal{L} : \mathcal{C} \to [0, \infty) \). For \( \varphi \in \mathcal{C}([-\tau,0], \mathbb{A}^n) \), \( \| \varphi \|_r \leq \sup_{-\tau \leq s \leq 0} \| \varphi(t+s) \| \).

2.2 Clifford algebra

The Clifford real algebra over \( \mathbb{R}^m \) is defined as

\[
\mathbb{A} = \left\{ \sum_{A \subseteq \{1,2,\ldots,m\}} a^A e_A : a^A \in \mathbb{R} \right\},
\]

where \( e_A = e_{l_1}e_{l_2}\cdots e_{l_v} \) with \( A = \{l_1,l_2,\ldots,l_v\} \), \( 1 \leq l_1 < l_2 < \cdots < l_v \leq m \).

Moreover, \( e_0 = e_0 = 1 \) and \( e_l = e_{l|l|} \), \( l = 1,2,\ldots,m \), are denoted as the Clifford generators, and they fulfill the following relations:

\[
\begin{align*}
e_{ij}e_i + e_i e_j &= 0, \quad i \neq j, i,j = 1,2,\ldots,m, \\
e_i^2 &= -1, \quad i = 1,2,\ldots,m, \\
e_0^2 &= 1.
\end{align*}
\]

For simplicity, when an element is the product of multiple Clifford generators, its subscripts are incorporated together, e.g., \( e_4 e_5 e_6 e_7 = e_{4567} \).
Let $\mathcal{A} = \{\emptyset, 1, 2, \ldots, A, \ldots, 12 \ldots m\}$, and we have

$$\mathcal{A} = \left\{ \sum_A a^i e_A, a^i \in \mathbb{R} \right\},$$

where $\sum_A$ denotes $\sum_{A \in \mathcal{A}}$ and $\mathcal{A}$ is isomorphic to $\mathbb{R}^2 m$.

For any Clifford number $r = \sum_A r^A e_A$, the involution of $r$ is defined by

$$\tilde{r} = \sum_A r^A \tilde{e}_A,$$

where $\tilde{e}_A = (-1)^{\sigma[A]} e_A$, and

$$\sigma[A] = \begin{cases} 0, & \text{if } A = \emptyset, \\ v, & \text{if } A = l_1 l_2 \ldots l_v. \end{cases}$$

From the definition, we can directly deduce that $e_A \tilde{e}_A = \hat{e}_A e_A = 1$. For a Clifford-valued function $r = \sum_A r^A e_A : \mathbb{R} \rightarrow \mathcal{A}$, where $r^A : \mathbb{R} \rightarrow \mathbb{R}$, $A \in \mathcal{A}$, its derivative is represented by

$$\frac{dr(t)}{dt} = \sum_A \frac{dr^A(t)}{dt} e_A.$$

Since $e_B \tilde{e}_A = (-1)^{\sigma[B]} e_B e_A$, we can write $e_B \tilde{e}_A = e_C$ or $e_B \tilde{e}_A = -e_C$, where $e_C$ is a basis of Clifford algebra $\mathcal{A}$. As an example, $e_{l_1 l_2} \tilde{e}_{l_2} = -e_{l_1 l_2} e_{l_2} = -e_{l_1} e_{l_2} e_{l_3} = -e_{l_1} (-1) e_{l_3} = e_{l_1} e_{l_3} = e_{l_1 l_3}$. Therefore, it is possible to identify a unique corresponding basis $e_C$ for a given $e_B \tilde{e}_A$. Define

$$\sigma[B \tilde{A}] = \begin{cases} 0, & \text{if } e_B \tilde{e}_A = e_C, \\ 1, & \text{if } e_B \tilde{e}_A = -e_C, \end{cases}$$

and then, $e_B \tilde{e}_A = (-1)^{\sigma[B \tilde{A}]} e_C$.

Moreover, for $\mathcal{G} = \sum_C \mathcal{G} e_C \in \mathcal{A}$, we define $\mathcal{G}^{B \tilde{A}} = (-1)^{\sigma[B \tilde{A}]} \mathcal{G}^C$ for $e_B \tilde{e}_A = (-1)^{\sigma[B \tilde{A}]} e_C$. Therefore

$$\mathcal{G}^{B \tilde{A}} e_B \tilde{e}_A = (\mathcal{G}^{B \tilde{A}} (-1)^{\sigma[B \tilde{A}]} e_C = (-1)^{\sigma[B \tilde{A}]} \mathcal{G}^C (-1)^{\sigma[B \tilde{A}]} e_C = \mathcal{G}^C e_C.$$

### 2.3 Problem definition

The following Clifford-valued RNN model with discrete time-varying delays is considered:

$$\begin{align*}
\dot{r}_i(t) &= -d_i r_i(t) + \sum_{j=1}^n a_{ij} h_j(r_j(t)) + \sum_{s=t-\tau_i}^{t} b_{ij} h_j(r_j(t-s)) + u_i, \quad t \geq 0, \\
r_i(s) &= \phi_i(s), \quad s \in [-\tau, 0],
\end{align*}$$

where $i, j = 1, 2, \ldots, n$, and $n$ corresponds to the number of neurons; $r_i(t) \in \mathcal{A}$ represents the state vector of the $i$th unit; $d_i \in \mathbb{R}^+$ indicates the rate with which the $i$th unit will reset its potential to the resting state in isolation when it is disconnected from the network and external inputs; $a_{ij}, b_{ij} \in \mathcal{A}$ indicate the strengths of connection weights without and with time-varying delays between cells $i$ and $j$, respectively; $u_i \in \mathcal{A}$ is an external input on the $i$th unit; $h_j(\cdot) : \mathcal{A}^n \rightarrow \mathcal{A}^n$ is the activation function of signal transmission; $\tau_i(t)$ corresponds
to the transmission delay which satisfies \( 0 \leq \tau_j(t) \leq \tau \), where \( \tau \) is a positive constant and \( \tau = \max_{1 \leq j \leq n} \{\tau_j(t)\} \). Furthermore, \( \varphi_i \in C([-\tau, 0], \mathbb{A}^n) \) is the initial condition for NN model \((1)\).

For convenience of discussion, we rewrite \((1)\) in the vector form

\[
\begin{cases}
\dot{x}(t) = -Dx(t) + Ax(x(t)) + Bh(x(t) - \tau(t)) + U, & t \geq 0, t \neq t_k, \\
x(s) = \varphi(s), & s \in [-\tau, 0],
\end{cases}
\]

where \( x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \in \mathbb{A}^n \); \( D = \text{diag}[d_1, d_2, \ldots, d_n] \in \mathbb{R}^n \) with \( d_i > 0 \), \( i = 1, 2, \ldots, n \); and \( A = (a_{ij})_{n \times n} \in \mathbb{A}^{n \times n}; B = (b_{ij})_{n \times n} \in \mathbb{A}^{n \times n}; U = (u_1, u_2, \ldots, u_n)^T \in \mathbb{A}^n \); \( h(x(t)) = (h_1(x_1(t)), h_2(x_2(t)), \ldots, h_n(x_n(t)))^T \in \mathbb{A}^n \); \( h(x(t) - \tau(t)) = (h_1(x_1(t - \tau(t))), h_2(x_2(t - \tau(t))), \ldots, h_n(x_n(t - \tau(t))))^T \in \mathbb{A}^n \).

\((A1)\) Function \( h_j(\cdot) \) fulfills the Lipschitz continuity condition with respect to the \( n \)-dimensional Clifford vector. For each \( j = 1, 2, \ldots, n \), there exists a positive constant \( k_j \) such that, for any \( x, y \in \mathbb{A} \),

\[
|h_j(x) - h_j(y)|_\mathbb{A} \leq k_j|x - y|_\mathbb{A}, \quad j = 1, 2, \ldots, n,
\]

where \( k_j (j = 1, 2, \ldots, n) \) is known as the Lipschitz constant and \( h_j(0) = 0 \). In addition, there exists a positive constant \( k_j \) such that \( |h(x)|_\mathbb{A} \leq k_j \) for any \( x \in \mathbb{A} \).

According to Assumption \((A1)\), it is clear that

\[
(h(x) - h(y))^A (h(x) - h(y)) \leq (x - y)^A \mathcal{K}^T \mathcal{K}(x - y),
\]

where \( \mathcal{K} = \text{diag}[k_1, k_2, \ldots, k_n] \).

**Remark 2.1** There exists a constant \( k_j > 0 \) \((j = 1, 2, \ldots, n)\) such that \( \forall x = (x_1, x_2, \ldots, x_{2^m})^T \in \mathbb{R}^{2^m} \) and \( \forall y = (y_1, y_2, \ldots, y_{2^m})^T \in \mathbb{R}^{2^m} \)

\[
|h_j^A(x) - h_j^A(y)| \leq k_j \sum_{\ell=1}^{2^m} |x_\ell - y_\ell|, \quad A \in \mathbb{A}, j = 1, 2, \ldots, n.
\]

**Remark 2.2** The proposed system model in this paper is more general than the system model proposed in previous works \([4, 6, 19]\). For example, when we consider \( m = 0 \) in NN model \((3)\), then the model can be reduced to the real-valued NN model proposed in \([4]\).

If we take \( m = 1 \) in NN model \((3)\), then the model can be reduced to the complex-valued NN model proposed in \([6]\). If we choose \( m = 2 \) in NN model \((3)\), then the model can be reduced to the quaternion-valued NN model proposed in \([19]\).

### 3 Main results

In order to overcome the issue of non-commutativity of multiplication of Clifford numbers, we transform the original Clifford-valued model \((3)\) into multidimensional real-valued model. This can be achieved with the help of \( e_A \bar{e}_A = \bar{e}_A e_A = 1 \) and \( e_B \bar{e}_A e_A = e_B \). Given any \( \mathcal{G} \in \mathbb{A} \), unique \( \mathcal{G}^C \) that is able to satisfy \( \mathcal{G}^C e_C h^C e_A = (-1)^{|B|A} \mathcal{G}^C h^C e_B = \mathcal{G}^B A h^A e_B \) can
be identified. By decomposing (3) into $\dot{r} = \sum_{A} r^A e_A$, we have

$$
\begin{align*}
\dot{r}^A(t) &= -D r^A(t) + \sum_{B} A^{A,B} h^B(r(t)) + \sum_{B} B^{A,B} h^B(r(t - \tau(t))) + U^A, \quad t \geq 0, \\
\dot{r}^A(s) &= \psi^A(s), \quad s \in [-\tau, 0], A, B \in \Lambda,
\end{align*}
$$

(6)

where

$$
\begin{align*}
\dot{r}(t) &= \sum_{A} r^A(t)e_A, \\
U &= \sum_{A} U^A e_A, \\
H^B(r(t)) &= (h^B_{C_1}(t), h^B_{C_2}(t), \ldots, h^B_{C_m}(t), h^B_{D_1}(t), h^B_{D_2}(t), \ldots, h^B_{D_m}(t)), \\
& \quad \ldots, h^B_{n}(r^{C_1}(t), r^{C_2}(t), \ldots, r^{C_m}(t)))^T, \\
H^B(r(t - \tau(t))) &= (h^B_{C_1}(t - \tau(t)), h^B_{C_2}(t - \tau(t)), \ldots, h^B_{C_m}(t - \tau(t))), \\
& \quad \ldots, h^B_{n}(r^{C_1}(t - \tau(t)), r^{C_2}(t - \tau(t)), \ldots, r^{C_m}(t - \tau(t)))^T, \\
A &= \sum_{C \in \Lambda} A^C e_C, \quad A^{A,B} = (-1)^{\sigma(A,B)} A^C, \\
B &= \sum_{C \in \Lambda} B^C e_C, \quad B^{A,B} = (-1)^{\sigma(A,B)} B^C, \\
A^{A,B} &= (a_{ij}^{A,B})_{n \times n}, \quad B^{A,B} = (b_{ij}^{A,B})_{n \times n}, \\
e_A e_B &= (-1)^{\tau(A,B)} e_C.
\end{align*}
$$

Corresponding to the basis of Clifford algebra, the Clifford-valued NN model can be reformulated into novel real-valued ones. Define

$$
\begin{align*}
\tilde{r}(t) &= ((r^0(t))^T, (r^1(t))^T, \ldots, (r^{12-m}(t))^T)^T \in \mathbb{R}^{2m_n}, \\
\tilde{h}(r(t)) &= ((h^0(r(t))^T, (h^1(r(t))^T, \ldots, (h^{12-m}(r(t))^T)^T \in \mathbb{R}^{2m_n}, \\
\tilde{h}(r(t - \tau(t))) &= ((h^0(r(t - \tau(t)))^T, (h^1(r(t - \tau(t)))^T, \ldots, (h^{12-m}(r(t - \tau(t)))^T)^T, \\
& \quad \ldots, \quad (h^{12-m}(r(t - \tau(t)))^T)^T \in \mathbb{R}^{2m_n}, \\
\tilde{U} &= ((U^0)^T, (U^1)^T, \ldots, (U^{12-m})^T)^T \in \mathbb{R}^{2m_n},
\end{align*}
$$

$$
\tilde{D} = \begin{pmatrix}
D & 0 & \ldots & 0 \\
0 & D & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & D
\end{pmatrix}_{2m_n \times 2m_n},
$$

$$
\tilde{A} = \begin{pmatrix}
A^0 & A^1 & \ldots & A^{12-m} \\
A^1 & A^1 & \ldots & A^{12-m} \\
\vdots & \vdots & \ddots & \vdots \\
A^{12-m} & A^{12-m} & \ldots & A^{12-m}
\end{pmatrix}_{2m_n \times 2m_n},
$$

(7)
\[
\hat{\mathcal{B}} = \begin{pmatrix}
\mathcal{B}_0 & \mathcal{B}_1^T & \ldots & \mathcal{B}_A^T & \ldots & \mathcal{B}_{12m}^T \\
\mathcal{B}_1 & \mathcal{B}_2^T & \ldots & \mathcal{B}_1^T & \ldots & \mathcal{B}_{12m}^T \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\mathcal{B}_{12m} & \mathcal{B}_{12m+1}^T & \ldots & \mathcal{B}_{12m}^T & \ldots & \mathcal{B}_{12m+12m}^T
\end{pmatrix}_{2m_n \times 2m_n},
\]

and then (6) can be written as

\[
\dot{\tilde{r}}(t) = -\tilde{\mathcal{D}}\tilde{r}(t) + \tilde{\mathcal{A}}\tilde{h}(\tilde{r}(t)) + \tilde{\mathcal{B}}\tilde{h}(\tilde{r}(t - \tau(t))) + \tilde{\mathcal{U}}, \quad t \geq 0,
\]

with the initial value

\[
\tilde{r}(s) = \tilde{\phi}(s), \quad s \in [-\tau, 0],
\]

where \(\tilde{\phi}(s) = ((\phi_0(s))^T, (\phi_1(s))^T, \ldots, (\phi_A(s))^T, \ldots, (\phi_{12m}(s))^T)^T \in \mathbb{R}^{2m_n}\).

In addition, notice that (4) can be expressed as the following inequality:

\[
(\tilde{h}(\tilde{r}_1) - \tilde{h}(\tilde{r}_2))^T (\tilde{h}(\tilde{r}_1) - \tilde{h}(\tilde{r}_2)) \leq (\tilde{r}_1 - \tilde{r}_2)^T \tilde{\mathcal{K}}^T \tilde{\mathcal{K}}(\tilde{r}_1 - \tilde{r}_2),
\]

where

\[
\tilde{\mathcal{K}} = \begin{pmatrix}
\mathcal{K}^T \mathcal{K} & 0 & \ldots & 0 \\
0 & \mathcal{K}^T \mathcal{K} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathcal{K}^T \mathcal{K}
\end{pmatrix}_{2m_n \times 2m_n}
\]

**Definition 3.1** ([47]) NN model (7) is said to be uniformly stable in the Lagrange sense if, for any \(\beta > 0\), there exists a constant \(\mathcal{L} = \mathcal{L}(\beta) > 0\) such that \(\|\dot{\tilde{r}}(t, \tilde{\phi})\| < \mathcal{L}\) for any \(\tilde{\phi} \in \tilde{C}_\beta = \{\tilde{\phi} \in \tilde{C}([-\tau, 0], \mathbb{R}^{2m_n}) | \|\tilde{\phi}\| \leq \beta\}\) and \(t \geq 0\).

**Definition 3.2** ([47]) Given a radially unbounded and positive definite function \(\mathcal{V}(\cdot)\), a nonnegative continuous function \(\mathcal{L}(\cdot)\), and two constants \(\rho > 0\) and \(\upsilon > 0\) such that, for any solution \(\tilde{r}(t)\) of NN model (7), \(\mathcal{V}(t) > \rho\) implies

\[
\mathcal{V}(t) - \rho \leq \mathcal{L}(\tilde{\phi})e^{\upsilon t}
\]

for any \(t \geq 0\) and \(\tilde{\phi} \in \tilde{C}_\beta\). Then NN (7) is said to be globally exponentially attractive (GEA) with respect to \(\mathcal{V}(t)\), and the compact set \(\Omega = \{\tilde{r}(t) \in \mathbb{R}^{2m_n} | \mathcal{V}(t) \leq \rho\}\) is said to be a GEA set of NN model (7).

**Definition 3.3** ([47]) NN model (7) is globally exponentially stable in the Lagrange sense if it is both uniformly stable in the Lagrange sense and is globally exponentially attractive. If there is a need to emphasize the Lyapunov-like function, NN model (7) becomes globally exponentially stable in the Lagrange sense with respect to \(\mathcal{V}\).

**Lemma 3.4** ([47]) For positive definite matrix \(\mathcal{P} \in \mathbb{R}^{2m_n \times 2m_n}\), positive real constant \(\epsilon\), and \(x, y \in \mathbb{R}^{2m_n}\), it holds that \(x^T y + y^T x \leq \epsilon x^T \mathcal{P} x + \epsilon^{-1} y^T \mathcal{P} y\).
Lemma 3.5 ([47]) Given $\mathbf{S} = (S_{11}, S_{12}) \in \mathbb{R}^{2m \times n}$ with $S_{11}^T = S_{11}$, $S_{22}^T = S_{22}$, $S_{12}^T = S_{21}$, this is equivalent to one of the following conditions: (i) $S_{22} < 0$, $S_{11} - S_{12}S_{21}^T S_{12} < 0$, (ii) $S_{11} < 0$, $S_{22} - S_{12}^T S_{11} S_{12} < 0$.

Lemma 3.6 ([47]) Suppose that there exists $\varsigma_1 > \varsigma_2 > 0$, $\tilde{r}(t)$ which satisfies $D^+ \tilde{r}(t) \leq -\varsigma_1 \tilde{r}(t) + \varsigma_2 \tilde{r}(t)$, a nonnegative continuous quantity function for all $t \in [t_0 - \tau, t_0]$, then $\tilde{r}(t) \leq \tilde{r}(t_0) e^{-\lambda(t-t_0)}$ holds for any $t \geq t_0$, where $\tilde{r}(t) = \sup_{t_0 - \tau \leq s \leq t} \tilde{r}(s)$, $\tau \geq 0$, and $\lambda$ is the unique positive root of $\lambda = \varsigma_1 - \varsigma_2 e^{\tau}$. 

Lemma 3.7 ([47]) Given matrices $\mathbf{E} \in \mathbb{R}^{2m \times 2m}$, $\mathbf{F} \in \mathbb{R}^{2m \times 2m}$, $\mathbf{G} \in \mathbb{R}^{2m \times 2m}$, $\mathbf{H} \in \mathbb{R}^{2m \times 2m}$, and appropriate reversible matrices $\mathbf{X}, \mathbf{Y}$, then

$$
\begin{pmatrix}
\mathbf{E} \\
\mathbf{F}
\end{pmatrix}
\mathbf{X}^{-1}
\begin{pmatrix}
\mathbf{E} \\
\mathbf{F}
\end{pmatrix}^T
+ 
\begin{pmatrix}
\mathbf{G} \\
\mathbf{H}
\end{pmatrix}
\mathbf{Y}^{-1}
\begin{pmatrix}
\mathbf{G} \\
\mathbf{H}
\end{pmatrix}^T
= 
\begin{pmatrix}
\mathbf{E} & \mathbf{G} \\
\mathbf{F} & \mathbf{H}
\end{pmatrix}
\begin{pmatrix}
\mathbf{X}^{-1} & 0 \\
0 & \mathbf{Y}^{-1}
\end{pmatrix}
\begin{pmatrix}
\mathbf{E} & \mathbf{G} \\
\mathbf{F} & \mathbf{H}
\end{pmatrix}^T
$$

Lemma 3.8 ([48]) Given positive constants $\beta$ and $\gamma$ and suppose $\mathcal{V}(t) \in C([0, +\infty), \mathbb{R})$, in which

$$D^+ \mathcal{V}(t) \leq -\beta \mathcal{V}(t) + \gamma, \quad t \geq 0,$$

then

$$\mathcal{V}(t) - \frac{\gamma}{\beta} \leq \left( \mathcal{V}(0) - \frac{\gamma}{\beta} \right) e^{-\beta t}, \quad t \geq 0.$$ 

If $\mathcal{V}(t) \geq \frac{\gamma}{\beta}, \ t \geq 0$, then $\mathcal{V}(t)$ exponentially approaches $\frac{\gamma}{\beta}$ as $t$ increases.

3.1 Exponential stability

Theorem 3.9 Under Assumption (A1), if there exist positive definite matrices $\mathbf{P}, \mathbf{R}, \mathbf{S} \in \mathbb{R}^{2m \times 2m}$, positive diagonal matrices $\mathbf{C}, \mathbf{Q} \in \mathbb{R}^{2m \times 2m}$ such that the following LMI hold:

$$
\begin{pmatrix}
\mathbf{E} & \mathbf{P} \tilde{\mathbf{A}} - \mathbf{D} \mathbf{C} & \mathbf{P} \tilde{\mathbf{B}} & \mathbf{P} \\
\tilde{\mathbf{A}}^T \mathbf{P} - \mathbf{C}^T \tilde{\mathbf{D}} & \mathbf{C} \mathbf{A} + \tilde{\mathbf{A}}^T \mathbf{C} - \mathbf{Q} & \mathbf{C} \tilde{\mathbf{B}} & \mathbf{C} \\
\mathbf{B}^T \mathbf{P} & \mathbf{B}^T \mathbf{C} & -\mathbf{R} & 0 \\
\mathbf{P} & \mathbf{C}^T & 0 & -\mathbf{S}
\end{pmatrix} < 0,
$$

$$
\mathbf{K} \mathbf{R} \mathbf{K} \leq \mathbf{P},
$$

where $\mathbf{E} = \mathbf{P} + C \mathbf{K} - \mathbf{P} \mathbf{D} - \mathbf{D}^T \mathbf{P} + \mathbf{K} \mathbf{Q} \mathbf{K}$, then NN model (7) is globally exponentially stable in the Lagrange sense. Moreover, the set

$$
\Omega = \left\{ \tilde{r} \in \mathbb{R}^{2m} \mid \tilde{r}^T(t) \mathbf{P} \tilde{r}(t) \leq \frac{\tilde{U}^T \mathbf{S} \tilde{U}}{\epsilon} \right\}
$$

is a globally exponentially attractive set of NN model (7), where $\epsilon$ is a proper positive constant.
Proof Consider the following Lyapunov function which is positive definite and radially unbounded

\[
V(t) = \tilde{r}^T(t)P\tilde{r}(t) + 2\sum_{i=1}^{n} c_i \int_{0}^{\tilde{r}(t)} \tilde{h}(s) \, ds.
\] (13)

Then, the Dini derivative \(D^+ V(t)\) can be computed along the solutions of NN model (7), we get

\[
D^+ V(t) = 2\tilde{r}^T(t)P\dot{\tilde{r}}(t) + 2\tilde{h}^T(t)\dot{\tilde{h}}(t) + \dot{\tilde{u}}^T(t)\tilde{u}(t)
\]

\[
= 2\tilde{r}^T(t)P(-\tilde{D}\tilde{r}(t) + \tilde{A}\tilde{h}(t)) + \tilde{B}\tilde{h}(t)\tilde{r}(t) + \tilde{h}^T(t)\dot{\tilde{h}}(t)
\]

\[
= 2\tilde{r}^T(t)P + \tilde{h}^T(t)\tilde{C}\tilde{h}(t) + \tilde{h}^T(t)\tilde{C}\tilde{h}(t) + 2(\tilde{r}^T(t)P\tilde{B} + \tilde{h}^T(t)\tilde{C}\tilde{h}(t))\tilde{u}(t).
\] (14)

There exists a positive diagonal matrix \(Q\), and through Assumption (A1) we have

\[
2(\tilde{r}^T(t)P + \tilde{h}^T(t)\tilde{C}\tilde{h}(t))(\tilde{D}\tilde{r}(t) + \tilde{A}\tilde{h}(t))
\]

\[
\leq -2\tilde{r}^T(t)(P\tilde{B})\tilde{r}(t) + 2\tilde{r}^T(t)(P\tilde{A} - \tilde{D}\tilde{C})\tilde{h}(t)
\]

\[
+ 2\tilde{h}^T(t)(\tilde{C}\tilde{A}\tilde{h}(t)) + \tilde{r}^T(t)\tilde{K}Q\tilde{K}\tilde{r}(t) - \tilde{h}^T(t)\tilde{Q}\tilde{h}(t)
\]

\[
= \left(\begin{array}{c}
\tilde{r}(t) \\
\tilde{h}(t) \\
\end{array}\right)^T
\begin{pmatrix}
-P\tilde{D} - \tilde{D}^TP + \tilde{K}QK & P\tilde{A} - \tilde{D}\tilde{C} \\
\tilde{A}^TP - C^T\tilde{D} & \tilde{C}\tilde{A} + \tilde{A}\tilde{C} - \tilde{Q}
\end{pmatrix}
\left(\begin{array}{c}
\tilde{r}(t) \\
\tilde{h}(t) \\
\end{array}\right).
\] (15)

Using Assumption (A1) and Lemma 3.4, there exist positive defined matrices \(R\) and \(S\) such that the following inequalities are true:

\[
2(\tilde{r}^T(t)P\tilde{B} + \tilde{h}^T(t)\tilde{C}\tilde{B})\tilde{h}(t)(t - \tau(t))
\]

\[
\leq (\tilde{r}^T(t)P\tilde{B} + \tilde{h}^T(t)\tilde{C}\tilde{B})\tilde{h}(t)(t - \tau(t))^{T}
\]

\[
+ \tilde{h}^T(t)\tilde{h}(t)(t - \tau(t))^{T}R\tilde{r}(t)(t - \tau(t))
\]

\[
\leq \left(\begin{array}{c}
\tilde{r}(t) \\
\tilde{h}(t) \\
\end{array}\right)^T
\begin{pmatrix}
P\tilde{B} & \tilde{C}\tilde{B}
\end{pmatrix}R^{-1}
\begin{pmatrix}
P\tilde{B} & \tilde{C}\tilde{B}
\end{pmatrix}^{T}
\left(\begin{array}{c}
\tilde{r}(t) \\
\tilde{h}(t) \\
\end{array}\right)
\]

\[
+ \tilde{r}^T(t)(t - \tau(t))(I - \tilde{K}\tilde{K})\tilde{r}(t)(t - \tau(t)),
\] (16)

and

\[
2(\tilde{r}^T(t)P + \tilde{h}^T(t)\tilde{C})\tilde{u}
\]

\[
\leq (\tilde{r}^T(t)P + \tilde{h}^T(t)\tilde{C})S^{-1}(\tilde{r}^T(t)P + \tilde{h}^T(t)\tilde{C})^{T} + \tilde{u}^{T}S\tilde{u}
\]

\[
\leq \left(\begin{array}{c}
\tilde{r}(t) \\
\tilde{h}(t) \\
\end{array}\right)^T
S^{-1}
\left(\begin{array}{c}
P \\
C
\end{array}\right)^{T}
\left(\begin{array}{c}
\tilde{r}(t) \\
\tilde{h}(t) \\
\end{array}\right) + \tilde{u}^{T}S\tilde{u}.
\] (17)
Through Lemma 3.7 and (14)–(17), we have

\[
D^+ V(t) \leq \left( \frac{\tilde{r}(t)}{\tilde{h}(\tilde{r}(t))} \right)^T \begin{pmatrix} -\mathcal{P} \hat{D} - \hat{D}^T \mathcal{P} + \tilde{K} \tilde{Q} \tilde{K} & \mathcal{P} \tilde{A} - \hat{D} \mathcal{C} \\ \hat{A}^T \mathcal{P} - \hat{C}^T \hat{D} & \tilde{C} \mathcal{A} + \hat{A}^T \mathcal{C} - \mathcal{Q} \end{pmatrix} \times \left( \frac{\tilde{r}(t)}{\tilde{h}(\tilde{r}(t))} \right) + \tilde{r}^T(t - \tau(t)) \tilde{K} \tilde{R} \tilde{K} r(t - \tau(t)) + \left( \frac{\tilde{r}(t)}{\tilde{h}(\tilde{r}(t))} \right)^T \mathcal{P} \mathcal{S}^{-1} \mathcal{P} c^T \tilde{u} \tilde{S} \tilde{u},
\]

where

\[
\Theta_1 = \begin{pmatrix} -\mathcal{P} \hat{D} - \hat{D}^T \mathcal{P} + \tilde{K} \tilde{Q} \tilde{K} & \mathcal{P} \tilde{A} - \hat{D} \mathcal{C} \\ \hat{A}^T \mathcal{P} - \hat{C}^T \hat{D} & \tilde{C} \mathcal{A} + \hat{A}^T \mathcal{C} - \mathcal{Q} \end{pmatrix}
\]

and

\[
\Theta_2 = \begin{pmatrix} \mathcal{P} \tilde{B} & \mathcal{P} \\ \tilde{C} \mathcal{B} & \mathcal{C} \end{pmatrix} \begin{pmatrix} \mathcal{R}^{-1} & 0 \\ 0 & \mathcal{S}^{-1} \end{pmatrix} \begin{pmatrix} \mathcal{P} \tilde{B} & \mathcal{P} \\ \tilde{C} \mathcal{B} & \mathcal{C} \end{pmatrix}^T.
\]

There exists \( \epsilon > 0 \), and from (10) we have

\[
\begin{pmatrix} \tilde{Z} & \mathcal{P} \tilde{A} - \hat{D} \mathcal{C} & \mathcal{P} \tilde{B} & \mathcal{P} \\ \hat{A}^T \mathcal{P} - \hat{C}^T \hat{D} & \tilde{C} \mathcal{A} + \hat{A}^T \mathcal{C} - \mathcal{Q} & \tilde{C} \mathcal{B} & \mathcal{C} \\ \hat{B}^T \mathcal{P} & \hat{B}^T \mathcal{C} & -\mathcal{R} & 0 \\ \mathcal{P} & \mathcal{C}^T & 0 & -\mathcal{S} \end{pmatrix} < 0,
\]

where \( \tilde{Z} = (1 + \epsilon)(\mathcal{P} + \mathcal{C} \mathcal{K}) - \mathcal{P} \hat{D} - \hat{D}^T \mathcal{P} + \tilde{K} \tilde{Q} \tilde{K}. \)

According to Lemma 3.5, we have

\[
\begin{pmatrix} (1 + \epsilon)(\mathcal{P} + \mathcal{C} \mathcal{K}) - \mathcal{P} \hat{D} - \hat{D}^T \mathcal{P} + \tilde{K} \tilde{Q} \tilde{K} & \mathcal{P} \tilde{A} - \hat{D} \mathcal{C} \\ \hat{A}^T \mathcal{P} - \hat{C}^T \hat{D} & \tilde{C} \mathcal{A} + \hat{A}^T \mathcal{C} - \mathcal{Q} \end{pmatrix} + \begin{pmatrix} \mathcal{P} \tilde{B} & \mathcal{P} \\ \tilde{C} \mathcal{B} & \mathcal{C} \end{pmatrix} \begin{pmatrix} \mathcal{R}^{-1} & 0 \\ 0 & \mathcal{S}^{-1} \end{pmatrix} \begin{pmatrix} \mathcal{P} \tilde{B} & \mathcal{P} \\ \tilde{C} \mathcal{B} & \mathcal{C} \end{pmatrix}^T < 0.
\]

This indicates that

\[
\Theta_1 + \Theta_2 < \begin{pmatrix} -(1 + \epsilon)(\mathcal{P} + \mathcal{C} \mathcal{K}) & 0 \\ 0 & 0 \end{pmatrix}.
\]
By combining (11), (18), and (20), we have

\[
\mathcal{D}^+ V(t) \leq -(1 + \epsilon)\tilde{r}^T(t)(\mathcal{P} + \mathcal{C}\mathcal{K})\tilde{r}(t) + r^T(t - \tau(t))\tilde{K}\mathcal{R}\tilde{K}r(t - \tau(t)) + \tilde{U}^T\tilde{S}\tilde{U}.
\]  

(21)

Through (A1) and (13), we have

\[
V(t) \leq \tilde{r}^T(t)(\mathcal{P} + \mathcal{C}\mathcal{K})\tilde{r}(t), \quad t \geq 0.
\]  

(22)

From (21) and (22), we have

\[
\mathcal{D}^+ V(t) \leq -(1 + \epsilon)V(t) + \tilde{V}(t) + \tilde{U}^T\tilde{S}\tilde{U}, \quad t \geq 0,
\]  

(23)

where \(\tilde{V}(t) = \sup_{t - \tau \leq s \leq t} V(s)\).

According to (23), we have

\[
\mathcal{D}^+ (V(t) - \vartheta) \leq -(1 + \epsilon)(V(t) - \vartheta) + \tilde{V}(t) - \vartheta, \quad t \geq 0,
\]  

(24)

where \(\vartheta = \frac{\tilde{U}^T\tilde{S}\tilde{U}}{\epsilon}\).

We can derive \(V(t) - \vartheta \leq (\tilde{V}(t) - \vartheta)e^{-\lambda t}\) from Lemma 3.6, where \(\lambda\) is the unique positive root of \(\lambda = (1 + \epsilon) - \epsilon e^\lambda\).

As such, NN model (7) is globally exponentially stable in the Lagrange sense, and the set

\[
\Omega = \left\{ \tilde{r} \in \mathbb{R}^{2mn} \bigg| \tilde{r}^T(t)\mathcal{P}^\dagger \tilde{r}(t) \leq \frac{\tilde{U}^T\tilde{S}\tilde{U}}{\epsilon} \right\}
\]

is a globally exponentially attractive set of NN model (7). The proof of Theorem 3.9 is completed. \(\square\)

Now we have the following Corollary 3.10.

**Corollary 3.10**  Under (A1), if there exist positive definite matrices \(\mathcal{P}, \mathcal{R}, \mathcal{S} \in \mathbb{R}^{2mn\times 2mn}\), positive diagonal matrix \(Q \in \mathbb{R}^{2mn\times 2mn}\) such that the following LMI hold:

\[
\begin{pmatrix}
\hat{\Theta} & \mathcal{P}\hat{A} & \mathcal{P}\hat{B} & \mathcal{P} \\
\hat{A}^T\mathcal{P} & -Q & 0 & 0 \\
\hat{B}^T\mathcal{P} & 0 & -\mathcal{R} & 0 \\
\mathcal{P} & 0 & 0 & -\mathcal{S}
\end{pmatrix} < 0,
\]

(25)

\[
\tilde{K}\mathcal{R}\tilde{K} \leq \mathcal{P},
\]

(26)

where \(\hat{\Theta} = \mathcal{P} - \mathcal{P}\hat{D} - \hat{D}^T\mathcal{P} + \hat{K}Q\hat{K}\). As such, NN model (7) is globally exponentially stable in the Lagrange sense. Moreover, the set

\[
\Omega = \left\{ \tilde{r} \in \mathbb{R}^{2mn} \bigg| \tilde{r}^T(t)\mathcal{P}\tilde{r}(t) \leq \frac{\tilde{U}^T\tilde{S}\tilde{U}}{\epsilon} \right\}
\]

is a globally exponentially attractive set of NN model (7).
Proof Consider the following Lyapunov function which is positive definite and radially unbounded:

\[ V(t) = \tilde{r}^T(t) \tilde{P} \tilde{r}(t). \]  

(27)

Corollary 3.10 can be proven by applying a similar approach pertaining to Theorem 3.9. So, the proof is omitted here. \( \square \)

Corollary 3.11 Suppose that the activation function \( h_i(\cdot) \) is bounded, i.e., \( |h_i(\cdot)|_A \leq k_i \), where \( k_i \) (\( i = 1, 2, \ldots, n \)) is a positive constant, then NN (6) is globally exponentially stable in the Lagrange sense. Moreover, the compact set

\[ \Omega_1 = \left\{ \tilde{r} \mid \sum_{i=1}^{n} \sum_{A} \frac{1}{2} (r_i^A(t))^2 \leq \frac{\sum_{i=1}^{n} \mathcal{N}^2_i}{2 \min_{1 \leq i \leq n}(d_i - \mu_i)} \text{, where } 0 < \mu_i < d_i \right\} \]  

(28)

is the globally exponentially attractive set of (6), where

\[ \mathcal{N}_j = \frac{1}{2} \left( \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{A} \sum_{B} (|a^A_{i,j}| + |b^A_{i,j}|) k_j + |u^A_i| \right). \]

Proof First of all, we prove that NN model (6) is uniformly stable in the Lagrange sense. Consider the following Lyapunov function which is positive definite and radially unbounded:

\[ V(t) = \frac{1}{2} \sum_{i=1}^{n} \sum_{A} (r_i^A(t))^2. \]  

(29)

Let \( 0 < \mu_i < d_i \) (\( i = 1, 2, \ldots, n \)). Then the Dini derivative \( D^+ V(t) \) can be computed along the positive half trajectory of NN model (6), and we have

\[ D^+ V(t)|_{(6)} = \sum_{i=1}^{n} \sum_{A} (r_i^A(t))(\tilde{r}_i^A(t)) \]

\[ = \sum_{i=1}^{n} \sum_{A} (r_i^A(t)) \left( -d_i (r_i^A(t)) + \sum_{j=1}^{n} \sum_{B} a^A_{i,j} h_i^A (r_j(t)) \right) \]

\[ + \sum_{j=1}^{n} \sum_{B} b^A_{i,j} h_i^A (r_j(t - \tau_j(t))) + u^A_i \right) \]

\[ \leq - \sum_{i=1}^{n} \sum_{A} d_i (r_i^A(t))^2 + \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{A} \sum_{B} |a^A_{i,j}| |h_i^A (r_j(t))||r_i^A(t)| \]

\[ + \sum_{j=1}^{n} \sum_{A} \sum_{B} |b^A_{i,j}| |h_i^A (r_j(t - \tau_j(t)))||r_i^A(t)| + \sum_{i=1}^{n} \sum_{A} |u^A_i||r_i^A(t)| \]

\[ \leq - \sum_{i=1}^{n} \sum_{A} d_i (r_i^A(t))^2 + \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{A} |a^A_{i,j}| |k_j||r_i^A(t)| \]
\begin{align*}
&\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{A} \sum_{B} |b_{ij}^{A,B}| |k_j| r_i^A(t) + \sum_{i=1}^{n} \sum_{A} |u_i^A||r_i^A(t)| \\
&= - \sum_{i=1}^{n} d_i (r_i^A(t))^2 + \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{A} \sum_{B} (|a_{ij}^{A,B}| |k_j| + |b_{ij}^{A,B}| |u_i^A|)|r_i^A(t)| \\
&\leq - \sum_{i=1}^{n} d_i (r_i^A(t))^2 + \sum_{i=1}^{n} \mu_i (r_i^A(t))^2 + \sum_{i=1}^{n} \mathcal{N}_i^2 \mu_i \\
&\leq - \min_{1 \leq i \leq n} \{d_i - \mu_i\} \sum_{i=1}^{n} \sum_{A} (r_i^A(t))^2 + \sum_{i=1}^{n} \mathcal{N}_i^2 \mu_i \\
&= -2 \min_{1 \leq i \leq n} \{d_i - \mu_i\} \mathcal{V}(t) + \sum_{i=1}^{n} \mathcal{N}_i^2 \mu_i. \quad (30)
\end{align*}

Through Lemma 3.8, for any \( t \geq 0 \), we have

\[
\mathcal{V}(t) - \rho \leq (\mathcal{V}(0) - \rho) e^{-\upsilon t}, \tag{31}
\]

where \( \rho = \sum_{i=1}^{n} \mathcal{N}_i^2 / \mu_i \) and \( \upsilon = 2 \min_{1 \leq i \leq n} \{d_i - \mu_i\} \).

This ensures that the solution of NN model (6) is uniformly bounded. Hence, NN model (6) is uniformly stable in the Lagrange sense. Observe that

\[
\mathcal{V}(0) - \rho \leq \mathcal{V}(0) = \frac{1}{2} \sum_{i=1}^{n} \sum_{A} (r_i^A(0))^2, \]

\[
\mathcal{V}(t) - \rho \leq \mathcal{L}(\varphi^A) e^{-\upsilon t}. \tag{32}
\]

Through Definition 3.2, NN model (6) is globally exponentially stable and \( \hat{\Omega}_1 \) is a globally exponentially attractive set. This proves the global exponential stability in the Lagrange sense of NN model (6).

**Corollary 3.12** If the activation function \( h_i(\cdot) \) is bounded, i.e., \( |h_i(\cdot)|_A \leq k_i \), where \( k_i \) (\( i = 1, 2, \ldots, n \)) is a positive constant, then NN (6) is globally exponentially stable in the Lagrange sense. Moreover, the compact set

\[
\hat{\Omega}_2 = \left\{ \varphi^A \left| \sum_{i=1}^{n} \sum_{A} |r_i^A(t)| \leq \sum_{i=1}^{n} \frac{\mathcal{M}_i}{\min_{1 \leq i \leq n} \{d_i - \mu_i\}} \right. \right\} . \tag{33}
\]
is a globally exponentially attractive set of NN model (6), where

\[ M_i = \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{A} \sum_{B} \left( |b_{ij}^A| + |b_{ij}^B| \right) k_j + |\mu_i^A| \).

**Proof** We first prove that \( \tilde{\Omega}_2 \) is a globally exponentially attractive set. We employ the positive definite and radially unbounded Lyapunov function

\[ V(t) = \sum_{i=1}^{n} \sum_{A} |r_i^A(t)|. \]  

Then the Dini derivative \( D^+ V(t) \) can be computed along the positive half trajectory of NN model (6), and we have

\[ D^+ V(t)_{|6} = \sum_{i=1}^{n} \sum_{A} \hat{r}_i^A(t) \text{sign}[r_i^A(t)] \]

\[ = \sum_{i=1}^{n} \sum_{A} \left[ -d_i |r_i^A(t)| + \sum_{j=1}^{n} \sum_{B}^B |a_{ij}^A||h_j^B (r_j(t))| \right. \]

\[ + \left. |\mu_i^A| \text{sign}[r_i^A(t)] \right] \]

\[ \leq -\sum_{i=1}^{n} \sum_{A} d_i |r_i^A(t)| + \sum_{j=1}^{n} \sum_{B} |a_{ij}^A||h_j^B (r_j(t))| + |\mu_i^A| \]

\[ \leq -\sum_{1 \leq i \leq n} d_i \sum_{i=1}^{n} |r_i^A(t)| + \sum_{i=1}^{n} M_i \]

\[ = -\min_{1 \leq i \leq n} d_i V(t) + \sum_{i=1}^{n} M_i. \]  

Similarly, we infer that \( \tilde{\Omega}_2 \) is a globally exponentially attractive set by Lemma 3.8 and Definition 3.2. Thus, the proof procedure is omitted. \( \square \)

**Remark 3.13** It is worth mentioning that the Clifford number multiplication does not satisfy commutativity, which complicates the investigation of Clifford-valued NNs’ dynamics. On the other hand, the method of decomposition is very successful in overcoming the difficulty of non-commutative Clifford numbers multiplication. Recent authors have obtained sufficient conditions for global stability and periodic solutions of Clifford-valued NN models by using the decomposition method \([31, 33, 35, 39, 40]\).

**Remark 3.14** In \([30–39]\), the authors studied the global asymptotic stability or global exponential stability and periodic solutions of Clifford-valued NN models in the Lyapunov
sense. Compared with some previous studies of Clifford-valued NN models [30–40], in this paper, for the first time we have derived new sufficient conditions with respect to the global exponential stability in the Lagrange sense for a class of Clifford-valued NNs. Therefore, the proposed results in this paper are different and new compared with those in the existing literature [30–40].

4 Numerical examples

Two numerical examples are presented to demonstrate the feasibility and effectiveness of the results established in Sect. 3.

Example 1 For $m = 2$ and $n = 2$, a two-neuron Clifford-valued NN model can be described by

$$
\dot{r}(t) = -D r(t) + A h(r(t)) + B h(r(t - \tau(t))) + U, \quad t \geq 0.
$$

(36)

The multiplication generators are:

- $e_1^2 = e_2^2 = e_1^2 e_2 e_{12} = -1$, $e_1 e_2 = -e_2 e_1 = e_{12}$, $e_1 e_{12} = -e_{12} e_1 = -e_2 e_{12} = -e_{12} e_2 = e_1$, $\dot{r}_1 = \dot{r}_1^0 e_0 + \dot{r}_1^1 e_1 + \dot{r}_1^2 e_2 + \dot{r}_1^{12} e_{12}$, $\dot{r}_2 = \dot{r}_2^0 e_0 + \dot{r}_2^1 e_1 + \dot{r}_2^2 e_2 + \dot{r}_2^{12} e_{12}$.

Furthermore, we take

$$
D = \begin{pmatrix}
10 & 0 \\
0 & 10
\end{pmatrix}, \quad K = \begin{pmatrix}
-\frac{1}{2} & 0 \\
0 & \frac{1}{2}
\end{pmatrix},
\begin{array}{l}
A = \begin{pmatrix}
0.2 e_0 + e_1 & 0.1 e_0 + 0.3 e_2 + 0.6 e_{12} \\
0.05 e_0 - 0.2 e_2 + 0.4 e_{12} & 0.1 e_0 + 0.2 e_1 + 0.05 e_{12}
\end{pmatrix}, \\
B = \begin{pmatrix}
0.3 e_0 + 0.01 e_1 & 0.1 e_0 + 0.02 e_2 + 0.3 e_{12} \\
0.05 e_0 - 0.2 e_2 + 0.05 e_{12} & 0.2 e_0 + 0.2 e_1 + 0.05 e_{12}
\end{pmatrix}, \\
U = \begin{pmatrix}
0.2 e_0 - 0.4 e_1 + 0.1 e_2 + 0.6 e_{12} \\
0.3 e_0 + 0.8 e_1 - 0.5 e_2 - 0.2 e_{12}
\end{pmatrix}.
\end{array}
$$

According to their definitions, we have

$$
A^0 = \begin{pmatrix}
0.2 & 0.1 \\
0.05 & 0.1
\end{pmatrix}, \quad A^1 = \begin{pmatrix}
1 & 0 \\
0 & 0.2
\end{pmatrix},
\begin{array}{l}
A^2 = \begin{pmatrix}
0 & 0.3 \\
-0.2 & 0
\end{pmatrix}, \quad A^{12} = \begin{pmatrix}
0 & 0.6 \\
0.4 & 0.05
\end{pmatrix}, \\
B^0 = \begin{pmatrix}
0.3 & 0.1 \\
0.05 & 0.2
\end{pmatrix}, \quad B^1 = \begin{pmatrix}
0.01 & 0 \\
0 & 0.2
\end{pmatrix}, \\
B^2 = \begin{pmatrix}
0 & 0.02 \\
-0.2 & 0
\end{pmatrix}, \quad B^{12} = \begin{pmatrix}
0 & 0.3 \\
0.05 & 0.05
\end{pmatrix}.
\end{array}
$$
Then we choose the activation function for NN model (36) as follows: $h_1(r) = h_2(r) = \frac{1}{3}(|r + 1| - |r - 1|)$ for all $r = \rho^2 e_0 + \rho^1 e_1 + \rho^2 e_2 + r^{12} e_{12}$. It is obvious that the function satisfies (A1) with $k_1 = k_2 = 0.25$. Let the time-varying delay $\tau(t) = 0.4|\cos(t)| + 0.2$ with $\tau = 0.6$ and $\epsilon = 0.6$. By using MATLAB, the LMI conditions of (10), (11) in Theorem 3.9 are true with $t_{\min} = -0.1027$. The feasible solutions of the existing positive definite matrices are as follows:

$$
\mathcal{P} = \begin{bmatrix}
5.0730 & -0.0021 & -0.0050 & -0.0028 & -0.0004 & 0.0167 & 0 & -0.0054 \\
-0.0021 & 5.0974 & 0.0023 & 0.0015 & -0.0197 & 0 & 0.0053 & 0 \\
-0.0050 & 0.0023 & 5.0754 & -0.0022 & 0 & -0.0111 & -0.0004 & -0.0195 \\
-0.0028 & 0.0015 & -0.0022 & 5.0986 & 0.0108 & -0.0000 & 0.0167 & 0 \\
-0.0004 & -0.0197 & 0 & 0.0108 & 5.0757 & -0.0022 & 0.0049 & -0.0024 \\
0.0167 & 0 & -0.0111 & 0 & -0.0022 & 5.0987 & 0.0028 & -0.0013 \\
-0.0054 & 0 & -0.004 & 0.0167 & 0.0049 & 0.0028 & 5.0731 & -0.0021 \\
-0.0054 & 0 & -0.0195 & 0 & -0.0024 & -0.0013 & -0.0021 & 5.0981
\end{bmatrix}
$$

$$
\mathcal{R} = \begin{bmatrix}
22.4397 & 0.0464 & -0.0134 & -0.0123 & -0.0043 & -0.0028 & 0 & -0.1101 \\
0.0464 & 22.3761 & 0.0106 & -0.0175 & 0.1232 & -0.0007 & 0.1090 & 0 \\
-0.0134 & 0.0106 & 22.4221 & 0.0463 & 0 & -0.0920 & -0.0054 & 0.1209 \\
-0.0123 & -0.0175 & 0.0463 & 22.3900 & 0.0880 & -0.0001 & -0.0028 & -0.0007 \\
-0.0043 & 0.1232 & 0 & 0.0880 & 22.4274 & 0.0463 & 0.0120 & -0.0116 \\
-0.0028 & -0.0007 & -0.0920 & 0 & 0.0463 & 22.3901 & 0.0122 & 0.0185 \\
0 & 0.1090 & -0.0054 & -0.0028 & 0.0120 & 0.0122 & 22.4397 & 0.0464 \\
-0.1101 & 0 & 0.1209 & -0.0007 & -0.0116 & 0.0185 & 0.0464 & 22.3758
\end{bmatrix}
$$

$$
\mathcal{S} = \begin{bmatrix}
35.9175 & 0.0030 & -0.0014 & -0.0005 & 0 & 0.0009 & 0 & -0.0057 \\
0.0030 & 35.9200 & 0.0004 & -0.0001 & 0.0068 & 0 & 0.0056 & 0 \\
0.0014 & 0.0004 & 35.9192 & 0.0030 & 0 & -0.0059 & 0 & 0.0066 \\
-0.0005 & -0.0001 & 0.0030 & 35.9181 & 0.0059 & 0 & 0.0009 & 0 \\
0 & 0.0068 & 0 & 0.0059 & 35.9192 & 0.0030 & 0.0014 & -0.0004 \\
0.0009 & 0 & -0.0059 & 0 & 0.0030 & 35.9181 & 0.0005 & 0.0001 \\
0 & 0.0056 & 0 & 0.0009 & 0.0014 & 0.0005 & 35.9175 & 0.0031 \\
-0.0057 & 0 & 0.0066 & 0 & -0.0004 & 0.0001 & 0.0031 & 35.9197
\end{bmatrix}
$$
and the positive diagonal matrices $C = \text{diag}(2.5673, 2.5579, 2.5666, 2.5626, 2.5665, 2.5627, 2.5674, 2.5580)$, and $Q = \text{diag}(49.1714, 49.0520, 49.0625, 49.1578, 49.0658, 49.1574, 49.1719, 49.0450)$. Calculating the eigenvalues of $P$, we have $5.0600, 5.0600, 5.0648, 5.0649, 5.1072, 5.1074, 5.1127,$ and $5.1130$. Therefore, we establish that NN model $(7)$ is globally exponentially stable in the Lagrange sense, and the set

$$
\Omega = \left\{ \tilde{r} \in \mathbb{R}^{2m} \mid \tilde{r}^T(t)P\tilde{r}(t) \leq \frac{58.9174}{\epsilon} \right\}
$$

is a globally exponentially attractive set of model (7) corresponding to Theorem 3.9, where $0 < \epsilon \leq 0.2491$.

It is straightforward to verify that all conditions of Theorem 3.9 are fulfilled. Under 20 randomly selected initial values, the time responses of the states $r_0^1(t), r_0^2(t), r_1^1(t), r_1^2(t), r_2^1(t), r_2^2(t), r_{12}^1(t),$ and $r_{12}^2(t)$ of model (36) are presented in Figures 1 to 4, respectively.

**Example 2** Consider the Clifford-valued NN model (36) with the following parameters:

$$
\mathcal{D} = \begin{pmatrix} 2.2 & 0 \\ 0 & 2.4 \end{pmatrix}.
$$
with \( N \) we choose the activation function of NN model (36) as follows:

Furthermore, we calculate \( \tilde{\tau} = 0.23 \). Besides, it is easy to obtain \( \tilde{\mu}_1 = 0.8714 \), \( \tilde{\rho}_1 = 0.9 \), \( \tilde{\rho}_2 = 0.85 \). Then we obtain the set from Corollary 3.11: \( \tilde{\Omega}_2 = \{r^4 \mid \sum_{\mathcal{A}} (|a_{1_1}^{A,B}|^2 + |a_{2_1}^{A,B}|^2)^2 \leq 0.8714 \} \).

We choose the activation function of NN model (36) as follows: \( h_1(r) = h_2(r) = \frac{1}{2}(|r + 1| - |r - 1|) \) for all \( r = r^0e_0 + r^1e_1 + r^2e_2 + r^{12}e_{12} \). It is obvious that the function satisfies (A1) with \( k_1 = k_2 = 0.5 \). The time-varying delay is considered as \( \tau(t) = 0.2|\cos(t)| + 0.03 \) with \( \tau = 0.23 \). Besides, it is easy to obtain \( d_1 = 2.2 \), \( d_2 = 2.4 \), \( a_{11}^{A,B} = 0.6 \), \( a_{12}^{A,B} = 0.9 \), \( a_{21}^{A,B} = 0.7 \), \( a_{22}^{A,B} = 0.9 \), \( b_{11}^{A,B} = 0.8 \), \( b_{12}^{A,B} = 0.8 \), \( b_{21}^{A,B} = 0.7 \), \( b_{22}^{A,B} = 0.5 \), \( u_1 = 0.4 \), \( u_2 = 0.3 \).

Select \( \mu_1 = \mu_2 = 0.6 \) to satisfy \( 0 < \mu_i < d_i \) \( (i = 1, 2) \). To obtain our global exponential attractive set, we firstly calculate \( \mathcal{N}_i = \frac{1}{2} \sum_{j=1}^{n} \sum_{\mathcal{A}} |a_{ij}^{A,B}| + |b_{ij}^{A,B}|k_j + |c_{ij}^A| \), \( i = 1, 2 \). Furthermore, we calculate \( \mathcal{N}_1 = \frac{1}{2} \sum_{j=1}^{n} \sum_{\mathcal{A}} |a_{ij}^{A,B}| + |b_{ij}^{A,B}|k_j + |c_{ij}^A| = 0.975 \) and \( \mathcal{N}_2 = \frac{1}{2} \sum_{j=1}^{n} \sum_{\mathcal{A}} |a_{ij}^{A,B}| + |b_{ij}^{A,B}|k_j + |c_{ij}^A| = 0.85 \). Then we obtain the set from Corollary 3.11: \( \tilde{\Omega}_2 = \{r^4 \mid \sum_{\mathcal{A}} (|a_{1_1}^{A,B}|^2 + |a_{2_1}^{A,B}|^2)^2 \leq 0.8714 \} \).
5 Conclusions

In this paper, the global exponential stability problem for Clifford-valued RNN models with time-varying delays in the Lagrange sense has been examined with the use of Lyapunov functional and LMI methods. The sufficient conditions have been obtained by decomposing the $n$-dimensional Clifford-valued RNN model into a $2^m n$-dimensional real-valued RNN model to ensure the global exponential stability of the considered NN model in the Lagrange sense. Furthermore, the estimated global exponentially attractive set has been obtained. In addition, the validity and feasibility of the results obtained have been demonstrated with two numerical examples. The results obtained in this paper can be further extended to other complex systems. We will be exploring the stabilizability and instabilizability analysis of Clifford-valued NN models with the help of various control systems. The corresponding results will be carried out in the near future.
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