THE AUTO IGUSA-ZETA FUNCTION OF A PLANE CURVE SINGULARITY IS RATIONAL.

ANDREW R. STOUT

Abstract. We show that the auto Igusa-zeta function $\zeta_{C,p}(t)$ of a plane curve $C$ over an algebraically closed field $k$ is rational away from points $p \in C$ of wild ramification—i.e., it is of the form $f(t)/g(t)$ where $f(t) \in \text{Gr}(\text{Var}_k)[L^{-1},t]$, where $\text{Gr}(\text{Var}_k)$ is Grothendieck ring of varieties, and $g(t) = \prod_{i=1}^{n}(1 - L^{a_it^{b_i}})$ with $a_i \in \mathbb{Z}$ and $b_i \in \mathbb{N} \setminus \{0\}$, where $L := [k^1]$ is the Lefschetz motive. As a consequence, we give a new characterization for a curve $C$ on a smooth surface $S$ to be smooth at a point $p$ on $C$ when the ground field is algebraically closed and of characteristic zero.

1. Introduction

The auto Igusa-zeta function, which was originally introduced by Schoutens in [Sch], is a motivic generating series associated to a germ $(X,p)$ where $p$ is a point on a variety $X$. A motivic generating series is a formal power series $\sum_{n=0}^{\infty}a_nt^n$ where the coefficients $a_n$ are elements of the (localized) Grothendieck ring of varieties $\text{Gr}(\text{Var}_k)[L^{-1}]$.

In the case of the auto Igusa-zeta function, we form the coefficients $a_n$ in the following way.

Let $X$ be a separated scheme of finite type over a field $k$. For each $n \geq 1$, we let $J^n_p X := \text{Spec}(O_{X,p}/m^n_{X,p})$, and we call this connected, zero-dimensional scheme, the $nth$-jet of $X$ at $p$. Since $J^n_p X$ is finite over the residue field $\kappa(p)$ of $X$ at $p$, the functor $\text{Hom}_{\kappa(p)}(J^n_p X \times_{\kappa(p)} - , Y)$, which parameterizes all $J^n_p X$-points of $Y$ exists in the category of $\kappa(p)$-schemes. We denote this Hilbert scheme by $\nabla_{J^n_p X} Y$, and we call it the (generalized) arc space of $Y$ along $J^n_p X$. Moreover, $\nabla_{J^n_p X} Y$ is separated and of finite type over $\kappa(p)$ provided that $Y$ is also—i.e., we may consider its class $[\nabla_{J^n_p X} Y]$ in $\text{Gr}(\text{Var}_{\kappa(p)})[L^{-1}]$. In the case that $Y$ is itself the $n$-th jet of $X$ at $p$, we obtain the Hilbert scheme $\nabla_{J^n_p X} J^n_p X$, which parameterizes all endomorphisms of $J^n_p X$. We call this space the auto-arc space of $X$ at level $n$, and we use the notation $A_n(X,p)$ to denote $\nabla_{J^n_p X} J^n_p X$ in this paper. The coefficients $a_n$ defining the auto Igusa-zeta function as a motivic generating series are given by

$$a_n = |A_{n+1}(X,p)|L^{-d \cdot \ell(J^{n+1}_p X)}, \text{ for all } n \geq 0,$$

where $d = \text{krull-dim}(O_{X,p})$ and where $\ell(J^{n+1}_p X)$ is the length of the Artinian ring $O_{X,p}/m^{n+1}_{X,p}$ (i.e., the dimension of $O_{X,p}/m^{n+1}_{X,p}$ as a vector space over $\kappa(p)$).

Definition 1.1. Let $X$ be a separated scheme of finite type over a field $k$ and let $p$ be a point on $X$ with residue field $\kappa(p)$. The auto Igusa-zeta function $\zeta_{X,p}(t)$ of the germ $(X,p)$ is the element of $\text{Gr}(\text{Var}_{\kappa(p)})[L^{-1}][[t]]$ defined by

$$\zeta_{X,p}(t) := \sum_{n=0}^{\infty}|A_{n+1}(X,p)|L^{-d \cdot \ell(J^{n+1}_p X)}t^n,$$

where $d = \text{krull-dim}(O_{X,p})$. Moreover, if $Y$ is a separated scheme of finite type over $\kappa(p)$ with pure dimension $d$, the (generalized) motivic Igusa-zeta function $\Theta_{Y,J^{\infty}_p X}(t)$ of $Y$ with respect to the infinite jet $J^{\infty}_p X$ is the element of $\text{Gr}(\text{Var}_{\kappa(p)})[L^{-1}][[t]]$ defined by

$$\Theta_{Y,J^{\infty}_p X}(t) := \sum_{n=0}^{\infty}\nabla_{J^n_p X,Y} J^{\infty}_p X \cdot L^{-d \cdot \ell(J^{n+1}_p X)}t^n,$$

where $J^{\infty}_p X$ denotes the formal scheme formed by the filtered colimit $\varinjlim_n J^n_p X$.

The original motivation for studying auto-arc spaces $A_n(X,p)$ and the auto Igusa-zeta function is to understand the degree to which one may generalize some notions of motivic integration from varieties to schemes. Moreover, it is also of interest to investigate whether or not results in motivic integration have counterparts when we replace
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linear arc spaces, defined as $\nabla J_p^1A_k^1 Y$, with more general types of arc spaces such as $\nabla J_p^1 X Y$. Given the importance of linear jets and linear arcs, space, we let $\ell_n := J_p^1 A_k^1$ and let $\lim_{\gamma_n} \ell_n$.

2. Some first results and conjectures.

In §4 of [Sch], Schoutens showed that if $X = A_k^d$ where $k$ is an algebraically closed field and $p \in X$ is a closed point, then $\zeta_{X, p}(t) = L^{-d}(1 - t)^{-1}$. We reprove his statement here.

**Example 2.1.** Consider the case where $X = A_k^1$ and let $p$ be any point of $A_k^1$. We will calculate the reduction of the auto-arc space $A_n(A_k^1, p)$. To do this, we let $\alpha := \sum_{i=0}^{n-1} a_i t^i \in \kappa(p)[t]/(t^n)$ with $a_i \in \kappa(p)$ and set $\alpha^n = 0$ as an element of $\kappa(p)[t]/(t^n)$. Now, $0 = \alpha^n = (a_0 + t \cdot \beta^n)$ where $\beta \in \kappa(p)[t]/(t^n)$, which implies that $a_0^n = 0$ and so $a_0 = 0$ in the reduction. Therefore, the reduced auto-arc space of $A_k^1$ at $p$ is defined by the equations $a_0 = 0$ and $(t \beta)^n = 0$. However, the second equation is trivially satisfied i.e., $(t \beta)^n = t^n \cdot \beta^n = 0 \cdot \beta^n = 0$ for any $\beta \in \kappa(p)[t]/(t^n)$. Equivalently, we have the following isomorphism

$$A_n(A_k^1, p)^\text{red} \cong \text{Spec}(\kappa(p)[a_0, \ldots, a_{n-1}]/(a_0)).$$

for all $n \in \mathbb{N}$. Thus, for all $n \in \mathbb{N}$, we have

$$A_n(A_k^1, p)^\text{red} \cong A_{\kappa(p)}^{n-1}.$$

**Lemma 2.2.** Let $p$ be a point of $A_k^d$. Then, for all $n \in \mathbb{N}$,

$$A_n(A_k^d, p)^\text{red} \cong A_{\kappa(p)}^{r_n}$$

where $r_n = d \cdot (\ell(J_p^n A_k^d) - 1)$.

**Proof.** By definition, the coordinate ring of $J_p^n A_k^d$ is isomorphic to

$$\kappa(p)[x_1, \ldots, x_d]/(x_1, \ldots, x_d)^n.$$

Thus, for each $i = 1, \ldots, d$, we define $\alpha_i = \sum_{|j| < n} a_j^{(i)} x^j$ where $j$ is a multi-index (i.e., $j = (j_1, \ldots, j_d)$, $x^j = \prod_{s=1}^d x_{s}^{j_s}$, and $|j| = \sum_{s=1}^d j_s < n$) and where $a_j \in \kappa(p)$. Then, the equations defining the auto-arc space are given by

$$0 = \alpha_i^n = (a_0^{(i)} + \beta_i)^n, \quad \forall i = 1, \ldots, d$$

where 0 is treated as the multi-index $(0, \ldots, 0)$ and $\beta_i \in (x_1, \ldots, x_d)/(x_1, \ldots, x_d)^n$. This implies that $0 = (a_0^{(i)})^n$ for all $i = 1, \ldots, d$ on $A_n(A_k^d, p)$. Thus, in the reduction, $0 = a_0^{(i)}$ for all $i = 1, \ldots, d$. Clearly, $\beta_i^n = 0$ for all $\beta \in (x_1, \ldots, x_d)/(x_1, \ldots, x_d)^n$. Thus, $A_n(A_k^d, p)^\text{red}$ is defined by the equations $0 = a_0^{(i)}$ for all $i = 1, \ldots, d$ while $a_j^{(i)}$ are free variables for $0 < |j| < n$. Thus, $A_n(A_k^d, p)^\text{red}$ is isomorphic to $A_{\kappa(p)}^{r_n}$ for some non-negative integer $r_n$. It is immediate then that $r_n$ is equal to $d \cdot (\ell(J_p^n A_k^d) - 1)$.

**Example 2.3.** Let $X$ be $A_k^1$ and let $p$ be a point of $A_k^1$, then by Example 2.1 we have

$$\zeta_{A_k^1, p}(t) = \sum_{n=0}^{\infty} [A_{n+1}(A_k^1, p)^\text{red}] L^{-n-1} t^n$$

$$= \sum_{n=0}^{\infty} [A_{\kappa(p)}] L^{-n-1} t^n$$

$$= \sum_{n=0}^{\infty} L^n \cdot L^{-n-1} t^n = L^{-1} \cdot \sum_{n=0}^{\infty} t^n.$$

Thus, for every point $p$ of $A_k^1$, we have

$$\zeta_{A_k^1, p}(t) = L^{-1} \cdot \frac{1}{1 - t}.$$

Thus, $\zeta_{A_k^1, p}(t)$ is an element of $\text{Gr}(\text{Var}_{\kappa(p)})[L^{-1}, t, (1 - t)^{-1}]$. 


Example 2.4. By Lemma 2.2 we may perform an entirely similar calculation as in Example 2.3 to obtain Schoutens’ result:

\[ \zeta_{K_p}(t) = L^{-d} \cdot \frac{1}{1-t} \]

as an element of \( \text{Gr}(\text{Var}_{\kappa(p)}[\mathbb{L}^{-1}][t, (1-t)^{-1}]) \).

As in Stolberg, one may generalize Schoutens’ result to obtain the following proposition.

**Proposition 2.5.** Let \( k \) be an algebraically closed field and let \( f : X \to Y \) be a morphism of separated \( k \)-schemes which is étale at a closed point \( p \in X \). Then,

\[ \zeta_{X,p}(t) = \zeta_{Y,f(p)}(t) \]

as elements of \( \text{Gr}(\text{Var}_k[\mathbb{L}^{-1}][[t]]). \)

**Proof.** Since \( f \) is étale, \( \kappa(p) \) is a separable field extension of \( \kappa(f(p)) \). Since \( k \) is algebraically closed \( k \cong \kappa(p) \cong \kappa(f(p)) \), and the canonical ring homomorphism

\[ e : \hat{\mathcal{O}}_{Y,f(p)} \to \hat{\mathcal{O}}_{X,p} \]

is an isomorphism, cf., Problem 10.4 of Chapter III, §10 of [Har77]. Thus, for each \( n \in \mathbb{N} \), we have that \( e \) induces a morphism

\[ e_n : J^n_p X \to J^n_{f(p)} Y \]

and, moreover, this is an isomorphism schemes.

In particular, if \( X \) is smooth at \( p \), then

\[ \zeta_{X,p}(t) = L^{-\text{dim}_p(X)}(1-t)^{-1} \in \text{Gr}(\text{Var}_{\kappa(p)}[\mathbb{L}^{-1}][[t]]), \]

where \( \text{dim}_p(X) := \text{krull-dim}(\mathcal{O}_{X,p}) \). It is theorized further in Stolberg that the auto Igusa-zeta function \( \zeta_{X,p}(t) \) is a perfect local invariant – i.e., we propose the following conjecture

**Conjecture 2.6.** Let \( k \) be an algebraically closed field and let \( X \) and \( Y \) be separated \( k \)-schemes of finite type. If there are closed points \( p \in X \) and \( q \in Y \) such that \( \zeta_{X,p}(t) = \zeta_{Y,q}(t) \), then \( (X, p) \) is analytically isomorphic to \( (Y, q) \).

In particular, a weak form of this conjecture will be that if

\[ \zeta_{X,p}(t) = L^{-\text{dim}_p(X)}(1-t)^{-1}, \]

then \( X \) is smooth at \( p \). We show in §3.5 that this conjecture is true when \( X \) is a plane curve.

In [Stolberg], I explicitly computed the auto Igusa-zeta function in the following three singular cases: 1) \( X \) is the node \( xy = 0 \), 2) \( X \) is the nodal cubic \( y^2 = x^3 - x^2 \), and 3) \( X \) is the cuspidal cubic \( y^2 = x^3 \). Furthermore, I indicated how to do such computations for more complicated singular points of algebraic curves. In summary, there is computational evidence that:

- Conjecture 2.6 will be true.
- \([X] \zeta_{X,p}(t) = \Theta_{X,I}(t) \) iff \( X \) is a smooth.
- \( \zeta_{X,p}(t) \) is a rational function.
- Every pole of \( \zeta_{X,p}(t) \) is also a pole of \( \Theta_{X,I}(t) \).

Indeed, we will show in this paper that each of these bullets will hold when \( X \) is a curve on a smooth surface over an algebraically closed field of characteristic zero. For the second bullet, we need to assume \( X \) has only one singular point as well.

3. Auto-arc spaces as fibers of generalized arc spaces

As we will need it in the rest of the paper, we will now describe abstractly how to calculate the generalized arc space \( \nabla_{J^n_p X} \) whenever \( X \) is affine. The following description occurs almost verbatim in §4 of [Sch]. Let \( k[x_1, \ldots, x_n]/f \) with \( (f_1, \ldots, f_m) \) be the coordinate ring of \( X \), and let \( R \) be the coordinate ring of \( J^n_p C \). We may choose a basis \( \beta = \{b_1, \ldots, b_t\} \), where \( \ell \) is the length of \( J^n_p C \), such that \( b_1 = 1 \) and such that we obtain a Jordan-Holder composition series

\[ 0 \subseteq b_1 \subseteq b_2 \subseteq \cdots \subseteq b_\ell \subseteq R \]
where \( \beta_i := \{ b_i, \ldots, b_t \} \cdot R \) as in §2.1 of [Sch99]. Therefore, the first \( m \) basis elements form a basis for \( R/\beta_{m+1} \). We substitute \( \bar{x}_s := \sum_m x_m^{(s)} b_m \) for each variable \( x_s \) in \( f_1(x_1, \ldots, x_n) \) to obtain \( 0 = f_1(\bar{x}_1, \ldots, \bar{x}_n) = \sum_j (\nabla_j f_i) b_j \) where \( \nabla_j f_i \) is a polynomial in the variables \( x_m^{(s)} \). Then, the coordinate ring of \( \nabla f \_C X \) is given by
\[
\mathbb{k}[x_1^{(1)}, \ldots, x_{\ell}^{(1)}, x_1^{(2)}, \ldots, x_{\ell}^{(n)}]/(\nabla_1 f_1, \ldots, \nabla_{\ell} f_1, \nabla_{\ell+1} f_2, \ldots, \nabla_{m} f_m).
\]

**Lemma 3.1.** Let \( C \) be any variety, \( p \) a point of \( C \), and \( \kappa(p) \) the residue field of \( C \) at \( p \). Let \( U \) be the smooth locus of a \( \kappa(p) \)-variety \( X \). Then, the natural morphism \( \rho_n : \nabla f \_C X \rightarrow X \) is a piecewise trivial fibration over \( U \).

**Proof.** This reduces to verifying Theorem 4.4 of [Sch], which states that \( \rho_n^{-1}(U) \cong \nabla f \_C U \). It follows from this because if \( U \) is smooth, then there is an étale morphism \( U \rightarrow \mathbb{A}_{\kappa(p)}^d \) where \( d = \text{krull-dim}(\mathcal{O}_{X,p}) \). It is straightforward to show
\[
\nabla f \_C U \cong U \times_{\kappa(p)} \nabla f \_C \mathbb{A}_{\kappa(p)}^d \cong U \times_{\kappa(p)} \mathbb{A}_{\kappa(p)}^m
\]
where \( m = d(\ell(J^n_p) - 1) \) as the first isomorphism follows from the infinitesimal lifting property for formally étale morphisms, and the second isomorphism is a simple computation much like Example 2.1.

To verify Schoutens’ claim, we may reduce to the case where \( X = \text{Spec} \ B \) with \( B = \kappa(p)[x_1, \ldots, x_n]/I \) and where \( U \) is a distinguished open set \( \text{Spec} B_T \) with \( B_T = \kappa(p)[y]/(g) \) where \( g := f - 1 \). The following verification occurs almost verbatim in the proof of Theorem 4.4 of [Sch]. If \( A \) is the coordinate ring of \( \nabla f \_C X \), then it follows that the coordinate ring of \( \nabla f \_C U \) is given by \( A[y_1, \ldots, y_n]/(\nabla_1 g, \nabla_2 g, \ldots, \nabla_{\ell} g) \) where \( \ell \) is the length of \( J^n_p \) and where \( b_i \) are the basis elements of the coordinate ring of \( J^n_p \), which implies \( \nabla_i g = 0 \) for all \( j = 1, \ldots, \ell \). Since we choose \( b_1 \) to be equal to 1, it is easy to see that \( \nabla_1 g = \nabla_1 f y_1 - 1 \).

As before, we may adjust our basis further to obtain a Jordon-Holder composition series from which it follows that \( \nabla m g \in \mathcal{A}[y_1, \ldots, y_n] - \text{i.e., we have that} \nabla m g = \nabla_1 f y_1 + ( \text{terms only involving} y_1, \ldots, y_{n-1} ) \). By using induction, we have that \( \nabla m g \) is an element of \( A[y_1]/(\nabla_1 g) \) for all \( m \) since \( \nabla_1 f \) is invertible. Therefore, the coordinate ring of \( \nabla f \_C U \) is of the form \( \mathbb{A}_{\kappa(p)} \), which is also the coordinate ring of \( \rho_n^{-1}(U) \).

**Lemma 3.2.** Let \( C \) be a \( \text{a variety over an algebraically closed field} k \) and let \( p \) be a closed point of \( C \). Then, 
\[
\rho_n^{-1}(p)^{\text{red}} \cong \mathcal{A}_n(C, p)^{\text{red}},
\]
where \( \rho_n : \nabla f \_C C \rightarrow C \).

**Proof.** Since \( J^n_p C \) is a closed subscheme of \( C \), it follows that \( \mathcal{A}_n(C, p) \) is a closed subscheme of \( \nabla f \_C C \). Now, without loss of generality, we may assume \( C \) to be affine with coordinate ring \( k[x_1, \ldots, x_n]/I \), which implies that the coordinate ring of \( J^n_p C \) is \( k[x_1, \ldots, x_n]/(I + m^n_p) \). We may also assume that \( p \) is given by \( (x_1, \ldots, x_n) \), which implies that \( 0 = (x_1) \) where \( x_s := \sum_m x_m^{(s)} b_m \) where \( \{ b_1, \ldots, b_t \} \) is a basis for \( J^n_p C \). Since \( b_1 = 1 \), this immediately implies \( x_1^{(s)} = 0 \) in the coordinate ring \( A \) of \( \mathcal{A}_n(X, p) \). Therefore, the ideal \( J \) which defines \( \mathcal{A}_n \) as a quotient of the coordinate ring \( B \) of \( J^n_p C \) contains \( m^n \cdot B \). However, \( m^n \cdot B \) is the ideal defining \( \rho_n^{-1}(p) \), which implies that \( \mathcal{A}_n(X, p)^{\text{red}} \) is a subsheaf of \( \rho_n^{-1}(p)^{\text{red}} \). In fact, these two schemes are isomorphic since \( x_1^{(s)} = 0 \) implies that any equation of the form \( H(x_1, \ldots, x_n) = 0 \) for \( H \in m^n \) is actually a trivial equation since the basis elements \( b_2, \ldots, b_t \) must be nilpotents with nilpotency less than or equal to \( n \).

**Lemma 3.3.** Let \( k \) be an algebraically closed field and let \( C \) be a k-variety with only one singular point \( p \in C \). Then,
\[
[\nabla f \_C C] = [C \setminus \{ p \}] \mathbb{L}^m + [\mathcal{A}_n(C, p)]
\]
in \( \text{Gr}(\text{Var}_k) \) where \( m = \text{dim}_p(X)(\ell(J^n_p C) - 1) \).

**Proof.** This is a direct consequence of Lemma 3.1 and Lemma 3.2.

**Theorem 3.4.** Let \( k \) be an algebraically closed field and let \( C \) be a k-variety with only one singular point \( p \). In this case, the motivic Igusa-zeta function of \( C \) with respect to \( J^n_p C \) decomposes as
\[
\Theta_{C, J^n_p C}(t) = \mathbb{L}^{-\text{dim}_p(C)} [C] - 1 + \zeta_{C, p}(t)
\]
in \( \text{Gr}(\text{Var}_k)[\mathbb{L}^{-1}][[t]] \).

**Proof.** This follows from Definition 1.1 and Lemma 3.3.
Example 3.5. Let \( C \) be the cuspidal cubic defined by \( y^2 = x^3 \) over an algebraically closed field \( k \). This has one singularity at the origin \( O = (0,0) \). We immediately arrive at
\[
\Theta_{C,j^{\mathcal{S}}}C(t) = \mathbb{L}^{-1} \left[ \frac{\mathbb{G}_m}{1-t} \right] + \zeta_{C,O}(t).
\]
I showed in §7 of [Sto17] that \( \zeta_{C,O}(t) \) is rational provided \( \text{char}(k) \neq 2,3 \) – in fact, under these conditions, we arrived at the following explicit formula:
\[
\zeta_{C,O}(t) = \mathbb{L}^{-1} + \mathbb{L} t + \mathbb{L}^2 t^2 + \frac{(\mathbb{L}^7 - \mathbb{L}^6) t^3 + \mathbb{L}^7 t^4 + \mathbb{L}^7 t^5}{(1-\mathbb{L}^3)(1-t)}.
\]

4. Rationality of the auto Igusa-zeta function of a plane curve.

In [Sto17], we used a computational approach to find explicit formulas for the auto Igusa-zeta function of a few algebraic curves and arrived at a basic idea for how the auto Igusa-zeta function behaves for curves. Namely, it appears that finding the expansion of \( \zeta_{C,C}(t) \) in terms of the classical motivic zeta function is closely related to its normalization. In this section, we will gain a better picture of why exactly that must be the case.

Assumption 4.1. In this section, we work relative to the following set-up. We let \( C \) be a curve on a smooth surface over an algebraically closed field \( k \). We let \( \gamma : \bar{C} \to C \) be the normalization of \( C \). We fix a point \( p \) of \( C \), and we assume that the characteristic of \( k \) does not divide \( \text{mult}_q(C) \) for all \( q \in \gamma^{-1}(p) \). Note that by a curve we mean that \( C \) is a reduced separable \( k \)-scheme of finite type with pure dimension 1. Also, note that the last condition means that \( \text{char}(k) \) does not divide \( \text{mult}_p(C) \).

Remark 4.2. If we start with a smooth point \( p \) of \( C \), then \( \gamma : \bar{C} \to C \) will be an isomorphism away from the exceptional locus \( \gamma^{-1}(C_{\text{Sing}}) \). In particular, \( \bar{O}_{C,p} \cong \bar{O}_{\bar{C},q} \cong k[[t]] \). This immediately implies that \( J_{sp,C}^\infty \cong \text{Spf}(k[[t]]) \) and for any \( k \)-scheme \( X \), \( \nabla_X = \lim \nabla_{T_p,C} X \) is the usual arc space. Note that \( \nabla_X \) is most commonly denoted by \( L(X) \) in the literature (cf. [DF98]). In this paper, we are mostly concerned with the case when \( p \) is a singular point of \( C \).

Before we begin the main theorems, we need to introduce a few concepts from motivic integration. A subset \( S \) of \( \nabla_1 X \) is said to be a cylinder if for some \( m \), \( S = \pi_m^{-1}(A) \) for some constructible subset \( A \) of \( \nabla_m X \) where \( \pi_m : \nabla_1 X \to \nabla_m X \) is the canonical truncation morphism induced by the canonical homomorphism \( k[[t]] \to k[t]/(t^m) \). Moreover, \( S \) is said to be a closed cylinder if \( A \) is a closed subset of \( \nabla_m X \). Every cylinder is strongly measurable under the motivic measure \( \mu \) on \( \nabla_1 X \) (for reference, see §2.3 of [B11] and also the remark immediately after Theorem A.6 of [DL02]). This last fact implies that, whenever \( k \) admits a resolution of singularities (e.g., \( k \) is of characteristic zero), the motivic change of variables formula holds for cylinders (cf., Theorem A.10 [DL02]).

Given a cylinder \( S \), we have the motivic Poincaré series \( P_S(t) \) of \( S \), which is defined by
\[
P_S(t) := \sum_{n=0}^{\infty} [\pi_{n+1}(S)][t^n] \in \text{Gr}(\mathbb{G}_{\text{Var}}_k)[[\mathbb{L}^{-1}]].
\]
Since \( S \) is cylinder, we may apply the motivic change of variables formula to obtain Theorem 5.4 of [DL99], which states that \( P_S(t) \) is a rational function. We reserve the notion of rational function to mean that \( P_S(t) = f(t)/g(t) \) where \( f(t) \) is a polynomial in \( \mathbb{G}_{\text{Var}}_k[[\mathbb{L}^{-1}]] \) along the dimensional filtration\(^1\) and where \( g(t) = (1-\mathbb{L}^{a_1} t^{b_1})(1-\mathbb{L}^{a_2} t^{b_2}) \cdots (1-\mathbb{L}^{a_k} t^{b_k}) \) with \( a_i \in \mathbb{Z} \) and \( b_i \in \mathbb{N} \setminus \{0\} \) for all \( i = 1, \ldots, k \). Following the proof of Theorem 5.1 of [DL99], we have that \( P_S(t) \) is a finite \( \mathbb{G} \)-linear combination of series of the form \( f(L^{-1},t) \) where \( f(x,y) \in \mathbb{Z}[x][y] \), which by Lemma 5.2 of [DL99] gives the claim that \( P_S(t) \) is rational. Clearly, this notion of rationality is stronger than just requiring a motivic generating series to be an element of \( \mathbb{G}(t) \).

The former notion is preferable not just because it is stronger but also because it displays the types of (candidate) poles which may occur in a rational motivic generating function.

Remark 4.3. By using higher order angular component maps \( \mathbb{G}_{\text{Var}}_k \) to the residue field, one may indeed replace \( \mathbb{G} \) with \( \text{Gr}(\mathbb{G}_{\text{Var}}_k)[[\mathbb{L}^{-1}]] \) in the results of this section as cylinders will then be semi-algebraic. This follows from the work of Cluckers and Loeser in [CL15] for the characteristic zero case (and [CL15] for the mixed characteristic case). The result is achieved by performing all necessary constructions within the world of definable sets and replacing limits by sums of geometric series, cf. [Loe15].

\(^1\)The dimensional filtration, introduced by Kontsevich in [Kon05], is given by subgroups of the form \( F^m := \{ SL^{-1} \mid \text{dim}(S) - i \leq m \} \).
Lemma 4.4. Let $S$ be a cylinder of $\nabla_1 X$. For each $r \geq 1$ and $e \in \mathbb{N}$, we define

\begin{equation}
Z^e_S(t) := \sum_{n=0}^{\infty} \pi r(n+1)+e(S)]]L^{-r(n+1)-e}t^n.
\end{equation}

This is the motivic generating function $\sum_{i=0}^{\infty} a_it^i$ whose coefficients $a_i$ are the $(r \cdot i + e)$-th coefficients of the motivic generating function $L^{-r}P_S(L^{-1}t)$. In particular, $Z^e_S(t)$ is a rational function.

Proof. The first claim is immediate. For the second claim, note that $\gamma_4.1$ and consider its normalization $\gamma : \overline{C} \rightarrow C$. For each branch $q \in \gamma^{-1}(p)$, the Newton-Puiseux Theorem\[4] states that given local coordinates $(x, y)$ of the point $q$, we have

\begin{align*}
x &= t^r \\
y &= \sum_{i=1}^{\infty} a_it^i
\end{align*}

with $a_i \in k$. By 1.89 and Theorem 1.96 of [Kol09], we have that $r = \text{mult}_q \overline{C}$. In other words, the natural number $r$ is the multiplicity of $\overline{C}$ at the branch $q$.

In fact, if we let $f(x, y) \in k[x, y]$ be such that $f(x, y) = 0$ defines $C$, then the image $F(x, y)$ of $f(x, y)$ in $k[[x, y]]$ factors as $F(x, y) = u(x, y) \prod_{j=1}^{s} G_j(x, y)$ where $u(x, y)$ is a unit and the $G_j(x, y)$ are distinct irreducible power series. The power series $G_j(x, y)$ are sometimes also referred to as the branches of $C$. In fact, using the Newton-Puiseux Theorem, there is a ring homomorphism $\phi_j : k[[x, y]] \rightarrow k[[t]]$ such that

$$\phi_j(G_j(x, y)) = G_j(t^r, \sum_{i=1}^{\infty} a_{i,j}t^i) = 0$$

which therefore induces an embedding $k[[x, y]]/(G_j(x, y)) \hookrightarrow k[[t]]$.

It then follows that if we let $\hat{O}_{\overline{C},q} \cong k[[t]]$ be the completion of the local ring $O_{\overline{C},q}$ with $q \in \gamma^{-1}(p)$ and let $\hat{O}_{C,p}$ be the completion of the local ring $O_{C,p}$, which is isomorphic to $k[[x, y]]/(F(x, y))$, then there is an embedding of rings

$$\hat{O}_{C,p} \hookrightarrow \hat{O}_{\overline{C},q}$$

making $\hat{O}_{\overline{C},q}$ a finite $\hat{O}_{C,p}$-algebra.

In particular, if $C$ is unibranched (meaning that $s = 1$), then $\hat{O}_{C,p}$ embeds into $k[[t]]$ as a subring and this ring embedding is induced by $\phi := \phi_1$. Moreover, if $s \geq 1$, we have an embedding $\phi : \hat{O}_{C,p} \hookrightarrow \oplus_{j=1}^{s} k[[t]]$ where $\phi := \oplus_{j=1}^{s} \phi_j$. On the geometric side, $\gamma_n : E_n \rightarrow \text{Spec}(O_{C,p}/m_p^n)$ where $E_n = \overline{C} \times_k \text{Spec}(O_{C,p}/m_p^n)$. Taking filtered colimits in formal schemes, which is the same as completing the integral closure of $O_{C,p}$ with respect to the Jacobson radical, gives a formal scheme

$$\hat{E} \cong \bigcup_{j=1}^{\infty} \text{Spf}(k[[t]])$$

and a surjective morphism $\hat{\gamma} : \hat{E} \rightarrow \text{Spf}(\hat{O}_{C,p})$ such that $\hat{\gamma} = \text{Spf}(\phi)$. The morphism $\hat{\gamma}$ will be called the uniformization morphism of the analytic germ $(C, p)$.

Example 4.5. Let $r > 1$ and $m > r$ with $m$ and $r$ coprime. Consider the curve defined by $f(x, y) = y^r - x^m = 0$, which has a singular point at the origin $O$. This is a unibranched curve, and the homomorphism $\phi_1 : k[[x, y]] \rightarrow k[[t]]$ defined by $\phi_1(x) = t^r$ and $\phi_1(y) = t^m$ induces an embedding $\hat{O}_{C,O} \hookrightarrow k[[t]]$. Moreover, one can show that $\gamma : \overline{C} \rightarrow C$ is a homeomorphism of the underlying topological spaces as it is given by $t \mapsto (t^r, t^m)$.

\[2\]This is where our assumptions that $k$ is algebraically closed and that $\text{char}(k)$ does not divide $\text{mult}_q(C)$ for all $q \in \gamma^{-1}(p)$.
4.2. Case of a unibranched curve. In this subsection, we focus entirely on the unibranch case as outlined above -- i.e., we let $C$ be a plane curve with only one singular point, which we may assume without loss of generality occurs at the origin $O$. Then, as outlined above, $\hat{O}_{C,0} \cong k[[x,y]]/F(x,y)$ embeds into $\hat{O}_{C,\gamma^{-1}(O)} \cong k[[t]]$ via the homomorphism $\phi : k[[x,y]]/F(x,y) \to k[t]$ defined $\phi(x) = t^r$ and $\phi(y) = \sum_{j=1}^{\infty} a_j t^j$.

Let $\Phi_n$ be the composition of $\phi$ and the canonical map $k[t] \to k[t]/(t^{r_n+e})$ where $e = (r-1)(m-r+1)$ when $m = \text{ord}(\phi(y))$. When $m = r$, we take $e = 0$. Note that $m \geq r$. This follows from the set-up in the preceding paragraph and Corollary 2.2.8 by [CA00], which states that $\text{mult}_O(C) = \min\{r, m\}$, and Theorem 1.96 of [Kol09] which states $r = \text{mult}_O(C)$. Let $R_n$ be the quotient of $k[[x,y]]/(F(x,y) + (x,y)^n)$ with the kernel of $\Phi_n$. We then have an induced injective ring homomorphism $\phi_n : R_n \to k[t]/(t^{r_n+e})$. Furthermore, there is a surjective homomorphism $\psi_n : k[[x,y]]/(F(x,y) + (x,y)^n) \to R_n$ determined by choosing a basis $\beta = \{b_1, \ldots, b_t\}$ for $k[[x,y]]/(F(x,y) + (x,y)^n)$ and sending a certain requisite number of basis elements to zero. Moreover, we may form a Jorden-Holder composition series, as in the beginning of §3, so that $k[[x,y]]/(F(x,y) + (x,y)^n) \mod \beta_{q-1}$ is isomorphic to $R_n$ with $\beta_{q-1} = \{b_{t-q+1}, \ldots, b_t\}$ where $t$ is the length of $R_n$ and $q$ is the length of $k[[x,y]]/(F(x,y) + (x,y)^n)$. More explicitly, we let $\beta = \{x^ay^b \mid ar + bm < rm + e, b < r\}$. We choose the monomial ordering so that $\beta_{q-1}$ can be described as

$$\{x^n, x^{n+1}, \ldots, x^{n+[\frac{r}{m}]}, yx^n, \ldots, yx^{n+[\frac{r}{m}]-1}, y^2x^{n-2}, \ldots, y^{j-1}x^{n+[\frac{r}{m}]-j}\},$$

where $j = \lceil \frac{m-r}{r} \rceil$. Here, we are assuming $r \neq m$ since $\psi_n$ is an isomorphism in this case (with $e = 0$), and we assume $n \geq j - \lceil \frac{r}{m} \rceil$ for simplicity. We call Spec($R_n$) the auxiliary fat point of the closed germ $(C, p)$ at level $n$.

**Lemma 4.6.** Let $(C, p)$ be a pointed unibranch plane curve satisfying Assumption 4.1. Let $F_n = \text{Spec}(R_n)$ be the auxiliary fat point of $(C, p)$ at level $n$. Then, the truncation homomorphism $\psi_n : \hat{O}_{C,p}/p^n \to R_n$ induces a canonical morphism $\nabla_{J_r^nC} \to \nabla_{P^nC}$ which is a projection over the singular locus.

**Proof.** Without loss of generality, we may assume that $p$ is the origin. We need to show that the arc variables which are coefficients of elements of $\beta_{q-1}$ described above are free over the singular point $p = (0, 0)$. Using Weierstrass preparation lemma (cf. 1.89 of [Kol09]), we have that $C$ is given by the equation

$$y^r = g_{r-1}(x)y^{r-1} + \ldots + g_1(x)y + g_0(x).$$

By Newton-Puiseux's Theorem, $x = t^r$, $y = \sum_{i=0}^{\infty} a_it^i$ is a solution, which implies ord$_r(g_i(x)) \geq m - r$ for all $i = 0, \ldots, r - 1$. Now, we may plug in arcs $\tilde{y} := y_0 + y_1t^r + \text{HOT}$ and $\tilde{x} := x_0 + x_1t^r + \text{HOT}$, where HOT stands for higher order terms in $t$, and notice that, over the singular locus $(x_0, y_0) = (0, 0)$, $f(\tilde{x}, \tilde{y}) = 0$ is of the form

$$y_1t^r + \text{HOT} = \sum_{i=0}^{r-1} g_i(x_1t^r + \text{HOT})(y_1t^r + \text{HOT})^i.$$

Thus, the left hand side has order greater than or equal to $r^2$ and the right hand side has order greater than or equal to $r(m-r)$. There are then two cases: $r \geq m-r$ and $r < m-r$. When $r \geq m-r$, there is nothing to prove as $nr + r \geq nr + r[\frac{r}{m}]$. Thus, the arc variables which are coefficients of elements of $\beta_{q-1}$ are free.

Now, when $r < m-r$, then the left hand side implies that $y_i$ are in fact nilpotent (and, hence, equal to zero in the reduction) for $i = 1, 2, \ldots, m-r-1$. Thus, in this case the left hand side has order greater than or equal to $r(m-r)$, and so we reduce the first case proven above. \qed

Thus, given a unibranch plane curve with only one singular point $p$ satisfying assumption 4.1, we have that the induced map $\nabla_{J_r^nC} \to \nabla_{F_r^nC}$ is a piecewise trivial fibration away from $p$ with fiber $A_k^n$ where $v = \ell(F_n) - \ell(J_r^nX)$, and, by Lemma 4.3, it is also a piecewise trivial fibration with fiber $A_k^n$. In other words, in $\text{Gr}(\text{Var}_k)$, we have

$$\nabla_{J_r^nC} = \nabla_{F_r^nC}[L^r].$$

We note that $v = \lceil \frac{m-r+1}{r} \rceil - \lceil \frac{m-r}{m-r} \rceil$ if $m \neq r$ provided that $n \geq \lceil \frac{m-r+1}{r} \rceil$ and $v = 0$ when $r = m$. We will need this fact in what follows.

\footnote{Note that $\text{mult}_O(C)$ is denoted in [CA00] by $\nu(r)$ where $\nu$ corresponds to multiplicity and $r$ the algebroid curved defined by the equation $G_1 = 0$ for some irreducible branch $G_j \in k[x,y]$ of $C$.}
Example 4.7. Consider the curve $C$ given by the equation $y^3 = x^5$. As noted in Example 4.5 it is unibranched. Furthermore, in the above, $e = 6$, $\xi = 2$, and $j = 2$. Thus, for each $n \in \mathbb{N}$, $\beta_{q-1} = \{x^n, x^{n+1}, yx^{n-1}, yx^n\}$. Indeed, the kernel of $\phi_n$ is generated by all monomials $x^3y^b$ such that $3a + 5b \geq 3n + 6$ with $b \leq 2$. The reader may check that the only monomials which are of degree greater than or equal to $n$ which are not sent to zero under $\phi_n$ are the elements of $\beta_{q-1}$. Then, we have $5 - 3 < 3$ and also Equation 4.3 is of the form
\[(y_1t^3 + \ldots + y_nt^3n + \ldots)^3 = (x_1t^3 + \ldots + x_nt^3n + \ldots)^5\]
which shows that the lowest term on the left hand side involving $y_n$ is $3y_1^2y_n$t$^{3n+6}$ which is zero since $t^{3n+6} = 0$. The same is obviously true for the right hand side, which shows that $y_n$ is free. The reader may quickly check that the remaining three elements of $\beta_{q-1}$ are free in the same fashion.

Theorem 4.8. Let $(C, p)$ be a pointed unbranched curve satisfying Assumption 4.7. Let $X$ be a $k$-variety, $r = \text{mult}_p(C)$, and let $F_n$ denote the auxiliary fat point of $(C, p)$ at level $n$. Then, there exists a natural number $e$ such that
(1) The generalized arc space $\nabla_{F_n}X$ is a closed subspace of $\nabla_{t_{n+e}}X$.
(2) The natural truncation morphism $\pi_{n-1}^n: \nabla_{F_n}X \to \nabla_{F_{n-1}}X$ is induced by restricting the natural truncation morphism $\nabla_{t_{n+e}}X \to \nabla_{t_{(n-1)+e}}X$.
(3) The projective limit $\nabla_{J^eC}X \cong \lim_{\to} \nabla_{F_n}X$ is a closed cylinder of $\nabla_{J}X$.
(4) The motivic generating function $Z_{\nabla}^e(t)$ defined in Lemma 4.4 with $S := \nabla_{J^eC}X$ is well-defined.
(5) If $X$ has a resolution of singularities (e.g., char$(k) = 0$), then $Z_{\nabla}^e(t)$ is rational.

Proof. Let $R_n$ be the coordinate ring of the auxiliary fat point of $(C, p)$ at level $n$ as defined immediately before Theorem 4.5. There is a ring embedding $\phi_n: R_n \to k[t]/(t^{n+e})$ for all $n \geq 0$ for some fixed $e \in \mathbb{N}$. For each $n$, we define the set
(4.5) $\Gamma_n := \{\text{ord}_k(a) \mid a \in R_n \setminus \{0\}\} \subset \mathbb{Z}/(rn + e)$.

We let $\Sigma_n := \mathbb{Z}/(rn + e) \setminus \Gamma_n$. From this, we may establish (1) in the following way. Let $\beta$ be a basis for $R_n$ and let $\alpha$ be a basis $k[t]/(t^{n+e})$. Without loss of generality, we may assume $\alpha = \{a_1, \ldots, a_n\}$ with $a_i = t^i$ and that $\beta = \{x_1 \mid x \in \Gamma_n\}$. These are both given by the obvious monomial ordering. On any open affine $U$ of $X$ with coordinate ring $k[x_1, \ldots, x_v]/(f_1, \ldots, f_u)$, we have $\nabla_{s_i}f_i \in k[x_1^{(1)}, \ldots, x_{r_{n+e}}^{(b)}, x_2^{(2)}, \ldots, x_v^{(v)}]$. Therefore, $\nabla_{F_n}X$ is the closed subscheme of $\nabla_{I}X$ defined by the ideal $I := \langle x_i^{(j)} \mid \sigma \in \Sigma_n \rangle$, provided we can show $\nabla_{\sigma}f_i = \nabla_{\sigma}\nabla_{\sigma}f_i$ modulo $I$ for each $\sigma \in \Gamma_n$ and that $\nabla_{\sigma}f_i = 0$ modulo $I$ for each $\sigma \in \Sigma_n$. Note that here $\nabla_{\sigma}f_i$ and $\nabla_{\sigma}f_i$ are written to signify their dependence on $\alpha$ and $\beta$, respectively. The first claim is immediate. To show the second claim—i.e., that $\nabla_{\sigma}f_i$ is sent to zero by sending the arc variables $x_i^{(j)}$ to zero whenever $\sigma \in \Sigma_n$ for $i = 1, \ldots, v$—we first notice that $\nabla_{\sigma}f_i$ is the coefficient of $t^\sigma$. Thus, given a decomposition
(4.6) $\sigma = n_1 + \cdots + n_k$, $n_i \geq 0$,
we note that if all $n_i$ are in $\Gamma_n$, then $\sigma \in \Gamma_n$, which is a contradiction. Thus, there must be at least one $j$ so that $n_j \in \Sigma_n$. Each decomposition given by Equation 4.6 represents a potential term of $\nabla_{\sigma}f_i$. Putting this together, we have that each term of $\nabla_{\sigma}f_i$ involves some $x_i^{(n)}$ as a factor with $n_j \in \Sigma_n$. Therefore, $\nabla_{\sigma}f_i = 0$ modulo $I$, which establishes (1). Part (2) is an immediate consequence of (1).

To prove (3), it is enough to work with $k$ points. We see that the image of the ring embedding $\phi: \mathcal{O}_{C, p} \to k[[t]]$ can be described set-theoretically as the collection of arcs $a_0 + \sum_{i \geq r} a_i t^i$ generated as a $k$-algebra by 1, $\phi(x)$, and $\phi(y)$, with ord$(\phi(x)) = r$ and ord$(\phi(y)) = m$. Let $c$ be the conductor—i.e., the minimal natural number so that $(t^c[[t]]) \subset \mathcal{O}_{C, p}$. It follows that for any $n \in \mathbb{N}$ such that $nr + e > c$,
$$\nabla_{J^eC}X = \pi_{n+e}^{-1}((\nabla_{F_n}X)).$$

Parts (4) and (5) are immediate consequences of part (3), Lemma 4.4 and the fact that cylinders are strongly measurable. □
4.3. The multibranch case. Let $X$ be any scheme. We will use the short hand $X^s$ for the fiber product $X \times_k \cdots \times_k X$ ($s$ times). Using the uniformization morphism and some facts about arc spaces, we arrive at the following analogue of Theorem 4.3 for the multibranch case.

**Theorem 4.9.** Let $(C, p)$ be a pointed curve (not necessarily unbranched) satisfying Assumption 4.1. Let $X$ be a $k$-variety, let $r_i = \text{mult}_q(C)$ where $q_i$ are the branches of $C$ at $p$, and let $F_i^n$ be the auxiliary fat point of the branch $q_i$ at level $n$. Then, there exists natural numbers $e_1, \ldots, e_n$ such that

1. The generalized arc space $\prod_{i=1}^n \nabla_{F_i^n} X$ is a closed subscheme of $\prod_{i=1}^n \nabla_{r_i,n+1} X$.
2. The natural truncation morphism $\pi_{n+1}^{\text{trunc}} : \prod_{i=1}^n \nabla_{F_i^n} X \to \prod_{i=1}^n \nabla_{r_i,n+1} X$ is induced by restricting the natural truncation morphism $\prod_{i=1}^n \nabla_{r_i,n+1} X \to \prod_{i=1}^n \nabla_{r_i,n+1} X$.
3. The projective limit $\nabla_{F(p)} X \cong \lim_{\longrightarrow} \prod_{i=1}^n \nabla_{F_i^n} X$ is a closed cylinder of $\nabla_1X^s$.
4. The motivic generating function $Z_{S_n}^{r,e}(t)$ defined in Lemma 4.4 with $S := \nabla_{F(p)} X$ is well-defined where $e = e_1 + \cdots + e_n$.
5. If $X$ has a resolution of singularities (e.g., char$(k) = 0$), then $Z_{S_n}^{r,e}(t)$ is rational.

**Proof.** Let $C$ be a curve on a smooth surface and let $p$ be a point on $C$. Let $s$ be the cardinality of $\gamma^{-1}(p)$ where $\gamma : C \to C$ is the normalization. Consider the uniformization homomorphism $\mathcal{O}_{C,p} \xrightarrow{\phi} \cup_{i=1}^{\infty} k[[t]]$ defined by $\phi = \cup_{i=1}^{\infty} \phi_i$ with $\phi_i(x) = t^{r_i}$ and $\phi_i(y) = \sum_{j=1}^{r_i} a_{ij} t^{j}$. $F_i^n$ is defined to be the spectrum of the ring obtained by modding out $\mathcal{O}_{C,p}$ with the kernel of the composition of $\phi$ and $\cup_{i=1}^{\infty} k[[t]] \to k[t]/(t^{r_i},n+1)$. This induces the closed embedding of (1) and (2) quickly follows as well. The proofs of these facts are essentially the same as the proofs of parts (1) and (2) of Theorem 4.3.

For (3), note that

$$\nabla_1X^s = \nabla_1\left(\prod_{i=1}^s \nabla_{F_i^n} X\right) \cong \prod_{i=1}^s \nabla_{F_i^n} X.$$

Part (3) follows immediately from the fact that $\lim_{\longrightarrow} \nabla_{r_i,n+1} X \cong \nabla_1X$, the proof of Theorem 4.3, and the fact that a finite fiber product of closed cylinders is a closed cylinder. The proof for parts (4) and (5) follow from (3) in exactly the same way as in the proof of Theorem 4.3.

4.4. Rationality Results. Let $C$ be any curve and let $p$ be a point on $C$. The Hilbert-Samuel function $\ell(\mathcal{O}_{C,p}/m_n^a)$ is given by a linear polynomial $P(n) = e_0(C, p)n + e_1(C, p)$ for sufficiently large $n$, where $e_n(C, p) \in \mathbb{Z}$. The polynomial $P(n)$ is sometimes called the Hilbert-Samuel polynomial of $C$ at $p$, and the number $e_0(C, p)$ is called the Hilbert-Samuel multiplicity of $C$ at $p$. It is well-known (e.g., see the beginning of Chapter 4, Section 3 of [Ful84]) that $e_0(C, p)$ corresponds with the usual geometric notion of multiplicity used above—i.e., we have that $e_0(C, p) = r$ where $r$ is the number used in the work above. This immediately implies the following:

**Corollary 4.10.** Let $(C, p)$ a pointed curve satisfying Assumption 4.1. Assume further that $p$ is the only singular point of $C$. Then, there exists $e \in \mathbb{N}$ and $b \in \mathbb{Z}$ such that $\Theta_{X, F(p)C}(t) - \prod_{i=1}^s Z_{S_n}^{r,e}(t)$ is a polynomial, where $S := \nabla_{F(p)} C$. Moreover, $\Theta_{C, F(p)C}(t)$ is a rational function.

**Proof.** For simplicity, we prove the case where $C$ is unbranched. We let $e = (r-1)(m-r+1)$ as in the beginning of §4.2, and we let $v$ be the natural number given by Equation 4.3. We let $b = v - e_1(C, p)$.

By Lemma 4.4, $\prod_{i=1}^s Z_{S_n}^{r,e}(t) = \sum_{n=0}^{\infty} \left|\pi_{(n+1)}(S)\right| t^{v(r-1)(m-r+1)-e_1(C,p)n}$. By Hilbert-Samuel theory as outlined above and by the proof of part (3) of Theorem 4.3 and Lemma 4.6, the right hand side is equal to $p(t) + \sum_{n=0}^{\infty} \left|\nabla_{r_i,n+1} C\right| t^{-r_i(n+1)}$ where $p(t)$ is an element of $\text{Gr}(\text{Var}_k)[\mathbb{L}^{-1}, t]$. This proves that $\Theta_{X, F(p)C}(t)$ is a rational function by Part (5) of Theorem 4.3. For the multibranch case, we choose $e_i = (r_i-1)(m_i-r_i+1)$ and $v_i$ the number given by Equation 4.3 for each branch $q_i$. The proof of the result is exactly the same by letting

$$b = e_1 + \cdots + e_s + v_1 + \cdots + v_n - e_1(C, p)$$

provided we apply Theorem 4.9 in place of Theorem 4.8.

**Corollary 4.11.** Let $(C, p)$ a pointed curve satisfying Assumption 4.1. Then, there exists $e \in \mathbb{N}$ and $b \in \mathbb{Z}$ such that $\zeta_{C,p}(t) - \prod_{i=1}^s Z_{S_n}^{r,e}(t)$ is a polynomial (i.e., elements of $\text{Gr}(\text{Var}_k)[\mathbb{L}^{-1}, t]$), where $S_n := \mathcal{A}(C, p)$. In particular, $\zeta_{C,p}(t)$ is a rational function.
Proof. Follows mutatis mutandis from the proof of Corollary 4.10. Rationality of also follows directly from Theorem 3.4 and Corollary 4.10. □

4.5. Revisiting the conjecture of §1. We may now quickly make part of Conjecture 2.6 into a theorem:

Theorem 4.12. Let $C$ be a curve on a smooth surface $S$ over an algebraically closed field $k$ of characteristic zero. Then, $C$ is smooth at $p$ if and only if

$$\zeta_{C,p}(t) = \frac{L^{-1}}{1 - t}.$$

Proof. The forward direction is an immediate corollary to Proposition 2.5. The other direction is now (due to the rationality results in this section) also immediate. Indeed, in the case that $C$ is singular at $p$, it is impossible that

$$\zeta_{C,p}(t) = \frac{L^{-1}}{1 - t}$$

for the mere reason that $(1 - t)Z^{r,c}_{S_a}(t)$ will have a pole (in $t = L^{-q}$) by Lemma 4.6, Corollary 4.11, and the Motivic Monodromy Conjecture, which was proved by Loeser (cf. [Loe88]) in the case of plane curves. Here, $q$ denotes a formal variable over $\mathbb{Q}$ and $S_a := \mathcal{A}(C,p)$. □
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