An Evolutionary Fake News Detection Method for COVID-19 Pandemic Information
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Abstract: As the COVID-19 pandemic rapidly spreads across the world, regrettably, misinformation and fake news related to COVID-19 have also spread remarkably. Such misinformation has confused people. To be able to detect such COVID-19 misinformation, an effective detection method should be applied to obtain more accurate information. This will help people and researchers easily differentiate between true and fake news. The objective of this research was to introduce an enhanced evolutionary detection approach to obtain better results compared with the previous approaches. The proposed approach aimed to reduce the number of symmetrical features and obtain a high accuracy after implementing three wrapper feature selections for evolutionary classifications using particle swarm optimization (PSO), the genetic algorithm (GA), and the salp swarm algorithm (SSA). The experiments were conducted on one of the popular datasets called the Koirala dataset. Based on the obtained prediction results, the proposed model revealed an optimistic and superior predictability performance with a high accuracy (75.4%) and reduced the number of features to 303. In addition, by comparison with other state-of-the-art classifiers, our results showed that the proposed detection method with the genetic algorithm model outperformed other classifiers in the accuracy.
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1. Introduction

The COVID-19 pandemic is the most critical health crisis in the whole world, affecting all aspects of life [1]. At this time, with the outbreak of the COVID-19 pandemic, social media have become widely used to obtain information about the pandemic. There is a massive amount of false information and fake news, which results in people being confused and raises the need for accurate and real information about the pandemic. Social media such as Facebook, Twitter, and Instagram have facilitated the interaction among people across the world. Thus, because of the huge amount of information and its instant spread, some of this information is real and some is fake. Fake news influences people and leads them in the wrong directions. Therefore, there is an urgent need to find an effective approach that can detect fake news about the COVID-19 pandemic.

Distinguishing fake news is not an easy task since it purposely aims to identify false information. Research on fake news detection has used different classification models. Fake news on social media can have significant negative social effects. As a result, the discovery of fake news on social platforms has attracted researchers’ interest. The existing techniques for fake news detection use both news and social media content as the sources for the learning process. Fake news plays a major role in misleading people and spreading false information.
Several research studies [2–4] used various classification algorithms to detect misinformation related to the COVID-19 pandemic. The study [2] used BERT embedding and a shallow neural network to classify COVID-19 tweets. Another study [3] used ten machine learning algorithms with seven feature extraction methods to classify fake news on COVID-19. Furthermore, the study [4] used four machine learning classifiers, decision trees, logistic regression, gradient boost, and support vector machine, to detect fake news on social media.

With the advent of deep learning, there has been a great development in the field of text classification, and thereby in fake news classification. The study [5] used convolutional neural networks (CNNs), long short-term memory (LSTM), and bidirectional encoder representations from transformers (BERT) to detect fake news on COVID-19. Furthermore, the study [6] developed an approach based on an ensemble of three transformer models (BERT, ALBERT, and XLNET) to detect fake news. The model was trained and evaluated in the context of the Constraint AI 2021 Fake News Detection dataset.

The motivation of this study was to use an evolutionary fake news detection technique to extract the most important features of fake news information. Because of the number of symmetrical features related to the COVID-19 pandemic information is large, the proposed approach aimed to reduce the number of symmetrical features and obtain a high classification accuracy simultaneously after implementing four evolutionary classifications, namely k-NN-BSSA, k-NN-BPSO, k-NN-BGA, and k-NN, and three wrapper feature selection techniques (BGA, BPSO, and BSSA), with k-nearest neighbors (kNNs) as the main classifier to evaluate the output features. The fake news detection involved two primary sources of information: news websites and social media platforms. The experiments were conducted on a fake news website-based dataset called the Koirala dataset, then six datasets were constructed using different text tokenization forms (binary, TF, TF-IDF, and bag-of-words) and stemming techniques, namely Data 1, Data 2, Data 3, Data 4, Data 5, and Data 6.

The remainder of the paper is organized as follows: A brief summary of the relevant studies is given in Section 2. Section 3 presents the materials and methods that were used in this research. The details of the proposed methodology are described in Section 4. Section 5 presents and discusses the results. The findings of this research are concluded in Section 6. The abbreviations used in this paper are given at the end.

2. Related Work

Social networks have an important role in our daily lives as anyone can publish their ideas and spread information without verifying the authenticity of the content. Several studies involved the discovery of fake news in the context of social media. The study [7] proposed an approach to detect fake news sites to help users avoid such fake news. The study used some features of the news to detect fake information such as keywords and punctuation marks. Furthermore, the study [8] presented different approaches to distinguish between true and fake news, with high performance.

The research paper [9] developed an approach for classifying fake users and fake news on Twitter by implementing entity recognition and hashtag, emoji, and text sentiment analysis. The study by [10] proposed deep learning models based on a feed-forward neural network (FNN) and LSTM in conjunction with different word vector representations. The proposed model mainly focused on collecting information from the news article based on the content and title. The developed model obtained good results in terms of the evaluation measures used.

Additionally, another work [11] used Twitter’s data to determine the most important features that affected the performance of the machine learning methods when used for the classification of fake news. The study presented a set of new Twitter properties that could improve the classification of fake and real tweets. Furthermore, the work by [12] proposed a graph-based semi-supervised learning model to capture fake users on Twitter using certain valuable features.
Similarly, the researchers in [13] provided a text-based approach to fake news detection by using a two-layer classification. The first layer was used for detecting the fake topic, and the second layer was used for detecting the fake event. The research article [14] proposed a hybrid approach for classifying fake news on social platforms, which combined naive Bayes, support vector machines, and semantic analysis.

The study [15] introduced a two-phase technique for identifying fake news on social media. The first phase involved converting unstructured datasets into structured datasets. The second phase involved applying twenty-three supervised AI models on the BuzzFeed Political News dataset. The experimental results indicated that the J48 algorithm achieved the highest accuracy compared with the other AI models. Further, the authors in [16] described a deep learning model on a Kaggle fake news dataset. They performed text preprocessing by using word embedding (GloVe) to construct a vector space of words and created a linguistic relationship. For the classification, the authors proposed a new classification model based on two types of neural networks: convolutional and recurrent architectures. Another paper [17] captured the problem of malicious rumors that appear during breaking news. The study proposed a rumor-based propagation model called the HISBM model, which detected the propagation process of multiple rumors on online social networks to reduce the number of malicious information over a short period. Likewise, the spread of fake health-related news has a bad effect on people’s sentiments. The work introduced by [18] proposed a new approach to analyze Reddit, Facebook, and Twitter content. The results indicated that news focused on fake health information was often considered as bad messaging and that news based on the evidence of social influence was acceptable and respected. Furthermore, the study [19] proposed a theory-based model to early distinguish fake news. Based on the news content, the model detected fake news when it was published on news sites before spreading on social media platforms. The results were obtained by applying the model on two real-world datasets. In the same context, the research study [20] proposed a graph-based approach for unsupervised fake news detection over multiple datasets. The proposed approach employed different graph-based techniques, such as label spreading, a graph-based feature vector, and bi-clique identification. Particular to the AAAI-2021 COVID-19 dataset, the study [21] used both machine and deep learning techniques including the SVM, CNN, BiLSTM, and CNN+BiLSTM techniques with the TF-IDF and Word2Vec embedding techniques. Additionally, the research work [22] applied sentiment analysis to identify misinformation in tweets on the COVID-19 Twitter discourse. They captured unreliable and misleading content based on fact-checking websites and investigated the narratives of misinformation tweets.

The aforementioned studies above did not introduce an evolutionary classification technique to show the most essential features of the COVID-19 fake news information. As a result, this study proposed an evolutionary-based detection approach to capture the most important features of fake news information. Our approach aimed to reduce the number of features and achieved high accuracy. Four evolutionary classifications techniques (k-NN-BSSA, k-NN-BPSO, k-NN-BGA, and k-NN) were used. Furthermore, three wrapper feature selection techniques (BGA, BPSO, and BSSA) were implemented to evaluate the output features.

3. Materials and Methods

3.1. Feature Selection

Feature selection (FS) is a process that is performed before implementing data mining tasks such as classification and clustering [23–25]. The primary function of FS is to prepare the data (preprocess) by reducing the symmetry in the feature space (dimensionality) of a dataset [26]. FS performs a dimensionality reduction by eliminating noisy symmetrical features and keeps the most informative features in a dataset. The noisy features include features that have a high correlation with other symmetrical features (redundant) and features that have a weak correlation with the target class (label of the instance) (irrelevant) [27]. The major advantage of applying FS is the construction of a reduced version of
the dataset, which reduces the cost of the learning process in terms of time and hardware resources. FS increases the performance of the learning process because it can alleviate the problem of overfitting. The primary processes of FS are searching and evaluation [28]. The search involves a search algorithm that traverses the search space to find the global best feature subset. There are several types of search algorithms that have been adopted in the literature, such as brute-force methods and metaheuristic algorithms. The searching algorithms differ in their time complexity. Brute-force methods traverse all the generated feature subsets to decide the optimal feature subsets so that they consume exponential time to end the search process. Metaheuristic search methods generate random feature subsets and examine them until reaching the near-optimal features subset. Many of these algorithms have been enhanced to improve the FS process by adopting new operators [29], novel update strategies [30], new initialization [31], new encoding schemes [32], and new fitness functions [33], as well as applying multi-objective [34] and parallel algorithms [35]. The evaluation process of FS is accomplished based on the characteristics of the dataset (e.g., filters) or based on a learning algorithm (e.g., wrappers). Filters are fast methods because they do not involve a learning process [36,37]. However, wrappers generate more accurate results because the classifier used in the learning process of FS is normally used for the evaluation in the external testing process [30].

3.2. Nature-Inspired Algorithms

Nature-inspired algorithms (NIAs) are a set of methodologies that play a significant role in tackling various optimization problems. NIAs result from the relation of nature with different scientific fields including physics, chemistry, biology, mathematics, and engineering. Computer science has used these relations between science and nature and turned them into a well-defined discipline for optimizing different complex and challenging problems. NIAs are divided into two primary subcategories: evolutionary algorithms (EAs) and swarm-based algorithms (SI).

In EAs, the algorithms approximate biological evolution in their emulation. They include different computational systems that model natural evolutionary processes, such as reproduction, mutation, recombination, and selection. Examples of these types of algorithms are genetic algorithms (GAs) [38,39], differential evolution (DE) [40], and the biogeography-based optimization algorithm (BBO) [41].

In the SI category, the algorithms have a common behavior that is very similar to the collective (social) behavior of individuals (agents). A swarm system is comprised of an abundant number of solutions (agents) that are distributed in the environment to achieve a common (global) target. Intelligence can be seen in the swarm behavior, but not by looking at a single agent alone. Usually, swarm systems have interesting features and proprieties that help them coexist. Similarly, SIs have advantages that contribute to their success, such as adaptability, self-organization, distributed control, scalability, and flexibility. Briefly, a swarm is a distributed system where the agents’ behavior is autonomously controlled with no external management. Agents in a swarm are self-organized, which implies they are not pre-defined, but updated continuously at runtime. In addition, adaptability requires that agents adapt themselves to environmental changes and update their behavior accordingly. The update and modification steps depend on several heuristics inferred from the swarm. The scalability of SI means that it can perfectly cope with an increasing number of agents without changing the control architecture of the algorithm. This category contains a considerable number of algorithms such as particle swarm optimization (PSO) [42], the moth–flame optimization (MFO) algorithm [26], and salp swarm optimization (SSA) [29,43]. SI algorithms are characterized by two embedded conflicting milestones: exploration and exploitation. In exploration, the candidate solutions change continuously, which leads to exploring more areas and finding different solutions. In exploitation, the candidate solutions change less. Exploitation focuses on a certain promising region found by exploration and performs the search in a local region to improve the quality of the solutions.
3.2.1. Genetic Algorithm

The GA is undoubtedly the most widespread and typical example of EAs. It was first proposed by John Holland in 1975. The GA adopts Darwin’s theory of natural selection and evolution. Since then, it has been widely applied in different disciplines. The GA is typically designed by identifying a set of candidate solutions called chromosomes. The set of these chromosomes builds a population. Each chromosome is divided into smaller units called genes. The length of the chromosome (the number of genes) determines the dimensionality of a problem. At each iteration of the GA, a set of evolutionary operators (selection, crossover, mutation) is applied to create diversity in the current population in order to prepare a new population in a way that simulates the natural evolution. Each chromosome is evaluated according to certain evaluation criteria (object functions) to determine its quality and decide if it is fit or unfit. The highest evaluated solution (best individual) is preserved in each iteration. The unfit solutions (worst individuals) are candidates to be replaced by the newly generated offspring. This allows the average fitness value to increase dramatically throughout the iterations. Figure 1 shows the GA’s evolutionary process.

![Figure 1. GA evolutionary process.](image)

3.2.2. Binary Particle Swarm Optimization

PSO is a well-known SI algorithm that has been applied in many applications. The source of inspiration was flocks of birds searching for food. The solutions in PSO are called particles. The search procedure is guided by two primary factors: pbest and gbest. pbest is a solution that represents the best experience that was gained by the previous particle itself. gbest is the solution that represents the best solution in the entire swarm. Particles also have a position and velocity, which are both updated in each iteration based on a predefined mathematical model.

The original PSO algorithm was designed to optimize in continuous search spaces. However, the feature space is discrete. This is because FS is a binary problem in which the solutions have only two values, either “0” or “1”. “1” means that the corresponding feature is selected, whereas “0” means that the corresponding feature is not selected. Hence, there is a need to perform some modifications on the continuous PSO to generate a binary version of it. There is an important point to consider, which is the position update strategy of the optimizer. The focus in continuous optimization is to keep the updated components within the upper and lower limits. However, in binary optimization, the restriction is to keep the components binary. The position update strategy in binary optimization is to switch between “0” and “1”. This depends on the method used to define when the
component of the solution has to be assigned to “0” or “1”. To perform this, there should be a method to convert the continuous variables into binary variables. Transfer functions are widely used methods that generate binary versions of continuous optimizers. In [44], Mirjalili and Lewis used these transfer functions to generate a binary version of the PSO algorithm. Their function defined the probability of updating a component of a solution. In [45], Kennedy and Eberhart used the sigmoid function to produce a binary version of the PSO algorithm as in Equation (1), where \( v_d^i(t) \) shows the velocity of solution \( i \) for dimension \( d \) in iteration \( t \). By applying the sigmoid function, it converts the velocity values to probability values in the range \([0, 1]\).

\[
T(v_d^i(t)) = \frac{1}{1 + e^{-v_d^i(t)}},
\]

(1)

The S-shaped TFs are shown in Equation (2), where \( X_d^i(t+1) \) represents the \( ith \) component in the \( X \) solution for dimension \( d \) in iteration \( t + 1 \), \( \text{rand} \in [0, 1] \), which is generated using a random probability distribution. It is used to update the components of the position vector after defining a probability for each of them.

\[
X_d^i(t+1) = \begin{cases} 0, & \text{if rand} < S_{-TF}(v_d^i(t+1)) \\ 1, & \text{if rand} \geq S_{-TF}(v_d^i(t+1)) \end{cases}
\]

(2)

Using V-shaped TFs, Equation (4) is used to update the component of the next iteration based on the probability values from Equation (3). This equation was used in [46] to convert the GSA to binary.

\[
T(X_d^i(t)) = |\tanh(X_d^i(t))|,
\]

(3)

\[
X_{t+1} = \begin{cases} X_t, & \text{if rand} < V_{-TF}(\Delta X_{t+1}) \\ \sim X_t, & \text{if rand} \geq V_{-TF}(\Delta X_{t+1}) \end{cases}
\]

(4)

3.2.3. Binary Salp Swarm Algorithm

SSA is one of the widely used SI algorithms that was inspired by a kind of animal that lives in the seas and oceans, called salps. Their behavior that is modeled is reaching a food source. The leader of the salps is the first salp in the chain. It leads the remaining salps in the chain towards the food source. The remaining salps in the chain follow the leader salp. Salps implement a dynamic movement with respect to each other. Therefore, there is a direct or indirect change in the positions of follower salps towards the leader salp. The original SSA algorithm was continuous. Therefore, the same steps followed for converting the PSO to binary were used with the SSA to convert it to binary. Figure 2 shows a single salp and the salps chain.

![Figure 2. (A) Salps chain. (B) Single salp.](image)
4. Methodology

The proposed methodology that was utilized in this paper consisted of five stages, namely data collection, data preprocessing and feature extraction, model development, and evaluation and assessment. All the proposed processes of the methodology can be found in Figure 3.

4.1. Dataset Collection

One of the recent datasets in the fake news domain is the COVID-19 Fake News Dataset (https://data.mendeley.com/datasets/zwfdmp5syg/1, accessed on 20 May 2021), which was published by Abhishek Koirala [47] on the Mendeley portal. This dataset consists of a collection of true and fake news related to COVID-19. The initial dataset contained more than 6000 articles published across various media around the world and collected between December 2019 and July 2020. The news articles were collected based on three keyword searches: “corona”, “coronavirus”, and “COVID-19”. Furthermore, the dataset was collected using the web provider Webhose.io and contained 3 subcategories of news: false news, true news, and partially false news. The data were labeled as 0 for both partially false news and false news, and true news was labeled as 1.
4.2. Data Preprocessing and Feature Extraction

This phase included several cleaning steps to eliminate the undesired parts of the data. First was the feature extraction, which was performed by tokenizing the extracted tweets. In this step, the extracted documents and text were transformed into rich practical texts to improve the classification output. The results from this step were a set of words, phrases, and sentences that were considered machine-readable forms of text. Three models (BoW, TF, and TF-IDF) were used to extract the word features [48,49].

After the tokenization step, the following methods were applied:

- The removal of stop words: These were the highly repeated words in the text such as “the”, “and”, “but”, “or”, etc. Eliminating these words from the text reduced the dimensionality of the data, and helped build a more robust and efficient classification model [50]. This step involved eliminating some common and exclusive words;
- Stemming: This step included using different stemmers such as snowball, Lovins, and Dawson [51] to convert all the derivative words back to their basic roots. This approach was very beneficial to reduce the data dimensionality and help detect similar words in different forms;
- Eliminating unnecessary characters: These included extra spaces, punctuation marks, and other symbols [52] used in the dataset that were meaningless and unnecessary for our data analysis. Removing such unwanted characters improved the performance of the evolutionary classifier;
- Feature extraction: This paper used three popular feature extraction techniques to detect the most essential features of the COVID-19 pandemic information. Bag-of-words (BoW), term frequency (TF), and term frequency-inverse document frequency (TF-IDF) are described as follows:
  - Bag-of-words: This is a textual approach used in multiple applications such as the machine learning classifiers [53]. Each type of text, such as sentence, paragraph, article, or document, is treated as a group of words regardless of the syntactical or semantic dependency. It presents the existence of words within a particular text;
  - Term frequency: Similar to the BoW method, term frequency is one of most popular approaches used in textual manipulation. It represents the frequency of a specific term in the correlated part of the text. The frequency is computed by finding the number of keyword occurrences in a document divided by the total number of keywords in the whole document;
  - Term frequency-inverse document frequency: Since term frequency represents the most frequent words within a document that have largest weights, some of these words are insignificant, such as the word “the”. Therefore, one of the advanced methods to resolve this issue is to use the TF-IDF approach, which grants the rare words more weight than the common ones in all documents [54]. TF in the TF-IDF approach is the frequency of a particular word in the current document, whereas IDF assesses how rare the keywords are across all documents.

Six combinations of datasets were created using different text representations and stemming techniques. Table 1 shows the extracted datasets.

| Datasets   | Tokenization   | Stemming             | # of Features |
|------------|----------------|----------------------|--------------|
| Data 1     | Binary         | No                   | 1231         |
| Data 2     | TF-IDF         | No                   | 1231         |
| Data 3     | TF             | No                   | 1231         |
| Data 4     | TF-IDF         | Snowball stemmer     | 1240         |
| Data 5     | TF-IDF         | Lovins stemmer       | 1223         |
| Data 6     | Bag-of-words   | Dawson stemmer       | 611          |

Table 1. The description of the datasets.
4.3. Models Development

Three wrapper feature selections were used as the search algorithms (BGA, BPSO, and BSSA) and k-nearest neighbors (kNNs) as the main classifier to evaluate the output features. In this work, the output solution (feature subset) was represented as a binary vector of length \( n \), where \( n \) represents the number of the features in the given dataset. If a feature was set to 1, this means that it was selected, otherwise it was not. The quality of a feature subset was determined according to the classification model accuracy and the number of selected features. Fitness is represented in the following equation:

\[
\text{Fitness} = \alpha \times (1 - \text{accuracy}) + (1 - \alpha) \times \left( \frac{|S|}{|W|} \right)
\]

where the accuracy is the ratio of correctly classified fake and non-fake news instances over all the number of classified instances that were correctly and incorrectly classified; \(|S|\) is the number of selected features by the search algorithm, and \(|W|\) is the number of all features in the dataset; \( \alpha \in [0, 1] \). All dataset combinations were divided into training and testing based on 5-fold cross-validation.

4.4. Evaluation and Assessment

Our study used four evaluation measures, which were accuracy, precision, recall, and g-mean. These measures were calculated using a confusion matrix, where the true positives (TPs) represented the news that was predicted as fake and was fake news, the true negatives (TNs) were the news that was predicted as not fake and was non-fake, the false positives (FPs) represent the news that was predicted as fake, but was non-fake, and the false negatives (FNs) were the news that was predicted as not fake, but was fake. The metrics used were defined as follows:

Accuracy represents the ratio of correctly classified fake and non-fake news instances over all the correct and incorrect classified instances. Equation (6) is the equation for accuracy.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}; \quad (6)
\]

Precision, which is the ratio of news correctly identified as fake over all fake (positive) news instances, it is represented as in Equation (7).

\[
\text{Precision} = \frac{TP}{FP + TP}; \quad (7)
\]

Recall, which is the sensitivity of the model, means how well the model can identify the positive examples (fake) of news, which is defined by Equation (8).

\[
\text{Recall} = \frac{TP}{FN + TP}; \quad (8)
\]

The F-measure can be measured by calculating the weighted average of the recall and precision measures, as given by Equation (9).

\[
F - \text{Measure} = \frac{(2 \times \text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})}. \quad (9)
\]

5. Results and Discussion

In this section, three different experimental phases are presented. The first phase described the performance of the four versions of the k-NN classification model, including k-NN-BSSA, k-NN-BPSO, k-NN-BGA, and standard k-NN. Further, the models were combined with various metaheuristic algorithms for the feature selection problem. Second, the best model was transferred to the next phase to compare with other classification algorithms.
All experiments were examined on the aforementioned datasets, namely Data 1, Data 2, Data 3, Data 4, and Data 5, each of which had a different representation and stemming technique. The splitting method applied in this work followed the five-fold cross-validation criteria. The settings of the metaheuristic algorithms are shown in Table 2.

Table 2. The settings of the parameters.

| Algorithm | Parameter          | Value   |
|-----------|--------------------|---------|
| BSSA      | \( c_1 \)          | [0–1]   |
|           | \( c_2 \)          | [0–1]   |
| BPSO      | Acceleration constants | [2.1, 2.1] |
|           | Inertia \( w \)   | [0.9, 0.6] |
| BGA       | Single-point crossover | 0.9     |
|           | Mutation           | 0.01    |

5.1. Comparisons with Other Metaheuristics

In this subsection, the comparison of various metaheuristic algorithms and the standard k-NN against five different datasets is introduced. Furthermore, this was performed to show the performance improvement by employing metaheuristic algorithms on the k-NN classifier.

As can be seen in Table 3, the k-NN-BGA obtained the highest results in terms of accuracy for Data 1 with 0.73% and 631 selected features, followed by k-NN-BSSA, k-NN-BPSO, and the basic k-NN with 0.726%, 0.725%, and 0.70%, respectively. In terms of precision, the best results were achieved by k-NN-BGA, and the second-best algorithm was k-NN-BPSO. k-NN-BPSO outperforms the other algorithms in terms of recall and the F-measure.

Table 3. Comparison of the classification results for k-NN-BSSA, k-NN-BPSO, and k-NN-BGA with feature selection and the standard k-NN (without feature selection) on the Koirala dataset with the BoW representation (Data 1), the best result is marked in bold font.

| Method      | Accuracy | Precision | Recall | F-Measure | No. of Selected Features |
|-------------|----------|-----------|--------|-----------|--------------------------|
| k-NN-BSSA   | 0.7264   | 0.6045    | 0.5605 | 0.5817    | 790.4                    |
| k-NN-BPSO   | 0.7258   | 0.6194    | 0.6030 | 0.6111    | 619.8                    |
| k-NN-BGA    | 0.7348   | 0.6468    | 0.5142 | 0.5729    | 631.2                    |
| k-NN        | 0.7053   | 0.5628    | 0.5888 | 0.5755    | All                      |

Table 4 illustrates the results of the classification methods for Data 2. In contrast to the previous experiment, the basic k-NN gained the best results in terms of accuracy, followed by k-NN-BGA, k-NN-BPSO, and k-NN-BSSA, respectively. As for the precision measure, k-NN-BGA provided the fittest results from all other algorithms with 0.64%. In terms of recall and the F-measure, k-NN-BSSA and k-NN-BPSO obtained the best results, respectively.

Table 4. Comparison of the classification results for k-NN-BSSA, k-NN-BPSO, and k-NN-BGA with feature selection and the standard k-NN (without feature selection) on the Koirala dataset with the TF-IDF representation (Data 2).

| Method      | Accuracy | Precision | Recall | F-Measure | No. of Selected Features |
|-------------|----------|-----------|--------|-----------|--------------------------|
| k-NN-BSSA   | 0.6161   | 0.4587    | 0.7297 | 0.5633    | 753.6                    |
| k-NN-BPSO   | 0.6639   | 0.6194    | 0.6030 | 0.6111    | 613.8                    |
| k-NN-BGA    | 0.6764   | 0.6468    | 0.5142 | 0.5729    | 619.2                    |
| k-NN        | 0.7053   | 0.5628    | 0.5888 | 0.5755    | All                      |

As for dataset Data 3, both k-NN-BGA and k-NN-BPSO exceeded the other algorithms based on the accuracy measure with 0.734%, as shown in Table 5. k-NN-BGA obtained the highest results in terms of precision with 0.64%. For recall and the F-measure, k-NN-BSSA achieved the best results with 0.59% and 0.60%, respectively.
Table 5. Comparison of the classification results for k-NN-BSSA, k-NN-BPSO, and k-NN-BGA with feature selection and the standard k-NN (without feature selection) on the Koirala dataset with the TF representation (Data 3).

| Method         | Accuracy | Precision | Recall  | F-Measure | No. of Selected Features |
|----------------|----------|-----------|---------|-----------|--------------------------|
| k-NN-BSSA      | 0.7332   | 0.6095    | 0.5945  | 0.6019    | 794                      |
| k-NN-BPSO      | 0.7348   | 0.6039    | 0.5577  | 0.5799    | 613.4                    |
| k-NN-BGA       | 0.7348   | 0.6442    | 0.4877  | 0.5551    | 606.4                    |
| k-NN           | 0.7053   | 0.5628    | 0.5888  | 0.5755    | All                      |

According to the accuracy results for Data 4 in Table 6, k-NN-BGA again achieved first place with 0.75%, whereas k-NN-BSSA placed second. Further, k-NN-BGA placed first in terms of precision, and the standard k-NN was the first in terms of the recall measure. As for the F-measure, k-NN-BSSA accomplished the best results with 0.61%.

Table 6. Comparison of the classification results for k-NN-BSSA, k-NN-BPSO, and k-NN-BGA with feature selection and the standard k-NN (without feature selection) on the Koirala dataset with the TF-IDF and snowball stemming representation (Data 4).

| Method         | Accuracy | Precision | Recall  | F-Measure | No. of Selected Features |
|----------------|----------|-----------|---------|-----------|--------------------------|
| k-NN-BSSA      | 0.7220   | 0.5782    | 0.6673  | 0.6196    | 808.6                    |
| k-NN-BPSO      | 0.7187   | 0.5810    | 0.6134  | 0.5968    | 625.8                    |
| k-NN-BGA       | 0.7251   | 0.5949    | 0.5955  | 0.5952    | 602.4                    |
| k-NN           | 0.6963   | 0.5408    | 0.6957  | 0.6085    | All                      |

Table 7 describes the results of the four methods for Data 5. For this dataset, k-NN-BGA achieved the highest accuracy results for all datasets, not only Data 5, with 0.75% and 602 selected features. Furthermore, k-NN-BGA obtained the best results in both precision and the F-measure. k-NN-BSSA achieved the best results in terms of recall with 0.597%.

Table 7. Comparison of the classification results for k-NN-BSSA, k-NN-BPSO, and k-NN-BGA with feature selection and the standard k-NN (without feature selection) on the Koirala dataset with the TF-IDF and Lovins stemming representation (Data 5).

| Method         | Accuracy | Precision | Recall  | F-Measure | No. of Selected Features |
|----------------|----------|-----------|---------|-----------|--------------------------|
| k-NN-BSSA      | 0.7261   | 0.5962    | 0.5974  | 0.5968    | 789.4                    |
| k-NN-BPSO      | 0.7312   | 0.6198    | 0.5378  | 0.5759    | 616.2                    |
| k-NN-BGA       | 0.7543   | 0.6622    | 0.5633  | 0.6088    | 605.4                    |
| k-NN           | 0.7065   | 0.5642    | 0.5936  | 0.5785    | All                      |

Finally, the results of Data 6 are summarized in Table 8. Again, k-NN-BGA outperformed the other methods in terms of accuracy, followed by k-NN-BPSO, k-NN-BSSA, and k-NN, respectively. Similar to the accuracy results, k-NN-BGA exceeded the other methods in terms of the precision measure. As for recall and the F-measure, k-NN and k-NN-BSSA achieved the best results with 0.61% and 0.60%, respectively.

Table 8. Comparison of the classification results for k-NN-BSSA, k-NN-BPSO, and k-NN-BGA with feature selection and the standard k-NN (without feature selection) on the Koirala dataset with the BoW and Dawson stemming representation (Data 6).

| Method         | Accuracy | Precision | Recall  | F-Measure | No. of Selected Features |
|----------------|----------|-----------|---------|-----------|--------------------------|
| k-NN-BSSA      | 0.7338   | 0.6111    | 0.5926  | 0.6017    | 400                      |
| k-NN-BPSO      | 0.7393   | 0.6319    | 0.5548  | 0.5908    | 301.6                    |
| k-NN-BGA       | 0.7402   | 0.6351    | 0.5510  | 0.5941    | 300                      |
| k-NN           | 0.6985   | 0.5499    | 0.6144  | 0.5804    | All                      |

The overall results showed the superiority of our model compared to other methods, where k-NN-BGA placed first five times in terms of accuracy, while the standard k-NN obtained first place once. Furthermore, as seen in previous experiments, the best result of all datasets was obtained for Data 5. Therefore, the dataset with the TF-IDF and Lovins...
stemming representation techniques (Data 5) was the optimal dataset for our model. Moreover, to ensure the performance of the proposed model (k-NN-BGA) on this dataset, an extra examination and analysis are performed in the next subsection.

The convergence curves of all algorithms and datasets can be found in Figure 4. The figure confirms the better performance of k-NN-BGA against the other algorithms. It is worth mentioning that the convergence curves were calculated according to Equation (7).

Figure 4. Convergence curves for k-NN-BGA and the other methods on the Data 1, Data 2, Data 3, Data 4, Data 5, and Data 6 datasets.

5.2. Comparisons with Other Classification Algorithms

Due to obtaining the best result of all the datasets, an extra experiment was performed on Data 5 to ensure the quality of both the data and classification models. Consequently, in this subsection, three additional classification algorithms were applied to Data 5, namely J48, RF, and SVM. These algorithms were used in this experiment because they are the most popular algorithms in the literature.

Table 9 illustrates the results of the seven classification models, which were k-NN-BSSA, k-NN-BPSO, k-NN-BGA, k-NN, J48, RF, and SVM. In terms of accuracy, k-NN-BGA outperformed the other methods with 0.75%, followed by k-NN-BPSO, k-NN-BSSA, J48, SVM, k-NN, and RF, respectively. k-NN-BGA also exceeded the other methods in terms of precision and the F-measure with 0.66% and 0.60%, respectively. As for the recall measure, k-NN-BSSA obtained the best result, followed by the standard k-NN.
This showed the importance of the feature selection process in such a problem. With only 605 selected features, k-NN-BGA achieved the best results compared to the other methods.

Table 9. Comparison of the best classification results (with the TF-IDF and Lovins stemming representation) for k-NN-BSSA, k-NN-BPSO, and k-NN-BGA with feature selection and the standard k-NN (without feature selection) on the Koirala dataset and other traditional classifiers.

| Method          | Accuracy | Precision | Recall | F-Measure | No. of Selected Features |
|-----------------|----------|-----------|--------|-----------|--------------------------|
| k-NN-BSSA       | 0.7261   | 0.5962    | 0.5974 | 0.5968    | 789.4                    |
| k-NN-BPSO       | 0.7312   | 0.6198    | 0.5378 | 0.5759    | 616.2                    |
| k-NN-BGA        | 0.7543   | 0.6622    | 0.5633 | 0.6088    | 605.4                    |
| k-NN            | 0.7065   | 0.5642    | 0.5936 | 0.5785    | All                      |
| J48             | 0.7229   | 0.5960    | 0.5600 | 0.5822    | All                      |
| RF              | 0.7041   | 0.6342    | 0.3015 | 0.4087    | All                      |
| SVM             | 0.7075   | 0.5665    | 0.5879 | 0.5770    | All                      |

Moreover, compared to the deep learning approach introduced in the literature by Koirala [47], which was conducted on the same dataset, the proposed model presented an optimistic predictability performance with the best accuracy (75.43%), and it reduced the number of features to 303 symmetrical features. On the other hand, the logistic regression approach used in that study reported an accuracy of 75.07% with 797 features. Our proposed approach showed a better performance with a reduced number of symmetrical features.

6. Conclusions

The COVID-19 pandemic is the most critical health crisis, which has negatively affected the lives of people all over the world. During this massively dangerous crisis, a vast amount of misinformation and fake news related to COVID-19 has been rapidly disseminated by different news websites and social media platforms. Such misinformation has caused inaccurate facts to spread among people and increased misconceptions about the pandemic. To detect such COVID-19 misinformation, our study proposed an effective evolutionary fake news detection method, employing four evolutionary models (k-NN-BSSA, k-NN-BPSO, k-NN-BGA with feature selection, and the standard k-NN). The proposed approach aimed to decrease the number of symmetrical features and obtain a high accuracy by implementing three wrapper feature selections (particle swarm optimization (PSO), genetic (GA), and salp swarm algorithm (SSA)). Furthermore, the experiments were implemented on one of the popular datasets: the Koirala dataset. Then, six datasets were constructed using different text tokenization and stemming techniques. Based on the prediction results obtained, the proposed model presented a superior predictability performance with the best accuracy (75.43%) and reduced the number of symmetrical features to 303 features. Compared to other traditional machine learning classifiers, our results showed that the k-NN-BGA model surpassed the accuracy of other classifiers, J48, random forest, and support vector machine respectively.

For future work, the proposed fake detection methodology will be applied to other datasets in other domains. For example, the efficacy of the proposed methodology could be employed to detect fake news in the business sector, the education sector, and many other domains. Furthermore, the performance of the methodology can be investigated on larger datasets.
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- TF: Term frequency
- TF-IDF: Term frequency-inverse document frequency
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