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Abstract

BERT-like language models (LMs), when exposed to large unstructured datasets, are known to learn and sometimes even amplify the biases present in such data. These biases generally reflect social stereotypes with respect to gender, race, age, and others. In this paper, we analyze the variations in gender and racial biases in BERT, a large pre-trained LM, when exposed to different demographic groups. Specifically, we investigate the effect of fine-tuning BERT on text authored by historically disadvantaged demographic groups in comparison to that by advantaged groups. We show that simply by fine-tuning BERT-like LMs on text authored by certain demographic groups can result in the mitigation of social biases in these LMs against various target groups.

1 Introduction

Bias is defined as any kind of preference or prejudice of an individual or group, towards another individual or group (Moss-Racusin et al., 2012; Sun et al., 2019). The underlying traits of one’s demographic group shape one’s thoughts and worldviews (Garimella et al., 2016), and therefore may surface in one’s language preferences and biases in the day-to-day life. For example, the word admit is more often associated with hospital by Indian bloggers, whereas American bloggers associate it with guilt (Garimella et al., 2017).

Most prior work in bias mitigation has largely taken the “one-size-fits-all” approach, with most models being agnostic to the language of the speakers behind the language (Sun et al., 2019; Liang et al., 2020; Dinan et al., 2020; Garimella et al., 2021). In this paper, we draw inspiration from previous research that showed the effect of demographic information on NLP tasks, such as word embeddings (Bamman et al., 2014), word associations (Garimella et al., 2017; Welch et al., 2020), empathy prediction (Guda et al., 2021), varied model performance of demographic-aware models (Hovy, 2015). We hypothesize that biases toward or against a specific group vary based on the demographic lens through which the world is viewed, and analyzing the social biases of various demographic groups from their language use can help uncover their characteristics. We believe such an understanding can move us beyond “one-size-fits-all” models, while at the same time developing demographic-aware bias mitigation techniques.

The advent of large pre-trained Transformer-based (Vaswani et al., 2017) language models, such as BERT (Devlin et al., 2019) and GPT (Radford et al., 2019), have revolutionized NLP techniques for several downstream tasks (Joshi et al., 2019; Liu and Lapata, 2019; Wang et al., 2019; Zhang et al., 2019). However, along with their high performances, they can also inherit the various social biases that may be present in the large unstructured datasets they are exposed to (Kurita et al., 2019; Sheng et al., 2019; Tan and Celis, 2019; Zhao et al., 2019). In this paper, we focus on gender (male, female) and racial (African American, European American) biases, and address two main research questions: (1) How do gender and racial biases encoded in BERT vary when exposed to language authored by different demographic groups? (2) How do biases in demographic-specific BERT models compare to those in vanilla BERT?

The paper makes two main contributions. First, we present an empirical analysis of gender and racial biases encoded in BERT when it is trained on datasets authored by various demographic groups, and show that the biases, as measured by the Sentence Encoder Association Test (May et al., 2019), vary across different speaker groups under consideration. Second, we compare the biases in demographic-specific BERT models with those in vanilla BERT, and examine the extent to which the biases are either amplified or reduced in BERT.
upon exposure to language authored by specific demographic groups. To our knowledge, this is the first work that explores the effect of speaker demographic information on biases in BERT-like language models.

## 2 Effect of Speaker Demographics on Biases in BERT

To investigate the effect of speaker demographic information on biases encoded in BERT, we build variants of the pre-trained BERT model that are exposed to the language of various demographic groups. We consider the resulting change in the model biases to be a result of the underlying group’s bias. Specifically, we use the pre-trained BERT model and fine-tune it on datasets authored by different demographic groups for masked language modelling (MLM).

### Datasets

We use several datasets to fine-tune BERT. First, we use gender-aware datasets, to measure gender bias: (i) blogs collected from Google Blogger (Garimella et al., 2017), and (ii) Reddit comments (Welch et al., 2020). The former consists of a large set of blog posts collected from Google Blogger from 1999 to 2016, where the gender information of the bloggers is self-provided in their profiles. The latter consists of publicly available Reddit comments from 2007 to 2015; since Reddit users do not have profiles with personal information fields that could be scraped, Welch et al. (2020) extracted the demographic attributes of users from self-identification in their text. Gender was extracted by searching for statements referring to oneself as a ‘boy’, ‘man’, ‘male’, ‘guy’, for male (e.g., ‘i am a male’), or ‘girl’, ‘woman’, ‘female’, ‘gal’, for female (e.g., ‘i am a female’). We use 50K examples for each gender, randomly sampled from these datasets for fine-tuning BERT.

Second, we use location-aware datasets, covering Africa, Asia, Europe, North America, and Oceania, to measure the racial bias held in these regions: (i) GeoWAC, a geographically-balanced gigaword corpus, that consists of web pages from the Common Crawl (Dunn and Adams, 2020a), and (ii) Reddit comments (Welch et al., 2020). In GeoWAC, the language samples are geo-located using country-specific top-level domains; e.g., a web page under the .ca domain is assumed to have originated from Canada (Dunn and Adams, 2020b). This dataset consists of gigaword corpora for 48 languages, with the English corpus spanning across more than 150 countries. We consider top three countries per region with the highest number of examples, and select around 94K examples (the minimum number of examples for any country) from each of them (Table 1 in Appendix), resulting in around 283K examples for each region.

For the Reddit dataset, similar to the case in gender, Welch et al. (2020) segregated the comments region-wise based on the usage of phrases such as ‘i am from’ and ‘i live in’. This dataset consists of eight regions, namely Africa, Asia, Canada, Europe, Mexico, Oceania, South America, United Kingdom, and United States (Table 5 in Appendix shows the number of examples present in each of the five regions in the Reddit dataset). For our experiments, we merge the comments from United States and United Kingdom to obtain examples for the North America region, and merge United Kingdom with Europe. We do not consider Mexico and South America regions for our experiments. We use around 80K examples from each region from Reddit dataset (based on the minimum number of Reddit comments for any region).

We only consider examples with length > 20 and < 500 tokens. For each gender and region, we perform fine-tuning five times on each dataset, by randomly sampling the required number of examples for each fold, and use 90:10 ratio to obtain training and validation splits. We report the results averaged on the five folds. Further implementation details are provided in Appendix.

### Evaluation

Social biases are typically measuring using the Word Embedding Association Test (WEAT) (Caliskan et al., 2016). WEAT imitates the human implicit association test (Greenwald et al., 1998) for word embeddings, by measuring bias via the association between two sets of target concepts and two sets of attributes. For example, to measure gender bias with respect to career/family, which is a common historical gender bias (Caliskan et al., 2016), it uses target words such as female, woman and male, man, and attributes such as executive, office and home, children. The bias is determined by the difference between the relative similarity of the target concepts to the two sets of attributes: greater

---

1https://github.com/huggingface/transformers

2While the Reddit comments from (Welch et al., 2020) are available from 2007-15 and are of size > 1 TB, we use data only from the latest years for time and memory constraints.

3While this may not imply that the language user is born in Canada, it is assumed that the user lives in the country.
the difference, higher is the bias. This difference is called the effect size in the WEAT metric.

To measure the bias in BERT, we use the Sentence Encoder Association Test (SEAT) (May et al., 2019), which is an extension of WEAT to measure the bias between contextual representations obtained using BERT. The word-level test is extended to sentence contexts by using semantically bleached sentence templates, such as “This is a <word>”, “The <word> is here”, which convey very little meaning beyond that of the term inserted in them. We use the tests 6/6b and 3/3b to measure gender and racial bias respectively. 6/6b use attributes family and career for {male, female} groups, and 3/3b use pleasant and unpleasant for {African American, European American} groups.

The effect size for each test \( d \in \{-\infty, \infty\}, \) with sizes of larger magnitude indicating more severe bias toward or against a group. A score \( d > 0 \) (or \( d < 0 \)) for gender tests (6/6b) indicates that male is more (or less) associated to career than to family, in comparison to female. Similarly, a score \( d > 0 \) (or \( d < 0 \)) for race tests (3/3b) indicates that European American is more (or less) associated to pleasant than to unpleasant, in comparison to African American. Thus, an effect size \( d > 0 \) indicates that the model is biased against female and African American groups (or toward male and European American groups) for gender and race respectively, and an effect size \( d < 0 \) indicates that the model is biased toward them.\(^4\)

3 Results and Discussion

Tables 1 and 2 show the SEAT effect sizes of BERT, and its fine-tuned gender-specific and race-specific variants respectively, averaged over five folds (with absolute values taken for BERT and each fold of its variants). While the effect sizes can be positive or negative, we present their absolute values as they indicate the severity of the models’ bias toward or against any given group.

3.1 Bias Variation Across Groups

In the case of gender (Table 1), with blogs as training data, the effect sizes of BERT-F model for both tests (0.37, 0.15) and their average (0.26) are lower in magnitude than those of BERT-M model (0.82, 0.23, 0.52). Similar trend is seen with Reddit comments as training data (0.57, 0.08, 0.32 compared to 0.78, 0.23, 0.50 respectively). The gender bias in BERT (according to tests 6/6b) stems from the high association of male terms with career than family in comparison to female terms; the decrease in bias for BERT-F indicates that such associations are lower in female language than in male language, in both blogs and Reddit comments.

To examine biases against a specific gender, we consider the direction of the SEAT effect size. If the effect size is \( d \), we consider bias against female (or African American for race) as \( \frac{d}{d \geq 0} \), and bias against male (or European American) as \( \frac{d}{d \leq 0} \). With this formulation, we observe that bias against females is lower for BERT-F (0.19) than BERT-M (0.52) for both the datasets, while that against males is lower for BERT-M when trained with blogs (0.00 compared to 0.07), and more or less the same for both the BERT variants when trained with Reddit comments (0.04). In other words, bias against a specific gender in BERT is lower when the model is trained with data authored by that gender, as per the SEAT tests 6/6b.

For racial bias against African American (AA) or European American (EA) groups (Table 2), with

| Model   | Bias against male/female | Bias against female | Bias against male |
|---------|--------------------------|---------------------|-------------------|
|         | 6: M/F names 6b: M/F terms Avg. | 6: M/F names 6b: M/F terms Avg. | 6: M/F names 6b: M/F terms Avg. |
| BERT    | 0.48 0.11 0.29 | 0.48 0.11 0.29 | 0.00 0.00 0.00 |
| BERT-Male | 0.82 0.23 0.52 | 0.82 0.23 0.52 | 0.00 0.00 0.00 |
| BERT-Female | 0.37 0.15 0.32 | 0.37 0.01 0.19 | 0.00 0.14 0.07 |

Table 1: SEAT effect sizes for gender tests 6/6b with career/family attributes for BERT and its gender-specific variants. Least average scores among the variants are in bold for each test. Average scores lower than that of BERT are underlined.

\(^4\)This is assuming the historical bias against women to not give as much importance to their career as they do for family (Caliskan et al., 2016).
Table 2: SEAT effect sizes for race tests 3/3b with pleasant/unpleasant attributes for BERT and its region-specific variants. Least scores among the variants are in bold for each test. Average scores lower than that of BERT are underlined.

GeoWAC training data, the average effect size of BERT-Africa is the least (0.14) compared to the other region-specific BERT variants. For bias against AA, the BERT-Africa model has the least score of 0.09, while the highest scores are seen for BERT-Asia and BERT-North America models, both for the case of racial bias against either EA or AA (0.32, 0.31 respectively), and only AA (0.32, 0.29 respectively). For the bias against EA, BERT-Asia and BERT-North America achieve least scores, while BERT-Africa has the highest score. Thus, similar to the case in gender, bias against a specific race is lower when the model is trained with data authored by that racial group, with GeoWAC data.

It is interesting to note that with Reddit comments as the training data, BERT-North America model achieves the least average effect size against EA/AA (0.17), while BERT-Asia has the highest bias score (0.36). While BERT-NA and BERT-Europe models have least bias scores against EA similar to the case with GeoWAC data, BERT-Asia has the least score for bias against AA and highest score against EA, and BERT-Africa has the highest bias score against its own group. We suspect the Reddit comments authored by AA group are particularly stereotypical, and further investigation is needed to more concretely understand this.

3.2 Bias Variation Between BERT and its Demographic-Specific Variants

Here, we address the second research question of how the biases in the demographic-specific variants of BERT compare to those in BERT. We observe from Table 1 that BERT-F obtained using blogs achieves lower bias score (0.26) compared to not only BERT-M (0.52) but also to BERT itself (0.29). In other words, a small degree of bias mitigation is achieved in BERT by only exposing it to female language. However, the bias score of BERT-F increases when it is trained with Reddit data (0.32), (though the increase is much higher for BERT-M); this may be due to the possible biased nature of the Reddit data itself. To further examine this, we fine-tune BERT on Reddit data with smaller sizes of 30K and 10K examples (Table 3).
We see that the average bias scores decrease upon reducing the training size, hinting at the possible biased nature of the Reddit data. In the case of blogs, however, while fine-tuning BERT with 30K female-authored examples results in a decreased score (0.20), it increases slightly (0.28) with 10K examples. We also note that such decrease in model bias of BERT-F compared to BERT is also seen for bias against female, more so with 30K training examples (0.19 and 0.07 with 50K and 30K examples respectively with blogs, 0.28 and 0.24 examples respectively with Reddit data; complete results with bias against specific groups are provided in Table 4 in Appendix).

Note that sent-debias, proposed for debiasing sentence representations via a post-training technique (Liang et al., 2020), achieves an average absolute SEAT score of 0.27 for tests 6/6b. It is interesting that BERT-F trained with blogs achieves a comparable score of 0.26 with 50K examples, and a much lower score of 0.20 with 30K examples, just by exposing BERT to female language.

In the case of racial bias (Table 2) as well, we note a reduced bias of BERT-Africa model (0.14) compared to that of BERT (0.23) in the GeoWAC setting, and of BERT-NA model (0.17) in the Reddit setting. Similar drops can be seen for bias against AA and EA groups using both the datasets. These results indicate that not only biases encoded in BERT vary across speaker demographics of the language BERT is exposed to, but also that such exposure via simple fine-tuning can sometimes also result in bias mitigation of the pre-trained LM. The results obtained using blogs (for gender) and GeoWAC data (for race) further hint at the possibility of gender or racial bias mitigation in BERT against a specific target group by fine-tuning it with language authored by that very group (female for gender and African American for race).

4 Conclusions

In this paper, we analyzed gender and racial bias in BERT when it is fine-tuned on datasets authored by different demographic groups. We found that BERT when exposed to female language exhibits lower gender bias than when it is exposed to male language as measured by the SEAT effect size with respect to career/family attributes. For European American/African American racial bias, we observed that with one dataset, BERT exposed to African language exhibits lower bias, while on another dataset, BERT exposed to North American language results in lower bias. We also found that simply fine-tuning BERT on MLM tasks with data authored by specific demographic groups can result in bias mitigation in BERT, indicating that depending on the lens through which the world is viewed, biases can be lowered in large pre-trained LMs.

Based on these initial findings, we believe further research is warranted in this direction of bias mitigation using demographic data and demographic-aware bias mitigation methods.
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### A Appendix

| Region   | Country  | # Examples |
|----------|----------|------------|
| Africa   | Nigeria  | 3,153,761  |
| Africa   | Mali     | 660,916    |
| Africa   | Gabon    | 645,769    |
| Asia     | India    | 12,327,494 |
| Asia     | Singapore| 6,130,047  |
| Asia     | Philippines | 3,166,971 |
| Europe   | Ireland  | 8,689,752  |
| Europe   | United Kingdom | 7,044,434 |
| Europe   | Spain    | 465,780    |
| North America | Canada | 7,965,736  |
| North America | United States | 8,521,094 |
| North America | Bermuda | 244,500    |
| Oceania  | New Zealand | 94,476    |
| Oceania  | Palau    | 486,437    |
| Oceania  | Vanuatu  | 165,355    |

Table 4: Country-specific details in GeoWAC dataset.

### Blog dataset. We use a subset of the blogs described in (Garimella et al., 2017), which consists of around 211K female blog posts and 121K male blog posts. We randomly sample 50K examples from each of these two genders for our experiments (for five folds).

### GeoWAC dataset. From the GeoWAC dataset, we consider three countries for each of the five regions, as shown in Table 4. Table 4 also shows the number of examples from each of these countries. Note that these numbers includes all the very short or long examples as well; we discard those with $<20$ and $>500$ tokens while selecting examples for fine-tuning BERT.

### Reddit dataset. Welch et al. (2020) segregated the Reddit comments gender-wise based on the usage of phrases such as 'i am a male' and 'i am a female', and region-wise based on the usage of phrases such as ‘i am from’ and ‘i live in’. We consider Reddit comments authored by males and females from the years 2014-15 from (Welch et al., 2020) for the case of gender. These amount to more than 49M female and male examples; we randomly sample 50K examples (five folds) for our BERT fine-tuning experiments. Table 5 shows the number of examples present in each of the five regions in the Reddit dataset. Note that this dataset (spanning 2013-15) consists of eight regions, namely Africa, Asia, Canada, Europe, Mexico, Oceania, South America, United Kingdom, and United States. For our experiments, we merge the comments from United States and Canada to obtain examples for the North America region, and merge United Kingdom with Europe. We do not consider Mexico and South America regions for our experiments.

The overall dataset statistics for the finetuning experiments are provided in Table 6.

### Evaluation. Word Embedding Association Test (WEAT) imitates the human implicit association test (Greenwald et al., 1998) for word embeddings. Specifically, it measures the association between two sets of target concepts and two sets of attributes.

### Implementation details. BERT is fine-tuned for 3 epochs with every dataset for each of the five folds.
| Gender       | Dataset                  | # Examples |
|--------------|--------------------------|------------|
| Blogs (Garimella et al., 2017) | 50K                     |
| Reddit comments (Welch et al., 2020) | 50K                     |

| Race         | Dataset                  | # Examples |
|--------------|--------------------------|------------|
| GeoWAC (Dunn and Adams, 2020a) | 285K                     |
| Reddit comments (Welch et al., 2020) | 80K                     |

Table 6: Sizes of datasets used for finetuning BERT.

The region-specific fine-tuning experiment with GeoWAC dataset are run on single Tesla T4 GPU (22 GB memory), and the rest other experiments (region-specific fine-tuning with Reddit dataset, and gender-specific fine-tuning experiments) are run on single Tesla V100 GPU (52 GB). All of them use BERT-base-uncased model, with batch size 8, learning rate 1e-4, and maximum sequence length 512. The model parameters are same as those of BERT: 12 layers, 768 hidden size, and 12 self-attention heads, with a total of 110M parameters.

**Results.** Table 7 shows the SEAT effect sizes of gender-specific variants of BERT training with 50K and 30K examples, from blog and Reddit datasets.
| Model      | 6: M/F | 6b: M/F | Avg. | 6: M/F | 6b: M/F | Avg. | 6: M/F | 6b: M/F | Avg. |
|------------|--------|---------|------|--------|---------|------|--------|---------|------|
|            | names  | terms   |      | names  | terms   |      | names  | terms   |      |
| BERT       | 0.48   | 0.11    | 0.29 | 0.48   | 0.11    | 0.29 | 0.00   | 0.00    | 0.00 |
| BERT-Male  | 0.82   | 0.23    | 0.52 | 0.82   | 0.23    | 0.52 | 0.00   | 0.00    | 0.00 |
| BERT-Female| 0.37   | 0.15    | 0.26 | 0.37   | 0.01    | 0.19 | 0.00   | 0.14    | 0.07 |
| BERT-Male  | 0.80   | 0.24    | 0.52 | 0.80   | 0.24    | 0.52 | 0.00   | 0.00    | 0.00 |
| BERT-Female| 0.20   | 0.20    | 0.20 | 0.14   | 0.00    | 0.07 | 0.06   | 0.20    | 0.13 |
| BERT-Male  | 0.78   | 0.23    | 0.50 | 0.78   | 0.14    | 0.46 | 0.00   | 0.08    | 0.04 |
| BERT-Female| 0.57   | 0.08    | 0.32 | 0.57   | 0.00    | 0.28 | 0.00   | 0.08    | 0.04 |
| BERT-Male  | 0.63   | 0.13    | 0.38 | 0.63   | 0.07    | 0.35 | 0.00   | 0.06    | 0.03 |
| BERT-Female| 0.48   | 0.15    | 0.31 | 0.48   | 0.00    | 0.24 | 0.00   | 0.15    | 0.07 |

Table 7: SEAT effect sizes (absolute values) for gender tests 6 and 6b with career/family attributes for BERT and its gender-specific variants, and their averages. Least scores among the variants are in **bold** for each test. Average scores lower than that of BERT are **underlined**.