THE RADIAL CURVATURE OF AN END THAT MAKES EIGENVALUES VANISH IN THE ESSENTIAL SPECTRUM I
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Abstract. The concern of this paper is to clarify a relationship between the curvatures at infinity and the spectral structure of the Laplacian. In particular, this paper discusses the question of whether there is an eigenvalue of the Laplacian embedded in the essential spectrum or not. The borderline-behavior of the radial curvatures for this problem will be determined: we will assume that the radial curvature $K_{\text{rad}}$ of an end converges to a constant $-1$ at infinity with the decay order $K_{\text{rad}} + 1 = o(r^{-1})$ and prove the absence of eigenvalues embedded in the essential spectrum. Furthermore, in order to show that this decay order $K_{\text{rad}} + 1 = o(r^{-1})$ is sharp, we will construct a manifold with the radial curvature decay $K_{\text{rad}} + 1 = O(r^{-1})$ and with an eigenvalue $\frac{(n-1)^2}{4} + 1$ embedded in the essential spectrum $[\frac{(n-1)^2}{4}, \infty)$ of the Laplacian.

1. Introduction

The Laplace-Beltrami operator $\Delta$ on a noncompact complete Riemannian manifold $(M, g)$ is essentially self-adjoint on $C_0^\infty(M)$; the spectral structure of its self-adjoint extension to $L^2(M)$ and the curvatures of the manifold $M$ are closely related to each other and their relationship has been studied by several authors. Especially, the problem of the absence of eigenvalues was discussed in [2,3,4,5,6,7,9,10,13,16, 18,20].

This paper will treat the case that the curvature $K$ of $(M, g)$ converges to a constant $-1$ at infinity. The other case that $K$ converges to $0$ at infinity will be treated in the sequel. We will begin by recalling the previous works and their decay conditions imposed on $K + 1$ which ensure the absence of eigenvalues greater than $\frac{(n-1)^2}{4}$. In the case that $(M, g)$ is rotationally symmetric, the condition imposed in Pinsky [20] is that $\dim M = 2$, $K_{\text{rad}} \leq 0$ on $(M, g)$, $K_{\text{rad}} \leq -1$ ($r \geq r_0$), and $\int_{r_0}^\infty |K_{\text{rad}} + 1| \, dr < \infty$, where $K_{\text{rad}}$ is the radial curvature (see [13]) with respect to the origin. When the metric is not necessarily rotationally symmetric, the condition imposed in Donnelly [5] is that $(M, g)$ is a simply connected negatively curved manifold, $\int_1^\infty r^\beta |K_{\text{rad}} + 1| \, dr < \infty$ and $\lim_{r \to \infty} r^\beta |K_{\text{rad}} + 1| = 0$, where $r$ denotes the distance to an arbitrarily fixed point $p$, $K_{\text{rad}}$ stands for the radial curvature with respect to $p$, and $\beta > 2$ is a constant. Roughly speaking, Donnelly’s curvature condition is $K_{\text{rad}} + 1 = O(r^{-3-\epsilon})$. In this paper, we will examine the growth property of solutions to eigenvalue equation and determine the borderline-behavior of the radial curvatures that makes the eigenvalues in the essential spectrum vanish.

Indeed, as a special case, we will prove the absence of eigenvalues greater than $\frac{(n-1)^2}{4}$ under the assumption that $K_{\text{rad}} + 1 = o(r^{-1})$; this paper also construct an example which shows that this curvature condition $K_{\text{rad}} + 1 = o(r^{-1})$ is sharp. Thus, the
borderline-behavior of the radial curvatures that makes the eigenvalues embedded in the essential spectrum will be seen to be $o(r^{-1})$.

We state our results more precisely: let $(M,g)$ be an $n$-dimensional noncompact complete Riemannian manifold and $U$ an open subset of $M$. We shall say that $M - U$ is an end with radial coordinates if and only if the boundary $\partial U$ is compact, connected, and $C^\infty$ and the outward normal exponential map $\exp_{\partial U}: N^+(\partial U) \to M - U$ induces a diffeomorphism, where $N^+(\partial U) = \{v \in T(\partial U) \mid v$ is outward normal to $\partial U\}$. Note that $U$ is not necessarily relatively compact. Let $r$ denote the distance function from $\partial U$ defined on the end $M - U$. We shall say that a 2-plane $\pi \subset T_xM$ ($x \in M - U$) is radial if $\pi$ contains $\nabla r$, and, by the radial curvature, we mean the restriction of the sectional curvature to all the radial planes. In the sequel, the following notations will be used:

\begin{align*}
B(s,t) &= \{x \in M - U \mid s < r(x) < t\} \quad \text{for } 0 \leq s < t; \\
B(s,\infty) &= \{x \in M - U \mid s < r(x)\} \quad \text{for } 0 \leq s < \infty; \\
S(t) &= \{x \in M - U \mid r(x) = t\} \quad \text{for } 0 \leq t < \infty; \\
\sigma(-\Delta) &= \text{the spectrum of } -\Delta; \\
\sigma_p(-\Delta) &= \text{the set of all eigenvalues of } -\Delta; \\
\sigma_{\text{ess}}(-\Delta) &= \text{the essential spectrum of } -\Delta; \\
K_{\text{rad.}} &= \text{the radial curvature on } M - U.
\end{align*}

Moreover, we denote the Riemannian measure of $(M,g)$ by $dv_y$, and the measure on each $S(t)$ ($t > 0$) induced from $dv_y$ simply by $dA$.

In this paper, we shall consider the eigenvalue equation

$$\Delta f + \alpha f = 0$$

on an end $M - U$ and drive a growth estimate at infinity of solutions $f$, from which will follow the absence of eigenvalues in the essential spectrum.

First, we shall state our theorem in terms of the shape operators $\nabla dr$ of the level hypersurfaces $\{S(r)\}_{r \geq 0}$ and the lower bound of the Ricci curvature of the radial direction; recall that the shape operators $\nabla dr$ of $\{S(r)\}_{r \geq 0}$ describes the metric-growth on $\{S(r)\}_{r \geq 0}$:

**Theorem 1.1.** Let $(M,g)$ be an $n$-dimensional noncompact complete Riemannian manifold and $U$ an open subset of $M$. Assume that the end $E := M - U$ has radial coordinates and write $r = \text{dist } (U, \ast)$. We also assume that there exists a constant $r_0 > 0$ such that

$$\left(1 - \frac{A_1}{r}\right) \tilde{g} \leq \nabla dr \leq \left(1 + \frac{B_1}{r}\right) \tilde{g} \quad \text{on } B(r_0, \infty) \quad \text{(*)}
$$

and

$$\text{Ric}(\nabla r, \nabla r) \geq -(n - 1) \left(1 + \frac{b_1}{r}\right) \quad \text{on } B(r_0, \infty), \quad \text{(**)}$$

where we set $\tilde{g} = g - dr \otimes dr$ for simplicity, and $A_1$, $B_1$, and $b_1$ are positive constants. Let $\alpha > \frac{(n-1)^2}{4}$ be a constant and $f$ a not identically vanishing solution to the equation:

$$\Delta f + \alpha f = 0 \quad \text{on } B(r_0, \infty).$$
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Assume that constants $\gamma > 0$, $A_1$, $B_1$, and $b_1$ satisfy

$$1 - \hat{A}_1 > 0; \quad 2\gamma > \hat{A}_1 + \hat{B}_1; \quad (1.1)$$

$$\alpha - \frac{(n - 1)^2}{4} > (n - 1) \left(2\hat{A}_1 + \hat{b}_1\right) \cdot m_1(\gamma, A_1, B_1),$$

(1.2)

where we set $\hat{A}_1 = (n - 1)A_1$, $\hat{B}_1 = (n - 1)B_1$, $\hat{b}_1 = (n - 1)b_1$, and

$$m_1(\gamma, A_1, B_1) = \max \left\{ \frac{1}{2(1 - \hat{A}_1)}, \frac{1}{2\gamma - \hat{A}_1 - \hat{B}_1} \right\}.$$  

Then, we have

$$\lim_{t \to \infty} t^\gamma \int_{S(t)} \left\{ \left( \frac{\partial f}{\partial r} \right)^2 + |f|^2 \right\} \, dA = \infty.$$  

Next, we shall state our theorem in terms of radial curvatures: the conditions (1.3) and (1.4) in the following theorem implies $(\ast_1)$ and $(\ast_2)$ with $b_1 = 2B_1$ in Theorem 1.1 except for unnecessary lower order terms (Proposition 2.1). Hence, the following theorem follows from Theorem 1.1:

**Theorem 1.2.** Let $(M, g)$ be an $n$-dimensional noncompact complete Riemannian manifold and $U$ an open subset of $M$. Assume that the end $E := M - U$ has radial coordinates and write $r = \text{dist}(U, \ast)$. We also assume that there exists a constant $r_0 > 0$ such that

$$\nabla dr \geq 0 \quad \text{on } S(r_0)$$

(1.3)

and

$$-1 - \frac{2B_1}{r} \leq K_{\text{rad.}} \leq -1 + \frac{2A_1}{r} \leq 0 \quad \text{on } B(r_0, \infty).$$

(1.4)

Let $\alpha > \frac{(n-1)^2}{4}$ be a constant and $f$ a not identically vanishing solution to the equation:

$$\Delta f + \alpha f = 0 \quad \text{on } B(r_0, \infty).$$

Assume that constants $\gamma > 0$, $A_1$, $B_1$, $b_1$ satisfy

$$1 - \hat{A}_1 > 0; \quad 2\gamma > \hat{A}_1 + \hat{B}_1; \quad (1.1)$$

$$\alpha - \frac{(n - 1)^2}{4} > 2(n - 1) \left(\hat{A}_1 + \hat{b}_1\right) \cdot m_1(\gamma, A_1, B_1).$$

(1.2)

Then, we have

$$\lim_{t \to \infty} t^\gamma \int_{S(t)} \left\{ \left( \frac{\partial f}{\partial r} \right)^2 + |f|^2 \right\} \, dA = \infty.$$  

In the theorems above, if $A_1$ and $B_1$ converge to 0, the conditions (1.1) and (1.2) are satisfied for any $\gamma > 0$; thus, we get the following two theorems by taking $r_0$ successively large:

**Theorem 1.3.** Let $(M, g)$ be an $n$-dimensional noncompact complete Riemannian manifold and $U$ an open subset of $M$. Assume that the end $E := M - U$ has radial
coordinates and write \( r = \text{dist} (U, *) \). We also assume that there exists a constant \( r_0 > 0 \) such that
\[
\left( 1 - \frac{A(r)}{r} \right) \tilde{g} \leq \nabla dr \leq \left( 1 + \frac{B(r)}{r} \right) \tilde{g} \quad \text{on } B(r_0, \infty)
\]
and
\[
\text{Ric} (\nabla r, \nabla r) \geq -(n-1) \left( 1 + \frac{b(r)}{r} \right) \quad \text{on } B(r_0, \infty),
\]
where we set \( \tilde{g} = g - dr \otimes dr \) and \( A(r), B(r) \) are positive-valued continuous function of \( r \in [r_0, \infty) \) satisfying \( \lim_{r \to \infty} A(r) = \lim_{r \to \infty} B(r) = 0 \). Let \( \alpha > \frac{(n-1)^2}{4} \) be a constant and \( f \) a not identically vanishing solution to the equation:
\[
\Delta f + \alpha f = 0 \quad \text{on } B(r_0, \infty).
\]
Then, we have for any \( \gamma > 0 \)
\[
\liminf_{t \to \infty} t^{\gamma} \int_{S(t)} \left\{ \left( \frac{\partial f}{\partial r} \right)^2 + |f|^2 \right\} \ dA = \infty.
\]

**Theorem 1.4.** Let \((M, g)\) be an \( n \)-dimensional noncompact complete Riemannian manifold and \( U \) an open subset of \( M \). Assume that the end \( E := M - U \) has radial coordinates. Moreover, we assume that the end \( E \) satisfies the following conditions: there exists \( r_0 > 0 \) such that
\[
\nabla dr \geq 0 \quad \text{on } S(r_0);
\]
\[
-1 - \frac{b(r)}{r} \leq K_{\text{rad}} \leq -1 + \frac{a(r)}{r} \leq 0 \quad \text{on } B(r_0, \infty),
\]
where \( a(r) \) and \( b(r) \) are positive-valued continuous functions of \( r \in [r_0, \infty) \) satisfying \( \lim_{r \to \infty} a(r) = \lim_{r \to \infty} b(r) = 0 \). If \( \alpha > \frac{(n-1)^2}{4} \) and if \( f \) is a not identically vanishing solution to \( \Delta f + \alpha f = 0 \) on \( E \), then we have for any \( \gamma > 0 \)
\[
\liminf_{t \to \infty} t^{\gamma} \int_{S(t)} \left\{ \left( \frac{\partial f}{\partial r} \right)^2 + |f|^2 \right\} \ dA = \infty.
\]

Let us now look at our theorems from the viewpoint of the spectral structure; by the growth property of solutions of eigenvalue equation mentioned in theorems above, we get the following theorems:

**Theorem 1.5.** Let \((M, g)\) be an \( n \)-dimensional complete Riemannian manifold. Assume that \((M, g)\) has at least one end mentioned either in Theorem 1.1 with \( \gamma = 1 \) or in Theorem 1.2 with \( \gamma = 1 \). Then \( \sigma_{\text{ess}} (\Delta) \supseteq \left[ \frac{(n-1)^2}{4}, \infty \right) \) and any
\[
\alpha > \frac{(n-1)^2}{4} + (n-1) \left( 2\tilde{A}_1 + \tilde{B}_1 \right) \cdot m_1 (1, A_1, B_1)
\]
is not eigenvalue of \(-\Delta\).

**Theorem 1.6.** Let \((M, g)\) be an \( n \)-dimensional complete Riemannian manifold. Assume that \((M, g)\) has at least one end mentioned either in Theorem 1.3 or in Theorem 1.4. Then \( \sigma_{\text{ess}} (\Delta) \supseteq \left[ \frac{(n-1)^2}{4}, \infty \right) \) and any \( \alpha > \frac{(n-1)^2}{4} \) is not eigenvalue of \(-\Delta\).
Theorem 1.7. Let \((M, g)\) be an \(n\)-dimensional complete Riemannian manifold and \(U\) a relatively compact open subset of \(M\) with \(C^\infty\)-boundary. We assume that the components of \(M - \overline{U}\) consists of the disjoint union of finite number of ends \(E_1, E_2, \cdots, E_l\) with radial coordinates. Assume that each end \(E_i\) \((1 \leq i \leq l)\) satisfies

\[
\nabla dr \geq 0 \quad \text{on } \partial E_i;
\]

\[
-k_i - \frac{b_i(r)}{r} \leq K_{\text{rad.}} \leq -k_i + \frac{a_i(r)}{r} \leq 0 \quad \text{on } E_i,
\]

where \(r\) is the distance function to \(U\), \(k_i > 0\) is a constant, and, \(a_i(r)\) and \(b_i(r)\) are positive continuous function of \(r\) satisfying \(\lim_{r \to \infty} a_i(r) = \lim_{r \to \infty} b_i(r) = 0\). Then, \(\sigma_{\text{ess}}(-\Delta) = \left[\frac{(n-1)^2k_{\text{min}}}{4}, \infty\right)\), and any \(\alpha > \frac{(n-1)^2k_{\text{min}}}{4}\) is not eigenvalue of \(-\Delta\), where we set \(k_{\text{min}} = \min\{k_i \mid 1 \leq i \leq l\}\).

In section 8, we shall construct a rotationally symmetric manifold which has eigenvalue \(\frac{(n-1)^2}{4} + 1\) in the essential spectrum \(\left[\frac{(n-1)^2}{4}, \infty\right)\) and has the radial curvature decay \(K_{\text{rad.}} + 1 = O(r^{-1})\):

Theorem 1.8. There exists a rotationally symmetric manifold \((M, g) = (\mathbb{R}^n, dr^2 + f^2(r)g_{\mathbb{R}^{n-1}(1)})\) with the following three properties:

1. \(\lim_{r \to \infty} |\nabla dr - (g - dr \otimes dr)| = 0\), and hence, \(\sigma_{\text{ess}}(-\Delta) = \left[\frac{(n-1)^2}{4}, \infty\right)\);

2. \(\sigma_p(-\Delta) \cap \left(\frac{(n-1)^2}{4}, \infty\right) = \left\{\left(\frac{(n-1)^2}{4}\right) + 1\right\}\);

3. \(K_{\text{rad.}} + 1 = O(r^{-1})\) as \(r \to \infty\).

Theorem 1.8 shows that the curvature decay condition \(K_{\text{rad.}} + 1 = o(r^{-1})\) in Theorem 1.4 and Theorem 1.6 is sharp. Thus, the borderline-behavior of the radial curvatures that makes the eigenvalues in the essential spectrum vanish is \(o(r^{-1})\).

Hessian comparison theorem (see Kasue [16]) in Riemannian geometry is an important ingredients of our proof, and our method is a modification of solutions of Kato [15], Eidus [11], Roze [21] and Mochizuki [19] to the analogous problem for the Schrödinger equation on Euclidian space.

The author would like to express his gratitude to Professor Minoru Murata; he kindly informed the author of several facts about the analogous results for the Schrödinger equation on Euclidian space.

2. Geometric situation

In this section, we shall confirm our geometric situation.

The Hessian comparison theorem (see Kasue [16]) implies the following:

Proposition 2.1. Let \((M, g)\) be an \(n\)-dimensional noncompact complete Riemannian manifold and \(U\) an open subset of \(M\). Assume that the end \(E := M - U\) has radial coordinates and set \(r(x) = \text{dist}(U, x)\) for \(x \in E\). We assume that there exist constants \(r_0 > 0\), \(A_1 > 0\), and \(B_1 > 0\) such that

\[
\nabla dr \geq 0 \quad \text{on } S(r_0);
\]

\[
-1 - \frac{2B_1}{r} \leq K_{\text{rad.}} \leq -1 + \frac{2A_1}{r} \leq 0 \quad \text{on } B(r_0, \infty).
\]
Then we have
\[
\left\{ 1 - \frac{A_1}{r} + O\left(\frac{1}{r^3}\right) \right\} \, \tilde{g} \leq \nabla dr \leq \left\{ 1 + \frac{B_1}{r} + O\left(\frac{1}{r^3}\right) \right\} \, \tilde{g}
\]
on $B(r_0, \infty)$, where we set $\tilde{g} = g - dr \otimes dr$, for simplicity.

**Proof.** Let $\hat{A}$ denote the shape operators of the level hypersurfaces $\{S(r)\}_{r \geq r_0}$ with respect to the inward unit normal $-\nabla r = -\text{grad} \, r$; that is, $(\hat{A}x, u, v) = \nabla dr(u, v)$ for $x \in E$, $u, v \in T_xS(r(x))$. Recall that $\hat{A}$ satisfies the Riccati-type equation along each normal geodesic $[0, \infty) \ni t \mapsto \exp_{S(r)}(tu)$ ($u \in N^{+}(\partial U)$, $|u| = 1$):
\[
\nabla_{\nabla r} \hat{A} + \hat{A}^2 + R(*, \nabla r)\nabla r = 0 \quad \text{on } \nabla r^\perp, 
\]
where $\nabla r^\perp := TS = \{u \in T_xS(r(x)) \mid x \in M - U\}$ and $R$ stands for the Riemannian curvature tensor: $R(X, Y)Z = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X,Y]} Z$. Note that
\[
(R(u, \nabla r)\nabla r, u) = K_{\text{rad.}}(\{\nabla r, u\}_R),
\]
where $\{\nabla r, u\}_R$ is the 2-plane spanned by $\nabla r$ and $u \in \nabla r^\perp$. Set
\[
K_1(r) := -1 + \frac{2A_1}{r} \quad (\leq 0); \quad K_2(r) = -1 - \frac{2B_1}{r} 
\]
and consider solutions $f_1(r)$ and $f_2(r)$ to the ordinary differential equations
\[
f'(r) + f(r)^2 + K_i(r) = 0 \quad (i = 1, 2)
\]
with the initial conditions
\[
f_1(r_0) = 0; \quad f_2(r_0) = \max \left\{ \frac{(\hat{A}_x, u, u)}{(u, u)} \mid x \in S(r_0), 0 \neq u \in T_xS(r_0) \right\}.
\]
With these understanding, the radial-curvature-assumption (1.4) and initial conditions (1.3) and (4) are written by $f_1(r_0) = 0 \leq \hat{A}|_{S(r_0)} \leq f_2(r_0)$ and $K_1(r) \leq K_2(r) \leq K_{\text{rad.}} \leq K_1(r) \leq 0$ on $B(r_0, \infty)$, and hence, applying the Hessian comparison theorem (see Kasue [16]) to the equations (1) and (3), we see that the eigenvalues of the symmetric operators $\hat{A}$ on $\nabla r^\perp$ is pinched between two numbers $f_1(r)$ and $f_2(r)$:
\[
f_1(r) \leq \hat{A} \leq f_2(r) \quad \text{on } B(r_0, \infty).
\]
Since $f_1(r_0) = 0$ and $K_1(r) \leq 0$, the comparison theorem implies that
\[
f_1(r) \geq 0 \quad \text{on } [r_0, \infty).
\]
In view of (2) and (6), we see that solutions $f_1$ and $f_2$ to (3) have the following asymptotic behavior:
\[
f_1(r) = 1 - \frac{A_1}{r} + O\left(\frac{1}{r^3}\right); \quad f_2(r) = 1 + \frac{B_1}{r} + O\left(\frac{1}{r^3}\right).
\]
Proposition 2.1 follows from (5) and (7).

Proposition 2.1 shows that Theorem 1.1 implies Theorem 1.2. We can prove the following proposition in the same way:
Proposition 2.2. In Proposition 2.1, replace the condition (1.4) with the following:
\[-1 - \frac{b(r)}{r} \leq K_{\text{rad.}} \leq -1 + \frac{a(r)}{r} \leq 0 \quad \text{on } B(r_0, \infty); \quad (1.5)\]

Then we have
\[\lim_{r \to \infty} a(r) = \lim_{r \to \infty} b(r) = 0.\]

If \(\Delta r\) converges to a constant \(n - 1\) as \(r\) tends to infinity on one end, then this end produces the essential spectrum \([\frac{(n-1)^2}{4}, \infty) \subseteq \sigma_{\text{ess}}(-\Delta)\) (see [17]).

The following identity will play an important role in our proof:

Proposition 2.3. Let \((M, g)\) be an \(n\)-dimensional Riemannian manifold and \(P\) a closed subset of \(M\). We assume that the distance function \(r = \text{dist}(P, \ast)\) is \(C^\infty\) on an open neighborhood \(W\) of \(P\). Then, on \(W\), we have
\[-\frac{\partial(\Delta r)}{\partial r} = |\nabla d r|^2 + \text{Ric}(\nabla r, \nabla r)\] (2.1)

Remark 2.1. Although the identity (2.1) is proved by substituting \(u_1 = r\) in Weitzenböck formula:
\[\frac{1}{2} \Delta (|\nabla u_1|^2) = |\nabla d u_1|^2 + \langle \nabla u_1, \nabla \Delta u_1 \rangle + \text{Ric}(\nabla u_1, \nabla u_1),\]
the readers should regard this identity (2.10) as the trace of the Riccati-type equation (1). We should notice that this important identity is used in the proof of Bishop-Gromov comparison theorem.

3. Analytic propositions

In this section, we shall prepare some analytic propositions for the proof of Theorem 1.1.

The purpose of this study is to examine solutions to the eigenvalue equation
\[\Delta f + \alpha f = 0 \quad \text{on } E := M - \overline{U},\]
where \(\alpha\) is a constant satisfying \(\alpha > \frac{(n-1)^2}{4}\). In the sequel, we shall derive a growth estimate at infinity of the solution \(f\), from which the absence of the eigenvalue will follow.

Let us set \(c = \frac{(n-1)}{2}\) and transform the operator \(\Delta + c^2\) and Riemannian measure \(dv_g\) into the new operator \(L = e^{cr}(\Delta + c^2)e^{-cr} = \Delta - 2c\frac{\partial}{\partial r} + c(2c - \Delta r)\) and new measure \(e^{-2cr}dv_g\), respectively:

\[
\begin{align*}
L^2(E, dv_g) & \xrightarrow{-(\Delta + c^2)} L^2(E, dv_g) \\
& \downarrow^{e^{cr}} \quad \downarrow^{e^{cr}} \\
L^2(E, e^{-2cr}dv_g) & \xrightarrow{-L} L^2(E, e^{-2cr}dv_g)
\end{align*}
\]
Note that the multiplying operator $e^{cr} : L^2(E, dv_g) \ni h \mapsto e^{cr} h \in L^2(E, e^{-2cr} dv_g)$ is a unitary operator. Thus, in order to show that $-\Delta$ has no nontrivial $L^2(E, e^{-2cr} dv_g)$-eigenfunction with eigenvalue greater than $(n-1)^2$, it will suffice to show that $-L$ has no nontrivial $L^2(E, e^{-2cr} dv_g)$-eigenfunction with positive eigenvalue. For simplicity, we put the new measures as follows:

$$d\mu_c := e^{-2cr} dv_g; \quad dA_c := e^{-2cr} dA,$$

where recall that $dA$ is the measure on each level surface $S(t)$ ($t > 0$) induced from the Riemannian measure $dv_g$.

Now, let $\lambda$ be a positive constant and $u$ a solution to the following equation:

$$Lu + \lambda u = 0 \quad \text{on } E,$$

that is,

$$\Delta u - 2c \frac{\partial u}{\partial r} + c(2c - \Delta r)u + \lambda u = 0 \quad \text{on } E. \quad (8')$$

Let $\rho(r)$ be a $C^\infty$ function of $r \in [r_0, \infty)$, and put

$$v(x) = \exp(\rho(r(x)))u(x) \quad \text{for } x \in E.$$

Since $\Delta u = e^{-\rho} \{ \Delta u - 2\rho'(r)\frac{\partial u}{\partial r} + (|\rho'(r)|^2 - \Delta \rho) v \}$ and $\frac{\partial u}{\partial r} = e^{-\rho} \{ \frac{\partial u}{\partial r} - \rho'(r)v \}$, substituting these equations to (8'), we see that $v$ satisfies the following equation on $B(r_0, \infty)$:

$$\Delta v - 2(\rho'(r) + c)\frac{\partial v}{\partial r} + qv = 0, \quad (9)$$

$$q = |\nabla \rho|^2 - \Delta \rho + \lambda + c(2\rho'(r) + 2c - \Delta r)$$

$$= |\rho'(r)|^2 - \rho''(r) + (2c - \Delta r)(\rho'(r) + c) + \lambda, \quad (10)$$

where we set $\nabla v = \text{grad } v$. In order to prove Theorem 1.1, we will prepare three Propositions. The first is the integration-by-parts-lemma:

**Lemma 3.1** (integration by parts). For any $f_1, g_1 \in C^\infty(M - \overline{U})$, $C^\infty$-vector field $X$, and $r_0 < s < t$, we have

$$\int_{B(s, t)} (\Delta f_1) h_1 \, d\mu_c$$

$$= \left( \int_{S(t)} - \int_{S(s)} \right) \frac{\partial f_1}{\partial r} h_1 \, dA_c - \int_{B(s, t)} \langle \nabla f_1, \nabla h_1 - 2c h_1 \nabla r \rangle \, d\mu_c \quad \text{and}$$

$$\int_{B(s, t)} (\text{div } X) \, d\mu_c = \left( \int_{S(t)} - \int_{S(s)} \right) \langle X, \nabla r \rangle \, dA_c + 2c \int_{B(s, t)} \langle X, \nabla r \rangle \, d\mu_c.$$

**Proposition 3.1.** For any $\psi \in C^\infty(M - \overline{U})$ and $r_0 < s < t$, we have

$$\int_{B(s, t)} \{ |\nabla v|^2 - q|v|^2 \} \psi \, d\mu_c$$

$$= \left( \int_{S(t)} - \int_{S(s)} \right) \frac{\partial v}{\partial r} \psi \, dA_c - \int_{B(s, t)} \langle \nabla \psi + 2\psi \rho'(r) \nabla r, \nabla v \rangle \, d\mu_c.$$
Proof. Multiply the equation (9) by $\psi v$ and integrate it over $B(s, t)$ with respect to the measure $d\mu_c = e^{-2cr} dv g$. Then, the integration-by-parts-lemma with $f_1 = v$ and $g_1 = \psi v$ yields Proposition 3.1. \hfill \square

Proposition 3.2. For any $r_0 < s < t$ and $\gamma \in \mathbb{R}$, we have

\[
\left( \int_{S_i} - \int_{S(s)} \right) r^\gamma \left\{ \left( \frac{\partial v}{\partial r} \right)^2 - \frac{1}{2} |\nabla v|^2 + \frac{1}{2} q |v|^2 \right\} dA
= \int_{B(s, t)} r^{\gamma - 1} \left\{ r (\nabla dr)(\nabla v, \nabla v) - \frac{1}{2} (\gamma + r \Delta r) \left( |\nabla v|^2 - \left( \frac{\partial v}{\partial r} \right)^2 \right) \right\} d\mu
+ \int_{B(s, t)} r^{\gamma - 1} \left\{ \frac{1}{2} (\gamma - r \Delta r + 2cr) + 2r \rho'(r) \right\} \left( \frac{\partial v}{\partial r} \right)^2 d\mu_c
+ \frac{1}{2} \int_{B(s, t)} r^{\gamma - 1} \left\{ (\gamma + r \Delta r) q + r \frac{\partial q}{\partial r} \right\} |v|^2 d\mu.
\] (11)

Proof. Let us multiply the equation (9) by $\frac{\partial v}{\partial r}$. Then, three identities

\[
\text{div} \left( \frac{\partial v}{\partial r} \nabla v \right) = \frac{\partial v}{\partial r} \Delta v + \left\langle \nabla v, \nabla \left( \frac{\partial v}{\partial r} \right) \right\rangle;
\]

\[
\left\langle \nabla v, \nabla \left( \frac{\partial v}{\partial r} \right) \right\rangle = (\nabla v) (\nabla v, \nabla v) = (\nabla dr)(\nabla v, \nabla v) + (\nabla dv)(\nabla r, \nabla v);
\]

\[
(\nabla dv)(\nabla r, \nabla v) = \frac{1}{2} \text{div} (|\nabla v|^2 \nabla r) - \frac{1}{2} |\nabla v|^2 \Delta r,
\]

yield

\[
- \text{div} \left( \frac{\partial v}{\partial r} \nabla v - \frac{1}{2} |\nabla v|^2 \nabla r \right) - \frac{1}{2} |\nabla v|^2 \Delta r + (\nabla dr)(\nabla v, \nabla v)
+ 2(\rho'(r) + c) \left( \frac{\partial v}{\partial r} \right)^2 - qv \frac{\partial v}{\partial r} = 0.
\] (12)

Since for any vector field $X$ \[r^\gamma \text{div} X = \text{div} (r^\gamma X) - \gamma r^{\gamma - 1}(X r),\]

multiplying the equation (12) by $r^\gamma$ further yields

\[
- \text{div} \left( r^\gamma \frac{\partial v}{\partial r} \nabla v - \frac{1}{2} r^\gamma |\nabla v|^2 \nabla r \right) + \gamma r^{\gamma - 1} \left( \frac{\partial v}{\partial r} \right)^2 - \frac{1}{2} r^{\gamma - 1} (\gamma + r \Delta r) |\nabla v|^2
+ r^\gamma (\nabla dr)(\nabla v, \nabla v) + 2(\rho'(r) + c) r^\gamma \left( \frac{\partial v}{\partial r} \right)^2 - r^{\gamma} qv \frac{\partial v}{\partial r} = 0.
\]
Integrating this inequality over $B(s, t)$ with respect to the measure $d\mu_c$, we get

\[
- \left( \int_{S(t)} - \int_{S(s)} \right) \left\{ r^\gamma \left( \frac{\partial v}{\partial r} \right)^2 - \frac{1}{2} r^\gamma |\nabla v|^2 \right\} \, dA_c \\
+ \int_{B(s, t)} r^\gamma (\nabla dr)(\nabla v, \nabla v) \, d\mu_c + \int_{B(s, t)} r^\gamma (\frac{\partial v}{\partial r})^2 \, d\mu_c \\
- \frac{1}{2} \int_{B(s, t)} r^\gamma (\gamma + r\Delta r - 2cr)|\nabla v|^2 \, d\mu_c \\
+ 2 \int_{B(s, t)} \rho'(r)r^\gamma \left( \frac{\partial v}{\partial r} \right)^2 \, d\mu_c - \int_{B(s, t)} r^\gamma qv \frac{\partial q}{\partial r} \, d\mu_c = 0
\]

by integration-by-parts-lemma. Since

\[
2qv \frac{\partial v}{\partial r} r^\gamma = \text{div}(r^\gamma qv^2 \nabla r) - r^\gamma qv^2 (\gamma + r\Delta r) - r^\gamma \frac{\partial q}{\partial r} v^2,
\]

integrating this equation over $B(s, t)$ with respect to $d\mu_c$, the last term of the equation above turns out to be

\[
\int_{B(s, t)} r^\gamma qv \frac{\partial v}{\partial r} \, d\mu_c = - \frac{1}{2} \int_{S(t)} - \int_{S(s)} r^\gamma qv^2 \, dA_c + \frac{1}{2} \int_{B(s, t)} r^\gamma qv^2 (\gamma + r\Delta r - 2cr) \, d\mu_c \\
+ \frac{1}{2} \int_{B(s, t)} r^\gamma \frac{\partial q}{\partial r} v^2 \, d\mu_c.
\]

We get Proposition 3.2 from these two equations:

\[
\left( \int_{S(t)} - \int_{S(s)} \right) r^\gamma \left\{ \left( \frac{\partial v}{\partial r} \right)^2 - \frac{1}{2} |\nabla v|^2 + \frac{1}{2} qv^2 \right\} \, dA_c \\
= \int_{B(s, t)} r^{\gamma - 1} \left\{ r(\nabla dr)(\nabla v, \nabla v) + \gamma \left( \frac{\partial v}{\partial r} \right)^2 \right\} \, d\mu_c \\
- \frac{1}{2} \int_{B(s, t)} r^{\gamma - 1} (\gamma + r\Delta r - 2cr) \left( |\nabla v|^2 - qv^2 \right) \, d\mu_c \\
+ \frac{1}{2} \int_{B(s, t)} r^{\gamma - 1} \frac{\partial q}{\partial r} v^2 \, d\mu_c + 2 \int_{B(s, t)} \rho'(r)r^\gamma \left( \frac{\partial v}{\partial r} \right)^2 \, d\mu_c \\
= \int_{B(s, t)} r^{\gamma - 1} \left\{ r(\nabla dr)(\nabla v, \nabla v) - \frac{1}{2} (\gamma + r\Delta r - 2cr) \left( |\nabla v|^2 - \left( \frac{\partial v}{\partial r} \right)^2 \right) \right\} \, d\mu_c \\
+ \int_{B(s, t)} r^{\gamma - 1} \left\{ \frac{1}{2} (\gamma - r\Delta r + 2cr) + 2r\rho'(r) \right\} \left( \frac{\partial v}{\partial r} \right)^2 \, d\mu_c \\
+ \frac{1}{2} \int_{B(s, t)} r^{\gamma - 1} \left\{ (\gamma + r\Delta r - 2cr)q + r \frac{\partial q}{\partial r} \right\} v^2 \, d\mu_c.
\]

From Proposition 3.1 and 3.2, we get the following:
Proposition 3.3. Let $\nabla r, X_1, X_2, \cdots, X_{n-1}$ be an orthonormal base for the tangent space $T_x M$ at each point $x \in M - \overline{U}$. Then, for any real numbers $\gamma, \varepsilon$, and $0 \leq s < t$, we have

$$
\begin{align*}
\int_{S(t)} r^\gamma \left\{ \left( \frac{\partial v}{\partial r} \right)^2 + \frac{1}{2} q|v|^2 - \frac{1}{2} |\nabla v|^2 + \frac{\gamma - \varepsilon}{2r} \frac{\partial v}{\partial r} v \right\} dA_c \\
+ \int_{S(s)} r^\gamma \left\{ \frac{1}{2} |\nabla v|^2 - \frac{1}{2} q|v|^2 - \left( \frac{\partial v}{\partial r} \right)^2 - \frac{\gamma - \varepsilon}{2r} \frac{\partial v}{\partial r} v \right\} dA_c \\
= \int_{B(s,t)} r^{\gamma-1} \left\{ r(\nabla dr)(\nabla v, \nabla v) - \frac{1}{2} (r \Delta r - 2cr + \varepsilon) \sum_{i=1}^{n-1} (dv(X_i))^2 \right\} d\mu_c \\
+ \int_{B(s,t)} r^{\gamma-1} \left\{ \gamma - \frac{1}{2} (r \Delta r - 2cr + \varepsilon) + 2r \rho'(r) \right\} \left( \frac{\partial v}{\partial r} \right)^2 d\mu_c \\
+ \frac{\gamma - \varepsilon}{2} \int_{B(s,t)} r^{\gamma-1} \left\{ \frac{\gamma - 1}{r} + 2 \rho'(r) \right\} \frac{\partial v}{\partial r} v d\mu_c.
\end{align*}
$$

Proof. When we set $\psi = r^{\gamma-1}$ in Proposition 3.1, we get

$$
\left( \int_{S(t)} - \int_{S(s)} \right) r^{\gamma-1} \frac{\partial v}{\partial r} v dA_c = \int_{B(s,t)} r^{\gamma-1} \left\{ |\nabla v|^2 - qv^2 \right\} d\mu_c + \int_{B(s,t)} \left( (\gamma - 1)r^{\gamma-2} + 2r^{\gamma-1} \rho'(r) \right) \frac{\partial v}{\partial r} v d\mu_c.
$$

If we multiply both sides of this equation by $\frac{\gamma - \varepsilon}{2}$ and add it to the equation in Proposition 3.2, we get Proposition 3.3.

Lemma 3.2. We have for any real number $\beta$

$$
\begin{align*}
\left( \int_{S(t)} - \int_{S(s)} \right) r^\beta v^2 dA_c \\
= \int_{B(s,t)} r^\beta \left\{ \left( \Delta r - 2c \right) + \frac{\beta}{r} \right\} v^2 + 2v \frac{\partial v}{\partial r} \right\} d\mu_c.
\end{align*}
$$

Proof. A direct computation shows that

$$
\text{div}(r^\beta v^2 \nabla r) = r^\beta \left\{ \left( \Delta r + \frac{\beta}{r} \right) v^2 + 2v \frac{\partial v}{\partial r} \right\}.
$$

Integrating this equation with respect to $d\mu_c$ and using the integration-by-parts-lemma, we get Lemma 3.2.

4. Faster than polynomial decay

In the following, we shall use the following convention for the sake of simplicity: for any real number $a$, we define $\hat{a}$ by

$$
\hat{a} := (n - 1)a.
$$
The proof of Theorem 1 will be accomplished by following three procedures: (1) to show faster than polynomial decay; (2) to show faster than exponential decay; (3) to show vanishing on a neighborhood of infinity. Section 3, 4, and 5 will be devoted to these procedures (1), (2), and (3), respectively.

**Theorem 4.1.** Let \((M, g)\) be an \(n\)-dimensional noncompact complete Riemannian manifold and \(U\) an open subset of \(M\). Assume that the end \(E := M - U\) has radial coordinates and write \(r = \text{dist} (U, *)\). We also assume that there exists a positive constant \(r_0\) such that

\[
\left(1 - \frac{A_1}{r}\right) \tilde{g} \leq \nabla dr \leq \left(1 + \frac{B_1}{r}\right) \tilde{g} \quad \text{on } B(r_0, \infty)
\]

and

\[
\text{Ric} (\nabla r, \nabla r) \geq -(n - 1) \left(1 + \frac{b_1}{r}\right) \quad \text{on } B(r_0, \infty)
\]

where we set \(\tilde{g} = g - dr \otimes dr\), and \(A_1, B_1,\) and \(b_1\) are positive constants. Let \(\lambda > 0\) be a constant and \(u\) a solution to the following:

\[
Lu + \lambda u = 0 \quad \text{on } B(r_0, \infty)
\]

and assume that a constant \(\gamma > 0\) satisfies

\[
\lambda \left(2 \gamma - (\tilde{A}_1 + \tilde{B}_1) \right) > (n - 1) \left(\frac{\tilde{A}_1 + \tilde{b}_1}{2}\right).
\]

If \(u\) satisfies the condition

\[
\liminf_{t \to \infty} t^\gamma \int_{S(t)} \left\{ \left(\frac{\partial u}{\partial r}\right)^2 + |u|^2 \right\} \, dA_c = 0,
\]

then we have for any \(m > 0\)

\[
\int_{B(r_0, \infty)} r^m \left\{ |\nabla u|^2 + |u|^2 \right\} \, d\mu_c < \infty.
\]

**Proof.** First, note that our assumptions \((\ast_1)\) and \((\ast_2)\) imply that

\[
r(\nabla dr)(\nabla v, \nabla v) \geq (r - A_1) \sum_{i=1}^{n-1} (dv(X_i))^2;
\]

\[
- \frac{\tilde{A}_1}{r} \left(\ast_{5.1}\right) \leq \Delta r - 2c \left(\ast_{5.2}\right) \leq \frac{\tilde{B}_1}{r},
\]

and

\[
- \frac{\partial (\Delta r)}{\partial r} = |\nabla dr|^2 + \text{Ric} (\nabla r, \nabla r)
\]

\[
\geq (n - 1) \left(1 - \frac{A_1}{r}\right)^2 - (n - 1) \left(1 + \frac{b_1}{r}\right)
\]

\[
= - \frac{1}{r} \left(2\tilde{A}_1 + \tilde{b}_1 - \frac{\tilde{A}_1 A_1}{r}\right),
\]

\[
\ast_{6}
\]
where the first identity is due to Proposition 2.3. From the assumption \((**_3)\), we can choose a constant \(\varepsilon\) so that

\[
2\gamma - \hat{B}_1 > \varepsilon > \hat{A}_1 + \frac{(n-1) \left( \hat{A}_1 + \frac{\varepsilon}{2} \right)}{\lambda}.
\] (15)

We shall put \(\rho(r) = 0\) in Proposition 3.3; then,

\[v = u;\]

moreover, from \((**_5)\) and \((**_6)\),

\[
\lambda - \frac{(n-1)\hat{B}_1}{2r} \leq q = \lambda + c(2c - \Delta r) \leq \lambda + \frac{(n-1)\hat{A}_1}{2r};
\] (16)

\[
r \frac{\partial q}{\partial r} = -cr \frac{\partial (\Delta r)}{\partial r} \geq -\frac{(n-1)}{2} \left( 2\hat{A}_1 + \hat{b}_1 - \frac{\hat{A}_1 A_1}{r} \right); \]

and hence,

\[
r \frac{\partial q}{\partial r} + q(r\Delta r - 2cr + \varepsilon) \geq -\frac{(n-1)}{2} \left( 2\hat{A}_1 + \hat{b}_1 - \frac{\hat{A}_1 A_1}{r} \right) + \left( \lambda - \frac{(n-1)\hat{B}_1}{2r} \right) (\varepsilon - \hat{A}_1)
\]

\[
= \lambda \varepsilon - \lambda \hat{A}_1 - (n-1)\hat{A}_1 - \frac{(n-1)}{2} \hat{b}_1 + O(r^{-1})
\]

\[= C_1 + O(r^{-1}), \] (17)

where we set \(C_1 = \lambda \varepsilon - \lambda \hat{A}_1 - (n-1)\hat{A}_1 - \frac{(n-1)}{2} \hat{b}_1\). Note that \(C_1 > 0\) by (15).

We also have

\[- \left( \frac{\partial u}{\partial r} \right)^2 - \frac{\gamma - \varepsilon}{2r} \frac{\partial u}{\partial r} \leq \frac{(\gamma - \varepsilon)^2}{16r^2} |u|^2, \] (18)

and by Lemma 3.2 with \(\beta = \gamma - 2\) we see that

\[
\frac{(\gamma - \varepsilon)^2}{16} \left( \int_{S(t)} - \int_{S(s)} \right) r^\gamma |u|^2 dA_c
\]

\[
= \int_{B(s,t)} r^{\gamma-1} \left\{ O(r^{-2})|u|^2 + O(r^{-1})u \frac{\partial u}{\partial r} \right\} d\mu_c \] (19)
Substituting (16), (17), (18), and (19) in Proposition 3.3 with \( \rho(r) = 0 \), we see that

\[
\int_{S(t)} r^\gamma \left\{ \left( \frac{\partial u}{\partial r} \right)^2 + \frac{1}{2} \left( \lambda + O(r^{-1}) \right) |u|^2 \right\} \, dA_c
+ \int_{S(s)} r^\gamma \left\{ \frac{1}{2} \|
abla u\|^2 - \frac{1}{2} q |u|^2 \right\} \, dA_c
\geq \int_{B(s,t)} r^{\gamma - 1} \left\{ r - A_1 - \frac{1}{2} \left( (n-1)B_1 + \varepsilon \right) \right\} \sum_{i=1}^{n-1} (du(X_i))^2 \, d\mu_c
+ \frac{1}{2} \int_{B(s,t)} r^{\gamma - 1} \left\{ C_2 + O(r^{-1}) \right\} \left( \frac{\partial u}{\partial r} \right)^2 \, d\mu_c
+ \frac{1}{2} \int_{B(s,t)} r^{\gamma - 1} \left\{ C_1 + O(r^{-1}) \right\} |u|^2 \, d\mu_c,
\]

(20)

where we set \( C_2 = 2\gamma - \varepsilon - (n-1)B_1 \). Note that \( C_2 > 0 \) by (15). Therefore, if we take sufficiently large constant \( r_1 > 0 \), then for any \( t > s \geq r_1 \) the right hand side of (20) is bounded from below by

\[
\frac{1}{4} \min\{C_1, C_2\} \int_{B(s,t)} r^{\gamma - 1} \left\{ \|\nabla u\|^2 + |u|^2 \right\} \, d\mu_c.
\]

Our assumption (13) implies that there exits a divergent sequence \( \{t_i\} \) of numbers such that the first term with \( t = t_i \) of the inequality above converges to zero as \( i \to \infty \). Hence, putting \( t = t_i \) and letting \( i \to \infty \), we get

\[
\frac{1}{2} \min\{C_1, C_2\} \int_{B(s,\infty)} r^{\gamma - 1} \left\{ \|\nabla u\|^2 + |u|^2 \right\} \, d\mu_c
\geq \int_{S(s)} r^\gamma \left\{ \|\nabla u\|^2 - q |u|^2 \right\} \, dA_c
\]

(21)

for \( s \geq r_1 \). Integrating this inequality with respect to \( s \) over \([t, t_1]\) \( (r_1 \leq t < t_1) \), we have

\[
\frac{1}{2} \min\{C_1, C_2\} \int_{t}^{t_1} ds \int_{B(s,\infty)} r^{\gamma - 1} \left\{ \|\nabla u\|^2 + |u|^2 \right\} \, d\mu_c
\leq \int_{B(t,t_1)} r^\gamma \left\{ \|\nabla u\|^2 - q |u|^2 \right\} \, d\mu_c
= \left( \int_{S(t_1)} - \int_{S(t)} \right) r^\gamma \frac{\partial u}{\partial r} \, dA_c - \gamma \int_{B(t,t_1)} r^{\gamma - 1} \frac{\partial u}{\partial r} \, d\mu_c.
\]

In the last line, we have used the equation in Proposition 3.1 with \( \rho(r) = 0 \) and \( \psi = r^\gamma \). Since our assumption (13) implies

\[
\liminf_{t_1 \to \infty} \int_{S(t_1)} r^\gamma \frac{\partial u}{\partial r} \, dA_c = 0,
\]
letting $t_1 \to \infty$ and using Fubini’s theorem, we have
\[
\min\{C_1, C_2\} \int_t^\infty ds \int_{B(s,\infty)} r^{\gamma-1} \{ |\nabla u|^2 + |u|^2 \} \, d\mu_c
\]
\[
= \min\{C_1, C_2\} \int_{B(t,\infty)} (r-t)r^{\gamma-1} \{ |\nabla u|^2 + |u|^2 \} \, d\mu_c
\]
\[
\leq \int_{S(t)} r^{\gamma} \left( \left( \frac{\partial u}{\partial r} \right)^2 + |u|^2 \right) \, dA_c + \gamma \int_{B(t,\infty)} r^{\gamma-1} \left( \left( \frac{\partial u}{\partial r} \right)^2 + |u|^2 \right) \, d\mu_c < \infty,
\]
(22)
where the right hand side of this inequality is finite by (21). Hence we see that the desired assertion (14) holds for $m = \gamma$.

Integrating this inequality (22) with respect to $t$ over $[t_1, \infty) \ (t_1 \geq r_1)$ and using Fubini’s theorem, we get
\[
\min\{C_1, C_2\} \int_{B(t,\infty)} (r-t)^2 r^{\gamma-1} \{ |\nabla u|^2 + |u|^2 \} \, d\mu_c
\]
\[
\leq \int_{B(t,\infty)} r^{\gamma} \left( \left( \frac{\partial u}{\partial r} \right)^2 + |u|^2 \right) \, d\mu_c + \gamma \int_{B(t,\infty)} (r-t)r^{\gamma-1} \left( \left( \frac{\partial u}{\partial r} \right)^2 + |u|^2 \right) \, d\mu_c
\]
\[
< \infty,
\]
where the right hand side of this inequality is finite by (22). Thus, we see that the desired assertion (14) holds for $m = \gamma + 1$. Repeating the integration with respect to $t$ shows that the assertion (14) is valid for $m = \gamma + 2, \gamma + 3, \cdots$, therefore, for any $m > 0$.

5. Faster than exponential decay

**Lemma 5.1.** We have for any $\alpha > 0$ and $\gamma \in \mathbb{R}$
\[
\alpha \left( \int_{S(t)} - \int_{S(s)} \right) r^{\gamma-1} |v|^2 \, dA_c
\]
\[
\geq - \alpha \int_{B(s,t)} r^{\gamma-1} \left\{ \left( \frac{\partial v}{\partial r} \right)^2 + \left( 1 - \frac{\gamma - 1 - \frac{A_1}{r} \right)^2 |v|^2 \right\} \, d\mu_c.
\]

**Proof.** Set $\beta = \gamma - 1$ in Lemma 3.2. Then by (*5.1), we have
\[
\left( \int_{S(t)} - \int_{S(s)} \right) r^{\gamma-1} |v|^2 \, dA_c
\]
\[
= \int_{B(s,t)} r^{\gamma-1} \left\{ \left( \Delta r - 2c + \frac{\gamma - 1}{r} \right) |v|^2 + 2 \frac{\partial v}{\partial r} \right\} \, d\mu_c
\]
\[
\geq \int_{B(s,t)} r^{\gamma-1} \left\{ \frac{\gamma - 1 - \frac{A_1}{r} |v|^2 - |v|^2 - \left( \frac{\partial v}{\partial r} \right)^2 \right\} \, d\mu_c
\]
\[
= - \int_{B(s,t)} r^{\gamma-1} \left\{ \left( \frac{\partial v}{\partial r} \right)^2 + \left( 1 - \frac{\gamma - 1 - \frac{A_1}{r} \right)^2 |v|^2 \right\} \, d\mu_c.
\]
Theorem 5.1. Under the assumptions of Theorem 4.1, we have for any $k > 0$

$$
\int_{B(r_0, \infty)} e^{kr} \{u^2 + |\nabla u|^2\} \, d\mu_c < \infty.
$$

(23)

Proof. In order to prove this theorem, we shall assume that

$$
\int_{B(r_0, \infty)} r^m \{u^2 + |\nabla u|^2\} \, d\mu_c < \infty \quad \text{for all } m \geq 1
$$

(24)

and show that

$$
\int_{B(r_0, \infty)} e^{kr} \{u^2 + |\nabla u|^2\} \, d\mu_c < \infty \quad \text{for any } k > 0.
$$

For that purpose, let us set

$$
\rho(r) = m \log r
$$

(25)

and $\gamma = \varepsilon$ in Proposition 3.3. Here, $\gamma > 0$ is a large constant determined later. Then we have

$$
v = r^m u;
$$

(26)

$$
q = \lambda + (\lambda'(r))^2 - \rho''(r) + (2c - \Delta r) (\rho'(r) + c)
$$

$$
= \lambda + \left( \frac{m}{r} \right)^2 + \frac{m}{r^2} (2c - \Delta r) \left( \frac{m}{r} + c \right)
$$

(27)

$$
\geq \lambda - c \frac{\hat{B}_1}{r} + \frac{m^2}{r^2} \left\{ 1 + \frac{1 - \hat{B}_1}{m} \right\}
$$

by (*5.2);

$$
\frac{\partial q}{\partial r} = -2 \frac{m^2}{r^2} + \frac{m}{r^2} \frac{\partial (\Delta r)}{\partial r} \left( \frac{c + m}{r} \right) + (\Delta r - 2c) \frac{m}{r}
$$

$$
\geq -2 \frac{m^2}{r^2} + \left( 2 \hat{A}_1 + \hat{b}_1 - \frac{\hat{A}_1 A_1}{r} \right) \left( c + \frac{m}{r} \right) - \frac{\hat{A}_1 m}{r^2}
$$

by (*5.1) and (*6)

$$
= -c(2 \hat{A}_1 + \hat{b}_1) - \frac{m}{r} \left\{ 2 \hat{A}_1 + \hat{b}_1 - \frac{c \hat{A}_1 A_1}{m} \right\} = \frac{2m^2}{r^2} \left\{ 1 + \frac{2 + \hat{A}_1 (1 - A_1)}{2m} \right\},
$$

and hence,

$$
\frac{\partial q}{\partial r} + q (r \Delta r - 2cr + \gamma)
$$

$$
\geq -c(2 \hat{A}_1 + \hat{b}_1) - \frac{m}{r} \left\{ 2 \hat{A}_1 + \hat{b}_1 - \frac{c \hat{A}_1 A_1}{m} \right\} = \frac{2m^2}{r^2} \left\{ 1 + \frac{2 + \hat{A}_1 (1 - A_1)}{2m} \right\}
$$

$$
+ \left\{ \lambda - c \frac{\hat{B}_1}{r} + \frac{m^2}{r^2} \left( 1 + \frac{1 - \hat{B}_1}{m} \right) \right\} \left( \gamma - \hat{A}_1 \right)
$$

$$
= \left( \gamma - \hat{A}_1 \right) \lambda - c \left( 2 \hat{A}_1 + \hat{b}_1 \right) - \frac{m}{r} \left\{ 2 \hat{A}_1 + \hat{b}_1 + \frac{c}{m} \left( \hat{B}_1 \gamma - \hat{A}_1 (\hat{B}_1 + A_1) \right) \right\}
$$

$$
+ \frac{m^2}{r^2} \left\{ \gamma - 2 - \hat{A}_1 + \frac{1 - \hat{B}_1}{m} \left( \gamma - \hat{A}_1 \right) - 2 - \hat{A}_1 (1 - A_1) \right\}.
$$
Thus, for
\[ \gamma > \gamma_1(\lambda, A_1, b_1) := \max \left\{ \frac{\epsilon(2\tilde{A}_1 + \tilde{b}_1)}{\lambda}, 2 + \tilde{A}_1 + \frac{\tilde{A}_1 A_1}{B_1} \right\} \] (28)
and \(0 < \alpha < \frac{1}{2}\), we set
\[ \lambda_1 := \left( \gamma - \tilde{A}_1 \right) \lambda - c \left( 2\tilde{A}_1 + \tilde{b}_1 \right) \quad (\geq 1 \text{ by } (28)); \]
\[ \lambda_2 := \lambda_1 - 2\alpha + 2\alpha \frac{\gamma - 1 - \tilde{A}_1}{r} \quad (\geq 1 - 2\alpha > 0 \text{ by } (28)); \]
\[ \lambda_3 := 2\tilde{A}_1 + \tilde{b}_1 + \frac{c}{m} \left( \tilde{B}_1 \gamma - \tilde{A}_1(A_1 + \tilde{B}_1) \right) \quad (> 0 \text{ by } (28)); \]
\[ \lambda_4 := \gamma - 2 - \tilde{A}_1 + \frac{(1 - \tilde{B}_1) (\gamma - \tilde{A}_1) - 2 - \tilde{A}_1(1 - A_1)}{m} \]
\[ = \gamma \left( 1 + \frac{1 - \tilde{B}_1}{m} \right) - 2 - \tilde{A}_1 - \frac{(1 - \tilde{B}_1) \tilde{A}_1 + 2 + \tilde{A}_1(1 - A_1)}{m}. \]
What is more, by taking \(m_1(B_1) \geq 1\) and \(\gamma_2(\lambda, A_1, B_1, b_1) \geq \gamma_1(\lambda, A_1, b_1)\) sufficiently large, we see that
\[ \lambda_4 \left( \geq \frac{1}{2} \right) > 0 \quad \text{for } m \geq m_1(B_1) \text{ and } \gamma \geq \gamma_2(\lambda, A_1, B_1, b_1). \] (29)
Thus, we get
\[ r \frac{\partial q}{\partial r} + q(r \Delta r - 2cx + 1) - 2\alpha \left( 1 - \frac{\gamma - 1 - \tilde{A}_1}{r} \right) \]
\[ \geq \lambda_2 - \frac{m}{r} \lambda_3 + \frac{m^2}{r^2} \lambda_4. \]
By \((*_5.2)\), we also have
\[ \gamma - \frac{1}{2} (r \Delta r - 2cx + \gamma) + 2r \rho'(r) \geq 2m + \frac{1}{2} \left( \gamma - \tilde{B}_1 \right). \]
Therefore, combining Lemma 5.1, Proposition 3.3 and estimates above yield
\[ \int_{S(t)} r^\gamma \left\{ \left( \frac{\partial v}{\partial r} \right)^2 + \frac{1}{2} q|v|^2 + \frac{\alpha}{r} |v|^2 \right\} dA_c \]
\[ + \frac{1}{2} \int_{S(t)} r^{\gamma - 1} \left\{ |\nabla v|^2 - q|v|^2 \right\} dA_c - \int_{S(t)} r^{\gamma - 1} \left\{ \left( \frac{\partial v}{\partial r} \right)^2 + \frac{\alpha}{r} |v|^2 \right\} dA_c \]
\[ \geq \int_{B(s,t)} r^{\gamma - 1} \left\{ \left( r - \tilde{A}_1 - \frac{1}{2} \left( \gamma + \tilde{B}_1 \right) \right) \sum_{i=1}^{n-1} (dv(X_i))^2 \right\} d\mu_c \]
\[ + \int_{B(s,t)} r^{\gamma - 1} \left\{ 2m + \frac{1}{2} \left( \gamma - \tilde{B}_1 \right) - \alpha \right\} \left( \frac{\partial v}{\partial r} \right)^2 d\mu_c \]
\[ + \frac{1}{2} \int_{B(s,t)} r^{\gamma - 1} \left\{ \lambda_3 - \tilde{C}_1 \frac{m}{r} + \tilde{C}_2 \frac{m^2}{r^2} \right\} |v|^2 d\mu_c. \] (30)
In view of the right hand side of this inequality, we see that the first term is nonnegative for any \(t > s \geq \gamma_1(A_1, B_1, \gamma) := \frac{1}{2}(\gamma + \tilde{B}_1) + \tilde{A}_1 > r_0\); also, the
second term is nonnegative if \( m \geq \frac{1+B}{4} \). Besides, according (27), we see that \( \lim_{t \to \infty} q = \lambda \), and hence, (26) and our assumption (24) imply that

\[
\liminf_{t \to \infty} \int_{S(t)} r^\gamma \left\{ \left( \frac{\partial v}{\partial r} \right)^2 + \frac{1}{2} q |v|^2 + \frac{\alpha}{r} |v|^2 \right\} dA_c = 0.
\]

Therefore, taking an appropriate divergent sequence \( \{ t_i \} \) of numbers, putting \( t = t_i \) in (30) and letting \( i \to \infty \), we get, for any \( m \geq m_2(B_1) := \max \{ \bar{B}_1 + 1, m_1(B_1) \} \), \( s \geq r_1(A_1, B_1, \gamma) \), \( \gamma \geq \gamma_2(\lambda, A_1, B_1, b_1) \), and \( 0 \leq \alpha < \frac{1}{4} \),

\[
\int_{S(s)} r^\gamma \{ |\nabla v|^2 - q |v|^2 \} dA_c = 2 \int_{S(s)} r^\gamma \left\{ \left( \frac{\partial v}{\partial r} \right)^2 + \frac{\alpha}{r} |v|^2 \right\} dA_c
\]

\[
\geq \int_{B(s, \infty)} r^{-\gamma-1} \left\{ \bar{\lambda}_2 - \bar{C}_1 \frac{m}{r} + \bar{C}_2 \frac{m^2}{r^2} \right\} |v|^2 d\mu_c.
\]

Multiplying the both sides of this inequality by \( s^{1-2m-\gamma} \) and integrating it with respect to \( s \) over \([x, \infty) \) \( (x \geq r_1(A_1, B_1, \gamma)) \), we get

\[
\int_{B(x, \infty)} r^{1-2m} \{ |\nabla v|^2 - q |v|^2 \} d\mu_c = 2 \int_{B(x, \infty)} r^{1-2m} \left\{ \left( \frac{\partial v}{\partial r} \right)^2 + \frac{\alpha}{r} |v|^2 \right\} d\mu_c
\]

\[
\geq \int_x^\infty s^{1-2m-\gamma} ds \int_{B(s, \infty)} r^{-\gamma-1} \left\{ \bar{\lambda}_2 - \bar{C}_1 \frac{m}{r} + \bar{C}_2 \frac{m^2}{r^2} \right\} |v|^2 d\mu_c. \tag{31}
\]

On the other hand, Proposition 3.1 with \( \psi = r^{1-2m} \) implies

\[
\int_{B(x, \infty)} r^{1-2m} \{ |\nabla v|^2 - q |v|^2 \} d\mu_c
\]

\[
= - \int_{S(x)} r^{1-2m} \frac{\partial v}{\partial r} v dA_c - \int_{B(x, \infty)} r^{-2m} \frac{\partial v}{\partial r} v d\mu_c, \tag{32}
\]

where we have used (24) and (26). If we write \( dv_y = \sqrt{G}(r, y) dr d\mu_U \) \( (y \in \partial U \) and \( d\mu_U \) is the induced measure on \( \partial U \) from the Riemannian measure \( dv_y \)), then \( \frac{\partial (\sqrt{G})}{\partial r} = (\Delta r) \sqrt{G} \) (this identity follows from the definition of the Riemannian measure and Laplacian; see, for example, [1] pp. 7), and hence, a direct computation shows that

\[
- \int_{S(x)} r^{1-2m} \frac{\partial v}{\partial r} v dA_c = - \frac{1}{2} \frac{d}{dx} \left( x^{1-2m} \int_{S(x)} |v|^2 dA_c \right)
\]

\[
= - \frac{1}{2} \int_{S(x)} r^{-2m} \left\{ 2m - 1 - r(\Delta r - 2c) \right\} |v|^2 dA_c. \tag{33}
\]
From (32), (33), and (*5.2), it follows that

\[
\int_{B(x,\infty)} r^{1-2m} \left\{ |\nabla v|^2 - q|v|^2 \right\} d\mu_c = -\frac{1}{2} \frac{d}{dx} \left( x^{1-2m} \int_{S(x)} |v|^2 dA_c \right) - \frac{1}{2} \int_{S(x)} r^{-2m} \left\{ 2m - 1 - r(\Delta r - 2c) \right\} |v|^2 dA_c \\
- \int_{B(x,\infty)} r^{-2m} \frac{\partial v}{\partial r} v d\mu_c \\
\leq -\frac{1}{2} \frac{d}{dx} \left( x^{1-2m} \int_{S(x)} |v|^2 dA_c \right) - \frac{1}{2} \int_{S(x)} r^{-2m} \left\{ 2m - 1 - \hat{B}_1 \right\} |v|^2 dA_c \\
+ \int_{B(x,\infty)} r^{-2m} \left\{ \frac{1}{8m} \left( \frac{\partial v}{\partial r} \right)^2 + 2\alpha |v|^2 \right\} d\mu_c.
\]

Substituting this inequality into (31), we get

\[
-\frac{1}{2} \frac{d}{dx} \left( x^{1-2m} \int_{S(x)} |v|^2 dA_c \right) - m \int_{S(x)} r^{-2m} \left\{ 1 - \frac{1 + \hat{B}_1}{2m} \right\} |v|^2 dA_c \\
- \int_{B(x,\infty)} r^{-2m} \left\{ 2 - \frac{1}{8m} \right\} \left( \frac{\partial v}{\partial r} \right)^2 d\mu_c \\
\geq \int_{x}^{\infty} s^{1-2m-\gamma} ds \int_{B(s,\infty)} r^{\gamma-1} \left\{ \lambda_2 - \check{C}_1 \frac{m}{r} + \check{C}_2 \frac{m^2}{r^2} \right\} |v|^2 d\mu_c.
\]

Hence, if we set \( r_2 := \max \left\{ r_1(A_1, B_1, \gamma), \frac{1}{16\alpha} \right\} \), then

\[
-\frac{1}{2} \frac{d}{dx} \left( x^{1-2m} \int_{S(x)} |v|^2 dA_c \right) - m \frac{1}{2} x^{-2m} \int_{S(x)} |v|^2 dA_c \\
\geq \int_{x}^{\infty} s^{1-2m-\gamma} ds \int_{B(s,\infty)} r^{\gamma-1} \left\{ \lambda_2 - \check{C}_1 \frac{m}{r} + \check{C}_2 \frac{m^2}{r^2} \right\} |v|^2 d\mu_c
\]

(34)

for any \( m, x \) and \( \gamma \) satisfying

\[
m \geq m_2(B_1), \ x > r_2(A_1, B_1, \gamma, \alpha), \text{ and } \gamma > \gamma_2(\lambda, A_1, B_1, b_1).
\]

Now, we shall show that the right hand side of (34) is nonnegative for sufficiently large \( m, x \), and \( \gamma \). For that purpose, let us consider the following quadratic equation:

\[
\check{C}_2 y^2 - \check{C}_1 y + \lambda_2 = 0
\]

(35)
and calculate its discriminant $D$. Then,

$$ D = \left( \tilde{C}_1 \right)^2 - 4 \tilde{C}_2 \lambda_2 $$

$$ = \left\{ \frac{c \tilde{B}_1}{m} y + \left( 2 - \frac{c(A_1 + \tilde{B}_1)}{m} \right) \tilde{A}_1 + \tilde{b}_1 \right\}^2 $$

$$ - 4 \left\{ \left( 1 + \frac{1 - \tilde{B}_1}{m} \right) y - 2 - \frac{2}{m} - \tilde{A}_1 \left( 1 + \frac{1 - \tilde{B}_1}{m} + \frac{1 - A_1}{m} \right) \right\} $$

$$ \times \left\{ \left( \lambda + \frac{2a}{r} \right) y + \left( 2c + \frac{2a}{r} - \lambda \right) \tilde{A}_1 - 2 \tilde{b}_1 - 2 \left( 1 + \frac{1}{r} \right) \right\} . \quad (36) $$

This equation (36) is a quadratic equation of $\gamma$; the coefficient $H$ of $\gamma^2$ is calculated as follows:

$$ H := \left( \frac{c \tilde{B}_1}{m} \right)^2 - 4 \left( 1 + \frac{1 - \tilde{B}_1}{m} \right) \left( \lambda + \frac{2a}{r} \right) $$

$$ \leq \left( \frac{c \tilde{B}_1}{m} \right)^2 - 4 \left( 1 + \frac{1 - \tilde{B}_1}{m} \right) \lambda $$

Therefore, by taking $m_3(\lambda, B_1) \geq m_4(B_1)$ sufficiently large, we see that

$$ H < -3 \lambda \quad \text{if} \quad m \geq m_3(\lambda, B_1) \quad \text{and} \quad r \geq r_0. \quad (37) $$

Thus, in view of (36) and (37), we see that there exist positive constants

$$ m_4 = m_4(\lambda, A_1, B_1) \geq m_3(\lambda, B_1), \quad r_3 = r_3(\lambda, A_1, B_1, \gamma, \alpha) \geq r_2(A_1, B_1, \gamma, \alpha), $$

and

$$ \gamma_3 = \gamma_3(\lambda, A_1, B_1, b_1) \geq \gamma_2(\lambda, A_1, B_1, b_1). $$

such that

$$ D < 0 \quad \text{if} \quad m \geq m_4, \quad r \geq r_3, \quad \text{and} \quad \gamma \geq \gamma_3. $$

Hence, by (29), if $m \geq m_4$, $r \geq r_3$, and $\gamma \geq \gamma_3$, then

$$ \tilde{C}_2 y^2 - \tilde{C}_1 y + \tilde{\lambda}_2 > 0 \quad \text{for any} \quad y \in \mathbb{R}. \quad (38) $$

Combining (34) and (38), we obtain

$$ -\frac{1}{2} \frac{d}{dx} \left( x^{1-2m} \int_{S(x)} |v|^2 dA_c \right) - \frac{m}{2} x^{-2m} \int_{S(x)} |v|^2 dA_c \geq 0 \quad (39) $$

for $m \geq m_4(\lambda, A_1, B_1)$, and $x \geq r_3(\lambda, A_1, B_1, \gamma, \alpha)$. Note that the left hand side of this inequality is independent of $\gamma$.

Now, let us set

$$ F(x) = x^{1-2m} \int_{S(x)} |v|^2 dA_c = x \int_{S(x)} |u|^2 dA_c. $$

Then, the left hand side of (39) is equal to

$$ -\frac{1}{2} \left( F'(x) + \frac{m}{x} F(x) \right), $$
and hence,
\[ F'(x) + \frac{m}{x} F(x) \leq 0 \]
for \( m \geq m_4 = m_4(\lambda, A_1, B_1) \), and \( x \geq r_3 = r_3(\lambda, A_1, B_1, \alpha) \).

For any \( k > \frac{m_4}{r_3} \), we set \( m = kx \).

Then, we have
\[ F'(x) + kF(x) \leq 0 \]
for any \( x \geq r_3 = r_3(\lambda, A_1, B_1, \alpha) \). Set \( G(x) = e^{kr} F(x) \). Then \( G'(x) \leq 0 \) for \( x \geq r_3 \), and hence, \( G(x) \leq G(r_3) \), that is,
\[ \int_{S(x)} |u|^2 dA_c \leq x^{-1} e^{-kr} G(r_3) \quad \text{for } x \geq r_3. \]
Thus, we obtain
\[ \int_{B(r_0, \infty)} e^{kr} |u|^2 d\mu_c < \infty \quad \text{for any } k > 0. \quad \text{(40)} \]

Next, we shall show that (8), (40), and boundedness of \( \Delta r \) imply that
\[ \int_{B(r_0, \infty)} e^{kr} |\nabla u|^2 d\mu_c < \infty \quad \text{for any } k > 0. \]

First, consider the integral
\[ g(R) = 2 \int_{B(r_0, R)} e^{kr} \frac{\partial u}{\partial r} d\mu_c. \]
Then, the integration-by-parts-lemma yields
\[ g(R) = \frac{1}{k} \int_{B(r_0, R)} \left\langle \nabla (e^{kr}), \nabla (u^2) \right\rangle d\mu_c = \frac{1}{k} \left( \int_{S(R)} - \int_{S(r_0)} \right) e^{kr} |u|^2 dA_c - \int_{B(r_0, R)} (\Delta r - 2c+k)e^{kr} |u|^2 d\mu_c. \]

Since \( \lim_{r \to \infty} (\Delta r - 2c) = 0 \), (40) implies the existence of the limit, \( \lim_{R \to \infty} g(R) \).

In particular,
\[ \liminf_{R \to \infty} e^{kr} \left| \int_{S(R)} \left( \frac{\partial u}{\partial r} \right) dA_c \right| = 0. \quad \text{(41)} \]
In Proposition 3.1, we put \( \rho = 0 \) and \( \psi = e^{kr} \), and set \( q_0 = \lambda + c(2c - \Delta r) \). Then \( v = u \), and
\[ \int_{B(r_0, R)} \left\{ |\nabla u|^2 - q_0 |u|^2 \right\} e^{kr} d\mu_c \]
\[ = \left( \int_{S(R)} - \int_{S(r_0)} \right) \frac{\partial u}{\partial r} e^{kr} dA_c - k \int_{B(r_0, R)} e^{kr} \frac{\partial u}{\partial r} d\mu_c \]
\[ \leq \left( \int_{S(R)} - \int_{S(r_0)} \right) \frac{\partial u}{\partial r} e^{kr} dA_c + \frac{1}{2} \int_{B(r_0, R)} e^{kr} \left\{ |\nabla u|^2 + k^2 |u|^2 \right\} d\mu_c. \]
Hence,
\[
\frac{1}{2} \int_{B(r_0, R)} e^{kr} |\nabla u|^2 d\mu_c \leq \left( \int_{S(R)} - \int_{S(r_0)} \right) \frac{\partial u}{\partial r} e^{kr} dA_c + \int_{B(r_0, R)} \left\{ \frac{k^2}{2} + q_0 \right\} e^{kr} |u|^2 d\mu_c.
\]
Therefore, (41) and (42) imply that
\[
\int_{B(r_0, \infty)} e^{kr} |\nabla u|^2 d\mu_c < \infty
\] where \( k > 0 \) is arbitrary. Thus, (40) and (42) imply our desired result.

\[\Box\]

6. Vanishing on a neighborhood of infinity

**Theorem 6.1.** Under the assumption of Theorem 5.1, there exists a positive constant \( r_5 \) such that

\[
u \equiv 0 \quad \text{on} \quad B(r_5, \infty).
\]

**Proof.** For any fixed \( k \geq 1 \) and \( \gamma = \varepsilon \geq 2\tilde{A}_1 \),

\[
\gamma = \varepsilon \geq 2\tilde{A}_1
\]

Set \( \rho(r) = kr \) in Proposition 3.3. Then, we have

\[
v = e^{kr} u;
\]

\[
q = \lambda + |\rho'(r)|^2 - \rho''(r) + (2c - \Delta r)(\rho'(r) + c)
\]

\[
= \lambda + k^2 + (2c - \Delta r)(k + c)
\]

\[
\geq \lambda + k^2 - (k + c) \frac{\tilde{B}_1}{r}
\]

by \((*5.2)\);

\[
\frac{\partial q}{\partial r} = -(k + c) \frac{\partial (\Delta r)}{\partial r}
\]

\[
\geq - \frac{(k + c)}{r} \left( 2\tilde{A}_1 + \hat{b}_1 - \frac{\tilde{A}_1 A_1}{r} \right)
\]

by \((*6)\).

Hence,

\[
r \frac{\partial q}{\partial r} + q(\gamma + r \Delta r - 2cr)
\]

\[
\geq -(k + c) \left( 2\tilde{A}_1 + \hat{b}_1 - \frac{\tilde{A}_1 A_1}{r} \right) + \left( \lambda + k^2 - (k + c) \frac{\tilde{B}_1}{r} \right) (\gamma - \tilde{A}_1)
\]

\[
= (\gamma - \tilde{A}_1) k^2 - \left\{ 2\tilde{A}_1 + \hat{b}_1 + \left( \gamma - \tilde{A}_1 \right) \frac{\tilde{B}_1}{r} - \frac{\tilde{A}_1 A_1}{r} \right\} k
\]

\[
+ (\gamma - \tilde{A}_1) \left( \lambda - c \frac{\tilde{B}_1}{r} \right) - c \left( 2\tilde{A}_1 + \hat{b}_1 - \frac{\tilde{A}_1 A_1}{r} \right).
\]

Moreover, we have

\[
\frac{\gamma}{2} - \frac{1}{2} (r \Delta r - 2cr) + 2kr \geq 2kr + \frac{\gamma}{2} - \frac{\tilde{B}_1}{2}
\]
and
\[
(r(\nabla dr)(\nabla v, \nabla v) - \frac{1}{2}(r\Delta r - 2cr + \gamma) \sum_{i=1}^{n-1} (dv(X_i))^2
\]
\[\geq \left\{ (r - A_1) - \frac{1}{2} (\tilde{B}_1 + \gamma) \right\} \sum_{i=1}^{n-1} (dv(X_i))^2. \tag{48}\]

In view of (43), we see that there exist constants \(k_1 = k_1(A_1, B_1, b_1, \gamma, r_0)\) and \(r_5 = r_5(A_1, B_1, \gamma)\) such that the right hand sides of (46), (47), and (48) are nonnegative for \(k \geq k_1\) and \(r \geq r_5\). Therefore, substituting (46), (47), and (48) in Proposition 3.3 we have
\[
\int_{S(t)} r^\gamma \left\{ \left( \frac{\partial v}{\partial r} \right)^2 + \frac{1}{2} q|v|^2 \right\} dA_c + \int_{S(s)} r^\gamma \left\{ \frac{1}{2} |\nabla v|^2 - \left( \frac{\partial v}{\partial r} \right)^2 \right\} dA_c \geq 0 \tag{49}\]
for \(k \geq k_1\) and \(t > s \geq r_5\). Note that (23) and (44) imply that
\[
\lim_{t \to \infty} \int_{S(t)} \left\{ |\nabla v|^2 + |v|^2 \right\} dA_c = 0.
\]

Also, by (45) and (*5),
\[
\lim_{r \to \infty} q = \lambda + k^2.
\]

Hence, taking an appropriate divergent sequence \(\{t_i\}\) of numbers, putting \(t = t_i\) in (49) and letting \(i \to \infty\), we get for any \(k \geq k_1\) and \(s \geq r_5\)
\[
\int_{S(s)} \left\{ \frac{1}{2} |\nabla v|^2 - \left( \frac{\partial v}{\partial r} \right)^2 \right\} dA_c \geq 0
\]
The substitution \(v = e^{kr}u\) in this inequality yields
\[
e^{2ks} \left\{ k^2 I_1(s) + k I_2(s) + I_3(s) \right\} \geq 0
\]
for any \(k \geq k_1\) and \(s \geq r_5\), where
\[
I_1(s) = -\frac{1}{2} \int_{S(s)} |u|^2 dA_c
\]
and \(I_2(s)\) and \(I_3(s)\) are independent of \(k\). Therefore \(I_1(s) = 0\) for \(s \geq r_5\). That is, \(u \equiv 0\) on \(B(r_5, \infty)\).

Theorem 6.1 and unique continuation theorem imply that \(u \equiv 0\) on \(B(r_0, \infty)\).

7. Proof of Theorem 1.1 and 1.5

We shall prove Theorem 1.1 by contradiction. If there exists \(\gamma_0 > 0\) such that
\[
\liminf_{t \to \infty} t^{\gamma_0} \int_{S(t)} \left\{ \left( \frac{\partial f}{\partial r} \right)^2 + |f|^2 \right\} dA < \infty,
\]
then for \(\gamma_1 \in (0, \gamma_0)\)
\[
\liminf_{t \to \infty} t^{\gamma_1} \int_{S(t)} \left\{ \left( \frac{\partial f}{\partial r} \right)^2 + |f|^2 \right\} dA = 0. \tag{50}\]
As is seen in Section 3, if we set $u = e^{cr}f$, then $u$ satisfies the equation

$$Lu + \lambda u = 0,$$

with $\lambda = \alpha - c^2 = \alpha - \frac{(n-1)^2}{4} > 0$. In addition,

$$\left(\frac{\partial f}{\partial r}\right)^2 + |f|^2 = \left\{\left(\frac{\partial u}{\partial r}\right)^2 - 2cu\frac{\partial u}{\partial r} + (c^2 + 1)|u|^2\right\} e^{-2cr}$$

$$\geq \left\{\varepsilon \left(\frac{\partial u}{\partial r}\right)^2 + \left(1 - \frac{c^2}{1 - \varepsilon}\right)|u|^2\right\} e^{-2cr},$$

for any $\varepsilon \in (0, 1)$. Therefore, if we choose $\varepsilon > 0$ sufficiently small, the right hand side of this inequality is bounded from below by

$$c(n) \left\{\left(\frac{\partial u}{\partial r}\right)^2 + |u|^2\right\} e^{-2cr},$$

where $c(n) > 0$ is a constant depending only on $n$. Hence by (50) we have

$$\liminf_{t \to \infty} t^{\gamma_1} \int_{S(t)} \left\{\left(\frac{\partial u}{\partial r}\right)^2 + |u|^2\right\} dA_c = 0. \quad (52)$$

In view of (51) and (52), Theorem 6.1 implies that $u \equiv 0$ on $B(r_0, \infty)$, and hence, $f = e^{-cr}u \equiv 0$ on $B(r_0, \infty)$ on $M - \overline{U}$. This contradicts our assumption that $f$ is nontrivial, and hence, Theorem 1.1 follows.

**Proof of Theorem 1.5**

Let $f$ be an $L^2(M, dv_g)$-eigenfunction of $-\Delta$ with eigenvalue $\alpha > \frac{(n-1)^2}{4}$. Then $f, |\nabla f| \in L^2(M, dv_g)$ and, in particular, $f, |\nabla f| \in L^2(M - \overline{U}, dv_g)$. But our growth property in Theorem 1.1 forces $f$ to be identically zero on $M - \overline{U}$, and by unique continuation theorem it must be zero on $M$. Indeed, if

$$t^\gamma \int_{S(t)} \left\{\left(\frac{\partial f}{\partial r}\right)^2 + |f|^2\right\} dA \geq c_1 > 0 \quad \text{on } B(r_1, \infty),$$

then

$$\int_{B(r_1, \infty)} \left\{\left(\frac{\partial f}{\partial r}\right)^2 + |f|^2\right\} dA \geq \int_{r_1}^{\infty} 1 \frac{1}{t^\gamma} dt.$$

The right hand side of this inequality is infinity if $\gamma \in (0, 1]$. Thus $\alpha > \frac{(n-1)^2}{4}$ is not eigenvalue of $-\Delta$ and we have completed the proof of Theorem 1.5.

**8. Example**

In this section, we shall construct a Riemannian manifold which shows that the curvature decay condition $K + 1 = o(r^{-1})$ mentioned in Theorem 1.4 and Theorem 1.6 is sharp. In order to do so, we shall use the following theorem essentially due to Atkinson [2]; for the proof of Lemma 8.1, see Arai-Uchiyama [3] and references there.
Lemma 8.1. Let $\lambda > 0$, $\varepsilon > 0$, and $k \in \mathbb{R}$ be constants and $q(x) \in C^0[0, \infty)$ a real-valued function. Assume that

$$q(x) = -k \frac{\sin 2x}{x} + O \left( x^{-1-\varepsilon} \right) \quad (x \to \infty)$$

and consider the eigenvalue equation

$$\left( -\frac{d^2}{dx^2} + q(x) \right) w(x) = \lambda w(x) \quad \text{on } [0, \infty). \quad (53)$$

Then, the following properties (a) and (b) are equivalent:

(a) The equation (53) has a nontrivial solution $w \in L^2[0, \infty)$;

(b) $|k| > 2$ and $\lambda = 1$.

Proof of Theorem 1.8 (Construction of a Riemannian manifold).

Firstly, except for a positive multiplier, we shall construct a desired function $f$ on a neighborhood of infinity as follows: for $r \geq 1$, let us set

$$f_1(r) = \exp \left\{ \int_1^r \left( 1 + k \frac{\sin 2x}{x} \right) \, dx \right\} \quad (54)$$

and consider the Riemannian manifold with boundary:

$$(N, g_N) = \left[ 1, \infty \right) \times S^{n-1}(1), dr^2 + f_1^2(r) g_{S^{n-1}(1)},$$

where $k \in \mathbb{R}$ is a constant satisfying

$$|k|(n-1) \sqrt{(n-1)^2 + 4} > 4. \quad (55)$$

Moreover, we set

$$S(r) := \frac{f_1'(r)}{f_1(r)}; \quad K(r) := -\frac{f_1''(r)}{f_1(r)^2}; \quad q_0(r) := \frac{(n-1)(n-3)}{4} S(r)^2 - \frac{(n-1)}{2} K(r).$$

Then, direct computations show that

$$S(r) = 1 + \frac{k \sin 2r}{r}; \quad (56)$$

$$K(r) = -1 - \frac{2\sqrt{2}k \sin(2r + \frac{\pi}{4})}{r} + O(r^{-2}); \quad (57)$$

$$q_0(r) = \frac{(n-1)^2}{4} + \frac{k(n-1)\sqrt{(n-1)^2 + 4}}{2r} \sin(2r + c_n) + O(r^{-2}),$$

where $c_n$ is a constant depending only on $n$. Hence, in view of (55), Lemma 8.1 implies that there exists a nontrivial solution $w(x) \in L^2([1, \infty), dx)$ to the equation

$$\left( -\frac{d^2}{dx^2} + q_0(x) - \frac{(n-1)^2}{4} \right) w(x) = w(x).$$
Note that $w$ oscillates around 0 and $\lim_{x \to \infty} |w|(x) = 0 \,(\text{see } \cite{2} \text{ and } \cite{3})$. Using this function $w$, we define a function $h$ by

$$h := \int_1^{\frac{2}{n-1}} w. \quad (58)$$

Then, a direct computation shows that the function $h(r)$ ($p \in N$) satisfies the eigenvalue equation on $(N, g_N)$:

$$-\Delta g_N(h(r)) = -\left\{ \frac{\partial^2}{\partial r^2} + (n-1)S(r)\frac{\partial}{\partial r} \right\} h(r) = \left( \frac{(n-1)^2}{4} + 1 \right) h(r)$$

and $h(r) \in L^2(N, dv_{g_N})$. Note that $dv_{g_N} = \int_1^{n-1}(r) drdv_{g_0}$, where $dv_{g_0}$ is the standard measure on the unit sphere $(S^{n-1}(1), g_0)$.

Secondly, we shall construct a neighborhood of the origin of the desired manifold. Let $B_{R^*}(0, r)$ be an open ball of radius $r$ and centered at the origin 0 in the Euclidean space $(\mathbf{R}^n, g_{stand})$ and denote by $\lambda_1(B_{R^*}(0, r))$ the first Dirichlet eigenvalue of $B_{R^*}(0, r)$. Since $\lim_{r \to +0} \lambda_1(B_{R^*}(0, r)) = \infty$ and $\lim_{r \to \infty} \lambda_1(B_{R^*}(0, r)) = 0$, there exists $r_1 > 0$ such that $\lambda_1(B_{R^*}(0, r_1)) = \frac{(n-1)^2}{4} + 1$. Let $\tilde{\psi}_1$ be its associated positive-valued first eigenfunction. Since $\tilde{\psi}_1$ is a radial function, it can be written as $\tilde{\psi}_1 = H(r)$, where $r$ stands for the Euclidean distance to 0. We note that $H' < 0$ on $(0, r_1]$.

Thirdly, we shall connect two parts mentioned above; in view of (54) and (58), the function $h(t)$ also oscillates around 0 and converges to 0 as $t \to \infty$, and hence, there exist a constant $r_2 > \max\{r_1, 1\}$ such that $h(r_2) < 0$ and $h'(r_2) < 0$. Therefore, we can connect two functions, $H$ on $[0, r_1]$ and $h|_{[r_2, \infty)}$, by some function $\psi \in C^{\infty}[0, \infty)$ satisfying

$$\psi(x) = \begin{cases} H(x) & \text{if } x \in [0, r_1], \\ h(x) & \text{if } x \in [r_2, \infty); \end{cases} \quad (59)$$

and

$$\psi'(x) < 0 \quad \text{if } x \in [r_1, r_2]. \quad (60)$$

Now, let us construct a function $f$ so that $\psi$ is an eigenfunction with eigenvalue $b_n := \frac{(n-1)^2}{4} + 1$ on $(\mathbf{R}^n, dr^2 + f^2(r)g_{S^{n-1}(1)})$, that is,

$$\psi''(r) + (n-1)\frac{f'(r)}{f(r)}\psi'(r) = -b_n \psi(r). \quad (61)$$

By (59) and (60), we have $\psi' < 0$ on $(0, r_2]$. Hence, we can solve the differential equation (61) on the interval $[0, r_2]$ with the condition $f(r_1) = r_1$:

$$f(r) = r_1 \exp\left\{ -\int_{r_1}^r \frac{b_n \psi(s) + \psi''(s)}{(n-1)\psi'(s)} ds \right\} \quad \text{for } r \in [0, r_2]. \quad (62)$$

Since $\psi|_{[0, r_1]} = H$ and $\tilde{\psi}_1 = H(r)$ on $B_{R^*}(0, r)$, we see that $f(t) = t$ on $[0, r_1]$, and hence, $(B_{R^*}(0, r_1), dr^2 + f^2(r)g_{S^{n-1}(1)})$ is a flat disk in $(\mathbf{R}^n, g_{stand})$ with radius $r_1$; next, using this function $f$ on $[0, r_2]$, let us set

$$f(r) = \frac{f(r_2)}{f_1(r_2)} f_1(r) \quad \text{for } r \in [r_2, \infty). \quad (63)$$
Then, this positive-valued function \( f \) on \((0, \infty)\), defined by (62) and (63), satisfies the equation (61), and hence, we see that \( \psi \) is an eigenfunction with eigenvalue 
\[
 b_n = \frac{(n-1)^2}{4} + 1 \quad \text{on the manifold} \quad (M, g) := \left( \mathbb{R}^n, dr^2 + f^2(r)g_{S^{n-1}(1)} \right);
\]

\[
 \frac{(n-1)^2}{4} + 1 \in \sigma_{p}(-\Delta). \tag{64}
\]

Moreover, from (63), we have for \( r \geq r_2 \)
\[
 \nabla dr = S(r)\{g - dr \otimes dr\} \tag{65}
\]

\[
 K_{\text{rad.}} = K(r), \tag{66}
\]

and hence, Theorem 1.8 (1) follows from (56) and (65); Theorem 1.8 (3) follows from (57) and (66).

In order to prove that \(-\Delta\) has no eigenvalue on the interval \( \left( \frac{(n-1)^2}{4}, \infty \right) \) except for the special number \( \frac{(n-1)^2}{4} + 1 \), we shall use the separation of variables: \( \mathbb{R}^n - \{0\}\) is diffeomorphic to \((0, \infty) \times S^{n-1}(1)\) and we denote the eigenvalues of the Laplacian on the standard unit sphere \( S^{n-1}(1) \) by

\[
 0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \cdots
\]

with repetitions according to multiplicity; then, \(-\Delta\) on \((M, g) := (\mathbb{R}^n, dr^2 + f^2(r)g_{S^{n-1}(1)})\) is unitarily equivalent to the infinite sum of the operators \(-L_j\) on \( L^2((0, \infty), dx)\):

\[
 -L_j = -\frac{d^2}{dx^2} + q_j \quad \text{on} \quad L^2((0, \infty), dx) \quad (j = 0, 1, 2, \cdots);
\]

\[
 q_j(x) = \frac{(n-1)(n-3)}{4} \left( \frac{f'(x)}{f(x)} \right)^2 + \frac{n-1}{2} \frac{f''(x)}{f(x)} + \lambda_j.
\]

Since

\[
 q_j(x) = \frac{(n-1)^2}{4} + \frac{k(n-1)\sqrt{(n-1)^2 + 4}}{2x} \sin(2x + c_n) + O(x^{-2}),
\]

Lemma 8.1 implies that \(-L_j\) has no eigenvalue on the interval \( \left( \frac{(n-1)^2}{4}, \infty \right) \) except for the special number \( \frac{(n-1)^2}{4} + 1 \). Thus we have proved Theorem 1.8.

9. Remarks

Tosio Kato [15] proved that Schrödinger operator \( \Delta + V(x) \) on \( \mathbb{R}^n \) has no eigenvalue \( \lambda > K^2 \) under the assumptions: \( V \in C^\infty(\mathbb{R}^n) \), \( \lim_{r \to \infty} V(x) = 0 \) and \( K = \lim_{r \to \infty} |rV(x)| \); Theorem 1.1 seems to have a similar nature.

In our theorems, we assume that there exists an open subset \( U \) of \( M \) with compact boundary \( \partial U \) such that the outward pointing normal exponential map \( \exp_{\partial U} : N^+(\partial U) \to M - \overline{U} \) induces a diffeomorphism. This condition is not essential. What matters is rather the existence of a function with special properties, such as \( r \). The readers interested in this matter could pick up necessary conditions that should be satisfied by such a function from our proof above. We note that there are Donnelly’s works ([7],[8]) from the viewpoint of an exhaustion function of \( M \).

In Section 8, we have constructed a manifold with one end. However, we can also constructed a two-end-manifold satisfying the same properties; for that, it suffices to connect two copies of \((N, g_N)\) in Section 8 by using a Riemannian product
\[ [0, \frac{\pi}{\sqrt{n}}] \times S^{n-1}(\varepsilon) \] in a similar manner, where \( S^{n-1}(\varepsilon) = \{ x \in \mathbb{R}^n \mid \text{dist}(0, x) = \varepsilon \} \) and \( \varepsilon > 0 \) is a sufficiently small constant.
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