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Abstract

Deep Reinforcement Learning (DRL) has achieved remarkable success in scenarios such as games and has emerged as a potential solution for control tasks. That is due to its ability to leverage scalability and handle complex dynamics. However, few works have targeted environments grounded in real-world settings. Indeed, real-world scenarios can be challenging, especially when faced with the high dimensionality of the state space and unknown reward function. We release a testbed consisting of an environment simulator and demonstrations of human operation concerning pump scheduling of a real-world water distribution facility to facilitate research. The pump scheduling problem can be viewed as a decision process to decide when to operate pumps to supply water while limiting electricity consumption and meeting system constraints. To provide a starting point, we release a well-documented codebase, present an overview of some challenges that can be addressed and provide a baseline representation of the problem. The code and dataset are available at https://gitlab.com/hdonancio/pumpscheduling

1 Introduction

The pump scheduling problem is a decision process to decide when to operate pumps where the objective is to supply water while limiting electricity consumption and meeting safety constraints. The strategies adopted can vary according to the particularities of the water distribution system. For example, in some locations, the price of electricity may have different tariffs throughout the day. In this case, storage tanks can supply water while the pumps operate in off-peak time windows to reduce costs [1]. Moreover, the scheduling strategies must avoid switching the pump operation too frequently to protect the assets and provide water exchange in the tanks to preserve its quality. Some works that address the pump scheduling problem use methods like linear optimization, branch-and-bound, and genetic algorithms [2-4, 1, 5, 6]. However, some of these methods are limited to small water networks due to their computational complexity. In other cases, the scheduling considers many steps ahead with decisions based on observed patterns, not being able to handle unexpected situations. To overcome this, in previous work [7] we have shown that Deep Reinforcement Learning (DRL) has the potential to provide a data-driven solution that can be robust and scalable.
Reinforcement Learning (RL) [8] is a decision-making process where the agent learns to interact with the environment aiming to maximize returns. Recent works include applications in autonomous driving [9], robotics [10, 11], video games [12–15], dialogue assistance [16], among others [17]. Currently, most of the research utilizes virtual environments such as Arcade Learning Environment (ALE) [18] and DeepMind Control Suite [19], where typically a reward function and the state representation are available. However, in real-world problems, the agent usually has no indication of how efficient are the actions it performs in the environment. In other cases, the rewards are sparse and binary, only perceived when the agent achieves the task accomplishment [20]. Besides this, most real-world scenarios have complex dynamics with tasks consisting of multiple steps and a high-dimensional state space [11]. However, few works have focused on problems that can be shared and reproduced among the community and grounded in real-world settings. Some examples include robotics applications, where the limitation is having access to the assets.

We release in this work a simulator and a database related to pump operation in a real-world water distribution system. The dataset has been gathered through sensors over three years in 1-min timesteps from the water distribution facility controlled by humans. Moreover, we detail the operation constraints given by specialists and discuss the current strategy applied to the system. Finally, we point out some of the challenges that can be addressed and establish a baseline for the state representation and reward function engineering. Our goal is that this testbed can represent a benchmark with grounded real-world settings for RL branches, such as Learning from Demonstrations (LfD), (safe) exploration, inverse RL, and state learning representation, among others. We summarize the main contributions of this work below:

- We release a RL testbed grounded in real-world settings based on a water distribution facility, containing a simulator of the system and a dataset of human demonstrations collected over three years in 1-minute timesteps.
- We point out the characteristics of the water system such as constraints and the current scheduling strategy being applied to control it and provide a baseline for problem representation as a Partially Observable Markov Decision Process (POMDP).

2 Water Distribution System

Figure 1: Water distribution system overview. The system has four pumps with fixed speed (ON/OFF) and two elevated tanks.

Figure [1] shows an overview of the water distribution system considered in this work. The system collects and treats the raw water from wells before storing it in a reservoir. In the water utility, four distribution pumps (NP1 to NP4) of different sizes are available for pumping the water through the system network into two storage tanks. The start/stop control operates the pumps. Speed or throttle control are not utilized. At most, only one pump can be running, and parallel operation is usually not applied. However, it is possible in case of exceptionally high water demand. A decision process has
to decide on the operation of the most suitable pump regarding the water demand forecast, energy consumption, water quality, security of supply, and operational reliability. The tanks are located approximately 47m above the pump station. Both storage containers have identical dimensions and can be treated as a single tank with a storage volume of 16000m³. The maximum water level is 10m. Thus, the geodetic height between pumps and tank is \([47, 57]\)m.

In the water distribution system, the human operation (behavioral policy) follows a strategy to handle the pump schedule. Figure 2 shows the effects of this behavioral policy. As shown in Figures 2(d), 2(e), 2(f), the operation fills the tank to a high level before the peak in water consumption (see Figures 2(a), 2(b), 2(c)), and then they let it decrease along the day to provide water exchange and keep water’s quality. A safety operation must guarantee the tank level with at least 3m filled once it allows the system operators to handle unexpected situations. Figures 2(g), 2(h), 2(i), shows the average daily pump switch per month. Each pump switch is considered either ON to OFF or OFF to ON, counting +1. Thus, we could say that the current pump operation generally uses each pump at most once a day. Although it is difficult to measure the impact of a strategy in preserving the system’s assets, the idea is to minimize the amount of switching and provide a distribution pumps usage. Finally, in Figures 2(j), 2(k), 2(l) we show the electricity consumption where given the pumps settings, we can see the prioritization of the use of pump NP2.

3 A Partially Observable Markov Decision Process for the Pump Scheduling Problem

The RL problem statement can be formalized as a POMDP [8], defined by the tuple \((S, A, P, R, \Omega, \gamma)\), where:

- \(S\) is the state space;
- \(A\) is the action space;
- \(P : S \times A \times S \rightarrow [0, 1]\) is the transition probability for being in some state \(s \in S\), perform an action \(a \in A\) and reach a state \(s' \in S\);
- \(R : S \times A \rightarrow \mathbb{R}\) is the reward function;
- \(\Omega : S \times A \times \Omega \rightarrow [0, 1]\) is the probability to receive an observation \(o \in \Omega\) about the next state \(s'\);
- \(\Omega\) denotes the observation space;
- \(\gamma \in [0, 1]\) is the discount factor that balances the relevance of immediate reward over rewards in the future;

The objective in the PO(MDP) is to learn a policy \(\pi : S \rightarrow A\) aiming maximize the expected discount rewards \(J(\pi) = \mathbb{E}[\sum_{t=1}^{T} \gamma^t r(s_t, a_t)]\). In previous work [7], we cast the pump scheduling problem for a water system as an episodic POMDP. We consider the daily cycle pattern observed in the water consumption to define the episode length. Thus, each episode has a length of 1440 timesteps or one day of operation. The state/observation space and reward were partially based on data that sensors could gather, such as the tank level, water consumption, flow rate \(Q\), and hydraulic head \(H\). The action space \(A\) represents the discrete set of pumps (NP1 to NP4) and the option to turn all of them off (NOP). These pumps have different flow rates \(Q\), which leads to distinct electricity consumption kW. Thus, the decision process consists of defining a policy that meets the water demand while limiting electricity consumption and satisfying safety constraints. Below, we review the state-action space and the proposed reward function.

State/Observation: The state/observation is represented by the tank level \(l(t) \in [47, 57]\) and a given water consumption \(c(t)\) for a time of day \(t\), the respective month, the action \(a(t) \in A\) at \(t - 1\), the cumulative time running \(r(t) \in [0, 1440]\) of pumps along with an episode, and a binary value called water quality that indicates if during the episode the tank level achieved a level lower than 53m.

The state’s representation is responsible for providing information to achieve the desired behavior through the reward function presented next. Thus, the features were selected aiming to:

- Provide information regarding the system’s current state, such as tank level and water consumption;
• Understand the cyclical behaviour of water consumption along the hours of the day in different seasons of the year;
• Lead the agent to avoid switching the pump operation as well as make a balance of their use;
• Provide information that could lead to preserving the water quality;

**Action:** The action space corresponds to the pumps available and the option to turn them off, such that \( \mathcal{A} = \{NP1, NP2, NP3, NP4, NOP\} \). These pumps have different sizes which corresponds to distinct \( Q \) and \( kW \), being \( NP1 > NP2 > NP3 > NP4 \). The action NOP has \( Q, kW = 0 \).

**Reward function:** We defined two dense reward functions through Eq. 1 and 2, where \( P \) correspond to the cumulative time along an episode that some pump is running. These reward functions intends to balance the sub-goals: (i) enhance the efficiency of the pump operation; (ii) maintain safe levels of tank operation; (iii) penalize switches and provide distribution of the use of the pumps; (iv) maintain the water quality. We present in the Algorithms 1 and 2 how these reward are calculated.

Although we do not assume that these dense reward functions induce optimal policies, handcrafting them requires a considerable engineering burden [21]. To overcome this and address new challenges whenever the case, we suggest future research consider mimicking the behavioral policy assuming a goal-oriented approach. The goals, for instance, could be designed to meet certain tank levels by associating them with time windows, targeting the behavior observed in Figures 2(d), 2(e), 2(f).

\[
\begin{align*}
    r_t &= e^{1/(Q_t/kW_t)} - B \times \psi + \log(1/(P + \omega)) \quad (1) \\
    r_t &= -e^{(-1/kW_t)} - B \times \psi + \log(1/(P + \omega)) \quad (2)
\end{align*}
\]

**Algorithm 1 Reward Function Eq. 1**

**Require:**
- \( \psi \leftarrow 10 \)
- \( \omega \leftarrow 1 \)
- If \( \text{action}_{(t-1)} = \text{action}_{(t)} \) or time running(\( \text{action}_{(t)} \)) = 0 or \( \text{action}_{(t)} = \text{NOP} \) then
  - \( \omega \leftarrow 1 \)
- Else
  - \( \omega \leftarrow 30 \)  
  - \( \quad \)Penalize pump switch
- End if
- If \( \text{tank level}_{(t)} > 49 \) and \( \text{tank level}_{(t)} < 50 \) then
  - \( B \leftarrow ||\text{tank level}_{(t)} - 50|| \)
- Else if \( \text{tank level}_{(t)} \leq 49 \) or \( \text{tank level}_{(t)} = 57 \) then
  - \( B \leftarrow 1 \)
- Else if \( \text{tank level}_{(t)} \geq 50 \) and \( \text{tank level}_{(t)} < 53 \) and not water quality then
  - \( B \leftarrow -1 \)
- Else
  - \( B \leftarrow 0 \)
- End if
- If \( \text{action}_{(t)} \neq \text{NOP} \) then
  - \( r_{(t)} \leftarrow e^{(Q_t/kW_t)} - B \times \psi + \log(1/(\text{time running}(\text{action}_{(t)}) + \omega)) \)
- Else
  - \( r_{(t)} \leftarrow -B \times \psi + \log(1/(\text{time running}(\text{action}_{(t)}) + \omega)) \)
- End if

4 Casting the Water Distribution System Simulator into RL Settings

An RL agent, after applying an action \( a \) in the state \( s \), receives a reward \( r \) and reaches a new state \( s' \), what is called transition \( \tau = \langle s, a, r, s' \rangle \). Figure 5 presents how we model this dynamic for the pump scheduling problem using the simulator. First, real water consumption data at a given time \( t \) is necessary as input to the simulator since it can not be generated through new interactions. After that, we need to define an initial condition for the tank level, among other features that compose the state \( s \) representation. Given a state \( s \), we can then apply an action to that state. In the codebase provided, we select the action looking at the real data, although any other policy could be used. A pump \( p \) is ON
Figure 2: Overview of human operation for the water system. (a) (b) (c) show the water consumption pattern. (d) (e) (f) show the tank level profile for the adopted strategy. (g) (h) (i) are the pump switch daily average and (j) (k) (l) are the average electricity consumption per month.
**Algorithm 2 Reward Function Eq. 2**

**Require:** \( \psi \leftarrow 10 \)

\[
\text{if } \text{action}_{(t-1)} = \text{action}_{(t)} \text{ or time running(action}_{(t)} = 0 \text{ then} \\
\omega \leftarrow 1 \\
\text{else} \\
\omega \leftarrow 30 \quad \triangleright \text{Penalize action switch} \\
\text{end if} \\
\text{if } \text{tank level}_{(t)} > 49 \text{ and tank level}_{(t)} < 50 \text{ then} \\
B \leftarrow \|\text{tank level}_{(t)} - 50\| \\
\text{else if } \text{tank level}_{(t)} \leq 49 \text{ or tank level}_{(t)} = 57 \text{ then} \\
B \leftarrow 1 \\
\text{else if } \text{tank level}_{(t)} \geq 50 \text{ and tank level}_{(t)} < 53 \text{ and not water quality} \text{ then} \\
B \leftarrow -1 \\
\text{else} \\
B \leftarrow 0 \\
\text{end if} \\
\text{if } \text{action}_{(t)} \neq NOP \text{ then} \\
r_{(t)} \leftarrow -e^{(-1/kW_{(t)})} - B \times \psi + \log(1/(\text{time running(action}_{(t)} + \omega)) \\
\text{else} \\
r_{(t)} \leftarrow -B \times \psi + \log(1/(\text{time running(action}_{(t)} + \omega)) \\
\text{end if} \\
\]

if its value \( kW_{p}(t) \neq 0 \) in the dataset. If for all pumps \( p \) the values \( kW = 0 \), no pump is in operation, and the resulting action is NOP.

![Figure 3: The dynamics of an MDP and the RL learning process through the water distribution system simulator.](image)

Once an action \( a \) is applied to the state \( s \), the simulator outputs the values of \( Q_{p}, kW_{p}, \) and \( H_{p} \) for the respective timestep \( t \) (see details in [A.2]). These values can then used to calculate a reward \( r(t) \). Furthermore, a new tank level is observed at \( t + 1 \), corresponding to state \( s' \). Thus we have a loop in which transitions are generated and stored in the Experience Replay [22], implemented with prioritization mechanism [23]. Finally, we can use these experiences to learn a new policy \( \pi_{a} \), different from the behavioral policy \( \pi_{b} \) which generated the dataset. To do so, we provide an implementation of Random Ensemble Mixture (REM) [24] as a learning algorithm. REM is dropout inspired convex combination of \( K \) parametric Q-functions aiming to mitigate overestimation in offline
RL settings. The underlying idea is for each policy update, generate a set of \( k \) random weights \( \alpha \) such that \( Q(s, a)^{\theta} = \{ \alpha_1 Q(s, a)^{\theta_1} + \alpha_2 Q(s, a)^{\theta_2} + \alpha_3 Q(s, a)^{\theta_3} + \ldots + \alpha_k Q(s, a)^{\theta_k} \} \) and \( \sum_k \alpha_k = 1 \).

5 Addressing Challenges

This section lists some challenges that can be addressed using the simulator/dataset.

**Modeling the problem.** The pump scheduling problem does not have a prior state representation or a single specified reward function. For this reason, state representation learning \([25, 27]\) can explore more informative and low dimensional state representations for efficient policy learning. The same applies to reward engineering. Specifying a reward function is difficult once it must encapsulate and balance multiple goals that might be contradictory. A way to overcome this is through inverse RL \([28]\) approaches to extract a reward function from the demonstrations. Moreover, we presented a suggestion to model the problem as a goal/task-oriented with sparse rewards to allow the evaluation of approaches \([20]\) that deal with the lack of reward signals.

**Reset mechanism.** We have modeled the pump scheduling as an episodic POMDP where the agent interacts for a limited number of timesteps. Therefore, our configuration is reset-free, which means no mechanism is applied to start an episode under a known distribution of initial states. In other words, it means that the last step of an episode is the initial one for the next episode. Thus, a suitable policy must be robust to handle the variability of initial conditions, providing dynamism challenge \([29]\).

**An exploration challenge.** One of the constraints set for controlling the system is to avoid switching the pump operation too frequently to protect the assets. Thus, exhaustive exploration strategies such as epsilon-greedy \([8]\) are contradictory to the idea of performing the same action selection over many timesteps and may prematurely converge to suboptimal policies. Furthermore, approaches that attempt to cover unknown areas of state space can lead to meaningless states that do not meet the safety constraints. Thus, the pump scheduling problem can be a setting for evaluating exploration strategies that aim to enhance sample efficiency or limit state visitation to those that meet system safety constraints \([30]\).

**Learning from demonstrations.** Some real-world settings may restrict the learning process to logged data. This constraint is due to the difficulty of creating accurate simulators or even safety constraints. For example, an autonomous vehicle cannot learn by interacting with the environment through trial-error, both for safety and cost reasons. For this, offline RL \([17]\) approaches such as BCQ \([31, 32]\), REM \([24]\), Conservative Q-learning \([33]\), and Averaged-DQN \([34]\) were designed to increase the efficiency of exploiting previously collected data, mainly tackling the overestimation phenomena \([35]\). This data can be, for instance, obtained by human operation in the real-world system, as in the present case. In \([7]\), we show that a large dataset is capable of producing policies through offline approaches that can outperform the behavioral policy. Thus, the present dataset can serve as a benchmark for offline RL approaches. Finally, these expert demonstrations can guide the agent’s actions through imitation learning \([36]\), used to build models \([37, 38]\), or boost the learning process \([11]\).

**Continuous action-space.** The set of actions of the water distribution system is discrete. There is a finite set of pumps that operate with a fixed speed beside the option to turn all of them off. Although not explored in previous works, the simulator can adapt to variable speed pump(s). Then, approaches suitable for continuous action space, such as actor-critic \([8]\), can be evaluated while exploring the environment.

6 Related Works

We discuss in this section some related approaches found in the literature regarding applied RL to control and pump scheduling optimization.

**Control using Reinforcement Learning.** In \([39]\) the authors use Deep Recurrent Q-Networks \([40]\) in the scenario of a smart grid. The objective is to develop a pricing strategy to maximize broker’s (agents) profits. It is proposed a reward shaping strategy once customers are clustered according to their consumption patterns and managed by their respective sub-brokers. Then, a mechanism for credit assignment was necessary to indicate the contribution of each sub-broker to the global return. Wei and colleagues \([41]\) proposes a data-driven solution to control HVAC (heating, ventilation
and air conditioning) system. The objective is to control the environment temperature by handling numerous disturbances with real-time data. The possible actions are a discrete set of airflow rates divided by building zone. Then, the approach split each zone controlling it by distinct artificial neural networks. Sivakumar et al. \[42\] propose a network control strategy that acts asynchronously with the environment. The delay, which authors call by \(\delta\), corresponds to the policy lookup time when selecting an action. Meanwhile, the network proceeds transmitting data in the interval \([t, t + \delta]\). Thus, the transitions are not only dependent on the state and action at some timestep \(t\) but also the previous action at \(t - 1\). In \[43\] the problem of congestion control in networks is also addressed, and a testbed was released. In \[44\], the authors applied RL to a flight controller of a stratospheric balloon which must handle a partially observable environment and continuous interaction. Finally, Degrave et al. \[45\] use RL for nuclear fusion control, which achieved a variety of plasma configurations.

**Pump Scheduling.** In \[4\], the authors adopted a branch-and-bound algorithm that interacts with the hydraulic simulator EPANET\(^1\) to evaluate decisions at each timestep corresponding to 1 hour in a horizon length of 24 hours. The proposed algorithm aims to find a solution with minimum electricity consumption. Menke and colleagues in \[6\] also used a branch-and-bound approach through an algorithm with several steps for the branching procedure. The objective function adopted has contact with the presented in this work. The authors consider pumps with fixed speed (ON/OFF), intending to minimize the electricity consumption meanwhile penalizing switches in the pump operation. In \[46\], the authors also applied DRL to control a real-world scenario of a wastewater treatment plant. Differently from our study case, in their system, the electricity price has different tariffs throughout the day, which add one more constraint to the proposed strategy.

This section presents some control-related scenarios where the approach used was RL-based. Indeed, RL has already shown remarkable success in applications such as games and is beginning to show potential for sensitive real-world applications such as nuclear fusion. Afterward, we discuss some approaches for the specific scenario of pump scheduling. We believe that a data-driven solution based on RL can overcome some limitations presented in previous works, such as robustness and scalability. This work distinguishes itself from the others by releasing a testbed aiming RL approaches for the pump scheduling problem.

### 7 Conclusion

We release a testbed for RL where logged data and a water distribution system simulator are available. This data was gathered through sensors in the real-world operation controlled by humans and the simulator validated by hydraulic specialists. Later, we present some statistics on the real-world water supply and cast the pump scheduling problem in the RL settings. To that end, we proposed POMDP for the problem, with the state-action space representation and the reward function. We combine this representation in the simulator, providing an end-to-end process to learn new policies from the logged data. Finally, we list some challenges that could be addressed in future works using the tools and data that have been made available. Thus, we hope to facilitate research and bridge the gap between RL and real-world applications.
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A Appendix

A.1 Electricity consumption (kW) using the simulator

Figure 4 shows the electricity consumption of the measured (real world) data and the simulator. Note that the range of values between the measured and simulated data differ. The reason is due to not
taking into account the pump efficiency in Equation 3. Thus, we obtain the values for measured data
by taking the hydraulic power ($P_h$), and dividing it by the efficiency $\eta$:

$$P_h (kW) = \frac{Q \rho gh}{(3.6 \times 10^6)}, \text{ where}$$

- $Q$ is the flow ($m^3/h$)
- $\rho$ is the density of fluid ($kg/m^3$)
- $g$ is the acceleration of gravity ($9.81 m/s^2$)
- $h$ is the differential head (m)

A.2 The simulator program

The simulator was developed for investigating the operating behavior of distribution pumps in a real
water network in Germany. The calculation of the operating point of a pump is based on intersecting
the characteristic curve of a pump (hydraulic head vs. flow rate) with the system curve.

The system curve describes the amount of pressure or hydraulic head which is necessary to deliver a
certain flow into a system. For the system curve one can distinguish between a static and a dynamic
part (Figure 5(b)). The static part is independent of the flow rate caused by a difference in geodetic
height, e.g. when liquid is pumped into an elevated storage tank, or by a static pressure difference.
The dynamic part is caused by hydraulic losses in the piping system and increase with the second
power of the flow rate. The operating point of the pump is the intersection of the system curve and
the hydraulic head curve of the pump.

For the water system according to Figure 1 the system curve is not constant. The static part depends
on the current tank level and to a smaller amount on the water demand. The slope of the system curve
depends on the hydraulic losses in the piping system and in case of a water system of the current
water demand. For a high water demand, the pressure in the system is smaller and therefore the slope
of the system curves becomes smaller, too. In cases of a small water demand, the slope is greater,
because of the higher pressure in the system. Based on measurements, the relationship of tank level,
water demand static head and slope of the system curve were derived.

With the simulator the pump operation of an arbitrary time period can be calculated. At the beginning,
the expected water demand has to be defined for each time step. Also, the initial tank level and
the pump schedule have to be specified. For the simulation, the current system curve is calculated
based on current tank level and water demand. At each time step it is checked whether a pump is in
operation. If this is the case, the operating point of the pump is calculated by intersecting the pump
curve with the system curve. In case the flow rate of the pump is larger than the water demand, the
tank level is increased accordingly. On the contrary, when the flow rate is smaller than the water
demand, the tank level is decreased. With the new tank level and the water demand of the next time
step, a new system curve is calculated for the next time step. This procedure is continued in a loop for the specified time period.

A.3 Extending the simulator for applying speed control to pumps

Speed control is an efficient method for controlling the operating point of a pump. In this case, the frequency of the motor is changed by a frequency converter. By the change in speed, the characteristic curves of the pump for hydraulic head vs. flow rate and efficiency vs. flow rate are changed. The change in flow rate and hydraulic head can be calculated by means of the affinity laws 4 and 5 where the flow rate (Q) changes proportional with the speed (n) and the hydraulic head (H) changes proportional to the second power of the speed.

\[ Q \propto n \]  
\[ H \propto n^2 \]

With equations 4 and 5 it can be shown that the hydraulic head changes with the second power of the flow rate (6) where \( Q_1 \) and \( H_1 \) are flow rate and hydraulic head on the pump curve for the initial speed.

\[ H_x = \left( \frac{H_1}{Q_1^2} \right) * Q_x^2 \]  

So, all points of a pump curve are moved on quadratic curves through the origin of the diagram (Figure 5(a)). Changing the speed, the efficiency curve is also modified. In case the point on the efficiency curve is identical to the point of best efficiency, it will also be the point of best efficiency at any other speed. All other points on the efficiency curve are shifted on a quadratic curve and maintain their position relative to the point of best efficiency. The maximum value of the efficiency remains nearly constant. Effects of the change in Reynolds-number can be included by empirical equations according to Ackeret [48] for example:

\[ \frac{1 - \eta_{1,\text{opt}}}{1 - \eta_{2,\text{opt}}} = (1 - V) + V * \left( \frac{Re_2}{Re_1} \right)^{\frac{1}{2}} \]  

The change in operating point of the pump depends on the shape of the system curve. For systems where the static part is zero, the system curve is identical to the affinity parabola. In this case it is

---

Figure 5: Influence of speed control on pump curve 5(a) and relationship of pump curve and system curve 5(b).
possible that a pump is always operating at the point of best efficiency when the speed is changed. Figure 6 shows the situation for a non-zero static part. In this case, the intersection of pump curve and system curve is not a point on the parabola based on the affinity laws and the pump is operating with a smaller efficiency under part-load conditions when the speed is reduced. The function for speed control can be included in the main code of the simulator. With this function it is possible to calculate the pump curve every time the speed has changed.

Figure 6: Influence of speed control on operating point.