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Abstract: - In order to analyze the moving and deforming of the objects in image sequence, a novel way is presented to analyze the local changes of object edges between two related images (such as two adjacent frames in a video sequence), which is inspired by the physical electromagnetic interaction. The changes of edge between adjacent frames in sequences are analyzed by simulation of virtual current interaction, which can reflect the change of the object’s position or shape. The virtual current along the main edge line is proposed based on the significant edge extraction. Then the virtual interaction between the current elements in the two related images is studied by imitating the interaction between physical current-carrying wires. The experimental results prove that the distribution of magnetic forces on the current elements in one image applied by the other can reflect the local change of edge lines from one image to the other, which is important in further analysis.
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1 Introduction

Image sequence processing is one of the main topics of digital image processing, which has significant value in theory and practical application [1-4]. Many real-world applications are based on image sequence processing such as security monitoring, traffic surveillance, 3D reconstruction of medical images, etc. One trend of sequence processing is advanced intelligent analysis which aims at accurate object recognition, human gesture recognition and even behavior recognition. The demand from practical applications gives new requirements about image sequence processing techniques, which has attracted lots of research efforts.

The change between frames in image sequence is important in automatic analysis, because the changes are usually caused by the motion or deformation of objects. Such local changes between frames can be the basis for further analysis. Here it is supposed that the frame rate in video capture is fast enough for continuous video recording and dramatic changes between adjacent frames do not exist, which is a common case nowadays. Simple change detection between frames can be achieved by frame differencing, but further motion analysis always involves local matching which is a time-consuming task with lots of computation.

It has been analyzed that the physical electro-static or magneto-static field has a feature of local-global balance, which is suitable for local feature analysis in images [5]. In recent years, physical field inspired methods have become a novel direction in image processing. Electro-magnetic field inspired method is one category of such methods, and promising results have been obtained in edge detection, corner detection, shape skeletonization, ear recognition, etc [5-13]. However, most methods in previous research are mainly inspired by electro-static field, but the analysis and imitation of magnetic field is much less. Moreover, almost all previous research concentrated on the imitation of static fields, but the dynamic interaction between images was not investigated to the authors’ knowledge. In this paper, the virtual electro-magnetic interaction is studied and applied in local change analysis for image sequence processing, which provides an alternative idea of effective and efficient local motion analysis.

Edge is an important and basic image feature,
which represent the borders of objects in images. In motion analysis, it has been proved that the accuracy of motion estimation can be well guaranteed for edge points, but the estimation becomes inaccurate in the areas with little grayscale or color variation. The motion or deforming of objects will cause local change of their edges from one frame to the next frame. In another word, the local change of the edge may represent the details of the objects’ motion or deforming in image sequences. Therefore, in this paper the local change of edges between images is studied by a novel approach imitating the electro-magnetic interaction.

2 The Interaction between Current-carrying Wires

In physics, the electromagnetic interaction between current-carrying wires is a basic and important phenomenon, which has been extensively studied and applied. In this paper, the unique characteristic in electromagnetic interaction is exploited in image analysis.

2.1 The magnetic field of current-carrying wire

In physics, the magneto-static field is described by the Biot-Savart law [14-17], where the source of the magnetic field is the current of arbitrary shapes which is composed of current elements. A current element $I\,dl$ is a vector representing a very small part of the whole current, whose magnitude is the arithmetic product of $I$ and $dl$ (the length of a small section of the wire). The current element has the same direction as the current flow on the wire. The magnetic induction generated by a current element $I\,dl$ is as following [14-17]:

$$dB = \frac{\mu_0}{4\pi} \frac{I\,dl \times r}{r^3}$$

where $dB$ is the magnetic induction vector at a space point. $I\,dl$ is the current element. $r$ is the distance between the space point and the current element. $r$ is the vector from the current element to the space point. The operator $\times$ represents the cross product. The direction of the magnetic field follows the “right-hand rule” [14-17]. The direction distribution of the magnetic field on the 2D plane where the current element lies is shown in Fig. 1.

![Fig. 1 The magnetic field’s direction distribution of a current element on the 2D plane](image)

The magnetic field generated by the current in a wire of arbitrary shape is the accumulation of the fields generated by all the current elements on the wire, which is described by the Biot-Savart law [14-17]:

$$\vec{B} = \int_D dB = \int_D \frac{\mu_0}{4\pi} \frac{I\,dl \times r}{r^3}$$

where $\vec{B}$ is the magnetic induction vector at a space point generated by the whole current of the wire. $D$ is the area where the current element exists. $dB$ is the magnetic field generated by each current element in $D$.

2.2 The force on current-carrying wire by stable magnetic field

In electro-magnetic theory, the magnetic field applies force on moving charges, which is described by the Lorentz force. Derived from the Lorentz force, the magnetic force on a current element is as following [14-17]:

$$d\vec{F} = I\,dl \times \vec{B}$$

where $I\,dl$ is the current element and $d\vec{F}$ is the magnetic force on it caused by the magnetic induction $\vec{B}$. The direction of $d\vec{F}$ satisfies the rule shown in Fig. 2. In Fig. 2, the vector of $d\vec{F}$ is perpendicular to both $\vec{B}$ and $I\,dl$.

![Fig. 2 The directions of $\vec{B}$, $I\,dl$ and $d\vec{F}$](image)

A current-carrying wire of arbitrary shape consists of many current elements. The magnetic
force on a wire is the summation of the force \( dF \) on all its current elements, which is as following [14-17]:

\[
\vec{F} = \int_C Id\vec{l} \times \vec{B}
\]

(4)

where \( C \) is the integration path along the wire, and \( F \) is the total magnetic force on the wire.

### 2.3 The interaction between two current-carrying wires

The current-carrying wire can generate magnetic field, meanwhile the magnetic field can put force on another wire. Thus there is interaction force between two current-carrying wires. In electro-magnetic theory, the Ampere force between two wires of arbitrary shapes is based on the line integration and combines the Biot-Savart law and Lorentz force in one equation as following [14-17]:

\[
\vec{F}_{12} = \frac{\mu_0}{4\pi} \int_C \int_{C_2} \frac{I_1 d\vec{l}_1 \times (I_2 d\vec{l}_2 \times \vec{r}_{21})}{\vec{r}_{21}^2}
\]

(5)

where \( F_{12} \) is the total force on wire1 due to wire2, \( \mu_0 \) is the magnetic constant. \( I_1 d\vec{l}_1 \) and \( I_2 d\vec{l}_2 \) are the current elements on wire1 and wire 2 respectively. \( \vec{r}_{21} \) is the vector from \( I_2 d\vec{l}_2 \) to \( I_1 d\vec{l}_1 \). \( C_1 \) and \( C_2 \) are the integration path along the two wires respectively.

Equation (5) is virtually the accumulation of the magnetic force on the current elements in wire1 put by the current elements in wire2. If such interaction is simulated on computers, the continuous wires should be discretized, and the integration in Equation (5) should be discretized to summation:

\[
\vec{F}_d = \frac{\mu_0}{4\pi} \sum_{T_{1j} \in C_1} \sum_{T_{2k} \in C_2} \frac{\vec{T}_{1j} \times (\vec{T}_{2k} \times \vec{r}_{ij})}{\vec{r}_{ij}^2}
\]

(6)

where \( F_d \) is the force on wire1 from wire2. Here both wire1 and wire2 are in discrete form, which consist of a set of discrete current element vectors respectively. \( C_1 \) and \( C_2 \) are the two sets of discrete current elements for wire1 and wire2 respectively. In another word, all the discrete vectors in \( C_1 \) constitute the discrete form of wire1, and all the discrete vectors in \( C_2 \) constitute the discrete form of wire2. \( T_{1j} \) and \( T_{2k} \) are the current element vectors in \( C_1 \) and \( C_2 \) respectively. \( \vec{r}_{ij} \) is the vector from \( T_{2k} \) to \( T_{1j} \).

Some examples of discretized current-carrying wires are shown in Fig. 3. For display in figures, the continuous current directions are discretized into 8 directions: {east, west, north, south, northeast, northwest, southeast, southwest}. Fig. 3(a) shows the discrete form of a continuous current of the rectangle shape. Fig. 3(b) shows the discrete form of a continuous current of the circle shape. Fig. 3(c) shows the discrete form of a continuous current of the straight-line shape.

### 3 The Virtual Currents in Images and Their Virtual Interaction

The edge feature is important and widely used in practical image processing tasks. Edges are the border of objects in an image, and the change of edge lines can reflect the moving or deforming of objects. In this paper, the virtual current along main edge lines in the image is proposed based on the significant edge extraction, and the interaction between the virtual edge currents in two images is studied.

#### 3.1 Feature extraction of the “significant edge current”

In this paper, the “significant edge points” are
extracted as the basis of analysis for image sequence. The significant edges are definite borders of regions, and there is sharp change of grayscale across the significant edge lines. In the proposed method, the significant edge points are first extracted in the two images to be analyzed (such as two adjacent frames in a video sequence). The virtual currents in the image are defined as the set of discrete current elements on the significant edge lines. Then the interaction force between the virtual currents in the two images is calculated, which inspires a novel approach of local change analysis in image sequences.

Canny operator is widely used to extract edge lines [18,19]. To improve computation efficiency, in this paper a simplified Canny-like method is proposed to extract the significant edges in image. First, Sobel operator is used to estimate the gradient fields of the two images to be analyzed. Then the threshold processing of the gradient magnitude is performed to reserve the definite edge points, in which only the points with a magnitude larger than the threshold value are reserved for further process. (The threshold value is set as a predefined percent of the maximum value of gradient magnitude.) After that, a “non-maximum suppression” is performed to get thin edge lines. For an edge point, it is reserved as a significant edge point only if its gradient magnitude is larger than the adjacent points on at least two of the following pairs of directions: west and east, north and south, northwest and southeast, northeast and southwest.

With the above process, the significant edge lines can be extracted. However, the direction of current element should be along the tangent direction of the wire, while the gradient vector is perpendicular to the tangent direction of the edge line. To get the virtual current edge, all the gradient vectors on the significant edge lines rotate 90 degrees. Then the vector direction after rotation is along the tangent direction of edge lines. In another word, on the significant edge lines, the virtual current elements are obtained by rotating the gradient vectors 90 degrees counterclockwise. For demonstration, a simple example is shown in Fig. 4.

![Fig. 4 An example of the significant edge lines and the corresponding virtual current of a square shape](image)

(a) The image of the square shape
(b) The significant edge lines of (a)
(c) The gradient vectors on the significant edge lines
(d) The discrete virtual current

Fig. 4(a) shows a simple image of a square. Fig. 4(b) shows its significant edge lines extracted. Fig. 4(c) shows the direction distribution of the discrete gradient vectors, where the continuous gradient direction is discretized into eight directions for display: {east, west, north, south, northeast, northwest, southeast, southwest}. Fig. 4(d) shows the direction distribution of the discrete current elements, which is the rotated version of gradient vector. The dots in Fig. 4(c) and Fig. 4(d) show the points with no current elements.

Some results of virtual edge current extraction are shown from Fig. 5 to Fig. 9. Fig. 5(a) to Fig. 8(a) show some simple images of the size 32×32. Some real world images of the size 128×128 are shown in Fig. 9. The significant edge lines extracted are also shown in these results, which will be used as virtual edge currents in the following analysis.
Fig. 5 The significant edge lines and the corresponding virtual current of a rectangle shape
(a) The image of the rectangle shape
(b) The significant edge lines of (a)
(c) The discrete virtual current

Fig. 5(a) shows an image of a rectangle. Fig. 5(b) shows its significant edge lines. Fig. 5(c) shows the virtual current elements on the significant edge lines, where the arrows show the discrete directions of discrete current elements. The dots in Fig. 5(c) show the points with no current elements.

Fig. 6 The significant edge lines and the corresponding virtual current of an ellipse shape
(a) The image of the ellipse shape
(b) The significant edge lines of (a)
(c) The discrete virtual current

Fig. 6(a) shows an image of an ellipse. Fig. 6(b) shows its significant edge lines. Fig. 6(c) shows the virtual current elements on the significant edge lines, where the arrows show the discrete directions of discrete current elements.

Fig. 7 The significant edge lines and the corresponding virtual current of an irregular shape
(a) The image of the irregular shape
(b) The significant edge lines of (a)
(c) The discrete virtual current

Fig. 7(a) shows an image of an irregular shape. Fig. 7(b) shows its significant edge lines. Fig. 7(c) shows the virtual current elements on the significant edge lines, where the arrows show the discrete directions of discrete current elements.

Fig. 8 The significant edge lines and the corresponding virtual current of a shrunken image of broadcaster
(a) The shrunken broadcaster image
(b) The significant edge lines of (a)
(c) The discrete virtual current

Fig. 8(a) shows the shrunken version of a broadcaster image. Fig. 8(b) shows its significant edge lines. Fig. 8(c) shows the virtual current elements on the significant edge lines, where the arrows show the discrete directions of discrete current elements.

In Fig. 9, the real world images and their significant edge lines are shown, including the images of the broadcaster, the cameraman, the peppers, the locomotive, the boat, the house and a medical image of brain.
3.2 The interaction of the virtual edge currents between two images

If the virtual currents in the two images are extracted respectively, the interaction force between them can be calculated according to Equation (6). Suppose the sets of discrete current elements in image1 and image2 are $C_1$ and $C_2$ respectively. Each discrete current element $T_{1j}$ in $C_1$ is applied the force by all the current elements in $C_2$:

$$
\vec{F}_{1j} = A \sum_{T_{2k} \in C_2} \frac{\vec{T}_{1j} \times (\vec{T}_{2k} \times \vec{r}_{kj})}{r_{kj}^3} \quad (7)
$$

where $F_{1j}$ is the force on $T_{1j}$ from $C_2$. $T_{2k}$ is a current element vector in $C_2$, $\vec{r}_{kj}$ is the vector from $T_{2k}$ to $T_{1j}$. $A$ is a predefined constant value. Some simulation examples of the force on the virtual current elements are shown in Fig. 10 and Fig. 11. Here suppose the two images are on the same plane, and they coincide in position (i.e. they have the same coordinates).

Fig. 10(a) shows the image of a rectangle. Now move the rectangle northeast to generate another image, and the significant edge lines of the original image and the shifted one are shown in Fig. 10(b) and Fig. 10(c). The translation from (b) to (c) on $x$ and $y$ coordinates are 5 and -4 respectively. Fig. 10(d) shows the force direction on each current element in the shifted image, which is applied by the virtual current in the original one. The gray lines in Fig.
10(d) show the original position of the rectangle. The force on each current element in the shifted image is calculated according to Equation (7).

![Diagram showing the original position of the rectangle and the forces on each current element in the shifted image.](image)

**Fig. 11** The virtual force on each current element in the shifted image for the ellipse image
(a) the ellipse image
(b) the significant edge lines of (a)
(c) the significant edge lines of the shifted image
(d) the forces on the discrete current elements in the shifted image

Fig. 11(a) shows the image of an ellipse. Now move the ellipse northwest to generate another image, and the significant edge lines of the original image and the shifted one are shown in Fig. 11(b) and Fig. 11(c). The translation from (b) to (c) on x and y coordinates are -6 and -6 respectively. Fig. 11(d) shows the force direction on each current element in the shifted image, which is applied by the virtual current in the original one.

### 4 The Distribution of Virtual Interaction Force between Two Related Images

In two related images (such as two adjacent frames in a video sequence), the motion or deformation of an object will cause local changes of grayscale or color at some image positions especially at the edge points (supposing the frame rate is fast enough to capture continuously changing images). In practice, the motion and deformation of an object can occur simultaneously. Local change analysis can be the basis of motion and deformation estimation in image sequences. On the other hand, consider the factor of distance $r_{kj}$ on the denominator in Equation (7), it can be seen that in the interaction between the virtual currents, a current element in one image applies much stronger force on adjacent current elements than the remote ones in the other image. In another word, the force on a current element in $C_1$ is mainly determined by the adjacent current elements in $C_2$ (supposing image1 and image2 are on the same plane and have the same coordinates). It indicates that the virtual magnetic force on a current element in one image is mainly determined by adjacent current elements in the other image. Such local characteristic is suitable for the representation of local features (both temporal and spatial) in image sequences.

In the following experiments, deforming of object is studied as a typical case of local change in images. Deforming is an important type of transformations between images, which has been widely studied in practical applications [20,21]. In the following experiments, the virtual electro-magnetic force between two test images with deforming objects is investigated, and the analysis of deforming is based on the distribution of the force on each discrete current element, because the deforming process may occur locally at each position in the image. Therefore, the force for each current element in the image is calculated and analyzed, based on which the details of deformation can be estimated.

Experiments have been designed to study the virtual force for two images with deformed objects. The experiment results for some test images with deforming objects are shown in Fig. 12 to Fig. 15. The test images are of the size $32 \times 32$. The original image and the deformed one are on the same plane when the virtual force distribution is calculated. To analyze the deforming process, the force on each current element in the original image applied by the deformed one is calculated, which is recorded in the force distribution. Each virtual force is calculated according to Equation (7). Here suppose the two images are on the same plane, and have the same coordinates.

Fig. 12 shows the case of deforming a rectangle to a square. Fig. 12(a) and Fig. 12(c) show the rectangle and the square image respectively. Fig. 12(b) and Fig. 12(d) show the significant edge lines as the virtual current in the two images. The virtual force distribution is shown in Fig. 12(e), in which the arrows show the discrete direction of the force on each current element in Fig. 12(b) applied by Fig. 12(d). Thus all the arrows in Fig. 12(e) show the border shape of Fig. 12(a). The gray area in Fig. 12(e) shows the shape of the square. It is obvious that the directions of the arrows in Fig. 12(e) clearly shows the deforming process from the rectangle to...
the square: according to the arrow directions, the rectangle’s upper border goes up, and the lower border goes down; the left border goes right, and the right border goes left.

![Fig. 12 The force on each current element in the rectangle image (deforming to the square)
(a) the rectangle image
(b) the significant edge lines in (a)
(c) the square image
(d) the significant edge lines in (b)
(e) the force on each current element in (b) applied by the virtual currents in (d)](image)

Fig. 13 shows the case of deforming an irregular shape to a square. Fig. 13(a) and Fig. 13(c) show the irregular shape and the square image respectively. Fig. 13(b) and Fig. 13(d) show the significant edge lines as the virtual current in the two images. The virtual force distribution is shown in Fig. 13(e), in which the arrows show the discrete direction of the force on each current element in Fig. 13(b) applied by Fig. 13(d). Thus all the arrows in Fig. 13(e) show the border shape of Fig. 13(a). The gray area in Fig. 13(e) shows the shape of the square. It is obvious that the directions of the arrows in Fig. 13(e) clearly show the deforming process from the irregular shape to the square: according to the arrow directions, some parts of the shape’s border shrink toward the center, and other parts expand outward.

![Fig. 14 The force on each current element in the image of large circle (deforming to the small circle)](image)

Another two examples of the circle are shown in Fig. 14 and Fig. 15. Fig. 14 shows the case of shrinking a larger circle to a smaller one. Fig. 14(a) and Fig. 14(c) show the two circles respectively. Fig. 14(b) and Fig. 14(d) show the significant edge lines as the virtual current in the two images. The virtual force distribution is shown in Fig. 14(e), in which the arrows show the discrete direction of the force on each current element in Fig. 14(b) applied by Fig. 14(d). Thus all the arrows in Fig. 14(e) show the shrinking process: all the arrows point toward the center, which corresponds to a shrinking process.
Fig. 15 shows the case of deforming an ellipse to a circle. Fig. 15(a) and Fig. 15(c) show the ellipse and the circle image respectively. Fig. 15(b) and Fig. 15(d) show the significant edge lines as the virtual current in the two images. The virtual force distribution is shown in Fig. 15(e), in which the arrows show the discrete direction of the force on each current element in Fig. 15(b) applied by Fig. 15(d). Thus all the arrows in Fig. 15(e) show the deforming process: according to the arrow directions, the left and right ends of the ellipse shrink towards the center, while its upper and lower sides expand outwards.

5 Local Motion and Deformation Estimation in Video Sequences by Virtual Magnetic Force

The experiment results for test images indicate that the virtual force distribution can effectively represent the object’s deforming process between two images. For practical use, in image sequence processing such as video analysis, the local change between adjacent frames is important, because the analysis of the deformations and motions of objects is mainly based on the change between adjacent frames. Moreover, the motion and deformation of an object often occur simultaneously for an object or region in practice video sequences. On the other hand, if there is no dramatic change between adjacent frames (which is commonly seen in modern video capture devices with sufficiently high frame rate of recording), the deformations or movements of objects is also relatively small, which is commonly seen in videos. The virtual electromagnetic interaction method is quite suitable to such situation. (Here the intensity of change between frames is related to the frame rate in image sequence recording. Fast frame rate in recording can capture more continuous details of changing.) The virtual force distribution can reflect the local changes between two related images. Such local changes can further be used in analysis of deformation or movement in image sequences. Experiments are carried out for real world image sequences, and some of the experiment results are shown in Fig. 16 to Fig. 19.

Face image processing has been widely used in identity recognition, emotion recognition, speech recognition, etc [22-26]. In audio-visual speech recognition, the analysis of lip movement is a key issue. Experiments have been carried out for some videos of speakers. Fig. 16 shows an example. Fig. 16(a) and Fig. 16(b) show two frames in a video sequence. The speaker closed the lips from frame1 to frame2. Fig. 16(c) and Fig. 16(d) show the significant edge lines extracted as the virtual currents of the two frames. Fig. 16(e) shows the virtual force distribution on the mouth border lines extracted from Fig. 16(c). In Fig. 16(e), according to the arrow directions, the upper mouth border moves down and the lower border moves up, which clearly indicates that a mouth-closing action occurs from frame1 to frame2.
Fig. 16 The forces on the mouth borders in the frame of the first speaker video sequence
(a) the 1st frame
(b) the 2nd frame
(c) the significant edge lines in (a)
(d) the significant edge lines in (b)
(e) the force on each current element on the mouth borders in (c) applied by the virtual currents in (d)

Another example is shown in Fig. 17 for comparison, in which the speaker opened the mouth. Fig. 17(a) and Fig. 17(b) show the two frames, and their significant edge lines are shown in Fig. 17(c) and Fig. 17(d). Fig. 17(e) shows the virtual force distribution on the mouth border lines extracted from Fig. 17(c). It is obvious in Fig. 17(e) that the upper border of mouth moves up and the lower border moves down, which indicates a mouth opening action. These results can be used in further analysis and recognition tasks.

Fig. 17 The forces on the mouth borders in the frame of the second speaker video sequence
(a) the 1st frame
(b) the 2nd frame
(c) the significant edge lines in (a)
(d) the significant edge lines in (b)
(e) the force on each current element on the mouth borders in (c) applied by the virtual currents in (d)

Fig. 18 shows an example of a medical image sequence. The two frames are shown in Fig. 18(a) and Fig. 18(b), in which some areas deform. Fig. 18(c) and Fig. 18(d) show their significant edge lines. In the virtual force distribution, two local areas are investigated for analysis. The first one is on the middle left of the frame, which is highlighted in Fig. 18(e). The virtual force distribution in this area is shown in Fig. 18(f), in which an expanding process of the object area can be clearly seen according to the arrow directions.
The second local area is near the center of the frame, which is highlighted in Fig. 19(a). The virtual force distribution in this area is shown in Fig. 19(b), in which an expanding process of the object area can be clearly seen according to the arrow directions. Such results may be helpful in detailed analysis and diagnosis.
Besides deforming, the virtual force distribution can also reveal other movements between two adjacent frames. Experiments are carried out on some videos of human actions. Fig. 20 and Fig. 21 show two examples of arm-raising action, in which the person raised the arms on the grassland. Fig. 20 shows the first example. The two frames are shown in Fig. 20(a) and Fig. 20(b), and the significant edge lines extracted are shown in Fig. 20(c) and Fig. 20(d). Fig. 20(e) shows the force distribution on the arms in Fig. 20(c) applied by Fig. 20(d). Almost all the arrows on the borders of the arm area go upwards, which indicates an arm-raising action.

Similarly, the virtual force distribution can also reveal other movements between two adjacent frames. Experiments are carried out on some videos of human actions. Fig. 20 and Fig. 21 show two examples of arm-raising action, in which the person raised the arms on the grassland. Fig. 20 shows the first example. The two frames are shown in Fig. 20(a) and Fig. 20(b), and the significant edge lines extracted are shown in Fig. 20(c) and Fig. 20(d). Fig. 20(e) shows the force distribution on the arms in Fig. 20(c) applied by Fig. 20(d). Almost all the arrows on the borders of the arm area go upwards, which indicates an arm-raising action.

Two examples of hand actions are shown in Fig. 22 and Fig. 23. The two frames in Fig. 22(a) and Fig. 22(b) show a clenching action. The significant edge lines are shown in Fig. 22(c) and Fig. 22(d). For demonstration, the virtual force distribution on the thumb and the index finger is shown in Fig. 22(e). According to the arrow directions, the upper part of the index finger moves down left, and its lower part moves right, which is a bending movement towards the thumb. On the other hand, the thumb draws close to the index finger. The virtual force distribution here corresponds to a typical clenching action.
The two frames in Fig. 23(a) and Fig. 23(b) show a hand-waving action. The significant edge lines are shown in Fig. 23(c) and Fig. 23(d). For demonstration, the force distribution in a local area of the ring finger and the small finger is shown here.
Based on the above experiments and analysis, it is indicated that the virtual force distribution between adjacent frames in image sequences can reveal the deformation and movements of objects, which can be used in further analysis. One important thing to note here is: the virtual force distribution for two frames directly shows the local change between the frames; if an object in the frames deforms and moves simultaneously, the virtual force distribution shows the composed result of the simultaneous transformations of that object.

6 Conclusion and Discussion
The electromagnetic interaction is a basic and important phenomenon in physics. The current-carrying wires generate magnetic field. On the other hand, the magnetic field applies force on other currents in it. The interesting phenomena of electromagnetic interaction can generate inspiring physical effects, which may be exploited in design novel image processing algorithms.

A macroscopic current in the wire is based on the microscopic movement of electrons. The virtual current proposed in the paper is a kind of reasonable imitation of physical current in the image space, which is the basis of the virtual electromagnetic interaction method proposed. In this paper, the virtual current in images is proposed based on the main edge lines. The significant edge lines are extracted from the edge current vectors by a Canny-like operation as the image’s structure representation, based on which the virtual edge current is defined. The virtual interaction between the significant edge currents is studied by imitating the electro-magnetic interaction between the current-carrying wires.

The virtual force distribution consists of the virtual force on each current element in one image applied by all the current elements in the other image. Because the magnetic force has the local property that the force on a current element in one image is mainly determined by the adjacent current elements in the other image (suppose the two images are on the same plane, and coincide in position), the virtual magnetic force can reflect the local changes of edge between the two images. Therefore, the above virtual force distribution can represent the local change of position or shape of objects in image sequences, which provides the basis for further analysis. Future work will further analyze the motion and deforming, and also behavior recognition in image sequences based on the output of the proposed method in this paper.

The experimental results of the proposed method indicate that it can provide useful clues for further image sequence analysis and recognition. For specific tasks such as vehicle motion analysis or human action recognition, a further step is still needed to automatically integrated the related local edge changes into recognition results at a more global or abstract level (such as abstract description or classification of motions or actions). In another word, the proposed method here can output the local changes of significant edge lines, and it is our further research work in future to reasonably integrate related local change to global analysis results which can be directly used for automatic recognition (which will also be more comprehensible to us). On the other hand, the image sequences processed in this paper are of grayscale. For the color image sequence, the proposed method can be extended if a reasonable definition of “color gradient” is given, which is also a research topic to be investigated in future.
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