Enhancing the Accuracy and Speed of Sampling in Image Sensors by Designing Analog to Digital Converter with Power Decrease Approach
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Analog to digital converters (ADCs) enable the processing of real-world analog signals in the digital realm. These converters are widely used in sensor systems, medical components, multimedia systems, image sensors, and wireless sensor nodes. Today, in portable devices that are powered by batteries, low power consumption and small area are a major and important need. Therefore, methods that can reduce power consumption and area have a variety of applications and are of great importance. Power consumption is one of the most important features of an integrated analog to digital converter. In this paper, a new design of low-power and fast analog to digital converter is presented. This design is used for specific applications for image processing. The suggested approach for rereading the image for limited number of pixels was designed and simulated, showing a considerable power decrease compared to the suggested state that depends on the pixel values.

1. Introduction

Analog to digital converters are one of the major blocks in many electronic systems. Most of today’s integrated circuits are signal-mixed (a combination of analog and digital circuits). In the most circuits, there is a digital signal processor block with inputs communicating with the outside world via analog to digital converters and sensors [1]. The expansion of portable electronic devices has encouraged the researchers to more survey the structures of analog to digital converters and sensors [1]. The expansion of portable electronic devices has encouraged the researchers to more survey the structures of analog to digital converters and sensors [1]. The expansion of portable electronic devices has encouraged the researchers to more survey the structures of analog to digital converters and sensors [1]. The expansion of portable electronic devices has encouraged the researchers to more survey the structures of analog to digital converters and sensors [1]. The expansion of portable electronic devices has encouraged the researchers to more survey the structures of analog to digital converters and sensors [1]. The expansion of portable electronic devices has encouraged the researchers to more survey the structures of analog to digital converters and sensors [1].

One of the most significant factors for electronic devices that work with batteries is power consumption. The results of researchers’ research in recent years show that almost every two years, the power consumption of analog to digital converters reduces by half [2]. On the other hand, the requirement of the electronics market in the coming years also calls for this decrease in power consumption and makes researchers inclined to do more research activities in this area. Thus, the decrease of power consumption in the present treatise was regarded as the major priority and solutions were suggested to push this purpose.

Image sensors have found much utilization in multiple industries, involving digital cameras, mobile cameras, cars, medical industries, and wireless sensing networks, in many of which CMOS technology is utilized. Developments in semiconductor industry and the approaches of handling electronic circuits, along with the developments and innovations which have emerged in the area of circuits of these sensors, have led CMOS sensors to snatch overtaking from the same samples today. For instance, increasing the dimensions and number of pixels of the image sensor, decreasing noise kinds, advancing the speed of image recording, and especially considerably decreasing the power consumption in
these sensors have caused these sensors to be regarded by multiple industries. One of the most significant utilizations is the medical industry, which, due to CMOS ability in the performance of low power image sensors and in a very small area, can play a significant role in the advancement of novel medical instruments and equipment. Besides, the novel utilizations of image sensors like mobile phones, cars, military industries, wireless sensor networks, and IoT have made this one of the most significant problems in modern electronic industries and systems [3].

Nowadays, among the various features of a CMOS image sensor, low power consumption is one of the most significant elements of the interest of multiple camera manufacturer companies to apply these sensors. Since the largest share of image sensors is utilized in devices and equipment which are wireless and work with the computer, the role of power consumption in these circuits is very pronounced. On the other hand, decreasing the power consumption of image sensor can be related to decreased power consumption of whole device and increasing battery life and advancing the function of other sections in the long term. Thus, after the dimensions of image sensor, power consumption can be regarded as the most significant features of these systems [4].

In recent years, many attempts were done to decrease the power consumption of various sections of image sensors. Meanwhile, the circuit part of image sensor readouts is regarded as one of the most significant consumer sections of power related to the utilization of a high number of analog to digital converters. Thus, many studies were presented to decrease the power consumption of this part due to the utilization of image sensor. Moreover, many approaches were presented so far to decrease the power consumption of analog to digital converters, showing the significance of this problem. This becomes more significant when the spatial dimensions of sensors increase day by day as the image sensor industry progresses. Thus, regarding the increase in the number of rows and columns, the number of analog to digital converters utilized increases highly by the conventional readout approach like column rereading that increases the power consumption of image sensor. In addition to the above cases, in some medical utilization like endoscopic camera, the power consumption of image sensor naturally increases highly by the conventional pipeline converter is applied in some channels as time interleaving (this sort of structure will be introduced as follows), decreasing the complexity of analog hardware. To this purpose in [7], chopping technique was applied. Two sorts of nonlinear errors can be identified in every class. The first sort is a nonlinear error resulting from sub-DAC circuit. Many correlation-based calibration techniques compensate for this sort of error. The second sort of error is due to the amplifier circuit among the classes (especially up-amp). Compensating for this error is somewhat more difficult than the first sort.

It was attempted to push much of the offset compensation analog technique to the digital part. Handling so decreases the complexity of analog hardware. To this purpose in [8], chopping technique was applied. Two sorts of nonlinear errors can be identified in every class. The first sort is a nonlinear error resulting from sub-DAC circuit. Many correlation-based calibration techniques compensate for this sort of error. The second sort of error is due to the amplifier circuit among the classes (especially up-amp). Compensating for this error is somewhat more difficult than the first sort.

In [8], Machado et al. have indicated that if the pixel step size is less than about 3 to 5 μm, we will require microlenses to advance the demanded sensitivity. Microlenses can increase the amount of effective FF. On the other hand, the decrease of dimensions in these technologies is accompanied by an increase in metal layers, which can cause capacitor
density, which is known as an advantage if correctly designed.

Other approach is noted to decrease the power consumption of CMOS image sensor. In usual, to handle a three-step digital imagery system, storage and compression are done in a burst that needs a lot of bandwidths in ADC and memory circuits. In the second approach, compression can be performed before the storage that decreased the bandwidth needed for digital parts. If the compression can be handled before converting the signal to digital, it can be highly decreased with the bandwidth needed for ADC which will save considerably the design of analog to digital converter [9].

3. Methodology

The value of power utilized in the difference gauge converter is due to the in-entry signal activity. In this part, we analyze the power consumption of suggested converter. The power of converter is divided into some sections. The power of logical circuits, for example, power of digital to analog converter, is drawn from the voltage reference. In the item of power utilized in digital parts like counters and control circuits, as we know, it fits with the phrase $f \cdot C \cdot V_{DD}^2$, in which $f$ indicates the working frequency and $C$ capacitor of every circuit. Since the suggested converter is only active at the time of conversion and the counting and activity of other control circuits is handled only at the time of conversion, the power utilization of these circuits must also be computed only in this section of the complete period of every sampling [10, 11].

Thus, the power utilization of control and counter sections which make up a considerable section of the converter’s power consumption is linearly proportional to the difference between two samples. For instance, if we suppose the duration of the sampling period $T_s$ and regard it equal to the maximum possible time for conversion, $T_s$ value will be $2^N T_{CLK}$, in which $N$ is the number of converted bits and $T_{CLK}$, time of the converter reference clock period. Furthermore, considering the difference between two consecutive samples, the time of transducer activity alters which will be a fraction of $T_s$. Considering that the counting time for voltage change is equal to $T_{CLK}$ per LSB, the conversion time can be expressed due to LSB based on the difference between two consecutive samples. Thus, the power consumption of converter is proportional to the difference among consecutive samples which can be noted as

$$P_{\text{digital}} = \frac{\Delta V_{\text{in}}}{V_{\text{FS}}} \cdot \alpha \cdot f \cdot C \cdot V_{\text{DD}}^2, \quad (1)$$

where $\Delta V_{\text{in}}$ is the difference between two consecutive samples due to $V_{\text{LSB}}$ and $V_{\text{FS}}$, voltage of the whole scale of converter which in the suggested converter is equal to the value of power voltage. $\alpha$ is also a technology-dependent coefficient. Hence, in the item of the comparator circuit, it can be computed similar to the counter circuit and control circuits. Since the approach of utilizing the comparator is such that it only consumes power at transition times, the working frequency and voltage range are also quite similar to digital circuits. Thus, the comparator’s power consumption can be computed from the same formula as before. In this route, the total power consumption of digital sectors along with the comparator in the suggested converter will be linearly proportional to the difference between two consecutive samples.

In the item of digital to analog converter power related to the impact of changing on its power consumption, this approach of power reduction does not happen linearly and firstly to the original code and then to the difference between two samples. To correctly compute this amount of power due to the equation (2): [12]

$$P_{V_{\text{ref}}} = \frac{V_{\text{ref}}}{T_s} \sum_{i=1}^{2^N} Q_i. \quad (2)$$

In this equation, $N$ is the number of bits, $V_{\text{ref}}$, of the converter reference voltage, $T_s$, sampling time period, and $Q_i$, total load drawn from the voltage reference through $i$-turn to calculate; we suppose that $m$ is the digital code corresponding to the previous sample value ($V_{\text{in}}[n-1]$), and we also indicate the difference among the samples ($\Delta V_{\text{in}}$) due to the number of LSB with $k$. In this case, the digital to analog converter can be computed in two modes of one weighting and binary capacitors due to the approach utilized in [13]. To handle this, first, we compute the amount of capacitive array load for two modes of increase and decrease which is provided from the following equations:

$$Q_{i, \text{up}} = C_0 V_{\text{ref}} \times \left(\frac{m - i}{2^N}\right), \quad i = 1, 2, \cdots, k,$$

$$Q_{i, \text{down}} = C_0 V_{\text{ref}} \times \left(\frac{m + i}{2^N} - 1\right), \quad i = 1, 2, \cdots, k. \quad (3)$$

Then, utilizing equation (1), we provide the power consumed in the form of

$$P_{V_{\text{ref}}, \text{up}} = \frac{C_0 V_{\text{ref}}^2}{2^N T_s} \left(mk - \frac{k(k-1)}{2}\right), \quad (4)$$

$$P_{V_{\text{ref}}, \text{down}} = \frac{C_0 V_{\text{ref}}^2}{2^N T_s} \left(\frac{(2m + k + 1)}{2} - 2^N k\right). \quad (5)$$

To find an intuitive understand of power achieved for capacitive DAC in the form of one-unit weighting, its power consumption was plotted due to the difference between two consecutive samples and also the value of the previous code in Figure 1 [14]. As can be observed from the figure, on average, in both increasing and decreasing modes, DAC’s power consumption reduces by decreasing the difference between two consecutive samples. Hence, this is not a linear power decrease in such a way that its amount is more in the increasing kind. If we handle DAC as binary weighting, the mathematical computation approach will not be simple. That is because the number of states which can happen is very high, and the corresponding switches, in addition to
The resistance of switches can be identified. These amounts should be identified in such a way that in a half period of the reference block, which is equal to 100 ns, the meeting time is over.

Figure 3 indicates the simulation of difference gauge converter in exchange for the sinusoidal entrance with

nyquist frequency. In the simulation, the function of converter in various phases is well indicated. As in the figure, it is also known that the time of circuit activation changes due to the way the changes are made, and in sections of the signal where the changes slow down, the activity of circuit reduces in the same proportion that reduces the total power consumption of converter. The provided results are indicated in the schematic simulation of the transducer circuit in Table 1. As predicted, since the power consumption of the suggested converter is various from the change in signal frequency, the provided effective FoM amount is also varied at different frequencies.

Thus, the specifications of converter are provided for two multiple frequencies in the table. Figure 4 indicates the changes in power consumption and SNDR due to changing the incision sinus frequency. The results indicate that SNDR value does not change much by altering the entry frequency and alters from 48 dB to 50 dB. These results indicate ENOB’s destiny of about 7.8 bits. Thus, the value of power consumed in these simulations is decreased by reducing the frequency which leads to the advancement of FoM by decreasing the frequency. It should be told here that the change in the power consumption of converter at multiple entry frequencies is due to various sections of the converter which is not equally divided.

Figure 5 indicates the power consumption share of every section of converter at two frequencies of 457 Hz and 9.6 kHz. As it is known, by decreasing the inputting frequency in addition to reducing total power consumption, the share of DAC power and the comparator does not change much compared to the total power, the power consumption of counter is associated to more decrease, and the power consumption of other control circuits is fewer.

Figure 6 also indicates the locating of the difference meter converter in TSMC CMOS 0.18 μm technology in which various parts are specified on the shape. The surface of occupied silicon is about 130 μm × 250 μm. Around half of the occupied surface is due to binary capacitor DAC which is handled with minimum capacitor of technology ($C_0 = 20 fF$).
5. Analysis

5.1. Implementation of Image Sensor Readout Circuit Utilizing WTA.

To handle the low power image sensor refresh circuit and decrease conversion time, we can group the pixels of a row or column into some sections due to the total number of pixels in the image and the ability of analog to digital converters as well as WTA circuit capability. In this route, we can convert the pixel amounts of every part into digital by arranging. In this approach, for instance, if we begin from the maximum amount, after finding the highest entry value, we use it to the converter, and until the conversion action is done, WTA circuit will find the highest amount again by deleting the highest entry from other sides. Since the next entry is always smaller than the previous entrance, the changes among consecutive samples will be decreased to the lowest possible state which is firstly optimized in the power consumption and time of the converter activity, and secondly, the conversion time, which is one of the issues of this converter, will be considerably enhanced.

By a thumbnail computation, it can be followed that if, for instance, used among all 8 entrances of this approach, in an image column with 256 pixels, the converter only needs 32 measurement times from 0 to 255. If in the difference gauge converter per pixel, the count may be repeated and this will increase the time by 8 times. Other significant problem is that related to the ordering of entering values; there is the lowest distance between the entrances that will cause a drastic decrease in power consumption. For instance, we have pixel output numbers in set \{109, 84, 231, 172, 33, 61, 18, 154\}. For normal difference converter, the number of pulses per hour of circuit activity is computed as follows:

$$\sum_{i=1}^{8} \Delta V_i = 109 + (109 - 84) + (231 - 84) + (231 - 172) + (172 - 33) + (61 - 33) + (61 - 18) + (154 - 18) = 686.$$  (6)

If the numbers are sorted as \{231, 172, 154, 109, 109, 84, 61, 33, 18\}, the number of clacks will be computed as follows that indicates about 36% of the savings compared to suggested converter:

$$\sum_{i=1}^{8} \Delta V_i = 231.$$  (7)

Besides, it is possible to handle asynchronous operations utilizing data storage per pixel to significantly decrease the conversion time that is one of the issues of suggested
difference converter. Figure 6 indicates the block diagram of suggested system for image sensor readout circuit utilizing a WTA with eight entrances. Each pixel needs a storage circuit to store the value of every pixel in its memory after the measurement so that it can eventually retrieve the image in its primary form.

Regarding the large number of pixels in a row or column, it is usually not possible to process the entire row simultaneously with a WTA circuit and complete the sorting for them. Thus, as a proper solution, some WTA circuits can be applied. Therefore, regarding that the time of converting an analog output of every pixel to digital value is a nearly long time compared to the comparison time in the WTA circuit, these two circuits can be utilized in a burst to find the largest input from the evaluated inputs and use it as the next instance to the converter for every analog to digital value conversion. After completing the seventh entry conversion and during the eighth entry conversion, the selector circuit uses the output amounts of next eight pixels to WTA to find the largest of them and use them as the next entry to converter. In this route, without interruption and applying only one WTA circuit, the amounts of all pixels can be used in 8 orders to the difference gauge converter to enhance the overall conversion time by 8 times and also decrease the power of suggested difference gauge converter considerably.

Figure 7 indicates the timeline of this trend. In this figure, it is found that the sample-sampling click signal of every pixel is various from the other and is provided from WTA.
circuit response. The cost of handling this system is the addition of an eight-entry WTA circuit, a selector circuit, and switch, to the number of pixels in the column, as well as an internal memory per pixel.

As a case study, to survey the power savings in an image, we regard Lena image with dimensions of $512 \times 512$. In this image, regarding that the amount of each pixel is identified by an 8-bit digital number, we can check the number of pulses in various modes to convert the value of every pixel to digital.

In the first item, the transducer is presented as an integral catcher, in the second case, the transducer is presented as a conventional SAR converter, in the third case, the difference gauge converter is done, and in the last item, we regard the difference gauge converter applying WTA. By writing the demanded program in MATLAB software and due to the column refresh approach, we compute the number of clacks necessary to estimate the whole image that is proportional to the value of power applied by analog to digital converters to convert the whole image. Table 2 indicates the number of clings required to convert the whole image to digital for four various modes.

As it turns out, to convert the whole image to digital applying a difference converter, at least 16 percent of transducer’s activity will reduce compared to a common SAR. If we do the suggested approach of arranging pixels with an 8-entry WTA circuit, transducer activity reduces by about $-32\%$ compared to conventional SAR which will be almost twice the first state. This figure will be in addition to almost 8-time conversion rate advancement, which can improve the competency criterion in two dimensions without influencing the speed increase on power consumption. This advancement can be increased if the number of WTA in arrivals increases. For instance, the number reported in the table will be decreased to 1121341 for the number of total activity converted to full image, or WTA 16-entry circuit to 1121341 which shows a $-47\%$ decrease in circuit activity compared to a common SAR. All these computations are regardless of their additional circuits and power consumption which especially impacts the efficiency of converter.

5.2. Implementation of Maximum Finder Circuit. As noted above, the maximum finder circuits and the minimum finder are the circuits which pass between $N$ inputs used to them the largest and smallest entry to the output or specify the address number of that entry. This circuit, which is a sort of analog input $N$ comparator, is done in various ways and is
applied in different utilizations like neural networks, image processing and compression, optimization algorithms, and fuzzy control. It is widely applied. WTA circuits are done in two voltage and current approaches and have multiple architectures. One of the most significant of these architectures is the flow-carrying architecture and binary tree architecture which are utilized more than other approaches. Other significant utilization of these circuits is to find edges in images which can be highly utilized in image processing. Another utilization of these circuits can be found in orbits due to image processing in [1–5].

5.3. Types of WTA Architectures and How They Work Overall. Various sorts of WTA circuits are divided due to how they are done in various ways. In usual, various sorts of WTA circuits can be divided into two general dimensions. In the first classification, WTA circuits are divided into two sorts of voltage and current mode circuits. Thus, other more highly utilized divisions are done due to their implementation sort, which can be divided into three general approaches of implementation. The first approach is the flow carrier approach, which is continuously determined in these circuits using parallel processing and by competing among the final output transistors. A significant characteristic of these circuits is their simultaneous processing which increases the speed on the one hand and decreases accuracy on the other. The maximum locator circuit prepared by Lazaro, which optimizes the power consumption and occupied area, is one of the best structures prepared and in practice is the basis of many circuits prepared for these sorts of circuits. Thus, it is proper for utilizations that do not need high accuracy, and the issue of power consumption is less significant. In this circuit, all entrances are used in a consistent way and applying only two transistors per entry continuously extracts the larger output. The performance of this circuit is done by applying a common node which is the same for all entrances. The two-entry sample of this circuit is indicated in Figure 8(a). Every cell is composed of a flow carrier controlled by flow which is attached to common node A. The number of entrances can simply be increased by adding two transistors per entry. Entrance currents are used to the circuit through a flow source which can be done with a PMOS. The input with the highest value identifies the voltage of node A so that other transistors are almost turned off compared to the transistor attached to the largest input, and all its current is mirrored to the output. Implementation of WTA circuits as binary tree is also one of the common methods for handling these circuits. In this sort of implementation, the entrances are compared two by two and finally the larger entrance is determined. This approach has good accuracy due to two-to-two comparison, but the needed area will be high. In binary tree approach, unlike the flow carrier approach, the competition among all the entrances occurs at the same moment, first, two to two entrances are compared with each other, and then due to the larger entrance in each stage, the winners are compared again two by two to finally identify the largest entrance. These circuits are usually much simpler to handle, but time delays along with their important area are among the disadvantages of these circuits. A binary tree method is very common in entrances with large numbers due to its accuracy depending on the number of entrances. Moreover, suitable function at low power voltages is one of the features of these sorts of WTA’s. Figure 8(b) indicates this structure.

Other than these two approaches, other approaches are indicated in Figure 9, the most important of which can be noted as a general section is time-based approach. This approach was much less considered, but applying time-based circuits, these circuits have also been regarded as common implementations for WTA in recent years.

These sorts of circuits are highly consistent to the technology of day and indicate better responses at very low voltages than similar circuits. In these circuits, the input signal, which can be voltage or current, is converted to time lag and then compares the circuit of these delays, and the signal that has less delay indicates the larger signal that is indicated in the output. The main character of these circuits is the speed and accuracy along with their very low power consumption, which can solve the major issue of WTA circuits carrying current and binary trees to some level.

The major issue of these circuits is the conformity of elements. An example of these circuits in Figure 10 indicates one of these circuits. In this circuit, which is utilized in an edge detection circuit in images, the light is made with a flow light proportional to the light of decimal capacitors of each pixel of the image. A simple circuit contains two inverters which also converts the time of this voltage to the inverter threshold into a pulsed edge, which is delayed proportional to the amount of light. This approach identifies the largest signal.

5.4. WTA Circuit due to Proposed Time. To decrease the power consumption of time-based WTA circuit shape indicated in Figure 10(a), it is proposed for \( N = 4 \). Every WTA circuit with input \( N \) consists of \( N \) voltage-controlled delay line circuit that strengthens the delay circuit produced proportional to the inputs and increases the accuracy of comparison among the inputs. This structure is inspired by VCDL structure presented in [16], which was utilized for applying in a time-based comparator. The task of this circuit is to strengthen the created delay due to entering value. In WTA circuit, all entrances are required to delay and reinforce these delays. Thus, instead of the phase detector applied in the comparator, we require a circuit which can

| Converter type       | Integrating | SAR  | Diff-ADC | Diff-ADC-WTA |
|----------------------|-------------|------|----------|--------------|
| Number of clacks necessary to convert to digital | 67,108,864 | 2,097,152 | 1,775,773 | 1,431,787 |

Table 2: Number of required clacks to convert the entire Lena image to digital for four various modes.
find among signals with various signal delays that have come faster. For this work, due to the figure, NAND circuit with input \( N \) is used in which using the positive feedback of NAND output; each branch has feedback to NAND input of all branches. By this approach, because the delay is less than the larger input signal, the output is equivalent to the larger input signal to the VDD, which causes zero of one of the inputs of other NANDs.

Thus, with one of the outputs, other outputs are directed toward zero. Hence, only one of the outputs will always be active. Figure 10(b) indicates how the circuit performed with the time diagram.

However, in Figure 11, circuit is applied to handle VCDL. This circuit, which is somewhat similar to what is presented in [16], is composed of a controlled delay line. Because, in the structure of this circuit, the common voltages of inputs are not known to us, the voltages are not compared to a given voltage. Thus, we cannot apply NMOS and PMOS transistors to control the flow at the same time, because at high voltages PMOS and at low voltages NMOS will be turned off. Regarding that we are looking for an entry with the highest voltage, PMOS transistors can be removed and utilized in the delay line as one among the NOT gate.

Because this decreases delay reinforcement rate and we have to double the classes to advance it, we have utilized an alternative approach. In suggested VCDL with a mirror, the input voltage current is inversely used to PMOS transistors (see Figure 12).

By this approach, flow control is correctly handled and there is no requirement to add classes. This also increases the working range of input voltage up to the amount of power voltage. On the other hand, to decrease the static power consumption with an NMOS key controlled by entrance clack, the current passes through the flow mirror in only half of the frequency period of the clack and does not consume any flow in the other half period when the circuit is reset.

5.5. Simulation and Locating of Proposed WTA. For the test integrity of the suggested WTA circuit and its better...
Figure 10: (a) WTA circuit due to suggested time. (b) Proposed WTA time diagram.

Figure 11: Proposed VCDL circuit for time-based WTA.
function than the present samples, two sorts of WTA 3 and 8 entrances were designed and done. Figure 13 indicates the circuits of these designs along with their life. WTA dimensions were provided in three entrances at \(224 \times 35 \mu m\) and in eight entrances at \(280 \times 80 \mu m\). The design for 0.5 mV accuracy for 0.5 V and 1 mV feeding for 1 V feed was carried out for three and eight entry modes, respectively.

Figure 14 indicates the time waves of the applied sinusoidal inlets, along with the outputs of each floor and part of the VCDL circuit output. This form shows the correct answer to the change of the largest entrance. Moreover, how to alter the output of every VCDL circuit is specified in the section of the time. Figures 14(a) and 14(b) show diagrams of delay and power consumption of WTA circuit indicating three inputs for various winning voltages (the largest input) and altering the voltage value of the power. The delay chart is plotted due to the drastic changes in the delay chart. These diagrams indicate that firstly the greatest delay and power consumption is related to the state where the winning voltage has small values, which shows that all the inputs are small. Thus, from about half the power voltage for delay and about 0.3 V for power consumption, the diagrams do not show much change. Hence, the scope of WTA work and its working frequency create a give-and-take which is identified by a designer. Table 3 also indicates the general features of three-input WTA circuit for the working frequency of 1 MHz and the power voltage of 0.5 V in different corners of technology. The power and delay provided for winning voltage are about half the power voltage, and a computed dynamic range is acceptable for the mentioned work frequency (1 MHz). Since these sorts of analog circuits behave similarly to comparators, they need Monte-Carlo analysis to find the offset value. To measure the offset rate, Monte-Carlo simulation was done for three various modes of delay chain transistors, in which Figure 15 indicates the results of this analysis. The standard deviation value in these three cases was 23 mV, 10 mV, and 4.5 mV, respectively, which indicates that we require a higher area to achieve high accuracy. To compare WTA circuit presented with existing ones, we utilize the equation (8) as a competency criterion.

\[
\text{FoM} = \frac{f \times N}{\text{Power}}. \quad (8)
\]
In this regard, $f$ is the maximum working frequency, $N$ is the number of inputs, and power is also the value of power consumed by the circuit. Table 4 makes a comprehensive comparison among existing samples of these circuits with different implementations and suggested WTA. Due to the provided results, the suggested WTA circuit has the best competency criteria among various reports.

5.6. Simulation of Proposed Difference Converter Applying Suggested WTA. The objective of designing and suggesting WTA circuit was to make optimal utilization of analog to digital difference converter structure. At present, applying novel WTA circuit, this sort of readout circuit can be optically done. In order to implement this circuit, a control circuit is required to take the measured entrance out of the circuit after the conversion and then apply the larger entrance among the remaining entrances to the difference converter entrance. On the other hand, due to the refresh circuit system provided, there is a requirement for a registry to record the data provided for every pixel to store the amount of each pixel. Figure 16 indicates the outline of the simulated circuit for state $N=3$. Furthermore, the time simulation of this circuit and how to convert the amount of three various entrances are indicated in Figure 17. As shown in the figure, the desired values in different time pulses create analog values and track based on the amount of pixels
measured. The tracking error in this test sample is calculated to be 0.01 V. This figure is simulated with the aim of showing the results of Figure 7, which has been able to achieve its goals well, and the sampling click signal from each pixel is different from the other pixels and is provided by the response of the WTA circuit. The cost of managing this system is to add a WTA circuit with 8 inputs, a circuit, and a selection key, to the number of column pixels as well as an internal memory per pixel.

As can be observed from the simulation, the order of converting entrances is due to the largest value to the smallest value. This conversion approach, as noted above, decreases the overall conversion time, as well as decreases the power consumption of readout circuit. The work approach is such that first, by identifying the largest entry, the sampling pulse corresponding to the larger entrance is activated and connects the inbox to the desired pixel.

Besides, to get this entry out of the next computations, a flip-flop $D$ was placed to zero the entry corresponding to the winning value of the previous period or to disconnect the switch. In the next sampling pulse, the same process is repeated without the converted entrance in the previous period. Simulations also indicate that if we can have a WTA circuit with more entrances, more power will be saved.

On the other hand, since only one difference gauge converter is applied to convert the output amounts of all pixels to digital, there is no requirement to apply a large number of WTA and we can implement this refresh circuit with only one maximum finder circuit and very low power. The added control circuit power is visible in Table 5.

Table 3: WTA specifications of three suggested inputs in MHZ working frequency and 0.5 V power voltage in different corners of technology.

|                  | TT    | SF    | FS    | FF    | SS    |
|------------------|-------|-------|-------|-------|-------|
| Power (nW)       | 150   | 72    | 350   | 800   | 55    |
| Delay (nS)       | 6     | 42    | 3     | 1.7   | 55    |
| Dynamic range (V)| $V_{DD-0.2}$ | $V_{DD-0.39}$ | $V_{DD-0.37}$ | $V_{DD-0.13}$ | $V_{DD-0.41}$ |

**Figure 14:** Changes of (a) delay and (b) power consumption due to the winning voltage changes for different power voltages.
Table 4: Comparison between suggested WTA circuit and samples presented in recent years.

| Paper | Technology | [17] 0.18 μm | [18] 0.18 μm | [19] 0.18 μm | [20] 0.18 μm | [21] 0.18 μm | [22] 0.18 μm | This work 0.18 μm |
|-------|------------|--------------|--------------|--------------|--------------|--------------|--------------|-------------------|
| Supply voltage (V) | 1.8 | 1.0 | 0.8 | 2.5 | 1.0 | 0.5 | 0.5 | 0.5 | 1.0 |
| No. of inputs | 8 | 8 | 8 | 3 | 4096 | 8 | 3 | 8 | 8 |
| Precision (%) | 96.4 | 99 | 99.5 | 99.6 | 99.9 | — | 99.95 | 99.8 | 99.9 |
| $f_{\text{max}}$ (MHz) | 29 | 3.5 | 0.383 | 10 | 10 | 10 | 10 | 1.75 | 1.66 |
| Power per input (μW) | 20 | 10 | 0.36 | — | — | — | 0.045 | 0.031 | 0.24 |
| FoM (μW/MHz) | 0.77 | 2.85 | 0.93 | — | — | — | 0.075 | 0.025 | 0.018 | 0.024 |
| Type | CC* | BT** | BT | CC | Time based | LDO | Time based |

*Current conveyor: a current conveyor is an abstraction for a three-terminal analogue electronic device. It is a form of electronic amplifier with unity gain.

There are three versions of generations of the idealized device, CCI, CCII, and CCIII. **Binary tree.

![Figure 15: Suggested WTA circuit offset voltage distribution for various sizes of delay chain transistors. (a) W = 0.25 μm, (b) W = 2 μm, and (c) W = 5 μm.](image)

![Figure 16: Outline of the rereading circuit applying WTA 3-entry.](image)
6. Conclusion

Image sensors are one of the most highly applied electronic systems and one of the growing industries among various electronic devices. Thus, since an important section of image sensors involves the readout circuit and its lateral circuits, decreasing the power consumption of this section can effectively decrease the power consumption of entire image sensor. In this study, this problem was regarded, and on this basis, it was attempted to prepare an approach to decrease the power consumption of this sector. As we know, an important section of the image sensor rereading circuit is related to analog to digital converters, which have a large share of the total power of the image sensor in both the number and the amount of power consumption. A significant section of this study is dedicated to present an analog to digital converter to compute the difference among sequential samples. This novel approach of converting analog to digital signals can be applied for all signals with low difference features among sequential samples. In the suggested converter, almost all the issues and disadvantages of previous implementation approaches have been resolved or improved. Furthermore, the desired converter was designed and implemented in 0.18 µm technology, resulting in 1 V power voltage and 5 MHz pulse frequency; the result for the power consumption of suggested converter, for the corresponding input of a standard photo, is equal to 224 nW, which is about 80% compared to the power of the converter with the input of the entire sinus scale. On the other hand, the criterion of competence of the converter made with low sine input ($f_{in} = 100$ Hz) of 42 fJ/CS was prepared.

|       | DFF  | BSS  | REG  | WTA  | TG   |
|-------|------|------|------|------|------|
| Power (nW) | 9.2  | 1.9  | 11.4 | 7.1  | 0.05 |

Figure 17: Simulation of the difference gauge converter applying WTA sorting.
Moreover, the power of the converter for heart signal input was tested, in which the power consumed at the sampling frequency of 10 kS/s and 1 kS/s was 114 nW and 18 nW, respectively, which indicated an important decrease in power.

Since one of the most significant issues of analog to digital converter is its suggested conversion speed, a novel rereading approach was suggested to make suggested approach more efficient in decreasing power on the one hand and increasing the conversion rate on the other hand. In this rereading approach, applying a new structure with very low power consumption for maximum finder circuits, these circuits were utilized to arrange the pixel values of an image so that by counting from the maximum value to the minimum amount of inputs, all the pixels connected to the maximum finder were converted. By this approach, the number of inputs in the maximum circuit finder increases the conversion rate, and also, the power consumption of the converter is significantly decreased compared to a normal suggested mode. The suggested approach for rereading the image for a limited number of pixels was designed and simulated, showing a significant power reduction compared to a suggested state which depends on the pixel values.
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