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The general procedure underlying Hartree–Fock and Kohn–Sham density functional theory calculations consists in optimizing orbitals for a self-consistent solution of the Roothaan–Hall equations in an iterative process. It is often ignored that multiple self-consistent solutions can exist, several of which may correspond to minima of the energy functional. In addition to the difficulty sometimes encountered to converge the calculation to a self-consistent solution, one must ensure that the correct self-consistent solution was found, typically the one with the lowest electronic energy. Convergence to an unwanted solution is in general not trivial to detect and will deliver incorrect energy and molecular properties, and accordingly a misleading description of chemical reactivity. Wrong conclusions based on incorrect self-consistent field convergence are particularly cumbersome in automated calculations met in high-throughput virtual screening, structure optimizations, \textit{ab initio} molecular dynamics, and in real-time explorations of chemical reactivity, where the vast amount of data can hardly be manually inspected. Here, we introduce a fast and automated approach to detect and cure incorrect orbital convergence, which is especially suited for electronic structure calculations on sequences of molecular structures. Our approach consists of a randomized perturbation of the converged electron density (matrix) intended to push SCF convergence to orbitals that correspond to another stationary point (of potentially lower electronic energy) in the variational parameter space of an electronic wave function approximation.

I. INTRODUCTION

The rapid increase of computational power and the appearance of new technologies in the last decades have been a driving force in the development of algorithms in quantum chemistry. This has facilitated the development of novel approaches such as real-time quantum chemistry, the interactive optimization of molecular structures,\textsuperscript{6} \textit{ab initio} molecular dynamics,\textsuperscript{7} the interactive combination of atomistic simulations and art,\textsuperscript{8,9} new approaches to the visualization of quantum mechanical data,\textsuperscript{10} and the introduction of computer games in the related field of quantum physics.\textsuperscript{11,12}

Underlying real-time quantum chemistry\textsuperscript{3,5} is the ultra-fast quantum chemical calculation of molecular quantities in such a way that they can be analyzed instantaneously. We developed a computer program that allows one to interact with molecules during a quantum chemical exploration of sequences of molecular structures.\textsuperscript{5,13–15} Our program displays a three-dimensional visualization of a molecular system whose energy, gradients, and other properties are calculated continuously from first principles. An operator can manipulate the molecular system by moving atoms or groups of atoms and will be able to immediately experience the effect of this manipulation on the molecular system. In particular, our program can be coupled to a force-feedback haptic device that allows the operator to move atoms in three dimensions and instantaneously feel the force on these atoms brought about by the structure distortion. The immediate (haptic and visual) feedback provides intuitive insights into the physics and chemistry of the molecular system under study. We detected in some real-time reactivity explorations, molecular behavior that contradicted chemical knowledge (see below for examples) and that could be traced back to wrongly converged quantum chemical calculations. The problem can be attributed to the existence of multiple self-consistent field (SCF) solutions in Hartree–Fock and Kohn–Sham density-functional theory (DFT) calculations. Both theories require the solution of the Roothaan–Hall equations, which can be fulfilled by different self-consistent electronic densities \textit{for the same state and structure}. While some solutions are unstable, others correspond to different energy minima in the space of the molecular orbital coefficients, of which in general only the global minimum corresponds to the desired SCF solution. Nevertheless, the integrity of such calculations is rarely verified, since usually the desired solution is obtained. However, convergence to different SCF solutions is more common than expected. It may occur and remain undetected in ordinary quantum chemical calculations.

It is of utmost importance to ensure correct convergence of SCF calculations, especially in \textit{ab initio} molecular dynamics,\textsuperscript{16} in interactive\textsuperscript{4,5} or automated\textsuperscript{17–23} explorations of chemical reactivity, and in high-throughput screening calculations, where results can hardly be manually validated. Section II describes the origin and consequences of multiple SCF solutions in Hartree–Fock and Kohn–Sham DFT theory. Then, Section III puts this in the context of simulations involving consecutive electronic structure calculations for different geometries of a molecular system and illustrates the problem with
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some examples from real-time reactivity explorations. Section IV introduces a strategy to solve the problem and presents our implementation in a real-time quantum chemistry framework. Then, in Sections V and VI, we apply the approach proposed in different real-time reactivity explorations and in standard quantum chemical calculations.

II. MULTIPLE SCF SOLUTIONS IN HARTREE–FOCK AND KOHN–SHAM DFT THEORIES

In Hartree–Fock and Kohn–Sham DFT theories, one seeks to obtain the molecular orbitals that minimize the total energy (variational principle). To find this energy minimum, one usually sets the condition of stationarity upon changes in the molecular orbitals, which delivers a set of non-linear equations. These equations are a necessary, but not a sufficient condition to obtain the global energy minimum: one may obtain some solution which is a stationary point not necessarily the global or even a local energy minimum of the energy functional.

The central step underlying Hartree–Fock and Kohn–Sham DFT calculations is the iterative solution of the non-linear Roothaan–Hall equations,

\[
FC = SC\varepsilon, \tag{1}
\]

with the Fock matrix \(F = F(C)\), the matrix of the molecular orbital coefficients \(C\), the overlap matrix \(S\), and the diagonal matrix \(\varepsilon\) containing the single-particle energies. The molecular orbitals characterized by \(C\) are updated in every SCF iteration step, and the occupied ones enter the calculation of the electronic density or density matrix according to the Aufbau principle. The electronic density (matrix) then defines the Fock matrix for the next iteration. Unless degenerate orbitals are not equally occupied, the electronic density obtained at any iteration step is well defined. However, the result of the whole SCF procedure depends on the initial Fock matrix (more precisely, on the molecular orbitals with which it is built) as well as on the convergence algorithm.

We emphasize that the multiple self-consistent solutions discussed here all fulfill the Aufbau principle and correspond to the same molecular structure and electronic state characterized by some global quantum numbers. They may, however, correspond to different electronic energies. For exact DFT, convergence to the correct ground-state density can be guaranteed for the exact ensemble functional.

Note that we not only address unstable solutions (solutions that do not correspond to minima of the energy functional): we also consider that different SCF solutions may correspond to minima of the energy functional, of which the lowest one is of interest.

While different SCF solutions are characterized by different energies, a Hartree–Fock or Kohn–Sham DFT energy should be unique. To avoid ambiguities in the calculation of Hartree-Fock or Kohn–Sham DFT energies, only one SCF solution can be the correct one (except for degenerate solutions). One is generally interested in the solution that delivers the lowest electronic energy, which is sometimes called the global or absolute minimum, or Hartree–Fock ground state. Here, we will call it global minimum. Usually, the established quantum chemical algorithms find this solution directly.

In quantum chemical calculations, the choice of quantum numbers and symmetries determines which solutions are obtained, but the fundamental problem of multiple SCF solutions will remain. For example, multiple local minima have been reported for closed-shell Hartree–Fock calculations and Perdew–Zunger self-interaction corrected DFT calculations relying on complex orbitals. In the following, the discussion and calculations refer to unrestricted calculations, but our results have analogous implications for restricted calculations or for calculations with complex orbitals. It can be argued whether and when applying the spin-unrestricted formalism and choosing one of its solutions allows for an adequate description of the electronic wave function. Nevertheless, especially in Kohn–Sham DFT studies, one usually relies on such wave functions although for a single-determinant approximation a symmetry must be broken (total spin or particle number) in order to deal with certain static correlation cases. Furthermore, unrestricted orbitals even allow for compact expansions of full configuration interaction calculations.

III. SERIES OF SIMILAR MOLECULAR STRUCTURES

A. Multiple SCF solutions for consecutive calculations of similar molecular structures

In real-time quantum chemistry, \textit{ab initio} molecular dynamics, and geometry optimizations, electronic structure calculations are executed for many consecutive molecular structures. In general, the electronic densities for two consecutive structures are very similar, since the coordinates of the atomic nuclei change only moderately between two single-point calculations. As a consequence, a converged density matrix is an adequate guess for the next step, which also reduces computational time considerably. This can further be improved by extrapolation techniques.\(^{14,51,52}\)

Along a reaction path, however, there may be discontinuities or bifurcations with respect to the correct SCF solution. At such points, the previous density matrix is not an adequate guess and may lead to convergence to some local-minimum SCF solution. In such cases, wrong
quantum chemical properties are obtained (especially, incorrect nuclear forces), which in turn steer the whole process into a wrong direction.

B. Examples of incorrect convergence for contiguous sequences of structures

In the following, we illustrate for simple examples how, in a sequence of molecular structures, quantum chemical results, which are initially correct, lead to incorrect chemical behavior. In the first three examples, the electronic density is caught in an initially correct restricted solution (in an unrestricted framework). The fourth example shows that undesired convergence can also occur in open-shell cases with odd numbers of electrons. The sequences of structures of this section were generated by real-time manipulation of molecules in our real-time quantum chemistry framework.\textsuperscript{5,13–15} Note that sequences generated in automated calculations (such as structure optimizations) or in molecular dynamics simulations could also bring about similarly incorrect behavior.

In a real-time setting, odd chemical behavior is easily detectable by experiencing unexpected atomic forces when operating a haptic device or by observing unexpected bond orders (calculated, for instance, according to Mayer\textsuperscript{53} and indicated in the visualization by an automatically adjusted width of the sticks indicating chemical bonds).

All energies and forces reported for the following examples were obtained from unrestricted calculations with the PM6 method.\textsuperscript{54} The one-dimensional exploration coordinate in all figures below that report PM6 calculations is given without units. However, we note that the numbers assigned to the exploration coordinate in these figures actually denote seconds and correspond to the time required for the real-time exploration. The explicit Cartesian coordinates along such a collective coordinate are provided in the Supporting Information.

1. Hydrogen abstraction in CH\textsubscript{4}

A well-known example for undesired SCF convergence is the hydrogen abstraction in methane (Fig. 1). In the equilibrium geometry, the correct SCF solution is of (spin-)restricted character. Upon dissociation of one of the hydrogen atoms, the system remains in a restricted solution, even when the underlying calculation is based on the unrestricted formalism. A spin-symmetry breaking in an unrestricted calculation can eventually produce the lowest-energy H + CH\textsubscript{3} dissociation channel in a single-determinant framework, but it can be necessary to enforce this as otherwise the restricted (electron-pairing) solution may prevail.

In a real-time exploration of this hydrogen abstraction reaction with a haptic device, the operator will feel a strong attraction towards the carbon atom even after pulling the hydrogen atom to a considerable distance. Furthermore, the visualization points to wrong orbital convergence as a bond is drawn because of a Mayer bond order close to one between the abstracted hydrogen atom and the carbon atom (Fig. 1), whereas none would be expected.
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**FIG. 1.** Abstraction of a hydrogen atom in methane. Top: Correct, expected behavior. Bottom: Incorrect behavior realized when no special care is taken regarding SCF convergence and flagged by a non-vanishing Mayer bond order between the abstracted hydrogen atom and the carbon atom (indicated by a stick representing the bond). Hydrogen and carbon atoms are depicted in white and black, respectively.

2. Hydrogen atom manipulation in ethane

In a real-time manipulation of one of the hydrogen atoms of ethane, transferring it from one side of the molecule to the other may result in artificial atomic forces (repulsion from the carbon atom) and eventually in dihydrogen dissociation, instead of regenerating an ethane molecule in a different conformation. This is illustrated in Fig. 2.

3. Rotation around the double bond of ethene

Fig. 3 shows energy profiles for a rotation around the double bond of ethene. One expects to obtain an energy minimum for angles of 0, 180, and 360 degrees, which correspond to identical structures, as well as an energy maximum for angles of 90 and 270 degrees. However, consecutive calculation of the structures in the sequence may deliver an incorrect energy profile with an energy maximum at 180 degrees.
Correct SCF convergence:
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FIG. 2. Abstraction and re-binding of a hydrogen atom in ethane. Top: Correct behavior. Bottom: Incorrect behavior, realized when no special care is taken regarding SCF convergence. Hydrogen and carbon atoms are depicted in white and black, respectively.

FIG. 3. PM6 energy profiles for the rotation around the double bond of ethene. The incorrect profile is obtained when no special care is taken regarding SCF convergence and each converged electronic density is a guess for the next molecular structure. Hydrogen and carbon atoms are depicted in white and black, respectively.

4. Radical polymerization of ethene

The next example considers ethene polymerization starting from a methyl radical (Fig. 4). In a real-time exploration of this reaction, it is sometimes not possible to make the ethene molecule react with the polymer radical by moving it towards the growing chain with the haptic device (Fig. 5): one experiences a repulsive force, and the radical end of the polymer moves away.

FIG. 4. Model reaction for ethene polymerization.

FIG. 5. Cumbersome step during an interactive exploration of the radical polymerization of ethene. The carbon atom depicted in red is moved towards the radical end of the chain with a haptic device, but the radical end moves out of the way and no reaction occurs. Hydrogen and carbon atoms are depicted in white and black, respectively.

IV. ENFORCING SCF CONVERGENCE TO LOWEST-ENERGY SOLUTIONS

A. General considerations

Many strategies exist to enable or improve SCF convergence into a self-consistent solution (see, for example, Ref. 55 and references cited therein). However, as already observed more than 30 years ago, “computational efforts are usually concentrated on convergence alone, and a solution that has converged in both the energy and density matrix is usually accepted as the ‘true’ solution, within the given approximations". It is seldom verified that the true solution (global SCF minimum) is obtained and not an unstable solution (such as a saddle point) or another local minimum. Compared to the issue of convergence alone, little work has been done about locating the global SCF minimum.

Unstable SCF solutions can be detected by stability analyses. A stability analysis consists in calculating the lowest eigenvalue of the electronic Hessian, which will be negative for an unstable solution. Stability analysis is a very useful tool to verify that the obtained SCF solutions are minima of the energy functional and not just saddle points. Although stability analyses can be applied to any Hartree–Fock or Kohn–Sham wave function, it is usually only applied to avoid getting stuck in a closed-shell solution. Accordingly, stability analyses often search for singlet and triplet instabilities. In comparison, unstable broken-symmetry solutions are rarely discussed. Stability-analysis calculations are commonly not applied because of the relatively high computational cost neces-
sary for the construction of the electronic Hessian. Furthermore, stability analyses cannot distinguish between local and global minima.

To be certain that a SCF solution is the correct one, little can be done but to ensure that there exists no other self-consistent solutions with lower energy. For this, one needs to explore thoroughly the space of possible electronic densities (density matrices), as in SCF metadynamics or in simulated annealing approaches.

In real-time quantum chemistry, convergence to non-global minima must be detected automatically and as rapidly as possible. While only exhaustive search can ensure that the correct SCF solution has been found, this is impractical except for very small systems: the high dimensionality of the parameter space in which the solution must be found implies unaffordable computational cost for ultra-fast or big-data applications.

In the following, we present a solution for real-time quantum chemistry that is satisfactory in terms of speed and efficacy. Afterwards, we discuss how to modify it for single-point calculations and ab initio molecular dynamics.

B. Strategy for real-time quantum chemistry

Smoothness in real-time reactivity explorations is achieved by frequent delivery of nuclear forces. In order to preserve this smoothness, the solution presented here involves no change in the calculations delivering the energies and forces underlying the exploration. Instead, our approach consists in launching, in the background, frequent additional single-point calculations that attempt to find a lower energy for the last electronic structure calculation executed in the reactivity exploration. Each of these calculations starts from a different electronic density (matrix) guess, and will converge either to the same SCF solution or to another one of higher or lower energy.

This guess for the additional calculation is obtained by perturbing the converged molecular orbitals of the reference single-point calculation. The aim is to sufficiently modify the guess electronic structure in order to steer the SCF calculation into different self-consistent solutions. It is important to randomize this perturbation. Randomizing it allows us to explore consecutively different regions of the molecular orbital space and therefore increases the chance of reaching the basin leading to the global minimum if this solution is different from the one already found. Furthermore, without randomization the perturbation would always deliver similar guesses, which is not optimal.

We implement the perturbation by randomly selecting multiple pairs of occupied–unoccupied molecular orbitals and randomly mixing them. We found that the selection of ten pairs works very well for all cases studied here, but this may, of course, be changed on input. As our perturbation calculations are carried out for contiguous sequences of molecular structures, we found that it is not necessary to perturb every structure and that one such perturbation calculation per structure is sufficient, as a different (randomly) perturbed guess will be tried for a similar structure shortly after the last perturbation calculation. Clearly, for individual structures one may inspect more than one perturbed guess at a time.

Our perturbation approach can be compared to the one applied in the SCF metadynamics implementation of Q-Chem, and we note that other perturbation schemes are also possible. By contrast, electron smearing (see, e.g., Refs.) allows for a fractional occupation of orbitals and is usually applied for orbitals that are difficult to converge because of close lying frontier orbitals. In general, however, it does not help to detect incorrect SCF convergence. Our approach, however, introduces more drastic changes to the guess orbitals in order to drive convergence to other minima in parameter space if possible.

If a perturbation calculation finds the same SCF solution or one with a higher energy, it will be ignored. However, if a SCF solution with a lower energy is obtained, the corresponding molecular orbitals will be injected into the reactivity exploration as a guess density matrix for the next single-point calculation. The injection of another electronic density introduces a discontinuity in observables assigned to the sequence of structures. For ultra-fast calculations, this may be acceptable, but it can be avoided by resetting the calculation to previous structures of the reactivity exploration.

This strategy is illustrated schematically in Fig. 6. It cannot guarantee that an incorrect SCF convergence will be detected immediately. However, in a real-time setting the additional calculations are very fast, so that they can be performed frequently without hampering the reactivity exploration. In case of incorrect convergence, this strategy will end up finding the correct solution with a high probability. In general, the many verifications, each of which starts from different electronic densities, ensure that this happens very rapidly (see Section V for examples).

C. Implementation

We implemented approach was implemented in our real-time framework, which is interfaced to the SAMSON molecule viewer.

For the perturbation of the molecular orbitals, our current scheme selects randomly, out of the 15 highest occupied and the 15 lowest unoccupied molecular orbitals,
D. Single-point calculations, structure optimizations, and \textit{ab initio} molecular dynamics

The orbital perturbation introduced here to detect and eventually avoid undesired orbital convergence can also be beneficial in single-point calculations, structure optimizations, and \textit{ab initio} molecular dynamics. For single-point calculations, a computer program can, after converging a set of orbitals, launch one or several calculations after perturbation of the converged molecular orbitals (MO) as discussed above. It can then automatically inspect whether a solution with lower energy is found. While this cannot ensure that the solution is the global minimum, it is an inexpensive, efficient, and reliable test as will be seen in the examples below. Such a test is complementary to standard stability analysis and increases the confidence that a SCF solution is neither a saddle point nor a non-global minimum. For \textit{ab initio} molecular dynamics, the orbital perturbations can be executed every few steps of a simulation trajectory. The same is possible for structure optimizations. Should an incorrect convergence be detected, the calculations can be rewound to the point where the bifurcation occurred. Although this will increase the computation time, it will be worth the effort and probably unavoidable if simple manual inspection is not possible (e.g., in cases of a vast number of calculations or for complex chemical processes for which one does not have any expectations or prior understanding).
V. EXAMPLES

The approach presented in Section IV solves the incorrect behavior in all examples of Section III B. Out of these examples we describe the polymerization reaction in detail below. In addition, two examples are presented for which it is not trivial to spot insufficient SCF convergence during a reactivity exploration.

For all examples, the energies were obtained with the PM6 method.\textsuperscript{54} The interested reader can find videos for the real-time explorations of the six examples of Section III B and of this Section on the internet.\textsuperscript{72} Below, the profiles obtained with and without convergence verification are compared. The corresponding coordinate files can be found in the Supporting Information. In all cases where we observed a bifurcation of energy profiles due to our orbital perturbation approach this was detected almost instantaneously so that the exploration required no rewinding to previous structures.

A. Ethene polymerization

When exploring the radical polymerization of ethene starting from the methyl radical (discussed in Section III B) with convergence verification as described above, the reaction can be reproduced as expected.

Fig. 7 shows the energy profile for the recorded trajectory with and without convergence verification. When adding the fifth ethene molecule, the profile without convergence verification starts to depart from the one obtained by our orbital perturbation calculations.

B. Corey–Chaykovsky epoxidation

In a previous work on molecular propensity,\textsuperscript{15} we studied the Corey–Chaykovsky epoxidation shown in Fig. 8 in our real-time quantum chemistry framework.

For the reaction path taken there, the energy profile will run into a wrong SCF solution if no special care is taken, as shown in Fig. 9. As the spin symmetry of the incorrect profile is already broken here, the origin for the incorrect convergence is not triplet instability. We note that we were already aware of the convergence issue in our previous work\textsuperscript{15} and the energies reported there are correct.

C. Oxidation of hydrogen by the iron oxide cation

The reaction path for
\[ \text{FeO}^+ + \text{H}_2 \rightarrow \text{Fe}^+ + \text{H}_2\text{O} \]

is also taken from our work on molecular propensity.\textsuperscript{15} For this reaction, both the lowest-lying sextet and quartet spin states are of interest. When no special care is taken with regard to convergence, the sextet profile is correct (as one might have expected), but in the quartet state the calculations run into an incorrect SCF solution (Fig. 10). We note again that the results reported in Ref. 15 show the correct convergence behavior and that our perturbation approach solves the problem automatically.

VI. COMPARISON WITH STANDARD DFT CALCULATIONS

To show that the severe convergence issues discussed in this paper are a general problem for computational chemistry not limited to semi-empirical methods, two of the examples considered above were studied with standard DFT methods (PBE0\textsuperscript{73}, def2-TZVP\textsuperscript{74}), for which we applied the program TURBOMOLE\textsuperscript{75} (version 6.5). We chose this program for its very stable and reliable con-
FIG. 9. Electronic PM6 energies for the Corey–Chaykovsky epoxidation. The peak around coordinate 11.5 appeared when the operator chose to change the position of the carbon atom to carry out the second part of the reaction.

FIG. 10. Electronic PM6 energies for the oxidation of hydrogen by the iron oxide cation (lowest quartet spin state). The second incorrect profile was obtained when resetting the correct molecular orbitals at the intermediate.

For both examples, we calculated three energy profiles. First, for each structure, we calculated the energies delivered when starting the calculation from an Extended-Hückel Theory (EHT) guess. Second, we calculated an energy profile where the starting orbitals for each structure are taken from the converged orbitals of the previous structure. Finally, we added a perturbation of the molecular orbitals for every fifth structure and injected the corresponding molecular orbitals if the calculation had delivered a lower energy. For this, we wrote a utility program that transforms the molecular orbitals delivered by TURBOMOLE according to the algorithm presented in Section IV C. In all calculations we applied the standard TURBOMOLE settings, in particular a total electronic energy convergence criterion of $10^{-6}$, unless otherwise noted.

A. Rotation around the double bond of ethene

The DFT energies obtained for the rotation around the double bond of ethene are illustrated in Fig. 11.

FIG. 11. Electronic PBE0/def2-TZVP energies for rotation around the double bond of ethene. The trajectory consists of 361 structures. The perturbed energy profile is obtained by perturbing the molecular orbitals every fifth structure.

Here, both the EHT guess and the normal propagation of the molecular orbitals deliver wrong energies for structures around angles of 90 and 270 degrees. The energies obtained with the EHT guess reflect the restricted solution, and normal propagation of the orbitals runs into another restricted solution for angles slightly larger than 90 and 270 degrees, before finding the correct, unrestricted solution. With the perturbation of the molecular orbitals, the simulation switches rapidly to the correct solution.
The three SCF solutions obtained at an angle of 102 degrees were analyzed in detail, and a table summarizing their differences is available in the Supporting Information. There, isosurfaces for the highest occupied and lowest unoccupied molecular orbitals show that their electronic structure is considerably different. For instance, the order of the orbitals in the two closed-shell solutions is different (although the Aufbau principle is fulfilled in both cases). Stability analysis of the (unrestricted) SCF solutions obtained with the EHT guess or without perturbation reveals a triplet instability. Recalculation of these unstable solutions in the restricted formalism and subsequent stability analysis of the closed-shell solutions show that they are local minima in the restricted formalism (i.e., they have no singlet instability).

Interestingly, for the structure with an angle of 90 degrees, employing the triplet molecular orbitals as a guess for the singlet calculation still produces the same incorrect solution. In this case, setting a tighter convergence threshold for the total electronic energy \(10^{-9}\) is necessary to find the correct solution after thousands of SCF iterations.

**B. Oxidation of hydrogen by the iron oxide cation**

The three energy profiles obtained for the sextet state of the oxidation of hydrogen by the iron oxide cation are identical and will not be shown here. However, for the quartet state, they all differ as can be seen in Fig. 12 (the Supporting Information contains enlarged figures for the sake of clarity).

The three energy profiles deviate little, but various observations can be made. First, the energies obtained in this example confirm the existence of different SCF solutions. Especially, we see that the solution resulting from the EHT guess is sometimes considerably different from the lowest-energy solution obtained here. Second, the energies of the propagated profile are largely correct, but sometimes correspond to a non-global minimum and slightly differ in the energy (for instance at coordinates around 3.8, 8.5, 9.5 and 12.5, see Supporting Information). Third, the perturbed profile does not always deliver the lowest energy either. However, the perturbations allow for detecting this early, and, as a whole, the perturbed profile is better than both other profiles in this case.

A more detailed analysis reveals both stable and unstable incorrect SCF solutions. For instance, at coordinate 25.5, three different energies are delivered by the three calculations. While a stability analysis for the solution obtained from the EHT guess detects an instability (negative eigenvalue in the electronic Hessian), the other two solutions are stable. After enforcing convergence of the unstable solution into a minimum, a fourth SCF solution is found, three of which are distinct, non-degenerate local SCF minima. The Supporting Information contains a table summarizing the properties of these four SCF solutions. Whereas some of them are characterized by qualitatively different molecular orbitals, others seem to be similar. In the case of the latter, also the total electronic energies of the three local SCF minima are very similar. Still, they represent different solutions as it is not possible to converge them to one solution by enforcing the convergence thresholds. Note that the kinetic and potential energy contributions of these solutions with similar energies are notably different.

**VII. CONCLUSIONS**

Many quantum chemical studies rely on Hartree–Fock and Kohn–Sham DFT theories. An unpleasant feature of these theories is that they allow for multiple solutions. In general, only one of them is of interest: the solution yielding the lowest electronic energy. Usually, the established quantum chemical algorithms find the correct solution directly. There, however, cases in which SCF calculations find the correct electronic ground-state density and some other self-consistent solution is found.

When the quantum chemical calculations find incorrect SCF solutions, the calculated properties are unreliable. In real-time quantum chemistry, incorrect SCF convergence can sometimes be spotted easily, for instance, by...
experiencing highly artificial force feedback or because bonds are displayed where none is expected.

This problem cannot be solved trivially and so no simple and universal solution exists. In particular, stability analysis will only be able to detect unstable self-consistent solutions of the energy functional (such as saddle points), but cannot provide information on whether a solution corresponds to a local or to the global minimum.

To avoid incorrect behavior and ensure the reliability of real-time reactivity explorations, the strategy adopted in this work is to continuously search, in the background, for a better SCF solution than the one currently delivering energy and forces underlying a simulation. With drastic random perturbations of the molecular orbitals, these background convergence verifications detected incorrect SCF convergence very rapidly. While our approach cannot guarantee with certainty that incorrect SCF convergence will be detected, we have discovered no case where it failed and it has become a vital component of our real-time quantum chemistry framework.

Since single-point calculations, structure optimizations, and \textit{ab initio} molecular dynamics can also suffer from incorrect SCF convergence, we discussed variants of our approach that can be beneficial in these settings. From the examples shown in this work, it is evident that convergence to undesired solutions, be it saddle points or non-global minima of the energy functional, are more common than expected. The potential benefit of applying the approach presented in this work outweighs its extra computational cost, even in case of expensive SCF calculations. In \textit{ab initio} molecular dynamics simulations and structure optimizations, such verifications are not necessary at every time or structure step so that the additional cost are manageable.

Whereas this work focused on single-reference methods, similar convergence issue may arise in multi-configuration SCF (MC-SCF) calculations. MC-SCF methods also rely on non-linear equations and hence MC-SCF solutions can, in principle, be caught in local minima.\textsuperscript{32}
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\textsuperscript{24}J. Hachmann, R. Olives-Amaya, S. Atahan-Evrenk, C. Amador-Bedolla, R. S. Sanchez-Carrera, A. Gold-Parker, and J. K. precise random perturbations of the molecular orbitals, these background convergence verifications detected incorrect SCF convergence very rapidly. While our approach cannot guarantee with certainty that incorrect SCF convergence will be detected, we have discovered no case where it failed and it has become a vital component of our real-time quantum chemistry framework.

Since single-point calculations, structure optimizations, and \textit{ab initio} molecular dynamics can also suffer from incorrect SCF convergence, we discussed variants of our approach that can be beneficial in these settings. From the examples shown in this work, it is evident that convergence to undesired solutions, be it saddle points or non-global minima of the energy functional, are more common than expected. The potential benefit of applying the approach presented in this work outweighs its extra computational cost, even in case of expensive SCF calculations. In \textit{ab initio} molecular dynamics simulations and structure optimizations, such verifications are not necessary at every time or structure step so that the additional cost are manageable.

Whereas this work focused on single-reference methods, similar convergence issue may arise in multi-configuration SCF (MC-SCF) calculations. MC-SCF methods also rely on non-linear equations and hence MC-SCF solutions can, in principle, be caught in local minima.\textsuperscript{32}

\section*{ACKNOWLEDGMENTS}

The authors gratefully acknowledge support by ETH Zurich (grant number: ETH-20 15-1).

\section*{REFERENCES}

\textsuperscript{1}K. H. Marti and M. Reiher, “Haptic quantum chemistry,” J. Comput. Chem. \textbf{30}, 2010–2020 (2009).
\textsuperscript{2}M. P. Haag, K. H. Marti, and M. Reiher, “Generation of potential energy surfaces in high dimensions and their haptic exploration,” ChemPhysChem \textbf{12}, 3204–3213 (2011).
L. Vogt, A. M. Brockway, and A. Aspuru-Guzik, “The harvard clean energy project: Large-scale computational screening and design of organic photovoltaics on the world community grid,” J. Phys. Chem. Lett. 2, 2241–2251 (2011).

35O. A. von Lilienfeld, “First principles view on chemical compound space: Gaining rigorous atomistic control of molecular properties,” Int. J. Quantum Chem. 113, 1676–1689 (2013).

36M. Rabie and C. Franck, “Computational screening of new high voltage insulation gases with low global warming potential,” IEEE Trans. Dielectr. Electr. Insul. 22, 296–302 (2015).

37T. Husch, N. D. Yilmazer, A. Balducci, and M. Korth, “Large-scale virtual high-throughput screening for the identification of new battery electrolyte solvents: computing infrastructure and collective properties,” Phys. Chem. Chem. Phys. 17, 3394–3401 (2015).

38J. M. Elward and B. C. Rinderspacher, “Smooth heuristic optimization on a complex chemical subspace,” Phys. Chem. Chem. Phys. 17, 24322–24335 (2015).

39R. Ramakrishnan, P. O. Dral, M. Rupp, and O. A. von Lilienfeld, “Big data meets quantum chemistry approximations: The âĂ“machine learning approach,” J. Chem. Theory Comput. 11, 2087–2096 (2015).

40W. H. Adams, “Stability of Hartree–Fock States,” Phys. Rev. 127, 1655–1658 (1962).

41L. O. Wagner, E. M. Stoudenmire, K. Burke, and S. R. White, “Guaranteed Convergence of the Kohn–Sham Equations,” Phys. Rev. Lett. 111, 093003 (2013).

42M. D. de Andrade, K. C. Mundim, and L. A. C. Malbouisson, “GSA algorithm applied to electronic structure: Hartree–Fock–M. D. de Andrade, K. C. Mundim, and L. Malbouisson, “The GSA algorithm applied to electronic structure: Hartree–Fock,” J. Chem. Phys. 135, 124108 (2011).

43G. Frenking and N. Fröhlich, “The Nature of the Bonding in π-Electron Systems. Application to the Pi-Electron Model of Cyclic Polyenes,” J. Chem. Phys. 88, 3976–3985 (1988).

44P. Lykos and G. W. Pratt, “Discussion on The Hartree–Fock Approximation,” Rev. Mod. Phys. 35, 496–501 (1963).

45E. Noddleman and J. G. Norman, “The Xa valence bond theory of weak electronic coupling. Application to the low-lying states of Mo2Cl64−,” J. Chem. Phys. 70, 4903–4906 (1979).

46L. Noddleman, “Valence bond description of antiferromagnetic coupling in transition metal dimers,” J. Chem. Phys. 74, 5737–5743 (1981).

47L. Noddleman, D. Post, and E. Baerends, “Symmetry breaking and ionization from symmetry equivalent inner shells and lone pairs in Xa theory,” Chem. Phys. 64, 159–166 (1982).

48G. E. Scuseria, C. A. Jiménez-Hoyos, T. M. Henderson, K. Samanta, and J. K. Ellis, “Projected quasiparticle theory for molecular electronic structure,” J. Chem. Phys. 135, 124108 (2011).

49E. Thomas, C. Overly, G. H. Booth, and A. Alavi, “Symmetry Breaking and Broken Ergodicity in Full Configuration Interaction Quantum Monte Carlo,” J. Chem. Theory Comput. 10, 1915–1922 (2014).

50T. Atsumi and H. Nakai, “Molecular orbital propagation to accelerate self-consistent-field convergence in an ab initio molecular dynamics simulation,” J. Chem. Phys. 128, 094101 (2008).

51F. Atsumi and H. Nakai, “Acceleration of self-consistent-field convergence in ab initio molecular dynamics and monte carlo simulations and geometry optimization,” Chem. Phys. Lett. 490, 102–108 (2010).

52J. Mayer, “Charge bond order and valence in the AB initio SCF theory,” Chem. Phys. Lett. 97, 270–274 (1983).

53J. I. Paldus and J. Čížek, “The instabilities of the Hartree–Fock solutions for cyclic polyenes with respect to the spin and charge density fluctuations,” J. Polym. Sci., Part C: Polym. Symp. 29, 199–210 (1970).

54S. Lehtola, M. Head-Gordon, and H. Jónsson, “Complex Orbitals, Multiple Local Minima, and Symmetry Breaking in PeredwaÅžZunger Self-Interaction Corrected Density Functional Theory Calculations,” J. Chem. Theory Comput. 12, 3195–3207 (2016).

55P. Pulay and T. P. Hamilton, “UHF natural orbitals for defining and starting MC-SCF calculations,” J. Chem. Phys. 88, 4926–4933 (1988).

56P. Pulay and R.-F. Liu, “Methods for finding unrectricted Hartree–Fock solutions and multiple solutions,” J. Phys. Chem. 94, 5548–5551 (1990).

57C. A. Jiménez-Hoyos, T. M. Henderson, and G. E. Scuseria, “Generalized Hartree–Fock Description of Molecular Dissociation,” J. Chem. Theory Comput. 7, 2667–2674 (2011).

58D. W. Small, E. J. Sundstrom, and M. Head-Gordon, “A simulation inspired by metadynamics,” Phys. Rev. Lett. 101, 193003 (2008).

59J. Paldus and J. Čížek, “The instabilities of the Hartree–Fock solutions for cyclic polyenes with respect to the spin and charge density fluctuations,” J. Polym. Sci., Part C: Polym. Symp. 29, 199–210 (1970).

60J. Mayer, “Optimization of parameters for semiempirical methods V: Modification of NDDO approximations and application to 70 elements,” J. Mol. Model. 13, 1173–1213 (2007).

61H. Schlegel and J. McDonall, “Do You Have SCF Stability and Convergence Problems?” in Computational Advances in Organic Chemistry: Molecular Structure and Reactivity, NATO ASI Series, Vol. 330, edited by C. Ogetir and I. G. Csizmadia (Springer Netherlands, 1991) pp. 167–185.

62P. Mezey, O. P. Strausz, and R. K. Gosavi, “A note on density matrix extrapolation and multiple solutions of the unrestricted Hartee–Fock equations,” J. Comput. Chem. 1, 178–180 (1980).

63D. Thouless, “Stability conditions and nuclear rotations in the Hartree–Fock theory,” Nuclear Physics 21, 225–232 (1960).

64J. Čížek and J. Paldus, “Stability Conditions for the Solutions of the Hartree–Fock Equations for Atomic and Molecular Systems. Application to the Pi-Electron Model of Cyclic Polyenes,” J. Chem. Phys. 47, 3976–3985 (1967).

65J. Paldus and J. Čížek, “Stability Conditions for the Solutions of the Hartree–Fock Equations for Atomic and Molecular Systems. II. Simple Open-Shell Case,” J. Chem. Phys. 52, 2919–2936 (1970).

66J. Čížek and J. Paldus, “Stability Conditions for the Solutions of the Hartree–Fock Equations for Atomic and Molecular Systems. III. Rules for the Singlet Stability of Hartree–Fock Solutions of π-Electronic Systems,” J. Chem. Phys. 53, 821–829 (1970).

67R. Seeger and J. A. Pople, “Self-consistent molecular orbital methods. XVIII. Constraints and stability in Hartree–Fock theory,” J. Chem. Phys. 66, 3045–3050 (1977).

68R. Bauerenschmitt and R. Ahlrichs, “Stability analysis for solutions of the closed shell Kohn–Sham equation,” J. Chem. Phys. 104, 9047–9052 (1996).

69T. Yamada and S. Hirata, “Singlet and triplet instability theorems,” J. Chem. Phys. 143, 114112 (2015).

70M. D. de Andrade, M. Nascimento, K. Mundim, and L. Malbouisson, “GSA algorithm applied to electronic structure II: UHF-GSA method,” Int. J. Quantum Chem. 106, 2700–2705 (2006).

71Y. Shao, Z. Gan, E. Epifanovsky, A. T. Gilbert, M. Wornitz, J. Kussmann, A. W. Lange, A. Behn, J. Deng, X. Feng, D. Ghosh, M. Goldey, P. R. Horn, L. D. Jacobson, I. Kaliman, R. Z. Khalilullin, T. Kuś, A. Landau, J. Liu, E. I. Pronyov, Y. M. Rhee, R. M. Richard, M. A. Rohrdanz, R. P. Steve, E. J. Sundier,
strom, H. L. W. III, P. M. Zimmerman, D. Zuev, B. Albrecht, E. Alguire, B. Austin, G. J. O. Beran, Y. A. Bernard, E. Berquist, K. Brandhorst, K. B. Bravaya, S. T. Brown, D. Casanova, C.-M. Chang, Y. Chen, S. H. Chien, K. D. Closser, D. L. Critten den, M. Diedenhofen, R. A. D. Jr., H. Do, A. D. Dutoi, R. G. Edgar, S. Fatehi, L. Fusti-Molnar, A. Ghysels, A. Golubeva-Zadorozhnaya, J. Gomes, M. W. Hanson-Heine, P. H. Harbach, A. W. Hauser, E. G. Hohenstein, Z. C. Holden, T.-C. Jagau, H. Ji, B. Kaduk, K. Khistyaev, J. Kim, K. Kim, R. A. King, P. Klunzinger, D. Kosenkov, T. Kowalczyk, C. M. Krauter, K. U. Lao, A. D. Laurent, K. V. Lawler, S. V. Levchenko, C. Y. Lin, F. Liu, E. Livshits, R. C. Lochan, A. Luenser, P. Manohar, S. F. Manzer, S.-P. Mao, N. Mardirossian, A. V. Marenich, S. A. Mau rer, N. J. Mayhall, E. Neuscamman, C. M. Oana, R. Olivares Amaya, D. P. O’Neill, J. A. Parkhill, T. M. Perrine, R. Pererati, A. Procino, D. R. Rehn, E. Rosta, N. J. Russ, S. M. Sharada, S. Sharma, D. W. Small, A. Soldt, T. Stein, D. Stück, Y.-C. Su, A. J. Thom, T. Tsuchimochi, V. Vanovschi, L. Vogt, O. Vyd rov, T. Wang, M. A. Watson, J. Wenzel, A. White, C. F. Williams, J. Yang, S. Yeganeh, S. R. Yost, Z.-Q. You, I. Y. Zhang, X. Zhang, Y. Zhao, B. R. Brooks, G. K. Chan, D. M. Chipman, C. J. Cramer, W. A. G. III, M. S. Gordon, W. J. Hehre, A. Klamt, H. F. S. III, M. W. Schmidt, C. D. Sherrill, D. G. Truhlar, A. Warshel, X. Xu, A. Aspuru-Guzik, R. Baer, A. T. Bell, N. A. Besley, J.-D. Chai, A. Dreuw, B. D. Dunietz, T. R. Furlani, S. R. Gwaltney, C.-P. Hsu, Y. Jung, J. Kong, D. S. Lambrecht, W. Liang, C. Ochsenfeld, V. A. Rassolov, L. V. Slipchenko, J. E. Subotnik, T. V. Voorhis, J. M. Herbert, A. I. Krylov, P. M. Gill, and M. Head-Gordon, “Advances in molecular quantum chemistry contained in the Q-Chem 4 program package,” Mol. Phys. 113, 184–215 (2015).

N. D. Mermim, “Thermal properties of the inhomogeneous electron gas,” Phys. Rev. 137, A1441 (1965).

M. Methfessel and A. T. Paxton, “High-precision sampling for brillouin-zone integration in metals,” Phys. Rev. B 40, 3616 (1989).

S. de Gironcoli, “Lattice dynamics of metals from density-functional perturbation theory,” Phys. Rev. B 51, 6773 (1995).

M. Verstraete and X. Gonze, “Smearing scheme for finite-temperature electronic-structure calculations,” Phys. Rev. B 65, 035111 (2001).

V. A. Basiuk, “Electron smearing in DFT calculations: A case study of doxorubicin interaction with single-walled carbon nanotubes,” Int. J. Quantum Chem. 111, 4197–4205 (2011).

NANO-D — INRIA, “SAMSON Software, Version 0.5.0,” (2016), http://www.samson-connect.net/.

C. Adamo and V. Barone, “Toward reliable density functional methods without adjustable parameters: The PBE0 model,” J. Chem. Phys. 110, 6158–6170 (1999).

F. Weigend and R. Ahlrichs, “Balanced basis sets of split valence, triple zeta valence and quadruple zeta valence quality for H to Rn: Design and assessment of accuracy,” Phys. Chem. Chem. Phys. 7, 3297–3305 (2005).

R. Ahlrichs, M. Bär, M. Häser, H. Horn, and C. Kölmel, “Electronic structure calculations on workstation computers: The program system turbomole,” Chem. Phys. Lett. 162, 165–169 (1989).