Reconstruction of unbroken vasculature of mouse by varying the slope of the scan plane in MRI
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Abstract. Reconstruction of vascular net of small laboratory animals from MRI data is associated with some problems. This paper proposes a method of MRI data processing which allows to eliminate the fragmentation of reconstructed vascular net. Problem of vessels fragmentation occurs in the case when vessels are parallel to the scanning plane. Our approach is based on multiple scanning, object under consideration is probed by several sets of parallel planes. The algorithm is applied to real MRI data of small laboratory animals and shows good results.

1. Introduction

In the conventional approach to reconstruction vasculatures based on MRA data, the object of interest is scanned by a series of parallel planes; the images of object slices acquired from the dataset. The imaging device registers the blood flow using the normal to section scan plane. The most informative sections are the ones with the most intense blood flow. Hence, the most informative scan, in terms of reconstructing vasculature, is the one where the set of the scan planes is perpendicular to the axes of the scanned vessels. In living organisms, however, it is impossible to choose one set of parallel planes that would be perpendicular to the axes of all blood vessels. This is due to both the various positions of the vessels and to vascular tortuosity. As a result, the reconstructed models of vasculatures contain interruptions in vessels that make these models unusable for hemodynamic studies.

The aforementioned reasons are characteristic of any study objects, but they are specifically common for studies in small laboratory animals.
In terms of mathematics, the tomographic data \( A(x,y,z) \) (image intensity) is dependence

\[
A(x,y,z) = F(\vec{v}(x,y,z), \vec{n})
\]  

from blood flow velocity vector \( \vec{v}(x,y,z) \) at point \((x,y,z)\) and normal to the scan plane vector \( \vec{n} \). The function \( F(\vec{v}(x,y,z), \vec{n}) \) sets the image intensity value at \((x,y,z)\) of a slice and takes small values at \( (\vec{v}(x,y,z), \vec{n}) \approx 0 \). There are two situations that correspond to the low image intensity in the images of slices:

1) There is no flow in the cross-section, or it is very slow: \( \vec{v} \approx 0 \)
2) Velocity vector \( \vec{v} \) and normal vector \( \vec{n} \) are not collinear.

The first situation corresponds to the static tissue or thinning of a vessel (stenosis), while the second situation is caused by the specifics of the equipment and leads to the data loss. The paper deals with a technique that allows practitioners to overcome, to a certain extent, the problem of data loss, by varying the angle of the section view of a vessel at point \((x,y,z)\).

From a mathematical point of view, the task of reconstructing the vasculature lies in defining the boundaries of a 3D area \( V \) in a way that

\[
V = \{(x,y,z): A(x,y,z) > A_0\}
\]

where \( A_0 \in \mathbb{R} \) – is a numerical value that separates the scanned environment into blood vessels and adjacent tissues based on the intensity of images acquired.

2. **Scan plane slope variation technique**

Description of the principle of this method. A standard scan is carried out by using a single set of parallel planes, and, as a rule, their common normal vector is parallel to the axis of the scanned object. The technique of varying the slope of the scan plane lies in the deviation of the normal vector from its “standard position” by certain angles and scanning by using more than one set of planes designed by preprogrammed normal vectors. The number of different positions of the normal vector defines the number of scan planes sets and, hence, the number of acquired datasets.

The images of vessels will appear in different intensity depending on changed positions of the scan plane. The highest image intensity is achieved by the smallest deviation of the vessel’s axis from the normal to the scan plane. The subsequent analysis of the acquired datasets allows for the reconstruction of the vasculature, practically, without interruptions.

Figure 1 schematically presents the images of the object sliced by planes with different normal vectors. Vector \( \vec{n}_1 \) is the normal to one of the sets of parallel planes; one specimen of this set is shown in green (together with the cross-section of the study object). Vector \( \vec{n}_2 \) is the normal to another set of parallel planes; one specimen of this set is shown in red (together with the cross-section of the study object).

**Figure 1.** Cross-sections of the object made using different normal vectors
3. Steps of the vascularity reconstruction algorithm based on the method of varying the slope of the scan plane

3.1. Creating the area common for all datasets
The reasoning in this paragraph lies within the plane frame of the scanner. The authors used the imaging data recorded in DICOM format [17].

The data in each dataset is known in a 3D area in the form of a rectangular parallelepiped. The areas of different datasets are different. According to scanner specifications, each slice contains 256 rows and 256 columns. Let us express the parallelepiped containing the known data of dataset $i$ as $K_i$.

Construct the smallest cube $K$, contains the $\bigcup_{i=1}^{n} K_i$ set, that is, all parallelepipeds with known datasets.

Cube $K$ is a “carrier” of all tomographic data at our disposal.

3.2. Interpolation of all datasets data onto a common 3D grid
Let us cover all side planes of cube $K$ with a uniformly spaced 3D grid and find all datasets data approximation onto the $256 \times 256 \times 256$ grid of cube $K$.

3.3. Combination of data from different datasets
Following the interpolation of data into the common grid area, we have a number (one array per each of datasets) of 3D arrays of the same size: $B_i$, $i = 1, \ldots, n$, $n$ – represents the number of available datasets. Having interpolated data from all datasets into the common grid area, we need to construct a single array containing all the information required.

3.4. Layer-by-layer pre-processing of data
MRA data has certain limitations that complicate its subsequent processing. Major limitations:

1. Inhomogeneous intensity of images (both of each given slice and across all of the slices). This effect is due to the inhomogeneity of the field in the receiver coil.
2. Layer-by-layer normalization of the reconstruction. In DICOM format, the image intensity of each given slice is scaled onto an 8- or 16-bit grid.
3. Data noise
4. Unclear boundaries of the blood flow.

These are the steps taken at the layer-by-layer data pre-processing stage.

1. Vertical alignment of the image intensity in a slice.
2. Horizontal alignment of the image intensity in a slice.
3. Adjustment of brightness and contrast settings
4. Noise reduction and image smoothing by applying the Fourier filter.

The layer-by-layer pre-processing stage allows for the reduction of some of the listed limitations.

3.5. Segmentation
For the purpose of subsequent hemodynamic calculations, the bitmap images acquired during the previous stages need to be converted into vector 3D format images, having highlighted the walls of the vessels (more precisely, the blood flow boundaries), that is, having segmented the images acquired. The segmentation is carried out in the ITK-Snap software environment [18].

3.6. Enhancement of fragmented vasculature. Local varying of segmentation parameters in small areas using the dialogue mode
As a rule, the vasculature acquired by applying the scan plane slope variation method with subsequent segmentation already contains a small number of fragments, but it may contain blood vessel interruptions. This occurs because the value set as the slicing parameter $A_0$ in (2) of the previous stage cannot be uniformly used across the entire image. There are areas that visually contain vessels, however, the chosen slicing parameter is too high for the vessels in these areas to be segmented.
For the purposes of segmentation, the parts of the vasculature containing interruption of a vessel are locked in subareas for which the slicing parameters are defined individually.

4. Realization of the proposed algorithm in MRI data of the mouse brain

The circulatory system of a laboratory mouse brain was chosen as an object of the study. Typically, mouse major vessels are 0.29 mm (vertebral artery). Experiments were carried out on unique scientific installation - Centre for Genetic Resources Laboratory Animals (RFMEFI61914X0005 and RFMEFI62114X0010). The field strength of the research scanner Bruker BioSpec 117/16USR used by the authors to acquire data presented in this paper - 11.7 T. For scanning, the “1H mouse brain surface coil” RF coil is used.

4.1. Tomography data details

Each data set contains 256 DICOM images of slices with associated metadata. All images are bitmaps in the shades of gray that are expressed by a 256 rows x 256 column square matrix. The reconstruction is carried out within cube $K$ with an edge length of 24.9 mm.

4.2. Single dataset reconstruction

Reconstructing the mouse brain vasculature based on the data acquired by the standard scanning technique, the resulting vasculature following the main segmentation stage consists of 18 fragments. This vasculature is shown in figure 2.

The resulting vasculature is marked by the pronounced fragmentation of vessels, and the missing fragments are quite large. This kind of vasculature cannot be used, neither in morphological studies, or in modelling the blood flow.

4.3. Reconstruction based on combined data from five datasets

Let us reconstruct the vasculature using the data acquired in the layer-by-layer pre-processing of the five datasets and their subsequent combination as the basis for segmentation. Following the segmentation, we acquire the vasculature consisting of 12 fragments (figure 3).

Notwithstanding the fact that this vasculature still lacks integrity, it is still more informative that above. We can see longer runs of vessels that have only local interruptions.
4.4. Reconstruction based on the combined data from five datasets with subsequent enhancement using the dialogue mode

Having enhanced the vasculature described above (figure 3) using the dialogue mode, we have acquired the vasculature consisting of 2 fragments (figure 4).

![Figure 3](image1.png)  
**Figure 3.** Vasculature reconstructed based on the data from five datasets: in Willis’s circle view (a); and as rotated (b).

![Figure 4](image2.png)  
**Figure 4.** The vasculature acquired based on the data from five datasets that was subsequently enhanced in the dialogue mode: in Willis’ circle view (a), and as rotated (b).

This vasculature can be used for the modelling of the mouse brain blood flow.

5. Conclusion

The algorithm proposed allows for the reconstruction of the one-fragmental vascularity of mouse and rat brains. The resulting vasculature model as compared to the model reconstructed based on a single scan data, offers the following advantages:

1. It shows vessels that do not visualize in the model reconstructed based on a single scan.
2. It has less number of fragments than the single scan based model.

However, the acquired 3D model of the mouse brain vascularity has a number of drawbacks, and namely: somewhat increased diameter of the vessels; perivascular cerebrospinal fluid spaces are visualized.

The main disadvantage of our method is of course time consuming. The acquiring of each additional data package takes the same time as the standard one. Sure this fact decreases the method
significance for medical applications. But in preclinical and biological researches (when time consuming is not so important) it may be successfully applied. Also our many-packages method require additional time as averaging and may replace that in some cases.

The task of reconstructing a volumetric vasculature of complex branched geometry is required in many applications (medicine, neurobiology); it is also a matter of interest for MRA practitioners. The currently available technique sallow for a limited realization of this task in terms of both its scope and quality. This task is closely related to the classic problem of vector tomography in reconstruction of a 3D vector based on the acquired imaging data. The proposed algorithm of varying the slope of the scan plane allows for the reconstruction of branching vasculatures and solves the problem of fragmented vessels in MRA data based models. The examples where the algorithm was used to reconstruct actual brain vasculatures in small laboratory animals, prove, beyond doubt, the efficiency of this method and demonstrate the associated advantages, and namely: significant decrease of fragmentation in the reconstructed vasculature and visualization of vessels that remain unseen using the standard reconstruction technique.

The advantages of the proposed algorithm give ground for its successful application in processing MRA data for its subsequent use in hemodynamic studies and phenotyping of genetic lines of laboratory animals with vascular pathologies.
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