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ABSTRACT: We explore the possibility that (Bose-Einstein) condensation of scalar fields from string compactifications can lead to long-lived compact objects. Depending on the type of scalar fields we find different realisations of star-like and solitonic objects. We illustrate in the framework of type IIB string compactifications that closed string moduli can lead to heavy microscopic stars with masses of order $\mathcal{V}^\alpha M_{\text{Planck}}$, $\alpha = 1, 3/2, 5/3$ where $\mathcal{V}$ is the volume of the extra dimensions. Macroscopic compact objects from ultra-light string axions are realised with masses of order $e^{\mathcal{V}^{2/3}} M_{\text{Planck}}$. Q-ball configurations can be obtained from open string moduli whereas the closed string sector gives rise to a new class of solutions, named PQ-balls, that arise in the two-field axion-modulus system. The stability, the potential for the formation, and the observability of moduli stars through gravitational waves are discussed. In particular we point out that during the early matter phase given by moduli domination, density perturbations grow by a factor $\mathcal{V}^\beta$ with $\beta > 2$ and non-linear effects cannot be neglected.

KEYWORDS: Phenomenology of Field Theories in Higher Dimensions, Strings and branes phenomenology

ArXiv ePrint: 1806.04690
1 Introduction

The recent direct detection of gravitational waves (GWs) [1] has opened a new window of observation for physical phenomena in which gravity is the dominant interaction. Collisions of black holes [2–5] and neutron stars [6] have been observed and a plethora of new events, even involving new physics, are expected to be detected in the next few years. Furthermore, the on-going search for new compact objects such as exo-planets will provide vast amount of new data over the upcoming decades (e.g. from GAIA [7]). It is natural to explore alternative physical objects that may exist which are different from the standard stars and black holes and that could lead to particular imprints on the GW spectrum. Boson stars, Bose-Einstein condensates of gravitationally coupled scalar fields, are well motivated alternatives that have been discussed for several decades. A relatively vast literature already exists on different realisations of boson stars (for reviews see [8–11]). Similar arguments hold for fermion stars formed from fermions in beyond the standard model physics [12].
String theory, being a fundamental theory of gravity, has the potential to make physical predictions that can be tested only through gravitational couplings. The (complex) closed string moduli superfields of string theory provide a generic sector that couples only gravitationally. The corresponding real scalar particles tend to survive at low energies with masses of the order of the gravitino mass and below (e.g. [13, 14]), phenomenologically required to be larger than $\mathcal{O}(30\text{ TeV})$ [13, 15, 16].¹ The axion components can have a much larger range of masses, in particular they can be lighter and can lead to a realisation of ultra-light axions. Furthermore fermionic partners of the moduli fields tend to have masses of order the gravitino mass and may in principle contribute to fermion stars. Open string modes may also provide candidates for boson and fermion stars.

A typical string compactification has hundreds or thousands of complex moduli fields that have different properties and each of them may lead to completely different physics (e.g. dilaton, complex structure moduli, Kähler moduli which in turn can be blow-up modes, fibre moduli, etc.). In this work we explore the possibility that moduli can compose compact objects and in particular we focus on star-like solutions from string moduli which can be called moduli stars. We briefly comment on the possibility for their fermionic partners, the ‘modulinis’ as well as the gravitino can give rise to a new class of fermion stars.

The effective field theory emerging for string moduli often leads to non-generic couplings from a standard QFT point of view and may point at regions in theory space which might be neglected otherwise. One scope of this article is to explore which exotic compact objects can be achieved from string effective field theory. In this sense, the potential discovery of other types of compact objects (e.g. relying on EFTs not attainable in string theory) would challenge current scenarios of string compactifications, similar in spirit to the swampland discussion in the context of large field inflation [17].

Stars composed of bosonic particles have been studied using a hypothetically long-lived complex or real scalar field [18, 19]. In this case the stability is not due to the Pauli exclusion principle as in fermion stars, but due to the Heisenberg uncertainty principle that constrains momenta to be bound by the inverse radius of the star. In each case the structure of the boson star (i.e. radius and mass) varies substantially depending on the self couplings of the boson fields. For a free massive complex scalar field $\Phi$, the maximum mass of the boson star is $M_{\text{max}} \simeq (10^{-10}\text{ eV}/m_{\text{boson}})\ M_\odot$ and these objects are called mini-boson stars. This value of the mass can be enhanced if the scalar field has attractive interactions of the form $V_{\text{interaction}} = -\frac{g}{4!}\vert\Phi\vert^4$ that dominates over the mass term, i.e. if $\frac{\vert V_{\text{interaction}}\vert}{m^2\vert\Phi\vert^2} \gg 1$.

In this case the maximum mass can be enhanced to $M_{\text{max}} \simeq \left(\frac{10\text{ MeV}}{m_{\text{boson}}}\right)^2\sqrt{g}\ M_\odot$ [20].

Additional stability to compact objects can be achieved if an additional symmetry (e.g. a global U(1) symmetry) protects the bosonic condensate. The corresponding Noether charge is conserved and prevents the condensate to decay. Non-topological solitons such as Q-balls are the prime examples [21], that are already stable before turning gravity on. Furthermore the global U(1) symmetry allows for a time dependence of $\Phi$, $\Phi(x,t) = \varphi(x)e^{i\omega t}$ while keeping a static spacetime metric (a constant time translation is

¹We comment in due course on how the relaxation of this constraint affects the spectrum of exotic compact objects.
compensated by a U(1) transformation). For real scalars there is no conserved charge and stability is not automatic.

In order to give rise to a long-lived compact objects, the corresponding particle has to be quasi-stable and could contribute to dark matter. String theory offers many dark matter candidates and quasi-stable particles, to name a few: matter fields from a hidden sector, moduli (including the dilaton and the many axions), the gravitino (see for instance [22]). But even if the particle decays relatively early in the history of the Universe it may still give rise to (relatively) long-lived compact objects that contribute to the energy density of the Universe for some time and may leave observational signatures such as GWs. We explore here this wide arena by giving explicit examples of axion stars, moduli stars and by discussing the realisation of Q-balls end extensions thereof in string theory.

The rest of this paper is organised as follows. In section 2 we review the basics of stars and Q-balls. Section 3 is devoted to the string theory realisation of such objects and their phenomenology, including possible GW signatures. In section 4 we discuss the possible formation of compact objects, describing a possible new solution to the moduli field equations that could lead to the formation of compact objects (4.1), and discussing the possible formation of compact objects during an early matter era, which is generic in string models (4.2). We present our conclusions and outlook in section 5.

Concerning the notation, we always use the (−, +, +, +) convention for the metric signature. The Planck mass \( m_p \) is defined in terms of the Newton constant \( G \)

\[
m_p = \sqrt{\frac{\hbar c}{G}} \approx 1.2 \times 10^{19} \text{ GeV} \approx 2 \times 10^{-5} \text{ g},
\]

and we will always take \( \hbar = c = 1 \). The reduced Planck mass \( M_P \) is defined through the relation

\[
m_p^2 = 8\pi M_P^2.
\]

The Planck length is

\[
\ell_p = \sqrt{\frac{\hbar G}{c^3}} \approx 1.6 \times 10^{-33} \text{ cm}.
\]

The solar mass is

\[
M_\odot \approx 2 \times 10^{33} \text{ g} \approx 10^{57} \text{ GeV}.
\]

We also report the value of one parsec

\[
1 \text{ pc} = 3 \times 10^{16} \text{ m},
\]

and some conversion rules

\[
1 \text{ GeV} \approx 1.8 \times 10^{-24} \text{ g} \approx 5 \times 10^{13} \text{ cm}^{-1} \approx 1.5 \times 10^{24} \text{ Hz}.
\]

2 Compact objects in field theory

In this section we briefly review different types of compact objects which have been discussed in field theory and we classify them according to the mechanism that makes them
stable against small perturbations. The first obvious example that we review is that of fermion stars in which gravitational attraction is compensated by the fermion pressure coming from Pauli’s principle, as in neutron stars. We then start the discussion of bosonic compact objects from non-topological solitons called $Q$-balls \cite{21, 23}, that exist for a complex scalar field with a global\footnote{See \cite{24–26} for gauged Q-balls.} U(1) symmetry. The real counterpart of Q-balls corresponds to pseudo-solitonic objects called oscillons \cite{27} that we already studied in the string theory context in \cite{28}. In both Q-balls and oscillons the repulsive gradient pressure is balanced by an attractive self-interaction. Moreover, the global U(1) symmetry makes Q-balls composed of $\Phi$ particles absolutely stable, i.e. they cannot decay into free $\Phi$ particles (although they can decay via couplings to other fields, see e.g. \cite{29}). The absence of an analogous symmetry that stabilizes the localized configuration (see however \cite{30}) makes oscillons long-lived but eventually they have to classically decay \cite{31, 32}, radiating scalar waves to infinity.\footnote{See \cite{33} for an analysis of quantum effects.} Q-balls and oscillons have a rich phenomenology in terms of GW production \cite{28, 34–36}, baryogenesis \cite{37–40}, dark matter \cite{41, 42}. While Q-balls and oscillons can exist in the regime in which gravity is negligible, for other classes of compact objects gravity is the force that stabilizes the repulsive gradient pressure, while self-interactions can be absent. This is the case of boson stars \cite{18, 19}, arising from a single complex scalar field, and of oscillatons \cite{43}, in the case of a real scalar field. To make a comparison with fermion stars the balance between gravity and gradients pressure in these objects can be thought as a consequence of Heisenberg’s uncertainty principle. Analogously to Q-balls, boson stars can be absolutely stable in the presence of a global U(1) symmetry, while oscillatons can be long-lived but they eventually have to decay like oscillons. One particularly interesting example of oscillatons is represented by axions stars \cite{44, 45}, that can arise in different contexts. Occasionally we will collectively refer to all the star-like solutions described here as ‘boson stars’, contrary to what is usually done in the literature, where the name boson stars refers specifically to the complex scalar field case.

Finally, axion-like particles provide an additional type of compact object, which is unrelated to the star-like or solitonic solutions mentioned so far. If the Peccei-Quinn (PQ) U(1) symmetry is broken after inflation (i.e. if the axion decay constant $f < H_{\text{inf}}$, where $H_{\text{inf}}$ is the Hubble parameter during inflation), the symmetry breaking mechanism generates large fluctuations in the axion field. In the case of the QCD axion ($m_{\text{QCD}} \simeq 10^{-5} \text{eV}$) it has been shown that these are so large that collapse before the start of matter domination (at $T \sim 0.75 \text{eV}$) giving rise to axion miniclusters \cite{44–47}. These objects would be much denser than the dark matter halos (even by a factor of $10^{10}$) but also quite rare, so that the probability of direct detection due to an encounter is very small. The typical size for QCD axion miniclusters is roughly $R_{\text{minicl}} \simeq 10^{13} \text{cm} \sim 1 \text{UA}$, while their typical mass would be $M_{\text{minicl}} \simeq 10^{-11} M_{\odot}$.

### 2.1 Fermion stars

Standard white dwarfs or neutron stars are understood in terms of a gas of fermions for which their degeneracy compensates for the gravitational attraction. Following the
argument of Landau for neutron stars [12] for $N$ free fermions of mass $m_f$, the total energy in a sphere of radius $R$ takes the form

$$E(R) = -\frac{GMm_f}{R} + \left(\frac{9\pi}{4}\right)^{1/3} N^{1/3} \frac{1}{R}, \quad (2.1)$$

where the first term describes the attractive gravitational potential and the second one is the (relativistic) kinetic energy of the fermion on the surface of the star. Here $M = Nm_f$ is the total mass of the star. We have used the relativistic limit in which the kinetic energy is roughly $k_f m_f$ for a relativistic fermion of momentum $k_f$. $k_f$ is determined by its relation to the number density in Fermi statistics: $N/\left(\frac{4}{3}\pi R^3\right) = k_f^3/(3\pi^2)$. If the second term of the equation above dominates the star expands until the fermion density is so small that the kinetic energy term becomes of order $m_f$ and the gravitational interaction stabilises it.

A rough estimate of the maximum mass and minimum radius of the star can be made by noticing that both energies are of the same order ($E(R) = 0$) for a maximum value of $N = N_{\text{max}}$ giving a total mass:

$$M_{\text{max}} \sim \frac{M_\odot^5}{m_f^3}, \quad (2.2)$$

which gives the standard Chandrasekhar limit. The corresponding minimum radius can be estimated by taking $k_f \sim m_f$:

$$R_{\text{min}} \sim \frac{M_\odot}{m_f^2}. \quad (2.3)$$

For a neutron with mass $m_N \sim 1$ GeV these expressions give the standard results of $M_{\text{max}} \sim M_\odot$ and $R_{\text{min}} \sim 2$ Km.

### 2.2 Boson stars

Boson stars are solitonic-like solutions of the coupled Einstein-Klein-Gordon equations. The simplest case corresponds to a massive complex scalar $\Phi$ of mass $m$. The action is of the type:

$$S = \int \sqrt{-g} \left(\frac{M_P^2}{2} R - g^{\mu\nu}\partial_\mu \Phi \partial_\nu \Phi - V(|\Phi|)\right), \quad (2.4)$$

with $V = m^2|\Phi|^2$. A boson star would correspond to a spherically symmetric configuration with metric:

$$ds^2 = -A(r)^2 dt^2 + B(r)^2 dr^2 + r^2 \left(d\theta^2 + \sin^2 \theta d\phi^2\right). \quad (2.5)$$

A static spherically symmetric configuration for the scalar field would not give solitonic solutions due to Derrick’s theorem. However, a stationary spherically symmetric scalar field of the form

$$\Phi(r, t) = \Phi_R(r) e^{i\omega t} \quad (2.6)$$

allows for a solution of the Einstein-Klein-Gordon equations from eq. (2.4) with a static metric as above (time translations in $\Phi$ are compensated by a global U(1) transformation $\Phi \to e^{i\alpha} \Phi$).
Contrary to fermion stars the gravitational attraction is compensated by the Heisenberg principle to prevent collapse. Naively this implies that \( \Delta x \Delta p \geq \hbar \) with \( \Delta x = R \) and \( \Delta p = mc \) for a boson of mass \( m \) then the minimal radius is

\[
R_{\text{min}} \sim \frac{1}{m}.
\]  

(2.7)

From this we can obtain the maximal mass by setting the radius to the Schwarzschild radius \( R = R_S = 2GM \)

\[
M_{\text{max}} \sim \frac{M_P^2}{m}.
\]  

(2.8)

Comparing with fermion stars, fermionic stars are much heavier and larger than boson stars for fermions and bosons of the same mass. For instance, for a boson with a mass of a neutron \( m \sim 1 \text{ GeV} \) the corresponding star radius is of order \( R_{\text{min}} \sim 10^{-15} \text{ cm} \) and mass \( M_{\text{max}} \sim 10^{36} \text{ GeV} \sim 10^{-21} \text{ M}_\odot \). To highlight that these objects are typically much lighter than \( M_\odot \), they are usually called "mini-boson stars" [18, 19]. However, if interactions are relevant this naive estimate can be modified [20]. For instance for a scalar field with quartic couplings

\[
V(|\Phi|^2) = \frac{1}{2} m^2 |\Phi|^2 - \frac{g}{4!} |\Phi|^4,
\]  

(2.9)

the mass of the star becomes:

\[
M \sim \tilde{g}^{1/2} \frac{M_P^2}{m} \sim \frac{M_P^3}{m^2},
\]  

(2.10)

with \( \tilde{g} = \frac{gM_P^2}{m^2} \) the dimensionless quartic coupling. In this case the boson star mass takes the same form as the Chandrasekhar limit for fermion stars if \( g \sim 1 \), therefore allowing for macroscopic stars for scalar masses in the GeV range.

### 2.3 Oscillatons

The pattern of bosonic compact objects may be substantially expanded by considering real scalar fields that we denote by \( \varphi \) [43]. As it is not possible to find a background field ansatz that makes the metric time-independent [48–50], the \( t-t \) and \( r-r \) components of the metric in eq. (2.5) become time-dependent. An equilibrium configuration of the star can be found by expanding the background field \( \varphi(r, t) \) as well as the metric functions \( A(r, t) \) and \( B(r, t) \) in Fourier series. The corresponding solutions, called oscillatons, have been found numerically and studied in different contexts [48, 49, 51, 52]. The solutions depend crucially on the amplitude of the background field oscillations \( \varphi_{\text{core}} \equiv \max\{\varphi(0, t)\} \). In this section we briefly describe the known results already contained in the literature and how they need to be modified to be extended to the case of string potentials.

We denote by \( \Lambda \) the typical field range of the canonically normalized field in the potential under study. As an example, for an axion potential the scale \( \Lambda \) would typically be \( \Lambda = 2\pi f \), where \( f \) is the axion decay constant. Along with the mass of the particle, the scale \( \Lambda \) plays a crucial role as it determines the maximum energy that can be stored in a
scalar field $\rho_{\text{max}} \sim m^2 \lambda^2$. As we will see more in detail in section 3.2, the scale $\lambda$ sets the natural scale for the mass of a star composed by mass $m$ scalar particles

$$M/\tilde{M} \simeq \lambda^2/m, \quad (2.11)$$

where the dimensionless parameter $\tilde{M}$ has to be computed numerically and can span a few orders of magnitude. At the same time, the natural scale for the radius of the star is set by the scalar mass $m$

$$R/\tilde{R} \simeq 1/m, \quad (2.12)$$

where again the dimensionless parameter $\tilde{R}$ has to be computed numerically and can span a few orders of magnitude. The density of the star is encoded in the compactness parameter

$$C = \frac{M}{R} = \frac{\tilde{M}}{\tilde{R}} \lambda^2, \quad (2.13)$$

where $\tilde{C} \equiv \tilde{M}/\tilde{R}$ is the dimensionless compactness. It follows that the overall densest objects are typically those with $\Lambda = M_P$: for a fixed value of $\tilde{C}$ the compactness is suppressed by a factor of $(\Lambda/M_P)^2$. Given a fixed value of the scale $\Lambda$, stars with larger core amplitude are denser, as we will show explicitly in section 3.2. We then distinguish two regimes depending on the ratio between the $\varphi_{\text{core}}$ and $\Lambda$ [49, 54]:

1. **Dilute regime:** $\varphi_{\text{core}} \ll \Lambda$.
   
   In this regime self-interactions of the form $(\lambda_n/n!) \varphi^n$ (with $n \geq 3$) of the field are negligible. The system can be studied in the weak gravity approximation, in which case the metric components can be assumed to be static and can be expanded as $A^2(r) \sim 1 + 2\phi(r)$ and $B^2(r) \sim 1 - 2\phi(r)$ where $\phi(r)$ is the Newtonian potential [49, 54]. The equations of motion are then the Klein-Gordon equation for a massive real scalar field in the weak gravity regime coupled to the Poisson equation for $\phi(r)$. Equivalently, taking the field theory approach in the non-relativistic approximation the system reduces to a Schrödinger equation coupled to the Poisson equation [52, 55]. In this limit the system of equations features a scale symmetry that makes the analysis particularly simple, see section 3.2.

2. **Dense regime:** $\varphi_{\text{core}} \sim \Lambda$.
   
   In this regime the self-interaction terms - if present - are important. The dense regime of the free massive case is fairly well understood: if $\Lambda = M_P$ it features both a stable and an unstable branch [49]. The oscillaton mass depends on the core amplitude and the maximum mass of a stable oscillaton in the free massive field case is

$$M_{\text{max}} \simeq 0.607 \frac{m_p^2}{m} \simeq 15.26 \frac{M_P^2}{m}, \quad (2.14)$$

where $m$ is the mass of the real scalar field. This maximum value of the star mass corresponds to a core amplitude $\varphi_{\text{core}}^{\text{max}}/M_P \sim 0.48$. Oscillatons with core amplitude

$^{4}$For instance the compactness of a black hole with Schwarzschild radius $R_S = 2GM$ is $C_{\text{BH}} = 4\pi$. Notice that in $m_p$ units it would be $C_{\text{BH}} = \frac{1}{2}$ [53].
smaller than $r_{\text{core}}^{\text{max}}$ belong to the stable branch while those with larger core amplitude belong to the unstable branch. Oscillaton configurations perturbed around the unstable branch can either collapse to black holes or radiate energy and migrate back to the stable branch, depending on the perturbation. If self-interaction terms are present and $\Lambda = M_P$ the numerics become extremely more involved and the study of a generic interacting potential is currently missing. Equilibrium configurations in the case of a repulsive quartic interaction has been studied in [50, 56] for moderately large values of the dimensionless coupling $\tilde{g} = \frac{gM^2_P}{m^2}$ in the range $\tilde{g} \sim 1-4$. In this case the expected maximum oscillaton mass is enhanced but to numerically check the behaviour in eq. (4.30) it would be necessary to probe the region of parameter space $\tilde{g} \gg 1$. Finally, dense solutions with $\Lambda \ll M_P$ correspond to the regime in which gravity is negligible. In this case compact objects corresponding to oscillons can be formed in the presence of attractive self-interactions. As an example, oscillons formed in blow-up potentials studied in [28] belong to this case. In particular we stress that it is self-consistent to neglect gravity in that case.

Oscillatons include the important case in which the real scalar is an axion-like particle giving rise to axion stars (see [54] and references therein for the state of the art). The Lagrangian is

$$\mathcal{L} = -\frac{1}{2} \partial^\mu \varphi \partial_\mu \varphi - \mu^4 \left( 1 - \cos \left( \frac{\varphi}{f} \right) \right), \quad (2.15)$$

where $\mu$ is an energy scale generated by non-perturbative effects that break the original PQ shift-symmetry. If the leading interaction term is an attractive quartic term (e.g. $V_{\text{interaction}} = - (g/4!) \varphi^4$) as for axion-like particles there is an additional regime for which $\frac{f}{8\pi M_P} \lesssim \frac{\varphi}{f} \lesssim 1$, called the critical regime [54]. In the critical regime the amplitude of the background field is still small but large enough such that the leading order self-interaction is stronger than gravity and balance the kinetic pressure from the uncertainty principle. Configurations in the critical regime are unstable against small perturbations: they either disperse or collapse to denser objects [57–59]. The critical regime exists only if the quartic order self-interaction is attractive: in the repulsive case there is a single branch with $\varphi_{\text{core}}/\Lambda < 1$ that is always stable [60]. The dense regime of axion stars has first been studied in the Thomas-Fermi approximation that resulted to be not well justified [61]. Recently, the it has been properly studied in full GR [58]: it turns out that axion stars have a different evolution depending on their mass and on the axion decay constant: they can be (meta-)stable, collapse to black holes or disperse. One particularly interesting application of axion stars appears for an ultralight axion-like particle (ULA) with mass $m_{\text{ULA}} \sim 1-10 \times 10^{-22} \text{eV}$, which constitutes a good dark matter candidate called fuzzy dark matter [62] or ultralight dark matter (ULDM). Interestingly, ULDM could address several issues arising in the cold dark matter case [63], even though $m \lesssim 1-2 \times 10^{-21} \text{eV}$ are in tension with observations of the Lyman-$\alpha$ forest [64]. In particular, numerical simulations show that in the presence of ULDM solitonic cores of $\mathcal{O}$ (kpc) size are formed in dark matter halos [65–67], potentially addressing the cusp-core problem of cold dark matter [68]. Such cores could also give rise to specific signatures [63].
Notice that, as for axion stars, in the case of string potentials (typically given by the sum of exponentials) the scale $\Lambda$ implies that for a core amplitude $\varphi_{\text{core}} \sim \Lambda$ all the interaction terms have to be included in the analysis. We have already studied the dense regime for blow-up potentials ($\Lambda \ll M_P$) in [28]: in this paper we focus on the dilute regime for moduli potentials (both with $\Lambda \sim M_P$ and with $\Lambda \ll M_P$), and we will report the analysis of the dense regime for $\Lambda \sim M_P$ moduli potentials (via a full GR simulation as in [58]) in a forthcoming publication.

2.4 Q-balls

Q-balls are particular cases of non-topological solitons which have been originally proposed in [21]. Let us consider a four-dimensional complex scalar field $\Phi$ with Lagrangian symmetric under a global $U(1)$:

$$S = \int d^4x \left( \frac{1}{2} \partial_{\mu} \Phi \partial^{\mu} \Phi^* - V(|\Phi|) \right).$$

(2.16)

The $U(1)$ Noether current and charge are:

$$J_\mu = \frac{1}{2i} (\Phi^* \partial_\mu \Phi - \Phi \partial_\mu \Phi^*) , \quad Q = \int d^3x J^0 = \frac{1}{2i} \int d^3x (\Phi^* \dot{\Phi} - \text{h.c.}).$$

(2.17)

Assuming that $\Phi = 0$ at the minimum of the scalar potential, it provides a $Q = 0$ vacuum state. Configurations with charge $Q \neq 0$ can be obtained by minimising the total energy subject to a constant $Q$ constraint. That is we need to extremise the quantity:

$$E_\omega = \int d^3x \left( \frac{1}{2} |\dot{\Phi}|^2 + \frac{1}{2} |\nabla \Phi|^2 + V(|\Phi|) \right) + \omega \left( Q - \frac{1}{2i} \int d^3x (\Phi^* \dot{\Phi} - \text{h.c.}) \right),$$

(2.18)

where $\omega$ denotes a Lagrange multiplier. This expression can be rewritten as

$$E_\omega = \int d^3x \left( \frac{1}{2} |\dot{\Phi} - i \omega \Phi|^2 + \frac{1}{2} |\nabla \Phi|^2 + \dot{V}(|\Phi|) \right) + \omega Q,$$

(2.19)

where

$$\dot{V}_{\omega}(|\Phi|) = V(|\Phi|) - \frac{1}{2} \omega^2 |\Phi|^2.$$

(2.20)

The kinetic term vanishes for:

$$\Phi(x,t) = \Phi_R(x)e^{i\omega t},$$

(2.21)

which for real $\Phi_R(x)$ provides a stationary configuration with time-independent but non-vanishing energy and charge.

The task of extremising with respect to $\Phi_R$ is the same as finding the tunneling solution for a 3-dimensional Euclidean action with potential $\dot{V}(\Phi_R)$. To simplify this task Coleman [21] assumed large $Q$ or the thin wall approximation such that the field $\Phi_R$ has a value $\Phi_0$ (to be determined by minimising the energy) inside a region of volume $\text{Vol}$ and $\Phi_R = 0$ (the true vacuum) outside. In this approximation gradients are neglected and extremising $E_\omega$ with respect to $\omega$ gives $\omega_0 = Q/(\Phi_0^2 \text{Vol})$ and substituting into $E_\omega$ implies:

$$E_{\omega_0} = V(\Phi_0) \text{Vol} + \frac{Q^2}{2\Phi_0^2 \text{Vol}}.$$

(2.22)
Extremising now with respect to the volume $V_0$ leads to $V_0 = Q/\sqrt{2\Phi_0^2}$ and:

$$E = Q\sqrt{\frac{2V(\Phi_0)}{\Phi_0^2}}.$$  \hfill (2.23)

Therefore the value of $\Phi_0$ can be obtained by extremising the quantity: $V/\Phi_R^2$. This coincides with the minimum of $V$ (and therefore solves the equations of motion) for the value of $\omega = \omega_0 = \sqrt{2V/\Phi_0^2}$ as it can be easily verified. Notice that for this value of $\omega_0$ the value of $V$ vanishes at the minimum $\Phi_R = \Phi_0$ and so the new minimum is degenerate with the one at $\Phi_R = 0$ which remains a minimum of $V$ as long as $\omega^2 < \mu^2 = V''(0)$.

We then have that a charge $Q$ configuration with constant energy localised in a finite volume (the Q-ball) exists as long as there is a non zero minimum of the quantity $V/|\Phi|^2$. Since the energy per unit charge is less than the mass of a single charged particle ($\omega^2 < m^2$), the Q-ball is stable against decay to a gas of individual particles.

Beyond the thin-wall approximation, a proper solution with non-vanishing gradient terms solving the field equation for $\Phi_R$

$$\Phi''_R + \frac{2}{r}\Phi'_R + \partial_r V = 0$$  \hfill (2.24)

can be found numerically but inferred by standard tunneling solution techniques working with the analogy of a particle in the inverted Euclidean potential. Several examples including the thick wall case have also been found in the literature \[69\].

### 3 Compact objects from strings

Let us start with the fermion stars. In string compactifications there are several classes of low energy fermions of mass $m$ that could be dark matter candidates and then can be the basis for exotic compact objects of maximum mass beyond which they can collapse to a black hole $M \sim M_P^3/m^2$ and minimum radius $R \sim M_P/m^2$. From the model independent closed string sector, the gravitino has a mass $m_{3/2} = M_P W_0/\mathcal{V}$ which can be in the mass range from TeV to $10^{-2} M_P$ and therefore a gravitino star of mass $M \sim \mathcal{V}^2 M_P/W_0^2$ and radius $R \sim \mathcal{V}^2/(M_P W_0^2)$. Modulini, the fermionic partners of moduli fields, also have a mass $m \sim m_{3/2}$ leading to similar compact objects. In summary for TeV fermions coupled only gravitationally the corresponding stars would have maximum masses of order $M \sim 10^{18} \text{GeV} \sim 10^{-9} M_\odot$ and radius $R \sim 10^{-3} \text{cm}$. In general for the Large Volume Scenario (LVS) \[70, 71\], in the range $10^3 \leq \mathcal{V} \leq 10^9$ for which the effective field theory is valid and the cosmological moduli problem is not present, we may have fermion stars with maximal mass and minimum radii in the range

$$1 \text{ g} \lesssim M \lesssim 10^{15} \text{ g}, \quad 10^{-27} \text{ cm} \lesssim R \lesssim 10^{-15} \text{ cm}.$$  \hfill (3.1)

We then may have objects of the size of an atomic nucleus and as heavy as Mount Everest. There may be a more diverse variety of candidates from open strings. First potential dark matter candidates from the visible sector corresponding to axinos and neutralinos they
tend to have masses either of order \(m_{3/2}\) or, if they are sequestered in LVS, they can be as light as \(m \sim M_P/\sqrt{2}\) [72] and therefore their corresponding stars of mass and radius \(M \sim M_P \ell_P^4, R \sim \ell_P^4\ell_P\). This could lead to compact objects as massive as \(M \sim 10^{-2} M_\odot\) and radii \(R \sim 10\) m for \(\mathcal{V} \sim 10^9\) in string units.

We now turn to the realisation of exotic bosonic compact objects in string theory. String theory features many gravitationally coupled scalar fields called moduli. A generic feature of string compactifications is also the presence of several axionic fields that appear both as phases of open string moduli and as imaginary parts of closed string moduli. In particular, concerning the closed string sector, we are particularly interested in the two-field system composed by a modulus \(\tau\) and the corresponding axion \(\theta\), whose physics is captured by the following action

\[
S = \int d^4x \mathcal{L} = \int d^4x \left[ -f(\tau) \frac{\partial_\mu \partial^\mu \tau}{2} + \partial_\mu \theta \partial^\mu \theta \right] - V(\tau, \theta),
\]

where the two fields can be identified as the real and imaginary parts of a complex modulus \(T = \tau + i\theta\) and \(f(\tau) = K_T\bar{T}\) is the second derivative of the Kähler potential \(K \equiv K(T + \bar{T})\). Axions can obtain a potential and mass from non-perturbative effects that break the PQ shift-symmetry or can be absorbed by gauge fields in a St"uckelberg mechanism. In the case of closed string moduli we can organise the scenarios as follows depending on how the PQ shift-symmetry is broken:

1. The first case is for the complex moduli to appear directly in the superpotential \(W(\Phi)\) where \(W\) can come from tree-level effects such as fluxes in Type IIB strings for complex structure moduli or from non-perturbative effects like the blow-up Kähler moduli (or the overall volume in KKLT). In this case both scalar and pseudoscalar (axionic) components of the superfield receive a potential and masses of the same order. The effective potential has no conserved current but the fields oscillating around their minima can give rise to boson stars.

2. The second case corresponds to the scenario in which the superpotential does not depend on the modulus field. Therefore the scalar component receives a potential from perturbative effects and the pseudoscalar \(\theta\) remains flat. In this case, there is a remaining global shift-symmetry corresponding to the standard PQ shift-symmetry for the axion component \(\theta \to \theta + c\), which is broken non-perturbatively, similar to the situation for the QCD axion. This scenario appears naturally for all Kähler moduli for which a non-perturbative superpotential is hierarchically smaller than perturbative contributions to the potential. Examples are the overall volume and fibre moduli in the LVS [73], for which the non-perturbative superpotential either does not exist or is exponentially suppressed compared to perturbative contributions arising from the Kähler potential. At the level of the perturbative contributions the axions are essentially flat directions.

3. While axions remain flat if the corresponding real field is stabilized perturbatively, they can receive a small mass by non-perturbative effects. The third case corresponds
to the study of the lightest axion after integrating all heavier moduli and axions out. This is a simple axion system such as in eq. (2.15) with the stringy input provided by the expressions of the coefficients in the scalar potential in terms of the integrated string moduli. This is the only case suitable to discuss ultra-light axions in string compactifications since otherwise the mass of the real component of the superfield would be of the same order (as in the first case) and would be ruled out by fifth force constraints.

In general, many compact object configurations can be obtained classically from moduli. However, when including the decay of moduli fields, the lifetime of such objects is limited. As a back of the envelope calculation indicates, such a star can be stable until today if the modulus mass is

\[ m \lesssim 10^{-2} \text{GeV}, \]  

where we assumed a gravitational decay rate \( \Gamma \sim m^3/M_P^2 \). As axions are phenomenologically allowed to satisfy the bound in eq. (3.3), compact axionic objects can in principle be still present in our Universe. Nevertheless, star-like objects could have been relevant in the early Universe. The observational consequences are highly model dependent, at first hand, and the estimate of, for instance, a stochastic GW background will be heavily dependent on the assumptions of the Early Universe history. We discuss this further later in section 4. Here we discuss several examples which realise the field theory configurations from the previous section. We start with the discussion of axion stars (section 3.1) and continue with moduli stars appearing from real scalar fields (section 3.2). These are two examples of oscillaton solutions realized in string theory models and can be obtained from the action in eq. (3.2) in the regimes in which one of the field can be neglected. In particular, axion stars can be easily obtained in the third case described above, after the heavy moduli have been integrated out. Moduli stars on the other hand can be obtained by choosing a specific initial condition that fixes the axion into the origin.\(^5\) We then present a realisation of Q-balls using open string fields (section 3.3) and finally an attempt to extend the concept of Q-balls to the two-field system of the second case described above (section 3.4).

### 3.1 Axionic compact objects

Axion-like particles are a widely studied topic and well-motivated both from the bottom-up perspective and from the top-down approach. In fact, they are a key ingredient of the PQ mechanism to solve the strong CP problem of QCD [74–76] and their existence is a generic prediction of string theory [77–79]. Despite most of the literature emphasise the QCD axion case, many other options for the axion couplings and mass have been considered. The QCD axion could be obtained in string theory compactification mainly as the phase of open string moduli [80] as getting the axion mass in the right ballpark from closed string axions is non-trivial. In this case miniclusters can be formed as in the field theory scenario if the PQ U(1) symmetry is broken after inflation.

---

\(^5\)Let us however mention that even an initial displacement in the axionic direction would not change dramatically the results in the subsequent sections, as the equations decouple almost completely in the small amplitude (dilute) regime considered in this paper.
We focus on closed moduli axions in the following, restricting to the third case listed at the beginning of section 3. The LVS provides a concrete and consistent example of a ULDM. The volume axion of the LVS is in fact naturally very light, being its mass suppressed by a factor $e^{-V^{2/3}}$. Hence, it is possible to consistently integrate out all the heavy fields and to be just left with the light volume axion.

To be concrete, let us consider the simplest setup including just two Kähler moduli $T_b = \tau_b + i\theta_b$ and $T_s = \tau_s + i\theta_s$. The EFT model can be described in terms of a Kähler potential $K$ and a superpotential $W$:

$$K = -2 \log \left( \mathcal{V} + \frac{\xi}{2} \right), \quad W = W_0 + A_s e^{-a_s T_s} + A_b e^{-a_b T_b}, \quad (3.4)$$

where $\xi = \xi(s)^{3/2}$ ($s$ is the dilaton field) and $A_b, A_s$ are $O(1)$ coefficients that depend on the details of the compactification.

The potential arising from such EFT is well-known [70, 71]:

$$V = \frac{g_s}{8 \pi} \left\{ \frac{8}{3} (a_s A_s)^2 \sqrt{\tau_s e^{-2a_s \tau_s}} \mathcal{V} - 4 a_s A_s W_0 \mathcal{V} + \frac{3\xi W_0^2}{4 g_s^{3/2} \mathcal{V}^2} \right\} + \delta V_{dS}, \quad (3.5)$$

where $\delta V_{dS}$ is an additional contribution needed to achieve a de Sitter vacuum and we have implicitly set $\theta_s = \pi$. The terms containing $\theta_b$ are usually omitted since they are very suppressed. The leading contribution that includes $\theta_b$ takes the form

$$V(\theta_b) \supset \frac{g_s}{2\pi} a_b A_b e^{-a_b \tau_b} \frac{\tau_b^2}{\tau_b} \cos(a_b \tau_b \theta_b). \quad (3.6)$$

Therefore we have a realisation of the simple single-field axion Lagrangian in eq. (2.15) and the mass of the axion is then

$$m_{\theta_b} = \sqrt{\frac{g_s A_b \theta_b^3}{2\pi}} e^{-a_b \tau_b}. \quad (3.7)$$

The effective field theory is valid for volumes of order $\mathcal{V} \gtrsim 10^3$ ($\tau_b \gtrsim 10^2$) which implies that approximately $m_{\theta_b} \lesssim 10^{-22}$ eV (by taking e.g. $A_b = 1$, $g_s = 0.1$ and $10^{-1} \lesssim a_b \lesssim 1$) and therefore $\theta_b$ is a good candidate to be ULDM, although lighter and less constrained.

---

6The volume axion has a rich phenomenology, as it can act as dark radiation [81–83].

7Notice that even though it is relatively easy to get axion masses in the ULA range from non-perturbative effects in string theory, as discussed for instance in [63], generically, the closed string moduli $\tau$ will receive a mass of the same order as the corresponding axion (since the superpotential is holomorphic) which would violate fifth force bounds. Therefore a different mechanism is required to give a larger mass to $\tau$. Since, unlike $\tau$, the axion mass is protected by the corresponding PQ shift-symmetry which is valid to all orders in perturbation theory, perturbative effects can be the dominant source for the $\tau$ mass whereas non-perturbative effects give mass to the axion. This is precisely what happens in the LVS for $\tau$ the overall volume or a fibre modulus (but not for blow-up modes), allowing the possibility to integrate $\tau$ out and consider only the effective field theory for the axion field.

8We assume that the term $\delta V_{dS}$ in the potential uplifts the minimum of the full potential to the current value of the cosmological constant.
masses are also possible. In the case $\tau_b \simeq 10^3$, the volume of the compact dimensions is $V \simeq 3 \times 10^4$. This value of the volume implies a high scale of supersymmetry breaking, with a gravitino mass of order $m_{3/2} \simeq 3 \times 10^{13}$ GeV.

It is interesting to ask whether it is possible to get the analogue of axion miniclusters with this ULA. As we mentioned in section 2 the formation of miniclusters needs large fluctuations as initial conditions, that grow and collapse during radiation domination (or immediately after the start of matter domination). The first obstruction to this is the fact that there is actually no $U(1)$ symmetry linearly realized in the four-dimensional effective field theory that describes the two-field system composed by the modulus and the corresponding axion. In fact, the shift-symmetry of the volume axion is inherited from the higher dimensional gauge symmetry of the $C_4$ form, rather than coming from a $U(1)$ symmetry. Hence the large initial fluctuations needed for the formation of miniclusters cannot be obtained from PQ $U(1)$ symmetry breaking after inflation as in the QCD axion case. The large initial fluctuations could be generated by a first order phase transition, as suggested in [84]. However this mechanism does not work for ULAs, since the energy scale $\mu$ of non-perturbative effects that give mass to the axion would be required to be $\mu < \text{MeV}$, which is highly constrained from bounds on the number of relativistic degrees of freedom during BBN [84, 85].

### 3.2 Moduli stars

In this section we will show that the same solutions already obtained in [19, 48, 49, 51, 52, 54] imply that string moduli potentials support star-like solutions in the dilute regime. We will explore the properties and possible phenomenological features of these objects. The actual formation of such objects is partially discussed in section 4. As briefly discussed in section 2.3, the task of finding equilibrium solutions in the dense regime is extremely involved from the numerical point of view, in the case of generic potentials. We leave the numerical analysis of the dense regime including gravity for the future.

In the single field case we can canonically normalize the field, so that the action is simply given by

$$S = \int d^4x \sqrt{-g} \left[ -\frac{g^{\mu\nu}}{2} \partial_\mu \varphi \partial_\nu \varphi - V(\varphi) \right].$$

We consider a toy model potential that mimics the moduli potential expanded around the minimum in $\varphi = 0$. For the analysis of the dilute regime an expansion up to fourth order is sufficient:

$$V(\varphi) = \frac{m^2}{2} \varphi^2 + \frac{\lambda}{3!} \varphi^3 + \frac{g}{4!} \varphi^4.$$

The stringy examples studied below have distinctive properties, first we always observe $\lambda < 0$ and $g > 0$. This makes these models different from the axionic cases for which $\lambda = 0$, $g < 0$. Second, the expansion in $\varphi$ is such that the scale of all couplings is of similar order and therefore the couplings are not strong enough to change substantially the expression for the mass $M \sim M_P^3/m$ typical for mini-boson stars to $M \sim M_P^3/m^2$. The main reason for this is that there is only one mass scale in the expansion of a potential in $\varphi$.
string compactifications and once this scale is factorised the dimensionless coefficients are naturally of $O(1)$. This argument is similar to the argument against realising Starobinsky inflation from string moduli (see for instance the appendix of [86]).

In order to study moduli stars we first assume a single harmonic, spherically symmetric ansatz for the background field of the form

$$\varphi(r,t) = \varphi_0(r) \cos(\omega t),$$

where $\omega = m (1 + \epsilon)$ ($\epsilon < 0$) and $|\epsilon| \ll 1$. We neglect the expansion of the Universe (i.e. we assume that $m \gg H$) and we include weak gravity effects, encoded in the Newtonian potential $\phi \ll 1$ ($O(\phi) \sim O(\epsilon)$) appearing in the metric

$$ds^2 = -(1 + 2\phi)dt^2 + (1 - 2\phi)dr^2 + r^2d\Omega^2,$$

where $d\Omega^2$ is the differential solid angle and $\phi$ satisfies the Poisson equation. It is useful to rewrite all the equations in terms of dimensionless variables: we rescale the coordinates $(t,x^i)$, the field $\varphi$ and the energy density $\rho$ as follows

$$\tilde{t} = mt, \quad \tilde{x}^i = mx^i, \quad \tilde{\varphi} = \frac{\varphi}{\Lambda}, \quad \tilde{\rho} = \frac{\rho}{m^2\Lambda^2}, \quad \tilde{\omega} = 1 + \epsilon,$$

where the scale $\Lambda$ is defined as in section 2.3. In the limit $g \to 0$, neglecting the gradient energy\(^{10}\) and taking $\Lambda = M_P$ for the moment,\(^{11}\) the physical system is described by the following equations

$$\tilde{\varphi}''(\tilde{r}) + \frac{2}{\tilde{r}}\tilde{\varphi}'(\tilde{r}) = 2(\tilde{\phi}(\tilde{r}) - \epsilon)\tilde{\varphi}_0(\tilde{r}),$$

$$\tilde{\phi}''(\tilde{r}) + \frac{2}{\tilde{r}}\tilde{\phi}'(\tilde{r}) = \frac{\tilde{\varphi}_0^2(\tilde{r})}{4},$$

where all the derivatives are taken with respect to the rescaled variables. In the limit of vanishing interactions the solutions of this system obey a scaling relation [19]

$$\left(\tilde{r}, \tilde{\varphi}, \tilde{\phi}, \epsilon\right) \rightarrow \left(\tilde{r}/\zeta, \zeta^2\tilde{\varphi}, \zeta^2\tilde{\phi}, \zeta^2\epsilon\right).$$

This can be used to find all solutions in the dilute regime. In particular, small amplitude solutions can be obtained from generic solutions by rescaling with $\zeta \ll 1$. The boundary conditions follow from requiring asymptotic flatness and a regular solution at $\tilde{r} = 0$

$$\tilde{\varphi}(0) = \tilde{\varphi}_{\text{core}}, \quad \tilde{\varphi}'(0) = 0, \quad \tilde{\varphi}(\infty) = 0,$$

$$\tilde{\phi}'(0) = 0, \quad \tilde{\phi}(\infty) = 0.$$\(^{12}\)

In practice, in the dilute regime one can use the scaling in eq. (3.15) to fix $\tilde{\varphi}_{\text{core}} = 1$ and then vary $\tilde{\phi}(0)$ and $\epsilon$ until the correct boundary conditions at $\tilde{r} \gg 1$ is found via a shooting method.

\(^{10}\)We approximate here the total energy as $\tilde{\rho} = \tilde{\varphi}'^2/2 + \tilde{\phi}^2/2 \approx \tilde{\varphi}_0^2/2$ which along with the Poisson equation implies that $\tilde{\phi}$ can be taken to be static in the dilute approximation.

\(^{11}\)In the limit of vanishing interactions, the $(\Lambda/M_P)^2$ term that would appear in the Poisson equation if $\Lambda \neq M_P$ could be reabsorbed through the rescaling of the field in eq. (3.12).
The solution to the system in eq.s (3.13), (3.14) can be written in integral form as [49, 52]

\[
\tilde{\phi}_0(r) = 1 + 2 \int_0^r dr' p' \left( 1 - \frac{r'}{r} \right) \left( \phi (r') - \epsilon \right) \tilde{\phi}_0(r'),
\]

\[
\phi(r) = \phi(0) + \int_0^r dr' r' \frac{\tilde{\phi}_0^2(r')}{4} - \frac{M(r)}{8\pi r},
\]

where we defined \( \tilde{M} \) of the star through the relations\(^ \text{12} \)

\[
M(r) = \left( \frac{\Lambda^2}{m^2} \right) \tilde{M}(\tilde{r}), \quad \tilde{M}(\tilde{r}) = 4\pi \int_0^{\tilde{r}} d\tilde{r}' \tilde{r}'^2 \rho(\tilde{r}').
\]

Notice that in the dilute regime, asymptotic flatness implies that at \( \tilde{r} \gg 1 \) the Newtonian potential scales as \( \tilde{\phi}(\tilde{r}) \sim -\tilde{M}/\tilde{r} \) and this condition fixes the value of \( \phi(0) \) in eq. (3.19). We will parametrize the solutions using both the dimensionless total mass \( \tilde{M} \) defined as in eq. (3.20) (with \( \tilde{r} \to \infty \)) and the radius of the star \( \tilde{R}_{90} \), defined as the radius that contains 90% of the total mass of the star. It is straightforward to check that the rescaling in eq. (3.12) acts on \( \tilde{M} \) and \( \tilde{R}_{90} \) as follows

\[
(\tilde{M}, \tilde{R}_{90}) \quad \rightarrow \quad (\zeta \tilde{M}, \zeta^{-1} \tilde{R}_{90}).
\]

In order to marginally take into account the first interaction terms in the potential in eq. (3.9) we rescale it and the total energy density

\[
\tilde{V} = \frac{\tilde{\phi}^2}{2} + \frac{\tilde{\phi}^3}{3!} + \frac{\tilde{\phi}^4}{4!}, \quad \tilde{\rho} = \frac{(\tilde{\phi})^2}{2} + \frac{(\tilde{\phi}')^2}{2} + \tilde{V},
\]

where we have redefined the dimensionless couplings

\[
\tilde{\lambda} = \frac{\lambda \Lambda}{m^2}, \quad \tilde{g} = \frac{g \Lambda^2}{m^2}.
\]

The equation of motion (dropping subleading terms) and the Poisson equation are

\[
\tilde{\phi}'' + \frac{2}{\tilde{r}} \tilde{\phi}' = \left( 2 \phi + 1 - \tilde{\omega}^2 \right) \tilde{\phi} + \frac{\tilde{\lambda}}{2} \tilde{\phi}^2 + \frac{\tilde{g}}{6} \tilde{\phi}^3,
\]

\[
\phi'' + \frac{2}{r} \phi' = \left( \frac{\Lambda}{M_P} \right)^2 \frac{\tilde{\rho}}{2}.
\]

Following [54], after using the ansatz in eq. (3.10) it is easier to solve the system by taking an average of the previous equations integrating over a period \( 2\pi/\tilde{\omega} \). Interestingly, the contribution coming from the cubic term of the potential in eq. (3.22) is averaged out: clearly this is a good approximation as long as the amplitude of the field amplitude is small \( \tilde{\phi}_0(\tilde{r}) \ll 1 \). Using \( \tilde{\omega}^2 \simeq 1 + 2\epsilon \) we get

\[
\tilde{\phi}_0'' + \frac{2}{\tilde{r}} \tilde{\phi}_0' = 2 (\phi - \epsilon) \tilde{\phi}_0 + \frac{\tilde{g}}{8} \tilde{\phi}_0^3 = 0,
\]

\[
\phi'' + \frac{2}{r} \phi' = \left( \frac{\Lambda}{M_P} \right)^2 \left[ \left( \frac{\tilde{\phi}_0'}{8} \right)^2 + \frac{1 + 2\epsilon}{4} \frac{\tilde{\phi}_0^2}{8} + \frac{3\tilde{g}}{16} \frac{\tilde{\phi}_0^4}{4!} \right].
\]

\(^ {12} \)We write the generic expression for the mass with \( \Lambda \neq M_P \) for future reference.
It is possible to understand the origin of the existence of these stable solutions by looking at the energy functional of this system, as suggested in \cite{54, 60}. After averaging, assuming the star has radius $R$ and using the rescalings in eq. (3.12), it takes the form

$$E = -\left(\frac{M}{M_P}\right)^2 \frac{1}{R} + \int d^3x \left[ -\frac{(\nabla \bar{\varphi}_0)^2}{2} + \frac{3\bar{g} \bar{\varphi}^4}{8 4!} \right] = \frac{\Lambda^2}{m} \left( -\frac{(\Lambda/M_P)^2}{\bar{M}^2} + \alpha \frac{\bar{M}}{4R^2} + 1 \frac{3\beta \bar{g} \bar{M}}{8 4! R^3} \right),$$

(3.28)

where $\alpha$ and $\beta$ are coefficients to be determined by matching the energy functional with the numerical solutions and we have used that $m^2 \bar{M}^2 \sim \Lambda^2$. It is possible to extremize the energy functional with respect to the radius $\bar{R}$. The solution of $\partial E/\partial \bar{R}$ is

$$\bar{R}_{\text{stable}} = \frac{1}{4(\Lambda/M_P)^2} \left[ \alpha \frac{\Lambda}{\bar{M}} + \sqrt{\frac{\alpha^2}{\bar{M}^2} + \frac{3\beta \bar{g}}{4} \left( \frac{\Lambda}{M_P} \right)^2} \right],$$

(3.29)

and it can be easily checked that it is always a minimum of $E$, hence a stable solution.\footnote{Stability in this section should be understood as stability against radial perturbations of the star. There is no physical law preventing the moduli composing the star from decaying gravitationally.}

The expression for $\bar{R}_{\text{stable}}$ is inversely proportional to the mass $\bar{R} \propto 1/\bar{M}$ for small values of the mass. In this regime the stability comes from the balance between the gradient energy (repulsive) and gravity (attractive). In the limit of large mass $\bar{M}$ the radius tends to a constant, which depends on the coupling constant $\bar{g}$

$$R_{\text{stable}} \to \frac{\sqrt{3\beta \bar{g}}}{8(\Lambda/M_P)}. \quad (3.30)$$

This limit is achieved in the regime in which the interaction terms are important, namely for a core amplitude $\bar{\varphi}_{\text{core}} \lesssim 1$. Since we will consider stringy potentials expanded around the minimum truncated at quartic order, we will never be able to explore this regime and trust the truncation at the same time: when the core amplitude is of order $\bar{\varphi}_{\text{core}} \lesssim 1$ all the higher order interactions should be included.

### 3.2.1 Overall volume modulus in KKLT and the LVS

We first consider the potential for the canonically normalized volume modulus $\varphi = \bar{\varphi}/M_P = \sqrt{\frac{2}{3}} \ln V$ in the LVS. Following \cite{87}, we can write the uplifted potential for the volume modulus $\varphi$ (after having integrated out the blow-up moduli) in terms of two parameters,\footnote{In principle there could be also the parameter $\gamma$ that denotes the power of the volume of the uplifting contribution to the scalar potential $V_{\text{dis}} \propto V^{-\gamma}$ (it has to be in the range $1 \lesssim \gamma < 3$). Given that the results do not depend on its value, in the following we set it to $\gamma = 2$.}

the overall normalization $V_0$ and the position of the minimum $\langle \varphi \rangle$:

$$V_{\text{LVS}}(\varphi) = 3 \left(\frac{3}{2}\right)^{1/4} V_0 e^{-3\sqrt{\frac{2}{3}} \varphi} \left[ (\langle \varphi \rangle)^{1/2} e^{\sqrt{\frac{2}{3}} (\varphi - \langle \varphi \rangle)} - \sqrt{\frac{2}{3}} (\varphi^{3/2} - (\varphi^{3/2})^3 - (\langle \varphi \rangle^{1/2}) \right],$$

(3.31)
where the normalization is $V_0 = \frac{3P|W_0|^2}{4}$ and $P$ is a $\mathcal{O}(1)$ coefficient that depends on the details of the compactification space, see [87] for details.

We use as reference value $\langle \tilde{\varphi} \rangle = 14$, which corresponds to a volume of $V \simeq 2.8 \times 10^7$, and we expand around the minimum of the potential $\tilde{\varphi} = \langle \tilde{\varphi} \rangle + \delta \tilde{\varphi}$ but the results are basically independent of the exact value of the volume. The potential is plotted in the left panel of figure 1. The expansion up to quartic order reads \[ \tilde{V}_{\text{LVS}}(\delta \tilde{\varphi}) \simeq \frac{\delta \tilde{\varphi}^2}{2} - \lambda_{\text{LVS}} \frac{\delta \tilde{\varphi}^3}{3!} + \tilde{g}_{\text{LVS}} \frac{\delta \tilde{\varphi}^4}{4!} + \ldots, \] where
\[ \lambda_{\text{LVS}} \simeq 9.75 \quad \text{and} \quad \tilde{g}_{\text{LVS}} \simeq 63.8. \] (3.32)

Concerning KKLT, we consider the potential [88]
\[ V_{\text{KKLT}}(\tau) = \frac{aAe^{-a\tau}}{2\tau^2} \left[ \frac{aA}{3} e^{-a\tau} + W_0 + A e^{-a\tau} \right] + \frac{D}{\tau^3}, \] where $W_0 = -10^{-4}$, $a = 0.1$, $A = 1$, $D = 3 \times 10^{-9}$ but again the results are independent of the exact value of the parameters, provided that the potential has a dS minimum. The de Sitter minimum of $V_{\text{KKLT}}$ in terms of the canonically normalized field $\tilde{\chi} = \frac{\chi}{M_\text{P}} = \sqrt{2} \log \tau$ is located at $\langle \chi \rangle \simeq 5.8$. This potential is plotted in the right panel of figure 1 in terms of the field expanded around the minimum $\tilde{\chi} = \langle \tilde{\chi} \rangle + \delta \tilde{\chi}$. The expansion of the potential up to quartic order is
\[ \tilde{V}_{\text{KKLT}}(\delta \tilde{\chi}) \simeq \frac{\delta \tilde{\chi}^2}{2} - \lambda_{\text{KKLT}} \frac{\delta \tilde{\chi}^3}{3!} + \tilde{g}_{\text{KKLT}} \frac{\delta \tilde{\chi}^4}{4!} + \ldots, \] where
\[ \lambda_{\text{KKLT}} \simeq 30.6 \quad \text{and} \quad \tilde{g}_{\text{KKLT}} \simeq 652.9. \] (3.35)

\[ ^{15} \text{Notice that even if the couplings (both in the LVS and in the KKLT case) look larger than 1, the expansion is always under control as long as } \delta \tilde{\varphi} \lesssim 10^{-2} \text{ (or } \delta \tilde{\chi} \lesssim 10^{-2} \text{ in the KKLT case). This expansion is then not fully under control for the first numerical solution in table 1 for which } \delta \tilde{\varphi}_{\text{core}} = 10^{-1}. \]
To clarify the notation, the ansatz in eq. (3.10) takes the form
\[
\delta \tilde{\varphi}(r) = \delta \tilde{\varphi}_0(r) \cos(\tilde{\omega} \tilde{t}) , \quad \delta \tilde{\chi}(r) = \delta \tilde{\chi}_0(r) \cos(\tilde{\omega} \tilde{t}) ,
\]
for the LVS and the KKLT volume moduli respectively. We numerically solve eqs (3.26) and (3.27) as described above, varying the initial core amplitude of the field in the ranges \((10^{-6}, 10^{-1})\) in the LVS case\(^16\) and \((10^{-6}, 10^{-2})\) for the KKLT potential.\(^17\) We find that both potentials support star-like solutions and that they coincide in the dilute regime where basically only the mass term in the potential is relevant. We report the values of the parameters for the LVS case in table 1. Notice that the scaling in eq. (3.15) and eq. (3.21) is manifest in the dilute regime where \(\delta \tilde{\varphi}_{\text{core}} \lesssim 10^{-3}\). We also report as an example the field profile \(\delta \tilde{\varphi}_0(r)\) and the Newtonian potential in the LVS case with \(\delta \tilde{\varphi}_{\text{core}} = 10^{-6}\) in figure 2. In the Newtonian potential we also plot (red dots) the last term in eq. (3.19) to show the asymptotic behaviour \(\phi(\tilde{r}) \sim -\tilde{M}(\tilde{r})/\tilde{r}\) at large \(\tilde{r}\). The values of mass and radius are reported in figure 3. The dashed blue line corresponds to the fit of numerical data using the function in eq. (3.29), varying the parameters \(\alpha\) and \(\beta\). Even though we use \(\delta \tilde{\varphi}_{\text{core}} = 10^{-1}\) as maximum value for the core amplitude, the results should be trusted up to a core amplitude of \(O(10^{-3})\). This follows from previous studies of the dilute regime for the free field case (or Newtonian oscillations) \(^{49}\) and from the observations that for larger core amplitudes the deviation from the single harmonic approximation in eq. (3.10) piles up quickly, invalidating the solution. In this case the single harmonic approximation in eq. (3.10) should be replaced by a Fourier expansion \(^{48, 49}\) and higher order interaction terms should be included in the potential. This procedure has the drawback that stable solutions can be found only for specific interaction potentials (quartic) and for small values of the couplings \(^{50}\). As we will show in a forthcoming publication,\(^18\) it is more fruitful to

\(^{16}\) As already mentioned, the truncation in eq. (3.32) is not a good approximation for the solution with \(\delta \tilde{\varphi}_{\text{core}} = 10^{-1}\). We however include it to show that, assuming the potential is exactly the one in eq. (3.32) we get the flattening expected in the case of repulsive interactions \(^{60}\).

\(^{17}\) As the core amplitude gets larger and larger the numerics become more and more difficult especially in the KKLT case for which the interaction coupling \(g_{\text{KKLT}}\) is large.

\(^{18}\) And as it has already been shown for the axion potential in \(^{58}\).
directly study the evolution of the system using a full GR simulation code \cite{89}.\textsuperscript{19} However, we can take the results plotted in figure 3 as the clear indication that different couplings in the potential play a crucial role in determining the mass spectrum of moduli stars in the dense regime that in turn affects the GW spectrum produced by the dynamics of moduli stars.

Assuming that the expression for the mass reported in eq. (2.10) is valid in the real field case, and that effectively the leading interaction terms in the LVS and KKLT potential is the quartic one (i.e. that the cubic is approximately averaged out also in the dense regime), we get an enhancement of the mass of the star of order $\tilde{g}_L VS^2 \approx 8$ in the LVS case and $\tilde{g}_{KKLT}^{1/2} \approx 16$ in the KKLT case. In both cases the enhancement factor is much smaller than $M_P/m$ due to the smallness of the coupling $g$: the Chandrasekar limit in eq. (2.10) is never achieved.

### 3.2.2 Blow-up-like potentials

In this section we study the following phenomenological potential for the canonically normalized modulus $\sigma$

$$V_{bu}(\sigma) = V_0 \left(1 - e^{a \sqrt{V} \frac{\sigma}{M_P}}\right)^2,$$

where $V_0$ is an overall normalization that depends on the details of the compactification, $a$ is typically an $O(1)$ parameter and the potential has a zero-energy minimum in $\sigma = 0$. This potential mimics that of blow-up moduli in the LVS and $V$ is the volume of the compactification space. The mass of blow up moduli is $m_{bu} \approx O(1)/\sqrt{V}$ while the scale $\Lambda$ is essentially given by the string scale $M_s = M_P/\sqrt{V}$. In terms of the rescaled field

$$\tilde{\sigma} = \frac{\sigma}{M_s} = \sqrt{V} \frac{\sigma}{M_P},$$

the rescaled scalar potential takes the simple form

$$\tilde{V}_{bu}(\tilde{\sigma}) = (1 - e^{a \tilde{\sigma}})^2,$$

\textsuperscript{19}This has also drawbacks: first, as the simulation starts from an arbitrary initial condition, it is not certain that equilibrium configurations (even if they exist), can be found in this way. Second, the stability of the configuration can only be checked on a time interval as long as the simulation time, which is often short.
Figure 3. We plot radius of the stars $R_{90}$ (in LVS and KKLT) as a function of the star mass $\tilde{M}$. Black dots correspond to the numerical solutions listed in table 1 obtained varying the core amplitude $\delta \phi_{\text{core}}$ from $10^{-6}$ (extreme left black dot) to $10^{-1}$ (extreme right black dot). The blue dots are the numerical solutions for the KKLT potential (for core amplitudes in the range $10^{-6}$ to $10^{-2}$) that coincide with the LVS results in the dilute regime $\delta \chi_{\text{core}} \lesssim 10^{-3}$, as expected. The red and blue dashed lines are found matching the numerical data with the function defined in eq. (3.29). The light red and blue solid lines correspond to the asymptotic values obtained from eq. (3.30). The blue region corresponds to a background amplitude $\delta \phi_{\text{core}} \gtrsim 10^{-3}$ (or $\delta \chi_{\text{core}} \gtrsim 10^{-3}$), where the approximations used are not fully reliable, as explained in the main text.

where the normalization $V_0$ disappears after the rescalings in eq. (3.12) are performed and we will take $a = 1$ for numerical computations. The Taylor expansion around the minimum of this scalar potential takes again the form

$$V_{bu}(\tilde{\phi}) \simeq \frac{\tilde{g}_{bu}}{3!} \tilde{\phi}^3 + \frac{\tilde{\phi}_{bu}}{4!} \tilde{\phi}^4 + \ldots ,$$

where

$$\tilde{\lambda}_{bu} = 3, \quad \tilde{g}_{bu} = 7.$$  

Repeating the analysis outlined in the former section we find the results summarized in figure 4. These results are essentially equivalent to the dilute regime studied in [54] in the case of axion stars (for the QCD axion). The red region correspond to the region where gravity is negligible and the potential supports oscillon formation, as already numerically studied in [28]. The blue region in figure 4 corresponds to core amplitudes $\delta \phi_{\text{core}} \gtrsim 10^{-3}$, where we can no longer trust the single harmonic approximation. Finally, the green region corresponds to the case in which interactions become important (even though the back-
Figure 4. We plot the radii of the moduli stars (for blow-up potentials) as a function of the star mass. Different dots correspond to numerical solutions obtained varying the core amplitude $\tilde{\sigma}_{\text{core}}$ for different values of the string scale $M_s$. In particular, from left to right the dots represent the solutions for the core amplitudes $(10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2})$ for $M_s = 10^{-2} M_P$, $(10^{-6}, 10^{-5}, 10^{-4}, 10^{-3})$ for $M_s = 10^{-3} M_P$ and $(10^{-7}, 10^{-6}, 10^{-5}, 10^{-4})$ for $M_s = 10^{-4} M_P$. Dashed lines are found matching the numerical data with the function defined in eq. (3.29). The solid horizontal lines correspond to the asymptotic values defined in eq. (3.30). The blue region corresponds to a background amplitude $\tilde{\sigma}_{\text{core}} \gtrsim 10^{-3}$, where the approximations used are not fully reliable, while the green region corresponds to the regime in which interactions become important due to the large mass of the star, as explained in the main text.

ground amplitude is small) due to the large mass of the star. In other words the second term under the square root in eq. (3.29) becomes dominant over the first one which is suppressed by the large mass of the star:

$$\frac{(\Lambda/M_P)^2}{1/M^2} \gg 1 \quad \text{for} \quad \Lambda/M_P \simeq 10^{-4} \quad \text{and} \quad \tilde{M} \gtrsim 10^5.$$  \hspace{1cm} (3.43)

However, we expect that higher order interaction terms will quickly become important in this region, and we hence cannot completely trust the results. Finally, even though we can take the results in the blue and green regions as indications of what happens when interactions become important and the single harmonic approximation breaks down, these regimes need a more careful numerical study that we will present in a forthcoming publication.
3.2.3 Estimates of masses and sizes

It is interesting to translate the dimensionless numbers into real masses and radii. In general the masses and radii can be written as

\[
M/\tilde{M} = \frac{A^2}{M_p^2} \frac{m^2}{m} \simeq \frac{A^2}{M_p^2} \left( \frac{100 \text{ TeV}}{m} \right) \times 10^8 \text{ g}, \tag{3.44}
\]

\[
R/\tilde{R} = 1/m \simeq 2 \times \left( \frac{100 \text{ TeV}}{m} \right) \times 10^{-19} \text{ cm}, \tag{3.45}
\]

where \( \tilde{M} \) and \( \tilde{R} \) are the dimensionless numbers previously determined numerically and can vary by a few orders of magnitude.

Being in string compactification we can express all the masses and sizes in terms of the compactification space volume \( V \). We start form the blow-up-like case for which star mass takes the form

\[
M_{\text{bu}}/\tilde{M} = \left( \frac{M_s}{M_p} \right)^2 \times V \times M_P = M_P, \tag{3.46}
\]

where \( \tilde{M} \) can be read in figure 4. The radii on the other hand

\[
R_{\text{bu}}/\tilde{R} \simeq (5 \times \ell_P) \times V, \tag{3.47}
\]

where \( \tilde{R} \gtrsim 100 \) can be read again in figure 4.

The mass of the volume modulus in KKLT is

\[
m_{\text{KKLT}} \simeq m_{3/2} \log \left( \frac{M_P}{m_{3/2}} \right), \tag{3.48}
\]

where the suppression of the gravitino mass compared to the Planck scale arises from a hierarchically small expectation value of the superpotential

\[
m_{3/2} = M_P e^{K/2}|(W)| \simeq M_P |W_0| / V. \tag{3.49}
\]

Assuming that the modulus has already decayed gravitationally before BBN, the mass of the volume modulus is constrained to be larger than \( \simeq 100 \text{ TeV} \). Different hierarchies are achieved by different amount of flux tuning. The typical field range corresponds to \( \Lambda = M_P \) as discussed previously. Hence the estimate for the mass and radius become in this case

\[
M_{\text{KKLT}}/\tilde{M} \simeq M_P V |W_0|^{-1}, \tag{3.50}
\]

\[
R_{\text{KKLT}}/\tilde{R} \simeq M_P^{-1} V |W_0|^{-1}. \tag{3.51}
\]

The mass of the volume modulus \( V \) in the LVS takes the form [70, 71]

\[
m_V = \mathcal{O}(1) \frac{|W_0|}{\sqrt{4\pi g_s^{1/4}}} \frac{M_P}{V^{3/2}}, \tag{3.52}
\]

and for the following estimates we take \( \mathcal{O}(1)|W_0| / \sqrt{4\pi g_s^{1/4}} = 1 \) which is easily achievable in the landscape, we can rewrite \( M \) in terms of the volume \( V \) as

\[
M_V/\tilde{M} \simeq M_P V^{3/2}, \tag{3.53}
\]
where \( \frac{\dot{M}}{M} \lesssim 2 \). In the same way, the radius of the star is given in term of the volume \( V \) by

\[
R_V / \tilde{R} \simeq (5 \times \ell_P) \times V^{3/2},
\]

(3.54)

where \( \tilde{R} \gtrsim 30 \).

**Phenomenology of the LVS volume modulus**

There are two phenomenologically allowed windows for \( V \) in the LVS. The first case arises by assuming that the modulus (and hence the star) has already decayed gravitationally. In order not to spoil BBN we require that the volume modulus decays before its start. Since \( V \) is coupled gravitationally, this condition translates into

\[
V \lesssim \frac{1}{H_{\text{BBN}}}^{1},
\]

(3.55)

for the lifetime of the volume modulus \( \tau_V \), where \( \Gamma \simeq m_V^2 / M_P^2 \) and \( H_{\text{BBN}}^2 \simeq T_{\text{BBN}}^2 / M_P \) with \( T_{\text{BBN}} \simeq 3 \text{ MeV} \). We also need to require that the volume is large enough to trust the effective field theory. Summarizing these conditions in terms of the volume we can write

\[
10^3 \lesssim V \lesssim 2 \times 10^9,
\]

(3.56)

that corresponds to the following windows for the masses and the radii of the stars

\[
0.1 \text{ g} \lesssim M_V / \dot{M} \lesssim 3.8 \times 10^8 \text{ g}, \quad 2.6 \times 10^{-28} \text{ cm} \lesssim R_V / \tilde{R} \lesssim 7.2 \times 10^{-19} \text{ cm}.
\]

(3.57)

These objects turn out to be very massive microscopic objects.

The second window corresponds to values of the compactification volume \( V \) such that the volume modulus has not decayed yet. We require that

\[
\tau_V \gtrsim H_0^{-1},
\]

(3.58)

where \( H_0 \simeq 10^{-33} \text{ eV} \). Such condition translates into \( m_V \lesssim 10^{-2} \text{ GeV} \) that can be rewritten in terms of the volume as \( V \gtrsim 10^{13} \). For \( V \sim 10^{13} \), the string scale is \( M_s \sim 10^{12} \text{ GeV} \), the KK scale is \( M_{KK} \sim M_P / V^{2/3} \sim 10^9 \text{ GeV} \) and the gravitino mass is \( m_{3/2} \sim M_P / V \sim 10^5 \text{ GeV} \), in accordance with LHC findings. The mass and radii of the stars for \( V = 10^{13} \) are

\[
M_V / \dot{M} \sim 1.3 \times 10^{14} \text{ g}, \quad R_V / \tilde{R} \sim 2.5 \times 10^{-13} \text{ cm}.
\]

(3.59)

Since an oscillating massive scalar field redshifts as pressureless dust, if the volume modulus has not decayed yet it constitutes dark matter. For this reason we need to ensure that the presence of this field does not overclose the Universe. Assuming that the volume modulus is displaced from the minimum of the potential after inflation, it start oscillating when \( m_V \sim H \), which translates into a temperature of \( T_i \sim 10^8 \text{ GeV} \gg T_{\text{BBN}} \sim 1 \text{ MeV} \). Since its energy density redshifts as matter, it ends up dominating the energy density of the Universe. The moment in which it starts dominating depends on the initial energy density stored in the modulus, which is roughly \( \rho_i \sim m_V^2 \varphi_i^2 \), where \( \varphi_i \) is the value of the initial displaced field. Moreover the energy density stored in the field redshifts as

\[
\rho_\varphi(t) = m_V^2 \varphi_i^2 \left( \frac{a_i}{a(t)} \right)^3,
\]

(3.60)
while the energy density in radiation

$$\rho_{\text{rad}}(t) = m^2_p M_P^2 \left( \frac{a_i}{a(t)} \right)^4, \quad (3.61)$$

where we assumed that at $a(t_i) = a_i$ the energy density is dominated by radiation, $\rho \simeq H^2 M_P^2$ and $m_V \sim H$ ($t_i$ denotes the time at the beginning of the oscillations). Now consider $t = t_{\text{eq}}$, i.e. the moment in which the energy densities stored in radiation and matter are equal. Then the ratio of $\rho_{\varphi}$ and $\rho_{\text{rad}}$ is

$$\frac{\rho_{\varphi}(t_{\text{eq}})}{\rho_{\text{rad}}(t_{\text{eq}})} \simeq \frac{\varphi_i^2}{M_P^2} \frac{a_{\text{eq}}}{a_i} \sim 1, \quad (3.62)$$

where we made the rough approximation that all the matter energy density is stored in the dark matter candidate field $\varphi$ (in the reality part of it is composed of baryons). From eq. (3.62) we get for the initial displacement

$$\varphi_i \simeq \left( \frac{a_i}{a_{\text{eq}}} \right)^{1/2} M_P \simeq \left( \frac{T_{\text{eq}}}{T_i} \right)^{1/2} M_P \simeq 3 \times 10^{-9} M_P, \quad (3.63)$$

where we used that $T_{\text{eq}} \simeq 1 \text{eV}$, that during radiation domination $a(t) \sim t^{1/2}$ and we assumed radiation domination from the start of the oscillations to matter-radiation equality. Clearly the initial displacement needs to be very fine-tuned. If there is a mechanism that leads to the growth of quantum fluctuations of the volume modulus, compact objects like the previously studied stars could be formed, see section 4, with a core amplitude even larger than $\varphi_i$. In such a case part or even the full abundance of dark matter could be composed of microscopic solitonic objects with mass and size given in eq. (3.59).

### 3.2.4 GW production

The production of GWs would need a careful non-linear analysis of the dynamics of formation and dynamics of the compact objects described in the previous sections, and we leave it for future work. In particular, a numerical study is needed to get the amplitude of the stochastic GW background generated by the dynamics of stars. However we can make some estimates about the frequency of the produced GWs. If the single harmonic approximation holds and the star profile is exactly spherically symmetric as described in the previous section, a single star cannot produce GWs. However, a possible source for GW production is given by binaries: after their formation in the early Universe, moduli stars can decouple from the Universe expansion and form binary systems. The energy loss in GWs is compensated by a decrease in the distance between the compact objects and an increase of the frequency. If the time available between the formation of the binary system and the decay of the corresponding modulus is sufficiently long, the orbiting compact objects merge, producing a burst of GWs. If the time is not sufficient for the stars to merge, they will orbit until they disappear due to the decay of the modulus. Since we do

---

It is however expected that a single star in the dense regime can produce GWs as it happens for oscillons [28, 35, 90].
not know the initial distance between the moduli stars at their formation, we can only put bounds on the maximum frequency of the GWs produced by the system. This is given by the frequency associated to the innermost stable circular orbit (ISCO) orbit (see for instance [53])

\[ f_{\text{ISCO}} \simeq \frac{1}{(6\pi)^{3/2}} \frac{C^{3/2}}{M_{\text{tot}} M_P} = \frac{1}{2 (6\pi)^{3/2}} \frac{\tilde{C}^{3/2}}{M} \left( \frac{\Lambda}{M_P} \right) m, \]  

where we defined the (dimensionless) compactness parameter in eq. (2.13) (and below) and we used that \( M_{\text{tot}} = 2M \). The factor \( \Lambda/M_P \) in eq. (3.64) suppresses the GW frequency at emission with respect to the value of the mass, if \( \Lambda < M_P \). However, in order for the compact objects to merge it is necessary that the coalescence time \( t_{\text{coal}} \) is smaller than the available time between the formation of the binary and the decay of the modulus:

\[ t_{\text{coal}} < t_{\text{dec}} - t_{\text{form}}. \]  

The coalescence time for two stars with equal mass \( M \) under the assumption of circular orbit is given by [91]

\[ t_{\text{coal}} \simeq \frac{d_0^4 M_P^6}{M^3} = \frac{\alpha^4 \tilde{M}}{m} \frac{M_P^6}{\tilde{C}^4} \left( \frac{M_P}{\Lambda} \right)^6, \]  

where \( d_0 \) is the initial distance between the two compact objects, that we wrote in terms of the star radius \( R \) as \( d_0 = \alpha R \). This time has to be compared with 22

\[ t_{\text{dec}} - t_{\text{form}} \simeq t_{\text{dec}} \approx \frac{M_P^3}{m^3}, \]  

where we used that \( t_{\text{form}} \ll t_{\text{dec}} \simeq M_P^3/m^3 \). In the case of the LVS volume modulus \( \Lambda = M_P \) and the condition that the merger of the stars take place is

\[ \alpha < \left( \frac{\mathcal{V}^3}{M} \right)^{1/4} \tilde{C}. \]  

that can be satisfied by the denser objects and for large values of the volume \( \mathcal{V} \). In the case of blow-up-like moduli the scale \( \Lambda \) is the string scale \( M_s \approx M_P/\sqrt{\mathcal{V}} \) and the condition in eq. (3.65) translates into

\[ \frac{\alpha^4 \tilde{M}}{M_s} \left( \frac{M_P}{M_s} \right)^6 \sim \frac{\alpha^4 \tilde{M}}{\mathcal{C}^4} \mathcal{V}^{3/2} \sim \frac{M_P^3}{m^3} \sim \mathcal{V}^2. \]  

This is clearly never satisfied for \( \alpha \gtrsim 1 \): the blow-up-like moduli stars do not have time to merge before disappearing due to the decay of the modulus.

We find that the dimensionless compactness for the LVS and KKLT volume moduli is included in the range

\[ 8 \times 10^{-6} \lesssim \tilde{C} \lesssim 1.39, \]  

\[ 21 \text{The correct value of the parameter } \alpha \text{ is expected to be the outcome of numerical studies of the formation of the stars, and is related to the distribution of these compact objects.} \]

\[ 22 \text{The formation time of the binary is larger than the formation time of the star which is in turn larger than } 1/m. \text{ However the estimate in eq. (3.67) is valid for most scales that go non-linear and form compact objects, see section 4.} \]
for the numerical solutions reported in figure 3. The maximum compactness in the dilute region $\delta \varphi_{\text{core}} \lesssim 10^{-3}$ is $\tilde{C} \simeq 7.8 \times 10^{-3}$. In terms of the modulus mass $m$, the maximum frequency from mergers $f_{\text{ISCO}}$ is contained in the range

$$1.3 \times 10^{-6} \lesssim f_{\text{ISCO}}/m \lesssim 3.6 \times 10^{-4},$$

where the upper bound corresponds to $\delta \varphi_{\text{core}} = \delta \chi_{\text{core}} = 10^{-1}$. The upper bound corresponding to the largest core amplitude in the dilute region $\delta \varphi_{\text{core}} = \delta \chi_{\text{core}} = 10^{-1}$ would be $f_{\text{ISCO}}/m \simeq 4.1 \times 10^{-5}$. We recall that, in Hertz units

$$m \simeq 1.5 \times \left( \frac{m}{100 \text{ TeV}} \right) \times 10^{20} \text{Hz}. \quad (3.72)$$

Since the blow-up-like moduli stars do not have time to merge, they emit GWs with frequency twice the orbital period, under the assumption of stationary orbit. Its value would typically be much smaller than the corresponding ISCO frequency but in order to compute it, the distribution of distances between stars is needed, and we leave it for future work.

The frequency values obtained from mergers refer to the emission time and have to be redshifted to take into account the expansion of the Universe. Assuming that the emission takes at $t_e$, the dilution factor is

$$R = \frac{a(t_e)}{a(t_R)} \frac{a(t_R)}{a(t_0)}, \quad (3.73)$$

where $t_e$ is the GW production time, $t_R$ is the reheating time (given by the decay of the modulus) and $t_0$ is today. We can estimate

$$\frac{a(t_R)}{a(t_0)} = \left( \frac{\rho_{\text{rad}}(t_0)}{\rho_{\text{rad}}(t_R)} \right)^{1/4} = \left( \frac{\pi^2}{30} g_*(t_R) \right)^{-1/4} \frac{M^1_{\text{P}}}{m^{3/2}} \rho_{\text{rad}}^{1/4}(t_0), \quad (3.74)$$

where we used that radiation redshifts as $\rho_{\text{rad}} \propto a^{-4}$, $g_*(t_R)$ is the number of relativistic degrees of freedom at reheating and the decay rate of a gravitationally coupled modulus of mass $m$ is $\Gamma \simeq m^3/M^2_{\text{P}}$. Moreover $\rho_{\text{rad}}(t_0) \simeq 4.3 \times 10^{-5} \rho_{\text{crit}}$. Neglecting the numerical prefactor in eq. (3.74) the suppression factor is

$$\frac{M^1_{\text{P}}}{m^{3/2}} \rho_{\text{rad}}^{1/4}(t_0) \approx \left( \frac{100 \text{ TeV}}{m} \right)^{3/2} 10^{-11}. \quad (3.75)$$

In order to compute the factor $a(t_e)/a(t_R)$ a numerical computation of the emission time $t_e$ is needed. To give an estimate, this factor is bound to be

$$\frac{a(t_e)}{a(t_R)} > \left( \frac{t_e}{t_R} \right)^{2/3} \simeq \left( \frac{m}{M_{\text{P}}} \right)^{4/3} \simeq 1.5 \times \left( \frac{m}{100 \text{ TeV}} \right)^{4/3} \times 10^{-18}, \quad (3.76)$$

\[23\]In [53] conventions this should be divided by $8\pi$, giving a compactness $\sim 0.055 < 0.16$ which is the maximum compactness for interacting boson stars [92]. However, recall that solutions with $\delta \varphi_{\text{core}} \gtrsim 10^{-3}$ are not fully reliable for the reasons explained in section 3.2.
where the right hand side is computed assuming that the stars are formed immediately after
the modulus starts oscillating, that GWs are produced immediately after the formation of
the stars and that the Universe is always matter dominated from the start of the oscillations
to the modulus decay. This is of course not the realistic situation in which after the start
of matter domination the stars have to be first formed (see section 4), then they have to
decouple from the expansion of the Universe and form binaries and then they can start
emitting GWs. However, the combination of eq. (3.75) and eq. (3.76) gives the indication
that it is in principle possible to lower the frequency down to the LIGO range and even
lower to the LISA range (taking into account the window given in eq. (3.71)). Of course, as
GWs redshift as radiation ($\rho_{\text{rad}} \propto a^{-4}$), the more the frequency is lowered during matter
domination, the more also the GW background amplitude is suppressed and is hard to
be observed.

Besides the sources mentioned in this section, moduli stars can also produce GWs via
other mechanisms that need a careful numerical analysis, such as Bremsstrahlung [93]. In
particular it will be exciting to explore which features the generic decay of the modulus
leaves in the GW spectrum. Clearly, a numerical analysis of these phenomena, although
highly interesting in the GW astronomy era, is beyond the scope of this article. Such GW
signals could shed light on the very first instants of the Universe’s history, not accessible
within optical astronomy.

3.3 Q-balls from open strings

The space of open string moduli is vast, model dependent and much unexplored yet. But
there are concrete cases that can be considered. The typical examples are moduli corre-
sponding to the position of D-branes in type II string compactification but also Wilson
lines. In the four-dimensional effective field theory they appear as chiral matter multiplets
that do not appear in the superpotential but they may be charged under Abelian and/or
non-Abelian gauge interactions. They can be part of the observable sector containing the
standard model fields or be part of a hidden sector which is coupled only gravitationally
to the standard model.

If the fields do not have holomorphic superpotential couplings the main source of the
scalar potential are D-terms. Generically there are many supersymmetry preserving D-flat
directions that correspond to the open string moduli.

In order to explore the possibility of boson stars from open string moduli, a first
attempt is to look for non-topological solitons such as Q-balls. At first, the general string
theoretical property that no-global symmetries are present in string theory seems to be
an obstacle to have Q-balls. There is however a concrete way to have low-energy Abelian
symmetries as remnants of anomalous or non-anomalous gauge U(1)’s for which the gauge
field gets a mass by the St"uckelberg mechanism in which the gauge field absorbs an axion-
like field to get a mass but no Higgs field charged under the U(1) gets a vev (see for
instance [94]). In this case a perturbatively exact global U(1) symmetry remains at low-
energies which can be the basis of Q-ball solutions.

Following a procedure analogous to an analysis in the MSSM [69] case, let us consider
a number of canonically normalised scalar fields $\Phi_i$ with positive, negative or zero charges
under the global U(1). The source of their potential are supersymmetric D-terms of the original local U(1):

$$U_D = g^2 \left( \xi - \sum_i q_i |\Phi_i|^2 \right)^2$$  \hfill (3.77)

where the Fayet-Iliopoulos coefficient $\xi$ depends on the closed string moduli. In particular for branes at singularities it is proportional to the size of the cycle, i.e. the resolution of the singularity, and may hence be arbitrarily small. In this case there are solutions of the D-term equations that have vanishing $\Phi_i$ vevs: after the breaking of supersymmetry these fields get potentials from the standard soft-supersymmetry breaking terms:

$$U_{\text{soft}} = \sum_i m_i^2 |\Phi_i|^2 + \left( \sum_{ijk} A_{ijk} \Phi_i \Phi_j \Phi_k + \sum_{ij} B_{ij} \Phi_i \Phi_j + \text{h.c.} \right) ,$$  \hfill (3.78)

where the coefficients $m_i, A_{ijk}, B_{ij}$ are functions of the closed string moduli which are assumed to be stabilised at the supersymmetry breaking minimum [70, 95–97]. Since supersymmetry is assumed to be broken in the closed string sector the global U(1) symmetry remains unbroken and these terms are such that only U(1) preserving combinations are allowed. The condition for the existence of Q-balls can be stated as the search for a non-vanishing minimum for the quantity:

$$E^2 = \frac{2U}{\sum_i q_i |\Phi_i|^2} = \frac{2(U_D + U_{\text{soft}})}{\sum_i q_i |\Phi_i|^2}$$  \hfill (3.79)

Notice that for small enough $\xi$ the point $\Phi_i = 0$ is a minimum of the scalar potential $U$. But it is straightforward to see that there is a nonvanishing minimum of $E$ above. To see this explicitly we can follow [69] and consider the time dependent fields: $\Phi_i = \rho_i e^{i\eta_i x^i}$ and use ‘spherical’ coordinates with the overall radial coordinate $\rho^2 = \sum_i q_i \rho_i^2 = \sum_i q_i |\Phi_i|^2$. It is clear that the potential above is time-independent and quadratic in $\rho$ and then there is generically a minimum for $\rho \neq 0$ which is the condition for the existence of Q-balls. This argument applies to both flat directions from the observable sector (as it was argued for the MSSM in [69]) but also for the $\Phi_i$ fields in a hidden sector coupled to the standard model fields only through gravitational interactions. The properties of the corresponding boson stars differ substantially: Q-balls from the observable sector have been considered to have important phenomenological implications, especially if they carry lepton or baryon number. Then they can play an important role for baryogenesis and constitute part of dark matter [41, 98].

Since global symmetries are rare in string models it may be easier to consider solutions for gauged symmetries (charged Q-balls). However there is a bound on the strength of the corresponding gauge coupling compared to gravity. Solutions tend to exist if gravity is stronger than the corresponding gauge interactions (see for instance [10, 11]). This may be in conflict with the weak gravity conjecture [99] in string theory. In general the open string sector of string compactifications is the most model dependent and it is difficult to establish model independent conclusions. However, even if non-topological solutions may not exist, the attractive nature of gravity makes it very generic that the corresponding boson star solutions will exist.
3.4 PQ-balls

We consider now the possibility to have Q-ball like solution from the PQ shift-symmetry of closed string axions. This symmetry is usually broken by non-perturbative effects giving rise to non-trivial potentials for the corresponding axion field as we have discussed before. However, in special cases its breaking is hierarchically suppressed compared to the potential for the real part and it may be considered as a good approximate symmetry. This is the case in the LVS for the overall volume where the volume axion receives a potential which is doubly exponentially suppressed (i.e. terms proportional to $e^{-a\tau}$ for which $\tau$ is itself exponentially large whereas the rest of the Lagrangian is only suppressed by powers of $1/\tau$).

In the general case of an exact PQ shift-symmetry for the axion we consider the two-fields system described by the following action

$$S = \int d^4x \mathcal{L} = \int d^4x \left[ -f(\tau) \left[ \partial_\mu \tau \partial^\mu \tau + \partial_\mu \theta \partial^\mu \theta \right] - V(\tau) \right],$$

where the two fields can be identified as the real and imaginary parts of a complex modulus $T = \tau + i\theta$ and $f(\tau) = K_{TT}$ is the second derivative of the Kähler potential $K$.\footnote{In the following we will leave the $\tau$-(or $\varphi$-)dependence understood in the functions $f(\tau)$ and $f(\varphi)$.} In the following we take the standard assumption in a Q-ball analysis with a flat Minkowski metric, i.e. neglecting gravitational effects, and we further assume that the potential $V(\tau)$ has a runaway to zero at $\tau \to -\infty$.\footnote{The potential may also feature another minimum at finite $\tau$ as in LVS.} This runaway, in terms of the canonically normalised field $\varphi$, is assumed to be exponential which is precisely realised for the overall volume in the LVS. The action is then invariant under a PQ shift-symmetry, i.e. a constant shift of the axion field

$$\theta \to \theta + \text{const.} \quad (3.81)$$

The equation of motion for the axion field $\theta$ takes the current conservation form

$$\partial_\mu \left( f \partial^\mu \theta \right) \equiv \partial_\mu J^\mu = 0,$$

where $J^\mu$ is a conserved current associated to the symmetry in eq. (3.81). The conserved current and charge are then

$$J^\mu = f \partial^\mu \theta, \quad Q = \int d^3x J^0 = \int d^3x f \dot{\theta}. \quad (3.83)$$

Expanding eq. (3.82) we get

$$f \ddot{\varphi} - f \nabla^2 \varphi + f_r \dot{\varphi} - f_r \nabla \tau \nabla \varphi = 0,$$

while the equation of motion for $\tau$ is

$$2 f \ddot{\tau} + f_r \dot{\tau}^2 - 2 f \nabla^2 \tau - f_r (\nabla \tau)^2 + f_r (\nabla \varphi)^2 - f_r \dot{\varphi}^2 + \partial_\tau V = 0. \quad (3.85)$$

In the regime in which gravity is negligible we can consider the possibility that the PQ shift-symmetry can play a similar role as the U(1) global symmetry in Coleman’s Q-balls.
After all, redefining the field $T$ in terms of $\Phi = e^{-T}$, the PQ shift-symmetry $T \to T + i\alpha$ becomes $\Phi \to e^{-i\alpha}\Phi$, as in the Q-balls case. However this field redefinition is not that straightforward as we will see now.

Formally, to extremise the energy keeping $Q$ constant we can consider the quantity:

$$E_\omega = \int d^3x \left[ f(\tau) \left( \dot{T}^2 + \dot{\tau}^2 + (\nabla \theta)^2 + (\nabla \tau)^2 \right) + V(\tau) \right] + 2\omega \left( Q - \int d^3x \partial_0(f\theta) \right)$$

$$= \int d^3x \left[ f(\tau) \left( (\dot{\theta} - \omega)^2 + \dot{\tau}^2 + (\nabla \theta)^2 + (\nabla \tau)^2 \right) + \dot{V}(\tau) \right] + 2\omega Q. \quad (3.86)$$

Here again $\omega$ starts as a Lagrange multiplier. The effective potential is now:

$$\dot{V}(\tau) = V(\tau) - \omega^2 f(\tau), \quad (3.87)$$

and the $\theta$-dependent terms are minimised for:

$$\dot{\theta} = \omega, \quad \nabla \theta = 0. \quad (3.88)$$

Assuming a stationary solution in which $\dot{\tau} = 0$. We arrive then at a similar situation as with Q-balls. A time dependence in the axion field $\theta$ that allows a time translation to be compensated by a constant PQ shift making all physical quantities time-independent.

We may try to extend the comparison noticing that for $f = \alpha/\tau^2$ and the original potential $V(\tau)$ vanishing at $\tau \to \infty$ we have that at this limit the charge and the potential vanish, similar to what happens at $\Phi = 0$ in the Q-ball case.

Notice that $\dot{\theta} = \omega, \dot{\tau} = \nabla \theta = 0$ automatically satisfy the equation of motion for $\theta$. The one for $\tau$ simplifies considerably if $\tau$ is represented in terms of the canonically normalised field $\varphi$ for which $\partial_\mu \varphi = \sqrt{2f} \partial_\mu \tau$. In this case the equation appears to be of the standard form:

$$\nabla^2 \varphi - \partial_\varphi \dot{\varphi} = 0,$$

which in spherical coordinates can be written as:

$$\varphi'' + \frac{2}{r} \varphi' - \partial_\varphi \dot{\varphi} = 0. \quad (3.89)$$

As usual, this leads to an equation equivalent to the motion of a particle in three dimensions under a potential $-\dot{V}$ with $r$ playing the role of time and the second term can be seen as a friction term. Assuming

$$f(\tau) = \frac{\alpha}{\tau^2} = \alpha e^{-\sqrt{2/\alpha} \varphi}, \quad (3.91)$$

the potential (and $\dot{V}$) vanishes asymptotically at $\varphi \to \infty$ corresponding to decompactification (if $\tau$ determines the overall volume). This is the analogue of the $\Phi = 0$ minimum for the Q-balls. At first sight the two systems look very similar. We can also notice that in the Q-balls case, the polar decomposition $\Phi = \varphi e^{i\theta}$ is not appropriate at the minimum in which $\varphi = 0$ since the kinetic term for $\theta$ is $\varphi^2 (\partial \theta)^2$ which is singular at $\varphi = 0$. Similar in the PQ case the kinetic term for the axionic field: $(\partial \theta)^2 / \tau^2$ vanishes at $\tau \to \infty$.

However, in the decompactification limit $\tau \to \infty$ an infinite number of degrees of freedom are excited and the effective 4D field theory is not the appropriate description.
Even independent of this geometric interpretation the fact that all the derivatives of the potential vanish at this minimum renders this setup very different from the Q-balls case for which the second derivative is already nonzero (mass).

Still, mathematically, the overshoot/undershoot argument by Coleman can be used to look for a bounce solution of the scalar field equation as long as $V$ has a finite minimum at negative $V$ for which the analogue of the rolling particle in the inverted potential guarantees that there will be initial conditions such that the particle can start close to that minimum and end at $\infty$. The field profile would be increasing for $r \to \infty$, instead of vanishing and then there is no thin wall approximation. Depending on how fast the field increases with $r$ the charge $Q$ and energy $E$ may or may not be finite. The condition for a finite charge is that $r^2 f \to 0$ when $r \to \infty$. If $Q$ and $E$ were finite we may still claim a localised object interpretation, otherwise the solution is not localised at least in four dimensions and a full ten-dimensional uplift of the solution would be needed. Furthermore the stability argument for Q-balls based on charge conservation and the fact that the Q-ball is the configuration of minimal energy for a fixed charge is not clearly extended for PQ-balls since both quantities are not finite and there do not seem to be perturbative states charged under this symmetry.

For an exponential runaway behaviour of the potential $\hat{V} \sim -\gamma e^{-b\varphi}$ (e.g. for large $\varphi$ the potential $\hat{V}$ is dominated by the $\omega^2 f(\tau)$ term with $b^2 = \frac{2}{\alpha}$ and $\alpha \omega^2 = \gamma$), then an asymptotic solution of eq. (3.90) is:

$$\varphi = A + B \ln r + \ldots,$$

where $\ldots$ denotes $O(1/r)$ terms. For this $\partial_\varphi \hat{V} \sim b \gamma e^{-b\varphi}$ and the constants $A, B$ can be determined by

$$B = \frac{2}{b}, \quad A = \frac{1}{b} \ln \left( \frac{\gamma b^2}{2} \right),$$

and the charge density $f$ is proportional to $r^{-bB} = 1/r^2$. The total charge diverges proportionally to the radius

$$Q = \omega \int d^3x f(\tau) \propto \int 4\pi r^2 dr \frac{\omega}{r^2} \to \infty.$$  \hfill (3.94)

Similarly the total energy would be dominated by the $\omega^2 f$ term and would also diverge. However, both charge and energy density are finite at finite $r$ and decrease asymptotically as $1/r^2$, while their ratio is proportional to $\omega$.

Notice that the charge of this solution is an axionic charge and can be written in terms of its dual field in four-dimensions, an antisymmetric tensor $B_{\mu\nu}$. Roughly, $f \partial_\mu \theta = \epsilon_{\mu\nu\rho\sigma} \partial_\nu B_{\rho\sigma}$ and so:

$$Q = \int d^3x f \theta \propto \int d^3x \epsilon_{ijk} H_{ijk},$$

where $i, j, k$ denote spatial indices and $H = dB$. Spherical symmetry implies that $B$ depends only on $r$. This expression is of the standard RR-flux. In fact recall that for the volume modulus the corresponding axion comes from the RR-field $C_{MNPQ}$ and the $B$ field is essentially $B_{\mu\nu} = C_{\mu\nu mn} J_{mn}$ with $m, n$ internal indices and $J_{mn}$ the canonical two-form for Calabi-Yau spaces. From these expressions it is natural to identify the PQ-ball charge
as a flux from the ten-dimensional theory. Notice that the PQ-ball charge is similar to the charge of axionic black holes \cite{100} for which $H$ is exact and $Q = \int_{S^2} B$.

Besides the decompactification minimum, if the original scalar potential ($\omega = 0$) also has a second minimum, corresponding to a four-dimensional spacetime, we may also consider the possibility for ‘transitions’ from the $\omega \neq 0$ minimum of $\hat{V}$ and the finite $\tau$ minimum of $V(\tau)$. We consider for simplicity the following potential

$$\hat{V}(\varphi) = a_1 e^{-5\varphi} - a_2 e^{-4\varphi} + a_3 e^{-3\varphi} - \omega^2 e^{-2\varphi}, \quad (3.96)$$

where the last term comes from $\omega^2 f$ in eq. (3.87) with $\alpha = 1/2$. It is possible to impose that such a potential has a vanishing energy stationary point in $\varphi_0$ requiring $V(\varphi_0) = V'(\varphi_0) = 0$, that translates into two requirements for the coefficients

$$a_2 = \omega^2 e^{2\varphi_0} + 2a_1 e^{-\varphi_0}, \quad a_3 = 2\omega^2 e^{\varphi_0} + a_1 e^{-2\varphi_0}. \quad (3.97)$$

Requiring that $\varphi_0$ is also a minimum leads to another condition on $a_1$. For all purposes of the subsequent discussion we take $\varphi_0 = 5$ and $a_1 = 10^4$ that ensure that $\varphi_0$ is a minimum. Varying the value of $\omega$ leads to a modification of the potential that feature a second AdS minimum, as shown in figure 5. Classical paths can be found connecting these two points which would correspond to symmetry breaking points in the Q-balls case. We solve the bounce equation in eq. (3.90) for the case $\omega = 0.025$ (see left panel of figure 6 for the inverted potential) and we get a thick-wall solution as shown in the right panel of figure 6.\footnote{The radial distance in the plot of the solution is given in units of the fake mass around the fake minimum (at $\varphi \simeq 5.3$) of the inverted potential in the left panel of figure 6, that sets the natural timescale.} Notice that from the inverted potential it is possible to start from the new minimum to either the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Modified potential $\hat{V}$ for different values of the constant $\omega$.}
\end{figure}
We have seen that the PQ-balls solutions are mathematically very similar to the original Q-balls, however they have different physical properties. In particular the fact that Q-balls correspond to the minimum energy configurations for a fixed charge $Q$ does not extend to the PQ-balls case since the total charge is infinite. Once gravity is included we can simply see them as extensions of the $\omega = 0$ case discussed above for the volume modulus to arbitrary values of $\omega$. Gravity, rather than the properties of the symmetric potential provides the attractive force to generate the boson star solutions.

4 Formation mechanisms

In section 3 we have pointed out that moduli potentials support many different types of compact objects. However, whether they are actually formed during the history of the Universe is a different question. The formation of compact objects typically requires that the following two conditions are satisfied:

I) There is some initial localized overdensity;

II) The initial overdensity collapses due to the effect of attractive interactions.

Typical examples include the formation of (pseudo-)solitonic objects like Q-balls or oscillons and the formation of structures in the Universe. Following these two examples we can schematically distinguish between two different classes of formation mechanisms, depending on whether gravity plays a crucial role in the realisation of the above conditions. In this section we will mainly discuss condition I).
Condition I) can be achieved immediately after inflation, if there is a quick amplification of the quantum fluctuations of the inflaton (or any other scalar field) that is oscillating around the minimum of its potential [101]. As we previously reviewed in [28] there are two main mechanisms for the amplification of the quantum fluctuations for an oscillating scalar field, i.e. parametric resonance and tachyonic oscillations. As the timescale for these amplifications is typically short, gravity can be neglected during the amplification of these fluctuations. A further possibility is that quantum fluctuations are amplified as the field is rapidly spinning in a U(1) symmetric potential, as described in [102]. In section 4.1 we will show that even if there is no U(1) symmetry, this mechanism could still work for a modulus-axion system, provided that the axionic direction is flat and that the field is spinning at constant speed.

A possible alternative to get large initial overdensities is through phase transitions in the early Universe. As briefly reviewed at the beginning of section 2 the typical example is a scenario in which the PQ U(1) symmetry breaking takes place after inflation: in this case the field resides in a different vacuum in different regions of the Universe, so that the overdensities are typically large to start with. Numerical simulations have shown that they can lead to the formation of axion miniclusters [44–47]. An alternative mechanism that could be at work even if the PQ U(1) symmetry is broken before the end of inflation employs a first order phase transition in the sector that generates the axion mass [84]. Despite these mechanisms can be very efficient, they are obviously model-dependent.

If gravity is negligible the collapse of the overdensities, i.e. condition II), can take place due to the attractive self-interaction of the scalar field. The requirement that the self-interaction is attractive translates into the condition that the scalar potential has to be shallower than quadratic [104]. The formation of (pseudo-)solitonic objects like Q-balls and oscillons has been intensively studied with the help of lattice codes [35, 40, 104–109]. We already numerically studied the formation of oscillons in string models in [28]. We would like to highlight that in this case the formation of compact objects depends crucially on the choice of the initial conditions of the background scalar field. If the field is the inflaton, the initial conditions are fixed by the inflationary evolution. However, if the field is a modulus displaced during inflation, the Hubble friction provided by the thermal bath that dominates the energy density between the decay of the inflaton and the early phase of matter domination would typically damp the background field very quickly, making the mechanism for the amplification of fluctuations much less efficient.

The effects of gravity could provide an alternative way to get large overdensities from the initial scalar perturbations (seeded e.g. during inflation), as in the case of structure formation. When the overdensities are of order unity, the same gravity could provide the attractive interaction that makes them collapse and produce the large structures that we currently observe in the Universe [110]. In section 4.2 we point out that string moduli typically satisfy requirement I) for the formation of compact structures even in the cases of potentials (or initial conditions) that do not support tachyonic oscillations, parametric

\footnote{The growth of fluctuations in spintessence models can take place even in the absence of gravity, as shown in [103].}
resonance, spinning axion solutions or phase transitions. Similar results have already been
obtained in the past in [111–114]. The fulfillment of condition II) requires detailed and
model-dependent numerical studies of the non-linear evolution of the overdensities including
the effects of gravity. We are performing such analyses in the case of the moduli stars
described in section 3.2 and we will report these results in forthcoming publications. Similar
aspects of early structure formation have already been studied in a few papers. In [115, 116]
the authors focused on an early matter era caused by the inflaton, in [117] the authors
focused on the GW production due to an early matter era and in [118] the authors studied
the formation of small compact minihalos due to the presence of an early matter era
(possibly detectable by LISA). These papers show, in the light of the discovery of GWs,
how promising the study of this early matter domination era can be.

4.1 Spinning axion

In this section we extend the previous discussion on the effects of the mixing kinetic terms
between the volume modulus and its axionic partner to other cosmological implications
apparently independent of boson stars. As we will observe at the end of the section the
spinning axion scenario could be an interesting option to trigger the growth of fluctuations,
that eventually could clump and form compact objects.

We work in Newtonian gauge

\[
ds^2 = -(1 + 2\phi) dt^2 + a^2 (1 - 2\phi) \, dx^2 ,
\]

The action is

\[
S = \int d^4 x \sqrt{-g} \mathcal{L} = \int d^4 x \sqrt{-g} [-fg^{\mu\nu} (\partial_{\mu}\tau \partial_{\nu}\tau + \partial_{\mu}\theta \partial_{\nu}\theta) - V(\tau)] .
\]

Canonically normalizing the radial field \( \tau \):

\[
\sqrt{2f} d\tau = d\varphi ,
\]

the action reduces to

\[
S = \int d^4 x \sqrt{-g} [-g^{\mu\nu} (\partial_{\mu}\varphi \partial_{\nu}\varphi + f(\varphi)\partial_{\mu}\theta \partial_{\nu}\theta) - V] .
\]

As discussed before, this generalises the case for a U(1) invariant Lagrangian for a complex
field for which the kinetic term is \( f(\varphi) = \varphi^2 \). For the case of string moduli we will use

\[
f = \alpha/\tau^2 = \alpha e^{-\sqrt{2/\alpha} \varphi} .
\]

This kinetic mixing can have other implications. In particular the proposal of
’spintessence’ [102] relies on this kinetic mixing for the U(1) case. The idea is that (as
for Q-balls) the phase of \( \varphi \) is linear in time and its kinetic term provides an extra term to
the equation for the modulus of \( \varphi \). This spinning of the scalar field modifies substantially
the equation of state and therefore the cosmological implications of \( \varphi \). We may wonder if a
similar situation happens for the closed string moduli with an approximate shift-symmetry
for the axionic component allowing a linear time-dependence of the axion field which may be denoted ‘spinning axion’. The equations of motion are

\[- f_\tau g^{\mu \nu} (\partial_\mu \tau \partial_\nu \tau + \partial_\mu \theta \partial_\nu \theta) + \frac{2}{\sqrt{-g}} \partial_\mu (\sqrt{-g} \epsilon^\nu \epsilon^\sigma \epsilon^\lambda \partial_\nu \tau) \partial_\mu V = 0, \tag{4.6}\]

\[- \partial_\mu (\sqrt{-g} \epsilon^\nu \epsilon^\sigma \epsilon^\lambda \partial_\nu \theta) = 0. \tag{4.7}\]

The last equation is in the form of a conservation law, with current \( J^\mu = \sqrt{-g} g^{\mu \nu} \partial_\nu \theta \), from which we can define a conserved charge

\[ Q = - \int d^3 x \sqrt{-g} g^{00} \dot{f} \equiv q \, \text{Vol}, \tag{4.8}\]

where \( q \) is the charge density defined as

\[ q = 2 f a^3 \dot{\theta}, \tag{4.9}\]

and \( \text{Vol} = \int d^3 x \sqrt{-g} \). Taking just the homogeneous part of the field \( \tau \) we get the following equation of motion

\[ \ddot{\tau} + \frac{\partial_\tau f}{2f} \dot{\tau}^2 + 3H \dot{\tau} + \frac{\partial_\tau V}{2f} - \frac{q^2 \partial_\tau f}{8a^6 f^3} = 0. \tag{4.10}\]

A spintessence-like solution is obtained if there is a regime in which the first three terms in this equation of motion are negligible, such that

\[ \frac{\partial_\tau V}{2f} = \frac{q^2 \partial_\tau f}{8a^6 f^3}. \tag{4.11}\]

Notice that for the \( f \) in eq. (4.5) (of for any \( f \propto \tau^{-y} \) with \( y > 0 \)), \( \partial_\tau f < 0 \) and in order to satisfy eq. (4.11) the classical field has to lie in the \( \partial_\tau V > 0 \) region of the potential.

In terms of the canonically normalized homogeneous field \( \varphi \) defined as

\[ \sqrt{-\dot{\tau}} \frac{d\varphi}{d\tau} = \frac{d\varphi}{\sqrt{2}}, \quad \tau = e^{\frac{\varphi}{\sqrt{2}}}, \tag{4.12}\]

the equation of motion for the homogeneous field can be written as

\[ \ddot{\varphi} + 3H \dot{\varphi} + \partial_\varphi V = \frac{q^2 \partial_\varphi f}{4a^6 f^2}. \tag{4.13}\]

To illustrate matters let us take the simple run-away potential and gauge kinetic function:

\[ V = V_0 e^{-\kappa_1 \varphi}, \quad f = \alpha e^{-\kappa_2 \varphi}, \tag{4.14}\]

where we have redefined \( \kappa_2 = \sqrt{2/\alpha} \) for later convenience. Contrary to what happens to the \(|\Phi|^n\) potential for the complex field \( \Phi \) in spintessence, the first two terms in eq. (4.13) are not directly negligible for the exponential potential since for a constant equation of state all terms in this equation scale as \( 1/t^2 \). The explicit solution with constant equation of state and ‘charge’ \( q \) is

\[ \varphi(t) = B \ln t - C, \quad a(t) = t^{\frac{\kappa_1 + \kappa_2}{4\kappa_1}} \tag{4.15}\]
with \( B, C \) and \( q \) related by:

\[
B = \frac{2}{\kappa_1}, \quad q^2 = \frac{4\kappa_1 V_0}{\kappa_2} e^{(\kappa_1 + \kappa_2)C} - \frac{8}{\kappa_1^2} e^{\kappa_2 C},
\]

(4.16)

and the equation of state is

\[
w(\varphi) = \frac{\kappa_1 - \kappa_2}{\kappa_1 + \kappa_2}.
\]

(4.17)

This is similar to the equation of state for an oscillating field with potential \( V = |\Phi|^n \) [112] for which the time average \( \langle w \rangle = (n - 2)/(n + 2) \). But in our case the result holds without

the time average.

Notice that the term coming from the kinetic mixing is crucial for this solution to exist since there is no way to satisfy the relations above for \( q = \kappa_2 = 0 \). Furthermore, the first two terms in eq. (4.13) can be neglected even though they have the same time dependence of the other two as long as \( q^2 \gg 1 \) and \( C, \kappa_1, \kappa_2 > 0 \). Notice also that \( \kappa_1 = \kappa_2 \) leads to matter domination \( (w = 0) \) whereas \( \kappa_1 = 2\kappa_2 \) gives radiation domination \( (w = 1/3) \). Also the limit \( \kappa_1 \gg \kappa_2 \) gives kinetic domination \( (w \rightarrow 1) \) and \( \kappa_2 \gg \kappa_1 \) leads to dark energy domination \( (w \rightarrow -1) \).

It has not escaped our notice that this runaway potential, once dressed with the kinetic contribution from \( \theta \), leads to an effective potential (in flat spacetime \( (a(t) = \text{constant}) \)):

\[
V_{\text{eff}} = V + \frac{q^2}{4f},
\]

(4.18)

which, unlike the runaway \( V \) above, has a minimum. Therefore kinetic axion terms can stabilise the real part of the modulus field. In particular flux compactifications of IIB string theory lead to a no-scale flat potential at tree level but with a runaway potential for negative Euler with \( \alpha = 3/4 \) and \( \kappa = 9/2 \) leading to a minimum for \( \tau \propto q^{-4/13} \) which is in the effective field theory regime for \( q \ll 1 \). Notice, however, that since the equation of state is not standard even though the minimum is at non zero vacuum energy this does not correspond to \( w = -1 \).

We have also investigated the stability of such solution following the procedure of [102, 103]. To make the equations cleaner, we neglect gravity in the study of the evolutions of perturbations, setting \( \phi = 0 \). It has been shown that the conclusions should not change by including gravity in the discussion [102]. We can compute the equations of motion for the perturbations using

\[
\varphi = \varphi_0 + \delta \varphi, \quad \theta = \theta_0 + \delta \theta.
\]

(4.19)

Denoting \( f_0 = \alpha e^{-\kappa_2 \varphi_0} \), we get respectively

\[
\delta \ddot{\varphi} + 3H \dot{\varphi} - \kappa_2^2 f_0 \theta_0 \dot{\theta} \delta \varphi - \frac{\nabla^2}{a^2} \delta \varphi + 2 \kappa_2 f_0 \theta_0 \delta \dot{\theta} + V'' \delta \varphi = 0,
\]

(4.20)

\[
\delta \ddot{\theta} + 3H \dot{\theta} - \frac{\nabla^2}{a^2} \delta \theta - \kappa_2 \varphi_0 \dot{\varphi} \delta \thinspace \dot{\theta} - \kappa_2 \dot{\theta}_0 \delta \dot{\varphi} = 0,
\]

(4.21)

where \( V'' = \partial_{\varphi} \partial_{\varphi} V \).
It is possible to study the stability of the system against perturbations by just using the ansatz
\[ \delta \varphi = \delta \varphi_0 e^{\Omega t + i k \cdot x}, \quad \delta \theta = \delta \theta_0 e^{\Omega t + i k \cdot x}. \] (4.22)

Plugging this ansatz in eqs (4.20) and (4.21), working in Fourier space and using that \( aH \ll k \) and that \( \varphi_0 \) varies slowly we get a quadratic equation in \( \Omega \)
\[ \Omega^4 + \Omega^2 \left[ 2 \frac{k^2}{a^2} + V'' + \kappa_2^2 f_0 \theta_0^2 \right] + \frac{k^2}{a^2} \left( \frac{k^2}{a^2} + V'' - \kappa_2^2 f_0 \theta_0^2 \right) = 0. \] (4.23)

The fluctuations in eq. (4.22) grow if \( \Omega \) is real and positive, which is ensured if the last term in eq. (4.23) is negative, i.e. for modes that satisfy
\[ 0 < \frac{k^2}{a^2} < \frac{k^2}{a^2} = \kappa_2^2 f_0 \theta_0^2 - V'' \] (4.24)
where \( k_3 \) is the Jeans mode that can be rewritten as
\[ \frac{k^2}{a^2} = \frac{\kappa_2^2 q^2}{4 f_0 a^6} - V''. \] (4.25)

As in string models we expect \( V'' \) to be positive, the existence of such an instability band has to be checked on a case by case basis. For instance, if we assume that the potential is dominated by the run away potential in eq. (4.14) in the region where the motion of the field \( \varphi_0 \) is taking place, then the Jeans mode becomes
\[ \frac{k^2}{a^2} = \frac{\kappa_1^2 q^2}{8 a^6} e^{\kappa_2 \varphi_0} - V_0 e^{-\kappa_1 \varphi_0}, \] (4.26)
that, depending on the parameters of the model can stay positive for some time (despite the \( a^{-6} \) suppression in the first term), leading to a significant growth of the fluctuations.

Let us stress that we neglected gravity in the stability analysis, but it is expected that its inclusion would not change the conclusion, as it happens in the original spintessence model [102]. If the spinning axion field has to provide dark matter (that could be the case if \( \kappa_1 = \kappa_2 \)), one should explicitly check that the Jeans length is such that it allows the formation of large scale structures in agreement with observation. We leave a detailed scan of the potentials for which the spinning axion provides a good dark matter candidate for the future. Moreover, the growth of the fluctuations can lead to the formation of non-topological solitons. Unlike the case of spintessence, Q-balls cannot form, due to the absence of an unbroken U(1) vacuum. However, oscillons can be formed if the potential in the radial direction has a minimum and it is shallower than quadratic around it.

### 4.2 Early matter era

In this section we point out that the requirement I) at the beginning of section 4 is generically satisfied by string models before the beginning of BBN. The main observation relevant to this section is that during matter domination sub-horizon matter density perturbations modes \( \delta_{m,k} \) grow linearly with the scale factor\(^{28}\)
\[ \delta_{m,k} \equiv \frac{\delta \rho_{m,k}}{\langle \rho \rangle} \propto a(t) \sim t^{2/3}, \quad k \gg aH. \] (4.27)

\(^{28}\)In terms of conformal time \( \delta_{m,k} \propto \tau^2 \). The reader should not confuse conformal time \( \tau \) with moduli.
Since an oscillating modulus can be well described as pressureless dust, a growth of the matter perturbations is expected also during the early matter domination prior to BBN.\footnote{A modulus driven early matter era generically leads to a rich phenomenology, see [119–126].} Density perturbations can roughly grow as much as

$$\Psi = \frac{\delta_{m,k}(t_{\text{dec}})}{\delta_{m,k}(t_{\text{mat}})} \approx \left( \frac{t_{\text{dec}}}{t_{\text{mat}}} \right)^{2/3} \approx \left( \frac{H_{\text{mat}}}{H_{\text{dec}}} \right)^{2/3} \approx \left( \frac{m}{\Gamma} \right)^{2/3} \approx \left( \frac{M_{\text{P}}}{m} \right)^{4/3},$$

where the subscripts \textit{dec} and \textit{mat} denote the modulus decay time and the moment at which the early matter domination starts. We used that during matter domination $H \propto t^{-1}$, that the modulus starts oscillating when $H_{\text{mat}} \sim m$ and that the decay rate is $\Gamma \simeq m^3/M_{\text{P}}^2$ for a gravitationally coupled modulus. In the case of the volume modulus the enhancement can then be as large as

$$\Psi = \frac{\delta_{m,k}(\tau_{\text{dec}})}{\delta_{m,k}(\tau_{\text{mat}})} \simeq \left( \frac{M_{\text{P}}}{M_{\text{P}}/\sqrt{V/2}} \right)^{4/3} = V^2,$$

since the volume modulus mass is $m \simeq M_{\text{P}}/\sqrt{V/2}$. For the blow-up moduli the maximum enhancement is $\Psi \simeq V^{4/3}$, for fibre moduli $\Psi \simeq V^{20/9}$ while for KKLT is $\Psi \simeq \left( \frac{M_{\text{P}}V}{W_0} \right)^{4/3}$. The maximum enhancement comes independently of the value of $V$ or $W_0$ from requiring that $m \gtrsim 100$ TeV, in order to avoid the cosmological moduli problem. Such bound still gives a huge possible enhancement [117]

$$\Psi_{\text{max}} \simeq 10^{20}.$$ (4.30)

This behaviour can be easily checked numerically by solving the linearized evolution equations for scalar perturbations in Newtonian gauge [127] derived from general relativity. The energy density of the Universe is initially dominated by a thermal bath,\footnote{In the numerics we chose $\rho_{\text{radiation}} = 10^4 \rho_\phi \gg \rho_\phi$ (where $\rho_\phi$ is the energy density stored in the displaced scalar field) at the initial time.} while a scalar field is displaced from its minimum\footnote{We consider a quadratic potential: including corrections to the quadratic potential slightly changes only the transient evolution of the perturbations.} and stuck due to Hubble friction. In figure 7 we show the evolution of the comoving horizon $aH$ and of the comoving Jeans mode\footnote{$\sim$ and $k$ are in units of the mass of the field $m$.} $k_J = a\sqrt{mH}$ [110]. All the matter overdensity modes $k$ that enter the horizon (i.e. $k > aH$) and such that $k < k_J$, grow like the one shown in the left panel of figure 8, where we show the evolution of $\delta_{m,k}$ for a mode ($k = 1$) that enters the horizon immediately after the beginning of the evolution. After an initial brief transient in which the Universe is going from being radiation dominated to being matter dominated, the overdensity starts growing linearly with the scale factor. In the right panel of figure 8 we show the corresponding Newtonian potential, that tends to a constant in the matter dominated era, as expected. Finally, radiation perturbations oscillate around the constant value of $\phi$.

It is possible to get an analytical solution for modes that are still superhorizon while the Universe is already matter dominated.\footnote{In the numerics we adapted the discussion below to take into account that the Universe is initially radiation dominated, hence $w = 1/3$.} The initial conditions needed to solve the
Figure 7. Evolution of the comoving horizon $aH$ (black) and of the comoving Jeans mode $k_J$ (dashed red). The green dotted line represents the relation between $k$ and $\tilde{\tau}$ in eq. (4.37). The horizontal and vertical lines correspond to $k_{\text{mat}}$ and $\tilde{\tau}_{\text{mat}}$ respectively.

Figure 8. Left panel: overdensity for the mode $k = 1$ normalized by the scale factor $\delta_{\text{m},k}/a(\tilde{\tau})$, in log scale. Since during matter domination the matter overdensity increases as the scale factor, the curve tends to a constant value. We use arbitrary units on the y-axis. Right panel: newtonian potential for the mode $k = 1$. The initial value is normalized to $\phi_k = -1$. As expected during matter domination the Newtonian potential tends to a constant value.

Linearized equations can be found using the relation between the comoving curvature perturbation $\mathcal{R}$ and the Newtonian potential $\phi$,\(^\text{34}\) for modes that are superhorizon

$$\mathcal{R}_k \simeq \frac{5 + 3w}{3 + 3w}\phi_k.$$  \hspace{1cm} (4.31)

We can set the initial conditions directly in the matter dominated phase ($w = 0$) so that

\(^{34}\)In the approximation of constant equation of state $w$. 

for super-horizon modes
\[ \delta_{m,k} \approx -2\phi_k = \frac{6}{5} R_k. \]

Assuming a flat spectrum of perturbations from inflation
\[ \Delta^2_R(k) = \frac{k^3}{2\pi^2} |\mathcal{R}_k|^2 \simeq 2.4 \times 10^{-9}, \]
and from eq. (4.32) the initial condition at horizon re-entry of the \( k \) mode \( \tilde{\tau}_{\text{HE}}(k) \) is
\[ \delta_{m,k}^0 \equiv \delta_{m,k}(\tilde{\tau}_{\text{HE}}(k)) \simeq \left( 3 \times 10^{-9} \right)^{1/2}. \]

and the evolution of \( \delta_{m,k} \) after horizon re-entry is
\[ \delta_{m,k}(\tilde{\tau}) = \delta_{m,k}^0 \left( \frac{\tilde{\tau}}{\tilde{\tau}_{\text{HE}}(k)} \right)^2. \]
\( \tilde{\tau}_{\text{HE}}(k) \) can be computed by noting that
\[ \frac{k}{a(\tilde{\tau}_{\text{HE}}(k))} = H(\tilde{\tau}_{\text{HE}}(k)). \]

Denoting by \( \tilde{\tau}_{\text{mat}} \) the conformal time at the start of matter domination (i.e. when the scale factor starts evolving as \( a(\tilde{\tau}) \simeq \tilde{\tau}^2 \)), from eq. (4.36) and using that during matter domination \( a(\tilde{\tau}) \propto \tilde{\tau}^2 \) and that \( H = a'/a^2 \), we can write
\[ \tilde{\tau}_{\text{HE}}(k) = \frac{k_{\text{mat}} \tilde{\tau}_{\text{mat}}}{k}. \]

For the example at hand we numerically find \( \tilde{\tau}_{\text{mat}} \simeq 6 \) and \( \log_{10}(k_{\text{mat}}) = 0.34 \), see figure 7.

The typical size of the density constraint fluctuations on a comoving scale \( k^{-1} \) can be written as the square root of the variance of the density perturbations
\[ \delta_{k^{-1}}^2 \simeq \langle \delta(x)\delta(x) \rangle = \int_0^k d\log q \frac{q^3}{2\pi^2} |\delta_{m,q}|^2 = \frac{\delta_{m,k}^0}{2\pi^2} \left( \frac{\tilde{\tau}}{\tilde{\tau}_{\text{mat}}} \right)^4 \int_0^k dq \frac{q}{k_{\text{mat}}} \left( \frac{q}{k_{\text{mat}}} \right)^3, \]
from which the requirement that fluctuations go non-linear on a comoving scale \( k^{-1} \) (with \( k \ll k_{\text{mat}} \)) can be related to a requirement on \( \tilde{\tau}/\tilde{\tau}_{\text{mat}} \). For instance if we take as the upper limit of integration \( k = k_{\text{mat}}/10 \), the integral gives a factor \( 0.25 \times 10^{-4} \) and the requirement on \( \tilde{\tau}/\tilde{\tau}_{\text{mat}} \) in order for \( \delta_{k^{-1}}^2 \) to go non-linear is
\[ \Psi(\tilde{\tau}) = \left( \frac{\tilde{\tau}}{\tilde{\tau}_{\text{mat}}} \right)^2 \gtrsim \left( \frac{8\pi^2}{3} \times 10^{13} \right)^{1/2} \simeq 1.6 \times 10^7 \ll \Psi_{\text{max}}. \]

This analytical estimate takes into account modes \( k \ll k_{\text{mat}} \) and it is enough to show that in general it is quite hard to avoid some scales to become non-linear. Of course, modes \( k \simeq k_{\text{mat}} \) go non-linear much earlier. Assuming a flat spectrum of fluctuations as initial conditions \( \Delta^2_R(k) \simeq 2 \times 10^{-9} \), scales around \( k_{\text{mat}} \) (for which the result of the integral
in eq. (4.38) is of $\mathcal{O}(1)$) go non-linear as long as the mass of the gravitationally coupled modulus satisfies

$$10^{-9} \left( \frac{M_\text{P}}{m} \right)^{8/3} \gtrsim 1 \implies m \lesssim 4 \times 10^{-4} M_\text{P} \implies V \gtrsim 10^3, \quad (4.40)$$

which is a rather weak constraint.\textsuperscript{35} Once the fluctuations satisfy $\delta_{k_\text{-1}} \simeq 1$ on a given comoving scale $k^{-1}$, the linear analysis breaks down and a fully non-linear simulation that includes the effects of gravity is needed. The implication is rather strong: the existence of a scalar field like the volume modulus in the LVS always implies that non-linear physics has to be taken into account. A more detailed study is beyond the scope of this paper and left for future work. However, it is reasonable to expect that once fluctuations go non-linear the formation of compact structures (such as moduli stars or primordial black holes) could start \textsuperscript{[116]}. The formation of primordial black holes through this mechanism could be particularly interesting for subsequent evolution of the Universe. Since they would be extremely light, they would evaporate very quickly providing for instance the initial conditions needed for instance for Hawking genesis \textsuperscript{[128]}. Moreover, even if they do not form compact objects, such non-linearities could still give rise to a stochastic background of gravitational radiation, as pointed out in \textsuperscript{[117]}.

## 5 Conclusions

We have started a systematic study and found the first concrete examples of boson stars in string compactifications. Both hidden and visible open string sectors essentially reproduce the previous field theoretical studies regarding Q-balls and boson stars, taking into account that the appearance of global symmetries is very restrictive in string theory. Closed string moduli offered a more stringy realisation of boson stars with particular properties that may be eventually identified and compared with observations. Concrete scenarios of moduli stabilisation such as the LVS or KKLT provide different examples of boson stars with different properties. Even though in the boson stars literature the case of boson stars with masses $M_\text{P}^3/m^2$ are much studied we find that they are not naturally realised in the closed string sector for which only the original mini-boson stars of mass $M_\text{P}^2/m$ are obtained. This is due to the fact that the particularly strong self-interactions are not obtained since all terms in the moduli interactions come from the string scale and coefficients are not many orders of magnitude larger than one, as it would be needed to get boson stars with masses $M_\text{P}^3/m^2$.

Axion stars are one of the most promising and generic outcomes of string compactifications. Different axionic particles provide different sources of axion stars. Typically axions obtain masses of the same order as their moduli partners and can give rise to light microscopic stars. However the large volume scenario predicts that there is at least one axion field with mass of order $m \sim e^{-aV^{2/3}}$ and therefore the corresponding stars have exponentially large masses $M \sim e^{aV^{2/3}}$ in Planck units. If the mass of this light axion is in the right ballpark $(1-10 \times 10^{-22} \text{ eV})$ it can be fuzzy dark matter. In this case, an axion star

\textsuperscript{35}The last implication of eq. (4.40) is computed for the LVS volume modulus, for which $m \simeq M_\text{P}/V^{3/2}$. 
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would form at the core of dwarf galaxies possibly addressing the cusp-core problem of cold dark matter. A similar situation occurs for any other string modulus which is stabilised by perturbative effects: its axionic partner would be the source of macroscopic stars.

Even though axion stars have been very much studied in the literature independent of string theory, in string theory the corresponding scalar modulus field can also be a source for moduli stars. Since they are components of a complex scalar field together with an axion, in string theory both fields should be considered together. If they are both of similar masses they have to be considered together with the corresponding axion. In the small amplitude regime the two fields oscillate independently and their effect is simple to consider. But in other regimes the two-field system needs to be considered. This we will leave for a future study.

The moduli stars we considered vary if the corresponding field is the overall modulus, a blow-up mode or a fibre modulus. In each case the star mass is of order \( M_P \mathcal{V}^n \) with \( n = 1, 3/2, 5/3 \) respectively. In the KKLT case the star mass is \( M_P |W_0|^{-1} \mathcal{V} \). We determined the field profile and the mass-radius behaviour for each case in the dilute regime.\footnote{The relation of the mass of the object with the inverse mass of the corresponding particle is reminiscent of the fact that in gauge theories elementary particles have masses proportional to couplings and that of the solitonic objects to powers of the inverse couplings. This played a role in uncovering strong-weak dualities in field and string theories. In our case the interaction is gravity and for moduli stars the relation corresponds to inverse powers of the volume as can be seen in table 2.} A summary of the configurations obtained in this article can be seen in table 2 and a summary of expected mass ranges and radii for typically considered values of the overall volume and flux parameter are shown in figure 9. Similarly studying the formation of these objects we pointed out that the first condition listed at the beginning of section 4 (i.e. the existence of a localized overdensity) is always satisfied independently of the initial conditions and of the details of the model. The enhancement of the density perturbations takes place if there

\[ \text{Figure 9. Summary of expected mass ranges and radii for typically considered values of the overall volume and flux parameter.} \]
Table 2. Summary of the compact configurations with the scalings of their associated particle and star mass scalings, radii, and their respective enhancement factors.

| Particle                           | State mass | Star mass | Star radius | Enhancement |
|------------------------------------|------------|-----------|-------------|-------------|
| LVS volume modulus                 | $M_P V^{3/2}$ | $M_P V^{3/2}$ | $l_P V^{3/2}$ | $V^2$       |
| LVS blow-up modulus                | $M_P V$    | $M_P V$   | $l_P V^{5/3}$ | $V^{4/3}$   |
| Generic axion                      | $M_P V$    | $M_P V$   | $l_P V^{5/3}$ | $V^{20/9}$  |
| LVS fibre moduli                   | $M_P V^{5/3}$ | $M_P V^{5/3}$ | $l_P V^{5/3}$ | $V^{20/9}$  |
| LVS volume axion                   | $M_P e^{-\alpha V^{2/3}}$ | $M_P e^{-\alpha V^{2/3}}$ | $l_P e^{-\alpha V^{2/3}}$ | $e^{4/3\alpha V^{2/3}}$ |
| KKLT volume modulus                | $M_P |W_0|^4 V$ | $M_P |W_0|^{-4} V$ | $l_P |W_0|^4 V$ | $V^{1/3} / |W_0|^{4/3}$ |
| Gravitino, modulini, unsequestered gauginos | $M_P |W_0|^4 V$ | $M_P V^2 / |W_0|^2$ | $l_P V^2 / |W_0|^2$ | $V^{4/3} / |W_0|^{4/3}$ |
| Sequestered gauginos              | $M_P V^2$  | $M_P V^4$ | $l_P V^4$   | $V^{8/3}$   |
| Unsequestered Q-balls              | $M_P V$    | $M_P V$   | $l_P V$     | $V^{4/3}$   |
| Sequestered Q-balls                | $M_P V^{3/2}$ | $M_P V^{3/2}$ | $l_P V^{3/2}$ | $V^2$       |

is an early matter dominated era due to an oscillating modulus. In the examined cases the enhancement is of order $V^l$ with $l = 4/3, 2, 20/9$ respectively, illustrating concrete physical differences between the different objects.

We have also studied the interesting limiting case in which an axion is so light that the PQ shift-symmetry can be considered exact for the study of the physics of the associated modulus field. This case resembles the Q-ball case for a complex scalar. We call the corresponding configurations PQ-balls and started to study their properties. Even though they do not provide localised solitonic configurations in 4D they extend the solutions for a single modulus field to non-zero values of the angular velocity of the axionic component. This spinning axion configurations also generalises the spintessence proposal with potential cosmological implications which we hope to further study in the future.

Potential signatures of this study hints naturally at GWs. First, independently of the formation of boson stars, the substantial enhancement of density perturbations during an early matter dominated era (up to factors of order $10^{20}$) can lead to the production of a stochastic spectrum of GWs [117]. Furthermore, the possible formation of boson stars and even of primordial black holes could leave a distinctive signal in the GW spectrum. Other potential signatures have been studied in the past [10].

We are only in the early stages of an ambitious programme to explore the formation, evolution and dynamics of the many inhomogeneities distinctive of string cosmology after inflation due to the rich structure of moduli fields. Their imprint in the GW spectrum may eventually provide important information about the structure and composition of the extra dimensions in string theory.
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