Best approximations and moduli of smoothness of functions and their derivatives in $L_p$, $0 < p < 1$
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Abstract. Several new inequalities for moduli of smoothness and error s of the best approximation of a function and its derivatives in the spaces $L^p$, $0 < p < 1$, are obtained. For example, it is shown that for any $0 < p < 1$ and $k, r \in \mathbb{N}$

$$\omega_{r+k}(f, \delta)_p \leq C(p, k, r) \delta^{r+\frac{1}{p}-1} \left( \int_0^\delta \frac{\omega_k(f^{(r)}(t), \delta)_p}{t^{2-p}} dt \right)^\frac{1}{p},$$

where the function $f$ is such that $f^{(r-1)}$ is absolutely continuous. Similar inequalities are obtained for the Ditzian-Totik moduli of smoothness and the error of the best approximation of functions by trigonometric and algebraic polynomials and splines. As an application, positive results about simultaneous approximation of a function and its derivatives by the mentioned approximation methods in the spaces $L^p$, $0 < p < 1$, are derived.

1. Introduction

Let $A$ be a finite interval $[a, b]$ or the unit circle $\mathbb{T} \cong [0, 2\pi)$. As usual, $L_p = L_p(A)$, $0 < p < \infty$, denotes the space of all measurable function $f$ on $A$ such that

$$\|f\|_p = \|f\|_{L_p(A)} = \left( \int_A |f(x)|^p dx \right)^{\frac{1}{p}} < \infty$$

and $W^r_p(A)$, $1 \leq p \leq \infty$, $r \in \mathbb{N}$, denotes the Sobolev space of functions, that is $f \in W^r_p(A)$ if $f^{(r-1)} \in AC(A)$ (absolutely continuous functions on $A$) and $f^{(r)} \in L_p(A)$.

Measuring the smoothness of a function by differentiability is too crude for many purposes of analysis. Subtler measurements are provided by moduli of smoothness. Recall that for $f \in L_p$, the classical (non-periodic and periodic) modulus of smoothness of order $r \in \mathbb{N}$ is defined by

$$\omega_r(f, \delta)_p = \omega_r(f, \delta)_{L_p(A)} = \sup_{0<h\leq\delta} \|\Delta_h^r f\|_{L_p(A,rh)},$$

where

$$\Delta_h^r f(x) = \sum_{\nu=0}^r \left( \begin{array}{c} r \\ \nu \end{array} \right) (-1)^\nu f(x + \nu h),$$
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\( (r) = r^{(r-1)} \cdots (r-\nu+1) \), \( (r)_0 = 1 \), and \( A_{rh} = [a, b - rh] \) in the case \( A = [a, b] \) or \( A_{rh} = \mathbb{T} \) in the case \( A = \mathbb{T} \). We also use the notation \( \omega_0(f, \delta)_p = \|f\|_p \).

It is well-known (see [4], p. 46) that for any function \( f \in W^r_p(A) \), \( 1 \leq p < \infty \), and \( k, r \in \mathbb{Z}_+ \)

\begin{equation}
(1.1) \quad \omega_{r+k}(f, \delta)_p \leq \delta^r \omega_k(f^{(r)}, \delta)_p.
\end{equation}

It is also possible to estimate \( \omega_k(f^{(r)}, \delta)_p \) from above by \( \omega_{r+k}(f, \delta)_p \). Such estimate is given by the following weak-type inverse inequality to (1.1): for \( f \in L_p \), \( 1 \leq p < \infty \), and \( k, r \in \mathbb{N} \) one has

\begin{equation}
(1.2) \quad \omega_k(f^{(r)}, \delta)_p \leq C_r \int_0^{\delta} \frac{\omega_{r+k}(f, t)_p}{t^{r+1}} dt.
\end{equation}

(see Johnen and Scherer [11], see also [4, p. 178]). Inequalities (1.1) and (1.2) have important applications in theory of functions and approximation theory and have been intensively studied in different settings in the case of Banach spaces (see, e.g., [1, Ch. 4], [4, Ch. 2 and Ch. 6], and [26]).

In contrast, in the spaces \( L_p \), \( 0 < p < 1 \), there are only some partial results related to (weak) inverse inequalities and some examples of functions for which the classical direct inequalities of type (1.1) are impossible. Thus, Ditzian and Tikhonov [9] proved that for any periodic function \( f \in L_p(\mathbb{T}) \), \( 0 < p < 1 \), and \( k, r \in \mathbb{N} \) one has

\begin{equation}
(1.3) \quad \omega_k(f^{(r)}, \delta)_{L_p(\mathbb{T})} \leq C_{p, k, r} \left( \int_0^{\delta} \frac{\omega_{r+k}(f, t)_{L_p(\mathbb{T})}^p}{t^{r+1}} dt \right)^{\frac{1}{p}}.
\end{equation}

At the same time, it is known that inequality (1.1) is no longer valid for a general \( f \) in the case \( 0 < p < 1 \), even if we assume that \( f \in C^\infty \) (see [22]). Moreover, in the monograph of Petrushev and Popov [24, p. 188], it was mentioned that "there is no upper estimate of \( \omega_k(f, \delta)_p \) by \( \omega_{k-1}(f', \delta)_p \) in the case \( 0 < p < 1 \)." Surprisingly, it turns out that such estimation is possible but in terms of weak-type inequalities related to (1.2) and (1.3). Namely, in this paper, we show that for any \( 0 < p < 1 \), \( k, r \in \mathbb{N} \), and any function \( f \) such that \( f^{(r-1)} \in AC \) we have the following analogue of (1.1)

\begin{equation}
\omega_{r+k}(f, \delta)_p \leq C_{p, k, r} \delta^{r+\frac{1}{p}-1} \left( \int_0^{\delta} \frac{\omega_k(f^{(r)}, t)_p^p}{t^{2-p}} dt \right)^{\frac{1}{p}}.
\end{equation}

(see Theorem 2.4).

A similar situation arises in studying inequalities for the error of polynomial approximation. Let us consider, for example, the case of approximation of functions by trigonometric polynomials. Recall that the error of the best trigonometric polynomial approximation is given by \( E_n(f)_p = \inf_{T \in \mathcal{T}_n} \|f - T\|_{L_p(\mathbb{T})} \), where \( \mathcal{T}_n \) denotes the set of all trigonometric polynomials of degree at most \( n \).

It is well-known (see [4, p. 206]) that for any function \( f \in W^r_p(\mathbb{T}) \), \( 1 \leq p < \infty \), and \( r \in \mathbb{N} \) one has

\begin{equation}
(1.4) \quad E_n(f)_p \leq C_r n^{-r} E_n(f^{(r)})_p.
\end{equation}

In the case \( 0 < p < 1 \), inequality (1.4) does not hold. In particular, from the result of Kopotun [19] (see also Ivanov [14]) it follows that for every \( C > 0 \), \( B \in \mathbb{R} \), \( 0 < p < 1 \), and \( n \in \mathbb{N} \) there exists a function \( f \in AC(\mathbb{T}) \) such that

\begin{equation}
(1.5) \quad E_n(f)_p > C n^B \|f'\|_{L_p(\mathbb{T})}.
\end{equation}
We show that for any \( 0 < p < 1 \) and a function \( f \) such that \( f^{(r-1)} \in AC(\mathbb{T}) \), \( r \in \mathbb{N} \), the following counterpart of (1.4)

\[
E_n(f)_p \leq C_{p,r} n^{-r} \left( E_n(f^{(r)})_p + n^{1-\frac{1}{p}} \left( \sum_{\nu=n+1}^{\infty} \nu^{-p} E_\nu(f^{(r)})_p \right)^{\frac{1}{p}} \right)
\]

is true (see Theorem 2.1).

A close problem to the mentioned above inequalities is the problem of studying simultaneous approximation of functions and their derivatives in \( L_p \). Let us recall the classical result of Czipsner and Freud [2] about simultaneous approximation of periodic functions by trigonometric polynomials: if \( f \in W_p^r(\mathbb{T}) \), \( 1 \leq p < \infty \), and \( r \in \mathbb{N} \), then

\[
\| f^{(r)} - T_n^{(r)} \|_{L_p(\mathbb{T})} \leq C_r E_n(f^{(r)})_p,
\]

where the polynomials \( T_n \in T_n \) are such that \( \| f - T_n \|_p = E_n(f)_p \). In this paper, we prove that, in the case \( 0 < p < 1 \), an analogue of inequality (1.6) has the following form

\[
\| f^{(r)} - T_n^{(r)} \|_{L_p(\mathbb{T})} \leq C_{p,r} \left( E_n(f^{(r)})_p + n^{1-\frac{1}{p}} \left( \sum_{\nu=n+1}^{\infty} \nu^{-p} E_\nu(f^{(r)})_p \right)^{\frac{1}{p}} \right)
\]

(see Theorem 2.3).

It is worth mentioning some results about simultaneous approximation of function and its derivatives by algebraic polynomials. Let \( \mathcal{P}_n \) denote the set of all algebraic polynomials of degree at most \( n \). Kopotun [20] proved that for any function \( f \) such that \( f^{(r-1)} \in AC[-1,1] \) and \( f^{(r)} \in L_p[-1,1] \), \( 1 \leq p < \infty \), and \( s \in \mathbb{N} \), there exists an algebraic polynomial \( P_n \in \mathcal{P}_n \) such that

\[
\| f^{(k)} - P_n^{(k)} \|_{L_p[-1,1]} \leq C_{s,r} \omega_n^{p}(f^{(k)}, n^{-1})_p, \quad 0 \leq k \leq r,
\]

where \( \omega_n^{p}(g, \delta)_p \) is the Ditzian-Totik modulus of smoothness of order \( s \) in \( L_p[-1,1] \). At the same time, Ditzian [5] showed that "for \( 0 < p < 1 \) simultaneous polynomial approximation is not possible". More precisely, Ditzian proved that there exists a function \( f \in AC[0,1] \) such that for any \( 0 < p < 1 \) and \( P_n \in \mathcal{P}_n \) the following inequalities

\[
\| f - P_n \|_{L_p[-1,1]} \leq C \omega_2(f, n^{-1})_p
\]

and

\[
\| f' - P_n' \|_{L_p[-1,1]} \leq C \omega_1(f', n^{-1})_p
\]

cannot hold simultaneously with a constant \( C \) independent of \( f \) and \( n \).

Kopotun [21] improved this result by showing that if \( f \) is assumed to be \( k \)-monotone function, then simultaneous approximation of \( f \) and its derivatives is possible for \( p < 1 \). In particular, if \( f \) is a convex function, then there exists \( P_n \in \mathcal{P}_n \) such that (1.8) and (1.9) hold simultaneously with the constant \( C = C(p) \). In this paper, based on inequality (1.7), we obtain another improvement of the above Ditzian’s result (see Section 4). Moreover, we derive several results about simultaneous approximation of a function and its derivatives by splines in \( L_p \), \( 0 < p < 1 \).

Let us mention that in the recent papers [17] and [18] it was studied similar problems concerning approximation of functions by trigonometric and algebraic polynomials in the Hölder spaces \( H^p_s \) with \( 0 < p < 1 \).

The paper is organized as follows: In Section 2, we consider periodic functions in the spaces \( L_p(\mathbb{T}) \), \( 0 < p < 1 \). In particular, in Subsection 2.1, we study inequalities for the errors of the best approximation of functions and their derivatives; in Subsection 2.2, we obtain new inequalities for moduli of smoothness of functions and their derivatives; in Subsection 2.3, we show the sharpness of the main results of the paper in the periodic case. In Section 3, we
derive analogues of the main results from Section 2 in the case of the non-periodic moduli of smoothness and approximation of functions by splines in the space \( L_p[0,1], 0 < p < 1 \). In Section 4, the previous problems are considered within the framework of the Ditzian-Totik moduli of smoothness and the approximation of functions by algebraic polynomials in the spaces \( L_p[-1,1], 0 < p < 1 \).

In what follows, we denote by \( C \) some positive constants depending on the indicated parameters.

2. Approximation of functions by trigonometric polynomials. Periodic moduli of smoothness

In this section, we take \( A = \mathbb{T} \) and denote \( \| \cdot \|_p = \| \cdot \|_{L_p(\mathbb{T})} \). Let \( T_n \) be the set of all trigonometric polynomials of order at most \( n \) and let

\[
E_n(f)_p = \inf_{T \in T_n} \| f - T \|_p
\]

be the error of the best approximation of a function \( f \) by trigonometric polynomials of order at most \( n \) in \( L_p(\mathbb{T}) \). A trigonometric polynomial \( T_n \in T_n \) is called a polynomial of the best approximation of \( f \) in \( L_p(\mathbb{T}) \) if

\[
\| f - T_n \|_p = E_n(f)_p.
\]

2.1. Inequalities for the error of the best approximations of functions by trigonometric polynomials. In this section, one of the main results is the following counterpart of inequality (1.4) in the case \( 0 < p < 1 \).

**Theorem 2.1.** Let \( 0 < p < 1, r \in \mathbb{N}, \) and let \( f \) be such that \( f^{(r-1)} \in AC(\mathbb{T}) \) and

\[
\sum_{\nu=1}^{\infty} \nu^{-p} E_{\nu}(f^{(r)})_{p}^p < \infty.
\]

Then for any \( n \in \mathbb{N} \) we have

\[
E_n(f)_p \leq \frac{C}{n^r} \left( E_n(f^{(r)})_p + n^{1-p} \left( \sum_{\nu=n+1}^{\infty} \nu^{-p} E_{\nu}(f^{(r)})_{p}^p \right)^{\frac{1}{p}} \right),
\]

where \( C \) is a constant independent of \( f \) and \( n \).

The proof of this theorem is based on the next three important results in the theory of approximation. The first one is the Jackson-type theorem in \( L_p(\mathbb{T}) \), \( 0 < p < 1 \) (see [28] and also [27] and [14]).

**Lemma 2.1.** Let \( f \in L_p(\mathbb{T}), 0 < p < 1, k \in \mathbb{N}, \) and \( n \in \mathbb{N} \). Then

\[
E_n(f)_p \leq C \omega_k \left( f, \frac{1}{n} \right)_p,
\]

where \( C \) is a constant independent of \( f \) and \( n \).

The second result is the Stechkin-Nikolskii type inequality (see [7]).

**Lemma 2.2.** Let \( 0 < p < \infty, n \in \mathbb{N}, 0 < h \leq \pi/n, \) and \( r \in \mathbb{N} \). Then for any \( T_n \in T_n \), we have

\[
h^{r} \| T_n^{(r)} \|_p \asymp \| \Delta_h T_n \|_p,
\]

where \( \asymp \) is a two-sided inequality with positive constants independent of \( T_n \) and \( h \).

The third result is the well-known Nikolskii inequality of different metrics (see, e.g., [4, Ch. 4, §2]).
Lemma 2.3. Let $0 < p < q < \infty$. Then for any $T_n \in \mathcal{T}_n$, $n \in \mathbb{N}$, one has

$$\|T_n\|_q \leq C n^{\frac{1}{p} - \frac{1}{q}} \|T_n\|_p,$$

where the constant $C$ depends only on $p$ and $q$.

We need the following properties of moduli of smoothness (see [4, Ch. 2, § 7 and Ch. 12, § 5] or [30, Ch. 4]). Let $A = \mathbb{T}$ or $A = [0, 1]$ and let $f, g \in L_p(A)$, $0 < p < \infty$, $r \leq k$, $k, r \in \mathbb{N}$. Then

$$\omega_k(f + g, \delta)^{p_1}_p \leq \omega_k(f, \delta)^{p_1}_p + \omega_k(g, \delta)^{p_1}_p, \quad \delta > 0,$$

$$\omega_k(f, \delta)_p \leq \frac{k}{p_1} \omega_r(f, \delta)_p \leq \frac{k}{r_1} \|f\|_{L_p(A)}, \quad \delta > 0,$$

$$\omega_r(f, \lambda \delta) \leq r^{\frac{1}{p_1} - 1} (1 + \lambda)^{\frac{1}{r_1} + r - 1} \omega_r(f, \delta)_p, \quad \delta > 0, \quad \lambda > 0,$$

where $p_1 = \min(p, 1)$.

Proof. of Theorem 2.1 Let $U_n \in \mathcal{T}_n$, $n \in \mathbb{N}$, be such that

$$\|f^{(r)} - U_n\|_p = E_n(f^{(r)})_p$$

and let $T_n \in \mathcal{T}_n$, $n \in \mathbb{N}$, be such that

$$T_n^{(r)}(x) = U_n(x) - \frac{1}{2\pi} \int_0^{2\pi} U_n(x)dx.$$

Choosing $m \in \mathbb{N}$ such that $2^{m-1} \leq n < 2^m$, we have

$$E_n(f)_p \leq E_n(T_{2m})_p + E_n(f - T_{2m})_p.$$   \hspace{1cm} (2.6)

Let us estimate $E_n(T_{2m})_p$. Denoting

$$\tau_u(x) = \tau_{u, 2^m, n}(x) = \Delta^1_u(T_{2m}(x) - T_n(x)), \quad u > 0,$$

and applying Lemma 2.1, we obtain

$$E_n(T_{2m})_p = E_n(T_{2m} - T_n)_p \leq C \omega_{r+1}(T_{2m} - T_n, n^{-1})_p$$

$$= C \sup_{0 < h \leq n^{-1}} \|\Delta^r_h \tau_u\|_p \leq C \sup_{0 < h \leq n^{-1}} \sup_{u > 0} \|\Delta^r_h \tau_u\|_p$$

$$\leq C \sup_{u > 0} \omega_r(\tau_u, n^{-1})_p.$$ \hspace{1cm} (2.7)

Next, taking into account that $\tau_u \in \mathcal{T}_{2^m}$ for any fixed $u > 0$ and applying inequalities (2.4), (2.5), and Lemma 2.2, we get

$$\omega_r(\tau_u, n^{-1})_p \leq C \omega_r(\tau_u, 2^{-m})_p \leq C 2^{-mr} \|\tau^{(r)}_u\|_p$$

$$= C 2^{-mr} \|\Delta^1_u(T_{2^m}^{(r)} - T_n^{(r)})\|_p = C 2^{-mr} \|\Delta^1_u(U_{2^m} - U_n)\|_p$$

$$\leq C n^{-r} \|U_{2^m} - U_n\|_p \leq C n^{-r} E_n(f^{(r)})_p.$$ \hspace{1cm} (2.8)

Combining (2.7) and (2.8), we derive

$$E_n(T_{2m})_p \leq C n^{-r} E_n(f^{(r)})_p.$$ \hspace{1cm} (2.9)

Now let us consider the second term in the right-hand side of (2.6). First, we show

$$E_n(f - T_{2m})_p \leq \sum_{\mu=m}^\infty E_n(T_{2^{\mu+1}} - T_{2^\mu})_p.$$ \hspace{1cm} (2.10)
It is easy to see that for any \( N > m \) we have

\[
E_n(f - T_{2^m})_p^p \leq \sum_{\mu=m}^{N-1} E_n(T_{2^{\mu+1}} - T_{2^\mu})_p^p + E_n(f - T_{2^N})_p^p.
\]

Thus, to show (2.10), it is enough to verify that

\[
E_n(f - T_{2^N})_p^p \to 0 \quad \text{as} \quad N \to \infty.
\]

Indeed, by Lemma 2.3, we have

\[
\sum_{\mu=1}^\infty \|U_{2^{\mu+1}} - U_{2^\mu}\|_1^p \leq C \sum_{\mu=1}^\infty 2^{(1-p)\mu} \|U_{2^{\mu+1}} - U_{2^\mu}\|_p^p \leq C \sum_{\mu=1}^\infty 2^{(1-p)\mu} E_{2^n}(f^{(\nu)})_p^p \leq C \sum_{\nu=1}^\infty \nu^{-p} E_{\nu}(f^{(\nu)})_p^p.
\]

In view of (2.1), this implies that there exists \( g \in L_1(\mathbb{T}) \) such that \( U_{2^\mu} \to g \) as \( \mu \to \infty \) in \( L_1(\mathbb{T}) \). By the definition of \( U_n \), we know that \( U_{2^\mu} \to f^{(\nu)} \) as \( \mu \to \infty \) in \( L_p(\mathbb{T}) \). Therefore, \( g = f^{(\nu)} \) a.e. on \( \mathbb{T} \) and

\[
U_{2^\mu} \to f^{(\nu)} \quad \text{as} \quad \mu \to \infty \quad \text{in} \quad L_1(\mathbb{T}).
\]

At the same time, using Hölder’s inequality and the estimate \( E_n(f)_1 \leq Cn^{-r} E_n(f^{(\nu)})_1 \) (see [4], p. 206), we obtain

\[
E_n(f - T_{2^N})_p \leq CE_n(f - T_{2^N})_1 \leq Cn^{-r} E_n(f^{(\nu)} - T_{2^N}^{(\nu)})_1 = Cn^{-r} E_n(f^{(\nu)}) - U_{2^N})_1 \leq Cn^{-r} \|f^{(\nu)} - U_{2^N}\|_1.
\]

By (2.13) and (2.12), we get (2.11) and, hence, (2.10).

Now, using Lemma 2.1, inequalities (2.5) and (2.4), and applying the same arguments as in (2.7) and (2.8) to the function \( \tau_u(x) = \tau_{u,2^{\mu+1},2^\mu}(x) = \Delta_u^1(T_{2^{\mu+1}}(x) - T_{2^\mu}(x)) \), we derive

\[
E_n(T_{2^{\mu+1}} - T_{2^\mu})_p \leq C\omega_{r+1}(T_{2^{\mu+1}} - T_{2^\mu}, n^{-1})_p \leq C \sup_{u>0} \omega_{r}(\tau_u, n^{-1})_p \leq C(2^{\mu+1}n^{-1})^{r+\frac{1}{p}-1} \sup_{u>0} \omega_{r}(\tau_u, 2^{-\mu-1})_p \leq Cn^{-r-\frac{1}{p}+2\mu\left(\frac{1}{p}-1\right)} \sup_{u>0} \|\tau_u^{(r)}\|_p \leq Cn^{-r-\frac{1}{p}+2\mu\left(\frac{1}{p}-1\right)} \sup_{u>0} \|\Delta_u^1(T_{2^{\mu+1}}^{(r)} - T_{2^\mu}^{(r)})\|_p \leq Cn^{-r-\frac{1}{p}+2\mu\left(\frac{1}{p}-1\right)} \sup_{u>0} \|\Delta_u^1(U_{2^{\mu+1}} - U_{2^\mu})\|_p \leq Cn^{-r-\frac{1}{p}+2\mu\left(\frac{1}{p}-1\right)} \sup_{u>0} \|U_{2^{\mu+1}} - U_{2^\mu}\|_p \leq Cn^{-r-\frac{1}{p}+2\mu\left(\frac{1}{p}-1\right)} E_{2^\nu}(f^{(\nu)})_p.
\]

In the third inequality, we take into account that \( n < 2^{m} \leq 2^{\mu+1} \).
Thus, combining (2.10) and (2.14), we obtain

\[
E_n(f - T_2 m)^p \leq C n^{-rp-1+p} \sum_{\mu=m}^\infty 2(1-p)\mu E_{2\mu}(f^{(r)})^p
\]

(2.15)

\[
\leq C n^{-rp-1+p} \sum_{\nu=n+1}^\infty \nu^{-p} E_{\nu}(f^{(r)})^p.
\]

Finally, combining (2.6), (2.9), and (2.15), we get (2.2).

The theorem is proved. □

Now let us consider an inverse inequality to (2.2). For this, we need the notion of the derivative in the sense of \( L^p(T) \) spaces. We say that a function \( f \in L^p(T) \), \( 0 < p < \infty \), has the derivative of order \( k \in \mathbb{N} \) in the sense of \( L^p(T) \) if there exists a function \( g \) such that

\[
\left\| \frac{\Delta^k f}{h^k} - g \right\|_p \to 0 \quad \text{as} \quad h \to 0.
\]

(2.16)

In this case, we write \( g = f^{(k)} \).

Ivanov [14] proved the following result.

**Theorem 2.2.** Let \( f \in L^p(T) \), \( 0 < p < 1 \), and let for some \( k \in \mathbb{N} \)

\[
\sum_{\nu=1}^\infty \nu^{kp-1} E_{\nu}(f)^p < \infty.
\]

Then \( f \) has the derivative \( f^{(k)} \) in the sense of \( L^p(T) \) and for any \( n \in \mathbb{N} \)

(2.17)

\[
\left\| f^{(k)} - T_n^{(k)} \right\|_p \leq C \left( n^k E_n(f)^p + \left( \sum_{\nu=n+1}^\infty \nu^{kp-1} E_{\nu}(f)^p \right)^{\frac{1}{p}} \right),
\]

where \( T_n \in \mathcal{T}_n \), \( n \in \mathbb{N} \), are such that \( \| f - T_n \|_p = E_n(f) \) and \( C \) is a constant independent of \( f \) and \( n \).

Combining Theorem 2.1 and Theorem 2.2, we obtain the following theorem about simultaneous approximation in the spaces \( L^p(T) \).

**Theorem 2.3.** Let \( 0 < p < 1 \), \( r \in \mathbb{N} \), and let \( f \) be such that \( f^{(r-1)} \in AC(T) \) and

(2.18)

\[
\sum_{\nu=1}^\infty \nu^{-p} E_{\nu}(f^{(r)})^p < \infty.
\]

Then for any \( n \in \mathbb{N} \) we have

(2.19)

\[
\left\| f^{(r)} - T_n^{(r)} \right\|_p \leq C \left( E_n(f^{(r)})^p + n^{1-\frac{1}{p}} \left( \sum_{\nu=n+1}^\infty \nu^{-p} E_{\nu}(f^{(r)})^p \right)^{\frac{1}{p}} \right),
\]

where \( T_n \in \mathcal{T}_n \), \( n \in \mathbb{N} \), are such that \( \| f - T_n \|_p = E_n(f) \) and \( C \) is a constant independent of \( f \) and \( n \).
Theorem 2.1 and Theorem 2.2 in the case of periodic moduli of smoothness.

(2.21) \[ \omega \]

where \( T \)

Using Lemma 2.2, (2.3), and (2.4), we obtain

(2.23)

and (2.20), we get (2.19).

Therefore, by (2.18), we have that inequality (2.17) holds. Finally, combining (2.17), (2.2), and (2.20), we get (2.19).

The theorem is proved.

\[ \square \]

Using Theorem 2.1, Theorem 2.2, and Theorem 2.3, we get the following equivalences.

Corollary 2.1. Let \( 0 < p < 1, \ r \in \mathbb{N}, \ \alpha > 1/p - 1 \), and let \( f \) be such that \( f^{(r-1)} \in AC(\mathbb{T}) \). Then the following assertions are equivalent:

(i) \( E_n(f)_p = O(n^{-\alpha}) \), \( n \to \infty \),

(ii) \( E_n(f^{(r)})_p = O(n^{-\alpha}) \), \( n \to \infty \),

(iii) \( \|f^{(r)} - T_n^{(r)}\|_p = O(n^{-\alpha}) \), \( n \to \infty \),

where \( T_n \), \( n \in \mathbb{N} \), are such that \( \|f - T_n\|_p = E_n(f) \).

2.2. Inequalities for moduli of smoothness. Now let us consider counterparts of Theorem 2.1 and Theorem 2.2 in the case of periodic moduli of smoothness.

Theorem 2.4. Let \( 0 < p < 1 \), \( k, r, m \in \mathbb{N} \), and let a function \( f \) be such that \( f^{(r-1)} \in AC(\mathbb{T}) \). Then for any \( \delta > 0 \) we have

(2.21) \[ \omega_{r+k}(f, \delta)_p \leq C \delta^\nu \omega_k(f^{(r)}, \delta)_p + C \delta^{r+\frac{1}{p}-1} \left( \int_0^\delta \frac{\omega_m(f^{(r)}, t)_p}{t^{2-p}} \, dt \right)^{\frac{1}{p}}, \]

where \( C \) is a constant independent of \( f \) and \( \delta \).

Proof. It is clear that we can suppose that

(2.22) \[ \int_0^1 \frac{\omega_m(f^{(r)}, t)_p}{t^{2-p}} \, dt < \infty. \]

Let \( n \in \mathbb{N} \) be such that \( 1/(n+1) < \delta \leq 1/n \) and let \( T_n \in T_n \) be polynomials of the best approximation of \( f \) in \( L_p(\mathbb{T}) \). By (2.3), we get

\[
\omega_{r+k}(f, \delta)_p \leq \omega_{r+k}(f, 1/n)_p
\]

(2.23)

\[
\leq \omega_{r+k}(f - T_n, 1/n)_p + \omega_{r+k}(T_n, 1/n)_p = M_1 + M_2.
\]

Using Lemma 2.2, (2.3), and (2.4), we obtain

\[ M_2 \leq C n^{-rp} \omega_k(T_n^{(r)}, 1/n)_p \]

(2.24)

\[ \leq C n^{-rp} \left( \|f^{(r)} - T_n^{(r)}\|_p + \omega_k(f^{(r)}, 1/n)_p \right). \]
Next, by (2.22), Theorem 2.3, and Lemma 2.1, we have
\begin{equation}
\| f^{(r)} - T_n^{(r)} \|_p^p \leq C \left( \omega_m(f^{(r)}, 1/n)_p^p + n^{p-1} \sum_{\nu=n+1}^{\infty} \nu^{-p} \omega_m(f^{(r)}, 1/\nu)_p^p \right)
\end{equation}
(2.25)
\begin{equation}
\leq C n^{p-1} \int_0^{1/n} \frac{\omega_m(f^{(r)}, t)_p^p}{t^{2-p}} dt.
\end{equation}
(2.26)
At the same time, by (2.4), (2.5), Theorem 2.1, and Lemma 2.1, we derive
\begin{equation}
M_1 \leq C \| f - T_n \|_p^p
\end{equation}
\begin{equation}
\leq C n^{-rp} \left( \omega_m(f^{(r)}, 1/n)_p^p + n^{p-1} \sum_{\nu=n+1}^{\infty} \nu^{-p} \omega_m(f^{(r)}, 1/\nu)_p^p \right)
\end{equation}
\begin{equation}
\leq C n^{p-1-rp} \int_0^{1/n} \frac{\omega_m(f^{(r)}, t)_p^p}{t^{2-p}} dt.
\end{equation}
(2.26)
Thus, combining (2.23)–(2.26) and taking into account (2.5) and 1/(n + 1) < \delta \leq 1/n, we get
(2.21).
The theorem is proved. \square

**Corollary 2.2.** Under the conditions of Theorem 2.4, for any \delta > 0 we have
\begin{equation}
\omega_{r+k}(f, \delta)_p \leq C \delta^{r+1/p-1} \left( \int_0^{\delta} \frac{\omega_k(f^{(r)}, t)_p^p}{t^{2-p}} dt \right)^{1/p},
\end{equation}
where \( C \) is a constant independent of \( f \) and \( \delta \).

In a similar way, combining Theorem 2.2, Lemma 2.2, and Lemma 2.1 (see also the proof of Theorem 3.5 below), we obtain the following inverse inequality for the moduli of smoothness of periodic functions and their derivatives. This result was proved earlier by Ditzian and Tikhonov in [9].

**Theorem 2.5.** Let \( f \in L_p(\mathbb{T}) \), 0 < p < 1, \( r, k \in \mathbb{N} \), and \( k < r \). Then for any \( \delta > 0 \) we have
\begin{equation}
\omega_{r-k}(f^{(k)}, \delta)_p \leq C \left( \int_0^{\delta} \frac{\omega_r(f^{(r)}, t)_p^p}{t^{2-p}} dt \right)^{1/p},
\end{equation}
(2.27)
\begin{equation}
\text{where \( C \) is some constant independent of \( f \) and \( \delta \). Inequality (2.27) means that if the right-hand side is finite, then there exists \( f^{(k)} \) in the sense (2.16), \( f^{(k)} \in L_p(\mathbb{T}) \), and (2.27) holds.}
\end{equation}

Using Theorem 2.4 and Theorem 2.5, we get the following equivalence.

**Corollary 2.3.** Under the conditions of Corollary 2.1, the following assertions are equivalent for any \( k \in \mathbb{N} \):
(i) \( \omega_{r+k}(f, \delta)_p = O(\delta^{r+\alpha}) \), \( \delta \to 0 \),
(ii) \( \omega_k(f^{(r)}, \delta)_p = O(\delta^\alpha) \), \( \delta \to 0 \).

Let us consider some applications of the above theorems.
In the case 1 ≤ p < \infty, it is well-known the following Second Jackson theorem: if \( f \in W_p^r(\mathbb{T}) \), then for any \( n \in \mathbb{N} \) one has
\begin{equation}
E_n(f)_p \leq C_r n^{-r} \omega_1\left( f^{(r)} , n^{-1} \right)_p
\end{equation}
(see, e.g. [4, p. 205]). As it was mentioned above (see (1.5)), inequality (2.28) is not true if 0 < p < 1. Combining Lemma 2.1 and Corollary 2.2, we obtain the following counterpart of Jackson’s inequality (2.28) in the case 0 < p < 1.
Proposition 2.1. Let $0 < p < 1$, $k, r \in \mathbb{N}$, and let a function $f$ be such that $f^{(r-1)} \in AC(\mathbb{T})$. Then for any $n \in \mathbb{N}$ we have

$$E_n(f)^p \leq C n^{-\frac{k+1}{p}} \left( \int_0^{1/n} \frac{\omega_k(f(t), t)^p}{t^{2-p}} dt \right)^{\frac{1}{p}},$$

where $C$ is a constant independent of $f$ and $n$.

At the end of this subsection, let us mention one simple application of Corollary 2.3. Recall that Krotov [23] obtained the following description of functions $f \in L_p(\mathbb{T})$, $0 < p < 1$, with the optimal rate of decreasing of $\omega_1(f, h)^p$: for $f \in L_p(\mathbb{T})$ we have that $\omega_1(f, h)^p = O(h^{1/p})$ iff after correction on a set of measure zero $f$ be of the form

$$f(x) = d_0 + \sum_{x_k < x} d_k,$$

where $\{x_k\}$ is a sequence of different points from $\mathbb{T}$ and $\sum_{k=1}^{\infty} |d_k|^p < \infty$.

Using Corollary 2.3 and mentioned above Krotov’s result, we obtain the following proposition.

Proposition 2.2. Let $f \in L_p(\mathbb{T})$, $0 < p < 1$, and $r \in \mathbb{N}$. Then $\omega_r(f, h)^p = O(h^{r-1+1/p})$ iff after correction on a set of measure zero $f^{(r-1)}$ be of the form

$$f^{(r-1)}(x) = d_0 + \sum_{x_k < x} d_k,$$

where $\{x_k\}$ is a sequence of different points from $\mathbb{T}$ and $\sum_{k=1}^{\infty} |d_k|^p < \infty$.

A sharper version of this result was obtained by another method in [15] (see also [30, 4.8.26]).

2.3. The sharpness of the main results in the periodic case. To show the sharpness of Theorem 2.1 and Theorem 2.4, we use the next result about estimates from below for the error of the best approximation of periodic functions in $L_p(\mathbb{T})$, $0 < p < 1$. Here, we formulate a slightly improved version of Theorem 1 from [16] (see also Theorem 3.6).

Theorem 2.6. Let $f \in L_p(\mathbb{T})$, $0 < p < 1$, and $s, n \in \mathbb{N}$. Then the following assertions are equivalent:

(i) for some $k > s + 1/p - 1$ there exist constants $M > 0$ and $\lambda > 0$ such that for any $h \in (\lambda/n, 1)$ one has

$$\omega_s(f, h)^p \leq M \omega_k(f, h)^p,$$

(ii) there exists a constant $L > 0$ such that

$$\omega_s \left( f, \frac{1}{n} \right)^p \leq L E_n(f)^p.$$

In particular, if inequality (2.29) holds, then the constant $L$ depends only on $s, k, p, M,$ and $\lambda$.

Let us consider the function

$$\varphi_\varepsilon(x) = \begin{cases} 
\frac{x}{\varepsilon}, & x \in [0, \varepsilon), \\
1, & x \in [\varepsilon, \pi - \varepsilon), \\
\frac{\pi - x}{\varepsilon}, & x \in [\pi - \varepsilon, \pi), \\
0, & x \in [\pi, 2\pi].
\end{cases}$$
Let \( \varphi_{\varepsilon,0}(x) = \varphi_\varepsilon(x) - \frac{1}{2\pi} \int_0^{2\pi} \varphi_\varepsilon(t) \, dt \) and let \( f_{\varepsilon,r}(x) = I_{r-1} \varphi_{\varepsilon,0}(x), \ r = 1, 2, \ldots, \) be the \( r \)th periodic integral of \( \varphi_{\varepsilon,0}(x) \), that is
\[
 f_{\varepsilon,r}(x) = \int_0^x f_{\varepsilon,r-1}(t) \, dt + \gamma_{r-1}, \quad r = 2, 3, \ldots,
\]
where \( \gamma_{r-1} \) is chosen so that \( \int_0^{2\pi} f_{\varepsilon,r}(t) \, dt = 0 \).

One can verify that for sufficiently small \( h \) and \( \varepsilon \) such that \( 0 < \varepsilon < h \)
\[
(3.0) \quad \omega_{r+k}(f_{\varepsilon,r}, h)_p \asymp h^{\frac{1}{r}}, \quad \nu = 0, 1, 2, \ldots,
\]
where \( \asymp \) is a two-sided inequality with positive constants independent of \( \varepsilon \) and \( h \). It is also easy to see that \( f_{\varepsilon,r}(x) = \varphi'_{\varepsilon,0}(x) = \varphi'_\varepsilon(x) \) and, hence,
\[
(3.1) \quad \omega_1(f_{\varepsilon,r}, h)_p \leq C(p) \varepsilon^{-1} \left( \min\{\varepsilon, h\}\right)^{\frac{1}{r}}.
\]
By Theorem 2.6 and (3.0), there exists a constant \( C = C(p, r) > 0 \) such that for any \( n \in \mathbb{N} \) and sufficiently small \( \varepsilon > 0 \)
\[
(3.2) \quad E_n(f_{\varepsilon,r})_p \geq C n^{-\frac{1}{r}}.
\]
At the same time, by Lemma 2.1 and (3.1), we obtain for any \( \gamma > 0 \)
\[
E_n(f_{\varepsilon,r})_p + \sum_{\nu=n+1}^\infty \nu^{-p-\gamma} E_{\nu}(f_{\varepsilon,r})_p
\]
\[
\leq C \left( \omega_1(f_{\varepsilon,r}, n^{-1})_p + \sum_{\nu=n+1}^\infty \nu^{-p-\gamma} \omega_1(f_{\varepsilon,r}, \nu^{-1})_p \right)
\]
\[
\leq C \left( \varepsilon^{1-p} + \sum_{\nu=n+1}^\infty \nu^{-p-\gamma} \sum_{\nu=1/\varepsilon+1}^{1/\varepsilon} \nu^{-p-\gamma-1} \right)
\]
\[
\leq C \varepsilon^{\min(1-p, \gamma)}.
\]
Thus, combining (3.2) and (3.3), we get the following proposition about the sharpness of Theorem 2.1. This proposition is also a strengthening of inequality (1.5).

**Proposition 2.3.** Let \( 0 < p < 1, \ r \in \mathbb{N}, \) and \( \gamma > 0 \). Then for any \( B \in \mathbb{R} \), a constant \( C > 0 \), and \( n > n_0 \) there exists a function \( f_0 \in \mathcal{C}^{r-1}(\mathbb{T}) \) such that
\[
E_n(f_0)_p > C n^B \left( E_n(f_0)_p + \left( \sum_{\nu=n+1}^\infty \nu^{-p-\gamma} E_{\nu}(f_0)_p \right)^{\frac{1}{p}} \right).
\]

Now we would like to show the sharpness of inequality (2.21). It follows from [24, p. 188] that (2.21) does not hold without the integral in the right-hand of the inequality. By using the same arguments as after Theorem 2.6, we can prove the following stronger assertion.

**Proposition 2.4.** Let \( 0 < p < 1, \ r \in \mathbb{N}, \) and \( \gamma > 0 \). Then for any \( B \in \mathbb{R} \), a constant \( C > 0 \), and \( \delta \in (0, \delta_0) \) there exists a function \( f_0 \in \mathcal{C}^{r-1}(\mathbb{T}) \) such that
\[
\omega_{r+k}(f_0, \delta)_p > C \delta^B \left( \omega_k(f_0)_p \right)_p + \int_0^\delta \frac{\omega_k(f_0(t), \delta)_p}{t^{2-p-\gamma}} \, dt \right)^{\frac{1}{p}}.
\]
In particular, the above proposition implies that if \( \gamma > 0 \), then the following inequality
\[
\omega_{r+k}(f, \delta)_p \leq C \delta^{\gamma + \frac{1}{r} - 1} \left( \int_0^\delta \frac{\omega_k(f(t), \delta)_p}{t^{2-p-\gamma}} \, dt \right)^{\frac{1}{p}}.
\]
3. Approximation of functions by splines. Non-periodic moduli of smoothness

In this section, we consider the case of approximation of functions by splines in the spaces $L_p[0,1]$ with the (quasi-)norm $\| \cdot \|_p = \| \cdot \|_{L_p[0,1]}$.

Denote by $S_{m,n}$ the set of all spline functions of degree $m - 1$ with the knots $t_j = t_{j,n} := j/n$, $j = 0, \ldots, n$, i.e. $S \in S_{m,n}$ if $S \in C^{m-2}[0,1]$ and $S$ is some algebraic polynomial of degree $m - 1$ in each interval $(t_{j-1}, t_j)$, $j = 1, \ldots, n$. Recall that $P_r$ denotes the set of all algebraic polynomials of degree at most $r$.

Let
$$ E_{m,n}(f)_p = \inf_{S \in S_{m,n}} \| f - S \|_p $$
denote the error of the best approximation of a function $f$ by splines $S \in S_{m,n}$ in $L_p[0,1]$.

3.1. Inequalities for the error of the best approximation of functions by splines. The following result is a counterpart of Theorem 2.1 in the case of approximation of functions by splines in the spaces $L_p[0,1]$.

**Theorem 3.1.** Let $0 < p < 1$, $m$, $r \in \mathbb{N}$, $r < m$, and let $f$ be such that $f^{(r-1)} \in AC[0,1]$ and
$$ \sum_{\nu=1}^{\infty} \nu^{-p} E_{m-r,\nu}(f^{(r)})_p^p < \infty. $$

Then for any $n \in \mathbb{N}$ we have
$$ E_{m,n}(f)_p \leq \frac{C}{n^r} \left( E_{m-r,n}(f^{(r)})_p + n^{1-\frac{1}{p}} \left( \sum_{\nu=n+1}^{\infty} \nu^{-p} E_{m-r,\nu}(f^{(r)})_p^p \right)^{\frac{1}{p}} \right), $$
where $C$ is a constant independent of $f$ and $n$.

The next three lemmas are the main tools for proving Theorem 3.1 as well as other results in this section. These lemmas are analogues of Lemmas 2.1–2.3 for splines. The first lemma is the Jackson-type theorem (see [29], see also [4, Ch. 2]).

**Lemma 3.1.** Let $f \in L_p[0,1]$, $0 < p < 1$, and $r$, $n \in \mathbb{N}$. Then there exists a spline $S_n \in S_{r,n}$ such that
$$ \| f - S_n \|_p \leq C \omega_r(f, n^{-1})_p, $$
where $C$ is a constant independent of $f$ and $n$.

The second lemma gives equivalences for moduli of smoothness of splines in the spaces $L_p[0,1]$ (see [22] and [13]).

**Lemma 3.2.** Let $0 < p < \infty$, $l \geq 2$, and $1 \leq k \leq l$. Then for any $S_n \in S_{l,n}$, $n \in \mathbb{N}$, we have
$$ n^{-\nu} \omega_k(n^{-1})_p \asymp \omega_k(S_n, n^{-1})_p, \quad 1 \leq \nu \leq \min(k, l-1), $$
where $\asymp$ is a two-sided inequality with positive constants depending only on $l$ and $p$.

We also need the following Nikolskii type inequality for splines (see [29] or [4, Ch. 5]).

**Lemma 3.3.** Let $0 < p \leq q < \infty$ and $r \in \mathbb{N}$. Then for any $S_n \in S_{r,n}$, $n \in \mathbb{N}$, we have
$$ \| S_n \|_q \leq C n^{\frac{1}{q} - \frac{1}{p}} \| S_n \|_p, $$
where $C$ is a constant depending only on $q$ and $r$. 
Proof. of Theorem 3.1 To prove the theorem one can use Lemmas 3.1–3.3 and repeat the scheme of proving Theorem 2.1. We only note that the prove of Theorem 3.1 is slightly simpler than the proof of Theorem 2.1, since there is no need to perform additional technical steps concerning using the function $\tau_u$ and the polynomials $T_n$ as in the proof of Theorem 2.1. See, for example, the proof of Theorem 4.1, in which a similar situation is considered. □

Now we are going to obtain an analog of inequality (2.17) for the error $E_{m,n}(f)^p$. For this purpose, we need the notion of a derivative in the sense of $L^p[0,1]$. By analogy with the corresponding definition (2.16), we define the derivative of $f \in L^p[0,1]$ as a function $g$ satisfying

$$\left\| \frac{\Delta^k f}{h^k} - g \right\|_{L^p[0,1-h]} \to 0 \quad \text{as} \quad h \to 0^+.$$  \hspace{1cm} (3.1)

In this case, we write $g = f^{(k)}$.

**Theorem 3.2.** Let $f \in L^p[0,1]$, $0 < p < 1$, $m \in \mathbb{N}$, and let for some $k \in \mathbb{N}$, $k < m$, one has

$$\sum_{\nu=1}^\infty \nu^{kp-1} \mathcal{E}_{m,\nu}(f)^p \leq \infty.$$  \hspace{1cm} (3.2)

Then $f$ has the derivative $f^{(k)}$ in the sense of $L^p[0,1]$ and for any $n \in \mathbb{N}$

$$\|f^{(k)} - S_n^{(k)}\|_p \leq C \left( n^k \mathcal{E}_{m,n}(f)^p + \left( \sum_{\nu=n+1}^\infty \nu^{kp-1} \mathcal{E}_{m,\nu}(f)^p \right)^{\frac{1}{p}} \right),$$  \hspace{1cm} (3.3)

where $S_n \in \mathcal{S}_{m,n}$ is such that $\|f - S_n\|_p = \mathcal{E}_{m,n}(f)$ and $C$ is a constant independent of $n$ and $f$.

Surprisingly Theorem 3.2 as well as Theorem 3.5 below are new. To prove Theorem 3.2, we need the following two auxiliary results. The first one is an analog of Markov’s inequality (see [4, p. 136]).

**Lemma 3.4.** Let $0 < p < \infty$, $m, r \in \mathbb{N}$, and $r < m$. Then for any $S_n \in \mathcal{S}_{m,n}$, $n \in \mathbb{N}$,

$$\|S_n^{(r)}\|_p \leq Cn^r\|S_n\|_p,$$

where $C$ is a constant independent of $S_n$.

The next auxiliary result is an analog of Theorem 2.3 from [9] in the case of approximation of functions by splines in the spaces $L^p[0,1]$, $0 < p < 1$.

**Lemma 3.5.** Let $f \in L^p[0,1]$, $0 < p < 1$, $1 \leq k < r$. Suppose $S_n \in \mathcal{S}_{r,n}$, $n \in \mathbb{N}$, are such that

$$\|f - S_n\|_p = o(n^{-k}) \quad \text{and} \quad \|g - S_n^{(k)}\|_p = o(1) \quad \text{as} \quad n \to \infty.$$  \hspace{1cm} (3.4)

Then $f^{(k)} = g$, that is $g$ satisfies (3.1).

**Proof.** For any sufficiently small $\varepsilon > 0$, we choose $n_0 = n_0(\varepsilon)$ such that for $n \geq n_0$

$$\|f - S_n\|_p \leq \varepsilon n^{-k} \quad \text{and} \quad \|g - S_n^{(k)}\|_p \leq \varepsilon.$$  \hspace{1cm} (3.4)
Let $h = \varepsilon^{1/2k} n^{-1}$. We have

$$
\left\| \frac{\Delta_h^k f}{h^k} - g \right\|_{L_p[0,1-h]}^p 
\leq \left\| \frac{\Delta_h^k (f - S_n)}{h^k} \right\|_{L_p[0,1-h]}^p 
+ \left\| \frac{\Delta_h^k S_n}{h^k} - S_n^{(k)} \right\|_{L_p[0,1-h]}^p 
+ \| g - S_n^{(k)} \|_p^p
= J_1 + J_2 + J_3.
$$

By (3.4), we get

$$
J_1 \leq 2^k h^{-kp} \| f - S_n \|_p^p \leq 2^k \varepsilon^{p/2} \quad \text{and} \quad J_3 \leq \varepsilon^p.
$$

To estimate $J_2$, we use the following representing formula for a spline $S_n \in S_{r,n}$

$$
S_n(x) = P(x) + \sum_{j=1}^{n-1} a_j (x - t_j)^{r-1},
$$

where $P \in P_{r-1}$, $x_+ = x$ if $x \geq 0$ and $x_+ = 0$ if $x < 0$ (see [29]). Recall also that

$$
\omega_r(S_n, n^{-1})_p \asymp n^{-(1+(r-1)p)} \sum_{j=1}^{n-1} |a_j|^p,
$$

where $\asymp$ is a two-sided inequality with positive constants independent of $S_n$. Equivalence (3.8) follows from Lemma 2.1 in [13], which was proved only in the case $1 \leq p < \infty$. It is easy to verify that this lemma is valid in the case $0 < p < 1$, too.

Now, using (3.7), we get for some fixed $j \in [1, n-1]$ that

$$
S_n(x) = \begin{cases}
P_j(x), & x \in (t_{j-1}, t_j], \\
a_j (x - t_j)^{r-1} + P_j(x), & x \in (t_j, t_{j+1}),
\end{cases}
$$

where $P_j(x) \in P_{r-1}$. Hence, for some $l \in [1, k]$ and $x \in (t_j - lh, t_j - (l-1)h)$, we obtain

$$
\Delta_h^k S_n(x) = a_j \Delta_h^k (x - t_j)^{r-1} + \Delta_h^k P_j(x)
$$

$$
= a_j \sum_{s=l}^{k} \binom{k}{s} (-1)^s (x + sh - t_j)^{r-1} + \Delta_h^k P_j(x).
$$

Next, taking into account (3.10) and (3.9), we derive

$$
J_2 = \sum_{j=1}^{n-1} \left\{ \int_{t_{j-1}}^{t_j - rh} + \sum_{l=1}^{r} \int_{t_{j-lh}}^{t_{j} - (l-1)h} \right\} \left| \frac{\Delta_h^k S_n(x)}{h^k} - S_n^{(k)}(x) \right|^p dx
$$

$$
= \sum_{j=1}^{n-1} \left( I_{0,j} + \sum_{l=1}^{r} I_{l,j} \right).
$$

By (3.9), for $I_{0,j}$, $j \in [1, n-1]$, we have

$$
I_{0,j} = \left\| \frac{\Delta_h^k P_j}{h^k} - P_j^{(k)} \right\|_{L_p[t_{j-1}, t_j - rh]}^p.
$$

By formula (2.6) in [12], we get

$$
\Delta_h^k P_j(x) = \sum_{\nu=0}^{r-1-k} \frac{P_j^{(k+\nu)}(x)}{\nu!} h^{k+\nu} \xi_k^{\nu} \xi_{k+\nu}^\nu, \quad 0 < \xi_{k+\nu} < k.
$$
Therefore,

\[ I_{0,j} = \left\| \sum_{\nu=1}^{r-1-k} \frac{p^{(k+\nu)}}{\nu!} h^{k+\nu} \xi^{\nu}_{k+\nu} \right\|_{L_p[t_{j-1}, t_{j-rh}]}^p \]

\leq C \sum_{\nu=1}^{r-1-k} h^{(k+\nu)p} \|S_n^{(k+\nu)}\|_{L_p[t_{j-1}, t_{j}]}^p

\leq C \varepsilon^{p/2} \sum_{\nu=1}^{r-1-k} n^{-(k+\nu)p} \|S_n^{(k+\nu)}\|_{L_p[t_{j-1}, t_{j}]}^p.

(3.12)

Now, let us consider \( I_{t,j} \) for \( j \in [1, n - 1] \) and \( l \in [1, r] \). By (3.10) and (3.9), we have

\[ I_{t,j} = \left\| a_j h^{-k} \Delta^k_h (\cdot - t_j)^r_{+} - \frac{\Delta^k h \xi^k_{h}}{h^k} \right\|_{L_p[t_{j-lh}, t_{j-(l-1)h}]}^p \]

\leq |a_j| h^{-kp} \int_{t_{j-lh}}^{t_{j-(l-1)h}} |\Delta^k_h (x - t_j)^r_{+} - \frac{\Delta^k h \xi^k_{h}}{h^k}|^p \, dx.

(3.13)

Applying the same estimates as for \( I_{0,j} \) in (3.12) to the second summand in (3.13) and taking into account that

\[ \int_{t_{j-lh}}^{t_{j-(l-1)h}} |\Delta^k_h (x - t_j)^r_{+} - \frac{\Delta^k h \xi^k_{h}}{h^k}|^p \, dx = h^{1+r-1} \int_0^1 |\Delta^k_h (x - l)^r_{+} - \frac{\Delta^k h \xi^k_{h}}{h^k}|^p \, dx, \]

we obtain

\[ I_{t,j} \leq C \varepsilon^{p/2} n^{-1+(r-k-1)p} |a_j|^p + \sum_{\nu=1}^{r-1-k} n^{-(k+\nu)p} \|S_n^{(k+\nu)}\|_{L_p[t_{j-1}, t_{j}]}^p.

(3.14)

Combining (3.11), (3.12), (3.14), and applying (3.8), (2.4), and Lemmas 3.4 and 3.2, we derive

\[ J_2 \leq C \varepsilon^{p/2} \left( n^{-1+(r-k-1)p} \sum_{j=1}^{n-1} |a_j|^p + \sum_{\nu=1}^{r-1-k} n^{-(k+\nu)p} \|S_n^{(k+\nu)}\|_{L_p[t_{j-1}, t_{j}]}^p \right) \]

\leq C \varepsilon^{p/2} \left( n^{kp} \omega_r(S_n, n^{-1})_{L_p}^p + \|S_n\|_{L_p}^p \right)

\leq C \varepsilon^{p/2} \left( n^{kp} \omega_h(S_n, n^{-1})_{L_p}^p + \|f - S_n\|_{L_p}^p + \|f\|_{L_p}^p \right)

\leq C \varepsilon^{p/2} \left( \|S_n^{(k)}\|_{L_p}^p + \varepsilon^p + \|f\|_{L_p}^p \right)

\leq C \varepsilon^{p/2} \left( \|g\|_{L_p}^p + \varepsilon^p + \|f\|_{L_p}^p \right).

(3.15)

Finally, from (3.5), (3.6), and (3.15), we get

\[ \left\| \frac{\Delta^k h f}{h^k} - g \right\|_{L_p[0,1-kh]}^p \leq C \varepsilon^{p/2} \left( \varepsilon^{p/2} + \|g\|_{L_p}^p + \|f\|_{L_p}^p \right).

Since the right-hand side of the above inequality does not depend on \( S_n \), we have that \( g = f^{(k)} \).

The lemma is proved.
Theorem 3.2. Let $N \in \mathbb{N}$ be such that $2^{N-1} \leq n < 2^N$. Assuming for a moment that $f^{(k)}$ exists, we get

\begin{equation}
\|f^{(k)} - S_n^{(k)}\|_p \leq \|f^{(k)} - S_{2^N}^{(k)}\|_p + \|S_{2^N}^{(k)} - S_n^{(k)}\|_p.
\end{equation}

By Lemma 3.4, we obtain

\begin{equation}
\|S_{2^N}^{(k)} - S_n^{(k)}\|_p \leq C 2^{kpN} \|S_{2^N} - S_n\|_p \leq C 2^{kp} \mathcal{E}_{m,n}(f)_p
\end{equation}

and

\begin{equation}
\sum_{\nu=N}^{\infty} \|S_{2^\nu+1}^{(k)} - S_{2^\nu}^{(k)}\|_p \leq C \sum_{\nu=N}^{\infty} 2^{kp\nu} \|S_{2^\nu+1} - S_{2^\nu}\|_p
\end{equation}

\begin{equation}
\leq C \sum_{\nu=N}^{\infty} 2^{kp\nu} \mathcal{E}_{m,2^\nu}(f)_p.
\end{equation}

Thus, by the completeness of $L_p[0,1]$ and condition (3.2), there exists a function $g \in L_p[0,1]$ such that

\begin{equation}
\|g - S_{2^N}^{(k)}\|_p = \lim_{\nu \to \infty} \|S_{2^\nu}^{(k)} - S_{2^N}^{(k)}\|_p \leq C \left( \sum_{\nu=N}^{\infty} 2^{kp\nu} \mathcal{E}_{m,2^\nu}(f)_p \right)^{\frac{1}{p}}.
\end{equation}

In the above inequality, we use the equality

\begin{equation}
S_{2^\nu} - S_{2^N} = \sum_{\nu=N}^{\nu+1} (S_{2^\nu+1} - S_{2^\nu})
\end{equation}

and (3.18). It is also easy to see that

\begin{equation}
\|f - S_{2^N}\|_p \leq C 2^{-Nk} \left( 2^{Nk} \mathcal{E}_{m,2^N}(f)_p \right) = o(2^{-Nk}) \quad \text{as} \quad N \to \infty.
\end{equation}

Therefore, by Lemma 3.5, (3.20), and (3.19), we obtain that $g = f^{(k)}$. Finally, combining (3.16), (3.17), and (3.19), we get (3.3).

Theorem 3.2 is proved. \qed

By analogy with the case of approximation of functions by trigonometric polynomials, combining Theorem 3.1 and Theorem 3.2, we obtain the following result about the simultaneous approximation of a function and its derivatives by splines in $L_p[0,1]$ for $0 < p < 1$ (see also Theorem 7.4 in [4] for the case $p \geq 1$).

Theorem 3.3. Let $0 < p < 1$, $r, m \in \mathbb{N}$, $r < m$, and let $f$ be such that $f^{(r-1)} \in AC[0,1]$ and

\begin{equation}
\sum_{\nu=1}^{\infty} \nu^{-p} \mathcal{E}_{m-r,\nu}(f^{(r)})_p < \infty.
\end{equation}

Then for any $n \in \mathbb{N}$ we have

\begin{equation}
\|f^{(r)} - S_n^{(r)}\|_p \leq C \left( \mathcal{E}_{m-r,n}(f^{(r)})_p + n^{1-\frac{1}{p}} \left( \sum_{\nu=n+1}^{\infty} \nu^{-p} \mathcal{E}_{m-r,\nu}(f^{(r)})_p \right)^{\frac{1}{p}} \right),
\end{equation}

where $S_n \in \mathcal{S}_{m,n}$, $n \in \mathbb{N}$, are such that $\|f - S_n\|_p = \mathcal{E}_{m,n}(f)$ and $C$ is a constant independent of $f$ and $n$.

Combining Theorems 3.1, 3.2, and 3.3, we obtain the following equivalences.
Corollary 3.1. Let $0 < p < 1$, $m, r \in \mathbb{N}$, $r < m$, $\alpha > 1/p - 1$, and let $f$ be such that $f^{(r-1)} \in AC[0,1]$. Then the following assertions are equivalent:

(i) $\mathcal{E}_{m,n}(f)_{p} = O(n^{-\alpha})$, $n \to \infty$,
(ii) $\mathcal{E}_{m-r,n}(f^{(r)})_{p} = O(n^{-\alpha})$, $n \to \infty$,

where $S_{n} \in S_{m,n}$, $n \in \mathbb{N}$, are such that $\|f - S_{n}\|_{p} = \mathcal{E}_{m,n}(f)$.

3.2. Inequalities for the non-periodic moduli of smoothness. By analogy with the proof of Theorem 2.4, combining Theorem 3.1, Lemma 3.2, and Lemma 3.1, we obtain a non-periodic analogue of Theorem 2.4.

Theorem 3.4. Let $0 < p < 1$, $r, k, m \in \mathbb{N}$, and let a function $f$ be such that $f^{(r-1)} \in AC[0,1]$. Then for any $\delta > 0$ we have

$$\omega_{r+k}(f, \delta)_{p} \leq C\delta^{r} \omega_{k}(f^{(r)}, \delta)_{p} + C\delta^{r+\frac{1}{p}-1} \left( \int_{0}^{\delta} \frac{\omega_{m}(f^{(r)}, t)_{p}}{t^{2-p}} \, dt \right)^{\frac{1}{p}},$$

where $C$ is some constant independent of $f$ and $\delta$.

The next theorem is a counterpart of Theorem 2.5. Under more restrictive conditions, this theorem was obtained in [15].

Theorem 3.5. Let $f \in L_{p}[0, 1]$, $0 < p < 1$, $r, k \in \mathbb{N}$, and $k < r$. Then for any $\delta > 0$ we have

$$\omega_{r-k}(f^{(k)}, \delta)_{p} \leq C \left( \int_{0}^{\delta} \frac{\omega_{r}(f, t)_{p}}{t^{p(k+1)}} \, dt \right)^{\frac{1}{p}},$$

where $C$ is some constant independent of $f$ and $\delta$. Inequality (3.21) means that if the right-hand side is finite, then there exists $f^{(k)}$ in the sense (3.1), $f^{(k)} \in L_{p}[0, 1]$, and (3.21) holds.

Proof. The theorem can be proved combining Theorem 3.2, Lemma 3.2, and Lemma 3.1.

Corollary 3.2. Under the conditions of Corollary 3.1, the following assertions are equivalent for any $k \in \mathbb{N}$:

(i) $\omega_{r+k}(f, \delta)_{p} = O(\delta^{r+\alpha})$, $\delta \to 0$,
(ii) $\omega_{k}(f^{(r)}, \delta)_{p} = O(\delta^{\alpha})$, $\delta \to 0$.

3.3. The sharpness of the main results in the non-periodic case. We omit the formulation of analogues of Proposition 2.3 and 2.4. We only note that the sharpness of Theorems 3.1 and 3.4 can be shown by using the same examples as in the periodic case in Section 2. For this, one can use the following counterpart of Theorem 2.6. The next theorem is interesting in its own (see, e.g., [25]).

Theorem 3.6. Let $f \in L_{p}[0, 1]$, $0 < p < 1$, and $s, n \in \mathbb{N}$. Then the following assertions are equivalent:

(i) for some $k > s$ there exist constants $M > 0$ and $\mu > 0$ such that for any $h \in (\mu/n, 1)$

$$\omega_{s}(f, h)_{p} \leq M \omega_{k}(f, h)_{p},$$

(ii) there exists a constant $L > 0$ independent of $f$ and $n$ such that

$$\omega_{s} \left( f, \frac{1}{n} \right) \leq L \mathcal{E}_{k,n}(f)_{p}.$$
Proof. Let condition (3.22) be satisfied. Then from (2.4) and (2.5) we get
\[\omega_k(f, \lambda h)_p \leq CM(\lambda + 1)^{s+1/p-1}\omega_k(f, h)_p.\]
Using Lemma 3.1 and inequality (3.24), we obtain
\[
\frac{1}{n(k-1)+1} \sum_{\nu=1}^{n} \nu^{(k-1)p} \mathcal{E}_{k,\nu}(f)_p^p \leq \frac{C}{n(k-1)+1} \sum_{\nu=1}^{n} \nu^{(k-1)p} \omega_k\left(f, \frac{1}{\nu}\right)_p^p
\]
\[\leq CM^p \sum_{\nu=1}^{n} \nu^{(k-1)p} \omega_k\left(f, \frac{1}{\nu}\right)_p^p \leq CM^p \omega_k\left(f, \frac{1}{1}\right)_p^p,
\]
where $C$ is some positive constant independent of $f$ and $n$. Next, using the inverse inequality for the best spline approximation (see [29, Theorem 3]) and (3.25), we get for all $m, n \in \mathbb{N}$
\[
\omega_k\left(f, \frac{1}{mn}\right)_p^p \leq \frac{C}{(mn)(k-1)+1} \sum_{\nu=1}^{mn} \nu^{(k-1)p} \mathcal{E}_{k,\nu}(f)_p^p
\]
\[
= \frac{C}{(mn)(k-1)+1} \left( \sum_{\nu=n+1}^{mn} \nu^{(k-1)p} \mathcal{E}_{k,\nu}(f)_p^p + \sum_{\nu=1}^{n} \nu^{(k-1)p} \mathcal{E}_{k,\nu}(f)_p^p \right)
\]
\[
\leq C \left( \frac{1}{(mn)(k-1)+1} \sum_{\nu=n+1}^{mn} \nu^{(k-1)p} \mathcal{E}_{k,\nu}(f)_p^p + \frac{M^p}{m(k-1)p+1} \omega_k\left(f, \frac{1}{n}\right)_p^p \right).
\]
Inequality (3.26) implies that
\[
\sum_{\nu=n+1}^{mn} \nu^{(k-1)p} \mathcal{E}_{k,\nu}(f)_p^p \geq \frac{(mn)(k-1)+1}{C} \omega_k\left(f, \frac{1}{mn}\right)_p^p - M^p n(k-1)p+1 \omega_k\left(f, \frac{1}{n}\right)_p^p.
\]
From (3.27), using the monotonicity of $\mathcal{E}_{k,n}(f)_p$ and (3.24), we derive
\[
\mathcal{E}_{k,n}(f)_p \sum_{\nu=n+1}^{mn} \nu^{(k-1)p} \geq (CM^{(k-s)p} - M^p) n(k-1)p+1 \omega_k\left(f, \frac{1}{n}\right)_p^p.
\]
Thus, choosing an appropriate $m$, we can find a positive constant $C$ independent of $f$ and $n$ such that
\[
\mathcal{E}_{n}(f)_p \geq C \omega_k\left(f, \frac{1}{n}\right)_p^p.
\]
From the last inequality and (3.22) we obtain (3.23).

The reverse direction is an immediate consequence of Lemma 3.1. \qed

4. Approximation of functions by algebraic polynomials. Ditzian-Totik moduli of smoothness

In this section, we denote $\| \cdot \|_p = \| \cdot \|_{L_p[-1,1]}$. Let $\mathcal{P}_n$ be the set of all algebraic polynomials of degree at most $n$ and let
\[
E_n(f),w = \inf_{P \in \mathcal{P}_n} \| w(f - P) \|_p
\]
be the error of the best approximation of a function \( f \) in the space \( L_p[-1, 1] \) with a weight \( w \). In what follows, if \( w_0(x) = 1 \), then we write

\[
E_n(f)_p = E_n(f)_{p,w_0}.
\]

Let \( f \in L_p[-1, 1] \), \( 0 < p < \infty \), \( r \in \mathbb{N} \), \( \varphi(x) = \sqrt{1 - x^2} \), and \( w(x) = \varphi^\sigma(x) \), \( \sigma \geq 0 \). Recall that the Ditzian-Totik modulus of smoothness \( \omega^r_p(f, \delta)_p \) and the weighted main part moduli of smoothness \( \Omega^r_p(f, \delta)_{p,w} \) are given by

\[
\omega^r_p(f, \delta)_p = \sup_{|h| \leq \delta} \|\Delta^r_{h\varphi} f\|_{L_p[-1, 1]}
\]

and

\[
\Omega^r_p(f, \delta)_{p,w} = \sup_{|h| \leq \delta} \|w\Delta^r_{h\varphi} f\|_{L_p[-1+2r^2h^2, 1-2r^2h^2]}.
\]

where

\[
\Delta^r_{h\varphi(x)} f(x) = \begin{cases} \sum_{k=0}^{r} (-1)^k \binom{r}{k} f \left( x + \left( \frac{r}{2} - k \right) h\varphi(x) \right), & x \pm \frac{r}{2} h\varphi(x) \in [-1, 1], \\ 0, & \text{otherwise}. \end{cases}
\]

4.1. Inequalities for the error of the best approximation of functions by algebraic polynomials. The next theorem is an analogue of Theorem 2.1 and Theorem 3.1 in the case of approximation of functions by algebraic polynomials.

**Theorem 4.1.** Let \( 0 < p < 1 \), \( r \in \mathbb{N} \), and let \( f \) be such that \( f^{(r-1)} \in AC[-1, 1] \), \( \varphi^r f^{(r)} \in L_1[-1, 1] \), and

\[
\sum_{\nu=r+1}^{\infty} \nu^{1-2p} E_{\nu-r}(f^{(r)})^{p}_{p,\varphi^r} < \infty.
\]

Then for any \( n \geq n(r) \) we have

\[
E_n(f)_p \leq C \frac{1}{n^r} \left( E_{n-r}(f^{(r)})_{p,\varphi^r} + n^{2-\frac{2}{p}} \left( \sum_{\nu=n+1}^{\infty} \nu^{1-2p} E_{\nu-r}(f^{(r)})^{p}_{p,\varphi^r} \right)^{\frac{1}{p}} \right),
\]

where \( C \) is a constant independent of \( f \) and \( n \).

As in the previous sections, the proof of Theorem 4.1 is based on the next three lemmas. The first one is the Jackson-type theorem (see [3] for the case \( 0 < p < 1 \) and [10] for the case \( p \geq 1 \)).

**Lemma 4.1.** Let \( f \in L_p[-1, 1] \), \( 0 < p < \infty \), \( k \in \mathbb{N} \), and \( n > k \). Then

\[
E_n(f)_p \leq C \omega^r_k \left( f, \frac{1}{n} \right)_p,
\]

where \( C \) is a constant independent of \( n \) and \( f \).

The following lemma was proved in [12].

**Lemma 4.2.** Let \( 0 < p < 1 \), \( r, n \in \mathbb{N} \), and \( 0 < \delta \leq (Mn)^{-1} \). Then for any \( P_n \in \mathcal{P}_n \) we have

\[
\omega^r_p(P_n, \delta)_p \asymp \delta^k \Omega^r_{r-k}(P_n^{(k)}, \delta)_{p,\varphi^r} \asymp \delta^r \|\varphi^r P_n^{(r)}\|_p, \quad 0 \leq k < r,
\]

where \( \asymp \) is a two-sided inequality with positive constants independent of \( \delta \) and \( P_n \) and \( M \) is some constant depending only on \( r \) and \( p \).

We also use the following Nikolskii type inequality for algebraic polynomials (see [8]).
**Lemma 4.3.** Let $0 < p \leq q < \infty$ and $r, n \in \mathbb{N}$. Then for any $P_n \in \mathcal{P}_n$ we have
\[
\|\varphi^r P_n\|_q \leq C n^{\frac{2}{q} \left(\frac{1}{p} - \frac{1}{q}\right)} \|\varphi^r P_n\|_p,
\]
where $C$ is a constant independent of $P_n$.

To prove Theorem 4.1, we also need analogues of inequalities (2.4) and (2.5) for the Ditzian-Totik moduli of smoothness. The first one is a standard inequality for moduli of smoothness of different orders
\[(4.3)\quad \omega_k^p(f, \delta)_p \leq C \omega_r^p(f, \delta)_p \leq C \|f\|_p, \quad k \geq r, \quad \delta > 0,
\]
(see, e.g., [7, inequality (6.8)]). Concerning inequality (2.5), it is only known that
\[(4.4)\quad \omega_r^p(f, 2t)_p \leq C \omega_r^p(f, t)_p
\]
(see [7, inequality (5.13)]). This estimate is not suit for our purpose. We will obtain shaper result given by the following lemma.

**Lemma 4.4.** Let $f \in L_p[-1, 1]$, $0 < p < \infty$, $r, n \in \mathbb{N}$, $\lambda > 0$, and $\varphi(x) = \sqrt{1 - x^2}$. Then
\[(4.5)\quad \omega^p_r(f, \lambda \delta)_p \leq C (1 + \lambda)^{r + 2(\frac{1}{n} - 1)} \omega^p_r(f, \delta)_p,
\]
where $C$ is a constant independent of $f, \lambda$, and $\delta$.

This lemma, Lemma 4.1, and the inverse inequality for the best polynomial approximation (see [6]) allow us to prove the next theorem about estimates from below for the best polynomial approximation of functions in $L_p[-1, 1]$, $0 < p < 1$. To prove this theorem one can use the scheme of proving the corresponding result in [16], see also the proof of Theorem 3.6. Note that in the case $p \geq 1$, the next theorem was obtained by Rathore [25].

**Theorem 4.2.** Let $f \in L_p[-1, 1]$, $0 < p < 1$, and $s, n \in \mathbb{N}$. Then the following assertions are equivalent:
(i) for some $k > s + 2/p - 2$ there exist constants $M > 0$ and $\lambda > 0$ such that for any $h \in (\lambda/n, 1)$
\[
\omega^p_s(f, h)_p \leq M \omega^p_k(f, h)_p,
\]
(ii) there exists a constant $L > 0$ independent of $f$ and $n$ such that
\[
\omega^p_k \left( f, \frac{1}{n} \right)_p \leq LE_n(f)_p.
\]

To prove Lemma 4.4, we need the following technical result.

**Lemma 4.5.** Let $r, n \in \mathbb{N}$ and let the numbers $A_{\nu, n}^{(r)}$, $0 \leq \nu \leq r(n-1)$, satisfy
\[
(1 + t + t^2 + \ldots + t^{n-1})^r = \sum_{\nu=0}^{(n-1)r} A_{\nu, n}^{(r)} t^{\nu}, \quad t \in \mathbb{R}.
\]
Then for any $0 \leq \nu \leq (n-1)r$ we have
\[(4.6)\quad A_{\nu, n}^{(r)} = A_{r(n-1)-\nu, n}^{(r)},
\]
\[(4.7)\quad 0 < A_{\nu, n}^{(r)} \leq C (\nu + 1)^{r-1},
\]
where the constant $C$ depends only on $k$.

**Proof.** Equality (4.6) can be verified by using the substitute $t \to 1/t$. The proof of (4.7) can be found in [24, p. 187].
Proof. of Lemma 4.4 In the case $1 \leq p < \infty$, the proof of the lemma see in [10, p. 38]. Let us consider the case $0 < p < 1$. In what follows, we use some ideas from [7].

First let us prove
\begin{equation}
\int_0^{\sqrt{n}t} \int_{-1}^1 |\Delta^{r}_{w\varphi(x)} f(x)|^p \, dx \, du \\
\leq \frac{2n^2}{n+1} \sum_{\nu=0}^{(n-1)r} \left( A^{(r)}_{\nu,n} \right)^p \frac{1}{\alpha_{\nu(n-1)-\nu}} \int_0^{t/\sqrt{n}} \int_{D_n(r,w)} |\Delta^{r}_{w\varphi(x)} f(x)|^p \, dx \, dw,
\end{equation}
(4.8)
where $A^{(r)}_{\nu,n}$, $0 \leq \nu \leq r(n-1)$, are defined in Lemma 4.5 and
\begin{equation}
\alpha_{\nu} = \alpha^{(r)}_{\nu,n} = \left( \frac{rn}{2(r(n-1)-\nu)+r} \right)^{1/2}, \quad 0 \leq \nu \leq r(n-1).
\end{equation}
Denote
\begin{equation*}
D_n(r,w) = \left\{ x : x \pm \frac{rnw\varphi(x)}{2} \in (-1, 1) \right\}.
\end{equation*}
By using the following equality (see [24, p. 187])
\begin{equation*}
\tilde{\Delta}^{r}_{nw\varphi(x)} f(x) = \sum_{\nu=0}^{(n-1)r} A^{(r)}_{\nu,n} \tilde{\Delta}^{r}_{w\varphi(x)} f \left( x + \left( \nu - \frac{r(n-1)}{2} \right) w\varphi(x) \right), \quad x \in D_n(r,w),
\end{equation*}
we obtain
\begin{equation}
\int_0^{\sqrt{n}t} \int_{-1}^1 |\Delta^{r}_{w\varphi(x)} f(x)|^p \, dx \, du = n \int_0^{t/\sqrt{n}} \int_{D_n(r,w)} |\tilde{\Delta}^{r}_{nw\varphi(x)} f(x)|^p \, dx \, dw
\leq n \sum_{\nu=0}^{(n-1)r} \left( A^{(r)}_{\nu,n} \right)^p \int_0^{t/\sqrt{n}} \int_{D_n(r,w)} |\tilde{\Delta}^{r}_{w\varphi(x)} f \left( x + \left( \nu - \frac{r(n-1)}{2} \right) w\varphi(x) \right)|^p \, dx \, dw
= n \sum_{\nu=0}^{(n-1)r} \left( A^{(r)}_{\nu,n} \right)^p I_{\nu,n}.
\end{equation}
(4.9)

Let us estimate $I_{\nu,n}$, $0 \leq \nu \leq (n-1)r$. We set
\begin{equation*}
y = x + \left( \frac{r(n-1)}{2} - \nu \right) w\varphi(x).
\end{equation*}
With no loss of generality, we can assume that
\begin{equation}
\frac{r(n-1)}{2} - \nu \leq 0
\end{equation}
(4.10)
(the case $\frac{r(n-1)}{2} - \nu \geq 0$ is symmetric). In view of $x \pm rwnw\varphi(x)/2 \in (-1, 1)$ and (4.10), we have $w\varphi(x) \leq 2(1+x)/(rn)$ and $1 - y \geq 1 - x$. Thus,
\begin{equation}
1 - y^2 = (1 + y)(1 - y) \geq \left( 1 + x + \left( \frac{r(n-1)}{2} - \nu \right) \frac{2}{rn} (1+x) \right) (1-x)
\end{equation}
(4.11)
\begin{equation*}
= \left( \frac{2(r(n-1) - \nu) + r}{rn} \right) (1-x^2).
\end{equation*}
By analogy, using the inequalities $w\varphi(x) \leq 2(1-x)/(rn)$ and $1 + y \leq 1 + x$, we have
\begin{equation}
1 - y^2 \leq \left( \frac{r + 2\nu}{rn} \right) (1-x^2).
\end{equation}
(4.12)
Now, denoting \( \varphi_1(y) = \varphi(x) \), we get from (4.11) and (4.12) that
\[
(4.13) \quad \alpha_{r(n-1)-n} \varphi(y) \leq \varphi_1(y) \leq \alpha_n \varphi(y)
\]
and
\[
(4.14) \quad I_{\nu,n} = \int_0^{t/\sqrt{n}} \int_{S_n(w,r,\nu)} |\Delta^r_{w\varphi_1(y)} f(y)|^p \frac{dx}{dy} dy \, dw,
\]
where
\[
S_n(w,r,\nu) = \left\{ y : y = x + \left( \frac{r(n-1)}{2} - \nu \right) w \varphi(x), \ x \pm \frac{r\nu n}{2} \varphi(x) \in (-1, 1) \right\}.
\]

It is easy to see that
\[
\frac{dy}{dx} = 1 - \left( \frac{r(n-1)}{2} - \nu \right) \frac{w \varphi(x)}{\varphi(x)}.
\]

Tacking into account (4.10), we have for \( x \geq 0 \) that \( dy/dx \geq 1 \). For \( x < 0 \), using inequality \( w \varphi(x) \leq 2(1 + x)/(rn) \), we get
\[
\frac{dy}{dx} \geq 1 + \frac{r(n-1)}{2} \frac{w \varphi(x)}{\varphi(x)} = 1 + \frac{r(n-1)}{2} \frac{w \varphi(x)}{1 - x^2} \geq 1 + \frac{r(n-1)(1 + x)x}{n(1 - x^2)} = 1 + \frac{n - 1}{n} \cdot \frac{x}{1 - x} \geq \frac{n + 1}{2n}.
\]

Hence, for \( y \in S_n(w,r,\nu) \), we have \( dx/dy \leq 2n/(n + 1) \) and
\[
(4.15) \quad I_{\nu,n} \leq \frac{2n}{n + 1} \int_0^{t/\sqrt{n}} \int_{-1}^1 |\Delta^r_{w\varphi_1(y)} f(y)|^p dy \, dw.
\]

In [7], it was proved that for \( 0 < B^{-1} \psi(x) \leq \psi_1(x) \leq A \psi(x) \) and \( 0 < p < \infty \) one has
\[
(4.16) \quad \int_0^t \int_{-1}^1 |\Delta^r_{w\psi_1(x)} f(x)|^p dx \, dw \leq B \int_0^{At} \int_{-1}^1 |\Delta^r_{w\psi(x)} f(x)|^p dx \, du
\]
Using (4.13), (4.16), and (4.15), we obtain
\[
(4.17) \quad I_{\nu,n} \leq \frac{2n}{(n + 1)\alpha_{r(n-1)-\nu}} \int_0^{\alpha_t/\sqrt{n}} \int_{-1}^1 |\Delta^r_{w\varphi(x)} f(x)|^p dx \, du.
\]
Thus, combining (4.9) and (4.17), we get (4.8).

Next, using (4.8) and the following two-sided inequality with positive constants independent of \( f \) and \( t \) (see [7, Corollary 5.5])
\[
\omega^p_f(f,t)p \gtrsim \frac{1}{t} \int_0^t \int_{-1}^1 |\Delta^r_{w\varphi(x)} f(x)|^p dx \, dw,
\]
we derive
\[
\omega^p_f(f,\sqrt{nt}) \gtrsim \frac{C}{\sqrt{nt}} \int_0^{\sqrt{nt}} \int_{-1}^1 |\Delta^r_{w\varphi(x)} f(x)|^p dx \, dw
\]
\[
\leq \frac{C}{\sqrt{n}} \sum_{\nu=0}^{r(n-1)} \left( A^{(r)}_{\alpha_n} \right)^{p} \frac{1}{\alpha_{r(n-1)-\nu} t} \int_0^{\alpha_t/\sqrt{n}} \int_{-1}^1 |\Delta^r_{w\varphi(x)} f(x)|^p dx \, du
\]
\[
\leq C \sum_{\nu=0}^{r(n-1)} \left( A^{(r)}_{\alpha_n} \right)^{p} \frac{\alpha_{\nu}}{\alpha_{r(n-1)-\nu} t} \left( f, \frac{\alpha_{\nu}}{\sqrt{n}} t \right)^p.
\]
Let \( P_N \in \mathcal{P}_{N-1} \), \( N \in \mathbb{N} \), be such that \( \|f - P_N\|_p = E_N(f)_p \). Let us choose \( N \in \mathbb{N} \) such that \( t/2 < N^{-1} \leq t \). By (4.18), Lemmas 4.1 and 4.2, inequalities (4.3) and (4.4), and
\[
\frac{\alpha_\nu}{\sqrt{n}} = \left( \frac{r}{2 (r(n-1) - \nu) + r} \right)^{1/2} \leq 1,
\]
we obtain
\[
\omega^\varphi(f, \sqrt{nt})_p^p \leq C \|f - P_N\|_p^p + \omega^\varphi(P_N, \sqrt{nt})_p^p
\]
\[
\leq C \omega^\varphi \left( f, \frac{1}{N} \right)_p^p + C \sum_{\nu=0}^{(r(n-1)-1)} \left( A_{\nu,n}^{(r)} \right)^p \frac{\alpha_\nu}{\alpha_{(r(n-1)-1) - \nu}} \omega^\varphi \left( P_N, \frac{\alpha_\nu}{\sqrt{n}} t \right)_p^p
\]
\[
\leq C \omega^\varphi(f, t)_p^p + C n^{-\frac{r}{2}} \sum_{\nu=0}^{(r(n-1)-1)} \left( A_{\nu,n}^{(r)} \right)^p \frac{\alpha_\nu}{\alpha_{(r(n-1)-1) - \nu}} \|P_N\|_p^p
\]
\[
\leq C \omega^\varphi(f, t)_p^p + C n^{-\frac{r}{2}} \sum_{\nu=0}^{(r(n-1)-1)} \left( A_{\nu,n}^{(r)} \right)^p \frac{\alpha_\nu}{\alpha_{(r(n-1)-1) - \nu}} \omega^\varphi \left( P_N, \frac{1}{N} \right)_p^p
\]
\[
\leq C \omega^\varphi(f, t)_p^p + C n^{-\frac{r}{2}} \sum_{\nu=0}^{(r(n-1)-1)} \left( A_{\nu,n}^{(r)} \right)^p \frac{\alpha_\nu}{\alpha_{(r(n-1)-1) - \nu}} \omega^\varphi \left( f, \frac{1}{N} \right)_p^p
\]
\[
\leq C \left( 1 + n^{-\frac{r}{2}} \sum_{\nu=0}^{(r(n-1)-1)} \left( A_{\nu,n}^{(r)} \right)^p \frac{\alpha_\nu}{\alpha_{(r(n-1)-1) - \nu}} \right) \omega^\varphi(f, t)_p^p.
\]
Using inequalities (4.6) and (4.7), it is easy to verify that
\[
\sum_{\nu=0}^{(r(n-1)-1)} \left( A_{\nu,n}^{(r)} \right)^p \frac{\alpha_\nu}{\alpha_{(r(n-1)-1) - \nu}} \leq C n^{1 + p(r-1)}.
\]
Thus, by (4.19) and (4.20), we have \( \omega^\varphi(f, \sqrt{nt})_p \leq C n^{1/p - 1 + r/2} \omega^\varphi(f, t)_p \), which implies that \( \omega^\varphi(f, nt)_p \leq C n^{2(1/p - 1 + r)} \omega^\varphi(f, t)_p \) and, therefore, (4.5) is true.

The lemma is proved. \( \Box \)

Now we are ready to prove Theorem 4.1. Actually, this theorem can be proved by using Lemmas 4.1–4.4 and repeating the proof of Theorem 2.1. Nevertheless, since we have some changes in the proof, we would like to present a detailed proof of the theorem.

**Proof. of Theorem 4.1** Let \( P_n \in \mathcal{P}_n \), \( n \in \mathbb{N} \), be such that
\[
\| \varphi^r(f^{(r)}) - P_n^{(r)} \|_p = E_{n-r}(f^{(r)})_{p, \varphi^r}.
\]
Let us choose \( m \in \mathbb{N} \) such that \( 2^{-(m+1)} \leq n < 2^m \). We have
\[
E_n(f)_p^p \leq E_n(P_{2m})_p^p + E_n(f - P_{2m})_p^p.
\]
By Lemmas 4.1 and 4.2, we obtain
\[
E_n(P_{2m})_p = E_n(P_{2m} - P_n)_p \leq C \omega^\varphi(P_{2m} - P_n, n^{-1})_p
\]
\[
\leq C n^{-r} \| \varphi^r(P_{2m}^{(r)} - P_n^{(r)}) \|_p \leq C n^{-r} E_n(f^{(r)})_{p, \varphi^r}.
\]
Let us show that
\[
E_n(f - P_{2m})_p^p \leq \sum_{\nu=m}^{\infty} E_n(P_{2\nu+1} - P_{2\nu})_p^p.
\]
Indeed, for any \( N > m \) we have
\[
E_n(f - P_{2m})_p^p \leq \sum_{\nu=m}^{N-1} E_n(P_{2\nu+1} - P_{2\nu})_p^p + E_n(f - P_{2N})_p^p.
\]

Thus, to prove (4.24), one needs only to verify that
\[
E_n(f - P_{2N})_p \to 0 \quad \text{as} \quad N \to \infty.
\]

Using Lemma 4.1, Hölder’s inequality, and the following estimate (see, e.g., [10, Theorem 2.1.1])
\[
\omega_\nu^p(f, \delta)_1 \leq C_\nu \delta^\nu \|\varphi^r f^{(r)}\|_1, \quad 0 < \delta \leq \delta_0,
\]
we get
\[
E_n(f - P_{2N})_p \leq C\omega_\nu^p(f - P_{2N}, n^{-1})_p \leq C\omega_\nu^p(f - P_{2N}, n^{-1})_1
\]
(4.26)
\[
\leq Cn^{-r\nu} \|\varphi^r (f - P_{2N})^{(r)}\|_1.
\]

By Lemma 4.3, we obtain
\[
\sum_{\nu=m}^{\infty} \|\varphi^r (P_{2\nu+1} - P_{2\nu})_p^p \|_1 \leq C \sum_{\nu=m}^{\infty} 2^{2(1-p)^\nu} \|\varphi^r (P_{2\nu+1} - P_{2\nu})_p^p \|_1
\]
\[
\leq C \sum_{\nu=m}^{\infty} 2^{2(1-p)^\nu} E_{2\nu-r}((f^{(r)})_p^p, \varphi^r).
\]

In view of (4.1), the last inequality implies that \( \{\varphi^r P_{2\nu}^{(r)}\} \) is convergent in \( L_1[-1, 1] \). At the same time, by (4.21), we have \( \varphi^r P_{2\nu}^{(r)} \to \varphi^r f^{(r)} \) as \( \nu \to \infty \) in \( L_p[-1, 1] \). Thus, \( \varphi^r P_{2\nu}^{(r)} \to \varphi^r f \) as \( \nu \to \infty \) in \( L_1[-1, 1] \), too. From this and (4.26), we obtain (4.25) and, therefore, (4.24).

Next, using Lemmas 4.1, 4.4, and 4.2, we derive
\[
E_n(P_{2\nu+1} - P_{2\nu})_p \leq C\omega_\nu^p(P_{2\nu+1} - P_{2\nu}, n^{-1})_p
\]
\[
= C\omega_\nu^p(P_{2\nu+1} - P_{2\nu}, M2^{\nu+1}n^{-1}(M2^{\nu+1})^{-1})_p
\]
(4.27)
\[
\leq Cn^{-r/2/p+2(2-p)/2} \omega_\nu^p(P_{2\nu+1} - P_{2\nu}, (M2^{\nu+1})^{-1})_p
\]
\[
\leq Cn^{-r/2/p+2(2-p)/2} \|\varphi^r (P_{2\nu+1} - P_{2\nu})^{(r)}\|_p
\]
\[
\leq Cn^{-r/2/p+2(2-p)/2} E_{2\nu-r}((f^{(r)})_p^p, \varphi^r).
\]

Finally, combining (4.22), (4.23), (4.24), and (4.27), we obtain (4.2).

The theorem is proved.

Now let us consider analogues of Theorems 2.2 and 2.3 in the case of the approximation of functions by algebraic polynomials. Following [9], we say that \( f \) has (weak) \( r \)th derivative in \( L_p[-1, 1] \) if there exists a function \( g \) such that for any interval \( [a, b], -1 < a < b < 1 \), one has
\[
\left\| \frac{\Delta^r f}{h^r} - g \right\|_{L_p[a, b]} \to 0 \quad \text{as} \quad h \to 0 + .
\]
(4.28)

In this case we write \( g = f^{(r)} \).

**Theorem 4.3.** Let \( f \in L_p[-1, 1], 0 < p < 1 \), and let for some \( k \in \mathbb{N} \)
\[
\sum_{\nu=1}^{\infty} \mu^{k\nu-1} E_{\nu}(f)_p^p < \infty.
\]
Then $f$ has the derivative $f^{(k)}$ in the sense (4.28) and for any $n > k$ one has
\[
\|\varphi^k(f^{(k)} - P^{(k)}_n)\|_p \leq C \left( n^k E_n(f)_p + \left( \sum_{\nu=n+1}^{\infty} n^{\nu p-1} E_{\nu}(f)_p \right)^{\frac{1}{p}} \right),
\]
where $P_n = P_n$, $n \in \mathbb{N}$, are such that $\|f - P_n\|_p = E_n(f)$ and $C$ is a constant independent of $f$ and $n$.

**Proof.** This theorem can be proved by using the scheme of the proof of Theorem 3.2. See also the proof of Theorem 5.13 in [9]. An analogue of Lemma 3.5 can be also find in [9, Corollary 4.12].

The corresponding theorem about simultaneous approximation by algebraic polynomials has the following form.

**Theorem 4.4.** Let $0 < p < 1$, $r \in \mathbb{N}$, and let $f$ be such that $f^{(r-1)} \in AC[-1, 1]$, $\varphi^r f^{(r)} \in L_1[-1, 1]$, and
\[
\sum_{\nu=1}^{\infty} \nu^{1-2p} E_{\nu-r}(f^{(r)})_{p,\varphi^r} < \infty.
\]
Then for any $n \geq n(r)$ we have
\[
\|\varphi^r(f^{(r)} - P^{(r)}_n)\|_p \leq C \left( E_{n-r}(f^{(r)})_{p,\varphi^r} + n^{2-\frac{2}{p}} \left( \sum_{\nu=n+1}^{\infty} \nu^{1-2p} E_{\nu-r}(f^{(r)})_{p,\varphi^r} \right)^{\frac{1}{p}} \right),
\]
where $P_n = P_n$, $n \in \mathbb{N}$, are such that $\|f - P_n\|_p = E_n(f)$ and $C$ is a constant independent of $f$ and $n$.

**Proof.** To prove the theorem one can use Theorem 4.1 and Theorem 4.3 and repeat the scheme of proving Theorem 2.3.

From Theorems 4.1, 4.3, and 4.4, we get the following corollary.

**Corollary 4.1.** Let $0 < p < 1$, $r \in \mathbb{N}$, $\alpha > 2/p - 2$, and let $f$ be such that $f^{(r-1)} \in AC[-1, 1]$, $\varphi^r f^{(r)} \in L_1[-1, 1]$. Then the following assertions are equivalent:
(i) $E_n(f)_p = O(n^{-r-\alpha})$, $n \to \infty$,
(ii) $E_n(f^{(r)})_{p,\varphi^r} = O(n^{-\alpha})$, $n \to \infty$,
(iii) $\|\varphi^r(f^{(r)} - P^{(r)}_n)\|_p = O(n^{-\alpha})$, $n \to \infty$,
where $P_n = P_n$, $n \in \mathbb{N}$, are such that $\|f - P_n\|_p = E_n(f)$.

**4.2. Inequalities for the Ditzian-Totik moduli of smoothness.** By Theorems 4.1, 4.3, and 4.4, we can prove the next two theorems for the Ditzian-Totik moduli of smoothness of functions and their derivatives.

**Theorem 4.5.** Let $0 < p < 1$, $r, k \in \mathbb{N}$, and let a function $f$ be such that $f^{(r-1)} \in AC[-1, 1]$, $\varphi^r f^{(r)} \in L_1[-1, 1]$. Then for any $\delta \in (0, \delta_0)$ we have
\[
\omega^{\varphi^r}_{r+k}(f, \delta)_p \leq C \delta^r \Omega^{\varphi^r}_{k}(f^{(r)}, \delta)_p, \quad \delta = \frac{1}{\delta_0},
\]
\[
+ C \delta^{r+\frac{2}{p}-2} \left( \sum_{\nu=[1/\delta]}^{\infty} \nu^{1-2p} E_{\nu-r}(f^{(r)})_{p,\varphi^r} \right)^{\frac{1}{p}}
\]
where $\delta_0$ and $C$ are constants independent of $f$ and $\delta$. 
PROOF. of Theorem 4.5 It is clear that we can suppose that (4.29) holds. Let $P_n \in \mathcal{P}_n$, $n \in \mathbb{N}$, be such that
\[
\|f - P_n\|_p = E_n(f)_p.
\]
Let us choose $n$ such that $2^{-n} \leq \delta < 2^{-(n+1)}$. We have
\[
(4.31) \quad \omega_{r+k}^{p}(f, \delta)^{p}_p \leq \omega_{r+k}^{p}(f - P_{2^n}, \delta)^{p}_p + \omega_{r+k}^{p}(P_{2^n}, \delta)^{p}_p.
\]
By Lemma 4.2, we get
\[
(4.32) \quad \omega_{r+k}^{p}(P_{2^n}, \delta)^{p}_p \leq C \Omega_{r+k}^{p}(P_{2^n}, \delta)^{p}_p \leq C \delta^{rp} \Omega_{k}^{p}(P_{2^n}, \delta)^{p}_p + \Omega_{k}(f - P_{2^n}, \delta)^{p}_p\]
where
\[
\Omega_{k}^{p}(f, \delta)^{p}_p \leq C \|\varphi^{r}g\|_p
\]
(see, e.g., the proof of Lemma 5.15 in [9]). Therefore,
\[
(4.33) \quad \Omega_{k}^{p}(f^{(r)} - P_{2^n}^{(r)}, \delta)^{p}_p \leq C \|\varphi^{r}(f^{(r)} - P_{2^n}^{(r)})\|_p,
\]
Now, combining (4.31)–(4.33) and using (4.3), we derive
\[
(4.34) \quad \omega_{r+k}^{p}(f, \delta)^{p}_p \leq C(\delta^{rp} \Omega_{k}^{p}(f^{(r)}, \delta)^{p}_p + \delta^{rp} \|\varphi^{r}(f^{(r)} - P_{2^n}^{(r)})\|_p + \|f - P_{2^n}\|_p).
\]
Next, by Theorem 4.1 (more precisely, using (4.24) and (4.27)), we derive
\[
(4.35) \quad \|f - P_{2^n}\|_p \leq C 2^{-n(rp+2-2p)} \sum_{\nu=n}^{\infty} 2^{2(1-p)\nu} E^{p}_{2^{\nu}-r}(f^{(r)})^{p}_p.
\]
Similarly, by Theorem 4.4, we have
\[
(4.36) \quad \|\varphi^{r}(f^{(r)} - P_{2^n}^{(r)})\|_p \leq C 2^{-n(2-2p)} \sum_{\nu=n}^{\infty} 2^{2(1-p)\nu} E^{p}_{2^{\nu}-r}(f^{(r)})^{p}_p.
\]
Finally, combining (4.34), (4.35), and (4.36), we get (4.30).
The theorem is proved.

Recall also the following counterpart of Theorem 2.5 and Theorem 3.5 in the case of the Ditzian-Totik moduli of smoothness (see [9]).

THEOREM 4.6. Let $f \in L_p[-1,1]$, $0 < p < 1$, $r, k \in \mathbb{N}$, and $k < r$. Then
\[
(4.37) \quad \Omega_{r-k}^{p}(f^{(k)}, \delta)^{p}_p \leq C \left( \int_{0}^{\delta} \frac{\omega_{p}(f, t)^{p}_p}{t^{pk+1}} dt \right)^{\frac{1}{p}}, \quad \delta > 0,
\]
where $C$ is some constant independent of $f$ and $\delta$. Inequality (4.37) means that if the right-hand side is finite, then there exists $f^{(k)}$ in the sense (4.28), $\varphi^{k}f^{(k)} \in L_p[-1,1]$, and (4.37) holds.

Finally, from Theorem 4.5, Theorem 4.6, Corollary 4.1, and Lemma 4.1, we get the following result.

COROLLARY 4.2. Under the conditions of Corollary 4.1, the following assertions are equivalent for any $n \in \mathbb{N}$:

(i) $\omega_{r+k}^{p}(f, \delta)^{p}_p = \mathcal{O}(\delta^{r+\alpha})$, $\delta \to 0$,
(ii) $\Omega_{k}^{p}(f^{(r)}, \delta)^{p}_p = \mathcal{O}(\delta^{\alpha})$ and $E_n(f^{(r)})_{p, \varphi^{r}} = \mathcal{O}(n^{-\alpha})$ as $\delta \to 0$ and $n \to \infty$. 
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