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Heat input is a crucial factor affecting the quality in blade additive manufacturing repairing. First, a moving heat source model was established, and through numerical analysis and experimental comparison, the optimal geometric parameters of the heat source model for ultrathin blade repair were obtained. Second, a heat transfer model is established based on the optimal heat source model. By analyzing the thermophysical properties of different alloys, the heat input range of the blade was calculated. By heat transfer calculation under different heat inputs, the heat transfer model of blade repair was optimized. Third, a mathematical model of additive height is established. The optimized heat transfer model is used to solve the temperature distribution of the additive section with time under different wire feeding speeds through numerical analysis, which further reduced the heat input range. Here, the experiments are carried out based on the results of numerical analysis. The evolution law of the microstructure and heat input rate of the additive manufacturing zone was revealed, and the optimal heat input parameters were obtained. Under the optimal parameters, the segregation zone disappeared; hence, the test data were close to the base metal, and the additive manufacturing zone achieved better quality. The results and methods are of great guiding significance for the optimization design in additive manufacturing repair of the aero blades. The study also contributes to carrying out a series of research on heat transfer of ultrathin nickel-based alloy welding.

1. Introduction

Inconel 718 is a nickel-based superalloy which is strengthened by face-centered cube \( \gamma^\prime \) (Ni,X with \( X = \text{Nb}, \text{Ti}, \text{or Al} \)) and body-centered cube \( \gamma^\prime\prime \) (Ni,Nb) [1, 2]. It is widely used in the aviation and aerospace industries because of its good properties. In the civil aviation field, the 4–9 stage blades of a large number of new engine compressors are made of nickel-based alloy. The repair step for the tip crack is to remove the damaged part and repair by additive manufacturing, which can be considered as the first stage of repair and then polish it into the original shape after heat treatment, which can be considered as the second stage of repair. Among them, the additive manufacturing quality in the first stage is particularly important [3]. The additive manufacturing of the blade is high standard welding, which is the most important step affecting blade postrepair performance.

The heat input is a key factor affecting the microstructure and properties of the weld zone in the welding process of alloy [4–6]. The amount of heat input directly affects the temperature and cooling rate of the molten pool [7–9]. The excessive temperature will significantly increase the grain size of the weld and base metal [10]. When the thickness of the material is small, the effect is more significant [11, 12]. Durocher and Richards [13] point out that voltage and current were the most significant process parameters affecting the crack density of microwelded deposits and that using lower values for voltage and current reduces void content and crack density. The study of Saravanan et al. [14] investigated the properties of different heat input zones with different macrostructures for low, middle, and higher heat input, respectively. Wu et al. [15] reviewed the status and existing problems of numerical simulation of composite heat source welding process,
discussed the research direction and development trend of the field of surfacing welding, and provided the theoretical basis for the optimization of welding process and process control.

Due to its high strength and coarse-grain size, the cast alloy suffers from microfissuring in the weld heat-affected zone (HAZ) as a result of elemental segregation or grain boundary liquation during the weld cycle [16, 17]. The molten pool will precipitate niobium carbides during the cooling process between 1280 and 1265°C, and their formations have detrimental effects on the weld strength [18]. Ye et al. [19, 20] studied the microstructure change of Inconel 718 alloy sheet under TIG welding and put forward a new engine repair method to repair by surfacing welding. According to the repair standard, only the tip damage within 2 mm is repaired by surfacing welding.

Ye et al. [19, 20] studied the microstructure change of Inconel 718 alloy sheet under TIG welding and put forward a new engine repair method to repair by surfacing welding. According to the repair standard, only the tip damage within 2 mm is repaired by surfacing welding.

During the MPAW process, the wire has deposited the surface of the base material after being melted by a heat source. With the movement of the welding gun, the heat from the welding gun forms a trailing circle [27] on the molten pool, which can be called a double ellipse [28]. Due to shallower melting depth, the double ellipsoid heat source model can be simplified to a double elliptical surface distribution heat source and consider only the heat flow distribution in the x-y plane. Figure 1(a) is a schematic diagram of a heat source of a double elliptical surface distribution. In Figure 1(b), $b_h$ is the short semiaxis of the ellipse, $a_f$ is the semimajor axis at the back of the ellipse.

The front half of the heat source can be expressed as

$$q_f(x, y) = q_1 \exp \left(-A_1 x^2 - B_1 y^2\right),$$  
(1)

where $q_1$ represents the maximum heat flux density and $A_2$ and $B_2$ are shape parameters. The back half of the heat source can be expressed as

$$q_r(x, y) = q_2 \exp \left(-A_2 x^2 - B_2 y^2\right),$$  
(2)

where $q_2$ represents the maximum heat flux density and $A_2$ and $B_2$ are shape parameters. The energy of the front half of the heat source can be expressed as

$$Q_f = 2 \int_0^\infty \int_0^\infty q_1 \exp \left(-A_1 x^2 - B_1 y^2\right) dx dy$$

$$= 2q_1 \int_0^\infty \exp \left(-A_1 x^2\right) dx \int_0^\infty \exp \left(-B_1 y^2\right) dy.$$  
(3)

After calculation,

$$Q_f = 2q_1 \left(\frac{1}{\sqrt{A_1}}\right) \left(\frac{1}{\sqrt{B_1}}\right) \frac{\pi}{2} = q_1 \frac{\pi}{2\sqrt{A_1B_1}}.$$  
(4)

Since 95% of the heat is in the heated spot, substituting into $(0, b_h)$ gives

$$q_f(0, b_h) = q_1 \exp \left(-B_1 b_h^2\right) = 0.05q_1,$$  
(5)

$$B_1 = \frac{3}{b_h^2}.$$  

Similarly, it can be derived that

$$A_1 = \frac{3}{a_f^2}.$$  
(6)

The heat flux density distribution formula at the front of the double ellipse can be expressed as

$$q_f(x, y) = \frac{6Q_f}{\pi a_f b_h} \exp \left(\frac{3x^2}{a_f^2} - \frac{3y^2}{b_h^2}\right), \quad x \geq 0.$$  
(7)

The heat flux density distribution formula at the back of the double ellipse can be expressed as

$$q_r(x, y) = \frac{6Q_r}{\pi a_r b_h} \exp \left(-\frac{3x^2}{a_r^2} + \frac{3y^2}{b_h^2}\right), \quad x < 0.$$  
(8)
where $Q_f$ and $Q_r$ represent the energy of the double elliptical heat source acting on the front and back regions, respectively. Among them,

$$Q = \eta IU = Q_f + Q_r,$$

$$Q_f = \frac{a_f}{a_f + a_r} Q,$$

$$Q_r = \frac{a_r}{a_f + a_r} Q,$$  \hspace{1cm} (9)

where $Q$ represents the total energy of the double elliptical heat source and $\eta$ represents thermal efficiency of the welding heat source, and its value is related to welding method, welding material, and welding environment. $U$ represents the welding voltage, and $I$ represents the welding current. Since the welding process is a dynamic process, if the welding heat source moves at a speed of $v$ and the welding direction is along the positive direction of the $x$-axis, the front expression of the moving welding heat source model is

$$q_f(x, y, t) = \frac{6Q_f}{\pi a_f b_h} \exp \left( -\frac{3(x - vt)^2}{a_f^2} - \frac{3y^2}{b_h^2} \right), \quad x \geq 0.$$  \hspace{1cm} (10)

The front expression of the moving welding heat source model is

$$q_r(x, y, t) = \frac{6Q_r}{\pi a_r b_h} \exp \left( -\frac{3(x - vt)^2}{a_r^2} - \frac{3y^2}{b_h^2} \right), \quad x < 0.$$  \hspace{1cm} (11)

According to the mathematical model of the mobile heat source, the mobile heat source model is built by COMSOL Multiphysics simulation software, as shown in Figure 2. The heat flow gradient of the former is steep and gentle in the latter. It shows the phenomenon of heat dragging in the moving process, which is consistent with the actual heat flux distribution of the welding heat source.

2.2. Finite Element Model of Heat Transfer Structure. The structure of the blade MPAW repairing fixture is shown in Figure 3. The fixture is mainly composed of a copper heat dissipation clamping structure and an aluminum frame. Two groups of horizontally movable copper blocks like piano keys are mounted on the clamping structure. Since the heat dissipation is mainly concentrated on the portion of the copper fixture close to the clamping surface, the model design only considered the copper clamping structure for simplifying the calculation. Considering that the part curvature of the blade clamped is small, in this study, 1 mm thick Inconel 718 alloy rectangular sheet was used to simulate the compressor blade. The size of alloy specimens is $65 \text{ mm} \times 30 \text{ mm} \times 1 \text{ mm}$. Since the fixture is a symmetrical structure, in order to simplify the calculation, half of the section of the test piece is taken as a plane of symmetry, and a finite element model is established; the meshing and mass distribution are shown in Figure 4. A dense mesh was applied to the upper surface of the test piece and the front and upper ends of the copper block, and the rest is applied with a loose mesh. The grid contains 215,852 units, of which the smallest unit size is $1.79 \times 10^{-5} \text{ m}$, maximum unit size is $0.00179 \text{ m}$, the maximum unit growth rate is 1.3, and the average grid quality is 0.6522.

2.3. Derivation and Transformation of Heat Transfer Equation of the Model. According to the theory document of “Heat Transfer Module” of COMSOL Multiphysics, based on the first law of thermodynamics [29], the heat balance equation of blade additive manufacturing repair is

$$\rho \frac{\partial E}{\partial t} + \rho u \cdot \nabla E + \nabla \cdot (q + q_r) = \sigma: D + Q,$$  \hspace{1cm} (12)

where $q = -k \nabla T$.

The basic equation of the solid heat transfer part of the model is
\[ \rho C_p \left( \frac{\partial T}{\partial t} + u_{\text{trans}} \cdot \nabla T \right) + \nabla \cdot \left( q + q_r \right) = Q_{\text{ted}} + Q, \]

(13)

where \( Q_{\text{ted}} \) is the thermoelastic damping considering the effect in the solid, \( \rho \) is the density, \( C_p \) is the constant pressure heat capacity, \( T \) is the absolute temperature, \( u_{\text{trans}} \) is the translation velocity vector, \( q \) is the conduction heat flux, \( q_r \) is the radiant heat flux, \( \alpha \) is the coefficient of thermal expansion, \( S \) is the second-order Piola–Kirchhoff stress tensor, and \( Q \) is the external heat source.

Because the thickness of the test piece in the model is only 1 mm, the local solid heat transfer from the molten pool to the fixture is considered as thin structure heat transfer. Moreover, since the heat transfer is mainly along the tangential direction of the thin structure, it is expressed as a heat-thin approximation problem by
\[ d_{i} \frac{\partial E}{\partial t} + d_{i} \rho \mathbf{u} \cdot \nabla_{i} E + \nabla_{i} \cdot (\mathbf{q}_{i} + \mathbf{q}_{\text{e}}) = -d_{i} (\sigma: \mathbf{D}) + d_{i} Q + q_{0}, \]

where \( k \) is the thermal conductivity, \( d_{i} \) is the thickness of the layer, \( \rho \) is the density of the heat source distributed in the layer, and \( q_{0} \) is the received out of plane heat flow. When the equation is solved between the copper blocks and the blade, the exchange heat flow of blade and copper is according to the following conditions:

\[ q_{0} = \mathbf{n} \cdot \mathbf{q}, \]

where \( \mathbf{n} \) is the normal vector toward the outside. In the coupling relationship between the blade and the copper blocks, the output heat flux \( \mathbf{n} \cdot \mathbf{q} \) is received by the adjacent thin layer as the boundary in the source term \( q_{0} \). Neglecting the thermoelastic effect in this area, the calculation equation of heat transfer in the simulation process can be set as

\[-\mathbf{n} \cdot \mathbf{q} = d_{i} Q_{z} - d_{i} \rho \frac{\partial E}{\partial t} - (d_{i} \rho \mathbf{u} \cdot \nabla_{i} E) - \nabla_{i} \cdot (\mathbf{q}_{i} + \mathbf{q}_{\text{e}}).\]

\[ \text{(17)} \]

There is convective heat transfer between the blade and the shielding gas, and the shielding gas participates in the heat transfer of the molten pool to a certain extent, so it needs to be considered in the modeling. In addition, considering the diffuse reflection, define the external side of the fixture, the external side of the copper key and the side of the blade as the diffuse reflection surface. The heat transfer process between blade weld and surrounding argon during welding is expressed by

\[-k_{1} (\nabla T \cdot \mathbf{n}) = q_{w} - h_{0}(T - T_{0}) - \varepsilon_{r} \sigma (T^{4} - T_{0}^{4}),\]

where \( k_{1} \) is the thermal conductivity of the test piece, \( q_{w} \) represents the absorbed heat flux, and \( h_{0} \) represents the surface thermal conductivity between the test piece and the shielding gas, \( T \) and \( T_{0} \) represent the weld bead temperature and ambient temperature, respectively. \( \varepsilon_{r} \) is the surface emissivity, \( \sigma \) is the Boltzmann radiation constant, and \( \varepsilon_{r} \sigma (T^{4} - T_{0}^{4}) \) represents the diffuse reflection surface heat flux.

In the same way, considering that the upper surface of the copper blocks is affected by the refraction from the shielding gas, the convective heat transfer coefficient of the surface increases, and the heat transfer process between the copper blocks and the surrounding gas is expressed as

\[-k_{2} (\nabla T \cdot \mathbf{n}) = q_{1} - h_{2}(T_{2} - T_{0}) - \varepsilon_{c} \sigma (T_{2}^{4} - T_{0}^{4}),\]

where \( k_{2} \) is the thermal conductivity of copper blocks, \( q_{1} \) is the heat received by copper block, \( h_{2} \) is the convective heat transfer coefficient of copper blocks and argon, and \( \varepsilon_{c} \) is the surface emissivity of copper block.

In addition, the latent heat of phase change is considered in the process of additive manufacturing repair because the alloy is a kind of impure material. The region and material of the phase change part are defined in the model, and the calculation equation is established. Assuming that the phase transition temperature of the material is \( T_{\text{pc}} \), the transition occurs in the temperature range between \( T_{\text{pc}} - \Delta T/2 \) and \( T_{\text{pc}} + \Delta T/2 \). In this range, a smooth function \( \theta \) represents the phase fraction before the phase transition is established. \( \theta \) is 1 before \( T_{\text{pc}} - \Delta T/2 \) and 0 after \( T_{\text{pc}} + \Delta T/2 \). Then, the density, \( \rho \), and enthalpy, \( H \), are expressed by

\[ \rho = \theta \rho_{\text{ph1}} + (1 - \theta) \rho_{\text{ph2}}, \]

\[ H = \frac{1}{\rho} \left( \theta H_{\text{ph1}} + (1 - \theta) H_{\text{ph2}} \right), \]

which becomes, after some formal transformations,

\[ C_{p} = \frac{1}{\rho} \left( \theta_{1} \rho_{\text{ph1}} C_{p,\text{ph1}} + \theta_{2} \rho_{\text{ph2}} C_{p,\text{ph2}} \right) + \left( H_{\text{ph2}} - H_{\text{ph1}} \right) \frac{d\alpha_{m}}{dT}, \]

where indices ph1 and ph2 indicate the material in phase 1 or phase 2, respectively. Differentiating with respect to temperature, this equality provides the following formula for the specific heat capacity:

\[ C_{p} = \frac{\partial H}{\partial T}, \]

where \( \theta_{1} \) and \( \theta_{2} \) are equal to \( \theta \) and \( 1 - \theta \), respectively. The relationship between mass fraction \( \alpha_{m} \) and \( \rho_{\text{ph1}}, \rho_{\text{ph2}} \), and \( \theta \) is as follows:

\[ \alpha_{m} = \frac{1}{2} \left( \frac{\theta_{2} \rho_{\text{ph2}} - \theta_{1} \rho_{\text{ph1}}}{\rho} \right). \]

It is equal to \(-1/2\) before transformation and \(1/2\) after transformation. The specific heat capacity is the sum of an equivalent heat capacity:

\[ C_{\text{eq}} = \frac{1}{\rho} \left( \theta_{1} \rho_{\text{ph1}} C_{p,\text{ph1}} + \theta_{2} \rho_{\text{ph2}} C_{p,\text{ph2}} \right). \]

The distribution of latent heat \( C_{L} \) is

\[ C_{L}(T) = \left( H_{\text{ph2}} - H_{\text{ph1}} \right) \frac{d\alpha_{m}}{dT}. \]

Therefore, the expression of apparent heat capacity \( C_{p} \) used for phase change materials in the phase change region in the model heat equation is given by

\[ C_{p} = \frac{1}{\rho} \left( \theta_{1} \rho_{\text{ph1}} C_{p,\text{ph1}} + \theta_{2} \rho_{\text{ph2}} C_{p,\text{ph2}} \right) + C_{L}. \]

2.4. Model Parameters Analysis. The chemical composition (wt.%) of Inconel 718 base metal test piece and welding wire in this study is shown in Table 1.

The surfacing process is to melt the wire and clad it on the surface of the base metal. After cooling and solidification, the welding wire and base metal are well integrated. In the calculation, the average composition of the two materials is taken as the basis of calculation, and the thermophysical properties of the weld metal and base metal are obtained.
parameters of the materials are calculated by using JMatPro software. According to the report provided by the material manufacturer, the heat treatment temperature is set to 980°C and the upper limit is set to 1600°C; then, the sampling temperature interval is 10 to 50°C, and the calculation is carried out many times. The calculation results of the main thermophysical parameters are shown in Figure 5.

2.5. Numerical Analysis of Heat Source Model. The thickness of the alloy piece is 1 mm, the diameter of the welding wire is 0.8 mm, and the heat source section needs to cover the molten pool completely. Therefore, it is assumed that the parameters of the double ellipse are \( a_1 = 1.5 \text{ mm}, \ b_1 = 1.5 \text{ mm}, \ a_2 = 1.9 \text{ mm}, \) and the heat source power is 330 W, which is based on the previous study [30] of TC4 blades. The three-dimensional model of the moving heat source is simulated as shown in Figure 6. The maximum heat flux density is \( 1.24 \times 10^8 \text{ W/m}^2 \), and the minimum heat flux density is \( 3.06 \times 10^5 \text{ W/m}^2 \). In order to distinguish it from the following research models, this model is defined as the hypothetical heat source model 1.

The microsection \( ds(t) \) of the upper surface of the molten pool directly opposite to the heat source center is taken as the key position. The microsections are shown schematically in red mark in Figure 7(a). With the movement of the welding gun, the coordinates of the heat source center on the upper surface of the molten pool change continuously, which makes the average temperature of the corresponding microsection to change accordingly. The average temperature of the microsections can be considered as the maximum temperature of the molten pool at that time.

Take the stable period of 2–48 s as the research object, and the average temperature of the microsection at different times is shown in Figure 7(b). It is shown that the temperature fluctuation range of the molten pool is about 2210–2365°C, and the overall average temperature is about 2270°C.

Figure 7(b) reflects the dynamic change of the temperature field before the formation of the steady-state from the perspective of microsection. The temperature fluctuation of the molten pool can reflect the transient accumulation of heat [31–33]. The welding heat input, wire feeding speed, and cooling rate are the possible reasons for the temperature fluctuation of the molten pool. The liquid fluidity of Inconel 718 alloy is poor, and because of the good thermal conductivity of the copper bond fixture and the large temperature difference between the fixture, base metal, and molten pool, the longitudinal heat conduction to base metal is larger. Temperature accumulation of the molten pool microsection will also affect the temperature fluctuation of the weld cross section, which may affect the microstructure of the weld zone. The average temperature analysis method of the microsection can also be applied to the analysis of temperature distribution of the welding seam.

2.6. Experiment of Thermal Monitoring. In order to verify and optimize the numerical model, with the same heat input power of 330 W, the experimental parameters are shown in Table 2, where \( t-s \) represents arc-starting time and \( t-e \) represents arc stopping time. Then, we compared the numerical analysis results with the experiments’ results.

By the measurement of the FLIR Heat Camera, the maximum temperature of the molten pool is detected that the fluctuation range is between 1770°C and 1830°C at different times and four typical monitoring pictures with stability time more than 2 s are intercepted as shown in Figure 8. According to the monitoring results, the average maximum temperature of Inconel 718 is about 1800.8°C.

The results show that, under the same heat source power, the maximum temperature of the molten pool calculated by hypothetical model 1 is significantly higher than that measured by experiment, and the average temperature difference is about 470°C. Obviously, the heat flux of hypothetical model 1 is larger.

2.7. Adjustment and Optimization of Heat Source Model. Through the analysis of the error causes because the geometric parameters of the heat source model cannot be set into welding machine, it can be inferred that the main cause of the error is the difference of the heat source concentration between the numerical model and the actual welding gun. The double ellipse area of the heat source on the \( x-y \) plane is small, and the heat source concentration is too high, which leads to the high calculation temperature of heat source model 1. Therefore, in the following numerical analysis, the geometric size of the double ellipse is adjusted and the numerical analysis is carried out, respectively.

By adjusting the size of the heat source, the three-dimensional geometry of the heat source with different heat concentrations is shown in Figure 9. The results show that, with the increase of the geometry size of the double ellipse on the \( x-y \) plane, the heat source concentration tends to decrease regularly. The corresponding model parameters are shown in Table 3.

Figure 15 shows the change of heat flow density corresponding to different heat source concentrations. It is shown that, with the increase of double ellipse geometry, the maximum heat flow density and the minimum heat flow density show a linear downward trend and have a good linearity.

With different heat source concentrations according to the parameters in Table 3, the numerical analysis results of the maximum temperature variation of the molten pool are

---

### Table 1: The chemical composition (wt.%) of Inconel 718.

|       | Al   | C    | Co   | Cr   | Cu   | Fe   | Mn   | Mo   | Nb   | Ni   | Si   | Ti   |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|
| Base metal | 0.39 | 0.052| 0.05 | 19.0 | 0.17 | 16.7 | 0.29 | 2.93 | 4.97 | 54.3 | 0.26 | 0.9  |
| Wire   | 0.56 | 0.033| 0.15 | 18.6 | 0.056| 18.03| 0.12 | 2.98 | 4.85 | 53.6 | 0.10 | 0.92 |
| Avg.   | 0.475| 0.0425| 0.10 | 18.8 | 0.113| 17.365| 0.205| 2.955| 4.91 | 53.95| 0.18 | 0.91 |
shown in Figures 10–14. After calculation, the average value of the maximum temperature is shown in Table 4. The results show that changing the heat concentration by adjusting the geometric size of the heat source can effectively reduce the error with the experiment.

The maximum temperature of the molten pool lowered with the decrease of heat concentration. The average value of the maximum temperature calculated by model 3 is about 1880°C and model 4 is about 1780°C. Comparing with the experimental data, the error of model 4 is about –21°C and the error of model 3 is about +80°C. Although the error of model 4 is the smallest, if considering the heat loss in the actual process, the calculation result of the numerical model should not be less than the experimental monitoring result, so the heat source concentration of model 3 will be more suitable.

Through further verification of model 3, the time when the heat source moves above the central position of the test piece is selected to calculate the isothermal surface distribution of the molten pool, as shown in Figure 16. The results show that the molten temperature on this position is about 1898°C, and the isothermal surface is approximately symmetrical distribution. From the temperature gradient, the longitudinal isothermal surface spacing of the specimen
along the z-axis is obviously smaller than that of the horizontal direction, indicating that the temperature gradient in the horizontal direction is obviously smaller than that in the longitudinal direction.

According to the above comparative analysis, a more accurate numerical model can be obtained by adjusting the geometry of the double ellipse, which can change the concentration of the heat source well. Considering the

---

Figure 7: The distribution of the maximum temperature of molten pool with time (model 1). (a) Microsections of the upper surface of the molten pool directly opposite to the heat source center. (b) The average temperature of the microsection at different times.

| α  | η  | U (V) | I (A) | Welding speed (in/min) | t-s (s) | t-e (s) |
|----|----|-------|-------|------------------------|--------|--------|
| 1  | 0.8| 18    | 18.4  |                        | 3      | 0.2    |

Table 2: Experimental parameters of heat source model validation.

Figure 8: Thermal imaging monitoring screen.
Figure 9: The three-dimensional shape under different heat source concentrations.

Table 3: Adjustment parameter and curve number of heat source concentration.

| Model number | $a_f$ (mm) | $b_h$ (mm) | $a_r$ (mm) | Curve          |
|--------------|------------|------------|------------|----------------|
| 2            | 1.7        | 1.7        | 2.1        | Figure 10      |
| 3            | 1.8        | 1.8        | 2.2        | Figure 11      |
| 4            | 1.9        | 1.9        | 2.3        | Figure 12      |
| 5            | 2.0        | 2.0        | 2.4        | Figure 13      |
| 6            | 2.1        | 2.1        | 2.5        | Figure 14      |

Figure 10: The distribution of the maximum temperature of molten pool with time (model 2).
Figure 11: The distribution of the maximum temperature of molten pool with time (model 3).

Figure 12: The distribution of the maximum temperature of molten pool with time (model 4).

Figure 13: The distribution of the maximum temperature of molten pool with time (model 5).
energy loss in the actual process, model 3 has better agreement with the experimental data and can obtain the optimal numerical analysis results for following numerical analysis and further calculations.

3. Heat Transfer Modeling and Numerical Analysis

3.1. Calculation of Heat Input Range. In the previous study, we conducted a large number of experimental studies on the same size TC4 alloy and obtained the ideal welding parameters. The wire radius used in this study is 0.4 mm, which is the same as the radius of the previous titanium alloy wire, so the wire is equal in volume at the same wire feed speed. Assume that the wire feed volume per unit time is $V$, according to the specific heat formula, the melting heat $Q$ required for wire feeding per unit time can be calculated as

$$ Q = C \cdot \rho V \cdot \Delta T. \quad (27) $$

During the welding process, the effective power of the heat source acts on the welding wire and the base metal, respectively. Take the average of the chemical composition of the two alloy wires and the base metal as the calculation basis. Then, we use JmatPro to calculate the average specific heat and density of the two alloys from 20°C to full liquid temperature (1713°C and 1358°C), as is shown in the following:

$$ C_1 = 0.7811 \text{J/(gK)}, \quad C_2 = 0.7057 \text{J/(gK)}, \quad \rho_1 = 4306 \text{g/cm}^3, \quad \rho_2 = 7956 \text{g/cm}^3. \quad \Delta T \text{ is the temperature difference from room temperature 20°C to the complete liquid temperature. The heat input ratio of the two alloys at the same wire feeding speed can be described as}$$

$$ \frac{Q_1}{Q_2} = \frac{C_1 \cdot \rho_1 \cdot \Delta T_1}{C_2 \cdot \rho_2 \cdot \Delta T_2} \approx 0.758, \quad (28) $$

Figure 14: The distribution of the maximum temperature of molten pool with time (model 6).

Figure 15: The change of maximum and minimum heat flow density. (a) The change of maximum heat flow density. (b) The change of minimum heat flow density.
where $Q_1$ and $Q_2$ are the heat required for TC4 welding wire and Inconel 718 welding wire in the same volume. According to the previous research results, the heat source power of TC4 alloy with the same radius of welding wire and the same dimension of test piece is about 330 W. Considering the similar welding conditions, 330 W is used as the reference value of $Q_1$. Under the same welding parameters, the change of thermal conductivity with temperature may affect the distribution of heat input and the ratio coefficient is about $0.86 \sim 1.29$, so the value range of $Q_2$ is about $374 \sim 561$ W.

3.2. Heat Transfer Calculations under Different Heat Inputs.

Basing on the parameters of model 3, according to the range of $Q_2$ obtained by equation (15), the heat source power is set to 375 W, 431 W, 487 W, 521 W, and 555 W to analyze the heat transfer model. Focusing on the moment when the heat source moves to the middle of the test piece, the surface temperature distribution of the molten pool is shown in Figure 17. After calculation, the corresponding maximum temperature of the molten pool is shown in Table 5.

It is shown that when the heat source power is above 487 W, the maximum temperature of the molten pool is greater than 2527°C, reaching the boiling point temperature of some metal components, which will affect the metal composition of the final weld zone. Meanwhile, from the temperature distribution chart, when the heat input is above 487 W, the size of the molten pool is larger, which will increase the cooling time of the molten pool. In addition, the penetration of different heat inputs of different wire feed speeds will also affect the weld quality.

3.3. Mathematical Model and Solutions of Different Surfacing Heights.

After using the MPAW automatic welding system for surfacing, the cross section profile of the weld zone and base metal is as shown in Figure 7. Due to the uniform heat input of the MPAW automatic welding machine, the cross-sectional radius increases uniformly with the increase of the wire feeding speed, and the melted wire is welded on the upper surface of the base material to form an approximately circular cross section with a radius $r$. In Figure 18, $h$ is the height from the weld bead to the center of the weld zone and $w$ is the width of base metal.

In order to simulate the surfacing height accurately at different wire feeding speeds, then calculate the maximum temperature distribution of the weld bead. Assuming that there is no loss in the process of melting and cooling and according to the principle of mass conservation, the relationship between cross section radius and wire feeding speed $v_1$ can be deduced as follows:

$$L = \pi R^2 \cdot \frac{L}{v_1} \cdot v_2.$$

(29)

The thickness of the test piece is known as $w=1$ mm; the wire radius is known as $R=0.4$ mm; and the welding speed is known as $v_1=1.27$ mm/s (3 in/min). The wire feeding speed $v_2$ is set to 1.27 mm/s (3 in/min), 2.54 mm/s (6 in/min), 3.39 mm/s (8 in/min), and 4.24 mm/s (10 in/min), so

$$\frac{v_2}{v_1} = \left[ \begin{array}{c} 3 \\ 3 \\ 3 \\ 3 \end{array} \right].$$

(30)

| Model number | 2  | 3  | 4  | 5  | 6  |
|--------------|----|----|----|----|----|
| AVG of the maximum temperature (°C) | 2011 | 1880 | 1780 | 1691 | 1608 |
| Difference from monitoring (°C) | +210 | +80 | -21 | -110 | -272 |

Table 4: The average value of the maximum temperature of the molten pool.
Let \( r \) be an independent variable, that is, an iterative variable. Because of the difficulty in derivation, equation (29) can be converted to the following equation:

\[
r^2 = \left( \frac{\pi R^2}{v_i} - \left[ \frac{\pi^2}{2} \cdot \frac{360 - 2 \arcsin(w/2r)}{360} \right] \right)^2 \cdot \left( \frac{\pi}{w} \right)^2 + \left( \frac{w}{2} \right)^2.
\]

Finding the first derivative of both ends of equation (31) is as follows:

\[
r = \left( \frac{2}{w} \right)^2 \cdot \left[ \pi R^2 - \left( \frac{\pi^2}{2} \cdot \frac{360 - 2 \arcsin(w/2r)}{360} \right) \right],
\]

\[
\left[ -2\pi r + \frac{\pi}{90} \cdot \arcsin\left( \frac{w}{2r} \right) - \frac{\pi w}{360} \cdot \frac{1}{\sqrt{1 - (w/2r)^2}} \right].
\]

\[
\left(31\right)
\]

(32)

Selecting \( r = r_0 \) to substitute Newton iteration formula, the calculation steps are shown in Figure 19, where \( \varepsilon \) is the required accuracy.

The surfacing height \( H_1 \) can be expressed as

\[
H_1 = r + h = r + \sqrt{r^2 - \left( \frac{w}{2} \right)^2}.
\]

\[
\left(35\right)
\]

After calculation, the results obtained by the Newton iteration method are shown in Table 6.

3.4. Maximum Temperature Calculations of the Weld Bead Section. According to the calculation results of Table 4, surfacing height is lower at \( 3 \text{ in/min} \) of wire feeding which will result in lower repair efficiency, and it is higher at \( 10 \text{ in/min} \) which will result in a lower cooling rate of the molten pool. So, select wire feeding speed of \( 2.54 \text{ mm/s} \) (6 in/min, with \( H = 1.04 \text{ mm} \)) and \( 3.39 \text{ mm/s} \) (8 in/min, with \( H = 1.19 \text{ mm} \)) for simulation in the following study.

The first 0.2 seconds and the last 0.2 seconds are the arc-starting and arc-closing time, respectively, and the temperature fluctuation is large, which is not taken into account during the analysis. According to the calculation results of 0.2~49.8 s as shown in Figure 20, when the wire feeding speed is \( 8 \text{ in/min} \) and power above \( 521 \text{ W} \), the maximum temperature of the weld bead section is obviously higher than the melting temperature. When the power of the heat source is \( 487 \text{ W} \), the mean value of maximum temperature at different times of the weld bead section is \( 1461.8^\circ \text{C} \), which is higher than the melting temperature of \( 103^\circ \text{C} \). When the power is \( 431 \text{ W} \), the maximum temperature of the weld fluctuates along the melting temperature line; the mean value is \( 1361.7^\circ \text{C} \), which is the closest to the melting temperature of \( 1358^\circ \text{C} \). When the power is \( 375 \text{ W} \), the mean value is \( 1236.7^\circ \text{C} \), which is lower than the melting temperature of \( 122^\circ \text{C} \). It may cause the metal of the weld bead not to melt completely. From the point of view of temperature fluctuation, under the heat input conditions of \( 487 \text{ W}, 521 \text{ W}, \text{ and } 555 \text{ W} \), the temperature stability of the molten pool is poor, and the temperature curves fluctuate greatly and show a trend of high-temperature fluctuation after 35 s. Under the heat input of \( 375 \text{ W} \) and \( 431 \text{ W} \), the temperature of the molten pool fluctuates slightly; although their temperature will fluctuate upward after 35 seconds, the fluctuation range is obviously smaller than that of the heat input power over \( 487 \text{ W} \).

As shown in Figure 21, when the wire feeding speed is \( 6 \text{ in/min} \) and heat source power is \( 487\sim555 \text{ W} \), the maximum temperature range of the weld bead section can reach \( 1530\sim1926^\circ \text{C} \), which exceeds the melting temperature more, and the heat input is larger. It can be speculated that the high-temperature residence time of the molten pool lasts longer, which can cause a longer cooling time of the molten pool. This phenomenon may produce more element segregation and reduce the mechanics of the weld zone. When the heat input is \( 375 \text{ W} \), the mean value of maximum temperature at different times of the bead section is \( 1328^\circ \text{C} \), which is close to the melting temperature. When the heat input is \( 431 \text{ W} \), the mean value is \( 1464.2^\circ \text{C} \), which is higher than the melting temperature of about \( 106^\circ \text{C} \). From the point of view of temperature fluctuation, the heat input above \( 487 \text{ W} \) will still produce a larger temperature fluctuation in the molten pool, especially after 35 seconds. The temperature will rise and the fluctuation range and fluctuation frequency are larger. At \( 375 \text{ W} \) and \( 431 \text{ W} \), the temperature fluctuation amplitude and fluctuation frequency are better than those of the previous heat input parameters.

Also, make

\[
\varphi(r) = \left( \frac{2}{w} \right)^2 \cdot \left[ \frac{\pi R^2}{v_i} - \left( \frac{\pi^2}{2} \cdot \frac{360 - 2 \arcsin(w/2r)}{360} \right) \right] \cdot \left[ -2\pi r + \frac{\pi}{90} \cdot \arcsin\left( \frac{w}{2r} \right) - \frac{\pi w}{360} \cdot \frac{1}{\sqrt{1 - (w/2r)^2}} \right] = \left( \frac{2}{w} \right)^2 \cdot \left( \frac{R}{v_i} \right) \cdot \left( \frac{360 - 2 \arcsin(w/2r)}{360} \right) \cdot \left[ -2\pi r + \frac{\pi}{90} \cdot \arcsin\left( \frac{w}{2r} \right) - \frac{\pi w}{360} \cdot \frac{1}{\sqrt{1 - (w/2r)^2}} \right].
\]

\[
\left(33\right)
\]

Then, getting the first derivative for \( r \) of equation (33) is as follows:

\[
\varphi'(r) = \left( \frac{2}{w} \right)^2 \cdot \left( \frac{R}{v_i} \right) \cdot \left( \frac{360 - 2 \arcsin(w/2r)}{360} \right) \cdot \left[ -2\pi r + \frac{\pi}{90} \cdot \arcsin\left( \frac{w}{2r} \right) - \frac{\pi w}{360} \cdot \frac{1}{\sqrt{1 - (w/2r)^2}} \right] - \frac{2}{w} \cdot \left( \frac{\pi R^2}{v_i} - \left( \frac{\pi^2}{2} \cdot \frac{360 - 2 \arcsin(w/2r)}{360} \right) \right) \cdot \left[ -2\pi r + \frac{\pi}{90} \cdot \arcsin\left( \frac{w}{2r} \right) - \frac{\pi w}{360} \cdot \frac{1}{\sqrt{1 - (w/2r)^2}} \right].
\]

\[
\left(34\right)
\]
4. Experiment and Discussion

4.1. Experimental Parameters and Equipment. The high heat input leads to the formation of a large melting pool and a large amount of liquid metal, and it submits the weld region to long-term thermal cycles with low cooling rates [4]. For the welding of superalloy, the heat input should reduce as much as possible to achieve better weld quality under the condition of satisfying welding power. According to the maximum temperature distribution curves of Figures 9 and 10, the heat input of 375W and 431W with small fluctuation of pool temperature was selected as experimental power.

Welding experiments were carried out at wire feeding rates of 2.54 mm/s (6 in/min) and 3.39 mm/s (8 in/min), respectively, and the heat source moving speed of 1.27 mm/s (3 in/min). According to the base voltage value of our previous study [31] and the results of welding experiments on Inconel 718 plates, the voltage values of this experiment are set to 15V and 15.4V. Correspondingly, the current values calculated by the heat source power are 25A and 28A. The main experimental parameters are as shown in Table 7.

The experimental equipment is shown in Figure 22. The welding experiments were carried out by LAWS500 MPAW automatic machine. The microstructures and energy spectrum analysis of the weld zone were tested by Leica DM2700M optical microscope and ZEISS Sigma 300 SEM equipped with Oxford X-MAX EDS. The above experiment follows the standard of the test method for the
Figure 18: Cross section morphology after surfacing.

Figure 19: Newton iteration calculation steps by MATLAB.

| Table 6: Results of different wire feed speeds. |
|-----------------------------------------------|
| \((\nu_2/\nu_1)\) | \((3/3)\) | \((6/3)\) | \((8/3)\) | \((10/3)\) |
| Initial value | 1 | 1 | 1 | 1 |
| \(r_i\) (mm) | 5.523828 \times 10^{-1} | 6.410283 \times 10^{-1} | 7.003568 \times 10^{-1} | 7.589380 \times 10^{-1} |
| \(\varepsilon\) | 1 \times 10^{-10} | 1 \times 10^{-10} | 1 \times 10^{-10} | 1 \times 10^{-10} |
| Number of iterations | 32 | 32 | 31 | 30 |
| Previous error | 9.824941 \times 10^{-11} | 5.845890 \times 10^{-11} | 7.737799 \times 10^{-11} | 9.592882 \times 10^{-11} |
| \(H_i\) (mm) | 0.78 | 1.04 | 1.19 | 1.33 |
The microstructure of superalloys (Standard code: GB/T 1499.4), the test method for metallographic microstructure (standard code: GB/T 13298) and the detection method for chemical composition and surface morphology (standard code: GB/T 17359). The hardness of the weld zone was tested by Matsuzawa MMT-X microhardness tester. The normal force loading range of the Vickers hardness device is 1 gf to 2000 gf, and the indentation measurement accuracy can reach 0.01 μm. It can accurately measure the hardness of thin sheet, electroplated coating, round shaft, and microworkpiece. The standard of Vickers hardness test follows Vickers hardness test method of metallic materials (Standard code: GB/T 4340.1-2009).

5. Results and Discussion

The results of optical microscopy observation in the weld zone under the parameter of Expt. 1 are as shown in Figure 23. The corrosive agent was 1 g CuCl₂ + 20 ml...
HCl + 20 ml ethanol. When the power of the heat source is 375 W and the wire feeding speed was 3.39 mm/s (8 in/min), a wide white band appeared in the weld zone. As shown in Figure 24, the energy spectrum analysis shows that the content of Ni in this area is high (about 64.5% ~ 66.1%) while that of Nb is low (about 2.41% ~ 2.64%).

By detecting the precipitated particles, the results are shown in Figure 25. The results show that the content of Nb in the precipitated particles is very high. The precipitated particles are mainly C and Nb compounds [26]. The occurrence of undesirable element segregation in the white region results in the generation of segregation regions of high Ni and low Nb, the content of Nb in this region is low. The low content of Nb in this region will reduce the strengthening phase of the formation of tetragonal Ni₃Nb (γ‴) and face-centered cubic Ni₃ (Al, Ti, Nb) (γ‴), which in turn leads to poor mechanical properties of the weld. From the simulation data, the weld bead section temperature corresponding to Expt. 1 ranges from 1200 to 1300°C, which is lower than the melting temperature. It can be inferred that the lower heat input makes the heat applied to the wire per unit time lower. It is the main reason for the white zone in the weld of the test piece of Expt. 1.

For further verification, the wire feeding speed was reduced to 2.54 mm/s (6 in/min) at 375 W (Expt. 2), and the metallographic structure under the light microscope is shown in Figure 26. After reducing the wire feeding speed, the width of the white segregation zone was reduced, and the corresponding simulation results show that the maximum temperature range of the weld bead section is 1300–1450°C, which fluctuates up and down near the melting line. It shows that the temperature of the weld bead section rises, the heat applied to the welding wire increases per unit time, and the element segregation decreases, but the heat input is still insufficient. The simulation trend is consistent with the experimental results basically. If the wire feeding amount is continuously reduced, it is expected to be further decreased, but the wire feeding repair process may result in insufficient wire feeding and insufficient welding height, so the heat input of the Expt. 1 and 2 cannot meet the welding requirements.

In Expt. 3, the heat input was increased to 431 W, and the wire feed speed was selected to 3.39 mm/s (8 in/min) first. The light microscope observation result in the weld zone is shown in Figure 27. After the increase of heat input, the microstructure of the weld zone was obviously improved. The segregation zone was obviously smaller comparing with Expt. 1 and 2. The energy spectrum analysis of the weld zone of Expt. 3 is shown in Figure 28. The energy spectrum
Figure 24: EDS of white banded structure in the weld zone (Expt. 1).

Figure 25: Energy spectrum analysis of precipitates (Expt. 1).

Figure 26: The microstructure of the weld zone (Expt. 2).
analysis showed that the Ni content in the white band region had decreased (about 61.4−62.2%), and the Nb content had increased (about 3.25−4.1%). The simulation results corresponding to Expt. 3 show that the maximum temperature of the weld section is between 1325 and 1550°C. Considering the heat loss during the welding process, the average temperature of the weld section may still be lower than the melting temperature, thus causing the segregation area to shrink but still exist.

In Expt. 4, the wire feeding speed was reduced to 2.54 mm/s (6 in/min) under the heat source of 431 W, and the results of light microscopy in the weld zone are as shown in Figure 29. The segregation phenomenon in the weld zone was obviously improved, and the segregation zone of high Ni and low Nb basically disappeared. The quality of the weld zone was significantly better than that of the previous experiments. The HDBSD test was performed on the microstructure of the weld zone, as shown in Figure 30. The results show that the precipitation of Nb is well distributed in the weld zone. It exhibits a diffuse distribution and does not reach the extent of forming a distinct chain of Laves phase [23, 34, 35]. The maximum temperature of the weld bead

Figure 27: The microstructure of the weld zone (Expt. 3).

Figure 28: EDS of white banded structure in weld zone (Expt. 3).
section corresponding to Expt. 4 is 1450–1600°C. It is speculated that there may be a heat loss effect of about 100°C in the actual process.

Due to the small size of Inconel 718 alloy piece and surfacing zone, some mechanical properties are difficult to test. In this study, the quality of surfacing repair is mainly determined by the observation of microstructure morphology, composition analysis of G.P. zone, and test of microhardness. EDS analysis was performed on the G.P. zone of Expt. 4. The results are as shown in Figure 31 and Table 8. It is shown that the average content of Nb in the G.P. zone is 4.2%, and the precipitation of Nb is significantly reduced under the heat input condition of Expt. 4. The Nb in the G.P. zone is as the content increases, this will increase the formation of the strengthening phase Ni₅Nb (γ″) and Ni₅ (Al, Ti, Nb) (γ'), thereby effectively improving the mechanical properties of the weld zone.

The Vickers hardness test was performed on the weld zone and the base metal of Expt. 4 using a Matsuzawa MMT-X microhardness tester. Five points were evenly sampled vertically from the weld position for testing the hardness of the weld zone. Similarly, five points were vertically sampled from the base material down the weld position; the results are as shown in Table 9. The results show that the average Vickers hardness of the weld zone is close to that of the base metal, and the difference ratio is 1.66%. For the 1 mm ultra-thin Inconel 718 alloy, the welding parameters of Expt. 4 can achieve better first-stage welding quality.

From the comparison of experimental results and simulation trends, they are in good agreement. Under the condition of 375 W heat source power and 6~8 in/min wire feeding speed, although the temperature of molten pool reaches about 2130.4°C, due to the effect of wire feeding speed on surfacing height, the maximum temperature of the weld bead section is lower than the optimum fusion temperature. Meantime, an unsatisfactory segregation zone appears in the weld zone, which will weaken the strengthening term. When the heat source power is 431 W, the segregation zone decreases with the increase of heat input, and the maximum temperature of the weld cross section gradually reaches above the optimal fusion temperature. Under the parameters of Expt. 4, when the heat input is 431 W and the wire feeding speed is 6 in/min, the weld bead reaches a better morphology and the weld zone achieves
Vickers hardness similar to the base metal. The simulation model and calculation results are of positive significance for determining the ideal range of welding heat input parameters of aero ultrathin nickel-base blade.

There are some uncertain factors, which may influence the results and need to be further studied. The fixture assembly gaps are the gaps between the copper blocks, the gaps between copper blocks and clamping structure, and the gaps between copper blocks and blade. The size of these gaps is different from the assumptions in the model, which can affect the heat transfer effect in blade repairing. In addition, uncertain factors, such as room temperature, heat transfer in protective air, and the effect of clamping force on heat transfer, may affect the experimental results. We will continue to study the refinement and validation of model parameters in further study.

6. Conclusions

In this study, theoretical modeling, numerical analysis, and experimental verification are carried out for the optimal heat input of ultrathin aero compressor blade additive manufacturing repair. The optimal heat input range is obtained by the gradual derivation of heat source modeling and numerical analysis, heat transfer modeling and numerical analysis, and experiment verification.

(1) With a planar double elliptical heat source model, a moving heat source model for 1 mm ultrathin Inconel 718 blade in additive manufacturing repairing was established and optimized by numerical analysis and experimental comparison. The numerical model has good linearity, and by adjusting the geometry of the heat source on the x-y plane, the optimal geometric parameters \( (a_f = 1.8 \, \text{mm}, \; b_f = 1.8 \, \text{mm}, \; a_r = 2.2 \, \text{mm}) \) of the heat source model for ultrathin blade repair were obtained and well

Table 8: The chemical composition (wt.%) of different GP zones (Expt. 4).

| Element | Al | Nb | Mo | Ti | Cr | Mn | Fe | Ni |
|---------|----|----|----|----|----|----|----|----|
| Spectrum 1 | 0.73 | 4.23 | 2.44 | 0.9 | 18.15 | 0.71 | 18.49 | 54.35 |
| Spectrum 2 | 0.88 | 4.0 | 2.52 | 1.33 | 17.64 | 1.16 | 18.78 | 53.69 |
| Spectrum 3 | 0.6 | 4.38 | 2.79 | 1.09 | 18.14 | 0.65 | 18.36 | 53.99 |
| Spectrum 4 | 0.66 | 4.17 | 2.59 | 1.07 | 17.87 | 0.74 | 18.65 | 54.25 |
| Avg. 1–4 | 0.72 | 4.2 | 2.56 | 1.1 | 17.95 | 0.82 | 18.57 | 54.07 |

Table 9: HV test results in different areas (HV0.1).

| Element | 1 | 2 | 3 | 4 | 5 | Avg. 1–5 |
|---------|---|---|---|---|---|----------|
| Weld zone | 198.3 | 197.5 | 193.9 | 195.1 | 189.7 | 195.88 |
| Base metal | 206.7 | 199.7 | 194.2 | 193.7 | 195.7 | 199.08 |
| Difference ratio ( % ) | 1.66% |
applied to the following heat transfer modeling and numerical analysis.

(2) Based on the optimal heat source model, a heat transfer model was established based on the optimal heat source model. By analyzing the thermophysical properties of different alloys, the heat input range of the blade was deduced between 374 and 561 W. By heat transfer calculation under different heat inputs, the heat transfer model of blade repair was optimized. Then, a mathematical model of additive height is established. After calculation, the suitable model parameters of wire feeding speed of 2.54 mm/s (6 in/min) and 3.39 mm/s (8 in/min) were obtained to solve the temperature distribution of the additive section with time through numerical analysis, which further reduced the heat input range.

(3) Four groups of experimental parameters were applied to conduct welding experiments and tests. The results show that the segregation degree of additive manufacturing zone decreased with the increase of heat input ratio, it almost disappeared under the parameters of Expt. 4, and the test data were close to the base metal, which signified the additive manufacturing zone achieved better quality. The experimental results are consistent with the trend of simulation prediction, which confirm the validity of the methods and the calculations.

(4) For 1 mm compressor blade in MPAW additive manufacturing repair, when the heat input power is 431 W (voltage 28 V, current 15.4 A), the wire feeding speed is 2.54 mm/s (6 in/min) and heat source moving speed is 1.27 mm/s (3 in/min); the additive manufacturing zone can achieve better repair quality. In addition, using parameters of Expt. 4 can effectively reduce the difficulty and time of the postheat treatment process of the aero-engine compressor blades, improve the blade repair efficiency, and reduce the influence of the postheat treatment process on the original mechanical properties of the entire blade.
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