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Abstract. Theorem 7 in [AS09] states sufficient conditions to determine whether a pair generates the algebra of $3 \times 3$ matrices over an algebraically closed field of characteristic zero. In that case, an explicit basis for the full algebra is provided, which is composed of words of small length on such pair. However, we show that this theorem is wrong, since it is based on the validity of an identity which is not true in general.

1. Discussion

Let $M_n(\mathbb{K})$ denote the set of all $n \times n$ matrices over a field $\mathbb{K}$. Let $S$ be a subset of $M_n(\mathbb{K})$ and denote by $S^m$ the set of all products of the form $A_1 \cdots A_m$, with $A_i \in S \cup \{I_n\}$ for all $i = 1, \ldots, m$, where $I_n$ is the $n \times n$ identity matrix. We say that a generating set $S$ has length $k \in \mathbb{N}$ if

$$\text{span}\{S^k\} = M_n(\mathbb{K}), \quad \text{and} \quad \text{span}\{S^{k-1}\} \subset \text{span}\{S^k\}.$$ 

The problem of finding bounds on the length of generating sets, and in particular generating pairs, has been thoroughly studied in the past decades. For arbitrary order $n$, the best known bound on the length of any generating set is $O(n \log n)$ [Shi19], although it was conjectured years before that the optimal bound might be $2n^2 - 2$ [Paz84]. Indeed, this is the case at least for $n \leq 6$ [LNP06, LL09], for which the bound is shown to be sharp. Moreover, this bound also holds for arbitrary $n$ under different conditions on one of the generators [LR11, GLMS18], even though it is always possible to find $n$ matrices in $M_n(\mathbb{K})$ such that the words of length 2 in those matrices span the whole algebra [Ros12]. Finally, when the problem is reduced to the study of generic matrices, the bound can be arguably improved to $O(\log n)$ [KS16].

In [AS09], the problem of providing conditions under which a set of $2 \times 2$ or $3 \times 3$ matrices over an algebraically closed field of characteristic zero generate the full matrix algebra is addressed. However, Theorem 7 in that paper is wrong, since Equation (3) in that reference does not hold in general. In this note, we give some comments on that result and present numerical evidence to show the falseness of the aforementioned expression for arbitrary matrices $A$ and $B$. Unless stated otherwise, we follow [AS09] for terminology and notations.

Before recalling Theorem 7 of [AS09], we denote by $M_3$ the algebra of $3 \times 3$ matrices over a certain algebraically closed field of characteristic zero. Moreover, we write $[A, B]$ for the commutator of two matrices $A$ and $B$ and we define

$$H(M) := \frac{\text{tr}[M]^2 - \text{tr}[M^2]}{2},$$

where $\text{tr}[M]$ denotes the trace of a matrix $M$. We can now state the aforementioned result, namely Theorem 7 of [AS09].
Theorem 7. Let $A, B \in M_3$. Then
\begin{equation}
\det(I, A, A^2, B, B^2, AB, BA, [A, [A, B]], [B, [B, A]]) = 9 \det[A, B]H([A, B]),
\end{equation}
so if $\det[A, B] \neq 0$ and $H([A, B]) \neq 0$, then
\[
\{I, A, A^2, B, B^2, AB, BA, [A, [A, B]], [B, [B, A]]\}
\]
form a basis for $M_3$.

Note that this result intends to provide a sufficient condition for a pair of matrices $\{A, B\}$ to generate the full algebra $M_3$, as well as construct a basis for the algebra from words in such matrices. In particular, if the result was correct, it would yield the fact that for pairs $\{A, B\}$ such that $\det[A, B] \neq 0$ and $H([A, B]) \neq 0$, the necessary length of words to generate the full $M_3$ is 3, improving thus for this subclass of pairs the bound of $2n - 2$ obtained in [LNP06]. Moreover, such matrices are in particular generic, so they belong to the case studied in [KŠ16], in which the tighter bound for the length of words in dimension 3 is $2\lceil\log_2(3)\rceil = 4$. Thus, Theorem 7 would also provide an improvement to the latter result in dimension 3.

To show that Equation (1) is false, and thus Theorem 7 does not hold in general, it is enough to construct a counterexample. For any $\delta > 0$, $\varepsilon > 0$, consider the following pair of matrices:

\[
A = \begin{pmatrix} 1 & 0 & 1 \\ 0 & -1 & \delta \\ 1 & 0 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} -1 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & \varepsilon & -1 \end{pmatrix}.
\]

Then, a short computation yields the following:
\[
\det(I, A, A^2, B, B^2, AB, BA, [A, [A, B]], [B, [B, A]]) = -27\delta^5\varepsilon^5 + 9\delta^6\varepsilon^6,
\]
\[
9 \det[A, B]H([A, B]) = 27\delta^3\varepsilon^3 - 9\delta^4\varepsilon^4.
\]

Clearly, we can conclude that, for $A$ and $B$ as above, the left- and right-hand sides of Equation (1) are different, although we appreciate that both vanish if, and only if, either $\varepsilon$ or $\delta$ is zero. Thus, despite being different, both sides of the equation present a strong correlation. This is noticeable in Figure 1.
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In Figure 1, we generate 5000 random matrix pairs and compare their value when we insert the pair into the LHS and the RHS of Equation (1). The points do not lie on some line $f(x) = ax + b$, especially not on $f(x) = x$. Therefore, we exclude the possibility that the incorrectness is caused by the improper calculation of coefficient 9 in the RHS of Equation (1). Moreover, if we restrict the data to the first and the third quadrants close to zero, the best fitted line has slope $a \approx 9$ and intercept $b \approx 0$. For example, for the data in Figure 1, the program returns $f(x) \approx 9.3138x + 0.0044$ for the fitted line, illustrated by the green line. If we consider the data that is further from the origin, the absolute value of the slope decreases and the points are not so concentrated as the image near 0, which is similar to the shape "x".

To conclude, we have shown that Theorem 7 in [AS09] is false. For a correct upper bound on the necessary length of words on a pair to generate $M_3$, we refer the reader to [LNP06] for the general case and to [KŠ16] for the generic case.

After the completion of this note, we realized that for Equation (1) to be true, there were a factor $\det[A, B]$ and a minus sign missing in the right hand side. Therefore, we present the correct form of Theorem 7 below.

**Theorem 7 revised.** Let $A, B \in M_3$. Then

$$\det(I, A, A^2, B, B^2, AB, BA, [A, [A, B]], [B, [B, A]]) = -9(\det[A, B])^2H([A, B]),$$

so if $\det[A, B] \neq 0$ and $H([A, B]) \neq 0$, then

$$\{I, A, A^2, B, B^2, AB, BA, [A, [A, B]], [B, [B, A]]\}$$

form a basis for $M_3$.

This yields the fact that whenever $\det[A, B] \neq 0$ and $H([A, B]) \neq 0$, the set composed of words on matrices $A, B$, which was presented in the original paper [AS09], actually spans the whole matrix algebra $M_3$. In particular, the necessary length of words to generate the full $M_3$ is 3. As mentioned above, this indeed improves the bound $2n - 2$ obtained in [LNP06], as well as the bound $2\lceil \log_2(n) \rceil$ provided in [KŠ16] for generic matrices in dimension $n = 3$.
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