Field synchronized bidirectional current in confined driven colloids
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We investigate the collective colloidal current that emerges when strongly confined magnetic microspheres are subjected to a biased, but spatially uniform, precessing magnetic field. We observe a net bidirectional current composed of colloidal particles which periodically meet assembling into rotating dimers, and exchange their positions in a characteristic, “ceilidh”-like dance. We develop a theoretical model which explains the physics of the observed phenomena as dimer rupture and onset of current, showing agreement with Brownian dynamic simulations. By varying the tilt angle and the frequency of the applied field, we discover two separate transport mechanisms based on different ways the dimers break up during particle transport. Our results demonstrate an effective technique to drive microscale matter by using a combination of confinement and homogeneous field modulations, not based on any gradient of the applied field.
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Introduction. Strongly confined systems present equilibrium and dynamical properties which significantly differ from those of their bulk counterparts. Examples are widespread across condensed matter physics and range from plasma transport \cite{1} to electronic flow in graphene \cite{2,3}, microfluidic \cite{4,5}, glassy \cite{6,7}, soft \cite{8}, and active matter \cite{9,10} systems. A tunable, mesoscopic model system where the effect of confinement can be investigated in real space/time consists of microscopic colloidal particles, where the pair interactions can be tuned in situ by application of an external field \cite{11}. As such, there have been extensive investigations on the equilibrium phases and dynamics that emerge when microscale particles are strongly confined between flat surfaces or pores \cite{12,13}. Depending on the type of confinement, the particle distance from the surfaces or the pair interactions, the assembled particles may form novel crystalline phases \cite{14}, buckled and frustrated states \cite{15,16}, modifying different physical scenarios as packing \cite{17}, melting \cite{18,19}, and crystallization \cite{20}.

The overall dynamics may completely change when considering out-of-equilibrium systems, such as particles driven by external fields or forces. On the theoretical side, much progress has been made in understanding the dynamics of confined driven systems both in one \cite{21,22} and two \cite{23,24} dimensions. However, engineering external forces that can actuate the particles uniformly across the sample and produce controlled transport is challenging and therefore experiments are still lagging behind theoretical propositions. In this context, a particularly appealing class of systems are driven magnetic particles, which present emergent collective dynamics \cite{25,26} apart from their potential applications in technological fields such as microfluidics and lab-on-a-chip \cite{27,28}. However, in most cases, the colloidal current is usually produced either via magnetic torque applied to anisotropic particles \cite{29–35}, hydrodynamic flows \cite{36–40}, or from the presence of external field gradients acting over isotropic spheres \cite{41–43}. Forces resulting from gradients of external fields are usually more difficult to control over spatially extended surfaces or to be switched on/off quickly on command.

In this Rapid Communication, we show that a combination of confinement and dipolar interactions induced by a spatially uniform magnetic modulation can be used in tandem to generate a large-scale, field synchronized colloidal current of isotropic magnetic particles. Recently, we reported that this strongly confined system presents a rich state diagram characterized by synchronous and asynchronous rotating dimers, and random exchange processes with no current \cite{44}. Here, we use an external, biased precessing field to dynamically assemble the particles into transient rotating dimeric states that periodically break and reform, producing a net bidirectional current. We develop a theoretical model which unveils two different mechanisms of motion underlying the colloidal current.
observed in the experiments. Our model is complemented by Brownian dynamics simulations of a large-scale system.

**Experimental system.** We use monodisperse paramagnetic colloidal particles with diameter \( d = 2.8 \, \mu m \) and magnetic volume susceptibility \( \chi \sim 0.4 \) (Dynabeads M-270, Invitrogen). These particles exhibit paramagnetic properties since they are composed of a polymer matrix evenly doped with nanoscale ferrite grains. The particles are dispersed in Millipore water (Milli-Q) and strongly confined within a thin cell of thickness \( h < 2d \), where \( h \in [2.8–5.6 \, \mu m] \). Such a cell is created by sandwiching the particle suspension between a microscope slide (thickness 0.96–1.06 mm, Corning) and a coverslip (No. 1, Thermo Scientific Menzel). The particle dynamics are visualized via an upright optical microscope (Eclipse Ni, Nikon) equipped with a charge-coupled-device camera (Scout scA640-74f, Basler). We generate a time-dependent magnetic field by using a set of three, custom-made, perpendicularly magnetic coils, two of which are connected to a power amplifier (DAP Palladium P-400, Vintage) controlled via a wave-form generator (TGA1244, TTI). A static field is obtained by a third coil connected to a DC power supply (EL302RT, TTI).

Once in the confining cell, the particles sediment to the bottom surface, where they display thermal fluctuations close to the bottom plane (\( x, y \)). We create a bidirectional edge current by applying a biased precessing magnetic field \( \mathbf{B}(t) = B_0[\sin(\theta)\cos(\phi_b) + \cos(\theta)\sin(\delta)]x + \sin(\theta)\sin(\phi_b)y + \cos(\theta)\cos(\delta)z \), where \( \phi_b = \omega t \) is the phase of the field, \( \omega = 2\pi f \) the angular frequency, \( B_0 \) the amplitude, and \( \theta \) the precession angle that we keep constant at \( 26^\circ \). As shown in Fig. 1(c), this field performs a conical precession around the vertical (\( z \)) axis, but its rotation around \( z \) is slightly shifted by a tilt angle \( \delta \), which breaks the rotational symmetry of the system. The effect of such field is illustrated in Fig. 1(a): It first produces a buckled state composed of “up” and “down” particles close to the top and bottom surface, respectively. When the induced magnetic dipolar interactions change from repulsive to attractive during one field cycle, the particles transiently assemble into rotating dimers, which then break apart. The result is a field synchronized bidirectional current where up and down particles translate with opposite, frequency tunable, velocities \( v_{\uparrow, \downarrow} \propto \pm df/\sqrt{\Phi} \) [Figs. 1(d) and 1(e)]. Here, \( \Phi = N\pi d^2/(4A) \) is the normalized area fraction, \( N \) the number of particles, and \( A \) the observation area. We observe this current only when \( \delta \neq 0 \), while for a simple precessing field the dimers may randomly exchange particles across the sample but with zero average current. We find that the current arises already for very small values of \( \delta \), which are able to break the spatial symmetry of the precessing field. However, the precise value of \( \delta \) is difficult to determine experimentally, thus we mainly explore these parameters using numerical simulations (see below). Moreover, our experimental system displays dislocations which could reduce the average particle currents. These lattice defects may arise from thermal fluctuations or from disorder present in the system in the form of particle polydispersity or surface asperities.

**Theory.** To understand the colloidal current, we have developed a theoretical model which considers the effect of confinement and magnetic dipolar interactions. We start our analysis with the dynamics of a single-particle pair (dimer), neglecting magnetic interactions with all other particles in the system. In particular, we investigate the stability of a dimer in a precessing magnetic field, as the rupture of a dimer is a precondition for the exchange process and the emergence of a current. When subjected to an external field \( \mathbf{B} \), an individual paramagnetic colloidal particle acquires a dipole moment \( m = \pi d^2 \chi \mathbf{B}/(6\mu_0) \), with \( \mu_0 \) denoting the permeability of vacuum. The biased precessing field can be decomposed in a static part \( \mathbf{B}_1 = B_0(\cos \theta \sin \delta, 0, \cos \theta \cos \delta) \), and a dynamic one \( \mathbf{B}_2 = B_0(\cos \phi_b \sin \theta, \sin \phi_b \sin \theta, 0) \). Let us consider a dimer consisting of two particles (1,2), with separation distance \( r = r_1 - r_2 \) where \( r_1 = -1/2 (\rho \cos \phi_p, \rho \sin \phi_p, z) \), and \( r_2 = 1/2 (\rho \cos \phi_p, \rho \sin \phi_p, z) \). Here, \( \rho \) is the horizontal component of the center to center distance and \( \phi_p \) its angle with the \( x \) axis. The dipolar interaction between the pair is given by

\[
U_{\text{dip}} = -\frac{\mu_0}{4\pi r^3} \left[3(m_1 \cdot r)(m_2 \cdot r) - (m_1 \cdot m_2)r^2\right],
\]

with force \( \mathbf{F}_p = -\partial U_{\text{dip}}/\partial \rho \). The dynamics of the pair can be described by the coupled equations

\[
\begin{align*}
\dot{r} &= 2\frac{F_p}{\zeta}, \\
\dot{\phi}_p &= -\frac{2}{\rho^2 \zeta} \frac{\partial U_{\text{dip}}}{\partial \phi_p}, \\
\dot{z} &= -\frac{2}{\zeta} \frac{\partial U_{\text{dip}}}{\partial z},
\end{align*}
\]

FIG. 1. (a) Optical microscope images showing the exchange process between particles confined within a cell of thickness \( h = 4 \, \mu m \) and located close to the upper (dark) and lower (bright) plane. The applied precessing field has \( B_0 = 7.2 \, mT, \theta = 26.9^\circ \), and \( f = 6 \, Hz \). (b) Sequence of schematics corresponding to (a) and showing the exchanged-based transport mechanism. (c) Sketch of the biased precessing magnetic field with tilt angle \( \delta \). (d) Experiments and (e) corresponding numerical simulations of a large system driven by the same field as (a) with \( \delta \sim 7^\circ \). The particle trajectories are superimposed to the image in blue (dark) and red (bright) for up and down particles. Scale bar is 10 \( \mu m \). See corresponding Video 1 in the Supplemental Material [45].
where $\zeta$ is the drag coefficient. We analyze Eqs. (2) for two cases: $\delta = 0$ and $\delta \neq 0$.

(a) When $\delta = 0$, Eq. (1) can be simplified as

$$U_{\text{slip}} = \frac{\rho^2 \Delta - 3[\rho \sin \theta \cos(\phi_B - \phi_p) + \rho \cos \theta]^2}{4\pi \rho^2 \Delta^2},$$

which is minimal when the dimer is oriented in the direction of the field, $\phi_p = \phi_B$. In a static vertical magnetic field $\mathbf{B} = B_z$, the two particles will form a stable dimer if $F_p < 0$, which is the case when $h > d(1 + 1/\sqrt{3})$. Then the separation is fixed to $\rho = \sqrt{2hd - h^2}$ and $z = h - d$. If the magnetic field is dynamic $\mathbf{B} = \mathbf{B}_1 + \mathbf{B}_2(t)$, we can identify two regimes of motion depending on the field frequency $f$. At low frequencies, the dimer follows the field with a constant phase lag $\Delta = \phi_B - \phi_p$. Above a threshold frequency $f_c$, the magnetic torque becomes insufficient for the dimer to follow the field rotation. The maximum torque is reached at a phase lag $\Delta_1$ (Fig. 2). The dimer dynamics becomes asynchronous and because of phase slippage, $\Delta$ grows in a sawtooth-like manner.

The in-plane component of the magnetic dipolar force between the particles is attractive in a range of phase differences $-\Delta_2 < \Delta < \Delta_2$ and repulsive otherwise. For example, this boundary angle is $\Delta_2 = 1.26$ for $h = 3.9 \mu m$ and $\theta = 0.15\pi$ [Fig. 2(a)]. The dimensionless threshold frequency for slipage, defined as $F = 4\pi^2d^2\zeta f / (\mu_0 m^2)$, is $F_1 = 1.44$. At this $h$, repulsion always occurs after phase slippage, $\Delta_2 > \Delta_1 = 1.01$. In other words, a synchronously rotating dimer is always stable. After phase slippage, the phase difference will run through all angles and inevitably reach the repulsive regime. Therefore, the dimer ruptures as a consequence of a phase slip above the threshold frequency $f_c$. As we will show later, this rupture pathway will give rise to one transport mechanism, which occurs in thicker cells and which we denote with M1. In contrast, in thinner cells, e.g., $h = 3.5 \mu m$, the dimer rupture can occur before the phase slippage, $0.85 = \Delta_2 < \Delta_1 = 0.94$ [Fig. 2(b)], at a frequency $F_2 = 1.08$. This different transport mechanism is denoted as M2 and is characterized by a direct rupture from the synchronous state.

When the dimer breaks, it releases the up and down particles along their respective planes. After being expelled from the dimer, the two particles can be attracted by other magnetic particles forming a new dimeric state when the new phase difference $\Delta$ lies in the attractive range specified above. Since for $\delta = 0$ the precessing field is spatially symmetric, there will be no preferred direction for the particle exchange, and thus no net current.

(b) When $\delta \neq 0$, there is a preferred spatial direction for the particle exchange and the net current is not zero. Here, we fix $\delta = 5\pi$ and again find that the dimer breakage can occur on two distinct pathways, M1 and M2, depending on the thickness $h$ (Fig. 2). We start by considering a larger $h$, i.e., $h = 3.9 \mu m$. As shown in Fig. 2(c), at $\phi_B = 0$ the maximum torque is reached at a phase lag $\Delta_1 = 0.99$, corresponding to a slippage frequency $F_1 = 1.79$. The calculated slippage frequency depends on the phase of the magnetic field $\phi_B$—it is minimal at $\phi_B = \pi$, with $F_1(\pi) = 1.11$. In the following, we use an adiabatic approximation—we assume that at each phase $\phi_B$, the lag angle $\Delta$ quickly reaches a value for which the torque corresponds to that needed for uniform motion with the field frequency.

For all angles $\phi_B$, repulsion occurs after phase slippage, $\Delta_2 > \Delta_1$. Therefore, the breakage follows mechanism M1 (it is preceded by phase slippage) and the particle current occurs at the minimal slippage frequency $F_1(\pi)$.

The mechanism of dimer rupture is different for small $h$, e.g., $h = 3.5 \mu m$. As shown in Figs. 2(d) and 2(f), the slippage frequency is $F_1 = 1.40$ at $\phi_B = 0$, corresponding to a phase lag $\Delta_1 = 0.92$. The magnetic force between the particles turns from attractive to repulsive at $\Delta_2$, which can be smaller than $\Delta_1$ for some $\phi_B$ angles, meaning that the dimer can directly break in the synchronous regime (mechanism M2). The minimum frequency is $F_c = F_2(\pi) = 0.77$ at $\phi_B = \pi$ [Fig. 2(f)].

To verify that the single-dimer stability analysis provides a good prediction of the collective current and to further elucidate its dependence on different experimental parameters, we complement the theoretical approach with Brownian dynamics simulations. We modified the free package LAMMPS [46] by including an overdamped integrator and the induced magnetic dipole moments in the particles. Our simulation neglects hydrodynamic interactions since these interactions are screened by the close proximity of the planes. We consider $N$ paramagnetic colloids at positions $r_i \equiv (x_i, y_i, z_i)$. To fix a packing fraction, we set periodic boundary conditions in the $(x, y)$ plane, while $z$ is constrained by placing two hard walls at positions $\pm h/2$. We integrate the overdamped equations of motion with a 4th-order Dormand-Price method, applying a time step of $\Delta t = 0.005$. The results of this simulation are in good agreement with the analytical predictions made in Sec. IV.
motion,
\[
\gamma \frac{dr_i}{dt} = \sum_{j \neq i} F_{\text{int}}(r_i - r_j) + F_w + F_g + \eta(t),
\]
where \(\gamma\) is the viscous friction, \(F_{\text{int}}(r_i - r_j)\) is the total force exerted on particle \(i\) by particle \(j\), \(F_w\) is the normal force exerted by the walls on particle \(i\), and \(F_g\) the gravitational force. The first term can be written as \(F_{\text{int}}(r_i - r_j) = -\nabla U_{\text{int}}(r_i - r_j)\), where the interactions between the particles are given by the dipolar term with the addition of a repulsive Weeks-Chandler-Andersen (WCA) potential \(U_{\text{WCA}}\). The first one is given by Eq. (1) and in its calculation we take into account the contribution of the magnetic field induced by nearest particles. This is calculated iteratively, and we find that typically only two iterations for the dipole moments were enough to converge. Thus, to speed up the simulations we set up a cutoff for the magnetic interaction of \(\sim 30\,\mu m\). The interaction force between particle \(i\) and the walls is given by \(F_w(z) = -\nabla U_{\text{w}}(z)\), where \(U_{\text{w}}(z)\) is also approximated by a WCA potential. The gravitational force is given by \(F_g = -\Delta \rho g V \mathbf{g}\), where \(g\) is the gravitational acceleration, \(V\) the particle volume, and \(\Delta \rho\) is the density mismatch between particle and water. Finally, \(\eta(t) \equiv (\eta_x, \eta_y, \eta_z)\) in Eq. (4) are random Gaussian variables with mean \(\langle \eta(t) \rangle = 0\) and correlation function \(\langle \eta_1(t) \eta_2(t') \rangle \equiv 2k_B T \delta(t - t')\), with \(T\) being the temperature and \(k_B\) the Boltzmann constant. Illustrative videos resulting from the simulation can be found in the Supplemental Material [45] and in this Ref. [48].

**Results.** In Fig. 3(a) we explore the dependence of the normalized particle current \(I\) on the tilt angle \(\delta\). We define the current such that \(I = 1\) corresponds to the fully synchronized transport, where up and down particles form one dimeric state per field cycle (see the caption of Fig. 3). In the simulation and in the experiments, as predicted by the model, we find that when \(\delta = 0\), \(I = 0\), and the dimers simply break or exchange without showing any net current [Fig. 3(a)]. The addition of a small tilt angle \(\delta\) to the precessing field is already able to break its spatial symmetry, and to induce the bidirectional current. Indeed we find the threshold value \(\delta \sim 5^\circ\) for a frequency of \(f = 3\,\text{Hz}\). Above \(\delta \sim 10^\circ\), \(I\) reaches a saturation value where almost all particles are mobilized. Since the particles are sliding in opposite directions along parallel planes, their velocities display a bifurcation diagram with two symmetric branches as shown in the inset of Fig. 3(a). The threshold tilt angle and the saturation speed can both be predicted from our model and give, for the same field parameters, similar values of \(\delta = 3.3^\circ\) and \(v \cdot n = \pm 11\,\mu m/s\).

Furthermore, we use the model to calculate a full state diagram in terms of the critical frequency \(f_c\) as a function of \(\delta\) and \(h\) [Fig. 3(b)]. The two mechanisms of breakage are represented by continuous red (M1) and dashed black (M2) lines. Their occurrence depends mainly on the thickness of the confining cell. The theoretical results can be directly compared with numerical simulations, as shown in the two cuts through this diagram in Fig. 3(c). These images represent color maps of the current in the \((\delta, f)\) plane for a \(h = 3.5\,\mu m\) (left) and \(h = 3.9\,\mu m\) (right) and are overlaid with the corresponding theoretical lines in black (M1) and red (M2).

The collective nature of the current implies a strong dependence of the velocity on the particle density, here measured in terms of \(\Phi\). Figure 4 shows the current \(I\) for different particle concentrations, all measured at a fixed frequency of \(f = 3\,\text{Hz}\) in a cell of thickness \(h = 4\,\mu m\). Below \(\Phi < 0.2\) the particles form a disordered phase composed of dispersed particles and thus the current cannot be generated for any \(\delta\). Starting from \(\Phi \sim 0.2\) the previously planar particle arrangement buckles and particles assume up and down configurations. The periodic exchange of their positions gives rise to a net current. In this condition, the magnitude of the velocity is given by \(|v| = \frac{\mu f}{\gamma} \sqrt{\frac{\Phi}{\Phi_1}},\) and it decreases as the system becomes more packed, i.e., as \(\Phi\) increases. Above \(\Phi \sim 0.4\), the particle pairs can no longer complete half rotations without colliding with neighboring dimers (see the notebook [49]), and \(I\) decreases continuously until vanishing for \(\Phi \gtrsim 0.65\), when the high density of particles causes clustering, which impedes further propagation and leads to a jammed state. As shown in Video 3 in the Supplemental Material [45], such a state is characterized by vibrating up and down particles that are caged by nearest neighbors forming a characteristic superstructure, where the up particles form a triangular lattice, superimposed to a kagome network of down particles. We note that such structure, however, does not represent the ground state of the...
buckled system, which instead is characterized by parallel stripes [15,50]. The composite magnetic lattice can be easily melted by switching off the applied field and allowing thermal fluctuations to relax the particle to the equilibrium position, i.e., close to the bottom. Thus one could conceive an annealing process where the particles are periodically assembled in the buckled phase in order to reach the stripe phases of the buckled lattice.

To conclude, we investigate the nonequilibrium transport of strongly confined colloidal matter subjected to a biased, homogeneous magnetic modulation. We identify two different mechanisms of motion leading to a bidirectional current where “up” and “down” particles periodically exchange position in a characteristic “ceilidh”-like motion. Such transport mechanisms represent another finding in the field of magnetic active systems, where it is essential to engineer different forms of controlled transport in order to realize cooperative tasks at the microscale. Finally, the main limitation of the current system is related to the cell thickness, since it requires the system to be quasi-two-dimensional ($d < h < 2d$). Experimentally, the particle current was observed for thicknesses $h \in [3.5, 4.5] \mu m$ and frequencies up to ~40 Hz. However, this does not exclude the possibility to extend our findings to other polarizable objects subjected to time-dependent external fields.
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