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ABSTRACT
This paper presents a review of the most recently published works of the use of data envelopment analysis (DEA) in the evaluation of websites of different fields such as healthcare, e-business, e-commerce, and e-government. The evaluation of websites is performed using web diagnostic tools (WDTs). Some studies have evaluated e-government websites using WDTs only, while others integrate them with data envelopment analysis. We summarize each study including the country that was conducted in, the size of data set, inputs to DEA, outputs from DEA, the approach used, the tools used, and the results obtained. It also covers whether there is a use of combination between DEA and data mining or machine learning approaches to classify the efficiency of these websites.
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1. INTRODUCTION
Recently, the significance of information technologies has increased as the main component of government reforms. Many governments around the world attempt to gain the benefits of e-government. Government information technology initiatives provide several potential benefits such as productivity, efficiency, effectiveness, transparency and better public participation [1]. The emergence of e-government was initiated in the late of 90s. In that time, e-government referred to the information efficiency in governmental agencies. After 2000, a continuous movement in the world has expanded and affected e-government public services provided to businesses and citizens. Nowadays, e-government has become a response measure of the government towards preparation for fourth industrial revolution [2]. E-government portals include a combination of technological services, information, and applications. In specific, government portals are internet gateways or websites that present online access to government information and services [1]. Further, in many developing countries, e-government projects have been tremendously launched to serve the community through electronic services that improve the quality of public services [3]. On the other hand, few government organizations achieved their goals within time and budget allocation [1]. Many organizations, governments, and developers often neglect the evaluation and test of their websites. However, they only assess them when they get failure or suffer from serious complications [4]. Therefore, governments have to continuously evaluate their performance to make sure that e-government state is consistent with the development.

Indeed, there are diverse models designed to build an application and framework for best results of e-government development [3]. These evaluation models consider outputs that involve information, services
and other functionalities. Most of them ignore the inputs such as resources and capabilities of governments. Thus, we need more assessment methods that provide better understanding of the efficiency and high quality of government portals. The performance of e-government portals is measured through different levels of functionalities and technical features involved in these portals [1]. In e-government field, there are many approaches from literature have been developed to evaluate websites. However, they differ in information collection methods including heuristics approach, observations, questionnaire, and website evaluation tools. These approaches also differ in their evaluation goals ranging from usability, effectiveness, interface, to quality [5]. The common web metrics of e-government portals, web diagnosis tools, and machine learning concepts are discussed in this section. It draws a general picture of web evaluation measures and the studies that have recommend them. Further, these web measures are calculated using web diagnosis tools that are also summarized below. A brief description of machine learning and data mining is also included. In practices of websites, web performance metric refers to the speed of downloading and displaying webpages on browser. Therefore, higher visitor loyalty, retention, and satisfaction depend on download speeds.

In [6] determined that the good loading time of websites range from 1-5 seconds, while average should be between 5 and 10. Poor loading time websites is more than 10 seconds. When page size is less than or equal to 12kb the web page is fast. If the page size is less than or equal to 3mb, the web page is good. Website accessibility means that the users and disabilities can access the whole website. In [7], the common dimensions of criteria used to assess the quality of e-government portals included design quality, content quality, user-friendly quality, and organization quality. Load time and response time are the main parameters used to identify the quality of webpage design including the number and the size of items in a webpage [8]. The paper [9] determined seven predictors of the performance of e-government websites including service, content, usability, functionality, ease of use, accessibility and security/privacy. The usability features were investigated in [10]. The user interface, color combinations, navigations and broken links are major checked measures of usability. The research variables of [11] are represented by characteristics of web services, web metrics and website popularity. The internet-based public services can be measures using sitemap, FAQs, news and events, e-procurement, and promotions. The number of web pages indexed by google, inbound links indexed in yahoo, and the number of files tracked by google are main variables of web metrics. Total HTML finds the number of HTML file, CSS file, CSS images, JavaScript, and multimedia [8]. Fast link checker is used by [14] to evaluate the online performance and speed analysis of websites such as load time and accessibility errors. Whereas check link validator [12], HTML validator, accessibility testing software and link popularity [12] tools were used to measure the broken links, the frequency of update, and the accessibility errors. Other tools are Xenus sw (i.e. for broken links), source code analyzer, link popularity check, chronometer (i.e. access speed), Tawdhis tester, google analytics, Alexa, Page Rank, web traffic, and web ranking [4]. A complete reference of accessibility evaluation tools is found in W3C including Infocus, ramp and a-prompt are examples of accessibility tools. Some tools are freely or commercially available. A complete analysis of website accessibility is performed through eXaminator, Total validator, TAW, MAGENTA, HERA, and Amp [13].

For accessibility measure, 508 checker, WAVE webaim [6], and A-tester (evaluera) are used. The use of HTML5 can be assessed using webaim tool. HTML check and repair is an automatic usability evaluation tool that extracts the number of HTML errors per website. It can check the markup validity in different formats like SMIL, XHTML, MathML, and HTML [8]. Fast link checker is used by [14] to evaluate the navigation usability like site broken links. SortSite [15] was used to calculate the number of compatibility problems and the privacy policy issues and warnings. Webstepulse is a tool used to find response time, while pingdom tool [6, 16] calculates the time required to load page and its graphics. W3C validator include W3C markup validator, W3C HTML validator, W3C CSS validator, W3C link checker, and W3C checklink [4]. CSS validator is a free service provided by W3C used to evaluate the stylesheets of webpages in terms of their conformance with CSS specifications and standards of W3C. It finds the CSS errors, risks of usability, typos and incorrect uses [12]. Site24x7 tool monitors the performance, response time, and availability of website [17].

WebtoolHub is an evaluation tool of load time, average speed and page size. Site speed checker also evaluates speed, load time, response time and page size. Google page speed assesses the overall performance according to HTML5. Webpage speed analyzer was also used to evaluate the response time, download time, number and size of items. Page scoring defines different factors for performance including page size, average size, and load time. WebWait is a tool that presents accurate load speed considering image loading and ajax processing. GTmetrix is also used to measure page size, number of requests, and load time. Yslow tool developed by yahoo is used to analyze web page performance according to the rules of high-performance
basis of yahoo [16]. WAI list includes 3.08 a standalone version of TAW and a software accessibility testing tool called tawdis. It is a free java tool [18]. Maxamine tool finds the number of visitors, number of page hits, and response time of site. It assesses the interaction and behavior in downloading files, streaming media like lash, HTML. For security test, [8] used Acunetix Web Vulnerability Scanner 10.5 and NetSparker Community Edition Web Vulnerability Scanner as performing well in scanning and finding XSS and SQLI vulnerabilities without authentication. WebCPO is a security evaluation tool. Other tools like WebTango that is used for classifying website tools [4]. Web page size lookup tool presents useful information about website size. GSiteCrawler Tool is used to evaluate the website in terms of the updates happened on the site and the latest amendments to help search engine in making more accurate searches and rankings [17].

Machine learning (ML) or data mining, terms are used alternatively, can be defined as the process of enhancing the measure of performance to resolve any problem using computerized and automated methods. The advent of ML and DM have dramatically advanced the practice of computer vision, natural language processing, speech recognition, etc. Moreover, it showed its wide range of impact in many domains such as biology, social science, computer science, and many others. The main goal of deployment of ML and DM is to develop new methods for high throughput experimental analysis [19]. Due to its applicability to incorporate prior knowledge, the learning process of ML contributes to success many learning algorithms. It composes the development of various tools to be implemented in expressing the learning bias and domain expertise that much depends on the theory of ML [20]. Data mining techniques involves clustering, classification, prediction, association, etc.

2. LITERATURE REVIEW

In this section, we provide a review of the related works that have used data envelopment analysis (DEA) in evaluating the quality and efficiency of websites in different fields. These studies used different groups of inputs, outputs, model, and application domain. The number of these studies is relatively small and there is a variance between studies in terms of application field, dataset size, inputs and outputs. In [2], Seo et al., 2018 examined Gov. 3.0 (e-government) efficiency of 42 central administrative agencies in Republic of Korea. Three factors: citizen-centric service integration, IT investment for system construction, and separate IT integration centre were the most important factors affecting Gov. 3.0 efficiency. There were 2 inputs and 3 outputs to DEA. Inputs included IT budget and No. of employees, while outputs were No. of policies for the adoption of Government 3.0, No. of open public data (API), and No. of public services that can be applied for online. They implemented output-oriented focus but implemented BCC and CCR. Lo Storto, 2009 measured the quality and usability of 40 websites in terms of relative efficiency. The data source was obtained through questionnaire data collection. 6 inputs included ambiguity, uncertainty, time (structure), ambiguity, uncertainty, and time (navigability). 3 outputs included usefulness, satisfaction and attractiveness. CCR model was applied. The results showed that 5 out of 40 websites were efficient [5].

Jin, 2011 in [21] evaluated nine e-business targets to increase the e-business performance. 30 variables were considered such as download time, help features, dynamic content, sending in time, and online FAQ. All the data were collected using efficiency measurement system (EMS) software that includes system quality, information quality and the service quality. El-Aleem et al., 2005 [22] measured the efficiency of nine real-world e-commerce websites. Siz inputs were considered to DEA including home page response time, average page size (KB), total number of pages, distinct number of foreign sites referenced, percent of pages requiring two or more links to reach, and percent of pages greater than 60 KB. The outputs included average daily hits and average daily unique visitors. The results showed that 4 out of 9 websites are efficient. They used MaxamineTM web analyst tool. In [23], Alzua-Sorzaabal et al., 2015 evaluated the tourist websites of three cities in Basque country. The inputs involved number of supported languages, GlobalSeoRank, SpainSeoRank, MaintenanceCost, MaintainersNumber, structure depth, and web content update. The outputs were visits number and average time on site. They used Destination Web Monitor (DWM) to collect variables from websites. R language was used for DEA.

Kao et al., 2013 in [24] evaluated web security efficiency of 91 hospitals in Taiwan. They considered 10 inputs classified into three categories: clarity of purpose, communication, and security framework. They include security information, security measures, security policy, News or events, fault detection, updated content, transmission platform, help desk services, security protocols, and security risks. The outputs were user satisfaction and progress of ISO 27001 accreditation. Data collected by reviewers from the websites of hospitals. Support vector machine analysis was applied for data analysis. The outcomes showed that 29 out of 91 hospitals websites were efficient. In [2], Jadi & Jie, 2017 evaluated the e-government performance in 8 countries. 3 inputs included online service index, human capital index, and telecommunication index, while 1 output was e-participation index. Data collection was done by expert
assessment surveys based on the indicators of online service, telecommunication infrastructure, human capacity, and e-government development.

Luna et al. [1] have evaluated electronic government portals in Mexico of 32 e-government websites. Six inputs were carried out including number of internet users, number of computers users, number of mobile phones users, global competitiveness index, government efficiency index, and infrastructure index. The outputs included information, interaction, transaction, integration, and participation. The results showed that 8 of 32 e-government websites were efficient [1, 25]. Hahn [26] has used the theoretical perspective of production economics to evaluate the performance of internet based selling websites using CCR DEA. The inputs to the model included consumer purchase inputs and various functionalities of the website such as number of product page views, number of product lists views, number of personal list views, number of orders history page views, number of research conducted, number of promotional page views, number of recipe page views, number of checkout pages, and number of help page views. The outputs included basket full of items at checkout or number of items at checkout. WebTrends data mining and website analysis tool was employed to report who visit the website, number of hits for a given data range, HTML errors, and website usage statistics.

The paper of Najadat et al. [17] has proposed a new approach proposed to evaluate the 23 Jordanian universities websites using DEA. The websites were evaluated in three viewpoints: design, performance, and usability. The inputs selected included response time, page size, number of pages, number of sites refer to the website, and the percentage of pages that require little links to reach site. The outputs included average time of daily visitors and average page view. They used Maximine tool to find the number of visitors, the number of page hits, and the number of external links refer to the website. GSiteCrawler was also used to find the number of pages in the website. Site24x7 tool was used to measure the response time, web page size, and the website size. They used DEAP tool for DEA and they applied CCR. In terms of usability, 18 websites were usable while 5 not. Only 7 websites have good design, 4 websites were efficient and 19 were inefficient.

Lyócsaa [27] proposed an application of imprecise DEA model to set and measure web search engines by measuring searching task efficiency. The approach has been applied on 337 students during two years in web searching experiment such as domain specific and domain neutral search tasks. The data collection was done by e-learning web browser-based module. Input variables included the number of correct answers and time spent to complete each task. Outputs included information to measure of success in getting the information searched such as the validity of the answer for domain specific one answer and rank among test group for domain neutral more correct answers. Deng [28] provided a website evaluation as indicator of efficiency for agricultural websites. Seventeen municipal websites in Shandong province were analyzed using CCR model of DEA. The inputs included total number of web pages, average page size, total foreign sites that link to the site, update rating, number of broken links, foreign pages references, non-returning percentage, and connected percentage. The output involved number of visitors. Maximine tool was used for analysis of the websites. Alexa tool was also used to consult verified test result of output. The findings showed that 3 of websites were efficient but 14 were not forming 84%.

3. RESEARCH METHOD

The contributions of this study are exposed as follows. This study tries to close the gap in the state of the art, which is the lack of evidence about the web evaluation tools, metrics, and standards for e-government portals. This survey outperforms other studies in terms of the novelty of studies reviewed in this research and the inclusion of the most recent researches in this field. Moreover, it presents a comprehensive overview of the application of DEA in multiple fields specialized in web evaluation. Hence, we provide a comprehensive insight of the different dimensions of e-government websites evaluation. This survey shows the most common web metrics regarding design, speed, size, etc., web diagnosis tools of web evaluation, and the studies that have integrated other methods in their evaluation of e-government websites. In this section, we provide some web metrics of e-government portals for better provision of services.

The work of [11] has divided the e-government evaluation measures into two main groups. The first group includes input, output and impact of e-government, while the second group encompasses measure of efficiency, service quality and e-government activities. Similarly, in [29], seven categories were defined including navigation, accessibility, information content, visual design, ownership, interactivity, and usability. Reference [30] aimed to evaluate the credibility and usability of the government websites by finding the corresponding problems through examining the easy forward and backward, A-Z quick service, images with context, personal service protection, and key information location. In Turkey, 51 government websites were evaluated based on usability metrics to evaluate the websites internal attributes. The measures included loading time, HTML errors, and browser compatibility [14]. In [13], 25 official websites were analyzed in Turkey in terms of web accessibility. The accessibility and usability of 79 Tanzania e-government websites
in terms of web security vulnerabilities were measured. The main error evaluated was 404-error page that indicates of the responding web server but not found page because of inexistence of the website link [6]. An evaluation of 21 e-government websites in Dubai was achieved in [18] in terms of web accessibility. Moreover, a set of 30 web-based services of e-government websites were evaluated in terms of usability, accessibility, responsiveness, and transparency [15].

DEA is a very useful non-parametric, linear programming and optimization tool used to analyze, measure, and estimate the performance and productivity of decision-making units (DMU) that yield to improve their efficiencies [17, 31]. DEA is an extensively used technique that can identify the efficiency considering inputs and outputs in any unit intended to be studied. It aims to improve the productivity of these units by providing a comprehensive way that uses built measures of evaluation models and help organizations to attain their desired outcomes using their existing resources [1]. DEA can be applied successfully on many application domains. The efficiency can be defined as the ratio of weighted sum of outputs over the weighted sum of inputs. DEA was developed by Charnes, Cooper and Rhodes (CCR) [17]. Efficiency is the unit cost ratio that measures the relation between the amount of output and the amount of input of services [32]. Thus, efficiency measure also considers a cost per transaction and data errors tracked from electronic services delivery compared to the traditional ones [33]. The relative efficiency is between 0 and 1 [33]. As shown in (1), the efficiency can be measures through dividing the summation of weighted outputs on the summation of the weighted inputs.

\[
Efficiency = \frac{\sum_{j=1}^{n} \omega_j y_{ij}}{\sum_{j=1}^{n} \omega_j x_{ij}}
\]  
(1)

In (2), as well as (3), the max function is used to maximize the outputs using the inputs.

\[
\max = \frac{\sum_{k=1}^{s} \nu_k y_{ki}}{\sum_{j=1}^{n} \omega_j x_{ij}}
\]  
(2)

Such that

\[
\max = \frac{\sum_{k=1}^{s} \nu_k y_{ki}}{\sum_{j=1}^{n} \omega_j x_{ij}} \leq 1, \forall i \nu_k, u_j \geq 0 \forall k, j
\]  
(3)

where \(k=1\) to \(s\) outputs, \(j=1\) to \(m\) inputs, \(i=1\) to \(n\) DMUs, \(y_{ki}\) is the amount of output \(k\) produced by DMU \(i\), \(x_{ij}\) is the amount of input \(j\) utilized by DMU \(i\), \(\nu_k\) is the weight of output \(k\), \(u_j\) is the weight of input \(j\).

DEA models are divided into input oriented and output oriented. If we consider input oriented, we would be concerned in reducing inputs and minimizing inputs costs but keeping output at present level (or maximized) at the same time. Conversely, output oriented model is concerned with increasing outputs but to keep input at the present level and amount. The main similarity between input oriented and output oriented is the identification of the same efficient frontier [34]. Two basic models of DEA are BCC and CCR, where (Banker–Charnes–Cooper) BCC (also called variable returns to scale VRS) considers that, the efficiency of production is not dependent to the proportionality relationship between inputs and outputs. Thus, BCC model assumes that the efficiency of DMU depends on the good use of inputs regardless higher scales that can operate. On the other hand, (Charnes–Cooper–Rhodes) CCR (also called constant returns to scale CRS) assumes the use of constant returns to scale by maximizing the ration between the outputs and inputs but not exceeding one. When the DMU presents the best ratio of outputs in relation to inputs, the efficiency will be guaranteed in CCR model. Both BCC and CCR are considered input oriented or output oriented. The choice of orientation should be taken considering the conditions and the goals of the system [35-36].

4. RESULTS AND DISCUSSION

As shown from reviewed literature about the use of DEA in evaluating websites, we can draw the potential works for future studies to guide the researchers of the important domains that need to apply DEA efficiency tool of evaluation. Different studies have applied the use of DEA in evaluating various websites in different domains like e-commerce, e-government, universities, agriculture websites, search engines, tourist, hospitals, and so on. However, these studies are not sufficient, and we need to put more focus and effort on evaluating websites in different domains. We divide the studies that have applied DEA with web evaluation tools to assess web portals into different categories based on the domain they applied.

More specifically, we classified them into e-government, e-commerce, and other domains. This study provides a comprehensive overview of the e-government development and how they are evaluated based on web metrics and using web evaluation tools. Table 1 shows a summary of the reviewed work showing the domain of e-government, including the inputs of DEA, outputs of DEA, the model applied, and the size of the dataset.
A review of website evaluation using web diagnostic tools and data envelopment analysis (Hassan Najadat)

Table 1. Studies of e-government DEA evaluation

| Ref. | Inputs | Outputs | Model | Size |
|------|--------|---------|-------|------|
| [2]  | IT budget and no. of employees | No. of policies, open public data, and public services | BCC | 42 |
| [3]  | Index of online service, human capital, and telecommunication | E-participation index | CCR | 8 |
| [1, 25] | Global competitiveness, government efficiency, and infrastructure | Information, interaction, transaction, integration, and participation | VRS | 32 |
| [2]  | IT budget and no. of employees | No. of policies, open public data, and public services | BCC | 42 |

Table 2 also shows a summary of the reviewed work showing the domain of e-commerce. Moreover, there should be a focus on evaluating e-government websites considering the appropriate inputs and outputs corresponding to their websites. Furthermore, CCR model is the mostly used model of DEA. Thus, there is a need to apply BCC model in different studies or both of them and make a comparison between their results.

Table 2. Studies of e-commerce DEA evaluation

| Ref. | Inputs | Outputs | Model | Size |
|------|--------|---------|-------|------|
| [5]  | Ambiguity, uncertainty, and time | Usefulness, satisfaction, and attractiveness | CCR | 40 |
| [21] | Download time, help features, dynamic content, sending in time, and online FAQ | System quality, Information quality, and Service quality | CCR | 9 |
| [22] | Response time, average page size, number of pages, number of foreign sites referenced, pages requiring more than 2 links to reach, and Pages greater than 60 | Average daily hits and average daily unique visitors | CCR | 9 |
| [29] | Number of products, product lists, personal lists, orders history, researches conducted, promotional views, recipe page views, checkout pages, and help page views | Number of items in basket at checkout | CCR | - |

Moreover, Table 3 also shows a summary of the reviewed work showing the domain of other domains like tourists, universities, hospitals and agricultures. There was a focus on some web metrics such as number of visitors, average time on website, size of website, and speed. Indeed, we need to use other web metrics to be considered in the evaluation.

Theoretically, it highlighted the main concepts, measures, techniques, tools, and approaches used to evaluate e-government portals. It also set the basics for web evaluation tools used indifferent fields. In practice, this study shows the practical implementation of using DEA and data mining to evaluate websites. Moreover, it put emphasize on the setting of inputs, outputs, type of DEA model, and the fields that have been investigated.

Table 3. Studies of DEA evaluation in other domains

| Ref. | Inputs | Outputs | Model | Size |
|------|--------|---------|-------|------|
| [23] | Number of supported languages, global SEO rank, Spain SEO rank, maintenance cost, maintainers number, structure depth, and web content update | Visits number and average time | CRS | 3 |
| [24] | Clarity of purpose, communication, and security framework | User satisfaction and progress of ISO 27001 accreditation | CCR | 91 |
| [17] | Response time, page size, number of pages, number of sites refer to the website, and the percentage of pages require little links to reach site | Average time of daily visitors and average page views | CCR | 23 |

After investigating the related work, we can provide a set of recommended web evaluation tools and significant web evaluation criteria to be focused in the research. One of the possible concerning questions for more investigation in this field is how to integrate data mining algorithms and DEA analysis to evaluate the efficiency of the algorithms. A different side of deserving research is to conduct the aspects of how to deeply examine the web diagnosis tools in terms of their work and internal structure. For future studies, there are many opportunities could be exploited to apply DEA models combined with the use of web diagnostic tools to evaluate websites based on specific metrics. Finally, the size of the datasets used in different studies is quite small and not adequate. Hence, larger datasets should be collected or used in evaluating websites.
5. CONCLUSION

From this survey, there are many investigating studies on the use of web diagnostic tools in evaluating websites. However, there are a few studies investigated on the use of DEA combined with web diagnostic tools to evaluate websites. We review the literature about the most common web metrics used to evaluate e-government websites. Further, we compare between the studies that have used DEA combined with web metrics for the evaluation of websites of different fields such as healthcare, education, e-commerce, and e-government. These studies have evaluated the studied websites performed using web diagnostic tools (WDTs). Some studies have evaluated e-government websites using WDTs only, while others integrate them with DEA. We summarize each study including the country that was conducted in, the size of data set, inputs to DEA, output of DEA, the algorithm applied, the approach used, the tools used, and the results obtained. It also showed if there is an inclusion of data mining or machine learning approaches with DEA to analyze, classify, and predict the efficiency of these websites. Finally, we provide a set of directions for future investigation in this area of research.
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