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Abstract

We consider a singularly perturbed time-dependent problem with a shift term in space. On appropriately defined layer adapted meshes of Durán- and S-type we derive a-priori error estimates for the stationary problem. Using a discontinuous Galerkin method in time we obtain error estimates for the full discretisation. Introduction of a weighted scalar products and norms allows us to estimate the error of the time-dependent problem in energy and balanced norm. So far it was open to prove such a result. Error estimates in the energy norm is for the standard finite element discretization in space, and for the error estimate in the balanced norm the computation of the numerical solution is changed by using a different bilinear form. Some numerical results are given to confirm the predicted theory and to show the effect of shifts on the solution.
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1 Introduction

Singularly perturbed problems with some kind of shifts often represent mathematical models of various phenomena in the biosciences and control theory, [12, 21, 30]. In this paper we are interested in time-dependent singularly perturbed reaction-diffusion problems with large shifts in space that arise especially in the theoretical analysis of neuronal
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variability, for example in determination of the behaviour of a neuron to random synaptic inputs. The first paper on this subject was given by Stein in 1965, where he proposed a practical model for the stochastic effects due to the neuronal variability and obtained the approximate solution to the differential-difference equation model using Monte Carlo techniques. After more than two decades of Stein’s work, Musila and Lánšký generalised his model. Lange and Miura were the first who consider various classes of singularly perturbed ordinary differential equations where small shifts appear in the solution and its first derivative and they used an asymptotic approach for analysis, . So far, mostly this type of problem (stationary problem) has been solved by the method of central differences, of which in some papers Taylor’s series was used, and in some of them the solution was obtained directly.

There are only a few papers that use the finite element method. For the stationary problem, Nicaise and Xenophontos in use the hp-version of the standard finite element method on a layer-adapted mesh and Zarin in uses the more complicated non-symmetric discontinuous Galerkin (dG) method with interior penalties.

In this paper we consider the following parabolic singularly perturbed problem with a shift, which represents a generalization of the parabolic equation from: Find such that

\[
Lu(x, t) \equiv \partial_t u(x, t) - \varepsilon^2 \partial_x^2 u(x, t) + a(x, t)u(x, t) + b(x, t)u(x - 1, t) = f(x, t), \quad (x, t) \in D, \tag{1a}
\]

\[
u(x, 0) = u_0(x), \quad x \in \overline{\Omega}, \tag{1b}
\]

\[
u(x, t) = \Phi(x, t), \quad (x, t) \in D_L = \{(x, t) : -1 < x \leq 0; t \in \overline{\Lambda}\} \tag{1c}
\]

\[
u(x, t) = \Psi(x, t), \quad (x, t) \in D_R = \{(2, t) : t \in \overline{\Lambda}\} \tag{1d}
\]

where \(\varepsilon \in (0, 1]\) is a small perturbation parameter and \(D = \Omega \times \Lambda = (0, 2) \times (0, T]\). The functions \(a, b, f, \Phi, \Psi\) and \(u_0\) are sufficiently smooth, bounded and independent of \(\varepsilon\). It is also assumed that \(a\) and \(b\) satisfy

\[
a(x, t) \geq \alpha^2 > 0 \quad \text{and} \quad \alpha^2 - \|b(x, t)\|_\infty \geq \gamma > 0, \quad x \in \overline{\Omega}, \; t \in (0, T] \tag{2}
\]

where \(\alpha\) and \(\gamma\) are constants. The solution of this problem is characterised by two exponential boundary layers near \(x = 0\) and \(x = 2\), and a third, inner layer near \(x = 1\) may appear depending on the function \(b\). To give a quick idea how a solution to (1) may look like, Figure 1 depicts two space-time solutions of the numerical example in Section 4 for two different values of \(\varepsilon\).

We use for the discretisation in space the standard finite element method on two different classes of layer-adapted meshes. The introduction of a weight \(\beta\), similarly to , allows to analyse the discretisation error in space not only in the energy norm, but, additionally, in a balanced norm, which reflects the layer behavior of the solution better than the energy norm. For the full discretisation we prefer the time discretisation with the discontinuous Galerkin (dG) method due to its flexibility and the possibility of arbitrarily high order. In the context of parabolic equations this method was already introduced and analysed 1978, see also .
Recently in \cite{10} the authors gave a general numerical analysis of time-dependent singularly perturbed problems discretised in time by the dG method and applicable to numerous spatial operators. We will apply the results of that paper in the analysis of our problem. The introduction of the weight $\beta$ yields a balanced error estimation for the time-dependent problem. So far it was open to prove such a result, even for the time-dependent reaction-diffusion case. This new approach is not restricted to the special shift problems studied here, but can also be used for other time-dependent singularly perturbed problems.

The paper is organised as follows: In Section 2 we present an analysis for the stationary singularly perturbed shift problem, including information on a solution decomposition together with layer adapted meshes, weighted norm, finite element method. The main results for the time-dependent problems are in the Section 3 and are experimentally verified in Section 4.

Notation 1. For a set $D$, we use the standard notation of Sobolev spaces, where $\| \cdot \|_{0,D}$ is the $L^2$–norm, $\| \cdot \|_{k,D}$ is the full $H^k$–norm and $\| \cdot \|_{k,D}$ is the seminorm. The standard scalar product in $L^2(D)$ is marked with $\langle \cdot , \cdot \rangle_D$. If $D = \Omega$ we drop the $\Omega$ from the notation. Throughout the paper, we will write $A \lesssim B$ if there exists a generic positive constant $C$ independent of the perturbation parameter $\varepsilon$ and the mesh, such that $A \leq CB$. We will also write $A \sim B$ if $A \lesssim B$ and $B \lesssim A$.

2 The stationary problem

Let us consider the stationary problem

\begin{align*}
-\varepsilon^2 \partial_x^2 u(x) + a(x)u(x) + b(x)u(x-1) &= f(x), \quad 0 < x < 2, \quad (3a) \\
        u(x) &= \Phi(x), \quad -1 < x \leq 0, \quad (3b) \\
        u(2) &= 0, \quad (3c)
\end{align*}
where $a \geq \alpha^2 > 0$ and $\alpha^2 - \|b\|_\infty \geq \gamma > 0$. Without loss of generality we can assume $\Phi(0) = 0$ as otherwise the transformation
\[
u(x) = \tilde{u}(x) + \left(1 - \frac{x}{2}\right)\Phi(0)
\]
gives a problem for $\tilde{u}$ with homogeneous boundary conditions and changed data $f$ and $\Phi$.

2.1 Solution decomposition and spatial mesh

In [24] the problem (3) was considered in the case of $b_1 < b < b_2 < 0$ and a solution decomposition was obtained. By the same analysis the more general case of a bounded $b$ can be analysed. Here we want to emphasize that for negative $b$ the maximum principle holds, but for positive $b$ we should proceed as in the convection-diffusion case, see [4]. Assuming $f$ to be smooth enough, we have
\[
u = s + w_1 + w_2 + w_3, \quad (4a)
\]
where for a given $k > 0$ and all $\ell \in \{0, \ldots, k + 1\}$ it holds
\[
\|\partial_{x}^\ell s\|_{L^\infty(0,2)} \lesssim 1, \quad (4b)
\]
\[
|\partial_{x}^\ell w_1(x)| \lesssim \varepsilon^{-\ell}e^{-\frac{\alpha}{\sigma}(1 - i)} , \quad |\partial_{x}^\ell w_2(x)| \lesssim \varepsilon^{-\ell}e^{-\frac{\alpha}{\sigma}(i + 1)} , \quad |\partial_{x}^\ell w_3(x)| \lesssim \varepsilon^{-\ell}e^{-\frac{\alpha}{\sigma}(2 - i)}. \quad (4c)
\]
Thus, $w_1$ and $w_3$ are the layer functions corresponding to the left and right boundary, resp., while $w_2$ is an interior layer function, and $s$ represents the smooth part.

Having the knowledge about the layer structure, we can construct a layer-adapted mesh $\Omega_h$ that resolves the layers. We will consider two types of meshes: S-type meshes (analogously the analysis on B-type meshes works) and graded Durán mesh.

2.1.1 S-type meshes

For the construction of an S-type mesh, see [25], let us assume the number of cells $N$ to be divisible by 8. Next we define a mesh transition value
\[
\lambda = \frac{\sigma \varepsilon}{\alpha} \ln(N),
\]
with a constant $\sigma$ to be specified later. Then using a monotonically increasing mesh defining function $\phi$ with $\phi(0) = 0$ and $\phi(1/2) = \ln(N)$, see [25] for the precise conditions on $\phi$, we construct the mesh nodes
\[
x_i = \begin{cases} 
\frac{\sigma \varepsilon \phi \left(\frac{i}{N}\right)}{\alpha} , & 0 \leq i \leq \frac{N}{8}, \\
\frac{\alpha \sigma}{\varepsilon}(1 - 2\lambda) + 2\lambda - \frac{1}{2} , & \frac{N}{8} \leq i \leq \frac{3N}{8}, \\
1 - \frac{\sigma \varepsilon \phi \left(2 - \frac{i}{N}\right)}{\alpha} , & \frac{3N}{8} \leq i \leq \frac{N}{2}, \\
1 + x_{i-N/2} , & \frac{N}{2} \leq i \leq N.
\end{cases} \quad (5)
\]
Let us denote the smallest mesh-width inside the layers by $h$. For this holds $h \leq \varepsilon$. Note that associated with $\phi$ is the mesh characterising function $\psi = e^\phi$, that classifies the
convergence quality of the meshes by the quantity \( \max |\psi'| := \max_{t \in [0,1/2]} |\psi'(t)| \). Two of the most common S-type meshes are the Shishkin mesh with

\[
\phi(t) = 2t \ln N, \quad \psi(t) = N^{-2t}, \quad \max |\psi'| = 2 \ln N
\]

and the Bakhvalov-S-mesh

\[
\phi(t) = -\ln(1 - 2t(1 - N^{-1})), \quad \psi(t) = 1 - 2t(1 - N^{-1}), \quad \max |\psi'| = 2.
\]

### 2.1.2 Durán meshes

We will also use the recursively defined graded mesh that Durán and Lombardi introduced in [7], modified to our problem. Its advantages are the simple construction and generation of mesh points (without transition point(s)) and some robustness property. Precisely, when we approximate a singularly perturbed problem with an a priori adapted mesh, it is natural to expect that a mesh designed for some value of the small parameter will also work well for larger values of it. In this regard the recursively graded meshes have better behavior in numerical experiments.

In the construction of this mesh, we first define the points on the interval \([0,1]\), and then on the rest of the domain. Let \(H \in (0,1)\) be arbitrary and define the number \(M\) from the conditions

\[
H \varepsilon (1 + H)^{M-2} < \frac{1}{2} \leq H \varepsilon (1 + H)^{M-1}
\]

which are equivalent to

\[
M = \left\lceil 1 - \frac{\ln(2H \varepsilon)}{\ln(1 + H)} \right\rceil.
\]

On the interval \([0,1]\) we define mesh points recursively in the following way:

\[
x_i = \begin{cases} 
0, & i = 0, \\
H \varepsilon, & i = 1, \\
(1 + H)x_{i-1}, & 2 \leq i \leq M - 1, \\
1/2, & i = M, \\
1 - x_{2M-i}, & M + 1 \leq i \leq 2M - 1, \\
1, & i = 2M. 
\end{cases}
\]

In case the interval \((x_{M-1}, 1/2)\) is too small compared to \((x_{M-2}, x_{M-1})\), we simply omit the mesh point \(x_{M-1}\). In the rest of the domain, i.e. on the interval \([1,2]\), the Durán mesh is given by:

\[
x_{2M+i} = 1 + x_i, \quad 0 \leq i \leq 2M.
\]

The total number of mesh subintervals is \(N = 4M\) and depends on the parameters \(H\) and conditions [6], see [7]. Moreover, the inequality

\[
H \lesssim N^{-1} \ln(1/\varepsilon)
\]
applies. The mesh step sizes
\[ h_i = x_i - x_{i-1}, \quad 1 \leq i \leq 4M, \]
can be estimated with
\[ CH\varepsilon \leq h_i \leq H, \]
and satisfy
\begin{align}
  h_i &= H \varepsilon, \quad i \in \{1, 2M, 2M + 1, 4M\}, \\
  h_i &\leq H x, \quad 2 \leq i \leq M, \\
  h_i &\leq H(1 - x), \quad M + 1 \leq i \leq 2M - 1, \\
  h_i &\leq H(x - 1), \quad 2M + 2 \leq i \leq 3M, \\
  h_i &\leq H(2 - x), \quad 3M + 1 \leq i \leq 4M - 1,
\end{align}
(10)

2.2 Weak formulation, norm and method

The analysis of finite element methods for singularly perturbed problems is usually conducted in the so called energy norm, the norm naturally associated with the bilinear form. In [22] a weighted scalar product was used for a reaction-diffusion problem instead, and the corresponding weighted norm is stronger and captures the layer behaviour of the solution better, see Rem. 2.2. We will perform both analyses for the shift problem at the same time by considering a weight \( \beta \), that fulfills the following conditions:
\begin{align}
  \beta(x) &\geq 1, \quad (11a) \\
  \exists \partial_x \beta(x) \text{ with } |\partial_x \beta(x)| &\leq \frac{\alpha}{\varepsilon} \beta(x) \text{ a.e. in } \Omega, \quad (11b) \\
  \int \beta(x) dx &\lesssim 1. \quad (11c)
\end{align}

The two examples for such weights we are interested in are

- \( \beta_e(x) = 1 \), which gives rise to the classical analysis in unweighted \( L^2 \)-spaces and the energy norm,
- \( \beta_b(x) = 1 + \frac{1}{\varepsilon} \left( e^{-\alpha x/\varepsilon} + e^{-\alpha|x-1|/\varepsilon} + e^{-\alpha(2-x)/\varepsilon} \right) \), which uses the structure of the layers and is similar to the weight given in [22] for reaction diffusion problems.

Assuming \( u, v \in H^1_0(\Omega) \), we obtain after multiplying (3) by \( \beta \) the weighted bilinear form
\begin{align}
  B_\beta(u, v) &= \varepsilon^2 \langle \partial_x u, \partial_x (\beta v) \rangle_\Omega + \langle au, v \rangle_{\beta, \Omega} + \langle bu(\cdot - 1), v \rangle_{\beta,(1,2)} \\
  &= \langle f, v \rangle_{\beta, \Omega} - \langle b\Phi(\cdot - 1), v \rangle_{\beta,(0,1)} =: F_\beta(v),
\end{align}
(12)

where
\[ \langle a, b \rangle_{\beta,I} := \int_I a(x)b(x)\beta(x)dx. \]

Associated to this weighted scalar product is the weighted \( L^2 \)-norm
\[ ||a||^2_\beta := \langle a, a \rangle_{\beta, \Omega} \]
and the weighted triple-norm
\[ |||v|||^2_\beta := \varepsilon^2 ||\partial_x v||^2_\beta + \gamma ||v||^2_\beta. \]
Lemma 2.1. The bilinear form $B_{\beta}$ is coercive w.r.t. the weighted triple-norm, i.e. it holds for all $v \in H^1_0(\Omega)$

$$B_{\beta}(v, v) \geq \frac{1}{2} |||v|||^2_{\beta}.$$  \hspace{1cm} (13)

Proof. We have

$$B(v, v) \geq \varepsilon^2 \|\partial_x v\|_{\beta}^2 + \varepsilon^2 \langle \partial_x v, (\partial_x \beta) v \rangle_{\Omega} + \alpha^2 \|v\|_{\beta}^2 + \langle bv(\cdot - 1), v \rangle_{\beta, (1,2)}.$$  

With

$$|\varepsilon^2 \langle \partial_x v, (\partial_x \beta) v \rangle_{\Omega}| \leq \varepsilon^2 \langle |\partial_x v|, |\partial_x \beta| |v| \rangle_{\beta, \Omega} \leq \frac{\varepsilon^2}{2} \|\partial_x v\|_{\beta}^2 + \frac{\alpha^2}{2} \|v\|_{\beta}^2,$$

and

$$|\langle bv(\cdot - 1), v \rangle_{\beta, (1,2)}| \leq \frac{\|b\|_{\infty}}{2} \left( \|v\|_{\beta, (0,1)}^2 + \|v\|_{\beta, (1,2)}^2 \right) = \frac{\|b\|_{\infty}}{2} \|v\|_{\beta}^2.$$  

we finish the proof by

$$B(v, v) \geq \frac{1}{2} \varepsilon^2 \|\partial_x v\|_{\beta}^2 + \frac{1}{2} \alpha^2 \|v\|_{\beta}^2 - \frac{\|b\|_{\infty}}{2} \|v\|_{\beta}^2 \geq \frac{1}{2} \|v\|_{\beta}^2.$$  \hspace{1cm}

\[\square\]

Remark 2.2. Let us consider the norm $|||\cdot|||_{\beta}$ for the smooth part $s$ and for a typical layer function $w(x) = \exp(-\alpha x/\varepsilon)$, and the two choices of $\beta$ presented above. For $\beta = \beta_c = 1$ we have

$$|||s|||_{\beta_c} \sim 1, \quad |||w|||_{\beta_c} \sim \varepsilon^{1/2} \varepsilon \to 0.$$  

Thus, this so called energy norm does not see the layer function for small $\varepsilon$ – it is unbalanced. Over the last years many researchers considered convergence in a balanced norm, where the norm of boundary layers does not vanish for $\varepsilon \to 0$. Examples are [2, 17, 20, 22, 26]. Following [23] the second given weight function $\beta_b$ is constructed. Here it holds

$$|||s|||_{\beta_b} \sim 1, \quad |||w|||_{\beta_b} \sim 1$$  \hspace{1cm}

independent of $\varepsilon$ – the norm is balanced.

As discrete space we use the piecewise polynomial space

$$U_h := \{ v \in H^1_0(\Omega) : v|_K \in \mathcal{P}_k(K) \forall K \in \mathcal{O}_h \},$$

where $\mathcal{P}_k(K)$ denotes the space of polynomials of degree at most $k$ on the cell $K \in \mathcal{O}_h$. Our discrete method now reads: Find $u_h \in U_h$ s.t. for all $v \in U_h$ it holds

$$B_{\beta}(u_h, v) = F_{\beta}(v).$$

As a consequence of this and (12) we have Galerkin orthogonality

$$B_{\beta}(u - u_h, v) = 0 \quad \text{for all } v \in U_h. \hspace{1cm} (14)$$
2.3 Error estimation

In order to analyse the method we split the error into a discrete error and an interpolation error. For this purpose, let \( I : C(\Omega) \to U_h \) denote the piecewise Lagrange interpolation into \( U_h \) using locally equidistantly distributed points (any other reasonable choice of functionals also suffices). Then we set
\[
   u - u_h = \eta - \xi, \text{ where } \eta := u - Iu \text{ and } \xi = u_h - Iu \in U_h
\]

and it follows
\[
   \|\| u - u_h \|\|_\beta \leq \|\| \eta \|\|_\beta + \|\| \xi \|\|_\beta.
\]

By (13) and (14) we obtain
\[
   \frac{1}{2} \|\| \xi \|\|_\beta^2 \leq B_\beta(\xi, \xi) = B_\beta(\eta, \xi) \\
   \leq \varepsilon^2 \|\| \partial_x \eta \|\|_\beta \|\| \partial_x \xi \|\|_\beta + \varepsilon \|\| \partial_x \eta \|\|_\beta \|\| \xi \|\|_\beta + \|\| a \|\|_\infty \|\| \eta \|\|_\beta \|\| \xi \|\|_\beta + \|\| b \|\|_\infty \|\| \eta \|\|_\beta \|\| \xi \|\|_\beta
\]
\[
   \leq \left(1 + \frac{2}{\gamma}\right) \varepsilon^2 \|\| \partial_x \eta \|\|_\beta^2 + \frac{2(\|\| a \|\|_\infty + \|\| b \|\|_\infty)^2}{\gamma} \|\| \eta \|\|_\beta^2 + \frac{1}{4} \|\| \xi \|\|_\beta^2.
\]

Thus we have
\[
   \|\| \xi \|\|_\beta \lesssim \|\| \eta \|\|_\beta
\]

and therefore
\[
   \|\| u - u_h \|\|_\beta \lesssim \|\| u - Iu \|\|_\beta.
\]

In other words, the method is quasi-optimal. The discretization error is smaller than the interpolation error, so it is enough to estimate the interpolation error to estimate the error between the correct and the approximate solution.

2.3.1 The interpolation error on S-Type meshes

On an S-type mesh we have for \( \sigma \geq k + 1 \), see [31]
\[
   \|\| u - Iu \|\|_{\beta_c} \lesssim (h + N^{-1} \max |\psi'|)^{k+1}, \quad (17a) \\
   \|\| u - Iu \|\|_{\beta_c} \lesssim (\varepsilon^{1/2} + N^{-1})(h + N^{-1} \max |\psi'|)^k. \quad (17b)
\]

Note that the additional factor of \( \varepsilon^{1/2} \) in the triple norm indicates that the norm is not balanced and we obtain a higher convergence order than to be expected by a using elements of degree \( k \). For the second choice of \( \beta \) we find in [22] an interpolation error result on a Shishkin mesh and (bi-)linear elements for a reaction-diffusion problem. We extend the analysis here for higher order elements and S-type meshes, following their proof as the layer structure is similar.

**Lemma 2.3.** For the standard piecewise Lagrange interpolation operator \( I \) on an S-type mesh with \( \sigma \geq k + 1 \) we obtain
\[
   \|\| u - Iu \|\|_{\beta_h} \lesssim \varepsilon h^k + (N^{-1} \max |\psi'|)^k. \quad (18)
\]
Proof. Proving interpolation error results in the weighted norm can be done by using the assumptions on $\beta$ and the $L^\infty$-norm interpolation error bounds. We have

$$\|u - Iu\|_{\beta ||}^2 = \sum_{K \in \Omega_h} \int_K (u - Iu)^2 \beta \leq \|u - Iu\|^2_{L^\infty(\Omega)} \int \beta \lesssim \|u - Iu\|^2_{L^\infty(\Omega)}$$

$$\|\partial_x (u - Iu)\|_{\beta ||}^2 \lesssim \|\partial_x (u - Iu)\|^2_{L^\infty(\Omega)},$$

where $K \in \Omega_h$ denotes the intervals in the mesh $\Omega_h$ over $\Omega$. Now the interpolation error in the $L^\infty$-norm follows in the classical way of applying local interpolation error estimates, the solution decomposition and results for $\sigma \geq k + 1$ in

$$\|u - Iu\|_{L^\infty(K)} \lesssim (h + N^{-1} \max |\psi'|)^{k+1},$$

$$\|\partial_x (u - Iu)\|_{L^\infty(K)} \lesssim ((h + N^{-1})^k + \varepsilon^{-1}(N^{-1} \max |\psi'|)^k).$$

Combining the individual results finishes the proof.

2.3.2 The interpolation error on Durán meshes

Lemma 2.4. For the standard piecewise Lagrange interpolation operator on the graded mesh (7), (8) we have

$$\|u - Iu\|_{\beta_e} \lesssim H^{k+1} \lesssim N^{-(k+1)}(\ln (1/\varepsilon))^{k+1},$$

$$\|u - Iu\|_{\beta_e} \lesssim (\sqrt{\varepsilon} + H) H^k \lesssim (\sqrt{\varepsilon} + N^{-1} \ln(1/\varepsilon)) N^{-k}(\ln(1/\varepsilon))^k,$$

$$\|u - Iu\|_{\beta_b} \lesssim H^{k+1} \lesssim N^{-(k+1)}(\ln (1/\varepsilon))^{k+1},$$

$$\|u - Iu\|_{\beta_b} \lesssim H^k \lesssim N^{-k}(\ln (1/\varepsilon))^k.$$
where $I_i = (x_{i-1}, x_i)$. For the layer component $w_1$ we get

$$
\|w_1 - Iw_1\|_{L^2(0,1/2)}^2 = \sum_{i=1}^M \|w_1 - Iw_1\|_{L^2(I_i)}^2
\leq h_i^{2(k+1)} \|w_1^{(k+1)}\|_{L^2(I_i)}^2 + \sum_{i=2}^M H^{2(k+1)} \|x^{(k+1)}w_1^{(k+1)}\|_{L^2(I_i)}^2
\leq (H\varepsilon)^{2(k+1)} \int_0^{H\varepsilon} e^{-2(k+1)} e^{-\frac{2\alpha x}{\varepsilon}} \, dx + H^{2(k+1)} \int_{H\varepsilon}^{1/2} x^{-2(k+1)} e^{-2(k+1)} e^{-\frac{2\alpha x}{\varepsilon}} \, dx
\leq \varepsilon H^{2(k+1)}.
$$

The same estimates we obtained for other layer components, $w_2$ and $w_3$, and similarly these results are valid on whole domain $[0, 2]$. Thus, we conclude $\|u - Iu\|_{\beta_e} \lesssim H^{k+1}$.

Analogously, the other estimates for the $H^1$-seminorm error $\|s - Is\|_{H^1(\Omega)} \lesssim H^k$ and $\|w - Iw\|_{H^1(\Omega)} \lesssim \varepsilon^{-\frac{1}{2}} H^k$, follow, needed for (20b). So, we get

$$
\|u - Iu\|_{\beta_e} \lesssim (\sqrt{\varepsilon} + H) H^k,
$$
and with (9) we have (20b).

To get the estimates in the weighted $\beta_b$ norm, we start with $p \in (1, \infty)$ and

$$
\|u - Iu\|_{L^p(\Omega)} \leq \|s - Is\|_{L^p(\Omega)} + \|w - Iw\|_{L^p(\Omega)}.
$$

It follows like before $\|s - Is\|_{L^p(\Omega)} \lesssim H^{k+1}$ and

$$
\|w - Iw\|_{L^p(0,1/2)} \leq H^{p(k+1)} \int_0^{1/2} \left( x^{-p(k+1)} e^{-\frac{2\alpha x}{\varepsilon}} \right)^p \, dx
\lesssim \varepsilon H^{p(k+1)} \int_0^{1/(2\varepsilon)} \left( \hat{x}^{-p(k+1)} e^{-\frac{\alpha \hat{x}}{\varepsilon}} \right)^p \, d\hat{x} \lesssim \varepsilon H^{p(k+1)},
$$

where a substitution $\hat{x} = x/\varepsilon$ was used. With similar results in the remaining domain we arrive at

$$
\|u - Iu\|_{L^p(\Omega)} \lesssim H^{k+1}.
$$

For $p = \infty$ we have directly

$$
\|u - Iu\|_{L^\infty(I_i)} \leq C|J_i|^{k+1} \|u\|_{W^{k+1, \infty}(I_i)} \leq C\varepsilon^{-(k+1)} H^{k+1} \|x^{k+1} e^{-\alpha x/\varepsilon}\|_{L^\infty(I_i)},
$$

so

$$
\|u - Iu\|_{L^\infty(0,1/2)} \leq C\varepsilon^{-(k+1)} H^{k+1} \|x^{k+1} e^{-\alpha x/\varepsilon}\|_{L^\infty(0,1/2)}
\leq C\varepsilon^{-(k+1)} H^{k+1} ((k + 1)\varepsilon/\alpha)^{k+1} e^{-(k+1)} = CH^{k+1} \lesssim H^{k+1}.
$$

(21)
Similarly, it is valid that \( \| \partial_x (s - Is) \|_{L^p(\Omega)} \lesssim H^k \) and
\[
\| \partial_x (w - Iw) \|_{L^p(0,1/2)}^{1/2} \lesssim H^k \int_0^{1/(2\epsilon)} \left( x^k e^{-(k+1) e^{-\alpha x}} \right)^p \, dx \\
\lesssim \epsilon H^k \int_0^{1/(2\epsilon)} \left( x^k e^{-1} e^{-\alpha x} \right)^p \, dx \lesssim \epsilon^{1-p} H^k
\]
and analogously in the remaining domain. For \( p \to \infty \) we get
\[
\| \partial_x (u - Iu) \|_{L^\infty(\Omega)} \lesssim \epsilon^{-1} H^k.
\] (22)
Now, estimates (20c) and (20d) follow from (21) and (22) with (9).

3 The full discretisation

Having the results for the stationary problem, we address now the time-dependent one. We have to look at the solution decomposition, the definition of the meshes and finally at the error analysis. Let us start with the solution decomposition.

We assume basically the same structure as in the stationary case:
\[
u = s + w_1 + w_2 + w_3,
\] (23a)
where for a given \( k, q > 0 \) and all \( \ell \in \{0, \ldots, k + 1\} \), \( r \in \{0, \ldots, q + 1\} \) it holds
\[
\| \partial_t \partial_x^\ell s \|_{L^\infty(0,2)} \lesssim 1,
\] (23b)
\[
\| \partial_t \partial_x^\ell w_1 (x,t) \| \lesssim \epsilon^{-\ell} e^{-\frac{\alpha x}{2}}, \quad |\partial_t \partial_x^\ell w_2 (x,t) | \lesssim \epsilon^{-\ell} e^{-\frac{\alpha |x-1|}{2}}, \quad |\partial_t \partial_x^\ell w_3 (x,t) | \lesssim \epsilon^{-\ell} e^{-\frac{\alpha (2-x)}{2}}.
\] (23c)

Thus, we assume the time-derivatives not to influence the upper bounds. This might not always be the case and depends on compatibility conditions on the data, see also [6] for an analysis on reaction-diffusion problems.

The temporal mesh is now given by dividing \([0, T]\) into \( M \) cells \( t_0 = t_1 < \cdots < t_M = T \) with individual width \( \tau_m = t_m - t_{m-1} \) and maximal width \( \tau := \max \{ \tau_m \} \). As spatial mesh we use the same ones described in the stationary case.

We want to apply a discontinuous Galerkin method in time and a \( \beta \)-weighted continuous Galerkin FEM in space. Therefore, the discrete space is defined as
\[
U^\tau_h := \{ U \in L^2(0, T; H_0^1(\Omega)) : U|_{(t_{m-1}, t_m)} \in \mathcal{P}_q((t_{m-1}, t_m); U_h) \forall m \in \{1, \ldots, M\} \}.
\]

Our method now reads: Find \( U^\tau_h \in U^\tau_h \) such that for each \( m \in \{1, \ldots, M\} \) and \( V \in U_h^\tau \) it holds
\[
\langle Q_m [ \langle \partial_t U^\tau_h, V \rangle_{\beta, \Omega} ] + Q_m [ B_\beta(U^\tau_h, V) ] + \langle [U^\tau_h]_{m-1}, V_{m-1} \rangle_{\beta, \Omega} = Q_m [ F(V) ] ,
\]
where

\[ Q_m[v] := \frac{\tau_m}{2} \sum_{i=0}^{q} \omega_i v(t_{m,i}) \]  

\[(24)\]

with the transformed Gauß–Radau points \( t_{m,i} := T_m(\hat{t}_i), i \in \{0, \ldots, q\} \) and the Gauß-Radau weights \( \omega_i \), is a quadrature formula on \( (t_{m-1}, t_m] \) which is exact for polynomials of degree at most 2q and

\[ v_m^\pm := \lim_{t \to t_m \pm 0} v(t), \quad [v]_m := v_m^+ - v_m^- \]

are the one-sided limits and the jump at \( t = t_m \), resp. Note that \( U_0^\pm \in U_h \) is a suitable approximation of the initial condition \( u_0 \).

Using this setup, we can immediately apply the results of [10] after checking the assumptions given therein.

- **Assumption 1**

  \[ \|v\|_\beta \lesssim |||v|||_\beta \]

  for all \( v \in H^1_0(\Omega) \) is true due to the definition of the weighted triple norm.

- **Assumption 2**

  \[ \|v - Iv\|_\beta \lesssim g_{L^2}(N), \quad |||v - Iv|||_\beta \lesssim g_e(N) \]

  is true for all \( v \in H^1_0(\Omega) \cap H^{k+1}(\Omega) \) with

  \[ g_{L^2}(N) = (h + N^{-1} \max |\psi'|)^{k+1}, \quad g_e(N) = (h + N^{-1} \max |\psi'|)^k \]  

  \[(25)\]

  on an S-type mesh, see (17) – (19), and

  \[ g_{L^2}(N) = N^{-(k+1)}(\ln(1/\varepsilon))^{k+1}, \quad g_e(N) = N^{-k}(\ln(1/\varepsilon))^k \]  

  \[(26)\]

  on a Durán mesh, see [20].

- **Assumption 3**

  \[ B\beta(v, v) \geq c \|v\|^2_\beta, \quad B\beta(\eta, v_N) \lesssim g_d(N) \|v_N\|_\beta \]

  holds true for all \( v \in H^1_0(\Omega) \) and \( v_N \in U_h \) by (13) with \( c = \frac{1}{2} \) and \( g_d(N) = g_e(N) \), see (15).

- **Assumption 4** is true, because no stabilisation method is used.

- **Assumption 5** deals with the time behaviour

  \[ \|\partial_t^k \partial_x^l u\|_{L^2((0,T) \times \Omega)} \lesssim \|\partial_x^l u\|_{L^2((0,T) \times \Omega)} \]

  and holds true by our assumption on the solution decomposition [23].
Thus, \cite[Theorems 3.7, 3.9]{10} give the main result of this paper.

**Theorem 3.1.** Under suitable regularity assumptions to enable the solution decomposition and using \cite[(24)-(26)\] we have on an S-type and Durán mesh in space

\[
\sup_{t \in (0,T)} \| (u - U^h)(t) \|_\beta + \| u - U^h \|_{Q,\beta} \lesssim T(\tau^{q+1} + g_e(N)),
\]

where

\[
\| v \|_{Q,\beta}^2 := \sum_{m=1}^M Q_m \left[ \| v(t) \|_\beta^2 \right].
\]

**Remark 3.2.** For non-stationary problems and standard FEM in space it is an open problem to prove uniform estimates in a balanced norm. The weighted technique based on \cite{22} and presented here has the big advantage to yield such a balanced error estimation. This technique is not restricted to the spatial shift problem studied here, but can also be applied to other time-dependent singularly perturbed problems.

### 4 Numerical results

To illustrate our theoretical results, let us consider the following problem \( Lu = f \) in \((0,2) \times (0,T)\) with non-constant coefficients

\[
Lu(x,t) = \partial_t u(x,t) - \varepsilon^2 \partial_{xx} u(x,t) - \left( 1 + \frac{1}{2} x^2 \right) u(x-1,t) + 2 \cosh(x-1)u(x,t),
\]

\[
f(x,t) = \exp^{\frac{1}{2}x}
\]

with initial and boundary conditions

- \( u(x,0) = 0 \) for \( x \in [0,2] \),
- \( u(x,t) = \varphi(x,t) \) for \( x \in [-1,0] \) and \( t \in [0,T] \),
- \( u(1,t) = 0 \) for \( t \in [0,T] \),

with a function \( \varphi \) specified below. An exact solution of this problem is not known. Therefore, we use a numerically computed reference solution as a substitute for the exact solution in computing our errors. For this, both in space and time, we use discrete FE-spaces on meshes with twice the number of cells and with polynomial degrees by one larger than the largest one considered.

For numerical approximations using degrees \( q \) and \( k \) the theoretical findings propose our method to converge with order \( q+1 \) in time and \( k \) in space. Thus, equilibrating, we choose \( k = q + 1 \) throughout our calculations. Moreover we use an equidistant mesh in time with \( N = 4M \) cells and therefore coupling spatial and temporal resolution.

Let us begin by considering the homogeneous case, i.e. \( \varphi \equiv 0 \). For \( \varepsilon = 10^{-4} \), the resulting errors in the energy norm and the \( L_2 \)-norm are displayed in Table \cite{11}. Here we additionally distinguish between the weighted case and the non-weighted case as described above.
Table 1: First and second order of convergence for the homogeneous problem

| N  | $\|u - U_h^k\|_{\beta_e}$ | $\|u - U_h^k\|_{\beta_e}$ | $\|u - U_h^k\|_{\beta_e}$ | $\|u - U_h^k\|_{\beta_e}$ |
|----|-----------------|-----------------|-----------------|-----------------|
| 64 | 2.89e-02        | 0.95            | 2.89e-02        | 0.95            | 4.00e-02        | 0.96 | 1.32e-01 | 0.99 |
| 128| 1.49e-02        | 0.98            | 1.50e-02        | 0.98            | 2.06e-02        | 0.98 | 6.65e-02 | 1.00 |
| 256| 7.59e-03        | 0.99            | 7.60e-03        | 0.99            | 1.05e-02        | 0.99 | 3.31e-02 | 1.01 |
| 512| 3.83e-03        | 0.99            | 3.83e-03        | 0.99            | 5.27e-03        | 0.99 | 1.65e-02 | 1.01 |
| 1024| 1.92e-03       | 1.92e-03        | 2.65e-03        | 1.91e-03        | 8.20e-03        |     |          |     |

$k = 2, q = 0$

| N  | $\|u - U_h^k\|_{\beta_e}$ | $\|u - U_h^k\|_{\beta_e}$ | $\|u - U_h^k\|_{\beta_e}$ | $\|u - U_h^k\|_{\beta_e}$ |
|----|-----------------|-----------------|-----------------|-----------------|
| 64 | 5.22e-04        | 1.99            | 5.60e-04        | 1.99            | 1.31e-03        | 2.12 | 1.62e-02 | 1.95 |
| 128| 1.31e-04        | 1.99            | 1.41e-04        | 1.99            | 3.01e-04        | 1.88 | 4.18e-03 | 1.90 |
| 256| 3.30e-05        | 2.00            | 3.57e-05        | 1.97            | 8.18e-05        | 1.80 | 1.12e-03 | 1.74 |
| 512| 8.26e-06        | 2.00            | 9.13e-06        | 1.90            | 2.35e-05        | 1.76 | 3.37e-04 | 1.49 |
| 1024| 2.07e-06       | 2.45e-06        | 6.95e-06        | 1.20e-04        |                   |     |          |     |

$k = 2, q = 1$

Table 2: $\varepsilon$-robustness for $k = 2, q = 1, \varphi \equiv 0$ and $\beta = \beta_e$

| $N/\varepsilon$ | $10^{-2}$ | $10^{-4}$ | $10^{-6}$ | $10^{-8}$ | $10^{-10}$ |
|-----------------|--------|--------|--------|--------|--------|
| 64              | 5.40e-04 | 2.01  | 5.22e-04 | 1.99  | 5.22e-04 | 1.99 |
| 128             | 1.34e-04 | 1.99  | 1.32e-04 | 1.99  | 1.31e-04 | 1.99 |
| 256             | 3.38e-05 | 1.98  | 3.30e-05 | 2.00  | 3.30e-05 | 2.00 |
| 512             | 8.55e-06 | 1.98  | 8.26e-06 | 2.00  | 8.26e-06 | 2.00 |
| 1024            | 2.17e-06 | 2.07e-06 | 2.07e-06 | 2.07e-06 |        |

Similar results are also obtained for different values of $\varepsilon$ (see Table 2), thereby confirming the robustness in $\varepsilon$.

For degree one and two we observe in those two tables the theoretical uniform orders w.r.t. $\varepsilon$. Interestingly, as can be observed in Figure 2 for higher polynomial degrees, we observe a decrease in the convergence orders, if the right-hand side is not decreasing fast enough to zero in the corners of our space-time domain. This seems to imply a loss of regularity in the solution, and thereby our assumption on the solution decomposition is no longer true. For smaller values of $\varepsilon$ this reduction is less dominant.
Figure 2: Convergence results in $|||·|||_\beta$ for $\varepsilon = 10^{-4}$, $\phi \equiv 0$, $k=1$ (blue) to $k=5$ (teal), and $\beta = \beta_e$ (left) and $\beta = \beta_b$ (right), and right-hand sides $f(x,t) = e^{\frac{1}{2}x}$ (upper) and $f(x,t) = e^{\frac{1}{2}x} \cdot \begin{cases} t^2(12 - 16t), & t < 1/2 \\ 1, & t \geq 1/2 \end{cases}$ (lower).

Furthermore, the balanced method emphasises this stronger than the standard weighted method, as can be seen in the figure and also in Table 1 for $k=2$. With an inhomogeneous shift data like $\varphi(x) = 3x^2$ one also attains the theoretical orders of convergence w.r.t. $\varepsilon$, see Table 3.
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