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ABSTRACT
This paper presents a new approach for filter design based on stochastic distances and tests between distributions. A window is defined around each pixel, overlapping samples are compared and only those which pass a goodness-of-fit test are used to compute the filtered value. The technique is applied to intensity SAR data with homogeneous regions using the Gamma model. The proposal is compared with the Lee’s filter using a protocol based on Monte Carlo. Among the criteria used to quantify the quality of filters, we employ the equivalent number of looks, line and edge preservation. Moreover, we also assessed the filters by the Universal Image Quality Index and the Pearson’s correlation on edges regions.

Index Terms— SAR data, Speckle Reduction, Stochastic Distances, Information Theory

1. INTRODUCTION
Synthetic Aperture Radar (SAR) data are generated by a system of coherent illumination and are affected by the interference coherent of the signal. It is known that these data incorporate a granular noise that degrades its quality, known as speckle noise, which is also present in the laser, ultrasound-B, and sonar imagery [1]. The noise makes the segmentation, extraction, analysis and, classification of objects and information in the image hard tasks.

Statistical analysis is essential for dealing with speckled data. It provides comprehensive support for developing procedures for interpreting the data efficiently, and to simulate plausible images [2]. In this paper, the multiplicative model was used to describe the speckle noise (see Section 2).

Different statistical distributions are proposed in the literature to describe speckle data. In this paper we use the Gamma distribution to describe the speckle noise, and a constant to characterize the ground truth [2]. The proposed filter is a local nonlinear procedure. It is based on stochastic distances between distributions, as presented in [3].

The paper is organized as follows: Section 2 presents the statistical modeling used to describe speckle data. Section 3 describes the new method for filtering speckle. Section 4 presents the metrics for assessing the quality of the filtered images. Sections 5 and 6 present the results and conclusions.

2. THE MULTIPLICATIVE MODEL
According to reference [1], the multiplicative model can be used to describe SAR data. This model asserts that the intensity observed in each pixel is the outcome of the random variable \( Z : \Omega \rightarrow \mathbb{R}_+ \) which, in turn, is the product of two independent random variables: \( X : \Omega \rightarrow \mathbb{R}_+ \), that characterizes the backscatter; and \( Y : \Omega \rightarrow \mathbb{R}_+ \), which defines the intensity of the speckle noise. The distribution related to the observed intensity \( Z = XY \) is completely specified by the distributions proposed for \( X \) and \( Y \).

This paper focus is homogeneous regions in intensity images, so the constant \( X \sim \lambda > 0 \) defines the backscatter, and \( Y \sim \Gamma(L, L) \) models the speckle noise by a Gamma distribution (with expected value \( \mathbb{E}(Y) = 1 \)), where \( L \) is equivalent number of looks. Thus, it follows that \( Z \sim \Gamma(L, L/\lambda) \) and its density is

\[
f_Z(z; L, \lambda) = \frac{LL}{\lambda^L \Gamma(L)} z^{L-1} \exp \left\{ -\frac{Lz}{\lambda} \right\}, \quad (1)
\]

\( L \geq 1, z, \lambda > 0 \).
3. STOCHASTIC DISTANCES FILTER

The proposed filter is local and nonlinear. It is based on stochastic distances and tests between distributions [3], obtained from the class of \((h, \phi)\)-divergences. The proposal employs the neighborhoods defined by Nagao and Matsuyama [4].

Each filtered pixel has a \(5 \times 5\) neighborhood, within which nine areas are defined and treated as different samples. Denote \(\hat{\theta}_1\) the estimated parameter in the central \(3 \times 3\) neighborhood, and \((\hat{\theta}_2, \ldots, \hat{\theta}_9)\) the estimated parameters in the eight remaining areas. To account for possible departures from the homogeneous model, we estimate \(\hat{\theta}_i = (L_i, \lambda_i), i = \{1, \ldots, 9\}\) by maximum likelihood.

The proposal is based on the use of stochastic distances on small areas within the filtering window. Consider \(Z_1\) and \(Z_2\), random variables defined on the same probability space, characterized by the densities \(f_{Z_1}(z_1; \theta_1)\) and \(f_{Z_2}(z_2; \theta_1)\), respectively, where \(\theta_1\) and \(\theta_2\) are parameters. Assuming that both densities have the same support \(\mathcal{I} \subset \mathbb{R}\), the \((h, \phi)\)-divergence between \(f_{Z_1}\) and \(f_{Z_2}\) is given by

\[
D_h^h(Z_1, Z_2) = h\left(\int_{x \in \mathcal{I}} \phi\left(\frac{f_{Z_1}(x; \theta_1)}{f_{Z_2}(x; \theta_1)}\right) f_{Z_2}(x; \theta_1) \, dx\right),
\]

(2)

where \(h : (0, \infty) \rightarrow [0, \infty)\) is a strictly increasing function with \(h(0) = 0\) and \(h'(x) > 0\); \(\phi : (0, \infty) \rightarrow [0, \infty)\) is a convex function for all \(x \in \mathbb{R}\). Choices of the functions \(h\) and \(\phi\) result in several divergences.

Divergences sometimes do not obey the requirements to be considered distances. A simple solution, described in [3], is to define a new measure \(d_{h, \phi}^h\) given by

\[
d_{h, \phi}^h(\theta_1, \theta_2) = \frac{D_h^h(Z_1, Z_2) + D_h^h(Z_2, Z_1)}{2}.
\]

(3)

Distances, in turn, can be conveniently scaled in order to present good statistical properties that make them test statistics [3]:

\[
S_{h, \phi}^h(\hat{\theta}_1, \hat{\theta}_2) = \frac{2mnk}{m + n} d_{h, \phi}^h(\hat{\theta}_1, \hat{\theta}_2),
\]

(4)

where \(\hat{\theta}_1\) and \(\hat{\theta}_2\) are maximum likelihood estimators based on samples size \(m\) and \(n\), respectively, and \(k = (h'(0)\phi'(h(1)))^{-1}\). The null hypothesis \(\theta_1 = \theta_2\) is rejected at a level \(\eta_2\) if \(\Pr(S_{h, \phi}^h > \eta_2)\), and since under mild conditions \(S_{h, \phi}^h\) is \(\chi^2_M\) asymptotically distributed, being \(M\) the dimension of \(\theta_1\), the test is well defined. Details can be seen in the work by Salicrú et al. [5]. The statistical test derived in this paper was the Kullback-Leibler test:

\[
S_{KL} = \frac{2mn}{m + n} \hat{L}\left(\frac{\lambda_1^2 + \lambda_2^2}{2\lambda_1\lambda_2} - 1\right).
\]

(5)

The filtering procedure consists in checking which regions can be considered as coming from the same distribution that produced the data which comprises the central block. The sets which are not rejected are used to compute a local mean. If all the sets are rejected, the filtered value is updated with the average on the \(3 \times 3\) neighborhood around the filtered pixel.

4. IMAGE QUALITY ASSESSMENT

Image quality assessment in general, and filter performance evaluation in particular, are hard tasks [6,7]. Moschetti et al [6] discussed the need of making a Monte Carlo study when assessing the performance of image filters. They proposed a protocol which consists of using a phantom image (see Figure 1(a)) corrupted by speckle noise (see Figure 1(b)). The experiment consists of simulating corrupted images as matrices of independent samples of some distribution with different parameters. Every simulated image is subjected to filters, and the results are compared (see Figures 1(c) and 1(d)). Among the criteria used to quantify the quality of the filters, we employ the equivalent number of looks (NEL), line preservation and edge preservation. A “good” technique must combat speckle and, at the same time, preserve details as well as relevant information.

We also assessed the filters by the universal image quality index [7] and the correlation measure \(\beta_\rho\). The universal image quality index is defined by

\[
Q = \frac{s_{xy}}{s_x s_y} \frac{2\bar{x}\bar{y}}{\bar{x}^2 + \bar{y}^2} \frac{2s_x s_y}{s_x^2 + s_y^2},
\]

(6)

where \(s_{xy}\) and \(\bar{\theta}\) denote the sample variance and mean, respectively. The range of \(Q\) is \([-1, 1]\), being 1 the best value. The quantity

\[
\beta_\rho = \frac{\sum_{j=1}^{n} (x_j - \bar{x})(y_j - \bar{y})}{\sqrt{\sum_{j=1}^{n} (x_j - \bar{x})^2} \sum_{j=1}^{n} (y_j - \bar{y})^2},
\]

(7)

is a correlation measure between the Laplacians of images \(X\) and \(Y\), where \(\cdot_j\) and \(\cdot\) denote the gradient
values of the \( j \)th pixel and mean of the images \( \nabla^2 X \) and \( \nabla^2 Y \), respectively. The range of \( \beta_\rho \) is \([-1, 1]\), being 1 perfect correlation.

5. RESULTS AND ANALYSIS

The proposal was compared with the Lee filter \(^8\) which is considered a standard. The tests were performed at the 95\% level of significance. The results obtained are summarized by means of boxplots (see Table\(^1\)). Each boxplot describes the results of one filter, generating 100 independent \( L = \{1, 4\} \) looks images, mean background \( \lambda = 30 \) and mean lines \( \lambda = 120 \). Figure\(^2\) shows the boxplots of the six metrics corresponding to four filters. Vertical axes are coded by the filter (‘L’ for Lee and ‘KL’ for Kullback-Leibler) on looks images (‘1-l’ for 1-look and ‘4-l’ for 4-looks).

The proposal outperforms the Lee filter with respect to equivalent number of looks, line preservation, edge gradient, edge variance on 4-looks and universal quality index, while the Lee filter presents better performance with respect to the edge variance on 1-look and the \( \beta_\rho \) factor. In all cases the differences are significative.

6. CONCLUSIONS

This paper presented a new filter based on stochastic distances for speckle noise reduction. The proposal was compared with the classical Lee filter, using a protocol based on Monte Carlo experiences. Moreover, the \( \beta_\rho \) and \( Q \) index were used to assert the proposal. The proposed filters behave alike, and they outperform the Lee filter in five out of six quality measures. Other significance levels will be tested, along with different points of the parameter space in order to have a more complete assessment of the proposal.
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Fig. 2. Boxplots of six metrics applied to four filters.
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