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Firstly, a novel FRI sampling model has been proposed according to the characteristics of ultrasonic signals. The model has the advantages such as good stability, strong antinoise ability, simple circuit implementation, and fewer preconditions, compared to the traditional methods. Then, in order to verify the validity of the sampling model, the method is applied to B-type ultrasonic imaging, and a B-type phased array ultrasonic imaging algorithm based on FRI sampling model is proposed. Finally, the algorithm simulation experiment is designed, and the results show that the sampling point required by the proposed FRI sampling model is only 0.1% of the traditional B-type phased array ultrasonic imaging method, and the sampling frequency of the proposed ultrasonic imaging algorithm is only 0.0077% of the traditional B-type ultrasonic imaging method. Additionally, the experiment result indicates that this algorithm is more applicable to phased array ultrasonic imaging than the SOS filter is.

1. Introduction

With the development of ultrasonic testing technology, the number of transducers and the amount of recorded data have been increasing rapidly. Theories proposed in recent years, such as CS (compressed sensing), can break through the limitation of traditional sampling theories and obtain an accurate reconstruction of signals by sampling of sparse signals with lower frequencies. Such sampling method is called sub-Nyquist sampling or undersampling. An undersampling method develops fast and has made great progress in many practical applications: such as the single-pixel camera developed by Rice University, MRI RF pulse device and coded aperture camera developed by MIT, DNA microarray sensor developed by Illinois State University, and CS filter and chaotic device developed by Chinese Academy of Sciences. However, in the field of ultrasonic imaging, the applications of the undersampling have been rarely reported.

At present, researches on ultrasonic imaging technology based on the undersampling theory can be summarized into two categories:

1. Researches focusing on the improvement of the speed and quality of imaging, where two methods are developed to improve the imaging resolution: one of them changes the direction of the transducer, such as sound velocity focusing method; the other is postprocessing data, such as filtering and deconvolution methods. Due to the limitation of manufacturing technology and procedures, it is difficult for the transducers to get smaller focuses, which usually produce huge scanning data and therefore affect the postprocessing of the data. In the postprocessing of the data, the superresolution technology becomes a feasible and promising method [1–3]. However, the high resolution image of classic superresolution algorithm is often constructed from the low-resolution image; due to the deficiency of inherent data acquisition conditions and the problem of noise accumulation, it is hard to implement the algorithm. Therefore, a new theory is required to break through the above difficulties, so that the above problems can be solved. The appearance of the CS theory has laid a theoretical
of medical ultrasound imaging in 2010 [4]. Using wavelet transform basis function and wave atom basis function as the sparse representation basis of ultrasonic image, the sparse imaging of ultrasonic image is realized. Subsequently, Friboulet et al. conducted in-depth research on CS in the field of medical ultrasound imaging [5–10], mainly carried out sparse analysis of medical ultrasound images in K space, and discussed in detail the reconstruction performance of different recovery algorithms based on CS for ultrasonic echo signal and extended its application to three-dimensional ultrasound imaging. In 2013, Friboulet et al. introduced the distributed CS theory [11, 12] into medical ultrasound imaging. They sparsely represent the echo signals of each transducer array on the same orthogonal basis of Fourier transform. Using the correlation between signals, joint sparse model and joint data recovery algorithm achieve CS imaging [13]. In addition, Eldar et al. first applied FRI principle to ultrasound in 2011 and proposed a sparse sampling structure for ultrasound imaging [18–34]. The research is based on the finite rate of innovation (FRI) [35] sampling signal model proposed by Vetterli et al. FRI uses Gaussian sampling kernel to sample, which overcomes the limitation of Shannon sampling width. However, this structure is unstable, and the signal-to-noise ratio is not ideal. Therefore, Tur et al. used FRI principle to construct measurement matrix and realized ultrasonic data imaging under single channel sampling framework [23]. Later, the research team conducted research on multichannel ultrasonic data sampling and frequency domain sparse sampling [24] and even explored the superresolution ultrasonic reconstruction algorithm based on CS [29]. Guangming et al. of Xidian University [36, 37] and Chinese Academy of Sciences [38] also developed various applications of CS in ultrasonic imaging. To sum up, FRI theory is still in the stage of theoretical research, and FRI sampling based on ultrasonic signal is still in the stage of preliminary exploration. Therefore, there are still some key problems to be studied in theory and application.

In this paper, an under sampling method for ultrasonic testing signal is proposed, which is a multichannel indirect FRI sampling method based on ultrasonic signal. In each channel, the original signal is multiplied by the carrier to generate a new analog signal, and then, the new signal is integrated and sampled to obtain a group of linear transformations about the Fourier coefficients of the original signal. Then, the Fourier coefficients of the original signal are obtained through linear transformation, and the signal is reconstructed by a spectral method. This scheme not only has the advantages of high stability and strong antinoise ability but also has the advantages of simple circuit structure, less need for prior knowledge, and much lower sampling frequency than traditional sampling methods. In order to verify the effectiveness of the proposed FRI sampling model, this method is applied to B-mode ultrasonic imaging, and a B-mode phased array ultrasonic imaging algorithm based on the FRI sampling model is proposed. The algorithm is based on the multichannel indirect FRI sampling model of ultrasonic signal and combined with the line scan mathematical model of B-mode ultrasonic imaging, so as to derive the B-mode ultrasonic imaging algorithm. Finally, the simulation experiment of B-mode ultrasonic imaging was designed according to this algorithm, and the results showed that the sampling points required by the proposed FRI sampling model was 0.1% of traditional B-mode phased array ultrasonic imaging and the sampling frequency of the proposed ultrasonic imaging algorithm was 0.0077% of that of the traditional B-mode ultrasonic imaging scheme.

2. Basic Principle of Multichannel FRI Sampling

2.1. Multichannel FRI Direct Sampling Model. According to the FRI theory, for FRI signals, as long as K Fourier coefficients are known, the signals can be reconstructed according to the spectrum analysis. Therefore, getting the Fourier coefficient of FRI signals is the key of the problem.

The direct sampling model of Fourier coefficient is shown as Figure 1: T is the sampling period, that is, the time length of limited FRI signals; K is odd. For each channel, the original signal x(t) is multiplied by a complex exponential function, which is the carrier signal; then its integral is divided by T to get the Fourier coefficient vector x of the channel. However, the model has an obvious disadvantage; that is, the frequency of the carrier function of each channel is different, which brings difficulties to circuit design.

2.2. Multichannel FRI Indirect Sampling Model. A Fourier coefficient indirect sampling model is shown as Figure 2, which is more practical than the direct sampling model. First, it has better robustness. The sampling result of each
Hybrid matrix $S$ is determined by the selected carrier signal $S_i(t)$. Therefore, the Fourier coefficient direct sampling method is a special case of the Fourier coefficient indirect sampling method, where $P = K$ and $S = I$.

3. Design of Multichannel FRI Indirect Sampling Model of Ultrasonic Signal

Based on the practical application of FRI signal basic sampling model and ultrasonic signal, the designed sampling model is shown as Figure 3. In this model, the actual carrier signal $s_i(t)$ is generated from square wave signal $p_i(t)$ by means of filtering, and matrix $A$ generated by square wave signal and hybrid matrix $S$ generated by carrier signal are obtained by calculation.

3.1. Design of Square Signal $p_i(t)$. The mathematical model of square signal is shown as follows:

$$p_i(t) = \sum_{m \in \mathbb{Z}} a_i[n]P \left( \frac{t - nT}{N - mT} \right),$$

(5)

where $a_i[n]$ is the coefficient vector whose length is $N$ and its element can only be $\pm 1$; set $P = N = K$; then $p_i(t)$ is

$$p(t) = \begin{cases} 
1, & t \in \left[ 0, \frac{T}{N} \right], \\
0, & t \notin \left[ 0, \frac{T}{N} \right]. 
\end{cases}$$

(6)

Its continuous Fourier transformation is

$$p(\omega) = \frac{T}{N} e^{-j(T/2N)\omega} \cdot \sin c \left( \frac{T}{2\pi N} \omega \right).$$

(7)

3.2. Design of Carrier Signal $s_i(t)$. According to formula (5), $p_i(t)$ is a function with the period of $T$. Its Fourier efficient is shown as follows:

$$d_i[k] = \sum_{k \in \mathbb{Z}} d_i[k] p_i(t) e^{-j(2\pi/T)k} dt,$$

(8)

where the Fourier coefficient $d_i[k]$ is worked out according to the following formula:

$$d_i[k] = \frac{1}{T} \int_0^T p_i(t) e^{-j(2\pi/T)k} dt.$$
However, to achieve this function, \( g(t) \) must have the following restrictions:

\[
G(\omega) = \begin{cases} 
\text{nonzero,} & \omega = \frac{2\pi}{T} k, \ k \in \kappa, \\
0, & \omega \neq \frac{2\pi}{T} k, \ k \notin \kappa, \\
\text{arbitrary, elsewhere,}
\end{cases}
\]  

(11)

where \( G(\omega) \) is the continuous Fourier transformation of the filter \( g(t) \) and \( g(t) \) was selected as the ideal low-pass filter; we can get

\[
s_i(t) = \sum_{k \in \kappa} d_i[k] G \left( \frac{2\pi}{T} k \right) e^{i(2\pi/T)kt} \\
= \sum_{k \in \kappa} d_i[k] G \left( \frac{2\pi}{T} k \right) e^{i(2\pi/T)kt}.
\]

(12)

It can be seen from formulas (1) and (12) that

\[
s_{ik} = d_i \left[-k - \left( \frac{K}{2} \right) \right] G \left( \frac{2\pi}{T} \left(-k - \left( \frac{K}{2} \right) \right) \right).
\]

(13)

3.3. Design of Hybrid Matrix S. According to formulas (5) and (9), we can get

\[
d_i[k] = \frac{1}{T} \sum_{n=0}^{N-1} a_i[n] P \left( t-nT \right) e^{-j(2\pi/T)k} dt \\
= \frac{1}{T} \sum_{n=0}^{N-1} a_i[n] \sum_{m \in \mathbb{Z}} \left\{ e^{-(m-1)T} \right\} e^{-j(2\pi/T)k} dt \\
= \frac{1}{T} \sum_{n=0}^{N-1} a_i[n] \sum_{m \in \mathbb{Z}} \int_{-\infty}^{\infty} e^{-j(2\pi/T)k} dt \\
= \frac{1}{T} \sum_{n=0}^{N-1} a_i[n] P \left( \frac{2\pi}{T} k \right) e^{-j(2\pi/T)k}.
\]

(14)

With formulas (13) and (14), we can get

\[
S_{ik} = \frac{1}{T} \sum_{n=0}^{N-1} a_i[n] P \left( \frac{2\pi}{T} k \right) G \left( \frac{2\pi}{T} k \right) e^{-j(2\pi/N)k}.
\]

(15)

Then, formula (15) can be expressed with the hybrid matrix as

\[
S = A W \Phi,
\]

(16)

where \( A \) is the matrix of \( P \times N \), the element \((i, n)\) \( A_{in} = a_i[n] \), and \( W \) is the diagonal matrix \( w_{ik} e^{-j(2\pi/N)k} \) of the matrix of \( N \times K \), where the diagonal element is

\[
\Phi_{kk} = \frac{1}{N} e^{-j(2\pi/N)k} G \left( \frac{2\pi}{T} k \right).
\]

(17)

Substitute formula (7) into formula (17), we can get

\[
\Phi_{kk} = \frac{1}{N} e^{-j(2\pi/N)k} \sin \left( \frac{k'}{N} \right) G \left( \frac{2\pi}{T} k' \right).
\]

When \( g(t) \) is the ideal low-pass filter, formula (18) can be written as

\[
\Phi_{kk} = \frac{1}{N} e^{-j(2\pi/N)k} \sin \left( \frac{k'}{N} \right).
\]

(19)

3.4. Design of Matrix A. Matrix A is generated according to the square signal. In the actual circuit, there is only one square signal generator, and the square signal on each channel is gotten by the delay of the square signal produced by the signal generator. In fact, the square signal on channel \((i + 1)\) delays \( T/N \) (that is, a square wave) than the square signal \(i\). As a rule, set \( P = N = K = 2 \times 1 \times \) oversampling + 1, where oversampling is the coefficient of oversampling. Then, matrix A can be designed as follows: the elements in the first row are written (can only be set as +1 or -1) from the square signal generator, and the square signal on each channel is shown as Figure 4, then matrix A can be written as formula (20), and the square signal and filtered carrier signal gotten by calculation are shown as Figure 5.

\[
A_{7 \times 7} = \begin{bmatrix} 
1 & -1 & 1 & -1 & 1 & 1 \\
-1 & 1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & 1 & 1 & -1 \\
-1 & 1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & -1 & -1 \\
1 & 1 & -1 & -1 & -1 & -1
\end{bmatrix}.
\]

(20)

4. Mathematical Model of B-Mode Phased Array Ultrasonic Imaging

The B-mode ultrasonic imaging process is shown as Figure 6. Ultrasonic phased array probe is composed of several small wafers, which is called phased array element. During the transmission, the triggered signal is transmitted to the phased array controller, which will “command” the phased array unit to transmit an ultrasonic beam, which can be focused at different depths of detection. During the receiving process, the beam will be reflected back after encountering the obstacle; each phased array unit will process the received signal according to the calculated delay time and then adds up to get the reflected signal, which is
called a line scan. A two-dimensional image of the targeted area can be obtained for multiple line scans, which becomes B-mode ultrasonic imaging [39–41].

Figure 6 is the diagram of the line scan. $2M + 1$ phased array units distribute along the $x$-axis, the phased array unit $m_0$ was set as the origin, and $\delta_m$ expresses the distance from unit $m$ to unit $m_0$. The transmitted ultrasonic beam starts from the origin, and the included angle between the beam and $z$-axis is $\theta$; assume that the transmission time of the beam is 0, and when time $t > 0$, it arrives to the reflection point $(x, z) = (ct \sin \theta, ct \cos \theta)$, where $c$ is the ultrasonic velocity. When the beam gets the reflection point, it will be received by other phased array unit except for returning units $m_0$ along the original path, where the distance of echo from the reflection point to the unit $m$ should be

$$d_m(t; \theta) = \sqrt{(ct \cos \theta)^2 + (\delta_m - ct \sin \theta)^2}.$$  \hspace{1cm} (21)

Therefore, it can be calculated that the time of echo from the reflection point to unit $m$ is

$$\bar{\tau}_m(t, \theta) = t + \frac{d_m(t; \theta)}{c} = t + \sqrt{t^2 + 4 \left(\frac{\delta_m}{c}\right)^2 - t \sin \theta}.$$  \hspace{1cm} (22)

According to formula (22), the actual lag time of the signals received by each unit is different so as to align the signals on the time axis. Delay the signals $\varphi_m(t)$ received by each phased array unit for a period of time to obtain the adjusted signals:

$$\hat{\varphi}_m(t; \theta) = \varphi_m \left(\bar{\tau}_m(t; \theta) \frac{c}{2}\right).$$  \hspace{1cm} (23)

Then, we can get the following after the calculation:

$$\hat{\varphi}_m(t; \theta) = \varphi_m \left(\frac{1}{2} \left(t + \sqrt{t^2 + 4 \left(\frac{\delta_m}{c}\right)^2 - t \sin \theta}\right)\right).$$  \hspace{1cm} (24)
5. Ultrasonic Imaging Algorithm Based on FRI Indirect Sampling

In the case of considering only parallel line scanning, since $\Phi(t; \theta = 0)$ is also a FRI signal, it is written as follows:

$$
\Phi(t; \theta = 0) = \sum_{i=1}^{I} b_i h(t - t_i).
$$

(28)

Indirect sampling of the Fourier coefficients is as shown in Figure 7.

We can get the sampling point of the channel $q$:

$$
c_q = \frac{1}{T} \int_{0}^{T} \left\{ \sum_{k \in \kappa} s_{q,k} e^{-j2\pi kt} \right\} dt.
$$

(29)

After deformation, formula (29) can be written as

$$
c_q = \sum_{m = -M}^{M} \left\{ \frac{1}{T} \int_{0}^{T} \tilde{s}_{q,m}(t) \varphi_m(t) dt \right\},
$$

(30)

where $\tilde{s}_{q,m}(t)$ is defined as follows:

$$
\tilde{s}_{q,m}(t) = 1 + \left( \frac{\delta_m}{ct} \right)^2 \left\{ \sum_{k \in \kappa} s_{q,k} e^{-j2\pi Tk(1-(1/2))(\delta_m/\pi)} \right\} \cdot u(t - \frac{\delta_m}{c}), \text{ for all } 1 \leq q \leq p, -M \leq m \leq M,
$$

(31)

where $\tilde{T}$ is defined as follows:

$$
\tilde{T} = \max_{m \in \{-M, \ldots, M\}} \left\{ \frac{1}{2} \left( t + \sqrt{t^2 + 4 \left( \frac{\delta_m}{c} \right)^2} \right) \right\},
$$

(32)

where $u(t)$ is the step function paraded and it is defined as follows:

$$
u(t) = \begin{cases} 
1, & t \geq 0, \\
0, & \text{else}.
\end{cases}
$$

(33)

Set

$$
l = \frac{1}{2} \left( t + \sqrt{t^2 + 4 \left( \frac{\delta_m}{c} \right)^2} \right).
$$

(34)

Then,

$$
t = t - \frac{1}{t} \left( \frac{\delta_m}{c} \right)^2.
$$

(35)
Substitute formula (35) into formula (29), then we can get
\[ c_q = \sum_{k \in \kappa, \mathfrak{s}_q} \phi_m(t) \left( i - \left( \frac{1}{t} \right) (\delta_m c) \right) \] (36)
we can get \( c_q = \int_0^T \phi_m(t) \varphi(t) dt \); define the sampling vector of length \( P \)
sampling vector of length \( P \) as \( c_m = \{ c_1, m, \ldots, c_P, m \} \).

(2) After getting sampling vector of each phased array unit, add them; then, we get the final sampling vector \( c = \sum_{m=-M}^{M} c_m \).

(3) Calculate Fourier coefficient vector \( x = s^* c \), where matrix \( s \) is \( P \times k \) and its \((i,k)\) element is \( s_{ik} \).

(4) Use formula \( y = H^{-1} x \); we can get the equation set \( \{ t_i \}_{i=1}^L \) and the reason for using Matrix Pencil rather than Annihilating Filter to solve the equation set is that Matrix Pencil can estimate the number \( L \) of pulses.

(5) Use Matrix Pencil to solve the equation set; we can get \( \{ t_i \}_{i=1}^L \), and the reason for using Matrix Pencil rather than Annihilating Filter to solve the equation set is that Matrix Pencil can estimate the number \( L \) of pulses.

(6) Substitute \( \{ t_i \}_{i=1}^L \) into the equation set; use the least square method to solve \( \{ b_i \}_{i=1}^L \).

(7) Use formula \( \Phi(t; \theta = 0) = \sum_{i=1}^L b_i h(t - t_i) \) to reconstruct signal \( \Phi(t; \theta = 0) \).

6. Simulation
The emulation steps of the algorithm are as follows:
Use the software Field II to simulate the original signal of B-mode ultrasonic imaging, and the working platform is shown in Figure 9.

The structure of the working platform is as follows. The platform consists of 65 line array units, marked as $m_{32}, \ldots, m_0, \ldots, m_{32}$, the central frequency of the line array is $f_0 = 3.5$ MHz, the line array is arranged along axis $\hat{x}$, the width of the line array is $c/f_0 = 0.44$ mm, and the height of it is 5 mm, measured by the axis $\hat{y}$; the spacing of the line array is 0.05 mm, and the transmitting signal of the line array is the sine function of two periods, with a frequency of $f_0$, that is $\sin(2\pi f_0 t), 0 \leq t \leq 2/f_0$; the focusing depth of the working platform is $r = 70$ mm, and the sampling frequency is $f_s = 100$ MHz.

The measured object is a cuboid $\{x, y, z; |x| \leq 20$ mm, $|y| \leq 5$ mm, $0 \leq z \leq 90$ mm$\}$ including 6 reflection points evenly spaced along the axis $\hat{z}$: $(0,0,10), (0,0,20), (0,0,30), (0,0,40), (0,0,50); \text{and } (0,0,60)$.

This emulation is parallel line scanning, that is $\theta = 0$, which is parallel to axis $\hat{z}$ and is in plane $\hat{z} \circ \hat{x}$. Scan from $x = -20$ equally spaced to $x = 20$, with a total of 50 scans, and we get $50 \times 65$ original signals. What Figure 10 shows is the 65 original signals by line scanning (signals on the 65 line scanning unit) when $x = 0$.

(1) When $x = 0$, the original signals are on the 65 line arrays.

(2) When $x = 0$, the modulated signal $\varphi_m(t)$ is on the line array unit.

(3) Since the original signal $h(t)$ is the sinusoidal pulse and its continuous Fourier transformation $H(w)$ are only two pulses. To ensure the reversibility of matrix $H$, the original signal needs to be modulated to make it become Gaussian pulse signal. The modulated signal $\varphi_m(t)$ is shown as Figure 12.

(4) When $x = 0$, the B-mode ultrasonic imaging process is as follows: as mentioned above, 65 signals are obtained, where the original signals of the line array units are shown as Figure 11.

The modulated signal is gotten after modulating units on the 65 line array units; sampling vector $c$ is obtained by using the sampling model shown in Figure 7, and $\{t_i\}_{i=1}^L$ is obtained after calculation. In ultrasonic imaging, getting the delay vector means getting the location information of the reflecting point. As shown in Figure 13, when the delayed vector $\Phi(t; \theta = 0)_{|\theta = 0}$ is obtained, set the amplitude of all delayed vectors as 1.
Thus, repeat step (4) for 50 scanning lines; we get 50 groups of delayed vectors of $\Phi(t;\theta=0)|_{x}$, $x=-20$, $-19.2$, $\cdots$, 0, $\cdots$, 19.2, 20.

(6) Use 50 groups of delayed vectors $\{t_{i}\}_{i=1}^{6}$, and the reconstructed image is shown as Figure 14.

According to the above analysis process, the number of sampling points required by traditional B-mode ultrasonic imaging methods is $N_{\text{classic}} = (2R_{\max}/c) \times f_{s} \times 50 = (2 \times 0.1/1540) \times (100 \times 10^{6}) \times 50 = 649350$, while the number of sampling points by using this method is $N_{\text{sub-Nyquist}} = (2L + 1) \times 50 = (2 \times 6 + 1) \times 50 = 650$.

Therefore, the sampling points based on Fourier coefficient indirect sampling model are $650/649350 = 0.1\%$ of that of traditional B-mode phased array ultrasonic imaging method, while the sampling frequency is $0.1/13 = 0.0077\%$.

7. Conclusion

(1) A new FRI sampling model has been proposed based on ultrasonic signal. This model has the advantages such as good stability, simple circuit, and implementation.

(2) A B-mode phased array ultrasonic imaging algorithm has been proposed based on the FRI sampling model. This algorithm is proposed on the basis of both the FRI sampling model and the mathematical model characteristics of B-mode phased array ultrasonic imaging.

(3) The simulation program is designed for the algorithm, and the results show that the sampling point required by the proposed FRI sampling model is $0.1\%$ of the traditional mode of B-mode phased array ultrasonic imaging, and the sampling frequency of the proposed ultrasonic imaging algorithm is $0.0077\%$ of that of the traditional B-mode ultrasonic imaging.
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