Using Self-Organizing Map (SOM) for Clustering and Visualization of New Students based on Grades
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Abstract. Student grouping, particularly in high school, is a necessary process to divide and classify students into classes based on their abilities and interests. Each school may have different approaches to decide the grouping, but most schools use academic grades. The activity occurs every new academic year and schools with plenty of new students registered may feel a bit overwhelmed with this grouping assignment. A decision support system which can automatically perform grouping on a list of students may be able to help the school’s staffs with this repetitive task. A self-organizing map (SOM) is an example of unsupervised learning algorithm using an artificial neural network structure to produce a low dimensional representation from a given input. However, SOM is also known as one of clustering techniques, since dimensionality reduction may also be seen as reducing (or clustering) input data to lower dimensions (or clusters). This research aims to group new enrolled students to a high school based on their academic grades using a SOM learning algorithm. The grades came from their rapport books and national examination results from their previous study. The resulting groups are three distinct clusters which represents Life Sciences, Social Sciences, and Linguistics study areas.

1. Introduction
In Indonesia, general high schools offer several majors (usually two or three majors) which can be chosen by future students (or in this case, may be decided by schools). Each school may have different approaches to decide the grouping, but most schools use academic grades, which is often called as ability grouping or achievement grouping. The implementation of ability grouping puts students in a place that smart children must join smart children and less smart children must join less smart children. Smart and less smart selection is done through report cards. Usually the teacher takes several top-ranking students in one class, then makes one with other students who are ranked above from other classes. This grouping aims to improve student achievement, facilitate teachers in teaching in class, make it easier for teachers to control the process of giving instructions [1]. Abilities in certain subjects are generally reflected by academic grades on those subjects. Thus, schools often group students based on their grades on that particular subjects. The activity occurs every new academic year and schools with plenty of new students registered may feel a bit overwhelmed with this grouping assignment. A decision support system which can automatically perform grouping on a list of students may be able to help the school’s staffs with this repetitive task.

A self-organizing map (SOM) is an example of unsupervised learning algorithm using an artificial neural network structure to produce a low dimensional representation from a given input. The model makes use of Kohonen Map or network [2] and is often used for dimensionality reduction so that data can be
visualized easily. Although SOM is a kind of artificial neural network (ANN), it works a bit differently than regular ANN. While in ANN applies error-correction learning, with the use of gradient descent, SOM uses competitive learning, where each node “competes” against other nodes to be the winning node, which would then get an updated weight. SOM also tries to reserve the topological structure of the input space by applying a neighbourhood function.

Artificial intelligence approach has been widely used to solve problems in every day’s life. Supervised and unsupervised learning algorithms have been developed to solve classic classification, clustering, and association problems. A Support Vector Machine has been used to classify eggs in [3] [4] [5]. A Bayesian Network Model are used for Hepatitis Diagnosis in [6] and combined with ReliefF feature selection in [7]. In [8] [9] and [10], an artificial neural network model was used to predict student’s academic achievement from early semesters input grades, and in [11] combined with Linear Regression and Support Vector Regression. In unsupervised learning, an application of SOM has been implemented to cluster students within a scholarship award scheme [12] [13]. Another application of SOM algorithm in education is to monitor e-learning activities [14] [15] and to visualize students’ cognitive structural model [16]. The use of SOM to cluster students have been investigated in [17], [18], and in [19] is used to investigate students’ interest on Maths subject.

This research aims to group new enrolled students to a high school based on their academic grades on their previous junior high schools using a SOM learning algorithm. The grades used came from their rapport books and national examination results from their previous study.

2. Self-Organizing Maps

Self-Organizing Map (SOM) is first introduced by Teuvo Kohonen in 1996. SOM implements Neural Network that aims to visualize data by reducing the dimensions of the data through use of self-organizing neural networks to map high-dimensional data into low-dimensional one. SOM applies no-guidance input-target or unsupervised learning data assuming a topology structured into clusters [20]. SOM algorithm considers the weight vector for each cluster unit as a sample from the input pattern associated with that cluster. The winning unit cluster is those whose weights match the closest input vector pattern (usually, by the square of the minimum Euclidean distance). The winning unit and its neighbouring units continue to update their weights until they conform with the input patterns. In SOM networks, target neurons are not placed in a row like other ANN models, but instead in two dimensions whose shape can be arranged. Different shapes will produce neurons around different winning neurons so the resulting weights might also be different. In SOM, weight changes are not only made to the weights of the lines connected to the winning neurons, but also to the weights of the lines to the surrounding neurons. There are various kinds of basic SOM implementation, from the shape of the map (rectangular/hexagon, 2D/3D) to the many options of the distance functions to define close neighbourhood. Figure 1 showed an architecture of a typical SOM implementation.

In its basic implementation, SOM is an algorithm that maps data in a high-dimensional vector space (input) to a two-dimensional vector space (output) located at an adjacent location, where each neuron in the input layer is connected to each neuron in the output layer. Each neuron in the output layer represents the class (cluster) of supplied input. With SOM’s nature of reducing dimensions, it is widely used as a dimensionality reduction tool, just like Principal Component Analysis (PCA) does. However, SOM is also known as one of clustering techniques, since dimensionality reduction may also be seen as reducing (or clustering) input data to lower dimensions (or clusters).

The basic steps in SOM algorithm are as follows:
1. Initialization: Determine map shape and size. Assign initial weight from input to output.
2. Sampling: Draw random samples from input adjusted to the map’s size
3. Nearest node computation: Compute closest node from map to input
4. Weight updating: Adjust weights of the neighbouring nodes of the closest node
5. Repeat step 2 to 4 until a certain iteration threshold (or a minimum threshold error value) is reached
3. Methodology

Dataset used is 275 student’s records of rapport and final examination grades from 5 subjects: Maths, Natural Sciences, English, Indonesian, and Social Sciences. There is a total number of 9 attributes (5 subjects in rapport grades and 4 subjects in final examination grades). Fig. 2 describes the flowchart of the system. The SOM algorithm was implemented using Python programming language.

3.1. Initialization

After input data was loaded, normalization was applied to range data from 0 to 1. Initialization step includes determining map’s shape and size, initialized random weights, and setting a maximum value for steps. There is various implementation of SOMs, from the shape of the map (rectangular/hexagon, 2D/3D) to the many options of the distance functions to define a “close” neighborhood. In this research, a 2D, 10 x 10 rectangular map shape was used. Each cell in map stores a 1x9-dimension data point, with initial random weights assigned. A maximum value for steps number was also set at 5,000 iterations.

3.2. Sampling

In each iteration, a random sampling of data, \( d[t] \), was drawn. The sampling was performed with replacement, so that data already selected in previous iterations, might be reselected in the later iterations.

3.3. Nearest node computation

A Best Matching Unit (BMU) was then computed which has the closest distance with the sampled input, using Euclidean Distance. The row and column numbers of the BMU value in map is returned.

3.4. Weight updating

All the neighboring nodes (in this implementation were all four adjacent nodes) of the BMU node have their weights’ updated according to the weight update rule (formula 1):

\[
    w_j(t + 1) = w_j(t) + \alpha(t)[d[t] - w_j(t)]
\]  

(1)

Where \( \alpha(t) \) is a learning rate and it decreases with time. In this implementation, the initial value of \( \alpha \) is 0.6 and in each iteration, \( s[t] \), (\( t \) ranges from 1 to 5000), it decreases by the percentage left of the iteration and computed using formula 2 and 3:
\[ p_i = \frac{1 - \left( \frac{s[i]}{m} \right)}{[i] + u} \]  
\[ u(t) = p \]  
\[ [i] = 1 - \frac{s[i]}{m} \]  
\[ [i] + u \]

Figure 2. System Flowchart

4. Result and Discussion

4.1. Result

A sample of the dataset is in Table 1. The data was normalized (in the range of 0 to 1) before being processed.

| ID   | Rapport Book | Final Exam |
|------|--------------|------------|
|      | MT | NS | EN | ID | SS | MT | NS | EN | ID |
| 180001 | 96.5 | 96.5 | 95.5 | 88.5 | 91.5 | 97.5 | 77.5 | 86 | 86 |
| 180002 | 88.5 | 88.5 | 86.5 | 87 | 89.5 | 82.5 | 90 | 74 | 88 |
| 180003 | 91 | 91 | 95 | 94.5 | 89.5 | 87.5 | 77.5 | 86 | 82 |
| 180004 | 92.5 | 92.5 | 94.5 | 93.5 | 87.5 | 87.5 | 77.5 | 82 | 86 |
| 180005 | 89.5 | 89.5 | 89.5 | 85 | 78 | 90 | 80 | 78 | 84 |
| 180006 | 91 | 91 | 94 | 92.5 | 89 | 77.5 | 85 | 80 | 88 |
| 180007 | 89.5 | 89.5 | 90.5 | 91.5 | 85 | 100 | 80 | 60 | 90 |

After map’s size is determined, which is 10x10 and each cell holds an array of 9 values, random weights were assigned. Table 2 shows a sample random weights for 1 cell:

| ID | MT | NS | EN | ID | SS | MT | NS | EN | ID |
|----|----|----|----|----|----|----|----|----|----|
| 4.170220 05e-01 | 7.203244 93e-01 | 1.143748 17e-04 | 3.023325 93e-01 | 1.467558 91e-01 | 9.233859 48e-02 | 1.862602 11e-01 | 3.455607 27e-01 | 3.967674 74e-01 |

For each iteration, BMU value is calculated and all four surrounding nodes’ weights were adjusted using formula (1). Table 3 lists the final weights for 1 cell:
Table 3. Final weights of a cell in SOM map

|        |        |        |        |        |        |        |
|--------|--------|--------|--------|--------|--------|--------|
| 0.371248 | 0.351578 | 0.374648 | 0.366969 | 0.361304 | 0.508267 | 0.594269 |
| 28     | 07     | 3      | 35     | 72     | 86     | 58     |
|        |        |        |        |        |        |        |
| 0.599300 | 0.746200 |
| 84     | 43     |        |        |        |        |        |

After 5000 iterations, the map is then visualized with U-Matrix. Unified distance matrix (U-Matrix) is used to represent a SOM visually, particularly using colours or grey scales. Adjacent nodes which are similar are visualized with the same colour indicating that they are in the same cluster. Fig. 3 is the U-matrix for the 10x10 generated SOM, where 3(a) is the U-Matrix in rainbow colours and 3(b) in greyscale.

4.2. Discussion

From the result in Fig. 3, we can see that most data fall into one large cluster: purple cluster in Fig. 3(a) or black cluster in Fig. 3(b). There are other smaller clusters on the upper left and lower left parts of the map. Overall, the map suggested that there are 2 to 3 clusters, consisting of 1 large or dominant cluster. This result corresponds to the conventional way of clustering students in high schools, which categorized study areas into 3 groups: Natural Science (IPA), Social Science (IPS), and Linguistics (Bahasa). The large cluster is usually the Natural Science cluster, which often regarded as the favourite study area.

4. Conclusions

This research has produced preliminary insight into new students’ data of grades by identifying groups of students in particular study areas. The number of potential clusters are three clusters, which adheres to the conventional grouping of Natural Science, Social Science, and Linguistics. The cluster which has the largest number of members is Natural Science cluster.
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