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Abstract
This paper reviews and generalizes Feynman’s path integration methods which use time slicing with straight line segments and Fourier sine series. The generalizations are done from variational calculus considerations and in one dimension for simplicity in demonstrating concepts.

1 Introduction

When a time-independent Hamiltonian has an energy eigenvalue spectrum \( \{ E_n \}_{n \in \mathbb{N}} \), a propagator \( K(\mathbf{x}_b, t_b; \mathbf{x}_a, t_a) \) can be used to “propagate” a wavefunction \( \psi(\mathbf{x}, t) \) comprised of the corresponding eigenfunctions \( \{ \varphi_n(\mathbf{x}) \}_{n \in \mathbb{N}} \),

\[
\psi(\mathbf{x}, t) = \sum_{n \in \mathbb{N}} c_n \varphi_n(\mathbf{x}) e^{-iE_n t/\hbar}, \quad \sum_{n \in \mathbb{N}} |c_n|^2 = 1,
\]

from a point \( a \) in space and time to another point \( b \),

\[
\psi(\mathbf{x}_b, t_b) = \int_{\mathbb{R}^3} d^3x_a K(\mathbf{x}_b, t_b; \mathbf{x}_a, t_a) \psi(\mathbf{x}_a, t_a).
\]

The propagator is expandable in this basis of eigenfunctions as

\[
K(\mathbf{x}_b, t_b; \mathbf{x}_a, t_a) = \sum_{n \in \mathbb{N}} \varphi_n(\mathbf{x}_b) \varphi_n^*(\mathbf{x}_a) e^{-iE_n(t_b-t_a)/\hbar}.
\]

Therefore, if the propagator can be determined before explicitly finding eigenfunctions, (1.2) can be used to determine the energy eigenvalue spectrum. This can be achieved with path integral formalism.

The outline of the paper is as follows. Material is reviewed in the following order: variational calculus, the path integral representation of the propagator, Feynman’s time slicing path integration method, and then his Fourier series method \([1]\). With the reviews serving to introduce notation and to provide justification, generalizations to these two methods are then presented. We shall be considering propagators for one dimensional systems.
2 Variational calculus

Variational calculus uses objects known as *functionals*, functions that map input vector functions onto output scalars. A goal in the development of variational calculus was to answer the question, “What functions extremize the value of a functional?” Like a function \( f = f(t) \) having extremal value when evaluated at a point \( t = t_0 \) where its derivative is zero \( (f'(t_0) = 0) \), a functional \( F = F[f] \) is said to have extremal value when evaluated with a function \( f = f_0 \) resulting in a variation of zero \( (\delta F[f_0; g] = 0) \). Expressing arbitrary \( f \) as \( f = f_0 + \sigma g \), where \( \sigma \) is a time independent parameter and \( g = g(t) \) is an arbitrary continuously differentiable function, variation can be represented with the Gâteaux differential \[ \delta F[f_0; g] \equiv \left. \frac{d}{d\sigma} F[f_0 + \sigma g] \right|_{\sigma=0}. \] (2.1)

To further interpret the meaning of this quantity we provide ourselves the following example of the action from classical mechanics.

In physics, functional extremization is done for functionals relating to quantities such as energy, entropy, and path traveled by light. The energy functional is the *action*, commonly denoted in one dimension as

\[
S[x] = \int_{t_a}^{t_b} dt \, L(\dot{x}, x, t),
\] (2.2)

where the integrand \( L = L(\dot{x}, x, t) \) is commonly referred to as the *Lagrangian*. Evaluating the variation of the action for \( x = x_{cl} + \sigma \eta \), we have by chain rule

\[
\delta S[x_{cl}; \eta] = \left. \frac{d}{d\sigma} S[x_{cl} + \sigma \eta] \right|_{\sigma=0} \]

\[
= \int_{t_a}^{t_b} dt \, \left. \frac{d}{d\sigma} L(\dot{x}_{cl} + \sigma \dot{\eta}, x_{cl} + \sigma \eta, t) \right|_{\sigma=0} \]

\[
= \int_{t_a}^{t_b} dt \left( \dot{\eta} \frac{\partial}{\partial \dot{x}_{cl}} + \eta \frac{\partial}{\partial x_{cl}} \right) L(\dot{x}_{cl}, x_{cl}, t). \] (2.5)

With this last statement, we now discuss the significance of functions \( \eta = \eta(t) \) and \( x_{cl} = x_{cl}(t) \). Such functions \( \eta \) exist in what is known as the *space of variations*, satisfying the condition \( \eta(t_a) = \eta(t_b) = 0 \) \[2, 3\]. With such \( \eta \), integration by parts of equation (2.5) leads to

\[
\delta S[x_{cl}; \eta] = \int_{t_a}^{t_b} dt \, \eta \left( -\frac{d}{dt} \frac{\partial L}{\partial \dot{x}_{cl}} + \frac{\partial L}{\partial x_{cl}} \right). \] (2.6)

If the variation is to be set equal to zero, we then have the *Euler-Lagrange equation*,

\[-\frac{d}{dt} \frac{\partial L}{\partial \dot{x}_{cl}} + \frac{\partial L}{\partial x_{cl}} = 0. \] (2.7)

Functions \( x_{cl} \) which satisfy (2.7) then extremize the functional. These functions may correspond to minima, maxima, or critical point values of the action. In this context to the action, \( x_{cl} \) is often referred to as the *classical path*. 
Like the second derivative test, where a point \( t = t_0 \) satisfying \( f'(t_0) = 0, \ f''(t_0) > 0 \) corresponds to a minimum, we find a functional \( F[f] \) evaluated with function \( f = f_0 \) is minimized when \( \delta F[f_0; g] = 0, \ \delta^2 F[f_0; g] > 0, \) where

\[
\delta^2 F[f_0; g] = \frac{d^2}{d\sigma^2} F[f_0 + \sigma g] \bigg|_{\sigma=0}
\]

is referred to as the second variation, and such \( f_0 \) are called stable. In the instance of the action, this becomes

\[
\delta^2 S[x_{cd}; \eta] = \frac{d^2}{d\sigma^2} S[x_{cd} + \sigma \eta] \bigg|_{\sigma=0}
\]

\[
= \int_{t_a}^{t_b} dt \left( \dot{\eta} \frac{\partial}{\partial \dot{x}_{cd}} + \eta \frac{\partial}{\partial x_{cd}} \right)^2 L(\dot{x}_{cd}, x_{cd}, t)
\]

\[
= \int_{t_a}^{t_b} dt \left( \dot{\eta}^2 \frac{\partial^2 L}{\partial \dot{x}_{cd}^2} + 2\dot{\eta} \eta \frac{\partial^2 L}{\partial \dot{x}_{cd} \partial x_{cd}} + \eta^2 \frac{\partial^2 L}{\partial x_{cd}^2} \right)
\]

\[
= \int_{t_a}^{t_b} dt \eta \left[ -\frac{d}{dt} \left( \dot{\eta} \frac{\partial^2 L}{\partial \dot{x}_{cd}^2} \right) + \eta \left( -\frac{d}{dt} \frac{\partial^2 L}{\partial \dot{x}_{cd} \partial x_{cd}} + \frac{\partial^2 L}{\partial x_{cd}^2} \right) \right].
\]

This gives rise to the Legendre condition \[2, 4, 5,\]

\[
\frac{\partial^2 L}{\partial x_{cd}^2} \geq 0, \quad t \in [t_a, t_b],
\]

a necessary condition for the action \( S \) to be a minimum over a given \( x_{cd} \) found with (2.7) when evaluated along \( t \in [t_a, t_b] \).

### 3 The path integral

In path integral formalism, the one dimensional propagator can be stated as

\[
K(x_b, t_b; x_a, t_a) = \int_{x(t_a)=x_a}^{x(t_b)=x_b} \mathcal{D}x \ e^{iS[x]/\hbar},
\]

where \( S[x] = S[b, a] \) is the action between endpoints \( a \) to \( b \) along a given path \( x \), and \( \mathcal{D}x \) is a measure of possible paths between those endpoints. The action along \( x_{cd} \) can be denoted as \( S[x_{cd}] \) or \( S_{cd}[b, a] \). Common characterizations of these other possible paths and corresponding representations of \( \mathcal{D}x \) are presented in the following sections.

The relation of the action \( S \) to (3.1) is that of a phase. Each path contributes to this phase, and can constructively or destructively interfere with the contribution from the other paths. Paths closer to (further from) \( x_{cd} \) constructively (destructively) interfere \[3\]. The overall result is that \( x_{cd} \) should represent the most coherent, probable path in propagating a system from points \( a \) to \( b \). Relating this to the minimization property of stable \( x_{cd} \), we could say smaller action implies longer coherent times. Perhaps some sort of energy-time uncertainty relation can be formulated from this, with interpretation similar to that proposed by Eberly and Singh \[6\].
4 Feynman’s framework of the time slicing method

In his book coauthored with Hibbs, Feynman first introduces the time slicing method to the path integral [1]. For simplicity, they begin by considering Lagrangians of the form

$$L = \frac{1}{2} m \dot{x}^2 - V(x). \quad (4.1)$$

By time slicing, what is meant is the action is uniformly partitioned over $t \in [t_a, t_b]$ in $N \in \mathbb{N}$ time steps $t_n$:

$$x_n = x(t_n), \quad t_n = t_a + n\epsilon, \quad \epsilon = (t_b - t_a)/N, \quad n = 0, 1, \ldots, N. \quad (4.2)$$

We are at point $a$ when $n = 0$ and at point $b$ when $n = N$. This results in the action being expressible as

$$S[b, a] = \sum_{n=1}^{N} S[n, n - 1], \quad S[n, n - 1] = \int_{t_{n-1}}^{t_n} dt \, L. \quad (4.3)$$

Feynman and Hibbs state the actions $S[n, n - 1]$ under this partition are

$$S[n, n - 1] \equiv \frac{1}{2\epsilon} m(x_n - x_{n-1})^2 - \epsilon \bar{V}[n, n - 1], \quad (4.4)$$

where $\bar{V} = \bar{V}[n, n - 1]$ is some average of the potential over $t \in [t_{n-1}, t_n]$. Throughout their work, Feynman and Hibbs use $\bar{V} = V((x_n + x_{n-1})/2), \ V(x_{n-1}),$ or $(V(x_n) + V(x_{n-1}))/2$ [1].

Just as a wavefunction can be convolved with a propagator to move it forward in position and time as in (1.1), so too can the propagator with itself,

$$K(x_b, t_b; x_a, t_a) = \int_{\mathbb{R}} dx_c \ K(x_b, t_b; x_c, t_c) K(x_c, t_c; x_a, t_a). \quad (4.5)$$

This is repeatable any number of times, even up to the time sliced intervals of (4.2),

$$K(x_b, t_b; x_a, t_a) = \int_{\mathbb{R}^{N-1}} \left( \prod_{n=1}^{N-1} dx_n \right) K(x_b, t_b; x_{N-1}, t_{N-1}) \cdots K(x_1, t_1; x_a, t_a). \quad (4.6)$$

As $N \to \infty$, each convolved propagator approaches the short-time propagator [7, 8],

$$K(x_n, t_n; x_{n-1}, t_{n-1}) \to \frac{1}{A} e^{iS[n, n - 1]/\hbar}, \quad (4.7)$$

where $S[n, n - 1]$ is as in (4.4) and $A$ is a normalization constant pertaining to the classical action of the free particle ($S_{cl}[n, n - 1] = m(x_n - x_{n-1})^2/2\epsilon$),

$$A = \int_{\mathbb{R}} dx_{n-1} \ e^{iS_{cl}[n, n - 1]/\hbar} = \left( \frac{i2\pi\hbar\epsilon}{m} \right)^{1/2}. \quad (4.8)$$
We can now interpret the measure \( \mathcal{D}x \) in (3.1). By partitioning the action like Feynman and Hibbs in equation (4.4), we have a way to express multiple paths from points \( a \) to \( b \) using straight line segments like in figure 1. Taking the limit \( N \to \infty \) and substituting (4.7) into (4.6), with the notation of (4.3) we arrive at the expression

\[
K(x_b, t_b; x_a, t_a) = \lim_{N \to \infty} \frac{1}{A} \int_{\mathbb{R}^{N-1}} \left( \prod_{n=1}^{N-1} \frac{dx_n}{A} \right) e^{iS[\{b,a\}]/\hbar}.
\] (4.9)

Figure 1: Trajectory time slicing. Over a time \( t \in [t_0, t_f] \), the path \( x = x(t) \) from point \( x_0 \) to point \( x_f \) in a free particle’s action is approximated by straight line segments [8].

5 Feynman’s framework of the “series” method

For actions with Lagrangians comprised of terms \((\dot{x}, x)\) up to quadratic order [1, 3], we may express the corresponding propagator as

\[
K(x_b, t_b; x_a, t_a) = F(t_b - t_a) e^{iS_{cl}[b,a]/\hbar}.
\] (5.1)

Although (5.1) is Gaussian and therefore \( F = F(t_b - t_a) \) can be determined much in the same way as \( A \) in (4.8), Feynman and Hibbs present an alternative method to time slicing to determine \( F \) [1]. Likely from considering the space of variations, they consider paths which are the sum of the classical path \( x_{cl} \) and paths \( y \) which vanish at points \( a \) and \( b \) \((x = x_{cl} + y)\). With such quadratic Lagrangians, the corresponding action \( S[b,a] = S[x] = S[x_{cl} + y] \) can be expanded up to second variation (2.8). We then find

\[
S[x_{cl} + y] = \int_{t_a}^{t_b} dt \ L(\dot{x}_{cl} + \dot{y}, x_{cl} + y, t)
\]

\[
= \int_{t_a}^{t_b} dt \ L(\dot{x}_{cl}, x_{cl}, t) + 0 + \int_{t_a}^{t_b} dt \ L(\dot{y}, y, t)
\]

\[
= S[x_{cl}] + S[y].
\]
Transforming $Dx \mapsto Dy$ using substitution under integration, $F$ is then expressible as

$$F(t_b - t_a) = \int_{y(t_a) = 0}^{y(t_b) = 0} Dy \, e^{iS[y]/\hbar}. \quad (5.3)$$

Rather than describing paths $y$ using straight line segments as done in their time slicing method, Feynman and Hibbs represent $y$ using Fourier sine series,

$$y(t) = \sum_{n=1}^{\infty} a_n \sin \left( n\pi \frac{t - t_a}{t_b - t_a} \right) = \sum_{n=1}^{\infty} a_n (-1)^{n-1} \sin \left( n\pi \frac{t_b - t}{t_b - t_a} \right). \quad (5.4)$$

As $N \to \infty$, path integration can be achieved by integrating over the amplitudes $\{a_n\}_{n=1}^{N-1}$ rather than the positions $\{y_n\}_{n=1}^{N-1}$ \cite{7,8,9,10}. Transforming between between these two sets of coordinates is linear \cite{9}. Retaining the normalization constants $A$ from \cite{4,8,10}, the change in coordinates over integration is achieved with the determinant $J_{N-1}$ of a Jacobian \cite{9}. We then have

$$F(t_b - t_a) \equiv \lim_{N \to \infty} J_{N-1} A \int_{R^{N-1}} \left( \prod_{n=1}^{N-1} \frac{da_n}{A} \right) e^{iS[y]/\hbar}. \quad (5.5)$$

Instead of first evaluating elements in the Jacobian matrix, Feynman and Hibbs leave it as an exercise to demonstrate for the free particle and harmonic oscillator Lagrangians under straight line segment time slicing that when $J_{N-1}$ is collected with other terms from integration over each $a_n$, as $N \to \infty$ we find

$$J_{N-1} \to (N-1)! \left( \frac{\pi}{\sqrt{2}} \right)^{N-1} \left( \frac{\epsilon}{t_b - t_a} \right)^{N/2}. \quad (5.6)$$

In the instance of the harmonic oscillator potential $V = m\omega^2 x^2/2$, after path integrating we then find the result

$$F(t_b - t_a) = \left( \frac{m\omega}{i2\pi \hbar \sin \omega(t_b - t_a)} \right)^{1/2}. \quad (5.7)$$

### 6 Generalization of the time slicing method

We begin by partitioning the Lagrangian,

$$L = L^{(0)} + L^{(1)} \Rightarrow S = S^{(0)} + S^{(1)}, \quad (6.1)$$

where the Euler-Lagrange equation \cite{2,7} for $L^{(0)}$ results in an expression for the $x_{cl}$ satisfying the Dirichlet boundary conditions $x_{cl}(t_a) = x_a, \ x_{cl}(t_b) = x_b$ ($S^{(0)}[b,a] = S^{(0)}[x_{cl}] = S_{cl}[b,a]$) and $L^{(1)}$ represents a term accounted for perturbatively by evaluating $L^{(1)}$ along $x_{cl}$. To assure minimization, a suitable choice in $L^{(0)}$ is one where both $L^{(0)}$ and $L$ satisfy the Legendre condition \cite{2,13} over $x_{cl}$. Feynman and Hibbs consider the partition of kinetic energy $T$ and potential energy $V$,

$$L^{(0)} = T, \quad L^{(1)} = -V. \quad (6.2)$$
For $T = m\dot{x}^2/2$, we then find with (2.7) over $L^{(0)}$ the classical path

$$x_{cl}(t) = \frac{x_b(t - t_a) + x_a(t_b - t)}{t_b - t_a}. \quad (6.3)$$

Applying the time slicing partition (4.2) to this $x_{cl}$, we use the Heaviside step function $\Theta(t)$ to then express $x(t)$ and $\dot{x}(t)$ as

$$x(t) = \frac{x_1(t-t_a)+x_a(t_1-t)}{\epsilon} \Theta(t_1 - t) + \sum_{n=2}^{N-1} \frac{x_n(t-t_{n-1})+x_{n-1}(t_{n-1}-t)}{\epsilon} \Theta[(t - t_{n-1})(t_n - t)]$$

$$+ \frac{x_n(t-t_{N-1})+x_{N-1}(t_{N-1}-t)}{\epsilon} \Theta(t - t_{N-1}), \quad (6.4)$$

$$\dot{x}(t) = \frac{\epsilon x_a}{\epsilon} \Theta(t_1 - t) + \sum_{n=2}^{N-1} \frac{x_n-x_{n-1}}{\epsilon} \Theta[(t - t_{n-1})(t_n - t)] + \frac{x_{N-1}}{\epsilon} \Theta(t - t_{N-1}). \quad (6.5)$$

The action is then again expressible as (4.3). For each $S[n, n - 1]$, we again recover (4.4), but now we find an explicit form for the average of the potential over the interval using substitution under integration,

$$\overline{V}[n, n - 1] = \frac{1}{\epsilon} \int_{t_{n-1}}^{t_n} dt \overline{V} \left( \frac{x_n(t-t_{n-1})+x_{n-1}(t_{n-1}-t)}{\epsilon} \right)$$

$$= \frac{1}{x_n - x_{n-1}} \int_{x_{n-1}}^{x_n} dx \overline{V}(x). \quad (6.6)$$

It can be demonstrated this integral average over the potential may be approximated by any of the potential averages $\overline{V}$ used by Feynman and Hibbs in (4.4) as $N \to \infty$. Because (6.7) uses one less approximation than Feynman and Hibbs, Makri suggests a faster convergence to the propagator $K(x_b, t_b; x_a, t_a)$ when numerically evaluating path integrals should be achievable \[7\] \[8\].

The normalization constant $A$ in a short-time propagator (4.7) found with the generalized time slicing method can be determined much in the same way as with (1.8). As a Green’s function, a characteristic property of a propagator is that as time difference vanishes ($t_b - t_a \to 0^+$), the function approaches a Dirac delta function ($K(x_b, t_b; x_a, t_a) \to \delta(x_b - x_a)$).

Another way to state this property is Green’s functions are nascent delta functions. Enforcing this property with (4.7), we find

$$\lim_{\epsilon \to 0^+} \frac{e^{iS[0][n, n - 1]/\hbar}}{A} = \lim_{\epsilon \to 0^+} \frac{e^{iS^{(0)}[n, n - 1]/\hbar}}{A} = \delta(x_n - x_{n-1}). \quad (6.8)$$

and therefore

$$\lim_{\epsilon \to 0^+} \frac{1}{A} \int_{\mathbb{R}} dx_{n-1} e^{iS^{(0)}[n, n - 1]/\hbar} = 1. \quad (6.9)$$

\[1\] Shankar states finding $A$ in this manner assumes it does not contain a dimensionless function $f(\epsilon)$ such that $f \to 1$ as $\epsilon \to 0^+$ \[3\], yet there are instances like the damped harmonic oscillator described with the Lagrangian

$$L(\dot{x}, x, t) = \frac{m}{2} e^{\beta t} \left( \dot{x}^2 - \omega^2 x^2 \right) \Rightarrow f(\epsilon) = e^{3\epsilon}.$$

The variable substitution $\xi(t) = x(t)e^{\beta t}$ into this Lagrangian removes apparent violation of the assumption since $K(\xi_n, t_n; \xi_{n-1}, t_{n-1}) \to \delta(\xi_n - \xi_{n-1})$, so $A$ can be determined despite dependence on the given $f$ \[11\].
We are not restricted to the choice of $L(0)$ in (6.2). We could partition the potential as $V = V(0) + V(1)$ such that

$$L(0) = T - V(0), \quad L(1) = -V(1).$$

(6.10)

For example, when we have a harmonic oscillator potential $V(0) = m\omega^2 x^2/2$, for $\epsilon$ such that $\sin k\omega \epsilon \neq 0$, $k = 1, 2, \ldots, N$ \[11, 12\], we find in analogy to (6.4)

$$x(t) = x_1 \sin \omega (t - t_a) + x_n \sin \omega (t_1 - t) \Theta(t_1 - t)$$

$$+ \sum_{n=2}^{N-1} x_n \sin \omega (t - t_{n-1}) + x_{n-1} \sin \omega (t_{n-1} - t) \Theta[(t - t_{n-1})(t_n - t)]$$

$$+ \frac{x_n \sin \omega (t - t_{N-1}) + x_{N-1} \sin \omega (t_{N-1} - t)}{\sin \omega \epsilon} \Theta(t - t_{N-1}),$$

(6.11)

with (6.9) in analogy to (5.7)

$$A = \frac{1}{F(\epsilon)} = \left(\frac{i2\pi \hbar \sin \omega \epsilon}{m\omega}\right)^{1/2},$$

(6.12)

and if $V(1) = V(1)(x)$, we then find in analogy to (6.6, 6.7)

$$\bar{V}(1)[n, n-1] = \frac{1}{\epsilon} \int_{t_{n-1}}^{t_n} dt V(1) \left(\frac{x_n \sin \omega (t - t_{n-1}) + x_{n-1} \sin \omega (t_{n-1} - t)}{\sin \omega \epsilon}\right)$$

$$= \frac{\sin \omega \epsilon}{\omega \epsilon} \int_{x_{n-1}}^{x_n} dx \frac{V(1)(x)}{\sqrt{R^2 - x^2 \sin^2 \omega \epsilon}},$$

(6.13)

where $R = R(x_n, x_{n-1}) = \sqrt{x_n^2 + x_{n-1}^2 - 2x_n x_{n-1} \cos \omega \epsilon}$.

Ideally, an appropriate choice of $L(0)$ may result in a $x_{cl}$ which, under the time slicing procedure described in this section, produces a faster numerical convergence towards the propagator than would a straight-lined path.

7 Generalization of the “series” method

Notice equations (5.1, 5.3) imply the propagator can be represented as \[3\]

$$K(x_b, t_b; x_a, t_a) = \int_{y(t_a)=0}^{y(t_b)=0} \mathcal{D}y e^{iS[y_{cl} + y]/\hbar}.$$  

(7.1)

We use this equation as a stepping stone to a generalization of the “series” method, where we can find other series expressions to use for $y$ besides Fourier (5.4). Such functions will be characterized as satisfying the condition of minimizing the action $S$. Recall that if the action is to be minimized, it is necessary the value of the second variation (2.8) must be greater than zero and so the Legendre condition (2.13) must be satisfied. We will use these facts to derive such series.

We again begin by partitioning the Lagrangian as in (6.1) such that if $S^{(0)}$ is minimized, then $S$ is minimized. We find the classical path $x_{cl}$ which minimizes $S^{(0)}$ such that both $L^{(0)}$
and $L$ satisfy (2.13). Let us now suppose $y$ can be expressed as a superposition of the set of eigenfunctions $\{u_n\}_{n=1}^{\infty}$,

$$y(t) = \sum_{n=1}^{\infty} a_n u_n(t).$$

(7.2)

We determine these eigenfunctions with the second variation (2.12), imposing the Sturm-Liouville equation \[4, 5\]

$$-\frac{d}{dt} \left( \frac{\partial^2 L(0)}{\partial \dot{x}_c^2} u_n \right) + \left( \frac{\partial \ddot{x}_c}{\partial x_c} \frac{\partial^2 L(0)}{\partial x_c^2} + \frac{\partial \dot{x}_c}{\partial x_c} \frac{\partial^2 L(0)}{\partial x_c \partial \dot{x}_c} \right) u_n = \lambda_n \frac{\partial^2 L(0)}{\partial \dot{x}_c^2} u_n.$$  

(7.3)

For all $x_c$ determined from the Euler-Lagrange equation (2.7), it can be demonstrated \[2\]

$$-\frac{d}{d\sigma} \left( \frac{\partial^2 L(0)}{\partial \dot{x}_c^2} \right) + \frac{\partial^2 L(0)}{\partial x_c^2} - \frac{\partial \ddot{x}_c}{\partial x_c} \frac{\partial^2 L(0)}{\partial x_c^2} + \frac{\partial \dot{x}_c}{\partial x_c} \frac{\partial^2 L(0)}{\partial x_c \partial \dot{x}_c}.$$  

(7.4)

Solutions $\{u_n\}_{n=1}^{\infty}$ satisfy vanishing Dirichlet boundary conditions ($u_n(t_a) = u_n(t_b) = 0$) and the orthogonality condition

$$\int_a^b d\tau \frac{\partial^2 L(0)}{\partial \dot{x}_c^2} u_m u_n = \delta_{mn} \int_a^b d\tau \frac{\partial^2 L(0)}{\partial \dot{x}_c^2} u_m^2.$$  

(7.5)

With equations (2.1, 2.8) being the first and second order variations of a functional $F = F[f]$, we can generalize to $n$th order with

$$\delta^n F[f_0; g] \equiv \frac{d^n}{d\sigma^n} F[f_0 + \sigma g] \bigg|_{\sigma=0}.$$  

(7.6)

We may use this to write the action $S[x_c + y]$ in (7.1) as

$$S[x_c + y] = \sum_{n=0}^{\infty} \frac{\delta^n S[x_c; y]}{n!}$$  

(7.7)

$$= \exp \left( \frac{d}{d\sigma} \right) S[x_c + \sigma y] \bigg|_{\sigma=0}$$  

(7.8)

$$= \int_t^{t_b} dt \exp \left( y \frac{\partial}{\partial \dot{x}_c} + \frac{\partial}{\partial x_c} \right) L(\dot{x}_c, x_c, t).$$  

(7.9)

Using for $y$ our expression (7.2) and $\{u_n\}_{n=1}^{\infty}$ satisfying (7.3, 7.5), we may find with (7.9, 5.2) that

$$S^{(0)}[x_c + y] = \int_t^{t_b} dt \int_{x_l}^{x_r} d\tau L^{(0)} \left( \dot{x}_c + \sum_{n=1}^{\infty} \sqrt{\lambda_n} a_n u_n, x_c, t \right).$$  

(7.10)

\[2\] For $L = L(\dot{x}, x, t)$, treating $(\dot{x}, x)$ as independent while differentiating with respect to $t$ \[4, 13\], this follows from the identity

$$\frac{\partial}{\partial \dot{x}} \frac{d}{dt} L = \frac{d}{dt} \frac{\partial^2 L}{\partial \dot{x}^2} + \frac{\partial^2 L}{\partial x \partial \dot{x}} + \frac{\partial}{\partial \dot{x}} \frac{\partial^2 L}{\partial x \partial \dot{x}}.$$
provided the subsidiary condition

\[
\int_{t_a}^{t_b} \frac{\partial L(0)}{\partial \dot{x}_{cl}} u_n \, dt = 0 \tag{7.11}
\]

can be satisfied so that \(\delta S(0)[x_{cl}; y] = 0\). This can restrict the possible boundary condition values taken at \(x_{cl}(t_a)\) and \(x_{cl}(t_b)\).

As an example of the generalized series method, consider when \(L(0) = L(0)(\dot{x})\) such that \(\dot{x}_{cl}\) is constant. With (7.3, 7.5, 7.11), we find eigenfunctions

\[
u_n(t) = \sin \left(2n\pi \frac{t - t_a}{t_b - t_a}\right) = -\sin \left(2n\pi \frac{t_b - t}{t_b - t_a}\right). \tag{7.12}\]

As another example, when \(L(0)\) is that of a harmonic oscillator with angular frequency \(\omega\), it may at first appear we would have the exact same set of eigenfunctions as (7.12). However, (7.7.11) cannot be satisfied unless we have with \(x_{cl}\) that \(x_b = x_a (-x_a)\) for odd (even) \(n\). Furthermore, the corresponding eigenvalues \(\{\lambda_n\}_{n=1}^{\infty}\) initially determined with (7.3) are shifted by \(\omega^2\),

\[
\lambda_n = \left(\frac{n\pi}{t_b - t_a}\right)^2 - \omega^2. \tag{7.13}\]

Since we must have \(\lambda_n > 0 \:\forall \: n = 1, 2, \ldots\) in order for \(S(0)[x_{cl}]\) to correspond to a minimum, we are constrained to \(n > \omega(t_b - t_a)/\pi\), inclusive of both odd and even \(n\) if \(x_b \neq \pm x_a\).

Comparing to the Jacobian determinant \(J_{N-1}\) from the Fourier sine series (5.4) used in linearly transforming \(\{y_n\}_{n=1}^{N-1} \mapsto \{a_n\}_{n=1}^{N-1}\) as \(N \to \infty\), we find with (7.2) and for comparison’s sake with (7.12) that

\[
J_{N-1} \to (N - 1)! \left(\frac{2\pi}{\sqrt{2}}\right)^{N-1} \left(\frac{\epsilon}{t_b - t_a}\right)^{N/2}. \tag{7.14}\]

Derivation of this result is straightforward due to separability between the action over \(x_{cl}\) and \(y\) in (5.1) [1]. If (7.1) cannot be separated as such, explicit evaluation of \(J_{N-1}\) may be necessary. We present here two methods similar to those of Royer and Coalson [7, 8, 9, 10], both of which start with the assumption that we approximate (7.2) to the first \(N - 1\) terms,

\[
y(t) \simeq \sum_{n=1}^{N-1} a_n u_n(t). \tag{7.15}\]

The first method is to approximately evaluate \(\{y_n\}_{n=1}^{N-1}\) in terms of (7.15) using the time slicing condition (4.2),

\[
y_n = y(t_n) \simeq \sum_{m=1}^{N-1} a_m u_m(t_n), \quad n = 1, 2, \ldots, N - 1. \tag{7.16}\]
Taking the determinant of the matrix transforming \( \{y_n\}_{n=1}^{N-1} \mapsto \{a_n\}_{n=1}^{N-1} \) is then \( J_{N-1} \). For example, still using (7.12) for comparison to (5.4), we have
\[
y_n \simeq \sum_{m=1}^{N-1} a_m \sin \left( \frac{2nm\pi}{N} \right).
\]  
(7.17)

Convergence to (7.14) from (7.17) might be slow, as the factors which emerge in (7.14) are not readily apparent unless the approximation \( \sin x \simeq x \) for small \( x \) as \( N \to \infty \) can be somehow applied to (7.17) in a consistent manner. Furthermore, as demonstrated in the bottom row of figure 2, \( \dot{y} \) found with this fitting can take on values over \( t \in [t_a, t_b] \) considerably different between the time sliced and series paths. This may slow the numerical convergence towards the propagator when compared to the time slicing method [8, 9, 10].

![Figure 2: Transforming from \( \{x_n\}_{n=1}^{N-1} \) \( (x_0 = x_N = 0) \) to \( \{a_n\}_{n=1}^{N-1} \) over \( t \in [0, 1] \). Fitting points from a time sliced path of \( N \) straight line segments (solid line) using a \( N \)-term Fourier sine series (dotted line), for (a) \( N = 4 \) and (b) \( N = 10 \). The top row represents the path \( x \) and the bottom row its time derivative \( \dot{x} \) [9].](image)

The second method is to make use of the orthogonality of \( \{u_n\}_{n=1}^{N-1} \) from (7.5). We have
\[
\int_{t_a}^{t_b} dt \, \frac{\partial^2 L(0)}{\partial \dot{x}^2} u_n y = a_n \int_{t_a}^{t_b} dt \, \frac{\partial^2 L(0)}{\partial \dot{x}^2} u_n^2,
\]  
(7.18)

so expressing \( y(t) \) in terms of \( \{y_n\}_{n=1}^{N-1} \) we can construct the matrix transforming \( \{a_n\}_{n=1}^{N-1} \mapsto \{y_n\}_{n=1}^{N-1} \). The determinant of this matrix is then \( 1/J_{N-1} \). Continuing with the example of (7.12), using (7.18) with the corresponding time sliced partition (6.4) we find
\[
a_n = \frac{2N}{n^2 \pi^2} \sin^2 \left( \frac{n\pi}{N} \right) \sum_{m=1}^{N-1} y_m \sin \left( \frac{2nm\pi}{N} \right).
\]  
(7.19)

Given the difference in prefactor between (7.17) and (7.19), using the second method may result in a \( J_{N-1} \) which converges to (7.14) quicker than when using the first method. This
second method may therefore improve the convergence rate towards the propagator when numerically evaluating the path integral with the series method.\footnote{A possible critique relating to constraint \((7.11)\) could be that when transforming between \(\{y_n\}_{n=1}^{N-1} \leftrightarrow \{a_n\}_{n=1}^{N-1}\) using either \((7.16)\) \(7.18\), not all \(y_n\) can be expressed in terms of \(a_n\) for some finite \(N\), and vice versa. For example, when \(N = 2k\) such that \(k = 1, 2, \ldots\), with \((7.17)\) we find \(y_k = 0\) and with \((7.19)\) we find \(a_k = 0\), among other problems. In this instance we should take this to imply only consideration of \(N = 2k + 1\). We must remind ourselves \((7.17)\) \(7.19\) are only properly applicable as \(N \to \infty\), so we can have \(2k + 1 = N \to \infty\) if we instead first assume \(k \to \infty\). This just demonstrates we have to be mindful of our limiting procedures. Furthermore, we can always choose generally which \(u_n\) are used to approximately construct \(y\), not just those in \((7.15)\). Selecting which \(a_n\) to represent \(\{y_n\}_{n=1}^{N-1}\) may address similar problems with other series besides \((7.17)\) \(7.19\).}

8 Discussion

Portions of both generalized methods have been demonstrated in literature \([3, 4, 5, 7, 8, 11, 12, 14, 15]\). Early on Davison deduced series other than Fourier could be used \([14]\). Investigation into the series method was inspired by the work of Gelfand and Fomin where it is assumed

\[
\int_{t_a}^{t_b} dt u_m u_n = \delta_{mn}
\]

such that \(\delta^{2}S(0)[x_{cl}, u_n] = \lambda_n > 0\) can be inferred as opposed to \((7.5)\) \([4, 5, 12]\). A method sharing similarities to the generalized series method presented here is in using the method of steepest descent, or stationary phase approximation, to provide an alternative method in approaching the Jacobian determinant found under \((5.6, 7.14)\) using a determinant property of multivariate Gaussians \([5, 16, 17]\).

Hopefully, what has been written here will be of some utility. If not with propagators in quantum mechanics, then perhaps with ghost fields coming from Lagrangian densities \(L = L(\partial_{\mu} \phi, \phi, x^{\mu})\) in quantum field theory \([17, 18]\). What may be an interesting question to then ask is if the resulting field operators coming from \(L\) and analogous to \(\{u_n\}_{n=1}^{\infty}\) have physical meaning.
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