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ABSTRACT. The aim of this work is to algebraically describe the relative generalized Hamming weights of evaluation codes. We give a lower bound for these weights in terms of a footprint bound. We prove that this bound can be sharp. We compute the next-to-minimal weight of toric codes over hypersimplices of degree 1.

1. INTRODUCTION

Let $K := \mathbb{F}_q$ be a finite field with $q$ elements, $S := K[t_1, \ldots, t_s] = \bigoplus_{d=0}^{\infty} S_d$ a polynomial ring over $K$ with the standard grading, and $X := \{P_1, \ldots, P_m\}$ a set of distinct points in the affine space $\mathbb{A}^s := K^s$. The evaluation map is the $K$-linear map given by

$$\text{ev}: S \rightarrow K^m, \quad f \mapsto (f(P_1), \ldots, f(P_m)).$$

The kernel of ev, denoted by $I(X)$, is the vanishing ideal of $X$ consisting of the polynomials of $S$ that vanish at all points of $X$. This map induces an isomorphism of $K$-linear spaces between $S/I(X)$ and $K^m$. Let $\mathcal{L}$ be a linear subspace of $S$ of finite dimension. The image of $\mathcal{L}$ under the evaluation map, denoted by $\mathcal{L}_X$, is called an evaluation code on $X$ [39, 41]. Fix an integer $d \geq 1$ and let $S_{d} := \bigoplus_{i=0}^{d} S_i$ be the $K$-linear subspace of $S$ of all polynomials of degree at most $d$. If $\mathcal{L}$ is equal to $S_{d}$, then the resulting evaluation code $\mathcal{L}_X$, denoted by $C_X(d)$, is called an affine Reed-Muller-type code of degree $d$ on $X$ [13, 22].

Let $\prec$ be a monomial order on $S$ and $I := I(X)$ the vanishing ideal of $X$. We denote the initial monomial of a non-zero polynomial $f \in S$ by $\text{in}_{\prec}(f)$, and the initial ideal of $I$ by $\text{in}_{\prec}(I)$. A monomial $t^a := t_1^{a_1} \cdots t_s^{a_s}, a = (a_1, \ldots, a_s) \in \mathbb{Z}_{\geq 0}^s$, is called a standard monomial of $S/I$, with respect to $\prec$, if $t^a \notin \text{in}_{\prec}(I)$. The footprint of $S/I$, denoted $\Delta(I)$, is the set of all standard monomials of $S/I$. The footprint has been extensively utilized for the study of evaluation codes [14, 17, 18, 20, 21, 25, 26, 28].

If $A \subseteq S$, the linear subspace of $S$ spanned by $A$ is denoted by $K A$. The linear code $\mathcal{L}_X$ is called a standard evaluation code on $X$ relative to $\prec$ if $\mathcal{L}$ is a linear subspace of $K \Delta_{\prec}(I)$. A polynomial $f$ is called a standard polynomial of $S/I$ if $f \neq 0$ and $f$ is in $K \Delta_{\prec}(I)$. As the field $K$ is finite, there are only a finite number of standard polynomials. The standard evaluation codes are those evaluation codes defined by vector spaces generated by standard polynomials. The dual of an evaluation code $\mathcal{L}_X$, denoted by $(\mathcal{L}_X)^\perp$, is the set of all $\alpha \in K^m$ such that $\langle \alpha, \beta \rangle = 0$ for all $\beta \in \mathcal{L}_X$, where $\langle , \rangle$ is the ordinary inner product in $K^m$. In [30], the code $(\mathcal{L}_X)^\perp$ is
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studied in terms of standard monomials and indicator functions. Among the main properties, it is shown that the dual of an evaluation code is an evaluation code.

Let \( C \subseteq K^m \) be a linear code. The Hamming weight, or just weight, of an element \( c \in C \) is the number of nonzero coordinates in \( c \). Let \( A_i(C) \) be the number of codewords of weight \( i \) in \( C \). The list \( A_i \) for \( 0 \leq i \leq m \) is called the weight distribution of \( C \). The elements \( i > 0 \) for which \( A_i(C) \neq 0 \) are called the Hamming weights or next-to-minimal weights of \( C \). Thus, the minimum distance of \( C \) is the first non-zero Hamming weight. The Hamming weights allow us the computation of important efficiency parameters for the code \( C \), such as the Probability of Undetected Error \[44\].

Cherdieu, Rolland, Geil, Bruen, and Leduc studied the weight distribution of generalized Reed-Muller codes in \[4, 11, 15, 29, 37\]. More recently, Carvalho and Neumann have determined the next-to-minimal weights of affine Cartesian codes, binary projective Reed-Muller codes, and projective Reed-Muller codes \[5, 6, 7, 8, 9, 10\]. In this work, we study the next-to-minimal weights of certain evaluation codes called toric codes over hypersimplices.

The relative generalized Hamming weights (RGHW) of two linear codes \( C_2 \subseteq C_1 \) were introduced by Luo et al. in \[32\]. In the same work, the relative dimension/length profile is also extended. The RGHW are a natural generalization of the generalized Hamming weights \[43\]. The RGHW are important to design a perfect secrecy coding scheme for the coordinated multiparty model. As another application, the \( m \)-th RGHW of two codes \( C_2 \subseteq C_1 \) expresses the smallest size of unauthorized sets that can obtain \( m \) \( q \)-bits \[2\], where \( q \) is the size of the alphabet of the codes \( C_1 \) and \( C_2 \).

The RGHW of certain important families of linear codes have been studied recently. Some properties of the RGHW of one-point algebraic geometry codes are described in \[19\]. O. Geil and M. Stefano obtained the relative generalized Hamming weights of \( q \)-ary Reed-Muller codes using the footprint bound \[16\]. M. Datta followed the footprint bound technique and presented a combinatorial formula for the relative generalized Hamming weights of affine Cartesian codes \[14\]. These works introduced methods to study certain evaluation codes. In this work, we algebraically describe the RGHW of evaluation codes in terms of the degree of \( I(X) \).

The contents of this paper are as follows. In Section 2 we introduce some concepts that will be needed throughout the paper. In Section 3 we show our main results related to RGHW. Theorem 3.3 gives an algebraic equivalence for the relative generalized Hamming weights of evaluation codes. In Section 4 we present the next-to-minimal weights of toric codes over hypersimplices of degree one. We also provide bounds for the maximum number of zeros of homogeneous squarefree polynomials over the affine torus. Section 5 includes implementations in Macaulay2 \[24\] and examples that illustrate some of our results.

For additional information about Gröbner bases and Commutative Algebra, we refer to \[42\]. For basic Coding Theory, we refer to \[33\].

2. Preliminaries

In this section, we explore some well-known definitions and results that we use in the following sections. In particular, we revisit the notion of affine Hilbert functions and the degree of an ideal, which help us to determine the maximum number of common zeros of a system of polynomials. We also recall the definition of relative generalized Hamming weight of a code. For a more detailed description of the results that are mentioned here we refer to \[12, 32, 33, 12\].

Let \( I \) be an ideal of \( S = K[t_1, \ldots, t_s] \). The Krull dimension of \( S/I \) is denoted by \( \dim(S/I) \). We say that the ideal \( I \) has dimension \( k \) if \( \dim(S/I) \) is equal to \( k \). The height of \( I \) is denoted
and defined by \( \text{ht}(I) := s - \dim(S/I) \). The \( K \)-linear space of polynomials in \( S \) (resp. \( I \)) of degree at most \( d \) is denoted by \( S_{\leq d} \) (resp. \( I_{\leq d} \)). The function
\[
H^d_I(d) := \dim_K(S_{\leq d}/I_{\leq d}), \quad d = 0, 1, 2, \ldots,
\]
is called the affine Hilbert function of \( S/I \). Let \( u = t_{s+1} \) be a new variable and let \( I^h \subseteq S[u] \) be the homogenization of \( I \), where \( S[u] \) is given the standard grading. One has the following two well-known facts
\[
\dim(S[u]/I^h) = \dim(S/I) + 1 \quad \text{and} \quad H^d_I(d) = H^d_{I^h}(d) \quad \text{for} \quad d \geq 0,
\]
where \( H^d_{I^h}(d) = \dim_K(S[u]/I^h_d) \). See for instance [32, Lemma 8.5.4]. By a Hilbert theorem [38, p. 58], there is a unique polynomial \( h^d_I(z) = \sum_{i=0}^k a_i z^i \in \mathbb{Q}[z] \) of degree \( k \) such that \( h^d_I(d) = H^d_I(d) \) for \( d \gg 0 \). By convention the degree of the zero polynomial is \(-1\). The integer \( k! a_k \), denoted \( \deg(S/I) \), is called the degree of \( S/I \). The degree of \( S/I \) is equal to \( \deg(S[u]/I^h) \). If \( k = 0 \), then \( H^d_I(d) = \deg(S/I) = \dim_K(S/I) \) for \( d \gg 0 \). Note that the degree of \( S/I \) is positive if \( I \subseteq S \) and is 0 otherwise.

Let \( F \) be a finite subset of \( S \) and \( X = \{P_1, \ldots, P_n\} \) a set of distinct points in the affine space \( \mathbb{A}^n \). The affine variety of \( F \) in \( X \), denoted by \( V_X(F) \), is the set of all \( P \in X \) such that \( f(P) = 0 \) for all \( f \in F \). The colon ideal is defined by
\[
(I : (F)) := \{g \in S \mid gF \subseteq I\}.
\]
The colon ideal is an important tool to determine whether or not the affine variety \( V_X(F) \) is non-empty (Lemma 2.3).

We now recall some important properties.

**Lemma 2.1.** [27, p. 389] Let \( X \) be a finite subset of \( \mathbb{A}^n \), let \( P \) be a point in \( X \), \( P = (p_1, \ldots, p_s) \), and let \( I_P \) be the vanishing ideal of \( P \). Then \( I_P \) is a maximal ideal of height \( s \),
\[
I_P = (t_1 - p_1, \ldots, t_s - p_s), \quad \deg(S/I_P) = 1,
\]
and \( I(X) = \bigcap_{P \in X} I_P \) is the primary decomposition of \( I(X) \).

**Lemma 2.2.** (cf. [34, Lemma 3.3]) Let \( d_1, \ldots, d_s \) be positive integers and let \( L \) be the ideal of \( S \) generated by \( t_1^{d_1}, \ldots, t_s^{d_s} \). If \( t^a = t_1^{a_1} \cdots t_s^{a_s} \) is not in \( L \), then
\[
\deg(S/(L, t^a)) = d_1 \cdots d_s - (d_1 - a_1) \cdots (d_s - a_s).
\]

**Lemma 2.3.** [26, Lemma 2.5] Let \( X \) be a finite subset of \( \mathbb{A}^n \) over a field \( K \) and let \( F = \{f_1, \ldots, f_r\} \) be a set of polynomials of \( S \). Then, the following conditions are equivalent.

(a) \( (I(X) : (F)) = I(X) \).
(b) \( V_X(F) = \emptyset \).
(c) \( (I(X), F) = S \).

Let \( \prec \) be a monomial order and \( \Delta_{\prec}(I) \) the set of standard monomials of \( S/I \). The image of \( \Delta_{\prec}(I) \), under the canonical map \( S \rightarrow S/I, x \mapsto \overline{x} \), is a basis of \( S/I \) as a \( K \)-vector space [3, Proposition 6.52]. In particular, \( H^d_I(d) \) is the number of standard monomials of \( S/I \) of degree at most \( d \). For the set of polynomials \( F \subseteq S \) we set \( \text{in}_{\prec}(F) := \{\text{in}_{\prec}(f) : f \in F\} \). A subset \( G = \{g_1, \ldots, g_n\} \) of \( I \) is called a \( \text{Gröbner basis} \) of \( I \) if \( \text{in}_{\prec}(I) = (\text{in}_{\prec}(g_1), \ldots, \text{in}_{\prec}(g_n)) \).

**Theorem 2.4.** [26, Theorem 2.12] Let \( X \) be a finite subset of \( \mathbb{A}^n \), let \( I = I(X) \) be the vanishing ideal of \( X \), and let \( \prec \) be a monomial order. If \( F \) is a finite set of polynomial of \( S \) and \( (I : (F)) \neq I \), then
\[
|V_X(F)| = \deg(S/(I, F)) \leq \deg(S/(\text{in}_{\prec}(I), \text{in}_{\prec}(F))) \leq \deg(S/I) = |X|,
\]
and \( \deg(S/(I, F)) < \deg(S/I) \) if \((F) \not\subseteq I\).

We now recall the definition of the relative generalized Hamming weights of a linear code with respect to a proper subcode.

**Definition 2.5.** Let \( C_2 \subseteq C_1 \) two linear codes. For \( r \in \{1, \ldots, \dim(C_1) - \dim(C_2)\} \), the \( r \)-th relative generalized Hamming weight of \( C_1 \) with respect to \( C_2 \) is denoted and defined as

\[
M_r(C_1, C_2) := \min \{|J| : \dim((C_1)_J) - \dim((C_2)_J) = r\},
\]

where \((C_i)_J = \{(c_1, \ldots, c_n) \in C_i | c_t = 0 \text{ for } t \notin J\} \) for \( i = 1, 2 \).

The support \( \mathcal{X}(D) \) of a code \( D \subseteq K^m \) is defined by the set

\[
\mathcal{X}(D) := \{i \mid \exists (a_1, \ldots, a_m) \in D, a_i \neq 0\}.
\]

The support \( \mathcal{X}(\alpha) \) of a vector \( \alpha \in K^m \) is the set of all non-zero entries of \( \alpha \).

The following lemma gives us an alternative description for the relative generalized Hamming weights.

**Lemma 2.6.** Let \( C_2 \subseteq C_1 \) be linear codes. For \( r = 1, \ldots, \dim(C_1) - \dim(C_2) \), we have

\[
M_r(C_1, C_2) := \min\{|\mathcal{X}(D)| : D \subseteq C_1; D \cap C_2 = \{0\}, \dim(D) = r\},
\]

where \( D \subseteq C_1 \) represents that \( D \) is a subcode of \( C_1 \).

**Remark 2.7.** Note that if \( C_2 = \{0\} \), then the \( r \)-th relative generalized Hamming weight of \( C_1 \) with respect to \( C_2 \) is equal to the \( r \)-th generalized Hamming weight of \( C_1 \).

### 3. An algebraic representation

In this section, we algebraically describe the relative generalized Hamming weights of evaluation codes \( \mathcal{L}_X^2 \subseteq \mathcal{L}_X^1 \) in terms of the degree of \( I = (X) \). In addition, we provide a lower bound for these relative weights in terms of the footprint.

Given two linear subspaces \( \mathcal{L}_1 \subseteq \mathcal{L}_2 \) of \( K\Delta_{\prec}(I) \), we denote by \( \mathcal{L}_1/\mathcal{L}_2 \) the quotient linear space of \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \), and by \( \mathcal{L}_1 \setminus \mathcal{L}_2 \) the set of elements of \( \mathcal{L}_1 \) that are not elements in \( \mathcal{L}_2 \). We denote by \( \mathcal{R}_r \) as the set of all subsets \( F = \{f_1, \ldots, f_r\} \subseteq \mathcal{L}_1 \) of size \( r \) such that the elements \( \overline{f_1}, \ldots, \overline{f_r} \in \mathcal{L}_1/\mathcal{L}_2 \) are linearly independent, where \( \overline{f_i} := f_i + \mathcal{L}_2 \), for \( i = 1, \ldots, r \). Let \( \mathcal{R}_{\prec, r} \) be the set of all subsets \( F = \{f_1, \ldots, f_r\} \subseteq \mathcal{L}_1 \setminus \mathcal{L}_2 \) of size \( r \) such that \( \in_{\prec}(f_1), \ldots, \in_{\prec}(f_r) \) are distinct monomials and \( f_i \) is monic for \( i = 1, \ldots, r \).

**Lemma 3.1.** Let \( \mathcal{L}_2 \subseteq \mathcal{L}_1 \) be two \( K \)-linear subspaces of \( K\Delta_{\prec}(I) \subseteq S \) of finite dimension, and let \( F = \{f_1, \ldots, f_r\} \) be a subset of \( \mathcal{L}_1 \setminus \{0\} \). Then, the following hold.

(a) If \( \overline{f_1}, \ldots, \overline{f_r} \subseteq \mathcal{L}_1/\mathcal{L}_2 \) are linearly independent over \( K \), then there is \( G = \{g_1, \ldots, g_r\} \subseteq \mathcal{L}_1 \setminus \mathcal{L}_2 \) such that \( KF = KG \), in \( \in_{\prec}(g_1), \ldots, \in_{\prec}(g_r) \) are distinct, and \( \in_{\prec}(f_i) \geq \in_{\prec}(g_i) \) for all \( i \).

(b) If \( \in_{\prec}(f_1), \ldots, \in_{\prec}(f_r) \) are distinct, and \( f_1, \ldots, f_r \in \mathcal{L}_1 \setminus \mathcal{L}_2 \), then \( \overline{f_1}, \ldots, \overline{f_r} \) are linearly independent over \( K \).

(c) \( \mathcal{R}_{\prec, r} \subseteq \mathcal{R}_r \), and if \( F \) is in \( \mathcal{R}_r \), then there is \( G \) in \( \mathcal{R}_{\prec, r} \) such that \( KF = KG \).

**Proof.** (a) As \( \overline{f_1}, \ldots, \overline{f_r} \subseteq \mathcal{L}_1/\mathcal{L}_2 \) are linearly independent over \( K \), then \( f_1, \ldots, f_r \) are linearly independent over \( K \). We proceed by induction on \( r \). For the case \( r = 1 \), take \( g_1 := f_1 \). Assume that \( r > 1 \). If it is needed, permute the \( f_i \)'s so we have that \( \in_{\prec}(f_1) \geq \cdots \geq \in_{\prec}(f_r) \).
• Assume in_<(f_1) ⊃ in_<(f_2). By applying the induction hypothesis to the set \( H = \{f_2, \ldots, f_r\}\), we obtain a set \( G' = \{g_2, \ldots, g_r\} \subseteq \mathcal{L}^1 \setminus \mathcal{L}^2\) such that \( KH = KG'\), the monomials \( \text{in}_<(g_2), \ldots, \text{in}_<(g_r)\) are distinct, and \( \text{in}_<(f_i) \succeq \text{in}_<(g_i)\) for all \( i \geq 2\). Setting \( g_1 := f_1 \) and \( G := G' \cup \{g_1\}\), we get \( KF = KG\), and the monomial \( \text{in}_<(g_1)\) is distinct from \( \text{in}_<(g_2), \ldots, \text{in}_<(g_r)\) because \( \text{in}_<(f_i) \succeq \text{in}_<(g_i)\) for \( i \geq 2\).

• Assume that there is \( k \geq 2\) such that \( \text{in}_<(f_1) = \text{in}_<(f_i)\) for \( i \leq k\) and \( \text{in}_<(f_i) \succ \text{in}_<(f_1)\) for \( i > k\). We set \( h_i := f_1 - f_i\) for \( i = 2, \ldots, k\) and \( h_i := f_i\) for \( i = k + 1, \ldots, r\). Note that \( \text{in}_<(f_1) \succ \text{in}_<(h_i)\) for \( i \geq 2\), \( h_2, \ldots, h_r\) are in \( \mathcal{L}^1 \setminus \mathcal{L}^2\), and \( h_2, \ldots, h_r\) are linearly independent over \( K\). By applying the induction hypothesis to the set \( H = \{h_2, \ldots, h_r\}\), we get a set \( G'' = \{g_2, \ldots, g_r\} \subseteq \mathcal{L}^1 \setminus \mathcal{L}^2\) such that \( KH = KG''\), \( \text{in}_<(g_2), \ldots, \text{in}_<(g_r)\) are distinct, and \( \text{in}_<(h_i) \succ \text{in}_<(g_i)\) for all \( i \geq 2\). Setting \( g_1 := f_1\) and \( G := G'' \cup \{g_1\}\), we get \( KF = KG\), and the monomial \( \text{in}_<(g_1)\) is distinct from \( \text{in}_<(g_2), \ldots, \text{in}_<(g_r)\) because \( \text{in}_<(f_1) \succ \text{in}_<(h_i) \succeq \text{in}_<(g_i)\) for \( i \geq 2\).

(b) By hypothesis, permuting if necessary, we have that \( \text{in}_<(f_1) \succ \cdots \succ \text{in}_<(f_r)\). Since \( f_1, \ldots, f_r \in \mathcal{L}^1 \setminus \mathcal{L}^2\), it is sufficient to show that \( f_1, \ldots, f_r\) are linearly independent. Assume that \( \sum_{i=1}^r \lambda_i f_i = 0\), \( \lambda_i \in K\) for all \( i\). We proceed by contradiction assuming \( \lambda_1 = \cdots = \lambda_{k-1} = 0\) and \( \lambda_k \neq 0\) for some \( k\). Setting \( f = \sum_{i=k}^r \lambda_i f_i\), we get \( \text{in}_<(f) = \text{in}_<(f_k)\) and \( f \neq 0\), a contradiction.

(c) This follows from (a) and (b). \(\square\)

The following result describes how to compute the support of a code \( D \subseteq K^m\). For completeness, we also add a short proof.

**Lemma 3.2.** [21, Lemma 2.1] Let \( D \subseteq K^m\) be a subcode of dimension \( r \geq 1\). If \( \beta_1, \ldots, \beta_r\) is a \( K\)-basis for \( D\) with \( \beta_i = (\beta_{i,1}, \ldots, \beta_{i,m})\) for \( i = 1, \ldots, r\), then \( \chi(D) = \bigcup_{i=1}^r \chi(\beta_i)\) and the number of elements of \( \chi(D)\) is the number of non-zero columns of the matrix:

\[
\begin{bmatrix}
\beta_{1,1} & \cdots & \beta_{1,i} & \cdots & \beta_{1,m} \\
\beta_{2,1} & \cdots & \beta_{2,i} & \cdots & \beta_{2,m} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\beta_{r,1} & \cdots & \beta_{r,i} & \cdots & \beta_{r,m}
\end{bmatrix}
\]

**Proof.** Let \( j \in [m]\) be an element in \( \chi(D)\). There exists \( a = (a_1, \ldots, a_m) \in D\) and \( k_1, \ldots, k_r \in K\) such that \( a = k_1 \beta_1 + \cdots + k_r \beta_r\) and \( a_j = k_{1,j} \beta_{1,j} + \cdots + k_{r,j} \beta_{r,j} \neq 0\). Thus, for some \( i \in [r], \beta_{i,j} \neq 0\). This means that \( j \in \chi(\beta_i) \subseteq \bigcup_{i=1}^r \chi(\beta_i)\). The other contention \( \bigcup_{i=1}^r \chi(\beta_i) \subseteq \chi(\beta_i)\) follows from the fact that \( \beta_i \in D\). \(\square\)

We come to one of the main results of this section. The following theorem gives an algebraic description of the relative generalized Hamming weights of standard evaluation codes. This description is useful for computations with Macaulay2 [24] and the coding theory package [1].

**Theorem 3.3.** Let \( X\) be a subset of \( \mathbb{A}^s\) and \( I\) the vanishing ideal of \( X\). Given \( \mathcal{L}_X^2 \subseteq \mathcal{L}_X^1\) two linear subspaces of \( K \Delta_\prec(I)\), let \( \mathcal{L}_X^1 \subseteq \mathcal{L}_X^2\) be the standard evaluation codes on \( X\) relative to \( \prec\). Then, for \( r = 1, \ldots, \dim(\mathcal{C}_1) - \dim(\mathcal{C}_2)\), the relative generalized Hamming weights are given by

\[
M_r(\mathcal{L}_X^1, \mathcal{L}_X^2) = \deg(S/I) - \max\{\deg(S/(I,F)) | F \in \mathcal{R}_\prec\}.
\]

**Proof.** Recall that by Equation \([2.1]\),

\[
M_r(\mathcal{L}_X^1, \mathcal{L}_X^2) = \min\{|\mathcal{X}(D)| : D \subseteq \mathcal{L}_X^1; D \cap \mathcal{L}_X^2 = \{0\}, \dim(D) = r\}.
\]

Enumerate the points of \( X = \{P_1, \ldots, P_m\}\). Let \( D\) be a subcode of \( \mathcal{L}_X^1\) of dimension \( r\) such that \( D \cap \mathcal{L}_X^2 = \{0\}\). The evaluation map induces an isomorphism of \( K\)-vector spaces between \( \mathcal{L}_X^1\) and
there is a set \( F = \{ f_1, \ldots, f_r \} \) of linearly independent elements of \( \mathcal{R}_r \), such that \( D = \bigoplus_{i=1}^r K \alpha_i \), where \( \alpha_i := (f_i(P_1), \ldots, f_i(P_m)) \), and the support \( \mathcal{X}(D) \) is equal to \( \bigcup_{i=1}^r \mathcal{X}(\alpha_i) \). Notice that \( j \in \mathcal{X}(D) \) if and only if \( j \in \mathcal{X}(\alpha_i) \) for some \( i \), if and only if \( P_j \in X \setminus V_X(F) \). Therefore, we get
\[
|\mathcal{X}(D)| = |X \setminus V_X(F)|.
\]

Conversely let \( F = \{ f_1, \ldots, f_r \} \) be a set of \( \mathcal{R}_r \), then there is a subcode \( D \) of \( \mathcal{L}^1_X \) of dimension \( r \) such that \( D \cap \mathcal{L}^2_X = \{0\} \). Setting
\[
\alpha_i := (f_i(P_1), \ldots, f_i(P_m)) \quad \text{for} \quad i = 1, \ldots, r,
\]
then \( D = K\alpha_1 + \cdots + K\alpha_r \). Thus, we obtain that \( |\mathcal{X}(D)| = |X \setminus V_X(F)| \). For an element \( F \in \mathcal{R}_r \), Lemma \( 3.1 \) \( (c) \) implies that there is \( G \in \mathcal{R}_{<,r} \) such that \( KF = KG \). Thus, \( V_X(F) = V_X(G) \), and we conclude that
\[
\{ V_X(F) | F \in \mathcal{R}_r \} \subseteq \{ V_X(F) | F \in \mathcal{R}_{<,r} \}.
\]

On the other hand, by Lemma \( 3.1 \) \( (c) \), we know that \( \mathcal{R}_{<,r} \subseteq \mathcal{R}_r \), then the affine varieties defined by the elements of \( \mathcal{R}_r \) and \( \mathcal{R}_{<,r} \) are the same
\[
\{ V_X(F) | F \in \mathcal{R}_r \} = \{ V_X(F) | F \in \mathcal{R}_{<,r} \}.
\]

Hence, we obtain
\[
M_r(\mathcal{L}^1, \mathcal{L}^2) = \min\{|\mathcal{X}(D)| : D \subseteq \mathcal{L}^1_X ; D \cap \mathcal{L}^2_X = \{0\}, \dim(D) = r \}
= \min\{|X \setminus V_X(F)| : F \in \mathcal{R}_r \}
= |X| - \max\{|V_X(F)| : F \in \mathcal{R}_r \}
= \deg(S/I) - \max\{|V_X(F)| : F \in \mathcal{R}_{<,r} \}
= \deg(S/I) - \max\{|\deg(S/(I,F))| : F \in \mathcal{R}_{<,r} \}.
\]

Which proves the theorem.

Note that if \( \mathcal{L}^2 = \{0\} \) and \( \mathcal{L}_{<,r} \) denotes the set of all subsets \( F = \{ f_1, \ldots, f_r \} \) of size \( r \) of \( \mathcal{L}^1 \setminus \{0\} \) such that \( \mathcal{I}_r(f_1), \ldots, \mathcal{I}_r(f_r) \) are distinct monomials and \( f_i \) is monic for \( i = 1, \ldots, r \), then \( \mathcal{L}_{<,r} = \mathcal{R}_{<,r} \). Thus, as a consequence of Remark \( 2.7 \) and Theorem \( 3.3 \) we recover the following description for the generalized Hamming weights of evaluation codes.

**Corollary 3.4.** [26] Theorem 3.4] Let \( X \) be a subset of \( \mathbb{A}^s \), let \( I \) be the vanishing ideal of \( X \), let \( \mathcal{L} \) be a linear subspace of \( K\Delta_{<}(I) \), and let \( \mathcal{L}_X \) be the standard evaluation code on \( X \) relative to \( < \). Then
\[
\delta_r(\mathcal{L}_X) = \deg(S/I) - \max\{|\deg(S/(I,F))| : F \in \mathcal{L}_{<,r} \} \quad \text{for} \quad 1 \leq r \leq \dim_K(\mathcal{L}_X).
\]

Observe that Theorem \( 3.3 \) gives a description of relative generalized Hamming weights of standard evaluation codes. The following result, proved in [26 Proposition 3.5], and then in [30 Corollary 3.2], implies that actually, Theorem \( 3.3 \) can be used for any evaluation code, rather than only standard evaluation codes. For completeness, we also include a proof here.

**Proposition 3.5.** Let \( \mathcal{L}_X \) be an evaluation code on \( X \) and let \( < \) be a monomial order. Then there exists a unique linear subspace \( \mathcal{L} \) of \( K\Delta_{<}(I) \) such that \( \mathcal{L}_X = \mathcal{L} \cdot X \).

**Proof.** Let \( X \) be a set of points \( \{ P_1, \ldots, P_m \} \) of the affine space \( \mathbb{A}^s \) and let \( G \) be a Gröbner basis of \( I = I(X) \). Pick a \( K \)-basis \( \{ f_1, \ldots, f_k \} \) of \( \mathcal{L} \). For each \( i \), let \( r_i \) be the remainder on division
of $f_i$ by $G_i$, that is, by the division algorithm [12, Theorem 3, p. 63]. For each $i$, we can write $f_i = h_i + r_i$, where $h_i \in I$, and $r_i = 0$ or $r_i$ is a standard polynomial of $S/I$. We set

$$\mathcal{L} := Kr_1 + \cdots + Kr_k.$$ 

The evaluation code $\tilde{L}_X$ is a standard evaluation code on $X$ relative to $\prec$ since $\tilde{L}$ is a linear subspace of $K\Delta_\prec(I)$. To show the inclusion $\mathcal{L}_X \subseteq \mathcal{L}_X$ take a point $P$ in $\mathcal{L}_X$. Then, $P$ is equal to $(f(P_1), \ldots, f(P_m))$ for some $f \in L$. Using the equations $f_i = h_i + r_i$, $i = 1, \ldots, k$, we can write $f = h + r$, where $h \in I$ and $r \in \tilde{L}$. Hence, $P$ is equal to $(r(P_1), \ldots, r(P_m))$, that is, $P \in \mathcal{L}_X$.

By other hand, for $g \in \mathcal{L}_X$, we can write $g = g_1 + g_2$, where $g_1 \in I$ and $g_2 \in \tilde{L}$. Hence, $Q$ is equal to $(g_2(P_1), \ldots, g_2(P_m))$, that is, $Q \in \mathcal{L}_X$. \hfill \Box

The purpose of the following lines is to give a bound for the relative generalized Hamming weights of evaluation codes. Let $\mathcal{M}_{\prec,r}$ be the family of all subsets $M$ of in$_\prec(L^1 \setminus L^2) = \{\text{in}_\prec(f) : f \in L^1 \setminus L^2\}$ with $r$ distinct elements.

**Definition 3.6.** The $r$-th relative footprint of the standard evaluation codes $L^2_X \subseteq L^1_X$ is denoted and defined by

$$\text{RFP}_r(L^1_X, L^2_X) := \deg(S/I) - \max\{\deg(S/(\text{in}_\prec(I), M)) : M \in \mathcal{M}_{\prec,r}\}.$$ 

**Theorem 3.7.** Let $X$ be a subset of $\mathbb{A}^s$ and $I$ the vanishing ideal of $X$. Given $L^2 \subseteq L^1$ two linear subspaces of $K\Delta_\prec(I)$, let $L^2_X \subseteq L^1_X$ be the standard evaluation codes on $X$ relative to $\prec$. Then,

$$\text{RFP}_r(L^1_X, L^2_X) \leq M_r(L^1_X, L^2_X) \quad \text{for} \quad 1 \leq r \leq \dim_K(L^1_X) - \dim_K(L^2_X).$$ 

**Proof.** By Theorem 3.3 we have that

$$M_r(L^1_X, L^2_X) = \deg(S/I) - \max\{\deg(S/(I, F)) : F \in \mathcal{R}_{\prec,r}\}.$$ 

Then we need to show only that

$$\deg(S/I) - \max\{\deg(S/(\text{in}_\prec(I), M)) : M \in \mathcal{M}_{\prec,r}\} \leq \deg(S/I) - \max\{\deg(S/(I, F)) : F \in \mathcal{R}_{\prec,r}\}.$$ 

Previous inequality is equivalent to

$$\max\{\deg(S/(I, F)) : F \in \mathcal{R}_{\prec,r}\} \leq \max\{\deg(S/(\text{in}_\prec(I), M)) : M \in \mathcal{M}_{\prec,r}\}.$$ 

This inequality follows from the fact that for each $F \in \mathcal{R}_{\prec,r}$, $\text{in}_\prec(F) \in \mathcal{M}_{\prec,r}$. Thus, from Theorem 2.4 we obtain

$$\deg(S/(I, F)) \leq \deg(S/(\text{in}_\prec(I), \text{in}_\prec(F))).$$

Which proves the result. \hfill \Box

The bound in Theorem 3.7 is sharp. Indeed, there exist families of evaluation code where the equality holds. For instance, for the affine Cartesian codes, which we describe now. Let $d_1 \leq \cdots \leq d_s$ be positive integers and $A_1, \ldots, A_s$ a sequence of subsets of $K$ with cardinalities $d_1, \ldots, d_s$, respectively. Denote by $A$ the Cartesian product $A := A_1 \times \cdots \times A_s$. Note that $m = |A| = d_1 \cdots d_s$. Enumerate the elements of $A = \{P_1, \ldots, P_m\}$. For a positive integer $d \leq \sum_{i=1}^s (d_i - 1)$, we define the subspace

$$S_{\leq d}(A) := \{f \in S : \deg_{A_i}(f) < d_i, \deg(f) \leq d\}.$$ 

The map

$$\text{ev}_A : S_{\leq d}(A) \rightarrow K^m, \quad f \mapsto (f(P_1), \ldots, f(P_m)),$$
is a linear map. The image $C_A(d) := \text{ev}(S_{\leq d}(A))$ is called the affine Cartesian code of degree $d$. The relative generalized Hamming weights of an affine Cartesian code with respect to a smaller affine Cartesian code have been computed by M. Datta [14] in the following way. Take the set 
\[
F := \{0, \ldots, d_1 - 1\} \times \cdots \times \{0, \ldots, d_s - 1\}.
\]
For an element $a = (a_1, \ldots, a_s) \in F$, we define $\deg(a) := a_1 + \cdots + a_s$. We introduce some subsets of $F$ consisting of elements satisfying certain degree constraints. For any integer $d$, define 
\[
F_{\leq d} := \{a \in F : \deg(a) \leq d\}.
\]
On a similar way, for integers $d_1$, $d_2$ satisfying $d_2 < d_1$, we define 
\[
F_{d_2}^{d_1} := \{a \in F : d_2 < \deg(a) \leq d_1\}.
\]

**Theorem 3.8.** [14, Theorem 4.3, Corollary 3.10] Fix integers $d_1, d_2$ with $-1 \leq d_2 < d_1 \leq \sum_{i=1}^{m}(d_i - 1)$. Let $C_A(d_1)$ and $C_A(d_2)$ denote the corresponding affine Cartesian codes. For any integer $1 \leq r \leq \dim(C_A(d_1)) - \dim(C_A(d_2))$, the $r$-th RGHW and relative footprint bound of $C_A(d_1)$ with respect to $C_A(d_2)$ is given by 
\[
M_r(C_A(d_1), C_A(d_2)) = d_1 \cdots d_s - \sum_{i=1}^{s} a_{r,i} \prod_{j=i+1}^{s} d_j - t + r = \text{RFP}_r(C_A(d_1), C_A(d_2)),
\]
where $(a_{r,1}, \ldots, a_{r,s})$ is the $r$-th element of $F_{d_2}^{d_1}$ and $t$-th element of $F_{\leq d_1}$ in descending lexicographic order.

The square free evaluation codes is another family of evaluation codes where the equality in Theorem 3.7 holds. The affine torus of the affine space $\mathbb{A}^s := K^s$ is given by $T := (K^*)^s = \{P_1, \ldots, P_m\}$, where $K^*$ is the multiplicative group of $K$. Let $V_{\leq d}$ be the set of all squarefree monomials of $S$ of degree at most $d$. The image of the evaluation map, 
\[
ev : KV_{\leq d} \rightarrow K^m, \quad f \mapsto (f(P_1), \ldots, f(P_m)),
\]
denoted by $C_{\leq d}$, is called the squarefree evaluation code of degree $d$.

Let $C_{\leq d_2} \subseteq C_{\leq d_1}$ be two squarefree evaluation codes with $1 \leq d_2 < d_1 \leq s$. By [26, Proposition 5.1], we have that 
\[
\max_{f \in KV_{\leq d_2}} |V_T(f)| < \max_{f \in KV_{\leq d_1}} |V_T(f)|.
\]
Then, the code $C_{\leq d_2}$ has no codewords of minimum weight. Thus, we conclude that 
\[
M_1(C_{\leq d_1}, C_{\leq d_2}) = \delta(C_{\leq d_1}),
\]
where $\delta(C_{\leq d_1})$ denotes minimum distance of $C_{\leq d_1}$. As [26, Theorem 5.5] implies that the minimum distance of $C_{\leq d_1}$ is given by the footprint bound, then 
\[
\text{RFP}_1(C_{\leq d_1}, C_{\leq d_2}) = M_1(C_{\leq d_1}, C_{\leq d_2}).
\]
In Example 5.3, we present two linear standard evaluation codes where the inequality of Theorem 3.7 is strict.

It is important to note that the degree of $I(X)$ has been used before to describe some properties of evaluation codes. Here is a brief summary to put in context where this work is positioned.

1. **Minimum distance function.** In [35], the degree was used to introduced the minimum distance function. This is a function associated to an ideal and depends on an integer $d$. When the ideal is the vanishing ideal $I(X)$, then the minimum distance function at $d$ coincides with the
minimum distance of the evaluation code $C_X(d)$. These functions are studied further in \[35\] and \[36\].

(2) Generalized minimum distance function. In \[21\], the degree was used to introduce the generalized minimum distance function. In a similar way to \[35\], this function agrees to the generalized Hamming weight of the evaluation code $C_X(d)$ when the function is associated to the vanishing ideal $I(X)$ and evaluated on the integer $d$.

(3) Relative generalized minimum distance function \[23\]. This function is associated to an ideal and depends on two integers $d_1$ and $d$. When $d_1 = 0$, this function agrees with the generalized minimum distance function. In addition, when the ideal is the vanishing ideal, this function matches with the relative generalized Hamming weights of the evaluation codes $C_X(d_1) \subseteq C_X(d)$. This function is also defined for points $X$ in a projective space.

(4) Generalized Hamming weights of evaluation codes. In \[26\], the degree is used to algebraically describe the generalized Hamming weights of evaluation codes.

(5) Relative generalized Hamming weights of evaluation codes. In this work, the degree is used to algebraically describe the relative generalized Hamming weights of the evaluation codes $C_X(d_1) \subseteq C_X(d)$.

It is important to remark the relations between previous items. Item (3) generalizes (2), which is generalizing (1). Item (5) generalizes (4). Items (2) and (4) are related, they both agree when the evaluation code is a Reed-Muller-type code, but neither generalizes the other. In a similar way, (5) and (3) agrees sometimes, but neither generalizes the other.

4. Toric codes over hypersimplices

In this section, we introduce toric codes over hypersimplices and compute the next-to minimal weights for certain cases.

Take an integer $1 \leq d \leq s$. Let $\mathcal{P}$ be the convex hull in $\mathbb{R}^s$ of all integral points $e_{i_1} + \cdots + e_{i_d}$ such that $1 \leq i_1 < \cdots < i_d \leq s$, where $e_i$ is the $i$-th unit vector in $\mathbb{R}^s$. The lattice polytope $\mathcal{P}$ is called the $d$-th hypersimplex of $\mathbb{R}^s$ [40, p. 84]. The toric code of $\mathcal{P}$ of degree $d$, denoted $C_\mathcal{P}(d)$ or simply $C_d$, is the image of the evaluation map

\[
ev_d: KV_d \to K^m, \quad f \mapsto (f(P_1), \ldots, f(P_m)),
\]

where $KV_d$ is the $K$-linear subspace of $S_d$ spanned by the set $V_d$ of all $t^a$ such that $a \in \mathcal{P} \cap \mathbb{Z}^s$, and $\{P_1, \ldots, P_m\}$ is the set of all points of the affine torus $T = (K^*)^s$. Observe that a monomial $t^a$ of $S$ is in $KV_d$ if and only if $t^a$ is squarefree and has degree $d$. The set $V_d$ is precisely the set of squarefree monomials of $S$ of degree $d$. The following result gives the minimum distance of $C_\mathcal{P}(d)$.

**Theorem 4.1.** [26 Theorem 4.5] Let $C_\mathcal{P}(d)$ be the toric code of $\mathcal{P}$ of degree $d$ and let $\delta(C_\mathcal{P}(d))$ be its minimum distance. Then

\[
\delta(C_\mathcal{P}(d)) = \begin{cases} 
(q - 2)^d(q - 1)^{s-d} & \text{if } d \leq s/2, \ q \geq 3, \\
(q - 2)^{s-d}(q - 1)^d & \text{if } s/2 < d < s, \ q \geq 3, \\
(q - 1)^s & \text{if } d = s, \\
1 & \text{if } q = 2.
\end{cases}
\]

To prove the next proposition we use the results of Section 2.
Proposition 4.2. [26 Proposition 4.3] Let \( f \) be a squarefree homogeneous of degree \( d \) and let \( T \) be the affine torus \((K^*)^s\) of \( k^s \). If \( q \geq 3 \) and \( 1 \leq d < s \), then

\[
|V_T(f)| \leq (q-1)^s - (q-2)^d(q-1)^{s-d}.
\]

Proof. Let \( \prec \) be a monomial order on \( S \) and let \( I = I(T) \) be the vanishing ideal of \( T \). By Theorem [2.4] one has

\[
|V_T(f)| = \deg(S/(I, f)).
\]

The initial ideal \( L := \text{in}_{\prec}(f) \) of \( I \) is generated by the set \( \{t_i^{q-1}\}_{i=1}^s \). Let \( t^a = \text{in}_{\prec}(f) = t_1^{a_1} \cdots t_s^{a_s} \) be the initial monomial of \( f \). Since \( f \) is monomially squarefree, so is \( t^a \). As \( q \geq 3 \), \( t^a \) cannot be in \( L \). Therefore, by Theorem [2.4] and Lemma [2.2] we get

\[
\deg(S/(I, f)) \leq (q-1)^s - (q-2)^d(q-1)^{s-d},
\]

where \( d = \deg(f) \). Thus, the inequality follows at once from Eq. [4.2]. \( \square \)

Corollary 4.3. Let \( f_d \) be a reducible squarefree homogeneous polynomial of degree \( d \),

\[
f_d = h_r t_{i_{r+1}} \cdots t_{i_{r+d}}
\]

with \( r < d \) and \( \deg(h_r) = r \). If \( q \geq 3 \) and \( 1 < d < s \), then

\[
|V_T(f_d)| \leq (q-1)^s - (q-2)^r(q-1)^{s-r}.
\]

Proof. The polynomial \( h_r \) is a squarefree homogeneous polynomial in the variable \( \{t_1, \ldots, t_s\} \setminus \{t_{i_{r+1}}, \ldots, t_{i_{r+d}}\} \), because the polynomial \( f_d \) is a squarefree homogeneous polynomial. Notice that \( V_T(f_d) \) is equal to \( V_T(h_r) \), using Proposition [4.2] we conclude that

\[
|V_T(f_d)| = |V_T(g_r)| \leq (q-1)^s - (q-2)^r(q-1)^{s-r}.
\]

\( \square \)

Proposition 4.4. Let \( r \) be an integer such that \( 2 \leq r \leq s \). If \( \alpha_{j_1}, \ldots, \alpha_{j_r} \in K^* \), and \( f_r = \alpha_{j_1} t_{i_1} + \cdots + \alpha_{j_r} t_{i_r} \), then

\[
|V_T(f_r)| = (q-1)^{s-1} - (q-2)^{s-2} + \cdots + (-1)^r(q-1)^{s-(r-1)}.
\]

Proof. We use induction on \( s \). For \( s = 2 \), the number of solution over \( T \) is \((q-1)\). This is because \( \alpha_{j_1} t_1 + \alpha_{j_2} t_2 = 0 \) is equivalent to \( t_1 = -\frac{\alpha_{j_2}}{\alpha_{j_1}} t_2 \). Assume \( K^* = \{\alpha_1, \alpha_2, \ldots, \alpha_{q-1}\} \) and \( T' := (K^*)^{s-1} \). Define the set

\[
B := \{(\alpha_1, \alpha_2, \ldots, \alpha_{i_1-1}, 0, \alpha_{i_1+1}, \ldots, \alpha_{q-1}) : \alpha'_2 \alpha_{i_2} + \cdots + \alpha'_r \alpha_{i_r} = 0\}.
\]

The equation

\[
\alpha_{j_1} t_{i_1} + \cdots + \alpha_{j_r} t_{i_r} = 0
\]

is equivalent to the equation \( t_{i_1} = \alpha'_{j_2} t_{i_2} + \cdots + \alpha'_{j_r} t_{i_r} \). Thus, the number of solution of Eq. [4.4] is

\[
(q-1)^{s-1} - |B|.
\]

Given the bijection

\[
B \rightarrow V_{T'}(\alpha'_{j_2} t_{i_2} + \cdots + \alpha'_{j_r} t_{i_r})
\]

\((\alpha_1, \alpha_2, \ldots, \alpha_{i_1-1}, 0, \alpha_{i_1+1}, \ldots, \alpha_{q-1}) \mapsto (\alpha_1, \alpha_2, \ldots, \alpha_{i_1-1}, \alpha_{i_1+1}, \ldots, \alpha_{q-1})\),
we obtain that $|V_T(f)| = (q-1)^{s-1} - |V_T(a_1^j t_1 + \cdots + a_r^j t_r)|$. Therefore, by induction,

$$
|V_T(f)| = (q-1)^{s-1} - (q-1)^{(s-1)-2} + \cdots + (q-1)^{(s-1)-(r-1)} - (q-1)\(s-1)-(r-1))-1
$$

Which proves the proposition.

We come to the main result of this section.

**Theorem 4.5.** Let $C_P(1)$ be the toric code of $P$ of degree 1. For $1 \leq t \leq s/2$, the $t$-th Hamming weight of $C_P(1)$ is given by

$$(q-1)^s - (q-1)^{s-1} + (q-1)^{s-2} + \cdots + (-1)^{2t+1}(q-1)^{(s-1)-(2t-1)}.$$ 

**Proof.** From Proposition 4.4

$$|V_T(f_m)| = (q-1)^{s-1} - (q-1)^{s-2} + \cdots + (-1)^m(q-1)^{s-(m-1)},$$

where $f_m = a_1 t_1 + \cdots + a_m t_m \in KV_v$ is a homogeneous squarefree of degree one. If $1 \leq t \leq s/2$, notice that

$$|V_T(f_{2(t+1)})| = |V_T(f_{2t})| - (q-1)^{s-(2t)} + (q-1)^{s-(2t+1)} < |V_T(f_{2t})|,$$

$$|V_T(f_{2t+1})| = |V_T(f_{2t})| - (q-1)^{s-(2t)} < |V_T(f_{2t})|,$$

and

$$|V_T(f_{2t+1})| = |V_T(f_{2t})| - (q-1)^{s-(2t)} < |V_T(f_{2t})| - (q-1)^{s-(2t+1)} - (q-1)^{s-(2t+2)} = |V_T(f_{2t+3})|.$$ 

This implies that the weight distribution of $C_P(1)$ is given by the even values of $m$. In other words, the $t$-th Hamming weight is

$$|T| - \left( (q-1)^{s-1} + (q-1)^{s-2} + \cdots + (-1)^{(2t)}(q-1)^{s-(2t-1)} \right)$$

$$= (q-1)^s - (q-1)^{s-1} + (q-1)^{s-2} + \cdots + (-1)^{2t+1}(q-1)^{s-(2t-1)}.$$ 

Thus, we obtain the result.

\[\square\]

5. **Examples**

In this section we include implementations in Macaulay2 [1, 24] and examples that illustrate some of the results of the previous sections.

**Example 5.1.** Take $K = \mathbb{F}_3$ and $X = \{(0,0), (1,0), (0,1), (1,1), (0,-1)\} \subset K^2$. The vanishing ideal $I = I(X)$ of $X$ is generated by $t_1^2 - t_1, t_2^2 - t_2, t_1 t_2^2 - t_1 t_2$. We compute the first and second relative generalized Hamming weights for the Reed-Muller codes $C_X(d)$ of degree $d = 1, 2$. Using Theorem 5.3 and Procedure 5.4 we have

$$M_1(C_X(2), C_X(1)) = 1,$$

$$M_2(C_X(2), C_X(1)) = 2.$$
Example 5.2. Let $K$ be the field $\mathbb{F}_3$, $T$ the affine torus $(\mathbb{F}_3^*)^4$, and $I = I(T)$ the vanishing ideal of $T$. Using Theorem 4.1 and Procedure 5.5, we obtain the following table:

| $d$ | 1 | 2 | 3 | 4 |
|-----|---|---|---|---|
| $m$ | 16 | 16 | 16 | 16 |
| $\text{dim}_K(C_P(d))$ | 4 | 6 | 4 | 1 |
| $\delta(C_P(d))$ | 8 | 4 | 8 | 16 |
| $\delta^2(C_P(d))$ | 10 | 6 | 10 | 16 |

where $\delta^2(C_P(d))$ denotes the second Hamming weight of the toric code $C_P(d)$.

Example 5.3. Let $K$ be the field $\mathbb{F}_5$ and $S = K[t_1, t_2]$ the polynomial ring in two variables. Let $\mathcal{L}_1$ be the linear space generated by all monomials $t_1^{a_1}t_2^{a_2}$ such that $(a_1, a_2)$ is one of the solid points or plus symbol points of the configuration depicted in Figure 1. Let $\mathcal{L}_2$ be the linear subspace of $\mathcal{L}_1$ generated only by all monomials $t_1^{a_1}t_2^{a_2}$ such that $(a_1, a_2)$ is one of plus symbol points. The vanishing ideal of the affine torus $T = (\mathbb{F}_5^*)^2$ is generated by the Gröbner basis $G = \{t_1^4 - 1, t_2^4 - 1\}$. Then, the standard evaluation codes $\mathcal{L}_T$ and $\mathcal{L}_T^2$ are generated by

$$B_1 = \{1, t_3, t_1t_2, t_3^3, t_1t_2, t_1t_2\} \quad \text{and} \quad B_2 = \{t_1t_2^2, t_1t_2\},$$

respectively. Using Theorem 3.3, Theorem 3.7, and Procedure 5.6 we obtain that the relative minimum distance $M_1(\mathcal{L}_T^1, \mathcal{L}_T^2)$ of $\mathcal{L}_T^1$ with respect to $\mathcal{L}_T^2$ is 8 and the relative footprint bound $\text{RF}_1(\mathcal{L}_T^1, \mathcal{L}_T^2)$ is 4.

![Figure 1. Lattice points defining $\mathcal{L}_1$ and $\mathcal{L}_2$ of Example 5.3](image)

Procedure 5.4. Computing the relative generalized Hamming weights of a Reed-Muller-type code $C_X(d)$ using Theorem 3.3. This procedure corresponds to Example 5.1.

```plaintext
q=3, K=ZZ/q, S=K[t1,t2];
I1=ideal(t1,t2);
I2=ideal(t1-1,t2);
I3=ideal(t1,t2-1);
I4=ideal(t1-1,t2-1);
I5=ideal(t1,t2+1);
I=intersect(I1,I2,I3,I4,I5);
M=coker gens gb I
---
relgenfun = method(TypicalValue => ZZ);
relgenfun (ZZ,ZZ,ZZ,Ideal) := (d,t,r,I) ->(
```
Procedure 5.5. Computing the second Hamming weights of a toric code over a hypersimplex $C_P(d)$ on $T$. The input for this procedure is a generating set of $K V_d$ and the vanishing ideal $I$ of $T$. This procedure corresponds to Example 5.2.

\begin{verbatim}
q=3
K=ZZ/q;
R=K[t1,t2,t3,t4];
--This is the vanishing ideal of the affine torus T:
I=ideal(t1^(q-1)-1,t2^(q-1)-1,t3^(q-1)-1,t4^(q-1)-1)
-------
L=flatten entries basis(4,R)
--This is a K-basis for the linear space L:
M=toList (set apply(0..#L-1,x-> if (rsort flatten exponents L#x)#0 <= 1
then L#x else 1)
-Set{1})
-----
D=apply(toList (set(0..char ring I-1))**(set{0})**(set{0}),toList);
K=apply(D,x->matrix {M}*vector deepSplice x)
--This is the linear space KV_{d}
T=apply(K,z->ideal(flatten entries z))
--number of zeros of each element in KV_{d}
H=apply(T,x->degree(I+x))
--maximum number of zeros of a element in KV_{d}
max H
----number of zeros of a polynomial in KV_{d} with less zeros than max H
G=apply(T,x->if degree(I+x)<max H then degree(I+x) else 0)
F=set apply(T,x-> if degree(I+x)==max G then x else 0)-set{0}
---
max G
--- The second Hamming weight
(q-1)^4-max G
\end{verbatim}

Procedure 5.6. Computing the relative generalized Hamming weights and relative footprint of an evaluation code $L_X^1$ with respect to a subcode $L_X^2$ using Theorem 3.3 and Theorem 3.7.
The input for this procedure is two generating sets for the spaces $L^1, L^2$ and the vanishing ideal of $X$. This procedure corresponds to Example 5.3.

$q=5$, $K=GF(q, Variable=>a)$, $S=K[t_1,t_2]$

--This is the vanishing ideal of the affine torus $T$:
$I=\text{ideal}(t_1^{q-1}-1,t_2^{q-1}-1)$

--This is the quotient ring $S/I$:
$M=\text{coker gens gb I}$

$r=1$--we are computing the $r$-th relative generalized Hamming weight

--Grobner basis
$G=\text{gb I}$

--This is a $K$-basis for the linear space $L$:
$\text{Basis} = \{t_1^3, t_1^2 t_2^2, t_2^3, t_1 t_2, t_1^2\}$

$\text{subBasis} = \{t_1 t_2^2, t_1 t_2\}$

$F=\text{apply(toList((set(0,a,a^2,a^3,a^4))^**(#Basis)-(set{0})^**(#Basis))/deepSplice ,toList)}$;

$E=\text{apply}(F,x->\text{matrix}{\text{Basis}*\text{vector} x})$;

$R=\text{apply}(E,z->\text{flatten entries} z)$;

$L=\text{apply}(\text{toList}((\text{set}(0,a,a^2,a^3,a^4))^**(#\text{subBasis}-(\text{set}{0})^**(#\text{subBasis})) /
\text{deepSplice},\text{toList})$;

$\text{EE}=\text{apply}(\text{apply}(L,x->\text{matrix}{\text{subBasis}*\text{vector} x}),z->\text{flatten entries} z)$;

$\text{MM}=\text{apply}(R,x->\text{if member}(x,\text{EE}) \text{ then } 0 \text{ else } x)-\text{set} \{0\}$;

$U=\text{apply}(\text{subsets}(\text{apply}(\text{apply}(\text{MM},n->\text{set0}),m->(\text{leadCoefficient}(m))^(-1)*m),r),\text{ideal})$

$S=\text{degree} M-\max \text{apply}(U,x->\text{if } \#(\text{set} \text{ flatten entries} \text{ leadTerm} \text{ gens} x)==r$

$\text{then} \text{degree}(I+x) \text{ else } 0)$

--This is the initial ideal of $I$:
$\text{init}=\text{ideal}(\text{leadTerm} \text{ gens gb I})$

$\text{er}=x->\text{degree} \text{ ideal}(\text{init},x)$

--This gives the $r$-th footprint:
$\text{UU}=\text{toList} \text{ apply}(U,x->\text{leadTerm} \text{ gens} x)$;

$\text{fpr}=\text{degree} M-\max \text{apply}(\text{apply}(\text{apply}(\text{subsets}(\text{UU},r),\text{toSequence}),\text{ideal}),\text{er})$
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