AutoGrow: A Novel Algorithm for Protein Inhibitor Design
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Due in part to the increasing availability of crystallographic protein structures as well as rapid improvements in computing power, the past few decades have seen an explosion in the field of computer-based rational drug design. Several algorithms have been developed to identify or generate potential ligands in silico by optimizing the ligand–receptor hydrogen bond, electrostatic, and hydrophobic interactions. We here present AutoGrow, a novel computer-aided drug design algorithm that combines the strengths of both fragment-based growing and docking algorithms. To validate AutoGrow, we recreate three crystallographically resolved ligands from their constituent fragments.

Key words: AutoGrow, docking, evolutionary algorithm, rational drug design

Received 5 November 2008, revised 21 November 2008 and accepted for publication 22 November 2008

Due in part to the increasing availability of crystallographic protein structures as well as rapid improvements in computing power, the past few decades have seen an explosion in the field of computer-based drug discovery. Algorithms developed to identify, generate, and optimize potential ligands in silico by optimizing the ligand–receptor hydrogen bond, electrostatic, and hydrophobic interactions have contributed to the development of a number of FDA-approved drugs (1).

Many computer-aided drug design techniques have been developed in recent years [reviewed in reference (2)]. Among these, comprehensive physics-based approaches, such as thermodynamic integration (3), single-step perturbation (4), and free energy of perturbation (5), can yield very accurate binding free energies but are limited in the diversity of compounds generated and come at a high computational expense. Even so, physics-based ligand optimization methods based on density functional theory (6) and electron-nuclear attraction potentials (7) are promising new approaches.

Fragment-based growing strategies, which create novel structures by adding interacting moieties to a fixed scaffold, are generally more popular because of the lower computational expense and the higher degree of compound diversity generated (8–17). As these algorithms typically limit moiety addition to a library of fragments, finding good ligands is computationally efficient. Moreover, the scoring functions used to predict the overall binding free energies of new ligands are generally faster, though not as accurate as the comprehensive physics-based approaches described above. Notably, although many fragment-based growing strategies assume that the position or binding mode of the ‘core’ scaffold does not change upon fragment addition, this assumption is not valid in many cases.

Ligand docking is another common drug development technique. Docking programs are commonly employed in virtual screening applications to search through databases of pre-defined compounds, position the ligands correctly within the receptor active site, and identify those ligands predicted to bind with high affinity. Developing and improving docking scoring functions is an area of active interest [see, for example, references (18–39)]. Like fragment-based growing scoring functions, docking scoring functions are typically faster and less accurate than more rigorous physics-based approaches. Unlike many growing techniques, docking typically accounts for the mobility of all portions of the ligand. However, rather than generating novel compounds, docking techniques are only able to suggest good binders from among those compounds contained in a database of pre-defined ligand candidates.

The current work is motivated by the desire to overcome the inherent weaknesses of both fragment-growing and docking algorithms. In this work, we introduce AutoGrow, a novel drug design algorithm that combines elements of both techniques. AutoGrow uses a growing strategy to build upon an initial ‘core’ scaffold; molecular fragments are added at random to this scaffold, thereby generating a population of novel compounds. Rather than assuming that the common ‘core’ scaffold of the members of this population is static within the active site, AutoGrow dynamically redocks each novel compound into the protein receptor upon addition of varied fragments, producing ab initio poses for every molecule. An evolutionary algorithm then evaluates the docking scores of each population member, and the best binders become founders of the subsequent generation.
As generation after generation is created, each based on the most fit individuals of the previous generation, a larger inhibitor with a higher predicted binding affinity eventually evolves. While not necessarily drug-like, these predicted inhibitors often provide information that is useful early in the lead optimization process, including the identification of potential protein–ligand interactions as well as novel drug scaffolds. To validate the AutoGrow algorithm, we recreate ATP, the known substrate of AICAR transformylase (42); 4-carboxamide ribonucleotide (AMZ), a nanomolar-affinity inhibitor of the neuraminidase enzyme (41); and aminoimidazole 4-carboxamide ribonucleotide (AMZ), a nanomolar-affinity inhibitor of AICAR transformylase (42).

Methods and Materials

Evolutionary algorithms are ideally suited to complex problems such as those associated with de novo drug discovery (43). These algorithms typically include three operators, modelled on the three natural operators of biological evolution: selection, crossover, and mutation. The evolutionary procedure is divided into generations, where each generation consists of a population of individuals derived from selection of the most fit members of the previous generation. The internal variation of each generation is exploited via crossover, wherein the characteristics of two ‘parent’ individuals are combined to create a new ‘child’ individual. External variation is introduced into each generation via mutation, wherein new individuals are created by making small, usually random changes to individuals already present in the population. As generation after generation is created, each based on the most fit individuals of the previous generation as well as additional individuals derived by exploiting internal and external variation, a solution eventually evolves. In the AutoGrow implementation, each generation consists of multiple potential ligands. The algorithm evolves ligands that are predicted to bind to a given target protein with high affinity.

AutoGrow uses AutoDock as the selection operator (36). For each generation, all ligand files are docked into the target protein, and for each dock, AutoDock returns a predicted binding affinity. Those ligands that bind within the active site and have the most favourable predicted binding affinities are selected for inclusion in the next generation. AutoDock is a good selection operator; the program is free, takes into account full ligand flexibility, and has a well-tested scoring function (44). For these reasons, AutoGrow has been coded to interface with AutoDock by default. With only slight modification to the code, however, AutoGrow could use any number of docking programs as its selection operator. AutoGrow is open source, and we encourage source-code modifications of this type.

In order to exploit the internal variation present in each generation after the first, a crossover operator is used. First, individual pairs (‘couples’) are selected from among those ligands that were the most fit of the previous generation. New hybrid ‘children’ ligands are then formed by randomly mixing and matching the attached moieties of the two ‘parents’ (Figure 1A).

In order to introduce external variation into each generation, a mutation operator is used. First, a number of individuals are selected from among those that were the most fit of the previous generation. For each of these individuals, an appropriate hydrogen atom (the ‘scaffold linker hydrogen’) is randomly selected. A molecular fragment is then chosen randomly from a fragment library, and one of the hydrogen atoms of that fragment is likewise selected at random (the ‘fragment linker hydrogen’). A new ‘mutant’ ligand is created by linking the scaffold and fragment through their respective linker hydrogen atoms, replacing those hydrogen atoms with a single bond. Thus, ‘mutants’ are similar to, but distinct from, other population members (Figure 1B).

The AutoGrow mutation operator draws upon fragment libraries in order to make small modifications to evolving ligands. By default, AutoGrow comes with large- and small-fragment libraries, although customized, user-generated libraries are straightforward to incorporate. When larger refinements are desired, the mutation operator can draw upon the default library of large molecular fragments. To generate the large-fragment library, 32,091 compounds were downloaded from the ZINC database (45). Those ligands with more than 19 atoms were discarded, thereby preserving only 2437 small, fragment-like molecules ranging in size from 8 to 19 atoms (average: 16.7 atoms, standard deviation: 2.1, Figure 2A). Collectively, these fragment-like molecules constitute the default large-fragment library. Ten representative large fragments from the library are shown in Figure 3A.

When small refinements are desired, the mutation operator can draw upon the default library of smaller fragments. To generate the small-fragment library, 46 fragments were created manually using the program moleken (46). Most of these small fragments contained one to three carbon atoms, connected by varying combinations of single and double bonds. To these carbon backbones amino, hydroxyl, sulphonate, sulphonic-acid, carboxylate, carboxyl, and ketone moieties were added. Additionally, ammonia and water were included in the library. The size of the small fragments ranged from three to fifteen atoms (average: 9.6 atoms, standard deviation: 2.8, Figure 2B). All 46 fragments of the small-fragment library are shown in Figure 3B.

To control the AutoGrow algorithm, user-specified variables must be included in a user-input file. A number of the AutoGrow variables in the user-input file correspond to AutoGrid and AutoDock parameters defined in a typical AutoGrid grid-parameter file (gpf) or AutoDock docking-parameter file (dpf), respectively. Although AutoGrow provides default AutoGrid and AutoDock parameters, these values are receptor-dependent and should be modified as necessary. The AutoGrow best dock criteria variable allows the user to specify whether AutoGrow should judge the fitness of a given ligand based on the AutoDock-predicted binding energy of its lowest-energy or most-populated cluster. In addition to specifying the parameters that AutoGrow will pass to the AutoDock and AutoGrid programs, the user must also specify the parameters of the AutoGrow evolutionary algorithm itself. These parameters include the number of best-fit ligands from each generation to become the founding members of the next generation, as well as the number of ‘children’ and ‘mutant’ ligands derived from those founders via the ‘crossover’ and ‘mutation’ operator, respectively.
The user can place a number of constraints on the growing ligands. User-defined variables specifying the maximum number of generations for which AutoGrow will run as well as the maximum number of atoms allowed per ligand can be used to prevent ligands from growing too large. The user can also require that the evolving ligands dock at a specific location within the active site and that fragments be added only to selected ‘core’ scaffold hydrogen atoms. Details regarding AutoGrow installation, configuration, and execution can be found in the Supporting Information. A summary of all AutoGrow user-specified variables is given in Table S1.

Ligand and receptor preparation/docking parameters for the validation studies

For each of the three validation studies, the receptor proteins were processed prior to AutoGrow execution. Optimized AutoGrid and AutoDock parameters for each of the systems were either taken from the literature or determined here.

For the TbREL1-ATP complex, the protein was processed as described by Amaro et al. (47). To use AutoGrow to regenerate the ATP substrate, we first identified AutoDock parameters that could successfully redock the co-crystallized ATP molecule back into the 1XDN structure when three crystallographic active-site water molecules essential for proper ATP-binding were retained (Table S2). These AutoDock parameters, tailored specifically for 1XDN, were used in all subsequent AutoGrow-guided AutoDock runs. Decomposing the co-crystallized ATP ligand and adding hydrogen atoms as necessary generated three ATP-derived molecules. Two of these, a triphosphate with a terminal hydroxyl group and an adenine, constituted a fragment library. The third (3R,4S)-5-(Methyl)tetrahydrofuran-3,4-diol, served as the initial ‘core’ scaffold. Fragments were allowed to grow from four scaffold linker hydrogen atoms: the three equivalent hydrogen atoms of the methyl group and the 5C hydrogen trans to the two hydroxyl groups of the tetrahydrofuran ring (Figure 4A).

For the neuraminidase-oseltamivir complex, oseltamivir was extracted from the active site, and hydrogen atoms were added using the PRODRG server (48). AutoDockTools (ADT) version 1.5.2 (49) was then used to remove non-polar ligand hydrogen atoms, to add protein–receptor polar hydrogen atoms, and to assign Gasteiger charges (50) to all atoms of the system. For this system, we identified AutoDock parameters that could successfully redock the co-crystallized oseltamivir molecule back into the 2HU4 structure, similar to parameters reported in the literature (51) (Table S2).

Figure 1: An illustration of the mutation and crossover operators. (A) A crossover, or ‘child’ ligand is formed by selecting an individual pair (‘couple’) and creating a new hybrid ligand by randomly mixing and matching the moieties of the two ‘parents’. (B) A ‘mutant’ ligand is formed by replacing an appropriate scaffold linker hydrogen atom with a randomly chosen molecular fragment. Compound fragments are colour coded to better illustrate crossover and mutation.
These optimized AutoDock parameters were used in all subsequent AutoDock runs. The co-crystallized oseltamivir molecule was decomposed into three oseltamivir-derived molecules. Two of these, pentan-3-ol and acetamide, comprised the fragment library. The third, (5R)-5-aminocyclohex-1-ene-1-carboxylate, served as the initial ‘core’ scaffold. Fragments were allowed to grow from two scaffold linker hydrogen atoms (Figure 4B).

For the AICAR transformylase-AMZ complex, we first removed from the crystal structure the AMZ ligand, all but six crystallographic water molecules judged important for AMZ binding, and all potassium ions (52). Xanthosine-5'-monophosphate (XMP) and N-[(s)-(4-[(2-amino-4-hydroxyquinazolin-6-yl)(dihydroxy)-lamba-4-~~sulfanyl] amino)phenyl](hydroxy)(methyl)-l-glutamic acid (compound 354), two ligands that were co-crystallized with AMZ, were retained as part of the receptor structure. As ADT 1.5.2 does not assign hydrogen atoms to water molecules, the system was processed with ICM (Molsoft), which added hydrogen atoms to the protein and to the water oxygen atoms, appropriately protonated histidines, flipped certain protein amide groups, and corrected terminal phase angles. Hydrogen atoms were added to the AMZ ligand with Discovery Studio (Accelrys). ADT (49) was then used to remove non-polar hydrogens and assign Gasteiger charges (50) to both the protein and the ligand structures. We then generated new optimized AutoDock parameters that could successfully redock the co-crystallized AMZ molecule back into the 1P4R structure (see Table S2). These tailored AutoDock parameters were used in all subsequent AutoGrow-guided 1P4R AutoDock runs. The co-crystallized AMZ ligand was decomposed into three AMZ-derived ligands; hydrogens were added to these ligands using the PRODRG server (48). Two of these new molecules, methoxy(oxo)phosphinate and 5-amino-1H-imidazole-4-carboxamide, constituted the fragment library. The third, (3R,4S)-oxolane-3,4-diol, served as the initial ‘core’ scaffold. Fragments were allowed to grow from two scaffold linker hydrogen atoms (Figure 4C).

**AutoGrow parameters**

For each of the three test systems, we ran AutoGrow using an initial generation size of 50 compounds. Each subsequent generation also contained 50 compounds. Ten of those compounds were taken from the previous generation, based on both the score of the best AutoDock cluster (either the most-populated or the lowest-energy cluster, depending on the system) and successful active-site binding. An additional 20 ‘children’ and 20 ‘mutants’ were created from these 10 primary individuals, subject to the requirement that all compounds contain fewer than 70 atoms. The first generation initially contained only the scaffold and 49 ‘mutants’, as no previous generation existed from which ‘parents’ could be drawn for crossover production.

AutoGrid version 4.0 was used to create affinity grids centered on the active site of each protein receptor. Grid dimensions and spacing are given in Table S2. Affinity grids were calculated for all of the atom types present in the target ligand (ATP, oseltamivir, and AMZ, respectively). AutoGrow docked all generated ligands into their corresponding protein receptors with AutoDock 4.0.1 (36) using the AutoGrid and AutoDock parameters given in Table S2.

**Results and Discussion**

In the current work, we introduce AutoGrow, a new computer-aided drug design algorithm that uses a growing strategy to build upon an initial ‘core’ scaffold. Molecular fragments are added at random to this scaffold, thereby generating a population of novel ligands. These ligands are subsequently docked into the target protein receptor. An evolutionary algorithm evaluates the docking scores of each population member, and the best binders become founders of the subsequent generation. As generation after generation is created, each based on the most fit individuals of the previous generation, a larger inhibitor with higher predicted binding affinity eventually evolves.
Figure 3: The large- and small-fragment libraries. (A) Ten representative fragments were selected from the large-fragment library, which contains 2437 fragments total. (B) All 46 molecular fragments of the small-fragment library.
Method validation

In order to validate the AutoGrow algorithm, we attempted to recreate several known small-molecule protein ligands, including ATP, the natural substrate of *Trypanosoma brucei* RNA editing ligase 1 (TbREL1); oseltamivir, a nanomolar-affinity antiviral inhibitor of the influenza neuraminidase enzyme; and aminoimidazole 4-carboxamide ribonucleotide (AMZ), a nanomolar-affinity inhibitor of AICAR transformylase.

AutoGrow limits combinatorial explosion by drawing upon fragment libraries and using an evolutionary algorithm. As a result, AutoGrow often generates compounds with higher predicted binding affinities than the initial scaffold, despite the fact that most modifications to a good scaffold reduce predicted binding affinity. However, the use of even a moderately sized fragment library leads to a computationally intractable number of possible outcomes (ligands); consequently, AutoGrow is non-deterministic. If the goal is to produce a ligand that has a higher predicted binding affinity than an initial scaffold, a solution can be reasonably expected. If the goal is to produce one specific ligand out of the millions of possible compound outcomes, success is unlikely.

In order to have any reasonable chance of recreating a specific compound such as ATP, oseltamivir, or AMZ, the number of possible combinations must be significantly reduced. To achieve this reduction, instead of using the AutoGrow default large- or small-fragment libraries, we cut each of these specific compounds into three pieces, producing two fragments and one initial ‘core’ scaffold for each. Fragments were allowed to grow from appropriate scaffold linker hydrogens, though all fragment hydrogen atoms were allowed to serve as linkers (Figure 4). Despite these limitations imposed on the fragment-library size and the number of scaffold linker hydrogen atoms, this setup can still produce hundreds of distinct compounds after only several generations.

Validation using ATP

ATP, the natural substrate of TbREL1, is a good candidate for validation, as the ATP-bound complex has been crystallized at 1.2 Å.

Figure 4: New fragment libraries were created to see if AutoGrow could recreate (A) ATP, (B) oseltamivir, and (C) AMZ. In all cases, the initial ‘core’ scaffold is shown above the two fragments of each library, and yellow circles depict linker hydrogen atoms. (A) To regenerate ATP, a library was created containing only two fragments: a triphosphate with a terminal hydroxyl group and an adenine. (3R,4S)-5-(methyl)tetrahydrofuran-3,4-diol served as the initial scaffold, and fragments were allowed to grow from four scaffold hydrogen atoms. (B) To regenerate oseltamivir, a library was created containing only two fragments: pentan-3-ol and acetamide. (5R)-5-aminocyclohex-1-ene-1-carboxylate served as the scaffold, and fragments were allowed to grow from two scaffold linker hydrogen atoms. (C) To regenerate AMZ, a library was created containing only two fragments: methoxy(oxo)phosphinate and 5-amino-1H-imidazole-4-carboxamide. (3R,4S)-oxolane-3,4-diol served as the initial scaffold, and fragments were allowed to grow from two scaffold linker hydrogen atoms.
AutoGrow failed to recreate oseltamivir after eight generations, inspection of the final set of compounds revealed that AutoGrow had created a very similar compound (Figure 6). This compound, the third best ligand of the second generation (Table S3), was created as a result of a crossover between the eighth and ninth best ligands of the first generation. Like oseltamivir, the new compound is predicted to make hydrogen bond interactions with the side chains of R292, R121, E119, D151 and R152 (Figure 6). However, the linking amide nitrogen of oseltamivir, a potential hydrogen bond acceptor, is absent in the new compound. Interestingly, the crystal structure of the neuraminidase–oseltamivir complex demonstrates that this nitrogen does not participate in hydrogen bonding (41). In the new compound, the amide nitrogen is further away from the central ring, allowing it to potentially form hydrogen bonds with the backbone carbonyls of W178 and D151. The RMSD between the co-crystallized oseltamivir and the docked, AutoGrow-generated novel compound with all hydrogen atoms removed is 1.95 Å, suggesting that even with the altered acetamide moiety, the binding of the novel compound closely mimics that of oseltamivir (Figure 6).

Validation using AMZ

AMZ is a nanomolar-affinity inhibitor of AICAR transformylase; the AMZ-protein complex has been crystallized at 2.55 Å (42). AutoGrow was able to recreate AMZ in the third generation via mutation by adding the 5-amino-1H-imidazole-4-carboxamide fragment to the sixth best ligand of the second generation; AMZ was the highest scoring ligand of the third generation (Table S3).

The AutoDock-predicted binding pose of the AutoGrow-generated AMZ ligand was nearly identical to the crystallographic pose, with a heavy-atom RMSD of only 0.48 Å (Figure 7). The crystal structure and predicted docked pose of AMZ bound to AICAR transformylase reveal a number of protein–ligand and water–ligand hydrogen bonds. The hydroxyl group of the Y208 side chain and the guanidine groups of the R588 and R207 side chains all make hydrogen bonds with the non-bridging phosphates of the AMZ phosphinate moiety, as do four co-crystallized water molecules buried within the active site. The carboxylate group of the D339 side chain and the G316 backbone carbonyl accept hydrogen bonds from the two hydroxyl groups of the central (3R,4S)-oxolane-3,4-diol core, and two additional co-crystallized water molecules donate hydrogen bonds to the oxygen atoms of those same groups. Additionally, the carbonyl oxygen of the N431 side chain accepts a hydrogen bond from the amino group attached to the AMZ imidazole ring, and the benzene ring of compound 354 co-crystallized with AMZ stabilizes that imidazole via pi–pi interactions (not shown in Figure 7). Finally, the guanidine group of the R451 side chain donates two hydrogen bonds to the amide carbonyl oxygen of AMZ, and the F541 backbone carbonyl accepts a hydrogen bond from the AMZ amide nitrogen.

Advantages and limitations of the current method

AutoGrow has a number of advantages over other de novo drug design algorithms. AutoGrow is novel in the way it combines an evolutionary algorithm with a fragment-based growing method to

Validation using oseltamivir

Oseltamivir is a nanomolar-affinity antiviral compound that inhibits the neuraminidase enzyme; the oseltamivir-neuraminidase (N1) complex has been crystallized at 2.50 Å resolution (41). Although the neuraminidase enzyme; the oseltamivir-neuraminidase (N1)

Figure 5: ATP co-crystallized with TbREL1 (rendered in CPK) superimposed on the AutoGrow-generated ATP docked into the protein receptor (rendered in licorice). Black lines represent hydrogen bonds. The co-crystallized and docked ligands do not overlap in the region of the ATP polyphosphate tail because a magnesium ion, present in the crystal structure but absent in the protein receptor used for docking, coordinates many of the polyphosphate oxygen atoms.

Figure 6: Superimposition of the co-crystallized and docked ligands. The RMSD between the co-crystallized and docked ligand is 3.88 Å. When the polyphosphate tail is removed (neglecting all atoms including and beyond the alpha phosphate), the RMSD difference falls to 0.39 Å.

Figure 7: The AMZ ligand was nearly identical to the crystallographic pose, with a heavy-atom RMSD of only 0.48 Å. The crystal structure and predicted docked pose of AMZ bound to AICAR transformylase reveal a number of protein–ligand and water–ligand hydrogen bonds. The hydroxyl group of the Y208 side chain and the guanidine groups of the R588 and R207 side chains all make hydrogen bonds with the non-bridging phosphates of the AMZ phosphinate moiety, as do four co-crystallized water molecules buried within the active site. The carboxylate group of the D339 side chain and the G316 backbone carbonyl accept hydrogen bonds from the two hydroxyl groups of the central (3R,4S)-oxolane-3,4-diol core, and two additional co-crystallized water molecules donate hydrogen bonds to the oxygen atoms of those same groups. Additionally, the carbonyl oxygen of the N431 side chain accepts a hydrogen bond from the amino group attached to the AMZ imidazole ring, and the benzene ring of compound 354 co-crystallized with AMZ stabilizes that imidazole via pi–pi interactions (not shown in Figure 7). Finally, the guanidine group of the R451 side chain donates two hydrogen bonds to the amide carbonyl oxygen of AMZ, and the F541 backbone carbonyl accepts a hydrogen bond from the AMZ amide nitrogen.
explore new chemical space and a fitness function based on a fully flexible ligand docking score. Several other programs also combine fragment-based growing with an evolutionary algorithm, including Chemical Genesis (53), LEA (54), and LigBuilder (55), but these algorithms do not incorporate full flexible-ligand docking into their respective fitness functions. AutoGrow performs a separate docking of the entire molecule (moieties and scaffold) for each ligand it creates, allowing the scaffold position to change in response to the addition of any new fragments. Although the \textit{ab initio} redockings increase the computational expense, in many cases they allow for a more realistic prediction of the ligand-binding pose.

Two programs, ADAPT (56) and SYNOPSIS (57), are similar to AutoGrow in that they are fragment-based evolutionary algorithms that do incorporate docking scores into the fitness function. ADAPT uses DOCK (56), and SYNOPSIS is designed to work with any number of user-generated fitness functions. For the latter, Vinkers et al. gave one example where an in house docking-program score was used to determine fitness (57). Despite these similarities, however, AutoGrow differs from ADAPT and SYNOPSIS in the way its evolutionary algorithm is implemented. ADAPT and AutoGrow have similar crossover operators, but very different mutation operators. While ADAPT generates its initial population of ligands by adding fragments to a core scaffold, in subsequent generations it ‘mutates’ ligands by either changing atom types or altering local connectivity. AutoGrow ‘mutates’ ligands by adding novel fragments at each generation, not just the first. In contrast, SYNOPSIS and AutoGrow have somewhat similar mutation operators. However, SYNOPSIS has no crossover operator whereby two ligands can be combined to produce a third with chemical properties derived from the two ‘parents’.

AutoGrow has several limitations. As AutoDock is used as the selection operator, the results are dependent on the accuracy of the AutoDock scoring function, which has a standard error of 2.177 kcal mol$^{-1}$ (36). The AutoDock scoring function used to predict ligand free energies of binding is much faster and less accurate than comprehensive physics-based approaches like thermodynamic integration (3), single-step perturbation (4), and free energy of perturbation (5). Nevertheless, a recent validation study (58) showed that AutoDock performs well compared with other common docking programs like DOCK (21), FleX (33), and GOLD (34), and AutoDock is the most cited docking software in the literature (44). Additionally, unlike many other docking programs, AutoDock is freely distributed.

AutoDock employs a Lamarckian genetic algorithm that is computationally intensive and time consuming; one study found that AutoDock was slower than DOCK, FleX, GOLD, and ICM (58). AutoGrow
generates novel compounds quickly, but its dependence on AutoDock impacts the efficiency of the algorithm. The extent of impact depends on the exact AutoDock parameters used and the computer hardware employed. As an example, an analysis of the AutoGrow data from one of our own ongoing projects shows that AutoDock docked each of our AutoGrow-generated ligands in 4.1 h ± 1.9. Running on 51 3.2 GHz EM64T 64 bit Intel Nacona processors, each generation of 50 ligands finished in 6.5 h ± 2.6.

Inaccuracies in the predicted binding energies may arise because AutoDock only approximates ligand flexibility via torsional rotation and molecule translation and rotation. All bond lengths are fixed so ligand flexibility is not truly complete; however, the effects as a result of changes in bond length are expected to be minor. Additionally, AutoDock uses an implicit desolvation term that is not as accurate as more computationally expensive explicitly solvated molecular dynamics based techniques.

Although AutoGrow is not presently coded to interface with alternate docking programs, therefore precluding an explicit comparison, we anticipate that incorporating a faster docking and scoring module will improve the computational performance. Other methods to improve performance, such as incorporating a parallelized version of AutoDock (59), can also be envisioned. As AutoDock is free, performs well compared with many other docking programs (58), and has a well-tested scoring function (44), AutoGrow has been coded to interface with AutoDock by default; with only slight modification to the code, however, AutoGrow could interface with any number of docking programs. We note that AutoGrow is open source, and we encourage source-code modifications of this type.

Other AutoGrow limitations are typical of any computer-aided drug design method. With the number of chemically feasible, drug-like molecules being on the order of $10^{30}$ to $10^{100}$ (1), the size of chemical space is far too large to be completely scanned by any computer algorithm. While AutoGrow can in many cases generate compounds predicted to bind with high affinity, one cannot expect it to find the single best binder. As evolutionary algorithms are often non-deterministic, we recommend running AutoGrow on the same initial scaffold several times in order to obtain multiple potential inhibitor candidates for subsequent evaluation and optimization.

The quality of the AutoGrow results is also affected by the fragment database used. Medicinal chemists should carefully filter AutoGrow results, eliminating or modifying metabolically reactive groups and other undesirable moieties. AutoGrow is unlikely to produce good de novo drug candidates if the default fragment databases are used. The program does not take into account Lipinski’s Rule of Five (60) or ADME-Tox properties. Consequently, one should not expect AutoGrow-generated compounds to be drug-like. However, the compounds that are generated can help the medicinal chemist identify novel and potentially important receptor-ligand interactions. AutoGrow-suggested compounds many also elucidate new drug scaffolds, thereby providing useful information during the initial stages of drug development. We recommend using AutoGrow to supplement the medicinal chemist’s creativity, rather than to replace it.

AutoGrow can be downloaded for free at http://autogrow.ucsd.edu
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Table S3. The structures and AutoDock-predicted binding energies of the target ligands (ATP, oseltamivir, AMZ), as well as any of the other AutoGrow-generated compounds of the same generation predicted to bind with even higher affinity.
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