Digital image technology based on PCA and SVM for detection and recognition of foreign bodies in lyophilized powder
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Abstract.
BACKGROUND: Digital image technology has made great progress in the field of foreign body detection and classification, which is of great help to drug purity extraction and impurity analysis and classification.

OBJECTIVE: The detection and classification of foreign bodies in lyophilized powder are important. The method which can obtain a higher accuracy of recognition needs to be proposed.

METHODS: We used digital image technology to detect and classify foreign bodies in lyophilized powder, and studied the process of image preprocessing, median filtering, Wiener filtering and average filtering balance to better detect and classify foreign bodies in lyophilized powder.

RESULTS: Through industrial small sample data simulation, test results show that in the process of image preprocessing, $3 \times 3$ median filtering is best. In the aspect of foreign body recognition, the recognition based on principal component analysis (PCA) and support vector machine (SVM) algorithm and the recognition based on PCA and Third-Nearest Neighbor classification algorithm are compared and results show that the PCA+SVM algorithm is better.

CONCLUSION: We demonstrated that integrating PCA and SVM to classify foreign bodies in lyophilized powder. Our proposed method is effective for the prediction of essential proteins.
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1. Introduction

Lyophilized powder for injection freezes the original liquid drug solution into a solid state in a sterile environment, and then sublimates and dries the water contained in the solid state through vacuum extraction, and finally forms a sterile powder injection. Although lyophilized powder for injection has the advantages of long-term preservation of products, there are often some visible foreign matters (fiber, hair, glass debris, etc.) in injection products. Because of this, the safety and quality of injection products are largely affected, which is a great hidden danger for the medical and health industry. At present, in order to reduce the economic losses and negative image impact caused by “drug recall”, most domestic
pharmaceutical enterprises conduct manual testing in dark rooms. Practice has proved that this method has many disadvantages: low efficiency, poor quality, workers prone to visual fatigue. This method not only consumes a lot of labor, but also increases the production cost. In comparison, machine vision detection has the characteristics of long-term continuous, fatigue free and rapid work. The application of this technology to foreign matter inspection in medical products not only improves the detection and identification speed, but also reduces the production cost, which has a high practical value. For the application of foreign matter inspection and recognition technology in medical products, there have been many studies abroad. Researchers who have successfully translated taxonomic identification techniques into medical products include Brevetti C.E.A, Seidenader and Eisai. Famous scholars include Ishii [1], Schimizu and Kato [2,3]. However, the research on classification recognition algorithm is not mature, and the application of its research results in the actual production line cannot achieve the desired effect. With the development of computer technology [4,5], domestic studies on the detection and classification of foreign matter inspection in pharmaceutical liquids have also made some achievements. Xiao et al. [6] mainly carried out studies on detection and tracking of moving foreign matter in ampoule bottle solutions. The image is obtained by means of rotating the emergency stop, the moving target is tracked by means of particle filter combined with template matching, and the target particle is extracted by difference method. Ge et al. [7–9] also carried out relevant studies. They first used sequence image difference method to extract the region of interest, and then used the trained pulse-coupled neural network to effectively identify the characteristics of foreign matter in oral liquid medicine. Now, there are few studies on the classification and recognition of foreign matter of defective lyophilized powder for injection by machine learning. In order to realize intelligent classification and identification of defective products in lyophilized powder for injection, we did some research on this. Filtering denoising methods were studied in the preprocessing of foreign matter images of lyophilized powder for injection. Fast PCA algorithm was selected for feature extraction of lyophilized powder for injection foreign matter image, and third-order neighborhood algorithm and SVM algorithm were selected for classification and recognition of lyophilized powder for injection foreign matter image.

2. Lyophilized powder foreign matter image preprocessing

In the early stage of detection and classification of the foreign matter image of lyophilized powder, some preprocessing of the foreign matter image was carried out, because there were some gaps in the light direction and light intensity of the foreign matter image of small samples collected by industry, which would cause great interference to the experimental results.

Median filter [10] is a typical and well-known nonlinear signal processing algorithm, and its implementation mainly relies on efficient sorting algorithm. The core idea of this algorithm is to replace the original pixel value with the median value of each pixel point field. Experimental results show that this method can effectively eliminate isolated noise points. At the same time, under certain conditions, the median filter can avoid the problem of fuzzy image details. For the median filter of different dimensions, the implementation method is also different. The following mainly introduces the core steps of one-dimensional median filter and two-dimensional median filter. One-dimensional median filter is realized by Eq. (1) to calculate the median value of the pixel $Y_k$:

$$Y_k = med\{x_{k-N}, x_{k-N+1}, \ldots, x_k, \ldots, x_{k+N}\}$$

where, $x_k$ is the value of $k$th pixel, $N$ is the one-dimensional window size.
In the implementation of the two-dimensional median filter, the selection of window size and shape is particularly important, that is, because of the different pixels of various object images and different application scenarios, it is necessary to select unique size and shape in the design of sliding window. In order to reduce the time complexity of median filtering and improve the efficiency of the algorithm, a fast parallel algorithm with lower time complexity was selected to replace the typical bubble sorting algorithm. The main idea of the fast parallel method is described below (with the size window as the research object). Table 1 shows the arrangement of window pixels.

The maximum, minimum and median values of each column in Table 1 are calculated respectively, and the calculation formula is as follows:

- Maximum group:
  \[ \text{Max}^0 = \max[P_0, P_3, P_6], \text{Max}^1 = \max[P_1, P_4, P_7], \text{Max}^2 = \max[P_2, P_5, P_8] \]

- Median group:
  \[ \text{Med}^0 = \text{med}[P_0, P_3, P_6], \text{Med}^1 = \text{med}[P_1, P_4, P_7], \text{Med}^2 = \text{med}[P_2, P_5, P_8] \]

- Minimum group:
  \[ \text{Min}^0 = \text{med}[P_0, P_3, P_6], \text{Min}^1 = \text{med}[P_1, P_4, P_7], \text{Min}^2 = \text{med}[P_2, P_5, P_8] \]

According to the above series of operational formulas and the corresponding data, the following conclusions can be obtained after analysis: the median value in the median group, the maximum value in the minimum group, and the minimum value in the maximum group is the median value of these 9 elements.

3. Feature extraction of lyophilized powder foreign matter image

In 1901, Pearson first proposed principal component analysis (PCA) algorithm [11]. The principal component is also called the principal element. The core idea of this algorithm is to map the high dimensional vector to the low dimensional vector space, then the original high dimensional vector can be represented by this low dimensional vector. An appropriate eigenvector matrix is introduced in the process of dimensional transformation. In fact, in the process of dimensional transformation, the image will lose some secondary information, but it does not affect the extraction of the main features of the image.

3.1. PCA fast algorithm

The operation time of PCA algorithm is usually wasted on the calculation of the eigenvalues and eigenvectors of the covariance matrix of the sample data set. If the data set matrix \( X \) has a size \( n \times d \), then, when calculating the covariance matrix \( s_t \) of the data set, it is equivalent to calculating a square matrix of \( d \times d \). If the dimension \( d \) is of a large order of magnitude, the operation time complexity will become very high, and a large amount of time is needed to calculate all the eigenvalues of the covariance matrix. In order to improve the time efficiency of the algorithm, a fast PCA algorithm was introduced in the experiment [12].

Suppose \( Z_{n \times d} \) matrix is the matrix obtained by subtracting \( m \) from each sample of the sample matrix \( X \), then the distribution matrix \( S \) is \( (Z^T Z)_{d \times d} \). Now let’s introduce a new matrix \( R \).
Therefore, the dimension of the matrix is $n \times n$. In general, the dimension $d$ of the sample image is often larger than the number $n$ of samples, and the size of $S$ is often larger than $R$, so it is easier to calculate the eigenvalue of $R$ and the time complexity is lower. In fact, the eigenvalues corresponding to $S$ and $R$ are the same, so only the eigenvalues of $R$ with a small order of magnitude are required to obtain the eigenvalues of $S$.

Set the $n$ dimensional column vector $v$ to the eigenvector corresponding to $R$:

$$(Z^T Z)v = \lambda v \quad (3)$$

Multiply both sides of the equation by $Z^T$ to get the following equation:

$$(Z^T Z)(Z^T \tilde{v}) = \lambda (Z^T \tilde{v}) \quad (4)$$

$Z^T v$ is the eigenvalue of the matrix $S = (Z^T Z)_{d \times d}$ in equation.

Through the above argument, the eigenvalues of matrices with a larger order of magnitude and their corresponding eigenvectors can be obtained based on the eigenvalues of matrices with a smaller order of magnitude and their corresponding eigenvectors. The fast PCA algorithm is used to reduce the time complexity and optimize the algorithm.

The fast PCA algorithm was used to reduce the dimension of the defective lyophilized powder image and extract the principal component characteristic information of the foreign matter according to the training set image. In the multi-classification (fiber, hair, glass debris) experiment, the number of principal component characteristics was set to 15, and the transformation of principal component characteristics was realized through projection. By processing image information with the above method, the feature vectors of each foreign matter sample (fiber, hair, glass debris) in the sample image are trained to decrease from high dimension to 15 dimension. In the following series of experiments, the foreign matter is identified with a 15-dimensional basis.

The core algorithm of fast PCA is as follows:

1. Feature centralization.
2. The original data set $A$ is a $250 \times 150$ matrix. The deviation of each column of the matrix is calculated and assigned to the matrix $B$.
3. Calculate the covariance matrix $C$ of $B$.
4. Find the eigenvalue of covariance $C$ and its corresponding eigenvector.
5. Select the eigenvalues with larger values and their corresponding eigenvectors to form a new data set.

4. Classification and recognition of foreign matter images of lyophilized powder

4.1. Third-Nearest Neighbor classification algorithm

In this paper, the third-Nearest Neighbor classification algorithm was used. The third-Nearest Neighbor classification algorithm has mature theory, simple algorithm and can be used for nonlinear classification. However, this algorithm also has some disadvantages: unbalanced sample effect is not good, large amount of prediction calculation, large memory consumption.

K-Nearest Neighbor (KNN) classification algorithm first selects the different eigenvalues corresponding to the images to be tested and the images in the training set, calculates the distance between them, and
classifies them based on the minimum distance. The idea of KNN algorithm: the label and data of training set images are determined, then the distance between the corresponding features of training samples and the features of test samples is calculated, K pieces of data with the smallest interval are selected, and the category to which the K pieces of data belong is counted. The class with the largest number of times is the category to which the test sample belongs. The KNN algorithm process is as follows:

1. Calculate the distance between the training set image and the test set image features.
2. Select K data points with the smallest distance.
3. Count the categories of K data points.
4. The category to which the test sample belongs, that is, the category with the highest frequency in which K points are located.

Calculating the absolute value of the difference between pixels is an important part of the third-order neighborhood recognition and classification algorithm. The formula to solve the distance is as follows:

$$L(x, y) = |x_i - y_i|$$  \hspace{1cm} (5)

The nearest similar image is obtained from Eq. (5), and its category is determined according to the frequency of occurrence of the category.

The main task of the third-Nearest Neighbor classification algorithm is to identify three training set images. At the same time, the classes of the selected three training set images are set as one, two and three respectively. If one and two do not belong to the same category, and two and three do not belong to the same category, it can be concluded that the test graph belongs to one. If one and two belong to the same category, then the test graph belongs to one, but the test graph is similar to two. If two and three belong to the same category, then the test graph belongs to two, but the test graph is similar to three.

4.2. SVM classifier

Vapnik, Boser and Guyon first proposed the SVM [13–15] algorithm. The classification model of SVM is based on linear separable. For non-linear scenarios, it is often used to project from low-dimensional space to high-dimensional feature space for information processing, in which the non-linear mapping algorithm is involved, so as to transform the non-linear data set into the linear separable data set. Therefore, linear algorithm can be used to analyze the original data set in high dimensional space.

SVM aims at the case of linear separability. For the training sample set \((x_i, y_i)\), and \(x_i \in R^N, y_i \in \{-1, 1\}\) \(i = 1, 2, 3 \ldots n\) is to find a special hyperplane, which can well separate the data of these different categories from each other and maximize the spacing between these different categories.

Suppose the equation of this particular hyperplane is \(w \cdot x + v = 0\), if \(w \cdot x + b > 0\) then this class is set to the “1” class, if \(w \cdot x + b < 0\) then this class is set to the “-1” class. In fact, the maximization of the two types of interval is equivalent to the minimization:

$$J(w) = \frac{1}{2} ||w||$$  \hspace{1cm} (6)

Constraint conditions: \(y_i(w \cdot x + b) \geq 1, \forall i \in \{1, 2, 3 \ldots n\}\).

Lagrange multiplier is added here, so that Eq. (5) can be written as Wolf dual form to obtain the following equation:

$$L(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{i=1}^{n} \alpha_i \alpha_j y_i y_j x_i^T x_j$$  \hspace{1cm} (7)
Solve for $\alpha$ and use $\alpha$ to determine the plane parameters $w$ and $b$. According to the above, the optimal classification function of SVM can be determined as follows:

$$f(x) = \text{sgn}\left(\sum_{i=1}^{n} \alpha_i y_i (x_i \cdot x) + b\right)$$  \hspace{1cm} (8)

For the case of linear indivisibility, the original image sample needs to be projected into a high-dimensional space first. And the kernel function is chosen to be linearly separable in high dimensional space. Thus, the objective function can be converted into the following equation:

$$J(w, b, \varepsilon) = \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} \varepsilon_i$$  \hspace{1cm} (9)

In this equation, $\varepsilon$ represents the relaxation variable, and $C$ represents the penalty factor, which must meet the following conditions:

$$y_i (w \cdot x + b) \geq 1 - \varepsilon_i, \varepsilon_i \geq 0, \forall i \in \{1, 2, 3 \ldots n\}$$  \hspace{1cm} (10)

The optimal classification function is:

$$f(x) = \text{sgn}\left(\sum_{i=1}^{n} \alpha_i y_i K(x_i \cdot x) + b\right)$$  \hspace{1cm} (11)

where $K(x_i \cdot x)$ is the kernel, such as Linear kernel function, Polynomial kernel function, Radial basis kernel function and Radial basis kernel function.

In the lyophilized powder foreign matter image samples, the common three types of visible foreign matter are glass debris foreign matter, fiber foreign bodies and hair foreign matter. There are 10 pictures of foreign matter in each category of lyophilized powder for injection. The first 5 pictures of foreign matter in each category are set as the training set data, and 15 training set data are obtained. Each graph is represented by a row matrix, so 15 graphs form a 15 by 250 by 150 matrix. The remaining images are set as test data Eq. (5). When we read the training sample images, we have identified the labels real_labels and picture_matrix for all training images.

The basis of the foreign matter image in the low-dimensional space is the feature image of the training set, so all images, after dimensionality reduction, can be expressed linearly by the feature image of the training set, which is the basis of image recognition.

The implementation steps of SVM algorithm are as follows:

1. Set training set and test set;
2. Set labels for each type of foreign matter data set;
3. Use the training set for training, so as to obtain the training classifier svm_model;
4. Accuracy_rate is measured and calculated for the test set according to the svm_model.

5. Experiment and analysis

5.1. Experimental environment

Matlab R2014b and Professor Lin Zhiren’s LIBSVM toolbox [16] were used to realize the experiment. Industrial pictures of defective lyophilized powder for injection were used as data sets. The data contains fiber, hair, glass debris and other foreign bodies. The pictures of foreign bodies collected by the industry
are shown in Fig. 1. Due to the different shooting angles and light, the form and size of visible foreign bodies in the same category are also different. In the experimental data set, each kind of producing injection has 10 foreign matter images, and put the pictures of the each kind of foreign matter before 5 set as the training set, the rest picture set to test set, after producing a foreign matter image preprocessing, image feature extraction and producing a foreign producing foreign matter image classification and recognition of the experiment, to achieve more than two classes and the class of visible foreign matter classification and recognition. In the process of lyophilized powder foreign matter image preprocessing, first of all, each image was converted to gray, because the foreign matter image collected by the industry is colored. Then, median filtering, Wiener filtering and average filtering were carried out to denoise the image.

5.2. Results and analysis

Two links, image preprocessing and image classification and recognition, were compared. The first group of comparative experiments compared the effects of various image preprocessing methods when the classifier was multi-classification (fiber, hair, glass debris) and the image classification and recognition algorithm were the same. The feature extraction algorithm of lyophilized powder foreign matter image is PCA, and the classification and recognition algorithm of foreign matter image is third-order neighborhood classification and recognition algorithm and SVM, respectively. Experimental results are shown in Tables 2 and 3.

As can be seen in Tables 2 and 3, in view of the industrial collection of small sample producing injection
Table 4
Classification (fiber, hair) identification results

| Method                     | Image recognition rate |
|----------------------------|------------------------|
| PCA+third-Nearest Neighbor algorithm | 90% (9/10)             |
| PCA+SVM algorithm          | 90% (9/10)             |

Table 5
Multi-classification (fiber, hair, glass debris) identification results

| Method                     | Image recognition rate |
|----------------------------|------------------------|
| PCA+third-Nearest Neighbor algorithm | 60% (9/15)             |
| PCA+SVM algorithm          | 73.3% (11/15)          |

As can be seen in Tables 4 and 5, in view of the industrial collection of small sample producing injection foreign matter image, image preprocessing method in classifier for multiple classifier and the same situation, based on PCA and SVM algorithm of recognition rate than based on PCA and the third-Nearest Neighbor classification algorithm of high recognition rate. Through the above multiple comparative experiments, the median filter of $3 \times 3$ template was selected in the image preprocessing method of lyophilized powder defective products, and the classification and recognition effect was the best based on principal component analysis and support vector machine algorithm.

6. Conclusion

Lyophilized powder injection of defective products often contains some visible foreign matter, such as glass fragments, hair, etc. and in order to ensure medical safety, these visible foreign matters need to be detected and classified in industrial production. Image preprocessing of defective lyophilized powder was carried out, and the denoising methods of median filtering, Wiener filtering and average filtering were studied. In the phase of foreign matter classification and recognition, fast PCA algorithm, third-Nearest Neighbor classification algorithm and SVM algorithm were studied. All the above methods have been tested with small sample data collected by the industry. Through multiple groups of comparative experiments. In the case that the classifier is a multi-classifier and the image classification recognition algorithm is the same, the best image preprocessing effect is the median filtering of the $3 \times 3$ template. If the classifier is a multi-classifier and the image preprocessing method is the same, the recognition rate based on PCA and SVM algorithm is higher than that based on PCA and third-Nearest Neighbor classification algorithm. The clearer the collected pictures of foreign matter in freeze-dried powder are, the better the effect of classification and identification. In this paper, the key technology of machine vision automatic detection of visible foreign matter in lyophilized powder injection has been studied, and many practical application problems have been solved, and some research results have been obtained. The experimental results show that the more pictures of lyophilized powder injections are collected, the higher the picture clarity and the higher the accuracy of recognition.
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