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1. Introduction

Drug repositioning is to discover new indications for existing drugs, which means that drug development based on approved drugs does not need to consider the safety and effectiveness of the original drug, effectively reducing the time of drug development process and cost. Prediction of drug-target interaction (DTI) which refers to the recognition of interactions between chemical compounds and the protein targets in the human body has become a key step in drug repositioning [1].

Due to the high cost of conducting animal experiments and clinical trials for a new drug [2], a large number of machine learning-based methods have been widely used in DTI prediction in recent years, and the cost of drug development has been greatly reduced through rapid screening of potential drug-target combinations [3, 4].

Existing machine learning-based methods often use the features of drugs and targets for prediction [5, 6]. They treat the prediction problem as a binary classification problem [7]. Drug-target pairs with interaction are considered positive samples, while pairs without interaction are treated as negative samples. The output of the binary classification is the label with higher prediction probability [8–10]. Bleakley and Yamanishi used a support vector machine (SVM) framework based on bipartite local models (BLM) to predict DTIs [11]. Mei et al. improved the original DTI prediction framework by integrate neighbor-based interaction-profiling (NII) into the existing BLM method [12]. Buza and Peška extended the BLM method to predict DTIs by using the hubness-aware regression technique [13]. Laarhoven et al. proposed a Gaussian interaction profiling (GIP) kernel to represent the interactions between drugs and targets [14] and then integrated the weighted nearest neighbor method into it to predict DTIs [15]. Chen et al. proposed a Random Walk with Restart-based method on the heterogeneous network to infer potential DTI [16]. Some studies constructed a heterogeneous network which integrates diverse drug-
related information to predicted DTI [17, 18]. Thafar et al. utilized graph embedding for DTI prediction [19]. Zhao et al. integrated graph convolutional network and Deep Neural Network to predict DTI [20]. Since the number of positive samples is small, the machine learning-based methods can easily learn to predict unknown samples as negative to reduce the training penalty [3]. Recommendation system is aimed at obtaining accurate prediction results of unknown data even with a small amount of observed data. Considering the problem of data sparseness, learning to rank (LTR) in the recommendation system is able to accurately predict even with a small amount of known data. Therefore, in this study, we defined the DTI prediction problem as a ranking problem. The following paragraph introduces how we define the DTI prediction problem as a ranking problem.

LTR implies a scoring mechanism in which interacting drug-target pairs should have a higher score than those without interaction. In this way, samples with higher scores are treated as interacting drug-target pairs [21, 22]. Recently, there are some studies that apply the idea of LTR to predict DTI [23, 24]. Bagherian et al. showed that matrix factorization algorithms have outperformed other methods in DTI prediction [25]. Thus, we utilized matrix factorization of LTR to predict DTI in this study. Bayesian Personalized Ranking (BPR) which is a matrix factorization of LTR approach has been shown to be an excellent approach for various preference learning tasks even when data are sparse [26, 27].

However, the existing methods do not effectively combine the features of drug and target with the matrix factorization method. Thus, in this study, we propose a DTI prediction model in which BPR is the core and combined gene expression to improve the prediction performance. In the proposed model, the principle of ordering is that interacting drug-target pairs (i.e., positive samples) should be ranked before noninteracting drug-target pairs (i.e., negative samples). Firstly, a set of ternary partial orders is generated based on the positive samples and the negative samples. The set is divided into a training set and a test set. Next, the Adversarial Bayesian Personalized Ranking (ABPR) method is used to train the latent factors of drugs and targets, and the drug-drug similarity and target-target similarity are calculated based on their features, respectively, to improve the training of the latent factors. Finally, for each drug, the inner product of drug’s latent factor and target’s latent factor is used as the score for ranking. The top-ranked drug-target pairs are predicted with interaction, and the bottom-ranked drug-target pairs are predicted without interaction. This study has the following three contributions:

(i) Aiming at the existing problem of DTI prediction, the idea of matrix factorization of LTR is introduced to process a sparse matrix

(ii) BPR is not robust and vulnerable to adversarial perturbations on its parameters [28]. Perturbation factors are introduced to make the model more robust

(iii) This study also uses the drug and target expression profiles to calculate the drug-drug and target-target similarity, respectively, to improve the training of latent factors

Experimental results show that our method is significantly better than the traditional DTI prediction methods, such as Deep Neural Network (DNN) [8, 29], Generalized Matrix Factorization (GMF) [30], and other state-of-the-art LTR methods, like Neural Matrix Factorization (NeuMF) [30] and Adversarial Matrix Factorization (AMF) [28].

2. Data and Definition

2.1. Data Source. The Library of Integrated Network-Based Cellular Signatures (LINCS) project is a mutual fund project administered by the National Institutes of Health (NIH). This project uses L1000 technology to generate approximately one million gene expression profiles [31]. The L1000 technology uses the correlation between gene expressions to drastically reduce the amount of gene expression that needs to be measured, from more than 20,000 to 978. In this study, we use the drug perturbation and gene knockout transcriptome data from seven cell lines including A375, A549, HA1E, HCCS15, HEPG2, PC3, and VCAP. There are three reasons to choose drug perturbation and gene knockout transcriptome data as feature data of drugs and targets: (1) both drug perturbation and gene knockout transcriptome data are from LINCS project and are processed by using L1000 technology. So they are naturally suited to be combined as the feature data. (2) There is a correlation between drug perturbation transcriptome data and the drug’s target gene knockout transcriptome data. Pabon et al. have verified in their work that drug perturbation-induced mRNA expression profile correlates with the knockout-induced mRNA expression profile of the drug’s target gene and/or genes on the same pathway(s) [32]. The correlation reveals drug-target interactions. Therefore, the correlation based on the expression profile suggests that we can treat the expression profiles as feature data for dual similarity regularization. (3) Transcriptome data can capture the complexity of drug activity in cells. So the use of information obtained from transcriptional profiling studies has a huge impact on multiple areas of the drug discovery including target identification, validation, compound selection, pharmacogenomics, biomarker development, clinical trial evaluation, and toxicology [33].

DrugBank is a comprehensive, freely available web resource containing detailed drug, drug-target, drug action, and drug interaction information about FDA-approved drugs as well as experimental drugs going through the FDA approval process [34]. To obtain complete DTI data, PubChem ID is used as the identifier of drug in the DrugBank and LINCS databases.

The data volume for the seven cell lines is listed in Table 1. The positive drug-target interactions from DrugBank are used to generate interacting drug-target pairs. To avoid treating unknown drug-target interactions in DrugBank as negative interactions, we constructed the nontarget
set that any member of this set has no interaction record with any drug from the same cell line in Drugbank. That means the pair of a nontarget and a drug from the same cell line could be more likely to be treated as a negative sample.

2.2. Problem Definition. In this study, DTI prediction is defined as a ranking problem of drug-target scores.

Definition 1. \( D^\alpha = \{ d^\alpha_1, d^\alpha_2, \ldots, d^\alpha_m \} \) represents the set of \( m \) drugs in cell line \( \alpha \), where \( d^\alpha_i = \{ d^\alpha_{i,1,1}, d^\alpha_{i,1,2}, \ldots, d^\alpha_{i,3,978} \} \) represents the expression profile of \( i \)-th drug.

Definition 2. \( T^\alpha = \{ t^\alpha_1, t^\alpha_2, \ldots, t^\alpha_n, t^\alpha_{\text{nontarget}} \} \) represents the set of \( n \) targets and nontargets in cell line \( \alpha \), where \( t^\alpha_j = \{ t^\alpha_{j,1,1}, t^\alpha_{j,1,2}, \ldots, t^\alpha_{j,3,978} \} \) represents the expression profile of \( j \)-th target or nontarget.

Definition 3. \( Y^\alpha \) represents the interaction relationship, and \( y^\alpha_{ij} \in \{ 0, 1 \} \). If \( y^\alpha_{ij} = 1 \), the pair of the drug \( d^\alpha_i \) and target \( t^\alpha_j \) is a positive sample; otherwise, \( y^\alpha_{ij} = 0 \), and the pair of \( d^\alpha_i \) and \( t^\alpha_j \) is a negative sample.

As shown in Table 1, the numbers of drugs, targets, and interacting drug-target pairs in this study are all limited (for each cell line). Therefore, \( Y^\alpha \) is a small-sized sparse matrix.

All combinations of drug and target with interactions in each cell line are used as positive samples; all drug and nontarget combinations are used to construct a negative sample candidate set. Since the number of negative samples is much larger than the number of positive samples in each cell line, we randomly sampled some negative samples from the negative sample candidate set to ensure that the number of selected negative samples is consistent with the number of positive samples within the same cell line.

Based on the known relationships of drug-target pairs, the score of drug-target pairs is sorted. The drug-target pairs with higher scores are more likely to interact. Conversely, the drug-target pairs with lower scores are more likely not to interact. Therefore, we transformed the DTI prediction problem into a problem that finds out a reasonable ranking strategy for a drug-target pair. In this paper, the methods are discussed in the same cell line, so the superscript \( \alpha \) is omitted.

| Cell line | Drug | Target | Nontarget | Interacting drug-target pair | Noninteracting drug-target pair |
|-----------|------|--------|-----------|-----------------------------|-------------------------------|
| A375      | 520  | 363    | 2,754     | 796                         | 1,432,080                     |
| A549      | 525  | 366    | 2,648     | 805                         | 1,390,200                     |
| HA1E      | 533  | 372    | 2,707     | 818                         | 1,442,831                     |
| HCCS15    | 471  | 334    | 2,516     | 689                         | 1,185,036                     |
| HEPG2     | 370  | 356    | 2,520     | 557                         | 932,400                       |
| HA51      | 643  | 378    | 2,866     | 963                         | 1,842,838                     |
| VCAP      | 521  | 377    | 3,003     | 809                         | 1,564,563                     |

3. Methods

The proposed method (AdvB-DTI) is based on the method of BPR. Firstly, according to the interaction relationship \( Y \), a ternary partial order set is generated as \( H = \{ H_i | 1 \leq i \leq m \} \), where \( H_i = \{ (d_i, t_j, t_k) | d_i, t_j, t_k \in T, (t_j, t_k) \in Y, y_{ij} = 1, y_{jk} = 0 \} \). \( H_i \) combines the target \( t_j \) of one positive sample and the target \( t_k \) of the corresponding negative sample with the same drug \( d_i \) into a partially ordered triple \( (d_i, t_j, t_k) \), which means that \( (d_i, t_j) \) should be ranked before \( (d_i, t_k) \). Then, \( H \) is divided into two parts, the training set and test set. Next, based on the training set, BPR is used to train the latent factor matrix of drugs and targets (nontargets). \( F^D \) represents the latent factor matrix of the drug \((F^D \in \mathbb{R}^{m \times f}, f \text{ is the size of latent factor})\), \( F^T \) represents target (nontarget) latent factor matrix \((F^T \in \mathbb{R}^{n \times f}, f \text{ is the size of latent factor})\). Among them, \( F^D \in \mathbb{R}^{m \times f} \) represents the latent factor of drug \( d_i \), and \( F^T \in \mathbb{R}^{n \times f} \) represents the latent factor of target (nontarget) \( t_j \). \( r_{ij} = F^D_i \cdot F^T_j \) is the predicted score for ranking the interaction of \( d_i \) and \( t_j \).

In order to improve the training of latent factors, we use the dual similarity regularization method based on the similarity theory to increase the latent distance between latent factors to increase the gap between the scores of different drug-target pairs.

Finally, gene expression data of LINCS project were treated as the features of drugs and targets to calculate drug-drug similarity and target-target similarity to improve training latent factors which represented key features of gene expression. Because the gene expression data are the observed values obtained from experiment, thus, the error between the observed value and the true value does exist. Therefore, latent factors of the drug and target (i.e., the model parameters) learned in this study can fluctuate within a certain range but the model’s prediction results should be stable. Consequently, the perturbation factor \( \Delta \) is introduced into the training process of \( F^D \) and \( F^T \) to make the trained model more robust. The overall process of model training is shown in Figure 1.

After the model is trained, calculate the value of \( r_{ij} \) for all drug-target pairs, and sort them in a descending order. The top-ranked drug-target pairs are predicted as the interaction, and the bottom ranked drug-target pairs are predicted as the noninteraction. The prediction process is shown in Figure 2. Next, we will introduce the related methods in detail.

3.1. Bayesian Personalized Ranking. BPR is a pairwise LTR method. It learns in an implicit feedback manner through personalized ranking and is widely used in the recommendation systems [26].

As shown in Table 1, the numbers of drugs, targets, and interacting drug-target pairs in this study are all limited (for each cell line). Since one partially ordered triple was generated based on one positive sample and the corresponding negative sample, the number of partially ordered triples is also limited. Therefore, what we faced in this study were not only a small amount of partially ordered triples but also
high-dimensional data. BPR is able to accurately predict even with a small amount of known data [26]. And BPR could map both drugs and targets into a shared low-dimensional latent feature space and to use this representation to calculate the probability of drug-target interactions to overcome the problem of high dimensionality [27].

According to the study of [26], BPR was derived for solving the personalized ranking task that only positive observations are available. In the problem of DTI prediction, only positive drug-target interactions can be directly obtained from the DrugBank database which is a key challenge in the DTI prediction problem. Hence, these advantages make BPR suitable for the DTI prediction problem.

In this study, we use this method to rank the score of drug-target pairs. For $H_i$ of $d_i (1 \leq i \leq m)$, we have

$$p(\theta \mid t_j > d_i t_k) \propto p(t_j > d_i t_k \mid \theta) p(\theta),$$

(1)

where $\theta$ denotes the parameters of the model and $t_j > d_i t_k$ denotes that for $d_i$ the possibility of interacting with $t_j$ is greater than the possibility of interacting with $t_k$. Since the interaction of $d_i$ and $t_j$ has no interference on the interaction of $d_i$ and $t_k$, all drug-target interactions are independent. The likelihood estimates for parameter $\theta$ are

---

**Figure 1:** The flowchart of model training. (1) Generating ternary partial order set $H$. (2) Splitting $H$ into a training set and a test set. (3) Calculating drug-drug and target-target similarity for improving latent factors. (4) Perturbation of latent factors for BPR. (5) Latent factor training.

**Figure 2:** The flowchart of model prediction. (1) Latent factor matrix of $F_D$ and $F_T$ after training. (2) Calculating $r_{ij}$ for ranking. (3) Ranking drug-target pairs.
\[
\prod_{(d,t,j,k) \in H_i} p(t > d, t_k \mid \theta).
\]  

(2)

In order to calculate \( p(t > d, t_k \mid \theta) \), we use the logistic sigmoid function \([26]:\)

\[
p(t > d, t_k \mid \theta) = \sigma(r_{ij} - r_{ik}),
\]

(3)

where \( \sigma(\cdot) \) is the logistic sigmoid function and \( \sigma(x) = 1/(1 + e^{-x}) \).

\((r_{ij} - r_{ik})\) captures the ranking relation between \( t_j \) and \( t_k \) with the given \( d \). If \( t_j \) is more likely to interact with \( d \) than \( t_k \), then \( r_{ij} > r_{ik} \) and \( (r_{ij} - r_{ik}) > 0 \). Otherwise, \( (r_{ij} - r_{ik}) \leq 0 \). Any standard collaborative filtering model can be applied to predict the value of \((r_{ij} - r_{ik})\). Matrix factorization has been successfully applied in many studies \([35–37]\). Thus, the matrix factorization model is used in this study.

Next, consider \( p(\theta) \) of formula (1). It is a Gaussian distribution with zero mean and variance-covariance matrix \( \lambda \theta I \) \([26]\), where \( \lambda \theta \) is a model-specific regularization parameter and \( I \) is an identity matrix, so

\[
p(\theta) \sim N(0, \lambda \theta I).
\]

(4)

According to formulas (2)–(4), the maximum posterior probability of the BPR method can now be rewritten as

\[
\max_{\theta} L = \ln p(\theta \mid t > d, t_k) = \ln p((t > d, t_k \mid \theta)p(\theta)
\]

\[
= \sum_{(d,t,j,k) \in H_i} \ln (t > d, t_k \mid \theta) - \lambda \theta \| \theta \|^2
\]

\[
= \sum_{(d,t,j,k) \in H_i} \ln (r_{ij} - r_{ik}) - \lambda \theta \left( \| F^D \|^2 + \| F^T \|^2 \right).
\]

(5)

where \( \| \cdot \|^2 \) is an L2 regularization term.

From the maximum likelihood estimation for parameter \( \theta \) in formula (5), an equivalent optimization objective formula can be obtained:

\[
\min_{\theta} L_{BPR}(H_i \mid \theta) = \sum_{(d,t,j,k) \in H_i} - \ln p((t > d, t_k \mid \theta) + \lambda \theta \| \theta \|^2
\]

\[
= \sum_{(d,t,j,k) \in H_i} - \ln \sigma(r_{ij} - r_{ik}) + \lambda \theta \left( \| F^D \|^2 + \| F^T \|^2 \right).
\]

(6)

3.2. Adversarial Bayesian Personalized Ranking. As mentioned, since the error between the observed value and the true value does exist, in order to enhance the robustness of the model, it is necessary to consider gene perturbations. It is unreasonable to add noise (such as changing the labels of training data) at the input layer. For example, modifying the training data \((d_i, t_j, t_k)\) to \((d_i, t_k, t_j)\) means that the non-interacting drug-target pair \((d_i, t_j)\) is ranked higher than interacting drug-target pair \((d_i, t_k)\). Obviously, the latent factors obtained by such training data are unreasonable. Therefore, it is necessary to add perturbations to the latent factors. For drug and target gene perturbations, we define it as the perturbation factor that are added to Bayesian Personalized Ranking:

\[
\max_{\Delta, \|\Delta\| \leq \varepsilon} L_{BPR}(H_i \mid \theta + \Delta),
\]

(7)

where \( \Delta \) is the gene perturbations on model parameters, \( \varepsilon \) controls the magnitude of adversarial perturbations, \( \| \cdot \| \) denotes the L2 norm, and \( \theta \) denotes the current model parameters (i.e., latent factors).

\( \Delta \) can be optimal by adversarial perturbations \( \Delta_{adv} \) as follows \([28]\):

\[
\Delta_{adv} = \varepsilon \frac{\Gamma}{\| \Gamma \|^2}, \Gamma = \frac{\partial L_{BPR}(H_i \mid \theta + \Delta)}{\partial \Delta}.
\]

(8)

Finally, we define the objective function of ABPR as follows:

\[
L_{AdvB-DTI}(H_i \mid \theta) = L_{BPR}(H_i \mid \theta) + \lambda \Delta_{adv},
\]

(9)

where \( \lambda \) controls the adversarial strength. The training process of AdvB-DTI can be expressed as playing a minimax game:

\[
\min_{\theta} \max_{\Delta, \|\Delta\| \leq \varepsilon} L_{BPR}(H_i \mid \theta) + \lambda L_{BPR}(H_i \mid \theta + \Delta),
\]

(10)

where the learning algorithm for model parameter latent factor \( \theta \) is the minimizing player, which is aimed at obtaining accuracy prediction results. And the perturbation factor \( \Delta \) acts as the maximizing player, which is aimed at identifying the worst-case perturbations against the current model. Finally, by playing this minimax game, it is able to make the model robust and simulate the error.

3.3. Dual Similarity Regularization. In the process of latent factors training, when drugs or targets are similar, their latent distance should be small. Conversely, when drugs or targets are different, their latent distance should be large. In order to meet this requirement, dual similarity regularization was introduced into this process.

In order to effectively combine the features of drugs and targets with matrix factorization methods, a Gaussian function needs to be introduced. Through this function, the features of drugs and targets can effectively influence the training of latent factors. Zheng et al. made the point that this function is sensitive to the latent distance of similarity between different drugs or targets \([38]\). The similarity between drugs (or targets) is negatively related to their latent distance. The function is defined as
SimGaus\left(S^D, F^D, d_j\right) = \sum_{i=1}^{m} \left[ S^D(i, j) - \exp\left(-\|F^D_i - F^D_j\|^2\right) \right]^2,
\quad S^D(i, j) = \text{Sim}(d_i, d_j).
\tag{11}

where \(S^D\) denotes drug-drug similarity matrix \((S^D \in \mathbb{R}^{m \times m}), \|x\|^2\) denotes latent distance, and \text{Sim}(\cdot) is a similarity calculation method.

Similarly, we can obtain

\[ \text{SimGaus}\left(S^T, F^T, t_j\right) = \sum_{k=1}^{n} \left[ S^T(k, j) - \exp\left(-\|F^T_k - F^T_j\|^2\right) \right]^2, \]
\[ S^T(k, j) = \text{Sim}(t_k, t_j), \tag{12} \]

where \(S^T\) denotes target-target similarity matrix \((S^T \in \mathbb{R}^{n \times n}).\)

Commonly used similarity calculation methods include cosine similarity, Tanimoto coefficient, structural similarity index, and Spearman’s rank correlation coefficient.

Tanimoto coefficient is an extension of Intersection over Union. It can be used to measure the similarity of nonbinary features. It calculates the degree of correlation based on the magnitude of the feature vector. The closer the calculation result is to 1, the more similar the two vectors are. It is defined as

\[ T(x, y) = \frac{xy}{\|x\|^2 + \|y\|^2 - xy}. \tag{13} \]

Cosine similarity is determined by the angle between two vectors. The smaller the angle is, the more similar the two vectors are. It is defined as

\[ \cos(x, y) = \frac{xy}{\|x\|\|y\|}. \tag{14} \]

Structural similarity index is a common similarity calculation method used in computer vision to measure image quality [39]. It is defined as

\[ \text{SSIM}(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu_x^2 + \mu_y^2 + c_1(\sigma_x^2 + \sigma_y^2 + c_2)}, \tag{15} \]

where \(\mu\) is the mean, \(\sigma^2\) is the variance, \(\sigma_{xy}\) is the covariance, and \(c_1 = 0.001\) and \(c_2 = 0.001\) are constants to avoid the denominator being 0. The closer the calculation result is to 1, the more similar the two vectors are. Since technologies originating from computer vision have been widely used in DTI prediction in recent years, we attempt to use these methods to calculate the similarity between drugs and targets. Originally, \(\mu\) is used as an estimate of the image brightness, \(\sigma^2\) is an estimate of the image contrast, and \(\sigma_{xy}\) is the measure of the similarity of the image structure. In our problem, \(\mu\) is used as an estimate of the amount of change in gene expression, \(\sigma^2\) is used as an estimate of the relative change in gene expression, and \(\sigma_{xy}\) is used as an estimate of the change trend in gene expression.

Spearman’s rank correlation coefficient is a similarity calculation method based on the ranking of feature data. It is defined as

\[ \text{sprm}(x, y) = 1 - \frac{6\sum_i g_i^2}{n(n^2 - 1)}, \tag{16} \]

where \(g_i\) is the difference in the ranks of \(x_i\) and \(y_i\), and the size of features is \(n\). For example, if \(x = (1, 0, 3)\) and \(y = (1, 5, 2)\), then the rank of \(x = (2, 1, 3)\) and \(y = (1, 3, 2)\), thus \(g = (1, -2, 1)\). Similarly, the closer the similarity value is to 1, the more similar the two vectors are.

Because the Gaussian function is a numerically “sensitive” function, which means it can increase the impact of similarity on latent factor training. Thus, it can extend the latent distance between drugs (or targets) to increase the scores of different \(r_{ij} - r_{ik}\), which is to increase the penalty for wrong rankings and optimize the training latent factors.

We use stochastic gradient descent to optimize the final objective formula:

\[ \min_{\theta} \max_{\Delta} \sum_{H, (d_j, t_j) \in \mathcal{H}} L_{BPR}(H, \theta) + \lambda_{\text{adv}} L_{\text{BPR}}(H, \theta + \Delta) \]
\[ + \lambda_{\text{sim}} \left[ \text{SimGaus}(S^D, F^D, d_j) + \text{SimGaus}(S^T, F^T, t_j) \right], \tag{17} \]

where \(\lambda_{\text{adv}}\) and \(\lambda_{\text{sim}}\) are adversarial and similar hyper-parameters, respectively.

4. Experiment and Analysis

The experiments are designed to answer the following three questions:

(i) How do different similarity calculation methods affect the prediction results of the model?
(ii) How do different numbers of latent factors, \(\lambda_{\text{sim}}\) and \(\lambda_{\text{adv}}\), impact the model’s performance?
(iii) Will our model (AdvB-DTI) outperform other prediction models?

4.1. Assessment Metrics. The assessment metrics used in the experiment are AUC [26], Top-k [40], and AUPR. AUC is defined as formula (18):

\[ \text{AUC} = \frac{1}{|D|} \sum_{d_i \in D} \left| \left\{(d_i, t_j, t_k) \mid r_{ij} > r_{ik}, t_j \in T, t_k \in T, y_{ij} = 1, y_{ik} = 0 \right\} \right|. \tag{18} \]
The set of interacting drug-target pairs is called the positive set, and the set of noninteracting drug-target pairs is called the negative set. One drug-target pair is randomly selected from the positive set and the negative set, respectively. AUC means the probability that the model correctly predicts that the score of the drug-target pair from the positive set is larger than that of the drug-target pair from the negative set. AUC can better reflect the overall performance of the model. The larger the value of AUC is, the better the performance of the model is.

Top_k is the average of all Top_k_i (1 ≤ i ≤ m). This assessment metric is equivalent to the recall rate. Top_k is defined as

\[
\text{Top}_k = \frac{1}{D} \sum_{d_i \in D} \text{Top}_k_i
\]  

The meaning of prec_k_i is, for drug d_i, among the k top-ranked drug-target pairs, the proportion of targets that interact with d_i in all the targets that interact with d_i, which is defined as

\[
\text{prec}_k_i = \frac{1}{k} \sum_{d_j \in D} \text{prec}_k_i
\]  

With different k values, drug d_i has different (Top_k_i, prec_k_i) pairs. Connecting all (Top_k_i, prec_k_i), we can obtain a curve. The area enclosed by the obtained curve and the coordinate axes is the AUPR_i of d_i. AUPR is also a comprehensive assessment metric, which is defined as

\[
\text{AUPR}_i = \int_{\text{prec}_k_i}^{\text{Top}_k_i} \text{prec}_k_i \, dv
\]  

AUPR calculates the average of all AUPR_i (1 ≤ i ≤ m). The closer the value is to 1, the better the model performance. It is defined as

\[
\text{AUPR} = \frac{1}{D} \sum_{d_i \in D} \text{AUPR}_i
\]  

4.2. Results and Analysis. We adopted 5-fold nested cross-validation to evaluate the performance of the proposed method, which means that when analyzing the impact of hyperparameters, we only utilized the training set. For fair comparison, we tuned the parameters of each method so that they could achieve the best performance in comparison. The hyperparameters used in the experiments and their values are listed in Table 2.

Matrix factorization methods demonstrated their power and versatility in bioinformatics, for example, in the prediction of disease subtype alignment [41], drug repositioning [42], and protease target prediction [37]. Thus, we treat a state-of-the-art method which predicts DTI via DNN [8] as baseline and compare it with other state-of-the-art matrix factorization methods [28, 30].

4.2.1. Comparative Experiment of Different Similarity Calculation Methods. Table 3 lists the results of comparative experiments of different similarity calculation methods performed independently in the seven cell lines. Four different methods were used for comparison.

From Table 3, it can be found that the prediction results of Tanimoto coefficient are better than those of the other three methods in seven cell lines. The performance based on Spearman’s rank correlation coefficient is second to that of the Tanimoto coefficient in this experiment, and they are very close. The traditional cosine similarity calculation method was unstable in the experiment, and AUC is under 90% in cell lines A549 and HEPG2. The prediction performance of structural similarity index is similar to that of Spearman’s rank correlation coefficient. Except cosine similarity, three similarity calculation methods all consider the value of the features in calculating the similarity. Cosine similarity only considers the angle between vectors. If two feature vectors have the same direction, they are considered similar regardless of value of the features. From the results of cosine similarity, it can be inferred that ignoring feature values may cause poor prediction performance. Therefore, based on the above results, Tanimoto coefficient is more suitable to the prediction problem.

4.2.2. Impact of Different Settings of Hyperparameters. Figure 3 reflects the relationship between the number of latent factors and the result of Top_10. For example, when factor_size = 5, Top_10 ≈ 0.5. It means that ten top-ranked drug-target pairs of a particular d_i predicted by the model

| Hyperparameter | Setting |
|----------------|---------|
| factor_size    | [5, 10, 15, 20, 25, 30, 40, 50, 60] |
| λ_{sim}        | [0.0, 0.3, 0.5, 0.9, 1.25] |
| λ_{adv}        | [0.0, 0.3, 0.5, 0.9] |
| ε              | 0.1 |
| λ_{λ}          | 0.1 |
| learning rate  | 0.03 |
Table 3: The impact of different similarity calculation methods on prediction performance in seven cell lines.

| Cell line | Tanimoto | cos | SSIM | sprm |
|-----------|----------|-----|------|------|
| A375      | AUC      | 0.9202 | 0.9088 | 0.9037 | 0.9119 |
|           | AUPR     | 0.9437 | 0.9160 | 0.9389 | 0.9436 |
| A549      | AUC      | 0.9347 | 0.8944 | 0.9247 | 0.9192 |
|           | AUPR     | 0.9477 | 0.9109 | 0.9425 | 0.9367 |
| HA1E      | AUC      | 0.9249 | 0.9174 | 0.9082 | 0.9035 |
|           | AUPR     | 0.9450 | 0.9401 | 0.9380 | 0.9389 |
| HCC515    | AUC      | 0.9163 | 0.9018 | 0.9045 | 0.9045 |
|           | AUPR     | 0.9403 | 0.9332 | 0.9377 | 0.9305 |
| HEPG2     | AUC      | 0.9259 | 0.8828 | 0.9144 | 0.9124 |
|           | AUPR     | 0.9303 | 0.9161 | 0.9249 | 0.9279 |
| PC3       | AUC      | 0.9306 | 0.9090 | 0.9116 | 0.9228 |
|           | AUPR     | 0.9581 | 0.9471 | 0.9459 | 0.9536 |
| VCAP      | AUC      | 0.9466 | 0.9102 | 0.9349 | 0.9349 |
|           | AUPR     | 0.9645 | 0.9558 | 0.9453 | 0.9543 |

Figure 3: Impact of different numbers of latent factors on Top_10. Top_10 increases with factor_size and tends to be stable after factor_size is greater than 25.

Figure 4: Impact of \( \lambda_{\text{sim}} \) on AUC. AUC increases with \( \lambda_{\text{sim}} \) but decreases when \( \lambda_{\text{sim}} \) is greater than a critical value.

factor increases to a critical size (e.g., factor_size > 25), the feature information is almost completely extracted, and the performance of AdvB-DTI becomes stable.

Figure 4 shows the impact of \( \lambda_{\text{sim}} \) on the values of AUC. When dual similarity regularization was not used (i.e., \( \lambda_{\text{sim}} = 0 \)), the values of AUC are lower than those using this method, which indicates that the method can improve the prediction performance.

Firstly, how does dual similarity regularization improve the training of latent factors? \( r_{i,j} \) is the score to rank. The ranking interval between different drug-target pairs is calculated by the difference of different scores. If \( \lambda_{\text{sim}} \) is set to a larger value, the latent distance between the drug and the target will also become large, and the same thing happens to different scores. Therefore, making the interval between different drug-target pairs increase will aggravate the penalty for the model when ranking errors occur during the training process. Thus, dual similarity regularization improves the training of latent factors.

Secondly, how to select a proper value for \( \lambda_{\text{sim}} \)? The difference in \( r_{i,j} \) between different drug-target pairs increases with \( \lambda_{\text{sim}} \). Thus, the interval between different rankings increases. In cell lines with fewer positive samples, the model parameter \( \theta \) will not be too large and increasing \( \lambda_{\text{sim}} \) can effectively improve the prediction performance. However, in cell lines with more positive samples, increasing \( \lambda_{\text{sim}} \) means that \( \theta \) needs to increase beyond the limit of its regular term \( \|\theta\|^2 \), so the model will be underfitting and the value of AUC decreases, as shown in Figure 4. AUC increases with \( \lambda_{\text{sim}} \) but decreases when \( \lambda_{\text{sim}} \) is greater than a critical value.

Therefore, in a cell line with fewer positive samples, a larger \( \lambda_{\text{sim}} \) will improve the prediction performance; however, in a cell line with more positive samples, a smaller \( \lambda_{\text{sim}} \) is suitable.
In HEPG2 cell line, the number of positive samples is the smallest among the 7 cell lines. In PC3 cell lines, the number of positive samples is the largest among 7 cell lines. Therefore, in this experiment, we select these two cell lines as representatives to study the impact of $\lambda_{adv}$ on prediction performance. In Figures 5(a) and 5(b), the curve of $\lambda_{adv} = 0$ represents that ABPR was not used in the model, and the other curves represent that ABPR was used in the model. In the early stages of training, the values of AUPR by using ABPR are better than those by not using ABPR. This is because when using ABPR, the parameters of the model could change within a certain range without changing the past prediction results, that is, learning new knowledge without forgetting the knowledge learned in the past. Thus, the prediction performance of the model can be effectively and quickly improved in the early stages of model training. Using ABPR as far as possible, the better performance will be obtained in the early stage of training.

Because of using Dual Similarity Regularization, the difference of scores of different drug-target pairs will increase; that is, the model parameters can withstand a certain range of perturbations to improve the model prediction performance. However, when the value of $\lambda_{adv}$ exceeds a certain range, due to the constraints of the regular terms of the model parameters, they cannot resist excessive perturbations, which leads to the model being underfitted. Therefore, if $\lambda_{adv}$ is given a large value, the model converges fast. The upper bound of model convergence depends on the ability of model parameters to resist the perturbations, which can be verified in the PC3 cell line. As shown in Figures 5(a) and 5(b), the larger $\lambda_{adv}$ is, the lower the upper bound of model convergence. When $\lambda_{adv} = 0.3$, the model obtained the best prediction performance.

### 4.2.3. Comparison with Other Methods

AdvB-DTI was compared with other state-of-the-art methods, and the prediction performances are listed in Table 4. The comparison methods include DNN [8], GMF [30], NeuMF [30], and AMF [28].

Xie et al. used a DNN framework [8] for DTI prediction based on transcriptome data in the L1000 database gathered from drug perturbation and gene knockout trials. We used the same configurations for DNN training.

NeuMF [30] is a deep learning matrix factorization framework for recommendation task with implicit feedback. In this method, DNN’s input layer is defined as a latent vector instead of drug and target features. It is an improvement of GMF and DNN. To compare with NeuMF and GMF fairly, our model uses the same number of latent factors as NeuMF and GMF.

AMF [28] is a state-of-the-art approach designed for item recommendation with users’ implicit feedback. It introduces the concept of ABPR and improves the method of BPR [26].

The results of DNN are used as baseline in Table 4. Since the DTI data are too sparse that each drug only has interactions with few targets, and DNN needs sufficient data for training, the performance of DNN is not attractive. DNN utilizes the transcriptome data as drug and target’s feature. However, the transcriptome data has much noise, which also limits its performance. As shown in Table 4, other state-of-the-art matrix factorization methods’ performances are better than that of the baseline.

When comparing AdvB-DTI with other state-of-the-art matrix factorization methods (NeuMF, GMF, and AMF), we could observe that only utilizing the relationship of drug and target could not guarantee an ideal prediction performance and efficiently exploiting the similarity of drug-drug and target-target will has a positive impact on the performance.

Notice that the performance of AMF is only second to that of AdvB-DTI. It demonstrates that adding perturbations to latent factors could make model learn noise, rather than utilize noise data to train model like DNN. That is the reason why AMF’s performance is better than that of DNN.
that AMF could achieve a better performance than other models except AdvB-DTI.

NDCG is mainly used for evaluating ranking methods [43]. As our model is a ranking method, we compared AdvB-DTI with AMF, which has the best performance in Table 4 except AdvB-DTI, as shown in Table 5. It can be seen from the results that AdvB-DTI outperforms AMF and it is verified that AdvB-DTI can effectively deal with the class imbalance problem and the problem of data sparsity.

Finally, we compared the computing resource consumption of these methods. All the algorithms were written using Python programming language and operated on a computer (Ubuntu 16.04.4 LTS, Core i9-7900X CPU, 3.3 GHz, 128 GB memory space). The algorithms were executed by CPU. We conducted 10 experiments in the cell line of A549, and each experiment concurrently executed 10 training procedures with 5-fold cross-validation. The average results are shown in Table 6.

It can be found that DNN has the largest memory cost because of its many parameters. GMF is a traditional matrix decomposition framework with simple structure and few parameters, so its memory cost is minimum. NeuMF is the framework of matrix decomposition combined with neural network, so its memory cost is slightly higher than that of GMF. AdvB-DTI improves AMF and NeuMF improves GMF. Comparing the two groups of models based on Tables 4 and 6, it can be found that the convergence time of the model is related to its final prediction performance, and the improvement of model performance may lead to the increase of training time. In addition, the neural network-based methods, such as DNN and NeuMF, take up a lot of CPU resources.

In summary, AdvB-DTI efficiently utilizes the similarity of drug-drug and target-target and the relationship of drugs and targets to train latent factors for drugs and targets to improve DTI prediction performance.

### 5. System Analysis of AdvB-DTI

After the comparison with other methods, we utilize top 1% of all the prediction results to demonstrate the strength of our method to predict novel DTIs. In order to verify our model, all the known DTIs which have been utilized in our model are removed for discussion in this section and the following analysis is in A375.

#### 5.1. Examination of Results

To validate whether our prediction results are in accord with current knowledge, we examined the predicted DTIs using other DTI database, including TTD [44], IUPHARBPS [45], Matador [46], STITCH [47], DGIdb [48], and CTD [49].

We used $r_{ij}$ to rank all predicted DTIs and calculated pair counts that overlap between the predicted results and the interactions from other databases. Then, we counted the number of overlapping pairs in the sliding bins of 500 consecutive interactions (as shown in Figure 6). It suggests that our model can predict novel DTIs validated by known knowledge in other databases. Considering that DTIs in CTD database are curated from the published literature, these interactions are both direct (e.g., "chemical binds to protein") and indirect (e.g., "chemical results in increased phosphorylation of a protein" via intermediate events); it is reasonable that CTD database covers a wider variety of drug-target interactions than other DTI databases.

#### 5.2. Enrichment Analysis

In this study, the DrugBank database is considered the gold standard. The drug-target interactions from the DrugBank database are the most accurate and strict drug-target interactions. Besides the DrugBank database, there are some other databases containing a large amount of drug-target interaction data. These drug-target interaction data are much larger than the gold standard we used. Therefore, we compare our prediction results with the
drug-target interactions contained in these databases. Here, the drug-target interactions in the IUPHARPBS database, STITCH database, CTD database, TTD database, Matador database, and DGIdb database were used. If our prediction results appear in other databases, it indicates that our prediction results are consistent with prior knowledge.

In order to characterize and quantify the appearance of predicted drug-target relationships (and known drug-target interactions) in other databases, we used the enrichment score and \( P \)-value. We calculated enrichment score (ES) as follows:

\[
ES = \frac{kN}{nm},
\]

where \( k \) is the number of predicted drug-target interactions that appear in the specified database (or the number of known drug-target interactions (i.e., drug-target interactions in our gold standard) that appear in the specified database); \( N \) is the number of all possible interactions between the drug set and the target set, that is, the drug-target interactions when the drug set and the target set are fully connected; \( n \) is the number of predicted drug-target interactions (or the number of known drug-target interactions in our gold standard); and \( m \) is the number of drug-target interactions in a specific database. And the interactions mentioned above only concern drugs and targets present in the gold standard.

Then, we used the hypergeometric distribution to calculate the \( P \) value as follows:

\[
P(X \geq k) = \sum_{x=k}^{\infty} \frac{(m/x)(N-m/n-x)}{(N/n)}. \tag{26}
\]

FDR correction is used to correct the \( P \) values for multi-testing [50].

As shown in Table 7, the known drug-target interactions and the drug-target interactions predicted using AdvB-DTI are significantly enriched on other datasets except for the STITCH database. Obviously, the known drug-target interactions (drug-target interactions in our gold standard) have larger enrichment scores and smaller \( P \) value than predicted drug-target interactions.

The results indicate that the drug-target interactions predicted by AdvB-DTI can be verified on other DTI datasets and have a potential practical value.

5.3. Drug Treatment Property. Drug ATC (Anatomical Therapeutic Chemical) label, which reflects drugs’ therapeutic, pharmacological and chemical properties, is an important label of drugs. By comparing the distribution of drug ATC label in the known drug-target interactions and that of drug ATC label in the predicted drug-target interactions, we can find out which type of drug is more likely to be predicted to be associated with targets.

The distribution of drug ATC label in the known drug-target interactions and that of drug ATC label in the predicted drug-target interactions are illustrated in Figures 7(a) and 7(b). The relative ratio between known and predicted DTIs for each ATC label is shown in Figure 7(c). If there are 25% of drugs with ATC label A in the gold standard and 50% of drugs with ATC label A in the prediction result, the relative ratio is 0.25/0.5 = 0.5. The smaller the ratio, the more potential the drugs with that specific ATC label has to target proteins. So, the drugs with that specific ATC label should be studied further for broader use.

In Figure 7, the distributions of drug ATC labels for the gold standard and for the predictions (note that only the top 1% of all prediction results are taken) are almost the same. Notably, drugs with ATC label “B” (Blood and Blood Forming Organs) have a low relative ratio. In addition to A375, in most other cell lines, we also predicted more targets for drugs with ATC label “B”. The result suggests that drugs with ATC label “B” have more potential to target proteins and should be studied further for broader use.

6. Case Study

To illustrate the reliability of the prediction results of AdvB-DTI, we studied several cases in this section. These examples are all from our prediction results.

Olomoucine (CID: 4592) is a cyclin-dependent kinase inhibitor. For Olomoucine, its predicted target is MAPK3 through AdvB-DTI.
MAPK3 (Entrez ID: 5595) is a neighbor to the known target of Olomoucine (MAPK1, Entrez ID: 5594) in the protein-protein interaction (PPI) network. The PPI network, which contains 270,970 pairs of protein-protein interaction, is obtained from the BioGRID database [51]. By observing whether the edges (between two proteins) exist or not, we can judge whether drug known targets and predicted targets are neighbors in the PPI network. The closer two proteins are in the PPI network, the more likely they share the same functionality. Therefore, if the predicted targets are neighbors to

**Figure 7:** Distribution of ATC labels between DTIs in the known (a) and predicted (b) interactions. The relative ratio between known and predicted DTIs for each ATC label is shown in the right panel. ATC labels include the following: A—alimentary tract and metabolism; B—blood and blood-forming organs; C—cardiovascular system; D—dermatological; G—genitourinary system and sex hormones; H—systemic hormonal preparations, excluding sex hormones and insulins; J—anti-infectives for systemic use; L—antineoplastic and immunomodulating agents; M—musculoskeletal system; N—nervous system; P—antiparasitic products; R—respiratory system; S—sensory organs; and V—several others.
the known targets of drugs, they might be targeted in the same way as known targets and the prediction results would be relatively reliable.

Indeed, recent research has shown that MAPK3 can be substantially inhibited by Olomoucine [52, 53]. This indicates that MAPK3 may be a novel target of Olomoucine.

Drugs acetylsalicylic acid (commonly known or available as Aspirin, CID: 2244) is used for the treatment of pain and fever due to various causes. For acetylsalicylic acid, its predicted target is cyclin-dependent kinase-2 (CDK2) through AdvB-DTI.

CDK2 (Entrez ID: 1017) is a neighbor to two known targets of acetylsalicylic acid in the PPI network (Entrez IDs: 7157, 6256). Recent research has shown that CDK2 may be a novel target of acetylsalicylic acid [54]. This verifies our prediction.

CDK2 is a member of protein kinase family. It plays an important role in regulating various events of eukaryotic cell division cycle. Accumulated evidence indicated that overexpression of CDK2 should cause the abnormal regulation of cell-cycle, which would be directly associated with hyperproliferation in cancer cells [55]. Moreover, the examination of different kinds of human cancers, with defined molecular features, for their susceptibility to CDK2 inhibition has unveiled the scope in which CDK2 might represent a good therapeutic target [56–63].

Based on the above information, we speculate that acetylsalicylic acid, which is predicted to target CDK2, may have potential anticancer effects. Interestingly, the results of various studies have demonstrated that long-term use of acetylsalicylic acid may decrease the risk of various cancers, including colorectal, esophageal, breast, lung, prostate, liver, and skin cancer [64]. The predicted target CDK2 explains acetylsalicylic acid’s anticancer effect to some extent.

Next example is the drug Panobinostat.

Panobinostat (CID: 6918837) is an oral deacetylase (DAC) inhibitor approved on February 23, 2015, by the FDA for the treatment of multiple myeloma. It acts as a nonselective histone deacetylase inhibitor (HDACi).

Histone deacetylase inhibitors (HDACis) are promising agents for cancer therapy. However, the mechanism(s) responsible for the efficacy of HDACi have not yet to be fully elucidated [65].

In this study, we predicted that Panobinostat’s target is ATF3 through AdvB-DTI.

ATF3 (Entrez ID: 467) is a neighbor to six known targets of Panobinostat in the PPI network (Entrez IDs: 3065, 10013, 83933, 9759, 10014, 8841). As a proapoptotic factor, it plays a role in apoptosis and proliferation, two cellular processes critical for cancer progression [66–68]. And ATF3 has been postulated to be a tumor suppressor gene because it coordinates the expression of genes that may be linked to cancer [69].

Recent research has shown that ATF3 plays an important role in HDACi-induced apoptosis in multiple cell types [70]. HDACi can induce upregulation of ATF3 expression, thus eliciting the antitumor response [71].

Therefore, Panobinostat, as a HDACi, may treat myeloma by targeting ATF3.

Another interesting case is caffeine.

Caffeine (CID: 2519) is a widely consumed pharmacologically active product. It can be used for a variety of purposes, including the short-term treatment of apnea of prematurity in infants and pain relief and to avoid drowsiness [72].

For caffeine, its predicted targets include PTGS2 (Entrez ID: 5743) and PPARG (Entrez ID: 5468) through AdvB-DTI.

PTGS2 is one of two cyclooxygenases in humans. As a proinflammatory gene, it plays an important role in inflammation. Recent research has shown that caffeine treatment can reduce the expression of proinflammatory genes, including PTGS2 [73]. And caffeine can bind to PTGS2 acetaminophen complex with high energy, therefore modulating PTGS2 inhibition [74]. Furthermore, upregulation of PTGS2 is a critical oncogenic pathway in skin tumorigenesis. Han et al. verified that caffeine could block UVB-induced PTGS2 upregulation [75]. All these studies show that PTGS2 is a potential target for caffeine.

PPARG, another predicted target, is a ligand-activated transcription factor and important modulator for inflammation and lymphocyte homeostasis. There is also a study showing that PPARG were suppressed even with a low caffeine dose [76]. This suggests that PPARG is also a potential target for caffeine.

The above cases illustrate that our prediction results have a potential practical value and can provide clues to the analysis of the mechanism of action of certain drugs.

7. Conclusion

In this paper, we propose a DTI prediction framework named AdvB-DTI. Based on Bayesian Personalized Ranking, it uses the method of matrix factorization to predict DTIs. To solve the problem of existing DTI prediction methods based on matrix factorization, the proposed method combines the features of drugs and targets with the matrix factorization method. The advantage of this method over other similar methods is that BPR is combined with the perturbation factor and dual similarity regularization to make the model more robust and the training results more accurate. Experimental results verify that AdvB-DTI efficiently utilizes the similarity of drug-drug and target-target and the relationship of drugs and targets to train latent factors for drugs and targets to improve DTI prediction performance.

This study has the following positive impacts on the biomedical research.

Firstly, by integrating transcriptome data from drugs and genes, our model provides a practically useful and efficient tool for DTI prediction. The results of our study demonstrate that our method could discover reliable DTIs, thereby reducing the size of the search space for wet experiments and improving the drug discovery process.

Secondly, effective DTI prediction is achieved based on the transcriptome data. Our model used drug perturbation and gene knockout transcriptome data from the L1000 database of the LINCS project. Because the cost of experiments in LINCS project is relatively low, our prediction based on LINCS data not only ensures high accuracy but also has low cost.
Thirdly, our effective predictions verify that there is indeed a correlation between drug perturbation and the drug’s target gene knockout at the transcriptional level. This correlation not only provides a basis for high-precision drug-target predictions but also provides a transcriptional perspective for the interpretation of drug mode of action. The correlation can also provide clues for future drug discovery.

Data Availability
Previously reported LINCS L1000 gene expression signature data were used to support this study and are available at DOI 10.1093/nar/gku476. This prior study (and dataset) is cited at relevant places within the text as a reference [31]. And previously reported DrugBank DTI data were used to support this study and are available at DOI 10.1093/nar/glx1037. This prior study (and dataset) is cited at relevant places within the text as a reference [34].

Conflicts of Interest
The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Authors’ Contributions
Yihua Ye is responsible for the conceptualization, methodology, software, writing of the original draft, and investigation. Yuqi Wen is responsible for the resources, data curation, and writing of the original draft. Zhongnan Zhang did the formal analysis, writing of the review and editing, and supervision. Song He is involved in the investigation and writing of the review and editing. Xiaochen Bo is assigned in the validation and project administration. Yihua Ye and Yuqi Wen contributed equally to this work and should be considered as co-first authors.

References
[1] H. Zhou, M. Gao, and J. Skolnick, “Comprehensive prediction of drug-protein interactions and side effects for the human proteome,” Scientific Reports, vol. 5, no. 1, p. 11090, 2015.
[2] Z. Yu, F. Huang, X. Zhao, W. Xiao, and W. Zhang, “Predicting drug–disease associations through layer attention graph convolutional network,” Briefings in Bioinformatics, 2020.
[3] J. Vamathevan, D. Clark, P. Czodrowski et al., “Applications of machine learning in drug discovery and development,” Nature Reviews Drug Discovery, vol. 18, no. 6, pp. 463–477, 2019.
[4] G. Schneider, “Automating drug discovery,” Nature Reviews Drug Discovery, vol. 17, no. 2, pp. 97–113, 2018.
[5] R. Chen, X. Liu, S. Jin, J. Lin, and J. Liu, “Machine learning for drug-target interaction prediction,” Molecules, vol. 23, no. 9, p. 2208, 2018.
[6] H. Öztürk, A. Özgür, and E. Ozkirimli, “DeepDTA: deep drug–target binding affinity prediction,” Bioinformatics, vol. 34, no. 17, pp. i821–i829, 2018.
[7] W. Zhang, W. Lin, D. Zhang, S. Wang, J. Shi, and Y. Niu, “Recent advances in the machine learning-based drug-target interaction prediction,” Current Drug Metabolism, vol. 20, no. 3, pp. 194–202, 2019.
[8] L. Xie, S. He, X. Song, X. Bo, and Z. Zhang, “Deep learning-based transcriptome data classification for drug-target interaction prediction,” BMC Genomics, vol. 19, no. 57, p. 667, 2018.
[9] K. C. Chan and Z. H. You, “Large-scale prediction of drug-target interactions from deep representations,” in 2016 International Joint Conference on Neural Networks (IJCNN), pp. 1236–1243, Vancouver, BC, Canada, July 2016.
[10] M. Hamanaka, K. Taneishi, H. Iwata et al., “CGBVS-DNN: prediction of compound-protein interactions based on deep learning,” Molecular Informatics, vol. 36, 2016.
[11] K. Bleakley and Y. Yamanishi, “Supervised prediction of drug-target interactions using bipartite local models,” Bioinformatics, vol. 25, no. 18, pp. 2397–2403, 2009.
[12] J. P. Mei, C. K. Kwoh, P. Yang, X. L. Li, and J. Zheng, “Drug-target interaction prediction by learning from local information and neighbors,” Bioinformatics, vol. 29, no. 2, pp. 238–245, 2013.
[13] K. Buza and L. Peška, “Drug–target interaction prediction with bipartite local models and hubness-aware regression,” Neurocomputing, vol. 260, pp. 284–293, 2017.
[14] T. van Laarhoven, S. B. Nabuurs, and E. Marchiori, “Gaussian interaction profile kernels for predicting drug-target interaction,” Bioinformatics, vol. 27, no. 21, pp. 3036–3043, 2011.
[15] T. van Laarhoven and E. Marchiori, “Predicting drug-target interactions for new drug compounds using a weighted nearest neighbor profile,” PLoS One, vol. 8, no. 6, article e66952, 2013.
[16] X. Chen, M.-X. Liu, and G.-Y. Yan, “Drug–target interaction prediction by random walk on the heterogeneous network,” Molecular BioSystems, vol. 8, no. 7, pp. 1970–1978, 2012.
[17] Y. Luo, X. Zhao, J. Zhou et al., “A network integration approach for drug-target interaction prediction and computational drug repositioning from heterogeneous information,” Nature Communications, vol. 8, no. 1, p. 573, 2017.
[18] F. Wan, L. Hong, A. Xiao, T. Jiang, and J. Zeng, “NeoDTI: neural integration of neighbor information from a heterogeneous network for discovering new drug–target interactions,” Bioinformatics, vol. 35, no. 1, pp. 104–111, 2019.
[19] M. A. Thafari, R. S. Olayan, H. Ashoor et al., “DTiGEMS+: drug–target interaction prediction using graph embedding, graph mining, and similarity-based techniques,” Journal of Cheminformatics, vol. 12, no. 1, p. 44, 2020.
[20] T. Zhao, Y. Hu, L. R. Valsdottir, T. Zang, and J. Peng, “Identifying drug–target interactions based on graph convolutional network and deep neural network,” Briefings in Bioinformatics, vol. bbaa044, 2020.
[21] S. Agarwal, D. Dugar, and S. Sengupta, “Ranking chemical structures for drug discovery: a new machine learning approach,” Journal of Chemical Information and Modeling, vol. 50, no. 5, pp. 716–731, 2010.
[22] W. Zhang, L. Ji, Y. Chen et al., “When drug discovery meets web search: learning to rank for ligand-based virtual screening,” Journal of Cheminformatics, vol. 7, no. 1, p. 5, 2015.
[23] Q. Yuan, J. Gao, D. Wu, S. Zhang, H. Mamitsuka, and S. Zhu, “DrugE-Rank: improving drug–target interaction prediction of new candidate drugs or targets by ensemble learning to rank,” Bioinformatics, vol. 32, no. 12, pp. 118–127, 2016.
[24] Z. Shi and J. Li, “Drug-target interaction prediction with weighted Bayesian ranking,” in ICBE 2018: Proceedings of the 2nd International Conference on Biomedical Engineering.
and Bioinformatics, pp. 19–24, New York, NY, USA, September 2018.

25. M. Bagherian, E. Sabeti, K. Wang, M. A. Sartor, Z. Nikolosvka-Coleska, and K. Najarian, "Machine learning approaches and databases for prediction of drug-target interaction: a survey paper," Briefings in Bioinformatics, vol. 22, no. 1, pp. 247–269, 2021.

26. S. Rendle, C. Freudenthaler, Z. Gantner, and L. Schmidt-Thieme, "BPR: Bayesian personalized ranking from implicit feedback," in Proceedings of the twenty-fifth conference on uncertainty in artificial intelligence, pp. 452–461, Arlington, Virginia, USA, June 2009.

27. L. Peska, K. Buza, and J. Koller, "Drug-target interaction prediction: a Bayesian ranking approach," Computer Methods and Programs in Biomedicine, vol. 152, pp. 15–21, 2017.

28. X. He, Z. He, X. Du, and T. S. Chua, "Adversarial personalized ranking for recommendation," in SIGIR ’18: The 41st International ACM SIGIR Conference on Research & Development in Information Retrieval, pp. 355–364, New York, NY, USA, June 2018.

29. Y. Deng, X. Xu, Y. Qiu, J. Xia, W. Zhang, and S. Liu, "A multimodal deep learning framework for predicting drug–drug interaction events," Bioinformatics, vol. 36, no. 15, pp. 4316–4322, 2020.

30. X. He, L. Liao, H. Zhang, L. Nie, X. Hu, and T.-S. Chua, "Neural collaborative filtering," in WWW ’17: Proceedings of the 26th International Conference on World Wide Web, pp. 173–182, Perth, WA, Australia, April 2017.

31. Q. Duan, C. Flynn, M. Niepel et al., "LINCS canvas browser: interactive web app to query, browse and interrogate LINCS L1000 gene expression signatures," Nucleic Acids Research, vol. 42, no. W1, pp. W449–W460, 2014.

32. N. A. Pabon, Y. Xia, S. K. Estabrooks et al., "Predicting protein targets for drug-like compounds using transcriptomics," PLoS Computational Biology, vol. 14, no. 12, article e1006651, 2018.

33. M. V. Chengalvala, V. M. Chenathukuzhi, D. S. Johnston, P. E. Stevis, and G. S. Kopf, "Gene expression profiling and its practice in drug development," Current Genomics, vol. 8, no. 4, pp. 262–270, 2007.

34. D. S. Wishart, Y. D. Feunang, A. C. Guo et al., "DrugBank 5.0: a major update to the DrugBank database for 2018," Nucleic Acids Research, vol. 46, no. D1, pp. D1074–D1082, 2018.

35. M. C. Cobanoglu, C. Liu, F. Hu, Z. N. Oltvai, and I. Bahar, "Predicting drug–target interactions using probabilistic matrix factorization," Journal of Chemical Information and Modeling, vol. 53, no. 12, pp. 3399–3409, 2013.

36. F. Huang, X. Yue, Z. Xiong, Z. Yu, S. Liu, and W. Zhang, "Tensor decomposition with relational constraints for predicting multiple types of microRNA-disease associations," Briefings in Bioinformatics, vol. bbaa140, 2019.

37. S. Marini, F. Vitali, S. Rampazzi, A. Demartini, and T. Akutsu, "Protease target prediction via matrix factorization," Bioinformatics, vol. 35, no. 6, pp. 923–929, 2019.

38. J. Zheng, J. Liu, C. Shi, F. Zhuang, J. Li, and B. Wu, "Dual similarity regularization for recommendation," in Advances in Knowledge Discovery and Data Mining. PAKDD 2016, vol. 9652 of Lecture Notes in Computer Science, pp. 542–554, Auckland, New Zealand, April 2016.

39. Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, "Image quality assessment: from error visibility to structural similarity," IEEE Transactions on Image Processing, vol. 13, no. 4, pp. 600–612.

40. R. Fagin, R. Kumar, and D. Sivakumar, "Comparing topklists," SIAM Journal on Discrete Mathematics, vol. 17, no. 1, pp. 134–160, 2003.

41. V. Gilgorijević, N. Malod-Dognin, and N. Pržulj, "Fuse: multiple network alignment via data fusion," Bioinformatics, vol. 32, no. 8, pp. 1195–1203, 2016.

42. F. Vitali, L. D. Cohen, A. Demartini et al., "A network-based data integration approach to support drug repurposing and multi-target therapies in triple negative breast cancer," PLoS One, vol. 11, no. 9, article e0162407, 2016.

43. Y. Wang, L. Wang, Y. Li, D. He, W. Chen, and T. Y. Liu, "A theoretical analysis of NDCG ranking measures," in Proceedings of the 26th annual conference on learning theory (COLT 2013), vol. 8, p. 6, Princeton, NJ, USA, June 2013.

44. Y. H. Li, C. Y. Yu, X. X. Li et al., "Therapeutic target database update 2018: enriched resource for facilitating bench-to-clinic research of targeted therapeutics," Nucleic Acids Research, vol. 46, no. D1, pp. D1121–D1127, 2018.

45. S. D. Harding, J. L. Sharman, E. Facenda et al., "The IUPHAR/BPS guide to pharmacology in 2018: updates and expansion to encompass the new guide to immunopharmacology," Nucleic Acids Research, vol. 46, no. D1, pp. D1091–D1106, 2018.

46. S. Günther, M. Kuhn, M. Dunkel et al., "SuperTarget and Matador: resources for exploring drug-target relationships," Nucleic Acids Research, vol. 36, no. Database issue, pp. 919–922, 2007.

47. D. Szklarczyk, A. Santos, C. von Mering, L. J. Jensen, P. Bork, and M. Kuhn, "STITCH 5: augmenting protein–chemical interaction networks with tissue and affinity data," Nucleic Acids Research, vol. 44, no. D1, pp. D380–D384, 2016.

48. K. C. Cotto, A. H. Wagner, Y.-Y. Feng et al., "DGiDb 3.0: a redesign and expansion of the drug–gene interaction database," Nucleic Acids Research, vol. 46, no. D1, pp. D1068–D1073, 2018.

49. A. P. Davis, C. J. Grondin, R. J. Johnson et al., "The comparative toxicogenomics database: update 2019," Nucleic Acids Research, vol. 47, no. D1, pp. D948–D954, 2019.

50. Y. Benjamini and Y. Hochberg, "Controlling the false discovery rate: a practical and powerful approach to multiple testing," Journal of the Royal Statistical Society, Series B, vol. 57, pp. 289–300, 1995.

51. A. Chatr-Aryamontri, B. J. Breitkreutz, R. Oughtred et al., "The biogrid interaction database: 2016 update," Nucleic Acids Research, vol. 43, no. Database issue, p. 470, 2015.

52. G. Takan, O. K. Guldau, and E. I. Medine, "Radioiodination of cyclin dependent kinase inhibitor Olomoucine loaded FeAu nanoparticle and evaluation of the therapeutic efficacy on cancerous cells," Radiochimica Acta, vol. 105, no. 3, pp. 225–240, 2017.

53. J. Vesely, L. Havlicek, M. Strnad et al., "The compara-
development of CDK2 inhibitors as anti-cancer agents,” *Current Medicinal Chemistry*, vol. 22, no. 2, pp. 237–263, 2014.

[56] S. Tadesse, A. T. Anshabo, N. Portman et al., “Targeting CDK2 in cancer: challenges and opportunities for therapy,” *Drug Discovery Today*, vol. 25, no. 2, pp. 406–413, 2020.

[57] S. Tadesse, E. C. Caldon, W. Tilley, and S. Wang, “Cyclin-dependent kinase 2 inhibitors in cancer therapy: an update,” *Journal of Medicinal Chemistry*, vol. 62, no. 9, pp. 4233–4251, 2019.

[58] L. Yang, D. Fang, H. Chen et al., “Cyclin-dependent kinase 2 is an ideal target for ovary tumors with elevated cyclin E1 expression,” *Oncotarget*, vol. 6, no. 25, pp. 20801–20812, 2015.

[59] J. J. Molenaar, M. E. Ebus, D. Geerts et al., “Inactivation of CDK2 is synthetically lethal to MYCN over-expressing cancer cells,” *Proceedings of the National Academy of Sciences*, vol. 106, no. 31, pp. 12968–12973, 2009.

[60] S. Hu, Y. Lu, B. Orr et al., “Specific CP110 phosphorylation sites mediate anaphase catastrophe after CDK2 inhibition: evidence for cooperation with USP33 knockdown,” *Molecular Cancer Therapeutics*, vol. 14, no. 11, pp. 2576–2585, 2015.

[61] M. Takada, W. Zhang, A. Suzuki et al., “FBW7 loss promotes chromosomal instability and tumorigenesis via cyclin E1/CDK2-mediated phosphorylation of CENP-A,” *Cancer Research*, vol. 77, no. 18, pp. 4881–4893, 2017.

[62] J. Wang, T. Yang, G. Xu et al., “Cyclin-dependent kinase 2 promotes tumor proliferation and induces radio resistance in glioblastoma,” *Translational Oncology*, vol. 9, no. 6, pp. 548–556, 2016.

[63] A. Faber and T. C. Chiles, “Inhibition of cyclin-dependent kinase-2 induces apoptosis in human diffuse large B-cell lymphomas,” *Cell Cycle*, vol. 6, no. 23, pp. 2982–2989, 2014.

[64] L. Alfonso, G. Ai, R. C. Spitale, and G. J. Bhat, “Molecular targets of aspirin and cancer prevention,” *British Journal of Cancer*, vol. 111, no. 1, pp. 61–67, 2014.

[65] J. Liu, M. Edagawa, H. Goshima et al., “Role of ATF3 in synergistic cancer cell killing by a combination of HDAC inhibitors and agonistic anti-DR5 antibody through ER stress in human colon cancer cells,” *Biomedical and Biophysical Research Communications*, vol. 445, no. 2, pp. 320–326, 2014.

[66] X. Yin, J. W. DeWille, and T. Hai, “A potential dichotomous role of ATF3, an adaptive-response gene, in cancer development,” *Oncogene*, vol. 27, no. 15, pp. 2118–2127, 2008.

[67] F. G. Bottone, Y. Moon, J. S. Kim, B. Alston-Mills, M. Ishibashi, and T. E. Eling, “The anti-invasive activity of cyclooxygenase inhibitors is regulated by the transcription factor ATF3 (activating transcription factor 3),” *Molecular Cancer Therapeutics*, vol. 4, no. 5, pp. 693–703, 2005.

[68] D. Lu, C. D. Wolfgang, and T. Hai, “Activating Transcription Factor 3, a Stress-inducible Gene, Suppresses Ras-stimulated Tumorigenesis,” *Journal of Biological Chemistry*, vol. 281, no. 15, pp. 10473–10481, 2006.

[69] T. W. Fawcett, J. L. Martindale, K. Z. Guyton, T. Hai, and N. J. Holbrook, “Complexes containing activating transcription factor (ATF)/cAMP-responsive-element-binding protein (CREB) interact with the CCAAT/enhancer-binding protein (C/EBP)–ATF composite site to regulate Gadd153 expression during the stress response,” *Biochemical Journal*, vol. 339, no. 1, pp. 135–141, 1999.

[70] A. C. Chiêh, J. Tse, M. Dickinson et al., “ATF3 repression of BCL-XL Determines apoptotic sensitivity to HDAC inhibitors across tumor types,” *Clinical Cancer Research*, vol. 23, no. 18, pp. 5573–5584, 2017.

[71] C. St Germain, A. O’Brien, and J. Dimitroulakos, “Activating transcription factor 3 regulates in part the enhanced tumour cell cytotoxicity of the histone deacetylase inhibitor M344 and cisplatin in combination,” *Cancer Cell International*, vol. 10, no. 1, p. 32, 2010.

[72] J. Evans, J. R. Richards, and A. S. Battisti, “Caffeine,” in *In Stat-Pears*, StatPearls Publishing, 2020.

[73] J. H. Hwang, K. J. Kim, S. J. Ryu, and B. Y. Lee, “Caffeine prevents LPS-induced inflammatory responses in RAW264. 7 cells and zebrafish,” *ChemoBio-Biological Interactions*, vol. 248, pp. 1–7, 2016.

[74] G. C. Krishnamurti and F. Fetchiyah, “Interaction of acetaminophen and caffeine towards cyclooxygenase-2 (COX-2) in inhibition of prostaglandin (PGH 2) synthesis,” *JPhCS*, vol. 1146, no. 1, article 012004, 2019.

[75] W. Han, M. Ming, and Y. Y. He, “Caffeine promotes ultraviolet B-induced apoptosis in human keratinocytes without complete DNA repair,” *Journal of Biological Chemistry*, vol. 286, no. 26, pp. 22825–22832, 2011.

[76] M. Iris, P. S. Tsou, and A. H. Sawalha, “Caffeine inhibits STAT1 signaling and downregulates inflammatory pathways involved in autoimmunity,” *Clinical Immunology*, vol. 192, pp. 68–77, 2018.