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Abstract
Interests play an essential role in the process of learning, thereby enriching learners’ interests will yield to an enhanced experience in MOOCs. Learners interact freely and spontaneously on social media through different forms of user-generated content which contain hidden information that reveals their real interests and preferences. In this paper, we aim to identify and extract the topical interest from the text content shared by learners on social media to enrich their course preferences in MOOCs. We apply NLP pipeline and topic modeling techniques to the textual feature using three well-known topic models: Latent Dirichlet Allocation, Latent Semantic Analysis, and BERTopic. The results of our experimentation have shown that BERTopic performed better on the scrapped dataset.
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1 Introduction

The implication of social media in MOOCs allows advocating an important place for collaboration and social interaction. Besides, social media has become a daily activity which leads to a growing reliance on it. It is characterized by its interactivity, connectedness, and user-generated content. Furthermore, social media plays a major role in sharing information through interactive communication that reflects users’ thoughts, feelings, and behavior. Consequently, social media use and its impact on socialization constitute a viable source to accurately and effectively capture and analyze users’ interests and preferences.

On the other hand, MOOCs provide an open network for exchanging and sharing learning materials at a low cost, regardless of time and location. Despite these key characteristics, MOOCs suffer from low completion rates and high drop-out rates. Additionally, the lack of interaction and satisfaction are considered major factors that are related to learners’ decision to drop out (Zankadi et al., 2019).

In the context of MOOCs, Interests play an important role in the learning process as they are energizing it through a powerful motivational process that contributes to guiding the academic and career trajectories of the learners (McIntyre et al., 2021) (Harackiewicz et al., 2016). A learner’s interest is a key component of adaptive hypermedia and educational systems that focus on the learner’s behaviors and personalize courses according to learner interests (Peng et al., 2016). Learners are motivated to invest time and effort toward the course of their interest, thereby, enriching learners’ interest will yield to a better discovery of course subjects that is the best fit with their preferences which impact their satisfaction and thereby their interaction inside MOOCs.

MOOCs already recommend courses that respond to learners’ interests based on their participation. However, the same learners are more interactive in social media through the content they generate and which contains hidden information about their “real” interests and preferences. Since generating user interest is a challenging task, using topic modeling techniques is useful to uncover the main thematic information related to a user (Bai et al., 2021).

In our paper, we propose a Course Topic Model (CTM) based on Natural Language Processing (NLP) and topic modeling techniques to identify and detect learners’ course of interest based on their spontaneous interaction in social media, in particular Twitter. The generated CTM contains the most probable topic of interest for each learner. We train three well-known models: Latent Dirichlet Allocation (LDA), Latent Semantic Analysis (LSA), and BERTopic after applying the NLP pipeline to the tweets shared by the learners. Then, we evaluate the models using topic coherence score, topic diversity score, and human judgment. Experiments were performed to reveal that BERTopic and LDA model performed better on the scrapped dataset and their results are used to generate the course topic model.

Following this introduction, we outline the concepts used and the problem statement of our work. In section III, we point out the related work. We then highlight the proposed approach in section IV. We discuss and evaluate the outcome of our approach in section V before presenting the conclusion and future work in section VI.
2 Context and problem statement

2.1 Concepts

- **Topic modeling:**
  
  Topic modeling is an unsupervised technique for discovering the hidden topics in a collection of documents (Alami et al., 2021). It is used to analyze text documents and to extract automatically the latent themes from them (Sharma et al., 2021).

- **Social learning:**
  
  Albert Bandura suggests that learning occurs in a social environment by observing and replicating what others do (Bandura & Walters, 1977). Social learning assumes iterative feedback between the learner and their environment (Castellanos-Reyes et al., 2021). It is the result of interactions between individuals with a common purpose (Anderson et al., 2020). Through various types of user-generated content (e.g., videos, images, audio, text posts), people actively connect and cooperate in the social media environment. As a result, users can learn how to act and behave by watching videos or images that other users in their network have created or shared (C.-T. Peng et al., 2019), and as users become learners, they can learn about underlying cultural conventions via text posts that articulate how other users solve problems.

2.2 Topic modeling techniques

The most popular topic modeling techniques are:

- **Latent Dirichlet Allocation (LDA):**
  
  LDA is an unsupervised clustering technique used for text analysis. It is first proposed by Blei et al. (Blei et al., 2003) as a generative probabilistic model in which each document is considered as a distribution of topics and each topic is considered as a distribution of words (Guo et al., 2021).

  LDA model has two Dirichlet distributions: Alpha (α) controls the document-topic distribution, and Beta (β) controls the topic-word distribution. Figure 1 represents the graphical model of LDA, where and as highlighted in (Gupta & Katarya, 2021):

  - $\Theta_m$ is the topic mix for document m where $\Theta_m \sim \text{Dirichlet}(\alpha)$.
  - $Z_{m,n}$ is a topic assignment for word n in document m.
  - $W_{m,n}$ is word n in document m.
  - $N$ is the total number of words in all documents (the size of the vocabulary).
  - $M$ is the number of documents.
  - $K$ is the number of topics.
  - $\Phi_k$ is the distribution of words for topic k where $\Phi_k \sim \text{Dirichlet}(\beta)$.
Latent Semantic Analysis (LSA):

Latent semantic analysis (LSA) is an unsupervised, indexing method in NLP to extract the words which are semantically related to each other (Qi et al., 2021). LSA begins by filling in a matrix with the word counts for each sentence or paragraph. Each row denotes a unique word, while each column denotes a sentence or paragraph (Suleman & Korkontzelos, 2021). The sentence-word correlation is found using SVD, a dimensionality reduction method, that is able to improve accuracy by reducing noise (Yang et al., 2022).

BERTopic:

BERTopic is a topic modeling algorithm that generates topics as follow: first, converting each document to an embedding representation using BERT model. Then, lowering the dimensionality of the embeddings using UMAP to optimize the clustering process with HDBSCAN and finally, creating the topics using a custom class-based variation of TF-IDF (Grootendorst, 2022).

2.3 Problem statement

MOOCs have been growing rapidly thanks to their outstanding advantages of openness, unlimited access to resources, curriculum sharing, and low cost. They excelled across humanities, business management, health, and science-based subjects which elevate global enrolments and learners’ participation via dedicated web portals, regardless of location.

MOOCs have gained a new level of attention during covid 19 pandemic and are considered a highly effective and flexible learning tool. They have proved to be a facilitator for the teaching-learning process and a replacement for the traditional face-to-face learning methods. Recently, around 2.8 K courses were added, and 16.3 K MOOCs were announced or launched by around 950 universities around the world.

Fig. 1 Generative process of LDA
(Er-Rafyg et al., s. d.) which proves the high demand for MOOCs. However, two key challenges affect persistence in MOOCs: low course completion rate and high dropout rate. According to (Badali et al., 2022), over 90% of enrollees never finish the course and MOOCs’ retention rate ranges between 3 and 15%. Many factors impact the learners’ decisions in all stages of MOOCs acceptance, including feelings of isolation and lack of interaction, lack of motivation, learner characteristics, MOOCs features, and learner experience (Badali et al., 2022) (Gupta & Maurya, 2022).

Alternatively, interactivity and social presence are two important characteristics of social media that promote social connectedness, stickiness, information sharing, and collaboration among many users (Lin & Kishore, 2021). Social media has revolutionized how humans interact, providing them with opportunities to satisfy their social needs with respect to their interests and preferences (Kross et al., 2021).

In this context, providing learners with social learning that supports their interests and preferences will promote their engagement through increasing their role of sociability, sense of community, and course satisfaction (Yılmaz & Yılmaz, 2022). According to (Crane & Comley, 2021), social learning has been demonstrated to be effective to raise learners’ satisfaction via reducing the feelings of isolation and lack of interactions. In (Liu et al., 2022), the authors make it clear that learner motivation—both intrinsic (interest) and extrinsic (perceived knowledge value)—is essential to engagement and, consequently, to higher levels of learner satisfaction.

In our previous work (Zankadi et al., 2022), we implemented a social profile ontology that models the learner profile characteristics in both MOOCs and social media. We first created two local ontologies that describe the learner profile in MOOCs and social media, then we relied on ontology mapping and merging techniques to maintain the semantic links between the different concepts of the two implemented ontologies. The construction of the social profile is achieved by incorporating well-known standards and ontologies such as the IMS-LIP standard, FOAF, and SIOC ontology as well as the major concepts that describe the best user profile in social media. Interests and preferences are two important components in the social profile ontology that influence learner motivation and engagement.

Our main goal is to ensure persistence in MOOCs through social learning and by providing learners with courses that best match their interests and preferences. In this way, learners’ satisfaction will increase as they will be more motivated to interact and participate inside MOOCs. In this work, we apply NLP and topic modeling techniques to the text content shared by learners on social media. The generated content contains hidden information that reveals the real interest and preferences of the learner.

3 Related work

Topic modeling techniques have been applied to several fields such as e-learning and social media.
3.1 Topic modeling in MOOCs

Topic modeling was used to detect learning topics of interest from course reviews in MOOCs. Authors (Liu et al., 2017) used an author topic model to extract the topic of interest of each learner based on the unstructured review data of MOOCs for personalized course recommendations. In another work (Peng et al., 2016), the authors proposed a Like-Latent Dirichlet Allocation (Like-LDA) model by incorporating the behavioral feature “like” to build the learner topic interest profile. Furthermore, the work presented in (Liu et al., 2019), pointed out a Behavior-Sentiment Topic Mixture (BSTM) topic model that incorporates emotion and behavior features to detect learners’ oriented topics as well as learners’ sentimental tendency and interaction toward these topics. Moreover, the authors (Lubis et al., 2019), developed a topic model using LDA, sentiment analysis and a sentence filtering approach based on helpful subjective reviews in MOOCs.

The topic modeling approach was applied as well on discussion forum posts in MOOCs. Authors in (Peng et al., 2020) analyzed the discussion posts of learners using a Time-Information-Emotion Behavior Model (TI-EBTM) to automatically track the temporal topic changes in the discussion forums. Similarly, the work highlighted in (B. Yang et al., 2022) used latent semantic analysis (LSA) to classify and identify learners with distinct longitudinal profiles of topic-relevant forum posting in MOOCs. Further, the Authors (Onan & Toçoğlu, 2021), proposed a document-clustering model using weighted word embedding and clustering approach to detect questions topics in MOOCs discussion forum posts.

3.2 Topic modeling in social media

The topic modeling approach was used in social media to detect user interest tags. In (He et al., 2020), authors applied a Bi-Labeled LDA model to automatically extract interest tags for non-famous users inferred from the topical interest of famous users in social media. Further, authors in (Chen & Ren, 2017) presented an extension of LDA model called Forum-LDA model to capture coherent topics and serious interests of the users in a forum for the aim of recommendation. Moreover, authors (Kim et al., 2021), proposed a framework based on LDA model that incorporates both textual and visual features to discover user interests as well to recommend points-of-interests (POIs) and potential friends to the target user. In addition, the work in (Yu & Li, 2021) highlighted a method to identify the interest themes of users in microblog using a multi-granular text feature representation including text vector, an LDA model to extract the topic tags, and LSTM to learn the semantic features of the sentences.

Topic modeling was applied for sentiment analysis as well. The work pointed out in (Heidari & Jones, 2020), introduced a new BERT model for sentiment classification of tweets to independently identify topic features for the social media bot. A deep learning-based topic-level sentiment analysis model was proposed by (Pathak et al., 2021) and applied on streaming short text data in social media.

To synthesize, topic modeling has been widely used to predict user interest from the textual feature in both MOOCs and social media with different purposes and
objectives. To our knowledge, there have not been any works in literature that apply the topic modeling approach to learners’ interactive content in social media to detect and extract their course of interest.

We aim to explore the learner’s spontaneous interaction and the generated content in social media to reveal his real interests and preferences and enrich them with the already existing interests in MOOCs by applying NLP and topic modeling techniques to textual features shared by the learner.

The following sections describe in more detail our approach and experimentation.

4 Our approach

Our goal is to apply NLP and Topic modeling techniques to the tweets generated by the learners on social media to identify their “real” course of interest.

The proposed approach encompasses several steps related to the generation of topical interests as highlighted in Fig. 2. The steps are performed sequentially for data preparation, data preprocessing, and feature extraction. Then we train three different topic modeling methods, including LDA, LSA, and BERTopic, and finally, we evaluate the performance of the models using topic evaluation metrics and validate their coherence.

The sequence of steps in the proposed approach is discussed in detail below:

4.1 Dataset collection

A set of tweets were collected via web scraping technique for two months. We used Twitter API keys and Netlytic\(^1\) which is a cloud-based text and social networks analyzer, that allows us to collect publicly accessible posts from social media.

---

\(^{1}\)https://netlytic.org/index.php.
To refine the process of scraping, we applied two filters: scraping data in the English language and initiating the scraping using the keywords “Computer science” and “Artificial intelligence”. A total of 2500 tweets per query were scraped. The dataset used for our experimentation contained 120 000 tweets from 12,187 learners. The meta-data gathered included tweet id, learner names, tweet text, tweet type, learner id, etc. Since we are interested in the textual feature generated by the learners, we kept only learners’ names and their tweets as features for our dataset.

### 4.2 Data preprocessing

We first cleaned our dataset from duplicated tweets and chatbot users using *string pattern recognition*. Each tweet should be free of links, numbers, emojis, and punctuation. We used a preprocessing library called *tweet-preprocessor* to convert our tweets into the processed form.

Preprocessing steps included: *removing URLs*, *removing Mentions*, *removing Emojis and Smileys*, and *removing Numbers*. For hashtags, we removed only the sign “#” and we kept the word after the sign since it constitutes valuable information about the preferences of the learner. We removed extra white spaces and punctuation as well.

### 4.3 NLP pipeline

The following steps were performed:

- **Tokenization**: we break the sentences into words, lowercasing the words, ignoring tokens that are too short (contains at least 3 letters), and removing letter accents.
- **Remove stop words**: Remove all commonly used words like “a”, “an”, “the”, etc. As they do not contribute to either the representation of the tweet or to the scoring mechanism of each tweet. We also extend the list of the stop words by high-frequency words. This is done by setting a threshold in which words that occur more frequently than the threshold should be removed. A standard stop word list by the “NLTK” library (Siva Rama Rao et al., 2022) has been used for this work.
- **N-grams implementation**: we extract a sequence of ‘n-items’ that occur frequently in a sentence. In our work, we implement bi-grams (2 words), and tri-grams (3 words). The Phraser model of the Gensim library (Haider et al., 2020) has been used to construct the bi-gram and tri-gram models.
- **POS / Speech of tag selection**: also referred to as the processing pipeline. The default pipeline consists of a tagger, a parser, and an entity recognizer. In our work, we only use a tagger. We check part of the speech tag of each token and keep the nouns, adjectives, verbs, and adverbs.
- **Lemmatization**: We return the base or dictionary form of a word, known as the lemma, and merely remove inflectional endings.

We limited our data to a sample of 10,000 tweets since training the models with 120 000 tweets - was time and memory-consuming.
The output of this step is a clean and tokenized set of terms that will be used as an input for the following steps.

### 4.4 Text feature extraction

Text feature extraction is the mechanism of transforming text documents into vector representations. In our work, each tweet represents one document. We have 10,000 documents in total. We applied feature extraction using Bag of words and TF-IDF transformations to generate our corpora.

A Bag of Words is a representative model of document data, that highlights the occurrence of words within a document (Diera et al., 2022) while a TF-IDF transformation provides a weight for each word. The value of TF-IDF is determined by multiplying two metrics: the relative frequency of a word in a specific document and the inverse proportion of the word across the entire set of documents, which reflects how relevant a word is to a particular document (Zaware et al., 2021).

To train both LDA and LSI, a dictionary and a corpus should be created. A dictionary encapsulates the mapping between normalized words and their integer ids. On the other hand, the corpus is a list of lists containing tuples for each word id and its frequency.

While creating the dictionary, we apply the following steps:

- Filtering out high-frequency words: we used the `FreqDist` function to create the frequency distribution of all the words in the text. We set a threshold equal to 2000 to remove words that have frequency over them.
- Adding those words to the stop words list.
- Performing the `filter_extremes` function that filters out tokens in the dictionary by their frequency. It has two variables: “no_below” and “no_above”. This means to keep tokens contained in at least no_below documents and no more than no_above documents. We repeated this process using respectively a set of test values: ([5,0.5], [5,0.7], [5,1]), ([10, 0.5], [10,0.7], [10,1]) and ([20, 0.5], [20,0.7], [20,1]). The best result was obtained using no_below=5 and no_above=0.7.
- Based on the result above, we remove all words that occur in less than 5 documents (tweets) and all words that occur in more than 70% of all the documents.

Based on the created dictionary, two corpora were generated: BOW corpus and TFIDF corpus.

### 4.5 Parameters and model training

We apply LDA and LSI to both corpora. There are two types of hyperparameters — the number of latent topics for both models and Dirichlet priors (alpha and beta) for LDA.

---

1 3

---

2 https://tedboy.github.io/nlps/generated/generated/gensim.corpora.Dictionary.filter_extremes.html.
Before running LDA and LSI, we must choose the number of latent topics. We randomly selected a value of 10 for this parameter. Afterward, we conducted a grid search to identify the optimal number of topics as discussed in the subsequent section.

Alpha and beta in the LDA model represent the Dirichlet priors. We set their values to "Auto" and let the model determine the best values during execution.

The hyperparameters for LDA and LSI were selected based on a set of test values that ensured the models converged. Table 1 outlines the hyperparameters for these models.

For BERTopic, we employed a Countvectorizer transformer to remove English stop words and exclude terms with a document frequency strictly greater than 60 and lower than 20 to minimize the size of the resulting sparse c-TF-IDF matrix.

As a sentence-transformer model, BERTweet was utilized for English Tweets. Table 2 illustrates the hyperparameters chosen for BERTopic.

To prevent exceeding memory limits in UMAP, we set "low_memory" to "True". The parameter "calculate_probabilities" was set to "True" to calculate the probability of a document belonging to any topic. Additionally, we enabled "verbose" to "True" to track the model's stages. For the number of topics, we established "auto".

In the following section, we will describe the evaluation metrics used to assess the models' performance.

### 4.6 Topics evaluation

We evaluate and compare the performance of the different topic models using three metrics: coherence score, Inverted Rank-Biased Overlap (RBO) score, and human judgment.

The coherence score is the median of pairwise word similarities derived from the top words of a given topic (Rosner et al., 2014). It quantifies the degree of semantic similarity between the high-scoring words. Meanwhile, the Inverted Rank-Biased Overlap score gauges the diversity of topics generated by a single model. It compares the top N words of two topics and uses weighted ranking (Bianchi et al., 2020). A diversity close to 0 indicates a redundant topic, whereas those close to 1 signify distinct topics.
indicate more varied topics. The higher these metrics are, the better (Murakami & Chakraborty, 2022).

The approach adopted to find the optimal number of topics for LDA and LSI models is to build many models (LDA and LSI) with different values for a number of topics (k) and pick the one with the highest coherence value concerning the significance of the generated topics.

The search for the optimal number of topics started with a range from two to 98, with a step of 6. During the process, only one hyperparameter varied (number of topics) and the other remained unchanged until reaching the highest coherence score. Figures 3 and 4 present the values of the coherence score about the number of topics for LDA and LSA models with BOW and TFIDF corpora.

The optimal number of topics of each model is the one that has the highest coherence score concerning the topic’s relevance and significance. The training of the BERTopic model results in several topics equal to 40 with a coherence score equal to 0.62. Table 3 presents the optimal number of topics for each model and the corresponding coherence score.

Based on the above table, LDA and BERTopic models have the highest coherence score compared to LSA. To decide which model to adopt for the generation of the course topics, we compute the RBO score of LDA and BERTopic models as highlighted in Table 4 using OCTIS, a framework for training, analyzing, and comparing Topic Models (Terragni et al., 2021).

To judge the relevance of the topics and facilitate a clear interpretation of the extracted information from fitted LDA and BERTopic models, word cloud represen-
tation was used to generate a screenshot of the topics as pointed out in Figs. 5, 6 and 7, and 8.

We manually labeled the first five topical interests as highlighted in Tables 5 and 6, and 7 based on the word cloud representation for each model.

5 Discussion and results

The aim of this work is to predict the real interest of learners from the textual content they share on their social media account to enrich their course preferences in MOOCs. Although MOOCs offer a set of courses that suit the learners predefined interest when they first sign up but those preferences do not reflect their real needs and requirements.
Table 5  Labels of the course interest generated from the LDA_BOW model

| Course Interest | Course Interest 2 | Course Interest 3 | Course Interest 4 | Course Interest 5 |
|-----------------|-------------------|-------------------|-------------------|-------------------|
| LDA_BOW         | Machine learning  | Machine learning  | Graph data        | Data analytic     |
|                 | in fintech        | in platform       | platform          | research          |
Our goal is to identify the course topics based on learners’ interaction in Twitter, through the tweets they share. In order to do this, we require three models: LDA, LSI and BERTopic. We trained the LDA and LSI using two corpora: a bow corpus and a TFIDF corpus. We trained BERTopic using a pre-trained sentence transformer called BERTweet. We evaluated our models using the coherence score, the RBO score as well as human judgement to outline the quality and the relevance of the generated course topics.

LDA_BOW, LDA_TFIDF, and BERTopic models show prominent results with a coherence score of 0.50, 0.59, and 0.61 respectively, an RBO score of 1, 1, and 0.86, respectively. To decide the best model to adopt for the course topics, we judge the relevance and the significance of the generated topics as well. We manually labeled the first five topical interests as highlighted in Tables 6, 7 and 8.

Based on this tables, BERTopic outperformed LDA regarding the quality and the relevance of the topical interest that are more representative for the course of interest of learners.

For each tweet, we identify the dominant topic that has the highest probability, and then for each learner, we get the top two dominant topics. Table 8 points out the three courses of interest for four learners.

### 6 Conclusion

Interaction is a key enabler of social media which allows users to spontaneously and freely socialize and collaborate through multiple forms of user-created content (e.g., videos, images, audio, text posts). This allows generating content that hides informa-
tion about the real interests and preferences of the user. In contrast, MOOCs still suffer from low completion rates and high dropout rates that are related significantly to the lack of interaction and learner satisfaction.

Learners are motivated and satisfied to invest time and effort toward courses of their preferences, thereby, identifying learners’ interests will encourage them to be committed to finishing their courses.

Our objective is to explore the aspect of stickiness and sociability of social media through the content generated to predict the real interest and preferences of the users using NLP and topic modeling techniques.

Our approach predicts automatically the real course of interest of the learners to enrich them with their already existing interests in MOOCs. We use for this purpose three well-known models: LDA and LSA with BOW and TFIDF corpora and BERTopic with BERTweet as sentence embeddings. Before training the models, we apply the NLP pipeline for data cleaning and preprocessing. We evaluate the models using the coherence score and RBO score and we judge the relevance of the topical interests by manually labeling them. Results have demonstrated that BERTopic outperformed the other models.

Our perspective is to develop an API that extracts and labels automatically the course of interest from the textual content in social media. The interesting tag generated automatically will serve to enrich the “interest component” of our social profile ontology that we had implemented in previous work. We aim as well to build a recommender system that takes into consideration the identified preferences of the learners to either recommend them courses when they first sign up in MOOCs using their social media account or to better orient them toward courses that responds to their profile’s needs. Additionally, we aspire to evaluate our approach in a reel MOOC to major the reel impact of stickiness in MOOCs.
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