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Exponentiated exponential (EE) model has been used effectively in reliability, engineering, biomedical, social sciences, and other applications. In this study, we introduce a new bivariate mixture EE model with two parameters assuming two cases, independent and dependent random variables. We develop a bivariate mixture starting from two EE models assuming two cases, two independent and two dependent EE models. We study some useful statistical properties of this distribution, such as marginals and conditional distributions and product moments and conditional moments. In addition, we study a dependent case, a new mixture of the bivariate model based on EE distribution marginal with two parameters and with a bivariate Gaussian copula. Different methods of estimation for the model parameters are used both under the classical and under the Bayesian paradigm. Some simulation studies are presented to verify the performance of the estimation methods of the proposed model. To illustrate the flexibility of the proposed model, a real dataset is reanalyzed.

1. Introduction

In the last two decades or so, a major point of interest for statisticians and practitioners was to study populations that exhibit similar behaviors with respect to some predetermined criteria. The earliest evidence regarding the study of heterogeneous populations was mostly due to Newcomb [1] and Pearson [2] who utilized/developed an approach, commonly known as finite mixture distributions. With modern days’ stellar advancement on long data-related computation facilities, studies focusing on heterogeneous populations became more popular in the modern era; for some useful references, see the work of Titterington et al. [3], Everitt and Hand [4], McLachlan and Basford [5], and Al-Hussaini and Sultan [6] and the references cited therein. In recent times, there is a growing trend to study and explore the application of finite mixture models; for more details, see the work of Al-Hussaini and Sultan [6].

In several studies concerning heterogeneous population, the EE probability model appears to be really useful. Two-parameter EE distribution is a right skewed unimodal distribution. The behaviors of the probability density function and the hazard function of the EE distribution is quite close to the behavior of the pdf and the hazard function of the gamma or Weibull model. The two-parameter EE distribution has received an increasing amount of interest in recent times. The efficacy of the EE distribution in modeling lifetime data can be found in the works of Gupta and Kundu [7–12]. Several studies have demonstrated that, in specific real-life scenarios, the EE distribution provides a better fit.
(based on several well-known goodness-of-fit measures) as compared to the gamma or the Weibull model. Kundu and Gupta [13] introduced a bivariate generalized exponential (BGE) distribution and constructed BGE distribution which has three parameters. Some studies obtained a mixture of bivariate inverse Weibull and gamma models; for more details, see the work of Jones et al [14], Sarhan and Balakrishnan [15], Chen and Tan [16], Khosravi [17], and AL-Moisheer et al. [18] and the references cited therein.

The main objective of this paper is to develop and study the mixture of a new bivariate absolutely continuous distribution via a mixture of two independent two-parameter EE distributions. We call this new bivariate distribution as the bivariate mixture of exponentiated exponential distribution (henceforth, in short, the BMEE). The proposed model is constructed under two mechanisms. In the first case, let X and Y be two random variables where each variable is independent and distributed as EE distribution with parameters ($\lambda_1$, $\theta_1$) and ($\lambda_2$, $\theta_2$), respectively. In the second case, we construct the BMEE distribution via copula approach using the well-known bivariate Gaussian copula (see, for details, the work of Nelson [19]). Several useful mathematical properties of the proposed model are derived. Classical and Bayesian estimation methods are discussed. In addition, the performance of the suggested BMEE model is examined using simulation in estimating the model parameters and a real dataset. The rest of the paper is organized as follows. In Section 2, we introduce the BMEE (type I) distribution, discuss its construction via two mechanisms, and provide some contour plots. In Section 3, we provide some useful mathematical properties and obtain expressions for the bivariate survival function, hazard rate function, bivariate moment generating functions, conditional moments, joint moments, stochastic ordering, etc., for the BMEE distribution constructed starting from two independent EE distributions. In Section 4, we discuss the estimation strategy of the model parameters via EM algorithm. In Section 5, we discuss the estimation strategy for the BMEE (type II) distribution constructed via the bivariate Gaussian copula. In Section 6, we study and explore the estimation of the model parameters under the Bayesian paradigm. Simulation results are presented in Section 7. In Section 8, a well-known motor dataset has been reanalyzed to exhibit the efficacy of the proposed BMEE-type models. Finally, we conclude the paper by providing some final remarks in Section 9.

2. Mixture Bivariate Independent EE Model

Here, we begin our discussion with two independent univariate EE distributions with parameters ($\lambda_1$, $\theta_1$) and ($\lambda_2$, $\theta_2$), respectively. The central idea of compounding is to consider that $\theta_1$ and $\theta_2$ are indeed random variables not constant, and the observed (marginal) distribution of $X_{in}$ and $Y_{in}$ can be obtained from the joint distribution of $\theta_1$ and $\theta_2$ which is as follows:

$$h_{x_{in},y_{in}}(x_{in},y_{in}) = \int h(x_{in}, y_{in}, \theta_1, \theta_2) \, d\theta_1 \, d\theta_2.$$  (1)

Next, we construct a bivariate mixture distribution function (pdf) and a probability density function (pdf) for $X_{in}, Y_{in}$, given by

$$F(x_{in}, \lambda) = \left( 1 - e^{-\lambda x_{in}} \right)^{\theta}, \quad x_{in} > 0,$$  (2)

$$f(x_{in}, \lambda) = \theta e^{-\lambda x_{in}} (1 - e^{-\lambda x_{in}})^{\theta-1}, \quad x_{in} > 0,$$  (3)

where $\theta > 0$ and $\lambda > 0$ are the shape and scale parameters.

In the bivariate case, let $X_{in}$ and $Y_{in}$ be two random variables with parameters $\theta_1$ and $\theta_2$, respectively. For given fixed values of $\theta_1$ and $\theta_2$, $X_{in}$ and $Y_{in}$ are independent. The pdf of BMEE distribution is defined as

$$f(x_{in}, \theta_i) = \sum_{i=1}^{2} p_i f_i ((x_{in})_i, \theta_i),$$  (4)

where $p_i$ are the mixing proportions which must satisfy $\sum_{i=1}^{2} p_i = 1$ and $p_i \geq 0$, and all parameters are unknowns. The pdf of the first component of EE is given by (2), with fixed shape parameter $\theta > 0$, and a random scale parameter $\lambda > 0$ that takes two distinct values $\lambda_1$ and $\lambda_2$. Likewise, for fixed shape parameter $\theta$, let $Y$ have an EE mixture density, and the pdf of second component (EE) is given by

$$g(y_{in}, \phi, \beta) = \phi \beta e^{-\beta f(y_{in})_1} (1 - e^{-\beta f(y_{in})_2})^{\phi-1}, \quad y_{in} > 0,$$  (5)

where $\beta$ is a random scale parameter $\beta > 0$ that takes two distinct values $\beta_1$ and $\beta_2$. For given values of ($\lambda, \beta$), we assume that $X_{in}$ and $Y_{in}$ are independent, but $\lambda$ and $\beta$ are correlated through their generalized bivariate distribution with the following probability matrix:

$$P = \begin{bmatrix} P_{\lambda_1,\beta_1} & P_{\lambda_1,\beta_2} \\ P_{\lambda_2,\beta_1} & P_{\lambda_2,\beta_2} \end{bmatrix},$$  (6)

where $P$ is the mixture components and $P_{\lambda_1,\beta_1} + P_{\lambda_1,\beta_2} + P_{\lambda_2,\beta_1} + P_{\lambda_2,\beta_2} = 1$. Let $h_{x_{in},y_{in}}(x_{in},y_{in})$ be the joint pdf of $(X_{in}, Y_{in})$; then,

$$h_{x_{in},y_{in}}(x_{in},y_{in}) = f(x_{in}|\theta_1,\lambda_1)g(y_{in}|\phi_1,\beta_1)P_{\lambda_1,\beta_1} + f(x_{in}|\theta_1,\lambda_2)g(y_{in}|\phi_1,\beta_2)P_{\lambda_1,\beta_2} + f(x_{in}|\theta_2,\lambda_1)g(y_{in}|\phi_2,\beta_1)P_{\lambda_2,\beta_1} + f(x_{in}|\theta_2,\lambda_2)g(y_{in}|\phi_2,\beta_2)P_{\lambda_2,\beta_2}.$$  (7)
For simplicity in the independent case, we use $x_{in} = x$ and $y_{in} = y$ as follows:

$$h(x, y) = \theta_1 \lambda_1 e^{-\lambda_1 x} (1 - e^{-\lambda_1 x})^{\theta_1 - 1} \phi_1 e^{-\beta_1 y} (1 - e^{-\beta_1 y})^{\theta_1 - 1} p_{1, \beta_1} + \theta_2 \lambda_2 e^{-\lambda_2 x} (1 - e^{-\lambda_2 x})^{\theta_2 - 1} \phi_2 e^{-\beta_2 y} (1 - e^{-\beta_2 y})^{\theta_2 - 1} p_{2, \beta_2}$$

For simplification, let $a = p_{1, \beta_1}, b = p_{2, \beta_2}, c = p_{3, \beta_3}$, and $d = p_{4, \beta_4}$.

From Figures 1 and 2, it is evident that the joint pdf in equation (4) can produce various shapes corresponding to several parameter choices. The joint pdf mixture of four univariate EME mixture distributions involves a total of 9 parameters for its specification. In application to real-life datasets, as one can imagine, not all four components might be necessary. Consequently, one may put some restrictions, such as $b = c = 0, a = d = 0$, or $a = b = c = 0$. These restrictions result in correlation values (among scale parameters) of +1, -1, and 0, respectively.

$$F(x, y) = \int_0^y \int_0^x h(t, s) dt \ ds$$

$$= \int_0^y \int_0^x \left[ \frac{d \theta_1 \lambda_1 e^{-\lambda_1 x} (1 - e^{-\lambda_1 x})^{\theta_1 - 1} \phi_1 e^{-\beta_1 y} (1 - e^{-\beta_1 y})^{\theta_1 - 1} + b \theta_2 \lambda_2 e^{-\lambda_2 x} (1 - e^{-\lambda_2 x})^{\theta_2 - 1} \phi_2 e^{-\beta_2 y} (1 - e^{-\beta_2 y})^{\theta_2 - 1} + c \theta_3 \lambda_3 e^{-\lambda_3 x} (1 - e^{-\lambda_3 x})^{\theta_3 - 1} \phi_3 e^{-\beta_3 y} (1 - e^{-\beta_3 y})^{\theta_3 - 1} + d \theta_4 \lambda_4 e^{-\lambda_4 x} (1 - e^{-\lambda_4 x})^{\theta_4 - 1} \phi_4 e^{-\beta_4 y} (1 - e^{-\beta_4 y})^{\theta_4 - 1} \right] dt \ ds$$

$$= a (1 - e^{-\lambda_1 x})^{\theta_1} (1 - e^{-\beta_1 y})^{\theta_1} + b (1 - e^{-\lambda_2 x})^{\theta_2} (1 - e^{-\beta_2 y})^{\theta_2} + c (1 - e^{-\lambda_3 x})^{\theta_3} (1 - e^{-\beta_3 y})^{\theta_3} + d (1 - e^{-\lambda_4 x})^{\theta_4} (1 - e^{-\beta_4 y})^{\theta_4}.$$

The associated survival function of BMEE distribution will be

$$R(x, y) = P(X > x, Y > y) = 1 - P(X < x) - P(Y < y) + P(X < x, Y < y)$$

$$= 1 - F_X(x) - F_Y(y) + F_{X,Y}(x, y),$$

where $F_X(x)$ and $F_Y(y)$ are the marginal density functions of $X$ and $Y$, respectively. The hazard rate function (hrf) is given as follows:

$$\text{hrf}(x, y) = \frac{A}{B}$$

where $A$ is given in (8) and $B$ is given in (12). The conditional pdf of $X$, given $Y$, for each fixed $Y = y$ will be

$$h(x|y) = \frac{h(x, y)}{h_y(y)}$$

The conditional pdf of $Y$, given $X$, will be

$$h(y|x) = \frac{h(x, y)}{h_x(x)}.$$

### 3. Structural Properties

Here, we derive some properties of the BMEE distribution which are as follows.

**Proposition 1.** Let $(X, Y) \sim \text{BMEE}(a, b, c, d, \lambda_1, \lambda_2, \beta_1, \beta_2, \theta, \phi)$. Then, $(X, Y)$ has a total positivity of order 2 positive association (TP2 property).
$\alpha_1 = 0.8 \lambda_1 = 1.7 \alpha_2 = 2.5 \lambda_2 = 1.5 \theta = 0.5$

$\alpha_1 = 0.8 \lambda_1 = 1.7 \alpha_2 = 2.5 \lambda_2 = 1.5 \theta = -0.5$

$\alpha_1 = 1.8 \lambda_1 = 3.7 \alpha_2 = 2 \lambda_2 = 3.8 \theta = -0.5$

$\alpha_1 = 1.8 \lambda_1 = 3.7 \alpha_2 = 2 \lambda_2 = 3.8 \theta = 0.5$

**Figure 1:** The plot of the BMEE pdf model for varying parameter choices in equation (4).

**Figure 2:** The contour plots of BMEE distribution for varying parameter choices in equation (4).
Proof. Observe that an absolute continuous bivariate random vector, say \((U_1, U_2)\), has TP\(_2\) property if and only if, for any \(u_{11}, u_{12}, u_{21}, u_{22}\), whenever \(u_{11} < u_{12}\) and \(u_{21} > u_{22}\), we have

\[
\begin{align*}
    f_{U_1, U_2}(u_{11}, u_{12}) f_{U_1, U_2}(u_{11}, u_{12}) - f_{U_1, U_2}(u_{12}, u_{21}) f_{U_1, U_2}(u_{11}, u_{22}) &> 0, \\
    \text{(16)}
\end{align*}
\]

where \(f_{U_1, U_2}(\cdot)\) is the joint PDF of \((U_1, U_2)\). Observe that, by taking different ordered \(u_{11}, u_{12}, u_{21}, u_{22}\), such that \(u_{11} < u_{12}\), and \(u_{21} > u_{22}\), our result immediately follows.

As a consequence, the positive quadrant dependence property (alternatively, the TP\(_2\) property) will indicate several other nonincreasing properties related to conditional survival, conditional cdf of \(X\), given \(Y\), and \(Y\), given \(X\), including this result: \(g_1(.)\) and \(g_2(.)\), \(\text{Cov}(g_1(X), g_2(Y)) \geq 0\). □

**Proposition 2** (moments). The product moments, \(\mu^{_x}_x, _y,\) about zero is

\[
\begin{align*}
    \mu^{_x}_x, _y &= \int_0^\infty \int_0^\infty x \ h(x, y) \ dx \ dy = \int_0^\infty \int_0^\infty x \ y f(x, y)\ dx \ dy + b \theta \lambda_1 e^{-\lambda_1 x} (1 - e^{-\lambda_1 x})^{\alpha - 1} \phi_1 e^{-\beta_1 y} (1 - e^{-\beta_1 y})^{\beta - 1} \\
    &+ b \theta_2 e^{-\lambda_2 x} (1 - e^{-\lambda_2 x})^{\alpha - 1} \phi_2 e^{-\beta_2 y} (1 - e^{-\beta_2 y})^{\beta - 1} + c \theta_1 e^{-\lambda_1 x} (1 - e^{-\lambda_1 x})^{\alpha - 1} \phi e^{-\beta_1 y} (1 - e^{-\beta_1 y})^{\beta - 1} \\
    &+ d \theta_2 e^{-\lambda_2 x} (1 - e^{-\lambda_2 x})^{\alpha - 1} \phi_2 e^{-\beta_2 y} (1 - e^{-\beta_2 y})^{\beta - 1} \\
    &= \text{Harmonic number}[\theta] \text{Harmonic number}[\phi] \left[ \frac{a}{\lambda_1 \beta_1} + \frac{b}{\lambda_1 \beta_2} + \frac{c}{\lambda_2 \beta_1} + \frac{d}{\lambda_2 \beta_2} \right],
\end{align*}
\]

where Harmonic number[,] is the sum of the reciprocals of the first \(n\) natural numbers.

The expected value of \(X\) and \(Y\) are, respectively, given by

\[
\begin{align*}
    E(X) &= \int_0^\infty x \ h_x(x) \ dx = \text{Harmonic number}[\phi] \left[ \frac{a \lambda_1}{\beta_1} e^{-\lambda_1 x} (1 - e^{-\lambda_1 x})^{\alpha - 1} \right] + \left[ \frac{b \lambda_2}{\beta_1} e^{-\lambda_2 x} (1 - e^{-\lambda_2 x})^{\alpha - 1} \right] \\
    &+ \left[ \frac{c \lambda_1}{\beta_2} e^{-\lambda_1 x} (1 - e^{-\lambda_1 x})^{\alpha - 1} \right] + \left[ \frac{d \lambda_2}{\beta_2} e^{-\lambda_2 x} (1 - e^{-\lambda_2 x})^{\alpha - 1} \right], \\
    \text{(18)}
\end{align*}
\]

\[
\begin{align*}
    E(Y) &= \int_0^\infty y \ h_y(y) \ dy = \text{Harmonic number}[\phi] \left[ \frac{a \lambda_1}{\beta_1} e^{-\beta_1 y} (1 - e^{-\beta_1 y})^{\phi - 1} \right] + \left[ \frac{b \lambda_2}{\beta_1} e^{-\beta_1 y} (1 - e^{-\beta_1 y})^{\phi - 1} \right] \\
    &+ \left[ \frac{c \lambda_1}{\beta_2} e^{-\beta_1 y} (1 - e^{-\beta_1 y})^{\phi - 1} \right] + \left[ \frac{d \lambda_2}{\beta_2} e^{-\beta_1 y} (1 - e^{-\beta_1 y})^{\phi - 1} \right]. \\
    \text{(19)}
\end{align*}
\]

A Mathematica 11.2 is used to obtain the integral in (17)–(19).

**Proposition 3.** The joint moment generating function of BMEE will be
In this section, we discuss the estimation of the model under the EM algorithm.

Proposition 4 (shape of the distribution). A critical point of a function with two variables is a point where the partial derivatives of first order are equal to zero. The most compelling two reasons to study the critical points for a bivariate distribution are as follows:

\[
\frac{\partial f(x,y)}{\partial x} = \frac{\partial}{\partial x} \left[-\alpha \beta \lambda \Gamma(1 - s/\beta) \Gamma(1 - t/\lambda) \frac{(e^{\lambda x} - \theta)(1 - e^{-\lambda x})(1 - e^{-\beta y})}{(e^{\lambda x} - 1)(e^{\beta y} - 1)} \right]
\]

\[
\frac{\partial f(x,y)}{\partial y} = \frac{\partial}{\partial y} \left[-\alpha \beta \lambda \Gamma(1 - s/\beta) \Gamma(1 - t/\lambda) \frac{(e^{\lambda x} - \theta)(1 - e^{-\lambda x})(1 - e^{-\beta y})}{(e^{\beta y} - 1)(e^{\lambda x} - 1)} \right]
\]

Consequently, for BMEE distribution, there may be several critical points. For specific choices of the model parameters, a numerical study can be made here.

4. Estimation (Independence Case Scenario)

In this section, we discuss the estimation of the model parameters of the BMEE distribution assuming the independence of X and Y under the EM algorithm.

4.1. EM Algorithm. McLachlan and Krishnan [20] introduced expectation-maximization (EM) algorithm which is an iterative method to find the maximum likelihood estimator of a parameter \( \Phi \) of a parametric probability distribution. To invoke the idea of EM algorithm, we augment the data \((x_k, y_k), \ k = 1, \ldots, n\), with the group membership variables \( \Phi_k = (a_k, b_k, c_k), \ k = 1, \ldots, n\), where \( a_k \) is an indicator variable, and one if the \( k^{th} \) observation is in \( f(x, \lambda_1, \beta_1) \), and zero otherwise.
Similarly, for $b_k, c_k$, we have four groups $G_{ij}, i, j = 1, 2,$ for which the densities are

$$f_{ij}(x, y) = f_i(x)f_j(y) = \theta\lambda_i e^{-\lambda_i x}(1 - e^{-\lambda_i x})^{\beta - 1}\phi\beta_i e^{-\beta_i y}(1 - e^{-\beta_i y})^{\bar{\theta} - 1}.$$ (22)

The corresponding mixing proportions are $P(G_{11}) = a$, $P(G_{12}) = b$, $P(G_{21}) = c$, and $P(G_{22}) = 1 - a - b - c$.

$$\ell = \sum_{k=1}^{n} a_k \ell_{11}(x_k, y_k) + \sum_{k=1}^{n} b_k \ell_{12}(x_k, y_k) + \sum_{k=1}^{n} c_k \ell_{21}(x_k, y_k) + \sum_{k=1}^{n} (1 - a_k - b_k - c_k) \ell_{22}(x_k, y_k).$$ (23)

Each iteration of the EM algorithm involves two steps: step E (expectation) and step M (maximization), defined by (16). This is linear in the group membership variables $\Phi_k$, so in the E-step, we replace in (9) the associated expected values, given the current estimates $((\bar{\theta}, \bar{\phi}, \bar{\lambda}_1, \bar{\lambda}_2, \bar{\beta}_1, \bar{\beta}_2, \bar{\alpha}, \bar{b}, \bar{c})$ of the parameters are calculated as

$$\tilde{a}_k = \frac{\tilde{a}f_{11}(x_k, y_k)}{\tilde{a}f_{11}(x_k, y_k) + \tilde{b}f_{12}(x_k, y_k) + \tilde{c}f_{21}(x_k, y_k) + (1 - \tilde{a} - \tilde{b} - \tilde{c})f_{22}(x_k, y_k)},$$ (24)

and follow the same procedure similarly for $b_k$ and $c_k$.

Next, in the M-step, we need to maximize (23) over $((\theta, \phi, \beta_1, \beta_2, \lambda_1, \lambda_2)$ for fixed values of $\Phi_k$. It is achieved by the conditional independence of $X$ and $Y$, given the group membership. Differentiating (23), we obtain

$$\frac{\partial \ell}{\partial \lambda_1} = \frac{n}{\lambda_1} \sum_{k=1}^{n} (a_k + b_k) - \sum_{k=1}^{n} (a_k + b_k)x_k + (\theta - 1) \sum_{k=1}^{n} x_k (a_k + b_k)e^{-\lambda_i x_k} \left(1 - e^{-\lambda_i x_k}\right),$$ (25)

$$\frac{\partial \ell}{\partial \lambda_2} = \frac{n}{\lambda_2} \sum_{k=1}^{n} (c_k + d_k) - \sum_{k=1}^{n} (c_k + d_k)x_k + (\theta - 1) \sum_{k=1}^{n} x_k (c_k + d_k)e^{-\lambda_i x_k} \left(1 - e^{-\lambda_i x_k}\right),$$ (26)

$$\frac{\partial \ell}{\partial \beta_1} = \frac{n}{\beta_1} \sum_{k=1}^{n} (a_k + c_k) - \sum_{k=1}^{n} (a_k + c_k)y_k + (\theta - 1) \sum_{k=1}^{n} y_k (a_k + c_k)e^{-\beta_i y_k} \left(1 - e^{-\beta_i y_k}\right),$$ (27)

$$\frac{\partial \ell}{\partial \beta_2} = \frac{n}{\beta_2} \sum_{k=1}^{n} (b_k + d_k) - \sum_{k=1}^{n} (b_k + d_k)y_k + (\theta - 1) \sum_{k=1}^{n} y_k (b_k + d_k)e^{-\beta_i y_k} \left(1 - e^{-\beta_i y_k}\right),$$ (28)

$$\frac{\partial \ell}{\partial \theta} = \frac{n}{\theta} \sum_{k=1}^{n} (a_k + b_k + c_k + d_k) + \sum_{k=1}^{n} (a_k + c_k) \left(1 - e^{-\lambda_i x_k}\right)^{\bar{\theta} - 1}\log\left(1 - e^{-\lambda_i x_k}\right) + \sum_{k=1}^{n} (b_k + d_k) \left(1 - e^{-\lambda_i y_k}\right)^{\bar{\theta} - 1}\log\left(1 - e^{-\lambda_i y_k}\right),$$ (29)

$$\frac{\partial \ell}{\partial \phi} = \frac{n}{\phi} \sum_{k=1}^{n} (a_k + b_k + c_k + d_k) + \sum_{k=1}^{n} (a_k + c_k) \left(1 - e^{-\beta_i y_k}\right)^{\bar{\phi} - 1}\log\left(1 - e^{-\beta_i y_k}\right) + \sum_{k=1}^{n} (b_k + d_k) \left(1 - e^{-\beta_i y_k}\right)^{\bar{\phi} - 1}\log\left(1 - e^{-\beta_i y_k}\right).$$ (30)
Next, the $M$-step is completed by setting
\[
\hat{a} = \frac{1}{n} \sum_{k=1}^{n} a_k, \quad \text{etc.} \tag{31}
\]

This algorithm requires an initial value of the model parameters, designated by $\Phi^{(0)}$. A judicious choice of these initial values requires special attention on the fact that the rate of convergence of the assumed EM algorithm may not become quite slow. Another point of concern is that the maximum likelihood equation may have multiple solutions corresponding to local maxima; therefore, the selection of the starting values is indeed very important. A comparative study of various strategies in the choice of initial values can be found in Karlis and Xekalaki [21]. We use the copula R package to solve these equations numerically. After the maximum likelihood estimators for $\theta, \lambda_1, \beta_1, \lambda_2, \beta_2, \delta, \rho_{11}, \rho_{12}, \rho_{21}, \rho_{22}$ are obtained, we substitute these estimates in $(a_k, b_k, c_k)$. We complete the M-step by setting $\hat{a} = 1/n \sum_{k=1}^{n} a_k, \quad \text{etc.}$

Initial values for the mixing proportions are obtained by the moment’s method of the marginal univariate EE parameter separately. Next, we take the resulting estimates of the BEE parameters as starting values for the EM algorithm. After that, we merge the moment estimators of the marginal mixing parameters to obtain initial values for the bivariate mixing parameters, assuming that the independence between two variables $X$ and $Y$. We apply this method in application as mentioned in Section 8; later on, specifically, in Tables 1–4, we equate (25)–(30) to zero, to obtain estimates of the parameter of the distribution.

5. BMEE Model (Type II) Distribution Using Gaussian Copula

The BMEE model proposed in this paper involves EE marginals, with greatest flexibility with its marginals as well as in the correlation structure. On the contrary, this proposed distribution has several fields of applicability. Usually, in the dependence study, copulas play a vital role. Copulas are a general tool to construct bivariate and multivariate distributions and to study dependence structure between random variables. Several bivariate and multivariate lifetime distributions are suggested using several methods of constructing bivariate and multivariate distributions, and copula functions have been proposed by Nelsen [22], Trivedi and Zimmer [23], Adham and Walker [24], Kundu et al. [25], Kundu and Gupta [26], Kundu [27], El-Morshedy et al. [28], and Alotaibi et al. [29].

5.1. BMEE Distribution Based on Gaussian Copula. The concept of copula, suggested and derived by Sklar [30], states that any multivariate distribution can be disintegrated to a copula and its continuous marginal. In a bivariate setup, copulas are used to link two marginal distributions with a joint distribution such that, for every bivariate distribution function $F(x, y)$ with continuous marginal $F(x), F(y)$, there exists a unique copula function $C$ given by
\[
F(x, y) = C(F(x), F(y)),
\]
where $(x, y) \in (-\infty, \infty)^2$.

The associated density function of bivariate distribution will be
\[
f(x, y) = f(x)f(y)c(F(x), F(y)),
\]
where $c(F(x), F(y))$ is the density function of a copula; for further details, see the work of Nelsen [19, 22]. A plethora of choices are available to construct BMEE distributions via copula using EE marginals as given in (1). Here, the Gaussian copula is utilized to construct BMEE distribution.

The Gaussian copula has the following form:
\[
C(u, v) = \varphi_c(\varphi^{-1}(u), \varphi^{-1}(v)),
\]
where $\varphi_c$ denotes the distribution function of a bivariate standard normal random variable and $\varphi^{-1}$ represents its inverse. The joint pdf of $X_d$ and $Y_d$ based on Gaussian copula becomes
\[
f(x_d, y_d) = f(x_d)f(y_d) \left\{ \frac{1}{\sqrt{1 - \rho^2}} \left( \exp \left[ \frac{-\rho}{2(1 - \rho^2)} \left( \rho \left( z_1^2 + z_2^2 \right) - 2z_1 z_2 \right) \right] \right\}, \tag{35}
\]
where $\rho \in [-1, 1]$ is a dependence parameter and $f(x_d)$ and $f(y_d)$ are the density function of EE distributions given in (1). Suppose that the marginals are EE
\[
f(x_d, y_d, \theta, \lambda, \beta) = \theta \lambda e^{-\lambda x_d} (1 - \exp[-\lambda x_d])^{\theta-1} \delta \beta e^{-\beta y_d} (1 - \exp[-\beta y_d])^{\delta-1}
\]
\[
\cdot \left\{ \frac{1}{\sqrt{1 - \rho^2}} \left( \exp \left[ \frac{-\rho}{2(1 - \rho^2)} \left( \rho \left( z_1^2 + z_2^2 \right) - 2z_1 z_2 \right) \right] \right\}, \quad x_d, y_d, \theta, \lambda, \beta, \delta > 0. \tag{36}
\]
### Table 1: MLE and Bayesian estimation with different sample sizes in the independent case.

| \( n \) | \( \theta = 1.8, \lambda = 3.7, \beta = 3.8, \delta = 2, \rho = 0.5 \) | \( \theta \) | \( \lambda \) | \( \beta \) | \( \delta \) | \( \rho \) |
|--------|-------------------------------------------------|----------|-------------|-------------|------------|-------------|
|        | Bias    | MSE     | L.CI       | Bias        | MSE        | L.CI       | Bias        | MSE        | L.CI       | Bias        | MSE        | L.CI       | Bias        | MSE        | L.CI       |
| 50     | -0.7241 | 0.8039  | 2.0737     | -0.4340     | 0.3449     | 1.5517     | -0.7098     | 0.7900     | 1.5387     | -0.3439     | 0.2693     | 1.0857     | -0.6857     | 0.7283     | 1.1900     | 0.2366     | 0.8818     |
|        | -0.4413 | 0.4955  | 2.1507     | -0.2691     | 0.2371     | 1.5913     | -0.4190     | 0.4215     | 1.6693     | -0.2276     | 0.1321     | 1.1111     | -0.4056     | 0.4137     | 1.2744     | 0.0949     | 0.8686     |
|        | -0.3785 | 0.2015  | 0.9461     | -0.2255     | 0.0988     | 0.8587     | -0.3405     | 0.1977     | 0.7195     | -0.2151     | 0.0887     | 0.6302     | -0.3143     | 0.1820     | 0.5133     | 0.0789     | 0.4612     |
|        | -0.5216 | 0.6152  | 2.2574     | -0.3010     | 0.3074     | 1.7783     | -0.5176     | 0.5552     | 1.8540     | 0.0231      | 0.2093     | 1.2774     | 0.0265      | 0.5035     | 1.3715     | 0.1564     | 0.9703     |

### Table 2: MLE and Bayesian estimation with different sample sizes in the independent case.

| \( n \) | \( \theta = 2.8, \lambda = 3.7, \beta = 3.7, \delta = 1.5, \rho = 0.5 \) | \( \theta \) | \( \lambda \) | \( \beta \) | \( \delta \) | \( \rho \) |
|--------|-------------------------------------------------|----------|-------------|-------------|------------|-------------|
|        | Bias    | MSE     | L.CI       | Bias        | MSE        | L.CI       | Bias        | MSE        | L.CI       | Bias        | MSE        | L.CI       | Bias        | MSE        | L.CI       |
| 50     | -0.4552 | 0.3038  | 1.2187     | -0.0552     | 0.0262     | 0.5972     | -0.3504     | 0.2830     | 0.8395     | -0.0547     | 0.0218     | 0.5172     | -0.3504     | 0.2830     | 0.8395     | -0.0547     | 0.0218     |
|        | -0.4981 | 0.5974  | 2.3179     | -0.0646     | 0.0310     | 0.6423     | -0.4569     | 0.4972     | 1.6351     | -0.0617     | 0.0262     | 0.5711     | -0.4569     | 0.4972     | 1.6351     | -0.0617     | 0.0262     |
|        | -0.5148 | 0.3828  | 1.3460     | -0.0605     | 0.0275     | 0.6050     | -0.4568     | 0.3485     | 0.9777     | -0.0607     | 0.0231     | 0.5190     | -0.3750     | 0.3641     | 1.7062     | -0.0356     | 0.0233     |
|        | -0.4116 | 0.5288  | 2.3510     | -0.0486     | 0.0311     | 0.6651     | -0.3750     | 0.3641     | 1.7062     | -0.0224     | 0.0311     | 0.5823     | -0.3533     | 0.3846     | 0.1922     | 0.3188     |
|        | 0.4647  | 0.2160  | 0.0295     | 0.3255      | 0.1142     | 0.3554     | 0.4064      | 0.1922     | 0.0224     | 0.3188      | 0.1170     | 0.3533     | 0.3846      | 0.1922     | 0.0224     | 0.3188      | 0.1170     |

### Table 3: MLE and Bayesian estimation with different sample sizes in dependent case (Case I).

| \( n \) | \( \theta = 2.8, \lambda_1 = 2.5, \beta_1 = 2.3, \lambda_2 = 1.2, \beta_2 = 1.4, \delta = 1.5, \rho_{11} = 0.2, \rho_{12} = 0.15, \rho_{21} = 0.05, \text{ and } \rho_{22} = 0.1 \) | \( \theta \) | \( \lambda_1 \) | \( \beta_1 \) | \( \lambda_2 \) | \( \beta_2 \) | \( \delta \) | \( \rho_{11} \) | \( \rho_{12} \) | \( \rho_{21} \) | \( \rho_{22} \) |
|--------|-------------------------------------------------|----------|-------------|-------------|-------------|-------------|------------|-------------|-------------|-------------|-------------|-------------|
| 50     | Bias    | MSE     | L.CI       | Bias        | MSE        | L.CI       | Bias        | MSE        | L.CI       | Bias        | MSE        | L.CI       |
|        | -0.5957 | 0.5730  | 1.8320     | 0.0322      | 0.0298     | 0.6656     | -0.0916     | 0.1729     | 0.5909     | 0.0108      | 0.0350     | 0.7326     |
|        | -0.2343 | 0.1336  | 1.1001     | 0.0748      | 0.0334     | 0.6537     | -0.2343     | 0.0552     | 0.8547     | 0.0142      | 0.0286     | 0.6111     |
|        | -0.0876 | 0.2841  | 1.8526     | -0.0658     | 0.2324     | 1.3276     | -0.2470     | 0.0836     | 1.1137     | -0.0278     | 0.0270     | 0.6425     |
|        | -0.0543 | 0.5085  | 2.8671     | -0.0658     | 0.0498     | 0.7601     | -0.0709     | 0.3569     | 0.2867     | -0.1108     | 0.0498     | 0.7439     |
|        | 0.7093  | 0.6064  | 0.2073     | -0.0658     | 0.0479     | 0.7439     | 0.7731      | 0.5713     | 0.1108     | 0.0433      | 0.0477     | 0.6966     |
|        | 0.5538  | 0.5713  | 0.6805     | -0.0658     | 0.0334     | 0.6966     | 0.7953      | 0.6626     | 0.0433     | 0.0975      | 0.0468     | 0.7571     |


Table 3: Continued.

| $n$ | Bias | MSE | $L.CI$ | Bias | MSE | $L.CI$ | Bias | MSE | $L.CI$ |
|-----|------|-----|--------|------|-----|--------|------|-----|--------|
| 100 | -0.5762 | 0.5342 | 1.7637 | 0.0125 | 0.0279 | 0.6495 | -0.5672 | 0.4720 | 1.5294 |
| | -0.0823 | 0.1315 | 1.3854 | 0.0207 | 0.0290 | 0.6631 | -0.0468 | 0.1020 | 1.2392 |
| | -0.2263 | 0.1006 | 0.8717 | 0.0349 | 0.0235 | 0.5848 | -0.2164 | 0.0814 | 0.7294 |
| | -0.0867 | 0.0397 | 0.7038 | -0.0399 | 0.0168 | 0.4842 | -0.0944 | 0.0374 | 0.6626 |
| | -0.2029 | 0.2027 | 1.5765 | -0.7671 | 0.5680 | 1.1856 | -0.1768 | 0.1643 | 1.4303 |
| | -0.0499 | 0.0599 | 0.9399 | 0.0263 | 0.0208 | 0.5560 | -0.0482 | 0.0395 | 0.7566 |
| | 0.7120 | 0.5081 | 0.1328 | 0.0449 | 0.0326 | 0.6857 | 0.7108 | 0.5061 | 0.1079 |
| | 0.732 | 0.6094 | 0.3204 | 0.0466 | 0.0325 | 0.6934 | 0.7750 | 0.6048 | 0.2523 |
| | 0.5603 | 0.5719 | 1.9921 | 0.0222 | 0.0320 | 0.6984 | 0.5295 | 0.5534 | 2.0494 |
| | 0.7975 | 0.6610 | 0.6190 | 0.0397 | 0.0333 | 0.6817 | 0.7978 | 0.6601 | 0.6131 |

Table 4: MLE and Bayesian estimation with different sample sizes in the dependent case (Case II).

| $n$ | Bias | MSE | $L.CI$ | Bias | MSE | $L.CI$ | Bias | MSE | $L.CI$ |
|-----|------|-----|--------|------|-----|--------|------|-----|--------|
| 50  | -0.4624 | 0.4118 | 1.7452 | 0.0165 | 0.0326 | 0.7053 | -0.4742 | 0.3738 | 1.5137 |
| | -0.0246 | 0.1316 | 1.4193 | -0.0031 | 0.0372 | 0.7567 | -0.0217 | 0.0999 | 1.2367 |
| | -0.2569 | 0.1287 | 0.9823 | -0.0702 | 0.0327 | 0.6533 | -0.2463 | 0.1126 | 0.8941 |
| | -0.0415 | 0.0407 | 0.7742 | -0.0744 | 0.0275 | 0.5818 | -0.0580 | 0.0314 | 0.6571 |
| | -0.2156 | 0.2198 | 1.6326 | -0.0402 | 0.0152 | 0.4572 | -0.2125 | 0.1860 | 1.4721 |
| | -0.0937 | 0.0720 | 0.9860 | -0.2729 | 0.1619 | 1.1604 | -0.0840 | 0.0576 | 0.8821 |
| | 0.4020 | 0.1654 | 0.2407 | 0.0313 | 0.0226 | 0.5763 | 0.3971 | 0.1605 | 0.2097 |
| | 0.5533 | 0.3066 | 0.0783 | 0.0857 | 0.0325 | 0.6218 | 0.5514 | 0.3043 | 0.0612 |
| | 0.4352 | 0.3893 | 1.7538 | 0.0935 | 0.0420 | 0.7227 | 0.4487 | 0.3836 | 1.6744 |
| | 0.6387 | 0.4132 | 0.2861 | 0.0298 | 0.0330 | 0.7655 | 0.6365 | 0.4105 | 1.6744 |
| | 0.0596 | 0.0343 | 0.7529 | 0.0309 | 0.0339 | 0.6974 | 0.0406 | 0.0343 | 0.7529 |
| | 0.0643 | 0.3971 | 0.6736 | -0.2227 | 0.0170 | 0.5776 | 0.3963 | 0.1446 | 1.0943 |
| | 0.5512 | 0.0430 | 0.7120 | -0.0681 | 0.0078 | 0.4924 | 0.5152 | 0.0430 | 0.0860 |
| | 0.4006 | 0.0340 | 0.7026 | -0.1844 | 0.0266 | 0.3635 | 0.3963 | 0.0406 | 0.0860 |
| | 0.6404 | 0.3639 | 0.6974 | -0.0643 | 0.1590 | 0.7894 | 0.0479 | 0.3639 | 0.1397 |
| | 0.1133 | 0.2743 | 0.7677 | -0.5980 | 0.0324 | 0.5891 | 0.0416 | 0.3639 | 0.3121 |
| | 0.0511 | 0.0416 | 0.6784 | 0.0170 | 0.0482 | 0.5082 | 0.0612 | 0.0406 | 0.0860 |

The pdf of BMEE distribution is defined as

$$f(x_d, x, \theta) = \sum_{i=1}^{2} p_i f_i((x_d)_i, \theta_i),$$

(37)

where $p_i$ are the mixing proportions, and it must satisfy $\sum_{i=1}^{2} p_i = 1$ and $p_i \geq 0$, and all of them are unknown. The pdf of first component of EE is given by (1):

$$f(x_d, \theta, \lambda_1) = \theta \lambda_1 e^{-\lambda_1 x_d} (1 - e^{-\lambda_1 x_d})^{\theta - 1}, \quad x_d > 0,$$

(38)

with fixed shape parameter $\theta > 0$ and random scale parameter $\lambda > 0$, which take two distinct values $\lambda_1$ and $\lambda_2$, respectively. Similarly, for fixed shape parameter $\theta_2$, let $Y_d$ have an EE mixture density, and the pdf of second component EE is given by:

$$g(y_d, \phi, \beta) = \delta \beta_1 \beta_2 e^{-\beta_1 y_d} (1 - e^{-\beta_1 y_d})^{\delta - 1}, \quad y_d > 0,$$

(39)

with $\beta$ being a random scale parameter taking values $\beta_1$ and $\beta_2$.

For a given values $(\lambda, \beta)$, we assume that $X_d$ and $Y_d$ are dependent, and $\lambda$ and $\beta$ are correlated through their generalized bivariate distribution with the probability matrix given by

$$P = \lambda_1 \left[ P_{\lambda, \phi, \beta} P_{\lambda, \phi, \beta} \right].$$

(40)

Let $f(x_d, y_d)$ be the joint pdf of $(X_d, Y_d)$; then,
Like the joint pdf in (8), the joint pdf in (41) can assume several different shapes as well. Let \( x_d = x \) and \( y_d = y \). Consequently, the associated BMEE distribution pdf will be

\[
f(x, y, \theta, \lambda, \beta, \delta) = \theta \lambda e^{-\lambda x} (1 - \exp[-\lambda x])^{\delta - 1} \delta \beta e^{-\beta y} (1 - \exp[-\beta y])^{\delta - 1}
\]

\[
\cdot \left\{ \frac{1}{\sqrt{1 - \rho_{11}^2}} \left( \exp \left[ \frac{-\rho_{11}}{2(1 - \rho_{11}^2)} \left( \rho_{11}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right] \right) \right\}
\]

\[
+ \theta \lambda e^{-\lambda x} (1 - \exp[-\lambda x])^{\delta - 1} \delta \beta e^{-\beta y} (1 - \exp[-\beta y])^{\delta - 1}
\]

\[
\cdot \left\{ \frac{1}{\sqrt{1 - \rho_{12}^2}} \left( \exp \left[ \frac{-\rho_{12}}{2(1 - \rho_{12}^2)} \left( \rho_{12}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right] \right) \right\}
\]

\[
+ \lambda_2 e^{-\lambda x} (1 - \exp[-\lambda x])^{\delta - 1} \delta \beta e^{-\beta y} (1 - \exp[-\beta y])^{\delta - 1}
\]

\[
\cdot \left\{ \frac{1}{\sqrt{1 - \rho_{21}^2}} \left( \exp \left[ \frac{-\rho_{21}}{2(1 - \rho_{21}^2)} \left( \rho_{21}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right] \right) \right\}
\]

\[
+ \lambda_2 e^{-\lambda x} (1 - \exp[-\lambda x])^{\delta - 1} \delta \beta e^{-\beta y} (1 - \exp[-\beta y])^{\delta - 1}
\]

\[
\cdot \left\{ \frac{1}{\sqrt{1 - \rho_{22}^2}} \left( \exp \left[ \frac{-\rho_{22}}{2(1 - \rho_{22}^2)} \left( \rho_{22}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right] \right) \right\}
\]

\[
, \quad x, y, \theta, \lambda, \beta, \delta > 0,
\]

where \( \rho_{ij} \in [-1, 1] \) is the dependence parameter.

### 5.2. EM Algorithm under Gaussian Copula

The EM algorithm is introduced as a method of estimation. To apply the EM algorithm, as before, we augment the data \((x_k, y_k), k = 1, \ldots, n\), with the group membership variables \((a_k, b_k, c_k)\),

\[
f_{ij}(x, y, \theta, \lambda, \beta, \delta, \rho_{ij}) = \theta \lambda e^{-\lambda x} (1 - \exp[-\lambda x])^{\delta - 1} \delta \beta e^{-\beta y} (1 - \exp[-\beta y])^{\delta - 1}
\]

\[
\cdot \left\{ \frac{1}{\sqrt{1 - \rho_{ij}^2}} \left( \exp \left[ \frac{-\rho_{ij}}{2(1 - \rho_{ij}^2)} \left( \rho_{ij}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right] \right) \right\},
\]

\[
, \quad x, y, \theta, \lambda, \beta, \delta > 0,
\]

where \( \rho_{ij} \in [-1, 1] \) is a dependence parameter.

The mixing proportions are given as follows: \( P(G_{11}) = a, P(G_{12}) = b, P(G_{21}) = c, \) and \( P(G_{22}) = 1 - a - b - c \). We define \( \ell_{ij}(x, y) = \log f_{ij}(x, y, \theta, \lambda, \beta, \delta, \rho_{ij}); \) then, the EM algorithm as the method of estimation is given by finding the complete log likelihood, \( \ell \), as follows:
\[ \ell = \sum_{k=1}^{n} a_k \ell_{11}(x_k, y_k) + \sum_{k=1}^{n} b_k \ell_{12}(x_k, y_k) + \sum_{k=1}^{n} c_k \ell_{12}(x_k, y_k) + \sum_{k=1}^{n} (1 - a_k - b_k - c_k) \ell_{22}(x_k, y_k). \]

This is linear in the group membership variables \((a_k, b_k, c_k)\); consequently, in the E step, we enter into (26); their expected values, given the current estimates \((\hat{\theta}, \hat{\lambda}_1, \hat{\lambda}_2, \hat{\beta}_1, \hat{\beta}_2, \hat{\delta}, \tilde{\rho}_{11}, \tilde{\rho}_{12}, \tilde{\rho}_{21}, \tilde{\rho}_{22}, a, b, c)\) of the parameter, are calculated as

\[ \hat{a}_k = \frac{\hat{a}_{f_{11}}(x_k, y_k)}{\hat{a}_{f_{11}}(x_k, y_k) + \hat{b}_{f_{12}}(x_k, y_k) + \hat{c}_{f_{21}}(x_k, y_k) + (1 - \hat{a} - \hat{b} - \hat{c}) f_{22}(x_k, y_k)}. \]

Similarly, for \(b_k\) and \(c_k\), we follow the same strategies. Note that the algebraic simplification of the above might be necessary to avoid numerical problems. For the M-step, we need to maximize (27) over \((\hat{\theta}, \hat{\lambda}_1, \hat{\lambda}_2, \hat{\beta}_1, \hat{\beta}_2, \hat{\delta}, \tilde{\rho}_{11}, \tilde{\rho}_{12}, \tilde{\rho}_{21}, \tilde{\rho}_{22})\), for fixed values of \((a_k, b_k, c_k)\). This is achieved by the conditional dependence of \(X\) and \(Y\), given the group membership. We can essentially deal with the univariate and the Gaussian copula parameter separately. Differentiating (25) gives
\[
\frac{\partial l}{\partial \beta_1} = n \left\{ \sum_{k=1}^{n} a_k \left\{ \frac{1}{\sqrt{1 - \rho_{11}^2}} \left( \exp \left[ \frac{-p_{21}}{2(1 - \rho_{11}^2)} \right] \left( \rho_{11}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} + c_k \left\{ \frac{1}{\sqrt{1 - \rho_{21}^2}} \left( \exp \left[ \frac{-p_{21}}{2(1 - \rho_{21}^2)} \right] \left( \rho_{21}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} \right\} + \frac{n}{(1 - \exp[-\beta_1 y_k])} \left\{ \sum_{k=1}^{n} a_k \left\{ \frac{1}{\sqrt{1 - \rho_{11}^2}} \left( \exp \left[ \frac{-p_{21}}{2(1 - \rho_{11}^2)} \right] \left( \rho_{11}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} + c_k \left\{ \frac{1}{\sqrt{1 - \rho_{21}^2}} \left( \exp \left[ \frac{-p_{21}}{2(1 - \rho_{21}^2)} \right] \left( \rho_{21}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} \right\} = 0,
\]

(48)

\[
\frac{\partial l}{\partial \beta_2} = n \left\{ \sum_{k=1}^{n} b_k \left\{ \frac{1}{\sqrt{1 - \rho_{12}^2}} \left( \exp \left[ \frac{-p_{12}}{2(1 - \rho_{12}^2)} \right] \left( \rho_{12}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} + (1 - a_k - b_k - c_k) \left\{ \frac{1}{\sqrt{1 - \rho_{22}^2}} \left( \exp \left[ \frac{-p_{12}}{2(1 - \rho_{22}^2)} \right] \left( \rho_{12}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} \right\} + \frac{n}{(1 - \exp[-\beta_2 y_k])} \left\{ \sum_{k=1}^{n} b_k \left\{ \frac{1}{\sqrt{1 - \rho_{12}^2}} \left( \exp \left[ \frac{-p_{12}}{2(1 - \rho_{12}^2)} \right] \left( \rho_{12}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} + (1 - a_k - b_k - c_k) \left\{ \frac{1}{\sqrt{1 - \rho_{22}^2}} \left( \exp \left[ \frac{-p_{12}}{2(1 - \rho_{22}^2)} \right] \left( \rho_{12}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} \right\} = 0,
\]

(49)

\[
\frac{\partial l}{\partial \theta} = \frac{n}{\theta} + \sum_{k=1}^{n} \log(1 - \exp[-\lambda_k y_k]) \left\{ \left\{ \sum_{k=1}^{n} a_k \left\{ \frac{1}{\sqrt{1 - \rho_{11}^2}} \left( \exp \left[ \frac{-p_{11}}{2(1 - \rho_{11}^2)} \right] \left( \rho_{11}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} + b_k \left\{ \frac{1}{1 - \rho_{11}} \left( \exp \left[ \frac{-p_{11}}{2(1 - \rho_{11}^2)} \right] \left( \rho_{11}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} \right\} \right\} = 0,
\]

(50)

\[
\frac{\partial l}{\partial \delta} = \frac{n}{\delta} \left\{ \sum_{k=1}^{n} \log(1 - \exp[-\rho_{12} y_k]) \right\} \left\{ \sum_{k=1}^{n} a_k \left\{ \frac{1}{\sqrt{1 - \rho_{12}^2}} \left( \exp \left[ \frac{-p_{12}}{2(1 - \rho_{12}^2)} \right] \left( \rho_{12}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} + b_k \left\{ \frac{1}{1 - \rho_{12}} \left( \exp \left[ \frac{-p_{12}}{2(1 - \rho_{12}^2)} \right] \left( \rho_{12}(z_1^2 + z_2^2) - 2z_1z_2 \right) \right) \right\} \right\} \right\} = 0.
\]

(51)

The approach involves a two-step procedure in estimating the marginal of X and Y and the copula function independently that gives the maximum likelihood estimation of \(\theta, \lambda_1, \beta_1, \lambda_2, \beta_2, \delta, \rho_{11}, \rho_{12}, \rho_{21}, \) and \(\rho_{22}.\) The solution of the nonlinear (46)–(51) gives the MLE of \(\theta, \lambda_1, \beta_1, \lambda_2, \beta_2, \delta, \rho_{11}, \rho_{12}, \rho_{21}, \) and \(\rho_{22}.\)

Then, copula density is estimated as

\[
\log L_{ij}(\rho) = \sum_{k=1}^{n} \log c(\hat{F}_i(x_k), \hat{F}_j(y_k)).
\]

(52)

where \(\hat{F}_i(x_k)\) and \(\hat{F}_j(y_k)\) denote the maximum likelihood estimates of the pdf from the first step. The solution of the nonlinear equation (34) gives the MLE of \(\rho_{11}, \rho_{12}, \rho_{21}, \) and \(\rho_{22}.

The M-step is completed by setting

\[
\hat{a} = \frac{1}{n} \sum_{k=1}^{n} a_k. \tag{53}
\]

We use the copula R package to solve these equations numerically. After the maximum likelihood estimators for
\( \theta, \lambda_1, \beta_1, \lambda_2, \beta_2, \delta, \rho_{11}, \rho_{12}, \rho_{21}, \) and \( \rho_{22} \) are obtained, next, we substitute these estimates in \((a_k, b_k, c_k)\). We complete the M-step by setting \( \bar{a} = 1/n \sum_{k=1}^{n} a_k \), etc.

Initial values of the parameters for the mixing proportions are obtained by the method of matching moments that are obtained from the marginal univariate EEM and the Gaussian copula parameter separately. Then, we take the resulting estimates of the BEE parameters as starting values for the EFM algorithm. Next, we merge the moment estimators of the marginal mixing parameters to obtain initial values for the bivariate mixing parameters, assuming the dependence between two variables \( X \) and \( Y \). We apply this method in application as mentioned in Section 9, specifically, in Tables 1–4. For more details, see the work of Kosmidis and Karlis [31].

Next, we provide the estimation procedure of the unknown parameters for the density in (44). In the copula-based estimation, we adopt two approaches that are termed as parametric and semiparametric.

5.3. Maximum Likelihood Estimation (MLE). Here, we discuss the estimation of the unknown parameters of BEE distributions by the approach of the maximum likelihood, by using the two-step estimation. It involves a two-step procedure by which we estimate the marginal and the copula function separately.

The log-likelihood function is expressed as

\[
\log L = \sum_{i=1}^{n} \left[ \log f_1(x_i) + \log f_2(y_i) \right] + \log c(F_1(x_i), F_2(y_i)).
\]

The log-likelihood function in (35) can be re-expressed as

\[
\log L = \sum_{i=1}^{n} \log f_1(x_i) + \sum_{i=1}^{n} \log f_2(y_i) + \log c(F_1(x_i), F_2(x_i)).
\]

The first step involves estimating the parameters of marginals distribution \( F_1 \) and \( F_2 \) by MLE, separately given as follows:

\[
\log L_1 = \sum_{i=1}^{n} \log f_1(x_i),
\]

\[
\log L_2 = \sum_{i=1}^{n} \log f_2(y_i).
\]

Then, estimating copula parameters by maximizing the copula density, we will obtain

\[
\log L = \sum_{i=1}^{n} \log c(F_1(x_i), F_2(y_i)).
\]

By considering the first step with EE distributions, the parameters of each marginal distribution will be estimated by the MLE. If \( x_1, \ldots, x_n \) is a random sample from EE(\( \theta, \lambda \)) and \( y_1, \ldots, y_n \) is a random sample from EE(\( \delta, \beta \)), then the log-likelihood functions are, respectively, given by

\[
\log L_1(x, \theta, \lambda) = n \log(\theta) + n \log(\lambda) - \sum_{i=1}^{n} x_i + (\theta - 1) \sum_{i=1}^{n} \log(1 - \exp[-\lambda x_i]),
\]

\[
\log L_2(y, \delta, \beta) = n \log(\delta) + n \log(\beta) - \sum_{i=1}^{n} y_i + (\delta - 1) \sum_{i=1}^{n} \log(1 - \exp[-\beta y_i]).
\]

So, the maximum likelihood equations are

\[
\frac{\partial \log L}{\partial \lambda} = \frac{n}{\lambda} + \sum_{i=1}^{n} \left( \frac{x_i \exp[-\lambda x_i] - 1}{1 - \exp[-\lambda x_i]} \right) = 0,
\]

\[
\frac{\partial \log L}{\partial \beta} = \frac{n}{\beta} + \sum_{i=1}^{n} \left( \frac{y_i \exp[-\beta y_i] - 1}{1 - \exp[-\beta y_i]} \right) = 0,
\]

\[
\frac{\partial \log L}{\partial \theta} = \frac{n}{\theta} + \sum_{i=1}^{n} \log(1 - \exp[-\lambda x_i]),
\]

\[
\frac{\partial \log L}{\partial \delta} = \frac{n}{\delta} + \sum_{i=1}^{n} \log(1 - \exp[-\beta y_i]),
\]

The solution of the system of nonlinear equations (60)–(63) gives the MLE of \( \theta, \lambda, \beta, \) and \( \delta \). Then, copula density is estimated as follows:

\[
\log L(y) = \sum_{i=1}^{n} \log c(\tilde{F}_1(x_i), \tilde{F}_2(y_i)),
\]

where \( \tilde{F}_1(x) \) and \( \tilde{F}_2(y) \) denote the ML estimates of the parameters from the first step.

The solution of the nonlinear equation (64) gives the MLE of \( \gamma \).

5.4. Semiparametric Methods of Estimation. Two semiparametric methods are used to estimate the copula parameter in the copula models and are compared with the two methods of moments approaches which are the inversion Kendall’s \( \tau \) and inversion of Spearman’s \( \rho \), respectively.

5.5. Methods of Moments. From the moment’s method of inversion of Kendall’s \( \tau \), and the inversion of Spearman’s \( \rho \), mentioned in Kojadinovic and Yan [32], we provide a brief details which are given as follows. Let \( c \) be a bivariate random
sample from a cdf \( C_\gamma [F_1(x), F_2(y)] \), where \( F_1 \) and \( F_2 \) are continuous cdfs and \( C_\gamma \) is an absolutely continuous copula such that \( \gamma \in \Theta \), where \( \Theta \) is an open subset of \( \mathbb{R}^2 \). Furthermore, let \( R_1, \ldots, R_n \) are the vectors of ranks associated with \( x_1, \ldots, x_n \) unless otherwise stated. In what follows, all vectors are row vectors. Moment’s approaches are based on the inversion of a consistent estimator of a moment of the copula \( C_\gamma \). The two best-known moments, Spearman’s rho and Kendall’s tau, are, respectively, given by

\[
\rho(\gamma) = 12 \int_{[0,1]^2} u \, v \, dC_\gamma(u, v) - 3, \tag{65}
\]

\[
\tau(\gamma) = 4 \int_{[0,1]^2} C_\gamma(u, v) \, dC_\gamma(u, v) - 6. \tag{66}
\]

Consistent estimators of these two moments can be expressed as

\[
\hat{\rho} = \frac{12}{n(n+1)(n-1)} \sum_{i=1}^{n} R_{i,1} R_{i,2} - 3 \frac{n+1}{n-1}, \tag{67}
\]

\[
\hat{\tau} = \frac{4}{(n-1)} \sum_{i=1}^{n} \left[ 1 \left[ x_{i,1} \leq x_{i,2} \right] \right] \left[ 1 \left[ x_{i,2} \leq x_{i,1} \right] \right] - 1. \tag{68}
\]

If \( \rho \) and \( \tau \) are one-to-one, consistent estimators of \( \gamma \) will be \( \hat{\gamma}_{\rho} = \rho^{-1}(\hat{\rho}) \) and \( \hat{\gamma}_{\tau} = \tau^{-1}(\hat{\tau}) \), respectively. It can be called inversion of Kendall’s \( \tau \) and inversion of Spearman’s \( \rho \), respectively. For more information, see the work of Kojadinovic and Yan [32] and the references cited therein.

As explained above, the moment’s method of \( \rho \) and \( \tau \) estimation for copula may be considered under the umbrella of semiparametric approach estimation.

5.6. Goodness of Fit Tests for Copula. We want to compare the empirical copula with the parametric estimator derived under the null hypothesis; for details, see the work of Feremanin [33]. Theory suggests a test if \( C \) is well-represented by a specific copula \( C_\gamma \);

\[
H_0: C = C_\gamma \quad \text{Vs.} \quad H_1: C \neq C_\gamma. \tag{69}
\]

Several well-known approaches are available in the literature; for example, see the work of Genest and Rémillard [34], or the fast multiplier approach, Genest et al. [35], and Kojadinovic et al. [36]. The goodness of fit tests based on the empirical process is given as

\[
C_n(u, v) = \sqrt{n} \left\{ C_n(u, v) - C_{\gamma, n}(u, v) \right\}, \tag{70}
\]

where \( C_n(u, v) \) is the empirical copula of the data of \( X \) and \( Y \)

\[
C_n(u, v) = \frac{1}{n} \sum_{i=1}^{n} \left( U_{i,n} \leq u, V_{i,n} \leq v \right), \quad u, v \in [0,1],
\]

and \( U_{i,n} \) and \( V_{i,n} \) are pseudoobservations from \( C \) calculated from data as follows.

\[
U_{i,n} = R_{i,1}/n + 1, \quad V_{i,n} = R_{i,2}/n + 1, \quad \text{and} \quad R_{i,1} \quad \text{and} \quad R_{i,2} \quad \text{are}, \quad \text{respectively,} \quad \text{the} \quad \text{ranks} \quad \text{of} \quad X_i \quad \text{and} \quad Y_i.
\]

Here, \( C_n(u, v) \) is a consistent estimator, and \( \hat{\theta}_n \) is an estimator of \( \gamma \) obtained using the pseudoobservations.

According to Genest et al. [35], the appropriate test statistics is the Cramer-von Miss and is defined as

\[
S_n = \sum_{i=1}^{n} \left\{ C_n(U_{i,n}, V_{i,n}) - C_{\gamma}(U_{i,n}, V_{i,n}) \right\}^2. \tag{71}
\]

6. Bayesian Estimation

In this section, the Bayes estimates of the model parameters of the joint pdf (51) are obtained under the assumption that the random variables, \( \Phi = (\theta, \alpha, \beta_1, \beta_2, \sigma, \delta) \), have an independent gamma prior distributions with hyperparameter \( w_k \) and \( m_k \), \( k = 1, 2, 3, 4, 5, 6 \), given by

\[
f(\Phi; w_k, m_k) = w_k^m k^{-m_k} e^{-w_k}, \quad \Phi > 0, \tag{72}
\]

and \( \rho_{11}, \rho_{12}, \rho_{21}, \) and \( \rho_{22} \) have a noninformative prior.

By multiplying (23) or (44) with (72), the joint posterior density for the vector \( \Phi \), given the data, becomes

\[
\pi(\Phi|\chi) \propto L(x|\Phi)f(\Phi; w_k, s_k). \tag{73}
\]

Marginal distributions of \( \Phi \) can be obtained by integrating out the (nuisance) hyperparameters. Thus, the Bayesian estimators of the parameters \( \Phi \) under square error loss function can be calculated as follows:

\[
\hat{\Phi} \propto \int_{\Phi} \Phi \pi(\Phi|\chi) d\Phi. \tag{74}
\]

The integrals in (74) cannot be obtained in a closed form, so the Markov chain Monte Carlo (MCMC) technique is used. In MCMC methods, the posterior distribution and the intractable integrals using simulated samples from the posterior distribution are obtained. Also, Gibbs sampling and the Metropolis–Hastings (MH) algorithm as a MCMC technique are used. For more details, see Metropolis et al. [37], Hastings [38], and Mohsin et al. [39]. The M–H algorithm considers that, to each iteration of the algorithm, an applicant value can be generated from a proposed distribution. Thus, the applicant value is allowed according to a sufficient approval probability. This technique assures the convergence of the Markov chain for the target density. Finally, we can investigate that the advantage of the MCMC method over the MLE method is that we can always obtain a reasonable interval estimate of the parameters by constructing the probability intervals based on empirical posterior distribution. This is often unavailable in MLE.

6.1. Credible Intervals. In this section, a symmetric 100(1 − \( \epsilon \))% two-sided Bayes probability interval estimate of \( \Phi \), denoted by \( [L_\Phi, U_\Phi] \), can be obtained as satisfying the following expression:

\[
\rho[L(\theta) < \Phi < U(\theta)] = \int_{L(\theta)}^{U(\theta)} \pi(\theta, \beta, \lambda|t) d\Phi = 1 - \epsilon, \tag{75}
\]

Since it is difficult to find the interval \( L_\Phi \) and \( U_\Phi \) analytically, therefore, we apply suitable numerical techniques to solve this nonlinear equation.
Table 5: MLE and Bayesian estimation with different sample sizes in dependent case (Case III).

| n   | θ   | λ_1 | λ_2 | λ_3 | ρ_11 | ρ_12 | ρ_21 | ρ_22 |
|-----|-----|-----|-----|-----|------|------|------|------|
| 50  | Bias| -0.2789 | -0.2044 | -0.4097 | -0.1416 | -0.0470 | -0.2871 | 0.6815 |
|     | MLE | 0.1968 | 0.1373 | 0.3126 | 0.2071 | 0.0898 | 0.2926 | 0.5099 |
|     | LCI | 1.3529 | 1.2123 | 1.4922 | 1.6964 | 1.1610 | 1.7979 | 0.8371 |
|     | Bias | 0.0048 | 0.0282 | 0.2110 | -0.2575 | -0.4632 | 0.0392 | 0.1802 |
|     | Bayes | 0.0304 | 0.0275 | 0.0829 | 0.1301 | 0.2832 | 0.0323 | 0.0831 |
|     | LCI | 0.6831 | 0.6410 | 0.7681 | 0.9907 | 1.0279 | 0.6882 | 0.8825 |

Table 6: MLE and Bayesian estimation with different sample sizes in dependent case (Case IV).

| n   | θ   | λ_1 | λ_2 | λ_3 | ρ_11 | ρ_12 | ρ_21 | ρ_22 |
|-----|-----|-----|-----|-----|------|------|------|------|
| 50  | Bias| -0.2722 | -0.2106 | -0.3576 | -0.1175 | -0.0275 | -0.2251 | 0.4088 |
|     | MLE | 0.1722 | 0.1153 | 0.2311 | 0.1548 | 0.0602 | 0.1793 | 0.1705 |
|     | LCI | 1.2287 | 1.0445 | 1.2600 | 1.4728 | 0.9565 | 1.4068 | 0.2289 |
|     | Bias | 0.0091 | 0.0273 | 0.2060 | -0.2488 | -0.2623 | 0.0337 | 0.2394 |
|     | Bayes | 0.0266 | 0.0316 | 0.0800 | 0.1152 | 0.0593 | 0.0310 | 0.0714 |
|     | LCI | 0.6392 | 0.6885 | 0.7608 | 0.9056 | 0.9579 | 0.6777 | 0.4659 |

7. Simulation Study

Here, a simulation study is conducted to see the efficacy of the proposed model in two cases, independent case and the dependent case. Monte Carlo simulation is done for comparison between maximum likelihood and Bayesian estimation methods, for estimating parameters of BEEM distribution using R language such as (bbmle). The MLE estimation methods are done based on Newton–Raphson algorithm by using “maxLik” package. The Bayesian estimation by using Markov Chain Monte Carlo (MCMC) approach and Metropolis–Hastings (MH) algorithm is carried out by using R-program. Monte Carlo simulations are considered based on a data that is generated from a Gaussian copula by using copula package in R. We generate 10000 random samples of sizes n = 50, 100, and 200, and different cases of actual values of the parameters are listed below:

Case I: θ = 2.8, λ_1 = 2.5, β_1 = 2.3, λ_2 = 1.2, β_2 = 1.4, δ = 1.5, ρ_11 = 0.2, ρ_12 = 0.15, ρ_21 = 0.05, and ρ_22 = 0.1

Case II: θ = 2.8, λ_1 = 2.5, β_1 = 2.3, λ_2 = 1.2, β_2 = 1.4, δ = 1.5, ρ_11 = 0.5, ρ_12 = 0.4, ρ_21 = 0.2, and ρ_22 = 0.3

Case III: θ = 1.8, λ_1 = 1.5, β_1 = 1.3, λ_2 = 2.2, β_2 = 2.5, δ = 2, ρ_11 = 0.2, ρ_12 = 0.15, ρ_21 = 0.05, and ρ_22 = 0.1
Case IV: $\theta = 1.8, \lambda_1 = 1.5, \beta_1 = 1.3, \lambda_2 = 2.2, \beta_2 = 2.5, 
\delta = 2, \rho_{11} = 0.5, \rho_{12} = 0.4, \rho_{21} = 0.2, \text{ and } \rho_{22} = 0.3$ 

We claim the best performance as the method which minimizes the mean squared error (MSE), bias of estimation, and length of confidence interval (L.CI) of the estimator. The two-sided confidence limit with confidence level $\gamma = 0.95$ of the parameters is constructed as well.

From the reported bias, MSE, and L.CI in Tables 3–6, it appears that the efficiency of the estimation under the Bayesian paradigm is quite evident. In particular, the MSE values in all parametric combinations tried in this article support in favor of this statement. We have the following observation on the simulation study as follows:

(i) As sample size ($n$) increases and for the same case (fixed actual parameters), the bias, MSE, and L.CI
associated with the parameter estimates decrease for both methods of estimation.

(ii) In majority of the situations, for fixed \( n \) and for the correlation matrix parameters \( \rho_{11}, \rho_{12}, \rho_{21}, \) and \( \rho_{22} \), the bias, MSE, and L.CI associated with them decrease under both the classical approach (MLE method) as well as under the Bayesian paradigm. As expected, when the sample size increases, a greater efficiency is observed in the overall estimation procedure (i.e., low bias and smaller values of the MSE).

(iii) From the reported bias, MSE, and L.CI, it appears that the efficiency of the estimation under the Bayesian paradigm is quite evident for both independent and dependent cases. In particular, the MSE values in all parametric combinations tried in this article support in favor of this statement. For reference, see Tables 1–6 in the revised manuscript.

(iv) Credible interval(s) constructed appear to be the best indicator on the estimation of the model parameters as expected.

(v) Bias measures whether, over many replications, the estimator yields result that is correct on an average.

A statistic is positively biased if it tends to overestimate the parameter; a statistic is negatively biased if it tends to underestimate the parameter. Negative bias means that the estimator is too small on an average compared to the true value.

8. Real Dataset (Motor Data)

The data represent the failure times of a parallel system constituted by two identical motors in days. These data are reported in Relia Soft (2003), where \( X = (102, 84, 88, 156, 148, 139, 245, 235, 220, 207, 250, 212, 213, 220, 243, 300, 257, 263) \) and \( Y = (65, 148, 202, 121, 123, 150, 156, 172, 192, 214, 212, 220, 265, 275, 300, 248, 330, 350) \). We fit at first the marginals of \( X \) and \( Y \) separately on the motor data. The MLE and Bayesian estimation for the BMEE distribution using dataset are shown in Table 7. The MLE of the parameters Kolmogorov–Smirnov distance (KS-d) and its \( p \) value for the marginals are listed in Table 8.

The empirical cdf, the histogram of the pdf, PP plots, and QQ plots are displayed for the first variable in Figure 3. The empirical cdf, the histogram of the pdf, PP plots, and QQ plots are displayed for the second variable in Figure 4.
EE distribution is fitted to real data using Kolmogorov–Smirnov goodness-of-fit test. The estimated cdf with empirical cdf, the histogram of the pdf, PP plots, and QQ plots are displayed for the first variable in Figure 3. The estimated cdf with empirical cdf, the histogram of the pdf, PP plots, and QQ plots are displayed for the second variable in Figure 4. These figures show that the two variables are fitted for the marginal EE distribution. Also, Table 8 confirmed this conclusion by using Kolmogorov–Smirnov goodness-of-fit test, where p values are more than 0.05.

In majority of the cases, one may observe that the estimates under the Bayesian method are preferable than the measures of MLE estimates as the standard error of the estimates are smaller in all estimates of the parameters. History plots, approximate marginal posterior density, and MCMC convergence of \( \theta, \lambda, \delta, \beta, \) and \( \rho \) are represented in Figure 5.

9. Conclusions

In this paper, we have proposed and studied a new class of BEE whose marginals are EE distributions. The proposed class of distribution is constructed via two different types of mixture: (a) type I: starting with two independent EE distributions and (b) type II: using a bivariate Gaussian copula. Estimation of the model parameters for both types of MBEE distribution are conducted using classical (the method of moments and the method of maximum likelihood) and under the Bayesian paradigm using independent gamma priors. Since the joint distribution function and the joint density function are in closed forms, consequently, this distribution can be used in practice for nonnegative and positively correlated random variables. Since the maximum likelihood estimators of the unknown parameters cannot be obtained in the closed form, we consider the EM algorithm that works quite well, and it can be effectively used to compute the MLEs. Since the choice of hyperparameters for a prior in a Bayesian paradigm is of paramount importance, as a continuation of this work in future, we will be focusing on (including but not limited to) the following:

(i) Exploring various strategies (for example, matching conditional moments, or conditional percentiles information to be provided by our expert with the corresponding theoretical moments and percentiles and subsequently assuming, say, Euclidean distance) to estimate/guess best choice(s) of the hyperparameters for the priors.

(ii) In the current work, our prior choices are mostly conjugate in nature. However, in a real-life scenario, we might not have such an information on the prior always. Also, in the presence of more concrete information, one might consider a more precise prior for the model parameter(s), possibly a partially informative improper prior. It would be interesting to see the effect on the overall efficiency of the MCMC and Gibbs sampling in such a setting. We are currently working on it, and it will be reported somewhere else.
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