PARALLAX MOTION EFFECT GENERATION THROUGH INSTANCE SEGMENTATION AND DEPTH ESTIMATION
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ABSTRACT
Stereo vision is a growing topic in computer vision due to the innumerable opportunities and applications this technology offers for the development of modern solutions, such as virtual and augmented reality applications. To enhance the user’s experience in three-dimensional virtual environments, the motion parallax estimation is a promising technique to achieve this objective. In this paper, we propose an algorithm for generating parallax motion effects from a single image, taking advantage of state-of-the-art instance segmentation and depth estimation approaches. This work also presents a comparison against such algorithms to investigate the trade-off between efficiency and quality of the parallax motion effects, taking into consideration a multi-task learning network capable of estimating instance segmentation and depth estimation at once. Experimental results and visual quality assessment indicate that the PyD-Net network (depth estimation) combined with Mask R-CNN or FBNet networks (instance segmentation) can produce parallax motion effects with good visual quality.

Index Terms— Parallax Motion Effect; Instance Segmentation; Depth Estimation; Inpainting; Deep Learning

1. INTRODUCTION
Stereo vision [12] is a growing topic in computer vision (CV) due to the innumerable opportunities this technology offers for developing modern applications, such as virtual and augmented reality systems [36], entertainment [5], autonomous robot navigation [6], and medicine [7]. While common tasks and problems (e.g., image classification) in computer vision are concerned with the development of algorithms for identifying, understanding and analyzing 2D images, the stereo vision and 3D reconstruction tasks aim the design of models and algorithms able to infer 3D properties from objects presented in a scene and then reconstruct the spatial relationship between them.

Although several advances have been reported in the literature for 3D reconstruction and stereo vision problems, the understanding of 3D information in a scene from images is still an open challenge due mainly to inherent ill-posing nature of estimating depth information from pixels based on their intensity values [8]. To overcome these limitations, the use of machine learning techniques and data from 3D sensors has been proposed to minimize the errors in the inference related to ambiguity issues during 3D reconstruction [8][9][10]. In this context, CV research community has spent efforts to provide good quality data from 3D imaging sensor to enable accurate CV-based machine learning models for some specific tasks, such as autonomous driving. Examples of good quality data for this task include Cityscapes and KITTI datasets [11][12].

Among the techniques available for 3D reconstruction and visualization, depth estimation in binocular vision systems, disparity estimation from stereo images and motion parallax estimation from a sequence of images are certainly the most promising techniques for achieving this objective [13][14][15]. In particular, the spatial perception stimulus generated by motion parallax has propelled several theoretical studies in the areas of visual perception and psychology that seek physiological explanations in humans, towards establishing the neurological bases of our visual ability [16][17][18].

Motion parallax [19][20][21][22][23] provides an important monocular depth cue raised from the relative velocity between the objects and the observer. In motion parallax, objects near the observer move faster than objects that are farther away. Since this motion is considered a rich source of 3D information [24][25], several computer vision studies have recently proposed the use of motion parallax to enrich depth perception in tasks involving 3D scene reconstructions [5][26][27].

Based on evidences that motion parallax can potentially enrich human depth visual perception, this research aims to devise algorithms and methods to automatically generate motion parallax effect from a single image, in order to provide a 3D immersion experience to the user with devices equipped with a general-purpose RGB cam-
era. Since there is no good quality dataset available for this task, this work aims to answer the following research questions: (i) Could CV-based machine learning models, originally proposed for depth estimation problem, be adapted to generate motion parallax effects, with a good visual quality? (ii) Are the state-of-the-art methods for instance segmentation able to generalize enough to enable their use in scenarios whose image acquisition is different from those considered in the training time? To answer these questions, we proposed a method for parallax motion effect that takes advantage of recent developments for instance segmentation and depth estimation problems, as illustrated in Fig. 1.

The remaining of this text is organized as follows. Section 2 introduces the proposed method for motion parallax effect generation. Section 3 presents and discusses the achieved results. Finally, Section 4 provides our conclusions and future research venues.

2. PROPOSED METHOD

This section presents the proposed method to generate a video considering the use of parallax motion concepts to move objects in an image. The proposed method was designed to produce parallax motions, considering three types of movements: zoom in, the left and right. Regardless of the movement type considered, we propose the use of a simple speed model to determine the relative position of the foreground and background components at a given instant \( t \). The following sections discuss the main steps of our method.

Merging the Results of Instance Segmentation and Depth Estimations Networks. This step aimed to join the results from instance segmentation and depth estimation methods to capture the scene semantic context associated with spatial relations among the objects in the scene. First, we used an instance segmentation algorithm to find the boundary of objects in an image \( I \). Next, we applied a depth estimation method to find the position of these objects on the \( z \)-axis. Finally, we sorted them to get the nearest object to the camera.

To sort the objects according to their \( z \)-axis positions, firstly, we computed a binary mask for all segmented objects. Next, we used these masks to compute the center of mass of the objects. Finally, we averaged the depth values considering a \( 5 \times 5 \) kernel size around the center of mass, which were used to sort the objects’ masks (see Fig. 2). The mask with the highest disparity value (nearest to the camera) was used to: (i) isolate the nearest object, which was clipped and pasted into a new image with a transparent background, hereafter named as foreground component; and (ii) to remove the nearest object from the original image to produce a new image without the foreground object, hereafter named as background component.

Refinement of Background and Foreground Components and Image Inpainting. After finding the nearest mask, which is used to produce the background and foreground components, the next step aims to perform a post-processing upon this mask to remove erroneous pixels in both background and foreground components,

caused by segmentation errors. In summary, this step is essential: (i) to prevent that the inpainting method fills out the holes in the background image using the objects’ pixels left in the image, after the object removal; and (ii) to enhance the boundary of the objects that comprise the foreground component by removing pixels belonging to background.

To refine the foreground component, first, we applied a Gaussian blur, considering a kernel size of \( 7 \times 7 \) upon the nearest mask. Next, we threshold the smoothed mask to come up with a new one, which was used to produce the refined foreground component. On the other hand, to refine the background component, we performed a dilation of the nearest mask considering a kernel size of \( 11 \times 11 \) towards enlarging the region of interest coded into the binary mask, and thus come up with a coarse object’s delimitation to ensure removal of all pixels that belong to the object. Finally, we used the Teale’s inpainting algorithm to fill out the hole left in the image after the object removal (see Fig. 3).

Speed Model for Background and Foreground Components. The parallax motion is simulated through a simple and efficient method to compute the movement of the background and foreground components. According to the concepts of motion parallax, the object near to the camera moves faster than objects far from the camera. In this initial solution, we simulated this effect by considering the use of finite arithmetic sequences, with \( n \) elements, for both components but with different constant terms, as shown in Eq. 1.

\[
\begin{align*}
\text{fore}_n &= \text{fore}_1 + (n - 1) \times c_{\text{fore}} \\
\text{back}_n &= \text{back}_1 + (n - 1) \times c_{\text{back}}
\end{align*}
\]

where \( \text{fore}_1 \) and \( \text{back}_1 \) are the foreground and background components used to produce the 1-st frame of a video containing parallax motion effects, \( \text{fore}_n \) and \( \text{back}_n \) are the foreground and background components, respectively, used to produce the \( n \)-th frame, and the coefficients \( c_{\text{fore}} \) and \( c_{\text{back}} \) are constant terms that define the speed movement. In this context, each value of these sequences is used as a sum factor to compute the 2D geometric transformation of the background and foreground component, regardless the movement type. In such circumstances, small constant terms produce movements slower than movements produced with larger constant terms. As a result of this process, we ended up with \( n \) background and \( n \) foreground images, which were blended to generate a video clip containing the parallax motion effect.

Enhancing the Quality of Parallax Motion Generation. We adopted three strategies to enhance the visual quality of parallax motion effects, as follows:

Fig. 2: Example of detected objects (squirrel and stone) sorted according to the average depth value around their center of mass.

Fig. 3: Example of refined masks (first row) and background and foreground components (second row). The top-left image illustrates a refined mask used to produce a foreground component (bottom left), while the bottom-left image shows a refined mask used to produce the background component (bottom right).
This dataset was proposed to be used in three COCO 2017 Dataset. The criterion adopted to define the minimum size of the objects in the image corresponds to relative area of objects, compared to the area of the largest object in the image. All objects with a relative area smaller than 5% are added to the background layer.

• **Joining near objects.** To mitigate the effect of possible depth estimation errors, we devised an algorithm to join near objects considering a relative tolerance between their distance. After computing the average of depth values for each segmented objects, we sorted the objects according to their distances and then we joined pair of objects with a relative distance up to 20%. This strategy is useful to generate parallax motion effect for images without a clear object of interest.

• **Two-layered scene.** We also proposed a procedure to join objects from different classes, but that should be in the foreground component. Fig. 4 illustrates an example in which the squirrel and stone should be considered as a foreground component. However, due to bad depth estimation, both “objects” are far apart from each other. To overcome this problem, we slice the scene into two layers, according to the median value of depth values. In this context, an object is classified as being of the background layer if the average of their depth value is smaller than median value of the whole depth map. Otherwise, the object is classified as being of the foreground layer.

**3. EXPERIMENTS AND RESULTS**

This section presents the datasets and evaluation protocols used to validate the proposed method. We report the quality of obtained results considering metrics adopted in each category of algorithms used in this work, i.e., instance segmentation and depth estimation.

**3.1. Datasets and Metrics**

In this section, we briefly describe the datasets and evaluation protocols adopted in this work to validate our method.

**COCO 2017 Dataset.** This dataset was proposed to be used in three tasks in the COCO 2017 Place Challenge: scene parsing, scene instance segmentation, and semantic boundary detection [29]. In this work, we used the data available for the scene instance segmentation, which aims to segment an image into object instances.

**KITTI 2015 Dataset.** The KITTI dataset [12] was built considering an autonomous driving platform equipped with several acquisition sensors for collecting a wide gamma of information including stereo images (grayscale and color), optical flow estimations, visual odometry, 3D points estimations, geographic localization, among others.

**Parallax60 Dataset.** This dataset contains sixty images collected over Internet, which comprises high-quality and ultra-high-definition (UHD) images (from 3,840 × 2,160 to 8,192 × 5,461) with different backgrounds (see Fig. 5). Most of the images are natural scenes with various types of vegetation, which makes this dataset the hardest one to generate parallax motion effect.

**Evaluation Metrics.** To measure efficiency aspects of our method, we consider both the processing time and the disk usage (in MB). We used the Linux `time` command for measuring processing time since this tool can be applied to all evaluated methods, regardless the programming language. Regarding the efficacy aspects, we performed a visual inspection to measure the quality of a video containing a parallax motion effect due to inherent subjectivity present in this task.

**3.2. Comparison of Methods for Depth Estimation and Instance Segmentation**

This section presents the performance results for the PyD-Net and Semantic-Monodepth networks considering the use of models provided by the authors. We measured the effectiveness of these models upon the KITTI dataset, with confirmed the results reported by the authors [30]. Considering efficiency aspects, the Semantic-Monodepth network spent 21.53 sec./image, whereas the PyD-Net network spent 12.5 sec./image. Fig. 6 presents a comparison among depth maps obtained with Semantic-Monodepth and PyD-Net networks, from which we could observe that both networks were able to detect the object of interest as a foreground object, but also produced depth maps with several inconsistencies.

In the context of parallax motion effect generation, segmentation methods also play a crucial role in the overall quality of parallax videos. We investigated three networks for instance and semantic segmentation that have different requirements in terms of processing system requirements (see Table 1).

Fig. 7 shows visual results achieved with the segmentation methods evaluated in this work. From this experiment, we observed that...
Fig. 7: Examples of segmentation results achieved by segmentation methods. First three rows present the results obtained by the Mask R-CNN (first row), Semantic-Monodepth (second row), and FBNet (third row) networks. The fourth and fifth rows present the results achieved by the Semantic-Monodepth and FBNet networks, respectively. In this example, the Mask R-CNN network was not able to segment the fox.

Fig. 8: Example of a parallax motion effect before (top row) and after (bottom row) joining near objects considering their relative distance.

Table 1: Model size (in MB) and latency (in sec./image) of segmentation methods upon the Parallax60 dataset.

| Method                  | Model Size | Latency |
|-------------------------|------------|---------|
| Mask R-CNN (ResNet101)  | 483.0      | 26.11   |
| Semantic-Monodepth      | 823.8      | 18.03   |
| FBNet                   | 26.70      | 13.85   |

Mask R-CNN was not able to find any object, for several input images. In total, Mask R-CNN was able to produce at least one mask for 39/60 images. In turn, the Semantic-Monodepth and FBNet networks produced masks for all images on the Parallax60 dataset. In terms of quality of parallax videos, in general, both Mask R-CNN and FBNet produced better parallax motion effects, in comparison to Semantic-Monodepth network.

3.3. Improving Parallax Motion Effects

This section presents two ideas to improve parallax motion effects. The first strategy concerns with joining near objects, according to their relative distance. For all experiments, we considered a maximum relative distance, for merging two objects, up to 20%. From the experimental results and visual quality assessments, we observed that poor quality achieved by the segmentation methods is due to the lack of a clear object of interest. In general, these errors occur in images such as natural, landscape, and indoor images. Fig. 8 shows examples in which the refinement of foreground and background components (see Sec. 2) improved the visual quality of parallax motion effects significantly.

4. CONCLUSIONS

This work presented a method for parallax motion effect generation, considering the use of instance segmentation and depth estimation methods. The methods were evaluated in terms of their ability to segment instances towards delimiting objects, and infer distances between objects in the scene, considering landscape and natural images. For the depth estimation task, achieved results suggest that the PyD-Net network provides good depth estimations at an affordable computational cost, in comparison to Semantic-Monodepth network. For the instance segmentation task, the Mask R-CNN presented better qualitative results than all those networks evaluated in this work. However, this network is time consuming and requires about 0.5GB of storage. A low-cost alternative for this task is the FBNet network, which presented similar results at low computational costs, in terms of storage footprints, requiring 30MB of storage. Finally, some future research venues include the combination of efficient depth and instance segmentation networks in a unified architecture in order to have a fast and lightweight model.
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