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Abstract

iGVPT2 is a program for computing anharmonic corrections to vibration frequencies, based on force field expansion of the potential energy surface in normal mode coordinates. It includes second order vibrational perturbation theory (VPT2) algorithm and its derived methods (VPT2+K, DCPT2, HDCPT2). iGVPT2 is interfaced with several computation chemistry packages to compute the potential energies and dipoles derivatives. The second, third and quartic derivatives can be computed at the same level of theory but they can be also computed using different methods via one or two computational packages. iGPVT2 includes also a very fast hybrid QM//MM approach for biomolecules. It is provided free-of-charge for non-commercial research (see https://sites.google.com/site/allouchear/igvpt2).
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Introduction

The comparison between measured infrared spectra (IR) and calculated ones is an example of successful application of theoretical chemistry for generating fingerprints of molecular structure. The standard approach used to compute IR spectra consists of quantum mechanics calculations in the static double harmonic approximation as implemented in most major computational chemistry packages (CCP). However, in this approach, the anharmonic effects on the fundamental modes are not taken into account and band combinations and overtones cannot be calculated. One or more scaling factors are often applied to the computed harmonic frequencies to reduce the difference with experimental values. Several methods are proposed to include explicitly anharmonic effects in quantum chemistry vibrational frequency calculations however, two of them being widely used. Firstly, the vibrational self-consistent field (VSCF) followed by a second order perturbation corrected theory (referred as VSCF-PT2 or as cc-VSCF in the literature) for weak coupling between modes or by a vibrational interaction configuration (VCI) in the case of very strong coupling. This method is implemented in several CCP (Gamess-US, Molpro, NWChem). The second most used method is the vibrational second-order perturbation theory (VPT2) approach. It uses quadratic, all relevant cubic, and quartic force constants to create a quartic force field (QFF) in order to calculate anharmonic vibrational frequencies of polyatomic molecules. The derivatives are calculated with an \textit{ab initio} potential. This method is implemented in two CCP packages: CFOUR and Gaussian. The critical point for the calculation of energies in this approach is the Fermi resonance which may result in unphysical anharmonic corrections. Martin et al. proposed a procedure to identify and remove resonant terms in a first step and use a variational treatment in a second step. This procedure is referred to as VPT2+K by some authors and by GVPT2 (generalized VPT2) by others. As a full variational treatment would become prohibitive for large molecules, a non variational called degeneracy-corrected VPT2 (DCPT2) is proposed in the literature. The use of a transition function between the standard VPT2 formulation far from resonance and the DCPT2, called Hybrid DCPT2 (HDCPT2) was proposed to reduce the error obtained with DCPT2. All these methods have been implemented in the Gaussian package. In this paper we describe a new program (called iGVPT2) to compute the infrared spectra including anharmonic effects. Compared to other available softwares, the main advantages of iGVPT2 are:

- iGVPT2 is interfaced with several computational chemistry packages. In the present version, it supports Orca, Gaussian, Molpro, OpenMopac, FireFly, Gamess-US, DFTB+, but can be easily extended to others CCP. Compared to others implementation of (G)VPT2, iGVPT2 can be used with several CCP while VPT2 implemented in CFOUR is usable only with its \textit{ab initio} methods (This for instance does not include DFT, which is not implemented in CFOUR) and GVPT2 implemented in Gaussian is usable with the computational methods implemented in it.

- Any hybrid calculation using a high level method for harmonic part and low level method for cubic and quartic derivatives can be done using iGVPT2. For example, the user can compute an anharmonic infrared spectrum using B2PLYP in Orca to calculate the harmonic part and the OpenMopac to calculate the cubic and quartic
derivatives. This approach is similar to that proposed in Refs. for VSCF calculations, applied here for GVPT2 calculations.

- Calculations of cubic and quartic derivatives can be done in parallel and the real time calculation can be divided by a factor of about $\sim f^3$, where $f$ is the number of harmonic frequencies.

- A hybrid ab initio/MMFF94 is implemented in iGVPT2. It is a very fast and accurate approach to compute anharmonic spectra for large biomolecules.

- For large molecules, a highly parallelized method is implemented in iGVPT2 for numerical calculation of harmonic modes. The real time calculation is $6N + 1$ (where $N$ is number of atoms) smaller than the cputime.

We describe below the methods implemented in iGVPT2. It is followed by examples of results obtained with our code and compared to these obtained with other softwares for 3 molecules. Finally, we provide the conclusions and outlook for our software.

**Methodology**

An anharmonic calculation using VPT2 approach, or its variants, is performed in 3 steps. It starts by the harmonic frequencies and normal mode calculations. For small and medium-sized molecules, it is recommended to use, in this step one of the available CPP where analytical second derivatives are implemented. For larger system (typically more than 30 atoms), iGVPT2 can compute numerically the harmonic modes. This part of iGVPT2 is parallelized. This approach is shown in Algorithm 1.

Algorithm 1 Harmonic pseudo-code

1: Set the High level method and the software to be used for calculating harmonic modes
2: Set the stepsize ($\delta$) to be used for calculating numerically the second derivatives along atom coordinates
3: Generate the input file to calculate the energy for the already optimized geometry.
4: for each atom $i$ in (number of atoms) do
5: Generate geometries along $x + \delta$, $x - \delta$, $y + \delta$, $y - \delta$, $z + \delta$ and $z - \delta$
6: for each geometry do $\triangleright$ This loop can be run in parallel
7: Compute energy and dipole (or gradients, recommended if the analytical calculation of derivatives is implemented in the computational chemistry package)
8: Using the calculated energies (or gradients if available), compute second derivatives of energy and first derivatives of dipole.
9: Using these derivatives, compute harmonic modes and (if required) the IR intensities at double harmonic approach

In the second step of the anharmonic calculation, the cubic and fourth derivatives must be calculated. The potential energy surface is approximated by a quartic force field (QFF). It is given by,

$$V^{QFF}(Q) = V_0 + V_1(Q) + V_2(Q) + V_3(Q)$$

$$V_1(Q) = \sum_{i=1}^{f} \frac{1}{2} h_i Q_i^2 + \frac{1}{6} t_{iii} Q_i^3 + \frac{1}{24} u_{iiii} Q_i^4$$

$$V_2(Q) = \sum_{ij,i \neq j}^{f} \frac{1}{2} t_{ijj} Q_i Q_j^2 + \frac{1}{6} u_{ijjj} Q_i Q_j Q_k^2 + \sum_{ij, i < j}^{f} \frac{1}{4} u_{ijij} Q_i^2 Q_j^2$$

$$V_3(Q) = \sum_{ijk, i \neq j < k}^{f} t_{ijk} Q_i Q_j Q_k + \sum_{ijk, i \neq j < k}^{f} \frac{1}{2} u_{ijjk} Q_j^2 Q_k$$
Where \( f, V, Q, h, t_{ijk} \) and \( u_{ijkl} \) denote the number of normal modes, normal coordinates, the energy and its second-, third-, and fourth-order derivatives with respect to the normal coordinates at the equilibrium geometry, respectively. The derivatives are calculated through numerical differentiations of the energy using any \textit{ab initio} or (semi-)empirical method implemented in any quantum chemistry software. The QFF can be built at 1-mode (1MR), 2-modes (2MR) or 3-modes coupling (3MR) representation. To compute all terms in the QFF potential, \( 1 + 2f, 1 + 6f^2 \) and \( 1 + 6f^2 + 8f(f - 1)(f - 2)/6 \) single point calculations are required for 1MR, 2MR and 3MR respectively. iGVPT2 can compute these energies and then the derivatives at any level of theory using any CCP. Alternatively, these derivatives can be calculated by iGVPT2 for the MMFF94\textsuperscript{II} potential. In this case, iGVPT2 uses OpenBabel\textsuperscript{10} library to make this step. The derivatives are calculated by numerical differentiation of the energy, using the formula given by Yagi et al.\textsuperscript{11} excepted for the \( t_{iii} \) and \( u_{iiii} \) 1-mode coupling terms and for the 2-modes \( u_{iijj} \) term where we used the following formula:

\[
\begin{align*}
t_{iii} &= \frac{1}{6\delta_i^2}[-V(3\delta_i) + 8V(2\delta_i) - 13V(\delta_i) + 13V(-\delta_i) - 8V(-2\delta_i) + V(-3\delta_i)] \\
u_{iiii} &= \frac{1}{6\delta_i^4}[-V(3\delta_i) + 12V(2\delta_i) - 49V(\delta_i) + 270V_0 - 56V_0 - 39V(-\delta_i) + 12V(-2\delta_i) - V(-3\delta_i)] \\
u_{iijj} &= \frac{1}{\delta_i^2\delta_j^2}\{[V(\delta_i, +\delta_j) + V(-\delta_i, +\delta_j) + V(+\delta_i, -\delta_j) + V(-\delta_i, -\delta_j)] \\
&\quad - 2[V(\delta_i) + V(-\delta_i) + V(\delta_j) + V(-\delta_j)] + 4V_0\}
\end{align*}
\]

where \( \delta_i \) denotes the stepsizes for the \( i \)th normal coordinate, and \( V(n\delta_i) \) denotes the energy at \( Q(n\delta_i) \) and fixing to zero the other coordinates.

To compute the infrared intensities, the first and second dipole derivatives are also calculated using the formula given by,

\[
\begin{align*}
\mu^x_i &= \frac{1}{60\delta_i}[\mu^x(3\delta_i) - 9\mu^x(2\delta_i) + 45\mu^x(\delta_i) - 45\mu^x(-\delta_i) + 9\mu^x(-2\delta_i) - \mu^x(-3\delta_i)] \\
\mu^x_{ii} &= \frac{1}{180\delta_i^2}[2\mu^x(3\delta_i) - 27\mu^x(2\delta_i) + 270\mu^x(\delta_i) - 490\mu^x_0 + 270\mu^x(-\delta_i) - 27\mu^x(-2\delta_i) + 2\mu^x(-3\delta_i)] \\
\mu^x_{ij} &= \frac{1}{4\delta_i\delta_j}[-\mu^x(\delta_i, +\delta_j) - \mu^x(+\delta_i, -\delta_j) - \mu^x(-\delta_i, +\delta_j) + \mu^x(-\delta_i, -\delta_j)]
\end{align*}
\]

where \( \mu^x(n\delta_i, m\delta_j) \) denotes the \( x \) component of dipole at \( Q(n\delta_i) + Q(m\delta_j) \) when other coordinates are fixed to zero. Similar formula were used for \( y \) and \( z \) components. Note that, if the first derivatives of the dipole are calculated by the CCP at the high level method, these derivatives can then be used to compute the anharmonic infrared spectrum instead of the first derivatives calculated numerically using the low level method of computation chemistry method. The third derivatives are calculated using the formula used for energy derivatives.

Finally, the anharmonic fundamental frequencies are calculated using either VPT2 (without any treatment of resonances), GVPT2 (Fermi resonances are treated variationally), or non variational approaches such as DCPT2 or HDCPT2 methods. For GVPT2 calculation, we used the formula given in Ref.\textsuperscript{13} Fermi resonances are treated using the Martin et al.\textsuperscript{13} criteria. The intensities are calculated using the formula given in Ref.\textsuperscript{10} Our approach is illustrated in Algorithm 2 and in Figure 1.
Algorithm 2 Anharmonic VPT2 pseudo-code

1: Set the High level method and the software to be used
2: Optimized geometry using the high level method
3: Compute harmonic modes and IR intensities using the high level method
4: Set the low level method (ab initio, DFT, AM1, DFTB3, MMFF94, ...) and the software to be used (Orca, Gaussian, FireFly, OpenMopac, DFTB+, ...). It is obviously possible to use the same method and the same software at high and low levels.
5: Generate the input file, for the low level method using the optimized geometry at High level method
6: Select the modes to be used and set the value of $f$ to the number of these modes
7: Generate all geometries needed to calculate the cubic and quartic derivatives at the low level method
8: for each generated file do ▷ This loop can be run in parallel
9: Compute energy and dipole
10: Using the calculated energies, compute cubic and quartic energy derivatives
11: Using the calculated dipoles, compute second and cubic dipole derivatives if IR is required
12: Using these derivatives, compute anharmonic frequencies and (if required) the IR intensities using VPT2, DCPT2, HDCP2, VPT2+K approaches.

Program and supported computational chemistry packages

iGVPT2 is written in C using two libraries: cchemilib (written in C and developed by one of the authors of this paper) and OpenBabel\(^\text{16}\) written in C++. At least one computation chemistry package is required to use iGVPT2. In the first step of an anharmonic calculation with iGVPT2, the harmonic modes must be calculated by a CCP. If the harmonic calculation is not implemented in the CCP, iGVPT2 can compute these frequencies using the energies (or the gradients if available in the CCP). Presently, iGVPT2 can read harmonic modes from Orca, Gaussian, Molpro, OpenMopac, FireFly, Gamess-US output files and from a Gabedit\(^\text{1}\) file. iGVPT2 can also compute the harmonic frequencies using the energies computed by Orca, Gaussian, Molpro, OpenMopac, FireFly, Gamess-US and DFTB+ or other CCP using a plugin to be written by the user (see later). After reading (or calculating) harmonic frequencies, iGVPT2 generates input files for a single energy calculation for CCP (to be chosen by the user) supported by iGVPT2. iGVPT2 runs then the CCP for each file and retrieves the calculated energies needed to compute third and fourth derivatives. For this step, Orca, Gaussian, Gamess-US, Molpro, OpenMopac, FireFly and DFTB+ are supported by iGVPT2. Other CCP can be supported via a plugin. If MMFF94 is chosen by the user in this step, no file is generated. iGVPT2 uses the openbabel library to compute needed energies. Using calculated energies (by CCP or by iGVPT2 if MMFF94 is selected), iGVPT2 computes the derivatives, the anharmonic frequencies and the infrared intensities. As mentioned above, iGVPT2 supports already several CCP but it can support any other CCP if the user writes a specific plugin for his favorite CCP. In this case and for each calculation, iGVPT2 generates an ascii file containing an integer to specify the type of calculation (energy of gradients), the charge of molecule, the multiplicity and the geometry. The plugin (to be written by the user) must read this file, create an input file for his favorite CCP, run it, read energy, dipole (and gradients if required), and save it in a new ascii file. iGVPT2 reads finally the needed values from this file. In fact iGVPT2 supports Gamess-US, Molpro and DFTB+ via plugins. The plugin of DFTB+ is written in C++ and that of Gamess-US and Molpro are bash scripts. The code sources for these 3 plugins are distributed with iGVPT2 and can be used to write other plugin for other CCP.
Results

Validation

To validate our implementation, we calculated the fundamental frequencies of three molecules: Water, C\textsubscript{2}H\textsubscript{4} and \text{H}_2\text{CO} using three methods implemented in iGVPT2 namely GVPT2, DCPT2 and HDCPT2. These values are calculated using Gaussian\textsuperscript{n} software and ours. The difference between our implementation and that of Gaussian\textsuperscript{n} is the method used to compute the third and forth derivatives. In Gaussian the derivatives are calculated by numerical differentiation of second derivatives that are computed analytically. By default, a stepsize of 0.01Å is used for all modes. In our implementation the derivatives are calculated numerically using the dimensionless reduced coordinate proposed by Yagi et al.\textsuperscript{24}, defined by

\[ y_i = \sqrt{\frac{\omega_i}{\hbar}} Q_i \]

where \( \omega_i \) and \( \hbar \) denote the angular frequency for the \( i \)th normal mode and the Planck constant divided by 2\( \pi \), respectively.

In this approach, by using an identical stepsize (\( \delta y_i \)) for all the reduced coordinates (\( y_i \)), different stepsizes \( \delta_i \) are generated for each mode, thus allowing larger and smaller stepsizes for lower and higher frequency modes, respectively. As recommended by Yagi et al.\textsuperscript{24} 0.5 was employed as a default value for the stepsize of reduced coordinates in our code. Table 1 shows the results using the default stepsize values in Gaussian and in iGVPT2. It is clear that the max deviation, for the three molecules and for the three methods, between the values obtained with the two software is about 4.5 cm\textsuperscript{-1}. This deviation is certainly due to the fact that the method for calculating the derivatives is not the same in the two softwares.

To further study the effect of the stepsize, we calculated the anharmonic GVPT2 values using different stepsizes with iGVPT2. Table 2 gives the fundamental frequencies of the three molecules studied here, obtained with iGVPT2 using GVPT2 approach, with different stepsizes of reduced coordinates for numerical differentiations. It shows that the dependence of the frequencies on the stepsize is small for values ranging from 0.3 to 0.7. Compared to the frequencies calculated with the stepsize 0.5, the max deviation is smaller than 7 cm\textsuperscript{-1}. In addition to the approach based on reduced coordinates, we have implemented in iGVPT2 the possibility to compute numerically the derivatives using the same stepsizes for all modes. Table 3 gives the calculated frequencies using stepsizes ranging from 0.005Å to 0.075Å. This table shows clearly a significant dependence on the value of stepsize. In conclusion, it is recommended to use the reduced coordinates with the default value (0.5) of the stepsize. For rigid molecules, a stepsize with smaller value could be used.
Table 1: Fundamental anharmonic frequencies computed for three molecules using Gaussian software and using iGVPT2. For Gaussian calculations, the Coriolis contributions were neglected. In parentheses, the deviation between iGVPT2 and Gaussian

| Coord. | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.7 | 0.9 |
|--------|-----|-----|-----|-----|-----|-----|-----|
| H2O    |     |     |     |     |     |     |     |
| 3680.1 (1.1) | 3679.3 (0.9) | 3776.9 (5.0) | 3776.4 (4.4) | 3775.3 (3.4) | 3773.8 (1.9) | 3771.9 (0.0) | 3769.0 (0.0) | 3768.0 (0.9) | 3678.6 (2.1) |
| H2CO   |     |     |     |     |     |     |     |
| 1173.3 (-0.3) | 1173.1 (-0.2) | 1173.1 (-0.2) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) |
| C2H4   |     |     |     |     |     |     |     |
| 2856.3 (2.9) | 2856.0 (2.6) | 2855.5 (2.0) | 2854.6 (1.1) | 2853.4 (0.4) | 2850.3 (0.4) | 2846.1 (1.1) | 2841.7 (1.4) | 2841.7 (1.4) | 2841.7 (1.4) |

Table 2: Fundamental anharmonic frequencies obtained with iGVPT2 using different stepsizes in reduced coordinates. Using as reference the results obtained with a stepsize of 0.5, the max deviation (MAX), root-mean-square deviation (RMSD) and average unsigned deviation (MAD) values are given in the last rows. All values are given in cm⁻¹

| Coord. | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.7 | 0.9 |
|--------|-----|-----|-----|-----|-----|-----|-----|
| H2O    |     |     |     |     |     |     |     |
| 3680.1 (1.1) | 3679.3 (0.9) | 3776.9 (5.0) | 3776.4 (4.4) | 3775.3 (3.4) | 3773.8 (1.9) | 3771.9 (0.0) | 3769.0 (0.0) | 3768.0 (0.9) | 3678.6 (2.1) |
| H2CO   |     |     |     |     |     |     |     |
| 1173.3 (-0.3) | 1173.1 (-0.2) | 1173.1 (-0.2) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) | 1173.2 (-0.1) |
| C2H4   |     |     |     |     |     |     |     |
| 2856.3 (2.9) | 2856.0 (2.6) | 2855.5 (2.0) | 2854.6 (1.1) | 2853.4 (0.4) | 2850.3 (0.4) | 2846.1 (1.1) | 2841.7 (1.4) | 2841.7 (1.4) | 2841.7 (1.4) |

MAX 4.4 4.4 4.4
MAD 1.3 1.4 1.4
RMSD 1.8 1.9 1.9
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### Timings

For large-sized molecules, the main bottleneck lies in the computation time of the third and fourth derivatives when they are calculated using an *ab initio* or a DFT potential. Using iGVPT2, the real time of this part of calculation can be divided by \(\approx f^3\) (where \(f\) is the number of harmonic modes) provided access to a computer of \(\approx f^3\) cores. As an example, we calculated the fundamental frequencies for a large molecule (the protonated dipeptide GlyGlyH+) using GVPT2 method and B3LYP/def2-TZVPP potential obtained via Orca software. The total CPU time needed for this calculation is about 109888 hours. Using 2000 cores (of three computer centers) we were able to perform this calculation in only 56 (real time) hours. The user may further reduce calculation time by using hybrid approaches implemented in iGVPT2. Using the B3LYP/def2-TZVPP method to compute harmonic modes and the molecular mechanic potential MMFF94, we were able to compute the anharmonic frequencies in only 0.5 hour (6 seconds for third and fourth derivatives). In one of our recent papers, we demonstrated that this hybrid method can reproduce the experimental fundamental anharmonic frequencies with a very good accuracy.

### Conclusions

In this paper, we have presented a software "iGVPT2" which is designed to compute the anharmonic corrections to vibrational frequencies using the VPT2 approach or its variants VPT2+K, DCPT2, HDCPT2. iGVPT2 supports several computation chemistry packages. Other CCP can be supported via a plug-in (script or program) to be written by the user. Only energies and dipoles are needed. Any method implemented in the supported CCP can be used, including the methods where the analytical gradient is not yet implemented. The real time calculation can be reduced due to our highly parallelized code. It can be also reduced using the hybrid approach implemented in iGVPT2. By its time-effectiveness and its accuracy, the hybrid DFT/MMFF94 implemented in iGVPT2 is a very interesting alternative to full DFT calculation where all derivatives are calculated at DFT level. iGVPT2 is available free of
charge for non-commercial use. A user manual, plugins and several examples, one can find on the page
https://sites.google.com/site/allouchear/igvpt2
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