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Abstract

Carbon-dioxide (CO$_2$) is the main contributor to anthropogenic global warming, and the timing of its peak concentration in the atmosphere is likely to govern the timing of maximum radiative forcing. While dynamics of atmospheric CO$_2$ is governed by multiple time-constants, we idealize this by a single time-constant to consider some of the factors describing the time-delay between peaks in CO$_2$ emissions and concentrations. This time-delay can be understood as the time required to bring CO$_2$ emissions down from its peak to a small value, and is governed by the rate of decarbonization of economic activity. This decarbonization rate affects how rapidly emissions decline after having achieved their peak, and a rapid decline in emissions is essential for limiting peak radiative forcing. Long-term mitigation goals for CO$_2$ should therefore consider not only the timing of peak emissions, but also the rate of decarbonization. We discuss implications for mitigation of the fact that the emissions peak corresponds to small but nonzero emissions. One consequence is that the timing of peak CO$_2$ is not influenced by its atmospheric lifetime, despite its long lifetime being the origin of the delay in the concentration peak.

1 Introduction

As countries undertake voluntary commitments towards a new international climate treaty to be decided in 2015 (UNFCCC (2014a,b)), these will include mitigation of not only carbon-dioxide (CO$_2$) but also other climate forcers (UNFCCC (2014c)). CO$_2$ is, and is likely to remain, the largest contribution to radiative forcing (Forster et al. (2007); Myhre et al. (2013)). Limiting long-term warming requires limiting the growth in global CO$_2$ emissions, and eventually reducing these emissions. If the present increasing trend in global CO$_2$ emissions is eventually reversed so that an emissions peak occurs, the corresponding peak in concentration will be delayed because of its long atmospheric lifetime (Allen et al. (2009); Meinshausen et al. (2009); Mignone et al. (2008)).
A CO$_2$ concentration peak would be a significant event for global climate: it would govern the maximum contribution of CO$_2$ emissions to radiative forcing. Furthermore, assuming that CO$_2$ continues to be the major contribution to radiative forcing, then its peak concentration will strongly influence the magnitude and timing of peak global warming.

The Earth’s CO$_2$ cycle is complex, involving multiple reservoirs that maintain exchanges occurring at very different rates \cite{Archer1997, Cox2000, Falkowski2000}. About three-fourths of excess CO$_2$ in the atmosphere gets absorbed relatively quickly via exchange with the ocean, within few centuries; while the rest requires many thousands of years in order to react with CaCO$_3$ or silicate rocks on land \cite{Archer1997, Archer2008, Archer2009}. Accurate characterization of the different processes that are involved, in order to describe the fate of excess atmospheric CO$_2$, requires coupled climate-carbon-cycle or Earth-system models; such models have been employed to describe effects of emissions mitigation scenarios on CO$_2$ in the atmosphere \cite{Petoukhov2005, Friedlingstein2006}. As the mitigation of CO$_2$ emissions unfolds, these and similar models will play important roles in estimating the consequences for atmospheric CO$_2$, including the timing and magnitude of its peak concentration.

This paper solves a one-dimensional linear model of atmospheric CO$_2$ to understand the factors controlling the time-delay between peaks in emission and concentration. The model does not consider a number of complexities involved in the carbon cycle, such as nonlinear effects of surface-ocean saturation \cite{Caldeira1993}, the dynamics of the other CO$_2$ reservoirs leading to multiple time-constants for CO$_2$ uptake \cite{Archer1997}, or effects of ocean circulation and biology \cite{Siegenthaler1993, Sarmiento1998}; all of which would influence rates of CO$_2$ exchange between the atmosphere and these reservoirs. These limitations are significant, and preclude using the model here for prediction or decision-making. Previous studies have described the relationship between mitigation and warming, and highlighted the importance of rapid mitigation \cite[e.g.][]{Socolow2007, Allen2009, Allen2014, Huntingford2012}. Here we focus specifically on solving the model of atmospheric CO$_2$ analytically, to identify some of the important factors controlling the time to the concentration peak of CO$_2$.

## 2 Models of emissions and carbon cycle

### 2.1 Carbon cycle model

The carbon-cycle model describes variation in concentration $u(t)$ of CO$_2$, with preindustrial equilibrium value denoted by $u_p$. Time $t$ describes departure from the present, in years. The atmospheric reservoir of CO$_2$ is alone described, and rate of loss from this is assumed to depend linearly on $u(t)$. Dynamics can then be characterized in terms of effective e-folding time-constant $\tau_u$, and the rate of
change of concentration is

\[ \dot{u}(t) = \frac{du(t)}{dt} = m(t) - \frac{u(t) - u_p}{\tau_u} \tag{1} \]

where \( m(t) \) is anthropogenic emissions in concentration units, i.e. the rate of increase in concentration in the hypothetical case of infinite atmospheric lifetime. Concentration is noted in parts per million (ppm). Atmospheric emission of CO\(_2\) in the year 2013 was \( 36 \times 10^{12} \) kg, equivalent to 4.5 ppm.\(^1\)

Equation (1) accounts for effects of natural exchange of CO\(_2\) between the atmosphere and other reservoirs, which would drive the system to \( u(t) = u_p \) in the absence of anthropogenic emissions. The CO\(_2\) present in excess of this value is what governs the loss from the atmosphere in this model.

### 2.2 Emissions model

Emissions is described as the product of two factors: gross global product (GGP) \( g(t) \) and emissions intensity \( \mu(t) \). The GGP is assumed to increase at constant rate \( r \), so that \( g(t) = g_0 e^{rt} \). Emissions intensity is reduced in the model at an increasing rate, i.e. \( \mu(t) = \mu_0 e^{-\lambda(t)} \), where \( \lambda(t) \) is an increasing function with \( \lambda(0) = 0 \). Hence emissions can be written as \( m(t) = m_0 e^{rt - \lambda(t)} \). We choose the function \( \lambda(t) = kt^2 \) with \( k > 0 \). We call parameter \( k \) the decarbonization rate, it represents the rate at which the reduction of CO\(_2\) intensity of GGP is accelerated.

This nonlinearity of \( \lambda(t) \) leads to initial increase in emissions, followed by decrease. Peak in emissions occurs when \( dm(t)/dt = (r - 2kt) m(t) = 0 \), i.e. when \( t = r/2k \).

The model represents a 2-parameter family of curves and in general cannot reproduce the Representative Concentration Pathways, developed for climate modeling experiments (van Vuuren et al. 2011). However it can span a wide range of relevant radiative forcing values (Figure 2c).

### 3 Results

Figure 1 shows a sample trajectory of CO\(_2\) emissions and corresponding concentrations reconstructed from (Allen et al. 2009), and based on a carbon-cycle model. Concentrations for this emissions pathway obtained by integrating equation (1) are also shown. Results are shown for different values of the atmospheric lifetime of CO\(_2\). Clearly the model is an inadequate representation of the carbon-cycle. A very long lifetime is needed to reproduce the time to the peak concentration, whereas a short lifetime reproduces the value of the concentration peak. This indicates the presence of multiple e-folding time-constants in the atmospheric response of CO\(_2\), as is well known (for e.g. Archer et al. 1997).

\(^1\)If CO\(_2\) had infinite lifetime, emissions in the year 2013 would have increased atmospheric concentration by 4.5 ppm.
Figure 1: Test of one-dimensional model in equation (1): (a) a reconstructed emissions trajectory from Figure 1 of *(Allen et al. (2009))*; (b) corresponding concentration pathway reconstructed from *(Allen et al. (2009))* in red, and solutions from integrating equation (1) for values of \( \tau_d \) ranging from 100 to 1700 years in blue. Peak concentration in the trajectory of *(Allen et al. (2009))* is indicated by the asterisk and corresponding peak concentrations from equation (1) by the crosses. The one-dimensional model is an inadequate representation of the CO\(_2\) cycle and the following results serve mainly as a thought-experiment.

3.1 Analytical solution for time-delay

Despite the considerable limitations of our model, it can be solved easily and this provides some indication of factors controlling the time-delay. We denote the time to the emissions peak as \( t_1 \), the time to the concentration peak as \( t_2 \), and the time-delay as \( \delta t = t_2 - t_1 \). The model in equation (1) has been integrated analytically, in the Supplementary Information (SI). The exact solution for \( t_2 \) is

\[
\dot{u}(t_2) = \tau_u \frac{\dot{u}(0)}{\tau_u} + (\dot{m}_{av,i} - \dot{m}_{av,d}) e^{t_1/\tau_u} - \dot{m}_{av,i} e^{t_2/\tau_u} \tag{2}
\]

where \( \dot{u}(0) \) is the rate of increase in concentration at the present time, and \( \dot{m}_{av,i} \) and \( \dot{m}_{av,d} \) are average rates of increase in emissions during their growing and declining phases respectively, weighted by \( e^{t/\tau_u} \), specifically

\[
\dot{m}_{av,i} = \frac{1}{e^{t_1/\tau_u} - 1} \int_0^{t_1} e^{z/\tau_u} \frac{dm(z)}{dz} dz \tag{3}
\]

and

\[
\dot{m}_{av,d} = \frac{1}{e^{t_2/\tau_u} - e^{t_1/\tau_u}} \int_{t_1}^{t_2} e^{z/\tau_u} \frac{dm(z)}{dz} dz \tag{4}
\]

so that \( \dot{m}_{av,i} \) is positive and \( \dot{m}_{av,d} \) is negative. Weighting by \( e^{t/\tau_u} \) in the equations above is essential to obtaining the exact solution. It turns out that we can closely approximate \( \dot{m}_{av,i} \) and \( \dot{m}_{av,d} \) by the actual rates

\[
\dot{m}_i = \frac{1}{t_1} \int_0^{t_1} \frac{dm(z)}{dz} dz \tag{5}
\]

and

\[
\dot{m}_d = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \frac{dm(z)}{dz} dz \tag{6}
\]
which describe the average rates of change of emissions during their growing and declining phases respectively (as shown in Supplementary Information Figure 2). Hence we substitute the latter quantities in equation (2), yielding for the time-delay

$$\delta t \cong \tau_u \ln \left( \frac{\dot{m}_i - \dot{m}_d}{-\dot{m}_d} e^{t_1/\tau_u} - \dot{m}_i - \dot{m}_d - t_1 \right)$$

In contrast to equation (2), this relationship is an approximation. The denominator in the logarithm of the above equation is positive, because $\dot{m}_d$ is negative. Time-delay increases with the present growth rate of concentration $\dot{u}(0)$. It increases with the average rate of increase of emissions $\dot{m}_i$ during its growth phase. A longer growth phase (i.e. larger $t_1$) increases the time to peak concentrations (ref. equation (2)). Faster decrease of emissions in its declining phase (i.e. larger $-\dot{m}_d$) reduces time-delay. Figure 3a verifies the approximation in equation (7). Plotted is the exact value of $t_2$ from numerical integration and the estimate obtained by using equation (7). Across a wide range of emissions scenarios, varying the GGP growth rate and decarbonization rate, the approximation works reasonably well. Therefore we describe time-delay in terms of actual rates of change of emissions.

### 3.2 Effects of GGP growth rate and decarbonization rate

Given prior emissions profiles the model of equation (7) can be used to estimate the rates $\dot{m}_i$ and $\dot{m}_d$ and thereby the corresponding times to peak CO$_2$ concentration in the model. The model of emissions in Section 2.2 has been used to generate emissions profiles, but can also help us understand what controls these rates. Figure 2a plots the influence of GGP growth rate and decarbonization rate on $\dot{m}_i$. This growth rate of emissions is more sensitive to GGP growth rate, especially for large values of decarbonization rate $k$. In the SI, it is shown that for large $k$ we can make the approximation that $\dot{m}_i \cong \frac{rn_0}{2}$, so the emissions growth rate increases linearly with the GGP growth rate but does not depend on the decarbonization rate. This is seen in the plot.

Figure 2b plots the influence of GGP growth rate and decarbonization rate on $\dot{m}_d$. During its declining phase, rate of change of emissions depends mainly on decarbonization rate $k$. A heuristic explanation is as follows. Emission peaks when the growth rate of GGP is canceled by the rate of decrease of emissions intensity. At later times the emissions intensity is decreasing faster and governs the rate of decrease of emissions. The absolute magnitude of rate $\dot{m}_d$ increases rapidly with the decarbonization rate.

Figure 2c plots the peak in CO$_2$ radiative forcing that occurs at $t_2$, calculated as $RF = 5.35 \log \left( \frac{u(t)}{u_p} \right)$. GGP growth rate has negligible influence on peak radiative forcing in scenarios where the decarbonization rate is high, but the influence of economic growth increases if decarbonization is slow.

Figure 3b plots the time-delay between peak CO$_2$ emissions and concentrations, for different GGP growth rates and decarbonization rates. Shown are the exact solution from numerical integration and the approximations using
Figure 2: Effect of GGP growth rate $r$ and decarbonization rate $k$ on: (a) rate of change of emissions $\dot{m}_i$ during its increasing phase between $t = 0$ and $t = t_1$; (b) rate of change of emissions $\dot{m}_d$ between $t = t_1$ and $t = t_2$; (c) the peak in radiative forcing that occurs at $t = t_2$. During its increasing phase of emissions, the growth rate $\dot{m}_i$ is more sensitive to the rate of GGP growth. When emissions are decreasing, the rate of change $\dot{m}_d$ is sensitive mainly to the decarbonization rate.

equation (7). To a good approximation the time-delay depends only on the decarbonization rate and not on GGP growth rate. Nonlinear regression of $\delta t$ versus $k$ gave the relation $\delta t = 2.3k^{-0.42}$. The next section discusses why.

3.3 Interpretation of time-delay

Figure 4a plots wedge-shaped emissions profiles for three different scenarios. These scenarios all lead to complete decarbonization at $t = 85$ years, and have the same cumulative emissions. The scenarios in Figure 4a differ in the time to peak emissions. Figure 4b shows corresponding concentration pathways for these scenarios. Peak concentrations are approximately the same for the different scenarios. Figure 4c helps understand this result, and interpret the time-delay. Shown in this panel are the emissions and, in the same plot, the excess concentration divided by atmospheric lifetime, i.e. $(u(t) - u_p)/\tau_u$. Following equation (1), this must equal emissions when $\dot{u}(t) = 0$, and therefore the intersection between corresponding curves gives the time to peak concentrations. Physically, the peak in concentration occurs when emissions become just small
Figure 3: Effect of GGP growth rate $r$ and decarbonization rate $k$ on: (a) time $t_2$ to peak concentrations; (b) time-delay $\delta t$ between peak emission and concentration. Continuous lines show the exact solution and crosses indicate the approximation using equation (7). The approximation is accurate for wide ranges of $r$ and $k$. The time-delay $\delta t$ is approximately a function of only $k$. Nonlinear regression of $\delta t$ versus $k$ yields the relation $\delta t = 2.3k^{-0.42}$.

Enough to be balanced by the rate of uptake of CO$_2$ from the atmosphere. Because of the large atmospheric lifetime of CO$_2$, the intersection in Figure 4c occurs when emissions are small. Because peak concentration occurs when emissions are small, the time to the corresponding peak concentration for the three scenarios is approximately the same. This time is close to when complete decarbonization occurs, and because cumulative CO$_2$ emissions are the same for the three emissions profiles, the peak concentrations are also approximately the same. Thereby the long atmospheric lifetime of CO$_2$ makes the peak concentration of CO$_2$ generally depend largely on the cumulative emissions up to the concentration peak. Contrast this with the cases shown in SI Figure 4 where, for the same emissions pathways but with a much lower atmospheric lifetime of 50 years, the time to peak concentration and these concentrations themselves differ considerably.

Previous authors have noted the importance of cumulative carbon emissions (Allen et al. (2009); Zickfeld et al. (2009)). With respect to maximum concentrations of CO$_2$, the relevant cumulative emissions are up to the concentration peak at $t_2$, and this can of course differ across emissions scenarios that have the same total emissions. SI Figure 5 shows such a situation; in the scenarios considered there, the relevant window for calculating cumulative emissions differs significantly although total emissions are the same.

This interpretation of the time-delay allows us to suggest an explanation for the approximate power-law relationship between $\delta t$ versus $k$ in Figure 3b.
Emissions at \( t_2 \) is
\[
m(t_2) = m_0 e^{r(t_1 + \delta t) - k(t_1 + \delta t)^2}
\]
and expanding the square in the exponent above and substituting \( t_1 = r/2k \) yields
\[
m(t_2) = m_0 e^{r^2/4k - k(\delta t)^2}
\]
Therefore the time required to bring emissions down to some critical value, say \( m_\ast \), is given by
\[
m_0 e^{r^2/4k - k(\delta t)^2} = m_\ast
\]
The critical value \( m_\ast \) depends on excess concentration as \( (u(t_2) - u_p)/\tau_u \), from equation (1). Excess concentration at \( t_p \) depends on cumulative emissions which, for large \( k \), is
\[
\int_0^{t_2} m(z) \, dz \cong \frac{m_0}{2} \sqrt{\frac{\pi}{k}} e^{r^2/4k}
\]
(see SI Section 9). Therefore the condition for peak concentration is
\[
m_0 e^{r^2/4k} e^{-k(\delta t)^2} = m_\ast \propto \frac{m_0}{2} \sqrt{\frac{\pi}{k}} e^{r^2/4k}
\]
from which, finally
\[
k(\delta t)^2 = c + \frac{1}{2} \log k
\]
with some constant \( c \). This shows that the time-delay depends only on the decarbonization rate. The decrease in the fitted exponent from 0.50 to 0.42 (as occurs in Figure 3b) must arise from the weak dependence on \( k \) in the right side of equation (13). See SI Section 9 for further details. In summary, growth rate of GGP does not influence the time-delay in the model because it has the same effect on emissions \( m(t_2) \) and the critical value of emissions \( m_\ast \), so these effects cancel. This results from the quadratic form of \( \lambda(t) \). In general if the approximations are \( g(t) \cong e^{(r_1 + r_2) t} \) and \( \mu(t) \cong \mu_0 e^{-(\lambda_1 + \lambda_2) t} \), i.e. if emissions can be approximated as the exponential of a quadratic function in \( t \), then the time-delay according to the model would depend only on the quadratic coefficient \( r_2 - \lambda_2 \) of the exponent. In general this is not the case.

### 3.4 Insensitivity to atmospheric lifetime

The effective atmospheric lifetime of CO\(_2\) is uncertain [Archer (2005); Archer and Brovkin (2008); Archer et al. (2009)]. One implication of our interpretation of the time-delay is its insensitivity to atmospheric lifetime. This is not obvious from equation (7) but can be seen by making a further approximation. Considering only cases where \( t_1 \ll \tau_u \), i.e. peak emission occurs on a time much shorter than the atmospheric lifetime, and where \( m(t_1) - m(0) \sim m(0) \), i.e. the maximum increase in emissions is of the same magnitude as present emissions, then we can approximate
\[
\delta t \cong \frac{\dot{u}(0) + (\dot{m}_i + \dot{m}_d) t_1}{-\dot{m}_d}
\]
which depends on atmospheric lifetime only through \( \dot{u}(0) \) and the influence is weak (see SI for derivation). The reason for such a result is as follows. The time to peak concentrations is the time it takes to bring emissions down to a small value. The time it takes to bring emissions down to a given value does not depend on the atmospheric lifetime.

Of course this is only an approximation. Actually the critical value \( m_\ast \) depends slightly on the atmospheric lifetime and this influences the time to the concentration peak (see SI Section 9 for detailed calculations about the influence of \( \tau_u \) and other parameters on \( m_\ast \)).

But the influence of \( \tau_u \) on the critical value \( m_\ast \) is small, compared to the magnitude of emissions reductions necessary. Therefore the value of \( \delta t \) is governed by the amount of time it takes to bring emissions down to a small value, and affected very little by small differences in the critical value. Figure 5 illustrates this. Shown is a single emissions profile, and corresponding curves of \( (u(t) - u_p)/\tau_u \) for three different values of the atmospheric lifetime. Time to peak concentration is given by the corresponding intersection with the emissions curve. Despite threefold differences in the atmospheric lifetime between these curves, the time to peak concentration of CO\(_2\) varies by less than 1/3.
Figure 5: Effect of atmospheric lifetime of CO$_2$ on the time to peak concentration. Shown are three curves for $\tau_u$ of 100, 200, and 300 years; the corresponding values of $t_2$ are 44.7, 56.5, and 61.7 years respectively.

4 Discussion

The one-dimensional linear model is not adequate to describe CO$_2$ in the atmosphere, but it holds lessons that appear generic to more realistic models. The peak in CO$_2$ concentrations occurs when emissions have reached a small value. The additional time to the peak concentration is the time necessary to bring emissions down from its peak to this critical value. The critical value depends on the excess concentration of CO$_2$ in the atmosphere compared to the preindustrial situation. Growth rate of GGP has similar effects on the emissions at any future time as it does on the critical value below which emissions must be reduced at the time of the concentration peak. Therefore the time-delay between peak emissions and concentration is not influenced by this growth rate of GGP, and depends only on the rate of decarbonization. This result is exact for the emissions model considered here, with its exponent a quadratic function of time, but the intuition behind it appears to be more generally valid. The rate of decarbonization primarily influences the rate at which CO$_2$ emissions are reduced following their peak.

Uncertainty in the atmospheric lifetime of CO$_2$ has little effect on the timing of the concentration peak. While the value of the atmospheric lifetime affects the critical emissions below which the peak in concentration occurs, this critical value is necessarily small. Consequently the timing is governed by the time required to bring emissions down to a small value, and is hardly affected by small differences in the critical value. The crucial phenomenon here is that despite uncertainties in CO$_2$ lifetime, this lifetime is large.

More generally the small but nonzero emissions that corresponds to the emissions peak has implications for mitigation. It is not sufficient to achieve an early peak in CO$_2$ emissions. It is equally important to reduce emissions rapidly, by decarbonizing the global economy. Cumulative emissions until the concentration peak occurs are a good measure of the consequences for the maximum radiative
forcing from CO$_2$. These can differ significantly from total emissions across time, and this has consequences for comparing across mitigation scenarios.

The model presented here is very simple, and does not consider non-linear effects arising from saturation of the surface oceans with CO$_2$, effects of ocean circulation and biology, or the dynamics of other reservoirs besides the atmosphere. While considering these effects might introduce additional factors relevant to this discussion, it does not appear that these will affect the interpretation of the time-delay or implications for policy discussed here. However it would be necessary to examine the influence of multiple time-constants of atmospheric CO$_2$ on these results.
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Supplementary Information for
"Decarbonization and the time-delay between peak CO\textsubscript{2} emissions and concentrations"

1 Emissions model

Emissions is represented as the product of two factors: gross global product (GGP) \( g(t) \) and emissions intensity \( \mu(t) \). GGP increases at constant rate \( r \) in the model, so that \( g(t) = g_0 e^{rt} \). Emissions intensity decreases nonlinearly, i.e. \( \mu(t) = \mu_0 e^{-\lambda(t)} \), where \( \lambda(t) \) is an increasing nonlinear function with \( \lambda(0) = 0 \). Hence emissions is \( m(t) = m_0 e^{rt-\lambda(t)} \). We choose \( \lambda(t) = kt^2 \) with \( k > 0 \). The nonlinearity of \( \lambda(t) \) leads to initial increase in emissions, followed by decrease. Peak emissions occurs when \( dm(t)/dt = (r - 2kt)m(t) = 0 \), i.e. when \( t = r/2k \).

We call parameter \( k \) the decarbonization rate, it represents the rate at which the reduction of CO\textsubscript{2} intensity of economic activity is accelerated.

2 Estimate of time-delay between peak emissions and concentrations

We consider a model of atmospheric concentration \( u(t) \) of a species, whose excess from its preindustrial value \( u_p \) decays linearly. Restricting ourselves to a one-dimensional model describing the atmospheric reservoir, the concentration in the model depends on a single atmospheric lifetime \( \tau_u \). Then its rate of change is

\[
\dot{u}(t) \equiv \frac{du(t)}{dt} = m(t) - \frac{u(t) - u_p}{\tau_u}
\]

where \( m(t) \) is emissions in concentration units. In case of zero emission, this model has equilibrium \( u(t) = u_p \). Before integration we rescale time, with \( s \equiv t/\tau_u \), to make calculations more transparent. Denoting derivatives with respect to \( s \) by primes, we obtain

\[
\dot{u}'(s) \equiv \frac{du'(s)}{ds} = \tau_u m(s) - u(s) + u_p
\]

which is integrated to yield the solution

\[
u(s) = e^{-s}u(0) + \tau_u e^{-s} \int_0^s e^z m(z) dz + u_p (1 - e^{-s})
\]
whose rate of change with respect to \( s \) is

\[
u'(s) = -e^{-s} u(0) - \tau_u e^{-s} \int_0^s e^z m(z) \, dz + \tau_u m(s) + u_p e^{-s}
\] (4)

We denote the time where peak in emissions occurs at \( s = s_1 \) and the time to the corresponding concentration peak as \( s = s_2 \). At the concentration peak, \( u'(s_2) = 0 \). From this and equation (4)

\[
e^{-s_2} u(0) - u_p = m(s_2) - e^{-s_2} \int_0^{s_2} e^z m(z) \, dz
\] (5)

To study what influences \( s_2 \), we evaluate the integral in the right side using integration by parts

\[
\int_0^{s_2} e^z m(z) \, dz = e^{s_2} m(s_2) - m(0) - \int_0^{s_2} e^z \frac{dm(z)}{dz} \, dz
\] (6)

The left side is \( -u'(0)/\tau_u \). The right side is decomposed into the sum of two integrals

\[
\int_0^{s_2} e^z \frac{dm(z)}{dz} \, dz = \int_0^{s_1} e^z \frac{dm(z)}{dz} \, dz + \int_{s_1}^{s_2} e^z \frac{dm(z)}{dz} \, dz
\] (8)

Next, we define the weighted average rate of change of emissions between \( s = 0 \) and \( s = s_1 \) by

\[
\int_0^{s_1} e^z \frac{dm(z)}{dz} \, dz \equiv m_{av,i} \int_0^{s_1} e^z \, dz
\] (9)

with \( m_{av,i} > 0 \). Likewise

\[
\int_{s_1}^{s_2} e^z \frac{dm(z)}{dz} \, dz \equiv m_{av,d} \int_{s_1}^{s_2} e^z \, dz
\] (10)

with \( m_{av,d} < 0 \). Equations (9) and (10) involve weighting by \( e^z \) in the integral, so later times are weighted more. Substituting equations (8)-(10) into equation (7) and simplifying yields

\[
s_2 = \ln \frac{u'(0)/\tau_u + (m_{av,i} - m_{av,d}) e^{s_1} / \tau_u - m_{av,i}}{-m_{av,d}}
\] (11)

Returning to the representation in terms of actual time \( t \) (in years), and using \( s_2 = t_2/\tau_u \), \( u'(t) = \tau_u \hat{u}(t) \), and \( m'(t) = \tau_u \hat{m}(t) \) gives

\[
t_2 = \tau_u \ln \frac{\hat{u}(0)/\tau_u + (\hat{m}_{av,i} - \hat{m}_{av,d}) e^{s_1/\tau_u} - \hat{m}_{av,i}}{-\hat{m}_{av,d}}
\] (12)
so that the delay \( \delta t \equiv t_2 - t_1 \) is

\[
\delta t = \tau_u \ln \left( \frac{\dot{m}(0)}{\tau_u} + (\bar{m}_{av,i} - \bar{m}_{av,d}) e^{t_1/\tau_u} - \bar{m}_{av,i} \right) - t_1
\]  

(13)

Let us consider the case where \( t_1 \ll \tau_u \), i.e. where peak emissions occurs within a period much shorter than atmospheric lifetime. Then, using the series approximation for \( e^x \) to 1st degree in \( x \), i.e. \( e^x \approx 1 + x \), we obtain

\[
\delta t \approx \tau_u \ln \left( -\bar{m}_{av,d} + \frac{\dot{m}(0)}{\tau_u} + \frac{\dot{m}_{av,i} + \dot{m}_{av,d} t_1}{-\bar{m}_{av,d}} \right) - t_1
\]  

(14)

If \( \dot{m}_{av,i} \) and \( \dot{m}_{av,d} \) are comparable in magnitude and with \( t_1 \ll \tau_u \), then \( (t_1/\tau_u) \dot{m}_{av,i} \ll -\bar{m}_{av,d} \). Furthermore \( \dot{\bar{u}}(0)/\tau_u < m(0)/\tau_u \) from equation (11), and if \( m(t_1) - m(0) \sim m(0) \), i.e. the maximum increase in emissions is of the same rough magnitude as present emissions, then we also have \( \dot{\bar{u}}(0)/\tau_u \ll -\bar{m}_{av,d} \). Hence in the numerator of equation (14), \( -\bar{m}_{av,d} \) is the dominant term. Using the series approximation for \( \ln(1+x) \) to 1st degree in \( x \), i.e. \( \ln(1+x) \approx x \), we obtain

\[
\delta t \approx \ddot{\bar{u}}(0) + (\bar{m}_{av,i} + \bar{m}_{av,d}) t_1
\]  

(15)

This increases with \( \ddot{\bar{u}}(0) \), the rate of growth in present concentrations. It increases with \( \bar{m}_{av,i} \), so quicker growth of emissions during its increasing phase increases the delay. It decreases with \( -\bar{m}_{av,d} \), so rapid decrease in emissions following its peak reduces the delay. The effect of increasing \( t_1 \), i.e. the time to peak emissions, depends on the sign of \( \bar{m}_{av,i} + \bar{m}_{av,d} \). Where this is positive, the delay increases with the time to peak emissions.

3 Verification of expressions for time-delay

SI Figure 1 plots the values of \( \delta t \) for the exact solution (calculated by numerical integration of equation (1)) along with the values calculated using equations (13) and (15) respectively. These are plotted for different values of the decarbonization rate \( k \). The results of equation (13) are exact, but the approximation of equation (15) underestimates slightly, especially for longer delays where the ratio \( \delta t/\tau_u \) increases. The close correspondence between the three curves verifies these expressions.

4 Relation with actual rates of change of emissions

The expressions for time-delay were derived using the average rates of change of emissions, weighted by \( e^{t/\tau_u} \). To see the relation with actual rates of change,
we consider the variables

\[ \dot{m}_i = \frac{1}{t_1} \int_0^{t_1} \frac{d m(z)}{dz} dz \]  

(16)

and

\[ \dot{m}_d = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \frac{d m(z)}{dz} dz \]  

(17)

SI Figure 2 plots the weighted rates of change \( \dot{m}_{av,i} \) and \( \dot{m}_{av,d} \) defined in equations (9) and (10), and unweighted rates of change \( \dot{m}_i \) and \( \dot{m}_d \), for different values of GGP growth rate and decarbonization rate. The actual (i.e. unweighted) rates of change closely approximate the weighted rates of change. Hence we can approximate the weighted rates in equations (13) and (15) by the actual rates of change of emissions.

5 Influence of \( r \) and \( k \) on \( \dot{m}_i \) and \( \dot{m}_d \)

The rates of change of emissions have been defined in equations (16) and (17). We describe their relation with GGP growth rate \( r \) and decarbonization rate \( k \) in the emissions model. SI Figure 2 suggests that \( \dot{m}_i \) depends on both parameters, whereas \( \dot{m}_d \) is governed by the value of \( k \).

Considering \( \dot{m}_i \), it simplifies to

\[ \dot{m}_i = \frac{1}{t_1} (m(t_1) - m(0)) \]  

(18)

which can be written as

\[ \dot{m}_i = \frac{m_0}{t_1} \left( e^{rt_1} - e^{kt_1} - 1 \right) \]  

(19)

and substituting \( t_1 = r/2k \) we obtain

\[ \dot{m}_i = \frac{2km_0}{r} \left( e^{r^2/4k} - 1 \right) \]  

(20)
Figure 2: Average rates of change of emissions during its increasing and decreasing phases: (a) rate of change during its growing phase between $t = 0$ and $t = t_1$; (b) rate of change during the declining phase between $t = t_1$ and $t = t_2$. Each curve plots results for a different value of GGP growth rate $r$. Continuous lines plot weighted rates of change $\dot{m}_{av,i}$ and $\dot{m}_{av,d}$, and open circles indicate corresponding unweighted rates $\dot{m}_i$ and $\dot{m}_d$. Unweighted rates of change approximate well the corresponding weighted rates of change.

If $r^2/4k \ll 1$ the above expression simplifies to

$$\dot{m}_i \approx \frac{r \dot{m}_0}{2}$$

so that the average rate of change of emissions during its growth phase depends only on present emissions and the growth rate of GGP. For example with $r = 0.01$ and $k = 0.001$ this condition is satisfied. The relationship in equation (21) is seen in Figure 2a; for large values of $k$ around 0.001 the value of $\dot{m}_i$ does not depend on $k$ but increases linearly with $r$.

Writing $\alpha = r^2/4k$, the series-solution for $\dot{m}_i$ is

$$\dot{m}_i = \frac{r \dot{m}_0}{2} \left( 1 + \frac{\alpha}{2} + \frac{\alpha^2}{6} + \frac{\alpha^3}{24} + \ldots \right)$$

so in general it depends on both GGP growth rate and the decarbonization rate, increasing with $\alpha$.

By contrast $\dot{m}_d$ is sensitive mainly to decarbonization rate $k$. This can be seen directly from Figure 2.

6 Peak radiative forcing from CO₂

Here we describe the influence of $r$ and $k$ on the magnitude of the peak in radiative forcing from CO₂. Radiative forcing is calculated using the formula $RF(CO₂) = 5.35 \log \left( \frac{u}{u_p} \right)$. This is plotted in SI Figure 3. Rate of GGP growth has negligible influence on peak radiative forcing in case of rapid decarbonization, but its effect is larger in case decarbonization is slow.
Figure 3: Peak radiative forcing RF(\(t_2\)) as a function of decarbonization rate \(k\) for different values of \(r\).

7 Effect of atmospheric lifetime

SI Figure 4 plots a hypothetical (but unreal for the case of CO\(_2\)) case where atmospheric lifetime is made relatively small \(\tau_u = 50\) years. Shown are emissions, concentrations, and the intersection between \(m(t)\) and \((u(t) - u_p)/\tau_u\) for three different emissions scenarios reaching zero emissions in 2100 (i.e. at \(t = 85\) years) with each scenario having the same cumulative emissions. Contrary to the case of the result in the paper (paper Figure 4) with much larger atmospheric lifetime (\(\tau_u = 300\) years), where the time to peak concentration and peak concentrations are similar across these scenarios, here (in SI Fig. 4) the differences are larger. The contrast between the cases of Paper Fig. 4 and SI Fig. 4 reinforces the point that: the long atmospheric lifetime of CO\(_2\) causes its peak concentration to depend on the cumulative emissions.

8 Effect of the time to zero emissions

SI Figure 5 plots a case where atmospheric lifetime is \(\tau_u = 300\) years. Shown are emissions, concentrations, and the intersection between \(m(t)\) and \((u(t) - u_p)/\tau_u\) for three different emissions scenarios reaching zero emissions at different times. Cumulative emissions are the same for the three scenarios. Despite this the peak concentration differs across these scenarios, because low emissions are reached at different times and hence the relevant window for computing cumulative emissions also differs.

9 Time-delay as a function of \(r\) and \(k\)

We estimate the time-delay between peak emissions and concentration as a function of \(r\) and \(k\). From equation (4) and \(u'(s_2) = 0\) are obtained the condition
Figure 4: Three emissions scenarios reaching zero emissions in 2100 (i.e. at \( t = 85 \) years) and each having the same cumulative emissions. Atmospheric lifetime in these simulations is taken to be \( \tau_u = 50 \) years. In this case the time to peak concentration \( t_2 \) for the three cases differs considerably: 41.7, 48.5, and 58.0 years respectively. Peak concentration is also different across these three scenarios.
Figure 5: Three emissions scenarios reaching zero emissions in 2095, 2115, and 2135 respectively and each having the same cumulative emissions. Atmospheric lifetime in these simulations is taken to be $\tau_u = 300$ years. In this case the time to peak concentration $t_2$ for the three cases differs considerably: 72.3, 87.0, and 100.8 years respectively. The relevant cumulative emissions and correspondingly the peak concentration also differ.
for peak in concentration at $t_2$

$$e^{-t_2/\tau_u} \frac{u(0) - u_p}{\tau_u} = m(t_2) - \frac{1}{\tau_u} e^{-t_2/\tau_u} \int_0^{t_2} e^{z/\tau_u} m(z) \, dz$$ (23)

Approximating the integral $\int_0^{t_2} e^{z/\tau_u} m(z) \, dz$ by $e^{z/\tau_u} \int_0^{t_2} m(z) \, dz$ this simplifies to

$$e^{-t_2/\tau_u} \frac{u(0) - u_p}{\tau_u} \approx m(t_2) - \frac{1}{\tau_u} \int_0^{t_2} m(z) \, dz$$ (24)

The condition for peak concentration is then as follows: the difference between emissions at $t_2$ and cumulative emissions between $t = 0$ and $t_2$, when divided by $\tau_u$, must be the small value on the left side of equation (24). With $m(z) = m_0 e^{r z - k z^2}$, we obtain the cumulative emissions

$$\int_0^{t_2} m(z) \, dz = \frac{m_0}{2} \sqrt{\frac{\pi}{k}} e^{r^2/4k} \left( \text{erf} \left( \frac{r}{2\sqrt{k}} \right) - \text{erf} \left( \frac{r - 2kt_2}{2\sqrt{k}} \right) \right)$$ (25)

where

$$\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt$$ (26)

is the error function. Let us consider large values of $k$ for which $\sqrt{kt_2} \sim 1$ and $r < 2\sqrt{k}$. Using the Taylor series expansion for erf($x$) to first-order in $x$ for small $x$, cumulative emissions is approximated as

$$\int_0^{t_2} m(z) \, dz \approx \frac{m_0}{2} \sqrt{\frac{\pi}{k}} e^{r^2/4k} \left( 1 - \frac{r}{\sqrt{\pi k}} \right)$$ (27)

Then equation (24) becomes

$$e^{-t_2/\tau_u} \frac{u(0) - u_p}{\tau_u} \approx m(t_2) - \frac{1}{\tau_u} \frac{m_0}{2} \sqrt{\frac{\pi}{k}} e^{r^2/4k} \left( 1 - \frac{r}{\sqrt{\pi k}} \right)$$ (28)

The condition for peak concentrations is: the difference on the right side of equation (28) must become sufficiently small. How small depends on the initial disequilibrium, measured by the left side. Emissions at time $t_2$ is

$$m(t_2) = m_0 e^{r(t_1 + \delta t) - k(t_1 + \delta t)^2}$$ (29)

Expanding the square in the exponent above and substituting $t_1 = r/2k$ yields

$$m(t_2) = m_0 e^{r^2/4k} e^{-k(\delta t)^2}$$ (30)

Substituting equation (30) into equation (28) gives

$$e^{-k(\delta t)^2} = \frac{1}{\tau_u} \sqrt{\frac{\pi}{k}} \left( 1 - \frac{r}{\sqrt{\pi k}} \right) + e^{-t_2/\tau_u} e^{-r^2/4k} \frac{u(0) - u_p}{\tau_u m_0}$$ (31)

To simplify matters we consider large $k$. Correspondingly we can assume that $e^{-t_2/\tau_u} \approx 1$ and $e^{-r^2/4k} \approx 1$. Furthermore for large $k$, $r/\sqrt{\pi k} \ll 1$. Hence we obtain finally

$$\delta t \approx -\log \left( \frac{1}{\tau_u} \sqrt{\frac{\pi}{k}} + \frac{u(0) - u_p}{\tau_u m_0} \right)^{1/2} k^{-1/2}$$ (32)

verifying two general features of the relationship between $\delta t$ and the emissions model’s parameters: a) $\delta t$ is not sensitive to the value of GGP growth rate; b) there is approximately an inverse-square root dependence on $k$. 9