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Abstract—In the last years, several hierarchical frameworks have been proposed to deal with highly-redundant robotic systems. Some of that systems are expected to perform multiple tasks and physically to interact with the environment. However, none of the proposed frameworks is able to manage multiple tasks with arbitrary task dimensions, while respecting unilateral constraints at position, velocity, acceleration and force level, and at the same time, to react intuitively to external forces. This work proposes a framework that addresses this problem. The framework is tested in simulation and on a real robot.

The experiments on the redundant collaborative industrial robot (KUKA LBR iiwa) demonstrate the advantage of the framework compared to state-of-the-art approaches. The framework reacts intuitively to external forces and is able to limit joint positions, velocities, accelerations and forces.

I. INTRODUCTION

Modern robotics tend to reduce the gap between human and machines. Just like a human, a robot is expected to have high versatility and interact with the environment. The versatility of a human comes from the large number of body joints. Visualize a service task as drilling a hole. The execution of the task requires at least 5 degrees of freedom (DOF). The trajectory of the drill requires a full definition on position (3 DOF), and at least two orientation coordinates (2 DOF).\textsuperscript{3} There exists kinematic redundancy with respect to this task. The human body can have infinity number of postures without changing the desired pose of the tool. This redundancy allows the human to simultaneously perform other tasks, e.g., optimize the posture of the body to maximize comfort. Robot controllers often solve the redundancy to achieve multiple tasks in a prioritized manner. The highest priority is given to an indispensable task (from now on, called constraints in this work). For instance, joint-limit avoidance or collision-avoidance must be accomplished to ensure a safe task execution. The lowest priority is given to tasks that are desired but are not required for performing the main purpose of an application, for instance, to use the minimum kinetic energy during motion.

A suitable control framework must be employed to command the robot to achieve multiple tasks in a hierarchical manner, while respecting all constraints. In addition, the framework must solve the redundancy considering contact between the robot structure and the human and/or environment to achieve physical human-robot interaction (pHR). The robot must react intuitively to external forces in the task and in the null-space.

Many frameworks have been proposed to achieve this goal, just to name a few: [1], [2], [3], [4], [5]. These works focus on the response of the framework to external forces in the task space. Experiments showed that the robot follows a desired dynamic behavior in the task space. However, none of these works did a proper comparison of the behavior in the null-space when external forces disturb the robot. Although the methods may follow a desired dynamic behavior in the null-space, they may not have an intuitive reaction to a force. An intuitive response would be a motion in the direction of the applied force. Redundancy must be solved as the nature would do, following physical laws. [6] demonstrated that solvers based on null-space projectors and dynamic-consistent pseudoinverses (as [3], [5], [7], [8]) minimize, what the authors of [6] call “acceleration energy”,\textsuperscript{4} and follow the Gauss’s principle [9]. Considering that Gauss’s principle is equivalent to d’Alembert’s principle for holonomic constraints. It can be deduced that the control force determined by minimizing the “acceleration energy” would be the force that nature would employ to solve the redundancy. "Since this principle underlies the evolution of constrained motion in mechanical systems in nature” [10]. The drawback of these solvers is that they do not allow a direct inclusion of inequalities. Although these solvers can be modified to include inequalities at position, velocity and acceleration levels (as shown in [11], [12]), inclusion of torque limits has not been treated. Contrary to those solvers, quadratic programming (QP)-based solvers as [4], [13], [14], [15] allow inclusion of torque limits. However, the response to external forces in task and null-space has not been properly evaluated. We are aware of many other multitasks frameworks that allow arbitrary dimension of task and inequality constraints as the iTasC [16], [17], [18]. Nevertheless, these frameworks result in a low-level velocity controller. A stable physical interaction requires the robot to behave as an impedance [19], which requires joint force/torque control.

The main contribution of this work is the development of a hierarchical framework that combines the advantages of null-space projector and QP-based redundancy solvers. The framework:

- solves the redundancy as nature would do producing an

\textsuperscript{4}Note that the concept of energy does not have the classical meaning due to the extra time derivative involved.
intuitive behavior of the robot,
• allows limitation of the torques,
• properly considers external forces/torques for limitation of position and velocities, reducing the risk of violating the limits due to physical interaction of the robot with the environment.

II. PROBLEM DEFINITION

Consider a manipulator with n number of joints that must perform k-number of tasks under l-number of unilateral constraints. Each task can be defined by desired accelerations \( \ddot{x}_{d,i} \in \mathbb{R}^{m_i} \), where the sub-index \( i \) indicates the order of priority from the most important 1 to the less important k. The desired acceleration of each task is commonly defined given the error dynamics \( \ddot{x}_{d,i} + K_i(\Delta x_i) + D_i(\Delta \dot{x}_i) \), where \( \Delta x_i \) is the error between the desired and the current position \( x_{d,i} - x_i \). \( K_i \) and \( D_i \) are the positive-definite stiffness and damping matrices of each task, respectively. If \( q \in \mathbb{R}^n \) is the corresponding joint configuration vector, there is a forward kinematics function that relates \( q \) to the position in the task space, such that \( FK(q) = x_i \). Assume the redundant case where the manipulator is redundant with respect to at least the main task \( (n > m_1) \), where \( m \) is the dimension of the task.

The redundancy problem is commonly solved by two different approaches: using null-space projectors and pseudoinverses, and writing the problem as a quadratic cost function to be solved by quadratic programming solvers.

On the one side, [20] shows that the use of the dynamic consistent pseudoinverse of the Jacobian (as proposed in the Operational Space Control (OSC) [21]) is the solution of minimizing the control input using the inverse of the inertia matrix as metric \( M^{-1} \), under the constraint of having zero error in the task \( t \):

\[
\min_{\tau} \frac{1}{2} \tau^T M^{-1} \tau \\
\text{subject to } J_i M^{-1} \tau = \ddot{x}_{d,i} - J_i \dot{q} - J_i M^{-1} \nu, \tag{1a}
\]

where \( \tau \) is the vector of generalized joint forces to command the robot. The Jacobian \( J_i \) maps the velocities from the task space to the joint space. \( \nu \) is the vector of coriolis forces. The gravity vector \( g \) is added to the command vector to compensate gravity after computing the optimal solution to the problem.

As stated in the introduction, this solution follows the Gauss principle [9] and minimizes the "acceleration energy" given by:

\[
E_{\text{acc}} = \frac{1}{2} \tau^T M^{-1} \tau. \tag{2}
\]

Minimizing the "acceleration energy" follows the principle of constrained motion in nature to solve the redundancy. Thus, an approach has a more intuitive reaction when spending less "acceleration energy" during motion. The energy minimization can be, therefore, used as a metric to determine an intuitive reaction.

On the other site, QP-based solvers minimize the error between the current and the desired acceleration in the task space. The optimization problem is written as:

\[
\min_{q, \tau} \| J_i \dot{q} - (\ddot{x}_{d,i} - J_i \dot{q}) \|^2 + wr \tag{3a}
\]

subject to \( \tau = M \dot{q} + \nu + g. \tag{3b} \)

The constraint 3b keeps the dynamic consistency between the generalized forces \( \tau \) and the joint accelerations \( \ddot{q} \). The weight \( w \) weighs a regularization term \( r \) that regularizes the accelerations in the null-space to have a unique solution. The regularization term \( r \) commonly minimizes:

- the norm of the acceleration error for performing a joint position task, i.e., \( r = \| \ddot{q} - \ddot{q}_d \|^2 \), where \( \ddot{q}_d = K(\ddot{q}_d - q) - D\ddot{q} \) [13] or
- the norm of the torques, i.e., \( r = \| \tau \| \) [4] or
- the norm of the joint accelerations, i.e., \( r = \| \ddot{q} - \ddot{q}_d \|^2 \), where \( \ddot{q}_d = 0 \) [15].

Having a desired joint position means that a desired robot’s posture is enforced in the null-space. This choice brings two problems: changing the posture by means of external forces in the null-space of the tasks is not possible,\(^5\) and a proper posture must be found depending on the application. The other two commonly used regularization terms are not meant to reduce the kinetic or the "acceleration energy". A better approach to define the regularization term is having a damping task in the joint space, which dissipates the kinetic energy:

\[
\| \ddot{q} - \ddot{q}_d \|^2 = \| \ddot{q} - \ddot{q}_d \|^2 \tag{4}
\]

Having a desired joint posture means that a desired robot’s posture is enforced in the null-space. This choice brings two problems: changing the posture by means of external forces in the null-space of the tasks is not possible,\(^5\) and a proper posture must be found depending on the application. The other two commonly used regularization terms are not meant to reduce the kinetic or the "acceleration energy". A better approach to define the regularization term is having a damping task in the joint space, which dissipates the kinetic energy:

\[
\| \ddot{q} - \ddot{q}_d \|^2 = \| \ddot{q} - \ddot{q}_d \|^2 \tag{5}
\]

A. Separation of the task from the constraints

[22] treats the solution of redundancy at velocity level under inequalities for multiple tasks. The approach is formatted as a QP problem, where the tasks get different priority level by adding a task-scaling factor \( s \). This factor scales the task in case joint limits hinder a fully accomplishment of the task. In this way, the direction of the error vector is maintained and the problem becomes solvable. The scaling factor is then maximized (i.e., equal to one if the task is feasible and less

\(^5\)The DOF not used to solve the main task do not behave as passive unactuated DOF.
than one if the saturated joints are needed to fully perform the task). An adaptation of this approach at dynamic level solves the first issue previously mentioned. The quadratic problem in eq. 1 becomes
\[
\min_{\tau, \vec{q}, \nu, s} \quad \frac{1}{2} \tau^T M^{-1} \tau + w(1 - s)^2 \\
\text{subject to} \quad \tau = M \ddot{q} + \nu + g \\
\tau_{\text{min}} \leq \tau \leq \tau_{\text{max}} \\
\dot{c}_{\text{min}} \leq J_c \ddot{q} + J_c \dot{q} \leq \dot{c}_{\text{max}} \\
J_c \ddot{q} = s \dddot{x}_{\text{d}} - J_c \ddot{q},
\]
where \( w \gg 1 \) is a large penalty factor to give a scaling factor maximization a higher priority than the minimization of the "acceleration energy".

Constraint 4d is used to include linear unilateral constraints defined in a "limited space" (space in which the inequalities are included). \( J_c \in \mathbb{R}^{1 \times n} \) relates the velocity on the limited space with the joint velocities \((\ddot{c} = J_c \ddot{q}, \dot{c} \in \mathbb{R}^l = \text{FK}(q), \dot{c} \) and \( \ddot{c} \) are the position, velocity and acceleration of the limited directions. \( \text{FK}(q) \) is a forward kinematics function that computes the position of a point of interest in the limited space. If the limited space is the joint space, the inequality 4d becomes \( q_{\text{min}} \leq \dot{q} \leq q_{\text{max}} \). The optimal solution guarantees \( \dot{c} \) and \( \ddot{c} \) to be between their maximal and minimal limits in constraint 4c and 4d respectively (where \( \ddot{c} = J_c \ddot{q} + J_c \dot{q} \)). \( \dot{c}_{\text{max}} \) and \( \ddot{c}_{\text{min}} \) are shaped to include velocity and position limits, as proposed in [11], [14], [12].

B. Consideration of external forces

[2] pointed out that controllers based on the widely used operational space control [21] commonly ignore the external forces in the task dynamic behavior. Neglecting these forces implies to have a different dynamic behavior than the desired one. [23] shows that the implementation of an impedance behavior in the task without shaping the desired inertia avoids the inclusion of these forces. This implementation can be included in the framework proposed here by computing the desired acceleration as \( \dddot{x}_{\text{d}} = JM^{-1} J_T \dddot{f}_d \), where \( \dddot{f}_d = K(\Delta \ddot{z}_e) + D(\Delta \dot{z}_e) \). However, the framework is not restricted to it. If a desired inertia shaping must be included, external forces can be included in the problem. Constraint 4e becomes
\[
J_c \ddot{q} = s \dddot{x}_{\text{d}} - J_c \ddot{q} - J_c M^{-1} \tau_{\text{ext}}
\]
(5)
\( \tau_{\text{ext}} \) is the vector of external generalized joint forces that can be measured by joint force/torque sensors.\(^7\) Using this approach, the measurement of the external force in the task space is avoided. Note that this is a different approach than the proposed in [29], where the external forces are directly included in constraint 4b. That approach does not allow physical interaction. The cancellation of external forces by adding them to the command vector produces zero acceleration, i.e. no motion, if the robot is in a static state.

Additionally, external forces must also be considered in the unilateral constraints. Otherwise, a violation of the limits can occur during physical interaction. This is the main drawback of the approach proposed in [14]. The unilateral constraint 4d becomes
\[
\ddot{c}_{\text{min}} - J_c M^{-1} \tau_{\text{ext}} \leq J_c \ddot{q} + J_c \dot{q} \leq \ddot{c}_{\text{max}} - J_c M^{-1} \tau_{\text{ext}}
\]
(6)

C. Extension to multiple tasks

Having multiple tasks increases the complexity of the problem, because every task should be solved reducing the "acceleration energy". At the same time, tasks must be performed in a hierarchical way. Based on the mixed solver proposed in [29], a hierarchy scheme can be achieved while minimizing the "acceleration energy". The inclusion of dynamically consistent null-space projectors (\( N_i = I - J_i^T J_i^T \)) guarantees also that kinetic energy is not inserted in the null-space. That consequence is explained by the use of the dynamically consistent pseudo inverse \( \hat{J} = M^{-1} J (J M^{-1} J^T)^{-1} \). This inverse is the "unique operator that solves the redundancy without injecting energy in the null-space components of motion" [6]. To include the null-space projectors, the minimization problem becomes:
\[
\min_{\dot{q}^{\text{aug}}, \tau, s} \quad \frac{1}{2} \tau^T M^{-1} \tau + \sum_{i=1}^k w_i (1 - s_i)^2
\]
subject to
\[
\tau = M \ddot{q} + \nu + g \\
\tau_{\text{min}} \leq \tau \leq \tau_{\text{max}} \\
\ddot{c}_{\text{min}} - J_c M^{-1} \tau_{\text{ext}} \leq J_c \ddot{q} + J_c \dot{q} \leq \ddot{c}_{\text{max}} - J_c M^{-1} \tau_{\text{ext}}
\]
\( J_c \ddot{q} = s \dddot{x}_{\text{aug}} - J_c \ddot{q} \)
\( J_c M^{-1} \tau_{\text{ext}} \)
\( \dot{q} = N \ddot{q}^{\text{aug}} = \sum_{i=1}^k N_i \ddot{q}_i \)

with \( \ddot{q}^{\text{aug}} = \left[ \begin{array}{c} \ddot{q}_1 \\ \vdots \\ \ddot{q}_k \end{array} \right], \dddot{x}^{\text{aug}} = \left[ \begin{array}{c} \dddot{x}_1 \\ \vdots \\ \dddot{x}_k \end{array} \right], J^{\text{aug}} = \left[ \begin{array}{c} J_1 \\ \vdots \\ J_k \end{array} \right] \), \( N = \left[ N_1 \ldots N_k \right] \). The diagonal matrix \( S^{\text{aug}} \) contains diagonal values from \( s_1 \ldots s_k \). To scale every task in a prioritized order the weights are set \( w_i \gg w_{i-1} \). The strict hierarchy between tasks is guaranteed by using augmented null-space projectors. When a limit is encountered and is in conflict with more than one task, tasks may be not scaled in a strict-priority order. The choice of the weights gives this strictness.

The use of a QP solver brings the advantage of avoiding singularities when the Jacobian losses rank due to the avoidance of inverses computation. However, in this framework, the computation of \( J \) is required. To avoid singularities many of the methods in the literature may be implemented [8], [30], [31]. The best choice to keep the use of QP solvers and to avoid singularities is to formulate the computation of \( \Lambda = (J M^{-1} J^T)^{-1} \) as a least-square problem, as proposed in [4].

\(^6\)The damping should be computed as a function of the desired inertia matrix as proposed in [23]
\(^7\)Some industrial collaborative robots include these sensors as: the KUKA LBR iwa [24], the Yuanda [25], the Panda emika [26], the Sawyer [27] and the IRB 14000 YuMi [28]
TABLE I: Robot joint limits used in the experiments

| Joint | q1 (deg) | q2 (deg) | q3 (deg) | q4 (deg) | q5 (deg) | q6 (deg) | q7 (deg) |
|-------|----------|----------|----------|----------|----------|----------|----------|
| q_{max} | 165      | 165      | 165      | 165      | 165      | 165      | 170      |
| q_{min} | -165     | -165     | -165     | -165     | -165     | -165     | -170     |

IV. SIMULATION AND EXPERIMENTS

This section compares state-of-the-art methods with the DCTS and demonstrates the problem of solving a QP problem that does not minimize the "acceleration energy". Simulations and experiments demonstrate the advantages of the proposed framework. The tests are performed on a KUKA LBR iiwa (n = 7). The values of the limits used in simulations and experiments are shown in table I.

A. Simulation results

The simulations were run in Matlab/Simulink using the qpOASES library [32] as a QP solver. The first and second simulations compare the OSC, the QP-MT and QP-MT. The purpose of these simulations is to show the advantage of minimizing the "acceleration energy" when task redundancy exists. Thus, the task for the end effector is defined in only two rotational coordinates (n = 2), i.e., the null-space of the Cartesian space has 4 DOF (1 rotational and 3 rotational coordinates). In the first simulation, the end effector is expected to rotate 15 degrees from the initial pose around the x-axis of the world frame, while keeping the orientation around the y-axis. The redundancy is solved by three approaches:

- the OSC, i.e., solving the QP problem in eq. 1
- solving the problem in eq. 3, with a regularization term that minimizes the norm of the norm of the torque r = ||τ|| (QP-MT)
- solving the problem in eq. 3, with a regularization term that minimizes the kinetic energy in joint space r = ||q − \dot{q}||^2, where \dot{q} = −D\ddot{q} (QP-MD)

All three approaches solve the task and minimize the error to zero in the desired coordinates (the plot is not shown for sake of space). Fig. 1(a) shows that the kinetic energy in task space is approximately the same for all the approaches and converges to zero. The kinetic energy in the null-space, though, looks completely different for all the three solvers (see fig.1(b)). While the OSC shows 0 energy, QP-MT shows a energy that increases over time. This increment of the energy is because minimizing the torque does not guarantee that the velocity becomes zero, i.e., energy is not dissipated. If a damping task is used (QP-MD), the kinetic energy in the null-space is reduced but the total energy spent is much higher than minimizing the norm of the torque. These results demonstrate that the dynamically consistent pseudo-inverse does not inject energy in the null-space components of motion. As QP-MT and QP-MD solvers take a solution that minimizes the error in the task space without using this inverse, kinetic energy may be injected and it may not be dissipated. The dissipation depends on the chosen regularization term.

![Fig. 1: Kinetic energy used to solve a 2D rotational task. a) Energy in task space. b) Energy in null-space.](image1)

![Fig. 2: Comparison of minimization functions to solve redundancy. a) Acceleration energy. b) Kinetic Energy. The green zone represents the time interval when the external force was applied.](image2)

![Fig. 3: Comparison of minimization functions to solve redundancy. a) Resulting motion in Cartesian null-space. b) Task error. The green zone represents the time interval when the external force was applied.](image3)
Fig. 4: End effector Cartesian position using the projector-based approach.

Fig. 5: Results of drawing a star with the end effector using the projector-based approach. The red boxes show the velocity limits violation and the gray zones show the time-intervals in which the torque saturation is in conflict with the velocity limitation.

The external force injected more kinetic energy in the robot using QP-MT and QP-MD, despite of having the same task as OSC. Although OSC and QP-MD reduced the error in the task space having a similar behavior (see fig. 3(b)), only the OSC had an intuitive motion (see fig. 3(a)). As the human expects, by pushing a unit rigid body that is in an initial still state, the acceleration should produce a motion in the direction of the force times the inertia matrix \( \Lambda \). This intuitive response only occurs using OSC, the end effector moves following the Newton’s law \( \ddot{x} = \Lambda^{-1} f_{ext} \) in the null-space (translation).

The next simulation demonstrates the advantages of the DCTS approach over the projector-based approaches based on OSC. The center point of the end effector should go through a series of Cartesian points connected by linear paths, starting from \( q_{ini} = [-0.78, 2.05, 2.07, -1.65, -2.08, 2.03, 0]^T \) [rad]. The points are vertices of an octagon inscribed in a circle lying in the \((y,z)\) vertical plane of radius 0.3 [m]. The center of the circle lies in \([0.55, -0.05, 0.22]\) [m]. The end effector starts in the center of the circle and goes to every vertice of the octagon, and returns to the center every time. A primary task of dimension \( m_1 = 3 \) is specified (only Cartesian positions).

The desired acceleration \( \ddot{x}_1 \) is chosen so as to head toward the next Cartesian point with a speed 0.85 [m/s], following the desired dynamic behavior

\[
\ddot{x}_1 = -k_v (\dot{x}_c - v \dot{x}_d),
\]

where \( \dot{x}_d = k_p k_v^{-1} \Delta x \) is the desired velocity. \( v \) is calculated as follows:

\[
v = \min(1, \frac{v_{sat}}{||\dot{x}_d||^2}).
\]

The position and velocity gains \( k_p \) and \( k_v \) are set to 400 s\(^{-2}\) and 40 s\(^{-1}\) respectively. \( v_{sat} \) is 0.4 m/s.

This trajectory is particularly demanding at the vertices (reached with a tolerance of 0.001 [m]) of the octagon, where large accelerations are required to suddenly change direction. A limitation of the joint positions and velocities is included following the method in [11]. For the projector

\( ^8 \)the inertia matrix may have coupling terms that deviates the direction of motion from the direction of the force.
TABLE II: Averages errors during tracking of a star path

| Approach | Position Error [m] | Acceleration Error [m/s²] |
|----------|-------------------|--------------------------|
| [12]     | 0.018             | 0.0294                   |
| DCTS     | 0.016             | 0.0248                   |

Two experiments are performed on the real robot. The first experiment shows the advantage of including the external forces in the unilateral constraints of the solver. The human starts to move the robot by hand. The human intention is to drive the robot joints to their maximal and minimal limits by moving the robot as fast as possible.

Figures 8 and 9 show the results of the experiment when external forces are neglected and included, respectively. Although, there was not a significant change in the position limit avoidance, the inclusion of external forces improves the limitation at velocity level. For instance, the violation of the velocity limit was reduced for joint 5 from circa 40% to less than 1%. The 1% limit violation is probably due to inaccuracies in the dynamic model of the robot. The plots of the external forces show the external torques estimated by the dynamic model and the measured torques by the joint torque sensors of the robot. Despite these perturbations, the joint values stayed between their limits.

The second experiment evaluates the intuitive reaction of the proposed framework (DCTS) in comparison to the other approaches (OSC and QP-MD). To make a fair comparison, the same force must be applied in the same direction. The task is, as in the first simulation, defined only in 2 coordinates of the rotation. The stiffness matrix $K$ is set to diag(1000) s$^{-1}$ and the damping $D$ to diag(63)s$^{-2}$ to keep the initial orientation during the experiment. To achieve a constant force for all the experiments, a piece with approx. 4.1 Kg of weight is attached to the end effector. The controller does not have knowledge of this piece, i.e., only the weight of the robot structure is considered to compute the gravity compensation. After starting the experiment, the end effector is expected to fall following Newton’s law, while holding the orientation.

Fig. 10 illustrates the robot’s motion after starting the experiment. In the one hand, the intuitive motion of the QP-MD approach is visualized in Fig. 10(a). The end effector starts to move up and backwards instead of falling down. In the other hand, an intuitive motion is shown in Fig. 10(b).
Although the computational effort was not deeply investigated in this paper, the DCTS is expected to be computationally slower than the other solvers. This approach requires the computation of the dynamically consistent projectors in addition to solve the quadratic problem. Furthermore, the constraints of the quadratic problem include augmented matrices of the Jacobian, null-space projectors and desired accelerations. Such high-dimensional matrices increase the computational effort to find the optimal result of the command torques.
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