Regularized Integrals on Elliptic Curves and Holomorphic Anomaly Equations

Si Li, Jie Zhou

Yau Mathematical Sciences Center, Tsinghua University, Beijing 100084, People’s Republic of China.
E-mail: sili@mail.tsinghua.edu.cn; jzhou2018@mail.tsinghua.edu.cn

Received: 30 June 2022 / Accepted: 9 January 2023
Published online: 7 February 2023 – © The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2023

Abstract: We derive residue formulas for the regularized integrals (introduced by Li and Zhou in Commun Math Phys 388:1403–1474, 2021) on configuration spaces of elliptic curves. Based on these formulas, we prove that the regularized integrals satisfy holomorphic anomaly equations, providing a mathematical formulation of the so-called contact term singularities. We also discuss residue formulas for the ordered $A$-cycle integrals and establish their relations with those for the regularized integrals.
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1. Introduction

We start by briefly reviewing the notion of regularized integrals introduced in our earlier work [LZ21]. Let $\Sigma$ be a Riemann surface and $D$ be a reduced effective divisor. Let $A^2(\Sigma), A^2(\Sigma, D)$ be the spaces of 2-forms on $\Sigma$ that are smooth everywhere, smooth on $\Sigma - D$ with possibly holomorphic poles along $D$, respectively. The regularized integral $\int_{\Sigma}$ introduced in our earlier work [LZ21] extends the usual integral $\int_{\Sigma}$ for smooth forms

\[ A^2(\Sigma) \xrightarrow{\int_{\Sigma}} A^2(\Sigma, D) \]

This can be generalized to integrals on the configuration spaces $\text{Conf}_n(\Sigma) = \Sigma^n - \Delta_n$, where $\Delta_n$ is the big diagonal, and one has

\[ \int_{\Sigma} : A^{2n}(\Sigma^n, \star \Delta_n) \to A^{2n-2}(\Sigma^{n-1}, \star \Delta_{n-1}). \]

The iterated regularized integrals then give rise to

\[ \int_{\Sigma^n} : A^{2n}(\Sigma^n, \star \Delta_n) \to \mathbb{C}. \]

This notion of regularized integrals satisfies Stokes theorem, Fubini-type theorem, etc., and works for family versions, among many other nice properties. In the studies of 2d chiral quantum field theories, it offers a geometric framework for constructing correlation functions of non-local operators. For example, the composition of chiral conformal blocks with regularized integrals leads [GL21] to an elliptic chiral analogue of trace map on chiral algebras.

Regularized integrals on the elliptic curve $\Sigma = E = \mathbb{C}/(\mathbb{Z} \oplus \mathbb{Z}\tau)$ enjoy particularly interesting properties. This is mainly due to the fact that functions and differential forms on the configuration space $\text{Conf}_n(E)$ of elliptic curves admit very concrete descriptions via their lifts to the universal cover that are equivariant under the action of the Jacobi group $(\mathbb{Z} \oplus \mathbb{Z}\tau) \rtimes \text{SL}_2(\mathbb{Z})$.

The above notion of regularized integrals is closely related to the so-called ordered $A$-cycle integrals previously studied in the literature [Dij95,RY09,Li12,BBBM17,GM20,OP18]. Unlike the former, the latter is automatically convergent. To be more precise, let $\Phi$ be a meromorphic function on $E(n) := E_n \times E_{n-1} \times \cdots \times E_1$, where $[n] := (1, 2, \cdots, n)$, with possibly only poles along the big diagonal. Let $A_{i_n} \times A_{i_{n-1}} \times \cdots \times A_{i_1}$ be the lift of the corresponding cycle class in $H_n(E(n), \mathbb{Z})$ to the cycle on $\mathbb{C}^n$ that is the product of $n$ disjoint line segments connecting $\varepsilon_{i_k}\tau$ to $\varepsilon_{i_k}\tau + 1$, with $0 < \varepsilon_{i_n} < \varepsilon_{i_{n-1}} < \cdots < \varepsilon_{i_1} < 1$. The ordered $A$-cycle integral is then defined as

\[ \int_{A_{i(n)}} \Phi \, dz_1 \wedge dz_2 \cdots \wedge dz_n = \int_{A_{i(n)}} \cdots \int_{A_{i(2)}} \int_{A_{i(1)}} \Phi \, dz_1 dz_2 \cdots dz_n, \quad \sigma \in \mathcal{S}_n. \]

Convention 1.1. Fixing a linear coordinate $z$ on the universal cover $\mathbb{C}$ of $E$, we obtain the holomorphic 1-form $dz$ and the volume form $\text{vol} := \frac{1}{2\pi} \sqrt{-1} \, dz \wedge d\bar{z}$ on $E$. For simplicity, we will sometimes omit them and use short-hand notations such as
\[ \int_{E[p]} f := \int_E f \text{ vol}, \int_A f := \int_A f \, dz. \] Similarly, we will write \( \text{Res}_{z = p}(f) \) for the residue \( \text{Res}_{z = p}(f \, dz) \) of the corresponding differential \( f \, dz \) at \( z = p \), and write \( \text{Res}(f) \) for the summation of all local residues.

When applied to such a function \( \Phi \), the regularized integral
\[
\int_{E[a]} \Phi := \int_{E_n} \cdots \int_{E_2} \int_{E_1}
\]
gives rise \cite{LZ21} to an almost-holomorphic modular form \cite{KZ95}. Furthermore, it is exactly the modular completion (in the sense of Kaneko–Zagier \cite{KZ95}) of the average over orderings of the ordered \( A \)-cycle integrals
\[
\int_{A[\sigma]} := \int_{A[\sigma(1)]} \cdots \int_{A[\sigma(n)]} \sigma \in S_n.
\]
That is, one has \cite[Theorem 3.4]{LZ21}
\[
\lim_{Y \to 0} \int_{E[a]} \Phi = \frac{1}{n!} \sum_{\sigma \in S_n} \int_{A[\sigma]} \Phi, \quad Y = -\frac{\pi}{\im \tau}, \quad (1.1)
\]
where \( \lim_{Y \to 0} \) on the left hand side stands for the holomorphic limit map \cite{KZ95} on almost-holomorphic modular forms. This relation leads to an alternative proof \cite[Theorem 3.9]{LZ21} of the mixed-weight phenomenon of the quasi-modularity of ordered \( A \)-cycle integrals \cite{GM20,OP18}, and explains both conceptually and combinatorially why averaging the ordered \( A \)-cycle integrals gives quasi-modular forms of pure weight \cite{OP18}.

One interesting consequence is that, based on standard facts from theory \cite{KZ95} of quasi-modular and almost-holomorphic modular forms, any regularization scheme whose leading part produces the averaged ordered \( A \)-cycle integrals and which generalizes to family versions must be equivalent to our notion of regularized integrals.

The present work studies further properties of the regularized integrals on elliptic curves and their applications. The main result is the following holomorphic anomaly equation.

**Theorem 1.2** (\(=\text{Theorem 3.1} \)). Let \( \Psi \) be an almost-elliptic function, then one has
\[
\partial_Y \int_{E[a]} \Psi = \int_{E[a]} \partial_Y \Psi - \sum_{a, b; a < b} \int_{E[a] \setminus [a]} \text{Res}_{za = zb} ((za - zb) \Psi). \quad (1.2)
\]

Combining this with (1.1), we obtain the following closed-form expression for the regularized integration on elliptic functions.

**Theorem 1.3** (\(=\text{Theorem 3.7} \)). As operators on elliptic functions, the following holds
\[
\int_{E[a]} = \frac{1}{2} Y \int S - \left( \frac{1}{2} \right)^2 \frac{1}{2!} Y^2 \int SS - \left( \frac{1}{2} \right)^3 \frac{1}{3!} Y^3 \int SSS + \cdots + \frac{1}{n!} \sum_{\sigma \in S_n} \int_{A[\sigma]} \quad (1.3)
\]
where
\[
S(-) = \sum_a \sum_{r: r \neq a} \text{Res}_{z_a = z_r} (z_{ar}) - (z_a - z_r).
\]
The expression (1.3) resembles the form of holomorphic anomaly in the physics literature [BCOV94,Dij97] and offers a mathematical formulation of the so-called contact term singularities that are systematically studied by Dijkgraaf [Dij97] from the physics perspective (see also [Rud94,Dou95]).

Structure of the paper. In Section 2 we derive residue formulas for regularized integrals. In Section 3 we prove that regularized integrals satisfy holomorphic anomaly equations and discuss their various reformulations and interpretations. In Section 4 we derive residue formulas for ordered $A$-cycle integrals, and discuss some of their consequences by comparing them to those for the regularized integrals. In Appendix A we discuss some combinatorial properties of residue formulas and their applications.

2. Residue Formulas for Regularized Integrals on Elliptic Curves

2.1. Regularized integrals. We briefly recall the notion of regularized integrals on the configuration spaces of Riemann surfaces as introduced in [LZ21].

Let $\Sigma$ be a compact Riemann surface, possibly with boundary $\partial \Sigma$. Let $D \subseteq \Sigma$ be a finite subset of points which do not meet $\partial \Sigma$. Let $\omega$ be a 2-form on $\Sigma$ which is smooth away from $D \subseteq \Sigma$ but may admit holomorphic poles of arbitrary order along $D$. To be more precise, let $z$ be a local holomorphic coordinate around a point $p \in D$ located at $z = 0$. Then $\omega$ is locally expressed as $\omega = \frac{\alpha}{z^n}$, where $\alpha$ is a smooth 2-form and $n$ is some integer.

Let us decompose $\omega$ as a sum (such a decomposition always exists and is not unique)

$$\omega = \alpha + \partial \beta,$$

where $\alpha$ is a 2-form with at most logarithmic pole along $D$, $\beta$ is a $(0, 1)$-form with arbitrary order of poles along $D$, and $\partial$ is the holomorphic de Rham differential. The regularized integral [LZ21] is defined to be

$$\int_{\Sigma} \omega := \int_{\Sigma} \alpha + \int_{\partial \Sigma} \beta,$$

where the right hand side is absolutely integrable and is independent of the choice of the choice of $\alpha, \beta$.

Such defined regularized integral has a few important properties [LZ21].

Proposition 2.1. Let $\Sigma$ be a compact Riemann surface without boundary, $D \subseteq \Sigma$ be a finite subset of points. Let $\xi$ be a $(1, 0)$-form and $\beta$ be a $(0, 1)$-form, which are smooth away from $D$ and may admit holomorphic poles along $D$. Then

$$\int_{\Sigma} \bar{\partial} \xi = -2\pi i \text{Res}_\Sigma(\xi), \quad \int_{\Sigma} \partial \beta = 0.$$

Here $\text{Res}_\Sigma(\xi)$ is the sum of local residues defined by the limit (note that $\xi$ may not be meromorphic)$^1$

---

$^1$ The limit $\lim_{\varepsilon \to 0}$ exists and does not depend on the choice of local coordinate $z$ [LZ21, Definition 2.11].
\[
\text{Res}_\Sigma(\xi) = \sum_{p \in D} \text{Res}_p(\xi), \quad \text{where} \quad \text{Res}_p(\xi) = \lim_{\varepsilon \to 0} \oint_{|z| = \varepsilon} \frac{\xi}{2\pi i}. 
\]

Here \( z \) is a local holomorphic coordinate around \( p \) with \( z(p) = 0 \).

Remark 2.2. Similar results hold when \( \Sigma \) has a boundary [LZ21, Theorem 2.14].

Assume from now on that \( \Sigma \) has no boundary. The regularized integrals are extended to the configuration spaces of \( \Sigma \). For \( n \geq 2 \), let \( \Sigma^n \) be the \( n \)th Cartesian product of \( \Sigma \). Let \( \Delta_{ij} := \{(p_1, \ldots, p_n) \in \Sigma^n | p_i = p_j\} \) and \( \Delta_n \) be the collection (called the big diagonal) of all such diagonal divisors

\[
\Delta_n = \bigcup_{1 \leq i \neq j \leq n} \Delta_{ij}. 
\]

Let \( \Omega \) be a \( 2n \)-form on \( \Sigma^n \) which is smooth away from \( \Delta_n \) but may admit holomorphic poles of arbitrary order along \( \Delta_n \). Then we can similarly define the regularized integral \( \int_{\Sigma^n} \Omega \) via a decomposition of \( \Omega \) into logarithmic term and \( \partial \)-exact term [LZ21, Definition 2.38]. It can be shown to be equal to the \( n \)-times iterated regularized integral on \( \Sigma \)

\[
\int_{\Sigma^n} \Omega = \int_{\Sigma} \int_{\Sigma} \cdots \int_{\Sigma} \Omega. 
\]

In particular, this implies a Fubini-type theorem for regularized integrals [LZ21, Corollary 2.39]: the value of \( \int_{\Sigma} \int_{\Sigma} \cdots \int_{\Sigma} \Omega \) does not depend on the choice of the ordering of regularized integrals on the factors of \( \Sigma^n \). This property will play a fundamental role in this paper.

2.2. Preliminaries on functions on configuration spaces of elliptic curves. For any point \( \tau \) on the upper half-plane \( \mathbf{H} \), let

\[
E_\tau = \mathbb{C}/\Lambda_\tau, \quad \Lambda_\tau := \mathbb{Z} \oplus \mathbb{Z}\tau
\]

be the corresponding elliptic curve. We fixed once and for all a linear holomorphic coordinate \( z \) on the universal cover \( \mathbb{C} \), and a volume form \( \text{vol} \) that satisfies

\[
\int_{E_\tau} \text{vol} = 1, \quad \text{vol} := \frac{\sqrt{-1}}{2 \text{im} \tau} dz \wedge d\bar{z}. 
\]

Throughout this work, constructions on the elliptic curve \( E_\tau \) (and on the corresponding relative version \( \mathcal{E} \to \mathbf{H} \)) will be identified with their lifts to the universal cover. For example, meromorphic functions on \( E_\tau \) are identified with those on \( \mathbb{C} \) that are periodic under the translation action by \( \Lambda_\tau \). To perform integrations, we fix a basis \( \{A, B\} \) for \( H_1(E_\tau, \mathbb{Z}) \). On the universal cover \( \mathbb{C} \to E_\tau \), \( A \) is represented by the segment \([\tau, \tau + 1]\) and \( B \) by the segment \([1, 1 + \tau]\). Such \( A, B \) will be called the canonical representatives.
Let \( E_k(\tau), k \geq 2 \) be the usual Eisenstein series. It is a standard fact that
\[
\hat{E}_2 := E_2 + \frac{3}{\pi^2}Y, \quad Y := -\frac{\pi}{\text{im}\, \tau}
\]
transforms as a modular form of weight two, while \( E_2 \) does not so. The former is called an almost-holomorphic modular form while the latter quasi-modular form [KZ95]. Furthermore, the rings of quasi-modular forms \( \mathbb{C}[E_4, E_6, E_2] \) and almost-holomorphic modular forms \( \mathbb{C}[E_4, E_6, \hat{E}_2] \subset \mathbb{C}[E_4, E_6, E_2] \otimes \mathbb{C}[Y] \) are isomorphic [KZ95] via the so-called holomorphic limit map
\[
\lim_{Y \to 0}: \mathbb{C}[E_4, E_6][\hat{E}_2] \to \mathbb{C}[E_4, E_6][E_2]. \tag{2.2}
\]
We furthermore introduce the following functions
\[
Z(z) := \zeta(z) - \frac{\pi^2}{3}E_2(\tau)z, \quad \hat{Z}(z, \bar{z}) := \zeta(z) - \frac{\pi^2}{3}E_2(\tau)z + A, \quad A := -\frac{\pi}{\text{im}\, \tau}(\bar{z} - z)
\]
\[
\hat{P}(z) := -\partial_z \hat{Z} = \wp(z) + \frac{\pi^2}{3}E_2(\tau) + Y, \tag{2.3}
\]
where \( \wp, \zeta \) are the Weierstrass elliptic functions given by
\[
\wp(z) = \frac{1}{z^2} + \sum_{(m,n) \in \mathbb{Z} \oplus \mathbb{Z} \setminus \{(0,0)\}} \left( \frac{1}{(z - (m\tau + n))^2} - \frac{1}{(m\tau + n)^2} \right),
\]
\[
\zeta(z) = \frac{1}{z} + \sum_{(m,n) \in \mathbb{Z} \oplus \mathbb{Z} \setminus \{(0,0)\}} \left( \frac{1}{z - (m\tau + n)} - \frac{1}{(m\tau + n)} + \frac{z}{(m\tau + n)^2} \right).
\]
Standard facts (see e.g., [Siv09]) from elliptic function theory tell that
\[
Z(z + 1) = Z(z), \quad Z(z + \tau) = Z(z) - 2\pi i. \tag{2.4}
\]
Of crucial importance is the following addition formula for the Weierstrass \( \zeta \)-function
\[
\zeta(z + w) = \zeta(z) + \zeta(w) + \frac{1}{2} \frac{\wp'(z) - \wp'(w)}{\wp(z) - \wp(w)}, \tag{2.5}
\]
where \( \varphi'(z) := \partial_z \varphi(z) \). It implies that
\[
f(z_i - z_k) = f(z_i - z_j) + f(z_j - z_k) + \frac{1}{2} \frac{\varphi'(z_i - z_j) - \varphi'(z_j - z_k)}{\varphi(z_i - z_j) - \varphi(z_j - z_k)}
\] for \( f = \hat{Z} \),
\[
(2.6)
\]
for any triple of distinct values \((i, j, k)\).

**Remark 2.3.** The Green’s function for the flat metric on the elliptic curve is given by
\[
G(z, \bar{z}) = \ln \left( e^{-2\pi \frac{(\im z)^2}{\im \tau}} \frac{\vartheta \left( \frac{1}{2}, \frac{1}{2} \right)(z)}{\eta(\tau)^3} \right),
\]
where \( \vartheta \left( \frac{1}{2}, \frac{1}{2} \right)(z) \) is the Jacobi theta function with characteristic \((\frac{1}{2}, \frac{1}{2})\) and \( \eta(\tau) \) is the Dedekind eta-function. Then one can check that
\[
\hat{Z} = \partial_z G, \quad \hat{P} = -\partial_z \hat{Z} = -\partial_z^2 G.
\]
In particular, the function \( \hat{Z} \) is the Cauchy kernel for \( \hat{\partial} \): as distributions one has
\[
\hat{\partial}(\hat{Z}dz) = \hat{\partial} \hat{\partial} G = \text{vol} - \delta,
\]
where \( \delta \) is the Dirac delta-distribution supported at the origin \( z = 0 \) of the elliptic curve.

For \( n \geq 2 \), let \( D_n \subseteq \mathbb{C}^n \times \mathbb{H} \) be the lift of the big diagonal, that is,
\[
D_n = \{(z_1, \ldots, z_n, \tau) \mid \exists 1 \leq i \neq j \leq n, \text{ such that } z_i - z_j \in \Lambda \tau \}.
\]
Let \( \mathcal{F}_n \) be the ring of functions on \( \mathbb{C}^n \times \mathbb{H} \) that are smooth everywhere, except with possibly holomorphic poles along \( D_n \). We are mostly interested in the following subspaces of \( \mathcal{F}_n \).

**Definition 2.4.** For \( n \geq 2 \), define the subrings of \( \mathcal{F}_n \) of elliptic functions \( \mathcal{J}_n \), quasi-elliptic functions \( \hat{\mathcal{J}}_n \), almost-elliptic functions \( \hat{\mathcal{J}}_n' \) to be
\[
\mathcal{J}_n := \mathcal{F}_n \cap \mathbb{C}(\varphi_{ij}, \varphi'_{ij}, E_4, E_6), \quad \hat{\mathcal{J}}_n := \mathcal{J}_n[Z_{ij}, E_2], \quad \hat{\mathcal{J}}_n' := \mathcal{J}_n[\hat{Z}_{ij}, \hat{E}_2],
\]
with the relations\(^2\) (2.6) inherited from \( \mathcal{F}_n \). Hereafter \( f_{ij} = f(z_i - z_j) \), and by \( R[f_{ij}], R(f_{ij}) \) we mean the ring, fractional field generated by \( f_{ij}, 1 \leq i \neq j \leq n \) over \( R \), respectively.

For the \( n = 1 \) case, we use the following convention
\[
\mathcal{J}_1 = \mathbb{C}(\varphi, \varphi', E_4, E_6), \quad \hat{\mathcal{J}}_1 = \mathcal{J}_1[Z, E_2], \quad \hat{\mathcal{J}}_1' = \mathcal{J}_1[\hat{Z}, \hat{E}_2].
\]
We put a weight grading \( w \) on the above rings by the following assignment on the generators
\[
w(E_k) = k, \quad w(\varphi) = 2, \quad w(\varphi') = 3, \quad w(Z) = w(\hat{Z}) = 1.
\]
For later use we also put the convention \( w(z) = -1 = -w(\partial_z) \). With this weight grading understood, a notation such as \( \mathcal{J}_{n,k} \) stands for the subset of \( \mathcal{J}_n \) consisting of the weight-\( k \) elements.

\(^2\) Strictly speaking, there are further relations among the generators in the ring \( \mathcal{J}_n \) such as the Weierstrass equations.
We shall frequently make use of the following relation without explicit mentioning
\[ \widehat{J}_n \subseteq \widehat{J}_n \otimes \mathbb{C}[A_{ij}, Y]. \]
That is, we regard elements in \( \widehat{J}_n \) as polynomials in the generators \( A_{ij}, Y \) with coefficients in \( \widehat{J}_n \), where the generators \( A_{ij} \) are algebraically independent of \( Y \).

**Remark 2.5.** Functions in the graded rings \( J_n, \tilde{J}_n, \widehat{J}_n \) are variants of Jacobi forms of index zero. The weight grading \( w \) introduced above corresponds to the modular weight. See \cite{EZ85,Lib09,DMZ12,GM20} for details.

### 2.3. Residue formulas for regularized integrals on elliptic curves.

We next derive formulas that express regularized integrals on configuration spaces of \( E \) in terms of residues.

**Lemma 2.6.** Let \( \Psi = \sum_k \Psi_k \widehat{Z}^k \), \( \Psi_k \in J_1 \) be an almost-elliptic function. Then one has
\[
\int_E \Psi \operatorname{vol} = \sum_k \frac{1}{k+1} \text{Res}(\Psi_k \widehat{Z}^{k+1}dz) \in \mathbb{C}(E_4, E_6)[\widehat{E}_2].
\]

*Here Res is understood as in Proposition 2.1.*

**Proof.** Observe that
\[
\operatorname{vol} = \frac{1}{2\pi i} d\bar{Z} \wedge dZ. \quad (2.7)
\]

It follows from Proposition 2.1 that
\[
\int_E \Psi \operatorname{vol} = \sum_k \frac{1}{2\pi i} \int_E \Psi_k \widehat{Z}^k dz \wedge d\bar{Z} = -\sum_k \frac{1}{k+1} \frac{1}{2\pi i} \int_E \overline{\partial} (\Psi_k \widehat{Z}^{k+1}dz) = \sum_k \frac{1}{k+1} \text{Res}(\Psi_k \widehat{Z}^{k+1}dz).
\]

By (2.3), one then obtains
\[
\int_E \Psi \operatorname{vol} = \sum_k \frac{1}{k+1} \text{Res} \left( \Psi_k \cdot (\zeta(z) - \frac{\pi^2 \widehat{E}_2}{3}z - \frac{z}{\text{im} \tau})^{k+1}dz \right).
\]

According to \cite[Proposition 2.17]{LZ21} or the definition of \( \text{Res}_p(\xi) \) given in Proposition 2.1, one has
\[
\text{Res}_{z=0}(\widehat{z}^\ell f) = 0, \quad \ell \geq 1, \quad (2.8)
\]
for any meromorphic function \( f \) in \( z \). Standard facts about Weierstrass elliptic functions tell that the Laurent coefficients of \( \varphi(z), \varphi'(z), \zeta(z) \) in \( z \) are elements in \( \mathbb{C}[E_4, E_6] \). Combining these, one arrives at the conclusion that \( \int_E \Psi \operatorname{vol} \in \mathbb{C}(E_4, E_6)[\widehat{E}_2]. \)
\]
Remark 2.7. In [LZ21], instead of (2.7) we have used the identity

\[ \text{vol} = dz \wedge d \left( \frac{i \bar{z} - z}{2 \text{imag} \tau} \right) \]

which relates regularized integrals to ordered $A$-cycle integrals and almost-holomorphic modular forms to quasi-modular forms (see also [Dou95, Dij97]). The latter expression for vol is natural from the Hodge theoretic viewpoint of quasi-modular forms [Urb14, RZZ19].

Formally, Lemma 2.6 reads that for an almost-elliptic function $f$ one has

\[ \int_E f = \text{Res} \circ \partial^{-1}_Z \hat{f}, \quad (2.9) \]

here $\partial^{-1}_Z$ indicates the anti-derivative with respect to $\hat{Z}$.

Now let $\Phi \in \mathcal{J}_n$, $n \geq 2$ be an elliptic function. We will derive a residue formula for

\[ \int_{E[n]} \Phi = \int_{E_n} \int_{E_{n-1}} \cdots \int_{E_1} \Phi. \]

Here $[n] = (1, 2, \ldots, n)$, and $E_i$ indicates the $i$-th factor of their Cartesian product $E_{[n]}$ equipped with the coordinate $z_i$. To emphasize the indexing, we shall sometimes write $\mathcal{J}[n], \mathcal{J}_n, \mathcal{J}[n]$ in place of $\mathcal{J}_n, \mathcal{J}_n, \hat{\mathcal{J}}_n$.

Lemma 2.8. For any $\Psi \in \hat{\mathcal{J}}[n], w$ with $n \geq 2$, one has

\[ \int_{E_i} \Psi \in \hat{\mathcal{J}}[n]-\{i\}, w. \]

In particular, one has $\int_{E[n]} \Psi \in \mathbb{C}(E_4, E_6)[\hat{E}_2]$.

Proof. This is [LZ21, Proposition 3.15]. Here we give a different proof based on the residue formula in Lemma 2.6. Pick any index not equal to $i$, say, $m$. By applying the addition formula (2.6) to $f = \hat{Z}$, one can write

\[ \Psi = \sum_k \Psi_k \cdot (\hat{Z}(z_i - z_m))^k, \]

where $\Psi_k \in \hat{\mathcal{J}}[n], w-k$ is meromorphic in $z_i$. From Lemma 2.6, one sees that

\[ \int_{E_i} \Psi = \sum_k \frac{1}{k+1} \text{Res} \left( \Psi_k \cdot (\hat{Z}(z_i - z_m))^{k+1} dz_i \right) \]

\[ = \sum_k \frac{1}{k+1} \sum_j \text{Res}_{z_i=z_j} \left( \Psi_k \cdot (\hat{Z}(z_i - z_m))^{k+1} dz_i \right). \]

If $n = 2$, then $j = m$. Otherwise we apply the addition formula (2.6) to the triple of indices $(i, j, m)$ with $f = \hat{Z}$. In either case, it suffices to show that for any $\psi_\ell \in \hat{\mathcal{J}}[n], w-\ell$ meromorphic in $z_i$, one has

\[ \text{Res}_{z_i=z_j} \left( \psi_\ell \cdot (\hat{Z}(z_i - z_j))^\ell dz_i \right) \in \hat{\mathcal{J}}[n]-\{i\}, w. \]
By (2.3) and (2.8), this is equivalent to showing
\[
\text{Res}_{z_i = z_j} \left( \psi \cdot (\zeta (z_i - z_j) - \frac{\pi^2 E_2}{3} (z_i - z_j)^{\ell + 1} dz_i) \right) \in \widehat{J}_{[n]} - \{i, w \}.
\]

According to Definition 2.4, the function \( \psi \) is represented as a polynomial in \( \widehat{Z}(z_a - z_b), a, b \neq i \), with coefficients being rational functions in \( E_4, E_6, \varphi (z_i - z_k), \varphi' (z_i - z_k), k, a, b \neq i \). Using the addition formula (2.5), one can see that the Laurent coefficients of \( \varphi (z_i - z_k), \varphi' (z_i - z_k), \zeta (z_i - z_j) \) in \( z_i - z_j \) are elements in \( \widehat{J}_{[n]} - \{i\} \). This then gives the desired almost-ellipticity above. The claim about the weight grading follows from the assignment that \( w(\partial_z) = -1 = -w(\partial_z) \). The claim \( \int_{E_{[n]}} \Psi \in \mathbb{C}(E_4, E_6)[\widehat{E}_2] \) follows by iteration and Lemma 2.6. 

Applying Lemmas 2.8 and 2.6 to \( \int_{E_{n-1}} \int_{E_{[n-2]}} \Psi, \Psi \in \widehat{J}_{[n]} \), we see that the last integration \( \int_{E_{n}} \) in \( \int_{E_{[n]}} \) is actually trivial. For this reason, we can use \( z_n \in E_n \) as a reference in all constructions.

**Definition 2.9.** Let \( z_i \) be the linear coordinate on \( E_i \) and \( z = (z_1, \ldots, z_n) \). For any function \( f \) on \( \mathbb{C} \) and any \( 1 \leq a \neq b < n \), set
\[
\begin{align*}
z_{ab} &= z_a - z_b, & f_a(z) &= f(z_a - z_n), \\
f_{a,b}(z) &= f(z_a - z_n) - f(z_b - z_n) = f_a(z) - f_b(z).
\end{align*}
\]

We also use the convention that \( f_{a,n}(z) = f_a(z) \).

In what follows, we shall frequently take \( f = Z, \widehat{Z}, A \). For example, \( \widehat{Z}_a(z) = \widehat{Z}(z_a - z_n), \widehat{Z}_{a,b}(z) = \widehat{Z}_a(z) - \widehat{Z}_b(z) \).

To proceed, we introduce a few more notations on residue operators.

**Definition 2.10.** Denote
\[
R^{(a)}_b = \text{Res}_{z_a = z_b}.
\]
that is, \( R^{(a)}_b(f) := \text{Res}_{z_a = z_b}(f dz_a) \). The following convention will be used when we compose residue operations
\[
R^{(i)}_1 = 0, \quad \cdots R^{(i_k)}_{j_k} \cdots R^{(i_2)}_{j_2} R^{(i_1)}_{j_1} = 0, \quad \text{if } \exists k_1 < k_2 \text{ such that } i_{k_2} = i_{k_1} \text{ or } j_{k_2} = j_{k_1}.
\]

**Proposition 2.11.** Let \( \Phi \in \widehat{J}_n, n \geq 2 \) be an elliptic function. Then one has
\[
\int_{E_{[n]}} \Phi = \int_{E_n} \sum_{r = (r_1, \ldots, r_{n-1})} R^{(r_{n-1})}_{r_1} \cdots \circ \circ R^{(1)}_{r_1}(\Phi F_r),
\]
where the function \( F_r \) is given by the following formal integral formula
\[
F_r = \int_0^{\hat{Z}_{n-1} + \circ} \cdots \int_0^{\hat{Z}_{k,r_k} + \circ} \int_0^{\hat{Z}_{k,r_k} + \circ} \int_0^{\hat{Z}_{1,r_1} + \circ} dx_{n-1} \cdots dx_k dx_{k-1} \cdots dx_{n-1}.
\]

Here the quantities \( \hat{Z}_{k,r_k}, k = 1, 2, \ldots, n-1 \) (as defined in Definition 2.9) regarded as integration constants, and the convention \( x_n = 0 \) is understood.
Proof. In the $f_{E_m}$, $m \geq 2$ integration, the integrand $f_{E_{m-1}} \cdots f_{E_1}$ $\Phi$, regarded as a function in $z_m$, has only possible poles located at $z_m = z_{m+1}, \cdots, z_n$ according to [LZ21, Proposition 2.26]. The proof follows by iterating Lemma 2.6 as follows.

From Lemma 2.6 we have

$$\int_{E_1} \Phi = \sum_{r_1 > 1} R_{r_1}^{(1)} (\hat{Z}_{1, r_1} \Phi) = \sum_{r_1 > 1} \left( R_{r_1}^{(1)} (\hat{Z}_{1, r_1} \Phi) + R_{r_1}^{(1)} (\hat{Z}_{r_1} \Phi) \right).$$

Similar to the reasoning in Lemma 2.8 using (2.8), we see that $R_{r_1}^{(1)} (\hat{Z}_{1, r_1} \Phi)$ is meromorphic and thus an elliptic function in $J_{[n]-1}$. On the other hand, $R_{r_1}^{(1)} (\hat{Z}_{r_1} \Phi) = \hat{Z}_{r_1} R_{r_1}^{(1)} (\Phi)$ is almost-elliptic, where the anti-holomorphic dependence is encoded explicitly via $\hat{Z}_{r_1}$. Consider the remaining iterated regularized integrals in $f_{E_{[n]} \Phi} = f_{E_n} f_{E_{n-1}} \cdots f_{E_1} \Phi$. The quantity $\hat{Z}_{r_1}$ is treated as an integration constant when applying $f_{E_i}$ for $i < r_1$, until for the $f_{E_{r_1}}$-integration in which we apply Lemma 2.6. In fact, for any elliptic function $\varphi_k$ one has

$$\int_{E_i} \varphi_k \hat{Z}_i^k = \sum_{r_i > i} R_{r_i}^{(i)} \left( \varphi_k \hat{Z}_i^k \right) = \sum_{r_i > i} R_{r_i}^{(i)} \left( \varphi_k \hat{Z}_{i, r_i} \hat{Z}_{r_i} k^i \right).$$

Now using Lemma 2.8 and the addition formula (2.6) to the consecutive iterated integrals whenever necessary, the desired formula of $F_r$ follows by iterating this process.

Remark 2.12. Let $D_i = \partial_{Z_i}$ be the derivative in the generator $\hat{Z}_i$ when acting on almost-elliptic functions. A different choice of the anti-derivative $\partial_{\hat{Z}_i}^{-1}(\hat{Z}_i^k)$ in the above proof is differed by addition by an elliptic function in the remaining variables. By applying the global residue theorem to the consecutive summation of residues, this difference results in zero in the overall regularized integral.

Using the property that the regularized integral $f_{E_{[n]} \Phi}$ is independent of the ordering for the iterated regularized integrals, we can obtain the following alternative formula that is analogous to [OP18, Proposition 9, Proposition 10] for ordered $A$-cycle integrals. See Sect. 4 for further discussions on their relations.

Corollary 2.13. Let $\Phi$ be an elliptic function in $J_n$. Then one has

$$\int_{E_{[n]} \Phi} = \int_{E_n} \sum_{I: \ |I|=i_1, \ldots, i_m} \int_{E_{n-1}-I} R_{i_m}^{(i_m)} \circ \cdots \circ R_{i_2}^{(1)} (\Phi F_I),$$

where the summation is over all non-recurring sequences $I = (i_1, \cdots, i_m)$ with $i_1 = 1$, with length $m$ satisfying $1 \leq m = |I| \leq n - 1$, and with $i_k \neq n$ for $k = 1, 2, \cdots, m$. The function $F_I$ can be chosen to be

$$\int_0^{\hat{Z}_{i_m}+0} dx_{i_m} \cdots \int_0^{\hat{Z}_{i_{k+1}}+x_k} dx_{i_k} \cdots \int_0^{\hat{Z}_{i_1}+x_{i_2}} dx_{i_1},$$

or alternatively chosen to be

$$\frac{\hat{Z}_{i_1}^m}{m!}.$$
Proof. The proof is similar to that of Proposition 2.11. However, instead of performing the iterated integration in the prescribed ordering \( \int_{E_n} \int_{E_{n-1}} \cdots \int_{E_1} \) for integration, we apply the independence on the ordering and proceed as follows. By Lemma 2.6, one has

\[
\int_{E_{[n]}} \Phi = \int_{E_n} \cdots \int_{E_2} \int_{E_1} \Phi = \int_{E_n} \cdots \int_{E_2} \sum_{i_2: i_2 \neq 1} R_{i_2}^{(1)} (\Phi \hat{Z}_1).
\]

If \( i_2 = n \), then the above integrand \( R_{i_2}^{(1)} (\Phi \hat{Z}_1) \) is meromorphic, and the integral is

\[
\int_{E_n} \int_{E_{n-1} \cdots [1]} R_{i_2}^{(1)} (\Phi \hat{Z}_1).
\]

If \( i_2 \neq n \), by using the independence on the integration order, the corresponding integral is

\[
\sum_{i_2: i_2 \neq n} \int_{E_{[n-1] \cdots [1, i_2]}} \int_{E_{i_2}} R_{i_2}^{(1)} (\Phi \hat{Z}_1) = \sum_{i_2: i_2 \neq n} \sum_{i_3} \int_{E_{[n-1] \cdots [1, i_2]}} \int_{E_{i_3}} R_{i_3}^{(12)} (\Phi \hat{Z}_{i_1, i_2} \hat{Z}_{i_2} + \Phi \cdot \frac{1}{2} \hat{Z}_{i_2}^2).
\]

If \( i_3 = n \), then the above integrand is meromorphic, otherwise one continues. Iterating this procedure yields the desired formula of \( F_I \) given in (2.11).

As explained in Remark 2.12, different choices of the anti-derivative in any step results in zero in the overall regularized integral by the global residue theorem. Now for \( m \geq 1 \), one has

\[
\partial \hat{Z}_{im} \left( \frac{\hat{Z}_{i_1}^m}{m!} \right) = \partial \hat{Z}_{im} \left( \frac{(\hat{Z}_{i_1, i_2} + \hat{Z}_{i_2, i_3} + \cdots + \hat{Z}_{i_{m-1}, i_m} + \hat{Z}_{i_m})^m}{m!} \right) = \frac{(\hat{Z}_{i_1, i_2} + \hat{Z}_{i_2, i_3} + \cdots + \hat{Z}_{i_{m-1}})^{m-1}}{(m-1)!} = \frac{\hat{Z}_{i_1}^{m-1}}{(m-1)!}.
\]

If \( \Phi_{1, 2} = \), then \( \Phi \) is a function.3

The proof is now complete. 

\[\square\]

3. Holomorphic Anomaly Equations

Lemma 2.8 tells that for any \( \Psi \in \tilde{\mathcal{H}}, n \geq 2 \) the regularized integral \( \int_{E_{[n]}} \Psi \) is a function in \( \mathbb{C}(E_4, E_6)[\hat{E}_2] \) and thus is a polynomial in \( \hat{E}_2 \) with coefficients being elements in \( \mathbb{C}(E_4, E_6) \). We can treat it as a polynomial in \( \mathbf{Y} \) with coefficients being elements in \( \mathbb{C}(E_4, E_6)[E_2] \). The non-holomorphic dependence introduced by the regularized integration operator is highly structured, as we now discuss.

3 In fact, \( F_I \) in this system of choices also admits a formal integral formula

\[
\int_{-\hat{Z}_{i_1, i_m}^{x_{i_1}}} \cdots \int_{-\hat{Z}_{i_k, i_1}^{x_{i_k}}} \cdots \int_{-\hat{Z}_{i_1, i_2}^{x_{i_2}}} \int_{-\hat{Z}_{i_1, i_2}^{x_{i_3}}} dx_{i_k} \cdots dx_{i_2} \int_0^{\hat{Z}_{i_1, i_2}^{x_{i_1}}} dx_{i_1}.
\]
3.1. Holomorphic anomaly of the regularized integration operator. The anti-holomorphic dependence of the regularized integral \( \int_{E[a]} \psi \) is captured by the following holomorphic anomaly equation.

**Theorem 3.1.** Let \( \psi \in \mathcal{J}_n, n \geq 2 \) be an almost-elliptic function, then one has

\[
\partial_Y \int_{E[a]} \psi = \int_{E[a]} \partial_Y \psi - \sum_{a,b: a < b} \int_{E[a]-[a]} R^a_b ((z_a - z_b) \psi).
\] (3.1)

Here in computing \( \partial_Y \psi \), \( \psi \) is regarded as an element in \( \mathcal{J}_n \otimes \mathbb{C}[A_{ij}, Y] \) with the convention that \( \partial_Y A_{ij} = 0 \).

This equation should be compared with the one [OP18, Theorem 7 (3)] satisfied by ordered \( A \)-cycle integrals. See Sect. 4 for further discussions.

We start by proving the following lemma.

**Lemma 3.2.** Let \( \psi \) be an almost-elliptic function in \( \mathcal{J}_n \), with \( n \geq 2 \). Then one has

\[
\partial_Y \int_{E_1} \psi = \int_{E_1} \partial_Y \psi - \sum_r R^{(1)}_r ((z_1 - z_r) \psi).
\]

**Proof.** By the linearity of the operators on both sides and by applying the addition formula (2.6) as in Lemma 2.8, it suffices to prove the statement for \( \psi = \hat{Z}^k_1 \varphi \), where \( \varphi \in \mathcal{J}_{[n]-[1]} \otimes \mathbb{C}[\hat{E}_2] \). Applying Lemma 2.6, one has

\[
\partial_Y \int_{E_1} \hat{Z}^k_1 \varphi = \partial_Y \sum_r R^{(1)}_r (\frac{\hat{Z}^{k+1}_1}{k+1} \varphi)
\]

\[
= \sum_r R^{(1)}_r (\frac{\hat{Z}^{k+1}_1}{k+1} \partial_Y \varphi) + \sum_r R^{(1)}_r ((z_{1r} - z_1 \varphi) \partial_{Z_{1r}} \frac{\hat{Z}_{1r} + \hat{Z}^{k+1}_1}{k+1} \cdot \varphi)
\]

\[
= \int_{E_1} \partial_Y (\hat{Z}^k_1 \varphi) - \sum_r R^{(1)}_r (z_{1r} \hat{Z}^k_1 \varphi).
\]

Note that the operator \( R^{(1)}_r (\frac{\hat{Z}^{k+1}_1}{k+1} - ) \) can bring in non-trivial dependence in \( Y \) in the way displayed in the second term of the third expression above. In the last equality we have used the fact that \( \partial_Y A_{ij} = 0 \), and \( R^{(1)}_r (z_{1r} - ) = 0 \) according to (2.8). \( \square \)

**Lemma 3.3.** Let \( \psi \) be an almost-elliptic function in \( \mathcal{J}_n \) with \( n \geq 3 \). Then one has the following identities of operators acting on \( \psi \)

\[
R^{(a)}_c R^{(b)}_c - R^{(b)}_c R^{(a)}_c = R^{(b)}_c R^{(a)}_a = -R^{(a)}_c R^{(b)}_a, \quad \forall 1 \leq a, b, c \leq n,
\] (3.2)

and

\[
R^{(c)}_d R^{(a)}_b = R^{(a)}_b R^{(c)}_d, \quad \text{if} \quad \{a, b\} \cap \{c, d\} = \emptyset.
\] (3.3)

**Proof.** The identities (3.2) and (3.3) for quasi-elliptic functions in \( \mathcal{J}_n \) are proved [OP18, Lemma 21] by a direct local calculation on monomials. To be a little more detailed, using the meromorphy of quasi-elliptic functions along the diagonals and the linearity of the residue operations, it suffices to check the statement for the monomial \( z_{ac}^m z_{ab}^n, m, n \in \mathbb{Z} \).
The statement is not trivially true only when \( m \leq 0, n \leq 0 \) in which case the validity follows from the elementary identity

\[
\binom{n}{n+1} \delta_{n+m+1,-1} \delta_{\{n+1\geq0\}} = \binom{m}{m+1} \delta_{n+m+1,-1} \delta_{\{m+1\geq0\}}.
\]

For almost-elliptic functions, using the polynomiality in \( \hat{Z} \), to prove (3.2) it suffices to check the statement for the monomial \( z_a^m z_b^n \), \( m, n \in \mathbb{Z}, r, s \in \mathbb{N} \). The result (2.8) tells that the statement is non-trivial only when \( r = s = 0 \). This then reduces to the local calculation just mentioned. The identity (3.3) is also proved by the same type of local calculation.

**Proof of Theorem 3.1.** We now prove the holomorphic anomaly equation by induction on \( n \). The initial case with \( n = 2 \) follows from Lemma 3.2 and the triviality of the last one in the iterated regularized integrations. Assuming the statement is true for \( n-1, n \geq 3 \), we now prove the statement for \( n \). By the induction hypothesis, we have

\[
\partial Y \int_{E_{[n]}} \Psi = \int_{E_{[n]-[1]}} \partial Y \int_{E_1} \Psi - \int_{E_{[n]-[1]}} \sum_{2 \leq a < b} R_b^{(a)} z_{ab} \int_{E_1} \Psi.
\]

Applying Lemma 3.2, it remains to prove

\[
\sum_{2 \leq a < b} R_b^{(a)} z_{ab} \int_{E_1} \Psi = \int_{E_1} \sum_{2 \leq a < b} R_b^{(a)} z_{ab} \Psi.
\]

By Lemma 2.6 and (3.3) in Lemma 3.3, it is enough to show that

\[
R_b^{(a)} z_{ab} \left( R_d^{(1)} \left[ \partial^{-1}_{Z_1} \Psi \right] + R_b^{(1)} \left[ \partial^{-1}_{Z_1} \Psi \right] \right) = R_b^{(1)} \left[ \partial^{-1}_{Z_1} R_b^{(a)} z_{ab} \Psi \right].
\]

(3.4)

Here as in the Proof of Lemma 3.2, we have applied the addition formula (2.6) to express \( \hat{Z}(z_1 - z_i), i \neq n \) involved in \( \Psi \) in terms of \( \hat{Z}_1 \) and elliptic functions if needed. Recall that \( \partial^{-1}_{Z_1} \) arises from \( \partial^{-1}_{z_1} \). Since by assumption \( a, b \neq 1 \), a local computation tells that for the right hand side of (3.4)

\[
R_b^{(1)} \left[ \partial^{-1}_{Z_1} R_b^{(a)} z_{ab} \Psi \right] = R_b^{(1)} \left[ R_b^{(a)} z_{ab} \partial^{-1}_{Z_1} \Psi \right].
\]

The desired identity (3.4) then follows from (3.2) in Lemma 3.3. This finishes the inductive proof for the \( n \) case.

3.2. Reformulations and interpretations. The holomorphic anomaly Eq. (3.1) in Theorem 3.1 now offers a practical way, besides the residue formulas in Proposition 2.11 and Corollary 2.13, to recursively compute regularized integrals. Moreover, it exposes some interesting structures of the regularized integration operator, as we now explain.
3.2.1. Modular anomaly When acting on almost-elliptic functions, (3.1) can be expressed as an identity between operators
\[ \partial Y \left( \int_{E[a]} \right) = -\frac{1}{2} \sum_{a \neq b, b \neq a} \int_{E[a]-a} R_b^{(a)}(z_{ab}-) \] when acting on \( \widehat{J}_n \),

where the left hand side is the usual action on operators, that is, \( \partial Y \left( \int_{E[a]} \right) := \partial Y \circ f_{E[a]} - f_{E[a]} \circ \partial Y \).

To proceed, we define the following operators similar to Definition 2.10.

**Definition 3.4.**
Define
\[ S_b^{(a)} = R_b^{(a)}(z_{ab}-), \quad S^{(a)} = \sum_{r \neq a} R_r^{(a)}(z_{ar}-), \quad S = \sum_a S^{(a)}, \]

\[ \int S^k = \sum_{i_1, j_1} \sum_{i_2, j_2} \cdots \sum_{i_k, j_k} \int_{E[a]-[i_1, i_2, \ldots, i_k]} S_{j_k}^{(i_k)} \cdots S_{j_2}^{(i_2)} S_{j_1}^{(i_1)}. \]

**Lemma 3.5.** The operator \( S_b^{(a)} \) satisfies
\[ S_b^{(a)} : J_{n,k} \to J_{n-1,k-2}, \quad \widehat{J}_{n,k} \to \widehat{J}_{n-1,k-2}, \quad \widehat{J}_{n,k} \to \widehat{J}_{n-1,k-2}, \quad n \geq 2. \]

**Proof.** The proof is similar to that of Lemma 2.8.

Now (3.5) can be further abbreviated as follows.

**Corollary 3.6.** As operators on almost-elliptic functions in \( \widehat{J}_n \), the following holds
\[ \partial Y \left( \int_{E[a]} \right) = -\frac{1}{2} \sum_a \int_{E[a]-a} S^{(a)} = -\frac{1}{2} \int S. \] (3.6)

Consequently, one has the following convenient closed-form expression for the regularized integration operator on elliptic functions.

**Theorem 3.7.** As operators on elliptic functions in \( J_n \), the following holds
\[ \int_{E[a]} = -\frac{1}{2} Y \int S - \left( \frac{1}{2} \right)^2 \frac{1}{2!} Y^2 \int SS - \left( \frac{1}{2} \right)^3 \frac{1}{3!} Y^3 \int SSS + \cdots + \frac{1}{n!} \sum_{\sigma \in S_n} \int_{A_{\sigma([n])}} A_{\sigma([n])} \] (3.7)

**Proof.** This follows by integrating (3.6) with respect to \( Y \), Lemma 3.5 that \( S \) preserves ellipticity, and (1.1) proved in [LZ21, Theorem 3.4].

The formulation of holomorphic anomaly equation in Theorem 3.7 resembles the form of those in the physics literature [BCOV94, Dij97], and offers a mathematical formulation of contact term singularities systematically studied by Dijkgraaf [Dij97] (see also [Rud94, Dou95]) via the \( S \)-operators.

We can also reformulate Theorem 3.7 using the generating series technique. For any formal series \( F(T) = \sum_{n \geq 0} a_n T^n \) in \( T \) and a sequence of non-commutative operators \( O = \{ O_k \}_{k \in \mathbb{N}} \), we define
\[ F(O) = \sum_{n \geq 0} \frac{a_n}{n!} \sum_{\sigma \in S_n} O_{\sigma(n)} \circ O_{\sigma(n-1)} \cdots \circ O_{\sigma(1)}. \]
Then Theorem 3.7 can be rewritten as
\[ e^{\frac{i}{\hbar}f} = e^{\frac{i}{\hbar}f} \circ (1 - e^{\frac{i}{2\hbar}Y S}) + e^{\frac{i}{\hbar}f_A}, \]
as formal generating series in $1/\hbar$ of graded non-commutative operators acting on elliptic functions. Here any operator appearing as a coefficient in $1/\hbar^n$ is understood to act on elliptic functions in $J_n$. Furthermore, (3.6) gives
\[ \left( \partial_Y + \frac{1}{2} \frac{1}{\hbar} S \right) e^{\frac{i}{\hbar}f} = 0. \]

### 3.2.2. Elliptic anomaly

When acting on $J_n$, the regularized integral operators $\int_{E_I}$, $I \subseteq [n]$ introduces not only non-holomorphicity $\tau$, but also non-holomorphicity in $z$. The latter enters through polynomials in $A_{ij}$, according to Lemma 2.8 and Definition 2.4. One then has the following result that is parallel to the modular anomaly equation in Corollary 3.6.

**Corollary 3.8.** As operators on elliptic functions in $J_n$, one has
\[ \partial_A b \left( \int_{E_a} \right) = R^{(a)}_b. \]

Here $A_b = A(z_b - z_n)$ by Definition 2.9, and the convention $\partial A_b Y = 0$ is understood.

**Proof.** Let $\Phi$ be an elliptic function. Recall from the proof of Proposition 2.11 that
\[ \int_{E_a} \Phi = \sum_{r \neq a} R^{(a)}_r (\hat{Z}_a \Phi) = \sum_{r \neq a} R^{(a)}_r (\hat{Z}_a, r \Phi) + \sum_{r \neq a} R^{(a)}_r (\hat{Z}_r \Phi). \]

According to (2.8), the first term in the last expression is meromorphic in $z$. It follows that
\[ \partial_A b \int_{E_a} \Phi = \partial_A b (\hat{Z}_b) \cdot R^{(a)}_b (\Phi) = R^{(a)}_b (\Phi). \]

More generally, using (2.10) in Proposition 2.11, one can show that for any $m \leq n$ one has
\[ \partial_A b \int_{E_{i_m}} \ldots \int_{E_{i_1}} \Phi = \sum_{j = (j_1, \ldots, j_m)} \partial_A b R^{(i_m)}_{j_m} \circ \cdots \circ R^{(i_1)}_{j_1} (D^{-1}_{i_m} \circ \cdots \circ D^{-1}_{i_1} \Phi), \]

Here as in Remark 2.12, $D^{-1} = \partial^1_{\hat{Z} i}$ is the anti-derivative in $\hat{Z}_i$. Note that a summand on the right hand side is nonzero if and only if $b \in J - (I \cup \{n\})$.

Similar to (3.7) in Theorem 3.7, the expansion for the iterated regularized integral $\int_{E_{[m]}} \Phi$ in terms of the generators $\{A_b, b \neq n\}$ is also highly structured though admittedly more complicated, reflecting the complexity of the possible degenerations that can occur in the big diagonal $\Delta \subseteq E_{[n]}$. The regularized integral $\int_{E_{[m]}} \Phi$ can then be regarded as a sum of contributions from various strata, where the summands are weighted by suitable monomials in $\{A_b, b \neq n\}$ that record the degeneration pattern in each stratum in the big diagonal. In physics terminology [Dou95, Dij97], this provides a coherent way of firstly regularizing the divergences in the integrals via the ’point-splitting scheme’ then picking counter terms that renormalize the integrals. Our notion of regularized integral therefore produces a particularly nice procedure that respect almost-ellipticity and is of pure weight.
The ordered $A$-cycle integrals of quasi-elliptic functions also admit nice residue formulas, similar to those for the regularized integrals in Proposition 2.11. We shall derive these residue formulas and establish the connection between residue formulas for the two kinds of integrals. Based on them, we shall offer simpler proofs of some old results on ordered $A$-cycle integrals given in [GM20,OP18,LZ21].

4.1. Residue formulas for ordered $A$-cycle integrals on elliptic curves. In order to derive residue formulas for ordered $A$-cycle integrals, it is convenient to introduce the following definition, following the notations in Sect. 2.2.

**Definition 4.1.** Let $f \in \mathcal{J}_1$ be a quasi-elliptic function. Define the difference operator by

$$
\delta : f \mapsto \frac{1}{2\pi i} (f(z - \tau) - f(z)).
$$

According to Definition 2.4, a quasi-elliptic function $\Psi$ is a polynomial in $Z$:

$$
\Psi = \sum_k \Psi_k Z^k, \quad \Psi_k \in \mathcal{J}_1 \otimes \mathbb{C}[E_2]. \quad (4.1)
$$

Define the operator $\Delta$ on the set of polynomials in $Z$ (with elliptic functions as coefficients) by linearly extending the following operator on monomials

$$
\Delta : \left( \frac{1}{2\pi i} Z \right)^k \mapsto \left( \frac{1}{2\pi i} Z + 1 \right)^k - \left( \frac{1}{2\pi i} Z \right)^k. \quad (4.2)
$$

Then from the functional equation (2.4) of $Z$, one has

$$
\delta = \Delta \quad \text{when acting on } \tilde{\mathcal{J}}_n.
$$

Let $\Delta^{-1} f$ be any $\Delta$-primitive of a quasi-elliptic function $f$, that is, $\Delta(\Delta^{-1} f) = f$. We now derive a candidate for $\Delta^{-1} Z^n$ in terms of quasi-elliptic functions using the generating series technique. Recall that the Bernoulli polynomials $\{B_n(s)\}_{n \geq 0}$ are defined by

$$
\sum_{n \geq 0} B_n(s) \frac{T^n}{n!} = \frac{T}{e^T - 1} \cdot e^{sT}.
$$

In terms of the ordinary Bernoulli numbers $B_n = B_n(0)$, one has

$$
B_n(s) = \sum_{k+\ell = n} \binom{n}{k} B_k s^{\ell}, \quad n \geq 0.
$$

**Lemma 4.2.** Let the notations be as above. Then one has

$$
\Delta \left( \frac{1}{(n+1)!} B_{n+1}(\frac{Z}{2\pi i}) \right) = \frac{Z^n}{(2\pi i)^n n!}, \quad n \geq 0.
$$
Proof. Observe that

$$
\sum_{n \geq 0} \left( B_n(s + 1) - B_n(s) \right) \frac{T^n}{n!} = \frac{T}{e^T - 1} \cdot (e^{(s+1)T} - e^{sT}) = T e^{sT}.
$$

It follows that

$$
B_n(s + 1) - B_n(s) = ns^{n-1}, \quad n \geq 1.
$$

Setting $s = (1/2\pi i)Z$, one thus obtains the desired claim. $\square$

We have the following result for $A$-cycle integrals that is analogous to the one for regularized integrals given in Lemma 2.6.

**Lemma 4.3.** Let $\Psi \in \tilde{\mathcal{I}}_1$ be a quasi-elliptic function as given in (4.1). Then one has

$$
\int_A \Psi \, dz = \sum_k \text{Res}(\Psi_k \cdot \Delta^{-1}Z^k),
$$

where $\Delta^{-1}Z^k$ is any quasi-elliptic function $g_k \in \tilde{\mathcal{I}}_1$ satisfying $\Delta g_k = Z^k$.

**Proof.** The existence of $g_k \in \tilde{\mathcal{I}}_1$ follows from Lemma 4.2. For any such $g_k \in \tilde{\mathcal{I}}_1$, by (2.4) one has $g_k(z + 1) = g_k(z)$. It follows that

$$
-\frac{1}{2\pi i} \int_{A^+ - A^-} \Psi_k \cdot g_k = -\frac{1}{2\pi i} \int_A \Psi_k(g_k(z) - g_k(z - \tau)) = \int_A \Delta(\Psi_k g_k) = \int_A \Psi_k Z^k,
$$

where $A^+$ is the cycle $A$ and $A^-$ the segment connecting 0 to 1 on the universal cover of $E_\tau$. By Stokes theorem (or reciprocity law for Abelian differentials), one has

$$
\text{Res}(\Psi_k \cdot g_k) = -\frac{1}{2\pi i} \int_{A^+ - A^-} \Psi_k \cdot g_k.
$$

Summing over $k$ yields the desired claim. $\square$

As explained in Remark 2.12, different choices for the $\Delta$-primitive yield identical results by the global residue theorem. Similar to (2.9), the residue formula in Lemma 4.3 can be expressed more succinctly as the following relation between operators on quasi-elliptic functions

$$
\int_A (-) = \text{Res} (\Delta^{-1} -).
$$

Next we derive residue formulas for ordered $A$-cycle integrals following the same strategy for the derivation of those for regularized integrals. The results are analogues of Lemma 2.8, Proposition 2.11 and Corollary 2.13, and are reformulations of results from [GM20, OP18].

**Proposition 4.4.** (i). For any $\Psi \in \tilde{\mathcal{I}}_{[n], k}$, one has

$$
\int_{A_1} \Psi \, dz \in \tilde{\mathcal{I}}_{[n] - [i], k}. \quad \text{In particular, one has} \int_{A_n} \int_{A_{n-1}} \cdots \int_{A_1} \Psi \in \mathbb{C}(E_4, E_6)[E_2].
$$
(ii). Let $\Phi$ be an elliptic function in $\mathcal{J}_n$. Then one has
\begin{align}
\int_{A[n]} \Phi = \sum_{r=(r_1, \ldots, r_{n-1})} R^{(n-1)}_{r_{n-1}} \circ \cdots \circ R^{(1)}_{r_1} (\Phi G_r).
\end{align}

Here the function $G_r$ is any quasi-elliptic function satisfying
\[ \Delta_{n-1} \cdots \Delta_1 G_r = 1, \]
where $\Delta_i$ is defined as in (4.2) but with $Z$ replaced by $\mathcal{Z}_i$.

(iii). Let $\Phi$ be an elliptic function in $\mathcal{J}_n$. Then one has
\begin{align}
\frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_n} \int_{A_{\sigma([n])}} \Phi = \sum_{I: i_1 = 1} \frac{1}{(n-|I|)!} \sum_{\tau} \int_{A_{\tau(I^c)}} R^I_{I^c[1]} \left( \frac{Z^m_{i_1}}{m!} \Phi \right).
\end{align}

Here $I = (i_1, \ldots, i_m)$ is a non-recurring sequence of length $m \geq 1$ that satisfies $i_1 = 1, i_k \neq n, 1 \leq k \leq m, I[1] := (i_2, \ldots, i_m, i_{m+1} := n)$, and the summation over $\tau$ is over all possible permutations of $I^c := [n] - I$.

**Proof.** (i). The proof of the claim is similar to that of Lemma 2.8, with the generator $\hat{Z}_a = \hat{Z}(z_a - z_n)$ replaced by $Z_a = Z(z_a - z_n)$, and Lemma 2.6 replaced by Lemma 4.3.

(ii). The Proof of Proposition 2.11 carries sentence by sentence, with the generator $\hat{Z}_a = \hat{Z}(z_a - z_n)$ replaced by $Z(z_a - z_n)$, the differential operator $\partial_\hat{Z}$ replaced by the difference operator $\Delta$, and Lemma 2.6 replaced by Lemma 4.3. That the last integration is trivial follows from (i) that ordered $A$-cycle integrals preserve quasi-ellipticity and hence before the last integration the result is independent of $z$. The independence on the choice of the $\Delta$-primitive again follows from the global residue theorem, as mentioned earlier in Remark 2.12.

(iii). This is [OP18, Proposition 10].

\[ \square \]

### 4.2. Relation between ordered A-cycle integrals and regularized integrals

Let $\Phi \in \mathcal{J}_{n,k}$, then $\int_{A[n]} \Phi$ is of mixed weight with leading weight $k$. This mixed-weight phenomenon for ordered A-cycle integrals was firstly discovered in [GM20, Theorem 5.8], and later proved in [OP18, Theorem 7 (1)] by other methods. We have also offered a different proof using our notion of regularized integrals in our earlier work [LZ21, Theorem 3.9 (2)]. In fact, more is true. It is shown in [LZ21, Theorem 3.4 (2)] that the average of ordered A-cycle integrals over orderings coincides with the holomorphic limit of the corresponding regularized integral. In particular, the average has pure weight, as previously shown in [OP18, Theorem 7 (2)]. Furthermore, any ordered A-cycle integral admits a nice combinatorial formula [LZ21, Theorem 3.9 (1)] in terms of holomorphic limits of various regularized integrals, providing explicit formulas for the components of various weights.

We now offer more conceptual and shorter proofs of part of these results, based on the residue formulas in Proposition 2.11, 4.4 and Corollary 2.13.

**Proposition 4.5.** The following statements hold.
(i). [LZ21, Theorem 3.4 (1) (3), Theorem 3.9 (2)] The regularized integral \( \int_{E_{[n]}} \) of an almost-elliptic function \( \tilde{\Psi} \in \tilde{\mathcal{J}}_{[n],k} \) is almost-elliptic of pure weight \( k \). While any ordered \( A \)-cycle integral of a quasi-elliptic function \( \tilde{\Psi} \in \tilde{\mathcal{J}}_{[n],k} \) is quasi-elliptic of mixed weight, with leading weight \( k \).

(ii). [LZ21, Theorem 3.4 (2)] Let \( \Phi \) be an element in \( \mathcal{J}_n \otimes \mathbb{C}[\tilde{E}_2] \). Then one has

\[
\lim_{Y \to 0} \int_{E_{[n]}} \Phi = \frac{1}{n!} \sum_{\sigma \in S_n} \int_{A_{\sigma([n])}} \lim_{Y \to 0} \Phi.
\]

Here \( \lim_{Y \to 0} \) is the holomorphic limit map on \( \tilde{\mathcal{J}}_n \subseteq \tilde{\mathcal{J}}_n \otimes \mathbb{C}[A_{ij}, Y] \), obtained by taking the degree-0 term in \( Y \).

**Proof.** (i). Let as before \( D_i = \partial_{z_i} \) and \( \Delta_i \) be the difference operator defined as in (4.2) with respect to \( Z_i \). Comparing Proposition 2.11 with Proposition 4.4 (2), we see that the regularized integral \( \int_{E_{[n]}} \tilde{\Psi} \) and ordered \( A \)-cycle integral \( \int_{A_{[n]}} \tilde{\Psi} \) are sums of results obtained from the action of the same residue operators on different functions \( F_r(\tilde{\Psi}), G_r(\tilde{\Psi}) \):

\[
\begin{align*}
R_{r}^{[n-1]}F_{r}(\tilde{\Psi}) &= R_{r_{n-1}}^{(n-1)} D_{n-1}^{-1} \cdots R_{r_{2}}^{(2)} D_{2}^{-1} R_{r_{1}}^{(1)} D_{1}^{-1} \tilde{\Psi}, \\
R_{r}^{[n-1]}G_{r}(\tilde{\Psi}) &= R_{r_{n-1}}^{(n-1)} \Delta_{n-1}^{-1} \cdots R_{r_{2}}^{(2)} \Delta_{2}^{-1} R_{r_{1}}^{(1)} \Delta_{1}^{-1} \tilde{\Psi}.
\end{align*}
\]

That the operator \( D_{i}^{-1} \) is of pure weight 1 follows from its definition and the polynomial structure in \( Z_i \) of almost-elliptic functions given in Definition 2.4. This tells that \( R_{r}^{[n-1]}F_{r}(\tilde{\Psi}) \) has pure weight \( k \) since the residue operator has pure weight \(-1\). That \( \Delta_{i}^{-1} \) is of mixed weight and its leading weight is that of \( D_{i}^{-1} \) follow from Lemma 4.2 (cf. [GM20, Proposition 5.9]).

(ii). We shall prove the desired claim by induction on \( n \), based on Corollary 2.13 and Proposition 4.4 (iii) proved by Oberdieck-Pixton in [OP18, Proposition 10]. We start by proving a preparatory result. Let \( I = (i_1 = 1, \ldots, i_m) \) be the chain introduced in Corollary 2.13 and \( R_{I[1]}^{I} = R_{i_{m}}^{(i_{m})} \circ \cdots \circ R_{i_{2}}^{(1)}. \) Note that \( F_I \) is a polynomial in \( \widehat{Z}_{i_{k},i_{k+1}}, 1 \leq k \leq m \) with coefficients in \( \mathcal{J}_n \). In the evaluation of the \( R_{i_{k+1}}^{(i_{k})} \)-step of \( R_{I[1]}^{I}(\Phi F_I) \), we expand the non-holomorphic quantity \( \widehat{Z}_{i_{k},i_{k+1}} \) appearing in \( F_I \) as

\[
\widehat{Z}_{i_{k},i_{k+1}} = Z(z_{i_{k}} - z_{n}) - Z(z_{i_{k+1}} - z_{n}) + Y(z_{i_{k},i_{k+1}} - z_{i_{k},i_{k+1}}).
\]

The contribution of terms involving \( Y \widehat{Z}_{i_{k},i_{k+1}} \) to \( R_{I[1]}^{I}(\Phi F_I) \) is zero by (2.8). The same reasoning using the chain structure of \( I \) tells that \( R_{I[1]}^{I}(\Phi F_I) \) is meromorphic in \( z \). In particular, by Lemma 2.8 we have \( R_{I[1]}^{I}(\Phi F_I) \in \mathcal{J}_{[n]-I} \otimes \mathbb{C}[\tilde{E}_2] \). Furthermore, the contribution of terms involving \( Y z_{i_{k},i_{k+1}} \) to \( R_{I[1]}^{I}(\Phi F_I) \) is a polynomial in \( Y \) of degree \( \geq 1 \) with coefficients lying in \( \mathcal{J}_{[n]-I} \), and thus vanishes in the holomorphic limit. It follows that

\[
\lim_{Y \to 0} R_{I[1]}^{I}(\Phi F_I) = R_{I[1]}^{I}(\lim_{Y \to 0} \Phi \cdot F_I|_{A_{ij} = 0}).
\]

We have shown earlier in Corollary 2.13 that \( F_I \) can be taken to be \( \widehat{Z}_{i_{1}}^{m}/m! \), thus

\[
\lim_{Y \to 0} R_{I[1]}^{I}(\Phi F_I) = R_{I[1]}^{I}(\lim_{Y \to 0} \Phi \cdot \frac{Z_{i_{1}}^{m}}{m!}).
\]
The desired claim is true for \( n = 2, 3 \) by straightforward computations. Assuming now the statement holds for \( \leq n - 1 \) iterated regularized integrals. From Corollary 2.13 one has (note the triviality of the last integration \( \int_{E_n} \))

\[
\lim_{Y=0} \int_{E_n} \Phi = \int_{E_n} \lim_{Y=0} \sum_{I: |I| \leq n-1} \int_{E_{|I|-1}} R^I_{[1]}(\Phi F_I).
\]

By the fact \( R^I_{[1]}(\Phi F_I) \in \mathcal{J}_{[n]-I} \otimes \mathbb{C}[\hat{E}_2] \) and the induction hypothesis, we obtain

\[
\lim_{Y=0} \int_{E_n} \Phi = \int_{E_n} \sum_{I: |I| \leq n-1} \frac{1}{(n-1 - |I|)!} \sum_{\tau \in \mathcal{S}_{[n]-1-I}} \int_{A_\tau(I^c)} \lim_{Y=0} R^I_{[1]}(\Phi F_I),
\]

where \( \mathcal{S}_{[n]-1-I} \) is the permutation group of the index set \( I^c := [n-1] - I \), and \( A_\tau(I^c) \) is the corresponding iterated \( A \)-cycle ordered by the permutation \( \tau \). From (4.5), it follows that

\[
\lim_{Y=0} \int_{E_n} \Phi = \int_{E_n} \sum_{I: |I| \leq n-1} \frac{1}{(n-1 - |I|)!} \sum_{\tau \in \mathcal{S}_{[n]-1-I}} \int_{A_\tau(I^c)} R^I_{[1]}(\Phi F_I) \cdot \frac{Z_n^{m_i}}{m!}.
\]

Applying Proposition 4.4 (iii), the summation on the right hand side is exactly

\[
\int_{E_n} \frac{1}{(n-1)!} \sum_{\sigma \in \mathcal{S}_{n-1}} \lim_{Y=0} \Phi = \int_{A_n} \frac{1}{(n-1)!} \sum_{\sigma \in \mathcal{S}_{[n]-1}} \lim_{Y=0} \Phi
\]

\[
= \frac{1}{n!} \sum_{\sigma \in \mathcal{S}_n} \int_{A_{\sigma([n])}} \lim_{Y=0} \Phi.
\]

Here we have used the triviality of the last integrations \( \int_{A_n}, \int_{E_n} \), and the cyclic symmetry [LZ21, Remark 3.6] of ordered \( A \)-cycle integrals. Hence the desired statement holds for the \( n \) case and the proof is complete.

\[ \square \]

**Remark 4.6.** The above reasoning in the proof of Proposition 4.5 (iii) can be reversed. Therefore, with Corollary 2.13 granted, Proposition 4.5 (ii) is actually equivalent to Proposition 4.4 (iii).

Proposition 4.5 establishes the connection between regularized integrals and averaged ordered \( A \)-cycle integrals. Based on this connection, Lemma 2.8, and the isomorphism (2.2), one can show that the holomorphic anomaly equation (3.1) in Theorem 3.1 for regularized integrals is equivalent to the one [OP18, Theorem 7 (3)] for averaged ordered \( A \)-cycle integrals. The details are as follows. Let \( \Phi \in \mathcal{J}_n \otimes \mathbb{C}[\hat{E}_2] \). By the polynomial structure of \( \int_{E_n} \Phi \) in \( \hat{E}_2 \) given in Lemma 2.8, it is direct to see that

\[
\lim_{Y=0} \partial_Y \int_{E_n} \Phi = \partial_{\eta_1} \lim_{Y=0} \int_{E_n} \Phi, \quad \eta_1 = \frac{\pi^2}{3} E_2.
\]
By Proposition 4.5 (ii), one then has

$$\lim_{Y=0} \partial_Y \int_{E[n]} \Phi = \partial_{\eta_1} \left( \frac{1}{n!} \sum_{\sigma \in \Sigma_n} \int_{A_{\sigma(|n|)}} \lim_{Y=0} \Phi \right).$$

Similarly,

$$\lim_{Y=0} \partial_Y \Phi = \frac{1}{n!} \sum_{\sigma \in \Sigma_n} \int_{A_{\sigma(|n|)}} \lim_{Y=0} \partial_Y \Phi = \frac{1}{n!} \sum_{\sigma \in \Sigma_n} \int_{A_{\sigma(|n|)}} \partial_{\eta_1} \lim_{Y=0} \Phi.$$ 

In the last equality we have used the fact that \( \Phi \) is meromorphic in \( z \). Taking the holomorphic limit of (3.1), one then has

$$\lim_{Y=0} \left( - \sum_{a,b; a < b} \frac{1}{(n-1)!} \sum_{\sigma \in \Sigma_{n-1}} \int_{A_{\sigma(|n|-1)}} \lim_{Y=0} R_b^{(a)}((z_a - z_b) \Phi) \right)$$

$$= - \sum_{a,b; a < b} \frac{1}{(n-1)!} \sum_{\sigma \in \Sigma_{n-1}} \int_{A_{\sigma(|n|-1)}} R_b^{(a)}((z_a - z_b) \lim_{Y=0} \Phi).$$

This is the anomaly equation [OP18, Theorem 7 (3)] for the averaged ordered \( A \)-cycle integrals of the quasi-elliptic function \( \lim_{Y=0} \Phi \in J_n \otimes \mathbb{C}[E_2] \). The converse implication follows from the fact that the holomorphic limit map \( \lim_{Y=0} \) in (2.2) induces isomorphisms \( \mathbb{C}(E_4, E_6)[\tilde{E}_2] \cong \mathbb{C}(E_4, E_6)[E_2], J_n \otimes \mathbb{C}[\tilde{E}_2] \cong J_n \otimes \mathbb{C}[E_2] \).

The relations [LZ21, Theorem 3.4, Theorem 3.9] between regularized integrals and ordered \( A \)-cycle integrals (with or without averaging) follow from the Poincaré-Birkhoff-Witt Theorem relating tensor algebra and universal enveloping algebra of free Lie algebra. It seems interesting to derive these relations based on the combinatorial relations between the operators \( R_r^{[n-1]} F_r(-) \) and \( R_r^{[n-1]} G_r(-) \). See the discussions in Appendix A for instance. Another interesting direction is to study the connection to the Baker–Campbell–Hausdorff–Dynkin formula and Chen’s iterated integrals.
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A. Some Combinatorial Properties of Residue Formulas

We discuss some combinatorial properties of residue formulas and their applications in this Appendix.

A.1 Further commutation relations of residue operators. We first give an extension of Lemma 3.3.

Lemma A.1. Introduce the notation \( R^{(a)}_{0} = \int_{A} d z_{a} \). Then one has the following identities of operators acting on quasi-elliptic functions in \( z \)

(i).

\[
R^{(a)}_{c} R^{(b)}_{c} - R^{(b)}_{c} R^{(a)}_{c} = R^{(b)}_{c} R^{(a)}_{b} = - R^{(a)}_{c} R^{(b)}_{a}, \quad a, b \in [n], \ c \in [n] \cup \{0\}. \tag{A.1}
\]

(ii).

\[
R^{(e)}_{c} R^{(a)}_{b} = R^{(a)}_{b} R^{(e)}_{c}, \quad \text{if} \quad a, b, e \in [n], \ c \in [n] \cup \{0\}, \ \{a, b\} \cap \{c, e\} = \emptyset. \tag{A.2}
\]

(iii). When acting on almost-elliptic functions in \( z \), one has

\[
R^{(b)}_{c} R^{(a)}_{b} + R^{(c)}_{a} R^{(b)}_{c} + R^{(a)}_{b} R^{(c)}_{a} = 0, \quad \text{if} \quad a, b, c \in [n] \text{ are distinct}. \tag{A.3}
\]

Here the various operators are understood to be composed in the natural operator ordering.
Proof. The first two identities with \( c \neq 0 \) are covered in Lemma 3.3. The first identity (A.1) with \( c = 0 \) is proved by using the standard integral contour deformation argument on the complex plane. For the identity (A.2), by the global residue theorem and Lemma 3.3 one has
\[
R_0^e R^a_b = -\left( \sum_{i ; e < i \neq b} R_i^e + R_b^e \right) R^a_b
\]
\[
= -R_b^a \sum_{i ; e < i \neq b} R_i^e - R_b^a R^e_b - R_b^a R^a_b R^e_b + R_b^a R^e_b + R_b^a R^a_b - R_b^a R^e_b
\]
\[
= R_b^a R_0^e .
\]
Here in the first equality we have used the fact that \( R_b^a \) preserves meromorphicity, so that the global residue theorem can be applied to \( R_0^e R_b^a \). The identity (A.3) is proved by a local calculation in a similar way as in Lemma 3.3.  \( \square \)

The special case with \( c = 0 \) in (A.2) reads that
\[
R \int_{A_i} = \int_{A_i} R \quad \text{for distinct } a, b, i, \text{ when acting on quasi-elliptic functions.}
\]

We also record the following interesting result that is parallel to the above commutation relation.

**Corollary A.2.** One has the following identity of operators
\[
R_b^a \int_{E_i} = \int_{E_i} R_b^a \quad \text{for distinct } a, b, i, \text{ when acting on almost-elliptic functions.}
\]

**Proof.** One proof is already implicitly given when proving (3.4) in Theorem 3.1 using the residue formula for regularized integrals. An alternative proof using the relation between regularized integrals and ordered \( A \)-cycle integrals is given as follows. For any almost-elliptic function \( \Psi \), we write
\[
\Psi = \sum_k \Psi_k (\frac{z_i - z_i}{\tau - \tau})^k ,
\]
where \( \Psi_k \) is a quasi-elliptic function in \( z_i \). Then using the expression of vol given in Remark 2.7 and the Stokes theorem (see [LZ21, Lemma 3.26]), we have
\[
\int_{E_i} \Psi = \sum_k \frac{1}{k+1} \int_A \Psi_k + 2\pi i \sum_k \frac{1}{k+1} \sum_r R_r^{(i)} \left( \frac{z_i - z_i}{\tau - \tau} \right)^{k+1} \Psi_k \quad (A.4)
\]
By (A.4), linearity and Lemma A.1 with \( c = 0 \), it suffices to prove the following identity
\[
R_b^a \sum_{r ; r \neq i} R_r^{(i)} \left( (\bar{z}_i - z_i)^{k+1} \Psi_k \right) = \sum_{r ; r \neq i, a} R_r^{(i)} \left( (\bar{z}_i - z_i)^{k+1} R_b^a \Psi_k \right) ,
\]
where \( \Psi_k \) is quasi-elliptic in \( z_i \). This follows from Lemma 3.3 that is derived by local computations and is valid when acting on \( (\bar{z}_i - z_i)^{k+1} \Psi_k \).  \( \square \)

\( \square \) Lemma 3.2 can also be proved based on (A.4) by using the residue calculations detailed in Lemma A.5 below. Together with the reasoning here that proves (3.4), the derivation of Theorem 3.1 actually does not rely on the explicit residue formulas (e.g., Lemma 2.6) for regularized integrals, but only on the relation (A.4) between regularized integrals and ordered \( A \)-cycle integrals.
A.2 Summation over planar rooted labeled forests. The sequence \( r \) in Propositions 2.11, 4.4 corresponds to rooted, labeled forest, as has been discussed in [LZ21]. We now elaborate on this. For each sequence \( r \) we associate a map

\[
 r : [n - 1] \to [n], \quad r(j) = r_j, \ j \in [n - 1].
\]  

(A.5)
satisfying

\[
 j < r(j), \ j \in [n - 1].
\]  

(A.6)
The data (A.5) gives rise to a rooted, labeled forest, with the vertices labeled by \( r^{-1}(n) \) designated as the roots. Define an equivalence relation \( \sim \) on \( [n - 1] \) by declaring

\[
 j \sim r(j), \ j \in [n - 1].
\]

Then \( [n - 1] \) is decomposed into several disjoint subsets

\[
 [n - 1] = \bigsqcup_{k \in r^{-1}(n)} \Gamma_k.
\]  

(A.7)

We call \( r|_{\Gamma_k} \) a tree in the forest \( r \).

Consider the blackboard orientation in which vertices that have valency zero or one are ordered from right to left, vertices within a path in a tree are ordered from bottom to the root in the top. Due to the constraint (A.6), each sequence \( r \) above gives a planar/embdedded, rooted, labelled forest (called forest for short), whose labelings are compatible with the blackboard orientation in the sense that with respect to \(<\)

- labelings for the roots \( r^{-1}(n) \) increases from right to left;
- within a rooted tree, labelings increases from from bottom to top (towards the root);
- within a rooted tree, labelings of children of the same vertex increase from right to left.

By Lemma 3.3, when acting on almost-elliptic functions the operator \( R_r^{[n-1]} = R_{r(n-1)}^{(n-1)} \)

\[
 \cdots R_r^{(2)} R_r^{(1)} \]  

can be factored into a product of residue operators associated to the trees

\[
 R_r^{[n-1]} = \prod_k R_{\Gamma_k}.
\]  

(A.8)

Similarly, the integration operator (2.10) factor into a product of commuting integration operators. The condition (A.6) or equivalently the blackboard orientation records the operator orderings in the residue and integration operators within each \( \Gamma_k \) (permutations of different trees and of the leaves within the trees are not allowed by the embedding data). In particular, when acting on an elliptic function \( \Phi \) one has

\[
 \oint_{E_n} \oint_{E_{[n-1]}} \Phi = \sum \Phi \sum_{r} R_r^{[n-1]}(\Phi F_r) = \sum_{\Gamma=(\Gamma_k)} \left( \prod_k R_{\Gamma_k}(\Phi \prod_k F_{\Gamma_k}) \right),
\]  

(A.9)

where the summation \( \sum \) on the right hand side is over forests whose labelings are compatible with the blackboard orientation, with respect to \(<\).
Remark A.3. A rooted labeled forest \( r \) above gives rise to a rooted labeled tree obtained by joining all the roots in the rooted forest to the vertex \( n \) now designated as the new root. The joint tree corresponds to an element in the basis of the cohomology group \( H^{n-1}(\text{Conf}_n(\mathbb{C}), \mathbb{C}) \) whose rank is the signed first Stirling number \((-1)^{n-1}s(n, 1) = (n-1)!\). The relation \( R_n^j R_j^i = -R_n^i R_j^j \) and the Jacobi identity

\[
[[R_n^{(a)}, R_n^{(b)}], R_n^{(c)}] + [[R_n^{(b)}, R_n^{(c)}], R_n^{(a)}] + [[R_n^{(c)}, R_n^{(a)}], R_n^{(b)}] = 0.
\]

from Lemma A.1 then correspond to the anti-symmetry and Arnold relation (assembling the same form as Lemma A.1 (iii)) in the cohomology ring \( H^*(\text{Conf}_n(\mathbb{C}), \mathbb{C}) \). See [Tot96,Get99] for details. It seems that our decomposition here is related to the mixed Hodge structures on \( H^*(\text{Conf}_n(E), \mathbb{C}) \). We hope to discuss the algebraic formulation of regularized integrals using the language of mixed Hodge structures in a future investigation, following the lines in [Tot96,Get99].

There is in fact a bijection between the set of planar, rooted, labeled forests that are compatible with blackboard orientation and \( \mathcal{S}_{[n-1]} \) given as follows.

- For each \( \phi \in \mathcal{S}_{[n-1]} \), consider its one-line notation \( \phi = \phi_1\phi_2 \cdots \phi_{n-1} \). Read from left to right, the maxima correspond to roots of the trees. From the remaining entries of \( \phi, \phi_i \) is a child of \( \phi_i \) if \( \phi_i \) is the rightmost entry that precedes \( \phi_i \) and is larger than \( \phi_i \). This gives a rooted, labeled forest and thus a unique planar one that is compatible with backboard orientation.
- For each planar, rooted, labeled forest compatible with backboard orientation, one starts at the vertex \( n \) of the forest and then traverses the forest clockwise. Reading off each label as it is reached, this yields an element in \( \mathcal{S}_{[n-1]} \) in its one-line notation.

Using the above correspondence, (A.9) can be alternatively written as

\[
\int_{E_n} \int_{E_{[n-1]}} \Phi = \sum_{\phi \in \mathcal{S}_{[n-1]}} R_{r(\phi)}^{[n-1]}(\Phi F_r(\phi)) = \sum_{\phi \in \mathcal{S}_{[n-1]}} (R_{\Gamma(\phi)}(\Phi F_{\Gamma(\phi)})), \quad (A.10)
\]

where \( r(\phi) \) and equivalently \( \Gamma(\phi) \) is the forest compatible with blackboard orientation that is determined by \( \phi \).

A different ordering \( \prec \) is determined by \( \sigma \in \mathcal{S}_{[n-1]} \) via the integration region \( A_{\sigma([n-1])} \) or \( E_{\sigma([n-1])} \). The ordering \( \prec \) is related to the magnitude ordering \( \prec : 1 < 2 < \cdots < n-1 \) by the action by \( \sigma \)

\[
\sigma_1 \prec \sigma_2 \prec \cdots \prec \sigma_{n-1}. \quad (A.11)
\]

Correspondingly, the map \( r \) is changed to \( r' : \sigma([n-1]) = [n-1] \rightarrow [n] \) with the convention \( \sigma(n) = n \). It satisfies

\[
\sigma_i \prec r' (\sigma_i) \quad (A.12)
\]

instead of (A.6). The set of such functions \( r' \) is in one-to-one correspondence with the set of the functions \( \sigma(r) := \sigma \circ r \circ \sigma^{-1} \), with the convention \( \sigma(n) = n \). Correspondingly, we have

\[
\int_{E_n} \int_{E_{\sigma([n-1])}} \Phi = \sum_{r'} R_{r' \circ \sigma}^{\sigma([n-1])}(\Phi \cdot F_{r' \circ \sigma}^{\sigma([n-1])}) = \sum_{r} R_{\sigma \circ r}^{\sigma([n-1])}(\Phi \cdot F_{\sigma \circ r}^{\sigma([n-1])}),
\]

(A.13)
Fig. 1. From left to right: picking representatives compatible with blackboard orientation. From top to bottom: applying permutation $\sigma$ to obtain labeled rooted forests in the residue formulas of regularized integrals, with the map $r'$ given by $\sigma \circ r \circ \sigma^{-1}$.

with $r$ satisfying (A.5), (A.6).

Similarly to (A.9), (A.13) is a sum over the collection of embedded, rooted, labeled forests in (A.9), with the new labelings obtained by applying $\sigma$ on the original ones. Now the new labelings are compatible with the blackboard orientation not with respect to $<$ but with respect to $\prec$ in (A.11). See Fig. 1 below for an illustration.

By the independence on the ordering of the regularized integral, we have

$$\int_{E[n]} \Phi = \frac{1}{(n-1)!} \int_{E_n} \sum_{\sigma \in S_{[n-1]}} \int_{E_{\sigma([n-1])}} \Phi.$$  \hspace{1cm} (A.14)

Now summing over the orderings $\prec$ in (A.11) is equivalent to summing over the relabelings of the embedded, labeled rooted forests in (A.9), with the operator orderings for
the residue and integration operators given by the blackboard orientation. It follows that

\[
\int_{E_{[n]}} \Phi = \int_{E^n} \sum_{n} \sum_{\Gamma=\{\Gamma_k\}} \left( \prod_k R_{\sigma \circ \Gamma_k} (\Phi \prod_k F_{\sigma \circ \Gamma_k}) \right), \quad (A.15)
\]

where \( \sigma \circ \Gamma_k \) is the tree whose labelings are obtained from the \( \sigma \)-action on those in \( \Gamma_k \). Denote the set of labelings of \( \Gamma_k \) by \( \rho_k \subseteq [n-1] \), then the summation can be further expressed as a sum

\[
\sum_{\Gamma=\{\Gamma_k\}} \sum_{\sigma \circ \Gamma_k} (\prod_k R_{\sigma \circ \Gamma_k} \prod_k F_{\sigma \circ \Gamma_k}) = \sum_{[\Gamma]=\{[\Gamma_k]\}} \sum_{\rho_k \subseteq [n-1]} \sum_{\tau \in \prod \mathcal{S}_{\rho_k}} \mathcal{R}(([\Gamma],\rho,\tau)), \quad (A.16)
\]

One can also exchange the order of the summation by summing over \( \rho \) in the outmost one. Then the summation is related to summation over different types of forests with fixed number of vertices in each of the trees.

**Example A.4.** Consider the \( n=3 \) case. The two forests in (A.9) are given by the top left two in Fig. 2 below. In this case, \( \mathcal{S}_{n-1} \) consists of two elements \( \sigma = (1)(2), (12) \). Hence the forests in (A.15) are obtained by including two more forests indicated in the top right two in Fig. 2. The resummation in (A.16) is illustrated in the data in the bottom.

Similar results hold for ordered \( A \)-cycle integrals, except now one does not have (A.14) for a general elliptic function \( \Phi \).

The structures in (A.9) and (A.16) elucidate many properties of regularized integrals and ordered \( A \)-cycle integrals. For example, Corollary 2.13 follows directly from this and the choice \( F_I = \hat{Z}_{i_1} / m! \) given in (2.12) for a non-recurring sequence \( I = (i_1, \cdots, i_m), i_{m+1} = n \).

### A.3 Holomorphic limit of regularized integrals.

In Proposition 4.5 (ii), firstly established by [LZ21, Theorem 3.4 (2)], we used Proposition 4.4 (iii) proved by Oberdieck-Pixton in [OP18, Proposition 10]. We now give a proof of Proposition 4.5 (ii) that is simpler than the one in [LZ21], following the residue operator approach. According to Remark 4.6, this also provides a different proof of Proposition 4.4 (iii).

**Lemma A.5** [LZ21, Lemma 3.26, Lemma 3.37]. As operators acting on elliptic functions in \( \mathcal{J}_n \), one has

\[
\lim_{Y \to 0} \int_{E_{[n]}} \Phi = \int_{A_{[n]}} \circ \lim_{Y \to 0} \sum_{J, J \neq \emptyset} (2\pi i)^{|J|} \sum_{r_J} C_{J,r_J} \cdot \left( \int_{A_{[n]-J}} R^J_{r_J} \right)^{<} \circ \lim_{Y \to 0}, \quad (A.17)
\]

where
Fig. 2. The left two forests correspond to summands in $\int_{E_3} \int_{E_2} \int_{E_1}$, the right two correspond to the summands in $\int_{E_3} \int_{E_1} \int_{E_2}$

- $\triangleleft$ is the prescribed ordering $<$ by magnitude as in $\int_{A[n]}$
- $J = (j_1, \ldots, j_\ell)$ is an non-recurring sequence: $j_1 < j_2 < \cdots < j_\ell$ with cardinality $|J| = \ell$.
- $\tau_J = (\tau_{j_1}, \ldots, \tau_{j_\ell})$ satisfies $j_a < \tau_{j_a}$, $\tau_{j_a} \in [n]$ for $a = 1, 2, \ldots, \ell$.
- $C_{J, \tau_J} = \int_0^1 dx_{\tau_{j_\ell}} \int_0^{x_{\tau_{j_\ell}}} dx_{j_\ell} \cdots \int_0^{x_{\tau_{j_1}}} dx_{j_1}$
- $R_J^{\tau_J} = R_{\tau_{j_\ell}}^{(j_\ell)} \circ \cdots \circ R_{\tau_{j_1}}^{(j_1)}$ and the notation $\left( \int_{A[n]-J} R_J^{\tau_J} \right) \triangleleft$ stands for the operator arranged according the ordering $\triangleleft$.

**Proof.** We only sketch the proof. For any almost-elliptic function $\Psi$, $\Psi = \sum_k \Psi_k (\frac{z_i - z_j}{\tau - \tau})^k$, continuing with (A.4), one has

$$\int_{E_i} \Psi = \sum_k \frac{1}{k+1} \int_A \Psi_k + 2\pi i \sum_k \frac{1}{k+1} \sum_r \frac{1}{n} \left( \frac{z_i - z_j}{\tau - \tau} \right)^{k+1} \Psi_k$$
\[
\sum_k \frac{1}{k + 1} \int_A \Psi_k + 2\pi i \sum_k \frac{1}{k + 1} \sum_r R_r^{(i)} \left( \left( \frac{z_i - z_r + z_r - z_i}{\bar{t} - \tau} \right)^{k+1} \Psi_k \right) \\
= \sum_k \frac{1}{k + 1} \int_A \Psi_k \\
+ 2\pi i \sum_k \frac{1}{k + 1} \sum_{\ell: 0 \leq \ell \leq k+1} \left( \frac{k+1}{\ell} \left( \frac{z_r - z_i}{\bar{t} - \tau} \right)^{k+1-\ell} \left( \frac{1}{\bar{t} - \tau} \right)^{\ell} \sum_r R_r^{(i)} \left( \left( \frac{z_r - z_i}{\bar{t} - \tau} \right)^{\ell} \Psi_k \right) \right).
\]

Here in the last equality we have used (2.8). It follows that as operators on the almost-elliptic function \( \Psi \) one has

\[
\lim_{Y \to 0} \int_E \sum_k \frac{1}{k + 1} \Psi_k \left( \frac{z_i - z_i}{\bar{t} - \tau} \right)^k = \int_A \sum_k \frac{1}{k + 1} \Psi_k + 2\pi i \lim_{Y \to 0} \sum_k \left( \frac{z_r - z_r}{\bar{t} - \tau} \right)^{k+1} R_r^{(i)}(\Psi_k).
\]

One then expands iterated regularized integrals of almost-elliptic functions in terms of iterated \( A \)-cycle integrals and residues (see [LZ21, Lemma 3.26]). Applying the above reasoning to get rid of terms that do not contribute in the holomorphic limit, the desired claim then follows, similar to the proof of Proposition 2.11. Note that there is no term with \( J = [n] \) by the above constraint on \( J, \tau_J \), as it should be the case according to the behavior of the pole structure under residue operations. \( \square \)

**Remark A.6.** When performing the operations in Lemma A.5, we do not use \( z_n \) as the reference as in Proposition 2.11, so that the \( \mathbb{C}_n \)-symmetry among all the indices in \( [n] \) is retained. Of course the same relation holds if we do apply the referencing.

Before proceeding to give another proof of Proposition 4.5 (ii), we introduce some notations. Similar to the discussions in Appendix 4.2, for any pair \((J, \tau_J)\) in Lemma A.5, we define a map

\[
r : [n] \to [n] \cup \{0\}, \quad r(j) = \tau_j, \quad j \in J \subseteq [n], \quad r(k) = 0, \quad k \in [n] - J. \quad (A.18)
\]

It is clear that the data \((J, \tau_J)\) is equivalent to a map \( r \) in (A.18) satisfying \( j \prec r(j) \) for any \( j \in r^{-1}([n]) \). In what follows we shall not distinguish them. Denote

\[
R_r := \left( \int_{A[n]-J} R_{\tau_J}^{(i)} \right)^< = R_{r(1)}^{(1)} \cdots R_{r(2)}^{(2)} R_{r(n)}^{(n)}.
\]

Again we call the data \( r \) in (A.18) associated to \((J, \tau_J)\) in Lemma A.5 a forest, and any element in \( [n] \) a vertex. By defining an equivalence relation \( \sim \) on \([n]\) by declaring

\[
j \sim r(j), \quad j \in J,
\]

the set \([n]\) is decomposed into several disjoint subsets called trees\(^5\)

\[
[n] = \bigsqcup_{k \in r^{-1}(0)} \Gamma_k. \quad (A.20)
\]

\(^5\) The combinatorial data of \( r \) as a labeled rooted forest \( F \) is discussed in [LZ21], with the root labeled by 0. The number \( C_{J, \tau_J} \) is the quantity \( p(F) \) in [LZ21, Lemma 3.36], called tree factorial in [Kre00].
It is clear that the index set $r^{-1}(0)$ satisfies $|r^{-1}(0)| = 1$ if and only if $|r_J - J| = 1$, in which case the forest itself is a tree.

The following result Lemma A.7 relates the residue operators $R_r$ associated to trees and forests to elements in the free algebra generated by the operator variables $R_0^{(i)}$, $i \in [n]$.

**Lemma A.7.** Let the notations be as above.

(i). (Residue operator associated to a tree) Assume $2 \leq m \leq n$. Let $r = (r_1, \ldots, r_{m-1})$ be a sequence satisfying $r_a \in [m]$, $r_{m-1} = m$, $a < r_a$, for $a = 1, 2, \ldots, m-1$.

Then for any $c \in [n] \cup \{0\} - [m]$, the operator on quasi-elliptic functions

$$R_c^{(m)} \circ R_r^{[m-1]} := R_c^{(m)} \circ R_m^{(m-1)} \circ \cdots \circ R_{r_2}^{(2)} \circ R_{r_1}^{(1)}$$

is sum of nested commutators of $m$ residue operators of the form $R_c^{(a)}$, $a \in [m]$.

(ii). (Residue operator associated to a forest) The operator $R_r$ in (A.19) is a product $L_v \cdots L_1$ of $v = |r^{-1}(0)|$ factors $L_k$, $k = 1, 2, \ldots, v$, with the factors being the operators associated to the trees in the decomposition (A.20). In particular, each $L_k$ is either of the form $R_0^{(i)}$, $i \in [n]$ or a sum of nested commutators of $m_k$ such operators, where $m_k$ is the number of vertices of the tree corresponding to $L_k$.

The constructive proof of Lemma A.7 is essentially contained in [LZ21]. To prove Lemma A.7 (i), we first show the statement for operators of the form $R_c^{(b)} \prod R_r^{(i)}$ using Lemma A.1, then use induction on the height (i.e., the smallest number $h$ such that $r^h(j) = 0$) of the vertices $j \in [n]$. After that, one applies Lemma A.1 to move the residue operators $R_b^{(a)}$, $b \neq 0$ across the $R_0^{(e)}$ operators and reduce the discussions on forests in Lemma A.7 (ii) to those on trees in Lemma A.7 (i). The details are elementary but tedious, and are therefore omitted.

**Remark A.8.** We can in fact show that the operator $R_c^{(m)} \circ R_r^{[m-1]}$ in Lemma A.7 (i) and each $L_k$ in Lemma A.7 (ii), provided that the total number $m_k$ of vertices in the corresponding tree is at least 2, can be expressed as a nested commutator instead of a sum of nested commutators. A graphic rule, which is essentially given by the blackboard orientation, can be found in [LZ21, Section 3.4].

Furthermore, using Lemma A.1 one can show that the compositions of residue operators $R_r$ can be conveniently described using the gluing of labeled rooted forests in the indicated orderings. Lemma A.1 can then be interpreted as saying that the algebra generated by the residue operators $R_b^{(a)}$, $a \in [n]$, $b \in [n] \cup \{0\}$ is acted on by the underlying operad of labeled rooted forests.

**Another proof of Proposition 4.5 (ii).** Consider the average of (A.17) over $\sigma \in \mathfrak{S}_n$. Observe that $C_{J, r, J}$ is independent of the ordering of elements in the underlying set of

---

6 Namely, it is a homogeneous Lie element in the free Lie algebra generated by the set of operator variables $R_0^{(a)}$, $a \in [n]$. 

---
\( J \cup \tau_J \), as can be seen from its expression. Thanks to this property, to prove the desired statement Proposition 4.5 (ii) it is enough to show that

\[
\sum_{\sigma \in \mathfrak{S}_n} R_{\sigma(r)} = 0, \quad \text{if} \quad r^{-1}(\{n\}) \neq \emptyset. \tag{A.21}
\]

Here as in (A.13) and (A.15), we have \( R_{\sigma(r)} = R_{\sigma([n-1])} \), \( \sigma(r) = \sigma \circ r \circ \sigma^{-1} \) with the convention \( \sigma(0) = 0 \).

For any such \( r \), applying Lemma A.7 (ii) we obtain a decomposition \( R_r = L_v \cdots L_1 \).

The constraint on \( r \) in Lemma A.5 implies that the number \( v = |r^{-1}(0)| \) of trees in the decomposition (A.20) satisfies \( v \leq n - 1 \). This tells that there is at least a factor above, say \( L_* \), such that the number \( m \) of vertices of the corresponding tree \( T \) is at least 2. Therefore, \( L_* \) is a sum of \( m \)-nested commutators. Denote the set of vertices of the tree \( T \) by \( V \). The summation over \( \mathfrak{S}_n \) can be organized into a multi-summation similar to (A.16): over the choices for the underlying set of \( V \), over the orderings of elements in the underlying set of \( V \), and over the orderings of the rest of the elements in \( \{1, 2, \cdots, n\} \).

Now to prove (A.21) it suffices to show that

\[
\sum_{\sigma \in \mathfrak{S}_n(V)} \sigma(L_*) = 0, \tag{A.22}
\]

where \( \sigma(L_*) \) is the operator obtained by permuting the indices of the \( m \)-nested residue operators in \( L_* \) using \( \sigma \) from the permutation group \( \mathfrak{S}_n(V) \).

Let \( K \) be any \( m \)-nested commutator summand of \( L_* \). Consider the upper-indices, say \( a_1, a_2 \), of an inner-most commutator of \( K \). The summation \( \sum_{\sigma \in \mathfrak{S}_n(V)} \sigma(K) \) above is a multi-summation, with one of them being the sum over the permutation group of \( \{a_1, a_2\} \). The result is therefore zero by the anti-symmetry of the nested commutator \( K \) in \( a_1, a_2 \). By linearity, this then implies (A.22). The proof is now complete. \( \square \)
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