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ABSTRACT

Most of the existing handcrafted and learning-based local descriptors are still at best approximately invariant to affine image transformations, often disregarding deformable surfaces. In this paper, we take one step further by proposing a new approach to compute descriptors from RGB-D images (where RGB refers to the pixel color brightness and D stands for depth information) that are invariant to isometric non-rigid deformations, as well as to scale changes and rotation. Our proposed description strategies are grounded on the key idea of learning feature representations on undistorted local image patches using surface geodesics. We design two complementary local descriptors strategies to compute geodesic-aware features efficiently: one efficient binary descriptor based on handcrafted binary tests (named GeoBit), and one learning-based descriptor (GeoPatch) with convolutional neural networks (CNNs) to compute features. In different experiments using real and publicly available RGB-D data benchmarks, they consistently outperform state-of-the-art handcrafted and learning-based image and RGB-D descriptors in matching scores, as well as in object retrieval and non-rigid surface tracking experiments, with comparable processing times. We also provide to the community a new dataset with accurate matching annotations of RGB-D images of different objects (shirts, cloths, paintings, bags), subjected to strong non-rigid deformations, for evaluation benchmark of deformable surface correspondence algorithms.
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1. Introduction

Finding accurate correspondences between images plays a key role in the development of solutions for a wide range of computer vision problems. Descriptors are meant to provide distinguished representations to characterize visual information from the world ubiquitously and relate images taken from different locations, illuminations, and perspectives. Over the past few decades, the computer vision community has witnessed the rise of handcrafted (Lowe, 2004; Tola et al., 2010; Rublee et al., 2011; Calonder et al., 2012) and learning-based local descriptors (Yi et al., 2016; Vassileios Balntas and Mikolajczyk, 2016; Tian et al., 2017; Mishchuk et al., 2017; Ebel et al., 2019) for image correspondence. Despite remarkable advances in describing local patches in images, their full integration in solutions for real-world applications still faces several challenges. For instance, while visually recognizing or tracking objects, we need to deal with severe conditions as partial view occlusions, rotations, and illumination changes, but also with the challenging condition of non-rigid surface deformations.
Different local feature descriptors for intensity images (Lowe, 2004; Tola et al., 2010; Rublee et al., 2011; Calonder et al., 2012) have been proposed since images usually contain a rich source of information from the scenes and objects’ characteristics. Even though image-based methods tend to exploit much of the rich information engraved in images wisely, these techniques are restricted to 2D data. Thus, the performance of texture-based descriptors tends to further degrade when non-rigid deformations arise in the scene. Moreover, scale and rotation invariance in these descriptors are usually achieved by an a priori estimation of the scale and orientation parameters, which is often noisy and ambiguous. Geometric information such as depth images, for its turn, is becoming increasingly popular for computing distinctive feature descriptors. Geometric features are less sensitive to the lack of texture and allow complementary description of features on surfaces. Multimodal approaches (Zaharescu et al., 2009; Tombari et al., 2011; Nascimento et al., 2012a,b) have shown that the integration of both the rich texture information from intensity images with geometry cues from depth maps can improve the description of sparse keypoints.

Despite the successful use of the methods as mentioned earlier on several problems, they are approximately invariant to affine transformations and local illumination changes. When strong affine or non-rigid deformations arise in the image, their performance might drastically decrease. Since in real-world applications, objects may assume different forms when being bent or folded, other types of transformations are worth considering. Isometry, for instance, is a non-rigid transformation that usually appears in the world around us. An isometric deformation is a length-preserving mapping, where the geodesic distance does not change in the manifold after deforming the surface. Fig. 1 illustrates the isometric deformation and the geodesic invariance concepts applied in the context of local visual feature extraction. Several real-world objects are affected by non-rigid isometric deformations, i.e., surfaces or objects that can bend and resist stretching (and contractions). Typical examples are cloth, material surfaces as paper and articulated objects. In order to unambiguously and reliably represent and describe these objects, we need to compute invariant features of the object’s under these non-rigid deformations. Therefore, non-rigid tracking and reconstruction (Bozic et al., 2020) are tasks that can directly profit from methods that robustly handle correspondences of surfaces under deformation.

Some existing keypoint description approaches approximate geometric intrinsic cues solely from image intensity, such as done in DaLI descriptor (Moreno-Noguer, 2011), however they suffer from high computational costs and loss of distinctiveness in exchange for its robustness to deformations. Similarly, geometric-aware methods that disregard the non-rigid nature of objects like BRAND (Nascimento et al., 2012a), are also greatly penalized when deformation arises in the scene, as can be observed in our experimental section. In this paper, we take a step towards local feature extraction invariance to non-rigid deformations in RGB-D images. In the experiments, we employed our descriptors to track and retrieve objects demonstrating its effectiveness in handling strong isometric deformations beyond different scales and rotations. The main contributions of this paper can be summarized as follows: i) We extend the binary descriptor GeoBit, previously introduced by Nascimento et al. (2019), by incorporating a more efficient strategy for estimating geodesic distances around a keypoint and demonstrate the improvement in the feature representation; ii) We propose a new learning-based descriptor, called GeoPatch, that outperforms other methods in accuracy and is competitive in terms of processing time.

We show how to leverage the equivariance rotation property of the polar sampling for training a network to attain rotation invariance without explicitly learning any additional task; iii) We also provide to the community a new RGB-D benchmark comprising 11 real-world objects and a large simulated dataset of RGB-D images. All real-world objects, captured with Kinect™, versions 1 and 2, were subjected to a variety of non-rigid deformations, with ground-truth matches obtained by manual annotation and an accurate motion capture system. Dense set of keypoints with correspondence is provided for all sequences by a thin-plate-spline deformation model. The implementation of our descriptor and simulation framework will be released, allowing the creation of new datasets and encouraging future research in developing invariant descriptors.

2. Related Work

Extracting descriptors from images usually provide rich information on the object features, while geometric images, produced by 3D sensors, are less sensitive to lighting conditions. Two representative approaches to images are SIFT (Lowe, 2004) and SURF (Bay et al., 2008) descriptors. These descriptors first extract features using local gradients and then estimate a dominant orientation of the keypoint’s neighborhood to provide invariance to rotation transformations. Inspired by the idea of Local Binary Patterns (LBP) (Ojala et al., 1996), the use of binary strings to assembly the feature vector has become popular, and several binary descriptors such as BRIEF (Calonder et al., 2012), ORB (Rublee et al., 2011), and BRISK (Leutenegger et al., 2011) have been proposed. As advantage, binary strings bring small computational cost and reduced storage requirements. Although being able to obtain invariance to affine transformations, these image-based descriptors are limited to rigid scenes.

One of the enduring grand challenges in shape analysis is to extract properties that preserve the intrinsic geometry of shapes. Geodesic distance is a well known intrinsic property as far as isometric transformations are concerned. The intrinsic shape context (ISC) (Kokkinos et al., 2012) descriptor is based on properties of the geodesic distance. Shamai and Kimmel (2017) proposed and evaluated a new basis for geodesic distance representation. The authors also showed how to approximate the geodesic distance efficiently. Despite advances achieved by these works, their technique is most suitable to 2D shapes only. In the same direction, BRISKS (Guan and Smith, 2017), a geodesic-aware BRISK descriptor targeted to spherical images is proposed. Similarly, SPHORB (Zhao et al., 2015) presents a binary descriptor based on ORB for spherical images. Both BRISKS and SPHORB, however, are designed to tackle solely 2-sphere manifolds, different from our descriptors that consider general and dynamic isometric image deformations.
A few studies have addressed resolving the problem of matching image keypoints on deformable surfaces. A representative approach that faces this problem includes the Deformation and Light Invariant (DaLI) (Simo-Serra et al., 2015a) descriptor. The authors proposed a new framework to use kernels based on diffusion geometry on 2D local patches. DaLI was designed to handle non-rigid image deformations and illumination changes. Despite remarkable advances in extracting features invariant to non-rigid image deformations, we show in our experiments that our approach outperforms DaLI in both quantitative metrics and computational effort in several experiments.

The use of multiple cues, such as texture and geometric features, has shown to be an effective approach to improve the solution of several computer vision tasks such as semantic segmentation (Lin and Huang, 2020; Nakajima et al., 2019), mapping (Martins et al., 2016; Cavallari et al., 2020), and the matching quality as well as to increase the discrimination power of feature vectors. Martins et al. (2016) exploited the complementary properties of color and depth information encoded on RGB-D images to improve the convergence of direct (appearance-based) RGB-D registration. Another descriptor that uses both depth and texture is MeshHOG (Zaharescu et al., 2009). The authors used a texture extracted from 3D models to create scalar functions defined over a 2D manifold. CSHOT (Tombari et al., 2011) exploits both texture and geometric features to create a local descriptor. Nascimento et al. (2012a, 2013) presented BRAND, a lightweight local descriptor that encodes information as a binary string embedding geometric and texture cues and provides rotation and scale invariance. The fusion of depth and visual data was also exploited by Yu et al. (2018) to compute perspective invariant feature patches. Detectors of keypoint making use of both visual and geometrical information also have been proposed. Vasconcelos et al. (2017) presented KVD, a keypoint detector that applies a decision tree to fuse depth and RGB data and enable their approach to work in the absence of visual data.

The previously mentioned works are carefully handcrafted designed methods for feature extraction, which was the norm until recently, except for some hybrid methods that involved some learning and optimization strategy (Winder and Brown, 2007; Brown et al., 2010). The advent of deep learning has changed this scenario. Recent works based on convolutional networks showed the potential of learning descriptors from RGB images in an end-to-end manner (Vassileios Balntas and Mikołajczyk, 2016; Simo-Serra et al., 2015b; Zeng et al., 2017; Wang et al., 2019b). Remarkable examples are LIFT (Yi et al., 2016), SuperPoint (DeTone et al., 2018), and LF-Net (Ono et al., 2018), where both the detection and description of keypoints are learned from data. Although these methods provide good results in images similar to the training set domain, when more general scenes arise, their performance tends to decrease. The authors of R2D2 (Revaud et al., 2019) claim that some keypoints can be very salient but not so discriminative, and propose to jointly train a detector and descriptor based on the idea of predicting the distinctiveness of the detected keypoints, leading to a reliable keypoint detection that can be described confidently. The authors of Key.Net (Laguna et al., 2019) observed that using both handcrafted and learned CNN filters could outperform purely learned methods, since the handcrafted features can provide anchor filters, decreasing the complexity of the network, thus, increasing generalization. Following this direction, Ebel et al. (2019) demonstrated that training a CNN in a polar sampled patch can provide state-of-the-art results. Learned binary descriptors such as UDBD (Wu et al., 2020) demonstrate that it is possible to learn transformation-invariant binary codes from image patches for improved matching and retrieval.

3. Methodology

In this section, we describe the extraction of isometric-invariant visual features from RGB-D images. Our approach efficiently computes isometric invariant image patches from noisy RGB-D data by modeling the surface as a smooth 2D manifold and then estimating geodesic isocurves. Our strategy comprises two main steps: firstly, the geodesic distance computed from depth maps provides an isometric invariant mapping function \( f(\cdot) \). This mapping function returns the pixel location and retains invariance over deformations (as illustrated in the example shown in Fig. 2); secondly, pixel intensities in images are used to extract distinctive features that will compose the descriptor feature vector \( d_f \).

We consider as input: a list of detected keypoints \( \mathcal{K} \in \mathbb{R}^{1 \times 2} \); an estimate of the intrinsic camera matrix \( \mathbf{K} \in \mathbb{R}^{3 \times 3} \) and an RGB-D image encoding pixel color brightness and depth information \( \mathcal{I} = (I, D) \), composed of a grayscale image \( I \in [0, 1]^{H \times W} \) as pixel intensities and \( D \in \mathbb{R}^{H \times W} \) as depth information. Thus, for each pixel \( \mathbf{p} \in \mathbb{R}^2 \) in Cartesian coordinates, \( I(\mathbf{p}) \) provides the pixel intensity and \( D(\mathbf{p}) \) the respective depth.

Please notice that the list of the detected keypoints \( l \) can be computed with any existing keypoint detection algorithm, such as SIFT (Lowe, 2004), ORB (Rublee et al., 2011) or even the Harris corner detector (Harris and Stephens, 1988). In the experimental section, we opt to use SIFT as the standard keypoint detector following the results and discussion in (Jin et al., 2021), where SIFT keypoints provided competitive results for the downstream tasks of structure-from-motion and wide-baseline pairwise camera pose estimation.

3.1. Geodesic Mapping Function

To obtain invariance to isometric non-rigid deformations in image space, we need a mapping function \( f(\cdot) \) that relates a physical point on the 3D surface to its correct projected pixel onto the image. Therefore, we propose to use geodesic isocurves defined in the manifold, to obtain invariance to isometric deformations of the surface. Once the geodesic curves around a keypoint are computed in the manifold as depicted in Figure 1, one can sample 3D points from the surface that are geoedesically equidistant from the center of the keypoints. This sampling strategy is by construction invariant to isometric deformations. After sampling points in the surface, we proceed to use the pinhole camera model to reproject the sampled 3D points to the image, attaining invariance to isometric deformations in image space.

One possible approach to compute geodesic isocurves in the manifold is to use the Heatflow strategy (Crane et al., 2013;
The geodesic path is incrementally created by applying a specific known direction on the manifold, we only need to find edge intersections and perform vector rotations in one direction, leading to a number of computations proportional to the size of the support region. This procedure is simpler and more efficient than Fast Marching. Thus, let $v_i$ be the coordinate system center. Each 3D ray vector $u_i$ constructed from its respective angular bin $\theta_i$ is shot outward the center, and a geodesic path is created considering the initial direction of each bin. The initial directions lie on the plane of their respective faces, bounded by one-ring distant faces. Then, we compute the intersection of the direction and the next triangle edge. In order to continue the path, we rotate the direction $u_i$ of the ray assuring that whenever the next face is unfolded to have the same normal as the current face, the result is a straight line between the triangles. We call this step unfolding and it is illustrated in Fig. 3. Each sampled 3D point $\mathbf{p}_{ij}$ along the geodesic path is projected onto the RGB image coordinates using the perspective projection function $\pi$.

The Algorithm 1 shows the steps to construct the geodesic image patch. The perspective projection function $\pi$ returns the pixel coordinates $\tilde{\mathbf{p}}_{ij}$ in image space that are used to obtain the scalar values from the intensity image. The intensity values are obtained via bilinear interpolation on the unit square:

$$I(\tilde{\mathbf{p}}_{ij}) = \begin{bmatrix} 1 - x & x \\ \tilde{I}(0,0) & \tilde{I}(0,1) \end{bmatrix} \begin{bmatrix} 1 - y \\ \tilde{I}(1,0) & \tilde{I}(1,1) \end{bmatrix}.$$ (1)

where $x$ and $y$ are the decimal parts of the projected point $\tilde{\mathbf{p}}_{ij}$ and $\tilde{I}$ gives the known intensity values in the image $I$ corrected by the offset that brings the integer coordinates of $\tilde{\mathbf{p}}_{ij}$ to the origin.

Given the current triangle of the walking step $t_{current} = (v_a, v_b, v_c)$, and the triangle normal $\mathbf{n}$, all obtained using the mesh data and current walking intersection point $\mathbf{c}_{current}$, the intersect routine calculates the next intersection point of an edge, given the walking direction with the line-plane intersection:

$$\mathbf{c}_{next} = \mathbf{c}_{current} + d \mathbf{u},$$

$$d = \frac{(\mathbf{v}_{out} - \mathbf{c}_{current}) \cdot \mathbf{n}_{p}}{\mathbf{u} \cdot \mathbf{n}_{p}}.$$ (2)

$d$ is the positive solution to the line-plane intersection, $\mathbf{n}_{p} = \mathbf{n} \times \mathbf{c}_{out}$ is the normal of the plane defined by the triangle normal.
where it crosses an edge: the geodesic patch kept the features accordingly to the projection function $\pi$. Conversely, the geodesic patch is compared to the classic Cartesian sampling approach. One can see that the rectified patch using a classic geodesic patch is compared to the classic Cartesian sampling pattern, we store the isocurve $l$ and the rotation $\sigma$ w.r.t. the patch orientation of two points.

Since both GeoBit and GeoPatch encode pixel locations using the geodesic distance, the visual pattern remains invariant in the presence of isometric deformations of the surface.

**Binary feature extraction (GeoBit).** The GeoBit descriptor exploits visual and geometrical information to encode deformation-invariant features into a binary vector.

After computing the geodesic patch of the keypoint’s neighborhood, we compute the visual features based on a predefined set of binary intensity tests over the polar coordinates. Thus, we select a set of pairs of pixels from patch $P$ to create a gradient field to extract the visual pattern. Given an image keypoint $k \in \mathcal{K}$, we extract the rectified geodesic patch $P_{\alpha}$ centered at $k$ as discussed in Section 3.1. We then sample pixel pairs around the keypoint $k$ using a fixed pattern with locations given by a distribution. We store, for each point in the pattern, the isocurve $l$ at the point, and the rotation angle $\sigma$ w.r.t. the patch orientation, as illustrated in Fig. 4 with two test pairs of points lying onto the isocurves. We can then build the set $S = \{(x_i, y_i), i = 1, \ldots, n\}$, as the fixed set of sampled pairs from $P$, where $x_i$ and $y_i$ encode the isocurve $l$ and angle $\sigma$ of the $i$-th pixel of the binary test pair, i.e., $x_i = (\alpha_i, l)^T$. The extracted descriptor from the patch $P$ associated with the keypoint $k$ is then represented as the binary string:

$$d_f = \sum_{i=1}^{n} 2^{-i} [P(x_i) < P(y_i)],$$

where $P(x_i)$ returns the pixel intensity in the polar coordinates $x_i$, and $[\cdot]$ is the Iverson bracket that returns 1 if the predicate $t$ is true and 0 otherwise. The comparison in the bracket captures gradient changes in the keypoint neighborhood.

Similar to DaLI descriptor, in GeoBit, the invariance to rotation is achieved by rotating the tests’ set in polar coordinates $S_{\theta} = \{(T_{\theta}(x_i), T_{\theta}(y_i))|(x_i, y_i) \in S\}$ after transforming all tests $S$ in the first axis $\theta$ by a horizontal shift $T_{\theta}$.

Therefore for each keypoint we compute a set of candidate descriptors (we used 16 candidates in our experiments) with different orientations by rotating the coordinates of the pattern points in set $S$ using discretized rotations uniformly sampled from $[0, 2\pi]$, i.e., adding $\theta_n = \pi/8, n \in \{0, \ldots, 15\}$ to the first coordinate $T_{\theta_n}(x_i) = (\alpha_i + \theta_n, l)$.

In the matching step, we select the feature vector with an orientation that results in the smallest hamming distance between

---

**Algorithm 1: Geodesic Mapping Function $f(\cdot)$**

```plaintext
BuildPatch ($\mathcal{M}, I, v_k, m, n, \sigma, \pi$)
inputs: Mesh $\mathcal{M}$; image $I$; keypoint vertex $v_k$; the number of angular and radial bins $m, n$; sampling distance $\sigma$ and perspective projection function $\pi$.
output: The constructed $P_{\alpha, \pi}$ patch.

$U \leftarrow \text{sampleDirs}(\mathcal{M}, v_k, m)$;
foreach $\text{Direction} u_i \in U$ do
    $r_{\text{max}} \leftarrow 0$;
    $C \leftarrow \{v_k\}$; /* Intersection set */
    $c_{\text{current}} \leftarrow v_k$;
    while $r_{\text{max}} < n\sigma$ do
        $c_{\text{next}} \leftarrow \text{intersect}(\mathcal{M}, c_{\text{current}}, u_i)$;
        $u_i \leftarrow \text{unfold}(\mathcal{M}, c_{\text{next}}, u_i)$;
        $C \leftarrow C \cup \{c_{\text{next}}\}$;
        $r_{\text{max}} \leftarrow ||c_{\text{next}} - c_{\text{current}}||_2$;
        $c_{\text{current}} \leftarrow c_{\text{next}}$;
    $G \leftarrow \{\}$; /* Geodesic paths */
    $G \leftarrow \text{sampleEquidistant}(C, n, \sigma)$;
    foreach $\text{Sampled 3D point} p_j \in G$ do
        $\tilde{p}_j \sim \pi(p_j)$;
        $P_{[i,j]} \leftarrow I(\tilde{p}_j)$;
    return $P$;
```

---

3.2 Geodesic-Aware Feature Extraction

After mapping pixels locations from a deformable surface to a rectified image patch $P$ using the mapping function $f$, we proceed to extract the visual features $d_f$. The key idea in this strategy is mapping each pixel’s location, preserving the intrinsic geometry of the surface, and further analyzing the vicinity of the keypoint. We present two novel efficient geodesic-aware descriptors. The first, called GeoBit, is a binary descriptor that encodes deformation-invariant features using a vector of binary tests and the second method, named GeoPatch, is based on learning the feature extraction with a shallow convolutional neural network.
two compared keypoints. This strategy has shown better performance when compared to calculating the canonical orientation for each keypoint using gradient-based approaches, mainly because non-rigid deformations around the keypoints introduce additional noise in the orientation estimation.

The GeoBit implementation has a dimension of 512 bits for each computed orientation, and 16 possible orientations, resulting in a memory footprint of 1,024 bytes. The direction changes of gradients around the keypoint are computed using image intensity comparison tests, which have small memory storage requirements and can be matched very efficiently in modern CPUs by leveraging vectorized low-level instructions.

**Geodesic-Guided Feature Learning (GeoPatch).** Despite sharing the mapping function for localizing pixels, GeoPatch differs from GeoBit in how the visual features are extracted from the resulting sampled pixel intensities. While GeoBit is based on a fixed pattern that indicates which pixels will be evaluated by pairwise intensity tests, GeoPatch uses a convolutional neural network approach, which has achieved state-of-the-art performance in feature extraction, on the resulting sampled intensities mapped to a regular grid, enabling efficient extraction of distinctive and invariant patterns.

A 128-dimensional floating-point feature vector \( \mathbf{d}_f \) for an image patch \( \mathbf{P} \) is computed by forward-propagation of the rectified patch \( \mathbf{P} \) in the network \( \mathbf{G} \), i.e., \( \mathbf{d}_f = \mathbf{G}(\mathbf{P}) \). We adopted a variation of a shallow convolutional architecture from Vasileios Balntas and Mikolajczyk (2016) to build \( \mathbf{G} \). Fig. 5 shows the geodesic patch estimation and the network architecture. Although in this work, we chose a compact network that provides performance and generalization, deeper and more complex networks can be employed as well. GeoPatch demonstrates that we can efficiently use a classic ConvNet to handle a non-Euclidean geometric task. By using the proposed geodesic image patch to feed a compact ConvNet, we do not overwhelm the network to handle many different image transformations, which inadvertently leads to overfitting. Moreover, we take advantage of the network’s powerful ability to learn feature maps that can be used to extract a compact but distinctive descriptor.

The network \( \mathbf{G} \) is trained using \( N \) triplets of patches \( (\mathbf{a}^{(i)}, \mathbf{p}^{(i)}, \mathbf{n}^{(i)}) \), where \( \mathbf{a} \) is an anchor patch, \( \mathbf{p} \) is a positive corresponding patch (a projection of the same keypoint in different views), and \( \mathbf{n} \) is a non-matching (negative) patch of the keypoint. The triplets are built by sampling indices of patches from a uniform distribution, considering a training dataset with annotated image matches. We use the margin ranking loss function with an anchor swap to train the network. The margin ranking loss with anchor swap considers the \( L_2 \) distance \( \delta \) between the computed descriptors after a mini-batch forward pass:

\[
\mathcal{L}(\delta_+, \delta_-) = \frac{1}{N} \sum_{i=1}^{N} \max(0, \mu + \delta_+ - \delta_-),
\]

where \( \delta_+ = \min(\|\mathbf{G}(\mathbf{p}) - \mathbf{G}(\mathbf{n})\|_2, \|\mathbf{G}(\mathbf{a}) - \mathbf{G}(\mathbf{n})\|_2) \) is the hardest negative distance in the triplet, since there is two possible negative distances (while there is only one possible positive distance), and \( \delta_- = \|\mathbf{G}(\mathbf{p}) - \mathbf{G}(\mathbf{a})\|_2 \) is the distance between the positive and anchor patches. Finally, \( \mu \) is a positive scalar encoding the margin’s length. By using the hardest negative distance in the triplet, the gradient updates are larger, which means that the network is learning more with little computation overhead since no extra forward passes are needed, and the three possible distance computations in the triplet are negligible. When minimizing the margin ranking loss, the network seeks to bring closer matching patches in the descriptor space, while it tries to push out non-matching ones of the hypersphere defined by the margin \( \mu \).

The triple siamese network architecture used during training is detailed in Fig. 5.

Our network implementation employs circular padding in the horizontal axis before all convolution layers to take advantage of the circularity of the polar grid sampling in the patch construction. Due to the equivariance property of the polar sampling, rotations in the polar space are converted to horizontal shifts in the sampled patches. In this context, the max-pooling operations provide invariance to small translations in the patches, i.e., to rotations of up to 4 pixels in the image, since there are two \( 2 \times 2 \) max pooling operations. To achieve invariance to rotation, we perform max pooling in the horizontal axis of the tensor (angle axis in geodesic patch) before the fully-connected layer. We also tested to augment the data by applying horizontal shifts to the patches during training, however, the first method works slightly better according to our experiments.

In the last layer of the network, the convolutional filters are flattened and forwarded to a fully connected layer with linear activation function, projecting the features to a 128 dimensional space, which are then \( L_2 \) normalized to produce the final descriptor feature vector \( \mathbf{d}_f \).

4. Experiments

We evaluate GeoBit and GeoPatch with both simulated and real data and compare the results against different descriptors. The simulated datasets provide a tractable but realistic set up to test specific behavior of the descriptors, while the real data demonstrate the applicability of the approach on real scenarios.
4.1. RGB-D Non-Rigid Datasets

In this section, we introduce a benchmark composed of two datasets of real-world objects acquired with two different RGB-D sensors, and an additional simulated dataset with thousands of RGB-D images of deforming objects.

Real-World Data. To evaluate the matching capability of our descriptor on real-world images, we built a new dataset of deforming objects comprising 11 deformable objects, which are split into two sets considering the sensor used and the annotation method, as shown in Fig. 6. The RGB-D images were captured with Kinect™, versions 1 and 2. In the sequences acquired with Kinect 1, the images have resolution of 640 × 480 pixels, and image correspondences of a set of landmarks were manually annotated. In the Kinect 2 sequences, the images were acquired at resolution 1,920 × 1,080 with and flat reflective markers tightly fixed behind the objects’ surfaces, determining the position of the landmarks. The correspondences were obtained with a high precision motion capture system (OptiTrack™).

We developed a refined deformation model between each image pair that can be used to establish dense correspondences of detected keypoints reliably. For this purpose, it is employed a thin-plate-spline (TPS) (Bartoli et al., 2010) deformation model between image frames. Since the TPS model, in general, tends to have larger errors in regions far from the control points, a coarse deformation model is estimated through the sparse set of annotated correspondences, i.e., the landmarks’ location, which will be close to global optima with respect to the Structure Similarity (SSIM) metric. The control points are densified by regularly sampling points in the source image and the deformation model parameters are then photometrically optimized via gradient descent, resulting in a refined warping model.

We also performed experiments with the public dataset DeSurT (Wang et al., 2019a), which contains challenging RGB-D sequences of deforming objects. Several objects from DeSurT exhibit textureless and repetitive textures, posing challenges to all local descriptors, complementing our datasets in these aspects. The pixels with annotated correspondences are used as landmarks to compute the TPS model for the DeSurT dataset.

4.2. Implementation Details

Similar to classic RGB descriptors, the main parameter of our descriptors is the size of the support region around a keypoint defined by the isocurve thickness. By testing a set of empirically chosen values for all descriptors on the Bag1 dataset, we experimentally found that using a support region of 75 millimeters for the geodesic patch, and keypoint radius of 15 pixels for the RGB descriptors, produce slightly better recognition rates for all methods. The support region size is fixed in all experiments.

Depth preprocessing. In our pipeline, we apply a preprocessing step that denoises the depth values and fill missing data when possible. Therefore, we implement a multi-resolution strategy. First, we sub-sample the depth employing a smoothing pyramid of depth two, as it demonstrated to have the best trade-off between denoising and resolution in our experiments. To fill the holes, we first segment the depth image and detect blob regions where there is missing data. Then, we use the Inverse Distance Weighting interpolation by considering the known depth values around the blobs to fill the missing data. When the blob perimeter is larger than 400 pixels, we skip it since there are too many missing values to fill. Finally, we connect the neighboring pixels in the depth image to construct a triangular mesh, which is very fast and provides a mesh of sufficient quality for the geodesic distance estimation steps.

Synthetic Data. We used a physics simulation of cloth to create arbitrary non-rigid isometric deformations with ground-truth correspondences. Considering a grid of particles having mass and a 3D position, Newton’s second law is applied in conjunction with Verlet integration, to act over the particles’ position. A constraint satisfaction optimization step is performed over all particles to enforce constant distance of neighboring particles, thus keeping the deformation isometric. The details of the physics simulation are described in the Supplementary material.

The texture is applied onto the mesh generated by the grid and rendered with diffuse illumination as the cloth moves (which causes non-linear illumination changes). We project the grid of particles onto the image and use the Harris corner score to retain approximately the 100 best corner-like features. These 100 points are used as landmarks to compute the TPS model. For each simulation, we use random inputs for the simulation parameters, including wind force, wind direction, illumination strength, illumination position, and Gaussian noise in the image pixels, ensuring different outcomes in every run, resulting in realistic images and rich deformations. To obtain plausible textures for the simulations, we built a broad set of images by merging several Structure-from-Motion image collections (Wilson and Snavely, 2014). We ran the simulation with different parameters and grabbed 30 snapshots, generating a set of 30 RGB-D images with ground-truth correspondences for each input texture.
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Table 1: Comparison with state of the art. Our descriptors are able to provide higher matching scores in the sequences from our dataset and the DeSurT dataset. Best in bold, second-best in italic.

| Dataset | Object (# pairs) | BRAND | DAISY | DaLI | FREAK | Log-Polar | ORB | TFeat | GeoBit | GeoPatch |
|---------|-----------------|-------|-------|------|-------|-----------|-----|-------|--------|----------|
| Shirts1 (18) | 0.24 | 0.30 | 0.35 | 0.33 | 0.36 | 0.25 | 0.32 | 0.44 | 0.43 |
| Blankets1 (15) | 0.15 | 0.25 | 0.28 | 0.22 | 0.29 | 0.20 | 0.26 | 0.34 | 0.33 |
| Shirts3 (17) | 0.21 | 0.27 | 0.28 | 0.28 | 0.30 | 0.22 | 0.27 | 0.35 | 0.34 |
| Can1 (6) | 0.07 | 0.09 | 0.06 | 0.07 | 0.16 | 0.05 | 0.13 | 0.18 | 0.16 |
| Bag1 (4) | 0.12 | 0.08 | 0.15 | 0.10 | 0.16 | 0.10 | 0.16 | 0.30 | 0.28 |
| Shirt4 (14) | 0.17 | 0.26 | 0.25 | 0.26 | 0.30 | 0.20 | 0.26 | 0.34 | 0.34 |
| doramaar_1 (29) | 0.28 | 0.35 | 0.41 | 0.41 | 0.35 | 0.34 | 0.35 | 0.40 | 0.42 |
| toucan_m (29) | 0.26 | 0.33 | 0.38 | 0.36 | 0.32 | 0.28 | 0.30 | 0.31 | 0.35 |
| blueflower_1 (29) | 0.27 | 0.29 | 0.37 | 0.36 | 0.30 | 0.24 | 0.27 | 0.38 | 0.39 |
| blueflower_h (29) | 0.20 | 0.28 | 0.37 | 0.30 | 0.30 | 0.24 | 0.27 | 0.36 | 0.36 |
| toucan_h (29) | 0.24 | 0.31 | 0.35 | 0.34 | 0.33 | 0.26 | 0.29 | 0.28 | 0.33 |
| redflower_h (29) | 0.12 | 0.12 | 0.17 | 0.16 | 0.13 | 0.11 | 0.12 | 0.19 | 0.19 |
| blueflower_m (29) | 0.19 | 0.27 | 0.35 | 0.30 | 0.30 | 0.23 | 0.26 | 0.36 | 0.37 |
| toucan_l (29) | 0.26 | 0.35 | 0.37 | 0.38 | 0.36 | 0.29 | 0.34 | 0.29 | 0.35 |
| lascaux_l (29) | 0.33 | 0.46 | 0.52 | 0.53 | 0.48 | 0.44 | 0.47 | 0.55 | 0.56 |
| redflower_m (29) | 0.14 | 0.18 | 0.24 | 0.21 | 0.19 | 0.15 | 0.18 | 0.27 | 0.28 |
| redflower_l (29) | 0.18 | 0.21 | 0.29 | 0.25 | 0.22 | 0.18 | 0.20 | 0.30 | 0.31 |
| DeSurT | | | | | | | | | |
| Brick (29) | 0.20 | 0.16 | 0.31 | 0.22 | 0.28 | 0.25 | 0.26 | 0.31 | 0.32 |
| Campus (29) | 0.16 | 0.22 | 0.30 | 0.17 | 0.28 | 0.21 | 0.25 | 0.28 | 0.32 |
| Sunset (29) | 0.08 | 0.12 | 0.11 | 0.13 | 0.15 | 0.11 | 0.12 | 0.12 | 0.15 |
| Cushion1 (29) | 0.11 | 0.17 | 0.15 | 0.14 | 0.20 | 0.13 | 0.18 | 0.21 | 0.23 |
| Scene (29) | 0.21 | 0.19 | 0.29 | 0.20 | 0.28 | 0.23 | 0.27 | 0.29 | 0.32 |
| Cushion2 (29) | 0.07 | 0.06 | 0.07 | 0.08 | 0.09 | 0.06 | 0.07 | 0.11 | 0.09 |
| Cobble (29) | 0.16 | 0.09 | 0.21 | 0.15 | 0.24 | 0.21 | 0.22 | 0.26 | 0.28 |
| Newspaper2 (29) | 0.15 | 0.20 | 0.21 | 0.18 | 0.24 | 0.17 | 0.21 | 0.24 | 0.26 |
| Newspaper1 (29) | 0.16 | 0.23 | 0.27 | 0.19 | 0.32 | 0.24 | 0.28 | 0.32 | 0.34 |
| Simulation | | | | | | | | | |
| Kanagawa_rot (18) | 0.06 | 0.22 | 0.13 | 0.21 | 0.12 | 0.19 | 0.27 | 0.31 | 0.35 |
| Lascaux_rot (18) | 0.08 | 0.36 | 0.26 | 0.31 | 0.18 | 0.33 | 0.38 | 0.44 | 0.47 |
| Kanagawa_scale (3) | 0.02 | 0.11 | 0.01 | 0.06 | 0.35 | 0.04 | 0.33 | 0.45 | 0.46 |
| Chambre_scale (3) | 0.02 | 0.06 | 0.01 | 0.03 | 0.17 | 0.03 | 0.16 | 0.23 | 0.24 |
| Chambre_rot (18) | 0.06 | 0.25 | 0.20 | 0.18 | 0.15 | 0.20 | 0.26 | 0.29 | 0.34 |
| Lascaux_scale (3) | 0.02 | 0.10 | 0.02 | 0.08 | 0.35 | 0.06 | 0.33 | 0.43 | 0.45 |

**Mean** | 0.15 | 0.22 | 0.24 | 0.23 | 0.26 | 0.20 | 0.25 | 0.31 | 0.33 |

**Binary Tests Distribution for GeoBit.** GeoBit performs binary tests in the neighborhood around the keypoint. These tests are based on a set of pixels selected by a distribution function. As demonstrated in Nascimento et al. (2019), by considering: i) An isotropic Gaussian distribution $N(0, \frac{1}{10^8})$; and ii) a uniform distribution, where they randomly selected 1,024 different angles and isocurves, the Gaussian distribution yields a slight improvement in performance. Thus, we employ the Gaussian distribution with predefined parameters following Nascimento et al. (2019).

**Convolutional Network Training.** To train the CNN, we used Stochastic Gradient Descent (SGD) with learning rate $\eta = 0.1$, weight decay of $10^{-8}$ on all weights including bias, and a batch size of 1,000 samples. The network was entirely trained on simulation data generated by the described approach in Subsection 4.1. The simulated dataset images used in the experiment comes from an independent simulation instance, using unrelated images as textures, i.e., there is no data from the synthetic data of our dataset in the training stage.

### 4.3. Matching Performance

Given two sets of keypoints detected with SIFT (Lowe, 2004) from a reference and a target image respectively, the task of matching the keypoints consists in, for each keypoint in the reference set, find its correspondence in the other set in case the keypoint is visible in both sets.

We compared our results to well-known binary descriptors for 2D images: ORB (Rublee et al., 2011) and FREAK (Alahi et al., 2012); a floating-point gradient based descriptor for 2D images: DAISY (Tola et al., 2010); a descriptor that combines texture and shape from RGB-D images: BRAND (Nascimento et al., 2012a); a deformation-invariant descriptor for RGB images: DaLI (Simo-Serra et al., 2015a); and two learning methods that works on grayscale image patches, TFeat (Vassileios Balntas and Mikolajczyk, 2016) and Log-Polar (Ebel et al., 2019), the latter being an improvement of HardNet (Mishchuk et al., 2017). For all methods, the input grayscale intensity image $I$ is obtained from RGB color with the formula $I = 0.299R + 0.587G + 0.114B$.

Our performance assessment was conducted using the matching score metric as defined by Mikolajczyk et al. (2005) and SIFT keypoints detected independently for each frame, following the protocol proposed in Jin et al. (2021). The matching scores are capable of measuring the performance of the descriptors in realistic conditions, where the independently detected keypoints might not be the same between frames. After detecting SIFT keypoints, we selected the 2,048 most salient keypoints ac-
cording to the response attribute. The ground-truth matches are given by the estimated ground-truth deformation model between the two frames. In our experiments, we matched the keypoint descriptors from pairs of images using brute force nearest neighbor search, i.e., for each descriptor in the reference set, we compare it with all descriptors in the target set and consider the descriptor with the smallest Euclidean distance (the nearest neighbor) as its corresponding descriptor. We labeled valid matches with two keypoints corresponding to the same physical location (according to the ground-truth) as positive, and as negative otherwise. The matching score metric is given by the number of correct matches, obtained using the refined deformation model, divided by the smallest number of keypoints detected in both images for an image pair. It is noteworthy that correspondence with detected keypoints is harder than using the annotated ones since several keypoints might not have true correspondences.

Table 1 shows the matching scores for all descriptors in our experiments. It is worth mentioning that the rotation attributes of SIFT keypoints are shared among all descriptors. We note that among all methodologies, our descriptor GeoPatch stands out as the descriptor with the highest averages in matching score over different deformations, followed by GeoBit, in second place. For instance, the GeoBit descriptor is able to achieve slightly better matching scores on Kinect 1 dataset due to increased sensor noise. In this specific scenario, the Gaussian sampling used by GeoBit provides increased robustness against depth noise, since the spatial distribution of the tests are closer to the keypoint’s center. From these results, we can draw the following additional observations. First, BRAND performance is drastically reduced by deformations since it is based on the normals of a support region, which is not an intrinsic property of a surface, hence not being invariant to non-rigid isometric deformations. Second, the photometric information is also impaired by the deformations, which penalizes twice RGB-D descriptors not aware of deformations like BRAND.

The performance of the RGB descriptors is also directly impacted by the deformations, since all of them use a sampling strategy over image pixels defined in the Cartesian space, and any deformation including affine transformations decreases their performance. On the other hand, our methods provide invariance to both affine and isometric deformations in image space, and their performance is only affected by the quality of the input depth map. This negative effect is observed in the Kinect 1 dataset, where the depth measurements have a higher level of noise compared to Kinect 2. It is worth mentioning that while TFEAT and Log-Polar were trained on real large-scale datasets with ground-truth correspondences from structure-from-motion settings, GeoPatch was entirely trained on simulation data. Nevertheless, it was capable of performing well on real benchmarks beyond the classic metrics, as we shall demonstrate in Section 5 with two different applications, namely, image retrieval and non-rigid tracking.

4.4. Rotation and Scale Invariance

We also evaluate our descriptors in terms of robustness to rotation and scale transformations. For these tests, we used the Simulation dataset, where the camera suffers in-plane rotations ranging from 0° to 180° degrees, using a step size of 10° degrees for rotation. For the scale invariance tests, the camera is moved backward in the Z direction to produce downsampling in image space. The rotation and scale attributes from SIFT keypoints are shared among all descriptors, with exception to DaLI and GeoBit that compare rotated versions of the descriptors, and also GeoPatch, which is invariant to rotation due to the final max pooling in the geodesic patch’s angle axis.

Fig. 7 shows the matching score curves for rotation and scale transforms. The results are given by the score as a function of the rotation angle and scale. Our descriptors outperforms all methods in all frames in both rotation and scale evaluations. We can observe that our learning-based method responded with the lowest variance with respect to rotation, thanks to the pooling scheme presented, which endows the network to be rotation invariant and discriminant at the same time, without a previous orientation estimation step. This response is important since the deformations can introduce additional noise in the orientation estimation step. Under isometric surface deformations, a geodesic curve is an intrinsic property that is preserved between views. Notably, the scale invariance of our descriptors are obtained from the isometric invariance property of the geodesics contained in the depth information. We observed a decrease in Log-Polar’s performance for the rotation sequences coming from an adverse effect of padding under large image in-plane rotations since all keypoints share the same orientation attribute from SIFT keypoints. Log-Polar uses a large support region due to its patch sampling scheme.
We can observe a better performance of matching scores between 50° and 90° degrees for most methods in this experiment. The images used in this experiment were affected by increasing rotations and arbitrary non-rigid deformations. From visual inspection, we noticed that the frames in the range of 50° - 90° degrees of in-plane rotation were affected by lighter deformations than during the rotation ranges of 0° - 50° and 110° - 180°, which contained images with extreme deformations. As result, this led to a decreasing performance for most methods for frames located in the beginning and ending of the simulation sequences.

4.5. Ablation Study and Processing Time

To verify each component’s contribution to our descriptors’ performance, we conducted an ablation study followed by an evaluation of the parameter settings for the support region. Table 2 shows that the matching score increases when depth data becomes less noisy and the interpolation step slightly increases the quality of the matches. Moreover, despite the geodesic walk method being able to run several times (up to 60×) in our experiments faster than Heatflow, both mapping functions provide the same performance in matching quality.

Table 2 also shows the ablation under different conditions of depth including missing data. We can observe that using the raw depth without any preprocessing step provides the worst performance in terms of matching scores due to the high-frequency noise present in the data. The constant depth experiment was performed by using all depth as a constant value, considering the object’s approximate depth relative to the camera. In this scenario, our descriptors behave like regular RGB descriptors. The pyramid smoothing achieves the best results, demonstrating that even in noisy conditions, our method can extract useful information from depth to rectify the patches. Finally, to test our methods in a scenario where there are large amounts of holes in the object’s surface, we artificially introduced holes in the depth images. The holes were generated considering the observations from the work of Dryanovski et al. (2013), which suggests that the uncertainty of depth values from RGB-D sensors is usually higher in the edges of objects, which are also often edges in the intensity image. We tested a simple filling algorithm that iterates over the image and replaces invalid depth with the last seen valid depth values, and a more elaborate method that detects the holes and uses inverse distance weighting interpolation scheme to fill the holes according to the valid pixels around the holes. The results indicate that the interpolation scheme provides modest performance gains in the matching scores.

Finally, we evaluate the impact of the strategies adopted to achieve rotation invariance for GeoPatch in the presence (chambre_rot dataset) and absence (Shirt3 dataset) of camera rotation. The use of max-pooling in the angle-axis of the output tensor before the fully-connected layer in GeoPatch increases the matching quality from 0.150 (no invariance) to 0.335 of matching score for rotation transformations without strongly diminishing the matching score in the absence of camera rotations.

Table 3 shows the required time of each step for the descriptors. The code was executed on a set of 250 keypoints, images with the resolution of 640 × 480 running on an Intel (R) Core (TM) i7-7700 CPU @ 3.60 GHz and a GTX 1060 GPU. The matching time refers to the brute-force matching done in CPU. Both of our descriptors were, on average more than 100 times faster than DaLI, which shows state-of-the-art performance in matching regarding the description of deformable objects. Regarding our previous strategy to extract geodesic distances, our current method runs several times faster than Heatflow strategy. While using Heatflow takes 33.263 seconds, our new strategy runs at almost 2 frames per second, achieving a speedup of approximately 60 times for computing the geodesics. The learning approaches run the descriptor extraction on GPU, which results in considerable speed-up in extraction time. GeoBit may be a better choice when no GPU is available since it requires lower computational effort and runs entirely on CPU, and allows fast descriptor matching using the Hamming distance.

5. Applications

Aside from the matching task, we also evaluated our descriptors on two real-world applications: object retrieval and tracking deformable objects. We detected the 2,048 most salient SIFT keypoints per image as described in Section 4.3. In the applications, we also consider as baselines two recent state-of-the-art methods, namely DELF (Teichmann et al., 2019) and R2D2 (Revaud et al., 2019). Please note that their provided implementation did not allow the evaluation on SIFT keypoints as for the other methods. This limitation prevents including DELF and R2D2 matching scores on our dataset, where all descriptors are evaluated with the same set of keypoints.

5.1. Object Retrieval

To compare the descriptors in a retrieval task, we implemented an object retrieval method based on the Bag-of-Visual-Words approach. The retrieval application is important to test different
aspects of the descriptors, such as the distribution of the descriptor space induced by the descriptor method itself. In order to evaluate these properties, we built a small dictionary of 10 representative centroids by employing the K-medoids clustering for all descriptors. We chose K-medoids to be able to seamlessly use the same method for both binary and floating-point descriptors, and also for a fair comparison among them. The visual dictionary was built on a sample of 10,000 randomly chosen points considering all the datasets. Since the original images contain more than the object itself, we used a mask to detect SIFT keypoints only in the object region for all images in the database. After building a dictionary for each descriptor method, an image is globally described by building a frequency vector, where each bin corresponds to a visual word. For each feature, its visual word representation is computed by finding the nearest centroid in the dictionary, and its count is incremented in the respective bin in the frequency vector.

The database used for the object retrieval task is the result of the union of four datasets: Simulated, Kinect 1, Kinect 2, and DeSurf. After constructing the global descriptor vector for all images, the retrieval experiment consists in choosing the undeformed image as the query, while all images from all datasets compose a single large database of global descriptors. As a metric of comparison, we use the average accuracy of the retrieval over the top $K$ nearest neighbors (Acc @ $K$), using a k-NN search in the frequency vector space. The accuracy is determined by the number of correct object classes it retrieves over the top search results. Fig. A.12 shows the result for all descriptors. One can see that GeoPatch and DELF achieved the best performance among all competitors. GeoBit, on the other hand, performed worse than GeoPatch mostly due to the increased ambiguity in the large retrieval database from the 16 computed descriptors per keypoint on different orientations. These results also show that, even GeoPatch being designed and trained to extract distinctive features (not discriminative features), it was capable of presenting competitive results compared to DELF, which is tailored specifically for image retrieval. For DELF, we employ DELF detection and description steps from Teichmann et al. (2019), letting it detect its own keypoints optimized for image retrieval. These results concur with Varma and Ray (2007) and Chatfield et al. (2011) papers, where the authors observed a clear trade-off between extracting invariant features versus discriminative features. While an invariant descriptor can provide better matches, their discriminative power, which is better for classification tasks, is diminished.

5.2. Deformable Surface Tracking

In this section, we present the performance of our descriptors when applied to track a region-of-interest of different textured meshes, subjected to large rotations, scale changes, variations on illumination, and strong non-rigid deformations. In this task, given a template patch in the reference image, the goal is to estimate the warp to follow the template on subsequent frames.

From the previous image matching experiments, we selected the three best competitors in addition to our descriptors: DaLI, Log-Polar, and TFeat. Following the image retrieval task, SIFT detector was used to select 2,048 keypoints in the images. In addition, we also evaluate the state-of-the-art joint detection and description methods DELF (Teichmann et al., 2019) and R2D2 (Revaud et al., 2019), using their own detected 2,048 keypoints, for tracking deformable surfaces. For each descriptor, we computed the matching distance matrix of all visible keypoints, within the template region-of-interest, and performed the correspondences between keypoints using the smallest distances. The template tracking, i.e., the registration between the template (source image) and each current frame (target image), was performed using a Deformable-Affine Thin-Plate Spline (TPS) warp model. To reduce the effects of outliers in the performance of all descriptors, we adopted a RANSAC outlier rejection strategy (Tran et al., 2012) to filter out outliers. The coordinates of keypoints sets were normalized accordingly to the preprocessing discussed by Tran et al. (2012).

In order to measure the tracking accuracy quantitatively, we computed the state-of-the-art metric Learned Perceptual Patch
**Table 4: Evaluation of the tracking application.** Average values on all datasets. Best in bold, second-best in italic, and * indicates descriptors computed on their own detected keypoints.

| Inliers RANSAC | Matching Score | LPIPS |
|----------------|----------------|-------|
| DaLI           | 0.32           | 0.31  | 0.45  |
| DELF*          | 0.25           | –     | 0.40  |
| Log-Polar      | 0.36           | 0.36  | 0.33  |
| R2D2*          | 0.48           | –     | 0.36  |
| TFeat          | 0.31           | 0.37  | 0.29  |
| GeoBit         | 0.46           | 0.42  | 0.27  |
| GeoPatch       | **0.49**       | **0.45** | **0.27** |

*Similarity distance (LPIPS) ([Zhang et al., 2018](#)) to estimate the visual similarity between the tracked patches and the template. For a more detailed performance assessment of the matches for each descriptor, we also present the average ratio of inlier matches and the matching scores over the selected correct matches found by RANSAC using the ground-truth correspondences from SIFT keypoints. Therefore, we present both the average accuracy from RANSAC (inlier rate) in the tracking, matching scores from the tracking (which indicates how many correspondences selected by RANSAC are correct) and the LPIPS similarity distance. These quantitative results are shown in Table 4 for the three most challenging sequences DeSurT, Kinect 1, and Simulation. As it can be noticed, GeoPatch and GeoBit presented the highest inlier rates and matching score. Likewise, both geodesic-aware descriptors presented the highest perceptual similarities between the template and tracked regions overall. The results show that our descriptors achieved the best performance even when compared with descriptors using their own keypoints such as R2D2 and DELF in the tracking evaluation. GeoPatch presented higher inlier rates and matching scores than all descriptors, while both GeoBit and GeoPatch displayed the highest similarities overall.

Qualitative results of the tracking are shown in Fig. A.13 with sequences from our proposed non-rigid dataset and from DeSurT. Although most descriptors were capable of handling viewpoint and illumination changes, only the proposed geodesic-aware descriptors were capable of handling frames with strong surface deformations and scale changes. These effects are illustrated in *chambre_scale* and *kanagawa_rot* results. Our descriptors are also robust to illumination changes and diffuse lighting induced by these deformations, as it can be noticed in the sequences. Together these results suggest the tracking of the regions-of-interest using GeoPatch and GeoBit presents better stability and consistency for both qualitative and quantitative metrics. Please check the supplementary material of this submission for an overview and additional qualitative results of the applications.

### 6. Conclusions

In this paper, we addressed the problem of extracting local features that are isometric invariant. We have proposed a methodology for constructing scale, non-rigid deformation, and rotation invariant descriptors based on intrinsic surface properties. We designed two descriptors, a binary hand-crafted and a learning-based approach. Our experiments showed that our methods are robust to isometric deformation, rotation, and scale changes in image space. Besides the experiments showing that our descriptors outperformed all others in terms of standard metrics used to evaluate local descriptors, we also presented several experiments that demonstrate the benefits of using our methods, including real application tasks in object retrieval and tracking.

Our results take a step further towards combining photometric and geometrical information to render higher performance on local patch description. This work extends the conclusions of [Tombari et al., 2011](#), [Nascimento et al., 2012](#), and [Nascimento et al., 2019](#), where the combined use of intensity and shape information can provide invariance and distinctiveness, consequently improving the quality of keypoint matching. Thus, with the rapid progress being made in the production of multimodal sensors and the availability of inexpensive devices, it is of utmost importance to foster efficient methods that can extract and manipulate the invariance properties taking into account both sources of information.

A limiting factor of our methods when compared to RGB descriptors is the depth requirement, which is not always available. Regardless of this limitation, rapid progress is being made in estimating depth from monocular videos, and our methods to create descriptors may be benefited by these advances to run in RGB images. Finally, when extreme deformation arises on a surface, there is still a physical limitation in both the depth and image sensor of a camera from sampling measurements from the surface, which results in interpolation artifacts.
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Appendix A. Supplementary Material

We provide in this appendix the supplementary material to our paper Learning Geodesic-Aware Local Features from RGB-D Images, submitted to Computer Vision and Image Understanding. We present more detailed qualitative results of the metrics shown in Fig. 8, 9 and Table IV of the manuscript. We also further describe the dataset of non-rigid objects, and the developed intensity-based registration approach to build correspondences between the deformable images.

Appendix A.1. Dataset Dense Correspondence Generation

Generating accurate data and assessing the quality of correspondence in the presence of non-rigid deformations is quite difficult, even for controlled experiments. Since there is no direct global geometric transformation between frames, such as the homography in the case of planar surfaces, it is hard to accurately establish pixelwise-accurate ground-truth correspondences in a large amount of independent detected keypoints across the images. In this context, we started by building a coarse set of accurate correspondences from MoCap and manual annotations (as shown by the green points in Fig. A.10). For assessing the performance of the descriptors closer to real-world conditions (large number of keypoints and detected independently), we then have developed a robust intensity-based registration approach to estimate a ground-truth deformation model for each image pair. The goal of the registration is to establish a thin-plate-spline (TPS) deformation model of densified keypoints, as shown in Fig. A.10 (the initial coarse annotated keypoints are displayed in green and the sampled denser points in a regular grid in red). Since the TPS model, in general, tends to have larger errors in regions far from the control points, it is not possible to simply apply a TPS with a sparse set of correspondences and use them as ground-truth directly. In this sense, a first deformation model using TPS is estimated through the sparse set of annotated correspondences, which will be close to global optima with respect to some photometric error cost (we used structural similarity (SSIM) metric in the optimization also considering a multi-resolution Gaussian pyramid of four levels). The control points are densified by regularly sampling points in the source image and the deformation model parameters are then photometrically optimized via gradient descent using the PyTorch framework. In this way, we obtain a refined deformation model between each image pair that can be used to establish correspondences of detected keypoints reliably.

Using this strategy, we build a benchmark composed of two datasets of real-world objects acquired with two different RGB-D sensors, and an additional simulated dataset with thousands of RGB-D images of deforming objects, all with ground-truth correspondences. We provide additionally in our dataset, the estimated deformation model obtained from the registration with dense keypoints to each image pair. This model allows, in a subsequent stage, to compute the matching scores metric using a large set of independently detected keypoints per image, such as from SIFT used in the provided experiments. All datasets, descriptors and the simulation framework will be made publicly available to the community at https://www.verlab.dcc.ufmg.br/descriptors.

Appendix A.2. Rotation Ablation

Table A.5 shows that the use of max-pooling in the angle-axis of the output tensor before the fully-connected layer in GeoPatch improves the matching quality for rotation transformations (chambre_rot sequence) without strongly diminishing the matching score in the absence of camera rotations (Shirt3 sequence).

Regarding the rotation invariance, we performed a detailed assessment of three strategies. In the first one, we did not consider...
rotation invariance and used it as a reference implementation. In the second strategy, we performed data augmentation by shifting the patches in the horizontal axis in a circular fashion by random offsets (from 0 to the patch width) during training in an attempt of achieving rotation invariance. The third strategy consisted of pooling the output tensor in the horizontal axis (angle axis in the geodesic patch) before the fully-connected layer. According to the results shown in Table A.5, we can observe that the pooling strategy works slightly better; thus, we adopted it in our implementation.

### Appendix A.3. Additional Qualitative Results
#### Appendix A.3.1. Content-Based Image Retrieval
We also provide some additional qualitative visual results from the object retrieval and tracking applications. Fig. A.12 shows some qualitative retrieval examples for the top six descriptors for two query images. One can see that GeoPatch achieved the best performance among all competitors along with DELF. GeoBit, on the other hand, performs worse than GeoPatch. This unexpected result can be explained by the fact that GeoBit computes 16 descriptors on different orientations and uses the smallest distance between the rotated versions of two keypoints to incorporate rotation invariance. This strategy works well when comparing pairs of images since there is a smaller probability that a rotated patch that does not correspond to the same physical keypoint will minimize the distance among all possible rotations. However, when a large number of comparisons are considered, such as in the retrieval application, such an event can happen more frequently, resulting in more ambiguity, ultimately decreasing the accuracy. These results also show that, even GeoPatch being designed and trained to extract distinctive features (not discriminative features), it was capable of presenting competitive results compared to DELF, which in addition used its own detected keypoints for performing the retrieval.

### Appendix A.3.2. Non-Rigid Tracking
Some additional visual qualitative results of the tracking are shown in Fig. A.13 with sequences from our proposed nonrigid dataset and from DeSurT. We track the template image in the sequences over time from the computed descriptors as presented in the quantitative metrics of the table in Table IV and Fig. 8. Although most descriptors were capable of handling viewpoint and illumination changes (as illustrated in Fig. A.13 for the sequence scene from DeSurT), only the proposed geodesic-aware descriptors were capable of handling frames with strong surface deformations and scale changes. These effects are illustrated for the results in chambre_scale or kanagawa_rot sequences. The geodesic-aware descriptors are also robust to strong illumination changes induced by these deformations (surface not respecting the Lambertian hypothesis) and by small specular reflections, as it can be noticed in sequences scene and chambre_scale.

### Appendix A.4. Simulation Framework
Since it is difficult to obtain accurate ground-truth correspondences and depth of non-rigid surfaces, we have implemented a simulation framework in OpenGL that renders a grid of particles that deforms over time. This data can be used to train deep learning models or evaluate the methods under diverse transformations. Rendering is performed using native OpenGL, which is efficient and scalable; thus, we can inexpensively generate thousands of simulated sequences.

In our simulated environment, the objects are composed by a grid of $M \times N$ particles having mass in 3D space and initially lie on a planar surface in 3D. In our implementation, $M = 80$ and $N = 60$. Each particle has a position $\mathbf{p} \in \mathbb{R}^3$ and is connected to its immediate neighbors, as demonstrated in Figure A.11. Newton’s second law is applied to accumulate the acceleration vector $\mathbf{a}$ of the particle at a given instant when a force vector $\mathbf{f}$, like wind and gravity, is applied:

$$\mathbf{a} = \mathbf{a} + \mathbf{f}/m, \quad \text{(A.1)}$$

where the scalar $m$ is the mass of the particle.

Then, Verlet integration is applied to translate the acceleration into velocity. Let $\mathbf{p}_{i-1}$ be the position of the particle in the last timestep $i-1$. Given the current’s particle position $\mathbf{p}_i$, we can compute the next position $\mathbf{p}_{i+1}$ with the following equation:

$$\mathbf{p}_{i+1} = \mathbf{p}_i + (\mathbf{p}_i - \mathbf{p}_{i-1})(1 - \delta) + \mathbf{a}\Delta t^2 \quad \text{(A.2)}$$

where $\delta$ is a damping factor that accounts for air resistance, and $\Delta t$ is the constant time unit passed between two simulation steps ($\delta = 0.01$ and $\Delta t^2 = 0.175$ in our implementation). After each step, the acceleration term $\mathbf{a}$ is reset to the null vector, since it has been integrated into velocity. After applying the motion model, a constraint satisfaction optimization is performed for each particle. The constraint satisfaction step seeks to enforce constant distance of neighboring particles according to their connectivity in the grid. Thus, for each constraint connecting

![Fig. A.11: Connectivity of the particles.](image-url)
particle \( j \) to particle \( k \), given the target distance constraint \( \eta_{jk} \), we compute a correction vector \( \Delta e_{jk} \) as follows:

\[
\Delta e_{jk} = (p_j - p_k) \frac{\eta_{jk}}{\| p_j - p_k \|},
\]

and apply it to both particles \( p_j = p_j + 0.5\Delta e_{jk} \) and \( p_k = p_k - 0.5\Delta e_{jk} \) to enforce the target distance \( \eta_{jk} \) between them. In our framework this iterative process is repeated 25 times, which is enough to converge.

To ensure that each simulated sequence is diverse and independent from each other, we propose to use large-scale datasets of real images obtained from the internet (Wilson and Snavely, 2014) and import them as a texture to be used in the mesh defined by the grid of particles. To clean the data, we first filtered out images that contain people (for privacy reasons) by using an ensemble of image detectors and then removed the few remaining images containing people by hand.

While being deformed, the texture is rendered using diffuse illumination, causing non-linear illumination changes. Land-
marks are chosen by projecting each particle onto the virtual camera and retaining corner-like features according to the Harris score. We keep the best 100 points and use them as landmarks to compute the TPS model, which provides the groundtruth correspondence to the initial rough deformation model, which is refined by the registration using the denser sets of keypoints. To enforce rich transformations of the object, we use random inputs for the simulation parameters, including wind force and direction, illumination strength, position and number of light sources, and Gaussian noise in the image pixels. This strategy guarantee realistic chaotic behavior of deformations, in addition to non-linear illumination changes and noise in the virtual camera.