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ABSTRACT

Ranking algorithms are being widely employed in various online hiring platforms including LinkedIn, TaskRabbit, and Fiverr. Since these platforms impact the livelihood of millions of people, it is important to ensure that the underlying algorithms are not adversely affecting minority groups. However, prior research has demonstrated that ranking algorithms employed by these platforms are prone to a variety of undesirable biases. To address this problem, fair ranking algorithms (e.g., Det-Greedy) which increase exposure of underrepresented candidates have been proposed in recent literature. However, there is little to no work that explores if these proposed fair ranking algorithms actually improve real world outcomes (e.g., hiring decisions) for minority groups. Furthermore, there is no clear understanding as to how other factors (e.g., job context, inherent biases of the employers) play a role in impacting the real world outcomes of minority groups.

In this work, we study how gender biases manifest in online hiring platforms and how they impact real world hiring decisions. More specifically, we analyze various sources of gender biases including the nature of the ranking algorithm, the job context, and inherent biases of employers, and establish how these factors interact and affect real world hiring decisions. To this end, we experiment with three different ranking algorithms on three different job contexts using real world data from TaskRabbit. We simulate the hiring scenarios on TaskRabbit by carrying out a large-scale user study with Amazon Mechanical Turk. We then leverage the responses from this study to understand the effect of each of the aforementioned factors. Our results demonstrate that fair ranking algorithms can be an effective tool at increasing hiring of underrepresented gender candidates but induces inconsistent outcomes across candidate features and job contexts.

1 INTRODUCTION

Over the past decade, there has been a dramatic increase in online hiring platforms and marketplaces such as LinkedIn, TaskRabbit, and Fiverr. These platforms play a pivotal role in providing employment millions of job seekers. For instance, TaskRabbit provides employment opportunities to freelance labor suppliers by connecting them with consumers who are looking for help with everyday tasks such as cleaning, moving, and delivery. Several of these platforms are powered by automated tools and algorithms that determine how job seekers are presented to potential employers—e.g., TaskRabbit leverages ranking algorithms to sort through available candidates and generate a ranked list of candidates suitable for any given task. Since such platforms impact job seekers’ livelihood, it is critical to ensure that the underlying algorithms are not adversely affecting underrepresented groups. However, recent research has demonstrated that ranking algorithms employed by various online platforms tend to amplify undesirable biases in the training data [8].

Recent literature on algorithmic fairness tackled the aforementioned challenges by proposing fair ranking algorithms which optimize for different notions of fairness. For example, Zehlike et al. [25] et al. optimize for a group fairness criterion and propose a post processing approach which ensures that the representation of the underrepresented group does not fall below a minimum proportion p at any point in the list. On the other hand, Biega et al. [2] formalize an individual equity-of-attention notion of fairness and propose algorithms for fair division of attention between equally relevant candidates. The main idea behind all these fair ranking algorithms is to redistribute user attention across groups or individuals in an equitable fashion [14, 20, 21, 26]. While fair ranking algorithms seem to be a useful first step towards mitigating undesirable biases induced by ranked lists, it is unclear if these algorithms actually improve real world outcomes (e.g., hiring decisions in online portals) for underrepresented groups. Furthermore, there is little to no research that systematically explores how other factors (e.g., inherent biases of employers) interact with ranking algorithms and influence real world outcomes.

In this work, we address the aforementioned gaps in existing literature by studying how gender biases percolate in online hiring platforms and how they impact real world hiring decisions. More specifically, we analyze how various sources of gender biases in online hiring platforms such as the type of the ranking algorithm, the job context, and inherent biases of employers interact with each other and affect hiring decisions. By doing so, we provide answers to some very critical and fundamental questions which have not been systematically explored in existing literature: 1) Do employers exhibit gender bias uniformly across all job contexts and candidates? Or do certain kinds of job contexts promote gender biases more than others? 2) What kinds of ranking algorithms are effective
in mitigating gender biases in hiring decisions? Can fair ranking algorithms lead to disparate outcomes when employers exhibit bias? 3) Do certain kinds of employers induce more gender biases into hiring decisions than others? If so, how do we characterize the employers who perpetrate gender biases the most? To the best of our knowledge, this work makes the first attempt at studying the interactions between various factors such as ranking algorithms, job contexts, employer profiles, and analyzing how they impact real world hiring decisions.

To answer the aforementioned questions, we carried out a large-scale user study with 1,079 participants on Amazon Mechanical Turk. Each participant served as a proxy employer and was required to select candidates to help him/her with three different tasks, namely, shopping, event staffing, and moving assistance. To this end, each participant was shown a list of 10 ranked candidates for each task and was asked to select top 4 candidates in each case. We also experimented with three different ranking algorithms, namely, RandomRanking, RabbitRanking, and FairDet-Greedy where candidates are ranked randomly, based on their TaskRabbit relevance scores, and using a fair ranking algorithm called Det-Greedy [6] respectively. We additionally created gender swapped versions of each ranking where genders of candidates were swapped from male to female and vice versa with all other information remaining unchanged. Each participant was shown ranked lists generated by one of the three aforementioned ranking algorithms or their gender swapped versions. We then used the responses collected from this study to carry out our analysis and answer critical questions about percolation of gender biases in online hiring.

Our analysis revealed several critical and surprising insights about gender biases in online hiring. More specifically, we found that fair ranking algorithms can be helpful in increasing the number of underrepresented candidates selected, even after controlling for visibility. However, the effectiveness of fair ranking is mitigated by job contexts in which employers have a persistent gender preference. We find that fair ranking is more effective when underrepresented candidate features are similar to those of the overrepresented class. Further, we find evidence that fair ranking is ineffective at increasing representation when employer selections already represent demographic parity.

2 RELATED WORK

Our work spans multiple topics under the broad umbrella of research on fairness and bias detection. More specifically, our work lies at the intersection of: 1) empirical evidence of gender bias in online portals, 2) fair ranking algorithms and their effectiveness, and 3) user-algorithm interaction. We discuss related work on each of these topics in detail below.

Empirical Evidence of Gender Bias The existence of gender bias in evaluation and hiring settings has been well documented both in online settings and in the real world. For instance, Hannak et al. [8] empirically established the presence of gender and racial biases in reviews and ratings on online marketplaces such as TaskRabbit and Fiverr. They found that female candidates receive fewer reviews on TaskRabbit compared to their male counterparts with equivalent experience. They also found evidence that Black candidates receive worse ratings on TaskRabbit, and both worse ratings and fewer reviews on Fiverr. Nieva and Gutek [16] studied gender biases in evaluations and found strong evidence for pro-male bias.

More recently, Jahanbakhsh et al. [9] investigated the interaction of gender and performance on worker ratings in a simulated teamwork task on Amazon Mechanical Turk. They found that when male and female coworkers were equally low performing, the female worker received worse evaluations. Furthermore, Peng et al. [18] found that increasing the representation of underrepresented candidates can sometimes correct for biases caused by a skewed candidate distribution, but human biases in certain job contexts persist even after increasing representation of the underrepresented group. Other works have studied gender bias in platform contexts other than hiring[5, 11, 13, 19] and different biases other than gender within a hiring setting [1, 24]. Our work is the first to simultaneously manipulate objective quality measures, job contexts, and representation, using an explicit ranking environment.

Fair Ranking Algorithms Our work most closely resembles Geyik et al. [6], which seeks to understand the empirical effects of satisfying a ranked group fairness criterion in a deterministic ranking. The ranked group fairness criterion as developed in Zehlike et al. [25] satisfies the properties that at any position in the ranking: 1) all groups are proportionally represented, 2) the relevance of the ranking is maximal subject to this constraint, and 3) within any group, candidates are of decreasing relevance. Geyik et al. [6] conduct an A/B test on LinkedIn data using a post-hoc fairness re-ranking algorithm (Det-Greedy) that ensures a desired proportional representation in top-ranked positions by greedily selecting the most relevant candidate available at each position in the ranking while maintaining maximum and minimum representation constraints for each group. In this way, Det-Greedy generalizes the FA*IR algorithm developed in [25], allowing for multiple protected groups and arbitrary distribution requirements. Det-Greedy is unique in that it is empirically evaluated. However, the authors analyze the effectiveness of the re-ranking with respect to business metrics rather than distribution of outcomes. They observe no decrease in messages sent or accepted on their platform while increasing gender diversity of rankings, but it is not studied whether or not the message recipients are diverse. Celis et al. [3] further study the theoretical guarantees of such ranking constraints.

Other works have focused on non-static rankings which optimize more detailed fairness criteria over a series of rankings. Biega et al. [2] optimize individual-level equity of attention, a measure of whether or not cumulative attention is proportional to cumulative relevance, amortized over successive rankings in which a candidate does not always appear at the same position. Singh and Joachims [20] optimize group fairness of exposure over a probabilistic distribution of rankings. Fair algorithms for learning to rank demonstrate how to satisfy fairness constraints throughout the policy learning process, when relevance is not known a priori [14, 21].

User-Algorithm Interaction Research on manipulated rankings finds that users have a strong bias toward the top items in a list. Joachims et al. [10] attribute this effect partially to trust in the system generating the rankings, although they also find that item relevance mediates the effect of ranking. Keane et al. [12] find
similar results but attribute the ranking preference to satisficing rather than trust in ranking systems, as they find in [17] that this effect persists even with a simple text list of items. A study of Amazon Mechanical Turk workers finds that algorithm users have a strong preference for demographic parity as a measure of fairness and are likely to prioritize accuracy over fairness in high stakes situations[22], potentially reducing the effectiveness of fairness-promoting recommendations. Further, it has been demonstrated that algorithms intended to increase objectivity can result in disparate outcomes when biased users have agency to accept or reject the algorithmic recommendations [7].

3 PROBLEM FORMULATION

Previous work has documented the existence of gender biases in hiring settings and shown how these biases can be affected by ranking algorithms, either aggravating existing bias with uncontrolled feedback loops or mitigating bias by increasing exposure of disadvantaged candidates. Unfortunately, current work in understanding bias in fair rankings falls into one of two camps: Empirical studies of platform rankings use real human selection data but suffer from confounders; If candidate features (e.g. star ratings) correlate with gender in some settings, bias cannot be fully disentangled from selection for apparently objective qualities. Simulation studies guarantee the satisfaction of fairness properties under specific assumptions, but it is not known whether the human choice models they assume are realistic in practice. Our approach uses real human decisions to identify where gender biases exist in online hiring, how bias effects interact with traditional gender roles and candidate qualifications, and under what circumstances fair ranking can be expected to be effective. We further study which groups of employers may drive online hiring biases.

- RQ 1: Do employers show gender bias which persists across rankings and candidate features? Is gender bias universal or tied to traditional gender roles?
- RQ 2: Are algorithmic rankings effective at enhancing or reducing bias when controlling for visibility? If so, are they equally effective in all settings, or do candidate and job features affect human interaction with ranking models?
- RQ 3: Can fair ranking lead to disparate outcomes when employers exhibit bias?
- RQ 4: Which employer demographic groups perpetrate hiring bias in our setting?

4 STUDY DESIGN

In order to study how bias in human decisions varies by job context, worker features, and ranking algorithm, we conduct large scale experiments on Amazon Mechanical Turk. Each of the 1079 participants is exposed to three different ranking tasks, in which they view 10 ranked candidates and are asked to select, in ranked order, their top four candidates (see Figure 1).

4.1 Job Contexts

Candidate features reflect real TaskRabbit data acquired by performing queries for Shopping, Event Staffing, and Moving Assistance in different US cities. These categories represent those found by Hannák et al. [8] to have varying levels of bias in favor of male workers, with Shopping exhibiting large biases in favor of male workers and Moving the smallest bias. 1

Query regions varied to avoid repeating individual users’ data across tasks, and specific locations were refined until the returned ranking contained 3 female candidates among the top 10, most of whom were ranked in the bottom 5. We identified the perceived gender of the candidates manually through profile pictures and pronouns in their description and user reviews. Excluding rankings with more than one female candidate in the top 5 positions ensured rankings for which fair ranking according to a ranked group fairness constraint would be meaningful, as women were underrepresented in the top 5 positions relative to the overall distribution of TaskRabbit [8]. Excluding rankings in which three women did not appear in the top 10 allowed us to limit our candidate lists to control for scrolling effects: because only 10 candidates are simultaneously visible in our UI, if 3 women did not already appear among the top 10, fair ranking would require that new candidates be upranked to those positions. This would cause the initial set of visible candidates to change across conditions. Table 1 shows the exact rank-gender distribution for each data set.

We note that the goal of this process is not to retrieve a dataset representative of TaskRabbit worker rankings, but to sample data for real scenarios in which fair ranking may be expected to benefit underrepresented workers.

4.2 Worker Features

This process leaves us with three datasets, each corresponding to one of three tasks. We refer to these datasets as D1, D2, and D3. We extracted the features number of completed tasks, % positive reviews and % reliable from the datasets and manually added a new attribute gender as determined manually through profile pictures, reviews and profile description.

1No studied contexts favored female workers.
Candidates’ names were removed and replaced with a set of 30 different first-last name combinations generated from the most common white first names [21] and last names [15]. We do this in order to exclude any racial or ethnic biases.

TaskRabbit shows additional features such as price per hour, “Elite Tasker” tags, “Great Value” tags, recent reviews and profile descriptions. We chose to exclude these features as they may be expected to affect selection in a way that confounds worker relevance. Table 2 shows that there are large differences for the features number of tasks completed between data sets and between genders. The disparities in TaskRabbit-assigned relevance score are smallest for D1 and smallest for D3 with little within-group variation. We consider the primary characteristics of the datasets to be:

- **D1**: In this dataset, the overrepresented candidates (men, in the unswapped rankings) have substantially more tasks completed than the disadvantaged candidates, while the percentage of positive reviews and reliability approximately equal but slightly favor the disadvantaged candidates.
- **D2**: In this dataset, candidates have only completed a few tasks, with one each from the overrepresented group and the disadvantaged group having > 5 tasks completed. The disadvantaged candidates all score high on percentage of positive reviews and reliability, while there is more variance for the overrepresented group.
- **D3**: In this dataset, none of the disadvantaged candidates have completed any tasks at all, and the overrepresented candidates have completed between 0 and 2 tasks each. Several candidates with no tasks completed (3 overrepresented, 1 disadvantaged) have maximum scores for the other features. The candidate who has the most tasks completed (2) also has the lowest percentage of positive reviews. One of the disadvantaged candidates has 100% positive reviews but a low reliability score.

We note that because this is real data, we did not attempt to engineer the features to capture specific hiring patterns among our employers. To decouple the effects of worker data and task context, in our experiment each dataset appears with each task an equal number of times.

| Avg. # tasks | S.d. | Avg. % pos reviews | S.d. |
|--------------|------|--------------------|------|
| m            | f    | m                  | f    |
| D1           | 306.43 | 63.0               | 220.74 | 69.66 |
| D2           | 1.57  | 5.0                | 2.15  | 4.36  |
| D3           | 0.57  | 0.0                | 0.79  | 0.0   |

| Avg. reliability | S.d. | Avg. Rabbit Score | S.d. |
|------------------|------|-------------------|------|
| m                | f    | m                 | f    |
| D1               | 99.71 | 100.0            | 0.76 | 0.0  |
| D2               | 96.29 | 100.0            | 8.2  | 0.0  |
| D3               | 99.43 | 92.67            | 1.51 | 8.74 |

Table 2: Feature distributions for data sets

4.3 Ranking Algorithms

For our first algorithmic ranking, we additionally extract from the TaskRabbit data a TaskRabbit-generated relevance score. The second algorithm produces a random ordering of the candidates for each study participant. As our third algorithm, we implemented LinkedIn’s DetGreedy algorithm [6], as a post-processing method to the TaskRabbit ranking. We will refer to the used algorithms as follows:

- **RabbitRanking**: Candidates ranked by their Task Rabbit relevance score
- **RandomRanking**: Candidates ranked in a random order
- **FairDet-Greedy**: Candidates ranked by Det-Greedy [6] applied to the Task Rabbit relevance scores

We chose $p_{male} = 0.58$ and $p_{female} = 0.42$ for our experiments. According to Hannák et al. [8], this is the actual gender distribution on Task Rabbit. For the resulting ranking order see table 3.

To study whether there are disparate effects of fair ranking across genders, we additionally create versions of each ranking in which the data remains the same but genders are swapped from female to male and vice versa. We will refer to the algorithms with swapped genders as RabbitRanking(F↔M), RandomRanking(F↔M) and FairDet-Greedy(F↔M).

4.4 HIT Design

We recruited the participants for our study on Amazon Mechanical Turk. We limited the worker selection to the U.S. and to workers who had at least 5,000 approved tasks with 95% approval rate. We compensated all workers with a base rate of $0.70 and a bonus of $0.15. Every approved worker received the bonus. We disregarded workers only if they did not attempt to reasonably answer the text field of the survey. With an average completion time of 6 minutes, we paid an average hourly wage of $8.50. A total of 1079 participated in our study of which 55% identified themselves as male and 45% as female. As seen in Figure 2, 61% of the participants were between 25 and 44 years old, while 15% were older than 54 years and 5% between 18 and 24 years old. The highest level of education was a high school diploma for 25%, a college diploma for 56% and a master or PhD diploma for 19% of the participants. The median household income was between $30,000 – $59,000.

Each participant first viewed a short briefing in which they read the instructions of the task and then answered two comprehension questions and one attention check. Workers were not allowed to proceed until they answered these questions correctly. Workers then interacted with the simulated job candidate selection process seen in Figure 1. In each of 3 different job contexts, the workers were asked to select 4 candidates, in order of preference, to recommend to a company. Participants were told that if the company hired at least one candidate whom the participant had recommended, they would receive a bonus of $0.15 (every participant received this bonus). Participants were also told that candidates provide a full resume to the platform and a computer algorithm analyzes these information and ranks them “according to criteria including how likely they are to be hired and successfully complete the task.” A task

---

2 All experiments were approved by our university’s IRB.
We find that:

| Rank | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|------|---|---|---|---|---|---|---|---|---|----|
| Det-Greedy(0.42, 0.58) | m | f | m | f | m | f | m | m | m | m |

Table 3: Fair ordering for all data sets using FairDet-Greedy with $p_{male} = 0.58$ and $p_{female} = 0.42$.

5 RESULTS

- Controlling for visibility (all candidates displayed in a single page), upranking underrepresented gender candidates increases the probability of selection. The size of this effect is mediated by candidate and job features.
- Underrepresented men are selected at a higher rate than equivalent underrepresented women. Most of this effect comes specifically from the traditionally male-dominated job context (moving). We do not find statistically significant evidence that fair ranking induces additional disparate effects for underrepresented candidates based on their gender.

In analyzing employer bias and the effectiveness of fair ranking algorithms, we focus only on the data in which male candidates tend to be ranked higher than female candidates. Because the relevance scores are provided by TaskRabbit, we cannot know whether flipping the gender of the candidates breaks correlations that are relevant to the ranking algorithm, e.g. through implicit feedback. For this reason, we reserve the data with flipped genders for examining disparate effects of underrepresentation and fair ranking.

5.1 Employer Bias

To study whether employers exhibit a gender bias after controlling for ranking and candidate features, we use only the data where male candidates tend to be ranked higher than female candidates and fit a logistic regression predicting whether a candidate will be selected among the top $n$ candidates on the candidate features, candidate ranking, and candidate gender. We use employer rankings to study the effect on underrepresented women at each of 1, 2, 3, and 4 selections, assuming that the employer ranks first the candidate they would have selected if they were only allowed to select one, and so on. Because we repeat this test 4 times, we apply a Bonferroni correction to resulting p-values. Data is standardized such that all variables have a mean of 0 and standard deviation of 1, allowing for comparison of the coefficients. We additionally cluster the standard errors on mTurk WorkerID to account for dependencies in our
Table 5: Logistic regression with clustered standard errors for the number of underrepresented candidates per selected candidate comparing RabbitRanking, RabbitRanking(F↔M) and FairDet-Greedy, FairDet-Greedy(F↔M). Note: * * * = \( p < 0.001 \); ** = \( p < 0.01 \); * = \( p < 0.05 \).

| TaskRabbit vs. Fair | Underrepresented candidates per selection (w/o Interactions) | Underrepresented candidates per selection (w/ Interactions) |
|---------------------|-------------------------------------------------------------|-------------------------------------------------------------|
|                     | 4 Selections | 3 Selections | 2 Selections | 1 Selection | 4 Selections | 3 Selections | 2 Selections | 1 Selection |
| (Intercept)         | -0.780***    | -0.632***    | -0.891***    | -1.020***   | 0.029       | 0.463***    | 0.270       | 0.375       |
| Moving              | -0.075       | -0.075       | -0.035       | 0.000       | -1.496***   | -1.977***   | -2.118***   | -2.485***   |
| Moving D2           | 1.326***     | 1.497***     | 1.389***     | 2.275***    | 2.495***    | 3.539***    | 3.841***    | 4.729***    |
| Moving D3           | 2.495***     | 3.539***     | 3.841***     | 4.729***    | 0.396**     | 0.478**     | 0.733*      | 0.504       |
| Moving and FLIP     | -0.091*      | -0.080       | -0.129       | -0.008      | -1.281***   | -1.825***   | -1.760***   | -2.140***   |
| Shopping            | 0.010        | -0.007       | 0.130        | 0.144       | 2.652***    | 3.607***    | 3.458***    | 4.138***    |
| Shopping D2         | -0.075       | -0.053       | 0.191        | 0.324       | 1.247***    | 2.191***    | 2.261***    | 2.233***    |
| Shopping D3         | 0.030        | -0.053       | 0.191        | 0.324       | -0.075      | -0.195      | 0.443*      | -0.964**    |
| RabbitRanking       | -0.183***    | -0.283***    | -0.373***    | -0.633***   | -0.097      | -0.195      | 0.443*      | -0.964**    |
| FLIP                | -0.091*      | -0.080       | -0.129       | -0.008      | -1.335***   | -1.801***   | -1.636***   | -2.209***   |
| D2                  | -0.007       | -0.081       | 0.042        | 0.032       | -1.105***   | -1.827***   | -1.876***   | -2.246***   |
| D3                  | 0.032        | -0.081       | -0.025       | -0.104      | -1.105***   | -1.827***   | -1.876***   | -2.246***   |

5.2 Effectiveness of Fair Rankings

To study whether applying a post-hoc fair re-ranking to the data has a significant effect, we conduct a 3-level ANOVA on a linear model predicting the % of candidates selected who are female (we call this variable selected) on instrumental variables of ranking type, dataset, and job context. We again study the effect on underrepresented women at each of \( n = \{1, 2, 3, 4\} \) and apply a Bonferroni correction to resulting \( p \)-values. Without interaction terms, the F-statistic confirms that ranking type and dataset are statistically significant (\( p < 0.001 \)) for all numbers of selections, and task is significant except for the first selection (\( p < .001 \)). This remains true when interaction terms are added to the model. We follow by analyzing both Wald tests with clustered standard errors and Tukey’s HSD statistics on the pairwise effects and find that RabbitRanking and FairDet-Greedy differ significantly across all numbers of choices when interactions are not included (\( p < .001 \)), with underrepresented candidates doing better under FairDet-Greedy.

5.3 Disparate Impact of Fair Rankings

To study whether fair ranking algorithms may exhibit a disparate impact on gender groups, we conduct a linear regression predicting percentage of underrepresented candidates chosen (female in the original data, male in the swapped data) on categorical variables representing the dataset, job context, and ranking type, FairDet-Greedy vs RabbitRanking, as well as a variable FLIP that indicates whether the data is from the counterfactual world in which men are underrepresented. If identical underrepresented female candidates and underrepresented male candidates are treated equally, we expect to see no significant coefficients on FLIP or any of its interactions. We find instead that without interactions, FLIP is significant with a negative coefficient for 4 selections, suggesting that underrepresented men are less likely to be selected than their female counterparts.
counters. With interactions, FLIP is not significant across all conditions, but has a significant positive interaction with the moving job context, again confirming a persistent human preference. We find no significant interactions between FLIP and RabbitRanking, suggesting that fair ranking does not impose consistent disparate effects on men and women. Three-way interactions are limited by sample size, however, exploratory analysis (See Figure 3b) suggests that the fair ranking has an outsize effect on men for the moving job context exactly when they appear to be underqualified relative to women, in D1. This potentially aligns with findings of disparate impact in recidivism prediction settings, in which we find that judges are more likely to use algorithmic recommendations when they confirm existing biases [7].

5.4 Impact of Fair Rankings Over Sequential Selection

In this section we highlight patterns in the impact of FairDet-Greedy across sequential selections in various job contexts and data sets. Because of the large number of pairwise comparisons and small sample sizes, we do not focus on statistical significance here but rather directional effects.

Table 6 shows the percentage of female candidates of all selections made. For example, in the case of data set D1, Moving job context and algorithm RabbitRanking, 16.53% of all selected candidates were female while 4.84% of all first selections were female. The row all compares the selections of female candidates for all three data sets.

Our results reveal that FairDet-Greedy increases number of selected female candidates in almost all cells compared to RabbitRanking. FairDet-Greedy is particularly effective in increasing female representation at employers’ first selection in all job contexts. We find the highest increase of 17.35 percentage points in the first selection for the Moving job context followed by Event staffing with an increase of 13.02 percentage points. Across all job contexts and datasets, we observe that the difference between FairDet-Greedy and RabbitRanking decreases as the number of selections increases, suggesting that FairDet-Greedy mainly pushes female candidates higher in the priority list of users but has less effect on the overall number of selected female candidates.

Table 7 shows male selection rates for the cumulative selections 1-4. Colors indicate the change in ptp compared to RabbitRanking:

Table 8 shows average selected female candidates per user compared between job contexts. * * * = p < 0.01; ** = p < 0.05; * = p < 0.1; = p > 0.15

5.5 Gender bias of different employer groups

In order to investigate if consistent human gender preferences we observe are limited to specific demographic groups of employers, we limit our analysis to the moving job context, in which we see the largest effects of gender bias across all other conditions. We perform a logistic regression to predict the number of selected
female candidates at each selection level in this job context, on the gender and age group of the employer. We include both the original data conditions and the gender flipped data conditions due to small sample size. In the first two priority selections, we find negative coefficients for male employers who are between 25 and 34 years old ($p = 0.053$) and older than 54 years. All other age categories have negative coefficients for male employers, but they are not significant, suggesting that male employers are less likely to hire women for this job context. On the other hand, all coefficients for female employers are positive, significantly for women between 25 and 34 years of age ($p = 0.055$). Other job contexts show no such evidence of demographic-specific biases.

5.6 Employer Understandings of Fairness

We hypothesized that at least some employers try to select candidates with the goal of demographic parity. In order to confirm this, we took a random sample of 100 employer responses of at least 200 characters and counted the free text responses in which they described a preference for gender parity. We find that 12.4% of employers actively tried to make a diverse choice and stated that in the text field question of our survey. During this analysis, we also found comments of employers who considered gender in more specific ways. Interestingly, instead of trying to make it fair within a job context, some employers tried to achieve gender parity between the tasks, a behavior which is likely to exacerbate gender bias when hiring across roles with opposing gender biases.

Conversely, 35% of respondents instead display a preference for individual fairness, treating similar individuals similarly without consideration for gender [4], in their text responses. Likert scale responses for the importance of gender in their decision making reveal that the majority of respondents (59%, 67%, and 66% in moving, event staffing, and shopping, respectively) report that they did not consider gender at all in their selections. Future work could further investigate how employers’ mental models of fairness interact with their practical use of fair rankings.

6 CONCLUSIONS

We conduct the first user study to explore the effectiveness of fair ranking algorithms on candidate outcomes, including manipulations to understand the interplay between ranking, candidate features, job context, and human biases. Our study reveals that fair ranking can successfully increase the opportunities available to underrepresented candidates, particularly when candidate features are similar between the underrepresented and overrepresented groups. However, we find that the effectiveness of fair ranking is inconsistent across job contexts and candidate features, suggesting that it may not be sufficient to increase representation outcomes in all settings. We hope that this work represents a step toward better understanding how algorithmic tools can (or cannot) reduce gender bias in hiring settings.
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