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Abstract: This paper focuses on the performance analysis of a sensorless control for a Doubly Fed Induction Generator (DFIG) in grid-connected operation for turbine-based wind generation systems. With reference to a conventional stator flux based Field Oriented Control (FOC), a full-order adaptive observer is implemented and a criterion to calculate the observer gain matrix is provided. The observer provides the estimated stator flux and an estimation of the rotor position is also obtained through the measurements of stator and rotor phase currents. Due to parameter inaccuracy, the rotor position estimation is affected by an error. As a novelty of the discussed approach, the rotor position estimation error is considered as an additional machine parameter, and an error tracking procedure is envisioned in order to track the DFIG rotor position with better accuracy. In particular, an adaptive law based on the Lyapunov theory is implemented for the tracking of the rotor position estimation error, and a current injection strategy is developed in order to ensure the necessary tracking sensitivity around zero rotor voltages. The roughly evaluated rotor position can be corrected by means of the tracked rotor position estimation error, so that the corrected rotor position is sent to the FOC for the necessary rotating coordinate transformation. An extensive experimental analysis is carried out on an 11 kW, 4 poles, 400 V/50 Hz induction machine testifying the quality of the sensorless control.
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1. Introduction

The Doubly Fed Induction Generator (DFIG) is widely employed as a generator, especially in variable speed grid-connected wind energy applications. DFIGs guarantee robust and flexible systems, facilitating electric energy generation in a wide operating range of wind turbines [1–3].

In the grid-connected system, the aim is to maximize the conversion of mechanical input energy from the wind turbine into electric energy, ensuring the minimization of the cost of energy at the same time [4,5]. To meet this goal, the more widespread wind power generation system, for both small and large power, consists of a wind turbine [6,7], usually equipped with pitch control limits, a gearbox, and a DFIG directly connected to the AC grid on the stator side and driven through a power electronic converter on the rotor side. The rating of the power electronic is almost 25% of the rated power, allowing a speed range from nearly 50% to 120% of the rated speed [8].

It is clear that this Wind Energy Conversion System (WECS) is much more efficient than a constant speed squirrel cage induction generator system, but it obviously presents a greater complexity in the control, especially with regard to the knowledge of the rotor position [6].

The traditional control system of the doubly fed induction generator is based on stator flux oriented vector control [9]. Practically, using the rotor position it is possible
to decompose the rotor current space vector into two current components in order to
decouple control of the flux and electromagnetic torque. A rotor position sensor is required
to finalize the transformation of the rotor current space vector. As it is evident, the pres-
ence of these sensors on the shaft reduces the robustness of the whole system. In recent
years, research has been very active in working to replace the traditional control with a
sensorless one, achieving advantages in terms of system robustness, easy installation, and
maintenance [10,11]. In the literature, several sensorless methods have been proposed. The
different sensorless controls can be collected into the follows categories: open-loop estima-
tion methods, closed-loop estimation methods [12,13], Kalman filter [14], high-frequency
signal injections [15,16], Model Reference Adaptive System (MRAS) observers [17,18] with
full or reduced order approaches [19–21], and other sensorless methods.

In the open-loop sensorless methods, the rotational speed is obtained via differen-
tiation of the estimated slip angle [22–26]; in the MRAS, the adaptive models are all based on
static flux–current relations, and the estimated speed is used as feedback in a vector control
system—this approach is very sensitive to machine inductance [27]; in the other sensorless
method, it is possible to include all types of sensorless control based on PLLs and similar
to MRAS observers. Indeed, in these last cases, the error is driven to zero when the phase
shift between the estimated vector and the reference vector is null [28,29]. Ultimately, it
is possible to state that in each of these controls, the challenge is to evaluate the position
of the rotor by means of an indirect method, preserving at the same time good estimation
accuracy against possible parameter deviations.

The performances of the estimation of the rotor position are linked to the implemented
control strategy, such as Field Oriented Control (FOC), Direct Torque Control (DTC) [30,31],
and Direct Power Control (DPC) [32–34].

This paper deals with an experimental evaluation of the performance of a novel
adaptive full-order observer, presented in [35], in order to assess the accuracy of the rotor
position estimation by means of an FOC control scheme.

The novelty of this approach is the consideration of the rotor position estimation error
as an additional machine parameter. This parameter is accurately tracked by the proposed
adaptive law, assuring a good compensation of the projection error from the rotor frame to
the stator frame. A prototype system was set up in order to validate the effectiveness of the
proposed approach by means of an extensive measurement campaign.

This paper is organized as follows: in Section 2 a description of the system is presented,
in Section 3, starting from the mathematical model in a matrix form, the proposed adaptive
observer is illustrated, in Section 4 details of the adopted control scheme are highlighted
and, finally, in Section 5, an analysis of the experimental results is reported.

2. Description of the System

The present work focuses on the system depicted in Figure 1. In particular, a Doubly
Fed Induction Generator (DFIG) was mechanically connected to a wind turbine via a
gearbox. The DFIG rotor windings were wound and equipped with slip rings. While the
stator windings were directly connected to the three-phase AC grid, the rotor windings
were fed through a back-to-back power converter consisting of a common DC link and
two three–phase converters: a Voltage Source Inverter (VSI) to the rotor side and a Voltage
Source Rectifier (VSR) to the AC grid side. Due to the presence of the bidirectional power
converter, the DFIG can operate as a generator or motor in both sub-synchronous and
super-synchronous modes. However, in typical applications, the converter can be rated
as 25% of the nominal power of the whole system. This limits the sub-synchronous
and super-synchronous modes to about 1/3 up and down of synchronous speed.
3. Proposed Adaptive Observer

The mathematical model of the DFIG is well known and can be presented in different forms, depending on the particular choice of the state variables and the reference frame. Adopting the matrix form, the stator current and flux as state variables and the stator reference frame, the DFIG mathematical model is given by (see nomenclature at §.0):

\[
\frac{d}{dt} \begin{bmatrix} \mathbf{i}_s \\ \Phi_s \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} \mathbf{i}_s \\ \Phi_s \end{bmatrix} + \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} \mathbf{v}_s + \begin{bmatrix} C_1 \\ C_2 \end{bmatrix} \mathbf{v}_r
\]

(1)

It is worth noting that by imposing \( \mathbf{v}_r = 0 \) in Equation (1), the mathematical model of a traditional induction machine (with short-circuited rotor windings) is obtained.

In Equation (1), the state variables, the inputs, and the outputs are space vectors. By consequence, all the corresponding matrix elements are complex numbers. In particular

\[
\begin{align*}
A_{11} &= -\left( \frac{R_s}{L_{s,eq}} + f_{r,eq} \right) + j\mu_r \omega_r \\
A_{12} &= \frac{\sigma L_s}{L_{s,eq}} + j\mu_r \omega_r \\
A_{21} &= -R_r \\
A_{22} &= 0
\end{align*}
\]

(2)

where:

\[
\mu_r = \frac{L_m}{L_r}; \quad \sigma = (1 - \mu_s \mu_r); \quad L_{s,eq} = \sigma L_s; \quad f_{r,eq} = \frac{R_r}{L_{r,eq}}
\]

(3)

with \( \mu_s = L_m / L_r \) and \( L_{r,eq} = \sigma L_r \).

It is possible to derive the space vector of the rotor current from the definition of the stator flux (\( \Phi_s = L_s \mathbf{i}_s + L_m \mathbf{i}_r \)):

\[
\mathbf{i}_r = \frac{\Phi_s}{L_m} - \frac{L_s}{L_m} \mathbf{i}_s
\]

(4)

The following full-order Luebecker observer can be defined based on the DFIG mathematical model (Equation (1)):

\[
\frac{d}{dt} \begin{bmatrix} \hat{\mathbf{i}}_s \\ \hat{\Phi}_s \end{bmatrix} = \begin{bmatrix} \mathbf{A}_o \\ \mathbf{B} \end{bmatrix} \begin{bmatrix} \mathbf{i}_s \\ \mathbf{v}_s \end{bmatrix} + \begin{bmatrix} \mathbf{C} \end{bmatrix} \mathbf{v}_r + \begin{bmatrix} G_1 \\ G_2 \end{bmatrix} \left[ \mathbf{i}_s - \hat{\mathbf{i}}_s \right]
\]

(5)

The elements \( G_1 \) and \( G_2 \) of the observer matrix should be designed with reference to the observer state matrix \( \mathbf{A}_o \):

\[
\mathbf{A}_o = \begin{bmatrix} A_{11} - G_1 & A_{12} \\ A_{21} - G_2 & A_{22} \end{bmatrix}
\]

(6)

having eigenvalues \( p_{O,1} \) and \( p_{O,2} \). It should be noted that the above equations relate to a proportional type Luebecker observer. Other more complex architectures (such as proportional–integral and modified integral [36]) may lead to an overall improved noise.
rejection. However, the proportional type allows for a relatively simple selection of the observer gains. In particular, the observer gains should be selected such that the error $i_s - \hat{i}_s$ quickly converges to zero. In other words, the observer dynamic must be faster than that of the DFIG in all operating conditions and, in particular, for any value of the rotational speed. The faster DFIG dynamic is linked to the DFIG high-frequency pole $p_{D,HF}$ at zero speed. Thus, by introducing an overall observer gain $K_G > 1$, the two observer poles $p_{O,1}$ and $p_{O,2}$ can be fixed proportional to $p_{D,HF}$ through $K_G$. Considering that a good approximation by excess of the effective $p_{D,HF}$ value is:

$$p_{D,HF} \approx -\left(\frac{R_s}{L_{s,eq}} + f_{r,eq}\right)$$  \hspace{1cm} (7)

the eigenvalues $p_{O,1}, p_{O,2}$ can be fixed as:

$$p_{O,1} = p_{O,2} = p_O = -K_G \left(\frac{R_s}{L_{s,eq}} + f_{r,eq}\right)$$  \hspace{1cm} (8)

where $K_G$ is the overall observer gain.

In order to preserve system stability, an optimal value for $K_G$ should be eventually fixed by trials on the real system, depending on the measurement equipment and noise; $K_G$ values are typically chosen between 2 and 5. Hence, the elements $G_1$ and $G_2$ of the observer matrix are given by:

$$\begin{cases} G_1 = A_{11} - 2p_O \\ G_2 = A_{21} + p_O^2 / A_{12} \end{cases}$$  \hspace{1cm} (9)

In the dynamic system (Equation (5)), the space vectors $v_r, v_s$ and $i_s$ represent inputs. In particular, while $v_s$ and $i_s$ can be simply measured by voltage and current transducers, knowledge of $v_r$ would require an additional rotor position sensor. Indeed, $v_r$ is defined by a rotational transformation of the actual space vector voltage $v_r^{(r)}$ provided by the rotor power converter through the electrical rotor position $\vartheta_e$:

$$v_r = v_r^{(r)} e^{j \vartheta_e}$$  \hspace{1cm} (10)

where

$$\vartheta_e = p \vartheta_r$$  \hspace{1cm} (11)

with $\vartheta_r$ represents the mechanical rotor position and $p$ the number of pole pairs.

On the other hand, in the context of a sensorless control, the observer outputs can be exploited in order to estimate the rotor position and, consequently, the space vector of the rotor voltage in the stator reference frame $v_r$, without the use of an additional position sensor.

The rotor position can be estimated considering that Relation (10) also applies to the rotor current space vector in the two reference frames:

$$i_r = i_r^{(r)} e^{j \vartheta_e}$$  \hspace{1cm} (12)

where, naturally, $i_r^{(r)}$ is the rotor current space vector provided by the power converter and $i_s$ is the rotor current space vector in the stator frame.

While the quantity $i_r^{(r)}$ is directly measurable at the converter terminals, an estimated version of $i_r$ can be calculated as per Equation (4) by substituting the actual flux $\Phi_s$ with the estimated one $\hat{\Phi}_s$:

$$\hat{i}_r = \frac{\hat{\Phi}_s}{L_m} - \frac{L_s}{L_m} i_s$$  \hspace{1cm} (13)
Once \( i_{r}^{(r)} \) and \( I_r \) are known, the rotor electrical position can be derived as:

\[
e^{j\dot{\theta}_e} = \frac{I_r}{i_{r}^{(r)}} \Rightarrow \dot{\theta}_e = \arctan(\dot{\Phi}_s - L_s i_s) - \arctan(i_{r}^{(r)})
\]  

(14)

Hence, \( v_r \) can be calculated as per Equation (10).

The knowledge of \( \dot{\theta}_e \) also allows for the computation of the rotor speed via the numerical time derivative. In order to dampen the oscillations resulting from the time derivative computation, the calculation of the rotor speed should be processed by a properly sized Low Pass Filter (LPF):

\[
\dot{\omega}_r = \frac{1}{p} \Im \left( \frac{d\dot{\theta}}{dt} \right)
\]  

(15)

where \( \Im \) denotes the functional associated to the LPF.

As expected, knowledge of machine parameter values plays an important role in the described estimation procedure. However, the machine parameters cannot be known with absolute precision, and only their estimated values can actually be used in the previous equations. In particular, the symbols \( A, B, C, \dot{v}_r \) and \( L_s \) appearing in Equations (5), (10), and (14) should formally be replaced with \( \dot{A}, \dot{B}, \dot{C}, \dot{v}_r \) and \( L_s \), this last representing their estimated versions.

As a consequence of the possible parameter deviations, the rotor position estimation \( \dot{\theta}_e \) will be affected by inaccuracy.

Let us define \( \Delta \dot{\theta}_e \) as the rotor position estimation error:

\[
\Delta \dot{\theta}_e = \dot{\theta}_e - \dot{\theta}_e
\]  

(16)

According to Definition (16), the actual rotor position \( \dot{\theta}_e \) can be expressed as \( \dot{\theta}_e + \Delta \dot{\theta}_e \).

Hence, the actual rotor voltage \( v_r \) can be written as:

\[
v_r = v_r^{(r)} e^{j(\dot{\theta}_e + \Delta \dot{\theta}_e)} = v_r^{(r)} e^{j\dot{\theta}_e} e^{j \Delta \dot{\theta}_e} = \dot{v}_r e^{j \Delta \dot{\theta}_e}
\]  

(17)

where the quantity \( v_r^{(r)} e^{j\dot{\theta}_e} \) corresponds to \( \dot{v}_r \): the estimated version of the rotor voltage.

Equation (17) clarifies that the estimated rotor voltage \( \dot{v}_r \) does not correspond to the actual rotor voltage \( v_r \) due the projection error \( e^{j \Delta \dot{\theta}_e} \). At the same time, this suggests that the projection error could be compensated if a \( \Delta \dot{\theta}_e \) tracking procedure is conceived.

Let us denote the tracking procedure output with \( \Delta \dot{\theta}_e \), i.e., \( \Delta \dot{\theta}_e \) is the estimation of the actual \( \Delta \dot{\theta}_e \) value. For small \( \Delta \dot{\theta}_e \) values, the following approximation can be assumed:

\[
e^{j \Delta \dot{\theta}_e} = \cos \Delta \dot{\theta}_e + j \sin \Delta \dot{\theta}_e \equiv 1 + j \Delta \dot{\theta}_e
\]  

(18)

In light of the previous consideration on the parameter deviations, and considering Equation (17) with approximation (18), the Luemberger observer (Equation (5)) can now be re-written:

\[
\frac{d}{dt} \begin{bmatrix} i_s \\ \Phi_s \end{bmatrix} = A \begin{bmatrix} i_s \\ \Phi_s \end{bmatrix} + B [v_s] + C (1 + j \Delta \dot{\theta}_e) [\dot{v}_r] + G [\epsilon]
\]  

(19)

where \( G = \begin{bmatrix} G_1 \\ G_2 \end{bmatrix} \) and \( \epsilon = i_k - \dot{i}_s \).

The quantity \( \Delta \dot{\theta}_e \) in Equation (19) can be regarded as an additional machine parameter, and its value can be estimated by the following adaptive law based on the Lyapunov theory:

\[
\Delta \dot{\theta}_e = K_{\Delta \theta} \int_0^t (\dot{v}_r e_x - \dot{v}_x e_y) dt + \Delta \dot{\theta}_e
\]  

(20)

where \( K_{\Delta \theta} \) is a not negative number.

The model (Equation (19)) and the adaptive law (Equation (20)), together with the Relations (14) and (15), define the proposed adaptive observer, which provides the estima-
tion of rotor speed $\hat{\omega}_r$ and position $\hat{\theta}_r$. Moreover, the proposed technique is robust against possible machine parameter uncertainties and is capable of tracking the rotor position estimation error $\Delta \hat{\theta}_r$.

4. Control Scheme

In the control scheme depicted in Figure 2, the proposed sensorless adaptive observer provides the necessary rotational transformation angle and the rotor speed value for a traditional stator flux Field Oriented Control (FOC). In particular, $x, y$ represent the stator reference frame axis; $\alpha, \beta$ refer to the rotor reference frame axis; and $d, q$ represents the rotating reference frame aligned with the stator flux $\Phi_s$.

![Figure 2. Control diagram.](image)

Since the observer model has been written into the stator reference frame, its inputs ($v_s, i_s$ and $v_r$) are referred to as $x, y$ coordinates. In particular, while the first two inputs are measured directly on the stator side connected to the AC grid, the third input needs to be transformed from $\alpha, \beta$ to $x, y$ coordinates. Indeed, the quantity $v_s^{(r)} = v_{s\alpha} + jv_{s\beta}$ representing the reference voltage for the VSI, is transformed into $x, y$ coordinates by the angle $\hat{\theta}_r + \Delta \hat{\theta}_r$. In this way, the projection error is compensated by the position estimation error.

The adaptive observer outputs are the estimation of rotor speed $\hat{\omega}_r$, position $\hat{\theta}_r$, the rotor position estimation error $\Delta \hat{\theta}_r$ and the stator flux space vector $\Phi_s$. From this last output, it is possible to calculate the angle of the stator flux $\psi$:

$$\hat{\psi} = \arg(\Phi_s)$$

The necessary transformation from $\alpha, \beta$ to $x, y$ coordinates can thus be operated by the angle $\hat{\theta}_r + \Delta \hat{\theta}_r - \hat{\psi}$:

$$i_r^{(\Phi)} = i_r^{(r)} e^{j(\hat{\theta}_r + \Delta \hat{\theta}_r - \hat{\psi})} = i_{rd} + ji_{rq}$$

where $i_r^{(r)}$ is the rotor current space vector, measurable in $\alpha, \beta$ coordinates.

As per the traditional FOC scheme, the obtained components $i_{rd}, i_{rq}$ are processed by two PI controllers driven by the errors computed with respect to the correspondent
reference quantities $i_{rd}^*, i_{rq}^*$. In particular, while $i_{rq}^*$ is set proportional to the reference torque $T_r^*$ by the torque constant $K_T$, $i_{rd}^*$ should be set equal to zero. However, it must be considered that the tracking of $\hat{\theta}_e$ and $\Delta \hat{\theta}_e$ could prove ineffective during very low torque operating conditions where both current components move toward zero. For this reason, an injection strategy has been implemented:

$$\begin{align*}
    i_{rd}^* &= i_{rd, inj}^* \\
    i_{rq}^* &= K_T T_r^* + i_{rq, inj}^*
\end{align*}$$

where:

$$\begin{align*}
    i_{rd, inj}^* &= \lambda_d A_{inj} \cos(2\pi f_{inj} t) \\
    i_{rq, inj}^* &= \lambda_q A_{inj} \cos(2\pi f_{inj} t)
\end{align*}$$

$A_{inj}$ and $f_{inj}$ are the amplitude and the frequency of the injected current components. Activation and deactivation of the injection are operated through $\lambda_d$ and $\lambda_q$, which can assume either 0 or 1 values. The $q$ injection is activated if the required torque is too small. The $d$ injection is activated if the required torque is too small or if the slip angular frequency is too small. Fixing $\Delta T_{e, inj}$ and $\Delta \omega_{inj}$ as threshold values, respectively, for the required torque and the slip angular frequency, $\lambda_d$ and $\lambda_q$ can be expressed as (in C language style):

$$\begin{align*}
    \lambda_d &= |p\omega_r - \omega| < \Delta \omega_{inj} \quad |T_r^*| < \Delta T_{e, inj} \\
    \lambda_q &= |T_r^*| < \Delta T_{e, inj}
\end{align*}$$

The converter space vector reference voltage components $v_{rd}^*, v_{rq}^*$ are obtained by compensating the current PI regulator outputs $\tilde{v}_{rd}, \tilde{v}_{rq}$ through the decoupling action:

$$\begin{align*}
    v_{rd}^* &= \tilde{v}_{rd} - \hat{\omega}_r L_s \omega_{dq} i_{rq} \\
    v_{rq}^* &= \tilde{v}_{rq} + \hat{\omega}_r L_s \omega_{dq} i_{rd} + \hat{\omega}_r \Phi_{sR}
\end{align*}$$

with $\hat{\omega}_r = \omega - p\hat{\omega}_r$ being the estimated rotor slip angular frequency, and $\Phi_{sR}$ being the rated stator flux.

Finally, the obtained space vector $v_r^* + jv_q^* = v_r^*(\Phi)$ is transformed from $d, q$ to $\alpha, \beta$ coordinates by the angle $\hat{\theta}_e - \hat{\theta}_e - \Delta \hat{\theta}_e$:

$$v_r^{*(\alpha)} = v_r^*(\Phi) e^{-j(\hat{\theta}_e + \Delta \hat{\theta}_e)} e^{j\hat{\theta}_e} = v_{r\alpha}^* + jv_{r\beta}^*$$

The $\alpha, \beta$ components of Equation (27) can be modulated as per a Space Vector Modulation (SVM) in order to drive the VSI at the rotor side. Naturally, as mentioned above, $v_r^{*(\alpha)}$ is also sent back and, through a unit time delay, constitutes a closed loop for the proposed adaptive law.

5. Experimental Results

The proposed control strategy was validated experimentally by mechanically connecting a three-phase wound rotor, 11 kW, 4 poles, 400 V/50 Hz induction machine to a 27 kW DC machine acting as a prime motor. Both the electric machines were driven by power converters based on Semikron IGBT modules, while the system control was implemented on dSpace 1103 hardware whose digital outputs were properly routed to the IGBT drivers' inputs. The whole experimental setup is shown in Figure 3. In order to evaluate the sensorless estimation errors, a 4000 pulse/round incremental encoder mechanically connected to the DFIG was used to determine the rotor speed and position.
with \( \sigma = - \sigma \omega \) being the estimated rotor slip angular frequency, and \( \Phi_{sR} \) being the rated stator flux.

Finally, the obtained space vector \( \Phi_{rd} = \Phi \) is transformed from \( d, q \) to \( \alpha, \beta \) coordinates by the angle \( \psi_{ee} \) :

\[
(27) \quad (\alpha_{ee} + \beta_{ee} \Delta \Phi_{ee}) \Phi_{v+j} = \Phi_{v+j}.
\]

The \( \alpha, \beta \) components of Equation (27) can be modulated as per a Space Vector Modulation (SVM) in order to drive the VSI at the rotor side. Naturally, as mentioned above, \( \Phi_v \) is also sent back and, through a unit time delay, constitutes a closed loop for the proposed adaptive law.

5. Experimental Results

The proposed control strategy was validated experimentally by mechanically connecting a three-phase wound rotor, 11 kW, 4 poles, 400 V/50 Hz induction machine to a 27 kW DC machine acting as a prime motor. Both the electric machines were driven by power converters based on Semikron IGBT modules, while the system control was implemented on dSpace 1103 hardware whose digital outputs were properly routed to the IGBT drivers' inputs. The whole experimental setup is shown in Figure 3. In order to evaluate the sensorless estimation errors, a 4000 pulse/round incremental encoder mechanically connected to the DFIG was used to determine the rotor speed and position.

Figure 3. Experimental setup.

The motor parameters used to build the observer matrix were estimated by means of standard blocked rotor/no-load IEEE 112 tests executed on the DFIG. Since no additional parameter tuning was carried out, the experimental results also highlight the robustness of the adaptive observer with respect to substantial parameter deviations in the characterization of the induction machine. Indeed, standard IEEE 112 tests are affected by non-negligible errors, especially when compared to more advanced off-line estimation methods [37]. This approach allows us, therefore, to portray the improved accuracy in rotor position estimation granted by the adaptive observer in comparison to a standard observer.

To validate the effectiveness of the conceived adaptation law both at different speed values and different torque values, the following test was performed:

(a) Initially, a startup procedure (which is not shown) takes the system to the test initial condition, where the rotor speed is set to 70% of the DFIG synchronous speed and the DFIG reference torque is set to 50% of its rated value. Steady state condition is reached at \( t = 0 \).

(b) After one second of steady state condition, (at \( t = 1 \)) the DFIG reference torque is set to the full rated value and again to half its rated value after one second (at \( t = 2 \)).

(c) At \( t = 3 \) the reference speed is changed to the DFIG synchronous speed. To achieve a quasi-stationary transition which allows us to check the system response in the whole speed range, the reference speed was processed by a rate limiter filter. Consequently, the speed reached the new reference value through a linear behavior in around 2.2 s.

(d) The two-step torque variation of point (b) was repeated.

(e) The reference speed was changed to 130% of the DFIG synchronous speed.

(f) The two-step torque variation of point (b) was repeated, and the test was concluded.

The experimental results of the whole test are shown in Figure 4 (rotor speed), Figure 5 (rotor axes currents), and Figure 6 (rotor electric angle estimation error). From Figure 4, where both the measured and estimated rotor speed are plotted, it can be deduced that the DFIG observer was able to effectively track the real system speed with a negligible error, which stayed always under 0.5%. Naturally, the observable speed over- and under-
shoots are linked to the corresponding step variations of the DFIG reference torque. From Figure 5, where both the reference and actual rotor axes currents are plotted, it can be deduced that the control system (driven by the estimated values of the rotor speed and position) was able to effectively drive the rotor currents in the whole speed range. It should be pointed out that the ripples in the rotor axis current are visible only around the DFIG synchronous speed. This is indeed the result of the frequency injection in the rotor currents, which is used to keep the adaptation law sensible to the rotor voltage projection error when the rotor voltages become too small (in this instance, when the DFIG was around the synchronous operation mode). Finally, Figure 6 shows the rotor position error obtained with the proposed adaptation law versus that which would affect the observer when the adaptation law was not engaged. It can be deduced that the performance of the observer is appreciably improved: while the position error was kept between $-5$ degrees and $8$ degrees with the adaptation law, it varied between $10$ degrees and $20$ degrees when the position error was not compensated. The maximum improvement can be noted at the low speed, where the error is $3$ degrees, versus $17$–$20$ degrees at the high speed.

![Figure 4](image4.png)

Figure 4. Behavior of the estimated and actual rotor speed in the whole test.

![Figure 5](image5.png)

Figure 5. Behavior of the reference and actual rotor axes currents in the whole test.
Figure 7 shows the behaviors of the first and second phase stator currents (green and violet lines) versus the corresponding rotor currents (blue and red lines) when the rotor speed was equal to 130% of the synchronous speed and the reference torque was set to 100% of the rated value. As expected, while the stator currents oscillated at the grid frequency (50 Hz), the frequency of the rotor currents were linked to the actual rotor speed. Given the value of the rotor speed, the resulting frequency was 15 Hz—this value is coherent with the difference between the synchronous speed and the actual one. It can also be noted that the first phase rotor current lagged after the second phase current—this is also expected since the DFIG was working with a rotor speed higher than the synchronous one.

Figure 6. Behavior of the position estimation error with/without adaptation law in the whole test.

Figure 4. Behavior of the estimated and actual rotor speed in the whole test.

6. Conclusions

The aim of this paper is to experimentally evaluate the performance of a novel adaptive full-order observer in order to assess the accuracy of rotor position estimation by means of a Field Oriented Control (FOC) scheme for a Doubly Fed Induction generator (DFIG).

In particular, the work demonstrates that the rotor position evaluated by the observer estimated flux can be affected by significant errors due to parameter inaccuracies. The novelty of the proposed approach is linked to the fact that the rotor position estimation error is considered as an additional machine parameter. Thus, an adaptive law based on the Lyapunov theory was proposed for the tracking of the rotor position estimation error and,
additionally, a current injection strategy was developed in order to ensure the necessary tracking sensitivity around zero rotor voltages. The roughly evaluated rotor position was corrected by means of the tracked rotor position estimation error so that the corrected rotor position was sent to the FOC for the necessary rotating coordinate transformation.

The proposed technique was tested experimentally on an 11 kW DFIG prototype moved by a 27 kW DC machine acting as the prime motor. The experimental results testify to the quality of the sensorless control, which is able to effectively track the real system speed with a negligible error (< 0.5%) in the range of 60–130% of the rated speed value. Moreover, the proposed adaptive law clearly improved observer performance by significantly reducing the rotor position estimation error from 17–20 degrees to 3 degrees in the best case.

Future work will focus on the analytical analysis of the stability of the conceived adaptive observer and on its robustness with respect to parameter variations and electric grid and mechanical perturbances, such as negative voltage sequences or rotor eccentricity.
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Abbreviations

- $i_s/i_r$: Space vector of the stator/rotor current
- $L_{cs}/L_{cr}$: Stator/rotor leakage inductance
- $L_m$: Air-gap linkage inductance
- $L_s$: Stator inductance $L_s = L_{cs} + L_m$
- $L_r$: Rotor inductance $L_r = L_{cr} + L_m$
- $R_s/R_r$: Stator/rotor resistance
- $v_s/v_r$: Space vector of the stator/rotor voltage
- $\theta_s/\theta_e$: Mechanical/electrical rotor position
- $\Phi_s/\Phi_r$: Space vector of the stator/rotor flux
- $\omega_r/\omega$: Rotor angular speed/angular frequency
- $^*$: Superscript to indicate estimated quantity
- $^+$: Superscript to indicate reference quantity
- $(r)$: Superscript to indicate rotor reference frame
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