Enhancing Bitcoin Price Fluctuation Prediction Using Attentive LSTM and Embedding Network
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Abstract: Bitcoin has attracted extensive attention from investors, researchers, regulators, and the media. A well-known and unusual feature is that Bitcoin’s price often fluctuates significantly, which has however received less attention. In this paper, we investigate the Bitcoin price fluctuation prediction problem, which can be described as whether Bitcoin price keeps or reversals after a large fluctuation. In this paper, three kinds of features are presented for the price fluctuation prediction, including basic features, traditional technical trading indicators, and features generated by a Denoising autoencoder. We evaluate these features using an Attentive LSTM network and an Embedding Network (ALEN). In particular, an attentive LSTM network can capture the time dependency representation of Bitcoin price and an embedding network can capture the hidden representations from related cryptocurrencies. Experimental results demonstrate that ALEN achieves superior state-of-the-art performance among all baselines. Furthermore, we investigate the impact of parameters on the Bitcoin price fluctuation prediction problem, which can be further used in a real trading environment by investors.

Keywords: Bitcoin; price fluctuation prediction; deep learning; embedding network; long short term memory

1. Introduction

Bitcoin has attracted extensive attention from both investors and researchers since it was first proposed by Nakamoto [1] in 2008. Bitcoin is a decentralized digital currency that uses encryption schemes, decentralized consensus, and other mechanisms to verify transactions and ensure the security. Bitcoin can be directly exchanged between two individuals, using a private key and a public key. Moreover, users can transfer Bitcoin currencies to different countries with minimal processing fees, avoiding huge cost charged by traditional financial institutions [2]. The technology behind Bitcoin is called blockchain [3,4]. New Bitcoins (BTC) were created through a consensus process known as mining. Recently, more than 2200 different cryptocurrencies are created and traded publicly (CoinMarketCap.com).

Bitcoin is not controlled by any central authority, removing central banks from managing the currency supply. An unusual feature of Bitcoin price is the large fluctuation in contrast to traditional financial assets (such as gold, stock indexes and commodities). For example, Bitcoin price often fluctuates by more than 10% (or even more than 30%) at some times. More specifically, as shown in Figure 1, the 30-day historical volatility of Bitcoin is much greater than gold, HS300, and S&P500. These unusual and large price fluctuations have attracted significant research interests from investors and researchers.
1.1. Motivation

The large price fluctuation of Bitcoin was caused by many factors, which can be roughly divided into two categories. First, Bitcoin market is a newly developing market. There is no physical representation linked with this kind of virtual asset. Meanwhile, a large number of individual investors can be easily affected by market manipulation [5], consequently making unreasonable decisions. All these issues (fake news, manipulation or other reasons) lead to a large price fluctuation of Bitcoin. Second, Bitcoin market lacks government regulation. Regulators in traditional financial markets are basically missing in the field of cryptocurrencies. For instance, fake news frequently affects the decisions of individual investors. BSV (Bitcoin Satoshi’s Vision (BSV) is a variant of Bitcoin since 2018) increased from $125 to $251 on 2019.05.29 with the news that BSV would be backed by the Binance currency exchange. However, the price fell back to $130 when the CEO of Binance clarified that this announcement was a fake news. In addition, Bitcoin is a global product that is affected by regulation around the world. For example, the sharp reduction in Bitcoin price by almost 50% in early 2018 was mostly caused by government regulations in South Korea and China, who forbid the initial coin offerings (ICOs).

We investigate the large fluctuation problem of Bitcoin price in this paper. In particular, we present a Bitcoin price fluctuation prediction problem since many investors care more about whether the sudden rise or fall is worth following. This problem can be simply described as the different behaviors of the Bitcoin price after a certain percentage change (i.e., rise or fall). For instance, if the Bitcoin price reverses after a rapid rising, following the rising price is harmful to investors since investors would make a loss in this case. Otherwise, if the price keeps rising after a rapid rising, it is good for investors since they can make more profits when following the rapid rising.

However, the historical data for this problem is limited since Bitcoin and other related cryptocurrencies have been active in trading since 2017 for most investors. It is difficult to use large interval data (e.g., day-level, and month-level data) because we can only obtain a few training samples. Therefore, we adopt the minute-level data in this paper. It implies that we can ignore the mining information (e.g., miners’ revenue, mining difficulties, hash rate, transactions, fees, and so on) of Bitcoin. For instance, we use 1-min level data but the block of Bitcoin (e.g., transactions, fees, miners’ revenue) generated approximately every ten minutes. Moreover, the change time of mining difficulties is much longer. Moreover, we do not consider the news information since it is hard to determine the authenticity of a news or predict the occurrence of emergencies. Therefore, we only adopt the minute-level price-based data. Price-based data can also reveal some manipulation behaviors. For instance, they show the same basic characteristics [6]: (1) Manipulators will gradually sell their cryptocurrencies when prices are rising. Otherwise, if they sell them when prices are falling, the prices will fall quickly. Hence, the trading prices will be quite low to them. (2) Manipulators will gradually purchase their cryptocurrencies when the prices are falling. Otherwise, if they purchase them when
prices are rising, it will lead to a high trading cost for them. These basic characteristics are reflected in the changes of Bitcoin price.

1.2. Contributions

To solve the aforementioned problems, we propose an attentive LSTM and embedding network (ALEN) model. More specifically, an attentive LSTM network is used to capture the time dependency representation of Bitcoin price and an embedding network is adopted to incorporate the hidden representations from related cryptocurrencies. We adopt the attentive LSTM because it achieves outstanding performance in time series prediction as shown in [7,8]. We also leverage the embedding network to further capture the relations between Bitcoin and multiple cryptocurrencies since most of the previous studies typically treat Bitcoin as an independent cryptocurrency and ignore the relations with other cryptocurrencies. The rich relations between cryptocurrencies may contain valuable clues for Bitcoin price fluctuation prediction. The work [9] shows the effectiveness in stock prediction by integrating stock relations into prediction. Therefore, we devise an embedding network to incorporate the hidden representations from different related cryptocurrencies into Bitcoin price prediction. Figure 3b shows an illustration of ALEN model. In particular, we first feed the features (see Section 3.2) into an attentive LSTM model. Then, the hidden representations of Bitcoin and other related cryptocurrencies are integrated into the final hidden representation. Finally, a fully connected layer is applied to the final hidden representation to obtain the results.

Three key contributions of the paper are summarized as follows.

• In this paper, we investigate the Bitcoin price fluctuation prediction problem. Meanwhile, we give a clear problem definition and introduce three kinds of features. This work can enrich the research in Bitcoin and provide investors with more tools for investment analyses.

• A novel model namely ALEN is proposed to solve the fluctuation prediction of Bitcoin price. In particular, an attentive LSTM network is used to capture the time-dependency features of Bitcoin price and an embedding network is proposed to capture the hidden representations from related cryptocurrencies.

• We empirically demonstrate the effectiveness of our ALEN on the real-world cryptocurrency market. Moreover, ALEN achieves superior state-of-the-art performance among all baselines.

The remainder of this paper is organized as follows. Section 2 introduces the related work. Section 3 introduces the problem definition and features designation. Section 4 presents our ALEN model, which includes an attentive LSTM network and an embedding network. Section 5 describes experimental results. We conclude the paper in Section 6.

2. Related Work

2.1. Bitcoin

Bitcoin as a decentralized cryptocurrency, is not controlled by any central authority, thereby mitigating the necessity of central banks for managing the currency supply. Therefore, many studies focus on this new emerging technology [10,11]. The work [12] investigates the volatility of Bitcoin, gold, and the dollar. They reveal the similarity among these assets and show that Bitcoin has a larger return than that of the others. It is also shown that a GARCH method can estimate the volatility of Bitcoin. The similar studies focusing on the estimation for Bitcoin volatility include [13–15]. Meanwhile, [16] shows that the Bitcoin mining protocol is not incentive-compatible, indicating the vulnerability of Bitcoin mining. The work [17] shows that the price increment is likely driven by manipulations, as indicated by the evidence from Mt.Gox Bitcoin currency exchange. Moreover, [18] presents an empirical investigation into the fundamental value of Bitcoin, showing speculative bubbles in Bitcoin. Recently, [2] shows a systematic analysis of Bitcoin as a financial asset through reviewing a substantial
amount of academic literature in finance. In this paper, we also investigate the large price fluctuation of Bitcoin.

2.2. Bitcoin Price

In the existing literature, researchers have extensively studied the price prediction of Bitcoin. Many previous studies treat the price prediction of Bitcoin as a time series prediction. The studies [19–21] used traditional machine learning including Random Forest, XGBoost, Support Vector Machine to predict the Bitcoin price. However, traditional machine learning methods cannot capture the time dependency of time series. Recently, deep learning methods [22–24] such as Recurrent Neural Networks (RNN) [25] can handle the issue of the time dependency. However, RNN is struggling to learn long-term dependencies due to the vanishing gradient. LSTM and Gated Recurrent Unit (GRU) that are the most commonly used variants of RNN can solve the vanishing gradient problem. For instance, the study [26] used the LSTM network to predict the price direction of Bitcoin. Wu et al. [27] used two various LSTM models including the conventional LSTM model and LSTM with AR model to predict Bitcoin price. Meanwhile, the work [28] used GRU to predict Bitcoin price, which performs better than RNN and LSTM models. However, all these studies have only simply applied common machine learning methods used in stock price prediction for Bitcoins while failing to capture the unique characteristics of Bitcoin. Moreover, some studies use specific characteristics of Bitcoin that are different from stocks to make a prediction. In particular [29], used Bitcoin transaction graph to predict Bitcoin price. All Bitcoin transactions are available on a public ledger, authors used the transaction ID, sender, recipient, value and a timestamp included in a transaction to construct features to predict Bitcoin price. The work [30] designed a complex method that uses the transaction network’s most frequent edges to predict the future price of Bitcoin. The study [31] used various variables including Blockchain data (e.g., transactions per block, median confirmation time, hash rate, difficulty) and macroeconomic variables (e.g., S&P500, gold) to predict the evolution of Bitcoin price.

Our work mainly leverages the large price fluctuation Bitcoin. To the best of our knowledge, the presented problem in this paper is firstly investigated in both Bitcoin and stocks. Our work can also enrich the research in the field of Bitcoin and provide investors with more effective tools for investment analyses.

3. Problem Definition and Features Designation

This section defines the Bitcoin price fluctuation prediction problem, and formally introduces three types of features for modeling Bitcoin price fluctuation prediction problem.

3.1. Problem Definition

We then provide a clear definition of the Bitcoin price fluctuation prediction problem, which is proposed for the first time in this paper, as follows.

First, we introduce some notations and definitions. We divide time length $T$ into $N$ intervals of sub-length $\tau (\tau = T/N)$, and $\tau$ can be $n$-second, $n$-minute or other intervals. We also define the maximal intervals $N_{\text{max}} (N \leq N_{\text{max}})$. Second, suppose that Bitcoin price rises over $\eta$ from $T_0$ to $T_0 + T$, as shown Figure 2a. Specifically, $\eta$ is the change of Bitcoin price in time $T$. Third, the goal is to determine whether the following price will decrease or not in the next max intervals $N'_{\text{max}}$ from $T_0 + T + 1$. The time length is computed as $T' = N' \times \tau (N' \leq N'_{\text{max}}).

For the following Bitcoin price behaviors after a sudden large fluctuation, we define the labels as follows. If the following Bitcoin price keep rising from $T_0 + T + 1$ to $T_0 + T + 1 + T'$ compared to the price at $T_0 + T$, it can be formulated as $1 \sum_{t=T_0+T+1}^{T_0+T+1} p_t \geq p_{T_0+T}$. In this case, we define the incremental Bitcoin price as a positive sample and label it as 1, as shown in Figure 2b. Otherwise, we label it as −1. Similarly, if the following Bitcoin price keep dropping from $T_0 + T + 1$ to $T_0 + T + 1 + T'$ compared to the price at $T_0 + T$, it can be formulated as $1 \sum_{t=T_0+T+1}^{T_0+T+1} p_t < p_{T_0+T}$. In this case, we define the cryptocurrency price fluctuation of a cryptocurrency decrease as a positive sample and
label it as 1, as shown in Figure 2b. Otherwise, we label it as −1. The consideration of the average price used here is to alleviate the stochastic property of Bitcoin price.

For investors, label −1 means that they should not follow the Bitcoin price trend. For instance, they should short Bitcoin if the current Bitcoin price has been in an up trend. Similarly, they should long Bitcoin price if current Bitcoin in a down trend. Label 1 means that they should follow the current Bitcoin price trend to make more profits.

\[ \eta > 0 \quad \eta < 0 \]

(a) Bitcoin price rises over \( \eta \) or fall over \( \eta \).

(b) The demonstration of labels in terms of \( \eta > 0 \) and \( \eta < 0 \).

**Figure 2.** The demonstration of Bitcoin price fluctuation.

### 3.2. Features for Bitcoin Price Fluctuation Prediction

This section focuses on the features used in Bitcoin price fluctuation prediction with supervised learning algorithms. Features can be roughly categorized as follows: (1) features are manually extracted from a fluctuation period (e.g., the change in price, the speed of change, the change in turnover and the change in volatility); (2) features are formed by the traditional technical trading indicators (e.g., the simple moving average (SMA), the Bollinger Band (BB), moving average convergence divergence (MACD)), which are always used by individual investors; and (3) features are extracted from DAEs, which may obtain some implied representations.

#### 3.2.1. Basic Features

Features extracted from the large price fluctuation period are as basic features. The details are described as follows.

The change in price, \( f_{1-1} \) is equal to or greater than \( \eta \). The larger the value of \( f_{1-1} \) is, the stronger the large price fluctuation signal is.

The speed of change, \( f_{1-2} \) is an important feature. For instance, some time series data needs four intervals to achieve \( \eta \), but some time series data only needs one interval to achieve \( \eta \). The difference shows the degree of the change in price. The smaller the \( f_{1-2} \) is, the stronger the large price fluctuation signal is.

The change in turnover, \( f_{1-3} \) that was adopted can be explained as follows. On the one hand, if we fix the trading amount, a larger price needs more turnovers to achieve the same price change rate compared with a smaller price. It also indicates that manipulators need more money to achieve this price change rate. On the other hand, if we fix the price change rate, a larger turnover means that the buyers and sellers have some different opinions regarding this price change rate. In addition, the turnover is difficult to compare between a “bull” market (i.e., an increment in the market) and a “bear” market (a decline in the market). Therefore, we adopt the change in turnover as the feature. Formally, it can be calculated as:

\[
f_{1-3} = \frac{\sum_{t=1}^{T} (P_t \times V_t) - \sum_{t=1}^{T_{\text{long}}} (P_t \times V_t)}{\sum_{t=1}^{T_{\text{long}}} (P_t \times V_t)},
\]
where \( T_{\text{long}} \) is a previous long period, \( T \) is a current short period, \( P_t \) and \( V_t \) are the price and volume at time \( t \), respectively.

The change in volatility, \( f_{1-4} \) is an important indicator. It is a measure of the uncertainty and is used to reflect the risk level of Bitcoin price. The larger the value of \( f_{1-4} \) is, the stronger the signals are. Formally, the change in volatility between current period (cur) and previous period (pre) is computed as:

\[
f_{1-4} = \frac{\sigma_{\text{cur}} - \sigma_{\text{pre}}}{\sigma_{\text{pre}}},
\]

where \( \sigma \) is the standard deviation of the rate of return.

### 3.2.2. Technical Trading Indicators

Technical trading indicators such as SMA, BB, and MACD [32] used in Bitcoin price fluctuation prediction are based on their widespread usage among individual investors. We make a brief introduction as follows.

**SMA**, \( f_{2-1} \) averages the last \( N \) intervals (e.g., seconds, minutes, or days) of Bitcoin price. Formally, it is computed as:

\[
\text{SMA} = \frac{\sum_{i=1}^{N} P_i}{N},
\]

where \( P_i \) represents the price on \( i \), \( \text{SMA} / P_N - 1 \) is regarded as our feature. Meanwhile, we use different intervals \( N \) to calculate various features.

**BB**, \( f_{2-2} \) is a technical indicator that creates two bands around a moving average. These bands are computed by the standard deviation of Bitcoin price. The lower and upper BBs can be calculated as:

\[
L = M - 2 \times \sigma_m, \quad \text{(4)}
\]
\[
U = M + 2 \times \sigma_m, \quad \text{(5)}
\]

where \( \sigma_m \) stands for the volatility of the moving average \( M \), \( U / L - 1 \) is regarded as the feature. Moreover, we use different values of \( m \) to construct various features.

**MACD**, \( f_{2-3} \) is a technical indicator that subtracts two exponential averages from each other, namely the short and the long interval exponential average. The mathematical formula for the MACD is:

\[
D_i = E[\text{short}]_i - E[\text{long}]_i, \quad \text{(6)}
\]

where \( E \) is the exponential moving average, computed as \( E_i = \frac{2}{N+1} \ast (P_i - E_{i-1}) + E_{i-1} \). The value \( D_i \) is as the feature. Meanwhile, we use different short and long periods to form various features.

### 3.2.3. Denoising Autoencoders Features

The features summarized above are limited, and many features are hidden in the time series financial data. To address the problems mentioned above, we adopt denoising autoencoders (DAEs) [33], which have the ability to extract deep features and eliminate the noise from the input time series with a deep neural network architecture. The DAEs as a type of unsupervised learning structures include three components: encoder, decoder, and training module.

The main process of DAEs is described in Algorithm 1. In particular, first, we add low Gaussian noise \( q = \frac{1}{\sqrt{2\pi}} e^{-\frac{(y - \mu)^2}{2\sigma^2}} \) to the initial time series \( o_t \) and obtain \( \delta \). Then, the encoder network \( f_\theta \) maps \( \delta \) to \( s \), and the decoder network \( g_\theta \) maps \( s \) to \( z \). Both encoder and decoder networks adopt LSTM networks since LSTM can better capture time dependency of the input time series data. The reconstruction error is measured by the loss \( L_2(o, z) = \| o - z \|^2 \), and the parameters \( \theta \) and
\( \theta' \) are updated through minimizing the error \( L_2(o, z) \). Finally, the high-level hidden representation \( s \) is regarded as the hidden features.

Algorithm 1 DAEs

**Require:**
- time series \( o_t \).
- encoder parameters \( \theta \).
- decoder parameters \( \theta' \).

**Ensure:**
- hidden features \( s_t \).

**for** each \( t \) in \( \{1, ..., n\} \) **do**
  - adds tiny noise to \( o_t \), obtain \( \tilde{o} \);
  - Encoder: \( s_t \sim f_\theta(\tilde{o}) \);
  - Decoder: \( z_t \sim g_{\theta'}(s_t) \);
  - Training: \( \arg\min_{\theta, \theta'} ||s_t - z_t||^2 \);
**end for**
  - return \( s_t \);

4. Our Approach

As shown in Figure 3, the proposed model ALEN consists of two blocks: an attentive LSTM network and an embedding network. The attentive LSTM network is used to capture the sequential dependency representation of Bitcoin price. The embedding network is devised to capture the hidden representations from related cryptocurrencies.

![Input](image1.png)

(a) An attentive LSTM network (ALSTM).

![Input](image2.png)

(b) Our ALEN model.

**Figure 3.** Overview of our ALEN model.

4.1. Attentive LSTM

LSTM [34] is one of the most representative variations of recurrent neural network (RNN) architectures. It was widely used in time series modelling since it can overcome the problem of vanishing gradients and better capture long-term dependencies of time series [7,35]. In particular, it is common used to the prediction of stock price, Bitcoin price [26,27], and so on. As shown in Figure 3a, before applying LSTM, we first leverage a fully connected layer to learn features from the inputs \( x_t \). The learnt features are represented by a latent representation \( f_t \), which is \( f_t = \tanh(W_m x_t + b_m) \), where \( W_m \) and \( b_m \) are parameters to be learnt. After this process, an LSTM layer is applied to map \([f_1, f_2, ..., f_T]\) to a hidden representation \( h_t \in [h_1, h_2, ..., h_T] \). More specifically, \( h_t \) is computed by combining the latent
representation \( f_t \) and previous hidden representation \( h_{t-1} \). It can be formulated as \( h_t = \text{LSTM}(f_t, h_{t-1}) \).

Please note that each cell in the LSTM structure can be computed as follows:

\[
\begin{bmatrix}
\tilde{c}_t \\
o_t \\
i_t \\
\tilde{f}_t
\end{bmatrix} =
\begin{bmatrix}
tanh \\
\sigma \\
\sigma \\
\sigma
\end{bmatrix} T_{A,b} \begin{bmatrix} f_t \\ h_{t-1} \end{bmatrix}
\]

(7)

\[ c_t = \tilde{c}_t \odot i_t + c_{t-1} \odot \tilde{f}_t \]

(8)

\[ h_t = o_t \odot \tanh(c_t) \]

(9)

where \( i_t \) represents an input gate, \( \tilde{f}_t \) represents a forget gate, \( o_t \) represents an output gate, \( c_t \) represents a memory cell and \( h_t \) is a hidden state. \( T_{A,b} \) is an affine transformation, which depends on parameters of the network \( A \) and \( b \), \( \sigma \) denotes the logistic sigmoid function and \( \odot \) denotes the element-wise multiplication.

Although the LSTM layer can learn long-term dependencies, it cannot detect the important time instance for financial time series prediction. It is important to capture the significance of different time slots for stock movement prediction, as shown in [7,8]. Attention mechanism is much more important, especially in our Bitcoin price fluctuation prediction problem, since our problem mainly focuses on the large fluctuation of Bitcoin price. Formally, the hidden representation \( h_t \) learnt from LSTM is transformed as follows:

\[ g = v^\top \tanh(W_{g} h_t + b_{g}), \]

(10)

\[ \gamma_i = \frac{\exp(g_i)}{\sum_{j=1}^{T} \exp(g_j)}, \]

(11)

\[ e_{btc} = \sum_{i=1}^{T} \gamma_i h_i, \]

(12)

where \( W_{g}, b_{g}, v_{g} \) are parameters to be learnt, \( \gamma_{1:T} \) are the temporal attention weights, and \( e_{btc} \) is the final representation obtained through the attentive LSTM.

4.2. Embedding Network

Figure 4 shows a cumulative return compared to the first trading day. It shows that Bitcoin and Ethereum exhibit quite similar trends in terms of the price change in both daily interval and 15-min interval, revealing the relationship of the Ethereum price and Bitcoin price. For instance, in some cases, if Bitcoin price rises over \( \eta \), Ethereum price always rises over \( \eta \) at the same time. In addition to the similarity, the relationship between Bitcoin price and Ethereum also shows many other complicated relationships, as depicted as dotted box in Figure 4. The main reason is that the strength of the relation between Bitcoin and other cryptocurrencies is continuously evolving. Therefore, we apply a time-aware embedding network to aggregate the hidden representation of other cryptocurrencies. More specifically, we select four cryptocurrencies (ETH, LTC, XRP , BCH) which fall into the top10 of total cryptocurrencies as the relational cryptocurrencies. Each cryptocurrency is fed to ALSTM to obtain a hidden representation \( e \). All hidden representations are aggregated in our embedding network as follow:

\[ e_{g} = \sum_{j \in \{\text{eth,ltc,xrp,bch}\}} g(e_{btc}, e_{j}) e_{j}, \]

(13)

where \( g(e_{btc}, e_{j}) \) represents the weight that contributes to the Bitcoin.
Weight $g(e^{btc}, e^j)$ is computed as follows:

$$g(e^{btc}, e^j) = \alpha e^{btc} e^j \text{similarity} + (1 - \alpha) \phi(w^T [e^{btcT}, e^jT] + b),$$

where $w$ and $b$ are the parameters in the embedding network to be learned, $\phi$ is an activation function used to normalize the outputs. Weight $g$ consists of two components and $\alpha$ is the parameter used to control the importance of each component. Specifically, the first component measures the similarity between Bitcoin and other cryptocurrency at the current prediction time steps. Please note that we use inner product here to estimate the similarity. The second component is a nonlinear regression model on the two hidden representations used to learn more complex relations.

![Graph](image_url) 

(a) Cumulative return in day interval. (b) Cumulative return in 15-min interval

Figure 4. The relationship between Bitcoin and Ethereum.

4.3. Prediction Layer

We first concatenate the hidden representation $e^{btc}$ with $e^j$ into a final latent representation $e$, which is represented by $e = [e^{btcT}, e^jT]$. Then, we use a fully connected layer as the predictive function to estimate the classification $y = \phi(W_p e + b_p)$, where $W_p$ and $b_p$ are the parameters to be learnt, $\phi$ is an element-wise nonlinear transformation function.

5. Experiments

We present the experimental results to evaluate performance of the proposed ALEN model.

5.1. Datasets

Bitcoin is not controlled by any authority, and it is traded on at least 200 cryptocurrency exchanges (e.g., CoinMarketCap.com). Therefore, the construction of dataset is as follows. The historical trading data of Bitcoin is collected from five bitcoin exchanges (i.e., Huobi, Coinbase, Binance, Bitstamp, Bitfinex) that trade the most bitcoins, and we use the average price of five bitcoin exchanges weighted by the trading volume. The same process is adopted when collecting the other relevant cryptocurrencies including Ethereum (ETH), Bitcoin Cash (BCH), Litecoin (LTC), and XRP. The consideration of the selected cryptocurrencies is that they have a large market capitalisation at their sub-field, and the market capitalisation of all these four related cryptocurrencies falls into the top10 in the cryptocurrency market. Meanwhile, all the datasets are collected from August 2017 to May 2020 with an interval of 1 min (i.e., 1 min). The data of other intervals (e.g., 5 min, 15 min, 1 h, 4 h) are extracted from the data of 1 min. The consideration of starting from 2017 is that Bitcoin and other related cryptocurrencies have been active in trading since 2017 for most investors.
5.2. Experimental Settings

The parameter settings and implementation details are presented as follows. We implement ALEN on TensorFlow2.0 and optimize it by using Adam [36] with an initial learning rate of 0.001. The parameters of Adam are fixed to 0.9 and 0.999. We fix the batch size in the range of [16, 512]. Meanwhile, we find the best $\eta$ falling into the range of [0, 5%], which is the fluctuation percentage of Bitcoin price. The terms $N_{\text{max}}$ and max $N'_{\text{max}}$ are searched from the range of [1, 10]. We let the length of an interval be 1 min, 5 min, 15 min, 1 h, and 4 h. The parameter $\alpha$ is used to balance the importance of the weight, and we let the best value of $\alpha$ falling into the range [0, 1].

5.3. Baselines

First, we evaluate a simple method that always predicts true; this method is called ATrue with a simplest RAND predictor. The RAND predictor makes random guess (up or down) that each direction has an equal probability. Then, we evaluate the hand-crafted (the first two kinds of features) and generated features (the third kind of features) using several classic baselines, Random Forests (RF) [37], Support Vector Machine with RBF kernel (SVM) [38], XGBoost (XGB) [39]. Meanwhile, LSTM and GRU models [28] with recurrent dropout are also applied. All these models are baselines. Moreover, to make an elaborate analysis of all the primary components within our proposed ALEN, we further evaluate the following variations of ALEN, ALUE, and LSTM+Attention (ALSTM) [7]. More specifically, ALEN [2] represents only using technical trading indicators. ALEN [3] represents only using the generated features. ALEN [2, 3] represents using the last two kinds of features. ALUE represents incorporating uniform representation of all related cryptocurrencies rather than aggregated by embedding network. Formally, uniform representation of all related cryptocurrencies is formulated as $e_g = \sum_{j \in \{\text{eth, ltc, xrp, bch}\}} \frac{e^{(j, e_{\text{btc}})}}{4} e_j$.

5.4. Training Protocol

The training protocol of our model ALEN and baselines are described as follows. First, we construct a 15-min ($\tau = 15$ min) time series for Bitcoin and other related cryptocurrencies. Second, we select the above time series using the parameters $N_{\text{max}} = 5$ and $\eta = 2.2\%$, the main process is described in Section 3. The input features of each sample are described in Table 1. More specifically, all features can be fed into traditional machine learning methods (RF, SVM, XGB) and the input dimension is 30 of each sample. However, $f_{1-s}$ cannot be fed into LSTM based methods and GRU since it is the same for each time step. Therefore, the input dimension is $35 \times 26$ in each sample, representing 35 time steps fed to LSTM. Third, we label the selected time series using the parameter $N'_{\text{max}} = 3$. The main process is also described in Section 3. Moreover, the percentage of positive samples is close to 51.00%. Finally, we split the dataset into training set (the first 60%), validating set (the next 20%), and testing set (the last 20%). The training set is fed into our proposed model ALEN, and we tune parameters through the performance of ALEN model on validating set. For instance, we tune the parameter $\alpha$ in the range of [0, 1], which is used to balance the importance of the weight that contributes to Bitcoin price prediction.

| Features | Features’ Dimension | Details |
|----------|---------------------|---------|
| $f_{1-s}$ | 4 | $f_{1-1}, f_{1-2}, f_{1-3}, f_{1-4}$ |
| $f_{2-1}$ | 8 | $N = 2, 3, 5, 7, 10, 15, 20, 25$ |
| $f_{2-2}$ | 4 | $m = 5, 10, 15, 20$ |
| $f_{2-3}$ | 4 | short $\in [5, 7, 13, 15]$, long $\in [10, 14, 26, 30]$ |
| $hr$ | 10 | hidden representation |
5.5. Experimental Results

Following the experimental settings and training protocol, we evaluate baselines, our ALEN as well as its variants. The performance comparison is shown in Table 2. We have several observations. Please note that the performance metrics used for evaluation are accuracy, precision, recall, and F1 score, which are standard measurements for classification tasks.

- The accuracy of ATrue predictor is related to the percentage of positive samples. The RAND predictor achieves accuracy around 50/50 percent as we expect. Meanwhile, classic machine learning classifiers perform better than random guess. Meanwhile, LSTM and GRU models [28] perform better than traditional machine learning methods, such as RF and SVM, since they can use the time dependency features well. However, XGB outperforms LSTM and GRU, the main reason may be the sufficient use of our designed features. It is not surprising that ALSTM outperforms LSTM since ALSTM can capture the importance of each timestamps; this observation was shown in [7,8]. Notably, ALEN achieves the best result compared to all baselines with accuracy, precision, recall, and F1 score except ATrue. ALEN outperforms the best baseline ALSTM 6.0% on accuracy and 7.0% on F1 score except ATrue.

- It is clear that the technical trading indicators are better than the features generated by DAEs when comparing the results of ALEN [2] with those of ALEN [3]. The reason may own to the fact that the technical trading indicators can capture the inherent regular of the specific time series. Moreover, all three kinds of features can contribute to the results since ALEN [2, 3] achieves the best performance compared to ALEN [2] and ALEN [3].

- It demonstrates that incorporation with other related cryptocurrencies can contribute to the prediction of Bitcoin price fluctuation prediction problem when compared ALUE [2, 3] with ALSTM. It also demonstrates the effectiveness of the embedding network when compared ALEN [2, 3] with ALUE [2, 3]. ALEN uses network embedding method but ALUE uses uniform embedding method. In particular, ALEN [2, 3] outperforms ALUE [2, 3] 3.3% on accuracy and 3.2% on F1 score.

Table 2. Experimental Results.

| Models    | Accuracy % | Precision % | Recall % | F1 %   |
|-----------|------------|-------------|----------|--------|
| ATrue     | 51.00      | 51.00       | 1.0      | 67.55  |
| RAND      | 49.11      | 50.03       | 49.48    | 49.75  |
| RF        | 54.66      | 54.48       | 54.13    | 54.39  |
| SVM       | 53.21      | 53.32       | 53.01    | 53.16  |
| XGB       | 56.65      | 56.28       | 57.01    | 56.64  |
| LSTM      | 55.19      | 55.16       | 55.44    | 55.30  |
| GRU       | 55.10      | 55.06       | 55.31    | 55.18  |
| ALSTM     | 57.58      | 57.14       | 57.02    | 57.07  |
| ALEN [2]  | 60.68      | 60.58       | 60.33    | 60.45  |
| ALEN [3]  | 60.46      | 60.17       | 60.31    | 60.23  |
| ALUE [2, 3]| 59.15     | 59.16       | 59.03    | 59.09  |
| ALEN [2, 3]| 61.15     | 61.10       | 60.93    | 61.01  |

5.6. Further Analyses

To the best of our knowledge, our work is the first Bitcoin price fluctuation prediction in the field of cryptocurrency. Therefore, in this section, we conduct experiments to answer the following research questions:

- RQ1: What is the difference between fluctuation prediction problem and traditional price movement prediction problem?
- RQ2: Are the parameters in fluctuation prediction problem sensitive?
- RQ3: How our research could be used by practitioners in the field?
5.6.1. Study of RQ1

Traditional price movement prediction problem can be described as the process of using the past market data or events to predict the price rising or descending at the next time slot. When we set $\eta = 0$, our problem (BFD) degenerates into a traditional price movement prediction problem (SMP). Here, we design an experiment that reveals a difference between our problem and traditional price movement prediction. First, we construct a training set BFD-train and a testing set BFD-test for BFD problem. Second, we use the same parameters as BFD problem by letting $\eta$ be 0. We construct a new training set SMP-train and testing set SMP-test for the SMP problem. In particular, if we use the BFD-test dataset as testing set, the SMP problem is called SMP1. To provide a fairness comparison, we use the same model ALEN to evaluate the different problems. The result is shown in Table 3.

| Problem | Accuracy % | Precision % | Recall % | F1 % |
|---------|------------|-------------|----------|------|
| SMP1    | 52.34      | 52.16       | 52.31    | 52.23|
| SMP     | 54.34      | 54.44       | 54.22    | 54.33|
| BFD     | 61.15      | 61.10       | 60.93    | 61.01|

As observed in Table 3, SMP outperforms SMP1 as expected since the distribution between training set and testing set in SMP1 is different. The BFD outperforms the SMP 12.53% on accuracy and 12.30% on F1 score. Moreover, the performance of SMP with ALEN model even performs worse than BFD with RF model. It indicates the effectiveness of our defined problem compared to traditional price movement prediction. The main difference between BFD and SMP problem is that BFD selects a subset samples from SMP problem. The intuition behind this effect is that when more data is introduced to the model, not only the signals are introduced, but also more noises are added. Therefore, our defined problem provides a new way to enhance the accuracy for price movement prediction through selecting a new dataset to learn.

5.6.2. Study of RQ2

We further discuss the effect of hyper-parameters on our proposed problem. We first investigate the impact of the fluctuation percentage of Bitcoin price $\eta$. We vary its value in the range of [1.3%, 5%] while fixing the other parameters. As shown in Figure 5a, the result indicates that too small or too large $\eta$ cannot achieve the best result. Too small $\eta$ will make our problem close to traditional price movement prediction problem and cannot achieve a better result. Too large $\eta$ will make the selected samples too small and also cannot achieve the compelling result, as shown in Figure 5b.

Then, we investigate the impact of $\alpha$. The parameter $\alpha$ is used to balance the weight of similarity and a nonlinear regression in embedding network. We vary its value within [0, 1] while fixing the other parameters. The result is demonstrated in Figure 6a, indicating that too small or too large $\alpha$ cannot achieve a better result. It also evidences the effectiveness of the combination of similarity and a nonlinear regression that measure the importance of related cryptocurrencies.
We next investigate the impact of $N_{\text{max}}$ and $N'_{\text{max}}$, where $N_{\text{max}}$ represents our strictness of selecting fluctuant time series. Results are shown in Figure 6b. First, we vary the value of $N_{\text{max}}$ within $[1, 10]$ and fix the other parameters. In particular, we set $N'_{\text{max}} = 3$. Results are shown in Figure 7a. It can be seen that F1 score achieves the best when $N_{\text{max}} = 5$. Too large or too small values of $N_{\text{max}}$ cannot achieve a better performance. Moreover, the change of F1 score is small with the change of $N_{\text{max}}$. Second, we vary the value of $N'_{\text{max}}$ within $[1, 10]$ and fix the other parameters. In particular, we set $N_{\text{max}} = 5$. Results are shown in Figure 7b. It can be seen that F1 score achieves the best when $N'_{\text{max}} = 3$. Besides, the value of $N'_{\text{max}}$ performs more sensitively when comparing Figure 7a with Figure 7b. The main reason is that the larger value of $N'_{\text{max}}$ means more noise introduced.

Finally, we investigate the parameter $\tau$, which is the length of intervals. Here, we adopt six different intervals (1 min, 5 min, 15 min, 30 min, 1 h, 4 h) to evaluate our model ALEN. All the other
parameters are tuned to the best. The results are shown in Table 4. It demonstrates that the 15 min interval is better than the others and the best $\eta$ is 2.2%. In particular, the best $\eta$ at 15 min, 30 min, 1 h and 4 h is not much different.

| Interval | $\eta$ % | Accuracy % | Precision % | Recall % | F1 % |
|----------|----------|------------|-------------|----------|------|
| 1 min    | 0.64     | 56.03      | 56.25       | 56.47    | 56.36|
| 5 min    | 1.4      | 59.15      | 60.15       | 58.01    | 59.06|
| 15 min   | 2.2      | 61.15      | 61.10       | 60.93    | 61.01|
| 30 min   | 2.5      | 59.86      | 59.04       | 59.99    | 59.51|
| 1 h      | 2.7      | 57.86      | 57.64       | 57.11    | 57.37|
| 4 h      | 2.9      | 57.75      | 57.24       | 58.24    | 57.73|

5.6.3. Study of RQ3

We next provide a detailed analysis of our proposed method for practitioners in the field. In particular, we implement two strategies to evaluate our results: namely the buy-only strategy and the long-short strategy. The consideration of the buy-only strategy is that most Bitcoin exchanges do not allow shorting the Bitcoins. The details of the buy-only strategy is described as follows. If current Bitcoin price (at time $t$) increases (or decrease) over $\eta$ compared to the price at time $t - N$ and we use the model ALEN to predict true (or false) at the same time. We buy $n$ Bitcoins at next open time. Then, we will sell the Bitcoins through next $N'_{\text{max}}$ time steps and we sell $\frac{n}{N'_{\text{max}}}$ Bitcoins every time, which is corresponding to our label definition. The details of the long-short strategy are as follows. First, buying bitcoins is the same as buy-only strategy. In addition, if the price increase (or decrease) over $\eta$ and we use the model ALEN to predict false (or true) at the same time. We will short $n$ Bitcoins at next open price. Then, we will buy the bitcoins through $N'_{\text{max}}$ time steps. More specifically, we buy $\frac{n}{N'_{\text{max}}}$ Bitcoins at each time step. The simulated results are shown in Figure 8.

![Figure 8](image)

(a) Performance of buy-only strategy.

(b) Performance of long-short strategy.

As shown in Figure 8, horizontal axis represents the number of trades while the vertical axis represents the portfolio value. An initial portfolio value is set to 1. At each trade, portfolio value adds the profits ratio which is calculated by (sell-price - buy-price)/buy-price. The performance of the long-short strategy is better than the buy-only strategy when compared Figure 8b with Figure 8a. The main reason is that the buy-only strategy misses the profit from shorting the Bitcoins. In addition, Figure 8 also shows that the profit of shorting Bitcoins contributes more than the profits of longing bitcoins. Overall, it demonstrates the effectiveness of the proposed model ALEN on real-world cryptocurrency market.
6. Conclusions

In this paper, we investigate the Bitcoin price fluctuation prediction problem in the field of cryptocurrency. The problem can be formally described as follows: will the price keep or reverse if the Bitcoin price anomaly changes (i.e., suddenly rising or falling)? To solve this problem, three kinds of features are carefully designed: basic features, traditional technical trading indicators, and features generated by DAEs. The novel proposed model ALEN cannot only capture the representation of Bitcoin but also aggregate the hidden representation from the related cryptocurrencies. The experimental results show that the designed features are suitable for our presented problem and our proposed ALEN model achieves the state-of-the-art superior performance among all baselines. Moreover, we evaluate the impact of various parameters on our problems. Our study may potentially pave the way toward a real trading environment by investors in the future.
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