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Abstract

Objective: Digital technologies present both an opportunity and a threat for advancing public health. At a time of pandemic, social media has become a tool for the rapid spread of misinformation. Mitigating the impacts of misinformation is particularly acute across Africa, where WhatsApp and other forms of social media dominate, and where the dual threats of misinformation and COVID-19 threaten lives and livelihoods. Given the scale of the problem within Africa, we set out to understand (i) the potential harm that misinformation causes, (ii) the available evidence on how to mitigate that misinformation and (iii) how user responses to misinformation shape the potential for those mitigating strategies to reduce the risk of harm.

Methods: We undertook a multi-method study, combining a rapid review of the research evidence with a survey of WhatsApp users across Africa.

Results: We identified 87 studies for inclusion in our review and had 286 survey respondents from 17 African countries. Our findings show the considerable harms caused by public health misinformation in Africa and the lack of evidence for or against strategies to mitigate against such harms. Furthermore, they highlight how social media users’ responses to public health misinformation can mitigate and exacerbate potential harms. Understanding the ways in which social media users respond to misinformation sheds light on potential mitigation strategies.

Conclusions: Public health practitioners who utilise digital health approaches must not underestimate the importance of considering the role of social media in the circulation of misinformation, nor of the responses of social media users in shaping attempts to mitigate against the harms of such misinformation.

Keywords: Communication, social media, #COVID-19, public health, evidence-based practice

Submission date: 10 August 2021; Acceptance date: 16 February 2022

Introduction

Digital technologies present both a potential opportunity and a potential threat for advancing public health.1,2 Misinformation shared using digital technologies threatens the effectiveness of efforts to reduce the impact of public health initiatives and, specifically, the COVID-19 pandemic.3 As witnessed repeatedly, the active participation of ordinary citizens is necessary as countries attempt to introduce public health measures to tackle the COVID-19 pandemic.4,5 The public’s access to accurate information about the pandemic and how individuals can play a role in controlling its spread is vital.6,7
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in keeping themselves and their communities safe is therefore essential. Unfortunately, the COVID-19 pandemic has been accompanied by a wave of misinformation – an ‘infodemic’, or rather a ‘misinfodemic’ – that threatens to undermine efforts to bring the pandemic under control.\textsuperscript{6–8} 

Whilst Africa has in many ways avoided the worst impacts of the pandemic thus far, the threat of COVID-19 to African communities remains high.\textsuperscript{9} COVID-19 vaccine rates in this region are some of the lowest in the world, with vaccine hesitancy exacerbating the public health challenge.\textsuperscript{10} Tanzania is perhaps the most extreme example, where the country’s government has officially rejected all COVID-19 vaccines.\textsuperscript{11} Health systems that have been holding up remarkably well remain underresourced and reliant on a small health workforce,\textsuperscript{12} and co-morbidities, particularly HIV/AIDS, are extremely high. Public health services, already impacted by low health literacy rates that create an information vacuum, have struggled to keep ahead of the misinformation curve.\textsuperscript{13–15}

In response to the double threat of the pandemic and misinformation, fact-checkers around the world have been working hard to mitigate the spread of misinformation.\textsuperscript{16} Africa is no exception, with fact-checkers operating across the continent, many with focused activities to tackle misinformation shared on social media\textsuperscript{17} and to reduce or remove the potential for harm (see Figure 1).

Despite the investment of fact-checkers in tackling COVID-19 misinformation, there is a lack of clear evidence on whether fact-checking is effective.\textsuperscript{18–20} While a proactive provision of factsheets is increasingly common, fact-checkers still struggle to keep up with the need to debunk misinformation shared on social media. This is not only because misinformation on social media travels so fast, but also because, by definition, there is always a substantial element of fact-checkers’ work that is responsive, identifying and checking ‘facts’ and retrospectively issuing statements about their (lack of) accuracy. To add to their workload, the challenges they are trying to address shift continuously and rapidly. We have seen this particularly with the COVID-19 pandemic because it is unfamiliar and not well understood by scientists and populations around the world. Initial (mis)information about the causes of the pandemic moved on to a wide range of apparent preventative measures and then ‘cures’ and has now shifted to include vaccine-related (mis)information.\textsuperscript{21} Misinformation fills the very real information vacuum that COVID-19 has presented. This has meant fact-checkers have had to respond with agility, accessing the latest science as it emerges to fact-check the (mis)information. 

Misinformation on social media is a particular challenge to manage.\textsuperscript{22,23} Social media, including Twitter, Instagram and WhatsApp, differ from traditional media in the speed with which information travels; in the lack of central control as individuals can pass on information to hundreds and thousands of people in just a few seconds; and in the apparent reluctance of social media companies to tackle the problem of misinformation.\textsuperscript{24} The problem is particularly acute in Africa, where problematic access to reliable sources of public health information contrasts with the ease of access to social media. Furthermore, Africa’s most popular social media platform, WhatsApp,\textsuperscript{25} has end-to-end encryption, which offers users privacy but makes it nearly impossible to identify the origin of content, slow the spread of, or moderate harmful messages.\textsuperscript{26}

In a context in which misinformation is potentially exacerbating the harm caused by the virus itself, understanding the harm and finding effective mitigating strategies is a priority. Misinformation researchers are working to support fact-checkers to address this challenge. With alarming accounts of people dying after drinking bleach,\textsuperscript{27} and others of the possible miracle cure offered by expensive medication, there is a need to map out what we really know about harms. Furthermore, the role that social media users, as the recipients of misinformation, play in the perpetuation of potentially harmful falsehoods, whether deliberately or in ignorance, needs to be explored. We know that social media users’ responses to the misinformation they receive on social media can be wide-ranging, from reporting suspicious information to fact-checkers to help them counter misinformation, to forwarding it on to their contacts and thus exacerbating the problem. Because of the pivotal role that users play in the spread of
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\caption{An overview of how mitigating strategies are intended to prevent harm due to misinformation.}
\end{figure}
misinformation, it is therefore crucial to understand user responses to inform what mitigating strategies might work (see Figure 2).

Given the scale of the problem within Africa, we set out to understand how social media users in Africa respond to COVID-19 misinformation shared on WhatsApp. Specifically, we aimed to understand (i) the potential harm that misinformation causes, (ii) the available evidence on how to mitigate that misinformation and (iii) how user responses to misinformation shape the potential for those mitigating strategies to reduce the risk of harm.28

Methodology

In order to comprehensively answer our research questions, we employed a range of methods that each contributed to achieving our overall objectives. Table 1 provides an overview of the components that we combined to (i) map out the harm caused by public health misinformation (especially COVID-19 misinformation) shared on social media, (ii) understand the available mitigation strategies and any evidence for their effectiveness and (iii) understand user responses to misinformation that might mitigate or exacerbate the potential for harm. We combined primary research (surveys) with secondary research (a rapid review of the evidence), integrated through cycles of analysis and reflection.

Rapid review

Rapid reviews, sometimes referred to as rapid evidence assessments, follow an approach similar to traditional systematic review methodology. While they are less comprehensive than full systematic reviews, they offer a more responsive option to explore evidence bases more rapidly and with requisite depth.29 Our rapid review focused on three key issues:

1. The risks and harm of public health misinformation.
2. How to mitigate the risks of public health misinformation to help tackle the pandemic in Africa.
3. How social media users respond to public health misinformation.

We designed an initially broad search strategy that spanned academic, grey and targeted hub searches that employed relevant search terms to isolate studies that were appropriate for our reviews’ objectives.29 Given the limited availability of evidence focused specifically on COVID-19 misinformation, or on the use of WhatsApp in Africa, we searched for evidence on all misinformation related to public health shared via social media platforms in any region. There were no date restrictions on our searches. We recognised that most research would be relatively recent due to the topic (misinformation on social media) and we did not want to miss any potentially relevant studies by imposing date restrictions. Studies were included whether or not they were in peer-reviewed academic journals. This is in line with standard systematic review methods.29,30

A three-pronged search was conducted on academic and grey literature sources as well as an additional search of master hubs of COVID-19 related literature. The academic databases searched were EBSCOHost, PubMed and the UCT database. Eleven relevant fact-checking organisation websites in Africa and Google (with Google Scholar) spanned our grey literature sources. These included: AFP Fact Check,31 Congo Check,32 Dubawa,33 Zimfact,34 Africa Check,35 DW Akademie,36 Kenyan Community Media Network,37 West Africa Democracy Radio,38 Blackdot Research,39 FactsCan40 and the Annenberg School of Communication.41 We additionally used two specialised hubs that contain COVID-19 related sources and literature: the COVID-19 Evidence Network to support Decision-making (COVID-END)42 and the Living Hub of COVID-19 Knowledge Hubs.43

We set overarching inclusion criteria for the body of research and specific criteria for each of the three areas of focus in our rapid review (Table 2). Screening of our comprehensive search results was conducted by two researchers in our team working in parallel, first checking each title and
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**Figure 2.** Unpacking the black box of social media users’ responses will inform whether mitigation strategies have the potential to reduce or remove the potential harm.
abstract and then the full texts of those that were deemed to be most likely relevant. When there was disagreement between the two reviewers, a third researcher was brought in to discuss and resolve the disagreement with the two reviewers. The process was rigorous and diligent, with another member of the team then screening the list of potentially included studies to ensure that each study met our inclusion criteria.

While no risk of bias assessment was feasible due to the rapid nature of the review and eclectic research designs within the included studies, a full extraction of information based on our review question was undertaken.28

Survey on WhatsApp users across Africa

In order to understand how social media users respond to COVID-19 misinformation on WhatsApp, we designed and piloted a bilingual (English and French) questionnaire of 20 questions. The survey used a blend of open-ended and closed-ended questions to provide insight and understanding into how users engage with COVID-19 misinformation. We used Google Forms as our online survey tool. Our sample included adult users of social media across Africa. We used an opportunistic sampling technique, promoting the survey widely on social media. We understood that our sample would never be comprehensive but aimed to gather as many perspectives on misinformation as possible in the time available. We estimated a total population of 18,240,000 social media users in Africa (15% of the African population of 1.216 billion). In an exploratory study in which we did not anticipate conducting statistical analysis, we aimed for a sample of 250.44 Between 25 August and 25 September 2020, the survey was offered and promoted through various social media platforms for users to complete, including via Twitter, WhatsApp and email. After responses were checked for completion and duplication, we applied both qualitative and quantitative approaches to analyse the collected data. This included conducting frequency distributions to determine trends and themes across the responses. To make sense of the feedback from the open-ended questions, we analysed the responses using inductive reasoning and framework analysis. A thematic synthesis of responses was used to develop a framework based on the responses.

Development of our risk framework

In an environment in which fact-checkers face high volumes of misinformation, it is impossible for them to fact-check every claim. A risk framework is therefore important to help determine which claims to prioritise. When we initially scanned the academic literature, we found a lack of standardised frameworks that systematically classified risks associated with misinformation. Consequently, we developed a risk framework as described below. To develop the risk classification framework, we drew on a model originally proposed by UK fact-checking organisation Full Fact (https://fullfact.org), in which it aimed to classify the harm of misinformation, grouping them into four classifications: disengagement from democracy, interference in democracy, economic harm and risks to life.45 This model informed the notion that the harm of misinformation occurs at various levels or ‘spheres’ – whether political, economic or at the

| Method question                                                                 | Development of a risk framework that classifies risks associated with health misinformation | Rapid review of the evidence | Survey of WhatsApp users across Africa | Reflective analysis and integration of findings |
|---------------------------------------------------------------------------------|---------------------------------------------------------------|-----------------------------|----------------------------------------|-----------------------------------------------|
| What is the harm caused by public health misinformation shared on social media? | X                                                             |                             | X                                      |                                               |
| What are the available mitigating strategies, and what do we know about their effectiveness? | X                                                             |                             | X                                      |                                               |
| How do social media users respond to misinformation, and how might this influence our ability to mitigate the harm? | X                                                             | X                           | X                                      |                                               |
| To what extent do social media users’ responses shape the potential for mitigating strategies to work? |                                               |                             | X                                      |                                               |

Table 1. Summary of methods.
level of individual health. This concurs with fact-checking practices, in which there is editorial consensus that harmful claims, if left unchecked, are likely to have consequences at a political, economic and social level, as well as influence health-seeking behaviour. From the analysis, it further emerged that the impacts on individual health occurred both at a psychological level (distress, anxiety and paranoia) as well as at a physical level (vaccination hesitancy and poisoning) and that when the harm occurred at any of the other levels, it usually coincided with a level of psychological harm (e.g. when a person was scammed, in the case of economic harm; or when someone was the victim of social stigma because of health misinformation, it was also emotionally distressing to the individual).

Integrating findings through reflective analysis
Our research methods and data were written up in a comprehensive report published online. Following the publication of that report for our funders, the team met to reflect on key lessons within and across our studies, reading and reflecting on our findings and exploring the interconnections between them. This process took place over several weeks. The findings in this paper represent new analyses beyond those reported in our project report.

Findings
Overview of our data
We set out to understand the responses of recipients of COVID-19 misinformation shared on WhatsApp in Africa to enable us to explore the extent to which user responses might shape the scope for mitigating strategies to reduce the potential harm of misinformation. Our preliminary scan of the evidence base revealed a scarcity of evidence available on this specific topic, hence we broadened our...
scope to examine how users responded to misinformation about public health (especially COVID-19) shared via social media (especially WhatsApp), anywhere in the world (especially Africa). Our data from our rapid review and survey are described briefly below.

Our systematic searches for relevant evidence for inclusion in our rapid review resulted in 1074 search hits in total (see Figure 3). We screened the hits we got from the searches on title and abstract against our inclusion criteria, and 110 studies that seemed relevant were included for closer examination. We obtained full texts for all 110 studies. After screening these studies on full text, 87 studies were included, with some studies relevant to more than one of our three areas of focus. Twenty-two studies discussed the harm and risks which are caused by health misinformation, 18 studies described user behaviour and 43 studies described mitigating strategies for tackling misinformation.

We found 22 studies focusing on the harms of misinformation shared on social media: of these, only two studies focused on WhatsApp specifically. Out of the 22 studies, 18 studies specified which countries they studied. Two studies focused on Africa: 1 study focused on misinformation on Ebola in West Africa,46 while the other study examined COVID-19 misinformation in a number of different African countries.47 Eighteen studies explored social media users’ responses to misinformation. Five of the 18 studies focused on WhatsApp and one of these focused on COVID-19 misinformation.48 Two of the 18 studies focused on Ebola in Nigeria.46,48 One study explored misinformation in five African countries, namely Kenya, Namibia, South Africa and Zimbabwe,49 and the other focused on misinformation in India, Nigeria and Pakistan.50 We identified 43 studies of approaches for mitigation of harms caused by misinformation. Out of the 43 studies, only 4 studies were based in Africa. Two studies explored strategies to mitigate COVID-19 misinformation on WhatsApp in Africa.51,52

In total, 286 WhatsApp users replied to our survey around misinformation on WhatsApp. This is in line with our sample size calculation at a 90% confidence level (271), but below our sample size target at a 95% confidence level (385). Our analysis revealed that 53.5% of the respondents were women and 45.5% of the respondents were men, while 1% of respondents withheld gender information. Respondents were based across 17 African countries. The respondents were between the ages of 18 to over 61 years; however, most of the respondents were between the ages of 21 and 60 years. The largest proportion of responses was from people between the ages of 31 and 40 years, at 36.01% (103 of 286). Respondents told us about their level of education. Despite our attempts to reach people with different educational backgrounds, many of the respondents had acquired further education after high school (89.5%; 256 of 286), with 10.5% (30 of 286) having only high school education. When observing the data from the respondents, we need to remember that the data are not representative of all WhatsApp users in Africa.

We aimed to understand the ways in which WhatsApp users responded to COVID-19 messages that they received. We made sure not to ask them about misinformation because we assumed that respondents may not know whether the information that they received was accurate; we aimed to understand from them what they thought was helpful (or not) and what they would do about it. The respondents gave us insights as to why they forwarded messages they received to others and why they could change how they behaved in response to a message.

**What harm can misinformation cause?**

To identify social media users’ responses in the context of the potential harm that misinformation can cause and to better understand the potential mitigation strategies used to reduce or remove the harm, we first analysed the potential harm of misinformation. Given the scarcity of information specific to COVID-19, we looked at the harm caused by any public health misinformation shared on social media. We drew on a framework developed by the team in earlier work (see Table 3).28

Unpacking the available research in our rapid review suggests that misinformation shared on social media can lead to all these types of potential harm. Three studies described physical harm due to COVID-19 misinformation on social media, although all three presented anecdotal information only.53,54 We found no structured analysis of the scope of physical harm caused by misinformation. The three studies described severe risks, which includes cases of poisoning after consuming or injecting bleach in the US,54 and methanol overdosing which led to hospital admissions and deaths in Iran, this was after there were reports on social media that this could prevent the infection of COVID-19.55

Three further studies reported on the economic harm caused by COVID-19 misinformation on social media.53,56,57 The studies reported major risks of economic harm, including cases of food supply distractions that led to food insecurity.56 Social media users shared their fears about food shortages which resulted in stockpiling of food and chemicals in India.56 Besides the financial burden of stockpiling, it also contributes to shortages and increased food insecurities for those who usually depend on small regular food purchases, especially people with low socioeconomic status and other vulnerable populations. Secondary economic harms include the destruction or diversion of physical resources, for example, the destruction of 5G towers across Europe because of false claims that 5G caused COVID-19,52 and medical resources being redirected to deal with the consequences of ill health caused by misinformation. Cases of methanol poisoning cases in Iran
resulted in an increased demand for hospital beds, putting a strain on the health system.\textsuperscript{55}

There were six studies that described social harm caused by misinformation on social media, all of which focused on COVID-19.\textsuperscript{23,47,58–61} We identified reports of xenophobia and of stigma associated with COVID-19,\textsuperscript{57} and specifically concerns about xenophobia towards the Chinese, particularly in the US, since it was said that it is a ‘Chinese virus’.\textsuperscript{58} China had high levels of anxiety which were linked with social media messaging about COVID-19,\textsuperscript{60} and it was reported that these anxiety levels were not linked with the trend of believing conspiracy theories.\textsuperscript{23}

The risk of political harm was reported in four of the studies about public health misinformation.\textsuperscript{46,48,55,58} Because of the apparent sources of the virus being China, there were negative associations with the Chinese or China, which links to the former US president’s description of COVID-19 as the ‘Chinese virus’.\textsuperscript{58}

\textit{Psychological harm}, such as depression, was identified from the literature. It was also highlighted as an indirect consequence of the physical, economic, social and political harm caused by misinformation. The risk of psychological harm was reported in five studies which all focused on COVID-19.\textsuperscript{58–63} One study found that the use of social media was strongly associated with panic, especially among young people (18–35 years).\textsuperscript{61} Another study reported that COVID-19 information on social media in China was linked with high levels of depression.\textsuperscript{59} From
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Table 3. Our risk framework of health misinformation based on the evidence.

| Domain of impact – harms | Consequence                                                                 |
|--------------------------|-----------------------------------------------------------------------------|
| Physical                 | Limited accurate knowledge about available treatments                        |
|                          | Misplaced actions                                                            |
| Social                   | Victimisation and stigma                                                     |
| Economic                 | Falling for scams, Panic buying                                              |
| Political                | Limited trust in officials, Rejection of official guidelines, Disregard of government-led responses |
| Psychological            | Mental health epidemic, Extreme anxiety, Long-term depression                |
Germany, we learnt that those concerned about pre-existing conditions were more likely to experience psychological distress because of COVID-19 related media. Importantly, for those attempting to mitigate the impacts of misinformation, we identified a clear link between those who lean towards conspiracy theories and believe misinformation on social media about COVID-19 and those who distrust government interventions designed to tackle the pandemic. 

**Potential mitigation strategies to reduce harm**

From the evidence collated in our rapid review, we identified nine different strategies which are used across different social media platforms to mitigate the potential for misinformation to cause harm. These are reported in full elsewhere and summarised below:

1. **Promoting credible information over misinformation:** Research suggests that providing credible, accurate information might be an effective approach for countering misinformation.
2. **Encouraging self-efficacy to detect misinformation:** Studies encourage supporting self-efficacy in detecting misinformation, an approach aimed at teaching people how to recognize and identify misinformation on social media platforms.
3. **Making misinformation illegal:** In response to the growing COVID-19 infodemic, some countries have made misinformation illegal, which means that those found guilty of creating and disseminating COVID-19 misinformation online can be charged and tried in court; this is meant to serve as a deterrent to other prospective perpetrators.
4. **Infoveillance:** Infoveillance, the ‘continuous monitoring and analysis of data and information exchange patterns on the internet’, increases the early detection of misinformation.
5. **Technical interventions:** Technical approaches to tackling misinformation include using innovative technologies to detect and debunk misinformation. Examples include the ‘fake tweet generator’ and the reverse image search tool.
6. **Debunking:** Testing and, if necessary, correcting misinformation is thought to help counter misinformation, especially if it takes place on the same platform as the misinformation.
7. **Social media companies’ involvement:** To combat the spread of misinformation, social media companies have been urged to act on misinformation on their platforms. Research suggests this could be via partnerships with health institutions, deleting accounts created with the intent of spreading conspiracy theories, and incorporating technical components that allow users to self-correct.
8. **Collective action against misinformation:** Some studies investigated the idea that multiple responses by various stakeholders are necessary in curbing misinformation, including local communities, social media platforms, health organisations, civil society, public authorities and figures, tech companies, mass media, physicians and medical associations.
9. **Social media campaigns:** Research suggests that social media campaigns might be used to educate the public to change their behaviour.

**The effectiveness of the potential mitigation strategies**

Despite identifying a wide range of potential mitigating strategies, we failed to find convincing evidence as to their effectiveness within the research literature. We identified five outcome areas that were considered within the evidence base: attitude adjustment, behavioural changes, truth discernment, responsiveness to correction and psychological outcomes. Despite several studies which sought to assess the extent to which these outcomes could be achieved using mitigation, we found limited evidence and no rigorously conducted impact evaluations as to whether any of these outcomes could be achieved using any of the strategies that we identified. Furthermore, none of this research was conducted in Africa, only one study focused on COVID-19 misinformation specifically, and none focused on WhatsApp. This lack of evidence as to the effectiveness of mitigating strategies fed directly into our consideration of the role that social media user’s responses might be playing in the pathways for effective mitigation of harms (more on this below).

**The ways in which users respond to public health misinformation shared on social media**

Having established the potential harm of misinformation and how little we know about the available mitigation strategies, we then focused on user responses to explore what role these might play in exacerbating or reducing the potential for harm. Our analysis of the available evidence suggests that users can respond in ways that mitigate the harm of misinformation, but that they can also respond in ways that exacerbating the problem and increase the potential of harm to themselves and others.

In summary, our rapid review analysis revealed that social media users sometimes check for cues, try to verify the public health information they receive, report suspicious messages, and even post a correction via social media. These actions were not commonly reported in the literature, however. Only one study conducted in Singapore found that recipients of information (just over 12% of them) reported misinformation. A second study, conducted
prior to the COVID-19 pandemic, focused on Twitter and Facebook in sub-Saharan countries. It reported that undergraduate students check for cues about the legitimacy of information, for example, looking for the verification check on Twitter messages. The students also reported that they did not use fact-checking services but agreed that checking the source of information would be useful.

Our own survey similarly revealed some WhatsApp users taking active steps to challenge the accuracy of messages (see Table 4): 14.0% told us they had questioned the sender about the accuracy of messages, 15.9% said they had deleted messages because they believed them to be false and 5.0% said they had reported messages to fact-checkers.

Table 4. Responses from users to COVID-19 messages on WhatsApp.

| Response                                      | Frequency of response | Percentage of response |
|-----------------------------------------------|-----------------------|------------------------|
| I forwarded a WhatsApp message to individuals | 101                   | 17.2                   |
| I forwarded a WhatsApp message to one or more groups | 93                    | 15.9                   |
| I asked the sender of a WhatsApp message about its accuracy | 82                    | 14.0                   |
| I deleted a WhatsApp message because I thought it was false | 94                    | 16.0                   |
| I reported a WhatsApp message to a fact checker | 29                    | 5.0                    |
| I changed my behaviour because of a WhatsApp message | 84                    | 14.3                   |
| I did nothing                                  | 97                    | 16.6                   |
| Other                                          | 6                     | 1.0                    |

Why users respond to misinformation in ways that either mitigate or exacerbate harm

Findings from our rapid review on user responses suggested that users’ behaviour varied depending on the type of content shared. Some people shared misinformation because they thought it was funny or weird, while some shared because they thought the content was helpful. We also learnt that people did not respond at all to information if they were not interested in the topic.

Some users’ behaviour was shaped by who had sent the information to them. The evidence also revealed that users were more inclined to share information gained from within a trusted personal network. Social media users were also more inclined to reshare corrections received from a family member, close friend or like-minded individual. Further, they were more likely to act on misinformation received from a family member.

The evidence suggests that users felt a responsibility to help those in their circle. Out of civic responsibility, users shared information when they thought it was useful to others. They did this even when they were not sure if the information was accurate but judged that its potential benefits outweighed any potential harm.

The tendency to want to conform also motivated how users responded. We found that respondents were less inclined to believe a fake news story if they had read comments by others that were critical of it. This could have been due to pressures of online social comparison and social enhancement online.
et al.\textsuperscript{49} proposes that sharing fake news online is a form of social currency.

If information was received from perceived official sources, it was more likely to elicit a response from users. Ahmed et al.\textsuperscript{70} reported that if medical professionals had also tried a treatment, respondents were more likely to act on the professionals’ recommendations, and that users’ trust in political institutions determined their trust (or distrust) in government information.\textsuperscript{33} Huang and Carley\textsuperscript{83} reported that compared with personal accounts, news and government sources were less likely to share misinformation.\textsuperscript{76}

Finally, emotions played a role in how people responded to misinformation, including if they are detached to news in general\textsuperscript{74,77} and if the information itself triggered specific emotions. A study by Wasserman et al.\textsuperscript{49} reported that users were more inclined to share information that made them feel emotional and patriotic.\textsuperscript{74} While Chua and Banerjee looked into what they described as epistemic beliefs, which they defined as ‘perceptions about the characteristics of knowledge and the process of knowing’.\textsuperscript{84} They discovered that those who are ‘epistemologically naïve’ were more likely to spread misinformation, while those who were ‘epistemologically robust’ stifled misinformation by stopping its spread.

**Can we disaggregate responses to misinformation by gender, age or education?**

Further exploration as to whether responses differed by gender, age or education level were inconclusive. Even though there were some signs that women are less likely to respond at all to misinformation,\textsuperscript{74,85} this was contradicted in other studies.\textsuperscript{47,48} While others found no difference by gender.\textsuperscript{76} The findings on age were also mixed. While some studies revealed that young people were more likely to act on misinformation,\textsuperscript{33} there were some studies that revealed that older people were less likely to share unverified information\textsuperscript{65} despite the fact that young people blamed older people for sharing misinformation.\textsuperscript{75} The evidence on the impact of education level was both small and inconclusive.\textsuperscript{85}

**What have we learnt about how user responses might influence the ability for mitigating strategies to reduce or remove harm?**

Our findings confirm the potential for serious harm due to misinformation and the lack of available evidence as to the effectiveness of mitigating strategies. Furthermore, they demonstrate how user responses vary considerably. Our reflective analysis across our findings led us to develop a flowchart to illustrate the key role that user responses play. Figure 4 illustrates how even when users’ respond in ways that reduce harm and even if we assume that mitigating strategies are effective when they are in place, the responses of some users exacerbate harm; in particular, their willingness to pass on information and/or act on it even when they believe it to be false.

**Discussion**

Understanding the ways in which social media users respond to misinformation sheds light on how misinformation can cause harm (see Figure 4). We discovered a large number and a wide range of risks and harm due to misinformation on social media. The extent of the problem has been recognised in other recent reviews of misinformation.\textsuperscript{86} Our rapid review on harm showed how serious this can be – affecting people’s lives and their livelihoods.\textsuperscript{28} Although COVID-19 is largely regarded as a health crisis, there is evidence that it is followed by a mental health crisis, and misinformation plays a positive role in it.\textsuperscript{78} Mental health, anxiety specifically, has been highlighted by others as a contributing factor that increases the chances of social media users believing, and sharing misinformation, creating a vicious cycle and increasing the rate of spread of the infodemic.\textsuperscript{87} Recent literature suggests the challenge may be most serious on Twitter,\textsuperscript{86} although the prevalence of WhatsApp as a platform of choice in Africa, coupled with a lack of research about misinformation on this application, suggests there may be a gap in the evidence base about misinformation shared on WhatsApp and the implications of this misinformation for tackling the wider infodemic.

User behaviour is crucial in understanding potential mitigation strategies. Our research, both our rapid review and our survey, showed that while some users contribute to the mitigation of misinformation by reporting it, fact-checking it themselves and even notifying others in their networks, others did nothing. Our finding of the role of user behaviour is consistent with a recent review on this topic which highlights how important participant involvement is.\textsuperscript{88} However, this review does not consider the question of whether user behaviour disrupts the potential effectiveness of mitigating interventions. In our research, social media users seem to delete messages, ignore them, or just share them anyway. Some users change their behaviour in response to messages, depending on whether they understand the validity of the information, it is potentially risky.

When asked what motivates them to share information with others, our survey respondents expressed their desire to raise awareness of the epidemic and provide useful information to their loved ones. The sense of responsibility felt by the respondents can be connected to our finding that users are mostly influenced by their own social circles. Users also stated that they acted based on information that they believed would benefit their health and the health of individuals they care about. Findings from our
survey supported the review finding that users’ responses to messages are strongly influenced by who they receive messages from and that they have greater trust in messages from official sources and those they view to be in positions of greater knowledge or greater authority, this includes health professionals. These findings highlight the assertion by Wardle and Singerman89 that misinformation would be easier to tackle if it was simply about deliberate falsehoods – the challenge is exacerbated by sharing of ‘well-intentioned but misleading’ information.30:372

Whilst we identified mitigation strategies, there was limited evidence available to guide fact-checkers in their attempts to mitigate COVID-19 misinformation. The evidence base on which, if any, of these mitigating strategies work is extremely thin, mostly conducted in the US without a specific focus on social media, let alone on WhatsApp, and as such should be translated to African contexts with caution. What can be learnt from this evidence is that it could be more effective to affirm facts with credible messaging than to retrospectively attempt to debunk misinformation. This could adjust social media users’ attitudes and beliefs about the pandemic and change their behaviour. We discovered that some users can be supported to detect the accuracy of information through prompts that encourage them to question the validity of information and through clear messaging about misinformation. Although some social media users are unlikely to respond to any debunking efforts, correction of misinformation does appear to support users in adjusting their beliefs. Users’ confidence in their own abilities to sort facts from fiction appears to play a role in whether they will change their belief in false information. This suggests that there may be a role for campaigns that promote self-efficacy in relation to COVID-19 information on social media.

Despite the potential for mitigating strategies to support some users to make sense of (mis)information, when considered alongside our findings about how social media users respond to misinformation, the picture is not so encouraging. User responses can exacerbate the harm of misinformation, limiting the effectiveness of mitigating strategies.

**Limitations**

Before considering the implications of these findings for research, policy and practice in the mitigation of COVID-19 misinformation on social media, we reflect on the strengths and weaknesses of our methods.

Our findings are based on rapid research, during which we collected and analysed a large amount of data. In less than four months, from contract to report, we conducted a rapid review that explored three key issues related to misinformation and a survey of social media users. As with most
research, we collected more data than we were able to analyse, and the analysis we conducted was not as thorough or complex as we might have wished. Nevertheless, at a time of urgent need, we collated a vast body of knowledge on public health misinformation on social media of relevance to Africa. This paper, and the consideration of findings from our separate research into one reflective analysis, shows the benefit of a multi-method approach, and of secondary analysis of the data, which has allowed us to combine, compare findings from different pieces of our research.

Our rapid review was based on focused systematic searching in particularly challenging circumstances in which the evidence base is constantly shifting – a challenge faced by others conducting rapid reviews to inform COVID-19 decision-making.\textsuperscript{29,30} We reduced bias by including more than one researcher in our screening and coding of studies and avoided the pitfall of attempting meta-analysis of findings based on limited data. Despite the limited published research on COVID-19 misinformation shared on WhatsApp in Africa, we strengthened our approach by combining our rapid review of the available research, with a focused survey of WhatsApp users on the continent. The survey itself had challenges. The sample size was small in relation to the total population with over 18 million social media users estimated across the continent, but it has been argued that a sample of over 200 is never-the-less sufficient for a rapid and exploratory study of this nature. We never intended to conduct statistical analysis of the data which reduces the pressure on the need for a larger sample.\textsuperscript{34,90} We recognise that our dissemination method through evidence networks meant that we were more likely to identify people who were already aware of issues relating to the accuracy of evidence and to misinformation. It is striking therefore that even with this skewed sample of respondents, we still found people who followed harmful advice and knowingly forwarded misinformation on to others, suggesting that our findings and concerns about the limitations of mitigation strategies that rely on user behaviour cannot be overemphasised.

**Future research**

The scientific breakthroughs in understanding the COVID-19 virus, and in developing effective vaccines, continue to be threatened by the misinformation infodemic. Despite the rhetoric of politicians, the pandemic is worsening and the ‘post pandemic’ era is not yet in sight. It is difficult to exaggerate the extent or urgency of the research still needed to inform efforts to tackle this problem. This research is only the first step and has highlighted the lack of high-quality experiments to test the effectiveness of interventions, in Africa and elsewhere. There is a need for more primary research conducted on the continent, including qualitative assessments of social media users’ experiences of and responses to misinformation. These also need to be accompanied by comprehensive and systematic collation of the emerging research into evidence maps and systematic reviews to understand COVID-19 misinformation and to understand how to tackle it. Furthermore, the efforts of fact-checkers risk being wasted if their activities are not accompanied by high-quality monitoring and evaluation systems, and informed by up-to-date research on the developing problem and available solutions.

**Conclusions**

The evidence base to inform fact-checking and wider public health activities to tackle COVID-19 misinformation is extremely thin. From the available evidence, we conclude that COVID-19 misinformation, and public health misinformation more generally, shared on social media, particularly on WhatsApp, is extremely problematic and likely to cause considerable social, physical, economic and psychological harm. Our finding that users exacerbate the harm by doing nothing or forwarding on misinformation, even when they know it may be false, shows how important it is to consider user responses when designing mitigating strategies. Digital health technologies may provide some of the solutions, but the users of those technologies cannot be forgotten. This has implications for future research, policy and practice in this area. We need more research into the role of social media users, specifically related to COVID-19 misinformation.

We conclude that users’ responses to misinformation cannot be ignored and must be considered when designing mitigating strategies and investing time and resources in their rollout. Strategies that do not rely on social media users’ responses need to be considered, as do strategies that tackle head on users’ ability to identify and mitigate misinformation, such as increasing self-efficacy to detect misinformation. Users’ desire to share information that they think may help protect friends and family may be something that can be integrated into mitigating strategies to maximise their potential for success.\textsuperscript{91} Finally, greater investment in proactive, accurate public health information and the effective use of digital technologies to disseminate such information should be encouraged.
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