MULTI-SCALE MERGE-SPLIT MARKOV CHAIN MONTE CARLO FOR REDISTRICTING
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ABSTRACT. We develop a Multi-Scale Merge-Split Markov chain on redistricting plans. The chain is designed to be usable as the proposal in a Markov Chain Monte Carlo (MCMC) algorithm. Sampling the space of plans amounts to dividing a graph into a partition with a specified number of elements which each correspond to a different district. The districts satisfy a collection of hard constraints and the measure may be weighted with regard to a number of other criteria. The multi-scale algorithm is similar to our previously developed Merge-Split proposal, however, this algorithm provides improved scaling properties and may also be used to preserve nested communities of interest such as counties and precincts. Both works use a proposal which extends the ReCom algorithm which leveraged spanning trees merge and split districts. In this work we extend the state space so that each district is defined by a hierarchy of trees. In this sense, the proposal step in both algorithms can be seen as a “Forest ReCom.” We also expand the state space to include edges that link specified districts, which further improves the computational efficiency of our algorithm. The collection of plans sampled by the MCMC algorithm can serve as a baseline against which a particular plan of interest is compared. If a given plan has different racial or partisan qualities than what is typical of the collection of plans, the given plan may have been gerrymandered and is labeled as an outlier.

Comparing a given redistricting plan to an ensemble of neutrally drawn plans is quickly becoming a standard method for identifying partisan and racial gerrymanders. An ensemble of plans serves as a baseline against which a particular plan of interest is compared. If the given plan has different racial or partisan qualities than what is typical of the collection plans, the given plan may have been gerrymandered and labeled as an outlier. This approach has been used by elected officials when considering remedial maps [Duc] and has been successfully employed as evidence in a number of recent court cases [RWC, Gre, Cov, Gil, LWV, Ruc, Lew].

Methods for generating the ensembles are varied: There are constructive randomized algorithms including seed and flood and assimilation methods [CDO00, CR13, CR15], optimization algorithms [MJN98, LCW16], moving boundary MCMC algorithms [Mac01, MV14, BDGV15, WDS+15, FHT15, Mat19], local chain comparison algorithms [CFP17, CFMP19], and also tree based methods that rearranges pairs of districts by cutting spanning trees [MGG, DD19b, DeF18, DD19a, DDS19, CHT+19, Can20]. All of the tree based methods build on the initial work of ReCom [DD19b].

It is conjectured that tree based methods may be able to mix quickly due the relatively global changes they make; in contrast methods such as moving boundary or single node flip methods [MV14, FHT15] may suffer from the fact that paths between acceptable redistricting plans may have to pass large energetic or entropic barriers [NDS19]. Tree based methods have also been made reversible while sampling from a given measure making them a promising path in sampling problems on redistricting plans [CHT+19, Can20].

In general, a redistricting plan may be thought of as a maps from nodes on a graph to an assigned district; the nodes of the graph represent political regions such as census blocks, precincts or counties within a region of interest. Due to common political criteria, the induced subgraph of the nodes assigned to a district is simply connected, meaning that we may think of the districting plan as a partition of the graph.

It is, however, at times useful to extend the state space to a higher dimensional space. For example, the primary idea in [CHHM19] is to expand state space from a partition to be a spanning forest. Such an extension makes computing reversibility feasible (see e.g. [DDS19]).

Despite the benefits of tree based algorithms, such methods have not yet been shown to be able to preserve larger geographical units. Many state redistricting guidelines call for the preservation of communities of
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interest. These communities include counties, precincts, municipalities, Native American reservations and neighborhoods. We have previously developed techniques that provide soft energetic constraints on these elements [MV14, BGH+, HRM17, HKL+, Mat19]. These methods rely on small changes at the boundary that accumulate into larger scale moves. On large scale problems, these methods do not always sample from a given distribution and also may not provide strict control over the number of split counties: As an example, the 2016 NC congressional remedial redistricting plan split 13 counties, and the 2019 plan split 12, when using soft constraints, however, we previously constructed an ensemble that split, in median, 34 counties [HKL+20].

In addition, tree based methods have polynomial complexity for each proposal step due to the need to use Kirchoff’s theorem to compute the number of trees on a graph. Perhaps due to this complexity, there has been little work on sampling the space of redistricting plans through Markov chains that extends to the level of census blocks.

In the current work, we employ a hierarchy of quotient graphs (i.e. a hierarchy of nested partitions) in a multi-scale framework. We will demonstrate the possibility for logarithmic, rather than polynomial, complexity which promises to yield samples of redistricting plans fully resolved at the finest levels. This reduction is primarily due to employing Kirchoff’s theorem on fixed size partitions, because as the size of the graph grows one may simply increase the number of levels in the hierarchy (see Section 2.3.1). This hierarchy may reflect higher level redistricting features such as precincts and counties, or alternatively, the hierarchical structure may itself evolve and be decoupled from political boundaries. Nodes within each level of the hierarchy are mostly preserved, meaning that we may preserve such higher level features. By coupling the hierarchical space to our previous work in [CHHM19], we are able to make large changes to district boundaries at each step with a scheme that is both able to preserve geographic regions of interest and is computationally efficient.

Fundamentally, the multi-scale framework is equivalent to placing a novel measure the spanning forest while modifying proposal matrix to focus on plans that preserve hierarchical structures (and that may, on occasion, update the hierarchical structures). In addition to the algorithmic advances provided by the multi-scale framework, we further expand the state space to consider edges between districts. Similar to the expansion to a spanning forest, such edges will greatly simplify computing the acceptance ratio when applying the Metropolis-Hastings algorithm to our proposal chain.

In developing the algorithm, we demonstrate its capabilities on the precincts embedded within the counties of North Carolina on the 13 congressional districts. We implement a method that splits 13 or fewer counties and find evidence of convergence on observables of interest across 10 independent and randomly seeded Markov chains.

Overview: In the next section we give a high level overview of the Multi-Scale Merge-Split Algorithm. In Section 2, we describe the family of target measure which we use the Multi-Scale Merge-Split proposal to sample from. We also describe the general setting in which we will work and define the space of Hierarchical Trees and the idea of Linked edges, both of which are central to the paper. In Section 2.3.1, we discuss the computational complexity of the algorithm. In Section 2.2, we collect some observations on the structure of the target measure which will be useful in investigating the algorithm. In Section 3, we describe the general Metropolis-Hastings scheme used in our algorithm. In Section 3.2, we layout our proposal algorithm, step-by-step, giving some details of the implementation. More details on the implementation are given in Section 4. Section 5 we give some initial numerical results. We close the paper with a discussion and two appendices which contain some details on how to evolve the multi-scale hierarchies dynamically and some computational issues the bookkeeping of linked edges.

1. Informal Overview of the Reversible Multi-Scale Merge-Split Algorithm

We describe the algorithm in the context of political redistricting as that is our main application of interest. However, at heart, the algorithm is a multi-level/multi-scale graph partitioning algorithm. Typically, political districts are formed out of atomic geographic elements such as census blocks, precincts, or counties. A redistricting is simply an assignment of each of these smallest atomic elements to a district (see Figure 1a).

\[^2\]Given the extremely tight population constraints on congressional districts, it is reasonable to assume that there is no subset of counties that perfectly can accommodate a subset of the congressional districts. Under this assumption our previous work may be used to demonstrate that 12 county splits is optimal [CHT+19].
Since districts are typically required to be connected, we define each district as a connected partition of the atomic elements.

In many redistricting applications, certain higher level features, like counties, are preserved when possible. Each atomic unit may belong to a number of higher level features: For example, a census block is contained within a precinct which is contained within a county. Often these descriptive levels form nested hierarchies (e.g. precincts are contained within counties). When describing a districting graph, officials will often list nodes corresponding to the coarsest descriptions that are fully assigned to a single district, and recursively list finer level district assignments (see Figure 1b and e.g. [HB119]).

Alternatively, one can invent nested hierarchies in order to induce a multi-scale, and compressed, districting description. These invented hierarchies can evolve as part of the algorithm (see Section A). In this note, we primarily describe the case where the hierarchy is kept constant, since evolving the hierarchy is a layer which can be built on top of a fixed hierarchy algorithm as described in this paper.

We represent the nested features as graphs, with nodes corresponding to geographical units, and edges corresponding to adjacent units (see Figure 1a). When examining a graph with preserved larger scale features, we quotient out (or coarsen) these larger scale features in the graph (see Figure 1b). We weight the edges between coarse nodes based on how many edges at the finest level span the coarser nodes.

We will use a tree based algorithm to sample the space of plans. Tree based sampling algorithms for districting plans began with the ReCom [DDS19] algorithm which merges two adjacent districts, draws a spanning tree on the merged districts, and looks for edges that, if removed, would yield two sub-trees that each contain an acceptable population. The Merge-Split algorithm [CHHM19] and reversible ReCom algorithm [Can20] build on this idea in different ways with the common goal of making explicit the invariant measure that is being sampled. The distinguishing feature of the Merge-Split algorithm is that it ustulizes a proposal Markov chain on a collection of trees, each spanning a district, in a Metropolis-Hastings scheme. In this way, the proposal step of Merge-Split might be reasonably called “forest ReCom.” In contrast, reversible ReCom sets a maximum number of allowable cut edges and evolves on a state space in which the districts are defined as a partition of the graph. All three algorithms calculate spanning trees on merged districts, but ReCom algorithms discard the tree after splitting. In Merge-Split the spanning forest is retained which provides us with an efficient method to compute the forward and backward transition probabilities in a Metropolis-Hastings scheme. This allows us to sample from a specified target distribution which is often
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\caption{We display a district assignment at the precinct level (A); counties are shown with thick black lines. The precinct graph is shown in orange. We also show a mixed-level description of the district assignment (B); counties that are preserved are collapsed to single nodes and edges are weighted (shown by thickness) based on how many adjacent precincts link two nodes.}
\end{figure}
We display a merged district and a possible spanning tree at the top level (A); this tree shows both nodes and edges that may be cut in red. The nodes that might be cut are expanded and the edges across counties are randomly specified according to the edge weights (B); in the expanded graph we show the edges that may be cut to maintain acceptable population parity. A random edge is cut and the two new districts are specified (C); the trees persist as part of the new state, as does the cut edge.

In this work, we keep the spanning forest as the state space of the Markov Chain; we will further expand the state space to further simplify the calculation of the forward and backward probability. Although the primary idea of the Multi-Scale Merge-Split algorithm is similar to the Merge-Split algorithm, we first draw a tree at the coarsest level of the quotient graph established by the induced subgraph of the two merged districts (see Figure 2a). We then look for edges that could be removed or nodes that could be “cut” to lead to acceptable population differences between the resulting trees. For the nodes that can be cut, we expand the graph at the finer level, draw a tree within the expanded node and again look for removable edges or cuttable nodes (see Figure 2b). We only reveal finer scale structure, as needed. When the finer scale is needed it can be drawn since its distribution is determined by local information on the coarse scales above. Such as expanding a coarse edge or node. Once all cuttable nodes have been expanded, we have a list of important in practical settings (reversible ReCom also has this property). These algorithms can also be mixed with other sampling techniques in efforts to improve exploration of the space and mixing.
edges that can be removed while preserving acceptable population balance, and we choose one to create the new districts (see Figure 2c).

Merging and splitting will result in a new spanning forest where two the the trees have been updated. We will see below how this allows us to computationally track the acceptance ratio when applying the Metropolis-Hastings algorithm to the proposal. “Coarse nodes, even those contained within split counties, do not immediately need to be specified upon a Merge-Split step (see Figure 2c). Instead we will assume that there is a random tree within each coarse node and a random edge chosen where nodes are coarser than the finest level. One of the benefits of this method is that we do not need to immediately specify which tree or edge is chosen, only the distribution of unspecified edges and trees. This means that we can maintain a multi-scale representation of the tree that will save computational time (i) in sampling new trees, (ii) in counting the number of trees, and (iii) in allowing for a compressed description of the districting graph when writing to disc.

In addition to keeping the hierarchical forest, we will further expand the state space by keeping track of which edge we removed (shown as the dashed red line in Figure 2c); we will call these edges linking edges. We will see how keeping track of such edges will further simplify the computational complexity. This has two effects. It can reduce the amount of nodes that need to be expanded to finer scales thereby reducing the computation complexity; it also further reduces the calculation of the forward and backward probability. The state space is then defined to be a hierarchical spanning forest combined with a set of linking edges.

2. The Setting and Target Measure

We will now lay the groundwork needed to more formally define the algorithm sketched in the previous section. Let a graph $G_0$ have vertices $V_0$ and edges $E_0$. Each vertex will represent some geographic region to be assigned to a district plan – this could be a voter tabulation district (VTD), precinct, census block, county, etc. In this context, edges are placed between vertices that are either rook, queen, or legally adjacent.

Furthermore, in this context, we will be working with planar graphs, though all of the ideas we will discuss may be trivially expanded to generic graphs.

We may always represent a districting plan on $G_0$, made up of $d$ districts, as a function $\xi : V \rightarrow \{1, 2 \ldots d\}$. Informally, $\xi(v) = i$ means $v$ is in the $i$th district. Given a districting plan $\xi$, we will denote by $V_i(\xi) = \{v \in V \mid \xi(v) = i\}$ and $E_i(\xi) = \{(v, u) \in E \mid \xi(v) = \xi(u) = i\}$ as the set of vertices in the $i$th district and the set of edges between vertices in the $i$th district, respectively. We will define $\xi_i = (V_i(\xi), E_i(\xi))$ to be the subgraph induced by the $i$th district.

More generally, given a graph $G = (V_G, E_G)$ with vertices $V_G$ and edges $E_G$, we will define $V(G) = V_G$ and $E(G) = E_G$ as maps from a graph to a vertex or edge set, respectively.

We will also sometimes associate extra data with the vertices and edges, such as population, land area, and border length. The additional data is used to evaluate the districts on desired redistricting criteria, such as equal-population and compactness. Of particular note, we define $\text{pop}(v)$ to be the population of vertex $v$ and

$$\text{pop}(\xi) = \sum_{v \in V(\xi)} \text{pop}(v).$$

to be the population of district $\xi_i$. Each vertex of $G_0$ may also be associated with a graph partition. This partition may either represent arbitrary sets of vertices or represent larger geographical units. For example, a vertex representing a census block has corresponding data of the precinct and county in which it resides.

As in the original Merge-Split algorithm [CHT+19], we begin by expanding our state space to be the set of $d$-tree partitions of the atomic graph, i.e. the space of forests on $G_0$ consisting of $d$ disjoint trees. We will use the term spanning forest interchangeably for such a collection of disjoint trees which span the graph. From this perspective the state space has elements of the form

$$T = \{T_1, T_2, \ldots, T_d\},$$

where each $T_i$ is a spanning tree on the subgraph $\xi_i$ with vertices $v_i = V_i(\xi)$ and edges $\varepsilon_i \subseteq E_i(\xi)$. Unlike the original Merge-Split algorithm, we will limit the space of allowable trees to a subset of the spanning trees.

---

\(^3\)Rook adjacency means that the geographical boundary between two regions has non-zero length; queen adjacency means that the boundaries touch, but may do so at a point. At times two regions may not be geographically adjacent, but may be considered adjacent for legal purposes; for example, an island may still be considered adjacent to regions on a mainland for the purposes of making districts.
that we will denote as hierarchical trees. Hierarchical trees have the property that when they are projected to a collection coarser scales, they spanning trees. Limiting to the class of hierarchical trees will allow us both to preserve hierarchical partitions as well as provide favorable scaling the computational complexity of the algorithm. In the preserved hierarchical partitions, it will often suffice to know that there is some more finely resolved tree without knowing exactly what this tree is; therefore we will be able to coarsen the hierarchical tree in certain regions leading to a tree resolved over multiple scales.

The restricted tree space arises through a nested hierarchy of partitions. We will denote $H_0(G) = G$ as the the finest level graph in a hierarchy of graphs that we will construct inductively based on the nested partitions. We begin with a partition on $H_0$, denoted $P_0$, and induce a coarser graph, $H_1$, which has one vertex corresponding to each element of the partition and edges for each edge on $H_0$ that connects two vertices in different partitions. In particular, we allow for multiple edges between vertices in $H_1$. We then choose a partition of $H_1$, denoted $P_1$, and repeat the process to obtain $H_2$. We continue iteratively until we have reached our desired top level, which we will denote $H_t$. We will denote the hierarchy of graphs, \( \{H_i\}_{i=0}^t \), as $\mathcal{H}$.

At times we will want to apply this coarsening procedure to a subgraph of $H_i$. For this reason, we define a coarsening operator, $Q$ which maps a finer graph to a coarser graph in the hierarchy; for example, for $H'_i \subset H_i$, $Q(H'_i) = H'_{i+j} \subset H_{i+j}$. Similarly, we define an expansion operator as the inverse of $Q$, $Q^{-1}$. In Section A, we use multiple hierarchies of partitions that lead to different coarsening ladders of the base graph $G$. If we have two hierarchies, $\mathcal{H}$ and $\mathcal{H}'$, each induces its own coarsening operator and we will distinguish them by $Q_{\mathcal{H}}$ and $Q_{\mathcal{H}'}$. Moving to different hierarchies allows us to dynamically change our coarse units which is useful when they are not relevant to the redistricting problem and only introduced for computational efficiency.

Formally, when computing the number of edges between two coarse nodes at a given level, $u, v \in V(H_n)$, we let $w_n(u, v)$ be the number of edges linking the two nodes $u, v$. We calculate the number of edges recursively by first setting

$$w_0(u, v) = \begin{cases} 1 & \text{if } (u, v) \in E(H_0) \\ 0 & \text{if } (u, v) \notin E(H_0) \end{cases}$$

and then defining $w_n(u, v)$ by

$$w_n(u, v) = \sum_{(u', v') \in E_n(u, v)} w_{n-1}(u', v')$$

where

$$E_n(u, v) = \left\{ (u', v') \in E(H_{n-1}) \mid V(Q(u')) = u \text{ and } V(Q(v')) = v \right\}.$$

When considering the space of allowable trees on the induced subgraph of district $\xi_i$, we require that any of the recursive quotient graphs on $T_i$ be trees themselves with no more than a single edge connecting nodes in the recursive multi-graphs; this is to say that there is, at most, only one edge at the base level that spans partitions at any given level. Formally, we define $T_i$ to be a hierarchical tree on $\mathcal{H}(\xi_i)$ which lives in the space of hierarchical trees, $HT$, defined as

$$HT(\mathcal{H}(\xi_i)) = \{ t \in ST(\xi_i) \mid \forall n, Q^n(t) \in ST(H_n(\xi_i)) \},$$

where $ST(\cdot)$ is the set of spanning trees on the argument graph. We remark that for $t \in HT(\xi_i)$, and for all $(u, v) \in E(Q^n(t))$, we have that $w_n(u, v) = 1$, since otherwise there would be a two node loop in the multi-graph on $Q^n(t)$ which would contradict the requirement that $Q^n(t) \in ST(H_n(\xi_i))$.

As shown in Figure 2c we will be looking for edges on hierarchical trees over merged districts that could be removed to yield two districts with acceptable populations. Previously, we did not keep track of the edges we removed when splitting merged trees to obtain two new spanning trees [CHHM19], however in the current work we will see that is is useful to track these edges for computational ease. These are what we previously referred to as the linking edges, as they are edges that linked two trees when they were last split. We denote the set of linking edges $L$; note $(u, v) \in L$ implies that $\xi(u) \neq \xi(v)$. We also require that any two districts have at most one edge that links them. The linking edges further expanded state space to be $T \times L$,

or a combination of a hierarchical forest together with a collection of linking edges.
2.1. The target measure on hierarchical forests. We will now place the probability measure on the expanded state space consisting of \( d \) disjoint trees \( T = \{ T_1, T_2, \cdots, T_d \} \) and a set of edges linking some of these trees, \( L \). We take our measure to be of the form

\[
P(T, L) \propto e^{-\beta J(\xi(T))} (\tau_H(\xi(T)) \times \mathcal{L}(\xi(T)))^{-\gamma},
\]

where \( \xi(T) \) is the districting plan induced by the forest \( T \), \( J \) is a score function that evaluates how “good” a districting plan is, \( \beta \in [0, 1] \) and \( \gamma \in [0, 1] \) are tempering parameters used to change the importance of the factors \( J(\xi) \) and \( (\tau_H(\xi) \times \mathcal{L}(\xi)) \), respectively. \( \tau_H(\xi(T)) \) is a count of the number of hierarchical forests corresponding to \( \xi(T) \) and \( \mathcal{L} \) is the number of allowable linking edge arrangements corresponding to \( \xi(T) \).

\[
\tau_H(\xi(T)) = \prod_{i=1}^{d} \tau_H(\xi_i),
\]

since the choice of tree in each partition is independent.

There are several choices for what linking edge sets are permissible and \( \mathcal{L} \) will depend on this choice. Below in Section 4.5 we describe two possible choices. As an example, we may consider tracking a linking edge across all adjacent districts such that the linking edge is contained within a node at finest level that shares the two districts; if the districts do not share a node at any level then they are linked across the coarsest nodes. In this case, we would count the number of possible linking edges for all adjacent districts and take the product of these independent choices to count the number of ways to assign linking edges to this partition. In general, computing the number of allowable linking edge sets for a given partition \( \xi \) typically reduces to the product over a (partial) boundary count over (possibly a subset of) adjacent districts.

2.1.1. Counting hierarchical trees. We show how to count the number of hierarchical trees. Below in Section 2.3.1, we show that using the multi-scale setting with pre-computation may lead to reducing the complexity of counting these trees from polynomial to logarithmic time.

**Theorem 2.1** (Hierarchical tree count). Given a graph \( G \) with graph hierarchy \( \mathcal{H}(G) \), the number of hierarchical trees in \( H_T(G) \) may be computed as

\[
\tau_H(G) = \tau(H_t(G)) \prod_{n=1}^{\ell} \left[ \prod_{v \in V(H_n(G))} \tau(Q^{-1}(v)) \right],
\]

where \( \tau \) computes the number of spanning trees on an input multi-graph, and \( Q^{-1} \) maps the subgraph of a quotient graph to the corresponding expanded (or pre-quotient) subgraph with respect to the hierarchy.

**Proof.** To prove the equation for the above count, we first remark that for each tree, \( t \in H_T(G) \), we have that \( Q^n(t) \) is a spanning tree on \( H_n(G) \) with, at most, a single edge connecting any two nodes, by construction. We remark that there is a one-to-one correspondence between each edge of a multi-graph \( H_n(G) \) and the base graph \( G \) and so we may associate each edge in the multi-graph with an edge on the base graph (see Figure 3). We begin by counting the number of spanning trees on the coarsest multi-graph, \( H_\ell(G) \), according Kirchoff’s theorem; this is the first term in the product of (6).

We next consider the resulting multi-graph at the next coarsest layer. Since the edges of the coarsest spanning tree were associated with edges at the base level \( E(G) \), we may also map the edge from \( E(G) \) to the associated edge in the corresponding multi-graph of the next coarsest level. To continue our construction in the space of hierarchical trees, note that any edge we add to the next finer level, \( \ell - 1 \), cannot span coarse level partitions because we would add a loop: either (i) there is already an edge across the partitions of \( H_{\ell-1}(G) \) which will introduce a loop of two nodes into the quotient graph, \( H_\ell(G) \), and thus \( w_G(e) > 1 \) and the graph would no longer be in \( H_T(G) \) or (ii) if we added an edge across another partition, we would be adding an edge in tree on the non-multi-graph tree \( H_\ell(G) \), a tree must have a fixed number of edges.

Therefore, all edges we add when constructing a tree on \( H_{\ell-1}(G) \) must be within a partition at level \( \ell - 1 \). Within a partition, we must add enough edges to connect the space, but also generate no loops, meaning that we must construct a spanning tree within each partition. The spanning trees will be connected to the

\footnote{Lower scores are “better” in the sense that a districting plan in question performs better when considering criteria included in the definition of \( J \).}
rest of the graph due to the edges we have already added at the coarsest level that will span partitions at the finer level. We repeat drawing nested trees within partitions down to the finest level.

We may again use Kirchoff’s theorem to count the number of spanning trees within each multi-graph corresponding to a partition at all levels. The choice of spanning trees within a partition is entirely independent across partitions and of the coarsest tree, hence we take a product over the number of spanning trees for each multi-graph partition at the next coarsest along with the original choice of tree at the coarsest level. The product of spanning trees at the next coarsest level corresponds to the inner product on the right hand side of (6) when \( n = \ell \). Continuing recursively through the hierarchy, we arrive at the full expression of (6), where the last term (\( n = 1 \)) corresponds to trees on the subgraphs induced by the finest partition made on the base graph \( G \).

2.2. The structure of the measure. We collect a number of observations about the structure of the measure \( P \) and various limiting cases in \( \gamma \) and \( \beta \). We will write \( P(T, L; \beta = b, \gamma = g) \) for the probability of seeing the districting \( T \) in the distribution in (4) when \( \beta = b \) and \( \gamma = g \).

**Uniform Measure on Hierarchical Forests.** When \( \gamma = 0 \) and \( \beta \to 0 \), \( P(T, L) \) converges to the uniform measure on the hierarchical forest of \( d \) hierarchical trees which satisfy the constraints described by the score function \( J \); that is to say \( J(\xi) < \infty \).

Keeping \( \gamma = 0 \), if we were to set \( \beta = 0 \) and use the convention that \( 0 \times \infty = 0 \) in the exponent, the measure becomes

\[
P(T; \beta = 0, \gamma = 0) \propto 1, \tag{7}
\]

which is to say we recover the uniform measure on the hierarchical forests, subject to no constraints.

**Uniform on All Graph Partitions.** When \( \gamma = 1 \) the distribution on graph partitions depends only on the factor involving \( J \); that is, the probability of finding districting \( \xi \) no longer depends on \( \tau_H(\xi) \). To see this, note that

\[
P(\xi) \propto \sum_{L \in \mathcal{E}_L(\xi)} \sum_{T \in HT(\xi)} P(T, L) = e^{-\beta J(\xi)} \frac{\tau_H(\xi) L(\xi)}{\tau(\xi)^{\gamma} L(\xi)^{\gamma}}, \tag{8}
\]

where

\[
HT(\xi) = HT(\xi_1) \times \cdots \times HT(\xi_n), \tag{9}
\]
Lemma 2.2. If two hierarchical forests \( T \) and \( T' \) and linking edge sets \( L \) and \( L' \) represent the same partition then their corresponding states have equal probability under the measure \( P \). Given our notation, we may write that if \( \xi(T) = \xi(T') \), then \( P(T, L) = P(T', L') \).

Proof. This follows from the fact that for a given hierarchical forest \( T \), the score function \( J \), the number of hierarchical trees \( \tau_H \), and the number of allowable linking edge sets \( \mathcal{L} \) only depend on the partition \( \xi(T) \). Since these are the only occurrences of \( T \) in the definition of \( P \), the result follows. \( \square \)

2.3. A multi-scale approach to the hierarchical problem. We have primarily discussed the hierarchical structure while mentioning the multi-scale structure the hierarchy affords. In this section, we emphasize and expound on the multi-scale approach. In principle, the state space has been defined by a forest of hierarchical trees \( T \) defined at the finest scale. However, we do not need to specify certain trees before they are needed. It suffices to know that there is some tree defined on certain fine scale partitions without knowing which tree it is.

As an example, consider Figure 2c, in which we specified trees on two of the high level county nodes that could have been cut, but we did not specify the new trees in any of the other counties. Conceptually, such a tree is specified, but any specification would lead to the same probability distributions and edge choices. Furthermore, as seen above in Theorem 2.1, the specific tree within a coarse node is independently chosen from the coarse tree and other trees at the same level (see also Theorem 4.1 below); we may therefore avoid sampling it initially. If, later in the computation, we do need to specify this tree, we may uniformly sample the multi-graph within the node.

Because we avoid specifying the full details of the hierarchical trees, our method can be said to span multiple scales, rather than simply being hierarchical from the atomic units. Throughout the rest of the...
paper, we will use the concept of a particular hierarchical tree with that of a partially specified hierarchical tree in which some of the nodes have not yet been assigned a state.

This choices allows both for faster sampling of uniform hierarchical trees and faster computation of hierarchical tree counts when compared with drawing uniform spanning trees or counting spanning trees on the base graph.

2.3.1. Estimating computational complexity. The two most expensive steps in the algorithm are computing the number of hierarchical trees (6) and in drawing a new uniform tree on a graph (see 4.1 and 2). In the non-hierarchical framework with a graph with $N$ nodes, the two steps have a polynomial complexity of $O(N^{2.373})$ and $O(N^2)$, respectively.

We now estimate the computational complexity of computing the number of hierarchical trees in an idealized setting, assuming that each partition at every level in the graph of interest has $m$ vertices and $N = m^{\ell+1}$. Counting the number of trees on a graph with $m$ nodes using Kirchoff’s theorem requires taking the determinant of an $(m-1) \times (m-1)$ matrix which has a complexity of $O(m^{2.373})$ [AH74]. The formula in (6) would require counting $(\sum_{i=0}^{\ell} m_i) = O(m^\ell)$ spanning trees, each of size $m$, leading to a computational complexity of $O(m^{2.373}) = O(N^{2.373})$; this is the same complexity associated with computing the number of spanning trees on the entire graph.

In the multi-scale setting, however, we can significantly improve on this. First, we precompute the number of trees for each partition, but do so only once (with the standard $O(N^{2.373})$ complexity). When we draw a new forest (as in 2), we will, at most, split one new node per level per district. The spanning tree counts of the remaining nodes on each district will have already been computed and stored. This means that we must only compute two spanning tree counts per split node per level, which leads to a complexity of $O(tm^{2.373})$.

The relative complexities of computing the number of hierarchical trees depend on $m$ and $\ell$. However, in a multi-level framework on an arbitrary hierarchy, it may be reasonable to fix $m$ and let $\ell$ vary to change the overall size of the graph, $N$. In this case we find that the complexity of the hierarchical tree count grows like $O(\log(N))$ which is significantly faster than the overall tree count complexity of $O(N^{2.373})$.

In terms of the complexity of drawing a new hierarchical tree we show that uniformly sampling hierarchical trees may be done by drawing a spanning tree at the coarsest level, $Q^\ell(G)$ and then drawing a spanning tree within each partition from levels $\ell - 1$ to 1 (see 4.1). We will only need to draw a tree on $O(1)$ nodes at each level when determining where to split the graph, meaning that this algorithm will have a complexity of $O(tm^{2})$ in the multi-scale framework. Again, using the assumption that we can fix $m$ and vary $\ell$, the complexity of this algorithm will scale as $O(\log(N))$.

3. Sampling From The Measure $P$

As already discussed, we will use a global Multi-Scale Merge-Split algorithm to propose moves to the standard Metropolis-Hastings algorithm. Our proposal is not itself reversible, but the resulting Markov chain given by the Metropolis-Hastings algorithm will be. Although one can always in theory use Metropolis-Hastings to create a reversible chain from any proposal method, it will fail to do so in practice if the rejection probabilities are too large or if calculating the necessary transition probabilities is computationally infeasible.

In the next section, we review the Metropolis-Hastings algorithm in this setting. In Section 3.2, we give a full description of our Multi-Scale Merge-Split algorithm and many of the implementation details. We also further explain what is gained computationally by working on the space of hierarchical forests resolved over multiple scales as well as how employing the linking edge set expansion eases computational burdens.

3.1. Metropolis-Hastings algorithm. To sample from the measure $P$ on spanning forests and linking edges (defined previously in (4)), we use the Metropolis-Hastings algorithm with our Multi-Scale Merge-Split algorithm as the proposal method. We will denote by $Q(S, S')$ the probability of starting from $S = (T, L)$, the multi-scale hierarchical forest $T$ and linking edge set $L$, and proposing the hierarchical forest $T'$ and edge set $L'$ with $S' = (T', L')$ using the Multi-Scale Merge-Split algorithm. In other words, if the current state of the chain is the hierarchical forest $T$ with linking edge set $L$, and $S = (T, L)$, then the measure $Q(S, \cdot)$ is the distribution of the next proposed move of the chain. Following the Metropolis-Hastings prescription, this move is accepted with a probability $A(S, S')$ defined by

$$
A(S, S') = \min \left(1, \frac{P(S') Q(S', S) }{ P(S) Q(S, S') } \right) = \min \left(1, e^{-\beta[J(S') - J(S)]} \left[ \frac{\tau_H(\xi') L(\xi')}{\tau_H(\xi) L(\xi)} \right]^C \frac{Q(S', S)}{Q(S, S')} \right),
$$

where $\gamma$ is the Metropolis-Hastings acceptance rate.
and rejected with probability $1 - A(S,S')$, where we have used the shorthand notation $\xi = \xi(T)$ and $\xi' = \xi(T')$. If the step is accepted, the next state is the proposed state; if the step is rejected, the next state does not change. We conjecture that all states with non-zero probability are connected through a sequence of proposals; if this is true, this process with converge to sampling from the measure $P$ if run for sufficiently many steps.

3.2. The Multi-Scale Merge-Split Algorithm. We now describe the Multi-Scale Merge-Split Markov Chain $Q$ introduced in previous section. As already mentioned, this Multi-Scale Merge-Split algorithm is specifically designed to have both forward and backward transition probabilities which can be efficiently computed. From (11), we see that this is critical if it is to be used in the Metropolis-Hastings algorithm as a proposal.

The Multi-Scale Merge-Split proposal and probability $Q$. We first outline the Multi-Scale Merge-Split algorithm. We assume that the current state of the chain is the hierarchical forest $T$. Our goal is to produce $T'$ which corresponds to merging two hierarchical trees in $T$ linked by an edge in $L$, then redivide the merged tree into two new hierarchical trees, along with a new linking edge, which satisfy constraints given by $J$. We then calculate $Q(S,S')$ and $Q(S',S)$ in order to compute the acceptance ratio. Before diving into the details, we provide a high-level outline of this procedure.

Given spanning forest $T = (T_1, \cdots, T_n)$ and linking edge set $L$, we

1. **Choose two trees to merge.** To do this choose a linking edge, $e_l \in L$. Each vertex of the edge will correspond to a tree, $T_i$ and $T_j$ from $T$ which correspond to adjacent districts.

2. **Draw a coarse spanning tree covering merged districts.** Draw a coarse-scale representation of a new hierarchical tree $Q^c(T'_{ij})$ uniformly at random on coarsest level of the hierarchy induced on the merged districts, $Q^c(T'_{ij})$; here, $\xi_{ij}$ is the induced subgraph of the union of vertices in $T_i$ and $T_j$ on the finest scale. The induced graph $\xi_{ij} = (V_{ij}, E_{ij})$ is defined as $V_{ij}(\xi) = \{v \in V | \xi(v) \in \{i,j\}\}$ and $E_{ij}(\xi) = \{(v,u) \in E_0 | \xi(v), \xi(u) \in \{i,j\}\}$ (e.g. Figure 2a). Recall that $Q^c(\xi_{ij})$ maps the subgraph $\xi_{ij}$ at the finest scale to the coarsest scale.

3. **Determine removable edges and vertices to refine.** We will now split the tree into two trees, by either removing an edge or splitting a node. To this end, we identify edges of the coarse-scale representation of $T'_{ij}$ (denoted $Q^c(T'_{ij})$), such that, once the edge is removed the two remaining trees each comply with some constraints, such as population balance. Similarly, we identify nodes such that the population of the node could be divided and joined with some edges of the tree to comply with the same constraints. Recall that since we are at the coarsest scale, it is more likely that we will find nodes to split than edges (e.g. see red nodes and edges in Figure 2a).

4. **Refine specified vertices.** For the nodes that could be split, expand the nodes on the next finest level, $\ell - 1$: this is to say that we resolve the tree within the partitions one level down that corresponding to the cuttable nodes. For each node, draw a uniformly random spanning tree on the resulting inner-node multi-graph at the $\ell - 1$ level (e.g. Figure 2b).

5. **Continue to identify and refine until finest scale is reached.** Continue recursively by identifying edges and nodes on the newly expanded nodes. Continue until the base level is reached. At the base level we will only search for edges to remove, as nodes at the base level cannot be cut. Recall that each edge at the various levels of the hierarchy directly corresponds to an edge at the base level. At this point we have a collection of edges that may be removed and a partially specified hierarchical tree $T'_{ij}$; it is partially specified at different scales because each of its coarsest nodes have only been resolved down to a certain scale (e.g. Figure 2b).

6. **Choose an edge to remove from those identified across all scales.** Removing any of the collected edges will result in two trees that comply with the specified constraints (such as population deviation). Select one such edge, $e_l'$ and remove it from the new hierarchical tree $T'_{ij}$, leaving two new trees $T_i'$ and $T_j'$. Place $e_l'$ in the linking edge set and remove $e_l$ from the linking edge set (e.g. Figure 2c). Depending on the rule for drawing linking edges, re-sample linking edges between altered and non-altered districts.

7. **Calculate forward and backward probabilities for acceptance ratio.** Calculate the probability of proposing $T_i', T_j'$, and $e_l'$ starting from $T_i$, $T_j$, and $e_l$, $Q(S,S')$, and the reverse probability $Q(S',S)$.
We now give more details about how each of these steps might be implemented. The first step may be implemented in a variety of ways; for example, we may choose uniformly, or weight the choice by some property of the shared boundary between districts such as length or the values of the score function \( J \). Depending on the constraints, we may only wish to choose from a subset of the linking edges.

The second step is achieved by recursively employing Wilson’s algorithm from the coarsest hierarchical description to the finest, which employs loop-erased random walks. For vertices that cannot be split, we do not need to specify which tree is drawn within the vertex as it suffices to know that some tree was drawn. Thus we can store a coarser multi-scale description of the tree. We prove that the above algorithm uniformly samples hierarchical tree space below in Theorem 4.1.

For the third and fourth steps, we focus on population constraints and coarse node constraints (e.g. county constraints) in the current work. These steps involve recursively employing a simple depth-first search along the current multi-scale tree representation with exit criteria based on the remaining population within a search branch; we look both for edges to split and vertices with population that could be divided to satisfy population constraints. If splitting the vertex or cutting the edge would violate county split provisions we will omit it. Vertices that could be cut are specified with a recursive Wilson’s algorithm which allows the depth-first search to continue at the finer level. In the redistricting problem we may also take advantage of the added geographic information embedded in the original map to quickly determine which nodes are possible to cut (see Section 4.4).

Choosing the specific edge to cut in the fifth step may be done uniformly or with a weighted distribution that might, for example, favor more equal populations, perhaps tempered according to \( J \).

In many ways, step six is the most involved. It also critically depends on the details of how the previous four steps were implemented. It is in this step that we see why the choice of expanding to the space of hierarchical forests, rather than partitions, is important, as well as how keeping linking edges further simplifies computation.

**Calculating** \( Q(S, S') \) and \( Q(S', S) \). Given the state \( S = (T, L) \), let us denote by \( p(e | S) \) the probability from step one of picking \( e \in L \) and the associated pair of adjacent spanning trees \( T_i \) and \( T_j \) to merge. This probability is simple to calculate for most reasonable choices of how to perform step 1 and will be based on the linking edges \( L \), and possibly the spanning forest \( T \). We will let \( T' \) (in \( S' \)) denote \( T \) (in \( S \)) with the \( T_i \) and \( T_j \) replaced by \( T'_i \) and \( T'_j \) respectively. Then

\[
Q(S, S') = p(i, j) \cdot q({T_i, T_j, e_l}, {T'_i, T'_j, e'_l}).
\]

where \( q({T_i, T_j, e_l}, {T'_i, T'_j, e'_l}) \) is the chance that the merging of \( {T_i, T_j, e_l} \) and subsequent splitting produces the replacement spanning trees and edge \( {T'_i, T'_j, e'_l} \).

Recall from above that the new linking edge was once part of the merged tree. Thus, to compute \( q({T_i, T_j, e_l}, {T'_i, T'_j, e'_l}) \), we must examine (i) the chance of drawing the tree defined by edges \( E(T'_i) \cup E(T'_j) \cup \{e'_l\} \) on \( \xi_{ij} \), which we will denote as \( T(T'_i, T'_j, e'_l) \); and (ii) the chance of choosing \( e'_l \) as the new linking edge from the tree \( T(T'_i, T'_j, e'_l) \). We will show that the probability of drawing a single tree on \( \xi_{ij} \) from \( HT(\xi_{ij}) \) is \( \tau_H(\xi_{ij})^{-1} \) below in Theorem 4.1. We will denote the second probability that we cut the tree \( T(T'_i, T'_j, e'_l) \) at edge \( e'_l \) be \( P_{\text{cut}}(e'_l | T(T'_i, T'_j, e'_l)) \). We will specify \( P_{\text{cut}} \) below in Section 4.2.

Putting this all together, we find that the probability of the proposing \( T'_i, T'_j \) and \( e'_l \) from \( T_i, T_j \) and \( e_l \) is

\[
q({T_i, T_j, e_l}, {T'_i, T'_j, e'_l}) = \frac{1}{\tau_H(\xi_{ij})} P_{\text{cut}}(e'_l | T(T'_i, T'_j, e'_l)).
\]

**Properties of the Merge-Split Proposal** \( Q \). First observe that when the Merge-Split proposal from (12) is inserted into the formula for the acceptance probability from (11), we obtain

\[
A(S, S') = \min \left( 1, e^{\frac{\beta(J(\xi) - J(\xi'))}{\tau_H(\xi) + \tau_H(\xi')}} \left[ \frac{\tau_H(\xi) L(\xi)}{\tau_H(\xi') L(\xi')} \right]^{\gamma} \frac{p(e'_l | S') q({T'_i, T'_j, e'_l}, {T_i, T_j, e_l})}{p(e_l | S) q({T_i, T_j, e_l}, {T'_i, T'_j, e'_l})} \right).
\]

From this we see that if \( \gamma = 0 \), one does not need to calculate the \( \tau_H(\xi) \) and \( \tau_H(\xi') \) factors, which reduces the computational costs. Furthermore, as mentioned before, the difference between \( \tau_H(\xi) \) and \( \tau_H(\xi') \) may be a principle reason for a lower acceptance rate when \( \gamma \) is closer to 1.
Inserting (13) into (14), we see that the ratios of the Merge-Split probabilities can be written as

\[
\frac{q(T'_i, T'_j, e'_i, e'_j)}{q(T_i, T_j, e_i, e_j)} = \frac{P_{\text{cut}}(e_i \mid T_{(T_i, T_j, e_i)})}{P_{\text{cut}}(e'_i \mid T_{(T'_i, T'_j, e'_i)})}
\]

In particular, we see that the \( \tau_H(\xi_{ij}) \) factors in each \( q \) expression cancel and hence need not be computed. The acceptance ratio becomes

\[
A(S, S') = \min \left( 1, e^{-\beta|J(\xi') - J(\xi)|} \frac{\tau_H(\xi(T)) \tau_H(\xi(T')) \mathcal{L}(\xi) \mathcal{L}(\xi')} {\tau_H(\xi'(T')) \tau_H(\xi'(T))} \right)
\]

where we have used the fact that the spanning forests \( T \) and \( T' \) only differ in the \( i \)th and \( j \)th trees so

\[
\frac{\tau_H(\xi(T))}{\tau_H(\xi'(T))} = \frac{\tau_H(\xi(T'))}{\tau_H(\xi'(T'))}.
\]

We may further simplify this equation by using (6) and writing

\[
\frac{\tau_H(\xi(T))}{\tau_H(\xi'(T'))} = \frac{\tau(H_i(\xi_i))\tau(H_j(\xi_j))}{\tau(H_i(\xi'_i))\tau(H_j(\xi'_j))} \prod_{n=1}^{\ell} \frac{\tau(Q^{-1}(v_{ij}^n) \cup Q^{-1}(v_{ij}^n'))}{\tau(Q^{-1}(v_{ij}^n') \cup Q^{-1}(v_{ij}^n))}.
\]

The majority of terms under the products will be shared across the numerator and denominator. Indeed a Merge-Split operation will take one cascade of splits (e.g. split county and precinct) and transfer it to another cascade of splits (e.g. there will be one different in a split county, one different in a split precinct, etc...). The tree counts for the nodes that are not changed in the Merge-Split process will cancel. There will only be one node per level per district that will be altered in this procedure and for which we will need to recompute the tree count. If we denote such nodes as \( v_{ii}^n \) for the node at level \( n \) in \( \xi_i \) that is cut across \( \xi_i \) and \( \xi_j \), and \( v_{ij}^n \) as the merged cut node in \( H_n(\xi_{ij}) \) (defined precisely as \( Q^{-1}(v_{ii}^n) \cup Q^{-1}(v_{ij}^n) \)), then (17) simplifies to

\[
\frac{\tau_H(\xi(T))}{\tau_H(\xi'(T'))} = \frac{\tau(H_i(\xi_i))\tau(H_j(\xi_j))}{\tau(H_i(\xi'_i))\tau(H_j(\xi'_j))} \prod_{n=1}^{\ell} \frac{\tau(Q^{-1}(v_{ii}^n))\tau(Q^{-1}(v_{ij}^n))}{\tau(Q^{-1}(v_{ij}^n))\tau(Q^{-1}(v_{ij}^n'))}.
\]

We remark that \( v_{ij}^n \) is in \( V(H_n(\xi_i)) \cup V(H_n(\xi_j)) \) when \( v_{ij}^n \) is not split in \( T \) (and similarly for \( v_{ij}^n' \)); if the node is split in both \( T \) and \( T' \), then \( v_{ij}^n = v_{ij}^n' \) implying \( \tau(Q^{-1}(v_{ij}^n)) = \tau(Q^{-1}(v_{ij}^n')) \) and the terms cancel in (18). These two facts demonstrate why there is equality between (17) and (18).

If there is no split node at a certain level, say \( k \), there will be no split nodes between the districts at any level finer (i.e. less) than \( k \). In the simplification of (18), this means that \( v_{ii}^n, v_{ij}^n, \) and \( v_{ij}^n' \) would not be well defined when \( n \leq k \). Informally, we would omit these terms from the equation. Formally, we set the tree counts to \( \tau(Q^{-1}(v_{ii}^n)) = \tau(Q^{-1}(v_{ij}^n)) = \tau(Q^{-1}(v_{ij}^n')) = 1 \) in (18), for \( k \leq n \) or, equivalently, when the split node is undefined.

As mentioned previously, the ratio between spanning tree products, \( \tau_H \), may be large between districting plans. This disparity is eliminated when \( \gamma = 0 \), but setting \( \gamma = 0 \) favors sampling partitions with higher values of \( \tau_H \). The parameter \( \gamma \) is presented as a smoothly varying parameter because it demonstrates how one may use a tempering (e.g. simulated or parallel tempering) scheme to vary \( \gamma \) from 0 to 1 across multiple chains in an extended product measure. We have chosen a form of the measure which essentially depends only on the partition \( \xi(T) \) induced by the spanning forest \( T \) (noting that the number of linking edge sets is also determined by \( \xi(T) \)). Additionally, when \( \gamma = 0 \) there is no need to compute the number of trees on the new districts, as the products \( \tau_H \) do not explicitly appear in the measure nor the proposal ratio.

**Lifting from partitions to tree partitions with linking edges eases computational complexity.** Note that (13) reduces simply to finding the number of hierarchical trees along with the probability of choosing a given cut. As we will specify below with implementation details (see Section 4), this is a fairly simple calculation. We pause to compare this calculation with Recom [DDS19] and our previous Merge-Split algorithm [CHHM19] in order to demonstrate the computational advantage of including a linking edge set.

In Recom, proposals are made across partitions rather than across trees. To reach a particular partition would require summing over all trees that could have lead to the same partition; in each element of the sum,
the probability of choosing an edge could change, meaning that one would have to compute

\[ q(\{\xi_i, \xi_j\}, \{\xi_i', \xi_j'\}) = \sum_{T_j' \in \mathcal{ST}(\xi_j')} \sum_{e \in E(\xi_i, \xi_j')} \sum_{e' \in E(\xi_i', \xi_j')} \frac{1}{\tau_H(\xi_{ij})} P_{\text{cut}}(e | T_{(i', j', e)}), \]

in the hierarchical context, where \( E(\xi_i, \xi_j) \) is the set of edges in \( E_0 \) connecting \( \xi_i \) to \( \xi_j' \). This sum is computationally infeasible.

The key insight of the Merge-Split was to expand the state space to the spanning forest which simplifies the above summation to

\[ q(\{T_i, T_j\}, \{T_i', T_j'\}) = \sum_{e \in E(\xi_i, \xi_j)} \frac{1}{\tau_H(\xi_{ij})} P_{\text{cut}}(e | T_{(i', j', e)}), \]

which turns a summation with a number of terms into a sum along the boundary between partitions.

In the current work, we have expanded the state to further simplify the sum. By keeping track of which edge was cut to split the trees, the proposal probability becomes the single term in (13),

\[ q(\{T_i, T_j, e_l\}, \{T_i', T_j', e_l'\}) = \frac{1}{\tau_H(\xi_{ij})} P_{\text{cut}}(e_l' | T_{(i', j', e_l')}, \{\xi_i, \xi_j\}) \]

which further simplifies the computation at the expense of further expanding the state space.

**Remark 3.1.** The original Merge-Split framework shown in (20) without tracking a linking edge set is entirely compatible with the current multi-scale framework. There is, however, the added burden of needing to expand more nodes as each of the different merged-tree might specify different nodes to expand.

### 4. Implementation details of Multi-Scale Merge-Split

Many of the above steps may be achieved with a variety of choices. In this section, we specify the choice or choices we explore in the current work, as well as discuss some other possible methodologies. For example, there are many choices when picking which adjacent districts to merge (denoted \( P(\{i, j\}|S) \) above) – one may uniformly choose amongst adjacent (linked) districts or weight the choice by the shared border length, the shared number of conflicted edges, or some heuristic of the acceptance probability. In the current work we make this choice by uniformly selecting one of the linking edges.

#### 4.1. Determining the ratio of tree counts in a partition

If \( \gamma \neq 0 \) we must compute the ratio of the number of hierarchical trees on each subgraph induced by \( \xi_i \). This is accomplished via Kirchoff’s theorem and is, algorithmically, the slowest step of the method, however (i) we achieve the hierarchical speed-up mentioned in Section 2.3.1 and (ii) we pre-compute the tree count on any preserved element of the hierarchy (such as number of precinct trees with in a county) and track the tree count on any split element of the hierarchy. In terms of complexity, we will only have to recompute tree counts on the new split elements, of which there will only be one at each level (e.g. one new split county, one new split precinct, etc.), as well as counting the number of trees on the new coarse level structure. In general, this means that we need only compute one tree count per level per district (one for each district intersected with the split node at each level), and one tree counts per district on the coarsest scale of each graph. This still leads to an aggregate computational complexity of \( O(\ell) \sim O(\log(N)) \) (the same as computing the total number of hierarchical trees), however, the leading order constant will be significantly reduced due to the pre- and tracked computations on the remaining nodes.

To illustrate an example of the above complexity, we revisit Figure 2c. In counting the number hierarchical trees associated with the new gray and green partitions, we will need to compute the number of ways the coarse trees could have been drawn (accounting for the split county nodes at the coarse level), as well as how many precinct trees could be drawn in each color of the split gray/green county (a total of four applications of Kirchoff’s algorithm). The remaining hierarchical tree counts, such as the number of precinct trees within each green county or the number of trees in the green district of the blue/green county, will have already been computed. When computing the acceptance ratio (16), many of these computations will not even need to be examined as demonstrated in (18). We further remark that the last terms in the products will either cancel or have already been stored in memory, helping to illustrate the above claim that we must compute (i) the new coarse level tree counts per district (the two denominator tree counts outside the product) and (ii) one tree count per district (the first two terms within the product in the denominator).
4.2. Determining the probability of cutting an edge. When choosing what edge to cut, we must specify the probability of cutting edge \( e \) given merged tree \( T_j \), which we denote as \( P_{\text{cut}}(e|T_j) \). Perhaps the simplest implementation is to uniformly choose an edge from the set of edges such that the the cut leads to two trees with populations within the constraints set out by \( J \), along with any other constraints we might impose. Let \( E_c(T) \) denote the edges, such that if a single edge was removed from \( T \), the remaining two trees would satisfy a set of constraints. Then

\[
P_{\text{cut}}(e|T) = \begin{cases} \frac{1}{|E_c(T)|} & e \in E_c(T), \\ 0 & \text{otherwise}. \end{cases}
\]

We adopt this approach in the present work. To determine \( E_c(T) \), we begin by using the algorithm from [CHHM19] in which we randomly root the merged tree and then traverse from the farthest leaves in order to compute the population (and any other relevant conditions) when removing the edge. In addition to searching for edges to cut, we also determine whether a node could be cut (see below in Section 4.4). For each node that might be cut, we expand the node at the next level of the hierarchy. The edges on the multi-graph connecting the coarse nodes correspond to edge connections between the finer scale nodes (since they are mapped to fine scale edges spanning partitions) and these specified edges are used to connect nodes or partitions representing the coarse graph to the finer subgraph on a partition. At each finer subgraph, we draw a new tree (see Figure 2b); together with the edges across coarse nodes/partitions we arrive at a multi-level graph and repeat the above algorithm, searching for nodes and edges that can be cut. We recursively expand nodes until we arrive at the base level and can only add edges. The set of edges collected across all steps forms \( E_c(T) \).

4.3. Uniformly sampling/specifying a hierarchical tree. Before illustrating how to check if a node should be expanded, we first turn to sampling the space of hierarchical trees. As already mentioned, uniform hierarchical trees will be drawn using Wilson’s on disjoint hierarchical subgraphs. There are several implementations of Wilson’s algorithm and we use the same algorithm as in [CHHM19], with the exception that we will employ the algorithm for multi-graphs.

In steps three and four of the algorithm (see Section 3.2) we claim that recursively employing Wilson’s algorithm on successively finer features will sample from the space of hierarchical trees, however we have yet to specify what distribution this process will sample from. We state and prove the following

**Theorem 4.1.** Given a graph \( G \) with hierarchy \( \mathcal{H}(G) \), sampling independent spanning trees with Wilson’s algorithm on \( H_n \), and on \( Q^{-1}(v) \) for every \( v \in V(H_n(G)) \) over all \( n \in \{1, \ldots, \ell\} \), will uniformly sample a tree from \( HT(G) \).

**Proof.** Consider any \( t \in HT(G) \). Consider \( Q^f(t) \) which is a spanning tree on the multi-graph \( H_t(G) \) by construction. Since Wilson’s algorithm uniformly samples spanning trees on multi-graphs, the probability of drawing \( Q^f(t) \) is \( \tau(H_t(G))^{-1} \). Similarly, consider any \( n \in \{1,\ldots,\ell\}, v \in V(H_n(G)) \), and the sub-multi-graph given by \( Q^{-1}(v) \). Consider also the subgraph of \( Q^{n-1}(t) \) induced by \( V(Q^{-1}(v)) \). The induced subgraph is a tree, since it is part of the large tree \( Q^{n-1}(t) \), and employing Wilson’s algorithm on the subgraph \( Q^{-1}(v) \) will sample the induced tree with a probability of \( \tau(Q^{-1}(v))^{-1} \).

Each of the induced subgraphs are independent of one another and of \( Q^f(t) \), which is to say that the edges in one graph do not correspond to the edges of another when mapped back to \( t \) through the multi-graph edge correspondences with the base graph. Therefore, the probability of drawing \( t \) under this procedure is

\[
\tau(H_t(G)) \prod_{n=1}^{t} \prod_{v \in V(H_n(G))} \tau(Q^{-1}(v))^{-1} = (\tau_H(G))^{-1},
\]

by equation (6). In short, the tree will have been uniformly sampled from the space of hierarchical trees by applying Wilson’s algorithm to the coarsest quotient graph and all sub-multi-graphs induced by partitions across each level of the hierarchy. \( \square \)

4.4. Determining which nodes to expand. Upon drawing a tree at a given level, we must determine which nodes to expand at the finer scale. The minimal considerations on whether or not we should expand a node is to check whether it is possible that (i) a subset of the tree connections to the node, along with some fraction of the node’s population, would be within the acceptable population limits; and (ii) the
complementary population satisfies the same limit. This is to say that given some multi-level tree, \( t_m \), and node, \( v \in V(t_m) \), we can consider the remaining connected components of \( t_m \) upon removing \( v \). We denote the set of these components as \( C \) and note that for every \( C \in C \) there exists a unique neighbor of \( v \), \( v_n \in \mathcal{C} \), i.e. \( (v_n, v) \in E(t_m) \). A necessary condition for the node to be expanded is that there is some subset \( C_i \subseteq \mathcal{C} \) such that these components together with some fraction of the node will be within the population constraints, as will the complementary components. Letting \( \text{pop}_I - \epsilon \) be the smallest allowable population and \( \text{pop}_I + \epsilon \) be the largest allowable population, we obtain the condition that there must exist some \( C_i \) such that

\[
(23a) \quad \text{pop}_I - \epsilon - \text{pop}(v) \leq \sum_{u \in C_i} \text{pop}(u) < \text{pop}_I + \epsilon, \quad \text{and}
\]

\[
(23b) \quad \text{pop}_I - \epsilon - \text{pop}(v) \leq \sum_{u \in t_m \setminus (\mathcal{C} \cup \{v\})} \text{pop}(u) < \text{pop}_I + \epsilon.
\]

One possible solution to determining which nodes to expand would simply be to iterate through all possible combinations of \( C \) and expand the node if we find any possible subset that potentially achieves proper population balance. We can, however, take advantage of two observations in order to (i) only check certain nodes, and (ii) when checking a node, examine only a subset of \( C \) by taking advantage of the geographic structure that is used to define the graph hierarchy.

To the first point, we check if any one of the components \( C \in C \) has \( \text{pop}(C) > \text{pop}_I + \epsilon \); if it does, conditions (23) cannot be satisfied. To the second point, we store the clockwise neighbors associated with the adjacency criteria and the original districting graph at each level of the hierarchy (see Figure 4a). We take this list and omit any edge not found in the multi-level tree \( t_m \); we remark that for nodes that appear multiple times, the edge at the finest scale will be specified in the multi-graph, and we will therefore can determine which of the multiple segments we should keep. For example, in Figure 4b, we would obtain the oriented subset of neighbors to be \( \{3, 1, 5, 6, 7\} \).

We then set binary lists to correspond district assignments of each neighbor connected through \( t_m \); For example, \('ABBBB' \) corresponds to \( C_i = \{3\} \) in Figure 4a, and \('BAABB' \) corresponds to \( C_i = \{1, 2\}, \{4, 5\} \). We remark that if a district is to be connected, we cannot allow for overlapping paths that would break a connection. For example, in Figure 4b, the assignment \('ABABB' \) would force us to find a connected path between regions 1 and 6, and 5 and 7, which would be impossible.

Therefore, we search the possible choices of \( C_i \) by first checking if \( C_i = \emptyset \) meets criteria (23), next we begin to iterate through a queue in a breadth first search with all single ‘A’ assignments (from the example \('ABBBB', 'BABBB', 'BBABB', 'BBBAB' and 'BBBBA' \)). For each element in the list, we check criteria (23). If the criteria is met we must expand the node; if \( \text{pop}(C_i) < \text{pop}_I + \epsilon \), we expand the ‘A’ assignment region to the right (on the torus) and add it to the queue e.g. \('ABBBB' \rightarrow 'ABABB' \) and \('BBBBA' \rightarrow 'ABBBA' \).

We do not add anything to the queue if the number of A’s exceeds half the length of the nodes since, by symmetry, such an assignment will have already been explored. To see this through an example, note that \('AAABB' \) is equivalent to \('BBBAA' \) which will be added to the queue from \('BBBAB' \).

4.5. **Defining linking edge sets (in concert with plan constraints).** To close this section, we discuss several methods of defining and counting linking edge sets. In general, there are many possible choices in sampling and constraining linking edges. We do, however, require several properties for all linking edge sets, which are

- Across any two districts, there can be, at most, one linking edge.
- A linking edge must connect two districts across a hierarchical node that shares the districts.

The first condition ensures that two districts together with all linking edges form a hierarchical tree. This ensures the merged hierarchical tree has a non-zero probability of being proposed in the reverse proposal probability of the Metropolis-Hastings algorithm. The second condition ensures that districts that share a node within the hierarchy may be merged so that the split hierarchy may become whole within a proposal.

Perhaps the simplest method for drawing a linking edge set is to place a single linking edge across all adjacent districts while conforming to the requirements listed above. Such a choice means that two adjacent districts *must* only share one node at each level in the hierarchy, which is something that is seen in practice, but is not a necessary condition. We describe how one can remain in the framework by introducing a dynamic hierarchy in the Appendix A, but do not computationally explore this in the current work.
Figure 4. We display an example of mock neighboring geographical regions at a given level (A). The central grey district stores its neighbors in a clockwise ordered list such as \{1,2,3,1,4,5,6,5,7,5\}. For a given tree at this level (B), we can obtain an oriented neighbor list such as \{3,1,5,6,7\}.

Figure 5. We display an example of three districts with linking edges across all adjacent districts (left). The two bottom districts are merged and both the merged linking edges and the connecting linking edges are erased (middle). Upon drawing a new district a new linking edge is chosen uniformly across the new top two districts (right).

In this set up, and under the Multi-Scale Merge-Split algorithm, we erase all linking edges that link altered districts to non-altered districts, and then uniformly resample new linking edges to the newly formed districts (see Figure 5).

When \(\gamma > 0\) in the measure, we must ensure that it is possible to compute the number of possible linking edge sets that correspond to the partition. In this algorithm, we simply take the product of the number of linking edges that could be drawn across adjacent districts. This number will depend on whether or not there is a node in the graph hierarchy that is shared across the districts, and, if there is, the minimum level in the hierarchy that contains a split node. Formally, we define

\[
\ell_{ij} = \min \left( \{n + 1\} \exists (u_i, u_j) \in E(H_n) \text{ s.t. } Q(u_i) = Q(u_i), \right.
\]

\[
\forall v \in V(Q^{-n}(u_i)), v \in \xi_i, \text{ and } \forall v \in V(Q^{-n}(u_j)), v \in \xi_j \cup \{\ell + 1\}, \left. \right\}
\]

as the finest level of the hierarchy that is split across districts \(i\) and \(j\). The reason for taking the union with the single element set \(\{\ell + 1\}\) is because when there is no split element of any level of the hierarchy across the adjacent districts, the first set will be empty; furthermore, the first set of the right hand side has elements that are bounded above by \(\ell\). Next, if \(\ell_{ij} < \ell + 1\), let \(v_{ij} \in H_{\ell_{ij}}\) be defined as the finest node that is split between districts \(i\) and \(j\). The number of possible linking edges between the districts \(i\) and \(j\) may then be
defined as
\[
\mathcal{L}_{ij} = \begin{cases} 
\left|\{(u_i, u_j) \in E_0 | u_i \in \xi_i, u_j \in \xi_j\}\right| & \text{if } n_{ij} = \ell + 1 \\
\left|\{(u_i, u_j) \in E_0 | u_i \in \xi_i, u_j \in \xi_j, \text{ and } u_i, u_j \in Q^{-n_{ij}}(\xi_{ij})\}\right| & \text{otherwise}
\end{cases}
\]  

We remark that if two districts are not adjacent, then the number of linking edges is zero by this definition. The total number of linking edge sets for a given partition \(\xi\) may then be defined as
\[
\mathcal{L}(\xi) = \sum_{i,j} \max(1, \mathcal{L}_{ij}) = \sum_{\{i,j|\xi_i,\xi_j\text{ adjacent}\}} \mathcal{L}_{ij}.
\]

Thus, this method of defining the linking edge sets is both robust and gives rise to a fairly simple computation for \(\mathcal{L}(\xi)\) which is a product between border lengths of districts at (i) the finest split level (if the districts share a node in the graph hierarchy) or (ii) the entire border (otherwise).

4.5.1. Strictly constrained splits. There is one additional simplification we wish to make which naturally arises when strictly prescribing the number of split nodes at the highest level of the graph hierarchy. Furthermore, although it is possible to use this additional simplification in a more general context, there may be complex combinatoric problems that render it either less efficient or infeasible (see Appendix B for further discussion of the potential issues).

The main idea is that it may be desirable to sample the space of redistricting plans given an optimal set of coarse level node splits or a prescribed number coarse level node splits. In this case, we may only choose to merge and split on a district that already splits a node at the highest level and must ensure that the resulting district pair also splits a node at the highest level.

Because of this restriction, it is unnecessary to consider linking edges between districts that do not share some node of the graph hierarchy as we will never consider them. This simplifies the computation of \(\mathcal{L}(\xi)\) as we will no longer need to compute the border length between a wide number of districts. Formally, when determining \(\mathcal{L}(\xi)\), we can simply redefine
\[
\mathcal{L}_{ij} = \begin{cases} 
1 & \text{if } n_{ij} = \ell + 1 \\
\left|\{(u_i, u_j) \in E_0 | u_i \in \xi_i, u_j \in \xi_j, \text{ and } u_i, u_j \in Q^{-n_{ij}}(\xi_{ij})\}\right| & \text{otherwise}
\end{cases}
\]
and then again employ (27).

Remark 4.2 (Dynamic hierarchies). We can still use these methods to sample without regard for fixed hierarchical elements by starting with an arbitrary hierarchy and then dynamically evolving the hierarchy in the Metropolis-Hastings context. Although we do not study this in the current work, we describe the method in further detail in Appendix A.

5. Numerical Results

We implement our algorithm on a two level hierarchy of precincts and counties on the North Carolina congressional districts. The plan to be used in the 2020 North Carolina congressional election splits 12 counties, and does not split any county between more than two districts. This is consistent with the 2016 redistricting criteria which required that no county be split into more than two districts [Leg16]. We adopt these constraints and (i) do not allow for any county to be split into more than two districts, and (ii) require there to be 13 or fewer split counties.

The one-person one-vote mandate requires that districts be made up of an equal number of people. We sample the districting space to examine plans that deviate up to 2% away from the strictest interpretation of the mandate. We use the the 2010 census data for population data. Although a 2% deviation is not strictly legally compliant, we have previously observed that such deviations do not effect observables of interest [HKL+20] and remark that the last several redistricting cycles split precincts to the census block level to achieve population parity. Reducing population deviations across districts may be done either by sampling from a three or more level hierarchy (e.g. county, precinct, census block), or by making small modifications to the sampled district plans by exchanging population along the boundaries. In either case, we omit such explorations in the current work.

We restrict our analysis to \(\gamma = 0\). This restriction favors plans with a larger product of hierarchical trees. We remark that certain implementations of ReCom also focus on districts with larger numbers of spanning tree counts as moves are accepted so long as they are below a given compactness threshold [DDS19].
In choosing a method of determining the linked edge set, we choose to only track 13 linked edges, only change an edge between two changed districts, and allow the edge to span any level of the hierarchy. We do this because setting $\gamma = 0$ allows us to forgo counting the number of linking edges associated with a partition. The reason for fixing the number of linked edges is that we wish to gain insight into the mixing properties when we transition to using census blocks at the base level with stricter population constraints. Under finer graphs with tighter constraints, we expect that merging and splitting two districts will rarely lead to counties (or coarsest nodes) that are kept intact. This means that the limitations on which linked edges to choose may become identical in both linking edge methods. Under the current sampling process, which allows 2% population deviations, it is possible that we will split fewer than 13 counties. If we employed linked edges over the entire space we would then be able to merge and split on any adjacent districts which should accelerate mixing. Therefore our choice of linked edge method is more restrictive, and will potentially slow mixing, but may be better reflective of future implementations of our algorithm.

We implement the multi-scale merge split algorithm on 10 independent chains. Two of the chains are initialized with congressional districts used in 2016 and 2020. On the 2020 map we introduce one more random linked edge between two adjacent districts that do not split a county. The remaining eight chains are initialized on randomly seeded plans. We construct these seed plans by drawing a tree on the county level, and search for nodes to cut so that one of the resulting cuts is within acceptable population bounds. We draw a tree on a random cuttable node and then look for edges to remove that would lead to one of the cuts being within the population constraint. We then repeat the above process on the remaining unassigned nodes until we obtain 13 districts within the population constraints. We illustrate the evolution of the chain starting at the 2016 congressional map after two and four acceptances and after 10,000 proposals in Figure 6.

For each sample we count the number of Democratic and Republican votes within each district according to the 2012 presidential vote counts. We then examine the fraction of the Republican vote compared to the total Democratic and Republican votes. For each plan in the ensemble, we count the number of districts that have more Democratic votes than Republican votes, which serves as a proxy for the number of Democratic congressional delegates that would have been elected under these votes. We construct a histogram of elected
Democrats for each chain, and then examine the total variation between the histograms across any two chains. We report the largest total variation in the histograms of all chains; we examine (i) this maximal pairwise variation as a function of the number of proposals, (ii) the histograms between the two chains with the highest variation, and (iii) the histogram produced over all chains (see Figure 7). We find that after $8 \times 10^5$ proposals, the largest total variation between chains is 3.56% and that the chains are converging with an order of 0.56. We also find that the largest total variation between any given chain and all chains is 2.46%. In short, we find evidence that all 10 chains are converging to a stationary distribution.

We next order the thirteen districts from most to least Republican. We use the ensemble of plans to examine the marginal distributions of the most Republican plan, the second most Republican plan, and so on until we arrive at the most Democratic plan. To study the convergence of these order statistics, we generate histograms of bin size 0.2% for each marginal ensemble within each chain as a function of the number of proposals. We then examine the total variation of all ordered marginal distributions between two chains, and then average these variations. We report the pair of chains with largest average total variation as a function of the number of proposals. We plot the largest variation as a function of the number of proposals as well as examine the resulting rank-ordered marginal histograms after 800,000 proposals in Figure 8. We find an estimated rate of convergence of 0.42. Qualitatively, the marginal distributions between the chains are quite close to one another, however there are a few structural differences as can be seen in the marginal distribution of the most Democratic district. Nevertheless, we see evidence that the chains are converging to the same distribution.

6. Discussion

We have developed a Multi-Scale Merge-Split algorithm to sample the space of redistricting plans. This algorithm builds on our previous Merge-Split algorithm which uses spanning trees rather than hierarchical trees [CHHM19]. In turn, Merge-Split builds on the ReCom algorithm [DDS19] by using a tree based variant of ReCom as its proposal. The algorithm reduces the computational complexity of counting trees on district graphs by drawing and counting hierarchical trees rather than spanning trees. Given a graph with $N$ nodes, counting the number of hierarchical trees in a multi-scale setting has a complexity of $O(\log(N))$ compared to counting spanning trees which has a complexity of $O(N^{2.373})$.

The algorithm may use a specified hierarchy to preserve geographic regions of interests such as counties and precincts, or may use a dynamic hierarchy which will retain the scaling benefits while sampling a less constrained space of redistricting plans. In this initial report, we have demonstrated our algorithm on a hierarchy of precincts and counties and have demonstrated promising convergence results. We have not yet implemented dynamic hierarchies nor have we gone down to the census block level, but we expect this method will perform well in both of these cases, and plan to explore this in a future update.

In addition to the implementations we have discussed, there are a number of ways to extend the ideas in this work. For instance, we have only considered situations in which coarse nodes may only be split into two
districts, however this method may be easily extended to cases in which nodes are split across more than two districts. We have also only considered districting plans that share at most one node at any given level, however it should be possible to extend this algorithm to allow for multiple split coarse nodes across two districts.

There are also open questions about mixing. For instance, what (if any) constraints will not allow the multi-scale merge split algorithm to mix? Perhaps there are graphs and county splitting constraints that will prevent the algorithm from being ergodic. Despite these open questions, the multi-scale algorithm promises to sample on finely resolved redistricting plans, perhaps even down to the census block level, while sampling from a known invariant measure.
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In the current work we have focused on and numerically tested hierarchies on existing geographic units such as precincts embedded in counties. However, the multi-scale merge split algorithm need not be confined to prescribed hierarchies and may instead apply to more general and less constrained redistricting problems.

In this section we add a brief discussion of how this would work. First, one would decide on a number of hierarchies, ℓ, on a base graph with N nodes. This would yield, on average, $m = \sqrt{N}$ nodes per partition within the quotient graphs. One could then initialize m partitions on the fine scale graph by drawing a tree on the base graph and looking to cut it to separate out m vertices (or alternatively a given fraction of the population), and then recurse with the remaining part of the graph that has not yet been assigned to a partition. Such a procedure would generate some randomized hierarchical graph.

If we were to sample on this fixed hierarchy, our sampling space would be constrained by which partitions could be simultaneously cut. We may, however, dynamically alter the graph hierarchy. To do this, we expand the measure to be a joint distribution on the hierarchy and the expanded districting (trees and liked edges).

**Appendix A. Dynamic Hierarchies**
The form of the distribution is precisely the same:

\begin{equation}
P(T, L, H) \propto e^{-\beta L(T)}(\tau_H(\xi(T)) \times L_H(\xi(T)))^{-\gamma},
\end{equation}

where we have now made it explicit that the number of linked edges depends on the hierarchy.

We then have two types of proposals – one to evolve the districts on a fixed hierarchy and another to evolve the hierarchy on fixed districts. We have already developed and tested the first in the main text. The second would work as follow:

1. Choose an arbitrary level, \( l \), of the hierarchy (larger than the base level).
2. Choose an arbitrary pair of adjacent nodes, \( u \) and \( v \), at level \( l \) that are (i) wholly contained in the same district, (ii) that are connected by an edge one of the trees, \( T_i \), in the forest \( T \), and (iii) belong to the same partition at level \( l + 1 \).
3. If not already resolved, resolve the spanning trees within the nodes at the next finer level, \( l - 1 \), by drawing a uniform spanning tree on the multi-graph of the this level \( (l - 1) \). Call these trees \( T_u \) and \( T_v \), and the edge linking them \( e_{(u,v)} \).
4. Draw a new uniform spanning tree on the finer graph induced by \( u \) and \( v \) (denoted \( Q^{-1}(u \cup v) \)). Look for edges (and only edges) that could be removed on the merged tree such that the two resulting trees would contain an acceptable number of nodes. If there are no such edges, reject the move.
5. Pick one of the edges to remove, \( e_{(u,v)} \), and form two new trees, \( T_u' \) and \( T_v' \) at level \( l - 1 \), which will correspond to two new nodes, \( u' \) and \( v' \) at level \( l \).
6. Use the removed edge as the new edge which connects the updated tree, \( T_i' \). Note that the district has not been altered even though the tree representing the district has been altered, i.e. \( \xi(T_i') = \xi(T_i) \). Note also that the edges linking the altered nodes to the unaltered nodes remain in place and that the overall topology of the new district tree \( T_i' \) may change.
7. Compute the probability of proposing the new nodes and hierarchy along with the reverse probability. Use this to compute the acceptance ratio.

This algorithm operates almost identically to the original Merge-Split algorithm, but the measure is modified, and we are merging and splitting on sub-elements of the district trees, rather than on a pair of district trees.

The forward and backward proposal probabilities are computed similarly to the Merge-Split algorithm as

\begin{equation}
Q((T, L, H), (T', L, H')) = P(\text{level } l)P(u, v | l, T)\frac{1}{\tau(Q^{-1}(u \cup v))}P_c(u,t)P(t)P(e_{(u',v')}),
\end{equation}

where \( P(\text{level } l) \) is the chance of choosing level \( l \), and \( P(u, v | l, T) \) is the chance of picking two nodes \( u \) and \( v \) at level \( l \) that are linked through \( T \), and within the same larger partition (if \( l < \ell \)). The third fraction on the right hand side is the number of spanning trees on the finer level graph induced by the two partitions given by \( u \) and \( v \). The final term is the probability of cutting a given edge given the uniformly drawn spanning tree \( T_i(t, e_{(u',v')}) \).

If we assume that the probability of picking a certain level is independent of the state, and that the probability of picking two adjacent nodes linked through \( T \) is uniform, then the ratio of proposal probabilities simplifies to

\begin{equation}
\frac{Q((T, L, H), (T', L, H'))}{Q((T', L, H'), (T, L, H))} = \frac{P_c(u,t')P(t')P(e_{(u',v')})}{P_c(u,t)P(t)P(e_{(u',v')}),}
\end{equation}

since the number of adjacent nodes that we can choose from remain fixed between \( T \) and \( T' \).

To complete the algorithm, we must compute the acceptance ratio, which is given by

\begin{equation}
A((T, L, H), (T', L, H')) = \min \left( 1, \frac{Q((T', L, H'), (T, L, H))}{Q((T, L, H), (T', L, H'))} \frac{P(T', L, H')}{P(T, L, H)} \right).
\end{equation}

The probability ratio simplifies to

\begin{equation}
\frac{P(T', L, H')}{P(T, L, H)} = \frac{\tau_H(\xi(T'))^{-\gamma}}{\tau_H(\xi(T))^{-\gamma}} = \left( \frac{\tau(Q^{-1}_H(u'))(Q^{-1}_H(u))}{{\tau(Q^{-1}_H(u'))(Q^{-1}_H(u))}} \right)^{-\gamma},
\end{equation}

where
where $Q$ is the quotient (coarsening) operator and $Q^{-1}$ expands a coarse graph to the finer level of the hierarchy; in this case we specify which hierarchy the quotient operator is associated with by adding the subscripts $\mathcal{H}$ or $\mathcal{H}'$.

**APPENDIX B. POTENTIAL COMPUTATIONAL COMPLEXITIES WITH A FIXED NUMBER OF LINKING EDGES**

As mentioned in Section 4.5, when a linking edge is strictly contained within a partition at the coarsest level (i.e. a single node in $H_\ell$), any edge linking the two corresponding districts will also be confined to this partition. At times we may even require that linking edges are confined to coarse partitions (see Section 4.5.1). Counting the number of linking edge sets is straightforward in this case as (i) there must be a linked edge between the two districts sharing a coarse node and (ii) that linked edge must be entirely contained within the shared coarse node (see (27) and (28) in Section 4.5).

Suppose that we wish to prescribe a fixed number of linked edges, as in Section 4.5.1, but we wish to allow edges to span two nodes at the coarsest level (in $H_\ell$). In computing total number of possible linking edge sets that corresponds to this state, we would have to consider edges linking coarse nodes across any adjacent districts that are not split across a coarse node. Dealing with one such global linking edge is difficult, but dealing with multiple quickly becomes intractable.

For example, consider the 2016 congressional map showing in Figure 6a containing 13 split counties. Consider a linking edge scheme that fixes more than 14 linking edges. Thirteen of the linking edges will reside entirely within split counties, but remaining edges are far less constrained: We could add one that links the dark brown to dark blue western districts, one that links the central light red district to the light green district, or one that links the eastern light blue district to the light orange district.

If we were only adding one more linking edge, we would have to count the number of possible links we could make, but two more edges become more challenging. In counting adding the number of ways two add two edges, we would have to count the number of ways to make the second link given all possible choices for the first link. Given three more linking edges, we would count the ways to add a third edge for all possible choices of choosing the first two edges. In all cases, we would have to avoid counting linking edge sets more than once.

This combinatorial complexity is what makes it more difficult to count fixed-size linking edge sets associated with a partition when the number of linking edges exceeds the number of split counties. In the numerical example we have examined in this paper, we set $\gamma = 0$ which enabled us to avoid counting possible linking edge sets and were therefore free to have these linking edges span counties (i.e. coarse nodes).