A GRAPH RELATED TO THE SUM OF ELEMENT ORDERS OF A FINITE GROUP

MIHAI-SILVIU LAZOREC

Abstract. A finite group is called $\psi$-divisible iff $\psi(H)|\psi(G)$ for any subgroup $H$ of a finite group $G$. Here, $\psi(G)$ is the sum of element orders of $G$. For now, the only known examples of such groups are the cyclic ones of square-free order. The existence of non-abelian $\psi$-divisible groups still constitutes an open question. The aim of this paper is to make a connection between the $\psi$-divisibility property and graph theory. Hence, for a finite group $G$, we introduce a simple undirected graph called the $\psi$-divisibility graph of $G$. We denote it by $\psi_G$. Its vertices are the non-trivial subgroups of $G$, while two distinct vertices $H$ and $K$ are adjacent iff $H \subset K$ and $\psi(H)|\psi(K)$ or $K \subset H$ and $\psi(K)|\psi(H)$. We prove that $G$ is $\psi$-divisible iff $\psi_G$ has a universal (dominating) vertex. Also, we study various properties of $\psi_G$, when $G$ is a finite cyclic group. The choice of restricting our study to this specific class of groups is motivated in the paper.

1. Introduction

In what follows given a simple undirected graph $\mathcal{G}$ we denote its vertex set by $V(\mathcal{G})$ and its edge set by $E(\mathcal{G})$. For an integer $n \geq 2$, let $C_n$ and $\tau(n)$ be the finite cyclic group of order $n$ and the number of positive divisors of $n$, respectively. For a finite group $G$, we denote by $\pi(G)$ and $L(G)$ the set containing the prime divisors of $|G|$ and the subgroup lattice of $G$, respectively, while the order of an element $x \in G$ is denoted by $o(x)$.

Even though one can go back to the 19th century to check Cayley’s work [19], the connection between group and graph theories became more popular
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after 1950. There are a lot of graphs defined especially on a finite group \( G \) and, without entering into much detail, we recall the following ones:

- the commuting graph \( \text{Com}(G) \) of \( G \) in which \( V(\text{Com}(G)) = G \) and, for two distinct vertices \( x \) and \( y \), we have \( xy \in E(\text{Com}(G)) \) iff \( xy = yx \) (see [12, 17]); we note that this graph is often redefined such that \( V(\text{Com}(G)) = G \setminus Z(G) \) (see [2, 13, 27, 31, 38]);
- the power graph \( P(G) \) of \( G \) in which \( V(P(G)) = G \) and, for two distinct vertices \( x \) and \( y \), \( xy \in E(P(G)) \) iff \( x \in \langle y \rangle \) or \( y \in \langle x \rangle \) (see [6, 14, 16, 25, 32, 37]); if one removes the vertex associated with the identity of \( G \), then the obtained graph is called the proper power graph of \( G \) (see [23, 39]);
- the enhanced power graph \( EP(G) \) of \( G \) in which \( V(EP(G)) = G \) and, for two distinct vertices \( x \) and \( y \), \( xy \in E(EP(G)) \) iff \( \langle x, y \rangle \) is a cyclic subgroup (see [1, 10, 48]); if one removes the vertex corresponding to the trivial element of \( G \), then the obtained graph is called the deleted enhanced power graph (see [11]) or the cyclic graph of \( G \) (see [21, 22]);
- the Gruenberg-Kegel graph \( GK(G) \) of \( G \) in which \( V(GK(G)) = \pi(G) \) and, for two distinct vertices \( p \) and \( q \), \( pq \in E(GK(G)) \) iff \( G \) contains an element \( x \) such that \( o(x) = pq \) (see [18, 34, 47]); this graph is also called the prime graph of \( G \);

Paper [15] is a recent survey containing some remarkable results concerning the graphs above.

Another idea to obtain graphs related to a finite group \( G \) is to use different subsets of \( L(G) \) as being the vertex set and define the adjacency relation in a specific way. Some examples would be the intersection graph of \( G \) (see [26, 36, 40, 42, 44]), the join graph of \( G \) (see [3, 35]) or the recent factorization graph of \( G \) (see [24]).

During the last decade, the sum of element orders of a finite group \( G \) has proven to be a tool that may be used to characterize the nature and structure of \( G \) (see [4, 5, 7, 8, 9, 29, 30, 45, 46] for further details). We denote the sum of element orders of \( G \) by \( \psi(G) \). Its definition is straightforward as its name suggests, i.e.:

\[
\psi(G) = \sum_{x \in G} o(x).
\]

In [28], the concept of \( \psi \)-divisible group was introduced. More exactly, we say that a finite group is \( \psi \)-\textit{divisible} if and only if \( \psi(H) \mid \psi(G) \) for all \( H \in L(G) \). The main result of the same paper states that a finite abelian group \( G \) is \( \psi \)-divisible if and only if \( G \) is cyclic of square-free order. The connection between \( \psi \)-divisibility and the square-free order property of finite groups was further investigated in [33]. Among others, the same paper highlights the following result which refers to any finite group:

**Theorem 1.1.** Let \( G \) be a finite group. Then all subgroups of \( G \) are \( \psi \)-\textit{divisible} if and only if \( G \) is cyclic of square-free order.
In this paper we introduce a graph which is related to the concepts outlined above. So, for a finite group $G$, we denote by $\psi_G$ a graph called the $\psi$-divisibility graph of $G$. Its vertex set is $V(\psi_G) = L(G) \setminus \{\{1\}\}$, where $\{1\}$ is the trivial subgroup of $G$. For two distinct vertices $H$ and $K$ we have $HK \in E(\psi_G)$ iff $H \subset K$ and $\psi(H) | \psi(K)$ or $K \subset H$ and $\psi(K) | \psi(H)$. We remove the vertex corresponding to $\{1\}$ as it would be a universal (or dominating) vertex in our graph. As we previously saw, removing some potential vertices is a common idea in graph theory. In our case, by removing the trivial subgroup, some properties of the $\psi$-divisibility graph are more interesting to study (for instance, the connectivity). To avoid the generation of a $\psi$-divisibility graph isomorphic to the null graph, we work only with non-trivial finite groups even though we always omit to write “non-trivial”.

We mention that the existence of $\psi$-divisible groups beyond the class of finite abelian groups is still an open problem. It would be ideal if one could say if and how the $\psi$-divisibility graph may be used to approach this problem. In this regard, we prove that a finite group $G$ is $\psi$-divisible if and only if its $\psi$-divisibility graph $\psi_G$ has a universal vertex. Another trouble is that it is quite difficult to generate the $\psi$-divisibility graph for any finite group. Taking into account this fact and Theorem 1.1, which provides a connection between the $\psi$-divisibility property and a part of the finite cyclic groups, most of our results concern the study of some properties of the $\psi$-divisibility graph associated especially with a finite cyclic group. More exactly, we are interested in connectivity (in this case we also discuss about diameter and number of connected components), vertex degrees, cycles, bipartiteness, girth, trees and planarity. Some open questions are outlined throughout the paper.

2. Main results

Let $G$ be a finite group. Since the vertices of the $\psi$-divisibility graph $\psi_G$ of $G$ are the non-trivial subgroups of $G$, it is obvious that the divisor graph of $|G|$ is a subgraph of $\psi_G$. The first result of this Section highlights some results which help us with drawing the edges of a $\psi$-divisibility graph. The main tools would be items i) and iii) of the following lemma. For the ease of writing, when we work with cyclic groups, we write $\psi(n)$ instead of $\psi(C_n)$.

Lemma 2.1. Let $G_1, G_2$ be finite groups, $p$ be a prime number and let $a, b$ be positive integers. Then the following hold:

i) $\psi(G_1 \times G_2) = \psi(G_1) \psi(G_2)$ if and only if $(|G_1|, |G_2|) = 1$ (i.e. $\psi$ is multiplicative);

ii) $\psi(p^a) = \frac{2^{a+1}+1}{p+1}$;

iii) $\psi(p^a) | \psi(p^b) \iff 2a + 1 | 2b + 1$;

iv) $(\psi(p), \psi(p^2)) = (\psi(p), \psi(p^3)) = (\psi(p^2), \psi(p^3)) = 1$.

Proof. For items i) and ii), one can check Lemma 2.1 of [5] and Lemma 2.9 (1) of [29], respectively.
For item iii), we use some fundamental properties of the integer divisibility. We have
\[
\psi(p^a)|\psi(p^b) \iff p^{2a+1} + 1 | p^{2b+1} + 1 \iff p^{2a+1} - 1 | p^{2b+1} - 1 \\
\iff (-p)^{2a+1} - 1 | (-p)^{2b+1} - 1 \iff 2a + 1 | 2b + 1.
\]

Finally, concerning item iv), we show that \((\psi(p), \psi(p^3)) = 1\). Let \(d = (\psi(p), \psi(p^3))\). We have \(d|(p^4 - p)\psi(p)\) and \(d|\psi(p^3)\). Since \((p^4 - p)\psi(p) = \psi(p^3) - 1\), we get \(d|1\) and the conclusion follows. Using similar ideas, one can show that \((\psi(p), \psi(p^2)) = (\psi(p^2), \psi(p^3)) = 1\).

In what concerns the completeness of the \(\psi\)-divisibility graph of an arbitrary finite group, it is easy to prove the following result:

**Proposition 2.2.** Let \(G\) be a finite group. Then \(\psi_G\) is complete if and only if \(G \cong C_p\), where \(p\) is a prime number.

**Proof.** Let \(G\) be a finite group and let \(H \cong C_p\) be a subgroup of \(G\), where \(p \in \pi(G)\). Assume that \(\psi_G\) is a complete graph. If \(G\) contains a subgroup \(K\) or order \(p^2\), then \(K \cong C_{p^2}\) or \(K \cong C_p^2\). Since \(H\) and \(K\) must be adjacent, it follows that \(\psi(p)|\psi(p^2)\) or \(\psi(p)|\psi(C_p^2)\). The first case leads to a contradiction due to Lemma 2.1, iv). In the second case, it is easy to show that \(\psi(p)|p\), again a contradiction. It follows that \(G\) is of square-free order. Suppose that \(|\pi(G)| \geq 2\). Then \(L \cong C_q\) is another subgroup of \(G\), where \(q \in \pi(G)\). Due to the definition of the adjacency relation, we cannot draw the edge \(HL\) of \(\psi_G\), a contradiction. It follows that \(G\) is of square-free order and \(\pi(G) = \{p\}\), so \(G \cong C_p\).

Conversely, we have \(\psi_G \cong K_1\) and this fact completes our proof. \(\square\)

It is a difficult task to obtain an explicit result concerning the vertex degrees of the \(\psi\)-divisibility graph of an arbitrary finite group. We can say something if we restrict our study to the class of finite cyclic groups.

**Proposition 2.3.** Let \(G\) be a finite cyclic group of order \(n\).

i) If \(n = p^\alpha\), where \(p \in \pi(G)\) and \(\alpha \geq 1\), then
\[
d(C_{p^\alpha}) = \tau(2\beta + 1) + \left\lfloor \frac{1}{2} \cdot \left( \frac{2\alpha + 1}{2\beta + 1} - 1 \right) \right\rfloor - 2, \quad \forall \ \beta \in \{1, 2, \ldots, \alpha\};
\]

ii) If \(n = p_1^{\alpha_1}p_2^{\alpha_2}\ldots p_k^{\alpha_k}\), where \(k \geq 2, p_i \in \pi(G)\) and \(\alpha_i \geq 1\), then
\[
d(C_{p_i^{\alpha_i}}) = \prod_{j=1,j \neq i}^{k} (\alpha_j + 1) + \tau(2\alpha_i + 1) - 3, \quad \forall \ i \in \{1, 2, \ldots, k\}.
\]

**Proof.**

i) Let \(G \cong C_p^\alpha\), where \(p\) is a prime and \(\alpha \geq 1\), and let \(\beta, \gamma \in \{1, 2, \ldots, \alpha\}\), with \(\beta \neq \gamma\). According to Lemma 2.1, iii), \(C_p^\alpha\) is adjacent with \(C_{p^\gamma}\) if and only if \(2\gamma + 1 > 1\) is a proper divisor of
$2\beta + 1$ or $2\gamma + 1$ is a multiple of $2\beta + 1$ in the range $(2\beta + 1, 2\alpha + 1]$. As we know, the number of such multiples is

$$\left\lfloor \frac{2\alpha + 1}{2\beta + 1} \right\rfloor - 1.$$ 

But, we need to take into account only the odd multiples, so we actually get the quantity

$$\left\lfloor \frac{1}{2} \left( \frac{2\alpha + 1}{2\beta + 1} - 1 \right) \right\rfloor.$$

Putting all things together, we obtain

$$d(C_{p\beta}) = \tau(2\beta + 1) + \left\lfloor \frac{1}{2} \left( \frac{2\alpha + 1}{2\beta + 1} - 1 \right) \right\rfloor - 2.$$

ii) Let $G \cong C_n$, where $n = p_1^{\alpha_1} p_2^{\alpha_2} \ldots p_k^{\alpha_k}$, $k \geq 2$, $p_i \in \pi(G)$ and $\alpha_i \geq 1$, for all $i \in \{1, 2, \ldots, k\}$. Fix $i \in \{1, 2, \ldots, k\}$. Due to how we defined the adjacency relation for $\psi G$, the vertex $C_{p_i^{\alpha_i}}$ may be adjacent only with vertices contained in the subset $A_1 \cup A_2$ of $V(\psi G)$, where

$$A_1 = L(C_{p_i^{\alpha_i}}) \setminus \{\{1\}\} \text{ and } A_2 = \left\{ H \in L(G) \mid C_{p_i^{\alpha_i}} \subseteq H \right\}.$$ 

As we previously explained, the vertex $C_{p_i^{\alpha_i}}$ is adjacent with any vertex $C_{p_j^{\alpha_j}} \in A_1$ if and only if $2\gamma + 1 > 1$ is a proper divisor of $2\alpha_i + 1$. Since $L(G)$ is a decomposable lattice, due to Lemma 2.1, i), we deduce that $C_{p_i^{\alpha_i}}$ is adjacent with any vertex in $A_2$. Then

$$d(C_{p_i^{\alpha_i}}) = \tau(2\alpha_i + 1) - 2 + |A_2| = \prod_{j=1,j\neq i}^{k} (\alpha_j + 1) + \tau(2\alpha_i + 1) - 3.$$ 

Note that item ii) of the previous result concerns only the degrees of the vertices associated with the Sylow subgroups of $G$. It would be interesting to obtain some similar formulas for all other remaining vertices.

As we explained in the first Section, most of the subsequent results concern only the class of finite cyclic groups. Let $p$ and $q$ be two distinct primes. For the ease of writing, we outline the following 3 sets of divisibility relations:

\begin{align*}
(P_1) & \left\{ \begin{array}{c}
\psi(p) | \psi(q) \\
\psi(p) | \psi(q^2)
\end{array} \right. & (P_2) & \left\{ \begin{array}{c}
\psi(p) | \psi(q^2) \text{ and } \psi(q) | \psi(p^2) \\
\psi(p) | \psi(q^2) \text{ and } \psi(q) | \psi(p^3)
\end{array} \right.
\end{align*}

\begin{align*}
& \left\{ \begin{array}{c}
\psi(q) | \psi(p) \\
\psi(q) | \psi(p^2)
\end{array} \right. & & \left\{ \begin{array}{c}
\psi(p^2) | \psi(q^2) \text{ and } \psi(q) | \psi(p^3)
\end{array} \right.
\end{align*}
Let $G$ be a finite cyclic group. Then $\psi_G$ is a cycle if and only if $G \cong C_{p^\alpha q^\beta}$, where $p,q$ are prime numbers, and none of the $(P_1)$ conditions holds.

**Proof.** Let $G$ be a finite cyclic group and let $p \in \pi(G)$. Suppose that $\psi_G$ is a cycle. Then $\psi_G$ is a 2-regular graph. If $|\pi(G)| \geq 3$, then $d(C_p) \geq 3$, a contradiction. Hence $|\pi(G)| \in \{1, 2\}$. If $|\pi(G)| = 1$, according to Lemma 2.1, iii), to draw only two edges incident with $C_p$, we need two odd multiples of 3. We deduce that $G \cong C_{p^\alpha}$, where $\alpha \in \{7, 8, 9\}$. Indeed, in all these 3 cases, we can draw the edges $C_p C_{p^4}$ and $C_{p^2} C_{p^7}$. But, also in all these cases, one can easily check that $d(C_{p^\alpha}) = 0$, a contradiction.

Consequently $|\pi(G)| = 2$, so there is an additional prime $q$ such that $G \cong C_{p^\alpha q^\beta}$, where $\alpha \geq 1, \beta \geq 1$. If $\alpha \geq 3$ or $\beta \geq 3$, we use Lemma 2.1, i), to obtain $d(C_p) \geq 3$ or $d(C_q) \geq 3$, a contradiction. If $\alpha = 1$ or $\beta = 1$, then $\psi_G$ has at least one end-vertex, again a contradiction. Hence $G \cong C_{p^2 q^2}$.
Finally, if at least one of the \((P_1)\) conditions are met, we get \(d(C_p) \geq 3\) or \(d(C_q) \geq 3\), a contradiction.

Conversely, if \(G \cong C_{p^2q^2}\) and all \((P_1)\) conditions do not hold, we can draw the \(\psi\)-divisibility graph below (Figure 1) and finish our proof.

\[\begin{tikzpicture}
\node (Cp) at (0,0) {$C_p$};
\node (Cp2) at (2,2) {$C_{p^2}$};
\node (Cp4) at (-2,2) {$C_{p^4}$};
\node (Cpq) at (0,2) {$C_{pq}$};
\node (Cpq2) at (2,-2) {$C_{pq^2}$};
\node (Cpq4) at (-2,-2) {$C_{pq^4}$};
\node (Cp2q) at (0,4) {$C_{p^2q}$};
\node (Cp2q2) at (2,0) {$C_{p^2q^2}$};
\node (Cp2q4) at (-2,0) {$C_{p^2q^4}$};
\draw (Cp) -- (Cpq);
\draw (Cp2) -- (Cpq2);
\draw (Cp4) -- (Cpq4);
\draw (Cpq) -- (Cpq2);
\draw (Cpq) -- (Cpq4);
\draw (Cp2) -- (Cp2q);
\draw (Cp2) -- (Cp2q2);
\draw (Cp4) -- (Cp2q2);
\draw (Cp4) -- (Cp2q4);
\end{tikzpicture}\]

Figure 1. The graph \(\psi_{C_{p^2q^2}}\) if none of the \((P_1)\) conditions holds

A well-known result in graph theory states that cycles can be used to characterize bipartite graphs. More exactly, a non-trivial graph is bipartite if and only if it does not contain odd cycles. In what follows, we use this result while classifying the finite cyclic groups whose \(\psi\)-divisibility graph is bipartite.

**Proposition 2.5.** Let \(G\) be a finite cyclic group. Then \(\psi_G\) is bipartite if and only if one of the following holds:

i) \(G \cong C_{p^\alpha}\), where \(p\) is a prime and \(\alpha \in \{2, 3, \ldots, 12\}\);

ii) \(G \cong C_{pq}\), \(G \cong C_{p^2q}\), \(G \cong C_{p^3q^2}\) or \(G \cong C_{p^3q}\), where \(p, q\) are primes;

iii) \(G \cong C_{p^3q^2}\), where \(p, q\) are primes, and none of the \((P_2)\) conditions holds;

iv) \(G \cong C_{p^3q^3}\), where \(p, q\) are primes, and none of the \((P_3)\) conditions holds.

**Proof.** Let \(G\) be a finite cyclic group and suppose that \(\psi_G\) is a bipartite graph. If \(|\pi(G)| \geq 3\), then we can choose \(p, q, r \in \pi(G)\) and use the multiplicativity of \(\psi\) to build the triangle \((C_p, C_{pq}, C_{pqr}, C_r)\), a contradiction. Consequently, \(|\pi(G)| \in \{1, 2\}\).

i) If \(|\pi(G)| = 1\), then \(G \cong C_{p^\alpha}\), where \(p \in \pi(G)\), while \(\alpha \geq 2\) since \(V(\psi_G)\) is partitioned into two non-empty partite sets, so we need at least two elements in \(V(\psi_G)\). If \(\alpha \geq 13\), then by Lemma 2.1, iii), we may consider the triangle \((C_p, C_{p^4}, C_{p^13}, C_p)\), a contradiction. Hence \(\alpha \in \{2, 3, \ldots, 12\}\).

The converse holds since \(\psi_G\) would be a subgraph of the bipartite graph below (Figure 2).

\[\begin{tikzpicture}
\node (Cp) at (0,0) {$C_p$};
\node (Cp4) at (2,2) {$C_{p^4}$};
\node (Cp13) at (0,4) {$C_{p^{13}}$};
\node (Cp) at (4,0) {$C_p$};
\node (Cp4) at (6,2) {$C_{p^4}$};
\node (Cp13) at (4,4) {$C_{p^{13}}$};
\node (Cp) at (8,0) {$C_p$};
\node (Cp4) at (10,2) {$C_{p^4}$};
\node (Cp13) at (8,4) {$C_{p^{13}}$};
\draw (Cp) -- (Cp4);
\draw (Cp) -- (Cp13);
\draw (Cp4) -- (Cp13);
\end{tikzpicture}\]

Figure 2. The graph \(\psi_{C_{p^{12}}}\)
If $|\pi(G)| = 2$, then $G \cong C_p^\alpha q^\beta$, where $p, q \in \pi(G)$ and $\alpha \geq 1, \beta \geq 1$. If $\alpha \geq 4$ or $\beta \geq 4$, we can draw one of the triangles: $(C_p, C_p^2, C_p^4, C_p), (C_q, C_q^2, C_p q^4, C_q)$, a contradiction. Hence $\alpha, \beta \in \{1, 2, 3\}$. Due to symmetry, it suffices to check the cases

$$(\alpha, \beta) \in \{(1, 1), (2, 1), (3, 1), (2, 2), (3, 2), (3, 3)\}.$$ 

ii) If $(\alpha, \beta) \in \{(1, 1), (2, 1), (2, 2), (3, 1)\}$, then $G \cong C_p q, G \cong C_p^2 q^2$, $G \cong C_p^3 q^3$ or $G \cong C_p q^3$. The converse holds since $\psi_G$ would be a subgraph of one of the bipartite graphs below (Figure 3). We mention that some of the vertices of each partite set are not adjacent due to Lemma 2.1, iv).
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\begin{itemize}
\item[ii)] The two remaining choices for $(\alpha, \beta)$ may be investigated similarly, so we only treat the case $(\alpha, \beta) = (3, 3)$ corresponding to the last item of our result. Therefore, $G \cong C_p^3 q^3$. Since $\psi_G$ is bipartite, we are able to determine the partition \{V_1, V_2\} of $V(\psi_G)$. Without loss of generality, we assume that $C_p \in V_1$. Then $C_p q, C_p^2 q, C_p^3 q$ must be placed in $V_2$ to avoid adjacency. By continuing this process, we get

$V_1 = \{C_p, C_q, C_p^2, C_p^3, C_q^3\}$ and

$V_2 = \{C_p q, C_p^2 q^2, C_p^3 q^3, C_p q^2, C_p^2 q^3, C_p q^3, C_p^3 q^4, C_p^2 q^4, C_p q^4\}.$

Note that, by construction, $V_1$ is an independent set of vertices. Since $V_2$ must satisfy the same property, we conclude that we can not draw any of the following potential edges: $C_p q C_p^2 q^2, C_p q C_p^3 q^3, C_p q C_p^2 q^3, C_p q C_p^3 q^4, C_p q^2 C_p^3 q^3, C_p q^2 C_p^4 q^3, C_p q^2 C_p^3 q^4, C_p q^2 C_p^4 q^4, C_p q^3 C_p^4 q^4$, i.e. none of the $(P_3)$ conditions holds.

Conversely, if $G \cong C_p^3 q^3$ and none of the $(P_3)$ conditions is met, then $\psi_G$ is isomorphic to a subgraph of the bipartite graph below (Figure 4). The edges marked with red mean that the vertices $C_p$ and $C_q$ may be adjacent with any of the vertices placed in $V_2$.
\end{itemize}
Figure 2 clearly shows that, in general, the \( \psi \)-divisibility graph does not determine a finite group. For instance \( \psi_{C_{212}} \cong \psi_{C_{312}} \), but \( C_{212} \neq C_{312} \). We continue by highlighting the possible values of \( g(\psi_G) \), i.e. the values of the girth of the \( \psi \)-divisibility graph of a finite cyclic group \( G \).

**Corollary 2.6.** Let \( G \) be a finite cyclic group. Then \( g(\psi_G) \in \{3, 4, 8, \infty\} \).

**Proof.** Let \( G \) be a finite cyclic group. Using some of the reasoning outlined in the proof of Proposition 2.5, we can state that \( g(\psi_G) = 3 \) in any of the following cases:

- \( |\pi(G)| \geq 3 \);
- \( G \cong C_{p^\alpha} \), where \( p \in \pi(G) \) and \( \alpha \geq 13 \);
- \( G \cong C_{p^\alpha q^\beta} \), where \( p, q \in \pi(G) \) and \( \alpha \geq 4 \) or \( \beta \geq 4 \).

If \( G \cong C_{p^\alpha} \), where \( p \) is a prime and \( \alpha \leq 12 \), then \( \psi_G \) is a subgraph of the graph in Figure 2 and it follows that \( g(\psi_G) = \infty \). If \( G \cong C_{p^\alpha q^\beta} \), where \( p, q \in \pi(G) \) and \( 1 \leq \alpha, \beta \leq 3 \), once again, due to symmetry it suffices to investigate the cases \( (\alpha, \beta) \in \{(1, 1), (2, 1), (3, 1), (2, 2), (3, 2), (3, 3)\} \).

Assume that \( (\alpha, \beta) \in \{(1, 1), (2, 1), (3, 1)\} \). Then \( \psi_G \) contains no cycles, i.e. \( g(\psi_G) = \infty \), excepting the following cases in which we have \( g(\psi_G) = 4 \):

- \( (\alpha, \beta) = (2, 1) \) and \( \psi(p)|\psi(q) \);
- \( (\alpha, \beta) = (3, 1) \) and \( \psi(p)|\psi(q) \) or \( \psi(p^2)|\psi(q) \).

Suppose that \( (\alpha, \beta) = (2, 2) \). As a consequence of Proposition 2.4, we obtain

\[
g(\psi_G) = \begin{cases} 4, & \text{if at least one of the } (P_1) \text{ conditions holds} \\ 8, & \text{if none of the } (P_1) \text{ conditions holds} \end{cases}
\]

Finally, assume that \( (\alpha, \beta) \in \{(3, 2), (3, 3)\} \). It is clear that \( 3 \leq g(\psi_G) \leq 8 \) since \( \psi_G \) contains a subgraph as the one in Figure 1. Since there are a lot of cases to handle due to which of the \( (P_1), (P_2), (P_3) \) conditions hold, we used SageMath [41] to check that our conclusion is true and finish our proof. \( \Box \)

The connectivity is one of the most relevant properties of a graph. When a new graph is introduced, one of the main questions is if it is connected or not. Further, based on the answer, one would be interested in determining the diameter or the number of connected components of the graph, respectively. Before proving our next result, let us consider the \( \psi \)-divisibility graph of \( C_{p^n} \), where \( n \geq 1 \), and let \( C_{p^n} \), with \( 1 \leq \alpha \leq n \) be one of its vertices. Then, according to Lemma 2.1, iii), \( C_{p^n} \) is an isolated vertex of \( \psi_{C_{p^n}} \) if and only if \( 2\alpha + 1 \) does not have a proper divisor \( d > 1 \) or a multiple \( m \) such that \( 2\alpha + 1 < m \leq 2n + 1 \). Hence, if we denote by \( I(V(\psi_{C_{p^n}})) \) the set of isolated vertices of the \( \psi \)-divisibility graph \( \psi_{C_{p^n}} \), then it is easy to determine its size. In what follows, we study the connectivity of the \( \psi \)-divisibility graph of a finite cyclic group \( G \). There are some trivial cases such as \( G \cong C_{p^n} \), where \( p \in \pi(G) \) and \( n \in \{1, 2, 3\} \). If \( n = 1 \), then \( \psi_G \) is the trivial graph which is connected and its diameter is 0. If \( n = 2 \) or \( n = 3 \), then \( \psi_G \) is disconnected and its number of connected components is 2 or 3, respectively.
Theorem 2.7. Let $G$ be a finite cyclic group.

i) If $|\pi(G)| \geq 2$, then $\psi_G$ is connected. Moreover, $2 \leq \text{diam}(\psi_G) \leq 4$;

ii) If $G \cong C_{p^n}$, where $p$ is a prime and $n \geq 4$, then $\psi_G$ is disconnected. In addition, $k(\psi_G) = 1 + |I(V(\psi_G))|$. 

Proof. i) Let $G \cong C_{|\pi(G)|}$, $|\pi(G)| = k \geq 2$ and let $|G| = p_1^{\alpha_1} p_2^{\alpha_2} \ldots p_k^{\alpha_k}$, where $p_l \in \pi(G)$ and $\alpha_l \geq 1$ for all $l \in \{1, 2, \ldots, k\}$. Take $i, j \in \{1, 2, \ldots, k\}$ and the divisors $x = p_1^{\beta_1} p_2^{\beta_2} \ldots p_k^{\beta_k}$ and $y = p_1^{\gamma_1} p_2^{\gamma_2} \ldots p_k^{\gamma_k}$ of $|G|$, where $\beta_l \leq \alpha_l, \gamma_l \leq \alpha_l$ for all $l \in \{1, 2, \ldots, k\}$ and $\beta_l > 0, \gamma_l > 0$. We use the multiplicativity of $\psi$ to draw a $C_x - C_y$ path.

If $(x, y) = 1$, then $(C_x, C_{xy}, C_y)$ is a $C_x - C_y$ path. Further, we assume that $(x, y) \neq 1$. If $C_x$ and $C_y$ are adjacent, we are done, so we also assume that we cannot draw the edge $C_x C_y$. If there is $l \in \{1, 2, \ldots, k\}$ such that at least one of $\beta_l$ and $\gamma_l$ is 0, then one can choose one of the following $C_x - C_y$ paths:

- $(C_x, C_{xp_1}, C_{p_1}, C_{xp_2}, C_y)$, if $\beta_l = \gamma_l = 0$;
- $(C_x, C_{xp_1}, C_{p_1}, \gamma_l, C_y)$, if $\beta_l = 0$ and $\gamma_l \neq 0$;
- $(C_x, C_{\gamma_l}, C_1, C_y)$, if $\beta_l \neq 0$ and $\gamma_l = 0$.

If $\beta_l \neq 0$ and $\gamma_l \neq 0$ for all $l \in \{1, 2, \ldots, k\}$, then

$$
\left( C_x, C_{p_1^{\beta_1}} C_{p_1^{\gamma_1}} \ldots p_{i-1}^{\gamma_{i-1}} p_i^{\beta_i} \gamma_{i+1} \ldots p_k^{\gamma_k}, C_{p_1^{\gamma_1}} \ldots p_{i-1}^{\gamma_{i-1}} p_i^{\beta_i+1} \ldots p_k^{\gamma_k}, C_y \right)
$$

is also a $C_x - C_y$ path. As a consequence of all these cases, we conclude that $\psi_G$ is a connected graph.

Note that the length of all determined paths is at most 4. In addition, $d(C_{p_1}, C_{p_2}) = 2$. Consequently, we have $2 \leq \text{diam}(\psi_G) \leq 4$.

ii) Let $G \cong C_{p^n}$, where $p$ is a prime number and $n \geq 4$. To justify the disconnectedness of $\psi_G$, it is sufficient to show that $I(V(\psi_G)) \neq \emptyset$. According to Bertrand’s postulate, there is a prime $q = 2z + 1$ such that $n + 1 < q < 2n + 1$. Then $C_{p^q}$ is an isolated vertex in $\psi_G$.

Further, in what concerns the number of connected components of $\psi_G$, it is sufficient to show that $k(\psi_G - I(V(\psi_G))) = 1$. Hence, let $C_{p^q}, C_{p^q}$ be two non-isolated vertices of $\psi_G$, where

$$
\alpha, \beta \in \{1, 2, \ldots, n\}
$$

and $\alpha \neq \beta$. Hence, we can choose two positive odd integers $s > 1, t > 1$ such that:

- $2s + 1$ is a proper divisor or a multiple of $2 \alpha + 1$, with $2 \alpha + 1 < 2s + 1 \leq 2n + 1$ in the latter case;
- $2t + 1$ is a proper divisor or a multiple of $2 \beta + 1$, with $2 \beta + 1 < 2t + 1 \leq 2n + 1$ in the latter case.

To complete our proof, we must find a $C_{p^q} - C_{p^q}$ path in our graph. Assume that $C_{p^q}$ and $C_{p^q}$ are not adjacent and let $d_s = 2u + 1 > 1$ and $d_t = 2v + 1 > 1$ be the lowest divisors of $2s + 1$ and $2t + 1$, respectively.
respectively. First, we prove that the vertex
\[ C_p^{\frac{d_s dt - 1}{2}} \]
exists in our graph. It suffices to show that \( d_s dt \leq 2n + 1 \). Without loss of generality, we assume that \( d_s \leq dt \). We have
\[
d_s dt \leq d_s \frac{2t + 1}{dt} = \frac{d_s}{dt} (2t + 1) \leq 2t + 1 \leq 2n + 1.
\]
Then, we are able to draw the \( C_p^{a_1} - C_p^{a_2} \) path
\[
\left( C_p^{a_1}, C_p^{a_2}, C_p^{a_3}, C_p^{\frac{d_s dt - 1}{2}}, C_p^{p^2}, C_p^{p^3}, C_p^{p^3} \right),
\]
so \( \psi_G - I(V(\psi_G)) \) is a connected graph, as desired.

The disconnectedness of the \( \psi \)-divisibility graph of \( C_p^n \), where \( p \) is a prime and \( n \geq 4 \), can be justified by avoiding Bertrand’s postulate. We insert a second proof of the result which uses a different idea: by assuming that the graph is connected, we are able to “generate” more and more vertices. So, let \( G \cong C_p^n \), where \( p \) is a prime and \( n \geq 4 \). Assume that \( \psi_G \) is a connected graph. As a first step, we observe that the vertices \( C_{p^1} \) and \( C_{p^2} \) are not adjacent but, since they are connected, it follows that \( C_{p^3} \in V(\psi_G) \). This means that the graph contains the vertices \( C_{p^{a_1}} \), where \( a_1 \in \{3, 4, 5, 6, 7\} = A_1 \). For the second step, we use the fact that \( C_{p^1} \) and \( C_{p^2} \) must be connected and this implies that \( C_{p^3} \in V(\psi_G) \), where \( a_2 \in \{8, 9, \ldots, 97\} = A_2 \). At step \( i \geq 3 \), we choose the highest two elements of \( A_{i-1} \), say \( x_i \) and \( y_i = x_i + 1 \). We observe that \( X_i = 2x_i + 1 \) and \( Y_i = 2y_i + 1 = X_i + 2 \) are relatively prime since \( X_i \) is odd. Then \( C_{p^{a_i}} \in V(\psi_G) \), where
\[
a_i \in \left\{ y_i + 1, y_i + 2, \ldots, \frac{X_i Y_i - 1}{2} \right\} = A_i.
\]
The process continues by repeating the same ideas and it “generates” a countably infinite set of vertices, a contradiction. Therefore, \( \psi_G \) is a disconnected graph.

Note that the converses of items i) and ii) of Theorem 2.7 also hold. Using this remark, we are able to classify the finite cyclic groups whose \( \psi \)-divisibility graph is a tree.

**Corollary 2.8.** Let \( G \) be a finite cyclic group. Then \( \psi_G \) is a tree if and only if one of the following holds:

i) \( G \cong C_p \), where \( p \) is a prime;

ii) \( G \cong C_{pq} \), where \( p, q \) are primes;

iii) \( G \cong C_{p^2 q} \), where \( p, q \) are primes such that \( \psi(p) \nmid \psi(q) \);

iv) \( G \cong C_{p^3 q} \), where \( p, q \) are primes such that \( \psi(p) \nmid \psi(q) \) and \( \psi(p^2) \nmid \psi(q) \).
Proof. Let $G$ be a finite cyclic group such that $\psi_G$ is a tree. It follows that $\psi_G$ is connected, so $G \cong C_p$, where $p$ is a prime, or $|\pi(G)| \geq 2$. In the latter case, according to the proof of Corollary 2.6, $\psi_G$ contains no cycles if and only if $G \cong C_{p^a q^b}$, where $p, q \in \pi(G)$ and one of the following holds:

- $(\alpha, \beta) = (1, 1)$;
- $(\alpha, \beta) = (2, 1)$ and $\psi(p) \nmid \psi(q)$;
- $(\alpha, \beta) = (3, 1)$, $\psi(p) \nmid \psi(q)$ and $\psi(p^2) \nmid \psi(q)$.

The converse holds since $\psi_G$ is trivial for item i), the path $(C_p, C_{pq}, C_q)$ for item ii), the path $(C_p, C_{pq}, C_q, C_{p^2q}, C_{p^2})$ for item iii) or the graph below (Figure 5) for item iv).

![Figure 5. The graph $\psi_{C_{p^3q}}$ if $\psi(p) \nmid \psi(q)$ and $\psi(p^2) \nmid \psi(q)$](image)

We saw that the diameter of a $\psi$-divisibility graph associated with a finite cyclic group takes low values: 2, 3 or 4. Without success, we tried to determine the conditions in which this graph is of diameter 2. We insert an open problem concerning this aspect.

**Problem 2.9.** Let $G$ be a finite cyclic group. Prove that if $\text{diam}(\psi_G) = 2$, then $|\pi(G)| \geq 2$ and $G$ is of square-free order.

The converse of the above statement clearly holds. The $\psi$-divisibility graph in Figure 5 is of diameter 4, while examples of $\psi$-divisibility graphs of diameter 3 are the ones associated with groups such as $C_{p^2q}$, where $p, q \in \pi(G)$ and $\psi(p) \mid \psi(q)$.

It is known that a graph $\mathcal{G}$ of order $|V(\mathcal{G})| \geq 3$ and size $|E(\mathcal{G})|$ is non-planar if $|E(\mathcal{G})| > 3|V(\mathcal{G})| - 6$. We use this result to show that most of the $\psi$-divisibility graphs of finite cyclic groups are non-planar.

**Proposition 2.10.** Let $G$ be a finite cyclic group such that $|\pi(G)| \geq 4$. Then $\psi_G$ is a non-planar graph.

**Proof.** Let $G$ be a finite cyclic group with $|\pi(G)| \geq 4$. Then $\psi_{C_{pqr}}$, is a subgraph of $\psi_G$, where $p, q, r, s \in \pi(G)$. It suffices to show that this subgraph is non-planar. Note that $|V(\psi_{C_{pqr}})| = 15$ and the vertex degrees with respect to $\psi_{C_{pqr}}$ are:

$$d(C_p) = d(C_q) = d(C_r) = d(C_s) = d(C_{pqr}) = d(C_{prs}) = d(C_{pqs}) = d(C_{qrs}) = 7;$$

$$d(C_{pq}) = d(C_{pr}) = d(C_{ps}) = d(C_{qrs}) = d(C_{qrs}) = 5;$$

$$d(C_{pqr}) = 14.$$
Then
\[ |E(\psi_{C_{pqrs}})| = \frac{1}{2} \sum_{v \in V(\psi_{C_{pqrs}})} d(v) = 50 > 39 = 3|V(\psi_{C_{pqrs}})| - 6, \]
so \( \psi_{C_{pqrs}} \) is non-planar, as desired. \( \square \)

There are a lot of problems related to graph theory that were not discussed in our paper. Some ideas for further research are outlined in the following paragraphs.

**Problem 2.11.** Study other properties (regularity, clique number, automorphism group, spectrum, L-spectrum, number of spanning trees, chromatic number, vertex-connectivity, eulerianity, hamiltonicity, finite group recognition, etc.) of the \( \psi \)-divisibility graph of a finite cyclic group.

A starting point concerning the regularity would be Proposition 2.3. For a finite cyclic group \( G \) such that \( \pi(G) = \{ p_1, p_2, \ldots, p_k \} \), with \( k \geq 1 \), it is clear that \( \omega(\psi_G) \geq |\pi(G)| \), where \( \omega(\psi_G) \) is the clique number of \( \psi_G \). This happens since the subgraph induced by the vertices \( C_{p_1}, C_{p_1p_2}, \ldots, C_{p_1p_2\ldots p_k} \) is isomorphic to \( K_{|\pi(G)|} \).

Also, it would be interesting to study the \( \psi \)-divisibility graph beyond the class of finite cyclic groups. As starting points, we suggest to work with finite abelian \( p \)-groups of small rank, finite \( p \)-groups possessing a cyclic maximal subgroup (see Theorem 4.1, [43], vol. II) or finite groups having “many” cyclic subgroups.

**Problem 2.12.** Study the properties of the \( \psi \)-divisibility graph for specific classes of finite groups.

We end our paper with a result which establishes a connection between the \( \psi \)-divisibility property and the \( \psi \)-divisibility graph of an arbitrary finite group. In this way, one is able to identify \( \psi \)-divisible groups using graph theory.

**Theorem 2.13.** Let \( G \) be a finite group. Then \( G \) is \( \psi \)-divisible if and only if \( \psi_G \) has a universal vertex.

**Proof.** Let \( G \) be a finite group. Obviously, if \( G \) is \( \psi \)-divisible, then \( G \) is a universal vertex of \( \psi_G \).

Conversely, assume that \( \psi_G \) has a universal vertex. Due to how we defined the adjacency relation for our graph, it follows that the universal vertex is \( G \) or it is a vertex corresponding to a breaking point in the subgroup lattice of \( G \). In the first case, we are done since \( G \) would be \( \psi \)-divisible. In the second case, \( G \) would be isomorphic to one of the so called finite BP-groups (see [20]). According to Theorem 1.1 of [20] it follows that \( G \cong C_{p^n} \), with \( p \in \pi(G) \) and \( n \geq 2 \), or \( G \cong Q_{2^n} \), where
\[ Q_{2^n} = \left\langle x, y \mid x^{2^{n-1}} = y^4 = 1, yxy^{-1} = x^{2^{n-1}-1} \right\rangle, n \geq 3, \]
is the generalized quaternion group.

If we assume that $G \cong C_{p^n}$, then we arrive at a contradiction since $\psi_G$ would be disconnected (check Theorem 2.7, ii), and the remarks preceding it concerning the cases $n \in \{2,3\}$. Suppose that $G \cong Q_{2^n}$. Then the universal vertex corresponds to the breaking point $H = \langle x^{2^{n-2}} \rangle \cong C_2$ of the subgroup lattice $L(Q_{2^n})$. Consider the vertex $K = \langle x^{2^{n-2}} \rangle \cong C_4$. Since $H$ is a universal vertex and $H \subset K$, it follows that $\psi(2)|\psi(4)$, so $3|11$, a contradiction. Thus the proof is complete. □

Obviously, we can use other graph theory concepts to restate Theorem 2.13. For instance we can say that a finite group $G$ is $\psi$-divisible if and only if $\gamma(\psi_G) = 1$, where $\gamma(\psi_G)$ is the domination number of $\psi_G$. Recall that a finite abelian groups is $\psi$-divisible iff it is cyclic of square-free order. Then, as a consequence of Theorem 2.13, one can state the following result:

**Corollary 2.14.** Let $G$ be a finite abelian group. Then the following conditions are equivalent:

i) $G$ is $\psi$-divisible;

ii) $G$ is cyclic of square-free order;

iii) $\psi_G$ has a universal vertex.
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