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ABSTRACT

The global expansion of maritime activities and the development of the Automatic Identification System (AIS) have driven the advances in maritime monitoring systems in the last decade. Monitoring vessel behavior is fundamental to safeguard maritime operations, protecting other vessels sailing the ocean and the marine fauna and flora. Given the enormous volume of vessel data continually being generated, real-time analysis of vessel behaviors is only possible because of decision support systems provided with event and anomaly detection methods. However, current works on vessel event detection are ad-hoc methods able to handle only a single or a few predefined types of vessel behavior. Most of the existing approaches do not learn from the data and require the definition of queries and rules for describing each behavior. In this paper, we discuss challenges and opportunities in classical machine learning and deep learning for vessel event and anomaly detection. We hope to motivate the research of novel methods and tools, since addressing these challenges is an essential step towards actual intelligent maritime monitoring systems.

NOTICE: This is an extended version of the article Challenges in Vessel Behavior and Anomaly Detection: From Classical Machine Learning to Deep Learning, published by Springer in the proceedings of the 33rd Canadian Conference on Artificial Intelligence, available online: https://www.researchgate.net/publication/340132071_Challenges_in_Vessel_Behavior_and_Anomaly_Detection_From_Classical_Machine_Learning_to_Deep_Learning. Please cite the original work.
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1 Introduction

Maritime transportation represents 90% of all international trade volume [1] and more than 50,000 vessels sail the ocean every day [2]. The intercontinental trade of affordable food and manufactured goods is only possible thanks to the maritime traffic network. Figure 1 shows 7,819,014 GPS points of the trajectories of 3,140 vessels in the west coast of the United States (US) during only the third week of January 2015, collected by the US coast guard [3].

The worldwide growth of maritime traffic and the development of the Automatic Identification System (AIS) has led to advances in monitoring systems for preventing vessel accidents and detecting illegal activities. In addition, the integration of vessel traffic data with environmental and climatological data allows more complex analyses and a better understanding of the cause and effect of maritime events [3]. While preventing vessel accidents means saving money for shipping companies, from the environmental point of view, it also protects the marine fauna and flora from irreversible damage [4].

Real-time monitoring and analysis of vessel traffic can be overwhelming to maritime agents due to the high volume of data continuously generated. Therefore, decision support systems are fundamental to enabling efficient and effective maritime control. They can provide agents with interpretable semantic information about vessel behaviors as, for instance, assigning to a vessel the behavior of suspicious or illegal fishing activity for a particular time. This information can direct the agents to focus on behaviors of interest, also known as events, further allowing quick responses to these events. Figure 2 illustrates the overall architecture of the ideal maritime system we foresee in this paper.

The detection of events from AIS data has been the subject of study of several works in the literature [5, 6, 7, 8, 3, 9]. In particular, some approaches have been proposed for detecting events such as changes in the speed [10, 3, 11], or in the course of vessels [10, 11, 12], proximity of vessels to the coast or to other vessels [9], drifting or loitering behavior [13], illegal fishing [7] or possibly hazardous activity [3], among others. However, to the best of our knowledge, most current works are ad-hoc approaches that do not learn from the data and are limited to detecting a restricted set of predefined events. Such methods are not able to detect unforeseen events and also require the assistance of domain specialists for defining rules and thresholds that characterize each event.

---

Figure 1: 7,819,014 GPS points of the trajectories of 3,140 vessels in the US west coast during the third week of January, 2015, collected by the US Coast Guard.

---

[2] Extracted from zones 6 to 11 at [https://marinecadastre.gov/ais/](https://marinecadastre.gov/ais/)
Another aspect often ignored by previous research is the integration of data from different sources for analyzing vessel behavior. Even though this can be advantageous to maritime systems, only a handful of works have addressed it. For example, detecting small vessels heading towards ice-infested waters and that are not equipped for handling this situation allows the decision-maker to warn the captain in advance. This behavior could be easily detected by matching vessel trajectories from AIS data with spatial regions of high ice concentration provided by climatological stations. Such strategy avoids the deployment of a search and rescue mission, which might represent a high cost (e.g., lives, resources) to maritime authorities. Nonetheless, the overwhelming amount of data continuously being generated by shipping companies, climate stations, and satellites, to name a few, poses challenges to maritime monitoring systems and their users.

In this work, we present research gaps and challenges in machine learning for detecting different types of vessel behavior, considering several constraints imposed by real-time data streams and the maritime monitoring domain. We highlight the potential of exploiting machine learning techniques for maritime monitoring, as it has been shown to be fundamental for enabling cognitive smart cities, for instance, which is a scenario similar to ours with heterogeneous sensor data that requires real-time decision making systems. Our contributions are as follows:

- We introduce a short survey of the state of the art for vessel event and anomaly detection;
- We present an extensive discussion of a few major topics with opportunities and challenges of research on vessel behavior detection with machine learning.

The rest of this paper is organized as follows. In Section 2, we briefly introduce the terminology used in this work, as well as current advances in vessel behavior detection for maritime monitoring. In Section 3, we present research challenges that remain unaddressed, indicating research directions for future works. Finally, we present our final remarks in Section 4.

2 Background

In this section, we describe the research advances that have been made for maritime monitoring concerning vessel behavior detection. Before going into the details of related works, in the next section, we introduce the terminology used in this work.
2.1 Terminology

Existing works have often referred to the detection of vessel behaviors as vessel events or patterns. In this work, we use the term behavior to represent a set of rules or a data structure extracted from the vessel trajectory (AIS data) and other sensors (e.g., ground stations, buoys, satellites, etc.) in an environment. An example of a behavior is a ship sailing in open seas, where its speed over ground is high (e.g., more than 15 knots), and its course over ground barely changes. An event, is a behavior that is considered relevant to the application. An example of an event is a ship approaching a port area with high speed. Due to port regulations, ships are supposed to follow the speed limit posted under the port authority. Not complying with regulations may jeopardize the lives of people in the port area or can interfere with the local navigation.

In [17], anomaly detection is defined as “the problem of finding patterns in data that do not conform to expected behavior.” In this work, however, we further extend this concept to facilitate the comprehension of existing approaches. Given a method for anomaly detection, we define known anomalies as the patterns that deviate from the normal behavior and that have a semantic meaning assigned by the method, i.e., the technique explicitly defines the properties and characteristics of these anomalies. On the other hand, unknown anomalies are defined as the patterns that deviate from the expected behavior but have no semantic meaning assigned by the detecting method. For instance, the deviation of a vessel from a standard route may be an unknown anomaly. From now on, we will refer to detected known anomalies as identified vessel behaviors or events, which includes normal vessel behaviors, and to unknown anomalies simply as anomalies.

Unsupervised learning typically refers to the process of learning patterns from data instances that have not been previously labeled. In this paper, we define a method as unsupervised if it can learn from unlabeled data and does not require specific knowledge about the problem domain, neither for setup nor during run time. Although it is difficult to draw sharp boundaries on the notion of human supervision, we consider a method as unsupervised only if domain-specific knowledge is not strictly necessary. For instance, even though domain-specific knowledge may help one to define the number of clusters of a clustering algorithm, such parameter can be “guessed” or even tuned without much effort.

2.2 Detection of Vessel Events

Several works have been proposed to address vessel behavior detection for maritime monitoring. In [15], a method was proposed for the detection of abnormally low and high vessel speed, as well as possible collision situations. In addition to AIS data, the method uses high-level descriptions of the weather conditions as a deciding factor for detecting abnormal low speed, i.e., it is expected that vessels reduce their speed under windy or rainy conditions, and such case does not configure abnormal low speed. Other algorithmic approaches have been proposed for detecting Search And Rescue (SAR) patterns [18], conflicting vessel trajectories [9], among others.

Fischer & Bauer [19] introduced an approach for the fusion of object observations produced by arbitrary heterogeneous sensors, called the Object-Oriented World Model (OOWM). Their goal is to fuse object observations that have been collected from multiple and heterogeneous sensors and platforms. OOWM works, therefore, as an information source for application-level modules such as visualization, and higher-level methods like track analysis or behavior recognition. Van Hage et al. [6] proposed the Simple Event Model (SEM) ontology for modeling generic events using Semantic Web standards, showing a use case for detecting vessel-related events in the maritime domain. Simple events, such as moving and stopped, are detected algorithmically from raw data and modeled with SEM. More complex events (e.g., vessel slowing down, anchored) are detected via inference in SEM with Prolog rules.

Soares et al. [3] presented a framework also based on Semantic Web technologies, namely Cross-queries over streams (CRISIS), for vessel event detection. CRISIS integrates AIS data with data from different maritime and marine sensors for posterior reasoning with C-SPARQL. The goal of CRISIS is to improve knowledge interoperability, and it is applied to the maritime ship traffic domain for discovering real-time traffic alerts by querying and reasoning across multiple streams. Soares et al. define queries over the ontology to detect events, such as vessels over the speed limit, unequipped vessels heading towards ice-infested regions, vessels moving towards areas with extreme weather conditions, etc.

Another framework was designed by Kazemi et al. [14], who considered the integration of AIS data with other available open data, such as weather conditions, port information, and social networks. They modeled rules for 11 anomalous vessel behaviors in collaboration with maritime experts as, for instance, if a vessel destination is not in the port schedule if the vessel Estimated Time of Arrival (ETA) does not match the port ETA for the vessel, among others. Although they present an overview of the framework architecture, not many details are provided as to how the data can be integrated and how the behaviors are detected.

https://semanticweb.cs.vu.nl/2009/11/sem/
Patroumpas et al. [7] proposed a method for maritime event detection using the Event Calculus for Run-Time reasoning (RTEC), a logic programming language for reasoning about events. Simple events such as a vessel stopped, turned, or changed its speed are recognized from a few trajectory points. Long-lasting or more complex events are then recognized from these simple events via the definition of rules with RTEC. The proposed complex events are a gap in communication, smooth turn, slow motion, illegal fishing activity, among others. In [10], the authors extended their previous work with improvements on the algorithms used to detect events, besides filtering noisy AIS data.

Lane et al. [5] presented a probabilistic approach to detect suspicious vessel behaviors solely based on AIS readings. They model vessel deviation from standard route, AIS switch-off, unexpected port arrival, unusual proximity of vessels, and zone entry. A Bayesian network is proposed for reasoning over the detected behaviors and further threat assessment. Recently, Wen et al. [11] proposed the Semantic Model of Ship Behavior (SMSB), a semantic network for modeling vessel states and behaviors in a harbor scenario. Besides modeling similar behaviors already described in previous works, SMSB also represents harbor-related behaviors such as entering or leaving an area, vessel anchored, approaching or departing from the harbor, joining main traffic flow, etc. Similarly to [5], a dynamic Bayesian network is used to reason about vessel behavior. Differently from previous works [6, 7], the Bayesian network can give credible results even when some information is missing. However, a small sample of labeled data is required to learn the parameters of the network.

Other existing works tackle the problem of behavior detection in trajectory data, hence addressing more generic behavior patterns. Siqueira & Bogorny [20] defined and presented an approach for detecting chasing behavior in trajectories, i.e., moving objects that are being chased by other objects. Lettich et al. [21] addresses the detection of avoidance behavior of a moving object concerning a region of interest. In [22], the RElative MOtion (REMO) analysis concept is introduced, in which one trajectory is compared to all other trajectories in a dataset when looking for patterns. REMO patterns are described using a formal notation similar to regular expression patterns. REMO is analyzed with a case study of soccer players, where specific patterns regarding player performance and team coordination are found.

### 2.3 Detection of Vessel Anomalies

The use of adaptive Kernel Density Estimation (KDE) was proposed for vessel anomaly detection in [23]. The normal behavior of vessels is modeled from historical training data based on the vessel’s positions and speed measurements. The method assumes the existence of a training set of usual vessel behavior, which is used as reference behavior when checking for anomalies on new incoming stream data. Analogously, Kowalska & Peel [24] proposed the use of Gaussian Processes (GPs) with historical AIS data for vessel anomaly detection without any supervision. They analyze the heading and speed features of vessels separately and build a different GP model for every vessel type available. As GPs are computationally expensive for large datasets, active learning is used to select a good sample of the whole dataset, which is then used to model normal vessel behavior. Anomalies are then detected based on the deviation in speed or heading of a vessel according to the expected normal behavior. Riveiro et al. [25] also proposed a methodology for anomaly detection with a Gaussian Mixture Model (GMM), but including interactive visualizations. The presented approach relies on the user for validating anomalies detected by the GMM, so that the user can continuously refine the detection model.

Soleimani et al. [26] presented an unsupervised method for ranking vessel trajectories based on their deviation from an optimal trajectory path, and so it can detect anomalous behavior. This approach is based on the fact that vessels in open seas are usually interested in performing the shortest path to their destination, to reduce costs and/or meet deadlines in the case of cargo vessels, for instance. A region of interest is first discretized into a grid of cells, and then the A* algorithm is used for finding the shortest trajectory path. Finally, they extract geometrical features from the optimal and real trajectories (e.g., length, area under the curve, latitude, and longitude variation) for computing an anomaly score.

A few approaches in the literature have addressed the problem of vessel anomaly detection with neural networks. Bomberger et al. [27] proposed the training of a neural network to model the normal behavior of vessels and predict future vessel locations; hence, anomalies can be detected. More recently, Nguyen et al. [28] introduced a Recurrent Neural Network (RNN) model for vessel trajectory prediction and anomaly detection. The vessel position, speed, and course over the ground are individually discretized and given as input features to the RNN model for further trajectory prediction, detection of vessel type, and abnormal vessel behavior. Although neural network models have gained considerable popularity in the last decade, they often lack interpretability, which is an essential factor in maritime monitoring.

### 2.4 Summary and Discussion

Table 1 outlines the main aspects of existing works for detecting vessel events and anomalies. There is a clear distinction in the literature of works that perform event detection and general anomaly detection, though in many works these terms
Table 1: Comparison of the state of the art in vessel event and anomaly detection for maritime monitoring. We have omitted No’s in Yes/No columns for greater legibility. While for event detection nearly all approaches are based on queries and rules defined by domain experts, most works for anomaly detection employ a learning algorithm to model normal vessel behavior, which is used as reference for detecting anomalies.

| Work               | Main approach              | Unsupervised | No data pretraining | Multi-sensor data |
|--------------------|----------------------------|--------------|---------------------|-------------------|
| Nilsson et al. [29] | Queries/rules              | Yes          |                     |                   |
| Lane et al. [5]    | Probability model          | Yes          |                     |                   |
| Van Hage et al. [6] | Queries/rules              | Yes          |                     |                   |
| Kazemi et al. [14] | Queries/rules              | Yes          |                     |                   |
| Patroumpas et al. [7] | Queries/rules         | Yes          | Yes                 |                   |
| Terroso et al. [15] | Algorithm/rules            | Yes          |                     |                   |
| Patroumpas et al. [10] | Queries/rules        | Yes          |                     |                   |
| Varlamis et al. [18] ** | Algorithm/rules          | Yes          | Yes                 |                   |
| Wen et al. [11]    | Queries/rules              | Yes          |                     |                   |
| Lei [9] **          | Clustering                 | Yes          | Yes                 |                   |
| Soares et al. [3]  | Queries/rules              | Yes          | Yes                 |                   |

| Work               | Main approach              | Unsupervised | No data pretraining | Multi-sensor data |
|--------------------|----------------------------|--------------|---------------------|-------------------|
| Bomberger et al. [24] | Neural network            | Yes          |                     |                   |
| Ristic et al. [23]  | KDE                        | Yes          |                     |                   |
| Riveiro et al. [25] | Gaussian model             | Yes          |                     |                   |
| Kowalska & Peel [24] | Gaussian model             | Yes          |                     |                   |
| Pallotta et al. [30] | Clustering + Probability model | Yes      | Yes                 |                   |
| Soleimani et al. [26] | Algorithm/rules           | Yes          | Yes                 |                   |
| Nguyen et al. [28]  | Neural network             | Yes          |                     |                   |
| Varlamis et al. [12] | Clustering                 | Yes          |                     |                   |

* They only use the weather description (e.g. sunny, rainy) as a deciding factor about detected abnormal low speed behavior.

** Only a single type of behavior/event is detected.

are used interchangeably. For event detection, the majority of existing approaches is based on ad-hoc queries and rules for detecting different behaviors. Although Lane et al. [5] and Wen et al. [11] use probabilistic models, the design of the model still relies on specific knowledge of the domain. Hence, all approaches require some form of supervision, except the methods proposed in [18, 9] that focus on a single type of behavior rather than a general method for behavior detection.

A good characteristic of current works on event detection is that they do not require pretraining on a dataset before the method can be used, which supports the fact that they do not actually learn from the data and rely heavily on human supervision. In addition, only three works for event detection have explored the integration of AIS data with data from other sources (e.g. weather and ocean data), but to a limited extent. Overall, the work of Soares et al. [3] is the most complete and easy to be extended including other vessel behaviors characterized by data from multiple sensors.

Works on anomaly detection, on the other hand, use mostly learning approaches for detecting anomalies that are not known beforehand. Although the use of additional data sources can also be beneficial to anomaly detection, they have never been used in current approaches. Despite the fact that most of these methods require no supervision, they generally lack in the extraction of knowledge and correlating the detected anomalies in a way that they can be interpreted by the user.

3 Research Challenges and Opportunities

In this section, we explore the challenges and research gaps that are currently faced by vessel behavior monitoring techniques. We address three main tasks related to vessel behavior detection:

1. The actual detection of different vessel behaviors or behavior changes;
2. Identifying and relating recurrent behaviors, i.e., determine if and when a behavior has been previously detected;
3. Providing the user with means for interpreting and analyzing the detected vessel behaviors.
Although a large volume of raw data is available (i.e., data extracted directly from sensors such as AIS, climatological stations, that have not been processed), it presents some limitations. Particularly, we discuss about three main issues associated to the data that can be challenging for machine learning methods:

1. The data has limited or no labels about vessel behaviors. Labels represent the expected output of a predictor and enable the use of supervised learning algorithms. Their use in vessel behavior detection, however, is currently limited due to the lack of labels;
2. Often, there is no knowledge whatsoever of what are the behaviors or labels present in the data;
3. Finally, integrating streaming data from multiple data sources may result in highly-dimensional data points, which pose new challenges to behavior detection methods.

In the following sections, we provide more details regarding the aforementioned tasks and data issues, which have not been addressed or only partially addressed by state-of-the-art approaches. We also connect the gaps present in vessel tracking for maritime surveillance with other areas of research that can potentially contribute to the advancement of vessel monitoring with machine learning.

3.1 Behavior Detection: Supervised vs. Unsupervised

Most of the existing works for behavior detection in vessel traffic monitoring do not learn from the data. Instead, algorithms are proposed to detect a restricted set of vessel activities via rules and thresholds defined beforehand. Defining such rules requires the knowledge from domain specialists, which may introduce considerable human bias in the analysis. Moreover, defining strict attribute thresholds (e.g., vessel speed above a specified threshold configures high-speed) can be difficult and may induce the identification of irrelevant events.

Although the sole use of supervised learning techniques may seem appealing, they can also limit the detection of events to a predefined set, i.e., the classification labels. Besides the difficulty or even impossibility of enumerating all possible different vessel behaviors, system and user requirements continuously change. For instance, while a maritime agent may be mostly interested in detecting illegal fishing activity, another user might be concerned about vessels speeding or with conflicting trajectories near the coast. With that in mind, we believe that research on unsupervised learning techniques is promising for taking vessel event detection research to the next level.

A closely related research topic that has already been explored in the literature is the detection of concept drift or change in time series data [31, 32, 33]. In streaming data, concept drift is commonly referred to as the detection of significant changes in the data distribution [34]. Several works for change detection in data streams were designed to work along with a supervised learning model, detecting drifts based on the error rate of the learner [31, 35, 36, 33].

Unsupervised approaches have also been proposed for detecting concept drift [31, 37, 38, 32]. However, they also exhibit some drawbacks, such as being limited to univariate data [31]; simply detecting changes based on individual feature correlation [37] instead of analyzing dependency relationships between features and how they characterize different behaviors; and even lacking direct interpretability of the detected changes [38, 32]. In spite of their limitations, these methods can provide a solid starting point for future works on unsupervised behavior change detection and posterior event notification.

Another limitation of many existing works is that they have mainly analyzed the individual behavior of vessels, but some anomalies may only be detected when analyzing a group of vessels. In fact, similarly to the discussion presented in [39], understanding collective movement patterns of vessels can be an easier task than analyzing individual trajectory behaviors, and it may also assist in the assessment of individual behaviors. For instance, a vessel switching off the AIS device on purpose to hide some illegal activity can be detected by analyzing the AIS messages captured in an area where several others were transmitting at that time. Another example is given in Figure 1 where it can be noticed that mainly Cargo and Tanker vessels sail in open seas, while Passenger and Pleasure Craft/Sailing vessels move for the most part along the coast.

Clustering techniques have already been used for analyzing ship behavior [40, 9], but to a limited extent and for very specific purposes. Analogous to well-known clustering-based trajectory mining algorithms [41, 42], clustering patterns could be used as features for characterizing individual vessels, and thus support behavior detection. However, the streaming scenario and real-time constraints present in maritime monitoring must be observed.

3.2 Identifying Recurrent Behavior Patterns

Detecting multiple instances of the same behavior is an essential factor in maritime monitoring. Besides avoiding multiple analyses of the same behavior by agents, it allows agents to have a higher-level picture of behavior patterns of
a single vessel or even of a group of vessels in a region. Figure 3 illustrates the detection of different vessel behaviors based on AIS, climate, and environmental data. We highlight the detection of the same behavior (A) in two different points of the series.

In previous works for vessel event detection, identifying multiple occurrences of the same behavior was a trivial task, since the detection process consisted mostly of a query [3] or an algorithm for detecting a single behavior [15, 9]. On the other hand, in the unsupervised setting, a pattern or behavior needs to be characterized in a way that multiple occurrences of the same pattern can be identified. This can be a challenging task given the high number of features that may exist and depending on the length of the pattern. Although concept drift or behavior change detection methods can indicate boundaries for different types of behavior in streaming data, they do not provide a way for detecting recurrent behavior, i.e., indicating how different time series segments relate to each other.

To the best of our knowledge, the only unsupervised learning method proposed for detecting different and recurrent behaviors in time series data is the Toeplitz Inverse Covariance-based Clustering (TICC), introduced by Hallac et al. [43]. TICC segments multivariate sensor data into sequences of states or clusters (i.e., behavior patterns), representing each behavior as a Markov Random Field (MRF). However, the number of clusters is fixed and must be defined by the user, meaning that the number of different behaviors present in the data should be known a priori. Additionally, TICC is not directly suitable for streaming data, as it assumes that all data is available at the same time, and it requires a few iterations of the algorithm for convergence. Although TICC has some drawbacks, we believe that future research could take advantage of the method for recurrent behavior detection as, for instance, use MRFs to represent and identify the same behavior in different trajectory segments.

3.3 Towards Interpretable Behavior Patterns

Doshi & Kim [44] define interpretability in the context of machine learning as “the ability to explain or to present in understandable terms to a human.” In order to enable maritime agents to make data-driven decisions about suspicious or dangerous vessel activity, discovered behavior patterns must be interpretable, i.e., understandable to the agents. We elucidate two main aspects of interpretability, one related to the interpretation of the model and the other regarding the characterization of the detected behavior patterns. The former provides users with the reasoning behind the decisions taken by the model, i.e., why a trajectory segment and other pieces of data characterize a specific behavior. On the other hand, the latter provides users with human-readable information of what specifically distinguishes that behavior from the rest of the data, which is sometimes also encoded in the model (e.g., decision trees). Moreover, interpretability may assist in the detection of recurrent behaviors if they can be explicitly characterized based on feature observations.

Interpretability is, perhaps, the main advantage of a few existing works, since rules explicitly define events related to vessel behavior. In contrast to these approaches, detecting interpretable patterns can be challenging for unsupervised machine learning algorithms. For vessel behavior detection, we conjecture that the interpretability of the model may be negligible if guarantees are given about the characteristics of the detected behaviors. For instance, if a behavior can be represented as an MRF, and it is always defined by the same variable dependency graph, the user might not be interested in the details of the underlying model as long as this structure is guaranteed for all future occurrences of the same behavior. Thus, detection methods that are based on abstractions of the real observed features (e.g., [32, 45]) can be a feasible option, which we discuss in Section 3.5. Afterwards, other techniques could be exploited for correlating and providing interpretability of different behaviors from the real observed variables.

![Figure 3: Toy streaming data of a maritime scenario with AIS (vessel speed over ground), environmental (precipitation and wind speed), and ocean data (wave height). Highlighted behaviors show regular vessel movement (A), vessel going through a tropical storm (B), and vessel anchored (C). Different behaviors may be described by different features.](image-url)
3.4 Diving Into Deep Learning

Deep learning models have often been set aside in favor of linear models, because of the claimed lack of interpretability that they have [46]. We believe that for a similar reason and added the lack of labeled data, only very few works have addressed anomaly detection in the maritime domain with deep learning [47[28 [48]. To the best of our knowledge, no work has addressed the detection of specific vessel behaviors with deep learning techniques. More recently, however, a few works have been proposed to assist in the visual interpretation of these models [49, 50, 51], while others have even questioned previous claims over the interpretability of deep models [52].

Computer vision is, undeniably, the field that has experienced the most advances with deep learning, and Convolutional Neural Networks (CNNs) are nowadays widely used for image classification [53]. An intuitive approach one could think of is the use of satellite imagery data with CNNs for detecting ship anomalies. However, it may be difficult or even impossible to detect certain vessel behaviors from satellite imagery, which limits the use of modern deep learning methods exclusively based on image data [54]. Also, obtaining satellite images is generally more difficult and expensive in comparison with AIS data. In this context, other authors have also explored the use of images obtained from Unmanned Aerial Vehicles (UAVs). For instance, Xiu et al. [55] conducted a study with UAVs for vessel identification by using AIS data fused with high-resolution aerial images. On the other hand, CNNs have already been used for trajectory classification [56] and prediction [57], based on trajectory features such as speed, acceleration, and bearing rate, which is also extensively available in AIS data. Therefore, CNNs, together with visual techniques for interpretability [49, 51] could be further exploited for vessel behavior and anomaly detection.

3.5 Addressing Data Sparsity and High-Dimensionality

In Figure 3, we also exemplify three different events detected from streaming AIS, climate, and ocean data. Notice that while regular vessel movement (A) is identified from the vessel speed over ground, precipitation, and wave height features, the vessel anchored (C) can be determined solely by the vessel speed over ground. Different subsets of features may determine various types of behaviors, and this, added to the high number of features that might be available, presents another level of complexity to unsupervised learning algorithms.

Some works have addressed the high-dimensionality issue for change or anomaly detection in multidimensional streaming data [32 [45]. They have done so by mapping the feature space to a low-dimensional abstract feature space with Principal Component Analysis (PCA), from which changes are detected. Another path for dimensionality reduction lies in the use of autoencoders or variational autoencoders [58], while PCA is essentially a linear transformation, autoencoders are able to model complex non-linear relationships that may be present in the data. In addition, autoencoders can be easily combined with Recurrent Neural Networks (RNNs) for sequence-aware dimensionality reduction. However, caution should be exercised in the use of autoencoders since they are computationally more expensive than PCA and prone to overfitting.

Vessel behavior detection can also benefit from advances in Natural Language Processing (NLP), especially in dimensionality reduction. For instance, a popular technique used for reducing the dimensionality and extracting meaningful similarity-based representations of textual data was proposed by Mikolov et al. [59], also known as word2vec. The potential applicability of word2vec in other areas has been shown in multiple works, including in the field of trajectory data mining [60, 61]. Future works could take advantage of this and other NLP approaches for embedding streaming data from AIS and other sensors, or even for automatically interpreting and integrating port regulations with AIS data for vessel behavior analysis. This would allow the monitoring system to adapt to new regulations without requiring human supervision for deploying new behavior rules.

3.6 Big, Yet Limited Data

The growth of maritime activity led to advances in AIS technology, and such developments resulted in large volumes of data being generated every day. As we mentioned in the beginning of Section 3, although a large amount of raw data is available, it lacks labels. Labels are a piece of valuable information for researchers and machine learning algorithms. Labels represent the expected output of a predictor, hence supervised learning algorithms can learn a function that maps inputs to outputs based on provided examples. For event detection, labels could represent the different types of vessel behavior that should be detected by an algorithm. Labeled data not only help algorithms to learn better how the observed variables explain different patterns of behaviors but also ease the validation and evaluation of algorithms during research. However, labeling data is difficult since it requires knowledge from domain experts, which is time-consuming and, therefore, expensive.

The lack of labels has guided the focus of current research either to detecting a single type of vessel behavior in an unsupervised manner [18, 9], or to proposing the detection of different events via predefined behavior rules, materialized
in the form of data queries \cite{7,10,3}. Future works could take advantage of the knowledge described in previous approaches for labeling data, to provide input-output examples to machine learning algorithms, as well as ground truth for evaluating novel approaches. However, this should be done carefully as a strong human bias can be passed on to algorithms because much of the knowledge and rules presented in current works are a product of human judgment.

A few tools were proposed in the literature to assist the user in the process of labeling movement data such as TagMyDay \cite{62} and VISTA \cite{63}. TagMyDay provides a web interface to upload personal trajectories and allows the user to annotate each segment with the activity performed by the generating user. VISTA was designed to assist the user in the trajectory annotation process in a multi-role user environment. A session manager creates a tagging session selecting the trajectory data and the semantic contextual information. However, none of these works proposed a strategy to learn from the labels provided by the user interactions with the system. After providing a few labels, a model could learn the behavior patterns describing each segment labeled by the user and suggest new occurrences of it in unseen trajectory segments. The user could accept or refine the suggestions to improve the model so that with time, fewer interactions between the user and the system are needed.

Another possible research path to alleviate the label shortage problem, which remains unexplored in the maritime domain, is the use of transfer learning for boosting the learning process from few labeled examples, also known as few-shot classification \cite{64,65}. Transfer learning approaches have been successfully applied with deep learning in the image classification domain \cite{66}, where knowledge from another related domain is used as a means for enabling learning from a set of few examples. On the other hand, instead of focusing on supervised techniques for learning from limited data, research could concentrate on synthesizing new behavior data with Generative Adversarial Networks \cite{67}, for example, for enhancing the performance of other supervised models.

4 Summary and Final Remarks

Even though maritime monitoring has experienced significant progress in the last decade, most of existing works do not take full advantage of machine learning techniques for vessel behavior detection. In fact, existing research on behavior detection has focused on the proposal of queries and rules, as well as ad-hoc algorithms, for detecting specific types of behavior. We argue that this methodology inhibits further advances to more general behavior detection approaches, constraining monitoring systems to function only under frequent human supervision.

Figure 4: Summary of challenges according to existing tasks and data issues, as well as potential methods for addressing each of these challenges.
In this paper, we presented the main research gaps in the field, indicating points of improvement and opportunities for future works. In Figure 4, we present a summary of the discussed opportunities of research according to the existing tasks and data issues for vessel behavior detection via machine learning. We hope to instigate the development of new algorithms, methods, and tools for ship behavior monitoring, as many aspects of it still remain unaddressed. Although there are some unique aspects of vessel behavior, other areas of research in trajectory pattern mining can potentially take advantage of improvements made in the field. Finally, we believe that this work is another step towards actual intelligent maritime monitoring systems.

Acknowledgments

This study was financed in part by Coordenação de Aperfeiçoamento de Pessoal de Nível Superior - Brasil (CAPES) - Finance Code 001 and through the research project Big Data Analytics: Lançando Luz dos Genes ao Cosmos (CAPES/PRINT process number 88887.310782/2018-00). This work was also supported by Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq), Fundação de Amparo a Pesquisa e Inovação do Estado de Santa Catarina (FAPESC) - Project Match (co-financing of H2020 Projects - Grant 2018TR 1266), and the European Union’s Horizon 2020 research and innovation programme under Grant Agreement 777695 (MASTER). The authors also acknowledge the support of the Natural Sciences and Engineering Research Council of Canada (NSERC) and of Global Affairs Canada (GAC) - Emerging Leaders in the Americas Program (ELAP) for this research.

References

[1] Michele Vespe, Ingrid Visentini, Karna Bryan, and Paolo Braca. Unsupervised learning of maritime traffic patterns for anomaly detection. In 9th IET Data Fusion & Target Tracking Conference (DF&TT 2012): Algorithms & Applications, pages 1–5. IET, 2012.
[2] N. Le Guillarme and X. Lerouvreur. Unsupervised extraction of knowledge from s-ais data for maritime situational awareness. In Proceedings of the 16th International Conference on Information Fusion, pages 2025–2032, July 2013.
[3] Amílcar Soares, Renata Dividino, Fernando Abreu, Matthew Brousseau, Anthony W Isenor, Sean Webb, and Stan Matwin. Crisis: Integrating ais and ocean data streams using semantic web standards for event detection. In International Conference on Military Communications and Information Systems, 2019a.
[4] Christophe Claramunt, Cyril Ray, L Salmon, E Camossi, Melita Hadzagic, AL Jousselme, G Andrienko, N Andrienko, Y Theodoridis, and G Vouros. Maritime data integration and analysis: recent progress and research challenges. Advances in Database Technology - EDBT, 2017:192–197, 2017.
[5] Richard O Lane, David A Nevell, Steven D Hayward, and Thomas W Beaney. Maritime anomaly detection and threat assessment. In 2010 13th International Conference on Information Fusion, pages 1–8. IEEE, 2010.
[6] Willem Robert Van Hage, Véronique Malaisé, Gerben KD de Vries, Guus Schreiber, and Maarten W van Someren. Abstracting and reasoning over ship trajectories and web data with the simple event model (sem). Multimedia Tools and Applications, 57(1):175–197, 2012.
[7] Costas Patroumpas, Alexander Artikis, Nikos Katzouris, Marios Vodas, Yannis Theodoridis, and Nikos Pelekis. Event recognition for maritime surveillance. In Advances in Database Technology - EDBT, pages 629–640, 2015.
[8] Renata Dividino, Amílcar Soares, Stan Matwin, Anthony W Isenor, Sean Webb, and Matthew Brousseau. Semantic integration of real-time heterogeneous data streams for ocean-related decision making. In Big Data and Artificial Intelligence for Military Decision Making. STO, 2018.
[9] Po-Ruey Lei. Mining maritime traffic conflict trajectories from a massive ais data. Knowledge and Information Systems, pages 1–27, 2019.
[10] Costas Patroumpas, Elias Alevizos, Alexander Artikis, Marios Vodas, Nikos Pelekis, and Yannis Theodoridis. Online event recognition from moving vessel trajectories. GeoInformatica, 21(2):389–427, 2017.
[11] Yuanqiao Wen, Yimeng Zhang, Liang Huang, Chunhui Zhou, Changshi Xiao, Fan Zhang, Xin Peng, Wenqiang Zhan, and Zhongyi Sui. Semantic modelling of ship behavior in harbor based on ontology and dynamic bayesian network. ISPRS International Journal of Geo-Information, 8(3):107, 2019.
[12] Iraklis Varlamis, Konstantinos Tserpes, Mohammad Etemad, Amílcar Soares Júnior, and Stan Matwin. A network abstraction of multi-vessel trajectory data for detecting anomalies. In EDBT/ICDT Workshops 2019, 2019.
[13] Manolis Pitsikalis, Alexander Artikis, Richard Dreo, Cyril Ray, Elena Camossi, and Anne-Laure Jousselme. Composite event recognition for maritime monitoring: Industry paper. arXiv preprint arXiv:1903.03078, 2019.
[14] Samira Kazemi, Shahrooz Abghari, Niklas Lavesson, Henric Johnson, and Peter Ryman. Open data for anomaly detection in maritime surveillance. *Expert Systems with Applications*, 40(14):5719–5729, 2013.

[15] Fernando Terroso-Saenz, Mercedes Valdes-Vela, and Antonio F Skarmeta-Gomez. A complex event processing approach to detect abnormal behaviours in the marine environment. *Information Systems Frontiers*, 18(4):765–780, 2016.

[16] Mehdi Mohammadi and Ala Al-Fuqaha. Enabling cognitive smart cities using big data and machine learning: Approaches and challenges. *IEEE Communications Magazine*, 56(2):94–101, 2018.

[17] Varun Chandola, Arindam Banerjee, and Vipin Kumar. Anomaly detection: A survey. *ACM computing surveys (CSUR)*, 41(3):15, 2009.

[18] Iraklis Varlamis, Konstantinos Tserpes, and Christos Sardianos. Detecting search and rescue missions from ais data. In *2018 IEEE 34th International Conference on Data Engineering Workshops (ICDEW)*, pages 60–65. IEEE, 2018.

[19] Y. Fischer and A. Bauer. Object-oriented sensor data fusion for wide maritime surveillance. In *2010 International WaterSide Security Conference*, pages 1–6, Nov 2010.

[20] Fernando de Lucca Siqueira and Vania Bogorny. Discovering chasing behavior in moving object trajectories. *Transactions in GIS*, 15(5):667–688, 2011.

[21] Francesco Lettich, Luís Otavio Alves, Vania Bogorny, Salvatore Orlando, Alessandra Raffaetà, and Claudio Silvestri. Detecting avoidance behaviors between moving object trajectories. *Data & Knowledge Engineering*, 102:22–41, 2016.

[22] Patrick Laube, Stephan Imfeld, and Robert Weibel. Discovering relative motion patterns in groups of moving point objects. *International Journal of Geographical Information Science*, 19(6):639–668, 2005.

[23] Branko Ristic, Barbara La Scala, Mark Morelande, and Neil Gordon. Statistical analysis of motion patterns in ais data: Anomaly detection and motion prediction. In *2008 11th International Conference on Information Fusion*, pages 1–7. IEEE, 2008.

[24] Kira Kowalska and Leto Peel. Maritime anomaly detection using gaussian process active learning. In *2012 15th International Conference on Information Fusion*, pages 1164–1171. IEEE, 2012.

[25] Maria Riveiro, Goran Falkman, and Tom Ziemke. Improving maritime anomaly detection and situation awareness through interactive visualization. In *2008 11th International Conference on Information Fusion*, pages 1–8. IEEE, 2008.

[26] Behrouz Haji Soleimani, Erico N De Souza, Casey Hilliard, and Stan Matwin. Anomaly detection in maritime data based on geometrical analysis of trajectories. In *2015 18th International Conference on Information Fusion (Fusion)*, pages 1100–1105. IEEE, 2015.

[27] Neil A Bomberger, Bradley J Rhodes, Michael Seibert, and Allen M Waxman. Associative learning of vessel motion patterns for maritime situation awareness. In *2006 9th International Conference on Information Fusion*, pages 1–8. IEEE, 2006.

[28] Duong Nguyen, Rodolphe Vadaine, Guillaume Hajduch, René Garelo, and Ronan Fablet. A multi-task deep learning architecture for maritime surveillance using ais data streams. In *2018 IEEE 5th International Conference on Data Science and Advanced Analytics (DSAA)*, pages 331–340. IEEE, 2018.

[29] Maria Nilsson, Joeri Van Laere, Tom Ziemke, and Johan Edlund. Extracting rules from expert operators to support situation awareness in maritime surveillance. In *2008 11th International conference on information fusion*, pages 1–8. IEEE, 2008.

[30] Giuliana Pallotta, Michele Vespe, and Karna Bryan. Vessel pattern knowledge discovery from ais data: A framework for anomaly detection and route prediction. *Entropy*, 15(6):2218–2245, 2013.

[31] Albert Bifet and Ricard Gavalda. Learning from time-changing data with adaptive windowing. In *Proceedings of the 2007 SIAM international conference on data mining*, pages 443–448. SIAM, 2007.

[32] Abdulhakim A Qahtan, Basma Alharbi, Suojin Wang, and Xiangliang Zhang. A pca-based change detection framework for multidimensional data streams: Change detection in multidimensional data streams. In *Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining*, pages 935–944. ACM, 2015.

[33] Tegjyot Singh Sethi, Mehmed Kantardzic, and Hanqing Hu. A grid density based framework for classifying streaming data in the presence of concept drift. *Journal of Intelligent Information Systems*, 46(1):179–211, 2016.

[34] Paulo M Gonçalves Jr, Silas GT de Carvalho Santos, Roberto SM Barros, and Davi CL Vieira. A comparative study on concept drift detectors. *Expert Systems with Applications*, 41(18):8144–8156, 2014.
[35] Stephen H Bach and Marcus A Maloof. Paired learners for concept drift. In 2008 Eighth IEEE International Conference on Data Mining, pages 23–32. IEEE, 2008.

[36] Gordon J Ross, Niall M Adams, Dimitris K Tasoulis, and David J Hand. Exponentially weighted moving average charts for detecting concept drift. Pattern recognition letters, 33(2):191–198, 2012.

[37] Jeonghoon Lee and Frederic Magoules. Detection of concept drift for learning from stream data. In 2012 IEEE 14th International Conference on High Performance Computing and Communication & 2012 IEEE 9th International Conference on Embedded Software and Systems, pages 241–245. IEEE, 2012.

[38] Ludmila I Kuncheva and William J Faithfull. Pca feature extraction for change detection in multidimensional unlabeled data. IEEE transactions on neural networks and learning systems, 25(1):69–80, 2013.

[39] Harvey J Miller, Somayeh Dodge, Jennifer Miller, and Gil Bohrer. Towards an integrated science of movement: converging research on animal movement ecology and human mobility science. International Journal of Geographical Information Science, 33(5):855–876, 2019.

[40] Yang Zhou, Winnie Daamen, Tiedo Vellinga, and Serge P. Hoogendoorn. Ship classification based on ship behavior clustering from ais data. Ocean Engineering, 175:176 – 187, 2019.

[41] Jae-Gil Lee, Jiawei Han, and Kyu-Young Whang. Trajectory clustering: a partition-and-group framework. In Proceedings of the 2007 ACM SIGMOD international conference on Management of data, pages 593–604. ACM, 2007.

[42] Jae-Gil Lee, Jiawei Han, Xiaolei Li, and Hector Gonzalez. Traclass: trajectory classification using hierarchical region-based and trajectory-based clustering. Proceedings of the VLDB Endowment, 1(1):1081–1094, 2008.

[43] David Hallac, Sagar Vare, Stephen Boyd, and Jure Leskovec. Toeplitz inverse covariance-based clustering of multivariate time series data. In Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pages 215–223. ACM, 2017.

[44] Finale Doshi-Velez and Been Kim. Towards a rigorous science of interpretable machine learning. arXiv preprint arXiv:1702.08608, 2017.

[45] Emaad Manzoor, Hemank Lamba, and Leman Akoglu. Xstream: Outlier detection in feature-evolving data streams. In Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery &amp; Data Mining, KDD ’18, pages 1963–1972, New York, NY, USA, 2018. ACM.

[46] Yin Lou, Rich Caruana, and Johannes Gehrke. Intelligible models for classification and regression. In Proceedings of the 18th ACM SIGKDD international conference on Knowledge discovery and data mining, pages 150–158. ACM, 2012.

[47] Zhiheng Dai, Dong Chen, Shuang Gao, and Yanbing Hou. Stacked autoencoders for outlier detection in over-the-horizon radar signals. Computational intelligence and neuroscience, 2017, 2017.

[48] Quanshi Zhang, Ying Nian Wu, and Song-Chun Zhu. Interpretative convolutional network. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 8827–8836, 2018.

[49] Zachary C Lipton. The mythos of model interpretability. arXiv preprint arXiv:1606.03490, 2016.

[50] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep convolutional neural networks. In Advances in neural information processing systems, pages 1097–1105, 2012.

[51] Elizabeth Nyman. Techno-optimism and ocean governance: New trends in maritime monitoring. Marine Policy, 99:30–33, 2019.

[52] Supu Xiu, Yuanqiao Wen, Haiwen Yuan, Changshi Xiao, Wenxiang Zhan, Xiong Zou, Chunhui Zhou, and Sayed Chhattan Shah. A multi-feature and multi-level matching algorithm using aerial image and ais for vessel identification. Sensors, 19(6), 2019.

[53] Sina Dabiri and Kevin Heaslip. Inferring transportation modes from gps trajectories using a convolutional neural network. Transportation research part C: emerging technologies, 86:360–371, 2018.
[57] Jianming Lv, Qing Li, Qinghui Sun, and Xintong Wang. T-conv: a convolutional neural network for multi-scale taxi trajectory prediction. In 2018 IEEE international conference on big data and smart computing (bigcomp), pages 82–89. IEEE, 2018.

[58] Diederik P Kingma and Max Welling. Auto-encoding variational bayes. arXiv preprint arXiv:1312.6114, 2013.

[59] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient estimation of word representations in vector space. arXiv preprint arXiv:1301.3781, 2013.

[60] Qiang Gao, Fan Zhou, Kunpeng Zhang, Goce Trajcevski, Xucheng Luo, and Fengli Zhang. Identifying human mobility via trajectory embeddings. In Proceedings of the 26th International Joint Conference on Artificial Intelligence, pages 1689–1695. AAAI Press, 2017.

[61] Andrea Esuli, Lucas May Petry, Chiara Renso, and Vania Bogorny. Traj2user: exploiting embeddings for computing similarity of users mobile behavior. arXiv preprint arXiv:1808.00554, 2018.

[62] Salvatore Rinzivillo, Fernando de Lucca Siqueira, Lorenzo Gabrielli, Chiara Renso, and Vania Bogorny. Where have you been today? annotating trajectories with daytag. In Advances in Spatial and Temporal Databases - 13th International Symposium, SSTD 2013, Munich, Germany, August 21-23, 2013. Proceedings, pages 467–471, 2013.

[63] Amílcar Soares, Jordan Rose, Mohammad Etemad, Chiara Renso, and Stan Matwin. Vista: A visual analytics platform for semantic annotation of trajectories. In Proceedings of the 22nd International Conference on Extending Database Technology (EDBT), 2019b.

[64] Oriol Vinyals, Charles Blundell, Timothy Lillicrap, Daan Wierstra, et al. Matching networks for one shot learning. In Advances in neural information processing systems, pages 3630–3638, 2016.

[65] Jake Snell, Kevin Swersky, and Richard Zemel. Prototypical networks for few-shot learning. In Advances in Neural Information Processing Systems, pages 4077–4087, 2017.

[66] Wei-Yu Chen, Yen-Cheng Liu, Zsolt Kira, Yu-Chiang Frank Wang, and Jia-Bin Huang. A closer look at few-shot classification. In International Conference on Learning Representations, 2019.

[67] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In Advances in neural information processing systems, pages 2672–2680, 2014.