ABSTRACT

Recent advances in cross-lingual text-to-speech (TTS) made it possible to synthesize speech in a language foreign to a monolingual speaker. However, there is still a large gap between the pronunciation of generated cross-lingual speech and that of native speakers in terms of naturalness and intelligibility. In this paper, a triplet training scheme is proposed to enhance the cross-lingual pronunciation by allowing previously unseen content and speaker combinations to be seen during training. Proposed method introduces an extra fine-tune stage with triplet loss during training, which efficiently draws the pronunciation of the synthesized foreign speech closer to those from the native anchor speaker, while preserving the non-native speaker’s timbre. Experiments are conducted based on a state-of-the-art baseline cross-lingual TTS system and its enhanced variants. All the objective and subjective evaluations show the proposed method brings significant improvement in both intelligibility and naturalness of the synthesized cross-lingual speech.
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1. INTRODUCTION

Building a cross-lingual TTS system is a task that requires the system to synthesize speech of a language foreign to a target speaker [1]. It is straightforward to build a multi-lingual TTS system with a multi-lingual corpus using end-to-end models [2, 3, 4], yet such corpus of a same speaker is often difficult to collect. Therefore, much efforts have been made on building a cross-lingual TTS system with only monolingual data.

The majority of previous studies focuses on building cross-lingual TTS system by mixing monolingual corpora of different languages, while disentangling speaker representations and language or phonetic representations. [5] uses adversarial training to remove speaker identity from phonetic representations. [1] employs mutual information minimization and domain adaptation to disentangle the learned language and speaker embedding, which improves naturalness and speaker similarity of the synthesized cross-lingual speech. Beside explicit disentanglement, others use unified phonetic representations to share pronunciation across languages, which helps to implicitly disentangle language and speaker. [6] and [7] use Unicode bytes and Phonetic Posterior-Grants (PPGs) respectively as common phonetic set to build cross-lingual TTS systems and all get improvements compared to their baselines. Moreover, [10, 11] convert all the graphemes of different languages into a same International Phonetic Alphabet (IPA) set to facilitate cross-lingual modeling and the experiments in [11] show the privilege of IPA over language-dependent phonemes.

In most of the above works, the cross-lingual combination of a target speaker and a foreign language in inference is still unseen during training, leaving a gap between inference and training. Similar gap also exists in the task of TTS style transfer. [12] narrows the gap by introducing multiple reference encoders that encode both the synthesized and ground-truth (GT) acoustic features and allowing gradients flow through the synthesized ones to cover unseen cases in training. In [13], a consistency loss over speaker identity is applied by computing distance of speaker embeddings of the synthesized and the GT mel-spectrogram, which helps to keep target speaker identity after the cross-lingual transfer.

Inspired by [13] and [12], we employ triplet loss [14] and propose a triplet training scheme to cover unseen cases. A triplet is composed of an anchor, a positive and a negative sample. The triplet loss is a pairwise loss that minimizes the distance between the representation of anchor sample and that of positive sample while maximizing the distance between anchor and the negative one [14]. In the proposed method, triplet loss encourages the pronunciation of the synthesized foreign speech to be close to that of the native anchor speaker, while maintaining the speaker identity of its own. The proposed triplet training scheme has two stages. The first stage is a regular from-scratch training but with auxiliary Content Predictor (CP) and Speaker Predictor (SP) which are used to extract representations for triplets. The second stage fine tunes the checkpoint from first stage by incorporating a triplet loss with triplets made from both synthesized and GT mel-spectrogram.

To perform evaluations, we train DurIAN [3] both with and without triplet training scheme, using monolingual corpora of English (EN) and Mandarin (CN). For further investigation, we also apply the proposed method to an enhanced version of DurIAN capable of transferring phoneme-level prosody features: f0, energy and duration. The results
of objective and subjective evaluations show that the proposed method brings improvements in both intelligibility and naturalness to cross-lingual speech, while maintaining speaker identity. Some of the evaluated audio samples can be found in [https://jlanhaoye2.github.io/icassp2022triplet.github.io/](https://jlanhaoye2.github.io/icassp2022triplet.github.io/)

### 2. TRIPLET TRAINING SCHEME

#### 2.1. Construction of Content Triplet (CT) and Speaker Triplet (ST) and Triplet Loss

The proposed triplet training scheme consists of two stages with a triplet loss used in stage II. To compose the triplet loss, CT and ST need to be constructed with the help of CP and SP. In the definition of triplet loss [14], there is an encoding function as shown in Fig. 1 (a). CP gets input from phoneme-level mel-spectrogram and reconstructs linguistic embeddings of each phoneme. Specifically, first a mel-spectrogram $M$ is split into segments $[m_1, ..., m_T_{ph}]$ with given phoneme duration, where $T_{ph}$ is the number of phonemes in current sequence. Second, each segment is encoded by a reference encoder and a speaker adversarial training task is used to remove speaker-related information from the encoding and the same speaker loss with gradient reversal as in [5] is used. Then, encoded segments are further processed and the linguistic embedding of each phoneme $e_C^t$ is finally reconstructed. The hidden $z_C$ before the last fully-connected (FC) layer is picked as encoded embedding of CT, which presumably contains pronunciation-related information since pronunciation is highly related to content. The encoding function of CT is summarized by $z_C = f_C(m_t)$. Unlike CP, SP reconstructs speaker embedding $e_S$ and its reference encoder, sharing the same structure as in CP, encodes the whole sequence of mel-spectrogram into a single representation. Similarly, the encoding $z_S$ before last FC layer is selected as encoded embedding for ST, whose encoding function is denoted by $z_S = f_S(M)$. Beside the encoding functions, pairs of CT and ST, designed to cover inter-language (inter-lan) or unseen cases in training, need to be constructed. Since CT aims to make phoneme-level pronunciation of the synthesized cross-lingual speech closer to that of the selected anchor native speaker, only positive samples – speech with the same content as anchor sample are considered. CT is defined as $t_C(M^{an}, M^{pos}, None)$, where $M^{pos} = [m_1^{pos}, ..., m_T^{pos}]$.

In a CT, the positive sample $M^{pos}$ refers to synthesized mel-spectrogram of a sentence foreign to the target speaker and with the same content with the anchor sample. The anchor sample $M^{an}$ is the GT version of the same sentence from selected anchor speaker, and the anchor speaker is native to the target language. Similarly, ST is defined as $t_S(M^{an}, M^{pos}, M^{neg})$ to consider both similarity and dissimilarity to better maintain target speaker’s timbre. In ST, $M^{an}, M^{pos}, M^{neg}$ are defined as “anchor sample”, “positive sample”, and “negative sample” respectively in terms of speaker identity. Our implementation is illustrated in Alg. 1.

**Algorithm 1: Triplets construction in a batch**

**Input:** A batch of data $B$ composed of linguistic features $t$, GT mel-spectrogram $M$, speaker ID $s$, language $l$. An empty list $triplets_list$.

**for** ($t_i, M_i, s_i, l_i) \in B$ **do**

**if** $s_i$ is the anchor speaker of $l_i$ **then**

$z_C^{pos}$ ← Randomly pick a $s$ from $B$ (whose language !=$l_i$)

$M^{pos}$ ← Acoustic Model($t_i, s^{pos}$)

$M^{an}$ ← Randomly pick a $M$ from $B$ (whose speaker ID $s^{pos}$)

$M^{neg}$ ← Randomly pick a $M$ from $B$ (whose speaker ID $s^{s^{pos}}$)

$triplets_list.append(t_C(M_i, M^{pos}, None), t_S(M^{an}, M^{pos}, M^{neg}))$

**end**

**Output:** $triplets_list$

By applying encoding functions to constructed triplets as shown in Fig 1 (b), the triplet loss is finally defined in Eq. 1 where $\alpha$ and $\beta$ are weights that balance content and speaker parts and $t$ denotes phoneme index in a sequence. The margin
parameter in [14] is removed since the main purpose of this task is not for classification.

### 2.2. Two Stage Triplet Training Scheme

The training of stage I is a regular from-scratch training like most acoustic models, but with these extra losses: adversarial training loss for CP, L2 reconstruction losses for CP and SP which are defined as $L_{\text{recon},\text{ing}} = \sum T_{ph} (e_{\hat{C}}^2 - \hat{C})^2$ and $L_{\text{recon},\text{spk}} = (e^S - \hat{S})^2$. Considering DurIAN [3] as an example, the losses of which contain a reconstruction loss, a duration loss and a residual loss, defined respectively as $L_{\text{recon}} = \sum T_{ph} |m_k - \hat{m}_k|$, $L_{\text{dur}} = \sum T_{ph} (d_t - \hat{d}_t)^2$, $L_{\text{res}} = \sum T_{ph} |m_k - (\hat{m}_k + r_k)|$ where the residual output $r_k$ is the same as in [3] with $k$ as the frame index and $T_{ph}$ as the number of total frames of a sequence. To sum up, the total loss is defined in Eq. 2 where the loss for speaker adversarial training is denoted by $L_{\text{adv}}$ and $\lambda$ is the weight of speaker adversarial loss.

In stage II, fine-tune training is applied by loading the checkpoint from the first stage and fine-tune training with new losses. To keep the learned $f^C$ and $f^S$ unchanged, we keep the weights of speaker embedding, linguistic embedding, CP and SP fixed during this stage as shown in bold lines in Figure 1(b)(c). Thus, $L_{\text{recon},\text{spk}}$ and $L_{\text{recon},\text{ing}}$ are no longer required. Meanwhile, the triplets are constructed and triplet loss is incorporated. Hence the final fine-tune loss as stated in Eq. 3. Practically, We stop the fine-tune training when the triplet loss is converged, since other losses are already at convergence after stage I and remain converged or will converge very quickly in stage II.

\[
L_{\text{triplet}} = \alpha \cdot \max(0, \frac{\sum T_{ph} D(f^C(m_k^{\text{an}}), f^C(\hat{m}_k^{\text{pos}})))}{T_{ph}} + \beta \cdot \max(0, D(f^S(m_k^{\text{an}}), f^S(\hat{M}_k^{\text{pos}}))) - D(f^S(M_k^{\text{neg}}), f^S(\hat{M}_k^{\text{neg}})))
\]

\[
L_{fs} = L_{\text{recon}} + L_{\text{dur}} + L_{\text{res}} + \lambda * L_{\text{adv}}
\]

\[
L_{ft} = L_{\text{recon}} + L_{\text{dur}} + L_{\text{res}} + L_{\text{triplet}}
\]

### 3. EXPERIMENTS

#### 3.1. Systems

The overall architecture of models used for experiments is shown in Fig. 1(c). Based on two baseline systems, the proposed triplet loss is implemented and compared. The first baseline system “Base” follows the DurIAN [3] structure, while its triplet version is system “Base+Triplet”. The enhanced baseline model “Base_FE” is constructed by adding two extra prosody predictors of phoneme-level f0 and energy to Base, which are demonstrated with dashed lines in Fig. 1(c). Those prosody predictors follow the same setup as in [14] and quantize real values into trainable embeddings to condition decoder for synthesizing speech. And its triplet version is system “Base_FE+Triplet”. Furthermore, since the triplet training scheme can be interpreted as a way to implicitly transfer phoneme-level prosody features, it is worthwhile to investigate the proposed method with transferring of explicit prosody features. Also, it is shown in [10] that replacing the phoneme alignment of target speaker with that of native speaker is beneficial to cross-lingual speech synthesis. Therefore, proposed methods are also tested with fine-grained explicit prosody transfer based on the Base_FE system. In system “Base_FE_DFE”, the transfer of duration, f0, energy are implemented by replacing target speaker embedding with the native one in duration model, f0 predictor, energy predictor, only in the inference phase of cross-lingual cases, as shown in Fig. 1(c). A linear adaptation is applied to the transferred f0 similar to Gaussian based mapping system in [15]. While in system “Base_FE_DFE+Triplet”, prosody transfer is used in both triplet training scheme and inference for cross-lingual cases, making the whole process more consistent.

The training losses for Base are described by Eq. 2 and Eq. 3 in Sec. 2 while the losses for Base_FE include two extra L2 losses used to train f0 predictor and energy predictor. Therefore, the total losses of Base_FE for two stages of training become $L_{fs,f0,\text{energy}} = L_{fs} + L_{f0} + L_{\text{energy}}$ and $L_{ft,f0,\text{energy}} = L_{ft} + L_{f0} + L_{\text{energy}} + L_{\text{triplet}}$.

#### 3.2. Data Setup

Two public datasets are used in experiments: Data-baker Chinese Standard Mandarin Speech Corpus (CSMSC) [16], a Mandarin dataset and LJSpeech dataset [17], an English speech dataset. The audio files in those datasets vary from 1 to 10 seconds and the total length is about 12 hours for CSMSC and 24 hours for LJSpeech. As both public datasets are from female speakers, another Mandarin male dataset is included for more balanced evaluation, so that cross-gender cross-lingual speech synthesis is considered as well. The male dataset is recorded in studio and the total length of audio is almost equal to CSMSC. All audios are resampled to 24kHz. The speakers of the three datasets are denoted by EN-SKP, CN-SKP-F, CN-SKP-M for CSMSC, LJSPEECH and Mandarin male dataset.

#### 3.3. Experimental Setup

All the texts are converted into IPA symbols via espeak[^1] and 80-dimensional mel-spectrograms are extracted by using Hanning window with frame shift 10 ms and frame length 42.7 ms. Then, Kaldi toolkit [18] is utilized to do forced-alignment. The extraction of GT f0 and energy follows [4]. During the training, batch size is set to 16 for a single NVIDIA 2080Ti GPU and Adam Optimizer is used with learning rate equal to 0.0001. After cross-validations, the $\alpha$ and $\beta$ in Eq. 1 are set as 1.0 and 0.02 respectively and the adversarial weight $\lambda$ is set to 0.025. In our setup, the average number of fine-tune steps is 50k for $L_{\text{triplet}}$ to converge. Finally, a multi-speaker HiFi-GAN is trained to synthesize

[^1]: http://espeak.sourceforge.net/
Table 2. Naturalness and speaker similarity MOS with 95% confidence interval.

| Test utterance Speaker System | EN-SPK Naturalness | CN-SPK-M Naturalness Similarity | CN-SPK-F Naturalness Similarity | CN utterance Naturalness |
|-------------------------------|--------------------|---------------------------------|---------------------------------|--------------------------|
| Base                          | 3.28±0.12          | 2.98±0.11                       | 3.60±0.10                      | 3.15±0.14                |
| Base+Triplet                 | 3.57±0.09          | 3.31±0.11                       | 3.72±0.14                      | 3.35±0.14                |
| Base_FE,DFE                  | 3.98±0.08          | 3.33±0.14                       | 3.72±0.13                      | 3.39±0.11                |
| Base_FE,DFE+Triplet          | 3.99±0.08          | 3.21±0.12                       | 3.80±0.07                      | 3.59±0.08                |
| Ground Truth                 | 4.39±0.04          | /                               | /                              | /                        |

Table 1 shows the WER for all systems described in Sec. 3.1 and the results show systems with proposed training scheme (system “Base+Triplet”, “Base_FE+Triplet”, “Base_FE,DFE+Triplet”) consistently outperform all 3 baseline systems without triplet loss training (system “Base”, “Base_FE”, “Base_FE,DFE”) with a large margin. Moreover, proposed method performs comparatively stronger in inter-lan test cases than in intra-lan circumstances. That is reasonable since the CT in triplet loss is designed to work when there is a larger content gap in inter-lan cases than in intra-lan cases. Also, it is worth mentioning that although fine-grained explicit prosody transfer system Base_FE,DFE does outperform the other two baselines, fine-tuning with proposed triplet loss still adds value, which makes training stage more consistent with inference stage. Moreover, Base_FE,DFE fails to bring improvement on cross-gender cross-lingual test in terms of intelligibility but its triplet version Base_FE,DFE+Triplet is proved to be effective on that test.

3.4. Objective Evaluations
To evaluate the effectiveness of proposed triplet training scheme in intelligibility, the speech recognition service of Azure[^2] is called to test Word Error Rate (WER) for generated cross-lingual speech. 100 sentences for each language are randomly selected from test set to produce test audios. Inter-lan tests of all speakers and intra-language (intra-lan) tests of CT anchor speakers are included in the experiments.

Table 1 shows the WER for all systems described in Sec. 3.1 and the results show systems with proposed training scheme (system “Base+Triplet”, “Base_FE+Triplet”, “Base_FE,DFE+Triplet”) consistently outperform all 3 baseline systems without triplet loss training (system “Base”, “Base_FE”, “Base_FE,DFE”) with a large margin. Moreover, proposed method performs comparatively stronger in inter-lan test cases than in intra-lan circumstances. That is reasonable since the CT in triplet loss is designed to work when there is a larger content gap in inter-lan cases than in intra-lan cases. Also, it is worth mentioning that although fine-grained explicit prosody transfer system Base_FE,DFE does outperform the other two baselines, fine-tuning with proposed triplet loss still adds value, which makes training stage more consistent with inference stage. Moreover, Base_FE,DFE fails to bring improvement on cross-gender cross-lingual test in terms of intelligibility but its triplet version Base_FE,DFE+Triplet is proved to be effective on that test.

3.5. Subjective Evaluations
Mean Opinion Scores (MOS) tests on both naturalness and cross-lingual speaker similarity are conducted for subjective evaluations following [3]. 50 sentences for each language are randomly picked from test set and 8 native raters per language participated in the tests. Beside Base and Base+Triplet, the enhanced system Base_FE,DFE and its triplet version, which are better than system Base_FE and Base_FE+Triplet in terms of intelligibility, are also included in subjective evaluations.

The subjective MOS results are shown in Table 2. The results are consistent with that of objective evaluations in two aspects. First, both Base+Triplet and Base_FE,DFE+Triplet gain improvements in naturalness and speaker similarity from the proposed triplet scheme, compared to their counterpart models without fine-tuning with triplet loss. By comparing Base and Base+Triplet, we also find that not only the inter-lan tests but also the intra-lan tests benefit from the proposed method. That could be related to the designed triplets alleviating the interference from the data of different languages when shared phonemes (IPA) are used in cross-lingual TTS. Second, further improvement is achieved by combining the fine-grained explicit prosody transfer with the proposed method, though the improvement of cross-gender cross-lingual test is relatively smaller.

4. CONCLUSION
This paper proposed a method that employs triplet loss to cover unseen combinations of target speaker and foreign text in cross-lingual TTS. The experimental results show the proposed method significantly enhances the intelligibility as well as naturalness of cross-lingual speech, while maintaining the target speaker identity. Moreover, we also find the proposed method can be combined with fine-grained explicit prosody transfer to further improve the performance of cross-lingual TTS, though the improvement to cross-gender cross-lingual cases is relatively small. Although the triplets in this work are constructed to narrow the gap between training and inference stages for cross-lingual purpose, the triplets can be redesigned to form a triplet loss for unseen cases in other tasks, which will be explored in the future.

[^2]: [https://azure.microsoft.com/](https://azure.microsoft.com/)
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