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Abstract—For the best human-robot interaction experience, the robot’s navigation policy should take into account personal preferences of the user. In this paper, we present a learning framework complemented by a perception pipeline to train a depth vision-based, personalized navigation controller from user demonstrations. Our virtual reality interface enables the demonstration of robot navigation trajectories under motion of the user for dynamic interaction scenarios. The novel perception pipeline enrolls a variational autoencoder in combination with a motion predictor. It compresses the perceived depth images to a latent state representation to enable efficient reasoning of the learning agent about the robot’s dynamic environment. In a detailed analysis and ablation study, we evaluate different configurations of the perception pipeline. To further quantify the navigation controller’s quality of personalization, we develop and apply a novel metric to measure preference reflection based on the Fréchet Distance. We discuss the robot’s navigation performance in various virtual scenes and demonstrate the first personalized robot navigation controller that solely relies on depth images. A supplemental video highlighting our approach is available online.

I. INTRODUCTION

The personalization of robots will be a key factor for comfortable and satisfying human-robot-interactions. As the integration of robots at home or at work will inevitably increase, the number one goal should be a naturally collaborative experience between users and the robot. However, users might have personal preferences about specific aspects of the robot’s behavior that define the personal golden standard of interaction. Falling short of user’s preferences could lead to negative interaction experiences and consequently frustration [1].

Where humans share the same environment with a mobile robot, the robot’s navigation behavior significantly influences the comfort of interaction [2], [3]. Consequently, basic obstacle avoidance approaches are insufficient to address individual preferences regarding proxemics, trajectory shape, or area of navigation in a given environment, while being a key component to successful navigation without question. Instead, a robot’s navigation policy should be aware of humans [4] and reflect the users’ personal preferences.

In our previous work [2] we demonstrated that pairing a virtual reality (VR) interface with a reinforcement learning (RL) framework enables the demonstration and training of highly customizable navigation behaviors. The resulting navigation controller outperformed non-personalized controllers in terms of perceived comfort and interaction experience. However, a key assumption in the previous work is an always-present, static human of known pose in a predefined environment with pose-encoded obstacles. This benefits the learning process with a low-dimensional state space. To overcome these assumptions, enrolling a depth vision sensor to sense both human and obstacles is a possible solution [5]. However, depth vision cameras come at the cost of high-dimensional, complex, and redundant output. Learning from such high-dimensional data on dynamic scenes is a challenging task [6]. The question crystallizes, how do we teach preferences of moving users in realistic environments, while relying on state-of-the-art sensor modalities?

To solve the challenges above, we introduce a depth vision-based perception pipeline that is both lightweight, human-aware and, most importantly, provides the robot with a low-dimensional representation of the dynamic scene. This pipeline i) detects the human and obstacles, ii) compresses the perceived depth information, and iii) enables efficient reasoning about the robot’s dynamic environment to the learning framework. Our new system is able to learn personalized navigation preferences from a VR interface and learning framework for dynamic scenes in which both robot and human move.

In summary, the main contributions of our work are:

• Learning a preference-reflecting navigation controller that relies solely on depth vision.
• A VR demonstration framework to record navigation preferences for a dynamic human-robot scenario.
• The introduction and application of a novel metric to quantify the quality of navigation preference reflection.

1Full video: hrl.uni-bonn.de/publications/deheuvel23iros_learning.mp4
**Fig. 2.** Schematic representation of our architecture. 

- **a)** Demonstration trajectories are drawn by the user in VR onto the floor using the handheld controller. Subsequently, the trajectories are fed into the demonstration buffer. 
- **b)** Our TD3 reinforcement learning architecture with an additional behavioral cloning (BC) loss on the actor trains a personalized navigation policy that outputs linear and angular velocities. 
- **c)** The robot-centric state space relies on a depth vision perception pipeline, capturing the vicinity of the human and obstacles in the environment, as well as the relative goal position. A variational autoencoder (VAE) compresses the raw images to a latent state representation, while a predictor (LSTM) provides subsequent state predictions.

- An extensive qualitative and quantitative analysis of different perception configurations for personalized navigation.

**II. RELATED WORK**

Adjusting or learning the navigation behavior of a robot based on feedback or demonstration has been the focus of various studies [7], [8], [9]. Especially, deep learning-based approaches shine by their ability to learn from subtle and implicit features in their environment [10], [11], [12]. This is an ideal motivation to use a deep RL architecture for our personalized navigation controller.

Fusing the potential of user demonstrations with a learning architecture led to promising results in the field of robotic manipulation tasks [13]. Therefore, this is a key concept for our learning architecture and has successfully been applied to the field of robot navigation [2].

Vision-based sensor modalities for navigation appeal due to their cost-efficiency. For human-aware navigation, the detection and explicit localization of pedestrians enabled socially conforming navigation controllers [5], [14].

Recent advances in the field of depth vision-based navigation in combination with RL have been made by Hoeller et al. [15], who study a state representation of depth-images to efficiently learn navigation in dynamic environments. Our proposed perception pipeline is built upon their successful architecture.

Furthermore, a navigating agent benefits from dynamic scene understanding. Predicting the movement of surrounding pedestrians and obstacles with Long Short-Term Memory (LSTM) models has lead to promising results [16], [17], [15]. Therefore, we will integrate an LSTM architecture into our perception pipeline.

While in our previous work [2] we presented one of the first approaches at the intersection of navigation and robot personalization, we now enhance the system by allowing the user to demonstrate navigation trajectories under dynamic motions and using only depth vision as controller input.

**III. OUR APPROACH**

In this work, we consider a robot navigating in the same room as a single, human user. The user has personal preferences about the way the robot circumnavigates him/her while pursuing a local goal in the same room. Such preferences could lie in the approaching behavior or the robot’s trajectory. We assume the robot to be provided a local goal from a global planner. The local goal could be a door on the opposite side of the current room to be traversed, or a location of interest in the same room. Using such sparse local goals several meters apart, we provide the controller with the spatial and temporal freedom to navigate towards the goal in a user-preferred personalized manner. The human shares the navigation space with the robot, whether being dynamic by walking through the room, or resting static. To achieve preference-aligned and collision-free navigation behavior, the robot relies only on a depth vision camera to sense the distance to the human as well as obstacles. We formulate personalized navigation as a learning task, where the robot learns a personalized controller outputting linear and angular velocity from VR demonstrations of the user.

**A. Learning Architecture**

The learning approach presented in this section is a hybrid of reinforcement learning and behavior cloning.

RL refers to the optimization of environment interactions, leading from state \( s_t \rightarrow s_{t+1} \) that obey a Markov Decision Process. The interacting agent receives a reward \( r_t = r(s_t, a_t) \) for taking an action \( a_t = \pi_\theta(s_t) \) at time step \( t \) with respect to a policy \( \pi_\theta \). The tuples \( (s_t, a_t, r_t, s_{t+1}) \) are referred to as state-action pairs. The optimization goal is to maximize the overall return \( R = \sum_{t} \gamma^{(t-t')} r_t \) of the \( \gamma \)-discounted rewards, onward from time step \( t \).

Fig. 2 depicts a schematic overview of our approach. We enroll an off-policy twin-delayed deep deterministic policy gradient (TD3) reinforcement learning architecture [18]. In short, two critics networks learn to estimate the value of the state-action distribution, the actor networks learns a policy \( \pi(s_t) = a_t \) ideally leading to the highest expected return \( R \). All three networks are standard multi-layer perceptrons (MLP) and share the same architecture. For policy updates, batches of training data \( b_E \) are sampled from the experience buffer. TD3’s continuous action space ensures smooth robot control, as the actor network outputs linear and angular velocities as...
control commands.

An additional modification to the standard TD3 is a behavioral cloning loss $\mathcal{L}_{BC} = \sum_{i=1}^{b_d} ||\pi_\theta(s_i) - a_i||^2$ on the actor network provided with demonstration data in batches $b_d$ [13] from a separate static buffer containing navigation preferences collected in VR, see Fig. 2a-b. The extended and $\lambda_{BC/RL}$-balanced loss on the actor is $\nabla_{\phi}\mathcal{J}_{BC} = \lambda_{BL} \nabla_{\phi}\mathcal{J} - \lambda_{BC} \nabla_{\phi}\mathcal{J}_{BC}$ with the actor’s original policy gradient $\nabla_{\phi}\mathcal{J}$.

By continuously sampling data from both buffers and applying the BC loss throughout the training, a navigation policy is learned that exhibits demonstration-like behavior whenever the navigation scenario allows. At the same time, the policy generalizes to unknown states not covered by the demonstration data.

**B. Representation Learning**

This section provides implementation and training details on our perception pipeline depicted in Fig. 3.

1) **Variational Autoencoder:** Reinforcement learning on raw high-dimensional vision data is infeasible. Ideally, a dimensionality-reduced state representation is used [15]. Thus, we compress the depth data to a latent representation $l$ using a $\beta$-variational autoencoder (VAE) with six relu-activated convolutional layers, see Fig. 3a. The dimensionality reduction is factor 320 from a 128 x 80 pixel depth image to a latent space of dimensionality 32. To make the model robust against sensor noise that a depth camera would exhibit, we apply a 5% dropout noise to the depth frames during VAE training. The VAE learns to filter the noise, as the VAE’s reconstruction loss is computed between the decoded and the noise-free depth-frame. A visualization of the VAE’s performance is depicted in Fig. 3c.

2) **Predictor:** Originating from single depth frames, the latent space alone fails to capture dynamic scene information such as motion or human movement. To leverage dynamic scene information such as the human motion for the navigation controller, a predictor is introduced, see Fig. 3b. The predictor receives the last five human poses, control commands, and latent frames $(d_{H}^{t+1}, \Delta H^{t+1}, a_{t-i}, l_{t-i})_{i \in \{t-4, ..., t\}}$ as input. We predict the next human pose $(d_{H}^{t+1}, \Delta H^{t+1})$ and the latent of the next time-step $l_{t+1}$. The model consists of two LSTM layers with 64 units each, followed two linearly activated MLPs which output both mean $\mu_{t+1}$ and variance $\sigma_{t+1}$ as in the VAE, from which the latent prediction $l_{t+1}$ is sampled. The human pose prediction is performed by a two-layer MLP from the LSTM-layer’s output. A visualization of the predictor’s performance is depicted in Fig. 3c.

3) **Training Data:** To train the autoencoder and predictor, we generated an extensive dataset of depth-frames in the iGibson simulator [19]. Here, we used the scene setup described in Sec. IV-C with a static or dynamic human. The robot’s navigation policy for the dataset generation was a simple obstacle avoidance controller trained with TD3 RL. Furthermore, the dataset contains ground-truth data about the human pose and the human’s presence in the RGB-D camera’s field of view (FOV).

**C. State and Action Space**

Our robot-centric state space consists of three main parts, compare Fig. 2c: 1) The relative goal position $(d_G, \Delta G)$, 2) the human position $(d_H, \Delta H)$ and presence $k_H \in \{0, 1\}$ in the robot’s FOV, and 3) the latent representation of the depth data. The human state corresponds to the current time step $t$ for VAE-only configurations, and to a $t+1$ prediction concatenated with the $t$-human state for the VAE+LSTM. Thus, the human is both implicitly encoded as an obstacle in the latent-encoded depth image, but also explicitly. All positions are given in robot-centric polar coordinates. When no human is observed in the FOV, then $d_H = -1$ m and $\Delta H = 0$ rad. The actor’s action space is composed of forward and angular velocity $(v, \omega)$, which are used as control commands.

**D. Reward**

We aim to teach user-specific navigation preferences not by complex reward shaping, but only via demonstration data. Consequently, we keep the reward as sparse as possible besides basic collision penalties and goal rewards

$$r = r_{\text{collision}} + r_{\text{goal}} + r_{\text{timeout}}.$$  

(1)
The scaling factor $c_{rew} = 10$ is used throughout the reward definition below. Upon collision with either an obstacle or a human, we penalize with $r_{collision} = -\frac{1}{2}c_{rew}$. When the robot reaches the goal location, a positive reward is provided:

$$r_{goal} = \begin{cases} 
+ c_{rew} & \text{if goal reached in demonstration data} \\
+ \frac{c_{rew}}{2} & \text{if goal reached during training} \\
0 & \text{else}
\end{cases}$$

(2)

Note the explicitly higher reward of the demonstration data to boost the value of demonstration-like behavior for the critics during learning. This is complemented further by an additional $+\frac{c_{rew}}{100}$ on each demonstration state reward. In short, a higher value of demonstration-like behavior encourages user-preference-like navigation whenever possible, while preventing the agent from taking more efficient, shorter trajectories to achieve the faster and higher return $R$.

To overcome navigation behavior that does not lead to the goal on the long run, upon timeout when $n > N_{ep}$ we penalize with $r_{timeout} = -\frac{c_{rew}}{2}$. In all other cases the reward is zero. An episode denotes the trajectory roll-out from initial robot placement until one of the termination criteria is satisfied. All three reward criteria are also episode termination criteria.

IV. DEMONSTRATION AND TRAINING ENVIRONMENT

We first introduce the advances on the VR interface, in which a human user teaches personal navigation preferences to a robot - now under dynamic motion. Subsequently, the learning environment and navigation task are presented.

A. Simulator and Robot

To teach and train our navigation controller in a more realistic environment with RL, we use the iGibson simulator [19] that provides a set of interactive indoor scenes and a VR interface that we used for immersive demonstration. iGibson renders the robot’s vision sensors, which serve as input to our perception pipeline during training. Its underlying physics engine is Pybullet [20]. We focus on the differential-wheeled robot Kobuki Turtlebot 2. Generally, our approach is applicable to other robots with similar control modalities. The Turtlebot’s control limits lie at $v \in [0, 0.5]$ m s$^{-1}$ forward and $\omega \in [-\pi, +\pi]$ rad s$^{-1}$ angular. Inspired by the Intel Realsense D455 depth camera, the robot features a forward facing depth-camera with a 87$^\circ$ horizontal FOV. The depth-sensing range is limited to 6 m, which is equivalent to a temporal foresight of 12 s at the Turtlebot’s maximum forward velocity. As there is no sensor facing backward to sense rear obstacles, the Turtlebot is not allowed to drive backward.

B. Collecting and Processing Demonstration Trajectories

In the VR preference collection procedure, the demonstrating user can now move and teach dynamic situations, as compared to [2]. To demonstrate, the user firstly familiarizes him/herself with the environment in VR. Subsequently, he/she demonstrates a trajectory for the robot by drawing it onto the floor using the beam-emitting handheld controller, see Fig. 1. There is no preset goal for the robot in the demonstration scene, so the user can demonstrate preferences in any direction. The goal location will automatically be set to the end of the demonstration trajectory. As the robot executes the trajectory from analytically computed action commands, the evolution of the human position and orientation is recorded from the wireless head-mounted display’s location. So to complement the demonstration with his/her movement, the user can walk freely in the scene while the robot navigates. Just like the robot’s trajectory, also the human trajectory is converted into a spline representation to be replayed during training and when the state-action pairs for the demonstration buffer are subsequently recorded. In a last step, the user can step aside and observe the moving robot and human 3D mesh from a third-person perspective. The demonstrations are double-checked for any collisions that would result in negative rewards upon replay to the demonstration buffer to ensure their quality for the learning process.

The conducted user study in our previous work [2] has shown great acceptance of the VR interface and perceived navigation comfort of the learned controller. In this work, we focus on the development and evaluation of a depth vision-based perception pipeline. For this study, we recorded dynamic and static navigation scenarios by ourselves. The dataset contains nine scene configurations, with around three demonstration trajectories each.

C. Navigation Task and Training

We train our navigation controller on a set of interactive iGibson scenes and demonstration scenarios. Start and goal location of the robot are randomly sampled in the same room, while ensuring a goal distance $d_G$ between $1.5 \text{ m} < d < 6 \text{ m}$, equivalent to the depth sensing range.

To simulate the human in the scene, four different behaviors modes are sampled: 1) Human walks in the opposite direction from the robot’s goal to its start on an A* path, thus encountering the robot. 2) Random human start and goal location. 3) The human is static. 4) No human in scene. 5) Human moves according to recorded demonstrations. For modes 1+2, the human speed is sampled from a standard distribution $N(\mu = 0.5 \text{ m s}^{-1}, \sigma = 0.3 \text{ m s}^{-1})$.

Lastly, we randomize over a set of iGibson scenes during training and change scenes every 50 episodes.

Before training begins, the experience buffer is initialized with $5 \times 10^5$ samples by executing randomly sampled actions. An overview on all relevant and experimentally obtained training parameters can be found in Tab. I.

V. EXPERIMENTAL EVALUATION

This section highlights the performance of our learned preference-reflecting navigation controller under different configurations. A qualitative analysis in Sec. V-B showcases and discusses the navigation behavior on a set of selected scenes. This is followed by a quantitative analysis targeting the robustness with success metrics in Sec. V-C. Lastly in Sec. V-D, we introduce a customized Fréchet similarity metric to quantify the quality of preference reflecting navigation behavior with respect to the demonstrations.
The robot’s learned navigation behavior (blue lines) for scenes, where preferences were demonstrated (rows 1-4) and perception as well as learning configurations (columns A-D) are depicted. For all scenes, one demonstrated navigation preference is shown (orange). The human (red) is either static (red circle) or moving through the scene (red arrow). Goal (blue star) and start location (black dot) are either taken from the demonstration trajectory or sampled equivalently in the room across all configurations. Whenever the human is in the RGB-D camera’s FOV, the robot trajectory is shaded in red. In short, the VAE-HA approach (A) exhibits navigation behavior which is the closest to the demonstrated preferences. As the human-detection is turned off on the VAE-HU (B) and no human pose is provided to the controller, the robot performs less pronounced avoidance (B1 vs. A1). In contrast, the VAE-ND controller trained without any demonstration data (C) rather reflects a shortest path driving behavior. In the most challenging scene (3) LSTM-HP (D) and VAE-ND (C) fail, where approach VAE-HA (A3) shines.

A. Perception Pipeline Configurations

We first evaluate different perception pipeline and learning configurations against each other, compare Fig. 4A-D and Fig. 7A-C. Their key differences lie in the state space as input to the RL policy.

The standard human-aware VAE-HA (Fig. 4A) state space configuration S-VAE contains the current latent depth encoding, goal position, the human presence binary and human position: $s_{VAE-HA}^{t=\tau} = (l_t, d_G^{t=\tau}, \Delta \alpha_G^{t=\tau}, k_t^H, d_t^H, \Delta \alpha_t^H)$.

The human-unaware VAE-HU (Fig. 4B) is the same controller as the VAE-HA, but the human detection in the robot’s field of view is disabled during evaluation.

The no-demonstration VAE-ND controller does not rely on the learning architecture as shown in Fig. 2. It has neither a demonstration buffer, nor a behavioral cloning loss, making it a standard TD3 architecture. Therefore, it has learned its navigation behavior without user demonstrations.

The human-prediction LSTM-HP (Fig. 4D) state space configuration S-LSTM is similar to S-VAE, except for the additional prediction of the next human position: $s_{LSTM-HP}^{t=\tau} = (l_t^{VAE-HA}, d_t^{t+1}, \Delta \alpha_t^{t+1})$. Therefore, S-LSTM provides a dynamic scene information by predicting the human movement.

Our ablation study introduces two more configurations, see Sec. V-E: VAE-FOV-120 implements a widened FOV at

---

**Table 1. Notations and Training settings.**

| Notation | Value Description |
|----------|------------------|
| $\beta$  | 3 Weighting factor of the VAE’s KL-divergence |
| $N_{ep}$ | 150 Maximum number of steps per episode |
| $B_E$    | $2 \times 10^5$ Experience replay buffer size |
| $b_E/D$  | 64 Batch size of experience/demo data |
| $\gamma$ | 0.99 Discount factor |
| $\sigma_{\epsilon \tau}$ | 0.2 Std. deviation of exploration noise $\epsilon_t$ |
| $\sigma_{\epsilon \theta}$ | 0.05 Std. deviation of target policy noise $\epsilon_\theta$ |
| $\lambda_{RL}$ | 30/4 Weighting factor of RL gradient on actor |
| $\lambda_{BC}$ | 10/4 Weighting factor of BC loss gradient on actor |

---
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120° over the standard 87°, as it can be found on wide-angle depth cameras such as the Microsoft Azure Kinect. VAE-HA discards the goal distance $d_G$ from the state space.

**B. Qualitative Navigation Analysis**

Fig. 4 shows the learned navigation behavior of our controller and highlights resulting differences between the perception pipeline configurations introduced above.

In Fig. 4.1, the human is static and located at the couch. The robot's start location is randomized, while keeping the goal at the end of the demonstration trajectory. As the robot traverses the living room, it shall navigate on the opposite side of the room close to the dining table and along the cupboard. With VAE-HA, the robot learned to navigate closely to the demonstrated preference. It exhibits a similar, smooth, S-shaped curve while passing by the couch. Interestingly, only little difference in the robot's overall trajectory shape can be observed between VAE-HA and VAE-HU (Fig. 4.A1+B1). Here, a few trajectories traverse closer to the human (red dot). So even though the human is not explicitly observed in the state space of VAE-HU, its overall approaching behavior to the human still reflects demonstration patterns. A possible explanation is the agent's anchoring of behavior to the overall scene layout, rather than the human position. Note that the robot trajectories are shaded in red in Fig. 4, whenever the human is observed on the FOV.

Located at the desk in Fig. 4.2, the static human prefers the robot to take a wide turn as it leaves the corner next to the desk. In this scenario, the navigation behavior among all configurations except VAE-ND is mostly reflecting the wide turn, where VAE-ND cuts short on the wide turn as expected.

In Fig. 4.3, the moving human encounters the robot with an opposite direction of travel at the living room's suite. As a preference, the robot should take a wide turn of avoidance around the armchair to make space for the approaching human. Among all controllers but VAE-HA, the navigation of the situation is challenging, leading to collisions around the armchair's corner. While LSTM-HP fails to exhibit the demonstrated behavior in this scenario, VAE-HA and -HU display successful preference-like behavior in most cases.

As the human walks out of the room in Fig. 4.4, the robot enters. Upon detection of the approaching human, the robot shall take a left turn and make room for the human to pass. Afterwards, the robot can continue traversing the living room to its goal. In this scenario the effect of demonstration trajectories strikes: The VAE-ND controller without access to demonstrations mostly exhibits direct goal-oriented, straight-path navigation. Interestingly, the same applies for the LSTM-HP controller, while it exhibits superior collision avoidance towards the approaching human over VAE-HA, though with some reduction in preference reflection.

Qualitatively speaking, the VAE-HA configuration results in the best-performing personalized robot navigation controller. Interestingly, the LSTM-HP configuration does not seem to provide a significant improvement compared to VAE-HA in most cases, but presumably at the cost of weaker preference reflection, compare Sec. V-D.

![Fig. 5](image_url)  
Fig. 5. The performance of the different controllers is averaged over all demonstration scenarios and other scenes. For each combination of scene, human behavior modes, and demonstration preferences (if available), 50 trajectories were generated. “Random behavior” refers to behavior modes 1-4, while “demo behavior” refers to mode 5, both evaluated with controller VAE-HA. The success rates are shown on the plotted bars.

**C. Quantitative Analysis: Robustness**

Fig. 5 shows the performance of our different controller setups and human behavior modes (see Sec. IV-C) in terms of success rate, collision rate, and timeout rate. We determine the demonstration-aware VAE architectures (VAE-HA, -HU, -ND) most capable of avoiding collisions with scene objects and the dynamic user. Both the VAE-ND without demonstration access and the LSTM-HP controller perform worse than the demonstration-based VAE architectures. Regarding different human behavior sampling modes (Sec. IV-C), as expected the demonstration-related mode 5 perform best. We can also conclude from VAE-FOV-120 that increasing the RGB-D camera’s field of view, e.g., for better perception of pedestrians approaching from the side, does not lead to better collision avoidance. Generally, we observe more collision than timeout events. This could be a consequence of the agent being encouraged to drive by the behavioral cloning loss from demonstration data.

**D. Quantitative Analysis: Preference Reflection**

To quantify how closely the individual controllers reproduce the demonstrated preferences, we use the Fréchet distance between the navigation and demonstration trajectories. The Fréchet distance $F(A, B)$ measures the similarity of two trajectories $A$ and $B$ [21], by calculating the minimum value of the maximum distance between points on two curves or ordered points as $F(A, B) = \inf_{\alpha, \beta} \max_{t \in [0, 1]} \|A(\alpha(t)) - B(\beta(t))\|$. The order of points is taken into account with all possible reparameterizations $\alpha$ and $\beta$ of the curves, respectively. We leverage the Fréchet distance not only to compute the similarity, but to estimate and quantify the point along the robot trajectory, where the robot significantly starts to deviate from the preference trajectory, as described below. An example of this procedure is shown in Fig. 6a and 6b on a given set of trajectories. Firstly, the Fréchet distance is computed as a function of the considered fraction $t \in [0, 1]$ of the partial robot navigation trajectory $A[0, t]$ as

$$f(A, B, t) = \inf_{t' \in [0, 1]} F(A[0, t], B[0, t']) \quad (3)$$

Secondly, a trade-off cost $C_{\varphi}(t)$ between $f(A, B, t)$ and $t$ is computed as $C_{\varphi}(t) = \cos(\varphi)F(A, B, t) + \sin(\varphi)t$, where...
Fig. 6. Visualization of our deviation-aware Fréchet metric $f(A, B, t^*)$. a) The robot follows the demonstrated path up to the deviation point $t^*$. Only up to this point we can reasonably compute a similarity between both trajectories. b) The deviation point $t^*$ is determined by the sudden increase in the Fréchet distance between demonstration and $t$-partially considered navigation trajectory via a cost function. c) With regards to all scenarios and trajectories in Fig. 4, the distribution of $t^*$ is shown. d) Consequently, the deviation-aware Fréchet metric $f(A, B, t^*)$ is computed, pointing towards the best and worst preference reflecting controller, VAE-HA (A) and LSTM-HP (D), respectively.

$\varphi = \frac{1}{2} \pi$. Thirdly, we define the deviation point $t^*$ on trajectory $A$, where $\min_{t \in [0,1]} C_{\varphi}(t)$. In other words we estimate the point along the robot trajectory $t^*$, when $f(A, B, t)$ starts to continuously increase as the robot leaves the demonstrated path to pursue a goal aside the preference path. Finally, we can determine, how closely the robot navigated along the demonstration trajectory up to the deviation point $t^*$, by evaluating $f(A, B, t^*)$. We call $f(A, B, t^*)$ the deviation-aware Fréchet distance. In Fig. 6a+b the deviation point is marked in both plots.

By applying our metric we solve the problem of either non-matching start or goal point between navigation and demonstration trajectory for a classical Fréchet analysis. For those cases it would be pointless to quantify the similarity of both full-length trajectories with the plain Fréchet distance, as the deviation either at the end (same start) or at the beginning (same goal) would overshadow any measurable similarity. Our deviation-aware Fréchet metric $f(A, B, t^*)$ calculates the Fréchet distance in an isolated manner on trajectory segments, among which similarity can be expected. When the end-points are close instead of start points such as in Fig. 4.1, the metric is applied on the reversed trajectories $A$ and $B$.

We apply our deviation-point Fréchet metric to all navigation scenarios in Fig. 4. On the one hand, we evaluated the deviation point $t^*$ in Fig. 6c and the corresponding deviation-aware Fréchet distance $f(A, B, t^*)$ in Fig. 6d. We find the majority of navigation scenarios in Fig. 4.1-3 to fully follow the demonstration trajectory, which manifests in a deviation point $t^*$ close to 100%. This is especially true for Fig. 4.3, where start and goal of navigation and demonstration overlap. For the dynamic room entrance (Fig. 4.4), the robot’s deviations from the demonstration path in favor for aside or further in the room positioned goals reflect in a lower distribution of $t^*$, see Fig. 6c.4A-D. However, no obvious difference in $t^*$ can be observed when comparing the controller configurations, see Fig. 6c.A-D. Interestingly, a clear difference in the deviation-aware Fréchet distance for the controller configurations can be found, see Fig. 6d. Over all four navigation scenarios, controller VAE-HA (A in Fig. 6d and Fig. 4) exhibits the smallest deviation-aware Fréchet distance between preference and resulting navigation. As expected, the worst preference-reflection can be assigned to the plain TD3 architecture without demonstration access VAE-ND (C in Fig. 6d and Fig. 4).

E. Ablation Study

Finally, we perform an ablation study to investigate effects of an increased camera field of view (Fig. 7.B) and the removal of the goal-distance from the state space (Fig. 7.C). In the given scenarios, VAE-FOV-120 rather deteriorates the collision avoidance capabilities. This is in line with the obtained overall performance results, see Fig. 5. Removing the goal distance (VAE-NG) interestingly does not deteriorate the performance, but also results in robust and preference-reflecting navigation.

Demonstrating the ability for generalization, in Fig. 7.D we showcase a scenario where humans follows an A* path in the opposite direction to the robot (compare behavior mode 1 in Sec. IV-C). In most cases, the robot intuitively gives way to the approaching human.

To learn which features of the environment the agent uses for navigation and preference reproduction, we removed either the human, furniture, or both from the scene, see Fig. 7.E-H. Interestingly, as no human approaches from behind the armchair (Fig. 7), the robot navigates closer to the chair with similar trajectory shape. As all furniture is removed from the scene (Fig. 7.G), the robot either exhibits preference navigation or a shorter path on the other side of the approaching human. With everything removed (Fig. 7.H), the small deviation around the human collapses to a shortest path on most trajectories. Here, the deciding factor might be the initial orientation. But also when neither human or furniture are part of the scene, the robot is able to reflect preferences. We attribute this behavior to the walls and room layout that are still observable for the robot, or the learned guidance by relative goal position in the state space.

VI. Conclusion

To summarize, we presented a learning approach to personalized navigation based on depth vision. As demonstrated with our results, we successfully learned a personalized navigation controller that reflects user preferences from few VR demonstrations in dynamic human-robot navigation scenarios. While various configurations have been tested, the extensive analysis points towards a pure VAE perception architecture for the best results. Interestingly, including the motion predictor did not significantly improve the navigation performance or preference reflection. Alongside the analysis, we have also developed and successfully applied a new
metric that allows to quantify the quality of preference-reflection during navigation. In conclusion, our research has demonstrated the feasibility of personalized robot navigation utilizing depth vision sensors and presents a promising avenue for further development.
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