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ABSTRACT

For an autonomous robot to move safely in an environment where people are around and moving dynamically without knowing their goal position, it is required to set navigation rules and human behaviors. This problem is challenging with the highly stochastic behavior of people. Previous methods believe to provide features of human behavior, but these features vary from person to person. The method focuses on setting social norms that are telling the robot what not to do. With deep reinforcement learning, it has become possible to set a time-efficient navigation scheme that regulates social norms. The solution enables mobile robot full autonomy along with collision avoidance in people rich environment.
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INTRODUCTION

Autonomous Navigation in a highly stochastic environment is bound to uncertainty with the prediction of future behavior in a multi-agent system. Sensor fusion is again a challenging task that involves the coupling of different sensors for object detection and smooth movement of the robot (Bai et al., 2015).

This paper deals with a strong foundation of mapping, localization, and path planning with a deep reinforcement learning method having multiple agents (Kim et al., 2014). Autonomous navigation problem having a set of challenges which includes an ever-changing environment, prediction of people’s behavior while moving, avoiding obstacles, etc. While predicting people’s behavior, it is essential to bound the scope with simple kinematics and impose rules for avoiding collision amongst the agents (Helbing et al., 1995).

LITERATURE SURVEY

Deep Reinforcement Learning in ROS

Deep reinforcement learning is a combination of deep learning and reinforcement learning. It allows robots to achieve a high degree of autonomy of exploration and navigation (Kim et al., 2016). There
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are two approaches in deep reinforcement learning mainly (a) Model-based learning (b) Value-based learning. This work focuses on value-based learning, this value decides the next action be taken (Unhelkar et al., 2015).

Figure 1 illustrates the workflow of memory-based deep-reinforcement learning model, where the input is through the sensor database on the depth and range sensing (Gohane & Khekare, 2015). Along with it, autonomous exploration is based on Markov Decision Process (Trautman, 2015). Using DRL it learns to take the optimal decision at time \( t \) in a safe state (Kretzschmar et al., 2016). The decision will be taken according to the policy learned by the algorithm. It uses a socially aware collision avoidance algorithm using deep reinforcement learning (Berg et al., 2011).

Where a multi-agent collision avoidance problem is addressed as a sequential decision-making problem in the reinforcement learning framework (Khekare, 2014). Where the agent’s position, velocity, and size is described by a set of states. Also inducing social norms for example the distance to the other agents is taken into consideration. Previous works have reported that the teleoperation of a robot bound to be cooperative and time-efficient (Khekare & Janardhan, 2017).

To solve the problem of collision avoidance, it performs multi-agent value training on a two-agent network, but the drawback of their system is, it can- not be scalable to more than two agents (Khekare et al., 2020). Whereas social norms of the agent’s environment are taken into consideration by the SA-CADRL algorithm (Mehta et al., 2016). Whereas some papers discuss the social force model for pedestrian dynamics. It uses the Deep Q Network (DQN) which is a combination of deep learning and Q-learning thinking is drawing attention as a reinforcement learning algorithm (Berg et al., 2008).

**METHODOLOGY**

Our Strategy is divided into four parts including Mapping, Localization, Path Planning, and collision avoidance.

**Mapping**

Mapping is the process of building a map of the floor or the environment where the robot is in tented to move. The map is the representation of the environment created from sensor readings of the robot, here the LIDAR sensor is used based on lased guided navigation (Kim et al., 2018). For mapping turtle, bot navigation package in ROS is used, along with mapping package of gazebo simulation. To map the robot teleop is used so that the robot should the complete floor. Illustrated in Figure 2 and Figure 3.

![Figure 1. Schematic of Deep reinforcement learning model](image-url)
Localization
In Autonomous Navigation robot has to locate its position concerning the environment, so that is can easily move towards its goal position (Khekare et al., 2019). Localization is the method to find out where the robot is concerning the map. Gazebo AMCL package is used for localization along with turtle bot navigation stack, Illustrated in Figure 4. To view the localization of the robot, RViz visualization package of ROS is used (Chen et al., 2017).

Obstacle Avoidance
Obstacle avoidance is the method which updates real-time data from sensors if some sudden change in the environment happens or some new agent or object comes in, it considers it as an obstacle and tries to change its path (Fox et al., 1997). As illustrated in Figure 5, a new object is spawned into the environment as an obstacle and the robot is trying to avoid it.
Path Planning

Deep reinforcement learning is used as a base algorithm for path planning inside the navigation stack of the ROS framework (Ferrer et al., 2013). Navigation stack is a set of ROS nodes and algorithm which are used to autonomously move the robot (Dooraki et al., 2018). It will take as input the current location of the robot, desired location (goal pose), the Odometry data of the robot (wheel encoders, IMU, GPS), and LIDAR. Illustrates the path planning by the robot in Figure 6.

The main purpose of the ROS distribution package is to move the robot from the starting position to the goal position, without causing collisions with the environment (Ferrer et al., 2014). The ROS Navigation package comes with the introduction of a few navigation-related algorithms that can easily facilitate the use of automation in mobile robots (Phillips et al., 2011). The user only needs to feed the target position of the robot and robot Odometry data from sensors such as wheels, IMU, and GPS, as well as other sensor data sources such as laser scanner data or 3D point cloud from sensors such as Kinect. Navigation Package Release will be the velocity commands that will move the robot to the given point as shown in Figure 7.
Proposed Path Planning Solution

The path planning algorithm framed as socially aware deep reinforcement value learning on the multi-agent environment (SADRVLM). The drawback of CADRL is that the neural network cannot be scaled on more that to agents. SADRVLM uses a shared weight policy by which it can get a multi-agent value network more than two agents. Weights are shared and scaled followed by max-pooling layer for feature aggregation. The Rectified Linear Unit (Relu) is being used as the non-linear activation function in the hidden layers.

The SADRVLM algorithm initializes the value net by training on A-agents trajectory data set through NN-regression as illustrated in Figure 8. A value neural network provides policies and trajectories from random test cases. It transforms these trajectories into the state-value pair also account for them as experience set E, Eb. Now, it takes the portion of state-value pair sampled from E, Eb. And performs an update on value network using the back-propagation technique. This process is repeated on all the pre-specified number of episodes.
RESULTS
Computational Details
The A-Agent SADRVLML network is trained in real-time access. Building the system with an i7 CPU with 4GB of GPU memory, Python’s use of a five-agent SADRVLML policy takes an average of 15ms for each query receiving the appropriate action. The training took 6 hours to receive 2,000 training sessions. The five-agent system took longer to train because its space was much larger than that of the two-agent system in CADRL. The training process was repeated many times and all runs to the same policy - indicating the appropriate social goals for all test cases in the test set.

CONCLUSION
This paper presents the implementation of Autonomous Navigation using deep reinforcement learning in a ROS framework. The process navigating the robot autonomously in the highly stochastic environment starts from mapping the environment, localization of the robot concerning the environment, then which is the desired action to be taken to reach to the goal position avoiding the obstacles along the way for this step Deep reinforcement learning technique is used based on Markov decision process, an actor-critic method involved specifically our proposed socially-aware deep reinforcement value learning algorithm is used giving the most probable action based on multi-agent environment moving around without having any prior knowledge of their behavior. The approach is successfully demonstrated in the Gazebo simulation environment and RViz visualization tools.

In future works, planning to make the deep learning model light enough which can be run on cloud architectures is there also and on edge devices along with adding more capability to its prediction efficiency.
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