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Abstract

In a dialogue system, the dialogue manager selects one of several system actions and thereby determines the system’s behaviour. Defining all possible system actions in a dialogue system by hand is a tedious work. While efforts have been made to automatically generate such system actions, those approaches are mostly focused on providing functional system behaviour. Adapting the system behaviour to the user becomes a difficult task due to the limited amount of system actions available. We aim to increase the adaptability of a dialogue system by automatically generating variants of system actions. In this work, we introduce an approach to automatically generate action variants for elaborateness and indirectness. Our proposed algorithm extracts RDF triplets from a knowledge base and rates their relevance to the original system action to find suitable content. We show that the results of our algorithm are mostly perceived similarly to human generated elaborateness and indirectness and can be used to adapt a conversation to the current user and situation. We also discuss where the results of our algorithm are still lacking and how this could be improved: Taking into account the conversation topic as well as the culture of the user is likely to have beneficial effect on the user’s perception.

1 Introduction

In a dialogue system (DS), the dialogue manager (DM) is responsible for choosing the system’s contribution to a conversation. Several studies (e.g. (Ultes et al., 2015; Bertrand et al., 2011; Jaksic et al., 2006; Partala and Surakka, 2004)) show that adjusting the system’s behaviour to the user can improve the user experience. To enable such adaptivity, the system needs several possible dialogue actions from which to choose. Often, those system actions are predefined manually. Hence, the amount of variants that the DM can choose from to adapt the system behaviour is limited by conversational skills, creativity and time of the person responsible for creating those actions. Foreseeing every possible situation the DS could find itself in and coming up with multiple viable system actions while considering possible types of users and their preferences in a conversation is demanding work. Approaches to the automatic generation of system actions, such as (Kadlec et al., 2015), have been presented to facilitate that process. However, those approaches often consider only system actions that are necessary from a functional point of view. There is no variety of system actions produced that would enable the DM to adapt to specific users characteristics or preferences. However, automatically generating variants of system actions can greatly increase the adaptability of a DM and thereby improve the user experience.

Studies (e.g. (Miehle et al., 2016; Pragst et al., 2017)) have shown that elaborateness and indirectness can be useful in adaptive DM. Here, elaborateness refers to the amount of additional information provided to the user and the level of indirectness describes how concretely information is addressed by a speaker. We have proposed the automatic generation of elaborateness and indirectness in (Pragst et al., 2016). In this work, we introduce an algorithm that, given a core statement on a semantic level, automatically creates more elaborated or indirect versions of that statement by retrieving semantic content from a knowledge base (KB) and assessing its relevance to the original
statement. Additionally, we ascertain that elaborateness and indirectness are suitable options for providing adaptability to the DM, and that our automatically generated system actions are mostly perceived similarly compared to human instances of elaborated and indirect statements. We further examine the circumstances under which the perception of automatically generated system actions deviates from human ones and discuss how to improve our algorithm based on those insights.

The remainder of the paper is structured as follows: In Section 2, we discuss related work. Section 3 gives an overview of the DS our approach is employed in. Our algorithm for the automatic generation of elaborateness and indirectness is presented in Section 4 and evaluated in Section 5. Finally, we draw a conclusion in Section 6.

2 Related Work

Adaptive DMs can be beneficial to the user experience (Ultes et al., 2015; Bertrand et al., 2011; Jaksic et al., 2006; Partala and Surakka, 2004) and has been implemented in a number of DMs (e.g. (Gnjatović and Rösnér, 2008; Ultes and Minker, 2014; Rieser and Lemon, 2011)). Often, adaptive DMs consider user characteristics such as culture (Aylett and Paiva, 2012; Mascarenhas et al., 2013) or emotion (André et al., 2004; Gnjatović and Rösnér, 2008; Pittermann and Pittermann, 2007). Komatani et al. (2005) use the amount of information presented as adaptation mechanism to the user’s knowledge and the degree of urgency. Such architectures provide the decision making process necessary for choosing the best suited system action. However, they depend on the availability of suitable system actions to perform optimally.

To facilitate the process of defining system actions, efforts have been made to model dialogues automatically, e.g. (Beveridge and Fox, 2006; Kadlec et al., 2015; Zhai and Williams, 2014; Niraula et al., 2014). Those approaches are mostly focused on functional system behaviour. Only system actions that are necessary to solve a task are defined, limiting the possibilities for adaptation. Our goal is to generate variants of system actions that address the same functionality, and thereby increase the adaptability.

Our efforts to generate variants of system actions is paralleled by a number of tasks in the area of natural language generation. Natural language generators produce human-readable sentences from a more structured representation. With regard to surface realisation, one characteristic of good generators is their ability to provide variation in the generated sentences, which has been explored, among others, by Wen et al. (2015). With a similar goal, efforts towards the paraphrasing of sentences have been made (e.g. (Kozlowski et al., 2003; Langkilde and Knight, 1998)). Those approaches provide variation at the word level and preserve the semantic content of a sentence. They are complemented by our approach that focuses on variations of the semantic content of a system action. The content selection task is concerned with choosing relevant information that is to be communicated in the generated text, often with the goal of creating summaries (e.g. (Duboue and McKeown, 2003; Barzilay and Lapata, 2005)). While this research area certainly provides important insights to the generation of elaborateness, they need to be considered with respect to the peculiarities of dialogue. Instead of providing an overview over the most important information in a larger amount of data, the goal of our work is to augment an already determined piece of information with relevant further information. Hence, content selection is more concerned with filtering information, while our approach focuses on adding information.

3 System Architecture

We embed our approach to the generation of elaborateness and indirectness into an existing DS, the KRISTINA system (Wanner et al., 2016; Meditskos et al., 2016). It is employed in the healthcare domain, with the overarching goal to support immigrants with health-care related issues in a socially competent manner. To enable a deeper understanding of the workings of the proposed algo-
algorithm, this section presents the system architecture of KRISTINA. A graphic representation of the relevant parts can be found in Figure 1.

The KRISTINA system does not rely on predefined system actions. Instead, a knowledge integration component (KI) (Meditskos et al., 2017) is responsible for interpreting the user request and searching a KB for the required information. The information retrieved from the KB is represented as RDF triplets. RDF triplets consist of subject, predicate and object and are used to describe the relationship between objects, e.g. (s:mother, p:is_from, o:Berlin). As a result of this representation, system actions are given as a set of RDF triplets that represent the semantic content to be conveyed to the user. A language generation component (Bouayad-Agha et al., 2012) transfers those RDF triplets into sentences.

To enhance our system from a purely functionally oriented DS to a user oriented DS, our goal is to transform the RDF triplets retrieved by the KI in a way that makes them either more elaborated or more indirect, while preserving the original meaning. Thereby, the DM has more choices than just the functional answer to the user question. The KB employed by the KI is utilised to gather suitable RDF triplets for the new system action variants. Newly created system actions can be transformed to sentences by the language generation in the same manner as the output from the KI.

4 Generation of Elaborateness and Indirectness

The starting point for both the generation of elaborateness and indirectness is the set of RDF triplets that was selected to answer the user request by the KI. We call this set the core statement. To generate a more elaborated version of the core statement, further RDF triplets that are relevant to the core statement are added. To achieve a more indirect variant, the core statement is omitted from the system response and instead a set of RDF triplets that is closely related to it is used. This process is divided in two parts: the acquisition of relevant RDF triplets from the KB and the assessment of those triplets to find the ones most suitable with regard to the core statement. In the following, the procedure is described in more detail.

4.1 Acquisition of Semantic Content

To avoid having to assess every RDF triplet stored in the KB with regard to its relevance to the core statement, triplets that are connected to the core statement are preselected. The pseudocode for this process is depicted in Algorithm 1. For every triplet in the core statement, the KB is searched for all further triplets that contain either its subject, predicate or object. Exemplary, if (s:mother, p:is_from, o:Berlin) is part of the core statement, the triplets (s:Berlin, p:is_in, o:Germany) and (s:mother, p:has_age, o:42) could be retrieved from the KB. This process is repeated for the newly gathered triplets to find further candidates. The number of iterations is determined by the desired level of elaborateness. The higher the targeted elaborateness, the more iterations are performed. A further parameter is used to adjust the level of indirectness. It determines the number of iterations that have to be performed before a triplet can be added to the final system action. If a triplet is encountered before sufficient iterations have been performed, it can be used to find further triplets, but is not allowed as part of the final system action. If an elaborated, but direct answer is desired, this parameter is set to 0. After gathering potential RDF triplets as candidates, the next step is to assess their relevance to the core statement.

| Algorithm 1: Pseudocode for the acquisition of RDF triplets from the KB. |
|---|
| **Data:** | coreStmt, the set of RDF triplets selected by the KI|
| | spo, a function that relates each triplet to the set of its subject, predicate and object|
| | maxDist, the maximal number of iterations for the search of the KB|
| | minDist, the minimal number of iterations after which triplets are included|
| | retrAll, a function that retrieves all triplet containing the given resource or predicate from the KB|
| **Result:** | triplets, the set of gathered triplets|
| stmtSet ← coreStmt|
| rmStmt ← ∅|
| if minDist > 0 then |
| rmStmt ← coreStmt|
| for dist = 1 to maxDist do |
| stmtSet ← stmtSet ∪ retrAll(y) |
| if dist < minDist then |
| rmStmt ← stmtSet |
| triplets ← stmtSet \ rmStmt |
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Algorithm 2: Pseudocode for the assessment of semantic content.
\[\text{Data: coreStmt, the set of RDF triplets selected by the KI triplets, the set of gathered RDF triplets nrTriplets, the number of desired triplets, derived from the level of elaborateness } f, \text{ a function to adjust the weight of the individual inputs to the rating }\]
\[\text{Result: addStmt, the set of additional statements chosen }\]
\[\text{addStmt} \leftarrow \emptyset\]
\[\text{while } |\text{addStmt}| < \text{nrTriplets do }\]
\[\text{allStmts} \leftarrow \text{coreStmt} \cup \text{addStmt}\]
\[p \leftarrow \text{getCondProb}(t, \text{allStmt})\]
\[d \leftarrow \text{getDistance}(t, \text{allStmt})\]
\[i \leftarrow \text{getInterrelation}(t, \text{allStmt})\]
\[\text{best} \leftarrow \text{argmax}_{t \in \text{triplets}} f(p, d, i)\]
\[\text{addStmt} \leftarrow \text{addStmt} \cup \text{best}\]
\[\text{triplets} \leftarrow \text{triplets} \setminus \text{best}\]

Algorithm 3: The function that estimates the conditioned probability of a triplet given the core statement.
\[\text{Data: p, the probability function spo, a function that relates each triplet to the set of its subject, predicate and object }\]
\[\text{Function getCondProb}(t, \text{coreStmt})\]
\[\text{return } \frac{\text{mean}_{x \in \text{coreStmt}} \text{mean}_{y \in \text{spo}(x)} \text{mean}_{y \in \text{spo}(t)} p(x,y)}{p(t)}\]

4.2 Assessment of Semantic Content

The overall process to choose triplets for the final system action is depicted in Algorithm 2, with Algorithms 3, 4 and 5 contributing necessary functions. All gathered RDF triplets are ranked with regard to the core statement and those with the highest rank are included in the final system action. After the inclusion of each new RDF triplet, the ranking is repeated. It takes as reference the newly added triplets as well as the core statement. This improves the overall consistency. The number of triplets in the final system action is restricted by the targeted level of elaborateness.

The ranking function \( f \) takes into account several factors: \( p \), the probability for the triplet to occur given the core statement, \( d \), the mean distance between triplet and core statement in the KB, and \( i \), the number of triplets in the core statement related to the triplet. It can be chosen freely to reflect the importance of the individual factors. In our experiments, we choose \( f(p, d, i) = p + 2di \).

The probability for a triplet to occur given the core statement is derived from a corpus of dialogues between humans. An automated mapping of words to the semantic concepts that are used in the KB was performed and this data was used to calculate the probability that two concepts would appear in one dialogue turn as well as the overall probability that a concept would occur in a dialogue turn. From those probabilities, the conditioned probability that the concept of a new triplet will be in a turn if a concept of the core statement occurs in that turn can be calculated, as is shown in Algorithm 3. The mean of all conditioned probabilities between the concepts of the core statement and the triplet that is to be rated is used as input to the ranking.

Pseudocode for the calculation of the mean distance between a triplet and the core statement is given in Algorithm 4. The distance between two triplets in the KB refers to the number of iterations that have to be performed to find one triplet when starting from the other. If the triplet cannot be found due to the elaborateness restriction, a high number is assumed instead. The mean distance between a triplet and the core statement is used as a metric on how closely related they are.

The process to determine the number of triplets a triplet is related to can be found in Algorithm 5. A triplet is related to another triplet of the core statement if the triplet could be reached from it during the acquisition. It can be assumed that a
Algorithm 5: The function that calculates the number of relations between a triplet and the core statement.

Data: spo, a function that relates each triplet to the set of its subject, predicate and object.
maxDist, the maximal number of iteration for the search of the KB.
retrAll, a function that retrieves all triplet containing the given resource or predicate from the KB.

Function getInterrelation(t, coreStmt)

nrRel ← 0
for s ∈ coreStmt do
  stmtSet ← {s}
  for dist = 1 to maxDist do
    stmtSet ← Ux∈stmtSet Uy∈sp(x) retrAll(y)
    if t ∈ stmtSet then
      nrRel ← nrRel + 1
  return nrRel

triplet that is related to the whole core statement is more relevant to the situation than one that is related to part of it.

5 Evaluation

Our approach has been evaluated in an online user study. Participants were asked to rate both human generated (HG) and computer generated (CG) variants of dialogue contributions with regard to the original statement. The research question of the study was twofold: First, to compare the variants produced by our algorithm to HG ones. Second, to show that elaborateness and indirectness have the potential to be used in adaptive DM. In the following, an overview of the participants of the user study, the study design as well as the results are presented. Finally, the findings and their implications for the proposed algorithm and adaptive DM in general are discussed.

5.1 Participants

The study included 21 Japanese and 21 German participants, most of which were between the age of 20 and 30. The 26 male participants slightly outweigh the female participants. The language of the study was English, so to identify potential influences of the individual English reading skill, participants were asked to rate their English skill using either the Common European Framework of Reference for Languages (CEFR), which is often used in Germany to assess language skills, or the Test of English for International Communication (TOEIC), which is more common in Japan. All of the participants reported English reading skills above the beginner level (CEFR: A1/TOEIC reading: 115), with the majority even reporting skills at or above the upper intermediate level (CEFR: B2/TOEIC reading: 385 or better).

5.2 Study Design

The proposed algorithm was evaluated by comparing its results to actual human generated examples of elaborateness and indirectness. To this end, ten elaborated and ten indirect statements were extracted from natural conversations. The conversations take place between caregivers, caretakers and their relatives, with topics ranging from biographical information, eating preferences, health issues to recreational activities. For the extracted statements, the concise/direct version of the statement was determined manually, taking into consideration both previous and following parts of the conversation. Those concise/direct statements are referred to as the original statements for the remainder of the paper. The original statements were transformed into semantic representations of their content and the proposed algorithm was used to produce an altered semantic representation, either aiming to be more elaborated or more indirect. As the performance of our content acquisition and rating component was to be tested, not that of a language generation component, a human transformed the semantic representation of the content into sentences. They were instructed to create simple sentences and only include the information provided by the RDF triplets. Examples

Statement 4
KRISTINA: Your mother is not originally from here? Does she miss Germany sometimes?
TOM (ORIG.): Yes, my mother misses Germany.
TOM (HG): I think my mother misses Germany because most of her relatives and friends are there and when she is there she is able to communicate much better.
TOM (CG): My mother misses Germany. She and my father married there. They immigrated, but they visit Germany. My father is happy.

Statement 6
TOM: Do you know how the weather is going to be?
KRISTINA (ORIG.): It is going to rain this afternoon.
KRISTINA (HG): It is going to rain this afternoon, but it’s not going to be cold, still 20°C.
KRISTINA (CG): It is going to rain this afternoon. It is not going to be cold in the afternoon, 20°C by then. The temperature tomorrow is also going to be 20°C.

Figure 2: Examples for human and computer generated elaborated statements.
Statement 1
TOM: My mother doesn’t speak English very well.
KRISTINA (ORIG.): Can you translate for the nurses?
KRISTINA (HG): If the nurses need someone for translation can they contact you?
KRISTINA (CG): Can the nurses contact you to give them information about your mother?

Statement 6
KRISTINA: How much support does your father need? Can he walk on his own?
TOM (ORIG.): My father needs support walking.
TOM (HG): My father is unsteady and shaky if he has nothing to hold onto. He can do two, three steps if someone holds him.
TOM (CG): My father can do two, three steps if someone holds him.

Figure 3: Examples for human and computer generated indirect statements.

of the resulting sentence pairs can be found in Figure 2 and 3. A full list of the sentences pairs is provided in the additional material.

The study consisted of an online questionnaire, presenting pairs of an original statement and a HG or CG variant of it to the participants. The participants were not made aware that some of the statements were computer generated. Furthermore, the exchanges were presented as human-human instead of human-computer interaction. All participants assessed all HG and CG variants, resulting in 20 evaluated statements pairs for elaborateness and indirectness each. For elaborated variants, the participants were asked how relevant the additional information is. This question was rated on a five point scale from 1 - ‘not at all’ to 5 - ‘very relevant’. For indirect statements, participants rated how easily they could derive the meaning of the original statement from the indirect statement on a five point scale from 1 - ‘it is impossible’ to 5 - ‘it is obvious’. For all sentence pairs, participants were asked to rate which statement they preferred on a 5 point scale from 1 - ‘the original one’ to 5 - ‘the elaborated/indirect variant’.

Apart from the comparison of the generation methods, differences between the nationalities and the individual original statements were also considered. Differing ratings in those areas suggest possible adaptations that may be employed by a DM to cater to different cultures or different situations.

The results for each research question were obtained using a three-way mixed ANOVA.

Figure 4: Comparison of the mean rating and standard error by the generation method used.

| Statement | Japanese HG | CG | German HG | CG |
|-----------|-------------|---|-----------|---|
| 1         | 4.05        | 3.43 | 4.29      | 2.38 |
| 2         | 3.95        | 3.00 | 4.48      | 1.95 |
| 3         | 4.62        | 3.71 | 2.76      | 2.81 |
| 4         | 4.38        | 3.38 | 3.76      | 2.57 |
| 5         | 3.71        | 2.29 | 3.00      | 2.81 |
| 6         | 3.86        | 3.67 | 3.48      | 2.76 |
| 7         | 4.00        | 3.67 | 3.57      | 2.71 |
| 8         | 4.33        | 4.33 | 3.52      | 3.14 |
| 9         | 4.29        | 3.10 | 4.19      | 2.48 |
| 10        | 3.57        | 3.62 | 3.71      | 3.19 |

Table 1: Mean ratings for the question ‘How relevant is the additional information?’.

5.3 Results

Figure 4 depicts the mean and standard error of the rating for each of our research questions. Statistical tests show that HG and CG statements yield mostly similar results. No significant differences between the generation methods can be found for a significance level of 0.05, except for the ease with which indirect statements can be interpreted. Here, CG statements are harder to understand than HG ones. However, this does not significantly influence the preference of participants for either direct or indirect statements. Additionally, we find that nationality and situation influence the rating, suggesting that adapting to them by changing the level of elaborateness and indirectness is viable. Apart from the main factors generation method, nationality and original statement, we also tested for influences of age, gender or proficiency in English on the results of our study but found no significant effects.

In the following, a more detailed description of the results is presented. A complete list of mean ratings for each research question can be found in Tables 1, 2, 3 and 4.
Table 2: Mean ratings for the question ‘Which statement do you prefer?’ (Elaborateness).

| Statement | Japanese | German |
|-----------|----------|--------|
|           | HG       | CG     | HG     | CG     |
| 1         | 3.75     | 2.95   | 4.14   | 2.24   |
| 2         | 3.76     | 2.86   | 4.48   | 1.90   |
| 3         | 3.95     | 3.57   | 2.86   | 2.57   |
| 4         | 4.29     | 2.81   | 3.95   | 2.62   |
| 5         | 3.29     | 2.00   | 2.57   | 2.81   |
| 6         | 2.86     | 2.62   | 3.62   | 2.57   |
| 7         | 3.24     | 1.95   | 3.76   | 2.43   |
| 8         | 3.90     | 3.90   | 3.76   | 3.19   |
| 9         | 3.33     | 3.10   | 4.24   | 2.52   |
| 10        | 4.10     | 3.10   | 4.05   | 3.14   |

Table 3: Mean ratings for the question ‘How easy is it to derive the original meaning?’.

| Statement | Japanese | German |
|-----------|----------|--------|
|           | HG       | CG     | HG     | CG     |
| 1         | 4.19     | 3.24   | 4.81   | 3.00   |
| 2         | 3.33     | 3.14   | 4.24   | 2.86   |
| 3         | 1.67     | 1.19   | 2.29   | 1.00   |
| 4         | 2.67     | 2.19   | 4.28   | 1.71   |
| 5         | 4.00     | 3.48   | 4.76   | 4.38   |
| 6         | 3.86     | 3.31   | 4.62   | 4.24   |
| 7         | 2.81     | 1.81   | 4.14   | 1.71   |
| 8         | 3.29     | 2.71   | 3.95   | 2.38   |
| 9         | 3.00     | 1.38   | 2.90   | 1.05   |
| 10        | 4.52     | 4.10   | 5.00   | 4.38   |

Table 4: Mean ratings for the question ‘Which statement do you prefer?’ (Indirectness).

5.3.1 Impact of Generation Method

The relevance of additional information as well as the user preference for either the original or the elaborated/indirect statement do not show significant differences regarding the generation method with a significance level of 0.05. Only the ease with which the meaning of an indirect statement can be derived is significantly influenced by the generation method ($F(1, 37) = 5.401, p = .026$). This indicates that overall participants perceived HG and CG statements to be similar, but had problems to interpret CG indirect statements. In addition to those results, several significant interaction effects can be found. Those interaction effects offer valuable information about potential improvements that can be made to the proposed algorithm. Hence, they are examined in closer detail in the following.

Significant interaction effects between generation method, nationality and original statement exist for both the relevance of additional information ($F(9, 333) = 2.731, p = .004$) as well as the user preference for either the original or the elaborated statement ($F(9, 333) = 2.486, p = .009$). For both question, several interaction patterns can be observed, depending on the original statement:

Figure 5: Interactions between nationality and generation method for the question ‘Which statement do you prefer?’ (Elaborateness). Different patterns can be found: Nearly no difference between HG and CG, a sharp decline for CG, a sharp decline only for Japanese and a sharp decline only for Germans.

The generation method can have almost no impact or lead to a declining rating from either Japanese, Germans or both, as can be seen exemplary in Figure 5. For some statements, one of the cultures rates the CG statement in a similar manner as the HG one, while the rating of the other culture shows a sharp decline for CG statements. As a consequence of the different perceptions across cultures, it might be beneficial to consider the target culture during the generation process and thereby improve...
its performance. Furthermore, a few original statements receive a worse rating for CG variants than for HG variants by both cultures. This suggests that while the generation of elaborateness often works well, potential for improvements still exists in those cases.

The ease with which the meaning of an indirect statement can be derived depends significantly on the interaction between generation method and nationality \( F(1, 37) = 10.469, p = .003 \). The corresponding interaction pattern is depicted in Figure 6. If the indirect statement is HG, Germans seem to have an easier time to derive the original meaning than Japanese \( (F(1, 37) = 5.547, p = .024) \), who mostly rate this question neutrally. This difference between cultures disappears for CG statements. It is possible that Germans have an advantage with the HG statements, as those statements were extracted from German dialogues and the original statements were derived by a German. Hence, the implicit connections between original and indirect statement could be more obvious to Germans due to a similar cultural imprint. This advantage disappears when the implicit connection between original statement and indirect one is made automatically by an algorithm and therefore foreign to both cultures. This would suggest that an effort should be made to better capture the human approach to generating indirectness and thereby reduce the difficulty of interpreting it. In this endeavour, the target culture needs to be taken into account.

The preference for either the original or the indirect statement is influenced significantly by the interaction between generation method, nationality and original statement \( F(9, 333) = 3.124, p = .001 \). Here, patterns similar to the ones found for the preference regarding elaborated statements can be observed: The generation method can have almost no impact or lead to a declining rating from either Japanese, Germans or both, depending on the original statement. This affirms the potential for improvements regarding the adjustment to the target culture as well as the overall performance.

### 5.3.2 Potential for Adaptation

To ascertain the ability of elaborateness and indirectness to contribute to the adaptability of a DM, we assess the impact of nationality and original statement on user preferences.

A significant interaction effect of nationality and original statement on the preference for either the original or the elaborated statement can be found \( F(9, 333) = 2.578, p = .007 \). As can be seen in Figure 7, Germans seem to be rather indifferent to the level of elaborateness. They mostly rate neutrally. In contrast, a clear distinction between topics can be found for Japanese. They tend to prefer concise statements if the topic of conversation is uncritical, such as the weather or day trips. This can be seen for Statements 5, 6 and 7. When talking about family members, more elaborated statements are preferred. Considering those findings, a culture and situation adaptive DM could utilise elaborateness as means to implement suitable adaptation.

As discussed in Section 5.3.1, there exist significant interactions of generation method, nationality and original statement on the preference of elaborateness/indirectness. If the generation methods are examined separately, the interaction of nationality and original statement still impacts the rating for both elaborateness (HG: \( F(9, 333) = 2.197, p = .022 \), CG: \( F(9, 333) = 2.838, p = .003 \)) and indirectness (HG: \( F(9, 333) = 2.143, p = .026 \), CG: \( F(9, 333) = 1.922, p = .048 \)). This implies that, while nationality and original statement always influence the user preference, the way they impact it is not the same for HG and CG statements. The different interac-

---

**Figure 6:** Interactions between nationality and generation method for the question ‘How easy is it to derive the original meaning?’

**Figure 7:** Interactions between nationality and original statement for the question ‘Which statement do you prefer?’ (Elaborateness).
5.4 Discussion

Overall, CG statements perform well compared to HG ones. However, there are cases when the rating of CG generated statements decreases for one or both of the considered cultures when compared to the HG statement. Therefore, it might be beneficial to consider both nationality as well as the topic of the original statement during the generation of system action variants. Another possibility would be to generate multiple elaborated/indirect variants and let the DM choose the most suitable with regard to the context and culture. Both approaches might improve the results of CG statements in cases where participants rated them worse than HG ones with the current approach.

In our study, the potential for adaptivity that is provided by system actions with different levels elaborateness and indirectness was investigated. For elaborateness, we could show that different preferences exist depending on the culture and original statement. Therefore, it is feasible for an adaptive DM to choose either the elaborated or the concise variant depending on both the culture of the user as well as the current context of the conversation to improve the user satisfaction. Furthermore, our results show that the interaction between generation method, nationality and original statement has an impact on the user’s preference for elaborated/indirect statements. This implies that, while both elaborateness and indirectness can be used for adaptation, the DM should base its dialogue policy on experiences with CG statements instead of HG ones.

6 Conclusion

In this work, an approach to the automatic generation of more elaborated or indirect variants of a system action on the semantic level has been discussed. We proposed an algorithms for the acquisition of semantic data and the assessment of this data with regard to the dialogue contribution under consideration. Furthermore, a user study was performed to investigate the performance of our approach compared to humans and the applicability of elaborateness and indirectness for adaptiveness. The results show that, while the variants produced by the proposed algorithm are often perceived in a similar manner as human generated variants, complex interactions exist with both nationality and topic of the statement. Taking those into account can further improve the performance. Additionally, the study shows that differing preferences across cultures and statements exist and hence can be considered in adaptive DM.

In future work, the presented approach will be integrated into a fully functional DS, including the knowledge integration and language generation components that it relies on. Furthermore, the proposed algorithm will be further improved to better adjust to the user culture and the topic of the conversation.
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