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Abstract. We revisit and extend known bounds on operator-valued functions of the type

\[ T_2^{-z}ST_1^{-1+z}, \quad z \in \Sigma = \{ z \in \mathbb{C} | \text{Re}(z) \in [0, 1] \}, \]

under various hypotheses on the linear operators \( S \) and \( T_j, \ j = 1, 2 \). We particularly single out the case of self-adjoint and sectorial operators \( T_j \) in some separable complex Hilbert space \( \mathcal{H}_j, \ j = 1, 2 \), and suppose that \( S \) (resp., \( S^* \)) is a densely defined closed operator mapping \( \text{dom}(S) \subseteq \mathcal{H}_1 \) into \( \mathcal{H}_2 \) (resp., \( \text{dom}(S^*) \subseteq \mathcal{H}_2 \) into \( \mathcal{H}_1 \)), relatively bounded with respect to \( T_1 \) (resp., \( T_2^* \)).

Using complex interpolation methods, a generalized polar decomposition for \( S \), and Heinz’s inequality, the bounds we establish lead to inequalities of the following type: Given \( k \in (0, \infty) \),

\[
\| T_2^{-z}ST_1^{-1+z} \| \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \leq N_1 N_2 e^{k(\text{Im}(z)) + k \text{Re}(z)(1 - \text{Re}(z)) + (4k)^{-1} (\theta_1 + \theta_2)^2} \\
\times \| ST_1^{-1} \| \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \| S^*(T_2^*)^{-1} \| \mathcal{B}(\mathcal{H}_2, \mathcal{H}_1)^* \|
\]

which also implies,

\[
\| T_2^{-z}ST_1^{-1+z} \| \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \leq N_1 N_2 e^{(\theta_1 + \theta_2) |s(1-x)|^{1/2}} \\
\times \| ST_1^{-1} \| \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \| S^*(T_2^*)^{-1} \| \mathcal{B}(\mathcal{H}_2, \mathcal{H}_1)^* \|
\]

assuming that \( T_j \) have bounded imaginary powers, that is, for some \( N_j \geq 1 \) and \( \theta_j \geq 0 \),

\[
\| T_j^{s \theta_j} \| \mathcal{B}(\mathcal{H}) \leq N_j e^{\theta_j |s|}, \quad s \in \mathbb{R}, \ j = 1, 2.
\]

We also derive analogous bounds with \( \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \) replaced by trace ideals, \( \mathcal{B}_p(\mathcal{H}_1, \mathcal{H}_2), \ p \in [1, \infty) \). The methods employed are elementary, predominantly relying on Hadamard’s three-lines theorem and Heinz’s inequality.

1. Introduction

This paper was inspired by an interesting result proved by Lesch in Appendix A to his 2005 paper [22], dealing with uniqueness of spectral flow on spaces of unbounded Fredholm operators. More precisely, upon a close inspection of the proof.
of [22, Proposition A.1], we derived the following interpolation result in [6] (cf. [6, Theorem 4.1]):

**Theorem 1.1.** Let $\mathcal{H}$ be a separable Hilbert space and $T \geq 0$ be a self-adjoint operator with $T^{-1} \in \mathcal{B}(\mathcal{H})$. Assume that $S$ is closed and densely defined in $\mathcal{H}$, with $(\text{dom}(S) \cap \text{dom}(S^*)) \supseteq \text{dom}(T)$, implying $ST^{-1} \in \mathcal{B}(\mathcal{H})$ and $S^*T^{-1} \in \mathcal{B}(\mathcal{H})$. If, in addition, $ST^{-1} \in \mathcal{B}_1(\mathcal{H})$ and $S^*T^{-1} \in \mathcal{B}_1(\mathcal{H})$, then

$$T^{-1/2}ST^{-1/2} \in \mathcal{B}_1(\mathcal{H}), \quad (T^{-1/2}ST^{-1/2})^* = T^{-1/2}S^*T^{-1/2} \in \mathcal{B}_1(\mathcal{H}). \quad (1.1)$$

Moreover,

$$\|T^{-1/2}ST^{-1/2}\|_{\mathcal{B}_1(\mathcal{H})} = \|T^{-1/2}S^*T^{-1/2}\|_{\mathcal{B}_1(\mathcal{H})} \leq \|ST^{-1}\|_{\mathcal{B}_1(\mathcal{H})}^{1/2} \|S^*T^{-1}\|_{\mathcal{B}_1(\mathcal{H})}^{1/2}. \quad (1.2)$$

Theorem 1.1 was used repeatedly in [6] (in Section 4 and especially, in Section 6). We then announced the present paper in 2010, but due to a variety of reasons, finishing it was delayed for quite a while. We should also mention that in the meantime we became aware of a paper by Huang [14], who proved, in fact, extended, some parts of Lesch’s Proposition A.1 in [22] already in 1988 (we will return to this in Sections 2 and 3).

Given Theorem 1.1, we became interested in extensions of it of the following three types:

- The case of fractional powers of $T$ different from $1/2$.
- General trace ideals $\mathcal{B}_p(\mathcal{H})$, $p \in (1, \infty)$.
- Classes of non-self-adjoint operators $T$, especially, sectorial operators $T$ having bounded imaginary powers.

While interpolation theory has long been raised to a high art, we emphasize that the methods we use are entirely elementary, being grounded in complex interpolation, particularly, in Hadamard’s three-lines theorem as pioneered by Kato [18, Sect. 3], and Heinz’s inequality. In fact, Kato [18, Sect. 3] presents a proof of the generalized Heinz inequality applying Hadamard’s three-lines theorem, and hence the latter is the ultimate ingredient in our proofs.

We continue with a brief summary of the content of each section. One of the principal results proven in Section 2 reads as follows: Assume that $T_j$ are self-adjoint operators in $\mathcal{H}_j$ with $T_j^{-1} \in \mathcal{B}(\mathcal{H}_j)$, $j = 1, 2$, and suppose that $S$ is a closed operator mapping $\text{dom}(S) \subseteq \mathcal{H}_1$ into $\mathcal{H}_2$ satisfying $\text{dom}(S) \supseteq \text{dom}(T_1)$ and $\text{dom}(S^*) \supseteq \text{dom}(T_2)$. Then $T_2^{-2}ST_1^{-2} \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$ defined on $\text{dom}(T_1)$, $z \in \varSigma$, is closable, and given $k \in (0, \infty)$, one obtains

$$\|T_2^{-2}ST_1^{-2}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)} \leq \|ST_1^{-1}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)}^{1-\Re(z)} \|S^*T_2^{-1}\|_{\mathcal{B}(\mathcal{H}_2, \mathcal{H}_1)}^{\Re(z)} \times \begin{cases} e^{k|\text{Im}(z)|^2 + k\Re(z)[1-\Re(z)] + k^{-1}\pi^2}, & \text{if } T_1 \geq 0, \text{ or } T_2 \geq 0, \quad z \in \varSigma, \quad (1.3) \\ 1, & \text{if } T_j \geq 0, \quad j = 1, 2, \end{cases}$$

as well as

$$\|T_2^{-2}ST_1^{-2}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)} \leq \|ST_1^{-1}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)}^{1-x} \|S^*T_2^{-1}\|_{\mathcal{B}(\mathcal{H}_2, \mathcal{H}_1)}^x.$$
as well as
\[ \| T_2^{-z} S T_1^{-1+z} \|_{B_p(\mathcal{H}_1, \mathcal{H}_2)} \leq \| S T_1^{-1} \|_{B_p(\mathcal{H}_1, \mathcal{H}_2)}^{1-x} \| S T_2^{-1} \|_{B_p(\mathcal{H}_2, \mathcal{H}_1)}^x \times \left\{ \begin{array}{ll}
e 2\pi |x(1-x)|^{1/2}, & \text{if } T_1 \geq 0, \text{ or } T_2 \geq 0, \quad x \in [0, 1]. \\
e \pi |x(1-x)|^{1/2}, & \text{if } T_j \geq 0, \ j = 1, 2, \\
1, & \text{if } T_j \geq 0, \ j = 1, 2, \end{array} \right. \]

In our final Section 4 we discuss the extension of (1.3) and (1.4) from self-adjoint to sectorial operators $T_j$, $j = 1, 2$. One of our principal results there reads as follows: Assume that $T_j$ are sectorial operators in $\mathcal{H}_j$ such that $T_j^{-1} \in B(\mathcal{H}_j)$, and that for some $\theta_j \geq 0$, $N_j \geq 1$, $\| T_j^* \|_{B(\mathcal{H}_j)} \leq N_j e^{\theta_j |s|}$, $s \in \mathbb{R}$, $j = 1, 2$. In addition, suppose that $S$ is a closed operator mapping $\text{dom}(S) \subseteq \mathcal{H}_1$ into $\mathcal{H}_2$, satisfying $\text{dom}(S) \supseteq \text{dom}(T_1)$ and $\text{dom}(S^*) \supseteq \text{dom}(T_2^*)$. Then $T_2^{-z} S T_1^{-1+z}$ defined on $\text{dom}(T_1)$, $z \in \Sigma$, is closable, and given $k \in (0, \infty)$, one obtains
\[ \| T_2^{-z} S T_1^{-1+z} \|_{B_p(\mathcal{H}_1, \mathcal{H}_2)} \leq N_1 N_2 e^{k |\text{Im}(z)|^2 + k |\text{Re}(z) (1-\text{Re}(z)) + (4k)^{-1} (\theta_1 + \theta_2)^2 |} \times \| S T_1^{-1} \|_{B_p(\mathcal{H}_1, \mathcal{H}_2)}^{1-x} \| S T_2^{-1} \|_{B_p(\mathcal{H}_2, \mathcal{H}_1)}^x \times \left\{ \begin{array}{ll}
e 2\pi |x(1-x)|^{1/2}, & \text{if } T_1 \geq 0, \text{ or } T_2 \geq 0, \quad x \in [0, 1]. \\
e \pi |x(1-x)|^{1/2}, & \text{if } T_j \geq 0, \ j = 1, 2, \\
1, & \text{if } T_j \geq 0, \ j = 1, 2, \end{array} \right. \]

Moreover, in addition to the hypotheses on $T_j$, $j = 1, 2$, and $S$ mentioned in the paragraph preceding (1.3), let $p \in [1, \infty)$ and $S T_1^{-1} \in B_p(\mathcal{H}_1, \mathcal{H}_2)$, $S^* (T_2^*)^{-1} \in B_p(\mathcal{H}_2, \mathcal{H}_1)$. Then given $k \in (0, \infty)$, one obtains the analog of (1.5) and (1.6) in the form,
\[ \| T_2^{-z} S T_1^{-1+z} \|_{B_p(\mathcal{H}_1, \mathcal{H}_2)} \leq N_1 N_2 e^{k |\text{Im}(z)|^2 + k |\text{Re}(z) (1-\text{Re}(z)) + (4k)^{-1} (\theta_1 + \theta_2)^2 |} \times \| S T_1^{-1} \|_{B_p(\mathcal{H}_1, \mathcal{H}_2)}^{1-x} \| S T_2^{-1} \|_{B_p(\mathcal{H}_2, \mathcal{H}_1)}^x \times \left\{ \begin{array}{ll}
e 2\pi |x(1-x)|^{1/2}, & \text{if } T_1 \geq 0, \text{ or } T_2 \geq 0, \quad x \in [0, 1]. \\
e \pi |x(1-x)|^{1/2}, & \text{if } T_j \geq 0, \ j = 1, 2, \\
1, & \text{if } T_j \geq 0, \ j = 1, 2, \end{array} \right. \]
as well as
\[
\|T_2^{-1/2}ST_1^{-1/2} - T_1^{-1/2}\|_{B_p(H_1, H_2)} \leq N_1 N_2 e^{(\theta_2 + \theta_2)(x(1-x))^{1/2}}
\times \|ST_1^{-1}\|^{-1-x}_{B_p(H_1, H_2)} \|S^*(T_2^*)^{-1}\|^{x}_{B_p(H_2, H_1)}, \quad x \in [0, 1].
\] (1.10)

We note that we permit operators \(T\) in (1.3)–(1.6) to have spectrum covering \(\mathbb{R}\) except for a neighborhood of zero. Thus, our results in Section 4 for sectorial operators \(T\) do not cover the results (1.3)–(1.6).

In conclusion, we briefly summarize the basic notation used in this paper: Let \(H\) be a separable complex Hilbert space, \((\cdot, \cdot)_H\) the scalar product in \(H\) (linear in the second factor), and \(I_H\) the identity operator in \(H\). Limits in the norm topology on \(H\) (also called strong limits in \(H\)) will be denoted by \(\text{s-lim}\). If \(T\) is a linear operator mapping (a subspace of) a Hilbert space into another, \(\text{dom}(T)\) denotes the domain of \(T\). The closure of a closable operator \(S\) is denoted by \(\overline{S}\). The spectrum and resolvent set of a closed linear operator in \(H\) will be denoted by \(\sigma(\cdot)\) and \(\rho(\cdot)\), respectively. The Banach spaces of bounded and compact linear operators in \(H\) are denoted by \(B(H)\) and \(B_\infty(H)\), respectively; in the context of two Hilbert spaces, \(H_j, j = 1, 2\), we use the analogous abbreviations \(B(H_1, H_2)\) and \(B_\infty(H_1, H_2)\). Similarly, the usual \(\ell_p\)-based Schatten–von Neumann (trace) ideals are denoted by \(B_p(H)\), \(p \in [1, \infty)\).

2. Interpolation and some Operator Norm Bounds Revisited

In this section we revisit and extend a number of bounds collected by Lesch in [22, Proposition A.1]:

Through most of this section we will make the following assumptions:

**Hypothesis 2.1.** Assume that \(T\) is a self-adjoint operator in \(H\) with \(T^{-1} \in B(H)\). In addition, suppose that \(S\) is a closed operator in \(H\) satisfying
\[
\text{dom}(S) \cap \text{dom}(S^*) \supseteq \text{dom}(T).
\] (2.1)

In particular, Hypothesis 2.1 implies that
\[
ST^{-1} \in B(H), \quad S^*T^{-1} \in B(H).
\] (2.2)

**Remark 2.2.** (i) In the sequel we will adhere to the following convention: Operator products \(AB\) of two linear operators \(A\) and \(B\) in \(H\) are always assumed to be maximally defined, that is,
\[
\text{dom}(AB) = \{f \in H \mid f \in \text{dom}(B), Bf \in \text{dom}(A)\},
\] (2.3)
unless explicitly stated otherwise. The same convention is of course applied to products of three or more linear operators in \(H\).
(ii) We recall the following useful facts (see, e.g., [11, Theorem 4.19]): Suppose \(T_j, j = 1, 2\), are two densely defined linear operators in \(H\) such that \(T_2T_1\) is also densely defined in \(H\). Then,
\[
(T_2T_1)^* \supseteq T_1^*T_2^*.
\] (2.4)
If in addition \(T_2 \in B(H)\), then
\[
(T_2T_1)^* = T_1^*T_2^*.
\] (2.5)
Theorem 2.3. Assume Hypothesis 2.1. Then the following facts hold:

(i) The operators $T^{-1}ST$ and $T^{-1}S^*T$ are well-defined on $\text{dom}(T^2)$, and hence densely defined in $\mathcal{H}$,

$$\text{dom}(T^{-1}ST) \cap \text{dom}(T^{-1}S^*T) \supseteq \text{dom}(T^2).$$

(ii) The relations

$$(T^{-1}ST)^* = TS^*T^{-1}, \quad (T^{-1}S^*T)^* = TST^{-1},$$

hold, and hence $TS^*T^{-1}$ and $TST^{-1}$ are closed in $\mathcal{H}$.

(iii) One infers that

$T^{-1}ST$ is bounded if and only if $(T^{-1}ST)^* = TS^*T^{-1} \in B(\mathcal{H})$.

In case $T^{-1}ST$ is bounded, then

$$T^{-1}ST = (TS^*T^{-1})^*,$$

and hence necessarily densely defined,

$$T^{-1}S^*T \quad \text{is bounded if and only if} \quad (T^{-1}S^*T)^* = TST^{-1} \in B(\mathcal{H}).$$

In case $T^{-1}S^*T$ is bounded, then

$$T^{-1}S^*T = (TST^{-1})^*,$$

and hence

$$\text{dom}(T^{-1}ST) \supseteq \text{dom}(T^2).$$

Proof. We start by recalling that

$$\text{dom}(T^{-1}ST) = \{ g \in \text{dom}(T) \mid Tg \in \text{dom}(S) \},$$

$$\text{dom}(T^{-1}S^*T) = \{ f \in \mathcal{H} \mid S^*T^{-1}f \in \text{dom}(T) \}. $$

(i) Suppose that $g \in \text{dom}(T^2)$. Then $Tg \in \text{dom}(T) \subseteq \text{dom}(S)$ and hence

$$\text{dom}(T^{-1}ST) \supseteq \text{dom}(T^2).$$

Since $T$ and hence $T^2$ are self-adjoint in $\mathcal{H}$ and hence necessarily densely defined, $T^{-1}ST$ is densely defined in $\mathcal{H}$. The same applies to $T^{-1}S^*T$.

(ii) Applying Remark 2.2(ii), one obtains

$$(T^{-1}ST)^* = (T^{-1}[ST])^* = [ST]^*T^{-1} \supseteq TS^*T^{-1},$$

since $T^{-1}ST$ is densely defined in $\mathcal{H}$ by item (i). To prove the converse inclusion in (2.15), we now assume that $f \in \text{dom}((T^{-1}ST)^*)$ and $g \in \text{dom}(T^2) \subseteq \text{dom}(T^{-1}ST)$. Then

$$((T^{-1}ST)^*f, g)_\mathcal{H} = (f, T^{-1}STg)_\mathcal{H} = (T^{-1}f, STg)_\mathcal{H} = (S^*T^{-1}f, Tg)_\mathcal{H}. $$

Since $\text{dom}(T^2)$ is an operator core for $T$, (2.16) extends to all $g \in \text{dom}(T)$, that is, one has

$$((T^{-1}ST)^*f, g)_\mathcal{H} = (S^*T^{-1}f, Tg)_\mathcal{H}, \quad f \in \text{dom}((T^{-1}ST)^*), \quad g \in \text{dom}(T).$$

Consequently, $S^*T^{-1}f \in \text{dom}(T)$ and

$$((T^{-1}ST)^*f, g)_\mathcal{H} = (S^*T^{-1}f, Tg)_\mathcal{H} = (TS^*T^{-1}f, g)_\mathcal{H}, $$

$$f \in \text{dom}((T^{-1}ST)^*), \quad g \in \text{dom}(T),$$

implying

$$(T^{-1}ST)^*f = TS^*T^{-1}f, \quad f \in \text{dom}((T^{-1}ST)^*),$$
and hence,
\[(T^{-1}ST)^* \subseteq TS^*T^{-1}.\] (2.20)
Then (2.15) and (2.20) yield the first relation in (2.7). Replacing $S$ by $S^*$ yields the second relation in (2.7).

(iii) Since $T^{-1}ST$ is densely defined by (2.6), an application of [41, Theorem 4.14(a)] yields (2.8). Equation (2.9) is an immediate consequence of (2.8).

Again, replacing $S$ by $S^*$ implies (2.10) and (2.11). \[\square\]

In the following we denote by $\Sigma \subset \mathbb{C}$ the open strip
\[\Sigma = \{ z \in \mathbb{C} | \text{Re}(z) \in (0, 1) \},\] (2.21)
and by $\overline{\Sigma}$ its closure.

To state additional results we will have to apply a version of Hadamard’s three-lines theorem and hence recall the following general result:

**Theorem 2.4** ([13] (see also [8], Sect. III.13)). Suppose $\phi(\cdot)$ is an analytic function on $\Sigma$, continuous on $\overline{\Sigma}$, and satisfying for some fixed $C \in \mathbb{R}$ and $a \in [0, \pi)$,
\[\sup_{z \in \Sigma} \left[ e^{-a|\text{Im}(z)|} \ln(|\phi(z)|) \right] \leq C.\] (2.22)

Then
\[|\phi(z)| \leq \exp \left\{ \frac{\sin(\pi \text{Re}(z))}{2} \int_{\mathbb{R}} \left[ \frac{\ln(\phi(iy))}{\cosh(\pi(y - \text{Im}(z))) - \cosh(\pi \text{Re}(z))} + \frac{\ln(\phi(1 + iy))}{\cosh(\pi(y - \text{Im}(z))) + \cosh(\pi \text{Re}(z))} \right] dy \right\}, \quad z \in \Sigma.\] (2.23)

If in addition, for some $C_0, C_1 \in (0, \infty)$,
\[|\phi(iy)| \leq C_0, \quad |\phi(1 + iy)| \leq C_1, \quad y \in \mathbb{R},\] (2.24)
then
\[|\phi(z)| \leq C_0^{1 - \text{Re}(z)} C_1^{\text{Re}(z)}, \quad z \in \overline{\Sigma}.\] (2.25)

For a recent detailed exposition of such results we refer to [10, Sects. 1.3.2, 1.3.3]. A classical application of Theorem 2.4 to linear operators appeared in [34] (see also [3, Sect. 4.3]).

The growth condition (2.22) is of course familiar from Phragmen–Lindelöf-type arguments applied to the strip $\Sigma$ (see, e.g., [31, Theorem 12.9]).

In the sequel, complex powers $T^z$, $z \in \Sigma$, of a self-adjoint operator $T$ in $\mathcal{H}$, with $T^{-1} \in \mathcal{B}(\mathcal{H})$, are defined in terms of the spectral representation of $T$,
\[T = \int_{\sigma(T)} \lambda \, dE_T(\lambda),\] (2.26)
with $\{E_T(\lambda)\}_{\lambda \in \mathbb{R}}$ denoting the family of spectral projections of $T$, as follows: Since by hypothesis, $(-\varepsilon, \varepsilon) \cap \sigma(T) = \emptyset$ for some $\varepsilon > 0$, one defines
\[T^z = \int_{\sigma(T)} \lambda^z \, dE_T(\lambda), \quad z \in \Sigma,\] (2.27)
where
\[\lambda^z = \lambda^{\text{Re}(z)} e^{i \text{Im}(z) \ln(|\lambda|)} [\theta(\lambda) + e^{-\pi \text{Im}(z)} \theta(-\lambda)], \quad \lambda \in \mathbb{R}\setminus\{0\}, \quad z \in \overline{\Sigma},\] (2.28)
\[
\theta(x) = \begin{cases} 
1, & x > 0, \\
0, & x < 0.
\end{cases}
\]  

(2.29)

Consequently, one obtains the estimate

\[
\|T^{iy}\|_{\mathcal{B}(\mathcal{H})} \leq \max(1, e^{-\pi y}) \leq e^{\pi |y|}, \quad y \in \mathbb{R},
\]

(2.30)

and

\[
\text{if } T \geq \varepsilon I_{\mathcal{H}}, \text{ for some } \varepsilon > 0, \text{ then } T^{iy} \text{ is unitary, } \|T^{iy}\|_{\mathcal{B}(\mathcal{H})} = 1, \quad y \in \mathbb{R}. \  \quad (2.31)
\]

**Theorem 2.5.** Assume Hypothesis \[2.4\] and suppose that \(TST^{-1} \in \mathcal{B}(\mathcal{H})\) as well as \(TS^*T^{-1} \in \mathcal{B}(\mathcal{H})\). Then \(S \in \mathcal{B}(\mathcal{H})\) (and hence \(S^* \in \mathcal{B}(\mathcal{H})\)) and

\[
\|S\|_{\mathcal{B}(\mathcal{H})} = \|S^*\|_{\mathcal{B}(\mathcal{H})} \leq \|TST^{-1}\|^{1/2}_{\mathcal{B}(\mathcal{H})} \|TS^*T^{-1}\|^{1/2}_{\mathcal{B}(\mathcal{H})} \left\{ e^{2\pi}, \quad 1, \text{ if } T \geq 0. \right. 
\]

(2.32)

**Proof.** Introducing

\[
\varphi_k(z) = e^{kz(z-1)}(T^2 f, T^{2z-3}ST^{-1-2z}T^2 g)_{\mathcal{H}}, \quad f, g \in \text{dom } (T^2), \ z \in \Sigma, \ k \in [0, \infty), \quad (2.33)
\]

one infers that \(\varphi_k\) is analytic on \(\Sigma\). (We note that the idea to exploit the factor \(e^{kz(z-1)}\), \(k > 0\), can already be found in the proof of [18] Theorem 6). This factor is used in \(2.34 - 2.36\) below to neutralize factors of the type \(e^{4\pi |y|}\) and \(e^{4\pi |\text{Im}(z)|}\).  

In the following we focus on the general case where \(T\) is self-adjoint and \(k > 0\); in this case we will employ the bound \(2.30\).

Assuming \(k > 0\), \(2.30\) yields the estimates

\[
|\varphi_k(iy)| = e^{-ky^2}\left| (f, T^{2iy-1}ST^{-1-2iy}g)_{\mathcal{H}} \right| = e^{-ky^2}\left| (T^{-2iy}f, [T^{-1}ST]T^{-2iy}g)_{\mathcal{H}} \right|
\]

\[
\leq e^{-ky^2+4\pi|y|}\|T^{-1}ST\|_{\mathcal{B}(\mathcal{H})} \|f\|_{\mathcal{H}} \|g\|_{\mathcal{H}}
\]

\[
= e^{-ky^2+4\pi|y|}\|TST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|f\|_{\mathcal{H}} \|g\|_{\mathcal{H}},
\]

\[
\leq e^{k^{-1}4\pi^2}\|TST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|f\|_{\mathcal{H}} \|g\|_{\mathcal{H}}, \quad f, g \in \text{dom } (T^2), \ y \in \mathbb{R}. \quad (2.34)
\]

using \(2.30\), and similarly,

\[
|\varphi_k(1+iy)| = e^{-ky^2}\left| (f, T^{1+2iy}ST^{-1-2iy}g)_{\mathcal{H}} \right|
\]

\[
= e^{-ky^2}\left| (T^{-2iy}f, [TST^{-1}]T^{-2iy}g)_{\mathcal{H}} \right|
\]

\[
\leq e^{k^{-1}4\pi^2}\|TST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|f\|_{\mathcal{H}} \|g\|_{\mathcal{H}}, \quad f, g \in \text{dom } (T^2), \ y \in \mathbb{R}. \quad (2.35)
\]

In addition, one obtains

\[
|\varphi_k(z)| = e^{-|\text{Im}(z)|^2+k\text{Re}(z)[\text{Re}(z)-1]}(T^2 f, T^{2z-3}ST^{-1-2z}T^2 g)_{\mathcal{H}}
\]

\[
\leq e^{-|\text{Im}(z)|^2+k\text{Re}(z)[\text{Re}(z)-1]+4\pi|\text{Im}(z)|}
\]

\[
\times \|T^{2\text{Re}(z)-3}\|_{\mathcal{B}(\mathcal{H})} \|ST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|T^{-2\text{Re}(z)}\|_{\mathcal{B}(\mathcal{H})} \|T^2 f\|_{\mathcal{H}} \|T^2 g\|_{\mathcal{H}}
\]

\[
\leq e^{k^{-1}4\pi^2+k\text{Re}(z)[\text{Re}(z)-1]} \times \|T^{2\text{Re}(z)-3}\|_{\mathcal{B}(\mathcal{H})} \|ST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|T^{-2\text{Re}(z)}\|_{\mathcal{B}(\mathcal{H})} \|T^2 f\|_{\mathcal{H}} \|T^2 g\|_{\mathcal{H}}
\]

\[
\leq C, \quad f, g \in \text{dom } (T^2), \ z \in \Sigma, \quad (2.36)
\]

for some finite constant \(C = C(f, g, S, T) > 0\), independent of \(z \in \Sigma\).
Applying the Hadamard three-lines estimate \((2.25)\) to \(\varphi(\cdot)\) then yields
\[
|\varphi_k(z)| \leq e^{k^{-1}4\pi^2} \left\| TS^*T^{-1} \right\|_{B(H)}^{1-\text{Re}(z)} \left\| TS^*T^{-1} \right\|_{B(H)}^{\text{Re}(z)} \left\| f \right\|_H \left\| g \right\|_H, \quad f, g \in \text{dom}(T^2), \quad z \in \Sigma.
\]
Taking \(z = 1/2\) in \((2.37)\) implies
\[
|(f, Sg)_H| \leq e^{4^{-1}k^{-1}4\pi^2} \left\| TS^*T^{-1} \right\|_{B(H)}^{1/2} \left\| TS^*T^{-1} \right\|_{B(H)}^{1/2} \left\| f \right\|_H \left\| g \right\|_H, \quad f, g \in \text{dom}(T^2).
\]
Optimizing with respect to \(k > 0\) yields
\[
|(f, Sg)_H| \leq e^{2\pi} \left\| TS^*T^{-1} \right\|_{B(H)}^{1/2} \left\| TS^*T^{-1} \right\|_{B(H)}^{1/2} \left\| f \right\|_H \left\| g \right\|_H, \quad f, g \in \text{dom}(T^2).
\]
Since \(\text{dom}(T^2)\) is dense in \(H\), this yields that \(S\) is a bounded operator in \(H\). Employing that \(S\) is closed in \(H\) finally proves \(S \in B(H)\) and hence the first estimate in \((2.32)\).

If in addition, \(T \geq 0\), we choose \(k = 0\) in \((2.33)\) and then rely on equality \((2.31)\) (as opposed to \((2.30)\) ), which slightly simplifies the estimates \((2.31) - (2.39)\), implying the second inequality in \((2.32)\).

Remark 2.6. In the special case where \(T\) is self-adjoint and \(T \geq \varepsilon I_H\) for some \(\varepsilon > 0\), there exists an alternative way of deriving the bound \((2.32)\) by means of Proposition A.1 (2) proved by Lesch \([22]\) in the context of closed, symmetric operators \(S\). Indeed, an application of \([22,\text{Proposition A.1 (2)}]\) with \(S\) replaced by the symmetric, in fact, self-adjoint, \(S^*S\) yields
\[
\left\| S^*S \right\|_{B(H)} \leq \left\| TS^*T^{-1} \right\|_{B(H)} = \left\| (TS^*T^{-1})(TS^*T^{-1}) \right\|_{B(H)},
\]
\[
\leq \left\| TS^*T^{-1} \right\|_{B(H)} \left\| TS^*T^{-1} \right\|_{B(H)}. \quad (2.40)
\]
Thus, \(S^*S\) is bounded, so both \(S\) and \(S^*\) are bounded, and hence,
\[
\left\| S \right\|_{B(H)} = \left\| S^* \right\|_{B(H)} = \left\| (S^*S) \right\|_{B(H)}^{1/2} \leq \left\| TS^*T^{-1} \right\|_{B(H)}^{1/2} \left\| TS^*T^{-1} \right\|_{B(H)}^{1/2}. \quad (2.41)
\]
Thus, in this special case one needs no additional arguments to prove Theorem \((2.30)\).
However, this type of argument does not apply to the remaining statements in this section.

Theorem 2.7. In addition to Hypothesis \((2.1)\) suppose that \(T \geq 0\). Then
\[
T^{-1/2}ST^{-1/2} \in B(H), \quad T^{-1/2}S^*T^{-1/2} \in B(H), \quad (2.42)
\]
and
\[
(T^{-1/2}ST^{-1/2})^* = T^{-1/2}S^*T^{-1/2}, \quad (T^{-1/2}S^*T^{-1/2})^* = T^{-1/2}ST^{-1/2}. \quad (2.43)
\]
Moreover,
\[
\left\| T^{-1/2}ST^{-1/2} \right\|_{B(H)} = \left\| T^{-1/2}S^*T^{-1/2} \right\|_{B(H)} \leq \left\| ST^{-1} \right\|_{B(H)}^{1/2} \left\| S^*T^{-1} \right\|_{B(H)}^{1/2} \quad (2.44)
\]

Proof. The combined assumptions on $T$ actually yield $T \geq \varepsilon I_H$ for some $\varepsilon > 0$. (The condition $T \geq 0$ has inadvertently been omitted in [16, Theorem 4.1] and [22, Proposition A.1 (3)].) Introduce the operators $\hat{S}$ and $\hat{T}$ in $H$ by

$$\hat{S} = T^{-1/2}ST^{-1/2}, \quad \hat{T} = T^{1/2}. \quad (2.45)$$

Then $\hat{T}$ is self-adjoint and $\text{dom}(\hat{S}) \supseteq \text{dom}(T^{1/2})$, that is, $\text{dom}(\hat{S}) \supseteq \text{dom}(\hat{T})$ yields that $\hat{S}$ is densely defined. Next, we note that by Remark 2.2(ii),

$$(\hat{S})^* = (T^{-1/2}[ST^{-1/2}])^* = [ST^{-1/2}]^*T^{-1/2} \supseteq T^{-1/2}S^*T^{-1/2}, \quad (2.46)$$

and hence $\text{dom}((\hat{S})^*) \supseteq \text{dom}(\hat{T})$. Moreover, since

$$\hat{T}\hat{S}(\hat{T})^{-1} = ST^{-1} \in B(H), \quad \hat{T}(\hat{S})^*(\hat{T})^{-1} \supseteq S^*T^{-1} \in B(H), \quad (2.47)$$

by Hypothesis 2.1 (resp., (2.2)), one also infers

$$\hat{T}(\hat{S})^*(\hat{T})^{-1} = S^*T^{-1} \in B(H). \quad (2.48)$$

Thus, Theorem 2.8 applies to $\hat{S}$ and $\hat{T}$ and hence $\hat{S}, (\hat{S})^* \in B(H)$, as well as

$$\|\hat{S}\|_{B(H)} = \|(\hat{S})^*\|_{B(H)} \leq \|\hat{T}\hat{S}(\hat{T})^{-1}\|^{1/2}_{B(H)} \|\hat{T}(\hat{S})^*(\hat{T})^{-1}\|^{1/2}_{B(H)} = \|ST^{-1}\|^{1/2}_{B(H)} \|S^*T^{-1}\|^{1/2}_{B(H)}, \quad (2.49)$$

Since our hypotheses are symmetric with respect to $S$ and $S^*$, interchanging $S$ and $S^*$, repeating (2.45)–(2.49) with $\hat{S}$ replaced by $S = T^{-1/2}ST^{-1/2}$,

then also yields $\hat{S}^* \supseteq T^{-1/2}ST^{-1/2} = \hat{S}$. Since $\hat{S} \in B(H)$, one concludes that $\hat{S}^* = \hat{S}$. Applying Theorem 2.8 to $\hat{S}$ and $\hat{T}$ then yields $\hat{S} \in B(H)$ and hence also $\hat{S}^* = \hat{S}$, completing the proof. \hfill \Box

In the special case where $S$ is symmetric in $H$, $S \subseteq S^*$, and $T \geq 0$ (actually, $T \geq \varepsilon I_H$ for some $\varepsilon > 0$ as also the condition $T^{-1} \in B(H)$ is involved), nearly all the results of this section up to now (as well as the basic strategy of proofs employed), appeared in Lesch [22, Appendix A]. We emphasize, however, that some of these results, especially, Theorem 2.7 were previously derived in 1988 by Huang [14, Lemma 2.1.(b)]. In fact, combining the spectral theorem for $T$ and the three-lines theorem, Huang arrives at an extension of Theorem 2.7 involving fractional powers of $T^\alpha \alpha \in [1/2, 1]$ on the right-hand side of (2.44). Next, we recall the generalized polar decomposition for densely defined closed operators $S$ in $H$ derived in [7],

$$S = |S|^\alpha U_S|S|^{-1-\alpha}, \quad \alpha \in [0, 1], \quad (2.51)$$

where $U_S$ denotes the partial isometry in $H$ associated with the standard polar decomposition $S = U_S|S|$, and $|S| = (S^*S)^{1/2}$ (and we interpret $|S|^0 = I_H$ in this particular context).

We will employ (2.51) (and its analog for $S^*$) to prove the following result:

**Theorem 2.8.** Assume Hypothesis 2.1. Then $T^{-z}ST^{-1+z}, \ z \in \Sigma$, defined on $\text{dom}(T)$, is closable in $H$, and

$$\overline{T^{-z}ST^{-1+z}} = T^{-1\text{Im}(z)}\left(|S|^\text{Re}(z)T^{-\text{Re}(z)}\right)^*U_S$$
In addition, given $k \in (0, \infty)$, one obtains
\begin{equation}
\|T^{-z}ST^{-1+z}\|_{\mathcal{B}(\mathcal{H})} \leq \|ST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|S^*T^{-1}\|_{\mathcal{B}(\mathcal{H})} \times \left\{ \begin{array}{ll}
\pi^k |z|^2 + k |\text{Re}(z)||1-\text{Re}(z)| + k^{-1} |z|^2, & z \in \Sigma, \\
1, & \text{if } T \geq 0,
\end{array} \right.
\end{equation}
and
\begin{equation}
\|T^{-z}ST^{-1+z}\|_{\mathcal{B}(\mathcal{H})} \leq \|ST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|S^*T^{-1}\|_{\mathcal{B}(\mathcal{H})} \times \left\{ \begin{array}{ll}
\pi^2 |x(1-z)|^{1/2}, & x \in [0,1], \\
1, & \text{if } T \geq 0,
\end{array} \right.
\end{equation}
In particular, assuming $T \geq 0$ and taking $x = 1/2$ in (2.54) one recovers the estimate (2.51) (in this particular case the operator closure sign in (2.53) is superfluous since $T^{-1/2}ST^{-1/2} \in \mathcal{B}(\mathcal{H})$ by (2.62)).

\textbf{Proof.} We start by noting that $\text{dom}(S) \supseteq \text{dom}(T)$ (together with $S$ and $T$ closed by hypothesis) implies that $S$ is relatively bounded with respect to $T$ and hence there exist $a > 0$ and $b > 0$ such that
\begin{equation}
\|Sf\|_\mathcal{H}^2 = \|Sf\|_\mathcal{H}^2 \leq a^2 \|Tf\|_\mathcal{H}^2 + b^2 \|f\|_\mathcal{H}^2 = a^2 \|T|f\|_\mathcal{H}^2 + b^2 \|f\|_\mathcal{H}^2
\end{equation}
Thus, applying Heinz’s inequality (cf. [5, Sect. 3.2.1], [12, Theorem 3], [13, Theorem IV.1.11], [26]), one infers that
\begin{equation}
\text{dom}\left(\{S^\alpha\}\right) \supseteq \text{dom}\left(\{T^\alpha\}\right), \quad \alpha \in [0,1],
\end{equation}
and
\begin{equation}
\|S^\alpha(a^2|T|^2 + b^2)^{-\alpha/2}h\|_\mathcal{H} \leq \|h\|_\mathcal{H}, \quad h \in \mathcal{H}, \quad \alpha \in [0,1].
\end{equation}
Similarly, interchanging $S$ and $S^*$, one obtains
\begin{equation}
\text{dom}\left(\{S^\alpha\}\right) \supseteq \text{dom}\left(\{T^\alpha\}\right), \quad \alpha \in [0,1],
\end{equation}
and
\begin{equation}
\|S^\alpha(a^2|T|^2 + b^2)^{-\alpha/2}h\|_\mathcal{H} \leq \|h\|_\mathcal{H}, \quad h \in \mathcal{H}, \quad \alpha \in [0,1],
\end{equation}
for appropriate $\bar{a} > 0$, $\bar{b} > 0$. Applying (2.51) to $S$ (with $\alpha = \text{Re}(z)$), and using (2.56) and (2.58), one concludes that
\begin{equation}
T^{-z}ST^{-1+z} = T^{-z}S^{|\text{Re}(z)}|U_S|S^{|-\text{Re}(z)}T^{-1+z}
\end{equation}
\begin{equation}
\subseteq \{S^\alpha|\text{Re}(z)T^{-1+z}\}^*U_S\{S^\alpha|\text{Re}(z)T^{-1+z}\}
\end{equation}
\begin{equation}
\subseteq T^{-z} \text{Im}(z) \left(\{S^\alpha|\text{Re}(z)T^{-1+z}\}^*U_S\{S^\alpha|\text{Re}(z)T^{-1+z}\}\right) \in \mathcal{B}(\mathcal{H}), \quad z \in \Sigma,
\end{equation}
proving (2.52).

Next, one defines (repeatedly employing below the fact that for a closable operator $A$, $\overline{A}$ is an extension of $A$)
\begin{equation}
\phi_k(z) = e^{k(z-1)}(Tf, T^{-1-z}ST^{-2+z}Tg)_\mathcal{H} = e^{k(z-1)}(f, T^{-z}ST^{-1+z}g)_\mathcal{H}, \quad f, g \in \text{dom}(T), \quad z \in \Sigma, \quad k \in [0, \infty).
\end{equation}
Again we primarily focus on the case where $T$ is merely self-adjoint and hence choose $k > 0$ and employ the estimate (2.30) in the following.
One estimates
\[|\phi(iy)| = e^{-ky^2} |(T^{iy} f, ST^{-1} T^{iy} g)_H| \leq e^{-ky^2 + 2\pi|y|} \|ST^{-1}\|_{B(H)} \|f\|_H \|g\|_H \]
\[\leq e^{-k\pi^2} \|ST^{-1}\|_{B(H)} \|f\|_H \|g\|_H, \quad y \in \mathbb{R}, \quad (2.62)\]
\[|\phi(1 + iy)| = e^{-ky^2} |(T^{iy} f, \overline{T^{-1} ST} T^{iy} g)_H| \leq e^{-ky^2 + 2\pi|y|} \|\overline{T^{-1}} S\|_{B(H)} \|f\|_H \|g\|_H \]
\[\leq e^{-k\pi^2} \|S^*T^{-1}\|_{B(H)} \|f\|_H \|g\|_H, \quad y \in \mathbb{R}, \quad (2.63)\]
\[|\phi(z)| = e^{-k|\text{Im}(z)|^2 + k \text{Re}(z)|\text{Re}(z) - 1|} \|T f, T^{-1-z} ST^{-2+z} T g\|_H \]
\[\leq e^{-k|\text{Im}(z)|^2 + k \text{Re}(z)|\text{Re}(z) - 1| + 2\pi|\text{Im}(z)|} \|T^{-1-\text{Re}(z)}\|_{B(H)} \]
\[\times \|ST^{-1}\|_{B(H)} \|T^{-1+\text{Re}(z)}\|_{B(H)} \|T f\|_H \|T g\|_H \]
\[\leq C, \quad f, g \in \text{dom}(T), \quad z \in \Sigma, \quad (2.64)\]
where \(C = C(f, g, S, T) > 0\) is a finite constant, independent of \(z \in \Sigma\).

Applying the Hadamard three-lines estimate \((2.25)\) to \(\phi()\) then yields the first estimate in \((2.53)\) since \(\text{dom}(T)\) is dense in \(H\) and \(T^{-z} ST^{-1+z} \in B(H), \quad z \in \Sigma, \) by \((2.62)\).

If in addition \(T \geq 0\), one chooses \(k = 0\) in \((2.61)\) and uses \((2.31)\) (instead of \((2.30)\)) to arrive at the second estimate in \((2.53)\). \(\square\)

We emphasize that the case \(T \geq 0\) (actually, \(T \geq \varepsilon I_H\) for some \(\varepsilon > 0\)) in the estimate \((2.54)\) was also derived by Huang [14, Lemma 2.1.(a)].

The results provided thus far naturally extend to the situation where \(T^{-z} ST^{-1+z}\) is replaced by \(T^{-z} T^{-1+z}\) for two self-adjoint operators \(T_j\) in \(H_j, \quad j = 1, 2\). As an example, we now illustrate this in the context of Theorem 2.8

**Hypothesis 2.9.** Assume that \(T_j\) are self-adjoint operators in \(H_j\) with \(T_j^{-1} \in B(H_j), \quad j = 1, 2\). In addition, suppose that \(S\) is a closed operator mapping \(\text{dom}(S) \subseteq H_1\) into \(H_2\) satisfying
\[\text{dom}(S) \supseteq \text{dom}(T_1) \quad \text{and} \quad \text{dom}(S^*) \supseteq \text{dom}(T_2). \quad (2.65)\]

In particular, Hypothesis 2.9 implies that
\[ST_j^{-1} \in B(H_1, H_2), \quad S^*T_j^{-1} \in B(H_2, H_1). \quad (2.66)\]

Assuming Hypothesis 2.9, one obtains the following corollary of Theorem 2.8

**Corollary 2.10.** Assume Hypothesis 2.9. Then \(T_j^{-z} T_j^{-1+z}\) defined on \(\text{dom}(T_j), \quad z \in \Sigma, \) is closable, and
\[
T_j^{-z}ST_j^{-1+z} = T_j^{-1-\text{Im}(z)} \left[|S^*|^\text{Re}(z) T_j^{-\text{Re}(z)}\right]^* U_S \]
\[\times |S|^{-1-\text{Re}(z)} T_j^{-1+\text{Re}(z)} T_j^{1-\text{Im}(z)} \in B(H_1, H_2), \quad z \in \Sigma. \quad (2.67)\]

In addition, given \(k \in (0, \infty)\), one obtains
\[
\|T_j^{-z}ST_j^{-1+z}\|_{B(H_1, H_2)} \leq \|ST_j^{-1}\|_{B(H_1, H_2)} \|S^*T_j^{-1}\|_{B(H_2, H_1)} \]
\[\times \begin{cases} e^{-k|\text{Im}(z)|^2 + k \text{Re}(z)(1-\text{Re}(z))}, & \text{if } T_j \geq 0, \text{ or } T_j \geq 0, \\ 1, & \text{if } T_j \geq 0, \quad j = 1, 2, \end{cases} \quad (2.68)\]
Proof. Consider \( \mathcal{H} := \mathcal{H}_1 \oplus \mathcal{H}_2 \) and introduce
\[
\begin{align*}
S &= \begin{pmatrix} 0 & 0 \\ S & 0 \end{pmatrix}, \quad \text{dom}(S) = \text{dom}(S) \oplus \mathcal{H}_2, \\
S^* &= \begin{pmatrix} 0 & S^* \\ 0 & 0 \end{pmatrix}, \quad \text{dom}(S^*) = \mathcal{H}_1 \oplus \text{dom}(S^*),
\end{align*}
\]
and
\[
T = \begin{pmatrix} T_1 & 0 \\ 0 & T_2 \end{pmatrix}, \quad \text{dom}(T) = \text{dom}(T_1) \oplus \text{dom}(T_2).
\]
Then \( S \) is a closed operator in \( \mathcal{H} \) and \( T \) is a self-adjoint operator in \( \mathcal{H} \) with bounded inverse given by
\[
T^{-1} = \begin{pmatrix} T_1^{-1} & 0 \\ 0 & T_2^{-1} \end{pmatrix} \in \mathcal{B}(\mathcal{H}).
\]
Moreover,
\[
\text{dom}(S) \cap \text{dom}(S^*) = \text{dom}(S) \oplus \text{dom}(S^*) \supset \text{dom}(T_1) \oplus \text{dom}(T_2) = \text{dom}(T),
\]
that is, the pair \((S, T)\) satisfies Hypothesis 2.1.

Thus,
\[
ST^{-1} = \begin{pmatrix} 0 & 0 \\ ST_1^{-1} & 0 \end{pmatrix} \in \mathcal{B}(\mathcal{H}), \quad S^*T^{-1} = \begin{pmatrix} 0 & S^*T_2^{-1} \\ 0 & 0 \end{pmatrix} \in \mathcal{B}(\mathcal{H}),
\]
and
\[
\left\| ST^{-1} \right\|_{\mathcal{B}(\mathcal{H})} = \left\| ST_1^{-1} \right\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)} \quad \left\| S^*T^{-1} \right\|_{\mathcal{B}(\mathcal{H})} = \left\| S^*T_2^{-1} \right\|_{\mathcal{B}(\mathcal{H}_2, \mathcal{H}_1)} .
\]
Applying Theorem 2.8 to the pair \((S, T)\), one obtains (2.68) and (2.69).

In the special case, where \( \mathcal{H}_1 = \mathcal{H}_2 = \mathcal{H} \), \( S \) and \( T_1, T_2 \geq 0 \) are bounded linear operators in \( \mathcal{H} \), the third estimate (2.69) recovers Lemma 25 in [4]. On the other hand, the case \( x \in [0, 1] \) in the first estimate in (2.69) is a special case of (4.32), which in turn is recorded in [22] Lemma 16.3.

For connections with the generalized Heinz inequality and bounds on operators of the type \( T_2^{-x}ST_1^{-x}, \ x \in [0, 1] \), under various conditions on \( S \) and \( T_j, \ j = 1, 2 \), we also refer to [14] Lemma 2.1, [16] Theorem 3, [18] Theorem 6, and the references cited therein. In particular, [13] Lemma 2.1 predates and extends [22] Proposition A.1.3. For additional variants on the Heinz inequality we refer, for instance, to [27] Lemma 11, Remark 12, and especially, to [5] Sect. 3.12 and the detailed bibliography collected therein. For interesting extensions of the Heinz inequality employing operator monotone functions we also refer to [37], [59], [40]. (An exhaustive list of references on (extensions of) the Heinz inequality is beyond the scope of this short paper due to the enormous amount of literature on this subject.)
3. Interpolation and Trace Ideals Revisited

In this section we recall a powerful result on interpolation theory in connection with linear operators in the trace ideal spaces $B_p(H)$, $p \in [1, \infty)$, originally due to I. C. Gohberg, M. G. Krein, and S. G. Krein (cf. [8] p. 139) and then apply it to the types of operators studied in Section 2. For background on trace ideals we refer to [8, Ch. I–III], [32], [33, Chs. 1–3]

In particular, we will dwell a bit on a particular case omitted in the discussion of Gohberg and Krein [8] Theorem III.13.1 (see also [9] Theorem III.5.1):

**Theorem 3.1** ([8], Theorem III.13.1 (see also [9], Theorem III.5.1)).
Let $p_0, p_1 \in [1, \infty)$, $p_0 \leq p_1$, and suppose that $A(z) \in B(H)$, $z \in \overline{\Sigma}$, and that $A(\cdot)$ is analytic on $\Sigma$. Assume that for some $C_0, C_1 \in (0, \infty)$,

$$
\|A(\imath y)\|_{B_{p_0}(H)} \leq C_0, \quad \|A(1 + \imath y)\|_{B_{p_1}(H)} \leq C_1, \quad y \in \mathbb{R},
$$

and suppose that for all $f, g \in H$, there exist $C_{f,g} \in \mathbb{R}$ and $a_{f,g} \in [0, \pi)$, such that

$$
\sup_{z \in \Sigma} \left| e^{-a_{f,g}|\Im(z)|} \ln(|(f, A(z)g)_H|) \right| \leq C_{f,g}.
$$

Then

$$
A(z) \in B_{p_1}^*(H), \quad \frac{1}{p_1} = \frac{1 - \Re(z)}{p_0} + \frac{\Re(z)}{p_1}, \quad z \in \overline{\Sigma},
$$

and

$$
\|A(z)\|_{B_{p_1}(H)} \leq C_0^{1 - \Re(z)} C_1^{\Re(z)}, \quad z \in \overline{\Sigma}.
$$

The estimate (3.3) remains valid for $p_0 \in [1, \infty)$ and $p_1 = \infty$ in (3.3) and (3.4). In particular, if $p_0 = p_1 \in [1, \infty)$, then

$$
\|A(z)\|_{B_{p_0}(H)} \leq C_0^{1 - \Re(z)} C_1^{\Re(z)}, \quad z \in \overline{\Sigma}.
$$

**Proof.** Theorem 3.1 and its proof is presented by Gohberg and Krein in [8] Theorem III.13.1 under the additional assumption that $p_0 < p_1$. (Moreover, this additional restriction is repeated in [9] Theorem III.5.1, where the result is stated without proof.) However, their proof extends to special case where $p_0 = p_1 \in [1, \infty)$ without any difficulties, in fact, it even simplifies a bit. For the convenience of the reader we now present the proof in this particular situation:

Let $F \in B(H)$ be a finite-rank operator and suppose that

$$
\|F\|_{B_{p_0}(H)} = 1, \quad p_0^{-1} + (p_0')^{-1} = 1, \quad \text{if} \quad p_0 \in (1, \infty),
$$

$$
\|F\|_{B(H)} = 1, \quad \text{if} \quad p_0 = 1,
$$

and consider the function

$$
\varphi(z) = \text{tr}(A(z)F), \quad z \in \overline{\Sigma}.
$$

By the assumptions on $A(\cdot)$, $\varphi(\cdot)$ is analytic on $\Sigma$ and

$$
\sup_{z \in \Sigma} \left| e^{-a|\Im(z)|} \ln(|\varphi(z)|) \right| \leq C
$$

for some $a = a(F) \in [0, \pi)$ and $C = C(F) \in \mathbb{R}$. In addition, one estimates

$$
|\varphi(\imath y)| \leq \|A(\imath y)\|_{B_{p_0}(H)} \leq \|A(\imath y)\|_{B_{p_1}(H)} \leq C_0, \quad y \in \mathbb{R},
$$

$$
|\varphi(1 + \imath y)| \leq \|A(1 + \imath y)\|_{B_{p_1}(H)} \leq \|A(1 + \imath y)\|_{B_{p_0}(H)} \leq C_1, \quad y \in \mathbb{R},
$$

(3.10)
Applying Hadamard’s three-lines estimate \[2.25\] to \(\varphi(\cdot)\) then yields
\[|\varphi(z)| = |\text{tr}(A(z)F)| \leq C_0^{1-\Re(z)} C_1^{\Re(z)}, \quad z \in \Sigma. \tag{3.11}\]
Next, denoting by \(\mathcal{F}(\mathcal{H})\) the set of all finite-rank operators in \(\mathcal{H}\), we recall that \(B \in B_{p_0}(\mathcal{H})\) if and only if the number \(\|B\|_{B_{p_0}(\mathcal{H})}\) is finite, where
\[
\|B\|_{B_{p_0}(\mathcal{H})} = \begin{cases} 
\sup_{0 \neq F \in \mathcal{F}(\mathcal{H})} |\text{tr}(BF)|/\|F\|_{B_{p_0}(\mathcal{H})}, & p_0 \in (1, \infty), \\
\sup_{0 \neq F \in \mathcal{F}(\mathcal{H})} |\text{tr}(BF)|/\|F\|_{B(\mathcal{H})}, & p_0 = 1
\end{cases}
\tag{3.12}\]
(\text{cf.} \cite[Lemma III.12.1]{8}). Thus, (3.11) implies (3.3) due to the normalization in (3.4).

Alternatively, Theorem 3.1 follows from combining Theorems IX.20, IX.22, and Proposition 8 in \cite{28}.

Next we prove a trace ideal analog of Theorem 2.8 using Theorem 3.1.

**Theorem 3.2.** In addition to Hypothesis 2.4, let \(p \in [1, \infty)\), and assume that
\[ST^{-1} \in B_p(\mathcal{H}), \quad S^*T^{-1} \in B_p(\mathcal{H}). \tag{3.13}\]
Then \(T^{-z}ST^{-1+z}, \quad z \in \Sigma\), defined on \(\text{dom}(T)\), is closable in \(\mathcal{H}\), and
\[\overline{T^{-z}ST^{-1+z}} \in B_p(\mathcal{H}), \quad z \in \Sigma. \tag{3.14}\]
In addition, given \(k \in (0, \infty)\), one obtains
\[
\|T^{-z}ST^{-1+z}\|_{B_p(\mathcal{H})} \leq \|ST^{-1}\|_{B_p(\mathcal{H})}^{1-\Re(z)} \|S^*T^{-1}\|_{B_p(\mathcal{H})}^{\Re(z)} \times \begin{cases} 
eq 1 \text{k}\|\mathcal{H}\|_{\mathcal{H}}^{2\pi \mid (1-z)\mid /2}, & x \in [0, 1]. \tag{3.15} \\
1, & \text{if } T \geq 0,
\end{cases}
\]
and
\[
\|T^{-z}ST^{-1+z}\|_{B_p(\mathcal{H})} \leq \|ST^{-1}\|_{B_p(\mathcal{H})}^{1-z} \|S^*T^{-1}\|_{B_p(\mathcal{H})} \times \begin{cases} 
eq 1 \text{k}\|\mathcal{H}\|_{\mathcal{H}}^{2\pi \mid (1-z)\mid /2}, & x \in [0, 1]. \tag{3.16} \\
1, & \text{if } T \geq 0,
\end{cases}
\]
In particular, assuming \(T \geq 0\) and taking \(x = 1/2\) in (3.16) one obtains
\[T^{-1/2}ST^{-1/2} = (T^{-1/2}S^*T^{-1/2})^* \in B_p(\mathcal{H}), \tag{3.17}\]
and
\[
\|T^{-1/2}ST^{-1/2}\|_{B_p(\mathcal{H})} = \|T^{-1/2}S^*T^{-1/2}\|_{B_p(\mathcal{H})} \leq \|ST^{-1}\|_{B_p(\mathcal{H})}^{1/2} \|S^*T^{-1}\|_{B_p(\mathcal{H})}^{1/2}. \tag{3.18}\]

**Proof.** First we note that Theorem 2.8 applies and hence (2.52), (2.53) are at our disposal. Next, we introduce
\[A(z) = e^{k(z-1)}T^{-z}ST^{-1+z}, \quad z \in \Sigma, \quad k \in [0, \infty), \tag{3.19}\]
and focus again on \(k > 0\) first.

Employing (2.30) one estimates
\[
\|A(\cdot)\|_{B_p(\mathcal{H})} = e^{-ky^2} \|T^{-iy}ST^{-1+iy}\|_{B_p(\mathcal{H})} \leq e^{-ky^2+2\pi |y|} \|ST^{-1}\|_{B_p(\mathcal{H})} \leq e^{-k_1\pi /2} \|ST^{-1}\|_{B_p(\mathcal{H})}, \tag{3.20}
\]
and
\[
\|A(1+iy)\|_{B_p(\mathcal{H})} = e^{-ky^2} \|T^{-1-iy}ST^{-iy}\|_{B_p(\mathcal{H})} = e^{-ky^2} \|T^{-iy}(S^*T^{-1})^*T^{-iy}\|_{B_p(\mathcal{H})}
\]
\[ = e^{k^{-1} \pi^2} \| S^* T^{-1} \|_{\mathcal{B}_p(\mathcal{H})}, \quad y \in \mathbb{R}, \]  
\[ \| A(z) \|_{\mathcal{B}(\mathcal{H})} = e^{-k|\text{Im}(z)|^2 + k \text{Re}(z) |\text{Re}(z) - 1|} \times \| T^{-1} \text{Im}(z) \left( \left( S^* |\text{Re}(z) - 1 + \text{Re}(z) \right) T^{-1} \text{Re}(z) \right) \|_{\mathcal{B}(\mathcal{H})} \times \| S^* \|_{\mathcal{B}(\mathcal{H})} \| \| S^{-1} \|_{\mathcal{B}(\mathcal{H})} \| \| T^{-1} \|_{\mathcal{B}(\mathcal{H})} \| \| \text{Im}(z) \|_{\mathcal{B}(\mathcal{H})} \| \| \| \text{Im}(z) \|_{\mathcal{B}(\mathcal{H})} \| \| \| \text{Im}(z) \|_{\mathcal{B}(\mathcal{H})} \| \| \| \text{Im}(z) \|_{\mathcal{B}(\mathcal{H})} \| \]  
\[ \leq C, \quad z \in \Sigma, \]  
(3.22)

where \( C = C(S, T) > 0 \) is a finite constant, independent of \( z \in \Sigma \), employing (2.57) and (2.59). Here again we used the generalized polar decomposition (2.51) for \( \Sigma \) (with \( \alpha = \text{Re}(z) \)).

Applying the Hadamard three-lines estimate (3.5) to \( A(\cdot) \) then yields the first relation in (3.14) and the estimate (3.15).

In the special case where \( T \geq 0 \) and \( S = S^* \in \mathcal{B}(\mathcal{H}) \), the second estimate (3.16) recovers the result (3.15) (see also [23, Lemma 5.10]). For applications of (3.16) to scattering theory we refer, for instance, to [29, Appendix 1].

**Corollary 3.3.** In addition to Hypothesis 2.9 let \( p \in [1, \infty) \) and assume that

\[ ST^{-1} \in \mathcal{B}_p(\mathcal{H}_1, \mathcal{H}_2), \quad S^* T^{-1} \in \mathcal{B}_p(\mathcal{H}_2, \mathcal{H}_1). \]  
(3.23)

Then \( T^{-z} ST^{-1+z} \) defined on \( (T_1) \), \( z \in \Sigma \), is closable, and

\[ \overline{T^{-z} ST^{-1+z}} \in \mathcal{B}_p(\mathcal{H}_1, \mathcal{H}_2), \quad z \in \Sigma. \]  
(3.24)

In addition, given \( k \in (0, \infty) \), one obtains

\[ \left\| \overline{T^{-z} ST^{-1+z}} \right\|_{\mathcal{B}_p(\mathcal{H}_1, \mathcal{H}_2)} \leq \left\| ST^{-1} \right\|_{\mathcal{B}_p(\mathcal{H}_1, \mathcal{H}_2)}^{1-|\text{Re}(z)|} \left\| S^* T^{-1} \right\|_{\mathcal{B}_p(\mathcal{H}_2, \mathcal{H}_1)}^{|\text{Re}(z)|} \times \left\{ \begin{array}{ll} e^{k|\text{Im}(z)|^2 + k \text{Re}(z) |1-|\text{Re}(z)|| + k^{-1} \pi^2}, & \text{if } T_1 \geq 0, \text{ or } T_2 \geq 0, \\ 1, & \text{if } T_1 \geq 0, \text{ or } T_2 \geq 0, \end{array} \right. \]  
(3.25)

and

\[ \left\| \overline{T^{-z} ST^{-1-z}} \right\|_{\mathcal{B}_p(\mathcal{H}_1, \mathcal{H}_2)} \leq \left\| ST^{-1} \right\|_{\mathcal{B}_p(\mathcal{H}_1, \mathcal{H}_2)}^{1-x} \left\| S^* T^{-1} \right\|_{\mathcal{B}_p(\mathcal{H}_2, \mathcal{H}_1)}^x \times \left\{ \begin{array}{ll} e^{2\pi|x(1-x)|^{1/2}}, & \text{if } T_1 \geq 0, \text{ or } T_2 \geq 0, \\ 1, & \text{if } T_1 \geq 0, \text{ or } T_2 \geq 0, \end{array} \right. \]  
(3.26)

**Proof.** One can follow the proof of Corollary 2.10 step by step replacing \( \mathcal{B}(\mathcal{H}) \) and \( \mathcal{B}(\mathcal{H}_j) \) by \( \mathcal{B}_p(\mathcal{H}) \) and \( \mathcal{B}_p(\mathcal{H}_j) \), \( j = 1, 2 \), respectively, applying Theorem 3.2 instead of Theorem 2.8.

Finally, we recall the following known result in connection with the ideal \( \mathcal{B}_\infty(\mathcal{H}) \):

**Theorem 3.4** ([30], p. 115–116). Suppose that \( A(z) \in \mathcal{B}(\mathcal{H}), \ z \in \Sigma, \) that \( A(\cdot) \) is analytic on \( \Sigma \), weakly continuous on \( \overline{\Sigma} \). Assume that for some \( C_0, C_1 \in (0, \infty) \),

\[ \| A(iy) \|_{\mathcal{B}(\mathcal{H})} \leq C_0, \quad \| A(1 + iy) \|_{\mathcal{B}(\mathcal{H})} \leq C_1, \quad y \in \mathbb{R}, \]  
(3.27)
and suppose that for all \( f, g \in \mathcal{H} \), there exist \( C_{f,g} \in \mathbb{R} \) and \( a_{f,g} \in [0, \pi) \), such that
\[
\sup_{z \in \Omega} \left[ e^{-a_{f,g} |\text{Im}(z)|} \ln(|(f, A(z)g)_{\mathcal{H}}|) \right] \leq C_{f,g}.
\]
(3.28)

In addition, suppose that
\[
either A(iy) \in \mathcal{B}_\infty(\mathcal{H}), \text{ or } A(1+iy) \in \mathcal{B}_\infty(\mathcal{H}), \quad y \in \mathbb{R}.
\]
(3.29)

Then,
\[
A(z) \in \mathcal{B}_\infty(\mathcal{H}), \quad z \in \Sigma.
\]
(3.30)

A condition of the type (3.28) has inadvertently been omitted in [30, p. 115–116].

4. Extensions to Sectorial Operators

In this section we revisit Theorems 2.3, 2.8, 3.2, and Corollaries 2.10, 3.3 and replace the self-adjointness hypothesis on \( T \) by appropriate sectoriality assumptions.

We start by recalling the definition of a sectorial operator and refer, for instance, to [11, Chs. 2, 3, 7] and [42, Chs. 2, 16] for a detailed treatment.

**Definition 4.1.** Let \( T \) be a densely defined, closed, linear operator in \( \mathcal{H} \) and denote by \( S_\omega \subset \mathbb{C}, \omega \in [0, \pi) \), the open sector
\[
S_\omega = \begin{cases} 
\{ z \in \mathbb{C} \mid z \neq 0, |\text{arg}(z)| < \omega \}, & \omega \in (0, \pi), \\
(0, \infty), & \omega = 0,
\end{cases}
\]
(4.1)

with vertex at \( z = 0 \) along the positive real axis and opening angle \( 2\omega \). The operator \( T \) is called sectorial of angle \( \omega \in [0, \pi) \), denoted by \( T \in \text{Sect}(\omega) \), if
\[
(\alpha) \quad \sigma(T) \subseteq \overline{S_\omega},
\]
\[
(\beta) \quad \text{for all } \omega' \in (\omega, \pi), \quad \sup_{z \in \mathbb{C} \setminus S_{\omega'}} \| z(\mathcal{T} - z\mathbb{I}_{\mathcal{H}})^{-1} \|_{\mathcal{B}(\mathcal{H})} < \infty.
\]
(4.2)

One calls
\[
\omega_T = \min \{ \omega \in [0, \pi] \mid T \in \text{Sect}(\omega) \},
\]
(4.3)

the angle of sectoriality of \( T \).

For the remainder of this section we assume that \( T \) is sectorial (that is, \( T \in \text{Sect}(\omega) \) for some \( \omega \in [0, \pi) \)) and that \( T^{-1} \in \mathcal{B}(\mathcal{H}) \).

Then fractional powers \( T^{-z} \), with \( \text{Re}(z) > 0 \), of \( T \) can be defined by a standard Dunford integral in \( \mathcal{B}(\mathcal{H}) \) (cf., e.g., [42 Sect. 2.7.1])
\[
T^{-z} = (2\pi i)^{-1} \int_\Gamma d\zeta \zeta^{-z}(T - \zeta I_{\mathcal{H}})^{-1}, \quad \text{Re}(z) > 0,
\]
(4.4)

using the principal branch of \( \zeta^{-z} \), \( \{ \zeta \in \mathbb{C} \mid |\text{arg}(\zeta)| < \pi \} \), by excluding the negative real axis, with \( \Gamma \) surrounding \( \sigma(T) \) clockwise in \( \mathbb{C} \setminus (-\infty, 0] \cap \rho(T) \) (cf. [42 p. 92] for precise details). An important property of \( T^{-z} \) is that
\[
T^{-z} \text{ is a } \mathcal{B}(\mathcal{H})\text{-valued analytic semigroup on } \{ z \in \mathbb{C} \mid \text{Re}(z) > 0 \}.
\]
(4.5)

Defining imaginary powers of \( T \) requires a bit more care. Following [42 p. 105], we introduce the imaginary powers \( T^{is} \), \( s \in \mathbb{R} \), of \( T \) as follows:
\[
T^{is} f = \text{s-lim}_{z \to is, \text{Re}(z) > 0} T^{-z} f,
\]
\[
f \in \text{dom}(T^{is}) = \left\{ g \in \mathcal{H} \mid \text{s-lim}_{z \to is, \text{Re}(z) > 0} T^{-z} g \text{ exists} \right\}.
\]
(4.6)
We note that one can define imaginary powers of $T$ also more explicitly as follows: for $s \in \mathbb{R}$, one sets as in [1, p. 153],

$$T^{is} f := \frac{\sin(\pi is)}{\pi is} \int_{0}^{\infty} e^{it} (T + tI_{\mathcal{H}})^{-2} T f dt, \quad f \in \text{dom}(T). \quad (4.7)$$

Then the operator $T^{is}$ is closable for every $s \in \mathbb{R}$ and one defines

$$T^{is} := T^{is}|_{\text{dom}(T)}, \quad s \in \mathbb{R}. \quad (4.8)$$

We also note that there are several definitions of the fractional (and imaginary) powers in the literature, see, for instance, [11, Section 3.2 and Proposition 3.5.5], [20], [24, Section 4], [25], [38, Section 1], [1, Section 4]. In our setting, all of these definitions coincide (cf. [2]), and we provided the most straightforward one.

To be able to argue as in previous sections one needs to deal with sectorial operators having bounded imaginary powers (BIP).

**Definition 4.2.** If $T$ is a sectorial operator on $\mathcal{H}$ such that $T^{-1} \in \mathcal{B}(\mathcal{H})$, then $T$ is said to have bounded imaginary powers if $T^{is} \in \mathcal{B}(\mathcal{H})$ for all $s \in \mathbb{R}$. This is then denoted by $T \in \text{BIP}(\mathcal{H})$.

We recall that if $T$ admits bounded imaginary powers then $\{T^{is}\}_{s \in \mathbb{R}}$ is a $C_0$-group on $\mathcal{H}$ (cf. [11, Corollary 3.5.7]). Hence, there exist $\theta \geq 0$ and $N \geq 1$ such that

$$\|T^{is}\|_{\mathcal{B}(\mathcal{H})} \leq Ne^{\theta|s|}, \quad s \in \mathbb{R}, \quad (4.9)$$

and we write $T \in \text{BIP}(N, \theta)$ in this case. Clearly,

$$\text{BIP}(\mathcal{H}) = \bigcup_{N \geq 1, \theta \geq 0} \text{BIP}(N, \theta). \quad (4.10)$$

We also define the type $\theta_T$ of the $C_0$-group $\{T^{is}\}_{s \in \mathbb{R}}$ by

$$\theta_T := \inf \{\theta \geq 0 \mid \text{there exists } N_\theta \geq 1 \text{ such that } \|T^{is}\|_{\mathcal{B}(\mathcal{H})} \leq N_\theta e^{\theta|s|}, \ s \in \mathbb{R}\}. \quad (4.11)$$

The standard example of operators $T$ satisfying $T \in \text{BIP}(\mathcal{H})$ (in addition to the situation described in (2.31)) are provided by strictly positive self-adjoint operators bounded from below (in this case $T \in \text{BIP}(1, 0)$) and boundedly invertible, m-accretive operators $T$ (in this case $T \in \text{BIP}(1, \pi/2)$). One recalls that $T$ is said to be m-accretive (cf. [11, Sect. C.7], [17], [19, Sect. V.3.10], [24, Sect. 4.3], [36, Ch. 2]) if and only if

$$\overline{\text{dom}(T)} = \mathcal{H}, \ (-\infty, 0) \subset \rho(T), \ \|(T + \lambda I_{\mathcal{H}})^{-1}\|_{\mathcal{B}(\mathcal{H})} \leq \lambda^{-1}, \ \lambda > 0. \quad (4.12)$$

The following extension of (4.5) will be vital for the remainder of this section:

**Theorem 4.3** (See, e.g., [1], Theorem 4.7.1). If $T \in \text{BIP}(\mathcal{H})$ then $\{T^{-z}\mid \Re(z) \geq 0\}$ is a strongly continuous semigroup in the closed right half-plane $\{z \in \mathbb{C} \mid \Re(z) \geq 0\}$.

We note that by [11, Proposition 7.0.1] (or [12, p. 101]), $T \in \text{Sect}(\omega)$ if and only if $T^* \in \text{Sect}(\omega)$. Moreover, $(T^*)^* = (T^*)^\sharp$ and thus

$$T \in \text{BIP}(N, \theta) \quad \text{if and only if} \quad T^* \in \text{BIP}(N, \theta). \quad (4.13)$$

Theorem 4.3 together with (4.13) permits us to use the three-lines theorem in the present, more general setting of sectorial operators.
In the special case where $T$ is self-adjoint and strictly positive in $\mathcal{H}$, that is, $T \geq \varepsilon I_\mathcal{H}$ for some $\varepsilon > 0$, $T^\alpha$, $\alpha \in \mathbb{C}$, defined on one hand as sectorial operators as above, and on the other by the spectral theorem, coincide (cf., e.g., [24 Sect. 4.3.1], [58 Sect. 1.18.10]). In particular,

$$\text{dom}(T^\alpha) = \left\{ f \in \mathcal{H} \left\| T^\alpha f \right\|^2_\mathcal{H} = \int_{[\varepsilon, \infty]} \lambda^2 \text{Re}(\alpha) d\|E_\lambda f\|_\mathcal{H}^2 < \infty \right\}, \quad \alpha \in \mathbb{C},$$

in this case. Here $\{E_\lambda\}_{\lambda \in \mathbb{R}}$ denotes the family of spectral projections of $T$.

In the remainder of this section, we will use the following set of assumptions:

**Hypothesis 4.4.** Assume that $T$ is a sectorial operator in $\mathcal{H}$ such that $T^{-1} \in \mathcal{B}(\mathcal{H})$. In addition, we assume that $S$ is a closed operator in $\mathcal{H}$ satisfying

$$\text{dom}(S) \supseteq \text{dom}(T), \quad \text{dom}(S^*) \supseteq \text{dom}(T^*).$$

We start with the analog of Theorem 2.3

**Theorem 4.5.** Assume Hypothesis 4.4. Then the following facts hold:

(i) The operator $T^{-1}ST$ is well-defined on $\text{dom}(T^2)$, and hence densely defined in $\mathcal{H}$,

$$\text{dom} (T^{-1}ST) \supseteq \text{dom} (T^2).$$

(ii) The relation

$$(T^{-1}ST)^* = T^*S^*(T^*)^{-1}$$

holds, and hence $T^*S^*(T^*)^{-1}$ is closed in $\mathcal{H}$.

(iii) One infers that

$$T^{-1}ST \text{ is bounded if and only if } (T^{-1}ST)^* = T^*S^*(T^*)^{-1} \in \mathcal{B}(\mathcal{H}).$$

In case (4.15) holds, then

$$T^{-1}ST = (T^*S^*(T^*)^{-1})^*, \quad \| T^{-1}ST \|_{\mathcal{B}(\mathcal{H})} = \| T^*S^*(T^*)^{-1} \|_{\mathcal{B}(\mathcal{H})}.$$

**Proof.** Since $\text{dom}(T^2)$ is an operator core for $T$ (cf. [11 Theorem 3.1.1]), one can follow the proof of Theorem 2.3 line by line. To illustrate this claim we just mention, for instance, the analog of (2.16) which now turns into

$$((T^{-1}ST)^* f, g)_{\mathcal{H}} = (f, T^{-1}STg)_{\mathcal{H}} = ((T^*)^{-1} f, STg)_{\mathcal{H}} = (S^*(T^*)^{-1} f, Tg)_{\mathcal{H}},$$

$$f \in \text{dom} ((T^{-1}ST)^*), \quad g \in \text{dom}(T^2) \subseteq \text{dom}(T^{-1}ST),$$

and hence once again extends to all $g \in \text{dom}(T)$ as before in (2.17). \hfill \Box

Next, we turn to the analog of Theorem 2.8 and recall the notation used in (4.16):

**Theorem 4.6.** Assume Hypothesis 4.4. If $T \in \text{BIP}(\mathcal{N}, \theta)$, then $T^{-z}ST^{-1+z}, z \in \Sigma$, defined on $\text{dom}(T)$, is closable in $\mathcal{H}$, and

$$T^{-z}ST^{-1+z} = T^{-1} \text{Im}(z) [S^*\text{Re}(z)(T^*)^{-\text{Re}(z)}] U S \times |S|^{1-\text{Re}(z)} T^{-1+\text{Re}(z)} T^{1 \text{Im}(z)} \in \mathcal{B}(\mathcal{H}), \quad z \in \Sigma.$$  

In addition, given $k \in (0, \infty)$, one obtains

$$\| T^{-z}ST^{-1+z} \|_{\mathcal{B}(\mathcal{H})} \leq N^2 e^{k(\text{Im}(z))^2 + k \text{Re}(z)(1-\text{Re}(z)) + k^{-1}\theta^2} \times \| ST^{-1} \|_{\mathcal{B}(\mathcal{H})} \| S^*(T^*)^{-1} \|_{\mathcal{B}(\mathcal{H})}, \quad z \in \Sigma,$$

as in (4.22).
and
\[\|T^{-z}ST^{-1+z}\|_{\mathcal{B}(\mathcal{H})} \leq N^2 e^{2\theta|z(1-z)|^{1/2}} \|ST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|S^*(T^*)^{-1}\|_{\mathcal{B}(\mathcal{H})}, \quad x \in [0, 1].\] 
(4.23)

**Proof.** Closely examining the first part of the proof of Theorem 12.8 based on Heinz’ inequality, one notes that everything up to (2.60) goes through without any change, implying the closability of \(T^{-z}ST^{-1+z}\) and the validity of (1.21).

Next, one defines
\[
\phi_k(z) = e^{kz(z-1)}(T^* f, T^{-1-z}ST^{-2+z}T g)_{\mathcal{H}} = e^{kz(z-1)}(f, T^{-z}ST^{-1+z}g)_{\mathcal{H}},
\]
(4.24)
f \(\in\) \(\text{dom}(T^*)\), \(g \in\) \(\text{dom}(T)\), \(z \in \Sigma\), \(k \in (0, \infty)\).

Then, employing (1.21) and (1.13), one estimates
\[
|\phi_k(1 + iy)| = e^{-ky^2} \left| \left((T^*)^{iy} f, ST^{-1}T^{iy} g\right)_{\mathcal{H}} \right|
\leq e^{-ky^2} N^2 e^{2|y^2|} \|ST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|f\|_{\mathcal{H}} \|g\|_{\mathcal{H}}
\leq N^2 e^{-ky^2} \|ST^{-1}\|_{\mathcal{B}(\mathcal{H})} \|f\|_{\mathcal{H}} \|g\|_{\mathcal{H}}, \quad y \in \mathbb{R},
\]
(4.25)
\[
|\phi_k(1 + iy)| = e^{-ky^2} \left| \left((T^*)^{iy} f, ST^{-1}T^{iy} g\right)_{\mathcal{H}} \right|
\leq e^{-ky^2} N^2 e^{2|y^2|} \|T^{-1}ST^{iy}\|_{\mathcal{B}(\mathcal{H})} \|f\|_{\mathcal{H}} \|g\|_{\mathcal{H}}
\leq N^2 e^{-ky^2} \|S^*(T^*)^{-1}\|_{\mathcal{B}(\mathcal{H})} \|f\|_{\mathcal{H}} \|g\|_{\mathcal{H}}, \quad y \in \mathbb{R},
\]
(4.26)
\[
|\phi_k(1 + iy)| = e^{-k(\text{Im}(z))^2+k \text{Re}(z)[\text{Re}(z)-1]} \left| \left(T^* f, T^{-1-z}ST^{-2+z}T g\right)_{\mathcal{H}} \right|
\leq e^{-k(\text{Im}(z))^2+k \text{Re}(z)[\text{Re}(z)-1]} \left| \left(T^{-1}ST^{-1}\right)\|S^*(T^*)^{-1}\|_{\mathcal{B}(\mathcal{H})} \|f\|_{\mathcal{H}} \|g\|_{\mathcal{H}}
\times \left| \left(T^{-1}ST^{-1}\right)\|f\|_{\mathcal{H}} \|T g\|_{\mathcal{H}} \right|
\leq e^{-k(\text{Im}(z))^2+k \text{Re}(z)[\text{Re}(z)-1]} N^2 e^{2|\text{Re}(z)|} \left| \left(T^{-1}ST^{-1}\right)\|f\|_{\mathcal{H}} \|T g\|_{\mathcal{H}} \right|
\leq C_k, \quad f \in \text{dom}(T^*), \quad g \in \text{dom}(T), \quad z \in \Sigma,
\]
(4.27)
where \(C_k = C_k(f, g, S, T) > 0\) is a finite constant, independent of \(z \in \Sigma\).

Applying the Hadamard three-lines estimate (2.23) to \(\phi(\cdot)\) then yields (4.22) since \(\text{dom}(T)\) and \(\text{dom}(T^*)\) are dense in \(\mathcal{H}\) and \(T^{-z}ST^{-1+z} \in B(\mathcal{H})\), \(z \in \Sigma\), by (4.21). If \(\text{Im}(z) = 0\), optimizing (4.22) with respect to \(k > 0\) implies (4.23). \(\square\)

**Remark 4.7.** We recall that by McIntosh’s theorem (cf. [11, Corollary 4.3.5]), one has
\[
\theta_T = \omega_T,
\]
(4.28)
where \(\omega_T\) and \(\theta_T\) are defined by (4.3) and (4.11), respectively. Thus, in principle, one can use \(\omega_T\) to get estimates cruder than (4.22), (4.23), but then in a priori terms associated with \(T\). However, we decided not to pursue this here. The same remark also concerns the statements in the remainder of this section.

In the special case where \(T \geq 0\) and \(S \in B(\mathcal{H})\), the estimate (4.23) recovers [35, Lemma 15].
Again, these results naturally extend to the situation where $T^{-z}ST^{-1+z}$ is replaced by $T_2^{-z}ST_1^{-1+z}$ for two sectorial operators $T_j$ in $\mathcal{H}_j$, $j = 1, 2$, having bounded imaginary powers, and once more we now illustrate this in the context of Theorem 4.6.

**Hypothesis 4.8.** Assume that $T_j$ are sectorial operators in $\mathcal{H}_j$ such that $T_j^{-1} \in \mathcal{B}(\mathcal{H}_j)$, $j = 1, 2$. In addition, suppose that $S$ is a closed operator mapping $\text{dom}(S) \subseteq \mathcal{H}_1$ into $\mathcal{H}_2$, satisfying

$$\text{dom}(S) \supseteq \text{dom}(T_1) \text{ and } \text{dom}(S^*) \supseteq \text{dom}(T_2).$$

Then the analog of Corollary 4.10 reads as follows:

**Corollary 4.9.** Assume Hypothesis 4.8. If $T_j \in \text{BIP}(N_j, \theta_j)$, $j = 1, 2$, then $T_2^{-z}ST_1^{-1+z}$ defined on $\text{dom}(T_1)$, $z \in \Sigma$, is closable, and

$$T_2^{-z}ST_1^{-1+z} = T_2^{-1}1_{\text{Im}(z)}[|S^*|\text{Re}(z)(T_2^*)^{-1}\text{Re}(z)]^*U_S$$

$$\times |S|^{1-\text{Re}(z)}T_1^{-1+\text{Re}(z)}T_1^{1_{\text{Im}(z)}} \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2), \quad z \in \Sigma. \quad (4.30)$$

In addition, given $k \in (0, \infty)$, one obtains

$$\|T_2^{-z}ST_1^{-1+z}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)} \leq N_1N_2e^{k(\text{Im}(z))^{2}+k\text{Re}(z)[1-\text{Re}(z)]+(4k)(\theta_1+\theta_2)^2}$$

$$\times \|ST_1^{-1}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)} \|S^*(T_2^*)^{-1}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)}, \quad z \in \Sigma, \quad (4.31)$$

and

$$\|T_2^{-z}ST_1^{-1+z}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)} \leq N_1N_2e^{(\theta_1+\theta_2)(z(1-z))^{1/2}}$$

$$\times \|ST_1^{-1}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)} \|S^*(T_2^*)^{-1}\|_{\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)}, \quad x \in [0, 1]. \quad (4.32)$$

**Proof.** Again, the $2 \times 2$ block operator formalism introduced in the proof of Corollary 2.10 applies to the case at hand. \qed

We emphasize that (4.31) is not new, it can be found in [42, Lemma 16.3]. Our proof, however, is slightly different.

Finally, we turn to the analogs of Theorem 3.3 and Corollary 3.3.

**Theorem 4.10.** Assume Hypothesis 4.4. Moreover, let $p \in [1, \infty)$, and suppose that

$$ST^{-1} \in \mathcal{B}_p(\mathcal{H}), \quad S^*(T^*)^{-1} \in \mathcal{B}_p(\mathcal{H}).$$

If $T \in \text{BIP}(N, \theta)$, then $T^{-z}ST^{-1+z}$, $z \in \Sigma$, defined on $\text{dom}(T)$, is closable in $\mathcal{H}$, and

$$\|T^{-z}ST^{-1+z}\|_{\mathcal{B}_p(\mathcal{H})} \leq N^2e^{k(\text{Im}(z))^{2}+k\text{Re}(z)[1-\text{Re}(z)]+(k-1\theta)^2}$$

$$\times \|ST^{-1}\|_{\mathcal{B}_p(\mathcal{H})} \|S^*(T^*)^{-1}\|_{\mathcal{B}_p(\mathcal{H})}, \quad z \in \Sigma, \quad (4.33)$$

and

$$\|T^{-z}ST^{-1+z}\|_{\mathcal{B}_p(\mathcal{H})} \leq N^2e^{2\theta(z(1-z))^{1/2}}$$

$$\times \|ST^{-1}\|_{\mathcal{B}_p(\mathcal{H})} \|S^*(T^*)^{-1}\|_{\mathcal{B}_p(\mathcal{H})}, \quad x \in [0, 1]. \quad (4.34)$$
Proof. First we note that Theorem 4.10 applies and hence (4.21)–(4.23) are at our disposal. Next, one introduces
\[ A_k(z) = e^{kz(z-1)}T^{-z}ST^{-1+z}, \quad z \in \Sigma, \quad k \in (0, \infty), \] (4.37)
and estimates
\[
\|A_k(\i y)\|_{B_p(H)} = e^{-ky^2}\|T^{-\i y}ST^{-1}\|_{B_p(H)} \leq e^{-ky^2}N^2e^{2\theta|y|}\|ST^{-1}\|_{B_p(H)} \\
\leq N^2e^{k^{\i}\theta^2}\|ST^{-1}\|_{B_p(H)}, \quad y \in \mathbb{R},
\] (4.38)
\[
\|A_k(1+\i y)\|_{B_p(H)} = e^{-ky^2}\|T^{-1}\|_{B_p(H)} \leq e^{-ky^2}N^2e^{2\theta|y|}\|ST^{-1}\|_{B_p(H)} \\
\leq N^2e^{k^{\i}\theta^2}\|ST^{-1}\|_{B_p(H)}, \quad y \in \mathbb{R},
\] (4.39)
\[
\|A_k(z)\|_{B_p(H)} = e^{-k(1+\i m(z))^2+k Re(z)[Re(z)-1]} \\
\times \|T^{-1}\|_{B_p(H)} \leq e^{-k(1+\i m(z))^2+k Re(z)[Re(z)-1]}N^2e^{2\theta|m(z)|}\|ST^{-1}\|_{B_p(H)} \\
\|ST^{-1}\|_{B_p(H)} \leq C_k, \quad z \in \Sigma,
\] (4.40)
where \( C_k = C_k(S,T) > 0 \) is a finite constant, independent of \( z \in \Sigma \), applying (4.21) and (2.59). Here we used again the generalized polar decomposition (2.51) for \( S \) (with \( \alpha = Re(z) \)).

Applying the Hadamard three-lines estimate (3.5) to \( A(\cdot) \) then yields relation (4.34) and the estimate (4.35). If \( \text{Im}(z) = 0 \), optimizing (4.35) with respect to \( k > 0 \) implies (4.36).

\[ ]

Corollary 4.11. In addition to Hypothesis 4.8 let \( p \in [1, \infty) \) and assume that
\[ ST^{-1} \in B_p(H_1,H_2), \quad S^*(T^*_2)^{-1} \in B_p(H_2,H_1). \] (4.41)
If \( T_j \in \text{BIP}(N_j, \theta_j), \ j = 1, 2 \), then \( T^{-z}ST^{-1+z} \) defined on \( \text{dom}(T_1) \), \( z \in \Sigma \), is closable, and
\[ T^{-z}ST^{-1+z} \in B_p(H_1,H_2), \quad z \in \Sigma. \] (4.42)
In addition, given \( k \in (0, \infty) \), one obtains
\[
\|T^{-z}ST^{-1+z}\|_{B_p(H_1,H_2)} \leq N_1N_2e^{k(1+\i m(z))^2+k Re(z)[1-\text{Re}(z)]+(4k)^{-1}(\theta_1+\theta_2)^2} \\
\times \|ST^{-1}\|_{B_p(H_1,H_2)} \|S^*(T^*_2)^{-1}\|_{B_p(H_2,H_1)}^\text{Re}(z), \quad z \in \Sigma,
\] (4.43)
and
\[
\|T^{-z}ST^{-1+z}\|_{B_p(H_1,H_2)} \leq N_1N_2e^{(\theta_1+\theta_2)[1-x]^2/2} \\
\times \|ST^{-1}\|_{B_p(H_1,H_2)} \|S^*(T^*_2)^{-1}\|_{B_p(H_2,H_1)}^x, \quad x \in [0, 1].
\] (4.44)

Proof. Applying Theorem 4.10 one can follow the proof of Corollary 1.9 (see also Corollary 2.10) step by step replacing \( B(H) \) and \( B(H_j) \) by \( B_p(H) \) and \( B_p(H_j) \), \( j = 1, 2 \), respectively.

\[ ]
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