Real-time pose tracking of 3D targets by photo-model-based stereo-vision
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Abstract

Nowadays, robots have been utilized to perform a wide variety of tasks instead of humans, in which those equipped with hand-eye cameras have been proved to be useful in factories for handling metal parts. However, there have been difficulties for robots with vision sensors like cameras to detect a target object’s 3D pose accurately, especially in the case that the target object is unique and the shape is arbitrary, and further, the object is moving. Visual servoing to moving target may enable the robot to pursue an animal to catch it. Aiming at achieving identification ability of a unique object, this paper utilized our previous study concerning photo-model-based object recognition. Based on the study, this paper applies the photo-model-based pose estimation method to video-rate stereo-vision position and orientation (pose) tracking, and it has been applied to an arbitrary-shaped moving target. To confirm the abilities of the proposed stereo-vision-based method to pursue an arbitrary target, real-time 3D pose estimation experiment to track the relative pose between a moving target and hand-eye robot have been conducted. The real-time experimental results show the proposed system can recognize the designated arbitrary-shaped target and track its pose in real-time.
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1. Introduction

Humans have mobilized robots to perform repetitive and dangerous tasks that are required to be conducted in exceptional environments such as outer space (the universe beyond the earth’s atmosphere) or the bottom of the sea. Since robots have higher reliability and accuracy than humans, they have been used extensively in production factories to perform a wide variety of tasks instead of human workers. However, until now, robots cannot entirely replace humans. While human beings can conduct intended tasks in situated circumstances, an automated robot is not adept enough as adaptabilities of humans. Therefore, the researchers have been trying to improve the adaptive abilities of automated robots.

Concerning automated robots, a robot control technology using visual information obtained from cameras in the feedback loop named as visual servoing, is expected to be able to allow the robot to adapt to changing or unknown environments (Agin et al., 1979; Allen et al., 1993; Hutchinson et al., 1996; Malis et al., 1999 and Oh and Allen, 2001). From the view point of how the cameras are used, there are two main configurations. The first is an eye-in-hand configuration (Song et al., 2007), that cameras are mounted on the robot’s end-effector. The second one is the eye-to-hand configuration. It has the camera(s) fixed in the workspace to see the robot’s hand (Dune et al., 2007). These methods can obtain multiple different views to observe an object by increasing the number of cameras. The eye-in-hand has a partial but precise sight of the scene since the camera can be placed near targets by a robot hand, whereas the eye-to-hand camera has less accurate but global view of the robot and the targets. However, in eye-to-hand configuration, fixed camera position in the workspace reduces the adaptability of a system for a changing environment since it is fixed. After considering those factors, an eye-in-hand configuration is adopted in our approach.
Among methodologies of visual servoing, feature-based and model-based methods have been mainly researched, and their performances have been discussed (Marchand and Chaumette, 2005). The feature-based approach focuses on tracking 2D features such as geometrical primitives (points, segments, circles) or an object’s contours, regions of interest. The model-based approach explicitly uses a model of the target objects, which helps the robot estimate target’s pose precisely. The pose includes position and orientation. About feature-based methods, there are some studies concerning picking operation based on visual recognition. That is, after 2D object segmentation and classification with a deep learning technology are conducted, then picking or grasping with point cloud gotten from an RGB-D (Red, Green, Blue, and Distance) camera are demonstrated (Morrison et al., 2017; Zeng et al., 2017; Schwarz et al., 2018). However, it needs to wait some time before completing the estimation of the target’s pose. Compared with feature-based methods, model-based methods have more information about the target object and usually provides a robust solution. For example, it can cope with partial occlusion of the objects. And all points of a solid 3D model as a group are projected onto 2D camera image planes without the Corresponding Points Identification Problem (Matsuyama et al., 1998) that has been pointed out as the difficulty existing 3D image reconstruction from 2D images input from stereo-vision (2D-3D method).

In contrast, the authors have employed a “Forward Projection,” i.e., a 3D model has been projected into stereo-vision image planes, and the projected 3D models are compared with the actual target that is also projected naturally onto the stereo-vision image planes (3D-2D method). The merit of this method is that it can avoid the Corresponding Points Identification Problem, since the points on a 2D model projected to left and right camera images from points defined on a 3D model have no irregularities in the correspondence of the points in left and right images. In the past, our researches are based on the fixed 3D model-based recognition method (Tian et al., 2017a), where the process of model generation of the 3D model-based approach is inevitable to be complex (Tamadazte et al., 2010; Tian et al., 2017a). Based on the merits and demerits of 2D-3D and 3D-2D methods, the model-based matching method using 3D-2D projection has been utilized in our past researches on visual servo system. They are online pose tracking of 3D marker (Song and Minami, 2008), and recently a vision-based docking system for Automated Underwater Vehicles (Myint et al., 2017).

As mentioned above, the 3D model generation process is complicated. To simplify the process and establish a more general and practical recognition approach to arbitrary-shaped and -colored object, a photo-model-based recognition method has been devised (Phyu et al., 2016), since the photo-model can be made at once by taking a photo of an arbitrary object. This recognition method was used for arbitrary clothes handling system (pick and place). Since clothes are deformable, the deformation can also be seen as a disturbance hindering pose estimation. By making the detecting and handling system adaptive and tolerable against the deformation and lighting condition varieties, the photo-model-based recognition method has been proved to be practical and credible (Phyu et al., 2017).

We hope that this technology is not limited only for clothes handling but also for a broader range of applications, e.g., pursuing and catching animals that move to escape from the visual-servoing underwater robot. Compared with static clothes, aquatic animals or other creatures can move with their shapes changing for moving. To achieve catching designated animals, the photo-model-based recognition method needs to be improved to be applicable for real-time pose tracking. Therefore, in response to the above requirement, this paper expands the photo-model methodology to enable the stereo-vision robot to conduct visual servoing to moving targets. And this paper introduces how the photo-model is used to detect the arbitrary target and how the on-line pose tracking could be conducted in real-time.

This pose tracking methodology needs to detect 6 DoF pose of the object in real-time and will enable a robot to conduct 3D visual servoing (Tian et al., 2017b). The authors have proved dual-eye stereo-vision cameras can also work well for tasks of 3D visual servoing (Kou et al., 2018), however it needs to redefine the 3D model consisting of checking dots set on the target 3D-marker. With a photo taken at a known distance, the photo-model-based recognition method can start to work immediately, and this method does not need 3D model definition that should be predefined and the defining task is a burden for the researchers. Even though data-driven method with deep learning technique also uses pictures to detect 3D pose of a target object, it requires a large number of pictures and pre-training time (Tsai et al., 2018; Zeng et al., 2017). The training photos should include many varieties of photos with different position and orientation, which should be prepared for detecting the target’s pose precisely. Then it is difficult to be applied to real-time pose estimation. There is a research for real-time pose estimation with photo data and deep neural networks (Bateux et al., 2017). However, its target is just a 2D planar object, not a 3D object.

In this paper, 3D sea animal toys are chosen as targets that exemplify arbitrary targets. Frequency response experiments have been conducted to verify the ability of the real-time pose estimation of 3D solid target and the pose tracking of the dual-eye stereo-vision system.

The rest of the present paper is organized as follows: Section 2 is a brief introduction of the development process.
of the photo-model-based recognition method and contribution points of this paper. Section 3 presents the stereo-vision photo-model-based recognition, which converts pose estimation to optimization problem. Section 4 introduces the experimental environment and experimental hardware. The proposed method has been evaluated in section 5. Section 6 describes the real-time 3D pose estimation experimental results, followed by discussion and conclusion in sections 7 and 8.

2. Contributions

In this section, we review works related to the contents in this paper, conductive to 3D-pose visual servoing to a moving target with arbitrary shape. The foundation comes from photo-model-based clothes handling robot.

Since the photo-model can be made at once by taking a photo of the target object, the target can be recognized instantly, and the pose can be estimated immediately. Figure 1 shows the photo-model-based handling robot (pick and place) introduced by our previous researches (Funakubo et al., 2016 and 2017; Phyu et al., 2016 and 2017). The proposed system aims at picking up clothes after a robot recognizes it and classifies the clothes into a collection box.

![Fig. 1](image1.png)

**Fig. 1** A photo of the clothes handling robot system with dual-eye cameras: PA-10 robot is equipped with a vacuum unit and two cameras used as stereo-vision, where four pads connected with the air compressor made the robot possible to perform the pick (absorption) and place of the clothes. In the test, the robot picked up 12 kinds of deformable clothes and classified them, and set them into the collection box.

The robot shown in Fig. 1 has been confirmed to be able to identify 12 different deformable clothes, estimate the pose and handle them under illumination varieties (Phyu et al., 2018a and 2018b). Previous studies (Phyu et al., 2017 and 3)
2018c) have also verified that the photo-model-based recognition method can detect the partly hidden cloth.

As motioned in the introduction, we hope that this recognition method is not only limited for clothes handling but also applied to a wider range of applications. Therefore, in (Tian et al., 2019), the method is improved and used for the position visual servoing task of a moving target object. However, since orientation tracking is more difficult than position tracking, the object’s orientation was fixed at that time, and only the position 3DoF was changed.

Based on these studies, this paper focuses on the 6DoF detection ability of the photo-model-based pose estimation method. Its recognition ability with respect to the deforming objects is not discussed.

In this paper, a photo-model has been used for visual tracking so that the stereo vision can follow a 3D-shaped sea animal model whose motion is given by another robot (TC-robot) as shown in Fig. 2, where the motion is shown to the pose tracking robot (PT-robot) without any communications between the two robots. Regarding visual tracking, this is an important task in the field of computer vision, also known as object tracking (Yilmaz et al., 2006, Li et al., 2013). It can be applied to many domains, such as visual surveillance (Joshi and Thakore, 2012) and reconstruction of the environment (Newcombe et al., 2011). In its simplest form, tracking can be defined as the problem of estimating the trajectory of an object either in the 2D image plane or in the 3D object space as it moves around a scene (Leibe et al., 2008). In the robot control field, visual tracking of an object involves the estimation of the object’s position and orientation (pose) (Tamadazte et al., 2011). The pose estimation of the target object is very important for robot movement. Although visual tracking does not involve robot control, it is still a necessary and basic research in visual servoing, autonomous navigation, and other robot functional research (Pan et al., 2015).

The future purpose of the pose tracking and the visual servoing to sea animals with photo-model is to establish control strategy of an underwater robot that can catch fishes or dispose of detrimental sea animals, e.g., crown-of-thorns starfish. Since the model for pose estimation can be given by a photograph, the target animal of visual-tracking could be set arbitrarily and instantaneously.

The RM-GA (Myint et al., 2017) for real-time pose estimation and tracking has been achieved based on a prerequisite of 3D target model being given and predefined precisely to track the target’s pose.

However, defining the 3D target model is time-consuming. Therefore, in this paper, we have simplified the 3D target definition to 2D photo-model. Even though the photo-model is 2D image model, the 3D target object moving in 3D space could be tracked by the 2D photo-model since the 3D target object can be represented approximately by the tangential 2D model. This is the reason that the 3D target pose can be estimated by the 2D photo-model.

This paper examines the feasibility about whether 3D pose of target could be estimated through 2D photographic model or not. More precisely, the contributions of this paper are as follows.

• This paper proposes a method to estimate 3D target pose by using stereo-vision and 2D photo-model.

• Based on the above prerequisite, the target recognition and pose estimation problem have been converted to the optimization problem.

• The real-time abilities to track 3D targets have been confirmed through real tracking experiments, which has been enhanced by improving real-time nature of RM-GA.

All above points have helped achieve photo-model-based real-time visual tracking.

3. Photo-model-based recognition

3.1. Kinematics of stereo-vision

The proposed system is an eye-in-hand system with dual-eye stereo-vision cameras. Camera model is pinhole model. Figure 3 shows a perspective projection of the dual-eye vision system. The coordinate systems of dual-eye cameras and the target object consist of world coordinate system \( \Sigma_W \), j-th model coordinate system \( \Sigma_{Mj} \), hand portion coordinate system \( \Sigma_H \), left and right camera coordinate systems \( \Sigma_{CL} \) and \( \Sigma_{CR} \), and image coordinate systems \( \Sigma_{IL} \) and \( \Sigma_{IR} \), and they are being shown in Fig. 3. The position vectors of an arbitrary i-th point of the j-th 3D model coordinate \( \Sigma_{Mj} \) based on each coordinate system are as follows:

- \( \hat{W}r^j_i \): 3D position of an arbitrary i-th point on j-th 3D model based on \( \Sigma_W \).
- \( \hat{M}r^j_i \): 3D position of an arbitrary i-th point on j-th 3D model in \( \Sigma_{Mj} \).
- \( \hat{CR}r^j_i \) and \( \hat{CL}r^j_i \): 3D position of an arbitrary i-th point on j-th 3D model based on \( \Sigma_{CR} \) and \( \Sigma_{CL} \).
- \( \hat{IR}r^j_i \) and \( \hat{IL}r^j_i \): 2D projected position on \( \Sigma_{IL} \) and \( \Sigma_{IR} \) of an arbitrary i-th point on j-th 3D model.

The homogeneous transformation matrix from the right camera coordinate system \( \Sigma_{CR} \) to the target object coordinate system \( \Sigma_M \) is defined as \( CR_T_M(fr^j_M, q) \), where \( fr^j_M \) is j-th model’s pose based on the robot hand coordinate system \( \Sigma_H \) and \( q \) means robot’s joint angle vector. The pose of the j-th 3D model, including three position variables and three orientation
variables in quaternion based on $\Sigma_H$, are represented as

$$H\phi_M^j = [Hx_M^j, Hy_M^j, Hz_M^j, \phi_{1M}^j, \phi_{2M}^j, \phi_{3M}^j]^T.$$  

(1)

For simplicity, the $H\phi_M^j$ is written as $\phi_M^j$ hereafter.

$CLr_j^i$ can be calculated by using Eq. (2),

$$CLr_j^i = CLT_M(\phi_M^j, q) M^j r_i^j,$$

(2)

where $M^j r_i^j$ is predetermined as fixed vectors since $\Sigma_{M_j}$ is fixed on the j-th model. $CRr_j^i$ that represents the same i-th point on j-th model based on $\Sigma_{CR}$ is also calculated by using $CRT_M(\phi_M^j, q)$. Since $q$ can be measured by robot’s joint sensors, it could be thought to have been known, then $q$ is omitted hereafter. Equation. (3) represents the projective transformation matrix $P_k$,

$$P_k = \frac{1}{\xi_3} \begin{bmatrix} f/\eta_x & 0 & l_{x_0} & 0 \\ 0 & f/\eta_y & l_{y_0} & 0 \end{bmatrix},$$

(3)

where,

- $k = CL, CR$,
- $\xi_3$: z-axis position of the i-th point in the camera sight direction in $\Sigma_{CR}$ and $\Sigma_{CL}$,
- $f$: focal length,
- $\eta_x, \eta_y$: [mm/pixel] in x-axis, and y-axis,
- $l_{x_0}, l_{y_0}$: [pixel] offset of origin of $\Sigma_j$.

The 2D position vector of the i-th point in the left camera image coordinates $Hr_j^i$ [pixel] can be described by using $P_L$ as,

$$Hr_j^i = P_CL^r_j^i = P_CL^r_j^i T_M(\phi_M^j) M^j r_i^j.$$  

(4)

Then, $Hr_j^i$ can be conceptually described by function $f_L$ as,

$$Hr_j^i(\phi_M^j) = f_L(\phi_M^j, M^j r_i^j).$$

(5)

Like the description of $Hr_j^i$, $Ir_j^i$ can also be calculated as the same manner.

![Fig. 3 Perspective projection of dual-eye vision-system. In the searching space, a j-th 3D solid model is represented by the picture of crab, which is defined by j-th model coordinate system $\Sigma_{M_j}$. The distance between $\Sigma_{CL}$ and $\Sigma_{CR}$, i.e. baseline, is 323[mm].](image)

3.2. Model generation

There are two main portions of the proposed system. The first portion is 2D model generation and the latter is relative pose estimation using the generated 2D model. This subsection is for a description of the first portion before an explanation of a matching method.

The hue value in HSV color representation is used for the extraction of the target color. The advantage of HSV is that each of its attributes corresponds directly to the basic color concepts, which makes it conceptually simple. Therefore,
it is easy to understand program for image matching process. And hue of HSV color system has a good robustness against the illumination intensity changing.

The model generation process is represented in Fig. 4. Firstly, a background image is captured and the averaged hue value of the background image is calculated as shown in Fig. 4 (a). Then, the 3D target crab model is put on the background as shown in Fig. 4 (b). As shown in Fig. 4 (c), the hue value of each point in the image constitutes the surface space $S_m$ of the model. Finally, the outside space $S_{out}$ of the model is generated by enveloping $S_m$ as shown in Fig. 4 (d).

![Fig. 4 Model generation processes are described as (a)–(d): (a) shows a photograph of background image, (b) shows a photograph with a target object (the crab) in the background, (c) represents a surface space model $S_m$ constituted by inner points group and (d) represents an outside space of model $S_{out}$ that envelops $S_m$.](Image)

### 3.3. Orientation recognition method using quaternion

The methods widely used to represent the orientation of a 3D object are Euler angles, angle-axis representation, and rotation quaternion. Because the orientation singularities exist in the Euler angles and angle-axis representation methods, quaternion representation has been adopted in our previous research (Song et al., 2008). By axis-angle representation, a rotation quaternion. Because the orientation singularities exist in the Euler angles and angle-axis representation methods, quaternion representation has been adopted in our previous research (Song et al., 2008).

A unit vector $l$ indicates direction, and an angle $\theta$ describes the magnitude of rotation around $l$. By using $l$ and $\theta$, quaternion $q = [\eta, \varepsilon]$ is defined as follows,

$$
\varepsilon = \sin \frac{\theta}{2} l,
$$

where, $\varepsilon = [\varepsilon_1, \varepsilon_2, \varepsilon_3]^T$, $l = [l_x, l_y, l_z]^T$. $\eta$ is the scalar part of the quaternion, and $\varepsilon$ is the vector part of it. This system uses a unit quaternion, then $\eta$ needs to satisfy the following relationship: $\eta^2 + \varepsilon^T \varepsilon = 1$.

The quaternion in the system is based on $\Sigma_M$. Here, $\varepsilon$ is short for $^{M}\varepsilon_M$. And the homogeneous transformation of the frame $\Sigma_M$ towards an object $\Sigma_M$ is represented using $[\eta, \varepsilon]$ as

$$
^{M}\mathbf{T}_M = \begin{bmatrix}
1 - 2\varepsilon_2^2 - 2\varepsilon_3^2 & 2(\varepsilon_1\varepsilon_2 - \eta\varepsilon_3) & 2(\varepsilon_1\varepsilon_3 + \eta\varepsilon_2) & ^{M}\mathbf{x}_M \\
2(\varepsilon_1\varepsilon_2 + \eta\varepsilon_3) & 1 - 2\varepsilon_1^2 - 2\varepsilon_3^2 & 2(\varepsilon_2\varepsilon_3 - \eta\varepsilon_1) & ^{M}\mathbf{y}_M \\
2(\varepsilon_1\varepsilon_3 - \eta\varepsilon_2) & 2(\varepsilon_2\varepsilon_3 + \eta\varepsilon_1) & 1 - 2\varepsilon_1^2 - 2\varepsilon_2^2 & ^{M}\mathbf{z}_M \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

(7)

Then because of $^{CL}\mathbf{T}_M = ^{CL}\mathbf{T}_H \cdot ^{M}\mathbf{T}_M$, projective transformation of Eq. (4) can be calculated, since $^{CL}\mathbf{T}_H$ is known constant matrix from geometry of hand-eye mechanism. Then $^{M}\mathbf{r}_j$ given by Eq. 4 can be calculated, and $^{IR}\mathbf{r}_j$ is also. About how is the quaternion used for controlling the motion of a manipulator, readers can refer to (Song et al., 2008).

### 3.4. 3D model-based matching

After the model generation process be completed, the model is used for recognizing the target object through model-based matching.

Figure 5 shows a generated photo model placed in the 3D searching space with assumed pose of $\phi_M^*$(sub figure on the top of Fig. 5) and the left and right 2D searching models that are projected from photo model with the pose being assumed to be $\phi_M^*$ (sub figures on the left and right bottom of Fig. 5) respectively. In Fig. 5, a generated 2D photo-model is projected from the 3D space onto the left and right 2D searching planes. The sub figures on the top of Fig. 5 shows a generated 3D solid photo model $S(\phi_M^*)$ composed of $S_m(\phi_M^*)$ (inner dotted points) and the outside space enveloping $S_m(\phi_M^*)$ denoted as outer dotted line $S_{out}(\phi_M^*)$. The sub figures on the left/right bottom of Fig. 5 show the left/right projected 2D
searching models $S_L(\phi_M^i)$ and $S_R(\phi_M^i)$ respectively. Both $S_L(\phi_M^i)$ and $S_R(\phi_M^i)$ consist of inner and outer portions $S_{Lin}(\phi_M^i)$, $S_{Lout}(\phi_M^i)$ and $S_{Rin}(\phi_M^i)$, $S_{Rout}(\phi_M^i)$.

### 3.5. Definition of the fitness function

An overlap degree, that means correlation degree, between a projected model and the target in images captured by the dual-eye cameras is used as a fitness (Minami et al., 2003). The highest fitness value represents the best pose of the model $\phi_M$ that coincides with the crab’s pose in 3D space as depicted at top of Fig. 5.

A model is composed of some sampling points. The number of them is “n.” After forward projection, as shown in Fig. 3, each point coordinate in left image $\Sigma_{IL}$ is $\hat{r}_j^i$. And evaluation value of each point $\hat{r}_j^i$ in inner portion of the model ($\hat{r}_j^i \in S_{Lin}(\phi_M^i)$) is $p_{Lin}(\hat{r}_j^i)$ calculated by Eq. (8). The one of outer portion ($\hat{r}_j^i \in S_{Lout}(\phi_M^i)$) is $p_{Lout}(\hat{r}_j^i)$ calculated by Eq. (9).

$$p_{Lin}(\hat{r}_j^i) = \begin{cases} 2, & \text{if}(|H_{IL}(\hat{r}_j^i) - H_{ML}(\hat{r}_j^i)| \leq 30); \\ 0.005, & \text{else if}(|\hat{H}_B - H_{IL}(\hat{r}_j^i)| \leq 30); \\ 0, & \text{otherwise}; \end{cases}$$  \tag{8}

$$p_{Lout}(\hat{r}_j^i) = \begin{cases} 0.1, & \text{if}(|\hat{H}_B - H_{IL}(\hat{r}_j^i)| \leq 20); \\ 0.5, & \text{otherwise}; \end{cases}$$  \tag{9}

where

- $H_{IL}(\hat{r}_j^i)$: the hue value of the left camera image at the point $\hat{r}_j^i$ (i-th point in j-th photo model, lying in $S_{Lin}$),
- $H_{ML}(\hat{r}_j^i)$: the hue value of photo model at the point $\hat{r}_j^i$ (i-th point in $S_{Lin}$),
- $\hat{H}_B$: the average hue value of the background image.

The $p_{Rin}(\hat{r}_j^i)$ and $p_{Rout}(\hat{r}_j^i)$ are defined as the same above manner. The fitness $F(\phi_M^i)$ of a model is calculated as Eq. (10), and its abbreviated form is Eq. (11),

![Diagram of a model combining 2D and 3D searching models.](https://via.placeholder.com/150)
The fixed values in Eqs. (8) and (9) have been tuned experimentally to provide a peak in the fitness value distribution at the true pose. Figure 6 (a) shows j-th model, the evaluation points of hue value, \( H_{r, in}^{j} \), are indicated by white dots in inside area \( S_{L, in} \), and those in outside strip \( S_{L, out} \). Figure 6 (b) shows another situation that the overlapping area of real crab and the model increased than the one depicted in (a). The hue value of the left camera input image at the point \( H_{r, in}^{j} \) is represented by \( H_{IL}(H_{r, in}^{j}) \). The i-th point of j-th model in \( S_{L, in} \) and \( S_{L, out} \) and the hue value of the same point \( H_{r, in}^{j} \) on the model is defined as \( H_{ML}(H_{r, in}^{j}) \). The average hue value of background calculated from Fig. 4 (a) is defined as \( H_{B} \).

In Eq. (8), if the hue value of each point on 3D target in left images, \( H_{IL}(H_{r, in}^{j}) \), which lies inside the surface model frame \( S_{L, in} \), and the hue value of corresponding same point in a model, \( H_{ML}(H_{r, in}^{j}) \), have similar values with a tolerance less than 30, that is \( |H_{IL}(H_{r, in}^{j}) - H_{ML}(H_{r, in}^{j})| \leq 30 \) then this means that model’s hue value and input target crab’s hue value have close hue distance at the same checking point of \( H_{r, in}^{j} \). This represents photo model overlaps to the real crab projected in left camera image in \( S_{in} \), which are represented by dots designated by (A) in Fig. 6 (b). In this case the fitness value would be increased with the voting value of “+2.” The fitness value will decrease with the value of “-0.005” for every point \( H_{r, in}^{j} \) in \( S_{in} \) by the condition, \( |H_{B} - H_{IL}(H_{r, in}^{j})| \leq 30 \) in Eq. (8), when model’s crab area overlaps with blue background. This represents that the model does not overlap precisely the target in the input image, which are represented by (B) in Fig. 6 (b). In this case, “-0.005” is given as a penalty to decrease \( F \). Otherwise, the fitness value will be “0.”

Similarly, in Eq. (9), if the hue value of each point in the left camera image lying in \( S_{L, out} \) has similar value to the average hue value of background \( H_{B} \) calculated from Fig. 4 (a) with the tolerance of 20, the fitness value will be increased with the value of “+0.1.” This means \( S_{L, out} \) strip area surrounding \( S_{L, in} \) overlaps the background, expressing the model and the crab overlap rather correctly as (C) in Fig. 6 (b). Since this situation means that the model’s position and orientation matches to the real crab, plus points “0.1” is given to the function \( p_{L, out} \), which is described in Eq. (9). Otherwise, the fitness value will decrease with the penalty value of “-0.5.” This represents points on \( S_{L, out} \) overlaps with the real crab as (D) in Fig. 6 (b).

Fig. 6 Calculation of the matched degree of each point in model space (\( S_{L, in} \) and \( S_{L, out} \)).
3.6. Real-time Multi-step Genetic Algorithm (RM-GA)

The main problem of identifying the pose of the object can be converted into an optimization problem if the fitness function has been designed to give the maximum value only in the case that the model whose pose coincides with the target object in the 3D space. Several optimization methods can search the maximum value of the evaluation function. For real-time recognition in dynamic images input with frame rate 30[fps], we have proposed a Real-time Multi-step Genetic Algorithm (RM-GA) (Myint et al., 2017). RM-GA evaluation process is applied to find the maximum value as an optimal solution because of its simplicity and effectiveness. The 20 individuals of RM-GA are used in this experiment, where the chromosome of an individual consists of 72[bit] with six variables. Each variable is coded by 12[bit] as shown in Eq. (12), the first three variables of a model \(H_{x_M}, H_{y_M}, H_{z_M}\) represents the position in 3D space and the last three variables \(H_{E1M}, H_{E2M}, H_{E3M}\) represents the orientation. The genes of RM-GA representing possible pose solution is defined as below;

\[
\begin{align*}
H_{\phi_M} &= [H_{x_M}, H_{y_M}, H_{z_M}, H_{E1M}, H_{E2M}, H_{E3M}]^T. \\
(12)
\end{align*}
\]

As the searching result of RM-GA, the output best individual is defined as,

Figure 7 (a) shows the process flow in the RM-GA in which 3D models converge into the real 3D solid target object. In Fig. 7 (a), a target object is a crab, and each 3D model is depicted as a rectangle with dotted lines including the same shape and same color information of the target. But each model has different poses \(\phi_M\) as shown at the top of Fig. 7 (a) whose pose has been defined by the above chromosome, Eq. (12). Note that the system performs the evaluation process in the left and right 2D image planes. And the convergence of searching models occurs in 3D searching space. The fitness function value evaluates the overlap degree between an individual and the target object. The fitter ones are selected to regenerate the next genes. Thus, the genes converges to the real target after some transient period of evolutions. Then, the gene that gives the highest fitness value stands for the most trustful pose as shown in the bottom part in Fig. 7 (a).

Figure 7 (b) shows a flowchart for the RM-GA evolution process for recognition and pose estimation:

1. Firstly, the individuals are randomly generated in the 3D searching area as the first generation.
2. New images captured by dual-eye cameras are input.
3. The fitness value of every individual is calculated.
4. Every individual’s fitness value is sorted by the calculated fitness value.
5. The best individual is selected from the current population, and the weak individuals are removed.
6. Then, the individuals for the next generation is reproduced by making crossover and mutation between the selected individuals.
7. Only new individuals in the next generation are evaluated by the fitness function, shown by “Evaluation (2)” block, because the right and left images do not change and top individuals with highest fitness do not need to calculate fitness again since the image is constant during 33[ms].
8. And then, the above procedures are repeated within 33 [ms]. Because the time needed for transferring one frame of video from image input board to the memory of main CPU is 9[ms], the remaining time within the video rate 33[ms] is 33 – 9 = 24[ms]. Then 24[ms] remains for RM-GA to evolve.
9. Finally, the RM-GA output the best individual, then repeat the above (8) until input a new image.

Using Lyapunov analysis in (Song et al., 2010), the time convergence performance of the RM-GA in successively input dynamic images has been confirmed experimentally. Real-time 3D pose estimation using 3D-model-based recognition and the RM-GA has been presented in detail in a previous paper (Myint et al., 2016). Real-time pose estimation using RM-GA and docking performance of ROV is discussed in an earlier study (Myint et al., 2017).
4. Experimental environment

The utilized manipulator in the system is a PA-10 robot arm manufactured by Mitsubishi Heavy Industries. And two CCD cameras mounted on the end-effector are FCB-1X11A manufactured by Sony Corporation. The resolution of dynamic images is 640×480 [pixel]. The frame frequency of stereo cameras is set as 30[fps]. The image processing board receiving the image from the CCD camera is connected to the host computer (CPU: Intel Core i7-3770, 3.40[GHz]).

The pose of target 3D model’s pose based on $\Sigma_H$ is set as

$$H\phi_M = [Hx_M, Hy_M, Hz_M, H\epsilon_1M, H\epsilon_2M, H\epsilon_3M]^T = [0, 0, 500[mm], 0, 0, 0]^T,$$  

meaning PT-robot in Fig. 2 is set in front of TC-robot with the relative pose of above $H\phi_M$.

As shown in Fig. 8, 12 different sea creature toys are prepared as 3D target objects whose code names are from C01 to C12. The table includes the English name and the size of each 3D toy. Figure 9 shows photo-models with blue sea background. The size of each picture is 640×480 [pixel]. Each dashed line rectangle indicates a photo-model used in pose estimation of 3D toy targets. The photo-model is only part of a picture including a target shape as shown by the rectangles in Fig. 9.

5. Fitness distribution experiments

Fitness function Eq. (10) converts the target recognition and pose estimation problem into an optimization problem if variables to give the maximum peak represents the target’s pose. To ensure whether this problem conversion about Eq. (10) is feasible, a way is a brute-force search or an exhaustive search. Using still pictures at an instant moment, the fitness value $F(\phi_M)$ is calculated with its pose varied as parameters. We call it “fitness distribution.” It is also a way to verify whether the RM-GA can detect the true pose of a target object at that moment. Even though the fitness distribution is made by an exhaustive search method, it is impossible to calculate all possibilities. This time, the position incremental distance of fitness value is set at 1.0[mm], and the orientation increment is 0.01[] (quaternion does not have the unit). Search
Fig. 8 Twelve marine biological creature models. The code name is from C01 to C12. The second line of each frame shows the English name. And the last line shows the size of each 3D toy (unit: [cm]).

Fig. 9 Twelve pictures of marine biological creature models are shown with blue sea background corresponding to Fig. 8. The code name is from C01 to C12. The size of each picture is 640 × 480 [pixel]. Each dashed line rectangle indicates a photo-model.
ranges of fitness distribution are set as position: \( H_{xM} \) and \( H_{yM} \in [-180, 180][\text{mm}] \), \( H_{zM} \in [320, 680][\text{mm}] \); orientation: \( H_{\varepsilon 1M}, H_{\varepsilon 2M}, \) and \( H_{\varepsilon 3M} \in [-0.37, 0.37] \).

Figures 10 and 11 show left and right images captured by the stereo-vision system and the fitness distribution of C04 dolphin and C12 crab in detail. Figure 10 (a) shows the left and right camera images of C04 dolphin, and (b), (c) show the \( x - y \) and \( y - z \) position fitness distribution respectively, and (d), (e) show the orientation fitness distribution. All the fitness distribution (b)–(e) have peaks. For example, in Fig. 10 (b), the \( x - y \) position that gives maximum peak is \((H_{xM}, H_{yM}) = (-3, 7)[\text{mm}]\) and this result shows it is near the true position \((0, 0)[\text{mm}]\) given by Eq. (14). About another object C12 crab, Fig. 11 (b) and (c) shows the position fitness distribution, and (d) and (e) show the orientation fitness distribution. All the fitness distribution (b)–(e) also have peaks near the true value. The results of other target objects except of C04 and C12 are similar to Figs. 10 and 11, then they are not listed in this paper. Each subfigure of the results has a main peak near the true value \( \hat{H}_{M} \) given by Eq. (14). Therefore, it has been confirmed that fitness function Eq. (10) can convert the target recognition and pose estimation problem into an optimization problem. Furthermore, it has been confirmed that the proposed method can estimate 3D target pose by using stereo-vision and 2D photo-model. But the gentle shapes of peaks given by (d) and (e) in Figs. 10 and 11 mean that the estimated orientations tend to include estimation errors than the positions whose fitness distributions have sharp peaks as shown in Figs. 10 and 11.

RM-GA searching experiments have been also conducted to compare with the fitness distribution. The results show that RM-GA can find the pose of all target objects from C01 to C12 in less than 10[s] by using the left and right still images. In this experiment, the optimization procedure is conducted by static still photographs not dynamic images, then the RM-GA process means usual GA process practically. For example, the left and right camera images shown at Fig. 10 (a) are used for the RM-GA searching experiment concerning C04 dolphin. And the detected pose by RM-GA \( \hat{H}_{M} = [H_{xM}, H_{yM}, H_{zM}, H_{\varepsilon 1M}, H_{\varepsilon 2M}, H_{\varepsilon 3M}]^T \) is shown at the row of C04 in Table 1, which includes also results of other 3D toys shown in Fig. 8. The real pose that gives maximum peak is represented by \( H_{M} \), and \( \Delta \varepsilon \) is also listed in the table. From the error values of C01~C12, it has been confirmed that the poses of all 3D toys could be estimated by GA evolotional procedures with the position error being less than 10[mm] and orientation error being less than 0.15 in quaternion.

In this section, by the fitness distribution experiment, it is verified that the fitness function Eq. (10) can transform the target recognition and orientation estimation problems into optimization problems. It is also confirmed that the proposed method can estimate the 3D target pose by using stereo-vision and 2D photo-model. Since the estimated value of RM-GA is close to the peak result in the fitness distribution experiment, RM-GA can be used practically as a solution to detect the pose of the 3D target objects by using 2D photo-model.

### 6. Real-time 3D pose estimation experiment with RM-GA

#### 6.1. Experimental content

The initial condition of the pose real-time estimation experiment is shown at top subfigure (Step 0) in Fig. 12. The pose of the target object represented by \( \Sigma_{M} \) based on the end-effector \( \Sigma_{H} \) is set as Eq. (14). In Fig. 12, each subfigure, i.e., each (Step), is a state of the target object at a special time point in the experiment. For example, subfigure (Step 0) shows the state of the target object at the beginning time point \( t = 0[\text{s}] \) of the experiment. And the target’s pose of subfigure (Step 0) \( H_{M} = [H_{xM}, H_{yM}, H_{zM}, H_{\varepsilon 1M}, H_{\varepsilon 2M}, H_{\varepsilon 3M}]^T = [0, 0, 500][\text{mm}], 0, 0, 0]^T \) is also shown in Table 2. In this pose estimation experiment, the PT-robot in Fig. 2 does not move. The TC-robot controls the target object to move, with one of the elements of target pose of \( \hat{H}_{M} = [H_{xM}, H_{yM}, H_{zM}, H_{\varepsilon 1M}, H_{\varepsilon 2M}, H_{\varepsilon 3M}]^T = [0, 0, 500][\text{mm}], 0, 0, 0]^T \) being changed and others being kept to be constant as shown in Table 2. The table lists the pose of TC-robot and the transition of the pose when the target pose is changed from (Step 0) to (Step 19).

For example, as shown in Fig. 12, from (Step 0) to (Step 1), \( H_{xM} \) that is x-coordinate of target pose, is changed from 0[mm] to -50[mm] by TC-robot based on the \( \Sigma_{M} \) of \( H_{yM}, H_{zM}, \) and orientation parameters \( H_{\varepsilon 1M}, H_{\varepsilon 2M}, \) and \( H_{\varepsilon 3M} \) are constant. In subfigure (Step 1) of Fig. 12, the arrow shows the moving direction along the x-axis from former (Step 0) to this (Step 1). And as shown in Table 2, the arrow between rows (Step 0) and (Step 1) in the column of \( H_{xM} \) has the same meaning and indicates only \( H_{xM} \) is changed from 0[mm] at (Step 0) to -50[mm] at (Step 1). In Fig. 12, from (Step 1) to (Step 2), \( H_{yM} \) that is y-coordinate of target pose, is changed from 0[mm] to -50[mm] by TC-robot. \( H_{xM}, H_{zM}, \) and orientation parameters \( H_{\varepsilon 1M}, H_{\varepsilon 2M}, \) and \( H_{\varepsilon 3M} \) at (Step 2) are the same with the parameters at (Step 1). And the arrow in subfigure (Step 2) in Fig. 12 shows the moving direction along the y-axis. And as shown in Table 2, the arrow between rows (Step 1) and (Step 2) in the column of \( H_{yM} \) also represents that only \( H_{yM} \) is changed from 0[mm] at (Step 1) to -50[mm] at (Step 2) by TC-robot. The position of
Fig. 10 Fitness distribution of C04 dolphin. (a) Left and right camera images, (b) fitness distribution in the x-y plane, (c) fitness distribution in the y-z plane, (d) fitness distribution of orientation in ε1-ε2, and (e) fitness distribution of orientation in ε2-ε3. In each subfigure of (b)∼(e), the maximum fitness and corresponding coordinate are shown in a text box.
Maximum fitness peak position is at $(x,y) = (0,0)$ [mm], maximum fitness value is 0.778.

Maximum fitness peak orientation is at $(\varepsilon_1, \varepsilon_2) = (-0.09, 0.06)$, maximum fitness value is 0.8144.

Maximum fitness peak orientation is at $(\varepsilon_2, \varepsilon_3) = (0.05, 0.01)$, maximum fitness value is 0.8183.

Fig. 11 Fitness distribution of C12 crab. (a) Left and right camera images, (b) fitness distribution in the x-y plane, (c) fitness distribution in the y-z plane, (d) fitness distribution of orientation in $\varepsilon_1$-$\varepsilon_2$, and (e) fitness distribution of orientation in $\varepsilon_2$-$\varepsilon_3$. In each subfigure of (b)–(e), the maximum fitness and corresponding coordinate are shown in a text box.
TC-robot is changed with the same manner from (Step 2) to (Step 10), which represents the same pose as (Step 0).

From (Step 11) to (Step 19), the position of the TC-robot is kept to be constant, but the orientation is changed. The TC-robot rotates the target to \( \varepsilon_{1M} = 0.174 \) around \( x_M \) axis at (Step 11) and then to \( \varepsilon_{2M} = -0.174 \) around \( x_M \) axis at (Step 12). And at (Step 13) the target is rotated back to the initial pose of (Step 10). From (Step 14) to (Step 16), the target object rotates only around y-axis and from (Step 17) to (Step 19) it does around z-axis. The poses of \( \Sigma_M \) at (Step 10), (Step 13), (Step 16), and (Step 19) are the same with the initial state (Step 0).

Table 2 shows the real pose of the target object at each step. The position trajectories of the target are shown at the subfigures from (Step 0) to (Step 10) in Fig. 12 and the time profiles of target pose given by TC-robot are depicted as (a) to (f) at the center of Fig. 12. Target’s pose time profiles (a)–(f) are enlarged and shown as dashed lines in Fig. 13. The solid lines in Fig. 13 shows the pose estimation results. The 3D pose estimation error is shown as Fig. 14.

6.2. Results and discussion of pose estimation experiment

Figure 13 (a)–(f) shows the pose estimation results \([H_{x_M}, H_{y_M}, H_{z_M}; H_{x_{1M}}, H_{y_{1M}}, H_{z_{1M}}; H_{x_{2M}}, H_{y_{2M}}, H_{z_{2M}}]^T\) depicted with solid lines, (a)–(c) are position recognition results, (d)–(f) are orientation recognition results. The true values \([H_{x_M}, H_{y_M}, H_{z_M}; H_{x_{1M}}, H_{y_{1M}}, H_{z_{1M}}; H_{x_{2M}}, H_{y_{2M}}, H_{z_{2M}}]^T\) are shown as dashed lines, which is from Fig. 12. The descriptions of (Step 0)–(Step 19) in Fig. 13, where “Step” has been eliminated to save space, are the time points corresponding to those in Fig. 12. In the beginning period of recognition time \( t = 0 \sim 6 \) [s], the detection results of RM-GA gradually converge to the true pose \( H_{\Phi_M} \). Then, the estimation results are almost similar to the real pose. Even though the detection result \( H_{x_{2M}} \) in (c) have some fluctuations when the target moves along the x- or y-axis at (Step 1), (Step 4), (Step 6), and (Step 8), RM-GA can quickly converge to the true pose in the later. The position estimation results in (a)–(c) shows that the proposed method can track the position of the moving target object. The orientation estimation results in the period of (Step 11)–(Step 13) in (d), (Step 14)–(Step 16) in (e), and (Step 17)–(Step 19) in (f) show that this method can also track the changing orientation of the target in real-time.

Figure 14 shows the errors of the pose tracking results. And the detection errors of x and y coordinates in (a) and (b) are in the range of \( \pm 20 \) [mm] except at time (Step 3), (Step 6), and (Step 8), which represents the time that the target’s motion includes accelerations. And about distance estimation in z coordinate, Fig. 14 (c) shows that the error is in the
Table 2 The target pose value $\mathbf{H}_M = [H_{XM}, H_{YM}, H_{ZM}, H_{\varepsilon_1M}, H_{\varepsilon_2M}, H_{\varepsilon_3M}]^T$ of each motion step is listed with names of (Step 0) to (Step 19), corresponding to the target’s motion trajectory in Fig. 12. Similar to Fig. 12, the arrows in this table show the changing parameters from the previous step to the next. For example, in this table, since from (Step 0) to (Step 1) $H_{XM}$ is only changed, there is an arrow between row (Step 0) and (Step 1) in the column of $H_{XM}$. And the arrow of subfigure (Step 1) in Fig. 12 also shows that the target moves along the x-axis.

| Pose Step | Position[mm] | Orientation(Quat.) |
|-----------|--------------|--------------------|
|           | $H_{XM}$ | $H_{YM}$ | $H_{ZM}$ | $H_{\varepsilon_1M}$ | $H_{\varepsilon_2M}$ | $H_{\varepsilon_3M}$ |
| (Step 0)  | 0    | 0    | 0    | 0 | 0 | 0 |
| (Step 1)  | -50  | 0    | 500  | 0 | 0 | 0 |
| (Step 2)  | -50  | -50  | 500  | 0 | 0 | 0 |
| (Step 3)  | 0    | -50  | 500  | 0 | 0 | 0 |
| (Step 4)  | 0    | 0    | 500  | 0 | 0 | 0 |
| (Step 5)  | 0    | 0    | 550  | 0 | 0 | 0 |
| (Step 6)  | 0    | 0    | 550  | 0 | 0 | 0 |
| (Step 7)  | 0    | 0    | 550  | 0 | 0 | 0 |
| (Step 8)  | 0    | 0    | 550  | 0 | 0 | 0 |
| (Step 9)  | 0    | 0    | 550  | 0 | 0 | 0 |
| (Step 10) | 0    | 0    | 550  | 0 | 0 | 0 |
| (Step 11) | 0    | 0    | 500  | 0.74 | 0 | 0 |
| (Step 12) | 0    | 0    | 500  | -0.74 | 0 | 0 |
| (Step 13) | 0    | 0    | 500  | 0 | 0 | 0 |
| (Step 14) | 0    | 0    | 500  | 0 | 0 | 0 |
| (Step 15) | 0    | 0    | 500  | 0 | 0 | 0 |
| (Step 16) | 0    | 0    | 500  | 0 | 0 | 0 |
| (Step 17) | 0    | 0    | 500  | 0 | 0 | 0 |
| (Step 18) | 0    | 0    | 500  | 0 | 0 | 0 |
| (Step 19) | 0    | 0    | 500  | 0 | 0 | 0 |

range of ±30[mm] roughly. Some large fluctuations in (a)–(c) show the time delay of position coordinate detection, e.g., (Step 1), (Step 6), and (Step 8) in (a). About the orientation estimation, the error of $\varepsilon_3$ in (f) is small and less than those of $\varepsilon_1$ in (d) and $\varepsilon_2$ in (e). In the period of (Step 1)–(Step 10), it can be confirmed that the change of position of the target object interferes with tracking errors of the orientation estimation. And in the period of (Step 11) to (Step 19), even though the orientation of the target object has been changed, the position detection errors in (a)–(c) are kept to be small.

Through the above analyses and discussions of experimental results, it has been confirmed that the proposed photo-model-based recognition method can detect an object’s pose in real-time by using RM-GA.

7. Discussion

In section 5, the fitness distribution experiments were conducted to verify the feasibility of the proposed photo-model-based recognition method. That distributions of the fitness function in Figs. 10 and 11 have maximum peaks at the true pose of targets, have shown that the problem to detect the sea animal’s pose has been confirmed to be converted to an optimization problem. And through the experimental results, it is confirmed that

(1) the proposed photo-model-based recognition method can estimate a 3D target object’s pose by using stereo-vision and 2D photo-model;

(2) the fitness function Eq. (10) can transform the target recognition and orientation estimation problems into optimization problems.

And in the above section 6, the real-time pose tracking experiment was conducted to clarify that

(3) this photo-model-based stereo-vision system can track a moving object’s pose in real-time with RM-GA.

The above three points are the contributions of this paper introduced in section 2 and verified by the fitness distribution and real-time pose tracking experiments.

8. Conclusion

In this paper, the photo-model-based recognition method and real-time pose estimation method with photo-model are presented. According to the results of the fitness distribution and the real-time 3D pose estimation experiment, it is
Fig. 12 The target in this pose tracking experiment is C12 crab shown in Fig. 8 and Fig. 9. The crab’s position time profile is shown by (a), (b), and (c) based on the end-effector $\Sigma_H$. Orientation motion is shown by (d), (e), and (f). The subfigures (Step 0)∼(Step 19) shows the target motion schematically. The subfigures of (a)∼(f) show all the poses time profile of the target $\Sigma_M$ based on $\Sigma_H$. The arrows in (Step 0)∼(Step 19) show the target’s moving direction. Motion curves (a)∼(f) are enlarged and shown as dashed lines in Fig. 13. The poses of $\Sigma_M$ at (Step 10), (Step 13), (Step 16), and (Step 19) are the same with the initial state (Step 0).
Fig. 13 The 3D pose estimation results that tracks the pose of the target whose motions are displayed in Fig. 12. The target is C12 crab shown in Fig. 8 and 9. The crab’s position detection results are shown in above (a), (b), and (c) as solid lines. Orientation detection results are shown in (d), (e), and (f) as solid lines. The dashed lines are enlarged from Fig. 12 and show the true pose of the target object. (Step 0)∼(Step 19) that are written at the top of this figure show the specific time points which are corresponding to the subfigures in Fig. 12. And from (Step 2) to (Step 19), “Step” has been eliminated to save space. The right side axes of (d)∼(f) indicate angles that are calculated from quaternion to degree.
Fig. 14  The 3D pose estimation errors corresponding to Fig. 13. The crab’s position detection errors are shown in (a), (b), and (c). Orientation detection errors are shown in (d), (e), and (f). (Step 0)∼(Step 19) at the top of this figure show the specific time points which are corresponding to the subfigures in Fig. 12. And from (Step 2) to (Step 19), “Step” has been eliminated to save space.
confirmed that the proposed photo-model-based stereo-vision system can recognize the target object and detect the pose of sea animal target object with the prepared pictures. Then it has been confirmed that the proposed system can track the object and detect 3D pose in real-time with stereo-vision.
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