Statistical Mechanics of Protein Design
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In this study, we propose an analytic statistical mechanics approach to solve a fundamental problem in biological physics called protein design. Protein design is an inverse problem of protein structure prediction, and its solution is the amino acid sequence that best stabilizes a given conformation. Contrary to previous computational physics studies, we used the cavity method, an extension of the mean-field approximation that becomes rigorous when the interaction network is a tree. We found that for small two-dimensional (2D) lattice hydrophobic-polar (HP) protein models, the design by the cavity method yields results almost equivalent to those from the Markov chain Monte Carlo method.

Over the past 25 years, there has been an increasing interest in using statistical mechanics approaches to solve inverse problems in information processing, such as error-correcting codes, combinatorial optimization problems, data analysis, and machine learning 1. The Ising model or a spin glass model, which is the model of disordered systems with heterogeneous interactions, has been commonly used to solve inverse problems 2. The calculation is performed in the opposite direction of the ordinary statistical mechanics, i.e., to identify a microscopic sequence or parameters that minimize specific cost functions. For example, the Boltzmann machine learning identifies synaptic weights which makes learning patterns an equilibrium state; in an inverse Ising problem we infer the coupling strengths between spins given observed spin configurations 3. An essential benefit of these studies is that such approaches have solved the problem of computational explosion in probabilistic inference for information processing using approximation methods, such as mean-field approximation.

In this letter, we apply statistical mechanics to an inverse problem, not to an information processing problem, but to a fundamental problem in biological phenomena: protein design. Protein design is an inverse problem of protein structure prediction. The problem is to find the amino acid sequence that best stabilizes a given conformation 4, 5.

The application of protein design to drug design by designing novel proteins with desired biological functions is significant. Besides, its fundamental scientific significance is understanding the relationship between structures and sequences from the perspective of “design” which cannot be clarified by the forward approach, i.e., structure prediction.

Because a native conformational state of a protein is an equilibrium state determined solely by the amino acid sequence under the physiological conditions (the Anfinsen’s dogma) 6, to solve the protein design problem, it is sufficient to know the sequence that minimizes the free energy of a given native conformation. Therefore, the solution to the protein design problem is a sequence that makes the given native conformation the only ground state at low temperature.

The “design criteria” can be categorized into two main ways: maximizing target probability (MTP) and energy minimization. The lattice HP model 7, a kind of Ising model of proteins is the most commonly used. The MTP is a method to maximize the conditional probability of a native conformation expressed by a canonical distribution (target probability) 8, 9. Moreover, various MTP-based methods have been proposed 10–14. Energy minimization is a more straightforward method and a sequence that minimizes the energy of a given conformation is the solution 15–22. The aforementioned studies are engineering-oriented and computational approaches.

By contrast, we propose an analytical design method using the cavity method. The cavity method is a method that extends the Bethe approximation to other than two-body interactions. If the interaction network is a tree graph, the cavity method is rigorous except far from the tree center. The cavity method has been applied to analyze stochastic models on random graphs that can be regarded locally as trees. In addition, there are a few applications to protein folding problems, such as the computation of phase diagrams for lattice HP models 23 and the prediction of contact maps 24. However, to the best of our knowledge, there are no studies of protein design using the cavity method.

In the lattice HP model, the backbone chain of a protein is represented by a lattice self-avoiding walk, and each site represents an amino acid residue. There are only two types of amino acid residues: hydrophobic (H) and hydrophilic (P). In this study, we consider $N$ residues $\sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_N\}$ on a lattice position $r = \{r_1, r_2, \ldots, r_N\}$, where $i = 1, 2, \ldots, N$ $\sigma_i = 1$ indicates that the $i$-th residue is an H-residue, and $\sigma_i = 0$ indicates that it is a P-residue. Let $\mu$ be the chemical potential of water, we proposed the following Hamiltonian for proteins with structure $r$ and sequence $\sigma$ in our previous work 25:
\[ H(r, \sigma; \mu) = -\sum_{i<j} \sigma_i \sigma_j \Delta(r_i - r_j) - \mu \sum_i (1 - \sigma_i). \] (1)

The function \( \Delta(r_i - r_j) \) in Eq. (1) takes the value 1 only when \( r_i \) and \( r_j \) are not continuous in the backbone chain and are nearest neighbors in the coordinate space, otherwise, it takes the values 0. Such a positional relationship is referred to as being in contact with each other. The first term in Eq. (1) is the Hamiltonian of the lattice HP model usually used. Because \( \sigma_i \) is a P-residue, \( \sigma_i = 0 \), Eq. (1) is a modified Hamiltonian of the original Hamiltonian of the lattice HP model by adding the interaction between P-residues and water.

We consider the following probability of a target conformation \( r = R \) with a sequence \( \sigma \):

\[
p(R|\sigma) = \frac{1}{Z(\sigma; \beta, \mu)} e^{-\beta H(R, \sigma; \mu)}, \quad (2)
\]

\[
Z(\sigma; \beta, \mu) = \sum e^{-\beta H(r, \sigma; \mu)}. \quad (3)
\]

The partition function (3) is a sum over the states for all possible conformational patterns \( r \) that a given sequence can fold. Henceforth, Eq. (2) is referred to as the target probability or likelihood function. For the target probability (2), the maximum likelihood estimation (in previous studies, using only the first term of Eq. (1)) is the MTP. However, Eq. (2) contains a partition function (3) for the conformation space, which causes a computational explosion problem, making the MTP extremely difficult in practice.

In our previous work \[25\], we used the posterior \( p(\sigma|R) \) for designing based on Bayesian learning. In the derivation of the posterior \( p(\sigma|R) \), we proposed a prior \( p(\sigma) \) reflecting the hypothesis explained below. There, we assumed that evolved sequences have a certain statistical mechanical tendency. We hypothesize that sequences with smaller free energies have evolved and become more likely to appear. The prior distribution reflecting this hypothesis is as follows:

\[
p(\sigma) = \frac{Z(\sigma; \beta_p, \mu_p)}{\Xi(\beta_p, \mu_p)}. \quad (4)
\]

The denominator \( \Xi(\beta_p, \mu_p) \) is the partition function given by \( \sum_\sigma \sum_r e^{-\beta_p H(r, \sigma)} \) and does not depend on conformations and sequences. Let \( \beta_p \) and \( \mu_p \) be the inverse temperature and water chemical potentials in the prior distribution, respectively. The statistical mechanical explanation of this prior is that the lower the free energy \( F(\sigma; \beta_p, \mu_p) = -(1/\beta_p) \log Z(\sigma; \beta_p, \mu_p) \), the higher the probability (4).

Substituting the target probability (2) and prior (4) into the following Bayes’ theorem, we obtain the following posterior:

\[
p(\sigma|R) = \frac{p(R|\sigma)p(\sigma)}{\sum_\sigma p(R|\sigma)p(\sigma)} e^{-\beta H(R, \sigma; \mu)} Z(\sigma; \beta, \mu). \quad (5)
\]

\[
\Xi(\beta_p, \mu_p) Z(\sigma; \beta_p, \mu_p) \equiv \Xi(\beta_p, \mu_p). \quad (6)
\]

If \( \beta_p = \beta \) and \( \mu_p = \mu \), then the denominator and numerator \( Z(\sigma; \beta, \mu) \) in Eq. (6) cancel each other out. The partition function \( \Xi(\beta_p, \mu_p) \) does not depend on the sequence \( \sigma \), so it cancels with the one appearing in the normalization constant in Eq. (5). Consequently, the following posterior distribution is obtained:

\[
p(\sigma|R) = \frac{1}{Z(R; \beta, \mu)} e^{-\beta H(R, \sigma; \mu)} Z(\sigma; \beta_p, \mu_p). \quad (7)
\]

Sampling from the partition function (8) is computationally easier than sampling from the partition function (3). We perform the Markov chain Monte Carlo (MCMC) method for generating the optimal sequence from the posterior (7) in our previous work \[25\].

Notably, the derivation of the posterior (7) has interesting theoretical implications. This derivation of the above is consistent with the fact that in calculations for physical quantities of the spin glass \( +J \) model, the partition function for the spin configuration cancels out on the Nishimori line. The Nishimori line is the hypersurface in the parameter space \[26\] and achieves the Bayes-optimality, an upper bound on accuracy in error-correcting codes \[27\]. Therefore, in other words, our method can be called protein design on the Nishimori line. In addition, our method provides a correspondence between protein design and error-correcting codes in terms of Bayes-optimality. Thus, our design theory not only overcomes the computational bottleneck, but also presents a surprising relationship between the “evolutionary problem”, the analytic theory of the spin glass model, and error-correcting code.

Then, we show that posterior (7) can be strictly divided into independent probabilities for each sequence by the cavity method. This topic is novelty point of this work compared with our previous study. Posterior (7) can be expressed as follows:

\[
p(\sigma|R) = \frac{1}{Z(R; \beta, \mu)} \left( \prod_a \psi_a(\sigma_a) \right) \prod_i \phi_i. \quad (9)
\]

In Eq. (9), let \( \sigma_a \) be the set of residues related to the \( a \)-th contact, and \( \psi_a(\sigma_a) \) be a function of it. That is, if \( \sigma_a = \{ \sigma_i, \sigma_j \} \), \( \psi_a(\sigma_a) = \exp(\beta \sigma_i \sigma_j) \). The factor \( \phi_i \) is defined by \( \phi_i = \exp(\beta \mu(1 - \sigma_i)) \).

We aim to marginalize the posterior (9). Some isolated residues do not interact with any other residues in a lattice protein. For such isolated residues, marginalization
is easy. The summation of any other residues (not isolated) cancels in the denominator and numerator of Eq. (9); hence the marginal posterior of Eq. (9) is obtained as follows:

$$p(\sigma_i | R) = \frac{e^{\beta \mu (1 - \sigma_i)}}{\sum_{\sigma_i} e^{\beta \mu (1 - \sigma_i)}}. \quad (10)$$

For each residue $\sigma_i$ in contact with other residues than the isolated one, if the residue-residue interaction network is a tree, one can derive explicitly the recursion formula of the belief propagation (BP), which is an algorithm to compute marginal distributions. Therefore, we created an interaction network (hereinafter, a contact graph) for all small 2D lattice protein models used to test our method. We found that for the group of 2D lattice protein models, the fraction of structures containing even a single loop of any size was negligible ($N = 3 \times 3, 3 \times 4, 4 \times 4, 5 \times 5$, and $6 \times 6$ versus $0\%, 0\%, 1.61\%, 2.13\%$, and $5.67\%$, respectively).

The BP algorithm is derived by the expectation of Eq. (9) under the probability distribution of the system excluding the residue $\sigma_i$: $p(\sigma_i | R)$ (which is called cavity distribution). We leave the details to the supplemental material (SM), only the results are given below:

$$\nu_{a \rightarrow i}^{(t)}(\sigma_i) = C_{a \rightarrow i} \sum_{\sigma_j} e^{\beta \mu (1 - \sigma_j)} \nu_{j \rightarrow a}^{(t)}(\sigma_j), \quad (11)$$

$$\nu_{i \rightarrow a}^{(t+1)}(\sigma_i) = \nu_{i \rightarrow a}^{(t)}(\sigma_i) \prod_{b \in \partial_i \setminus a} \nu_{b \rightarrow i}^{(t)}(\sigma_i). \quad (12)$$

In Eqs. (11) and (12), let $a$ and $b$ be indices on contacts and $i$ and $j$ are indices on residues. The symbol $\partial_i$ denotes the index set of contacts related to residue $\sigma_i$. $\nu_{a \rightarrow i}^{(t)}(\sigma_i)$ is the belief from the $a$-th contact to the $i$-th residue, $\nu_{i \rightarrow a}^{(t)}(\sigma_i)$ is the belief from the $i$-th residue to the $a$-th contact, and the upper right subscript is the number of steps in the BP algorithm. The constants $C_{a \rightarrow i}$ and $C_{i \rightarrow a}$ are the normalizing constants of each distribution function. If one properly defines $\nu_{a \rightarrow i}^{(t \rightarrow 0)}(\sigma_i)$ as the initial condition and computes Eqs. (11) and (12) at each step for all combinations $(i, a)$ excluding the isolated residues, after sufficient iterations $t_{\text{max}}$, the following belief:

$$\nu_{i}^{(t)}(\sigma_i) = C_i \prod_{a \in \partial_i} \nu_{a \rightarrow i}^{(t-1)}(\sigma_i), \quad (13)$$

converges to the marginal distribution $p(\sigma_i | R) = \sum_{\sigma_j \setminus a} p(\sigma | R)$. In Eq. (13) where $C_i$ is the inverse of the normalization constant of $\nu_{i}^{(t)}(\sigma_i)$, we set the initial condition as a uniform distribution $\nu_{i}^{(t \rightarrow 0)}(\sigma_i = 1) = \nu_{i}^{(t \rightarrow 0)}(\sigma_i = 0) = 1/2$. If $\nu_{i}^{(t)}(\sigma_i = 1) > 1/2$ residue $\sigma_i$ is H and P otherwise. Because the above calculations are equivalent to the Ising model of two-body interaction, they are strictly equivalent to the Bethe approximation [29].

The optimal hyperparameter, the chemical potential of water $\mu = \mu^*$, is the same value obtained in our previous study [22]. The optimal chemical potential $\mu^*$ was determined to be the value with the highest design accuracy by repeated computational experiments.

We now show the design results. In this study, we use 2D small lattice proteins for which all possible compact conformations are enumerable, allowing us to determine whether the design was successful or not rigorously because one can calculate the energies of all pairs of the generated sequence and every conformation. Specifically, we use $N = 3 \times 3, 3 \times 4, 4 \times 4, 5 \times 5$, and $6 \times 6$ lattices. For $N = 3 \times 3, 3 \times 4$, and $4 \times 4$ we design all desirable conformations. Because $N = 5 \times 5$ and $6 \times 6$ have many total conformations (1,075 and 52,667, respectively), we chose 100 conformations randomly for each size due to computational cost. The meaning of "desirable" here is the number of sequences that make a target conformation the only ground state (designability) is nonzero. A more detailed description of the conformations, including the conformation figure, is given in the SM.

We did not use three-dimensional (3D) lattice proteins. The reason is that the structures $N = 2 \times 2 \times 3$ and $N = 3 \times 3 \times 3$, for which one can determine strict design success, are not typical examples of proteins because the number of core residues relative to the number of surface residues is deficient compared with natural proteins.

There are three types of sequences: good sequence, which has the target conformation as a unique ground state; medium sequence, which has the target conformation as one of the degenerated ground states; and bad sequence, which has the ground state conformation(s) that does not include the target conformation.

We summarize our design results in Table I. Table I shows the sequences generated using the cavity method and our previous work by MCMC, where $N_c^{(g)}$, $N_c^{(m)}$, and $N_c^{(b)}$ are the number of structures that successfully obtained a good, medium, and bad sequences, respectively. Therefore, the design success rate, SR is the ratio of $N_c^{(g)}$ to the total number of structures $N_c$. The optimal value of chemical potential $\mu^*$ was determined as explained above, and the same value was used for the cavity method and MCMC. The value $\mu^*$ may differ for each conformation even if the size is the same, but we use the same $\mu^*$ for the same size without considering this issue. The total number of conformations designed is the same for the cavity method and MCMC.

Table I shows that the cavity method and MCMC differ slightly in the percentage of correct answers at $6 \times 6$, otherwise, they perform precisely the same. This result shows almost no difference between the cavity method and MCMC in design accuracy, at least for small 2D lattice proteins.

What does it mean that the results from the cavity method, a generalization of the Bethe approximation, and the numerical results from MCMC are almost identical? That is, simply put, the lattice protein contact graph has a graph structure suited to the Bethe approxi-
TABLE I. Comparison of the cavity method and MCMC de-

sign results. The hyperparameter $\mu^*$ was calculated many
times for each size in MCMC case, and the values achieve the
highest success rate, SR. The same values of $\mu^*$ were used for
the cavity method.

| Size | Cavity method | MCMC | Cavity method | MCMC |
|------|---------------|------|---------------|------|
|      | $N_{(g)}^{(a)}$ | $N_{(g)}^{(b)}$ | SR (%) | $N_{(g)}^{(a)}$ | $N_{(g)}^{(b)}$ | SR (%) | $\mu^*$ |
| 3 x 3 | 4 | 0 | 0 | 100 | 4 | 0 | 0 | 100 | 0.55 |
| 3 x 4 | 20 | 7 | 0 | 74.1 | 20 | 7 | 0 | 74.1 | 0.6 |
| 4 x 4 | 46 | 16 | 0 | 74.2 | 46 | 16 | 0 | 74.2 | 0.62 |
| 5 x 5 | 68 | 32 | 0 | 68 | 68 | 32 | 0 | 68 | 0.74 |
| 6 x 6 | 63 | 37 | 0 | 63 | 63 | 37 | 0 | 63 | 0.8 |

It is unclear whether the contact graph of any real protein is a tree. In addition, although the loop effect can be ignored in the thermodynamic limit, it is unclear whether the loop effect can be ignored for the contact graphs of real proteins with a finite number of amino acid residues (hundreds to thousands). However, because our approach is equivalent to the Bethe approximation, we can expect it to be a good approximation if the fluctuations in the mean-field of the next-nearest neighbor residues are sufficiently small. Therefore, we believe that extending our approach to real proteins is worthwhile. We are currently verifying this using data on the 3D structure and amino acid sequence of real proteins and will report on our findings soon.
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