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1 Introduction

Anomaly matching is a powerful tool in Quantum Field Theory. It provides a useful window into non-perturbative physics and finds applications in many contexts. One of the most popular examples involves chiral anomalies, which match across different phases due to ’t Hooft’s argument [2]. In this work we will be interested in a different type of anomaly, one associated with the breaking of conformal symmetry.
Conformal field theories (CFTs) in even spacetime dimensions exhibit two classes of conformal anomalies \([3]\). The first is the so-called type-A class and is well-studied. These Weyl anomalies do not introduce a scale. At the level of the generating functional of correlation functions, they are expressed in terms of topological invariants and must match across different phases of the theory \([4]\). In this sense, type-A conformal anomalies are akin to chiral anomalies. The coefficient \(a\), multiplying the Euler-density term in the generating functional of 4D CFTs, is a well-known example of a type-A anomaly.

There is also a type-B class of conformal anomalies. These are associated with the presence of logarithmic divergences in specific correlation functions and the introduction of a corresponding scale. In contrast to type-A, these anomalies are generically not expected to match across different phases, but there are exceptions. The coefficient \(c\) of the energy-momentum tensor two-point function in 4D CFTs, is a well-known example of a type-B conformal anomaly. The study of type-B anomalies across different phases of a CFT will be the main focus of this work.

More specifically, whenever an (even-) \(D\)-dimensional theory possesses operators with integer scaling dimension \(\Delta = \frac{D}{2} + n, \ n \in \mathbb{Z}_{\geq 0}\), there is a corresponding type-B Weyl anomaly. For two operators \(\mathcal{O}_I, \mathcal{O}_J\) with common scaling dimension \(\Delta = \frac{D}{2} + n\) the logarithmically divergent part of the two-point function

\[
\langle \mathcal{O}_I(p)\mathcal{O}_J(-p) \rangle \simeq (-1)^{n+1} \frac{\pi^2 G_{IJ}}{2^{2n}\Gamma(n+1)\Gamma(\frac{D}{2} + n)} p^{2n} \log \left( \frac{p^2}{\mu^2} \right)
\]

introduces the momentum scale \(\mu\). The type-B anomaly is then expressed in terms of the two-point function coefficient \(G_{IJ}\) \([5–7]\). In addition to the energy-momentum tensor, CFTs (especially supersymmetric ones) frequently possess several operators that have integer scaling dimension, and all of these operators lead to corresponding type-B Weyl anomalies.

In particular, superconformal field theories (SCFTs) with \(\mathcal{N} = 2\) supersymmetry in four dimensions typically contain scalar superconformal primary operators in protected \(\frac{1}{2}\)-BPS superconformal multiplets, whose scaling dimension \(\Delta = |r|\) is an integer, given in terms of the operator \(U(1)_r\) R-charge, \(r\). They are usually referred to as Coulomb-branch operators (CBOs) and form a ring under the operator product expansion (OPE)—the Coulomb-branch chiral ring. The two-point function coefficient of CBOs, \(G_{IJ}\), defines a natural Hermitian metric on the corresponding vector space of operators. This metric is intimately related to the \(S^4\) partition function of the theory \([8, 9]\), and in many cases can be extracted using methods of supersymmetric localisation \([10]\) or the AGT relation \([11]\).

In this paper, we explore whether type-B Weyl anomalies for CBOs match in different phases of 4D \(\mathcal{N} = 2\) SCFTs with a non-trivial \(\mathcal{N} = 2\) conformal manifold. Continuing work initiated in \([1]\), we analyse the properties of such type-B anomalies on the Higgs branch where the conformal symmetry is spontaneously broken. In \([1]\) we argued that CBO type-B anomalies continue to be covariantly constant (with respect to the appropriate holomorphic connection) along the Higgs branch, just as in the conformal phase. That is

\[
\nabla G_{IJ}^{\text{CFT}}(g) = 0 \quad \text{and} \quad \nabla G_{IJ}^{\text{H}}(g) = 0,
\]

\(1.2\)
as will be reviewed in section 2. \( g \) denotes collectively the exactly marginal couplings that parametrise the conformal manifold. Although this property is constraining, it does not provide a verdict on whether the Higgs-branch value of the anomaly equals the value in the conformally symmetric phase. To settle this question one needs to perform an independent computation at any one point of the conformal manifold \( g^* \):

\[
G^H_{ij}(g^*) \equiv G^\text{CFT}_{ij}(g^*). \tag{1.3}
\]

Therefore, for theories with a Lagrangian description the tree-level, \( g^* = 0 \), computation is sufficient to establish the (mis-)matching non-perturbatively.

In [1] we worked out two Lagrangian examples of type-B CBO anomalies. On the one hand, for 4D \( \mathcal{N} = 2 \) superconformal QCD (SCQCD), the type-B anomalies for scaling dimension \( \Delta = 2 \) CBOs matched in the two phases (CFT and Higgs branch). On the other hand, for a 4D \( \mathcal{N} = 2 \) circular quiver we found that the corresponding type-B anomalies generically did not match. This left a number of questions open, which we aim to address in the present paper. First, when are type-B CBO anomalies expected to match on the Higgs branch of 4D \( \mathcal{N} = 2 \) SCFTs? What type of information is encoded in anomalies that do not match? Moreover, if type-B anomalies match for the generators of the chiral ring, is anomaly matching in the full Coulomb-branch chiral ring guaranteed?

In section 2.3 we present two conjectures addressing these points. We propose: I) that the fate of anomaly matching hinges on the presence or absence of a non-trivial Coulomb-branch chiral ring in the extreme low-energy theory on the Higgs branch, and II) that the chiral ring OPE preserves the matching of type-B CBO anomalies on the Higgs branch. Favourable evidence for both conjectures is presented in Secs 3 and 4.

In section 3 we analyse the anomalies of arbitrary CBOs on the Higgs branch of the 4D \( \mathcal{N} = 2 \) SCQCD theory at leading order in the Yang-Mills coupling. The computation involves Feynman diagrams with massive propagators leading to multi-loop ‘banana integrals’ (similar to the ‘banana integrals’ that appear in QCD). Although, these integrals are notoriously hard to evaluate exactly, we show that the anomaly of interest in the Higgs branch is a very special, simple part of the full integral that matches the anomaly in the conformal phase.

In the example of the \( \mathcal{N} = 2 \) circular quiver of section 4, the generic type-B CBO anomalies do not match along the Higgs branch. However, one linear combination of the \( \mathcal{N} = 2 \) vector multiplets is special as it remains massless all the way to the extreme infrared (IR). The conjectures of section 2.3 indicate that, upon receiving an extra contribution from this sector, the corresponding type-B CBO anomaly matches the anomaly in the unbroken phase of the theory. A highly non-trivial, Feynman diagram computation in section 4 confirms that this is indeed the case at leading order. Although not needed for the matching, computations that go beyond leading order in the CFT phase (with the help of supersymmetric localisation) are presented in section 5.

In section 6 we investigate the implications of type-B anomaly mismatch for the conformal manifold. The conformal manifold is the set of all possible values of exactly marginal coupling constants of a SCFT. As such it is endowed with the structure of Riemannian geometry [12–14], a complex structure and a Kähler metric [15, 16]. For 4D \( \mathcal{N} = 2 \) SCFTs the
\[ \Delta = 2 \] CBOs are in the same superconformal multiplet as the exactly marginal operators, thus the Zamolodchikov metric \[ [12] \] is identical to the Hermitian metric on the holomorphic vector bundle of \( \Delta = 2 \) CBOs \( \mathcal{O}_I, \overline{\mathcal{O}}_J \), with components \( G_{IJ} \). It follows from (1.2) that if the anomalies of a set of CBOs do not match on the Higgs branch, then there are two sets of metrics on the corresponding holomorphic vector bundle that are compatible with the same connection. If the two metrics are genuinely different — namely if they are not equal up to a constant factor — then their existence constrains the holonomy of the connection on the vector bundle, and in the case of \( \Delta = 2 \) CBOs, leads to a novel constraint on the holonomy of \( \mathcal{N} = 2 \) superconformal manifolds. We perform a simple consistency check of this proposal for the case of the \( \mathcal{N} = 2 \) quiver using the results of section 5. Finally, in section 7 we point out that aspects of the mismatch can be quantified in terms of a scalar quantity. This quantity is constant on the superconformal manifold, constant along the RG flow on the Higgs branch, and independent of the normalisation of the CBOs.

2 General structure of type-B conformal anomalies

2.1 Summary of key properties and open questions

A very useful aspect of chiral anomalies is ’t Hooft anomaly matching. This is the statement that chiral anomalies match across different scales along an RG flow. It is natural to ask if conformal anomalies share the same property. More specifically, one can ask if conformal anomalies match across different phases of a theory, namely across different scales in an RG flow generated by a vacuum expectation value (VEV).\(^1\) Type-A Weyl anomalies — like the coefficient \( a \) in 4D SCFTs — match across different phases of a theory [4]. The general arguments used to reach this conclusion do not rely on supersymmetry.

The case of type-B anomalies is more involved. The following features suggest that type-B anomalies are generically not expected to match across different phases:

\(a\) Type-B anomalies can depend non-trivially on continuous exactly marginal couplings on a conformal manifold. In contrast, the Wess-Zumino consistency conditions can be used to show that type-A anomalies do not have such a dependence and are usually expressed in terms of a few discrete data of the theory [18] (e.g. the rank of the gauge group in a gauge theory).

\(b\) As we have already noted, in a phase that has the full conformal symmetry, type-B anomalies are directly related to two-point function coefficients. The relation with the two-point functions is absent in phases where the conformal symmetry is spontaneously broken. In such cases, the analytic structure of correlation functions changes and the dilaton — the Goldstone boson for the spontaneous breaking of conformal symmetry — plays a crucial role in the way the anomaly manifests itself.

\(^1\)The very interesting question of matching across RG flows generated by relevant deformations of the theory will not be considered in this paper. Arguments in favour of type-A anomaly matching for relevant deformations have been given in the literature using conformal compensator fields, see e.g. [17]. For type-B anomalies this question is much harder and essentially unexplored. We will make brief comments on this case in section 7.
It will be useful to recall some of the details entering in item (b) and how they affect the definition of type-B conformal anomalies in phases with spontaneously broken conformal symmetry. For a detailed discussion of the material presented here we refer the reader to [1] and references therein. In what follows, we focus for concreteness on the case of four-dimensional CFTs. Let us denote the three-point function of the energy-momentum tensor $T_{\mu \nu}$ with two operators $\mathcal{O}$ and $\bar{\mathcal{O}}$, that have the same integer scaling dimension $\Delta = 2 + n$ ($n = 0, 1, 2, \ldots$), as

$$\Gamma^{(3)}_{\mu \nu}(q, k_1, k_2) = \langle T_{\mu \nu}(q) \mathcal{O}(k_1) \bar{\mathcal{O}}(k_2) \rangle .$$

(2.1)

Let us also denote the two-point function of the operators $\mathcal{O}, \bar{\mathcal{O}}$ as

$$\Gamma^{(2)}(k^2) = \langle \mathcal{O}(k) \bar{\mathcal{O}}(-k) \rangle .$$

(2.2)

The tensor structure of $\Gamma^{(3)}_{\mu \nu}$ can be expressed in the form [4]

$$\Gamma^{(3)}_{\mu \nu} = \bar{A} \eta_{\mu \nu} + B q_\mu q_\nu + C (q_\mu r_\nu + q_\nu r_\mu) + D r_\mu r_\nu ,$$

(2.3)

where $\bar{A}, B, C, D$ depend on the Lorentz invariants $q^2, k^2_1, k^2_2$ and $r \equiv k_1 - k_2$. It is also convenient to define the combination

$$A \equiv \bar{A} - \frac{1}{4} \left( \Gamma^{(2)}(k^2_1) + \Gamma^{(2)}(k^2_2) \right) .$$

(2.4)

In a conformally symmetric phase one can show (see [1] for a review of the relevant details) that the diffeomorphism and Weyl Ward identities lead, respectively, to the mutually contradicting relations

$$A = 0 , \quad 4A = -G_{\text{CFT}} k^{2n}$$

(2.5)

in the kinematic regime $q^2 = 0, k^2_1 = k^2_2 = k^2$. $G_{\text{CFT}}$ is the two-point function coefficient in $\Gamma^{(2)}$. As advertised, the type-B anomaly is connected directly to the two-point function coefficient.

In phases with spontaneously broken conformal symmetry there is a different source for the type-B anomaly. In the kinematical regime $q^2 \to 0, k^2_1 = k^2_2 = k^2 \to 0$, one can argue that the dilaton can contribute a pole to the $B$ coefficient in $\Gamma^{(3)}_{\mu \nu}$, which leads to a non-vanishing term of the form

$$\lim_{q^2 \to 0} q^2 B \supset G^{(\text{dil})} k^{2n}$$

(2.6)

at order $k^{2n}$ in the low $k$-momentum expansion of $B$. The non-vanishing coefficient $G^{(\text{dil})}$ contributes to the type-B anomaly because the diffeomorphism and Weyl Ward identities lead, respectively, to the following mutually contradicting relations

$$A + G^{(\text{dil})} k^{2n} = 0 , \quad 4A + G^{(\text{dil})} k^{2n} = - \left[ k^2 \frac{\partial \Gamma^{(2)}(k^2)}{\partial k^2} - n \Gamma^{(2)}(k^2) \right]_{k^{2n}} .$$

(2.7)

The notation $[ \cdots ]_{k^{2n}}$ denotes the $k^{2n}$ term in the low-momentum expansion of the quantity inside the parenthesis. When this quantity is analytic around $k^2 = 0$ the r.h.s. on the
second equation in (2.7) does not contribute and the clash between the two Ward identities is accounted for completely by the coefficient $G^{(\text{dil})}$ in the $B$ term of $\Gamma^{(3)}$. This is the case when the operators $\mathcal{O}, \bar{\mathcal{O}}$ only carry contributions from massive degrees of freedom. These degrees of freedom are lifted completely in the extreme IR of the theory in the broken phase.

In contrast, when the operators $\mathcal{O}, \bar{\mathcal{O}}$ survive in the IR their two-point function $\Gamma^{(2)}$ can exhibit a logarithmic dependence on $k^2$ (similar to the logarithmic dependence that the two-point function exhibits in the ultraviolet (UV), which is dominated by the physics of the unbroken phase). Hence, if there is a piece in the IR two-point function that behaves as

$$\Gamma^{(2)}(k^2) \sim G^{(\text{IR})}k^{2n} \log \left( \frac{k^2}{\mu^2} \right)$$

(2.8)

the r.h.s. of the second equation in (2.7) does not vanish. Instead, from (2.7) one obtains

$$A + G^{(\text{dil})}k^{2n} = 0, \quad 4A + \left( G^{(\text{dil})} + G^{(\text{IR})} \right) k^{2n} = 0.$$  

(2.9)

There is still a type-B Weyl anomaly, but now it receives contributions both from massive degrees of freedom (the $G^{(\text{dil})}$ part) and massless degrees of freedom (the $G^{(\text{IR})}$ part). This anomaly manifests itself as a contact term in the appropriate low-momentum limit of the three-point function $\langle T_{\mu}(q)\mathcal{O}(k_1)\bar{\mathcal{O}}(k_2) \rangle$, which scales as $k^{2n}$ in momentum space with an overall coefficient

$$G^{\text{SSB}} = G^{(\text{dil})} + G^{(\text{IR})}.$$  

(2.10)

$G^{\text{SSB}}$ defines the type-B anomaly in a phase of spontaneously broken conformal symmetry. The potential contribution of massless IR degrees of freedom in $G^{\text{SSB}}$ was not appreciated in [1]. We will see that it plays a crucial role in the computations of section 4 and in the context of Conjecture Ib in the upcoming section 2.3.

Let us summarise a proper definition of the type-B anomaly coefficients, which recovers the above results in all phases of a CFT (with or without spontaneously broken conformal symmetry). We present the definition in arbitrary even spacetime dimension $D$. Consider two operators $\mathcal{O}_I, \mathcal{O}_J$ with common scaling dimension $\Delta = \frac{D}{2} + n$. The type-B anomaly of interest is expressed in momentum space as the coefficient

$$G^{\text{SSB}}_{IJ} = (-1)^n \frac{2^{2n} \Gamma(n+1) \Gamma\left( \frac{D}{2} + n \right)}{\pi^2 (n!)^2} \lim_{p_1 \to 0} \lim_{p_2, p_3 \to 0} \left[ \frac{d^n}{dp_1^n} \frac{d^n}{dp_2^n} \frac{d^n}{dp_3^n} \langle T(p_1)\mathcal{O}_I(p_2)\bar{\mathcal{O}}_J(p_3) \rangle \right],$$

(2.11)

where $T = T_{\mu}^\mu$ is the trace of the energy-momentum tensor. In the symmetric phase, the definition (2.11) recovers the two-point function coefficient $G^{\text{CFT}}_{IJ}$. In general, when $G^{\text{SSB}}_{IJ}$ is evaluated in a spontaneously broken phase, it is found to have a value $G^{\text{SSB}}_{IJ} \neq G^{\text{CFT}}_{IJ}$ and the anomalies do not match. Explicit non-matching examples appeared in [1] and will be discussed further in section 4.

\footnote{For the explicit evaluation of the three-point function $\Gamma^{(3)}$ in the unbroken phase see e.g. [19, 20]. In the broken phase this definition appeared in [1], and is already implicit in eq. (2.6) in the context of the Ward identities with the $k$ dependence dictated by dimensional analysis.}
It is interesting to ask:

(i) Are there special mechanisms that force type-B anomalies to match across different phases contrary to the above expectations? This is particularly interesting when the anomalies depend non-trivially on continuous couplings.

(ii) If the anomalies do not match, can one identify the origin of the mismatch and the relevant physics of the broken phase? In particular, one would like to compute the anomalies non-perturbatively. When the anomalies depend non-trivially on continuous couplings they can interpolate between different behaviours at weak and strong coupling and one would like to know what effects determine this interpolation.

An example of exceptional type-B anomaly matching envisaged in item (i) occurs in the case of the $c$-anomaly in 4D SCFTs. Since supersymmetry relates the $c$-anomaly to chiral anomalies, it is expected that $c$ matches across different phases by standard ’t Hooft anomaly matching. A less trivial mechanism of type-B anomaly matching occurs in the Higgs branch of 4D $\mathcal{N} = 2$ SCFTs [1]. This mechanism is the main focus in the remainder of this paper.

2.2 Type-B anomalies on the Higgs branch of $\mathcal{N} = 2$ SCFTs

In addition to the $\frac{1}{2}$-BPS Coulomb-branch operators, $\mathcal{N} = 2$ SCFTs possess another type of $\frac{1}{2}$-BPS superconformal primary operators, which are neutral under the $\text{U}(1)_r$ but charged under the $\text{SU}(2)_R$ part of the R-symmetry group. These operators are called Higgs-branch operators (HBOs). The $\mathcal{N} = 2$ supersymmetric QFTs have an associated moduli space of vacua — the Higgs branch — characterised by non-vanishing VEVs of these operators.

In [1] we focussed on $\mathcal{N} = 2$ SCFTs that have non-trivial superconformal manifolds and explored the properties of type-B Weyl anomalies for $\mathcal{N} = 2$ CBOs (as defined in section 1) on the Higgs-branch moduli space. For definiteness, let us call $G_{IJ}^{C\text{FT}}$ the type-B anomalies of CBOs $O_I$, $O_J$ at the superconformal vacuum, and $G_{IJ}^{H}$ the corresponding value of these anomalies on the Higgs branch where conformal symmetry is spontaneously broken by default.

In [1] we argued that:

(a) The anomalies $G_{IJ}^{H}$ are covariantly constant on the $\mathcal{N} = 2$ superconformal manifold

$$\nabla_a G_{IJ}^{H} = 0 .$$

The index $a$ denotes collectively any coordinate on the superconformal manifold and $\nabla$ is the same connection as for the conformally symmetric phase. Since $\nabla$ is compatible with the (generalisation of the) Zamolodchikov metric, we also have by default that

$$\nabla_a G_{IJ}^{C\text{FT}} = 0 .$$

Eq. (2.12) was derived as a consequence of a superconformal Ward identity on the Higgs branch.
The statement that both $G^{\text{CFT}}_{IJ}$ and $G^H_{IJ}$ are covariantly constant on the superconformal manifold was used to make the argument that the anomalies match non-perturbatively in a finite region of the superconformal manifold if they match at one point. In other words, if there is a point $g^*$ on the superconformal manifold, where

$$G^{\text{CFT}}_{IJ}(g^*) = G^H_{IJ}(g^*)$$

(2.14)

can be established by independent computations, then it follows using item (a) that the anomalies continue to match in a finite region of the superconformal manifold around $g^*$.

In [1] examples were presented where type-B anomalies for CBOs could be evaluated explicitly at weak coupling with a tree-level computation. In one of these examples (the 4D $\mathcal{N} = 2$ SCQCD theory) the anomalies for $\Delta = 2$ CBOs were found to match. In another example (the circular $\mathcal{N} = 2$ quiver) the corresponding anomalies for $\Delta = 2$ CBOs were found to be different at and away from the origin of the Higgs branch. The examples where the anomalies match is a non-trivial manifestation of the possibilities envisaged in item (i) of the previous subsection. The examples where the anomalies do not match is a useful playground for testing ideas that resolve the questions of item (ii).

At this point, it is useful to recall the general questions posed near the end of section 1:

(a) In which $\mathcal{N} = 2$ SCFTs and for which type-B CBO anomalies should one expect matching on the Higgs branch? What mechanism underlies cases where the anomalies do not match?

(b) If type-B anomaly matching for CBOs across the Higgs branch can be established for the generators of the Coulomb-branch chiral ring, does it follow automatically that the corresponding anomalies match in the whole Coulomb-branch chiral ring?

(c) A mismatch between $G^{\text{CFT}}_{IJ}$ and $G^H_{IJ}$ is an interesting property. It implies that the $\mathcal{N} = 2$ superconformal manifold has a second rank-two symmetric tensor that is covariantly constant (2.12), besides the Hermitian metric $G^{\text{CFT}}_{IJ}$ (2.13). Is this tensor a genuinely new two-tensor, or is it directly related to $G^{\text{CFT}}_{IJ}$ (e.g. by a simple proportionality constant)? Can one extract scheme-independent quantities from these data that characterise the RG flow on the Higgs branch and what is their physical meaning?

In the next subsection we attempt to address the above questions with the formulation of two novel conjectures and summarise the preliminary evidence, presented in the rest of the paper, that supports them.

2.3 Novel conjectures for type-B anomaly matching

Our first set of conjectures aims to address item (a) from the previous subsection. On the Higgs branch, part of the CFT spectrum becomes massive and therefore completely decouples in the extreme IR. This can include part (or all) of the CBOs. Let us call the set of CBOs in the UV theory that survive the RG flow the IR chiral ring. We then make the following proposals depending on whether or not this set is empty:
Conjecture Ia. **Trivial IR chiral ring:** the type-B anomalies match along the Higgs-branch RG flow.

For this class of theories all type-B anomalies $G^\text{IR}_{ij}$ encode data of the massive spectrum. The conjectured matching relation $G^\text{CFT}_{ij} = G^\text{IR}_{ij}$ identifies the anomaly of the UV CFT phase with the corresponding anomaly along the RG flow. The $\mathcal{N} = 2$ SCQCD theory is an example that confirms this expectation. It will be discussed in detail in section 3.

Conjecture Ib. **Nontrivial IR chiral ring:** the type-B Weyl anomalies associated with CBOs in the IR chiral ring match, but those of CBOs in the complement of the IR chiral ring are not expected to match in general.

When nontrivial IR chiral rings are present, the associated massless degrees of freedom can affect the matching of type-B anomalies. In section 4 we will consider the example of a circular $\mathcal{N} = 2$ superconformal quiver, which possesses a non-trivial IR chiral ring. We will show that the anomalies receive contributions from both massive and massless degrees of freedom along the RG flow. The anomalies of CBOs in the IR chiral ring match, but the anomalies of CBOs in the complement do not, in accordance with the above conjecture.

Next we move to item (β) of section 2.2 regarding the role of the anomalies of the generators of the $\mathcal{N} = 2$ Coulomb-branch chiral ring. We propose:

Conjecture II. **A type-B anomaly matches if it involves CBOs generated solely by operators whose anomalies match. Otherwise, the type-B anomalies do not match.**

This conjecture is compatible with the previous Conjectures Ia and Ib. For simplicity, let us focus on $\mathcal{N} = 2$ SCFTs with a freely generated Coulomb-branch chiral ring.\footnote{In $\mathcal{N} = 2$ SCFTs the folklore is that the Coulomb-branch chiral ring is infinite dimensional, but freely generated \cite{21, 22} by a finite number of CBOs. However, as outlined in \cite{23–25}, there exist some exceptions to this rule where the $\mathcal{N} = 2$ chiral ring is not generated freely. We do not expect that the existence of non-trivial chiral ring relations will affect the conclusion of our argument.} In the case of a trivial IR chiral ring all the type-B CBO anomalies are expected to match. This includes the anomalies of the generators. Conjecture II reasserts the matching of all anomalies as a consequence of the matching of the generators. In more general theories, the IR chiral ring is non-empty. Then, Conjecture Ib implies that the anomalies of CBOs in the IR chiral ring match while the rest typically do not. Since the fusion of generators that belong in the IR chiral ring produces operators that are still part of the IR chiral ring, and the fusion with operators outside the IR chiral ring yields operators outside the IR chiral ring, Conjecture II extends naturally the validity of Conjecture Ib outside the subsector of the generators. We will confirm Conjecture II by explicit computation in the example of $\mathcal{N} = 2$ SCQCD, which is discussed in section 3.

3. $\mathcal{N} = 2$ SCQCD

In the following two sections we proceed to show the above conjectures at work in explicit examples. Here we investigate the type-B anomalies of Coulomb-branch operators across
the conformal and Higgs phases of 4D $\mathcal{N} = 2$ superconformal QCD with gauge group $\text{SU}(K)$. This theory has a rich spectrum of CBOs with integer scaling dimension, which we will parametrise by

$$\Delta = 1 + L \text{ with } L \in \mathbb{Z}_{>0}.$$  

(3.1)

For convenience, we will focus on single-trace CBOs constructed from $\mathcal{N} = 2$ vector multiplet scalars

$$\mathcal{O}_{L+1} \propto \text{Tr}[\varphi]^L.$$  

(3.2)

Note, however, that the discussion can be trivially extended to multi-trace generalisations.

The theory at the end of the RG flow initiated by the Higgs VEV has a trivial chiral ring, and the expectation from Conjecture Ia is that the anomalies in the conformal and Higgs phases should match.

As we have already discussed, on the one hand in the conformal phase of the theory the type-B anomaly arises as a logarithmic contribution to the two-point function in the momentum-space representation:

$$\langle \mathcal{O}_{L+1}(p) \bar{\mathcal{O}}_{L+1}(-p) \rangle.$$  

(3.3)

On the other hand, in the Higgs phase of the theory the corresponding type-B anomaly arises in a certain kinematical regime as a contribution to the three-point function,

$$\langle T(p) \mathcal{O}_{L+1}(k_1) \bar{\mathcal{O}}_{L+1}(k_2) \rangle,$$  

(3.4)

where $T(p)$ denotes the trace of the energy-momentum tensor. As we will see shortly, even though the latter case involves complicated massive momentum integrals, the anomaly is contained within a simpler piece that can be evaluated analytically for all $L$.

### 3.1 Computation of the tree-level anomaly in the CFT phase

We briefly review the computation of the anomaly $G_{L}^{\text{CFT}}$ in the CFT phase from the two-point function (3.3). The two-point function at tree level corresponds to the Feynman diagram of figure 1. It can be expressed as

$$\langle \mathcal{O}_{L+1}(p) \bar{\mathcal{O}}_{L+1}(-p) \rangle = I_{\text{massless}}^{L}(p) C_{L}^{\text{CFT}},$$  

(3.5)

where $I_{\text{massless}}^{L}(p)$ encodes the kinematical integral and $C_{L}^{\text{CFT}}$ the relevant colour factor

$$C_{L}^{\text{CFT}} = \text{Tr}[T_{a_1} \cdots T_{a_{L+1}}] \sum_{\sigma \in S_{L+1}} \text{Tr}[T_{\sigma(a_1)} \cdots T_{\sigma(a_{L+1})}].$$  

(3.6)

where $\{T_b\}, b = 1, \ldots, K^2 - 1$, denote the generators of the Lie algebra $\text{su}(K)$. As all internal lines are simple scalar propagators, the kinematical contribution translates into the following momentum integral:

$$I_{\text{massless}}^{L}(p) := \int \prod_{i=1}^{L} \frac{d^4 q_i}{(2\pi)^4} \frac{1}{q_i^2} \times \frac{1}{(p - \sum_{i=1}^{L} q_i)^2}.$$  

(3.7)
Figure 1. The diagram determining the leading contribution to the two-point function (3.3).

We emphasise that, although the above expression involves $L$ momentum integrations, it is still capturing the leading (tree-level) contribution to the two-point function (3.3). This integral suffers from UV divergences and needs to be regularised. In dimensional regularisation where $D = 4 - 2\epsilon$ the answer is known, cf. [26, 27], and reads

$$I^{\text{massless}}_L(p) = \left(-1\right)^{L+1} \frac{1}{(L!)^2} \frac{(p^2)^{L-1}}{(4\pi)^2L} \left(\frac{1}{\epsilon} - L \log p^2 + O(\epsilon)\right).$$ (3.8)

The anomaly is extracted from this result by isolating the logarithmic contribution according to eq. (1.1). In this fashion one arrives at the simple result

$$C^\text{CFT}_L = \frac{C^\text{CFT}_L}{(2\pi)^{2L+2}}.$$ (3.9)

3.2 Alternative expression for the massless integral

Although we have completed the anomaly calculation in the conformal phase, it will be useful to highlight here an intermediate mathematical result by rewriting (3.7) using Feynman parametrisation. This result will play a role in the subsequent evaluation of the anomaly in the broken phase. To that end, let us briefly set out a few relevant conventions.

We will write products of propagators using the well-known identity

$$\frac{1}{D_1D_2\ldots D_N} = \int_0^1 dx_1 \ldots \int_0^1 dx_N \delta \left(\sum_{i=1}^N x_i - 1\right) \frac{(N-1)!}{\prod_{i=1}^N x_i - 1} \prod_{i=1}^N \frac{1}{x_iD_1 + x_2D_2 + \ldots x_N D_N},$$ (3.10)

where $\{x_i\}$ are Feynman parameters. The integration over the set of internal momenta $\{q_i\}$ can be performed in a recursive way, by completing the corresponding square and applying the identity

$$\int \frac{dDl}{(2\pi)^D} \frac{1}{(l^2 - \Delta)^N} = \frac{(-1)^N i \Gamma(N - D/2)}{(4\pi)^{D/2} \Gamma(N)} \left(\frac{1}{\Delta}\right)^{N-D/2}.$$ (3.11)

Using the above relations, one can recast $L$-loop integrals into the general form

$$\mathcal{J} = (N - 1)! \int_0^1 \prod_{j=1}^N dx_j \delta \left(\sum_{i=1}^N x_i - 1\right) \int_0^1 \prod_{i=1}^L \frac{dDq_i}{(2\pi)^D} \left[\sum_{i=1}^L q_iq_j M_{ij} - 2 \sum_{j=1}^L q_jK_j + J\right]^{-N},$$ (3.12)

\footnote{We use Euclidean signature in our Feynman diagram calculations throughout this paper.}
where $N$ is the number of Feynman parameters. The integrations over all internal momenta can be carried out employing (3.11) to obtain [28]

$$
\mathcal{J} = \frac{(-1)^N \Gamma(N - LD/2)}{(4\pi)^{DL/2}} \int_0^1 \prod_{j=1}^N dx_j \, \delta \left( \sum_{i=1}^N x_i - 1 \right) \frac{U^{N-(L+1)D/2}}{F^{N-LD/2}} ,
$$

where

$$
U := \text{Det}[M] , \quad F := \text{Det}[M] \left( \sum_{i,j=1}^L K_i M_{ij}^{-1} K_j - J \right). \quad (3.14)
$$

We can apply this parametrisation directly to the massless integral (3.7), where for now we keep the spacetime dimension $D$ generic in light of the fact that we will be using dimensional regularisation. Through formula (3.12) the corresponding quantity $M_{\text{massless}}$ is determined to be the $L \times L$ matrix

$$
M_{\text{massless}} = \begin{pmatrix}
x_1 + x_{L+1} & x_{L+1} & x_{L+1} & \ldots & x_{L+1} \\
x_{L+1} & x_2 + x_{L+1} & x_{L+1} & \ldots & x_{L+1} \\
x_{L+1} & x_{L+1} & x_3 + x_{L+1} & \ldots & x_{L+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_{L+1} & x_{L+1} & x_{L+1} & \ldots & x_L + x_{L+1}
\end{pmatrix}. \quad (3.15)
$$

Using (3.14) one also computes all the other quantities

$$
K_{\text{massless}} = (px_{L+1}, \ldots, px_{L+1})_{L \text{ times}}, \quad J_{\text{massless}} = p^2 x_{L+1},
$$

$$
U_{\text{massless}}(x_j) = \sum_{1 \leq i_1 < i_2 < \ldots < i_{L-1} < i_L \leq L+1} x_{i_1} x_{i_2} \cdots x_{i_{L-1}} x_{i_L},
$$

$$
F_{\text{massless}}(p^2, x_j) = -p^2 \prod_{i=1}^{L+1} x_i , \quad (3.16)
$$
in terms of which (3.13) becomes

$$
\mathcal{I}_{L_{\text{massless}}}^{\text{massless}}(p) = \frac{(-1)^{LD/2} \Gamma(L(1 - D/2) + 1)}{(4\pi)^{DL/2}} \left( p^2 \right)^{L(D/2-1)-1} \int_0^1 \prod_{j=1}^{L+1} dx_j \, \delta \left( \sum_{i=1}^{L+1} x_i - 1 \right) \frac{U_{\text{massless}}(x_k)^{L(1-D/2)+1}}{(\prod_{i=1}^{L+1} x_i)^{L(1-D/2)+1}} . \quad (3.17)
$$

We then set $D = 4 - 2\epsilon$ and perform a series expansion in $\epsilon$. Let us focus on the logarithmic term

$$
\mathcal{I}_{L_{\text{massless}}}^{\text{massless}} \approx c_{L_{\text{massless}}}^{\text{massless}} \log p^2 , \quad (3.18)
$$

where

$$
c_{L_{\text{massless}}}^{\text{massless}} := \frac{(-1)^L \left( p^2 \right)^{L-1}}{(L-1)!} \frac{1}{(4\pi)^{2L}} \int_0^1 \prod_{j=1}^{L+1} dx_j \, \delta \left( \sum_{i=1}^{L+1} x_i - 1 \right) \frac{\left( \prod_{i=1}^{L+1} x_i \right)^{L-1}}{U_{\text{massless}}(x_k)^{L+1}} . \quad (3.19)
$$
One can easily perform the integration over the variable $x_1$ to obtain
\[
c_{L}^{\text{massless}} = \frac{(-1)^L (p^2)^{L-1}}{(L-1)! (4\pi)^{2L}} \int_0^1 dx_2 \int_0^{1-x_2} dx_3 \cdots \\
\times \int_0^{1-x_2-\cdots-x_L} dx_{L+1} \left( \frac{1 - \sum_{i=2}^{L+1} x_i \prod_{i=2}^{L+1} x_i}{f(x_j)^{L+1}} \right)^{L-1}, \tag{3.20}
\]
with
\[
f(x_k) := U^{\text{massless}}(x_k)|_{x_1=1-\sum_{i=2}^{L+1} x_i} \quad \text{for} \quad k = 2, \ldots, L + 1. \tag{3.21}
\]
As a last step we choose to shift $x_{j+1} \mapsto x_j$ for $j = 1, \ldots, L$ to arrive at
\[
c_{L}^{\text{massless}} = \frac{(-1)^L (p^2)^{L-1}}{(L-1)! (4\pi)^{2L}} \int_0^1 dx_1 \int_0^{1-x_1} dx_2 \cdots \int_0^{1-x_1-\cdots-x_{L-1}} dx_L B(x_1, \ldots, x_L), \tag{3.22}
\]
where
\[
B(x_1, \ldots, x_L) := \left( \frac{1 - \sum_{i=1}^{L} x_i \prod_{i=1}^{L} x_i}{f(x_j)^{L+1}} \right)^{L-1}. \tag{3.23}
\]
Note that this is a symmetric function under an exchange of the parameters $x_i$. We can finally compare (3.22) with the log $p^2$ coefficient of (3.8) to deduce that
\[
\int_0^1 dx_1 \int_0^{1-x_1} dx_2 \cdots \int_0^{1-x_1-\cdots-x_{L-1}} dx_L B(x_1, \ldots, x_L) = \frac{1}{L!}. \tag{3.24}
\]
It is this result that will be used in the upcoming evaluation of the anomaly in the broken phase.

### 3.3 Computation of the tree-level anomaly in the Higgs phase

We now turn to the computation of the anomaly in the Higgs phase, where one of the fundamental hypermultiplet scalars acquires a VEV proportional to the parameter $v$. This renders the adjoint scalars massive with $m^2 = 2v^2 g^2$ in the conventions of [1]. The three-point function (3.4) is captured at tree level by the Feynman diagram of figure 2. We use the rules given in section 7.1 of [1] to evaluate this diagram, and point the interested reader to that reference for a detailed discussion on how they are derived.

In summary:

- The linear coupling between the trace of the energy-momentum tensor and the dilaton contributes a factor of $vp^2/2$.
- The dilaton propagator gives a factor of $2iK/p^2$.
- There is a factor of $(-i)(-\frac{2}{\pi}g^2 v)$ from the vertex $\sigma \varphi \bar{\varphi}$.  


There is an $L$-loop-momentum integral involving the scalar propagators

$$I_{\text{massive}}^L(k,p) := \int \prod_{j=1}^{L} \frac{d^4 q_j}{(2\pi)^4} \frac{1}{q_j^4 - m^2} \frac{1}{(p - q_1)^2 - m^2} \times \prod_{i=1}^{L-1} \frac{1}{(q_{i+1} - q_i)^2 - m^2} \frac{1}{(k - q_L)^2 - m^2},$$

(3.25)

where we have used the conservation of external momenta and have defined $k$ as

$$p = k_1 + k_2 \Rightarrow k_2 = p - k_1 = p - k.$$  

(3.26)

There is a colour factor $C_L^\text{II}$. In conventions where $\text{Tr}[T_a T_b] = \delta_{ab}$ with $a,b = 1, \ldots, K^2 - 1$, we have:

$$C_L^\text{II} = \sum_{\pi \in \mathbb{Z}_{L+1}} \text{Tr}[T_{\pi(a_1)} T_{\pi(b_1)}] \text{Tr}[T_{\pi(a_2)} T_{\pi(b_2)}] \cdots \text{Tr}[T_{\pi(a_{L+1})} T_{\pi(b_{L+1})}] \sum_{\sigma \in S_{L+1}} \text{Tr}[T_{\sigma(a_1)} T_{\sigma(a_2)} \cdots T_{\sigma(a_{L+1})}]$$

$$= (L + 1) \sum_{\pi \in \mathbb{Z}_{L+1}} \text{Tr}[T_{\pi(a_1)} T_{\pi(b_1)}] \text{Tr}[T_{\pi(a_2)} T_{\pi(b_2)}] \cdots \text{Tr}[T_{\pi(a_{L+1})} T_{\pi(b_{L+1})}]$$

$$= (L + 1) \mathcal{C}_L^{\text{CFT}}.$$

(3.27)

Putting everything together, the three-point function of interest can be expressed as

$$\langle T(p) \mathcal{O}_{L+1}(k_1) \mathcal{O}_{L+1}(k_2) \rangle = -(L + 1)m^2 I_{\text{massive}}^L \mathcal{C}_L^{\text{CFT}}.$$

(3.28)

The prescription for extracting the anomaly from the three-point function has been given in (2.11) and reads

$$G_L^{\text{III}} = (-1)^{L+1} \frac{2^{2L-2} \Gamma(L) \Gamma(L+1)}{\pi^2 ((L-1)!)^2} \times \lim_{p \to 0, k_1 \to 0} \lim_{k_2 \to 0} \left[ \frac{d^{L-1}}{dk_1^{L-1}} \frac{d^{L-1}}{dk_2^{L-1}} \langle T(p) \mathcal{O}_{L+1}(k_1) \mathcal{O}_{L+1}(k_2) \rangle \right].$$

(3.29)
Note, however, that when we impose the conservation of the external momenta (so that \( \vec{k}_2 = \vec{p} - \vec{k}_1 \)) in the limit of the momentum magnitudes \( p \to 0 \) and \( k \to 0 \) — where \( k \to k_1 =: k \) — we can combine (3.28) and (3.29) to get

\[
G^H_L = (L + 1) m^2 C^\text{CFT}_L (-1)^L \frac{2^{2L-2} \Gamma(L) \Gamma(L + 1)}{\pi^2 (2L - 2)!} \lim_{p \to 0} \lim_{k \to 0} \left[ \frac{d^{2L-2}}{dk^{2L-2}} T^\text{massive}_L \right].
\] (3.30)

Our next task in determining (3.30) is the evaluation of \( T^\text{massive}_L \). To the best of our knowledge, ready to use analytic expressions for this integral are not known for general \( L \), even though such integrals are the subject of a very active area of research [29–37]. We will now see that the anomaly is associated with a relatively-simple piece of the integral that is calculable in the requisite momentum limits.

We find the use of the Feynman parametrization that we introduced in section 3.2 essential for this task. To proceed, we recast the original version of \( T^\text{massive}_L \) from (3.25) in the form (3.12). From the latter one can read off

\[
M^\text{massive} = \begin{pmatrix}
  x_1 + x_2 + x_3 & -x_3 & 0 & 0 & \cdots & 0 \\
  -x_3 & x_3 + x_4 & -x_4 & 0 & \cdots & 0 \\
  0 & -x_4 & x_4 + x_5 & -x_5 & \cdots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
  0 & \cdots & 0 & -x_L & x_L + x_{L+1} & -x_{L+1} \\
  0 & 0 & \cdots & 0 & -x_{L+1} & x_{L+1} + x_{L+2}
\end{pmatrix}.
\] (3.31)

Using (3.14) we then compute the remaining quantities

\[
\mathcal{U}^\text{massive}(x_j) = \sum_{1 \leq i_1 < \cdots < i_L \leq L+2} x_{i_1} x_{i_2} \cdots x_{i_{L-1}} x_{i_L} - x_1 x_2 \left( \sum_{3 \leq j_1 < \cdots < j_{L-2} \leq L+2} x_{j_1} x_{j_2} \cdots x_{j_{L-3}} x_{j_{L-2}} \right)
\]

\[
K^\text{massive} = (px_2, 0, \cdots, 0, k x_{L+2}), \quad \mathcal{J}^\text{massive} = -m^2 + p^2 x_2 + k^2 x_{L+2}
\] (3.32)

and

\[
\mathcal{F}^\text{massive}(k, p, m^2, x_j)
\]

\[
= m^2 f(x_{j+1}) - p^2 \left( x_1 x_2 \sum_{3 \leq j_3 < \cdots < j_{L+1} \leq L+2} x_{j_3} x_{j_4} \cdots x_{j_{L+1}} x_{j_{L+1}} + \prod_{i=2}^{L+2} x_j \right)
\]

\[
+ 2pk \prod_{i=2}^{L+2} x_i - k^2 (x_1 + x_2) \prod_{j=3}^{L+2} x_j,
\] (3.33)

where the function \( f(x_j) \) was defined through (3.21) and as a result \( f(x_{j+1}) \) has \( j = 3, \ldots, L + 2 \). In analogy with the massless-case discussion, we can use (3.13) to express
\[ \mathcal{I}_L^{\text{massive}}(k, p) = \frac{(-1)^{L+2}(1-\frac{D}{2})}{(4\pi)^{DL/2}} \times \int_0^1 \prod_{j=1}^{L+2} dx_j \delta \left( \sum_{i=1}^{L+2} x_i - 1 \right) \frac{\langle U^{\text{massive}}_L(1-D/2 + 2-D/2) \rangle}{\langle F^{\text{massive}}_L(1-D/2 + 2-D/2) \rangle}. \] (3.34)

It is again necessary to implement dimensional regularisation by setting \( D = 4 - 2\epsilon \) and performing a series expansion in \( \epsilon \), resulting in

\[ \mathcal{I}_L^{\text{massive}} = \frac{1}{\epsilon} c_L^0 + \epsilon c_L^1 + O(\epsilon). \] (3.35)

We note that the \( \frac{1}{\epsilon} \) coefficient is given by

\[ c_L^0 \propto \frac{\langle F^{\text{massive}}_L - 2 \rangle}{\langle U^{\text{massive}}_L \rangle} \quad \text{for} \quad L \geq 2, \] (3.36)

where by (3.33) the above expression is a polynomial of degree \( 2L - 4 \) in \( k \).\footnote{For \( L = 1 \) one has that \( c_{L-1} = 0 \).}

The anomaly is obtained by taking \((2L - 2) \kappa \) derivatives of \( \mathcal{I}_L^{\text{massive}} \) as in equation (3.30). The derivatives kill the \( c_{L-1}^0 \) contribution and thus we can safely take the \( \epsilon \to 0 \) limit obtaining a contribution only from the \( c_0^0 \) term. As a result

\[ \lim_{p \to 0} \lim_{k \to 0} \left[ \frac{d^{2L-2} \mathcal{I}_L^{\text{massive}}(k, p)}{dk^{2L-2}} \right] \]
\[ = \lim_{p \to 0} \lim_{k \to 0} \left[ \frac{d^{2L-2} c_0^0(k, p)}{dk^{2L-2}} \right] \]
\[ = \int_0^1 \prod_{j=1}^{L+2} dx_j \delta \left( 1 - \sum_{i=1}^{L+2} x_j \right) \frac{(-1)^L (2L - 2)!}{(4\pi)^{2L}(L - 1)!m^2} \left[ \frac{\prod_{j=3}^{L+2} x_j}{U^{\text{massive}}(x_j)^{L+1}} \right]. \] (3.37)

This integral can now be evaluated as follows. We choose to integrate over \( x_2 \) using the \( \delta \)-function, and rename the integration variables \( x_{j+2} \mapsto x_j \) for \( j = 1, \ldots, L \) and \( x_1 \mapsto u \). In this way the above expression can be massaged into

\[ \lim_{p \to 0} \lim_{k \to 0} \left[ \frac{d^{2L-2} \mathcal{I}_L^{\text{massive}}(k, p)}{dk^{2L-2}} \right] = \frac{(-1)^L (2L - 2)!}{(4\pi)^{2L}(L - 1)!m^2} \]
\[ \times \int_0^1 du \int_0^{1-u} dx_1 \cdots \int_0^{1-u-x_1-\cdots-x_{L-1}} dx_L B(x_1, \ldots, x_L), \] (3.38)

where \( B(x_1, \ldots, x_L) \) was defined in (3.23). One can use the Fubini-Tonelli theorem to iteratively move the \( u \) integration behind the \( x_i \) integrations such that

\[ \int_0^{1-u} dx_1 \cdots \int_0^{1-u-x_1-\cdots-x_{L-1}} dx_L B(x_1, \ldots, x_L) \]
\[ = \int_0^1 dx_1 \int_0^{1-x_1} dx_2 \cdots \int_0^{1-x_1-\cdots-x_{L-1}} dx_L (1-x_1-\cdots-x_L) B(x_1, \ldots, x_L). \] (3.39)
We can then introduce a redundant $\delta$-function to re-write the integral as
\[
\int_0^1 \prod_{i=1}^{L+1} dx_i \delta(1-x_1-\cdots-x_{L+1})(1-x_1-\cdots-x_L) B(x_1, \ldots, x_L) \\
= \int_0^1 \prod_{i=1}^{L+1} dx_i \delta(1-x_1-\cdots-x_{L+1})(1-Lx_1) \frac{(\prod_{i=1}^{L+1} x_i)^{L-1}}{\mathcal{U}^\text{massless}(x_j)^{L+1}} \\
= \frac{1}{L!} - L \int_0^1 \prod_{i=1}^{L+1} dx_i \delta(1-x_1-\cdots-x_{L+1})x_1 \frac{(\prod_{i=1}^{L+1} x_i)^{L-1}}{\mathcal{U}^\text{massless}(x_j)^{L+1}} ,
\]
where in the second line we expressed the function $B(x_1, \ldots, x_L)$ in terms of $\mathcal{U}^\text{massless}(x_j)$ as defined in (3.16). We also made use of the fact that this fraction is symmetric under the exchange of all the $x_i$. In the last line we recognised the massless integral (3.24), which returns the value $\frac{1}{L!}$.

Note that, using the same starting point as in (3.40), we can also write
\[
\int_0^1 \prod_{i=1}^{L+1} dx_i \delta(1-x_1-\cdots-x_{L+1})(1-x_1-\cdots-x_L) B(x_1, \ldots, x_L) \\
= \int_0^1 \prod_{i=1}^{L+1} dx_i \delta(1-x_1-\cdots-x_{L+1})x_{L+1} \frac{(\prod_{i=1}^{L+1} x_i)^{L-1}}{\mathcal{U}^\text{massless}(x_j)^{L+1}} \\
= \int_0^1 \prod_{i=1}^{L+1} dx_i \delta(1-x_1-\cdots-x_{L+1})x_1 \frac{(\prod_{i=1}^{L+1} x_i)^{L-1}}{\mathcal{U}^\text{massless}(x_j)^{L+1}} ,
\]
where in the last line we once again used the symmetry property of the fraction under permutations of all the $x_i$.

Finally, equating (3.40) and (3.41) yields
\[
\int_0^1 \prod_{i=1}^{L+1} dx_i \delta(1-x_1-\cdots-x_{L+1})x_1 \frac{(\prod_{i=1}^{L+1} x_i)^{L-1}}{\mathcal{U}^\text{massless}(x_j)^{L+1}} = \frac{1}{(L+1)!} ,
\]
which can be used to obtain a simple expression for (3.38)
\[
\lim_{p \to 0} \lim_{k \to 0} \left[ \frac{L^{2L-2} \mathcal{T}^\text{massive}(k, p)}{d^2 k^{2L-2}} \right] = \frac{(-1)^L (2L-2)!}{(4\pi)^2 L(L-1)! (L+1)! m^2} .
\]

It is now straightforward to combine all the factors in (3.30) to arrive at
\[
G^H_L = m^2 C_L^H (-1)^L \frac{\Gamma(L+1)}{\pi^2 (2L-2)!} \lim_{p \to 0} \lim_{k \to 0} \left[ \frac{d^{2L-2} \mathcal{T}^\text{massive}(k, p)}{d^2 k^{2L-2}} \right] \\
= \frac{C_L^\text{CFT}}{(2\pi)^{2L+2}} .
\]
This expression agrees precisely with the tree-level anomaly in the CFT phase of the theory as evaluated in (3.9). Combined with the fact that $\nabla G^\text{CFT}_L = \nabla G^H = 0$, one determines that the anomalies match non-perturbatively for finite values of the exactly marginal coupling. This result generalises that of [1] from $L = 1$ to all values of $L$. We emphasise that, even though in the above example we considered single-trace CBOs, the anomaly matching extends to the case of multi-trace CBOs, essentially because the colour structure always appears implicitly through (3.27).
3.4 The $L = 2$ massive integral as a sunset integral

As a supplement to the above discussion, in this section we present an alternative approach to the evaluation of the anomaly in the broken phase, without the use of Feynman parametrisation for the kinematical factor. For simplicity we focus on the specific case of $L = 2$ and the $\text{Tr} [\varphi^3]$ CBO, which leads to $I_2^\text{massive}$; this is an example of the well studied ‘sunset integral’. For $L = 3$ one could in principle repeat this procedure using the three-loop equal-mass ‘banana-amplitude’ results of [35, 36], although that would be a technically hard exercise which would not provide novel insights for our purposes. For $L > 3$, the situation is even more challenging: although higher-loop banana integrals can be written in terms of periods of families of Barth-Nieto Calabi-Yau manifolds [35], we are not aware of ready-to-use results which could be employed for the calculation of our massive integral.

We would therefore like to re-evaluate the kinematical piece for $L = 2$ in the anomaly (3.29), that is

$$G_2^\text{II} \propto \lim_{p \to 0} \lim_{k \to 0} \left[ \frac{d^2}{dk^2} I_2^\text{massive} \right],$$

(3.45)

where after a redefinition $q_i \mapsto \sum_{j=1}^l q_j$, and in the $p \to 0$ limit, the massive integral of eq. (3.25) reads for $L = 2$

$$\lim_{p \to 0} I_2^\text{massive} (k, p) = \int \prod_{j=1}^2 \frac{d^4 q_j}{(2\pi)^4} \frac{1}{(q_j^2 - m^2)^2} \frac{1}{q_j^2 - m^2} \frac{1}{(k - q_1 - q_2)^2 - m^2}.$$  

(3.46)

This is a particular example of a ‘sunset integral’, defined as

$$I_{\alpha_1 \alpha_2 \alpha_3} (k^2, m_1^2, m_2^2, m_3^2) := \int \frac{d^4 q_1}{(2\pi)^4} \frac{d^4 q_2}{(2\pi)^4} \frac{1}{(q_1^2 - m_1^2)^{\alpha_1}} \frac{1}{(q_2^2 - m_2^2)^{\alpha_2}} \frac{1}{((k - q_1 - q_2)^2 - m_3^2)^{\alpha_3}},$$

(3.47)

for $\alpha_1 = 2$, $\alpha_2 = \alpha_3 = 1$ and $m_1^2 = m_2^2 = m_3^2 = m^2$. This integral can be determined from the simpler $I_{111}$ through the relation [38, 39]

$$I_{211} (k^2, m^2) = \frac{1}{3} \frac{\partial}{\partial m^2} I_{111} (k^2, m^2).$$

(3.48)

One can compute the UV-divergent $I_{111}$ in dimensional regularisation, obtaining [40]

$$I_{111} (k^2, m^2) = 16\pi^{4-2\epsilon} \Gamma(1 + \epsilon)^2 \left( m^2 \right)^{1-2\epsilon} \left( \frac{a_2}{\epsilon^2} + \frac{a_1}{\epsilon} + a_0 + O(\epsilon) \right),$$

(3.49)

with the coefficients in the $\epsilon$ expansion given by

$$a_2 = -\frac{3}{8},$$

$$a_1 = \frac{18 - t}{32},$$

$$a_0 = \frac{(t - 1)(t - 9)}{12} \left( 1 + (t + 3) \frac{d}{dt} \right) J^2 (t) + \frac{13t - 72}{128}.$$  

(3.50)
In the above expressions \( t = \frac{k^2}{m^2} \) and \( J^2(t) \) (for \( t < 9 \)) is given by \[40\]

\[
J^2(t) = \sum_{n \geq 0} J_n t^n, \quad J_n = \frac{1}{4^n n!^2} \int_0^\infty x^{2n+1} K_0(x)^3 \, dx, \tag{3.51}
\]

with \( K_0(x) \) the modified Bessel function of the second kind.

Eq. (3.48) can then be directly evaluated, yielding

\[
\frac{\partial}{\partial m^2} I_{111} = \frac{1}{(2\pi)^4} \left\{ \frac{1}{\epsilon} \left[ - \frac{3}{2} a_2 - 2a_2(1 + \gamma + \log (\pi m^2)) \right] \right. \\
+ \left. \frac{m^2}{6} [6a_0 + 12\gamma(-a_1 + a_2\gamma) + a_2\pi^2 + 12 \log (\pi m^2)(-a_1 + 2a_2\gamma + a_2 \log (\pi m^2))] \right\} + O(\epsilon^2). \tag{3.52}
\]

We use this explicit expression to extract the following simple result in the \( \epsilon \to 0 \) limit

\[
\lim_{k \to 0} \frac{\partial^2}{\partial k^2} I_{211} = \frac{1}{(2\pi)^4} \frac{1}{48m^2}, \tag{3.54}
\]

which does not contribute a divergent piece to the anomaly since the \( O(\frac{1}{\epsilon}) \) term in (3.52) is independent of \( t \), and therefore \( k^2 \). This expression agrees exactly with the \( L = 2 \) result from (3.43).

4 \( \mathcal{N} = 2 \) circular quiver

In this section we consider the more intricate behaviour of type-B conformal anomalies in superconformal \( \mathcal{N} = 2 \) circular-quiver theories — with \( N \) SU(\( K \)) gauge nodes and \( N \) connecting bifundamental hypermultiplets, at the ‘orbifold point’ of equal couplings. The quiver diagram for this theory is given in figure 3. What we present here extends the calculations of section 7.2 from [1] to CBOs with \( \Delta = L + 1 \) for \( L \in \mathbb{Z}_{>1} \); we refer the reader to that reference for all the details of our setup. Most importantly, the results obtained here can be used to nontrivially test the conjectures of section 2.3.

The minimal ingredients we will need from [1] are the following. Our CBOs are constructed out of \( \mathcal{N} = 2 \) vector-multiplet adjoint scalars \( \varphi^\alpha \), with \( \alpha \) the node label. Following that reference, we will choose a special direction along the Higgs branch of the theory by giving the bifundamental-hypermultiplet scalars — denoted \( Q^{\alpha} \) and \( \tilde{Q}^{\alpha} \) — VEVs

\[
\langle Q^{\alpha} \rangle = \sqrt{v} \mathbb{1}_{K \times K}, \quad \langle \tilde{Q}^{\alpha} \rangle = 0. \tag{4.1}
\]

This operation renders the adjoint scalars \( \varphi^\alpha \) massive and breaks the gauge symmetry down to its diagonal subgroup, SU(\( K \))\(^N \to SU(\( K \)).

Single-trace CBOs with \( \Delta = L + 1 \) comprise Casimirs of the \( \varphi^\alpha \)’s

\[
\mathcal{O}^{\alpha}_{L+1} \propto \text{Tr}[\varphi^{\alpha(L+1)}]. \tag{4.2}
\]

\[6\] This choice was necessary for the subsequent implementation of dimensional deconstruction in [1].

\[7\] Once again, we are considering single-trace CBOs for simplicity but the argument goes through trivially also for multi-trace CBOs.
Figure 3. The circular quiver with gauge group SU($K$). The nodes denote $N = 1$ vector multiplets. The black arrows denote $N = 1$ chiral multiplets and $\varphi^{(\alpha)}$, $Q^{(\alpha)}$, $\tilde{Q}^{(\alpha)}$ their respective lowest components.

It is convenient to work with discrete-Fourier transformed fields

$$O^{(\alpha)}_{L+1} = \frac{1}{\sqrt{N}} \sum_{\beta} q^{\alpha\beta} \hat{O}^{(\beta)}_{L+1},$$

$$\varphi^{(\alpha)} = \frac{1}{\sqrt{N}} \sum_{\beta} q^{\alpha\beta} \hat{\varphi}^{(\beta)},$$

(4.3)

where $q = e^{2\pi i/N}$ and the sum is taken over all quiver nodes. In the hatted basis the fields $\hat{\varphi}^{(\alpha)}$ have mass

$$m^2_{\alpha} = 2v^2g^2 (1 - q^\alpha) (1 - q^{-\alpha})$$

(4.4)

and we can write

$$\hat{O}^{(\alpha)}_{L+1} = \frac{1}{\sqrt{N}} \sum_{\beta} q^{-\alpha\beta} \text{Tr} \left[ (\varphi^{(\beta)})^{L+1} \right]$$

$$= \frac{1}{N^2} \sum_{\alpha_1, \ldots, \alpha_L} \text{Tr} \left[ \left( \prod_{n=1}^{L} \varphi^{(\alpha_n)} \right) \varphi^{(\alpha - \sum_{m=1}^{L} \alpha_m)} \right].$$

(4.5)

The operators $\hat{O}^{(\alpha)}_{L+1}$ carry $\alpha$ units of discrete-Fourier momentum. Those with $\alpha = 0$ are part of the untwisted sector of the theory while those with $\alpha \neq 0$ are part of the twisted sector.

4.1 Computation of the tree-level anomaly in the CFT Phase

In the conformal phase, the leading contribution to the two-point function of such CBOs can be straightforwardly evaluated along the lines of the SCQCD example. In position
space, one has
\[
\langle \hat{O}^{(\alpha)}_{L+1}(x) \bar{\hat{O}}^{(\alpha)}_{L+1}(0) \rangle = \frac{1}{N_L} \sum_{\alpha_1, \ldots, \alpha_L} \left< \text{Tr} \left[ \prod_{n=1}^{L} \hat{\varphi}^{(\alpha_n)} \right] \hat{\varphi}^{(\alpha - \sum_{m=1}^{L} \alpha_m)} \right>(x)
\times \text{Tr} \left[ \prod_{n=1}^{L} \hat{\varphi}^{(\alpha_n')} \right] \hat{\varphi}^{(\alpha' - \sum_{m=1}^{L} \alpha_m')} \right>(0) \right)
\]
\[
= \frac{C_{L}^{\text{CFT}}}{(2\pi)^{2L+2}} \frac{1}{|x|^{2L+2}},
\]  

where like in SCQCD $C_{L}^{\text{CFT}}$ denotes a colour factor, this time associated with the diagonal $\text{SU}(K)$. From this one can read out
\[
G_{L+1}^{(\alpha)\text{CFT}} = \frac{C_{L}^{\text{CFT}}}{(2\pi)^{2L+2}}.
\]

We note that in the CFT phase one can use the power of supersymmetric localisation on $S^4$ to determine the two-point function for the quiver theory beyond leading order. This will be carried out in section 5 and then put to use to study the holonomy of the superconformal manifold in section 6.2.

### 4.2 Computation of the tree-level anomaly in the Higgs phase

We now proceed to study the type-B anomaly in the Higgs phase. The computation of the anomaly requires knowledge of the three-point function
\[
\langle T(p) \hat{O}^{(\alpha)}_{L+1}(k_1) \bar{\hat{O}}^{(\alpha)}_{L+1}(k_2) \rangle,
\]
the evaluation of which is similar to that of the SCQCD example studied in section 3.3, with the following modification to the Feynman rules:

- The linear coupling between the trace of the energy-momentum tensor and the dilaton contributes a factor of $vp^2/2\sqrt{2}$.
- The dilaton propagator gives a factor of $2iKN/p^2$.
- There is a factor of $(-i)(-\frac{1}{KN} g^2 \nu) N^{-L} \sum_{\alpha_1 \neq 0} (1 - q^{\alpha_1})(1 - q^{-\alpha_1})$ from the vertex $\sigma \text{Tr}[\hat{\varphi}^{(\alpha_1)} \hat{\varphi}^{(\alpha_1)}]$.
- There is an $L$-loop-momentum integral involving the scalar propagators
  \[
  I_{L,N}^{\text{quiver}}(k,p) := \sum_{\alpha_1 \neq 0} \sum_{\alpha_2, \ldots, \alpha_L} \int \prod_{j=1}^{L} \frac{d^4q_j}{(2\pi)^4} \frac{1}{q_1^2 - m_{\alpha_1}^2} \frac{1}{(p - q_1)^2 - m_{\alpha_1}^2}
  \times \prod_{i=1}^{L-1} \frac{1}{(q_{i+1} - q_i)^2 - m_{\alpha_{i+1}}^2} \frac{1}{(k - q_{L})^2 - m_{\alpha_{L+1}}^2},
  \]
  \[
  \text{where we have used the conservation of external momenta and have defined } k \text{ as}
  \]
  \[
p = k_1 + k_2 \Rightarrow k_2 = p - k_1 = p - k .
  \]
- There is a colour factor $C_{L}^{\text{CFT}} = (L + 1)C_{L}^{\text{CFT}}$.​
Putting all these ingredients together, the three-point function contribution to the type-B anomaly along the Higgs-branch can be extracted from the relation

\[ G^{(\alpha)(dil)}_{L+1} = (L+1)C^\text{CFT}_L (-1)^{L+2} \frac{L^2 L - 2}{L!} \Gamma(L) \Gamma(L+1) \sum_{\alpha_1 \neq 0} m^2_{\alpha_1} \lim_{p \to 0} \lim_{k \to 0} \left[ \frac{d^{2L-2} \mathcal{I}^{\text{quiver}}_{L,N}}{dk^{2L-2}} \right]. \]

(4.11)

At this stage we emphasise that there is a qualitative difference between the anomalies for the untwisted, \( \alpha = 0 \), and twisted, \( \alpha \neq 0 \), sectors. On the one hand, as a result of (4.4), the twisted CBOs involve massive degrees of freedom and are therefore lifted in the extreme IR of the theory in the broken phase. On the other hand, the untwisted CBOs involve massless fields and survive, hence leading to a nontrivial IR chiral ring. In line with our Conjecture Ib from section 2.3, the type-B anomaly for twisted CBOs is then not expected to agree in the two phases, while the anomaly for untwisted CBOs will only do so once we take into account the contributions from the IR two-point function. Accordingly one has:

\[ G^{(0)}(0)_{L+1} = G^{(0)(dil)}_{L+1} + G^{(\text{IR})}_{L+1}, \]

\[ G^{(\alpha \neq 0)}(0)_{L+1} = G^{(\alpha \neq 0)(dil)}_{L+1}. \]

(4.12)

From now on we will focus on the anomalies of external CBOs in the untwisted sector, \( \alpha = 0 \), since these are the only ones that are expected to match.

On a technical level, the main difference with SCQCD lies in the evaluation of the integrals in (4.9), which are significantly more complicated than (3.25) due to the presence of distinct masses. The initial steps follow those of section 3.3 very closely. Using Feynman parametrisation the integrals can be brought to the form (3.12). Since in Eqs (3.31), (3.32) only \( J \) depends on the masses, we find

\[ M^\text{quiver} = M^\text{massive}, \quad K^\text{quiver} = K^\text{massive}, \]

\[ J^\text{quiver} = p^2 x_2 + k^2 x_{L+2} - \left( m^2_{\alpha_1} (x_1 + x_2) + \sum_{i=2}^{L+1} m^2_{\alpha_i} x_{i+1} \right), \]

(4.13)

which can then be plugged into (3.13), (3.14). Employing dimensional regularisation and focussing on the \( O(\epsilon^0) \) term one arrives at

\[ \sum_{\alpha_1 \neq 0} m^2_{\alpha_1} \lim_{p \to 0} \lim_{k \to 0} \left[ \frac{d^{2L-2} \mathcal{I}^{\text{quiver}}_{L,N}}{dk^{2L-2}} \right] = \frac{(-1)^L (2L - 2)!}{(4\pi)^{2L}(L-1)!} \int_0^1 \prod_{j=1}^{L+2} dx_j \left( 1 - \sum_{i=1}^{L+2} x_i \right) P^{(L,N)}(x_1, \ldots, x_{L+2}) R^L, \]

(4.14)

where

\[ P^{(L,N)}(x_1, \ldots, x_{L+2}) := \sum_{\alpha_1 \neq 0} \sum_{\alpha_2, \ldots, \alpha_L} \frac{1}{(x_1 + x_2) + m^2_{\alpha_1} (\sum_{i=2}^{L+1} m^2_{\alpha_i} x_{i+1})} \]

(4.15)

and

\[ R^L(x_1, \ldots, x_{L+2}) := \left[ (x_1 + x_2) \prod_{j=3}^{L+2} x_j \right]^{-L+1} \]

(4.16)
In this parametrisation, the difference between these integrals and those appearing in SC-QCD is encoded in the $P$ factor (4.15).

In order to proceed it will be useful to introduce the following intermediate integrals

$$I_{(c,c,a_1,\cdots,a_L)} := \int dx_i \delta \left( \sum_{i=1}^{L+2} x_i - 1 \right) \frac{1}{c(x_1 + x_2) + \sum_{i=1}^L a_ix_{i+2}} R_L(x_1, \cdots, x_{L+2}),$$

(4.17)

which will appear once one performs the sums over the number of nodes in $P$. Take the $L = 2, N = 2$ example for concreteness. In that case, one finds that

$$P^{(2,2)} = \frac{1}{x_1 + x_2 + x_3} + \frac{1}{x_1 + x_2 + x_4}$$

and therefore we can write

$$\int_0^1 \prod_{j=1}^4 dx_j \delta \left( 1 - \sum_{i=1}^4 x_j \right) P^{(2,2)} R^2 = I_{(1,1,1,0)} + I_{(1,1,0,1)}.$$

(4.19)

Integrals of the type (4.17) can either be evaluated outright, or obey useful identities that can then be used to compute them. For example, one finds that

$$I_{(1,1,1,0)} = I_{(1,1,0,1)} = \frac{1}{4}$$

(4.20)

and hence

$$G^{(0)(\text{dil})}_3 = C_L^{\text{CFT}} \frac{1}{(2\pi)^6} \left( 1 - \frac{1}{N^2} \right).$$

(4.21)

To avoid a long and technical detour that is needed for the general case at this stage, we have relegated all the details in the appendix. Using the results of appendix A one can show that the all $L, all N$ answer is

$$\int_0^1 \prod_{j=1}^{L+2} dx_j \delta \left( 1 - \sum_{i=1}^{L+2} x_j \right) P^{(L,N)} R^L = \sum_{j=1}^L \frac{f_N(j+1)}{(L-j)!(j+1)!},$$

(4.22)

where the function $f_N(x)$ is defined iteratively as

$$f_N(x) := \begin{cases} (N - 1)^{x-1} - f_N(x-1) & \text{for } x \geq 2 \\ 0 & \text{for } x = 1 \end{cases}.$$ 

(4.23)

The series can be resummed leading to the final result

$$\int_0^1 \prod_{j=1}^{L+2} dx_j \delta \left( 1 - \sum_{i=1}^{L+2} x_j \right) P^{(L,N)} R^L = \frac{1}{(L+1)!} (N^L - 1).$$

(4.24)

Plugging this back into (4.11) we arrive at

$$G^{(0)(\text{dil})}_{L+1} = C_L^{\text{CFT}} \frac{1}{(2\pi)^{2L+2}} \left( 1 - \frac{1}{N^L} \right).$$

(4.25)
By performing the integrals numerically, we have also reproduced the above results for \( L = 2 \) up to \( N = 25 \) and for \( L = 3 \) up to \( N = 6 \).

As we have already mentioned in (4.12), for the untwisted mode, \( \alpha = 0 \), there is a contribution to the anomaly from the massless fields that survive in the IR. A tree-level computation gives

\[
G_{L+1}^{(IR)} = \frac{C_{L}^{\text{CFT}}}{(2\pi)^{2L+2}NL}.
\]  

(4.26)

For the specific theory we are studying one can also extract the relevant piece in the UV tree-level computation by isolating the contributions from the massless linear combinations of the \( \mathcal{N} = 2 \) vector multiplet. From the UV point of view, the \( 1/N^L \) factor originates from (4.6).

Upon adding the two pieces we obtain

\[
G_{L+1}^{(0\overline{0})} = G_{L+1}^{(0)(\text{dil})} + G_{L+1}^{(0)(\text{IR})} = G_{L+1}^{(0)(\text{CFT})},
\]  

(4.27)

using the definition (4.7). Therefore we see that for the untwisted modes the anomalies match. In contrast, note that for the twisted modes the anomalies do not match precisely because there is no corresponding IR contribution (4.12), as was demonstrated in [1] with an explicit computation at \( L = 1 \).

5 Type-B anomalies for circular quivers from localisation

In this section we present supersymmetric localisation computations for the type-B anomaly in the CFT phase of the \( \mathcal{N} = 2 \) quiver gauge theory illustrated in figure 3.\(^9\) The rationale for doing so is two-fold. First, the calculations presented here extend those of [1] beyond leading order in a weak coupling expansion, and in the SU(2)\(^N\) case to also include instanton corrections. Through the anomaly-matching argument along the Higgs branch, and using the deconstruction prescription of [42], these results can provide data for type-B anomalies for the 6D (2,0) theory on \( \mathbb{T}^2 \) [1]. Second, in section 6.2 we will be arguing that mismatching type-B anomalies along the Higgs branch yield restrictions on the holonomy in the CFT phase. Verifying these restrictions will require a direct computation of the holonomy, which in turn requires the weak-coupling expansion of the two-point function of CBOs.

5.1 Preliminaries on the partition function on \( S^4 \)

We begin with the main ingredients needed for our discussion. The partition function on \( S^4 \) is given by the matrix integral [10]

\[
Z_{S^4}[\tau_2, \overline{\tau}_2; \tau_A \overline{\tau}_A] = \int da \Delta(a) | Z(a, \tau_2, \tau_A)|^2.
\]  

(5.1)

As before, the index \( \alpha = 1, \cdots, N \) denotes the quiver nodes, while \( a = \{a_i^{(\alpha)}\} \) labels the set of Coulomb branch parameters with \( i = 1, \cdots, K \). Since we are only interested in SU(\( K \))

\(^{8}\)These associated computations can be found in the accompanying Mathematica file.

\(^{9}\)For the reader interested in all the details of the calculations, we refer to [1, 41] and the accompanying Mathematica file.
gauge groups, the Coulomb branch parameters must satisfy the constraint \( \sum_{i=1}^{K} a_i^{(a)} = 0, \forall \alpha \). We denote with \( \tau_2 = \{ \tau_2^{(a)} \} \) the set of the \( N \) marginal couplings,

\[
\tau_2^{(a)} = \frac{\theta_a}{2\pi} + i \frac{4\pi}{g_a^2},
\]

while we denote with \( \tau_A = \{ \tau_A^{(a)} \} \) the set of couplings associated with the \( \Delta > 2 \) CBOs. The integral (5.1) is taken over the Cartan subalgebra \( t \) of the gauge group \( SU(K)^N \) and \( \Delta(a) \) is the corresponding Vandermonde determinant, which for the circular quiver is

\[
\Delta(a) = \Delta_a(a^{(a)}) = \prod_{i<j} (a_i^{(a)} - a_j^{(a)})^2.
\]

The function \( Z(a, \tau_2, \tau_A) \) is computed via supersymmetric localisation and reads

\[
Z(a, \tau, \tau_A) = Z_{cl}(a, \tau_2, \tau_A) \cdot Z_{1-loop}(a) \cdot Z_{item}(a, \tau_2, \tau_A).
\]

For each gauge group \( SU(K) \) the classical contribution \( Z_{cl} \) is

\[
Z_{cl}(a, \tau_2, \tau_A) = \exp \left[ i\pi \tau_2 \text{Tr}^2 + i \sum_{A=3}^{K} \pi^{A/2} \text{Tr}^A \right],
\]

while the one-loop contribution \( Z_{1-loop} \) reads

\[
| Z_{1-loop}(a) |^2 = \prod_{\alpha \in \Delta^+(\tilde{\alpha})} H(2i\alpha \cdot a) \prod_{\alpha \in \Delta} H(iw \cdot a) = \prod_{\alpha=1}^{N} \prod_{i<j} H(a_i^a - a_j^a),
\]

where \( H(x) := G(1 + x)G(1 - x) \) and \( G(x) \) is the Barnes double gamma function. The numerator contains the contributions of the vector multiplets (for the quiver in figure 3) and is given by a product over the set of the positive roots \( \Delta^+(\tilde{\alpha}) \) of the Lie algebra of each gauge group \( SU(K) \). The denominator contains the contributions of the hypermultiplets and the corresponding product is taken over the weights of the representation \( \mathcal{R} \) of \( SU(K) \times F \), where \( F \) is the flavour symmetry group under which the hypermultiplet transforms. In our case this is the bifundamental representation \( SU(K) \times SU(K) \). Finally, \( Z_{item}(a, \tau_2, \tau_A) \) stands for the instanton contribution. For the case of interest in this paper, namely \( SU(K) \) gauge groups, \( Z_{item}(a, \tau_2, \tau_A) \) (for \( K > 2 \) and \( \tau_A \neq 0 \)) is currently unknown. Therefore, we will only compute instanton corrections in the case of the \( SU(2)^N \) quiver theory.

### 5.2 Correlation functions of CBOs

In the CFT phase, the localisation machinery can be used to compute two-point correlation functions between a chiral \( \mathcal{O}_I^{(a)}(x) \) and an anti-chiral \( \overline{\mathcal{O}}_I^{(b)}(y) \) CBO with \( \Delta = I \), generically associated with different nodes of the quiver,

\[
G_I^{\text{CFT}} = G_I^{(a,b)} := \langle \mathcal{O}_I^{(a)}(0) \overline{\mathcal{O}}_I^{(b)}(\infty) \rangle_{\mathbb{R}^4}.
\]

Following [8, 9] the two-point correlation function on \( \mathbb{R}^4 \) for operators of conformal dimension \( \Delta = 2 \) is equal to

\[
G_2^{(a,b)} = 4^2 \left[ \frac{1}{Z_{S^4}} \left( \partial_{x_1} \partial_{x_2} \right) Z_{S^4} - \left( \frac{1}{Z_{S^4}} \right)^2 \partial_{x_1} \partial_{x_2} \right] Z_{S^4} \partial_{x_1} \partial_{x_2} Z_{S^4}.
\]
while for operators with $\Delta = I > 2$ we have to turn on the corresponding set of irrelevant couplings $\{\tau_I\}$ and follow the procedure outlined in [9]. For $\Delta = 3$, which is the case we analyse below, the corresponding correlation functions read

$$
G_3^{(a,\beta)} = 4^3 \frac{1}{Z_{S^3}(\tau_2, \tau_3)} \partial_{\tau_3^{(a)}} \partial_{\tau_3^{(\beta)}} Z_{S^4}(\tau_2, \tau_2, \tau_3^{(a)}, \tau_3^{(\beta)}) |_{\tau_3^{(a)} = \tau_3^{(\beta)} = 0} .
$$

Currently it is not known how to solve the matrix integral (5.1). To make progress we expand the functions $H(x)$ at small $a_i^{(\alpha)}$, using the expression

$$
\ln H(x) = - \sum_{n=2}^{\infty} \frac{(-1)^n}{n} \zeta(2n-1)x^{2n}.
$$

In this way, order-by-order in the expansion, the integrals over the set of Coulomb-branch parameters $\{a\}$ can be performed analytically allowing us to get a perturbative expression for the partition function.

Having performed the computation for $K = 2, 3, 4$ we conjecture that the expression (5.7) for any $K$ and for $N \geq 3$ reads for the diagonal entries

$$
G_2^{(\alpha,\alpha)} = 2(K^2 - 1) \frac{g_4^4}{(4\pi)^2} + 24(K^2 - 1) \left( (K^2 - 1)(g_{a+1}^2 + g_{a-1}^2) - 3(K^2 + 1)g_{a}^2 \right) \frac{\zeta(3)g_{a}^6}{(4\pi)^6}
- \left[ \frac{10(8K^2 - 12)(K^2 - 1)}{K} \left( g_{a+1}^4 + g_{a-1}^4 + 3(g_{a+1}^2 + g_{a-1}^2)g_{a}^2 \right) g_{a}^6 \right.
- \frac{480}{K}(2K^2 - 1)(K^2 - 1)g_{a}^{10} \left] \frac{\zeta(5)}{(4\pi)^8} + O(g_{a}^{12}) \right.,
$$

while for the non-diagonal ones

$$
G_2^{(\alpha,\alpha+1)} = 12(K^2 - 1)\frac{g_4^4g_{a+1}}{(4\pi)^6} \left[ \frac{10(8K^2 - 12)(K^2 - 1)}{K} \left( g_{a+1}^2 + g_{a}^2 \right) g_{a+1}^4g_{a}^4 \frac{\zeta(5)}{(4\pi)^8} + O(g_{a}^{12}) \right]
$$

and

$$
G_2^{(\alpha,\beta)} = O(g_{a}^{12}) \text{ if } |\alpha - \beta| \geq 2.
$$

Moreover, based on results for $K = 3, 4$ we also conjecture that for any $K$ and $N \geq 3$ one has

$$
G_3^{(\alpha,\alpha)} = \frac{3(K^2 - 1)(K^2 - 4)}{K} \frac{g_{a}^6}{(4\pi)^3} + \frac{54(K^2 - 1)(K^2 - 4)}{K} \left( (K^2 - 1)(g_{a+1}^2 + g_{a-1}^2) - 2(K^2 + 3)g_{a}^2 \right) \frac{g_{a}^8 \zeta(3)}{(4\pi)^7} + O(g_{a}^{12}) .
$$

All other components vanish at this order.

Let us now assume $N \geq 3$. Following [1] we introduce the shift matrix $\Omega$.

$$
\Omega_{\alpha,\beta} := \delta_{\alpha+1,\beta}, \quad \alpha, \beta = 1, \ldots, N .
$$
We have explicitly checked for $\Delta = 2, N = 10$ and $\Delta = 3, N = 6$
\[ \Omega G_{2,3}(g_1, g_2, \ldots, g_N) = G_{2,3}(g_2, g_3, \ldots, g_1) \Omega. \] (5.16)

When we move to the orbifold point, i.e. $g_\alpha \equiv g$ for $\alpha = 1, \ldots, N$, $G$ and $\Omega$ are simultaneously diagonalisable. This can be implemented through a similarity transformation with $\frac{1}{\sqrt{N}}q^{\alpha \beta}$, the same matrix as the one used in (4.3) to implement the discrete Fourier transform of the CBOs. We observe that there is always an (untwisted) eigenvector of the form
\[ v_{un} = (1, 1, \ldots, 1) \text{ ($N$ times)} \] (5.17)
whose eigenvalue reads
\[ \lambda_{v_{un}} = \frac{2}{(4\pi)^2} \left( K^2 - 1 \right) g^4 + \frac{144}{(4\pi)^6} \left( K^2 - 1 \right) \zeta(3) g^8 \]
\[ + \frac{960}{(4\pi)^8} \left( 3K^3 - 5K + \frac{2}{K} \right) \zeta(5) g^{10} + O(g^{12}). \] (5.18)

We observe that in the planar limit $K \to \infty$ the eigenvalue $\lambda_{v_{un}}$ is equal to the $N = 4$ result, in agreement with inheritance theorems [43, 44].

5.3 Instanton contributions for the SU(2)$^N$ quiver theory

We will now take into account instanton corrections. We focus on $K = 2$, which is the only case for which the instanton partition function is known. For simplicity, we further restrict ourselves to the one-instanton contribution. The instanton partition function associated with each SU(2) gauge node of the quiver reads
\[ Z_{\text{item}}(a^{(\alpha)}, \tau^{(\alpha)}) = 1 + \frac{1}{2} e^{2\pi i \tau^{(\alpha)}} ((a^{(\alpha)})^2 - 3) + \cdots, \] (5.19)
where the ellipsis denotes two and higher instanton corrections. For the $N$-noded circular quiver one has
\[ Z_{\text{item}}^{\text{quiver}}(a_\alpha, \tau_\alpha) = \prod_{\alpha=1}^N |Z_{\text{item}}(a_\alpha, \tau_\alpha)|^2. \] (5.20)

The inclusion of one-instanton corrections to the two-point functions (5.7) with $\Delta = 2$ — and by supersymmetry the Zamolodchikov metric — yields for the diagonal components
\[ G_2^{(\alpha, \alpha)} = e^{-8\pi^2/g_\alpha^2} \cos(\theta_\alpha) \left( \frac{6g_\alpha^4}{(4\pi)^2} + \frac{12g_\alpha^6}{(4\pi)^4} + \frac{216g_\alpha^6 (g_{\alpha+1}^2 + g_{\alpha-1}^2 - 5g_\alpha^2) \zeta(3)}{(4\pi)^6} + O(g^{10}) \right), \] (5.21)
while for the off-diagonal components
\[ G_2^{(\alpha, \alpha+1)} = \frac{54g_\alpha^4 g_{\alpha+1}^4}{(4\pi)^6} \left( e^{-8\pi^2/g_\alpha^2 + \theta_\alpha} + e^{-8\pi^2/g_{\alpha+1}^2 + \theta_{\alpha+1}} \right) \zeta(3) + O \left( g^{10} e^{-8\pi^2/g^2} \right) \] (5.22)
and
\[ G_2^{(\alpha, \beta)} = O(g^{12}) \text{ with } |\alpha - \beta| \geq 2. \] (5.23)
We note that for general $\theta_\alpha \neq \theta_\beta$ the one-instanton correction spoils the symmetry property of the Zamolodchikov metric $G_2^{(\alpha,\alpha+1)} \neq G_2^{(\alpha+1,\alpha)}$, which is now Hermitian. However, if either $\theta_\alpha = 0$, or one goes to the orbifold point where $g_\alpha \equiv g$ and $\theta_\alpha \equiv \theta$ the symmetric property of the Zamolodchikov metric is restored. Finally, as in the perturbative case (5.12), the first non-trivial contribution in the perturbative expansion is proportional to $g^8$.

Similarly, for generic $\theta_\alpha \neq \theta_\beta$ we find that

$$\Omega G_2(g_1, g_2, \ldots, g_N, \theta_1, \theta_2, \ldots, \theta_N) \neq G_2(g_2, g_3, \ldots, g_1, \theta_2, \theta_3, \ldots, \theta_1)\Omega.$$  

(5.24)

However, if we set $\theta_\alpha = 0$, or go to the orbifold point

$$\Omega G_2(g_1, g_2, \ldots, g_N, 0, \ldots, 0) = G_2(g_2, g_3, \ldots, g_1, 0, \ldots, 0)\Omega$$
$$\Omega G_2(g, \ldots, g, \theta, \ldots, \theta) = G_2(g, \ldots, g, \theta, \ldots, \theta)\Omega.$$  

(5.25)

We close this discussion by mentioning that at the orbifold point, including both perturbative and one-instanton corrections and for $K = 2$, the full Zamolodchikov metric always has an (untwisted) eigenvector

$$v_{un} = (1, 1, \ldots, 1)$$  

(5.26)

whose eigenvalue is

$$\lambda_{un} = \frac{6g^4}{(4\pi)^2} \left( 1 - \cos\theta e^{-8\pi^2/g^2} \left( 1 + \frac{2g^2}{(4\pi)^2} \right) \right)$$
$$- \frac{432g^8\zeta(3)}{(4\pi)^6} \left( 1 - 2\cos\theta e^{-8\pi^2/g^2} \right) + O(g^{10}).$$  

(5.27)

6 Anomaly mismatch and superconformal manifold holonomies

We will now switch gears and elaborate on some of the implications of type-B anomaly mismatch on the Higgs branch, as raised in item (γ) of section 2.2.

6.1 General arguments

A mismatch of type-B anomalies implies that the holomorphic vector bundles of CBOs on the superconformal manifold are equipped with two symmetric rank-two tensors $G_{i\bar{j}}^{CFT}$ and $G_{i\bar{j}}^{H}$. For concreteness, let us focus on the case of $\Delta = 2$ CBOs where, by supersymmetry, our statements translate immediately to corresponding statements about the geometry and tangent bundle of the superconformal manifold. In that case, the first symmetric rank-two tensor is the Zamolodchikov metric, $G_{ij}^{CFT}$, while the second, $G_{ij}^{H}$, is the corresponding Higgs-branch anomaly, which we will assume to be different.

The two tensors are covariantly constant with respect to the same torsion-free connection $\nabla$. Consequently, though different, both lead to the same Christoffel symbols. This can be achieved trivially if

$$G_{ij}^{H} = C G_{ij}^{CFT}, \quad C \neq 1,$$  

(6.1)

\footnote{The discussion can be easily generalised to the holomorphic vector bundles of Coulomb-branch operators at any scaling dimension.}
with $C$ a coupling-constant independent proportionality constant. A more involved possibility arises when the two tensors are genuinely different, namely when they are not proportional as in (6.1). Clearly, this can only happen when the complex dimension of the superconformal manifold is greater than one. An example of this more involved second possibility arose in section 4 for the twisted sector of the circular quiver theory. For the rest of this discussion we assume that $G_{ij}^H$ is a genuinely different covariantly constant rank-two symmetric tensor. We also assume on physical grounds that $G_{ij}^H$ is globally well-defined on the superconformal manifold, based on the fact that this tensor is a Weyl anomaly after all. The existence of a second tensor $G_{ij}^H$ with these properties has immediate implications for the holonomy of the superconformal manifold, as the latter must be contained within the isotropy group of $G_{ij}^H$.

It is known that superconformal manifolds are Kähler-Hodge, namely they are Kähler manifolds for which the flux of the Kähler two-form through any two-cycle is integer [46] (see also [47] for a related result). Consequently, when a superconformal manifold has complex dimension $n$, its holonomy is a subgroup of $U(n)$; for a general discussion on the holonomy theory of Kähler manifolds see [48, 49]. A clean way to express this holonomy in physical terms is through the operator-state map. In that context, the holonomy of the superconformal manifold is identical to the non-abelian Berry phase of states that correspond to exactly marginal operators in the radially quantised CFT. Since the exactly marginal operators are of the form $\Phi_i = Q^4 \cdot O_i$, $\bar{\Phi}_i = \bar{Q}^4 \cdot \bar{O}_i$, the Berry phase receives two contributions: one from the Berry phase of the supercharges $Q^I$, $\bar{Q}^I$, and another from the Berry phase of the $\Delta = 2$ CBOs $O_i$, $\bar{O}_i$. The curvature of the Berry connection for the corresponding states was computed in [47, 50, 51]. Combined with techniques from supersymmetric localisation, these results can in principle be used to deduce the precise holonomy of the superconformal manifold, which in turn must be contained within the isotropy group of $G_{ij}^H$. Such a constraint can be non-trivial when $G_{ij}^H$ is not proportional to the Zamolodchikov metric.

This observation is important, as very few general properties about the geometry of $\mathcal{N} = 2$ superconformal manifolds are known. In $\mathcal{N} = 2$ theories where the $S^4$ partition function can be computed (e.g. via supersymmetric localisation), we can in principle deduce the specific form of this geometry. Typically, however, the result is very complicated and involves matrix integrals with a transseries of non-perturbative instanton corrections. The existence of $G_{ij}^H$ as a second covariantly constant rank-two symmetric tensor on the conformal manifold provides new information and constraints. It is interesting that these constraints do not arise from a direct analysis of the conformal phase of the theory, but are rather indirectly deduced from an analysis of the physics of the Higgs branch.

6.2 Holonomies on the conformal manifold of $\mathcal{N} = 2$ circular quivers

Let us now explore the consequences of the above discussion in the context of the $\mathcal{N} = 2$ circular quiver theories. For concreteness, we will focus on the holonomy properties of the

\footnote{For 4D real Riemannian manifolds with Lorentzian signature, such restrictions have been investigated in [45].}
Zamolodchikov metric, which are captured by the two-point functions of $\Delta = 2$ CBOs in the conformal vacuum of the theory. We will compute the holonomy group at weak coupling and verify that it lies within the isotropy group of the two-tensor of the Higgs-branch type-B anomalies.

The Ambrose-Singer theorem relates the holonomy group of a vector bundle at a base point $p$, $\text{Hol}_p(\nabla)$, with the curvature of the connection. In this paper we are exclusively interested in local information of the curvature, reflecting properties of the restricted holonomy group involving only contractible loops. In $\mathcal{N} = 2$ superconformal manifolds the components of the connection, and the corresponding curvature, on the vector bundle of CBOs can be expressed conveniently in terms of the two-point function coefficients in the appropriate basis. Following the notation of refs. [47, 52] we continue working in the basis that appears in supersymmetric localisation computations.\footnote{In the context of refs. [47, 52] this is the $\phi_I$-basis, closely related to the basis in the holomorphic gauge.

In these conventions, for CBOs with scaling dimension $\Delta_K = \Delta_L$ one finds a curvature with components

\[
(F_{\alpha\beta})^{\gamma\delta}_\gamma = -\partial_{\tau^{(\alpha)}} \left( g^{\Delta L} \partial_{g_{K\bar{M}}} \right) + \frac{\Delta_K}{2c} g_{\alpha\delta} \delta^L_\delta ,
\]

where $c$ is the central charge of the $\mathcal{N} = 2$ SCFT.

For the $\mathcal{N} = 2$ circular quivers of the previous sections, the two-point function coefficients of the CBOs $O_2^{(\alpha)} \sim \text{Tr}[(\phi^{(\alpha)})^2]$ ($i = \alpha = 1, 2, \ldots, N$) were computed in section 5.2 up to order $g^{10}_\alpha$ using supersymmetric localisation. In the present computation we keep contributions up to $O(g^{8}_\alpha)$ and denote for convenience $\mathcal{G}^{\alpha,\beta}_{\gamma,\delta} \equiv G_{\alpha\beta}^{\gamma,\delta}$. The non-vanishing components of this tensor are

\[
G_{\alpha \bar{\alpha}} = b_1 g_4^4 + b_2 \left( g_4^{\alpha - 1} + g_4^{\alpha + 1} \right) g_6^6 + b_3 g_8^8 + \ldots ,
\]

\[
G_{\alpha \bar{\alpha} + 1} = b_4 g_4^4 g_4^{\alpha + 1} + \ldots ,
\]

where

\[
b_1 = \frac{1}{(4\pi)^2} 2(K^2 - 1) , \quad b_2 = \frac{1}{(4\pi)^6} 24(K^2 - 1)^2 \zeta(3) , \quad b_3 = -\frac{1}{(4\pi)^6} 72(K^4 - 1) \zeta(3) , \quad b_4 = \frac{1}{(4\pi)^6} 12(K^2 - 1)^2 \zeta(3) .
\]

The curvature for $\Delta = 2$ CBOs can now be determined using eq. (6.2), which becomes

\[
(F_{\alpha\beta})^{\gamma\delta}_\gamma = -\partial_{\tau^{(\alpha)}} \left( G^{\Delta L} \partial_{g_{K\bar{M}}} \right) + \frac{1}{c} G_{\alpha\beta}^{\gamma\delta} \delta^L_\delta ,
\]

where $G^{\alpha\beta}$ is the matrix inverse to $G_{\alpha\beta}$. In the second equality we assumed that the two-point functions depend only on the Yang-Mills coupling constants $g_{\alpha}$ (which is true for the perturbative part) and we substituted

\[
\text{Im}\tau^{(\alpha)} = \frac{4\pi}{g_5^2} .
\]
Direct evaluation shows that up to order $g^8$

$$F_{\alpha\bar{\alpha}} = \left(d_\alpha + \frac{g_4^4}{64\pi^2}\right)E_{\alpha\alpha} + d_\alpha \sum_{\beta \neq \alpha} E_{\beta\beta} + \ldots$$

(6.7)

and for $\alpha \neq \beta$ with $|\alpha - \beta| = 1$

$$F_{\alpha\bar{\beta}} = \frac{b_1}{c} g_4^4 g_\beta^4 1_{N \times N} + \ldots$$

(6.8)

All other components of the curvature vanish at this order. Here, the dots indicate higher loop corrections, $E_{\alpha\alpha}$ is the $N \times N$ square matrix with all elements 0 except for the $\alpha$-th element on the diagonal, which equals 1, and

$$d_\alpha = \frac{b_1 g_\alpha^2}{c} + \frac{g_\alpha^6}{c} \left[ b_3 g_\alpha^2 + b_2 (g_{\alpha-1}^2 + g_{\alpha+1}^2) \right].$$

(6.9)

This result shows that the holonomy group of the conformal manifold of the $\mathcal{N} = 2$ circular quiver is reducible,

$$\text{Hol}(\nabla) = U(1)^N \subset U(N),$$

(6.10)

namely it is a direct product subset of the $U(N)$ holonomy group that occurs in a general Kähler manifold. Locally, (6.10) implies that the superconformal manifold has a de Rham decomposition into $N$ irreducible (complex) one-dimensional Kähler manifolds.

At this point it is interesting to observe that the leading-order result simplifies further. The only non-vanishing components of the curvature are

$$F_{\alpha\bar{\alpha}} = \frac{b_1 g_\alpha^2}{c} 1_{N \times N} + \ldots$$

(6.11)

and we only see the diagonal part of the holonomy group (6.10). This is clearly an effect of the free-field limit at tree-level.

We can now compare (6.10) with the isotropy group of the Higgs-branch anomalies. The arguments in section 6.1 predict that the holonomy group is a subset of the isotropy group of the second rank-two symmetric tensor that arises on the Higgs branch as a type-B anomaly. Using the results of section 4, one can read off the leading-order form of the $\Delta = 2$ CBO anomalies in a specific direction of the Higgs branch for the untwisted sector (see eq. (4.1)). The corresponding result for the twisted sector can be found in [1]. In the hatted basis (4.5) these translate into a diagonal tensor with components

$$G^\alpha_{\hat{\alpha}\hat{\alpha}} = \left(1 - \frac{1}{N}\right) G^{\mathrm{CFT}}_{\hat{\alpha}\hat{\alpha}}, \quad \hat{\alpha} \neq 0,$$

(6.12)

$$G^0_{00} = G^{\mathrm{CFT}}_{00},$$

(6.13)

the isotropy group for which is

$$H_{\text{iso}} = U(1) \times U(N - 1).$$

(6.14)

In agreement with expectations, this group contains the tree-level diagonal-$U(1)$ holonomy group that follows from (6.11).
It would be very interesting to determine the isotropy group $H_{\text{iso}}$ at higher orders in the perturbative expansion. That would require a rather complicated computation of higher-loop corrections to the Feynman diagrams of section 4 on the Higgs branch of the quiver, which will not be undertaken in the present paper. The higher-loop form of the anomaly is predicted to give an isotropy group which contains the $U(1)^N$ holonomy in (6.10). At this stage, we observe that the tree-level $H_{\text{iso}}$ in (6.14) already contains (6.10).

A related computation, which is worth exploring, is the computation of the type-B anomalies $\hat{G}_{\hat{i}\hat{j}}$ in different directions of the Higgs branch. It is not unlikely that the leading-order evaluation of these quantities at weak coupling will lead to additional covariantly constant rank-two symmetric tensors with corresponding isotropy groups. The holonomy group of the superconformal manifold should be a subset of the intersection of these isotropy groups. It would be interesting to learn if this intersection leads to the $U(1)^N$ group already at tree-level.

7 Constraints on RG flows

Anomalies provide useful insights into the non-perturbative structure of Quantum Field Theory. In the past, chiral anomalies and type-A conformal anomalies have been used extensively to classify and constrain possible RG flows, formulate non-perturbative dualities (e.g. Seiberg dualities) etc. It is interesting to ask whether one can also use type-B conformal anomalies to obtain new insights into the structure of RG flows. An RG flow can be generated from a UV CFT either by turning on a VEV or by deforming the theory with a relevant operator. Let us consider first the case of VEVs.

In this paper, we discussed extensively the case of RG flows in $\mathcal{N} = 2$ SCFTs generated by VEVs of $1/2$-BPS Higgs-branch operators. The special properties of this case allowed us to uncover a rather specific picture regarding the behaviour of type-B CBO anomalies along the RG flow. However, we can use this picture to distill a few preliminary lessons. In situations where the anomalies match, we found that we can use the tools available in the UV CFT description to evaluate the anomaly and deduce its exact, non-perturbative form even in the IR of the RG flow. Situations where the anomalies do not match are more complicated for computations, but perhaps more interesting, because they seem to involve new data. Part of these data can be repackaged more compactly in terms of scheme-independent quantities that do not dependent on the conventions used in the normalisation of the CBOs. In what follows, we discuss one of these quantities.

Let us first define the anomaly mismatch on the Higgs branch as

$$\delta G_{IJ} := G_{IJ}^{\text{CFT}} - G_{IJ}^H.$$  

(7.1)

We note that, since this definition depends on the specifics of the Higgs branch VEVs, different directions on the Higgs branch may yield different types of anomaly mismatch. One of the properties of this quantity is the fact that it is covariantly constant on the superconformal manifold, $\nabla_a \delta G_{IJ} = 0$. Then, in each subsector of the Coulomb-branch chiral ring, with fixed scaling dimension $\Delta$, we can further define a scalar

$$c_\Delta := \delta G_{IJ}(G^{\text{CFT}})^{JI} = d_\Delta - G_{IJ}^{H}(G^{\text{CFT}})^{JI},$$  

(7.2)
where $d_\Delta$ is the dimension of the subspace of Coulomb-branch chiral superconformal primaries with scaling dimension $\Delta$. Clearly, $c_\Delta$ is a scalar independent of the normalisation of the CBOs that characterises the RG flow on the Higgs branch. This scalar is constant along the superconformal manifold, i.e. it is independent of the $\mathcal{N} = 2$ exactly marginal coupling constants $(g', \bar{g}')$, 

$$\partial_i c_\Delta = \partial_{\bar{i}} c_\Delta = 0,$$

and could therefore be deduced from a weak coupling computation (if such a computation is available).

We can further refine such quantities by restricting onto subsectors with definite global charges. For example, in the case of the $N$-noded $\mathcal{N} = 2$ circular quiver of section 4 we can define a quantity $c_\Delta^{(\alpha)}$ in each subsector with given scaling dimension $\Delta$ and discrete Kaluza-Klein momentum $\alpha$. As we have argued throughout this paper, there is an expected anomaly mismatch for all $\alpha \neq 0 \mod N$, and therefore $c_\Delta^{(\alpha \neq 0)} \neq 0$. E.g. for $\Delta = 2$, we can use the results of [1] to obtain 

$$c_2^{(\alpha \neq 0)} = \frac{1}{N^2}.$$  

(7.4)

For $\alpha = 0$, which refers to the type-B anomalies of the untwisted CBOs of the quiver, there is anomaly matching for all $\Delta$, hence $c_\Delta^{(0)} = 0$.

It would be interesting to explore the analogous data of mismatching type-B conformal anomalies in spontaneously broken phases of more general theories. Since the anomalies of the broken phase are not expected to be covariantly constant on the conformal manifold in generic theories, one does not expect (7.3) to be universally valid.

In this paper, we did not discuss situations where the RG flow is generated by relevant deformations. Therefore, we cannot use the analysis of this work to draw any immediate lessons about the fate of type-B conformal anomalies in the presence of relevant deformations. A potential approach in this direction is the study of such RG flows using a conformal compensator field along the lines of [17]. We hope to return to this aspect in a future publication.
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A Explicit evaluation of massive quiver integrals

In this appendix we provide a detailed derivation of the general formula eq. (4.22), used in the calculation of the massive momentum integrals of section 4. Towards that end, some intermediate results will be useful.
A.1 Direct evaluation of simple integrals

We first note that integrals of the type (4.17), in which at least one\textsuperscript{13} of the $a_i$ is equal to zero while the others are only equal to 0 or 1, can be computed analytically to give:

$$I_{1,1,a_1,\ldots,a_L} = \frac{1}{L!} \times \frac{1}{1 + \sum_{i=1}^{L} a_i}.$$  \hspace{1cm} (A.1)

Let us prove the above assertion. We denote with $\mathcal{J}$ the set of indices $\mathcal{J} := \{1, \ldots, L\}$ and the formal subsets

$$\mathcal{J}_0 := \{j \in \mathcal{J} | a_j = 0\},$$

$$\mathcal{J}_1 := \{j \in \mathcal{J} | a_j = 1\}.$$  \hspace{1cm} (A.2)

As stated above we assume that $\mathcal{J} = \mathcal{J}_0 \cup \mathcal{J}_1$ and, without loss of generality, that the index $L \in \mathcal{J}_0$, that it is to say $a_L = 0$. We therefore want to evaluate

$$I_{1,1,a_1,a_2,\ldots,a_{L-1},0} = \int_0^{L+2} \prod_{i=1}^{L+2} dx_i \delta \left( \sum_{i=1}^{L+2} x_i - 1 \right) \frac{1}{x_1 + x_2 + \sum_{j \in \mathcal{J}} a_j x_j} R^L(x_1, \cdots, x_{L+2}).$$  \hspace{1cm} (A.3)

We use the manipulations from section 3.3 to integrate over the variable $x_2$ using the Dirac delta function, resulting in an integral over the set of variables $\{x_3, \cdots, x_{L+2}, u\}$, and then also integrate over the variable $u$. This results in

$$I_{1,1,a_1,a_2,\ldots,a_{L-1},0} = \int_0^1 dx_3 \cdots \int_0^{1-x_3-\cdots-x_{L+2}} dx_{L+2} \left( 1 - \sum_{i \in \mathcal{J}_1} x_i \right) \frac{B(x_3, \cdots, x_{L+2})}{1 - \sum_{j \in \mathcal{J}_0} x_j}$$

$$= \frac{1}{L!} - \sum_{i \in \mathcal{J}_1} \int_0^1 dx_3 \cdots \int_0^{1-x_3-\cdots-x_{L+2}} dx_{L+2} \frac{x_i B(x_3, \cdots, x_{L+2})}{1 - \sum_{j \in \mathcal{J}_0} x_j}$$

$$= \frac{1}{L!} - |\mathcal{J}_1| \int_0^{L+1} \prod_{i=1}^{L+1} dx_i \delta \left( \sum_{k=1}^{L+1} x_k - 1 \right) \frac{x_1 \tilde{B}(x_1, \cdots, x_{L+1})}{1 - \sum_{j \in \mathcal{J}_0} x_j},$$  \hspace{1cm} (A.4)

where $|\mathcal{J}_1|$ denotes the cardinality of the set $\mathcal{J}_1$. The function $\tilde{B}(x_1, \cdots, x_{L+1})$ is invariant under the permutation of its arguments and is defined as

$$\tilde{B}(x_1, \cdots, x_{L+1}) := \frac{(\prod_{i=1}^{L+1} x_i)^{L-1}}{U^{\text{massless}}(x_j)^{L+1}},$$  \hspace{1cm} (A.5)

where $U^{\text{massless}}(x_j)$ is given in (3.16). In going from the second to the third line of (A.4) we introduce a redundant delta function for each of the integrals and observe that all terms in the sum are equal after a relabelling of the integration variables. On the other hand, we can also introduce a redundant Dirac delta in the first line of (A.4), which leads to

$$I_{1,1,a_1,a_2,\ldots,a_{L-1},0} = \int_0^{L+1} \prod_{i=1}^{L+1} dx_i \delta \left( \sum_{k=1}^{L+1} x_k - 1 \right) \frac{x_{L+1} \tilde{B}(x_1, \cdots, x_{L+1})}{1 - \sum_{j \in \mathcal{J}_0} x_j}.$$  \hspace{1cm} (A.6)

\textsuperscript{13}The case in which all the $a_i = 1$ was already considered in section 3.
Combining (A.4) and (A.5) we arrive at

\[ I_{(1,1,a_1,a_2,...,a_{L-1},0)} = \frac{1}{L!} - |J_1| \times I_{(1,1,a_1,a_2,...,a_{L-1},0)} \]  

(A.7)

therefore recovering (A.1), since \(|J_1| = \sum_{i=1}^{L} a_i\).

A.2 Useful integral identities

For all \(a_1, a_2, \cdots, a_L \in \mathbb{C} \setminus \{0\}\), one can find \(L - 1\) independent identities involving the \(I\) integrals:

\[
\begin{align*}
I_{(1,1,a_1,a_2,0,...,0)} + I_{(1,1,a_1^{-1},a_2^{-1},0,...,0)} + I_{(1,1,a_1a_2^{-1},a_2^{-1},0,...,0)} &= \frac{1}{L!}, \\
I_{(1,1,a_1,a_2,a_3,0,...,0)} + I_{(1,1,a_1^{-1},a_2^{-1},a_3^{-1},0,...,0)} + \\
&+ I_{(1,1,a_1a_2^{-1},a_2^{-1},a_3^{-1},0,...,0)} + I_{(1,1,a_1a_2a_3^{-1},a_2^{-1},a_3^{-1},0,...,0)} &= \frac{1}{L!}, \\
&\vdots \\
I_{(1,1,a_1,\cdots,a_L)} + I_{(1,1,a_1^{-1},a_2^{-1},\cdots,a_La_1^{-1})} + \cdots + I_{(1,1,a_1a_2\cdots a_L^{-1},a_2^{-1},\cdots,a_L^{-1})} &= \frac{1}{L!}.
\end{align*}
\]  

(A.9) (A.10)

For concreteness, we consider the case with \(L = 2\). In this case there is only one independent identity, namely

\[
I_{(1,1,a,b)} + I_{(1,1,ab^{-1},b^{-1})} + I_{(1,1,a^{-1},ba^{-1})} = \frac{1}{2} \forall \ a, b \in \mathbb{C} \setminus \{0\}.
\]  

(A.11)

One can see that this identity is satisfied by considering

\[
\begin{align*}
I_{(1,1,a^{-1},ba^{-1})} &= \int_0^1 dx_1 \int_0^{1-x_1} dx_2 \frac{(1 - x_1 - x_2)B(x_1, x_2)}{1 + x_1(a^{-1} - 1) + x_2(ba^{-1} - 1)} \\
&= \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_{i=1}^3 x_i - 1 \right) \frac{x_3\tilde{B}(x_1, x_2, x_3)}{1 + x_1(a^{-1} - 1) + x_2(ba^{-1} - 1)} \\
&= \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_{i=1}^3 x_i - 1 \right) \frac{x_3\tilde{B}(x_1, x_2, x_3)}{x_3 + x_1a^{-1} + x_2ba^{-1}}.
\end{align*}
\]  

(A.12)

We then take

\[
\begin{align*}
I_{(1,1,ab^{-1},b^{-1})} &= \int_0^1 dx_1 \int_0^{1-x_1} dx_2 \frac{(1 - x_1 - x_2)B(x_1, x_2)}{1 + x_1(ab^{-1} - 1) + x_2(b^{-1} - 1)} \\
&= \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_{i=1}^3 x_i - 1 \right) \frac{x_3\tilde{B}(x_1, x_2, x_3)}{1 + x_1(ab^{-1} - 1) + x_2(b^{-1} - 1)} \\
&= \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_{i=1}^3 x_i - 1 \right) \frac{x_3\tilde{B}(x_1, x_2, x_3)}{x_3 + x_1ab^{-1} + x_2b^{-1}}.
\end{align*}
\]  

(A.13)
and

\[ I_{(1,1,a,b)} = \int_0^1 dx_1 \int_0^{1-x_1} dx_2 \frac{1-x_1-x_2}{1+(a-1)x_1+(b-1)x_2} B(x_1,x_2) \]
\[ = \frac{1}{2} - a \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_{i=1}^3 x_i - 1 \right) \frac{x_1 \tilde{B}(x_1,x_2,x_3)}{1 + x_1(a-1) + x_2(b-1)} \]
\[ - b \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_{i=1}^3 x_i - 1 \right) \frac{x_2 \tilde{B}(x_1,x_2,x_3)}{1 + x_1(a-1) + x_2(b-1)} \]
\[ = \frac{1}{2} - \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_{i=1}^3 x_i - 1 \right) \frac{x_1 \tilde{B}(x_1,x_2,x_3)}{x_1 + ba^{-1}x_2 + a^{-1}x_3} \]
\[ - \int_0^1 \prod_{i=1}^3 dx_i \delta \left( \sum_{i=1}^3 x_i - 1 \right) \frac{x_2 \tilde{B}(x_1,x_2,x_3)}{ab^{-1}x_1 + x_2 + b^{-1}x_3} \]
\[ = \frac{1}{2} - I_{(1,1,ab^{-1},b^{-1})} - I_{(1,1,a^{-1},ba^{-1})} , \quad (A.14) \]

where in the last line we made use of the equations (A.12) and (A.13), to recover (A.11).

For generic \( L \), all identities (A.8)–(A.10) can be proved using manipulations of this kind.

### A.3 All \( L, N \) Integrals for the Circular Quiver

We are now in a position to consider the integral on the l.h.s. of (4.22) for general values of \( L \) and \( N \). Based on the following result (see A.1)

\[ I_{(1,1,1,0,\ldots,0)} = \frac{1}{L!} \times \frac{1}{2} , \quad (A.15) \]

and on the \( L-1 \) independent identities (A.8)–(A.10), we can write

\[ \int_0^1 \prod_{j=1}^{L+2} dx_j \delta \left( 1 - \sum_{i=1}^{L+2} x_i \right) P^{(L,N)}R^L = \sum_{i=1}^L \frac{1}{L!} \times \frac{c_i^{(L)}}{(i+1)} . \quad (A.16) \]

Let us justify this expression. The coefficients \( c_i^{(L)} \) are combinatorial factors that will be discussed below and carry the \( N \)-dependence. The numerical denominator \( (i+1)L! \) originates from the analytic evaluation of the various integrals that appear once one expands \( P^{(L,N)} \), defined in (4.15).

We first turn our attention to the latter by considering each contribution in the sum. The term \( i = 1 \) accounts for integrals of the type \( I_{(1,1,1,0,\ldots,0)} \), while terms with \( i \geq 2 \) for integrals satisfying the set of identities (A.8)–(A.10). It can be shown that, given a generic integral \( I_{(1,1,a_1,\ldots,a_L)} \), all the terms on the l.h.s. of the identity that they participate in, (A.8)–(A.10), will appear as a result of the expansion of \( P^{(L,N)} \). For the purposes of efficiently organising the calculation, we can assign an ‘effective contribution’ to these terms by dividing the r.h.s. of (A.8)–(A.10), namely \( L! \), by the total number of terms present in a given identity, namely \( i + 1 \).
We next consider the set of coefficients $c_i^{(L)}$ with $i = 1, \cdots, L$. We claim that these can be written as

$$c_i^{(L)}(N) := \left( \frac{L}{L-i} \right) \times g_i(N) , \quad (A.17)$$

where the prefactor accounts for the equivalent ways in which one can permute $L-i$ zeros in the $L$-tuple

$$f_i \left( a_1, \cdots, a_i, 0, \cdots, 0 \right) \quad (A.18)$$

The $N$-dependence is completely encoded in

$$g_i(N) := \begin{cases} N-1 & \text{for } i = 1 \\ ((N-1)^{i-1} - f_N(i-1))(N-2) + f_N(i-1)(N-1) & \text{for } i \geq 2 \end{cases} \quad (A.19)$$

where one has iteratively

$$f_N(x) := \begin{cases} (N-1)^{x-1} - f_N(x-1) & \text{for } x \geq 2 \\ 0 & \text{for } x = 1 \end{cases} \quad (A.20)$$

The function $g_i(N)$ keeps track of how many terms of the given type are generated from the sums over the set $\{\alpha_1, \cdots, \alpha_L\}$ in (4.15), with the index $i$ labelling how many of the coefficients $a_i$ are different from zero.

Let us justify this expression. For $i = 1$ we can take $a_L \neq 0$ without loss of generality. This translates into $\alpha_2 = \cdots = \alpha_L = 0$ and only $\alpha_1 \neq 0$. Therefore there are $N-1$ terms of this type, corresponding to the range of $\alpha_1$.

For $i = 2$ we assume without loss of generality that $a_1 \neq 0$ and $a_L \neq 0$. This implies that contributions of this type originate from terms in the sum with $\alpha_3 = \cdots = \alpha_L = 0$ while $\alpha_2 \neq 0$ and $\alpha_1 + \alpha_2 \neq 0$. Therefore, the number of such terms is $(N-1)$ — corresponding to the range of values of $\alpha_2$ — times $(N-2)$ terms — corresponding to the range of allowed values of $\alpha_1$; note that this range has been reduced by one due to the further constraint $\alpha_1 \neq -\alpha_2$. This leads to the factor $(N-1)(N-2)$.

For $i \geq 3$ one encounters an additional subtlety, which we illustrate for the case of $i = 3$. Without loss of generality we select $a_1$, $a_2$ and $a_L$ not equal to zero. Such terms come from having $\alpha_4 = \cdots = \alpha_L = 0$, so that we are summing only over $\{\alpha_1, \alpha_2, \alpha_3\}$ while imposing the conditions $\alpha_1 \neq 0$, $\alpha_2 \neq 0$ and $\alpha_1 + \alpha_2 \neq 0$ and $\alpha_1 \neq -\alpha_2 - \alpha_3$. Now there are two possibilities. If $\alpha_2 + \alpha_3 = 0$ then $\alpha_1$ assumes $N-1$ values. Or if $\alpha_2 + \alpha_3 \neq 0$ then $\alpha_1$ can only assume $N-2$ values. We observe that $\alpha_2 + \alpha_3 = 0$ only $N-1$ times; this is counted by the function $f_N(2)$ defined in (A.20). Therefore the number of times for which $\alpha_2 + \alpha_3 \neq 0$ is given by the total number of allowed combinations $(N-1)^2$ minus $N-1$. Putting everything together we arrive at the following factor for $i = 3$

$$\frac{(N-1)^2 - (N-1)}{\alpha_1 \text{ range}} \times \frac{(N-2) + (N-1)}{\alpha_2 + \alpha_3 \neq 0} \times \frac{(N-1)}{\alpha_1 \text{ range}} \quad (A.21)$$

---

\[14\] We remind the reader that all these configurations lead to the same result due to the symmetry of $R^L(x_1, \cdots, x_{L+2})$ under permutation of its arguments.
The same structures appear for higher values of \( i \). Each time we have to evaluate how many times the combinations \( \alpha_2 + \cdots + \alpha_i = 0 \). This is accounted for by the function \( f_N(x) \) in equation (A.20).

With this understanding relating to the origin of (A.19), we can now further simplify it. After repeated use of the definition of \( f_N(x) \), we observe that

\[
g_i(N) = (N - 1)^i - f_N(i)(N - 2) + f_N(i - 1)(N - 1) \\
= f_N(i)(N - 2) + f_N(i - 1)(N - 1) \\
= (N - 1)(f_N(i) + f_N(i - 1)) - f_N(i) \\
= (N - 1)(N - 1)^i - f_N(i) \\
= (N - 1)^i - f_N(i) = f_N(i + 1) .
\]  

(A.22)

We can finally use this to obtain

\[
\int_0^1 \prod_{j=1}^{L+2} dx_j \delta \left( 1 - \sum_{i=1}^{L+2} x_i \right) P^{(L,N)} R^L = \sum_{i=1}^{L} \frac{f_N(i + 1)}{(L - 1)!(i + 1)!} ,
\]  

(A.23)

as advertised.
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