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Abstract

Orthogonal or symplectic Yangians are defined by the Yang-Baxter $RLL$ relation involving the fundamental $R$ matrix with $so(n)$ or $sp(2m)$ symmetry. Simple $L$ operators with linear or quadratic dependence on the spectral parameter exist under restrictive conditions. These conditions are investigated in general form.
1 Yangian symmetries

Yang-Baxter relations appeared historically in the study of idealized models of physical problems of particle scattering and thermodynamics. They define infinite dimensional algebras related to an underlying Lie algebra \( \mathcal{G} \). The related physical models have an extended symmetry appearing in a large number of conservation laws beyond the ones related to the Lie algebra. These relations are well known as the basis of the treatment of quantum integrable models [1, 2, 3, 4]. In recent years the range of applications of the extended symmetries has been broadened essentially, in particular to the study of gauge field theories, and the related methods have attracted increasing interest [5, 6, 7, 8].

The formulation of the Yangian algebra of type \( \mathcal{G}, \mathcal{Y}(\mathcal{G}) \), can be based on the Yang-Baxter \( R \) matrix acting on the tensor product of the fundamental representation space \( V \) of the Lie algebra \( \mathcal{G} \) and obeying the Yang-Baxter relation of the form

\[
R_{a_1b_2}(u)R_{b_1c_3}(u + v)R_{c_2a_3}(v) = R_{b_2b_3}(v)R_{b_1c_3}(u + v)R_{c_1a_2}(u).
\]

(1.1)

The generators \( (L^{(k)})^{a}_{b} \) of the extended Yangian algebra \( \mathcal{Y}(\mathcal{G}) \) appear in the expansion of the \( L \) operator

\[
L_{b}^{a}(u) = \sum_{k=0}^{\infty} \frac{(L^{(k)})^{a}_{b}}{u^k}, \quad L^{(0)} = I,
\]

(1.2)

which satisfies the Yang-Baxter RLL-relations

\[
R_{b_1b_2}^{a_1a_2}(u - v)L_{c_1}^{b_1}(u)L_{c_2}^{b_2}(v) = L_{b_2}^{a_2}(v)L_{b_1}^{a_1}(u)R_{c_1c_2}^{b_1b_2}(u - v).
\]

(1.3)

\( L(u) \) is an algebra valued matrix, \( L(u) \in \text{End} \, V \otimes \mathcal{Y}(\mathcal{G}) \), depending on the spectral parameter \( u \).

The Yangian algebra as originally defined by Drinfeld [9, 10] is obtained from the extended Yangian by factorizing central elements. The Yangians of orthogonal and symplectic types have been considered in [21] and their algebraic structure and representation theory have been considered in [22]. In the case \( \mathcal{G} = g\ell(n) \) the center is contained in the quantum determinant of \( L(u) \). In the cases \( \mathcal{G} = so(n) \) and \( \mathcal{G} = sp(n) \) the center has been analyzed in [22]. Proofs of the equivalence of the Yangian definition via (1.3) and the center factorization to the definitions by Drinfeld are given in [23, 24].

It is well known that the twofold matrix product \( L(u) = L^{(1)}(u)L^{(2)}(u + \delta) \) (here \( \delta \) is an arbitrary shift of the spectral parameter \( u \)) obeys (1.3), if both factors obey this RLL relation. The transfer matrix constructed as the trace of the \( N \)-fold product of such \( L \) operators called monodromy matrix plays a central role in the treatment of quantum integrable models. The relevant case is the one where the factors entering the monodromy matrix have a simple form related to the underlying Lie algebra.

If the Lie algebra is the general linear, \( \mathcal{G} = g\ell(n) \), the simple form \( L(u) = Iu + G \) can be chosen without restrictions, where \( I \) is the identity matrix and the matrix elements of \( G \) are the Lie algebra generators. However, in the case of the orthogonal or symplectic Lie algebras, \( \mathcal{G} = so(n) \) or \( \mathcal{G} = sp(n) \) (\( n \) even), this ansatz linear in \( u \) works with essential restrictions only. In this situation the next-to-simplest case of an ansatz quadratic in \( u \) is of importance,

\[
L(u) = IU^2 + uG + H.
\]

(1.4)

In particular the fundamental \( R \) matrix appearing in (1.1) in the case of the orthogonal or symplectic symmetry (compare (2.1) below) can be written in the form (1.4) and (1.1) can
be regarded as a particular case of (1.3). The Jordan-Schwinger class of representations, where the generators are composed of a set of Heisenberg pairs following the pattern of Quantum mechanical angular momentum provide an example of (1.4) [14, 18].

In general, the truncation of the expansion (1.2) of \( L(u) \) obeying (1.3) by imposing \( (L^{(k)})_b^a = 0, k > p \), results in conditions defining the order \( p \) evaluation of the Yangian algebra, \( Y^{(p)}(\mathcal{G}) \). The analysis of those conditions becomes complicated with increasing \( p \). It is rather involved already for \( p = 2 \). Because of its physical relevance this case deserves the effort of a complete analysis in full generality, which is the central point of this paper.

Starting from the classical results on the fundamental \( R \) matrix with orthogonal or symplectic symmetry [11, 12, 14] and on \( L \) operators [13, 14] the linear and quadratic evaluations of Yangians of such types have been studied in recent papers [17, 18, 19, 20]. Examples of \( L \) operators obeying the condition of the linear or the quadratic evaluation have been considered in these papers. The spinorial representation as a case of the linear evaluation has been studied in [22].

In the present paper we go beyond particular examples and derive from the \( RLL \) relations (1.3) with the quadratic ansatz (1.4) the defining relation of the second order evaluation algebra \( Y^{(2)}(\mathcal{G}) \). We resolve the structure of the terms in (1.4) and express them by the matrices of independent generators \( \bar{G} \) and \( \bar{H} \). We formulate the algebra relations of \( Y^{(2)}(\mathcal{G}) \) as expressions in products of the latter algebra valued matrices \( \bar{G} \) and \( \bar{H} \).

The constraints implied by the quadratic ansatz are extracted from the \( RLL \) relation in a concise tensor product formulation [16], avoiding an accumulation of indices. In sect. 3 the simpler case of the linear evaluation \( Y^{(1)}(\mathcal{G}) \) is reconsidered. We illustrate in this case how the tensor product formulation is used to formulate the constraints and also to rewrite them in convenient forms in order to understand their meaning. There we have only one extra condition on the matrix of Lie algebra generators. We add some results on the spinorial representation beyond the recent paper [18].

In sect. 4 the quadratic truncation constraints are extracted from (1.3) as eight relations in the tensor product formulation. The decomposition in the spectral parameters leads to the natural ordering of increasing complexity. In the first step of transformations the constraints are separated into parts symmetric or anti-symmetric in the tensor factors for further detailed analysis. Further, the involved algebra valued matrices \( G \) and \( H \) are decomposed into parts graded anti-symmetric and symmetric in matrix indices. The anti-symmetric constraints imply commutation relations, in particular the Lie algebra relations. All symmetric constraints can be written in a standard form and they imply relations on the graded symmetric part of the matrix expressions. Relations for the graded anti-symmetric parts are derived from the anti-symmetric constraints. Combining both we obtain the structure of the quadratic \( L \) operator and the final form of the \( Y^{(2)}(\mathcal{G}) \) algebra relations.

In sect. 5 we consider the reduced case where the second algebra valued matrix \( H \) is expressed completely in terms of the first \( G \), i.e. all Yangian generators are obtained from the ones obeying the Lie algebra relations.

2 Yangians of the orthogonal and symplectic types

The fundamental Yang-Baxter equation has been written above, (1.1). It has a solution symmetric with respect to \( \text{so}(n) \) or \( \text{sp}(n) \) [11, 12, 14, 15]

\[
R_{b_1 b_2}^{a_1 a_2}(u) = u(u + \beta)I_{b_1 b_2}^{a_1 a_2} + (u + \beta)P_{b_1 b_2}^{a_1 a_2} - \epsilon u K_{b_1 b_2}^{a_1 a_2},
\]  
\[(2.1)\]
where

$$I_{b_1^a b_2^a}^{a_1 a_2} = \delta_{b_1^a}^{a_1} \delta_{b_2^a}^{a_2} , \quad P_{b_1^a b_2^a}^{a_1 a_2} = \delta_{b_2^a}^{a_1} \delta_{b_1^a}^{a_2} , \quad K_{b_1^a b_2^a}^{a_1 a_2} = \varepsilon_{a_1 a_2} \varepsilon_{b_1 b_2} , \quad \beta = \frac{n}{2} - \epsilon . \quad (2.2)$$

Here $\varepsilon_{ab}$ is a non-degenerate invariant tensor, defining the scalar product in $V$,

$$\varepsilon_{ab} = \epsilon \varepsilon_{ba} , \quad \varepsilon_{ab} \varepsilon^{bd} = \delta_{a}^{d} . \quad (2.3)$$

The sign factor $\epsilon$ allows a uniform treatment of both orthogonal and symplectic cases, $\epsilon = +1$ in the orthogonal and $\epsilon = -1$ in the symplectic case. We shall call an expression graded symmetric if it is symmetric in the orthogonal ($\epsilon = +1$) case and anti-symmetric in the symplectic ($\epsilon = -1$) case.

The existence of the invariant tensor $\varepsilon_{ab}$ leads to the third term in the corresponding expression of the $R$-matrices and to the quadratic dependence on the spectral parameter $u$.

We consider now the RLL relation (1.3) with $R_{b_1^a b_2^a}^{a_1 a_2}(u - v)$ substituted by the Yang-Baxter $R$-matrix (2.1). Further, substituting (1.2) results in the relations between the extended Yangian generators $(L^{(k)})_{b}^{a}$. We shall investigate these relations in the case of truncation.

The fundamental Yang-Baxter equation has been written above, (1.1), in the index form referring to a basis in the tensor product of three copies of the $n$ dimensional linear space $V$, $V_1 \otimes V_2 \otimes V_3$. The labels 1, 2, 3 at the indices refer to the action on the corresponding tensor factor. Alternatively, (1.1) can be written in the standard auxiliary space notation [16] in terms of operators acting in this tensor product space,

$$R_{12}(u) R_{13}(u + v) R_{23}(v) = R_{23}(v) R_{13}(u + v) R_{12}(u) . \quad (2.4)$$

where e.g. $R_{12}$ acts trivially on the third tensor factor and its matrix elements with respect to a basis in $V_1 \otimes V_2$ are denoted by $R_{b_1^a b_2}^{a_1 a_2}$ as in (1.1). The expression (2.1) for the $R$ matrix is written in this notation in terms of $P_{12}, K_{12}$, the matrix elements in a basis of $V_1 \otimes V_2$ of which are as in (2.2). They obey the important relations

$$P_{12} K_{12} = \epsilon K_{12} = K_{12} P_{12} , \quad K_{12}^2 = n \varepsilon K_{12} . \quad (2.5)$$

In analogy, in this notation the RLL relation (1.3) is formulated in the product composed of the algebras of $\text{End} \ V_1 \otimes \text{End} \ V_2$ and the Yangian algebra $\mathcal{Y}(\mathcal{G})$,

$$R_{12}(u - v) L_1(u) L_2(v) = L_2(v) L_1(u) R_{12}(u - v) . \quad (2.6)$$

Here $R_{12}$ has the unit element in the $\mathcal{Y}(\mathcal{G})$ factor, $L_1$ has the unit element in the factor $\text{End} \ V_2$ and $L_2$ has the unit element in the factor $\text{End} \ V_1$. The index form (1.3) is reconstructed from (2.6) with the matrix elements of $L_1, L_2$ with respect to a basis in $V_1 \otimes V_2$ written as

$$L_{b_1^a b_2^a}^{a_1 a_2} = L_{b_1^a}^{a_1} \delta_{b_2^a}^{a_2} , \quad (L_2)^{a_1 a_2}_{b_1^a b_2^a} = \delta_{b_1^a}^{a_1} L_{b_2^a}^{a_2} . \quad (2.7)$$

The auxiliary space notation allows not only to write the basic relations in a concise form but also to do effectively the transformations of the truncated Yangian algebra relations. In the following we apply this notation to transform the algebra relations into a form convenient to understand how they constrain the representations.
The constraints to be obtained from the RLL relation (1.3) will be denoted by \( C^{(i,k)} \) with the superscripts \( i = 1, k = 1, 2, 3 \) in the case of linear evaluation and \( i = 2, k = 1, \ldots, 8 \) in the case of quadratic evaluation. \( C^{(i,k)}_1, C^{(i,k)}_2 \) or \( \bar{C}^{(i,k)}_1, \bar{C}^{(i,k)}_2 \) will be used to abbreviate expressions related to the corresponding constraints \( C^{(i,k)} \). In the auxiliary space notation these expressions are algebra valued matrices in \( \text{End} \, V_1 \otimes \text{End} \, V_2 \). As in the case of \( L_1, L_2 \) the subscripts 1 or 2 mean that the expression has the unity in \( \text{End} \, V_2 \) or \( \text{End} \, V_1 \) correspondingly. \( C^{(i,k)} \) (no subscript 1, 2) is to be understood as an algebra valued element of \( \text{End} \, V \). We shall decompose it with respect to index symmetry and have in particular trace contributions denoted by \( c^{(i,k)}_I \), where \( I \) is the unity in \( \text{End} \, V \).

3 Linear evaluation

We put all generators \( (L^{(k)})^a_b \in \mathcal{Y}(\mathcal{G}) \) with \( k > 1 \) equal to zero and substitute in (1.3) the \( L \)-operator linear in the spectral parameter:

\[
L^a_b(u) = u \delta^a_b + G^a_b. \tag{3.1}
\]

We formulate the known result which appeared already in [13, 14] and has been considered in [22, 17, 18].

**Proposition 1.** The Yangian linear evaluation \( \mathcal{Y}^{(1)}(\mathcal{G}) \) for \( \mathcal{G} = \text{so}(n) \) and \( \mathcal{G} = \text{sp}(n) \) is defined by the following algebra relations in terms of the algebra valued matrix \( G \) appearing in (3.1).

1. There is no traceless graded symmetric contribution in the matrix \( G \), i.e.

\[
G = gI + \bar{G}, \quad \text{tr} \, G = n \cdot g, \quad \bar{G}_{ba} = -\varepsilon \bar{G}_{ab}.
\]

\( g \) is central and \( \bar{G} \) is the graded antisymmetric part of the matrix \( G \).

2. The matrix elements of \( \bar{G} \) obey the Lie algebra relations of \( \text{so}(n) \) (\( \varepsilon = +1 \)) or \( \text{sp}(n) \) (\( \varepsilon = -1 \)), which can be written in the auxiliary space notation as

\[
[\bar{G}_1 + P_{12} - \varepsilon K_{12}, \bar{G}_2] = 0.
\]

3. The algebra relations are more restrictive compared to the Lie algebra relations by the additional condition on the matrix \( \bar{G} \),

\[
\bar{G}^2 + \beta \bar{G} = m_2 I, \quad m_2 = \frac{1}{n} \text{tr} \, \bar{G}^2.
\]

The proof extends over the next two subsections. The purpose is to illustrate the methods in the simpler case of the linear evaluation as a preparation to the application in the case of the quadratic evaluation.

3.1 The conditions of truncation

Here we start with the proof of Proposition 1 by obtaining the condition on \( G \) for the RLL relation (1.3) to hold. With \( L(u) \) substituted in the form (3.1) the defining RLL-relation (1.3) takes the form:

\[
\left( u(u + \beta)I_{12} + (u + \beta)P_{12} - u\varepsilon K_{12} \right)(u + v + G_1)(v + G_2) = \]

\[
\]

\[
\]
\[ (v + G_2)(u + v + G_1) \left( u(u + \beta)I_{12} + (u + \beta)P_{12} - u\epsilon K_{12} \right). \]

The index form of \( I_{12}, P_{12}, K_{12} \) is written above in (2.2). The index form of \( G_1 \) and \( G_2 \) is according to (2.7)

\[ (G_1)^{a_1,a_2}_{b_1,b_2} = G^{a_1}_{b_1}\delta^{a_2}_{b_2}, \quad (G_2)^{a_1,a_2}_{b_1,b_2} = \delta^{a_1}_{b_1}G_{a_2,b_2}. \]

The defining relation can be further rewritten as

\[ (u + \beta) \left( [G_1,G_2] + (G_1 - G_2)P_{12} - \epsilon[K_{12},G_2] \right) - \epsilon v[K_{12},G_1 + G_2] - \epsilon K_{12}(G_1 - \beta)G_2 + \epsilon G_2(G_1 - \beta)K_{12} = 0, \]

and has to hold identically in \( u \) and \( v \), implying three restrictions on the matrix of generators \( G \),

\[ -v\mathcal{C}^{(1,1)} = -\epsilon v[K_{12},G_1 + G_2] = 0, \tag{3.2} \]

\[ (u + \beta)\mathcal{C}^{(1,2)} = (u + \beta) \left( [G_1,G_2] + (G_1 - G_2)P_{12} - \epsilon[K_{12},G_2] \right) = 0, \tag{3.3} \]

\[ -\mathcal{C}^{(1,3)} = -\epsilon \left( K_{12}(G_1 - \beta)G_2 - G_2(G_1 - \beta)K_{12} \right) = 0. \tag{3.4} \]

We decompose the constraints with respect to the \( 1 \leftrightarrow 2 \) permutation parity.

\[ \mathcal{C} = \mathcal{C}_s + \mathcal{C}_a, \quad P_{12}\mathcal{C}_sP_{12} = \mathcal{C}_s, \quad P_{12}\mathcal{C}_aP_{12} = -\mathcal{C}_a. \]

Note that the first constraint is symmetric \( \mathcal{C}^{(1,1)} = \mathcal{C}^{(1,1)}_s \), while the second is antisymmetric \( \mathcal{C}^{(1,2)} = \mathcal{C}^{(1,2)}_a \). The antisymmetric part of the third constraint is obtained by right and left multiplication by the projector \( \frac{1}{2}(1 - \epsilon P_{12}) \).

\[ \mathcal{C}^{(1,3)}_{a,L} = K_{12} \left( [G_1,G_2] + \beta(G_1 - G_2) \right) = 0 = \left( [G_1,G_2] - \beta(G_1 - G_2) \right) K_{12} = \mathcal{C}^{(1,3)}_{a,R}. \tag{3.5} \]

However these relations do not imply a new constraint because they follow from the second constraint upon multiplication by \( K_{12} \).

The substantial part of the third relation, containing the new restriction is obtained by symmetrization:

\[ \mathcal{C}^{(1,3)}_s = [K_{12},G_1^2 + G_2^2] = 0. \tag{3.6} \]

### 3.2 Analysis of the constraints

We continue the proof of Proposition 1.

Multiplying the first constraint \( \mathcal{C}^{(1,1)} \) by \( n\epsilon - K_{12} \) from the left and right, one obtains:

\[ \epsilon K_{12}(G_1 + G_2)K_{12} = nK_{12}(G_1 + G_2) = n(G_1 + G_2)K_{12} = 2K_{12}\text{tr}G, \]

because by (2.5) \( K_{12}G_1K_{12} = K_{12}G_2K_{12} = \epsilon K_{12}\text{tr}G. \)

In any case \( G \) can be separated into a traceless part \( \tilde{G} \) and the trace part denoted by \( g \):\n
\[ G = gI + \tilde{G}. \tag{3.7} \]

Then the traceless part obeys

\[ K_{12}(\tilde{G}_1 + \tilde{G}_2) = 0 = (\tilde{G}_1 + \tilde{G}_2)K_{12}, \quad \Rightarrow \quad \text{tr}\tilde{G} \cdot K_{12} = 0. \]
The latter relation means that the traceless graded-symmetric part of the algebra-valued matrix $G$ vanishes. This can be checked by rewriting it in the index notation. Thus the first constraint (3.2) implies that $G$ consists of an arbitrary traceless, graded-antisymmetric part $\tilde{G}$ and the trace part, proportional to the metric tensor. In the index notation this means:
\[
(gI)^a_b = g\delta^a_b, \quad (gI)_{ab} = g\varepsilon_{ab},
\]
\[
\tilde{G}^a_a = 0 = \tilde{G}_a^a, \quad \tilde{G}_{c_1c_2} + \varepsilon \tilde{G}_{c_2c_1} = 0 = G^{a_1a_2} + \varepsilon G^{a_2a_1}.
\] (3.8)
Here repeated indices abbreviate the sum with the index running over the index range and $G^{a_1a_2} = \varepsilon_{a_1a}G^{a_2a_2}$.

Substituting the solution (3.7) into the relations one concludes that the first constraint $\mathcal{C}^{(1,1)}$ in terms of the traceless part $\tilde{G}$ is reduced to two:
\[
\mathcal{C}^{(1,1)}_L = K_{12}(\tilde{G}_1 + \tilde{G}_2) = 0, \quad \mathcal{C}^{(1,1)}_R = (\tilde{G}_1 + \tilde{G}_2)K_{12} = 0.
\] (3.9)

The second constraint is graded-antisymmetric (it has a symmetry opposite to the one of the metric tensor). It expresses the symmetry of $G$ with respect to the simultaneous rotation in the auxiliary ($\text{End} V_1$ or $\text{End} V_2$) and the quantum ($\mathcal{Y}^{(1)}$ representation) spaces and can be rewritten as $\mathcal{C}^{(1,2)}$ in terms of $G$ as
\[
\mathcal{C}^{(1,2)} = [\tilde{G}_1 + P_{12} - \epsilon K_{12}, \tilde{G}_2] = [\tilde{G}_1, \tilde{G}_2 + P_{12} - \epsilon K_{12}].
\] (3.10)
$\mathcal{C}^{(1,2)} = 0$ is equivalent to the Lie algebra commutation relations conventionally written as
\[
[G_{ab}, G_{cd}] = -\varepsilon_{cb}G_{ad} + \varepsilon_{ad}G_{cb} + \varepsilon_{ac}G_{bd} - \varepsilon_{db}G_{ca}.
\] (3.11)
(3.10) also shows that $g$ is central.

Multiplying $\mathcal{C}^{(1,2)}$ by $K_{12}$ from the left and right and using the identities $P_{12}K_{12} = \epsilon K_{12} = K_{12}P_{12}$, $K_{12}^2 = n\epsilon K_{12}$ one obtains a relation between the second and the third constraint,
\[
\mathcal{C}^{(1,2)}_L = K_{12}([\tilde{G}_1, \tilde{G}_2] - 2\beta \tilde{G}_2) = \mathcal{C}^{(1,3)}_{a,L}, \quad \mathcal{C}^{(1,2)}_R = (\tilde{G}_1, \tilde{G}_2 + 2\beta \tilde{G}_2)K_{12} = \mathcal{C}^{(1,3)}_{a,R}.
\] (3.12)
These relations can be obtained by multiplication of (3.4) by $1 - \epsilon P_{12}$ from the left and from the right correspondingly. Using (3.9) one can rewrite (3.12) as
\[
\mathcal{C}^{(1,2)}_L = K_{12}((\tilde{G}_1^2 + \beta \tilde{G}_1) - (\tilde{G}_2^2 + \beta \tilde{G}_2)) = 0,
\] (3.13)
\[
\mathcal{C}^{(1,2)}_R = ((\tilde{G}_1^2 + \beta \tilde{G}_1) - (\tilde{G}_2^2 + \beta \tilde{G}_2))K_{12} = 0.
\] These consequences of the second constraint tell that $\tilde{G}^2 + \beta \tilde{G}$ is graded-symmetric. This can be checked also in the index notation on the basis of (3.11) From (3.8) we see that $\tilde{G}_{ad}^2$ equals $\varepsilon \tilde{G}_{da}^2$ up to a commutator term, which can be obtained from (3.11) by multiplying with $\varepsilon \tilde{G}^{bc}$ and summing over repeated indices. We obtain $\tilde{G}_{ad}^2 = \epsilon \tilde{G}_{da}^2 - 2\beta G_{ad}$ and this implies the index symmetry relation $\tilde{G}_{ad}^2 + \beta G_{ad} = \epsilon (\tilde{G}_{da}^2 + \beta G_{da})$.

The last symmetric constraint (3.6) can be written as
\[
\mathcal{C}^{(1,3)} = [\epsilon K_{12}, (\tilde{G}_1^2 + \beta \tilde{G}_1) + (\tilde{G}_2^2 + \beta \tilde{G}_2)] = 0,
\] (3.14)
and allows us to deduce in analogy to the arguments leading to (3.7) and with the just established symmetry property of $\bar{G}^2 + \beta \bar{G}$ that the latter term is just a trace contribution

$$G^2 + \beta \bar{G} = c^{(1.3)} I = m_2 \cdot I. \quad (3.15)$$

Here $\bar{G}^2 + \beta \bar{G}$ is the graded-symmetric part of $G^2$ and $m_2 = \frac{1}{n} G^a{}_b G^b{}_a$ is the quadratic Casimir element.

The relation (3.15) restricts the Lie algebra representation, which provides the linear evaluation of the Yangian $\mathcal{Y}^{(1)}(\mathcal{G})$.

This completes the proof of Proposition 1.

In this way, the Yangian linear evaluation $\mathcal{Y}^{(1)}(\mathcal{G})$ is defined by the following algebra relations: the first constraint fixes the form of generator matrix (3.7), the next one defines Lie algebra relations (3.10), while the last one imposes the additional condition (3.15). Besides of the central element $g$ the generators of $\mathcal{G}$ are more restrictive by the additional condition (3.15), which is not fulfilled identically in the universal enveloping algebra $U(\mathcal{G})$. It can be fulfilled in distinguished $so(n)$ and $sp(n)$ representations only. For example the generators in the fundamental representation do not satisfy this restriction.

Repeating the above analysis for the case of $g\ell(n)$ is much easier and we recover the known statement that the linear evaluation of $\mathcal{Y}^{(1)}(g\ell(n))$ always exists. Indeed, in that case the fundamental $R$ matrix is simpler. It can be obtained from (2.1) by deleting the third term involving $K$. As a consequence the additional constraint (3.15) disappears.

### 3.3 Spinorial Yang-Baxter operators

We consider the case that the generators are composed in terms of an underlying algebra $\mathcal{C}$, which in turn is generated by the elements $c^a$, obeying the commutation relations of the oscillator algebra or of the Clifford algebra,

$$c^a c^b + \epsilon c^b c^a = \delta^{ab}, \quad c_a = \epsilon_{ab} c^b, \quad \Rightarrow \quad c_a c^b + \epsilon c^b c_a = \delta^b_a, \quad (3.16)$$

$$c_a c_b + \epsilon c_b c_a = [c_a, c_b] = \epsilon c_{ab}, \quad c_a c^a = \frac{n}{2} = \epsilon c^b c_b.$$

We may consider $c^a$ as operators in the spinor space ($so(n)$ case) or in the Fock space of $\frac{1}{2}n$ fermions ($so(n)$ case) or bosons ($sp(n)$ case).

Consider the linear map $\rho: \mathcal{Y}^{(1)}(\mathcal{G}) \to \mathcal{C}$,

$$\rho(G^a{}_b) = \bar{G}^a{}_b = \frac{\epsilon}{2} \delta^a_b - c^a c_b. \quad (3.17)$$

We see that the image of $G$ is graded-antisymmetric, i.e. $\bar{G} = \rho(\bar{G})$, $\rho(g) = 0$, and check that the Lie algebra relations (3.10) are fulfilled. Further,

$$(\bar{G}^2 + \beta \bar{G})^a{}_b = \frac{\epsilon}{4} (n - \epsilon) \delta^a_b = \frac{\epsilon}{2} (\beta + \frac{\epsilon}{2}) \delta^a_b.$$ 

Note that r.h.s. here fixes the value of the quadratic Casimir $m_2$ in this particular representation. We see that the composite generators (3.17) fulfill the additional condition (3.15). Thus the spinor representation (3.17) provides an example of the linear evaluation of the Yangian $\mathcal{Y}^{(1)}(\mathcal{G})$.

The Yang-Baxter operator $\hat{\mathcal{R}}$ intertwining two spinor representations, i.e. obeying

$$\hat{\mathcal{R}}_{12}(u) L_1(u + v) L_2(v) = L_1(v) L_2(u + v) \hat{\mathcal{R}}_{12}(u),$$
with
\[(L_1(u))^n_b = \delta^n_b (u + \frac{\epsilon}{2}) - c^n_1 c_1 b \]

is known explicitly [13, 17, 18]. In this Yang-Baxter relation the meaning of the indices 1, 2 is not literally the one of the auxiliary space notations used everywhere else in the paper. They refer here to two copies of the above oscillator/ Clifford algebras, i.e. \(V\) is replaced by the related Fock space, and \(L_1 L_2\) means multiplication of fundamental representation matrices.

Consider the more general linear Yang-Baxter operator
\[L_1(u) = u I - \frac{1}{2} c^{|a| b} c^{|a| b} \otimes G_{ab}\]

where the fundamental representation has been replaced by some representation of the Lie algebra with generators \(G_{ab}\). In [17] it has been established that this form obeys the Yang-Baxter relation, obtained from the above by replacing \(L_1, L_2\) by \(L_1, L_2, \tilde{R}_{12}(u)\) \(L_2(v) = L_1(v) L_2(u + v) \tilde{R}_{12}(u),\)

with the same spinorial \(R\) operator if the additional condition
\[\{G_{a_1 | a_2}, G_{b_1 | b_2}\} = 0\]

holds, where \([...]\) means the graded anti-symmetrization of indices and \{,...,\} means anticommutator. Here the indices 1, 2 refer to two copies of the above oscillator/ Clifford algebras as above, but \(L_1L_2\) means multiplication in the algebra generated by the matrix elements of \(G\). Note that in (3.19) only the graded antisymmetric part of \(G\) contributes. Therefore we identify \(G\) with \(\tilde{G}\) in the remaining part of this subsection.

**Proposition 2.** The additional condition (3.21) for a linear spinorial Yang-Baxter operator \(L\) (3.19) to obey (3.20) can be formulated in three other equivalent forms in terms of the graded-antisymmetric matrix \(G\) of generators obeying the \(so(n)\) or \(sp(n)\) Lie algebra relations.

1. \[\{G_{a_1 | a_2}, G_{b_1 | b_2}\} + \{G_{a_1 | b_1}, G_{b_2 | a_2}\} + \{G_{a_1 | b_2}, G_{a_2 | b_1}\} = 0.\] \(3.22\)

2. \[W_{12} = 0, \quad W_{12} = -(G_2 + \epsilon) \left[(P_{12} - \epsilon K_{12}) G_2 - \epsilon G_1\right].\] \(3.23\)

\(W_{12}\) is an algebra-valued element in \(End V_1 \otimes End V_2\) with matrix elements labeled by two index pairs,
\[(W_{12})_{a_1 b_1, a_2 b_2} = G_{a_1 b_1} G_{a_2 b_2}.\] \(3.24\)

3. \[\hat{G}^2 + \beta \hat{G} = c I, \quad \text{where} \quad \hat{G} = -\frac{1}{2} c^{[a} c^{b]} \otimes G_{ab}, \quad c = \frac{1}{8} \epsilon m_2 n.\] \(3.25\)

Further, the condition implies that the following cubic polynomial in the matrix \(G\) vanishes.
\[\chi(G) = 0, \quad \chi(z) = z^3 + (2\beta + \epsilon) z^2 + \epsilon (2\beta - \frac{m_2^2}{2}) z - \frac{m_2^2}{2}.\] \(3.26\)
Proof.

The second form (3.22) is proved by writing the first form (3.21) explicitly. The third form (3.23) is proved by writing the matrix elements of $W_{12}$ using (2.2). The fourth form is obtained by the expansion of the product \[ c[a, b, c, d, e] = c[a, b, c, e] \epsilon_{bd} + c[b, c, d, e] \epsilon_{ea} - c[b, c, e, d] \epsilon_{ad} - c[a, c, d, e] \epsilon_{be} + \frac{1}{4}(\epsilon_{ae} \epsilon_{bd} - \epsilon_{eb} \epsilon_{ad}). \]

The expression on l.h.s of (3.22) can be written as the graded-antisymmetric in indices sum of $G_{a_1 b_1} G_{a_2 b_2}$. This means, in $\hat{G}$ the contribution of the contraction with $c[a_1 c_1 b_1 c_2]$ vanishes.

The statement about the cubic polynomial can be obtained by contraction with a third factor of $G$, e.g. starting with the form (3.23) in terms of $W_{12}$,

\[ K_{12} G_{2} W_{12} = -2\epsilon K_{12} \left( G_{2}^{3} + (2\beta + \epsilon) G_{2}^{2} + \epsilon(2\beta - \frac{m_{2}}{2}) G_{2} - \frac{m_{2}}{2} \right) = -2\epsilon K_{12} \chi_{2}. \]

\[ \chi_{2} \] denotes the expression in the bracket being the cubic polynomial (3.26) with the argument substituted by $G_{2}$. Similarly one calculates:

\[ W_{12} G_{2} K_{12} = -2\epsilon \chi_{1} K_{12}. \]

The notion of $W_{12}$ will be useful in the analysis of the quadratic evaluation below. For this we notice the following properties: $W_{12}$ is annihilated by $K_{12}$,

\[ W_{12} K_{12} = 0 = K_{12} W_{12}. \]

In the index notation it means that the contraction of any pair of indices of $W^{a_2 a_1} c_1 c_2$ vanishes. Similarly, $W_{12}$ is annihilated by $P_{12} + \epsilon I_{12}$,

\[ W_{12} P_{12} = P_{12} W_{12} = -\epsilon W_{12}, \quad \Rightarrow \quad W_{21} = P_{12} W_{12} P_{12} = W_{12}. \]

The fourth form (3.25) written in terms of the spinorial matrix $\hat{G}$ is reminiscent (but having an essentially different meaning) to the additional condition of the Yangian linear evaluation (3.15) written in the matrix $G$ in $\text{End} \ V$, acting on the fundamental representation space $V$. However, the condition that the linear spinorial $L$ (3.19) obeys the spinorial Yang-Baxter relation (3.20) results in the condition on the latter matrix $G$ expressed instead in terms of the cubic polynomial $\chi(G)$ (3.26). We shall see below that such $G$, obeying (3.21-3.25), are appearing in a particular case of the quadratic evaluation.

4 Quadratic evaluation

4.1 The conditions of truncation

Now we are going to consider the case where $(L^{(k)})^{a}_{b} \in \mathcal{Y}(\mathcal{G})$ with $k > 2$ are constrained to vanish, i.e. we start from the quadratic ansatz (1.4), $L(u) = u^{2} I + uG + H$, and consider the conditions arising from (1.3) on the algebra-valued matrices $G$ and $H$.

Note that in the resulting expressions for the constraints commutators and anti-commutators will appear not graded by the dependence on $\epsilon$, therefore the notations $[\ldots, \ldots]$ and $\{\ldots, \ldots\}$ (no subscript) will be used, respectively.
Proposition 3. The RLL relations imply 8 constraints. Four of them are symmetric and four are anti-symmetric with respect to the permutation of the first two tensor factors. The four symmetric are $c_s^{(2,1)}$, $c_s^{(2,3)}$, $c_s^{(2,6)}$ and $c_s^{(2,8)}$ and the four anti-symmetric are $c_a^{(2,2)}$, $c_a^{(2,4)} = P_{12}c_a^{(2,5)}P_{12}$ and $c_a^{(2,7)}$, where

$$c_s^{(2,1)} = c^{(2,1)} = [P_{12} - \epsilon K_{12}, G_1 + G_2] = 0, \quad (4.1)$$
$$c_s^{(2,2)} = [G_1, G_2] - \frac{1}{2}[P_{12} - \epsilon K_{12}, G_1 - G_2] = 0, \quad (4.2)$$
$$c_s^{(2,3)} = [P_{12} - \epsilon K_{12}, H_1 + H_2 - \frac{1}{2}(G_1^2 + G_2^2)] = 0, \quad (4.3)$$
$$c_s^{(2,4)} = [G_1, H_2] - [G_2, H_1] - [P_{12} - \epsilon K_{12}, H_1 - H_2] = 0, \quad (4.4)$$
$$c_s^{(2,6)} = [P_{12} - \epsilon K_{12}, \{H_1, G_2\} + \{G_1, H_2\}], \quad (4.5)$$
$$c_s^{(2,7)} = [H_1, H_2] + \frac{1}{4}[P_{12} - \epsilon K_{12}, \{G_1, H_2\} - \{G_2, H_1\}], \quad (4.6)$$
$$c_s^{(2,8)} = [P_{12} - \epsilon K_{12}, \{H_1, H_2\} - \beta \epsilon (H_1 + H_2)]. \quad (4.7)$$

The proof extends over this and the next subsections. In this subsection we start analyzing the RLL relation (1.3) with the substitution (1.4) by decomposition in the spectral parameters. We shall complete the proof in the next subsection by separation of the parts symmetric and anti-symmetric in the labels 1, 2.

The defining relation (1.3) has the form:

$$[u(u + \beta)I_{12} + (u + \beta)P_{12} - \epsilon u K_{12}] \left((u + v)^2 + (u + v)G_1 + H_1\right) \left(v^2 + vG_2 + H_2\right) - (v^2 - vG_2 + H_2) \left((u + v)^2 - (u + v)G_1 + H_1\right) \left[u(u + \beta)I_{12} + (u + \beta)P_{12} - \epsilon u K_{12}\right] = 0. \quad (4.8)$$

This relation must hold at arbitrary values of the spectral parameters $u$ and $v$, i.e. the coefficients at independent monomials $u^k v^r$ must vanish. The l.h.s. of (4.8) can be represented as a sum of the following eight expressions.

$$uv^2(u + v)c^{(2,1)} = \epsilon uv^2(u + v)[K_{12}, G_1 + G_2], \quad (4.9)$$
$$(u + \beta)uv(u + v)c^{(2,2)} = (u + \beta)uv(u + v)\left([G_1, G_2] + (G_1 - G_2)P_{12} - \epsilon [K_{12}, G_2]\right), \quad (4.10)$$
$$-uv(u + v)c^{(2,3)} =$$
$$= -\epsilon uv(u + v)\left(K_{12}(H_1 + H_2 + (G_1 - G_2)) - (H_1 + H_2 + G_2(G_1 - \beta))K_{12}\right), \quad (4.11)$$
$$-(u + \beta)u(u + v)c^{(2,4)} = -(u + \beta)u(u + v)\left([G_1, H_2] + (H_1 - H_2)P_{12} - \epsilon [K_{12}, H_2]\right), \quad (4.12)$$
$$-(u + \beta)v(u + v)c^{(2,5)} = -(u + \beta)v(u + v)\left([H_1, G_2] + (H_1 - H_2)P_{12} + \epsilon [K_{12}, H_1]\right), \quad (4.13)$$
$$uv c^{(2,6)} = cuv\left(K_{12}(H_1(G_2 + \beta) + (G_1 - \beta)H_2) - (H_2(G_1 - \beta) + (G_2 + \beta)H_1)K_{12}\right), \quad (4.14)$$
$$-u(u + \beta)c^{(2,7)} =$$
$$= -u(u + \beta)\left([H_1, H_2] + (G_2H_1 - H_2G_1)P_{12} - \epsilon K_{12}(G_1 - \beta)H_2 + \epsilon H_2(G_1 - \beta)K_{12}\right), \quad (4.15)$$
$$-uc^{(2,8)} = -cu\left(K_{12}(H_1 - \beta G_1 + \beta^2)H_2 - H_2(H_1 - \beta G_1 + \beta^2)K_{12}\right). \quad (4.16)$$
They are obtained as the result of the following arguments: only two terms of (4.8) are proportional to \( uv \). After extraction of (4.9), the only terms proportional to \( u^3v \) are given by (4.10). Further, after extraction of (4.9) and (4.10), the expression (4.8) is at most cubic in the spectral parameters. Moreover, it contains \( u^3 \) only in the combination (4.12) and \( uv^2 \) only in the combination (4.13). Extracting these combinations one can write (4.8) in the form quadratic in the spectral parameter \( u \), which is given by the sum of (4.14), (4.15) and (4.16).

In other words, the spectral parameter dependence of the fundamental \( R \) matrix and the quadratic \( L \)-operators obeying (1.3) can be translated into these eight algebraic restrictions on the generators included in the algebra-valued matrices \( G, H \).

The first two constraints coincide with the ones, appearing in the linear evaluation case, sect. 3. The additional generators \( H \) enter now the third relation \( \mathcal{C}^{(2,3)} \) and modify the symmetric part of \( \mathcal{C}^{(1,3)} \) lifting the restriction (3.15). We shall see that the quadratic expression on l.h.s. of (3.15) determines the graded-symmetric part of \( H \).

### 4.2 Permutation and index symmetry

The permutation operator \( P_{12} \) interchanging the order of the tensor factors plays a crucial role. As in the linear evaluation case we separate the symmetric and antisymmetric parts of the constraints:

\[
\mathcal{C}^{(2,k)} = \mathcal{C}^{(2,k)}_s + \mathcal{C}^{(2,k)}_a, \quad k = 1, \ldots, 8, \tag{4.17}
\]

where \( \mathcal{C}^{(2,k)}_s = \frac{1}{2}(\mathcal{C}^{(2,k)} + P_{12}\mathcal{C}^{(2,k)}P_{12}) \) and \( \mathcal{C}^{(2,k)}_a = \frac{1}{2}(\mathcal{C}^{(2,k)} - P_{12}\mathcal{C}^{(2,k)}P_{12}) \). As the result of the truncation at second order we obtain \( 2p = 4 \) symmetric constraints and \( p^2 = 4 \) antisymmetric ones; the situation is similar for the general case \( \gamma^{(p)}(G) \) with the truncation at the order \( p \).

The set of defining equations (4.9-4.16) is equivalent to the following set of equations with definite symmetry with respect to \( 1 \leftrightarrow 2 \):

\[
\mathcal{C}^{(2,1)}_a = 0, \quad \mathcal{C}^{(2,1)}_s = \mathcal{C}^{(2,1)} = [P_{12} - \epsilon K_{12}, G_1 + G_2] = 0, \tag{4.18}
\]

\[
\mathcal{C}^{(2,2)}_s = \mathcal{C}^{(2,2)}_a = [G_1, G_2] - \frac{1}{2}[P_{12} - \epsilon K_{12}, G_1 - G_2] = 0, \tag{4.19}
\]

\[
\mathcal{C}^{(2,3)}_{a,L} = (1 - \epsilon P_{12})\mathcal{C}^{(2,3)} = \left([G_1, G_2] - \beta(G_1 - G_2)\right)K_{12} = \mathcal{C}^{(2,2)}_a K_{12}, \tag{4.20}
\]

\[
\mathcal{C}^{(2,3)}_{a,R} = \mathcal{C}^{(2,3)}(1 - \epsilon P_{12}) = K_{12}\left([G_1, G_2] + \beta(G_1 - G_2)\right) = K_{12}\mathcal{C}^{(2,2)}_a, \tag{4.21}
\]

\[
\mathcal{C}^{(2,3)} = [P_{12} - \epsilon K_{12}, H_1 + H_2 - \frac{1}{2}(G_1^2 + G_2^2)] + \{\mathcal{C}^{(2,1)}, G_1 + G_2\} = 0, \tag{4.22}
\]

\[
\mathcal{C}^{(2,4)} = [G_1, H_2 - \frac{1}{2}G_2^2] + [G_2, H_1 - \frac{1}{2}G_1^2] - \mathcal{C}^{(2,3)} - \frac{1}{2}[G_1 - G_2, \mathcal{C}^{(2,2)}], \tag{4.23}
\]

\[
\mathcal{C}^{(2,4)}_a = [G_1, H_2] - [G_2, H_1] - [P_{12} - \epsilon K_{12}, H_1 - H_2] = 0, \tag{4.24}
\]

\[
\mathcal{C}^{(2,6)} = \mathcal{C}^{(2,6)}_L(1 - \epsilon P_{12}) = K_{12}\mathcal{C}^{(2,4)}_a, \quad \mathcal{C}^{(2,6)}_R = (1 - \epsilon P_{12})\mathcal{C}^{(2,6)} = \mathcal{C}^{(2,4)}_a K_{12}, \tag{4.25}
\]

\[
\mathcal{C}^{(2,6)} = \frac{1}{2}(1 + \epsilon P_{12})\mathcal{C}^{(2,6)}(1 + \epsilon P_{12}) = [P_{12} - \epsilon K_{12}, \{H_1, G_2\} + \{G_1, H_2\}], \tag{4.26}
\]

\[
\mathcal{C}^{(2,7)} = \mathcal{C}^{(2,4)}_a P_{12} - \frac{\epsilon}{2}\{K_{12}, \mathcal{C}^{(2,4)}_s\} - \frac{\epsilon}{2}\mathcal{C}^{(2,6)}_s, \tag{4.27}
\]
\[
\mathcal{C}_a^{(2,7)} = [H_1, H_2] + \frac{1}{4}[P_{12} - \epsilon K_{12}, \{G_1, H_2\} - \{G_2, H_1\}] - \frac{\epsilon}{4}\{K_{12}, \mathcal{C}_a^{(2,4)}\},
\]
\[
\mathcal{C}_a^{(2,8)} = \mathcal{C}_a^{(2,8)}(1 - \epsilon P_{12}) = \epsilon K_{12}(\mathcal{C}_a^{(2,7)} + \frac{\epsilon - n}{4}\mathcal{C}_a^{(2,4)}),
\]
\[
\mathcal{C}_s^{(2,8)} = [K_{12}, \{H_1, H_2\} - \beta \epsilon (H_1 + H_2)] - \frac{\beta}{2}\{K_{12}, \mathcal{C}_s^{(2,4)}\} + \frac{\beta \epsilon}{2}\mathcal{C}_s^{(2,6)},
\]

The calculation is straightforward using the identities (2.5).

We observe that the constraints \(\mathcal{C}_s^{(2,k)}\) with the labels \(k = 1, 3, 6, 8\) contain the corresponding symmetric constraint as their main parts while their anti-symmetric parts appear as a consequence of the constraints \(\mathcal{C}_s^{(2,l)}\) with \(l < k\). In the constraints with the labels \(k = 2, 4, 5, 7\) the anti-symmetric parts are the leading contributions and the symmetric ones appear as a consequence of the constraints \(\mathcal{C}_s^{(2, l)}\) with \(l < k\). The anti-symmetric constraints involve commutators.

In this way we come to the independent constraints formulated in Proposition 3 and thus we have completed the proof.

In the remaining part of this subsection we analyze the simpler constraints with \(k = 1, 2, 3, 4, 5\) and prove the following proposition.

**Proposition 4.** The \(L\) operator representing the quadratic evaluation \(\mathcal{Z}^{(2)}(G)\),

\[
L(u) = Iu^2 + uG + H,
\]

has the following structure in the decomposition of the algebra-valued matrices into trace contributions (proportional to \(I\)), graded-antisymmetric parts \((\bar{G}, \bar{H})\) and graded-symmetric parts. The traceless graded-symmetric part \(G\) vanishes. The traceless graded-symmetric part of \(H\) equals the traceless graded-symmetric part of \(\bar{G}^2\).

\[
G = gI + \bar{G}, \quad H = hI + \bar{H} + \frac{1}{2}(\bar{G}^2 + \beta \bar{G}).
\]

The matrix elements of \(\bar{G}\) obey the Lie algebra relation of so\((n)\) or sp\((n)\) and the further Yangian algebra generators in \(\bar{H}\) transform as the adjoint representation of the latter.

**Proof.**

It is convenient to decompose \(G\) and \(H\) with respect to the index symmetry. In sect. 3 we have seen this decomposition to appear for \(G\) in analyzing the first constraint in the first order evaluation case. In the case of second order evaluation the first constraint implies like in the first order evaluation case that there is no traceless graded-symmetric part in \(G\),

\[
G = gI + \bar{G}.
\]

As in sect. 3 the trace contribution \(g\) is central and \(\bar{G}\) is graded-antisymmetric. Then the second constraint implies

\[
\mathcal{C}_a^{(2,2)} = [\bar{G}_1 + P_{12} - \epsilon K_{12}, \bar{G}_2] = 0.
\]

It encodes the Lie algebra relations. Multiplying (4.31) by \(K_{12}\) from the left and right, one deduces useful relations expressing the symmetry of \(\bar{G}^2 + \beta \bar{G}\):

\[
K_{12}(\bar{G}_1^2 + \beta \bar{G}_1) = K_{12}(\bar{G}_2^2 + \beta \bar{G}_2), \quad (\bar{G}_1^2 + \beta \bar{G}_1)K_{12} = (\bar{G}_2^2 + \beta \bar{G}_2)K_{12} = 0.
\]
It tells that $\bar{G}^2 + \beta \bar{G}$ is graded-symmetric. In the index notation this is obtained from the graded-antisymmetry of $\bar{G}$ and the Lie algebra commutation relations, which are contained in (4.31).

The symmetric constraints $k = 1, 3$ have the standard form

$$C_s^{(2,k)} = [K_{12}, C_1^{(2,k)} + C_2^{(2,k)}] = 0, \quad k = 1, 3. \tag{4.33}$$

The other symmetric constraints ($k = 6, 8$, not relevant in this proof) can be written in this form too as will be shown in the next subsection.

This implies (by the same argument as in sect.3) that the expressions $C^{(2,k)}$ have no traceless graded-symmetric contributions, i.e. decompose into a trace contribution denoted by $c^{(2,k)}$ and a graded antisymmetric matrix $\bar{C}^{(2,k)}$,

$$C^{(2,k)} = c^{(2,k)} I + \bar{C}^{(2,k)} \quad \text{and} \quad K_{12}(\bar{C}_1^{(2,k)} + \bar{C}_2^{(2,k)}) = 0 = (\bar{C}_1^{(2,k)} + \bar{C}_2^{(2,k)}) K_{12}. \tag{4.34}$$

The second relation in (4.34) does not fix the graded antisymmetric part. In the cases of $k = 1$ or $k = 3$ this part is $\bar{G}$ or $\bar{H}$ containing independent algebra generators.

The first constraint ($k = 1$) is analyzed completely above and the third ($k = 3$) implies by the latter argument the decomposition

$$H = h I + \frac{1}{2}(G^2 + \beta \bar{G}) + \bar{H}, \quad K_{12}(\bar{H}_1 + \bar{H}_2) = 0 = (\bar{H}_1 + \bar{H}_2) K_{12} \Leftrightarrow \bar{H}_{ab} = -\epsilon \bar{H}_{ba}, \tag{4.35}$$

$h$ is the trace contribution proportional to unity matrix, $h = c^{(2,3)}$. The graded-symmetric part of $H$ is fixed to be half of the graded symmetric part of $G^2$.

In terms of $G, \bar{H}$ the graded anti-symmetric constraints with $k = 4, 5$ read

$$\bar{C}^{(2,4)} = [\bar{G}_1 + P_{12} - \epsilon K_{12}, \bar{H}_2] = 0, \tag{4.36}$$

$$\bar{C}^{(2,5)} = -P_{12} \bar{C}^{(2,4)} P_{12} = [\bar{H}_1, \bar{G}_2 + P_{12} - \epsilon K_{12}] = 0. \tag{4.37}$$

These relations tell that the Yangian generators $\bar{H}$ transform under the adjoint representation of the Lie algebra.

### 4.3 Symmetric constraints

We turn to the analysis of the more involved constraints, the symmetric ones $k = 6, 8$ in this subsection and the antisymmetric $k = 7$ in the the following two subsections. This results in the algebra relations for products of $\bar{G}$ and $\bar{H}$ formulated in the following

**Proposition 5.** The quadratic evaluation conditions result in the structure formulated in Proposition 4 and further constrain the products of the algebra-valued matrices $G, \bar{H}$ as

$$\{\bar{H}, \bar{G}\} + 2\beta \bar{H} - g(\bar{G}^2 + \beta \bar{G}) = c^{(2,6)} I, \tag{4.38}$$

$$[\bar{H}_1, \bar{H}_2] + \frac{1}{8}[W_{12}, \bar{G}_1 - \bar{G}_2] + \frac{1}{8}[P_{12} - \epsilon K_{12}, \chi_1 - \chi_2 - 4g(\bar{H}_1 - \bar{H}_2)] + \frac{1}{8}\alpha [P_{12} - \epsilon K_{12}, \bar{G}_1 - \bar{G}_2] = 0, \tag{4.39}$$

$$\alpha = 4h + \beta^2 + 1 - 2\epsilon \beta + \frac{\beta^3}{2}. \tag{4.40}$$
The proof extends over this and the next two subsections. Here we analyze the symmetric constraints \( k = 6, 8 \). In the next subsection the needed information from the anti-symmetric constraints is derived resulting in particular in a relation for the commutator of the generators in \( \bar{H} \). This commutation relation will be reformulated in terms of the graded anti-symmetrized product of the generators \( \bar{G} \) in the 5th subsection.

We start the proof by recalling that the symmetric constraints (\( k = 1, 3, 6, 8 \)) can be written in the standard form (4.33), which is to be show below for \( k = 6, 8 \). This implies (by the same argument as in sect.3) that the expressions \( C^{(2,k)} \) have no traceless graded-symmetric contributions, i.e. decompose into a trace contribution denoted by \( c^{(2,k)} \) and a graded antisymmetric matrix \( C^{(2,k)} \), (4.34).

The second relation in (4.34) does not fix the graded antisymmetric part of \( C^{(2,k)} \). In the case of \( k = 1 \) or \( k = 3 \) this part is \( \bar{G} \) or \( H \) containing independent algebra generators, i.e. the constraints do not imply relations expressing them in terms of a smaller set of elements. In the other cases \( k = 6, 8 \) it takes to derive from the anti-symmetric constraints a relation of the form

\[
K_{12}(\tilde{C}_1^{(2,k)} - \tilde{C}_2^{(2,k)}) = 0 = (\tilde{C}_1^{(2,k)} - \tilde{C}_2^{(2,k)})K_{12}
\]

to fix it. This will be done in the next subsection.

We rewrite now all relations in terms of \( \bar{G}, \bar{H} \) and the trace contributions \( g, h \). In particular, the sixth constraint takes the form:

\[
-2\epsilon \bar{C}^{(2,6)} = [K_{12}, \{\bar{H}_1, \bar{G}_1\} + \{\bar{H}_2, \bar{G}_2\} - g(\bar{G}_1^2 + \bar{G}_2^2)] = 0.
\]

This relation has now the standard form (4.33) with

\[
C_1^{(2,6)} = \{\bar{H}_1, \bar{G}_1\} - g(\bar{G}_1^2 + \beta \bar{G}_1) + 2\beta \bar{H}_1.
\]

We have added the graded anti-symmetric matrix \( \beta(2\bar{H} - (\beta + g)\bar{G}) \).

Let us transform finally the 8th constraint (4.7) into the standard form (4.33).

\[
\mathcal{C}_s^{(2,8)} = [K_{12}, \{\bar{H}_1, \bar{H}_2\}] + \frac{1}{2}[K_{12}, \{\bar{H}_1, \bar{G}_2^2 + \beta \bar{G}_2\} + \{\bar{G}_1^2 + \beta \bar{G}_1, \bar{H}_2\}] +
\]

\[
+ \frac{1}{4}[K_{12}, \{\bar{G}_1^2, \bar{G}_2^2\}] + \frac{\beta}{2}[K_{12}, \{\bar{G}_1^2, \bar{G}_2\} + \{\bar{G}_2^2, \bar{G}_1\}] + \frac{\beta^2}{4}[K_{12}, \{\bar{G}_1, \bar{G}_2\}] + (h - \frac{\beta \epsilon}{2})[K_{12}, \bar{G}_1^2 + \bar{G}_2^2].
\]

We transform the terms containing \( \bar{H} \):

\[
[K_{12}, \{\bar{H}_1, \bar{H}_2\}] = [K_{12}, -\bar{H}_1^2 - \bar{H}_2^2].
\]

We show that terms linear in \( \bar{H} \) cancel. Indeed,

\[
K_{12}(\{\bar{G}_1^2, \bar{H}_2\} + \{\bar{G}_2^2, \bar{H}_1\}) = K_{12}\left( (\bar{G}_1^2 - \bar{G}_2^2)(\bar{H}_2 - \bar{H}_1) + [\bar{G}_1, \{\bar{G}_1, \bar{H}_1\}] + [\bar{G}_2, \{\bar{G}_2, \bar{H}_2\}] \right) =
\]

\[
= K_{12}\left( \beta(\bar{G}_1 - \bar{G}_2)(\bar{H}_1 - \bar{H}_2) - 2\beta([\bar{G}_1, \bar{H}_1] + [\bar{G}_2, \bar{H}_2]) \right) = 2\beta K_{12}\left( \bar{H}_1 \bar{G}_1 + \bar{H}_2 \bar{G}_2 \right),
\]

Adding the other term containing \( \bar{H} \) one obtains

\[
-\beta K_{12}(\{\bar{G}_1, \bar{H}_1\} + \{\bar{G}_2, \bar{H}_2\}) = \beta K_{12}(\{\bar{G}_1, \bar{H}_2\} + \{\bar{G}_2, \bar{H}_1\}) = 0,
\]

and similarly for terms right-multiplied by \( K_{12} \).
The terms containing only $\bar{G}$’s are

$$\frac{1}{4}[K_{12}, (\bar{G}_1^2 \bar{G}_2^2 + \bar{G}_2^2 \bar{G}_1^2)] - \frac{1}{4}[K_{12}, \bar{G}_1^4 + \bar{G}_2^4] = -\frac{1}{4}[K_{12}, (\bar{G}_1^2 - \bar{G}_2^2)^2] = \frac{\beta}{2}[K_{12}, \bar{G}_1^3 + \bar{G}_2^3],$$

and

$$\frac{\beta}{4}[K_{12}\{\bar{G}_1, \bar{G}_2^2\} + \{\bar{G}_2, \bar{G}_1^2\}] + \frac{\beta^2}{4}[K_{12}\{\bar{G}_1, \bar{G}_2\}] = \frac{\beta}{4}K_{12}(\bar{G}_1^2 - \bar{G}_2^2)(\bar{G}_2 - \bar{G}_1) - \frac{\beta}{4}(\bar{G}_2 - \bar{G}_1)(\bar{G}_1^2 - \bar{G}_2^2)K_{12} - \frac{\beta^2}{4}[K_{12}, \bar{G}_1^2 + \bar{G}_2^2] = \frac{\beta^2}{4}[K_{12}, \bar{G}_1^3 + \bar{G}_2^3].$$

Adding all contributions one obtains the standard form (4.33) with the consequences

$$K_{12}\left(-\bar{H}_1^2 - \bar{H}_2^2 + \frac{1}{4}(\bar{G}_1^4 + \bar{G}_2^4) + \frac{\beta}{2}(\bar{G}_1^3 + \bar{G}_2^3) + (h + \frac{\beta^2}{4} - \frac{\beta\epsilon}{2})(\bar{G}_1^2 + \bar{G}_2^2)\right) = K_{12}(C_1^{(2,8)} + C_2^{(2,8)}) = 0,$$

(4.43)

$$= K_{12}\left(-\bar{H}_1^2 - \bar{H}_2^2 + \frac{1}{4}(\bar{G}_1^4 + \bar{G}_2^4) + \beta(\bar{G}_1^3 + \bar{G}_2^3) + (h + \frac{5\beta^2}{4})(\bar{G}_1^2 + \bar{G}_2^2)\right).$$

$C_1^{(2,8)} + C_2^{(2,8)}$ abbreviates the expression in the bracket multiplying $K_{12}$. Here we took into account the identity

$$[K_{12}, \bar{G}_1^3 + \bar{G}_2^3 + (\beta + \frac{n}{2})(\bar{G}_1^2 + \bar{G}_2^2)] = 0.$$

### 4.4 Anti-symmetric constraints

The graded anti-symmetric constraints $k = 2, 4, 5$ have been analyzed above for the purpose of the proof of Proposition 4.

We intend to fix the graded anti-symmetric part of $C^{(2,6)}$, (4.42). The constraints $k = 2, 4$ provide the needed information. Using the projections of the antisymmetric combination

$$\mathcal{C}_{a,L}^{(2,4)} = K_{12}\left(\{\bar{H}_1, \bar{G}_1\} + 2\bar{\beta}\bar{H}_1 - (\{\bar{H}_2, \bar{G}_2\} + 2\bar{\beta}\bar{H}_2)\right) = 0,$$

(4.44)

and

$$\mathcal{C}_{a,R}^{(2,4)} = \left(\{\bar{H}_1, \bar{G}_1\} + 2\bar{\beta}\bar{H}_1 - (\{\bar{H}_2, \bar{G}_2\} + 2\bar{\beta}\bar{H}_2)\right)K_{12} = 0,$$

(4.45)

as well as

$$\mathcal{C}_{a,L}^{(2,2)} = K_{12}\left((\bar{G}_1^2 + \beta\bar{G}_1) - (\bar{G}_2^2 + \beta\bar{G}_2)\right) = 0,$$

(4.46)

and

$$\mathcal{C}_{a,R}^{(2,2)} = \left((\bar{G}_1^2 + \beta\bar{G}_1) - (\bar{G}_2^2 + \beta\bar{G}_2)\right)K_{12} = 0,$$

(4.47)

one can rewrite this as

$$K_{12}(C_1^{(2,6)} - C_2^{(2,6)}) = 0 = (C_1^{(2,6)} - C_2^{(2,6)})K_{12},$$

(4.48)

due to (3.13). Combining (4.33), (4.42) and (4.48), one deduces $[K_{12}, C_1^{(2,6)}] = 0 = [K_{12}, C_2^{(2,6)}]$. This means that $C^{(2,6)}$, (4.42), has a trace contribution proportional to $I$ only, denoted by $c^{(2,6)}$,

$$\{\bar{H}, \bar{G}\} + 2\bar{\beta}\bar{H} - g(\bar{G}^2 + \beta\bar{G}) = c^{(2,6)}I.$$

(4.49)
Using this relation one can simplify the constraints (4.6) and (4.7). We analyze the remaining graded antisymmetric constraint \( k = 7 \).

\[
\mathcal{C}_{a}^{(2,7)} = [\bar{H}_1, \bar{H}_2] + \frac{1}{2}([\bar{H}_1, G_2^2] + [G_1^2, \bar{H}_2]) + \frac{\beta}{2}([\bar{H}_1, G_2] + [G_1, \bar{H}_2]) + \frac{\beta}{4}([\bar{G}_1, G_2^2] + [G_1^2, \bar{G}_2]) + \\
+ \frac{1}{4}[G_1^2, G_2^2] + \frac{\beta}{4}([G_1, G_2] + \frac{1}{4}[P_{12} - \epsilon K_{12}, (2h - g\beta)(G_1 - G_2) - 2g\bar{H}_1 - \bar{H}_2) - g(G_1^2 - G_2^2)] + \\
+ \frac{1}{4}[P_{12} - \epsilon K_{12}, \{G_1, \bar{H}_2\} - \{G_2, \bar{H}_1\} + \frac{1}{2}([\bar{G}_1, G_2^2] - \{G_2, \bar{G}_1^2\})].
\]

First consider terms linear in \( \bar{H} \). Due to (4.36-4.37) we have

\[
[G_1, \bar{H}_2] = \frac{1}{2}[P_{12} - \epsilon K_{12}, \bar{H}_1 - \bar{H}_2] = [\bar{H}_1, \bar{G}_2],
\]

We rewrite also the last term in the form antisymmetric in 1 \( \leftrightarrow \) 2 and obtain

\[
\frac{1}{2}([\bar{H}_1, G_2^2] + [G_1, \bar{H}_2]) + \frac{1}{4}[P_{12} - \epsilon K_{12}, \{G_1, \bar{H}_2\} - \{G_2, \bar{H}_1\}] = \frac{1}{4}[P_{12} - \epsilon K_{12}, \{G_1, \bar{H}_1\} - \{G_2, \bar{H}_2\}] = \\
= \frac{1}{4}[P_{12} - \epsilon K_{12}, -2\beta(\bar{H}_1 - \bar{H}_2) + g(G_1^2 - G_2^2) + g\beta(G_1 - G_2)].
\]

The contribution of the two other terms linear in \( \bar{H} \) is

\[
\frac{\beta}{2}([\bar{H}_1, G_2] + [G_1, \bar{H}_2]) - \frac{g}{2}[P_{12} - \epsilon K_{12}, (\bar{H}_1 - \bar{H}_2)] = \frac{\beta - g}{2}[P_{12} - \epsilon K_{12}, (\bar{H}_1 - \bar{H}_2)].
\]

Then we calculate the contribution in (4.50) cubic in \( \bar{G} \),

\[
\frac{1}{4}[G_1^2, G_2^2] + \frac{1}{8}[P_{12} - \epsilon K_{12}, \{G_1, G_2^2\} - \{G_2, G_1^2\}] = \frac{1}{16}(G_1^2 + G_2^2, [P_{12} - \epsilon K_{12}, G_1 - G_2]).
\]

The next term in (4.50) simplifies as

\[
\frac{\beta}{4}([G_1^2, G_2^2] + [G_1, G_2^2]) = \frac{\beta}{4}[P_{12} - \epsilon K_{12}, G_1^2 - G_2^2],
\]

and the remaining contributions in (4.50) are trivial. Collecting all terms one obtains

\[
\mathcal{C}_{a}^{(2,7)} = \bar{\mathcal{C}}^{(2,7)} = [\bar{H}_1, \bar{H}_2] + \frac{1}{16}\{\bar{G}_1^2 + \bar{G}_2^2, [P_{12} - \epsilon K_{12}, \bar{G}_1 - \bar{G}_2]\} + \\
+ \frac{1}{4}[P_{12} - \epsilon K_{12}, (2h + \frac{\beta^2}{2})(\bar{G}_1 - \bar{G}_2) - 2g(\bar{H}_1 - \bar{H}_2) + \beta(G_1^2 - G_2^2)].
\]

The constraint \( \mathcal{C}_{a}^{(2,7)} = 0 \) results in the condition (4.39) of the proposition. In subsection 4.5 the expression will be transformed in terms of \( W_{12} \) (3.24).

In the last subsection we have derived from the 8th constraint a relation for \( \bar{H}_2 \) leaving its graded anti-symmetric part undetermined. To obtain this part of \( \bar{H}_2 \) we multiply (4.51) by \( K_{12} \):

\[
K_{12}\mathcal{C}_{a}^{(2,7)} = K_{12}\left(\bar{H}_1^2 - \bar{H}_2^2 + \frac{\epsilon - \beta}{4}(G_1^3 - G_2^3) + \beta g(\bar{H}_1 - \bar{H}_2) - \\
- \left(\frac{\epsilon \beta^2}{4} + \frac{m_2}{8} + \beta h\right)(\bar{G}_1 - \bar{G}_2)\right) = K_{12}(C_{1}^{(2,7)} - C_{2}^{(2,7)}) = 0.
\]
$C^{(2,7)}_1 - C^{(2,7)}_2$ denotes the expression in the bracket multiplying $K_{12}$. Similarly one obtains:

$$C_n^{(2,7)} K_{12} = -K_{12}(C^{(2,7)}_1 - C^{(2,7)}_2) = 0.$$  

Combining these relations and using the identities

$$K_{12} \tilde{G}_2 = -K_{12} \tilde{G}_1, \quad K_{12} \tilde{H}_2 = K_{12} \tilde{H}_1, \quad K_{12} (G_2^2 + \beta \tilde{G}_2) = K_{12} (G_1^2 + \beta \tilde{G}_1),$$  

one can rewrite (4.52) in a form convenient for comparison with (4.43) as

$$K_{12} \left( \tilde{H}_1^2 - \tilde{H}_2^2 - \frac{1}{4} (G_1^4 - G_2^4) + g \beta (\tilde{H}_1 - \tilde{H}_2) - \beta (G_1^3 - G_2^3) - \frac{5}{4} \beta^2 + h \tilde{G}_1 - G_2 - (\frac{\beta^3}{2} + 2 h \beta) (G_1 - G_2) \right) = 0,$$

In this way we determine $\tilde{H}^2$ up to a trace part involving $c^{(2,8)}$.

$$\tilde{H}^2 = c^{(2,8)} I + \frac{1}{4} G^4 - g \beta \tilde{H} + \beta \tilde{G}^3 + (\frac{5}{4} \beta^2 + \frac{\beta g}{2} + h) G^2 + (\frac{\beta^3}{2} + \frac{\beta^2 g}{2} + 2 h \beta) \tilde{G}.$$  

### 4.5 The seventh constraint in terms of $W_{12}$

We recall $W_{12}$ which is the graded-antisymmetrization in indices of $G_1 G_2$ (3.23),

$$W_{12} = -\left( G_2 + \epsilon \right) \left( P_{12} - \epsilon K_{12} \right) G_2 - \epsilon \tilde{G}_1,$$

and its relations (3.27 - 3.29).

We start with the second term in the seventh constraint (4.51) and use the notation as in (4.52):

$$C_7 = \frac{1}{16} \left\{ G_1^2 + G_2^2, [P_{12} - \epsilon K_{12}, G_1 - G_2] \right\} = \frac{1}{8} \left[ P_{12} - \epsilon K_{12}, G_1^2 \right] - \frac{1}{2} \epsilon [G_1 - \epsilon K_{12}, G_1] - 1 \leftrightarrow 2.$$  

Consider the commutator

$$[\tilde{G}_2 + \epsilon, W_{12}] = (\tilde{G}_2 + \epsilon) [P_{12} - \epsilon K_{12}, G_2] (\tilde{G}_2 + \epsilon),$$  

Multiplying it by $P_{12}$ from both sides we have also

$$[\tilde{G}_1 + \epsilon, W_{12}] = (\tilde{G}_1 + \epsilon) [P_{12} - \epsilon K_{12}, \tilde{G}_1] (\tilde{G}_1 + \epsilon),$$

due to the symmetry $W_{21} = W_{12}$ (3.30). This implies

$$[\tilde{G}_1 - \tilde{G}_2, W_{12}] = \tilde{G}_1 [P_{12} - \epsilon K_{12}, \tilde{G}_1] \tilde{G}_1 + \epsilon [P_{12} - \epsilon K_{12}, \tilde{G}_1^2] + \left[ P_{12} - \epsilon K_{12}, \tilde{G}_1 \right] - 1 \leftrightarrow 2.$$  

We see that some terms of (4.57) appear here. Multiplying this expression by $K_{12}$ one obtains using $K_{12} W_{12} = 0$

$$K_{12} (\tilde{G}_1 - \tilde{G}_2) W_{12} = K_{12} \left( \epsilon (2 \tilde{G}_1^3 - \tilde{G}_1^3 - \beta (\tilde{G}_1^2 - \tilde{G}_2^2) + [\tilde{G}_1^2, \tilde{G}_2] + [\tilde{G}_1, \tilde{G}_2^2]) + (m_2 - 2 \beta) (\tilde{G}_1 - \tilde{G}_2) \right) = \epsilon (2 \tilde{G}_1^3 - \tilde{G}_1^3 - \beta (\tilde{G}_1^2 - \tilde{G}_2^2) + [\tilde{G}_1^2, \tilde{G}_2] + [\tilde{G}_1, \tilde{G}_2^2]) + (m_2 - 2 \beta) (\tilde{G}_1 - \tilde{G}_2).$$
One proves that here in the last step we have used (4.64).

\[
\begin{align*}
&= \frac{1}{8}[W_{12}, \bar{G}_1 - \bar{G}_2] + \frac{1}{8}[P_{12} - \epsilon K_{12}, \chi_1 - \chi_2 - 2\beta(\bar{G}_1^2 - \bar{G}_2^2) + (1 - 2\epsilon\beta + \frac{m_2}{2}\epsilon)(\bar{G}_1 - \bar{G}_2)], \\
&= -2\epsilon K_{12}(\bar{G}_1 - \bar{G}_2) \equiv -2\epsilon K_{12}(\chi_1 - \chi_2).
\end{align*}
\]

Similarly, the multiplication by \( K_{12} \) from the right leads to

\[
W_{12}(\bar{G}_1 - \bar{G}_2)K_{12} = -2\epsilon \left( \bar{G}_1 - \bar{G}_2 \right) + (1 - 2\epsilon\beta + \frac{m_2}{2}\epsilon)(\bar{G}_1 - \bar{G}_2)),
\]

Here \( \chi \) is given by (3.26). Then

\[
C_7 = \frac{1}{8}[W_{12}, \bar{G}_1 - \bar{G}_2] + \frac{1}{8}[P_{12} - \epsilon K_{12}, \chi_1 - \chi_2 - 2\beta(\bar{G}_1^2 - \bar{G}_2^2) + (1 - 2\epsilon\beta + \frac{m_2}{2}\epsilon)(\bar{G}_1 - \bar{G}_2)],
\]

and hence according to (4.51)

\[
C_a^{(2,7)} = [\bar{H}_1, \bar{H}_2] + \frac{1}{8}[W_{12}, \bar{G}_1 - \bar{G}_2] + \frac{1}{8}[P_{12} - \epsilon K_{12}, \chi_1 - \chi_2 - 4g(\bar{H}_1 - \bar{H}_2)] + \\
+ \alpha\frac{1}{8}[P_{12} - \epsilon K_{12}, \bar{G}_1 - \bar{G}_2] = 0.
\]

\[
\alpha = 4h + \beta^2 + 1 - 2\epsilon\beta + \frac{m_2}{2}\epsilon.
\]

This completes the proof of Proposition 5.

### 4.6 The center of the truncated Yangian \( \mathcal{Y}^{(p)}(\mathcal{G}) \)

The center of the extended Yangian algebra of the orthogonal and symplectic types has been analyzed in [22] and formulated in terms of the reproducing function. In order to define it we consider again the RLL-relation (1.3) with the fundamental \( R \)-matrix given by (2.1) at \( u = v = \beta \). We arrive at

\[
K_{12}L_1(v - \beta)L_2(v) = L_2(v)L_1(v - \beta)K_{12}.
\]

In the index notation this reads

\[
\varepsilon^{a_1a_2}\varepsilon_{b_1b_2}L^{b_1}_{c_1}(u - \beta)L^{b_2}_{c_2}(u) = L^{a_2}_{b_2}(u)L^{a_1}_{b_1}(u - \beta)\varepsilon^{b_1b_2}\varepsilon_{c_1c_2}.
\]

After multiplication by \( \varepsilon_{a_2a_1} \) we obtain

\[
C_{ab}(u) \equiv L_{ca}(u - \beta)L^{c}_{d}(u) = \frac{1}{n}\varepsilon_{ab}L^{d}_{c}(u)L^{c}_{d}(u - \beta) \equiv \varepsilon_{abcd}(u),
\]

where according to [22] the center reproducing function is defined as

\[
C(u) = L^I(u - \beta)L(u) = c(u)I.
\]

One proves that \( C(u) \) contains central elements by showing that it commutes with \( L(v) \),

\[
C(u)L_2(v) = L^I_1(u - \beta)L_1(u)L_2(v) = L^I_1(u - \beta)R_{12}^{-1}(u - v)L_2(v)L_1(u)R_{12}(u - v) = \\
= L_2(v)R_{12}^{-1}(u - v)L^I_1(u - \beta)L_1(u)R_{12}(u - v) = L_2(v)R_{12}^{-1}(u - v)C(u)R_{12}(u - v) = L_2(v)C(u),
\]

here in the last step we have used (4.64).

In the case of the linear ansatz \( L(u) = uI + G \) the reproducing function looks like:

\[
C_{ab}^{(1)} = \varepsilon_{ad}C^{(1)}d_{b}(u) = \varepsilon_{ad}\varepsilon_{ce}((u - \beta)\delta^e_f + G^e_f)\varepsilon^{df}(u\delta^e_b + G^e_b) =
\]

\[
(4.65)
\]
\[
\varepsilon_{ce}(u + g - \beta)\delta^c_{\alpha} + \bar{G}^e_{\alpha})(u + g)\delta^e_{\beta} + \bar{G}^c_{\beta}) = \\
= \varepsilon((u + g)(u + g - \beta)\varepsilon_{ab} + (u + g - \beta)\bar{G}_{ab} - (u + g)\bar{G}_{ab} - \bar{G}_{ac}\bar{G}^c_{b}) = \\
= \varepsilon((u + g)(u + g - \beta)\varepsilon_{ab} - (\bar{G}^2 + \beta\bar{G})_{ab}) = \varepsilon((u + g)(u + g - \beta) - C^{(1,3)})\varepsilon_{ab}.
\]

Here we have used the notation (3.15) for \( C^{(1,3)} = g \) to emphasize the analogy with the quadratic evaluation case below. Note that all graded antisymmetric terms (like \( \bar{c} \)) obeying the symmetric properties:

\[
C^{(2)}(u) = \varepsilon_{ad}C^{(2)}_{b}(u) = \varepsilon_{ad}\varepsilon_{ce}((u - \beta)^2\delta^c_f + (u - \beta)G^e_f + H^e_f)\varepsilon_{df}(u^2\delta^c_b + uG^e_b + H^c_b) = \\
= \varepsilon((u - \beta)^2\varepsilon_{ac} + (u - \beta)(g\varepsilon_{ac} - \bar{G}_{ac}) + (h\varepsilon_{ac} + \frac{1}{2}(\bar{G}^2 + \beta\bar{G})_{ac} - \bar{H}_{ac})\varepsilon_{df}(u^2\delta^c_b + \frac{1}{2}(\bar{G}^2 + \beta\bar{G})_{b} + \bar{H}^c_b).
\]

Here at the first step we have used \( \varepsilon_{ad}\varepsilon_{df} = \delta^c_d \), lowered the index \( f \) by using the metric tensor. We have taken into account the symmetry properties: \( \varepsilon_{ca} = \varepsilon_{ac}, \bar{G}_{ca} = -\varepsilon\bar{G}_{ac}, \bar{H}_{ca} = -\varepsilon\bar{H}_{ac} \) and \( (\bar{G}^2 + \beta\bar{G})_{ca} = \varepsilon(\bar{G}^2 + \beta\bar{G})_{ac} \). Now we omit the matrix indices and collect similar terms:

\[
\varepsilon C^{(2)}(u) = ((u - \beta)^2 + (u - \beta)g + h)(u^2 + u\varepsilon + h) + (g(u - \beta) + \frac{\beta^2 + g\beta}{2} + h)(\bar{G}^2 + \beta\bar{G}) + \\
+ \beta h\bar{G} + (\beta^2 - 2u\beta - g\beta)\bar{H} + \frac{1}{4}(\bar{G}^4 + 4\beta\bar{G}^3 + 3\beta^2\bar{G}^2) - u\bar{H}\bar{G} - (u - \beta)\bar{G}\bar{H} + \frac{1}{2}(\bar{G}^2 + \beta\bar{G}, \bar{H}) - \bar{H}^2.
\]

We take into account that \( [\bar{G}, \bar{H}] = \beta\bar{H} \) and obtain

\[
\varepsilon C^{(2)}(u) = (h + (u - \beta)^2 + (u - \beta)g)(h + u^2 + u\varepsilon) + (\beta - u)\left([\bar{G}, \bar{H}] + 2\beta\bar{H} - g(\bar{G}^2 + \beta\bar{G})\right) + \\
+ \left(-\bar{H}^2 - g\beta\bar{H} + \frac{1}{4}\bar{G}^4 + \beta\bar{G}^3 + \frac{5}{4}\beta^2 + g\beta^2 + h\bar{G}^2 + (\frac{\beta^3}{2} + g\beta^2 + 2h\beta)\bar{G}\right) = \varepsilon_{df}(u^2 + u\varepsilon + h)(h + (u - \beta)^2 + (u - \beta)g) + (\beta - u)c^{(2,6)} - c^{(2,8)}.
\]

At the last step we have noticed that in the large-bracket terms the expressions of the conditions (4.49) and (4.56) appear.

\section{The Lie algebra resolution}

We consider the case where the second non-trivial term in the quadratic \( L \) (1.4) is completely expressed in terms of the generators in \( G \) obeying the Lie algebra relations. This restriction results in the Lie algebra resolution of the Yangian second order evaluation. Formally this can be understood as a map \( \rho \) of \( \mathcal{Y}^{(2)}(G) \) to the associative algebra generated by the matrix elements of \( G \),

\[
\rho(\bar{H}) = a\bar{G}, \quad \rho(G) = gI + \bar{G}, \quad (5.1)
\]
where $a$ is a central element.

$$\rho(H) = hI + \frac{1}{2}\tilde{G}^2 + (a + \frac{\beta}{2})\tilde{G}. \quad (5.2)$$

We shall see that in this case the algebra relations are fulfilled if a simple condition on the product of the generators in $G$ holds. Then $a$ and also $g$ and $h$ are fixed. This condition is related to the vanishing of a third order polynomial in $\tilde{G}$, in analogy to the linear evaluation case, where a condition is the vanishing of a second order polynomial in $\tilde{G}$. Higher order evaluations are related to such polynomials of corresponding higher order. In the first subsection we discuss, how polynomial conditions in $\tilde{G}$ constrain the algebra, assuming that $\tilde{G}$ obeys the Lie algebra relations.

5.1 Representations specified by characteristic polynomials

Let us consider representations of the orthogonal or symplectic Lie algebra $G$ constrained by the vanishing of a polynomial in $\tilde{G}$.

If this constraint is of first order in $\tilde{G}$ it does not allow non-trivial representations. Consider the quadratic case.

$$\chi^{(2)} = \tilde{G}^2 + A\tilde{G} + B.$$ 

and discuss which values of the coefficients $A, B$ may be chosen.

This expression can be represented as a sum of graded symmetric and antisymmetric matrices,

$$\chi_{ab}^{(2)} = \chi_s_{ab}^{(2)} + \chi_a_{ab}^{(2)}, \quad \chi_s_{ab}^{(2)} = \frac{1}{2}(\chi_{ab}^{(2)} + \epsilon\chi_{ab}^{(2)}), \quad \chi_a_{ab}^{(2)} = \frac{1}{2}(\chi_{ab}^{(2)} - \epsilon\chi_{ab}^{(2)}),$$

and the condition $\chi^{(2)} = 0$ implies both parts to vanish, $\chi_s^{(2)} = 0$ and $\chi_a^{(2)} = 0$. Let us rewrite the two conditions in terms of the tensor product notation,

$$K_{12}(\chi_s^{(2)} + \chi_s^{(2)}) = 0, \quad K_{12}(\chi_a^{(2)} - \chi_a^{(2)}) = 0.$$

Due to the Lie algebra relations the antisymmetric part $\chi_a^{(2)}$ is given by the polynomial of lower order, because

$$K_{12}(\tilde{G}_1^2 - \tilde{G}_2^2) = -\beta K_{12}(\tilde{G}_1 - \tilde{G}_2).$$

In order to avoid a restriction of the first order in $\tilde{G}$ we have to specify the coefficients such that the graded anti-symmetric part vanishes.

$$\chi_s^{(2)} = \tilde{G}^2 + \beta\tilde{G} - m_2 I,$$

where $m_2$ stands for the quadratic Casimir and $I$ is the unit matrix.

Higher order polynomial constraints are to be analyzed analogously. One finds that the order $p$ constraint should be graded symmetric if $p$ is even and graded anti-symmetric if $p$ is odd. Otherwise a constraint of order $p - 1$ would be involved.

Let us address the case of current interest and consider an arbitrary cubic polynomial in $\tilde{G}$

$$\chi^{(3)} = \tilde{G}^3 + D\tilde{G}^2 + E\tilde{G} + F.$$ 

We decompose again into graded symmetric and antisymmetric parts,

$$K_{12}\chi_1^{(3)} = \frac{1}{2}K_{12}(\chi_1^{(3)} - \chi_2^{(3)}) + \frac{1}{2}K_{12}(\chi_1^{(3)} + \chi_2^{(3)}).$$
The symmetric part is reduced to the second order polynomial,
\[ \frac{1}{2} K_{12} (\chi_1^{(3)} + \chi_2^{(3)}) = \frac{1}{2} K_{12} \left( [\bar{G}_1, \bar{G}_2] (\bar{G}_1 - \bar{G}_2) + \bar{G}_1 [\bar{G}_1, \bar{G}_2] + D (\bar{G}_1^2 + \bar{G}_2^2) + 2F \right) = \]
\[ = \frac{1}{2} K_{12} \left( (D - 2\beta - \epsilon)(\bar{G}_1^2 + \bar{G}_2^2) + 2F + m_2 \right). \]

In turn the antisymmetric part contains only one free parameter,
\[ \frac{1}{2} K_{12} (\chi_1^{(3)} - \chi_2^{(3)}) = \frac{1}{2} K_{12} \left( \bar{G}_3^3 - \bar{G}_2^3 + (E - D\beta)(\bar{G}_1 - \bar{G}_2) \right). \]

We should not allow \( \chi^{(3)} \) to include a graded symmetric part, this means \( 2F = -m_2 \) and \( D = \epsilon + 2\beta \). In this way one deduces that the cubic polynomial appropriate for a constraint has the form
\[ \chi^{(3)} = \bar{G}^3 + (\epsilon + 2\beta)\bar{G}^2 + E\bar{G} - \frac{m_2}{2}, \tag{5.3} \]
with one free parameter \( E \). It means that the graded anti-symmetric part of the third power \( \bar{G}^3 \) is constrained to be proportional to the first power \( \bar{G} \).

Now the comparison with (3.26) shows that the free parameter \( E \) in our polynomial \( \chi \) related to \( W_{12} \) is given by
\[ E = \beta D + 2\beta^2 + \epsilon \beta - \frac{m_2}{2} = \epsilon(2\beta - \frac{m_2}{2}), \]
and
\[ \chi = \bar{G}^3 + (\epsilon + 2\beta)\bar{G}^2 + (2\epsilon\beta - \frac{\epsilon m_2}{2})\bar{G} - \frac{m_2}{2}. \tag{5.4} \]

### 5.2 The \( W_{12} \) condition

**Proposition 6.** The conditions of the Lie algebra resolution of the second order Yangian evaluation, where \( L(u) \) has the form
\[ L(u) = u^2 + u(g + \bar{G}) + h + \frac{1}{2}(\bar{G}^2 + (\beta + g)\bar{G}), \tag{5.5} \]
are fulfilled if the matrix \( \bar{G} \) obeying the Lie algebra relation obeys additionally the condition of vanishing of its graded anti-symmetrized product,
\[ (W_{12})_{a_1 b_1 a_2 b_2} = G_{[a_1 b_1} G_{a_2 b_2]} = 0, \tag{5.6} \]
and the central elements are all expressed in terms of \( m_2 = \frac{1}{8} tr(\bar{G}^2) \) as
\[ g^2 = -\beta^2 - \frac{m_2}{8}, \quad 4h = 2\beta^2 - 1 + 2\beta \epsilon - \frac{m_2}{8}. \tag{5.7} \]

**Proof.**

With the above restrictions (5.1) the first five constraints (4.1-4.4) hold and we have to check the remaining three. After the substitution of (5.1) and (5.2) into (4.5) the latter takes the form
\[ [K_{12}, \frac{1}{2}\{\bar{G}_1^2, \bar{G}_2\} + \frac{1}{2}\{\bar{G}_2^2, \bar{G}_1\} + g(\bar{G}_1^2 + \bar{G}_2^2) + (2a + \beta)\{\bar{G}_1, \bar{G}_2\}] = 0. \tag{5.8} \]
We consider the first term in the commutator.
\[
\frac{1}{2}K_{12}\left(\{\tilde{G}_1^2,\tilde{G}_2\} + \{\tilde{G}_2^2,\tilde{G}_1\}\right) = K_{12}(\tilde{G}_1^2 - \tilde{G}_2^2) + \frac{\beta}{2}K_{12}(\tilde{G}_1 - \tilde{G}_2)^2 = \beta K_{12}(\tilde{G}_1^2 + \tilde{G}_2^2),
\]
\[
\frac{1}{2}\left(\{\tilde{G}_1^2,\tilde{G}_2\} + \{\tilde{G}_2^2,\tilde{G}_1\}\right)K_{12} = (\tilde{G}_1 - \tilde{G}_2)[\tilde{G}_1,\tilde{G}_2]K_{12} = \frac{\beta}{2}(\tilde{G}_1^2 - \tilde{G}_2^2)K_{12} = \beta(\tilde{G}_1^2 + \tilde{G}_2^2)K_{12}.
\]
Thus (5.8) acquires the form
\[
(g - 2a)[\tilde{G}_1^2 + \tilde{G}_2^2] = 0. \tag{5.9}
\]
The relation (4.41) then tells that
\[
2a = g, \quad e^{(2,6)} = 0.
\]
Substituting \(\tilde{H} = \frac{2}{g}\tilde{G}\) into (4.39) results in
\[
\mathcal{C}_a^{(2,7)} = \frac{1}{8}[W_{12},\tilde{G}_1 - \tilde{G}_2] + \frac{1}{8}[P_{12} - \epsilon K_{12},\chi_1 - \chi_2] + \frac{\alpha'}{8}[P_{12} - \epsilon K_{12},\tilde{G}_1 - \tilde{G}_2], \tag{5.10}
\]
where
\[
\alpha' = \alpha + 3g^2 = 4h + \beta^2 + 1 - 2\epsilon\beta + \frac{27}{8}\epsilon + 3g^2.
\]
Because \(\chi(\tilde{G})\) is a contraction of \(W_{12}\) with \(\tilde{G}\) (see proof of proposition 1) this constraint is fulfilled if
\[
W_{12} = 0, \quad \alpha' = 0. \tag{5.11}
\]
Finally, we turn to the eighth constraint. Substituting \(\tilde{H} = \frac{1}{2g}\tilde{G}\) in (4.56) we obtain the fourth order polynomial condition in the algebra valued matrix \(\tilde{G}\).
\[
G^4 + 4G^3\beta + (5\beta^2 + 4h - g^2)\tilde{G}^2 + 2\beta(\beta^2 + 4h - g^2)\tilde{G} + 4c^{(2,8)} = 0. \tag{5.12}
\]
This is compatible with the sufficient condition for solving the seventh reduced constraint (5.11) only if
\[
4h - g^2 = 3\beta^2 + 2\beta\epsilon - 1, \quad 4c^{(2,8)} = \frac{m_2}{2}(\epsilon - 2\beta).
\]
Indeed, with these relations between central elements the 4th order polynomial on l.h.s of (5.12) is expressed in terms of \(\chi(\tilde{G})\) as
\[
(\tilde{G} + 2\beta - \epsilon)\chi(\tilde{G}).
\]
This means that the 8th constraint is fulfilled if (5.6) holds. ■

The condition of the vanishing \(W_{12}\) appeared in subsect. 3.3 and has been shown to be equivalent to the one found in [17] for the linear spinorial Yang-Baxter operator \(\mathcal{L}\) (3.19) to obey the spinorial RLL relation (3.20).

We remind the Jordan-Schwinger example of second order evaluation which first appeared in [14] and has been discussed in [17, 18].

Consider the algebra \(\mathcal{H}\) generated by \(n\) Heisenberg canonical pairs \(x_a, \partial_a, a = 1, \ldots, n,\)
\[
x_a\partial_b - \varepsilon\partial_x x_a = [x_a, \partial_b] - \varepsilon = \varepsilon_{ab}, [x_a, x_b] - \varepsilon = [\partial_a, \partial_b] - \varepsilon = 0,
\]
and the map \(\rho: \mathcal{Y}^{(2)}(\tilde{G}) \to \mathcal{H}\)
\[
\rho(G_{ab}) = \tilde{G}_{ab} = x_a\partial_b - \varepsilon x_b\partial_a. \tag{5.13}
\]
Then we find that $\tilde{G}$ is graded antisymmetric and that the Lie algebra relations are fulfilled. Note that the Heisenberg pairs are bosonic in the orthogonal and fermionic in the symplectic case.

The condition $W_{12} = 0$ holds and by Proposition 6 all second order evaluation conditions are fulfilled. The easy way to check the vanishing of $W_{12}$ is to recall the fact that it is the graded-antisymmetrization of the product $G_{a_1 b_1} G_{a_2 b_2}$ (see Proposition 1) and use the Heisenberg algebra relations. It is not difficult to check the RLL relations (1.3) directly with $L(u)$ being of the form (5.5) and with the substitution (5.13).

6 Discussion

Solutions of the Yang-Baxter relations with orthogonal or symplectic symmetry and with a simple linear or quadratic dependence on the spectral parameter exist under restrictions going beyond the Lie algebra relations. In this paper we have investigated the constraints arising from the truncation of the expansion in the spectral parameter in general form.

In the linear case, the Yangian algebra $\mathcal{Y}^{(1)}(G)$ is generated by $G_{a b}$, obeying the underlying Lie algebra as well as the condition of vanishing of the graded-symmetric traceless part of the square, $G^2$.

In the quadratic case, the Yangian algebra $\mathcal{Y}^{(2)}(G)$ is generated by the matrix elements of $\tilde{G}$ obeying the Lie algebra relations and the matrix elements of $\tilde{H}$. The latter transform as the adjoint representation of the Lie algebra. $\tilde{G}$ and $\tilde{H}$ are related by further conditions. The commutation relations of the generators contained in the matrix $\tilde{H}$ are given by an expression in terms of the graded anti-symmetrized product of the generators $\tilde{G}$, $(W_{12})_{abcd} = G_{[ab}\tilde{G}_{cd]}$. The anti-commutator of $\tilde{G}$ and $\tilde{H}$ is expressed by the graded symmetric part of $G^2$. The square $\tilde{H}^2$ is expressed in terms of a fourth order polynomial in $\tilde{G}$.

The second order evaluation $\mathcal{Y}^{(2)}(G)$ can be further restricted to the Lie algebra resolution, where $\tilde{H}$ is proportional to $\tilde{G}$. Then the constraints are fulfilled by imposing, besides of relations on the central elements, the single condition of vanishing of the graded anti-symmetrized product of the generators $\tilde{G}$, $(W_{12})_{abcd} = G_{[ab}\tilde{G}_{cd]}$.

The known example of a linear $L$ operator, representing $\mathcal{Y}^{(1)}(G)$, is based on an underlying Clifford (orthogonal case) or oscillator (symplectic case) algebra. The known example of a quadratic $L$ operator, representing the Lie algebra resolution of $\mathcal{Y}^{(2)}(G)$, is based on the underlying Heisenberg algebra of $n$ canonical pairs, bosonic in the orthogonal case and fermionic in the symplectic case.

It is instructive to see how the set of constraints is fulfilled by these constructions in terms of the underlying algebras. This helps to understand better the distinguished role of these examples.

The general form of the algebra conditions given here allows now to investigate the set of all representations of the truncated Yangians $\mathcal{Y}^{(1)}(G)$ and $\mathcal{Y}^{(2)}(G)$. It is of physical relevance to see whether there are simple orthogonal or symplectic $R$ operators essentially different from the ones known so far.
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