Evaluation of Deep Learning Models for Person Authentication Based on Touch Gesture
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Abstract: Touch gesture biometrics authentication system is the study of user's touching behavior on his touch device to identify him. The features traditionally used in touch gesture authentication systems are extracted using hand-crafted feature extraction approach. In this work, we investigate the ability of Deep Learning (DL) to automatically discover useful features of touch gesture and use them to authenticate the user. Four different models are investigated Long-Short Term Memory (LSTM), Gated Recurrent Unit (GRU), Convolutional Neural Network (CNN) combined with LSTM (CNN-LSTM), and CNN combined with GRU (CNN-GRU). In addition, different regularization techniques are investigated such as Activity Regularizer, Batch Normalization (BN), Dropout, and LeakyReLU. These deep networks were trained from scratch and tested using TouchAlytics and BioIdent datasets for dynamic touch authentication. The result reported in terms of authentication accuracy, False Acceptance Rate (FAR), False Rejection Rate (FRR). The best result we have been obtained was 96.73%, 96.07% and 96.08% for training, validation and testing accuracy respectively with dynamic touch authentication system on TouchAlytics dataset with CNN-GRU DL model, while the best result of FAR and FRR obtained on TouchAlytics dataset was with CNN-LSTM were FAR was 0.0009 and FRR was 0.0530. For BioIdent dataset the best results have been obtained was 84.87%, 78.28% and 78.35% for Training, validation and testing accuracy respectively with CNN-LSTM model. The use of a learning based approach in touch authentication system has shown good results comparing with other state-of-the-art using TouchAlytics dataset.
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1 Introduction

Touch-based authentication system is the way to identify the user based on his touch behavior done on touch devices [1,2]. Moreover, this system has many helpful features over the other types of biometrics authentication system. Such these features are: the touch-based authentication has high level of security...
compared with other authentication methods [3]. Also, we can change the touch behavior rather than other biometric systems as we cannot change the biometric characteristics when it has been attacked. Transparency is another feature provided by touch-based authentication system, for this; the user authenticated without his knowledge and done in the background and in parallel with a user’s common activities on his device [2]. Also, it is performed by using existing embedded sensors in user mobile phone [4]. So, it is relatively having lower cost than other biometrics authentication systems.

A touch-based authentication system like other biometric authentication system contains two main phases: Enrollment and Authentication phase [5] as shown in Fig. 1, the Enrolment phase which enroll the user into the system by his biometric, this phase consists of three sub phases, start with scanning the biometric sample and in the next sub phase the biometric data will be extracted by the system and the last phase; the biometric template will be created and stored in the system storage for the purpose of authentication. The authentication phase is the phase where the new set of biometric data re-collected in order to verify the user, in this phase the data with fresh samples of the same person in the same manner will be collected again and compared with the biometric data that stored in the database. If the authentication system finds the user template in the database match with the one acquired in the authentication phase, it would give the output as matched [5,6].

A touch authentication system done in two modes either static or dynamic, a static authentication mode refers to authenticate the user at specific time, either on login session or pre-defined session, while in dynamic or continuous authentication mode the intervals of authentication are not pre-defined and this type of authentication is always done after the login session [3].

There are two feature extraction approaches have been proposed to extract touch features: hand-crafted feature extraction approach which is based on calculation of raw data to come up with touch features and learning -based feature extraction approach which uses DL models to automatically extracts the features. Using hand crafted approaches are widely used in dynamic touch authentication systems [2,4,7–12] while there are limited works used DL to automatically extract the touch features [13].

In this paper we propose a touch authentication system based on DL. We investigate the performance of the system using different DL models and testing on different touch datasets. Moreover, we investigate in our work if learning-based approach could enhance feature extraction in touch authentication system and thus enhance the system performance.
The main objectives of this work are:

- Evaluate different RNN and CNN-RNN network architectures to authenticate the user using his touch gestures.
- Illustrate if CNN based on RNN could enhance the feature extraction process and thus the system performance rather than using only RNN.
- Examined different model depth by adding different regularization layers to investigate their adequacy and effectiveness on the touch authentication system performance.

The remainder of the paper is organized as follows: Section 2 summarizes related works in touch-based gesture authentication system. Section 3 provides the materials and methods used in our proposed system. The experiments and results introduced in Section 4, and comparison with stat-of-the-art presents on Section 5. While the conclusion and feature work are shown in Section 6.

2 Related Work

Many researches propose an authentication system based on a user touch behavior. In this section we will introduce these works.

Using more than one touch gestures to authenticate the users could enhance the system performance. Tapping, scrolling, dragging and zooming touch gestures used in [7] to authenticate the users. The aim from this study is to explore which combinations of touch gestures could authenticate the user. By applying hand-crafted feature extraction approach, they extract eleven features from tap gesture, sixteen features from scrolling and dragging gestures, and fifteen features from zooming gesture using their own datasets which contains 20 users. They use medians vector proximity (MVP), k-nearest neighbor (k-NN) and Random Forest (RF) as classifiers. The best result they have been obtained was for two gestures; the EER with k-NN was 1.85%, and for three or more gestures the EER with k-NN was 0%.

Antala et al. [12] used horizontal swiping to authenticate the users. Different number of features and classifiers investigated to obtain best performance. Nearest-neighbor, Gaussian Mixture Models (GMM) and support Vector Data Description (SVD), RF, Bayes Net and k-NN with three, eight and eleven features. They obtain best result with two-class classifier and with three features as EER was 0.004 ± 0.001 for the 3-feature set on dataset recorded by 40 users using Android application.

Ellavarason et al. [14] proposed another authentication system which based on different modalities: swipe gestures, signature (finger and stylus), keystroke, accelerometer and gyroscope. They collect their data while the user sitting, walking, treadmill, travelling on a bus and perform his touch behavior on the mobile. 28 features have been extracted using hand-crafted feature extraction. Support vector machine (SVM), KNN and naive Bayes (NB) have been used as classification. The result they have been obtained was 1% ERR with their own dataset collected from 50 users.

Shen et al. [2] used sliding touch behavioral to continuously identify the user. They extract 57 features. They address the features variability of active behavioral of touch gestures by calculating the probability density function (PDF) of one feature and compare it with all features’ PDF. Moreover, the classifiers were used K-NN, SVM, Backward propagation neural network (BPNN) and RF. The Best EER was around 1.8% with RF classifier on touch dataset collected by 71 users.

Zou et al. [8] used horizontal and vertical stroke to authenticate the user. They extract 32 features from complete touch gesture-from start to end touch interaction. Only 29 most significant features used by applying the correlation analysis. Also, they apply Conditional Mutual Information Maximization (CMIM) to select the top 5 features. The classifier used was Import Vector Domain Description IVDD
and based on probabilistic threshold generated by IVDD the user will be either accepted or rejected. The result they have been obtained was FAR 3.56% and mean FRR of 2.14% on TouchAlytics dataset.

Alariki et al. [4] improved the touch-based authentication system by applying feature selection algorithm to select most significant features. Sequential forward selection (SFS) wrapper algorithms used to select 11 features out of 13. They use RF classifier, and 10-fold cross validation on 504 user's records. The result they have been obtained was EER = 0.0833, Accuracy = 91.67% on dataset collected by 84 users.

Ooi et al. [15] exposed the user's temporal touch behavior using temporal regression forest. The main idea used was touch feature temporalization, in which the touch feature vectors are flattened based on the observed successive n time-step before the regression has been done. The result obtained for EER was $\sim 4.0\%$ and $\sim 2.5\%$ using two datasets Serwadda dataset and TouchAlytics dataset, respectively.

Lee et al. [16] enhanced the touch authentication system performance by extracting session based features in addition to stroke touch features, the total number of features have been extracted were 40 features. Also; they used RF and Deep Belief Networks (DBN) for classification. The result they have been obtained was EER of 2.58% using the RF. And EER of 9.93% with DBN on TouchAlytics dataset.

Tolosana et al. [10] authenticated the user by his touch behavior while he draw password digits by his hand. For each digit; they extracted 21 features. Also; They used two models: Bidirectional Long-Short Term Memory (BLSTM) and Dynamic Time Warping (DTW). They used Sequential Forward Floating Search (SFFS) algorithm in order to choose best set of features. The best result they have been obtained was EER of 17.4% for BLSTM model with digit 5 on e-Bio Digit dataset.

Martinez-Diaz et al. [11] statically authenticated the user based on his free-form sketches which use same set of features and pre-processing used by [10], they extracted the features using GMM. They applied two model for classification GMM and DTW. The best result they have been obtained was EER of 21% with GMM and 3% with DTW on DooDB dataset that contains free-form doodles collected from 100 users.

Tolosana et al. [17] enhanced the performance of the authentication system by applying Bidirectional Recurrent Neural Network (BRNN) to access both past and future context. They used LSTM and GRU based on Siamese architecture to verify an on-line signature. A number of 23 features were extracted from user signature. They build two RNN models LSTM and GRU as normal architecture also each with Siamese architecture BRNN. The best result they have been obtained was 2.92% for EER with BGRU on BiosecurID dataset.

So far all the presented related works have been applied hand-crafted feature extraction approaches in their proposed systems. One other work done by Krzemiński et al. [13] which tries to find user's touch patterns from user's touch data and no hand-crafted feature extraction applied to their proposed system. The input to their system was raw data of long stroke. The long stroke is the touch gestures over 13 rows from TouchAlytics dataset raw data. They split the data into different windows of size n then they fuse all windows for multiple strokes of the same user. They used for their work deep multilayer perceptron (MLP). The best result they have been obtained was 96.64% for the accuracy and ERR was 0.065 of the fusion of 10 touch strokes on TouchAlytics dataset.

These works confirm that touch-gestures behavior has a good possibility for authentication on smartphones. The aim of these works on touch gesture authentication system is developing a scheme to enhance the system performance of users’ identification based on their touch gestures behavioral. Compared with these works; our study investigates on enhancing touch authentication system using RNN and RNN based on CNN models to automatically extracts the touch features from any length of touch stroke rather than using hand crafted approaches used in existing related works.
3 Materials and Methods

Touch data is a time series data, and the excellent DL model deal with time series data is RNN [18]. In our proposed system, sequential RNN DL and RNN based on CNN models have been built to be trained on touch data. The input is touch raw data and the output is the probability of each class (user). In this section we will introduce the design of our DL models of the touch authentication system.

3.1 Long-Short Term Memory (LSTM)

LSTM is a type of RNN and used in our proposed system as baseline model [19], as it is dedicated to being applied on time series forecasting. This model illustrated in Fig. 2.

The layers used in the proposed LSTM are:

**Input layer:** this layer takes the raw touch data as input and feed forward them into the next layer in our DL model by considering each row in the data as one sample.

**Long Short-Term Memory LSTM Layer**

LSTM is a type of RNN, that works on feedback connection within the layer, which hold the input and output information of the previous neurons [20]. Therefore; the LSTM use the current information with previous one in its learning [21]. LSTM has smarter neurons which has a memory inside it [22]. Each cell (neurons) in LSTM has three gaits to manage the network. Input Gait, Forget Gait, and Output Gait.

**Input Gait:** this gait adds the input data x to cell state by first, decide which data should be updated using Sigmoid function (Eq. (1)) [22] and then create a vector for the candidate information to be added to the cell state using \( \tanh \) [23,24].

\[
f(x) = \frac{1}{1 + e^{-x}}
\]  

**Forget Gait:** this gait used for removing the less important or undesired information from the cell state. It takes the new input and the output of the previous cell and apply Sigmoid function (Eq. (1)) to output values ranged from 0 to 1, 0 means the information is removed and 1 means the information is required [22,23].

**Output Gait:** this gait determines which will be the output using the Sigmoid Function (Eq. (1)). Then, it takes the new information updated by the input and forget gait, applies a \( \tanh \) function, and multiplies it by the result of the sigmoid function [22,23].
At every time step in LSTM these process will be performed, while each time step; the LSTM cell takes the new data and the previous data (which is the output from previous state) and then pass the updated data to the next state, and at the same time it predicts the actual data [22,23].

**Dense layer:** all neurons in this layer connected with all neurons in the previous layer and receives the input. this layer performs matrix-vector multiplication to generate m-dimensional vector, so this layer changes the feature vector dimension [25].

Because we deal with multi class classification problem, each sample will have a Likelihood value of 1.0 for the correct class and 0.0 for other class values [26], Softmax activation function has been applied on the last layer to calculate the Likelihood (probability) of each class using Eq. (2) [24].

\[
y_k = \frac{y_k e^{ak}}{\sum_{k'} e^{ak'}} \text{ for } K = 1 \ldots K
\]  

(2)

where \( K \) is the number of classes in touch authentication system. Categorical-cross entropy has been used as loss function to observe the training process.

### 3.2 Gated Recurrent Unit (GRU)

Another line of investigation, which is called GRU model, is to repeat the same architecture designed in LSTM baseline model but replacing LSTM layer in Fig. 2 by GRU layer, where GRU is a sampler version of LSTM in its computation and implementation [17,27,28]. The main difference between LSTM and GRU RNNs is the number of gates used to control the flow of information. The GRU RNN unit has only two gates called reset gate \( r \) and update gate \( z \). For each time step \( t \) in GRU:

\[
r_t = \sigma(w_r x_t + U_r h_{t-1} + b_r)
\]

(3)

\[
z_t = \sigma(w_z x_t + U_z h_{t-1} + b_z)
\]

(4)

\[
h_{et} = \tanh(w_k x_t + U_k (h_{t-1} (r_t) + b_k))
\]

(5)

\[
h_t = z_t h_{et} - 1 + (1 - z_t) h_t
\]

(6)

where \( w^* \) and \( U^* \) are the weight matrices and \( b^* \) is the bias vector. The output of Sigmoid layer \( \sigma \) between 0 and 1. The GRU can add new information from \( t \) time also can remove old information from \( t-1 \). The reset gate \( r_t \) oversees keeping in the current cell state (i.e., \( h_{et} \)) the information of the previous time step \( h_{t-1} \) or reset it with the information of only the current input \( x_t \). The update gate \( z_t \) filters how much information from the previous time step and current cell state will flow to the current output of the memory block \( h_t \) [17].

### 3.3 Recurrent Neural Network Based on Convolutional Neural Network CNN-RNN

Here another two models are investigated by adding CNN to RNN DL models; LSTM based on CNN and GRU based on CNN [18]. In this way we have two another different models CNN-LSTM and CNN –GRU.

The architecture of CNN-RNN models is shown in Fig. 3 which contains CNN and Maxpooling layer with RNN model where the **Convolution layer** used in the proposed system is one dimensional convolution network because touch data is a sequential- time series-data. This layer has been used to extracts the local features from the touch raw data. These features are passed to the RNN network to generate temporal features. The **Max-Pool Layer** reduces the dimension of the feature to decreases the computation complexity. It reduces the height and width of a given feature map, but depth (number of channels) remain the same. It is like a moving window with an operation selecting the maximum element within it [29].
3.4 Regularization

To eliminate model overfitting there are many techniques used for regularization. The regularization techniques used in this work are Activity Regularization, Dropout, BN and Leaky-ReLU.

**Dropout layer:** this layer is to decrease the model overfitting by setting the weights to zero with probability $p$ [30].

**Activity Regularization:** it is another regularization technique, which is the sum over all squared weight values of a weight matrix. In our system we use activity regularizer $L2$ which called $L2$ norm of weight matrices, and calculated as Eq. (7):

$$\Omega(w) = \|w^2\| = \sum_i \sum_j w^2_{ij}$$  \hspace{1cm} (7)

where $w$ is the weight matrix [31].

**Batch Normalization (BN)** which used to regularize the model and make it more stable. BN layer takes the output of the preceding activation layer and normalizes it by subtracting the mini-batch mean and dividing by the mini-batch standard deviation. Also, BN layer reduces the network dependency on the initialization of each layer, which allows to use a higher learning rate [26,32].

**Leaky-ReLU Activation Function:** A Rectified Linear Unit (ReLU) has output zero if the input is negative, and raw output (same as input) otherwise (Eq. (8)). Therefore, the derivative of ReLU has two values ether 1 if the input was positive or 0 if the input was negative (Eq. (8)). Thus neuron having negative input does not participate in back propagation to update the parameter of the model as their gradient is zero. This issue is known as a dying-ReLU problem. Leaky-ReLU is one of the solutions to this issue. Instead of the derivative is zero for negative input, a small slope $\alpha$ is assigned. The function computes the corresponding activation is given by Eq. (9), and its derivative is given by Eq. (10) [29].

$$ReLU(x) = \max(x, 0)$$  \hspace{1cm} (8)

$$LeakyReLU(x) = \begin{cases} x & \text{if } x > 0 \\ \alpha x & \text{otherwise} \end{cases}$$  \hspace{1cm} (9)

$$LeakyReLU'(x) = \begin{cases} 1 & \text{if } x > 0 \\ \alpha & \text{otherwise} \end{cases}$$  \hspace{1cm} (10)
4 Experiments and Results

We build our model using Python with Anaconda Jupiter tool. Also, Keras DL library with TensorFlow backend used. Another python libraries used such as Numpy, Pandas and sklearn. Dell device-intel® Core™ i7–7500U CPU 7500 GHz-was used to implement our work. In this section we introduce the datasets used to test our work and evaluation metrics followed by experimental result.

4.1 Touch Datasets

Two touch datasets used in our proposed system: TouchAlytics [33], dataset and BioIndent dataset [34].

4.1.1 Touchalytics Dataset

TouchAlytics has been used to evaluate our proposed system. It contains touch stroke for 41 users. It has been collected using Android smartphones. They develop an android mobile application and allow the user to read Wikipedia documents and determine the differences between two images. At the time while the user interacts with their application the mobile recorded user id, phone id, document id, time, action, device orientation, X and Y coordinates, pressure, area covered and phone orientation. The phone_id can take one value of 1–5 which is refer to the phone type used while the user interacts with the application and experimenter who did the experiment. There are five types of phones used while collecting the data and five experimenters, Nexus 1 Experimenter E, Nexus S Experimenter M, Nexus 1 Experimenter R, Samsung Galaxy S Experimenter I and Droid Incredible, Experimenter E. the column doc_id can take 7 values which are refer to what the user interact with; and there are 4 Wikipedia articles and 3 Image comparison game. The action column has three values 0, 1, and 2 which are referred to touch down, touch up, touch move, respectively. When the user start interacting with the application; the action value be 0, then if the user moves on the screen; the action value be 2, and if the user stop his interaction, the action value be 1. And the phone_orian column can take 2 values 0 or 1 refer to landscape or portrait respectively [33]. There are two versions of this dataset, the first one (version 1) contains touch raw data which has 10 column recorded by phone and the second version (version 2) contains 31 calculated features. In our experiment we use both versions of this dataset as an input to the proposed touch authentication system.

4.1.2 BioIndent Dataset

This dataset has been collected from 71 users from Android smartphones. By developing a client-server android mobile application and allow the user to read a text and answer the questions about the text has been read and select an image from the gallery. Eight different devices were used, including tablets, with varying screen sizes. Moreover, The data was obtained during 4 weeks (not separated in sessions in the database). At the time while the user interacts with their application the mobile recorded four main interactions Up, Down, Left and Right. when the user read a document; “Up” and “Down” operations occurred frequently by doing vertical strokes, and when the user browsing an image “Left” and “Right” operations have been occurred by doing a horizontal stroke. The raw data extracted from these four operations are: device Id, user id, document type, time, action, phone ordination X and Y coordinates pressure and finger area [34].

4.2 Dataset Preparation

Data pre-processing has been used to reduce the noise and thus reduce overfitting. In this context, the data normalization and data standardization have been used in our proposed system.

- Data Normalization: Due to unbalanced values in the data and the data have different values ranges; data normalization technique address this problem by making the data have the same value range [35]. In our proposed system, a method called the min–max Normalization have been used; where the data are scaled so that their ranges are confined to a predefined lower l and upper boundary u. Let F denotes
a dataset of feature sets, \( F_{ij} \), \( i \in \{1, 2, \ldots, a\}, j \in \{1, 2, \ldots, d\} \), represented in the form of an \( a \times d \) matrix, where \( a \) refers to the number of column in the dataset and \( d \) refers to the dimensions of the feature sets. The matrix can be represented as Eq. (11):

\[
X = \begin{bmatrix}
T_{11} & \ldots & T_{1d} \\
\vdots & \ddots & \vdots \\
T_{a1} & \ldots & T_{ad}
\end{bmatrix}
\]  

(11)

Then, the normalized dataset \( \hat{F} \) is obtained by using Eq. (12):

\[
\hat{F} = \frac{F_{ij} - \min(F_j)}{\max(F_j) - \min(F_j)} \times (u - l) + l
\]  

(12)

where \( F_{ij} \) is the dataset before data Normalization, \( u \) is the upper boundary and \( l \) is the lower boundary [35].

- **Data Standardization:**

Another data preprocess technique used in this work is data Standardization which transforms data to have a zero mean as in Eq. (13):

\[
F_{new} = \frac{F - \mu}{\sigma}
\]  

(13)

where \( F_{new} \) is the data after standardization and \( F \) is data before standardization, \( \mu \) is the mean and \( \sigma \) is data standard deviation.

Also, by considering touch authentication system as multi class classification, the class \( Y \) should be converted to one hot encoding \( Y \in \{0, 1\}^K \) where \( K \) is the number of classes. Also, each user in touch dataset has different number of observation than others; from this, it is better to split the dataset into train and test sets in a way that saves the same ratio of examples in each class as observed in the dataset. To address this problem, we use `train_test_split()` by setting the “stratify” argument to the y component of the touch dataset.

### 4.3 Evaluation Metric

Performance of our work were measured using different metrics to validate the proposed model. In this section we provide the performance metrics used in our proposed system.

- **False Acceptance Ratio (FAR):** It is the metric to measure the security of biometric system and calculated as Eq. (14):

\[
FAR = \frac{FP}{FP + TN}
\]  

(14)

where FP means false positive and TN means true negative obtained from confusion matrix [36].

- **False Rejection Ratio (FRR):** It is a part of correct samples that are incorrectly rejected and calculated as Eq. (15) [36]:

\[
FRR = \frac{FP}{TP + FN}
\]  

(15)

where FP means false positive, TP means true positive, and FN means false negative obtained from confusion matrix.
- **Equal Error Rate:** This metric is achieved when FAR and FRR are equal. However, if more than one values in two rates are equal, we find the mean EER [28].

- **Accuracy:** which calculated as Eq. (16):

\[
\text{Accuracy} = \frac{\text{Number of correct prediction}}{\text{Total number of predictions}}
\]  

(16)

- **Cross-Loss Entropy:** The cross entropy of multi class classification calculated by Eq. (17):

\[
cross - \text{entropy} = - \sum_p (k) \cdot \log q(k)
\]  

(17)

where \(p(k)\) is the probability of target class and \(q(k)\) is the predicted class [37].

### 4.4 Experiments

In our experiments; we studied different DL models architectures to obtain best result and construct the most proper structure that can design the touch authentication system. We did many experiments for both RNN and RNN based on CNN and we use 11 different DL architectures. The difference between the architectures in Tab. 1 comes from using different numbers of neurons and/or adding one or more regularization techniques as shown in Fig. 4 and Fig. 5. As data preprocess we encode the classes to one hot encoding, and we normalize the data using MinMaxScaler and standardize data using StandardScaler.

| DL Model# | Model name | Description |
|-----------|------------|-------------|
| 1 | LSTM (Baseline model) | NO layer has been add only LSTM baseline model |
| 2 | LSTM with 700 neurons | Increase neurons numbers in LSTM layer to be 700 neurons. |
| 3 | LSTM with Activity Regularization only | Only add activity—regularizer parameter on LSTM layer. |
| 4 | LSTM with regularization | LSTM (activity regularizer)+Dropout (p = 0.3)+BN(momentum = 0.0) + SoftMax Layer (Fig. 4) |
| 5 | CNN-LSTM | Add CNN Block to LSTM model: CNN layer with filters = 5 12, and kernel_size = length of column, with activation = 'relu' and padding = same + Max pooling layer with pooling size = number of column+ LSTM layer(700 neurons) + softmax layer |
| 6 | CNN-LSTM with regularization | CNN layer with filters = 512, and kernel_size = length of column, with activation = 'relu' and padding = same + leakyReLU(alpha = 0.1) + BN (momentum = 0.0) + Max pooling layer with pooling size = number of column + Dropout Layer(p = 0.3) +LSTM layer+ softmax layer (Fig. 5) |
| 7 | GRU 700 neurons | Replace LSTM layer with GRU in model #2 |
| 8 | GRU Activity Regularization only | Only add activity—regularizer parameter on GRU layer. |
| 9 | GRU with regularization | GRU (activity regularizer)+Dropout (p = 0.3)+BN (momentum = 0.0) +SoftMax Layer (Fig. 4) |
| 10 | CNN-GRU | CNN layer with filters = 512, and kernel_size=length of column, with activation='relu' and padding=same + Max pooling layer with pooling size = number of column + GRU layer +softmax layer |
| 11 | CNN-GRU with regularization | CNN layer with filters = 512, and kernel_size=length of column, with activation='relu' and padding=same + leakyReLU (alpha = 0.1) + BN(momentum = 0.0) + Max pooling layer with pooling size = number of column + Dropout Layer (p = 0.3)+GRU layer+ softmax layer |
After conducting number of experiments with different values of the training's parameters, we adjusted
the values of these parameters for all datasets as follows: epochs = 100, batch size = 500, split ratio= (70%
training, 10% validation, 20% testing). Adam has been used as an optimizer with its default learning rate.

4.5 Results

This subsection summarizes the results that were obtained from our experiments. Different types of data
used as an input to the DL models: the touch raw data and the second version of TouchAlytics dataset that use
hand crafted feature extraction approach to extract touch features [33].

4.5.1 The Result of Using Raw Data as an Input to the DL Models

Touch raw data used as the input to DL models for both TouchAlytics and BioIdent datasets, and the
result of this experiments analyzed here. The results will have presented in Tab. 2 for TouchAlytics
dataset and Tab. 3 for BioIdent dataset in term of training, validation and testing accuracies, training and
validation loss, and FAR, FRR and ERR.

4.5.2 Result of Touchalytics Dataset

From Tab. 2 we see in general, model 10 obtain the best result on TouchAlytics dataset version 1: 96.73%, 96.07% and 96.08% for training accuracy, validation accuracy and testing accuracy respectively. Also model 4 obtain same result on training accuracy 96.73%, and the minimum of training loss of TouchAlytics dataset equal to 0.0888 obtained also with model 4. The minimum FAR has been obtained with model 5 and 10 while the minimum FRR we have been obtained was with model 5 Fig. 6a presents the confusion matrix of TouchAlytics Dataset of CNN-GRU (model 10). Adding the Activity
Regularization L2 in LSTM or GRU layer in model 2 and 7; improved the accuracy in a negligible way.
While adding CNN to GRU leads to enhance the system accuracy. GRU based on CNN perform better than LSTM based on CNN. Moreover; adding the regularization techniques did not improve the results on TouchAlytics dataset and it should be used carefully with more experiments [38,39].

**Table 2**: TouchAlytics dataset's result

| DL Model# | Model name | Training loss | Training accuracy | Validation loss | Validation accuracy | Testing accuracy | FAR | FRR | ERR |
|-----------|------------|---------------|-------------------|-----------------|--------------------|-----------------|-----|-----|-----|
| 1         | LSTM (Baseline model) | 0.1614 | 0.9429 | 0.1657 | 0.9412 | 0.9418 | 0.0014 | 0.0757 | 0.0243 |
| 2         | LSTM with 700 neurons | 0.1207 | 0.9550 | 0.1335 | 0.9511 | 0.9514 | 0.0012 | 0.0613 | 0.0731 |
| 3         | LSTM with Activity Regularization only | 0.1279 | 0.9561 | 0.1336 | 0.9540 | 0.9544 | 0.0011 | 0.0606 | 0.1219 |
| 4         | LSTM with regularization | 0.1508 | 0.9450 | 0.1402 | 0.9490 | 0.9486 | 0.0012 | 0.0648 | 0.1463 |
| 5         | CNN-LSTM | **0.0888** | **0.9673** | 0.1185 | 0.9599 | 0.9605 | **0.0009** | **0.0530** | **0.0243** |
| 6         | CNN-LSTM with regularization | 0.1144 | 0.9576 | 0.1527 | 0.9513 | 0.9521 | 0.0012 | 0.0639 | 0.0243 |
| 7         | GRU 700 neurons | 0.1196 | 0.9555 | 0.1267 | 0.9532 | 0.9533 | 0.0011 | 0.0625 | 0.1219 |
| 8         | GRU Activity Regularization only | 0.1305 | 0.9547 | 0.1357 | 0.9535 | 0.9529 | 0.0011 | 0.0617 | 0.1219 |
| 9         | GRU with regularization | 0.1577 | 0.9438 | 0.1449 | 0.9472 | 0.9480 | 0.0013 | 0.0684 | 0.0731 |
| 10        | CNN-GRU | 0.0889 | **0.9673** | **0.1163** | **0.9607** | **0.9608** | **0.0009** | 0.0533 | 0.0487 |
| 11        | CNN-GRU with regularization | 0.1154 | 0.9573 | 0.1295 | 0.9554 | 0.9549 | 0.0011 | 0.0600 | **0.0243** |

**Table 3**: BioIndent dataset's result

| DL Model# | Model name | Training loss | Training accuracy | Validation loss | Validation accuracy | Testing accuracy | FAR | FRR | ERR |
|-----------|------------|---------------|-------------------|-----------------|--------------------|-----------------|-----|-----|-----|
| 1         | LSTM (Baseline model) | 1.6298 | 0.5149 | 1.6577 | 0.5012 | 0.5084 | 0.0070 | 0.5069 | **0.0** |
| 2         | LSTM with 700 neurons | 1.0279 | 0.6690 | 1.0989 | 0.6520 | 0.6517 | 0.0049 | 0.3585 | 0.0140 |
| 3         | LSTM with Activity Regularization only | 1.0255 | 0.6752 | 1.0909 | 0.6576 | 0.6575 | 0.0049 | 0.3636 | 0.0140 |
| 4         | LSTM with regularization | 1.3117 | 0.5755 | 1.2817 | 0.5848 | 0.5885 | 0.0058 | 0.4275 | 0.0140 |
| 5         | CNN-LSTM | **0.4135** | **0.8487** | **0.7137** | **0.7828** | **0.7835** | **0.0031** | **0.2358** | **0.0140** |
| 6         | CNN-LSTM with regularization | 0.7036 | 0.7463 | 1.5595 | 0.5811 | 0.5803 | 0.0031 | 0.2336 | 0.0281 |
| 7         | GRU 700 neurons | 0.9896 | 0.6780 | 1.0531 | 0.6621 | 0.6607 | 0.0048 | 0.3511 | 0.0140 |
| 8         | GRU Activity Regularization only | 1.0156 | 0.6821 | 1.0716 | 0.6660 | 0.667 | 0.0040 | 0.3565 | **0.0** |
| 9         | GRU with regularization | 1.3379 | 0.5699 | 1.3101 | 0.5783 | 0.5820 | 0.0047 | 0.3565 | **0.0** |
| 10        | CNN-GRU | 0.4218 | 0.8475 | 0.7464 | 0.7707 | 0.7717 | 0.0047 | 0.3565 | 0.014 |
| 11        | CNN-GRU with regularization | 0.7347 | 0.7381 | 1.4224 | 0.5960 | 0.5981 | 0.0057 | 0.4204 | 0.0 |
4.5.3 Result of BioIdent Dataset

As we can see from Tab. 3; in general LSTM based on CNN doing best result 84.88%, 77.68% and 78.07% for Training, validation and testing accuracy respectively, and obtain best result with training and validation loss: 0.4144 and 0.7300 respectively. FAR and FRR: model 5 obtain best result too Fig. 6b presents the confusion matrix of BioIdent dataset of CNN-LSTM model (model 5). Replacing LSTM with GRU did not enhance system accuracy with BioIdent dataset. Also, adding regularization to the model did not act well.

4.5.4 The Result of Using the Hand Crafted Extracted Features as an Input to the DL Models

In this section we provide the result we have been obtained from our proposed system with hand crafted approach for dynamic touch authentication system with TouchAlytics Dataset. Since we obtain best result on model 10-CNN-GRU model-with TouchAlytics dataset version 1; we try to use TouchAlyatics dataset version 1 [33] as an input to CNN-GRU model. However; we use all the features extracted on dataset and we replace Nan or infinity values by zero. Tab. 4 shows the result that we have been obtained while using hand-crafted extracted features as the input to CNN-GRU model. As we can see, the accuracy was 96.94%, 75.77% and 75.39% for training, validation and testing accuracy respectively.

| Model# | Training loss | Training accuracy | Validation loss | Validation accuracy | Testing accuracy | FAR | FRR | EER |
|--------|---------------|-------------------|-----------------|---------------------|-----------------|-----|-----|-----|
| 10     | 0.1029        | 0.9694            | 1.5487          | 0.7577              | 0.7539          | 0.0061 | 0.2645 | 0.0 |

5 Comparison with the-State-of-the-Art

Corresponding to the conducted experiments, touch authentication system with learning-based approach for feature extraction can enhance the system performance and reduce the error. In this section, we describe the comparison of the results for the proposed touch authentication system with the-state-of-
the-art. Tab. 5 summarizes the results of touch authentication system on the constrained TouchAlytics dataset with the state-of-the-art.

| Feature extraction approach | Classifier | Training accuracy | Validation accuracy | Testing accuracy | FAR | FRR | ERR |
|----------------------------|------------|-------------------|--------------------|-----------------|-----|-----|-----|
| Our result                 | Learning-based CNN-LSTM | 96.73% | 96.07% | 96.08% | 0.0009 | 0.0530 | 0.0243 |
| Our result                 | Hand-crafted CNN-LSTM | 96.94% | 75.77% | 75.39% | 0.0061 | 0.2645 | 0.0 |
| [16] (2016) Hand-crafted   | RF         | -     | -     | -     | -     | -     | 0.0258 |
| [16] (2016) Hand-crafted   | DBN        | -     | -     | -     | -     | -     | 0.0993 |
| [8] (2018) Hand-crafted    | IVDD       | -     | -     | 96.64% | -     | -     |
| [13] (2020) Learning-based | MLP        | -     | -     | 96.64% | -     | -     | 0.065 |

The works proposed by [8,16] used hand-crafted features extraction approach to extract touch features from the touchscreen raw data. Also, they use fusion techniques to fuse many touch strokes for authentication. The result they have been obtained were: EER equal to 0.0258 and 0.0993 for RF and DBN respectively [16] and 0.0356, 0.0214 for FAR and FRR respectively using IVDD classifiers [8]. On the contrary, in our proposed system when we use the second version of TouchAlytics dataset as an input to our model we obtain 0.0061 and 0 for FAR and EER respectively which is better than their result. And we obtain best result when the input is touch raw data to our DL model.

A touch authentication system proposed by Krzemiński et al. [13] gave comparable result with us. The MLP DL used in their work, and the input was long stroke from touch raw data. The main difference between the proposed touch authentication system and their work are the use of different DL models that deals with time series data for authentication as well as using one row from touch raw data as the input to our models. They obtain 96.64% and 0.065 for accuracy and EER respectively and we have been obtaining from our system 96.08% for accuracy which is comparable result with their work and our EER we have been obtained better than the work EER.

The presented results show that the learning based approach with using one touch gesture can be successfully used in user authentication task and can outperform state-of-the-art methods.

6 Conclusion and Future Work

This paper has investigated the feasibility and effectiveness of using touch dynamics biometrics for user authentication on mobile devices. Also, study if feature extraction using learning based approach give better result than hand-crafted feature extraction approach or not. We did many experiments for both RNN and RNN based on CNN and we use 11 different DL architectures. The difference between the architectures comes from using different numbers of neurons and/or adding one or more regularization techniques. The data preprocess has been applied to touch raw data; encode categorical data to one hot encoding, and then we normalize the data using MinMaxScaler and standardize data using StandardScaler. The data splitting ratio was 70%, 10% and 20% for training, validation and testing respectively. The deep networks were trained from scratch and tested using TouchAlytics and BioIndent datasets for dynamic touch authentication. The best results we have been obtained were 96.73%, 96.07% and 96.08% for training, validation and testing accuracy respectively with dynamic touch authentication system on TouchAlytics dataset with CNN-GRU DL model, while the best result of FAR and FRR obtained on TouchAlytics
dataset was with LSTM-CNN were FAR was 0.0009 and FRR was 0.0530. For BioIndent dataset the best results have been obtained were 84.87%, 78.28% and 78.35% for Training, validation and testing accuracy respectively with CNN-LSTM DL model. The result shows that the learning based approach gives best result than hand crafted approach.

Touch-based authentication systems still need to be improved, whether in security or in the availability of dataset to validate the system, as well as these systems need to develop the processes of template protection, and there is a limited number of research that secure touch template of the user rather than stored directly into database. As the feature work; we will collect balance, cleaned and accurate touch dataset and enhance the security of touch template in touch authentication system.
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