Charged Oxygen Vacancy Induced Ferroelectric Structure Transition in Hafnium Oxide
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Abstract

The discovery of ferroelectric HfO\textsubscript{2} in thin films and more recently in bulk is an important breakthrough because of its silicon-compatibility and unexpectedly persistent polarization at low dimensions, but the origin of its ferroelectricity is still under debate. The stabilization of the metastable polar orthorhombic phase was often considered as the cumulative result of various extrinsic factors such as stress, grain boundary, and oxygen vacancies as well as phase transition kinetics during the annealing process. We propose a novel mechanism to stabilize the polar orthorhombic phase over the nonpolar monoclinic phase that is the bulk ground state. Our first-principles calculations demonstrate that the doubly positively charged oxygen vacancy, an overlooked defect but commonly presented in binary oxides, is critical for the stabilization of ferroelectric phase. The charge state of oxygen vacancy serves as a new degree of freedom to control the thermodynamic stability of competing phases of wide-band-gap oxides.
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The discovery of unusual ferroelectricity in fluorite-structural hafnium oxide (HfO$_2$) has attracted considerable attention because of its silicon-compatibility and unexpectedly robust ferroelectricity at low dimensions compared to conventional perovskite-based ferroelectrics [1-7]. But there is still an important issue unresolved regarding the origin of ferroelectricity, that is, the stability puzzle: the polar orthorhombic (PO) Pca2$_1$ phase is ferroelectric but metastable[8-10], while the nonpolar monoclinic (M) phase is the ground state [11], and both phases often coexist in ferroelectric HfO$_2$-based thin films [12,13]. Previous experimental and theoretical works have put their effort in identifying the mechanism(s) to stabilize the PO phase, which can be roughly classified into thermodynamic models (including various extrinsic factors such as doping, grain size effect, strain, and electric field) and kinetic models (accounting for phase transition barriers during the annealing process) [7,10-12,14-22]. However, a simple strategy to stabilize the PO phase remains elusive. Among the proposed mechanisms, the oxygen vacancy is brought into sharp focus for following reasons. First, oxygen vacancy is a dominant intrinsic defect in HfO$_2$ thin films which is unavoidable and often found at a relatively high concentration of 1.7×10$^{21}$ cm$^{-3}$ (corresponding to HfO$_{2-x}$ with x = ~2.65%) in experiments [23,24]. Second, there have been experimental observations that the M phase would transform to the PO phase when oxygen vacancies migrate from the interface into the bulk region driven by an electric field [23,25], and high oxygen vacancy concentration can suppress the M phase and stabilize the PO phase, so that significantly improve the ferroelectric property in HfO$_2$ films[26]. A very recent experimental work reported that ferroelectricity in HfO$_2$-based film is intertwined oxygen vacancy migration, and oxygen vacancy migration can induce structural phase transitions. Nevertheless, they claimed that the nature of coupling between oxygen vacancy and ferroelectric “remain agnostic” [27]. Theoretical studies have reported that the energy difference between the PO phase and the M phase will slightly decrease as the concentration of the charge neutral oxygen vacancy (V$^\circ$) increases; however, even at an extremely high concentration of ~12%, the energy of the PO phase is still substantially higher than that of the M phase [5,14,15,28]. It is evident that the oxygen vacancy alone cannot solve the stability puzzle. Moreover, first-principles calculations also indicate that the diffusion barrier of V$^\circ$ in HfO$_2$ is too high (~3 eV) to be mobile [29,30], which is also conflicting with the experimental observations [23,31].

This experiment-theory conundrum regarding oxygen vacancy in HfO$_2$ may derive from an additional degree of freedom: defect charge state. The charge states of a defect is a subject that has been widely studied in semiconductors; previous theoretical works focus on their formation energies, transition levels, etc. [32,33]. In particular, oxygen vacancies are known to possess different charge states such as the doubly positively charged state (V$^{2+}$) in various oxides including HfO$_2$[34,35]. To our best knowledge, no theoretical studies of the effect of V$^{2+}$ on the phase stability of oxides have yet been performed in HfO$_2$, similar idea have been performed in ZrO$_2$ by self-consistent tight-binding (SCTB) model[36]. Using density functional theory (DFT) calculations, we find that a V$^{2+}$ concentration of 2.35% is enough to make the PO phase thermodynamically more stable than the M phase in HfO$_2$. More important, we
thoroughly study the effect of $V^2_O$ on the relative phase stability in various wide-band-gap oxides. We propose that for wide-band-gap oxides, by comparing the absolute energy of defect levels induced by charge neutral oxygen vacancy in different competing phases, the relative thermodynamic stability between competing phases containing charged oxygen vacancies can be determined. Furthermore, we find that $V^2_O$ exhibits lower diffusion barriers than that of $V_O$ in HfO$_2$, indicating the mobile oxygen vacancy observed in experiments is likely at +2 charge state. These results provide insight into the origin of ferroelectricity of HfO$_2$ and may help to explain the vacancy-induced nonpolar-polar phase transition in HfO$_2$.

**Methods**

The density functional theory (DFT) calculations are performed using a plane-wave basis set with a cutoff energy of 500 eV as implemented in the Vienna Ab initio Simulation Package (VASP)[37,38], and the electron exchange-correlation potential was described by the Perdew–Burke–Ernzerhof revised for solids scheme (PBEsol) of the generalized gradient approximation[39]. The PBE functional usually underestimate the band gap, our calculated band gap (~4 eV) is smaller than the experimental value of 5.9 eV[40]. To obtain more accurate information about the band gap, one may opt for hybrid exchange-correlation such as Heyd–Scuseria–Ernzerhof (HSE) functional[41]. The Brillouin zone of unit cell with 12 atoms is sampled with a 12 \times 12 \times 12 Monkhorst-Pack k-mesh. To perform the charged vacancy calculation based on DFT, a jellium background charge was used. The $V_O$ and $V^2_O$ for both M and PO phase are modeled through a periodically repeated supercell of $2 \times 3 \times 2 (6 \times 4 \times 6$ k-mesh) which contains 48 Hf and 96 O atoms. According to previous work, the electrostatic effects on energy of charged defects is inversely proportional to the inter-defect distance[42], thus the supercells studied in this work is sufficiently large to prevent coupling between periodic oxygen vacancies.

**Atomic and electronic structure**

The DFT calculations show that the lattice relaxation around $V_O$ is negligibly weak, while being remarkably strong around $V^2_O$ in the M phase. For $V_O$ (removing a four-fold coordinated oxygen atom), the four neighboring Hf atoms are displaced outward by ~0.013 Å and neighboring O atoms are displaced inward by ~0.035 Å from their original lattice positions, corresponding to 0.6% and 1.6% of the equilibrium Hf-O bond length, respectively. In the case of $V^2_O$, the neighboring Hf atoms have outward displacements of ~0.18 Å, and the surrounding O atoms are distorted inward by ~0.23 Å, as shown by blue and green arrows in Fig. 1a. The atomic displacements induced by $V^2_O$ are about 8.6%–11.0% of the equilibrium Hf-O bond length, nearly ten times of the values around the charge neutral $V_O$. The displacements decay exponentially with increasing distance from the vacancy site (see Supplemental Material, Fig. S1 [43]). Similar effect of oxygen vacancy on lattice relaxations is also found in the PO phase that the local atomic distortions around $V^2_O$ are much larger than those around $V_O$.

The markedly different lattice relaxations around $V_O$ and $V^2_O$ result from the distinctions of their electronic structures. The removal of an oxygen atom leads to a
doubly-occupied defect state within the band gap (see Fig. 1b) due to the wide band gap of HfO₂, while in narrow-band-gap oxides (such as SrTiO₃) the defect states will merge with the bottom of empty conduction band states, making the system metallic [44]. It is well known that semi-local density functionals such as Perdew-Burke-Ernzerhof (PBE) will underestimate the band gap. Considering that the PBE band gap of HfO₂ from our DFT calculations is already quite large (~4 eV), a further enhancement of the band gap (i.e., predicted with hybrid functionals such as HSE06) will only increase the tendency of electron localization around the vacancy site and the formation of doubly-occupied defect state within the band gap. Therefore, the presence of in-gap defect states is robust for wide-band-gap oxides [45] (We also perform calculations using HSE functional, see Supplemental Material Fig. S5 [43]). It is also worth noting that in Fig. 1b, we plot the density of states with respect to the absolute energy instead of setting the Fermi level to zero as usual; we also mark the difference between the defect levels in M phase and PO phase, which will be a focal point in our later discussions. The two excess electrons occupying the in-gap defect states are strongly localized at the oxygen vacancy site, forming an F-center type defect as shown in Fig. 1a. This unusual electronic structure is similar to the electride materials filled with localized electrons in crystal voids [46]. The two localized electrons act effectively as an O²⁻ in the perfect crystal of HfO₂, therefore the neighboring atoms around V₀ can barely sense the removal of an oxygen atom and remain nearly undistorted. Conversely for V₀²⁺, the neighboring atoms can sense the vacancy and the balance of lattice structure is broken, thus leading to strong lattice relaxations.

**Stabilizing the ferroelectric phase by charged oxygen vacancy**

To investigate the influence of charge state of oxygen vacancies on phase stability, we defined ΔE (eV per formula unit) as the total energy difference between PO phase and M phase as a function of the concentration of oxygen vacancies: \( \Delta E(C_{V_0}^n) = E_{PO}(C_{V_0}^n) - E_M(C_{V_0}^n) \), where \( C_{V_0} \) represents the concentration of oxygen vacancies, and superscript \( n \) represents the charge state of vacancy, the \( n = 0 \) and +2 are used in calculations. In a 2×3×2 supercell with 96 O atoms, removing one oxygen atom corresponds to HfO₂₋ₓ with \( x = 2.08\% \). The PO and M phases are modeled with supercells of the same size containing the same number of atoms. This allows a direct comparison of the absolute energies between PO and M phases at the same charge state. A negative value of \( \Delta E \) indicates PO phase is energetically more favorable than M phase.

The calculation results show that V₀ in HfO₂ cannot stabilize ferroelectric PO phase, because \( \Delta E \) only slightly reduces but remains positive with the increasing concentration of V₀ as illustrated in Fig. 2a, which agrees well with previous theoretical studies [5,15,28]. For V₀²⁺, as illustrated in Fig. 2a, \( \Delta E \) decreases gradually from 36.7 meV/f.u. to −57.5 meV/f.u., as the concentration of V₀²⁺ increases from 1.04 to 4.16 % (corresponding to 1 and 4 vacancies in 2×3×2 supercells). This indicates that V₀²⁺ can stabilize the PO phase more effectively than V₀ and in good agreement with experimental observation that high oxygen vacancy concentration can suppress the M phase and stabilize the PO phase[26]. We observe a linear relationship between the concentration of V₀²⁺ and \( \Delta E \) (yellow line in Fig. 2a) at low concentrations (\( C_{V_0}^{2+} < \ldots \))
2.0 %); the extrapolation gives a critical concentration of 2.35 % above which the PO phase is more stable thermodynamically than the M phase. This value agrees well with results from direct DFT calculations for high concentrations which are shown by the blue solid squares in Fig. 2a. The charge vacancy induced stabilization effect is presented even without atomic relaxations around the vacancy site (see blue dashed line in Fig. 2a). Therefore the ion relaxation is not the dominant factor responsible for the drastic reduction of ΔE. The reduction of ΔE is mainly originated from the reduction of the electrostatic energy due to the removal of two localized electrons at the oxygen vacancy site, as discussed in detail below. Similar behavior is found for three-fold coordinated charged oxygen vacancies in other phases of HfO2 (see Supplemental Material, Fig. S2 and S3 [43]).

In addition to the ferroelectric phase stability, the magnitude of polarization is rather crucial for device applications. We find V02+ only slightly weakens the magnitude of the polarization of PO phase. In comparison, VO+ enhances the polarization. As shown in Fig. 2b, the polarization magnitude decreases with the increasing V02+ concentration in PO phase. For instance, ~3 % of V02+ will reduce the polarization by ~10% (from 52.2 to 46.7 μC/cm²), but the resultant polarization magnitude remains within the acceptable range of electronic devices application. The suppressed polarization induced by charged oxygen vacancies might be one of the reasons why the experimental polarization value is usually lower than the ideal magnitude of 52.2 μC/cm² from first-principles calculation [1,4,7,23,25].

Structure phase stabilization influenced by charged oxygen vacancies in wide band gap oxides

Considering that oxygen vacancy is common in oxides, we systematically examined the relationship between V02+ and phase stability in a few representative oxides, and identify a general trend. We propose a thermodynamic cycle connecting the energy difference between two competing phases (A and B with B lower in energy) and the in-gap defect level energy difference (eq.1).

\[ \Delta \varepsilon_D = \varepsilon_D^A - \varepsilon_D^B \]  
\[ E^A(V_o) = E^A(V_0^{2+}) + q\varepsilon_D^A \]  
\[ E^B(V_o) = E^B(V_0^{2+}) + q\varepsilon_D^B \]

It is noted that \( \varepsilon_D \) is the energy of the defect level due to charge neutral oxygen vacancies, superscripts indicate that they correspond to phase A and B, as illustrated in the inset of Fig. 3. \( E(V_o) \) and \( E(V_0^{2+}) \) in eq.2 and eq.3 indicate the total energy of specific phase with neutral or charged oxygen vacancy, respectively. We then define \( \Delta E_P \), subtract eq.2 from eq.3 to get eq.4. The eq.4 is the relative phase stability in the presence of neutral VO and charged V02+, respectively.

\[ \Delta E_P = [E^A(V_o) - E^B(V_o)] - [E^A(V_0^{2+}) - E^B(V_0^{2+})] = q\Delta \varepsilon_D \]  

Therefore, \( \Delta E_P \) reflects the change in relative phase stability when the charge state
of oxygen vacancy becomes +2. The key assumption in the thermodynamic cycle is that for wide-band-gap oxides, the energy of localized charge \( q \) at a vacancy is simply \( q \varepsilon_D \), and thus \( \Delta E_P \) is equal to \( q \Delta \varepsilon_D = 2 \Delta \varepsilon_D \). A positive value of \( \Delta E_P \) means the presence of \( V_{O}^{2+} \) has the tendency to stabilize \( A \) phase relative to the \( B \) phase, potentially driving a phase transition from \( B \) to \( A \). It is evident that \( V_{O}^{2+} \) will reduce more energy of \( A \) phase if \( \varepsilon_{D}^A > \varepsilon_{D}^B \). Take PO phase and M phase in HfO\(_2\) as example, the energy of removing two excess electrons in PO phase is 1.08 eV higher than that in M phase. This value is approximately equal to twice the difference between defect levels which we marked in Fig. 1b (0.49 eV). As we discussed above, in wide gap oxides, the effective charge from \( V_{O} \) is strongly localized at vacancy site and does not bond with atoms around the defect. Therefore, the energy of defect level is mainly contributed by the Hartree potential of the surrounding atoms, and the Hartree potential can be well described by DFT calculations. Due to the different arrangement of atoms around the defect in different phases, their Hartree potentials are also different, which is reflected in the difference of defect levels (\( \Delta \varepsilon_D \)). That’s why for PO phase and M phase in HfO\(_2\), \( \Delta E_P \) is approximately equal to \( q \Delta \varepsilon_D \).

The above conclusion about the relationship between \( \Delta E_P \) and \( q \Delta \varepsilon_D \) should be general for wide-band-gap oxides, and even for ionic insulator. Because Hartree potential and electrostatic energy is universal, and the important factor here is a large band gap that can form a localized defect level, thus the elemental composition and crystal structure of the material are less irrelevant. We first focus on hafnium dioxide and zirconium dioxide (ZrO\(_2\)), checking the \( \Delta E_P \) of their various phases relative to the M phase. As shown in Figure 3, the coordinate of each dot is \((q \Delta \varepsilon_D, \Delta E_P)\) and all dots are located around the dash line which represents \( q \Delta \varepsilon_D = \Delta E_P \). We also calculate the oxygen vacancy in oxides of various valence states, of which band gap obtained by PBE is larger than 3.5 eV, as shown in Figure 3 (See Table S1 in Supplemental Material for detail data [43]), they also located around the dash line. Figure 3 indicates that \( q \Delta \varepsilon_D = \Delta E_P \) is a universal phenomenon in wide band gap oxides. It means that for two specific phases of a certain wide band gap oxides, the \( V_{O}^{2+} \) will significantly reduce the total energy of one phase relative to the other phase, and induce a phase transition. We notice that previous works focus on researching different defects in one certain system. The important parameter there is the chemical potential for the effective charge and atoms being removed or added [47-49]. The chemical potential of the effective charge is given by the chemical potential of the electrons, i.e. the Fermi energy which is usually referenced to the top of the valence band (\( E_{VBM} \)).[50,51] In our work, we are comparing two specific phases of one certain system; when comparing the energy difference between them, the term of chemical potential of atoms is cancelled. As for the energy of the electrons, it is not proper to set the \( E_{VBM} \) of two phases as reference separately. Therefore, we uniquely select the defect levels that have been ignored in previous work as a reference.

**Oxygen vacancy diffusion activation energy**

In ferroelectric HfO\(_2\) films, it is often observed that oxygen vacancies migrate from the interface to the bulk region during an electric field cycling process [23,25]. The
calculated oxygen vacancy diffusion activation energy ($E_a$) of M phase and PO phase are 2.89 and 2.49 eV for V$_O$, respectively, as shown in Fig. 4a, consistent with the value of 2.4–3.2 eV reported in previous work [29,52,53]. Such large diffusion barrier essentially prohibits the migration of V$_O$. Our calculations show that V$_O^{2+}$ has a much lower $E_a$ of 0.98 and 0.85 eV for M and PO phase respectively, as shown in Fig. 4a, which indicates that the mobile oxygen vacancy observed in experiments is likely at a charged state such as V$_O^{2+}$. The diffusion results of $E_a$ are shown to be agreement with those measured for positively charged oxygen vacancies with an activation energy of 0.52 eV in thin HfO$_2$ films [24], as well as DFT calculation activation energy barriers of 0.69 eV in M phase in previous work [54]. Similarly, the reason for the decrease in $E_a$ can be found in the electronic structure. As shown in Fig. 4b, for the initial configuration with a V$_O$, the two excess electrons, corresponding to the doubly-occupied defect state within the band gap, are strongly localized at the oxygen vacancy site. During the oxygen vacancy migration, the two localized electrons at the vacancy site hinder the migration of neighboring oxygen atom. At an intermediate state, the two localized electrons become delocalized and transfer to a defect state with higher energy, resulting in a higher $E_a$. For V$_O^{2+}$, the in-gap defect states are unoccupied and there is no effective charge at the oxygen vacancy site to oppose the incoming oxygen atom during the diffusion, and the $E_a$ is significantly lower. A similar trend has also been observed in ZrO$_2$ [55,56] and other oxides [57,58].

In summary, using first-principles DFT calculations, we systematically compared the effects of the V$_O^{2+}$ and V$_O$ on atomic/electronic structures, electric polarization, phase stability, and the activation energy of oxygen vacancy diffusion in HfO$_2$. As the concentration of V$_O^{2+}$ increases to greater than ~2 %, the ferroelectric PO phase becomes thermodynamically stable than the M phase, which indicates that V$_O^{2+}$ can help stabilize ferroelectric phase in HfO$_2$. We propose a general relationship between the energy in-gap defect levels and relative phase stability in the presence of V$_O^{2+}$ in wide-band-gap oxides. It is also found that compared to V$_O$, V$_O^{2+}$ has lower vacancy diffusion activation energy, likely responsible for the observed oxygen vacancy migrations in experiments. These results suggest that compared to the V$_O$, the theoretically predicted behavior of V$_O^{2+}$ is in better agreement with that observed in experiments. These results may be helpful for the understanding of the origin of ferroelectricity in HfO$_2$ and pave a new way for researching competing structural phases in wide-band-gap materials.
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Figure 1  (a) Defect-free atomic structure of M-phase HfO$_2$ and the local atomic relaxations around the charge neutral (V$_O$) and +2 charged (V$_O^{2+}$) oxygen vacancy; yellow surface represents the charge density isosurface of the doubly-occupied defect state due to charge neutral vacancy; the strong outward and inward displacements of neighboring Hf and O atoms around +2 charged oxygen vacancy are indicated by blue and green arrows. (b) Density of states of different phase of HfO$_2$ with different charge state vacancy, and blue shaded area represents occupied states. The values of doubly-occupied defect level is shown by red dash line. The energy difference of defect levels in M-phase and PO-phase is 0.49 eV.
Figure 2 (a) Energies of the PO phase of HfO$_2$ with different vacancy charge states and relaxation conditions relative to the M-phase ($\Delta E$) as a function of vacancy concentration obtained with a $2\times3\times2$ supercells with 48 Hf and 96 O atoms. (b) Vacancy concentration dependence of local polarization for PO and M phases of HfO$_2$ with oxygen vacancy at different charge states.

Figure 3 The energy differences of defect levels multiplied by the effective charge, versus the energy differences between two phases in same formula cell of oxides in eq. 4.
Figure 4 (a) The energy variation of the $V_O$ and $V_O^{2+}$ during their migrations along the pathways shown in the inset and yellow surface represents the charge density isosurface of the defect state; (b) the corresponding density of states of initial/final and intermediate states with $V_O$ and $V_O^{2+}$ of M phase HfO$_2$. 
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Methods

We consider three competing phases, including ground nonpolar monoclinic P21/c (M) phase, polar orthorhombic Pca21 (PO) phase and nonpolar orthorhombic Pbca (AO) phase in this work. The density functional theory (DFT) calculations are performed using a plane-wave basis set with a cutoff energy of 500 eV as implemented in the Vienna Ab initio Simulation Package (VASP)[1,2], and the electron exchange-correlation potential was described by the Perdew–Burke–Ernzerhof revised for solids scheme (PBEsol) of the generalized gradient approximation[3]. In order to further verify the accuracy of our calculation results, adequate plane-wave energy cutoffs were determined by examining the convergence of bulk. The total energy of a supercell of bulk was converged to 6 meV/f.u. at cutoff energy of 500 eV (relative to calculations at 600 eV), and see detail result in Table S3 in SM. Total energy and all forces on atoms converge to less than 1×10^{-5} eV and 0.005 eV/Å, respectively. The PBE functional usually underestimate the band gap, our calculated band gap (~4 eV) is smaller than the experimental value of 5.9 eV[4]. To obtain more accurate information about the band gap, one may opt for hybrid exchange-correlation such as Heyd–Scuseria–Ernzerhof (HSE) functional[5]. We note that HSE functional only enlarge the band gap and formation of doubly-occupied defect state within the band gap, but the relative location of defect level in M and PO phase (ΔεD) is 0.49 eV, being in good agree with the PBE result (see Fig. 1b and Fig. S6a). We also have examined the results with local-density approximation (LDA) functional and found a similar ΔεD between M and PO phase (see Fig. S6b), on which the main conclusion of our work is based. Therefore, main conclusions in this work are not depend on the exchange-correlation functional in the calculations. The Brillouin zone of unit cell with 12 atoms is sampled with a 12 × 12 × 12 Monkhorst-Pack k-mesh. Table S2 lists the lattice parameters of the three phases of hafnia we used in this work, as predicted from our DFT calculations, which are in good agreement with experimental data and those from theoretical results reported before [6-9].

To perform the charged vacancy calculation base on DFT, we artificially set the number of electrons not equal with the number of the valence electrons of system, and assume a homogenous background charge to maintain the electrical neutrality of the periodic supercell, as known as the jellium background charge. If the number of electrons is less (greater) than the number derived from the valence and the number of atoms, the charge state is positive (negative), otherwise, the charge state is neutral. The neutral (V₀) and +2 charged oxygen vacancy (Vₒ^{2+}) for both M and PO phase are modeled through a periodically repeated supercell of 2×3×2 (6×4×6 k-mesh) which contains 48 Hf and 96 O atoms. According to previous work, the electrostatic effects on energy of charged defects is inversely proportional to the inter-defect distance[10], thus the supercells studied in this work is sufficiently large to prevent coupling between periodic oxygen vacancies. For comparison, we also adopt 2×2×2 supercells with 32 Hf and 64 O atoms in the calculation. All atomic positions and lattice constants are allowed to fully relax. The both threefold and fourfold coordinated oxygen vacancies are considered in the supercell models, because the stability of them strongly depends on the charge state of oxygen vacancy[11].
The polarization magnitude of unit cell was calculated by atomic displacements with respect to the referenced centrosymmetric P42/nmc tetragonal phase multiplied by the Born effective charges. The Born effective charges along the c-axis were calculated by DFT calculation: $Z_{\text{Hf}}^* = 4.86$, $Z_{\text{O}_1}^* = -2.15$, $Z_{\text{O}_2}^* = -2.61$, where O1 and O2 represent threefold and fourfold coordinated oxygens in HfO$_2$, the calculated spontaneous polarization of PO phase is 52.2 $\mu$C/cm$^2$, which agrees well with previous theoretical studies[12]. The activation energy ($E_a$) of oxygen vacancy migration between the nearest-neighbor sites was calculated by nudged elastic band (NEB) method[13].

We also calculate the oxygen vacancy in oxides of various valence states, these oxides are all common oxides, and their structure match experimentally determined crystal structure. The DFT method and calculation details of these oxides are consistent with that of HfO$_2$. The band gaps obtained by PBE of oxides listed in Table S1 are all larger than 3.5 eV. We repeat same calculation on the solid solutions of Hf$_x$Zr$_{1-x}$O$_2$ and strain condition of HfO$_2$ (modifying lattice parameters of a, b, c).

Since the defect states of $V_{\text{O}}$ and $V_{\text{O}}^{2+}$ are full-occupied and non-occupied, there is no spin-polarization in their electronic structure. We carried out the calculation of 1$^+$ charged oxygen vacancy ($V_{\text{O}}^{1+}$), of which the defect state is occupied by one electron, the electronic structure shows a considerable spin-polarization induced by $V_{\text{O}}^{1+}$ (See Fig. S6).
| Phases of oxides | \( \Delta \varepsilon_D = \varepsilon_D^A - \varepsilon_D^B \) (eV) | \( \Delta E_P \) (eV) |
|------------------|------------------|------------------|
| HfO\(_2\) (B= P2\(_1\)/c; A= P2\(_1\)/c) | | |
| Pca2\(_1\) | 0.491 | 1.077 |
| Pca2\(_1\) (3-coordination) | 0.359 | 0.848 |
| Pca2\(_1\) (LDA) | 0.491 | 1.070 |
| Pbca | 0.506 | 1.105 |
| Pmna | 1.613 | 3.326 |
| R3 | 0.624 | 1.171 |
| R3m | 1.099 | 2.303 |
| P4\(_2\)/nmc | 0.860 | 1.700 |
| HfO\(_2\) (B= P2\(_1\)/c; A= P2\(_1\)/c with strain) | | |
| 3\% | 0.8071 | 1.4802 |
| 2\% | 0.5480 | 1.0055 |
| 1\% | 0.2847 | 0.5125 |
| -1\% | -0.2792 | -0.5329 |
| HfO\(_2\) (B=Pca2\(_1\); A= Pca2\(_1\) with strain) | | |
| 3\% | 0.2777 | 0.5410 |
| 2\% | 0.5645 | 1.0637 |
| 1\% | 0.8348 | 1.5689 |
| -1\% | -0.3011 | -0.5602 |
| ZrO\(_2\)(B= P2\(_1\)/c; A= P2\(_1\)/c) | | |
| Pca2\(_1\) | 0.541 | 1.131 |
| Pbca | 0.408 | 1.004 |
| R3 | 1.051 | 2.114 |
| R3m | 1.057 | 2.154 |
| P4\(_2\)/nmc | 0.912 | 1.836 |
| Fm 3m | 1.057 | 2.154 |
| Hf\(_x\)Zr\(_{1-x}\)O\(_2\) (B= P2\(_1\)/c; A= Pca2\(_1\)) | | |
| x=75\% (Configuration 1) | 0.9053 | 1.8152 |
| x=75\% (Configuration 2) | 0.8598 | 1.7327 |
| x=50\% | 0.9352 | 1.9094 |
| x=25\% | 0.8885 | 1.8666 |

| Other binary oxides | | |
|---------------------|------------------|------------------|
| Al\(_2\)O\(_3\) (A=Pbcn; B=R3c) | 0.6740 | 1.430 |
| Ga\(_2\)O\(_3\) (A=C2/m; B=R3c) | 1.1435 | 2.358 |
| V\(_2\)O\(_5\) (A= C2/c; B= P2\(_1\)/m) | 1.2715 | 3.214 |
| MgO (A= Fm 3m; B= P6\(_3\)mc) | 2.4095 | 4.805 |
| SiO\(_2\) (A= P3\(_2\)21; B= P6\(_2\)22) | 0.3635 | 0.694 |
| CaO (A= Fm 3m; B= P6\(_3\)mc) | 1.5120 | 2.693 |
| Sc\(_2\)O\(_3\) (A= Fm 3m; B= P3\(_m\)1) | 0.8118 | 1.747 |

**Table S1** The DFT calculated value of \( \Delta \varepsilon_D \) and \( \Delta E_P \) in HfO\(_2\), ZrO\(_2\), and other wide-band-gap binary oxides, the relationship between them satisfies the equation of \( q \times \Delta \varepsilon_D \approx \Delta E_P \) \( (q = 2) \). The definition of \( \Delta \varepsilon_D \) and \( \Delta E_P \) are given in main text. The data are plotted out with colored dots in the Fig. 2.
| Phase          | a (Å) | b (Å) | c (Å) | β (deg) | V(Å³/u.f.) |
|---------------|-------|-------|-------|---------|------------|
| P₂₁/c (M)     | 5.07  | 5.15  | 5.24  | 99.65   | 33.85      |
| Pca₂₁ (PO)    | 5.00  | 5.02  | 5.20  | 90      | 32.65      |
| Pbca (AO)     | 9.94/2=4.97 | 5.02 | 5.19  | 90      | 32.45      |

**Table S2** Lattice parameters of optimized geometry of the monoclinic (M phase) and orthorhombic (PO and AO) phases of HfO₂

| Cutoff Energy | P₂₁/c | a      | b      | c      | β      | V     | E     |
|--------------|-------|--------|--------|--------|--------|-------|-------|
|              |       | (Å)    | (Å)    | (Å)    | (deg)  | (Å³/u.f.) | (eV/f.u.) |
| 500          | 5.07  | 5.15   | 5.24   | 99.65  | -33.85 | -31.846 |
| 550          | 5.07  | 5.15   | 5.24   | 99.65  | -31.84 | -31.847 |
| 600          | 5.07  | 5.15   | 5.24   | 99.63  | -31.81 | -31.852 |
| 700          | 5.08  | 5.15   | 5.24   | 99.64  | -33.82 | -31.857 |

**Table S3** Lattice parameters and total energy of optimized geometry of the monoclinic (M phase) phase of HfO₂ with different cutoffs.
Figure S1 The relaxation displacements with respect to original position of (a) Hf and (b) O atoms in the supercells with $V_O$ and $V_O^{2+}$. The X-axis represents the distance between specific atom and vacancy site.
Figure S2 The energies of AO phase and PO phase relative to that of the ground M-phase (ΔE) with V_O and V_O^{2+}. The calculations are performed in a 2×3×2 supercells with 48 Hf and 96 O atoms.
Figure S3 The energies of AO phase and PO phase relative to that of the ground M-phase ($\Delta E$) with $V_O$ and $V_O^{2+}$, and with different coordination oxygen vacancy. The calculations are performed in a $2 \times 2 \times 2$ supercells with 32 Hf and 48 O atoms.
Figure S4 (a) The total polarization for different size of supercells of M-phase HfO$_2$ and (b) the local polarization distribution induced by V$_0^{2+}$ in the supercells.
Figure S5 Density of states (DOS) for M and PO phase of HfO$_2$ obtained using (a) HSE with 25% of exact exchange and (b) LDA. The red dish lines represent weighted average energy in defect states.
Figure S6 Orbital-decomposed DOS of bulk HfO$_2$ with a +1 charged oxygen vacancy.
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