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Abstract—The Biocreative VII Track-2 challenge consists of named entity recognition, entity-linking (or entity-normalization), and topic indexing tasks – with entities and topics limited to chemicals for this challenge. Named entity recognition is a well established problem and we achieve our best performance with BERT-based BioMegatron models. We extend our BERT-based approach to the entity linking task. After second stage pretraining BioBERT with a metric-learning loss strategy called self-alignment pretraining (SAP), we link entities based on the cosine similarity between their SAP-BioBERT word embeddings. Despite the success of our named entity recognition experiments, we find the chemical indexing task generally more challenging.

In addition to conventional NER methods, we attempt both named entity recognition and entity linking with a novel text-to-text or “prompt” based method that uses generative language models such as T5 and GPT. We achieve encouraging results with this new approach.
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I. INTRODUCTION

The body of scientific literature is vast and rapidly growing, with over 1.5 million paper citations added to PubMed alone last year. In order to make the knowledge in these papers easily discoverable, effective methods are needed to automatically extract entities, link them to standardized concepts in knowledge bases, and index key topics. Track 2 of Biocreative VII [11] asks us to develop methods for named-entity recognition (NER), entity linking, and topic indexing of chemical names and topics found in full-text PubMed articles.

NER is a critical first step in extracting information. Current state-of-the-art NER methods use BERT-based models [2][3]. Previous work has shown that using domain-specific vocabularies and pre-training BERT on in-domain text significantly boosts performance for biomedical natural language processing (NLP) tasks [4][5]. Moreover, Shin et al. [6] reported that, compared to other NLP tasks, NER is particularly sensitive to differences in model vocabulary. The beneficial effect of domain-specific vocabulary is likely due to the fact that it is helpful to represent entities as single tokens, whereas general-domain vocabularies tend to break up biomedical terms into multiple subtokens. Experiments by Shin et al. [6] also demonstrated that larger models outperform smaller ones in biomedical NLP.

Following NER, entity linking is another key step in information extraction pipelines. Entity linking is the process of matching concepts mentioned in natural language to their unique IDs and canonical forms stored in a knowledge base. Traditional approaches to entity linking involve string matching, calculating edit distance, and other heuristic based methods. Modern deep learning entity linking strategies generally combine an NER model, candidate generation model, and entity ranking model in a multi-step pipeline [7].
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For our Track-2 submission, we use an implementation of Liu et al. [5]'s self-alignment pre-training technique. Self-alignment pretraining is a neural entity linking approach in which a pre-trained language model undergoes a second stage of pre-training and the resulting embedding space is used to assess semantic similarity between two entities.

Recent work has shown that many NLP tasks can be framed as "text-to-text" or "prompt-based" tasks using generative language models. This approach offers the advantage that a single model can be used for different tasks without a need for task-specific layers. Such an approach seems particularly promising for this track since it consists of three different but related sub-tasks. Although this approach has successfully been applied to a variety of NLP problems such as text classification, natural language inference, and summarization, to our knowledge there are no studies to date that attempt to formulate NER, entity linking, or topic indexing as text-to-text tasks. We try this approach by reframing the different tasks as text-to-text problems (Fig. 1) and using T5 [9] and GPT [10] models fine-tuned on the challenge data to generate "answers" conditioned on "prompts." Our experiments with this novel approach do not achieve the same performance as more established approaches, yet they show some promise and point towards intriguing possible lines of investigation for future research.

We find that the chemical indexing task is more challenging than NER and entity linking, especially using BERT-based models, despite having successful BERT-based NER models. We considered developing hierarchical models to map chemical named entities into common ancestors in the MeSH database for topic indexing. However, we find that there is limited overlap between chemical entities found in an article and the chemical topics indexed for that article. Many of the indexed chemical topics do not correspond directly to chemical entities named in the article, and conversely, the chemical entities discussed in an article are not necessarily indexed as topics. With the limited number of labeled articles provided, we found it hard to train models to learn principles of topic indexing.

II. DATASET

Annotated training, development, and test data are provided as part of the BioCreative VII Track 2. The data includes 150 full-text PubMed articles. Each article has labeled chemical entities and chemical indexing topics. The chemical entities and topics are provided with their standardized Medical Subject Heading (MeSH) IDs [17]. There is also a held-out test set where the gold-standard annotation is not provided - but used for official submission and evaluation. For more details about the dataset please refer to the dataset paper by Islamaj et. al [12]. We report the evaluation scores on the test set with annotations throughout the paper. The official scores from held-out test set on NER and entity-linking are shown at the end.

We exclusively used the provided training data for the BERT-based experiments. The text-to-text based methods required large-scale data in order to achieve comparable results to the BERT-based methods. We utilized the BioCreative VII Track 1 large-scale sub-track data.
**Text-to-text format (T5)**

*find entities:* "CsWD40 was then coexpressed with CsMYB5e in tobacco plants to increase levels of both anthocyanins and PAs."

*answer:* "anthocyanins", "PAs"

*normalize entity “PAs” in context:* "CsWD40 was then coexpressed with CsMYB5e in tobacco plants to increase levels of both anthocyanins and PAs."

*answer:* "Proanthocyanidins"

*find topics:* "A WD40 Repeat Protein from Camellia sinensis Regulates Anthocyanin and Proanthocyanidin Accumulation through the Formation of MYB–bHLH–WD40 Ternary Complexes Flavan-3-ols and oligomeric proanthocyanidins (PAs) are the main nutritional polyphenols in green tea (Camellia sinensis), which provide numerous benefits to human health. … CsWD40 was then coexpressed with CsMYB5e in tobacco plants to increase levels of both anthocyanins and PAs."

*answer:* "Anthocyanins", "Flavonoids", "Proanthocyanidins", "flavan"

**Text-to-text format (GPT)**

CsWD40 was then coexpressed with CsMYB5e in tobacco plants to increase levels of both anthocyanins and PAs. `<ENTITY>` "anthocyanins", "PAs`"

A WD40 Repeat Protein from Camellia sinensis Regulates Anthocyanin and Proanthocyanidin Accumulation through the Formation of MYB–bHLH–WD40 Ternary Complexes Flavan-3-ols and oligomeric proanthocyanidins (PAs) are the main nutritional polyphenols in green tea (Camellia sinensis), which provide numerous benefits to human health. … CsWD40 was then coexpressed with CsMYB5e in tobacco plants to increase levels of both anthocyanins and PAs. `<TOPIC>` "Anthocyanins", "Flavonoids", "Proanthocyanidins", "flavan"

**III. BERT-BASED MODELS**

We employ the widely adopted method of BERT-based token classification for NER. After verifying the BioBERT (3) baseline, we experiment with BioBERT-large and BioMegatron (6) models. For the NER task, training, dev, and test sets with ground-truth annotations are provided, and the prediction on an additional, larger test set is submitted for final official evaluation.

**TABLE I**

| Model         | #Parameters | Vocabulary       | Strict.F1 | Approx.F1 |
|---------------|-------------|------------------|-----------|-----------|
| BioBERT-base  | 110m        | BERT-uncased     | 0.8017    | 0.8998    |
| BioBERT-large | 345m        | BERT-uncased     | 0.7908    | 0.8870    |
| BioMegatron   | 345m        | bi-uncased-50k   | 0.8244    | 0.9274    |
| BioMegatron   | 345m        | bio-cased-30k    | 0.8200    | 0.9183    |
| BioMegatron   | 800m        | BERT-cased       | 0.8114    | 0.9179    |
| Ensemble      | —           | —                | 0.8324    | 0.9295    |

**TABLE II**

| Prec | Rec | F1  |
|------|-----|-----|
| 0.4398 | 0.6383 | 0.5208 |
| 0.4617 | 0.7844 | 0.5749 |
For entity-linking, we adopt the self-alignment pre-training approach described by Liu et al. The main idea behind this approach is to use a metric-learning loss to reshape the initial BioBERT embedding space such that synonyms of the same concept are pulled closer together and unrelated concepts are pushed further apart. The concept embeddings from this reshaped space can then be used to build a knowledge base embedding index. This index stores MeSH IDs mapped to their respective concept embeddings in a format conducive to efficient nearest neighbor search. We link query concepts to their canonical forms in the knowledge base by performing a nearest neighbor search—matching concept query embeddings to the most similar concept embedding in the knowledge base index.

We use the UMLS dataset to pre-train BioBERT for entity linking. The training dataset consists of pairs of concept synonyms that map to the same ID. At each training iteration, we only select hard examples present in the mini batch to calculate the loss and update the model weights. In this context, a hard example is an example where an entity is closer to an unrelated concept in the mini batch than it is to the synonym concept it is paired with by some margin. Table I shows the entity linking results on the test set using our BERT-based NER ensemble predictions. We observe reasonable scores even though lower than the median scores of the submissions: strict: 0.6873 / 0.7266 / 0.7325; approx: 0.6520 / 0.8075 / 0.7929. We suspect this difference is due to our approach for this subtask relying exclusively on representations of the extracted entities, without consideration for the entire sentence context.

IV. Text-to-Text Approach

Text-to-text, or “prompting” based methods are attractive, as many different tasks can be expressed as natural language question and answer tasks and predictions can be generated for multiple tasks from a single model. We adopt this approach to convert NER, entity-linking, and indexing task into natural language, text-to-text problems. We experiment with two of the popular generative language models: T5 [9] and GPT [10], both of similar size to BERT-large with about 345m parameters. The second of our two NER submissions come from predictions made by T5.

Examples of how we pre-process the data into text-to-text format are shown in Figure 1. Long paragraphs are split into sentences. We formulate NER, entity-linking, and indexing tasks as natural language questions for use by the T5 model. For GPT we use a simpler format in which we separate the “context” and answer with a special token that is specific to each task, instead of using a natural language question. We did not experiment with entity-linking using GPT. We fine-tune both GPT and T5 on the NLM-Chem train split given by the task organizers.

Table III shows the evaluation results for NER using T5 and GPT models.

| Model | Prec | Rec  | F1   |
|-------|------|------|------|
| T5    | 0.7622 | 0.5863 | 0.6628 |
|       | Approx. | 0.8638 | 0.6551 | 0.7451 |
| GPT   | 0.6684 | 0.5807 | 0.6215 |
|       | Approx. | 0.7764 | 0.6394 | 0.7013 |

Table IV shows the evaluation scores on the test set for the T5 model. We applied BERT-based entity-linking to T5 NER out puts for our submission because the text-to-text T5-based scores were lower. Even though the text-to-text based entity-linking did not perform as well as the BERT-based entity-linking, we believe it has strong potential for improvement. Unlike our BERT-based normalization where only word embeddings are used, the text-to-text based entity-linking naturally takes the entire sentence as a context for the normalization.

Table V shows the chemical indexing on the test set using T5 and GPT models.

| Model | Prec | Rec | F1 |
|-------|------|-----|----|
| T5    | 0.0302 | 0.6797 | 0.0578 |
|       | Approx. | 0.0679 | 0.6383 | 0.1187 |
| GPT   | 0.0588 | 0.0392 | 0.0471 |
|       | Approx. | 0.2337 | 0.1338 | 0.1433 |

We attempt the chemical indexing task by providing the title, two sentences from the abstract, and keywords as context and prompting T5 and GPT to generate index terms. Due to the maximum sequence length limit on model inputs, we can only feed two abstract sentences at a time into the models. We repeatedly combine consecutive abstract sentence pairs with the corresponding article title and key words until the model has been prompted with, and made predictions for, the entire article abstract.

Since the training dataset provided is very small, we train on a 17 million article subset of PubMed with their respective chemical for the NER task. The performance was further enhanced using a model ensemble. We use the best ensemble

V. Official Submission Evaluation Scores

We have submitted the results on NER and entity-linking using BERT-based and T5-based text-to-text methods for official evaluation. The official evaluation scores for the NER (Chemical Mention Recognition) are shown in Table VI. Table VII shows the official entity-linking (Chemical Normalization to MeSH IDs) (Chemical Normalization to MeSH IDs) evaluation scores on the recognized chemical mentions.

VI. Discussion

Consistent with previous findings, we achieve good performance by fine tuning larger pre-trained BERT-based language models with in-domain vocabulary sets on the NER task. The performance was further enhanced using a model ensemble.
for one of our two final NER submissions. Our other NER submission came from text-to-text predictions made by our T5 model.

As part of this challenge, we also experimented with novel text-to-text based methods using T5 and GPT generative models. We obtained decent overall results, but they are still lower than the results from our best BERT-based models. A key advantage of the text-to-text approach, often also called “prompting” methods, is that we are able to perform different sub-tasks without modifying the model architecture. While we do not observe state-of-the-art results as in some recent literature \([7, 28]\), these studies suggest that model size needs to be at least 5 billion parameters to have comparable performance with supervised methods. We hypothesize our relatively smaller model size is a factor that affected the results from our text-to-text experiments. Another possible issue is the domain mismatch between the general domain text used to pretrain these models and the biomedical text on which we deployed them. We hypothesize that better results can be obtained by pretraining these generative language models on in-domain text.

There are many other factors that can affect the performance of the text-to-text based approach using generative models. For example, hyper-parameters for text generation and post-processing such as beam-search can greatly affect the final performance. Choices about pretraining and fine-tuning methods are also important factors. Finally, the form of the prompts themselves can have a non-trivial impact on performance.

We achieve very good performance using BERT-based supervised methods, but the new text-to-text based methods have great potential. We look forward to closing the gap with continuing research in this area.
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