Anderson acceleration (AA) is widely used for accelerating the convergence of non-linear fixed-point methods
\[ x_{k+1} = q(x_k), \quad x_k \in \mathbb{R}^n, \]
but little is known about how to quantify the convergence acceleration provided by AA. As a roadway towards gaining more understanding of convergence acceleration by AA, we study AA(m), i.e., Anderson acceleration with finite window size m, applied to the case of linear fixed-point iterations \[ x_{k+1} = Mx_k + b. \] We write AA(m) as a Krylov method with polynomial residual update formulas, and derive \((m+2)\)-term recurrence relations for the AA(m) polynomials. Writing AA(m) as a Krylov method immediately implies that \(k\) iterations of AA(m) cannot produce a smaller residual than \(k\) iterations of GMRES without restart (but without implying anything about the relative convergence speed of (windowed) AA(m) versus restarted GMRES(m)). We find that the AA(m) residual polynomials observe a periodic memory effect where increasing powers of the error iteration matrix \(M\) act on the initial residual as the iteration number increases. We derive several further results based on these polynomial residual update formulas, including orthogonality relations, a lower bound on the AA(1) acceleration coefficient \(\beta_k\), and explicit nonlinear recursions for the AA(1) residuals and residual polynomials that do not include the acceleration coefficient \(\beta_k\). Using these recurrence relations we also derive new residual convergence bounds for AA(1) in the linear case, demonstrating how the per-iteration residual reduction \(\|r_{k+1}\|/\|r_k\|\) depends strongly on the residual reduction in the previous iteration and on the angle between the prior residual vectors \(r_k\) and \(r_{k-1}\). We apply these results to study the influence of the initial guess on the asymptotic convergence factor of AA(1), and to study AA(1) residual convergence patterns.
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1. Introduction. In this paper we consider the following nonlinear iteration with window size \(m\),
\[
\begin{align*}
x_{k+1} & = q(x_k) + \sum_{i=1}^{\min(k,m)} \beta_i^{(k)}(q(x_k) - q(x_{k-i})), \quad k = 0, 1, 2, \ldots,
\end{align*}
\]
which aims to accelerate fixed-point (FP) iterations of the type
\[
\begin{align*}
x_{k+1} & = q(x_k), \quad x_k \in \mathbb{R}^n, \quad k = 0, 1, 2, \ldots,
\end{align*}
\]
with fixed point \(x^* = q(x^*)\). The coefficients \(\beta_i^{(k)}\) in (1.1) are determined by solving an optimization problem in each step \(k\) that minimizes a linearized residual in the new iterate \(x_{k+1}\). Method (1.1) is known as Anderson acceleration (AA) [2]. Specifically, AA(m), with window size \(m\), solves in every iteration the optimization problem
\[
\begin{align*}
\min_{\{\beta_i^{(k)}\}} \left\| r(x_k) + \sum_{i=1}^{\min(k,m)} \beta_i^{(k)}(r(x_k) - r(x_{k-i})) \right\|^2
\end{align*}
\]
with up to \(m\) variables. Here, the residuals \(r(x)\) of the fixed-point iteration are defined by
\[
\begin{align*}
r(x) & = x - q(x).
\end{align*}
\]
The 2-norm is normally used in the optimization problem (1.3), and throughout this paper $\| \cdot \|$ will denote the 2-norm. When $m = 0$, (1.1) is reduced to the fixed-point iteration (1.2). Furthermore, the AA($m$) iteration (1.1) we discuss in this paper is the original Anderson acceleration method as proposed in [2], which is also the main focus of theoretical work by Walker and Ni in [33] and Toth and Kelley in [32]. As in [33, 32], we set the so-called mixing or relaxation parameter from [2] equal to one. Note that the AA($m$) iteration (1.1) is different from the Type-I methods in the so-called “Anderson family” of methods proposed by Fang and Saad in [10]; the original Anderson acceleration method (1.1) we discuss here is a Type-II method in the classification of [10].

Anderson acceleration dates back to the 1960s [2] and is widely used in computational science to accelerate iteration methods which converge slowly or do not converge. It has gained significant new interest over the past decade both in terms of theoretical developments and applications. Early on, most research focused on the application of AA without theoretical convergence analysis. For example, [21] examines the effectiveness of AA applied to modified Picard iteration for nonlinear problems arising in variably saturated flow modeling. Similarly, [15] applies AA to the Uzawa algorithm for the solution of saddle-point problems, [13] applies AA to expectation-maximization, and [23] investigates the self-consistent field method accelerated by AA for electronic structure computations. For more applications, we refer to [1, 4, 10, 18]. Anderson acceleration is also closely related to the nonlinear GMRES method from [25, 5, 6].

AA is often very effective at accelerating convergence, but little is understood about how to quantify or predict the convergence improvements provided by AA. Motivated by a desire to improve our understanding of AA convergence acceleration for finite window size $m$, our aim in this paper is to study AA($m$) applied to the linear case, that is, with the iteration function $q(x)$ in (1.2) given by

$$q(x) = Mx + b,$$

where the fixed point satisfies $Ax^* = b$ with $A = I - M$. We will assume that $A$ is nonsingular and we exclude the trivial case that $A = I$ and $M = 0$.

Our approach will be to write AA($m$) in the linear case as a Krylov method, and we will derive recurrence relations for the AA($m$) residual polynomials that, to the best of our knowledge, have not appeared in the literature before. This will allow us to derive several new properties of AA($m$) iterations in the linear case for general $m$, and, for AA(1), new results on residual convergence bounds and on the influence of the initial guess on the asymptotic convergence factor.

1.1. AA($m$) acceleration coefficients. The AA($m$) acceleration coefficients $\beta_i^{(k)}$ in iteration (1.1) satisfy the following relations. Assume that $k \geq m$. Define $r_k = x_k - q(x_k)$ and

$$\beta^{(k)} = \begin{bmatrix} \beta_1^{(k)} \\ \vdots \\ \beta_m^{(k)} \end{bmatrix}, \quad R_k = \begin{bmatrix} r_k - r_{k-1} & r_k - r_{k-2} & \cdots & r_k - r_{k-m} \end{bmatrix}.$$ 

Then, using the 2-norm in (1.3), the solution of the least-squares problem (1.3) can be written as

$$\beta^{(k)} = -(R_k^T R_k)^{-1} R_k^T r_k,$$
If $R_k^T R_k$ is invertible. Otherwise, we can take

$$
\beta^{(k)} = -R_k^t r_k,
$$

(1.8)

where $R_k^t$ is the pseudo-inverse of $R_k$, and $\beta^{(k)}$ corresponds to the minimum-norm solution of the least-squares problem. We note that $R_k^t = (R_k^T R_k)^{-1} R_k^T$.

Particularly, when $m = 1$ and $r_k \neq r_{k-1},$

$$
\beta_1^{(k)} = \frac{-R_k^T (r_k - r_{k-1})}{\|r_k - r_{k-1}\|^2} =: \beta_k.
$$

(1.9)

When $r_k = r_{k-1}$, we take $\beta_k = 0$ according to (1.8).

As $x_k$ approaches $x^*$, it is important to solve the least-squares problem (1.3) in a numerically stable manner, because $R_k$ in (1.6) may become close to rank-deficient. This topic has been discussed extensively in the AA literature, and several options are available. The normal equations should not be used because this squares the condition number. Two suitable approaches are discussed in [10], including using a rank-revealing QR decomposition or a truncated singular value decomposition. Matlab’s QR solver or pseudo-inverse solver use similar approaches [22]. As an alternative, [33] proposes to use a standard QR factor-updating technique that can save some work, combined with an approach that adaptively changes $m$ to drop columns if $R_k$ becomes too ill-conditioned. In the context of parallel implementations, [20] discusses further versions of QR factor-updating techniques that are optimized to reduce global communication cost using low-synchronization variants of classical and modified Gram-Schmidt.

1.2. AA$(m)$ convergence. It is only recently that the first results have been obtained on the convergence of AA. In [32] it was shown that AA$(m)$ is locally $r$-linearly convergent under the assumptions that $q(x)$ is contractive and the AA coefficients remain bounded. However, this work does not prove that AA actually improves the convergence speed. Further progress was made in [9], showing that, to first order, the convergence gain provided by AA in step $k$ is quantified by a factor $\theta_k \leq 1$ that is the ratio of the square root of the optimal value defined in (1.3) to $\|r(x_k)\|_2$. However, it is not clear how this result may be used to quantify the asymptotic gain in convergence speed, since $\theta_k$ does not appear to observe an upper bound $< 1$ as $k$ increases.

In [28] the authors show refined residual bounds that include higher-order terms and rely on sufficient linear independence in the least-squares problems, which they ensure using a safeguarding strategy. In [8, 34], the authors consider stationary versions of the AA$(m)$ iteration where constant iteration coefficients $\beta_i$ are chosen in such a way that they minimize the $r$-linear convergence factor of the stationary AA$(m)$ iteration, given knowledge of $q'(x^*)$. This provides insight into how the optimal stationary AA$(m)$ iteration improves the asymptotic convergence of the FP method by reducing the spectral radius of $q'(x^*)$, where $q(x)$ can be interpreted as a nonlinear preconditioner for AA$(m)$, see also [4].

In the linear case, it has long been known that, in the case of infinite window size $m = \infty$, AA$(m)$ and the related nonlinear GMRES method of [25] are equivalent in a certain sense to GMRES [30]. In [33] the following precise equivalence result was obtained: if we apply GMRES to a nonsingular linear system $(I - M)x = b$ with initial guess $x_0$ and assume that GMRES residuals strictly decrease, $\|r_{k+1}\| < \|r_k\|$ for all $k$, then the $k+1$st AA iterate with infinite window size, starting from the same initial guess, can be obtained from the $k$th GMRES iterate as $x_{k+1}^{AA} = q(x_k^G) = Mx_k^G + b$, where $x_k^G = \text{GMRES}(x_k, b)$. This result shows that AA$(m)$ is a Krylov method, and it also provides a way to quantify the asymptotic gain in convergence speed, since $\theta_k$ becomes too ill-conditioned. In the context of parallel implementations, [20] discusses further versions of GMRES [30]. In [33] the following precise equivalence result was obtained: if we apply GMRES to a nonsingular linear system $(I - M)x = b$ with initial guess $x_0$ and assume that GMRES residuals strictly decrease, $\|r_{k+1}\| < \|r_k\|$ for all $k$, then the $k+1$st AA iterate with infinite window size, starting from the same initial guess, can be obtained from the $k$th GMRES iterate as $x_{k+1}^{AA} = q(x_k^G) = Mx_k^G + b$, where $x_k^G = \text{GMRES}(x_k, b)$. This result shows that AA$(m)$ is a Krylov method, and it also provides a way to quantify the asymptotic gain in convergence speed, since $\theta_k$ becomes too ill-conditioned. In the context of parallel implementations, [20] discusses further versions of GMRES [30].
which can also be expressed in terms of the error $e_k = x - x_k$ as $e^{AA}_{k+1} = M e^G_k$. Clearly, this so-called essential equivalence of GMRES and AA for infinite window size, also implies that all the results of GMRES convergence theory directly apply to AA convergence when the window size is infinite, as long as the GMRES residuals do not stagnate. However, when GMRES does stagnate, i.e., $r^G_{k+1} = r^G_k \neq 0$ for some $k$, the equivalence between AA and GMRES breaks down. In those cases, GMRES would still converge in at most $n$ steps, but AA stalls at an iterate with a nonzero residual for all further iterations [33]. This stagnation behavior of AA with infinite window size was fully characterized in [29].

However, much less is known about the convergence of AA($m$) applied to linear problems when the window size is finite, which is the case considered in this paper. Some limited results are known about the convergence of restarted GMRES($m$), but these results cannot be applied to AA($m$) since AA($m$) uses a windowing approach instead of restarting. Just like restarted GMRES($m$), AA($m$) does not have the finite-iteration convergence property of GMRES. In terms of stagnation behavior, it is easy to see that AA($m$) with finite window size applied to linear problems can never stagnate when $\|M\| < 1$, since [32] shows that the AA($m$) residuals satisfy $\|r_{k+1}\| \leq \|M\| \|r_k\|$, which implies $\|r_{k+1}\| < \|r_k\|$ when $\|M\| < 1$. We are not aware of results on the stagnation behavior of AA($m$) with finite window size when $\|M\| \geq 1$.

We give an example in this paper where we apply AA(1) to a linear problem with $\|M\| > 1$ and obtain $r_2 = r_1 \neq 0$, but subsequent $r_k$ obtained by AA(1) converge to zero.

1.3. AA($m$) in the linear case. In this paper, we focus on AA($m$) applied to the linear case, with iteration function (1.5). We are interested in exploring polynomial update formulas for the residual of AA($m$), and deriving recurrence relations for the AA($m$) polynomials. Recall that the order-$s$ Krylov subspace generated by a matrix $T$ and a vector $v$ is the linear subspace spanned by the images of $v$ under the first $s$ powers of $T$, that is

$$K_s(T,v) = \{v, Tv, \ldots, T^{s-1}v\}.$$

The specific case of AA(1) in (1.1) reads, for $k \geq 1$,

$$x_{k+1} = (1 + \beta_k)q(x_k) - \beta_k q(x_{k-1}).$$

(1.10)

In previous work, [16, 19, 24] have interpreted Nesterov acceleration, which is similar in form to AA(1) but with a prescribed sequence of acceleration coefficients $\beta_k$, as a Krylov method. Inspired by this, we investigate in this paper how AA($m$) for linear problems, with $\beta^{(k)}$ given by (1.7), relates to Krylov methods. Following [16, 19, 24], this is easy to see for AA(1) applied to (1.5), as we now explain. Given $x_0$, let $x_1 = q(x_0)$. The residual $r_{k+1}$ generated by AA(1) iteration (1.10) satisfies

$$r_{k+1} = x_{k+1} - (Mx_{k+1} + b) = Ax_{k+1} - b,$$

$$= A((1 + \beta_k)(Mx_k + b) - \beta_k (Mx_{k-1} + b)) - b,$$

$$= (1 + \beta_k)AMx_k - \beta_k AMx_{k-1} + Ab - b,$$

$$= (1 + \beta_k)MAx_k - \beta_k MAx_{k-1} + Mb + Ab - b,$$

(1.11)

$$= (1 + \beta_k)Mr_k - \beta_k Mr_{k-1}.$$
This gives the following expressions for the first few $r_k$:

$$
\begin{align*}
    r_1 &= Mr_0, \\
    r_2 &= ((1 + \beta_1)M^2 - \beta_1 M)r_0, \\
    r_3 &= ((1 + \beta_2)(1 + \beta_1)M^3 - ((1 + \beta_2)\beta_1 + \beta_2)M^2)r_0, \\
    r_4 &= ((1 + \beta_3)(1 + \beta_2)(1 + \beta_1)M^4 - ((1 + \beta_3)(1 + \beta_2)\beta_1
    + (1 + \beta_3)\beta_2 + \beta_3(1 + \beta_1))M^3 + \beta_3\beta_1 M^2)r_0.
\end{align*}
$$

Clearly, AA(1) is a Krylov space method. We will investigate in this paper how this extends to AA($m$) and allows to derive new properties of the AA($m$) iteration in the linear case.

Finally, it is worth noting that, in practice, AA($m$) is almost always used in the form of (1.1), with a single initial guess $x_0$ that is used as the starting point for accelerating FP method (1.2) using a window size that gradually increases from 1 to $m$ over the first $m$ steps of the AA($m$) iteration. Note, also, that $x_1 = q(x_0)$ in iteration (1.1). However, for our theoretical derivations it will sometimes be useful to consider a version of AA($m$) iteration (1.1) that starts with a general initial guess $\{x_0, x_1, \ldots, x_m\}$ and uses window size $m$ from the first iteration:

$$
    x_{k+1} = q(x_k) + \sum_{i=1}^{m} \beta_i^{(k)}(q(x_k) - q(x_{k-i})), \quad k = m, m + 1, \ldots.
$$

We emphasize, however, that we only use this approach with general initial guess $\{x_0, x_1, \ldots, x_m\}$ as an intermediate step in our theoretical derivations for the regular AA($m$) iteration of (1.1) with single initial guess $x_0$, and the version with general initial guess is normally not used in practical computer implementations.

The rest of this paper is organized as follows. In Section 2, we write AA($m$) as a Krylov method and derive polynomial residual update formulas. We derive recurrence relations for the AA($m$) polynomials, and several further results including orthogonality relations. In Section 3, we focus specifically on AA(1). We obtain a lower bound on the AA(1) acceleration coefficient and explicit nonlinear recursions for the AA(1) residuals and residual polynomials. Using these recurrence relations, we prove results on the influence of the initial guess on the asymptotic convergence factor of AA(1) in the linear case, and we derive new residual convergence bounds for AA(1). Numerical results are presented in Section 4 to illustrate the theoretical findings and how they relate to AA($m$) convergence patterns. Finally, we draw conclusions in Section 5.

2. AA($m$) as a Krylov space method. In this section, we consider AA($m$) with finite window size $m > 1$ applied to linear problems and establish links with Krylov methods. We will discuss some specific aspects of the case that $m = 1$ in Section 3. It has been known for a long time that AA($m$) is essentially equivalent to GMRES when the window size $m$ is taken as infinite [25, 33]. When this is not the case, AA($m$) is a limited-memory version of AA($\infty$) with a moving window, similar to how the commonly used restarted GMRES($m$) is a memory-economic version of GMRES – but GMRES($m$) uses restarts rather than a moving window. This section establishes results on AA($m$) with finite $m$ viewed as a Krylov space method.

Assuming $k \geq m$, AA($m$) iteration (1.1) can be rewritten as

$$
    x_{k+1} = \left(1 + \sum_{i=1}^{m} \beta_i^{(k)}\right)q(x_k) - \sum_{i=1}^{m} \beta_i^{(k)}q(x_{k-i}), \quad k = m, m + 1, \ldots.
$$
In the linear case, we obtain
\[(2.2) \quad x_{k+1} = \left(1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) M x_k - \sum_{i=1}^{m} \beta_i^{(k)} M x_{k-i} + b, \quad k = m, m+1, \ldots.\]

This leads to the following update formula for the AA\((m)\) residuals:

**Proposition 2.1.** The residuals \(r_{k+1}\) generated by AA\((m)\) iteration \((1.1)\) applied to linear iteration \((1.5)\) with \(k \geq m\) satisfy
\[(2.3) \quad r_{k+1} = \left(1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) Mr_k - \sum_{i=1}^{m} \beta_i^{(k)} Mr_{k-i}, \quad k \geq m.\]

**Proof.** From \((2.2)\) and \(AM = MA\) we have, for \(k \geq m\),
\[
Ax_{k+1} = \left(1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) AM x_k - \sum_{i=1}^{m} \beta_i^{(k)} AM x_{k-i} + Ab,
\]
\[
= \left(1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) MA x_k - \sum_{i=1}^{m} \beta_i^{(k)} MA x_{k-i} + Ab,
\]
\[
= \left(1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) M(Ax_k - b) - \sum_{i=1}^{m} \beta_i^{(k)} M(Ax_{k-i} - b) + Mb + Ab,
\]
\[
= \left(1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) Mr_k - \sum_{i=1}^{m} \beta_i^{(k)} Mr_{k-i} + b.
\]

Thus, \(r_{k+1} = Ax_{k+1} - b = \left(1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) Mr_k - \sum_{i=1}^{m} \beta_i^{(k)} Mr_{k-i}.\)

Direct calculations then lead from expression \((2.3)\) to the following result, establishing that AA\((m)\) is a Krylov method in the linear case, that is, \(r_{k+1} \in K_s(M, r_0)\), and deriving \((m + 2)\)-term recurrence relations for the AA\((m)\) residual update polynomials:

**Proposition 2.2.** AA\((m)\) iteration \((1.1)\) applied to linear iteration \((1.5)\) is a Krylov method, with the residuals given by
\[(2.4) \quad r_{k+1} = p_{k+1}(M) r_0, \quad k \geq 0,\]
where \(p_{k+1}(\lambda)\) is a polynomial of degree at most \(k + 1\), satisfying the following recurrence relations: When \(k=0,\)
\[p_1(\lambda) = \lambda.\]
When \(1 \leq k < m,\)
\[(2.5) \quad p_{k+1}(\lambda) = \left(1 + \sum_{i=1}^{k} \beta_i^{(k)} \right) \lambda p_k(\lambda) - \sum_{i=1}^{k} \beta_i^{(k)} \lambda p_{k-i}(\lambda) \text{ where } p_0(\lambda) = 1.\]
When \(k \geq m,\)
\[p_{k+1}(\lambda) = \left(1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) \lambda p_k(\lambda) - \sum_{i=1}^{m} \beta_i^{(k)} \lambda p_{k-i}(\lambda).\]
Moreover, \(p_k(1) = 1\) and \(p_k(0) = 0, k = 1, 2, \ldots.\)
Proof. As explained in Appendix A, the result follows from direct calculations using (2.3) as a starting point. To show this, Appendix A first establishes a result analogous to Proposition 2.2 for the more general case of iteration (1.13) with general initial guess \( \{x_0, x_1, \ldots, x_m\} \), in Proposition A.1. The result of Proposition 2.2 then easily follows from Proposition A.1.

Using Proposition 2.2, it can be shown easily that there is a periodic pattern with period \( m + 1 \) in the AA\((m)\) polynomials:

**Proposition 2.3.** The residuals of AA\((m)\) iteration (1.1) applied to linear iteration (1.5) satisfy

\[
(2.6) \quad r_{s(m+1)+i} = M^{s+1} g_{s(m+1)+i-(s+1)}(M) r_0, \quad s = 0, 1, 2, \ldots, \quad i = 1, \ldots, m + 1,
\]

where \( g_{s(m+1)+i-(s+1)}(\lambda) \) is a polynomial of degree at most \( s(m+1) + i - (s+1) \) and \( \lambda^{s+1} g_{s(m+1)+i-(s+1)}(\lambda) = p_{s(m+1)+(\lambda)} \) from (2.4).

Expression (2.6) indicates that every \( m + 1 \) iterations, the power of \( M \) in the right-hand side of (2.6) increases by 1. We refer to this property as the AA\((m)\) iterations possessing a periodic memory effect. Expression (2.6), thus, reveals that AA\((m)\) provides acceleration as a result of two multiplicative effects: damping of error modes by \( M^s \) as in the FP method, augmented by polynomial acceleration. As a result of the windowing in AA\((m)\), the effect of the FP iteration is, thus, retained in an accumulative fashion as \( k \) increases. This is in contrast to restarted GMRES\((m)\), where there is no such cumulative damping since the iteration is fully restarted every \( m \) steps.

Next, the following result follows directly from (2.4) in Proposition 2.2, since GMRES determines the optimal degree-\( k \) polynomial with \( p_k(1) = 1 \).

**Proposition 2.4.** When applied to linear iteration (1.5), \( k \) steps of AA\((m)\) cannot produce a residual that is smaller in the 2-norm than the residual obtained by GMRES\((k)\) applied to the corresponding linear system.

**Remark 2.5.** Proposition 2.4 does not imply anything about the relative convergence speed of (windowed) AA\((m)\) versus restarted GMRES\((m)\) in the linear case. To our knowledge, no general theoretical results exist on this topic. Note that it can be expected that AA\((m)\) would often converge faster than GMRES\((m)\), since AA\((m)\) uses \( m + 1 \) previous iterates in each step, while GMRES\((m)\) uses about half that number per step on average. Some numerical results in the literature confirm this, see, e.g., Figure 9 in [7].

Finally, we show an orthogonality property of the AA\((m)\) residual \( r_{k+1} \) with respect to \( R_k \) of (1.6):

**Proposition 2.6.** Assume that \( M \) is invertible. Then the residuals \( r_{k+1} \) generated by AA\((m)\) iteration (1.1) applied to linear iteration (1.5) with \( k \geq m \) satisfy

\[
R_k^T M^{-1} r_{k+1} = 0,
\]

where \( R_k \) is defined in (1.6).

**Proof.** Recall \( \beta^{(k)} \) in (1.8). We have

\[
(R_k^T R_k) \beta^{(k)} + R_k^T r_k = 0,
\]
which leads to

$$R_k^T (R_k \beta^{(k)} + r_k) = 0,$$

or, by (1.6),

$$R_k^T \left( 1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) r_k - \sum_{i=1}^{m} \beta_i^{(k)} r_{k-i} = 0. \quad (2.7)$$

Using Proposition 2.1 this gives

$$R_k^T M^{-1} M \left( 1 + \sum_{i=1}^{m} \beta_i^{(k)} \right) r_k - \sum_{i=1}^{m} \beta_i^{(k)} r_{k-i} = R_k^T M^{-1} r_{k+1} = 0,$$

which completes the proof.

The previous result is used to show how the residuals $$r_{k+1}$$ are related to the projector operator $$R_k R_k^\dagger$$, as expected in the context of least-squares problem (1.3):

**Proposition 2.7.** The residuals $$r_{k+1}$$ generated by AA($$m$$) iteration (1.1) applied to linear iteration (1.5) with $$k \geq m$$ satisfy the following:

If $$R_k^T R_k$$ is invertible, then

$$r_{k+1} = M \left( I - R_k (R_k^T R_k)^{-1} R_k^T \right) r_k, \quad k \geq m.$$

More generally,

$$r_{k+1} = M (I - R_k R_k^\dagger) r_k, \quad k \geq m. \quad (2.8)$$

Furthermore,

$$R_k^T (I - R_k R_k^\dagger) r_k = 0, \quad k \geq m. \quad (2.9)$$

**Proof.** From (1.8) and (2.3) we have

$$r_{k+1} = Mr_k + \sum_{i=1}^{m} \beta_i^{(k)} M(r_k - r_{k-i}),$$

$$= Mr_k + M R_k \beta^{(k)},$$

$$= M (I - R_k R_k^\dagger) r_k.$$  

Expression (2.9) is then obtained from (2.8) using Proposition 2.6.

**3. Specific results for AA(1).** In this section, we apply to AA(1) the recurrence relations and orthogonality properties that were derived in Section 2 for AA($$m$$) viewed as a Krylov method, for the linear case with iteration function given by (1.5).

We first derive explicit nonlinear recurrence relations for the AA(1) residuals and residual update polynomial that no longer depend on the $$\beta_k$$, and a bound on the acceleration coefficients $$\beta_k$$. We then derive new convergence bounds on the AA(1) residuals. We finally prove results on the invariance of the asymptotic convergence factor under scaling of the initial condition, and on finite convergence for eigenvector initial conditions. The relevance of these new theoretical properties for understanding AA(1) convergence is briefly discussed here and will be illustrated in numerical tests in Section 4.
3.1. Nonlinear recurrence relations for AA(1) and bound on $\beta_k$. The result of Proposition 2.2 shows that AA($m$) is a Krylov method in the linear case, where the coefficients of the residual update polynomials depend on the acceleration coefficients $\beta_i^{(k)}$, which in turn depend on the residuals. To derive further properties for AA(1), it will be useful to formulate recurrence formulas that are nonlinear in the residuals, with the $\beta_k$ eliminated. The following result establishes an explicit nonlinear three-term recurrence for the AA(1) residuals that does not include $\beta_k$.

**Proposition 3.1.** The residuals $r_{k+1}$ generated by AA($m$) iteration (1.1) with $m = 1$ applied to linear iteration (1.5) satisfy

- if $r_k \neq r_{k-1}$,
  \[ r_{k+1} = \frac{1}{(r_k - r_{k-1})^T(r_k - r_{k-1})} M ( -r_k r_{k-1}^T + (r_k r_{k-1}^T) (r_k - r_{k-1})) M ( -r_k r_{k-1}^T + (r_k r_{k-1}^T) (r_k - r_{k-1})) (r_k - r_{k-1}), k \geq 1. \]

- if $r_k = r_{k-1}$, $r_{k+1} = Mr_k$.

**Proof.** We first consider the case that $r_k \neq r_{k-1}$, so

\[ \beta_k = \frac{-r_k^T (r_k - r_{k-1})}{(r_k - r_{k-1})^T (r_k - r_{k-1})}. \]

From (2.3) with $m = 1$, we have

\[ r_{k+1} = (1 + \beta_k) Mr_k - \beta_k Mr_{k-1}, \]

\[ = \frac{-r_k^T (r_k - r_{k-1})}{(r_k - r_{k-1})^T (r_k - r_{k-1})} Mr_k + \frac{r_k^T (r_k - r_{k-1})}{(r_k - r_{k-1})^T (r_k - r_{k-1})} Mr_{k-1}, \]

\[ = \frac{1}{(r_k - r_{k-1})^T (r_k - r_{k-1})} ( -r_k r_{k-1}^T + r_{k-1} r_k^T) (r_k - r_{k-1}), \]

\[ = \frac{1}{(r_k - r_{k-1})^T (r_k - r_{k-1})} M ( -r_k r_{k-1}^T + (r_k r_{k-1}^T) (r_k - r_{k-1})). \]

If $r_k = r_{k-1}$, then we choose $\beta_k = 0$. So from (2.3) we have $r_{k+1} = Mr_k$ (which, in fact, holds for any choice $\beta_k$ as solution of the rank-deficient least squares problem (1.3)).

It is interesting to note that the condition $r_k = r_{k-1} \neq 0$ in Proposition 3.1 may actually occur in AA(1) iteration sequences that eventually converge to $r = 0$. The following is a simple example to illustrate this point.

**Example 1.** Consider solving $Ax = b$ with fixed-point iteration $x_{k+1} = q(x_k) = M x_k + b$, where $M = I - A$ and the fixed-point iteration is accelerated by AA($m$) iteration (1.1) with $m = 1$. For simplicity, we consider an example where $b = 0$, and we choose

\[ (3.1) \quad A = \begin{bmatrix} -1/2 & 0 \\ 0 & 1/2 \end{bmatrix} \quad \text{and} \quad M = I - A = \begin{bmatrix} 3/2 & 0 \\ 0 & 1/2 \end{bmatrix}. \]

We choose initial condition

\[ (3.2) \quad x_0 = \begin{bmatrix} -2 \\ 2 \end{bmatrix} \quad \text{so} \quad r_0 = x_0 - q(x_0) = (I - M)x_0 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}. \]

Following (1.12) and (1.9) we get

\[ (3.3) \quad r_1 = Mr_0 = \begin{bmatrix} 3/2 \\ 1/2 \end{bmatrix} \quad \text{and} \quad \beta_1 = -1. \]
Since $\beta_1 = -1$, we see from (1.12) that

\begin{equation}
(3.4) \quad r_2 = Mr_0 = r_1.
\end{equation}

So we have $x_1 = x_2$ and $r_1 = r_2$. This renders least-squares problem (1.3) rank-deficient, but for any choice of $\beta_2$, including the minimum-norm solution $\beta_2 = 0$, we obtain from (1.11) that

\begin{equation}
(3.5) \quad r_3 = Mr_2,
\end{equation}

and further numerical calculations show that $AA(1)$ converges to $x = 0$ in subsequent iterations.

This simple example shows that the temporary stalling behavior $r_2 = r_1$ may occur in the $AA(1)$ iteration sequence, and that convergence may ensue in subsequent iterations. It is clear from (1.12) that a nonzero $r_2$ equals $r_1$ if and only if $\beta_1 = -1$ (since we have assumed that $A = I - M$ is nonsingular). From expression (1.9) we can see that $\beta_1 = -1$ if and only if a nonzero initial residual satisfies $r_0^T Ar_0 = 0$. The initial residual, $r_0$, in our example was chosen to satisfy this condition for our matrix $A$. This condition also implies that, if $A$ is such that $r_0^T Ar_0 > 0$ for any nonzero $r_0$ (e.g., if $A$ is symmetric positive definite), then there are no $AA(1)$ iteration sequences where a nonzero $r_2$ equals $r_1$. We do not know if $r_k = r_{k-1}$ can occur for $k > 2$.

Next, we will use Proposition 3.1 to obtain an explicit nonlinear recurrence relation for the residual update polynomials in Proposition 2.2 for the case that $m = 1$. It is useful for further reference to first specialize two results from Section 2 to $AA(1)$, namely Proposition 2.2 and Proposition 2.3:

**Proposition 3.2.** $AA(m)$ iteration (1.1) with $m = 1$ applied to linear iteration (1.5) is a Krylov method, with the residuals given by

\begin{equation}
(3.6) \quad r_{k+1} = p_{k+1}(M) r_0,
\end{equation}

where the residual polynomials satisfy the recurrence relation

\begin{equation}
(3.7) \quad p_{k+1}(\lambda) = (1 + \beta_k) \lambda p_k(\lambda) - \beta_k \lambda p_{k-1}(\lambda), \quad k \geq 1,
\end{equation}

and $p_0(\lambda) = 1, p_1(\lambda) = \lambda$. Moreover, $p_k(\lambda)$ is a polynomial with degree at most $k$ and $p_k(1) = 1$ and $p_k(0) = 0$ for $k \geq 1$.

**Proposition 3.3.** The residuals of $AA(m)$ iteration (1.1) with $m = 1$ applied to linear iteration (1.5) satisfy

\[ r_{2s+1} = M^{s+1} \tilde{p}_s(M) r_0, \quad r_{2s+2} = M^{s+1} \tilde{p}_{s+1}(M) r_0, \]

where $\tilde{p}_{s+i-1}(\lambda), i = 1,2$ is a polynomial with degree at most $s + i - 1$.

Proposition 3.3 shows that the $AA(1)$ residual polynomial gains a power of $M$ every two iterations.

The following property now provides an explicit nonlinear three-term recurrence relation for the $AA(1)$ residual update polynomials, where the polynomials are expressed not in terms of $\beta_k$ but directly using multivariate matrix polynomials $L_k$ in $M$, $M^T$ and $R_0 = r_0 r_0^T$.

**Proposition 3.4.** Let $r_k$ be the residual of $AA(m)$ iteration (1.1) with $m = 1$ applied to linear iteration (1.5). Assume that $r_k \neq r_{k-1}$ for all $k$. Then

\begin{equation}
(3.8) \quad r_k = L_k r_0, \quad k = 0,1,\ldots
\end{equation}
with \( L_0 = I, L_1 = M \) and
\[
L_{k+1} = \frac{1}{\| (L_k - L_{k-1}) r_0 \|^2} M \left( -L_k R_0 L^T_{k-1} + (L_k R_0 L^T_{k-1})^T \right) (L_k - L_{k-1}), \quad k \geq 1,
\]
where \( R_0 = r_0 r_0^T \).

Proof. Assume that when \( k \leq n \), (3.8) is true with \( L_k \) defined by (3.9). We show that (3.8) remains valid for \( k = n + 1 \) and \( L_{k+1} \) given by (3.9). Using the equation for \( L_{k+1} \) in (3.9), we have
\[
L_{n+1} r_0 = \frac{1}{\| (L_n - L_{n-1}) r_0 \|^2} M \left( -L_n R_0 L^T_{n-1} + (L_n R_0 L^T_{n-1})^T \right) (L_n - L_{n-1}) r_0.
\]

\[
= \frac{1}{\| r_n - r_{n-1} \|^2} M \left( -r_n r_n^T + (r_n r_n^T)^T \right) (r_n - r_{n-1}),
\]
\[
= r_{n+1},
\]
by Proposition 3.1. This completes the proof. \( \square \)

We list the first few \( L_k \) in the following:
- \( L_0 = I \).
- \( L_1 = M \).
- \( L_2 = \frac{1}{\| (M - I) r_0 \|^2} M \left( -M R_0 + (M R_0)^T \right) (M - I) \).
- Let \( T_1 = L_2 R_0 L_1^T = \frac{1}{\| (M - I) r_0 \|^2} M \left( -M R_0 + (M R_0)^T \right) (M - I) R_0 M^T \)
  and \( T_2 = L_2 - L_1 = \frac{1}{\| (M - I) r_0 \|^2} M \left( -M R_0 + (M R_0)^T \right) (M - I) - M \).

Then,
\[
L_3 = \frac{1}{\| T_2 r_0 \|^2} M (-T_1 + T_1^T) T_2.
\]

From (3.9), it is interesting to note that \( \text{rank}(L_{k+1}) \leq 2 \). Specifically, \( \text{rank}(R_0) = 1 \) (recall \( R_0 = r_0 r_0^T \)), and, so, by the rank product rule, \( \text{rank}(L_k R_0 L^T_{k-1}) \leq 1 \), and then by the subadditivity of the rank, \( \text{rank}(-L_k R_0 L^T_{k-1} + (L_k R_0 L^T_{k-1})^T) \leq 2 \). Thus, again by the rank product rule, it follows that \( \text{rank}(L_{k+1}) \leq 2 \). In Subsection 3.2 we derive a bound on \( \|r_{k+1}\| \) by exploiting this rank-two nature of the residual update.

We finally derive a lower bound for the coefficients \( \beta_k \) in AA(1) in the linear case. We noted this simple but conspicuous property in our numerical results and it appears that this property is not available in the literature, so we state it here explicitly.

**Proposition 3.5.** Consider AA(m) iteration (1.13) with \( m = 1 \) and general initial guess \( \{x_0, x_1\} \), applied to linear fixed-point function \( q(x) = M x + b \) with \( \|M\| \leq 1 \). Let \( x_0 \) and \( x_1 \) be initial guesses with \( \|r_1\| \leq \|r_0\| \). Then the AA(1) coefficients \( \beta_k \) satisfy
\[
\beta_k > -1, \quad k = 1, 2, \ldots .
\]

Proof. First, with \( \|r_1\| \leq \|r_0\| \) and \( \|M\| \leq 1 \), we have from Theorem 2.1 in [32] that
\[
\|r_k\| \leq \|r_{k-1}\|, \quad k = 1, 2, 3, \ldots
\]
Next, recall that
\[
\beta_k = \frac{-r_k^T(r_k - r_{k-1})}{(r_k - r_{k-1})^T(r_k - r_{k-1})},
\]
if \( r_k \neq r_{k-1} \), and \( \beta_k = 0 \) otherwise.

When \( r_k = r_{k-1} \) we have \( \beta_k = 0 > -1 \) and the results holds.

We next consider the case that \( r_k \neq r_{k-1} \). Let \( w_k = r_k - r_{k-1} \neq 0 \). Then,
\[
\beta_k \|w_k\|^2 = -r_k^Tw_k = (-w_k - r_{k-1})^T w_k = -\|w_k\|^2 - r_{k-1}^Tw_k,
\]
which means that
\[
(3.10) \quad r_{k-1}^Tw_k = (-1 - \beta_k)\|w_k\|^2.
\]
We also have that
\[
(3.11) \quad r_{k-1}^Tw_k = r_{k-1}^T(r_k - r_{k-1}) = \|r_{k-1}\|(\|r_k\|\cos(\phi_k) - \|r_{k-1}\|) < 0,
\]
where the inequality follows from \( \|r_k\| \leq \|r_{k-1}\| \) and \( \cos(\phi_k) \in [-1, 1] \) since \( r_k \neq r_{k-1} \). Combining (3.10) and (3.11) we conclude
\[
1 - \beta_k < 0,
\]
which proves the result, \( \beta_k > -1 \).

Remark 3.6. It is easy to see that Proposition 3.5 applies to the traditional AA(1) iteration (1.1) with single initial guess \( x_0 \), since then \( x_1 = Mx_0 + b \) and \( r_1 = Mr_0 \), so \( \|r_1\| \leq \|r_0\| \) if \( \|M\| \leq 1 \). Proposition 3.5 also shows that when \( \|M\| \leq 1 \) the temporary stalling behavior from Example 1 with nonzero \( r_2 = r_1 \) cannot happen for any initial guess \( r_0 \), since it requires \( \beta_1 = -1 \).

3.2. Convergence bounds for AA(1) residuals. The current theoretical understanding on quantifying by how much AA(1) can improve the convergence speed of the underlying FP iteration is very limited, including for the linear case and \( m = 1 \). We now present new convergence bounds on the norm of the residuals generated by AA(1) applied to the linear iteration (1.5).

Theorem 3.7. Let \( r_k \) be the residual of AA(1) iteration (1.1) with \( m = 1 \) applied to linear iteration (1.5). Define \( y_k > 0 \) as the ratio of the norms of the \( k \)th and \((k-1)\)st residual vectors, \( y_k := \|r_k\|/\|r_{k-1}\| \), and define \( \phi_k \in [0, \pi] \) as the angle between these two vectors, \( r_k^Tr_{k-1} = \|r_{k-1}\|\|r_k\|\cos(\phi_k) \). Let \( \sigma_{\min}(M) \) and \( \sigma_{\max}(M) \) denote the minimum and maximum singular values of \( M \), respectively. Then, the norm of the \((k+1)\)st residual vector for \( k > 1 \) may be bounded as
\[
(3.12) \quad \sqrt{\mathcal{B}(\phi_k, y_k)}\sigma_{\min}(M) \leq \frac{\|r_{k+1}\|}{\|r_k\|} \leq \sqrt{\mathcal{B}(\phi_k, y_k)}\sigma_{\max}(M), \quad r_k \neq r_{k-1},
\]
\[
(3.13) \quad \sigma_{\min}(M) \leq \frac{\|r_{k+1}\|}{\|r_k\|} \leq \sigma_{\max}(M), \quad r_k = r_{k-1},
\]
where the function \( \mathcal{B}: ([0, \pi] \times (0, \infty)) \setminus (0, 1) \to [0, 1] \) is given by\(^{1}\)
\[
(3.14) \quad \mathcal{B}(\phi_k, y_k) = \frac{\sin^2(\phi_k)}{y_k^2 - 2y_k \cos(\phi_k) + 1}.
\]
\(^{1}\)Note that \( \mathcal{B}(\phi_k, y_k) \) is indeterminate at the point \( (\phi_k, y_k) = (0, 1) \) corresponding to the special case when \( r_k = r_{k-1} \).
Proof. First consider the case of (3.12) in which \( r_k \neq r_{k-1} \). To aid in the readability of this portion of the proof we use the shorthands \( a := r_k \) and \( b := r_{k-1} \). Recall from Proposition 3.1 that in this case \( r_{k+1} \) can be expressed as

\[
(3.15) \quad r_{k+1} = M \frac{S(a - b)}{||a - b||^2} = M\alpha,
\]

in which \( S \) is the rank-2, skew-symmetric matrix given by \( S = ba^T - ab^T \), and we have defined the shorthand vector \( \alpha := \frac{S(a - b)}{||a - b||^2} \). Now, recall the following inequalities that hold for any vector \( w \):

\[
(3.16) \quad \sigma^2_{\min}(M) := \inf_{z \neq 0} \frac{||Mz||^2}{||z||^2} \leq \sup_{z \neq 0} \frac{||Mw||^2}{||z||^2} =: \sigma^2_{\max}(M).
\]

Taking the squared norm of both sides of (3.15) and then applying the inequalities in (3.16) to the vector \( w = \alpha \) gives

\[
(3.17) \quad \sigma^2_{\min}(M)||\alpha||^2 \leq ||r_{k+1}||^2 \leq \sigma^2_{\max}(M)||\alpha||^2.
\]

We now proceed by showing that \( ||\alpha||^2 = ||a||^2B(\phi_k, y_k) \), and, thus, that (3.17) is equivalent to the claim (3.12). By the skew-symmetry of \( S \), the squared norm of \( \alpha \) can be written as

\[
(3.18) \quad ||\alpha||^2 = \frac{||S(a - b)||^2}{||a - b||^4} = \frac{-(a - b)^TS^2(a - b)}{||a - b||^4}.
\]

To evaluate \( ||\alpha||^2 \), it is instructive to first consider the vector \( S^2(a - b) \):

\[
(3.19) \quad S^2(a - b) = [(ba^T - ab^T)(ba^T - ab^T)](a - b),
\]

\[
(3.20) \quad = [-||b||^2aa^T - ||a||^2bb^T + (a^Tb)(ab^T + ba^T)](a - b),
\]

\[
(3.21) \quad = -||b||^2(||a||^2 - a^Tb)a - ||a||^2(a^Tb - ||b||^2)b
\]

\[
+ (a^Tb) [(a^Tb - ||b||^2)a + (||a||^2 - a^Tb)b],
\]

\[
(3.22) \quad = [(a^Tb)^2 - (||a||^2||b||)^2](a - b).
\]

That is, \( a - b \) is an eigenvector of \( S^2 \) with eigenvalue \( (a^Tb)^2 - (||a||^2||b||)^2 \leq 0 \). Plugging (3.22) into (3.18) and simplifying, we find

\[
(3.23) \quad ||\alpha||^2 = \frac{(||a||^2||b||)^2 - (a^Tb)^2}{||a - b||^2} = \frac{(||a||^2||b||)^2(1 - \cos^2\phi_k)}{||a||^2 - 2||a||||b|| \cos \phi_k + ||b||^2},
\]

\[
(3.24) \quad = ||a||^2 \frac{\sin^2\phi_k}{||a||^2 - 2||a|| ||b|| \cos \phi_k + ||b||^2}.
\]

Recalling that \( a = r_k \), and \( y_k = ||a||/||b|| \), we indeed see that \( ||\alpha||^2 = ||r_k||^2B(\phi_k, y_k) \) with \( B \) defined in (3.14). Plugging this into (3.17), dividing through by \( ||r_k||^2 \), and then taking the square root yields the claim (3.12).

We conclude the proof by considering the special case in which \( r_k = r_{k-1} \). Recall from Proposition 3.1 that when \( r_k = r_{k-1} \) the next AA(1) residual is given by \( r_{k+1} = Mr_k \). Invoking the inequalities (3.16) for the vector \( w = r_k \) leads immediately to the claim (3.13).
Corollary 3.8. Suppose that the two-norm condition number of $M$ is one, such that $\sigma_{\min}(M) = \sigma_{\max}(M) = \|M\|$. Then,

\begin{align}
\|r_{k+1}\| & = \|M\| \sqrt{B(\phi_k, y_k)}, & r_k \neq r_{k-1}, \\
\|r_{k+1}\| & = \|M\|, & r_k = r_{k-1}.
\end{align}

Proof. These two equalities follow from (3.12) and (3.13), respectively, because the left- and right-hand sides are equal.

Theorem 3.7 and Corollary 3.8 describe local convergence behaviour for AA(1) in the sense that they hold for any iteration $k$, but they do not say anything about the effective or average convergence behaviour in the asymptotic regime as $k \to \infty$. Presently, it is not clear whether these results can in fact be used to derive asymptotic convergence results (see the numerical results in Subsection 4.2 for further discussion on this).

The residual vectors from the FP iteration (1.5), i.e., the underlying iteration that AA(1) is accelerating, satisfy $r_{k+1} = Mr_k$. Clearly, the FP residuals satisfy the local bounds $\sigma_{\min}(M) \leq \|r_{k+1}\|/\|r_k\| \leq \sigma_{\max}(M)$. It is these local bounds, rather than an asymptotic convergence result, that serve as the relevant comparison to the local AA(1) bounds from Theorem 3.7 and Corollary 3.8.

To compare the local FP iteration bounds with our new AA(1) bounds it is instructive to consider in more detail the function $B$ given by (3.14). See Figure 1 for contour plots of $\sqrt{B(\phi_k, y_k)}$ in $\phi_k - y_k$ space. The function $B$ has several interesting properties, including that $B(\phi_k, y_k) \in [0, 1]$, with its extremum of unity being reached only along the critical line $y_k = \cos \phi_k \in (0, 1)$. Geometrically, $y_k = \cos \phi_k$ corresponds to $r_k$ being orthogonal to $r_k - r_{k-1}$, which, as may be seen from (1.9),

Note that these local FP bounds are the same as the AA(1) bounds (3.13) when $r_k = r_{k-1}$, because, in this case, AA(1) just applies the basic FP iteration, $r_{k+1} = Mr_k$. For this reason, in the following comparison between AA(1) and the FP iteration, we suppose that AA(1) residuals satisfy $r_k \neq r_{k-1}$ so that AA(1) is in fact distinct from the FP iteration.

![Fig. 1. Contours of the function $\sqrt{B(\phi_k, y_k)}$ that appears in the AA(1) residual bounds and expressions given in Theorem 3.7 and Corollary 3.8. At left, the function is shown on the interval $y_k \in (0, 1)$, while at right it is shown on the interval $y_k \in (0, 3)$. The dashed red line is the critical line $y_k = \cos \phi_k \in (0, 1)$ along which the function $B(\phi_k, y_k)$ reaches its maximum value of unity, and also corresponds to the acceleration coefficient (1.9) being $\beta_k = 0$.](image-url)
results in the acceleration coefficient $\beta_k = 0$, and, thus, the new AA(1) residual being nothing but the FP residual, $r_{k+1} = Mr_k$. From the upper bound in (3.12) this means that AA(1) residuals satisfy $\|r_{k+1}\|/\|r_k\| < \sigma_{\text{max}}(M)$ whenever $y_k \neq \cos \phi_k$ and $\|r_{k+1}\|/\|r_k\| \leq \sigma_{\text{max}}(M)$ whenever $y_k = \cos \phi_k$.

From the plots shown in Figure 1, it is also clear that, depending on the values of $\phi_k$ and $y_k$, AA(1) may produce residuals $r_{k+1}$ satisfying $\|r_{k+1}\|/\|r_k\| \ll \sigma_{\text{max}}(M)$. For example, $\|r_{k+1}\|/\|r_k\|$ becomes arbitrarily small as $\phi_k \to 0$ (provided $y_k \neq 1$ also) or as $\phi_k \to \pi$. In fact, $B(0,y) = B(\pi, y) = 0$, which means that if $r_k$ and $r_{k-1}$ point in the same or opposite directions to one another, and $r_k \neq r_{k-1}$, then AA(1) converges exactly on the next iteration, $r_{k+1} = 0$.

It is already known in the literature that AA(1) residuals satisfy the upper bound $\|r_{k+1}\|/\|r_k\| \leq \sigma_{\text{max}}(M)$. For example, this follows as the $m = 1$ special case of the AA($m$) result given by [32, Thm. 2.1], and it may also be derived as the special linear case of the AA(1) result given as [9, Thm. 4.1]. A key distinction between the results of Theorem 3.7 and Corollary 3.8 and those from [32, 9] is that our new bounds are parametrized in terms of $y_k$ and $\phi_k$, revealing that the AA(1) residual norm $\|r_{k+1}\|$ is very strongly influenced by the relationship between $r_k$ and $r_{k-1}$—specifically, the angle between them and their relative magnitudes. Furthermore, having both lower and upper bounds allows for a more complete understanding of the residual convergence of AA(1)—the upper bound in (3.12) is larger than the lower bound by a factor of the condition number of $M$, so we know $\|r_{k+1}\|/\|r_k\|$ to within this factor. Note that from [9, Thm. 4.1] it may also be possible to develop insight into how the relationship between $r_k$ and $r_{k-1}$ influences $\|r_{k+1}\|$ by further examining the so-called gain $\delta_k$ (see [9, Sec. 3.3]) that appears in that result; however, no lower bound is provided in that work, so it is not clear how tight the resulting upper bound may be.

Interestingly, similar to Theorem 3.7 and Corollary 3.8, some known convergence results for restarted GMRES also involve angles between residual vectors. For example, for certain matrices, the norm of the GMRES($m$) residual at the end of the $(k+1)$st restart cycle equals the product of the norm of the residual at the end of the $k$th restart cycle and the cosine of the angle between the two residuals, as shown in [3, Thm. 4]. Unfortunately, it is not immediately clear that existing theoretical insights on the convergence of restarted GMRES($m$), such as those described in [3], can be extended to describe the convergence of windowed AA($m$).

Subsection 4.2 will illustrate numerically how the residual bounds derived in this section are relevant for understanding AA(1) convergence patterns.

### 3.3. AA(1) asymptotic convergence factor: scaling invariance of initial guess and finite convergence property

As discussed in the next section, numerical results have shown that the asymptotic root-linear convergence factor of AA($m$) iteration sequences strongly depends on the initial guess, see [7]. The theoretical understanding of this is still very limited. We now apply some of the AA(1) results of this section to prove results on the influence of the AA(1) initial guess on the asymptotic convergence factor.

We first discuss a scaling invariance property of the initial guess $x_0$ for the AA(1) method in the linear case. Since solving $Ax = b$ is equivalent to solving $Ay = 0$ with $y = x - A^{-1}b$, we formulate these scaling properties for the case of a homogenous system.

**Proposition 3.9.** Consider solving $Ax = 0$ using AA($m$) iteration (1.1) with $m = 1$ applied to linear iteration (1.5) with $M = I - A$ and nonzero initial guess $x_0$. 
Consider the AA(1) polynomials in (3.7), which depend on \(x_0\) through the \(\beta_k\). We have the following properties: for any nonzero scalar \(\alpha\),

\[
\beta_k(x_0) = \beta_k(\alpha x_0),
\]

and, therefore,

\[
p_k(\lambda, x_0) = p_k(\lambda, \alpha x_0),
\]

where we explicitly indicate the dependence of \(\beta_k\) and \(p_k(\lambda)\) on the initial condition.

**Proof.** We use induction. Note that

\[
r_0 = A x_0,  \\
r_1 = M r_0 = M A x_0,  \\
\beta_1(x_0) = \frac{-r_1^T (r_1 - r_0)}{(r_1 - r_0)^T (r_1 - r_0)} = \frac{-(M A x_0)^T (M A - A) x_0}{((M A - A) x_0)^T (M A - A) x_0}.
\]

Thus, when \(k = 1\), we have \(\beta_1(x_0) = \beta_1(\alpha x_0)\). Since \(p_1(\lambda) = \lambda\), it is obvious that \(p_1(\lambda, x_0) = p_1(\lambda, \alpha x_0)\).

Assume that for \(k \leq n\), \(p_k(\lambda, x_0) = p_k(\lambda, \alpha x_0)\). Note that for \(k \leq n\),

\[
\beta_k(\alpha x_0) = -\frac{r_k^T (r_k - r_{k-1})}{\|r_k - r_{k-1}\|^2},  \\
= -\frac{(p_k(M, \alpha x_0) A \alpha x_0)^T (p_k(M, \alpha x_0) - p_{k-1}(M, \alpha x_0)) A \alpha x_0}{\|(p_k(M, \alpha x_0) - p_{k-1}(M, \alpha x_0)) A \alpha x_0\|^2},  \\
= \beta_k(x_0).
\]

For \(k = n + 1\), we then have

\[
p_{n+1}(\lambda, \alpha x_0) = (1 + \beta_n(\alpha x_0)) \lambda p_n(\lambda, \alpha x_0) - \beta_n(\alpha x_0) \lambda p_{n-1}(\lambda, \alpha x_0),  \\
= (1 + \beta_n(x_0)) \lambda p_n(\lambda, x_0) - \beta_n(x_0) \lambda p_{n-1}(\lambda, x_0),  \\
= p_{n+1}(\lambda, x_0),
\]

which completes the proof.

The following result shows the invariance of the root-linear asymptotic convergence factor under scaling of the initial condition.

**Proposition 3.10.** Consider solving \(Ax = 0\) using AA(\(m\)) iteration (1.1) with \(m = 1\) applied to linear iteration (1.5) with \(M = I - A\) and nonzero initial guess \(x_0\). Then the AA(1) residuals defined in (3.6) have the following property:

\[
\lim_{k \to \infty} \|r_k(x_0)\|^{\frac{1}{k}} = \lim_{k \to \infty} \|r_k(\alpha x_0)\|^{\frac{1}{k}},
\]

where we explicitly indicate the dependence of \(r_k\) on the initial condition.

**Proof.** For initial guess \(\alpha x_0\), we have \(r_0(\alpha x_0) = A \alpha x_0 = \alpha A x_0 = \alpha r_0(x_0)\). From
Proposition 3.9, we know that \( p_k(\lambda, x_0) = p_k(\lambda, \alpha x_0) \). Furthermore,

\[
\lim_{k \to \infty} \| r_k(\alpha x_0) \|_V = \lim_{k \to \infty} \| p_k(M, \alpha x_0, r_0(\alpha x_0)) \|_V = \lim_{k \to \infty} \| p_k(M, x_0, r_0(x_0)) \|_V = \lim_{k \to \infty} \| p_k(M, x_0, r_0(x_0)) \|_V = \lim_{k \to \infty} \| r_k(x_0) \|_V .
\]

Next, we give a result on the number of iterations in which AA(1) converges exactly for a special choice of initial guess.

**Proposition 3.11.** Consider solving \( Ax = b \) using AA(m) iteration (1.1) with \( m = 1 \) applied to linear iteration (1.5) with \( M = I - A \). For initial guess \( x_0 = x^* + v \), where \( Ax^* = b \) and \( v \) is any eigenvector of \( A \), AA(1) converges to the true solution in at most two iterations, i.e., \( x_2 = x^* \).

**Proof.** Assume that \( Av = \mu v \) with \( v \neq 0 \). Note that \( r_0 = Ax_0 - b = A(v + x^*) - b = Av = \mu v \) and \( r_1 = Mr_0 = (1 - \mu)r_0 \), since

\[
\begin{align*}
    r_1 r_0^T = \mu M v(\mu v)^T &= \mu^2 (I - A) vv^T = \mu^2 (1 - \mu) vv^T,
\end{align*}
\]

we have

\[ -r_1 r_0^T + (r_1 r_0^T)^T = 0. \]

From Proposition 3.1 we then have \( r_2 = 0 \), which means that \( x_2 = x^* \). \( \square \)

Note that Proposition 3.11 can also be derived from (3.12) in Theorem 3.7. That is, as described in the proof of Proposition 3.11, the first two AA(1) residuals are \( r_0 = \mu v \), and \( r_1 = M r_0 = (1 - \mu)r_0 \), and, are thus parallel but not equal (so long as \( \mu \neq 1 \)). It follows immediately from (3.12) that \( r_2 = 0 \), since \( B(0, y) = B(\pi, y) = 0 \).

The numerical results in the next section will illustrate these properties.

**4. Numerical Results.** In this section, we illustrate numerically how the theoretical results of this paper help in understanding AA(1) convergence. We first discuss how the theoretical results from Subsection 3.3, on scaling invariance of the initial guess for asymptotic convergence speed and on finite convergence properties, lead to improved understanding of some intricate AA(1) convergence patterns that are observed in numerical results. We also give numerical illustrations of the AA(1) residual polynomials that were presented in Section 2, compared to the fixed-point polynomials. We then perform a numerical study of the new AA(1) residual bounds that were presented in Subsection 3.2, showing how the per-iteration residual reduction is strongly influenced by the relationship between the two previous residual vectors, as is implied by Theorem 3.7. This is followed by a brief discussion of some numerical stability considerations when solving the AA least-squares problems, related to regularization schemes that have been proposed in the recent literature. Finally, we broaden our view and investigate how the asymptotic convergence behavior we observe for AA(1) in the case of linear problems extends to a nonlinear problem. In our numerical tests we use Matlab’s QR factorization code to solve least-squares problem (1.3) in a robust manner.

We first introduce some convergence terminology for our discussion, see, e.g., [7].
Definition 4.1 (r-linear convergence). Let \( \{x_k\} \) be any sequence that converges to \( x^* \). Define
\[
\rho_{\{x_k\}} = \limsup_{k \to \infty} \|x_k - x^*\|^\frac{1}{2}.
\]
We say \( \{x_k\} \) converges \( r \)-linearly with \( r \)-linear convergence factor \( \rho_{\{x_k\}} \) if \( \rho_{\{x_k\}} \) is in \((0,1)\) and \( r \)-superlinearly if \( \rho_{\{x_k\}} = 0 \). The “r-” prefix stands for “root”.

Definition 4.2 (r-linear convergence of a fixed-point iteration). Consider fixed-point iteration \( x_{k+1} = q(x_k) \). We define the set of iteration sequences that converge to a given fixed point \( x^* \) as
\[
C(q, x^*) = \left\{ \{x_k\}_{k=0}^{\infty} \mid x_{k+1} = q(x_k) \text{ for } k = 0, 1, \ldots, \text{ and } \lim_{k \to \infty} x_k = x^* \right\},
\]
and the worst-case \( r \)-linear convergence factor over \( C(q, x^*) \) is defined as
\[
\rho_{q, x^*} = \sup \left\{ \rho_{\{x_k\}} \mid \{x_k\} \in C(q, x^*) \right\}.
\]
We say that the FP method converges \( r \)-linearly to \( x^* \) with \( r \)-linear convergence factor \( \rho_{q, x^*} \) if \( \rho_{q, x^*} \in (0,1) \).

We define the root-averaged error sequence of \( \{x_k\} \) converging to \( x^* \) as
\[
\sigma_k = \|x_k - x^*\|^\frac{1}{2}.
\]

Two of the numerical tests we consider in this section were previously discussed in [7], which is a companion paper to this paper that discusses continuity and differentiability of the iteration function of \( \text{AA}(m) \) viewed as a fixed-point method. Paper [7] identifies and sheds interesting light on \( \text{AA}(m) \) convergence patterns for these problems, including oscillating behavior of \( \beta_k \) as \( k \to \infty \), and strong dependence of the root-linear asymptotic convergence factors of \( \text{AA}(m) \) sequences \( \{x_k\} \) on the initial guess. Here we further explain some of these observations using the theoretical results from this paper.

4.1. AA(1) for a linear system. In our numerical tests, we first consider a linear example:

Problem 1. Consider linear FP iteration function
\[
q(x) = Mx = \begin{bmatrix} \frac{2}{3} & 0 \\ \frac{1}{3} & \frac{1}{3} \end{bmatrix} x,
\]
with fixed point \( x^* = (0,0)^T \) (see also [7]).

Figure 2 shows \( \sigma_k \) for FP and AA(1), where we use three different initial guesses, \((0.2, 0.3)^T\), \((0.2, 1)^T\), and \((0.2, -0.2)^T\) for both FP and AA(1). Note that for FP, \( \lim_{k \to \infty} \sigma_k = \rho_{q, x^*} = \rho(q'(x^*)) = \frac{2}{3} \). However, for AA(1), \( \lim_{k \to \infty} \sigma_k = \rho_{\{x_k\}} \) depends on the initial condition.

Monte Carlo results with a large number of random initial guesses in \([-1,1]^2\) for Problem 1 with FP and AA(1) iterations are shown in Figure 3 (see also [7]). Figure 3 indicates that AA(1) sequences \( \{x_k\} \) converge \( r \)-linearly. However, the \( r \)-linear convergence factors \( \rho_{\{x_k\}} \) strongly depend on the initial guess on a set of nonzero measure (see [7] for more discussion). There seems to be a least upper bound \( \rho_{\text{AA}(1), x^*} \).
for $\rho_{\{x_k\}}$ for the AA(1) iteration (1.10) that is smaller than the $r$-linear convergence factor $\rho_{r,x^*} = 2/3$ of fixed-point iteration (1.2) by itself, but as far as we know, there are no theoretical results that allow us to compute $\rho_{AA(1),x^*}$ and to show it is smaller than $\rho_{r,x^*}$. Furthermore, we note that the $\beta_k$ sequences oscillate for this linear problem when the AA(1) iteration approaches $x^*$, and $\beta_k > -1$, which is consistent with our Proposition 3.5.

In Figure 4 we show the convergence factor of AA(1) applied to the linear Problem 1 for different initial guesses $x_0$ on a regular grid with 50 by 50 points and $x_1 = q(x_0)$. Again, we see that a least upper bound $\rho_{AA(1),x^*}$ for $\rho_{\{x_k\}}$ exists for the AA(1) iteration (1.10). We see, however, a clear pattern in the numerically determined asymptotic convergence factors for the AA(1) sequences $\{x_k\}$, with radial invariance that we investigate further below. We also see in Figure 4 that the apparent gap in the convergence factor spectrum in Figure 3 corresponds to a steep, possibly discontinuous jump in the convergence factor surface in the initial condition plane.

The radial invariance in Figure 4 validates our Propositions 3.9 and 3.10. To investigate the radial dependence in Figure 4 further, we take $x_0 = (\cos(\theta), \sin(\theta))^T$ and for AA(1), and plot in Figure 5 the numerical convergence factor for large $k$ as a
Fig. 4. Asymptotic convergence factor ($\sigma_k$ for large $k$) as a function of initial condition for Problem 1 (linear).

function of $\theta$.

Note that, for Problem 1, $A = I - M$ is given by

$$A = \begin{bmatrix} \frac{1}{3} & -\frac{1}{3} \\ 0 & \frac{2}{3} \end{bmatrix}.$$  

The largest eigenvalue of $A$ is $\frac{2}{3}$ with eigenvector $v_{\text{max}} = (1, -4/3)^T$, and $v_{\text{min}} = (1, 0)^T$ corresponds to the smallest eigenvalue $\frac{1}{3}$. Figures 4 and 5 also validate Proposition 3.11: the convergence factors decay to 0 for initial conditions in the direction of the eigenvectors of $A$, corresponding to exact convergence in two steps.

Next, we consider the standard AA(1) scheme of iteration (1.1) for $m = 1$ with single initial guess $x_0$ and $x_1 = q(x_0)$, and compare it with the non-standard version (1.13) with $m = 1$ that uses two initial guesses $x_0$ and $x_1$. We want to explore
whether there can be an advantage of the latter approach in terms of the asymptotic convergence factor. To this end, we consider the non-standard AA(1) scheme with $x_0 = (\cos \theta_1, \sin \theta_1)^T$ and $x_1 = \alpha (\cos \theta_2, \sin \theta_2)^T$, and compute the asymptotic convergence factor in a grid search over $50^3$ values for $\theta_1, \theta_2$ and $\alpha$ for Problem 1, see the left panel of Figure 6. This is compared with a grid search for the standard AA(1) scheme with $x_0 = (\cos \theta_1, \sin \theta_1)^T$ and $x_1 = q(x_0)$, as for Figures 4 and 5, see the right panel of Figure 6.

For the choice where $x_0 = (\cos \theta_1, \sin \theta_1)^T$ and $x_1 = \alpha (\cos \theta_2, \sin \theta_2)^T$ with 125,000 initial condition pairs, the average convergence factor is 0.164131496689178. For the choice where $x_0 = (\cos \theta_1, \sin \theta_1)^T$ and $x_1 = q(x_0)$ with 5,000 initial guesses, the average convergence factor is 0.273090075503153. Note that increasing the number of initial condition points does not have a big influence on these results. It is clear...
that the first choice gives a better average convergence factor. So while $x_1 = q(x_0)$ appears to give a slightly better worst-case performance, the average convergence factor appears to be better when $x_1$ is chosen randomly as in the experiment, independent of $x_0$.

![Fig. 7. Residual polynomials of AA(1) for Problem 1 (linear).](image)

Finally, we investigate the polynomials (3.7) for the residual of AA(1) with $x_1 = q(x_0)$ applied to Problem 1. It is easy to show that the residual $r_k$ for fixed-point iteration $x_{k+1} = q(x_k)$ in the linear case is given by $r_k = M^k r_0$. We take initial guess $x_0 = (0.2, 0.3)^T$. Figure 7 presents the AA(1) residual polynomials from (3.6), and $\lambda^k$ for the fixed-point method. The filled circles are the two eigenvalues $\lambda = \frac{1}{3}, \frac{2}{3}$ of matrix $M$. We can see that $p_5(\lambda)$ of AA(1) is a better polynomial than $\lambda^5$ at the eigenvalues of $M$, and $p_{10}(\lambda)$ of AA(1) is a better polynomial than $\lambda^{10}$ at the eigenvalues of $M$, illustrating the mechanism by which AA(1) accelerates the convergence of the FP method.

### 4.2. AA(1) residual bounds for linear systems.

To investigate the AA(1) residual bounds from Subsection 3.2, we now consider a second linear example:

**Problem 2.** Consider linear FP iteration function

$$q(x) = Mx = \begin{bmatrix} 0.5784 & 0 \\ 0 & 0.999 \end{bmatrix} x,$$

with fixed point $x^* = (0, 0)^T$.

We consider the initial guess $x_0 = (0.0001, 0.3023)^T$ (this was chosen arbitrarily), and show in Figure 8 the residual histories for both the basic FP iteration (1.2) and the AA($m$) iteration (1.1) with $m = 1$ applied to this problem. Evidently, the FP iteration converges excruciatingly slowly, which is to be expected because the asymptotic convergence factor of the method $\rho(M) = 0.999$ is only very slightly less than unity. In stark contrast, the averaged root-linear convergence speed of AA(1) is much faster, even though locally AA(1) can exhibit convergence rates, in a quasi-periodic fashion, which are seemingly no faster than those of the FP iteration. This quasi-periodic behaviour is somewhat reminiscent of quasi-periodic convergence patterns that can be observed for restarted GMRES($m$) applied to symmetric matrices, but that are only partially understood [3].

To better understand the relevance of the convergence theory from Subsection 3.2, we further consider in Figure 9 the convergence behavior of AA(1) for Problem 2.
Fig. 8. Residual history for the basic FP method (1.2) and the AA(1) method applied to Problem 2. At left, the norm of the residual as a function of iteration index $k \in [0,60]$. At right, the averaged root-linear residual convergence factor for iteration index $k \in [1,240]$; note that $\sigma_{\text{max}}(M) = 0.9990$ is shown for reference.

The caption of the figure gives an overview of what is represented. There are many interesting points to discuss here. First, we see in greater detail the almost-periodic behaviour in the per-iteration residual reduction factor $y_{k+1} = \|r_{k+1}\|/\|r_k\|$. For example, from Figure 8 it appears as though $\|r_{k+1}\|/\|r_k\|$ will be periodic with period $\approx 10$ (because $\|r_k\|$ seems to pass through almost six periods in the first 60 iterations); however, from the top left plot in Figure 9, we see that $\|r_{k+1}\|/\|r_k\|$ is not quite periodic over the first $\approx 30$ iterations. Instead, it appears as though $\|r_{k+1}\|/\|r_k\|$ may exhibit some almost-periodic behavior with period much larger than $\approx 10$, because the bottom left plot looks essentially identical to the top left plot, despite it corresponding to 438 iterations later. Note that residual reduction factors in the two left plots are slightly different, however, as can be seen by comparing their titles: $\|r_{29}\|/\|r_{28}\| = 0.459\ldots \neq 0.456\ldots = \|r_{467}\|/\|r_{466}\|$, so the behavior is not quite periodic even on the longer timescale. From the bottom right panel in Figure 9 observe that, as the AA(1) iteration proceeds, the residuals appear confined to a specific region of $\phi_k - y_k$ space, and moreover they appear to be filling in two distinct continuous curves, which are reminiscent of limit cycles. We note that between consecutive iterations the residual oscillates between these two curves. Notice also that if the residual was genuinely periodic in these first 466 iterations rather than almost-periodic, then markers would overlap more often and these two curves would not continue being traced out as the iteration proceeds.

Considering again the left panel in Figure 9, we see that the upper red dashed line that represents the per-iteration residual reduction upper bound $\|r_{k+1}\|/\|r_k\| \leq \sigma_{\text{max}}(M)$, which may be derived from results in [32] and [9], is pessimistic compared to the new upper residual bound (top blue horizontal line segments). Interestingly, we also see that both the lower and upper bounds on $\|r_{k+1}\|/\|r_k\|$ given in (3.12) are relevant, with each being approximately reached at certain iterations. On one hand, it is perhaps somewhat surprising that the upper bound can be so pessimistic/the lower bound can be tight, but on the other hand, we know from Corollary 3.8 that both of these bounds are tight in the limit that the condition number of $M$ approaches unity.

Recall from the proof of Theorem 3.7 that the AA(1) residual can be written as $r_{k+1} = M\alpha$, in which $\alpha$ is a vector depending upon $r_k$ and $r_{k-1}$—specifically, see
Fig. 9. Illustration of AA(1) residual bounds from Subsection 3.2 for applying AA(1) to Problem 2. At left, the AA(1) per-iteration residual reduction \( \| r_{k+1} \| / \| r_k \| = y_{k+1} \) is shown for 28 consecutive iterations, with \( k \in [1, 28] \) (top), and \( k \in [439, 466] \) (bottom). For each \( k \), the value of \( \| r_{k+1} \| / \| r_k \| \) is shown as a filled circle marker, and the lower and upper bounds of it given in (3.12) are shown as blue error bars. Note that the upper limit of each error bar is a factor of \( \sigma_{\text{max}}(M)/\sigma_{\text{min}}(M) \approx 1.73 \) times larger than the lower limit. Dashed red lines in the left panel are the values of the minimum and maximum singular values of \( M \). Also shown in the titles of the plots on the left are, for iterations \( k = 28 \) (top) and \( k = 466 \) (bottom), the value of \( \| r_{k+1} \| / \| r_k \| \) and the bounds from (3.12). Note that the corresponding values of \( \| r_{k+1} \| / \| r_k \| \) in the plots are represented with green-filled circles. At right, empty circle markers represent the AA(1) residuals in \( \phi_k - y_k \) space for iterations \( k \in [0, 28] \) (top), and \( k \in [0, 466] \) (bottom). The residual markers corresponding to \( k = 28 \) (top) and \( k = 466 \) (bottom) are again colored green. Note that the bottom right plot is shown over a zoomed in region of \( \phi_k - y_k \) space so as to better highlight the details.

(3.15)—, and that the particular bounds given in (3.12) take the form \( \sigma_{\text{min}}(M) \| \alpha \| \leq \| r_{k+1} \| \leq \sigma_{\text{max}}(M) \| \alpha \| \). Clearly, the lower and upper bounds can achieve equality if and only if \( \alpha \) is the smallest singular vector or largest singular vector of \( M \), respectively (note that the singular vectors and singular values of \( M \) in Problem 2 are equal to its eigenvectors and eigenvalues). Thus, on iterations in the left panel of Figure 9 where the lower bound from (3.12) is approximately reached, it must be the case that \( \alpha \) is approximately the smallest singular vector of \( M \), and conversely, on iterations where the upper bound from (3.12) is approximately reached, it must be that \( \alpha \) is approximately the largest singular vector of \( M \).

The dynamic behavior described above for the AA(1) residual vectors is very different from the behavior of the simple FP iteration, \( r_{k+1} = Mr_k \). For Problem 2 this simple FP iteration is in essence just the power method, with it driving \( r_k \) to
the largest singular vector of $M$ as $k$ increases. Thus, while the residuals of the FP iteration do satisfy the local bounds $\sigma_{\text{min}}(M) \leq \|r_{k+1}\|/\|r_k\| \leq \sigma_{\text{max}}(M)$, within a very small number of iterations $\|r_{k+1}\|/\|r_k\|$ quickly approaches $\sigma_{\text{max}}(M)$. We believe that the dynamic convergence behavior that AA(1) can exhibit, as seen in Figures 8 and 9, for example, is in essence what makes rigorously quantifying its asymptotic convergence rate so challenging.

4.3. Stability considerations when solving the AA least-squares problems. We now discuss a practical point that merits some discussion in the context of this paper, namely, the possible use of regularization in solving least-squares problem (1.3) as $x_k$ approaches $x^*$. Recently, it has been argued in the machine learning literature on Anderson acceleration [31] that least-squares problem (1.3) needs to be regularized by adding a diagonal regularization matrix to the normal equation matrix $R_k^T R_k$ in (1.7), when $x_k$ approaches $x^*$, due to the matrix $R_k^T R_k$ in (1.7) becoming increasingly singular, see also [35, 11, 13]. Here we will refute this for AA. As already indicated in the discussion on stable methods to solve nearly rank-deficient least-squares problems in Section 1, such regularization is not necessary when using appropriate well-established methods to solve the potentially rank-deficient least-squares problem numerically, see [10, 22, 33, 20]. Moreover, we will show numerically that adding regularization as in [31] to AA($m$) may be detrimental in that it may destroy the asymptotic convergence advantages of AA($m$) when accurate solutions are sought.

In Figure 10 we compare the QR-based approach we use in our implementation with solving a regularized version of least-squares problem (1.3), for a variation of Problem 1 where

$$x_{k+1} = M(x_k - b) + b,$$

and $x^* = b$. The initial guess is $x_0 = (1.2, 1.3)^T$. I think this is the initial guess from the code I saw.

The tests with regularization use

$$\beta^{(k)} = -(R_k^T R_k + \lambda I)^{-1} R_k^T r_k,$$

where $\lambda > 0$ is a small regularization parameter, see, e.g., [35, 31]. Note that the choice of a proper $\lambda$ is difficult a priori but can be made adaptively, for example, [35] proposes $\lambda = \epsilon \max(\text{diag}(R_k^T R_k))$, with $\epsilon = 10^{-16}$.

Figure 10 shows that, when using regularization, it is crucial to choose $\lambda$ sufficiently small, because choosing $\lambda$ too large makes the asymptotic convergence factor of AA($m$) revert to the FP factor $\rho(q'(x^*))$, which means that AA($m$) completely loses its acceleration effect asymptotically as soon as the error is sufficiently small. Unless the regularization parameter is chosen carefully, regularization, thus, may defeat the purpose of Anderson acceleration in the asymptotic limit, which is an important case in practice when accurate solutions are required.

It is also worthwhile to point out that, in exact arithmetic, the case of rank-deficient $R_k^T R_k$ is handled properly by the pseudo-inverse formula of (1.8) which computes the minimum-norm solution when the system is singular. The analysis in [7] also sheds further light on AA($m$) convergence as $\{x_k\}$ approaches $x^*$. It writes AA($m$) as the fixed-point method

$$z_{k+1} = \Psi(z_k),$$
where \( z \in \mathbb{R}^{n(m+1)} \) is an augmented state vector composed of the \( m+1 \) most recent iterates. The work in [7] then analyzes the smoothness properties of the AA\((m)\) iteration function \( \Psi(z) \) and the acceleration coefficients \( \beta(z) \), showing that \( \beta(z) \) is not continuous at \( z^* \), which essentially leads to oscillatory \( \beta(k) \) as shown in Figure 2. However, \( \Psi(z) \), which contains products of the \( \beta_i^{(k)} \) with terms of the form \( q(x_k) - q(x_{k-i}) \), is continuous and Gateaux-differentiable at \( z^* \), so the discontinuity of \( \beta(z) \) does not preclude convergence of \( \{x_k\} \) to \( x^* \).

In summary, we find in our numerical experiments that, when the least-squares problem is solved using robust techniques, no regularization of type (4.6) is needed in practice and AA\((m)\) sequences \( \{x_k\} \) properly converge in a finite number of steps to an approximation of \( x^* \) that is numerically exactly a fixed point of (1.2), maintaining the accelerated asymptotic convergence speed up to the point where machine accuracy is reached.

Next we want to verify that AA\((1)\) implemented with Matlab’s QR solver leads to backward-stable numerical results that can be expected to faithfully reflect the theoretical mathematical properties of AA\((m)\) that were derived in this paper. Specifically, we explore the normwise relative backward error (NRBE) \([27, 14, 12]\) for AA\((1)\). For a linear system \( Ax = b \) and a given approximation \( x_k \), the NRBE is defined as

\[
\chi(x_k) = \frac{\|r_k\|}{\|b\| + \|A\|\|x_k\|},
\]

where \( r_k = b - Ax_k \). When solving \( Ax = b \) iteratively, one desires \( \chi(x_k) \) to decrease with \( k \) until it eventually approaches machine accuracy.

We consider AA\((1)\) applied to the linear system \( Ax = Ab \) of (4.5) with \( A = I - M \), solving the AA\((1)\) least-squares problems by Matlab’s QR factorization code. The initial guess is \( x_0 = (1.2, 1.3)^T \). The NRBE (4.8) for solving \( Ax = Ab \) is given by

\[
\chi(x_k) = \frac{\|r_k\|}{\|Ab\| + \|A\|\|x_k\|},
\]

where \( r_k = Ax_k - Ab \). Similarly, for the least-squares problem (1.3) of AA\((1)\) in the
$k$-th step, the NRBE is given by

$$
\chi(\beta_k) = \frac{\|R_k^T R_k \beta_k + R_k^T r_k\|}{\|R_k^T r_k\| + \|R_k^T R_k\| \|\beta_k\|},
$$

where $r_k = Ax_k - Ab$.

Figure 11 shows the NRBE for the consecutive least-squares problems solved in each AA(1) iteration $k$, and the NRBE for the linear system as a function of the iteration number $k$. We see that the NRBE for solving the least-squares problem in each AA(1) iteration is of the order of $10^{-15}$, and the NRBE for solving the linear system decreases steadily to about $10^{-15}$ as the AA(1) iteration count increases. This confirms that the Matlab QR code solves the least-squares problems in a robust manner, and the AA(1) iteration obtains an accurate result with small backward error.

---

**Fig. 11.** NRBE for AA(1) applied to linear problem (4.5) with the least-squares problems solved by Matlab’s QR factorization code. (left panel) NRBE for the consecutive least-squares problems solved in each AA(1) iteration $k$. (right panel) NRBE for the linear system as a function of the iteration number $k$.

### 4.4. AA(1) for a nonlinear system.

Although our analysis in this paper is for AA($m$) applied to linear iteration (1.5), it is interesting to explore, finally, how the AA(1) convergence patterns we observe and the understanding provided by our theoretical results may extend to a nonlinear system.

**Problem 3.** Consider the nonlinear system

\begin{align}
\tag{4.9}
x_2 &= x_1^2 \\
\tag{4.10}
x_1 + (x_1 - 1)^2 + x_2^2 &= 1
\end{align}

with solution $(x_1^*, x_2^*) = (0, 0)$. Let $x = [x_1 \ x_2]^T$ and define the FP iteration function

$$
q(x) = \begin{bmatrix}
\frac{1}{2}(x_1 + x_1^2 + x_2^2) \\
\frac{1}{2}(x_2 + x_1^2)
\end{bmatrix},
$$
with Jacobian matrix

\[ q'(x) = \begin{bmatrix} x_1 + \frac{1}{2} & x_2 \\ x_1 & \frac{1}{2} \end{bmatrix}. \]

We have

\[ q'(x^*) = \begin{bmatrix} \frac{1}{2} \\ 0 \\ 0 \end{bmatrix}, \quad \text{and} \quad \rho(q'(x^*)) = \frac{1}{2} < 1. \]

Monte Carlo results with a large number of random initial guesses for the nonlinear Problem 3, with FP and AA(1) with \( x_1 = q(x_0) \), are shown in Figure 12. From Figure 12, we see that the nonlinear convergence behavior is qualitatively similar to that of the linear case shown in Figure 3, that is, the AA(1) sequences \( \{x_k\} \) converge \( r \)-linearly, while the \( r \)-linear convergence factors \( \rho(x_k) \) depend strongly on the initial guess. An upper bound \( \rho_{AA(1),x^*} \) seems to exist for \( \rho(x_k) \) for the AA(1) iteration which is smaller than \( \rho_{x,x^*} = 1/2 \) of fixed-point iteration (1.2) by itself. It is clear that the \( \beta_k \) sequences oscillate for this nonlinear problem as the AA(1) iteration approaches \( x^* \), and \( \beta_k > -1 \) even though we do not have theoretical results on this for the nonlinear case.

In Figure 13, to be compared with Figure 2, we show the convergence factor of AA(1) applied to the nonlinear Problem 3 for different initial guesses, where we take \( x_0 \) on a uniform grid with 101 by 101 points. It is interesting to see, for the nonlinear problem of Figure 13, that there are also preferred directions with fast convergence for the initial condition near the solution \( (0, 0)^T \), as in the linear case. Future work will investigate this further, possibly using eigenvectors obtained after linearization.

5. Conclusion. In this paper, we have derived new theoretical results for the AA(\( m \)) method, i.e., Anderson acceleration with window size \( m \), applied to the case of linear fixed-point iterations \( x_{k+1} = M x_k + b \), as a roadway towards improving our understanding of convergence acceleration by AA(\( m \)), which has many open questions.

Writing AA(\( m \)) as a Krylov method with polynomial residual update formulas, we have derived new \((m + 2)\)-term recurrence relations for the AA(\( m \)) polynomials. This
leads to several insights and further results that include a periodic memory effect for the AA($m$) residual polynomials, orthogonality relations, a lower bound on the AA(1) acceleration coefficient $\beta_k$, and explicit nonlinear recursions for the AA(1) residuals and residual polynomials that do not include the acceleration coefficient $\beta_k$. Using these recurrence relations we have also derived new residual convergence bounds for AA(1) in the linear case, showing how the residual reduction in a given iteration varies strongly as a function of the residual reduction in the previous iteration and the angle between the two previous residual vectors. We have proved results on the invariance of the AA(1) asymptotic convergence factor under scaling of the initial condition, and on finite convergence for eigenvector initial conditions. Extensive numerical results have illustrated how these new theoretical results help to understand various aspects of the convergence behaviour of AA(1) in the linear case.

One potential avenue for further research is to analyze finite-precision stability.
aspects of AA$(m)$ such as orthogonality loss and backward error analysis, like has been done extensively for, e.g., GMRES, see [27, 17, 26]. This would depend on the least-squares solution method used. It would also be interesting to extend some of this analysis to AA$(m)$ for the nonlinear case. Various practical aspects of GMRES implementations could also be extended to AA$(m)$, for example, rescaling the initial guess to have a small initial residual [27, 17].

Theoretical results on determining or bounding AA$(m)$ asymptotic convergence factors remain a difficult open problem. The situation for windowed AA$(m)$ is somewhat similar to restarted GMRES$(m)$, where few theoretical results are known. Even for non-restarted GMRES, practically usable asymptotic convergence results tend to be only available for well-defined classes of well-behaved matrices, and the resulting bounds may strongly depend on the problem class. Similarly, it is likely that practically useful asymptotic convergence results that may be derived for AA$(m)$ will also be problem-dependent.

For the case of AA$(m)$ with stationary coefficients $\beta_i$ in (1.1), [8, 34] were able to compute the convergence improvement that results from the optimal stationary AA$(m)$ iteration, because the AA$(m)$ iteration function is differentiable in the stationary case and the convergence factor can be computed as the spectral radius of the Jacobian of the AA$(m)$ iteration function evaluated at the fixed point. However, for the non-stationary AA$(m)$ that is widely used in science and engineering applications, the AA$(m)$ iteration function in (4.7) is not differentiable and it is not known how to determine the $r$-linear convergence factor $\rho_{AA(m),x^*}$. It is, hence, not known how to compute by how much $\rho_{AA(m),x^*}$ improves upon $\rho_{q,x^*}$, even for the linear case with $2 \times 2$ matrices $M = I - A$. In Subsection 3.2 we have derived new results on AA(1) convergence bounds and the dependence of the residual reduction on the residual reduction in the previous iteration and the angle between consecutive previous residuals. Along with numerical results as in Figure 9, this sheds interesting light on quasi-periodic AA(1) convergence patterns observed for symmetric systems. These patterns show some interesting similarities to convergence of restarted GMRES$(m)$ in this case, which is only partially understood. These results also indicate the difficulty in obtaining practically useful estimates of AA(1) asymptotic convergence factors from per-iteration convergence bounds.

It is fair to say that Anderson acceleration has proved very effective in many application areas in science, engineering and machine learning, but our understanding of its convergence properties is still far from complete. For this reason, further extending our theoretical understanding of the convergence acceleration provided by the AA$(m)$ iteration, possibly building on some of the developments made and insights gained in this paper, remains an important topic of further research.

Appendix A. Some results for AA$(m)$ with general initial guess. In this appendix we present results that lead to the proof of Proposition 2.2 in Section 2. We first derive a result, following from expression (2.3), on writing the residual of the more general AA iteration (1.13) with general initial guess $\{x_0, x_1, \ldots, x_m\}$ as a sum of $m + 1$ vectors which are in $m + 1$ Krylov spaces, $\{K_s(M, r_j)\}_{j=0}^{m}$ generated by the $m + 1$ initial residuals $r_0, r_1, \ldots, r_m$. We also derive recurrence relations for the polynomials that arise in this expression. Proposition A.1 can then easily be specialized to Proposition 2.2.

**Proposition A.1.** AA$(m)$ iteration (1.13) with general initial guess $\{x_j\}_{j=0}^{m}$ applied to linear iteration (1.5) is a multi-Krylov method. That is, the residual can be
expressed as

$$r_{k+1} = \sum_{j=0}^{m} p_{k-m+1,j}(M) r_j, \quad k \geq m,$$

where the $p_{k-m+1,j}(\lambda)$ are polynomials of degree at most $k - m + 1$ satisfying the following relations:

(A.2) \quad $$p_{1,j}(\lambda) = -\beta_{m-j}^{(m)} \lambda, \quad j = 0, \ldots, m - 1; \quad p_{1,m}(\lambda) = (1 + \sum_{i=1}^{m} \beta_{i}^{(m)}) \lambda;$$

(A.3) \quad $$p_{k-m+1,j}(\lambda) = \lambda \left( 1 + \sum_{i=1}^{m} \beta_{i}^{(k)} \right) p_{k-m,j} - \sum_{i=1}^{m} \beta_{i}^{(k)} p_{k-m-i,j},$$

$$k - m + 1 > 1, j = 0, \ldots, m;$$

where for $i = 1, \ldots, m$, and $j = 0, \ldots, m$,

$$p_{1-i,j}(\lambda) = \begin{cases} 1 & \text{if } i = j + 1 - m, \\ 0 & \text{otherwise.} \end{cases}$$

**Proof.** The results of (A.2) are obvious from (2.3). For (A.3), when $k \geq 2m + 1$, from (2.3), $r_{k+1}$ is a linear combination of $\{r_{k+1-i}\}_{i=1}^{m+1}$ where the smallest subscript index in the residual is $k - m \geq m + 1$. Thus, every term $r_{k+1-i}$ can be rewritten as a linear combination of $\{r_j\}_{j=0}^{m}$. Then, (A.3) can be validated easily. As to $k < 2m + 1$, since some terms in $\{r_{k+1-i}\}_{i=1}^{m+1}$ do not contain all $\{r_j\}_{j=0}^{m}$, we require that $p_{1-i,j}(\lambda) = 0$ or 1 for (A.3) to hold.

**Remark A.2.** Expression (A.1) indicates that the residual $r_{k+1}$ with $k \geq m$ of AA($m$) can be decomposed as a sum of $m + 1$ vectors which are in $m + 1$ Krylov spaces, $\{K_s(M, r_j)\}_{j=0}^{m}$ or $\{K_s(A, r_j)\}_{j=0}^{m}$, where $s = k - m + 2$. Therefore, we can refer to AA($m$) with general initial guess as a multi-Krylov space method. Note that, in the case of the usual AA($m$) iteration (1.1) with one initial guess $x_0$, each $r_j \in \{r_j\}_{j=1}^{m}$ can, by Proposition A.1, be expressed as a polynomial in $M$ applied to $r_0$, so AA($m$) is a Krylov space method, that is, $r_{k+1} \in K_s(M, r_0)$, as formalized in Proposition 2.2 in Section 2.

**Remark A.3.** In Proposition A.1, we can, if desired, also rewrite the residual in terms of polynomials in the matrix $A$:

(A.4) \quad $$r_{k+1} = \sum_{j=0}^{m} \bar{p}_{k-m+1,j}(A) r_j, \quad k \geq m,$$

where the $\bar{p}_{k-m+1,j}(\lambda)$ satisfy the relations:

$$\bar{p}_{1,j}(\lambda) = -\sum_{i=1}^{m} \beta_{i}^{(m)} (1 - \lambda), \quad j = 0, \ldots, m - 1;$$

$$\bar{p}_{1,m}(\lambda) = (1 + \sum_{i=1}^{m} \beta_{i}^{(m)}) (1 - \lambda);$$

$$\bar{p}_{k-m+1,j}(\lambda) = (1 - \lambda) \left( 1 + \sum_{i=1}^{m} \beta_{i}^{(k)} \right) \bar{p}_{k-m,j} - \sum_{i=1}^{m} \beta_{i}^{(k)} \bar{p}_{k-m-i,j},$$

$$k - m + 1 > 1, j = 0, \ldots, m;$$
where for $i = 1, \ldots, m, j = 0, \ldots, m$,

$$
\tilde{p}_{1-i,j}(\lambda) = \begin{cases} 
1 & \text{if } i = j + 1 - m, \\
0 & \text{otherwise}.
\end{cases}
$$
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