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Abstract

We prove the nonlinear local stability of Dirac masses for a kinetic model of alignment
of particles on the unit sphere, each point of the unit sphere representing a direction. A
population concentrated in a Dirac mass then corresponds to the global alignment of all
individuals. The main difficulty of this model is the lack of conserved quantities and the
absence of an energy that would decrease for any initial condition. We overcome this difficulty
thanks to a functional which is decreasing in time in a neighborhood of any Dirac mass (in
the sense of the Wasserstein distance). The results are then extended to the case where the
unit sphere is replaced by a general Riemannian manifold.

1 Introduction

Alignment mechanisms are present in many biological and physical systems such as self-propelled
particles or rod-like polymers. One of the relevant questions in the study of such systems is to
know whether the interactions between individuals allow the whole system to become globally
aligned. One can then talk about flocking, long range polarization, magnetization, etc. depending
on the context. In this work we investigate a simple kinetic model with an alignment mechanism
for which this flocking behaviour can be rigorously exhibited.

We consider an infinite number of individuals/particles structured by their orientation in the
unit sphere of $\mathbb{R}^n$. The model we consider here is homogeneous in the sense that the density
of particles is not spatially structured. We assume that all particles interact with the same
probability, and when they do, their new orientation is the average orientation of the particles
prior to the interaction. The rate at which a particle is chosen to interact with another one is
custom (equal to 1) and independent of the particle. Notice that when the interacting particles
have opposite directions, their “average direction” is not well-defined. Their new orientations are
then chosen at random on the corresponding equator (the set of directions orthogonal to the initial
opposite directions).

This model is related to the Boltzmann-like model of Bertin, Droz and Grégoire [1, 5] in which
self-propelled particles interact and tend to align. When two particles interact, they align following
the process described above, and their orientation is then subject to angular noise. The model
we consider here is then a kinetic model corresponding to the spatially homogeneous version of
this model, when no noise is present in the system. The links between the kinetic model and the
underlying individual based model have been studied in [13, 14]. In this study, we will focus on
the asymptotic behavior of the solutions to the spatially homogeneous kinetic model. It is indeed
well known that the study of spatially inhomogeneous Boltzmann-type models is a much harder
problem, and the analysis of such equations (through hydrodynamic limits, for instance) requires
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a good understanding of the corresponding homogeneous model. From the modeling point of view, the study of such models is also a step towards the understanding of more realistic models based on the fact that birds in a flock interact with a limited number of congeners [1]. The model of [4, 5] is intended to mimic the Vicsek alignment model [35]. While the model of [4, 5] relies on a binary interaction point of view, that of Vicsek describes multiple simultaneous interactions.

The corresponding kinetic model is of mean-field type and takes the form of a Fokker–Planck equation [8]. Equilibria of this Fokker–Planck model have been studied in [21, 25] in the space-homogeneous case, and the non-spatially homogeneous case is addressed in [21–24].

We then consider two generalizations of the model. The first generalization that we will consider is a more general “position space” to describe the orientation of the particles. From the modeling point of view, it is indeed interesting to consider more complex position spaces. The main example we have in mind concerns elongated particles which have an orientation (that can be seen as a point on the unit sphere), but are symmetrical with respect to their center of mass. A particle with a given orientation is the indistinguishable from a particle with the opposite direction, so that those particles are indeed characterized by a “position” that is a point on the sphere quotiented by \{±Id\}. The alignment dynamics is also affected: the particles try to align to neighboring particles, but possibly with opposite directions. A good modeling choice then seems to describe the dynamics of the particles as points on the Riemannian manifold formed by the sphere quotiented by \{±Id\}. This assumption has for instance been chosen to model the alignment dynamics of fish in [15], leading to possible contra-rotating mills (that have indeed been observed on natural populations). A second example is flocking birds, that do not only copy their neighbors’ orientation, but also their posture (in particular the angular orientation of their wings). It can then be interesting to characterize the position of the birds through a more complicated manifold. We will thus extend our result on the local stability of Dirac masses to alignment models on general Riemannian manifolds. In that case, the interaction between two particles consists in updating their position at the midpoint of the minimal geodesic joining their “positions” prior to the interaction. The second generalization that we make is to relax our assumptions on the outcome of the interactions: instead of assuming that the two interacting particles align perfectly, we merely assume that the interaction brings them closer.

When the space of positions is the euclidean space \(\mathbb{R}^n\), \(n = 1, 2, 3\), the model we study here is related to several other models from physics of sociology. We can for instance mention the inelastic Boltzmann equation [7,16,30], used for instance to model granular gases, or the simpler Kac inelastic model [2,26,33]. This type of model also appears in socio-physical models [10,27], or wealth redistribution models in agent-based markets [6,19]. Finally, such models appear in biology, to model the effect of recombination in sexual population (in the so-called infinitesimal model) [11,34], or the exchange of proteins between cells [29,32]. In all those works, the fact that the “position space” is \(\mathbb{R}^n\) allows the development of powerful methods. In particular, the center of mass is conserved, and it is possible to define an energy that is decreasing for any initial condition. Moreover, thanks to the geometry of the position space, it is possible to use Fourier-based methods as well as the convexity properties obtained thanks to optimal transport methods (see [18] for a synthetic description of those methods). It is then possible to obtain precise descriptions of the dynamics of solutions. Unfortunately, it turns out that the properties and methods listed above fail on more general spaces of positions, such as spheres, as we consider in this article. One could hope that the Fourier transform methods introduced for e. g. the Kac model (see e.g. [18]) could be reproduced in the case of spheres using spherical harmonics. This approach is currently under investigation in the case of the unit circle, see [12], but it appears that severe difficulties arise compared to the euclidian situation.

The main result of this article is that the solutions of the kinetic model we consider converge exponentially fast to a Dirac mass, provided the initial condition is close to a Dirac mass (in the sense of the 2-Wasserstein distance). We first provide a proof of the main result in the case of the so-called midpoint model on a sphere (which is the simplest model for alignment in our setting), in order to keep the technicality of the proof to a minimum. Once our main result is proven in this simple case, we show that this initial proof can actually be extended to general Riemannian manifolds, thanks to some geometrical arguments that we detail. Finally, we show
that more general interactions can be considered, thanks to additional geometrical arguments that we provide.

The main difficulty of our study is the absence of conserved quantities which would help to locate the asymptotic final Dirac mass, and that could play the role of the center of mass in the inelastic Boltzmann equation. Similarly, we do not believe there exists an energy functional that would decrease in time for any initial condition. This lack of conserved quantities and global Lyapunov functional is common in models describing biological systems. It is however sometimes possible for such models to prove the convergence of a solution to a stationary profile in large time, even if it is not possible to determine which specific asymptotic profile will be selected [25, 28]. A second difficulty of the model comes from the geometry of the position space, which seems to prevent the use of arguments based on convexity.

The main argument we use in our analysis is an energy adapted to the problem, which is a Lyapunov functional provided the initial condition is sufficiently close to a Dirac mass. To prove that this energy is actually decreasing, we introduce some local and global estimates regarding the microscopic variation of this energy. Those estimates require a good understanding of the geometry of the problem, involving a positive injectivity radius and bounds on the curvature of the manifold.

The plan of the paper is the following. In Section 2, we define the kinetic model and discuss its well-posedness. We detail the case of the midpoint model on the euclidean space $\mathbb{R}^n$, for which the convergence towards a Dirac mass can be easily proven, and we detail the difficulties appearing for more general position sets, describing in particular the case where the position space is the circle $S^1$. In Section 3, we prove our main result in the case of the midpoint model on the unit sphere of $\mathbb{R}^n$. In Section 4, we extend this result to the case of a general Riemannian manifold. Finally, in Section 5, we define the notion of contracting models, and we extend our main result to this wider class of models.

2 The model and preliminary results

2.1 The model

We are interested in the evolution of a set of particles, represented at each time $t \geq 0$ by a probability measure $\rho(t, \cdot)$ over a set of positions $x \in \mathcal{M}$. See Section 1 for typical examples of position sets. The position set is here a complete connected Riemannian manifold $\mathcal{M}$, endowed with the geodesic distance $d$. The particles collide, and the effect of the collisions is described by a collision kernel $K$: given two pre-collisional positions $x_*, x'_*$ in $\mathcal{M}$, the law of the post-collisional position of the particles is the probability law $K(\cdot, x_*, x'_*)$ on $\mathcal{M}$. We assume that the rate at which a particle is colliding with another is constant equal to 1, and that particles collide independently of their positions.

Since additionally we consider an infinite number of particles, the model we are interested in is the following, where the unknown $\rho(t, x)$ is the probability density of finding particles at time $t$ and position $x$:

$$\partial_t \rho(t, x) = \int_{\mathcal{M} \times \mathcal{M}} K(x, x_*, x'_*) \rho(t, x_*) \rho(t, x'_*) \, dx_* \, dx'_* - \rho(t, x), \quad (1)$$

where we use the abusive notation $\rho(t, x_*) \, dx_*$ instead of $d\rho(t, \cdot)(x_*)$. When no confusion is possible, we will write $\rho$ or $\rho_t$ for $\rho(t, \cdot)$ and $\rho(x)$ for $\rho(t, x)$. We can consider that the particle are indistinguishable and therefore $K(\cdot, x_*, x'_*) = K(\cdot, x'_*, x_*)$, since symmetrizing $K$ does not change the outcome of expression (1). We therefore introduce the symmetric operator $A$ as follows:

$$A(\rho, \bar{\rho})(x) = \int_{\mathcal{M} \times \mathcal{M}} K(x, x_*, x'_*) \, d\rho(x_*) \, d\bar{\rho}(x'_*). \quad (2)$$
Then (1) is equivalent to \( \partial_t \rho = A(\rho, \rho) - \rho \) or, given in an integral form, for an initial condition \( \rho_0 \):

\[
\rho_t = \rho_0 + \int_0^t [A(\rho_s, \rho_s) - \rho_s] ds.
\]

The framework in which we will enounce all the results is \( P_2(\mathcal{M}) \), the set of probability measures \( \rho \) such that \( \int_M d(x, x)^2 d\rho(x)dx < +\infty \) for some (or equivalently, for all) \( x \in \mathcal{M} \), equipped with the \( \text{Wasserstein distance} \ W_2 \) given by

\[
W_2(\rho, \tilde{\rho})^2 = \inf_{\pi \in \Pi(\rho, \tilde{\rho})} \int_{\mathcal{M} \times \mathcal{M}} d(x, y)^2 d\pi(x, y),
\]

where \( \Pi(\rho, \tilde{\rho}) \) is the set of probability measures on \( \mathcal{M} \times \mathcal{M} \) with marginals \( \rho \) and \( \tilde{\rho} \). A first useful remark is that for any \( y \in \mathcal{M} \) and \( \rho \in P(\mathcal{M}) \), we have

\[
W_2(\rho, \delta_y)^2 = \int_{\mathcal{M}} d(x, y)^2 d\rho(x),
\]

since any probability measure on \( \mathcal{M} \times \mathcal{M} \) with marginals \( \rho \) and \( \delta_y \) is actually \( \rho \otimes \delta_y \).

### 2.2 Existence and uniqueness of solutions

The first proposition concerns the well-posedness of (1) on \( P_2(\mathcal{M}) \), under Lipschitz conditions for \( K \).

**Proposition 2.1.** Assume that for any \( x_* \in \mathcal{M}, \) the map \( x_* \mapsto K(\cdot, x_*, x'_*) \) is a \( k \)-Lipschitz map from \( \mathcal{M} \) to \( P_2(\mathcal{M}) \), for some \( k \) independent of \( x_* \). Then, for any initial data \( \rho_0 \in P_2(\mathcal{M}) \), there exists a unique global solution \( \rho \in C(\mathbb{R}_+, P_2(\mathcal{M})) \) to (3).

**Proof of Proposition 2.1.** We recall the Kantorovich duality formula [36]:

\[
W_2(\rho, \tilde{\rho})^2 = \sup_{(\varphi, \bar{\varphi}) \in \Phi} \left( \int_{\mathcal{M}} \varphi(x) d\rho(x) + \int_{\mathcal{M}} \bar{\varphi}(y) d\tilde{\rho}(y) \right),
\]

where \( \Phi \) is the set of pairs of bounded continuous functions \( \varphi, \bar{\varphi} \) from \( \mathcal{M} \) to \( \mathbb{R} \) such that for all \( x, y \) in \( \mathcal{M} \) we have \( \varphi(x) + \bar{\varphi}(y) \leq d(x, y)^2 \). For \( \mu \in P_2(\mathcal{M}) \), we first show that \( \rho \mapsto A(\mu, \rho) \) is \( k \)-Lipschitz with respect to the \( W_2 \) distance. Indeed, for \( (\varphi, \bar{\varphi}) \) in \( \Phi \), for \( \rho \) and \( \tilde{\rho} \) in \( P_2(\mathcal{M}) \), and for \( \pi \) in \( \Pi(\rho, \tilde{\rho}) \), we estimate

\[
I(\varphi, \bar{\varphi}) \overset{\text{def}}{=} \int_{\mathcal{M}^3} \varphi(x) A(\mu, \rho)(x) dx d\mu(x) + \int_{\mathcal{M}^3} \bar{\varphi}(y) A(\mu, \tilde{\rho})(y) dy d\tilde{\rho}(y)
\]

\[
= \int_{\mathcal{M}^3} \varphi(x) K(x, x_*, x'_*) dx d\mu(x) d\rho(x') + \int_{\mathcal{M}^3} \bar{\varphi}(y) K(y, x_*, y'_*) dy d\tilde{\rho}(y')
\]

\[
= \int_{\mathcal{M}^3} \left( \int_{\mathcal{M}} \varphi(x) K(x, x_*, x'_*) dx + \int_{\mathcal{M}} \bar{\varphi}(y) K(y, x_*, y'_*) dy \right) d\mu(x) d\pi(x', y')
\]

\[
\leq \int_{\mathcal{M}^3} W_2(K(\cdot, x_*, x'_*), K(\cdot, x_*, y'_*))^2 d\mu(x) d\pi(x', y')
\]

\[
\leq k^2 \int_{\mathcal{M}^3} d(x', y'_*)^2 d\mu(x) d\pi(x', y'),
\]

and then, since \( \mu \) is a probability measure, if we take the infimum of the above quantity in \( \pi \), we get:

\[
W_2(A(\mu, \rho), A(\mu, \tilde{\rho}))^2 = \sup_{(\varphi, \bar{\varphi}) \in \Phi} I(\varphi, \bar{\varphi}) \leq k^2 W_2(\rho, \tilde{\rho}).
\]
Therefore, using symmetry, we immediately get that \( \rho \mapsto A(\rho, \rho) \) is \( 2k \)-Lipschitz with respect to \( W_2 \), and takes values in \( P_2(\mathcal{M}) \), since for instance \( A(\delta_x, \delta_x) = K(\cdot, \bar{x}, \bar{x}) \) is in \( P_2(\mathcal{M}) \). This implies that for \( \rho_0 \) in \( P_2(\mathcal{M}) \), the map \( F \) given by

\[
F(\rho)_t = \rho_0 e^{-t} + \int_0^t e^{s-t} A(\rho_s, \rho_s) \, ds
\]

sends \( C([0, T], P_2(\mathcal{M})) \) into itself, and is a contraction for \( T \) sufficiently small (but independent of \( \rho_0 \)). Since \( P_2(\mathcal{M}) \) is complete, then \( C([0, T], P_2(\mathcal{M})) \) is also complete and the Banach fixed point theorem implies the existence of a unique fixed point of \( F \), which corresponds to a unique solution of (3) thanks to the Duhamel formula. It is then possible to extend \( \rho \) for any \( t > T \) (one simply considers recursively the above construction with \( \rho_{0,n} := \rho_{nT} \), since \( T \) does not depend on \( \rho_0 \)).

Not all interesting models satisfy the assumption of the above Proposition 2.1, namely the fact that \( x' \rightarrow K(\cdot, x, x') \) is Lipschitz. For instance, the midpoint model, where two colliding particles end up in the middle of a minimal geodesic joining the two pre-collisional velocities (see Subsection 2.3 and Section 3), satisfies the assumption of Proposition 2.1 if \( \mathcal{M} = \mathbb{R}^n \) (see Subsection 2.3), but does not satisfy it if \( \mathcal{M} = S^1 \), which corresponds to the model studied in Section 3. Indeed, we even show in the example below that there exists no well-posed measure solutions in the latter case (we restrict the example to the case \( n = 1 \)).

**Example 2.2.** We consider here \( \mathcal{M} = S^1 \). Each position \( x \in \mathcal{M} \) can then be represented by an angle \( \theta \in [0, 2\pi) \), considering that \( \mathcal{M} \subset \mathbb{C} \) and writing \( x = e^{i\theta} \). For \( \theta_*, \theta'_* \in [0, 2\pi) \), \( \theta_* \neq \theta'_* \), the middle of the minimal geodesic joining \( e^{i\theta_*} \) to \( e^{i\theta'_*} \) on the circle is given by \( e^{i\theta} \) where \( \theta = \frac{\theta_* + \theta'_*}{2} \), if \( |\theta_* - \theta'_*| < \pi \), and \( \theta = \frac{\theta_* + \theta'_*}{2} \pm \pi \) if \( |\theta_* - \theta'_*| > \pi \). We can then define the following midpoint collision operator \( K \):

\[
K(\cdot, \theta_*, \theta'_*) = \delta_\theta, \text{ where } \theta = \begin{cases} \frac{\theta_* + \theta'_*}{2} & \text{if } |\theta_* - \theta'_*| < \pi \\ \frac{\theta_* + \theta'_*}{2} + \pi & \text{if } |\theta_* - \theta'_*| > \pi \text{ and } \frac{\theta_* + \theta'_*}{2} < \pi \\ \frac{\theta_* + \theta'_*}{2} - \pi & \text{if } |\theta_* - \theta'_*| > \pi \text{ and } \frac{\theta_* + \theta'_*}{2} > \pi, \end{cases}
\]

if \( |\theta_* - \theta'_*| \neq \pi \), while if \( |\theta_* - \theta'_*| = \pi \),

\[
K(\cdot, \theta_*, \theta'_*) = \frac{1}{2} \delta_{\theta} + \frac{1}{2} \delta_{\theta'}, \text{ where } \theta = \frac{\theta_* + \theta'_*}{2} \text{ and } \theta' = \begin{cases} \theta + \pi & \text{if } \theta < \pi \\ \theta - \pi & \text{if } \theta > \pi. \end{cases}
\]

We notice that if the support of the initial data \( \rho_0 \) is supported in an open semicircle, then the support of the solution remains in this semicircle at all times. For instance, if \( \text{supp} \rho_0 \subset [0, \pi) \) (resp. \( \text{supp} \rho_0 \subset (\pi, 2\pi) \cup \{0\} \)), then for all \( t \geq 0 \), \( \text{supp} \rho_t \subset [0, \pi) \) (resp. \( \text{supp} \rho_t \subset (\pi, 2\pi) \cup \{0\} \)). Moreover, in this case, the dynamics of \( t \mapsto \rho_t \) is given by midpoint model in \( \mathbb{R} \) (see Subsection 2.3).

A simple example for an initial condition is \( \rho_0 = \rho_0^\theta := \frac{1}{2} \delta_{\theta_0} + \frac{1}{2} \delta_{\theta_0} \), which satisfies \( \text{supp} \rho_0 \subset [0, \pi) \) if \( \theta \in [0, \pi) \) (resp. \( \text{supp} \rho_0 \subset (\pi, 2\pi) \cup \{0\} \) if \( \theta \in (\pi, 2\pi) \)). Then, thanks to the argument above and to the forthcoming Proposition 2.3,

\[
W_2(\rho_t^\theta, \delta_{\theta/2}) \leq \pi e^{-t/4} \text{ if } t \in [0, \pi),
\]

\[
W_2(\rho_t^\theta, \delta_{\theta/2+\pi}) \leq \pi e^{-t/4} \text{ if } t \in (\pi, 2\pi).
\]

In particular, if \( \theta_1 < \pi < \theta_2 \), then

\[
W_2(\rho_t^{\theta_1}, \rho_t^{\theta_2}) \geq W_2(\delta_{\theta_1/2}, \delta_{\theta_2/2+\pi}) - 2\pi e^{-t/4} \geq \pi \left( 1 - 2e^{-t/4} \right) \geq \frac{\pi}{2}.
\]

for \( t \geq 4\ln 4 \), while \( W_2(\rho_t^{\theta_1}, \rho_t^{\theta_2}) = \frac{|\theta_1 - \theta_2|}{4} \). This example shows that the measure solutions of the midpoint model on \( \mathcal{M} = S^1 \) can not be continuous with respect to the initial data.
In [29], the existence and uniqueness of solutions for the midpoint model has been shown for \( \mathcal{M} = \mathbb{R} \) (their result indeed holds for more general models), when the initial condition is integrable, that is \( \rho_0 \in L^1(\mathbb{R}) \). The proof is then based on \( L^1 \) estimates, different from the one used to prove Proposition 2.1. The extension of this approach for \( \mathcal{M} = S^n \), for instance) is an open problem, that we will not try to address in the present article.

2.3 The midpoint model in \( \mathbb{R}^n \), and difficulties appearing for more general position sets

Let consider the case of \( \mathcal{M} = \mathbb{R}^n \) where, when two particles interact, they stick together, in the middle of the segment connecting the two particles. Under this assumption, we show that for any initial condition with finite second moment, the solution of (1) converges to a Dirac mass as time goes to infinity. This model has already been studied in the one-dimensional case, as a simple economic market model [31], or a model for the exchange of proteins between bacteria [29], and the use of the Wasserstein distance \( W_2 \) is not new for this study [18]. We will recall below how this dynamics can be described, and discuss the difficulties arising from a similar model on a more complicated manifold (a sphere in particular).

**Proposition 2.3.** We suppose that the collision kernel is the midpoint kernel, that is

\[
K(\cdot, x_*, x'_*) := \delta_{\frac{1}{2}(x_* + x'_*)}.
\]

For \( \rho_0 \) in \( P_2(\mathbb{R}^n) \), there exists a unique solution \( \rho \) of (1) in \( C(\mathbb{R}_+, P_2(\mathbb{R}^n)) \). Moreover, the center of mass \( \bar{x} = \int_{\mathbb{R}^n} x \, d\rho(x) \) is conserved by the equation, and we have

\[
W_2(\delta_x, \rho_t) = W_2(\delta_x, \rho_0) e^{-t/4}.
\]

**Proof of Proposition 2.3.** The existence and uniqueness of a solution comes from Proposition 2.1. Indeed, using the fact that \( W_2(\delta_x, \delta_y) = |x - y| \), we get that the map \( x_* \mapsto \delta_{\frac{1}{2}(x_* + x'_*)} \) is \( \frac{1}{2} \)-Lipschitz for any \( x_* \). Now a simple computation gives

\[
\frac{d}{dt} \int_{\mathbb{R}^n} x \, d\rho_t(x) = \int_{\mathbb{R}^n \times \mathbb{R}^n} \left( \int_{\mathbb{R}^n} x K(x, x_*, x'_*) \, dx - \frac{x_* + x'_*}{2} \right) \, d\rho_t(x_*) \, d\rho_t(x'_*) = 0, \tag{7}
\]

which gives the conservation of the center of mass \( \bar{x} \). We compute next the evolution of the second moment \( m_2(t) := \int_{\mathbb{R}^n} |x - \bar{x}|^2 \, d\rho_t(x) \). We get

\[
\frac{d}{dt} m_2(t) = \int_{\mathbb{R}^n \times \mathbb{R}^n} \left( \int_{\mathbb{R}^n} |x - \bar{x}|^2 K(x, x_*, x'_*) \, dx - \frac{|x_* - \bar{x}|^2 + |x'_* - \bar{x}|^2}{2} \right) \, d\rho_t(x_*) \, d\rho_t(x'_*)
= \frac{1}{2} \int_{\mathbb{R}^n} (x - \bar{x}) \, d\rho_t(x) \left| \frac{\partial}{\partial x} \right| - \frac{1}{2} \int_{\mathbb{R}^n} |x - \bar{x}|^2 \, d\rho_t(x) = -\frac{m_2(t)}{2}, \tag{8}
\]

thanks to the definition of the center of mass \( \bar{x} \). It follows that \( m_2(t) = m_2(0) e^{-t/2} \), which ends the proof, since \( m_2 \) is nothing else than \( W_2^2(\delta_x, \rho) \) thanks to (5).

The conservation of the center of mass \( \bar{x} \) by (1) plays a central role in the above computation (see (8)). Unfortunately, it seems difficult to define an equivalent of the center of mass for a probability distribution on the sphere, that would be conserved by the equation (1). For instance the direction of the first moment of the distribution is not conserved by the equation, as we show in the example below.

**Example 2.4.** We consider the midpoint model on the circle described in Example 2.2. Let \( \rho \) be a solution in \( C(\mathbb{R}_+, P(\mathbb{S}^1)) \) with initial condition \( \rho_0 = \frac{1}{3} \sum_{k=1}^{3} \delta_{e^{i\theta_k}} \) with \( \theta_1 = 0, \theta_2 = \pi - 2\varepsilon, \) and \( \theta_3 = \pi + \varepsilon \). Then, one can compute that

\[
\int_{\mathbb{S}^1} x \rho(0, x) \, dx = \left( -\frac{1}{3} - \frac{\varepsilon}{3} \right) + O(\varepsilon^2),
\]
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\[
\frac{d}{dt} \int_{S^1} x \rho(t, x) \, dx = \int_{S^1} x \left( \frac{-2}{3} \rho_0 + \frac{2}{9} (\delta_{x_{12}} + \delta_{x_{13}} + \delta_{x_{23}}) \right) \, dx
\]
\[
= \left( -\frac{4}{9} \right) + O(\varepsilon),
\]

where \( x_{12} = e^{i(\pi/2 - \varepsilon)} \), \( x_{13} = e^{i(3\pi/2 + \varepsilon/2)} \) and \( x_{23} = e^{i(\pi - \varepsilon/2)} \). When \( \varepsilon > 0 \) is small enough, the vectors \( \int_{S^1} x \rho(0, x) \, dx \) and \( \frac{d}{dt} \bigg|_{t=0} \int_{S^1} x \rho(t, x) \, dx \) are then not collinear, which implies that neither the vector \( y_0 := \int_{S^1} x \rho(0, x) \, dx \) nor its direction \( \frac{y_0}{\|y_0\|} \) can be conserved by the midpoint model on the circle.

In Figure 1, we present a numerical simulation of the model described in Example 2.2. Numerically, we also observe that the direction of the center of mass of the solution is not conserved by the equation.

Figure 1: Numerical simulation of the midpoint model on the circle described in Example 2.2 (colors online). On the left, we have represented the solution \( x \mapsto \rho(t, x) \) at various times, as a function of the argument of \( x \), that is \( \theta = \arg(x) \in [0, 2\pi) \). On the right, we have represented the argument \( \theta_1(t) \) of the center of mass \( \int_{x \in S^1 \subset \mathbb{R}^2} x \rho(t, x) \, dx \), as a function of the time \( t \). This numerical simulation is based on a finite difference scheme.

To circumvent this difficulty, we notice that a computation close to (8) can be performed based on a variant of \( m_2 \), defined without the center of mass, namely

\[
\tilde{m}_2 := \int_{\mathbb{R}^n \times \mathbb{R}^n} |x - y|^2 \, d\rho(x) \, d\rho(y).
\]

This quantity, just as \( m_2 \), is a Lyapunov functional for (1) for the midpoint model when \( M = \mathbb{R}^n \) (it is actually equal to \( 2m_2 \), thanks to the conservation of mass and center of mass by the midpoint model in \( \mathbb{R}^n \)). When \( M \) is a Riemannian manifold, we will then use the counterpart of this quantity \( \tilde{m}_2 \), namely (9) where \( |x - y| \) is replaced by the geodesic distance \( d(x, y) \). We do not know if this quantity is also a Lyapunov functional for general positions sets \( M \) (see Figure 3), but we will show however that this quantity is a Lyapunov functional in a neighborhood of any Dirac mass on \( M \) (the neighborhood of a Dirac mass can be defined thanks to the Wasserstein distance \( W_2 \)). The latter property is the root of our analysis.

3 The midpoint model on the sphere

We now consider the case where \( M \) is the unit sphere of \( \mathbb{R}^{n+1} \), that we will denote by \( S \) in this section (instead of \( S^n \)), to simplify notations. Notice that indeed, the dimension of \( M \) will play little role in our analysis.

In this section, we will assume that when two particles with directions \( x_* \) and \( x'_* \) collide, they align: their new direction is the mean direction of \( x_* \) and \( x'_* \). This assumption holds unless those
two directions are antipodal, and in that case, their new direction should belong to the corresponding equator, see Figure 2. We are thus interested in the solutions of the kinetic equation (1), where the probability law \( K(\cdot, x_*, x'_*) \) satisfies the following assumption:

**Assumption 3.1 (Midpoint models on the sphere \( S \)).** For any \( x_*, x'_* \in S^2 \), \( K(\cdot, x_*, x'_*) \) is a probability measure, and:

- if \( x_* \neq -x'_* \), then \( K(\cdot, x_*, x'_*) = \delta_{x_m} \), where \( x_m = \frac{x_* + x'_*}{\|x_* + x'_*\|} \).
- if \( x_* = -x'_* \), then the support of \( K(\cdot, x_*, x'_*) \) is included in \( \{ x \in S \mid x \cdot x_* = 0 \} \).

![Figure 2: Two types of collision on the sphere.](image)

We will denote by \( d(x, y) \) the geodesic distance on \( S \) between \( x \) and \( y \), given by the length of the arc of a great circle passing through \( x \) and \( y \); we get

\[
d(x, y) = \arccos(x \cdot y).
\]

(10)

The main result concerns the nonlinear stability of Dirac masses.

**Theorem 3.2.** Let \( K \) satisfy Assumption 3.1. There exists \( C_1 > 0 \) and \( \eta > 0 \) such that for any solution \( \rho \in C(\mathbb{R}_+, \mathcal{P}(S)) \) of (1) with initial condition \( \rho_0 \) satisfying \( W_2(\rho_0, \delta_{x_0}) < \eta \) for some \( x_0 \in S \), there exists \( \rho_\infty \in S \) such that

\[
W_2(\rho_t, \delta_{x_\infty}) \leq C_1 W_2(\rho_0, \delta_{x_0}) e^{-t/4}.
\]

**Remark 3.3.** The convergence rate is the same as in the midpoint model in \( \mathbb{R}^n \) (see Proposition 2.3). This property will also hold for midpoint models on more general manifolds, see Theorem 4.3. This convergence rate will however be different if the collision kernel is less contracting than the midpoint model, see Section 5.

This convergence rate is optimal. Indeed, if we consider an initial condition supported on a geodesic \( \gamma : [0, 1] \to \mathcal{M} \), connecting two points \( x_1, x_2 \in \mathcal{M} \) such that \( d(x_1, x_2) > 0 \) is small, then for any \( \tilde{x}_1, \tilde{x}_2 \in \gamma([0, 1]) \), the unique minimal geodesic connecting \( \tilde{x}_1 \) to \( \tilde{x}_2 \) is \( \gamma|_{[\tilde{x}_1, \tilde{x}_2]} \), and in particular, the midpoint of this geodesic is included in \( \gamma([0, 1]) \). The support of \( \rho(t, \cdot) \) is then included in \( \gamma([0, 1]) \) at all times, and \( \gamma^{-1}_* \rho(t, \cdot) \) is a solution of the midpoint model on \( \mathbb{R} \). The convergence rate of \( t \mapsto \gamma^{-1}_* \rho(t, \cdot) \) to a Dirac mass is then explicitly given by Proposition 2.3, and is optimal since the exponential decay is an equality. The convergence rate of \( t \mapsto \rho(t, \cdot) = \gamma_* (\gamma^{-1}_* \rho(t, \cdot)) \) to a Dirac mass is then the same, which shows the optimality of the convergence rate obtained in Theorem 3.2. Notice that this argument indeed holds in the more general context where the position set \( \mathcal{M} \) is a Riemannian manifold (see Section 4). Numerically, the convergence rate generically observed corresponds to the rate provided by Theorem 3.2, see Figure 3.

The remainder of this section is devoted to the proof of Theorem 3.2.
Time $t$

Energy $E(\rho(t, \cdot))$

Figure 3: For the numerical solution presented in Figure 1, we represent the time evolution of the energy $E(\rho(t, \cdot))$ (see (11)), in a standard plot (left), and semi-log plot (right). We observe that the energy decreases slowly when the density is close to the uniform distribution (for $t \approx 3$, see Figure 1) for which the energy is equal to $\frac{\pi}{2} \approx 3.14$. For $t > 10$, the energy seems to decrease exponentially as $t \mapsto e^{-t/2}$ (represented with a dotted line), as estimated by Theorem 3.2.

### 3.1 Energy and 2-Wasserstein distance

Our analysis will be based on the following energy functional:

$$E(\rho) = \int_{S \times S} d(x, y)^2 d\rho(x) d\rho(y),$$  \hfill (11)

First of all, we give a technical lemma that will be used later in the paper. It concerns the link between this energy and the Wasserstein distance $W_2$ on $\mathcal{P}(S)$, and provides some useful Markov-type inequalities.

**Lemma 3.4.** If $\rho \in \mathcal{P}(S)$, we have for any $x \in S$,

$$E(\rho) \leq 4 W_2(\rho, \delta_x)^2,$$  \hfill (12)

and there exists $\bar{x} \in S$ such that

$$W_2(\rho, \delta_x)^2 \leq E(\rho).$$  \hfill (13)

In that case, for any $\kappa > 0$, we have

$$\int_{\{x \in S; d(x, \bar{x}) \geq \kappa\}} d\rho(x) \leq \frac{1}{\kappa^2} E(\rho), \quad \text{and} \quad \int_{\{x \in S; d(x, \bar{x}) \geq \kappa\}} d(x, \bar{x}) d\rho(x) \leq \frac{1}{\kappa} E(\rho).$$

**Proof of Lemma 3.4.** Let $\rho \in \mathcal{P}(S)$. Using (5), we get

$$E(\rho) = \int_S W_2(\rho, \delta_y)^2 d\rho(y)$$

$$\leq \int_S [W_2(\rho, \delta_x) + d(y, x)]^2 d\rho(y)$$

$$\leq \int_S 2 [W_2(\rho, \delta_x)^2 + d(y, x)^2] d\rho(y) = 4 W_2(\rho, \delta_x)^2,$$

which gives the estimate (12). The function $y \mapsto W_2(\rho, \delta_y)$ is continuous (1-Lipschitz), and reaches its minimum at a point $\bar{x} \in S$. This gives

$$E(\rho) = \int_S W_2(\rho, \delta_y)^2 d\rho(y) \geq \int_S W_2(\rho, \delta_x)^2 d\rho(y) = W_2(\rho, \delta_x)^2.$$
Now, for $\kappa > 0$, we have
\[
\int d(x,\bar{x})^2 \, dp(x) \geq \kappa \int_{\{x \in S, \, d(x,\bar{x}) \geq \kappa\}} d(x,\bar{x}) \, dp(x) \geq \kappa^2 \int_{\{x \in S, \, d(x,\bar{x}) \geq \kappa\}} \, dp(x),
\]
which, combined to the first inequality, proves the lemma.

### 3.2 Energy estimates on collisions

Here, we show how collisions decrease the energy with the right rate. These estimates will be the main argument to show the local stability of Dirac masses.

First of all, let us compute the derivative of the energy, when $\rho \in C(\mathbb{R}_+; P(S))$ is a solution of (1):
\[
\frac{1}{2} \frac{d}{dt} E(\rho) = \int_{S \times S} d(x,y)^2 \partial_t \rho(x) \rho(y) \, dx \, dy = \int_{S \times S} d(x,y)^2 \rho(y)[A(\rho, \rho)(x) - \rho(x)] \, dx \, dy.
\]

Since $\rho$ is a probability measure, we can write
\[
\int_S d(x,y)^2 \, dp(x) = \int_{S \times S} \frac{d(x,y)^2 + d(x',y)^2}{2} \, dp(x) \, dp(x'),
\]
and we insert this expression into (14). Together with the definition (2) of $A$, we obtain:
\[
\frac{1}{2} \frac{d}{dt} E(\rho) = \int_{S \times S} \alpha(x, x', y) \, dp(x) \, dp(x') \, dp(y),
\]
where the function $\alpha$ is defined by
\[
\alpha(x, x', y) = \int_S d(x,y)^2 K(x, x, x') \, dx - \frac{d(x,y)^2 + d(x',y)^2}{2}.
\]

This quantity $\alpha(x, x', y)$ corresponds to the variation of the energy caused by the collision of two particles located at $x_*$ and $x'_*$, and obtaining good estimates on this quantity will be the main ingredient to prove the decay of the energy. We will need two precise estimates of this quantity $\alpha$. The first one is a global estimate and is simply a consequence of triangle inequalities.

**Lemma 3.5.** Let $K$ satisfy Assumption 3.1. For any $x_*, x'_* \in S$, we have
\[
\alpha(x_*, x'_*, y) \leq -\frac{1}{4} d(x_*, x'_*)^2 + 2 d(x_*, x'_*) \min\{d(x_*, y), d(x'_*, y)\}.
\]

**Proof of Lemma 3.5.** The triangle inequality in the triangle $(x_*, x, y)$ gives
\[
d(x, y)^2 \leq d(x_*, y)^2 + 2 d(x, y) d(x_*, x) + d(x, x_*)^2,
\]
which, after integrating against the probability measure $K(\cdot, x_*, x'_*)$ and using the fact that for any $x$ in the support of $K(\cdot, x_*, x'_*)$, we have $d(x, x_*) = \frac{1}{2} d(x, x'_*)$, gives
\[
\int_S d(x,y)^2 K(x, x_*, x'_*) \, dx \leq d(x_*, y)^2 + d(x, y) d(x_*, x'_*) + \frac{1}{4} d(x_*, x'_*)^2.
\]

We now write the triangle inequality in the triangle $(x_*, x'_*, y)$ to get
\[
\frac{1}{2} d(x'_*, y)^2 \geq \frac{1}{2} d(x, y)^2 - d(x_*, y) d(x'_*, x_*) + \frac{1}{2} d(x'_*, x_*)^2,
\]
and we insert these two last estimates in the expression (16) of $\alpha$. We obtain
\[
\alpha(x_*, x'_*, y) \leq -\frac{1}{4} d(x'_*, x_*)^2 + 2 d(x_*, y) d(x'_*, x_*) - d(x_*, y) d(x_*, x'_*) + \frac{1}{2} d(x'_*, x_*)^2.
\]

Since $x_*$ and $x'_*$ play symmetric roles, this ends the proof of the Lemma.
The second estimate is a local estimate of the quantity $\alpha(x, x', y)$ when the points $x, x'$ and $y$ are sufficiently close.

**Lemma 3.6.** Let $K$ satisfy Assumption 3.1. For any $\kappa_1 < \frac{2\pi}{3}$, there exists $C_1 > 0$ such that for any $\kappa \leq \kappa_1$, for any $x, x', y \in S$ such that $\max(d(x, y), d(x', y), d(x, x')) \leq \kappa$, we have

$$\alpha(x, x', y) \leq \frac{1}{4} d(x, x')^2 + C_1 \kappa^2 d(x, x')^2.$$

**Proof of Lemma 3.6.** Let $x_m$ be the midpoint of a minimal geodesic joining $x$ and $x'$. To simplify notations, we will write $a = d(x, x_m) = d(x_m, x') = \frac{1}{2}d(x, x')$, $b = d(x, y)$, and $b' = d(x', y)$ (see figure 4). We also denote by $m = d(x_m, y)$ the length of the median. We recall the formula (10) for the calculation of distances.

![Figure 4: A spherical triangle and its median](image)

We first give the equivalent of Apollonius theorem in spherical geometry:

$$\frac{\cos b + \cos b'}{2} = \cos a \cos m.$$  

(18)

To prove this relation, we have $\|x + x'\|^2 = 2 + 2x \cdot x' = 2(1 + \cos 2a) = 4 \cos^2 a$ and therefore, since $a \leq \frac{\pi}{2}$, we get $\|x + x'\| = 2 \cos a$. When $x + x' \neq 0$, we get

$$\cos m = y \cdot x_m = y \cdot \frac{x + x'}{\|x + x'\|} = \frac{\cos b + \cos b'}{2 \cos a}.$$  

When $x = -x'$, we have $\cos b = x \cdot y = -x' \cdot y = -\cos b'$, and we have $2a = d(x, x') = \pi$, so $\cos a = 0$ and the formula (18) is still valid.

We now introduce the function $g : t \in [-1, 1] \mapsto \arccos(t)^2$, such that $g(\cos \theta) = \theta^2$. We obtain $g'(\cos \theta) = -\frac{2a}{\sin \theta}$, which gives that $g'$ is negative and that $\theta \mapsto g'(\cos \theta)$ is decreasing on $(0, \pi)$. Therefore $g'$ is increasing on $(-1, 1)$, so the function $g$ is decreasing and convex on $[-1, 1]$.

Thus we have

$$g(\cos a \cos m) = g\left(\frac{\cos b + \cos b'}{2}\right) \leq g(\cos b) + g(\cos b') = \frac{b^2 + b'^2}{2}.$$  

But we also have that $g$ is above its tangent, so we get

$$g(\cos a \cos m) = g(\cos m - (1 - \cos a) \cos m)$$  

$$\geq g(\cos m) - g'(\cos m)(1 - \cos a) \cos m$$  

$$\geq m^2 + \frac{2m \cos m}{\sin m}(1 - \cos a).$$  
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Combining these two inequalities, we obtain

$$m^2 - \frac{b^2 + b'^2}{2} \leq -(1 - \cos a) \frac{2m \cos m}{\sin m}. \quad (19)$$

We fix $0 < \kappa \leq \kappa_1 < \frac{2\pi}{3}$ and we suppose that $b, b', 2a \leq \kappa$. By triangle inequality in the geodesic triangle $(x_m, x_+, y)$, we get that $m \leq \frac{2\kappa}{3 \kappa_1}$. We have $\frac{m \cos m}{\sin m} = 1 + O(m^2)$ (this function is even and $C^2$ on $[-\frac{2\kappa}{3 \kappa_1}, \frac{2\kappa}{3 \kappa_1}]$ since $\frac{2\kappa}{3 \kappa_1} < \pi$) and $2(1 - \cos a) = a^2(1 + O(a^3))$. Therefore, there exists $C > 0$ such that

$$m^2 - \frac{b^2 + b'^2}{2} \leq a^2(-1 + C \kappa^2), \quad (20)$$

To conclude, we notice that since $\kappa < \pi$, the geodesic from $x_+$ to $x'_+$ is unique and $K(\cdot, x_+, x'_+) = \delta_{x_m}$, and then $\alpha(x_+, x'_+, y) = m^2 - \frac{1}{2}(b^2 + b'^2)$.

**Remark 3.7.** When $S = S^1 \subset \mathbb{R}^2$ is the unit circle, then, if the three lengths $d(x_+, x'_+), d(x_+, y)$ and $d(x'_+, y)$ are less than $\frac{2\pi}{3 \kappa_1}$, the geodesic triangle $(x_+ x'_+, y)$ cannot be the whole circle. The computation is then the same as it would be in the real line, and we directly get the estimate of Lemma 3.6 with $C_1 = 0$.

### 3.3 Energy contraction property

In this subsection, we will prove the main argument of the proof of Theorem 3.2, which is an energy contraction property showing that the energy $E(p_t)$ converges exponentially fast to $0$, provided it is initially sufficiently small. A similar estimate will also be the key argument in more general situations, see Sections 4 and 5.

**Proposition 3.8.** Let $K$ satisfy Assumption 3.1. There exists $C_0 > 0$, $M_0 > 0$ and $\gamma > 0$ such that for any solution $\rho \in C(\mathbb{R}_+, \mathcal{P}(S))$ of (1), we have, for any $t \in \mathbb{R}_+$ such that $E(p_t) \leq M_0$:

$$\frac{1}{2} \frac{d}{dt} E(\rho) \leq -\frac{1}{4} E(\rho) + C_0 E(\rho)^{1+\gamma}. \quad (21)$$

Consequently, there exist $E_{\text{max}} > 0$ such that any solution $\rho \in C(\mathbb{R}_+, \mathcal{P}(S))$ of (1) with initial condition $\rho_0$ such that $E(\rho_0) < E_{\text{max}}$ satisfies

$$E(\rho_t) \leq \left[1 - \left(\frac{E(\rho_0)}{E_{\text{max}}}\right)^\gamma\right]^{-1/\gamma} E(\rho_0) e^{-\frac{1}{4}t}. \quad (22)$$

**Proof of Proposition 3.8.** Let $\rho \in C(\mathbb{R}_+, \mathcal{P}(S))$ be a solution of (1). We have, thanks to (15), and the fact that $\rho$ is a probability measure

$$\frac{1}{2} \frac{d}{dt} E(\rho) + \frac{1}{4} E(\rho) = \int_{S \times S \times S} [\alpha(x_+, x'_+, y) + \frac{1}{4} d(x_+, x'_+)^2] d\rho(x_+) d\rho(x'_+) d\rho(y). \quad (23)$$

We want to estimate the right-hand side of (23) for a given time $t$. We take $\kappa \leq \kappa_1$ and $\bar{x}$ given by Lemma 3.4. We then define $\omega := \{x \in S; d(x, \bar{x}) \leq \kappa/2\}$, and we split the triple integral depending on whether $x_+$, $x'_+$ and $y$ are in $\omega$ or not. When both of them are in $\omega$, we estimate the triple integral thanks to Lemma 3.6, since $\max(d(x_+, x'_+), d(x_+, y), d(x'_+, y)) \leq \kappa$. When one of
them is not in $\bar{\omega}$, we estimate the triple integral thanks to Lemma 3.5. We obtain

$$\frac{1}{2} \frac{d}{dt} E(\rho) + \frac{1}{4} E(\rho) \leq C \kappa^2 \int \int \int \int \int d(x, x', y) d(y, z) d\rho(y) d\rho(z) d\rho(x)$$

$$+ 2 \int \int \int \int \int \int \int \int \int d(y, z) d(y, z) d\rho(y) d\rho(z) d\rho(x)$$

$$+ 2 \int \int \int \int \int \int \int \int d(y, z) d(y, z) d\rho(y) d\rho(z) d\rho(x)$$

$$+ 2 \int \int \int \int \int \int \int \int d(y, z) d(y, z) d\rho(y) d\rho(z) d\rho(x).$$

The first triple integral is directly estimated by $E(\rho)$ since $\rho$ is a probability measure. To control the three other integrals, we exchange the role of $x, x'$ and $y$, and extend the domain of integration for the double integral, and we see that they can all be estimated similarly by $J(\rho)$, described below. We get

$$\frac{1}{2} \frac{d}{dt} E(\rho) + \frac{1}{4} E(\rho) \leq C \kappa^2 E(\rho) + 6 J(\rho),$$

where

$$J(\rho) = \int \int \int \int d(x, y) d(y, z) d\rho(y) d\rho(z) d\rho(x)$$

$$\leq \int \int \int \int \int \int d(x, x') d\rho(x) d\rho(x') d\rho(y) d\rho(z) d\rho(x)$$

$$\leq \int \int \int \int \int \int d(y, z) d\rho(y) d\rho(z) + \int \int \int \int \int \int d(y, x) d(y, z) d\rho(y) d\rho(z)$$

$$\leq \frac{2 E(\rho)}{\kappa} \int \int \int \int d(y, z) d\rho(y) d\rho(z) + \frac{4 E(\rho)}{\kappa^2} \int \int \int \int d(y, x) d(y, z) d\rho(y) d\rho(z)$$

thanks to Lemma 3.4 (with $\kappa/2$). The two double integrals can then be estimated thanks to the Cauchy-Schwarz inequality (the first one is less than $\sqrt{E(\rho)}$ since $\rho \otimes \rho$ is a probability measure, and the second one is less than $E(\rho)$ thanks to Lemma 3.4). In the end, we get, as soon as $\kappa \leq \kappa_1$:

$$\frac{1}{2} \frac{d}{dt} E(\rho) + \frac{1}{4} E(\rho) \leq C \kappa^2 E(\rho) + 12 \frac{E(\rho) \kappa^2}{\kappa^2} + 24 \frac{E(\rho)^2}{\kappa^2}. \quad (24)$$

So we can take $\kappa = E(\rho)^{\frac{1}{2}}$, and as soon as $E(\rho) \leq M_0$, we get the estimate (21), with $M_0 = (\kappa_1)^6$, $\gamma = \frac{1}{\beta}$, and $C_0 = C + 12 + 24 M_0^{\frac{1}{2}}$.

Now, writing $E_{\max} = \min((4 C_0)^{-\frac{1}{\gamma}}, M_0)$ and $z(t) = \frac{E(\rho)}{E_{\max}}$, the estimate (21) becomes

$$\frac{dz}{dt} \leq -z \left(1 - z^\gamma\right),$$

which is then satisfied as soon as $z < 1$, since $E_{\max} \leq M_0$, and can be explicitly solved. We get that, as soon as $z(0) < 1$, $z$ is decreasing in time and we have

$$z(t) \leq \frac{z(0) e^{-\frac{1}{\gamma} t}}{1 - z(0)^\gamma (1 - e^{-\frac{1}{\gamma} t})} \leq \frac{z(0) e^{-\frac{1}{\gamma} t}}{(1 - z(0)^\gamma)^{\frac{1}{\gamma}}},$$

which gives the estimate (22).

$\square$
3.4 Proof of Theorem 3.2

We are now ready to complete the proof of the main result of this section.

**Proof of Theorem 3.2.** If $W_2(p_0, \delta_{x_0})$ is sufficiently small for some $\bar{x} \in S$, then $E(p_0) = E_0$ is also sufficiently small, since $E(p_0) \leq 4W_2(p_0, \delta_{x_0})^2$ thanks to (12). We can apply Proposition 3.8. In what follows, we will denote by $C$ a generic constant, which may vary from line to line, but which does not depend on $E_0$ (provided $W_2(p_0, \delta_{x_0})$ is sufficiently small for some $\bar{x} \in S$). Our goal is to show that $\bar{x}(t)$ (provided by Lemma 3.4) satisfies a Cauchy property. Let $t' \geq t$,

$$ d(\bar{x}(t), \bar{x}(t'))^2 = \int d(\bar{x}(t), \bar{x}(t'))^2 d\rho_t(x) \leq \int 2[d(\bar{x}(t), x)^2 + d(x, \bar{x}(t'))^2] d\rho_t(x) $$

$$ \leq 2 \int d(\bar{x}(t), x)^2 d\rho_t(x) + 2 \int d(x, \bar{x}(t'))^2 d\rho_t(x) $$

$$ \leq 2 \int d(x, \bar{x}(t))^2 d\rho_t(x) + 2 \int \frac{d}{ds} \int d(x, \bar{x}(t))^2 d\rho_s(x) ds + C E_0 e^{-\frac{1}{2}t'} $$

$$ \leq C E_0 [e^{-\frac{1}{2}t} + e^{-\frac{1}{2}t'}] + 2 \int \frac{d}{ds} \int d(x, \bar{x}(t))^2 d\rho_s(x) ds. \quad (25) $$

To estimate the second term of (25), we use once again a computation similar to the one introduced in the beginning of this section (see (14), (15), (16)):

$$ \frac{d}{ds} \int d(x, \bar{x}(t))^2 d\rho_s(x) = \int d(x, \bar{x}(t))^2 \partial_s \rho(s, x) dx $$

$$ = \int d(x, \bar{x}(t))^2 [A(\rho_s, \rho_s)(x) - \rho(s, x)] dx $$

$$ = \int \alpha(x_s, \bar{x}(t)) d\rho_s(x_s) d\rho_s(x'), $$

and then, thanks to Lemma 3.5,

$$ \frac{d}{ds} \int d(x, \bar{x}(t))^2 d\rho_s(x) \leq 2 \int d(x_s, \bar{x}(t)) \int d(x_s, \bar{x}_s) d\rho_s(x_s) d\rho_s(x') $$

$$ \leq 2 \int d(x_s, \bar{x}(s)) d(x_s, \bar{x}_s) d\rho_s(x_s) d\rho_s(x') $$

$$ + 2 d(\bar{x}(t), \bar{x}(s)) \int d(x_s, \bar{x}_s) d\rho_s(x_s) d\rho_s(x') $$

$$ \leq 2[E(\rho_s) + d(\bar{x}(t), \bar{x}(s)) \sqrt{E(\rho_s)}] \quad (26) $$

where we have used the Cauchy-Schwarz inequality. If we define

$$ M_{t,t'} = \sup_{s \in [t,t']} d(\bar{x}(t), \bar{x}(s)), $$

and plug this last estimate into (26), we obtain, thanks to Proposition 3.8:

$$ \frac{d}{ds} \int d(x, \bar{x}(t))^2 d\rho_s(x) \leq C [E_0 e^{-\frac{1}{2}t} + \sqrt{E_0} M_{t,t'} e^{-\frac{1}{2}t}]. \quad (27) $$

If we combine the estimate (27) with the estimate (25), we get:

$$ d(\bar{x}(t), \bar{x}(t'))^2 \leq C [E_0 e^{-\frac{1}{2}t} + \sqrt{E_0} M_{t,t'} e^{-\frac{1}{2}t}]. \quad (28) $$

We then obtain

$$ M_{t,t'}^2 \leq C [E_0 e^{-\frac{1}{2}t} + M_{t,t'} \sqrt{E_0} e^{-\frac{1}{2}t}], $$
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which can be solved explicitly, and we get \( M_{t,t'} \leq \frac{1}{2} \left[ C + \sqrt{C^2 + 4C} \right] \sqrt{E_0} e^{-\frac{\rho}{2} t} \). Plugging back this estimate in (28), we now obtain

\[
d(x(t), x(t'))^2 \leq C E_0 e^{-\frac{\rho}{2} t}.
\] (29)

Let \( t_n := n \). This last estimate shows that \((x(t_n))_n\) is a Cauchy sequence, and thus converges to a limit \( x_\infty \). A limit \( t' = t_n \to \infty \) of the inequality (29) then shows that for \( t \geq 0 \),

\[
d(x(t), x_\infty)^2 \leq C E_0 e^{-\frac{\rho}{2} t}.
\] (30)

We can now show the convergence of \( \rho \) to \( \delta_{x_\infty} \), thanks to Lemma 3.4 and (30):

\[
W_2(\rho_t, \delta_{x_\infty}) \leq W_2(\rho_t, \delta_{x(t)}) + d(x_\infty, x(t))
\leq \sqrt{E(\rho_t)} + C \sqrt{E_0} e^{-\frac{\rho}{2} t} \leq C \sqrt{E_0} e^{-\frac{\rho}{2} t} \leq C W_2(\rho_0, \delta_{x_\infty}) e^{-\frac{\rho}{4} t},
\]

thanks to Proposition 3.8 and to the estimate (12), which ends the proof of the Theorem. \( \square \)

4 The midpoint model on a Riemannian manifold

In this section, we consider a set of position \( \mathcal{M} \) that is a Riemannian manifold. More precisely, we will need the following assumptions on \( \mathcal{M} \) (which will be needed for comparison arguments, we refer to [3] for the definition of injectivity radius and sectional curvature):

\textbf{Assumption 4.1} (Position set \( \mathcal{M} \)). \( \mathcal{M} \) is a complete connected Riemannian manifold such that

- \( \mathcal{M} \) has a positive injectivity radius \( r_\mathcal{M} > 0 \),
- \( \mathcal{M} \) has a sectional curvature bounded from above by a constant \( K_{\text{max}} \).

For all \( t \geq 0 \), a solution of (1) \( \rho(t, \cdot) \) is then a probability measure on \( \mathcal{M} \). We still denote by \( K(\cdot, x_*, x'_*) \) the probability law of two particles’ position after they collide, if their initial positions were \( x_* \), \( x'_* \in \mathcal{M} \). In this section, we only consider midpoint models, i.e. models that satisfy

\textbf{Assumption 4.2} (midpoint models). For any \( x_* \) and \( x'_* \) in \( \mathcal{M} \), the support of the probability measure \( K(\cdot, x_*, x'_*) \) is included in the set \( \mathcal{M}_{x_*, x'_*} \) of midpoints of minimal geodesics joining \( x_* \) and \( x'_* \).

The local stability of Dirac masses obtained in the case of spheres (see Theorem 3.2) can be extended to this more general framework:

\textbf{Theorem 4.3.} Let the manifold \( \mathcal{M} \) satisfy Assumption 4.1, and the collision kernel \( K \) satisfy Assumption 4.2. There exists \( C_1 > 0 \) and \( \eta > 0 \) such that if \( \rho \) in \( C(\mathbb{R}_+, \mathcal{P}_2(\mathcal{M})) \) is a solution of (1) with initial condition \( \rho_0 \) that satisfies \( W_2(\rho_0, \delta_{x_0}) < \eta \) for some \( x_0 \in \mathcal{M} \), then there exists \( x_\infty \in \mathcal{M} \) such that

\[
W_2(\rho_t, \delta_{x_\infty}) \leq C_1 W_2(\rho_0, \delta_{x_0}) e^{-t/4}.
\]

Note that the convergence rate in Theorem 4.3 is optimal, see Remark 3.3. The proof of this theorem is very close to the proof of Theorem 3.2, since most of the proof of Theorem 3.2 was independent of the geometry of \( S \). We will thus only emphasize the arguments that require some modifications. The main difficulty comes from the following lemma, which is a generalization of Lemma 3.6:

\textbf{Lemma 4.4.} Let the manifold \( \mathcal{M} \) satisfy Assumption 4.1, and the collision kernel \( K \) satisfy Assumption 4.2. There exists \( \kappa_1 > 0 \) and a constant \( C_1 \geq 0 \) such that for any \( \kappa \in [0, \kappa_1] \), for any \( x_*, x'_*, y \in \mathcal{M} \) such that \( \max(d(x_*, y), d(x'_*, y), d(x_*, x'_*)) \leq \kappa \), we have

\[
\alpha(x_*, x'_*, y) \leq \frac{1}{4} d(x_*, x'_*)^2 + C_1 \kappa^2 d(x_*, x'_*)^2.
\]
To prove this result, we should establish an estimate similar to (20), in the context of a position set $\mathcal{M}$ that is a Riemannian manifold. We prove such a result in the lemma below (Lemma 4.5). Just as in the case of Lemma 3.6, the proof of Lemma 4.4 is trivial once the estimate (31) is established, since $a(x_*, x'_*, y) = m^2 - \frac{1}{2}(b^2 + b'^2)$ (where we have used the notations of the proof of Lemma 3.6).

**Lemma 4.5.** Let the manifold $\mathcal{M}$ satisfy Assumption 4.1. There exists $\kappa_1 > 0$ and a constant $C_1 > 0$ such that for any $\kappa \leq \kappa_1$, if a geodesic triangle with side lengths $2a, b, b'$ satisfies $\max(2a, b, b') \leq \kappa$, then, denoting by $m$ the length of the median corresponding to the side of length $2a$ (as in figure 4), we have

$$m^2 + a^2 - \frac{b^2 + b'^2}{2} \leq C_1 K_{\max} \kappa^2 a^2. \quad (31)$$

To prove Lemma 4.5, we will use the Rauch comparison theorem, that we recall here:

**Theorem 4.6** ([3, last part of Theorem 73], [20, Corollary 1.30]). Let the manifold $\mathcal{M}$ satisfy Assumption 4.1, and $r = \min(r_{\mathcal{M}}, \frac{\pi}{\sqrt{K_{\max}}})$. Let $(x, y, z)$ be a minimal geodesic triangle on $\mathcal{M}$ such that the geodesic joining $x$ and $y$ is included in the geodesic ball of radius $r$ centered at $z$. Let $(\bar{x}, \bar{y}, \bar{z})$ be a minimal geodesic triangle on the sphere of constant curvature $K_{\max}$ (or the plane if $K_{\max} = 0$) such that $d(x, z) = d(\bar{x}, \bar{z})$ and $d(y, z) = d(\bar{y}, \bar{z})$, the angle between the geodesics at $\bar{z}$ being the same as the one at $z$ in the geodesic triangle of $\mathcal{M}$. Then $d(x, y) \geq d(\bar{x}, \bar{y})$.

**Proof of Lemma 4.5.** We first note that the case of the unit sphere ($\mathcal{M} = \mathbb{S}, K_{\max} = 1$) corresponds exactly to (20), in the proof of Lemma 3.6, which is valid for any $\kappa_1 < \frac{2\pi}{\sqrt{r}}$. A simple scaling argument (dividing all distances by $\sqrt{K_{\max}}$) shows that this is also the case for the sphere of constant curvature $K_{\max} > 0$ (for any $\kappa_1 < \frac{2\pi}{3\sqrt{K_{\max}}}$). Moreover, the case of the Euclidean space corresponds to the Apollonius theorem on the plane, for which the inequality is an equality.

In the general case, we take $\kappa_1 < \frac{2\pi}{\sqrt{r}}$ where $r = \min(r_{\mathcal{M}}, \frac{\pi}{\sqrt{K_{\max}}})$ and $C_1$ given by the case of the sphere of constant curvature $K_{\max}$ (or the Euclidean space if $K_{\max} = 0$).

Let $(x, x', y)$ be a geodesic triangle in $\mathcal{M}$ with side lengths $2a, b, b'$ (see Figure 5). We denote by $z$ the midpoint of the geodesic joining $x$ to $x'$ and by $m$ the distance $d(y, z)$. Finally, we write $\theta$ the angle at the point $z$ in the triangle $(x, y, z)$, therefore the angle at $z$ in the triangle $(x', y, z)$ is $\pi - \theta$ (see Figure 5). We suppose that $\max(2a, b, b') = \kappa \leq \kappa_1$, therefore we get $a + b \leq \frac{\kappa}{2} \kappa_1 < r$ and by triangle inequality the geodesic arc from $x$ to $y$ is included in the ball of center $z$ and radius $r$. We now take $(\bar{x}, \bar{x}', \bar{y})$ a triangle on the sphere of constant curva-

![Figure 5: Triangle configurations on $\mathcal{M}$ and on the sphere of constant curvature $K_{\max}$](image-url)
ture $K_{\text{max}}$ with the same configuration for the lengths $a$, $m$ and the angles $\theta$ and $\pi - \theta$, and we denote by $\tilde{b}$ and $\tilde{b}'$ the distances $d(\tilde{x}, \tilde{y})$ and $d(\tilde{x}', \tilde{y})$ (see Figure 5). We can apply Theorem 4.6 and we get $b \geq \tilde{b}$ and $b' \geq \tilde{b}'$. Therefore if $\max(2a, b, b') \leq \kappa \leq \kappa_1$, we get $\max(2a, b, b')$ and we apply the estimate (31) in the case of the sphere of constant curvature $K_{\text{max}}$ (or the Euclidean space if $K_{\text{max}} = 0$) to get

$$m^2 + a^2 - \frac{b^2 + b'^2}{2} \leq m^2 + a^2 - \frac{\tilde{b}^2 + \tilde{b}'^2}{2} \leq C_1 K_{\text{max}} \kappa^2 a^2,$$

which ends the proof of Lemma 4.5.

We can now describe the proof of the main result of the section:

**Proof of Theorem 4.3.** We first remark that the good framework is $P_2(M)$, the set of probability measures $\rho$ such that there exists $x \in M$ with $W_2(\rho, \delta_x) < +\infty$. We recall that the Wasserstein distance $W_2$ is a distance on $P_2(M)$. We can define the energy $E(\rho)$ in the same way as (11):

$$E(\rho) = \int_{M \times M} d(x, y)^2 \, d\rho(x) \, d\rho(y), \quad (32)$$

and we get that Lemma 3.4 is still valid, replacing $S$ by $M$ and $P(S)$ by $P_2(M)$. In particular, the estimates (12) and (13) give that for any probability measure $\rho$, we have that $\rho \in P_2(M)$ if and only if $E(\rho)$ is finite.

The time derivative is still given by (15), where $\alpha$ is given by (16) and $S$ is replaced by $M$ in these two expressions. The global estimate given by Lemma 3.5 holds, and the proof, only relying on triangle inequalities, is unchanged. The counterpart of local estimate provided by Lemma 3.6 is now exactly given by Lemma 4.5. Therefore we obtain the same proposition as Proposition 3.8, replacing $P(S)$ by $P_2(M)$.

The control of the displacement of $\tilde{x}$ is performed exactly in the same way as in subsection 3.4. The only detail to check is that $M_{t, t'} = \sup_{s \in [t, t']} d(\tilde{x}(t), \tilde{x}(s))$ is finite (we cannot use here the fact that $M$ is compact). And indeed we have

$$d(\tilde{x}(t), \tilde{x}(s)) = W_2(\delta_{\tilde{x}(t)}, \delta_{\tilde{x}(s)}) \leq W_2(\delta_{\tilde{x}(s)}, \rho_s) + W_2(\rho_s, \rho_t) + W_2(\rho_t, \delta_{\tilde{x}(t)}) \leq \sqrt{E(\rho_s)} + \sqrt{E(\rho_t)} + W_2(\rho_s, \rho_t) \leq 2\sqrt{E(\rho_0)} + W_2(\rho_s, \rho_t),$$

thanks to Lemma 3.4 (or rather the generalization of that result to $M$). This estimate implies that $s \mapsto d(\tilde{x}(t), \tilde{x}(s))$ is bounded on the compact $[t, t']$, since $\rho \in C(\mathbb{R}_+, P_2(M))$. 

\section{Extension to non midpoint models}

### 5.1 Contracting collision kernels

Theorem 4.3 shows that the local stability of Dirac masses for the midpoint model on the sphere (Theorem 3.2) can be generalized to a Riemannian manifold $M$. One can wonder whether this stability result can also be obtained under weaker assumptions on the collision kernel $K$. For instance, a possible generalization of midpoint models (see Assumption 4.2) is the case of a “noisy” interaction kernel, of the form

$$\tilde{K}_\chi(x, x_s, x_s') = \frac{1}{2} \int_M [\chi(x_s, x'_s, y)K(x, y, x'_s) + \chi(x'_s, x_s, y)K(x, x_s, y)] \, dy, \quad (33)$$

where $K$ is a midpoint kernel, and $y \mapsto \chi(x_s, x'_s, y)$ is a probability measure for any $x_s, x'_s \in M$. From the modeling point of view, $y \mapsto \chi(x_s, x'_s, y)$ represents the error that an individual located
at \(x_\ast\) makes when it estimates the position of an individual actually located at \(x'_\ast\). For instance, if we consider that the error a particle (that could be e.g. a bird) makes when it collides with another particle follows a uniform law in a geodesic ball of radius \(\varepsilon\) centered at the actual position of the other individual, the corresponding term \(\chi\) would be:

\[
\chi_\varepsilon(x_\ast, x'_\ast, y) = \frac{1_{d(x'_\ast, y) \leq \varepsilon}}{\int \mathbb{1}_{d(x'_\ast, y) \leq \varepsilon} \, dy}.
\]

(34)

Another possibility is to assume that the estimation of the other particle’s position is precise, but that there is an error in the selection of the post-collision position. This latter assumption was made in the original model of Bertin, Droz and Grégoire on the circle [4]. The corresponding kernel would then be

\[
\tilde{K}_{\text{BDG}}(x, x_\ast, x'_\ast) = \int_M \chi_{\text{BDG}}(x, y, x_\ast) K(y, x_\ast, x'_\ast) \, dy,
\]

(35)

where \(\chi_{\text{BDG}}(x, y, x_\ast)\) is now the probability of obtaining an post-collision position \(y\), knowing that the midpoint is precisely \(x\) (this probability may depend on the pre-collision position \(x_\ast\)).

**Remark 5.1.** One can check that the collision kernel \(K\) defined by (33)-(34) satisfies the condition of Proposition 2.1.

On the contrary, it is not the case of the second model (35), even when \(\chi_{\text{BDG}}\) is smooth: consider \(M = S^1\), the map \(x'_\ast \mapsto \tilde{K}_{\text{BDG}}(\cdot, x_\ast, x'_\ast)\), from \(M\) into \((\mathcal{P}_2(M), W_2)\) is then discontinuous for \(x'_\ast\) in a neighborhood of \(-x'_\ast\), just like the midpoint model.

A natural extension of Theorem 5.9 would then be to show that for \(\varepsilon > 0\) small, the solution of the kinetic equation with a kernel defined by (33)-(34) converges exponentially fast to a given profile. This problem seems to be difficult, since the convexity arguments used in related problems (see e.g. [9, 17]) do not apply directly when the geometry of the set of positions is complex (for instance when \(M\) is a sphere). We are not able to prove such a general result here. However, for a class of kernels, called “contracting kernels”, for which the Dirac masses are stationary states, we are able to extend the result of Theorem 4.3. We define as “contracting kernels” the collision kernels \(K\) satisfying the following property:

**Assumption 5.2** (Contraction property). There exists \(\beta \in [0, 1]\) such that for any \(x_\ast, x'_\ast \in M\),

\[
\int_M d(x, x_\ast)^2 K(x, x_\ast, x'_\ast) \, dx \leq \frac{1}{4} (1 + \beta) d(x_\ast, x'_\ast)^2,
\]

Assumption 5.2 corresponds to the fact that, when a particle located at \(x'_\ast\) interact with another one located at \(x_\ast\), the mean squared distance to \(x_\ast\) is decreased by a factor \(\frac{1}{4} (1 + \beta)\). We propose below a slightly more restrictive condition, which appears as a generalization of the midpoint model studied in Section 4 (see Assumption 4.2):

**Assumption 5.3** (Midpoint contraction property). There exists \(\tilde{\beta} \in [0, 1]\) such that for any \(x_\ast, x'_\ast\), we have

\[
\int_M d(x, M_{x_\ast, x'_\ast})^2 K(x, x_\ast, x'_\ast) \, dx \leq \frac{\tilde{\beta}}{4} d(x_\ast, x'_\ast)^2,
\]

where \(M_{x_\ast, x'_\ast}\) is the set of midpoints of minimal geodesics joining \(x_\ast\) and \(x'_\ast\), and \(d(x, M_{x_\ast, x'_\ast})\) is the geodesic distance between \(x\) and this set.

Assumption 5.3 expresses that, after a collision of particles located at \(x_\ast\) and \(x'_\ast\), the mean squared distance to the “nearest midpoint” of \(x_\ast\) and \(x'_\ast\) is decreased by a factor \(\tilde{\beta}\). At first glance, it is not clear that Assumption 5.2 ensures that the model is close to a midpoint model. This appears more clearly with Assumption 5.3, which is why we have introduced this assumption here.

From a modeling point of view, Assumption 5.2 is satisfied when two interacting particles are not necessarily able to compute precisely their midpoint, but are able to reduce their distance (by a fixed factor) after the collision. We will prove in the next proposition that Assumption 5.3 implies Assumption 5.2 (at least if \(\tilde{\beta} + 2\sqrt{\frac{\beta}{2}} < 1\), while it will appear in the next subsection that Assumption 5.2 is the precise condition that is needed to extend the results of Theorem 4.3.
Proposition 5.4.

- Assumption 5.3 with \( \tilde{\beta} = 0 \) is equivalent to Assumption 5.2 with \( \beta = 0 \), and to the fact that \( K \) is a midpoint kernel, that is Assumption 4.2.

- When \( \mathcal{M} = \mathbb{R}^n \), Assumption 5.3 is equivalent to Assumption 5.2 with \( \beta = \tilde{\beta} \).

- Assumption 5.3 implies Assumption 5.2 with \( \beta = \tilde{\beta} + 2\sqrt{\beta} \).

This class includes some of the kernels of the form (33) and (35).

Proof of Proposition 5.4. For the first point, Assumption 5.3 with \( \tilde{\beta} = 0 \) is obviously equivalent to the fact that the support of \( K(\cdot, x, x') \) is included in \( M_{x, x'} \). If the support of \( K(\cdot, x, x') \) is included in \( M_{x, x'} \), then since \( d(x, x) = \frac{1}{2}d(x, x') \), for all \( x \in M_{x, x'} \), we immediately get the estimate of Assumption 5.2 with \( \beta = 0 \).

Conversely, we have, for \( x \in \mathcal{M} \):

\[
\frac{1}{4}d(x, x')^2 \leq \frac{1}{4}[d(x, x) + d(x, x')]^2 \leq \frac{1}{2}[d(x, x)^2 + d(x, x')^2],
\]

and these inequalities are equalities only if \( d(x, x') = d(x, x) + d(x, x') \) and \( d(x, x) = d(x, x') \), that is to say \( x \) is on a minimal geodesic between \( x \) and \( x' \) and it is precisely on the midpoint of this geodesic, i.e. \( x \in M_{x, x'} \). So if Assumption 5.2 is satisfied with \( \beta = 0 \), since the measures \( K(\cdot, x, x') \) and \( K(\cdot, x', x) \) are equal, integrating (36) against \( K(\cdot, x, x') \), we get \( \frac{1}{4}d(x, x')^2 \leq \frac{1}{2}d(x, x')^2 \). Therefore for all \( x \) in the support of \( K(\cdot, x, x') \), we have \( x \in M_{x, x'} \).

The second point comes from Apollonius theorem. Indeed in \( \mathbb{R}^n \), \( M_{x, x'} \) is reduced to the single point \( x_m = \frac{1}{2}(x + x') \), and we have

\[
|x - x_m|^2 = \frac{1}{2}(|x - x|^2 + |x - x'|^2) + \frac{1}{4}|x - x'|^2.
\]

Integrating with respect to \( K(\cdot, x, x') \) gives the equivalence between Assumption 5.2 and Assumption 5.3 when \( \mathcal{M} = \mathbb{R}^n \) and \( \tilde{\beta} = \beta \).

The third point comes from the Cauchy-Schwarz inequality and the fact that \( K(\cdot, x, x') \) is a probability measure. Indeed, for \( x \in \mathcal{M} \) and \( y \in M_{x, x'} \), we have

\[
d(x, x) \leq d(x, y) + d(y, x) = d(y, x) + \frac{1}{2}d(x, x').
\]

Therefore we have \( d(x, x) \leq d(x, M_{x, x'}) + \frac{1}{2}d(x, x') \), and

\[
d(x, x)^2 \leq d(x, M_{x, x'})^2 + d(x, M_{x, x'})d(x, x') + \frac{1}{4}d(x, x')^2.
\]

We now integrate this inequality with respect to \( K(\cdot, x, x') \), and use the Cauchy-Schwarz inequality to estimate the second term. Since \( K(\cdot, x, x') \) is a probability measure, when Assumption 5.3 holds true, we get

\[
\int_{\mathcal{M}} d(x, x')^2 K(x, x, x') \, dx \leq \frac{\beta d(x, x')^2}{4} + \sqrt{\frac{\beta d(x, x')^2}{4}}d(x, x') + \frac{1}{4}d(x, x')^2,
\]

which gives Assumption 5.2 with \( \beta = \tilde{\beta} + 2\sqrt{\beta} \).

In order to enounce our main result, we will also need the two following technical assumptions on the collision kernel \( K \):

\[
\]
Assumption 5.5 (Midpoint symmetry for small distances). There exists \( \kappa_0 \in (0, r_M] \) such that for any \( x_*, x'_* \in \mathcal{M} \) with \( d(x_*, x'_*) < \kappa_0 \), if we denote by \( x_m \) the midpoint of the (unique) geodesic arc between \( x_* \) and \( x'_* \), the probability \( K(\cdot, x_*, x'_*) \) is symmetric with respect to \( x_m \) in the (open) geodesic ball \( B \) of center \( x_m \) and radius \( \kappa_0 \). More precisely, we define \( S_{x_m} \) as the function mapping a point \( x \in B \) to its symmetric \( x' \in B \) (at the same distance from \( x_m \) and on the same geodesic passing through \( x_m \) as \( x \) to \( x_m \)), that is to say \( S_{x_m} = \exp_{x_m} \circ (-\Id) \circ \exp_{x_m}^{-1} \), where \( \exp_{x_m} \) is the exponential map from the tangent space \( T_{x_m} \mathcal{M} \) to \( \mathcal{M} \). The assumption on \( K \) consists in saying that for all bounded continuous functions \( f : B \rightarrow \mathbb{R} \), we have:

\[
\int_B f(x)K(x, x_*, x'_*)dx = \int_B f(S_{x_m}(x))K(x, x_*, x'_*)dx.
\]

Notice that in the above assumption, we have used the fact that the minimal geodesic arc connecting two points on a manifold is unique, provided the two points are close.

Assumption 5.6 (Higher moment control). There exists \( p > 2 \) and \( C > 0 \) such that for any \( x_*, x'_* \),

\[
\int_{\mathcal{M}} d(x, x_*)^p K(x, x_*, x'_*)dx \leq C d(x_*, x'_*)^p.
\]

Assumption 5.6 is not very restrictive, and prevents any bad behavior of \( K \) far from the minimal geodesics connecting \( x_* \) to \( x'_* \). Assumption 5.5 is more restrictive. We will need it in some of the estimates in the proof, although it is not a necessary condition to obtain the local stability of Dirac masses. For instance, for the simple non-symmetric model on \( \mathbb{R} \) given by \( K(\cdot, x_*, x'_*) = \delta_{\frac{1}{2}d(x_*, x'_*) + \gamma|x_* - x'_*|} \), it is possible (through the estimation of the first and second moment) to show that the solution converges to a Dirac mass with exponential rate when \( \gamma \) is sufficiently small, even though \( K \) does not satisfy Assumption 5.5. We will however not try to relax the Assumption 5.5 in the present work.

Finally, let us present some simple collision kernels that satisfy the properties stated in this subsection.

Example 5.7 (Examples of contracting kernels).

- The midpoint model (see Assumption 4.2) satisfies Assumption 5.2 with \( \beta = 0 \), Assumption 5.5 with \( \kappa_0 = r_M \), and Assumption 5.6 with \( C = 2^{-p} \), for any \( p > 2 \).

- If we define a “noisy interaction” kernel as in (33), with

\[
\chi(x_*, x'_*, \gamma) = \frac{\mathbb{I}_{d(x'_*, y) \leq \gamma d(x_*, x'_*)}}{\int_{\gamma d(x'_*, y) \leq \gamma d(x_*, x'_*)} dy},
\]

(37)

then it can be shown, using only simple triangle inequalities, that it satisfies Assumption 5.6 for any \( p \) with \( C = \frac{1+2\beta}{2} \gamma + (1+\gamma)^p \), and therefore it also satisfies Assumption 5.2 with \( \beta = 9 \gamma^2 + 8 \gamma \) (\( \beta < 1 \) is then equivalent to \( \gamma < \frac{1}{9} \)). In the case where the manifold \( \mathcal{M} \) is the sphere, Assumption 5.5 is also satisfied, thanks to the symmetries of the model.

- If we define a “noisy interaction” kernel as in (35), with

\[
\chi_{BDG}(x, y, x_*) = \frac{\mathbb{I}_{d(y, x_*) \leq \gamma d(x_*, x_*)}}{\int_{\gamma d(y, x_*) \leq \gamma d(x_*, x_*)} dy},
\]

it is also possible to show that it satisfies Assumption 5.3, and therefore Assumption 5.2.
5.2 Local stability of Dirac masses on manifolds, for contracting collision kernels

The main result concerns the nonlinear stability of Dirac masses, provided the collision kernel $K$ satisfies the conditions described in the previous subsection. To study this class of models, we will also need to slightly strengthen the assumption we made on the manifold $\mathcal{M}$:

**Assumption 5.8 (Position set $\mathcal{M}$).** $\mathcal{M}$ is a complete connected Riemannian manifold such that

- $\mathcal{M}$ has a positive injectivity radius $r_\mathcal{M} > 0,$
- $\mathcal{M}$ has a sectional curvature bounded from above and from below by positive constants.

The main result of this section is then the following:

**Theorem 5.9.** Let the position set $\mathcal{M}$ satisfy Assumption 5.8, and the collision kernel $K$ satisfy Assumptions 5.2, 5.5 and 5.6. There exists $C_1 > 0$ and $\eta > 0$ such that for any solution $\rho$ of (1) in $C(\mathbb{R}_+, P_2(\mathcal{M}))$ with initial condition $\rho_0$ satisfying $W_2(\rho_0, \delta_{x_0}) < \eta$ for some $x_0 \in \mathcal{M}$, there exists $x_\infty \in \mathcal{M}$ such that

$$W_2(\rho_t, \delta_{x_\infty}) \leq C_1 W_2(\rho_0, \delta_{x_0}) e^{-\frac{1}{4}(1-\beta)t}.$$ 

Notice that the convergence rate is here lower than in the previous midpoint model. This is the price to pay for the lower contractivity of the collision model.

Just as in Section 4, the proof of Theorem 5.9 is very similar to the proof of Theorem 4.3, and we will only emphasize the changes. The only thing to do is to obtain the same kind of estimates for the quantity $\alpha$ (given by (16)). The global estimate given by Lemma 3.5 in the case of the midpoint model on the sphere is simply based on triangle inequalities. Those arguments combined to Assumption 5.2 allow us to obtain a similar global estimate here, although with different constants:

**Lemma 5.10.** Let $K$ satisfy Assumption 5.2. For any $x_*, x'_*, y \in \mathcal{M}$, we have

$$\alpha(x_*, x'_*, y) \leq -\frac{1-\beta}{4} d(x_*, y) + (1 + \sqrt{1 + \beta}) d(x_*, y) \min(d(x_*, y), d(x'_*, y)).$$

**Proof of Lemma 5.10.** The triangle inequality in the triangle $(x_*, x, y)$ gives

$$d(x, y)^2 \leq d(x_*, y)^2 + 2d(x, y)d(x_*, x) + d(x, x_*)^2,$$

which, after integrating against the probability measure $K(\cdot, x_*, x'_*)$ and using the Cauchy-Schwarz inequality and Assumption 5.2, gives

$$\int_{\mathcal{M}} d(x, y)^2 K(x, x_*, x'_*) dx \leq d(x_*, y)^2 + \sqrt{1 + \beta} d(x_*, y) d(x_*, x'_*) + \frac{1}{4}(1 + \beta) d(x_*, x'_*)^2.$$ 

We now write $d(x'_*, y)^2 \geq d(x_*, y)^2 - 2d(x_*, y)d(x'_*, x_*) + d(x'_*, x_*)^2$ and insert these two estimates in the expression (16) of $\alpha$. We obtain

$$\alpha(x_*, x'_*, y) \leq -\frac{1-\beta}{4} d(x_*, x'_*)^2 + (1 + \sqrt{1 + \beta}) d(x_*, y) d(x'_*, x_*).$$

Since $x_*$ and $x'_*$ play symmetric roles, this ends the proof of the Lemma.

We can also establish a local estimate, similar to Lemma 3.6:

**Lemma 5.11.** Let the position set $\mathcal{M}$ satisfy Assumption 5.8, and the kernel $K$ satisfy Assumptions 5.2, 5.5 and 5.6. There exists $\kappa_2 \leq \kappa_0$ and $C_p > 0$ such that for any $x_*, x'_*, y \in \mathcal{M}$ such that $\max(d(x_*, y), d(x'_*, y), d(x_*, x'_*)) \leq \kappa$, we have

$$\alpha(x_*, x'_*, y) \leq -\frac{1-\beta}{4} d(x_*, x'_*)^2 + C_p \kappa^2(1 - \frac{2}{p}) d(x_*, x'_*)^2,$$ 

where $p$ and $\kappa_0$ are given by Assumption 5.5 and Assumption 5.6.
To prove this result, we need the following technical estimate:

**Lemma 5.12.** Assume that $\mathcal{M}$ satisfies Assumption 5.8. We fix $\kappa_0 > 0$. There exists $C_1 \geq 0$ such that for any $\kappa \leq \kappa_0$, if a minimal geodesic triangle with side lengths $2a, b, b'$ satisfies $\max(2a, b, b') \leq \kappa$, then, denoting by $m$ the length of the median corresponding to the side of length $2a$ (as in figure 4), we have

$$m^2 + a^2 - \frac{b^2 + b'^2}{2} \geq C_1 \kappa_{\min} \kappa^2 a^2.$$  \hfill (40)

**Remark 5.13.** This inequality is indeed related to estimate (31): it is an estimate of the quantity $m^2 + a^2 - \frac{b^2 + b'^2}{2}$ from below, while (31) is an estimate of the same quantity from above.

Notice that to obtain Lemma 5.12, we only need that the sectional curvature of $\mathcal{M}$ is bounded from below by a constant $\kappa_{\min} \leq 0$.

To prove Lemma 5.12, we will use the Toponogov theorem (see below), which is similar to the Rauch Theorem (Theorem 4.6), with a reverse inequality.

**Theorem 5.14** (Toponogov Theorem). [3, Theorem 73] or [20, Theorem 2.2 (B)]. We suppose that the sectional curvature is bounded below by $\kappa_{\min} \leq 0$. We suppose $(x, y, z)$ is a minimal geodesic triangle on $\mathcal{M}$. Let $(\bar{x}, \bar{y}, \bar{z})$ be a minimal geodesic triangle on the hyperbolic plane of constant curvature $\kappa_{\min}$ (or the plane if $\kappa_{\min} = 0$) such that $d(x, y) = d(\bar{x}, \bar{y})$ and $d(x, z) = d(\bar{x}, \bar{z})$, the angle at $\bar{x}$ being the same as the one at $x$.

Then $d(y, z) \leq d(\bar{y}, \bar{z})$.

**Proof of Lemma 5.12.** We then start with the case of the hyperbolic plane with constant curvature $-1$, and as before we will obtain the general case by scaling and comparison.

There is an equivalent of Apollonius formula in hyperbolic geometry (similarly to (18), which holds in the spherical geometry). Indeed, the hyperbolic trigonometry formula (see for instance [3, eq. (4.21)]), in the configuration of Figure 5 gives $\cosh b = \cosh a \cosh m - \cos \theta \sinh b \sinh m$, and then we get

$$\cosh b + \cosh b' = \cosh a \cosh m.$$ \hfill (41)

The same argument as in the proof of Lemma 4.5, with the function $h : t \mapsto \arccosh(t)^2$ (which is now concave) instead of $g$ gives that

$$\frac{b^2 + b'^2}{2} \leq m^2 + \frac{(\cosh a - 1)}{2} \frac{2m \cosh m}{\sinh m} \leq m^2 + a^2(1 + O(a^2))(1 + O(m^2)),$$

which gives the estimate (40) since $m \leq a + b$. The same scaling argument provides the estimate for the hyperbolic plane of constant curvature $\kappa_{\min} < 0$. Again, the case of $\kappa_{\min} = 0$ corresponds to Toponogov theorem on the plane. Finally, the same comparison arguments works when we use the Toponogov comparison theorem, i.e. Theorem 5.14 (applied to the same exact configuration as in Figure 5, except that the sphere is replaced by the hyperbolic plane), and this ends the proof of Lemma 5.12. \qed

We can now prove the main local estimate of the quantity $a$.

**Proof of Lemma 5.11.** The proof relies mainly in two applications of Lemma 4.5, one application of Lemma 5.12, and some Markov inequalities using the control provided by Assumption 5.6 on higher moments.

We fix $0 < \varepsilon < 1$ and $\kappa_2 \leq \kappa_0$ such that $(\kappa_2)^2 \leq \kappa_0$. We now take $\kappa \leq \kappa_2$ and $x_*, x'_*$, and $y$ in $\mathcal{M}$ such that $\max(d(x_*, y), d(x'_*, y), d(x_*, x'_*)) \leq \kappa$. All along this proof, we will denote by $C$ a generic constant which does not depend on $\kappa$. We then define, as Assumption 5.5, the midpoint $x_m$
of the (unique) minimal geodesic arc joining \( x_* \) and \( x'_* \), and the geodesic ball \( B_\varepsilon \) of center \( x_m \) and radius \( \kappa^2 \) (which is less than \( \kappa_0 \)). We recall the expression (16):

\[
\alpha(x_*, x'_*, y) = \int_M \left[ d(x, y)^2 - \frac{d(x_*, y)^2 + d(x'_*, y)^2}{2} \right] K(x, x_*, x'_*) \, dx.
\]

We will split the integral depending whether \( x \) is in \( B_\varepsilon \) or not. We first estimate the integral outside \( B_\varepsilon \), using triangle inequalities and Markov inequality. Indeed, if \( d(x, y) \leq \kappa, d(x, x_m) \leq \frac{1}{4} \kappa \) and \( d(x, x_m) \geq \kappa^2 \), provided we choose \( \kappa_2 \) sufficiently small, we have \( d(x, y) \leq C d(x, x_*) \) and \( d(x, x_*) \geq C \kappa^2 \). So if we write

\[
\alpha(x_*, x'_*, y) = \int_{B_\varepsilon} \left[ d(x, y)^2 - \frac{d(x_*, y)^2 + d(x'_*, y)^2}{2} \right] K(x, x_*, x'_*) \, dx,
\]

we get

\[
\alpha(x_*, x'_*, y) - \alpha(x_*, x'_*, y) = \int_{B_c} \left[ d(x, y)^2 - \frac{d(x_*, y)^2 + d(x'_*, y)^2}{2} \right] K(x, x_*, x'_*) \, dx
\]

\[
\leq C \int_{M \setminus B} d(x_*, y)^2 K(x, x_*, x'_*) \, dx
\]

\[
\leq C(\kappa^{-\varepsilon})^{\rho-2} \int_{M \setminus B} d(x_*, y)^p K(x, x_*, x'_*) \, dx
\]

\[
\leq C(\kappa^{-\varepsilon})^{\rho} d(x_*, x'_*)^p,
\]

thanks to Assumption 5.6. Since \( d(x_*, x'_*) \leq \kappa \), we obtain

\[
\alpha(x_*, x'_*, y) - \alpha(x_*, x'_*, y) \leq C(\kappa^{-\varepsilon})^{(1-\varepsilon)} d(x_*, x'_*)^2.
\]

We now estimate \( \alpha(x_*, x'_*, y) \) given by (42). Thanks to Assumption 5.5, we get

\[
\alpha(x_*, x'_*, y) = \int_{B_\varepsilon} \left[ \frac{d(x, y)^2 + d(S_{x_m}(x), y)^2}{2} - \frac{d(x_*, y)^2 + d(x'_*, y)^2}{2} \right] K(x, x_*, x'_*) \, dx.
\]

For \( x \) in \( B_\varepsilon \), we write \( x' = S_{x_m}(x) \). We denote by \( b \) (resp. \( b' \), \( b_* \), \( b'_* \)) the distance between \( y \) and \( x \) (resp. \( x' \), \( x_* \), \( x'_* \)), and we write \( a = d(x_m, x) = d(x_m, x'_*) \), \( a_* = d(x_m, x_*) = d(x_m, x'_*) \), and \( m = d(x_m, y) \). Finally we write \( c = d(x, x_*) \) and \( c' = d(x, x'_*) \). All these notations are depicted in Figure 6 below.

![Figure 6: Configurations as in Lemma 4.5 and Lemma 5.12 for different triangles.](image)

To simplify notation, we consider \( a, b, b', c \) and \( c' \) as functions of \( x \in B_\varepsilon \), and we will not write explicitly this dependence when no confusion is possible. We first apply Lemma 4.5 in the triangle \( (x, x_*, x'_*) \). We get

\[
a^2 + a_*^2 \leq \frac{c^2 + c'^2}{2} + C \kappa^2 \varepsilon a_*^2.
\]
Integrating with respect to $K(\cdot, x_*, x'_*)$ on $B_\varepsilon$, we get
\[
\int_{B_\varepsilon} a^2 K(x, x_*, x'_*) \, dx \leq \int_{M} \left[ \frac{c^2 + c'^2}{2} + C_K^2 a^2 \right] K(x, x_*, x'_*) \, dx - \int_{B_\varepsilon} a^2 K(x, x_*, x'_*) \, dx
\]
\[
\leq \left( 1 + \beta + C_K^2 \right) \int_{B_\varepsilon} K(x, x_*, x'_*) \, dx \int_{B_\varepsilon} a^2 \, dx,
\]
thanks to Assumption 5.2 (which can be rewritten $\int_M c^2 K(x, x_*, x'_*) \, dx \leq (1 + \beta) a^2$ with these notations). Using once again Assumption 5.6 and the Markov inequality, we get
\[
\int_{M \setminus B_\varepsilon} K(x, x_*, x'_*) \, dx \leq C(\kappa^{-\varepsilon})^p \int_{M \setminus B_\varepsilon} d(x, x_*)^p K(x, x_*, x'_*) \, dx
\]
\[
\leq C \kappa^{-p \varepsilon} d(x, x'_*)^p \leq C \kappa^{p(1-\varepsilon)},
\]
and therefore we obtain
\[
1 - \int_{B_\varepsilon} K(x, x_*, x'_*) \, dx \leq C \kappa^{p(1-\varepsilon)}.
\]
Hence, inserting this estimate into (45), we finally get
\[
\int_{B_\varepsilon} a^2 K(x, x_*, x'_*) \, dx \leq [\beta + C(\kappa^{2\varepsilon} + \kappa^{p(1-\varepsilon)})] a^2.
\]
We now apply Lemma 4.5 in the triangle $(y, x_*, x'_*)$, and Lemma 5.12 in the triangle $(y, x, x')$.

We get
\[
m^2 + a^2 - \frac{b^2 + b'^2}{2} \leq C_K a^2
\]
\[
m^2 + a^2 - \frac{b^2 + b'^2}{2} \geq -C_K a^2,
\]
and therefore we obtain
\[
\frac{b^2 + b'^2}{2} - \frac{b^2 + b'^2}{2} \leq (-1 + C_K) a^2 + (1 + C_K a^2).
\]
Integrating over $B_\varepsilon$ gives (we recall (44))
\[
\alpha(\varepsilon, x_*, x'_*, y) \leq (-1 + C_K a^2) \int_{B_\varepsilon} K(x, x_*, x'_*) \, dx + (1 + C_K a^2) \int_{B_\varepsilon} a^2 K(x, x_*, x'_*) \, dx
\]
\[
\leq (-1 + C_K^{p(1-\varepsilon)} + C_K^2 a^2 + (1 + C_K^{2\varepsilon})[\beta + C(\kappa^{2\varepsilon} + \kappa^{p(1-\varepsilon)})] a^2,
\]
Thanks to (46) and (47). We finally get
\[
\alpha(\varepsilon, x_*, x'_*, y) \leq (-1 + \beta) a^2 + C(\kappa^{p(1-\varepsilon)} + \kappa^{2\varepsilon}) a^2,
\]
since $\varepsilon < 1$. Combining this estimate with (43), we obtain
\[
\alpha(\varepsilon, x_*, x'_*, y) \leq (-1 + \beta) a^2 + C(\kappa^{(p-2)(1-\varepsilon)} + \kappa^{2\varepsilon}) a^2,
\]
and we see that the best initial choice for $\varepsilon$ is $\varepsilon = \varepsilon = 1 - \frac{2}{p}$, which gives exactly the estimate (39), since $a_* = \frac{d(x_*, x'_*)}{2}$.
\[
\square
\]

The rest of the proof of Theorem 5.9 is exactly the same as the end of the proof of Theorem 4.3, the different rate of convergence (here $\frac{1-\beta}{p}$ instead of $\frac{4}{p}$) appearing directly in the local and global estimates provided by Lemmas 5.10 and 5.11.
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