On Wrapping of Quasi Lindley Distribution
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Abstract: In this paper, as an extension of Wrapping Lindley Distribution (WLD), we suggest a new circular distribution called the Wrapping Quasi Lindley Distribution (WQLD). We obtain the probability density function and derive the formula of a cumulative distribution function, characteristic function, trigonometric moments, and some related parameters for this WQLD. The maximum likelihood estimation method is used for the estimation of parameters.
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1. Introduction

Directional data have many new and individual characteristics and tasks in modelling statistical analysis. It occurs in many miscellaneous fields, such as Biology, Geology, Physics, Meteorology, Psychology, Medicine, Image Processing, Political Science, Economics, and Astronomy Mardia and Jupp [1]. The wrapping of a linear distribution around the unit circle is one of the various ways in which to find a circular distribution. There are a lot of studies that have been done in this area. L’evy [2] presented wrapped distributions. Jammalamadaka and Kozubowski [3] studied circular distributions derived by wrapping the classical exponential and Laplace distributions on the real line around the circle. In 2007, Rao et al. [4] discussed wrapping of the lognormal, logistic, Weibull, and extreme-value distributions for the life testing models. Meanwhile, the wrapped weighted exponential distribution was introduced by Roy and Adnan [5]. Rao et al. [6] obtained the characteristics of a wrapped gamma distribution. Joshi and Jose [7] introduced the wrapped Lindley distribution, and they also studied the properties of the new distribution, such as characteristic function and trigonometric moments. Adnan and Roy [8] introduced the wrapped variance gamma distribution and applied it to wind direction. Lindley [9,10] suggested the Lindley distribution (LD) and he defined the probability density function (pdf) and cumulative distribution function (CDF) as follows:

\[ f(x, \alpha) = \frac{\alpha^2}{\alpha + 1} (1 + x) e^{-\alpha x} \quad ; x > 0, \quad \alpha > 0. \]  

(1)

\[ F(x, \alpha) = 1 - \left[ 1 + \frac{\alpha x}{\alpha + 1} \right] e^{-\alpha x} \quad ; x > 0, \quad \alpha > 0. \]  

(2)

while the wrapped Lindley distribution was introduced by Joshi and Jose (2018) [11]. They defined the PDF and the CDF of the wrapped LD, respectively, as follows:

\[ g(\theta) = \frac{\lambda^2}{\lambda + 1} e^{-\lambda \theta} \left[ \frac{1 + \theta}{1 - e^{-2\pi \lambda}} + \frac{2\pi e^{-2\pi \lambda}}{(1 - e^{-2\pi \lambda})^2} \right], \quad \theta \in [0, 2\pi), \lambda > 0. \]  

(3)
Shanker and Mishra [12] derived the Quasi Lindley distribution (QLD). They introduced the QLD with two parameters, one for scale ($\alpha$) and one for shape ($\beta$). The (PDF) and (CDF) of (QLD), respectively, was defined as follows:

$$f(x, \alpha, \beta) = \beta \frac{e^x - \alpha x}{\alpha + 1} e^{-\beta x} \quad ; x > 0, \beta > 0, \alpha > -1. \quad (5)$$

$$F(x, \alpha, \beta) = 1 - \left[ \frac{1 + \alpha + \beta x}{\alpha + 1} \right] e^{-\beta x} \quad ; x > 0, \beta > 0, \alpha > -1. \quad (6)$$

Ghitany et al. [13] established many properties of LD and proved that the LD was a better model than the exponential distribution in many ways by using a real data set. They utilized the method of maximum likelihood to provide evidence that the fit of the Lindley distribution was better. In this paper, as an extension of the Wrapping Lindley Distribution (WLD), we suggest a new circular distribution called the Wrapping Quasi Lindley Distribution (WQLD). We also obtain the probability density function and derive the formula of the cumulative distribution function, as in Section 2. In Section 3 we drive the characteristic function, which is trigonometric moments with some related parameters for this WQLD. In Section 4, the maximum likelihood estimation method is used for estimation of parameters.

2. Circular Distribution

A circular distribution is a probability distribution whose total probability is concentrated on the circumference of a unit circle (see [14]), where the points on the unit circle characterize a direction, each direction representing the values of its probabilities. The range of a circular random variable $\theta$, stated in radians, may take $0 \leq \theta \leq 2\pi$ or $-\pi < \theta < \pi$. There are discrete or continuous circular probability distributions which satisfy the property $X_W = X mod 2\pi$.

**Definition 1 ([14,15]).** If $\theta$ is a random variable on the real with distribution function $F(\theta)$, then the random variable $\theta_W$ of the wrapped distribution satisfies the following properties:

1. $\int_0^{2\pi} f(\theta) d\theta = 1$ and
2. $f(\theta) = f(\theta + 2k\pi)$.

for any integer $k$ and $f(\theta)$ is periodic.

Thus, we can define the Wrapped Quasi Lindley Distribution (WQLD) as follows:

**Definition 2.** A random variable $\theta$ is said to have a Wrapped Quasi Lindley Distribution (WQLD) as follows:

$$g(\theta) = \sum_{k=0}^{\infty} g(\theta + 2k\pi) = \sum_{k=0}^{\infty} \theta(\alpha + \beta (\theta + 2k\pi)) e^{-\beta(\theta+2k\pi)}$$

$$= \frac{\theta e^{-\beta \theta}}{\alpha + 1} \sum_{k=0}^{\infty} (\alpha + \beta (\theta + 2k\pi)) e^{-2\beta k\pi}. \quad (7)$$
It can also be simplified to:

\[
g(\theta) = \frac{\theta e^{-\beta \theta}}{\alpha + 1} \left( \frac{\alpha}{1 - e^{-2\beta \pi}} + \frac{\beta \theta}{1 - e^{-2\beta \pi}} + \beta 2\pi \sum_{k=0}^{\infty} \frac{e^{-2\beta \pi}}{(-1 + e^{2\beta \pi})^2} \right).
\]  

(8)

The cumulative distribution function of WQLD can be derived as follows:

\[
G(\theta) = \sum_{k=0}^{\infty} \{ F(\theta + 2k\pi) - F(2k\pi) \}
= \sum_{k=0}^{\infty} \left\{ \frac{1 + \alpha + \beta(2k\pi)}{\alpha + 1} e^{-\beta(2k\pi)} - \frac{1 + \alpha + \beta(\theta + 2k\pi)}{\alpha + 1} e^{-\beta(\theta + 2k\pi)} \right\}.
\]  

(9)

Remark 1. We used the ratio test to check whether the series \( \sum_{k=0}^{\infty} k (e^{-2\beta \pi})^k \) in both the PDF and CDF of WQLD converged as follows:

\[
\lim_{k \to \infty} \left| \frac{a_{k+1}}{a_k} \right| = \lim_{k \to \infty} \frac{1 + \alpha + \beta(2k\pi) - 1 + \alpha + \beta(\theta + 2k\pi)}{(k+1) (e^{-2\beta \pi})^{k+1} - k (e^{-2\beta \pi})^k} = \lim_{k \to \infty} \frac{(k+1) (e^{-2\beta \pi})^{k+1}}{k^{(e^{-2\beta \pi})^k}} = \frac{1}{e^{2\beta \pi}} < 1.
\]

Figure 1 shows the circular representation of the PDF of WQLD for different values of \( \alpha \), keeping the value for the parameter \( \beta \) at 3.0.
The same circular representation for the PDF of WQLD with different values of $\beta$, keeping the value for the parameter $\alpha$ at 3.0 as in Figure 2.

**Figure 2.** PDF of the WQLD distribution (Circular Representation), $\alpha = 3$.

Figure 3 shows the circular representation of the CDF of WQLD for different values of $\alpha$, keeping the value for the parameter $\beta$ at 3.0.

**Figure 3.** CDF of the WQLD distribution (Circular Representation), $\beta = 3$. 
The same circular representation for the CDF of WQLD with different values of $\beta$, keeping the value for the parameter $\alpha$ at 3.0, as in Figure 4.

![Figure 4. CDF of the WQLD distribution (Circular Representation), $\alpha = 3$.](image)

3. Characteristic Function of Wrapped Quasi Lindley Distribution

The characteristic function of $X_w$ for the distribution function $G(\theta)$ is given by $\varphi_\theta(t) = E(e^{it\theta})$. The characteristic function for the Quasi Lindley Distribution given as follows:

$$
\varphi_\theta(t) = E(e^{it\theta}) = \frac{\beta}{\alpha + 1} \left[ \frac{\alpha (\beta - it) + \beta}{(\beta - it)^{\alpha + 1}} \right].
$$

Now, we can find the characteristic function of the circular model:

$$
E(e^{it\theta}) = \int_0^{2\pi} e^{it\theta} G(\theta) d\theta
$$

$$
= \int_0^{2\pi} e^{it\theta} \left( \frac{\alpha}{\alpha + 1} \left(1 - e^{-2\beta \pi \theta} \right)^{\alpha + 1} \theta e^{-\beta \theta} + \frac{\beta}{\alpha + 1} \left(1 - e^{-2\beta \pi \theta} \right)^{\alpha + 1} \theta e^{-\beta \theta} e^{it\theta} \right) d\theta
$$

$$
= \int_0^{2\pi} e^{it\theta} \left( \frac{\alpha}{\alpha + 1} \left(1 - e^{-2\beta \pi \theta} \right)^{\alpha + 1} \theta e^{-\beta \theta} + \frac{\beta}{\alpha + 1} \left(1 - e^{-2\beta \pi \theta} \right)^{\alpha + 1} \theta e^{-\beta \theta} e^{it\theta} \right) d\theta.
$$
Rearranging the Equation (11), we have:

\[
E(e^{i\theta}) = \left[\frac{\alpha}{(1 - e^{-2\beta\pi})(\alpha + 1)} + \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \right] \int_0^{2\pi} \theta e^{-\theta(\beta - it)} d\theta \\
+ \frac{\beta}{(1 - e^{-2\beta\pi})(\alpha + 1)} \int_0^{2\pi} \theta^2 e^{-\theta(\beta - it)} d\theta.
\]

Assuming the previous integrals consist of two parts, the first part can be calculated as follows:

\[
I = \left[\frac{\alpha}{(1 - e^{-2\beta\pi})(\alpha + 1)} + \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \right] \int_0^{2\pi} \theta e^{-\theta(\beta - it)} d\theta \\
= \left\{ \begin{array}{l}
\text{let } u = -\theta (\beta - it) \Rightarrow \theta = \frac{u}{(\beta - it)} ; \quad \theta = 0 \quad u = 0 \\
\text{du} = -(\beta - it) \, d\theta ; \quad d\theta = \frac{du}{(\beta - it)} \quad \theta = 2\pi \quad u = -2\pi (\beta - it)
\end{array} \right.
\]
\[
= \int_0^{2\pi(\beta - it)} \frac{u}{(\beta - it)} e^{u} \, du \\
= \frac{1}{(\beta - it)^2} \int_0^{2\pi(\beta - it)} u e^{u} \, du \\
= \frac{1}{(\beta - it)^2} (1 - e^{-2\pi(\beta - it)} (2\pi (\beta - it) + 1))
\]
\[
= \left[\frac{\alpha}{(1 - e^{-2\beta\pi})(\alpha + 1)} + \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \right] \frac{\left[1 - 2\pi (\beta - it)\right] e^{-2\pi(\beta - it)} - e^{-2\pi(\beta - it)}}{(\alpha + 1) (\beta - it)^2}.
\]

\[
J = \left[\frac{\beta}{(1 - e^{-2\beta\pi})(\alpha + 1)} \right] \int_0^{2\pi} \theta^2 e^{-\theta(\beta - it)} d\theta \\
= \left[\frac{\beta}{(1 - e^{-2\beta\pi})(\alpha + 1)} \right] \frac{2 \left[1 - e^{-2\pi(\beta - it)} (2\pi (\beta - it) (\pi (\beta - it) + 1) + 1)\right]}{(\beta - it)^3}.
\]

Now, combining both integrals \( I \) and \( J \), we have the characteristic function of the WQLD:

\[
\varphi_{\theta}(t) = \left[\frac{\alpha}{(1 - e^{-2\beta\pi})(\alpha + 1)} + \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \right] \frac{\left[1 - 2\pi (\beta - it)\right] e^{-2\pi(\beta - it)} - e^{-2\pi(\beta - it)}}{(\alpha + 1) (\beta - it)^2} \\
+ \left[\frac{\beta}{(1 - e^{-2\beta\pi})(\alpha + 1)} \right] \frac{2 \left[1 - e^{-2\pi(\beta - it)} (2\pi (\beta - it) (\pi (\beta - it) + 1) + 1)\right]}{(1 - e^{-2\beta\pi})(\alpha + 1) (\beta - it)^3}.
\]

We can simplify the characteristic function of the WQLD as follows:

\[
\varphi_{\theta}(t) = \frac{1}{(\alpha + 1) (\beta - it)^2} \left[\left[\frac{\alpha}{(1 - e^{-2\beta\pi})(\alpha + 1)} + \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \right] \frac{\left[1 - 2\pi (\beta - it)\right] + 1 + 1 e^{-2\pi(\beta - it)}}{(1 - e^{-2\beta\pi})(\beta - it)^3} \right] \\
+ \frac{2\beta}{(1 - e^{-2\beta\pi})(\alpha + 1) (\beta - it)} \left[\left[\frac{\beta}{(1 - e^{-2\beta\pi})(\alpha + 1)} \right] \frac{\left[1 - 2\pi (\beta - it)\right] (\pi (\beta - it) + 1) + 1 e^{-2\pi(\beta - it)}}{(1 - e^{-2\beta\pi})(\beta - it)^3} \right].
\]
By the trigonometric definition, we have \( \phi_p = \alpha_p + i\beta_p \), \( p = 0, \pm 1, \pm 2, \ldots \), where \( \alpha_p = E(\cos p\theta) \) and \( \beta_p = E(\sin p\theta) \).

\[
\begin{align*}
\alpha_p &= E(\cos p\theta) \\
&= \int_0^{2\pi} \cos p\theta \left[ \frac{1}{(1 - e^{-2\beta\pi})(\alpha + 1)} \left( \alpha\theta e^{-\beta\theta} + \beta\theta^2 e^{-\beta\theta} \right) \right] d\theta + \\
&\int_0^{2\pi} \cos p\theta \left[ \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \theta e^{-\beta\theta} \right] d\theta.
\end{align*}
\]

By some simplifications, we have

\[
\alpha_p = \left[ \frac{\alpha}{(1 - e^{-2\beta\pi})(\alpha + 1)} + \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \right] \int_0^{2\pi} \theta e^{-\beta\theta} \cos p\theta \, d\theta + \\
\left[ \frac{\beta}{(1 - e^{-2\beta\pi})(\alpha + 1)} \right] \int_0^{2\pi} \theta^2 e^{-\beta\theta} \cos p\theta \, d\theta.
\] (13)

Since Equation (13) contains two integrals, we can integrate separately, as follows:

\[
I = \left[ \frac{\alpha}{(1 - e^{-2\beta\pi})(\alpha + 1)} + \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \right] \int_0^{2\pi} \theta e^{-\beta\theta} \cos p\theta \, d\theta
\]

\[
= \frac{e^{-2\pi\beta}}{(1 - e^{-2\beta\pi})(\alpha + 1)} \left[ p (2\pi p^2 + \pi\beta^2 + \beta) \sin(2\pi p) - (2\pi \beta - 1) p^2 + \beta^2 (2\pi \beta + 1)) \cos(2\pi p) - e^{-2\pi\beta} p^2 + \beta^2 e^{-2\pi\beta} \right].
\] (14)

\[
J = \frac{\beta}{(1 - e^{-2\beta\pi})(\alpha + 1)} \int_0^{2\pi} \theta^2 e^{-\beta\theta} \cos p\theta \, d\theta
\]

\[
= \frac{2\beta e^{-2\pi\beta}}{(1 - e^{-2\beta\pi})(\alpha + 1)} \left[ \frac{p (2\pi p^2 + 4\pi \beta p^2 + 4\pi \beta^2 p^2) - p^2 + \beta^2 (2\pi \beta^2 + 4\pi \beta p)}{(p^2 + \beta^2)^3} \right] - (2\pi^2 \beta p^4 - 2\pi p^4 + 4\pi \beta^3 p^4 - 3\beta p^2 + 2\pi^2 \beta^5 + 2\pi \beta^4 + \beta^3) \cos(2\pi p) + 3\beta e^{-2\pi\beta} p^2 - \beta^3 e^{-2\pi\beta} \left] \right. \] (15)

Adding both Equations (14) and (15), we have the parameter \( \alpha_p \).

Similarly, we get and simplify the parameter \( \beta_p \), as follows:

\[
\beta_p = E(\sin p\theta) = \int_0^{2\pi} \sin p\theta \left[ \frac{1}{(1 - e^{-2\beta\pi})(\alpha + 1)} \left( \alpha\theta e^{-\beta\theta} + \beta\theta^2 e^{-\beta\theta} \right) \right] d\theta + \\
\int_0^{2\pi} \sin p\theta \left[ \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \theta e^{-\beta\theta} \right] d\theta.
\] (16)

Rearranging the entire integrals in Equation (16), we have:

\[
\beta_p = \left[ \frac{\alpha}{(1 - e^{-2\beta\pi})(\alpha + 1)} + \frac{\beta 2\pi}{e^{2\beta\pi}(\alpha + 1)} \right] \int_0^{2\pi} \theta e^{-\beta\theta} \sin p\theta \, d\theta + \\
\left[ \frac{\beta}{(1 - e^{-2\beta\pi})(\alpha + 1)} \right] \int_0^{2\pi} \theta^2 e^{-\beta\theta} \sin p\theta \, d\theta.
\] (17)
Since Equation (17) contains two integrals, we integrate separately as follows:

\[
I = \frac{\beta}{(1 - e^{-2\beta \pi}) (\alpha + 1)} \int_0^{2\pi} \theta^2 e^{-\beta \theta} [\sin p \theta] d\theta
\]

\[
= \frac{-2\beta e^{-2\pi \beta}}{(1 - e^{-2\beta \pi}) (\alpha + 1)} \left[ \frac{(2\pi (\pi \beta - 1) p^4 + \beta (4\pi^2 \beta^2 - 3) p^2 + 2\pi^2 \beta^5 + \beta^3) \sin(2\pi p)}{(p^2 + \beta^2)^3} \right] + \frac{p^2 (2\pi (\pi p^2 + 2\pi \beta^2 + 2\beta) - 1) + \beta^2 (2\pi (\pi \beta + 2) + 3)) \cos(2\pi p) - 3\beta^2 pe^{2\pi \beta} + p^3 e^{2\pi \beta}}{(p^2 + \beta^2)^3}. \tag{18}
\]

Adding both Equations (18) and (19) to each other resulted in the parameter \( \beta_p \).

4. Maximum Likelihood Estimations

Here, the maximum likelihood estimators of the unknown parameters \( (\alpha, \beta) \) of the WQLD are derived. Let \( \theta_1, \theta_2, \theta_3, ..., \theta_n \) be a random sample of size \( n \) from WQLD. Then, the likelihood function is \( L(\theta_1, \theta_2, ..., \theta_n, \alpha, \beta) \). We can define the ML as follows:

\[
L(\theta_1, \theta_2, ..., \theta_n, \alpha, \beta) = \prod_{i=1}^{n} g(\theta_i) = \prod_{i=1}^{n} \theta_i e^{-\beta \theta_i} \sum_{k=0}^{\infty} \frac{(\alpha + \beta(\theta_i + 2k\pi))}{(\alpha + 1)} e^{-2\beta k \pi}. \tag{20}
\]

The log likelihood function is given by

\[
\ln L(\theta_1, \theta_2, ..., \theta_n, \alpha, \beta) = \sum_{i=1}^{n} \ln \theta_i - \beta \sum_{i=1}^{n} \theta_i + \ln \left[ \sum_{i=1}^{n} \sum_{k=0}^{\infty} \frac{(\alpha + \beta(\theta_i + 2k\pi))}{(\alpha + 1)} e^{-2\beta k \pi} \right].
\]

\[
\ln L = \sum_{i=1}^{n} \ln \theta_i - \beta \sum_{i=1}^{n} \theta_i - (\alpha + 1) + \ln \left[ \sum_{i=1}^{n} \sum_{k=0}^{\infty} (ae^{-2\beta k \pi} + \beta \theta_i e^{-2\beta k \pi} + 2\beta k \pi e^{-2\beta k \pi}) \right]. \tag{21}
\]

Equating the partial derivative of the log-likelihood function with respect to \( \alpha \) and \( \beta \) to zero, we get

\[
\frac{\partial \ln L}{\partial \alpha} = -\frac{1}{\alpha + 1} + \sum_{i=1}^{n} \sum_{k=0}^{\infty} (ae^{-2\beta k \pi} + \beta \theta_i e^{-2\beta k \pi} + 2\beta k \pi e^{-2\beta k \pi}). \tag{22}
\]

\[
\frac{\partial \ln L}{\partial \beta} = -\beta + \sum_{i=1}^{n} \sum_{k=0}^{\infty} e^{-2\beta k \pi} \left( -2\alpha k \pi - 2\beta k \pi \theta_i + 4\beta k^2 \pi^2 \right). \tag{23}
\]

Since Equations (22) and (23) cannot be solved analytically, we can therefore use some numerical techniques to get a solution for both parameters \( \alpha \) and \( \beta \).

5. Conclusions

In this paper, we introduced and studied a new kind of distribution, namely, the Wrapping Quasi Lindley Distribution (WQLD). The PDF and CDF of (WQLD) were derived and the shapes of the density function and distribution function for different values of the parameters were found by using
Mathematica. An expression for the characteristic function resulted. The alternative form of the PDF of the (WQLD) was also obtained by using trigonometric moments. The parameters of (WQLD) were estimated by using the method of maximum likelihood.
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