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Abstract—Motion capture from a monocular video is fundamental and crucial for us humans to naturally experience and interact with each other in Virtual Reality (VR) and Augmented Reality (AR). However, existing methods still struggle with challenging cases involving self-occlusion and complex poses due to the lack of effective motion prior modeling. In this paper, we present a novel variational motion prior (VMP) learning approach for video-based motion capture to resolve the above issue. Instead of directly building the correspondence between the video and motion domain, We propose to learn a generic latent space for capturing the prior distribution of all natural motions, which serve as the basis for subsequent video-based motion capture tasks. To improve the generalization capacity of prior space, we propose a transformer-based variational autoencoder pretrained over marker-based 3D mocap data, with a novel style-mapping block to boost the generation quality. Afterward, a separate video encoder is attached to the pretrained motion generator for end-to-end fine-tuning over task-specific video datasets. Compared to existing motion prior models, our VMP model serves as a motion rectifier that can effectively reduce temporal jittering and failure modes in frame-wise pose estimation, leading to temporally stable and visually realistic motion capture results. Furthermore, our VMP-based framework models motion at sequence level and can directly generate motion clips in the forward pass, achieving real-time motion capture during inference. Extensive experiments over both public datasets and in-the-wild videos have demonstrated the efficacy and generalization capability of our framework.
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1 Introduction

Human motion capture is a fundamental problem in virtual and augmented reality (VR/AR) that benefits various media applications, such as immersive telepresence, game character animation, and meta-universe. Traditional marker-based motion capture methods can produce highly accurate human motion, yet are usually labor-intensive and require sophisticated equipment. With the development of deep neural networks, markerless motion capture frameworks that directly reconstruct 3D human motion from a monocular 2D video have attracted increasing attention [22, 25, 55]. As an inherently ill-posed 2D-to-3D estimation problem, existing works typically struggle with complex scenes involving heavy self-occlusion or uncommon activities. How to further incorporate human motion prior knowledge into the monocular capture framework remains challenging.

Motion prior modeling is a long-standing problem in motion capture. Early works attempt to capture the statistical prior using principle components [38], autoregressive models [49], Gaussian mixture models SMPLify [4] or variational human pose prior [40], as well as physical constraints such as foot contact [8, 14] and kinematics [30, 31, 45] to derive regularization terms. Yet hand-crafted prior is usually task-specific with limited applicability. More recent works typically learn the prior distribution of human motion in a data-driven fashion using deep generative models. VIBE [25] introduces a generative adversarial network with a motion discriminator to distinguish between real 3D MoCap data and synthesized ones, and a similar idea is also adopted for physics-based character control [41]. Another line of methods adopt a variational autoencoder (VAE) to learn an explicit motion representation. VPoser [40] utilize VAE to model human poses without temporal information, and Rempe et al. [43] further model the distribution of pose changes conditioned on the current pose, achieving robust 3D pose estimation results. However, the pose-level prior model cannot fully capture the holistic temporal motion characteristics. ACTOR [32] introduces a temporal VAE to learn motion prior at the sequence level, but the prior model is conditioned on discrete action labels such as walking or running, with limited generalization capabilities to unseen action categories [7].

To tackle the above issues, we present a novel variational motion prior (VMP) model that directly captures the holistic characteristics of...
human motion at the sequence-level. As shown in Fig. 1, each motion sequence is represented as a single point on the latent prior space, allowing novel motion clips to be generated directly from latent codes with a single forward pass. Furthermore, the continuous latent space structure of VMP can support better generalization over unseen motions. For example, the intermediate motion between fitness exercise and ballet dance. To incorporate motion prior in video-based motion capture, we design a two-stage training strategy to build and utilize motion prior respectively. During stage I, we propose a transformer-based variational autoencoder to learn the VMP latent space, with a novel non-linear mapping block to boost the expressive power of latent codes via adaptive instance normalization (AdaIN) [17]. The prior model is trained in an over a large-scale 3D motion capture database [34] without the supervision of motion-video pairs. During stage II, a video encoder with spatial-temporal transformer architecture is introduced to encode the input video clip into the pretrained VMP latent space by extracting and aggregating multi-scale feature pyramids with a high-to-low resolution CNN backbone. We argue that the pretrained VMP is crucial for accurate motion reconstruction as the pretrained VMP serves as an effective rectifier that reduce temporal jittering caused by unstable per-frame feature extraction. Empirically, VMP brings over 10mm error reduction over 3DPW dataset (in terms of PA-MPJPE, see Table 3), setting up new performance records in video-based motion capture. Furthermore, VMP also improves the generalization capability of the motion capture framework over in-the-wild videos.

In summary, our contributions are threefold:

- We propose a novel variational motion prior (VMP) learning approach for video-based motion capture. Specifically, VMP is implemented as a transformer-based variational autoencoder pretrained over large-scale 3D motion data, providing an expressive latent space for human motion at sequence level.

- We propose several effective technical contributions including a novel motion generator, a two-stage prior training strategy and loss objective design to boost the accuracy of motion capture.

- We conduct extensive experiments over both academic datasets and in-the-wild videos to validate the efficacy and versatility of the proposed framework, and perform a thorough ablation study to verify our technical contributions.

2 RELATED WORK

In this section, we briefly review the representative works in related domain, including human motion capture and motion prior models. We first provide a brief summary of recent progress on the motion capture technologies, followed by an overview of human motion models.

Human Motion Capture. Industrial solutions for human motion capture are always marker-based such as [32, 33, 36], while sophisticated marker-less capture systems [8, 9, 50, 57] turn to use multi-view cameras to alleviate the need for body-worn markers. Recently, human motion capture technologies using single-view input have made much progress. With the aid of deep neural network, single-view methods [6, 39] can estimate 2D/3D human skeletons. Many general human parametric models [33, 39, 40] learned from 3D scans factorize human deformation into pose and shape components. Using these parametric models, motion capture methods can also optionally estimate the body shape. Pose capture methods [21, 22, 24, 25, 28, 40] estimate SMPL model [23] directly from a single RGB image. For video-based pose estimation, additional temporal dynamics modeling is usually required to regularize per-frame pose estimation results for stability. Existing solutions utilize temporal encoding networks [22] or spatial-temporal attention [55] for temporal regularization. Apart from parametric model, single-view performance capture methods [12, 13, 58] using specific 3D human template can also achieve space-time coherent motion capture. While free-form performance capture methods [18, 35, 46, 47, 59] get rid of the specific human template but still suffer from the fragile motion field capture.

Among above methods, SMPLify [4] proposes to optimize estimated SMPL parameters close to the real distribution derived from a Gaussian Mixture Model (GMM), and SMPL-X [40] with further taking gesture and facial expression into account proposes VPoser to replace the GMM model. VIBE [25] utilizes an adversarial learning framework that leverages available 3D motion capture dataset to discriminate whether the regressed motion is real or not. In contrast, our framework adequately exploit the human motion distribution and utilize an expressive latent motion representation to achieve the higher capture accuracy.

Human Motion Models are crucial for imposing prior regularization over motion reconstruction. Early methods introduce various mathematical models to characterize human motion dynamics, including probability model [10, 16, 29], functional analysis [37] or topological constraints [51], yet the prior is mostly defined over pose space with limited applicability to simple cyclic motions like walking and running. Recent work [15] learns a manifold of natural human motion using autoencoder, and its follow-up work [14] this latent space of auto-encoder as a motion prior to solve various ill-posed problems. Physics-based prior models including foot contact [54] and kinematics [40, 41, 45] are also widely adopted to derive optimization constraints for controlling global pose and environmental interactions, but usually requires professional knowledge. Recently, deep generative motion models, including GAN-based [2, 41] and VAE-based ones [11, 42] has been widely adopted for data-driven prior learning.

Our framework is closely related to ACTOR [12] but aims to model the holistic prior distribution of all human motions instead of action-conditioned ones. Another related work is HuMoR [43] which also aims to learn an expressive motion model with conditional VAE, but requires time-consuming iterative optimization during inference. In contrast, our model is completely feed-forward and outputs motion clips instead of poses, leading to real-time video-based motion reconstruction with superior accuracy.

3 OVERVIEW

Our goal is to learn an expressive latent space that fully captures the prior distribution of human motion at sequence level, and utilize the learned motion prior to facilitate accurate and realistic motion capture from a monocular RGB video. Fig. 2 provides an overview of our full learning framework, which consists of a transformer-based video encoder that maps the input video to a latent vector z over the prior space, and a motion generator to decode the latent vector to a sequence of motion parameters used for rigging a parametric 3D human mesh model (SMPL [33]). The overview of these two parts are as follows.

Prior-guided Motion Generator. Our transformer-based VAE learns the temporal human motion characteristics by the supervision of the realistic marker-based 3D motion data [34], which consists of a transformer encoder and decoder. This motion transformer encoder maps noisy motion parameters into the same latent space, which leverages temporal motion prior to acquire smooth motions. Here, we first linearly embed the input motion parameters into a middle space. With the summation on positional encoding, the transformer block then outputs the predicted mean \( \mu \) and std \( \sigma \) for the parameterized Gaussian distribution. Using a reparameterization [24], we can sample a latent vector from this distribution. And then the decoder part called Variation Motion Prior (VMP) generates reliable motion sequences. Specifically, to strengthen the model capability, we adapt the decoder to a style-based architecture [23], where we first employ a non-linear network mapping before the transformer block. Moreover, we further use AdaIN as a style injection approach used in style-based GAN [23], to modulate the statistics of features after normalization in transformer blocks.

Transformer-based Video Encoder. To explore the temporal information, we propose an effective transformer-based unified motion reconstruction framework that utilizes the temporal features at the sequence level and the spatial information at the image domain. Specifically, with the input video clip, we utilize a high-resolution network backbone, HRNet [48] to extract multi-resolution features for each frame.
To maintain the spatial information on the image domain, we utilize the spatial-temporal transformer, called STE block [55], to encode the multi-scale image feature to motion feature for each frame. We further map the sequential motion features to a parameterized Gaussian distribution, which is used to sample latent code as above for the whole motion clip.

4 Technical Details

Given an input video clip $V$ of length $T$, our goal is to learn an expressive latent code $z$ and a corresponding motion generator $G$ that maps $z$ to a sequence of motion parameters $P$ including root translation $r_t$, pose $\theta_t$, and shape $\beta$ of the SMPL model. Fig. 2 provides an overview of our two-stage learning framework. Stage I proposes a variational autoencoder to train the motion prior using the marker-based 3D motion dataset, allowing plausible motions to be generated from a latent variable. Stage II introduces a transformer-based video encoder to extract the corresponding latent variable from the video input. To this end, the video encoder first encodes multi-scale features of each frame $I_t$ using a high-to-low resolution CNN backbone [48]. A spatial-temporal transformer is then adopted to encode sequential feature pyramids into a latent variable $z$ containing the motion information of this clip. To decode this latent variable, we leverage our pre-trained variational motion prior to regress motion parameters $P$ of the SMPL model at each frame. In the following, we will introduce the variational auto-encoder for our motion prior (Sec. 4.1), the transformer-based video encoding for our end-to-end framework (Sec. 4.2), and the training strategy (Sec. 4.3), respectively.

4.1 Stage I: Variational Motion Prior Model

Different from other video-based approaches [21, 22, 25, 27, 55] that directly learn to regress 3D motion parameters from videos, our VMP model aims to capture rich motion prior knowledge from realistic marker-based 3D motion data [34] without video supervision. To this end, we propose a transformer-based variational autoencoder to learn the VMP latent space, which can help the subsequent motion capture framework in Sec. 4.2 to generate more natural and plausible motions. Specifically, we formulate the motion parameters $P = \{p_t | t \in [1, T]\}$ of the SMPL model at each frame as follows:

$$p_t = \{r_t \in \mathbb{R}^3, \theta_t \in \mathbb{R}^{24 \times 6}, \beta \in \mathbb{R}^{10}\},$$ (1)

which includes root translation $r_t$, the pose and shape parameters $\theta_t, \beta$ of the SMPL model. Note that the pose representation is converted from the axis-angle format to 6D rotation matrix in [60] for efficient and robust regression. As illustrated in Fig. 1, our VAE is composed of two modules: motion encoder $M_{enc}$ and the corresponding motion generator $M_{dec}$, where detailed module architecture is further described below.

Motion Encoder. The motion encoder $M_{enc}$ is designed to generate latent vector $z$ from the input motion parameters $P$. We follow ACTOR [42] to build this motion encoder, but aim to capture the holistic motion prior distribution rather than the conditional motion prior based on discrete action categories. Specifically, we first linearly embed the input motion parameters into a middle space, and this embedding dimensionality is 256. We concatenate the learnable distribution parameters $\mu_0 \in \mathbb{R}^{256}$ and $\theta_0 \in \mathbb{R}^{256}$ with this embedded motion feature. With the summation on positional encoding, the transformer block then outputs the predicted mean $\mu$ and std $\sigma$ for the parameterized Gaussian distribution. Using a reparameterization [24], we follow the sample of a latent vector $z$ from this distribution. Moreover, we apply random noisy for the input motion parameters $p_{\text{noise}} = \{p_{\text{noise}, t} | t \in [1, T]\}$ to enhance the robustness of this VAE for smooth motions.

Motion Generator. Given this latent vector $z$ sampled from a parameterized Gaussian distribution, this motion decoder, as a result, which we called Variation Motion Prior (VMP), generates reliable sequential motion outputs. Specifically, to strengthen the model capability, we adapt the decoder to a latent mapping architecture [23] as shown in Fig. 3 in which the decoder part lies in the right half of Fig. 3. We first employ a non-linear network mapping from $z^P$ space to $w$ space before the transformer block. Comparing to sampling directly from $z^P$ space, the intermediate $w$ space does not have to support sampling according to fixed distribution, which will be beneficial for the robustness of generated motion. Moreover, we further refine the Adalin as a style injection approach used in StyleGAN generator [33], to modulate the statistics of features after normalization in transformer blocks. We finally map the middle space features to the predicted motion parameters $P = \{p_t | t \in [1, T]\}$ with a linear projection. With the direct supervision of motion parameters and indirect supervision on differentiable SMPL layer, VMP thus generates plausible motion clips close to marker-based realistic 3D motion.

4.2 Stage II: Video Encoder

Based on the pretrained VMP model that defines an expressive latent space for human motions, we implement our video-based motion capture framework by introducing a video encoder that maps the input video clip to the latent space. Here, we propose an effective transformer-based video encoder that utilizes both temporal features at the sequence level and spatial features at the frame level. Specifically, with the input video clip $V = \{I_t | t \in [1, T]\}$, we utilize a high-resolution network backbone, HRNet [48] to extract multi-resolution feature maps for each frame $I_t$, including $\{1024, 512, 256\}$ dimensions of high-to-low resolution. To maintain the spatial information on the image domain, we utilize the spatial-temporal transformer, called STE block [55], to encode the multi-scale video features to a 256-dimensional latent motion embedding. We further map the sequential motion features to mean $\mu$ and standard deviation $\sigma$ of a parameterized Gaussian distribution, which is used to sample latent code $z$ and generate the motion param-
eters $\mathbf{P} = \mathcal{M}_{\text{dec}}(z)$ using the pretrained motion generator. Note that benefiting from the variational motion prior trained with partial data with global translation, we can directly generate global translation $\mathbf{r}$ from local body motion for the complete human motion that \cite{25,55} can not predict accurately. As for the training of this end-to-end motion capture framework, please refer to Sec. 4.3 for details.

The latent code in this framework is edible like other image generation work \cite{23}. We can directly edit this latent code during video inference, like adding a pre-designed latent difference or interpolating between two predicted latent codes for more relevant motion choices. The editable latent from the motion prior shows more possibility for our motion capture framework. We will provide the network design and training details of variational motion prior in the following subsection.

### 4.3 Training Strategy

In this subsection, we introduce our training loss and training procedure as follows.

**Loss Function.** We define the VMP training loss at Stage I as follows:

$$
\mathcal{L}_{\text{vmp}} = \mathcal{L}_{3D} + \lambda_{lb} \mathcal{L}_{lb} + \lambda_{V} \mathcal{L}_{V} + \lambda_{kl} \mathcal{L}_{kl},
$$

where $\mathcal{L}_{3D}$ encourages the final motion sequence close to the output of network while $\mathcal{L}_{2D}$ adds a re-projection constraint on high-confidence 2D keypoints detected from the input images. Specifically, the 3D parameter loss with global translation is formulated as:

$$
\mathcal{L}_{3D} = w_r \sum_{t=1}^{T} \| \mathbf{r} - \mathbf{r}_t \|_2 + \sum_{t=1}^{T} \| \theta_t - \hat{\theta}_t \|_2 + \| \beta - \hat{\beta} \|_2,
$$

where the three terms represent the global translation $\mathbf{r} \in \mathbb{R}^3$ of the root joint, the pose parameter $\theta_t \in \mathbb{R}^{24 \times 9}$, and the shape parameter $\beta_t \in \mathbb{R}^{10}$, respectively. Note that we use $w_r = 1$ as default for the training data with root translation but zero for the training data without root translation.

To enhance the supervision on the endpoint of human body, we further formulate the **limb loss** as:

$$
\mathcal{L}_{lb} = \sum_{t=1}^{T} \| J_{lb}(\theta_t, \beta) - J_{lb}(\hat{\theta}_t, \hat{\beta}) \|_2,
$$

where $J_{lb}$ is the joint regressor that computes 3D joint positions from predicted pose and shape $\theta, \beta$ parameter but extracting only left and right foot/hand joints. For more specific supervision, we formulate the **reconstruction loss** on the SMPL vertices:

$$
\mathcal{L}_{V} = \sum_{t=1}^{T} \| \mathbf{V}_t - M(\hat{\beta}) \|_2^2,
$$

Here, the body reconstruction function $M(\cdot)$ is from the differentiable SMPL layer, while the vertices $\mathbf{V}_t$ are calculated with the ground truth motion parameters using the same layer. The reconstruction loss builds a global supervision on almost all predicted parameters $\{\mathbf{r}, \theta, \beta\}$ and shows a reliable supervision \cite{23} for motion generation. For the **KL loss**, as a standard VAE, we still use Kullback–Leibler (KL) divergence to encourage all generated latent code as a Gaussian distribution.

For Stage-II training of the video encoder, we further introduce the following 2D **keypoint loss**

$$
\mathcal{L}_{2D} = \sum_{t=1}^{T} \sum_{l=1}^{N_l} \phi(l) \| \Pi(J(\hat{\theta}_t, \hat{\beta}), s, c) - k_l' \|_2^2,
$$

where the scale and translation parameters of camera is $[s, c], c \in \mathbb{R}^2$.

The weak-perspective function $\Pi$ maps 3D joint positions to 2D coordinates. Besides, the indicator $\phi(l)$ equals to 1 if the confidence $C_l$ for the $l$-th joint $k_l'$ is larger than 0.5. The keypoint loss $\mathcal{L}_{2D}$ encourages the skeleton to match the detection obtained from 2D keypoint estimator, OpenPose \cite{6} from the RGB image. Finally, combining 2D keypoint loss and VMP prior loss leads to the final learning objective in Stage-II:

$$
\mathcal{L}_{\text{cap}} = \mathcal{L}_{\text{vmp}} + \lambda_{2D} \mathcal{L}_{2D}
$$

**Training Procedure.** As for training procedure, we first train the variational motion prior model (Sec. 4.1) with Eq. 2 using Amass \cite{54} dataset and add random Gaussian noise (2 std and 0 mean) on the input motion clips, which takes 12 hours for 200 epochs on a single Tesla V100 GPU. Freezing this variational motion prior (the decoder parts of VAE), we then train the end-to-end framework (Sec. 4.2) with Eq. 7 using two pose estimation dataset, 3DPW \cite{54} and Human3.6M \cite{19}, which takes 2 days for 50 epochs. For all following experiments, we use the empirically determined parameters: $\lambda_{sl} = 10^{-5}$, $\lambda_{lb} = 1$, $\lambda_{DS} = 100$. We only fine-tune the motion prior part using $10^{-5}$ as the learning rate for the last 5 epochs in Eq. 7 while using $10^{-4}$ for all other training. The inference speed of the overall framework for capturing motion from the input video is 30 FPS at a single Tesla V100 GPU.

### 4.4 Understanding of VMP in Video-based MoCap

The pretrained VMP supports video-based motion capture by projecting input video to the latent space for prior-regularized motion reconstruction. In this section, we provide an in-depth study on the desired properties of VMP, and show how these properties can benefit the video-based motion capture task.

**VMP as a Motion Rectifier.** A primary focus of motion prior modeling is to promote temporal stability and physical plausibility of output.
motion clips. Yet existing motion prior regularization are usually affected by the unstable framewise pose estimation. In contrast, our pretrained VMP model essentially provides a motion rectifier that helps correct any pose estimation failures. Here we provide an example of a challenging in-the-wild climbing video where the existing method VIBE \[25\] fails, and use the pretrained VAE to reconstruct the correct motion using VIBE’s estimation as the input. Fig. 5 compares the noisy motion estimated from VIBE and our rectified results, where the bad estimation in frame 3 is successfully restored after reconstruction, leading to more accurate and temporally stable results. Detailed ablation study results are reported in Sec. 5.4 to further justify the efficacy of VMP.

**Latent Space Structure Visualization.** Since our framework is built upon the pretrained motion generator, it is essential that the latent motion space is expressive enough to accurately reconstruct arbitrary motion, and can well represent intermediate motions beyond video-based observations. To verify this, we conduct a latent space interpolation test over the pretrained VMP space, where the start and end points are determined by encoding two randomly chosen video clips. Fig. 4 visualizes the interpolation results. As can be observed, interpolating between points on VMP space leads to a smooth transition of motion contents, and each intermediate motion is plausible. This indicates that our proposed method successfully learns the latent distribution of real-world human motions.

## 5 Experiments

In this section, we evaluate the efficacy of the proposed variational motion prior at video-based motion capture task. First, we introduce the dataset used for evaluation in Sec. 5.1 and validate the superiority of VMP against existing motion prior models in terms of diversity and stability in Sec. 5.2. Sec. 5.2 reports the motion capture performance against state-of-the-art methods, and the corresponding ablation study results are presented in Sec. 5.4. Finally, we perform a user study in Sec. 5.5 to verify the subjective quality of our method, and discuss the related topics in Sec. 5.6.

### 5.1 Dataset

For the dataset, we first use AMASS [34] for training the variational motion prior. We then utilize Human3.6M [19] and 3DPW [54] for training and quantitative evaluation of our end-to-end video-based motion capture framework. Moreover, we also introduce the in-the-wild data for further qualitative evaluation.

AMASS [34] is a large motion capture database containing diverse motions and body shapes on the SMPL body model. We sub-sample the dataset to 25 FPS and add random Gaussian noise with 2 std and 0 mean to these 3D motion data as training input of our variational
autoencoder.

Human3.6M [19] is a large 3D human pose dataset acquired by recording the performance of 5 female and 6 male subjects, under 4 different viewpoints in a fixed indoor environment.

3DPW [54] is an in-the-wild 3D human pose dataset captured based on video and IMU sensors outdoors. It is widely used in the 3D human pose estimation task thus we quantitatively compare our method against state-of-the-arts on this dataset.

In-the-wild data In order to demonstrate our generalization and better compare with others, we also evaluate our approach with the in-the-wild data. Here, we download 67 video clips (2 ˜5s with 50fps) from YouTube, including dance, aerobics and figure skating.

5.2 Evaluation of Motion Prior Space

Diversity. A good evaluation perspective for our motion prior is from the aspect of motion synthesis using the latent space. That is to say, the quality and diversity are what we concern. We first compare the diversity of our framework with HuMoR [43] and ACTOR [42], pre-trained on the same AMASS dataset. We use Average Pairwise Distance (APD) [1] as the diversity indicator, which measures the average joint distance between randomly synthesized motion clips. We follow HuMoR to randomly sample 50 5s motion clips for each method and compute both frame-level and clip-level average, denoted as APD and clip-APD, respectively. In addition, we propose a new variant of APD to measure local motion diversity by aligning root coordinates within each clip, denoted as local-APD. Here we adjust sampling from a Normal Distribution by setting mean \( \mu = 0 \) and std \( \sigma = 1 \) and 5. As shown in Tab. 1, our approach achieves higher synthesis diversity. As for comparison on synthesis quality, Fig. 6 (a) and (d) demonstrate the synthesized motion samples by ACTOR and our method, respectively, in which we can generate more natural and stable results. Please kindly refer to the supplemental video for more intuitive examples.

Stability. We evaluate our novel variational motion prior by removing the pre-trained decoder part. The first row and fifth row of Tab. 2 demonstrate that with the aid of our variational motion prior, the motion results recovering from the video are more accurate. Note that the top half of Tab. 2 is evaluated on 3DPW for verifying our capture performance, and the bottom half is evaluated on AMASS for indicating our capability to handle the motion input. Beyond this, only with our pre-trained variational motion prior that maps motion to a latent space can the pipeline synthesize novel and diverse movements. As shown in (d) of Fig. 6, this motion prior can help to generate more visually pleasing results. As for more qualitative evaluations of our VMP for motion capture, please kindly refer to the supplemental video.

5.3 Comparison

In this subsection, we demonstrate the overall performance of our proposed approach by comparing it against other state-of-the-art video-based pose estimation methods, both qualitatively and quantitatively.

We compare our method with competitive video and image-based estimation methods HMR [21], HMMR [22], SPIN [27], VIBE [25] and MAED [55]. As shown in Fig. 7 video-based motion capture method VIBE [25] and MAED [55] suffer from unnatural body lean and self-occlusions, while our VMP-based framework can generate significantly more natural and coherent motions for in-the-wild videos. For quantitative evaluation, we report Mean Per Joint Position Error (MPJPE) and its procrustes-aligned variant (PA-MPJPE) on 3DPW [54] and Human3.6M [19] dataset. Also, Per Vertex Error (PVE) and ACCELeration error (ACCEL) are listed for comparison. As illustrated in Tab. 2 benefiting from the proposed motion prior, our approach achieves the highest accuracy on the challenging 3DPW dataset and is also comparable on Human3.6M with state-of-the-art methods. Furthermore, as shown in Fig. 8, our method also exhibits satisfactory generalization capabilities over in-the-wild videos.

Table 1. Quantitative comparison of synthesis diversity. Here, we adopt Average Pairwise Distance (APD) [1] and clip-APD as the diversity indicator, which measures the average joint distance between randomly synthesized motion clips.

| Method | APD↑ | clip-APD↑ | local-APD σ = 1↑ | local-APD σ = 5↑ |
|--------|------|------------|-----------------|-----------------|
| HUMOR  | 100  | -          | 26.6            | 26.6            |
| ACTOR  | 61.4 | 43.5       | 26.6            | 26.6            |
| Ours   | 122.6| 75.2       | 27.6            | 27.6            |

Table 2. Quantitative comparison with SOTA methods on 3D pose estimation. Note we report baseline scores from their original papers on 3DPW [54] and Human3.6m [19] dataset.

| Method | 3DPW PA-MPJPE | Human3.6m PA-MPJPE |
|--------|---------------|--------------------|
| HMR    | 81.3          | 130.0              |
| HMMR   | 72.6          | 116.5              |
| SPIN   | 59.2          | 96.9               |
| VIBE   | 51.9          | 82.9               |
| MAED   | 45.7          | 79.1               |
| Ours   | 44.4          | 74.2               |

Fig. 6. Qualitative evaluation on the diversity and stability on synthesized motion from our VMP. (a)-(d) are synthesized motion samples from ACTOR, ours without non-linear mapping, ours without AdaIn and our full setting, respectively.

Fig. 7. Qualitative comparison on 3D motion capture. Our framework generates more accurate and plausible motions from input video frames against baseline methods.
Table 3. Quantitative ablation study of technical components in our framework on 3DPW (top) and AMASS (bottom). Note that MPJPE calculated on AMASS are with global translation.

| Method                      | PAMPJPE | MPJPE | MPVPE |
|-----------------------------|---------|-------|-------|
| w/o motion prior           | 55.2    | 87.3  | 102.6 |
| w/o transformer design     | 51.4    | 81.4  | 90.5  |
| w/o HRNet module           | 46.8    | 80.2  | 89.6  |
| w/o KL loss                | 45.1    | 76.2  | 85.9  |
| Ours                       | 44.4    | 74.2  | 82.0  |
| w/o reconstruction loss    | 37.2    | 50.7  | 58.9  |
| w/o limb loss              | 33.6    | 45.3  | 54.1  |
| w/o non-linear mapping     | 33.4    | 45.3  | 53.2  |
| w/o AdaIn                  | 34.6    | 46.3  | 53.8  |
| Ours (VAE)                 | 31.6    | 42.1  | 49.4  |

5.4 Ablation Study

We evaluate our technique components, i.e., variational motion prior, transformer-based network design, HRNet module, non-linear mapping, and training losses.

Network structure. For evaluation of our overall framework, we replace our transformer encoder with a plain ResNet backbone for a method variation without transformer design. For a fair comparison, we train it using the same strategy as in Sec 4.3. As shown in Tab. 3, we can see that our transformer-based backbone can achieve better capturing accuracy than the one without the transformer design. In this table, our introduced HRNet that extracts multi-resolution feature for each frame is also evaluated by removing it in the third row. For the more detailed part, the non-linear mapping and AdaIn introduced in the VAE also help us to strengthen the model capability, as illustrated in 6th and 7th rows. Note that the upper half of the Tab. 3 evaluates the errors of the overall pipeline from video to 3D poses on 3DPW, while the second half evaluates the errors for the pre-trained VAE from the motion to synthesized motion on AMASS. For qualitative evaluation of diversity and stability on motion synthesis, as shown in the (b) and (c) of Fig. 6, we also implement the ablation study for the non-linear mapping and AdaIn to demonstrate their effectiveness.

Ablation study for training loss. Here, we further investigate the influence of the training loss formulation when using the SMPL model in our network. We experiment without (i) the particular KL loss $L_{kl}$, (ii) the reconstruction loss $L_r$, (iii) the limb loss $L_{lb}$. In Tab. 3, we observe that the training without $L_{kl}$ or $L_{lb}$ is not sufficient to constrain the problem and thus leads to inaccurate results, while the combination of the above losses, as our supervision, significantly improves the motion synthesis results. We thus utilize realistic motions as our supervision.

5.5 User Study

Beyond the quantitative comparison results above, we also conduct a user study to validate the subjective quality of our VMP against three baselines, namely ACTOR, ours without AdaIn, and ours without non-linear mapping. Specifically, 25 participants are invited to rate the naturalness and realism of the given motion sequences using five-level Likert scale, (i.e., 5: strongly agree; 4: agree; 3: neither agree nor disagree; 2: disagree; 1: strongly disagree), and compute mean opinion score (MOS) for each method. We randomly select 15 synthesized motion samples from latent motion space of each method and shuffle the combined sample list before testing. Our method achieves 3.99 MOS score with 1.5 gain over ACTOR [12] (2.49 MOS score), thus proving the efficacy of our method. Furthermore, ours without AdaIn and ours without non-linear mapping get 3.74 and 3.73 MOS score, respectively, which indicates the efficacy of proposed AdaIn block and non-linear mapping. Overall, the efficacy of our motion prior is further justified.

5.6 Discussion

Beyond our framework design and the compelling motion capture results demonstrated above, there are still something to be discussed or improved. First, since both video-based Human3.6M and 3DPW do not provide global trajectory for training, our video encoder cannot encode the global motion trajectory information, like other video-based motion capture methods VIBE [25] and MAED [55]. However, our variational motion prior is trained using the motion-only AMASS with global translation. Benefiting from the proposed two-stage prior training, our framework can generate significantly more natural and coherent motions with a certain degree of global trajectory capture ability, see Fig. 9. Second, although targeted at human body motion, our framework does not rely on any topological constraint and can be easily extended to other articulated objects such as hands. In future, we expect our method to capture body, hand and face motions in a unified fashion, which can greatly benefit various VR applications. Besides, our variational motion prior relies heavily on the training data, therefore, synthesized motion sequences are more related to motion distribution of the training dataset and a more comprehensive MoCap dataset with more complex motions would greatly boost the performance. Also, our prior can only handle singe-person, extending our motion prior model to multi-person interactions is another promising direction. Finally, our variational motion prior is trained purely on local motion features, making it less effective in absolute location prediction, such as distinguishing if a person is walking on a treadmill. Combining physical and motion prior constraints is another possibility.

6 Conclusion

We propose a novel motion prior learning framework to facilitate video-based human motion capture with superior accuracy and stability. Our key contribution lies in the variational motion prior (VMP) formulation that learns an expressive latent representation of human motions, allowing more plausible motion reconstruction from video input as well as better generalization ability towards challenging in-the-wild videos.
with complex motions. We substantiate VMP via a transformer-based VAE trained over 3D MoCap data, allowing rich motion prior to be utilized for the video-based motion capture task. Extensive experiments over both benchmark datasets and in-the-wild videos have demonstrated the efficacy and versatility of our framework, with superior accuracy and plausible motion reconstruction against state-of-the-art motion capture methods. We believe our approach can serve as a critical step for robust monocular human mocap with the aid of generative motion prior, with numerous potential applications in VR/AR like gaming and entertainment.
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