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1. Introduction

The concept of entropy for dynamical systems was introduced by the works of A. N. Kolmogorov [Kol58] and J. G. Sinai [Sin59] and has since facilitated numerous applications. The wealth of insights supported by this notion has motivated a variety of useful generalizations to large classes of group actions. Most notably, a powerful entropy theory has been developed both for continuous and for measure preserving actions of amenable discrete groups (see, e.g., [STZ80, OP82, OW87, Oll85, WZ92, LW00, HYZ11, CSCK14, Yan15, YZ16]). More recent, very influential advances beyond the realm of amenable groups include sofic entropy (see [Bow18] for a comprehensive account) and naive entropy [DFR16, Bur17].

In many concrete situations the acting group of a dynamical system comes along equipped with a natural group topology that is compatible with the action. Therefore, it seems natural to build on amenability of topological groups (which is weaker than amenability of the underlying discrete group) in order to develop a robust, well-behaved entropy theory. For instance, in the study of aperiodic order, it is natural to consider actions of non-discrete, metrizable, σ-compact, locally compact (abelian) groups, such as \( \mathbb{R}^d \). In such case, one often uses a uniform lattice \( \Lambda \) (for example \( \mathbb{Z}^d \) in \( \mathbb{R}^d \)) and computes the entropy of the original action as the entropy of the restricted action of the discrete (abelian) group \( \Lambda \). However, the existence of a uniform lattice in a locally compact group is a strong requirement, and it is natural to ask for an intrinsic definition of entropy for actions of general (amenable) topological groups. In [TZ91] such an intrinsic definition is presented for actions of \( \mathbb{R}^d \), and for amenable unimodular locally compact groups further ideas are discussed in [OW87].

The purpose of the present work is to put forward entropy theory for actions of (non-discrete) amenable topological groups. To this end, we pursue and compare two approaches based on different approximation techniques for amenable topological groups. While the first one combines a topological version of Følner’s amenability criterion [ST18] with ideas of Ollagnier and Pinchon [OP78, OP82, Oll85], the second one builds on the concept of van Hove nets and the quasi-tiling theory developed by Ornstein and Weiss [OW87].

One of the main difficulties in defining entropy of non-discrete topological groups is that one wishes to consider a finite partition \( \alpha \) and compute a common refinement

\[
\alpha_A := \bigvee_{g \in A} \{ g^{-1}(A) \mid A \in \alpha \}
\]

for certain ‘averaging’ subsets \( A \subseteq G \). In the definition of entropy one requires that \( \alpha_A \) is also a finite partition for which it is crucial that \( A \) is finite. In the context of discrete amenable
groups that causes no problem since Følner nets can be used for averaging and consist of finite sets. However, in the general context of amenable unimodular locally compact groups $G$ one often uses certain nets of compact subsets for averaging. To be more precise, let $\theta$ denote a Haar measure on a unimodular locally compact group $G$. For compact subsets $K, A \subseteq G$, the $K$-boundary of $A$ is defined as $\partial_K A := K A \cap KG \setminus A$. A net $(A_i)_{i \in I}$ of compact subsets of $G$ is called van Hove if $\theta(\partial_K A_i)/\theta(A_i)$ converges to 0 for every compact subset $K \subseteq G$. For discrete amenable groups, the concepts of Følner and van Hove nets agree [Tem84]. Since van Hove sets in non-discrete amenable locally compact groups are not necessarily finite, the classical definition of entropy cannot be applied directly.

In [ST18] a generalization of Følner nets to the context of general amenable topological groups is introduced that allows to average over finite sets. To introduce this concept, let $G$ be a topological group. For finite subsets $E, F \subseteq G$ and any neighbourhood $U$ of the neutral element in $G$, we define the $U$-matching number $ \text{match}_U(E, F, U)$ as the maximum cardinality of a subset $M \subseteq E$ for which there exists an injection $\iota: M \to F$ with $x \in U(\iota(x))$ for all $x \in M$. A net $(F_i)_{i \in I}$ of finite, non-empty subsets of $G$ is called a thin Følner net if, for every $g \in G$ and every identity neighborhood $U$ in $G$, the ratio $\text{match}_U(F_i, gF_i, U)/|F_i|$ converges to 1. According to [ST18] Theorem 4.5, the topological group $G$ is amenable if and only if $G$ admits a thin Følner net. Now, let $(X, \mu)$ be any probability space. As usual, for a finite measurable partition $\alpha$ of $X$, we consider the Shannon entropy defined as

$$H_\mu(\alpha) := -\sum_{\alpha(A) > 0} \mu(A) \log(\mu(A)).$$

Based on the preceding discussion, if $G$ is amenable, then one may define, for any measure preserving action of $G$ on $(X, \mu)$, the corresponding Ollagnier entropy as

$$E^{(Oll)}_\mu(\pi) := \sup \left\{ \lim_{i \in I} H_\mu(\alpha_{F_i})/|F_i| \mid \alpha \text{ finite measurable partition of } X \right\},$$

where $(F_i)_{i \in I}$ is a thin Følner net. See Subsection 2.4 for the notion of a measure preserving action of a topological group. In Subsection 6.2 we will show that all the limits in this formula exist and are independent of the choice of a thin Følner net. This will be achieved by generalizing a technique of [Oll85]. To present this generalization, we topologize the set $\mathcal{F}(G)$ of all finite subsets of $G$ in a natural way. For details on this topology see Subsection 3.1. We will show that, for every measure preserving action of $G$ on a probability space $(X, \mu)$, the induced map $\mathcal{F}(G) \to \mathbb{R}_{\geq 0}$, $F \mapsto H_\mu(\alpha_F)$ is continuous, right-invariant, and satisfies Shearer’s inequality (see Subsection 2.9 for the relevant definitions). This observation will be combined with the following abstract convergence theorem, where $\mathcal{F}_+(G) := \mathcal{F}(G) \setminus \{\emptyset\}$.

**Theorem** (Topological version of Ollagnier’s lemma; Theorem 3.4). Let $G$ be an amenable topological group, and let $f: \mathcal{F}(G) \to \mathbb{R}_{\geq 0}$ be a continuous, right-invariant function satisfying Shearer’s inequality. Then, for any thin Følner net $(F_i)_{i \in I}$ in $G$, the following limit exists and satisfies

$$\lim_{i \in I} f(F_i)/|F_i| = \inf_{F \in \mathcal{F}_+(G)} f(F)/|F|.$$ 

Now recall that for a measure preserving action $\pi$ of a (not necessarily amenable) topological group $G$ on a probability space $(X, \mu)$ we define the naive entropy entropy as

$$E^{(nv)}_\mu(\pi) := \sup_\alpha \inf_{F \in \mathcal{F}_+(G)} H_\mu(\alpha_F)/|F|,$$

where the supremum is taken over all finite measurable partitions $\alpha$ of $X$. Similarly to the well known context of actions of discrete amenable groups, we also obtain from Ollagnier’s lemma that for measure preserving actions of general amenable groups we have

$$E^{(Oll)}_\mu(\pi) = E^{(nv)}_\mu(\pi).$$

From the following theorem we thus observe that $E^{(Oll)}_\mu(\pi) = 0$ for all measure preserving actions of non-discrete amenable groups that are metrizable or locally compact.
Theorem. Let $G$ be a non-discrete topological group that is metrizable or locally compact. If $\pi$ is a measure preserving action of $G$ on a probability space $(X, \mu)$, then $E^{(\text{OW})}_\mu(\pi) = 0$.

We achieve this result by finding an appropriate topological model for $\pi$. We then prove a similar result for naive topological entropy and use this to show that naive topological entropy bounds naive entropy (see Corollary 6.8 below for further details). We note that the phase space is not assumed to be a Lebesgue space and that our notion of topological model differs from the standard notion.

Unfortunately, this shows that the approach via thin Følner nets does not yield a useful invariant in the context beyond discrete groups and one needs to come back to the averaging along van Hove nets. A natural idea in this context is to reconsider uniform lattices and to note that a uniform lattice is a Delone subgroup. Here we call a subset $\omega \subseteq G$ Delone if $\omega$ is uniformly discrete (i.e., there exists a neighbourhood $V$ of the identity in $G$ such that $(gV)_{g \in \omega}$ is a disjoint family) and relatively dense (i.e., there exists a compact subset $K \subseteq G$ such that $K\omega = G$). Since any locally compact topological group contains Delone sets, it is natural to ask whether one can avoid the group structure in $\omega$ while defining entropy. As a net of averaging subsets of $\omega$ we consider $(A_i \cap \omega)_{i \in I}$, where $(A_i)_{i \in I}$ is a van Hove net in $G$.

For a measure preserving action $\pi$ of an amenable unimodular locally compact group $G$ on a probability space $(X, \mu)$, we define the Ornstein-Weiss entropy as

$$E^{(\text{OW})}_\mu(\pi) := \sup_{\alpha} \limsup_{i \to \infty} \frac{H_{\mu}(\alpha) - \log \theta(A_i)}{\theta(A_i)},$$

where the supremum is taken over all finite measurable partitions $\alpha$ of $X$. Note that, if $\omega$ is a uniform lattice in $G$ and $(A_i)_{i \in I}$ is a van Hove net, then $(A_i \cap \omega)_{i \in I}$ constitutes a Følner net in $\omega$, and $\text{dens}(\omega) := \lim_{i \to \infty} |A_i \cap \omega|/\theta(A_i)$ exists and is independent of the choice of a van Hove net (see Lemma 6.29). We thus obtain directly from our definition that the Ornstein-Weiss entropy coincides with the usual notion of entropy whenever $G$ contains a uniform lattice. It is natural to ask whether our definition depends on the choice of a Delone set and the choice of a van Hove net.

Theorem. The Ornstein-Weiss entropy of a measure preserving action of an amenable unimodular locally compact group on a probability space is independent of both the choice of a van Hove net and the choice of a Delone set.

We achieve this independence in Section 6 as follows. As in the context of naive entropy we first find a topological model for our action. With the additional topological structure we then present an alternative approach to Ornstein-Weiss entropy, which does not involve Delone sets. In order to show independence of the choice of a van Hove net we will apply the following topological version of the Ornstein-Weiss lemma to this alternative approach. To state our version of the Ornstein-Weiss lemma, let us denote by $K(G)$ the set of all compact subsets of $G$ (see Subsection 2.9 for the relevant definitions concerning real-valued functions on $K(G)$).

Theorem (Ornstein-Weiss lemma; Theorem 4.8). Let $\theta$ be a Haar measure on an amenable unimodular locally compact group $G$, and let $f : K(G) \to \mathbb{R}$ be monotone, right-invariant, and subadditive. Then, for every van Hove net $(A_i)_{i \in I}$ in $G$, the limit

$$\lim_{i \to \infty} \frac{f(A_i)}{\theta(A_i)}$$

exists, is finite, and does not depend on the particular choice of a van Hove net $(A_i)_{i \in I}$.

The Ornstein-Weiss lemma is based on the quasi-tiling techniques developed by D. Ornstein and B. Weiss in [OW87]. In [Gro99] M. Gromov gives a brief sketch of a proof, which is worked out in detail in [Kri07, Kri10, HYZ11, CSC14]. A proof of the Ornstein-Weiss lemma is also contained in the appendix of [LW00]. Here we do not intend to list all important references on this behalf and recommend [Hau20b] for further historical comments. However, note that none of these proofs (aside from [OW87] and the brief sketch in [Gro99]) considers non-discrete topological groups. In [Hau20b] this result was then extended to certain non-discrete topological groups studied in the context of aperiodic order but it remained open, whether the result holds for all amenable unimodular locally compact groups.
For a proof of the full statement, we show and use a slight improvement (Proposition 4.6) of the quasi-tiling results of \textcite{OW87} in Section 4. We note that the claim in \textcite{Gro99} is even stronger than our version: we did not succeed in avoiding the assumption of monotonicity in our proof, and it remains open whether this is possible.

As another application of these ideas we will furthermore define and study the Ornstein-Weiss topological pressure of a continuous action \( \pi \) of an amenable unimodular locally compact group \( G \) on a compact Hausdorff space \( X \) and \( f \in C(X) \) as follows. For a finite open cover \( U \) and a compact subset \( A \subseteq G \) we denote

\[
P_f(U) := \log \left( \sum_{i \in I} \sup_{x \in U} e^{f(x)} \right)
\]

and \( f_A(x) := \int_A f(g.x) \, d\theta(g) \). For a finite subset \( F \subseteq G \) we furthermore consider the common refinement \( U_F := \bigvee_{g \in F} \{ g^{-1}(U) \mid U \in U \} \). We define the Ornstein-Weiss topological pressure of \( \pi \) with respect to \( f \) as

\[
p_f^{(\text{OW})}(\pi) := \sup_{U} \limsup_{i \in I} \frac{P_{f_{A_i}}(U_{A_i} \cap \omega)}{\theta(A_i)},
\]

where the supremum is taken over all finite open covers \( U \) of \( X \). Again we will present a different approach to this notion that does not require the usage of Delone sets and apply the Ornstein-Weiss lemma to it to obtain the following.

**Theorem.** The Ornstein-Weiss topological pressure of a continuous action of an amenable unimodular locally compact group on a compact Hausdorff space is independent of the choice of a van Hove net and the choice of a Delone set.

We obtain the following version of Goodwyn’s theorem. See Theorem 6.31 for details. It remains open whether the variational principle holds in this context.

**Theorem.** Let \( \pi \) be a continuous action of an amenable unimodular locally compact group \( G \) on a compact Hausdorff space \( X \). If \( \mu \) is a \( \pi \)-invariant regular Borel probability measure on \( X \) and \( f \in C(X) \), then

\[
E^{(\text{OW})}_\mu(\pi) + \mu(f) \leq p^{(\text{OW})}_f(\pi).
\]

## 2. Preliminaries

### 2.1. General notation

Let \( X \) be a set. The symmetric difference of two subsets \( A, B \subseteq X \) will be denoted by \( A \triangle B := (A \setminus B) \cup (B \setminus A) \). The cardinality of a finite subset \( F \subseteq X \) is denoted by \( |F| \). We denote by \( Y^X \) the set of all maps from \( X \) to another set \( Y \). We denote by \( \mathcal{F}(X) \) the set of all finite subsets of \( X \). Furthermore, let \( \mathcal{F}_+(X) := \mathcal{F}(X) \setminus \{ \emptyset \} \). For finite sets \( U \) and \( V \) of subsets of \( X \), we say that \( U \) is finer than \( V \) if for each \( U \in U \) there exists \( V \in V \) such that \( U \subseteq V \). We also write \( V \preceq U \) in this situation. For two (indexed) families \( (A_i)_{i \in I} \) and \( (B_j)_{j \in J} \) of sets with \( I \cap J = \emptyset \), we define \( (A_i)_{i \in I} \cup (B_j)_{j \in J} := (C_k)_{k \in I \cup J} \) by

\[
C_k := \begin{cases}
A_k & \text{if } k \in I, \\
B_k & \text{if } k \in J
\end{cases}
\]

Moreover, if \( (A_i)_{i \in I} \) is a family of sets and \( A \) is a set, then we let

\[
(A_i)_{i \in I} \cup (A) := (A_i)_{i \in I} \cup (A)_{J},
\]

where \( J \) is a singleton set disjoint from \( I \). Now, let \( X \) be a topological space. Then we denote by \( \mathcal{K}(X) \) the set of all compact subsets of \( X \). The closure of a subset \( A \subseteq X \) is denoted by \( \overline{A} \) and we write \( \partial A \) for the topological boundary of \( A \) in \( X \). Finally, let \( G \) be a group. For any two subsets \( A, B \subseteq G \), we define \( AB := \{ ab \mid a \in A, b \in B \} \). For \( A \subseteq G \) and \( g \in G \), we let \( gA := \{ g \cdot a \mid a \in A \} \) and \( Ag := A \cdot g \).
2.2. **Compact Hausdorff spaces.** Let $X$ be a compact Hausdorff space. Let $C(X)$ denote the space of all continuous functions on $X$, and let $U_X$ denote the uniformity of $X$, i.e., the set of all neighbourhoods (in $X \times X$) of the diagonal $\{(x, x) \mid x \in X\}$. The members of $U_X$ are called entourages of $X$. Let $\eta \in U_X$. Then $\eta \in U_X$ is said to be symmetric if $\eta = \{(y, x) \mid (x, y) \in \eta\}$, and $\eta$ is called open if $\eta$ is open with respect to the product topology on $X \times X$. Furthermore, let

$$\eta := \{(x, z) \in X \times X \mid \exists y \in X: (x, y), (y, z) \in \eta\}.$$ 

For any $x \in X$, we define $\eta[x] := \{y \in X \mid (y, x) \in \eta\}$. A set $F$ of subsets of $X$ is said to be at scale $\eta$ if each $M \in F$ satisfies $M^2 \subseteq \eta$. Given an open cover $U$ of $X$, a symmetric entourage $\kappa \in U_X$ is said to be Lebesgue with respect to $U$ if for each $x \in X$ there exists $U \in U$ such that $\kappa[x] \subseteq U$. A standard argument shows that any open cover of a compact Hausdorff space admits an open Lebesgue entourage. For further details on uniformities and, in particular, the notion of uniform continuity, the reader is referred to [Kel55].

2.3. **Topological groups.** Let $G$ be a topological group, i.e., a group $G$ equipped with a Hausdorff topology such that the mapping $G \times G \to G$, $(g, h) \mapsto gh^{-1}$ is continuous. The neighborhood filter of the neutral element in $G$ will be denoted by $U(G)$. As usual, a subset $A \subseteq G$ of a topological group $G$ will be called precompact if for any $U \in U(G)$ there exists a finite subset $F \subseteq G$ such that $A \subseteq UF$. Note that precompact subsets of a locally compact topological group are characterized by having a compact closure.

2.4. **Actions of topological groups.** For a start, let $G$ be a group and let $X$ be a set. A map $\pi: G \times X \to X$ is called an action (of $G$ on $X$) if

- for every $g \in G$, the map $\pi^g: X \to X$, $x \mapsto \pi(g, x)$ is a bijection, and
- the resulting map $G \to \text{Sym}(X)$, $g \mapsto \pi^g$ to the full symmetric group $\text{Sym}(X)$, i.e., the group of all bijections from $X$ to $X$, is a group homomorphism.

As is customary, if the action $\pi$ is clear from the context, then we also write $g.x := \pi(g, x)$ and $g.A := \pi^g(A)$ for $g \in G$, $x \in X$ and $A \subseteq X$.

Now, let $G$ be a topological group. An action $\pi$ of $G$ on a topological space $X$ is called continuous if $\pi: G \times X \to X$ is continuous with respect to the product topology on $G \times X$. Given a continuous action $\pi$ of $G$ on a compact Hausdorff space $X$, we call a regular Borel probability measure $\mu$ on $X$ $\pi$-invariant (or simply invariant) if $\mu(g.A) = \mu(A)$ for every $g \in G$ and every measurable subset $A \subseteq X$. Furthermore, an action $\pi$ of $G$ on a probability space $(X, \mu)$ is called measure preserving if

1. $\pi^g: X \to X$ is measurable for every $g \in G$,
2. $\mu(A) = \mu(g.A)$ for every $g \in G$ and every measurable $A \subseteq X$, and
3. for every measurable subset $A \subseteq X$, the map $G \to \mathbb{R}_{\geq 0}$, $g \mapsto \mu(A \triangle g.A)$ is continuous, which is equivalent, by $\pi$ being measure preserving, to requiring that

$$\mu(A \triangle g.A) \to 0 \text{ as } g \to e_G.$$ 

Note that (3) is trivially satisfied whenever $G$ is discrete. More generally, if $\pi$ is an action of a locally compact group $G$ that satisfies (1) and (2), then (3) is implied by $\pi: G \times X \to X$ being measurable with respect to the product $\sigma$-algebra on $G \times X$. For a proof of the latter see [Ows77] Chapter II.1, Lemma 1.

**Lemma 2.1.** Any continuous action $\pi$ on a compact Hausdorff space $X$ equipped with an invariant and regular Borel probability measure $\mu$ is measure preserving.

**Proof.** Consider a Borel measurable subset $A \subseteq X$ and let $\varepsilon > 0$. By regularity of $\mu$ and Urysohn’s lemma, there exists $f \in C(X)$ such that $\|\chi_A - f\|_1 \leq \frac{\varepsilon}{4}$. Thanks to a standard argument (see, e.g., [EFHN15 Theorem 4.17]), we find a neighborhood $U$ of the neutral element in $G$ such that $\|f - f \circ \pi^g\|_\infty \leq \frac{\varepsilon}{4}$ for every $g \in U$. In particular, if $g \in U$, then

$$\mu(A \triangle (g^{-1}.A)) = \|\chi_A - \chi_{(g^{-1}.A)}\|_1 = \|\chi_A - \chi_A \circ \pi^g\|_1 \leq \|\chi_A - f\|_1 + \|f - f \circ \pi^g\|_\infty + \|f \circ \pi^g - \chi_A \circ \pi^g\|_1 \leq \varepsilon. \tag*{□}$$
25. **Amenability.** We continue with a brief review of the concept of amenability for general topological groups. To this end, let \( G \) be a topological group. Then \( G \) is called *amenable* if every continuous action of \( G \) on a non-empty compact Hausdorff space admits an invariant regular Borel probability measure. Equivalently, \( G \) is amenable if and only if every continuous action of \( G \) by affine homeomorphisms on a non-void compact convex subset of a locally convex topological vector space has a fixed point. A well-known result by Rickert [Ric67] Theorem 4.2] asserts that \( G \) is amenable if and only if there exists a left-invariant mean on the space of right-uniformly continuous bounded real-valued functions on \( G \). For more details on amenability of general topological groups, we refer to [Frac66, Gill11,17].

For the purposes of the present work, a characterization of amenability of topological groups in terms of almost invariant finite non-empty subsets (Theorem 2.3 below) will be relevant. This result is due to [ST18] and constitutes a topological version of Følner’s amenability criterion [Føl55]. To recall the precise statement, we will clarify some convenient notation concerning matchings in bipartite graphs, essentially following [ST18]. Let us consider a bipartite graph, that is, a triple \( B = (E, F, R) \) consisting of two finite sets \( E \) and \( F \) and some subset \( R \subseteq E \times F \). A matching in \( B \) is an injective mapping \( \varphi : D \rightarrow F \) such that \( D \subseteq E \) and \( (x, \varphi(x)) \in R \) for all \( x \in D \). The *matching number* \( \text{match}(B) \) is defined as

\[
\text{match}(B) := \sup \{|D| \mid \varphi : D \rightarrow F \text{ matching in } B \}.
\]

With regard to amenability of topological groups, the following type of bipartite graphs and matching numbers has been revealed as relevant in [ST18].

**Definition 2.2.** Let \( G \) be a topological group. For \( U \in \mathcal{U}(G) \), let us define

\[
U_r := \{(x, y) \in G \times G \mid xy^{-1} \in U\}.
\]

For \( E, F \in \mathcal{F}(G) \) and \( U \in \mathcal{U}(G) \), we define

\[
\text{match}_r(E, F, U) := \text{match}(E, F, U \cap (E \times F)).
\]

A net \( (F_i)_{i \in I} \) of non-empty finite subsets of \( G \) will be called a *thin Følner net* in \( G \) if, for every \( U \in \mathcal{U}(G) \) and for every \( g \in G \),

\[
\frac{\text{match}_r(F_i, gF_i, U)}{|F_i|} \xrightarrow{i \in I} 1.
\]

**Theorem 2.3 ([ST18], Theorem 4.5).** A topological group is amenable if and only if it admits a thin Følner net.

For later use, let us include the following reformulation of the thin Følner property.

**Lemma 2.4.** Let \( G \) be a topological group. For \( F \in \mathcal{F}(G) \), \( U \in \mathcal{U}(G) \) and \( g \in G \),

\[
\text{match}_r(F, gF, U) = \sup_{\gamma \in \text{Sym}(F)} \{|x \in F \mid (\gamma(x), g x) \in U_r\}.
\]

**Proof.** \((\leq)\) Let \( \varphi : F \rightarrow gF \) be a bijection and consider the set \( D := \{x \in F \mid (x, \varphi(x)) \in U_r\} \).

Of course, \( \gamma : F \rightarrow F, x \mapsto \varphi^{-1}(gx) \) is a bijection. Note that \( \varphi(x) = g\gamma^{-1}(x) \) for each \( x \in F \).

Let \( C := \{x \in F \mid (\gamma(x), gx) \in U_r\} \). For every \( x \in F \), we have

\[
\gamma^{-1}(x) \in C \iff (\gamma(\gamma^{-1}(x)), g\gamma^{-1}(x)) \in U_r \iff (x, \varphi^{-1}(gx)) \in U_r \iff x \in D,
\]

which means that \( \gamma^{-1}(D) = C \), which in turn implies that \( |C| = |D| \).

\((\geq)\) Let \( \gamma \in \text{Sym}(F) \) and define \( C := \{x \in F \mid (\gamma(x), gx) \in U_r\} \). We consider the bijection \( \varphi : F \rightarrow gF, x \mapsto g\gamma^{-1}(x) \) and let \( D := \{x \in F \mid (x, \varphi(x)) \in U_r\} \). For every \( x \in F \),

\[
\gamma(x) \in D \iff (\gamma(x), \varphi(\gamma(x))) \in U_r \iff (\gamma(x), gx) \in U_r \iff x \in C,
\]

which means that \( \gamma(C) = D \). Hence, \( |C| = |D| \). \(\square\)
2.6. Geometric notions. We continue with a few bits of geometric terminology. Again, let $G$ be a topological group. A subset $\omega \subseteq G$ is called \textit{uniformly discrete} if there exists an identity neighborhood $U \in \mathcal{U}(G)$ such that $(gU)_{g \in \omega}$ is a disjoint family, in which case the set $\omega$ will also be called \textit{U-discrete}. A subset $\omega \subseteq G$ is called
\begin{itemize}
  \item relatively dense if there exists a compact subset $K \subseteq G$ such that $K\omega = G$,
  \item Delone if $\omega$ is uniformly discrete and relatively dense,
  \item locally finite if $\omega \cap K$ is finite for every compact $K \subseteq G$.
\end{itemize}

Note that any Delone set in a locally compact topological group is locally finite.

2.7. van Hove nets. Let $G$ be a locally compact topological group. Recall that $G$ admits a (left) \textit{Haar measure}, that is, a non-zero, regular, locally finite Borel measure $\theta$ on $G$ which satisfies $\theta(A) = \theta(gA)$ for all Borel measurable $A \subseteq G$ and all $g \in G$. Haar measure is unique up to scaling, i.e., for two Haar measures $\theta$ and $\theta'$ on $G$ there exists a constant $c$ such that $\theta' = c\theta$. As usual, $G$ is called \textit{unimodular} if some (every) Haar measure $\theta$ on $G$ furthermore satisfies $\theta(AG) = \theta(A)$ for all Borel measurable $A \subseteq G$ and all $g \in G$.

Throughout the manuscript, whenever $G$ is assumed to be a locally compact group, we let $\theta$ denote a fixed Haar measure on $G$. Now, let $G$ be a unimodular locally compact group. For any measurable subset $A \subseteq G$ we have $\theta(A) = \theta(A^{-1})$. We define $\partial_K A := KA \cap K^{-1} G \setminus A$ for subsets $K,A \subseteq G$. Note that $\partial_K A$ is compact and hence measurable, whenever $K$ is compact and $A$ is precompact. For $\varepsilon > 0$ and a compact subset $K \subseteq G$ we say that a precompact and measurable subset $A \subseteq G$ of positive Haar measure is $(\varepsilon,K)$-\textit{invariant} if
\[\alpha(A,K) := \frac{\theta(\partial_K A)}{\theta(A)} < \varepsilon.\]

Recall from the introduction that a net $(A_i)_{i \in I}$ of compact subsets of $G$ is called \textit{van Hove} if $\lim_{i \in I} \alpha(A_i,K) = 0$ for every compact $K \subseteq G$ (where we assume implicitly that $\theta(A_i) > 0$ for sufficiently large $i \in I$). A unimodular locally compact group is amenable if and only if it admits a van Hove net [Tem83, Han20a]. With the arguments from [Han20a, Subsection 2.6] it is straightforward to obtain the following. We include some comments on the proof for the convenience of the reader.

Lemma 2.5. Let $G$ be a unimodular locally compact group and let $\theta$ be a Haar measure on $G$. Let $(A_i)_{i \in I}$ be a van Hove net in $G$ and let $K \subseteq G$ be non-empty and compact.

(i) $(KA_i)_{i \in I}$ is a van Hove net which satisfies $\lim_{i \in I} \theta(KA_i)/\theta(A_i) = 1$.

(ii) There exists a van Hove net $(B_i)_{i \in I}$ (with the same index set) for which we have $\lim_{i \in I} \theta(B_i)/\theta(A_i) = 1$ and which satisfies $KB_i \subseteq A_i$ and $B_i \subseteq K^{-1} A_i$ for all $i \in I$.

Proof. It is straightforward to show (i) [Han20a, Proposition 2.3]. In order to see (ii) we set $B_i := \{g \in G; Kg \subseteq A_i\}$ and follow well known arguments as in [Han20a, Proposition 2.2] in order to show $\lim_{i \in I} \theta(B_i)/\theta(A_i) = 1$ and $KB_i \subseteq A_i$. Furthermore, for $g \in B_i$ we have $Kg \cap A_i^c \neq \emptyset$ and hence $g \in K^{-1} A_i^c$. \hfill \Box

2.8. Uniform lattices and van Hove nets. Let $G$ be a locally compact group. A discrete subgroup $\omega$ of $G$ is called a \textit{uniform lattice} if the quotient $G/\omega$ is compact, i.e., $\omega$ is a Delone subgroup of $G$. A subset $C \subseteq G$ is said to be \textit{regular} if $\theta(\partial C) = 0$ for some (any) left Haar measure $\theta$ on $G$. A fundamental domain of a uniform lattice $\omega$ is a Borel measurable set $C \subseteq G$ such that for any $g \in G$ there exist unique $c \in C$ and $v \in \omega$ such that $g = cv$.

Lemma 2.6. Any uniform lattice $\omega$ in a unimodular locally compact group $G$ admits a regular and precompact fundamental domain with non-empty interior.

Proof. We first show that $G$ admits a compact, regular neighbourhood of $e_G$ which satisfies $M^{-1} M \cap \omega = \{e_G\}$. Choose a compact neighbourhood $M$ of $e_G$ which satisfies $M^{-1} M \cap \omega = \{e_G\}$. From [Kel55, Chapter 6] we know that there exist finitely many continuous pseudometrics $d_1, \ldots, d_J$ on $M$ and $\varepsilon > 0$ such that
\[\eta := \bigcap_{j=1}^J \{(x,y) \in M^2; d_j(x,y) < \varepsilon\} \subseteq M^J\]
and such that $\eta[e_G]$ is contained in the interior of $M$. By a standard argument involving Froda’s theorem, for each $j \in \{1, \ldots, J\}$ there exists $r_j \in (0, \varepsilon)$ such that the closed $d_j$-ball
From [Mor15, Hau20b] we know that a finite subset $F$ of a group with a suitable topology. For this purpose, let $M$. Since $M$ has non-empty interior, so does $F$.

From [DFR16, Proposition 2.4] that, for monotone set functions, strong subadditivity implies satisfaction of Shearer’s inequality stated above is a priori weaker than the one defined in [DFR16]. Also, it is shown in [DFR16] Proposition 2.4 that, for monotone set functions, strong subadditivity implies Shearer’s inequality, which in turn implies subadditivity.

2.9. Combinatorial properties of set functions.

Definition 2.7. Let $X$ be a set. For $k \in \mathbb{N}_{>0}$, a $k$-cover of $X$ is a finite family $(C_i)_{i \in I}$ of subsets of $X$ such that

$$\forall x \in X : \quad \{|i \in I \mid x \in C_i| \geq k.$$ 

Let $F \subseteq \mathcal{P}(X)$ be closed under finite unions and binary intersections. A map $f : F \to \mathbb{R}_{\geq 0}$

- is called monotone if $f(E) \leq f(F)$ for all $E, F \in F$ with $E \subseteq F$,
- is called subadditive if $f(\emptyset) = 0$ and $f(E \cup F) \leq f(E) + f(F)$ for all $E, F \in F$,
- satisfies Shearer’s inequality if, for every $k \in \mathbb{N}_{>0}$, every $F \in F$ and every $k$-cover $(C_i)_{i \in I}$ of $F$ by members of $F$, we have $f(F) \leq \frac{1}{k} \sum_{i \in I} f(C_i)$,
- is called strongly subadditive if $f(\emptyset) = 0$ and $f(E \cup F) \leq f(E) + f(F) - f(E \cap F)$ for all $E, F \in F$.

The concept of covering multiplicity originates in the work of [Kel59]. The notion of satisfaction of Shearer’s inequality stated above is a priori weaker than the one defined in [DFR16], but is easily seen to be equivalent for monotone set functions. Also, it is shown in [DFR16] Proposition 2.4 that, for monotone set functions, strong subadditivity implies Shearer’s inequality, which in turn implies subadditivity.

3. The Ollagnier lemma

In this section we will be concerned with a topological version of Ollagnier’s ergodic theorem [Oll85] Proposition 3.1.9 and with topological and measure-theoretic entropy of continuous action of amenable topological groups. For a start, we briefly agree on some terminology concerning continuity of real-valued set functions.

3.1. Continuity of set functions. We are going to address some continuity matters for set functions. More precisely, we will endow that set of all finite subsets of a topological group with a suitable topology. For this purpose, let $G$ be a topological group. For any finite subset $F \subseteq G$ and an identity neighborhood $U \in \mathcal{U}(G)$, we define

$$U[F] := \{F' \in F(G) \mid \exists \varphi : F' \to F \text{ bijective } \forall x \in F' : x\varphi(x)^{-1} \in U\}.$$ 

It is straightforward to verify that

$$\{T \subseteq F(G) \mid \forall F \in T \exists U \in \mathcal{U}(G) : U[F] \subseteq T\}.$$ 

constitutes a topology on $F(G)$. Moreover, for each $F \in F(G)$, the collection

$$\{U[F] \mid U \in \mathcal{U}(G)\}$$ 

is a neighborhood basis of $F$ in the resulting topological space $F(G)$. Henceforth, whenever the set of all finite subsets of a topological group is considered as a topological space, any statement will be referring to this topology. In connection with the concept of set functions discussed in Subsection 2.9 we note that an important family of continuous set functions on topological groups is provided by Lemma 6.13.

For later use, we record some additional observations concerning the topology introduced above and the Følner-type matching conditions for amenability discussed in Subsection 2.5.

Lemma 3.1. Let $G$ be any non-discrete topological group. If $U \in \mathcal{U}(G)$ and $E, F \in F(G)$, then there exists $F' \in U[F]$ such that

$$\forall g \in E \setminus \{e_G\} : \quad F' \cap gF' = \emptyset.$$ 

Proof. Denote by $Z$ the set of all pairs $(F', \varphi)$ consisting of a finite subset $F' \subseteq G$ and an injective map $\varphi : F' \to F$ such that $x\varphi(x)^{-1} \in U$ for all $x \in F'$ and $F' \cap gF' = \emptyset$ for every $g \in E \setminus \{e_G\}$. Let $(F', \varphi) \in Z$ such that $|F'| = \sup\{|F''| \mid (F'', \psi) \in Z\}$. We claim that $|F'| = |F|$. On the contrary, assume that $|F'| < |F|$. Then there exists $y \in G \setminus \varphi(F')$. Since $G$ is a perfect Hausdorff space, every open non-empty subset of $G$ is infinite. Consequently, there exists some

$$x \in Uy \setminus \left(F' \cup \bigcup_{g \in E} gF' \cup g^{-1}F'\right).$$

We define $F'' := F' \cup \{x\}$ and $\psi : F'' \to F$ such that $\psi|_{F'} = \varphi$ and $\psi(x) = y$. We observe that $(F'', \psi)$ is a member of $Z$. Since $|F'| < |F''|$, this clearly contradicts our hypothesis. Hence, $|F'| = |F|$ and therefore $\varphi$ is a bijection. This finishes the proof. 

\[\square\]

Lemma 3.2. Let $G$ be a topological group. If $F \in \mathcal{F}(G)$, $U \in \mathcal{U}(G)$ and $x \in G$, then

$$U[Fx] = \{F'x \mid F' \in U[F]\}.$$ 

Proof. Let $F \in \mathcal{F}(G)$, $U \in \mathcal{U}(G)$ and $x \in G$. If $E \in U[Fx]$, then there exists a bijection $\varphi : E \to Fx$ such that $yx\varphi(y)^{-1} \in U$, for all $y \in E$, and so $\psi : E^{-1} \to F, y \mapsto \varphi(y)x^{-1}$ is a well-defined bijection satisfying

$$y\psi(y)^{-1} = y(\varphi(y)x^{-1})^{-1} = yx\varphi(y)^{-1} \in U$$

for all $y \in E^{-1}$, whence $E^{-1} \in U[F]$ and thus

$$E = E^{-1}x^{-1} \in \{F'x \mid F' \in U[F]\}.$$

Conversely, if $F' \in U[F]$, then there exists a bijective map $\varphi : F' \to F$ with $yx\varphi(y)^{-1} \in U$ for all $y \in F'$, so that $\psi : F' \to Fx, y \mapsto \varphi(y)x^{-1}x$ is a well-defined bijection satisfying

$$y\psi(y)^{-1} = y(\varphi(y)x^{-1}x)^{-1} = yx^{-1}\varphi(y)^{-1} \in U$$

for all $y \in F'x$, which shows that $F'x \in U[Fx]$. This completes the proof. 

\[\square\]

Lemma 3.3. Let $G$ be a topological group, let $E, F_0 \in \mathcal{F}(G)$, and let $U, V \in \mathcal{U}(G)$ such that $V^{-1} = V$ and $VVV \subseteq U$. Let $W := \bigcap_{g \in E \cup \{e_G\}} g^{-1}Vg$. Then for all $F \in W[F_0]$ and $g \in E$,

$$\text{match}_\tau(F, gF, U) \geq \text{match}_\tau(F_0, gF_0, W).$$

Proof. Let $F \in W[F_0]$ and $g \in E$. Fix any bijection $\varphi : F \to F_0$ such that $(x, \varphi(x)) \in W$, for all $x \in F$. By Lemma 2.3 there is a permutation $\gamma_0$ on $F_0$ with $|D_0| = \text{match}_\tau(F_0, gF_0, W)$ for

$$D_0 := \{x \in F_0 \mid (\gamma_0(x), gx) \in W\}.$$

Consider $\gamma := \varphi^{-1} \circ \gamma_0 \circ \varphi \in \Sym(F)$ and let $D := \{x \in F \mid (\gamma(x), gx) \in U\}$. We claim that $\varphi^{-1}(D_0) \subseteq D$. To prove this, let $x \in \varphi^{-1}(D_0)$. Then $(\gamma_0(\varphi(x)), g\varphi(x)) \in W$. Moreover, by our choice of $\varphi$, both

$$(\gamma(x), \gamma_0(\varphi(x))) = (\gamma(x), \varphi(\gamma(x))) \in W$$

and $(x, \varphi(x)) \in W$, thus $gx(\varphi(x))^{-1} = g\varphi(x)x^{-1} \in gWg^{-1} \subseteq V$, i.e., $(g\varphi(x), gx) \in V$. It follows that $(\gamma(x), gx) \in U$, that is, $x \in D$. This proves our claim. Hence,

$$\text{match}_\tau(F, gF, U) \geq |D| \geq |\varphi^{-1}(D_0)| = |D_0| = \text{match}_\tau(F_0, gF_0, W).$$

\[\square\]

3.2. Proof of Ollagnier’s lemma for topological groups. We have prepared everything to prove the announced topological version of Ollagnier’s convergence theorem.

Theorem 3.4 (Ollagnier lemma). Let $G$ be an amenable topological group. Furthermore, let $f : \mathcal{F}(G) \to \mathbb{R}_{\geq 0}$ be a continuous and right-invariant function satisfying Shearer’s inequality. Then, for any thin Følner net $(F_i)_{i \in I}$ in $G$, the following limit exists and satisfies

$$\lim_{i \in I} \frac{f(F_i)}{|F_i|} = \inf_{F \in \mathcal{F}_\tau(G)} \frac{f(F)}{|F|}.$$ 

Remark 3.5. In [Oll85] a proof of the theorem in the context of discrete amenable groups is presented. We thus assume in our proof w.l.o.g. that $G$ is a non-discrete amenable topological group. Furthermore, we abbreviate $\text{diam} : = \sup_{(x, y) \in M^2} |x - y|$ for $M \subseteq \mathbb{R}$. 
Proof. To prove the desired convergence, it suffices to show that
\[ \forall K \in \mathcal{F}_+(G) : \limsup_{i \in I} \frac{f(F_i)}{|F_i|} \leq \frac{f(K)}{|K|}. \] (1)
For this purpose, let \( K \in \mathcal{F}_+(G) \) and \( \varepsilon > 0 \). By right invariance of \( f \), we may and will assume that \( K \) contains the neutral element of \( G \). Since \( K \) is finite and \( f \) is continuous, there exists \( U \in \mathcal{U}(G) \) such that \( U^{-1} = U, KK^{-1} \capUU = \{e_G\} \) and \( \forall K' \subseteq K : \text{diam} f(U|K'|) \leq \frac{\varepsilon}{3}. \) (2)
For each \( K' \subseteq K \) and every \( x \in G \), right invariance of \( f \) readily implies that
\[ \text{diam} f(U|K'|) \leq \text{diam} f(U|K''|) = \text{diam} f(U|K'|) \leq \frac{\varepsilon}{3}. \] (3)
Consider \( C := \max \{1, \sup \{ f(K') | K' \subseteq K \} \} \) and note that, by right invariance of \( f \),
\[ \sup \{ f(K') | K' \subseteq K, x \in G \} \leq C. \] (4)
Let \( \tau := 1 - \frac{\varepsilon}{3C} \). Furthermore, let \( V \in \mathcal{U}(G) \) such that \( V^{-1} = V \) and \( V^3 \subseteq U \). Define
\[ W := \bigcap_{g \in K \cup K^{-1}} g^{-1} V g. \]
Since \((F_i)_{i \in I} \) constitutes a thin Følner net in \( G \), there exists \( i_0 \in I \) such that
\[ \forall i \in I, i_0 \leq i \forall g \in K : \text{match}_v(F_i, gF_i, W) \geq \tau |F_i|. \] (5)
Let \( i \in I \) with \( i_0 \leq i \). Since \( f \) is continuous, there exists some \( W_0 \in \mathcal{U}(G) \) such that \( W_0 \subseteq W \) and \( \text{diam} f(W_0[F_i]) \leq \frac{\varepsilon}{3} \). By Lemma 3.3 and since we assume \( G \) to be non-discrete, there exists \( F \in W_0[F_i] \) with \( F \cap gF = 0 \) for every \( g \in K \setminus \{e_G\} \). In particular, we deduce from \( \text{diam} f(W_0[F_i]) \leq \frac{\varepsilon}{3} \)
\[ |f(F_i) - f(F)| \leq \frac{\varepsilon}{3}. \] (6)
Furthermore, thanks to Lemma 3.3 assertion 5, and our choice of \( W_0 \subseteq W \), it follows that
\( \text{match}_v(F; gF; U) \geq \text{match}_v(F_i, gF_i, W) \) whenever \( g \in K \). Hence, for each \( g \in K \setminus \{e_G\} \), there exists an injection \( \psi_g : D_g \to gF \) such that \( D_g \subseteq F, |D_g| \geq \tau |F| \), and
\[ \forall x \in D_g : (x, \psi_g(x)) \in U_\tau. \] (7)
For each \( g \in K \setminus \{e_G\} \), consider the bijection \( \varphi_g : G \to G \) defined by
\[ \varphi_g(x) := \begin{cases} \psi_g^{-1}(x) & \text{if } x \in \psi_g(D_g), \\ \psi_g(x) & \text{if } x \in D_g, \\ x & \text{otherwise} \end{cases} \ (x \in G). \]
Put \( D_{eg} := F, \psi_{eg} := \text{id}_F, \) and \( \varphi_{eg} := \text{id}_G. \) Let \( \gamma : K \times G \to G, (g, x) \mapsto \varphi_g(gx). \)
We now claim that
\[ \forall g_0, g_1 \in K \forall x \in G : \gamma(g_0, x) = \gamma(g_1, x) \Rightarrow g_0 = g_1. \] (8)
Indeed, if \( x \in G \) and \( g_0, g_1 \in K \) with \( \gamma(g_0, x) = \gamma(g_1, x) \), then from \( U^{-1} = U \) and
\[ (g_0x, \gamma(g_0, x)) \in U_\tau, \quad (g_1x, \gamma(g_1, x)) = (g_1x, \varphi_{g_1}(g_1x)) \in U_\tau \]
we infer that \( (g_0x, g_1x) \in (U\tau) \) and therefore \( g_0g_1^{-1} = (g_0x)(g_1x)^{-1} \in UU \), whence \( g_0 = g_1 \) as \( KK^{-1} \capUU = \{e_G\} \). Next, we prove that
\[ \forall g \in G : |\{x \in G | \exists g \in K : \gamma(g, x) = y\}| = |K|. \] (9)
To see this, let \( y \in G \). For each \( g \in K \), the map \( G \to G, x \mapsto \gamma(g, x) \) is a bijection, whence
\[ |\{x \in G | \gamma(g, x) = y\}| = 1. \]
Since
\[ \{x \in G | \exists g \in K : \gamma(g, x) = y\} = \bigcup_{g \in K} \{x \in G | \gamma(g, x) = y\}, \]
it follows that
\[ |\{x \in G \mid \exists g \in K: \gamma(g, x) = y\}| = \sum_{g \in K} |\{x \in G \mid \gamma(g, x) = y\}| = |K|. \]
This proves (11). Now, we consider the finite set
\[ H := \{x \in G \mid \gamma(K \times \{x\}) \cap F \neq \emptyset\} = \bigcup_{g \in K} g^{-1}\varphi^{-1}_g(F) \]
and note that
\[ |H| \leq \sum_{g \in K} |g^{-1}\varphi^{-1}_g(F)| = |K||F|. \]
We observe that, by (10),
\[ \forall y \in F: \quad |\{x \in H \mid y \in \gamma(K \times \{x\}) \cap F\}| = |K|, \]
which entails that \((\gamma(K \times \{x\}) \cap F)_{x \in H}\) is a \(|K|\)-covering of \(F\). Since \(f\) satisfies Shearer’s inequality we observe
\[ f(F) \leq \frac{1}{|K|} \sum_{x \in H} f(\gamma(K \times \{x\}) \cap F). \]
Moreover, for each \(x \in G\), we have \(|\gamma(K \times \{x\})| = |K|\) due to (11), and then
\[ \gamma(K \times \{x\}) \in U|Kx| \]
by (1) and \(U = U^{-1}\), wherefore
\[ |f(\gamma(K \times \{x\})) - f(Kx)| \leq \frac{\varepsilon}{3}. \]
Also, if \(x \in G\), then (12) implies that \(\gamma(K \times \{x\}) \cap F \in U|K'x|\) for some \(K' \subseteq K\), so that
\[ |f(\gamma(K \times \{x\}) \cap F) - f(K'x)| \leq \frac{\varepsilon}{3} \]
and thus
\[ f(\gamma(K \times \{x\}) \cap F) \leq C + \frac{\varepsilon}{3}. \]
Furthermore, since \(e_G \in K\) and \(\varphi_{e_G} = \text{id}_G\),
\[ H_0 := \{x \in G \mid \gamma(K \times \{x\}) \subseteq F\} = \bigcap_{g \in K} g^{-1}\varphi^{-1}_g(F) = \bigcap_{g \in K} \{x \in F \mid \varphi_g(gx) \in F\}. \]
Now, if \(g \in K\) and \(x \in g^{-1}\psi_g(D_g)\), then \(\varphi_g(gx) = \psi^{-1}_g(gx) \in F\). This entails that
\[ \bigcap_{g \in K} g^{-1}\varphi_g(D_g) \leq \bigcap_{g \in K} \{x \in F \mid \varphi_g(gx) \in F\} = H_0 \]
and, in turn,
\[ |H_0| \geq \big| \bigcap_{g \in K} g^{-1}\varphi_g(D_g) \big| = |F| - \big| \bigcup_{g \in K} F \setminus g^{-1}\varphi_g(D_g) \big| \geq |F| - \sum_{g \in K} |F \setminus g^{-1}\varphi_g(D_g)| \geq |F| - |K||(1 - \tau)|F| = \left(1 - \frac{\varepsilon}{3C}\right)|F|. \]
Hence, considering the set
\[ H_1 := H \setminus H_0 = \bigcup_{g \in K} (g^{-1}\varphi^{-1}_g(F)) \setminus \bigcap_{g' \in K} \left(g^{-1}\varphi^{-1}_{g'}(F)\right), \]
we conclude that
\[ |H_1| \leq \sum_{g \in K} \big| (g^{-1}\varphi^{-1}_g(F)) \setminus H_0 \big| \leq |K|(|F| - |H_0|) \leq \frac{\varepsilon|F||K|}{3C}. \]
Consequently, it follows that
\[
 f(F_i) \leq f(F) + \frac{\varepsilon}{3} \leq \frac{1}{|K|} \sum_{x \in H} f(\gamma(K \times \{x\}) \cap F) + \frac{\varepsilon}{3}
\]
\[
= \frac{1}{|K|} \sum_{x \in H_0} f(\gamma(K \times \{x\}) \cap F) + \frac{1}{|K|} \sum_{x \in H_1} f(\gamma(K \times \{x\}) \cap F) + \frac{\varepsilon}{3}
\]
\[
\leq \frac{1}{|K|} \sum_{x \in H_0} f(K) + \frac{\varepsilon |H_0|}{3|K|} + \frac{(C + \varepsilon) |H_1|}{|K|} + \frac{\varepsilon}{3}
\]
\[
\leq \frac{f(K)|H_0|}{|K|} + \varepsilon |F| \leq \frac{f(K)|F|}{|K|} + \varepsilon |F|,
\]
and therefore
\[
\frac{f(F_i)}{|F_i|} = \frac{f(F_i)}{|F|} \leq \frac{f(K)}{|K|} + \varepsilon.
\]
This proves (1) and hence the theorem. □

4. The Ornstein-Weiss lemma

As described in the introduction we will next present a proof of the Ornstein-Weiss lemma for non-discrete locally compact groups using quasi-tiling techniques, which is based on [OW87, Gro99, LW08, Kri07, CSCKL14]. Throughout this section, let $G$ be an amenable unimodular locally compact group and recall that $\theta$ denotes a Haar measure on $G$.

4.1. On $\varepsilon$-disjointness and invariance. Let $\varepsilon > 0$. A finite family $(A_i)_{i \in I}$ of compact subsets of $G$ is called $\varepsilon$-disjoint if there exists a family of compact subsets $B_i \subseteq A_i$ (i.e., $i \in I$) such that $(B_i)_{i \in I}$ are pairwise disjoint and $\theta(B_i) > (1 - \varepsilon)\theta(A_i)$ for each $i \in I$. For every $\varepsilon$-disjoint finite family $(A_i)_{i \in I}$ of compact subsets of $G$, it is straightforward to show that
\[
(1 - \varepsilon) \sum_{i \in I} \theta(A_i) \leq \theta\left(\bigcup_{i \in I} A_i\right).
\]

The lemmas in this subsection are standard and can for example be found in [OW87, Kri07]. We include the short proofs for the convenience of the reader.

**Lemma 4.1.** Let $(A_i)_{i \in F}$ be a finite and $\varepsilon$-disjoint family of compact subsets of $G$. Then, for every compact $A \subseteq G$ with $\theta(A \cap \bigcup_{i \in F} A_i) < \varepsilon \theta(A)$, the extended finite family $(A_i)_{i \in I \cup \{A\}}$ is $\varepsilon$-disjoint.

**Proof.** As $(A_i)_{i \in F}$ is $\varepsilon$-disjoint there exist disjoint compact subsets $B_i \subseteq A_i$ (i.e., $i \in F$) such that $\theta(B_i) > (1 - \varepsilon)\theta(A_i)$ for each $i \in F$. By our assumptions,
\[
\theta\left(A \setminus \bigcup_{i \in F} A_i\right) \geq \theta(A) - \theta\left(\bigcup_{i \in F} A_i\right) > (1 - \varepsilon)\theta(A).
\]
Thus, there is $\rho > 0$ such that $(1 - \rho)\theta(A \setminus \bigcup_{i \in F} A_i) > (1 - \varepsilon)\theta(A)$. As $\theta$ is regular, there exists a compact subset $B \subseteq A \setminus \bigcup_{i \in F} A_i$ such that $\theta(B) \geq (1 - \rho)\theta(A \setminus \bigcup_{i \in F} A_i) \geq (1 - \varepsilon)\theta(A)$. For each $i \in I$, the set $B$ is disjoint from $A_i$, thus disjoint from $B_i$. Hence, $(A_i)_{i \in I \cup \{A\}}$ is $\varepsilon$-disjoint. □

**Lemma 4.2.** Let $K \in K(G)$ and $\varepsilon \in (0, 1)$. If $(A_i)_{i \in F}$ is an $\varepsilon$-disjoint finite family of non-empty, compact subsets of $G$, then
\[
\alpha\left(\bigcup_{i \in F} A_i, K\right) \leq \frac{\max_{i \in F} \alpha(A_i, K)}{1 - \varepsilon}.
\]
Proof. Let us abbreviate $M := \max, \alpha(A_i, K) = \max_i \theta(\partial K A_i)/\theta(A_i)$. A straightforward argument shows that $\partial K (\bigcup_{i \in F} A_i) \subseteq \bigcup_{i \in F} \partial K A_i$, and hence

$$
\theta \left( \partial K \left( \bigcup_{i \in F} A_i \right) \right) \leq \theta \left( \bigcup_{i \in F} \partial K A_i \right)
$$

$$
\leq \sum_{i \in F} \theta(\partial K A_i) = \sum_{i \in F} \frac{\theta(\partial K A_i)}{\theta(A_i)} \leq M \sum_{i \in F} \theta(A_i).
$$

Since the considered family is $\varepsilon$-disjoint, we obtain that $(1 - \varepsilon) \sum_{i \in F} \theta(A_i) \leq \theta \left( \bigcup_{i \in F} A_i \right)$ and thus conclude that

$$
\alpha \left( \bigcup_{i \in F} A_i, K \right) = \frac{\theta(\partial K \bigcup_{i \in F} A_i)}{\theta(\bigcup_{i \in F} A_i)} \leq \frac{M \sum_{i \in F} \theta(A_i)}{(1 - \varepsilon) \sum_{i \in F} \theta(A_i)} = \frac{M}{1 - \varepsilon}.
$$

Lemma 4.3. Let $K \in \mathcal{K}(\mathcal{G})$ and $\varepsilon > 0$. Any precompact and measurable subsets $R, B \subseteq G$ with $0 < \theta(B) \leq \theta(R)$ and $\theta(R \setminus B) \geq \varepsilon \theta(R)$ satisfy

$$
\alpha(R \setminus B, K) \leq \frac{\alpha(R, K) + \alpha(B, K)}{\varepsilon}.
$$

Proof. A straightforward argument shows that $\partial K (R \setminus B) \subseteq \partial K R \cup \partial K B$. Thus, if $\varepsilon > 0$ and $\theta(R \setminus B) \geq \varepsilon \theta(R)$, then we conclude that

$$
\frac{\theta(\partial K (R \setminus B))}{\theta(R \setminus B)} \leq \frac{1}{\varepsilon} \left( \frac{\theta(\partial K R)}{\theta(R)} + \frac{\theta(\partial K B)}{\theta(R)} \right).
$$

4.2. On $(\varepsilon, A)$-fillings. Let $A, R \subseteq G$ be measurable subset with positive Haar measure and let $\varepsilon > 0$. Assume $A$ to be compact. We call $C \subseteq G$ an $(\varepsilon, A)$-filling of $R$ if $AC \subseteq R$ and the family $(A g)_{g \in C}$ is $\varepsilon$-disjoint. If $G$ is discrete, then every precompact subset $R$ of $G$ is finite, and the cardinality of every $(\varepsilon, A)$-filling $C$ of $R$ is bounded by $|R|$. The next lemma shows that we can bound the cardinality of such $C$ even without the discreteness assumption.

Lemma 4.4. Let $\varepsilon > 0$, $A \subseteq G$ be a compact subset of positive Haar measure and $R \subseteq G$ be a precompact, measurable subset. Then every $(\varepsilon, A)$-filling $C$ of $R$ satisfies

$$
|C| \leq \frac{\theta(R)}{(1 - \varepsilon) \theta(A)}.
$$

In particular there are $(\varepsilon, A)$-fillings of $R$ of finite maximal cardinality.

Proof. As $(A g)_{g \in C}$ is an $\varepsilon$-disjoint family, we obtain

$$
\theta(R) \geq \theta(AC) = \theta \left( \bigcup_{g \in C} Ag \right) \geq (1 - \varepsilon) \sum_{g \in C} \theta(A g) = (1 - \varepsilon)|C| \theta(A).
$$

The idea of the proof of the next lemma is sketched in [Gro99] and given in detail for discrete groups in [Kri07, Kri10, CSCK14]. We include a full prove for the convenience of the reader.

Lemma 4.5. Let $A \subseteq G$ be a compact subset, $R \subseteq G$ be a precompact, measurable subset and assume both sets to have positive Haar measure. Let furthermore $\varepsilon \in (0, 1)$. Then, for every $(\varepsilon, A)$-filling $C$ of $R$ of finite maximal cardinality, we have

$$
\theta(AC) \geq \varepsilon \left( 1 - \alpha(\theta, A^{-1}) \right) \theta(R).
$$

Proof. Since $\theta(A) > 0$, there exists $a \in G$ such that $Aa$ contains the identity $e_G$. Then $\theta(\partial (Aa^{-1} R)) = \theta(a^{-1} \partial A^{-1} R) = \theta(\partial A^{-1} R)$, and upon translating $C$ we may and will assume without lost of generality that $A$ contains $e_G$. For $g \in R \setminus \partial A^{-1} R$, we have $g \in R \subseteq A^{-1} R$ and thus $g \notin A^{-1} R$. In particular, $A g \cap A^{-1} R$ is empty, and we deduce that $Ag \subseteq R$. If $g \notin C$, then necessarily $\theta(Ag \cap AC) \geq \varepsilon \theta(Ag)$, as otherwise, by Lemma 4.3, $(A g)_{g \in C \cup \{g\}}$ would be an $\varepsilon$-disjoint family, a contradiction to the maximal cardinality of $C$. For $g \in C$ we furthermore obtain $Ag \subseteq AC$ and thus $\theta(Ag \cap AC) = \theta(Ag) \geq \varepsilon \theta(A)$ from $\varepsilon \in (0, 1)$. This shows that, for every $g \in R \setminus \partial A^{-1} R$,

$$
\theta(Ag \cap AC) \geq \varepsilon \theta(A).
$$
Let now \( \chi_M \) denote the characteristic function of a subset \( M \subseteq G \). For any \( g' \in G \), we compute that
\[
\theta(A) = \theta(A^{-1}) = \int_G \chi_A(g^{-1})d\theta(g) = \int_G \chi_A(g'g^{-1})d\theta(g).
\]
Thus, Tonelli’s theorem implies
\[
\theta(A)\theta(AC) = \int_G \theta(A)\chi_{AC}(g')d\theta(g') = \int_G \chi_A(g')\theta(g')\chi_{AC}(g')d\theta(g')
\]
\[
= \int_G \chi_A(g'g^{-1})\chi_{AC}(g')d\theta(g') = \int_G \chi_{A\cap AC}(g')d\theta(g')
\]
\[
= \int_G \theta(A\cap AC)d\theta(g) \geq \int_{R\setminus \partial_{A^{-1}}R} \varepsilon\theta(A)d\theta(g) = \varepsilon\theta(A)\theta(R \setminus \partial_{A^{-1}}R).
\]
Consequently, we arrive at
\[
\theta(AC) \geq \varepsilon\theta(R \setminus \partial_{A^{-1}}R) \geq \varepsilon(\theta(R) - \theta(\partial_{A^{-1}}R)) = \varepsilon \left( 1 - \frac{\theta(\partial_{A^{-1}}R)}{\theta(R)} \right) \theta(R). \quad \Box
\]

4.3. On \( \varepsilon \)-quasi-tiling. Let \( A \subseteq K(G) \) and let \( \varepsilon > 0 \). A finite family \((A_i)_{i\in F}\) of compact subsets of \( A \) is an \( \varepsilon \)-quasi-tiling of \( A \) if there exists a family of finite sets \((C_i)_{i\in F}\) such that
(a) for every \( i \in F \), the family \((A_i, g)\in C_i\) is \( \varepsilon \)-disjoint;
(b) \((A_i, C_i)_{i\in F}\) is a disjoint family; and
(c) \( \theta(A \cap \bigcup_{i\in F} A_i C_i) \geq (1 - \varepsilon)\theta(A) \).

A family \((C_i)_{i\in F}\) satisfying these conditions is referred to as a family of \( \varepsilon \)-quasi-tiling centres of \((A_i)_{i\in F}\) (with respect to \( A \)). In [OWS3, OWS7, LW00] it is shown, for any Hove sequence \((A_n)_{n\in \mathbb{N}}\) and any \( \varepsilon > 0 \), one can find a finite subset \( F \subseteq \mathbb{N} \) such that, for every sufficiently invariant \( A \), the family \((A_i)_{i\in F}\) \( \varepsilon \)-quasi-tiles \( A \). We will follow the ideas that lead to this concept and show that, with some modifications of these methods, one can also construct \( \varepsilon \)-quasi-tiling centres \( C_i \) such that \( R := A \setminus \bigcup_{i\in F} A_i C_i \) is ‘relatively invariant’, i.e., that allows to control \( \theta(\partial R)/\theta(A) \) for some given compact subset \( K \subseteq G \).

**Proposition 4.6.** For any van Hove net \((A_i)_{i\in J}\), any cofinal subset \( J \subseteq I \), any \( \varepsilon \in (0, 1/2) \) and any non-empty and compact subset \( K \subseteq G \), there exist a finite subset \( F \subseteq J \), \( \delta > 0 \) and a compact subset \( D \subseteq G \) with the following property. For any \((\delta, D)\)-invariant and compact subset \( A \subseteq G \) the finite family \((A_i)_{i\in F}\) is an \( \varepsilon \)-quasi-tiling of \( A \) and the \( \varepsilon \)-quasi-tiling centres \((C_i)_{i\in F}\) can be chosen such that \( \bigcup_{i\in F} A_i C_i \subseteq A \) and such that \( \theta(A \setminus \bigcup_{i\in F} A_i C_i) \) satisfies \( \theta(R) + \theta(\partial R) \leq \varepsilon \theta(A) \).

**Proof.** As \( \varepsilon \in (0, 1/2) \), there exists \( N \in \mathbb{N} \) such that \((1 - \varepsilon/2)^N \leq \varepsilon/2 \). As \((A_i)_{i\in J}\) is a van Hove net, we can choose inductively \( i_n \in J \) for \( n = N, \ldots, 1 \) such that \( A_{i_n} \) has positive Haar measure, such that the \( i_n \) are pairwise distinct and such that
\[
\alpha \left( A_{i_n}, K \cup \left( \bigcup_{m=n+1}^N A_m^{-1} \right) \right) \leq \varepsilon^{2(N-n)+4}.
\]
We abbreviate \( K_n := K \cup \left( \bigcup_{m=n+1}^N A_m^{-1} \right) \) and observe that \( A_{i_n} \) is \((\varepsilon^{2(N-n)+4}, K_n)\)-invariant for \( n = 0, \ldots, N \). Furthermore we have \( K_0 \supseteq K_1 \supseteq \cdots \supseteq K_N = K \) and \( A_{i_1}^{-1} \subseteq K_{n-1} \) for \( n = 1, \ldots, N \).

We set \( F := \{i_1, \ldots, i_N\} \), \( \delta := \varepsilon^{2N+1} \) and \( D := K_0 \) and consider a compact and \((\delta, D)\)-invariant subset \( A \) of \( G \). Set \( R_0 := A \). Using Lemma 4.4 we now choose inductively for \( n = 1, \ldots, M \) finite \((\varepsilon, A_{i_n})\)-fillings \( C_n \) of \( R_{n-1} \) of maximal cardinality, where we abbreviate \( R_n := R_{n-1} \setminus A_{i_n} C_n \) and \( M \leq N \) is the smallest integer where our choices lead to \( \theta(R_M) = \theta(R_{M-1} \setminus A_{i_n} C_n) \leq \varepsilon \theta(R_{M-1}) \) and \( N \) if we never encounter this situation. Thus, in particular, for \( n = 1, \ldots, M-1 \) there holds \( \theta(R_n) > \varepsilon \theta(R_{n-1}) \). For \( n \in \{M+1, \ldots, N\} \) we set \( C_n := \emptyset \). Note that \( R_n \) is precompact and measurable for \( n = 0, \ldots, M \) and that there holds
\[
R = R_M \subseteq R_{M-1} \subseteq \cdots \subseteq R_0 = A.
\]
We will now show that defining \( C_{i_n} := C_n \) we get that \((C_i)_{i\in F} = (C_n)_{n=1}^N\) is a family of \( \varepsilon \)-quasi-tiling centres that fulfills the required properties.
We first show inductively for \( n = 0, \ldots, M - 1 \) that \( R_n \) is \((\varepsilon^{2(N-n)+1}, K_n)\)-invariant, i.e.
\[
\alpha(R_n, K_n) \leq \varepsilon^{2(N-n)+1}.
\]
(1)
This is clearly satisfied for \( n = 0 \), as \( R_0 = A, K_0 = D \) and \( \varepsilon^{2(N-0)+1} = \delta \). To proceed inductively we assume \( R_n \) to be \((\varepsilon^{2(N-n)+1}, K_n)\)-invariant for some \( n < M - 1 \) and as \( K_{n+1} \subseteq K_n \) we obtain
\[
\alpha(R_n, K_{n+1}) \leq \varepsilon^{2(N-n)+1}.
\]
Now recall that \( A_{i+1} \) is \((\varepsilon^{2(N-n)+1}, K_{n+1})\)-invariant. As \( C_{n+1} \) is an \((\varepsilon, A_{i+1})\)-filling we obtain that \((A_{i+1}g)_{g \in C_{n+1}}\) is \(\varepsilon\)-disjoint and apply Lemma 4.2 to see
\[
\alpha(A_{i+1}C_{n+1}, K_{n+1}) \leq \frac{1}{1 - \varepsilon} \max_{g \in C_{n+1}} \alpha(A_{i+1}g, K_{n+1})
\]
\[
= \frac{\alpha(A_{i+1}, K_{n+1})}{1 - \varepsilon}
\]
\[
\leq \frac{\varepsilon^{2(N-n)+1}}{1 - \varepsilon} \leq \varepsilon^{2(N-n)+1}.
\]
For this we have used that \( \varepsilon < 1/2 \) yields that \( \varepsilon/(1 - \varepsilon) < 1 \). As we assume \( n < M - 1 \) we obtain \( \theta(R_n \setminus A_{i+1}C_{n+1}) = \theta(R_{n+1}) > \varepsilon \theta(R_n) \). Thus, Lemma 4.3 yields that
\[
\alpha(R_{n+1}, K_{n+1}) = \alpha(R_n \setminus A_{i+1}C_{n+1}, K_{n+1})
\]
\[
\leq \alpha(R_n, K_{n+1}) + \alpha(A_{i+1}C_{n+1}, K_{n+1})
\]
\[
\leq 2\varepsilon^{2(N-n)} \leq \varepsilon^{2(N-(n+1)+1)},
\]
and we have completed the induction to show (1).

We next show that
\[
\theta(R) \leq \frac{\varepsilon}{2} \theta(A).
\]
(2)
This statement is satisfied whenever \( M < N \), as then we obtain that
\[
\theta(R) = \theta(R_M) \leq \varepsilon \theta(R_{M-1}) \leq \varepsilon \theta(A).
\]
In order to show (2) we thus assume without loss of generality that \( M = N \) and that \( \theta(R) > 0 \). Then \( \theta(R) = \theta(R) > 0 \) and, for \( n \in \{1, \ldots, N - 1\} \), we obtain
\[
\theta(R_n) \geq \varepsilon \theta(R_{n+1}) \geq \varepsilon^n \theta(R_0) = \varepsilon^n \theta(A) > 0.
\]
For \( n \leq M = N \) we have chosen \( C_n \) to be an \((\varepsilon, A_{i+1})\)-filling of \( R_{n-1} \) of maximal cardinality. Thus we obtain from Lemma 4.3 (1) and \( A_{n+1} \subseteq K_n \) that
\[
\frac{\theta(A_{n+1}C_n)}{\theta(R_{n-1})} \geq \varepsilon (1 - \alpha(R_{n-1}, A_{n+1}^{-1})) \geq \varepsilon (1 - \alpha(R_{n-1}, K_{n-1})) \geq \varepsilon \left(1 - \varepsilon^{2(N-(n-1)+1)}\right) \geq \frac{\varepsilon}{2},
\]
Thus,
\[
\theta(R_n) = \theta(R_{n-1}) - \theta(A_{n+1}C_n) < \left(1 - \frac{\varepsilon}{2}\right) \theta(R_{n-1})
\]
and we obtain from our choice of \( N \) that
\[
\theta(R) = \theta(R_N) < \left(1 - \frac{\varepsilon}{2}\right)^N \theta(R_0) \leq \frac{\varepsilon}{2} \theta(A).
\]
This shows the claimed statement (2).
As \( C_n \) is an \((\varepsilon, A_{i+1})\)-filling of \( R_{n-1} \) we obtain from the construction \( R_n := R_{n-1} \setminus A_{i+1}C_n \) that \((A_{i+1})_{g \in C_n}\) is \(\varepsilon\)-disjoint for all \( n \leq M \) and that \((A_{i+1}C_n)_{i \in F} = (A_{i+1}C_n)_{i \in F} \cup (g)_{n=M+1} \) is a disjoint family. In particular, we observe that \((A_{i+1}g)_{g \in C_i}\) is \(\varepsilon\)-disjoint for all \( i \in F \). Furthermore, one obtains
\[
\bigcup_{i \in F} A_iC_i = \bigcup_{n=1}^{M} A_iC_n \subseteq \bigcup_{n=0}^{M} R_n = R_0 = A.
\]
Thus (2) allows to compute
\[
\theta \left( A \cap \bigcup_{i \in F} A_iC_i \right) = \theta(A) - \theta(R) \geq (1 - \varepsilon) \theta(A).
\]
This shows that \((A_i)_{i \in F}\) is an \(\varepsilon\)-quasi-tiling of \(A\) and that \(\bigcup_{i \in F} A_i C_i \subseteq A\).

By (3) it remains to show that \(\theta(\partial_K R) \leq (\varepsilon/2)\theta(A)\). Recall that \(A_{iM}\) is \((\varepsilon^{2(N-M)+4}, K_M)\)-invariant. As \(K \subseteq K_M\) we obtain
\[
\alpha(A_{iM}, K) \leq \varepsilon^4.
\]
Since \(C_M\) is an \((\varepsilon, A_{iM})\)-filling we observe that \((A_{iM}G)_{g \in C_M}\) is \(\varepsilon\)-disjoint and apply Lemma 4.2 to see
\[
\alpha(A_{iM}C_M, K) \leq \frac{1}{1 - \varepsilon} \max_{g \in C_M} \alpha(A_{iM}g, K) = \frac{\alpha(A_{iM}, K)}{1 - \varepsilon} \leq \frac{\varepsilon^4}{1 - \varepsilon} \leq \varepsilon^3.
\]
Furthermore a straightforward argument shows that \(\partial_K R_M = \partial_K (R_{M-1} \setminus A_{iM}C_M) \subseteq \partial_K R_{M-1} \cup \partial_K (A_{iM}C_M)\). As \(K \subseteq D\) we obtain that \(A\) is \((K, \delta)\)-invariant and as \(\delta \in (0, 1)\) we have \(\theta(K) \leq \theta(A)\). Thus (1) and \(K \subseteq K_M \subseteq K_{M-1}\) allow to compute
\[
\frac{\theta(\partial_K R)}{\theta(A)} \leq \frac{\theta(\partial_K R_{M-1})}{\theta(A)} + \frac{\theta(\partial_K A_{iM}C_M)}{\theta(A)} \leq \alpha(R_{M-1}, K) + \alpha(A_{iM}C_M, K) \leq \alpha(R_{M-1}, K_{M-1}) + \varepsilon^3 \leq \varepsilon^3 + \varepsilon^3 \leq \frac{\varepsilon}{2}.
\qed

4.4. A proof of the Ornstein-Weiss lemma for non-discrete groups. If \(G\) is a discrete group, then subadditivity and right invariance can be used to show that \(f(F)/|F| \leq f(\{e_G\})\) for every finite, non-empty subset \(F \subseteq G\). This is not any longer the case in the non-discrete setting as presented in [Hau26a] Remark 3.1 and Remark 4.6. We next present a result that can serve as a replacement of the mentioned boundedness.

**Lemma 4.7.** Let \(f: \mathcal{K}(G) \to [0, \infty)\) be a monotone, right invariant and subadditive mapping, let \(K\) be a compact neighbourhood of \(e_G\). Then there exists a constant \(c_K > 0\) such that, for every non-empty, precompact, measurable subsets \(R \subseteq G\),
\[
f(R) \leq c_K \theta(KR).
\]

**Proof.** Note first that the subadditivity and the monotonicity of \(f\) imply that \(f\) only takes values in \([0, \infty)\). Let \(V\) be a compact and symmetric neighbourhood of \(e_G\) that satisfies \(V \subseteq K\) and set \(c_K := f(VV)/\theta(V)\). For a non-empty and precompact subset \(R \subseteq G\) we let \(F \subseteq KR\) be a \(V\)-separated subset, i.e. such that \((Vg)_{g \in F}\) is a disjoint family. Then \(VF = \bigcup_{g \in F} Vg\) is a disjoint union and thus
\[
\theta(VR) \geq \theta(VF) = \sum_{g \in F} \theta(Vg) = |F|\theta(V).
\]
In particular we obtain the cardinality of \(F\) to be bounded by \(\theta(VR)/\theta(V) < \infty\). We thus assume without lost of generality that \(F\) is a \(V\)-separated subset of \(KR\) of maximal cardinality. Then for any \(g \in KR\) there is \(g' \in F\) such that \(Vg\) and \(Vg'\) intersect. Thus, \(g \in VVg' \subseteq VVF\) and we observe that \(KR \subseteq VVF\). We compute that
\[
f(R) \leq f(VVF) \leq \sum_{g \in F} f(VVg) = |F|f(VV) \leq \frac{\theta(VR)}{\theta(V)} f(VV) = c_K \theta(KR).
\]

With the slight improvement of the Ornstein-Weiss quasi-tiling machinery at hand, we are now ready to prove the Ornstein-Weiss lemma for arbitrary amenable unimodular locally compact groups.
Theorem 4.8 (Ornstein-Weiss lemma). Let $G$ be an amenable unimodular locally compact group and let $f : K(G) \to \mathbb{R}$ be a monotone, subadditive and right-invariant function. Then for any van Hove net $(A_i)_{i \in I}$ in $G$ the limit

$$\lim_{i \in I} f(A_i) / \theta(A_i)$$

exists, is finite and independent of the choice of a van Hove net.

Proof. Let $\varepsilon \in (0, 1/2)$ and choose an arbitrary compact neighbourhood $K$ of $e_G$. Then, by Lemma 4.7, there exists a constant $c$ such that $f(KA_i) \leq c\theta(KA_i)$ for every non-empty, precompact, measurable subset $A \subseteq G$. Consider $\lambda := \liminf_{i \in I} f(A_i)/\theta(A_i)$. As $(KA_i)_{i \in I}$ is a van Hove net in $G$ with $\lim_{i \in I} \theta(KA_i)/\theta(A_i) = 1$, it follows that

$$\lambda = \liminf_{i \in I} f(A_i)/\theta(KA_i) \leq c < \infty.$$ 

In particular, there is a cofinal subset $J \subseteq I$ such that $(f(A_i))/\theta(A_i))_{i \in J}$ converges to $\lambda$. Thus, there exists $j \in J$ such that for all $i \in J$ with $i \geq j$ we have

$$\frac{f(A_i)}{\theta(A_i)} \leq \lambda + \varepsilon. \quad (3)$$

Since also $\{i \in J \mid i \geq j\}$ is cofinal in $I$ we assume without lost of generality that $\lambda$ holds for all $i \in J$. From Proposition 4.6 we obtain the existence of a finite subset $F \subseteq J$, $\delta > 0$ as well as a compact, non-empty subset $D \subseteq G$ such that any $(\delta, D)$-invariant, compact subset $A \subseteq G$ can be $\varepsilon$-quasi-tiled and the $\varepsilon$-quasi-tiling centres can be chosen with the additional properties as in Proposition 4.6.

We now consider a compact and $(\delta, D)$-invariant subset $A \subseteq G$ and choose $\varepsilon$-quasi-tiling centres $C_i$ such that these additional properties are satisfied, i.e. such that $\bigcup_{i \in F} A_i C_i \subseteq A$ and such that $R := A \setminus \bigcup_{i \in F} A_i C_i$ satisfies $\theta(R) + \theta(\partial_K R) \leq \varepsilon \theta(A)$. From $F \subseteq J$ and (3) we obtain $f(A_i)/\theta(A_i) \leq \lambda + \varepsilon$ for every $i \in F$, and we compute

$$\frac{f \left( \bigcup_{i \in F} A_i C_i \right)}{\theta(A)} \leq \sum_{i \in F} \sum_{g \in C_i} f(A_i g) / \theta(A)$$

$$= \sum_{i \in F} \sum_{g \in C_i} \frac{f(A_i)}{\theta(A)} \frac{\theta(A)}{\theta(A)}$$

$$\leq (\lambda + \varepsilon) \sum_{i \in F} \sum_{g \in C_i} \frac{\theta(A_i)}{\theta(A)}.$$ 

By the properties of $\varepsilon$-quasi-tiling centres, $((A_i g)_{g \in C_i})_{i \in F}$ is an $\varepsilon$-disjoint family. Therefore, $\bigcup_{i \in F} A_i C_i \subseteq A$ implies that

$$\sum_{i \in F} \sum_{g \in C_i} \frac{\theta(A_i)}{\theta(A)} = \sum_{i \in F} \sum_{g \in C_i} \frac{\theta(A_i g)}{\theta(A)} \leq \frac{1}{1 - \varepsilon} \frac{\theta(\bigcup_{i \in J} A_i C_i)}{\theta(A)} \leq \frac{1}{1 - \varepsilon}.$$ 

We have shown that

$$\frac{f \left( \bigcup_{i \in F} A_i C_i \right)}{\theta(A)} \leq \lambda + \varepsilon \frac{1}{1 - \varepsilon}. \quad (4)$$

Note that $e_G \in K$ implies $K \overline{R} \subseteq R \cup \partial_K R$. As we require the $\varepsilon$-quasi-tiling centres to satisfy $\theta(R) + \theta(\partial_K R) \leq \varepsilon \theta(A)$, we obtain from the choice of the constant $c$ at the beginning of the proof that

$$f(\overline{R}) \leq c \theta(K \overline{R}) \leq c(\theta(R) + \theta(\partial_K R)) \leq \varepsilon \theta(A).$$

Thus (4) yields that

$$\frac{f(A)}{\theta(A)} \leq \frac{f \left( \bigcup_{i \in F} A_i C_i \right)}{\theta(A)} + \frac{f(\overline{R})}{\theta(A)} \leq \lambda + \varepsilon + \varepsilon c \leq \frac{\lambda + \varepsilon + \varepsilon c}{1 - \varepsilon}$$

for every $(\delta, K)$-invariant, compact subset $A \subseteq G$. Hence, considering another van Hove net $(B_i)_{i \in J}$, we see that

$$\limsup_{i \in I} \frac{f(B_i)}{\theta(B_i)} \leq \frac{\lambda + \varepsilon + \varepsilon c}{1 - \varepsilon}.$$
Since $\varepsilon > 0$ was arbitrary, this shows that, for any two van Hove nets $(A_i)_{i \in I}$ and $(B_i)_{i \in I}$ in $G$,
\[
\limsup_{i \in I} \frac{f(B_i)}{\theta(B_i)} \leq \lambda = \liminf_{i \in I} \frac{f(A_i)}{\theta(A_i)} < \varepsilon,
\]
which clearly implies the statement of the theorem. 

5. Algebra isomorphism and topological models

As explained in the introduction we will need to find appropriate topological models for our measure preserving actions.

5.1. Algebra isomorphism between measure preserving actions. Let $(X, \mu)$ be a probability space and note that the relation given by $\mu(\Lambda \Delta B) = 0$ is an equivalence relation on all subsets $A, B \subseteq X$. Let $[A]$ denote the equivalence class of $A \subseteq G$. The set $\Sigma(X)$ of all equivalence classes is called the measure algebra of $X$. Note that $[A \cap B]$ and $[A \cup B]$ are independent of the choice of representatives from $[A]$ and $[B]$ respectively. This allows to write $[A \cap [B]$ and $[A \cup [B]$ respectively for these sets. Furthermore, note that $\mu$ is constant on each equivalence class $[A] \in \Sigma(X)$, which allows to write $\mu([A])$. Consider now probability spaces $(X, \mu)$ and $(Y, \nu)$. We call a bijective mapping $\iota: \Sigma(X) \to \Sigma(Y)$, that satisfies $\iota([A] \cap [B]) = \iota([A]) \cap \iota([B])$, $\iota([A] \cup [B]) = \iota([A]) \cup \iota([B])$ and $\mu([A]) = \nu(\iota([A])$ for all $[A], [B] \in \Sigma(X)$ an algebra isomorphism between $(X, \mu)$ and $(Y, \nu)$.

If $\pi$ is a measure preserving action on $(X, \mu)$, then we may define $g.[A] := [g.A]$ for all $[A] \in \Sigma(X)$ and $g \in G$. Given another measure preserving action $\varphi$ of $G$ on a probability space $(Y, \nu)$, by an algebra isomorphism between $\pi$ and $\varphi$ we will mean an algebra isomorphism $\iota$ between $(X, \mu)$ and $(Y, \nu)$ such that $g.(\iota([A]) = \iota(g.[A])$ for all $g \in G$ and $[A] \in \Sigma(A)$. Measure preserving actions $\pi$ and $\varphi$ are called algebra isomorphic, if there exists an algebra isomorphism between $\pi$ and $\varphi$.

5.2. About topological models. For regular Borel probability measure $\nu$ on a compact Hausdorff space $K$ we define the support $\text{supp}(\nu)$ as the set of all $x \in K$ such that for any an open neighbourhood $U$ of $x$ we have $\nu(U) > 0$. $\nu$ is said to have full support if $K = \text{supp}(\nu)$. Let $\pi$ be a measure preserving action of a topological group $G$ on a probability space $(X, \mu)$. A topological model of $\pi$ is a continuous action $\varphi$ of $G$ on a compact Hausdorff space $K$ together with an invariant regular Borel probability measure $\nu$ that has full support and such that $\varphi$ considered as a measure preserving action on $(K, \nu)$ is algebra isomorphic to $\pi$.

Remark 5.1. Note that we do not assume $(X, \mu)$ to be a Lebesgue space and that $K$ is not assumed to be separable or to be metrizable. Note furthermore that in contrast to the usual Jewett-Krieger theorem we do not require a topological model to be uniquely ergodic (see [Jew70, Kri72] for the original work of R. Jewett and W. Krieger, and [Wei85, Ros88, EFHN15] for generalizations to actions of amenable discrete groups). In the usual Jewett-Krieger theorem one also uses a stronger notion of isomorphism than algebra isomorphism. Nevertheless, for our purposes (entropy theory) algebra isomorphisms are sufficient and allow us to state our results beyond Lebesgue spaces.

With similar arguments presented in [EFHN15] Section 12.3] one can show that any measure preserving action of a discrete group has a topological model. Since we are not aware of a reference beyond the context of discrete groups we include a full proof of the following.

Proposition 5.2. Every measure preserving action $\pi$ of a topological group $G$ on a probability space $(X, \mu)$ admits a topological model.

For the proof of Proposition 5.2 we introduce the following notation from [EFHN15]. Let $(X, \mu)$ and $(Y, \nu)$ be probability spaces and $p \in \{1, \infty\}$. A bijective positive operator $T: L^p(X, \mu) \to L^p(Y, \nu)$ is called a Markov isomorphism if $T$ has a positive inverse and satisfies $T_X = \chi_Y$ and $\int_X T f \, d\nu = \int_Y f \, d\mu$ for all $f \in L^p(X, \mu)$. A Markov isomorphism $T: L^p(X, \mu) \to L^p(X, \mu)$ is called a Markov automorphism. Let $\text{MAut}^p(X, \mu)$ denote the set of all Markov automorphisms on $L^p(X, \mu)$ and equip $\text{MAut}^p(X, \mu)$ with the strong operator topology. From [EFHN15] Theorem 13.15] we quote that $\text{MAut}^p(X, \mu)$ is a topological
group under composition. From [EFHN15 Proposition 13.6] we furthermore know that the restriction mapping induces an isomorphism of topological groups (a homeomorphism that is also a group homomorphism) between $\text{MAut}^\infty(X,\mu)$ and $\text{MAut}^1(X,\mu)$.

For a measure preserving action $\pi$ we denote $\pi_\ast: G \to \text{MAut}^\infty(X,\mu)$ for the Koopman representation defined by $\pi_\ast(g)f := f \circ \pi^g$ for all $f \in L^\infty(X,\mu)$. Similarly we define the Koopman representation $\pi_\ast': G \to \text{MAut}^1(X,\mu)$. For an action $\varphi$ on a compact Hausdorff space $X$ for which each $\varphi^g$ is continuous we furthermore define analogously the Koopman representation $\varphi_\ast: G \to L(C(X))$, where $L(C(K))$ denotes the set of all bounded linear operators $C(K) \to C(K)$ equipped with the strong operator topology. From [EFHN15 Theorem 4.17] we quote that $\varphi$ is a continuous action, if and only if the Koopman representation $\varphi_\ast: G \to L(C(X))$ is continuous.

**Proof of Proposition 5.2.** To construct the topological model $\varphi$ and the algebra isomorphism $\iota$ for $\pi$ we essentially follow the arguments from [EFHN15 Section 12.3]. We will then add to these arguments and argue that $\varphi$ is indeed a continuous action. (This is trivially satisfied if $G$ is discrete.) For the convenience of the reader we present the full construction.

Note that $L^\infty(X,\mu)$ is a commutative $C^*$-algebra with unit $\chi$. Thus, by the Gelfand-Naimark theorem, there exists a compact Hausdorff space $K$ and a unital $C^*$-algebra isomorphism $\Phi: C(K) \to L^\infty(X,\mu)$. By the Riesz–Markov–Kakutani representation theorem there exists a unique regular Borel probability measure $\nu$ on $K$ such that $\int_K f d\nu = \int_X \Phi(f) d\mu$ for all $f \in C(K)$. It is straightforward to observe that the canonical operator $C(K) \to L^\infty(K,\nu)$ is a homeomorphism and that $\Phi$ preserves the respective $L^1$-norms. In particular, $\nu$ has full support. With standard arguments one then obtains that $\Phi$ extends uniquely to a Markov isomorphism $L^1(K,\nu) \to L^1(X,\mu)$, which we also denote by $\Phi$. The restriction of $\Phi$ to the set of all characteristic functions in the corresponding $L^1$-spaces then induces an algebra isomorphism $\iota: \Sigma(K) \to \Sigma(X)$.

For $g \in G$ we consider the Markov automorphism $\Phi^{-1} \circ \pi^g \circ \Phi: C(K) \to C(K)$. From [EFHN15 Theorem 7.23] we know that there exists a unique homeomorphism $\varphi^g$ such that $\Phi^{-1} \circ \pi^g \circ \Phi = \varphi^g \circ \Phi$. It is straightforward to check that this defines an action $\varphi: G \times K \to K$, that $\nu$ is invariant and that $\iota$ establishes an algebra isomorphism between the measure preserving action $\varphi$ of $G$ (equipped with the discrete topology) on $(K,\nu)$ and $\pi$.

It remains to show that $\varphi$ is continuous with respect to the original topology of $G$. Since $\pi$ is measure preserving, any characteristic function $f \in L^1(X,\mu)$ satisfies

$$\|\pi^g f - f\|_1 \to 0 \text{ as } g \to e_G.$$  

By a straightforward density argument, this readily entails the continuity of the Koopman representation $\pi_\ast: G \to \text{MAut}^1(X,\mu)$. Since restriction induces a homeomorphism between $\text{MAut}^1(X,\mu)$ and $\text{MAut}^\infty(X,\mu)$, the Koopman representation $\pi_\ast: G \to \text{MAut}^\infty(X,\mu)$ is continuous, too. For every $f \in C(K)$, we know that $\Phi(f) \in L^\infty(X,\mu)$ and hence

$$(\pi^g \circ \Phi)(f) = (\pi^g)(\Phi(f)) \to \Phi(f) \text{ as } g \to e_G.$$  

Thus, $\varphi^g(f) = (\Phi^{-1} \circ \pi^g \circ \Phi)(f) \to f$ as $g \to e_G$. This proves the continuity of the Koopman representation $\varphi_\ast: G \to L(C(K))$, which implies the continuity of $\varphi$.

### 6. Entropy and Topological Pressure

Let $\pi$ be an action of a group $G$ on a set $X$, and let $U$ be any finite set of subsets of $X$. For $g \in G$, we define $U_g := \{g^{-1}U \mid U \in U\}$. For a finite set $F \subseteq G$, we furthermore define

$$U_F := \left\{ \bigcap_{g \in F} g^{-1}U(g) \mid U \in U^F \right\}.$$  

#### 6.1. Naive Entropy and Topological Pressure

We next study naive entropy and naive topological pressure as a tool in order to gain insights on the Ollagnier entropy. Let $G$ be a topological group. For a continuously measure preserving action $\pi$ of $G$ on a probability space $(X,\mu)$ we use the notation defined in the introduction to define the naive entropy

$$E^{(\text{nv})}_\mu(\pi) := \sup_{\alpha} \inf_{F \in \mathcal{F}_\alpha(G)} \frac{H_\mu(\alpha|F)}{|F|},$$
Lemma 6.3. For every finite measurable partition $\alpha$ of $X$. For any continuous action $\pi$ of $G$ on a compact Hausdorff space $X$, any $f \in C(X)$ and any $F \in F(G)$, we define $\Sigma_F := \sum_{g \in F} f \circ \pi^g$. The naive topological pressure $p^{(\alpha)}_f$ is defined as

$$p^{(\alpha)}_f(\pi) := \sup_{U \in F} \inf_{F \in F(G)} \frac{P_{\Sigma_F}(U)}{|F|}.$$  

where the supremum is taken over all finite open covers $U$ of $X$. The naive topological entropy of $\pi$ is $p^{(\alpha)}_0(\pi)$.

6.1.1. A naive version of Goodwyn's theorem. The following version of Goodwyn's theorem generalizes [Bur17, Theorem 1.3], where it is shown for actions of discrete groups and only naive topological entropy is considered. In order to prove this result we use a different technique following ideas of [Oll85]. We note that naive entropy does not depend on the choice of the group topology. Thus, in the case of naive topological entropy ($f = 0$), the following can also directly be obtained from [Bur17, Theorem 1.3].

Theorem 6.1 (Goodwyn's theorem for naive entropy and topological pressure). Let $\pi$ be a continuous action of a topological group $G$ on a compact Hausdorff space $X$. If $\mu$ is a $\pi$-invariant regular Borel probability measure on $X$ and $f \in C(X)$, then

$$p^{(\mu)}_f(\pi) + \mu(f) \leq p^{(\mu)}(\pi).$$

We will need the following notions for the proof of Theorem 6.1. For finite measurable partitions $\alpha$ and $\beta$ of a probability space $(X, \mu)$ we define the entropy of $\alpha$ given $\beta$ as

$$H_{\mu}(\alpha|\beta) := - \sum_{A \in \alpha, B \in \beta} \mu(A \cap B) \log \left( \frac{\mu(A \cap B)}{\mu(B)} \right).$$

For further properties of this concept the reader is referred to [Wal82, Section 4.3]. Now let $X$ be a compact Hausdorff space. A finite measurable partition $\alpha$ of $X$ is said to be adapted to an open cover $U$ of $X$ if there exists an injective mapping $\alpha \to U$ such that $A \subseteq U(A)$ for each $A \in \alpha$. For a regular Borel probability measure $\mu$ on $X$ and an open cover $U$ on $X$, we define the overlap ratio as $R_{\mu}(U) := \sup_{\alpha, \beta} H_{\mu}(\alpha|\beta)$, where the supremum is taken over all finite measurable partitions $\alpha$ and $\beta$ of $X$, which are adapted to $U$. The overlap ratio satisfies the following simple invariance property. If $G$ is a group acting by homeomorphisms on $X$, then it is straightforward to show that $R_{\mu}(U) = R_{\mu}(U g)$ for every $g \in G$. For a more detailed account on these notions see [Oll85]. From the arguments presented in [Oll85, 5.2.12] we obtain furthermore the following.

Lemma 6.2. Let $\mu$ be a regular Borel probability measure on a compact Hausdorff space $X$. For every finite measurable partition $\alpha$ of $X$ and every $\varepsilon > 0$, there exists an open cover $U$ of $X$ such that $\alpha$ is adapted to $U$ and such that $R_{\mu}(U) \leq \varepsilon$.

We will furthermore need the following combinatorial lemma from [Wal82].

Lemma 6.3. Let $k \in \mathbb{N}$ and $a_1, \cdots, a_k, p_1, \cdots, p_k$ be given real numbers such that $p_i \geq 0$ and $\sum_{i=1}^k p_i = 1$. Then $\sum_{i=1}^k p_i (a_i - \log(p_i)) \leq \log \left( \sum_{i=1}^k e^{a_i} \right)$.

The following lemma will be useful for the proofs of the Theorems 6.1 and 6.3 below.

Lemma 6.4. Let $\pi$ be a continuous action of a topological group $G$ on a compact Hausdorff space $X$. Let $\mu$ be a $\pi$-invariant, regular Borel probability measure on $X$. For every finite measurable partition $\alpha$ of $X$ and every $\varepsilon > 0$, there exists a finite open cover $U$ such that, for any $f \in C(X)$ and any finite set $F \subseteq G$,

$$H_{\mu}(\alpha_F) + \mu(f) \leq P_f(U_F) + |F|\varepsilon.$$  

Proof. From Lemma 6.2 we obtain the existence of an open cover $U$ of $X$ such that $\alpha$ is adapted to $U$ and such that $R_{\mu}(U) \leq \varepsilon$. Consider now $f \in C(X)$ and $F \in F(G)$. Consider
furthermore a finite measurable partition $\beta$ of $X$ that is adapted to $\mathcal{U}_F$. Using Lemma 6.3 we compute

$$H_\mu(\beta) + \mu(f) \leq \sum_{B \in \beta} \mu(B) \left( \sup_{x \in B} f(x) - \log(\mu(B)) \right) \leq \log \left( \sum_{B \in \beta} e^{\sup_{x \in B} f(x)} \right) = \log \sum_{B \in \beta} \sup_{x \in B} e^{f(x)} \leq \sum_{U \in \mathcal{U}_F} \sup_{x \in U} e^{f(x)} = P_f(\mathcal{U}_F).$$

Now consider $g \in F$ and recall that $\mathcal{U}_g \subseteq \mathcal{U}_F \subseteq \mathcal{U}$. Thus for each $B \in \beta$ there exists $U_B \in \mathcal{U}_g$ such that $B \subseteq U_B$. Considering

$$\gamma^{(g)} := \left\{ \bigcup \{ B \in \beta \mid U_B = U \} \mid U \in \mathcal{U}_g \right\} \setminus \{ \emptyset \}$$

we obtain a finite measurable partition of $X$ that is adapted to $\mathcal{U}_g$ and satisfies $\gamma^{(g)} \leq \beta$. The finite measurable partition $\alpha_g$ is also adapted to $\mathcal{U}_g$. Thus the basic properties of the static entropy and the invariance of the overlap ratio allow to estimate

$$H_\mu(\alpha_F|\beta) \leq \sum_{g \in F} H_\mu(\alpha_g|\beta) \leq \sum_{g \in F} H_\mu(\alpha_g|\gamma^{(g)}) \leq \sum_{g \in F} R_\mu(\mathcal{U}_g) \leq |F| R_\mu(\mathcal{U}) \leq |F|\varepsilon.$$

Combining our observations we thus obtain

$$H_\mu(\alpha_F) + \mu(f) \leq H_\mu(\beta) + \mu(f) + H_\mu(\alpha_F|\beta) \leq P_f(\mathcal{U}_F) + |F|\varepsilon. \quad \square$$

**Proof of Theorem 6.1.** Of course, it suffices to verify that $E^{(\text{naive})}_\mu(\pi) + \mu(f) \leq P_f^{(\text{naive})}(\pi) + \varepsilon$ for every $\varepsilon > 0$. For this purpose, let $\varepsilon > 0$. Consider any finite measurable partition $\alpha$ of $X$. By Lemma 6.4 there exists a finite open cover $\mathcal{U}$ such that, for every $F \in \mathcal{F}(G)$,

$$H_\mu(\alpha_F) + \mu(\sum_{F \in \mathcal{F}_+} f) \leq P_{\sum_{F} f}(\mathcal{U}_F) + |F|\varepsilon$$

where we let $\Sigma f := \sum_{F \in \mathcal{F}_+} f \circ \pi^g$. In particular,

$$\inf_{F \in \mathcal{F}_+} H_\mu(\alpha_F) \left( \frac{\mu(\alpha_F)}{|F|} + \mu(f) \right) = \inf_{F \in \mathcal{F}_+} \frac{H_\mu(\alpha_F) + \mu(\sum_{F} f)}{|F|} \leq \inf_{F \in \mathcal{F}_+} \frac{P_{\sum_{F} f}(\mathcal{U}_F) + \varepsilon}{|F|} \leq P_f^{(\text{naive})}(\pi) + \varepsilon.$$

Taking the supremum over all finite measurable partitions of $X$, we conclude that $E^{(\text{naive})}_\mu(\pi) + \mu(f) \leq P_f^{(\text{naive})}(\pi) + \varepsilon$, as desired. \quad \square

**Remark 6.5.** It remains open whether the variational principle holds for naive entropy and naive topological pressure (in case there exist invariant and regular Borel probability measures $\mu$ on $X$). However, if such measures exist and $G$ is metrizable or locally compact, then Theorem 6.7 below readily entails that $\sup_{\mu} E^{(\text{naive})}_\mu(\pi) = E^{(\text{naive})}(\pi) = 0$ as soon as $G$ is non-discrete.

**Remark 6.6.** In [OPS2] and in [Oll85] 5.2.12 the proof of Goodwyn’s half of the variational principle makes heavy use of subadditivity properties of the overlap ratio [Oll85] Proposition 5.2.11] and the following claim. For $\mu \in \mathcal{M}_G(X)$ and all finite open covers $\mathcal{U}$ it is claimed that whenever $\alpha$ is a finite measurable partition of $X$ that is adapted to $\mathcal{U}$ via an injective map $\mathcal{U} : \alpha \to \mathcal{U}$ such that $\mu(\mathcal{U}(A) \setminus A)$ is small, then $\alpha_F$ is adapted to $\mathcal{U}_F$ for any finite set $F \subseteq G$. Considering $X = \{1, 2, 3\}$ and the action of $\mathbb{Z}$ on $X$ introduced by $\pi^1(1) = 3$, $\pi^1(2) = 2$ and $\pi^1(3) = 1$ we can choose the partition $\alpha = \{\{1, 2\}, \{3\}\}$ that is adapted to $\mathcal{U} = \{X, \{1, 3\}\}$ via $\alpha : \to \mathcal{U}$ that sends $\{1, 2\} \to X$ and $\{3\} \to \{1, 3\}$. The Dirac measure $\delta_2$ is then an invariant and regular Borel probability measure that satisfies $\delta_2(\mathcal{U}(A) \setminus A) = 0$ for all $A \in \alpha$. Nevertheless, $\alpha_{(0, 0.1)} = \{\{1\}, \{2\}, \{3\}, \emptyset\}$ and $\mathcal{U}_{(0, 1)} = \mathcal{U}$ and thus clearly $\alpha_{(0, 1)}$ is not adapted to $\mathcal{U}_{(0, 1)}$. In a correspondence with J. M. Ollagnier it was discussed how to repair the proof of the statement in the context of actions of discrete amenable groups and the proof above contains ideas from this discussion.
6.1.2. Naive topological entropy for actions of non-discrete groups. It is well known that naive (measure-theoretic) and topological entropy can only take the values 0 and $\infty$ for actions of non-amenable discrete groups [Bur17]. Our next objective is to show that naive entropy is 0 whenever the acting topological group is non-discrete and, moreover, metrizable or locally compact.

**Theorem 6.7.** For any continuous action $\pi$ of a topological group that contains an infinite precompact subset we have $p_0^{(nv)}(\pi) = 0$.

Since any measure preserving action has a topological model by Proposition 5.2, the combination of Theorem 6.1 and Theorem 6.7 readily entails the following.

**Corollary 6.8.** For any measure preserving action $\pi$ of a topological group that contains an infinite precompact subset we have $E_{\mu}^{(nv)}(\pi) = 0$.

**Remark 6.9.** Let $G$ be a non-discrete topological group. If $G$ is metrizable or locally compact, then $G$ has an infinite compact subset. Indeed, if $G$ is metrizable, then $G$ admits a non-stationary convergent sequence $(g_n)_{n \in \mathbb{N}}$, and we observe that $\{g_n \mid n \in \mathbb{N}\}$ constitutes an infinite compact subset of $G$ [Lev68]. If $G$ is locally compact, then $G$ contains a compact subset with non-empty interior, which is necessarily infinite by non-discreteness of $G$.

In order to prove Theorem 6.7 we need the following notation from [OP82]. Consider a continuous action of a topological group $G$ on a compact Hausdorff space $X$. For $\eta \in U_X$ and $A \subseteq G$, we define $\eta_A := \cap_{g \in A} \eta_g$, where

$$
\eta_g := \{(x,y) \in X^2 \mid (g.x,g.y) \in \eta\} \quad (g \in G).
$$

Conveniently modifying an argument from [Hau20b] Lemma 4.2, we present a short proof of the following statement.

**Lemma 6.10.** Let $G$ be a topological group acting continuously on a compact Hausdorff space $X$. For $\eta \in U_X$ and $A \subseteq G$ precompact we have $\eta_A \in U_X$.

**Proof.** Consider a symmetric $\kappa \in U_X$ such that $\kappa \kappa \kappa \subseteq \eta$. Since $\pi$ is continuous and $X$ is compact, a standard argument shows that there exists an identity neighbourhood $V \in U(G)$ such that $\{(g.x,x) \mid g \in G, x \in X\} \subseteq \kappa$. By $A$ being precompact, there is a finite subset $F \subseteq G$ with $A \subseteq VF$. A straightforward computation now shows that $\eta_A \supseteq \kappa_F \in U_X$. □

Consider a continuous action of a topological group $G$ on a compact Hausdorff space $X$. For open covers $U$ and $V$ of $X$ and a subset $A \subseteq G$, we say that $V$ $A$-refines $U$ if, for each $g \in A$, the cover $V$ is finer than $U_g$. From [Sch15] Lemma 3.2] we quote the following for which we include a short (alternative) proof.

**Lemma 6.11.** Let $G$ be a topological group acting continuously on a compact Hausdorff space $X$. If $U$ is a finite open cover of $X$ and $A \subseteq G$ is precompact, then there exists a finite open cover $V$ of $X$ which $A$-refines $U$.

**Proof.** Let $\eta$ be a Lebesgue entourage of $U$. Since $\eta_A \in U_X$ for $x \in X$ there exists an open neighbourhood $V_x$ of $x$ that is contained in $\eta_A[x]$. For $g \in A$ we observe the existence of $U \in U_g$ such that $V_x \subseteq \eta_g[x] \subseteq U$ and hence that $\{V_x \mid x \in X\}$ $A$-refines $U$. Since $X$ is compact we can choose a finite subcover $V$ of $\{V_x \mid x \in X\}$. □

**Proof of Theorem 6.7.** Let $U$ be a finite open cover of $X$ and consider an infinite and precompact set $A$. Let $V$ be a finite open cover that $A$-refines $U$. In particular we obtain that $V$ is finer than $U_F$ for all finite subsets $F \subseteq A$ and thus $P_0(U_F) = \log |U_F| \leq |V| < \infty$. Since $A$ is assumed to be infinite, we observe

$$
\inf_{F \in \mathcal{F}_+(G)} \frac{P_0(U_F)}{|F|} = 0.
$$

Taking the supremum over all finite open covers of $X$, we obtain the statement. □

We conclude this subsection with an example of a non-precompact topological group that does not contain an infinite precompact subset, which has been communicated to the authors by Maxime Gheysens.
Example 6.12. Let $H$ be any non-trivial discrete group (such as, for example, the additive group of integers). Furthermore, consider any uncountable set $I$. We turn the direct power $G := H^I$ into a topological group by endowing it with the countable-box topology, i.e. the one generated by the basic open subsets of the form

$$\{ g \in G \mid \forall i \in C : g_i \in U_i \},$$

where $C$ is any countable subset of $I$ and $(U_i)_{i \in C}$ is any family of subsets of $H$. It is easy to verify that this topology indeed constitutes a group topology on $G$. Moreover, this topology is non-discrete (for cardinality reasons) and Hausdorff (as it contains the usual product topology). Now, the topological group $G$ has the additional property that each of its countable subsets is uniformly discrete. Indeed, if $A$ is a countable subset of $G$, then for any pair $(g, h) \in A \times A$ with $g \neq h$, we can find an index $i(g, h) \in I$ such that $g_i(g, h) \neq h_i(g, h)$, so that $A$ will be $U$-discrete for the open identity neighborhood

$$U := \{ g \in G \mid \forall i \in C : g_i \in \{ e_H \} \} \in \mathcal{U}(G),$$

where $C := \{ i(g, h) \mid g, h \in A, g \neq h \}$. Consequently, $G$ cannot posses any countably infinite precompact subset, which – by the axiom of choice – entails that $G$ does not contain any infinite precompact subset at all. Choosing $H$ to be abelian, the group $G$ will be abelian, too, thus amenable even as a discrete group.

6.2. Ollagnier entropy. Let $\pi$ be a measure preserving action of an amenable topological group $G$ on a probability space $(X, \mu)$. Recall from the introduction that we define Ollagnier entropy as

$$E_{\mu}^{\text{Oll}}(\pi) := \sup_{\alpha} \lim_{n \to \infty} \frac{H_\mu(\alpha F_n)}{|F_n|},$$

where the supremum is taken over all finite measurable partitions of $X$ and where $(F_n)_{n \in I}$ is a thin Følner net. Here the limit exists and is independent from the choice of a thin Følner net by Ollagnier’s Lemma (Theorem 3.4), which can be applied by the following lemma.

Lemma 6.13. Let $\pi$ be a measure preserving action of a topological group $G$ on a probability space $(X, \mu)$. For any finite measurable partition $\alpha$ of $X$, the map

$$\mathcal{F}_+ (G) \to \mathbb{R}_{\geq 0}, \quad F \mapsto H_\mu(\alpha F)$$

is right-invariant, continuous and satisfies Shearer’s inequality.

Proof. Let $\alpha$ be a finite measurable partition of $X$. It is standard to show that the considered map is right-invariant and satisfies Shearer’s inequality (see, e.g., [DPR16]). To show the continuity, consider any $F \in \mathcal{F}_+(G)$. Since $\pi$ is measure preserving, there exists an open neighbourhood $V$ of $c_G$ such that $\mu(A \Delta g.A) < \varepsilon/(|F||\alpha F|)$ for each $A \in \alpha$. Now, let $E \in \mathcal{V}(F)$ and choose a bijection $b : F \to E$ such that $b(g) \in Vg$ for each $g \in F$. For any map $A^\alpha : F \to \alpha$, we observe that

$$\mu\left( \left( \bigcap_{g \in F} g^{-1}.A(g) \right) \triangle \left( \bigcap_{g \in F} (b(g))^{-1}.A(g) \right) \right) \leq \mu\left( \bigcup_{g \in F} g^{-1}.A(g) \triangle (b(g))^{-1}.A(g) \right) \leq \sum_{g \in F} \mu\left( g^{-1}.A(g) \triangle (b(g))^{-1}.A(g) \right) = \sum_{g \in F} \mu\left( (b(g))^{-1}.A(g) \triangle A(g) \right) \leq \frac{|F| \varepsilon}{|\alpha F|} = \varepsilon |\alpha F|.$$

This shows that

$$\mathcal{F}_+ (G) \to \mathbb{R}_{\geq 0}, \quad F \mapsto \sum_{A^\alpha \in \alpha F} \mu\left( \left( \bigcap_{g \in F} g^{-1}.A(g) \right) \triangle \left( \bigcap_{g \in F} (b(g))^{-1}.A(g) \right) \right)$$

is continuous. By a standard argument (as for example contained in [Wal82, Lemma 4.15]), we thus obtain the continuity of $\mathcal{F}_+ (G) \to \mathbb{R}_{\geq 0}, \quad F \mapsto H_\mu(\alpha F)$.

As another application of Ollagnier’s Lemma we obtain that the limit in the definition of the Ollagnier entropy is actually an infimum, i.e. the following.

Theorem 6.14. Any measure preserving action $\pi$ of an amenable topological group on a probability space $(X, \mu)$ satisfies $E_{\mu}^{\text{Oll}}(\pi) = E_{\mu}^{\text{ne}}(\pi)$. 

From Corollary 6.8 we conclude the following.

**Corollary 6.15.** Let $\pi$ be a measure preserving action of an amenable topological group $G$ on a probability space $(X, \mu)$. If $G$ contains an infinite precompact subset, then $E^{(\text{OW})}_\mu(\pi) = 0$.

### 6.3. Ornstein-Weiss entropy

Let $G$ be an amenable unimodular locally compact group and consider a van Hove net $A = (A_i)_{i \in I}$ and a Delone set $\omega$ in $G$. For a measure preserving action $\pi$ of $G$ on a probability space $(X, \mu)$ we define the Ornstein-Weiss entropy as

$$E^{(\text{OW})}_{\mu, A, \omega}(\pi) := \sup \limsup_{i \to \infty} \frac{H_\mu(\alpha_{A_i} \cap \omega)}{\theta(A_i)},$$

where the supremum is taken over all finite measurable partitions of $X$. For a continuous action $\pi$ of $G$ on a compact Hausdorff space $X$ and $f \in C(X)$ we define the Ornstein-Weiss topological pressure as

$$p_f^{(\text{OW})}(\pi) := \sup \limsup_{i \to \infty} \frac{P_f(U_i \cap \omega)}{\theta(A_i)},$$

where the supremum is taken over all finite open covers $U$ of $X$. We will next show that these notions are independent of the choice of a van Hove net $A$ and a Delone set $\omega$.

#### 6.3.1. Ornstein-Weiss entropy

Consider a measure preserving action $\pi$ of an amenable unimodular locally compact group $G$ on a probability space $(X, \mu)$. Note that Ornstein-Weiss entropy is an invariant under algebra isomorphism of measure preserving actions (for a fixed van Hove net and a fixed Delone set). Thus by considering a topological model of $\pi$ (see Proposition 5.2) we thus assume without loss of generality that $X$ is a compact Hausdorff space, that $\mu$ is a regular Borel probability measure on $X$ and that $\pi$ is a continuous action on $X$. This topological setup will allow us to present an alternative approach to Ornstein-Weiss entropy that facilitates an application of the Ornstein-Weiss lemma. For $\eta \in \mathbb{U}_X$ we define $H_\mu[\eta] := \inf_\alpha H_\mu(\alpha)$, where the infimum is taken over all finite measurable partitions $\alpha$ of $X$ at scale $\eta$. Now recall from Subsection 6.1.2 that we define $\eta_A := \bigcap_{\eta \in A} \{ (x, y) \in X^2 \mid (g, x, g, y) \in \eta \}$ and that $\eta_A \in \mathbb{U}_X$ for any compact subset $A \subseteq G$. It is straightforward to show that $K(G) \ni A \mapsto H_\mu[\eta_A]$ is monotone, right-invariant and subadditive. The Ornstein-Weiss lemma thus allows to define

$$E^{(\text{OW})}_{\mu, \eta}(\pi, \eta) := \lim_{i \to \infty} \frac{H_\mu[\eta_A]}{\theta(A_i)},$$

independently from the choice of the van Hove net. We will next show the following.

**Theorem 6.16.** Let $\pi$ be a continuous action of an amenable unimodular locally compact group on a compact Hausdorff space $X$ and $\mu$ be an invariant regular Borel probability measure on $X$. For any van Hove net $A$ and any Delone set $\omega$ in $G$, we have

$$E^{(\text{OW})}_{\mu, A, \omega}(\pi) = \sup_{\eta \in \mathbb{U}_X} E^{(\text{OW})}_{\mu}(\pi, \eta).$$

**Corollary 6.17.** For any measure preserving action $\pi$ of an amenable unimodular locally compact group on a probability space $(X, \mu)$, the Ornstein-Weiss entropy

$$E^{(\text{OW})}_{\mu}(\pi) := E^{(\text{OW})}_{\mu, A, \omega}(\pi)$$

is independent of both the choice of a van Hove net and the choice of a Delone set.

**Remark 6.18.** It would be interesting to clarify the relationship between our notion of Ornstein-Weiss entropy and the notions of spatial entropy and orbital entropy considered in [OWS7].

We begin the proof of Theorem 6.16 with the following lemma.

**Lemma 6.19.** Let $\mu$ be a regular Borel probability measure on a compact Hausdorff space $X$. For $\varepsilon > 0$ and a finite measurable partition $\alpha$ of $X$ there exists $\eta \in \mathbb{U}_X$ such that $\alpha$ is at scale $\eta$ and such that $H_\mu(\alpha|\beta) < \varepsilon$ for every finite measurable partition $\beta$ of $X$ at scale $\eta$. 
Proof. We represent $\alpha := \{A_1, \ldots, A_r\}$. It is well known that there exists $\delta > 0$ such that whenever $\gamma = \{C_1, \ldots, C_r\}$ is a partition that satisfies $\sum_{i=1}^r \mu(A_i \Delta C_i) < \delta$, then $H_\mu(\alpha|\gamma) < \varepsilon$ [Wal82 Lemma 4.15]). As $\mu$ is regular there exist compact subsets $D_i \subseteq A_i$ with $\mu(A_i \setminus D_i) \leq \delta/(2r^2)$ for $i \in \{1, \ldots, r\}$. Let $D_0 := X \setminus \bigcup_{i=1}^r D_i$, $U_i := D_0 \cup D_i$, $\eta := \bigcup_{i=1}^r (U_i \times U_i)$ and $U := \{U_1, \ldots, U_r\}$. Clearly $\alpha$ is at scale $\eta$.

Consider a finite measurable partition $\beta$ at scale $\eta$. Let $B \subseteq \beta$. Whenever $B \subseteq D_0$, then $B \subseteq U_i$ for any $i \in \{1, \ldots, r\}$. Otherwise, there exists $i \in \{1, \ldots, r\}$ and $d \in B$ with $d \in D_i$. In particular, observe $d \not\in U_j$ for $j \in \{1, \ldots, r\}$ with $j \neq i$. For $b \in B$ we have $(b, d) \in B^2 \subseteq \eta = \bigcup_{i=1}^r U_i$ and hence $b \in U_i$. This shows $B \subseteq U_i$ and we have shown that $\beta$ is finer than $U$. In particular, there exists a finite measurable partition $\gamma = \{C_1, \ldots, C_r\}$ of $X$ with $C_i \subseteq U_i$ and $U \leq \gamma \leq \beta$. Since $\gamma$ is a partition we obtain $D_i \subseteq C_i$ for all $i \in \{1, \ldots, r\}$ and compute $C_i \Delta A_i \subseteq (U_i \setminus D_i) \cup (A_i \setminus D_i) = D_0 \cup (A_i \setminus D_i)$ and hence

$$\mu(C_i \Delta A_i) \leq \mu(D_0) + \mu(A_i \setminus D_i) \leq \delta/(2r) + \delta/(2r^2) \leq \delta/r.$$ 

Our choice of $\delta$ thus implies $H_\mu(\alpha|\beta) \leq H_\mu(\alpha|\gamma) \leq \varepsilon$. \qed

Remark 6.20. Consider $\mathcal{U}$ as constructed in the previous proof. It is standard to show that any finite measurable partition $\beta$ of $X$ that is finer than $U$ satisfies $H_\mu(\alpha|\beta) \leq \varepsilon$. For example, this argument is carried out in the proof of [HYZ11 Theorem 3.5]. Nevertheless, we decided to include the short proof for the reader’s convenience.

Lemma 6.21. Let $G$ be an amenable unimodular locally compact group. Let $\omega \subseteq G$ be closed and let $K \subseteq G$ be compact such that $K \omega = G$. Let $(A_i)_{i \in I}$ be a van Hove net in $G$ and define $F_i := \omega \cap A_i$ for each $i \in I$. Then, the net $(KF_i)_{i \in I}$ is van Hove and satisfies $\lim_{i \in I} \theta(KF_i)/\theta(A_i) = 1$ and

$$\lim_{i \in I} \theta(KF_i \triangle A_i)/\theta(A_i) = \lim_{i \in I} \theta(KF_i \triangle A_i)/\theta(KF_i) = 0.$$ 

Proof. From Lemma 6.20 we obtain the existence of a van Hove net $(B_i)_{i \in I}$ that satisfies $K^{-1}B_i \subseteq A_i$ and $B_i \subseteq K^{-1}A_i$ for all $i \in I$ and furthermore $\lim_{i \in I} \theta(B_i)/\theta(A_i) = 1$. It is straightforward to show that $B_i \subseteq KF_i$. We compute

$$1 \leq \frac{\theta(B_i)}{\theta(A_i)} \leq \frac{\theta(KF_i)}{\theta(A_i)} \leq \frac{\theta(KA_i)}{\theta(A_i)} \to 1$$

and observe $\lim_{i \in I} \theta(KF_i)/\theta(A_i) = 1$. We furthermore obtain $(KF_i)^c \subseteq B_i^c \subseteq KA_i$. For a compact subset $C \subseteq G$ this allows to compute

$$\partial_C(KF_i) = CKF_i \cap C(KF_i)^c \subseteq CKA_i \cap CKA_i^c = \partial_C K A_i.$$ 

We deduce that $(KF_i)_{i \in I}$ is a van Hove net. To show $\lim_{i \in I} \theta(KF_i \triangle A_i)/\theta(A_i) = 0$ let $k \in K$. As $\mathcal{P}(X)$ is an abelian group under $\triangle$, with the identity as inverse map and neutral element $\emptyset$, we compute

$$KF_i \triangle A_i = KF_i \triangle \emptyset \triangle A_i = (KF_i \triangle kA_i) \triangle (kA_i \triangle A_i) \leq (KF_i \triangle kA_i) \cup (kA_i \triangle A_i)$$

$$\subseteq \{kA_i \setminus kA_i\} \cup \{kA_i \setminus KF_i\} \cup (kA_i \setminus A_i)$$

$$\subseteq \partial_K A_i \cup (kA_i \setminus KF_i) \cup \partial_{\{kA_i \setminus k\}} A_i \cup \partial_{\{kA_i \setminus k\}} A_i.$$ 

Now recall that $B_i \subseteq KF_i$ and $K^{-1}B_i \subseteq A_i$. Hence $B_i \subseteq kA_i$ and we obtain

$$0 \leq \frac{\theta(kA_i \setminus KF_i)}{\theta(A_i)} \leq \frac{\theta(kA_i \setminus B_i)}{\theta(A_i)} = \frac{\theta(kA_i)}{\theta(A_i)} - \frac{\theta(B_i)}{\theta(A_i)} \to 1 - 1 = 0.$$ 

Since $(A_i)_{i \in I}$ is van Hove, we conclude

$$0 \leq \frac{\theta(KF_i \triangle A_i)}{\theta(A_i)} \leq \frac{\theta(\partial_K A_i)}{\theta(A_i)} + \frac{\theta(kA_i \setminus KF_i)}{\theta(A_i)} + \frac{\theta(\partial_{\{kA_i \setminus k\}} A_i)}{\theta(A_i)} \to 0,$$

as desired and furthermore, $\lim_{i \in I} \theta(KF_i \triangle A_i)/\theta(KF_i) = 0$. \qed

Proof of Theorem 6.19. Let $A := (A_i)_{i \in I}$ be a van Hove net and $\omega$ be a Delone set in $G$. Let $K \subseteq G$ be a compact subset such that $K \omega = G$ and $e_G \in K$. Let $V$ be a compact neighbourhood of $e_G$ such that $(Vv)_{v \in \omega}$ is a disjoint family. We abbreviate $F_i := A_i \cap \omega$ and
observe $\eta_F, \geq \eta_K F, = (\eta_K) F, \cdot$. Hence $H_\mu[\eta_F] \leq H_\mu[\eta_K F] = H_\mu[(\eta_K) F]$. Since $\eta_K \in U_X$ we observe
\[
\limsup_{i \in I} \frac{H_\mu[\eta_F]}{\theta(A_i)} \leq \limsup_{i \in I} \frac{H_\mu[\eta_K F]}{\theta(A_i)} \leq \sup_{\eta \in U_X} \limsup_{i \in I} \frac{H_\mu[\eta_F]}{\theta(A_i)}.
\]
Taking the supremum over all $\eta \in U_X$ we obtain from Lemma 6.21 that
\[
\sup_{\eta \in U_X} E_\mu^{(OW)}[\pi, \eta] = \sup_{\eta \in U_X} \limsup_{i \in I} \frac{H_\mu[\eta_F]}{\theta(A_i)} = \sup_{\eta \in U_X} \limsup_{i \in I} \frac{H_\mu[\eta_K F]}{\theta(A_i)} = \sup_{\eta \in U_X} \limsup_{i \in I} \frac{H_\mu[\eta_F]}{\theta(A_i)}.
\]
Now consider $\eta \in U_X$ and a finite measurable partition $\alpha$ of $X$ at scale $\eta$. Then $\alpha_F$ is at scale $\eta_F$, and hence $H_\mu[\eta_F] \leq H_\mu(\alpha_F)$. This shows
\[
\sup_{\eta \in U_X} E_\mu^{(OW)}[\pi, \eta] = \sup_{\eta \in U_X} \limsup_{i \in I} \frac{H_\mu[\eta_F]}{\theta(A_i)} \leq \sup_{\alpha} \limsup_{i \in I} \frac{H_\mu(\alpha_F)}{\theta(A_i)} = E_\mu^{(OW)}(\pi),
\]
where the last supremum is taken over all finite measurable partitions $\alpha$ of $X$.

To show the reverse inequality, let $\epsilon > 0$ and $\alpha$ be a finite measurable partition of $X$. By Lemma 6.19 there exists an entourage $\eta \in U_X$ such that, for any finite measurable partition $\gamma$ of $X$ at scale $\eta$, we have $H_\mu(\alpha|\gamma) < \epsilon$. For $i \in I$ we consider a finite measurable partition $\beta$ of $X$ at scale $\eta_F$. Clearly $\beta_{g-1} := \{g(B) : B \in \beta\}$ is at scale $\eta$ for any $g \in F_i$ and hence $H_\mu(\alpha|\beta_{g-1}) < \epsilon$. This observation allows to compute
\[
H_\mu(\alpha_F) \leq H_\mu(\beta) + H_\mu(\alpha_F|\beta) \leq H_\mu(\beta) + H_\mu(\alpha|\beta)
\]
\[
= H_\mu(\beta) + H_\mu(\alpha|\beta_{g-1}) \leq H_\mu(\beta) + [F_i] \epsilon.
\]
Taking the infimum over all finite measurable partitions $\beta$ of $X$ at scale $\eta_F$, it follows that
\[
H_\mu(\alpha_F) \leq H_\mu[\eta_F] + [F_i] \epsilon \leq H_\mu[\eta_A] + [F_i] \epsilon.
\]
Here we used $F_i \subseteq A_i$ for the second inequality. By our choice of $V$ we furthermore know that $(V g)_{g \in F_i}$ is a disjoint family. Hence $\theta(V A_i) \geq \sum_{g \in F_i} \theta(V g) = |F_i| \theta(V)$, and Lemma 6.21 implies that
\[
\limsup_{i \in I} \frac{|F_i|}{\theta(A_i)} = \limsup_{i \in I} \frac{|F_i|}{\theta(V A_i)} \leq \frac{1}{\theta(V)}.
\]
Combining our observations we conclude that
\[
\limsup_{i \in I} \frac{H_\mu(\alpha_F)}{\theta(A_i)} \leq \sup_{\eta \in U_X} \limsup_{i \in I} \frac{H_\mu[\eta_F]}{\theta(A_i)} + \epsilon \limsup_{i \in I} \frac{|F_i|}{\theta(V A_i)} \leq E_\mu^{(OW)}[\pi, \eta] + \frac{\epsilon}{\theta(V)}.
\]
Since $\epsilon > 0$ was arbitrary, this shows that
\[
\limsup_{i \in I} \frac{H_\mu(\alpha_F)}{\theta(A_i)} \leq E_\mu^{(OW)}[\pi, \eta] \leq \sup_{\eta \in U_X} E_\mu^{(OW)}[\pi, \eta].
\]
Taking the supremum over all finite measurable partitions $\alpha$ of $X$ now yields the desired statement. \hfill \Box

Remark 6.22. Note that the previous proof also shows that, for any finite measurable partition $\alpha$ of $X$, there exists a constant $c \in \mathbb{R}$ (independent of the choice of $(A_i)_{i \in I}$ or $\omega$) such that
\[
\limsup_{i \in I} \frac{H_\mu(\alpha_{A_i \cap \omega})}{\theta(A_i)} \leq c.
\]
Indeed, there exists $\eta \in U_X$ such that $\limsup_{e \in I} H_\mu(\alpha_{A_i \cap \omega})/\theta(A_i) \leq E_\mu^{(OW)}[\pi, \eta]$, where the latter is finite as a consequence of the Ornstein-Weiss lemma.

Furthermore, with similar arguments as above one shows that the limit superior in the formula of Ornstein-Weiss entropy can be replaced by a limit inferior.

Recall that we introduced Delone sets, as we wanted $A_i \cap \omega$ to be finite. It is natural to ask, whether one can replace Delone sets by locally finite and relatively dense sets in our definition of entropy. The next example shows that this is not the case.
Example 6.23. Let $\mathbb{T} := \mathbb{R}/\mathbb{Z}$ be the circle equipped with the Lebesgue measure $\lambda$. Then $\pi^g(x) := x + g \mod 1$ defines a continuous action of $\mathbb{R}$ on $\mathbb{T}$ with $E_{\{1\}}(\pi) = 0$. Consider the finite measurable partition $\alpha := \{[0, 1/2), [1/2, 1]\}$ of $\mathbb{T}$. Then $\omega := \mathbb{Z} \cup \{n \in \mathbb{N} | 2^n z \in \mathbb{Z}\}$ is a locally finite and relatively dense set for which $\alpha_{[0,n]}$ consists of $2^n$ intervals of equals length. Thus,

$$\lim_{n \to \infty} \frac{H_\lambda(\alpha_{[0,n]}{\omega})}{\theta([0,n])} = \log(2).$$

6.4. Ornstein-Weiss topological pressure. Let $\pi$ be a continuous action of an amenable unimodular locally compact group $G$ on a compact Hausdorff space $X$. Consider any $f \in C(X)$ and $\eta \in \mathbb{U}_X$. Define $P_f[\eta] := \inf_{\mathcal{U} \in \mathcal{X}} \mathcal{P}_f(\mathcal{U})$, where the infimum is taken over all finite open covers $\mathcal{U}$ of $X$ at scale $\eta$. We next show that the Ornstein-Weiss lemma can also be applied in this context.

**Proposition 6.24.** Let $\pi$ be a continuous action of an amenable unimodular locally compact group $G$ on a compact Hausdorff space $X$, and let $f \in C(X)$ and $\eta \in \mathbb{U}_X$. For every van Hove net $(A_i)_{i \in I}$ in $G$, the limit

$$p_f[\pi, \eta] := \lim_{i \in I} \frac{P_{fA_i}(\eta A_i)}{\theta(A_i)}$$

exists, is finite, and does not depend on the particular choice of $(A_i)_{i \in I}$.

**Proof.** It is straightforward to show that, if $f \geq 0$, then $K(\pi) \ni A \mapsto P_{fA}(\eta A)$ is monotone, right-invariant and subadditive, and then the statement follows from the Ornstein-Weiss lemma. In general, since $X$ is compact, there exists $c \in \mathbb{R}$ with $f + c \geq 0$. Another standard argument shows that $P_{(f+c)A}(\eta A) = P_{fA}(\eta A) + c\theta(A)$ for every compact subset $A \subseteq G$, and hence we obtain the general statement. \hfill $\square$

Similar as above we have the following.

**Theorem 6.25.** Let $\pi$ be a continuous action of an amenable unimodular locally compact group $G$ on a compact Hausdorff space $X$ and $f \in C(X)$. For any van Hove net $A$ and any Delone set $\omega$ in $G$, we have

$$P_{f,A,\omega}(\pi) = \sup_{\eta \in \mathbb{U}_X} p_f[\pi, \eta].$$

In particular, $P_{f,A,\omega}(\pi) := P_{f,A,\omega}(\pi)$ is independent of the choice of a van Hove net and the choice of a Delone set.

**Proposition 6.26.** Let $\pi$ be a continuous action of an amenable unimodular locally compact group $G$ on a compact Hausdorff space $X$. For any $f \in C(X)$, any van Hove net $(A_i)_{i \in I}$ and any locally finite and relatively dense set $\omega$ in $G$ we have

$$\sup_{\eta \in \mathbb{U}_X} p_f[\pi, \eta] \leq \sup_{\eta \in \mathbb{U}_X} \limsup_{i \in I} \frac{P_{fA_i}(\eta A_i \cap \omega)}{\theta(A_i)}.$$

The formula remains valid if the limit superior is replaced by a limit inferior.

**Proof.** Let $K \subseteq G$ be a compact subset such that $K\omega = G$ and $e_G \in K$. Define $F_i := A_i \cap \omega$. From Lemma 6.21 we know that $(KF_i)_{i \in I}$ is a van Hove net in $G$ that satisfies

$$\lim_{i \in I} \theta(KF_i)/\theta(A_i) = 1$$

and $\lim_{i \in I} \theta((KF_i) \triangle A_i)/\theta(KF_i) = 0$. From

$$\left| \frac{P_{fK_iF_i}(\eta KF_i)}{\theta(KF_i)} - \frac{P_{fA_i}(\eta A_i)}{\theta(KF_i)} \right| \leq \frac{\|f_{KF_i} - f_{A_i}\|_{\infty}}{\theta(KF_i)} \leq \frac{\theta(KF_i \triangle A_i)}{\theta(KF_i)} \|f\|_{\infty}$$

we thus obtain

$$p_f[\pi, \eta] = \lim_{i \in I} \frac{P_{fK_iF_i}(\eta KF_i)}{\theta(KF_i)} = \lim_{i \in I} \frac{P_{fA_i}(\eta KF_i)}{\theta(KF_i)}.$$

From $(\eta)_K = \eta K$, and $\eta K \in \mathbb{U}_X$ we thus observe

$$p_f[\pi, \eta] \leq \sup_{\epsilon \in \mathbb{U}} \limsup_{i \in I} \frac{P_{fA_i}(\epsilon KF_i)}{\theta(KF_i)} \leq \sup_{\epsilon \in \mathbb{U}} \lim_{i \in I} \frac{P_{fA_i}(\epsilon KF_i)}{\theta(KF_i)} = \sup_{\epsilon \in \mathbb{U}} p_f[\pi, \epsilon].$$
Taking the supremum over all $\eta \in \mathcal{U}_X$ yields the statement. □

**Proof of Theorem 6.25.** Again we denote $F_i := A_i \cap \omega$. Consider $\eta \in \mathcal{U}_X$ and a finite open cover $\mathcal{U}$ at scale $\eta$. For $i \in I$ we observe that $\mathcal{U}_{F_i}$ is at scale $\eta_{F_i}$ and hence

$$P_{f_{\mathcal{A}_i}}[\eta_{F_i}] \leq P_{f_{\mathcal{A}_i}}(\mathcal{U}_{F_i}).$$

From Proposition 6.26 we thus obtain

$$p_f^{(OW)}(\pi, \eta) = \limsup_{i \in I} \frac{P_{f_{\mathcal{A}_i}}[\eta_{F_i}]}{\theta(A_i)} \leq \limsup_{i \in I} \frac{P_{f_{\mathcal{A}_i}}(\mathcal{U}_{F_i})}{\theta(A_i)} \leq p_f^{(OW)}(\pi).$$

As $\eta$ was arbitrary we observe $\sup_{\eta \in \mathcal{U}_X} p_f^{(OW)}(\pi, \eta) \leq p_f^{(OW)}(\pi)$. To show the reverse direction let $\mathcal{U}$ be a finite open cover of $X$. Consider a Lebesgue entourage $\eta$ of $\mathcal{U}$. It is straightforward to show that any finite open cover $\mathcal{V}$ at scale $\eta_{F_i}$ is finer than $\mathcal{U}_{F_i}$ and we observe $P_{f_{\mathcal{A}_i}}(\mathcal{U}_{F_i}) \leq P_{f_{\mathcal{A}_i}}[\eta_{F_i}]$ and we conclude the statement of Theorem 6.25 from Proposition 6.26. □

**Remark 6.27.** The arguments above allow to conclude that for any locally finite and relatively dense subsets $\omega$ (and any van Hove net $(A_i)_{i \in I}$) we have

$$p_f^{(OW)}(\pi) = \sup_{\mathcal{U}} \limsup_{i \in I} \frac{P_{f_{\mathcal{A}_i}}(\mathcal{U}_{A_i} \cap O)}{\theta(A_i)}.$$

See Example 6.23 for a locally finite and relatively dense subset that is not a Delone set.

**Remark 6.28.** Lemma 6.11 facilitates a third approach to Ornstein-Weiss topological pressure. Indeed, recall from this lemma that for any finite open cover $\mathcal{U}$ and any compact set $A$ in $G$ there exists a finite open cover $\mathcal{V}$ that $A$-refines $\mathcal{U}$. For $f \in C(X)$ we define $P_f(\mathcal{U}, A) := \inf_{\mathcal{V}} P_f(\mathcal{V})$, where the infimum is taken over all such $\mathcal{V}$. A straightforward argument shows that, if $f$ is positive, then $K(G) \rightarrow \mathbb{R}_{\geq 0}$, $A \mapsto P_f(\mathcal{U}, A)$ is monotone, right invariant and subadditive. For general $f \in C(X)$, we apply the Ornstein-Weiss lemma as above to obtain that the following limit exists, is finite and does not depend on the choice of a van Hove net $(A_i)_{i \in I}$ in $G$. We define

$$p_f^{(OW)}(\pi, \mathcal{U}) := \lim_{i \in I} \frac{P_{f_{\mathcal{A}_i}}(\mathcal{U}_{A_i})}{\theta(A_i)}.$$

Note that, for every finite set $F \subseteq G$, we have $P_f(\mathcal{U}, F) = P_f(\mathcal{U}_{F}).$ With a similar argument as in the proof of Proposition 6.26 we observe

$$p_f^{(OW)}(\pi) = \sup_{\mathcal{U}} p_f^{(OW)}(\pi, \mathcal{U}),$$

where the supremum is taken over all finite open covers $\mathcal{U}$ of $X$.

6.5. **Restricting to uniform lattices.** With the following lemma we introduce the notion of a *density* $\text{dens}(\omega)$ of a uniform lattice $\omega$ in an amenable unimodular amenable group. This allows to relate averaging along van Hove nets in $G$ to averaging along van Hove nets in the discrete subgroup $\omega$.

**Lemma 6.29.** Let $\omega$ be a uniform lattice in an amenable unimodular locally compact group $G$ and $(A_i)_{i \in I}$ be a van Hove net in $G$. Then $(A_i \cap \omega)_{i \in I}$ is a van Hove net in $\omega$ for which

$$\text{dens}(\omega) := \lim_{i \in I} \frac{|A_i \cap \omega|}{\theta(A_i)}$$

exists. This limit is independent of the choice of the van Hove net $(A_i)_{i \in I}$.

**Proof.** Let $C$ be a regular and precompact fundamental domain of $\omega$ with non-empty interior. Let $K$ denote the closure of $C$ and $F_i := A_i \cap \omega$. Then $\theta(K F_i) = \theta(K)|F_i|$ and we obtain $\lim_{i \in I} |F_i|/\theta(A_i) = \theta(K)^{-1} \lim_{i \in I} \theta(K F_i)/\theta(A_i) = \theta(K)^{-1}$ from Lemma 6.21. With a standard argument one obtains that the existence of this limit (for all van Hove nets) implies the independence of the choice of a van Hove net [Kri10].
In order to show that $(F_i)_{i \in I}$ constitutes a van Hove net in $\omega$, let $F \subseteq G$ be a compact subset and denote by $\partial^c F_i$ the $F$-boundary of $F_i$ in $\omega$. A straightforward computation shows that $\text{CD}^c F_i \subseteq \partial^c F_i$ for \( i \in I \), and hence
\[
0 \leq \limsup_{i \in I} \frac{\text{CD}^c F_i}{|F_i|} = \limsup_{i \in I} \frac{\theta(\text{CD}^c F_i)}{\theta(C F_i)} \leq \limsup_{i \in I} \frac{\theta(\partial^c F_i)}{\theta(C F_i)} = \lim_{i \in I} \frac{\theta(\partial^c F_i)}{\theta(A_i)} = 0. \quad \square
\]

From the following we obtain that Ornstein-Weiss entropy and topological pressure restrict to the classical definitions in the context of actions of discrete amenable groups. In particular, we obtain that our notion agrees with the notion considered in [Fei80] in the context of actions of $\mathbb{R}^d$.

**Theorem 6.30.** Let $\pi$ be an action of an amenable unimodular locally compact group $G$ and $\varphi$ be the restriction of $\pi$ to a uniform lattice $\omega \subseteq G$. Let $K$ be the closure of a regular and precompact fundamental domain of $\omega$

(i) If $\pi$ is a measure preserving action on a probability space $(X, \mu)$, so is $\varphi$ and we have
\[
E^{(\text{OW})}_\mu(\pi) = \text{dens}(\omega) E^{(\text{OW})}_\mu(\varphi).
\]

(ii) If $\pi$ is a continuous action on a compact Hausdorff space $X$, so is $\varphi$ and for any $f \in C(X)$ we have
\[
p^{(\text{OW})}_f(\pi) = \text{dens}(\omega) p^{(\text{OW})}_f(\varphi).
\]

**Proof of Theorem 6.30.** We obtain the first formula as a direct consequence of the definition of the Ornstein-Weiss entropy and Lemma 6.29. In order to show the second formula we consider the closure $K$ of a regular and precompact fundamental domain $C$ of $\omega$ and a van Hove net $(A_i)_{i \in I}$ in $G$. Let $K$ denote the closure of $C$ and $F := A_i \cap \omega$. Now recall from Lemma 6.29 that $(K F_i)_{i \in I}$ is a van Hove net in $G$. From the proof of Lemma 6.29 we know that $\text{dens}(\omega) = \theta(K)^{-1}$ and from the regularity of $C$ we observe $\text{CD} F_i = \text{CD}_F = \sum F_i K F_i$. For $\eta \in U_X$ we compute
\[
p^{(\text{OW})}_f(\pi, \eta) = \lim_{i \in I} p^{(\text{OW})}_{K F i}(\eta \eta F_i) = \lim_{i \in I} \frac{\sum_{F_i} f K F_i (\eta \eta F_i)}{\theta(K F_i)} = \text{dens}(\omega) p^{(\text{OW})}_{f K}(\pi, \eta K).
\]
Consider $k \in K$. Since $\eta_k \geq \eta_k \in U_X$ for $\eta \in U_X$ we observe
\[
p^{(\text{OW})}_{f K}(\varphi) = \sup_{\eta \in U_X} p^{(\text{OW})}_{f K}(\varphi, \eta K) \leq \sup_{\eta \in U_X} p^{(\text{OW})}_{f K}(\eta K) \leq \sup_{\epsilon \in U_X} p^{(\text{OW})}_{f K}(\varphi, \epsilon) = p^{(\text{OW})}_{f K}(\varphi)
\]
The combination of these observations yields
\[
p^{(\text{OW})}_f(\pi) = \sup_{\eta \in U_X} p^{(\text{OW})}_f(\pi, \eta) = \text{dens}(\omega) \sup_{\eta \in U_X} p^{(\text{OW})}_f(\varphi, \eta K) = \text{dens}(\omega) p^{(\text{OW})}_{f K}(\varphi). \quad \square
\]

6.6. **Goodwyn’s theorem for Ornstein-Weiss entropy.** Our next objective is to show that Ornstein-Weiss entropy satisfies Goodwyn’s theorem.

**Theorem 6.31** (Goodwyn’s theorem for Ornstein-Weiss entropy). Let $\pi$ be a continuous action of an amenable unimodular locally compact group $G$ on a compact Hausdorff space $X$. For every invariant, regular Borel probability measure $\mu$ on $X$ and every $f \in C(X)$,
\[
E^{(\text{OW})}_\mu(\pi) + \mu(f) \leq p^{(\text{OW})}_f(\pi).
\]

**Proof of Theorem 6.31.** Let $(A_i)_{i \in I}$ be a van Hove net and $\omega$ be a Delone set in $G$. Let $V$ be a compact neighbourhood of the identity element in $G$ and consider a $V$-discrete Delone set $\omega$ in $G$. Let $F_i := \omega \cap A_i$ for all $i \in I$. We obtain $|F_i| \theta(V) = \theta(V F_i) \leq \theta(V A_i)$ and thus
\[
\limsup_{i \in I} \frac{|F_i|}{\theta(A_i)} = \limsup_{i \in I} \frac{|F_i|}{\theta(V A_i)} \leq \frac{1}{\theta(V)}
\]
By Lemma 6.23 for every finite measurable partition $\alpha$ of $X$, there exists a finite open cover $U$ of $X$ such that, for every $i \in I$,
\[
H_\mu(\alpha_{F_i}) + \mu(f_{A_i}) \leq P_{f_{A_i}}(U F_i) + |F_i| \theta(V) \epsilon.
\]
Since $\mu$ is invariant we know $\mu(f_{A_i}) = \mu(f(A_i))$. We thus obtain
\[
\limsup_{i \in I} \frac{H_\mu(\alpha_{F_i})}{\theta(A_i)} + \mu(f) = \lim_{i \in I} \frac{H_\mu(\alpha_{F_i}) + \mu(f_{A_i})}{\theta(A_i)} \\
\leq \lim_{i \in I} \frac{P_{f_{A_i}}(U_{F_i})}{\theta(A_i)} + \lim_{i \in I} \frac{|F_i|}{\theta(A_i)} \theta(V) \epsilon \\
\leq P_f^{\text{OW}}(\pi) + \epsilon.
\]
Taking the supremum over all finite measurable partitions $\alpha$ of $X$, we conclude that
\[
E_\mu^{\text{OW}}(\pi) + \mu(f) \leq P_f^{\text{OW}}(\pi) + \epsilon.
\]
The desired statement now follows, as $\epsilon > 0$ was arbitrary. \qed
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