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Abstract—Industrial vision anomaly detection plays a critical role in the advanced intelligent manufacturing process, while some limitations still need to be addressed under such a context. First, existing reconstruction-based methods struggle with the identity mapping of trivial shortcuts where the reconstruction error gap is legible between the normal and abnormal samples, leading to inferior detection capabilities. Then, the previous studies mainly concentrated on the convolutional neural network (CNN) models that capture the local semantics of objects and neglect the global context, also resulting in inferior performance. Moreover, existing studies follow the individual learning fashion where the detection models are only capable of one category of the product while the generalizable detection for multiple categories has not been explored. To tackle the above limitations, we proposed a self-induction vision Transformer (SIVT) for unsupervised generalizable multi-category industrial visual anomaly detection and localization. The proposed SIVT first extracts discriminatory features from pre-trained CNN as property descriptors. Then, the self-induction vision Transformer is proposed to reconstruct the extracted features in a self-supervisory fashion, where the auxiliary induction tokens are additionally introduced to induct the semantics of the original signal. Finally, the abnormal properties can be detected using the semantic feature residual difference. We experimented with the SIVT on existing Mvtec AD benchmarks, the results reveal that the proposed method can advance state-of-the-art detection performance with an improvement of 2.8-6.3 in AUROC, and 3.3-7.6 in AP.

Index Terms—Generalizable Anomaly detection, Anomaly localization, self-induction vision Transformer

I. INTRODUCTION

VISUAL anomaly detection (VAD) has attracted increasing attention in the intelligent industrial field recently. As an automated, non-destructive, and efficient inspection technique, VAD has been deployed in many practical industrial scenarios including textured surface defect inspection [1], [2], product quality inspections [3], and smart power system [4], etc, which can significantly improve the efficiency and accuracy of the inspection compared to the traditional manual inspection.

The current methods for industrial VAD can be divided into two main categories: supervised learning-based and unsupervised learning-based approaches. Driven by a large number of defective samples and corresponding labels, the supervised learning-based approaches [4] [5] can yield accurate inspection results, however, it is impracticable and labor-intensive to obtain sufficient defect samples and labels in actual industrial settings. Thus, the unsupervised methods [1] [2] [3] that require only accessible defect-free samples have shown greater adaptability and have attracted more attention.

In the unsupervised VAD community, the reconstruction-based approaches are one of the most followed long-standing baseline models. The network model, which is usually named autoencoders (AEs), only adopts the normal samples in the training phase and leverages the reconstruction of input as the optimization objectives to model the distribution of normal patterns. Then, the reconstruction error gap between the normal and abnormal samples can be employed as the criterion for anomaly detection in the testing phase. This paradigm has been in-depth investigated. For example, in [6], the MSCDAE is proposed to apply a three-layer pyramid denoising AE for textual surface defect detection. The AFEAN proposed in [2] employed anomaly feature editing to restore the latent abnormal feature. The FMR-Net [1] leverages the feature memory and rearrangement is also proposed for abnormal defects segmentation. However, most of the reconstruction-based approaches can still not obtain a satisfactory performance for complex cases due to the following limitations: (1) the over-generalizability of AEs results in the reconstruction behaviors of abnormal defects that are similar to that of the normal data. Therefore, a legible gap can not be obtained between the normal and abnormal samples. (2) the low-level per-pixel difference is semantically inferior, leading to an unreliable anomaly segmentation. (3) As illustrated in Fig. 1, the normality is modeled within the individual category in available methods while the challenging inter-category anomaly detection has not been developed yet.

Benefiting from bio-mimetic visual perception, CNNs have achieved remarkable performance in various downstream vi-
sion tasks. Among the current VAD methods, CNNs are also the mainstream network structure, which almost dominated all existing VAD methods. However, due to the limited receptive field, CNNs struggle to understand the global semantics, which causes the discriminability between the defective and normal patterns [7]. Recently, in the context of visual understanding, the vision Transformer is proposed in [8] to model the images from a sequence perspective using the self-attention mechanism, which can capture the global context and can be leveraged to overcome the limitations of CNNs in VAD.

Driven by the above analysis, leveraging the advantages of CNN and vision Transformer, we developed a hybrid reconstruction framework SIVT for generalizable cross-category industrial VAD. The TV first exploits the local semantic extraction capability of CNN to convert low-level image pixels into semantic deep feature maps. Then the self-induction vision Transformer is proposed by additionally introducing the auxiliary inductive tokens as the global semantic representation of the partial token subsets of the original feature in the latent space, thus casting the feature reconstruction as a self-introduction paradigm of the deep feature. The main contributions of this study are twofold:

1) A new hybrid VAD approach named self-induction vision Transformer(SIVT) framework is proposed for generalizable multi-category anomaly detection. The SIVT consists of a feature extraction sub-network based on the pre-trained CNN and a feature reconstruction sub-network based on the vision Transformer. The feature extraction network is responsible for transforming low-level pixels into high-semantic feature maps, while the feature reconstruction sub-network is employed to reconstruct the anomalous features into normal patterns using the global contextual self-introduction paradigm.

2) We evaluate our SIVT method on the representative industrial benchmark MVTec AD dataset. The results demonstrate that SIVT achieves state-of-the-art performance with a comprehensive area under the receiver operating characteristic curve (AUROC) of 96.4 for anomaly operating characteristic curve and 96.9 for anomaly segmentation for all 15 categories under the generalizable detection paradigm, surpassing the existing method 2.8-5.3 in AUROC.

The remainder of this article is structured as follows: The related work associated with VAD, especially the reconstruction-based methods and vision Transformer is stated in Section II. The proposed SIVT methodology is detailed in Section III. In Section IV, the experimental results and analysis are illustrated. Finally, Section V concludes this article.

II. RELATED WORK

There is a considerable amount of work focusing on the VAD, we specialize in the topic of reconstruction-based and vision Transformer-based approaches.

To address the limitations of vanilla AE, many extensions have been suggested to promote its capabilities. The MemAE proposed in [9] designs a memory bank to explicitly restore the normal latent representations and mitigate the over-generalization of vanilla AE. To consider structural properties, the SSIM loss is introduced in [10] which exhibits more sensitivity than the per-pixel difference. The Generative Adversarial Networks(GANs) are integrated with AE in [11] to control the distribution of reconstructed images conforms to that of normal training data. The MLIR model in [13] is proposed to obtain flexible multi-level reconstruction results. The RIAD model was proposed in [14], which converts the reconstruction into multiple partial images inpainting. The above methods are all conducted based on the pixel reconstruction difference.

The feature reconstruction difference is first proposed in DFR [15]. DFR employed a pre-train VGG19 network to extract hierarchical features as the substitution for image pixels, which demonstrates a much more robust anomaly detection performance. A dual-Siamese network proposed in [16] extra employs the synthetic defects to obtain a more stable reconstruction effect. As the generalized reconstruction schemes, the concept of feature space mapping and correspondence are proposed in [17] and [18], in which the deep features from two spaces are bridged together for normal patterns while being separated for abnormal patterns. In general, though the above reconstruction-based methods can be effective for the simple defect categories, some challenging types of defects are difficult to solve due to the inherent limitations of CNNs. Moreover, the above works are designed under the one-model-per-category learning fashion and do not consider cross-category generality.

As a new genre of architecture in the field of vision, the vision Transformer has been explored and proven to be efficient for a wide range of visual tasks [19]. However, in the CNN-dominated VAD community, the vision Transformer has not been sufficiently researched yet. The Intra in [20] poses the image reconstruction as a patch-inpainting problem. In [21], the U-TRansformer that constructed a reconstruction network with a pyramidal hierarchy of skip connections is introduced for VAD. The MSTUnet [22] which developed an inpainting Swarm Transformer and discriminate network denotes precise anomaly localization effect. ST-MAE is proposed in [23] that is based on the MAE utilizing the Siamese encoder structure and paradigm of deep feature transition for uniform VAD in multiple application scenarios. However, compared with the relatively established CNN-based VAD methods, there is still substantial potential for the development of vision Transformer-based VAD models.

In this paper, we proposed a robust reconstruction method namely self-induction vision Transformer(SIVT) in this study to circumvent the limitations of the existing reconstruction-based approaches and to pioneer generalizable multi-category detection paradigms.

III. PROPOSED SIVT METHODOLOGY

A. Overall pipeline

The overall framework of the proposed SIVT is introduced in Fig. 1. Our SIVT follows a hybrid design that incorporates a CNN and a vision Transformer. The input images are first propagated into a pre-trained CNN to convert image pixels into semantic representational feature maps. Then, the self-induction vision Transformer based on the encoder-decoder
architecture is introduced for feature reconstruction. In SIVT, the feature map is first transformed into a feature patch token sequence and divided into multiple disjoint partial subsets. Then each subset is additionally introduced with the learnable auxiliary induction tokens and subsequently fed into a Transformer encoder, in which the semantic information of each subset is aggregated into the latent auxiliary token. Finally, the feature reconstruction residual difference can be used for robust anomaly detection and segmentation. In the following, our method is illustrated in detail.

B. Feature extraction by pre-trained CNN

Instead of directly using the image pixel as the reconstruction objective, we adopt a more robust and semantic property representation for the image, where the CNN is adopted as the discriminative feature extractor. Specifically, given the input image \( I \in \mathbb{R}^{H \times W \times 3} \), it is fed into the fixed CNN model pretrained on the ImageNet dataset. The hierarchical features from different convolutional blocks are selected and adjusted to the same spatial size, then concatenated in the channel dimension to form fused multi-scale deep feature maps \( \mathcal{F} \in \mathbb{R}^{H \times W \times C} \), which is equipped with sufficient discriminability hierarchical local semantics.

Compared with the low-level pixel representation, the deep feature maps \( \mathcal{F} \) contain rich receptive information and has more local contextual semantics, which is much beneficial in anomaly pattern revealing.

C. Feature reconstruction by SIVT

With the extracted deep feature maps \( \mathcal{F} \). The SIVT is introduced to perform the feature reconstruction. Unlike the standard ViT [8], we first divide the \( \mathcal{F} \) into regular non-overlapping feature patches with the size of \( P \) to reduce the input sequence length for the Transformer with a more acceptable computation consumption. Each patch is therefore a square of \( P \times P \) feature vectors, which is then mapped into \( D \)-dimensional tokens and added to the corresponding position embeddings to construct the original feature patch token sequence \( X \in \mathbb{R}^{L \times D} \), where \( L = \frac{H}{P} \times \frac{W}{P} \).

In this paper, we proposed the self-induction paradigm for feature patch token sequence reconstruction. Concretely, we first introduce the learnable auxiliary induction sequence \( X^* \), which has the same size as \( X \). Then, we developed a decoupling strategy to randomly partition the \( X^* \) into \( N \) disjoint subsets \( (X^*_1, X^*_2, ..., X^*_N) \), each containing \( \frac{1}{N} \) fraction of total tokens. On this basis, we then further constructed a set of sequences \( \Phi = (\Phi_1, \Phi_2, ..., \Phi_N) \), which subjects to the following condition:

\[
\Phi = \{ \Phi_1, \Phi_2, ..., \Phi_N \mid \Phi_i = X^*_i \cup \mathbb{C}_X X^*_i, i = 1, ..., N \} \tag{1}
\]

where \( \mathbb{C}_X X^*_i \) denotes the part of tokens in \( X \) that is complementary to the \( X^*_i \) in terms of position. Thus, each sequence \( \Phi_i \) consists of \( \frac{1}{N} \) fraction of learnable auxiliary induction tokens and \( \frac{N-1}{N} \) proportion of original feature patch tokens.
Algorithm 1: Feature reconstruction by self-induction

Input: Input feature \( \mathcal{F} \)
Parameters: Patch size \( P \); Subset number \( N \)
Result: Reconstruction feature \( \tilde{\mathcal{F}} \)
1. Embed the \( \mathcal{F} \) into sequence: \( \mathcal{X} = \Phi(\mathcal{F}, P) \);
2. Given the auxiliary induction sequence \( \mathcal{X}^* \);
3. Randomly divide \( \mathcal{X}^* \) into \( N \) disjoint token subsets:
   \[ \{ \mathcal{X}_i^*, i = \{1, \ldots, N\} \} | \bigcup_i^N \mathcal{X}_i^* = \mathcal{X}^* = D(\mathcal{X}^*, N) \];
4. for \( i = 1, \ldots, N \) do
   5. Replace the corresponding tokens in \( \mathcal{X} \) with \( \mathcal{X}_i^* \):
      \( \Phi_i = \mathcal{X}_i^* \cup \mathcal{X} \setminus \mathcal{X}_i^* \);
6. end
7. Encode the \( \Phi = \{ \Phi_i, i = \{1, \ldots, N\} \} \) with Enc:
   \[ Z_{\Phi} = \{ Z_{\Phi_1}, Z_{\Phi_2}, \ldots, Z_{\Phi_N} \} = \text{Enc}(\Phi) \);
8. for \( i = 1, \ldots, N \) do
   9. Retain the induction tokens embedding in \( Z_{\Phi_i} \):
      \[ Z_{\mathcal{X}_i^*} = Z_{\mathcal{X}^*} \cup Z_{\Phi_i}(\mathcal{X}_i^*) \];
10. end
11. Decode the \( Z_{\mathcal{X}^*} \) with Dec: \( \tilde{\mathcal{F}} = \text{Dec}(Z_{\mathcal{X}^*}) \);
12. return \( \tilde{\mathcal{F}} \)

Subsequently, the \( \Phi \) is fed into the Transformer encoder to obtain a set of latent representation sequences \( Z_{\Phi} = \{Z_{\Phi_1}, Z_{\Phi_2}, \ldots, Z_{\Phi_N}\} \). In this process, the learnable auxiliary induction tokens \( \mathcal{X}_i^* \) act as the aggregating representations which induct the semantics of the remaining original feature patch tokens. Next, after encoding, we discard the latent representation of all the original feature patch tokens and retain that of the auxiliary induction tokens for each sequence, which are re-assembled into a single entire latent induction sequence, denoted as \( Z_{\mathcal{X}^*} \), which is finally processed by the Transformer decoder to reconstruct the original feature.

Notably, most of the existing reconstruction-based approaches follow the autoencoding framework, where the input is encoded into the latent representations and decoded to the original signal, leading to the drawbacks of identity mapping. In contrast to that, our self-induction method generates the latent representations by additional introducing the learnable auxiliary induction sequence, which inducts the semantics of the original signal. Since the induction tokens only aggregate the semantics of the original tokens that do not overlap with them in the encoding phase, each latent embedding of the induction token in the latent sequences is generated by conditioning only the information of its disjoint original feature token subset, and thus semantically plausible, avoiding the trivial anomaly reconstruction phenomenon observed in traditional reconstruction approaches. Moreover, the proposed self-induction can be viewed as an implicit self-supervisory task that encourages the Transformer encoder to learn a holistic understanding of object semantics, which is very beneficial to reconstruction-based VAD approaches.

The feature reconstruction by self-induction procedure is written more compactly in Algorithms 1.

D. Objective function for training

The Euclidean distance loss and the cosine similarity loss are adopted for model training. Given the input feature \( \mathcal{F} \in \mathbb{R}^{H \times W \times C} \), the SIVT reconstructs it as \( \tilde{\mathcal{F}} \in \mathbb{R}^{H \times W \times C} \), the reconstruction loss is as follows:

\[
\ell = \frac{1}{H \times W} \left( \left\| \mathcal{F} - \tilde{\mathcal{F}} \right\|^2_2 + \lambda \times \left( 1 - \frac{\mathcal{F} \cdot \tilde{\mathcal{F}}}{\|\mathcal{F}\| \times \|\tilde{\mathcal{F}}\|} \right) \right)
\]

where the \( \lambda \) is the parameter that balances the relative contributions of the two loss terms.

E. Anomaly detection for inference

After training, the SIVT can be deployed for online visual anomaly detection. The normal features will be well reconstructed, while the reconstruction of abnormal features will be restrained since the SIVT only learns to induce anomaly-free representations. Thus the feature reconstruction difference is assigned as the anomaly score map \( \mathcal{A} \in \mathbb{R}^{H \times W} \):

\[
\mathcal{A} = \left\| \mathcal{F} - \tilde{\mathcal{F}} \right\|^2_2 \otimes \left( 1 - \frac{\mathcal{F} \cdot \tilde{\mathcal{F}}}{\|\mathcal{F}\| \times \|\tilde{\mathcal{F}}\|} \right)
\]

where the \( \otimes \) is the element multiplication. Finally, the spatial resolution of the anomaly map is changed to the input image size using the interpolation operation, and a Gaussian filter is employed to smooth the final anomaly map. The standard deviation of \( \mathcal{A} \) is adopted as the image-level anomaly score.

IV. EXPERIMENTAL RESULTS

In this section, we validate our SIVT approach on the Mvtec AD \([24]\) benchmark. With 5 categories of textures and 10 categories of objects, the Mvtec AD is composed of 3629 normal images as the training set; 467 normal images, and 1258 abnormal images as the testing set. The abnormal defect types are abundant and representative of real industrial scenarios. Unlike existing methods, we conducted experiments in the generalizable running mode, where all 15 categories are trained simultaneously to obtain a generalizable model. Following the customary practice in previous works, the area under the receiver operating characteristic (AUROC) and average precision(AP) are utilized as the quantitative evaluation indicators for both image and pixel-level anomaly detection.

A. Implementation Setup

Each image is reshaped into the resolution of 256×256 and is normalized by the standard deviation and mean value obtained on the ImageNet dataset. The pre-trained EfficientNet-b4 CNN model is exploited as the feature extractor, and the multi-scale feature maps are extracted from the intermediate outputs of the first for convolutional modules, which are resized into the same spatial size of 32 and concatenated in the channel dimension to form a \( \mathcal{F} \in \mathbb{R}^{32 \times 32 \times 272} \) tensor. The patch size \( P \) and the subset number \( N \) are set to 2 and 4 by default. The structural configuration of SIVT follows the design of the MAE-base but we reduce the embedding dimension to 240 for efficient computation. The SIVT model
is trained from scratch by an AdamW optimizer with a learning rate of 1e-4 and batch size of 8 for 400 training epochs. All the experiments are implemented on a desktop computer with Xeon(R) Gold 6226R CPU@2.90GHZ and NVIDIA A100 GPU with 80GB memory size.

B. Comparative Experiments

The proposed SIVT is compared with the existing cutting-edge reconstruction-based approaches, of which the RIAD [14], DFR [15], and MB-PFM [18] are schemes using CNN, while the AnoViT [25], U-Transformer [21], and MSTUnet [22] are the vision Transformer enabled. For CNN models, the RIAD cast the image reconstruction as the inpainting problem to avoid the defects reconstruction; the image reconstruction is first promoted to feature reconstruction in DFR which can be viewed as a baseline for subsequent methods; the MB-FPM, on the other hand, is the most recent state-of-the-art model using the pre-trained feature sub-space mapping. In terms of vision transformer-based models, the Transformer encoder is introduced in AnoViT to capture the global semantics in the image reconstruction; the U-Transformer is built with the pyramidal hierarchical structure with skip connections for feature reconstruction; while the MSTUnet introduced the Swim Transformer as the reconstruction sub-network and CNN as the discriminative sub-network for end-to-end anomaly detection. To achieve a fair comparison, all the competitive approaches were trained under the challenging generalizable setting, in which all the 15 categories in MvtecAD are trained altogether without any categorical labels accessible during training and fine-tuning during testing.

1) Quantitative Evaluation of the SIVT: The quantitative experimental results are described in Table I. SIVT achieves the comprehensive 96.4/96.9 of image-/pixel-level AUROC, and 98.6/50.9 of image-/pixel-level AP in all 15 categories, significantly surpassing the competing methods. Compared with the sub-optimal methods MB-PFM and U-Transformer, SIVT improved the image/pixel-level AUROC by a margin of 6.3 and 2.8 and improved the image/pixel-level AP by 3.3 and 7.5. Among all categories, SIVT achieved the best or second-best accuracy in 13 categories of pixel-wise defect localization and 13 categories of image-wise defect detection. Though the performance gains are not much more than the MB-PFM and U-Transformer for homogenous texture categories, the SIVT is considerably superior to them for more sophisticated object categories. For example, for the most challenging category transistor, the SIVT can obtain remarkable performance improvements by margins of 12.9, 9.4, 15.6, and 31.8 for four indicators.

2) Qualitative Evaluation of the SIVT: As shown in Fig. 3, the SIVT is visually compared with the competing methods on the MVTec dataset. In general, the SIVT can obtain the most accurate abnormality localization map. Especially for the categories with large variations, such as the cable, metal nut, screw, capsule, and transistor, the SIVT performs much better results. Note that the CNN-based models perform poorly in the above categories, this phenomenon occurs because the local receptive field of CNNs is restricted to tackle the defect types with the overall semantic drift, such as "misplaced" in the transistor, and 'missing cable' in the cable, which is improved considerably in the Transformer-based model. Among the competing methods, MSTUnet adopts the discriminative network for anomaly localization can obtain relatively precise results but will cause missed inspections where the defective regions are falsely identified as background; MB-PFM and U-Transformer can locate most defective areas but at the cost of noise injection in the background. Overall, our method can successfully accurately inspect various defects simultaneously whether they are local structural corruption or global semantic drift.

3) Model generalizable robustness evaluation: Generalizable running mode is a novel strategy, which enables the model to accomplish the detection task of multiple categories of anomalous defects using a generalizable framework. Compared to conventional solutions that are usually only applicable to the detection of a specific type of defect, it is challenging but practical in industrial scenarios.

As shown in Table II, the comparative experiments on the model’s generalizable robustness were performed. All the compared models were carried out separately for the two paradigms where the ‘Individual’ denotes the conventional model corresponding to one category of products, the ‘Generalizable’ indicates the challenging one model applicable to all classes of products. Under the individual running mode, the proposed SIVT method does not outperform the MB-PFM and MSTUnet methods but still gets fairish results. Moreover, when switching to the generalizable running mode, the performances of all comparative model drop dramatically. The previously state-of-the-art(SOTA) CNN-based MB-PFM suffered a relative reduction of 7.6 % and 3.6 % in the image-/pixel-level AUROC. The advanced Transformer-based U-Transformer using the feature reconstruction resulted in a relative drop of 6.9% and 2.6% in image/pixel-level AUROC, while for the MSTUnet employ the pseudo-anomaly and discriminative sub-network, the drop is as large as 18.7% /14.5%. In contrast, our SIVT has almost no performance degradation from individual modes to generalizable modes and surpasses the compared models dramatically by a dramatically large margin, demonstrating our superiority.

4) Efficiency and consumption evaluation: In addition to the performance, the model inference efficiency and the memory consumption are also the key indicators to evaluate the model. In this section, the model parameters, FLOPs(floating point operations per second), and FPS(frame per second) are adopted to describe the model efficiency and consumption. The comparative results of different methods are displayed in TABLE II. It is noted that the FPS of the SIVT is 13.7, which is only behind the DFR, MB-PFM, and AnoviT, while the detection performance markedly surpasses them and can still meet the requirement of industrial deployment. Furthermore, in terms of memory consumption, The SIVT only takes 14.59 M of parameters and 10.17 G FLOPs, smaller than SOTA approaches MB-PFM and U-Transformer. Although other competitive methods adopt more complicated structure designs, they suffer more severe performance degradation when applying to the generalizable running mode, while our
TABLE I

| Category  | CNN-based Methods | Transformer-based Methods | Our SIVT |
|-----------|-------------------|---------------------------|----------|
|           | RIAD              | DFR                       | MB-PFM   | AnneVIT | U-Transformer | MSTUnet | SVIT     |
|           | 68.0/94.6        | 78.3/34.2                 | 94.7/96.2 | 98.5/44.1 | 99.0/98.5 | 95.9/55.7 | 100/99.1 | 100/65.0 |
| Carpet    | 65.4/95.8        | 80.3/24.0                 | 83.3/90.8 | 94.1/8.9  | 89.6/61   | 96.6/22   | 90.9/96   | 98.6/29.5 |
| Grid      | 97.8/89.1        | 99.3/54.5                 | 93.2/98.3 | 97.7/94.5 | 100.9/94  | 100/44.6  | 90.9/96   | 98.6/29.5 |
| Leather   | 69.2/64.7        | 83.9/13.4                 | 85.1/76.5 | 93.0/20.9 | 98.7/95   | 94.9/47.4 | 90.9/96   | 98.6/29.5 |
| Tile      | 78.3/90.7        | 92.3/18.6                 | 95.0/93.7 | 98.4/87.6 | 99.5/95.3 | 99.9/47.7 | 100/93.2 | 100/45.4 |
| Wood      | 90.8/89.7        | 97.4/45.0                 | 89.4/85.7 | 96.6/36.9 | 99.7/97.1 | 99.9/65.5 | 98.5/94.4 | 99.6/48.2 |
| Bottle    | 56.9/60.0        | 53.6/60.0                 | 62.7/74.4 | 77.4/41.7 | 77.9/76.8 | 84.4/23.0 | 90.9/96   | 98.6/29.5 |
| Capsule   | 67.6/91.1        | 88.6/14.2                 | 64.1/95.0 | 83.8/16.3 | 75.0/97.8 | 93.3/27.4 | 97.9/97.1 | 98.6/44.4 |
| Hazelmat  | 81.8/96.0        | 89.2/55.9                 | 99.0/97.7 | 99.5/57.9 | 100/98.8  | 99.9/61   | 99.7/96   | 99.6/36.3 |
| Meta nut  | 44.5/71.7        | 78.8/18.5                 | 66.2/77.9 | 89.6/30.8 | 94.2/90.2 | 99.1/53.2 | 99.1/22   | 98.3/32.9 |
| Pill      | 92.9/93.8        | 90.9/36.2                 | 75.2/88.6 | 94.7/2.3  | 86.8/95.9 | 97.5/52.8 | 97.6/94   | 98.7/23.6 |
| Screw     | 53.4/96.7        | 79.7/11.2                 | 64.7/96.0 | 85.9/50.5 | 74.5/97.0 | 87.8/14.9 | 97.9/97.1 | 98.6/44.4 |
| Toothbrush| 96.8/97.9        | 98.8/42.9                 | 78.9/92.4 | 98.8/42.9 | 84.5/97.2 | 93.9/42.7 | 97.9/97.1 | 98.6/44.4 |
| Transistor| 73.3/72.7        | 64.6/16.3                 | 57.0/70.6 | 64.1/17.2 | 80.5/74.3 | 81.2/26.5 | 97.9/97.1 | 98.6/38.4 |
| Zipper    | 88.7/98.9        | 96.1/58.3                 | 81.9/92.6 | 93.3/39.8 | 92.5/97.5 | 97.8/40.3 | 97.3/76.5 | 96.5/38.4 |
| Average   | 75.1/87.2        | 84.7/21.8                 | 79.4/87.8 | 91.2/29.8 | 90.1/93.8 | 95.3/43.4 | 73.1/76.5 | 87.6/19.5 |

1 The best AUC ROC performance is indicated by bold font, while the second best is indicated by an underline.

2 The results of each method are organized as follows: image/pixel AUROC; image/pixel AP.

TABLE II

| Category/Methods | Generalizable robustness(‘Image’-level AUROC) | Efficiency and memory consumption |
|------------------|-----------------------------------------------|-----------------------------------|
|                  | Individual | Generalize | Reduction | Parameters | FLOPs | FPS   |
| CNN-based        | RIAD       | 91.7/94.2  | 75.1/87.2 | -18.1%/0.7% | 28.81 Mb | 694.74 Gb | 10.3   |
|                  | DFR        | 93.8/95.5  | 84.7/87.8 | -09.7%/0.1% | 33.93 Mb | 82.45 Gb  | 50.2   |
|                  | MB-PFM     | 97.9/97.3  | 90.1/93.8 | -07.6%/0.3% | 68.91 Mb | 22.90 Gb  | 19.3   |
| Transformer-based| AnnoVIT    | 78.0/83.0  | 73.1/76.5 | -06.3%/0.7% | 93.87 Mb | 65.49 Gb  | 34.3   |
|                  | U-Transformer | 96.9/96.7  | 89.9/94.1 | -06.9%/0.2% | 63.44 Mb | 82.56 Gb  | 10.7   |
|                  | MSTUnet    | 98.9/96.4  | 80.4/82.4 | -18.7%/14.5%| 55.49 Mb | 61.49 Gb  | 5.3    |
|                  | SIVT(ours) | 96.6/97.0  | 96.4/96.9 | -00.2%/0.0% | 14.59 Mb | 10.17 Gb  | 13.7   |

The comparative results for the model generalizable robustness, efficiency, and consumption.

C. Ablation Studies

1) Influence of the feature extraction: Instead of image reconstruction, we performed feature extraction as a predecessor process to convert image reconstruction into feature reconstruction for more robust detection. The effectiveness of this method is experimentally studied in this section. As described in Fig. 4, different schemes are involved in the comparison including the image reconstruction and different CNN types (Mobile Net, VGG19, ResNet34, and EfficientNet-b4). Overall, the feature reconstruction is much better than the image reconstruction and the best result was obtained with EfficientNet-b4. This result can be interpreted as the deeper features yield higher discriminability than the image pixel. Moreover, different networks have different semantic representation capabilities, with the best discriminative ability to be aware of the defective structural damages, the EfficientNet-b4 can work best with SIVT.

2) Impact of the feature reconstruction: As stated before, the auxiliary induction mechanism is a crucial part that can convert the feature reconstruction into self-induction to prevent the trivial anomaly reconstruction phenomenon. A comparison between the vanilla Transformer and the SIVT is performed for feature reconstruction. Concretely, the vanilla Transformer adopts the same structure as SIVT for a fair comparison but directly reconstructs the input extracted feature following the encoding and decoding procedure.

First, the reconstruction results are visualized. For an intuitive verification, we extra employ a convolutional decoder to render the reconstructed features back to the image. The experimental results in the upper part of Fig. 6 show examples of rendered images of reconstructed features by the vanilla Transformer and SIVT. It can be viewed that the defective samples are reconstructed as normal patterns by SIVT while are well recovered by vanilla Transformer.

To analyze it quantitatively, As indicated in the lower part of Fig. 6, the SIVT with self-induction substantially outperforms the vanilla Transformer based reconstruction model, the self-induction helps to improve the image-/pixel-level AUROC by margins of 12.0 and 6.8, and image-/pixel-level AP by margins of 6.2 and 20.5.

The above experimental results strongly demonstrate that the self-induction mechanism is a significant module that can avoid trivial shortcuts and improve the performance of typical reconstruction-based VAD systems.

3) Effect of the subset number: As described in Section III.C, the learnable auxiliary induction sequence $X^*$ is decoupled into $N$ disjoint subsets to induce the semantics of complementary extracted feature patch token subsets. Here, we attempt to evaluate how the number of subsets will affects the model performance and efficiency.
Fig. 3. Anomaly localization results of various samples in the Mvtec AD dataset with different methods. Top to bottom is the original defect samples where the ground truths are indicated by the yellow contours. The localization results were obtained by the RIAD, DFR, MB-PFM, AnoViT, U-Transformer, and the proposed SIVT model.

Fig. 4. The influence of the feature extraction on model performance.

Fig. 5. (a) Influence of the number of subset number $N$. (b) Influence of the number of patch size $P$.

Fig. 6 shows the image-/pixel-level AUROC and FLOPs with different $N$ values. It is clear to us that the FLOPs increases monotonically with $N$, while the detection performance shows a parabolic trend, rising first and then falling as $N$ varies from 2 to 8. This result occurs because a small $N$ value implies that there is a larger proportion of learnable auxiliary induction tokens in the input sequences $\Phi$, retaining too little information of the original signal; However, a small number of learnable auxiliary induction tokens will be unable to induce the information of original signal with a too-large $N$ value, both of these cases result in poor reconstruction accuracy and thus performance degradation. Thus, $N$ is set
to 4 accordingly.

4) Sensitivity of the patch size: Unlike the traditional hybrid CNN-Transformer architecture in [9] that directly applies the embedding projection on each vector in the feature map, we explored the feature patch embedding which can reduce the computational complexity and enable more effective industrial applications. Verification experiments are conducted in this section to investigate the influence of feature patch size $P$ on the model performance and efficiency.

The experimental results are displayed in Fig. 5(b), it can be seen that when $P$ vary in the range of $\{1, 2, 4, 8\}$, the image/pixel-level AUROC first remains stable and then drops rapidly as $P$ increases further. Furthermore, the FLOPs values show a monotonic ascending trend with the increasing $P$. This is mainly because with the larger patch size, the total number of tokens will decrease. Typically, representing the extracted feature with more tokens contributes to higher reconstruction accuracy, but at the cost of a more intensive computational cost. Thus, to obtain a trade-off between performance and efficiency, the setting $P = 2$ was chosen.

V. CONCLUSION

In this paper, we proposed a novel framework SIVT for the challenging generalizable industrial visual anomaly detection of multi-category products. The SIVT is a hybrid framework that adopts the CNN to extract local discriminatory features and leverage the global semantic capture capability of the vision Transformer to reconstruct the deep feature. Most importantly, the self-induction mechanism is proposed to augment the reconstruction-based VAD methods. We verified the efficiency of the proposed scheme through experiments, demonstrating its superior both in performance and efficiency. In the future, we will continually improve this method and tackle more practical and challenging VAD problems in the industrial field.
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