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Abstract. We discuss the classical problem of measuring the regularity of distribution of sets of \(N\) points in \(\mathbb{T}^d\). A recent line of investigation is to study the cost (= mass \(\times\) distance) necessary to move Dirac measures placed in these points to the uniform distribution. We show that Kronecker sequences satisfy optimal transport distance in \(d \geq 3\) dimensions. This shows that for differentiable \(f : \mathbb{T}^d \rightarrow \mathbb{R}\) and badly approximable vectors \(\alpha \in \mathbb{R}^d\), we have

\[
\left| \int_{\mathbb{T}^d} f(x) \, dx - \frac{1}{N} \sum_{k=1}^{N} f(k\alpha) \right| \leq c_\alpha \frac{\|\nabla f\|_{L^\infty}^{(d-1)/d} \|\nabla f\|_{L^2}^{1/d}}{N^{1/d}}.
\]

We note that the result is uniformly true for a sequence instead of a set. Simultaneously, it refines the classical integration error for Lipschitz functions, \(\|\nabla f\|_{L^\infty} \approx N^{-1/d}\). We obtain a similar improvement for numerical integration with respect to the regular grid. The main ingredient is an estimate involving Fourier coefficients of a measure; this allows for existing estimates to be conviently ‘recycled’. We present several open problems.

1. Introduction

1.1. Introduction. We study the problem of measuring the regularity of points set \(\{x_1, \ldots, x_N\} \subset \mathbb{T}^d\) as well as infinite sequences. There are many classical notions of regularity as well as good constructions of sets minimizing these notions that have been proposed; we refer to the classical textbooks \([13, 15, 16, 32]\). The classical theory has developed a useful machinery in terms of exponential sums that exploit

\[
\text{Figure 1. Three Dirac measures with weight } N^{-1}: \text{ we want to transport the measure so that the resulting measure is the Lebesgue measure; one way is to associate nearby regions in space of equal volume } N^{-1} \text{ and measure the cost of transporting the weight.}
\]
regularities of number-theoretic constructions. We will not, initially, pursue this path and instead ask a different question: consider the measure

$$\mu = \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}.$$ 

How would we go about distributing this measure in such a way that the end result is the Lebesgue measure on $T^d$? Here, the ‘cost’ of transporting $\delta$ units of measure across distance $d$ is understood to be $\delta \cdot d$. An even more practical example is the following: suppose we have people evenly distributed over $T^d$ and $N$ storage units placed in $\{x_1, \ldots, x_N\}$. Demand and supply are exactly matched: how would the trucks have to drive to distribute the goods from the supermarket evenly? This is Monge’s transportation problem from 1781. It is fairly easy to see that

$$\text{transportation cost} \geq c_d N^{-1/d},$$

where $c_d$ is a universal constant depending only on the dimension. This scaling is, for example, assumed for a rescaling of $\mathbb{Z}^d$ intersected with $T^d \cong [0,1]^d$. Our paper was motivated by the following questions

1. Do the classical constructions of regular sequences in $T^d$ from $[13,15,16,32]$ have an optimal transportation cost? Do they have it uniformly in $N$?
2. How does one go about proving such results?
3. Does this perspective lead to new results?

We emphasize that these types of problems, estimating transport cost from one measure to another, have been actively investigated in the field of Optimal Transport $[42,57]$. Here, the emphasis is usually on existence and uniqueness of optimal transport maps as well as fine qualitative and quantitative properties. Many special cases have been actively investigated in probability theory, we emphasize the problems of estimating the transport of random points to the Lebesgue measure, more generally, random points drawn from a measure $\mu$ to $\mu$ or random points to random points $[1,2,9,21,31,55,54,56]$. As far as we know, special structures arising from Number Theory or Combinatorics have not been considered before (with some precursors in $[7,8,26,45,48,50,51,52]$).

1.2. Setup. We introduce the $p-$Wasserstein distance (the example above had $p = 1$ and is also known as the ‘Earth Mover distance’) between two measures $\mu$ and $\nu$ as

$$W_p(\mu, \nu) = \left( \inf_{\gamma \in \Gamma(\mu, \nu)} \int_{M \times M} |x - y|^p d\gamma(x, y) \right)^{1/p},$$

where $| \cdot |$ is the usual distance on the torus and $\Gamma(\mu, \nu)$ denotes the collection of all measures on $M \times M$ with marginals $\mu$ and $\nu$, respectively (also called the set of all couplings of $\mu$ and $\nu$). Our two measures under consideration are

$$\mu = \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k} \quad \text{and} \quad \nu = dx,$$

where $dx$ refers to the normalized volume measure. It is relatively easy to see that, we have an (optimal) lower bound that is independent of the set $\{x_1, \ldots, x_N\} \subset T^d$

$$W_1 \left( \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}, dx \right) \geq \frac{c_d}{N^{1/d}}.$$
We refer to Santambrogio \cite{42} or Villani \cite{57} for nice introductions to Optimal Transport and the Wasserstein distance.

1.3. Existing Results in One Dimension. There are series of recent results in the one-dimensional setting. Given a finite set on the one-dimensional torus \( \{ x_1, \ldots, x_N \} \subset \mathbb{T} \), we associate to it the measure

\[
\mu = \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}.
\]

A natural quantity that is frequently studied (see e.g. \cite{15,16,32}) is the discrepancy

\[
D_N(\mu) = \sup_{J \text{ interval}} |\mu(J) - |J||.
\]

It is easy to see that

\[
N^{-1} \leq D_N \leq 1.
\]

The inequality

\[
W_1(\mu, dx) \lesssim D_N(\mu)
\]

follows from Monge-Kantorovich duality (this is carried out in greater detail in \cite{7} or \cite{46}). Here and in what follows, we use \( A \lesssim B \) to denote the existence of a universal constant \( c > 0 \) such that \( A \leq cB \). Another notion of regularity is Zinterhof’s diaphony \cite{16,58} and can be defined as

\[
F_N(\mu) = \left( \sum_{k \in \mathbb{Z}, k \neq 0} |\hat{\mu}(k)|^2 \right)^{1/2}.
\]

A recent inequality of Peyre \cite{38} can be reinterpreted as saying (see \cite{45,48}) that

\[
W_2(\mu, dx) \lesssim F_N(\mu).
\]

Summarizing, we have two inequalities and Holder’s inequality

\[
W_1(\mu, dx) \lesssim D_N(\mu)
\]

\[
W_2(\mu, dx) \lesssim F_N(\mu)
\]

\[
W_1(\mu, dx) \leq W_2(\mu, dx).
\]

For classical one-dimensional constructions in Number Theory, the notions \( D_N \) and \( F_N \) have been studied intensively. This connection immediately implies a series of results for the Wasserstein distance: the upper bounds that we obtain for the \( W_2 \) distance are better, by a factor of \( (\log N)^{1/2} \) than the estimate on \( D_N \). We rephrase an existing result of Proinov & Grozdanov \cite{41} in this manner.

**Theorem 1** (Proinov & Grozdanov \cite{41}). Let \((x_n)_{n=1}^\infty\) denote the van der Corput sequence in base \( r \). Then

\[
W_2 \left( \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}, dx \right) \lesssim_r \frac{(\log N)^{1/2}}{N}.
\]

It seems reasonable to conjecture that this is the smallest possible growth rate. At least by using the bound \( W_2 \lesssim F_N \), it is not possible to obtain a better result: Proinov \cite{40} showed that for any sequence \((x_n)_{n=1}^\infty\), we necessarily have

\[
F_N \gtrsim \frac{(\log N)^{1/2}}{N} \quad \text{for infinitely many values of } N.
\]
It seems exceedingly likely that this is indeed the best one can do also for the $W_2$ distance but we are not aware of any results in this direction. The second author recently remarked [45] that the $(n\alpha)$--sequence satisfies a similar growth. Moreover, quadratic residues of a finite field, suitably rescaled, behave better than one would obtain using the Polya-Vinogradov estimate (see for example [10]).

**Theorem 2** (na Sequence and Quadratic Residues, [45]). Let $\alpha$ be badly approximable and $x_n = \{na\}$, then

$$W_2 \left( \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}, dx \right) \lesssim_{\alpha} \frac{(\log N)^{1/2}}{N}.$$ 

Moreover, let $p$ be a prime and let $x_k = \{k^2/p\}$ for $1 \leq k \leq p$. Then

$$W_2 \left( \frac{1}{p} \sum_{k=1}^{p} \delta_{x_k}, dx \right) \lesssim \frac{1}{\sqrt{p}}.$$ 

This connection between the Wasserstein distance, diaphony, the Sobolev space $\dot{H}^{-1}$ and the corresponding exponential sum estimate does not seem to have been noticed before the paper [45]. For that reason, we believe that there are interesting results in $d = 1$ that are not yet known but possibly within reach.

1.4. **Existing Results in Higher Dimensions.** It is easy to see that for any fixed set of points $\{x_1, \ldots, x_N\} \subset T^d$, the lattice construction (see Fig. 2) is optimal up to constants. However, if one were to construct an infinite sequence $(x_n)_{n=1}^{\infty}$ with estimates that are uniformly good, a lattice construction does not seem to be particularly useful; see Fig 2: where would one put the next point and the point after that?
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**Figure 2.** A distribution with small Wasserstein transportation cost – however, these constructions are not uniform in $N$.

A general result has recently been obtained by the authors [8] on general compact manifolds. If $(M, g)$ is a compact manifold without boundary and $G(\cdot, \cdot)$ denotes the Green’s function of the Laplacian $-\Delta_g$, then the greedy construction

$$x_n = \arg \min_{x \in M} \sum_{k=1}^{n-1} G(x, x_k).$$

has good distribution properties.
Theorem 3 (B & S [8]). Let $x_n$ be a sequence obtained in this way on a $d$-dimensional compact manifold. Then

$$W_2 \left( \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}, dx \right) \lesssim_M \begin{cases} \frac{N^{-1/2} (\log N)^{1/2}}{N^{-1/d}} & \text{if } d = 2 \\ N^{-1/d} & \text{if } d \geq 3. \end{cases}$$

It is not clear to us whether the $(\log N)^{1/2}$ factor is necessary. The crucial ingredient to these types of results is a smoothing procedure introduced in [45] coupled with Peyre’s estimate [38]. This allows us to obtain a general bound which is particularly simple on $T_d$ and reads as follows:

$$W_2 \left( \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}, dx \right) \lesssim \inf_{t > 0} \left[ \sqrt{t} + \sum_{\substack{k \in \mathbb{Z}^d \\ k \neq 0}} e^{-\|k\|^2 t} \| \sum_{n=1}^{N} e^{2\pi i (k, x_n)} \|^2 \right]$$

This inequality has a series of remarkable features:

(1) it is phrased exclusively in terms of exponential sums that have been well studied for a variety of sequences; in particular, information about these exponential sums is available.

(2) The quantity on the right-hand side reduces to the notion of diaphony $F_N$ in the one-dimensional case $d = 1$ and $t = 0$.

(3) However, in contrast to classical diaphony, the quantity is finite for any set of points and any dimension $d \in \mathbb{N}$ for all $t > 0$. It can thus be regarded as a generalization of diaphony.

We note that diaphony has been studied in a variety of settings [12, 19, 25, 37, 58, 59]. We interpret it, in one dimension, as the quantity

$$F_N = \left\| \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k} \right\|_{H^{-1}},$$

where $H^{-1}$ is the Sobolev space. We observe that this quantity becomes meaningless in dimensions $d \geq 2$ because Dirac deltas are no longer contained in the Sobolev space $H^{-1}$ (or, put differently, the infinite sums do not converge). This has been a persistent issue in trying to define notions of discrepancy in higher dimensions on other geometries (see e.g. Freeden [20] or Grabner, Klinger & Tichy [24]). In contrast, we can rewrite our inequality (even on general manifolds) as

$$W_2 \left( \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}, dx \right) \lesssim \inf_{t > 0} \left[ \sqrt{t} + e^{t\Delta} \left\| \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k} \right\|_{H^{-1}} \right],$$

where $e^{t\Delta}$ is the heat propagator, i.e. the forward evolution of the heat equation. This quantity is always finite for any $t > 0$. We believe this to be an insight that might be useful in discrepancy theory as a suitable generalization of diaphony to higher dimensions. We also note that this notion is intimately tied to the integration error for Lipschitz functions, see §2.6. below.

2. Main Results

2.1. A Random Walk. We have already mentioned a series of results for $d = 1$. We add another one to the list: here, we do not consider a sequence insomuch as an actual probability measure. Let $\mu_k$ be the measure that arises from an unbiased
random walk on $T \cong [0, 1]$ where each step is $\pm \alpha$ (independently and with likelihood $1/2$ each) and $\alpha$ is a quadratic irrational. This model was studied by Su [50] (see also Hensley & Su [26] and Su [52]). The main result in [50] showed that the measure arising after $k$ random steps satisfies

$$D_N(\mu_k) \lesssim \alpha^{-1/2}.$$  

We note that this result immediately implies $W_1(\mu_k, dx) \lesssim k^{-1/2}$. Here, we show that for this model we can obtain a (worse) bound for the (larger) $W_2$-distance.

**Theorem 4.** We have

$$W_2(\mu_k, dx) \lesssim \alpha^{-1/4}.$$  

We emphasize that the arising computations follow from standard estimates. This estimate is presumably not optimal and stronger results should be true. Hensley & Hu [26] discuss their result and put it in direct relation to the Wasserstein distance. We hope that our approach will be a useful technique for these types of problems.

### 2.2. Kronecker sequences.

Kronecker sequences are the natural generalization of \{n\alpha\} sequences (irrational rotations) on $T$. We say that a vector $(\alpha_1, \alpha_2, \ldots, \alpha_d) \in \mathbb{R}^d$ is badly approximable if, for all positive integers $q \neq 0$, we have

$$\max_{1 \leq j \leq d} \|\alpha_jq\| \geq \frac{c_{\alpha}}{q^{1/d}},$$  

where $\| \cdot \|$ is the distance to the nearest integer. By Dirichlet’s approximation theorem, this is the optimal scaling. The existence of such a vector follows from continued fraction expansion when $d = 1$. The first examples in higher dimensions are due to Perron [39], Davenport [14] showed that there are uncountably many such vectors for $d = 2$ and Schmidt [43] extended this result to $d \geq 3$. The Kronecker sequence is then defined via

$$x_n = n\alpha \mod 1,$$  

where mod 1 is to be interpreted component-wise. We now establish that these sequences have uniformly good transport properties to the uniform measure.

**Theorem 5.** Let $d \geq 2$ and let $\alpha \in \mathbb{R}^d$ be badly approximable. Then the Kronecker sequence satisfies

$$W_2\left(\frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}, dx\right) \lesssim c_{\alpha, d} N^{-1/d}$$  

We emphasize that the result is best possible (up to constants) as well as uniform in $N$. It is not at all clear to us whether the condition of $\alpha$ being badly approximable is necessary; it is clear that for irrational $\alpha$ that can be very well approximated by rational numbers, the rate at which the Wasserstein distance goes to 0 can be arbitrarily slow and being badly approximable is at the other end of the spectrum.

### 2.3. Integration.

Let us consider the problem of numerically integrating a function $f : T^d \to \mathbb{R}$ which we assume to be Lipschitz. It is a classic 1959 result of Bakhvalov [4] (see also Novak [35]) that there are points $(x_k)_{k=1}^{N}$ such that for all differentiable functions $f : T^d \to \mathbb{R}$ with Lipschitz constant $\|\nabla f\|_{L^\infty}$

$$\left| \int_{T^d} f(x) dx - \frac{1}{N} \sum_{k=1}^{N} f(x_k) \right| \leq c_d \|\nabla f\|_{L^\infty} N^{-1/d}$$  

where

$$c_d = \frac{d}{4d + 4}.$$  

This result is best possible (up to constants) and uniform in $N$. It is not at all clear to us whether the condition of $f$ being Lipschitz is necessary; it is clear that for $f$ that can be very well approximated by polynomials of degree $k$, the rate at which the approximation error goes to 0 can be arbitrarily slow and being Lipschitz is at the other end of the spectrum.
and that this result is optimal in the power of \( N \) and the its dependance on the Lipschitz constant \( \| \nabla f \|_{L^\infty} \): there are functions \( f \) for which the error is at that scale (up to constants). Recently, Hinrichs, Novak, Ullrich and Woźniakowski \[29\] (see also \[27, 28\]) established rather precise estimates on the constant \( c_d \) and showed that product rules (regular grid structures) are a good choice whenever the number of points \( N \) is of the form \( N = m^d \). We improve this result in the following manner.

**Theorem 6.** Let \( d \geq 2 \) and let \( \alpha \) be a badly approximable vector \( \alpha \in \mathbb{R}^d \). Then, for some universal \( c_\alpha > 0 \) and all differentiable \( f : \mathbb{T}^d \rightarrow \mathbb{R} \)

\[
\left| \int_{\mathbb{T}^d} f(x)dx - \frac{1}{N} \sum_{k=1}^{N} f(k\alpha) \right| \leq c_\alpha \| \nabla f \|_{L^\infty(T^d)}^{(d-1)/d} \| \nabla f \|_{L^1(T^d)}^{1/d} N^{-1/d}.
\]

The main novelties are that

1. the result holds uniformly in \( N \) along a sequence and
2. the error estimate is actually smaller than the classically assumed dependence on the Lipschitz constant. We note that, trivially

\[
\| \nabla f \|_{L^2} \leq \| \nabla f \|_{L^\infty}
\]

which recovers the traditional estimate. At first, this seems like a contradiction to the fact that the dependence on the Lipschitz constant is optimal – however, it merely implies that extremal functions for the estimate have to have \( \| \nabla f \|_{L^2} \sim \| \nabla f \|_{L^\infty} \) which is perhaps not surprising (one would expect them to grow at maximal speed away from the points, so \( |\nabla f| \) should be fairly constant).

3. The result is an explicit improvement in the case where the function \( f \) has a large derivative in a small region.

We also emphasize that there is nothing particularly special about the Kronecker sequence: any sequence for which we can establish optimal Wasserstein bounds along the lines outlined above, we will also obtain a version of the integration result, the proof is identical (see §2.6. below). Indeed, the result is actually true on general \( d \)-dimensional manifolds, we refer to Theorem 8 below. We also note that the result has similar flavor and scaling as a result that was previously obtained by the second author \[49\] in a different context. If \( \alpha \in \mathbb{R}^d \) is badly approximable, then it is possible to obtain directional Poincaré inequalities without loss on \( \mathbb{T}^d \): for all \( f \in C^\infty(\mathbb{T}^d) \) with mean value 0, we have

\[
\| \nabla f \|_{L^2}^{(d-1)/d} \| \langle \nabla f, \alpha \rangle \|_{L^2}^{1/d} \geq c_\alpha \| f \|_{L^2}.
\]

### 2.4. The Case of the Regular Grid.

Let us return to the case of the regular grid (refering to \( \mathbb{T}^d \) or \([0, 1]^d \) and having \( N = m^d \) points that are arranged as a regular grid). Since we have just improved the classic integration error for the Kronecker sequence, we would expect a similar improvement to hold for the regular grid (which is well understood to be, in a sense, an optimal set for the sampling for Lipschitz functions). The classic estimate for a regular grid \( (x_n)_{n=1}^N \) is

\[
\left| \int_{[0,1]^d} f(x)dx - \frac{1}{N} \sum_{k=1}^{N} f(x_k) \right| \leq c_d \| \nabla f \|_{L^\infty} N^{-1/d}.
\]

Sukharev \[53\] (see also \[36\]) has determined the sharp constant. It is known that ‘the result cannot be significantly improved for uniformly continuous functions’
Theorem 7. We have, for some explicit constant $c_d$ depending only on the dimension, for all differentiable $f : [0, 1]^d \to \mathbb{R}$ sampled on the regular grid $(x_k)_{k=1}^N$

$$\left| \int_{[0,1]^d} f(x) dx - \frac{1}{N} \sum_{k=1}^N f(x_k) \right| \leq c_d \| \nabla f \|_{L^\infty_{(T^d)}} \| \nabla f \|_{L^1(T^d)} N^{-1/d}.$$ 

We observe that this is even a slightly better estimate than Theorem 6 (an $L^1(T^d)$ norm instead of the larger $L^2(T^d)$ norm); this is maybe to be expected, we would assume the strongest estimates become available for the regular grid. We will also show that this is the best possible bound in terms of these $L^1$-spaces. It is an interesting question whether this bound ($L^1$ instead of $L^2$) is also true for the Kronecker sequence (Theorem 6). More generally, one could ask whether there is a sequence $(x_n)_{n=1}^\infty$ that uniformly attains the same error estimate as Theorem 7.

Our argument is based on a type of Poincaré inequality that we could not find in the literature and that may be of independent interest: let $B \subset \mathbb{R}^d$ denote the unit ball centered at the origin and let $f : B \to \mathbb{R}$ be Lipschitz and satisfy $f(0) = 0$, then

$$\left| \int_B f(x) dx \right| \lesssim_d \int_B \frac{\| \nabla f \|_{d-1}}{\| x \|^{d-1}} dx \lesssim_d \| \nabla f \|_{L^\infty_{B}} \| \nabla f \|_{L^1_{B}} ^{\frac{d}{2}}.$$ 

This inequality may have other applications.

2.5. Other manifolds. Nothing about our approach is particularly tied to the torus $T^d$. Indeed, the main inequality

$$W_2 \left( \frac{1}{N} \sum_{k=1}^N \delta_{x_k}, dx \right) \lesssim \inf_{t > 0} \sqrt{t} + \left( \sum_{k \in \mathbb{Z}^d \setminus \{0\}} e^{-\|k\|^2 t} \left| \frac{1}{N} \sum_{n=1}^N e^{2\pi i (k, x_n)} \right|^2 \right)^{1/2}$$ 

can be generalized just as easily to other manifolds. Let us fix a manifold $(M, g)$ and use $\phi_k$ denote the sequence of Laplacian eigenfunction

$$-\Delta \phi_k = \lambda_k \phi_k.$$ 

We assume that $\phi_0 = 1$ is the trivial (constant) eigenfunction and that they are normalized to $\| \phi_k \|_{L^2} = 1$. Then the inequality (see [45]) assumes the form

$$W_2 \left( \frac{1}{N} \sum_{k=1}^N \delta_{x_k}, dx \right) \lesssim M \inf_{t > 0} \sqrt{t} + \left( \sum_{k \in \mathbb{Z}^d \setminus \{0\}} e^{-2\lambda_k t} \left| \frac{1}{N} \sum_{n=1}^N \phi_k(x_n) \right|^2 \right)^{1/2}.$$ 

For most manifolds, we do not have an explicit expression of the eigenfunctions $\phi_k$ and the inequality is thus of limited use. There exists a substitute inequality in cases where the Green’s function $G(x, y)$ or good estimates for it are known [45]. However, the Laplacian eigenfunctions are completely explicit on the sphere and are simply the classical spherical harmonics that have already been frequently used to define notions of discrepancy on the sphere (see e.g. [20, 22, 23, 24, 34]). We
believe that our notion can be a useful addition. As an example of its usefulness, we give the general version of the result above.

**Theorem 8.** Let \((M, g)\) be a compact manifold without boundary normalized to have volume 1 and let \(f : T \to \mathbb{R}\) be differentiable. Then, for some constant \(c_M > 0\) depending only on the manifold, we have

\[
\left| \int_M f(x)dx - \frac{1}{N} \sum_{k=1}^N f(x_k) \right| \leq c_M \inf_{t > 0} \left[ \sqrt{t} \| \nabla f \|_{L^\infty} + \left( \sum_{k=1}^\infty \frac{e^{-2\lambda_k t}}{\lambda_k} \right) \sqrt{t} \left( \sum_{n=1}^N \phi_k(x_n) \right)^2 \right]^{1/2} \| \nabla f \|_{L^2} \]

Alternatively, rewriting the Sobolev in terms of the spectral expansion, we could also write the integration error, equivalently,

\[
\inf_{t > 0} \left[ \sqrt{t} \| \nabla f \|_{L^\infty} + \left( \sum_{k=1}^\infty \frac{e^{-2\lambda_k t}}{\lambda_k} \right) \sqrt{t} \left( \sum_{n=1}^N \phi_k(x_n) \right)^2 \right]^{1/2} \| \nabla f \|_{L^2}.
\]

One possible application is to estimate the error of points chosen randomly with respect to the volume measure \(dx\). We observe, from \(L^2\)-orthogonality of the Laplacian eigenfunctions, that if \((x_n)_{n=1}^N\) are chosen independently at random, then

\[
\mathbb{E} \sum_{k=1}^\infty \frac{e^{-2\lambda_k t}}{\lambda_k} \left( \frac{1}{N} \sum_{n=1}^N \phi_k(x_n) \right)^2 = \sum_{k=1}^\infty \frac{e^{-2\lambda_k t}}{\lambda_k} \frac{1}{N^2} \sum_{n=1}^N \sum_{\ell=1}^N \mathbb{E} \phi_k(x_n) \phi_k(x_\ell) = \frac{1}{N} \sum_{k=1}^\infty \frac{e^{-2\lambda_k t}}{\lambda_k}
\]

Weyl’s Theorem implies that, on a compact \(d\)-dimensional manifold, \(\lambda_k \sim k^{2/d}\). For example, on \(d\)-dimensional manifolds with \(d \geq 3\), we have (using Lemma 1 from below), for \(0 < t < 1/2\),

\[
\frac{1}{N} \sum_{k \in \mathbb{Z}} \frac{e^{-2\lambda_k t}}{\lambda_k} \lesssim_M \frac{1}{N} \sum_{k=1}^\infty \frac{e^{-k^{2/d} t}}{k^{2/d}} \lesssim d^{1/2} t^{-d/2}.
\]

Minimizing in \(t\) suggests the value

\[
t^{1/2} = \frac{1}{N^{1/d}} \left( \frac{\| \nabla f \|_{L^2}}{\| \nabla f \|_{L^\infty}} \right)^{2/d}
\]

resulting in the ‘typical bound’ for random points

\[
\left| \int_M f(x)dx - \frac{1}{N} \sum_{k=1}^N f(x_k) \right| \lesssim \| \nabla f \|_{L^\infty} \| \nabla f \|_{L^2}^2 N^{-1/d}.
\]

However, this is inferior to classical Monte-Carlo and thus perhaps not very useful in applications. In some cases, when the function \(f\) is close to being constant, this estimate may be better.

3. Proofs

3.1. A recurring computation. We collect a simple Lemma that will reappear in several different arguments.
Lemma 1. We have, for $m + d \geq 1$, the estimate
\[
\sum_{\substack{k \in \mathbb{Z}^d \\ k \neq 0}} e^{-\|k\|^2 t} \|k\|^m \lesssim_{m,d} t^{-m+d}.
\]
If $m + d = 0$, then we have, for $0 < t < 1/2$,
\[
\sum_{\substack{k \in \mathbb{Z}^d \\ k \neq 0}} e^{-\|k\|^2 t} \|k\|^m \lesssim_{m,d} t^{-m+d} \log \left( \frac{1}{t} \right).
\]

Proof. By moving to polar coordinates noting that, for all $\ell \geq 1$,
\[
\# \left\{ k \in \mathbb{Z}^d \setminus \{0\} : \ell \leq \|k\| < \ell + 1 \right\} \leq c_d \ell^{d-1},
\]
we can reduce the sum to a one-dimensional quantity
\[
\sum_{\substack{k \in \mathbb{Z}^d \\ k \neq 0}} e^{-\|k\|^2 t} \|k\|^m \lesssim_d \sum_{\substack{k \in \mathbb{Z}^d \\ k \neq 0}} e^{-\|k\|^2 t} \|k\|^{m+d-1}.
\]
If $m + d = 0$, then we can easily bound the sum via
\[
\sum_{\substack{k \in \mathbb{Z}^d \\ k \neq 0}} e^{-\|k\|^2 t} \|k\|^{-1} \lesssim \int_{1}^{\infty} e^{-x^2 t} \frac{dx}{x}
\]
This integral is the complete gamma function and can be rewritten in terms of the exponential integral via
\[
\int_{1}^{\infty} e^{-x^2 t} \frac{dx}{x} = -\frac{1}{2} \text{Ei}(-t) = \frac{1}{2} \int_{t}^{\infty} e^{-x} \frac{dx}{x}.
\]
It is easy to see that
\[
\int_{t}^{\infty} e^{-x} \frac{dx}{x} \lesssim \int_{t}^{1} \frac{dx}{x} + \int_{1}^{\infty} \frac{e^{-x}}{x} \frac{dx}{x} \lesssim \left( \frac{1}{t} \right).
\]
It remains to deal with the case $m + d \geq 1$ where we estimate the sum via a different integral. Note that
\[
\sum_{k \in \mathbb{Z}^d} e^{-\|k\|^2 t} \|k\|^{m+d-1} \lesssim \int_{0}^{\infty} e^{-x^2 t} x^{m+d-1} dx = c_{m+d} t^{-\frac{m+d}{2}}.
\]

3.2. Random Walks: Proof of Theorem 4.

Proof. We have that the measure $\mu_k$ describing the distribution of the random walk after $k$ steps is given by
\[
\mu_k = \mu_{k-1} \ast \mu \quad \text{where } \ast \text{ denotes convolution}
\]
and
\[
\mu = \frac{1}{2} \delta_\alpha + \frac{1}{2} \delta_{-\alpha}.
\]
Therefore
\[
|\hat{\mu}(\ell)| = |\hat{\mu}(\ell)|^k = |\cos (2\pi \ell \alpha)|^k.
\]
Using Peyre’s estimate, we reduce the problem to estimating the sum
\[ W_2(\mu_k, dx) \leq \left( \sum_{\ell \in \mathbb{Z}} \frac{|\cos(2\pi \ell \alpha)|^{2k}}{\ell^2} \right)^{1/2}. \]

We use, as we often do, that \( \ell \alpha \) cannot be close to an integer for many values of \( \ell \). More precisely, we define the \( k \) sets
\[ I_j = \left\{ \ell \in \mathbb{Z} \setminus \{0\} : \frac{j}{k} \leq \{\ell \alpha\} \leq \frac{j+1}{k} \right\} \quad \text{for} \quad 0 \leq j \leq k-1. \]

Since \( \alpha \) is badly approximable, we have that two distinct elements \( \ell_1, \ell_2 \in I_j \) satisfy \( |\ell_1 - \ell_2| \gtrsim k \).

We can now write
\[ \sum_{\ell \not\in 0} \frac{|\cos(2\pi \ell \alpha)|^{2k}}{\ell^2} = \sum_{j=0}^{k-1} \sum_{\ell \in I_j} \frac{|\cos(2\pi \ell \alpha)|^{2k}}{\ell^2}. \]

We have
\[ \sum_{\ell \in I_j} \frac{|\cos(2\pi \ell \alpha)|^{2k}}{\ell^2} \lesssim \max_{x \in I_j} |\cos(2\pi x)|^{2k} \sum_{\ell \in I_j} \frac{1}{\ell^2}. \]

However, the smallest element in \( I_j \) is \( \gtrsim \alpha \frac{k}{(j+1)} \) and any two consecutive elements are \( \gtrsim \alpha \frac{k}{j} \) separated implying that
\[ \sum_{\ell \in I_j} \frac{1}{\ell^2} \lesssim \sum_{h=0}^{\infty} \frac{1}{(k/(j+1) + hk)^2} \lesssim \left( \frac{j+1}{k} \right)^2. \]

However, we also have
\[ \max_{x \in I_j} |\cos(2\pi x)|^{2k} \leq \left( 1 - \left( \min \left\{ j, k-j \right\} \right) \right)^{2k}. \]

By symmetry, it suffices to sum \( j \) up to \( k/2 \). We then obtain
\[ \sum_{0 \leq j \leq k/2} \max_{x \in I_j} |\cos(2\pi x)|^{2k} \sum_{\ell \in I_j} \frac{1}{\ell^2} \lesssim \sum_{0 \leq j \leq k/2} \left( 1 - \frac{j^2}{k^2} \right)^{2k} \frac{(j+1)^2}{k^2} \lesssim k \int_0^1 \left( 1 - x^2 \right)^{2k} dx \lesssim \frac{1}{\sqrt{k}}. \]

\[ \square \]

3.3. Lattices. We quickly discuss the case where \( N = m^d \) with \( m \) prime and the points are arranged as a regular grid. Abbreviating
\[ \mu = \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}, \]
we see that the Cartesian product structure allows us to decouple different dimensions when computing the Fourier coefficients and we obtain
\[ \mu(\ell) = \frac{1}{N} \sum_{k=1}^{N} e^{2\pi i (x_k, \ell)} = \begin{cases} 1 & \text{if } m \text{ divides } \ell_i \text{ for } 1 \leq i \leq d \\ 0 & \text{otherwise.} \end{cases} \]
This shows that
\[ \mu(\ell) = \begin{cases} 
1 & \text{if } \ell \in m\mathbb{Z}^d \\
0 & \text{otherwise.} 
\end{cases} \]

While it is easy to see without any computation that
\[ W_2(\mu, dx) \lesssim d N^{-1/d}, \]
we carry out the computations to demonstrate our method. We have
\[
W_2(\mu, dx) \lesssim \inf_{t > 0} \left[ \sqrt{t} + \left( \sum_{k \in \mathbb{Z}^d \setminus \{0\}} e^{-\|k\|^2 t} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i (k, x_n)} \right|^2 \right)^{1/2} \right].
\]

The exponential sum simplifies, for \( d \geq 3 \), to
\[
\sum_{k \in \mathbb{Z}^d \setminus \{0\}} \frac{e^{-\|k\|^2 t}}{\|k\|^2} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i (k, x_n)} \right|^2 = \sum_{k \in m \mathbb{Z}^d \setminus \{0\}} \frac{e^{-\|k\|^2 (m^2 t)}}{\|k\|^2} \lesssim \frac{1}{m^2} \sum_{k \in m \mathbb{Z}^d \setminus \{0\}} \frac{e^{-\|k\|^2 (m^2 t)}}{\|k\|^2} \lesssim \frac{1}{m^2} \frac{1}{N \sqrt{t} d}.
\]

Thus
\[
W_2(\mu, dx) \lesssim \inf_{t > 0} \left[ \sqrt{t} + \frac{1}{\sqrt{N \sqrt{t}} \left( \frac{1}{d} - \frac{1}{2} \right)^{1/2}} \right] \lesssim d \frac{1}{N^{1/d}}.
\]

We observe that the same argument has a logarithmic loss for \( d = 2 \) dimensions. Since we know that no such loss is present, we see it as an indication that the \((\log N)^{1/2}\) factor present in many of our two-dimensional results might be an artefact of the method.

### 3.4. Kronecker sequences.

**Proof.** Let us consider the Kronecker sequence
\[ x_n = n\alpha \mod 1. \]

We assume that \( \alpha \) is badly approximable, which means that, for some universal constant \( c_{\alpha} > 0 \) and all integers \( q \neq 0 \), we have
\[
\max_{1 \leq j \leq d} \|\alpha_j q\| \geq \frac{c_{\alpha}}{q^{1/d}},
\]
where \( \|\cdot\| \) is the distance to the nearest integer. Khintchine’s transference principle (see, for example, the textbook of Schmidt [44]) states that \( \alpha \) is badly approximable if and only if the linear form induced by \( \alpha \) is badly approximable, i.e. if for all \( 0 \neq k \in \mathbb{Z}^d \)
\[
\|\langle k, \alpha \rangle\| \geq \frac{c_{\alpha}}{\|k\|^d},
\]
where \( \|\cdot\| \) is the distance to the nearest integer and \( c_{\alpha} \) is a universal constant. This is the property we are going to use. Observe that, abbreviating
\[
\mu = \frac{1}{N} \sum_{k=1}^{N} \delta_{x_k},
\]
then, arguing via the geometric series,

\[
|\hat{\mu}(k)| = \frac{1}{N} \left| \sum_{\ell=1}^{N} e^{2\pi i (k, x_\ell)} \right| = \frac{1}{N} \left| \sum_{\ell=1}^{N} e^{2\pi i \ell (k, \alpha)} \right| \leq \frac{2}{N} \|k\| \|\langle k, \alpha \rangle\|,
\]

where \(\|\langle k, \alpha \rangle\|\) is the distance to the nearest integer. We are left with estimating

\[
W_2(\mu, dx) \leq \inf_{t>0} \left[ \sqrt{t} + \frac{2}{N} \left( \sum_{k \neq 0} e^{-\|k\|^2 t} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^2} \right)^{1/2} \right].
\]

We split frequencies into dyadic scales and first estimate

\[
\sum_{2^\ell \leq \|k\| \leq 2^{\ell+1}} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^2}.
\]

Clearly, for any \(k_1 \neq k_2\) in this dyadic scale, we have

\[
\|\langle k_1 - k_2, \alpha \rangle\| \geq \alpha \|k_1 - k_2\| \geq 2^{-\ell d}.
\]

This means that these \(\sim 2^{\ell d}\) terms are roughly evenly spread and we have

\[
\sum_{2^\ell \leq \|k\| \leq 2^{\ell+1}} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^2} \lesssim \alpha \sum_{h=1}^{2^{d-1}} \frac{1}{(h2^{-\ell d})^2} \lesssim 2^{2\ell d}.
\]

This shows that the typical size of such a term (of which there are \(2^{\ell d}\)) is \(2^{\ell d}\) and thus we can estimate a dyadic block by increasing the multiplier as in

\[
\sum_{2^\ell \leq \|k\| \leq 2^{\ell+1}} e^{-\|k\|^2 t} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^2} \lesssim \left( \max_{2^\ell \leq \|k\| \leq 2^{\ell+1}} e^{-\|k\|^2 t} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^2} \right) \sum_{2^\ell \leq \|k\| \leq 2^{\ell+1}} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^2} \lesssim \alpha \left( \max_{2^\ell \leq \|k\| \leq 2^{\ell+1}} e^{-\|k\|^2 t} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^2} \right) \lesssim \alpha (2^{\ell d}) \sum_{2^\ell \leq \|k\| \leq 2^{\ell+1}} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^2} \lesssim 2^{\ell d}.
\]

This, in turn, can be rewritten as the kind of sum already studied above since

\[
\sum_{2^\ell \leq \|k\| \leq 2^{\ell+1}} e^{-\|k\|^2 (t/2)} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^2} \lesssim 2^{\ell d} \sum_{2^\ell \leq \|k\| \leq 2^{\ell+1}} e^{-\|k\|^2 (t/2)} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^d} \lesssim 2^{\ell d}.
\]

Altogether, using the Lemma above as well as \(d \geq 2\),

\[
\sum_{k \neq 0, k \neq 0} e^{-\|k\|^2 t} \frac{1}{\|k\|^2 \|\langle k, \alpha \rangle\|^d} \lesssim \sum_{k \neq 0, k \neq 0} e^{-\|k\|^2 t} \|k\|^{-d} \lesssim \frac{1}{t\pi_t d}.
\]

Therefore

\[
W_2(\mu, dx) \lesssim \sqrt{t} + \frac{2}{N} \frac{1}{t\pi_t d}.
\]
which implies, for the choice $t = N^{-2/d}$ that
\[ W_2(\mu, dx) \lesssim \frac{1}{N^{1/d}}. \]

3.5. **Proof of Theorem 7.** The proof is based on the following Lemma which may be of independent interest; it is a Poincaré-type statement for Lipschitz functions vanishing in a fixed point (as opposed to more classical statements where the function vanishes on the boundary or is forced to have mean value 0).

**Lemma 2.** Let $f : [0, 1]^d \to \mathbb{R}$ be differentiable and assume that $f(1/2, 1/2, \ldots, 1/2) = 0$.

Then we have the estimate
\[ \left| \int_{[0,1]^d} f(x) dx \right| \leq c_d \| \nabla f \|_{L^\infty} \frac{2^{d-1} \cdot d}{d-1} \| \nabla f \|_{L^1}, \]

**Proof.** We think of $\| \nabla f \|_{L^1}$ as a fixed quantity (the ‘budget’) and of $\| \nabla f \|_{L^\infty}$ as a constraint. Instead of integrating over the unit cube, we integrate over the unit ball $B$ centered at 0 which is also where we assume the function to vanish (for simplicity of exposition). For applications to the unit cube, it then requires us to rescale the ball by a factor only depending on the dimension and this factor only affects the constant $c_d$; henceforth, we fix $B$ to be the standard unit ball. We integrate
\[ f(x) - f(0) = \int_0^{\| x \|} \left< \nabla f \left( t \frac{x}{\| x \|} \right), \frac{x}{\| x \|} \right> dt. \]

Applying the Cauchy-Schwarz inequality and integrating over $x$, we obtain
\[ \int_B f(x) dx \lesssim \int_B \frac{| \nabla f |}{\| x \|^{d-1}} dx. \]

We maximize this upper bound instead. Clearly, it is maximized by putting the maximum weight as close to the origin as possible while preserving the $L^1$-mass. This means that, subject to our constraints, the quantity is maximized when
\[ | \nabla f | = \begin{cases} \| \nabla f \|_{L^\infty} & \text{if } \| x \| \leq \varepsilon, \\ 0 & \text{otherwise.} \end{cases} \quad \text{where } \varepsilon^{d-1} \| \nabla f \|_{L^\infty} = \| f \|_{L^1}. \]

This shows
\[ \int_B \frac{| \nabla f |}{\| x \|^{d-1}} dx \lesssim \| f \|_{L^\infty} \int_{\| x \| \leq \varepsilon} \frac{1}{\| x \|^{d-1}} dx \]
\[ \lesssim \| f \|_{L^\infty} \cdot \varepsilon \lesssim \| \nabla f \|_{L^\infty} \frac{d-1}{d-1} \| \nabla f \|_{L^1}^{\frac{d-1}{d-1}}. \]

We believe this inequality
\[ \int_B f(x) dx \lesssim \int_B \frac{| \nabla f |}{\| x \|^{d-1}} dx \]
to be quite interesting. In particular, an application of Holder’s inequality shows that, for Lipschitz functions on the $d$—dimensional ball $f : \mathbb{B} \to \mathbb{R}$ that vanish in the origin and all $p > d$

$$\int_{\mathbb{B}} f(x)dx \lesssim_{d,p} \|\nabla f\|_{L^p}.$$ 

**Proof of Theorem 7.** The proof of Theorem 7 follows easily from the Lemma which we apply, in isolation, to each fundamental cell of size $N^{-1/d}$. Rescaling the inequality in Lemma 2 then shows that for any such box $B = [0, N^{-1/d}]^d$, we have

$$\left| \int_B f(x)dx \right| \leq \frac{Cd}{N} \|\nabla f\|_{L^\infty(B)}^{d-1} \|\nabla f\|_{L^1(B)}^{d-1}.$$ 

Summing over all boxes leads to

$$\left| \int_{[0,1]^d} f(x)dx - \frac{1}{N} \sum_{k=1}^N f(x_k) \right| \lesssim \frac{\|\nabla f\|_{L^\infty}^{d-1}}{N} \sum_B \|\nabla f\|_{L^1} \left( \sum_B \|\nabla f\|_{L^1} \right)^{1/d} \left( \sum_B \frac{d-1}{d} \right)^{d-1} \frac{1}{N} \|\nabla f\|_{L^1} \|\nabla f\|_{L^1}^{1/d} N^{-1/d}.$$ 

We emphasize that the argument by itself actually yields a slightly stronger result in terms of local $L^1$—norms over $N^{-1/d}$—boxes

$$\int_{[0,1]^d} f(x)dx - \frac{1}{N} \sum_{k=1}^N f(x_k) \lesssim \frac{\|\nabla f\|_{L^\infty}^{d-1}}{N} \sum_B \|\nabla f\|_{L^1}.$$ 

**Optimality.** We quickly construct an example showing that our result is optimal. Let us consider (a slightly smoothed version of) the function

$$f(x) = \min \left\{ \varepsilon, \min_{1 \leq i \leq N} \|x - x_i\| \right\}.$$ 

We only work in the regime where $\varepsilon \ll N^{-1/d}$ in which case we see that

$$\int_{[0,1]^d} f(x)dx - \frac{1}{N} \sum_{k=1}^N f(x_k) = \int_{[0,1]^d} f(x)dx \geq \varepsilon \left( 1 - c_d N \varepsilon^d \right)$$

while also observing that

$$\|\nabla f\|_{L^\infty} = 1 \quad \text{and} \quad \|\nabla f\|_{L^1} \sim N \varepsilon^d.$$ 

By letting $\varepsilon \to 0$, we see that our estimate has the optimal exponents.
3.6. Proof of Theorem 8.

Proof. The proof combines two estimates. We first replace the discrete measure
\[ \mu = \sum_{k=1}^{N} \delta_{x_k} \]
by the smoothed measure \( e^{t \Delta} \mu \). The second step of the argument is merely a duality estimate (or, alternatively, an application of the Cauchy-Schwarz inequality). The first step is comprised of the estimate
\[ \left| \int_M f d\mu - \int_M f e^{t \Delta} \mu dx \right| \lesssim \sqrt{t} \|\nabla f\|_{L^\infty} , \]
which can be understood in at least two different ways. We describe both of them. The first case is physical: we interpret the heat equation as a process that transports a Dirac measure to a nearby neighborhood. The physical scaling is that within \( t \) units of time, the mass is transported roughly distance \( \sqrt{t} \). However, the effect of transporting mass is naturally aligned to the setting of a Lipschitz function since
\[ \left| \int_M f d\mu - \int_M f d\nu \right| \leq \|\nabla f\|_{L^\infty} W_1(\mu, \nu). \]
(This inequality becomes an equation in one dimension and is known as Monge-Kantorovich duality in that setting, see e.g. [57]). However, it is known that (see e.g. [45])
\[ W_1(\mu, e^{t \Delta} \mu) \lesssim \sqrt{t} \|\mu\| \]
and since \( \mu \) is normalized to be a probability measure, we obtain \( \|\mu\| = 1 \) and the desired estimate. The second step is more explicit. We introduce the heat kernel \( p_t(x, y) \) as the solution of the heat equation started with the measure \( \delta_x \) and run up to time \( t \) and then evaluated in \( y \). Then it follows from conservation of mass that
\[ \int_M p_t(x, y) dy = 1 \]
and the mean-value theorem implies
\[ \left| \int_M f(x) d\mu - \int_M f(x) e^{t \Delta} \mu dx \right| = \left| \int_M \frac{1}{N} \sum_{k=1}^{N} (p_t(x_k, y) f(y) - f(x_k)) dy \right| \]
\[ \leq \frac{1}{N} \sum_{k=1}^{N} \left| \int_M p_t(x_k, y) f(y) - f(x_k) dy \right| \]
\[ \leq \frac{1}{N} \sum_{k=1}^{N} \left| \int_M p_t(x_k, y) f(y) - p_t(x_k, y) f(x_k) dy \right| \]
\[ \leq \frac{1}{N} \sum_{k=1}^{N} \left| \int_M \|\nabla f\|_{L^\infty} p_t(x_k, y) |x_k - y| dy \right| \]
\[ \leq \|\nabla f\|_{L^\infty} \max_{x \in M} \int_M p_t(x_k, y) |x_k - y| dy. \]
However, the last term can be controlled using Aronson’s estimate
\[ p_t(x, y) \leq \frac{c_1}{t^{n/2}} \exp \left( - \frac{|x - y|^2}{c_2 t} \right) , \quad \forall t > 0, x, y \in M, \]
where the constant $c_1, c_2$ depend only on the manifold. A simple computation then shows (see e.g. [45]) that
\[
\int_M p_t(x_k, y)|x_k - y|dy \lesssim_M \sqrt{t}.
\]
We now come to the final part of the argument. It remains to estimate the error
\[
\left| \int_M f(x)dx - \int_M f(x)e^{t\Delta}dx \right| \quad \text{from above.}
\]
We interpret this as an inner product
\[
\left| \int_M f(x)dx - \int_M f(x)e^{t\Delta}dx \right| = \left| \langle f, e^{t\Delta} - 1 \rangle \right|.
\]
A duality argument now shows that
\[
\left| \langle f, e^{t\Delta} - 1 \rangle \right| \leq \|f\|_H \|e^{t\Delta} - 1\|_{H^{-1}}
\]
which is the desired result. One could also avoid the language of functional analysis and estimate, after noticing that $e^{t\Delta} - 1$ has mean value 0 and that $\phi_k$ has mean value 0 for $k \geq 1$,}
\[
\left| \langle f, e^{t\Delta} - 1 \rangle \right| = \left| \sum_{k=0}^{\infty} \langle f, \phi_k \rangle \langle e^{t\Delta} - 1, \phi_k \rangle \right|
\]
\[
= \sum_{k=1}^{\infty} \lambda_k^{1/2} \langle f, \phi_k \rangle \lambda_k^{-1/2} \langle e^{t\Delta} - 1, \phi_k \rangle
\]
\[
\leq \left( \sum_{k=1}^{\infty} \lambda_k \langle f, \phi_k \rangle^2 \right)^{1/2} \left( \sum_{k=1}^{\infty} \lambda_k^{-1} \langle e^{t\Delta} - 1, \phi_k \rangle^2 \right)^{1/2}
\]
\[
= \left( \sum_{k=1}^{\infty} \lambda_k \langle f, \phi_k \rangle^2 \right)^{1/2} \left( \sum_{k=1}^{\infty} \lambda_k^{-1} \langle e^{t\Delta} - 1, \phi_k \rangle^2 \right)^{1/2}.
\]
As for the first term, we observe that
\[
\sum_{k=1}^{\infty} \lambda_k \langle f, \phi_k \rangle^2 = \int_M (\Delta f)f dx = \int_M |\nabla f|^2 dx = \|\nabla f\|_{L^2}^2.
\]
As for the second sum, we observe that, using the self-adjointness of the heat propagator and the fact that $\phi_k$ is an eigenfunction of the Laplacian
\[
\langle e^{t\Delta} \mu, \phi_k \rangle = \langle e^{t\Delta} \phi_k, \mu \rangle = e^{-\lambda_k t} \langle \mu, \phi_k \rangle.
\]
This then results in
\[
\left( \sum_{k=1}^{\infty} \lambda_k^{-1} \langle e^{t\Delta} \mu, \phi_k \rangle^2 \right)^{1/2} = \left( \sum_{k=1}^{\infty} e^{-2\lambda_k t} \langle \mu, \phi_k \rangle^2 \right)^{1/2}
\]
and concludes the desired result. \qed
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