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Abstract. In this paper, we are concerned with the critical order Hénon-Lane-Emden type
equations with Navier boundary condition on a half space \( \mathbb{R}^n_+ \):

\[
\begin{cases}
(-\Delta)^{\frac{n}{2}} u(x) = f(x, u(x)), & x \in \mathbb{R}^n_+, \\
u(x) \geq 0, & x \in \mathbb{R}^n_+, \\
u = (-\Delta)u = \cdots = (-\Delta)^{\frac{n}{2}-1}u = 0, & x \in \partial \mathbb{R}^n_+,
\end{cases}
\]

where \( u \in C^n(\mathbb{R}^n_+) \cap C^{n-2}(\mathbb{R}^n_+) \) and \( n \geq 2 \) is even. We first consider the typical case \( f(x, u) = |x|^a u^p \) with \( 0 \leq a < +\infty \) and \( 1 < p < +\infty \). We prove the super poly-harmonic properties and establish the equivalence between (0.1) and the corresponding integral equations

\[
u(x) = \int_{\mathbb{R}^n_+} G(x, y)f(y, u(y))dy,
\]

where \( G(x, y) \) denotes the Green’s function for \((-\Delta)^{\frac{n}{2}}\) on \( \mathbb{R}^n_+ \) with Navier boundary conditions. Then, we establish Liouville theorem for (0.2) via “the method of scaling spheres” developed initially in [19] by Dai and Qin, and hence we obtain the Liouville theorem for (0.1) on \( \mathbb{R}^n_+ \). As an application of the Liouville theorem on \( \mathbb{R}^n_+ \) (Theorem 1.6) and Liouville theorems in \( \mathbb{R}^n \) established in Chen, Dai and Qin [4] for \( n \geq 4 \) and Bidaut-Véron and Giacomini [1] for \( n = 2 \), we derive a priori estimates and existence of positive solutions to critical order Lane-Emden equations in bounded domains for all \( n \geq 2 \) and \( 1 < p < +\infty \). Extensions to IEs and PDEs with general nonlinearities \( f(x, u) \) are also included.
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1. Introduction

1.1. Liouville theorems on a half space \( \mathbb{R}^n_+ \). In this paper, we first establish Liouville theorem for the following higher order Hénon-Lane-Emden equations with Navier boundary condition:

\[
\begin{cases}
(-\Delta)^{\frac{n}{2}} u(x) = |x|^a u^p(x), & x \in \mathbb{R}^n_+, \\
u(x) \geq 0, & x \in \mathbb{R}^n_+, \\
u = (-\Delta)u = \cdots = (-\Delta)^{\frac{n}{2}-1}u = 0 & x \in \partial \mathbb{R}^n_+,
\end{cases}
\]

where \( \mathbb{R}^n_+ = \{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n | x_n > 0 \} \) is the upper half Euclidean space, \( u \in C^n(\mathbb{R}^n_+) \cap C^{n-2}(\mathbb{R}^n_+) \), \( n \geq 2 \) is even, \( 0 \leq a < +\infty \) and \( 1 < p < +\infty \).

For \( 0 < \alpha \leq n \), PDEs of the form

\[
(-\Delta)^{\frac{n}{2}} u(x) = |x|^a u^p(x)
\]
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are called the fractional order or higher order Hénon, Lane-Emden, Hardy equations for \( a > 0, a = 0, a < 0 \), respectively. These equations have numerous important applications in conformal geometry and Sobolev inequalities. In particular, in the case \( a = 0, (1.2) \) becomes the well-known Lane-Emden equation, which models many phenomena in mathematical physics and astrophysics. When \( a > 0 \), equations of type \( (1.2) \) was first proposed by Hénon in \([27]\) when he studied rotating stellar structures.

We say equations \( (1.2) \) have critical order if \( \alpha = n \) and non-critical order if \( 0 < \alpha < n \). Being essentially different from the non-critical order equations, the fundamental solution \( a \) of \((\Delta)^{\frac{\alpha}{2}} \) changes its signs in critical order case \( \alpha = n \). The nonlinear terms in \( (1.2) \) are called critical if \( p = p_{s}(a) := \frac{n+n+2a}{n-\alpha} (:= +\infty \text{ if } n = \alpha) \) and subcritical if \( 0 < p < p_{s}(a) \).

Liouville type theorems (i.e., nonexistence of nontrivial nonnegative solutions) and related properties for equations \( (1.2) \) in the whole space \( \mathbb{R}^{n} \) and the half space \( \mathbb{R}_{+}^{n} \) have been extensively studied (see \([1, 6, 7, 9, 13, 15, 18, 19, 20, 21, 22, 23, 25, 28, 29, 30, 32, 33, 37, 38, 39, 40, 41]\) and the references therein). These Liouville theorems, in conjunction with the blowing up and re-scaling arguments, are crucial in establishing a priori estimates and hence existence of positive solutions to non-variational boundary value problems for a class of elliptic equations on bounded domains or on Riemannian manifolds with boundaries (see \([4, 11, 19, 26, 36]\)).

In the critical order case \( \alpha = n \), Liouville theorems for \( (1.2) \) have been established in \([1]\) for \( n = 2 \) and in \([4]\) for \( n \geq 4 \) in whole space \( \mathbb{R}^{n} \). For the special case \( a = 0 \), their results can be concluded as the following theorem.

**Theorem 1.1.** \([1, 4]\) Suppose \( n \geq 2 \) is an even integer, \( 1 < p < +\infty \) and \( u \) is a nonnegative classical solution of

\[
(\Delta)^{\frac{\alpha}{2}} u(x) = u^{p}(x), \quad \forall x \in \mathbb{R}^{n}.
\]

Then, we have \( u \equiv 0 \) in \( \mathbb{R}^{n} \).

For \( a = 0 \), there are also many works on the Liouville type theorems for Lane-Emden equations on half space \( \mathbb{R}_{+}^{n} \), for instance, see \([6, 7, 9, 13, 15, 18, 19, 20, 21, 22, 31, 33, 37, 38, 39]\) and the references therein. Reichel and Weth \([38]\) proved Liouville theorem in the class of bounded nonnegative solutions for Dirichlet problem of higher order Lane-Emden equations \( (1.2) \) (i.e., \( a = 0 \) and \( \alpha = 2m \) with \( 1 \leq m < \frac{n}{2} \)) on \( \mathbb{R}_{+}^{n} \) in the cases \( 1 < p \leq \frac{n+2m}{n-2m} \), subsequently they also derived in \([39]\) Liouville theorem for general nonnegative solutions in the cases \( 1 < p < \frac{n+2m}{n-2m} \). In \([6]\), Chen, Fang and Li established Liouville theorem for Navier problem of Lane-Emden equation \( (1.2) \) on \( \mathbb{R}_{+}^{n} \) in the higher order cases \( \alpha = 2m \) with \( 1 \leq m < \frac{n}{2} \) and \( \frac{n}{n-2m} < p \leq \frac{n+2m}{n-2m} \). In a recent work \([19]\), Dai and Qin developed the method of scaling spheres, which is essentially a frozen variant of the method of moving spheres initially used by Chen and Li \([10]\), Li and Zhu \([31]\) and Padilla \([35]\) and becomes a powerful tool in deriving asymptotic estimates for solutions. As one of many immediate applications, they established in \([19]\) the Liouville theorem for non-critical higher order Hénon-Lane-Emden type IEs and Lane-Emden type PDEs with Navier boundary conditions on \( \mathbb{R}_{+}^{n} \) for all \( 1 < p \leq \frac{n-2m}{n-2m} \).

For Liouville theorem on \( \mathbb{R}_{+}^{n} \), the cases \( a \neq 0 \) have not been fully understood. For \( a > 0 \), by using the method of scaling spheres developed initially in \([19]\), Dai, Qin and Zhang \([22]\) proved the Liouville theorem for non-critical higher order Hénon equations \( (1.2) \) (i.e., \( \alpha = 2m \) with \( 1 \leq m < \frac{n}{2} \)) with Navier boundary conditions on \( \mathbb{R}_{+}^{n} \) in the cases \( 1 < p < \frac{n+2m+2a}{n-2m} \).

In this paper, by applying the method of scaling spheres in integral forms, we will establish Liouville theorem for the Navier problem of critical order Hénon-Lane-Emden equation \( (1.1) \) on \( \mathbb{R}_{+}^{n} \) in all the cases that \( a \geq 0, n \geq 2 \) and \( 1 < p < +\infty \).
It's well known that the super poly-harmonic properties of solutions are crucial in establishing Liouville type theorems and the integral representation formulae for higher order or fractional order PDEs (see e.g. [4, 5, 6, 18, 22, 41]). In order to prove the equivalence between PDE (1.1) and corresponding integral equation, we will first prove the following generalized theorem on super poly-harmonic properties, namely, we allow $-n < a < 0$ and assume that $u \in C^n(\mathbb{R}^n_+) \cap C^{n-2}(\mathbb{R}^n_+)$ if $-n < a < 0$.

**Theorem 1.2.** (Super poly-harmonic properties) Assume $n \geq 4$ is even, $-n < a < +\infty$, $1 < p < +\infty$ and $u$ is a nonnegative solution of (1.1). If one of the following two assumptions \[ a \geq -2p - 2 \quad \text{or} \quad u(x) = o(|x|^2) \quad \text{as} \quad |x| \to +\infty \]
holds, then \[ (-\Delta)^i u(x) \geq 0 \]
for every $i = 1, 2, \ldots, \frac{n}{2} - 1$ and all $x \in \mathbb{R}^n_+$.

Based on the above super poly-harmonic properties, we can deduce the equivalence between PDE (1.1) and the following integral equation

\[ u(x) = \int_{\mathbb{R}^n_+} G^+(x, y)|y|^a u^p(y)dy, \]

where

\[ G^+(x, y) := C_n \left( \ln \frac{1}{|x - y|} - \ln \frac{1}{|\bar{x} - y|} \right) \]
denotes the Green’s function for $(-\Delta)^{\frac{n}{2}}$ on $\mathbb{R}^n_+$ with Navier boundary conditions, and $\bar{x} := (x_1, \ldots, -x_n)$ is the reflection of $x$ with respect to the boundary $\partial \mathbb{R}^n_+$. That is, we have the following theorem.

**Theorem 1.3.** If $u$ is a nonnegative classical solution of (1.1), then $u$ is also a nonnegative solution of integral equation (1.3), and vice versa.

Next, we consider the integral equations (1.3) instead of PDE (1.1). We will study the integral equation (1.3) via the method of scaling spheres in integral forms developed by Dai and Qin in [19]. Our Liouville type result for IE (1.3) is the following theorem.

**Theorem 1.4.** Assume $n \geq 1$, $1 \leq p < +\infty$ and $-n < a < +\infty$. If $u \in C(\mathbb{R}^n_+)$ is a nonnegative solution to (1.3), then $u \equiv 0$.

**Remark 1.5.** Note that we do not assume $n$ to be even in Theorem 1.4. It is also unexpected that the above Theorem 1.4 still holds for $n = 1$. One can see clearly from the proof that the assumption $u \in C(\mathbb{R}^n_+)$ in Theorem 1.4 can be weaken into $|x|^a u^{p-1} \in L^{1+\delta}_{loc}(\mathbb{R}^n_+)$ for some small $\delta > 0$.

As a consequence of Theorem 1.3 and 1.4, we obtain immediately the following Liouville type theorem on PDE (1.1).

**Theorem 1.6.** Assume $n \geq 2$ is even, $0 \leq a < +\infty$ and $1 < p < +\infty$. Suppose $u \in C^n(\mathbb{R}^n_+) \cap C^{n-2}(\mathbb{R}^n_+)$ is a nonnegative classical solution to (1.1), then $u \equiv 0$. 
1.2. A priori estimates and existence of positive solutions in bounded domains.

As an immediate application of the Liouville theorems (Theorem 1.1 for $\mathbb{R}^n$ and Theorem 1.6 for $\mathbb{R}^n_+$), we can derive a priori estimates and existence of positive solutions to critical order Lane-Emden equations in bounded domains $\Omega$ for all $1 < p < +\infty$.

In general, let the critical order uniformly elliptic operator $L$ be defined by

\begin{equation}
L := \left( \sum_{i,j=1}^{n} a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} \right)^{\frac{p}{2}} + \sum_{|\beta| \leq n-1} b_{\beta}(x) D^\beta,
\end{equation}

where $n \geq 2$ is even and the coefficients $b_{\beta} \in L^\infty(\Omega)$ and $a_{ij} \in C^{n-2}(\Omega)$ such that there exists constant $\tau > 0$ with

\begin{equation}
\tau |\xi|^2 \leq \sum_{i,j=1}^{n} a_{ij}(x) \xi_i \xi_j \leq \tau^{-1} |\xi|^2, \quad \forall \xi \in \mathbb{R}^n, \ x \in \Omega.
\end{equation}

Consider the Navier boundary value problem:

\begin{align}
Lu(x) &= f(x, u), \quad x \in \Omega, \\
u(x) &= Au(x) = \cdots = A^{\frac{p}{2}-1} u(x) = 0, \quad x \in \partial \Omega,
\end{align}

where $n \geq 2$ is even, $u \in C^n(\Omega) \cap C^{n-2}(\Omega)$ and $\Omega$ is a bounded domain with boundary $\partial \Omega \subset C^{n-2}$.

By virtue of the Liouville theorem in $\mathbb{R}^n$ established in [1, 4] (see also Theorem 1.1) and Liouville theorem in $\mathbb{R}^n_+$ (Theorem 1.6), using entirely similar blowing-up and re-scaling methods as in the proof of Theorem 6 in Chen, Fang and Li [6], we can derive the following a priori estimate for classical solutions (possibly sign-changing solutions) to the critical order Navier problem (1.7) in the full range $1 < p < +\infty$.

**Theorem 1.7.** Assume $n \geq 2$ is even, $1 < p < +\infty$ and there exist positive, continuous functions $h(x)$ and $k(x): \Omega \rightarrow (0, +\infty)$ such that

\begin{equation}
\lim_{s \to +\infty} \frac{f(x, s)}{s^p} = h(x), \quad \lim_{s \to -\infty} \frac{f(x, s)}{|s|^p} = k(x)
\end{equation}

uniformly with respect to $x \in \bar{\Omega}$. Then there exists a constant $C > 0$ depending only on $\Omega$, $n$, $p$, $h(x)$, $k(x)$, such that

\begin{equation}
\|u\|_{L^\infty(\Omega)} \leq C
\end{equation}

for every classical solution $u$ of Navier problem (1.7).

**Remark 1.8.** The proof of Theorem 1.7 is entirely similar to that of Theorem 6 in [6] (see also Theorem 1.13 in [19]). We only need to replace the Liouville theorems for non-critical order Lane-Emden equations in $\mathbb{R}^n$ (see Lin [28] for fourth order and Wei and Xu [41] for general even order) by Liouville theorems for critical order equations in $\mathbb{R}^n$ (see Bidaut-Véron and Giacomini [1] for $n = 2$ and Chen, Dai and Qin [4] for $n \geq 4$, see also Theorem 1.11), and replace the Liouville theorems for non-critical order Lane-Emden equations on $\mathbb{R}^n_+$ (Theorem 5 in [6], or further, Theorem 1.10 in [19]) by Theorem 1.6 in the proof. Thus we omit the details of the proof.
One can immediately apply Theorem 1.7 to the following critical order Navier problem:

\[
\begin{cases}
(-\Delta)^{\frac{n}{2}} u(x) = u^p(x) + t & \text{in } \Omega, \\
u(x) = -\Delta u(x) = \cdots = (-\Delta)^{\frac{n}{2}-1} u(x) = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where \( n \geq 2, \Omega \subset \mathbb{R}^n \) is a bounded domain with boundary \( \partial \Omega \in C^{n-2} \) and \( t \) is an arbitrary nonnegative real number.

We can deduce the following corollary from Theorem 1.7.

**Corollary 1.9.** Assume \( 1 < p < +\infty \). Then, for any nonnegative solution \( u \in C^n(\Omega) \cap C^{n-2}(\Omega) \) to the critical order Navier problem (1.10), we have

\[
\|u\|_{L^\infty(\Omega)} \leq C(n, p, \Omega).
\]

**Remark 1.10.** In [4], due to the lack of Liouville theorem in \( R^n_+ \) (Theorem 1.6), the authors first applied the method of moving planes in local way to derive a boundary layer estimates, then by using blowing-up arguments (see [2, 9]), they could only establish the a priori estimates for the critical order Navier problem (1.10) under the assumptions that either \( 1 < p < +\infty \) and \( \Omega \) is strictly convex, or \( 1 < p \leq \frac{n+2}{n-2} \) (see Theorem 1.3 in [4]). Now, as an immediate consequence of Theorem 1.7, we derive in Corollary 1.9 a priori estimates for the critical order Navier problem (1.10) for all the cases \( 1 < p < +\infty \) with no convexity assumptions on \( \Omega \), which extends Theorem 1.3 in [4] remarkably.

As a consequence of the a priori estimates (Corollary 1.9), by applying the Leray-Schauder fixed point theorem (see Theorem 4.1 in [4]), we can derive existence result for positive solution to the following Navier problem for critical order Lane-Emden equations in the full range \( 1 < p < +\infty \):

\[
\begin{cases}
(-\Delta)^{\frac{n}{2}} u(x) = u^p(x) & \text{in } \Omega, \\
u(x) = -\Delta u(x) = \cdots = (-\Delta)^{\frac{n}{2}-1} u(x) = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where \( n \geq 2 \) is even, \( 1 < p < +\infty \) and \( \Omega \subset \mathbb{R}^n \) is a bounded domain with boundary \( \partial \Omega \in C^{n-2} \).

By virtue of the a priori estimates (Theorem 1.3 in [4]), using the Leray-Schauder fixed point theorem, Chen, Dai and Qin [4] obtained existence of positive solution for the critical order Navier problem (1.12) under the assumptions that either \( p \in (1, +\infty) \) and \( \Omega \) is strictly convex, or \( p \in (1, \frac{n+2}{n-2}] \) (Theorem 1.4 in [4]). For existence results on non-critical higher order Hénon-Hardy equations on bounded domains, please see [16, 17, 18, 19, 24, 34] and the references therein. Since Corollary 1.9 extends Theorem 1.3 in [4] to the full range \( 1 < p < +\infty \) with no convexity assumptions on \( \Omega \), through entirely similar arguments, we can improve Theorem 1.4 in [4] remarkably and derive the following existence result for positive solution to the critical order Navier problem (1.12) in the full range \( 1 < p < +\infty \).

**Theorem 1.11.** Assume \( 1 < p < +\infty \). Then, the critical order Navier problem (1.12) possesses at least one positive solution \( u \in C^n(\Omega) \cap C^{n-2}(\Omega) \). Moreover, the positive solution \( u \) satisfies

\[
\|u\|_{L^\infty(\Omega)} \geq \left( \frac{\sqrt{2n}}{\text{diam } \Omega} \right)^{\frac{n}{p-1}}.
\]

**Remark 1.12.** The proof of Theorem 1.11 is entirely similar to that of Theorem 1.4 in [4]. We only need to replace Theorem 1.3 in [4] by Corollary 1.9 in the proof. Thus we omit the details of the proof.
Remark 1.13. The lower bounds (1.13) on the $L^\infty$ norm of positive solutions $u$ indicate that, if $\text{diam} \, \Omega < \sqrt{2n}$, then a uniform priori estimate does not exist and blow-up may occur when $p \to 1^+$. 

1.3. Extensions to general nonlinearities. Consider the following integral equations associated with Navier problems for general critical order elliptic equations on $\mathbb{R}^n_+$:

(1.14) \[ u(x) = \int_{\mathbb{R}^n_+} G^+(x, y)f(y, u(y))dy, \]

where $u \in C(\overline{\mathbb{R}^n_+})$, $n \geq 1$ and the nonlinear terms $f : \mathbb{R}^n_+ \times \mathbb{R}_+ \to \mathbb{R}_+$. 

Definition 1.14. We say that the nonlinear term $f$ has subcritical growth, provided that

(1.15) \[ \mu^n f(\mu x, u) \]

is strictly increasing with respect to $\mu \geq 1$ or $\mu \leq 1$ for all $(x, u) \in \mathbb{R}^n_+ \times \mathbb{R}_+$. 

Definition 1.15. A function $g(x, u)$ defined on $\mathbb{R}^n_+ \times \mathbb{R}^n_+$ is called locally Lipschitz on $u$, provided that for any $u_0 \in \mathbb{R}^n_+$ and $\omega \subseteq \mathbb{R}^n_+$ bounded, there exists a (relatively) open neighborhood $U(u_0) \subseteq \mathbb{R}^n_+$ such that $g$ is Lipschitz continuous on $u$ in $\omega \times U(u_0)$.

We need the following three assumptions on the nonlinear term $f(x, u)$.

(f1) The nonlinear term $f$ is non-decreasing about $u$ in $\mathbb{R}^n_+ \times \mathbb{R}_+$, namely,

(1.16) \[ (x, u), (x, v) \in \mathbb{R}^n_+ \times \mathbb{R}_+ \text{ with } u \leq v \implies f(x, u) \leq f(x, v). \]

(f2) There exists a $\sigma < n$ such that, $|x|^\sigma f(x, u)$ is locally Lipschitz on $u$ in $\mathbb{R}^n_+ \times \mathbb{R}_+$.

(f3) There exist a cone $C \subseteq \mathbb{R}^n_+$ containing the positive $x_n$-axis with vertex at 0 (say, $C = \{x \in \mathbb{R}^n_+ \mid x_n > \frac{|x|}{\sqrt{n}}\}$), constants $C > 0$, $-n < a < +\infty$ and $0 < p < +\infty$ such that, the nonlinear term

(1.17) \[ f(x, u) \geq C|x|^a u^p \text{ in } C \times \mathbb{R}_+. \]

By applying the method of scaling spheres to the generalized integral equations (1.14), we can derive the following Liouville theorem.

Theorem 1.16. Assume $f$ is subcritical and satisfies the assumptions (f1), (f2) and (f3), then the Liouville type results in Theorem 1.4 are valid for integral equations (1.14).

Remark 1.17. By using the method of scaling spheres, Theorem 1.16 can be proved through a quite similar way as in the proof of Theorem 1.4, so we leave the details to readers. We would like to mention that, if the nonlinear term $f(x, u)$ satisfies subcritical conditions for $\mu \leq 1$ (see Definition 1.14), we only need to carry out calculations and estimates outside the upper half ball $B_\lambda^+(0)$ during the scaling spheres procedure.

Remark 1.18. In particular, $f(x, u) = |x|^a u^p$ with $a > -n$ satisfies all the assumptions in Theorem 1.16, thus Theorem 1.4 can also be regarded as a corollary of Theorem 1.16. In addition, $f(x, u) = |x|^a(x_n)^b u^p$ with $a + b > -n$ and $b \geq 0$ also satisfies all the assumptions in Theorem 1.16.

Next, we consider the following Navier problems for general critical order elliptic equations on $\mathbb{R}^n_+$:

(1.18) \[ \begin{cases} \ (-\Delta)^{\frac{n}{2}} u(x) = f(x, u(x)), & u(x) \geq 0, & x \in \mathbb{R}^n_+, \\ u = (-\Delta) u = \cdots = (-\Delta)^{\frac{n}{2}-1} u = 0 & \text{on } \partial \mathbb{R}^n_+, \end{cases} \]
where \( u \in C^n(\mathbb{R}^n_+) \cap C^{n-2}(\mathbb{R}^n_+) \), \( n \geq 2 \) is even and the nonlinear terms \( f : \mathbb{R}^n_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \).

It is clear from the proof of Theorem 1.2 that (see Section 2), under the same assumptions, the super poly-harmonic properties in Theorem 1.2 also hold for nonnegative classical solutions to the generalized critical order elliptic equations (1.18) provided that

\[
(1.19) \quad f(x, u) \geq C|x|^a u^p \quad \text{in } \mathbb{R}^n_+ \times \mathbb{R}_+.
\]

Based on the super poly-harmonic properties, one can verify under some assumptions on \( f(x, u) \) that the proof of Theorem 1.3 can also be adopted to show the equivalence between the generalized critical order PDEs (1.18) and IE (1.14) (see Section 3). For these purpose, we need the following assumptions on the nonlinear term \( f(x, u) \).

\((f_2')\) The nonlinear term \( f(x, u) \) is locally Lipschitz on \( u \) in \( \mathbb{R}^n_+ \times \mathbb{R}_+ \).

\((f_3')\) There exist constants \( C > 0, 0 \leq a < +\infty \) and \( 0 < p < +\infty \) such that, the nonlinear term \( f(x, u) \) satisfies (1.19).

As a consequence of Theorem 1.16, we derive the following Liouville theorem for the generalized critical order PDEs (1.18).

**Theorem 1.19.** Assume \( f \) is subcritical and satisfies the assumptions \((f_1), (f_2')\) and \((f_3')\), then the Liouville type results in Theorem 1.6 are valid for PDEs (1.18).

**Remark 1.20.** In particular, \( f(x, u) = |x|^a u^p \) with \( a \geq 0 \) satisfies all the assumptions in Theorem 1.19, thus Theorem 1.6 can also be regarded as a corollary of Theorem 1.19.

The rest of this paper is organized as follows. In section 2, we prove the super poly-harmonic properties for nonnegative solutions to (1.1) (i.e., Theorem 1.2) via a variant of the method used in [6]. In section 3, we show the equivalence between PDE (1.1) and IE (1.3), namely, Theorem 1.3. Section 4 is devoted to the proof of Theorem 1.4, then Theorem 1.6 follows immediately as a consequence of Theorem 1.4.

In the following, we will use \( C \) to denote a general positive constant that may depend on \( n, a, p \) and \( u \), and whose value may differ from line to line.

**2. Super poly-harmonic properties**

In this section, we will prove Theorem 1.2. To this end, we make an odd extension of \( u \) to the whole space \( \mathbb{R}^n \). Define

\[
(2.1) \quad u(x', x_n) = -u(x', -x_n) \quad \text{for } x_n < 0,
\]

where \( x' = (x_1, \cdots, x_{n-1}) \in \mathbb{R}^{n-1} \). Then \( u \) satisfies

\[
(2.2) \quad (-\Delta)^{\frac{n}{2}} u = |x|^a |u|^{p-1} u(x), \quad x \in \mathbb{R}^n.
\]

Let \( v_i := (-\Delta)^i u \). We aim to show that

\[
(2.3) \quad v_i(x) \geq 0
\]

for any \( x \in \mathbb{R}^n_+ \) and \( i = 1, 2, \cdots, \frac{n}{2} - 1 \). Our proof will be divided into two steps.

**Step 1.** We first show that

\[
(2.4) \quad v_{\frac{n}{2}-1} = (-\Delta)^{\frac{n}{2}-1} u \geq 0.
\]

If \((2.4)\) does not hold, then there exists \( x_0 \in \mathbb{R}^n_+ \), such that

\[
(2.5) \quad v_{\frac{n}{2}-1}(x_0) < 0.
\]
Now, let
\[
\bar{f}(r) = \bar{f}(|x - x_0|) := \frac{1}{|\partial B_r(x_0)|} \int_{\partial B_r(x_0)} f(x) d\sigma
\]
be the spherical average of \( f \) with respect to the center \( x_0 \). Then by the well-known property \( \Delta u = \Delta \bar{u} \), we have
\[
\begin{aligned}
-\Delta \bar{u}_{r-1}(r) &= |x|^a |u|^{p-1} u(r), \\
-\Delta \bar{u}_{r-2}(r) &= \bar{u}_{r-1}(r), \\
& \quad \cdots \\
-\Delta \bar{u}(r) &= \bar{u}(r).
\end{aligned}
\]
(2.7)

From the first equation in (2.7), integrating both sides from 0 to \( r \), we have
\[
-r^{n-1} \bar{u}_{r-1}(r) = \int_0^r s^{n-1} |x|^a |u|^{p-1} u(s) ds
\]
(2.8)
\[
= \frac{1}{\omega_n} \int_0^r \int_{\partial B_s(x_0)} |x|^a |u|^{p-1} u d\sigma ds
\]
\[
= \frac{1}{\omega_n} \int_{B_r(x_0)} |x|^a |u|^{p-1} u dx \geq 0,
\]
where \( \omega_n \) denotes the area of unit sphere in \( \mathbb{R}^n \). Here we have used the fact that, since \( x_0 \in \mathbb{R}^n_+ \), more than half of the ball \( B_r(x_0) \) is contained in \( \mathbb{R}^n_+ \), so (2.8) follows from the odd symmetry of \( u \) with respect to \( \partial \mathbb{R}^n_+ \). From (2.5) and (2.8), we have
\[
(2.9) \quad \bar{u}_{r-1}(r) \leq 0, \quad \bar{u}_{r-2}(r) \leq \bar{u}_{r-1}(0) = \bar{u}_{r-1}(x_0) < 0, \quad \forall r \geq 0.
\]
Then from the second equation in (2.7), we have
\[
(2.10) \quad -r^{n-1} \bar{u}_{r-2}(r)' = \bar{u}_{r-1}(r) \leq \bar{u}_{r-1}(0) := -c_0 < 0, \quad \forall r \geq 0,
\]
which means
\[
(2.11) \quad (r^{n-1} \bar{u}_{r-2}(r))' \geq c_0 r^{n-1}, \quad \forall r \geq 0.
\]
Integrating from 0 to \( r \) twice yields
\[
(2.12) \quad \bar{u}_{r-2}(r) \geq \frac{c_0}{2n} r^2 + \bar{u}_{r-2}(0) \geq \frac{c_0}{2n} r^2 + c_1, \quad \forall r \geq 0.
\]
Continuing this way, if \( \frac{n}{2} \) is odd, we can derive that
\[
(2.13) \quad \bar{u}(r) \leq -\bar{c}_0 r^{n-2} + \sum_{i=1}^{\frac{n}{2}-1} \bar{c}_i r^{2(\frac{n}{2}-1-i)}, \quad \forall r \geq 0,
\]
where \( \bar{c}_0 > 0 \) and \( \bar{c}_{\frac{n}{2}-1} = \bar{u}(0) = u(x_0) \geq 0 \). Then, similar to (2.8), by the definition of \( \bar{u} \) and (2.13), for \( r \) large, we obtain
\[
(2.14) \quad 0 \leq \frac{1}{\omega_n} \int_{B_r(x_0)} u dx = \int_0^r s^{n-1} \bar{u}(s) ds
\]
\[
\leq -\bar{c}_0 \frac{r^{2n-2}}{2n-2} + \sum_{i=1}^{\frac{n}{2}-1} \frac{\bar{c}_i}{2(n-1-i)} r^{2(\frac{n}{2}-1-i)+n} < 0,
\]
which is absurd. Hence in the following, we assume that \( \frac{n}{2} \) is even.

Set \( w_0(r) = \bar{u}(r) \) and \( w_k(r) = \Delta^k \bar{u}(r), \ k = 1, \cdots, \frac{n}{2} - 1 \). By (2.3), we have \( w_{\frac{n}{2} - 1}(0) = -\bar{v}_{\frac{n}{2} - 1}(0) > 0 \) and \( w_k \) satisfies

\[
\begin{aligned}
&\Delta w_{\frac{n}{2} - 1}(r) = |x|^a |u|^{p-1} u(r), \\
&\Delta w_k(r) = w_{k+1}(r), \ k = 0, \cdots, \frac{n}{2} - 2.
\end{aligned}
\]

We divide (2.15) into two parts. Let \( w_k := u_k + \phi_k, \ k = 0, \cdots, \frac{n}{2} - 1 \), where \( u_k \) satisfies

\[
\begin{aligned}
&\Delta u_{\frac{n}{2} - 1}(r) = |x|^a |u|^{p-1} u(r), \\
&\Delta u_k(r) = u_{k+1}(r), \ k = 0, \cdots, \frac{n}{2} - 2, \\
&u_k(0) = 0, \ k = 0, \cdots, \frac{n}{2} - 1,
\end{aligned}
\]

and \( \phi_k \) solves

\[
\begin{aligned}
&\Delta \phi_{\frac{n}{2} - 1}(r) = 0, \\
&\Delta \phi_k(r) = \phi_{k+1}(r), \ k = 0, \cdots, \frac{n}{2} - 2, \\
&\phi_k(0) = w_k(0), \ k = 0, \cdots, \frac{n}{2} - 1.
\end{aligned}
\]

From (2.17), by direct calculations, we have

\[
\phi_0(r) = \sum_{k=0}^{\frac{n}{2} - 1} c_k u_k(0) r^{2k},
\]

where \( c_k > 0, \ k = 0, \cdots, \frac{n}{2} - 1 \). It is easy to see that

\[
\phi_0(r) \geq c_0 \bar{u}(0) + c_{\frac{n}{2} - 1} w_{\frac{n}{2} - 1}(0) r^{n-2} - \sum_{k=1}^{\frac{n}{2} - 2} c_k |w_k(0)| r^{2k}.
\]

Let

\[
u_\lambda(x) = \lambda^{\frac{n+a}{2}} u(\lambda x)
\]

be the re-scaling of \( u \). Then one can verify that \( u_\lambda \) still satisfies the equation

\[
\Delta^{\frac{n}{2}} u_\lambda = |x|^a |u_\lambda|^{p-1} u_\lambda, \ x \in \mathbb{R}^n.
\]

Let \( w_{0,\lambda}(r) = \bar{w}(r) \) and \( w_{k,\lambda}(r) = \Delta^k \bar{w}(r), \ k = 1, \cdots, \frac{n}{2} - 1 \), where the spherical average is taken with respect to the center \( x_{0,\lambda} := \frac{r}{\lambda} \), we have

\[
w_{k,\lambda}(0) = \lambda^{\frac{n+a}{2} + 2k} w_k(0).
\]

Similar to \( w_k \), we decompose \( w_{k,\lambda} := u_{k,\lambda} + \phi_{k,\lambda}, \ k = 0, \cdots, \frac{n}{2} - 1 \), where \( u_{k,\lambda} \) and \( \phi_{k,\lambda} \) still satisfy (2.10) and (2.17) respectively if we substitute \( u_\lambda \) and \( w_{k,\lambda} \) for \( u \) and \( w_k \). Similar to (2.19), we can still conclude that

\[
\phi_{0,\lambda}(r) \geq \lambda^{\frac{n+a}{2}} \left( c_0 \bar{u}(0) + c_{\frac{n}{2} - 1} w_{\frac{n}{2} - 1}(0) \lambda^{n-2} r^{n-2} - \sum_{k=1}^{\frac{n}{2} - 2} c_k |w_k(0)| \lambda^{2k} r^{2k} \right).
\]

Next we use the iteration argument to derive a contradiction.

Set \( \Omega^+_r = B_r(x_{0,\lambda}) \cap \mathbb{R}^n_+, \Omega^-_r = B_r(x_{0,\lambda}) \cap (\mathbb{R}^n_+ \setminus \mathbb{R}^n_+) \). Let \( \tilde{\Omega^-_r} \) be the reflection of \( \Omega^-_r \) with respect to \( \partial \mathbb{R}^n_+ \) and \( \Omega^- = \Omega^+_r \setminus \tilde{\Omega^-_r} \).
We can choose \( \lambda \) large such that \( |x_{0,\lambda}| < \frac{1}{4} \), then it is easy to see that given \( 1 \leq \tau \leq 2 \), for all \( x \in \Omega_{\tau} \), we have \( |x|^a \geq (1 - |x_{0,\lambda}|)^a > \left( \frac{2}{3} \right)^a \) if \( a \geq 0 \), and \( |x|^a \geq (2 + |x_{0,\lambda}|)^a > \left( \frac{2}{3} \right)^a \) if \( a < 0 \). By the first equation of (2.16), Jensen’s inequality and odd symmetry of \( u_\lambda \) with respect to \( \partial \mathbb{R}^n_+ \), we have, for any \( 1 \leq r \leq 2 \),

\[
(2.24) \quad u_{\frac{1}{2} - 1, \lambda}(r) = \int_0^r \frac{1}{\tau^{n-1}} \int_0^\tau s^{n-1} |x|^a |u_\lambda|^p u_\lambda ds d\tau \\
= \int_0^r \frac{1}{\tau^{n-1}} \int_0^\tau s^{n-1} \frac{1}{\partial B_s(x_{0,\lambda})} \int_{\partial B_s(x_{0,\lambda})} |x|^a |u_\lambda|^p u_\lambda(x) d\sigma ds d\tau \\
= \frac{1}{\omega_n} \int_0^r \frac{1}{\tau^{n-1}} \int_{B_r(x_{0,\lambda})} |x|^a |u_\lambda|^p u_\lambda(x) dx d\tau \\
= \frac{1}{\omega_n} \int_0^r \frac{1}{\tau^{n-1}} \int_{\Omega_r} |x|^a u_\lambda^p(x) d\tau \geq C_0' \int_1^r \frac{1}{\tau^{n-1}} \int_{\Omega_r} u_\lambda^p(x) d\tau \\
\geq C_0' \int_1^r \frac{\Omega_r}{\tau^{n-1}} \left( \frac{1}{\Omega_r} \int_{\Omega_r} u_\lambda^p(x) dx \right)^{\frac{1}{p}} d\tau \\
= C_0'' \int_1^r \frac{1}{\tau^{n-1}} \left( \int_{B_r(x_{0,\lambda})} \frac{|B_r(x_{0,\lambda})|}{\Omega_r} \right)^{p-1} \left( \int_{\Omega_r} u_\lambda(x) dx \right)^p d\tau \\
\geq C_0'' \int_1^r \frac{1}{\tau^{np-p}} \left( \int_{B_r(x_{0,\lambda})} u_\lambda(x) dx \right)^p d\tau \\
= C_0'' \int_1^r \frac{1}{\tau^{np-p}} \left( \int_0^\tau \int_{\partial B_s(x_{0,\lambda})} u_\lambda(x) d\sigma ds \right)^p d\tau \\
=: C_0 \int_1^r \frac{1}{\tau^{np-p}} \left( \int_0^\tau \omega(s) s^{n-1} ds \right)^p d\tau,
\]

where \( C_0 \in (0, 1] \) is a positive constant depending only on \( n, p \) and \( a \) if \( \lambda \) is large enough.

It follows from (2.23) and \( \frac{n+a}{p-1} + n - 2 > 0 \) that, we can choose \( \lambda \) sufficiently large to make \( \phi_{0,\lambda}(r) \) as large as we wish for \( 1 \leq r \leq 2 \). Apparently, \( u_{0,\lambda}(r) \geq 0 \), from \( \overline{u}_\lambda = u_{0,\lambda} + \phi_{0,\lambda} \) and (2.23), we can choose \( \lambda \) sufficiently large such that

\[
(2.25) \quad \overline{u}_\lambda(r) \geq a_0 (r - 1)^{\sigma_0}, \quad \forall 1 \leq r \leq 2,
\]

where \( a_0 \) and \( \sigma_0 \) are arbitrarily large, and will be determined later. By elementary calculation, it is easy to verify that

\[
(2.26) \quad \int_1^\tau (s - 1)^{\alpha} s^\beta ds \geq \frac{1}{\alpha + \beta + 1} (\tau - 1)^{\alpha + 1} \tau^\beta, \quad \forall \alpha, \beta > 0.
\]
By (2.24), (2.25) and (2.26), for any \(1 \leq r \leq 2\) and \(p > 1\), we obtain

\[
(2.27) \quad u_{r-1, \lambda}(r) \geq C_0 \int_1^r \frac{1}{\tau^{p(n-1)}} \left( \int_0^\tau u_{\lambda}(s)s^{n-1}ds \right)^p d\tau \\
\geq C_0 \int_1^r \frac{1}{\tau^{p(n-1)}} \left( \int_1^\tau a_0(s-1)^{\sigma_0}s^{n-1}ds \right)^p d\tau \\
\geq C_0 \int_1^r \frac{1}{\tau^{p(n-1)}} \left( \frac{a_0}{\sigma_0 + n} (\tau - 1)^{\sigma_0+1}\tau^{n-1} \right)^p d\tau \\
\geq \frac{C_0a_0^p}{(\sigma_0 + n)^p} \int_1^r (\tau - 1)^{(\sigma_0+1)p} d\tau = \frac{C_0a_0^p}{(\sigma_0 + n)^p[(\sigma_0 + 1)p + 1]}(r - 1)^{(\sigma_0+1)p+1}.
\]

Set \(\sigma_0\) large such that \(\sigma_0 \geq p + 2n\), then (2.27) implies that

\[
(2.28) \quad u_{r-1, \lambda}(r) \geq \frac{C_0a_0^p}{(2\sigma_0)^p(2\sigma_0p)}(r - 1)^{(\sigma_0+1)p+1}.
\]

From the second equation in (2.16) and (2.28), we have

\[
(2.29) \quad (r^{n-1}u_{r-2, \lambda})'(r) = r^{n-1}u_{r-1, \lambda}(r) \geq \frac{C_0a_0^p}{(2\sigma_0)^p(2\sigma_0p)}(r - 1)^{(\sigma_0+1)p+1}r^{n-1}, \quad \forall 1 \leq r \leq 2.
\]

Since \((r^{n-1}u_{r-2, \lambda})'(r) = r^{n-1}u_{r-1, \lambda}(r) \geq 0\) for any \(r \geq 0\), by (2.29), we derive

\[
(2.30) \quad r^{n-1}u_{r-2, \lambda}(r) = \int_0^r (\tau^{n-1}u_{\tau-2, \lambda}(\tau))'d\tau \\
\geq \frac{C_0a_0^p}{(2\sigma_0)^p(2\sigma_0p)} \int_1^r (\tau - 1)^{(\sigma_0+1)p+1}\tau^{n-1} d\tau \\
\geq \frac{C_0a_0^p}{(2\sigma_0)^p(2\sigma_0p)[(\sigma_0 + 1)p + n + 1]}(r - 1)^{(\sigma_0+1)p+2}r^{n-1}, \quad \forall 1 \leq r \leq 2,
\]

which means

\[
(2.31) \quad u_{r-2, \lambda}(r) \geq \frac{C_0a_0^p}{(2\sigma_0)^p(2\sigma_0p)[(\sigma_0 + 1)p + n + 1]}(r - 1)^{(\sigma_0+1)p+2}.
\]

By \((r^{n-1}u_{r-2, \lambda})'(r) = r^{n-1}u_{r-1, \lambda} \geq 0\) for any \(r \geq 0\), we have

\[
(2.32) \quad r^{n-1}u'_{r-2, \lambda}(r) = \int_0^r \tau^{n-1}u_{\tau-1, \lambda}(\tau)d\tau \geq 0, \quad \forall r \geq 0,
\]
thus $u'_{\frac{3}{2}, -\lambda}(r) \geq 0$, $\forall r \geq 0$. Similar to (2.30), by (2.31), we have

$$u_{\frac{3}{2}, -\lambda}(r) = \int_{0}^{r} u'_{\frac{3}{2}, -\lambda}(\tau) d\tau$$
$$\geq \int_{1}^{r} u'_{\frac{3}{2}, -\lambda}(\tau) d\tau$$

(2.33)

$$\geq \frac{C_{0}a_{0}^{p}}{(2\sigma_{0})^{p}(2\sigma_{0}p)[(\sigma_{0} + 1)p + n + 1]} \int_{1}^{r}(\tau - 1)^{(\sigma_{0} + 1)p + 2} d\tau$$
$$\geq \frac{C_{0}a_{0}^{p}}{(2\sigma_{0})^{p}(2\sigma_{0}p)[(\sigma_{0} + 1)p + n + 1][(\sigma_{0} + 1)p + 3]}(r - 1)^{(\sigma_{0} + 1)p + 3}$$

Continuing this way, we eventually obtain that

(2.34)

$$u_{0, \lambda}(r) \geq \frac{C_{0}a_{0}^{p}}{(2\sigma_{0})^{p}(2\sigma_{0}p)^{n-1}}(r - 1)^{(\sigma_{0} + 1)p + n - 1}, \quad \forall 1 \leq r \leq 2.$$  

Thus, we have

(2.35)

$$\frac{1}{u_{\lambda}}(r) \geq \frac{C_{0}a_{0}^{p}}{(2\sigma_{0})^{p}(2\sigma_{0}p)^{n-1}}(r - 1)^{(\sigma_{0} + 1)p + n - 1}, \quad \forall 1 \leq r \leq 2.$$  

We set $\sigma_{1} := 2p \sigma_{0}$ and $a_{1} = \frac{C_{0}a_{0}^{p}}{(2\sigma_{0})^{p}(2\sigma_{0}p)^{n-1}}$. Then, for any $1 \leq r \leq 2$, by (2.33), we have

$$\frac{1}{u_{\lambda}}(r) \geq a_{1}(r - 1)^{\sigma_{1}}, \quad \forall 1 \leq r \leq 2.$$  

Repeating the above arguments, we have

(2.36)

$$\frac{1}{u_{\lambda}}(r) \geq a_{k}(r - 1)^{\sigma_{k}}, \quad \forall 1 \leq r \leq 2,$$

where $\sigma_{k} = 2p \sigma_{k-1}$, $a_{k} = \frac{C_{0}a_{0}^{p}}{(2\sigma_{k-1})^{p}(2\sigma_{k-1}p)^{n-1}}$ and $k = 2, 3, \cdots$.  

We can prove that $a_{k} \to +\infty$ as $k \to +\infty$. In fact, by direct calculations, we have

(2.37)

$$a_{k} = \frac{C_{0}^{\frac{n-1}{p-1}} a_{0}^{\frac{1}{p-1}}}{(2p)^{(n-1+p)(k-1)p} \sigma_{0}^{\frac{n-1+p}{p-1}} \left[\left(\frac{C_{0}^{\frac{1}{p}}}{(2p)^{(n-1+p)p} \sigma_{0}^{\frac{n-1+p}{p-1}}}ight) \right]^{k-1}}$$

Take $a_{0} = 2C_{0}^{-\frac{1}{p-1}}(2p)^{(n-1+p)p} \sigma_{0}^{\frac{n-1+p}{p-1}}$, then by (2.36) and (2.37), we can see that

$$\frac{1}{u_{\lambda}}(2) \geq a_{k} \geq (2p)^{(n-1+p)p} \sigma_{0}^{\frac{n-1+p}{p-1}}k \to +\infty, \quad \text{as } k \to \infty,$$

which is absurd! Thus (2.4) must hold, that is, $(-\Delta)^{\frac{n}{2}-1}u \geq 0$ in $\mathbb{R}_{+}^{n}$.  

**Step 2.** Next, we will show that all the other $u_{k}(x) \geq 0$, $k = 1, 2, \cdots, \frac{n}{2} - 2$, $\forall x \in \mathbb{R}_{+}^{n}$.  

Suppose not, then there exists some $2 \leq i \leq \frac{n}{2} - 1$ and $x_{0} \in \mathbb{R}_{+}^{n}$ such that

(2.38) $u_{\frac{n}{2} - 1}(x) \geq 0, \quad v_{\frac{n}{2} - 2}(x) \geq 0, \quad \cdots, \quad v_{\frac{n}{2} - i + 1}(x) \geq 0, \quad \forall x \in \mathbb{R}_{+}^{n}$,

(2.39) $v_{\frac{n}{2} - i}(x_{0}) < 0$.  

Take spherical average with respect to the center \( x_0 \), we have \( \bar{v}_{\frac{n}{2} - i} \) satisfies

\[
\begin{cases}
-\Delta \bar{v}_{\frac{n}{2} - i}(r) = \bar{v}_{\frac{n}{2} - i + 1}, \\
-\Delta \bar{v}_{\frac{n}{2} - i - 1}(r) = \bar{v}_{\frac{n}{2} - i}(r), \\
\vdots \\
-\Delta \bar{u}(r) = \bar{u}(r).
\end{cases}
\]

By the first equation of (2.40), integrating both sides from 0 to \( r \), we arrive at

\[
-r^{n-1} \bar{v}_{\frac{n}{2} - i}(r) = \int_0^r s^{n-1} \bar{v}_{\frac{n}{2} - i + 1} ds = \frac{1}{\omega_n} \int_0^r \int_{\partial B_s(x_0)} v_{\frac{n}{2} - i + 1} d\sigma ds = \frac{1}{\omega_n} \int_{B_r(x_0)} v_{\frac{n}{2} - i + 1} dx \geq 0.
\]

Here we have used the fact that, since \( x_0 \in \mathbb{R}^n_+ \), more than half of the ball \( B_r(x_0) \) is contained in \( \mathbb{R}^n_+ \), so (2.41) follows from the odd symmetry of \( v_{\frac{n}{2} - i + 1} \) with respect to \( \partial \mathbb{R}^n_+ \).

As in Step 1, we can also derive a contradiction if \( \frac{n}{2} - i \) is even, hence we assume that \( \frac{n}{2} - i \) is odd hereafter. By the same arguments as in deriving (2.13) in Step 1, we can obtain that

\[
\bar{u}(r) \geq c_0 r^{2\left(\frac{n}{2} - i\right)} + \sum_{j=1}^{\frac{n}{2} - i} c_j r^{2\left(\frac{n}{2} - i - j\right)}, \quad \forall r \geq 0,
\]

where \( c_0 > 0 \) and \( c_{\frac{n}{2} - i} = \bar{u}(0) = u(x_0) \geq 0 \). Therefore, if we assume that \( u(x) = o(|x|^2) \) as \( |x| \to +\infty \), we will get a contradiction from (2.42) immediately. We only need to discuss under the assumptions \(-2p - 2 < a < +\infty \) hereafter.

Notice that there exists \( r_0 \) large enough such that if \( r \geq r_0 \), then \( \forall x \in \Omega_r, |x|^a \geq (r - |x_0|)^a \geq Cr^a \) if \( a \geq 0 \), and \( |x|^a \geq (r + |x_0|)^a \geq Cr^a \) if \( a < 0 \), furthermore, by (2.42), we can also get, if \( r \geq r_0 \),

\[
\bar{u}(r) \geq \frac{c_0}{2} r^{2\left(\frac{n}{2} - i\right)}.
\]
Similar to (2.24), by (2.8), Jensen’s inequality and odd symmetry of \( u \) with respect to \( \partial \mathbb{R}^n_+ \), we have for any \( r \geq r_0 \),

\[
- r^{n-1} \varphi_{\frac{n}{2}-1}(r) = \frac{1}{\omega_n} \int_{B_r(x_0)} |x|^a |u|^{p-1} u \, dx \\
= \frac{1}{\omega_n} \int_{\partial B_r(x_0)} |x|^a u^p \, d\sigma \geq C r^a \int_{\Omega_r} u^p \, dx \\
\geq \frac{C|\Omega_r|r^a}{\omega_n} \left( \frac{1}{|\Omega_r|} \int_{\Omega_r} u^p \, dx \right) \\
\geq \frac{C|\Omega_r|r^a}{\omega_n} \left( \frac{1}{|\Omega_r|} \int_{\Omega_r} u \, dx \right)^p \\
= C r^a \left( \frac{|B_r(x_0)|}{|\Omega_r|} \right)^{p-1} \frac{1}{\omega_n |B_r(x_0)|^{p-1}} \left( \int_{B_r(x_0)} u \, dx \right)^p \\
\geq \frac{C r^a}{\omega_n |B_r(x_0)|^{p-1}} \left( \int_{B_r(x_0)} u \, dx \right)^p \\
= \frac{C r^a}{\omega_n |B_r(x_0)|^{p-1}} \left( \int_{\partial B_r(x_0)} u \, d\sigma \right)^p \\
= \frac{C r^a}{\omega_n |B_r(x_0)|^{p-1}} \left( \int_0^r \bar{u}(s) s^{n-1} \, ds \right)^p \\
= \frac{C}{r^{np-n-a}} \left( \int_0^r \bar{u}(s) s^{n-1} \, ds \right)^p.
\]

Combining (2.44) with (2.43), we have, for all \( r \geq 2r_0 \),

\[
- r^{n-1} \varphi_{\frac{n}{2}-1}(r) \geq C \frac{1}{r^{np-n-a}} \left( \int_0^r \bar{u}(s) s^{n-1} \, ds \right)^p \\
\geq C \frac{1}{r^{np-n-a}} \left( \int_0^r s^{2(n-2)} s^{n-1} \, ds \right)^p \\
\geq C \frac{1}{r^{np-n-a}} r^{np+2(n-2)} \\
\geq C r^{n+2(n-2) - p + a}.
\]

That is,

\[
- \varphi_{\frac{n}{2}-1}(r) \leq - C r^{2(n-2) - p + a + 1}.
\]

Integrating (2.46) in both sides from fixed \( r_1 \geq 2r_0 \) to \( r \), we obtain, if \( a > -2 - 2p \), then

\[
- \varphi_{\frac{n}{2}-1}(r) \leq - C \left( r^{2p+a+2} - r_1^{2p+a+2} \right) + \varphi_{\frac{n}{2}-1}(r_1) \to -\infty, \quad \text{as } r \to +\infty;
\]

if \( a = -2 - 2p \), then

\[
- \varphi_{\frac{n}{2}-1}(r) \leq - C \left( \ln r - \ln r_1 \right) + \varphi_{\frac{n}{2}-1}(r_1) \to -\infty, \quad \text{as } r \to +\infty.
\]
However, from the proven fact that \( v_{n-1}^+ \geq 0, x \in \mathbb{R}^n_+ \), the odd symmetry of \( v_{n-1}^+ \) with respect to \( \partial \mathbb{R}^n_+ \) and (2.47), (2.48), we get that

\[
(2.49) \quad 0 \leq \frac{1}{\omega_n} \int_{B_r(x_0)} v_{n-1}^+ (x) dx = \frac{1}{\omega_n} \int_{B_r(x_0)} v_{n-1}^+ (x) dx + \frac{1}{\omega_n} \int_{B_r(x_0) \setminus B_{r_1}(x_0)} v_{n-1}^+ (x) dx
\]

\[
= \frac{1}{\omega_n} \int_{B_{r_1}(x_0)} v_{n-1}^+ (x) dx + \int_{r_1} r^{n-1} \frac{v_{n-1}^+}{n-1} (s) ds \to -\infty, \quad \text{as} \ r \to +\infty.
\]

This is a contradiction! Therefore, we arrive at \( v_k (x) \geq 0, k = 1, 2, \ldots, \frac{n}{2} - 2, \forall x \in \mathbb{R}^n_+ \).

This finishes our proof of Theorem 1.2.

3. Equivalence between PDE and IE

In this section, we prove the equivalence between PDE (1.1) and IE (1.3), namely, Theorem 1.3. We only need to prove that any nonnegative solution of PDE (1.1) also satisfies IE (1.3).

(i) We first consider the cases that \( n = 4 \) is even.

In section 2, we have proved that \( v_i = (-\Delta)^i u \geq 0 \) for \( i = 1, 2, \ldots, \frac{n}{2} - 1 \), then (1.1) is equivalent to the following system

\[
(3.1) \quad \begin{cases} 
-\Delta v_{n-1}^\pm (x) = |x|^a |u|^p (x), \\
-\Delta v_{n-2}^\pm (x) = v_{n-1}^\pm (x), \\
\ldots \\
-\Delta u (x) = v_1 (x).
\end{cases}
\]

In the following, similar as in [6], we define

\[
(3.2) \quad G(x, y, i) := c_n \left( \frac{1}{|x - y|^{n-i}} - \frac{1}{|\bar{x} - y|^{n-i}} \right), \quad x, y \in \mathbb{R}^n, \ i = 2, 4, \ldots, n - 2,
\]

and \( G^+ (x, y) := G(x, y, n) = C_n \left( \ln \frac{1}{|x - y|} - \ln \frac{1}{|\bar{x} - y|} \right) \).

Let \( B_R^\pm = B_R(0) \cap R^2_+ \). In [3], Cao and Chen derived the Green’s function \( G_R (x, y, 2) \) associated with \(-\Delta\) for the half ball \( B_R^\pm \), that is,

\[
G_R(x, y, 2) := \frac{c_n}{|x - y|^{n-2}} - \frac{c_n}{\left( |x - y|^2 + (R - |x|^2 R) \right) \left( |\bar{x} - y|^2 + (R - |\bar{x}|^2 R) \right)^{n-2}}
\]

\[
- \left( \frac{c_n}{|\bar{x} - y|^{n-2}} - \frac{c_n}{\left( |\bar{x} - y|^2 + (R - |\bar{x}|^2 R) \right) \left( |\bar{x} - y|^2 + (R - |\bar{x}|^2 R) \right)^{n-2}} \right).
\]

Now we list some essential properties of the above Green’s functions, which have been proved in [3] and [6]. First,

\[
(3.3) \quad G_R(x, y, 2) \to G(x, y, 2) = \frac{c_n}{|x - y|^{n-2}} - \frac{c_n}{|\bar{x} - y|^{n-2}}, \quad \text{as} \ R \to +\infty.
\]

Second, let \( \Gamma_R \) be the hemisphere part of \( \partial B_R^\pm \), then for each fixed \( x \in B_R^\pm \) and any \( y \in \Gamma_R \),

\[
(3.4) \quad \frac{\partial G_R (x, y, 2)}{\partial v_y} = (2 - n) R \left( 1 - \frac{|x|^2}{R^2} \right) \left( \frac{1}{|x - y|^{n-2}} - \frac{1}{|\bar{x} - y|^{n-2}} \right) < 0,
\]
moreover, for each fixed \( x \in B_R^+ \), any \( y \in \Gamma_R \) and \( R \) sufficiently large,
\[
G(x, y, 2) = \frac{c_n}{|x - y|^{n-2}} - \frac{c_n}{|\bar{x} - y|^{n-2}} \sim \frac{y_n}{R^n}, \quad \text{as } R \to +\infty,
\]
\[
|\partial G_R(x, y, 2)| = (n - 2)R \left(1 - \frac{|x|^2}{R^2}\right) \left(\frac{1}{|x - y|^n} - \frac{1}{|\bar{x} - y|^n}\right) \sim \frac{y_n}{R^{n+1}}.
\]

In [6], the authors prove the following property of Green’s function with different orders on a half space:
\[
G(x, y, 2k) = \int_{\mathbb{R}^n_+} G(x, z, 2)G(z, y, 2(k - 1))dz, \quad \forall k = 2, \cdots, \frac{n}{2} - 1.
\]

To continue, we need to prove that the above property is still valid for the critical order \( k = \frac{n}{2} \), this is the following crucial lemma.

**Lemma 3.1.** Assume that \( n \geq 4 \) is even, then
\[
G^+(x, y) = \int_{\mathbb{R}^n_+} G(x, z, 2)G(z, y, n - 2)dz.
\]

**Proof.** By elementary calculations, one can easily verify that
\[
-\Delta_y G^+(x, y) = G(x, y, n - 2),
\]
\[
G^+(x, y) = 0, \quad \text{if } x \text{ or } y \in \partial \mathbb{R}^n_+.
\]

For fixed \( x, z \in B_R^+ \), \( z \neq x \) and \( \epsilon \) sufficiently small, multiplying both side of (3.9) by \( G_R(y, z, 2) \) and integrating on \( B_R^+ \setminus B_\epsilon(z) \) by parts, we have
\[
\text{LHS} = \int_{B_R^+ \setminus B_\epsilon(z)} (-\Delta_y G^+(x, y))G_R(y, z, 2)dy
\]
\[
= \int_{B_R^+ \setminus B_\epsilon(z)} G^+(x, y) (-\Delta_y G_R(y, z, 2))dy
\]
\[
+ \int_{\partial B_\epsilon(z)} \left\{ -\frac{\partial G^+(x, y)}{\partial\nu_y}G_R(y, z, 2) + \frac{\partial G_R(y, z, 2)G^+(x, y)}{\partial\nu_y} \right\} d\sigma_y
\]
\[
+ \int_{\partial B_R^+} \left\{ -\frac{\partial G^+(x, y)}{\partial\nu_y}G_R(y, z, 2) + \frac{\partial G_R(y, z, 2)G^+(x, y)}{\partial\nu_y} \right\} d\sigma_y
\]
\[
= \int_{\partial B_\epsilon(z)} \left\{ -\frac{\partial G_R(y, z, 2)G^+(x, y)}{\partial\nu_y} + \frac{\partial G^+(x, y)}{\partial\nu_y} \right\} d\sigma_y
\]
\[
+ \int_{\Gamma_R} \left\{ \frac{\partial G_R(y, z, 2)G^+(x, y)}{\partial\nu_y} \right\} d\sigma_y
\]

Next, we will estimate the above integrals on the boundary. For arbitrarily fixed \( x \in B_R^+ \), by mean value theorem, we have
\[
G^+(x, y) = C_n \left(\ln \frac{1}{|x - y|} - \ln \frac{1}{|\bar{x} - y|}\right)
\]
\[
= C_n \left\{ \ln \left(|\bar{x} - y|\right)^2 - \ln \left(|x - y|\right)^2 \right\}
\]
\[
= C \frac{x_n y_n}{\xi^2} \sim \frac{y_n}{R^2}, \quad \forall y \in \partial B_R^+, \quad \text{as } R \to +\infty,
\]
where $\xi$ is valued between $|x - y|^2$ and $|x - y|^2$. By (3.6) and (3.12), we obtain

\begin{equation}
(3.13) \quad \left| \int_{\Gamma_R} \left\{ \frac{\partial G_R}{\partial \nu_y} (y, z, 2) G^+(x, y) \right\} d\sigma_y \right| \sim \frac{y^2_R}{R^3} \leq \frac{C}{R^2} \to 0, \quad \text{as } R \to +\infty. \tag{3.13}
\end{equation}

Since $\frac{\partial G_R}{\partial \nu_y}(y, z, 2) \sim \frac{1}{\epsilon^2}$, $G_R(y, z, 2) \sim \frac{1}{\epsilon}$ on $\partial B_\epsilon(z)$ and $G^+(x, y)$ is smooth in $B_\epsilon(z)$ for $\epsilon$ sufficiently small, we have

\begin{equation}
(3.14) \quad \int_{\partial B_\epsilon(z)} \left\{ -\frac{\partial G^+(x, y)}{\partial \nu_y} G_R(y, z, 2) + \frac{\partial G_R}{\partial \nu_y} (y, z, 2) G^+(x, y) \right\} d\sigma_y \to G^+(x, z), \tag{3.14}
\end{equation}

as $\epsilon \to 0+$. First let $\epsilon \to 0+$ and then let $R \to +\infty$, combining (3.11), (3.13) and (3.14), we derive

\begin{equation}
(3.15) \quad \text{LHS} \to G^+(x, z). \tag{3.15}
\end{equation}

As to the right-hand side, we have

\begin{equation}
(3.16) \quad \text{RHS} = \int_{B_R^n \setminus B_\epsilon(z)} G(x, y, n - 2) G_R(y, z, 2) dy. \tag{3.16}
\end{equation}

Since $G_R(y, z, 2)$ is smooth in $B_R^n \setminus B_\epsilon(z)$, $G(x, y, n - 2) \sim \frac{1}{|x-y|^2}$ near $x = y$ and $n \geq 4$, we derive from (3.15) that

\begin{equation}
(3.17) \quad \int_{B_R^n \setminus B_\epsilon(z)} G(x, y, n - 2) G_R(y, z, 2) dy \leq C < +\infty. \tag{3.17}
\end{equation}

First let $\epsilon \to 0$ and then let $R \to \infty$, by (3.3) and dominated convergence theorem, we deduce

\begin{equation}
(3.18) \quad \text{RHS} = \int_{B_R^n \setminus B_\epsilon(z)} G(x, y, n - 2) G_R(y, z, 2) dy \to \int_{R_n^+} G(x, y, n - 2) G(y, z, 2) dy \tag{3.18}
\end{equation}

Combining (3.15) and (3.18), we arrive at

\begin{equation}
(3.19) \quad G^+(x, z) = \int_{R_n^+} G(x, y, n - 2) G(y, z, 2) dy \tag{3.19}
\end{equation}

This completes the proof of Lemma 3.1

Now we can prove $u$ is also a solution of the integral equation (1.3) using Lemma 3.1. Multiplying both sides of (3.11) by $G_R(x, y, 2)$ and integrating on $B_R^+$ by parts, we have

\begin{equation}
(3.20) \quad \begin{cases}
\int_{B_R^n} G_R(x, y, 2) |y|^a u^p(y) dy = v_{n-1}^{\frac{n}{2}}(x) + \int_{\Gamma_R} v_{n-1}^{\frac{n}{2}}(y) \frac{\partial G_R(x, y, 2)}{\partial \nu_y} d\sigma_y, \\
\int_{B_R^n} G_R(x, y, 2) v_{n-2}^{\frac{n}{2}}(y) dy = v_{n-2}^{\frac{n}{2}}(x) + \int_{\Gamma_R} v_{n-2}^{\frac{n}{2}}(y) \frac{\partial G_R(x, y, 2)}{\partial \nu_y} d\sigma_y, \\
\quad \cdot \\
\int_{B_R^n} G_R(x, y, 2) v_1(y) dy = u(x) + \int_{\Gamma_R} u(y) \frac{\partial G_R(x, y, 2)}{\partial \nu_y} d\sigma_y.
\end{cases} \tag{3.20}
\end{equation}
By Theorem 1.2, (3.4) and (3.20), we derive

\[
\begin{align*}
\int_{B^+} G_R(x,y,2) y^\alpha u^p(y) dy & \leq v^\frac{1}{4} - 1(x), \\
\int_{B^+} G_R(x,y,2) v^\frac{1}{4} - 2(y) dy & \leq v^\frac{1}{4} - 2(x), \\
\cdot \cdot \cdot \\
\int_{B^+} G_R(x,y,2) v_1(y) dy & \leq u(x).
\end{align*}
\]

(3.21)

Letting \( R \to \infty \), and by (3.3), we deduce

\[
\begin{align*}
\int_{R^n} G(x,y,2) y^\alpha u^p(y) dy & < \infty, \\
\int_{R^n} G(x,y,2) v^\frac{1}{4} - 1(y) dy & < \infty, \\
\cdot \cdot \cdot \\
\int_{R^n} G(x,y,2) v_1(y) dy & < \infty.
\end{align*}
\]

(3.22)

By (3.22), we conclude that there exists a sequence \( R_j \to \infty \) such that

\[
\begin{align*}
R_j \int_{\Gamma_{R_j}} G(x,y,2) v_i(y) d\sigma_y & \to 0, \quad \text{as } R_j \to \infty, \quad i = 1, \ldots, \frac{n}{2} - 1, \\
R_j \int_{\Gamma_{R_j}} G(x,y,2) |y|^\alpha u(y) d\sigma_y & \to 0, \quad \text{as } R_j \to \infty.
\end{align*}
\]

(3.23)

Then from (3.23), it follows easily that

\[
\begin{align*}
\frac{1}{R_j^{n-1}} \int_{\Gamma_{R_j}} v_i(y) y_n d\sigma_y & \to 0, \quad \text{as } R_j \to \infty, \quad i = 1, \ldots, \frac{n}{2} - 1, \\
\frac{1}{R_j^{n-1-a}} \int_{\Gamma_{R_j}} u^p(y) y_n d\sigma_y & \to 0, \quad \text{as } R_j \to \infty.
\end{align*}
\]

(3.24)

As an immediate consequence of (3.25), we have

\[
\begin{align*}
\frac{1}{R_j^{n+1}} \int_{\Gamma_{R_j}} v_i(y) y_n d\sigma_y & \to 0, \quad \text{as } R_j \to \infty, \quad i = 1, \ldots, \frac{n}{2} - 1.
\end{align*}
\]

(3.26)

By (3.26), Hölder inequality and the fact that \( 1 + a + p > 0 \), we derive

\[
\begin{align*}
\frac{1}{R_j^{n+1}} \int_{\Gamma_{R_j}} u(y) y_n d\sigma_y & \leq \frac{R_j^{-\frac{1}{p} - \frac{a}{p}}}{R_j^{\frac{n}{p} + 1}} \left( \frac{1}{R_j^{n-1-a}} \int_{\Gamma_{R_j}} u^p(y) y_n d\sigma_y \right)^{\frac{1}{p}} \left( \int_{\Gamma_{R_j}} y_n d\sigma_y \right)^{1 - \frac{1}{p}} \\
& \leq \frac{R_j^{-\frac{1}{p} - \frac{a}{p}}}{R_j^{\frac{n}{p} + 1}} \left( \frac{1}{R_j^{n-1-a}} \int_{\Gamma_{R_j}} u^p(y) y_n d\sigma_y \right)^{\frac{1}{p}} R_j^{n(1 - \frac{1}{p})} \\
& \leq R_j^{\frac{1 + a + p}{p}} o(1) \to 0, \quad \text{as } R_j \to \infty.
\end{align*}
\]

(3.27)
Substituting (3.6) into (3.20), and by (3.3), (3.27), (3.28), we arrive at

\[
\begin{align*}
    v_{n-1}^{+}(x) &= \int_{\mathbb{R}^n_+} G(x, y, 2) |y|^a u^p(y) dy, \\
    v_{n-2}^{+}(x) &= \int_{\mathbb{R}^n_+} G(x, y, 2) v_{n-1}^{+}(y) dy, \\
    &\quad \ldots, \\
    u(x) &= \int_{\mathbb{R}^n_+} G(x, y, 2) v_1(y) dy.
\end{align*}
\]

Then by (3.7) and Lemma 3.1, it is easy to see that

\[
u(x) = \int_{\mathbb{R}^n_+} G(x, y, 2) v_1(y) dy
\]

(ii) Next, we consider the case \(n = 2\).

For \(n = 2\), the Green’s function \(G_R^{+}(x, y)\) associated with \(-\Delta\) for the half disk \(B_R^{+}\) is given by

\[
G_R^{+}(x, y) := \frac{1}{2\pi} \left( \ln \left| \frac{1}{x-y} - \ln \frac{1}{R^2 |x|^2 - y} \right) - \frac{1}{2\pi} \left( \ln \frac{1}{|x-y|} - \ln \frac{1}{R^2 |x|^2 - y} \right) \right).
\]

Now we give some essential properties of the above Green’s functions. First,

\[
G_R^{+}(x, y) \rightarrow G^{+}(x, y) = \frac{1}{2\pi} \left( \ln \left| \frac{1}{x-y} - \ln \frac{1}{|x-y|} \right) \right), \quad \text{as } R \rightarrow +\infty.
\]

Second, let \(\Gamma_R\) be the semi-circle part of \(\partial B_R^{+}\), then for each fixed \(x \in B_R^{+}\) and any \(y \in \Gamma_R\),

\[
\frac{\partial G_R^{+}(x, y)}{\partial y^i} = -\frac{1}{2\pi} R \left( 1 - \frac{|x|^2}{R^2} \right) \left( \frac{1}{|x-y|^2} - \frac{1}{|\bar{x}-y|^2} \right) < 0,
\]

moreover, for each fixed \(x \in B_R^{+}\), any \(y \in \Gamma_R\) and \(R\) sufficiently large,

\[
G^{+}(x, y) = \frac{1}{2\pi} \left( \ln \frac{1}{|x-y|} - \ln \frac{1}{|\bar{x}-y|} \right) \sim \frac{y_2}{R^2}, \quad \text{as } R \rightarrow +\infty,
\]

\[
\left| \frac{\partial G_R^{+}(x, y)}{\partial y^i} \right| = \frac{1}{2\pi} R \left( 1 - \frac{|x|^2}{R^2} \right) \left( \frac{1}{|x-y|^2} - \frac{1}{|\bar{x}-y|^2} \right) \sim \frac{y_2}{R^3}.
\]

Multiplying both sides of PDE (1.11) by \(G_R^{+}(x, y)\) and integrating on \(B_R^{+}\) by parts, we have

\[
\int_{B_R^{+}} G_R^{+}(x, y) |y|^a u^p(y) dy = u(x) + \int_{\Gamma_R} u(y) \frac{\partial G_R^{+}(x, y)}{\partial y^i} d\sigma_y.
\]
By (3.33) and (3.36), we derive

\[(3.37) \quad \int_{B_R^+} G_R^+(x, y)|y|^{a} u^p(y)dy \leq u(x).\]

By letting \(R \to \infty\) and (3.32), we deduce

\[(3.38) \quad \int_{\mathbb{R}^n_+} G^+(x, y)|y|^{a} u^p(y)dy < \infty.\]

By (3.38), we conclude that there exists a sequence \(R_j \to \infty\) such that

\[(3.39) \quad R_j \int_{\Gamma_{R_j}} G^+(x, y)|y|^{a} u(y)d\sigma_y \to 0, \quad \text{as } R_j \to \infty,\]

and hence, from (3.34), it follows easily that

\[(3.40) \quad \frac{1}{R_j^{a-p}} \int_{\Gamma_{R_j}} u^p(y) y_2 d\sigma_y \to 0, \quad \text{as } R_j \to \infty.\]

By (3.40), Hölder inequality and the fact that \(1 + a + p > 0\), we derive

\[(3.41) \quad \frac{1}{R_j^{a-p}} \int_{\Gamma_{R_j}} u(y) y_2 d\sigma_y \leq \frac{R_j^{1-a}}{R_j^{a-p}} \left( \frac{1}{R_j^{a}} \int_{\Gamma_{R_j}} u^p(y) y_2 d\sigma_y \right)^{\frac{1}{p}} \left( \int_{\Gamma_{R_j}} y_2 d\sigma_y \right)^{1-\frac{1}{p}} \leq R_j^{\frac{1-a}{p}} o(1) \to 0, \quad \text{as } R_j \to \infty.\]

Substituting (3.35) into (3.36), and by (3.32), (3.41), we finally arrive at

\[(3.42) \quad u(x) = \int_{\mathbb{R}^n_+} G^+(x, y)|y|^{a} u^p(y)dy.\]

This completes our proof of Theorem 1.3.

4. THE PROOF OF THEOREM 1.4

In this section, we will carry out the proof of Theorem 1.4 by applying the method of scaling spheres in integral forms developed by Dai and Qin in [19].

Suppose \(u\) is a nonnegative continuous solution of IE (1.3) but \(u \not\equiv 0\), we will derive a contradiction via the method of scaling spheres in integral forms.

In order to apply the method of scaling spheres, we first give some definitions. One can easily see that \(u \not\equiv 0\) implies \(u > 0\) in \(\mathbb{R}^n_+\). Let \(\lambda > 0\) be an arbitrary positive real number and let the scaling half sphere be

\[(4.1) \quad S^+_\lambda = \{ x \in \mathbb{R}^n_+ : |x| = \lambda \}.\]

We denote the reflection of \(x\) about the sphere \(\{ x \in \mathbb{R}^n_+ : |x| = \lambda \}\) by \(x^\lambda := \lambda^2 x^2 |x|^2\) and let

\[(4.2) \quad B^+_\lambda(0) := B_\lambda(0) \cap \mathbb{R}^n_+, \quad \widetilde{B}^+_\lambda(0) := \{ x \in \mathbb{R}^n_+ : x^\lambda \in B^+_\lambda(0) \}.\]
Define the Kelvin transform of \( u \) centered at 0 by
\[
(4.3) \quad u_\lambda(x) = u \left( \frac{\lambda^2 x}{|x|^2} \right)
\]
for arbitrary \( x \in \mathbb{R}^n_+ \setminus \{0\} \). It’s obvious that the Kelvin transform \( u_\lambda \) may have singularity at 0 and \( \lim_{|x| \to \infty} u_\lambda(x) = u(0) = 0 \). By (4.3), one can infer from the regularity assumptions on \( u \) that \( u_\lambda \in C(\mathbb{R}^n_+ \setminus \{0\}) \).

By direct calculations, one can verify that
\[
(4.4) \quad G^+(x, y) > G^+(x, y^\lambda), \quad \forall \, x, y \in B_\lambda^+(0),
\]
\[
(4.5) \quad |x^\lambda - y| = \frac{|y|}{|x|} |x - y^\lambda|, \quad |x| = |\bar{x}|, \quad \bar{x}^\lambda = \bar{x}^\lambda.
\]

We can deduce from (1.3), (4.3) and (4.5) that (for the invariance properties of fractional or higher order Laplacians under the Kelvin type transforms, please refer to \[8, 9, 12, 28, 41\])
\[
(4.6) \quad u_\lambda(x) = u \left( \frac{\lambda^2 x}{|x|^2} \right) = \int_{\mathbb{R}^n_+} G^+(x^\lambda, y) |y|^a u^p(y) dy
\]
\[
= C_n \int_{\mathbb{R}^n_+} \left( \ln \frac{1}{|x^\lambda - y|} - \ln \frac{1}{|x - y^\lambda|} \right) |y|^a u^p(y) dy
\]
\[
= C_n \int_{\mathbb{R}^n_+} \left( \ln \frac{1}{|x^\lambda - y|} - \ln \frac{1}{|\bar{x} - y^\lambda|} \right) |y|^a u^p(y) dy
\]
\[
= C_n \int_{\mathbb{R}^n_+} \left( \ln \frac{|x|}{|y||x - y^\lambda|} - \ln \frac{|\bar{x}|}{|y||\bar{x} - y^\lambda|} \right) |y|^a u^p(y) dy
\]
\[
= C_n \int_{\mathbb{R}^n_+} \left( \ln \frac{1}{|x - y^\lambda|} - \ln \frac{1}{|\bar{x} - y^\lambda|} \right) |y|^a u^p(y) dy
\]
\[
= \int_{\mathbb{R}^n_+} G^+(x, y^\lambda) |y|^a u^p(y) dy.
\]

Let \( \omega^\lambda(x) := u_\lambda(x) - u(x) \) for any \( x \in \overline{B_\lambda^+(0)} \setminus \{0\} \). Since \( u \) satisfies (1.3), by changing variables, we have
\[
(4.7) \quad u(x) = \int_{\mathbb{R}^n_+} G^+(x, y) |y|^a u^p(y) dy
\]
\[
= \int_{B_\lambda^+(0)} G^+(x, y) |y|^a u^p(y) dy + \int_{\mathbb{R}^n_+ \setminus B_\lambda^+(0)} G^+(x, y) |y|^a u^p(y) dy
\]
\[
= \int_{B_\lambda^+(0)} G^+(x, y) |y|^a u^p(y) dy + \int_{B_\lambda^+(0)} \left( \frac{\lambda}{|y|} \right)^{2(n+a)} G^+(x, y^\lambda) |y|^a u_\lambda^p(y) dy.
\]

Similarly, by (4.6), we obtain
\[
(4.8) \quad u_\lambda(x) = \int_{\mathbb{R}^n_+} G^+(x, y^\lambda) |y|^a u^p(y) dy
\]
\[
= \int_{B_\lambda^+(0)} G^+(x, y^\lambda) |y|^a u^p(y) dy + \int_{B_\lambda^+(0)} \left( \frac{\lambda}{|y|} \right)^{2(n+a)} G^+(x, y) |y|^a u_\lambda^p(y) dy.
\]
Then, by (4.7) and (4.8), we arrive at
\begin{equation}
\omega^{\lambda}(x) = u^{\lambda}(x) - u(x)
\end{equation}
\begin{equation}
= \int_{B_{\lambda}(0)} \left( G^+(x,y) - G^+(x,\lambda^{\lambda}) \right) |y|^a \left( \left( \frac{\lambda}{|y|} \right)^{2(n+a)} u^{\lambda}_{\lambda}(y) - u^{\lambda}(y) \right) dy
\end{equation}
for every $x \in B_{\lambda}^+(0)$.

Now we can carry out the process of scaling spheres in two steps.

**Step 1.** Start dilating the sphere from near $\lambda = 0$. We will first show that, for $\lambda > 0$ sufficiently small,
\begin{equation}
\omega^{\lambda}(x) \geq 0, \quad \forall \ x \in B_{\lambda}^+(0).
\end{equation}

Define
\begin{equation}
(B_{\lambda}^+)^- := \{ x \in B_{\lambda}^+(0) | \omega_{\lambda}(x) < 0 \}.
\end{equation}

Through elementary calculations, one can obtain that for any $x, y \in B_{\lambda}^+(0)$, $x \neq y$,
\begin{equation}
G^+(x, y) = C_n \left( \ln \frac{1}{|x-y|} - \ln \frac{1}{|x-y|} \right)
\end{equation}
\begin{equation}
= C_n \frac{1}{2} \ln \frac{|\vec{x} \cdot \vec{y}|^2}{|x-y|^2}
\end{equation}
\begin{equation}
= C \ln \left( 1 + \frac{4x_n y_n}{|x-y|^2} \right)
\end{equation}
\begin{equation}
\leq C \ln \left( 1 + \frac{4\lambda^2}{|x-y|^2} \right).
\end{equation}

It is well known that
\begin{equation}
\ln (1 + t) = o(t^\varepsilon), \quad \text{as } t \to +\infty,
\end{equation}
where $\varepsilon$ is an arbitrary positive real number. This implies, for any given $\varepsilon > 0$, there exists a $\delta(\varepsilon) > 0$ such that
\begin{equation}
\ln (1 + t) \leq t^\varepsilon, \quad \forall \ t > \frac{4}{\delta(\varepsilon)^2}.
\end{equation}

Therefore, by (4.12), (4.14) and straightforward calculations, we have the following lemma that states some basic estimates for Green’s function $G^+(x, y)$.

**Lemma 4.1.** Assume $G^+(x, y)$ be the Green’s functions in integral equation (1.3). Then we have
\begin{equation}
G^+(x, y) \leq C \lambda^{2\varepsilon} \frac{1}{|x-y|^{2\varepsilon}}, \quad \forall \ x, y \in B_{\lambda}^+(0), \ |x-y| < \lambda \delta(\varepsilon);
\end{equation}
\begin{equation}
G^+(x, y) \leq C \ln \left( 1 + \frac{4}{\delta(\varepsilon)^2} \right), \quad \forall \ x, y \in B_{\lambda}^+(0), \ |x-y| \geq \lambda \delta(\varepsilon);
\end{equation}
\begin{equation}
G^+(x, y) \leq C' \frac{4x_n y_n}{|x-y|^2}, \quad \forall \ x, y \in \mathbb{R}^n_+, \ x \neq y;
\end{equation}
\begin{equation}
G^+(x, y) \geq C'' \frac{4x_n y_n}{|x-y|^2}, \quad \forall \ x, y \in \mathbb{R}^n_+, \ \frac{|x|}{|y|} \leq \frac{1}{100} \text{ or } \frac{|y|}{|x|} \leq \frac{1}{100}.
\end{equation}
By the assumption \( a > -n \), (4.11), (4.12), (4.15) and (4.16), we have, for any \( x \in (B^+_\lambda)^- \),

\[
\omega^\lambda(x) = \int_{B^+_\lambda(0)} (G^+(x, y) - G^+(x, y^\lambda)) \frac{(\lambda)^{2(n+\alpha)}}{|y|} |u_\lambda^p(y) - u^p(y)| dy
\]

\[
> \int_{B^+_\lambda(0)} (G^+(x, y) - G^+(x, y^\lambda)) |y| \frac{(\lambda)^{2(n+\alpha)}}{|y|} |u_\lambda^p(y) - u^p(y)| dy
\]

(4.19)

\[
\geq \int_{(B^+_\lambda)^-} (G^+(x, y) - G^+(x, y^\lambda)) |y| a \frac{(\lambda)^{2(n+\alpha)}}{|y|} |u_\lambda^p(y) - u^p(y)| dy
\]

\[
\geq \int_{(B^+_\lambda)^-} C\lambda^{2\epsilon} \int_{(B^+_\lambda)^- \cap B_{\delta(x)}(x)} \frac{1}{|x - y|^{2\epsilon}} |y| a u^{p-1}(y) \omega^\lambda(y) dy
\]

\[
+ C(\delta(x)) \int_{(B^+_\lambda)^- \setminus B_{\delta(x)}(x)} |y|^a u^{p-1}(y) \omega^\lambda(y) dy.
\]

By (4.19), Hardy-Littlewood-Sobolev inequality and Hölder inequality, for arbitrary \( \frac{n}{2\epsilon} < q < \infty \), we obtain

\[
\|\omega^\lambda\|_{L^q((B^+_\lambda)^-)} \leq C\lambda^{2\epsilon} \left\| \int_{(B^+_\lambda)^- \cap B_{\delta(x)}(x)} \frac{1}{|x - y|^{2\epsilon}} |y|^a u^{p-1}(y) \omega^\lambda(y) dy \right\|_{L^q((B^+_\lambda)^-)}
\]

\[
+ C(\delta(x)) (B^+_\lambda)^{-\frac{1}{2}} \int_{(B^+_\lambda)^-} |y|^a u^{p-1}(y) \omega^\lambda(y) dy
\]

\[
\leq C\lambda^{2\epsilon} \left\| \int_{(B^+_\lambda)^- \cap B_{\delta(x)}(x)} \frac{1}{|x - y|^{2\epsilon}} |y|^a u^{p-1}(y) \omega^\lambda(y) dy \right\|_{L^q((B^+_\lambda)^-)}
\]

(4.20)

\[
+ C(\delta(x)) (B^+_\lambda)^{-\frac{1}{2}} \int_{(B^+_\lambda)^-} |y|^a u^{p-1}(y) \omega^\lambda(y) dy
\]

\[
\leq C\lambda^{2\epsilon} \left\| |x|^a u^{p-1} \omega^\lambda \right\|_{L^{\frac{n}{2\epsilon}}((B^+_\lambda)^-)}
\]

\[
+ C(\delta(x)) (B^+_\lambda)^{-\frac{1}{2}} \left\| |x|^a u^{p-1} \omega^\lambda \right\|_{L^{\frac{n}{2\epsilon}}((B^+_\lambda)^-)}
\]

\[
\leq C\lambda^{2\epsilon} \left\| |x|^a u^{p-1} \right\|_{L^{\frac{n}{2\epsilon}}((B^+_\lambda)^-)} \|\omega^\lambda\|_{L^q((B^+_\lambda)^-)}
\]

\[
+ C(\delta(x)) (B^+_\lambda)^{-\frac{1}{2}} \left\| |x|^a u^{p-1} \right\|_{L^{\frac{n}{2\epsilon}}((B^+_\lambda)^-)} \|\omega^\lambda\|_{L^q((B^+_\lambda)^-)}.
\]

Since \( a > -n \), we first choose \( \epsilon > 0 \) sufficiently small such that \( \frac{n}{n - 2\epsilon} > -n \), then choose \( q > \frac{n}{2\epsilon} \) sufficiently large such that \( \frac{2q}{q - 1} > -n \). Then from the assumption that \( u \) is continuous in \( \mathbb{R}_+^n \), it is obvious that \( |x|^a u^{p-1} \in L^{\frac{n}{2\epsilon}}(\mathbb{R}_+^n) \cap L^{\frac{n}{q - 1}}(\mathbb{R}_+^n) \). Therefore, there exists \( \delta_0 > 0 \) sufficiently small, such that

(4.21)

\[
C\lambda^{2\epsilon} \left\| |x|^a u^{p-1} \right\|_{L^{\frac{n}{2\epsilon}}((B^+_\lambda)^-)} + C(\delta(x)) (B^+_\lambda)^{-\frac{1}{2}} \left\| |x|^a u^{p-1} \right\|_{L^{\frac{n}{2\epsilon}}((B^+_\lambda)^-)} < \frac{1}{2}
\]
for any $0 < \lambda < \delta_0$. Thus, by (4.20), we must have
\begin{equation}
\|\omega^\lambda\|_{L^q((B_\lambda^+)^-)} = 0
\end{equation}
for any $0 < \lambda < \delta_0$. From the continuity of $\omega^\lambda$ in $\mathbb{R}^n_+ \setminus \{0\}$ and the definition of $(B_\lambda^+)^-$, we immediately get that $(B_\lambda^+)^- = \emptyset$ and hence (4.10) holds true for any $0 < \lambda < \delta_0$. This completes Step 1.

Step 2. Dilate the half sphere $S_\lambda^+$ outward until $\lambda = +\infty$ to derive lower bound estimates on $u$ in a cone. Step 1 provides us a starting point to dilate the half sphere $S_\lambda^+$ from near $\lambda = 0$. Now we dilate the half sphere $S_\lambda^+$ outward as long as (4.10) holds. Let
\begin{equation}
\lambda_0 := \sup\{\lambda > 0 \mid |\omega^\mu| \geq 0 \text{ in } B_\mu^+(0), \ \forall 0 < \mu \leq \lambda\} \in (0, +\infty],
\end{equation}
and hence, one has
\begin{equation}
\omega^\lambda(x) \geq 0, \quad \forall x \in B_\lambda^+(0).
\end{equation}

In what follows, we will prove $\lambda_0 = +\infty$ by driving a contradiction under the assumption that $\lambda_0 < +\infty$.

In fact, suppose $\lambda_0 < +\infty$, we must have
\begin{equation}
\omega^\lambda_0(x) \equiv 0, \quad \forall x \in B_\lambda^+(0).
\end{equation}

Suppose on the contrary that (4.25) does not hold, that is, there exists a $x_0 \in B_\lambda^+(0)$ such that $\omega^\lambda_0(x_0) > 0$. Then, by (4.19) and (4.24), we have
\begin{equation}
\omega^\lambda_0(x) > 0, \quad \forall x \in B_\lambda^+(0).
\end{equation}

Choose $\delta_1 > 0$ sufficiently small, which will be determined later. Define the narrow region
\begin{equation}
A_{\delta_1} := \{x \in B_{\lambda_0}^+(0) \mid \text{dist}(x, \partial B_{\lambda_0}^+(0)) < \delta_1\}.
\end{equation}
Note that $A_{\delta_1} = \{x \in B_{\lambda_0}^+(0) \mid x_n < \delta_1 \text{ or } \lambda_0 - \delta_1 < |x| < \lambda_0\}$.

Since that $\omega^\lambda_0$ is continuous in $\mathbb{R}^n_+ \setminus \{0\}$ and $A_{\delta_1} := B_{\lambda_0}^+(0) \setminus A_{\delta_1}$ is a compact subset, there exists a positive constant $C_0$ such that
\begin{equation}
\omega^\lambda_0(x) > C_0, \quad \forall x \in A_{\delta_1}^c.
\end{equation}
By continuity, we can choose $\delta_2 > 0$ sufficiently small, such that, for any $\lambda \in [\lambda_0, \lambda_0 + \delta_2],$
\begin{equation}
\omega^\lambda(x) > \frac{C_0}{2}, \quad \forall x \in A_{\delta_1}^c.
\end{equation}

Hence we must have
\begin{equation}
(B_\lambda^-)^- \subset B_\lambda^+(0) \setminus A_{\delta_1} := (B_\lambda^+(0) \setminus B_{\lambda_0}^+(0)) \cup A_{\delta_1}
\end{equation}
for any $\lambda \in [\lambda_0, \lambda_0 + \delta_2]$. By (4.20) and local integrability of $|x|^a u^{p-1}$ in $\mathbb{R}^n_+$, we can choose $\delta_1$ and $\delta_2$ sufficiently small such that, for any $\lambda \in [\lambda_0, \lambda_0 + \delta_2],$
\begin{equation}
C_\lambda 2^{2r} \|x|^a u^{p-1}\|_{L^{\frac{p}{2}}(\mathbb{R}^n_+ \setminus (B_\lambda^+)^-) + C(\delta(\varepsilon))(B_\lambda^-)^- \|x|^a u^{p-1}\|_{L^{\frac{p}{2}}(\mathbb{R}^n_+ \setminus (B_\lambda^+)^-)} < \frac{1}{2}.
\end{equation}
Then, by the same argument as in step 1, we obtain that for any $\lambda \in [\lambda_0, \lambda_0 + \delta_2],$
\begin{equation}
\omega^\lambda(x) \geq 0, \quad \forall x \in B_\lambda^+(0).
\end{equation}
This contradicts the definition of $\lambda_0$. Hence, (4.25) must hold true.
However, by (4.24), (4.33), (4.25) and the fact that \( n + a > 0 \), we obtain
\[
0 = \omega^{\lambda_0}(x) = u_{\lambda_0}(x) - u(x)
\]
\[
= \int_{B^+_\lambda_0(0)} \left( G^+(x, y) - G^+(x, y^{\lambda_0}) \right) |y|^a \left( \left( \frac{\lambda_0}{|y|} \right)^{2(n+a)} - 1 \right) u^p(y) dy > 0
\]
for any \( x \in B^+_\lambda_0(0) \), which is absurd. Thus we must have \( \lambda_0 = +\infty \), that is,
\[
\lambda_0 \geq \lambda_0 \geq \lambda , \quad \forall \ 0 < \lambda < +\infty.
\]
Therefore, we obtain that \( u \) is radially nondecreasing. For arbitrary \( |x| \geq 1 \), \( x \in \mathbb{R}^n_+ \), let \( \lambda := \sqrt{|x|} \), then (4.34) yields that
\[
\lambda_0 \geq \lambda_0 \geq \lambda , \quad \forall \ 0 < \lambda < +\infty.
\]
and hence, we arrive at the following lower bound estimate:
\[
u_n \geq u \left( \frac{x}{|x|} \right), \quad \forall \ |x| \geq 1 \quad \forall \ n \geq \frac{|x|}{\sqrt{n}}.
\]

The lower bound estimate (4.36) can be improved remarkably using the “Bootstrap” iteration technique and the integral equation (1.3).

In fact, let \( \mu_0 := 0 \), we infer from the integral equation (1.3), (4.18) and (4.36) that, for any \( |x| \geq 1 \) and \( x_n \geq \frac{|x|}{\sqrt{n}} \),
\[
u_n \geq u \left( \frac{x}{|x|} \right), \quad \forall \ |x| \geq 1 \quad \forall \ n \geq \frac{|x|}{\sqrt{n}}.
\]

Therefore, we obtain that \( u \) is radially nondecreasing. For arbitrary \( |x| \geq 1 \), \( x \in \mathbb{R}^n_+ \), let \( \lambda := \sqrt{|x|} \), then (4.34) yields that
\[
u_n \geq u \left( \frac{x}{|x|} \right), \quad \forall \ |x| \geq 1 \quad \forall \ n \geq \frac{|x|}{\sqrt{n}}.
\]

The lower bound estimate (4.36) can be improved remarkably using the “Bootstrap” iteration technique and the integral equation (1.3).

In fact, let \( \mu_0 := 0 \), we infer from the integral equation (1.3), (4.18) and (4.36) that, for any \( |x| \geq 1 \) and \( x_n \geq \frac{|x|}{\sqrt{n}} \),
\[
u_n \geq u \left( \frac{x}{|x|} \right), \quad \forall \ |x| \geq 1 \quad \forall \ n \geq \frac{|x|}{\sqrt{n}}.
\]

where we have used the fact \( (n + a) + p\mu_0 > 0 \) since \( a > 0 \) and \( 1 < p < +\infty \). Let \( \mu_1 := p\mu_0 + (n + a) \). Due to \( 1 < p < +\infty \) and \( a > 0 \), our important observation is
\[
u_n \geq u \left( \frac{x}{|x|} \right), \quad \forall \ |x| \geq 1 \quad \forall \ n \geq \frac{|x|}{\sqrt{n}}.
\]

Thus we have obtained a better lower bound estimate than (4.36) after one iteration, that is,
\[
u_n \geq u \left( \frac{x}{|x|} \right), \quad \forall \ |x| \geq 1 \quad \forall \ n \geq \frac{|x|}{\sqrt{n}}.
\]

For \( k = 0, 1, 2, \cdots \), define
\[
u_n \geq u \left( \frac{x}{|x|} \right), \quad \forall \ |x| \geq 1 \quad \forall \ n \geq \frac{|x|}{\sqrt{n}}.
\]

Since \( a > 0 \) and \( 1 < p < +\infty \), it is easy to see that the sequence \( \{\mu_k\} \) is monotone increasing with respect to \( k \) and \( (n + a) + p\mu_k > 0 \) for any \( k = 0, 1, 2, \cdots \). Continuing the above iteration
process involving the integral equation (1.3), we have the following lower bound estimates for every $k = 0, 1, 2, \cdots$,

\[(4.41) \quad u(x) \geq C_k |x|^{\mu_k}, \quad \forall \ |x| \geq 1, \ x_n \geq \frac{|x|}{\sqrt{n}}. \]

From (4.41) and the obvious property that

\[(4.42) \quad \mu_k \to +\infty, \quad \text{as} \quad k \to +\infty, \]

we can conclude the following lower bound estimates for positive solution $u$.

**Theorem 4.2.** Assume $n \geq 1$, $a > -n$ and $1 \leq p < +\infty$. Suppose $u \in C(\mathbb{R}_+^n)$ is a positive solution to IE (1.3), then it satisfies the following lower bound estimates: for all $x \in \mathbb{R}_+^n$ satisfying $|x| \geq 1$ and $x_n \geq \frac{|x|}{\sqrt{n}}$,

\[(4.43) \quad u(x) \geq C_\kappa |x|^{\kappa}, \quad \forall \ \kappa < +\infty. \]

The lower bound estimates in Theorem 4.2 obviously contradicts the integral equation (1.3). In fact, since $a > -n$, by (4.18) and (4.36), we have

\[(4.44) \quad +\infty > u \left( \frac{e_n}{100} \right) = \int_{\mathbb{R}_+^n} G \left( \frac{e_n}{100}, y \right) |y|^a u^p(y) dy \]

\[\geq \int_{|y| \geq 1, y_n \geq \frac{|y|}{\sqrt{n}}} G \left( \frac{e_n}{100}, y \right) |y|^a u^p(y) dy \]

\[\geq C \int_{|y| \geq 1, y_n \geq \frac{|y|}{\sqrt{n}}} \frac{y_n}{|y|^2} |y|^{a+1} dy \]

\[\geq C \int_{|y| \geq 1, y_n \geq \frac{|y|}{\sqrt{n}}} |y|^a dy \]

\[= +\infty, \]

where the unit vector $e_n := (0, \cdots, 0, 1) \in \mathbb{R}_+^n$. This is a contradiction! Thus we must have $u \equiv 0$ in $\mathbb{R}_+^n$.

This concludes our proof of Theorem 1.4.

**References**

[1] M. F. Bidaut-Véron and H. Giacomini, *A new dynamical approach of Emden-Fowler equations and systems*, Adv. Differential Equations, 15 (2010), no. 11-12, 1033-1082.

[2] H. Brezis and F. Merle, *Uniform estimates and blow-up behavior for solutions of $-\Delta u = V(x) e^u$ in two dimensions*, Comm. PDE, 16 (1991), 1223-1253.

[3] L. Cao and W. Chen, *Liouville type theorems for poly-harmonic Navier problems*, Disc. Cont. Dyn. Syst. - A, 33 (2013), 3977-3955.

[4] W. Chen, W. Dai and G. Qin, *Liouville type theorems, a priori estimates and existence of solutions for critical order Hardy-Hénon equations in $R^n$*, preprint, submitted, arXiv: 1808.06609.

[5] W. Chen and Y. Fang, *A Liouville type theorem for poly-harmonic Dirichlet problems in a half space*, Adv. Math., 229 (2012), 2835-2867.

[6] W. Chen, Y. Fang and C. Li, *Super poly-harmonic property of solutions for Navier boundary problems on a half space*, J. Funct. Anal., 265 (2013), 1522-1555.

[7] W. Chen, Y. Fang and R. Yang, *Liouville theorems involving the fractional Laplacian on a half space*, Adv. Math., 274 (2015), 167-198.

[8] L. Caffarelli, B. Gidas and J. Spruck, *Asymptotic symmetry and local behavior of semilinear elliptic equation with critical Sobolev growth*, Comm. Pure Appl. Math., 42 (1989), 271-297.
[9] W. Chen and C. Li, *Classification of solutions of some nonlinear elliptic equations*, Duke Math. J., 63 (1991), no. 3, 615-622.

[10] W. Chen and C. Li, *On Nirenberg and related problems - a necessary and sufficient condition*, Comm. Pure Appl. Math., 48 (1995), 657-667.

[11] W. Chen and C. Li, *A priori estimates for prescribing scalar curvature equations*, Annals of Math., 145 (1997), no. 3, 547-564.

[12] W. Chen, C. Li and B. Ou, *Classification of solutions for an integral equation*, Comm. Pure Appl. Math., 59 (2006), 330-343.

[13] W. Chen, Y. Li and R. Zhang, *A direct method of moving spheres on fractional order equations*, J. Funct. Anal., 272 (2017), no. 10, 4131-4157.

[14] W. Dai, S. Peng and G. Qin, *Liouville type theorems, a priori estimates and existence of solutions for non-critical higher order Lane-Emden-Hardy equations*, preprint, submitted for publication, arXiv: 1808.10771.

[15] W. Dai and G. Qin, *Liouville type theorems for fractional and higher order Hénon-Hardy type equations via the method of scaling spheres*, preprint, submitted for publication, arXiv: 1810.02752.

[16] W. Dai and G. Qin, *Classification of nonnegative classical solutions to third-order equations*, Adv. Math., 328 (2018), 822-857.

[17] W. Dai and G. Qin, *Liouville type theorems for Hardy-Hénon equations with concave nonlinearities*, preprint, submitted for publication, 2018, 12pp.

[18] J. Dou and H. Zhou, *Liouville theorems for fractional Hénon equation and system on $\mathbb{R}^n$*, Comm. Pure Appl. Anal., 14 (2015), no. 5, 206-231.

[19] Y. Li and J. Bao, *Fractional Hardy-Hénon equations on exterior domains*, to appear in J. Diff. Equations, doi: 10.1016/j.jde.2018.07.062.

[20] Y. Li and M. Zhu, *Uniqueness theorems through the method of moving spheres*, Duke Math. J., 80 (1995), 383-417.

[21] E. Mitidieri, *Nonexistence of positive solutions of semilinear elliptic systems in $\mathbb{R}^N$*, Differential Integral Equations, 9 (1996), 465-479.

[22] E. Mitidieri and S. I. Pohozaev, *A priori estimates and the absence of solutions of nonlinear partial differential equations and inequalities*, Tr. Mat. Inst. Steklova, 234 (2001), 1-384.

[23] W. Ni, *A nonlinear Dirichlet problem on the unit ball and its applications*, Indiana Univ. Math. J., 31 (1982), 801-807.

[24] P. Padilla, *On some nonlinear elliptic equations*, Thesis, Courant Institute, 1994.

[25] P. Poláčik, P. Quittner and P. Souplet, *Singularity and decay estimates in superlinear problems via Liouville-type theorems. Part I: Elliptic systems*, Duke Math. J., 139 (2007), 555-579.
[37] Q. Phan and P. Souplet, Liouville-type theorems and bounds of solutions of Hardy-Hénon equations, J. Diff. Equations, 252 (2012), 2544-2562.

[38] W. Reichel and T. Weth, A priori bounds and a Liouville theorem on a half-space for higher-order elliptic Dirichlet problems, Math. Z., 261 (2009), 805-827.

[39] W. Reichel and T. Weth, Existence of solutions to nonlinear, subcritical higher order elliptic Dirichlet problems, J. Diff. Equations, 248 (2010), 1866-1878.

[40] L. Sun and J. Xiong, Classification theorems for solutions of higher order boundary conformally invariant problems, I, J. Funct. Anal., 271 (2016), 3727-3764.

[41] J. Wei and X. Xu, Classification of solutions of higher order conformally invariant equations, Math. Ann., 313 (1999), no. 2, 207-228.

School of Mathematics and Systems Science, Beihang University (BUAA), Beijing 100083, P. R. China, and LAGA, Université Paris 13 (UMR 7539), Paris, France
E-mail address: weidai@buaa.edu.cn

Institute of Applied Mathematics, Chinese Academy of Science, Beijing 100190, and University of Chinese Academy of Science, Beijing 100049, P. R. China
E-mail address: qinguolin18@mails.ucas.ac.cn